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Abstract

In extension problems of partial graph drawings one is given an incomplete drawing of an input graph \( G \) and is asked to complete the drawing while maintaining certain properties. A prominent area where such problems arise is that of crossing minimization. For plane drawings and various relaxations of these, there is a number of tractability as well as lower-bound results exploring the computational complexity of crossing-sensitive drawing extension problems. In contrast, comparatively few results are known on extension problems for the fundamental and broad class of simple drawings, that is, drawings in which each pair of edges intersects in at most one point. In fact, only recently it has been shown that the extension problem of simple drawings is \( \text{NP} \)-hard even when the task is to insert a single edge.

In this paper we present tractability results for the crossing-sensitive extension problem of simple drawings. In particular, we show that the problem of inserting edges into a simple drawing is fixed-parameter tractable when parameterized by the number of edges to insert and an upper bound on newly created crossings. Using the same proof techniques, we are also able to answer several closely related variants of this problem, among others the extension problem for \( k \)-plane drawings. Moreover, using a different approach, we provide a single-exponential fixed-parameter algorithm for the case in which we are only trying to insert a single edge into the drawing.

1 Introduction

The study of the crossing number of graphs, that is, the minimum number of edge crossings necessary to draw a given graph, is a major research direction in the field of computational geometry [10, 34, 37]. More recently, there have been a number of works focusing on minimizing or restricting edge crossings when the task is not to draw a graph from scratch, but rather to extend a partial drawing that is provided on the input. Prominently, Chimani et al. [14] showed that extending a plane drawing with a star in a way that minimizes the number of crossings of the resulting drawing is polynomial-time tractable. Later, Angelini et al. [1] obtained a polynomial-time algorithm for extending plane drawings so that the crossing number remains 0 (i.e., the resulting drawing is plane).

While the two results mentioned above give rise to polynomial-time variants of crossing-minimization extension problems, a number of important cases are known to be \( \text{NP} \)-hard; a prototypical example is
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the **Rigid Multiple Edge Insertion (RMEI)** problem, which asks for a crossing-minimal insertion of \( k \) edges into a plane drawing of an \( n \)-vertex graph \([15, 39]\). To deal with this, in recent years the focus has broadened to also consider a weaker notion of tractability, namely, **fixed-parameter tractability (FPT)** \([17, 19]\). Chimani and Hliněný \([15]\) have shown that RMEI is FPT, i.e., there is an algorithm which solves that problem in time \( f(k) \cdot n^{O(1)} \). Other works have considered various relaxations of crossing minimization; for instance, recently Eiben et al. \([21]\) established the fixed-parameter tractability of extending drawings by \( k \) edges in a way which does not minimize the total number of crossings, but rather bounds the number of crossings per edge to at most 1.

It is worth noting that for many questions in the intersection of minimizing the number of crossings and the study of graph extension problems, an important goal is that the desired extension should maintain certain properties of the given partial representation. For instance, in the problems studied by Angelini et al. \([1]\) and Eiben et al. \([21]\), the input is a plane or 1-plane\(^1\) drawing, respectively, and the desired extension must maintain the property of being (1-)plane. In a similar manner, recent years have seen a wide range of results exploring the algorithmic complexity of such extension problems maintaining more restricted properties. For plane drawings, classical restrictions of the drawing such as it being straight-line \([35]\), level-planar \([9]\), upward \([32]\), or orthogonal \([3]\) have been explored. Other results for planar graphs consider the number of required bends \([13]\) or assume that the partially drawn subgraph is a cycle \([12, 33]\). For 1-plane drawings, the same authors as in \([21]\) very recently extended their results \([20]\).

Leaving planar and just beyond planar graphs, the most prominent class of drawings with respect to crossing minimization are **simple drawings** (also called **good drawings** \([8, 22]\), **simple topological graphs** \([31]\), or simply **drawings** \([27]\)). A drawing is simple if every pair of edges intersect in at most one point that is either a common endpoint or a proper crossing. Simplicity is an extremely natural restriction that is taken as a basic assumption in a range of settings, e.g., \([2, 5, 11, 29]\), and it is known that simplicity is a necessary requirement for crossing-minimal drawings \([37]\).

**Contribution.** In this work we study the extension problem for simple drawings in the context of crossing minimization. In other words, our aim is to extend a given simple drawing with \( k \) new edges while maintaining simplicity and restricting newly created crossings. Naturally, the most obvious way of restricting such crossings is by bounding their number, leading us to our first problem of interest:\(^2\)

| Simple Crossing-Minimal Edge Insertion (SCEI) |
|---------------------------------------------|
| **Input:** A graph \( G = (V, E) \) along with a connected simple drawing \( G' \), an integer \( \ell \), and a set \( F \) of \( k \) edges of the complement of \( G \). |
| **Question:** Can \( G' \) be extended to a simple drawing \( G'' \) of the graph \( G'' = (V, E \cup F) \) such that the number of crossings in \( G'' \) that involve an edge of \( F \) is at most \( \ell \)? |

Note that we require the initial drawing \( G \) to be connected. While this is a natural assumption that is well-justified in many situations, it would certainly also make sense to consider the more general setting in which this is not the case. A short discussion of how the connectivity of \( G \) is used in our proof is provided in Section 4.

SCEI was recently shown to be \( \text{NP} \)-complete already when \( |F| = 1 \) and \( \ell \geq |E| \) (meaning that the aim is merely to obtain a simple drawing) \([7]\). On the other hand, if one drops the requirement that the resulting drawing must be simple, the problem immediately reduces to the Rigid Multiple Edge Insertion problem that was shown to be \( \text{FPT} \) (parameterized by the number of inserted edges) by Chimani and Hliněný \([15]\)—indeed, one can simply planarize the initial drawing and then apply the provided algorithm.

The main contribution of this article is a fixed-parameter algorithm for SCEI parameterized by \( k + \ell \). The result is obtained via a combination of the techniques recently introduced by Eiben et al. \([21]\) and completely new machinery. A high-level overview of the challenges posed by the problem and our strategy for overcoming these challenges is provided in the next part of this introduction. However, before proceeding there, let us mention other natural crossing-sensitive restrictions of simple drawing extension.

---

1\(^\text{A}\) A drawing of a graph is \( \ell \)-plane if every edge is involved in at most \( \ell \) crossings.

2\(^\text{b}\) Decision versions of problems are provided purely for complexity-theoretic reasons; every algorithm provided in this article is constructive and can also output a solution as a witness.
Instead of restricting the total number of newly created crossings, one may aim to extend $G$ in a way which bounds the number of crossings involving each of the newly added edges—akin to the restrictions imposed by $\ell$-planarity. We call this problem SIMPLE LOCALLY CROSSING-MINIMAL EDGE INSERTION (SLCEI), where the role of $\ell$ is that it bounds the maximum number of crossings involving any one particular edge of $F$. Alternatively, one may simply require that every edge in the resulting drawing is involved in at most $\ell$ crossings, i.e., that the whole $G'$ is $\ell$-plane. This results in the SIMPLE $\ell$-PLANAR EDGE INSERTION ($\ell$-PEI) problem. Both of these problems are known to be NP-hard when either $\ell = 1$ or $k = 1$, meaning that we can drop neither of our parameters if we wish to achieve tractability.

One key strength of the framework we develop for solving SCEI is its universality. Notably, we obtain the fixed-parameter tractability of SLCEI as an immediate corollary of the proof of our main theorem, while the fixed-parameter tractability of $\ell$-PEI follows by a minor adjustment of the final part of our proof. Moreover, it is trivial to use the framework to solve the considered problems when one drops the requirement that the final drawing is simple—allowing us to, e.g., generalize the previously established fixed-parameter tractability of 1-PLANAR EDGE INSERTION [21] to $\ell$-PLANAR EDGE INSERTION ($\ell$-PEI).

Finally, we note that a core ingredient in our approach is the use of Courcelle’s theorem [16], and hence the algorithms underlying our tractability results will have an impractical dependency on $k$. However, for the special case of $|F| = 1$ (i.e., when inserting a single edge), we use so-called representative sets to provide a single-exponential fixed-parameter algorithm which is tight under the exponential time hypothesis [28].

**Proof Overview.** On a high level, our approach for establishing the fixed-parameter tractability of the considered problems follows the general strategy co-developed by a subset of the authors to solve 1-PLANAR EDGE DRAWING EXTENSION (1PEDE), i.e., the problem of inserting $k$ edges into a drawing while maintaining 1-planarity. This general strategy can be summarized as follows:

1. We preprocess $G$ and a planarization of $G$ to remove parts of $G$ which are too far away to interact with our solution. This drawing is then translated into a graph representation of bounded treewidth [36].

2. We identify a combinatorial characterization that captures how the solution curves will be embedded into $G$. Crucially, the characterization has size bounded by our parameters.

3. We perform brute-force branching over all characterizations to pre-determine the behavior of a solution in $G$, and for each such characterization we employ Courcelle’s theorem [16] to determine whether there exists a solution with such a characterization.

The specific implementation of this strategy differs substantially from the previous work [21]—for instance, the combinatorial characterization of solutions in Step 2 and the use of Courcelle’s theorem in Step 3 are both different. But the by far greatest challenge in implementing this strategy occurs in Step 1. Notably, removing the parts of $G$ required to obtain a bounded-treewidth graph representation creates holes in the drawing, and these could disconnect edges intersecting these holes. The graph representation can then lose track of “which edge parts belong to each other”, which means we can no longer use it to determine whether the extended drawing is simple. We remark that specifically for $\ell$-PEI and $\ell$-PEI, it would be possible to directly adapt Step 1 to ensure that no edge is disconnected in this manner, thus circumventing this difficulty.

To handle this problem, we employ an in-depth geometric analysis combined with a careful use of the sunflower lemma and subroutines which invoke Courcelle’s theorem to construct a representation which (a) still has bounded treewidth, and (b) contains partial information about which edge parts belong to the same edge in $G$. A detailed overview of how this is achieved is presented at the beginning of Section 3—but for a high-level and simplified intuition, let us imagine that we wish to extend $G$ with an $s$-$t$ curve $\pi$ while maintaining simplicity and achieving only few crossings, and we are worried about long-distance edges in $G$ which may be intersected by $\pi$ but also contain parts that are very “far” from $s$ and $t$. We essentially show that there is an efficiently computable and small set of special long-distance edges in $G$ that is sufficient to find one solution, and all other long-distance edges may be disregarded (even though there may exist some other solutions using these).

**Related Work.** There have been two distinct lines of work that recently considered simple drawings in the context of drawing extension problems, albeit with different goals. First, Hajnal et al. [26] and
Kynčl et al. [30] studied saturated simple drawings, i.e., simple drawings in which no edge can be inserted without violating simplicity. Second, a number of authors have studied the computational complexity of deciding whether a given simple drawing can be extended with a given set of edges while maintaining simplicity [6, 7].

2 Preliminaries

We use standard terminology for undirected and simple graphs [18]. The length of a walk and path is the number of edges it visits. For $r \in \mathbb{N}$, we write $[r]$ as shorthand for the set $\{1, \ldots, r\}$.

A simple drawing of a graph $G$ (also known as good drawing or as simple topological graph in the literature) is a drawing $\mathcal{G}$ of $G$ in the plane such that every pair of edges shares at most one point that is either a proper crossing or is a common endpoint. In particular, no tangencies between edges are allowed, edges must not contain any vertices in their relative interior, and no three edges intersect in the same point. Given a simple drawing $\mathcal{G}$ of a graph $G$ and a set of edges $F$ of the complement of $G$ we say that the edges in $F$ can be inserted into $\mathcal{G}$ if there exists a simple drawing $\mathcal{G}^+$ of $G^+ = (V(G), E(G) \cup F)$ that contains $\mathcal{G}$ as a subdrawing. A drawing $\mathcal{G}$ of a graph in which each edge is crossed at most $k$ times is called $k$-plane.

The planarization of a simple drawing $\mathcal{G}$ of $G$ is the plane graph $G^\kappa$ obtained from $\mathcal{G}$ by subdividing the edges of $\mathcal{G}$ at the crossing points of $\mathcal{G}$. We call each part of the subdivision of $e \in E(G)$ in $G^\kappa$ an edge segment (of $e$).

Sunflower Lemma. One tool we use to obtain our results is the classical sunflower lemma of Erdős and Rado. A sunflower in a set family $\mathcal{F}$ is a subset $\mathcal{F}' \subseteq \mathcal{F}$ such that all pairs of elements in $\mathcal{F}'$ have the same intersection.

Lemma 1 ([23, 24]). Let $\mathcal{F}$ be a family of subsets of a universe $U$, each of cardinality exactly $b$, and let $a \in \mathbb{N}$. If $|\mathcal{F}| \geq b! (a-1)^b$, then $\mathcal{F}$ contains a sunflower $\mathcal{F}'$ of cardinality at least $a$. Moreover, $\mathcal{F}'$ can be computed in time polynomial in $|\mathcal{F}|$.

Parameterized Complexity. In parameterized complexity [24, 19, 17], the complexity of a problem is studied not only with respect to the input size, but also with respect to some problem parameter(s). The core idea behind parameterized complexity is that the combinatorial explosion resulting from the NP-hardness of a problem can sometimes be confined to certain structural parameters that are small in practical settings. We now proceed to the formal definitions.

A parameterized problem $Q$ is a subset of $\Omega^* \times \mathbb{N}$, where $\Omega$ is a fixed alphabet. Each instance of $Q$ is a pair $(I, \kappa)$, where $\kappa \in \mathbb{N}$ is called the parameter. A parameterized problem $Q$ is fixed-parameter tractable (FPT) [24, 19, 17], if there is an algorithm, called an FPT-algorithm, that decides whether an input $(I, \kappa)$ of $Q$ in time $f(\kappa) \cdot |I|^\mathcal{O}(1)$, where $f$ is a computable function and $|I|$ is the input instance size. The class FPT denotes the class of all fixed-parameter tractable parameterized problems. A parameterized problem $Q$ is FPT-reducible to a parameterized problem $Q'$ if there is an algorithm, called an FPT-reduction, that transforms each instance $(I, \kappa)$ of $Q$ into an instance $(I', \kappa')$ of $Q'$ in time $f(\kappa) \cdot |I|^\mathcal{O}(1)$, such that $\kappa' \leq g(\kappa)$ and $(I, \kappa) \in Q$ if and only if $(I', \kappa') \in Q'$, where $f$ and $g$ are computable functions.

Monadic Second Order Logic. We consider Monadic Second Order (MSO) logic on (edge-)labeled directed graphs in terms of their incidence structure, whose universe contains vertices and edges; the incidence between vertices and edges is represented by a binary relation. We assume an infinite supply of individual variables $x, x_1, x_2, \ldots$ and of set variables $X, X_1, X_2, \ldots$. The atomic formulas are $Vx$ (“$x$ is a vertex”), $Ey$ (“$y$ is an edge”), $Ix$ (“vertex $x$ is incident with edge $y$”), $x = y$ (equality), $P_\alpha x$ (“vertex or edge $x$ has label $\alpha$”), and $Xx$ (“vertex or edge $x$ is an element of set $X$”). MSO formulas are built up from atomic formulas using the usual Boolean connectives ($\neg$, $\land$, $\lor$, $\rightarrow$, $\leftrightarrow$), quantification over individual variables ($\forall x$, $\exists x$), and quantification over set variables ($\forall X$, $\exists X$).

Free and bound variables of a formula are defined in the usual way. To indicate that the set of free individual variables of formula $\Phi$ is $\{x_1, \ldots, x_\ell\}$ and the set of free set variables of formula $\Phi$ is $\{X_1, \ldots, X_q\}$ we write $\Phi(x_1, \ldots, x_\ell, X_1, \ldots, X_q)$. If $G$ is a graph, $v_1, \ldots, v_\ell \in V(G) \cup E(G)$ and $S_1, \ldots, S_q \subseteq V(G) \cup E(G)$ we write $G \models \Phi(v_1, \ldots, v_\ell, S_1, \ldots, S_q)$ to denote that $\Phi$ holds in $G$ if the variables $x_i$ are interpreted by the vertices or edges $v_i$, for $i \in [\ell]$, and the variables $X_i$ are interpreted by the sets $S_i$, for $i \in [q]$. 

\[4\]
The following result (the well-known Courcelle’s theorem [16]) shows that if $G$ has bounded treewidth [36] then we can find an assignment $\varphi$ to the set of free variables $F$ with $G \models \Phi(\varphi(F))$ (if one exists) in linear time.

**Theorem 2** (Courcelle’s theorem [16, 4]). Let $\Phi(x_1, \ldots, x_\ell, X_1, \ldots, X_q)$ be a fixed MSO formula with free individual variables $x_1, \ldots, x_\ell$ and free set variables $X_1, \ldots, X_q$, and let $w$ a constant. Then there is a linear-time algorithm that, given a labeled directed graph $G$ of treewidth at most $w$, either outputs $v_1, \ldots, v_\ell \in V(G) \cup E(G)$ and $S_1, \ldots, S_q \subseteq V(G) \cup E(G)$ such that $G \models \Phi(v_1, \ldots, v_\ell, S_1, \ldots, S_q)$ or correctly identifies that no such vertices $v_1, \ldots, v_\ell$ and sets $S_1, \ldots, S_q$ exist.

We remark that since an understanding of the definition of treewidth is not required for our presentation, we merely refer to the literature for a discussion of the notion [36, 17, 19]. We denote the treewidth of a graph $G$ as $tw(G)$.

**Problem Definition and Terminology.** We formulate the following generalization of SLCEI in which we allow the numbers of crossings allowed for each newly added edge to differ. Note that this formulation also fixes a parameterization.

### Simple Crossing-Restricted Edge Insertion ($3$)

**Input:** A graph $G = (V,E)$ along with a connected simple drawing $\mathcal{G}$, a set $F = \{e_1, \ldots, e_k\}$ of $k$ edges of the complement of $G$, and $\ell_1, \ldots, \ell_k \in \mathbb{N}$.

**Question:** Can $\mathcal{G}$ be extended to a simple drawing $\mathcal{G}'$ of the graph $G' = (V,E \cup F)$ such that the drawing of each edge $e_i \in F$ has at most $\ell_i$ crossings in $\mathcal{G}'$?

For an instance of $3$ we refer to elements in $F$ as *added edges* and denote the endpoints of $e_i$ as $s_i$ and $t_i$ (where $s_1, t_1, \ldots, s_k, t_k$ are not necessarily distinct). For brevity we denote $\ell = \max_{i \in [k]} \ell_i$. Although $3$ is stated as a decision problem, we will want to speak about hypothetical *solutions* of $3$, which will naturally correspond to the drawings of added edges in $G'$ (if one exists) as the rest of $G'$ is predetermined by $\mathcal{G}$. This means that a solution is a set of drawings of added edges in $G'$ where $G'$ witnesses the fact that the given instance is a *yes*-instance. If no such $G'$ exists, then we say that the $3$-instance has no solution.

The reason we focus our presentation on $3$ is that the fixed-parameter tractability of $3$ immediately implies the fixed-parameter tractability of both SLCEI parameterized by the number of added edges and crossings per added edge, and SCEI parameterized by the number of added edges and crossings of all added edges (the former problem is just a subcase of $3$, while the latter admits a trivial FPT-reduction to $3$ which simply requires that we branch to decide on an upper-bound for how many crossings each edge in $F$ contributes). Hence obtaining a fixed-parameter algorithm for $3$ provides a unified reason for the fixed-parameter tractability of both SCEI and SLCEI. Furthermore, we will later show that the result for $3$ can be straightforwardly adapted to solve the other problems mentioned in the introduction.

### 3 Stitches

Let $(G, \mathcal{G}, F, (\ell_i)_{i \in [|F|]})$ be an instance of $3$. We begin by identifying parts of $\mathcal{G}$ that may be considered ‘unimportant’ because they can never be intersected by the drawing of any of the edges $s_it_i \in F$ with at most $\ell_i$ crossings. This is the case for every cell of $\mathcal{G}$ which is separated by at least $\ell_i$ cell boundaries from every cell containing $s_i$ or every cell containing $t_i$. More formally, consider the dual $G^*$ of the planarization $\mathcal{G}^x$ of $\mathcal{G}$, and for each vertex $v \in V(G)$ let $U_v \subseteq G^*$ be the set of vertices that correspond to cells $c$ of $\mathcal{G}$ such that $v$ lies on the boundary of $c$. We say a cell $c$ of $\mathcal{G}$ is $s_it_i$-far if it corresponds to a vertex $v_c \in V(G^*)$ at distance more than $\ell_i$ from $U_{s_i}$ or $U_{t_i}$, and is far if it is $s_it_i$-far for all $i \in [k]$. Observe that in any solution of $3$ for $(G, \mathcal{G}, F, (\ell_i)_{i \in [|F|]})$ no drawing of an edge in $F$ can intersect far cells of $\mathcal{G}$. We refer to maximal unions of far cells in $\mathcal{G}$ which form subsets of $\mathbb{R}^2$ whose interior is connected as holes.

Similarly as in [21] we want to derive a planar graph of diameter bounded in $k$ and $\ell$ which serves as combinatorialization of $\mathcal{G}$ on which we can invoke Courcelle’s theorem; the diameter bound is what allows us to argue that the graph has bounded treewidth, a prerequisite for using Courcelle’s theorem. To achieve bounded diameter it is necessary to omit certain parts of the original drawing from the combinatorialization. The interiors of holes are a natural choice for information that is not immediately
relevant for the insertion of drawings for $F$, in the sense that no intersections with these drawings can occur in far cells. While it is true that ‘omitting’ the interior of holes from the combinatorialization of $G$ would allow us to correctly restrict the number of crossings of each added edge, unfortunately it means that we lose information that identifies different parts of the same edge which are themselves not inside holes but are disconnected by a hole; in particular, after omitting the holes we are no longer able to prevent double-crossings.

To transfer this information between different parts of one edge—parts which could be crossed by a hypothetical solution could cross but which are disconnected by holes—we introduce stitches into the respective holes. More formally, for a hole $H$ in $G$ we call an edge $e$ in $E(G)$ $H$-torn if $e$ is split into at least two curves by the removal of the interior of $H$ from $G$. We call maximal subcurves of an $H$-torn edge after removing $H$ (edge) parts of $e$ and refer to the endpoints of these subcurves as endpoints of the corresponding edge part. Note, that an endpoint of an edge part of an $H$-torn edge $e$ is either a vertex incident to $e$ or a crossing point between $e$ and another edge in $G$. Furthermore, each part of an $H$-torn edge has an endpoint on the boundary of $H$. The aforementioned stitches will correspond to paths between the endpoints of edge parts of $H$-torn edges. To construct these paths we introduce so-called threads which are edges that we insert into a hole $H$ to connect parts of $H$-torn edges and derive the stitches from them by considering their planarization. In the end, stitches will ensure that we can relate two such different edge parts of the same $H$-torn edge in an MSO-encoding, which in turn allows us to prevent multiple crossings of the same edge in a solution.

Of course, just connecting all the edge parts of all $H$-torn edges in this manner would not lead to a bounded treewidth graph. Hence, we will attempt to only introduce threads for parts of $H$-torn edges which may be crossed by hypothetical solutions, with the aim of ensuring that the diameter (and hence the treewidth) of the combinatorialization remains bounded by a function of our parameters.

To achieve this, the main goal of this section will be to bound the number of stitches for each edge $s_it_i \in F$ and hole $H$ by some function of $k + \ell_i$. We do this by considering which and how many edge parts of $H$-torn edges any simple $s_it_i$-curve in a hypothetical solution can cross. Here we face an apparent difficulty: it is possible that there is an unbounded number of edge parts which are crossed by drawings of $s_it_i$ in hypothetical solutions and each edge part belongs to a different $H$-torn edge (see Fig. 1a). However, such situations can be safely avoided by restricting our attention to ‘reasonable’ solutions, as we will see in Subsection 3.1. In particular, to specify ‘reasonable’ solutions we turn our attention to the behavior of drawings of added edges in a hypothetical solution when they revisit a cell of $G$. Then, showing a bound on the number of stitches we introduce for an added edge $s_it_i$ and hole $H$ is equivalent to showing that we can identify all but a bounded number of edges in $E(G)$ which are $H$-torn and cannot be crossed by a drawing of $s_it_i$ in a ‘reasonable’ hypothetical solution. This is what we focus on in Subsection 3.2.

After adding stitches, we are finally able to define an appropriate combinatorialization of $G$ in Section 4.

---

(a) Assuming $\ell_i = 3$, then the potential drawings of $s_it_i$, depicted as dashed curves, can cross an arbitrary number of $H$-torn edges.

(b) Assuming $\ell_i = \ell_j = 3$, then the drawing of $s_t$ has to go through $c$ and the drawing of $s_it_i$ has to revisit cell $c$.

Figure 1: Removable and unremovable detours.
which we can use for the final application of Courcelle’s theorem in Section 5.

3.1 Detours and Reasonable Solutions

Fix an added edge s_it, a hole H, and a cell c of the original drawing of G. A drawing of s_it in a hypothetical solution might revisit the cell c. At first glance this may seem counter-intuitive since then the drawing of s_it could be shortcut within c without increasing the number of crossings of s_it. However, on second thought it becomes evident that the drawing of s_it might have to revisit c to avoid crossing the drawing of a different added edge s_jt_j. Fig. 1b exemplifies such a situation. Understanding how and why a solution might need to revisit a cell is a major component of our argument used to bound the number of stitches per hole. In fact, as we will see in this section, avoiding such crossings is the only reason why a cell might have to be revisited.

Let γ be a drawing of s_it in a hypothetical solution which revisits c. A c-detour (of γ) is a maximal subcurve of γ whose interior is disjoint from int(c) and has neither s nor t as an endpoint. Note that a c-detour might also consist of a singular point. This case occurs when γ crosses an edge segment on the boundary of c which does not lie on the boundary of another cell. See Fig. 2a for an illustration.

**Definition 3.** Let δ be a c-detour, and let the embedding E consist only of δ and the restriction of G to the boundary of c. Then δ partitions the boundary of c into two connected parts: the part incident to the unbounded (i.e. outer) cell in E, and the δ-avoided part which is not incident to the outer cell in E.

Additionally, we call the subset of R^2 which is enclosed by δ and the δ-avoided part of the boundary of c together with the δ-avoided part of the boundary of c itself the δ-avoided region. See Fig. 2b for an illustration. A c-detour δ is unremovable if there exists an added edge s_jt_j with j ≠ i such that exactly one of s_j and t_j lies in the δ-avoided region of G. In that case we say that the endpoint (s_j or t_j) in the δ-avoided region is avoided by δ, or that δ is around the endpoint. We call a c-detour removable if it is not unremovable.

Note that we can generalize the definitions of ζ-avoided parts of cell boundaries and regions for an arbitrary simple curve ζ that starts and ends on the boundary of the same cell of G and whose interior does not intersect that cell.

The above definition of necessity of detours is justified by the following result. Intuitively it states that whenever a solution uses a c-detour for the drawing of an added edge this has to be because it is necessary in the sense that it avoids connecting immediately though c because of another added edge. Otherwise it can be short-cut through c (possibly after short-cutting some other removable c-detours).

**Lemma 4.** If there is a solution, then there exists a solution in which no drawing of any added edge contains a removable c'-detour for any cell c' of G.
Proof. Consider a solution which minimizes the sum of the number of detours over all drawings of added edges and cells $\epsilon'$. Assume $\epsilon'$ is a specific cell at which there is a removable $\epsilon'$-detour $\delta$ as part of the drawing of added edge $s_i t_j$. Since $\epsilon'$ is a cell in $G$, there is a curve in the interior of $\epsilon'$ that connects the first crossing point $d_1$ of the drawing of $s_i t_j$ into $\epsilon'$ and the last crossing point $d_2$ of the drawing of $s_i t_j$ out of $\epsilon'$ and does not intersect any edge in $E(G)$. If no drawing of another added edge in the considered solution separates $d_1$ from $d_2$ within $\epsilon'$, this simple curve could be used instead of $\delta$ contradicting the minimality assumption on the considered solution. Hence, let $s_j t_j' \neq s_i t_j$ be another added edge whose drawing in the considered solution separates $d_1$ from $d_2$ within $\epsilon'$. Since we are assuming $\delta$ to be removable the drawing of $s_i t_j$ also has to cross $\delta$, or it also contains a $\epsilon'$-detour, on which we can iterate the argument. After at most $k \cdot \ell$ iterations, in each of which we always find some detour which does not intersect the one we started the respective iteration with, we arrive at the case that the first entry and last exit point $d_1$ and $d_2$ of the considered $\epsilon'$-detour $\delta$ are only separated in $\epsilon'$ by drawings of added edges that also cross $\delta$. This simple bound\(^3\) on the number of iterations can easily be argued because each edge can have at most $\ell$ crossings, and hence also at most this many different detours are part of the drawing of an added edge in the considered solution.

Now it is easy to see that there is a $d_1$-$d_2$-curve within $\epsilon'$ that crosses no drawing of an edge in $E(G)$ and at most the same drawings of added edges in the considered solution as $\delta$ does at most once. This means we can replace $\delta$ by such a curve in our initial solution to obtain a solution with a smaller total number of removable detours, contradicting the minimality assumption. 

Justified by this previous lemma, we want to from now understand a ‘reasonable’ solution to be a solution in which no drawing of any added edge contains a removable $\epsilon'$-detour for any cell $\epsilon'$ of $G$, and can safely restrict ourselves to computing such reasonable solutions.

3.2 Defining and Finding Stitches
Throughout this section we fix an added edge $s_i t_i \in F$ and a hole $H$. Our goal is to compute a bounded number of edge parts in $E(G)$ which could be crossed by a drawing of $s_i t_i$ in some reasonable hypothetical solution. As we obviously do not know any hypothetical solution we cannot directly define an efficiently checkable notion of crossability by demanding that an $H$-torn edge is crossed by the drawing of $s_i t_i$ in some reasonable hypothetical solution. Consequently, we only demand that a crossable edge part of an $H$-torn edge can be crossed by some so-called solution curve for $s_i t_i$ that behaves superficially like a drawing of $s_i t_i$ in a reasonable hypothetical solution. Specifically, we will not restrict solution curves to not contain multiple crossings with the same edge in $G$.

Definition 5. A solution curve for $s_i t_i$ is a simple curve $\gamma$ that

- starts in $s_i$ and ends in $t_i$;
- produces at most $\ell_i$ crossings with $G$; and
- whenever $\gamma$ intersects a cell $\epsilon'$ in more than one maximal connected subcurve there is an added edge $s_j t_j$ with $j \neq i$ such that exactly one of $s_j$ and $t_j$ lies in the $\zeta$-avoided part of $G$, where $\zeta$ is a maximal connected subcurve of $\gamma$ outside of $\epsilon'$ between two intersections of $\gamma$ with $\epsilon'$.

A part of an $H$-torn edge $e \in E(G)$ is crossable for $s_i t_i$ if it is crossed by a solution curve for $s_i t_i$.

Lemma 6. For every hole $H$ and every added edge $s_i t_i \in F$ there are less than

$$\ell_i (2\ell_i + 1)! \cdot (4k(\ell_i + 2)(\ell_i + 1)^{\ell_i + 1})^{2\ell_i + 1}$$

parts of $H$-torn edges that are crossable for $s_i t_i$.

Proof. We will show that there is a set $K$ of less than $(2\ell_i + 1)! \cdot (4k(\ell_i + 2)(\ell_i + 1)^{\ell_i + 1})^{2\ell_i + 1}$ solution curves for $s_i t_i$ that together witness the crossability for $s_i t_i$ of each part of an $H$-torn edge that is

\(^3\)A better bound can also be argued, but since we do not use this result algorithmically we do not give this argument here, as it would not improve our results.
crossable for $s_it_i$, i.e., such that each edge part that is crossable for $s_it_i$ is crossed by at least one of the curves in $K$. Then the claim immediately follows since each solution curve crosses at most $\ell_i$ edges.

Assume for contradiction that the minimum set $K$ that witnesses crossability of parts of $H$-torn crossing edges for $s_it_i$ consists of at least $(2\ell_i + 1)! \cdot (4k(\ell_i + 2)(\ell_i + 1)^{\ell_i + 1})^{2\ell_i + 1}$ solution curves for $s_it_i$. Consider the restricted drawing $G_H$ which is given by $G$ restricted to the boundary of $H$, all $H$-torn edges in $E(G)$, as well as $s_i$ and $t_i$.

Each $s_it_i$ curve in $K$ can be associated to the set of cells of $G_H$ which it intersects and the set of edge segments in the planarization of $G_H$ which it crosses. In this way, each $s_it_i$ curve in $K$ is associated to a set of size at most $2\ell_i + 1$, since it can have at most $\ell_i$ crossings with $G_H$. By the minimality of $K$, no two curves in $K$ can be associated to the same set of edge segments, which also means that each curve in $K$ is associated to a different set of cells and edge segments.

Now we can apply the sunflower lemma to the set system given by the sets of cells associated to the $s_it_i$ curves in $K$ to obtain a sunflower of size at least $4k(\ell_i + 2)(\ell_i + 1)^{\ell_i + 1}$. This sunflower corresponds to a set of at least $4k(\ell_i + 2)(\ell_i + 1)^{\ell_i + 1}$ solution curves $K^\sigma \subseteq K$ which all intersect pairwise different cells of $G_H$ and edge segments of the planarization of $G_H$, apart from the cells and edge segments in the center of the sunflower, which they all intersect.

Since the curves in $K$ intersect at most $\ell_i$ edges, the number of cells in the center of the sunflower is upper bounded by $\ell_i + 1$. By the pigeonhole principle there is a set of at least $4k(\ell_i + 2)$ curves in $K^\sigma$ which all intersect the cells in the center of the sunflower in the same order (taking into account that the curves might intersect the same cell multiple times). Let $K^\sigma \subseteq K^\sigma$ be such a set of curves and let $\sigma = c_1, \ldots, c_l$ with $l \leq \ell_i + 1$ be the order (with repetitions) in which these curves traverse the cells in the center of the sunflower. To unify notation, when the center of the sunflower does not contain any cell we define $c_1 = c_l = c$.

As each $c_j$ with $j \in [l]$ is a cell in a restriction of $G$ containing all $H$-torn edges, no part of an $H$-torn edge intersects the interior of $c_j$. In particular parts of $H$-torn edges are not crossed by any curve in $K^\sigma$ within $\text{int}(c_j)$. In that sense, we are only interested in the subcurves of the curves in $K^\sigma$ within $\text{int}(c_j)$ outside of $\bigcup_{1 \leq j \leq l} \text{int}(c_j)$. The connected parts of the embeddings in $\mathbb{R}^2 \setminus \bigcup_{1 \leq j \leq l} \text{int}(c_j)$ of the curves in $K^\sigma$ are pairwise non-intersecting, as intersections are only possible inside cells in the center of the sunflower. See Fig. 3 for an illustration.

Consider the subcurves of curves in $K^\sigma$ from $s_i$ to the first point they share with the boundary of $c_1$, if $c_1 \neq c$. If $s_i$ is inside or on the boundary of $c_1$ the interior of these subcurves does not intersect any $H$-torn edge. Otherwise, if $s_i$ does not intersect $c_1$, those subcurves of curves in $K^\sigma$ are pairwise
non-intersecting. As in the case in which the center of the sunflower was empty, we can identify at most two extremal subcurves of two curves ζ_i or η_i that together with \( \text{int}(ζ_i) \) separate \( H \) from the rest of the subcurves without \( s_t \). Since any \( H \)-torn crossable edge has to reach \( H \) and does not subdivide \( c_t \), these two extremal subcurves must cross any crossable edge intersected by any other subcurve. Analogously, we can identify at most two extremal subcurves of curves in \( K_d^C \) between \( t_i \) and the boundary of \( c_t \) that belong to two curves \( ζ_{i+1} \) or \( η_{i+1} \).

For the remaining subcurves of curves in \( K_d^C \) within \( \text{int}(ζ_i) \) outside of \( \mathbb{R}^2 \backslash \bigcup_{1 \leq j \leq l} \text{int}(ε_j) \) we introduce the following formulation. For each curve \( γ \) in \( K_d^C \), the subcurve of \( γ \) between the boundaries of \( c_j \) and \( c_{j+1} \) with \( 1 \leq j \leq l - 1 \) refers to the maximal connected part of \( γ \) whose interior is disjoint from \( \bigcup_{1 \leq j \leq l} \text{int}(ε_j) \) (this might be a single point) between \( c_j \) and \( c_{j+1} \) in the traversal order specified by \( σ \).

For the case in which \( ζ_j \neq c_{j+1} \), as in the previous cases, we can identify at most two extremal subcurves of two curves \( ζ_{j+1} \) or \( η_{j+1} \) between \( c_j \) and \( c_{j+1} \) that together with \( \text{int}(ζ_j) \) and \( \text{int}(ε_j+1) \) separate \( H \) from all other such subcurves. Again, since any crossable edge part has to connect to \( H \) and neither subdivides \( c_j \) nor \( c_{j+1} \), the two extremal subcurves must intersect any crossable edge part intersected by any other such subcurve.

We have to take a little more care in the case in which \( ζ_j = c_{j+1} \) (in particular this includes the case that \( c_1 = c_2 = c_t \)). In this case, the subcurves of curves in \( K_d^C \) between \( c_j \) and \( c_{j+1} \) are maximal connected subcurves outside of \( c_j \) between two intersections with \( c_j \) (note that these maximal connected subcurves can be singular points). Then by the definition of solution curves for each considered subcurve \( γ' \) of a solution curve \( γ \in K_d^C \), there is an added edge \( s_{j'}t_{j'} \) with \( j' 
eq i \) such that exactly one of \( s_{j'}t_{j'} \) and \( t_{j'} \) lies in the \( γ' \)-avoided part of \( G \). Subcurves of curves in \( K_d^C \) between \( c_j \) and \( c_{j+1} \) which avoid a specific endpoint of one of the added edges \( s_{j'},t_{j'} \) with \( j' \neq i \) are pairwise non-intersecting and they are nested in the sense that, given two detours, their avoided regions must be sub- or super sets of each other. For each of the \( 2k - 1 \) such endpoints \( p \), we can identify at most two extremal subcurves \( δ_{j+1}^p \) and \( δ_{j+1}^p \) around \( p \), which are subcurves of solution curves \( ζ_{j+1}^p \) and \( η_{j+1}^p \) respectively. More precisely, \( δ_{j+1}^p \) does not contain \( H \) in the \( δ_{j+1}^p \)-avoided part of the plane and is inclusion-maximal with this property (it contains in the \( δ_{j+1}^p \)-avoided region all other considered subcurves around \( p \) that do not contain \( H \) in their avoided regions). Similarly, \( δ_{j+1}^p \) contains \( H \) in the \( δ_{j+1}^p \)-avoided region and inclusion-minimal with this property. Any point on a non-extremal subcurve around \( p \) is separated from \( H \) by \( δ_{j+1}^p \), \( δ_{j+1}^p \), and \( \text{int}(ε_j) \). Thus, as above, the extremal subcurves around \( p \) together must cross any crossable edge part intersected by any other considered subcurve around \( p \).

Let \( ζ_j, η_j, ζ^p_j, \) and \( η^p_j \) be defined as above (if they exist and ignored otherwise). For \( j \in [l+1] \) and \( p \in \{s_j,t_j \mid j \neq i \} \). Then it holds that any \( γ \in K_d^C \backslash \{ζ_j, η_j, ζ^p_j, η^p_j \mid j \in [l+1], p \text{ endpoint of edge in } F \backslash s_t \} \) only crosses crossable edge parts which are also crossed by at least one of \( \{ζ_j, η_j, ζ^p_j, η^p_j \mid j \in [l+1], p \in \{s_j,t_j \mid j \neq i \} \} \) only crosses crossable edge parts which are also crossed by at least one of \( \{ζ_j, η_j, ζ^p_j, η^p_j \mid j \in [l+1], p \in \{s_j,t_j \mid j \neq i \} \} \).

While the fact that the number of crossable edge parts we want to introduce stitches for is bounded by a function in our parameters is reassuring, we need to be able to actually introduce these stitches before being able to give our final MSO encoding of hypothetical solutions. For this we invoke Courcelle’s theorem in Lemma 7 independently of its final application. This then allows us to insert the corresponding stitches.

**Lemma 7.** There is a fixed-parameter algorithm parameterized by \( k + ℓ \) which identifies, for an added edge \( s_t \) and a hole \( H \), all parts of \( H \)-torn edges which are crossable for \( s_t \).

**Proof.** Using binary search we can find the correct number of parts of \( H \)-torn edges which are crossable in \( \log(f(ℓ, k))g(k, ℓ, n) \) time, where \( f(ℓ, k) \) is the bound we obtain from Lemma 6, assuming \( g(k, ℓ, n) \) is the time required to find a fixed number of crossable edge parts or decide that fewer crossable edge parts exist. We will find a fixed number \( q \) of crossable edges, by encoding the property of being the endpoint of a crossable edge part on the boundary of \( H \) within a graph of bounded treewidth. We can then find a satisfying assignment for up to \( 2q \) free variables which have that property using Courcelle’s theorem, completing the proof of the lemma.

Consider the combined primal-dual graph \( G_d^p \) of \( G^c \) without the interior of holes that arises from \( G^c \) by
1. removing the edge segments in the interior of each hole, rendering each hole a single face;
2. subdividing each edge $e$ of $G^+$ by a new vertex labeled as \textit{edge vertex}; and
3. inserting a vertex labeled as \textit{face vertex} for every face of the graph obtained till now, and connecting that vertex to all vertices on the boundary of that face.

Obviously $G^p_d$ is planar. Moreover, one can argue that the diameter of $G^p_d$ is upper-bounded by $4\ell_i + 4$; this is because every vertex in $G^p_d$ is at distance at most one from a face vertex, and every face vertex is at distance at most $2\ell_i + 1$ from $s_i$ because the interiors of holes were deleted. Together this implies that $tw(G^p_d) \leq 3(4\ell_i + 4)$ \cite{36}.

It remains to show MSO encodability of the property of being the endpoint of a crossable edge part on the boundary of $H$ in the graph $G^p_d$ in which we additionally introduce an auxiliary labeling to describe paths in $G^p_d$ that follow edge parts. Since a labeling (the so called \textit{tracking labeling}) for following edge parts will also be used in the final application of Corcelle's theorem in Section 4 we refer to that section for details.

One can easily encode the property of being a vertex $v$ on the boundary of $H$, simply as being a neighbor of the face vertex that corresponds to $H$; and using the additional labeling the property of being connected to some other vertex via an edge part. Such an \textit{other vertex} $x$ should be an edge vertex which witnesses crossability of the edge part in question, i.e. we want there to be a walk in $G^p_d$ that corresponds to a solution curve for $s_it_i$ and contains $x$. This means it suffices to encode walks which correspond to solution curves for $s_it_i$.

Because of the restriction on the number of crossings with $G$ of a solution curve, a solution curve always corresponds to a walk of length at most $O(\ell_i)$ in $G^p_d$, which means we can just use free variables for all its vertices and edges. It is trivial to ensure that a walk starts in $s_i$ and ends in $t_i$.

We can also ensure that the inner vertices of the walk follow a pattern of using a face vertex, followed by an edge vertex, and so on, the last inner vertex of the walk being a face vertex. To make sure the walk corresponds to a \textit{simple} curve, we have to make sure that the walk does not force a crossing of a curve that conforms to this walk. This can be done by including the condition that there are no edge vertices $e_1, e_2, e_3, e_4$ which

1. are visited in the order $e_1, e_2, e_3, e_4$ by the walk and are all in the neighborhood of the same face vertex $f$ (this means than they correspond to edge segments on the boundary of the same face); and

2. occur on a cycle in $G^p_d$ that consists only of neighbors of $f$ in the order $e_1, e_3, e_2, e_4$.

The last condition we need to encode is the fact that a curve $\gamma$ corresponding to our walk $\rho_{\zeta}$ should satisfy that whenever $\gamma$ intersects a cell $c'$ in more than one maximal connected subcurve there is an added edge $s_jt_j$ with $j \neq i$ such that exactly one of $s_j$ and $t_j$ lies in each $\zeta$-avoided part of $G$, where $\zeta$ is a maximal connected subcurve of $\gamma$ outside of $c'$ between two intersections of $\gamma$ with $c'$. For all cells $c'$ the fact that $\gamma$ intersects $c'$ in more than one maximal connected subcurve will be equivalent to the face vertex $v_{c'}$ corresponding to $c'$ occurring multiple times on the walk, and each $\zeta$ will correspond to the curve given by a maximal subwalk $\rho_{\zeta}$ between two consecutive occurrences of $v_{c'}$ on the walk. Using this characterization, all $\rho_{\zeta}$ can be quantified over in an MSO formula.

For each $\rho_{\zeta}$ we can encode the equivalent of the $\zeta$-avoided part of the boundary of $c'$ in $G^p_d$ by defining it as the set of vertices $A_{\zeta}$ which are neighbors of $v_{c'}$, such that there is no path that connects these vertices to the face vertex corresponding to the outer cell of $G$ without the interior of holes, without intersecting $\rho_{\zeta}$ or the closed neighborhood of $v_{c'}$. Then the equivalent of the $\rho_{\zeta}$-avoided region in the patchwork graph is the subgraph of $G^p_d$ which is separated from the face vertex of the outer cell of $G$ without the interior of holes by $A_{\zeta}$ and $\rho_{\zeta}$. All of this is MSO encodable, which means that we can also require that there is an added edge $s_jt_j$ with $j \neq i$ such that exactly one of $s_j$ and $t_j$ lies in the equivalent of the $\zeta$-avoided part in $G^p_d$.

\begin{definition}
For a hole $H$ in $G$ and an added edge $s_it_i \in F$, a \textit{thread} is a pair of two endpoints of two distinct edge parts of the same $H$-torn edge in $e \in E(G)$ satisfying the following properties: (i) both edge parts are crossable for $s_it_i$, (ii) there is no other crossable edge part between these edge parts along a traversal of $e$, and (iii) there is no other endpoint of one of the two edge parts along a traversal of
\end{definition}
e. We denote the set of all threads for \( H \) and \( s, t_i \) as \( T_{H,s,t_i} \), and define the set of all threads for \( H \) as 
\[ T_H = \bigcup_{i \in [k]} T_{H,s,t_i}. \]

**Observation 1.** Let \( H \) be a hole in \( G \) with not connected boundary and \( T_H \) the set of threads we computed for \( H \). For an edge \( s, t_i \) and thread \( w \in T_{H,s,t_i} \), between vertices \( u \) and \( v \) on the boundary of \( H \) we find that \( u \) and \( v \) are always in a connected part of the boundary of \( H \).

An embedding of \( T_H \) is a set of curves, contained completely in \( H \), which connect each pair of two endpoints of edge parts in \( T_H \).

**Lemma 9.** There is a fixed-parameter algorithm parameterized by \( k + \ell \) that computes, for a hole \( H \) in \( G \), a simple embedding of \( T_H \).

**Proof.** We can iterate over \( i \in [k] \) and compute \( T_{H,s,t_i} \) by invoking Lemma 7 to find all parts of \( H \)-torn edges which are crossable for \( s, t_i \) in FPT time, and then traversing the \( H \)-torn edges to determine which of them are connected by threads. This immediately allows to compute \( T_H \).

We also have to find an embedding of \( T_H \) into each \( H \). Since no thread in \( T_H \) ever has its endpoints on two different maximally connected pieces of the boundary by Observation 1 we can consider such maximally connected piece of the boundary of \( H \) independently. For each of them embedding the threads in \( T_H \) incident to vertices on that piece of boundary is equivalent to embedding chords into a distorted cycle in a simple way which can be done in time polynomial in \(|T_H|\). We also remark, that one can assume that there is a cell \( c \) of the embedding of \( T_H \) inside \( H \) such that for each maximally connected piece of boundary of \( H \) either a thread incident to it or to a subset of it is present on the boundary of \( c \).

For the simple embedding of \( T_H \) into \( H \) computed in Lemma 9, define the set of stitches \( S_H \) of \( H \) as the planarization of the threads in this embedding.

### 4 The Patchwork Graph

After identifying a bounded number of stitches in each hole, we are finally able to define the *patchwork graph* and prove desirable properties which we will use in our final application of Courcelle’s theorem. An illustration of the patchwork graph is provided in Fig. 4. The following definition also doubles as a description of how to construct the patchwork graph from a given drawing. We remark that, unlike \( G \), the patchwork graph might be disconnected.

**Definition 10.** The patchwork graph \( P \) and its embedding \( P \) are given by the labeled graph derived from \( G \) in the following steps:

1. Planarize \( G \) and label the vertices which are newly introduced by this as crossing vertices. Label vertices which correspond to vertices of \( G \) as real vertices. Additionally label each \( s_i \) and \( t_i \) with label \( i \in [k] \).

2. Subdivide each edge \( e \) in the planarization \( G^* \) of \( G \) by \( k \) vertices \( v_1, \ldots, v_k \) which are labeled as segment vertices—each segment vertex of \( e \) will represent a possible crossing point of the drawing of one of the \( k \) edges in \( F \) and \( e \).

3. Inside each face \( f \) of \( G^* \), introduce a new vertex \( v_f \) and label it as cell vertex.

4. Inside each face \( f \) of \( G^* \), trace the boundary of \( f \) creating a curve at \( \varepsilon \)-distance and create a vertex labeled as shadow vertex on this curve every time an endpoint of an edge in \( F \) or a segment vertex is encountered. Insert two edges for each shadow vertex: one connecting the shadow vertex to the corresponding endpoint of an edge in \( F \) or segment vertex; and one connecting the shadow vertex to \( v_f \). Note that multiple shadow vertices can be introduced for the same vertex in \( G \) (e.g. the orange vertex in Fig. 4). Shadow vertices allow to distinguish different ways, more formally positions in the rotation around an endpoint, of accessing that endpoint via the inserted drawing of an edge in \( F \); this is where the connectivity of \( G \) is used (see Fig. 5). In this way each shadow vertex of an endpoint corresponds to an access direction.

---

\( k = 1 \) we subdivide by 2 vertices for reasons that will become clear when we introduce tracking labels.
5. Delete every vertex that is in the interior of a hole $H$.

6. For each hole $H$ insert all stitches $S_H$ for $H$ into the interior of $H$ and label the inserted vertices as crossing vertices.\footnote{This means they receive the same label as vertices introduced by planarizing $G$.}

7. For technical reasons which will become apparent later (when we introduce tracking labels), we replace each edge in $S_H$ by a path consisting of two vertices and three edges and label the inserted vertices as segment vertices.\footnote{This means they receive the same label as vertices introduced by subdividing edge segments of the planarization of $G$.}

We introduce additional crossability labels for segment vertices in the following way. For every segment vertex $v$ corresponding to an edge segment $\sigma$ of edge $e \in E(G)$ we label $v$ as crossable for some edge $s_i t_i \in F$ if either $e$ is not $H$-torn for any hole $H$, or for each hole $H$ in $\mathcal{G}$ for which $e$ is $H$-torn, $\sigma$...
lies on a part (when considering parts arising from the removal of the interior of \( H \)) of \( e \) that is crossable for \( s_{i,t_i} \).

**Lemma 11.** If there exists a solution for the considered \( 3 \) instance, then there is a solution such that all segment vertices which correspond to edge segments of an edge that is crossed by the drawing of \( s_{i,t_i} \in F \) in the solution are labeled as crossable for \( s_{i,t_i} \).

**Proof.** By Lemma 4 we only need to consider solutions without removable detours.

Assume for contradiction that there is a solution without removable detours and the drawing of \( s_{i,t_i} \) crosses an edge segment \( \sigma \) which is not labeled as crossable for \( s_{i,t_i} \). Then \( \sigma \) lies on an edge part \( e \) of an \( H \)-torn edge which is not crossable for \( s_{i,t_i} \) for some hole \( H \) in \( \mathcal{G} \). Since we consider a solution without removable detours the drawing of \( s_{i,t_i} \) in the solution corresponds to a solution curve for \( s_{i,t_i} \) that crosses the edge part \( e \), contradicting the fact that \( e \) is not crossable. \( \square \)

Note that Lemmas 7 and 9 and Definition 10 allow us to compute the patchwork graph in \( \text{FPT} \) time. The two most important properties of the patchwork graph are encapsulated in the following two lemmas. The proof of the first essentially relies on obtaining a bound on the diameter of each connected component of the patchwork graph—a task which is intuitively clear, but requires us to overcome some technical challenges due to the addition of stitches.

**Lemma 12.** The patchwork graph \( P \) has treewidth bounded by \( 3(2+4(k-1))(4\ell + 8(kf(k, \ell) - 1)) \), where \( f(k, \ell) \) is the bound on the number of crossable edge parts for a single added edge and hole obtained in Lemma 6.

**Proof.** We show that \( P \) is a subgraph of a planar graph with diameter bounded in \((2 + 4(k - 1))(7\ell + 4kf(k, \ell)) \). Then the claim follows from [30]. Planarity of \( P \) follows directly from the planarity of \( \mathcal{G}^* \) and the way we constructed \( P \) from \( \mathcal{G}^* \) as described in Definition 10. We define a superfgraph \( P^+ \) of \( P \) as follows. Add a vertex into each cell created in a hole \( H \) when inserting the stitches \( S_H \) and connect if to the vertices on the boundary of that cell. Clearly, \( P^+ \) is planar and, moreover, \( P^+ \) is connected.

We first show that the diameter of \( P^+ \) is at most \((2 + 4(k - 1))(4\ell + d^* + 4) \) where \( d^* \) is an upper bound for the distance between the vertices on the boundary of any hole \( H \) to vertices in \( H \), and then proceed to show that \( d^* \leq 8(kf(k, \ell) - 1) \).

For the first step we proceed inductively. Let \( P_{k'} \) be constructed analogously to the patchwork graph \( P \), but considering only the set \( F_{k'} = F \setminus \{s_{i,t_i} \mid i > k' \} \) as the set of added edges for the definition of holes, and without adding threads and stitches, i.e., we skip steps six and seven in Definition 10. For example, \( P_1 \) is just the patchwork graph constructed from \( \mathcal{G} \) assuming there is only one added edge \( s_{1,t_1} \) and each hole in \( P_1 \) is empty. Observe that each hole of \( P_{k'} \) is a subset of a hole in \( P_{k' - 1} \).

Instead of directly bounding the diameter of \( P^+ \) we prove the following, slightly stronger, claim.

**Claim 1.** Any connected graph \( P_{k'}^+ \) that arises from \( P_{k'} \) by inserting an arbitrary graph of bounded diameter \( d \) into each hole of \( P_{k'} \) has diameter at most \((2 + 4(k' - 1))(4\max_{e \in \mathcal{E}} \ell_1 + d + 4) \) for every \( k' \leq k \) where \( d \) is the maximum diameter of any plane graph inserted into a hole of \( P_{k'} \) to construct \( P_{k'}^+ \). Moreover there is a \( u-v \)-path of at most this length for arbitrary \( u \) and \( v \) in \( P_{k'}^+ \) that can be subdivided into at most three subpaths,

- the first of which is entirely inside the hole of \( P_{k'} \) inside which \( u \) is (if \( u \) is inside a hole),
- the second of which does not enter any hole of \( P_{k'} \),
- and the third of which is entirely inside the hole of \( P_{k'} \) inside which \( v \) is (if \( v \) is inside a hole).

**Proof.** We show the claim by induction on \( k' \leq k \). For \( k' = 1 \), by construction any cell vertex is at distance at most \( 4\ell_1 + 2 \) from \( s_1 \) in \( P_{1}^+ \). Furthermore, any vertex of \( P_{1}^+ \) is constructed at distance at most \( d + 2 \) from a cell vertex; for vertices outside holes, the distance is easily seen to be at most two to the cell vertex of the cell containing that vertex; for vertices inside holes, the distance is at most \( d + 2 \) to the closest cell vertex of a cell that shares some part of its boundary with the respective hole. This completes the base case, as any pair of vertices is connected via a path with the desired properties of length at most \( 2(4\ell_1 + d + 4) \) using \( s_1 \) and a cell vertices closest to each of the vertices in the pair.

Now assume that any connected graph \( P_{k'}^+ \) that arises from \( P_{k' - 1} \) by inserting an arbitrary graph of bounded diameter \( d' \) into each hole of \( P_{k' - 1} \) has diameter at most \((2 + 4(k' - 2))(4\max_{e \in \mathcal{E}} \ell_1 + d' + 4) \),
and that for every \( u, v \in V(P_{k'-1}^+) \) there is a \( u-v \)-path of this length in \( P_{k'-1}^+ \) that can be subdivided into at most three subpaths,

- the first of which is entirely inside the hole of \( P_{k'-1} \) inside which \( u \) is (if \( u \) is inside a hole),
- the second of which does not enter any hole of \( P_{k'-1} \),
- and the third of which is entirely inside the hole of \( P_{k'-1} \) inside which \( v \) is (if \( v \) is inside a hole).

Consider the overlay of \( P_{k'-1} \) and \( P_{k'}^+ \) in the plane and identify vertices and edges that are in both graphs. Now, all vertices in \( V(P_{k'}^+) \setminus V(P_{k'-1}) \) lie inside holes of \( P_{k'-1} \). For any pair of vertices of \( P_{k'}^+ \)
inside holes of \( P_{k'-1} \) which are not holes in \( P_{k'} \), we can argue in a similar way as in the base case that they are connected by a path of length at most \( 2(4k' + d + 4) \) in \( P_{k'}^+ \).

In particular, any vertex of \( P_{k'}^+ \) that lies inside such a hole of \( P_{k'-1} \) has distance at most \( 2(4k' + d + 4) \) to the boundary of that hole. It remains to consider vertices of \( P_{k'}^+ \), which are in \( P_{k'-1} \) or inside holes of \( P_{k'-1} \) which coincide with holes of \( P_{k'} \).

Here we invoke the induction hypothesis on \( P_{k'-1} \) where the graph inserted into a hole \( H \) of \( P_{k'-1} \) is

- the same as the ones inserted into the respective hole of \( P_{k'} \) in \( P_{k'}^+ \), if \( H \) is also a hole for \( P_{k'} \); and
- a star, which connects to all vertices of \( P_{k'-1} \) on the boundary of \( H \) otherwise.

From this we get that \( P_{k'-1}^+ \) has diameter at most \( (2 + 4(k' - 2))(4 \max_{i \in [k'-1]} \ell_i + \max \{2, d\} + 4) \), and for every \( u, v \in V(P_{k'-1}^+) \) there is a \( u-v \)-path of this length in \( P_{k'-1}^+ \) that can be subdivided into at most three subpaths,

- the first of which is entirely inside the hole of \( P_{k'-1} \) inside which \( u \) is (if \( u \) is inside a hole),
- the second of which does not enter any hole of \( P_{k'-1} \),
- and the third of which is entirely inside the hole of \( P_{k'-1} \) inside which \( v \) is (if \( v \) is inside a hole).

Hence vertices in \( P_{k'}^+ \) which are also in \( P_{k'-1} \) or inside holes of \( P_{k'-1} \) which coincide with holes of \( P_{k'} \) have distance at most \( (2 + 4(k' - 2))(4 \max_{i \in [k'-1]} \ell_i + \max \{2, d\} + 4) \) in \( P_{k'}^+ \) because by there are paths witnessing this that do not use the stars inserted into holes of \( P_{k'-1} \) in \( P_{k'}^+ \) that do not coincide with holes in \( P_{k} \) and hence correspond to paths in \( P_{k'}^+ \).

All together the described paths can be combined to form paths in \( P_{k'}^+ \) with the desired structural properties and of length at most \( (2 + 4(k' - 1))(4 \ell + d + 4) \) between any pair of vertices in \( P_{k'}^+ \).

Next we show that \( d^* \leq 8(kf(k, \ell) - 1) \). Recall that vertices of \( P^+ \) inside \( H \) are either vertices on the boundary of \( H \), crossing vertices introduced when inserting the stitches \( S_H \), or newly inserted cell vertices inside \( H \) that were created when constructing \( P^+ \) from \( P \).

**Claim 2.** \( d^* \) is at most \( 8(\max_H \text{ hole in } G \cdot |T_H| - 1) \leq 8(kf(k, \ell) - 1) \).

**Proof.** Consider an arbitrary hole \( H \) in \( G \) and assume at first that the boundary is only one connected piece. Then, the distance between a crossing vertex \( v \) in \( H \) and a cell vertex in a cell incident to some piece of the boundary of \( H \) and a thread containing \( v \) is at most \( 3(|T_H| - 2) \). This is, since such a thread is crossed by at most \( |T_H| - 2 \) threads which \( v \) does not lie on and between every two crossings of threads we introduced two vertices. Furthermore, the distance between two arbitrary cell vertices incident to the same boundary piece of \( H \) is at most \( 2|T_H| \). This is, because two such cell vertices are separated by at most all threads in \( T_H \). Consequently, one needs to traverse at most one segment or crossing vertex per thread and one cell vertex per cell incident to the boundary of \( H \). Using such paths together with the at most one edge to connect segment and cell vertice to a closest crossing vertex we can connect any pair of vertices of \( P \) inside \( H \) by paths of length at most \( 8|T_H| - 10 \).

Finally, if the boundary of \( H \) consists of multiple pieces, recall that the threads incident to different pieces of the boundary of \( H \) do not intersect (Observation 1). Consequently, the derived stitches do not share a crossing or segment vertex. Moreover, by the construction in Lemma 9 there is one cell incident to a crossing or segment vertex if some stitch for each piece of the boundary. This means, in \( P^+ \) there exists a cell vertex \( c \) that is adjacent to all of them. Reaching this vertex \( c \) from a cell vertex in some
cell incident to some boundary piece of $H$ needs at most a path of length $2|T_H| + 1$. The argument is as above, we at most cross every thread and in the end have to go to $c$ itself. Hence, $c$ can be reached from any cell vertex of a cell incident to the boundary of $H$ in at most $2|T_H| + 1$ steps. This gives the final bound of $6(|T_H| - 2) + 2(|T_H| + 1) + 2 = 8(|T_H| - 1)$ to connect any pair of vertices inside $H$. 

Now, the lemma follows by applying Claim 1 with $k' = k$ and the bound on $d^*$ obtained in Claim 2. 

The second lemma will later allow us to check whether two edge segments in $P$ belong to the same edge in $G$ via an MSO formulation.

**Lemma 13.** Segment vertices which correspond to edge segments of the same edge in $e \in E(G)$ and are labeled as crossable for $s,t_i$ are connected via paths in $P$ consisting only of segment and crossings for threads that connect parts of $e$.

**Proof.** Segment vertices which correspond to segments of an edge $e$ which is not $H$-torn for any hole $H$ are obviously connected via a path in $P$ that consists only of segment vertices and crossing vertices following $e$.

For an edge $e \in E(G)$ which is $H$-torn for some hole $H$ in $G$ we argue as follows: Consider two segments of $e$ for which the corresponding segment vertices $v_1$ and $v_2$ are both marked as crossable. Since these segments both belong to $e$, they are connected along a traversal of $e$ in $G$. We fix this traversal of $e$. The traversal of $e$ gives rise to a sequence of walks in $P$ consisting of segment and crossing vertices arising from $e$ which are interrupted by holes. We proceed by induction on the number $w$ of such maximal walks the traversal of $e$ gives rise to.

For the base case, assume that the traversal of $e$ gives rise to $w = 2$ maximal walks, one of which contains $v_1$ and the other of which contains $v_2$. These walks can only be interrupted by a single hole $H$. Because $v_1$ and $v_2$ are labeled as crossable for $s,t_i$, both these walks correspond to curves which are subsets of edge parts of the $H$-torn edge $e$ and both are crossable for $s,t_i$. Moreover, since the traversal of $e$ gives rise to only these two maximal walks, there is no other edge part of $e$ between these edge parts along the traversal of $e$. This means a thread is inserted between these parts of $e$ which then leads to a connection via stitches.

Now assume that the claim holds in case the number of maximal walks the traversal of $e$ gives rise to is $w$, and consider the case that the number of maximal walks the traversal of $e$ gives rise to is $w + 1$. Consider the walk $W_1$ that contains $v_1$ and the walk $W_2$ that succeeds this walk along the traversal of $e$. If $W_1$ contains a segment vertex $v'$ that is marked as crossable for $s,t_i$, we can apply the base case to $v_1$ and $v'$, and the induction hypothesis to $v'$ and $v_2$ to find a desired path in $P$.

Otherwise, there is no such segment vertex on $W_2$ that is marked crossable for $s,t_i$. Hence, there is some hole $H'$ in $G$ such that $e$ is $H'$-torn and $W_1$ corresponds to a curve which is a subset of an edge part of $e$ with respect to $H'$ which is not crossable for $s,t_i$. Recall that $v_1 \in W_1$ is labeled as crossable for $s,t_i$. Consequently, $W_1$ corresponds to a curve which for each hole $H$ in $G$, such that $e$ is $H$-torn, is a subset of an edge part of $e$ with respect to $H$ which is crossable for $s,t_i$. This leads to the observation that $H'$ is the hole in $G$ that interrupts $W_1$ from $W_2$, as else $W_1$ and $W_2$ correspond to subsets of the same edge part with respect to $H'$. Now consider $v_2$. First, we observe that it is also contained in an edge part of the $H'$-torn edge $e$. Second, as $v_2$ is labeled ‘crossable’ for $s,t_i$ this edge part is also crossable for $s,t_i$ and $H'$. Hence, the earliest edge part of the $H'$-torn edge $e$ that is crossable for $s,t_i$ that follows $W_1$ in the traversal of $e$ from $v_1$ to $v_2$ is well-defined. Moreover, this part contains one of the considered walks after $W_1$ which is connected to $W_1$ via stitches and contains a segment vertex $v$ that is labeled as crossable for $s,t_i$. We complete the proof by invoking the induction hypothesis for $v$ and $v_2$. 

Intuitively, we would like Lemma 13 to lead to an MSO subformula that can check whether two segment vertices in $P$ belong to the same edge—an important component of our algorithm for $\mathcal{F}$. The lemma provides us with a characterization that seems suitable for this task since it is easy to define a path in MSO, but there is an issue if we use $P$ as it is currently defined: a crossing vertex is adjacent to 4 segment vertices, and $P$ (viewed as a graph without an embedding) currently does not specify which of these segment vertices belong to the same edge.

We resolve this by introducing tracking labels in the following way: For each crossing vertex $v$ in $P$ created by a crossing between edges $e$ and $e'$ in $G$, we assign the label 1 to the two unique neighbors
of \( v \) in \( P \) that are segment vertices corresponding to segments of the edge \( e \) or segments of threads connecting parts of \( e \), and assign the label 2 to the remaining two neighbors of \( v \) in \( P \) (which must be segment vertices corresponding to segments of \( e' \) or segments of threads connecting parts of \( e \)). We break the symmetry between \( e \) and \( e' \) arbitrarily\(^7\). Then from the definition of the tracking labels and Lemma 13, we get:

**Corollary 14.** Segment vertices which correspond to edge segments of the same edge in \( e \in E(G) \) and are labeled as crossable for \( s_t_i \) are connected via paths in \( P \) consisting only of segment and crossing vertices with the following property: the two neighbors of each crossing vertex on the path are segment vertices with the same tracking label.

## 5 Using the Patchwork Graph

Now that we have constructed the patchwork graph \( P \) and established that it has the properties we need, we can proceed to the final stage of our proof. Here, our aim will be to identify a combinatorial characterization which projects the behavior of a solution from \( \mathcal{G} \) to \( P \), establish a procedure that allows us to identify (and construct) solutions based on a characterization in \( P \), and finally show how to find such characterizations. To streamline our presentation, at this stage we perform a brute-force branching procedure which will determine, for each \( s_t_i \in F \), the number \( \ell'_i \) of crossings between the curve connecting \( s_t_i \) to \( t_i \) and edges of \( \mathcal{G} \) in the sought-after solution. Clearly, \( \ell'_i \in [\ell_i] \) and this branching procedure only incurs a multiplicative runtime cost of at most \( \ell^k \).

Consider a hypothetical solution \( S \), and let \( f \) be a curve in \( S \) connecting vertex \( a \) to \( b \). The trace \( r_f \) of \( f \) is a walk in \( P \) starting at \( a \) such that:

1. From \( a \), \( r_f \) proceeds to the shadow vertex that corresponds to the access direction through which \( f \) connects to \( a \), and then to the cell vertex of the first cell \( c_1 \) in \( \mathcal{G} \) intersecting \( f \).
2. For each intersection along \( f \) with an edge segment \( q \) between cells \( c_i \) and \( c_{i+1} \), \( r_f \) proceeds to the shadow vertex of a segment vertex \( v \) in \( c_i \) on \( q \), then to \( v \), then to its shadow vertex in \( c_{i+1} \), and then to the cell vertex of \( c_{i+1} \), where \( v \) has the property that the number of segment vertices of \( q \) on either side of \( v \) are at least as large as the number of drawings of added edges in \( F \) which intersect \( q \) on the respective side of its intersection with \( f \). Such a segment vertex \( v \) exists, since there are \( k = |F| \) segment vertices on \( q \).
3. Finally, \( r_f \) continues to the shadow vertex that corresponds to the direction through which \( f \) enters \( b \), and finally ends in \( b \).

Observe that \( r_f \) visits precisely \( 4\ell'_i + 5 \) vertices. Moreover, for two curves \( f, f' \) in \( S \), their traces \( r_f, r_{f'} \) may only intersect in cell vertices, the real vertices that form the endpoints of the curves, and the associated shadow vertices.

Now, let the solution trace \( (r_S, \eta_S) \) of \( S \) be a pair where \( r_S = \{r_f | f \in S \} \) and \( \eta_S \) describes cyclic orders \( \eta_S \) which will intuitively capture how edges cross into and out of each cell vertex in the solution. Let \( R_S = \{v | \exists f \in S : v \in r_f \} \) be the set of all vertices occurring in the traces of \( S \). \( \eta_S \) then is a mapping from each cell vertex \( c \in R_S \) to a cyclic order \( \preceq_c \) over the shadow vertices in \( R_S \) that are incident to \( c \). Specifically, \( \preceq_c \) is defined as the cyclic order given by the cycle on the neighborhood of \( c \) in \( P \) restricted to \( R_S \).

Solution traces describe the way in which a solution can be related to a set of walks and cyclic orders in \( P \). Of course we can abstract away from the explicit reference to a solution and define the more general notion of preimages whose combinatorial structure is the same as that of a solution trace but which does not arise and in particular does not even need to correspond to a solution. (Preimages and solution traces relate in a similar way as solution curves and solutions in Section 3.2.)

Formally, a preimage \( (\alpha', \beta') \) is a tuple with the following properties. \( \alpha' \) is a set of \( k \) walks in \( H \) which are labeled \( \alpha'_1, \ldots, \alpha'_k \), where each \( \alpha'_i \) has length \( 4(\ell_i + 1) \) and visits vertices with the same orders of labels as traces. Similarly, \( \beta' \) is a mapping from each cell vertex \( c \) visited by the walks in \( \alpha' \) to the cyclic order over its neighbors that occur in \( \alpha' \), along the cycle on \( N_P(c) \) in \( P \).

---

\(^7\)This symmetry breaking is unproblematic because we subdivide each edge segment at least twice; no crossing vertices share neighbors.
Obviously every solution trace is a preimage. Conversely, one can derive a drawing of all edges of $F$ into $G$ from a preimage $(\alpha', \beta')$ by the assembly procedure $A$ introduced below. For each $\alpha_i' \in \alpha'$, $A$ will draw a curve $u_i$ that starts and ends at the two vertices labeled $i$ (i.e., the endpoints of $s_i, t_i \in F$) as described in the following steps.

1. $u_i$ exits its starting vertex via the access direction given by the first shadow vertex in $\alpha'_i$.

2. For each cell vertex $c$ such that $(e_1, v_1, c, v_2, e_2)$ forms a subsequence of visited vertices in $\alpha'_i$, expand $u_i$ by drawing a curve $\iota$ in $c$ connecting the edge segment (or the real vertex) $e_1$ to the edge segment (or the real vertex) $e_2$ in the following way.
   - Consider an arbitrary other curve drawn in $c$ by $A$ up to now, say $\zeta$, that was obtained from some subsequence $(e_1^c, v_1^c, c, e_2^c, e_3^c)$. $\iota$ will intersect $\zeta$ if and only if the shadow vertices of $\iota$ interleave with the shadow vertices of $\zeta$ in $\beta(c)$ (i.e., for instance, if $v_1 \prec_c v_1^c \prec_c v_2 \prec_c v_2^c \prec_c v_1$).
   - Such a drawing can be achieved by, e.g., having the curve $\iota$ follow the inside boundary of $c$ in a clockwise manner while avoiding all curves it is not supposed to cross (as these will be either completely enveloped by or completely enveloping $\iota$).
   - We remark that $v_1$ and $v_2$ may either be shadows of segment vertices or the actual endpoints $s_i$ or $t_i$.

3. $u_i$ ends by entering the final real vertex in $\alpha'_i$ from the direction specified by the last shadow vertex in $\alpha'_i$.

The intuition here is that $A$ interprets a preimage of a template trace as a specification of precisely which parts of $G$ should be crossed by the drawings of each added edge (this information is provided in $\alpha'$), while controlling when and how individual curves in the newly constructed solutions should cross each other (this information is provided in $\beta'$). Note that the output of $A$ for an arbitrary preimage will in general not be a solution for our edge insertion problem, but—crucially—one can check whether it is in polynomial time.

Observe that, although preimages imply curves in $G$ for all added edges in $F$, and we can check for each of them if they are a solution, we cannot iterate over them in FPT time as the number of preimages in $P$ is generally not FPT. We will however be able to distill the structure of preimages, independently of their exact specification in $P$. For this we define template traces. A template trace is a tuple $\tau = (T, \alpha, \beta)$ where:

- $T$ is a graph whose vertices are equipped with a labeling that matches the vertex-labeling used in $P$ (i.e., some may be labeled as segment vertices, some as cell vertices, etc., and in addition some of them may be labeled as the endpoints of added edges in $F$);
- $\alpha = \{\alpha_1, \ldots, \alpha_k\}$ is a set of walks in $T$, where each walk $\alpha_i$ has length $4(\ell'_i + 1)$ and the types of vertices visited by $\alpha_i$ match the types of vertices visited by a trace (i.e., $\alpha_i$ starts with a real vertex labeled $i$, then proceeds with a shadow vertex, a cell vertex, followed by a sequence of $\ell'_i$-many subsequence of shadow-, segment-, shadow-, cell vertices, and ends with a shadow vertex followed by a different real vertex labeled $i$); and
- $\beta$ is a mapping from each cell vertex in $T$ to a cyclic order over its adjacent shadow vertices.

For simplicity, we require that each vertex and edge in $T$ occurs in at least one walk in $\alpha$.

**Proposition 15.** There are at most $(k\ell)^C(\ell k)$ distinct template traces. Moreover, the set of all template traces can be enumerated in time $(k\ell)^C(\ell k)$.

*Proof.* First, observe that $T$ contains at most $k \cdot (4\ell + 5)$-many vertices. The number of walks of length at most $4(\ell + 1)$ over the vertex set of $T$ can hence be upper-bounded by $(k\ell)^\ell$. As for $\beta$, observe that each shadow vertex in $T$ is only adjacent to a single cell vertex, and hence occurs in at most one cyclic order in the image of $\beta$. Hence, once we fix one possible choice for $\alpha$, the number of all possible $\beta$'s is upper-bounded by the number of ways of partitioning all (at most $k\ell$) shadow vertices in $T$ into at most $k\ell$ parts and then considering all possible permutations of the obtained parts. To show that
this is also upper-bounded by \((kt)^{O(kt)}\), observe that the desired number of partitionings with internal permutations is upper-bounded by the number of permutations over the set of all shadow vertices and an equal-cardinality set of auxiliary “separating vertices”, whose sole role is to model possible partitionings of shadow vertices. The number of such permutations is, naturally, in \((kt)^{O(1)}\). This also yields a procedure that can construct the set of all possible template traces.

We say that a template trace \((T, \alpha, \beta)\) matches a preimage \((\alpha', \beta')\) if there is a label-preserving bijective mapping \(\gamma\) (called the preimaging) from the vertices on walks in \(\alpha'\) to \(V(T)\) such that (1) for each \(\alpha'_i \in \alpha'\), \(\gamma(\alpha'_i) = \alpha_i\), and (2) \(\gamma(\beta')\) maps each \(\epsilon\) to \(\beta(\gamma(\epsilon))\). For a template trace \(\tau\) that matches a preimage \((\alpha', \beta')\), we say that \((\alpha', \beta')\) is a preimage of \(\tau\). Intuitively, a preimage of a template trace is its firmly embedded counterpart in \(P\). As every solution trace is a preimage, these definitions carry over to solution traces.

The following lemma shows that a template trace \(\tau\) matching the solution trace of a hypothetical solution contains a sufficient amount of information to almost reconstruct a solution using \(A\) on a preimage of \(\tau\).

**Lemma 16.** Let \(S\) be a solution which matches a template trace \(\tau = (T, \alpha, \beta)\), and let \((\alpha', \beta')\) be a preimage of \(\tau\). Let \(S'\) be the output of \(A\) applied to \((\alpha', \beta')\). Then \(S'\) is either a solution, or there exists an edge \(e\) of \(G\) that intersects some curve in \(S'\) more than once.

**Proof.** The construction guarantees that for each added edge in \(F\), say \(s_it_i\), there will be a simple curve \(u_i\) in \(S'\) connecting \(s_i\) to \(t_i\). Moreover, \(u_i\) will cross precisely as many curves in \(G\) as \(S\), since \(S\) matches \(\tau\) and \((\alpha', \beta')\) is a preimage of \(\tau\). To complete the proof, we argue that the crossings between distinct curves in \(S\) are replicated by \(S'\).

Consider a crossing \(x\) between the drawings of two added edges, say \(s_it_i\) curve \(p\) and \(s_jt_j\) curve \(q\) in \(S\), and assume this crossing occurs in a cell \(\epsilon\) of \(G\). Let us split each such curve into curve segments, which are maximal connected subcurves of these curves that do not intersect any other curves in \(G\) (in particular, each such curve segment must lie completely in a cell of \(G\), but a cell of \(G\) may contain multiple curve segments of a single curve). \(x\) is contained in exactly one curve segment of \(p\) and one curve segment of \(q\), and both these segments start and end on the boundary of \(\epsilon\). Because the curve segments intersect exactly once in \(x\), their endpoints have to interleave on the boundary of \(\epsilon\). These start- and endpoints correspond via the preimaging between the solution trace of \(S\) and \(\tau\) to shadow vertices \(p_1\) and \(p_2\) and \(q_1\) and \(q_2\) respectively in \(V(T)\) which also interleave in the cyclic ordering given by \(\beta(\epsilon)\) where \(\epsilon\) corresponds to \(\epsilon\) via the preimaging between the solution trace and \(\tau\). This means, via the preimaging \(\gamma\) between \(\tau\) and \((\alpha', \beta')\), that \(\gamma(p_1), \gamma(q_1), \gamma(p_2), \gamma(q_2)\) are consecutive on \(\alpha', \gamma(c), \gamma(c)\) and \(\gamma(c)\) are consecutive on \(\alpha',\gamma(c)\) and the pairs \(\gamma(p_1), \gamma(p_2)\) and \(\gamma(q_1), \gamma(q_2)\) interleave in \(\gamma(c)\). At this point, \(A\) ensures that the drawings of \(s_it_i\) and \(s_jt_j\) in \(S'\) intersect exactly once in the cell corresponding to \(\epsilon\) —mirroring the behavior of \(S\).

On the other hand, let us now make an analogous argument to analyze what happens if two curves \(p\) (the drawing of \(s_it_i\)) and \(q\) (the drawing of \(s_jt_j\)) in \(S\) do not cross each other in a cell \(\epsilon\) which they both intersect (drawings of added edges which do not intersect the same cell of \(G\) in \(S\) are easily argued not to intersect the same cell of \(G\) in \(S'\)). Consider two arbitrary curve segments of \(p\) and \(q\) in \(\epsilon\). Using the preimaging between the solution trace of \(S\) and \(\tau\) and \(\tau\) and \((\alpha', \beta')\) we can find shadow vertices in \(P\) that correspond to the endpoints of the curve segments and do not interleave in the cyclic ordering for the cell vertex corresponding to \(\epsilon\) in the preimage \((\alpha', \beta')\). As this is true for arbitrary edge segments of \(p\) and \(q\) in \(\epsilon\), applying \(A\) to \((\alpha', \beta')\) then ensures that the drawings of \(s_it_i\) and \(s_jt_j\) do not intersect in the cell that corresponds to the cell vertex that is associated to \(\epsilon\) via the preimaging.

Altogether, we conclude that the curves obtained by \(A\) will contain the same number of crossings as the curves in \(S\), and will pairwise cross each other if and only if they pairwise crossed each other in \(S\) (and, in any case, at most once). Hence either \(S'\) is a solution, or it contains a curve that crosses an existing edge in \(G\) more than once.

Next, we show that the problem of finding a preimage of a template trace (or determining that there is none) can be encoded in Monadic Second Order (MSO) logic.

**Lemma 17.** Let \(\tau = (T, \alpha, \beta)\) be a template trace. There exists an MSO formula \(\phi_\tau(V(T))\) of size independent of \(G\) and \(G\) which is satisfiable in \(P\) if and only if there exists a preimage for \(\tau\) in \(P\).
Moreover, if the formula is true, then the interpretation of \( V(T) \) defines a preimaging between a preimage of \( \tau \) and \( \tau \).

**Proof.** We prove the lemma by giving the construction of \( \phi_\tau(V(T)) \). First of all, the formula requires that, for each walk \( \alpha_i \in \alpha \), the variables in \( \alpha_i \subseteq V(T) \) form a walk in \( P \) that visits the variables in the order prescribed by \( \alpha_i \), whereas the interpretation of each variable has the correct label (including the specific labels marking the endpoints of walks and crossability of segment vertices). Observe that an interpretation satisfying this initial condition will result in a set of walks in \( P \) satisfying the requirements imposed on the first tuple of a preimage of \( \tau \).

To complete the proof, we now need to ensure that the cyclic orders defined by \( \beta \) (within the template trace \( \tau \), over vertices in \( T \)) match those we obtain for the interpretation of \( V(T) \) when following the procedure used to define cyclic orders for preimages. In particular, the following must hold: for each cell vertex \( c' \in V(P) \) that is the interpretation of some cell vertex \( c \) in \( V(T) \), the cycle on the shadow vertices in the neighborhood of \( c' \) contains the vertices that are interpretations of shadow vertices in \( V(T) \) in the same cyclic order as the one given in \( \beta(c) \). To express this condition in MSO, we proceed as follows. For each pair of variables for shadow vertices, say \( v \) and \( v' \) in \( V(T) \) that are adjacent to \( c \) and directly consecutive in \( \beta(c) \), we express the existence of an \( v-v' \) path in \( P \) consisting exclusively of shadow vertices none of which are among the variables for vertices in \( V(T) \) \( \setminus \{v, v'\} \). It is easy to verify that the formula constructed in this way directly encodes all the requirements imposed on preimages of \( \tau \).

Finally, we have all the ingredients needed to prove our main result.

**Theorem 18.** \( \mathcal{Z} \) is fixed-parameter tractable.

**Proof.** We provide a fixed-parameter algorithm for \( \mathcal{Z} \). The algorithm begins by constructing the patchwork graph \( P \) as per Definition 10, including the crossability and other labels described in Section 4. Then, we branch over the exact number of crossings of each added edge with \( G \) and, for each branch we construct and branch over the set of all possible template traces as per Proposition 15. For each template trace \( \tau \), we use Lemma 17 to construct an MSO formula \( \phi_\tau(\cdot) \) that checks for a preimage of \( \tau \). We enhance \( \phi_\tau(\cdot) \) with formulas which ensure that any preimage \( (\alpha', \beta') \) obtained from its interpretation will satisfy the following conditions: (1) each walk \( \alpha_i \in \alpha' \) contains no segment vertex which is not labeled as crossable for \( s_i t_i \); and (2) no two segment vertices occurring in the same walk in \( \alpha' \) correspond to segments of the same edge in \( G \). Encoding (1) is trivial. For (2) we can add formulas \( \phi_i'(\cdot) \) for \( i \in [k] \) that exclude the existence of paths between segment vertices on \( \alpha'_i \) consisting only of segment and crossing vertices such that on these paths every time a crossing vertex succeeds a segment vertex \( v \) it is followed by a segment vertex \( v' \) such that \( v \) and \( v' \) have the same tracking label. We call the resulting formula \( \psi_i'(\cdot) \).

For each \( \tau \), we now use Courcelle’s theorem to compute an interpretation \( \omega \) of \( \psi_i'(\cdot) \) or determine that there is none in \( P \). For each interpretation computed in this way, we apply \( A \) and check if we get a solution to the original \( \mathcal{Z} \) instance (before branching on the exact number of crossings for each added edge with \( G \)). If we obtain a solution, we accept.

If none of the formulas constructed in this way lead to a solution, then we reject. This is correct, as can be argued as follows. If the input instance \( \mathcal{I} \) of \( \mathcal{Z} \) has a solution, by Lemma 11 there is a solution \( S \) in which the drawing of \( s_i t_i \) only crosses edge segments of which the corresponding segment vertices are labeled as crossable for \( s_i t_i \). The solution trace of \( S \) must match some template trace \( \tau' \). Moreover, the solution trace \( (\tau_\sigma, \eta_\delta) \) is a witness for the existence of a preimage of \( \tau' \) which will also satisfy \( \phi_i'(\cdot) \) (since we know that \( S \) did not have any double-crossings). Hence the second case of Lemma 16 cannot occur, and we would have found an interpretation of \( \psi_i'(\cdot) \) that leads to a solution.

Theorem 18 immediately implies the fixed-parameter tractability of SCEI and SLCEI parameterized by \( k+\ell \) (see Section 2). But the same approach can also be used to obtain the fixed-parameter tractability of the other problems of interest to us that were defined in the introduction, with only minor adaptations required.

**Theorem 19.** \( \mathcal{Z}_\ell \) is fixed-parameter tractable when parameterized by \( \ell + k \).
Proof. For $\text{ScPEI}$, we simply need to adapt the proof of Theorem 18 in a way which ensures that after we add the solution curves to $G$, every edge in $G$ still has at most $\ell$ crossings. To do this, first we’ll enrich the labeling in $P$ as follows: for each segment vertex in $P$ which is labeled as crossable for any added edge in $F$ that correspond to an edge $e$ in $G$, we add a “crossings” label which contains the total number of crossings of $e$ in $G$. Otherwise, we proceed exactly as in the proof of Theorem 18, up to the construction of the formula $\psi(\cdot)$. At that point, we enrich $\psi(\cdot)$ with an auxiliary MSO formula which does the following. For each segment vertex $v$ in $P$ whose crossings-label is $i$ (for $i \in \{0, \ldots, \ell\}$), it identifies a set $L$ of all segment vertices belonging to the edge corresponding to $v$. Then, for each such individually identified set $L$, the formula requires that $L$ intersects its interpretation in at most $\ell - i$ distinct vertices. This auxiliary formula is easy to construct and ensures that each edge in $G$ will contain at most $\ell$-many crossings after the insertion of the solution identified by $\psi(\cdot)$, as required.

For $\ell$-textscPEI and also Locally Crossing-Minimal Edge Insertion, it suffices to follow precisely the steps used to solve $\text{ScPEI}$ and $3$, and then remove the separate subformulas (denoted $\phi_{\ell}(\cdot)$ in the proof of Theorem 18) that were used to ensure simplicity from the final constructed MSO formulas.

6 Adding a Single Edge

In this section we present a single-exponential fixed-parameter algorithm for $\text{SCEI}$ parameterized by $\ell$ in the case where $|F| = 1$; we hereinafter denote this problem $\text{SC1EI}$. We remark that this algorithm is tight under the exponential time hypothesis [28], since Arroyo et al. [7] gave a reduction from 3-SAT to the simple drawing extension problem with 1 extra edge, and the number of edges in the obtained graphs is linear in the size of the 3-SAT instance.

As the first step towards our algorithm, we transform $\text{SC1EI}$ to the problem of finding a colorful path of length at most $\kappa$ in the dual of the planarization of the given drawing. Finding this colorful path then amounts to a straightforward application of so-called representative sets, see e.g. [17, Chapter 12].

| COLORFUL SHORT PATH |
|----------------------|
| Input: A graph $G$ with a vertex-coloring $\chi : V(G) \rightarrow |V(G)|$, two vertices $s, t \in V(G)$, and a positive integer $\kappa$. |
| Question: Does $G$ have a colorful $s$-$t$-path (i.e., a path where no color occurs more than once) of length at most $\kappa$? |

Proposition 20. There is a linear-time reduction that converts an instance $(G, G, \{st\}, \ell)$ of $\text{SC1EI}$ to an equivalent instance $(G, \chi, s, t, 2\ell + 3)$ of COLORFUL SHORT PATH.

Proof. Consider an instance $(G, G, \{st\}, \ell)$ of $\text{SC1EI}$. We transform this instance into an instance of COLORFUL SHORT PATH as follows.

Let $G^*_0$ be the plane dual of the planarization of $G$, and let $G^*$ be obtained from $G^*_0$ by subdividing every edge. In particular, $G^*$ is a bipartite graph where every vertex corresponds to either a cell (i.e., it is a cell vertex) or an edge segment (in which case we call it a segment vertex) in $G$, and adjacencies represent incidences between cells and edge segments in $G$. Moreover, we add $s$ and $t$ to $G^*$ as special marker vertices, and for each cell $c$ incident to $s$ (or to $t$) in $G^*$, we add the edge $sc$ (or $ct$) to $G^*$. Next, we assign to each edge in $G$ a unique color $i \in |E(G)|$. For the coloring function $\chi$, we use assign a unique color to each cell vertex of $G^*$ as well as to $s$ and $t$. Finally, for each segment vertex $e$, we color it using the color of its primal edge in $G$.

To conclude the proof, notice that $(G, G, \{st\}, \ell)$ is a yes-instance of $\text{SC1EI}$ if and only if $G^*$ contains a colorful $s$-$t$ path of length $2\ell + 3$. Indeed, every drawing of the edge $st$ with endpoints $s$ and $t$ in $G$ allows us to construct such a colorful path—simply use the cells visited by that curve and the edge segments it intersects; colorful-ness follows from the fact that the curve cannot cross an edge in $G$ more than once. Similarly, every colorful $s$-$t$-path allows us to obtain a solution to $(G, G, \{st\}, \ell)$ by having the solution curve intersect the cells and edge segments specified by the $s$-$t$ path, in the same order in which they are visited by the path.

Our algorithm for COLORFUL SHORT PATH uses representative sets in a manner that is similar to the presentation provided in, e.g., the book by Cygan et al. [17]. Intuitively, for each vertex $u$ in an
instance of Colorful Short Path, the algorithm will dynamically compute a family of color sets, where the colors used by each s-u path will form one set in the family. The caveat is that this family may become too large to effectively compute and store. Once a family for some vertex u becomes larger than a specified bound (depending only on k), representative sets allow us to prune some sets from our family while maintaining the property we need—in particular, if there was a way to extend the original family to a solution, then there is a way to extend the pruned family to a solution as well.

Formally, one can define q-representative sets on matroids. Let M = (E, I) be a matroid over universe U. We say that A ⊆ U fits B ⊆ U if A ∩ B = ∅ and A ∪ B is independent for M.

**Definition 21** (Definition 12.14 in [17]). Let M be a matroid and A be a family of sets of size p in M. A subfamily A’ ⊆ A is said to q-represent A if for every set B of size q such that there is an A ∈ A that fits B, there is an A’ ∈ A’ that also fits B. If A’ q-represents A, we write A’ ⊆ q rep A.

While representative sets can be computed even for more general matroids, we only require uniform matroids of bounded rank. The following theorem allows us to compute a q-representative family of a family of p sets in FPT time in p and q. The following theorem was independently proven by Fomin et al. [25] and Shachnai and Zehavi [38].

**Theorem 22** (Theorem 12.31 in [17], see also [25, 38]). Let M be a uniform matroid over universe U and A be a p-family of independent sets of M. There is an algorithm that given A, a rational number 0 < ε < 1, and an integer q computes a q-representative family A’ ⊆ q rep A of size at most \(x^{-p}(1-x)^{-q}e^{q2(q+p+q)}\) in time |A|(1-x)^{-q}e^{q2(q+p+q)} log |U|.

A useful property of representative sets is that they are transitive.

**Lemma 23** (Lemma 12.27 in [17]). If \(\hat{A}\) q-represents \(\hat{A}\) and \(\tilde{A}\) q-represents \(\hat{A}\), then \(\tilde{A}\) q-represents \(\hat{A}\).

Furthermore, the union of representative sets is again a representative set.

**Lemma 24** (Lemma 12.26 in [17]). If \(A_1\) and \(A_2\) are both p-families, \(A_1\) q-represents \(A_1\) and \(A_2\) q-represents \(A_2\), then \(A_1 \cup A_2\) q-represents \(A_1 \cup A_2\).

To build the representative sets we make use of the operation of set convolution to iteratively construct the representative families. Let \(A\) and \(B\) be two families, with \(A * B\) we denote the convolution of \(A\) and \(B\), i.e.

\[A * B = \{A \cup B \mid A \in A, B \in B, \text{and } A \cap B = \emptyset\}.

**Lemma 25** (Lemma 12.28 in [17]). Let \(A_1\) be a p1-family and \(A_2\) be a p2-family. Suppose \(A_1^*\) (k - p1)-represents \(A_1\) and \(A_2^*\) (k - p2)-represents \(A_2\). Then \(A_1^* \ast A_2^*\) (k - p1 - p2)-represents \(A_1 \ast A_2\).

The proof of the following theorem closely follows the ones given by Cygan et al. [17, Chapter 12] for longest cycle and path.

**Theorem 26.** Colorful Short Path can be solved in time \(O(2^{O(k)} \cdot |E(G)| \log |V(G)|)\).

**Proof.** Let \((G, s, t, \chi, \kappa)\) be an instance of Colorful Short Path with an \(n\)-vertex graph \(G\). We consider the uniform matroid of rank at most \(p + q\) with universe \(V(G) \cup \{n\}\). Let \(P_0^\kappa\) be the family of sets defined as follows. For \(X \subseteq \{n\}\), we have \(X \in P_0^\kappa\) if and only if there is a colorful s-u path \(W\) in \(G\) of length \(p\) such that all colors in \(X\) are used along \(W\).

Clearly, if \(P_0^\kappa\) is non-empty there exists a colorful path of length at most \(\kappa\) that starts at \(s\) and ends at \(t\). We will check this property by computing a family \(\tilde{P}_0^\kappa\) \(\subseteq q\) rep \(P_0^\kappa\) and then test if \(\tilde{P}_0^\kappa\) is non-empty. This is sufficient for the following reason. Suppose \(\tilde{P}_t^\kappa\) is not empty. Consequently it contains a set that fits with the empty set \(\emptyset\), but then \(\tilde{P}_t^\kappa\) \(\subseteq q\) rep \(P_t^\kappa\) also must contain such a set that fits with \(\emptyset\) as it is a 0-representative set of \(P_t^\kappa\).

To compute the representative sets we cannot just invoke Theorem 22 as it would require us to enumerate all members of \(P_t^\kappa\). Instead, we are going to construct the representative sets for every vertex in an iterative fashion, with the aim of obtaining \(\tilde{P}_0^\kappa\) without directly computing \(P_0^\kappa\). Note that we will compute a representative set only for every second value of \(p\), because we will always be adding a color and a vertex simultaneously in one step. In the beginning let us set \(\tilde{P}_0^0 = P_0^0 = \{\{\chi(s)\}\} and
\( \hat{P}_u = P_u = \emptyset \) for every \( u \in V(G) \setminus \{s\} \). We proceed in rounds, iterating over the values in \( \{1, \ldots, \kappa\} \) in increasing order. At the start of each loop we will maintain the invariant that for every \( u \in V(G) \), \( 1 \leq p' \leq p \), and \( q \leq \kappa - p' \) we have computed a family \( \hat{P}_u^{p',q} \) of size at most

\[
\left( \frac{p' + 2q}{p'} \right)^{p'} \left( \frac{p' + 2q}{2q} \right)^q 2^{o(p'+q)}
\]

that \( q \)-represents \( P_u \).

Now, consider the \( p \)-th iteration of our loop. We compute a new family \( \hat{P}_v^{p,q} \) for each \( v \in V(G) \setminus \{s\} \) and \( q \leq \kappa - p \) as follows

\[
\hat{P}_v^{p,q} = \bigcup_{w \in E(G)} \hat{P}_u^{p-1,q+1} \ast \{\chi(v)\}.
\]

Together, Lemma 24 and 25 imply that \( \hat{P}_v^{p,q} \) \( q \)-represents \( P_v \). At this point we invoke Theorem 22 to compute \( \hat{P}_v^{p,q} \leq_{\text{step}} \hat{P}_v^{p,q} \). By Lemma 23 it follows that \( \hat{P}_v^{p,q} \) in fact \( q \)-represents \( P_v \). Finally, check if \( \hat{P}_v^{p,q} \) is non-empty for any \( q \leq \kappa - p \) if so we have found a colorful path from \( s \) to \( t \) of length \( p \). Backtracking our decisions, the discovered set in \( \hat{P}_v^{p,q} \) can be turned into a colorful path from \( s \) to \( t \) of length \( p \leq \kappa \).

It remains to compute the running time and space of our algorithm and show that we in fact can retrieve the paths in the same time. We apply Theorem 22 with \( x_{p,q} = \frac{p}{p+2q} \). With \( i \leq p \) and following the same analysis as Cygan et al. [17, Lemma 12.33] we obtain that the sizes of the computed families \( \hat{P}_u^{p,q} \) for every \( u \in V(G), 2 \leq p \leq \kappa, \) and \( q \leq \kappa - p \) are bounded by

\[
\left( \frac{p + 2q}{p} \right)^p \left( \frac{p + 2q}{2q} \right)^q 2^{o(p+q)}
\]

and that the running time is given by the maximum of the function

\[
f(p,q) = \left( \frac{p + 2q}{p} \right)^p \left( \frac{p + 2q}{2q} \right)^q.
\]

times \( n^{O(1)} \) and \( 2^{o(p+q)} \). Maximizing \( f \) over the domain \( 1 \leq p \leq \kappa \) and \( 0 \leq q \leq \kappa - p \) gives us that the maximum is attained for \( p = 1 - \frac{1}{\sqrt{2}} \) and \( q = \kappa - p \). Evaluating \( f \) for these values leads to a runtime that is upper bounded by \( 2.619^{\kappa+o(\kappa)} \cdot |E(G)| \log |V(G)| \).

Computing the path from a set \( S \in \hat{P}_t^1 \) can be done by keeping the families in order of when they are computed. For example we could store them in a matrix of size \( \kappa \times n \) with each row correlating to a step and the columns to the vertices in \( V(G) \). Backtracking our decisions we can obtain the colorful path of length at most \( \kappa \).

Theorem 27 is an immediate consequence of Proposition 20 together with Theorem 26.

**Theorem 27.** SC1EI can be solved in time \( O(2^{O(\ell)} \cdot |G| \log |E(G)|) \).

### 7 Conclusion

In this paper we established the fixed-parameter tractability of inserting a given set of edges into a given drawing while maintaining simplicity and adhering to various restrictions on the number of crossings in the solution. While the presented results make the reasonable assumption that the initial drawing is connected, the problem is of course also interesting in the general case. We believe that our framework and methodology can also be used to handle the extension problem for disconnected drawings, albeit only after overcoming a few additional technical challenges; moreover, the algorithm presented in Section 6 does not require connectivity at all. Other than connectivity, the most glaring question left open concerns the complexity of SCEI parameterized by \( \ell \) alone. Last but not least, while here we focused on the edge insertion problem, it would also be interesting to extend the scope to also allow for the addition of vertices into the drawing.
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