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Abstract. In this paper, we consider the dynamics of the solution to the mass critical focusing Hartree equation with inverse-square potential in the energy space $H^1(\mathbb{R}^d)$. The main difficulties are the equation is not space-translation invariant and the nonlinearity is non-local. We first prove that if the mass of the initial data is less than that of ground states, then the solution will be global. Although we don’t know whether the ground state is unique, we can verify all the ground states have the same, minimal mass threshold. Then at the minimal mass threshold, we can construct the finite-time blow up solution, which is a pseudo-conformal transformation of the ground state, up to the symmetries of the equation. Finally, we establish an mass concentration phenomenon of the finite-time blow up solution to the equation.

1. Introduction

We study the following mass critical focusing Hartree equation with inverse-square potential in $d \geq 3$,

$$\begin{aligned}
(i\partial_t - \Delta + \frac{a}{|x|^2})u &= (|\cdot|^2 * |u|^2)u \\
|u|_{t=0} &= u_0 \in H^1(\mathbb{R}^d)
\end{aligned}$$

(1.1)

where $u : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{C}$ is a complex valued function, $\Delta = \sum_{k=1}^{d} \frac{\partial^2}{\partial x_k^2}$ is the Laplace operator and $-(\frac{d-2}{4})^2 < a < 0$. Note that $L_a = -\Delta + \frac{a}{|x|^2}$ for convenience.

Solutions to (1.1) conserve the mass and energy, defined respectively by

$$\begin{aligned}
M(u) &= \frac{1}{2} \int_{\mathbb{R}^d} |u|^2 = M(u_0), \\
E(u) &= H(u) - L_V(u) = E(u_0),
\end{aligned}$$

(1.2)

where

$$\begin{aligned}
H(u) &= \frac{1}{2} \int_{\mathbb{R}^d} (|\nabla u(x)|^2 + \frac{a}{|x|^2} |u(x)|^2) \, dx, \\
L_V(u) &= \frac{1}{4} \iint_{\mathbb{R}^d \times \mathbb{R}^d} \frac{|u(x)|^2 |u(y)|^2}{|x-y|^2} \, dxdy.
\end{aligned}$$

For the nonlinear Hartree equation with inverse-square potential,

$$(i\partial_t - \Delta + \frac{a}{|x|^2})u = (|\cdot|^2 * |u|^2)u, \quad 0 < \gamma < d.$$  

(1.3)

When $a = 0$, (1.3) reduces to the 'free' nonlinear Hartree equation:

$$(i\partial_t - \Delta)u = (|\cdot|^\gamma * |u|^2)u, \quad 0 < \gamma < d.$$  

(1.4)
Like (1.4), the equation (1.3) enjoys the scaling symmetry
\[ u(t, x) \mapsto u(\lambda^d t, \lambda x) := \lambda \frac{2-d}{2} u(\lambda^2 t, \lambda x). \] (1.5)

This symmetry identifies \( H^{s_c}_c(\mathbb{R}^d) \) as the scaling-critical space of initial data, where \( s_c = \frac{\gamma}{2} - 1 \).

The mass-critical problem corresponds to \( s_c = 0 \) (or \( \gamma = 2 \)), in which case \( M(u) \equiv M(u^\lambda) \). The energy-critical problem corresponds to \( s_c = 1 \) (or \( \gamma = 4 \)), in which case \( E(u) \equiv E(u^\lambda) \). In this paper, we just consider the mass-critical case.

Recently, more and more scientists have been devoted to studying the behavior of the blow-up solution to the dispersive equations, such as the classical nonlinear Schrödinger equations and Hartree equations. In the context of the focusing mass-critical nonlinear Schrödinger equations (NLS), the characterization of the minimal mass blowup solutions begins with F. Merle [21], where he showed that if an \( H^1_c \)-solution with minimal mass blows up at finite time, then up to symmetries of the equation, it must be the pseudoconformal ground state. The proof, which was later simplified by Hmidi and Keraani [11], relies heavily on the finiteness of the blowup time. For the mass-critical (NLS), Merle and Tsutsumi [22] further showed that there must be one point with the same mass as the ground state (the ground state is unique) as the time goes, if the solution’s initial data is in \( H^1 \) and it blows up in finite time. But for the normal mass critical blow-up solution whose initial data is in \( L^2 \), [3] has showed that there is at least one point where the mass concentrates and the speed is parabolic in \( d = 2 \). In particular, we have Later, [2] and [12] extended this result to \( d = 1 \) and \( d \geq 3 \). For the focusing mass-critical free nonlinear Hartree equations, Miao, Xu and Zhao [29] adapted Keraanis argument [11] and showed that any finite time blowup solution with ground state mass and \( H^1 \) initial data must be the pseudoconformal ground state up to symmetries of the equation.

About the characterization of the minimal mass blowup solution blowing up at infinite time, Killip, Li, Visan and Zhang [13] first solved the problem for the focusing mass-critical nonlinear Schrödinger equations under the spherically symmetric assumption. Later [19] give the characterization of the minimal mass blowup solution blowing up at infinite time for the focusing mass-critical Hartree equation and they showed that any global solution with ground state mass which is spherically symmetric and which does not scatter must be the solitary wave \( e^{it}Q \) up to symmetries.

For other results about the dynamics of the classical Hartree equations, the reader can refer to [9, 10, 13, 24, 25, 26, 27, 28, 23, 30, 31] and other references.

The Laplace operator with inverse-square potential \( \mathcal{L}_a \) is the limiting form of \( -\Delta + a|x|^{-2-\varepsilon} \), which can’t be researched by Kato’s disturbance methods. So [14] utilized Mikhailin Multiplier theorem to establish the equivalence norm theorem between \( \mathcal{L}_a \)-Sobolev norm and \( \Delta \)-Sobolev norm.

For the defocusing nonlinear Schrödinger equation with inverse-square potential \( (NLS_a) \), [32] used the Strichartz estimate and the equivalence norm theorem in [11] to establish the interacted Morawetz estimate in order to get the \( H^1 \) scattering theory with energy subcritical case. Furthermore, for the energy critical \( (NLS_a) \), [16] obtained the \( H^1 \) scattering theory in \( d = 3 \). But note that the range of \( a \) need be restricted because of the restriction of the target in the equivalence norm theorem. For the focusing \( (NLS_a) \): In the energy subcritical case, [17] established the threshold of the blow-up and scatter if the \( H^1 \) initial satisfies
Theorem 1.2. Suppose that $J$ can gain the minimal value when $\lambda = 0$, where $J = G$ is a state called $(1)$. If $W$ is a non-empty radial solution of the equation with $H$ the Blow-up. [1] described the mass concentration phenomenon of the blow-up solution with $H$ initial data. Compared to the classical Schrödinger equation, the rigidity description of Schrödinger equation with inverse-square potential can remove the effect of translation. [1] described the mass concentration phenomenon of the blow-up solution with $H$ initial data.

So far, there are few results about the dynamics of the solution to the mass critical focusing Hartree equation with inverse-square potential. Inspired by the above works, we consider the dynamics of the solution to the mass critical focusing Hartree equation with inverse-square potential in the energy space $H^1(\mathbb{R}^d)$. The main difficulties are the equation (1.1) is not space-translation invariant and the nonlinearity is non-local.

We first prove that if the mass of the initial data is less than that of ground states, then the solution will be global. Although we don’t know the ground state is unique, we can verify all the ground states have the same, minimal mass threshold. Then at the minimal mass threshold, we can construct the finite-time blow-up solution, which is a pseudo-conformal transformation of the ground state, up to the symmetries of the equation. Finally, we establish an mass concentration phenomenon of the finite-time blow-up solution to the equation.

Before we show the main result, we utilize the variational characterization to gain the following important proposition.

Proposition 1.1 (Ground State). Functional

\[ J(u) := \frac{M(u)H(u)}{L_V(u)}, \quad u \in H^1(\mathbb{R}^d \setminus \{0\}) \]

\[ \text{can gain the minimal value when } J_{\text{min}}, \text{ and the minimal point } W \text{ has the form like } W(x) = e^{i\theta}mQ(nx), \text{ where } m, n > 0, \theta \in \mathbb{R}, \text{ and } Q \neq 0 \text{ is the non-negative non-empty radial solution of the equation} \]

\[ (-\Delta + a|x|^{-2})Q + Q = (|\cdot|^{-2} * |Q|^2)Q, \] (1.6)

where $-(d-2)^2 < a < 0$.

If $Q \geq 0$ is a non-negative non-empty radial solution of the equation (1.6), and $J(Q) = J_{\text{min}}$, we say $Q$ is a Ground state. We define that the set of all ground state is called $\mathcal{G}$. All ground state has the same mass, which is defined as $M_{gs}$.

Our main result in this paper is as follows:

Theorem 1.2. Suppose that $d \geq 3$, $-(d-2)^2 < a < 0$, then

1. If $M(u_0) < M_{gs}$, then the solution $u(t)$ of the equation (1.1) is global.

2. If $M(u_0) = M_{gs}$ and the solution $u(t, x) \in C([0, T), H^1(\mathbb{R}^d))$ blows up in finite time $T > 0$, i.e. $\lim_{t \to T^-} H(u(t)) = \infty$, then we have

\[ u \in \left\{ e^{i\frac{|x|^2}{4}}e^{i\theta}\lambda^2Q(\lambda \cdot) : \theta \in \mathbb{R}, \lambda > 0, Q \in \mathcal{G} \right\}. \]

3. In particular, let $u$ be the solution to (1.1) which blows up in finite time $T > 0$, and the function $\lambda(t)$ satisfy $\lim_{t \to T^-} \lambda(t)\sqrt{H(u(t))} = \infty$ then there exists a function $x : [0, T^*) \to \mathbb{R}^d$, such that

\[ \lim_{t \to T^-} \frac{1}{2} \int_{|x-x(t)| \leq \lambda(t)} |u(t, x)|^2 dx \geq M_{gs}. \]
Remark 1.3. We require $a \leq 0$ here, because the variational description is invalid when $a > 0$. Without the minimal point in corresponding minimal problem, we can’t confirm the result. But we can utilize the ways in [1] to extend the result to the radial case under the condition $a > 0$.

In this chapter, we show some preparation and the theory on the local well-posedness in section 2. In section 3, we give the variational characterization and prove the first part of Theorem 1.2 that is to say, solution does not blow up if its mass is small enough. In section 4, we establish the rigid portraits and profile decomposition to describe the blow-up phenomenon in finite time. In section 5, we give the second part of the proof of theorem 1.2—the rigid portraits of the minimal mass blow-up solution in finite time and the third one – the mass critical phenomenon which is not lower than one of the ground state.

2. Preliminaries

In this section, we will show some important tools of harmonic analysis and give the local well-posedness result.

2.1. Harmonic analysis adapted to $L_a$. In this section, we describe some harmonic analysis tools adapted to the operator $L_a$. The primary reference for this section is [15].

Recall that by the sharp Hardy inequality, one has
\[
\|\sqrt{L_a} f\|^2_{L^2} \sim \|\nabla f\|^2_{L^2} \text{ for } a > -\frac{(d-2)^2}{2}.
\] (2.1)
Thus, the operator $L_a$ is positive for $a > -\frac{(d-2)^2}{2}$. To state the estimates below, it is useful to introduce the parameter
\[
\rho := \frac{d-2}{2} - \left(\frac{(d-2)^2}{2} + a\right)\frac{1}{2}.
\] (2.2)

We first give the following result concerning equivalence of Sobolev spaces was established in [15]: it plays an important role throughout this paper.

Lemma 2.1 (Equivalence of Sobolev spaces, [15]). Let $d \geq 3$, $a > -\frac{(d-2)^2}{2}$, and $0 < s < 2$. If $1 < p < \infty$ satisfies $\frac{d+2p}{d} < \frac{1}{p} < \min\{1, \frac{d-2}{d}\}$, then
\[
\|\nabla^s f\|_{L^p} \lesssim_{d,p,s} \|(L_a)^{s}\|_{L^p} \|f\|_{L^p} \text{ for all } f \in C^\infty_c(\mathbb{R}^d \setminus \{0\}).
\]
If $\frac{1}{p} < \min\{1, \frac{d-2}{d}\}$, then
\[
\|(L_a)^{\frac{s}{2}} f\|_{L^p} \lesssim_{d,p,s} \|\nabla^s f\|_{L^p} \text{ for all } f \in C^\infty_c(\mathbb{R}^d \setminus \{0\}).
\]

Next, we recall some fractional calculus estimates due to Christ and Weinstein [7]. Combining these estimates with Lemma 2.1 we can deduce analogous statements for powers of $L_a$ (with suitably restricted sets of exponents).

Lemma 2.2 (Fractional calculus).
(i) Let $s \geq 0$ and $1 < r, r_j, q_j < \infty$ satisfy $\frac{1}{r} = \frac{1}{r_j} + \frac{1}{q_j}$ for $j = 1, 2$. Then
\[
\|\nabla^s (fg)\|_{L^r} \lesssim \|f\|_{L^{r_1}} \|\nabla^s g\|_{L^{r_2}} + \|\nabla^s f\|_{L^{r_2}} \|g\|_{L^2}.
\]
(ii) Let $G \in C^1(\mathbb{C})$ and $s \in (0, 1]$, and let $1 < r_1 \leq \infty$ and $1 < r, r_2 < \infty$ satisfy $\frac{1}{r} = \frac{1}{r_1} + \frac{1}{r_2}$. Then
\[
\|\nabla^s G(u)\|_{L^r} \lesssim \|G^r(u)\|_{L^{r_1}} \|u\|_{L^{r_2}}.
\]
Strichartz estimates for the propagator $e^{-it\mathcal{L}}_\mu$ were proved in \cite{1}. Combining these with the Christ–Kiselev lemma \cite{6}, we arrive at the following:

**Proposition 2.3 (Strichartz, \cite{1}).** Fix $a > -\left(\frac{d-2}{2}\right)^2$. The solution $u$ to

$$(i\partial_t - \mathcal{L}_\mu)u = F$$

on an interval $I \ni t_0$ obeys

$$\|u\|_{L^p_t L^\alpha_x(I \times \mathbb{R}^d)} \lesssim \|u(t_0)\|_{L^\alpha_x(\mathbb{R}^d)} + \|F\|_{L^p_t L^\alpha_x'(I \times \mathbb{R}^d)}$$

for any $2 \leq q, \tilde{q} \leq \infty$ with $\frac{2}{q} + \frac{d}{\tilde{q}} = \frac{d}{2}$ and $(q, \tilde{q}) \neq (2, 2)$.

We call such pairs $(q, r)$ and $(\tilde{q}, \tilde{r})$ admissible pairs.

### 2.2. Several useful inequalities.

**Lemma 2.4 (Hardy Inequality \cite{5,32}).** Supposed that $\alpha > 0$, $1 < p < \infty$, $\alpha p < d$. Then there exists the constant $C > 0$, such that

$$\left\| \frac{u}{|x|^{\alpha}} \right\|_{L^p(\mathbb{R}^d)} \leq C \|\nabla |\alpha| u\|_{L^p(\mathbb{R}^d)}.$$

If $1 \leq p < \infty$, $0 \leq \alpha \leq 1$ and $sp < d$, we have

$$\left(\frac{d - sp}{p}\right)^{s} \left\| \frac{u}{|x|^{\alpha}} \right\|_{L^p(\mathbb{R}^d)} \leq \|u\|_{L^p(\mathbb{R}^d)} \|\nabla u\|_{L^p(\mathbb{R}^d)}^s.$$

Specially, we have

$$\frac{d - 2}{2} \left\| \frac{u}{|x|^{\alpha}} \right\|_{L^2(\mathbb{R}^d)} \leq \|\nabla u\|_{L^2(\mathbb{R}^d)}.$$

**Lemma 2.5 (Hardy-Littlewood-Sobolev Inequality, \cite{20}).** If $1 < p, q < \infty$, $0 < \alpha < d$ and $\frac{1}{p} + \frac{1}{q} + \frac{\alpha}{d} = 2$, we have

$$\left|\iint_{\mathbb{R}^d \times \mathbb{R}^d} \frac{f(x)g(y)}{|x - y|^{\alpha}} \, dx \, dy\right| \lesssim \|f\|_{L^p(\mathbb{R}^d)} \|g\|_{L^q(\mathbb{R}^d)} \tag{2.3}$$

**Lemma 2.6 (Riesz Rearrangement Inequality, \cite{20}).** We denote that $f^*$ is the radial non-increase symmetrical rearrangement of the function $f$, that is to say, denote $f^*$ as the rearrangement of $f$. Then we have

$$\left|\iint_{\mathbb{R}^d \times \mathbb{R}^d} f(x)g(y)h(x - y) \, dx \, dy\right| \leq \left|\iint_{\mathbb{R}^d \times \mathbb{R}^d} f^*(x)g^*(y)h^*(x - y) \, dx \, dy\right| \tag{2.4}$$

### 2.3. The local wellposedness theory.

We next discuss the local theory for \cite{10,11}. We begin by making our notion of solution precise.

**Definition 2.7 (Solution).** Let $t_0 \in \mathbb{R}$ and $u_0 \in H^1_0(\mathbb{R}^d)$. Let $I$ be an interval containing $t_0$. We call $u : I \times \mathbb{R}^d \to \mathbb{C}$ a solution to

$$(i\partial_t - \mathcal{L})u = \mu |u|^{\alpha} u, \quad u(t_0) = u_0$$

if it belongs to $C^0_I H^1_0(K \times \mathbb{R}^d) \cap S^1_1(K)$ for any compact $K \subset I$ and obeys the Duhamel formula

$$u(t) = e^{-i(t-t_0)\mathcal{L}} u_0 - i\mu \int_{t_0}^t e^{-i(t-s)\mathcal{L}} (|u|^{\alpha} u)(s) \, ds \tag{2.5}$$
for all \( t \in I \). We call \( I \) the lifespan of \( u \). We call \( u \) a maximal-lifespan solution if it cannot be extended to a strictly larger interval. We call \( u \) global if \( I = \mathbb{R} \).

**Theorem 2.8** (The local wellposedness). Supposed that \( d \geq 3 \), \( a > -\left(\frac{d-2}{2}\right)^2 \). Then there exists \( T = T(\|u_0\|_{H^1(\mathbb{R}^d)}) > 0 \), such that there exists a unique solution \( u(t,x) \) of the equation (1.1) satisfying

\[
 u \in C((0,T); H^1(\mathbb{R}^d)) \cap L^q((0,T), W^{1,r}_a(\mathbb{R}^d)).
\]

**Proof.** The proofs follow along standard lines using the contraction mapping principle. Because of the equivalent norm theorem and the Hardy-Littlewood-Sobolev inequality, we need take target carefully. Take \( 0 < s < 1 \), and take \( 0 < \varepsilon < 1 \) which satisfies that \( \varepsilon < \frac{1}{2} - \varepsilon \), \( 1 - s - d\varepsilon > 0 \). Denote

\[
\left(\frac{1}{q}, \frac{1}{r}\right) = \left(1 - \frac{\varepsilon}{d}, \frac{1}{2} + \varepsilon\right), \quad \left(\frac{1}{q_1}, \frac{1}{r_1}\right) = \left(\frac{d-2}{2}, \frac{1}{2} - \varepsilon, \frac{1}{2} - \varepsilon\right), \quad \left(\frac{1}{q_2}, \frac{1}{r_2}\right) = \left(\frac{1}{2} - \varepsilon - \frac{d-2}{2}, \frac{1}{2} + \varepsilon, \frac{1}{2} - \frac{1}{d} + \varepsilon\right).
\]

On one hand, the section of \( \varepsilon > 0 \) guarantees the validity of the Hardy-Littlewood-Sobolev inequality when \( \min\{\tilde{r}_1, \tilde{r}_2, \tilde{r}_3\} > \tilde{r}' \). On the other hand, it ensures the condition in which the Sobolev equivalent norm \( \|\nabla f\|_{L_{\tilde{r}_1}} \lesssim \|(L_a)^{\frac{1}{2}} f\|_{L_{\tilde{r}_1}} \) and \( \|\nabla^\delta f\|_{L_{\tilde{r}_2}} \lesssim \|(L_a)^{\frac{3}{2}} f\|_{L_{\tilde{r}_2}} \) is valid, which is \( \frac{1}{2} - \varepsilon > \frac{1}{d}, \frac{3}{2} - \varepsilon < \frac{1}{2} \).

Denote the time interval is \( I = [0,T] \). Therefore, we have a nonlinear estimate: For \( \sigma \in \{0,1\} \), we have

\[
\begin{aligned}
&\|(|\cdot|^2 * |u|^2)u - (|\cdot|^2 * |v|^2)v\|_{L^q(I, W^{\sigma,r}_a)} \\
&\lesssim \|(|\cdot|^2 * |u|^2)u - (|\cdot|^2 * |v|^2)v\|_{L^q(I, W^{\sigma,r}_a)} \\
&\leq \|(|\cdot|^2 * (u(u-v))) u\|_{L^q(I, W^{\sigma,r}_a)} + \|(|\cdot|^2 * ((u-v)u))|_\sigma\|_{L^q(I, W^{\sigma,r}_a)} \\
&\Delta = I_1 + I_2 + I_3
\end{aligned}
\]

We only estimate \( I_2 \), since the estimates of \( I_1 \) and \( I_3 \) are similar. Using the equivalent norm theorem, Fractional derivative law for space and Hölder inequality for time, we can obtain

\[
\begin{aligned}
I_2 \lesssim T^s &\|u - v\|_{L^q(I, W^{\sigma-1}_a)} \|u\|_{L^p(I, W^0_a)} \|v\|_{L^p(I, W^0_a)} \\
&+ T^s \|u\|_{L^p(I, W^0_a)} \|u - v\|_{L^p(I, W^0_a)} \|v\|_{L^p(I, W^0_a)} \\
&+ T^s \|v\|_{L^p(I, W^0_a)} \|u\|_{L^p(I, W^0_a)} \|u - v\|_{L^p(I, W^0_a)} \\
\lesssim T^s &\|u - v\|_{L^q(I, W^{\sigma-1}_a)} \|u\|_{L^p(I, W^0_a)} \|v\|_{L^p(I, W^0_a)} \\
&+ T^s \|u\|_{L^p(I, W^0_a)} \|u - v\|_{L^p(I, W^0_a)} \|v\|_{L^p(I, W^0_a)} \\
&+ T^s \|v\|_{L^p(I, W^0_a)} \|u\|_{L^p(I, W^0_a)} \|u - v\|_{L^p(I, W^0_a)} \\
\lesssim T^s &\|u - v\|_{L^q(I, W^{\sigma-1}_a)} \|u\|_{L^p(I, W^0_a)} \|v\|_{L^p(I, W^0_a)} \\
&+ T^s \|u\|_{L^p(I, W^0_a)} \|u - v\|_{L^p(I, W^0_a)} \|v\|_{L^p(I, W^0_a)} \\
&+ T^s \|v\|_{L^p(I, W^0_a)} \|u\|_{L^p(I, W^0_a)} \|u - v\|_{L^p(I, W^0_a)}
\end{aligned}
\]
If we define the norm $X(I)$ as
\[
\|u\|_{X(I)} := \|u\|_{L^q_t(I, W^{1,2}_a)} + \|u\|_{L^q_t(I, W^{1,r}_a)} + \|u\|_{L^q_{t,x} I, W^{1,r}_a(\mathbb{R}^d)}
\]
Noting $0 < s < 1$, we can get
\[
\left\|\left(1 - |\cdot|^2\right) \left((u - v)\right) u\right\|_{L^s_t(I, W^{s,r}_a)} \lesssim T^s \|u - v\|_X(I) \left(\|u\|_{X(I)}^2 + \|v\|_{X(I)}^2\right)
\]
Thus, we have
\[
\left\|\left(1 - |\cdot|^2\right) |u|^2 u - \left(1 - |\cdot|^2\right) |v|^2 v\right\|_{L^s_t(I, W^{s,r}_a)} \lesssim T^s \|u - v\|_X(I) \left(\|u\|_{X(I)}^2 + \|v\|_{X(I)}^2\right)
\]
(2.6)
Define the operator as
\[
T u = e^{it\mathcal{L}_a} u_0 - i \int_0^t e^{i(t-s)\mathcal{L}_a} \left(\left(1 - |\cdot|^2\right) |u|^2 u\right)(s) \, ds
\]
By Strichartz estimate and the nonlinear estimate (2.6), we get
\[
\left\|\left(T u - T v\right)\right\|_{X(I)} \leq C T^s \|u - v\|_X(I) \left(\|u\|_{X(I)}^2 + \|v\|_{X(I)}^2\right)
\]
(2.7)
Denote the space as
\[
S(I) := \{u \in C(I, H^1_a): \|u\|_{X(I)} \leq 2C\|u_0\|_{H^1_a}\}
\]
Then, the operator $T$ is the contraction mapping in $(S(I), \|\cdot\|_{X(I)})$ if $T = T(\|u_0\|_{H^1_a})$ is small enough. Furthermore, there is unique solution of the equation (2.1) in $C(I, H^1_a) \cap X(I)$.

Note that the equivalence between $H^1_a$ and $H^1$, use the Strichartz estimate again, we gain that
\[
u \in \bigcap_{(q, r) \in \Lambda_0} L^q(I, W^{1,r}_a(\mathbb{R}^d)),
\]
which complete the proof of the local wellposedness.

**Remark 2.9.** $T = T(\|u_0\|_{H^1(\mathbb{R}^d)}) > 0$ means that, if the maximal life interval of solution $u$ is $[0, T^*]$, $T^* < \infty$, we have $\lim_{t \to T^*} \|u(t)\|_{H^1_a} = \infty$. Combining with the mass conservation, the solution blows-up in finite time means that $\lim_{t \to T^*} H(u(t)) = \infty$.

### 3. Variational Characterization and Global Well-posedness

In this section, we are in the position to prove the global well-posedness result. We will show the variational characterization Proposition [1.1] which is related to the optimal Gagliardo-Nirenberg inequality, then we use the inequality to obtain our global well-posedness result.

Before proving the proposition, we give two simple lemmas which will be used later. First, we show a primary embedded lemma.

**Lemma 3.1.** If
\[
\lim_{n \to \infty} \|u_n - u\|_{L^{\infty}_X(\mathbb{R}^d)} = 0,
\]
we have
\[
\lim_{n \to \infty} \|L_V(u_n - u) = 0, \quad \text{and} \quad \lim_{n \to \infty} L_V(u_n) = L_V(u).
\]
Proof. By Hardy-Littlewood-Sobolev inequality, we gain
\[
\left| \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{f_1(x)f_2(x)f_3(y)f_4(y)}{|x-y|^2} \, dx \, dy \right| \leq \| f_1 f_2 \|_{L^{\frac{d}{d-1}}(\mathbb{R}^d)} \cdot \| f_3 f_4 \|_{L^{\frac{d}{d-1}}(\mathbb{R}^d)} \leq 4 \sum_{k=1}^4 \| f_k \|_{L^{\frac{d}{d-1}}(\mathbb{R}^d)}
\] (3.1)

Therefore,
\[
L^V(u_n - u) \lesssim \| u_n - u \|^4_{L^{\frac{2d}{d-4}}(\mathbb{R}^d)} \to 0, \quad \text{when} \ n \to \infty.
\]

Note that
\[
|u(x)|^2|u(y)|^2 - |v(x)|^2|v(y)|^2 = (|u(x)|^2 - |v(x)|^2)|u(y)|^2 + |v(x)|^2(|u(y)|^2 - |v(y)|^2)
\]

By the inequality (3.1), we get
\[
|L^V(u) - L^V(v)| \lesssim \| u - v \|^2_{L^{\frac{2d}{d-4}}(\mathbb{R}^d)} \left( \| u \|^2_{L^{\frac{2d}{d-4}}(\mathbb{R}^d)} + \| v \|^2_{L^{\frac{2d}{d-4}}(\mathbb{R}^d)} \right)
\]
\[
\lesssim \| u - v \|^2_{L^{\frac{2d}{d-4}}(\mathbb{R}^d)} \left( \| u \|^3_{L^{\frac{2d}{d-4}}(\mathbb{R}^d)} + \| v \|^3_{L^{\frac{2d}{d-4}}(\mathbb{R}^d)} \right)
\]

It means that if
\[
\lim_{n \to \infty} \| u_n - u \|_{L^{\frac{2d}{d-4}}(\mathbb{R}^d)} = 0,
\]
we have
\[
\lim_{n \to \infty} L^V(u_n) = L^V(u).
\]

Next we give the Schwartz symmetrical rearrangement argument about the functional $J$.

**Lemma 3.2.** Assume $u \in H^1(\mathbb{R}^d)$ is a non-radial function, denote $u^*$ as the Schwartz symmetrical rearrangement of $u$, then $u^* \geq 0$,
\[
J(u^*) < J(u).
\]

**Proof.** By the classical Schwartz symmetrical rearrangement argument, we know that $u^*$ satisfies
\[
M(u) = M(u^*),
\]
\[
\| \nabla u^* \|_{L^2(\mathbb{R}^d)} \leq \| \nabla u \|_{L^2(\mathbb{R}^d)}.
\]
By Lemma 2.6 we get
\[
L^V(u) \leq L^V(u^*). \]
Since $u$ is nonradial, then we have $u \neq 0$ and
\[
\int_{\mathbb{R}^d} \frac{|u|^2}{|x|^2} < \int_{\mathbb{R}^d} \frac{|u^*|^2}{|x|^2}.
\]
Therefore
\[
J(u^*) < J(u)
\]
holds. \qed

Now we will prove Proposition 1.1. By solving a minimization problem, the minimum is attained at the ground state of the corresponding stationary equation.
The proof of Proposition 3.1. We need to show the minimum can be attained first.

Suppose that the non-zero function sequence \( \{u_n\} \) is the minimal sequence of the functional \( J \), that is to say,
\[
\lim_{n \to \infty} J(u_n) = \inf \{ J(u) : u \in H^1(\mathbb{R}^d \setminus \{0\}) \}
\]

By Lemma 3.2, without loss of generality, we can assume \( u_n \) is non-negative radial.

Note that for any \( u \in H^1(\mathbb{R}^d \setminus \{0\}) \), \( \mu, \nu > 0 \), we have
\[
\begin{align*}
M(\mu u(\nu)) &= \mu^2 \nu^{-d} M(u), \\
H(\mu u(\nu)) &= \mu^2 \nu^{-d} H(u), \\
L_V(\mu u(\nu)) &= \mu^4 \nu^{2-2d} L_V(u), \\
J(\mu u(\nu)) &= J(u).
\end{align*}
\]

Denote
\[
v_n(x) = \left( \frac{M(u_n)}{H(u_n)} \right)^{\frac{d-2}{4}} u_n \left( \frac{M(u_n)}{H(u_n)} \right)^{\frac{1}{4}} x
\]

Then, \( v_n \) is non-negative radial, and
\[
M(v_n) = H(v_n) \equiv 1, \quad J(v_n) = J(u_n),
\]
\[
\lim_{n \to \infty} J(v_n) = \inf \{ J(u) : 0 \neq u \in H^1(\mathbb{R}^d) \}.
\]

Note that \( v_n \) is bounded in \( H^1_{\text{rad}}(\mathbb{R}^d) \) and
\[
H^1_{\text{rad}}(\mathbb{R}^d) \hookrightarrow L^{2d}(\mathbb{R}^d),
\]
then there exist a subsequence \( v_{n_k} \) and \( v^* \in H^1_{\text{rad}}(\mathbb{R}^d) \), such that as \( k \to \infty \), we have \( v_{n_k} \to v^* \) in \( H^1(\mathbb{R}^d) \) and \( v_{n_k} \to v^* \) in \( L^{2d}(\mathbb{R}^d) \).

By the weak low semi-continuity of the functional \( M \) and \( H \), we obtain
\[
M(v^*) \leq 1, \quad H(v^*) \leq 1.
\]

Since \( \|v_{n_k} - v^*\|_{L^{2d}(\mathbb{R}^d)} \to 0 \), by Lemma 3.1, we have
\[
L_V(v^*) = \lim_{k \to \infty} L_V(v_{n_k}).
\]

Therefore,
\[
J(v^*) = \frac{M(v^*)H(v^*)}{L_V(v^*)} \leq \lim_{k \to \infty} \frac{1}{L_V(v_{n_k})} = \lim_{k \to \infty} J(v_{n_k}) = \inf \{ J(u) : 0 \neq u \in H^1(\mathbb{R}^d) \}.
\]

Thus we proved that the minimum can be attained.

Next, consider the variational derivatives of \( M, H, L_V \): fix \( u \neq 0 \), for any \( \varphi \in H^1(\mathbb{R}^d) \),
\[
\begin{align*}
\frac{d}{dt} \bigg|_{t=0} M(u + \epsilon \varphi) &= \text{Re} \int_{\mathbb{R}^d} u \bar{\varphi}, \quad (3.3) \\
\frac{d}{dt} \bigg|_{t=0} H(u + \epsilon \varphi) &= \text{Re} \int_{\mathbb{R}^d} \left( -\Delta + \frac{a}{|x|^2} \right) u \cdot \bar{\varphi}, \quad (3.4) \\
\frac{d}{dt} \bigg|_{t=0} L_V(u + \epsilon \varphi) &= \text{Re} \int \int \frac{|u(x)|^2 u(y) \bar{\varphi}(y)}{|x-y|^2} dxdy, \quad (3.5)
\end{align*}
\]
If the functional $J$ attains the minimum at $W$, then we have for any $\varphi \in H^1(\mathbb{R}^d)$,

$$0 = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} J(W + \epsilon \varphi) = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} \frac{M(W + \epsilon \varphi)H(W + \epsilon \varphi)}{L_V(W + \epsilon \varphi)} \bigg|_{\epsilon=0}$$

$$= \left( \operatorname{Re} \int_{\mathbb{R}^d} W \bar{\varphi} \right) \cdot H(W) \frac{M(W)}{L_V(W)} + \frac{M(W) \cdot \operatorname{Re} \int_{\mathbb{R}^d} \left(-\Delta + \frac{a}{|x|^2}\right) W \cdot \bar{\varphi}}{L_V(W)}$$

$$- \frac{M(W)H(W) \cdot \operatorname{Re} \int_{\mathbb{R}^d} \frac{|W(x)|^2 W(y) \bar{\varphi}(y)}{|x-y|^2} dy}{(L_V(W))^2}.$$  

It means that

$$L_V(W)H(W) \cdot W + L_V(W)M(W) \cdot \left(-\Delta W + \frac{a}{|x|^2} W \right) - M(W)H(W) \cdot (|\cdot|^2 * W^2)W = 0,$$

i.e.

$$(-\Delta + a|x|^{-2})W + \alpha W = \beta(|\cdot|^2 * |W|^2)W,$$

where

$$\alpha = \frac{H(W)}{M(W)}, \quad \beta = \frac{H(W)}{L_V(W)}.$$  

By a direct calculation, we know

$$(-\Delta + a|\cdot|^{-2})\left[\mu u(\nu)\right](x) = \mu a^2 (-\Delta + a|\cdot|^{-2})[u](\nu),$$

$$\left[(\cdot)^{-2} * |\mu W(\nu)|^2\right] \mu W(\nu)](x) = \mu^3 \nu^{2-d} [(\cdot)^{-2} * |W|^2 W](\nu).$$

Therefore, $Q$ is the solution of (10) using the scaling $W(x) = \alpha^{\frac{d}{2}} \beta^{-\frac{d}{2}} Q(\sqrt{\alpha} x)$.

Next we prove that if $W$ is the minimal element, then $W$ is radial and there exists a constant $\theta \in \mathbb{R}$ such that $W = e^{i\theta}|W|.$

If $W$ is non-radial, then by Lemma 3.2, $J(W^+) < J(W)$, which is contradict to the minimality of $W$. So $W$ must be radial.

Since $J(|W|) \leq J(W)$, $|W|$ is also a minimal element. Suppose that $W(x) = e^{i\theta(x)}|W|(x)$, where $\theta(x)$ is a real-valued function, then

$$|\nabla W(x)|^2 = \left|e^{i\theta(x)}|W|(x) \cdot i \nabla \theta(x) + e^{i\theta(x)}(\nabla |W|)(x) \right|^2$$

$$= |W(x)|^2 |\nabla \theta(x)|^2 + \left|\nabla |W|(x) \right|^2$$  

By the minimality of $J(W)$, $J(W) = J(|W|)$. But by $M(W) = M(|W|)$ and $L_V(W) = L_V(|W|)$, we have $H(W) = H(|W|)$. So $\nabla \theta(x) \equiv 0$ in $\mathbb{R}^d$, thus $\theta(x) \equiv$ constant. Therefore, $W(x) = e^{i\theta} m Q(nx)$, where $m, n > 0, \theta \in \mathbb{R}$, and $Q \neq 0$ is the non-negative non-zero radial solution of (10).

Finally, we prove that all ground states have the same mass.

For $\lambda \in (0, \infty)$,

$$M(\lambda^\alpha Q(\lambda^{\beta \cdot})) + E(\lambda^\alpha Q(\lambda^{\beta \cdot}))$$

$$= \lambda^{2a-2\beta d} M(Q) + \lambda^{2a+2\beta - 2\beta d} H(Q) - \lambda^{4a+2\beta - 2\beta d} L_V(Q)$$
Using the chain rules and variational derivatives (3.3), then letting $\lambda = 1$ in the left side, we can obtain
\[ \text{Re} \int_{\mathbb{R}^d} \left( -\Delta + \frac{|a|^2}{|x|^2} + 1 - |\cdot|^{-2} \ast |Q|^2 \right) Q \cdot \left( \frac{d}{d\lambda} \lambda^{\alpha} Q(\lambda^\beta x) \right) dx \]
\[ = (2\alpha - \beta d) M(Q) + (2\alpha + 2\beta - \beta d) H(Q) - (4\alpha + 2\beta - 2\beta d) L_V(Q), \]

Since $Q$ satisfies (1.6), we have
\[ (2\alpha - \beta d) M(Q) + (2\alpha + 2\beta - \beta d) H(Q) - (4\alpha + 2\beta - 2\beta d) L_V(Q) \equiv 0, \quad \forall \alpha, \beta. \]

A simple calculation yields
- let $\alpha = d, \beta = 2$, we get $4H(Q) - 4L_V(Q) = 0$;
- let $\alpha = d - 2, \beta = 2$, we get $-4M(Q) + 4L_V(Q) = 0$;
- let $\alpha = 2d - 2, \beta = 4$, we get $-4M(Q) + 4H(Q) = 0$;

So
\[ M(Q) = H(Q) = L_V(Q) = J(Q) = \inf \{ J(u) : u \in H^1(\mathbb{R}^d \setminus \{0\}) \} =: M_{gs} \quad (3.8) \]
holds.

Using the above proposition, we can directly obtain the following corollary.

**Corollary 3.3** (Gagliardo-Nirenberg inequality).

\[ L_V(u) \leq \frac{M(u) H(u)}{M_{gs}}, \quad \forall u \in H^1(\mathbb{R}^d), \quad (3.9) \]

The equality holds if and only if $u \in H^1(\mathbb{R}^d)$ is a minimal element of functional $J(u)$, that is to say $u \in G$, or $u = 0$.

Applying the Gagliardo-Nirenberg inequality directly, we can prove that the solution of the equation (1.1) is global if its mass is less than the mass of the ground state.

**Theorem 3.4.** If $u_0 \in H^1(\mathbb{R}^d)$ and satisfies $M(u_0) < M_{gs}$, then the solution of the equation (1.1) is global.

**Proof.** In order to prove the solution is global, we only need to verify $M(u_0) < M_{gs}$, since it means that $H(u(t))$ is uniformly bounded in time.

Using Gagliardo-Nirenberg inequality (3.3) to $L_V(u)$ yields
\[ E(u(t)) = E(u) = H(u) - L_V(u) \geq H(u(t)) - \frac{M(u(t))}{M_{gs}} H(u(t)) \]
\[ = \left( 1 - \frac{M(u(t))}{M_{gs}} \right) H(u(t)) \]
then by $M(u_0) < M_{gs}$ we have
\[ \left( 1 - \frac{M(u_0)}{M_{gs}} \right) H(u(t)) \leq E(u_0), \]
where we used conservation of the energy and the mass. So $H(u(t))$ is uniformly bounded in time. \[ \square \]
4. Rigidity argument and Profile Decomposition

We are devoted to describing the dynamics of the blow-up solution in this section. At first, we show several key propositions and lemmas.

**Proposition 4.1.** If \( u \in H^1(\mathbb{R}^d) \) satisfies \( M(u) = M_{gs} \) and \( E(u) = 0 \), then there exist \( \theta \in \mathbb{R} \), \( \lambda > 0 \) and \( Q \in \mathcal{G} \), such that
\[
u(x) = e^{i\theta} \lambda^\frac{d}{d-2} Q(\lambda x).
\]

**Proof.** By Gagliardo-Nirenberg inequality, \( E(u) = 0 \) means that \( u \) is the minimal element of \( J(u) \). By Proposition 1.1, there exist \( m, n > 0 \), \( \theta \in \mathbb{R} \), \( Q \in \mathcal{G} \), such that
\[
u = e^{i\theta} m Q(n \cdot).
\]
Owing to \( M(u) = M_{gs} = M(Q) \), thus \( m = n^\frac{d}{d-2} \), there exist \( \theta \in \mathbb{R} \), \( \lambda > 0 \), \( Q \in \mathcal{G} \) such that
\[
u(x) = e^{i\theta} \lambda^\frac{d}{d-2} Q(\lambda x).
\]
\[\square\]

**Proposition 4.2** (Linear profile decomposition). Suppose that \( \{v_n\} \) is bounded in \( H^1(\mathbb{R}^d) \). Then there exists an subsequence, which is still denoted as \( \{v_n\} \) such that
\[
u_n = \sum_{j=1}^{J} V_j(\cdot - x_n^j) + \omega^J_n, \quad \forall J \in \mathbb{N},
\]
where \( \{V_j\}_{j=1}^{\infty} \subset H^1(\mathbb{R}^d) \), \( x_n^j \in \mathbb{R}^d \), \( 1 \leq j, n \in \mathbb{N} \) and the following orthogonality conditions holds:
\[(a) \text{ If } k \neq j, \text{ we have } |x_n^k - x_n^j| \to \infty, \text{ when } n \to \infty;
(b) \]
\[
M(v_n) = \sum_{j=1}^{J} M(V_j) + M(\omega^J_n) + o_n(1),
\]
\[
\|\nabla \nu_n\|_{L^2(\mathbb{R}^d)}^2 = \sum_{j=1}^{J} \|\nabla V_j\|_{L^2(\mathbb{R}^d)}^2 + \|\nabla \omega^J_n\|_{L^2(\mathbb{R}^d)}^2 + o_n(1),
\]
\[
H(v_n) = \sum_{j=1}^{J} H(V_j(\cdot - x_n^j)) + H(\omega^J_n) + o_n(1),
\]
\[
\lim_{J \to \infty} \limsup_{n \to \infty} \|\omega^J_n\|_{L^p(\mathbb{R}^d)} = 0, \quad 2 < p < 2^*;
\]
\[
L_V(v_n) = \sum_{j=1}^{J} L_V(V_j) + \varepsilon_{n,J}, \quad \lim_{J \to \infty} \limsup_{n \to \infty} \varepsilon_{n,J} = 0.
\]
where \( 2^* = \frac{2d}{d-2} \).

The proof of this proposition is standard except we may deal with the difficulties which the potential term brings to confirming the orthogonality structure and showing the orthogonality result of \( L_V \). Here we omit the proof, the reader can refer to \([1, 16]\) for details.

Now we establish the following propositions which plays an important role in the classification of minimal mass blow-up solution.
Proposition 4.3. Assume the sequence \{u_n\} satisfies
\[
M(u_n) \equiv M_{gs}, \quad 0 < \limsup_{n \to \infty} H(u_n) < \infty, \quad \limsup_{n \to \infty} E(u_n) \leq 0,
\]
Then there exist a subsequence (still denoted as \(u_n\), \(\theta \in \mathbb{R}\), \(\lambda > 0\) and \(Q \in \mathcal{G}\) such that
\[
\lim_{n \to \infty} \|u_n - e^{i\theta} \lambda \hat{Q}(\lambda \cdot)\|_{H^1(\mathbb{R}^d)} = 0.
\]

Proof. For any function \(u \neq 0\) and \(0 < M(u) < M_{gs}\), we have
\[
E(u) = H(u) - L_V(u) \geq H(u) \left(1 - \frac{M(u)}{M_{gs}}\right)
\]
\[
\geq a_d \|\nabla u\|_{L^2(\mathbb{R}^d)}^2 \left(1 - \frac{M(u)}{M_{gs}}\right) > 0,
\]
so we have
\[
\inf_{y \in \mathbb{R}^d} E(u(\cdot + y)) > 0.
\]

By the profile decomposition, there exist a subsequence (still denoted as \(\{u_n\}_{n=1}^{\infty}\)), such that
\[
u_n(x) = \sum_{j=1}^{J} V^j(x - x_n^j) + \omega_n^j(x),
\]
\[
H(u_n) = \sum_{j=1}^{J} H(V^j(\cdot - x_n^j)) + H(\omega_n^j) + o_n(1),
\]
\[
L_V(u_n) = \sum_{j=1}^{J} L_V(V^j) + \epsilon_{n,J}, \quad \lim_{J \to \infty} \limsup_{n \to \infty} |\epsilon_{n,J}| = 0
\]
Since \(M(u)\) and \(L_V(u)\) are translation invariant, we have
\[
\limsup_{n \to +\infty} E(u_n) \geq \limsup_{n \to +\infty} \left(\sum_{j=1}^{J} E(V^j(\cdot - x_n^j)) + H(\omega_n^j) - \epsilon_{n,J}\right)
\]
\[
\geq \limsup_{n \to +\infty} \left(\sum_{j=1}^{J} \inf_{y \in \mathbb{R}^d} E(V^j(\cdot - y)) + H(\omega_n^j - \epsilon_{n,J})\right)
\]
\[
\geq \sum_{j=1}^{J} \inf_{y \in \mathbb{R}^d} E(V^j(\cdot - y)) - \liminf_{n \to +\infty} |\epsilon_{n,J}|
\]
Since \(\lim_{J \to +\infty} \limsup_{n \to +\infty} |\epsilon_{n,J}| = 0\), we know
\[
\limsup_{n \to +\infty} E(u_n) \geq \sum_{j=1}^{\infty} \inf_{y \in \mathbb{R}^d} E(V^j(\cdot - y)).
\]

By the profile decomposition, we know \(0 \leq \sum_j M(V^j) \leq M_{gs}\), so for any \(j \in \mathbb{N}\), \(\inf_{y \in \mathbb{R}^d} E(V^j(\cdot - y)) = 0.\) Furthermore, by \(\limsup_{n \to +\infty} E(u_n) \leq 0\) we have \(M(V^j) = 0\) or \(M(V^j) = M_{gs}\).
Owing to $0 \leq \sum_{j} M(V^j) \leq M_{gs}$, we just need to consider two cases: $V^j \equiv 0, \forall j \geq 1$; or $M(V^1) = M_{gs}$, $V^j \equiv 0, \forall j \geq 2$. For the first case, the profile decomposition yields 

$$\lim_{n \to \infty} L_{V}(u_n) = \lim_{n \to \infty} (0 + \epsilon_{n,j}) = 0$$

So

$$\limsup_{n \to \infty} E(u_n) = \limsup_{n \to \infty} H(u_n),$$

which is contradicted with the condition $0 < \limsup_{n \to \infty} H(u_n) < \infty$, $\limsup_{n \to \infty} E(u_n) \leq 0$.

So we only consider the second case, i.e. $u_n(x) = V(x - x_n) + r_n(x)$ satisfies

$$r_n(x + x_n) \to 0 \quad L^2(\mathbb{R}^d), \dot{H}^1(\mathbb{R}^d), H^1(\mathbb{R}^d);$$

$$M(u_n) = M(V) + M(r_n) + o_n(1);$$

$$\|\nabla u_n\|_{L^2(\mathbb{R}^d)}^2 = \|\nabla V\|_{L^2(\mathbb{R}^d)}^2 + \|\nabla r_n\|_{L^2(\mathbb{R}^d)}^2 + o_n(1);$$

$$H(u_n) = H(V(-x_n)) + H(r_n) + o_n(1);$$

$$\limsup_{n \to \infty} \|r_n\|_p \to 0, \quad 2 < p < 2^*;$$

$$L_{V}(u_n) = L_{V}(V) + o_n(1).$$

and $M(V) = M_{gs}$.

In order to complete the proof, we firstly show $\{x_n\}$ be bounded. Otherwise, there exists a subsequence $\{x_{n_k}\}_{k=1}^{\infty}$ such that 

$$\lim_{k \to \infty} x_{n_k} = \infty.$$ 

Note that the orthogonality conclusion of the profile decomposition tells us that 

$$\int \frac{|u_n|^2}{|x|^2} \, dx = \int \frac{|V(x - x_n)|^2}{|x|^2} \, dx + \int \frac{|r_n(x)|^2}{|x|^2} \, dx + o_n(1).$$

On one hand, For any $\varphi \in C_c(\mathbb{R}^d)$, we have,

$$\int \frac{|V(x - x_{n_k})|^2}{|x|^2} \, dx \leq 2 \int \left( \frac{|(V - \varphi)(x - x_{n_k})|^2}{|x|^2} + \frac{|\varphi(x - x_{n_k})|^2}{|x|^2} \right) \, dx$$

$$\lesssim \|V - \varphi\|_{H^1(\mathbb{R}^d)}^2 + \int \frac{|\varphi(x)|^2}{|x + x_{n_k}|^2} \, dx$$

$$\to \|V - \varphi\|_{H^1(\mathbb{R}^d)}, \quad \text{when } k \to \infty.$$ 

where we used the Hardy inequality. By the density, we get 

$$\lim_{k \to \infty} \int \frac{|V(x - x_{n_k})|^2}{|x|^2} \, dx = 0.$$ 

On the other hand, note that $M(V) = M_{gs}$ and using Gargliardo-Nirenberg inequality, we conclude that $\inf_{y \in \mathbb{R}^d} E(V(\cdot + y)) \geq 0$. Then

$$0 \geq \limsup_{n \to \infty} E(u_n) = \limsup_{n \to \infty} (H(V(\cdot - x_n)) + H(r_n)) - L_{V}(V)$$

$$\geq \limsup_{n \to \infty} H(r_n) \geq 0$$

Thus,

$$\|\nabla r_n\|_{L^2(\mathbb{R}^d)} \geq H(r_n) \to 0, \, \text{as } n \to \infty.$$  \hfill (4.2)
By Hardy inequality, we have
\[ \lim_{n \to \infty} \int_{\mathbb{R}^d} \frac{|r_n(x)|^2}{|x|^2} \, dx = 0. \]
So there exists a subsequence \( \{x_{n_k}\}_{k=1}^\infty \), such that
\[ \lim_{k \to \infty} \int_{\mathbb{R}^d} \frac{|u_{n_k}(x)|^2}{|x|^2} \, dx = 0. \]
then
\[ 0 \geq \lim_{n \to \infty} \sup E(u_{n_k}) \geq \lim_{n \to \infty} \sup E(u_n) = \lim_{n \to \infty} \sup H(u_{n_k}) - L\nu(V) \]
\[ = \lim_{n \to \infty} \sup \frac{1}{2} \|\nabla u_{n_k}\|^2_2 - L\nu(V) \geq \frac{1}{2} \|\nabla V\|^2_2 - L\nu(V) > E(V) = 0. \]
which is a contradiction. Therefore, \( \{x_n\}_{n=1}^\infty \subset \mathbb{R}^d \) must be bounded.
By
\[ \lim_{n \to \infty} M(r_n) = 0, \quad \lim_{n \to \infty} H(r_n) = 0 \]
we know
\[ \lim_{n \to \infty} \|u_n - V(\cdot - x_n)\|_{H^1(\mathbb{R}^d)} = \lim_{n \to \infty} \|r_n\|_{H^1(\mathbb{R}^d)} = 0. \]
Since \( \{x_n\}_{n=1}^\infty \subset \mathbb{R}^d \) is bounded, then there exists \( x_0 \) such that \( \lim_{n \to \infty} x_n = x_0 \in \mathbb{R}^d \) up to a subsequence, so
\[ \lim_{n \to \infty} \|u_n - V(\cdot - x_0)\|_{H^1(\mathbb{R}^d)} = 0. \]
Utilizing Gagliardo-Nirenberg inequality and \( M(V) = M_{gs} \) again, we have
\[ 0 \geq \lim_{n \to \infty} \sup E(u_n) = \lim_{n \to \infty} \sup (H(u_n) - L\nu(u_n)) = H(V(\cdot - x_0)) - L\nu(V) \geq 0 \]
Then \( M(V(\cdot - x_0)) = M_{gs}, \ E(V(\cdot - x_0)) = 0, \) by Propositions 4.1, we get
\[ V(\cdot - x_0) = e^{i\theta} \lambda^\frac{d}{2} Q(\lambda \cdot), \quad Q \in \mathcal{G}, \theta \in \mathbb{R}, \]
Therefore,
\[ \lim_{n \to \infty} \|u_n - e^{i\theta} \lambda^\frac{d}{2} Q(\lambda \cdot)\|_{H^1(\mathbb{R}^d)} = 0, \]
which completes the proof of the proposition. \( \square \)

5. THE DESCRIPTION OF BLOW-UP SOLUTION IN FINITE TIME

In this section, we consider the dynamics of blow-up solution. We first prove the second part of Theorem 1.2 to describe the minimal mass blow-up solution in finite time.

**Theorem 5.1.** If \( M(u_0) = M_{gs} \) and the solution \( u \) blows up in finite time, i.e., there exists \( 0 < T^* < \infty \) such that \( \lim_{t \to T^*} H(u(t)) = \infty \), then
\[ u \in \left\{ e^{\frac{|x|^2}{2(1-\tau)}} e^{i\theta} \lambda^\frac{d}{2} Q(\lambda \cdot) : \theta \in \mathbb{R}, \lambda > 0, Q \in \mathcal{G} \right\}. \]

Denote the space \( \Sigma \) as
\[ \Sigma := \{ u \in H^1(\mathbb{R}^d) : xu \in L^2(\mathbb{R}^d) \}. \]
And for \( u(t) \in \Sigma \), define the function
\[ \Gamma(t) := \int_{\mathbb{R}^d} |x|^2 |u(t,x)|^2 \, dx. \]
We now give the virial identities for (1.1) without proof.

**Lemma 5.2.** Suppose \( u \) is the solution of Hartree equation with inverse-square potential (1.1) in time interval \([0, T)\), \( T > 0 \) satisfying \( u(t) \in \Sigma \) for all \( t \in [0, T) \). Then, for any \( t \in [0, T) \), we have the following identities:

\[
\Gamma'(t) = -4 \text{Im} \int_{\mathbb{R}^d} \bar{u}(t,x)(\nabla u(t,x) \cdot x) dx, \quad (5.1)
\]
\[
\Gamma''(t) = 16E(u(t)). \quad (5.2)
\]

**Lemma 5.3.** Suppose \( u \in H^1(\mathbb{R}^d) \) satisfies \( M(u) = M_{gs} \). Then for any function \( \theta \in C_c^\infty(\mathbb{R}^d) \), we have

\[
\left| \int_{\mathbb{R}^d} \nabla \theta \cdot \text{Im}(\bar{u} \nabla u) \right| \leq \sqrt{2E(u)} \left( \int_{\mathbb{R}^d} |\nabla \theta|^2 |u|^2 \right)^{1/2}.
\]

**Proof.** For any two functions \( \theta \) and \( s \in \mathbb{C} \), a direct computation \( \nabla (ue^{i\theta}) = e^{i\theta} (\nabla u + is\nabla \theta \cdot u) \) yields,

\[
|\nabla (ue^{i\theta})|^2 = |\nabla u|^2 + |s|^2 |\nabla \theta|^2 |u|^2 + 2 \text{Im}(\nabla u \cdot s \nabla \theta u).
\]

So for any function \( \theta \in C_c^\infty(\mathbb{R}^d) \) and \( s \in \mathbb{R} \), we have

\[
E(ue^{i\theta}) = E(u) + s \cdot \int_{\mathbb{R}^d} \nabla \theta \cdot \text{Im}(\bar{u} \nabla u) + s^2 \cdot \frac{1}{2} \int_{\mathbb{R}^d} |\nabla \theta|^2 |u|^2. \quad (5.3)
\]

Note that \( M(ue^{i\theta}) = M(u) = M_{gs} \), and by Gagliardo-Nirenberg inequality, we have \( E(ue^{i\theta}) \geq 0 \). So

\[
\left| \int_{\mathbb{R}^d} \nabla \theta \cdot \text{Im}(\bar{u} \nabla u) \right|^2 - 4 \cdot E(u) \cdot \frac{1}{2} \int_{\mathbb{R}^d} |\nabla \theta|^2 |u|^2 \leq 0.
\]

which completes the proof of the lemma. \( \square \)

Now let us come to prove Theorem 5.1.

**The proof of Theorem 5.1.** Suppose \( u \) is the solution to the equation (1.1) and satisfies

\[
M(u_0) = M_{gs}, \quad \lim_{t \to T^*} H(u(t)) = +\infty.
\]

For any time sequence \( \{t_n\}_{n=1}^\infty \subset [0, T^*) \) such that \( \lim_{n \to \infty} t_n = T^* \), define

\[
v_n(x) = \left( \frac{1}{H(u(t_n))} \right)^{-\frac{d}{4}} u \left( t_n, \left( \frac{1}{H(u(t_n))} \right)^{-\frac{d}{4}} x \right),
\]

by conservation of energy, we have

\[
M(v_n) = M(u(t_n)) \equiv M(u_0) = M_{gs},
\]
\[
H(v_n) = \frac{1}{H(u(t_n))} H(u(t_n)) \equiv 1,
\]
\[
E(v_n) = \frac{1}{H(u(t_n))} E(u(t_n)) = \frac{1}{H(u(t_n))} E(u_0) \to 0, \text{ when } n \to \infty.
\]

By Proposition 4.3, there exist a subsequence \( \{v_{n_k}\} \) and \( Q \in G, \theta \in \mathbb{R}, \lambda > 0 \), such that

\[
\lim_{k \to \infty} \|v_{n_k} - e^{i\theta} \lambda^\frac{d}{4} Q(\lambda \cdot)\|_{H^1(\mathbb{R}^d)} = 0. \quad (5.4)
\]
Therefore,
\[
\limsup_{k \to \infty} \int_{\mathbb{R}^d} \left| |v_{n_k}|^2 - |\lambda^\frac{d}{2} Q(\lambda^\cdot)|^2 \right| = \limsup_{k \to \infty} \int_{\mathbb{R}^d} \left| (|v_{n_k}| - |\lambda^\frac{d}{2} Q(\lambda^\cdot)|)(|v_{n_k}| + |\lambda^\frac{d}{2} Q(\lambda^\cdot)|) \right| \\
\leq \limsup_{k \to \infty} \int_{\mathbb{R}^d} \left| v_{n_k} - e^{i\theta} \lambda^\frac{d}{2} Q(\lambda^\cdot)(|v_{n_k}| + |\lambda^\frac{d}{2} Q(\lambda^\cdot)|) \right| \\
\leq \limsup_{k \to \infty} \|v_{n_k} - e^{i\theta} \lambda^\frac{d}{2} Q(\lambda^\cdot)\|_{L^2(\mathbb{R}^d)} \left( \|v_{n_k}\|_{L^2(\mathbb{R}^d)} + \|\lambda^\frac{d}{2} Q(\lambda^\cdot)\|_{L^2(\mathbb{R}^d)} \right) \\
\leq \limsup_{k \to \infty} \|v_{n_k} - e^{i\theta} \lambda^\frac{d}{2} Q(\lambda^\cdot)\|_{H^1(\mathbb{R}^d)} (\sqrt{2M_{gs}} + \sqrt{2M_{gs}}) = 0.
\]

So
\[
|v_{n_k}|^2 \to |Q|^2 \text{ in } L^1(\mathbb{R}^d), \text{ as } k \to \infty. \tag{5.5}
\]

By the definition of \(u_n\), for any \(\varphi \in S(\mathbb{R}^d)\) we have
\[
\left| \int_{\mathbb{R}^d} |u(t_{n_k})(x)|^2 \varphi(x) dx - 2M_{gs} \varphi(0) \right| \\
= \left| \int_{\mathbb{R}^d} |v_{n_k}(x)|^2 \varphi(\sqrt{H(u(t_{n_k}))}x) dx - \varphi(0) \right| \int_{\mathbb{R}^d} |\lambda^\frac{d}{2} Q(\lambda^\cdot)|^2 dx \\
\leq \left| \int_{\mathbb{R}^d} \left( |v_{n_k}(x)|^2 - |\lambda^\frac{d}{2} Q(\lambda^\cdot)(x)|^2 \right) \varphi(\sqrt{H(u(t_{n_k}))}x) dx \\
+ \left| \int_{\mathbb{R}^d} |\lambda^\frac{d}{2} Q(\lambda^\cdot)|^2 \left( \varphi(\sqrt{H(u(t_{n_k}))}x) - \varphi(0) \right) dx \right| \\
\leq \|\varphi\|_{L^\infty(\mathbb{R}^d)} \left\| v_{n_k} \right\|_{L^2(\mathbb{R}^d)}^2 - |\lambda^\frac{d}{2} Q(\lambda^\cdot)|^2 \right\|_{L^1(\mathbb{R}^d)} dx \\
+ \int_{\mathbb{R}^d} |\lambda^\frac{d}{2} Q(\lambda^\cdot)(x)|^2 |\varphi(\sqrt{H(u(t_{n_k}))}x) - \varphi(0)| dx.
\]

Using (5.5), the fact that \(\lim_{n \to \infty} H(u(t_n)) = \infty\) and Lebesgue control convergence theorem, we have for any \(\varphi \in S(\mathbb{R}^d)\),
\[
\lim_{k \to \infty} \left| \int_{\mathbb{R}^d} |u(t_{n_k})(x)|^2 \varphi(x) dx - 2M_{gs} \varphi(0) \right| = 0.
\]

In the sense of the distribution \(S' (\mathbb{R}^d)\), we have
\[
|u(t_{n_k})|^2 \to 2M_{gs} \delta, \quad \text{as } k \to \infty. \tag{5.6}
\]

For any \(R > 0\), define \(\phi_R(x) = R^2 \phi(x/R)\), where \(\phi \in C^\infty_c(\mathbb{R}^d)\) is non-negative, radial and there exists a constant \(C > 0\), such that
\[
\phi(x) = |x|^2, \quad \text{if } |x| \leq 1; \\
|\nabla \phi(x)|^2 \leq C \phi(x), \quad \forall x \in \mathbb{R}^d.
\]

For any \(t \in [0, T^*]\), define
\[
\Gamma_R(t) = \int_{\mathbb{R}^d} \phi_R(x)|u(t, x)|^2 dx.
\]
Similar to the proof of (5.1), we have
\[ \Gamma'_R(t) = 2 \text{Re} \int \phi_R \bar{u}(t) \partial_t u(t) \]
\[ = -2 \text{Re} \int \phi_R \cdot i\bar{u}(t) \left[ \Delta u(t) - \frac{a}{|x|^2} u(t) + (| \cdot |^{-2} \ast |u(t)|^2) u(t) \right] \]
\[ = -2 \int \nabla \phi_R(x) \cdot \text{Im}\left( \bar{u}(t) \nabla u(t) \right). \]

Since \( M(u) = M_{gs} \), using Lemma 5.3 and \( |\nabla \phi_R|^2 \leq C \phi_R \), we get
\[ |\Gamma'_R(t)| \leq 2 \sqrt{2E(u(t))} \int |\nabla \phi_R|^2 |u(t)|^2 \right)^{1/2} \lesssim \sqrt{E(u_0)} \sqrt{\Gamma_R(t)}, \]
then
\[ \left| \frac{d}{dt} \sqrt{\Gamma_R(t)} \right| \lesssim 1, \quad \forall t \in [0, T^*). \]

By the mean value theorem, we have
\[ \left| \sqrt{\Gamma_R(t)} - \sqrt{\Gamma_R(t_{n_k})} \right| \lesssim |t - t_{n_k}|. \]

Note that the slow increasing limit formula (5.6) means
\[ \lim_{k \to \infty} \Gamma_R(t_{n_k}) = \lim_{k \to \infty} \int_{\mathbb{R}^d} |u(t_{n_k})| \phi_R(x) dx = 2M_{gs} \phi_R(0) = 0. \]

So for any \( t \in [0, T^*) \) and any \( R > 0 \),
\[ \Gamma_R(t) \lesssim (T^* - t)^2. \]

Then let \( R \to \infty \), we know for any \( t \in [0, T^*) \),
\[ u(t) \in \Sigma \quad \text{and} \quad 0 \leq \Gamma(t) \lesssim (T^* - t)^2. \quad (5.7) \]

By Lemma 5.2 for any \( t \in [0, T^*) \), \( \Gamma \) is \( C^2 \) in \( [0, T^*) \), and
\[ \Gamma''(t) = 16E(u(t)) = 16E(u_0). \quad (5.8) \]

Combining (5.7) with (5.8), we know that for any \( t \in [0, T^*) \),
\[ \Gamma(t) = 8E(u_0)(T^* - t)^2. \]

Then
\[ \Gamma'(t) = -16E(u_0)(T^* - t). \]

Utilizing the definition of \( \Gamma \) again, the lemma 5.2
\[ \Gamma(t) = \int |x|^2 |u(t, x)|^2; \]
\[ \Gamma'(t) = -4 \int x \cdot \text{Im}(\bar{u}(t, x) \nabla u(t, x)), \]
and identity (5.3) to calculate
\[ E(u e^{-i \frac{|\cdot|^2}{T^* - t}}) = E(u) - \frac{1}{2(T^* - t)} \int x \cdot \text{Im}(\bar{u} \nabla u) + \frac{1}{8(T^* - t)^2} \int |x|^2 |u|^2 \]
\[ = E(u) + \frac{1}{8(T^* - t)} \left( -16E(u)(T^* - t) \right) + \frac{1}{8(T^* - t)^2} 8E(u)(T^* - t)^2 \]
\[ = 0. \]

We can get \( M(u e^{-i \frac{|\cdot|^2}{T^* - t}}) = M_{gs} \) and \( E(u e^{-i \frac{|\cdot|^2}{T^* - t}}) = 0 \), then by Proposition 4.1, there exist \( \lambda > 0, \theta \in \mathbb{R}, \hat{Q} \in \mathcal{G} \) such that
\[ u e^{-i \frac{|\cdot|^2}{T^* - t}} = e^{i\hat{\theta}} \lambda \hat{Q}(\lambda). \]
that is to say
\[ u \in \left\{ e^{i\lambda \hat{Q}(\lambda)} : \theta \in \mathbb{R}, \lambda > 0, Q \in \mathcal{G} \right\}. \]

At the end of this section, we show a mass concentration phenomenon to prove the third part of Theorem 1.2: If the solution of the equation (1.1) blows up in finite time, then we have the following concentration of mass:

**Theorem 5.4.** Suppose \( u \) is a blow-up solution of Hartree equation (1.1) with inverse-square potential and it blows up at finite time \( T^* > 0 \). If \( \lambda(t) > 0 \) and satisfies \( \lim_{t \to T^*} \lambda(t) \sqrt{H(u(t))} = +\infty \), then there exists a function \( x : [0, T^*) \to \mathbb{R}^d \), such that
\[ \lim \inf_{t \to T^*} \frac{1}{2} \int_{|x-x(t)| \leq \lambda(t)} |u|^2(x) dx \geq M_{gs}. \]

Before proving the theorem, we prove a vital proposition first.

**Proposition 5.5.** Suppose \( \{u_n\} \) is bounded in \( H^1(\mathbb{R}^d) \) and satisfies
\[ 0 < \limsup_{n \to \infty} H(u_n), \limsup_{n \to \infty} L_V(u_n) < \infty, \]
Then up to a subsequence, there exists \( \{x_n\} \subset \mathbb{R}^d \), such that
\[ u_n(\cdot + x_n) \rightharpoonup V \]
in \( H^1 \), and
\[ M(V) \geq \frac{\limsup_{n \to \infty} L_V(u_n)}{\limsup_{n \to \infty} H(u_n)} M_{gs}. \]

**Proof.** Firstly, we can choose a subsequence \( \{u_{n_k}\}_{k=1}^\infty \), such that
\[ \limsup_{k \to \infty} H(u_{n_k}) = \limsup_{n \to \infty} H(u_n), \limsup_{k \to \infty} L_V(u_{n_k}) = \limsup_{n \to \infty} L_V(u_n), \]
Without loss of generality, we can assume the upper limit unchanged.
By the profile decomposition, up to a subsequence, we have
\[ u_n = \sum_{j=1}^{J} V^j(\cdot - x_n^j) + \omega_n^j, \]
\[ M(u_n) = \sum_{j=1}^{J} M(V^j) + M(\omega_n^j) + o_n(1). \]
\[ H(u_n) = \sum_{j=1}^{J} H(V^j(\cdot - x_n^j)) + H(\omega_n^j) + o_n(1). \]
\[ L_V(u_n) = \sum_{j=1}^{J} L_V(V^j) + \epsilon_{n,j}, \quad \lim_{J \to \infty} \limsup_{n \to \infty} |\epsilon_{n,j}| = 0. \]

Then
\[ \limsup_{n \to \infty} L_V(u_n) \leq \sum_{j=1}^{J} L_V(V^j) \leq \sum_{j=1}^{J} M(V^j) \liminf_{n \to \infty} H(V^j(\cdot - x_n^j)) \]
\[ \leq \frac{\sup_j(M(V^j))}{M_{gs}} \lim_{J \to \infty} \left( \sum_{j=1}^{J} \liminf_{n \to \infty} H(V^j(\cdot - x_n^j)) \right) \]
\[ \leq \frac{\sup_j(M(V^j))}{M_{gs}} \lim_{J \to \infty} \limsup_{n \to \infty} H(u_n) \]
\[ = \frac{\sup_j(M(V^j))}{M_{gs}} \limsup_{n \to \infty} H(u_n) \]  
(5.10)

Note that \( \{u_n\} \) is bounded in \( H^1(\mathbb{R}^d) \),
\[ \sum_{j=1}^{J} M(V^j) \leq \limsup_{n \to \infty} M(u_n) < \infty. \]

So there exists \( j_0 \), such that
\[ M(V^{j_0}) = \sup_j(M(V^j)). \]

At the same time, we also have
\[ u_n(\cdot + x_n^{j_0}) \rightharpoonup V^{j_0}, \text{ in } H^1(\mathbb{R}^d). \]

\( V^{j_0} \) is just \( V \) which is needed. \( \square \)

The proof of Theorem 5.4 Choose a time sequence \( \{t_n\}_{n=1}^{\infty} \) to satisfy
\[ \{t_n\}_{n=1}^{\infty} \subset [0, T^*), \quad \lim_{n \to \infty} t_n = T^*. \]

Denote that
\[ v_n(x) = \left( \frac{M_{gs}}{H(u(t_n))} \right)^{\frac{1}{2}} u \left( t_n, \left( \frac{M_{gs}}{H(u(t_n))} \right)^{\frac{1}{2}} x \right). \]  
(5.11)
By simple scaling analysis, we have
\[
M(v_n) = M(u(t_n)) = M(u_0),
\]
\[
H(v_n) = \frac{M_{gs}}{H(u(t_n))} \cdot H(u(t_n)) = M_{gs},
\]
\[
E(v_n) = \frac{M_{gs}}{H(u(t_n))} \cdot E(u(t_n)) = \frac{M_{gs}}{H(u(t_n))} \cdot E(u_0) \to 0, \text{ as } n \to \infty.
\]
By the arbitrariness of \(\{v_n\}_{k=1}^\infty\) of \(\{v_n\}_{n=1}^\infty\) such that
\[
v_n(t, x + x_k) \to V, \text{ in } H^1(\mathbb{R}^d), L^2(\mathbb{R}^d), \hat{H}^1(\mathbb{R}^d), \text{ as } k \to \infty \quad (5.12)
\]
and
\[
M(V) \geq \lim_{n \to \infty} \frac{L_V(v_n)}{H(v_n)} M_{gs} = M_{gs}.
\]
By the weak convergence \((5.12)\), for any \(R > 0\), we have
\[
\liminf_{k \to \infty} \int_{|x| \leq R} |v_{n_k}(x + x_k)|^2 dx \geq \int_{|x| \leq R} |V(x)|^2 dx.
\]
By \((5.11)\), we have
\[
\liminf_{k \to \infty} \int_{|x-x_{n_k}| \leq R} \left( \frac{M_{gs}}{H(u(t_{n_k}))} \right)^{\frac{1}{q}} \left| u \left( t_{n_k}, \left( \frac{M_{gs}}{H(u(t_{n_k}))} \right)^{\frac{1}{q}} x \right) \right|^2 dx \geq \int_{|x| \leq R} |V(x)|^2 dx,
\]
\[
\liminf_{k \to \infty} \int_{|x-(M_{gs}/|u(t_{n_k})|)|^{\frac{1}{q}} x_{n_k}| \leq (M_{gs}/|u(t_{n_k})|)^{\frac{1}{q}} R} |u(t_{n_k}, x)|^2 dx \geq \int_{|x| \leq R} |V(x)|^2 dx.
\]
Let \(x(t_{n_k}) = (M_{gs}/|u(t_{n_k})|)^{\frac{1}{q}} x_{n_k}\),
\[
\liminf_{k \to \infty} \int_{|x-x(t_{n_k})| \leq (M_{gs}/|u(t_{n_k})|)^{\frac{1}{q}} R} |u(t_{n_k}, x)|^2 dx \geq \int_{|x| \leq R} |V(x)|^2 dx.
\]
Since \(\lim_{t \to T^-} \lambda(t) H(u(t))^{\frac{1}{q}} = \infty\), then for any \(R > 0\), if \(k\) is large enough, there must be
\[
\lambda(t_{n_k}) \geq \left( \frac{M_{gs}}{H(u(t_{n_k}))} \right)^{\frac{1}{q}} R.
\]
So
\[
\liminf_{k \to \infty} \int_{|x-x(t_{n_k})| \leq \lambda(t_{n_k})} |u(t_{n_k}, x)|^2 dx \geq \int_{|x| \leq R} |V(x)|^2 dx
\]
By the arbitrariness of \(R > 0\), we have
\[
\liminf_{k \to \infty} \int_{|x-x(t_{n_k})| \leq \lambda(t_{n_k})} |u(t_{n_k}, x)|^2 dx \geq \int_{\mathbb{R}^d} |V(x)|^2 dx = 2M_{gs}.
\]
By the arbitrariness of \(\{t_n\}_{n=1}^\infty\), there exists \(x(t)\) in \([0, T^*)\), such that
\[
\liminf_{k \to \infty} \int_{|x-x(t)| \leq \lambda(t)} |u(t, x)|^2 dx \geq 2M_{gs},
\]
which completes the proof of the theorem. \(\Box\)
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