ON UNIFIED GENERALIZATIONS OF RELATIVE JENSEN–SHANNON AND ARITHMETIC–GEOMETRIC DIVERGENCE MEASURES, AND THEIR PROPERTIES

PRANESH KUMAR AND INDER JEET TANEJA

ABSTRACT. In this paper we shall consider one parametric generalization of some non-symmetric divergence measures. The non-symmetric divergence measures are such as: Kullback-Leibler relative information, $\chi^2$–divergence, relative $J$–divergence, relative Jensen–Shannon divergence and relative Arithmetic–Geometric divergence. All the generalizations considered can be written as particular cases of Csiszár’s $f$-divergence. By putting some conditions on the probability distribution, the aim here is to develop bounds on these measures and their parametric generalizations.

1. Introduction

Let

$$\Gamma_n = \left\{ P = (p_1, p_2, ..., p_n) \mid p_i > 0, \sum_{i=1}^{n} p_i = 1 \right\}, \quad n \geq 2,$$

be the set of all complete finite discrete probability distributions. There exist many information and divergence measures in the literature on information theory and statistics. Some of them are symmetric with respect to probability distributions, while others are not. Here, in this paper, we shall work only with non-symmetric measures. Throughout the paper it is understood that the probability distributions $P, Q \in \Gamma_n$.

1.1. Non-Symmetric Measures. Here we shall give some non-symmetric measures of information. The well known among them are $\chi^2$–divergence and Kullback-Leibler relative information.

- $\chi^2$–Divergence (Pearson [17])

$$\chi^2(P||Q) = \sum_{i=1}^{n} \frac{(p_i - q_i)^2}{q_i} = \sum_{i=1}^{n} \frac{p_i^2}{q_i} - 1. \quad (1)$$
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• **Relative Information** (Kullback and Leiber \[14\])

\[
K(P||Q) = \sum_{i=1}^{n} p_i \ln \left( \frac{p_i}{q_i} \right).
\]

• **Relative J–Divergence** (Dragomir et al. \[8\])

\[
D(P||Q) = \sum_{i=1}^{n} (p_i - q_i) \ln \left( \frac{p_i + q_i}{2q_i} \right).
\]

• **Relative JS–Divergence** (Sibson \[18\])

\[
F(P||Q) = \sum_{i=1}^{n} p_i \ln \left( \frac{2p_i}{p_i + q_i} \right).
\]

• **Relative AG–Divergence** (Taneja \[25\], \[26\])

\[
G(P||Q) = \sum_{i=1}^{n} \left( \frac{p_i + q_i}{2} \right) \ln \left( \frac{p_i + q_i}{2p_i} \right).
\]

The symmetric versions of the above measures are given by

\[
\Psi(P||Q) = \chi^2(P||Q) + \chi^2(Q||P),
\]

\[
J(P||Q) = K(P||Q) + K(Q||P) = D(P||Q) + D(Q||P),
\]

\[
I(P||Q) = \frac{1}{2} [F(P||Q) + F(Q||P)]
\]

and

\[
T(P||Q) = \frac{1}{2} [G(P||Q) + G(Q||P)].
\]

After simplification, we can write

\[
J(P||Q) = 4 \left[ I(P||Q) + T(P||Q) \right].
\]

Dragomir et al. \[11\] studied the measures \(6\). We call it \[24\] by *symmetric chi-square divergence*. The measure \(6\) is well known Jeffreys-Kullback-Leiber \[13\], \[14\] *J-divergence*. The measure \(8\) is *information radius* studied by Sibson \[18\]. It is also known by *Jensen Shannon divergence measure* (ref. Burbea and Rao \[2\]). The measure \(9\) is new in the literature and is studied for the first time by Taneja \[21\] and is called *arithmetic and geometric mean divergence measure*. Lin \[15\] studied some interesting properties and applications of the measure \(4\). More details on some of these divergence measures can be seen in Taneja \[20\], \[21\] and in on line book by Taneja \[22\]. An inequality among the measures \(6\)–\(9\) can be seen in Taneja \[27\].
In this paper our aim is to work with one parametric generalization of non-symmetric divergence measures given by (4) and (5). A similar kind of study of the measures (2) and (3) with their one parametric generalizations can be seen in Kumar and Taneja [29]. It is important to note that defining a generalized divergence by introducing a real parameter allows to unify many of the known divergence measures studied individually and also yields a number of new divergences. The properties and bounds established for this family do hold good in particular for member divergences. It provides a vast horizon of divergences for users to choose that deems best for their applications. A few examples of new divergence measures obtained from this generalized divergence are cited in the next section 2.

2. Generalized Non-Symmetric Divergence Measures

A one parametric generalization of the measure (eq1) can be seen in in Liese and Vajda [16]. We refer it here as relative information of type s.

- **Relative Information of Type s**

\[ \Phi_s(P||Q) = \begin{cases} 
K_s(P||Q) = [s(s - 1)]^{-1} \left[ \sum_{i=1}^{n} p_i^s q_i^{1-s} - 1 \right], & s \neq 0, 1 \\
K(Q||P) = \sum_{i=1}^{n} q_i \ln \left( \frac{q_i}{p_i} \right), & s = 0 \\
K(P||Q) = \sum_{i=1}^{n} p_i \ln \left( \frac{p_i}{q_i} \right), & s = 1
\]

for all \( s \in \mathbb{R} \).

The measure (11) admits the following particular cases:

(i) \( \Phi_{-1}(P||Q) = \frac{1}{2} \chi^2(Q||P) \).

(ii) \( \Phi_0(P||Q) = K(Q||P) \).

(iii) \( \Phi_{1/2}(P||Q) = 4 \left[ 1 - B(P||Q) \right] = 4h(P||Q) \).

(iv) \( \Phi_1(P||Q) = K(P||Q) \).

(v) \( \Phi_2(P||Q) = \frac{1}{2} \chi^2(P||Q) \).

Thus we observe that \( \Phi_2(P||Q) = \Phi_{-1}(Q||P) \) and \( \Phi_1(P||Q) = \Phi_0(Q||P) \).

The measures \( B(P||Q) \) and \( h(P||Q) \) appearing in part (iii) are given by

\[ B(P||Q) = \sum_{i=1}^{n} \sqrt{p_i q_i} \]

and

\[ h(P||Q) = 1 - B(P||Q) = \frac{1}{2} \sum_{i=1}^{n} \left( \sqrt{p_i} - \sqrt{q_i} \right)^2 \]
The measure $B(P||Q)$ is famous as Bhattacharyya coefficient and the measure $h(P||Q)$ is known as Hellinger discrimination.

Now we shall give one parametric generalization of the measures given by (3) and (4). These generalizations are based on the measure (11).

• Unified Relative AG and JS – Divergence of Type $s$

Let us consider the following unified one parametric generalizations of the measures (4) and (5) simultaneously.

$$
\Omega_s(P||Q) = \begin{cases} 
FG_s(P||Q) = [s(s-1)]^{-1} \left[ \sum_{i=1}^{n} p_i \left( \frac{p_i + q_i}{2p_i} \right)^s \right] - 1, & s \neq 0, 1 \\
F(P||Q) = \sum_{i=1}^{n} p_i \ln \left( \frac{2p_i}{p_i + q_i} \right), & s = 0 \\
G(P||Q) = \sum_{i=1}^{n} \left( \frac{p_i + q_i}{2} \right) \ln \left( \frac{p_i + q_i}{2p_i} \right), & s = 1
\end{cases}
$$

The measure (14) admits the following particular cases:

(i) $\Omega_{-1/2}(P||Q) = \frac{1}{3} \Delta(P||Q)$
(ii) $\Omega_0(P||Q) = F(P||Q)$.
(iii) $\Omega_{1/2}(P||Q) = 4 \left[ 1 - B \left( P||\frac{P+Q}{2} \right) \right] = 4 h \left( P||\frac{P+Q}{2} \right)$.
(iv) $\Omega_1(P||Q) = G(P||Q)$.
(v) $\Omega_2(P||Q) = \frac{1}{2} \chi^2(Q||P)$.

The expression $\Delta(P||Q)$ appearing in part (i) is the well known triangular discrimination, and is given by

$$
\Delta(P||Q) = \sum_{i=1}^{n} \frac{(p_i - q_i)^2}{p_i + q_i}.
$$

The new divergences can be obtained from $\Omega_s(P||Q)$ by considering different choices of the real parameter $s$. For example, $s = -\frac{1}{2}$ and $s = -2$ in (14) respectively result the following new divergence measures:

$$
\Omega_{-1/2}(P||Q) = \frac{4}{3} \left[ \sum_{i=1}^{n} p_i \sqrt{\frac{2p_i}{p_i + q_i}} - 1 \right]
$$

and

$$
\Omega_{-2}(P||Q) = \frac{1}{6} \left[ \sum_{i=1}^{n} p_i \left( \frac{2p_i}{p_i + q_i} \right) - 1 \right] .
$$
In this paper we shall study some properties of the unified generalized measure \((14)\). Some properties and application of this measure following the lines of Lin \([15]\) shall be dealt elsewhere. Some applications of this new generalized measure \((14)\) towards, pattern recognition, statistics, minimization problem, etc. are also under study.

3. Csiszár’s \(f\)-Divergence and its Properties

Given a function \(f : [0, \infty) \to \mathbb{R}\), the \(f\)-divergence measure introduced by Csiszár’s \([4]\) is given by

\[
C_f(P||Q) = \sum_{i=1}^{n} q_i f \left( \frac{p_i}{q_i} \right),
\]

for all \(P, Q \in \Gamma_n\).

Here below are some theorems giving properties of the measure \((18)\).

**Theorem 1.** (Csiszár’s \([4, 5]\)) If the function \(f\) is convex and normalized, i.e., \(f(1) = 0\), then the \(f\)-divergence, \(C_f(P||Q)\) is nonnegative and convex in the pair of probability distribution \((P, Q) \in \Gamma_n \times \Gamma_n\).

**Theorem 2.** (Dragomir \([6, 7]\)). Let \(f : \mathbb{R}_+ \to \mathbb{R}\) be differentiable convex and normalized i.e., \(f(1) = 0\). Then

\[
0 \leq C_f(P||Q) \leq E_{C_f}(P||Q)
\]

where

\[
E_{C_f}(P||Q) = \sum_{i=1}^{n} \left( p_i - q_i \right) f' \left( \frac{p_i}{q_i} \right),
\]

for all \(P, Q \in \Gamma_n\).

Let \(P, Q \in \Gamma_n\) be such that there exists \(r, R\) with \(0 < r \leq \frac{p_i}{q_i} \leq R < \infty\), \(\forall i \in \{1, 2, ..., n\}\), then

\[
0 \leq C_f(P||Q) \leq A_{C_f}(r, R),
\]

where

\[
A_{C_f}(r, R) = \frac{1}{4} (R - r) \left[ f'(R) - f'(r) \right].
\]

Further, if we suppose that \(0 < r \leq 1 \leq R < \infty\), \(r \neq R\), then

\[
0 \leq C_f(P||Q) \leq B_{C_f}(r, R),
\]

where

\[
B_{C_f}(r, R) = \frac{(R - 1)f(r) + (1 - r)f(R)}{R - r}.
\]
Moreover, the following inequalities hold:

\begin{equation}
EC_f(P||Q) \leq AC_f(r, R),
\end{equation}

\begin{equation}
BC_f(r, R) \leq AC_f(r, R)
\end{equation}

and

\begin{equation}
0 \leq BC_f(r, R) - C_f(P||Q) \leq AC_f(r, R).
\end{equation}

The inequalities (25) and (27) can be seen in Dragomir [7], while the inequality (26) can be proved easily.

**Theorem 3.** Let \(P, Q \in \Gamma_n\) be such that \(0 < r \leq \frac{p_i}{q_i} \leq R < \infty, \forall i \in \{1, 2, ..., n\}\), for some \(r\) and \(R\) with \(0 < r < 1 < R < \infty\). Let \(f : \mathbb{R}_+ \to \mathbb{R}\) be differentiable convex, normalized, of bounded variation, and second derivative is monotonic with \(f''\) absolutely continuous on \([r, R]\) and \(f'' \in L_\infty[r, R]\), then

\begin{equation}
\left| C_f(P||Q) - \frac{1}{2} EC_f(P||Q) \right| \leq \min \left\{ \frac{1}{8} k(f) [f''(R) - f''(r)] \chi^2(P||Q), \right. \\
\left. \frac{1}{12} \|f''\|_\infty |\chi|^3(P||Q), [f'(R) - f'(r)] V(P||Q) \right\},
\end{equation}

and

\begin{equation}
\left| C_f(P||Q) - EC^*_f(P||Q) \right| \leq \min \left\{ \frac{1}{8} k(f) [f''(R) - f''(r)] \chi^2(P||Q), \right. \\
\left. \frac{1}{24} \|f''\|_\infty |\chi|^3(P||Q), \frac{1}{2} [f'(R) - f'(r)] V(P||Q) \right\},
\end{equation}

where

\begin{equation}
EC^*_f(P||Q) = \sum_{i=1}^{n} (p_i - q_i)f'\left(\frac{p_i + q_i}{2q_i}\right),
\end{equation}

\begin{equation}
|\chi|^3(P||Q) = \sum_{i=1}^{n} \frac{|p_i - q_i|^3}{q_i^2},
\end{equation}

\begin{equation}
V(P||Q) = \sum_{i=1}^{n} |p_i - q_i|,
\end{equation}

\begin{equation}
\|f''\|_\infty = \text{ess sup}_{x \in [r, R]} |f''|,
\end{equation}
and

\[ k(f) = \begin{cases} 
-1, & \text{if } f'' \text{ is monotonically decreasing} \\
1, & \text{if } f'' \text{ is monotonically increasing}
\end{cases} \]

The above theorem is a combination of different papers due to Dragomir et al. [8, 9, 10].

The measures (1), (31) and (32) are the particular cases of Vajda [30] $|\chi|^m$-divergence given by

\[ |\chi|^m(P||Q) = \sum_{i=1}^{n} \frac{|p_i - q_i|^m}{q_i^{m-1}}, \ m \geq 1. \]

The measure (35) satisfy the following [3, 8] properties

\[ |\chi|^m(P||Q) \leq \frac{(1 - r)(R - 1)}{(R - r)} [(1 - r)^{m-1} + (R - 1)^{m-1}] \leq \left( \frac{R - r}{2} \right)^m, \ m \geq 1. \]  

and

\[ \left( \frac{1 - r^m}{1 - r} \right) V(P||Q) \leq |\chi|^m(P||Q) \leq \left( \frac{R^m - 1}{R - 1} \right) V(P||Q), \ m \geq 1. \]

For $m = 2$, $m = 3$ and $m = 1$ in (36), we have

\[ \chi^2(P||Q) \leq (R - 1)(1 - r) \leq \frac{(R - r)^2}{4}, \]

\[ |\chi|^3(P||Q) \leq \frac{(R - 1)(1 - r)}{R - r} [(1 - r)^2 + (R - 1)^2] \leq \frac{1}{8}(R - r)^3 \]

and

\[ V(P||Q) \leq \frac{2(R - 1)(1 - r)}{(R - r)} \leq \frac{1}{2}(R - r). \]

respectively.

In view of the last inequalities given in (38), (39) and (40), the bounds given in (28) and (29) can be written in terms of $r, R$ as

\[ |C_f(P||Q) - \frac{1}{2}E_{C_f}(P||Q)| \leq \frac{(R - r)^2}{4} \min \left\{ \frac{1}{8}k(f) [f''(R) - f''(r)], \frac{R - r}{24} \|f''\|_{\infty}, \frac{2[f'(R) - f'(r)]}{R - r} \right\} \]

and

\[ |C_f(P||Q) - E_{C_f}^*(P||Q)| \leq \frac{(R - r)^2}{4} \min \left\{ \frac{1}{8}k(f) [f''(R) - f''(r)], \frac{R - r}{48} \|f''\|_{\infty}, \frac{f'(R) - f'(r)}{R - r} \right\}, \]

respectively.
From now onwards, unless otherwise specified, it is understood that, if there are \( r, R \), then \( 0 < r \leq \frac{p_i}{q_i} \leq R < \infty \), \( \forall i \in \{1, 2, \ldots, n\} \), with \( 0 < r < 1 < R < \infty \), \( P = (p_1, p_2, \ldots, p_n) \in \Gamma_n \) and \( Q = (q_1, q_2, \ldots, q_n) \in \Gamma_n \). Also, throughout the paper we shall make use of the \( p \)-logarithmic power mean \( \psi \) given by

\[
\psi_p(a, b) = \begin{cases} 
\left( \frac{b^{p+1} - a^{p+1}}{(p+1)(b-a)} \right)^{\frac{1}{p}}, & p \neq -1, 0 \\
\ln b - \ln a, & p = -1 \\
\frac{1}{e} \left( \frac{b^p}{a^p} \right)^{\frac{1}{p}}, & p = 0
\end{cases}
\]

for all \( p \in \mathbb{R}, a \neq b \). In particular we shall use the following notation

\[
\psi_p(a, b) = \begin{cases} 
\left( \frac{b^{p+1} - a^{p+1}}{(p+1)(b-a)} \right)^{\frac{1}{p}}, & p \neq -1 \\
\ln b - \ln a, & p = -1 \\
1, & p = 0
\end{cases}
\]

for all \( p \in \mathbb{R}, a \neq b \).

4. Relative AG and JS – Divergence of Type \( s \)

In this section we shall consider the measures given by (14) and shall give some properties.

Let us consider

\[
\psi_s(x) = \begin{cases} 
[s(s - 1)]^{-1} \left[ x \left( \frac{x+1}{2x} \right)^s - x - s \left( \frac{1-x}{2} \right) \right], & s \neq 0, 1 \\
\frac{1-x}{2} - x \ln \left( \frac{x+1}{2x} \right), & s = 0 \\
\frac{x-1}{2} + \left( \frac{x+1}{2x} \right) \ln \left( \frac{x+1}{2x} \right), & s = 1
\end{cases}
\]

for all \( x > 0 \) in \( \mathbb{R} \), then \( C_f(P||Q) = \Omega_s (P||Q) \), where \( \Omega_s (P||Q) \) is as given by (14).

Moreover,

\[
\psi_s'(x) = \begin{cases} 
(s-1)^{-1} \left\{ \frac{1}{s} \left[ \left( \frac{x+1}{2x} \right)^s - 1 \right] + \frac{1}{2} \left[ 1 - \frac{1}{x} \left( \frac{x+1}{2x} \right)^{s-1} \right] \right\}, & s \neq 0, 1 \\
\frac{1-x}{2(1+x)} - \ln \left( \frac{x+1}{2x} \right), & s = 0 \\
\frac{1}{2} \left[ 1 - x^{-1} + \ln \left( \frac{x+1}{2x} \right) \right], & s = 1
\end{cases}
\]

and

\[
\psi_s''(x) = \begin{cases} 
\frac{1}{4x^3} \left( \frac{x+1}{2x} \right)^{s-2}, & s \neq 0, 1 \\
\frac{1}{x(x+1)^2}, & s = 0 \\
\frac{1}{2x^2(x+1)^2}, & s = 1
\end{cases}
\]

Thus we have \( \psi_s''(x) > 0 \) for all \( x > 0 \), and hence, \( \psi_s(x) \) is convex for all \( x > 0 \). Also, we have \( \psi_s(1) = 0 \). In view of this we can say that relative AG and JS – divergence of type \( s \) is nonnegative and convex in the pair of probability distributions \( (P, Q) \in \Gamma_n \times \Gamma_n \).

Based on Theorem 2, we have the following theorem.
**Theorem 4.** The following bounds on $\Omega_s(P||Q)$ hold:

\[ \Omega_s(P||Q) \leq E_{\Omega_s(P||Q)}(P||Q) \leq A_{\Omega_s(P||Q)}(r, R) \]

and

\[ \Omega_s(P||Q) \leq B_{\Omega_s(P||Q)}(r, R) \leq A_{\Omega_s(P||Q)}(r, R), \]

where

\[ E_{\Omega_s(P||Q)}(P||Q) \]

\[ = \left\{ \begin{array}{ll}
[s(s-1)]^{-1} \sum_{i=1}^{n} \left( \frac{p_i-q_i}{p_i+q_i} \right)^s [p_i + (1-s)q_i], & s \neq 0, 1 \\
D(Q||P) - \frac{1}{2} \Delta(P||Q), & s = 0 \\
\frac{1}{2} \left[ \chi^2(P||Q) - D(Q||P) \right], & s = 1
\end{array} \right. \]

\[ A_{\Omega_s(P||Q)}(r, R) \]

\[ = \frac{(R-r)^2}{4rR} 2^{-s} \left\{ L_{s-1}^{r-1} \left( \frac{r+1}{r}, \frac{R+1}{R} \right) - L_{s-2}^{r-2} \left( \frac{r+1}{r}, \frac{R+1}{R} \right) \right\} \]

and

\[ B_{\Omega_s(P||Q)}(r, R) \]

\[ = \left\{ \begin{array}{ll}
\frac{1}{2(s-1)} L_{s-1}^{r+1} \left( \frac{r+1}{2r}, \frac{R+1}{2R} \right) + \frac{1}{s(s-1)(R-r)} \left\{ R \left[ \left( \frac{R+1}{2R} \right)^s - 1 \right] - r \left[ \left( \frac{r+1}{2r} \right)^s - 1 \right] \right\}, & s \neq 0, 1 \\
\frac{1}{(R-r)} \left[ r \ln \left( \frac{r+1}{2r} \right) - R \ln \left( \frac{R+1}{2R} \right) \right] - \frac{1}{2} L_{-1}^{r+1} \left( \frac{r+1}{2r}, \frac{R+1}{2R} \right), & s = 0 \\
\frac{r R^{r-1}}{4rR} L_{-1}^{r-1} \left( \frac{r+1}{2r}, \frac{R+1}{2R} \right) + \frac{1}{2} \ln \left( \frac{(R+1)(r+1)}{4rR} \right), & s = 1
\end{array} \right. \]

**Corollary 1.** The following inequality holds:

\[ \frac{1}{2} \Delta(P||Q) \leq D(Q||P) \leq \chi^2(Q||P). \]

**Proof.** It follows from (48), where we take $s = 0$ and $s = 1$ in (50). \qed

Theorem 4 admits some particular cases. These are summarized in the following two corollaries.

**Corollary 2.** The following bounds hold:

\[ F(P||Q) \leq D(Q||P) - \frac{1}{2} \Delta(P||Q) \leq \frac{(R-r)^2}{4rR} \left[ L_{-1}^{r+1} \left( \frac{r+1}{r}, \frac{R+1}{R} \right) - L_{-2}^{r+1} \left( \frac{r+1}{r}, \frac{R+1}{R} \right) \right] \]
and

\begin{equation}
G(P||Q) \leq \frac{1}{2} \left[ \chi^2(Q||P) - D(Q||P) \right] \\
\leq \frac{(R - r)^2}{8rR} \left[ 1 - L^{-1}_1 \left( \frac{r + 1}{r}, \frac{R + 1}{R} \right) \right]
\end{equation}

Proof. In inequalities (48), take \( s = 0 \) and \( s = 1 \) we get (54) and (55) respectively. \qed

For \( s = -1 \) and \( s = 2 \) the results are obvious.

**Corollary 3.** The following bounds hold:

\begin{equation}
\Delta(P||Q) \leq 2(R - 1)(1 - r) \leq \frac{(R - r)^2(R + r + 2)}{(R + 1)^2(r + 1)^2},
\end{equation}

\begin{equation}
F(P||Q) \leq \frac{1}{R - r} \left[ r \ln \left( \frac{r + 1}{2r} \right) - R \ln \left( \frac{R + 1}{2R} \right) \right] - L^{-1}_1 \left( \frac{r + 1}{r}, \frac{R + 1}{R} \right) \\
\leq \frac{(R - r)^2}{4rR} \left[ L^{-1}_1 \left( \frac{r + 1}{r}, \frac{R + 1}{R} \right) - L^{-2}_2 \left( \frac{r + 1}{r}, \frac{R + 1}{R} \right) \right]
\end{equation}

\begin{equation}
G(P||Q) \leq \frac{rR - 1}{4rR} L^{-1}_1 \left( \frac{r + 1}{2r}, \frac{R + 1}{2R} \right) + \frac{1}{2} \ln \left( \frac{(R + 1)(r + 1)}{4rR} \right) \\
\leq \frac{(R - r)^2}{8rR} \left[ 1 - L^{-1}_1 \left( \frac{r + 1}{r}, \frac{R + 1}{R} \right) \right]
\end{equation}

and

\begin{equation}
\chi^2(Q||P) \leq \frac{(R - 1)(1 - r)}{rR} \leq \frac{(R - r)^2(R + r)}{4r^2R^2}.
\end{equation}

Proof. In inequalities (49), take \( s = -1, s = 0, s = 1 \) and \( s = 2 \) we get respectively (56), (57), (58) and (59). \qed

Based on Theorem 3 we have the following result.

**Theorem 5.** The following bounds hold:

\begin{equation}
\left| \Omega_s(P||Q) - \frac{1}{2} E_{\Omega_s}(P||Q) \right| \\
\leq \min \left\{ \frac{1}{8} \delta_s(r, R) \chi^2(P||Q), \frac{1}{12} \|\psi''_s\|_\infty \chi^3(P||Q), \left[ f'(R) - f'(r) \right] \right\} \\
\leq \frac{(R - r)^2}{32} \min \left\{ \delta_s(r, R), \frac{R - r}{3} \|\psi''_s\|_\infty, \frac{R - r}{2} \left[ f'(R) - f'(r) \right] V(P||Q) \right\}
\end{equation}
Proof. The third order derivative of the function $\psi_s(x)$ is given by

\begin{equation}
\psi''_s(x) = -\frac{(s + 1 + 3x)}{x^2(x + 1)^3} \left( \frac{x + 1}{2x} \right)^s, \ x \in (0, \infty)
\end{equation}

This gives

\begin{equation}
\psi'''_s(x) \leq 0, \ \forall \ s \geq -1.
\end{equation}

From (66), we can say that the function $\psi''(x)$ is monotonically decreasing function in $x \in (0, \infty)$, and hence, for all $x \in [r, R]$, we have

\begin{equation}
\delta_{\Omega_s}(r, R) = \psi''(r) - \psi''(R)
\end{equation}

\begin{equation}
= \frac{1}{4} \left[ \frac{1}{r^3} \left( \frac{r + 1}{2r} \right)^{s-2} - \frac{1}{R^3} \left( \frac{R + 1}{2R} \right)^{s-2} \right], \ s \geq -1.
\end{equation}

From (65), we have

\begin{equation}
|\psi'''_s|' = -\left( \frac{(s + 1)(s + 2) + 8(s + 1)x + 12x^2}{x^3(x + 1)^4} \right) \left( \frac{x + 1}{2x} \right)^s.
\end{equation}
From (68), we can say that the function $|\psi'''_s|$ is monotonically decreasing function in $x \in (0, \infty)$ for $s \geq -1$, and hence, for all $x \in [r, R]$, we have

$$\|\psi'''_s\|_{\infty} = \sup_{x \in [r, R]} |\psi'''_s| = \frac{(s + 1 + 3r)}{r^2(r + 1)^3} \left(\frac{r + 1}{2r}\right)^s, \quad s \geq -1$$

Applying Theorem 3 for the measure (14) along with (67) and (69) we get the required proof. $\square$

In view of the inequalities (60) and (61) we have some particular case given in the following corollary.

**Corollary 4.** The following bounds hold:

$$\left|\Delta(P||Q) - 2 \sum_{i=1}^{n} q_i \left(\frac{p_i - q_i}{p_i + q_i}\right)^2\right| \leq \min \left\{2 \left[\frac{1}{(r + 1)^3} - \frac{1}{(R + 1)^3}\right] \chi^2(P||Q), \frac{8(R - r)(R + r + 2)}{(r + 1)^2(R + 1)^2} V(P||Q)\right\}$$

$$\leq \min \left\{2(R - r)^2 \left[\frac{1}{(r + 1)^3} - \frac{1}{(R + 1)^3}\right], \frac{(R - r)^3}{(r + 1)^4}, \frac{4(R - r)^2(R + r + 2)}{(r + 1)^2(R + 1)^2}\right\}$$

$$\left|F(P||Q) - \frac{1}{2} D(Q||P) + \frac{1}{4}\Delta(P||Q)\right| \leq \min \left\{\frac{1}{8} \left[\frac{1}{r(r + 1)^2} - \frac{1}{R(R + 1)^2}\right] \chi^2(P||Q), \frac{3r + 1}{12r^2(r + 1)^3} \chi^3(P||Q), \frac{R - r}{rR} \left[L^{-1}_{-1} \left(\frac{r + 1}{r}, \frac{R + 1}{R}\right) - L^{-2}_{-2} \left(\frac{r + 1}{r}, \frac{R + 1}{R}\right)\right] V(P||Q)\right\}$$

$$\leq \min \left\{\frac{(R - r)^2}{32} \left[\frac{1}{r(r + 1)^2} - \frac{1}{R(R + 1)^2}\right], \frac{(3r + 1)(R - r)^3}{96r^2(r + 1)^3}, \frac{(R - r)^2}{2rR} \left[L^{-1}_{-1} \left(\frac{r + 1}{r}, \frac{R + 1}{R}\right) - L^{-2}_{-2} \left(\frac{r + 1}{r}, \frac{R + 1}{R}\right)\right]\right\}$$
and

\begin{align}
(72) & \quad \left| G(P||Q) - \frac{1}{4} \left[ \chi^2(Q||P) - D(Q||P) \right] \right| \\
& \leq \min \left\{ \frac{1}{16} \left[ \frac{1}{r^2(r+1)} - \frac{1}{R^2(R+1)} \right] \chi^2(P||Q), \frac{3r+2}{24r^3(r+1)^2} \chi^3(P||Q), \\
& \quad \frac{(R-r)}{2rR} \left[ 1 - L^{-1}_{-1} \left( \frac{r+1}{r}, \frac{R+1}{R} \right) \right] V(P||Q) \right\}. \\
& \leq \min \left\{ \frac{(R-r)^2}{64} \left[ \frac{1}{r^2(r+1)} - \frac{1}{R^2(R+1)} \right], \frac{(3r+2)(R-r)^2}{192r^3(r+1)^2}, \\
& \quad \frac{(R-r)^2}{4rR} \left[ 1 - L^{-1}_{-1} \left( \frac{r+1}{r}, \frac{R+1}{R} \right) \right] \right\}.
\end{align}

**Proof.** Letting in (60), \( s = -1 \), \( s = 0 \) and \( s = 1 \) we get the inequalities (70), (71) and (72) respectively. \( \square \)

In view of the inequalities (61) we have some particular cases given in the following corollary.

**Corollary 5.** The following bounds hold:

\begin{align}
(73) & \quad \left| \Delta(P||Q) - \sum_{i=1}^{n} (p_i + 7q_i) \left( \frac{p_i - q_i}{p_i + 3q_i} \right)^2 \right| \\
& \leq \min \left\{ \left[ \frac{1}{(r+1)^3} - \frac{1}{(R+1)^3} \right] \chi^2(P||Q), \frac{1}{(r+1)^4} \chi^3(P||Q), \\
& \quad \frac{2(R-r)(R+r+2)}{(r+1)^2(R+1)^2} V(P||Q) \right\}. \\
& \leq \min \left\{ \frac{(R-r)^3}{4} \left[ \frac{1}{(r+1)^3} - \frac{1}{(R+1)^3} \right], \frac{(R-r)^3}{8(r+1)^4}, \\
& \quad \frac{(R-r)^2(R+r+2)}{(r+1)^2(R+1)^2} \right\}.
\end{align}
\[ F(P \| Q) - \sum_{i=1}^{n} (q_i - p_i) \ln \left( \frac{p_i - q_i}{p_i + 3q_i} \right) + \frac{1}{2} \sum_{i=1}^{n} \frac{(p_i - q_i)^2}{p_i + 3q_i} \]

\[ \leq \min \left\{ \frac{1}{8} \left[ \frac{1}{r(r+1)^2} - \frac{1}{R(R+1)^2} \right] \chi^2(P \| Q), \frac{3r+1}{24r^2(r+1)^3} |\chi|^3(P \| Q), \right. \]

\[ \frac{R - r}{2rR} \left[ L^{-1}_1 \left( \frac{r+1}{r}, \frac{R+1}{R} \right) - L^{-2}_2 \left( \frac{r+1}{r}, \frac{R+1}{R} \right) \right] V(P \| Q) \right\}. \]

\[ F(P \| Q) - \sum_{i=1}^{n} (q_i - p_i) \ln \left( \frac{p_i - q_i}{p_i + 3q_i} \right) \]

\[ \leq \min \left\{ \frac{(R - r)^2}{32} \left[ \frac{1}{r(r+1)^2} - \frac{1}{R(R+1)^2} \right], \frac{(3r+1)(R-r)^3}{192r^2(r+1)^3}, \right. \]

\[ \frac{(R - r)^2}{4rR} \left[ L^{-1}_1 \left( \frac{r+1}{r}, \frac{R+1}{R} \right) - L^{-2}_2 \left( \frac{r+1}{r}, \frac{R+1}{R} \right) \right] \right\}. \]

\[ G(P \| Q) - \frac{1}{2} \Delta(P \| Q) - \frac{1}{2} \sum_{i=1}^{n} (p_i - q_i) \ln \left( \frac{p_i - q_i}{p_i + 3q_i} \right) \]

\[ \leq \min \left\{ \frac{1}{16} \left[ \frac{1}{r^2(r+1)} - \frac{1}{R^2(R+1)} \right] \chi^2(P \| Q), \frac{3r+2}{48r^3(r+1)^2} |\chi|^3(P \| Q), \right. \]

\[ \frac{(R - r)}{4rR} \left[ 1 - L^{-1}_1 \left( \frac{r+1}{r}, \frac{R+1}{R} \right) \right] V(P \| Q) \right\} \]

\[ \leq \min \left\{ \frac{(R - r)^2}{64} \left[ \frac{1}{r^2(r+1)} - \frac{1}{R^2(R+1)} \right], \frac{(3r+2)(R-r)^2}{384r^3(r+1)^2}, \right. \]

\[ \frac{(R - r)^2}{8rR} \left[ 1 - L^{-1}_1 \left( \frac{r+1}{r}, \frac{R+1}{R} \right) \right] \right\}. \]

\[ \] Proof. Letting in (61), \( s = -1 \), \( s = 0 \) and \( s = 1 \) we get the inequalities (73), (74) and (75) respectively. \[ \]

Acknowledgments

This work has been done during second author’s stay with the ”Mathematics Department, College of Science and Management, University of Northern British Columbia, Prince George BC V2N4Z9, Canada”, for which he is thankful to the above mentioned university for the support and hospitality.

References

[1] A. BHATTACHARYYA, Some Analogues to the Amount of Information and Their uses in Statistical Estimation, Sankhya, 8(1946), 1-14.

[2] J. BURBEE and C. R. RAO, On the Convexity of Some Divergence Measures Based on Entropy Functions, IEEE Trans. on Inform. Theory, IT-28(1982), 489-494.
[3] P. CERONE and S. S. DRAGOMIR, On the Approximation of the Integral Mean Divergence and $f$–Divergence via Mean Results - Inequalities for Csiszár’s $f$–Divergence in Information Theory - Monograph - Chapter I - Article 4 - http://rgmia.vu.edu.au/monographs/csiszar.htm.

[4] I. CSISZÁR’S, Information Type Measures of Differences of Probability Distribution and Indirect Observations, Studia Math. Hungarica, 2(1967), 299-318.

[5] I. CSISZÁR’S, On Topological Properties of $f$–Divergences, Studia Math. Hungarica, 2(1967), 329-339.

[6] S. S. DRAGOMIR, Some Inequalities for the Csiszár’s $f$–Divergence - Inequalities for Csiszár’s $f$–Divergence in Information Theory - Monograph - Chapter I - Article 1 - http://rgmia.vu.edu.au/monographs/csiszar.htm.

[7] S. S. DRAGOMIR, Other Inequalities for Csiszár’s Divergence and Applications - Inequalities for Csiszár’s $f$–Divergence in Information Theory - Monograph - Chapter I - Article 4 - http://rgmia.vu.edu.au/monographs/csiszar.htm.

[8] S. S. DRAGOMIR, V. GLUSCEVIC and C. E. M. PEARCE, Approximations for the Csiszár’s $f$–Divergence via Midpoint Inequalities, in Inequality Theory and Applications – Volume 1, Y.J. Cho, J.K. Kim and S.S. Dragomir (Eds.), Nova Science Publishers, Inc. Huntington, New York, 2001, pp. 139-154.

[9] S. S. DRAGOMIR, V. GLUSCEVIC and C. E. M. PEARCE, New Approximation for $f$–Divergence via Trapezoid and Midpoint Inequalities, RGMIA Research Report Collection, http://rgmia.vu.edu.au/v5n4.html, (2002), Article no. 14.

[10] S. S. DRAGOMIR, V. GLUSCEVIC and C. E. M. PEARCE, The Approximation of Csiszár’s $f$–Divergence for Mapping of Bounded Variation, RGMIA Research Report Collection, http://rgmia.vu.edu.au/monographs/csiszar.htm.

[11] S. S. DRAGOMIR, J. SUNDE and C. BUSE, New Inequalities for Jeffreys Divergence Measure, Tamsui Oxford Journal of Mathematical Sciences, 16(2)(2000), 295-309.

[12] E. HELLINGER, Neue Begründung der Theorie der quadratischen Formen von unendlichen vielen Veränderlichen, J. Reine Ang. Math., 136(1909), 210-271.

[13] H. JEFFREYS, An Invariant Form for the Prior Probability in Estimation Problems, Proc. Roy. Soc. Lon., Ser. A, 186(1946), 453-461.

[14] S. KULLBACK and R.A. LEIBLER, On Information and Sufficiency, Ann. Math. Statist., 22(1951), 79-86.

[15] J. LIN, Divergence Measures Based on the Shannon Entropy, IEEE Trans. on Inform. Theory, IT-37(1991), 145-151.

[16] F. LIESE and I. VAJDA, Convex Statistical Decision Rule, Teubner-Texte zur Mathematik, Band 95, Leipzig, 1987.

[17] K. PEARSON, On the Criterion that a given system of eviations from the probable in the case of correlated system of variables is such that it can be reasonable supposed to have arisen from random sampling, Phil. Mag., 50(1900), 157-172.

[18] R. SIBSON, Information Radius, Z. Wahrs. und verw Geb., 14(1969), 149-160.

[19] K.B. STOLARSKI, Generalizations of the Logarithmic Mean, Math. Mag., 48(1975), 87-92.
[20] I. J. TANEJA, On Generalized Information Measures and Their Applications, Chapter in: *Advances in Electronics and Electron Physics*, Ed. P.W. Hawkes, Academic Press, 76(1989), 327-413.

[21] I. J. TANEJA, New Developments in Generalized Information Measures, Chapter in: *Advances in Imaging and Electron Physics*, Ed. P.W. Hawkes, 91(1995), 37-136.

[22] I. J. TANEJA, Generalized Information Measures and their Applications - on line book: http://www.mtm.ufsc.br/~taneja/book/book.html, 2001.

[23] I. J. TANEJA, Generalized Relative Information and Information Inequalities, *Journal of Inequalities in Pure and Applied Mathematics*. Vol. 5, No.1, 2004, Article 21, 1-19. Also in: *RGMIA Research Report Collection*, http://rgmia.vu.edu.au, 6(3)(2003), Article 10.

[24] I. J. TANEJA, Bounds on Triangular Discrimination, Harmonic Mean and Symmetric Chi-Square Divergences – communicated, 2003.

[25] I.J. TANEJA, Relative Divergence Measures and Information Inequalities – To appear in: Inequality Theory and Applications, Volume 4, Y.J. Cho, J.K. Kim and S.S. Dragomir (Eds.), Nova Science Publishers, Inc. Huntington, New York, 2004.

[26] I.J. TANEJA, Bounds on Non-Symmetric Divergence Measures in terms of Symmetric Divergence Measures – communicated, 2004.

[27] I.J. TANEJA, Inequalities Among Symmetric Divergence Measures and Their Refinement – communicated.

[28] I. J. TANEJA and P. KUMAR, Relative Information of Type s, Csiszár f–Divergence, and Information Inequalities, http://rgmia.vu.edu.au, *RGMIA Research Report Collection*, 6(3)(2003), Article 12 - To appear in *Information Sciences*, 2004.

[29] P. KUMAR and I.J. TANEJA, Bounds on Generalized Relative Information Measures – communicated, 2004.

[30] I. VAJDA, On the f-divergence and singularity of probability measures, *Periodica Math. Hungar*, 2(1972), 223-234.

**Pranesh Kumar, Mathematics Department, College of Science and Management, University of Northern British Columbia, Prince George BC V2N4Z9, Canada.**

*E-mail address: kumarp@unbc.ca*

*URL: http://web.unbc.ca/~kumarp*

**Inder Jeet Taneja, Departamento de Matemática, Universidade Federal de Santa Catarina, 88.040-900 Florianópolis, SC, Brazil**

*E-mail address: taneja@mtm.ufsc.br*

*URL: http://www.mtm.ufsc.br/~taneja*