Pruning connections in a fully connected neural network allows to remove redundancy in the structure of the neural network and thus reduce the computational complexity of its implementation while maintaining the resulting characteristics of the classification of images entering its input. However, the issues of choosing the parameters of the pruning procedure have not been sufficiently studied at the moment. The choice essentially depends on the configuration of the neural network. However, in any neural network configuration there is one or more multilayer perceptrons. For them, it is possible to develop universal recommendations for choosing the parameters of the pruning procedure. One of the most promising methods for practical implementation is considered — the iterative pruning method, which uses preprocessing of input signals to regularize the learning process of a neural network. For a specific configuration of a multilayer perceptron and the MNIST dataset, a database of handwritten digit samples proposed by the US National Institute of Standards and Technology as a standard when comparing image recognition methods, dependences of the classification accuracy of handwritten digits and learning rate were obtained on the learning step, pruning interval, and the number of links removed at each pruning iteration. It is shown that the best set of parameters of the learning procedure with pruning provides an increase in the quality of classification by about 1%, compared with the worst set in the studied range. The convex nature of these dependencies allows a constructive approach to finding a neural network configuration that provides the highest classification accuracy within the minimum amount of computational costs during implementation.

Keywords: multilayer perceptron, neural network, pruning, learning curve, weight coefficients, image classification quality [10] or even with some improvement [11]. One of the most popular approaches to reduce redundancy is to thin out the connections in the original fully connected neural network. A fully connected network with a large number of connections, providing the specified characteristics, is used as the initial neural network. The purpose of link pruning is to reduce computational costs while maintaining the resulting characteristics. For example, in the popular AlexNet and VGG-16 neural networks (a deep convolutional neural network developed in 2014 by the Oxford University Computer Vision Group (Visual Geometry Group) and researchers from Google DeepMind) it is possible to reduce the number of connections by 9 and 13 times respectively without worsening the resulting characteristics [12]. Since the appearance of the first works on reducing redundancy in neural networks [13], a large number of various approaches have been developed [11]. However, they do not cover the whole variety of architectures of modern neural networks. In addition, new practical applications are constantly emerging that require an increase in the quality of image classification, while limiting the used computing power. Therefore, research in this direction is relevant.

1. Introduction

The use of deep neural networks is becoming more and more widespread in various practical applications, in particular, in image classification problems [1]. Along with the development of convolutional neural networks, a large number of neural network architectures have appeared that provide the same classification quality as convolutional neural networks, but require less computation. These are networks such as MLP-Mixer (multilayer perceptron mixer) [2], Vision Transformer (ViT) [3], Compact Transformers [4], ConvMixer (Transformer using convolutions for mixing) [5], External Attention Transformer (Transformer with external attention) [6], FNet (Transformer using Fourier transform) [7], gMLP (MLPs with gating — multilayer perceptrons with element-wise multiplication) [8], Swin Transformer (Transformer with shifted windows) [9] and similar ones. Despite the variety of architectures, all of them have a multilayer perceptron (MLP) at the output, and besides this, inside the architecture.

Numerous studies have shown that fully connected neural networks for many practical problems have a large redundancy, which can be eliminated without loss of the resulting quality [10] or even with some improvement [11]. One of the most popular approaches to reduce redundancy is to thin out the connections in the original fully connected neural network. A fully connected network with a large number of connections, providing the specified characteristics, is used as the initial neural network. The purpose of link pruning is to reduce computational costs while maintaining the resulting characteristics. For example, in the popular AlexNet and VGG-16 neural networks (a deep convolutional neural network developed in 2014 by the Oxford University Computer Vision Group (Visual Geometry Group) and researchers from Google DeepMind) it is possible to reduce the number of connections by 9 and 13 times respectively without worsening the resulting characteristics [12]. Since the appearance of the first works on reducing redundancy in neural networks [13], a large number of various approaches have been developed [11]. However, they do not cover the whole variety of architectures of modern neural networks. In addition, new practical applications are constantly emerging that require an increase in the quality of image classification, while limiting the used computing power. Therefore, research in this direction is relevant.
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2. Literature review and problem statement

It is possible to distinguish the following approaches to reducing the computational complexity of neural networks by eliminating redundancy and while maintaining the resulting output characteristics.

Knowledge Distillation – involves the use of special objective functions for learning a simple model based on the features of the structure and set of weights of a pre-learned fully connected parent model. In [14], a new type of ensemble classifier is proposed, which contains a main neural network and a number of small specialized neural networks. The latter are designed to classify those images on which the main network is wrong. In [15], it was proposed to divide the studied architectures of neural networks into blocks and study their influence on the efficiency of the final architecture. In [16], the analysis of the inner layers of the neural network is used to remove neurons with a low contribution to the resulting classification accuracy. However, building the structure of a simple model that can be effectively learned under the control of the parent neural network is a rather difficult task for practical implementation [17].

Methods for lowering the rank of the weight matrix (Low-rank Decomposition) use the reduction of weight coefficients corresponding to small eigenvalues of the original coefficient matrix. In [18], an algorithm for approximating convolutional filters in neural networks was proposed. In [19], it was proposed to simultaneously use the methods of compression and low-rank decomposition to the entire neural network. However, the problem of finding eigenvalues and vectors of high-dimensional matrices is very computationally complex, which can lead to a significant deterioration in the resulting characteristics of the resulting structures of neural networks.

Parameter Quantization provides a reduction in computational complexity by replacing floating-point calculations with fixed-point calculations with a reduced bit depth of representation of weight coefficients. In [20], a three-stage pipeline is proposed, which includes neuron pruning, iterative reduction in the number of digits in the weight representation, and Huffman coding. This allows to significantly reduce the memory requirements of the computing device. The use of dynamically changing bit depth in [21] made it possible to obtain high performance on the CIFAR-10 (Canadian Institute for Advanced Research) and MNIST datasets. However, implementations of such approaches are most suitable for implementation on programmable logic arrays, and not on universal computers, and with a significant decrease in the capacity, they can lead to significant losses in the resulting characteristics.

Network Pruning involves the removal of either single connections or entire structures in a neural network based on the calculation of an additional function of the importance of weight coefficients. This direction seems to be the most promising from the point of view of practical implementation on multi-core and multi-processor computers due to the good parallelizability of calculations. In earlier works, the matrix of second derivatives of the loss function was used as such a function [13]. However, the calculation of such a matrix for large networks requires a very large amount of computation at each iteration, which initiated the development of algorithms with a less complex importance function [11]. In particular, structural methods have been developed for convolutional neural networks that involve the removal of entire channels [17]. These methods are well suited for the convolutional layers of these networks, but do not cover the multilayer perceptron at the output of convolutional neural networks, since there are no explicitly allocated channels. For pruning fully connected layers in convolutional neural networks and simply multilayer perceptors, the simplest way is to iteratively remove the smallest weight coefficients [12]. In this case, the periods of learning the neural network and deleting connections alternate. The presence of learning intervals allows the learning algorithm to reduce the values of the weight coefficients for those connections that are least important in the current network configuration. Obviously, with this approach, the balance between the duration of learning intervals and the number of links removed after it is extremely important. Too many connections removed at one time, or too early removal, when the neural network has not yet had time to sufficiently learn the structure of its connections, can lead to degradation of the neural network. On the other hand, too rare removal of a small number of connections delays the learning process of the neural network. However, in [12] it is not described how the parameters of the pruning procedure were chosen and their influence on the resulting characteristics of the neural network was not investigated. Another factor that has a significant impact on the resulting quality of learning of the neural network and the elimination of redundancy is the possibility of overlearning the neural network. Here, overlearning of a neural network is understood as a situation when, due to the presence of redundant neurons and connections, the network is learned too well on learning data, which leads to worse results on test data. The standard approach to deal with this phenomenon is regularization [22].

In [23], a practical implementation of regularization was proposed for learning neural networks using the $L_2$ norm. It has been shown that it can speed up learning. However, since the $L_2$ weight norm is not differentiable, it cannot be directly included in the objective function. This significantly complicates the practical implementation of this form of regularization. In [24], channel pruning in neural convolutional networks is considered. The $L_1$ and $L_2$ norms are used for regularization. This allows efficient pruning of channels between convolutional layers without overlearning. However, the regularization method considered in [24] for channel pruning is not suitable for link pruning in the output multilayer perceptron, since there are no explicit channels there. In [25], the stabilization of the characteristics of the neural network during learning with pruning is carried out using Dropout. Dropout is a simple and efficient way to regularize. The principle of operation of this procedure is to disconnect from learning the connections selected at each iteration by a random number generator. However, disabling connections from learning lead to some slowdown in convergence. From the point of view of regularization, it seems promising to use pre-distortions of input signals (Augmentation). In [26], the influence of image preprocessing on the characteristics of convolutional neural networks LeNet, Network3 (a neural network implemented using the network3.py library) and DropConnect (a convolutional neural network using DropConnect regularization is an improved version of Dropout) was analyzed. An improvement in the resulting characteristics of neural networks is shown. However, the links were not pruned out in [26]. In [27], a study was made of the potential characteristics of a multilayer perceptron in classifying images from MNIST. When learning perceptors, preprocessing of input images was used. In [28], the best practices for document processing are considered, one of them is the expansion of the learning data set due to image preprocessing. Both
in [27] and in [28], the pruning of links was not considered. It was shown in [29] that the simultaneous use of link pruning in MLP and input signal pre-distortion makes it possible to obtain not only the regularization of the learning process, but also higher resulting characteristics. However, in this work, the main focus is on the study of the effectiveness of the joint use of pruning and pre-distortion of input signals. The issues of the influence of the parameters of the pruning procedure on the resulting characteristics were not considered. Therefore, it is of interest to study the influence of the choice of parameters of the link pruning procedure in MLP on the learning rate and the resulting characteristics.

Thus, the analysis of the literature shows the presence of a large number of approaches to the implementation of the learning procedure with pruning and ensuring its stability due to regularization. At the same time, there are no studies on the effect of pruning procedure parameters on the resulting characteristics. The most promising from the point of view of research with the subsequent construction of a technique for choosing the parameters of the pruning procedure is an iterative pruning procedure with regularization due to data preprocessing. It is obvious that this choice essentially depends on the dimension of the neural network and the signals coming to its input. However, the study of the influence of the choice of parameters of the pruning procedure for a specific neural network structure and input data set will allow to navigate when working with other structures and data sets.

3. The aim and objectives of the study

The aim of the study is to determine the dependence of the resulting quality of the classification of a multilayer perceptron on such parameters of the learning algorithm as the learning step, the pruning period and the number of links to be removed at a time. This will make it possible to ensure the maximum quality of image classification in specific practical applications with the chosen architecture of the neural network.

To achieve the aim, the following objectives were set:
- for a specific data set (MNIST[30]) and neural network architecture, perform pruning learning with pruning procedure parameters in a wide range of values, obtain typical learning curves, and plot the resulting classification quality versus these parameters;
- to formulate a methodology for finding the best parameters of the pruning procedure, depending on the type of learning curve and the dynamics of changes in the resulting classification quality.

4. Materials and methods of research

4.1. Description of the neural network and its learning algorithm

For comparability of the results, it was used the same neural network as in [29]. It contains an input layer of 784 nodes, a first hidden layer of 256 neurons, a second hidden layer of 128 neurons, and an output layer of 10 neurons. The activation function for all neurons is sigmoid. The input of the neural network is preprocessed images of handwritten digits from the MNIST set [30], each of which contains 784 pixels. The response of the neural network is determined by the number of the output at which the maximum signal. Constant step stochastic gradient descent (SGD) is used for learning. Since the sigmoid is used as the activation function, Javier’s [31] initialization was used for initialization. In the initial state of the neural network, all connections between layers are present, the weight coefficients are random numbers with a normal distribution, zero mean, and a variance inversely proportional to the number of connections included in the corresponding neuron. The formation of neural network output signals and the learning algorithm are described by the following equations [29]:

\[ X_{o,1} = W_{in,o} \times X_{in}, \] (1)

where \( X_{in} \) – vector of neural network input signals, dimension: \( n_{in} = 784, \)

\( W_{in,o} \) – matrix of weight coefficients between the input layer and the first hidden layer, dimension \( n_{in} \times n_{o1} = 56 \) – the number of neurons in the first hidden layer, output signal of the first hidden layer:

\[ X_{o,1} = f_{act} (X_{m,a}), \] (2)

where \( f_{act}(x) = 1/(1 + e^{-x}) \) – activation function, second hidden layer input:

\[ X_{o,2} = W_{h1,o} \times X_{h1}, \] (3)

where \( W_{h1,o} \) – matrix of weight coefficients between the first and second hidden layers, dimension \( n_{h1} \times n_{o2} = 128 \) – the number of neurons in the second hidden layer, the output signal of the second hidden layer:

\[ X_{o,2} = f_{act} (X_{m,a}), \] (4)

the input and output signals of the output layer respectively:

\[ X_{o,o} = W_{h2,o} \times X_{h2}, \] (5)

\[ X_{o,o} = f_{act} (X_{m,o}), \] (6)

where \( W_{h2,o} \) – matrix of weight coefficients between the second hidden layer and the output layer, dimension \( n_{h2} \times n_{o2} \); \( n_o = 10 \) – the number of neurons in the output layer (number of neural network outputs), error vector at the output of the neural network (dimension \( n_o \)):

\[ E_{out} = X_{o,o} - X_{o,o}, \] (7)

where \( X_{o,o} \) – vector of known correct output signals of the neural network, dimension, \( n_o \) contains all zeros, except for 1 at the place that matches the number shown in the input figure, the error vector at the output of the second hidden layer (dimension \( n_{h2} \)):

\[ E_{h2} = W_{h2,o} \times E_{out}, \] (8)

error vector at the output of the first hidden layer (dimension \( n_{h1} \)):

\[ E_{h1} = W_{h1,o} \times E_{h2}, \] (9)

weight update equations:
This is one of the most common sets of images on which various configurations and algorithms for learning neural networks are tested.

4.3. Data preprocessing

When learning a neural network, each of the images received at its input is subjected to preliminary processing, which consists in sequentially performing the following operations: rotation of the image relative to the center by a random angle in the range from $-15$ to $+15$ degrees; horizontal shift by a random value in the range from $-0.05$ to $+0.05$ of the image size in width; vertical shift by a random value in the range from $-0.05$ to $+0.05$ from the image size in height; expansion/compression of the image relative to the center by a factor in the range from 0.95 to 1.05; increase in contrast – if the color value of a pixel was less than or equal to 100, then it was assigned the value 0, if the color value was more than 100, then it was assigned the value 255.

For each of the operations, a separate random number generator with a uniform distribution was used. When performing each of the operations, the free pixels were filled with the same color as the nearby filled pixels. Such preprocessing ensures the uniqueness of the images received at the input of the neural network and the regularization of the learning process [29]. The task of studying the influence of preprocessing parameters on the resulting characteristics of the neural network was not set in this work. Studies of this influence were carried out in [26–28].

Test images from the MNIST set are not involved in learning and are not preprocessed.

5. Experimental study of the dependence of the resulting MLP characteristics from the parameters of the pruning procedure

5.1. Results of learning a multilayer perceptron for different parameters of the pruning procedure

The research program was written in Python using the NumPy, TensorFlow, and Keras libraries. Graphs were built using the Matplotlib library. The program implemented equations (1)–(15) exactly. Input images were preprocessed using functions from the Keras library. The program was run on the cloud platform Colab [32]. The Python interpreter and used libraries are preinstalled on this platform. Likewise, popular datasets are loaded on the platform, including MNIST.

Fig. 2 shows neural network learning curves with different learning steps for pruning intervals $L$ equal to 1, 2, and 3 epochs, and the number of links removed $k$ equal to 1, 2, 3, and 4 percent. The learning of weight coefficients was carried out for each image supplied to the input. After every 1000 learning iterations, the quality of classification by the neural network of images from the learning set (60 thousand images) was calculated at the current values of the matrix elements $W_{62-o}, W_{61-62}, W_{m-61}$. Classification quality refers to the ratio of correctly classified images to the total number of images. Points on the curves in Fig. 2 are obtained by averaging 60 classification quality values calculated during learning over the corresponding one epoch. Fig. 3 shows the image classification quality graphs from the test set, corresponding to the learning curves in Fig. 2. That is, the points of the graphs in Fig. 3 were obtained with the same matrices.

![Fig. 1. Examples of numbers from the MNIST set](image-url)
of weight coefficients that were obtained during learning at
the corresponding learning moments. The difference is that
the classification quality was calculated for images from the
test set (10,000 images).

The dependences of the learning curves from the number
of removed links for the same learning step and pruning
interval $L=1$ epoch are shown for the learning data in Fig. 4
and for the test data in Fig. 5.

---

**Fig. 2.** Learning curves of a multilayer perceptron for various values of the learning step
and parameters of the pruning procedure: $a - L=1, k=1$; $b - L=1, k=2$; $c - L=1, k=3$; $d - L=1, k=4$;
$e - L=2, k=2$; $f - L=3, k=3$; $1 - \mu=0.0012; 2 - \mu=0.0025; 3 - \mu=0.005; 4 - \mu=0.01$;
$5 - \mu=0.02; 6 - \mu=0.04$

**Fig. 3.** Graphs of the quality of classification by a neural network of images from the test set,
corresponding to the learning curves shown in Fig. 2: $a - L=1, k=1$; $b - L=1, k=2$; $c - L=1, k=3$; $d - L=1, k=4$;
e - $L=2, k=2$; f - $L=3, k=3$; $1 - \mu=0.0012; 2 - \mu=0.0025; 3 - \mu=0.005; 4 - \mu=0.01$;
$5 - \mu=0.02; 6 - \mu=0.04$
The graphs in Fig. 2–5 show the following:
– for the chosen configuration of the neural network and the input data set used, the difference in the resulting characteristics of the neural network when choosing the worst and the best set of parameters for the learning procedure is about 1 %,
– for the chosen configuration of the neural network and the used set of input data, the redundancy is completely removed when about 80 % of the connections are excluded. This can be seen from the fact that, regardless of the learning step and the parameters of the pruning procedure, further removal of links leads to a deterioration in the classification;

Fig. 4. Dependence of the learning curve from the number of connections to be removed according to the learning data with $L = 1$ and the same learning step: $a - \mu = 0.0012; b - \mu = 0.0025; c - \mu = 0.005; d - \mu = 0.01; e - \mu = 0.02; f - \mu = 0.04; 1 - k = 1; 2 - k = 2; 3 - k = 3; 4 - k = 4; 5 - k = 5$

Fig. 5. Dependence of the quality of classification from the number of links removed according to the data for testing at $L = 1$ and the same learning step: $a - \mu = 0.0012; b - \mu = 0.0025; c - \mu = 0.005; d - \mu = 0.01; e - \mu = 0.02; f - \mu = 0.04; 1 - k = 1; 2 - k = 2; 3 - k = 3; 4 - k = 4; 5 - k = 5$
– 1 % pruning after each learning epoch provides a slightly better result than 2 % pruning every two epochs and 3 % pruning every three epochs;
– when pruning links after each epoch, an increase in the percentage of links removed leads to a deterioration in the quality of the classification;
– there is the best value of the learning step that provides the greatest value of correct classification. With a small learning step, the neural network does not have time to learn, and with a large learning step, degradation of the learning process occurs. The corresponding dependencies of the maximum achieved classification accuracy depending from the learning step are shown in Fig. 6, and the same range of learning steps ensures the fastest achievement of these maxima – Fig. 7.

![Fig. 6. Dependence of the maximum classification accuracy from the learning step and parameters of the pruning procedure: a – for images from the learning set; b – for images from the test set; 1 – L=1, k=1; 2 – L=1, k=2; 3 – L=1, k=3; 4 – L=2, k=2, 5 – L=3, k=3](image)

The graphs in Fig. 6 show that the difference in the maximum achieved classification accuracy for different parameters of the pruning procedure within the studied range of parameters can reach 1 %. Moreover, the data in Fig. 7 show that the learning step that provides the maximum classification accuracy simultaneously provides the minimum number of iterations to achieve this maximum. It should be noted that when the maximum accuracy is reached, the learning process of the neural network does not stop, since the second goal pursued is the removal of all redundancy from the network architecture.

5.2. Technique for finding the best parameters of the pruning procedure

The technique involves multiple learning of the neural network with different parameters and the passage of points from 1 to the last. The choice of MLP architecture for a specific practical problem should be determined by the desired quality of classification and the analogy with the results obtained by other researchers for similar problems. At the same time, it is recommended to choose a larger number of hidden layers and neurons in them, in comparison with analogues.

This will allow to obtain a higher quality of image classification with the required amount of calculations as a result of pruning according to this technique:

1. Choice of the initial step of learning. To choose the initial step of learning, it is possible to studied in this article contained 234752 weight coefficients. The best results were obtained with a learning step of 0.005. Based on this, it seems appropriate to choose the learning step inversely proportional to the increase in the number of weights in the original neural network that needs to be learned.

2. Choice of initial values for weight coefficients. If a sigmoid is used as an activation function, it is advisable to use Xavier's initialization [31] for initialization. In the initial state of the neural network, all connections between layers are present. The weight coefficients are given as random numbers with a normal distribution, zero mean, and variance inversely proportional to the number of connections included in the corresponding neuron.

If another function is used as an activation function, then recommendations [31] should be used.

3. Choice of the pruning interval and the number of links to be deleted at a time. Based on Fig. 6, b, it is advisable to choose the pruning interval – one epoch, the number of links removed at a time – one percent.

4. Perform learning with the selected learning step, with smaller and larger ones. This will determine the success of choosing the initial value for the learning step. If the learning curve has a form characteristic of the degradation of the learning process (this was at a learning step of 0.02 and 0.04), then it is necessary to learn with a smaller step.

If there is an improvement in the classification with an increase in the learning step, then it must be increased until this leads to a result.

When learning, it is necessary to use the preprocessing of input signals described in this article.

5. Perform learning with a smaller percentage of deleted links. As can be seen from Fig. 4, 5, an excessively large amount of links removed during pruning leads to a decrease in potentially achievable characteristics. On the other hand, too few links removed at one time will significantly lengthen the total time to find the required configuration. Therefore, it is necessary to repeatedly learn the neural network with an ever smaller percentage of removed connections until this leads to an improvement in recognition on the learning set.
6. Analysis of the total percentage of remote connections until a sign appears that all redundancy has been removed from the neural network. If when learning a neural network a low percentage of limit pruning is obtained, for example, 10–15 %, then it is recommended to add neurons, increase the number of hidden layers, and repeat all the points, starting from 1. The final percentage of limit pruning should be about 80–95 %.

6. Discussion of the results of studying the influence of the choice of parameters of the pruning procedure on the learning quality of a multilayer perceptron

Neural network learning is an iterative solution of a system of non-linear algebraic equations of high dimension. This is a difficult mathematical problem. Moreover, the result essentially depends on the configuration of the neural network and the class of signals that are input. With an unchanged configuration of the neural network, the connections between neurons remain constant, only the values of the weight coefficients change. When there is redundancy in the neural network, or it is added, there is an additional degree of freedom in that some connections can be removed. This makes it possible to provide a better correspondence between the neural network configuration and the class of input signals, which gives a higher quality of classification [29].

The results of the experimental study in Fig. 6 show that the dependence of the resulting classification quality from the parameters of the pruning procedure has a convex character. This made it possible to formulate a methodology for searching for parameters that provide the highest quality of classification. In addition, the resulting typical learning curves shown in Fig 2–5 allow to navigate with respect to the learning mode of the neural network at the moment and, accordingly, change the parameters. An analysis of typical learning curves makes it possible to clearly identify the complete removal of redundancy in the neural network, after which pruning only leads to a deterioration in the quality of the classification.

A feature of the results obtained is that they were obtained on a single MLP. This was done in order to determine in its pure form the effect of the parameters of the pruning procedure on the MLP. Therefore, the numerical values of the indicators refer specifically to the single used MLP. The general patterns identified for these uses will hold true for more complex use cases. However, the contribution of MLP to the resulting characteristics requires further research. Such applications include, for example, MLP at the output of a convolutional neural network or numerous MLPs as part of modern architectures [2–9].

7. Conclusions

1. Learning with pruning of a multilayer perceptron using the example of image classification from the MNIST set with a wide range of values for the parameters of the pruning procedure shows the possibility of increasing the classification quality by about 1 %. At the same time, the initial number of connections 234752 during learning is reduced by 80 %. The best results are observed when removing 1 % of the connections with the smallest units of weights after each learning epoch. In addition, the study shows a convex nature of the dependence of the classification quality on the values of the parameters of the learning procedure with pruning.

2. A technique for finding the best parameters of the learning procedure with link pruning in a multilayer perceptron is formulated, which can be used for any set of input images and any MLP architecture. The use of the technique allows to not do a complete enumeration of all possible variants of the values of the learning procedure with pruning, but to use the minimum set of steps to achieve the best classification quality. The steps of the technique are aimed at achieving a balance between the learning rate, the size of the pruning interval, and the number of links removed at a time.
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