ON THE STABILITY OF THE COMPACTON WAVES FOR THE DEGENERATE KDV AND NLS MODELS
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ABSTRACT. In this paper, we consider the degenerate semi-linear Schrödinger and Korteweg-deVries equations in one spatial dimension. We construct special solutions of the two models, namely standing wave solutions of NLS and traveling waves, which turn out to have compact support, compactons. We show that the compactons are unique bell-shaped solutions of the corresponding PDE’s and for appropriate variational problems as well. We provide a complete spectral characterization of such waves, for all values of $p$. Namely, we show that all waves are spectrally stable for $2 < p \leq 8$, while a single mode instability occurs for $p > 8$. This extends previous work of Germain, Harrop-Griffits and Marzuola, [3], who have previously established orbital stability for some specific waves, in the range $p < 8$.

1. Introduction

In this paper, we shall be interested in some aspects of the dynamics of dispersive equations, driven by degenerate dispersion. In order to fix ideas, we settle on the one dimensional case on the line, and recall the standard dispersive models. More specifically, for $p > 2$, consider the (generalized) Korteweg de Vries equation

$$u_t + uu_{xxx} + (|u|^{p-2}u) = 0, \quad u: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$$

and the non-linear Schrödinger equation

$$i u_t + uu_{xx} + |u|^{p-2}u = 0, \quad u: \mathbb{R} \times \mathbb{R} \to \mathbb{C}.$$

The Cauchy problem for these models is well-understood, even in low regularity setting. In particular, and for classical solutions, the solutions conserve energy

$$E[u(t)] = \frac{1}{2} \int_{\mathbb{R}} |u'|^2 dx - \frac{1}{p} \int_{\mathbb{R}} |u|^p dx = E[u_0]$$

and mass

$$M[u(t)] = \int_{\mathbb{R}} |u|^2 dx = M[u_0].$$

The solitary waves of these models, namely the standing waves $e^{i\omega t} \phi$ of (1.2) and the traveling waves $\phi(x - \omega t)$ of (1.1), have received ample attention in the literature. It turns out that they are unique (i.e. for each $\omega > 0$, $p > 2$, there is an unique function $\phi$ with this property). Their stability is also a classical fact by now (see for example [12], but also [10, 11, 13]) - namely these waves are spectrally stable for all $\omega > 0$, when $2 < p < 6$, while they become spectrally unstable for $p > 6$, again for all values of $\omega > 0$.
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In this paper, we investigate the degenerate KdV and NLS. More specifically, for $p > 2$, the degenerate KdV is given by

$$\frac{\partial u}{\partial t} + \partial_x (u \partial_x (u \partial_x u)) + |u|^{p-2} u = 0, \quad u : \mathbb{R} \times \mathbb{R} \to \mathbb{R}. \tag{1.3}$$

The degenerate KdV model was introduced in [5, 6], with the main interest in the compacton traveling waves. A more general Hamiltonian version of this problem, was proposed in [1, 9] and subsequently in [4].

The degenerate NLS takes the form

$$i \frac{\partial u}{\partial t} + \bar{u} \partial_x (u \partial_x u) + |u|^{p-2} u = 0, \quad u : \mathbb{R} \times \mathbb{R} \to \mathbb{C}. \tag{1.4}$$

The well-posedness of the Cauchy problem has been studied quite recently in [2]. In particular, these models conserve the mass $M[u] = \int_{\mathbb{R}} |u|^2$ and the Hamiltonian, which in this case takes the form

$$\mathcal{H}[u(t)] = \frac{1}{2} \int_{\mathbb{R}} |u \partial_x u|^2 - \frac{1}{p} \int_{\mathbb{R}} |u|^p \, dx = \mathcal{H}[u_0].$$

The non-linear dynamics of an equilibrium solution of (1.3) and (1.4) heavily depends on the spectral/linear stability of the equilibrium. To that end, note that the degenerate KdV, (1.3) can be written in the Hamiltonian form

$$\frac{\partial u}{\partial t} = J \frac{\partial \mathcal{H}}{\partial u}$$

with $L^2(\mathbb{R})$ skew-symmetric operator $J = \partial_x : H^1(\mathbb{R}) \subseteq L^2(\mathbb{R}) \to L^2(\mathbb{R})$, while the degenerate NLS, in the form

$$\frac{\partial z}{\partial t} = J \frac{\partial \mathcal{H}}{\partial z}$$

where $z = \begin{pmatrix} u \\ \bar{u} \end{pmatrix}$, $J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$.

Of particular interest will be the solitary wave solutions of (1.3) and (1.4) respectively. That is, consider solutions of the type $u(t, x) = \phi(x - \omega t)$ in (1.3) and $u(t, x) = e^{i \omega t} \phi(x)$ in (1.4), for a real-valued function $\phi$, we are lead to the same profile equation for $\phi$, namely

$$-\phi \partial_x (\phi \partial_x \phi) + \omega \phi - |\phi|^{p-2} \phi = 0. \tag{1.5}$$

The existence of such waves, with appropriate properties, such as smoothness, decay at infinity etc. has been considered in the literature, [3]. These results are relatively straightforward, we present a version, which suffice for our purposes, see Proposition 1 below. To set the notations, we say that a function $f : \mathbb{R} \to \mathbb{R}_+$ is bell-shaped if it is even, non-negative and monotone decreasing on $(0, \infty)$.

If we restrict our considerations to bell-shaped and decaying at $\infty$ solutions, one can say much more. This is the subject of our next first existence and uniqueness result, Proposition 1.

**Proposition 1.** (Existence and uniqueness of bell-shaped compactons)

Let $\omega > 0, p > 2$. Then, there exists a compactly supported bell-shaped solution $\phi$, which satisfies the profile equation (1.5) and consequently,

$$\phi' = -\sqrt{\omega - \frac{2}{p} \phi^{p-2}}, 0 < x < L. \tag{1.6}$$

In fact, we will construct non-negative solutions $\phi > 0$. 
Letting $L \colon \text{supp}\rho = [-L, L]$ and $\phi_0 := \phi(0)$, we have the formulas

\begin{equation}
L = L(\omega, p) = \frac{p^{\frac{4}{p-2}}}{2^{\frac{p-1}{p-2}}} \int_0^1 \frac{1}{z - z^2} \, dz; \quad \phi_0 = \phi_0(\omega, p) = \left(\frac{p\omega}{2}\right)^{\frac{1}{p-2}}.
\end{equation}

Conversely, suppose that $\phi$ is a bell-shaped solution $\phi$, which vanishes at infinity. Then, $\phi$ is necessarily of the form described in (1.6). In particular, it is compactly supported and unique. More precisely, for each $\omega > 0, p > 2$, there exists an unique bell-shaped element $\phi = \phi_{\omega, p}$, with the properties described above.

As alluded above, our main interest is in the stability of the waves $\phi$. In order to introduce the relevant notions, we need to derive the corresponding linearized dynamics. We develop the necessary background material in the next section.

1.1. Linearizations about the solitary waves and spectral stability. Take the ansatz $u = \phi(x - \omega t) + e^{it} v(x - \omega t)$ and plug it in the degenerate KdV model (1.1). Ignoring high order terms $O(|v|^2)$, we arrive at the following linearized system

\begin{equation}
\mathcal{J} \mathcal{H}_+ v = \lambda v.
\end{equation}

where $\mathcal{J} = \partial_x$, while

\begin{equation}
\mathcal{H}_+ f = -\phi \partial_x^2 (\phi f) + (\omega - (\phi f)' - (p - 1) \phi^{p-2}) f = -\phi \partial_x^2 (\phi f) - (p - 2) \phi^{p-2} f,
\end{equation}

where we have used the relation $\omega - (\phi f)' = \phi^{p-1}$, which follows readily from (1.5). Note that the relation that we just used only holds on the support of $\phi$ (i.e. on the interval $[-L, L]$). This is the relevant form of the eigenvalue problem in the context of the degenerate KdV model (1.1).

For the NLS equation (1.4), linearizing around the standing wave $e^{i\omega t} \phi_\omega$, that is taking $u = e^{i\omega t} (\phi_\omega + e^{it} v)$ and plug in into (1.4). Taking (1.5) into account and ignoring the higher order terms $O(|v|^2)$, setting the real and imaginary part of $v$ as $(\Re v, \Im v) := (v_1, v_2)$ we have

\begin{equation}
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
\mathcal{H}_+ \\
\mathcal{H}_-
\end{pmatrix}
\begin{pmatrix}
\Re v \\
\Im v
\end{pmatrix}
= \lambda
\begin{pmatrix}
\Re v \\
\Im v
\end{pmatrix}
\end{equation}

where $\mathcal{H}_+$ is as above and

\begin{equation}
\mathcal{H}_- f = -\phi \partial_x^2 (\phi f) + (\omega + (\phi f)' - \phi^{p-2}) f = -\phi \partial_x^2 (\phi f) + 2(\omega - \phi^{p-2}) f,
\end{equation}

again by (1.5). A concise form of (1.10) is given by

\begin{equation}
\mathcal{J} \mathcal{H} \tilde{v} = \lambda \tilde{v},
\end{equation}

where we have introduced

\begin{equation}
\mathcal{J} := \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}, \mathcal{H} := \begin{pmatrix}
\mathcal{H}_+ & 0 \\
0 & \mathcal{H}_-
\end{pmatrix}.
\end{equation}

It is now an opportune time to discuss the domains of the linearized operators $\mathcal{H}_\pm$. The operator $\mathcal{H}_+$ may be viewed as self-adjoint extensions of the symmetric operators, associated with the quadratic form, acting on $u, v \in H^1(\mathbb{R})$,

\begin{equation*}
q_+(u, v) = \langle (\phi u)', (\phi v)\rangle + \omega \langle u, v \rangle - \langle (\phi u)' + (p - 1) \phi^{p-2} u, v \rangle,
\end{equation*}

and similar for $\mathcal{H}_-$. As is well-known, such extensions are generally not unique, but we allow $\mathcal{H}_\pm$ to be any such extension, for our purposes below.

The notion of spectral stability is as follows.
Definition 1. Let $\mathcal{H}_\pm$ be any self-adjoint extension for the symmetric operator, defined with the form $q$. We say that the solution $\phi(x - \omega t)$ of the generalized KdV problem (1.3) is spectrally stable, if the eigenvalue problem (1.8) does not have non-trivial solutions $(\lambda, v) : \mathbb{R}\lambda > 0, v \neq 0$.

Similarly, the solution $e^{i\omega t}\phi$ of the degenerate NLS equation (1.4) is called spectrally stable, if the eigenvalue problem (1.12) does not have non-trivial solutions $(\lambda, \vec{v}) : \mathbb{R}\lambda > 0, \vec{v} \neq 0$.

Note that in this definition, we completely sidestep the important issue for local/global well-posedness of the corresponding Cauchy problems. The local aspect of the theory is discussed in the recent paper [2], but the global well-posedness theory (which is more relevant as far as stability is concerned), seems lacking at the moment.

We now state our main results.

1.2. Main results. We start with an existence result for the waves $\phi$, which must satisfy the ordinary differential equation (1.5). In our construction of the waves, we take advantage of a variational construction, so we introduce our main players. More specifically, consider the following constrained minimization problem

\[
\begin{aligned}
\{ & N[u] = \int_\mathbb{R} |u \partial_x u|^2 + \omega \int |u|^2 \rightarrow \min \\
& \text{subject to } \int |u|^p \, dx = 1.
\end{aligned}
\]  

Equivalently, the same solutions are achieved via the minimization of the so-called Weinstein functional,

\[
J_\omega[u] := \frac{\int_\mathbb{R} |u \partial_x u|^2 + \omega \int |u|^2}{\|u\|^2_{L^p}}.
\]

Note that formally, $J_\omega[u]$ is unconstrained, but one can see that without loss of generality, one may consider only $u : \|u\|_{L^p} = 1$, which is of course (1.13). The following is the main result of this paper.

Theorem 1. Let $p > 2$ and $\omega > 0$. Then, there exists an unique bell-shaped solution $\phi$ of the profile equation (1.5), which is a compacton (i.e. it has a compact support). Their half-period $L$ and their amplitude are given by (1.7). Moreover, such solutions are the unique constrained minimizers of the variational problem (1.13). By construction, $\phi(x - \omega t)$ is a traveling wave solution of the degenerate KdV (1.3), while $e^{i\omega t}\phi$ is a standing wave solution of the degenerate NLS, (1.4).

Regarding spectral stability, $\phi(x - \omega t)$ and $e^{i\omega t}\phi(x)$ are spectrally stable solutions (of (1.3) and (1.4) respectively) if and only if $2 < p \leq 8$.

Remark:

(1) Recall the issue with possible different self-adjoint extensions of the operators $\mathcal{H}_\pm$. In particular, the spectral instability results stated above, should be interpreted as follows - for every self-adjoint extension of $\mathcal{H}_\pm$, there is a non-trivial solution $(\lambda, v)$ of the eigenvalue problem (1.8) (1.12) respectively).

(2) For the values $2 < p < 8$, the solution $\phi$ may be generated as a normalized wave. That is, as the minimizer of the following constrained variational problems

\[
\begin{aligned}
\{ & N[u] = \frac{1}{4} \int_\mathbb{R} |u \partial_x u|^2 - \frac{1}{p} \int |u|^p \rightarrow \min \\
& \text{subject to } \int |u|^2 \, dx = \lambda.
\end{aligned}
\]

Note that this constrained variational problem also has unique solution, for each $\lambda > 0, p > 2$. Then, it can be proved that there is a one-to-one correspondence $\omega = \omega(\lambda) : \mathbb{R}_+ \rightarrow \mathbb{R}_+$, which is actually an increasing function.
2. Preliminaries

2.1. Some basics. We use the standard expressions for $\| \cdot \|_{L^p(\mathbb{R})}, 1 \leq p \leq \infty$ as well as the following expression for the Fourier transform and its inverse

$$\hat{f}(\xi) = \int_{\mathbb{R}} f(x) e^{-2\pi i x \xi} \, dx, \quad f(x) = \int_{\mathbb{R}} \hat{f}(\xi) e^{2\pi i x \xi} \, d\xi.$$ 

Naturally, the Laplacian may be defined through its symbol, that is $-\Delta \hat{f}(\xi) = 4\pi^2 |\xi|^2 \hat{f}(\xi)$. Homogeneous and non-homogeneous Sobolev spaces are defined via

$$\| f \|_{W^{s,p}} = \| (-\Delta)^{\frac{s}{2}} f \|_{L^p}, \| f \|_{W^{s,p}} = \| (-\Delta)^{\frac{s}{2}} f \|_{L^p} + \| f \|_{L^p}.$$

The Sobolev embedding will be useful in the sequel, so we state it here - for each $1 < r < q < \infty$,

$$\| f \|_{L^q} \leq C_{r,q} \| f \|_{W^{s,r}}.$$ 

2.2. Rearrangements. In this subsection, we discuss the techniques of rearrangements. For a measurable function $f : \mathbb{R} \to \mathbb{R}$, let

$$d_f(\alpha) := |\{ x \in \mathbb{R} : |f(x)| > \alpha \}|$$

be its distribution function. For every $\varphi \in C^1(\mathbb{R})$ with $\varphi(0) = 0$, one has the layer cake representation formula

$$\int_{\mathbb{R}} \varphi(|f(x)|) \, dx = \int_{0}^{\infty} \varphi'(\alpha) d_f(\alpha) \, d\alpha.$$ 

The non-increasing rearrangement, $f^*$, of the function $f$ is the inverse function of $d_f$, provided that $\alpha \to d_f(\alpha)$ is strictly decreasing. In general, we define $f^* : \mathbb{R}_+ \to \mathbb{R}_+$ by

$$f^*(t) = \inf \{ s > 0 : d_f(s) \leq t \}, \quad t \geq 0.$$ 

Then $f^*$ is a non-increasing function, and one furthermore has that $d_{f^*}(\alpha) = d_f(\alpha)$. Let $f^\#(t) = f^*(2|t|), \, t \in \mathbb{R}$. Then $f^\#$ provides us with a convenient way of characterizing bell-shapedness, namely, we say that $f$ is bell-shaped if and only if $f^\# = f$. Note that in particular, bell-shaped functions are non-negative.

**Lemma 1.** (Polya-Szegö inequality)

For $f \in H^1(\mathbb{R})$, we have that $f^\# \in H^1(\mathbb{R})$ and in fact,

$$(2.2) \quad \| f' \|_{L^2(\mathbb{R})} \geq \| \partial_x f^\# \|_{L^2(\mathbb{R})}.$$ 

The next result is the Hardy’s inequality.

**Lemma 2.** Let $a < b$ and $f \in H^1(\mathbb{R})$, so that $f(a) = 0$. Then,

$$(2.3) \quad \int_{a}^{b} \frac{|f(x)|^2}{|x-a|^2} \, dx \leq \int_{a}^{b} |f'(x)|^2 \, dx.$$ 

**Remark:** This is a slightly more general version of the classical statement

$$\int_{-\infty}^{\infty} \frac{|f(x)|^2}{|x|^2} \, dx \leq \int_{-\infty}^{\infty} |f'(x)|^2 \, dx.$$ 

for function $f : f(0) = 0$. But it is clear that from the classical version, one obtains by an approximation argument that

$$\int_{0}^{b} \frac{|g(x)|^2}{|x|^2} \, dx \leq \int_{0}^{b} |g'(x)|^2 \, dx.$$
for every $g : g(0) = 0$, $b > 0$. It is then clear that the formulation (2.3) reduces to this form, by taking $g : g(x) = f(x + a)$.  

2.3. **The basics of the Hamiltonian index theory.** We follow the setup described in [7], but the earlier versions of these results, [14, 15, 16, 18] provided much impetus in the developments of these methods.

Consider the Hamiltonian eigenvalue problem of the form

\[(2.4) \quad \mathcal{J} \mathcal{H} g = \lambda g, \; u \in H\]

where $H$ is a Hilbert space, $\mathcal{J} : \mathcal{D(\mathcal{J})} \subset H^* \to H$, and

\[\mathcal{H} : H \to H^*\]

We will give a brief introduction of the analysis of the number of unstable eigenvalues of (2.4). Assume that $\langle \mathcal{H} u, v \rangle$ is bounded symmetric bilinear form on $H \times H$, which gives rise to a self-adjoint operator $(\mathcal{H}, D(\mathcal{H}))$. Moreover, there exist a decomposition of $H$ in $\mathcal{H}$ invariant

\[H = H_- \oplus \ker \mathcal{H} \oplus H_+\]

where $H_-, H_+$ are the negative and positive subspaces respectively. More precisely, upon introducing the self-adjoint projections $P_- = \chi_{(-\infty,0)}(\mathcal{H})$, $P_+ = \chi_{(0,\infty)}(\mathcal{H})$, we take $H_- = P_- [H]$, $H_+ = P_+ [H]$. Assume in addition that the Morse index of $\mathcal{H}$, that is $n(\mathcal{H}) = dim(H_-) < \infty$, while there exists $\delta > 0$, so that $\langle \mathcal{H} u, u \rangle \geq \delta \|u\|^2$, for all $u \in D(\mathcal{H}) \cap H_+$. For any $\lambda \in \sigma_p.p.(\mathcal{J} \mathcal{H})$, introduce the generalized eigenspace

\[E_{\text{gen}}^\lambda := \bigcup_{j=1}^{\infty} E_j^\lambda, E_j^\lambda = \{f \in H : (\mathcal{J} \mathcal{H} - \lambda I)^j f = 0\}\]

Assume also that the dual space $H^*$ satisfies

\[\{\langle g \in H^* : \langle g, u \rangle = 0, \forall u \in H_- \oplus H_+\} \subset D(\mathcal{H})\].

Further since, $\text{Ker}(\mathcal{H}) \subset E_0^\text{gen}$, decompose $E_0^\text{gen} = \ker(\mathcal{H}) \oplus E_0$, where $E_0$ is finite dimensional with basis say $\{\psi_i\}_{i=1}^n \subset D(\mathcal{H})$. Let $D$ be the matrix with entries

\[D_{ij} = \langle \mathcal{H} \psi_i, \psi_j \rangle\].

Next, we need to introduce the notion of negative Krein signature of a purely imaginary eigenvalue. More specifically, for $i\mu \in \sigma_p.p.(\mathcal{J} \mathcal{H})$, $\mu > 0$, consider $E_{i\mu} = \ker(\mathcal{J} \mathcal{H} - i\mu)$, $P_{i\mu} : H \to E_{i\mu}$ and $k_i^{i\mu} = n(\mathcal{H}|_{E_{i\mu}}) = n(P_{i\mu} \mathcal{H} P_{i\mu})$. Finally, we define the total Krein signature

\[k_i^{\leq 0} = \sum_{\mu \neq 0; i\mu \in \sigma_p.p.(\mathcal{J} \mathcal{H})} k_i^{i\mu}\]

In the most common case, when $i\mu$ is a simple eigenvalue, with say an eigenvector $\psi_{i\mu}$, $i\mu$ is of negative Krein signature exactly when the real quantity $\langle \mathcal{H} \psi_{i\mu}, \psi_{i\mu} \rangle < 0$. In such a case $k_i^{i\mu} = 1$.

By [7] see also [15, 14] we have the following Hamiltonian-Krein index formula

\[(2.5) \quad k_{\text{Ham}.} := k_r + 2k_c + 2k_i^{\leq 0} = n(\mathcal{H}) - n(D)\]

where $k_r$ is the number of real positive eigenvalues of $\mathcal{J} \mathcal{H}$ (counted with their multiplicities), $k_c$ is the number of eigenvalues of $\mathcal{J} \mathcal{H}$ with positive real and imaginary part, and lastly $k_i^{\leq 0}$ is the total Krein signature introduced above. Note that $k_{\text{Ham}.} = 0$ implies spectral stability for the model (2.3), as $k_{\text{Ham}.}$ counts all the instabilities, since $k_{\text{Ham}.} \geq k_r + k_c$.

In the particular case $n(\mathcal{L}) = 1$, the formula (2.5) reduces the situation to two cases, namely $k_{\text{Ham}.} = 1$, if $n(D) = 0$ and $k_{\text{Ham}.} = 0$, if $n(D) = 1$. We have already discussed that $k_{\text{Ham}.} = 0$ is
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a case of stability. If however \( k_{Ham.;} = 1 \), by parity considerations, it follows that \( k_r = 1 \), while \( k_c = k_i = 0 \). In any event, this implies that the system has a real unstable growing mode. Thus, we have the following useful corollary of (2.5).

**Corollary 1.** If \( n(\mathcal{L}) = 1 \), the eigenvalue problem (2.4) is spectrally stable if \( n(D) = 1 \), and it has exactly one real unstable mode, if \( n(D) = 0 \).

3. **Existence of the compacton waves**

We start with the proof of Proposition 1.

3.1. **Proof of Proposition 1.** We solve the ODE (1.5). As long as \( \phi \neq 0 \), say on an interval \([-L, L]\), we may divide by \( \phi \), which then leads us to the ODE

\[
-\frac{1}{2} \phi''(\phi^2) + \omega - |\phi|^{p-2} = 0.
\]

Denoting \( Q := \phi^2 \geq 0 \), this is equivalent to

\[
-\frac{1}{2} Q'' + \omega - Q^{\frac{p}{2}} = 0.
\]

Multiplying the equation by \( Q' \) and integrating on the interval \([-L, L]\), and imposing that \( Q'(L) = Q'(-L) = 0 \), we reduce the order of the ODE, namely to

\[
(Q')^2 = 4 \omega Q - \frac{8}{p} Q^{\frac{p}{2}}.
\]

If we further require that \( Q \) is decreasing on \((0, L)\), i.e. \( Q'(r) < 0, r > 0 \), we can finally setup the ODE

\[
Q'(r) = -2 \sqrt{\omega Q(r) - \frac{2}{p} Q^{\frac{p}{2}}(r)}, 0 < r < L.
\]

Note that this immediately implies (1.6). Clearly, (3.4) has an unique solution of the required form, namely with \( Q(0) = Q_0 = \left( \frac{p \omega}{2} \right)^{\frac{2}{p-2}} \), \( Q'(0) = 0 \), if we select

\[
L = \int_0^{Q_0} \frac{1}{2 \sqrt{\omega Q - \frac{2}{p} Q^{\frac{p}{2}}}} dQ = \frac{p}{2} \omega^{\frac{2}{p-2}} \int_0^1 \frac{1}{\sqrt{z - \frac{2}{p} z^{\frac{p}{2}}}} dz.
\]

Clearly, such solution is bell-shaped as it satisfies (3.4).

Conversely, assume that \( \phi \) is a bell-shaped solution of (1.5), which vanishes at \( \pm \infty \). Then, \( Q := \phi^2 \) will satisfy (3.2) as argued above, and it will also vanish at \( \pm \infty \). We observe now that the support of \( Q \) may not be infinite, since then, it must be that

\[
+\infty = \int_0^{Q(0)} \frac{dQ}{\sqrt{\omega Q - \frac{2}{p} Q^{\frac{p}{2}}}},
\]

which is clearly false as the integral is convergent, due to the mild singularity at both 0 and \( Q(0) \). Thus, \( Q \) (and subsequently \( \phi \)) is supported on a finite interval \([-L, L]\). Then, it becomes clear that since \( Q'(L) = 0 \), it is the case that \( Q(0) = Q_0 = \left( \frac{p \omega}{2} \right)^{\frac{2}{p-2}} \) and the solution is unique from (3.4). In particular, \( L \) is given by the formula displayed in (3.5).
3.2. **An alternative variational problem.** Looking at the form of the functional $N[u]$, it is pretty standard to replace $u = \sqrt{v}$, especially since we are looking for positive solutions of (1.5). Specifically, we shall consider

$$
N_0[v] = N[\sqrt{v}] = \frac{1}{2} \int_{\mathbb{R}} |v'|^2 + \omega \int |v| \to \min
$$

subject to $\int |v|^{p/2} dx = 1$.

Clearly, $N_0[v] \geq 0$, so we introduce

$$
m(\omega) := \inf_{v \in \mathcal{F}} \int_0^1 N[u] = \inf_{v \in \mathcal{F}} N_0[v].
$$

We now show that (3.6) has a solution.

**Proposition 2.** Let $p > 2, \omega > 0$. Then, the constrained minimization problem (3.6) has a bell-shaped solution $\varphi = \varphi^\#$.

**Proof.** By the Szegő inequality, $\int_{\mathbb{R}} |v'|^2 \geq \int_{\mathbb{R}} |\partial_x v|^{p/2}^2$, while $\int |v| = \int |v|^{p/2} = \int |v|^p = 1$, whence it is clear that it suffices to restrict the problem (3.6) to bell-shaped entries $v$. Take a minimizing sequence, $v_n : \|v_n\|_{L^{p/2}} = 1$, $v_n \in H^1 \cap L^{p}$, $\lim_n \left( \frac{1}{2} \int_{\mathbb{R}} |v_n'|^2 + \omega \int v_n \right) = m(\omega)$. It follows that $\sup_n \|v_n\|_{L^2} < 4m(\omega)$, $\sup_n \int v_n \leq m(\omega)$. By the bell-shapedness, we conclude the point-wise decay $|v_n(x)| \leq C_{1+|x|}$. Thus, by Kolmogorov-Rellich criteria, the set

$$
\{ v_n : \sup_n \|v_n\|_{L^2} < \infty, |v_n(x)| \leq C_{1+|x|} \}
$$

is pre-compact in $L^{p/2}(\mathbb{R})$. Without loss of generality, we can assume that $\lim_n \|v_n - \varphi\|_{L^{p/2}} = 0$ and $v_n' \rightharpoonup \varphi'$ weakly. Similarly, fixing a compact subset $K \subset \mathbb{R}$, the set $\{ v_n : \sup_n \|v_n\|_{L^2} < \infty, \|v_n\|_{L^{p/2}} = 1 \}$ is a pre-compact subset in any $C^\alpha(K), \alpha < \frac{1}{2}$. In particular, we can without loss of generality assume in addition that $v_n$ converges uniformly to $\varphi$ on the compact subsets of $\mathbb{R}$. By Fatou’s lemma, $\liminf_n \int v_n \geq \int \varphi$. Finally, by the lower semi-continuity of the $L^2$ norm, with respect to the weak topology, $\liminf_n \int (\partial_x v_n)^2 \geq \int (\varphi')^2$. Putting it all together, we have that $\int \varphi^{p/2} = 1$, while

$$
N_0[\varphi] \leq \liminf_n N_0[v_n] = m(\omega).
$$

It follows that $N_0[\varphi] = m(\omega)$, whence $\varphi$ is indeed a constrained minimizer of (3.6). In addition, $\varphi$ is clearly bell-shaped (as limit of bell-shaped functions).

We will eventually establish that the minimizers $\varphi$ of (3.6) are unique (up to translations) and they also have compact support, whence the reference to “compactons”. We would like the reader to keep this in mind, as this is somewhat non-standard situation, which develops herein. For this, we need to derive the Euler-Lagrange relation for (3.6).

**Proposition 3.** The solution $\varphi$ of (3.6) is compactly supported function, which satisfies the Euler-Lagrange equation

$$
\frac{1}{2} \varphi'' + \omega - c(\omega, p) \varphi^{p-1} = 0, -L < x < L
$$

where $c = c(\omega, p)$ are explicit. In fact, there is the formula

$$
c(\omega, p) = p^{\frac{2}{p+1}} \omega^{\frac{p+4}{p+1}} \left( 2 \int_0^1 \sqrt{z - z^p} dz + \int_0^1 \frac{z}{\sqrt{z - z^p}} dz \right)^{\frac{p-2}{p+1}}.
$$

Finally, there are the following formulas for the behavior of $\varphi$ at $\pm L$

$$
\varphi(x) = \omega(L - x)^2 + O((L - x)^3), \quad \varphi(x) = \omega(x + L)^2 + O((x + L)^3).
$$
Before we proceed with the proof of Proposition 3, we would like to make some important remarks.

1. Similar to (3.8), one may compute various quantities involving norms of \( \varphi \), as well as the half-period \( L \) etc. This is despite the lack of explicit formulas for the function \( \varphi \).

2. It is pretty clear that once \( c \) is given by a formula like (3.8), the uniqueness results from Proposition 1 apply here as well. In particular, the variational problem (3.6) has an unique bell-shaped solution \( \varphi \).

**Proof.** (Proposition 3)

Let \( \epsilon : |\epsilon| \ll 1 \) and consider a test function \( h \), so that it vanishes outside the support of \( \varphi \). Let us look at a perturbation \( \varphi + \epsilon h \). Note that due to the constraint in (3.6) and the support property of \( h \), namely \( \text{supp} \ h \subset \text{supp} \ \varphi \), we have the formula

\[
\left\| \varphi + \epsilon h \right\|_{L^\infty} = 1 + \epsilon \langle \varphi - 1, h \rangle + O(\epsilon^2).
\]

From the minimization property of \( \varphi > 0 \), we must have that the scalar function

\[
g(\epsilon) = N_0 \left( \frac{\varphi + \epsilon h}{\| \varphi + \epsilon h \|_{L^\infty}} \right) = \frac{1}{4} \int_\mathbb{R} \left( \frac{\varphi' + \epsilon h'}{\| \varphi + \epsilon h \|_{L^\infty}} \right)^2 dx + \omega \int_\mathbb{R} \frac{\varphi + \epsilon h}{\| \varphi + \epsilon h \|_{L^\infty}} dx = \\
= \frac{1}{4} \int_\mathbb{R} (\varphi' + \epsilon h')^2 dx (1 - 2\epsilon \langle \varphi - 1, h \rangle) + \omega \int_\mathbb{R} (\varphi + \epsilon h) dx (1 - \epsilon \langle \varphi - 1, h \rangle) + O(\epsilon^2)
\]

\[
= g(0) + \epsilon \left( \frac{1}{2} (-\varphi'' + \omega - c\varphi - 1, h) \right) + O(\epsilon^2).
\]

achieves its minimum at zero. It follows that \( g'(0) = 0 \), whence for all test functions \( h \)

\[
\langle -\frac{1}{2} \varphi'' + \omega - c\varphi - 1, h \rangle = 0,
\]

where we have denoted \( c = c(\omega, p) := \frac{1}{2} \int \varphi' \right)^2 + \omega \int \varphi \). It follows that on the support of \( \varphi \), the Euler-Lagrange equation (3.7) holds true. As \( \varphi \) is bell-shaped, this must be an interval of the form \([-L, L]\) for some \( L > 0 \) or \( \mathbb{R} \).

We show now that such minimizer \( \varphi \) must be compactly supported. Indeed, suppose that \( \text{supp} \ \varphi \) is \( \mathbb{R} \). Multiplying (3.7) by \( \varphi' \) and integrating once (and taking into account that \( \varphi, \varphi' \) vanish at \( \pm \infty \) and \( \varphi'(x) < 0, x > 0 \), due to bell-shapedness), we obtain the relation

\[
\varphi'(x) = -2\sqrt{\omega \varphi(x) - \frac{2c}{p} \varphi(x)}, x > 0.
\]

Now, clearly as the function \( \varphi \) achieves its maximum at zero, we have that \( \varphi_0 \) is a zero of the function \( z \rightarrow \omega - \frac{2c}{p} \varphi^{-1} \), so \( \varphi_0 = \varphi(0) \) satisfies

\[
\varphi_0^{-1} = \frac{p\omega}{2c(\omega, p)}.
\]

If the relation (3.10) holds for a function \( \varphi \) supported on \( \mathbb{R} \), it must be that

\[
\infty = \int_0^{\varphi_0} \frac{d\varphi}{2\sqrt{\omega \varphi - \frac{2c}{p} \varphi}}.
\]
This is however clearly false, as the integral in question is convergent, due to the mild singularities at 0, \( \varphi_0 \). So, \( \text{supp} \varphi = [-L, L] \), and in fact, using the relation (3.11) yields
\[
L = \int_{0}^{\varphi_0} \frac{d\varphi}{2\sqrt{\varphi - \frac{2c(\varphi)}{p}\varphi^\frac{p}{2}}} = \frac{\sqrt[4]{\varphi_0}}{2\sqrt{\omega}} \int_{0}^{1} \frac{dz}{\sqrt{z - z^{p/2}}}. 
\]
We now compute explicitly \( c(\omega, p) \). We have
\[
c(\omega, p) = \frac{1}{2} \int (\varphi')^2 + \omega \varphi = \int_{0}^{\varphi_0} (\varphi')^2 + 2\omega \int_{0}^{\varphi_0} \varphi = 2 \int_{0}^{\varphi_0} \sqrt{\omega - \frac{2c}{p}\varphi^\frac{p}{2}} d\varphi = \varphi_0^2 \sqrt{\omega} \left( \int_{0}^{1} \sqrt{z - z^{p/2}} dz + \int_{0}^{1} \frac{z}{\sqrt{z - z^{p/2}}} dz \right).
\]
Together with (3.11), this yields a system of two relations for the unknowns \( \varphi_0(\omega, p), c(\omega, p) \), which results in the formula (3.8).

Finally, we discuss the behavior of \( \varphi \) in a proximity of the endpoints \( \pm L \). From bell-shapedness and (3.7), we obtain that \( \varphi(\pm L) = \varphi'(\pm L) = 0 \), whereas \( \varphi''(\pm L) = 2\omega > 0 \). Thus, (3.9) holds true.

3.3. Spectral theory for the linearized operator \( \mathcal{L}_+ \). Clearly, by the equivalence between the constrained minimization problems (1.13) and (3.6), we have that (1.13) has a solution \( \Phi := \sqrt{\varphi} \), which is also bell-shaped. We establish further properties of \( \Phi \).

**Proposition 4.** The solution \( \Phi \) of (1.13), satisfies the Euler-Lagrange equation
\[
-\Phi \partial_x(\Phi \Phi') + \omega \Phi - c(\omega)\Phi^{p-1} = 0, \quad -L < x < L.
\]
In addition, consider the symmetric operator
\[
\mathcal{L}_+ f = -\Phi \partial_x^2(\Phi f) + \omega f - (\Phi f)' f - (p-1)c(\omega)\Phi^{p-2} f,
\]
with a base Hilbert space \( L^2(\mathbb{R}) \). Any self-adjoint extension of \( \mathcal{L}_+ \) (also denoted by \( \mathcal{L}_+ \)), has the property \( \mathcal{L}_+ |_{\Phi^{p-1} L^2} \geq 0 \). In particular, (any self-adjoint extension of) \( \mathcal{L}_+ \) has at most one negative eigenvalue.

**Remark:** The operator \( \mathcal{L}_+ \) is associated with the quadratic form
\[
q(u, v) = \langle \partial_x(\Phi u), \partial_x(\Phi v) \rangle + \omega \int_{\mathbb{R}} u(x) \partial_x(v(x)) dx - (p-1)c(\omega, p)\langle \Phi^{p-2} u, v \rangle,
\]
acting on functions \( u, v \in H^1(\mathbb{R}) \).

By the relation (3.12), we have that \( -\Phi \partial_x f + \omega = c(\omega)\Phi^{p-2} \), and so we can rewrite the linearized operator and the corresponding quadratic form, on functions \( f : \text{supp} f \subset (-L, L) \), as follows
\[
\mathcal{L}_+ f = -\Phi \partial_x^2(\Phi f) + (p-2)c(\omega)\Phi^{p-2} f
\]
(3.15) \[
q(u, v) = \langle \partial_x(\Phi u), \partial_x(\Phi v) \rangle - (p-2)c(\omega, p)\langle \Phi^{p-2} u, v \rangle.
\]

**Proof.** For \( \varepsilon : |\varepsilon| < \frac{1}{2} \) and a test function \( h : \text{supp} h \subset (-L, L) \), consider a perturbation \( \Phi + \varepsilon h \). According to the minimization property of \( \Phi \), we must have that the scalar function
\[
f(\varepsilon) := \frac{\Phi + \varepsilon h}{\| \Phi + \varepsilon h \|_{L^p}^p} = \frac{1}{4\| \Phi + \varepsilon h \|_{L^p}^4} \int (2\Phi' + 2\varepsilon(\Phi h)' + \varepsilon^2 \partial_x(h^2)^2) + \frac{\omega}{\| \Phi + \varepsilon h \|_{L^p}^2} \int (\Phi + \varepsilon h)^2.
\]
has a minimum at \( \epsilon = 0 \). As a consequence of the minimization property, \( f'(0) = 0 \), while \( f''(0) \geq 0 \). It is however easier to work with expansions in powers of \( \epsilon \), instead of differentiating directly in \( \epsilon \). We have

\[
\| \Phi + \epsilon h \|_{L^p}^p = 1 + p\epsilon \langle \Phi^{p-1}, h \rangle + \frac{p(p-1)}{2} \epsilon^2 \langle \Phi^{p-2}, h^2 \rangle + O(\epsilon^3).
\]

To this end, let us do the first order expansion.

\[
f(\epsilon) = \int (\Phi' + \epsilon (\Phi h)) \frac{(1 - 4\epsilon \langle \Phi^{p-1}, h \rangle) + \omega \int (\Phi^2 + 2\epsilon \Phi h)(1 - 2\epsilon \langle \Phi^{p-1}, h \rangle) + O(\epsilon^2) = f(0) + 2\epsilon \left( -\int \Phi (\Phi') h + \omega \langle \Phi, h \rangle - \langle \Phi^{p-1}, h \rangle \left( 2 \int (\Phi')^2 + \omega \int \Phi^2 \right) \right) + O(\epsilon^2).
\]

Hence we have the Euler-Lagrange equation (3.12) in weak sense, with \( c(\omega) = 2 \int (\Phi')^2 + \omega \int \Phi^2 \), which is the same coefficient that we have encountered in Proposition 3.

Next, we deal with the second order condition, namely \( f''(0) \geq 0 \). To simplify matters, take \( h \perp \Phi^{p-1} \), that is \( \langle \Phi^{p-1}, h \rangle = 0 \). Looking at the next order, that is the terms containing \( \epsilon^2 \). We obtain

\[
\frac{f''(0)}{2} = -(p-1) \langle \Phi^{p-2}, h^2 \rangle \left( 2 \int (\Phi')^2 + \omega \int \Phi^2 \right) + \langle \Phi h', (\Phi h)' \rangle + \int \Phi' \Phi'' \partial_x (h^2) + \omega \int h^2.
\]

It is now clear, after integration by parts, that one can write the previous identity in the form

\[
\frac{f''(0)}{2} = \langle \mathcal{L}_+ h, h \rangle.
\]

As this is valid for all \( h : \langle \Phi^{p-1}, h \rangle = 0 \) and \( f''(0) \geq 0 \), we conclude that \( \mathcal{L}_+ |_{\langle \Phi^{p-1}, \cdot \rangle} \geq 0 \).

From Proposition 4 and the minimax formula for the eigenvalues of a self-adjoint operator, we conclude that \( n(\mathcal{L}_+) \leq 1 \). Our next task is to characterize the rest of the spectrum of \( \mathcal{L}_+ \). We will need the relation between \( \Phi_x^2 \) and \( \Phi \Phi_{xx} \) with \( \Phi^{p-2} \). Multiplying (3.12) by \( \Phi' \) and integrating, taking into account that \( \Phi(\pm L) = 0 \), we obtain

\[
(\Phi')^2 = \omega - \frac{2c(\omega)}{p} \Phi^{p-2}.
\]

Another very important relation, which is obtained from (3.12) and (3.16) is

\[
\Phi \Phi'' = \frac{2p - p}{p} c(\omega) \Phi^{p-2}.
\]

We now state a technical result, which connects the degenerate operator \( \mathcal{L}_+ \), posed on domain contained in \( L^2[-L, L] \) to a standard Schrödinger operator, defined herein

\[
L_+ := -\partial_x^2 + \frac{\omega}{4} - c(\omega) \frac{2p^2 - 5p + 3}{2p} \Phi^{p-2}(x(t)).
\]

To this end, we borrow an important idea from [3]. Namely, a change of variables is introduced, which transform the degenerate operator \( \mathcal{L}_+ \), acting on \( D(\mathcal{L}_+) \subset L^2[-L, L] \) into a standard Schrödinger operator \( L_+ \), with exponentially decaying potential, acting on a subspace of \( L^2(\mathbb{R}) \).

**Lemma 3.** The transformation

\[
t(x) = \int_0^x \frac{dy}{\Phi(y)} : (-L, L) \rightarrow \mathbb{R}
\]
is a one-to-one mapping from \((-L,L)\) to \(\mathbb{R}\). The inverse function \(x : \mathbb{R} \to (-L,L)\) satisfies
\[
\lim_{t \to \pm \infty} x(t) = \pm L
\]
and moreover, it approaches the limits with exponential rates. More specifically, for every \(\epsilon > 0\), there exists \(C_\epsilon\), so that
\[
\begin{align*}
L - C_\epsilon e^{-(\sqrt{\omega})t} &< x(t) < L, \quad t > 0 \\
-L - C_\epsilon e^{(\sqrt{\omega})t} &< x(t) < -L, \quad t < 0.
\end{align*}
\]
(3.20)

(3.21)

For the Schrödinger operator \(L_+\), defined in (3.18), there is the relation
\[
L_+ f = \frac{L_+(\sqrt{\Phi} f)}{\sqrt{\Phi}}.
\]
(3.22)

**Remark:** Note that due to the asymptotics (3.20) and (3.21), and (3.9), the potential \(W(t) = c(\omega) 2p^2 - 5p + 3 \Phi^{p-2} (x(t))\) obeys the exponential decay estimate
\[
0 < W(t) \leq C_\epsilon e^{-(p-2)(\sqrt{\omega})|x(t)|}, \quad t \in \mathbb{R}
\]
for every \(\epsilon > 0\) and some \(C_\epsilon\).

**Proof.** By (3.9), we have that \(|\Phi(y)| \sim |L - y|, y \sim L\) and \(|\Phi(y)| \sim |L + y|, y \sim -L\), we have that the integral in (3.19) converges to \(-\infty\) as \(x \to -L\), while it approaches \(+\infty\), as \(x \to L\). That is, the transformation (3.19) provides a one-to-one homeomorphhic map \(t : (-L,L) \to (-\infty,\infty)\). Its inverse, which will be frequently used, is denoted \(x(t)\). We need the asymptotic behavior of \(x(t)\), which we analyze next. A simple L’Hospital calculation shows that
\[
\lim_{x \to -L} \frac{\ln(L - x)}{t(x)} = - \lim_{x \to -L} \frac{\Phi(x)}{L - x} = -\sqrt{\omega},
\]
where we have used the asymptotic (3.9) and similar at \(x = -L\). In short, we obtain that for every \(\epsilon > 0\), we have for every \(\epsilon > 0\), (3.20) and (3.21) hold true.

For the formula (3.22), note first that have the relation \(\partial_t = \Phi \partial_x\). We compute \(\Phi^{\frac{1}{2}} L_+[f\Phi^{-\frac{1}{2}}]\).

By direct calculations,
\[
-\Phi^{\frac{3}{2}} \partial_x^2 [\sqrt{\Phi} f] = -\Phi^2 \partial_x^2 f - \Phi \Phi_x \partial_x f \frac{2\Phi''\Phi - (\Phi')^2}{4} f =
\]
\[
= -\Phi^2 \partial_x^2 f - \Phi \Phi_x \partial_x f + \frac{\omega}{4} f - \frac{c(\omega)(3-p)}{2p} \Phi^{p-2} f,
\]
where we have used the relations (3.16) and (3.17). It follows that
\[
\Phi^{\frac{1}{2}} L_+[f\Phi^{-\frac{1}{2}}] = -\Phi^2 \partial_x^2 f - \Phi \Phi_x \partial_x f + \frac{\omega}{4} f - c(\omega) \Phi^{p-2} 2p^2 - 5p + 3\frac{2}{2p}.
\]

On the other hand, note that
\[
-\partial_t^2 f = -\partial_t (\Phi \Phi_x f) = -\Phi (\partial_x (\Phi \partial_x f)) = -\Phi^2 \partial_x^2 f - \Phi \Phi_x \partial_x f.
\]
It follows that \(L_+ f = \Phi^{\frac{1}{2}} L_+[f\Phi^{-\frac{1}{2}}]\), or alternatively, (3.22).

**Proposition 5.** Let \(L_+\) be any self-adjoint extension of the symmetric operator introduced in (3.13). Then, \(L_+\) has exactly one negative eigenvalue, say \(-\zeta^2\), a simple eigenvalue at zero, with
Ker(\mathcal{L}_+) = \text{span}[\Phi'], \text{ while the rest of the spectrum is away from zero. That is, there exists } \delta > 0, \text{ so that }

(3.23) \quad \text{spec}(\mathcal{L}_+ \setminus [-\zeta^2, 0] \subset [\delta, +\infty).}

Proof. Direct inspection shows that

\begin{align*}
\mathcal{L}_+ \Phi' &= -\Phi \partial_x^2 (\Phi \Phi') + \omega \Phi' - (\Phi \Phi')' \Phi' - (p-1) c(\omega) \Phi^{p-2} \Phi' = \\
&= -\Phi \partial_x^2 (\Phi \Phi') - (\Phi \Phi')' \Phi' + (\omega \Phi - c(\omega) \Phi^{p-1})' = \\
&= -\Phi \partial_x^2 (\Phi \Phi') - (\Phi \Phi')' \Phi' + (\Phi \partial_x (\Phi \Phi'))' = 0,
\end{align*}

whence \( \Phi' \in \text{Ker}(\mathcal{L}_+) \). This is of course a consequence of the translational invariance of the profile equation (3.12). Also by a direct inspection, and using the equation (3.12), we conclude

\begin{align*}
\mathcal{L}_+ \Phi &= -2 \omega \Phi - (p-4) c(\omega) \Phi^{p-1}.
\end{align*}

Taking dot product with \( \Phi \), we obtain

(3.24) \quad \langle \mathcal{L}_+ \Phi, \Phi \rangle = -2 \omega \int \Phi^2 - (p-4) c(\omega).

We will now show that such quantity is negative, for all \( p > 2 \), which would establish that \( \mathcal{L}_+ \) has exactly one negative eigenvalue. One could use the arguments of Proposition 3 to evaluate the quantity \( \langle \mathcal{L}_+ \Phi, \Phi \rangle \) explicitly in terms of \( p, \omega \). Instead, we provide an easier roundabout argument, which shows \( \langle \mathcal{L}_+ \Phi, \Phi \rangle < 0 \). To this end, recall that we have already established the relation

\begin{align*}
c(\omega) &= \frac{1}{2} \int (\varphi')^2 + \omega \int \varphi = 2 \int (\Phi')^2 + \omega \int \Phi^2.
\end{align*}

We now obtain another identity based on taking dot product of (3.12) with \( x \Phi' \). Due to \( \int \Phi^p dx = 1 \), we have

\begin{align*}
c(\omega) &= \frac{p \omega}{2} \int \Phi^2 - \frac{p}{2} \int (\Phi')^2.
\end{align*}

Combining this with (3.12), we establish the relationship

\begin{align*}
\int (\Phi')^2 = \frac{p-2}{p+4} \omega \int \Phi^2 dx,
\end{align*}

which in turn implies

\begin{align*}
c(\omega) &= \frac{3 p \omega}{p+4} \int \Phi^2.
\end{align*}

Substituting this in (3.24) results in the formula

\begin{align*}
\langle \mathcal{L}_+ \Phi, \Phi \rangle &= -\omega \left( \frac{3 p^2 - 10 p + 8}{p+4} \right) \int \Phi^2 dx < 0,
\end{align*}

for \( p > 2, \omega > 0 \). Thus, \( n(\mathcal{L}_+) = 1 \).

Next, we establish that the eigenvalue at zero is simple and there is a gap between the zero and the non-negative portion of the spectrum. Recall that we work with arbitrary self-adjoint extension of \( \mathcal{L}_+ : D(\mathcal{L}_+) \subset L^2[-L, L] \), given by the quadratic form \( q \). Since \( q(u, u) \geq 0 \) for all \( u \perp \Phi^{p-1} \), it follows that \( \mathcal{L}_+ \) has only one simple negative eigenvalue, say \(-\zeta^2\), and \( \sigma(\mathcal{L}_+) \setminus \{ -\zeta^2 \} \subset [0, \infty) \). For any \( \Omega \), a relatively open subset in \( [0, \infty) \), denote the spectral projection \( P_\Omega := \)
\( \chi_{\Omega}(\mathcal{L}_+) \). Supposing for a contradiction that (3.23) fails, we select a sequence \( f_n \), with \( P_{[0, L]} f_n = f_n, \) \( \| f_n \|_{L^2} = 1, f_n \perp \Phi' \). It follows that

(3.25) \( \langle \mathcal{L}_+ f_n, f_n \rangle = q(f_n, f_n) = \| \Phi f_n \|^2_{L^2([-L, L])} = (p - 2) c(\omega) \int_{-L}^{L} \Phi^{p-2} f_n^2 \, dx \to 0. \)

Denote \( g_n := \Phi f_n. \) Clearly, \( \| g_n \|_{L^2} \leq \| \Phi \|_{L^\infty} \), while

\[
\limsup_n \| g_n \|_{L^2} = \limsup_n [q(f_n, f_n) + (p - 2) c(\omega) \int_{-L}^{L} \Phi^{p-2} f_n^2] \leq C_p \| \Phi \|_{L^\infty}^{p-2},
\]

whence \( \limsup_n \| g_n \|_{H^1} < \infty. \)

From the various convergences and the weak compactness of bounded sets in \( L^2[-L, L] \), and the compactness of the embedding \( H^1[-L, L] \) into \( L^2[-L, L] \), it follows that there exist a subsequence (denoted the same), so that the weak convergences \( f_n \rightharpoonup U, g_n \rightharpoonup g \) hold, as well as the strong convergence \( \lim_n \| g_n - g \|_{L^2[-L, L]} = 0 \). In particular, one can see that for every \( \delta > 0 \), \( \lim_n \| g_n - g \|_{L^2[-L+\delta, L-\delta]} = 0 \). Moreover, since \( \Phi \) does not vanish on \( [-L+\delta, L-\delta] \), we have that \( g = \Phi U \) and \( \lim_n \| f_n - U \|_{L^2[-L+\delta, L-\delta]} = 0 \), for every \( \delta > 0 \). This is now enough to conclude that

(3.26) \[
\lim_n \int_{-L}^{L} \Phi^{p-2} f_n^2 \, dx = \int_{-L}^{L} \Phi^{p-2} U^2 \, dx
\]

Indeed, since \( \Phi(x) \leq C(L+x), -L < x \) and \( \Phi(x) \leq C(L-x), x < \), we obtain

\[
\int_{[-L-L+\delta, L-L-\delta]} \Phi^{p-2} f_n^2 \, dx \leq C \delta^{p-2} \| f_n \|_{L^2}^2 = C \delta^{p-2},
\]

and similarly for the integrals \( \int_{[-L-L+\delta, L-L-\delta]} \Phi^{p-2} U^2 \, dx \). On the other hand, on the interval \( [-L+\delta, L-L-\delta] \), we use the convergence \( \lim_n \| f_n - U \|_{L^2[-L+\delta, L-\delta]} = 0 \), to estimate

\[
\int_{[-L+\delta]}^{L-\delta} \Phi^{p-2} f_n^2 \, dx - \int_{[-L+\delta]}^{L-\delta} \Phi^{p-2} U^2 \, dx \leq \| \Phi \|_{L^\infty}^{p-2} \| f_n - U \|_{L^2[-L+\delta, L-\delta]} (\| f_n \|_{L^2} + \| U \|_{L^2}).
\]

Putting all this together ensures (3.26).

We now claim that \( U \) is not identically zero. Assume for a contradiction that \( U = 0 \). In view of (3.25) and (3.26), this implies that \( \lim_n \| g_n' \|_{L^2} = 0 \). Since \( g_n \in H^1[-L, L] \), it follows that it is uniformly continuous function, whence the limit \( \lim_{x \to L^-} g_n(x) = \lim_{x \to L^-} \Phi(x) f_n(x) =: c_n \) exists. Then, \( c_n = 0 \), since otherwise \( |f_n(x)| \geq \frac{|c_n|}{2 \Phi(x)} \geq \frac{C_n}{(L-x)} \) for all \( x \in (L-\delta, L) \) and some \( C_n > 0 \). But then,

\[
1 = \int_{-L}^{L} f_n^2(x) \, dx \geq \int_{L-\delta}^{L} f_n^2(x) \, dx \geq C_n^2 \int_{L-\delta}^{L} \frac{1}{(L-x)^2} \, dx = \infty,
\]

a contradiction. It follows that \( g_n(L) = 0 \). Similarly, \( g_n(-L) = 0 \). Now, we can estimate

\[
\int_{-L}^{0} |f_n(x)|^2 \, dx = \int_{-L}^{0} \frac{|g_n(x)|^2}{\Phi^2(x)} \, dx \leq C \int_{-L}^{0} \frac{|g_n(x)|^2}{(L+x)^2} \, dx \leq C \int_{-L}^{0} |g_n'(x)|^2 \, dx,
\]

where we have first observed that \( \Phi(x) > C(L+x) \) on \( x \in (-L, 0) \), and in the last step, we have applied the Hardy’s inequality (see (2.3)), as \( g_n(-L) = 0 \). Similarly,

\[
\int_{0}^{L} |f_n(x)|^2 \, dx \leq C \int_{0}^{L} |g_n'(x)|^2 \, dx.
\]

Combining the last two inequalities, we obtain

\[
1 = \int_{-L}^{0} |f_n(x)|^2 \, dx + \int_{0}^{L} |f_n(x)|^2 \, dx \leq C \int_{-L}^{L} |g_n'(x)|^2 \, dx,
\]
which is contradictory as \( \lim_n \|g_n'\|_{L^2} = 0 \). This proves that \( U \) is not identically zero.

As \( f_n = P_{[0,1/n)} f_n \) and \( f_n \to U \), it is clear that \( U \) is an eigenfunction for \( L_+ \). This can also be seen as a consequence of (3.26), the inequality \( \liminf_n \|g_n'\|_{L^2} \geq \|g\|_{L^2} \) (which is the lower semi-continuity of \( L^2 \) norm, with respect to weak convergence) and (3.25).

In any case, we conclude that \( L_+ U = 0 \). Recall that \( f_n \perp \Phi' \), whence their weak limit \( f_n \to U \) also satisfies \( U \perp \Phi' \). According to (3.22) however, this implies that

\[
L_+(\sqrt{\Phi} U) = 0,
\]

at least in a distributional sense, against the compactly supported test functions. Standard elliptic theory, together with the decay properties of \( \sqrt{\Phi} U \) proves that \( \sqrt{\Phi} U \) is indeed an \( L^2 \) eigenfunction for \( L_+ \). In addition, due to \( L_+ (\Phi') = 0 \) and again (3.22), we also have \( L_+(\sqrt{\Phi} \Phi') = 0 \) as well. According to the standard Sturm-Liouville theory for Schrödinger operators acting on \( \mathbb{R} \), with exponentially decaying potentials, each eigenvalue of \( L_+ \) is simple. In our case however, we have two candidates for eigenfunctions corresponding to the zero eigenvalue, namely \( \sqrt{\Phi} U, \sqrt{\Phi} \Phi' \). So, it must be that \( \sqrt{\Phi} U = \text{const.} \sqrt{\Phi} \Phi' \), or \( U = \text{const.} \Phi' \). This is in turn contradictory as \( U \perp \Phi' \) and \( U \) is not identically zero. This concludes the proof of Proposition 5. \( \Box \)

3.4. Spectral theory for the operator \( L_- \). In order to analyze the Schrödinger eigenvalue problem (1.10), we shall need also basic properties of the spectrum of \( L_- \). In the classical theory, such operator is non-negative, with a simple eigenvalue at zero. The same results holds here as well.

We start however with a formula for \( L_- \) in the spirit of (3.22). Namely, for the Schrödinger operator

\[
L_- = -\partial_t^2 + \frac{9\omega}{4} - \frac{3(p+1)}{2p} c(\omega)\Phi^{p-2}
\]

defined on \( L^2(\mathbb{R}) \), there is the relation

\[
(3.27) \quad \sqrt{\Phi} L_- f = L_-(\sqrt{\Phi} f).
\]

**Proposition 6.** Let \( L_- \) be any self-adjoint extension of the symmetric operator

\[
L_- f = -\Phi \partial_x^2 [\Phi f] + 2(\omega - c(\omega)\Phi^{p-2}) f,
\]

defined through the quadratic form \( q(u, v) = \langle \Phi u, \Phi v \rangle + 2((\omega - c(\omega)\Phi^{p-2}) u, v) \) for \( u, v \in C_0^\infty(-L, L) \).

Then, \( L_- \geq 0 \), where zero is a simple eigenvalue, with \( \text{Ker}[L_-] = \text{span}[\Phi] \).

**Proof.** A direct inspection shows that

\[
L_- [\Phi] = -\Phi \partial_x^2 [\Phi^2] + 2(\omega - c(\omega)\Phi^{p-2}) \Phi = 0,
\]

due to the profile equation (3.12).

Next, we show that there is the point-wise domination \( L_- \geq L_+ \), as in the classical case. Indeed, we have

\[
L_- - L_+ = \frac{9\omega}{4} - \frac{3(p+1)}{2p} c(\omega)\Phi^{p-2} - \left( \frac{\omega}{4} - \frac{2p^2 - 5p + 3}{2p} c(\omega)\Phi^{p-2} \right) = 2\omega - (4 - p)c(\omega)\Phi^{p-2}
\]

\[\text{This is due to the presence of the exponentially growing in the spatial variable factor } \Phi^{-1/2} \text{ in the formula (3.22).}\]
If \( p \geq 4 \), this is clearly a positive quantity. In the case \( 2 < p < 4 \), taking into account that \( \Phi \leq \Phi(0) = \left(\frac{p\omega}{2c(\omega)}\right)^\frac{p}{p-1} \), we conclude again
\[
\mathcal{L} - \mathcal{L}_+ \geq 2\omega - \frac{(4 - p)p\omega}{2} = \frac{\omega}{2}(p - 2)^2 > 0
\]
As it was already shown in Proposition \([4]\) that \( \mathcal{L}_+|_{\phi\in H^1} \geq 0 \), it follows that \( \mathcal{L}_-|_{\phi\in H^1} \geq 0 \). In addition, such an inequality guarantees that \( \mathcal{L}_- \) may have at most a single negative eigenvalue at the bottom of its spectrum. We proceed to rule this out. Recalling the relationship (3.27), it follows that if \( \mathcal{L}_- \) has a negative eigenvalue, then the operator \( L_- \) has negative eigenvalue as well. Thus, it remains to rule out negative eigenvalues for \( L_- \).

Recall that since \( \mathcal{L}_-[\Phi] = 0 \), by (3.27), it follows that \( L_-[\Phi^\frac{1}{2}] = 0 \). Thus, the Schrödinger operator \( L_- \) has an eigenvalue at zero, with corresponding positive eigenfunction \( \Phi^\frac{1}{2} \). By Sturm-Liouville's theorem, this means that zero is at the bottom of the spectrum for \( L_- \). We have thus ruled out negative eigenvalues for \( L_- \), whence \( \mathcal{L}_- \geq 0 \).

Finally, suppose that \( \Psi \) is an eigenfunction for \( \mathcal{L}_- \), corresponding to the zero eigenvalue. That is, \( \mathcal{L}_-[\Psi] = 0 \). By (3.27), \( L_-[\Psi\sqrt{\Phi}] = 0 \). As we have just seen, zero is at the bottom of the spectrum for \( L_- \) and it is hence a simple eigenvalue, with corresponding eigenfunction \( \Phi^\frac{1}{2} \). It follows that \( \Psi\sqrt{\Phi} = \text{const.}\sqrt{\Phi} \) or \( \Psi = \text{const.}\Phi \). Thus \( \text{Ker}[\mathcal{L}_-] = \text{span}[\Phi] \) and the proof of Proposition \([6]\) is complete.

\[\Box\]

### 4. Spectral stability of the compacton waves

Our next task is to study the stability of the waves \( \phi \), which satisfy (1.5). Before we address these issues, for both the degenerate NLS and KdV cases, we would like to comment on the precise relation between the solutions \( \varphi \) to the variational problem (3.6) and the waves \( \phi \).

**Proposition 7.** The profile equation (1.5) has unique bell-shaped solution \( \phi : [-L,L] \rightarrow \mathbb{R} \). Moreover, this solution is related to the unique solution \( \Phi \) of the variational problem (1.13) via a formula
\[
\Phi_\omega(x) = c_{\rho,\omega} \omega^{-\alpha} \varphi(\omega^\alpha x), \quad \alpha = \frac{p + 4}{2(p + 1)(p - 2)}.
\]
Finally,
\[
\Phi_\omega(x) = \omega^{\frac{1}{p+1}} \Phi_1(\omega^{\frac{p}{2p+2}} x),
\]
where \( \Phi_1 \) is the unique minimizer of (1.13) with \( \omega = 1 \).

**Proof.** We have already discussed the uniqueness of \( \varphi \), and consequently of \( \Phi = \sqrt{\varphi} \), see the remarks after Proposition [3]. It remains to note that due to the relation (3.3), we have that \( c(\omega, p) = \text{const}(p)\omega^\frac{p+4}{2p+2} \), and so plugging in the relation (4.1) in the Euler-Lagrange equation (1.13) yields (1.5), for appropriately chosen constant \( c_{\omega, p} \). Note that this constant \( c_{\omega, p} \) can be derived explicitly based on (3.8), but we will not do so herein.

The formula for \( \Phi_\omega \) in terms of \( \Phi_1 \) is due to an elementary scaling transformation, which transforms the variational problem (1.13) for general \( \omega > 0 \), into the one for \( \omega = 1 \). \[\Box\]

Based on the results of Proposition [7] we can claim the following properties of the operators \( \mathcal{H}_\pm \), based on the corresponding \( \mathcal{L}_\pm \).
Proposition 8. Any self-adjoint extensions of the symmetric operators $\mathcal{H}_\pm$ satisfy the following properties

- $\mathcal{H}_- \geq 0$, with a simple eigenvalue at zero, given by $\Phi$, i.e.
  \[ \text{Ker}(\mathcal{H}_-) = \text{span}[\Phi], \mathcal{H}_-|_{\{\Phi\}^\perp} > 0. \]

- The operator $\mathcal{H}_+$ has exactly one negative eigenvalue, the second smallest eigenvalue is zero, which is also simple. In fact, $n(\mathcal{H}_+) = 1$, while $\text{Ker}(\mathcal{H}_+) = \text{span}[\phi']$.

We are now ready to proceed with the analysis of the spectral stability of the compacton waves $\phi$. We start with the degenerate NLS case.

4.1. Spectral stability of the degenerate NLS compactons. According to the instability index theory developed in Section 2.3, we start with $\text{Ker}(\mathcal{H})$. Clearly,

\[ \text{Ker}(\mathcal{JH}) = \text{Ker}(\mathcal{H}) = \text{span}\left[ \begin{pmatrix} \text{Ker}(\mathcal{H}_+) \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \text{Ker}(\mathcal{H}_-) \end{pmatrix} \right] = \text{span}\left[ \begin{pmatrix} \phi' \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \phi \end{pmatrix} \right]. \]

Looking for adjoints, we solve $\mathcal{JH}\vec{f} = \begin{pmatrix} \phi' \\ 0 \end{pmatrix}$, which yields

\[ \vec{f} = -\begin{pmatrix} 0 \\ \mathcal{H}_-^{-1}\phi' \end{pmatrix}. \]

Same as in the classical cases, further adjoints are impossible, behind $\vec{f}$. Indeed, assuming $\mathcal{JH}\vec{g} = \vec{f}$, we need to solve $\mathcal{H}_+g_1 = -\mathcal{H}_-^{-1}[\phi']$. This is however a contradiction by Fredholm theory, since

\[ 0 = \langle \mathcal{H}_+g_1, \phi' \rangle = -\langle \mathcal{H}_-^{-1}[\phi'], \phi' \rangle < 0, \]

due to the fact that $\mathcal{H}_-^{-1}|_{\{\phi\}^\perp} > 0$.

On the other hand, solving $\mathcal{JH}\vec{f} = \begin{pmatrix} 0 \\ \phi \end{pmatrix}$, produces an adjoint

\[ \vec{f} = \begin{pmatrix} \mathcal{H}_-^{-1}\phi \\ 0 \end{pmatrix}. \]

Looking for further adjoints involves the equation $\mathcal{JH}\vec{g} = \begin{pmatrix} \mathcal{H}_+^{-1}\phi \\ 0 \end{pmatrix}$, which results in

$\mathcal{H}_-g_2 = -\mathcal{H}_+^{-1}\phi$. By Fredholm theory, this requires a solvability condition $\langle \mathcal{H}_+^{-1}\phi, \phi \rangle = 0$. Thus, we may conclude that as long as $\langle \mathcal{H}_+^{-1}\phi, \phi \rangle \neq 0$,

\[ g\text{Ker}(\mathcal{JH}) \ominus \text{Ker}(\mathcal{H}) = \text{span}\left[ \begin{pmatrix} \mathcal{H}_+^{-1}\phi \\ 0 \end{pmatrix} \right]. \]

According to the instability index theory, the matrix $D$ is one dimensional and the stability is determined by the sign of $\langle \mathcal{H}_+^{-1}\phi, \phi \rangle$.

It turns out that this is a quantity easy to compute. In fact, from the results of Proposition 7 we can see that the mapping $\omega \to \phi_\omega$ is a $C^1$ mapping from the positive line into the set of functions. This allows us to take a Frechet derivative with respect to $\omega$ in the profile equation (1.5), just as in the classical case. In short, we obtain

\[ \mathcal{H}_+[\partial_\omega \phi_\omega] = -\phi, \]

whence

\[ \langle \mathcal{H}_+^{-1}\phi, \phi \rangle = -\langle \partial_\omega, \phi_\omega, \phi_\omega \rangle = -\frac{1}{2} \partial_\omega \int \phi^2 dx. \]
4.2. **Spectral stability for the degenerate KdV waves.** We use, again, the procedure, outlined in Section 4.3. As established in Proposition 3, the eigenvalue problem (1.8) clearly has a one-dimensional kernel, namely \( \text{Ker}(\mathcal{H}_+) = \text{span}\{\phi'\} \). We now proceed to find the generalized kernel of \( \partial_x \mathcal{H}_+ \). So, we need a \( \psi \in D(\partial_x \mathcal{H}_+) \subset L^2(\mathbb{R}) \), so that \( \partial_x \mathcal{H}_+ \psi = \phi' \). It follows that

\[
\mathcal{H}_+ \psi = \phi + c, \ x \in \mathbb{R}.
\]

Taking into account the specific form of the operator \( \mathcal{H}_+ \), in particular (1.9), we conclude that for \( |x| > L \), one must have

\[
\mathcal{H}_+ \psi(x) = \omega \psi(x) = c_1 |x| > L,
\]

since \( \text{supp} \phi \subset (-L, L) \). This is of course impossible, as \( \psi \in L^2(\mathbb{R}) \), unless \( c = 0 \). Thus, (4.3) becomes \( \mathcal{H}_+ \psi = \phi \).

Noting that \( \phi \perp \text{Ker}(\mathcal{H}_+) \), so that \( \mathcal{H}_+^{-1} \phi \) exists (uniquely in the subspace \( \text{Ker}(\mathcal{H}_+) \)), it follows that \( \psi \in \mathcal{H}_+^{-1} \phi + \text{Ker}(\mathcal{H}_+) \), so we may select

\[
\psi = \mathcal{H}_+^{-1} \phi,
\]

and this is the unique element generating the subspace \( g\text{Ker}(\partial_x \mathcal{H}_+) \cap \text{Ker}(\mathcal{H}_+) \). It follows that the stability of the traveling wave \( \phi(x - \omega t) \), once again is equivalent to the condition \( \langle \mathcal{H}_+^{-1} \phi, \phi \rangle < 0 \).

4.3. **Computation of \( \langle \mathcal{H}_+^{-1} \phi, \phi \rangle \).** Since \( \phi : (0, \infty) \to (0, \phi_0) \) is a bijection and based on the representation (1.6), we have

\[
\int_{-\infty}^{\infty} \phi^2 dx = \int_0^\infty \phi^2 dx - 2 \int_0^\infty \frac{\phi^2}{\phi'} dx = 2 \int_0^{\phi_0} \frac{\phi^2}{\sqrt{\omega - \frac{2}{p} \phi^p - 2}} d\phi = 2 \phi_0^3 \int_0^1 \frac{z^2}{\sqrt{\omega - \frac{2}{p} \phi_0^p - 2}} dz - 2 \left( \frac{p}{2} \right) \frac{3}{2} \omega \frac{1}{2} \int_0^1 \frac{z^2}{\sqrt{1 - z^p - 2}} dz,
\]

so that

\[
D = -\frac{1}{2} \partial_\omega \int_{-\infty}^{\infty} \phi^2 dx = - \left( \frac{p}{2} \right) \frac{3}{2} \frac{(8 - p)}{2} \omega \frac{3}{2} \frac{3}{2} \int_0^1 \frac{z^2}{\sqrt{1 - z^p - 2}} dz,
\]

This calculation yields the necessary and sufficient condition\(^3\) for stability \( 2 < p \leq 8 \).
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