Coalescence of Anderson-localized modes at an exceptional point in 2D random media
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Losses are inherent to most physical systems, either because of dissipation or as a result of openness. These systems are described mathematically by a non-hermitian Hamiltonian, where eigenvalues are complex and eigenstates form a nonorthogonal set. In such systems, interaction between pairs of eigenstates when a set of external parameters is varied is essentially driven by the existence of exceptional points (EP). At an EP, eigenstates coalesce: Complex eigenvalues degenerate and spatial distributions become collinear. In its vicinity, eigenvalues display a singular topology [1] and encircling the EP in the parameter space leads to a residual geometrical phase [2,3]. Since their introduction by Kato in 1966 [4], EPs have turned to be involved in a rich variety of physical effects: Level repulsion [5], mode hybridization [6], quantum phase transition [7], lasing mode switching [8], PT symmetry breaking [9,10] or even strong coupling [11]. They have been observed experimentally in different systems such as microwave billiards [12], chaotic optical microcavities [13] or two level atoms in high-Q cavities [11].

Open random media are a particular class of non-hermitian systems. Here, modal confinement may be solely driven by the degree of scattering. For sufficiently strong scattering, the spatial extension of the modes becomes smaller than the system size, resulting in transport inhibition and Anderson localization [14]. Disordered-induced localized states have raised increasing interest. They provide with natural optical cavities in random lasers [15,16]. They recently appeared to be good candidates for cavity QED [17,18], with the main advantage of being inherently disorder-robust. These modes can be manipulated by a local change of the disorder and can be coupled to form necklace states [19–21], which open channels in a nominally localized system [22,23]. These necklace states are foreseen as a key mechanism in the transition from localization to diffusive regime [24]. PT symmetry has been studied in the context of disordered media and Anderson localization [25–27] but so far EPs between localized modes have not been investigated.

In this letter, coalescence at an EP between two Anderson-localized optical modes is demonstrated in a two dimensional (2D) dielectric random system. To bring the system in the vicinity of an EP, the dielectric permittivity is varied at two different locations in the random system. We first propose a general theory to follow the spectral and spatial evolution of modes in 2D dielectric open media. This theory is applied to the specific case of Anderson-localized modes to identify the position of an EP in the parameter space. This prediction is confirmed by Finite Element Method (FEM) simulations. We show that this is a highly complex problem of multiple mode interaction where a large number of modes are involved. We believe that our theory opens the way to a controlled local manipulation of the permittivity and the possibility to engineer the modes. Furthermore, we think this approach can be easily extended to other kinds of networks e.g. coupled arrays of cavities [28,29].

We first consider the general case of a finite-size dielectric medium in 2D space, with inhomogeneous dielectric constant distribution, $\epsilon(r)$. In the frequency domain, the electromagnetic field follows the Helmholtz equation:

$$\Delta E(r,\omega) + \epsilon(r)\omega^2 E(r,\omega) = 0$$

where $E(r,\omega)$ stands for the electrical field and the speed of light, $c = 1$. Eigensolutions of eq. (1) define the modes or eigenstates of the problem:

$$\langle \Omega_i, |\Psi_i\rangle \in \mathbb{C}, \quad \Delta|\Psi_i\rangle + \epsilon(r)\Omega_i^2 |\Psi_i\rangle = 0$$

Because of its openness, the system has inherent losses, thus is described by a non-hermitian Hamiltonian. For non-hermitian systems, modes are a priori non-orthogonal, complex and their completeness is not ensured. Here, we consider open systems with finite range permittivity $\epsilon(r)$ and where a discontinuity in the permittivity provides a natural demarcation of the problem. For
problems fulfilling these two conditions, Leung et al. [30–32] demonstrated the completeness of the set of eigenstates. As a result, the electric field can be expanded along the modes:

\[ E(r, \omega) = \sum_i a_i(\omega)|\Psi_i \rangle \]

where \( a_i(\omega) \) stand for expansion coefficients along the basis. Moreover, if the eigenstates are not degenerated a biorthogonal product between modes can be defined [33, 34]:

\[ \langle \Psi_i^* | \epsilon(r) | \Psi_q \rangle = \delta_{pq} \]

Now, we consider two locations \( R_1 \) and \( R_2 \) where the permittivity is varied

\[ \tilde{\epsilon}(r) = \epsilon(r) + \Delta \epsilon_1(r)p_1(r) + \Delta \epsilon_2(r)p_2(r) \]

where \( \{p_i| r \in R_1 \} = 1|p_i| r \notin R_1 \} = 0 \) and \( \{\Delta \epsilon_i(r)\}_{i \in [1,2]} \) is the location and \( \{\Delta \epsilon_i(r)\}_{i \in [1,2]} \) the shape of the variation of permittivity. Eq. (1) becomes:

\[ [\Delta + \omega^2(\epsilon(r) + \Delta \epsilon_1(r)p_1(r) + \Delta \epsilon_2(r)p_2(r))]E(r, \omega) = 0 \]

The permittivity distribution \( \tilde{\epsilon}(r) \), describes a new disordered system with new modes \( (\tilde{\Omega}_i, |\tilde{\Psi}_i \rangle)_{i \in \mathbb{N}} \). Nevertheless, we can still use the basis of the original random system, \( (\Omega_i, |\Psi_i \rangle)_{i \in \mathbb{N}} \), to expand the electric field as follows:

\[ E(r, \omega) = \sum_i b_i(\omega)|\Psi_i \rangle \]

where \( b_i(\omega) \) are the new expansion coefficients. Inserting eq. (7) into eq. (6):

\[ \sum_i b_i(\omega) [\Delta + \omega^2(\epsilon(r) + \Delta \epsilon_1(r)p_1(r) + \Delta \epsilon_2(r)p_2(r))] |\Psi_i \rangle = 0 \]

Projecting eq. (8) on \( |\Psi_i^* \rangle \), using eq. (2) and the biorthogonal product [4] leads to:

\[ \forall i \ b_i(\omega) (\Omega_i^2 - \omega^2) = \omega^2 \sum_j b_j(\omega)C_{ij} \]

where

\[ C_{ij} = \langle \Psi_i^* | \Delta \epsilon_1(r)p_1(r) |\Psi_i \rangle + \langle \Psi_j^* | \Delta \epsilon_2(r)p_2(r) |\Psi_i \rangle \]

If we consider a finite set of \( N \) modes, the generalized eigenvalue problem of eq. (9) can be written conveniently in a matrix form:

\[ \begin{pmatrix} \Omega_1^2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \Omega_N^2 \end{pmatrix} - \omega^2 \begin{pmatrix} 1 + C_{11} & \cdots & C_{1N} \\ \vdots & \ddots & \vdots \\ C_{N1} & \cdots & 1 + C_{NN} \end{pmatrix} = 0 \]

The eigensolutions of eq. (11), \( \tilde{\Omega}_i, |\tilde{\Psi}_i \rangle \), are the eigensolutions of eq. (10) for the permittivity distribution \( \tilde{\epsilon}(r) \). In eq. (11), the coupling coefficients, \( C_{ij} \), between original modes \( i \) and \( j \) depend on the variation of the permittivity and the spatial overlap of the modes at the location of the permittivity modification. Noteworthily, the coupling integral not only depends on the spatial overlap of the mode intensity profiles but also on the overlap of their spatial distributions. Remarkably, when reduced to two modes, the system is the analog of two inductance/capacitor oscillators coupled via an inductance \( L_c \), in which charges of both capacitors satisfy

\[ \left( \begin{array}{cc} \frac{1}{\sqrt{L_1C_1}} & 0 \\ 0 & \frac{1}{\sqrt{L_2C_2}} \end{array} \right)^2 - \omega^2 \left( \frac{1}{L} + \frac{1}{L_c} \right) = 0 \]

Eq. (11) extends this result to any number of interacting modes \( N > 2 \). The modes act as a network of linearly coupled oscillators.
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(a) 2D random medium: 896 scatterers of dielectric permittivity \( \epsilon = 4 \) are embedded in vacuum \( \epsilon_{mat} = 1.0 \). The system is open at its boundaries. The permittivity is modified in two regions of diameter 340 nm (respectively \( R_1 \) = red circle and \( R_2 \) = green circle). (b) Initial eigenvalues \( (\Omega_i)_{i \in [1,90]} \) computed by FEM and sorted in the complex plane according the distance \( d(1,i) \). An insert points out eigenvalues of interest (namely \( \Omega_1 \) and \( \Omega_2 \)). (c) and (d) Amplitudes of initial eigenvectors \( |\Psi_1 \rangle \) and \( |\Psi_2 \rangle \), respectively.

Our theory is now applied to a particular system. We consider a 2D random collection of 896 circular dielectric scatterers (radius 60 nm) with dielectric permittivity, \( \epsilon = 4 \), embedded in a host material of index \( \epsilon_{mat} = 1.0 \), with a filling fraction of 40\% (Fig. 1(a)). The system dimensions are \( L \times L = 5.3 \mu m \times 5.3 \mu m \). In the spectral range considered in the following, the localization length is estimated around \( \xi \approx 1 \mu m \ll L \) and the modes are...
localized. The two circular regions of diameter 340 nm, $R_1$ and $R_2$, are shown in Fig. 1(a). The dielectric permittivity of the scatterers within these regions is varied from $\epsilon$ to $\epsilon + \Delta \epsilon_1$ and $\epsilon + \Delta \epsilon_2$, respectively. This can be achieved experimentally by shining 2 laser beams to induce a local change of the permittivity through nonlinear Kerr effect.

The initial modes $(\Omega_i, |\Psi_i\rangle)_{i\in[1,N]}$, which are the only input requested by eq. 11, are computed using a Finite Element Method (FEM) with absorbing boundary conditions. Numerical boundary conditions are placed 0.4 µm away from each side of the system. A large number of modes ($N = 90$) are computed for the initial system (Fig. 1(b)) in a narrow spectral range and we check that no modes are degenerated. We choose among them two localized states $|\Psi_1\rangle$ and $|\Psi_2\rangle$ respectively at $\Omega_1$ and $\Omega_2$, spectrally close (Fig. 1(b)) but spatially distinct (Fig. 1(c),(d)). We define in the complex plane the spectral distance of mode $i$ to mode 1 as $\delta(1,i) = |\Omega_1 - \Omega_i|$. This distance, color-coded in Fig. 1(b) is a measure of the spectral overlap between mode $i$ and mode 1. Here, mode 2 is most likely to couple to mode 1 but we will see that the influence of other nearby modes cannot be neglected in the modal interaction.

The biorthogonal product defined in eq. 11 corresponds to an integration over the whole space, $\mathbb{R}^2$

$$\langle \Phi^*_q(r)\epsilon(r)\Phi_p(r) \rangle = \int_{\mathbb{R}^2} \epsilon(r)\Phi^*_q(r)\Phi_p(r)dr \quad (13)$$

Since the initial modes are obtained via FEM computation, thus they are spatially defined in a finite spatial domain $V = [-0.1 \mu m, 5.7 \mu m]^2$. However, the biorthogonal product can be split into an integral over $V$ and a second term at the boundary of $V$ which replaces outside propagation [37]. Because the modes are localized they have very weak amplitude along the boundary of $V$. Neglecting the edge term in the biorthogonal product leads to an inaccuracy of 0.8% in the position of EP. Therefore, we can approximate the biorthogonal product by its restriction to $V$.

The parameter space, $(\Delta \epsilon_1, \Delta \epsilon_2)$, is sampled and eq. 11 is solved for each value of $(\Delta \epsilon_1, \Delta \epsilon_2)$ and for $N = 60$ interacting modes to compute the new eigenstates, $(\Omega_i, |\Psi_i\rangle)_{i\in[1,N]}$. The evolution of spectral distance between new modes 1 and 2, $\delta(1,2) = |\Omega_1 - \Omega_2|$, in the small range of parameter space is shown in Fig. 2(a). It sharply drops to zero at $(\Delta \epsilon_1, \Delta \epsilon_2)_{@EP} = (0.939, 0.90)$. The existence of an EP at this position is confirmed by plotting in the parameter space the real and imaginary parts of the eigenvalues, $\Omega_{i\in[1,2]}$ (Fig. 2(c),(d)). The intricate topology of intersecting Riemann’s sheets around the singular point $(\Delta \epsilon_1, \Delta \epsilon_2)_{@EP}$, is the hallmark of an EP. We now focus on the corresponding eigenfunctions, $|\Psi_1\rangle, |\Psi_2\rangle$, in the vicinity of the EP. We compute the inner product of these two eigenstates and plot the function $1/(1 - |\langle \Psi_1 |\Psi_2\rangle|)$, as shown in Fig. 2(b). At the exact position where $|\delta(1,2)|$ vanishes, the two eigenvectors become collinear confirming the coalescence of the two eigenstates. The evolution of the modes in the vicinity of an EP is investigated in Fig. 2(e), where we plot the curves $\text{Im}(\Omega_1) = \text{Im}(\Omega_2)$ and $\text{Re}(\Omega_1) = \text{Re}(\Omega_2)$ in the parameter space. As expected these two curves end at the exact position of the EP, where both the real and imaginary parts of the eigenvalues are equal, and they form a continuous trajectory. Our calculations
allows to go further and check that $|\tilde{\Psi}_1\rangle = \pm i|\tilde{\Psi}_2\rangle$ on either sides of the EP \[38\]. Indeed, we confirm that both eigenvectors are collinear with a phase shift of $\pm \pi/2$ \[38\]. Finally, the theoretical prediction is confronted with a numerical computation of the EP position: FEM simulations are used this time to compute systematically the new modes $|\tilde{\Psi}_{i\in[1,2]}\rangle$ for each set of $(\Delta \varepsilon_1, \Delta \varepsilon_2)$ in a range enclosing our theoretical prediction $(\Delta \varepsilon_1, \Delta \varepsilon_2)_{\text{EP}}$. The sampling is set to 0.04 along $\Delta \varepsilon_1$ and $\Delta \varepsilon_2$. The numerically-computed eigenvalues merge at position $(\Delta \varepsilon_1, \Delta \varepsilon_2) = (0.92, 0.88) \pm (0.04, 0.04)$ which is within the error bar of the predicted value obtained from eq. \[11\]. The collinearity of the eigenvectors is also satisfied and confirms the existence of an EP at this specific position.

In order to understand the coalescence mechanism, the common amplitude of mode 1 and 2 at EP, $|\langle \tilde{\Psi}_1^\dagger \tilde{\Psi}_2 \rangle|\text{EP}$, is shown in the inset of Fig. 3(a). It forms a beaded chain which connects both ends of the system and is similar to necklace states studied in \[19\]. To investigate the influence of the nearby modes in the coalescing of modes 1 and 2 at EP, we measure in Fig. 3(a) the norm of the biorthogonal projection of eigenstate $|\tilde{\Psi}_{1,2,\text{EP}}\rangle$ along the different initial modes, $|\langle \tilde{\Psi}_{i\in[1,N]} | \tilde{\Psi}_{1,2,\text{EP}} \rangle|$. Remarkably enough, it demonstrates the vanishing, though non-negligible, influence of nearby modes, $i > 2$. If projection norms for initial modes 1 and 2 are close to 0.6, others modes (for instance 4 and 5) contribute up to 0.25. Their influence is also highlighted in Fig. 3(b), where the position of the EP, $(\Delta \varepsilon_1, \Delta \varepsilon_2)_{\text{EP}}$, is obtained from eq. \[11\] for different number of modes, $N$, ranging from 2 to 60. The position of the EP in the parameter space fluctuates significantly for small $N$ and converges for values larger than 55. Therefore, the EP cannot be explained by a two-mode interaction and results from a collective effect between multiple modes.

In conclusion, we proposed a general theory to study the evolution of modes in open media when the permittivity is varied. This approach, which relies on the linearity in $\varepsilon(r)$ in Helmholtz equation, is non-perturbative: For any $\Delta \varepsilon_{i\in[1,2]}$, eq. \[11\] gives the new modes from the knowledge of the initial system. Our theory describes the system by an infinite set of modes acting as oscillators coupled via the modification of the permittivity. We considered the specific case of random media in the localization regime and show that our theory can be used to investigate the mode coupling and hybridization resulting from a local perturbation. In particular, by changing the local index at two different locations, two modes are brought to an EP where they coalesce. Remarkably, the accuracy of the theoretical prediction is shown to strongly depend on the number of modes considered. A large number of modes is required, which shows that the evolution of modes is dictated by multiple-mode interactions. In term of experimental realization, such a disorder manipulation can be easily implemented on existing setups \[16\, 39\, 40\]. Permittivity landscape can be shaped reversibly using e.g. laser illumination and nonlinear Kerr effect to engineer the modes. For instance, EP can be reached by following the crossing line of Fig. 2(e). EPs can be calculated for any pair of modes and even generalized to three or more eigenstates coupling, which opens the way to the control of light-matter interaction in random media. For instance, the random system can be designed to force the hybridization of modes and the opening of channels in opaque systems. This is in contrast to earlier works where such a necklace state was obtained using a try-and-fail method. Alternatively, using mode repulsion in the vicinity of EP, the disorder can be engineered to increase the spatial confinement of the modes and consequently their Q-factor. Finally, we believe this approach can be extended to others types of cavity networks e.g. photonic crystal cavity arrays used for quantum simulation \[28\, 29\, 41\], where fabrication inaccuracy could be compensated \textit{a posteriori} by such an external control.
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