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Abstract

Optimization theory assisted algorithms have received great attention for precoding design in multiuser multiple-input multiple-output (MU-MIMO) systems. Although the resultant optimization algorithms are able to provide excellent performance, they generally require considerable computational complexity, which gets in the way of their practical application in real-time systems. In this work, in order to address this issue, we first propose a framework for deep-unfolding, where a general form of iterative algorithm induced deep-unfolding neural network (IAIDNN) is developed in matrix form to better solve the problems in communication systems. Then, we implement the proposed deep-unfolding framework to solve the sum-rate maximization problem for precoding design in MU-MIMO systems. An efficient IAIDNN based on the structure of the classic weighted minimum mean-square error (WMMSE) iterative algorithm is developed. Specifically, the iterative WMMSE algorithm is unfolded into a layer-wise structure, where a number of trainable parameters are introduced to replace the high-complexity operations in the forward propagation. To train the network, a generalized chain rule of the IAIDNN is proposed to depict the recurrence relation of gradients between two adjacent layers in the back propagation. Moreover, we discuss the computational complexity and generalization ability of the proposed scheme. Simulation results show that the proposed IAIDNN efficiently achieves the performance of the iterative WMMSE algorithm with reduced computational complexity.
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I. INTRODUCTION

Multiuser multiple-input multiple-output (MU-MIMO) systems have received great attention in wireless communications, since they can dramatically increase the spectrum efficiency [1]–[5]. In order to maximize the spectrum efficiency, a number of efficient iterative precoding design algorithms which are relied on the optimization theory have been proposed for the downlink of MU-MIMO systems [6]–[9]. An iterative water-filling algorithm (IWFA) has been developed for MIMO interference systems in [6]. The authors of [7] applied semidefinite relaxation (SDR) to design the transmit precoding for MIMO multicasting systems. In [8], a weighted minimum mean-square error (WMMSE) iterative algorithm has been proposed for precoding design in MU-MIMO systems, where the sum-rate maximization problem is first equivalently transformed into an MMSE problem and then a block coordinate descent (BCD) method is proposed to solve the resultant MMSE problem. The authors of [9] proposed an iterative hybrid precoding algorithm based on a novel penalty dual decomposition (PDD) optimization framework. Although these iterative precoding algorithms provide approaching theoretical bound performance, they require very high computational complexity due to the large-dimensional matrix inversion and the large number of iterations, especially for the massive MU-MIMO systems in the upcoming 5G communication systems, which hinders their applications in real-time systems.

Recently, many studies have developed machine learning based algorithms to solve the computationally intensive and time sensitive signal processing tasks for communication. The main idea of this method is to treat the iterative algorithm as a black-box, and learn the mapping between the input and the output by employing the deep neural network (DNN) and the convolutional neural network (CNN) [10]. Some representative studies can be found in [11]–[17] for different applications, such as resource allocation and channel estimation. The first try came from [11] and [12], where the authors applied the multi-layer perceptron (MLP) and CNN to approximate the iterative WMMSE algorithm in a multiuser single-input single-output system. The authors of [13] proposed an efficient power allocation algorithm by employing unsupervised learning to achieve better performance. With the aid of underlying topology of wireless networks, several resource allocation schemes based on the spatial convolution and the graph neural network (GNN) have been proposed in [14] and [15], respectively. Furthermore, the authors of [16] and [17] have applied the DNN and CNN in channel estimation and channel state information (CSI) feedback.

However, the black-box based neural network (NNs) suffer from poor interpretability and generalization ability, and have no performance guarantee. The data-driven black-box based
NN requires a lot of training samples, which incurs a long training time. To overcome such drawbacks, a number of studies [18]–[22] have been proposed to unfold the iterations into a layer-wise structure analogous to a NN based on the existing iterative algorithms. This method is referred to as deep unfolding [23] and has a wide range of applications in communications, such as detection and coding [24]–[27], resource allocation and channel estimation [28]–[30]. For MIMO detection, the authors of [24] designed the deep-unfolding NN based on the projected gradient algorithm and a model-driven deep learning NN is developed in [25]. The authors of [26] applied a multi-layer network to approximate the iterative soft-threshold algorithm (ISTA) for sparse coding. In [27], a deep-unfolding based hybrid decoder design for polar code has been proposed. In addition, an approximate message passing (AMP) inspired NN has been developed in [28] for massive MIMO channel estimation. In [29], a primal-dual method that learns the parameters of DNN and the primal and dual variables has been proposed to solve the constrained resource allocation problem, and the authors of [30] extended it to the scenario of distributed optimization.

To the best of our knowledge, the deep-unfolding based NNs have not been well investigated for precoding design in MU-MIMO systems. Moreover, the design of existing deep-unfolding NNs mainly focuses on the optimization of scalar variables. In this work, we first propose a general framework for deep-unfolding, where a general form of iterative algorithm induced deep-unfolding neural network (IAIDNN) is developed in matrix form to better solve the problems in communication systems. Based on a general iterative algorithm, the structure of IAIDNN is designed in the forward propagation (FP), where a number of trainable parameters are introduced. In the back propagation (BP), the generalized chain rule (GCR) of the IAIDNN in matrix form is proposed, which depicts the recurrence relation of gradients between two adjacent layers. The gradients of the trainable parameters in different layers are calculated based on the GCR. It extends the chain rule in DNN, which is the basis of the famous platform “tensorflow”, and we show that the existing chain rule is a special case of our proposed GCR.

We implement the proposed deep-unfolding framework to solve the sum-rate maximization problem for precoding design in MU-MIMO systems, where an efficient IAIDNN based on the structure of the classic iterative WMMSE algorithm [8] is developed. Specifically, by integrating the power constraint into the objective function, we obtain an equivalent unconstrained sum-rate maximization problem, the objective function of which is regarded as the loss function in the unsupervised training stage. To design the IAIDNN, the iterative WMMSE algorithm
is unfolded into a layer-wise structure with a series of matrix multiplication and non-linear operations. On the one hand, we use much smaller number of iterations, i.e., layers in the IAIDNN, to approximate the iterative WMMSE algorithm, and avoid the matrix inversion to reduce computational complexity. On the other hand, we aim at improving the performance by introducing trainable parameters. In the FP, we apply the element-wise non-linear function and the first-order Taylor expansion structure of the inverse matrix to approximate the matrix inversion operation. In the BP, we employ the proposed GCR to calculate the gradients of the trainable parameters and update them based on the stochastic gradient descent (SGD) method. Moreover, we develop a black-box based CNN as a benchmark, and discuss the computational complexity and generalization ability of the proposed schemes. Simulation results show that the proposed IAIDNN significantly outperforms the conventional precoding algorithms and the black-box based CNN, and efficiently achieves the performance of the iterative WMMSE algorithm with reduced computational complexity. The contributions of this work are summarized as follows.

- We propose a framework for deep-unfolding, where the general form of IAIDNN is developed in matrix form to better solve the problems in communication systems. To train the IAIDNN, the GCR is proposed to calculate the gradients of the trainable parameters.
- We implement the proposed deep-unfolding framework to solve the sum-rate maximization problem for precoding design in MU-MIMO systems. Based on the structure of the iterative WMMSE algorithm, an efficient IAIDNN is developed, where the iterative WMMSE algorithm is unfolded into a layer-wise structure.
- We analyze the computational complexity and generalization ability of the proposed schemes. Simulation results show that the proposed IAIDNN efficiently achieves the performance of the iterative WMMSE algorithm with reduced computational complexity. The contribution becomes more significant in a massive MU-MIMO system.

The paper is structured as follows. Section [II] proposes a general form of deep-unfolding based framework in matrix form, where the GCR is developed. Section [III] presents the problem formulation and briefly introduces the classic WMMSE iterative precoding design algorithm for spectrum efficiency maximization. Section [IV] develops an IAIDNN based on the WMMSE iterative algorithm. Section [V] presents a black-box based CNN as a benchmark and analyzes the computational complexity and generalization ability of the proposed IAIDNN. The simulation results are presented in Section [VI] and the conclusion is drawn in Section [VII].

**Notations:** Scalars, vectors and matrices are respectively denoted by lower case, boldface
lower case and boldface upper case letters. \( \mathbf{I} \) represents an identity matrix and \( \mathbf{0} \) denotes an all-zero matrix. For a matrix \( \mathbf{A} \), \( \mathbf{A}^T \), \( \mathbf{A}^* \), \( \mathbf{A}^H \) and \( \| \mathbf{A} \| \) denote its transpose, conjugate, conjugate transpose and Frobenius norm, respectively. Moreover, \( \mathbf{A}^{-1} \) denotes the inversion of matrix \( \mathbf{A} \), while \( \mathbf{A}^+ \) represents the operation that takes the reciprocal of each element in matrix \( \mathbf{A} \). For a vector \( \mathbf{a} \), \( \| \mathbf{a} \| \) represents its Euclidean norm. \( \mathbb{E}\{ \cdot \} \) denotes the statistical expectation. \( \text{Tr}\{ \cdot \} \) denotes the trace operation. \( | \cdot | \) denotes the absolute value of a complex scalar and \( \circ \) denotes the element-wise multiplication of two matrices, i.e., Hadmard product. \( \mathbb{C}^{m \times n} (\mathbb{R}^{m \times n}) \) denotes the space of \( m \times n \) complex (real) matrices.

II. PROPOSED DEEP-UNFOLDING BASED FRAMEWORK

In this section, we propose a framework for deep-unfolding, where a general form of IAIDNN is developed in matrix form. The GCR is developed to calculate the gradients of the trainable parameters.

A. Problem Setup

The general form of the optimization problem can be formulated as

\[
\min_{\mathbf{X}} \ f(\mathbf{X}; \mathbf{Z}) \quad \text{s.t.} \quad \mathbf{X} \in \mathcal{X},
\]

(1)

where \( f : \mathbb{C}^{m \times n} \rightarrow \mathbb{R} \) is a continuous objective function, \( \mathbf{X} \in \mathbb{C}^{m \times n} \) is the variable, \( \mathcal{X} \) is the feasible region, and \( \mathbf{Z} \in \mathbb{C}^{p \times q} \) denotes the random parameter of the problem.

In order to solve Problem (1), an iterative algorithm can be developed with the following general iteration expression

\[
\mathbf{X}^t = F_t(\mathbf{X}^{t-1}; \mathbf{Z}),
\]

(2)

where \( t \in \mathcal{T} \triangleq \{1, 2, \ldots, T\} \) denotes the index of the iteration and \( T \) denotes the total number of iterations, and function \( F_t \) maps the variable \( \mathbf{X}^{t-1} \) to the variable \( \mathbf{X}^t \) at the \( t \)-th iteration based on the parameter \( \mathbf{Z} \).

B. Forward Propagation

Based on the structure of the general iteration expression in (2), we introduce the trainable parameter \( \mathbf{\theta} \in \mathbb{C}^{a \times b} \) to reduce the complexity of the iterative algorithm and improve its performance. Since \( \mathbf{Z} \) always turns out to be a random variable, by taking the expectation of \( \mathbf{Z} \), Problem (1) can be rewritten as

\[
\min_{\mathbf{X}} \ \mathbb{E}_{\mathbf{Z}}\{ f(\mathbf{X}; \mathbf{\theta}, \mathbf{Z}) \} \quad \text{s.t.} \quad \mathbf{X} \in \mathcal{X}.
\]

(3)
Then, the iteration expression shown in (2) can be transformed into the following NN,

\[ X^l = \mathcal{F}_l(X^{l-1}; \theta^l, Z), \]  

(4)

where \( l \in \mathcal{L} \equiv \{1, 2, \ldots, L\} \) is the index of the layer in NN and \( L \) denotes the total number of layers, \( \mathcal{F}_l \) represents the structure of the network in the \( l \)-th layer, \( X^{l-1} \) and \( X^l \) denote the input and output of the \( l \)-th layer, respectively. \( Z \) is the given parameter or input of the network, and \( \theta^l \) represents the trainable parameter in the \( l \)-th layer. Moreover, the objective function \( f(X; Z) \) in (1) could serve as the loss function of the NN in (4). Finally, we substitute the output of the network \( X^L \) into the objective function \( f(X; Z) \) to obtain the final results.

### C. Back Propagation

In order to train parameter \( \theta^l \), we need to calculate the gradient of the objective function \( f(X; \theta, Z) \) with respect to \( \theta^l \), and perform the BP to update \( \theta^l \). To depict the recurrence relation of gradients between two adjacent layers, we propose the GCR in matrix form in Theorem 1. In Remark 1, we compare the proposed GCR with the existing chain rule of the DNN, which is a special case of the proposed GCR. The proof of Theorem 1 is presented in Appendix A.

**Theorem 1 (GCR in matrix form).** Recall the general structure of NN presented in (4):

\[ X^l = \mathcal{F}_l(X^{l-1}; \theta^l, Z). \]

The recurrence relation of the gradients from \( X^l \) to \( X^{l-1} \) in adjacent layers can be written as

\[ \text{Tr}(G^l dX^l) = \text{Tr}
\left[
G^l A^l (B^l \circ (C^l dX^{l-1} E^l)) F^l
\right] \overset{(23)}{=} \text{Tr}
\left[
E^l ((F^l G^l A^l) \circ (B^l)^T) C^l dX^{l-1}
\right], \]

(5)

where \( G^l \) and \( G^{l-1} \) are the gradients of \( X^l \) and \( X^{l-1} \), respectively, and other matrices, e.g., \( A^l \), are related to the structure of the NN, i.e., \( \theta^l \) and \( Z \). Note that the NN always applies the element-wise non-linear function, then we introduce \( \circ \) to denote the element-wise multiplication, i.e., Hadmard product. Thus, we obtain the GCR in matrix form as

\[ G^{l-1} = E^l ((F^l G^l A^l) \circ (B^l)^T) C^l. \]

(6)

**Remark 1.** Recall the structure in existing DNNs: \( x^l = \varphi(z^l) \), where \( z^l = W^l x^{l-1} + b^l \). Note that \( W^l \) and \( b^l \) represent the trainable weight and offset matrix in the \( l \)-th layer, respectively, \( z^l \) and \( x^l \) denote the input and output of \( \varphi \) in the \( l \)-th layer, respectively, and \( \varphi \) denotes the element-wise non-linear function. Then, its chain rule in scalar form is:

\[ g^{l-1} = ((W^l)^T g^l) \circ \varphi'(z^l), \]

(7)
where \( g^l \) denotes the gradient of \( x^l \) in the \( l \)-th layer. By comparing (6) with (7), if we let \( F = W^T \), \( B = \varphi'(z)^T \), and \( A = E = C = I \), where \( I \) represents the identity matrix, then (6) equals to (7). Thus, (7) is a special case of (6).

Then, to illustrate how to use Theorem 1, we provide a specific NN with quadratic structure and element-wise non-linear function. Based on (6) in Theorem 1, we derive its recurrence relation of gradients in adjacent layers.

**Corollary 1.** Specifically, if the network has the following quadratic structure:

\[
X^l = \bar{A}X^{l-1}B + \varphi(\bar{A}X^{l-1}B)\bar{D},
\]

where \( \varphi : \mathbb{C}^{m \times n} \rightarrow \mathbb{C}^{m \times n} \) is an element-wise non-linear function, \( X^l \) is the output matrix in the \( l \)-th layer, while the others, e.g., \( \bar{A} \), are constant matrices or trainable parameters, and we omit \( l \) for these matrices for clarity. The loss function is \( f(X) : \mathbb{C}^{m \times n} \rightarrow \mathbb{R} \). Then the differential with respect to \( X^{l-1} \) is given by

\[
\text{Tr}\left\{ G^l dX^l \right\} = \text{Tr}\left\{ \left( \bar{B}X^{l-1}C + \varphi'(\bar{A}X^{l-1}B)\bar{D} \right) \text{d}X^l \right\},
\]

where \( \varphi' \) denotes the element-wise derivative corresponding to \( \varphi \), \( G^l \) is the gradient of \( X^l \) in the \( l \)-th layer.

The quadratic structure is commonly used in the NN design and we will apply the results in Corollary 1 to design the IAIDNN in the following section. Based on Theorem 1 and Corollary 1, the BP process can be summarized as below. Firstly, the gradient of \( X^L \) in the last layer, i.e., \( G^L \), is derived by differentiating \( f(X) \) with respect to \( X^L \), which is the output of the NN. Then, based on the GCR presented in Theorem 1 the gradient in each layer, i.e., \( \{G^l, l \in L\} \) is obtained. Finally, the gradient of trainable parameter \( \theta^l \) is calculated based on \( G^l \).

### III. Iterative WMMSE Precoding Design Algorithm

In this section, we briefly introduce the classic WMMSE iterative precoding design algorithm.

#### A. Problem Formulation

The iterative WMMSE algorithm is one of the most representative precoding design algorithms for maximizing the system sum-rate [8]. We consider a downlink MU-MIMO system consisting
a BS which is equipped with $N_t$ transmit antennas and $K$ users, each of which is equipped with $N_{r,k}$ receive antennas, where $k \in K \triangleq \{1, 2, \ldots, K\}$. Let $V_k \in \mathbb{C}^{N_t \times d}$ represent the precoding matrix that the BS applies to process the transmit signal vector $s_k \in \mathbb{C}^{d \times 1}$ for user $k \in K$, then we have the precoded data vector as

$$x = \sum_{k=1}^{K} V_k s_k.$$  

Here, we assume that $s_k$ is with zero mean and $\mathbb{E}[s_k s_k^H] = I$, and the symbols sent by different users are independent from each other. Then, the received signal vector $y_k \in \mathbb{C}^{N_{r,k} \times 1}$ at user $k$ is given by

$$y_k = H_k V_k s_k + \sum_{m=1, m \neq k}^{K} H_k V_m s_m + n_k, \quad \forall k \in K,$$

where $H_k \in \mathbb{C}^{N_{r,k} \times N_t}$ denotes the MIMO channel matrix from the BS to user $k$ and $n_k \in \mathbb{C}^{N_{r,k} \times 1}$ represents the additive noise, which is modeled as a circularly symmetric complex Gaussian random vector with zero-mean and correlation matrix $\mathcal{C}\mathcal{N}(0, \sigma_k^2 I)$ and $\sigma_k^2$ denotes the average noise power at user $k$.

We aim at optimizing the precoding matrices to maximize the system sum-rate subject to the transmit power constraint. Thus, the problem is formulated as

$$\max_{\{V_k\}} \sum_{k=1}^{K} \omega_k \log \det \left( I + H_k V_k V_k^H H_k^H \left( \sum_{m \neq k} H_k V_m V_m^H + \sigma_k^2 I \right)^{-1} \right)$$

$$\text{s.t.} \quad \sum_{k=1}^{K} \text{Tr}(V_k V_k^H) \leq P_T,$$

where the weight $\omega_k$ represents the priority of user $k$ in the system, $P_T$ denotes the total transmit power budget at the BS, and constraint (10b) reflects the power constraint.

B. Iterative WMMSE Precoding Design

It has been proved in [8] that the MMSE problem in (11) shown below is equivalent to the sum-rate maximization problem in (10), in the sense that the optimal solution $\{V_k\}$ for the two problems are identical

$$\min_{\{W_k, U_k, V_k\}} \sum_{k=1}^{K} \omega_k \left( \text{Tr}(W_k E_{1,k}) - \log \det(W_k) \right)$$

$$\text{s.t.} \quad \sum_{k=1}^{K} \text{Tr}(V_k V_k^H) \leq P_T,$$
where $U_k$ and $W_k$ are introduced auxiliary variables, and
\[
E_{1,k} \triangleq (I - U_k^H H_k V_k)(I - U_k^H H_k V_k)^H + \sum_{m \neq k} U_k^H H_k V_m V_m^H H_k^H U_k + \sigma_k^2 U_k^H U_k.
\]

For the convenience of the IAIDNN design, we integrate the term $\frac{1}{PT} \sum_{k=1}^{K} \text{Tr}(V_k V_k^H)$ into the objective function (10a) and consider the following unconstrained sum-rate maximization problem
\[
\max_{\{V_k\}} \sum_{k=1}^{K} \omega_k \log \det \left( I + H_k V_k V_k^H \left( \sum_{m \neq k} H_k V_m V_m^H H_k + \sigma_k^2 \sum_{n=1}^{K} \text{Tr}(V_n V_n^H) I \right)^{-1} \right). \tag{12}
\]

Then, we have the following lemma,

**Lemma 1.** The optimal solution $V_k^*$ of the original problem in (10) and the optimal solution $V_k^{**}$ of the transformed unconstrained problem in (12) satisfy the following relation: $V_k^* = \alpha V_k^{**}$, where $\alpha = \frac{\sqrt{PT}}{\left( \sum_{k=1}^{K} \omega_k (V_k^{**} (V_k^{**})^H) \right)^{\frac{1}{2}}}$ is a scaling factor.

**Proof 1** (Proof of Lemma 1). It is readily seen that $V_k^*$ always makes constraint (10b) meet equality. By substituting $\alpha V_k^{**}$ into (12) and power constraint (10b), we generate the maximum value of the objective function and meet the equality of the constraint, respectively. Therefore, $\alpha V_k^{**}$ is the optimal solution of problem (10).

Therefore, we can solve the unconstrained optimization problem (12) instead of problem (10), followed by the scaling operation. Furthermore, based on the relation between problem (10) and (11), the resultant more tractable problem (12) can be equivalently transformed into the following unconstrained MMSE problem
\[
\min_{\{W_k, U_k, V_k\}} \sum_{k=1}^{K} \omega_k \left( \text{Tr}(W_k E_{2,k}) - \log \det(W_k) \right), \tag{13}
\]
where $E_{2,k}$ is given by
\[
E_{2,k} \triangleq (I - U_k^H H_k V_k)(I - U_k^H H_k V_k)^H + \sum_{m \neq k} U_k^H H_k V_m V_m^H H_k^H U_k + \frac{n}{PT} \sigma_k^2 U_k^H U_k.
\]

Based on [8], a BCD type iterative algorithm can be developed to solve Problem (13). It converges to a stationary point of the original Problem (10). The details of this algorithm are shown in Algorithm 1, where we omit the iteration index $t$ for clarity.

Comparing Problem (13) with Problem (1), we have the following identification
\[
X \equiv \{W_k, U_k, V_k, \forall k \in K\}, \quad Z \equiv \{H_k, \omega_k, \sigma_k, PT, \forall k \in K\}.
\]
Algorithm 1 Iterative WMMSE precoding design algorithm

Initialize \( \{ V_k \} \) to satisfy \( \sum_{k=1}^{K} \text{Tr}(V_k V_k^H) \leq P_T \). Set the tolerance of accuracy \( \epsilon \), the maximum iteration number \( I_{\text{max}} \), and the current iteration index \( t = 0 \).

repeat

1. Update \( U_k \): \( U_k = A_k^{-1} H_k V_k \), where \( A_k = \frac{\sigma_k^2}{P_T} \sum_{k=1}^{K} \text{Tr}(V_k V_k^H) I + \sum_{m=1}^{K} H_k V_m V_m^H H_k^H \), \( \forall k \),
2. Update \( W_k \): \( W_k = E_k^{-1} \), where \( E_k = I - U_k^H H_k V_k \), \( \forall k \),
3. Update \( V_k \): \( V_k = \omega_k B^{-1} H_k^H U_k W_k \), where \( B = \sum_{k=1}^{K} \frac{\sigma_k^2}{P_T} \text{Tr}(\omega_k U_k W_k U_k^H) I + \sum_{m=1}^{K} \omega_m H_m^H U_m W_m U_m^H H_m \), \( \forall k \),
4. \( t = t + 1 \).

until The objective function converges or \( t \geq I_{\text{max}} \). Scale \( \{ V_k \} \) to meet the transmit power constraint.

Corresponding to line 1-3 in Algorithm 1, the iterative WMMSE algorithm can be rewritten in the general form of iterative algorithm presented in Section II, which is given by

\[
U^t = F_t(V^{t-1}), \\
W^t = G_t(U^t, V^{t-1}), \\
V^t = J_t(U^t, W^t),
\]

where \( F_t \), \( G_t \), and \( J_t \) are iterative mapping functions at the \( t \)-th iteration. The flowchart of the iterative process for the WMMSE precoding design algorithm is presented in Fig. 1.

IV. PROPOSED IAIDNN FOR PRECODING DESIGN

In this section, we introduce the proposed IAIDNN based on the classic iterative WMMSE precoding design algorithm.

A. Architecture of the IAIDNN and Its Forward Propagation

We define two kinds of non-linear operations: (i) Multiplication of matrix variables; (ii) The element-wise non-linear operation that takes the reciprocal of each element in the diagonal of matrix \( A \) while sets the non-diagonal elements to be 0, i.e., denoted as \( A^+ \). Since the
matrix inversion $A^{-1}$ has high computational complexity, we approximate it by employing the combination of the following two structures with lower complexity.

- Firstly, we apply the structure $A^+X$ with the element-wise non-linear operation $A^+$ and trainable matrix parameter $X$, where $X$ is introduced to improve the performance. Note that when $A$ is a diagonal matrix, we have $A^{-1} = A^+$. Moreover, we observe that the diagonal elements of the matrices tend to be much larger than the non-diagonal elements in the iterative WMMSE algorithm. Thus, $A^+$ might be a good approximation of $A^{-1}$ here with lower complexity.

- Secondly, by recalling the first-order Taylor expansion structure of the inverse matrix $A^{-1}$ at $A_0$: $A^{-1} = 2A_0^{-1} - A_0^{-1}AA_0^{-1}$, we use the structure $AY + Z$ with trainable matrix parameters $Y$ and $Z$ to approximate $A^{-1}$.

Thus, we apply $A^+X + AY + Z$ to approximate the matrix inversion $A^{-1}$. Note that $\{X_{k}^{u,l+1}, Y_{k}^{u,l+1}, Z_{k}^{u,l+1}\}$, $\{X_{k}^{w,l+1}, Y_{k}^{w,l+1}, Z_{k}^{w,l+1}\}$, and $\{X_{k}^{v,l+1}, Y_{k}^{v,l+1}, Z_{k}^{v,l+1}\}$ are introduced trainable parameter sets to approximate the inversion of matrix variables $U_{k}^{l+1}$, $W_{k}^{l+1}$, and $V_{k}^{l+1}$ in the $(l+1)$-th layer, respectively, and $\{O_{k}^{u,l+1}, O_{k}^{v,l+1}\}$ denote the trainable offsets. The structure of
the network can be designed as

\begin{align}
U_{k}^{l+1} &= \left( (A^l_k)^T X_k^{u,l+1} + A^l_k Y_k^{u,l+1} + Z_k^{u,l+1} \right) H_k V_k^l + O_k^{u,l+1}, \\
W_k^{l+1} &= \left( (E_k^{l+1})^T X_k^{w,l+1} + E_k^{l+1} Y_k^{w,l+1} + Z_k^{w,l+1} \right), \\
V_k^{l+1} &= \left( (B^{l+1})^T X_k^{v,l+1} + B^{l+1} Y_k^{v,l+1} + Z_k^{v,l+1} \right) \omega_k H_k^T U_k^{l+1} W_k^{l+1} + O_k^{v,l+1},
\end{align}

where

\begin{align}
A^l_k &= \frac{\sigma_k^2}{P_T} \sum_{k=1}^K \text{Tr}(V_k^l (V_k^l)H) I + \sum_{m=1}^K H_k V_m^l (V_m^l)H H_k^H, \\
B^{l+1} &= \sum_{k=1}^K \frac{\sigma_k^2}{P_T} \text{Tr}(\omega_k U_k^l W_k^{l+1} (U_k^{l+1})H) I + \sum_{m=1}^K \omega_m H_m^T U_m^l W_m^{l+1} (U_m^{l+1})H H_m, \\
E_k^{l+1} &= I - (U_k^{l+1})H H_k V_k^l.
\end{align}

The architecture of the proposed IAIDNN is shown in Fig. 2. For the simplicity of notation, we drop the index \( l \) for the matrix variables. Since the dimension of \( U_k \) and \( W_k \) is much smaller than that of \( V_k \), it is better to treat \( U_k \) and \( W_k \) as the output of the IAIDNN. Thus, we apply the iterative expression of \( V_k \) in the WMMSE algorithm in the last layer, i.e., the module \( J_L \) in Fig. 2 which is given by

\begin{equation}
V_k = \left( \sum_{k=1}^K \frac{\sigma_k^2}{P_T} \text{Tr}(\omega_k U_k^l W_k^l) I + \sum_{m=1}^K \omega_m H_m^T U_m^l W_m^l H_m \right)^{-1} \omega_k H_k^T U_k W_k, \forall k.
\end{equation}

Since the channel matrices \( H_k \) are random variables, we take the expectation of \( H_k \) and modify the objective function in (12) into

\begin{equation}
\max_{\{V_k\}} \sum_{k=1}^K \mathbb{E}_{H_k} \left\{ \omega_k \log \det \left( I + H_k V_k V_k^H H_k^T \left( \sum_{m \neq k} H_k V_m V_m^H H_k^T + \frac{\sigma_k^2}{P_T} \sum_k \text{Tr}(V_k V_k^H) I \right)^{-1} \right) \right\}.
\end{equation}

Then, (18) could be regarded as the loss function of the NN, i.e., the module \( f \) in Fig. 2. Moreover, to avoid gradient explosion, we normalize each \( V_k \) by \( P_T \) at the end of each layer, i.e.,

\begin{equation}
\frac{\sqrt{\sum_k \text{Tr}(V_k^{l+1} (V_k^{l+1})H)}}{\sqrt{\sum_k \text{Tr}(V_k^{l+1} (V_k^{l+1})H)}} V_k^{l+1},
\end{equation}

to satisfy the power constraint in (10b).

\textbf{B. Generalized Chain Rule and Back Propagation}

Firstly, by substituting (17) into the objective function (12), we can calculate the gradient with respect to \( U_k^l \) and \( W_k^l \) for each sample in the last layer, i.e., \( \{G_k^{u,l}, G_k^{w,l}\} \). The detailed gradients are presented in Appendix B.
In this section, we present a black-box based CNN as a benchmark. Furthermore, the parameter dimension, computational complexity, and the generalization ability of the proposed schemes are analyzed.

V. COMPUTATIONAL COMPLEXITY AND GENERALIZATION ABILITY

Secondly, based on the GCR in matrix form shown in Theorem 1, we obtain the recurrence relation from the gradients of \( \{U_n, W, V, n \in K \} \) in the \((l+1)\)-th layer, i.e., \( \{G_n^{u,l+1}, G_n^{w,l+1}, G_n^{v,l+1} \} \) to those in the \(l\)-th layer, i.e., \( \{G_u^{u,l}, G_u^{w,l}, G_u^{v,l} \} \). The details of calculating the gradients \( \{G_n^{u,l}, G_n^{w,l}, G_n^{v,l}, \forall l \in L, n \in K \} \) in each layer are presented in Appendix C.

Then, based on the structure of the IAIDNN in (15) and \( \{G_u^{u,l}, G_u^{w,l}, G_u^{v,l}, \forall l \in L, n \in K \} \) in (29)-(32), the gradients of trainable parameters are calculated as follows:

\[
\begin{align*}
\nabla X_{k,l+1} & = H_k V_k^l G_{k,l+1} (A_k^l)^+ , \quad \nabla Y_{k,l+1} = H_k V_k^l G_{k,l+1} A_k^l , \quad \nabla Z_{k,l+1} = G_{k,l+1} (E_k^l)^+ , \\
\nabla X_{k,l+1} & = G_{k,l+1} W_{k}^l G_{k,l+1} (B_k^l)^+ , \quad \nabla Y_{k,l+1} = G_{k,l+1} W_{k}^l A_k^l , \quad \nabla Z_{k,l+1} = G_{k,l+1} W_{k}^l B_k^l , \quad \nabla O_{k,l+1} = G_{k,l+1} W_{k}^l C_k^l .
\end{align*}
\]

We apply the gradient descent method to train the IAIDNN, i.e., \( (X_{k,l})^{m+1} = (X_{k,l})^m + \sigma_m \nabla (X_{k,l})^m f \), where \( \sigma_m \) denotes the step size and \( \nabla (X_{k,l})^m f \) denotes the gradient of \( X_{k,l} \) in layer \( l \) at the \( m \)-th iteration in the training stage. The gradients of the trainable parameters are presented in (19), where \( m \) is omitted for clarity. We choose the step size \( \sigma_m \) based on (31), which satisfies the following conditions: \( \sigma_m \) is decreasing with the iteration number \( m \), \( \sigma_m \in (0, 1] \), \( \sigma_m \to 0 \), \( \sum_m \sigma_m \to \infty \), and \( \sum_m (\sigma_m)^2 < \infty \), e.g., \( \sigma_m = m^{-\alpha} \), \( 0 < \alpha < 1 \). The trainable parameters are initialized randomly, and \( V_k^0 \) is initialized by using the zero-forcing precoder. The process of training stage and testing stage is presented in Fig. 3 and the detailed training procedures of the IAIDNN are presented in Algorithm 2. 

Fig. 3: Training stage and testing stage.
Algorithm 2 Training procedures of the IAIDNN

Given the training set $H$. Set the number of layers $L$, the batch size $N$, the tolerance of accuracy $\epsilon$, the maximum iteration number $I_{\text{max}}$, and the current iteration index of the training stage $m = 0$.

repeat

1. **Forward propagation**: Select a group of samples $\{H_k, \forall k\}$ from the training set and initialize $\{V_0^l, \forall k, \forall l\}$. Compute $\{U_l^l, W_l^l, l = 1, 2, \cdots, L, \forall k\}$ and $\{V_l^l, l = 1, 2, \cdots, L - 1, \forall k\}$ based on (15)-(16).

2. Compute $\{V_L^l, \forall k\}$ based on (17) in the last layer. Then plug $\{V_l^l, \forall k\}$ into the loss function and obtain its value.

3. **Back propagation**: Firstly, compute the gradients with respect to variables $U_L^l$ and $W_L^l$ in the last layer based on Appendix B. Secondly, compute the gradients of $\{U_l^l, W_l^l, V_l^l, l = L - 1, \cdots, 2, 1, \forall k\}$ according to (29)-(32) in Appendix C. Finally, compute the gradients of trainable parameters $\{X_{\text{u},l}^u, Y_{\text{u},l}^u, Z_{\text{u},l}^u, O_{\text{u},l}^u\}$, $\{X_{\text{w},l}^u, Y_{\text{w},l}^u, Z_{\text{w},l}^u\}$, and $\{X_{\text{v},l}^u, Y_{\text{v},l}^u, Z_{\text{v},l}^u, O_{\text{v},l}^u\}$ based on (19).

4. **Update trainable parameters**: Repeat steps 1-3 for $N$ times and compute the average gradients of trainable parameters in a batch. Then, apply mini-batch SGD to update the trainable parameters.

5. $m = m + 1$.

until The loss function in the validation set converges or $m \geq I_{\text{max}}$.

---

Fig. 4: The architecture of the black-box based CNN.

A. Conventional Black-Box Based CNN

Based on [11], we introduce the design of black-box based CNN, which is employed to compare with the proposed IAIDNN as a benchmark.

The architecture of the black-box based CNN is presented in Fig. 4. Its input is the channel matrix $H \triangleq [H_1^T, H_2^T, \cdots, H_k^T]^T$, which passes through the convolutional layer (CL), the batch normalization (BN), and the non-linear function in serial. The process repeats for a number of times. Then, it comes through the fully connected (FC) layer, where we apply the flatten and dropout techniques. In particular, we adopt leaky ReLU as the non-linear function, i.e., $y = x$ if $x \geq 0$ and $y = \frac{x}{a}$ if $x < 0$, where $a$ is a constant. The outputs of the CNN are auxiliary
variables $U_k$ and $W_k$ instead of $V_k$, since the learning effect of the low dimensional variables $U_k$ and $W_k$ is better than that of the $V_k$ with higher dimension. Subsequently, we plug $U_k$ and $W_k$ into the iterative expression in (17) to calculate $V_k$. Finally, $V_k$ is substituted into the loss function, which ends the forward propagation. The BP is processed by the platform “tensorflow” automatically. We employ the unsupervised learning to improve the performance of the black-box based CNN. Then, the training stage can be divided into the following two parts,

- Supervised learning stage: Firstly, we apply $\sum_{k=1}^{K} (\|U_k - \hat{U}_k\|^2 + \|W_k - \hat{W}_k\|^2)$ as the loss function, where $\hat{U}_k$ and $\hat{W}_k$ are labels produced by the iterative WMMSE algorithm.
- Unsupervised learning stage: After applying the supervised learning several times, we use (18) as the loss function.

The unsupervised learning is terminated when the loss function converges in the validation set.

B. Parameter Dimension and Computational Complexity

Then, we discuss the parameter dimension and computational complexity of the proposed IAIDNN, the conventional black-box based CNN, and the iterative WMMSE algorithm.

1) Parameter Dimension: The parameter dimension of the IAIDNN corresponds to the dimension of $\{X_u,l_k, Y_u,l_k, Z_u,l_k, O_u,l_k\}, \{X_w,l_k, Y_w,l_k, Z_w,l_k, O_w,l_k\}$, and $\{X_v,l_k, Y_v,l_k, Z_v,l_k, O_v,l_k\}$. Then, the parameter dimension in each layer is given by $(3N^2_r + 3d^2 + 3N^2_t + dN_r + dN_t)K$. Since there is no parameters $\{X_v,l_k, Y_v,l_k, Z_v,l_k, O_v,l_k\}$ in the last layer, the total dimension of parameters is $LK(3N^2_r + 3d^2 + dN_r) + (L - 1)K(3N^2_t + dN_t)$, where $L$ denotes the number of layers.

The parameter dimension in the black-box based CNN is given by $\sum_{l=1}^{L-2} S_l^2 C_{l-1} C_l + KN_r N_l C_{L-2} C_{out}$, where $S_l$ and $C_l$ represent the size of the convolution kernel and the number of channel at the $l$-th layer in CL, respectively. $C_{out}$ denotes the output size of the FC layer. The first and second terms represent the parameter dimension in the CL and FC layer, respectively. We set $S_l = 5, C_l = 32, \forall l$, and $C_{out} = 1024$.

2) Computational Complexity: The computational complexity of the classic iterative WMMSE algorithm is given by $O(L_w(K^2 N_t N_r^2 + K^2 N_t^2 N_r + KN_r^3 + KN_r^3))$, where $L_w$ denotes the number of iterations.

The computational complexity of the proposed IAIDNN in the inference stage is given by $O(L_a(K^2 N_t N_r^2 + K^2 N_t^2 N_r + KN_r^{2.37} + K N_r^{2.37}))$, where $L_a (L_a << L_w)$ denotes the number of
layers. The computational complexity of the IAIDNN is lower than that of the iterative WMMSE algorithm in two aspects:

- The number of layers in the IAIDNN is much less, i.e., \( L_a \ll L_w \).
- The iterative WMMSE algorithm requires the matrix inversion operation, the computational complexity of which is \( O(n^3) \). In comparison, the proposed IAIDNN only requires matrix multiplication with computational complexity \( O(n^2) \).

Moreover, the computational complexity of the black-box based CNN in the inference stage is

\[
O\left( \sum_{l=1}^{L-2} M_l^2 S_l^2 C_{l-1} C_l + KN_r N_t C_{L-2} C_{\text{out}} + (K^2 N_t N_r^2 + K^2 N_r^2 N_t + K N_r^3 + K N_t^3) \right),
\]

where \( M_l = \left( \frac{P_l - S_l + 2 \times P_a S_t + 1}{S_t} \right) \) denotes the output size in the \( l \)-th layer. Note that \( P_l \), \( P_a \), and \( S_t \) represent the input size, the padding number, and the stride of the \( l \)-th layer, respectively.

In the training stage, since the proposed IAIDNN applies the closed-form gradients shown in [19] to update the parameters, it is more efficient with much shorter training time compared to the conventional black-box based CNN, especially in the unsupervised training stage.

C. Analysis of Generalization Ability

1) Generalization Ability: When the IAIDNN with given \((N_{t_0}, N_{r_0}, K_0)\) is trained, it can be straightforwardly transferred to the scenario with the same parameters \( N_{t_1} \) and \( N_{r_1} \) but smaller \( K_1 \), i.e., \((N_{t_1} = N_{t_0}, N_{r_1} = N_{r_0}, K_1 < K_0)\), rather than training a new network. In the inference stage, we only need to enter \( \{H_k, k \leq K_1\} \) and \( \{H_k = 0, K_1 < k \leq K_0\} \) as the input. In the case of \( N_{t_1} < N_{t_0} \) and \( N_{r_1} < N_{r_0} \), we set the corresponding column and row vectors in \( H_k \) to be 0. For example, for the case \( N_{t_0} = 32, N_{t_1} = 16, N_{r_0} = N_{r_1} = 2, K_0 = 10, K_1 = 5 \), we can transfer the trained model from the system \((N_{t_0}, N_{r_0}, K_0)\) to the system \((N_{t_1}, N_{r_1}, K_1)\). For each sample, we only need to enter \( \{H_k, k \leq 5\} \) and \( \{H_k = 0, 5 < k \leq 10\} \) as the input, meanwhile add 16 zero column vectors to \( \{H_k, k \leq 5\} \).

2) Straightforward Extension: For clarity, we have assumed that the transmit power \( P_T \) and noise \( \sigma_k \) are given in the proposed IAIDNN. It is a straightforward extension to treat them as inputs of the IAIDNN, together with the channel matrices \( \{H_k\} \). For example, we can assume \( P_T \sim N(a_1, b_1), \sigma_k \sim N(a_2, b_2) \), where \( N(a, b) \) denotes the Gaussian distribution with mean \( a \) and variance \( b \).

The proposed IAIDNN is also applicable to the robust precoding algorithm design in the presence of CSI errors and the scenario of multicell systems [8]. One can easily extend the
TABLE I: The sum-rate performance of the analyzed schemes for $N_t = 8$ and $N_t = 16$.

| # of transmit antennas ($N_t$) | 8   | 16  |
|-------------------------------|-----|-----|
| # of user ($K$)               | 1   | 2   | 3   | 4   | 2   | 4   | 6   | 8   |
| WMMSE (bits/s/Hz)             | 13.13 | 22.12 | 27.74 | 31.82 | 25.93 | 43.34 | 53.66 | 58.83 |
| IAIDNN                        | 99.34% | 99.15% | 97.36% | 91.35% | 99.59% | 99.11% | 97.67% | 92.13% |
| Black-box                     | 93.76% | 92.09% | 90.27% | 81.85% | 93.68% | 92.39% | 89.32% | 80.56% |

The proposed IAIDNN to these cases by considering the CSI error statistics and slightly adjusting the objective function.

VI. SIMULATION RESULTS

In this section, we verify the effectiveness of the proposed IAIDNN by simulation results.

A. Simulation Setup

In the simulation, we employ the uncorrelated MIMO fading channel model, i.e., the elements in $H_k$ are generated based on the complex Gaussian distribution $CN(0, 1)$. We set $\text{SNR} = 20$ dB, and assume that all users are equipped with $N_r = 2$ receive antennas. We set $N = 10$ as the batch size and $L = 7$ as the number of layers in the proposed IAIDNN. For each setup, we run 5,000 channel matrices in the test data set and take the average of their values of loss function to approximate their expectation in the testing stage. We run the iterative WMMSE algorithm 30 times with different initial values and then retain the best result as its performance, which is an approximation of the global optimal solution. The percentages of the IAIDNN in the table are calculated via dividing the values of sum-rate achieved by the IAIDNN by those of the iterative WMMSE algorithm. The percentages of the black-box based CNN in the table are calculated in the same way.

B. Sum-Rate Performance

In the following, we evaluate the sum-rate performance of different schemes versus the number of users $K$ and the number of transmit antennas $N_t$. From the results shown in Table I, II, III, IV, and V, we observe that the sum-rate performance achieved by the proposed IAIDNN is close to that of the iterative WMMSE algorithm. The gap between the performance of the proposed IAIDNN and that of the iterative WMMSE algorithm increases with $K$. We can also see that the
TABLE II: The sum-rate performance of the analyzed schemes for \( N_t = 32 \).

| # of users \((K)\) | 4     | 6     | 8     | 10    | 12    | 14    | 16    |
|---------------------|-------|-------|-------|-------|-------|-------|-------|
| WMMSE (bits/s/Hz)   | 51.53 | 70.38 | 85.95 | 97.69 | 104.78| 108.55| 113.22|
| IAIDNN              | 99.84%| 99.69%| 99.28%| 99.13%| 98.76%| 97.39%| 92.63%|
| Black-box           | 93.52%| 92.86%| 91.57%| 90.03%| 88.16%| 85.24%| 80.39%|

TABLE III: The sum-rate performance of the analyzed schemes for \( N_t = 64 \).

| # of users \((K)\) | 5     | 10    | 15    | 20    | 25    | 30    |
|---------------------|-------|-------|-------|-------|-------|-------|
| WMMSE (bits/s/Hz)   | 71.04 | 123.15| 164.71| 194.72| 208.96| 216.92|
| IAIDNN              | 99.91%| 99.82%| 99.76%| 99.11%| 98.88%| 97.58%|
| Black-box           | 93.56%| 92.83%| 92.02%| 90.38%| 87.98%| 82.14%|

(a) Different numbers of batch size.  
(b) Different choices of learning rate.

Fig. 5: Convergence performance for different numbers of batch size and different choices of learning rate \((N_t = 128, K = 30)\).

The proposed IAIDNN outperforms the conventional black-box based CNN, and the gap between the performance of conventional black-box based CNN and that of the IAIDNN also increases with \( K \). Besides, the performance gap between the conventional black-box based CNN and the proposed IAIDNN becomes much larger when \( K \times N_r \) approaches \( N_t \), and the performance of the conventional black-box based CNN deteriorates severely. It is mainly because the difference of the elements in \( V_k \) tends to increase with \( K \), i.e., become close to either 0 or 1, which makes the NNs more difficult to learn satisfactory results.

Fig. 5 presents the impact of the batch size and learning rate on the convergence performance.
TABLE IV: The sum-rate performance of the analyzed schemes for $N_t = 128$.

| # of users ($K$) | 10    | 20    | 30    | 40    | 50    | 60    |
|------------------|-------|-------|-------|-------|-------|-------|
| WMMSE (bits/s/Hz)| 139.15| 244.03| 326.76| 386.21| 412.82| 417.64|
| IAIDNN           | 99.87%| 99.67%| 99.32%| 99.03%| 98.68%| 97.87%|
| Black-box        | 93.58%| 92.76%| 91.58%| 89.93%| 87.31%| 83.89%|

TABLE V: The sum-rate performance of the analyzed schemes for $N_t = 256$.

| # of users ($K$) | 20    | 30    | 40    | 50    | 60    | 70    | 80    |
|------------------|-------|-------|-------|-------|-------|-------|-------|
| WMMSE (bits/s/Hz)| 279.56| 389.31| 487.56| 575.32| 652.59| 718.41| 772.07|
| IAIDNN           | 99.86%| 99.73%| 99.51%| 99.29%| 99.05%| 98.79%| 98.33%|
| Black-box        | 93.23%| 92.97%| 92.28%| 91.45%| 89.96%| 88.03%| 85.86%|

Fig. 6: The CDF that describes the sum-rate achieved by different schemes for $N_t = 64$.

From Fig. 5 (a), a larger batch size leads to slower but more stable convergence performance, while the achieved sum-rate increases with the decrease of batch size. It is mainly because the randomness of the gradient becomes larger with the decrease of batch size, which increases the possibility for the IAIDNN to bypass the saddle point and find the globally optimal solution. From Fig. 5 (b), we can see that a smaller learning rate achieves better sum-rate performance, while a larger learning rate leads to faster convergence performance, and the proposed learning rate scheme shows a good balance between the convergence speed and the sum-rate performance.

Fig. 6 shows the cumulative distribution function (CDF) that describes the sum-rate per-
 performance achieved by different investigated schemes for $N_t = 64$, where 50,000 testing data samples of $\{H_k, \forall k\}$ are generated. We can see that when the number of users $K$ is small, e.g., $K = 10$, the proposed IAIDNN achieves 99.82% sum-rate performance of the iterative WMMSE algorithm on average, while that of the black-box based CNN is 92.83%. The gaps among the three schemes increase with $K$. Moreover, the variance of the results achieved by the iterative WMMSE algorithm is the smallest, while that of the black-box based CNN is the largest among these schemes.

Fig. 7 presents the distribution of the sum-rate over the entire test data set for $N_t = 128$. It is observed that the proposed IAIDNN provides a good approximation of the entire rate profile generated by the iterative WMMSE algorithm, whose approximation is better than that of the black-box based CNN. The approximation becomes worse when $K$ increases, especially when the value of $K \times N_r$ approaches $N_t$.

Table VI presents the performance versus SNR in the scenario of $(N_t = 64, K = 30)$. The sum-rate performance achieved by the IAIDNN and black-box based CNN is slightly improved with
TABLE VII: The sum-rate performance versus # of training samples \((N_t = 128, K = 40)\).

| # of training samples | 5000 | 10000 | 15000 | 20000 | 25000 | 30000 | 35000 | 40000 |
|-----------------------|------|-------|-------|-------|-------|-------|-------|-------|
| Black-box             | 78.93% | 83.14% | 86.59% | 88.36% | 89.66% | 89.93% | 90.15% | 90.15% |
| # of training samples | 100   | 200   | 300   | 400   | 500   | 600   | 700   | 800   |
| IAIDNN                | 93.03% | 95.89% | 97.31% | 98.52% | 98.94% | 99.03% | 99.26% | 99.26% |

TABLE VIII: The sum-rate performance versus # of layers \((N_t = 64, K = 30)\).

| # of layers | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10   |
|-------------|-----|-----|-----|-----|-----|-----|-----|------|
| Sum-rate performance | 91.58% | 93.35% | 95.56% | 96.61% | 97.58% | 97.61% | 97.61% | 97.34% | 96.93% |
| CPU time of training (min) | 265.63 | 279.35 | 289.02 | 296.97 | 301.61 | 306.16 | 310.91 | 313.56 |

the increase of SNR. It is mainly because the feasible region of the problem under investigation expands when SNR increases, then the network tends to find a better solution.

Table VII shows the sum-rate performance versus the number of training data samples for the case of \((N_t = 128, K = 40)\). It is obvious that the proposed IAIDNN needs much fewer training data samples than the conventional black-box based CNN since it makes use of the structure of the classic iterative WMMSE algorithm. This advantage is important in a realistic industrial application due to the challenge of obtaining training data samples and the high cost of implementing channel estimation.

Table VIII shows that with the increase of layer \(L\), the sum-rate performance improves first, and then decreases. It is because when \(L\) is small, the degree of freedom of the IAIDNN is small, which leads to its unsatisfactory learning ability with small number of trainable parameters. Thus, the performance improves when \(L\) increases. However, the numerical error of the gradients increases with \(L\) due to a series of operations of matrix inversion and multiplication. When \(L\) is relatively large, e.g., \(L = 8\), the learning ability of the network is limited by the numerical error, which leads to the degrade of the sum-rate performance. Moreover, the training time also increases with \(L\), and \(L = 7\) is the optimal choice since it achieves a good balance between the performance and training time.

Fig. 8 illustrates the sum-rate performance of the analyzed algorithms in the scenario of imperfect CSI. From the results, the performance degrades with the increase of the CSI error variance \(\sigma_e^2\). The proposed IAIDNN provides the best performance, followed by the iterative WMMSE algorithm and the black-box network, which shows the ability of the proposed IAIDNN...
Table IX: The CPU running time of the analyzed schemes.

| # of transmit antennas and users \((N_t, K)\) | CPU time of training stage (min) | CPU time of testing stage (s) |
|---------------------------------------------|----------------------------------|-------------------------------|
|                                             | IAI\text{DNN}  | Black-box  | IAI\text{DNN}  | Black-box  | WMMSE    |
| \((8,4)\)    | 8.71          | 11.12      | 0.01          | 0.01       | 0.08      |
| \((16,8)\)   | 21.52         | 31.55      | 0.01          | 0.01       | 0.22      |
| \((32,8)\)   | 28.65         | 60.18      | 0.02          | 0.03       | 0.51      |
| \((32,16)\)  | 70.35         | 130.54     | 0.03          | 0.04       | 1.05      |
| \((64,15)\)  | 102.23        | 153.66     | 0.04          | 0.05       | 1.46      |
| \((64,30)\)  | 301.61        | 467.12     | 0.11          | 0.13       | 4.22      |
| \((128,30)\)| 514.56        | 1439.43    | 0.13          | 0.16       | 5.14      |
| \((128,60)\)| 1242.23       | 4184.02    | 0.32          | 0.39       | 29.68     |
| \((256,30)\)| 1056.59       | 3758.51    | 0.61          | 0.71       | 32.31     |
| \((256,60)\)| 3126.12       | 9986.37    | 0.83          | 0.98       | 38.56     |
| \((256,120)\)| 9806.85       | –          | 2.94          | 3.36       | 291.01    |

to handle channel uncertainties. Since the IAI\text{DNN} aims at maximizing the average sum-rate, it has better robustness compared to the iterative WMMSE algorithm.

C. Complexity Comparison

Table IX compares the computational complexity, i.e., the CPU time of the training stage and testing stage, for different schemes in various scenarios. It is obvious that the CPU time of the training stage and testing stage both increases with the number of transmit antennas \(N_t\) and the number of users \(K\), while the CPU time of the training stage grows much more quickly than
that of the testing stage since the training stage has more operations of matrix multiplication and inversion. Moreover, the proposed IAIDNN has much shorter training time and converges faster than the black-box based CNN. It is because the loss function (18) in the unsupervised learning is complicated, the black-box based CNN applying the “tensorflow” for calculating the gradients in the BP computation is not efficient. In the proposed IAIDNN, we derive the closed-form gradients in the BP computation efficiently. The gap of the CPU time between the IAIDNN and the black-box based CNN in the training stage becomes larger when $N_t$ and $K$ increase. In the testing stage, we can see that the IAIDNN requires shorter CPU time than that of the iterative WMMSE algorithm, where the superiority of our proposed algorithm lies in. In a large-scale MU-MIMO scenario, i.e., $N_t = 128$ or 256, this superiority is much significant, which makes it possible that iterative algorithms can be widely used in practical engineering.

D. Generalization Ability

Table X shows the generalization ability of the proposed IAIDNN. We train a network with $N_t = 256$ transmit antennas and $K = 80$ users, and then apply this network to test the sum-rate performance of the scenarios with smaller $N_t$ and $K$ in Table X. By comparing these results to those shown in Table III, IV, and V, we can see that the performance loss of applying this large-scale network to test the scenarios with smaller number of users and the same number of transmit antennas is around 1%, while that of the scenarios with smaller number of users and transmit antennas is around 3%. Thus, the generalization ability of the proposed IAIDNN is satisfactory.

E. Improvement of the IAIDNN for Fully Loaded Systems

The proposed IAIDNN achieves good sum-rate performance in the case of $K \times N_r < N_t$, which approaches that of the iterative WMMSE algorithm. However, its sum-rate performance
TABLE XI: The sum-rate performance of the improved IAIDNN in a fully loaded system.

| Scenario $\left( N_t, K \right)$ | (8, 4) | (16, 8) | (32, 16) | (64, 32) | (128, 64) |
|-----------------------------------|--------|--------|----------|----------|----------|
| WMMSE in 7 iterations             | 79.19% | 80.63% | 82.72%   | 83.05%   | 83.52%   |
| IAIDNN                            | 91.35% | 92.13% | 92.63%   | 92.82%   | 92.95%   |
| Improved IAIDNN                   | 95.86% | 96.02% | 96.85%   | 96.93%   | 97.08%   |
| Training time (min)               | 10.65  | 27.52  | 86.37    | 372.58   | 2112.31  |

TABLE XII: Features of the analyzed schemes.

| Algorithms | Performance | Efficiency | Parameter Dimension | Robustness | Interpretability | Generalizability |
|------------|-------------|------------|---------------------|------------|------------------|------------------|
| WMMSE      | High        | Low        | Low                 | Low        | High             | Low              |
| IAIDNN     | High        | High       | Middle              | High       | Middle           | Middle           |
| Black-box  | Low         | High       | High                | Middle     | Low              | Middle           |

degraded in a fully loaded system, i.e., $K \times N_r = N_t$. In the following, we modify the structure of the network to improve its performance in this case. We introduce the matrix inversion operation $A^{-1}$ and include more parameters, i.e., $P$ to increase the degree of freedom. Then, the structure $A^{-1}X + PAY + Z$ is applied to replace $A^+X + AY + Z$ in (15), where $X$, $P$, $Y$, and $Z$ are introduced trainable parameters. The training stage and the testing stage are the same as the IAIDNN proposed in Section [IV].

Table [X] shows that the improvement of the proposed IAIDNN significantly increases the sum-rate performance and even outperforms the classic iterative WMMSE algorithm in 7 iterations. However, the improved IAIDNN has more trainable parameters and requires a few matrix inversion operations, which causes slightly increased computational complexity and training time.

Based on the simulation results and discussion presented above, we summarize some features of the analyzed schemes in Table [XII].

VII. Conclusion

In this work, we proposed a novel deep-unfolding based framework, where a general form of IAIDNN in matrix form is developed. To design the precoding in MU-MIMO systems, we developed an IAIDNN based on the structure of the classic WMMSE iterative algorithm. Specifically, the iterative WMMSE algorithm is unfolded into a layer-wise structure in the
IAIDNN, where a number of trainable parameters are introduced to replace the high-complexity operations. To train the network, a GCR of the IAIDNN has been proposed to depict the recurrence relation between two adjacent layers in BP. Simulation results showed that the proposed IAIDNN can be trained to efficiently achieve the performance of the iterative WMMSE algorithm with reduced computational complexity. Thus, we can conclude that IAIDNNs can be applied as surrogates of the iterative optimization algorithms in real-time systems. The future work could generalize our proposed IAIDNN framework in matrix form to other challenging communication applications, such as the robust precoding design in the presence of CSI errors, the precoding design in a multicell system, and the problem with discrete variables.

APPENDIX A

PROOF FOR THEOREM 1

Firstly, we introduce the following Theorem 2 to compute the gradient of a matrix variable. Then, the properties of matrix differential are presented in Lemma 2.

**Theorem 2.** If the differential of a function $f$ with matrix variable $X$ has the following form

$$df = \text{Tr}(A dX^H),$$

then, the partial derivative of $f$ with respect to $X^*$ is $[32]$:

$$\frac{\partial f}{\partial X^*} = A,$$

where $f : \mathbb{C}^{m \times n} \mapsto \mathbb{R}$ is a function with respect to variable $X \in \mathbb{C}^{m \times n}$.

**Lemma 2.** The properties of matrix differential $[32]$:

$$d\text{Tr}(X) = \text{Tr}(dX), \quad d\text{Tr}(X^H) = \text{Tr}(dX^H + X^H dX),$$

$$d\log \det(X) = \text{Tr}(X^{-1} dX), \quad d\text{Tr}(AX^{-1}) = -\text{Tr}(X^{-1} AX^{-1} dX),$$

$$d(X + Y) = dX + dY, \quad d(XY) = (dX)Y + X(dY),$$

where $A$ is a constant matrix, $X$ and $Y$ are matrix variables.

Recall the properties of the trace of the matrix,

$$\text{Tr}(AB) = \text{Tr}(BA), \quad \text{Tr}(A^T(B \circ C)) = \text{Tr}((A^T \circ B^T)C).$$

Based on Theorem 2, Lemma 2 and (23), the GCR in matrix form in Theorem 1 is obtained.
APPENDIX B
THE GRADIENT OF (12) WITH RESPECT TO $U_k^L$ AND $W_k^L$

Based on Theorem 2 and Lemma 2, the gradient of the objective function (12) with respect to $W_k^L$ in the last layer is presented below. For clarity, we omit the index of layer $l$, where the variables here are all from the last layer, i.e., $l = L$.

$$
\frac{\partial f}{\partial W_k^L} = -\sum_{m \neq k} U_k^H H_k \tilde{C}^{-H} H_m^H E_m H_m V_k - \sum_{m=1}^K \text{Tr}(\tilde{A}_m^{-1} H_m D_m \tilde{C}^{-H} H_m^H B_m^{-1}) \frac{\sigma_k^2}{P_T} U_k^H U_k
- \sum_{m=1}^K \frac{\sigma_k^2}{P_T} \text{Tr}(\tilde{E}_m) U_k^H H_k \tilde{C}^{-H} V_k - \sum_{m=1}^K U_k^H H_k \tilde{C}^{-H} H_m^H B_m^{-1} \tilde{A}^{-1} H_m D_m H_k U_k
+ U_k^H H_k \tilde{C}^{-H} H_k B_k^{-1} A_k^{-1} H_k V_k + \sum_{n=1}^K \sum_{m \neq k} U_k^H H_k \tilde{C}^{-H} H_n^H \tilde{E}_n H_n D_m H_k U_k
+ \sum_{n=1}^K \sum_{m=1}^K \frac{\sigma_n^2}{P_T} \text{Tr}(\tilde{E}_n) \text{Tr}(\tilde{D}_n \tilde{C}^{-H}) U_k^H U_k + \sum_{n=1}^K \sum_{m \neq k} \text{Tr}(\tilde{E}_n H_n D_m \tilde{C}^{-H} H_n^H) \frac{\sigma_k^2}{P_T} U_k^H U_k
+ \sum_{n=1}^K \sum_{m=1}^K \frac{\sigma_n^2}{P_T} \text{Tr}(\tilde{E}_n) U_k^H H_k \tilde{C}^{-H} \tilde{D}_n H_k^H U_k,
$$

(24)

where

$$
\tilde{A}_k \triangleq H_k V_k V_k^H H_k^H B_k^{-1},
$$

$$
\tilde{B}_k \triangleq \sum_{m \neq k} H_k V_m V_m^H H_k^H + \frac{\sigma_k^2}{P_T} \sum_{k=1}^K \text{Tr}(V_k V_k^H) I,
$$

$$
\tilde{C} \triangleq \sum_{k=1}^K \frac{\sigma_k^2}{P_T} \text{Tr}(U_k W_k U_k^H) I + \sum_{m=1}^K H_m^H U_m W_m U_m^H H_m,
$$

$$
\tilde{D}_k \triangleq V_k W_k^H U_k^H H_k \tilde{C}^{-H}, \quad \tilde{E}_k \triangleq \tilde{B}_k^{-1} \tilde{A}_k^{-1} H_k V_k V_k^H H_k^H \tilde{B}_k^{-1}.
$$

The gradient of objective function with respect to $U_k^L$ in the last layer can be computed similarly.

APPENDIX C
DETAILS OF CALCULATING THE GRADIENTS $\{G_n^{u,l}, G_n^{w,l}, G_n^{v,l}, \forall l, n\}$

The total gradient with respect to all the matrix variables at the $(l+1)$-th layer is given by

$$
\sum_{k=1}^K \text{Tr}\left( G_k^{u,l+1} dU_k^{l+1} + G_k^{w,l+1} dW_k^{l+1} + G_k^{v,l+1} dV_k^{l+1} \right). \quad (26)
$$

We take $G_n^{w,l}$ as an example, $G_n^{u,l}$ and $G_n^{v,l}$ can be obtained similarly. In order to calculate $G_n^{w,l}$, we firstly substitute (15) into (26), and the corresponding details are shown in Appendix D.
Then, we retain the terms with \( dW^l_k \) and have the following results based on Theorem [1] and Corollary [1]:

\[
\begin{align*}
\text{Tr} \left\{ \mathbf{G}^{n,l+1} \left( - (B^{l+1})^+ \circ (B^{l+1})^+ \circ d(B^{l+1}) \right) X_n^{l+1} H_n^H U_n^{l+1} W_n^{l+1} \right. \\
+ \mathbf{G}^{n,l+1} d(B^{l+1}) Y_n^{l+1} H_n^H U_n^{l+1} W_n^{l+1} + \mathbf{G}^{n,l+1} M_n^{l+1} U_n^{l+1} dW_n^{l+1} \left. \right\} \\
\equiv \text{Tr} \left\{ \sum_{k=1}^{K} \left( \text{Tr}(J_k^{n,l+1} + L_k^{n,l+1}) \frac{\sigma_k^2}{P_T} (U_n^{l+1})^H U_n^{l+1} dW_n^{l+1} \right. \\
+ \sum_{k=1}^{K} \left( (U_n^{l+1})^H H_n (J_k^{n,l+1} + L_k^{n,l+1}) H_n^H U_n^{l+1} dW_n^{l+1} + \mathbf{G}^{n,l+1} M_n^{l+1} U_n^{l+1} dW_n^{l+1} \right) \right\}
\end{align*}
\]

(27)

where

\[
\begin{align*}
d(B^{l+1}) &= \sum_{k=1}^{K} \frac{\sigma_k^2}{P_T} \text{Tr}(\omega_k U_k^{l+1} dW_k^{l+1} (U_k^{l+1})^H) I + \sum_{m=1}^{K} \omega_m H_m^H U_m^{l+1} dW_m^{l+1} (U_m^{l+1})^H H_m, \\
J_k^{n,l+1} &\triangleq \left( X_k^{l+1} H_k^H U_k^{l+1} W_k^{l+1} G_k^{n,l+1} \right) \circ \left( - (B^{l+1})^+ \circ (B^{l+1})^+ \right)^T, \\
L_k^{n,l+1} &\triangleq Y_k^{l+1} H_k^H U_k^{l+1} W_k^{l+1} G_k^{n,l+1}, \\
M_k^{n,l+1} &\triangleq \left( (B^{l+1})^+ X_k^{l+1} + B^{l+1} Y_k^{l+1} + Z_k^{l+1} \right) H_k^H.
\end{align*}
\]

Thus, we have the recurrence relation for the gradient with respect to \( \{W_n\} \) as

\[
\mathbf{G}^{w,l} = \sum_{k=1}^{K} \text{Tr}(J_k^{w,l} + L_k^{w,l}) \frac{\sigma_k^2}{P_T} (U_n^{l})^H U_n^{l} + \sum_{k=1}^{K} (U_n^{l})^H H_n (J_k^{w,l} + L_k^{w,l}) H_n^H U_n^{l} + \mathbf{G}^{w,l} M_n^{w,l} U_n^{l}.
\]

(29)

Similarly, we obtain the recurrence relation of the gradients with respect to \( \{U_n, V_n\} \) in adjacent layers as

\[
\begin{align*}
\tilde{\mathbf{G}}^{n,l} &= -(J_n^{w,l+1} + Y_n^{w,l+1} G_n^{w,l+1}) (U_n^{l+1})^H H_n + M_n^{w,l+1} \\
+ \sum_{k=1}^{K} \text{Tr}(N_k^{u,l+1}) \frac{\sigma_k^2}{P_T} (V_n^{l})^H + \sum_{k=1}^{K} (V_n^{l})^H H_n^H (N_k^{u,l+1}) H_k, \\
\end{align*}
\]

(30a)

\[
\begin{align*}
\mathbf{G}^{n,l} &= -(J_n^{u,l})^H + (G_n^{w,l})^H (Y_n^{w,l})^H (V_n^{l-1})^H H_n^H + \sum_{k=1}^{K} W_n^{l} (U_n^{l})^H H_n (J_k^{v,l} + L_k^{v,l}) H_n^H \\
+ \sum_{k=1}^{K} \text{Tr}(J_k^{v,l}) \frac{\sigma_k^2}{P_T} W_n^{l} (U_n^{l})^H + \sum_{k=1}^{K} (W_n^{l})^H (U_n^{l})^H H_n (J_k^{v,l})^H + (L_k^{v,l})^H H_n^H \\
+ \sum_{k=1}^{K} \text{Tr}(L_k^{v,l}) \frac{\sigma_k^2}{P_T} (W_n^{l})^H (U_n^{l})^H + W_n^{l} G_n^{v,l} M_n^{v,l},
\end{align*}
\]

(30b)
where
\[
J_k^{w,l+1} = X_k^{w,l+1}H_k V_k^{u,l+1} \circ \left( - (A_k^l)^+ \circ (A_k^l)^+ \right)^T ,
\]
\[
L_k^{u,l+1} = Y_k^{u,l+1} H_k V_k^{u,l+1} ,
\]
\[
M_k^{u,l+1} \triangleq G_k^{u,l+1} \left( (A_k^l) + X_k^{u,l+1} + A_k^l Y_k^{u,l+1} + Z_k^{u,l+1} \right) H_k ,
\]
\[
N_k^{u,l+1} \triangleq J_k^{u,l+1} + L_k^{u,l+1} + (J_k^{u,l+1})^H + (L_k^{u,l+1})^H ,
\]
\[
J_k^{w,l+1} \triangleq \left( X_k^{w,l+1} G_k^{v,w,l} \right) \circ \left( - (E_k^{l+1})^+ \circ (E_k^{l+1})^+ \right)^T .
\]

We need to normalize each \( V_k \) by \( P_T \) at the end of each layer, the gradient of \( V \) is given by
\[
G_n^{v,l} = \tilde{G}_n^{v,l} + \tilde{G}_n^{v,l} \sqrt{P_T} a^{-rac{1}{2}} - \sum_{m=1}^{K} \frac{1}{2} \text{Tr} \left( G_m^{v,l} V_m + (G_m^{v,l})^H (V_m^l)^H \right) \sqrt{P_T} a^{-rac{3}{2}} (V_n^l)^H ,
\]
where \( a \triangleq \sum_{k=1}^{K} \text{Tr}(V_k^l (V_k^l)^H) \).

**APPENDIX D**

**DETAILS ABOUT (26)-(27)**

In this appendix, we show the details about \((26)-(27)\). Recalling the expression of \( W_k^{l+1} \), \( B_k^{l+1} \), and \( J_k^{l+1} \) in \((15)-(16)\) and \((31)\), respectively, and based on the results from Theorem 1 and Lemma 2, we have the following recurrence relation from \( W_k^{l+1} \) to \( V_k^l \) and \((U_k^{l+1})^H\),
\[
\text{Tr}(G_k^{w,l+1} dW_k^{l+1}) = \text{Tr} \left\{ G_k^{w,l+1} \left( - (E_k^{l+1})^+ \circ (E_k^{l+1})^+ \circ dE_k^{l+1} \right) X_k^{w,l+1} + G_k^{w,l+1} dE_k^{l+1} Y_k^{w,l+1} \right\}
\]
\[
= \text{Tr} \left\{ (J_k^{w,l+1} + Y_k^{w,l+1} G_k^{v,w,l+1}) dE_k^{l+1} \right\}
\]
\[
= -\text{Tr} \left\{ (J_k^{w,l+1} + Y_k^{w,l+1} G_k^{v,w,l+1}) (U_k^{l+1})^H H_k dV_k^l \right\}
\]
\[
+ H_k V_k^l (J_k^{w,l+1} + Y_k^{w,l+1} G_k^{v,w,l+1}) d(U_k^{l+1})^H \right\},
\]

The expression of \( \text{Tr}(G_k^{u,l+1} dU_k^{l+1}) \) and \( \text{Tr}(G_k^{v,l+1} dV_k^{l+1}) \) can be obtained similarly. Then, we add these terms together and write them in the form of \((26)\). Finally, we retain the terms with \( dW_k^l \) and obtain \((27)\).
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