Abstract

This study aims to investigate macro-economic variables on the financial ratios of Islamic banks in Indonesia, using simultaneous impulse response function (IRF) and forecast error variance decomposition (FEVD) analysis. The object in the sample research is one of the Islamic banks in Indonesia, namely the bank muamalah. The data used in this study consists of 4 macroeconomic variables of Indonesia and 4 variable ratio of Islamic banks in Indonesia. From the research that has been done macroeconomic variable response is still very volatile in the first month until month 10, positive and negative response (up and down) since the occurrence of shock or shock to the variable banking sector. Next, from the 9th to the 10th month the fluctuations begin to shrink meaning that the macroeconomic variables are no longer very volatile like the previous period. By using Impulse Response (ROA) in the results that in the first period of variable banking ROA ratio is strongly influenced by FDR shock (12.6%) while the period of the period of shock ROA and other variables still not give influence.
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JEL:
INTRODUCTION

In a few decades, a discourse arose in the establishment of a sharia banking financial institution, which in value could make the State macro policy stable. In addition there are also some obstacles that will likely occur with the operation of Islamic banks in Indonesia. Indirectly again can bring up the discourse, what exactly can be influenced by the presence and emergence of Islamic banking in Indonesia. Quoted from a paper there are several possibilities that can occur or that can occur if the operation of Islamic banking in a country. This is of course related to the economic condition of the State, which may or may not be influenced by micro or macro with the emergence of sharia banking. If seen in general, the emergence of Islamic banking can be associated with economic conditions, such as growth rates or equity in terms of income and economy in Indonesia. The possibility of explaining why sharia banking needs to be developed and developed [1], the first is definitely related to economic stability, especially related to sharia banking transactions. By using the system of sharia and Islamic law is in balance value in the economy will be able to provide a macro impact, in because most of the population in Indonesia islam religion. Selanjutanya certainly associated with a larger market share, which may be achieved by sharia banking. In order to maintain the stability that will be developed in sharia banking in Indonesia, market share capital is considered sufficient to see the significant effect that will occur on the inflation rate and the scarcity of goods.

While the last is the impact of sharia banking operations on equity. Islamic banking currently operates using a profit-sharing system. "A fair and equitable sharing system on the funding side as well as on the financing side will have an equity impact,". With the addition of basic philosophy that carried Islamic banking in the form of Natural Uncertain Contract then the profit -sharing system will apply the principle of little results or large results will be shared fairly. "Thus is the form of efficiency of sharia banking, and the key to success is the low Non Performing Financing,". With the emergence of this impact, the authors want to examine the extent to which the influence of macroeconomic variables that exist in Indonesia against Islamic banks, in review of the empirical study of a study.

LITERATURE REVIEW

In the study conducted [2 & 3] discussed also about economic stabilization and restructuring process in the banking sector and privatization process which is considered more conducive in the transition period. The occurrence of the global financial crisis that could make the banking sector crisis, make the example and the impetus to be able to make a banking sector in the economy become stronger, both legally and economically. Some of the ratios found in the banking industry, such as capital adequacy ratio, credit ratio and minimum mandatory gro ratio, make industry in the banking sector can be systemically risky. The existence of good macroeconomic stability can have an indirect impact on financial stability of banks, such as the NPL ratio. In their study, the use of macroeconomic variables and banking ratios, in the basis of data and analysis in assessing the economic growth and stability of banks in the country in doing research that is Poland and Hungary. Given the positive economic recovery is considered to be able to spur performance in...
the banking sector. They considered that the crisis in Hungary or more known as the depreciation of Forint and the crisis in Poland, known as Polish Zloty, contributed to the economies of both countries, the impact of higher lending market share, and more in the dominated by the eyes foreign money. The banking crisis in Hungary caused the NPL ratio to rise, while in this case the local government did not provide protection to the banking world for the guarantee of this NPL increase, so that many industries outside the banking sector went bankrupt.

In other studies [4,5,6 & 7], testing almost the same thing, namely macroeconomics and banking ratios. Macroeconomic variables that are used as an analytical tool not far from GDP, Inflation and the amount of government debt ratio. As for the performance of banking variables that are used in their study can not be separated from the ratio of NPL, CAR and ROA. Using wald test and causality, in their study found a short-term causal relationship between the variables in the study, but before the causality test was done, in their study using stationary test data, to see the level of kestasioneritas of data that will be used in research. In addition to the data they tested, stationary is also normally distributed, but the data must first be changed into logarithmic form. The end result of their NPL studies and non-performing loans ratio is related to growth rates in the countries where they conduct research.

In the study [8,9] justify the results described in the studies [4,5,6 & 7], however the analysis of the data in use is slightly different and more complex. VAR modelers and cointegration can not be separated from the studies [8,9], but still the VECM modeling can explain the results of their studies. But the data test they do not be separated from autocorrelation, heteroscedasticity test, causality. To explain the effect of macroeconomic variables on the variables of the banking sector using the VAR test, it can be seen how the results of a commercial lending rate, GDP ratio and debt ratio, simultaneously to the ratio of problem banking credit. The overall conclusion explains that there is a long-term and short-term relationship between the variables conducted in the study. And in long-term balance, the error of the model is corrected by using the VECM test. So there is a long term causal relationship between macroeconomic variables and banking variables that they use as research data. However, in the long term, unintentionally the ratio of nonperforming loans affects the value of commercial lending rates.

**RESEARCH METHOD**

For this research is done by the authors in February 2018. This study consists of 4 economic variables and 4 variable performance of sharia banks. The sharia bank in which the sample is made is the Indonesian muamalat bank. In this research to make some variables, where the variables include BI RATE, BOPO, index rate, IPI bank, consumer price index, FDR, inflation Indonesia and ROA. For the report of bank financial ratios used in accordance with the financial statements of muamalat banks for the year ending 2010 to 2016.

**RESULT AND DISCUSSION**
Impulse response function (IRF)

The method of impulse response function analysis is a tool used to detect dynamic relationships among variables in a system of equations. In other words a shock to a particular variable will directly affect the variable it self, then the effect will be spread to all other endogenous variables through dynamic structure or lag structure VAR used in the equation [10]. Therefore this analytical tool can be used to perform dynamic simulation for future forecasting. Here are the results of the forecast for the variables of this study: [presented in table 1].

### Table 1 : Result for impulse response function (IRF)

| Period | BL_RATE | BOPO | FDR | IHK | IPI | KURS | INF | ROA |
|--------|---------|------|-----|-----|-----|------|-----|-----|
| 1      | 0.103913 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
|        | (0.00811) | (0.00000) | (0.00000) | (0.00000) | (0.00000) | (0.00000) | (0.00000) | (0.00000) |
| 2      | 0.149359 | -0.013932 | 0.020670 | -0.019407 | -0.016400 | 0.004855 | 0.002648 | 0.0000627 |
|        | (0.01666) | (0.01258) | (0.01183) | (0.01205) | (0.01189) | (0.01155) | (0.01191) | (0.011227) |
| 3      | 0.162561 | -0.014075 | 0.033770 | -0.017901 | -0.011286 | 0.007980 | 0.017965 | -0.012795 |
|        | (0.02528) | (0.02153) | (0.01990) | (0.01915) | (0.02037) | (0.01677) | (0.02059) | (0.02085) |
| 4      | 0.168191 | -0.001593 | 0.03654 | -0.009259 | -0.011877 | 0.007791 | 0.023890 | -0.019125 |
|        | (0.03151) | (0.02680) | (0.02646) | (0.02393) | (0.02677) | (0.01921) | (0.02621) | (0.02808) |
| 5      | 0.161182 | 0.002367 | 0.034891 | -0.002545 | -0.016456 | 0.007245 | 0.027282 | -0.021281 |
|        | (0.03633) | (0.02930) | (0.03135) | (0.02825) | (0.03040) | (0.02237) | (0.03119) | (0.03271) |
| 6      | 0.145827 | 0.001104 | 0.032839 | 0.004523 | -0.016965 | 0.003799 | 0.029842 | -0.026326 |
|        | (0.03990) | (0.02967) | (0.03493) | (0.03119) | (0.03234) | (0.03296) | (0.03485) | (0.03465) |
| 7      | 0.129440 | 0.001299 | 0.027445 | 0.010514 | -0.016065 | -0.001861 | 0.029355 | -0.029124 |
|        | (0.04245) | (0.02848) | (0.03731) | (0.03257) | (0.03276) | (0.02472) | (0.03656) | (0.03477) |
| 8      | 0.112762 | 0.000815 | 0.021627 | 0.014343 | -0.015334 | -0.007133 | 0.027585 | -0.029596 |
|        | (0.04445) | (0.02679) | (0.03864) | (0.03274) | (0.03193) | (0.02504) | (0.03665) | (0.03379) |
| 9      | 0.095932 | -0.001701 | 0.016588 | 0.017246 | -0.013601 | -0.012294 | 0.025456 | -0.029763 |
|        | (0.04605) | (0.02516) | (0.03910) | (0.03195) | (0.03034) | (0.02493) | (0.03549) | (0.03229) |
| 10     | 0.080211 | -0.003015 | 0.009692 | 0.019489 | -0.011569 | -0.017187 | 0.022595 | -0.029408 |
|        | (0.04727) | (0.02362) | (0.03874) | (0.03048) | (0.02821) | (0.02444) | (0.03345) | (0.03059) |

**Response of BOPO:**

| Period | BL_RATE | BOPO | FDR | IHK | IPI | KURS | INF | ROA |
|--------|---------|------|-----|-----|-----|------|-----|-----|
| 1      | 0.509448 | 2.861332 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
|        | (0.31848) | (0.22343) | (0.00000) | (0.00000) | (0.00000) | (0.00000) | (0.00000) | (0.00000) |
| 2      | 0.310554 | 0.081210 | -0.075540 | -0.327741 | -0.573169 | 0.657830 | 0.150632 | -0.428434 |
|        | (0.33468) | (0.35448) | (0.33783) | (0.34831) | (0.34477) | (0.33076) | (0.33669) | (0.34480) |
| 3      | 0.044090 | -0.280221 | -0.150271 | -0.150034 | -0.011805 | -0.247662 | 0.092511 | -0.663969 |
|        | (0.26899) | (0.35039) | (0.29547) | (0.25319) | (0.23375) | (0.21832) | (0.26354) | (0.31823) |
| 4      | 0.527739 | -0.129199 | -0.194403 | -0.313769 | -0.200887 | -0.229564 | -0.080628 | -0.245706 |
|        | (0.21602) | (0.22636) | (0.21730) | (0.20463) | (0.21046) | (0.17072) | (0.22933) | (0.24386) |
| 5      | 0.577440 | -0.195015 | -0.014125 | -0.331302 | -0.147466 | -0.100355 | 0.076708 | -0.045409 |
|        | (0.21065) | (0.17740) | (0.18317) | (0.15430) | (0.16248) | (0.12715) | (0.18347) | (0.17489) |
| 6      | 0.591303 | -0.070608 | 0.013893 | -0.203736 | -0.071087 | -0.060000 | 0.140751 | -0.069965 |
|        | (0.20187) | (0.15444) | (0.17211) | (0.14491) | (0.15140) | (0.12002) | (0.16164) | (0.16655) |
| Period | BI_RATE | BOPO | FDR | IHK | IPI | KURS | INF | ROA |
|--------|---------|------|-----|-----|-----|------|-----|-----|
| 1      | 0.588758 | 0.042748 | 0.063245 | -0.117070 | -0.099424 | -0.016711 | 0.120008 | -0.041702 |
|        | (0.20055) | (0.13506) | (0.16267) | (0.13669) | (0.13984) | (0.10783) | (0.15131) | (0.15403) |
| 2      | 0.512650 | 0.014812 | 0.105550 | -0.057838 | -0.109568 | 0.019112 | 0.115949 | -0.066813 |
|        | (0.20183) | (0.12647) | (0.16146) | (0.13490) | (0.13292) | (0.10737) | (0.14909) | (0.14776) |
| 9      | 0.436978 | 0.006426 | 0.097366 | -0.005916 | -0.080671 | 0.005194 | 0.103929 | -0.097386 |
|        | (0.20387) | (0.11545) | (0.16140) | (0.13142) | (0.12748) | (0.10512) | (0.14674) | (0.14034) |
| 10     | 0.385937 | 0.008464 | 0.076115 | 0.016518 | -0.068612 | -0.010129 | 0.085856 | -0.093943 |
|        | (0.20426) | (0.10362) | (0.15891) | (0.12574) | (0.11885) | (0.10155) | (0.13966) | (0.13192) |

Response of FDR:

Response of IHK:
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### Response of INDEKS_KURS:

| Period | BL_RATE | BOPO | FDR | IHK | IPI | KURS | INF | ROA |
|--------|---------|------|-----|-----|-----|------|-----|-----|
| 1      | 0.169271 | 0.106602 | 0.104212 | 0.957837 | 0.014773 | 1.435948 | 0.000000 | 0.000000 |
| 2      | 0.267337 | 0.079455 | 0.197650 | 0.918522 | 0.152071 | 1.170170 | 0.032938 | 0.179832 |
| 3      | 0.310685 | 0.122570 | 0.287176 | 0.489017 | 0.174343 | 0.937127 | 0.353332 | 0.138532 |
| 4      | 0.242040 | 0.201097 | 0.334181 | 0.179971 | 0.227082 | 0.884671 | 0.206494 | 0.118581 |
| 5      | 0.079857 | 0.298725 | 0.007126 | 0.190402 | 0.829330 | 0.112353 | 0.043219 |
| 6      | 0.021809 | 0.062086 | 0.175620 | 0.137486 | 0.089623 | 0.852952 | 0.045444 | 0.037483 |
| 7      | 0.089817 | 0.022237 | 0.047748 | 0.204254 | 0.025637 | 0.889066 | 0.011330 | 0.076331 |
| 8      | 0.034500 | 0.196523 | 0.269473 | 0.233166 | 0.225097 | 0.175673 | 0.239935 | 0.216397 |
| 9      | 0.147131 | 0.036177 | 0.051161 | 0.244494 | 0.015904 | 0.912169 | 0.041597 | 0.114464 |
| 10     | 0.319800 | 0.199161 | 0.274933 | 0.231700 | 0.222933 | 0.180448 | 0.231370 | 0.212400 |
| 11     | 0.191959 | 0.083909 | 0.137326 | 0.281476 | 0.049790 | 0.939105 | 0.064811 | 0.157392 |
| 12     | 0.335743 | 0.208400 | 0.283200 | 0.233930 | 0.225839 | 0.186333 | 0.228671 | 0.217467 |
| 13     | 0.234638 | 0.118616 | 0.210166 | 0.311895 | 0.070631 | 0.960253 | 0.089416 | 0.190552 |
| 14     | 0.356551 | 0.218920 | 0.292940 | 0.240060 | 0.231893 | 0.193967 | 0.232273 | 0.227357 |

### Response of INF:

| Period | BL_RATE | BOPO | FDR | IHK | IPI | KURS | INF | ROA |
|--------|---------|------|-----|-----|-----|------|-----|-----|
| 1      | 0.284428 | 0.027014 | 0.097098 | 0.122121 | -0.081297 | -0.023983 | 0.626306 | 0.000000 |
| 2      | (0.07530) | (0.07192) | (0.07149) | (0.07044) | (0.06951) | (0.06919) | (0.04891) | (0.00000) |
increases, still influenced by other variables to the variable. Impulse response (ROA) in the first period, ROA is strongly proportion of shock a variable to the variable itself and then see the amount of shock proportion of other variables to the variable. Impulse response (ROA) in the first period, ROA is strongly influenced by FDR shock (12.6%) while the period of the period of shock ROA and other variables still have no effect. From the 1st to the 10th period, the proportion of ROA shock to other variables increases, and the influence of the ROA variable itself decreases to the 10th period. Thus the largest

| Period | BI_RATE | BOPO | FDR | IHK | IPI | KURS | INF | ROA |
|--------|---------|------|-----|-----|-----|------|-----|-----|
| 1      | 0.040593 | -0.057269 | 0.12628 | 0.003614 | 0.039274 | 0.017835 | -0.016790 | 0.277531 |
| 2      | -0.076890 | 0.015017 | 0.12876 | 0.022440 | 0.030081 | 0.031682 | -0.004382 | 0.150657 |
| 3      | -0.081982 | 0.093626 | 0.109121 | 0.041740 | 0.038176 | 0.042723 | -0.007000 | 0.107496 |
| 4      | -0.091604 | 0.063156 | 0.082289 | 0.033384 | 0.017465 | 0.044865 | -0.014207 | 0.071786 |
| 5      | -0.101648 | 0.038049 | 0.060498 | 0.025063 | 0.019591 | 0.020948 | -0.014911 | 0.046321 |
| 6      | -0.091217 | 0.026752 | 0.039496 | 0.009472 | 0.016324 | 0.006689 | -0.016023 | 0.038660 |
| 7      | -0.079598 | 0.019734 | 0.028625 | -0.01098 | 0.013292 | -0.00429 | -0.012773 | 0.037698 |
| 8      | -0.069115 | 0.016230 | 0.022075 | -0.006050 | 0.010767 | -0.003524 | -0.009334 | 0.034417 |
| 9      | -0.059594 | 0.015291 | 0.018332 | -0.007617 | 0.008095 | -0.004725 | -0.007863 | 0.031012 |
| 10     | -0.052599 | 0.013477 | 0.016025 | -0.009907 | 0.005732 | -0.004648 | -0.007357 | 0.027404 |

Source: Proceed author with software

This impulse response function (IRF) will provide information about the magnitude and how long the proportion of shock a variable to the variable itself and then see the amount of shock proportion of other variables to the variable. Impulse response (ROA) in the first period, ROA is strongly influenced by FDR shock (12.6%) while the period of the period of shock ROA and other variables still have no effect. From the 1st to the 10th period, the proportion of ROA shock to other variables increases, and the influence of the ROA variable itself decreases to the 10th period. Thus the largest

Source: Proceed author with software

This impulse response function (IRF) will provide information about the magnitude and how long
contribution is contributed by the FDR variable that affects the ROA, followed by the variable IPI, so next.

**Forecast error variance decomposition (FEVD)**

As for the next test using forecast error variance decomposition (FEVD). This FEVD is a test for data analysis. If you want to know the response of a particular variable as measured by the variation of the variance error error in that variable caused by the shock of other variables in the VAR equation system, the Forecast Error Variance Decomposition FEVD analysis method will be used. Variance decomposition can provide information on the contribution variability of each innovation randomly to the variables in the VAR system in [10]. This method of analysis provides an overview of the dynamics of variables in the system of VAR equations. The following test results for FEVD in this study, as presented in Figure 1.

**Figure 1 : Result for forecast error variance decomposition (FEVD)**
Variance Decomposition ± 2 S.E.
Modeling FEVD, beginning with modeling VAR. VAR model is quite difficult to interpret and complicated enough for reasoning so that we will more easily do the analysis by looking at the proposed IRF VAR model output. This IRF we need to know how the effect of shock in the economy. IRF describes how the rate of shock of a variable against other variables so through this IRF, can know the influence of the occurrence of a shock / shock of a variable against other variables. More greatly, we will know how long the shock effect will be lost so that the equilibrium / economic equilibrium point recovers as before economic shocks such as the monetary crisis. Seen in figure 1 above the shock rate and shock of a variable seen initially approaching the equilibrium point, after which, it is long to stay away from the equilibrium point for the entire variable. At the beginning of the period i.e. the first month until the 10th month, the macro economic variable response is still very volatile that is responding positively and negatively (up and down) since the shock or shock to the banking sector variables. Next, from the 9th to the 10th month the fluctuations begin to shrink meaning that the macroeconomic variables are no longer very volatile like the previous period. It will take about 3 years for macroeconomic variables to get back to the point of balance.

CONCLUSION

For the VAR system the most important functions in the estimation are IRF and FEVD results, since the tools to answer the research objectives of the tool used will focus on the IRF results and FEVD results. In [11] explaining that there are benefits to the use of IRF and FEVD, one of them is to show how the response of a variable from a shock on the external variable itself and other internal variables. In identifying macroeconomic variable responses and financial ratios of Islamic banking using the simultaneous model of IRF and FEVD VAR in Indonesia, it aims to produce impulse responses that are crucially dependent on the ordering of variables in the system.
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