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Abstract—True random number generators (TRNGs) rely on unpredictable physical entropy sources such as electrical noise, thermal noise, and clock jitters. However, not all computing devices are equipped with dedicated hardware to extract entropy from these sources. Thus, it is costly to provide true random number generation capability to computing systems via dedicated hardware.

Prior works propose SRAM-based TRNGs that extract entropy from SRAM arrays. SRAM arrays are widely used in a majority of specialized or general-purpose chips that perform computation to store data inside the chip. Thus, SRAM-based TRNGs present a low-cost alternative to dedicated hardware TRNGs. However, existing SRAM-based TRNGs suffer from (i) low TRNG throughput, (ii) high energy consumption, (iii) high TRNG latency, and (iv) the inability to generate true random numbers continuously, which limits the application space of SRAM-based TRNGs.

Our goal in this paper is to design an SRAM-based TRNG that overcomes these four key limitations and thus, extends the application space of SRAM-based TRNGs. To this end, we propose TuRaN, a new high-throughput, energy-efficient, and low-latency SRAM-based TRNG that can sustain continuous operation. TuRaN leverages the key observation that accessing SRAM cells results in random access failures when the supply voltage is reduced below the manufacturer-recommended supply voltage. TuRaN generates random numbers at high throughput by repeatedly accessing SRAM cells with reduced supply voltage and post-processing the resulting random faults using the SHA-256 hash function.

To demonstrate the feasibility of TuRaN, we conduct SPICE simulations on different process nodes and analyze the potential of access failure for use as an entropy source. We verify and support our simulation results by conducting real-world experiments on two commercial off-the-shelf FPGA boards. We evaluate the quality of the random numbers generated by TuRaN using the widely-adopted NIST standard randomness tests and observe that TuRaN passes all tests. TuRaN generates true random numbers with (i) an average (maximum) throughput of 1.6Gbps (1.812Gbps), (ii) 0.11nJ/bit energy consumption, and (iii) 278-46µs latency. TuRaN outperforms the state-of-the-art SRAM-based TRNGs by 2.26×, 5.09×, and 5.39× in terms of throughput, energy efficiency, and latency, respectively.

I. INTRODUCTION

True random number generators (TRNGs) sample random physical phenomena (e.g., electrical noise [41], [59], atmospheric noise [86], [120], thermal noise [99], clock jitter [30], noise in a compact memory [83]) to generate non-deterministic truly-random numbers. Random number sequences generated by TRNGs are unpredictable and irreproducible, since the source of entropy is non-deterministic. Therefore, security-critical applications use TRNGs to guarantee secure operation, as the random values generated by TRNGs do not depend on a seed value that can compromise the system security when predicted.

Modern systems use dedicated hardware TRNGs to provide true random numbers to applications. However, not all modern computing devices have dedicated hardware TRNGs (e.g., IoTs and mobile systems [48], [49]). To enable true random numbers in these devices, prior works propose TRNG mechanisms that use existing memory devices such as SRAMs [48], [49], [70], [105], [108], [121], DRAMs [62], [77], [101], FLASH memories [23], [109]. Among these devices, SRAM (i) exists in most commodity systems even where other devices do not (e.g., RFID tag circuits [49]) and (ii) is more secure as it is on-chip and does not require any off-chip link to transfer the generated random numbers to the computing unit. These advantages make SRAM a promising TRNG substrate.

Prior works on SRAM-based TRNGs [31], [48], [49], [60], [70], [85], [91], [105], [107], [108], [118], [121] use start-up values as a source of entropy to generate random numbers. The start-up values of some SRAM cells settle to an unpredictable value depending on the environmental noise (e.g., temperature and voltage fluctuations) at each power-up. Unfortunately, existing SRAM-based TRNGs that rely on start-up values suffer from four key drawbacks: they (i) cannot sustain continuous operation and generate true random numbers with (ii) low-throughput, (iii) high-latency, and (iv) high energy consumption, compared to the other memory-based TRNGs [37], [62], [77], [101].

Our goal in this paper is to overcome these drawbacks and develop an SRAM-based TRNG that can be practically implemented in commodity devices while continuously providing high-throughput true random numbers with low-latency and low energy consumption.

To meet our goal, we propose a new technique to generate true random numbers in SRAM devices by underscaling the supply voltage of an SRAM device. Underscaling the supply voltage of the SRAM blocks below the manufacturer-recommended margin and accessing the SRAM cells using the nominal latency violates the required access latency, and thus causes an access failure [28]. We observe that not all access failures are deterministic and reading certain reduced-voltage SRAM cells induce metastability in SRAM sense amplifiers which causes sense amplifiers to sample random data.
To this end, we propose TuRaN, a new SRAM-based TRNG that leverages the access failures in SRAM cells as the source of entropy to generate true random numbers by aggressively underscaling SRAM supply voltage and post-processing the resulting errors using a cryptographic hash function. TuRaN consists of three steps: 1) experimentally identifying the SRAM rows that have high entropy under voltage underscaling operation using a low-cost profiling step as a one-time process, 2) performing read operation on the previously-identified high entropy rows and, 3) post-processing the result of the read operation using SHA-256 cryptographic hash function and generates true random numbers.

We verify the randomness of failure mechanism i.e., access failure that TuRaN leverages using detailed circuit-level simulations. We show that regardless of process node 1) SRAM devices are inherently susceptible to access failures, and 2) access failures can be used as a source of entropy as it exhibits randomness. To support our simulation-based observations, we conduct FPGA-based experiments.

We perform our real-world experiments and characterization on two identical samples of the Xilinx ZC702 FPGA board [112] with 560 blocks of SRAMs in total. We analyze each SRAM row’s entropy under four operating parameters: (i) voltage, (ii) data pattern, (iii) frequency, and (iv) temperature. We observe that the randomness caused by access failures in reduced-voltage SRAMs does not only occur in simulation environment but also occurs in commodity SRAM chips. Therefore, we expect that TuRaN is a reliable TRNG mechanism that is applicable for a wide range of SRAM devices.

We evaluate TuRaN using 560 real SRAM chips in four aspects: quality (i.e., randomness), throughput, energy, and latency. We use the NIST STS to validate the randomness of TuRaN’s output and observe that random numbers generated by TuRaN pass all NIST STS tests. Our empirical results show that TuRaN generates true random numbers with the average (maximum) throughput of 1.6 Gbps (1.812 Gbps). TuRaN consumes 0.11 nJ energy per true random bit while having 278.46 µs 256-bit true random number generation latency.

We integrate TuRaN into L1 data cache and L2 cache in a modern computing system [111]. We use Drowsy Cache [39] to enable TuRaN, as Drowsy Cache allows us to scale the voltage level of each cache line at negligible cost. To generate true random numbers, TuRaN takes advantage of the idleness in data cache hierarchy. To leverage the idle time intervals in caches, TuRaN follows a two step approach. First, when a cache have enough idle cycles to generate random numbers, TuRaN underscales the voltage of a previously-identified cache line that has the highest entropy and reads the sense amplifier result to obtain a random bitstream. Second, TuRaN performs the SHA-256 function using the CPU to avoid any additional area overhead. We evaluate TuRaN by running applications from SPEC2006 [47] benchmark suite on a realistic system modelled using the gem5 [10] system simulator and observe that TuRaN generates true random numbers in the L1 data cache (L2 cache) with an average throughput of 4.03 Gbps (10.95 Gbps) and has 0.00165 mm² (0.0111 mm²) chip area overhead which is 0.0066% (0.0444%) of a core die area of modern high-end CPU [111] while having 4.86% (1.92%) performance degradation on average.

Our contributions are as follows:

- We introduce TuRaN, a new SRAM-based TRNG that leverages SRAMs for extracting true random numbers by performing aggressive voltage underscaling below the safe margin. To our knowledge, this study is the first work to use the voltage underscaling technique for generating true random numbers in SRAMs.
- To evaluate the potential of true random number generation using SRAMs, we characterize SRAM access failures under four different operating parameters: voltage, data pattern, frequency and temperature using 560 SRAM blocks embedded in FPGAs.
- We experimentally evaluate that TuRaN is a high-quality TRNG using the standard NIST STS for randomness and show that random bitstreams extracted with TuRaN pass all tests.
- We show that TuRaN (i) maintains its continuous operation, (ii) achieves 2.26× higher throughput, (iii) consumes 5.09× less energy, and (iv) has 5.39× lower latency, compared to the state-of-the-art SRAM-based TRNGs.
- We study system integration of TuRaN and show that TuRaN can generate true random numbers in the L1 data cache (the L2 cache) at 4.03 Gbps (10.95 Gbps) throughput while incurring a negligible area overhead of 0.00165 mm² (0.0111 mm²) and 4.86% (1.92%) performance degradation, on average.

II. BACKGROUND

A. Static Random Access Memory (SRAM)

SRAMs are widely used in many computing systems as a register file, cache, branch predictor, and on-chip buffer memory. There are many types of SRAM bit cells with different bit topologies. In this section, we focus on six transistor SRAM (6T-SRAM) cells, as it is the conventional design and typically used in commodity devices due to its superior robustness and packing density characteristics [80].

1) SRAM Block Organization

An SRAM block consists of an array of SRAM cells along with row and column circuitry. Figure 1 shows an example of an SRAM block structure and a 6T SRAM cell.

An SRAM row is a set of SRAM cells that share a common wire, called a word line. A column of SRAM cells is connected to the same wire, called a bit line. A row decoder decodes the address of the accessed row and enables the corresponding word line. The column circuitry consists of the column decoder, precharge circuit, and sense amplifier. Column decoders allow sharing of a single sense amplifier among columns to perform read or write operations for only a subset of the cells in a row. A precharge circuit is used to set the voltage level of the two bit lines of the columns to the supply voltage (VDD). A sense amplifier amplifies the small
2) SRAM Read Operation

SRAM read operations consist of two steps: first in the cell and then in the sense amplifier.

**Cell Operations.** Figure 2 illustrates the read operation in the cell of this example in three steps. Without losing generality, assume the SRAM cell (node Q) stores logic-0. Hence, Q_b is logic-1. Prior to initiating a read operation, the bit lines are precharged to VDD. AT1 and AT2 are both closed as their gates have 0V. (Step 1).

Next in the Step 2, the word line is raised, and the read operation of a cell starts. In this step, AT1 and AT2 connect the cell to the precharged bit lines. P1 and D2 are both closed as their gates have 0V. Since Q stores logic-0, D1 creates a path (green line) to the ground which results in the voltage of bl to shift towards 0V (i.e., VDD-ΔV).

In the Step 3, the sense amplifier detects the small voltage difference of two bit lines (bl, bl_b) without waiting for bl to be fully discharged and captures the output value as logic-0.

Fig. 2: Read operation in an SRAM cell

**Sense Amplifier Operations.** Sense amplifiers in SRAM blocks sense the small analog differential voltage in the bit lines. Thus, this mechanism reduces the latency and energy consumption by saving the delay of waiting for a full bit line swing. A conventional latch-type sense amplifier initially sets its inputs to the precharge voltage level. When an SRAM cell is read and its bit lines are discharged, creating a sufficient differential voltage. The sense amplifier latches the differential voltage on bit lines by triggering the sense amplifier enable signal [80], [81]. Shortly after that, accessed columns connect to the sense amplifier by issuing the column multiplexer signal to prevent the bit lines from being discharged by the sense amplifier [53], [110].

B. Supply Voltage Underscaling

Supply voltage underscaling below the safe margin (i.e., undervolting), is an effective technique to primarily save power because the total power consumption of any underlying hardware is directly related to its supply voltage [6], [104]. By applying this technique, dynamic power consumption can be reduced quadratically. Voltage underscaling is studied in a wide variety of computing systems and memory devices, such as CPUs [42], [78], [79], GPUs [67], [69], [122], FPGAs [92], [93], DRAMs [25], [34], [64], SRAMs [114], [115], [119], HBM [65], and NAND Flash memories [13], [19], [73]. In addition to power savings, voltage underscaling is used for software-based fault attacks, combined with frequency scaling [29], [58], [76], [102], [116]. In commercial devices, voltage underscaling can be performed safely to some extent without affecting the accuracy of systems. However, aggressive voltage underscaling without changing the operating frequency may cause timing faults due to the increasing circuit delay, called critical region [92]. Further voltage underscaling below the minimum operating voltage systems stop operating [65], [92], [93], [119].

1) Voltage Underscaling-based Faults in SRAM

A mismatch in the strength between the SRAM cell’s transistors caused by the random process variations can lead to a failure during the cell operations [1], [28], [59]. SRAM failures can be classified into four main categories: (i) read failure, (ii) write failure, (iii) access failure, and (iv) hold failure [28], [63]. Read failures destroy (i.e., flip) the data in the cell while read operation is performed. Write failures occur when the write operation fails to write the desired value into the cell. Access failures happen during the sensing operation and do not affect the SRAM cell’s data because of an increase in the cell access time. Hold failures occur when the cell is not accessed for a time interval and the value is destroyed due to charge leakage.

Aggressive voltage underscaling may induce these failures during the read operation in SRAMs. At nominal voltage SRAM can quickly generate reliable voltage difference between the bit lines to ensure that the SRAM works properly [63]. However, as we reduce the supply voltage, two things can happen which lead to failure during read operation: 1) an access failure, the voltage drop rate of the bit lines decreases which leads sense amplifier to sample incorrectly and causes access failure and 2) a read failure, the cell’s value can be flipped due to the insufficient charge of the cell and the capacitance difference between cells and bit lines.

C. True Random Number Generators

True random number generators (TRNGs) rely on specialized hardware rather than computing algorithms. Typical unpredictable sources of TRNGs are based on non-deterministic physical processes, such as thermal noise [66], jitter in clocks [38], random telegraph noise (RTN) [12] and metastable
TRNGs sample these random physical phenomena to generate statistically uncorrelated and independent bits (i.e., bitstreams). Random number sequences generated using TRNGs do not depend on a seed value as opposed to pseudo-random number generators (PRNGs). TRNGs typically sample biased entropy sources. The output bitstreams of a TRNG often contain a higher proportion of either logic-1 or logic-0 values. Post-processing methods are used to remove bias in TRNG bitstreams, at the cost of reduced throughput and increased latency. Post-processing methods range from simple functions (e.g., the von Neumann Corrector [54]) to cryptographic hash functions (e.g., SHA-256) with varying rates of post-processing capabilities.

III. MOTIVATION AND GOAL

True random number generators (TRNGs) are indispensable parts of various modern security-critical systems, especially cryptographic applications such as session and temporary key generation to initialize secure and private communications, secured servers, VPN access, and authentication-based applications [5, 26, 27, 90]. These applications base their security on the stability and unpredictability of random numbers. A failure in the RNG part of the devices due to an adversary attack can jeopardize the security of the whole system. Prior works [24, 98] show that systems that have poor-quality (i.e., predictable) RNGs can be significantly affected by RNG attacks. Therefore, high-quality RNGs are essential as a countermeasure against hardware attacks to maintain the security of systems.

TRNGs with high-throughput and low-latency are becoming a necessity for modern commodity devices, in particular, secure-data-centric systems [71, 84, 94, 96]. These systems are often equipped with dedicated TRNG hardware to be able to sustain their secure operations without degrading their performance. Many prior works propose different hardware-based TRNGs for such systems, including ring oscillator-based [72, 106], chaos-based [4, 35, 40], and delay chain-based [33, 43] TRNGs. However, these hardware-based TRNGs have the following constraints: they (i) are not feasible for commodity systems because they need additional and high-complexity hardware, or (ii) cannot provide random numbers with high-throughput at low-latency. To address these issues several memory-based (e.g., DRAMs, SRAMs, NVMs) TRNGs are proposed [20, 23, 37, 49, 62, 88] as they are prevalently in use throughout a wide range of computing systems.

SRAM has two major advantages over other memory devices: (i) it is more secure because it does not require an off-chip transfer to send the generated random bits to the CPU (i.e., SRAM is an on-chip component), and (ii) SRAM is used in every CMOS-based systems and can provide true random numbers in many devices (e.g., RFID tag circuits [49], large-scale systems [8]). Hence, SRAM-based TRNGs offer a substrate to enable true random number applications for commodity systems.

Prior SRAM-based TRNGs [31, 49, 60, 70, 85, 91, 105, 107, 108, 118, 121] only use the start-up i.e., initial values in SRAM cells that are observed immediately after the SRAM device is powered on. At the power-up state, the initial value of an SRAM cell may differ due to the process variation. Prior work [32] shows that 5%-15% of all SRAM cells are partially-skewed and less than 5% of them exhibit high randomness. These cells that behave randomly are used as an entropy source of true random number generation.

These works propose viable TRNG mechanisms, however, because they depend on expensive power-up cycles and have low entropy in SRAM cells, they suffer from four major weaknesses that make them impractical for real system integration: existing SRAM-based TRNGs (i) cannot generate true random numbers in a streaming manner, (ii) incur high latency due to the period of power-up cycle (e.g., ~250 ms [121]), (iii) cannot generate true random numbers with high-throughput [32] and (iv) consume high energy for low-power energy-efficient devices.

We posit based on our analysis of prior works that an SRAM-based TRNG needs to satisfy the following properties:

- It must consistently generate true random numbers in a streaming manner with high-throughput at low-latency for high-performance systems.
- It needs to consume low energy to generate true random numbers for energy-efficient devices.
- It must be practical to implement on commodity devices from low-power edge devices to the high-throughput large-scale systems.

Our goal in this work is to design an SRAM-based TRNG that meets all the above specifications to generate truly random numbers that are widely available for commodity devices.

IV. FAULTS IN REDUCED-VOLTAGE SRAMs

Supply voltage underscaling can be a promising technique for using SRAM devices as an entropy source. By leveraging this technique for a TRNG mechanism based on SRAMs, we can 1) generate true random numbers continuously since it does not require the power up cycle, 2) reduce the energy consumption of true random number generation because it naturally leverages the voltage underscaling and 3) can be easily implemented on commodity devices as recent modern systems are already equipped with a dedicated voltage controller for SRAM-based memories (e.g. caches in CPUs [46], on-chip memories in FPGA [113]).

As we discuss in Section II-B1 there are two failure mechanisms in SRAM devices that can occur during read operation: (i) read failures and (ii) access failures. To study the potential of leveraging the supply voltage underscaling technique for an SRAM-based TRNG, we analyze the read and access failure mechanisms at reduced-voltage levels using SPICE simulations. We model 6T SRAM circuitry in 16, 22, 32, and 45 nm process nodes using PTM transistor models [22]. Our SRAM models consist of a 6T SRAM cell, a precharge circuitry, a write driver, and a sense amplifier. To study process variation and model SRAM cells with different transistor characteristic, we perform a Monte Carlo simulation with 1000 iterations by applying a Gaussian distribution with
We experimentally study the randomness characteristics of SRAM cells across different operating voltage and frequency levels, and data patterns. We conduct experiments on SRAM-based on-chip memories in FPGA boards. This platform enables us (i) to manipulate voltage rails (for voltage underscaling), including individually adjusting the supply voltage of SRAM blocks, (ii) to have the flexibility to operate in different frequency levels, and (iii) to experiment with a large number of SRAM blocks.

A. Characterization Methodology

We perform our experiments on two identical samples of Xilinx Zynq ZC702 FPGA boards (XC7Z020-CLG484-1) [72] fabricated at a 28nm technology node. These boards enable independent voltage scaling of SRAM blocks via separate voltage rails. Each FPGA board has 560 SRAM blocks and each SRAM block consists of 1024 rows and 16 columns total of 16Kbits. The nominal supply voltage of SRAM blocks, set by the manufacturer [113], is 1V.

To perform voltage underscaling, we use Power Management Bus (PMBus) standard [82] to manipulate voltage rails. These rails are fully configurable and addressable by using PMBuses. We use a processing system (PS) to configure PMBus through the I²C interface. We use the same interface to monitor the operating temperature, current of the corresponding voltage rail, and power consumption. In this study, we focus on $V_{CCBRAM}$, the supply voltage of SRAM-based on-chip memories [117]. We underscore $V_{CCBRAM}$ from nominal voltage to minimum operating voltage, $535mV$ (determined empirically). Our methodology is not only limited to our platform but also can be easily extended to various other FPGA-based platforms, given that their boards have the same independent voltage rail that the ZC702 board has. We expect not only the SRAM devices we test, but most of the SRAM devices to inherit random behavior when their supply voltage is underscaled, as prior works suggest [28], [45], [61]. Figure 4 depict the overall voltage underscaling methodology that we use for characterizing the randomness in SRAM blocks.

We follow the general characterization methodology explained in Algorithm 1 to study the randomness behavior of voltage underscaling-based faults on SRAMs. As shown in Algorithm 1 and Figure 4, 1 we first set the operating frequency (Line 1), and 2 reduce the supply voltage of SRAMs (Line 2). To reduce the voltage, corresponding PMBus commands are sent to the Voltage Controller from Processing System (PS). After adjusting the operating settings of SRAM blocks, 3 we write the corresponding data pattern on each row (Line 3). After writing, 4 we read every row 1000 times (Line 6) and record all 1000-bit bitstreams into off-chip
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memory (i.e., DRAM) for each row (Line 7). Then, we measure the entropy of bitstreams of each row using FPGA’s PS side.

We use Shannon Entropy [95] mechanism to evaluate randomness in reduced-voltage SRAM rows. Shannon Entropy is calculated by Equation 1.

\[
H(x) = - \sum_{i=0}^{1} P(x_i) \log_2 P(x_i) \tag{1}
\]

\(x\) denotes an arbitrary SRAM cell, \(H(x)\) denotes the Shannon Entropy of the \(x\), \(P(x_0)\) is the probability of logic-0 value, and \(P(x_1)\) denotes the probability of logic-1 value. We measure each cell’s entropy and calculate their sum for every row.

We study the entropy of SRAM rows under two different parameters, voltage and data pattern. We perform these experiments at the nominal operating temperature and 200MHz as a operating frequency. After collecting raw data, we analyze the correlation between the supply voltage and operating frequency and their effects on entropy. Lastly, we study the effects of temperature on entropy for different voltage and temperature levels. We present average and maximum entropy for every 32-bit block on each parameter. Maximum entropy is the highest entropy of a 32-bit block across whole SRAM-based on-chip memories in an FPGA (total number of 280 SRAM chips). We use the average entropy term as the average entropy of all 32-bit blocks across all SRAM arrays in an FPGA.

B. Voltage Level

To study how the supply voltage affects randomness we first start from the minimum operating voltage level, 535mV, then the increase voltage level by 5mV in each iteration until maximum entropy is smaller than 1. We use the 0xFFFF as a data pattern and 200MHz as the operating frequency. Figure 5 shows the average and maximum 32-bit block entropy for different voltage levels in each SRAM chip.
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Fig. 5: Maximum and average entropy of 32-bit block for different voltage levels in each SRAM chip.

C. Data Pattern

To study the effects of data patterns on entropy, we test eight different data patterns. We set the voltage and frequency to the level where the maximum entropy is highest for both boards. We analyze the impact of data patterns on entropy by two approaches. First, in the traditional method, values are written to each row with the same data pattern. For this first method we use six different data patterns; 0xFFFF, 0xAAAA, 0x5555, 0x0000, 0x3333, and 0xCCCC. The second approach is based on writing different values in two consecutive rows. In the same column, bit-0 is written to one and bit-1 to the other to understand if consecutive two rows affect each other. We use 0xAAAA with 0x5555 and 0xCCCC with 0x3333 to evaluate this approach. In Figure 6 we refer the values of first approach with their first 4-bit value, such as F stands for 0xFFFF, A stands for 0xAAAA. Also, for the second approach we use A5 for 0xAAAA with 0x5555 and C3 for 0xCCCC with 0x3333. Figure 6 depicts the average and maximum entropy across the data patterns. We make three key observations from Figure 6. First, the data pattern behavior of these boards is identical in contrast to the previous two experiments. The 0x0000 data pattern has the lowest value for maximum and average entropy. In addition, the highest maximum entropy is observed with a 0xFFFF value. This is because bitflips mostly happen in cells that have logic-1 value. This is in line with the results of prior work [93]. Second, other values of the first approach have nearly the same values in terms of maximum and average...
entropy which contain same the number of logic-1 in their data. Third, consecutive rows do not affect each other.

D. Voltage and Frequency Correlation

In Section V-B, we only analyze 200MHz operating frequency behavior in different voltage levels and show that in Figure 5, the highest maximum entropy is above the minimum operating voltage. Therefore, we study the randomness behavior of different frequencies at different voltage levels.

To analyze, we choose 20MHz, 60MHz, 100MHz, 160MHz, and 200MHz as frequency levels and 0xFFFF as the data pattern. Also, the range of voltage level is from the minimum operating voltage (i.e., 535 mV) to 580 mV where the maximum entropy is saturated and does not change afterward, as can also be seen in Figure 5.

E. Temperature

We study the effect of the environment temperature on entropy. To perform this experiment, we monitor the on-board live temperature of an FPGA board using PMBus interface. We set the frequency to 200MHz for both boards and use 0xFFFF as a data pattern. We analyze the entropy under different pairs of temperature and voltage levels ranging from 25°C to 65°C and from 535mV to 565mV, respectively. Figure 8 depicts the highest 32-bit block entropy across different pairs of operating voltage and temperature for Board-B. It should be noted that, we also observe similar behavior for Board-A. We highlighted three voltage levels, 565mV as the highest tested voltage level, 535mV as the lowest voltage level, and 550mV which achieves the highest entropy at the nominal temperature (45°C).

We make three key observations from Figure 8, 1) the highest maximum entropy is achieved at different voltage levels for most temperature levels (e.g., 535mV at 65°C, 560mV at 25°C), 2) at lower temperatures higher voltage levels achieve the highest entropy (e.g. at 25°C the highest entropy is produced from 565mV) and at higher temperatures lower voltage levels achieve the highest entropy (e.g. at > 55°C the highest entropy is produced from 535mV), and 3) at each temperature level reduced-voltage SRAM exhibit randomness and at least has one voltage level that can produce > 7 entropy. We conclude that since the SRAM rows’ entropy is affected by temperature, TuRaN needs to take temperature changes into account while generating true random numbers. We discuss the robustness and reliability aspects of TuRaN in Section VII-D.

F. Discussion

The characterization phase in TuRAN is a one-time and low-cost process that identifies the reduced-voltage SRAM cells that can be used as a source of entropy. In this section, we first discuss the impact of aging and process variation on the entropy of SRAM cells. And lastly, we discuss and hypothesize why we observe randomness when we underscale the supply voltage of SRAM blocks.

Time Dependence: To ensure that SRAM aging does not adversely affect the entropy of reduced-voltage SRAM cells, we empirically evaluate the aging of our characterization results
and repeat all experiments one year later. We successfully reproduce the same results. Therefore, we expect that the randomness characterization results are valid at least for a year. **Process Variation:** Prior work [93] shows that the voltage guard-band and the minimum operating voltage level vary across different SRAM chips (similar observations hold for other memory technologies [25], [65]) due to process variation. We perform randomness characterization on two FPGA boards and observe different behavior in maximum and average entropy under identical operating conditions. We conclude that randomness behavior can change across different SRAM devices. Thus, randomness characterization has to be performed once for every SRAM chip.

VI. TuRaN: An SRAM-Based TRNG

Based on our randomness analysis of undervolting failures in SRAM cells, we propose TuRaN, a new SRAM-based TRNG that performs voltage underscaling in SRAM blocks, and processes the resulting faults using a cryptographic hash function, SHA-256. TuRaN leverages the observation that when the voltage is reduced below the safe voltage margin, SRAM cells fail at sensing operation indeterminately, and this non-deterministic failures can be used as a source of entropy. TuRaN consists of three steps: 1) setting the operating parameters (frequency, supply voltage, and data pattern) using one-time characterization phase, 2) reading previously-characterized rows that have the highest entropy, and 3) post-processing each block by performing the SHA-256 hash function to obtain a high-quality, 256-bit true random number.

A. TuRaN Evaluation

We evaluate TuRaN on off-the-shelf SRAM chips embedded in FPGA boards. We perform our evaluation on two identical samples of Xilinx ZC702 FPGA boards [112]. We use this platform to evaluate TuRaN since it enables us 1) to easily manipulate both frequency and supply voltage of SRAM chips, 2) to perform fast empirical experimentation as the post-processing hardware can be implemented into this platform 3) to monitor energy consumption via a voltage regulator/power controller. We evaluate TuRaN in four categories. First, we evaluate the quality of the generated random numbers using the standard NIST STS randomness tests [7]. Second, we analyze the throughput of TuRaN for different frequency levels. Third, we evaluate the energy consumption of TuRaN. Fourth, we evaluate TuRaN’s true random number generation latency. We choose the supply voltage for each frequency level, based on the voltage level at which the highest entropy is observed (e.g. for Board-A at 200MHz, 540mV). We show that TuRaN successfully generates high-quality true random numbers with high-throughput, high energy efficiency, and low-latency.

1) Quality

To evaluate the quality of random numbers generated by TuRaN, we extract random bitstreams from both FPGAs. We generate a 1Gbit random bitstream and partition it into 1024 sequences each with the length of 1Mb (2\(^{20}\)bit). We test these 1024 sequences using the NIST Statistical Test Suite (STS) [7] tests. NIST STS is used to evaluate randomness by formulating several statistical tests. Each test has a p-value that indicates the status of the null hypothesis of the test. If the p-value is greater than the significance level i.e, \(\alpha\), the null hypothesis of the test holds (i.e., the sequences are truly random).

### Table I: NIST STS Randomness Test Results for TuRaN

| NIST Test Name       | p-value (\(\alpha = 0.01\)) | Test Status |
|----------------------|------------------------------|-------------|
| Frequency            | 0.42649                      | PASS        |
| Block Frequency      | 0.24730                      | PASS        |
| Cumulative Sums      | 0.38451                      | PASS        |
| Runs                 | 0.63712                      | PASS        |
| Longest Run          | 0.09818                      | PASS        |
| Rank                 | 0.55003                      | PASS        |
| DFT                  | 0.07785                      | PASS        |
| Non-Overlapping Template | 0.51272              | PASS        |
| Overlapping Template | 0.67787                      | PASS        |
| Universal            | 0.84941                      | PASS        |
| Approximate Entropy  | 0.28524                      | PASS        |
| Random-Excursions    | 0.67243                      | PASS        |
| Random-Excursions Variant | 0.52986             | PASS        |
| Serial               | 0.58120                      | PASS        |
| Linear Complexity    | 0.01383                      | PASS        |

Table I shows the average results of 1024 1Mbit sequences in terms of p-value across the all 15 tests for randomness where the \(\alpha = 0.01\). Our results show that 99.02% of the 1Mbit sequences (1024 in total) pass each NIST test. This percentage is in the acceptable range (> 98.84%) determined by NIST for STS tests [7]. This indicates that TuRaN generates high-quality truly random numbers. The required number of reads to generate true random numbers differs for various operating frequency levels. This is because lower frequency levels tend to have lower entropy as we observe in Figure 7. Accordingly, to have a thorough analysis, we perform our evaluation on five different frequency levels (20MHz, 60MHz, 100MHz, 160MHz, and 200MHz) and find that the number of reads is (85, 79, 66, 50, 32), respectively associated with the frequency levels aforementioned.

TuRaN generates true random bitstreams even without any post-processing (e.g., without SHA-256). We conduct a new experiment and find 37 true random SRAM cells that can be used without any post-processing. We repeatedly perform TuRaN on each true random SRAM cell to generate a 1 Mbit true random bitstream. These bitstreams pass all the NIST tests. We conclude that TuRaN leverages unpredictable random physical phenomena to generate random values in SRAM sense amplifiers.

2) Throughput

To evaluate the throughput of TuRaN, we first determine the required number of read operations to the SRAM row with the highest entropy to accumulate 256-bit of entropy. Then, we calculate the impact of the post-processing (SHA-256) step on latency and throughput.

Figure 9a shows the average and the maximum throughput achieved at five different frequency levels, characterized in Section V for two sets of SRAM blocks. We observe that increasing the frequency exponentially increases the throughput. For instance, at 200MHz maximum throughput is 1.812Gbps,
Energy Consumption

We analyze all the evaluation parameters (quality, throughput, energy consumption, and latency) of TuRAaN in terms of quality, throughput, energy consumption, and latency. We monitor the throughput, energy consumption, and latency of TuRAaN over the course of one year and three months. We observe that one year and three months after the initial evaluation results, TuRAaN generates true random numbers with the same throughput, energy consumption, and latency for each SRAM device. We believe that since the entropy value of the source is directly related to the quality of random numbers and the entropy is not affected by aging for at least one year, we obtain the same results.

Time Dependence: We monitor the throughput, energy consumption, and latency of TuRAaN over the course of one year and three months. We observe that one year and three months after the initial evaluation results, TuRAaN generates true random numbers with the same throughput, energy consumption, and latency for each SRAM device. We believe that since the entropy value of the source is directly related to the quality of random numbers and the entropy is not affected by aging for at least one year, we obtain the same results.

Temperature: We analyze all the evaluation parameters (quality, throughput, energy consumption, and latency) of TuRAaN for different temperature levels ranging from 25°C to 65°C at 200MHz, 550mV for Board-B. Figure 10 shows the average evaluation parameters for different temperature levels (green bar depicts the nominal temperature). We observe that 1) TuRAaN reliably generates true random numbers regardless of the temperature level and 2) the entropy is affected by temperature changes (see Fig. 9). TuRAaN is also affected by temperature and has different throughput, energy consumption, and latency for each temperature level.

C. Comparison with the state-of-the-art SRAM-based TRNGs

To our knowledge, this is the first study that uses undervolting-based faults in SRAMs as a source of entropy. We compare TuRAaN with state-of-the-art SRAM-based TRNGs in terms of continuous operation, peak throughput, energy consumption per bit, and 256-bit latency. Table II shows a summary and comparison of TuRAaN and previous state-of-the-art SRAM-based TRNGs [70], [121]. We demonstrate that TuRAaN meets all properties that SRAM-based TRNGs must have (Section III) and is superior to any prior works in all comparison points, 2.26x, 5.39x, 5.09x in throughput, energy efficiency, and latency, respectively.
Unfortunately, the state-of-the-art SRAM-based TRNG proposals \cite{70, 121} do not report their total latency. Since the prior work \cite{121} empirically evaluates the latency of the power-down period, we use their value, 250\,ms as a power cycle latency for works that do not mention their power cycle latency. Also, they do not mention the operating frequency and the supply voltage of SRAM. To evaluate the remaining parameters (latency, and energy consumption) we optimistically assume that for each prior work SRAM operates at 200MHz and the supply voltage is 1\,V, which is the nominal voltage level of our evaluation. We evaluate the energy consumption of prior works using PMBus on our platform by calculating their number of read operations to obtain 256-bit entropy.\footnote{We assume that each SRAM cell of prior works has 1-bit (totally random) entropy which is the ideal situation, also 3.47\times higher than TuRaN.}

Zhang+ \cite{121}: Zhang et al. propose an SRAM-based TRNG that improves the TRNG performance by utilizing ionization irradiation on SRAM. The authors implement SHA-256 hardware that operates at 200MHz on the ZC702 FPGA board (same as TuRaN) to post-process. Also, Zhang et al. report their throughput as 178\,Mbps. However, they do not mention any energy consumption of their TRNG. Based on these optimistic parameters, Zhang+’s TRNG consumes 0.56\,nJ per true random bit. To evaluate the latency of the proposed TRNG, we consider the latency of their improved power cycle (1.5\,ms latency), SRAM read access latency, and the latency of the post-process function. The latency of Zhang+’s SRAM-based TRNG is 1.501\,ms.

PUFKEY \cite{70}: PUFKEY generates true random numbers by using two different physically uncloneable functions (PUFs). The first step is to obtain true random seeds using a conditional algorithm (u-Quark). Second, true random seeds is used as an input for a hardware RNG (HRNG) to generate true random numbers. The authors report that PUFKEY achieves 803\,Mbps throughput. From their observation, u-Quark needs 0.0255 seconds. To achieve 803\,Mbps, we assume that authors implement 52.4 u-Quark blocks that have a latency of 5.1\,s. The energy consumption of the second step, i.e., NDRNG, a specialized hardware is not reported. Thus, we cannot calculate the energy consumption of PUFKEY. The latency of NDRNG is reported as 159.22\,ms. Based on these calculations and observations total latency of PUFKEY is 5.35\,s.

\begin{table}[h]
\centering
\caption{TuRaN vs prior SRAM-based TRNGs}
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{Proposal} & \textbf{Continuous Operation} & \textbf{Peak Throughput} & \textbf{Energy Consumption} & \textbf{256-bit Latency} \\
\hline
Zhang+ \cite{121} & \checkmark & 178\,Mbps & 0.56\,nJ/bit & 1.501\,ms \\
PUFKEY \cite{70} & \checkmark & 803\,Mbps & N/A & 5.35\,s \\
TuRaN & \checkmark & 1.812\,Gbps & 0.11\,nJ/bit & 278.46\,\mu s \\
\hline
\end{tabular}
\end{table}

\section{System Integration}

TuRaN can be integrated into a computing system to generate true random numbers that are required by a wide variety of applications as discussed in Section \S IV. Modern computing systems already employ multiple SRAM-based memory structures such as caches, branch predictor tables, translation lookaside buffers, and coherence directories. Existing SRAM-based memory structures can be used as a basis for integrating TuRaN at low hardware cost (e.g., complexity and area), whereas the variety of SRAM-based memory structures presents the system designer with multiple options with different system integration tradeoffs for TuRaN. For example, branch predictor tables are tightly integrated with the processor, thus random numbers can be retrieved quickly from the predictor tables to the processor. However, branch history tables typically have small row sizes, thus the maximum entropy that can be generated by accessing a single predictor table row is small, which constrains the TRNG throughput that can be obtained using TuRaN.

We discuss how TuRaN can be integrated into a modern system at low hardware cost to generate true random numbers at high throughput. We implement TuRaN in processor caches, because this design strikes a balance between TRNG latency (i.e., short distance from the processor core), and TRNG throughput (i.e., high entropy from large SRAM rows).

\subsection{Mechanism}

TuRaN encompasses two steps to generate true random numbers: 1) reading reduced-voltage rows from SRAM until obtaining a bitstream with 256-bit entropy, and 2) sending the output of the first step to the SHA-256 function. To enable the first step in modern computing systems, TuRaN requires control over the supply voltage of rows in the cache (i.e., the cache line supply voltage) in order not to corrupt other lines’ data when undervolting is performed. We implement TuRaN on top of the Drowsy Cache \cite{39}, a low-cost substrate that allows fine-grained control over the supply voltage of cache lines. Drowsy Cache allows us to scale an arbitrary cache line’s voltage independently from others. Therefore, TuRaN does not undervolt the whole cache but only undervolts the cache line with the highest entropy after the initial characterization. For the second step, TuRaN performs post-processing with SHA-256 cryptographic hash function using the CPU to avoid additional area overhead on commodity systems.

\textbf{Drowsy Cache} \cite{39}. The Drowsy Cache adds a drowsy bit, a word-line gating circuit and a voltage controller to every cache line to control the voltage of cache lines. When a cache line is accessed, the cache controller reads its drowsy bit to determine the level of the supply voltage. The supply voltage of the cache line is scaled by the voltage controller, which switches the voltage of the cache line between the nominal and low (i.e., drowsy) supply voltages depending on the drowsy bit. When a drowsy cache line is accessed, the supply voltage of the cache line is switched to the nominal voltage. The cache controller periodically put the cache line into drowsy mode to save energy. Implementing the Drowsy Cache induces a small area overhead of < 3\% \cite{39}.

\textbf{TuRaN on the Drowsy Cache}. For TuRaN’s integration, we propose two changes to the Drowsy Cache design to generate random numbers by enabling access failures in cache lines. First, TuRaN removes the word-line gating circuit to exploit the corrupted data as a source of entropy. Second, to avoid corrupting valid data in the cache, TuRaN does not put cache lines into drowsy mode periodically.
Cache Line Entropy Characterization. To generate true random numbers, TuRaN first characterizes (as described in Section V-A) the cache under reduced voltage to find the cache line with the highest entropy. Then, TuRaN stores the observed entropy of the cache line in a register, \( r_{\text{entropy}} \), in the cache controller.

Generating Random Bitstreams. TuRaN generates true random numbers in the cache in four steps. First, TuRaN writes an all-ones data pattern (i.e., all cells in the row are filled with logical-1) to the highest entropy cache block. Second, TuRaN switches the mode of the cache line to drowsy mode to apply undervolting. Third, TuRaN reads the cache block in the drowsy mode to retrieve a 64B bitstream. Fourth, TuRaN switches the mode of the cache line back to normal mode (i.e., apply nominal operating voltage). Each step takes one cycle to execute. In total, it takes four cycles to obtain a 64B bitstream with \( r_{\text{entropy}} \) bits of entropy. Based on our observation (Section V) that a 32-bit SRAM row can contain more than 8 bits of entropy, we assume that the cache line entropy characterization step can identify a cache line with at least 128 bits of entropy (because a cache line is 16\( \times \) larger than a 32-bit SRAM row). Thus, we use a 128B \( r_{\text{random}} \) in our evaluation to accumulate 256 bits of entropy with two cache line accesses. TuRaN stores the bitstream in the \( r_{\text{random}} \) register in the cache controller. TuRaN repeatedly performs these four steps until \( r_{\text{random}} \) contains 256 bits of entropy.

SHA-256 Operation in CPU. To post-process the obtained bitstream (\( r_{\text{random}} \)), TuRaN performs the SHA-256 cryptographic hash function. TuRaN uses the CPU to perform SHA-256 because (i) contemporary CPUs are equipped with special SHA-1 and SHA-256 instructions [44], this enables TuRaN to perform SHA-256 with a throughput of 27.984 Gbps [74], and (ii) it does not require a dedicated SHA-256 hardware, thus it does not cause an additional area and energy overhead.

B. Evaluation

| Parameter                  | Value                                      |
|----------------------------|--------------------------------------------|
| Processor Type             | Out-of-order x86 CPU                       |
| Processor Base Frequency   | 3.6GHz                                     |
| L1 Data Cache (Latency)    | 32KiB, 8-way, LRU, Set-associative (2 cycles) |
| L2 Cache (Latency)         | 256KiB, 4-way (12 cycles)                  |
| L3 Cache (Latency)         | 2MB, 16-way (44 cycles)                    |
| DRAM Memory                | DDR4, 2400MHz, 8GB, 2 channels             |

Table III: gem5 simulation parameters

To estimate TuRaN’s random number generation benefits in modern systems, we perform simulations using gem5 [10]. We run single-core applications from SPEC2006 benchmark suite on a simulated system. The characteristics of the simulated system can be found in Table III. As the highest-entropy yielding cache line can change across different chips, we simulate TuRaN using different cache lines as entropy sources across a way of the cache. We run the applications for each cache line and for every run, we select a different cache line and always evict that line to generate random numbers. We analyze the idle cycles of the L1 data cache and the L2 cache, then inject TuRaN mechanism commands into these idle intervals. Since the simulated system runs at 3.6 GHz clock frequency, we estimate that the cache line with the highest entropy have our 200MHz’s entropy results (Section V) as it is the closest evaluated frequency level to 3.6GHz.

C. Results

Figure 11 shows the average throughput of TuRaN for SPEC2006 workloads [47]. We calculate the throughput by finding the time it takes to generate random numbers in caches’ idle cycles.

TuRaN generates true random numbers in the L1 data cache (L2 cache) with an average throughput of 4.03Gbps (10.95Gbps) and a maximum throughput of 9.96Gbps (13.46Gbps). Since TuRaN evicts the previously-identified cache line whenever it generates a true random number, TuRaN degrades the system performance with an average of 4.86% (1.92%). Since we use the CPU to perform the SHA-256 function with the throughput of 27.984Gbps, the hash function does not reduce the throughput of TuRaN.

Our system integration has a negligible area overhead. We evaluate the area overhead of TuRaN using CACTI [75]. The overhead of Drowsy Cache implementation on L1 and L2 Cache, which is lower than 3% for each cache line reported on prior work [39], is 0.00135\( \text{mm}^2 \), 0.0108\( \text{mm}^2 \) respectively. For the 1024-bit buffer, \( r_{\text{random}} \), it is 0.0003\( \text{mm}^2 \). TuRaN requires an additional 0.00165\( \text{mm}^2 \) for L1 data cache integration and 0.0111\( \text{mm}^2 \) for L2 cache integration.

D. Discussion

In this study, we focus on how to leverage widely available SRAM devices to become a promising TRNG that can be used in computing devices of all scale. In this section, we discuss 1) how practical it is to implement TuRaN into commodity systems, 2) how to minimize TuRaN’s performance overhead, 3) hardware-software interface of TuRaN, 4) TuRaN’s the robustness and reliability, and 5) the integration of TuRaN into resource-constrained devices.

Practicality of TuRaN: Recent Intel CPUs (e.g., VccCache in Intel CPUs [46]) provide support for voltage underscaling in its caches. TuRaN can be implemented in these processors without any hardware modifications. Such an implementation requires evicting all cache blocks in the cache where TuRaN is implemented (e.g., L1 cache) before the true random number generation process starts. This is because existing CPUs provide coarse-granularity voltage control in caches, i.e., scaling the voltage of the cache affects all cache blocks in the cache.
Evicting all cache blocks in the L1 cache would induce considerable system performance overhead as the L1 cache is not available to the processor until the random number generation process finishes. To enable the state-of-the-art SRAM-based TRNG [12] mechanism in the off-the-shelf processors, it needs 1) voltage manipulation and 2) physical preprocessing steps (e.g. irradiation exposure) which make the state-of-the-art SRAM-based TRNG depend on modifications on top of off-the-shelf processors. TuRaN would be more viable than the SRAM-based TRNGs as it only requires voltage manipulation. Regardless, TuRaN still outperforms aforementioned SRAM-based TRNGs 7.48x in throughput, 5.39x in latency, and 5.09x energy consumption.

Predicting Idleness in Caches: To reduce the interference with the concurrently running applications and minimize the performance overhead, TuRaN leverages the idle time periods in caches to generate random numbers. Even though the length of an idle interval is not known in advance, it can be predicted using memory addresses that are being accessed and the occupancy in load-store queues. Recent work [11], developed an end-to-end system design for DRAM-based TRNGs that predicts the length of idle intervals in DRAM using last accessed memory addresses and the number of requests in memory request queues. We can use a similar approach for our architecture-level design and predict idle intervals in the selected cache level that are long enough to generate random numbers without any overhead by monitoring the occupancy in load-store queues and the last hit/miss memory addresses. If there are no idle cycles in the cache, the cache controller can either stall the memory requests and generate random numbers until the random number buffer is full or use a more sophisticated policy to minimize the unfairness induced by true random number generation and performance degradation of concurrently running applications. However, even with the workloads that utilize the cache bandwidth the most, we observe that there are sufficiently long idle intervals available for random number generation. As an additional countermeasure to this, all cache levels can be used to generate random numbers to create more opportunities for random number generation.

The HW/SW Interface: Various HW/SW interfaces can be used to enable TuRaN on modern systems, including but not limited to I/O buses and ISA extensions. Using memory-mapped space I/O datapaths to provide a simple interface to read the entropy buffer, $r_{random}$ which already in-used in modern systems to retrieve random number to the processor (i.e., TRNG_OUT in AMD [2] or APB-based slave interface in ARM [3]). Another approach can be adding a new ISA instruction to read the $r_{random}$ and send the random number to the processor which is also employed in the modern systems (e.g. Intel RDRAND instruction [52]).

Robustness and Reliability: TuRaN is resilient against attacks that exploit process, voltage, and temperature variation that reduce TRNG entropy. To prevent this type of attacks, modern processors are already equipped with hardware that performs TRNG robustness and self-validation tests (e.g. Intel’s Online Health Tests and Built-in Self Tests [52]). These tests enable processors to track the entropy in the output of a TRNG. If the harvested entropy is not sufficient, a processor does not use the TRNG output. Thus, attackers cannot manipulate the output of a TRNG by controlling environmental parameters directly or indirectly.

Integration of TuRaN on Low-End Devices: TuRaN can be integrated into resource-constrained microcontrollers that do not have dedicated TRNG hardware in two ways. First, entropy generated by performing voltage underscaling to an SRAM cache line can be post-processed using SHA-256. SHA-256 would be performed by the microcontroller. Even the low-end microcontrollers that do not have the budget to implement dedicated hardware TRNGs (e.g., ARM-Cortex M0) already support SHA-256 operation with throughputs exceeding 1.6Kbps [97]. Thus, using SHA-256, TuRaN can provide substantial TRNG throughput in resource-constrained devices that cannot afford dedicated TRNG hardware. Second, true random numbers can be directly retrieved from SRAM cells without any post-processing (described in Section VI-A1). A low-performance microcontroller can directly read these SRAM cells to generate true random bitstreams at higher throughput (compared to performing post-processing), avoiding the performance and energy costs of performing relatively complex SHA-256 operations.

VIII. RELATED WORK

To the best of our knowledge, this is the first study to exploit undervolting-based timing faults on SRAMs to generate true random numbers. In Section VI-C, we extensively describe and compare two state-of-the-art SRAM-based TRNGs to TuRaN. In this section, we briefly describe other prior SRAM-based TRNGs and other memory-based (non-SRAM-based) TRNGs.

A. SRAM-based TRNGs

SRAM-based TRNGs are firstly proposed in [48] by exploiting SRAM start-up values to generate true random numbers. However, a very little portion of SRAM behaves randomly and does not exceed 0.1 minimum entropy. Therefore, many other prior works [31], [49], [60], [70], [85], [91], [105], [107], [108], [113], [121] propose SRAM-based TRNG to achieve higher minimum entropy and high-proportion of randomness in SRAMs. [105] proposes an efficient algorithm to generate SRAM-based RNG by using two-stage post-processing functions, SHA-256 and deterministic random bit generator (DBRG). The resulting bitstream is used as a seed to generate pseudo-random numbers. To increase minimum entropy, prior work [60] leverages transistor aging impact. Similar to transistor aging, [85] proposes a noise-sensitive embedded SRAM(NS-SRAM)-based TRNG to increase minimum entropy and quality of random numbers. However, [85] does not take into account their post-processing function, to evaluate throughput and area.

Every prior SRAM-based TRNG, (i) cannot maintain continuous operation, (ii) has low-throughput at high latency due to their power-up cycle dependence, (iii) can not achieve energy efficiency since they operate at nominal operating
parameters, and (iv) can not easily be implementable on commodity devices due to the (i) and (ii).

B. Non-SRAM-based TRNGs

**DRAM.** Prior works on DRAM-based TRNG use different approaches to generate true random numbers, such as intentionally violating the DRAM timing parameters [57], [62], [77], [100], [101] and using start-up values [36], [103]. These proposals either (i) do not consider energy consumption or (ii) are not energy efficient, such as TuRaN 37.6x times consume lower energy than the best energy efficient DRAM-based TRNG [62] (iii) or can not achieve high-throughput.

**FLASH.** Prior Flash-based TRNG proposals [23], [89], [109] exploit the thermal noise and RTN to generate true random numbers. However, the highest throughput among these proposals is 1Mbps, 1812x times lower than TuRaN.

**Existing TRNGs in Commodity Systems.** Commodity off-the-shelf systems use dedicated TRNG hardware [2], [3], [52] to ensure security-critical operations. These TRNGs in commodity processors have limited throughput. The entropy source of Intel Ivy Bridge’s TRNG [31], achieves 3Gbps throughput which is 1.34x and 3.32x smaller than TuRaN’s L1D cache integration throughput and L2 cache integration throughput, respectively. Dedicated TRNG hardware used in ARM [3] can produce 10Kbps of entropy when the core runs at 200MHz which is 18912x lower than TuRaN’s entropy.

IX. CONCLUSION

In this study, we introduce TuRaN, an energy-efficient SRAM-based TRNG with high-throughput at low latency that can be implemented in modern systems at low cost. TuRaN exploits supply voltage underscaling on SRAMs and post-processes the resulting timing faults with the SHA-256 hash function to generate true random numbers. We characterize and evaluate TuRaN on two identical FPGA boards. We show how frequency, voltage level, and data pattern affect entropy. We evaluate the random numbers generated by TuRaN in terms of quality, throughput, energy, and latency. We show that TuRaN generates random numbers that pass all the NIST STS test with the throughput of 1.6Gbps on average, energy of 0.11nJ per true random bit, and the latency of 278.46µs. TuRaN significantly outperforms the state-of-the-art SRAM-based TRNGs in throughput by 2.26x, energy efficiency by 5.09x, and latency by 5.39x. We demonstrate two potential integration of TuRaN in a state-of-the-art CPU L1 data cache (and L2 caches) and, we achieve 4.03Gbps (10.95Gbps) throughput on average with a negligible overhead of 0.00165mm² (0.0111mm²).
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