Digital Image Forgery Detection Based on Characteristics of Background Noise
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Abstract. In this paper, we proposed a method to detect splicing forgery by using wavelet transform and background noise estimation in digital image. To achieve this target, we divide image into some sub-blocks and use wavelet transform to extract the low-frequency sub-band coefficients of each ones. Then, the noise standard deviation in each bands can be estimated with the statistical properties of skewness. In the end, the morphological marker is used to tamper with the region. Comparisons with existing methods by experiments showed that our proposed method is effective in estimating the noise standard deviation, and has high accuracy in detecting and localizing forgery parts especially in local smooth regions.

Introduction

Image splicing forgery is a common type of image tampering, which copies a region from the source image, and then pastes it into the target image to conceal the target image information. In fact, the complex splicing forgery usually contains some post-processing operations to make the tampered image more real. These operations include blurring, shading, JPEG compression, etc. It will make forgery detection and localization more difficult. In recent years, some detection techniques for splicing forgery detection have achieved good results [1, 2].

There is a part of background noise in digital image which comes from image generation. In the case of untampered images, the noise standard deviation in different areas is substantially same. If images with different noise levels are spliced together, the noise characteristics between image forgery area and the other areas are different. Many conventional forgery detection methods are exposing splicing by estimating background noise. Popescu et al[3] treat the image as additive noise model, and use the high order statistics to estimate the noise variance. However, their method needs to know the kurtosis of the original signal. In order to estimate noise standard deviation of each non-overlapping block, the wavelet transform is used in [4]. Feiyan Lu et al[5] directly consider the detected image as the original image and add noise twice, so they avoid the problem in method [3] that the original signal are unknown. The method of using statistical features to locate the tampered area is introduced in [6, 7]. They utilize statistical relationship between the noise standard deviation and kurtosis or skewness. However, the proposed method has a higher false positive in smooth regions. Due to the image after wavelet transform, the noise in the wavelet domain still has the independent and identically distributed characteristics. In this paper, the image to be detected is decomposed by wavelet transformation, and we use the skewness characteristic of low-frequency sub-band coefficients to estimate the noise standard deviation. Our method is more effective to avoid the interferences of image details when estimating the noise standard deviation, thereby detecting forgery splicing area. In order to improve detection accuracy, we use labeled connected component method to reduce false information, and utilize morphological operations to show the forgery area clearly.
Improved Method of Estimating the Background Noise

- **Wavelet transform**

When an image is decomposed by wavelet transform, we can get a series of sub images with different resolutions, and the corresponding frequency of the sub images of different resolutions is not the same. Figure 1 shows a tower structure formed by the multi-level wavelet decomposition. HL2, HH1 and HL1 has a higher resolution and save more image information compared with sub image LH2, HH2, LH1.

![Fig.1. The tower structure of multi-level wavelet decomposition](image)

Haar function is one of the most earliest used in wavelet analysis with a compact support orthogonal wavelet function. In order to reduce the interference of image details on noise detection, for an image \(I\) of \(M \times N\) pixels, the 1-level 2-D Haar wavelet transform is adopted. We only retain total of \(K\) coefficients of low-frequency sub-band \(LL_1\) in each sub-block, and utilize statistical properties of skewness in \(LL_1\) coefficients to estimate noise variance, where \(K\) is \(\frac{M}{2} \times \frac{N}{2}\).

- **The statistical properties of skewness for background noise**

Assuming the model in the time and frequency domain of the additive noise image \(I\) is \(y = x + z\), where \(y\), \(x\), \(z\) are obtained respectively, when additive noise image \(Y\), original image \(X\), noise \(Z\) are transformed into the time and frequency domain from the pixel domain. \(z\) is white Gaussian noise whose mean is zero and variance is \(\sigma^2(z)\). We estimate \(\sigma^2(z)\) by using the statistical characteristics of \(x\) and \(y\) as follows.

Let the mean value and variance of \(x\) be \(E(x)\) and \(\sigma^2(x)\) respectively. Then we derive the skewness of \(x\) as follows:

\[
\omega(x) = \frac{\mu_3(x)}{\sigma^3(x)} \tag{1}
\]

where \(\sigma^3(x) = \{\sigma^2(x)\}^{\frac{3}{2}} = \{E[(x - E(x))^2]\}^{\frac{3}{2}}\), \(\mu_3(x) = E[(x - E(x))^3]\).

Since \(z\) is a white noise, \(\mu_3(z) = E[(z - E(z))^3] = E(z^3)\), according to the parity of the integral, we have \(\mu_3(z) = 0\). Hence, skewness of \(z\) is

\[
\omega(z) = \frac{\mu_3(z)}{\sigma^3(z)} = 0 \tag{2}
\]

Further, because \(x\) and \(z\) are independent to each other, the variance and skewness of \(y\) can be calculated as follows:

\[
\sigma^2(y) = \sigma^2(x) + \sigma^2(z) \tag{3}
\]

\[
\omega(y) = \frac{\mu_3(y)}{\sigma^3(y)} = \frac{\mu_3(x) + \mu_3(z)}{\sigma^3(y)} = \frac{\omega(x)\sigma^3(x)}{\sigma^3(y)} = \frac{\omega(x)(\sigma^2(y) - \sigma^2(z))^3}{\sigma^2(y)} \tag{4}
\]

Therefore, we get the relationship between the values of skewness and noise deviation. We can estimate skewness and the noise deviation of the image to be detected. It is an objective function of minimizing as follows[6,7]:

586
\[
[\hat{\omega}(x), \hat{\sigma}^2(z)] = \min_{\omega(x), \sigma^2(z)} \sum_{k=1}^{K} [\omega(y_k) - \omega(x) \frac{\sigma^2(y_k) - \sigma^2(z)}{\sigma^2(y_k)}]^2 \tag{5}
\]

where \(y_k\) is represented each sub-band, \(k \in \{1, 2, \ldots, K\}\). Then Eq. (4) can be changed as follows:

\[
\frac{2}{\omega^2(y)} = \frac{2}{\omega^2(x)} - \frac{2}{\sigma^2(y)} \frac{\sigma^2(z)}{\sigma^2(y_k)} \tag{6}
\]

So we have

\[
[\hat{\omega}^2(x), \hat{\sigma}^2(z)] = \min_{\omega(x), \sigma^2(z)} \sum_{k=1}^{K} [\frac{2}{\omega^2(y_k)} - \frac{2}{\omega^2(x)} + \frac{2}{\sigma^2(x)} \frac{\sigma^2(z)}{\sigma^2(y_k)}]^2 \tag{7}
\]

Then, let the objective function be as:

\[
L(x, \sigma^2(z)) = \sum_{k=1}^{K} [\frac{2}{\omega^2(y_k)} - \frac{2}{\omega^2(x)} + \frac{2}{\sigma^2(x)} \frac{\sigma^2(z)}{\sigma^2(y_k)}]^2 \tag{8}
\]

using partial derivative principle obtains the optimal solution as follows:

\[
\hat{\omega}^2(x) = \frac{2}{\omega^2(y_k)} - \frac{1}{\sigma^2(y_k)} < \frac{1}{\sigma^2(y_k)} >_k - \frac{2}{\omega^2(x)} \frac{\sigma^2(z)}{\sigma^2(y_k)} \frac{1}{\sigma^2(y_k)} \frac{1}{\sigma^2(y_k)} >_k \tag{9}
\]

\[
\hat{\sigma}^2(z) = \frac{1}{\sigma^2(y_k)} \frac{1}{\sigma^2(y_k)} < \frac{1}{\sigma^2(y_k)} >_k - \frac{2}{\omega^2(x)} \frac{\sigma^2(z)}{\sigma^2(y_k)} \frac{1}{\sigma^2(y_k)} \frac{1}{\sigma^2(y_k)} >_k \tag{10}
\]

where \(< \cdot >_k\) denotes the mean of \(K\) sub-band coefficients. Combined Eq. (9) and (10), we can estimate the standard deviation of noise \(\hat{\sigma}(z) = \sqrt{\hat{\sigma}^2(z)}\).

**Image tamper detection algorithm flow**

According to the above analysis, the algorithm divide image into some sub-blocks, and then use wavelet transform to extract the low-frequency sub-band coefficients of each ones. Next, the noise standard deviation in each bands can be estimated with the statistical properties of skewness, and morphological processing is performed to show the tampered region. The flow of the detection algorithm is as follows:

1. Treate the image as additive noisy image, and divide the image into blocks.
2. Wavelet transform is performed on each block and extract the low-frequency coefficients of the corresponding frequency, then get \(K\) coefficients sub-bands.
3. For each sub-band, compute skewness \(\omega(y_k)\) and variance \(\sigma^2(y_k)\), and then calculate the noise standard deviation of all the sub-bands with Eq. (9) and Eq. (10), where \(k \in \{1, 2, \ldots, K\}\).
4. Label the connected components and use morphological operations to clearly show the forgery area.

There are overlapped block and non-overlapping block in image blocking methods. According to the experimental results, the algorithm will use overlapping block as shown in Figure 2. It is half the length of the block from left to right, top to bottom in the order to traverse the entire image. For an image \(I\) of \(M \times N\) pixels and the sub-block size is \(a \times a\), a total of \(\frac{M}{a/2 - 1} \times \frac{N}{a/2 - 1}\) sub-blocks can be divided. According to the experimental results in next, the sub-block size should be moderate, and when the algorithm uses \(16 \times 16\) overlapping blocks, the detection effect is more accurate.
In morphological processing, most of the tampered regions are contiguous blocks, and misjudgment regions are usually isolated and dispersed points. In order to reduce the error, labeling the connected components [8] (shown in Figure 3) is used to make detection more accurate. From Figure 3 we can see that threshold $T = 3$ is more accurate than $T = 2$, but $T = 4$ will cause more time or more error detections than $T = 3$, so we set $T = 3$.

Experimental Results and Comparisons

- **Noise standard deviation estimation**

In order to evaluate the accuracy of the algorithm estimates noise standard deviation in local smooth regions, we select 50 authentic images from CASIA v2.0 [9] dataset. The selected images include natural scene, animals and people, etc. And the local smooth regions just like sky, sea, lake and so on are shown in Figure 4. In the experiment, we add different noise standard deviation of Gaussian white noise, then the image is blocked and transformed by wavelet, finally we combine Eq. (9) and (10) to estimate the standard deviation of noise. For each image with different standard deviation, we compute the average and compare with the traditional wavelet method [4] and the method in [7], the results are shown in Table 1. We also add a series of different shapes white Gaussian noise with 20dB standard deviation, and use our method to show visualization results, then compared with method in [8], finally the results are shown in Figure 5.

Table 1 and Figure 5 show that our method in local noise estimation ability will be more accurate than method in [4] and [7]. These experimental results are both examined with $16 \times 16$ overlapping sub-blocks. According to Figure 5, the method in [7] has more error detections than ours.
Tab.1. Average of noise standard deviation comparison with different methods

| σ  | 0.5 | 1    | 5    | 10   | 20   |
|----|-----|------|------|------|------|
| Method in [4] | 1.34 | 1.54 | 5.56 | 10.46| 20.78|
| Method in [7] | 0.44 | 0.94 | 4.81 | 9.67 | 19.32|
| Our method     | 0.49 | 0.97 | 4.86 | 9.70 | 19.65|

Fig.5. The comparison with [7] in local noise estimation, the first row is the noise-corrupted image, the second row is the method in [7], the last row is our method.

- **Tampered regions localization**

  In this experiment, in order to evaluate the proposed algorithm how localizing tampered areas, we will use CASIA v2.0[9] dataset to evaluate our algorithm, and the image size is from 240×160 to 900×600 pixels. As we mentioned above, we should select the appropriate size of the sub-block according to the size of the image, and we choose an image from dataset [9] to carry out experiments to get the appropriate sub-block size. Figure 6 is the detection result of the different kinds of overlapping and non-overlapping sub-blocks. It shows that the image should be adopted in 16×16 overlapping sub-blocks method.

Fig.6. The detection result with different kinds of overlapping and non-overlapping sub-blocks, (a) is the tampered image, (b) is 16×16 overlapping sub-blocks, (c) is 16×16 non-overlapping sub-blocks, (d) is 32×32 overlapping sub-blocks.
We make a comparison with algorithm presented in [7] based on CASIA v2.0 dataset. We selected 50 images to test the effectiveness of the algorithm. Figure 7 shows a few examples. In Figure 7, the white is the tampered area, the black is the original area, the first row is the original image, the second row is the tampered image, the third row is the result of the method in [7], the last row is our method. Especially, in the local smooth region, our method detects and locates the tampered area more accurately and effectively.

![Fig.7. The detection result comparison with method in [7]](image)

**Conclusion**

A splicing forgery detection approach based on wavelet transform and background noise estimation is proposed. We improved the method [7] by using wavelet transform to extract the low-frequency sub-band coefficients and labeling the size of connected components to eliminate errors. Experimental results show that the improved method can estimate the noise standard deviation accurately, and especially in the local smooth region, it can detect and locate the tampered area more accurately.
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