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Abstract

This article provides an overview of research on nanoparticles quantum confinement processing of nanoparticles and processing applications in theoretical concepts of optical and electrical studies. The main text of this review is organized into two sections. Section 1 discusses the use of optical methods for the applications of nanoparticles and its model exciton properties of nanostructured particles and in section 2 discusses for dispersion of agglomerated nanoparticles and its various equations for all, such as photo luminescent and transparent conductive materials. These studies explain the theoretical equations of both nanoparticles and thin film.
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Introduction

Miniaturisation leads to devices which are faster, more versatile, more efficient, less power consuming and cheaper. Nanotechnology is the logical extension of MEMS (Microelectromechanical systems). However, its scope is immense and many opine that it is the onset of the second industrial revolution. It is going to affect the human society in a way more radical than the earlier innovations in science and technology. The present chapter is intended to provide the student a glimpse of the revolution that is underway. Quantum-size effects of Wannier excitons in semiconductors microcrystals have been a subject of extensive studies in recent years. A wide variety of materials have been grown as microcrystals in glasses, in alkali-halide crystals, in liquids, and also in vacuum. The size quantization effect is most directly detected as the high-energy shift of the inter band absorption or luminescence peak in these materials. In addition to the interest in the basic properties of the quasiparticles confined in the three-dimension quantum well, the potential applicability to the ultrafast nonlinear optical devices seems to have motivated some of the recent investigations.

Fundamentals of quantum confinement of NPs

From the theoretical point of view, the ground-state property of an electron and a hole confined in a micro crystal poses a fundamental problem of quantum mechanics: the competition between the attractive two-body force and the one-body force exerted at the well boundary. It can be readily inferred that there are two limiting situations according to the ratio of the characteristic length R indicating the size of the microcrystal to the effective Bohr radius a0 of the exciton in the bulk material. In the limit R / a0), the character of the exciton as a quasiparticle is conserved well while the translational degrees of freedom are confined with little energy increment (the regime of the exciton confinement). In the opposite limit R / a0), the electron and the hole should occupy primarily the individual lowest eigenstate of the quantum well with relatively little spatial correlation (the regime of the individual particle confinement). One of the central problems is, therefore, to make clear how the motional state of the electron-hole system changes as the ratio R / a0 changes continuously and to give of the lowest state as a function of R / a0.

Brus derived an expression of the energy of the lowest eigenstate in this limit. On the other hand, the analysis of the weak confinement limit is rather a difficult task because it is not known what to choose as the zeroth-order approximation for the wave function which satisfies the boundary condition [1]. Efors an Efors asserted that the amount of the energy increment in this limit is given just by the value corresponding to that of a single point particle with the mass equal to the total mass of the exciton [2]. The present author carried out a simple variational calculation of the ground-state energy of the electron-hole system in a spherical quantum well. The proposed trial wave function, which contains only one parameter, bridges the above-mentioned two limiting cases and naturally covers the whole range of R / a0 = 2 ~ 3 continuously but rather abruptly.

In the present paper, we study the quantum-size effects of the electron and the hole in a spherical well to the full extent both analytically and numerically. A new type of the variational calculation is developed, which, we believe, gives a very accurate approximation to the exact eigenenergy of the ground state and of the low-lying excited states in a wide range of parameter values. In practice, however, the ground-state energy but also the level structure of the expressed far better by a formula which takes into account the finiteness of the exciton radius. Not only the ground-state energy but also the level structure of the excited states and the distribution of the oscillator strength for the optical transition are investigated. It will be shown that because of the broken symmetry of the translational degrees of freedom, the optical absorption spectrum of the weakly confined exciton has side...
bands closely lying above the 1s peak and the whole Rydberg [3] series structure gradually changes into the series of well-isolated peaks peculiar to the strong confinement as \( R / a^* \) becomes small [4].

Let us consider an electron and a whole confinement in a microcrystal of spherical shape with the radius \( R \). The microcrystal is approximation by an isotropic continuous medium with the dielectric constant \( k \). We neglect the effect of the polarization charge induced at the surface for simplicity. It is assumed that the electron and the hole are completely confined in the well by the infinite potential barrier. Our main concern here is to clarify the essential features of the problem by a simplified model, which will serves as a starting point of the analysis in real materials.

The Hamiltonian is given by
\[
H = \frac{p_r^2}{2m} + \frac{p_\rho^2}{2m_\rho} - \frac{\epsilon_0}{r} - r_0
\]  
(1)

Where \( r_r, p_r, m_r \) and \( m_\rho \) are the coordinate, the momentum, and the mass for the electron (i=\( e \)) and the hole (i=\( h \)), respectively.

The total mass \( M = m + m_\rho \) and the reduced mass \( \mu = 1/(m r + m_\rho r_\rho) \) will also be used hereafter. The boundary condition is that the wave function \( \Psi \) should vanish at \( |r_r| = R \) and at \( |r_\rho| = R \).

The rotational invariance around an arbitrary axis allows us to separate out three angle variables and we are left with only three independent variables relevant to the Schrödinger equation. In carrying out the numerical calculation, the crucial step here is to choose the Huyleras coordinates, \( r_r = |r_r|, r_\rho = |r_\rho|, \) and \( r_0 = |r_r - r_\rho| \) for these variables.

The Euler angles determining the plane on which \( r_r \) and \( r_\rho \) lie can be chosen as the remaining three variables. The eigenstates of the Hamiltonian are classified in accordance with the total angular momentum \( I \), the magnetic quantum number \( M \), and the one additional quantum number \( k \) for the vector spherical harmonics. In each subspace of \( (I, M, k) \), the Schrödinger equation can be explicitly written down. Throughout the present work, we are solely concerned with the \( s \)-like subspace \( (I=0) \) only to which the inter band transition is possible in the direct allowed semiconductors. The Hamiltonian is then greatly simplified as given by the previous paper.

If one adopts the effective Rydberg energy \( E_{nr} = \mu e^2 / 2k^2 \) for the unit of the energy and the effective Bohr radius \( a_{nr} = \hbar k / \mu e^2 \) for the unit of the length, the normalized ground-state energy \( \epsilon = E / E_{nr} \) can be written as a function of two independent dimensionless parameters as
\[
\epsilon = \epsilon(\sigma, \rho),
\]  
(2)

where \( \sigma = m_r / m_\rho \) is the mass ratio and \( \rho \equiv R / a_{nr} \). Since \( \epsilon(1/\sigma, \rho) = \epsilon(\sigma, \rho) \), we assume \( \sigma \geq 1 \) hereafter. First of all, the following inequality can be easily proven by using Hellmann-Feynman’s theorem,
\[
\epsilon(\sigma, \rho) / \epsilon(\sigma) < 0 \quad \text{for} \quad \sigma \geq 1
\]  
(3)

Which means that the ground-state energy is a decreasing function of the total mass for a fixed value of the reduced mass and well radius? The asymptotically exact solution for \( \epsilon(\sigma, \rho) \) is obtained in the three limiting cases, \( \sigma \to \infty, \rho \to \infty \), and \( \rho > 0 \).

The limit of infinite hole mass

Evidently, the hole resides motionless at the center of the sphere in the limit. Thus the problem reduces to that of the confined neutral donor and the Hamiltonian eqn. (1) is replaced by that of the hydrogenic donor electron for a single variable \( r_r \). By following the usual procedure given in textbooks, the Schrödinger equation is transformed into the well-known second-order differential equation which has the regular solution given by the confluent hypergeometric function \( M(v, 2, \xi) \) where \( \xi = 2|r_r^2| / a_{nr} \), and \( v = 1 - |r_r^2|^2 / 2a_{nr}^2 \). In the case of a bulk crystal, the energy \( \epsilon \) is quantized by the requirement that \( M(v, 2, \xi) \) should become a polynomial (the associated Laguerre polynomial) of \( \xi \) so that the wave function vanishes in the limit \( r_r \to \infty \). In the present case, \( \epsilon \) is quantized as a function of \( \rho \) by the requirement that should vanish at
\[
\xi = 2|\rho|^{1/2} \rho .
\]  
(4)

Quantum-size effects of an electron-hole system confined in microcrystals of semiconductors are studied theoretically with the spherical-dielectric continuum model. An extensive numerical calculation for the eigenvalue problem is carried out by Ritz’s variational technique. The motional state of the lowest level is classified into three regimes: the regime of exciton confinement for \( R / a_{nr} \geq 4 \), the regime of individual particle confinement for \( R / a_{nr} \geq 2 \), and the intermediate regime for \( 2 \leq R / a_{nr} \leq 4 \) where \( R \) is the radius of the quantum well, and \( a_{nr} \) is the exciton Bohr radius. In the region \( R / a_{nr} \geq 4 \), the high-energy shift of the lowest exciton state is described by the rigid-sphere model of the exciton quite well, which takes into account the spatial extension of the relative motion of the electron and the hole. The oscillator strength of the interband optical transition changes dramatically across the region \( 2 \leq R / a_{nr} \leq 4 \). The metamorphosis of the absorption spectrum is shown as a function of \( R / a_{nr} \) and compared with the experimental data.

Quantum confinement effect of nanostructured semiconductors having size close to Bohr radius [5-8] presently leads to the development of nonlinear optical (NLO) materials. These materials have large potentiality for photonic devices. Transparent conducting oxides (TCO) can be promising NLO materials if their nanoclusters are suitably confined to generate excitons. Usually the excitons formed by the combination of electron and hole on exposure to electromagnetics radiation have photoluminescence property.

**Excitons of NPs**

An ordinary negative electron and a positive electron, called a positron, situated a distance \( r \) apart in free space experience an attractive force called the Coloumb force, which has the value \( -e^2 / 4\pi \epsilon_0 r^2 \), where \( e \) is their charge and \( \epsilon_0 \) is the dielectric constant of free space. A quantum-mechanical calculation shows that the electron and positron interact to form an atom called positronium which has bound-sate energies given by the Rydberg formula introduced by Niels Bohr in 1913 to explain the hydrogen atom
\[
E_n = -\frac{e^2}{8\pi\epsilon_0 m_e n^2} = -6.8 \times 10^{-18} eV
\]  
(5)

Where \( a_0 \) is the Bohr radius given by \( a_0 = 4 \pi \epsilon_0 e^2 / m_e c^2 = 0.0529 \) nm, \( m_e \) is the free-electron (and position) mass, and the quantum number \( n \) takes on the values \( n = 1, 2, 3, \ldots, \infty \). For the lowest energy or ground state, which has \( n = 1 \), the energy is 6.8 eV, which is exactly half the ground-state energy of a hydrogen atom, since the effective mass of he bound electron-positron pair is half of that of the bound electron-proton pair in the hydrogen atom. Figure shows the energy levels of positronium as a function of the quantum number \( n \). This set of energy levels is often referred as a Rydberg series. The continuum at the top of the figure is the region of positive energies where the electron and
masses $m_\text{e}$ and $m_\text{h}$, respectively, which are less than that of $m_0$. For example, if $m_\text{e}/m_0=0.2$, then $m_\text{e}=0.83 m_0$. The relative dielectric constant $\varepsilon/\varepsilon_0$ has the range of values $7.2<\varepsilon/\varepsilon_0<17.7$ for these materials, where $\varepsilon_0$ is the dielectric constant of free space. Both of these factors have the effect of decreasing the exciton energy $E_\text{ex}$ from that of positronium, and as a result this energy is given by

$$E_\text{ex} = \left[ \frac{m_0}{m_e} \right]^{1/2} \frac{\varepsilon}{\varepsilon_0} \frac{e^2}{4\pi\epsilon_0\alpha_0^2} \frac{1}{n^2} \text{eV}$$

These same two factors also increase the effective Bohr radius of the electron orbit, and it becomes

$$a_\text{ eff} = \frac{\varepsilon}{\varepsilon_0} \frac{m_0}{m_e} \frac{0.0529\varepsilon_0}{m_e/m_0} \text{nm}$$

Using the GaAs electron effective mass and the heavy-hole effective mass valued from eqn. (5) gives $m_\text{e}/m_0=0.226$. Utilizing the dielectric constant value from, we obtain, $E_\text{ex}=4.6$ meV with the aid of eqns. (5) and (6) for NPs

$$a_\text{ eff}=21.06 \text{ nm}$$

Where $E_\text{g}$ is the ground-state (n=1) energy. This demonstrates that an exciton extends over quite a few atoms of the lattice, and its radius in oxide materials is comparable with the dimensions of a typical nanostructure. An exciton has the properties of a particle; it is mobile and able to move around the lattice. It also exhibits characteristic optical spectra. An exciton that we a weekly bound electron-hole pair is called a Mott-Wannier exciton. A strongly or tightly bound exciton, called a Frenkel exciton, is similar to a long-lived excited state of an atom or a molecule. It is also mobile, and can move around the lattice by the transfer of the excitation or excited-state charge between adjacent atoms or molecules.

**Electrical parameters-impedance analysis**

Nyquist plot analysis is used to characterize bulk grain, grain boundary and electrode interface contribution from the successive semicircles of impedance exhibiting in the complex plane. This enables one to study the grain or bulk resistance ($R_\text{gb}$) and grain boundary resistance ($R_\text{gb}$), which are useful in understanding the charge transfer phenomena. For the present MIS structure, only one semicircle in the intermediate frequency region is seen which is ascribed to the grain boundary contribution. This type of impedance variation can be represented as an equivalent circuit, which consists of a resistive element in parallel with a capacitor. This is the most common interpretation for polycrystalline oxide, having a contribution of rain boundary. The frequency at the semicircle maxima $\omega_\text{max}$ for each RC element is given by,

$$\omega_\text{max} = 2\pi f_\text{max} = (RC)^{-1} = \tau^{-1}$$

Where, $\tau=RC$ is the relaxation time for the respective regions. Usually, the capacitance of the grain boundaries is larger than that of the bulk grain. Therefore, the relaxation time $\tau=RC=\varepsilon_0\alpha_0\varepsilon_\text{b}$

$$\text{is larger for the grain boundaries.}$$

The boundary resistance of the sample is extracted from the Nyquist plot, which is of the order of megohm (28.19 MΩ). The capacitance value for the grain boundaries is calculated by noting the frequencies at the Debye peak maxima and is found to be in order of picofarad (14 pF). This result is in agreement with the reported values for the TiO₂ thin film capacitors [5]. The relaxation time of the process is about $3.95 \times 10^4$ sec, which is due to the rotational fluctuations of molecular dipoles. If the frequency of the applied electric field corresponds to reorientation time ($\tau$) of molecular dipoles, the imaginary part of impedance shows a characteristic pattern. In addition, the semicircular arc starts at the origin; hence, no series electrode resistance is included in the equivalent circuit representation.

The frequency and temperature dependence of $Z'$ (real part of the complex impedance) and $Z''$ (imaginary part of complex impedance). It is observed that the magnitude of $Z'$ decreases with the increase in frequency and temperature. At high frequencies, $Z'$ values reach almost zero and this may be due to the release of space charges. The curve also display single relaxation process and indicate decrease in ac conductivity with frequency. The relaxation time ($\tau$) is calculated from the frequency ($f_\text{max}$) at which $Z''$ is observed. The peak height is proportional to the grain boundary resistances according to the following equation in $Z'$ vs. frequency plot,

$$Z' = R\left[ \frac{\text{ort}}{1+\omega^2\tau^2} \right]$$

Moreover, in the $Z''$ plot, the peak shifts towards higher frequency at the temperature increases. The magnitude of the imaginary component of the impedance at the peak frequency is also a strong decreasing function of temperature. An Arrhenius plot is drawn between 1000/K and ln ($f_\text{max}$) and the plot shows the thermally activated behavior and the corresponding activation energy is 0.28 eV which is in agreement with many of the dielectric ceramic capacitors [7]. The values of grain boundary resistance ($R_\text{gb}$) and grain boundary capacitance ($C_\text{gb}$) are evaluated from the Nyquist and $Z''$.

It is evident from figure that grain boundary resistance decreases and grain boundary capacitance increases with temperature. At lower temperature, the slope of the Nyquist plot is higher, yielding higher grain boundary resistance due to the insulating behavior of the material. With the rise in temperature, the slope of the plot decreases and makes the curves towards less resistive regions. The changes in $R_\text{gb}$ and the shift in $Z''$ with temperature change the grain boundary capacitance accordingly.

The Bode plot explained at room temperature suggests the capacitive behavior of electrode as log Z varies linearly with log f. Slope of the curve is -0.974, which is very close to the theoretical value of -1 for a pure capacitor. Under this condition, ‘Z’ is related with frequency as,

$$\log (Z) = \log(f) - \log C_{\text{bi}}$$

Where, $C_{\text{bi}}$ is the barrier layer capacitance. The value of $C_{\text{bi}}$, obtained
from is 0.93 nF at room temperature. Also, it is obtained, the value of tan (δ) at 40 Hz and 10 kHz are respectively 6.913 and 0.024. Dielectric loss factor tan (δ) at low frequencies are relatively large, which confirms the contribution of the d.c conductivity to the dielectric magnesium oxide.

Modulus analysis

The complex dielectric function ε' and its dependence on external electric field frequency and temperature originates from different processed like microscopic fluctuations of molecular dipoles, propagation of mobile charge carriers, polarization due to separation of charges at the interface etc. Contribution of polarization of charges at the interface to the dielectric loss can be orders of magnitude larger than the dielectric response due to molecular fluctuations. The microscopic and macroscopic processes have frequency and temperature dependence of the real and imaginary part of the complex dielectric function. The methods, to qualify the contributions to the dielectric function. The methods, to qualify the contributions to the dielectric spectra are discussed in this section.

Relaxation process are characterized by a peak in the imaginary part and a step like decrease of the real part ε' of the complex dielectric function ε* = ε' - jε" with increasing frequency. In contrast, conduction phenomena show an increase of the imaginary part of the dielectric function with decreasing frequency. For pure ohmic conduction, the real part of ε' is independent of frequency and for non-ohmic conduction, the real part of ε' increases with decreasing frequency.

Further, the investigation of relaxation process that is related to the rotational fluctuation of molecular dipoles can be analyzed with the complex dielectric function ε'. If the frequency of the applied electric field equals the reorientation time τ of the molecular dipoles, ε' decreases with frequency and ε" exhibits a maximum. The frequency corresponds to the maximum is the relaxation frequency of the fluctuating dipoles. The dipole strength Δε of a relaxation process can be determined from the loss peak or from the step in ε'.

In order to allow accurate assessment of the impedance data, complex electric modulus formalism have been discussed for various dielectric materials [8]. In modulus formalism, the electric modulus M' is defined in terms of the reciprocal of the complex relative permittivity ε'.

\[ M' = \frac{1}{\varepsilon} - M + jM' \]  \hspace{1cm} (14)

Where,

\[ \varepsilon = \frac{1}{j\omega C_0 L} \]  \hspace{1cm} (15)

\[ M' = \frac{\varepsilon}{\varepsilon^2 + \varepsilon''^2} \]  \hspace{1cm} (16)

\[ M'' = \frac{\varepsilon'}{\varepsilon^2 + \varepsilon''^2} \]  \hspace{1cm} (17)

C_0 is the vacuum capacitance of the sample holder.

The modulus data expressed in the complex modulus formalism enables to understand the phenomenon of conductivity relaxation in terms of variation of M' and M" as a function of frequency as a function of frequency and temperature. The complex modulus plane analysis is based on the plot of imaginary part of M" against real part of M' over a wide range of frequencies (40 Hz to 100 kHz reported in many studies) [9]. The plot is a single or a series of semicircular arcs. Each semicircular arc represents the parallel combination of resistance and capacitance of grain/grain boundary/electrode interface contribution in the conduction process. The semicircular arc in the low frequency region represents grain boundary/electrode interface contribution and an arc in the high frequency region represents the dominance of bulk grains. Magnesium oxide, the material considered in the present study exhibits a single semicircular arc in the low frequency region representing the dominance of grain boundary impedance. The impedance element representing the film/electrode interface is negligible because of lower value of contact resistance. Extracting the values of R_{gb}, the grain boundary resistance; C_{gb}, grain boundary capacitance and τ, the relaxation time are discussed in detail in the previous section. In this section, importance is given to the electric modulus response with frequency at different temperatures. The real and imaginary component of dielectric constant of the material is determined initially to find out the electric modulus M'.

Frequency dependence of real (ε') and imaginary (ε") parts of dielectric constant for the MgO thin film at different temperatures, both the pattern presents dispersion in the lower frequency region, while they merge above 1 kHz. It can be seen that at low frequency region, ε' increases up to 50°C and then decreases, where as ε" gradually decreases with temperature. This may possibly be due to the electrical conductivity of the material that modifies the value of the capacitance as the temperature increases. Because of the polarization effect the real part of ε" increases with decreasing frequency [10].

The value of M' is very low nearly zero at the low frequency region, a continuous rise with dispersion in high frequency region and have a tendency to saturate at a maximum asymptotic value designated M_0 for all temperatures. This observation may possibly be related to a lack of restoring force governing the mobility of charge carriers under the action of an induced electric field. This supports the long-range mobility of charge carriers. The step increase in the value of M' may attribute to the short-range mobility of carriers. The variation of M" with frequency exhibits well-resolved peaks at characteristic frequency that depends on temperature. In addition, the peak positions have the tendency to move towards higher frequency side with the rise in temperature. The low frequency side of M' peak represents the range of frequencies in which the charge carriers can move over a long distance. Due to long-range mobility, the carriers can perform hopping from one site to the neighboring site. High frequency side indicates the range of frequencies in which the charge carriers are spatially confined to their potential well and therefore only localized motion within the well alone be possible. At the peak frequency region, the transition from long-range to short-range mobility is possible.

AC conductivity

Measurement of AC conductivity in insulating materials has been extensively used to understand the condition process in these materials. The generally accepted view is that the AC conductivity is dominated by localized states within the energy gap. Measurement of AC conductivity is therefore a powerful experimental method to obtain information about the localized states. Many workers [11] have carried out such measurements on a variety of materials.

In the present study, complex impedance spectroscopy (CIS) has been carried out for describing the electrical processes occurring in a system on applying an AC signal across the sample sandwiched between the electrodes. The output response of such an experimental measurement, when depicted in a complex plane plot, appears in the form of a succession of semicircles representing the contribution to the electrical properties due to the bulk material, grain boundary effect and interfacial polarization. CIS technique is therefore useful to
separate the effects arising from each component in a polycrystalline sample very easily. Impedance measurements on a material provide data having both resistive (real part) and reactive (imaginary part) components. It can be displayed in a complex plane plot in terms of any of the formalism like complex impedance, complex admittance, complex permittivity, and complex modules. Moreover, the peak of the semicircular arc in the complex impedance spectrum provides the relaxation frequency of the material and their respective resistance and capacitances. The bulk conductivity \( (\sigma_b) \) of the material is a thermally activated process obeying Arrhenius behavior, which can be estimated in terms of bulk resistance \( (R_b) \) evaluated from complex impedance spectrum. The bulk conductivity can be calculated in accordance with the relation,

\[
\sigma_b = \frac{d}{R_b A}
\]  

Where, ‘d’ is the thickness and ‘A’ is the area of the sample.

The AC conductivity of the material describing the frequency dependent behavior of the conduction process can be evaluated in accordance with the relation.

\[
\sigma_{AC}(\omega) = \frac{d}{Z A}
\]  

Where, ‘d’ is the thickness of the film and ‘A’ is the area of cross section of the sample. The dielectric constant \( (\varepsilon') \) was calculated from the equation,

\[
\varepsilon' = \frac{Cd}{d^3}
\]  

Where, ‘\( \varepsilon ' \)’ is the permittivity of free space.

The dielectric loss \( (\varepsilon '') \) was calculated from the equation,

\[
\varepsilon '' = \varepsilon ' \tan \delta
\]  

Where, \( \delta = 90 - \phi \) and ‘\( \phi \)’ is the phase angle.

The AC conductivity of the oxide films were measured in the frequency region 0.1 kHz-100 kHz. It is observed that \( \sigma_{AC}(\omega) \) increases linearly with frequency. In addition, the plots show an onset at every temperature and the onset frequency shifts towards higher frequency side with the rise in temperature. The plot has two different regions with positive slopes and these regions arises due to the different conduction mechanisms \( \sigma_1 \) and \( \sigma_2 \). In both the regions, the conductivity variations are in accordance with the equation [12].

\[
\sigma_{AC}(\omega) = \sigma_{DC}(\omega) - \sigma_{AC} = A\omega^n
\]

Where, ‘\( \sigma_{DC} \)’ is the DC part of the total conductivity \( \sigma_{AC}(\omega) \), ‘\( n \)’ is the frequency exponent and ‘\( A \)’ is a constant.

It is evident that, the frequency variation of \( \sigma_{AC}(\omega) \) involves a power exponent ‘\( n \)’ and assumed a value <1 in both the regions. In low frequency region \( s \)-parameter increases with temperature and in high frequency region it decreases. It shows large dispersion in the low frequency region as well as in high frequency region, they may coverage at high frequencies above 10^5 Hz. These variations indicate that the conduction process is a thermally activated process. The ac conductivity of the film increases with both frequency and temperature. To interpret the frequency and temperature dependence of AC conductivity, two models have been proposed by Austin, Mott [13] and Mason, et al. [14].

According to Austin and Mott, temperature dependent AC conductivity is due to thermally assisted quantum mechanical tunneling. In this QMT model, the AC conductivity dependence is expressed as,

\[
\sigma_{AC}(\omega) = A \omega^s T^n
\]

Where, \( n=1 \) and the frequency exponent ‘\( s \)’ is given by

\[
s = 1 - \frac{4}{\ln \left( \frac{1}{\sigma r} \right)}
\]

Where, \( \tau \) is the characteristic relaxation time. The characteristic relaxation time increases with temperature and therefore ‘\( s \)’ increases with temperature or at least of temperature independent. In the present case, the s-parameter decreases with temperature in the high frequency region. Therefore, QMT model fails to explain the present conducting nature of the magnesium oxide films.

The concept of Pike and Elliot model is based on the concept of hopping between two change defect states over the barrier separating them. In this model, the temperature dependence of \( \sigma_{AC}(\omega) \) obeys the equation,

\[
n = -(1-s) \ln (\omega \tau)
\]

Where, ‘\( W_m \)’ is the maximum barrier height.

The exponent ‘\( s \)’ has values between 0 and 1 and decreases with temperature. In the present study, the temperature dependence of ‘\( s \)’ and their values in the range \( (0.47-068) \) are consistent with the correlated barrier hopping (CBH) model [15]. Further, the variation of ln(\( \sigma_{AC} \)) against 1000/T is linear over the entire temperature region and the conductivity obeys the Arrhenius relationship. The activation energies are obtained by least square fitting of the data. The activation energy is obtained by least square fitting of the data. The activation energy values are in the range 0.43-0.619 eV for the frequency region 0.1 kHz-100 kHz.

**Conclusions**

Oxide nanoparticles and thin film’s optical properties and its quantum confinement effect was discussed. The fabrication of MIS structures, and its Aluminium electrode was used as the metal top electrode. I-V measurements were carried out for a wide range of electric fields 20-20 × 10^4 V/cm. The conductivity mechanisms in the entire field range were identified from the current variations. Ionic ohmic region is observed in low fields, space charge effects in moderate fields and Poole Frenkel conduction in high fields. An increase of current with increase in the radiation doze was observed. The current transport mechanism in ion-implanted samples consists of trap assisted tunneling and thermionic emission. A decrease in zero bias potential barrier height with implantation fluence was also confirmed.
Complex impedance spectroscopic studies have been performed on the MIS structure to identify the dielectric behavior of the polycrystalline magnesium oxide thin films. Nyquist plot analysis was used to extract the impedance parameters. Bode equation analysis was used to study the capacitive behavior of electrodes. From the slope of the Bode plot, the purity of the capacitor and the barrier layer capacitance were determined. The effect of ion implantation on impedance parameters have been studied by both the impedance and electric modulus analysis. All the capacitors exhibit non-Debye type relaxation, showing distinct curves of $Z''/Z''_{\infty}$ and $M''/M''_{\infty}$, and the dipole polarization was only because of conduction of localized carriers.
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