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Human action detection is a hot topic, which is widely used in video surveillance, human–machine interface, healthcare monitoring, gaming, dancing training and musical instrument teaching. As inertial sensors are low cost, portable, and having no operating space, it is suitable to detect human action. In real-world applications, actions that are of interest appear among actions of non-interest without pauses in between. Recognizing and detecting actions of interests from continuous action streams is more challenging and useful for real applications. Based on inertial sensor and C-MHAD smart TV gesture recognition dataset, this paper utilized different inertial sensor feature formats, then compared the performance with different deep neural network structures according to these feature formats. Experiment results show the best performance was achieved by image based inertial feature with convolution neural network, which got 51.1% F1 score.
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1 INTRODUCTION

With the rapid growing of motion sensing game business, like Switch and Kinect devices, human action need to be detected to perform these games [1, 2, 3]. From these devices, inertial data including acceleration and angular velocity signals are collected simultaneously. With deep learning approaches, fast and accurate human action detection can be achieved by utilizing these inertial data. Human action detection is also widely used in video surveillance [4, 5], human–machine interface [6, 7], healthcare monitoring [8, 9], dancing training and musical instrument teaching [10, 11, 12]. Many devices can be used to detect human action, like video camera [13, 14, 15, 16, 17, 18], depth camera [19, 20], and inertial sensors [21]. Cameras have limited areas of observation and cannot detect actions beyond their field of view. Cameras are also very sensitive to light changing. As inertial sensors are low cost, portable, and having no operating space, it is suitable to detect human action.

Most of the previous research papers assume the actions of interest are already segmented, in other words, they assume the starting point and ending point are already known [22, 23, 24]. While in real-world applications, actions of interest appear among actions of non-interest without pauses in between. Recognizing and detecting actions of interests from continuous action streams is more challenging and useful for real-world applications. Papers [25, 26] performed continuous human action detection using a small dataset. Recently, paper [27] release a larger scale continuous human action detection dataset called C-MHAD (Continuous Multimodal Human Action Dataset).

With C-MHAD smart TV gesture recognition dataset, this paper utilized different inertial sensor feature formats, then compared the performance with different deep neural network structures according to these feature formats. The major contribution of this paper includes:

1) Propose a deep learning based human action recognition approach using inertial data;
2) Compare different feature formats of inertial data;
3) Compare the performance of various deep learning models for continuous human action detection.

The rest of the paper is organized as follows: Section 2 cover the inertial data and different inertial feature formats that have been used for human action recognition. Then, the corresponding deep learning classification models are described in Section 3. Section 4 explain the experiment setup and present the experiment results. Finally, the paper is concluded in Section 5.
2 INERTIAL DATA AND INERTIAL FEATURE FORMATS

2.1 C-MHAD

Most of previous datasets assume the starting and ending point of an action is known, like Berkeley MHAD and UTDMHAD. While a more common application aims to detect actions of interest from continuous action stream. C-MHAD provide continuous action streams for human action recognition, consisting of video, depth and inertial data.

C-MHAD collected 240 continuous data streams from 12 subjects, 120 continuous data streams are used for smart TV gestures application, the rest 120 streams are used for transition movements application. As TV gestures application is closer to daily life, this paper will conduct experiment for this application.

For TV gestures application, 12 subjects (10 male and 2 female subjects) involved in data collection. Every subject collected 10 continuous data streams, each stream last for 2 minutes. Five actions are treated as actions of interest, they are swipe left, swipe right, wave, draw circle clockwise, and draw circle counterclockwise. Subject can play any other actions of non-interest in between. More details about this dataset are shown on [27].

2.2 Inertial Feature Formats

Inertial data consisting of 3-axis accelerations and 3-axis angular velocities. More specifically, the inertial data have x-axis acceleration, y-axis acceleration, z-axis acceleration, x-axis angular velocity, y-axis angular velocity and z-axis angular velocity.

After getting these 6 signals, normalization along each signal is performed. Then, the average acceleration \( a(t) \) and average angular velocity \( g(t) \) are calculated as follow:

![Convolution Neural Network Model](image-url)
\[ a(t) = \sqrt{a_x(t)^2 + a_y(t)^2 + a_z(t)^2} \]  \hspace{1cm} (1)

\[ g(t) = \sqrt{g_x(t)^2 + g_y(t)^2 + g_z(t)^2} \]  \hspace{1cm} (2)

After getting the average acceleration and average angular velocity at time \( t \), there are 8 inertial signals at time \( t \).

Then the max value (Max) and min value (Min) along each axis are selected out. Based on these values, each axis is normalized to range 0 to 1. For example, the average acceleration \( a(t) \) at time \( t \) is normalized as follow:

\[ a(t) = \frac{a(t) - Min}{Max - Min} \]  \hspace{1cm} (3)

After the above processing, there is a 150 (frames) * 8 (dimension) image in three seconds duration. Then a median filter of size 3 is used on that matrix, making it a 50*8 input image.

This paper compared two different kind of inertial feature formats. One of the formats is described above, using that image as a input to convolution neural network, then getting the classification results. The second format is based on the first format, it will calculate the mean and variance along each dimension from the 50*8 image. Then the mean and variance value from each dimension are concatenated together, making it a 16-dimension feature vector. After that this feature vector is feed into a fully connected neural network, and then getting the classification results from last layer.

![Figure 2. Example of convolution layer.](image-url)
2.3 Classification Models for Continuous Action Detection

Machine learning [28, 29, 30, 31, 32] and deep learning [33, 34, 35, 36, 37, 38, 39, 40] are useful tools to deal with classification problems [41, 42, 43, 44]. After getting the inertial data, deep neural network models are utilized to get the action detection results. The convolution neural network model utilized in this paper is shown on Figure 1. There are 3 convolution layers in this convolution neural network model, with 16, 32 and 64 convolution filters respectively. Figure 2 gives an example of convolution layer. Then another fully connected layer and softmax function are utilized to get the final output results.

To be consistent with convolution neural network model, the fully connected deep neural network model replace the convolution layer with fully connected layer, making fully connected model have 4 fully connected layers in total. Each fully connected layer has 128 units in this paper.

BatchNorm layer performs mean and variance normalization for last layer input of each batch. Relu activation function is a non-linear function, it can reduce the size of parameter and solve the over-fitting problem. The equation of Relu function is as follow:

\[ x = \begin{cases} 0, & x < 0 \\ x, & x \geq 0 \end{cases} \quad (4) \]

Pooling layer can compress the data dimensions and accelerate the computation. Max-pooling selects the maximum value from its receptive field. Figure 3 gives an example of max-pooling layer. Fully connected layer connects adjacent two layers, Figure 4 gives an example of fully connected layer. Dropout operation can reduce the over-fitting by ignoring some of the connections. Figure 5 gives an example of fully connected layer with dropout. Softmax function is commonly used in the last layer for classification tasks, it can be expressed as:

\[ S_i = \frac{e^{f_i}}{\sum_j e^{f_j}} \quad (5) \]

in this equation, \( f_i \) indicates the input value of each class. \( S_i \) indicates the output value of each class. A bigger \( S_i \) means the higher probability for belong to the \( i \)th class. The sum of all the \( S_i \) equals to 1.

\[
\begin{array}{cccc}
9 & 8 & 8 & 2 \\
8 & 5 & 5 & 6 \\
6 & 1 & 3 & 3 \\
6 & 2 & 2 & 1 \\
\end{array}
\]

\[
\begin{array}{cc}
9 & 8 \\
6 & 3 \\
\end{array}
\]

Figure 3. Example of max-pooling layer.
3 EXPERIMENTS SETUP AND RESULTS

For every subject from the TV gestures application dataset, streams number 1 to 9 are utilized to train the deep neural network, stream number 10 is utilized to test the performance. The training stage can divide into two phases, the first phase detect action of interest of all the actions (detection phase). The second phase classify the detected actions of interest into five target classes (classification phase). Both of the two phases
can have errors, in the detection phase, action of non-interest can be detected as action of interest, action of interest can also been ignored. In the classification phase, the five actions of interest can be misclassified.

| Model                              | Precision | Recall | F1   |
|------------------------------------|-----------|--------|------|
| Convolution Neural Network         | 45.7%     | 58.0%  | 51.1%|
| Fully Connected Neural Network     | 5.1%      | 6.0%   | 5.5% |

4 Conclusion

Human action detection widely used in various applications. As inertial sensors are low cost, portable, and having no operating space, inertial sensors become a common device to detect human action. In real-world applications, continuous human action detection is more challenging and useful. Based on inertial sensor and C-MHAD smart TV gesture recognition dataset, this paper utilized different inertial sensor feature formats, then compared the performance with different deep neural network structures according to these feature formats. Experiment results show the best performance was achieved by image based inertial feature with convolution neural network.
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