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Abstract

In this paper, the capacity of the oversampled Wiener phase noise (OWPN) channel is investigated. The OWPN channel is a discrete-time point-to-point channel with a multi-sample receiver in which the channel output is affected by both additive and multiplicative noise. The additive noise is a white standard Gaussian process while the multiplicative noise is a Wiener phase noise process. This channel generalizes a number of channel models previously studied in the literature which investigate the effects of phase noise on the channel capacity, such as the Wiener phase noise channel and the non-coherent channel. We derive upper and inner bounds to the capacity of OWPN channel: (i) an upper bound is derived through the I-MMSE relationship by bounding the Fisher information when estimating a phase noise sample given the past channel outputs and phase noise realizations, then (ii) two inner bounds are shown: one relying on coherent combining of the oversampled channel outputs and one relying on non-coherent combining of the samples. After capacity, we study generalized degrees of freedom (GDoF) of the OWPN channel for the case in which the oversampling factor grows with the average transmit power \( P \) as \( P^\alpha \) and the frequency noise variance as \( P^\beta \). Using our new capacity bounds, we derive the GDoF region in three regimes: a regime (i) in which the GDoF region equals that of the classic additive white Gaussian noise (for \( \beta \leq -1 \)), one (ii) in which GDoF region reduces to that of the non-coherent channel (for \( \beta \geq \min\{\alpha, 1\} \)) and, finally, one in which partially-coherent combining of the over-samples is asymptotically optimal (for \( 2\alpha - 1 \leq \beta \leq \alpha \)). Overall, our results are the first to identify the regimes in which different oversampling strategies are asymptotically optimal.
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I. INTRODUCTION

As the transmission bandwidths, oscillator frequencies and constellation densities increase to chase ever-growing demand for data rates, phase noise invariably emerges as the crucial performance limiting factor in countless communication systems. Despite its relevance in many communication scenarios of practical relevance, phase noise remains a little-understood topic in the literature. For instance, it has been shown the sampled output of the filter matched to the transmitted symbol does not always represent a sufficient statistic of the transmitted symbol [2], and currently it is not known which processing of the channel output yields such a sufficient statistic. Given that oversampling is commonly employed by phase recovery algorithms, authors have studied the rate advantages that can be attained through multi-sample receivers [3]. The oversampled Wiener phase noise (OWPN) channel indeed models the scenario in which oversampling is used to improve the reliability of a channel affected by Wiener phase noise with coherence time of the order of the symbol time. In this paper, we derive a number of novel results for this channel model and characterize the capacity asymptotic behavior in three subsets of the parameter regimes.

Our focus in this paper is primarily to determine the optimal choice of oversampling factor and oversample processing. For this reason, we determine the fundamental connection between the OWPN channel
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and two other channel models with oversampling: (i) the oversampled additive white Gaussian noise (AWGN) channel, in which coherent combining of the output is optimal, and (ii) the oversampled non-coherent (ONC) channel, in which non-coherent combining of the over-samples is optimal. Additionally, we also show a subset of the parameter regimes in which partially-coherent combining of the over-samples is asymptotically optimal.

Although partial, our characterization of the optimal over-sampling and processing strategy provides valuable insights on the design of communication channel affected by phase noise.

**Literature Review**

Although phase noise is often associated with imperfections in oscillators driving electromagnetic antennas, this phenomenon is actually present in a number of communication mediums, such as optical fibers [4], visible light communication [5] and on-chip communication [6]. The study of point-to-point channels affected by multiplicative phase noise was initially motivated by coherent optical communication systems [7], [8] and OFDM transmissions [9], [10]. Generally speaking, the literature on channels affected by both additive noise and phase noise considers three distinct models: (i) the continuous-time model, (ii) the discrete-time model and (iii) the discrete-time model with oversampling. Let us briefly review the results available for these three models.

- For the **continuous-time phase noise channel**, the joint effect of phase noise and additive white Gaussian noise is first considered in [7]. In [11], the authors investigate a white Gaussian phase noise scenario for which they observe a “spectral loss” phenomenon: the phase noise induces an attenuation of the transmitted waveform and the power lost is spread over the entire frequency spectrum. The continuous-time channel in the presence of white (memoryless) noise is investigated in [2]. Here it is shown that, for linear modulation, the output of the baud-sampled filter matched to the shaping waveform represents a sufficient statistic of the transmitted waveform. Bounds on the SNR penalty for the case of Wiener phase noise affecting the channel input are developed in [12].

  Another continuous-time model of great interest is that of fiber-optic channels as investigated in [4]. Continuous-time fiber-optic channels are affected, among others, by a number of phase non-linearities which make the development of communication strategies challenging. In [4], the authors develop a method to estimate the capacity limit of fiber-optic communication systems, leveraging the physical phenomena present in transmission over optical fibers. More recently, Kramer [13] further investigated the autocorrelation function of the output signal of a fiber-optic channel to study the spectral broadening effects.

- The **discrete-time phase noise channel** is obtained by considering a continuous-time phase noise process sampled at symbol frequency. The study of the discrete-time phase noise channel has focused mainly on two models: (i) the model in which the phase noise process is composed of independent and identically distributed (i.i.d.) circularly uniform samples—the **non-coherent** (NC) channel and (ii) the model in which the phase noise process is a Wiener process—the **Wiener phase noise** (WPN) channel.

  The NC channel is first introduced in [14] where it is shown that the capacity-achieving distribution is not Gaussian. The authors of [15] improve upon the results in [14] by showing that the capacity-achieving distribution is discrete and possesses an infinite number of mass points. In [16], the author derives high signal-to-noise ratio (SNR) asymptotics for the capacity of various phase noise channels, including the NC channel and the WPN channel. The results in [16] rely on the fact that the support of the capacity-achieving distribution of the amplitude *escapes to infinity* as the transmit power grows large, that is the channel input support can be arbitrarily bounded away from zero as the power grows to infinity. In [17], a numerical method of precise evaluation of information rate bounds for this model is proposed. In [18], the authors derive closed-form approximations to capacity of the WPN channel which are shown to be tight through numerical evaluations. In [19], we determine the capacity of the WPN channel to within a small additive gap of at most 7.36 bits–per–channel–use (bpcu).
Finally, in the discrete-time phase noise channel with oversampling, multiple samples for every input symbol are obtained at the receiver. In the literature, two phase noise channels have been studied: (i) the OWPN in which the phase noise process affecting the received sequence is a Wiener process, and (ii) the oversampled non-coherent (ONC) in which the phase noise process is composed of i.i.d. circularly uniform samples. The OWPN channel is first considered in [20] where it is shown that, if the number of samples per symbol grows with the square root of the SNR, the capacity pre-log is at least $3/4$. The result in [20] is extended in [21] to consider all scaling of the oversampling coefficient of the form $P^\alpha$. Further simulations to compute lower bounds on the information rates achieved by the multi-sample receiver in the OWPN channel have been recently shown in [3]. For the ONC channel, the generalized degrees of freedom (GDoF) region is shown in [22].

Contributions

We study the capacity asymptotics of the point-to-point channel corrupted by AWGN and multiplicative WPN with a multi-sample receiver with finite time precision, referred to as the OWPN channel. Our main contributions are described as follows:

• **Capacity upper bound:** We obtain a novel upper bound on the capacity of the OWPN channel using the I-MMSE relation [23] and a lower bound on the minimum mean-square error (MMSE) to bound the attainable rate with phase modulation. In particular, the derivation of the MMSE bound relies on a recursive formulation of the Fisher information matrix from [24]. By identifying the fixed point of this recursion we are able to lower bound the limiting value of the Fisher information.

• **Capacity inner bound:** We derive two inner bounds for the OWPN channel capacity which we term partially-coherent combining and coherent-combining inner bound. In both bounds the channel inputs are circular Gaussian distributed and transmission rates are bounded separately for amplitude and phase modulation. For the partially-coherent combining inner bound, the rate attainable with phase modulation is supported only by the first two received samples of each input symbol. Also, in this achievable scheme, the rate attainable with amplitude modulation is supported by the sum of the modulus of the over-samples corresponding to a given input symbol. For the coherent-combining inner bound, both the phase and the amplitude information is estimated from the coherent sum of the phase and amplitude of over-samples, respectively.

• **Generalized Degrees of Freedom region:** Capacity inner and upper bounds are studied in the asymptotic regime in which the average transmit power, $P$, grows to infinity while the the oversampling factor is $P^\alpha$ and the frequency noise variance $P^\beta$. The corresponding asymptotic characterization of capacity is studied for the different values of the parameters $\alpha$ and $\beta$. This is in contrast with the previous literature which focused on the limit in which only the oversampling factor grows to infinity with the transmit power, as in [20]. This analysis reveals a number of asymptotic behaviors of practical relevance. For instance, we show that no degrees of freedom are available through phase modulation when $\beta \geq \min\{\alpha, 1\}$ regardless of the transmit power behavior. On the other hand, we prove that the full AWGN GDoF can be recovered for $\beta \leq -1$. Finally, we also identify a regime, $2\alpha - 1 \leq \beta \leq \alpha$ in which partially-coherent combining is asymptotically optimal.

Organization

The remainder of the paper is organized as follows: the channel model is presented in Sec. II. The results available in the literature are presented in Sec. III. Capacity upper bounds are shown in Sec. IV while inner bounds are shown in Sec. V. The generalized degrees of freedom region is investigated in Sec. VI. Finally, Sec. VII concludes the paper.
The symbol \( \chi^2 \) is used for random vectors. With \( \otimes \) and \( \ominus \) we indicate sum/subtraction modulo \( 2\pi \). The notation \( \circ \) indicates the Hadamard product. Also, \( [x]^+ = \max\{x, 0\} \).

II. System Model

To better motivate the channel model formulation adopted in this paper, we begin by introducing the continuous-time Wiener phase noise (CT-WPN) channel and show how the discrete-time OWPN channel is obtained from the CT-WPN channel through modulation and oversampling. Particular care is posed in motivating the relevant assumptions that lead to the formulation of OWPN from the CT-WPN.

A. The Continuous-Time Wiener Phase Noise Channel

The CT-WPN channel is defined as the continuous-time point-to-point channel in which the input/output relationship is

\[
Y(t) = S(t)e^{j\Theta(t)} + W(t), \quad t \in [0, T],
\]

where \( j = \sqrt{-1} \) is the imaginary unit, the channel input \( \{S(t)\}_{t \in [0, T]} \) is subject to the average power constraint

\[
E \left[ \int_0^T |S(t)|^2 dt \right] \leq PT, \quad P \in \mathbb{R}^+,
\]

and \( \{W(t)\}_{t \in [0, T]} \) is a circularly symmetric complex white Gaussian process, i.e., \( W(t) \sim \mathcal{CN}(0, 2) \) and \( E[W(t_1)W(t_2)] = 2\delta(t_2 - t_1) \), where \( \delta(\cdot) \) is the Dirac delta function. The phase noise process \( \{\Theta(t)\}_{t \in [0, T]} \) is given by

\[
\Theta(t) = \Theta(0) + \sigma \sqrt{T}B(t/T), \quad t \in [0, T],
\]

where \( \Theta(0) \sim \mathcal{U}([0, 2\pi)) \) and \( \{B(t)\}_{t \in [0, T]} \) is a standard Wiener process, i.e., a process characterized by the following properties:

- \( B(0) = 0 \),
- for any \( s, t \in [0, 1] \) with \( s < t \), \( B(t) - B(s) \sim \mathcal{N}(0, t - s) \) is independent of the sigma algebra generated by \( \{B(u) : u \leq s\} \).
- \( B \) has continuous sample paths almost surely.

Equivalently, one can think of process \( \{\Theta(t)\}_{t \in [0, T]} \) as the time integral of a frequency process \( \{\Phi(t)\}_{t \in [0, T]} \) which is a white real-valued Gaussian process, that is

\[
\Theta(t) = \Theta(0) + \int_0^t \Phi(\tau) \, d\tau, \quad t \in [0, T],
\]
where
\[ E[\Phi(t)] = 0 \]
\[ E[\Phi(t_1)\Phi(t_2)] = \sigma^2 \delta(t_2 - t_1), \]
and \( \Phi(t) \) is assumed to be unknown at both the transmitter and the receiver.

**B. Signals and Signal Space**

In the spirit of [3], let \( \Psi = \{\psi_m(t), t \in [0, T]\}_{m \in \mathbb{N}} \) be a set of orthonormal basis functions for square-integrable functions over \([0, T]\), indicated as \( L^2([0, T]) \). Without loss of generality, we can rewrite the input and additive noise processes in (1) as

\[
S(t) = \sum_{m \in [1: \infty]} S_m \psi_m(t) \\
W(t) = \sum_{m \in [1: \infty]} W_m \psi_m(t),
\]

where \( S_m = \int_0^T S(t) \psi_m(t)^* dt \), and the \( \{W_m\}_{m \in \mathbb{N}} \) are i.i.d. with \( W_m \sim \mathcal{CN}(0, 2) \). Similarly to (4), the channel output process \( \{Y(t)\}_{t \in [0, T]} \) in (1) can also be rewritten as a projection over the elements of the set \( \Psi \): the projection of the received signal onto the \( n \)th basis function in \( \Psi \) obtained as

\[
Y_n = \int_0^T Y(t) \psi_n(t)^* dt \\
= \sum_{m \in [1: \infty]} S_m \int_0^T \psi_m(t) \psi_n(t)^* e^{j \Theta(t)} dt + W_n \\
= \sum_{m \in [1: \infty]} S_m \Psi_{mn} + W_n.
\]

The set of equations given by (5) for \( n \in \mathbb{N} \) can be interpreted as the output of an infinite-dimensional multiple-input multiple-output (MIMO) channel, whose fading channel matrix is \( \Psi \) with the element \( \Psi_{mn} \) in position \((m, n)\).

**C. Receivers with Finite Time Precision**

The multi-sample integrate-and-dump receiver with precision time \( \Delta \) models the analog receiver architecture in which each sample projection lasts \( \Delta \) seconds at least. Assume that \( M \) data symbols \( X_1, X_2, \ldots, X_M \) are transmitted in the time interval \( T \) and choose, without loss of generality, a unitary symbol time, i.e. \( T = M \), so that the oversampling factor is \( L = \Delta^{-1} \). For this multi-sample receiver, consider the set \( \Psi \) of non-overlapping unit-energy rectangular basis functions in time domain:

\[
\psi_m(t) = \begin{cases} 
\sqrt{L} & t \in [(m - 1)L^{-1}, mL^{-1}) \\
0 & \text{elsewhere,}
\end{cases}
\]

for \( m \in [1 : ML] \). Note that (6) is such that each projection includes at least a \( \Delta \)-second interval. By considering the basis functions in (6) for the expression in (5), we obtain

\[
Y_n = S_n L \int_{(n-1)/L}^{n/L} e^{j \Theta(t)} dt + W_n \\
= S_n e^{j \Theta((n-1)/L)} L \int_{(n-1)/L}^{n/L} e^{j(\Theta(t)-\Theta((n-1)/L))} dt + W_n
\]
\[ D_n e^{j\Theta_n} L \int_0^{1/L} \exp \left( j \sqrt{\frac{\sigma^2}{L}} B(t'L) \right) dt' + W_n \]  
\[ = S_n e^{j\Theta_n} \int_0^1 \exp \left( j \sqrt{\frac{\sigma^2}{L}} B(t'') \right) dt'' + W_n \]  
\[ = S_n e^{j\Theta_n} F_n + W_n, \]  
for \( n \in [1 : ML] \). In (7a) we used the substitution \( t' = t - (n-1) \) and the fact that \( \Theta(\frac{t' + (n-1)}{L}) - \Theta((n-1)/L) \overset{D}{=} \sqrt{\frac{\sigma^2}{L}} B(t'L) \), thanks to (3), while in (7b) we made the substitution \( t'' =Lt' \). In (7c) we have used the notation \( \Theta_n \overset{\triangle}{=} \Theta((n-1)/L) \) and in (7c) the definition

\[ F_n \overset{\triangle}{=} \int_0^1 \exp \left( j \sqrt{\frac{\sigma^2}{L}} B(t'') \right) dt''. \]

Note that, in general, the complex-valued fading variables \( F_n \) in (8) are such that \( |F_n| \leq 1 \): this shows that a continuous-time phase noise process can induce an amplitude fading with a projection receiver.

Also, note that, in (7c), the random variables \( \{F_n\}_{n \in [1:ML]} \) and \( \{\Theta_n\}_{n \in [1:ML]} \) are independent of \( \{W_n\}_{n \in [1:ML]} \) but are not independent from each other. Specifically, there is the following Markov chain \( \Theta_1 \rightarrow F_1 \rightarrow \Theta_2 \rightarrow \cdots \rightarrow F_{ML} \).

If we assume linear modulation of data symbols with a rectangular filter in time domain, i.e.

\[ S(t) = \sum_{m \in [1:M]} X_m g_m(t) \]  
\[ g_m(t) = \begin{cases} \sqrt{L} & t \in [(m-1), m) \\ 0 & \text{elsewhere} \end{cases} \]

then in the model of (1) and (9), we obtain \( S_{(k-1)L+1} = S_{(k-1)L+2} = \ldots = S_{(k-1)L+L} = X_k \) for \( k = [1 : M] \). Accordingly, the model in (7) can be expressed as

\[ Y_n = X_{[nL^{-1}]} e^{j\Theta_n} F_n + W_n, \]

for \( n \in [1 : ML] \). The average power constraint in the continuous-time model is translated into an average power constraint for the discrete sequence \( \{X_n\}_{n=1}^M \) as

\[ \mathbb{E} \left[ \frac{1}{T} \int_0^T |S(t)|^2 \, dt \right] = \frac{1}{M} \sum_{n \in [1:ML]} \mathbb{E} \left[ |S_n|^2 \right] \]

\[ = L \frac{1}{M} \sum_{n \in [1:M]} \mathbb{E} \left[ |X_n|^2 \right] \leq P. \]  

(11)

Note that in the above formulation, unlike [25], the additive noise variance is not affected by the oversampling factor, while the average transmit power of each sample is.

**D. Discrete-Time OWPN Channel**

The dependency among the sequences \( \{F_n\} \) and \( \{\Theta_n\} \) renders the analysis of the model (10) fairly involved. On the other hand, when the oversampling factor \( L \) grows unbounded, then each random variable \( F_n \) converges to 1, as suggested by (8). For this reason, authors [25] are motivated to study the simplified model in which \( F_n \) are all equal to 1: this results in the simplified model, called discrete-time OWPN channel, in which the input/output relationship is obtained as

\[ Y_n = X_{[n/L]} e^{j\Theta_n} + W_n, \quad n \in [1 : ML], \]  

(12)
for $W_n \sim \mathcal{CN}(0, 2)$ i.i.d. and where $\{\Theta_n\}_{n \in [0:ML]}$ is such that
\begin{align*}
\Theta_0 &\sim \mathcal{U}([0, 2\pi)) \\
\Theta_n &= \Theta_{n-1} + N_n, \quad n \in [1:ML],
\end{align*}
where the $N_n$’s are i.i.d. with $N_n \sim \mathcal{N}(0, \sigma^2 L^{-1})$ and are assumed to be not known at neither the transmitter nor the receiver.

The model in (12) can be expressed using the vector notation
\begin{align*}
Y_m &= Y_{(m-1)L+1}^{(m-1)L+L}, \\
\Theta_m &= \Theta_{(m-1)L+1}^{(m-1)L+L}, \\
W_m &= W_{(m-1)L+1}^{(m-1)L+L},
\end{align*}
(13)

where the $N_n$'s are i.i.d. with $N_n \sim \mathcal{N}(0, \sigma^2 L^{-1})$ and are assumed to be not known at neither the transmitter nor the receiver.

Remark 1. Note that, in the continuous-time model with finite time precision receivers (7), samples with time precision of $L^{-1}$ can be obtained from samples with higher precision, i.e. with $L' = kL$ for some $k \in \mathbb{N}$, by simply recombining $k$ consecutive high-precision samples. This recombining is no longer possible with the discrete-time OWPN model of (15): this is because of the information loss on the phase noise process caused by the assumption $F_n = 1$. This is the reason why the term oversampling factor associated with $L$ in the OWPN model is somewhat misleading: it would be more accurate to associate $L^{-1}$ with the coherence time of the phase noise. This consideration suggests that increasing the value of $L$ can actually result in a model with smaller capacity.

E. Capacity and Degrees of Freedom

Following standard definitions, the capacity of the OWPN channel is defined as
\begin{equation}
C(P, L, \sigma^2) = \lim_{M \to \infty} \sup 1 \frac{1}{M} I(Y_1^M; X_1^M),
\end{equation}
where the supremum is over all the distributions of $(X_1, X_2, \cdots, X_M)$ such that the average power constraint
\begin{equation}
\frac{1}{M} \sum_{n \in [1:M]} \mathbb{E} \left[ |X_n|^2 \right] \leq \frac{P}{L},
\end{equation}
is satisfied. In the left-hand side (LHS) of (16), we explicitly indicate the dependency of the capacity on the three parameters of the OWPN channel: $P, L$ and $\sigma^2$.

When the discrete-time process $\{e^{j\Theta_n}\}$ is ergodic (26), then the limit supremum in (16) can be replaced with the limit of the maximum. Under the ergodicity assumption, the capacity high-SNR asymptotics are described by the GDoF, defined as
\begin{equation}
D(\alpha, \beta) = \lim_{P \to \infty} \frac{C(P, \lfloor P^{\alpha} \rfloor, P^{\beta})}{\log(P)},
\end{equation}
(18)
that is, the capacity pre-log factor when $P$ grows to infinity while $L = \lfloor P^{\alpha} \rfloor$ and $\sigma^2 = P^{\beta}$ for $\alpha \in \mathbb{R}^+$ and $\beta \in \mathbb{R}$.

1In the following, we indicate the dependency of $C$ on $P, L$ and $\sigma^2$ only when necessary.
Remark 2. In the previous literature [3], [20], the high-SNR analysis only took into consideration the case of a fixed $\sigma^2$, corresponding to the case $\beta = 0$ in (18). We indicate this regime as

$$D(\alpha) = D(\alpha, 0).$$

Since $P$ and SNR are directly related, the GDoF formulation in (19) correctly captures the asymptotic behavior of capacity at high SNR.

Remark 3. In the remainder of the paper, we generally decompose the GDoF region in (18) as

$$D(\alpha, \beta) = D_{||}(\alpha, \beta) + D_{\angle}(\alpha, \beta),$$

(20)

where $D_{||}(\alpha, \beta)/D_{\angle}(\alpha, \beta)$ is the GDoF communicated through the amplitude/phase of the channel input. Inner and upper bound derivations generally bound the capacity in (16) in these two contributions. Although a strict correspondence cannot be made between achievability and converse factorization, we find it useful to adopt the same notation in the two derivations.

III. KNOWN RESULTS

This effect of Wiener phase noise has been considered in many communication scenarios, especially in the context of OFDM systems [9], [10], [27] in which the phase noise arises from imprecisions in the carrier frequency and offset. The information theoretical analysis of the effect of phase noise on a communication channel has relied mainly on the study of four models: the WPN channel, the OWPN channel, the NC channel and the ONC channel. For clarity of notation, in this section we indicate the capacity/GDoF of the models above as $C^l/D^l$ for $l \in \{\text{WPN, OWPN, NC, ONC}\}$, respectively.

A. The Wiener Phase Noise Channel

Among the channels affected by phase noise, the WPN channel is perhaps the most commonly studied discrete time model [16]. The WPN channel corresponds to the AWGN channel in which the output is also multiplied by a Wiener phase noise process. Also, the WPN channel is obtained from the OWPN channel in (15) be letting the oversampling factor equal one. The first information theoretic characterization of the capacity of the WPN is obtained as a corollary of a result in [16].

Theorem 4. [16, Sec. VI] Consider the model in (12) with $L = 1$ in which the phase noise sequence $\Theta^n$ is a stationary and ergodic process with finite entropy rate $h(\Theta^n) > -\infty$, then the capacity $C$ satisfies

$$C_{\text{WPN}}(P) = \frac{1}{2} \log \left( 1 + 2\pi^2 e^{-2h(\Theta^n)} P \right) + O(1),$$

(21)

for $O(1)$ vanishing as $P \to \infty$.

The achievability proof in Th. 4 follows from considering i.i.d. inputs that achieve the memoryless channel capacity and that have large norms with probability one. The upper bound is derived by providing the past phase realizations as genie-aided side information. We have recently derived the capacity of the WPN channel to within a small additive gap which improves on the result of Th. 4.

Theorem 5. [28, Th. V.1] The capacity of the WPN channel is upper-bounded as

$$C_{\text{WPN}}(P, \sigma^2) \leq \frac{1}{2} \log \left( 1 + P/2 \right) + \left\{ \begin{array}{ll} \frac{1}{2} \log(4\pi e) + 2e^{-\frac{2\pi}{1-e^{-2\pi}}} \log(e) & \sigma^2 > \frac{2\pi}{e} \\ \frac{1}{2} \log \left( \frac{2}{\sigma^2} \right) + \log(2\pi) + \log^2(e) & P^{-1} \leq \sigma^2 \leq \frac{2\pi}{e} \\ \frac{1}{2} \log(1 + P/2) & P^{-1} > \sigma^2, \end{array} \right.$$  (22)
and the exact capacity is to within $\mathcal{G}(P, \sigma^2)$ bpcu from the upper bound in (22) for

$$
\mathcal{G}(P, \sigma^2) \leq \begin{cases} 
4 & \sigma^2 > \frac{2\pi}{P-1} \\
7.36 & \frac{\pi}{\epsilon} \leq \sigma^2 \leq \frac{2\pi}{P-1} \\
1.8 & P-1 > \sigma^2.
\end{cases}
$$

The result in Th. 5 is interesting at it shows that the capacity of the WPN channel can be sub-divided in three regimes: (i) for large values of the frequency noise variance $\sigma^2$, the channel behaves similarly to a channel with circularly uniform i.i.d. phase noise; (ii) when the frequency noise variance is small, the effect of the additive noise dominates over that of the phase noise, while (iii) for intermediate values of the frequency noise variance, the transmission rate over the phase modulation channel has to be reduced due to the presence of phase noise.

B. The Oversampled Wiener Phase Noise Channel

The OWPN channels is an extension of the WPN channel which considers the effect of a multi-sample receiver on the channel output. This is the channel model studied in the remainder of the paper. A general upper bound on the capacity of the OWPN channel is derived in [21].

Theorem 6. [21, Eq. (24)], [28, Th. III.1] The capacity of the OWPN channel is upper-bounded as

$$
C_{OWPN}(P, L, \sigma^2) \leq \frac{1}{2} \log \left( 1 + \frac{P}{2} \right) + \left[ \frac{1}{2} \log \left( \frac{\sigma^2}{L} \right) \right]^+ + O(1)
$$

for $O(1)$ vanishing as $P \to \infty$.

In the study of the GDoF for the OWPN, an achievability proof is originally developed for $L = P^{1/2}$ in [20] which is later extended in [21] to yield a lower bound to the GDoF curve for $\alpha \in [0, 1]$.

Theorem 7. DoF lower bound [20], [21] The function $D_{OWPN}(\alpha)$ in (19) for the OWPN channel can be lower-bounded as

$$
D_{OWPN}(\alpha) \geq \begin{cases} 
\frac{1+\alpha}{3/4} & 0 \leq \alpha \leq \frac{1}{2} \\
0 & \frac{1}{2} \leq \alpha \leq 1.
\end{cases}
$$

The result in Th. 8 is obtained by letting the channel input have a uniformly distributed phase in $[0, 2\pi]$ while the amplitude has a shifted exponential distribution. At the receiver, the statistic used for detecting $|X_k|$ is $\|Y_k\|$, and the one used for detecting $\angle X_k$ is $\angle \left( Y_{(k-1)L+1} Y_{(k-1)L} e^{-jX_{k-1}} \right)^*$. In other words, the phase estimation only relies on two adjacent samples.

In [1], we show that this inner bound actually corresponds to the exact GDoF region for $\alpha \in [0, 1]$.

Theorem 8. GDoF [1], [3], [21]. The function $D(\alpha)$ in (19) for the OWPN channel when $\alpha \in [0, 1]$ is

$$
D_{OWPN}(\alpha) = \begin{cases} 
\frac{1+\alpha}{3/4} & 0 \leq \alpha \leq \frac{1}{2} \\
0 & \frac{1}{2} \leq \alpha \leq 1.
\end{cases}
$$

No further characterization of the GDoF region is currently available in the literature.

C. The Non-Coherent Channel

The NC channel is the phase noise channel in which the phase noise is memoryless and uniformly distributed over the unit circle. As such, the NC channel can be seen as the WPN channel in the limit of large frequency noise variance. The authors of [15] are the first to study the capacity of the NC channel and derive important properties of the capacity achieving distribution.

Theorem 9. [15, Th. 1, Th. 2] The optimal input distribution for the NC channel is discrete with an infinite set of mass points, but with only a finite number of mass points located over every bounded interval.
The result in Th. 9 is shown by considering an analytic extension of the Lagrangian corresponding to the mutual information maximization problem. The identity theorem is then applied to argue that this function must be identically zero in any open set. This results extends a proving technique originally developed by Smith in [29] where the authors study the capacity of channels whose noise probability density functions decays with a Gaussian tail. Tight upper and lower bounds to the capacity of the high SNR capacity of the NC channel are again derived in [16] using the notion of “capacity achieving input distribution that escapes to infinity” at high SNR developed in [30].

**Theorem 10.** [16, Sec. III-IV] The capacity of the NC channel $C$ satisfies

$$C_{NC}(P) = \frac{1}{2} \log (1 + P) + O(1),$$

for $O(1)$ vanishing as $P \to \infty$.

The achievability proof in Th. 10 relies on input having a Gamma density, as originally suggested in [30]. The converse proof relies on a convex-programming bounds on the capacity of a channel in terms of an arbitrary chosen output distribution on the channel output alphabet. Again, using a Gamma distribution for output in the upper bound above, yields the result in Th. 10. This result, tightly characterizes the capacity in the high SNR regime and follows from the fact that, loosely speaking, the asymptotic behavior of channel capacity can be achieved even if the inputs are subjected to an additional constraint that requires them to be bounded away arbitrarily far from zero. No tighter characterization of the optimal input distribution or capacity expression than those of Th. 9 or Th. 10 is currently known.

### D. The Oversampled Non-Coherent Channel

Similarly to the OWPN channel, the ONC channel is obtained from the NC by considering a multi-sample integrate-and-dump receiver. Accordingly, the channel output is obtained from (12) by letting $\{\Theta_n\}_n$ be a sequence of i.i.d. draws from the circular uniform distribution. Also, as for the OWPN channel, the NC channel corresponds to the ONC channel in which the oversampling rate is set to one ($L = 1$ in (12)). We introduce the ONC channel model in [22] to investigate the capacity of the OWPN channel in the regime of high frequency noise variance, i.e. large $\beta$. In [22], we determine the GDoF for this channel for the regime in which the oversampling rate grows as $P^\alpha$, where $P$ is the average transmit power.

**Theorem 11.** [22, Lem. 5] The GDoF for the ONC channel are obtained as

$$D_{ONC}(\alpha) = \begin{cases} \frac{1}{2} & 0 \leq \alpha < 1 \\ 1 - \frac{\alpha}{2} & 1 \leq \alpha < 2 \\ 0 & \alpha \geq 2. \end{cases}$$

The inner bound is obtained in a rather straightforward manner by considering a transmission scheme in which the amplitude of the channel input is estimated from the sum of the squared modulus of the corresponding $L$ output samples. The converse proof hinges on a novel bound obtained through Gibbs’ inequality and a careful bounding of the ratio of modified Bessel functions. Note that in the ONC channel no degree of freedom is available for $\alpha > 2$.

In [28], we draw a connection between the WPN channel and the NC channel by showing that the capacity of the WPN channel is sufficiently close to the capacity of the NC when the frequency noise variance is sufficiently large (that is $\sigma^2 > 2\pi/e$ in (23)). The connection between the OWPN channel and the ONC channel, from a GDoF perspective, is shown in [31].

**Theorem 12.** [31] When $P > 1$ and

$$\frac{\sigma^2}{L} \geq \frac{2\pi \log(L+1)}{e \log(e)},$$

(29)
then $C_{\text{OWPN}}(P, L, \sigma^2) - C_{\text{ONC}}(P, L) \leq \frac{\log 2}{5}$ bpcu.

The GDoF of the AWGN, WPN, OWPN, NC and ONC channels as a function of $\alpha$ and $\beta$ are conceptually represented in Fig. 1. We provide the following high-level interpretation of the results presented in Fig. 1:

- **OWPN channel**: The result in Th. 8 characterizes the regime for $\beta = 0$ and $\alpha \in [0, 1]$. We conjecture that the difficulty in extending this result arises from the fact that the variance of the frequency noise crucially influences the derivation of inner and upper bounds.
- **WPN channel**: For $\alpha = 0$ the OWPN channel reduces to the WPN channel: the result in Th. 5 yields the DoF as in Fig. 1. Note that, for $\beta$ positive, the DoF becomes $1/2$ and, for $\beta < -1$, it becomes 1.
- **NC channel**: For $\alpha = 0$ and $\beta$ positive and sufficiently large, the OWPN channel reduces to the NC channel as the frequency noise variance is so large as to render the phase noise process substantially memoryless and uniformly distributed on the unit circle. In this regime the capacity pre-log is obtained from Th. 10 as being $1/2$.
- **ONC channel**: When $\beta > \alpha$, Th. 12 shows that the capacity of the OWPN channel is to within a constant gap from that of the ONC channel.

In this regime, only non-coherent combining is possible, as the phase noise completely destroys the input phase information.
- **AWGN channel**: When $\beta$ is negative and sufficiently large in absolute value, one naturally conjectures the OWPN channel reduces to the AWGN channel for which the capacity pre-log is equal to one at all
power regimes. In this regime, coherent combining is possible, as the phase noise is so small that the input phase information can be recovered at the receiver.

In Sec. VI we derive inner and upper to the GDoF region in Fig. [1] and show equality for various values of the parameters ($\alpha, \beta$). The results in Sec. VI indeed provide precise conditions under which the GDoF region of the OWPN channel reduces to that of the ONC and AWGN channels as conceptually presented in Fig. [1].

Although we are unable to come to a complete characterization of the GDoF region, our inner and upper bounds clearly highlight the regions in which new coding schemes or upper bounding techniques are necessary in order to approach the ultimate communication performance.

IV. Capacity Upper Bound

In this section we derive an upper bound on the capacity of the OWPN channel as a function of the average transmit power $P$, oversampling factor, $L$, and frequency noise variance, $\sigma^2$. A fundamental tool to derive this new bound is the I-MMSE relationship from [32] and a recursive expression of the Fisher information from [24] to bound the attainable rate over the subchannel that conveys phase modulation. This upper bound is then used to yield an upper bound on the GDoF region as a function of $\alpha$ and $\beta$ as in (18).

A. Preliminaries

We begin by introducing the result in [24] on the recursive factorization of the information matrix for the discrete-time filtering problem. This result relies on the Van-Trees (posterior) version of the Cramer–Rao inequality and is quite general as it applies to non-linear and non-Gaussian dynamical systems.

Proposition 13. [24, Prop. 1] Consider a random vector $(\Theta_0^n, Y_1^n)$ whose joint probability law can be factored as

$$p_n(\theta_0^n, y_1^n) \triangleq p_{\Theta_0}(\theta_0) \prod_{k=1}^n p_{\Theta_k|\Theta_{k-1}}(\theta_k|\theta_{k-1}) \cdot p_{Y_k|\Theta_k}(y_k|\theta_k), \quad (30)$$

and let $J_k$ be the posterior Fisher information for estimating the variable $\Theta_k$ from $Y_1^k$, then the sequence $\{J_k\}_{k=0}^n$ obeys the recursion

$$J_{k+1} = D_{22}^k - D_{21}^k (J_k + D_{11}^k)^{-1} D_{12}^k, \quad (31)$$

for $k \in [1 : n - 1]$ where

$$D_{11}^k = E \left[ -\frac{\partial^2}{(\partial \Theta_k)^2} \log p_{\Theta_{k+1}|\Theta_k}(\Theta_{k+1}|\Theta_k) \right], \quad (32a)$$

$$D_{12}^k = E \left[ -\frac{\partial^2}{\partial \Theta_k \partial \Theta_{k+1}} \log p_{\Theta_{k+1}|\Theta_k}(\Theta_{k+1}|\Theta_k) \right], \quad (32b)$$

$$D_{21}^k = E \left[ -\frac{\partial^2}{\partial \Theta_{k+1} \partial \Theta_k} \log p_{\Theta_{k+1}|\Theta_k}(\Theta_{k+1}|\Theta_k) \right], \quad (32c)$$

$$D_{22}^k = E \left[ -\frac{\partial^2}{(\partial \Theta_{k+1})^2} \log p_{\Theta_{k+1}|\Theta_k}(\Theta_{k+1}|\Theta_k) p_{Y_{k+1}|\Theta_k}(Y_{k+1}|\Theta_k) \right], \quad (32d)$$

and

$$J_0 = E \left[ -\frac{\partial^2}{(\partial \Theta_0)^2} \log p_{\Theta_0}(\Theta_0) \right]. \quad (33)$$
Note that the probability law in (30) is associated with the non-linear filtering problem
\[
\Theta_{k+1} = f_k(\Theta_k, W_k) \\
Y_k = h_k(\Theta_k, V_k),
\]
(34)
for \(k \in [1:n]\), where \(\{\Theta_k\}_{k \in [0:n]}\) is the system state, \(\{Y_k\}_{k \in [1:n]}\) the measurement process, \(\{W_k\}_{k \in [0:n]}\) and \(\{V_k\}_{k \in [1:n]}\) are independent noise processes, and \(f_k\) and \(h_k\) are non-linear, time-dependent functions.

The authors of [24] also specialize the results to a number of relevant results, such as tracking parameters of a sinusoidal frequency with sinusoidal phase modulation. Also, note that the result in Prop. 13 can be used to estimate either the current state or the initial state of the corresponding filtering problem.

B. Main Result

The following capacity upper bound improves on the result in Th. 6 by providing a tighter bound on the rate that can be attained through phase modulation of the channel input using the result in Prop. 13.

**Theorem 14. Capacity Outer bound.** The capacity of the OWPN channel is upper-bounded as
\[
C_{\text{OWPN}}(P, L, \sigma^2) \leq \min \left\{ \log(P + 2), \frac{1}{2} \log(P + 1) \right\} + \left( \frac{1}{2} \log \left( \frac{2\pi}{e} \right) + \frac{1}{2} \log \left( \frac{1}{2} \sqrt{\frac{P^2}{L^2} + 4 \frac{P}{\sigma^2}} - \frac{P}{2L} \right) \right),
\]
(35a)
(35b)

**Proof:** Let us begin by upper-bounding the information rate in (16) and split this quantity in terms of the information rates attainable through amplitude and phase modulation of the channel input as
\[
I(X^M_1; Y^M_1) = \sum_{k \in [1:M]} I(X^M_1; Y_k | Y^M_{k+1}) \\
\leq \sum_{k \in [1:M]} I(X^M_1, \Theta_{k+1}; Y_k | Y^M_{k+1}) \\
= \sum_{k \in [1:M]} I(X_k; Y_k | \Theta_{k+1}) + I(\Theta_{k+1}; Y_k | Y^M_{k+1}),
\]
(36)
where \(\Theta_{k+1}\) is the first phase noise sample of the \((k+1)\)-th symbol time interval, and (36) follows from the Markov chain \(Y_k \rightarrow (X_k, \Theta_{k+1}) \rightarrow Y^M_{k+1}\). Since the additive noise is circularly symmetric, a sequence of i.i.d. \(X_k\)'s uniformly distributed in \([0, 2\pi]\) is capacity achieving: accordingly we have
\[
I(\Theta_{k+1}; Y_k | Y^M_{k+1}) = h(\Theta_{k+1} | Y^M_{k+1}) - h(\Theta_{k+1} | Y^M_{k+1}, Y_k) \\
\leq h(\Theta_{k+1}) - h(\Theta_{k+1} | \{\Theta_{k+1} \oplus \langle X_i \rangle\}_{i \in [k:M]}) = 0,
\]
(37)
where (37) follows from the Markov chain \(\Theta_{k+1} \rightarrow (\Theta_{k+1} \oplus \langle X_i \rangle) \rightarrow Y_i\) for \(i \in [k:M]\), and the last equality from the fact that the \(\langle X_i \rangle\)'s are i.i.d. and uniformly distributed in \([0, 2\pi]\). Similarly to [21 Eq. (19)], we note that the term \(I(X_k; Y_k | \Theta_{k+1})\) can be divided into two contributions: one from the channel input amplitude and the other from channel input phase. In fact, using (37), we can write
\[
\frac{1}{M} I(X^M_1; Y^M_1) \leq \frac{1}{M} \sum_{k \in [1:M]} I(X_k; Y_k | \Theta_{k+1}) \\
= \frac{1}{M} \sum_{k \in [1:M]} I(|X_k|; Y_k | \Theta_{k+1}) + I(\langle X_k \rangle; Y_k | \Theta_{k+1}, |X_k|),
\]
(38)
where the last step holds by polar coordinate decomposition of $X_k$. In the following, we refer to $R_{\parallel,k}$ as the rate of the amplitude channel and $R_{\perp,k}$ as the rate of the phase channel.

**Rate of the amplitude channel:** Analogously to \cite[Eq. (20)]{21}, the rate of the amplitude channel rate can be bounded as

\[
R_{\parallel,k} \leq I (|X_k|; Y_k, \Theta_k | \Theta_{kL+1}) = I \left( |X_k| ; \sqrt{L}X_k + \tilde{Z} \right) \leq I \left( |X_k| ; \sqrt{L}X_k + \tilde{Z}, \text{Re}\{\tilde{Z}\} \right) \leq \frac{1}{2} \log(L \mathbb{E}[|X_k|^2] + 1),
\]

where (39a) follows from the fact that $X_k$,$ W_k$ and $\Theta_k$ are statistically independent, and that $\sqrt{L}X_k + \tilde{Z}$, with $\tilde{Z} = \sum_{\ell=1}^{L} W_{(k-1)L+\ell}/\sqrt{L} \sim \mathcal{CN}(0, 2)$, is a sufficient statistic of $|X_k|$. Averaging over all symbol time periods we get

\[
\frac{1}{M} \sum_{k=1}^{M} R_{\parallel,k} \leq \frac{1}{2M} \sum_{k=1}^{M} \log(L \mathbb{E}[|X_k|^2] + 1) \leq \frac{1}{2} \log(P + 1),
\]

where in the last step we used Jensen’s inequality and the average power constraint (11).

**Rate of the phase channel:** The rate in the phase modulation channel can be written as

\[
I (\frac{X_k}{Y_k} | \Theta_{kL+1}, |X_k|) = I (\Theta_{kL+1} ; Y_k | |X_k|) + I (\frac{X_k}{Y_k} ; |X_k|) - I (\Theta_{kL+1} ; Y_k | |X_k|) = I \left( \Theta_{kL+1} ; Y_k, |X_k| \right) \leq I \left( \Theta_{kL+1} ; \tilde{Y}_k, |X_k| \right) = \log(2\pi e) - h \left( \Theta_{kL+1} | \tilde{Y}_k, |X_k| \right),
\]

where in (41a), we used the fact that $I (\frac{X_k}{Y_k} ; |X_k|) = I (\Theta_{kL+1} ; Y_k | |X_k|)$ since $(\frac{X_k}{Y_k}, Y_k, |X_k|)$ and $(\Theta_{kL+1}, Y_k, |X_k|)$ have the same joint distribution. In (41b) we have defined $\tilde{Y}_k = \tilde{Y}_{(k-1)L+1}$ with $\tilde{Y}_{(k-1)L+1} = e^{j\Theta_{(k-1)L+\ell}} + W_{(k-1)L+\ell}$, and used the fact that the $W_k$’s are circularly symmetric, and that $\frac{X_k}{Y_k} \sim \mathcal{U}([0, 2\pi])$ and independent of all other random variables. Inequality (41c) holds by considering an infinite number of phase noisy observations $\tilde{Y}_{k-\infty}$ where the amplitude modulated symbol is always $|X_k|$.

From the I-MMSE relationship \cite[Eq. (6.13)]{32}, we have

\[
h (X) = \frac{1}{2} \int_0^\infty \left( \text{mmse}[X | \sqrt{\rho}X + N] - \frac{1}{2\pi e + \rho} \right) d\rho,
\]

where $N \sim \mathcal{N}(0, 1)$ is independent of any other quantity, and

\[
\text{mmse}(S|K) \triangleq \mathbb{E} \left[ (S - \mathbb{E}[S|K])^2 \right].
\]

The conditional version of (42) is obtained as

\[
h (X|Y) = \frac{1}{2} \int_0^\infty \left( \text{mmse}[X | \sqrt{\rho}X + N, Y] - \frac{1}{2\pi e + \rho} \right) d\rho,
\]
so that
\[ h\left( \Theta_{kL+1} | \tilde{Y}^{k}_{\infty}, |X_k\right) = \frac{1}{2} \int_{0}^{\infty} \left( \text{mmse} \left[ \Theta_{kL+1} \sqrt{\rho} \Theta_{kL+1} + N, \tilde{Y}^{k}_{\infty}, |X_k| \right] - \frac{1}{2\pi e + \rho} \right) d\rho. \] (45)

The crucial step in bounding the entropy using the relationship in (45) is in obtaining a tight lower bound to the MMSE through the Posterior Cramer-Rao lower bound, i.e.,
\[ \text{mmse}(S|K) \geq \frac{1}{J(S, K)}, \] (46)
where
\[ J(S, K) \triangleq E\left[ -\frac{\partial^2}{(\partial S)^2} \log p_{S,K}(S, K) \right], \] (47)
is the a-posteriori Fisher information. To this end, we rely on a recursive expression of the Fisher information for \( \Theta_{kL+1} \) given \( (\sqrt{\rho} \Theta_{kL+1} + N, \tilde{Y}^{k}_{\infty}, |X_k|) \) based on the result in Prop. 13. This part of the proof can be found in App. A. Finally, an upper bound to the average mutual information is:
\[ \frac{1}{M} \sum_{k \in [1:M]} R_{\angle, k} \leq \left[ \frac{1}{2} \log \left( \frac{2\pi}{e} \right) + \frac{1}{2M} \sum_{k \in [1:M]} \log \left( \frac{1}{2} \sqrt{\left( E[|X_k|^2]\right)^2 + 4 \frac{L}{\sigma^2} E[|X_k|^2] - \frac{E[|X_k|^2]^2}{2}} \right) \right]^+ \]
\[ \leq \left[ \frac{1}{2} \log \left( \frac{2\pi}{e} \right) + \frac{1}{2} \log \left( \frac{P^2}{L^2} + 4 \frac{P}{\sigma^2} - \frac{P}{2L} \right) \right]^+, \] (48a)
where (48a) uses the result derived in App. A, and the last step holds by Jensen’s inequality and the average power constraint (11).

From a high level perspective, the upper bound proof proceeds as follows: first (i) the mutual information between input and output is divided into two contributions: one from the channel input amplitude and one from the channel input phase, which we refer to as the rate of the amplitude and phase channel, respectively. The rate of the amplitude channel is bounded by providing the Wiener phase noise process as a side information to the receiver: this allows for the coherent combining of the output samples corresponding to the same channel input symbol. This yields the upper bound in (39c), which corresponds to a contribution of 1/2 to the capacity pre-log for all powers as in (35a). The rate of the phase channel is bounded through the I-MMSE relationship and a recursive expression of the Fisher information in Prop. 13. The pre-log of this contribution depends on the relative amplitude of \( L, P \) and \( \sigma^2 \) as in (35b), and captures the fundamental tension between AWGN and Wiener phase noise.

V. CAPACITY LOWER BOUNDS

In this section we derive two inner bounds to the capacity of the OWPN channel. In the first capacity inner bound, the receiver relies on (i) the norm of the channel output to estimate the amplitude of the transmitted signal, and (ii) two samples of the channel output to exploit the phase modulation. For the reason above, we refer to this first inner bound as the partially-coherent combining capacity inner bound. The second capacity inner bound is obtained by estimating both the amplitude and the phase of the channel input from the coherent combining of the channel output samples. We refer to this inner bound as coherent combining capacity inner bound.

Note that the first inner bound in this section employs the same transmission strategy as the one used to obtain the GDoF inner bound [20], [21] in Th. 8. The result in [20], [21] is developed only for the asymptotic regime of large power and for the case in which the Wiener phase variance is fixed: Our first inner bound refines the inner bound derivation in [20], [21] to obtain an expression for the case of any finite power and any frequency noise variance.
Theorem 15. Partially-coherent Combining Capacity Lower Bound. The capacity of the OWPN channel is lower-bounded as

\[ C_{\text{OWPN}}(P, L, \sigma^2) \geq \frac{1}{2} \log \left( \frac{e^2(P + 2)^2 + 8\pi(L - 1)}{8\pi e(L + P)} \right) \]

\[ + \frac{1}{2} \log \left( \frac{2\pi}{e^{1+\zeta} \sigma^2 P + \pi^2 L^2} \right) \],

where \( \zeta \) is the Euler-Mascheroni constant.

\[ \text{Proof:} \] Consider the transmission scheme in which the input symbols are independent and proper complex Gaussian distributed with variance \( P/L \), i.e. \( X_i \sim \mathcal{CN}(0, P/L) \) for all \( i \in [1 : M] \). As in [21], and similarly to the upper bound derivation in Th. [14], we begin by decomposing the capacity expression in rates attainable using amplitude and rates attainable using phase modulation, that is

\[
\frac{1}{M} I(X; Y_1^M) = \frac{1}{M} \sum_k I(X_k; Y_1^M | X_1^{k-1})
\]

\[
= \frac{1}{M} \sum_k I(|X_k|^2; Y_1^M | X_1^{k-1}) + I(\sqrt{L}X_1 + W_L, Y_1^M | X_1^{k-1}, |X_k|)
\]

\[
\geq \frac{1}{M} \sum_k I(|X_k|^2; \|Y_k\|^2) + I(\sqrt{L}X_1 + W_L, Y_1^M | X_1^{k-1}, |X_k|)
\]

\[
= I(\|X_1\|^2; \|Y_1\|^2) + I(\sqrt{L}X_1 + W_L, X_0, |X_1|),
\]

where the last step holds by stationarity of the involved processes, thanks to the i.i.d. assumption of the input symbols. In the following, we refer to \( R_{\|} / R_\perp \) as the rate of the amplitude channel/phase channel.

- **Rate of the amplitude channel**: We begin by writing

\[
I(\|X_1\|^2; \|Y_1\|^2) = h(\|Y_1\|^2) - h(\|Y_1\|^2 | \|X_1\|^2).
\]

Let \( \widetilde{U} \) be the unitary Hadamard matrix of order \( L \) and note that

\[
\|Y_1\|^2 \overset{\mathcal{D}}{=} \|(X_1 L + W_1)\|^2
\]

\[
= \|\widetilde{U}(X_1 L + W_1)\|^2
\]

\[
\overset{\mathcal{D}}{=} \|\sqrt{L}X_1 + W_L\|^2 + \sum_{i=L+1}^{2L-1} |W_i|^2,
\]

so that the positive entropy term in (51) is bounded as

\[
h(\|Y_1\|^2) \geq \frac{1}{2} \log \left( \exp \left( 2h\left( |\sqrt{L}X_1 + W_L|^2 \right) \right) + \exp \left( 2h\left( \sum_{i=L+1}^{2L-1} |W_i|^2 \right) \right) \right)
\]

\[
\geq \frac{1}{2} \log \left( \exp \left( 2 \log(e(P + 2)) \right) + \exp \left( \log(8\pi(L - 1)) \right) \right)
\]

\[
= \frac{1}{2} \log(e^2(P + 2)^2 + 8\pi(L - 1)),
\]

where (53a) follows from the Entropy Power Inequality (EPI), and (53b) follows from the bound in Th. [26] in App. [C] on the entropy of a Chi-squared distribution with \( 2k \) degrees of freedom. For the conditional
entropy term in (51), we write

\[ h \left( \| Y_1 \|^2 \mid |X_1|^2 \right) \leq \frac{1}{2} E \left[ \log(8\pi eL(1 + |X_1|^2)) \right] \]

where (56a) follows from Th. 27 in App. C and (56b) follows from Jensen’s inequality and (56c) follows from the power constraint.

Combining (53b) and (54c), we obtain

\[ R_{\parallel} \geq \frac{1}{2} \log \left( \frac{e^2(P + 2)^2 + 8\pi(L - 1)}{8\pi e(L + P)} \right) \]  

**Rate of the phase channel:** For the rate on the phase modulation channel, we write

\[ I \left( \frac{X_1}{Y_0} \mid X_0, |X_1| \right) \geq I \left( \frac{X_1}{Y_{L-1}, Y_L} \mid X_0, |X_1| \right) \]

where (57b) follows from the positivity of the discrete conditional entropy, (57c) from defining \( Z = N_{L-1} \oplus \frac{1}{2} |X_1| + W_L \oplus \frac{1}{2} |X_0| + W_{L-1} \) and noting that \( h(Z) = h(B_Z) \) for \( R_Z = Z \mod 2\pi \) so that

\[ p_Z(r + 2\pi b) = P_{BZ}(b)p_{RZ|BZ}(r | b) = P_{BZ}(b)\frac{p_Z(r + 2\pi b)}{P_{BZ}(b)}, \]

with \( P_{BZ}(b) = P[Z \in (2\pi b, 2\pi(b + 1)]) \). For the conditional entropy term \( h(Z \mid |X_0|, |X_1|) \) in (57c), we note that the variance of \( Z \mid |X_0|, |X_1| \) is as follows:

\[ \text{Var} \left[ Z \mid |X_0|, |X_1| \right] = \text{Var} \left[ N_{L-1} \right] + \text{Var} \left[ \frac{1}{2} |X_0| + W_{L-1} \mid |X_0| \right] + \text{Var} \left[ \frac{1}{2} |X_1| + W_L \mid |X_1| \right], \]

where

\[ \text{Var} \left[ \frac{1}{2} |X_0| + W_{L-1} \mid |X_0| \right] = \text{Var} \left[ \frac{1}{2} |X_1| + W_L \mid |X_1| \right] \]

\[ = E \left[ \left( \frac{1}{2} |X_1| + W_L \right)^2 \mid |X_1| \right] \]

\[ \leq \frac{\pi^2}{4} E \left[ 1 - \cos \left( \frac{1}{2} |X_1| + W_L \right) \mid |X_1| \right] \]

\[ \leq \frac{\pi^2}{2|X_1|^2}, \]
where the first inequality follows by Euler’s infinite product formula $\cos(x) \leq 1 - 4x^2/\pi^2$, and the second inequality by [3, Lemma 6].

Now write

\begin{align*}
h(N_{L-1} + |X_1| + W_L + |X_0| + W_{L-1} | |X_0|, |X_1|) &\leq \frac{1}{2} E \left[ \log \left( \frac{2\pi e}{\sigma^2 L + \pi^2 |X_1|^2} \right) \right] \quad (61a) \\
&= \frac{1}{2} E \left[ \log \left( \frac{2\pi e}{\sigma^2 L |X_1|^2 + \pi^2} \right) \right] - \frac{1}{2} E \left[ \log |X_1|^2 \right] \quad (61b) \\
&\leq \frac{1}{2} \log \left( \frac{2\pi e}{\sigma^2 P + \pi^2 L^2} \right), \quad (61c)
\end{align*}

where (61c) follows from Jensen’s inequality for the first expectation and from the fact that

\[ E \left[ \log |X_1|^2 \right] = \log(PL^{-1}e^{-\zeta}), \quad (62) \]

where, again, $\zeta$ is the Euler-Mascheroni constant. Using (61c) in (56c) gives

\[ R_{\perp} \geq \frac{1}{2} \left[ \log \left( \frac{2\pi e}{\sigma^2 P + \pi^2 L^2} \right) \right]^+. \quad (63) \]

The capacity inner bound in Th. [15] is obtained by letting the channel input be a white complex Gaussian vector of power $P$ and separately bounding the rates achievable through the amplitude and phase modulation of the channel input. For the amplitude modulation channel, the amplitude of the output samples corresponding to the same input symbols is summed as in (52) to obtain a statistic of the channel input amplitude. This strategy attains the rate in (55). For the phase modulation channel, only the first two samples of the output receiver output are used to estimate the phase of the channel input phase, see (56). This strategy attains the rate in (63).

Intuitively, both the estimate of the input amplitude and phase from the output samples are sub-optimal. Indeed, these estimates do not vary with the parameter $\sigma^2$ and approach the optimal estimates in the regime of large transmit power and frequency noise variance. The difficulty in further refining the analysis of the transmission scheme in Th. [15] is two-fold: on one hand (i) it is difficult to identify a sufficient statistic of the input from the multiple output samples, on the other hand (ii) bounding the attainable rates from more complex estimates of input amplitude and phase is, generally speaking, challenging.

The next theorem considers the case in which output oversamples are coherently combined in order to produce a statistic for the symbol amplitude estimation. This strategy performs well in the regime of small frequency noise variance and thus improves on the strategy of Th. [15] in a subset of the parameter regimes.

**Theorem 16. Coherent Combining Lower Bound.** The capacity of the OWPN channel is lower-bounded as

\[
C^{\text{OWPN}}(P, L, \sigma^2) \geq R^{\perp \perp}_{\text{IN}}(P, L, \sigma^2) + R^{\perp}_{\text{IN}}(P, L, \sigma^2), \quad (64)
\]

with

\[
R^{\perp \perp}_{\text{IN}}(P, L, \sigma^2) = \left[ \log \left( \frac{\phi^2}{3} \right) + \log \left( \frac{P}{2} + 1 \right) \right]^+ + \frac{1}{2} \log \left( \frac{e}{\pi} \right) - \frac{1}{2} \log \left( 2(1 + P\phi) + P^2(1 - \phi^2) \right)^+, \quad (65a)
\]

\[
R^{\perp}_{\text{IN}}(P, L, \sigma^2) = \left[ \log \left( \frac{\phi^2}{3} \right) + \log \left( \frac{P}{2} + 1 \right) \right]^+ + \frac{1}{2} \log \left( \frac{e}{\pi} \right) - \frac{1}{2} \log \left( 2(1 + P\phi) + P^2(1 - \phi^2) \right)^+. \quad (65b)
\]
\[ R^\text{IN}_L(P, L, \sigma^2) = \frac{1}{2} \log \left( \frac{2\pi}{e^{1+\zeta}} \right) + \frac{1}{2} \log \left( \frac{2LP}{2\sigma^2 P + \pi^2 (1 - \kappa) LP + 6\pi^2 L\phi^{-3/2}} \right), \quad (65b) \]

where
\[ \kappa = \frac{1}{L} \frac{1 - \xi L}{1 - \xi}, \quad (66a) \]
\[ \phi = \frac{1}{L^2} \left( L - 2 \frac{\xi}{(1 - \xi)^2} \left( L (\xi - 1) - \xi L + 1 \right) \right), \quad (66b) \]
with \( \xi = e^{-\sigma^2/2} \).

**Proof:** Consider the same channel input distribution as in Th. 15 and the same partitioning of the achievable rates as in (50). The achievable rate in (65b) is obtained by considering the same processing in recovering the phase information as in (56)-(63).

- **Rate of the amplitude channel:** The rate over the amplitude channel is bounded as in (65a) and this bound is obtained as follows. Define
\[ F \triangleq \frac{1}{L} \sum_{i=1}^{L} e^{j\Theta_i}, \quad (67) \]
and lower-bound the amplitude channel rate as
\[ I \left( |X_k|; Y_1^M | X_1^{k-1} \right) \geq I \left( |X_k|; Y_k | X_1^{k-1} \right) \]
\[ \geq I \left( |X_k|; Y_k \right) \]
\[ = I \left( |X_1|; Y_1 \right) \]
\[ \geq I \left( |X_1|; \frac{1}{\sqrt{L}} \sum_{i=1}^{L} Y_i \right) \]
\[ = I \left( |X_1|; \sqrt{L}X_1F + W \right) \quad (68a) \]
\[ = h \left( \sqrt{L}X_1F + W \right) - h \left( \sqrt{L}X_1F + W \left| |X_1| \right. \right), \quad (68b) \]
where (68a) follows by letting \( W \sim \mathcal{CN}(0, 2) \). The positive entropy term in (68b) is bounded using the EPI as
\[ h \left( \sqrt{L}X_1F + W \right) \geq \log \left( \exp \left( h \left( \sqrt{L}X_1F \right) \right) + \exp(h(W)) \right) \]
\[ = \log \left( \exp \left( h \left( \sqrt{L}X_1F \right) \right) + 2\pi e \right). \quad (69) \]

Next, the entropy term \( h \left( \sqrt{L}X_1F \right) \) in (69) is bounded as
\[ h \left( \sqrt{L}X_1F \right) = \log(\pi) + \log \left( |\sqrt{L}X_1F|^2 \right) \quad (70a) \]
\[ = \log(\pi) + h \left( \log |X_1|^2 + \log |F|^2 \right) + E \left[ \log |\sqrt{L}X_1F|^2 \right] \quad (70b) \]
\[ \geq \log(\pi) + h \left( \log |X_1|^2 \right) + E \left[ \log |X_1|^2 \right] + E \left[ \log |\sqrt{L}F|^2 \right] \]
\[ = h \left( X_1 \right) + \log(L) + E \left[ \log |F|^2 \right], \quad (70c) \]
and thus
\[
\mathbb{h}(\sqrt{L}X_1 F + W) \geq \log(2\pi e) + \left[ \mathbb{E} \left[ \log |F|^2 \right] + \log \left( \frac{P}{2} + \exp(-\mathbb{E} \left[ \log |F|^2 \right]) \right) \right]^+ \\
\geq \log(2\pi e) + \left[ \mathbb{E} \left[ \log |F|^2 \right] + \log(\frac{P}{2} + 1) \right]^+.
\]
In (70a) we used the fact that \( X_1 \) is circularly symmetric, (70b) follows from the change of variable for differential entropy, and (70c) from the polar representation of random variables and the circular symmetry of \( X_1 \).

Let us now bound the last term in (70c):
\[
\mathbb{E} \left[ \log |F|^2 \right] \geq \log \left( \frac{2}{\mathbb{E} \left[ |F|^4 \right]^{3/4}} + \frac{1}{\mathbb{E} \left[ |F|^4 \right]^{1/4}} \right) \tag{71a}
\]

\[
= \log \left( \frac{\mathbb{E} \left[ |F|^4 \right]^{1/4}}{2\mathbb{E} \left[ |F|^4 \right]^{1/4} + \mathbb{E} \left[ |F|^4 \right]^{3/4}} \right) \\
\geq \log \left( \frac{1}{3} \mathbb{E} \left[ |F|^4 \right]^{1/2} \right), \tag{71c}
\]
where (71a) is thanks to Jensen’s inequality, (71b) is the result reported in Appendix B, and step (71c) is because of Jensen’s inequality at the numerator, while we used \(|F| \leq 1\) at the denominator.

For the second entropy term in the RHS of (68b) we have:
\[
\mathbb{h} \left( \sqrt{L}X_1 F + W \bigg| X_1 \right) = \log(\pi) + \mathbb{h} \left( \left| \sqrt{L}X_1 F + W \right|^2 \bigg| X_1 \right) \tag{72a}
\]

\[
\leq \frac{1}{2} \log \left( 2\pi e \mathbb{E} \left[ \mathbb{V} \mathbb{a} \mathbb{r} \left[ \left| \sqrt{L}X_1 F + W \right|^2 \bigg| X_1 \right] \right] \right), \tag{72b}
\]
where in (72a) we used the circular symmetry of \( X_1 \) and \( W \), and in (72b) we used a Gaussian as maximum entropy distribution and Jensen’s inequality. Thanks to the law of total variation, the conditional variance can be upper-bounded as follows:
\[
\mathbb{V} \mathbb{a} \mathbb{r} \left[ \left| \sqrt{L}x F + W \right|^2 \bigg| F \right] = \mathbb{E} \left[ \mathbb{V} \mathbb{a} \mathbb{r} \left[ \left| \sqrt{L}x F + W \right|^2 \bigg| F \right] \right] \\
+ \mathbb{V} \mathbb{a} \mathbb{r} \left[ \mathbb{E} \left[ \left| \sqrt{L}x F + W \right|^2 \bigg| F \right] \right] \\
= 4 \left( 1 + Lx^2 \mathbb{E} \left[ |F|^2 \right] \right) + L^2 x^4 \mathbb{V} \mathbb{a} \mathbb{r} \left[ |F|^2 \right] \\
\leq 4 \left( 1 + Lx^2 \mathbb{E} \left[ |F|^2 \right] \right) + L^2 x^4 \left( 1 - \mathbb{E} \left[ |F|^2 \right]^2 \right).
\]
Using Jensen’s inequality and the statistics \( \mathbb{E} \left[ |X_1|^2 \right] = P/L \) and \( \mathbb{E} \left[ |X_1|^4 \right] = 2P^2/L^2 \) we have
\[
\mathbb{h} \left( \sqrt{L}X_1 |F_1 + W \bigg| X_1 \right) \leq \log(\pi) + \frac{1}{2} \log(2\pi e) \\
+ \frac{1}{2} \log \left( 4 \left( 1 + P\mathbb{E} \left[ |F|^2 \right] \right) + 2P^2(1 - \mathbb{E} \left[ |F|^2 \right]^2) \right). \tag{73}
\]
The lower bound to the information rate is as follows:
\[
I \left( |X_1| ; Y_1 \right) \geq \left[ \log \left( \frac{1}{3} \mathbb{E} \left[ |F|^2 \right] \right) + \log \left( \frac{P}{2} + 1 \right) \right]^+ + \frac{1}{2} \log \left( \frac{e}{\pi} \right)
\]
\[-\frac{1}{2} \log \left( 2(1 + PE \mathbb{E} [|F|^2]) + P^2(1 - \mathbb{E} [|F|^2]) \right)^+, \quad (74)\]

where

\[
L^2 \mathbb{E} [|F|^2] = \sum_{i=1}^{L} \sum_{k=1}^{L} \mathbb{E} [e^{j \Theta_i - j \Theta_k}] = \sum_{i=1}^{L} 1 + 2 \sum_{i=2}^{L} \sum_{k=1}^{i-1} \mathbb{E} [e^{j (\Theta_i - \Theta_k)}]
\]

\[
= L + 2 \sum_{i=2}^{L} \sum_{k=1}^{i-1} e^{- (i-k) \frac{\sigma^2}{2\pi}}
\]

\[
= L + 2 \sum_{i=2}^{L} \sum_{l=1}^{i-1} e^{- l \frac{\sigma^2}{2\pi}}
\]

\[
= L + 2 \sum_{i=2}^{L} L \left( 1 - e^{- (i-1) \frac{\sigma^2}{2\pi}} \right)
\]

\[
= L + 2 e^{- \frac{\sigma^2}{2\pi}} \left( L - 1 - \sum_{i=1}^{L-1} e^{- i \frac{\sigma^2}{2\pi}} \right)
\]

\[
= L + 2 e^{- \frac{\sigma^2}{2\pi}} \left( L - 1 - \frac{e^{- \frac{\sigma^2}{2\pi}}}{1 - e^{- \frac{\sigma^2}{2\pi}}} \left( 1 - e^{- \frac{\sigma^2}{2\pi} (L-1)} \right) \right)
\]

\[
= L - 2 e^{- \frac{\sigma^2}{2\pi}} \left( \frac{L e^{- \frac{\sigma^2}{2\pi}} - e^{- \frac{\sigma^2}{2\pi}} - L + 1}{1 - e^{- \frac{\sigma^2}{2\pi}}} \right) = L^2 \phi, \quad (75)
\]

which finally yields $\phi$ in (66b). Substituting (66b) in (73) yields (65a).

- **Rate of the phase channel**: The rate of the phase modulated channel corresponds to the rate in (65b): the proof is provided in App. D.

The inner bound in Th. 16 differs from the inner bound in [1] yielding the result in Th. 8 as follows: the inner bound of [1] relies on the non-coherent combining of the over samples, while the inner bound in Th. 16 relies on coherent combining. More specifically, in the scheme of [1], the channel input amplitude is estimated from the sum of the amplitude of the received samples while the phase is estimated from the phase difference of the first two received samples. For the scheme in Th. 16, instead, both the amplitude and the phase of the input symbol are estimated from the sum of the received samples, thus disregarding the effects of the phase noise.

VI. **Generalized Degrees of Freedom Region**

In this section we provide the generalized degrees of freedom description of the capacity upper bound in Th. 14 and the capacity inner bounds in Th. 15 and in Th. 16. We also show the parameter regimes in which the two bounds coincide, thus yielding the exact characterization of the GDoF region in (18).

A. **Generalized Degrees of Freedom Upper Bound**

From the capacity upper bound in Th. 14 through some careful but rather standard bounding we obtain the following GDoF upper bound.
Lemma 17. Generalized Degrees of Freedom Upper Bound. GDoF region in (18) is upper-bounded as
\[ D(\alpha, \beta) \leq \frac{1}{2} + D^\text{OUT}_{\beta}(\alpha, \beta), \tag{76} \]
for
\[ D^\text{OUT}_{\beta}(\alpha, \beta) = \begin{cases} 0 & \beta \geq \min\{\alpha, 1\} \\ \frac{\alpha - \beta}{1 - \beta} & 2\alpha - 1 \leq \beta \leq \alpha, \ 0 \leq \alpha \leq 1 \\ \frac{1 - \alpha/2}{\beta} & -1 \leq \beta \leq \min\{2\alpha - 1, 1\}, \ \alpha \geq 0 \\ \beta \leq -1, \ \alpha \geq 0, \end{cases} \tag{77} \]

Proof: Consider the upper bound in Th. 14; the region in (76) is obtained through standard derivations.

The GDoF region in (77) is also represented in Fig. 2. In this figure, the hyperplanes $\beta < -1$ and $\beta > \alpha$ correspond to the case in which the OWPN channel reduces, conceptually, to the AWGN and the ONC channel, respectively. Note that the phase contribution of the GDoF $D(\alpha, \beta)$ corresponding to Fig. 1 are also plotted in Fig. 2; this is because a rather natural factorization as in Rem. 3 also exists for the results in Sec. III. Note that bound (39c) is tight up to a constant gap for $0 \leq \alpha \leq 1$, independently of $\beta$.

B. Generalized Degrees of Freedom Lower Bound

In this section we jointly consider the inner bounds in Th. 15 and Th. 16 to derive an inner bound for the GDoF of the OWPN channel.

Lemma 18. Partially-coherent Generalized Degrees of Freedom Lower Bound. GDoF region in (18) is lower-bounded as
\[ D(\alpha, \beta) \geq D^\text{IN-PC}(\alpha, \beta), \tag{78} \]
for
\[ D^\text{IN-PC}(\alpha, \beta) = \begin{cases} \frac{1}{2} & \beta \geq \alpha \\ \frac{1}{2} + (\alpha - \beta)/2 & 2\alpha - 1 \leq \beta \leq \alpha, \ 0 \leq \alpha \leq 1 \\ 1 - \alpha/2 & 1 \leq \alpha \leq 2 \\ 0 & \alpha \geq 2. \end{cases} \tag{80} \]

Proof: The region in (78) is obtained from the inner bound in Th. 15 through standard derivations.

Lemma 19. Coherent Combining Generalized Degrees of Freedom Lower Bound. The GDoF region in (18) is inner-bounded as
\[ D(\alpha, \beta) \geq D^\text{IN-CC}(\beta), \tag{79} \]
for
\[ D^\text{IN-CC}(\beta) = \begin{cases} 0 & \beta > 0 \\ -\beta & 0 \leq \beta < -1 \\ 1 & \beta \leq -1, \end{cases} \tag{80} \]

Proof: See Appendix E.
Corollary 20. Generalized Degrees of Freedom Lower Bound. The GDoF region in (18) is inner-bounded as

\[
D(\alpha, \beta) \geq \begin{cases} 
  1/2 & \beta \geq \alpha \\
  1/2 + (\alpha - \beta)/2 & 2\alpha - 1 \leq \beta \leq \alpha \\
  1 - \alpha/2 & \frac{\alpha}{2} - 1 \leq \beta \leq 2\alpha - 1 \\
  1 - \frac{\alpha}{2} & 0 \leq \alpha \leq 1 \\
  -\beta & \beta \geq \frac{\alpha}{2} - 1, 1 \leq \alpha \leq 2 \\
  1 & -1 \leq \beta \leq \min\{0, \frac{\alpha}{2} - 1\} \\
  0 & \beta \leq -1 \\
  \alpha & \beta \geq 0, \alpha \geq 2.
\end{cases}
\] (81)

The proof of Cor. 20 follows by taking the maximum between the regions in Lem. 18 and Lem. 19.

Corollary 21. Partial Generalized Degrees of Freedom characterization. The GDoF region in (18) is
obtained as follows in the prescribed parameter regimes

\[
D(\alpha, \beta) = \begin{cases} 
\frac{1}{2} & \alpha < 1, \ \alpha \leq \beta, \\
1 - \alpha/2 & 1 \leq \alpha < 2, \ \beta \geq 1 \\
0 & \alpha \geq 2, \ \beta \geq 1 \\
\frac{1}{2} + \frac{\alpha - \beta}{2} & 0 \leq \alpha \leq \frac{1}{2}, \ 0 < \beta < \alpha \\
1 & \beta < -1.
\end{cases}
\]  

(82)

This follows by comparing the regions in Lem. 17 and Cor. 20.

The results in Cor. 20 and Cor. 21 are represented in Fig. 3

Let \( C^{\text{AWGN}}(P) \) indicate the capacity of the AWGN channel: the next theorem establishes the conditions under which \( C^{\text{AWGN}}(P) \) and \( C^{\text{OWPN}}(P, L, \sigma^2) \) are close.

**Lemma 22.** OWPN channel vs AWGN channel capacity. If \( P > 1.5 \) and

\[
\sigma^2 < \frac{1}{2P},
\]  

(83)
then $C_{\text{AWGN}}(P) - C_{\text{OWPN}}(P, L, \sigma^2) \leq \log(2\pi e)/2$.

Proof: Similarly to the proof of Th. [12] we necessarily have $C_{\text{AWGN}}(P) \geq C_{\text{OWPN}}(P, L, \sigma^2)$ since the channel output of the OWPN channel can be obtained from that of the AWGN channel by multiplying the latter by a WPN sequence. In order to show that $C_{\text{OWPN}} + \Delta > C_{\text{AWGN}}$ we consider the achievable scheme in Th. [16] and derive the appropriate conditions on $P$ and $\sigma^2$. The proof again separately considers the rates of amplitude and phase modulation. In both cases, we rely on a rather tedious bounding of the various functions of $F$: $E[|F|]$, $E[F]$, and $E[(F)^2]$. The proof is left to the interested reader.

C. Discussion

Remark 23. Despite the results in Cor. [21], the full characterization of the GDoF for the OWPN channel is still not available. Conceptually, Lem. [18] identifies the parameter regime in which non-coherent combining is optimal, while Lem. [19] the one in which coherent combining is optimal. In the regimes outside those identified by Cor. [21], it is not clear what processing of the channel output yields the optimal estimate of the transmitted symbol. In [1] we have identified a recursive expression of the filter to produce the MMSE estimate of the transmitted symbol from the output over-samples: unfortunately, we are currently unable to derive tight inner and upper bounds to the performance of this filter in all parameter regimes. We believe that indeed there might be a simple and yet powerful estimation paradigm that bridges coherent and non-coherent estimation. As such, determining the OWPN channel GDoF inherently reduces to the problem of determining the optimal combining of the output samples under various levels of correlation among phase noise samples.

Remark 24. The analysis of the GDoF in Lem. [17] suggests that there is a fundamental tension between the AWGN and the multiplicative WPN, and improving the resolution of the receive filter beyond $L^{-1} = 1/\sqrt{P}$ does not improve the capacity pre-log at large $P$. From a high-level perspective, the parameter $\sigma^2$ is related to the quality of the local oscillators available at the user: in this sense, then, the result in Lem. [22] shows that, regardless of the value $\sigma^2$, the fundamental tension will eventually reduce the available DoF for a suitably large $P$. From the I-MMSE bound in (45) and (87) used in the proof of Th. [14] it is apparent that the tension between the AWGN and the WPN is related to the difficulty of predicting a new sample of a Wiener process when corrupted by AWGN. The following questions naturally arise: is the limitation of the available GDoF an artifact of the assumptions used to derive the model in [12] or is it an inherent limitation of the physical system? Further, the model in [12] neglects the effect of amplitude fading for the sake of simplicity. For the model encompassing both phase and amplitude fading, one wonders whether it is possible to attain higher GDoF. The model in [12] is obtained by employing a waveform that allocates the power uniformly over time. One then naturally wonders whether it is possible to attain higher performance employing a waveform that does not allocate energy uniformly in time. These interesting open questions are to be addressed in future works.

Remark 25. If one neglects the comment in Rem. [1] and claims that the capacity of the OWPN channel with oversampling factor $L' = kL$, for $k \in \mathbb{N}$, is at least equal to the capacity obtained with $L$, then he/she can build an alternative achievable region where $D(\alpha, \beta)$ is a non-decreasing function of $\alpha$. In this way it can be shown that the achievable GDoFs of Cor. [81] suitably modified, exactly coincide with the upper bound on $D(\alpha, \beta)$ shown in Fig. [2] This result will be further explored in future publications.

VII. Conclusion

In this paper we derive inner and upper bound to the capacity of discrete-time Wiener phase noise channel with a multi-sample receiver. We refer to this model as the oversampled Wiener phase noise (OWPN) channel. In this model, the input of a point-to-point channel is corrupted by both additive noise and multiplicative phase noise: the additive noise is a white Gaussian process while the phase noise is a Wiener process. From these novel bounds, we derive the generalized degrees of freedom (GDoF) region
in three regimes: in one regime (i) the OWPN channel asymptotically reduces to the AWGN channel, in a second regime (ii) the OWPN behaves as the non-coherent channel; in a final regime, (iii) partially-coherent combining of the over-samples yields the optimal GDoF. Although partial, our results clearly indicated the oversampling and sample combining strategies that are close to optimal in a number of regimes. The complete characterization of the capacity of the OWPN channel remains an interesting open problem in the literature.
APPENDIX A
PROOF OF TH. [14]

In this appendix, we wish to estimate the state $\Theta_{kL+1}$ from past observations $(\sqrt{p}\Theta_{kL+1} + N, \tilde{Y}^{k}_{-\infty}, |X_k|)$ assuming that the sampler output has an infinite number of observations in which the amplitude modulated symbol is always $|X_k|$. Since the amplitude modulated symbol $|X_k|$ is fixed for all the observed samples, we dismiss the oversampling notation to improve the clarity of the notation. The quality of the estimate $\Theta_{k+1}$ from the observations $(\sqrt{p}\Theta_{k+1} + N, \tilde{Y}^{k}_{-\infty}, |X_k|)$ can be assessed through a recursion analogous to (31). To this end, we define the score functions

$$D_{i}^{11} = E\left[ -\frac{\partial^{2}}{(\partial \Theta_{i+1})^{2}} \log p_{\Theta_{i+1} | \Theta_{i}}(\Theta_{i+1} | \Theta_{i}) \right], \quad i \leq k$$

$$D_{i}^{12} = E\left[ -\frac{\partial^{2}}{(\partial \Theta_{i+1} \partial \Theta_{i})} \log p_{\Theta_{i+1} | \Theta_{i}}(\Theta_{i+1} | \Theta_{i}) \right], \quad i \leq k$$

and

$$D_{i}^{21} = E\left[ -\frac{\partial^{2}}{(\partial \Theta_{i+1} \partial \Theta_{i})} \log p_{\Theta_{i+1} | \Theta_{i}}(\Theta_{i+1} | \Theta_{i}) \right], \quad i \leq k$$

$$D_{i}^{22} = E\left[ -\frac{\partial^{2}}{(\partial \Theta_{i})^{2}} \log p_{\Theta_{i+1} | \Theta_{i}}(\Theta_{i+1} | \Theta_{i}) p_{\sqrt{p}\Theta_{k+1} + N | \Theta_{k+1}}(\sqrt{p}\Theta_{k+1} + N | \Theta_{k+1}) \right].$$

The recursion reads as follows:

$$J_{i+1} = D_{i}^{22} - D_{i}^{21}(J_{i} + D_{i}^{11})^{-1}D_{i}^{12}, \quad i \leq k.$$

Using the appropriate joint distribution law $p(\Theta_{k+1}^{\infty}, \sqrt{p}\Theta_{k+1} + N, \tilde{Y}^{k}_{-\infty}, |X_k|)$, we compute the score functions as

$$D_{i}^{11} = \frac{L}{\sigma^{2}}, \quad i \leq k$$

$$D_{i}^{12} = D_{i}^{21} = -\frac{L}{\sigma^{2}}, \quad i \leq k$$

$$D_{i}^{22} = E\left[ |X_k|^{2} \right] + \frac{L}{\sigma^{2}}, \quad i \leq k - 1$$

$$D_{k}^{22} = \rho + \frac{L}{\sigma^{2}},$$

which substituted in the recursion give

$$J_{i+1} = E\left[ |X_k|^{2} \right] + \frac{L^{2}}{\sigma^{4}} \left( J_{i} + \frac{L}{\sigma^{2}} \right)^{-1}, \quad i \leq k - 1$$

$$J_{k+1} = \rho + \frac{L}{\sigma^{2}} - \frac{L^{2}}{\sigma^{4}} \left( J_{k} + \frac{L}{\sigma^{2}} \right)^{-1}.$$ (87b)

The recursion in (87a) is a Riccati difference equation which starts from the infinite past and whose stationary solution, which is independent of the starting condition, is

$$J_{k} = \frac{E\left[ |X_k|^{2} \right]}{2} + \frac{1}{2} \sqrt{\left( E\left[ |X_k|^{2} \right] \right)^{2} + 4 \frac{L}{\sigma^{2}} E\left[ |X_k|^{2} \right]},$$

(88)
hence we have

\[ J_{k+1} = \rho - \frac{E[|X_k|^2]}{2} + \frac{1}{2} \sqrt{(E[|X_k|^2])^2 + 4 \frac{L}{\sigma^2} E[|X_k|^2]}. \]  

(89)

The posterior Cramer-Rao bound states that

\[ \text{mmse} \left[ \Theta_{k+1}^{\sqrt{\rho}} \Theta_{k+1} + N, \tilde{Y}_{\infty}^k, |X_k| \right] \geq \frac{1}{J_{k+1}}, \]  

(90)

where we use the notation in [32].

Using (87)-(90) into (45) we have

\[ h \left( \Theta_{(k-1)L} \big| |X_k|, \tilde{Y}_{\infty}^k \right) \geq \frac{1}{2} \log(2\pi e) - \frac{1}{2} \log \left( \frac{1}{2} \sqrt{(E[|X_k|^2])^2 + 4 \frac{L}{\sigma^2} E[|X_k|^2] - \frac{E[|X_k|^2]}{2}} \right). \]  

(92)

Note that the function \( f(x) = \sqrt{x^2 + ax} \) is such that \( f''(x) \leq 0 \) for all \( x \geq 0 \) and \( a \geq 0 \): This fact will turn useful when applying Jensen’s inequality.

**APPENDIX B**

**AN UPPER BOUND TO \( E[|F|^2] \) IN THE PROOF OF Th. [16]**

Let us denote \( Z = |F| \in [0, 1] \) for ease of notation. We separately bound the case \( Z \leq E[Z^4]^{1/4} \) and \( Z > E[Z^4]^{1/4} \).

First note that \( Z^{-2} \) can be rewritten as follows

\[ Z^{-2} = \int_{Z}^{1} \frac{2}{z^3} dz + 1 \]

\[ = \int_{0}^{1} \frac{2}{z^3} 1_{\{z > Z\}} dz + 1, \]  

(93)

where (93) follows since \( Z \in [0, 1] \) by definition. Next, consider the function \( g(Z, z) \) defined as

\[ g(Z, z) = 1 + \frac{1}{E[Z^4]} \left( z^3 Z - Z^4 \right), \]  

(94)

and note that \( g(Z, Z) = 1, g(Z, 1) > 1 \) and increasing in \( z \) so that \( g(Z, z) > 1_{\{z > Z\}} \) for \( z > Z \). Next note that \( g(Z, z) \) as a function of \( z \) has two complex conjugate zeros and a third zero in \( z = \hat{z} \) for

\[ \hat{z} = \frac{1}{Z} \left( (Z^4 - E[Z^4])Z^2 \right)^{1/3}, \]  

(95)

so that a real positive solution exists for \( Z \geq E[Z^4]^{1/4} \). When \( Z < E[Z^4]^{1/4} \), no positive solution exists and thus we conclude that \( g(Z, z) > 1_{\{z > Z\}} \) for all \( z \in [0, 1] \). Accordingly, we have that given \( Z < E[Z^4]^{1/4} \) the following holds

\[ Z^{-2} \leq \int_{0}^{E[Z^4]^{1/4}} \frac{2}{z^3} g(Z, z) dz + \int_{E[Z^4]^{1/4}}^{1} \frac{2}{z^3} dz + 1. \]  

(96)

Next for the case \( Z \geq E[Z^4]^{1/4} \) we simply have

\[ \int_{Z}^{1} \frac{2}{z^3} dz \leq \int_{E[Z^4]^{1/4}}^{1} \frac{2}{z^3} dz \]  

(96)
\[ E \left[ \frac{1}{Z^2} \right] \leq E \left[ \begin{array}{c} \text{1}_{\{Z < E[Z^4]^{1/4}\}} \left( \int_{0}^{E[Z^4]^{1/4}} \frac{2}{z^3} g(Z, z) dz + \int_{E[Z^4]^{1/4}}^{1} \frac{2}{z^3} dz + 1 \right) \\ + \text{1}_{\{Z \geq E[Z^4]^{1/4}\}} \left( \int_{E[Z^4]^{1/4}}^{1} \frac{2}{z^3} dz + 1 \right) \end{array} \right] \]

\[ \leq E \left[ \int_{0}^{E[Z^4]^{1/4}} \frac{2}{z^3} g(Z, z) dz \right] + \frac{1 - E[Z^4]^{1/2}}{E[Z^4]^{1/2}} + 1 \]

\[ \leq 2 \frac{E[Z]}{E[Z^4]^{3/4}} + \frac{1 - E[Z^4]^{1/2}}{E[Z^4]^{1/2}} + 1 \]

\[ \leq \frac{2}{E[Z^4]^{3/4}} + \frac{1}{E[Z^4]^{1/4}}. \]

**APPENDIX C**

**Bounds on the Entropy of a Chi-squared Distribution**

**Theorem 26.** Entropy of a Chi-squared distribution with 2k degrees of freedom \( \chi_{2k}^2 \). The entropy of a chi-squared distribution with 2k degrees of freedom \( \chi_{2k}^2 \) is lower-bounded as

\[ h(\chi_{2k}^2) \geq \frac{1}{2} \log(8\pi k). \] (98)

**Proof:** The pdf of \( T \sim \chi_{2k}^2 \) is

\[ p_T(t) = \frac{1}{2^k \Gamma(k)} t^{k-1} e^{-t/2}, \quad t \geq 0 \] (99)

with \( E[T] = 2k \). The entropy is

\[ h(T) = -E[\log(p_T(T))] = k \log(2) + \log(\Gamma(k)) - (k - 1) E[\log(T)] + E\left[ \frac{T}{2} \right] \log(e) \]

\[ = k \log(2e) + \log(\Gamma(k)) - (k - 1) E[\log(T)] \]

\[ \geq k \log(2e) + \log(\Gamma(k)) - (k - 1) \log(2k), \] (100)

where the last step holds by Jensen’s inequality. Using \( \Gamma(k + 1) = k! \) and Stirling’s bound \( k! \geq \sqrt{2\pi} k^{k+1/2} e^{-k} \) we have

\[ \log(\Gamma(k)) = \log(k!) - \log(k) \]

\[ \geq \log(\sqrt{2\pi}) + (k - 1/2) \log(k) - k \log(e), \] (101)

that substituted into (100) gives (98).

**Theorem 27.** Entropy of a non-central chi-squared distribution \([16, \text{Eq. (8)}]\). The entropy of a non-central chi-squared distribution with 2k degrees of freedom and non-centrality parameter \( \lambda \), \( \chi_{2k}^2(\lambda) \) can
be bounded as
\[ h \left( \chi_{2k}^2(\lambda) \right) \leq \frac{1}{2} \log(8\pi e (k + \lambda)). \] (102)

\textbf{Proof:} Apply the Gaussian maximizes entropy principle. 

\section*{Appendix D

\textbf{Proof of Th. 16: Rate of the Phase Channel}}

Similarly to the derivation in the proof of Th. 15, we use the phase processing
\[ \Phi = \angle \left( \frac{1}{\sqrt{L}} \sum_{i \in [1:L]} Y_i \right) \oplus \angle \left( \frac{1}{\sqrt{L}} \sum_{i \in [1:L]} Y_{i-L} e^{-j\angle X_0} \right) \]
\[ \overset{\mathcal{D}}{=} X_1 \oplus N_1 \oplus \sqrt{L} X_0 | Z_1 + W_1 \oplus \sqrt{L} X_0 | Z_0 + W_0, \] (103)

where \( Z_0 \) and \( Z_1 \) are independent copies distributed as
\[ Z_1 \sim \frac{1}{L} \sum_{i \in [1:L]} e^{j(\Theta_i - \Theta_1)}. \] (104)

The expected value of \( Z_1 \) is:
\[
E[Z_1] = \frac{1}{L} \sum_{k \in [1:L]} E[e^{j(\Theta_k - \Theta_1)}] \\
= \frac{1}{L} \sum_{k \in [0:L-1]} e^{-k^2 \pi} \\
= \frac{1}{L} \left( 1 - e^{-\frac{\pi^2}{4L}} \right) = \kappa. \] (105)

Conditioned on \(|X_1| = x\), we can compute
\[
\text{Var} \left[ \sqrt{Lx} Z_1 + W_L \right] = E \left[ \left( \sqrt{Lx} Z_1 + W_L \right)^2 \right] \\
\leq \frac{\pi^2}{4} E \left[ 1 - \cos \left( \sqrt{Lx} Z_1 + W_L \right) \right] \] (106)

where
\[
E \left[ \cos \left( \sqrt{Lx} Z_1 + W_L \right) \right] = E \left[ \cos \left( \left| Z_1 + \sqrt{Lx} | Z_1 | + W_L \right) \right] \\
= E \left[ \cos(\text{Re}\{Z_1\}) \cos \left( \sqrt{Lx} | Z_1 | + W_L \right) \right] \] (107a)
\[
\geq E \left[ \text{Re}\{Z_1\} \cos \left( \sqrt{Lx} | Z_1 | + W_L \right) \right] \] (107b)
\[
\geq E \left[ \text{Re}\{Z_1\} 1(\text{Re}\{Z_1\} \geq 0) \left( 1 - \frac{2}{Lx^2 | Z_1 |^2} \right) + \text{Re}\{Z_1\} 1(\text{Re}\{Z_1\} < 0) \right] \] (107c)
\[
\geq E \left[ \text{Re}\{Z_1\} - 1(\text{Re}\{Z_1\} \geq 0) \frac{2}{Lx^2 | Z_1 |^2} \right] \] (107d)
\[
\geq E \left[ \text{Re}\{Z_1\} - \frac{2}{Lx^2 | Z_1 |^2} \right] \] (107e)
\[
\begin{align*}
&\geq \frac{1}{L} \left( 1 - e^{-\frac{\pi^2}{L}} \right) - \frac{2}{Lx^2} \left( \frac{2}{E |Z_1|^3} + \frac{1}{E |Z_1|^2} \right) \quad (107f) \\
&\geq \frac{1}{L} \left( 1 - e^{-\frac{\pi^2}{L}} \right) - \frac{2}{Lx^2} \frac{3}{E |Z_1|^3/2}, \quad (107g)
\end{align*}
\]

where \(1(\cdot)\) is the indicator function, step \((107a)\) is due to the circular symmetry of \(W_1\) and the addition formula of cosine, \((107b)\) holds because \(|Z_1| \leq 1\), \((107c)\) follows by \(\cos(x) \leq 1\) and by the result of \([3\text{ Lemma 6}]\), step \((107d)\) because \(\text{Re}\{Z_1\} \leq 1\), step \((107e)\) is obtained by subtracting \(1(\text{Re}\{Z_1\} < 0) \cdot 2/(L|xZ_1|^2)\), step \((107f)\) by applying the result of Appendix \(B\) and the last step by using \(|Z_1| \leq 1\) at the numerator and Jensen’s inequality at the denominator.

Putting everything together, we have:

\[
I_\phi \geq \frac{1}{2} \log \left( \frac{2\pi}{e} \right) - \frac{1}{2} E \left[ \log \left( \frac{\sigma^2}{L} + \frac{\pi^2}{2} \left( 1 - \kappa + \frac{6}{L|X_1|^3} \right) \right) \right] \quad (108a)
\]

\[
= \frac{1}{2} \log \left( \frac{2\pi}{e} \right) - \frac{1}{2} \log \left( \frac{2\pi}{L} E \left[ X_1^2 \right] + \frac{\pi^2}{2} \left( 1 - \kappa + \frac{6}{L\phi^3/2} \right) \right) + \frac{1}{2} E \left[ \log |X_1|^2 \right] \quad (108b)
\]

\[
= \frac{1}{2} \log \left( \frac{2\pi}{e^{1+\zeta}} \right) - \frac{1}{2} \log \left( \frac{\sigma^2}{L} + \frac{\pi^2}{2} \left( 1 - \kappa + \frac{6}{P\phi^3/2} \right) \right) \quad (108c)
\]

\[
= \frac{1}{2} \log \left( \frac{2\pi}{e^{1+\zeta}} \right) + \frac{1}{2} \log \left( \frac{2LP\phi^3/2}{2\sigma^2 P\phi^3/2 + \pi^2 (1 - \kappa) LP\phi^3/2 + 6\pi^2 L} \right), \quad (108d)
\]

where in \((108b)\) we used Jensen’s inequality, and in \((108c)\) the fact that \(E[\log |X_1|^2] = \log(PL^{-1}e^{-\zeta})\) where \(\zeta\) is the Euler-Mascheroni constant.

**APPENDIX E**

**PROOF OF LEMA 19**

The region in \((80)\) is obtained from the result in Th. 16. As in the proof in Th. 16 we consider the rate of the amplitude and the phase channel separately

- **Rate of the amplitude channel**: The achievable rate in the amplitude channel in \((65a)\) in Th. 16 is an increasing function in \(\phi\). Accordingly, a lower bound to this attainable rate is then obtained by using a lower bound on \(\phi\). To this end, let us consider

\[
E[|F|^2] = \phi \geq \frac{1}{L} \frac{1 - e^{-\frac{\sigma^2}{2\pi L}}}{1 - e^{-\frac{2\pi^2}{L^2}}} \quad (109a)
\]

\[
\geq \frac{1}{L} \left( 1 + (L - 1)e^{-\frac{\pi^2}{2}} \right) = \phi'. \quad (109b)
\]

By substituting \(\phi' = \phi\) in \((65a)\) yield we have

\[
R_{\parallel}(P, L, \sigma^2) \geq R_{\parallel}(P, L, \sigma^2)\big|_{\phi = \phi'} \quad (110a)
\]

\[
\geq 2 \log \left( \frac{1}{L} \left( 1 + (L - 1)e^{-\frac{\pi^2}{2}} \right) \right) + \log (P + 2) \quad (110b)
\]

\[
- \frac{1}{2} \log \left( 2 + 2P \left( 1 + (L - 1)e^{-\frac{\pi^2}{2}} \right) \frac{L}{L^2} + P^2 \left( 1 - (1 + (L - 1)e^{-\frac{\pi^2}{2}})^2 \right) \right) \quad (110c)
\]

\[
+ \frac{1}{2} \log \left( \frac{e}{30\pi} \right). \quad (110d)
\]
Through some standard manipulations we obtain
\[
\lim_{P \to \infty} \frac{\log P}{P^{\sigma_{2}=P^{\beta}, L=L^{\alpha}}} = \begin{cases} 
1 - 2\alpha & \beta > 0 \\
1 & \beta \leq 0.
\end{cases} \tag{111}
\]

For the term in (110c), the behavior at infinity is determined by the largest of the three terms in the summation. Accordingly:
\[
\lim_{P \to \infty} \frac{\log P}{P^{\sigma_{2}=P^{\beta}, \beta>0, L=L^{\alpha}}} = \lim_{P \to \infty} \frac{\log P}{P^{\sigma_{2}=P^{\beta}, \beta>0, L=L^{\alpha}}} = \lim_{P \to \infty} \max \left\{ -\frac{1}{2} \log \left( 2P \left( \frac{1+P^{\alpha}}{1-P^{\alpha}} \right) \right), -\frac{1}{2} \log \left( 2P \left( \frac{1}{1-P^{\alpha}} \right) \right), -\frac{1}{2} \log \left( P \left( 1 - \frac{1}{1-P^{\alpha}} \right) \right) \right\}
\]
\[
= -\max \left\{ \frac{1}{2} - \frac{\alpha}{2} \beta > 0, 1 - \max \left\{ 0, -\frac{\beta}{2} \right\} \right\},
\]
where we have used the fact that \(1 - \exp \{-P^{\beta} \} \geq 1/2P^{\beta} \) for some \(P_{0} \) large enough.

Using the fact that rates are positive defined, we obtain
\[
\lim_{P \to \infty} \frac{\log P}{P^{\sigma_{2}=P^{\beta}, L=L^{\alpha}}} = \begin{cases} 
0 & \beta > 0 \\
-\frac{\beta}{2} & 0 \leq \beta < -1 \\
\frac{1}{2} & \beta \leq -1.
\end{cases} \tag{112}
\]

**Rate of the phase channel:** Consider the expression in (65b) and notice this expression is increasing in \(\phi\). Similarly to the derivation of the GDoF of the rate of the amplitude, the assignment \(\phi = \phi'\) in (109b) provides a lower bound to the achievable rate. We obtain the expression
\[
R_{\perp}(P, L, \sigma^{2}) \geq R_{\perp}(P, L, \sigma^{2}) |_{\phi=\phi'} \tag{113a}
\]
\[
\geq \frac{1}{2} \log (2PL)
- \frac{1}{2} \log \left( 2\sigma^{2}P + \pi^{2}LP \left( 1 - \frac{1 - e^{-\frac{\sigma^{2}}{2}}}{L \left( 1 - e^{-\frac{\sigma^{2}}{2}} \right)} \right) + 6\pi^{2}L \left( 1 + (L-1)e^{-\frac{\sigma^{2}}{2}} \right)^{-\frac{3}{2}} \right)
\geq \frac{1}{2} \log (2PL)
- \frac{1}{2} \log \left( 3 \max \left\{ 2\sigma^{2}P, \pi^{2}LP \left( 1 - \frac{1 - e^{-\frac{\sigma^{2}}{2}}}{L \left( 1 - e^{-\frac{\sigma^{2}}{2}} \right)} \right), 6\pi^{2}L \left( 1 + (L-1)e^{-\frac{\sigma^{2}}{2}} \right)^{-\frac{3}{2}} \right\} \right) \tag{113b}
\]

The GDoF is now determined substantially by the limit of each of the terms in the logarithm of (113b). First, note that
\[
\lim_{P \to \infty} \frac{\log \left( P^{\alpha} - \frac{1 - e^{-\frac{1}{2}\sigma^{2}}}{1 - e^{-\frac{1}{2}\sigma^{2}}} \right)}{\log (P)} = \frac{1}{2} \min (\alpha + \beta, \alpha), \tag{114}
\]
where we have used the fact that $e^{-\frac{\sigma^2}{4}} = e^{-\frac{1}{2}p^{\beta - \alpha}}$ yields

$$
\lim_{P \to \infty} e^{-\frac{1}{2}p^{\beta - \alpha}} = \begin{cases} 
1 & \alpha > \beta \\
\frac{1}{\alpha} & \alpha = \beta \\
0 & \alpha < \beta,
\end{cases}
$$

(115)

and that

$$
\frac{1}{2} \log \left( \frac{6 \pi^2 L \left( \frac{1+(L-1) \sigma^2}{L} \right)^{-\frac{3}{2}}}{\log(P)} \right) \bigg|_{L=P^\alpha, \sigma^2=P^\beta} = \frac{\alpha}{2} + \frac{3}{4} \alpha 1(\beta > 0).
$$

(116)

Putting together the results above we have

$$
\lim_{P \to \infty} \frac{\log P}{\log P} \bigg|_{\sigma^2=P^\beta, L=P^\alpha} \geq \frac{1}{2} \left( \alpha + 1 - \max \left\{ \beta + 1, \alpha + \frac{3}{2} \alpha 1(\beta > 0), 1 + \min \{\alpha + \beta, \alpha\} \right\} \right)^{+}. \tag{117}
$$

Let us next simplify the expression in (117) for $\beta > 0$, which yields

$$
\lim_{P \to \infty} \frac{\log P}{\log P} \bigg|_{\sigma^2=P^\beta, L=P^\alpha} \geq \frac{1}{2} \left( \alpha + 1 - \max \left\{ \beta + 1, \frac{5}{2} \alpha, 1 + \alpha \right\} \right)^{+} = 0. \tag{118}
$$

For the case $\beta \leq 0$, instead

$$
\lim_{P \to \infty} \frac{\log P}{\log P} \bigg|_{\sigma^2=P^\beta, L=P^\alpha} \geq \frac{1}{2} \left( \alpha + 1 - \max \{\beta + 1, \alpha, \alpha + \beta + 1\} \right) \\
= \frac{1}{2} \min \{1, -\beta\}.
$$