Explicit holography for vector models at finite $N$, volume and temperature
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ABSTRACT: In previous work we constructed an explicit mapping between large $N$ vector models (free or critical) in $d$ dimensions and a non-local high-spin gravity theory on $AdS_{d+1}$, such that the gravitational theory reproduces the field theory correlation functions order by order in $1/N$. In this paper we discuss three aspects of this mapping. First, our original mapping was not valid non-perturbatively in $1/N$, since it did not include non-local correlations between the gravity fields which appear at finite $N$. We show that by using a bi-local $G - \Sigma$ type formalism similar to the one used in the SYK model, we can construct an exact mapping to the bulk that is valid also at finite $N$. The theory in the bulk contains additional auxiliary fields which implement the finite $N$ constraints. Second, we discuss the generalization of our mapping to the field theory on $S^d$, and in particular how the sphere free energy matches exactly between the two sides, and how the mapping can be consistently regularized. Finally, we discuss the field theory at finite temperature, and show that the low-temperature phase of the vector models can be mapped to a high-spin gravity theory on thermal AdS space.
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# 1 Introduction and summary

One of the simplest examples of the AdS/CFT correspondence [1] is the duality between the U($N$)-singlet sector of the theory of $N$ free complex scalar fields in $d$ space-time dimensions ($d > 2$) and a high-spin gravity theory on $AdS_{d+1}$ [2]. This example is free on the field theory side, and weakly coupled on the gravity side at large $N$, so in the large $N$ limit both sides are controllable (and this remains true also after deforming to the critical vector model). This suggests that at least order by order in $1/N$ it should be possible to explicitly map the field theory to the gravity side. Such an explicit mapping was presented in [3] (following [4]):\footnote{Note that there are two different approaches to rewriting the vector model in terms of bi-local fields and mapping them to the bulk. One approach [5, 6] uses the Hamiltonian language and bi-local operators at different points in space but at the same time; this breaks manifest Lorentz invariance and its relation to our approach is not clear. In particular, putting the theory at finite temperature is straightforward in the Hamiltonian approach, but as we discuss in section 4 it is non-trivial in our approach. Our approach, following [4], preserves Lorentz invariance (and, indeed, the full conformal group, giving strong constraints on the form of the mapping). In [4] only the $d = 2$ case was analyzed explicitly, and this case is more subtle because free scalar fields are not primary operators there, while [3] derived an explicit mapping for $d > 2$.} it rewrites the field theory as a non-local bulk theory of massless spin $J$ fields $\Phi_J$ on $AdS_{d+1}$, whose coupling constant is $1/N$. This mapping is derived by first
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changing variables in the field theory from the fields $\phi_I(x) \ (I = 1, \cdots, N)$ to a $U(N)$-invariant bi-local field

$$G(x_1, x_2) = \frac{1}{N} \sum_{I=1}^{N} \phi_I^*(x_1) \phi_I(x_2). \quad (1.1)$$

Then, the bi-local field is expanded in irreducible representations of the conformal group $\text{SO}(d+1,1)$ (we work in Euclidean space for simplicity). It was shown in [3] that the expansion of massless transverse traceless spin $J$ fields $\Phi_J$ on $AdS_{d+1}$ (with $J = 0, 1, 2, \cdots$) in representations of $\text{SO}(d+1,1)$ contains precisely the same representations, allowing a linear mapping (consistent with conformal invariance) between $G(x_1, x_2)$ and the bulk fields. It was conjectured that the resulting bulk action is equivalent in the classical limit to Vasiliev’s high-spin gravity theory on $AdS_{d+1}$ [7–9] (believed to be the unique consistent classical theory of high-spin fields on $AdS_{d+1}$), gauge-fixed such that it lives on a fixed $AdS_{d+1}$ background and such that the spin $J$ fields are transverse and traceless.\(^2\) Assuming that this is true, one may view the construction of [3] as providing an action for this high-spin gravity theory, which enables for the first time both the computation of the action for classical solutions, and a systematic evaluation of quantum corrections.

The existence of an explicit off-shell mapping between field theory and bulk gravity path integrals, as constructed in [3], is highly non-trivial. The construction guarantees that any bulk computations of correlation functions on $\mathbb{R}^d$ will match with the free field theory perturbatively in $1/N$, but many aspects of the mapping are not yet clear. In this paper we discuss three aspects and generalizations of the mapping of [3].

In section 2 we discuss how to perform the mapping for finite values of $N$. The mapping of [3] was constructed such that it is valid order by order in the $1/N$ expansion. However, for finite $N$ the bi-local fields (1.1) obey constraints on products of $(N+1)$ such fields that were not taken into account in [3], and which translate into similar constraints on products of bulk fields that must arise at finite $N$. We can take this into account by introducing\(^3\) independent bi-local fields $G$ and $\Sigma$, such that $\Sigma$ is a Lagrange multiplier implementing the condition that $G$ is equal to (1.1). This is similar to the standard method used, for instance, in the SYK model [15] (for vector models this was previously done for instance in [16], and the new thing we are doing is mapping this to the bulk). Integrating over the fields $\phi_I$.

\(^2\)It is not completely clear in the high-spin literature if Vasiliev’s equations of motion lead to a consistent theory and also if this theory is local at long distances, see for instance the discussions in [10, 11]. In our work we do not use any specific properties of Vasiliev’s theory; we construct an independent high-spin gravity theory directly from the CFT, and we believe that this should be equivalent to any other consistent formulation of a high-spin gravity theory. Whenever we refer to Vasiliev’s theory we refer only to general properties of this theory which are independent of the unclear details. Note also that our bulk actions (reviewed below) have quartic-in-derivative kinetic terms, so they include additional modes beyond the physical transverse traceless fields of high-spin gravity. This agrees with the fact that the action for high-spin gravity cannot be fixed off-shell to include only transverse traceless fields (even though this can be done on-shell); we conjecture that the extra modes we have are related to the extra off-shell modes appearing in high-spin gravity theories, but this is still under investigation, and understanding this may be important for comparing our results to perturbative constructions of the high-spin gravity action along the lines of [12–14]. However, this does not play a role in this paper.

\(^3\)We thank Douglas Stanford for suggesting this.
leads to an action for $G$ and $\Sigma$ which properly takes the constraints into account even at finite $N$. We can then map this action to the bulk, obtaining an extra set of bulk fields $\tilde{\Phi}_J$ which come from the auxiliary field $\Sigma$. The fields $\tilde{\Phi}_J$ may be viewed as auxiliary fields in the bulk, which implement also there the appropriate finite $N$ constraints; performing the path integral over them order by order in $1/N$ reproduces the bulk action of [3], but keeping them gives a consistent bulk theory even at finite $N$. Note that even at finite $N$ we can map the CFT to fields living on a fixed AdS background, and we do not need to introduce any sum over different geometries or topologies; presumably this is a special feature of high-spin gravity theories.

In section 3 we discuss the generalization of the mapping of [3], which was written for the field theory on $\mathbb{R}^d$, to a finite volume space, focusing on the sphere $S^d$. The generalization to $S^d$ is straightforward, since the theory on $S^d$ is related to the theory on $\mathbb{R}^d$ by a conformal transformation. However, understanding this generalization enables us to discuss two issues explicitly. First, the free energy on $S^d$ is finite (for finite $N$) and is one of the simplest observables in the vector models, so it is interesting to see how it is reproduced by the bulk gravitational theory. We find that in our finite $N$ formalism the sphere free energy is reproduced in a trivial way; it comes from a pre-factor in front of the bulk path integral, and does not receive any classical or quantum contributions from the bulk path integral. In the past, quantum corrections to naive versions of the bulk path integral of high-spin gravity (with specific off-shell continuations of Vasiliev’s equations of motion) were compared to the field theory result [17], suggesting that for $O(N)$ theories the gravitational bulk coupling is actually $1/(N − 1)$. We argue that in our case the bulk computation is actually different than what was assumed in previous works, and it does not suggest any such shift. Second, explicit computations, both in the bi-local formalism and in the bulk, require regularization. We discuss for the theory on $S^d$ which regularizations are needed on both sides, and how we can perform the mapping between the two sides for the regulated theories in a way that ensures that a consistent mapping will arise when the regulators are taken to infinity. Additional details of this are described in an appendix.

Finally, in section 4 we discuss the mapping to the bulk at finite temperature. Imposing the projection to $U(N)$ singlets at finite temperature is more complicated and requires introducing and integrating over a $U(N)$ holonomy, and we do not know how to map the field theory with the holonomy to the bulk. However, at large $N$, the integral over the holonomy is governed by a saddle point. In particular if we take the large $N$ limit before the large volume limit, the theory is in a low-temperature “confining” phase governed by a uniform distribution of the holonomy eigenvalues, while if we take the large volume limit first, the theory is in a “deconfined” phase with the holonomy matrix equal to the identity matrix. In the former case we show that at leading order in the saddle point approximation we can use the same mapping to the bulk as for zero temperature, and we obtain the same bulk theory but on a thermal AdS space, as expected. In the latter case we argue that the mapping must be modified, and presumably this corresponds to a bulk theory on some “black hole” background; we leave the understanding of this case to future work.

4The generalization of our results here for $U(N)$-singlets made from complex scalar fields to $O(N)$-singlets made from real scalar fields is straightforward.
2 Finite N

In this section we derive the AdS dual of a theory of $N$ free scalar fields at finite $N$. We start by reviewing how $[18]$ mapped the path integral of $N$ free complex scalar fields$^5 \phi_I(x)$ to a path integral of $U(N)$-invariant bilocals $G(x_1, x_2)$, which is only valid at large $N$ since at finite $N$ the bilocals obey constraints that were ignored. We then show how to make the bilocal path integral valid at finite $N$ by introducing a new bilocal field $\Sigma(x_1, x_2)$, and demonstrate how this path integral exhibits the expected finite $N$ constraints. We then describe how to map the finite $N$ bilocal theory to the bulk, as was done at large $N$ in $[3]$, and show how the finite $N$ constraints set the amplitude of empty AdS to zero. Finally, we generalize to the critical $U(N)$ theory.

2.1 Review of the bilocal theory at large $N$

We start with the local path integral for the free theory of $N$ complex scalars $\phi_I(x)$:

$$Z = \int D\phi_I(x) \exp(-S[\phi]), \quad S[\phi] \equiv \sum_{I=1}^{N} \int d^d x [\nabla \phi_I(x)]^2,$$  \hspace{1cm} (2.1)

which we would like to rewrite as a path integral in terms of the $U(N)$-invariant bilocal $G(x_1, x_2)$ defined in (1.1). We will regulate the theory by placing it on a lattice of $V$ points, which provides both an IR and a UV regulator, so that $G(x_1, x_2)$ is a Hermitian $V \times V$ matrix. We then introduce $G(x_1, x_2)$ by inserting a delta function as

$$Z = \int DG(x_1, x_2) D\phi_I(x) \exp(-S[\phi]) \prod_{x_1, x_2} \delta \left( G(x_1, x_2) - \frac{1}{N} \sum_I \phi_I^*(x_1) \phi_I(x_2) \right),$$

$$= \int DG(x_1, x_2) D\phi_I(x) \exp(-S[\phi]) \int D\tilde{\Sigma}(x_1, x_2) \exp \left( 2\pi i \text{Tr} \left( \tilde{\Sigma} G - \frac{1}{N} \sum_I \phi_I \tilde{\Sigma} \phi_I^* \right) \right),$$  \hspace{1cm} (2.2)

where in the second line we write the delta function as a path integral, and view $\phi_I^*(x_1) \phi_I(x_2)$ as a $V \times V$ matrix.$^6$ The continuum limit is reached by taking $V \to \infty$, in which case matrix traces become continuum integrals as $\text{Tr}(G) \equiv \int d^d x G(x, x)$ and $(GH)(x_1, x_2) \equiv \int d^d x_3 G(x_1, x_3) H(x_3, x_2)$. We then use the delta function to set $S[\phi] = S_{\text{free}}[G]$, which we can write explicitly in the continuum limit as

$$S_{\text{free}}[G] = N \int d^d x_1 \partial_1, \partial_2, G(x_1, x_2)|_{x_2=x_1}.$$  \hspace{1cm} (2.3)

The integrals over $\phi_I$ in (2.2) are then simple Gaussian integrals that give (up to an $N$-dependent constant):

$$Z = \int DG(x_1, x_2) \exp(-S_{\text{free}}[G]) \int D\tilde{\Sigma}(x_1, x_2) \exp \left( 2\pi i \text{Tr} (\tilde{\Sigma} G) \right) |\text{det}(\tilde{\Sigma})|^{-N}.$$  \hspace{1cm} (2.4)

$^5$The results of this section can be easily extended to real scalar fields and $O(N)$-invariant bilocals, following the modifications discussed in $[3]$.

$^6$For the path integral to be finite we need to add a $-\epsilon \text{Tr}(\tilde{\Sigma}^2)$ for convergence, and take $\epsilon = 0$ at the end.
Note that this step is not rigorous, since the integrals over \( \phi_I \) diverge and require different analytic continuations depending on the sign of the eigenvalues of \( \tilde{\Sigma} \), and the resulting integral over \( \tilde{\Sigma} \) in (2.4) diverges near \( \tilde{\Sigma} = 0 \); we will ignore these issues for now and fix them in the next subsection.

Finally, we change variables to \( \Sigma' = \tilde{\Sigma} G \) and integrate over \( \Sigma' \) to get (up to \( N \) and \( V \)-dependent constants):

\[
Z = \int DG(x_1, x_2) \exp(-S_{\text{free}}[G]) |\det(G)|^{N-V},
\]

which explicitly depends on the regularization \( V \). Note that this expression only converges if \( V \leq N \), so if we want to consider the \( V \to \infty \) continuum limit, then we must first take \( N \to \infty \); this is related to finite-\( N \) constraints on \( G \) that we discuss below. Since the action is proportional to \( N \), we can perform a large \( N \) expansion around the saddle point of (2.5) which is simply the free scalar propagator

\[
G_0(x_1, x_2) = \frac{\Gamma(d/2 - 1)}{4\pi^{d/2}} |x_{12}|^{2-d},
\]

where \( x_{12} \equiv |x_1 - x_2| \), which yields the expected \( V \)-independent answer for correlators in the free theory [3, 18]. Note that the bilocal action is interacting, so to get the free theory result one must cancel different nonzero contributions at each order in \( 1/N \).

### 2.2 Bilocal theory at finite \( N \)

To define the continuum bilocal action at finite \( N \), we must take \( V \to \infty \) at finite \( N \), so the approach above is not suitable, and we will describe a different approach here. We start with the continuum version of the path integral in (2.2) over \( G(x_1, x_2) \), \( \tilde{\Sigma}(x_1, x_2) \), and \( \phi_I(x) \). We change variables in the path integral to

\[
\eta(x_1, x_2) = N(G(x_1, x_2) - G_0(x_1, x_2)), \quad \Sigma(x_1, x_2) = \frac{1}{N} \tilde{\Sigma}(x_1, x_2),
\]

which has a trivial Jacobian.\(^7\) We then perform the Gaussian integral over \( \phi_I(x) \), this time keeping \( S[\phi] \) as a function of \( \phi_I(x) \) so that the Gaussian path integral over \( \phi_I \) is convergent, to get the path integral

\[
Z = \int D\eta(x_1, x_2) \int D\Sigma(x_1, x_2) \exp(-S[\eta, \Sigma]), \quad S[\eta, \Sigma] = -2\pi i \text{Tr}(\Sigma \eta) - NW[\Sigma],
\]

where the integral over \( \phi \) gives (using the fact that \( G_0 \) is minus the inverse of the Laplacian)

\[
W[\Sigma] = \frac{1}{N} \log \left[ \int D\phi_I(x) \exp \left( -\int d^d x \sum_{i=1}^N \partial_i \phi_I(x) \partial_i \phi_I(x) - 2\pi i \text{Tr} \left( \Sigma \eta(\phi_I) \right) \right) \right]
\]

\[
= \text{Tr} \left( 2\pi i G_0 \Sigma \right) - \log(\det[-(\Box - 2\pi i \Sigma)/\pi])
\]

\[
= \log(Z_\phi) + \text{Tr} \left( 2\pi i G_0 \Sigma - \log(1 + 2\pi i G_0 \Sigma) \right),
\]

\(^7\)In the large \( N \) approach in [3], we defined \( \eta(x_1, x_2) \) as a fluctuation around the large \( N \) saddle \( G_0(x_1, x_2) \), where we rescaled \( \eta(x_1, x_2) \) by \( \sqrt{N} \) for convenience in the large \( N \) expansion. Here, we use a different normalization.
where \( \tilde{\eta}[\phi_I](x_1, x_2) \equiv \sum_I \phi^*_I(x_1)\phi_I(x_2) - NG_0(x_1, x_2) \), and we define the usual free scalar partition function

\[
Z_0 = \int D\phi(x) \exp \left( -\int d^d x \partial_i \phi^*(x) \partial_i \phi(x) \right) = \det(\pi G_0),
\]

(2.10)

which is divergent in the continuum limit, and so will depend explicitly on \( V \). Note that unlike the large \( N \) action in (2.5), the \( V \) dependence here is just in an overall factor multiplying the path integral.

To derive the Feynman rules for this path integral, we expand the action (2.8) to quadratic order in \( \Sigma \) and \( \eta \) to get

\[
S^{(2)}[\eta, \Sigma] = \int d^d x_1 d^d x_2 d^d x_3 d^d x_4 \times \frac{1}{2} \left[ \eta(x_1, x_2) 2\pi \Sigma(x_1, x_2) \right] \left[ \begin{array}{c} 0 \\ -i\delta(x_1, x_4)\delta(x_2, x_3) \\ -i\delta(x_1, x_4)\delta(x_2, x_3) \end{array} \right] \left[ \begin{array}{c} \eta(x_3, x_4) \\ NG_0(x_1, x_4)G_0(x_2, x_3) \\ NG_0(x_1, x_4)G_0(x_2, x_3) \end{array} \right],
\]

(2.11)

which yields the contractions

\[
\eta(x_1, x_2)2\pi \Sigma(x_3, x_4) = \cdots = i\delta(x_1 - x_4)\delta(x_2 - x_3),
\]

(2.12)

\[
\eta(x_1, x_2)\eta(x_3, x_4) = \cdots = NG_0(x_1, x_4)G_0(x_2, x_3).
\]

Higher order vertices come only from \( W[\Sigma] \) and include the \( \Sigma \)-only \( n \)-point vertices \((n \geq 3)\)

\[
\prod_{i=1}^n (2\pi \Sigma(x_i, y_i)) \text{ vertex} = \cdots = N^{(n-i)^n} \frac{n!}{n!} G_0(y_1, x_2)G_0(y_2, x_3) \cdots G_0(y_n, x_1).
\]

(2.13)

Since there are no \( \Sigma \) self-contractions, the theory has no loop diagrams. Up to permutations, there is a single connected diagram for \( \langle \eta^n \rangle \) with \( n > 2 \), which comes from contracting it with the \( \Sigma^n \) vertex. As a result, the theory requires no further regularization (or counter-terms) and is well-defined for finite \( N \), manifestly giving the same answers as the free field contractions. This contrasts with the large \( N \) path integral discussed in the previous subsection, whose diagrammatic expansion requires counter-terms and nontrivial cancellations at each order in \( 1/N \) to get the expected cancellation of these corrections. Since the \( 1/N \) expansion of free theory correlators is exact, there is ultimately no difference between the large \( N \) and finite \( N \) formulations for these observables.

Note that by construction, if we integrate out \( \Sigma \) order by order in perturbation theory in \( 1/N \) we get back the action of section 2.1. However, non-perturbatively it is not clear how to perform this integral over \( \Sigma \). The main difference between the large \( N \) path integral of section 2.1 and the finite \( N \) path integral (2.8) is that only the latter exhibits the non-linear off-shell constraints between products of \( N + 1 \) bilocals \( G(x_1, x_2) \), which come from the
definition in (1.1) in terms of \( \phi_I(x) \); this is a consistency check on our finite \( N \) formalism. For instance, for \( N = 1 \) we expect the constraints

\[
N = 1 : \quad G(x_1, x_2)G(x_3, x_4) = G(x_1, x_4)G(x_3, x_2). \tag{2.14}
\]

For general \( N \), we can consider the points \( x_1, \ldots, x_{N+1} \) and \( y_1, \ldots, y_{N+1} \), and then the constraint on the \((N + 1) \times (N + 1)\) matrix \( \hat{G}_{ij} \equiv G(x_i, y_j) \) is that it has determinant zero:

\[
\det(\hat{G}) = \sum_{\sigma \in S_{N+1}} (-1)^\sigma G(x_1, y_{\sigma(1)}) \cdots G(x_{N+1}, y_{\sigma(N+1)}) = 0, \tag{2.15}
\]

which follows from the definition (1.1), and reduces to (2.14) when \( N = 1 \). We can also consider the constraints using the finite \( V \) regularization, in which case \( G(x_1, x_2) \) is a \( V \times V \) matrix that must satisfy the constraint

\[
\text{rank}(G) \leq N. \tag{2.16}
\]

This follows from the fact that we can write \( N \) functions \( \phi_I(y) \) as linear combinations of \( N \) rows \( G(x_1, y) \) for all \( y \) and some \( x_1, \ldots, x_N \), so that any other row \( G(x, y) \) can be written as a linear combinations of the other \( N \) rows \( G(x_1, y) \). When all the \( \phi_I \)'s are different, we saturate the bound \( \text{rank}(G) = N \). These constraints are not taken into account in the large \( N \) path integral (2.5).

To see these constraints in the finite \( N \) path integral (2.8), we integrate over \( \Sigma \), which localizes the \( \eta \) integration measure to configurations that satisfy (2.15) (or equivalently (2.16)). In more detail, let \( f[\eta] \) be a functional of \( \eta(x_1, x_2) \). In the \( \Sigma \) path integral (2.8) \( \eta \) couples only linearly to \( \Sigma \), and \( \Sigma \) couples inside (2.9) only linearly to \( \tilde{\eta} \). As a result, integration by parts gives

\[
\int D\Sigma(x_1, x_2) f[\eta] \exp(-S[\eta, \Sigma]) = Z_\phi N \int D\Sigma(x_1, x_2) e^{2\pi i Tr(\Sigma \eta)} \langle f[\eta][\phi_I] \rangle e^{-2\pi i Tr(\Sigma \tilde{\eta}[\phi_I])} \phi, \tag{2.17}
\]

where \( \langle \rangle_\phi \) denotes the expectation value in the local path integral (2.1). Now take \( f[\eta] = f[N(G - G_0)] \) to be any of the constraints (2.15). Since \( f[\eta] = 0 \) vanishes as an operator in the local theory, the right-hand side must also vanish inside the path integral.

### 2.3 AdS/CFT map

We will now write down the finite \( N \) map between these bilocal fields and bulk fields living on a fixed anti-de Sitter background for every integer spin \( J \). For \( \eta \), the map is the same as in [3], which we briefly review now. We start by expanding \( \eta(x_1, x_2) \) in the complete basis [19]

\[
\eta(x_1, x_2) = \sum_{J=0}^{\infty} \int \frac{d\Delta}{2\pi i} \int d^d y C_{\Delta, J}(y) \langle \mathcal{O}_{\Delta_0}(x_1) \hat{\mathcal{O}}_{\Delta_0}(x_2) \mathcal{O}_{\Delta, J}(y) \rangle, \tag{2.18}
\]

where the basis elements are “3-point functions”\(^8\) of scalar operators \( \mathcal{O}_{\Delta_0} \) and \( \hat{\mathcal{O}}_{\Delta_0} \) that have the same scaling dimension \( \Delta_0 = \frac{d-2}{2} \) as a free scalar field and an operator \( \hat{\mathcal{O}}_{\Delta, J} \) of

---

\(^8\)Note that while the harmonic basis resembles a three point function, it does not correspond to a correlator in a physical CFT, and is simply a useful basis for conformally-covariant functions.
scaling dimension $\Delta$ and spin $J$, namely

$$\langle O_{\Delta_0}(x_1) \hat{O}_{\Delta_0}(x_2) O_{\Delta,J}(x_3) \rangle = \frac{Z^{i_1} \ldots Z^{i_J} - \text{traces}}{x_{12}^{\Delta_0-\Delta+J} x_{13}^{\Delta-J} x_{23}^{-\Delta}}, \quad (2.19)$$

where $Z^i \equiv x_{13}^{i_1} - x_{13}^{i_2}, x_{ij} \equiv x_i - x_j$, and we will in general suppress spin indices for simplicity.

The contours $\gamma_J$ of the $\Delta$ integrals in (2.18) go over the principal series $\Delta = \frac{d}{2} + is$ for real $s$, except for $J = 0$ and $d < 4$ where we deform the contour [3] to ensure that the pole at $\Delta = 2\Delta_0 = d - 2$ of the scalar single-trace operator in the free theory appears on the same side of the contour as the other spin $J$ single-trace operators with scaling dimension $d - 2 + J$. The expansion (2.18) exists when $\eta(x_1, x_2)$ is Hermitian ($\eta^*(x_1, x_2) = \eta(x_2, x_1)$) and satisfies the conditions [19]

1. $\lim_{x_2 \to x_1} \eta(x_1, x_2)$ should be finite.

2. At large $|x_1 + x_2|$ (and fixed difference) $\eta(x_1, x_2)$ should decay.\footnote{In [3], a related map was also derived for $\eta(x_1, x_2)$ that does not satisfy this condition.}

3. At large $|x_1|$ and fixed $x_2$

$$\eta(x_1, x_2) \sim |x_1|^{-2\Delta_0} \cdot \text{Power series in } \frac{1}{|x_1|}. \quad (2.20)$$

4. $\eta(x_1, x_2)$ must be smooth.

For $d > 4$, we can use the orthogonality and completeness relations of the 3-point basis, as reviewed in appendix A of [20], to invert (2.18) and write $C_{\Delta,J}(y)$ in terms of $\eta(x_1, x_2)$ as

$$d > 4: \quad C_{\Delta,J}(y) = \frac{1}{2} \frac{1}{N_{\Delta,J}} \int d^dx_1 d^dx_2 \eta(x_1, x_2) \langle O_{\Delta_0}(x_1) \hat{O}_{\Delta_0}(x_2) O_{\Delta,J}(y) \rangle, \quad (2.21)$$

where the normalization $N_{\Delta,J}$ is

$$N_{\Delta,J} = \frac{\pi^{3d} \Gamma(J+1)}{2^{J-1} \Gamma \left( \frac{d}{2} + J \right)} \frac{\Gamma \left( \Delta - \frac{d}{2} \right)}{\Gamma \left( \Delta - 1 \right) \left( \Delta + J - 1 \right) \Gamma \left( \Delta - 1 \right) \left( \Delta + J - 1 \right)}, \quad (2.22)$$

and tildes over dimensions denote $\tilde{\Delta} \equiv d - \Delta$.

We then consider spin $J$ transverse traceless bulk fields $\Phi_J(x, z)$ defined on $\text{AdS}_{d+1}$ using the Poincaré coordinates

$$ds^2 = \frac{dx^i dx^i + dz^2}{z^2}. \quad (2.23)$$

We expand these fields in the complete basis of bulk-to-boundary propagators

$$\Phi_J(x, z) = \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int d^d y f_{\Delta,J} C_{\Delta,J}(y) G_{\Delta,J}(x, z|y), \quad (2.24)$$
and identify the bulk coefficient $C_{\Delta,J}(y)$ with the same coefficient appearing in the bi-local expansion (2.18), up to a multiplicative factor $f_{\Delta,J}$ that is not fixed by conformal symmetry (it is related to the freedom of performing field redefinitions in the bulk). This identification implies that the contour $\gamma,J$ in (2.24) is the same as the one in the bi-local expansion. The basis elements in (2.24) are the bulk-to-boundary propagators in AdS space, defined by the differential equation

$$\left(\nabla^2_{x,z} - M^2_{\Delta,J}\right)G_{\Delta,J}(x,z|y) = 0, \quad \nabla^2_{x,z} \equiv z^{d+1}\partial_z \left(z^{-d+1}\partial_z\right) + z^2 \nabla^2_x,$$

(2.25)

where $M^2_{\Delta,J} \equiv \Delta(\Delta - d) - J$, and by the $z \to 0$ boundary condition

$$G_{\Delta,J}(x,z|y) = z^{\Delta - J}\langle O_{\Delta,J}(x)O_{\Delta,J}(y)\rangle + z^{d-\Delta - J}S_B^{\Delta,J}\delta_J^{TT}(x-y) + \ldots .$$

(2.26)

Here $\delta_J^{TT}(x)$ denotes a delta function with $2J$ suppressed lower indices for spin $J$ traceless transverse functions on the boundary $\mathbb{R}^d$, and we define the bulk shadow coefficient

$$S_B^{\Delta,J} \equiv \frac{\pi^{\frac{d}{2}\Gamma(\Delta - \frac{d}{2})}}{(J + \Delta - 1)\Gamma(\Delta - 1)}.$$  

(2.27)

The expansion (2.24) assumes that $\Phi_J(x,z)$ decays in the small $z$ limit as $z^{\frac{d}{2} - J}$ for $d > 4$, and $\Phi_J(x,z)$ should also decay at large $x$, which corresponds to $\eta(x_1,x_2)$ decaying at large $|x_1 + x_2|$. The CFT-to-AdS map and its inverse now simply follow from a convolution of the bulk and CFT bases, and takes the explicit form

$$d > 4 : \quad \Phi_J(x,z) = \frac{1}{2} \int_{\gamma,J} \frac{d\Delta}{2\pi i} \frac{f_{\Delta,J}}{N_{\Delta,J}} \int d^d y \int d^d x_1 d^d x_2 G_{\Delta,J}(x,z|y)\langle O_{\Delta_0}(x_1) \hat{O}_{\Delta_0}(x_2) O_{\Delta,J}(y)\rangle \eta(x_1,x_2),$$

$$\eta(x_1,x_2) = \sum_{J=0}^{\infty} \int_{\gamma,J} \frac{d\Delta}{2\pi i} \int d^d y \int d^d x_1 d^d x_2 G_{\Delta,J}(x,z|y) \frac{2^{\Delta}(\frac{d}{2} + J)}{\pi^{d/2}(J + 1)\Gamma(J + 1)} \langle O_{\Delta_0}(x_1) \hat{O}_{\Delta_0}(x_2) O_{\Delta,J}(y)\rangle \Phi_J(x,z),$$

where $\alpha_J$ comes from the bulk orthogonality relation and has the value

$$\alpha_J \equiv \frac{2^{\Delta}(\frac{d}{2} + J)}{\pi^{d/2}(J + 1)\Gamma(J + 1)}.$$  

(2.29)

For $d < 4$, the expansion of the bilocal in (2.18) does not converge, so we must define an auxiliary bilocal and derive the map in terms of that. As shown in [3], this ultimately gives the modified CFT-to-AdS map

$$d < 4 : \quad \Phi_J(x,z) = \frac{1}{2} \int_{\gamma,J} \frac{d\Delta}{2\pi i} \int d^d y \int d^d x_1 d^d x_2 \frac{f_{\Delta,J}}{\lambda_{\Delta,J} N_{\Delta,J}} G_{\Delta,J}(x,z|y) \langle O_{\Delta_0}(x_1) \hat{O}_{\Delta_0}(x_2) O_{\Delta,J}(y)\rangle \nabla_1^2 \nabla_2^2 \eta(x_1,x_2),$$

(2.30)

\[10\] A map for non-decaying $\Phi_0$ was also derived in [3].
while the AdS-to-CFT map is the same as the $d > 4$ case in (2.28) except that we need to replace the $J = 0$ term by

$$
\int_{\gamma_0} \frac{d\Delta}{2\pi i} \int dy \int \frac{dx dz}{z^{d+1}} \langle O_{\Delta_0}(x_1) \hat{O}_{\Delta_0}(x_2) \rangle \frac{G_{\Delta_0}(x,z|y)}{\alpha_0 N_{\Delta_0} \lambda_{\Delta_0} f_{\Delta_0}} \times \left( \nabla^2_{\Delta_0} - M^2_{d-2,0} \right) \left( \nabla^2_{\Delta_0} - M^2_{d,0} \right) \Phi_0(x,z).
$$

(2.31)

Here $\lambda_{\Delta,J}$ is the eigenvalue of the bi-local Laplacian in the conformal basis and is given for any $d$ by

$$
\lambda_{\Delta,J} = \left( M^2_{\Delta,J} - M^2_{d+J,J} \right) \left( M^2_{\Delta,J} - M^2_{d+J-2,J} \right).
$$

(2.32)

We can similarly expand $\Sigma(x_1, x_2)$ in terms of another set of bulk fields $\tilde{\Phi}_J$. From the term $\text{Tr}(\eta \Sigma)$ in the bilocal action (2.8), we see that $\Sigma$ transforms under conformal transformations as a product of two $\Delta_0 = \frac{d+2}{2}$ scalar primaries, and so can be expanded in the complete basis\textsuperscript{11,12}

$$
\Sigma(x_1, x_2) = \sum_{j=0}^{\infty} \int_{\gamma_j} \frac{d\Delta}{2\pi i} \int dy \tilde{C}_{\Delta,J}(y) \langle O_{\Delta_0}(x_1) \hat{O}_{\Delta_0}(x_2) O_{\Delta,J}(y) \rangle,
$$

(2.34)

which can be thought of as a “shadow version” of (2.18), and the contour $\gamma_J$ is the same as there. For this expansion to converge, we require the same boundary conditions for $\Sigma(x_1, x_2)$ that we gave for $\eta(x_1, x_2)$ in (2.20), except that we modify the third condition to

$$
\Sigma(x_1, x_2) \sim \frac{1}{|x_1|^{d+2}} \cdot \text{Power series in } \frac{1}{|x_1|}.
$$

(2.35)

We then expand a new set of spin $J$ transverse traceless bulk fields $\tilde{\Phi}_J(x, z)$

$$
\tilde{\Phi}_J(x, z) = \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int dy \tilde{f}_{\Delta,J}(y) \tilde{C}_{\Delta,J}(y) G_{\Delta,J}(x, z|y),
$$

(2.36)

where $\tilde{f}_{\Delta,J}$ parameterize bulk field redefinitions, analogous to $f_{\Delta,J}$ in (2.24). We can then convolve (2.35) with (2.36) to get the map

$$
\Sigma(x_1, x_2) = \sum_{j=0}^{\infty} \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int dy \int \frac{dx dz}{z^{d+1}} \alpha_J N_{\Delta,J} \tilde{f}_{\Delta,J}(y) \langle O_{\Delta_0}(x_1) \hat{O}_{\Delta_0}(x_2) O_{\Delta,J}(y) \rangle \tilde{\Phi}_J(x, z),
$$

(2.37)

\textsuperscript{11}As a check, we can compute the two point function of $\eta$ using the conformal basis of the $C_{\Delta,J}$ and $\tilde{C}_{\Delta,J}$, as was done in appendix B of [3] for the large $N$ path integral in terms of just $C_{\Delta,J}$. In the conformal basis, the $\eta, \Sigma$ paring becomes

$$
\text{Tr} (\Sigma \eta) = \sum_{j=0}^{\infty} \int_{\gamma_J} \frac{d\Delta}{2\pi i} \int dy N_{\Delta,J} C_{\Delta,J}(y) \tilde{C}_{\Delta,J}(y).
$$

(2.33)

This implies that the analysis with only $C_{\Delta,J}$ will generalize to the $C_{\Delta,J}, \tilde{C}_{\Delta,J}$ case as long as the on-shell result is spanned by the products $\langle O_{\Delta_0}(x_1) \hat{O}_{\Delta_0}(x_2) O_{\Delta,J}(y) \rangle \langle O_{\Delta_0}(x_3) \hat{O}_{\Delta_0}(x_4) O_{\Delta,J}(y') \rangle$, as we expect.

\textsuperscript{12}The $\tilde{C}_{\Delta,J}$ here are not to be confused with the same notation we used in [3] for the $d < 4$ theory.
where for \( d < 4 \) we again replace the \( J = 0 \) term by

\[
\int \frac{d\Delta}{2\pi i} \int d^d y \int d^{d+1} \frac{d^2 x d^2 z}{z \Delta} \left( \mathcal{O}_{\Delta}^0(x_1) \tilde{\mathcal{O}}_{\Delta}^0(x_2) \mathcal{O}_{\Delta}^0(y) \right) \frac{G_{\Delta,0}(x,z|y)}{\alpha_J N_{\Delta,0} f_{\Delta,0} \lambda_{\Delta,0}}
\]

\[
\times \left( \nabla_{x,z}^2 - M_{d-2,0}^2 \right) \left( \nabla_{x,z}^2 - M_{d,0}^2 \right) \tilde{\Phi}_0(x,z).
\]

(2.38)

Note that we replaced \( \Delta \rightarrow \tilde{\Delta} \) relative to the \( \eta \) map (2.28) for later convenience.

### 2.4 Bulk dual at finite \( N \)

We can now use the AdS/CFT maps for \( \eta \) and \( \Sigma \) to derive the finite \( N \) bulk action from the bilocal action (2.8). In the large \( N \) case considered in [3], we chose the specific bulk field redefinition

\[
f^{\text{local}}_{\Delta,J} = \left( -1 \right)^J \frac{S_{B,\Delta,J}}{S_{\Delta,0,0}} \right)^{\frac{1}{2}}
\]

(2.39)

to get a local quadratic term in the bulk. In the finite \( N \) case we consider now, we first choose \( \tilde{f}_{\Delta,J} \) to be

\[
\tilde{f}_{\Delta,J} = \frac{2}{\alpha_J f_{\Delta,J}}
\]

(2.40)

which for any \( f_{\Delta,J} \) makes the bulk version of \( \text{Tr}(\eta \Sigma) \) local:

\[
\int dx_1 dx_2 \Sigma(x_2,x_1) \eta(x_1,x_2) = \sum_{J=0}^{\infty} \int d^d x d^d z \tilde{\Phi}_J(x,z) \Phi_J(x,z),
\]

(2.41)

as follows from the completeness and orthogonality relations in appendix A of [20]. Another advantage of this choice is that the Jacobian of the combined change of variables from the AdS/CFT maps (2.28) and (2.37) is 1, so that the partition function (2.8) (without any overall factors) can be written as

\[
Z_{\text{bulk}} = \int D\Phi_J(x,z) D\tilde{\Phi}_J(x,z) \exp \left( 2\pi i \sum_{J=0}^{\infty} \int d^d x d^d z \tilde{\Phi}_J(x,z) \Phi_J(x,z) + NW[\tilde{\Phi}_J] \right),
\]

(2.42)

where \( W[\tilde{\Phi}_J] \) is a non-local expression given by substituting (2.37) into \( W[\Sigma] \) in (2.9).

In (2.42), \( N \) can be any real positive number\(^\text{13}\) and is identified with the inverse gravitational constant \( G_N = 1/N \) of the higher-spin gravity theory. We can then choose \( f_{\Delta,J} = \tilde{f}^{\text{local}}_{\Delta,J} \) so that we obtain a local bulk action up to quadratic order in the fields,

\[
S^{(2)}[\Phi_J, \tilde{\Phi}_J] = \sum_{J=0}^{\infty} \int d^d x d^d z \frac{1}{\alpha_J N \Pi_{d,J-J,J}(x_1,x_1|x_2,x_2) - \Pi_{d,J,J-J,J}(x_1,x_1|x_2,x_2)} \left[ \Phi_J(x,z) \right] \left[ 2\pi \tilde{\Phi}_J(x,z) \right].
\]

(2.43)

\(^\text{13}\)For non-integer values of \( N \) the theory may be non-unitary, as in [21].
which gives a local propagator in the bulk Feynman rules

\[
\Phi_{J_1}(x_1, z_1) 2\pi \Phi_{J_2}(x_2, z_2) = \ldots = i \delta_{J_1, J_2} z_1^{d+1} \delta^{(d)}(x_1 - x_2) \delta(z_1 - z_2),
\]

\[
\Phi_j(x_1, z_1) \Phi_j(x_2, z_2) = \ldots = \frac{\alpha_j N \Pi^{TT}_{d-2+J, J}(x_1, z_1 | x_2, z_2) - \Pi^{TT}_{d+J, J}(x_1, z_1 | x_2, z_2)}{M^2_{d+J, J} - M^2_{d+J-2, J}}.
\] (2.44)

Here, \( \Pi^{TT}_{d-2+J, J}(x_1, z_1 | x_2, z_2) \) is the traceless transverse bulk-to-bulk propagator defined in [3] by the differential equation

\[
(\nabla^2_{x,z} - M^2_{\Delta, J}) \Pi^{TT}_{\Delta, J}(x_1, z_1 | x_2, z_2) = \delta^{TT}(x_1, z_1 | x_2, z_2),
\] (2.45)

and by the \( z_2 \to 0 \) boundary condition

\[
\Pi^{TT}_{\Delta, J}(x_1, z_1 | x_2, z_2) = \begin{cases} z_2^{\Delta-J} C_{\Delta, J} G_{\Delta, J}(x_1, z_1 | x_2) + O(z_2^{\Delta-J+1}) & \Delta < d - J + 4 \\ \text{O}(z_2^{d-2J+4}) & \Delta \geq d - J + 4, \end{cases}
\] (2.46)

where \( \delta^{TT} \) is a delta function for traceless transverse functions that is defined in [3], and the normalization is

\[
C_{\Delta, J} \equiv \frac{(J + \Delta - 1)\Gamma(\Delta - 1)}{2\pi^2 \Gamma(\Delta + 1 - \frac{d}{2})}.
\] (2.47)

The rest of the vertices come from \( W[\tilde{\Phi}] \). Since these are \( \tilde{\Phi}^n \) vertices \( (n \geq 3) \), there are no bulk loop diagrams and no need for counter-terms. Up to permutations there is a single (tree level) connected diagram that contributes to \( \langle \Phi_{J_1} \cdots \Phi_{J_n} \rangle \), which gives exactly the mapping of the free \( U(N) \) result.

As in section 2.2, order by order in \( 1/N \) we can integrate out \( \tilde{\Phi} \) to obtain an action for \( \Phi \) which is the same as the action constructed in [3]; this action has the same physical field content as Vasiliev’s higher spin gravity theory and it was conjectured to be a gauge-fixed form of this theory. However, to define the theory non-perturbatively in \( N \), it seems that the auxiliary field \( \tilde{\Phi} \) is necessary.

We can demonstrate the utility of a finite \( N \) bulk action by computing the simplest observable that is expected to vanish due to finite \( N \) constraints. In the CFT, when \( N < V \), one constraint that follows from (2.16) is that \( G \) cannot equal \( G_0 \), or \( \eta \) cannot vanish. We saw in section 2.2 that the \( \eta \) measure, after integrating over \( \Sigma \), is localized to \( \eta \)'s that satisfy the finite \( N \) constraints. In other words, if we denote this measure by

\[
\mu[\eta] = \int D\Sigma(x_1, x_2) e^{-S[\eta, x]},
\] (2.48)

then the claim is that \( \mu[\eta = 0] = 0 \) for \( N < V \). Since the Jacobian of the AdS/CFT map is 1, this translates in the bulk to

\[
\mu_{\text{bulk}}[\Phi_j] = \int D\Phi_j e^{-S[\Phi, \tilde{\Phi}]} = \mu[\eta(\Phi_j)],
\] (2.49)
where $\eta(\Phi_J)$ is given in terms of the bulk fields by (2.28). We thus claim that $\mu_{\text{bulk}}[\Phi_J = 0] = 0$ for $N < V$. Since $\Phi_J$ are the higher-spin fluctuations around empty AdS space, $\mu_{\text{bulk}}[\Phi_J = 0]$ is the amplitude of empty AdS in quantum higher spin gravity, which should thus vanish in the continuum limit $V \to \infty$ at finite $N$. We can compute this observable directly at finite $V$ using (2.9) and (2.10) to get

$$
\mu_{\text{bulk}}[\Phi_J = 0] = Z_{\phi}^{N-V} \int d\Sigma_{i,j} e^{2\pi i N \text{Tr}(\Sigma G_0)} \det(1 + 2\pi i \Sigma G_0)^{-N},
$$

(2.50)

where the integral $d\Sigma_{i,j}$ is over $V \times V$ hermitian matrices. We can then perform the change of variables $A = 2\pi \Sigma G_0$ to get

$$
\mu_{\text{bulk}}[\Phi_J = 0] = Z_{\phi}^{N-V} \prod_{j=1}^{V} \int d\lambda_j \left( \prod_{i \neq j} (\lambda_i - \lambda_j) \right) \left( \frac{e^{i\lambda_j}}{1 + i\lambda_j} \right)^N,
$$

(2.51)

where in the second equation we used the Vandermonde determinant expression for hermitian matrices in terms of their eigenvalues $\lambda_j$. For each $\lambda_j$, we can then deform the contour around the upper half plane, and use the residue theorem successively around $\lambda_j = i$ to get

$$
\mu_{\text{bulk}}[\Phi_J = 0] = Z_{\phi}^{N-V} \left( \frac{2\pi e^{-N} \Gamma(N)}{N} \right) V \prod_{k=2}^{V} \left( k \cdot (N - k + 1) \right)^{V-k+1}.
$$

(2.52)

The first term $\sim \det(G_0)^{N-V}$ is what we would naively get using the large $N$ bulk action in [3] (up to overall factors from the $\Sigma, \phi_I$ integrals). The product term is a new contribution from the finite $N$ bulk action, that ensures that $\mu_{\text{bulk}}[\Phi_J = 0] = 0$ for integer $N < V$.

2.5 Critical theory

Finally, we can show how the discussion of the critical $U(N)$ theory in [3] for $2 < d < 4$ generalizes to the finite $N$ theory we consider here. In the local formulation, the critical theory may be written as the low-energy limit of

$$
S_{\text{crit}}[\phi, \sigma] = \sum_{I=1}^{N} \int d^d x |\nabla \phi_I(x)|^2 + \frac{1}{2} \sigma(x) \sum_{I} \phi_I(x)^2 - \frac{N}{4\lambda} \sigma^2(x),
$$

(2.53)

where $\sigma(x)$ is a local Hubbard-Stratonovich auxiliary field. In the bilocal formulation, this corresponds to (after regularization)

$$
S_{\text{crit}}[\eta, \Sigma, \sigma] = -2\pi i \text{Tr}(\Sigma \eta) + N \left( -W[\Sigma] + \frac{1}{2} \sigma(x) \eta(x,x) - \frac{1}{4\lambda} \sigma^2(x) \right).
$$

(2.54)

In [3] it was shown that we can take the $x_1 \to x_2$ limit of the bilocal AdS/CFT map (2.28) to get the off-shell relation

$$
\eta(x,x) = \frac{1}{f_{d-2,0}} \lim_{\varepsilon \to 0} \varepsilon^{2-d} \Phi_0(x, \varepsilon),
$$

(2.55)
which allows us to map the critical theory deformation to the bulk to get

\[
S_{\text{bulk}}[\Phi_J, \tilde{\Phi}_J, \sigma] = -2\pi i \sum_{J=0}^{\infty} \int \frac{d^d x dz}{z^{d+1}} \Phi_J(x, z) \Phi_J(x, z)
\]

\[
+ N \left( -W[\tilde{\Phi}_J] + \frac{\sigma(x)}{2^{d-2} 0} \lim_{\varepsilon \to 0} \varepsilon^{2-d} \Phi_0(x, \varepsilon) - \frac{1}{4\lambda} \sigma^2(x) \right). \tag{2.56}
\]

For \(2 < d < 4\), \(\lambda\) is a relevant deformation, so we can flow to the IR by setting \(\lambda = \infty\) directly. In the bulk action this eliminates the last term, so that integrating over \(\sigma\) gives the off-shell relation \(\varepsilon^{2-d} \Phi_0(x, \varepsilon) = 0\). This means that the boundary condition of \(\Phi_0(x, z)\) at \(z = 0\) in the critical theory is now the same as the other \(\Phi_J\)'s, i.e. it starts (off-shell) at \(z^{\frac{d}{2}}\) (rather than the \(z^{d-2}\) behavior it has for the free CFT). So, as in the standard AdS/CFT correspondence, going to the critical theory is implemented just by changing the boundary condition for the bulk scalar field \(\Phi_0\).

3 Finite volume

In this section we derive the AdS dual of the free theory on a sphere, and in particular discuss the computation of the sphere free energy. We start by discussing how the AdS/CFT map discussed in the previous section for flat infinite space generalizes to the sphere \(S^d\). We then use our finite \(N\) formalism to schematically map the sphere free energy from the CFT to the bulk, and compare to previous computations in the literature. To make this map completely rigorous, we need to provide consistent regularizations in both the CFT and the bulk, which we discuss in the last subsection.

3.1 AdS/CFT map on the sphere

In the previous section, we discussed the AdS/CFT map that takes a field theory defined on \(\mathbb{R}^d\) to a bulk theory defined on AdS with metric (2.23), which corresponds to the upper half space \(\mathbb{R}^d \times \mathbb{R}_+\) with a conformal boundary \(\mathbb{R}^d\). We will now take the field theory to live on \(S^d\), and map it to the \(d+1\) dimensional hyperbolic space \(\mathbb{H}^{d+1}\) with metric

\[
ds_{\mathbb{H}^{d+1}}^2 = dy^2 + \sinh^2(y) d\Omega_d^2, \tag{3.1}
\]

whose conformal boundary is \(S^d\). Since \(S^d\) is conformally equivalent to \(\mathbb{R}^d\), the AdS spaces differ only by their boundary conditions. The AdS/CFT maps in section 2.3 can thus be adapted to the sphere by simply replacing all instances of the \(\mathbb{R}^d\) metric, such as occur for integration measures (in the CFT or on the boundary of AdS) and lengths, by the \(S^d\) metric, and replacing the 3-point functions and bulk-to-boundary propagators appearing in the equations by the same objects on \(S^d\).

The only possible subtlety is the boundary conditions for \(\eta(x_1, x_2)\) and \(\Phi_J(x, z)\); we need to check if smooth configurations of the theory on the sphere obey the flat space boundary conditions we assumed, when we map them to flat space. The free field \(\phi_I(\Omega)\) on an \(S^d\) with unit radius is conformally related to \(\mathbb{R}^d\) by the stereographic map

\[
\phi_I(\Omega) \to \left( \frac{2}{1 + |x|^2} \right)^{-\Delta} \phi_I(x), \tag{3.2}
\]
where $\Omega$ is the spherical coordinate (and we left the dependence on the angular coordinates implicit). This implies that the second and third condition in the $\mathbb{R}^d$ boundary conditions (2.20) are automatically satisfied for any field $\phi_I(\Omega)$ on $S^d$ that satisfies the first and fourth conditions. The boundary conditions for $\Phi_J(\Omega, z)$ on $\mathbb{H}^{d+1}$ follow from those of $\eta(x_1, x_2)$ just as in the flat space case, and so are the same as in section 2.3. The conditions (2.20) on the bi-local field in section 2.3 have their origin in normalizability with respect to a conformally-invariant inner product of bi-locals [19]. The CFT-to-AdS map takes this inner product to the standard $L_2$ inner product in the bulk. Therefore, the boundary conditions for any bulk manifold are simply those needed for $L_2$ normalizability there.

3.2 Sphere free energy

We will now use our sphere AdS/CFT map to relate the sphere free energy $F = -\log(Z)$ computed in the CFT to the same object computed in the bulk. For this it is useful to use the finite $N$ bi-local path integral (2.8) in terms of $\eta$ and $\Sigma$. Since $\eta$ couples linearly to $\Sigma$, we can integrate $\eta$ out to get

$$Z = \int \mathcal{D}\Sigma(x_1, x_2) e^{NW[\Sigma]} \prod_{x_1, x_2} \delta(\Sigma(x_1, x_2)) = e^{NW[0]} = Z_\phi^N,$$

where recall that $Z_\phi$ is the partition function of the free scalar local path integral (2.10), which depends on the regularization. Here, we wrote the delta function in terms of a $V$-dimensional lattice regularization introduced before. We can phrase this result in terms of the $\eta, \Sigma$ Feynman rules discussed in section 2.2, by noting that there are simply no vacuum diagrams, since the quadratic action in (2.11) has determinant 1. So the answer for the sphere free energy in this formalism does not come from one-loop diagrams, but just from the constant first term on the last line of (2.9).

Note that in (3.3) we chose a specific normalization of the sphere free energy, which is the same as the one of $N$ free fields and is not affected by imposing the singlet condition. In general imposing the singlet condition could modify the free energy by multiplying it by a constant (for instance this happens if in $d = 3$ it is imposed by coupling to a Chern-Simons gauge field at infinite level). In any computation of the sphere free energy one needs to specify the normalization chosen, and we discuss here how our particular normalization follows from the bulk actions we derived.

To compare the CFT free energy to the bulk, we need to be careful about the Jacobian factor that appears in deriving the bulk action from the CFT. As discussed in section 2.4, if we choose the local bulk field redefinition parameters $f_{\Delta, J}$ and $\tilde{f}_{\Delta, J}$ as in (2.40), then this Jacobian is 1, so all we need to do is compute the bulk action as written in (2.42). Since the $\Phi_J$ couple linearly to the $\tilde{\Phi}_J$, we can integrate $\Phi_J$ out to get

$$Z_{\text{bulk}} = \int \mathcal{D}\tilde{\Phi}_J e^{NW_{\text{bulk}}[\tilde{\Phi}]} \prod_{J, x, z} \delta(\tilde{\Phi}_J(x, z)) = e^{NW_{\text{bulk}}[0]} = Z_\phi^N,$$

which exactly matches the CFT result. Again there is no contribution from loop diagrams. Note that the term $Z_\phi^N$ just comes from a constant term in the field theory $W$ that was directly copied to the bulk path integral, so it is defined here using the regularization of
the CFT. If we want to write this constant term directly in a bulk language then we need to find a corresponding regularization in the bulk, and we will discuss this in the next subsection.

If we use the large $N$ formalism of [3], which is formally obtained by integrating out $\Sigma$ or $\tilde{\Phi}$ from the previous discussion, it is less clear how to reproduce the correct result for the sphere free energy. In this theory there would be contributions from one-loop and higher-loop diagrams in the bulk, and since we know the full answer still comes from a pre-factor sitting in front of the path integral, all these diagrams must cancel with contributions from the Jacobian, in a way that will depend on the details of the regularization.

It is interesting to contrast our calculation of the sphere free energy with previous computations in the literature. In our derivation, the non-zero contribution to the free energy $-N \log(Z_\phi)$ sits outside the path integral, which is why our calculation is immediate. Previous attempts to compute the free energy, starting with [17] with many followups [23–31], were hampered by the lack of an explicit action for the high-spin gravity theory in the bulk. In the absence of an action, the leading $O(N^1)$ large $N$ free energy could not be computed. However, the $O(N^0)$ 1-loop correction can still be derived if one assumes that the (off-shell) kinetic term in the bulk action takes the canonical two-derivative form for each spin, in which case the 1-loop correction can be computed by summing over the contributions of all physical and ghost modes that arise from a certain gauge fixing of this conjectured quadratic action. In the case of $N$ complex free scalars with $U(N)$ global symmetry, the resulting 1-loop correction was found to vanish as expected, while in the case of $N$ real free scalars with global symmetry $O(N)$, the 1-loop correction was found to be identical to the tree level term. This was justified by assuming that the dictionary $G_N \leftrightarrow 1/N$ should be modified to $G_N \leftrightarrow 1/(N + 1)$ in this case. However, when the calculation was generalized to other examples of higher spin AdS/CFT in [23], such as the duality of fermionic vector models in odd $d$, it was found that no such shift could explain the nonvanishing 1-loop free energy.

We now see that these previous calculations were unjustified in assuming that the off-shell quadratic action takes the canonical two-derivative term, as we see explicitly from our bulk action which has quartic-in-derivatives kinetic terms; the form of the off-shell action does not follow from just from the field content in the bulk. We thus see the “match” of the 1-loop correction for the $U(N)$ case as a coincidence, and the mismatch in all other cases as unsurprising.

In the case of the critical vector models discussed in section 2.5, the sphere free energy will receive corrections order by order in $1/N$, which by construction will agree between the field theory and the gravity computations.

3.3 Regularizations

We now discuss how to consistently regularize the theories on either side of the duality. Note that in the finite $N$ theory of section 2.2 there are no loop diagrams, so a regularization is only needed for the vacuum amplitude discussed above; however, in the formalism of section 2.1 any computation must be regularized to make sense.

---

14See [22] for calculations of the sphere free energy in the large $N$ bilocal CFT.
Our AdS/CFT mapping has been defined formally on the unregulated theories on either side of the duality, but to ensure that it really works, one must become convinced that the theories can somehow be consistently regularized. This means that a mapping must be found between regulated, finite “versions” of either theory, which approaches the continuum mapping as the regulator is removed.

On the field theory side, the CFT on the sphere is automatically IR regulated, and needs only to be UV regulated. One possible regulator which we discussed above is a lattice, but this breaks all the symmetries, so its analysis is very complicated. An alternative regulator is a hard cutoff on the eigenvalues of the Laplacian operator (acting on the original scalar fields) $|\nabla^2| < L^2$ (with $L \gg 1$), which is sufficient to make the theory finite in the sense that the space of allowed bi-local fields is a finite-dimensional linear subspace of the unregulated one. Such a regulator breaks the conformal symmetry $SO(d+1,1)$ down to the sphere’s isometries $SO(d+1)$, and we analyze how many modes remain in each $SO(d+1)$ representation in appendix A.1.

In the bulk hyperbolic space (3.1) on the other hand, in order to get a finite number of modes one needs a UV regulator (say, a cutoff on the bulk Laplacian operator $|\nabla^2| \leq \Lambda^2$) as well as an IR regulator (say, boundary conditions at some finite radius $y = Y \gg 1$), because the Laplacian has a continuous spectrum in hyperbolic space. These cutoffs can be chosen to be equal for every field of spin $J$ or to depend on the spin. The IR regulator breaks the bulk isometries $SO(d+1,1) \rightarrow SO(d+1)$, mirroring the conformal field theory. Again the regulators restrict the space of fields to a finite subspace.

It is not easy to directly map the CFT regulator to the bulk or vice versa, since each regulator becomes very complicated when expressed in the other language. However, in order to construct a finite invertible mapping between the regulated theories on both sides, we do not necessarily need to have precisely the same regulator; it is enough that we have the same number of surviving modes in each $SO(d+1)$ representation. This is because the map organizes itself into “diagonal blocks” corresponding to the surviving $SO(d+1)$ irreducible representations, and if each block is a square, a generic map like ours will be invertible with probability 1. Namely, we can either use the CFT-to-AdS mapping on the first line of (2.28) on the modes that survive in the CFT, and its inverse to give us a regulated AdS-to-CFT mapping, or we can use the AdS-to-CFT mapping on the second line of (2.28) on the modes that survive in the bulk, and its inverse will give us a regulated CFT-to-AdS mapping; the two options are different but both will reproduce the theory we want in the limit where the regulators are removed.

It can be argued (see appendix A) that by taking the IR and UV regulators in the bulk to vary in some specific relation to the UV regulator of the CFT $Y(L), \Lambda(L)$, the degeneracy of each representation on the bulk side can be made to agree with the degeneracy in the CFT side. The precise choice of regulators may be complicated, but it can be computed if necessary. Making this choice leads to a precise mapping between the regulated theories on both sides (though not one that is conducive to explicit computations).

It should also be stated that there are some subtleties to IR regularization in the bulk — specifically the choice of boundary conditions in the bulk — due to the presence of high-spin fields in a prescribed gauge. The simplest boundary condition that makes sense
is a Dirichlet condition on the completely parallel (to the boundary) and traceless (with respect to the boundary metric) components of the tensors, and it is sufficient to make the theory finite. However with this choice, somewhat inconveniently, the Laplacian is not self-adjoint (and the eigentensors correspondingly are not orthogonal) with respect to the standard inner product. It appears that no choice of boundary condition makes the Laplacian both self-adjoint and complete, but completeness appears to be sufficient to make the theory well-defined. The situation can be improved somewhat by changing the inner product into one with respect to which the Laplacian is both self-adjoint and complete, but this sacrifices “locality” in some sense, since the path integral cannot be interpreted as summing over sections of some vector bundle. Since the bulk action is not quite local to begin with, this isn’t too much of a problem, and locality is restored as the cutoff is removed (the modified inner product approaches the standard one of hyperbolic space).

It’s instructive to compare the theory under consideration with perturbative general relativity, which is a theory of a symmetric (but not, in general, traceless) rank-2 tensor. As discussed in [32], the choice of boundary conditions here is nontrivial, and ultimately involves, in one way or another, the conformal mode (the trace part) of the rank-2 tensor, which is absent in the higher-spin theory. We speculate however, that some fluctuations in the theory should perhaps be identified as “trace-parts” of others - they have the right scaling dimensions (in the sense of the CFT) and a “wrong-sign” kinetic term, much like the conformal mode in linearized general relativity. It is conceivable that boundary conditions that mix the high-spin fields with their trace-parts in some elaborate way could give a more well-behaved IR-regulated theory, but this investigation is left for future work.

4 Finite temperature

In this section we will discuss the bulk dual of the large $N$ vector model at finite temperatures $T$, namely the Euclidean theory on $M \times S^1_\beta$, for some $(d-1)$-dimensional manifold $M$, with $t \sim t + \beta$ (where $\beta = 1/T$ is the length of the $S^1$). This computation is more subtle than computations on flat space or on the sphere, because in order to impose the projection onto $U(N)$ singlets in the thermal partition function, we need to introduce a constant-in-space $U(N)$ holonomy $U = \exp(i \int_0^\beta A_t dt) \in U(N)$ on the thermal circle (coupled to the $\phi_I$) and to integrate over it. In a general dimension it is not clear how to introduce this holonomy in a local way without introducing additional degrees of freedom or flux sectors; for $d = 3$ this can be done [33] by coupling the vector models to a $U(N)_k$ Chern-Simons theory and taking $k \to \infty$.

On general grounds, we expect in the large $N$ limit (with volume $V$) a phase transition between a low-temperature “confined phase” where low-dimension $U(N)$-singlets dominate the path integral, and a high-temperature “deconfined phase” whose thermodynamics can be approximated by ignoring the $U(N)$-singlet constraint. Schematically, we can think of the “confined” singlet degrees of freedom as the bi-local fields whose number scales as $V^2$ such that their free energy scales as $F \simeq T^{2d-1} V^2$, while the number of “deconfined” degrees of freedom scales as $N V$, so their free energy scales as $F \simeq NT^{d} V$. This suggests that the large $N$ phase transition should occur when $T^{d-1} V \simeq N$, and indeed this is what
was found for the $d = 3$ case on $S^2$ in [34]. Both phases may be described by large $N$ saddle points in the integral over the holonomy. In the confined phase in the large $N$ limit the eigenvalue distribution of the saddle-point holonomy $U$ for $T^{d-1}V \ll N$ is approximately uniform, while in the deconfined phase the distribution is localized and all the eigenvalues approach one as $T^{d-1}V \gg N$.

For simplicity we discuss here the theory in infinite flat space. The discussion above makes it clear that the results in the large $N$ limit will depend on the order of limits between taking large $N$ and taking large $V$; if we take large $N$ first we will always be in the confined low-temperature phase, while if we take large $V$ first we will always be in the deconfined high-temperature phase. In any case in the large $N$ limit the path integral will be dominated by some specific background gauge field configuration $A_{i}^{cl}$ (with the other components of the gauge field vanishing), and at leading order in the saddle point approximation we can write it as

$$Z(\beta) = \int D\phi_I \exp(-S[\phi_I, A_i^{cl}])$$

with

$$S[\phi_I, A_i^{cl}] = \int d^3x (D_i \phi_I)^*(D_i \phi)_I,$$

where $(D_i \phi)_I = ((\partial_i - iA_i^{cl}) \phi)_I$.

We begin by discussing the first case, where we take the large $N$ limit before taking the large volume limit. In this case we have a uniform eigenvalue distribution, which we can describe by choosing the gauge field matrix to take the value $(A_{i}^{cl})_{I,J} = \delta_{I,J}((2\pi I N\beta + \alpha)/N\beta$ for some constant $0 \leq \alpha < 2\pi/N\beta$. We would like to change variables to bilocal fields as in [3]. The gauge-invariant bilocal operator is now

$$G[\phi_I, A_i^{cl}](x_1, x_2) = \frac{1}{N} \phi^*(x_1) \exp \left(i \int_{x_1}^{x_2} A_i^{cl} dx^i \right) \phi(x_2)$$

$$= \frac{1}{N} \sum_{I=1}^{N} \phi_I^*(x_1, t_1) \exp \left(i \left(\frac{2\pi I}{N\beta} + \alpha\right)(t_1 - t_2)\right) \phi_I(x_2, t_2).$$

In the second line we separated the space-time coordinates into spatial coordinates $\vec{x}$ and the time $t$, and substituted the classical value for $A_i$. Notice that the operator is invariant under the combined shift $t \mapsto t + \beta$ of the two coordinates, but not under a shift of a single coordinate since the holonomy is modified under such a shift; we have

$$G(\vec{x}_1, t_1, \vec{x}_2, t_2) = G(\vec{x}_1, t_1 + \beta, \vec{x}_2, t_2 + \beta),$$

while the periodicity in a single time coordinate is

$$G(\vec{x}_1, t_1, \vec{x}_2, t_2) = e^{-i\alpha N\beta}G(\vec{x}_1, t_1 + N\beta, \vec{x}_2, t_2) = e^{i\alpha N\beta}G(\vec{x}_1, t_1, \vec{x}_2, t_2 + N\beta).$$

One way to perform computations in this theory is to compute the propagator of $\phi_I$ in the presence of the background gauge field and to plug it into all of our formulas. Alternatively we can swallow the gauge field $A_i^{cl}$ into a boundary condition of the local fields
such that they obey $\hat{\phi}_I(x, t + \beta) = e^{i(\frac{2\pi x}{N} + \alpha \beta)} \hat{\phi}_I(x, t)$ and $\hat{\phi}_I^*(x, t + \beta) = e^{-i(\frac{2\pi x}{N} + \alpha \beta)} \hat{\phi}_I^*(x, t)$.

In either approach we find that expectation value of the gauge-invariant bi-local (4.3) is given by a sum over images of the zero-temperature propagator (2.6)

$$G_0(x_1, x_2, \beta) \equiv \langle G[\phi_I, A_i](x_1, x_2) \rangle = \frac{1}{N} \sum_{I=-1}^{N-1} \sum_{n=-\infty}^{\infty} G_0(\tilde{x}_1, t_1 + n\beta, \tilde{x}_2, t_2)e^{-in\beta(\frac{2\pi x}{N} + \alpha)}, \quad (4.6)$$

consistent with the periodicities (4.4), (4.5). Note that for $d = 3$ the sum over $n$ diverges, as expected since we expect the long-distance propagator at finite temperature to be the same as the propagator in $(d-1)$ dimensions which diverges in this case.

It is easy to perform the sum over $I$ in (4.6), which localizes the sum to $n = Nm$ for integer $m$:

$$G_0(x_1, x_2, \beta) = \sum_{m=-\infty}^{\infty} G_0(\tilde{x}_1, t_1 + mN\beta, \tilde{x}_2, t_2)e^{-imN\alpha\beta}. \quad (4.7)$$

In the large $N$ limit all the images but $m = 0$ die off, and we get back the zero temperature propagator $G_0(x_1, x_2)$. In principle we still need to integrate over $\alpha$, but clearly in the large $N$ limit this does not affect anything.

We see that in this phase we can think about the thermal circle as having effectively a length of $N\beta$, and so the large $N$ limit takes us back to $\mathbb{R}^d$. We can also see this by choosing a different form of the holonomy matrix; above we chose the holonomy to be $e^{i\alpha \beta}$ times the “clock” matrix, but by a gauge transformation we can alternatively choose the holonomy to be $e^{i\alpha \beta}$ times the “shift” matrix. With this choice, if we translate the holonomy into boundary conditions, we find $\hat{\phi}_{I+1}(x, t + \beta) = e^{i\alpha \beta} \hat{\phi}_I(x, t)$, such that all $N$ fields living on a circle of circumference $\beta$ can be described simply as a single field $\phi = \phi_1$ living on a circle of circumference $(N\beta)$, with $\phi(x, t) = e^{iN\alpha\beta} \phi(x, t)$. In this language the bi-local can be written as $G(x_1, x_2) = \frac{1}{N} \sum_{I=1}^{N} \phi^*(\tilde{x}_1, t_1 + I\beta)\phi(\tilde{x}_2, t_2 + I\beta)$, and computing its expectation value directly gives (4.7).

Next we want to translate the finite temperature action to bi-local variables. This translation proceeds in exactly the same way as in sections 2.1 or 2.2, just with the modified boundary conditions for $\hat{\phi}_I$ corresponding to “clock” or “shift” matrices, which give the modified boundary conditions (4.4) and (4.5) for $G$ and for $\Sigma$ (with an opposite phase in the periodicity (4.5) for $\Sigma$). In the large $N$ limit we just have the double-periodicity (4.4), and the classical saddle point $G_0$ is the same as for zero temperature. If we use the “shift” boundary conditions, the transformation from $\phi$ to $G$ of section 2.1, or from $\phi$ to $\eta$ and $\Sigma$ of section 2.2, proceeds in exactly the same way as in these sections, and we obtain precisely the same bi-local path integrals, just with the periodicity (4.4).

Next we wish to transform the bi-local path integral into the bulk. We can use precisely the same mapping that we used at zero temperature, namely

$$\Phi_J(\tilde{x}, t, z) = \int d\Delta J \frac{d\Delta}{2\pi i} \int d^4y \int d^dx_1 d^dx_2$$

$$\times \frac{1}{2N\Delta J} G_{\Delta, J}(\tilde{x}, t, z|y) \langle O_{\Delta_0}(\tilde{x}_1, t_1) \hat{O}_{\Delta_0}(\tilde{x}_2, t_2) O_{\Delta, J}(y) \rangle \eta(\tilde{x}_1, t_1, \tilde{x}_2, t_2). \quad (4.8)$$
Notice that since the integrand has a combined symmetry \( t_1 \mapsto t_1 + \Delta t, \ t_2 \mapsto t_2 + \Delta t, \ t \mapsto t + \Delta t, \) the resulting bulk field will have the property \( \Phi_J(\vec{x}, t + \beta, z) = \Phi_J(\vec{x}, t, z), \) so the bulk fields now live on a thermal AdS space whose Euclidean time direction has periodicity \( \beta. \) Thus, as in other cases of the AdS/CFT correspondence, we find that the low-temperature phase of the CFT maps to a gravitational theory on thermal AdS space. Note that the same considerations should apply when the CFT is on a finite volume space such as \( S^{d-1}, \) if the zero temperature mapping on that space is known.

Above we described the mapping to the bulk only at leading order in the large \( N \) limit. If we want to perform the mapping at finite \( N \) there are various subtleties that need to be taken into account. First, the dominant holonomy is modified as a function of \( T^{d-1}V/N. \) More importantly, the fluctuations in the holonomy become important, and one has to integrate over different holonomies; it is not clear how to perform the mappings above for general holonomies, so we leave a discussion of this to future work. In addition, for finite \( N \) we no longer obey the boundary condition \( \lim_{|x_1| \to \infty} \eta(x_1, x_2) = 0 \) that we assumed (since \( \eta \) is periodic in time with period \((N\beta)\)), so one has to take this into account in the mapping (presumably by using the form of the mapping which is relevant for non-decaying fields, as discussed in [3]).

We can also try to analyze the high-temperature phase, where we take the large volume limit before we take the large \( N \) limit; in particular this is the relevant phase for the finite \( N \) theory at large volume. On general grounds we expect this phase to map on the gravity side to a black hole background. The saddle in this case is simply \( A_t = 0 \) (with single valued \( \phi_I \)'s). Thus, in this phase the expectation value of the bi-local is simply

\[
G_0(x_1, x_2, \beta) = \langle \phi_I^*(x_1) \phi_I(x_2) \rangle = \sum_{n=-\infty}^{\infty} G_0(\vec{x}_1, t_1 + n\beta, \vec{x}_2, t_2).
\] (4.9)

This function, and also the variable \( G(x_1, x_2) \) in this background field, is invariant to shifts by \( \beta \) of \( t_1 \) and \( t_2 \) separately. If we try to use the same mapping (4.8) also in this background, it is unclear what constraint this extra periodicity gives on the bulk fields. Presumably, we need a different ‘black hole’ geometry (as suggested also by the fact that the traces of the holonomy matrix are non-vanishing) and a different mapping in order to incorporate these periodicities in the bulk, and it would be interesting to understand how to do this.
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A Counting degrees of freedom in the regulated theory

In this appendix we count how many degrees of freedom remain in regulated versions of the mapping discussed in section 3.3 that preserve an $SO(d+1)$ symmetry, in order to make it plausible that the regulators on both sides can be matched to give the same number of degrees of freedom in every $SO(d+1)$ representation.

A.1 The field theory

On the CFT side, for the field theory on a sphere of radius 1, we can regulate the theory by keeping the modes of each scalar field $\phi_I$ that obey $\nabla^2 \leq L(L + d - 1)$ for some large $L$. Each scalar field then includes modes in the $(l, 0, \cdots, 0)$ representation of $SO(d+1)$ for $l = 0, \cdots, L$. Then, for the bi-local fields we have the representations [19]:

$$
\sum_{l_1, l_2 = 0}^{L} (l_1, 0, 0, \ldots) \otimes (l_2, 0, 0, \ldots) = \sum_{l_1, l_2 = 0}^{L} \sum_{i = 0}^{|\min(l_1, l_2) - i|} \sum_{j = 0}^{|\min(l_1, l_2) - i|} (l_1 + l_2 - 2j - i, i, 0, \ldots).
$$

(A.1)

We can count how many times each $(l, m, 0, \cdots, 0)$ $SO(d+1)$ representation appears, for every $0 \leq m \leq l$ and whenever $l + m \leq 2L$. If $l < L$ the degeneracy is

$$
d_{l,m} = (l - m + 1)(L - l) + \left(\frac{l - m}{2} + 1\right)^2 - \left[\frac{l - m}{2}\right]^2,
$$

(A.2)

while $[x]$ denotes the fractional part of $x$ (so the last term just subtracts $\frac{1}{4}$ whenever $(l - m)$ is odd). For $l \geq L$ (but still $l + m \leq 2L$) the corresponding equation is

$$
d_{l,m} = \left(L - \frac{l + m}{2} + 1\right)^2 - \left[\frac{l + m}{2}\right]^2.
$$

(A.3)

A.2 The bulk

Next, we want to count how many representations remain in the bulk when we implement UV and IR regularizations as described in section 3.3. In hyperbolic space, a rank $J$ symmetric traceless transverse tensor $\Phi_J$ can be decomposed [19] into plane wave normalizable orthogonal eigentensors $\Phi_{J}^{u,l,m,\omega}$ satisfying

$$
-\nabla^2 \Phi_{J}^{u,l,m,\omega} = \lambda_{u,J} \Phi_{J}^{u,l,m,\omega},
$$

$$
\lambda_{u,J} = u^2 + \left(\frac{d}{2}\right)^2 + J,
$$

(A.4)

where $l = J, J + 1, \cdots$, $m = 0, 1, \cdots, J$, $\omega$ denotes the indices in the $(l, m, 0, \cdots, 0)$ representation of $SO(d+1)$, and $u$ is a continuous positive real parameter (the radial wavenumber of the solution). Each representation $(l, m, 0, \cdots, 0)$ appears from the $\Phi_J$’s with $J = m, m + 1, \cdots, l$ ($(l - m + 1)$ different fields), and its multiplicity depends on how many values of $u$ are kept by the regularization of $\Phi_J$.

After introducing an IR cutoff at some large radial position $y = Y$, with some boundary condition there, the allowed values of $u$ become discrete. We then introduce a bulk UV regulator $-\nabla^2 < \Lambda^2$, which restricts for each field $u^2 < u_{\text{max}}^2 = \Lambda^2 - (d/2)^2 - J$. We wish
to relate these regulators to the parameter $L$ (the regulator in the field theory) in such a way that the multiplicity with which each representation appears, related to the number of allowed $u$ values, matches with that in the field theory. If we adjust the UV regulator separately for every value of $J$ and $l$, we have enough freedom to reproduce precisely the degeneracies (A.2), (A.3). Namely, we can first set the UV cutoffs to kill all modes with $l > 2L$. For $l = 2L$ we want to keep only the $J = 0$ mode and we fix $\Lambda$ so that for $m = 0$ we obtain the correct degeneracy. Then, for $l = 2L - 1$ we want to keep only the modes of $J = 0, 1$, and we fix their degeneracies to match the degeneracies for $m = 0, 1$. And so on.

Note that in the large $L$ limit the degeneracy of each fixed $(l,m,0,\cdots,0)$ mode in the field theory goes as $d_{l,m} \simeq (l - m + 1)L$, so in this limit we just need each mode of $\Phi_J$ (with finite $J, l, m$) to have multiplicity $L$ (up to order one corrections). We can estimate the needed bulk cutoffs as follows. In the bulk the maximal angular momentum is given roughly by $L_{\text{bulk}}^2 e^{-2Y} \approx u_{\text{max}}^2$, coming from the centripetal term in the bulk Laplacian, and we need this $L_{\text{bulk}}$ to go as $L$. In addition, for $l$ of order 1, the eigentensors of the Laplacian are approximately plane waves and one can estimate that the number of allowed $u$ values is $\Lambda Y$, and we require this to be approximately $L$. Together these conditions give:

$$\Lambda^2 - L \approx L^2 e^{-2Y}, \quad L \approx \Lambda Y,$$

which fixes the leading dependence of the regulators on $L$: $\Lambda, Y \propto \sqrt{L}$. Thus, as $L \to \infty$ the bulk regulators also go to infinity as expected.
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