Theory for Magnetic-Field-Driven 3D Metal-Insulator Transitions in the Quantum Limit
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Metal-insulator transitions driven by magnetic fields have been extensively studied in 2D, but a 3D theory is still lacking. Motivated by recent experiments, we develop a scaling theory for the metal-insulator transitions in the strong-magnetic-field quantum limit of a 3D system. By using a renormalization-group calculation to treat electron-electron interactions, electron-phonon interactions, and disorder on the same footing, we obtain the critical exponent that characterizes the scaling relations of the resistivity to temperature and magnetic field. By comparing the critical exponent with those in a recent experiment [F. Tang et al., Nature (London) 569, 537 (2019)], we conclude that the insulating ground state was not only a charge-density wave driven by electron-phonon interactions but also coexisting with strong electron-electron interactions and backscattering disorder. We also propose a current-scaling experiment for further verification. Our theory will be helpful for exploring the emergent territory of 3D metal-insulator transitions under strong magnetic fields.

Introduction. —Metal-insulator transition is a fascinating problem in condensed matter physics because of its rich mechanisms [1–3]. There have been extensive studies on 2D metal-insulator transitions in magnetic fields [1–17], but a 3D theory is still lacking, despite that recent experiments show that magnetic fields can drive metal-insulator transitions in 3D systems [18–22] with characteristics of quantum phase transitions [23–25] [see Fig. 1(a)], in particular, in the strong-field quantum limit of a topological insulator [21, 22]. It is challenging to determine the insulating ground states in strong magnetic fields, because magnetic fields reduce the effective dimension, leading to stronger interactions and related instabilities, such as charge or spin density wave, Wigner crystal, Anderson localization, etc. [25–32].

In this Letter, we develop a scaling theory for the metal-insulator transition in the quantum limit of a 3D topological insulator under strong magnetic fields (see Fig. 2). Our theory agrees well with recent experiments [21]. The quantum phase transition is governed by universal relations described by critical exponents [23] [Fig. 1(a)], corresponding to various instabilities and universal classes [25, 29, 33–38]. With the help of a renormalization-group calculation, we find the dynamical critical exponents $z$ and correlation length exponents $\nu$ for the candidate instabilities. Based on them, we build the scaling relations of the resistivity to temperature and magnetic field, described by a critical exponent $\xi$. We find $\xi$ for five cases (Table I). By comparing with the experimentally measured $\xi = 5.5$ [21], we conclude that the insulating ground state is a charge-density wave not only driven by electron-phonon interactions but also requiring strong electron-electron interactions and backscattering disorder. We also propose a current-scaling experiment for further verification, by fitting the dynamical critical exponent and correlation length exponent. Our theory will be helpful for the emergent territory of 3D metal-insulator transitions under strong magnetic fields.

Model for 3D systems in strong fields.—3D insulators and metals can be generically described by a Dirac model [41]

$$\mathcal{H} = m(k)\tau_z\sigma_0 + v_x k_x \tau_x \sigma_z + v_y k_y \tau_y \sigma_0 + v_z k_z \tau_z \sigma_x.$$ (1)
TABLE I. Comparison between experiments [21] and our theory on the critical exponent \( \xi \) that describes the scaling relations of the resistivity to temperature and magnetic field, for different dominant and coexisting interactions and disorder. Theoretically, \( \xi \) is a product of the dynamical critical exponents \( z \) and correlation length exponents \( \nu \). In the experiments, the metal-insulator transition happens at a critical magnetic field of \( B_c = 6.71 \) T, where an incommensurate charge-density wave dominates the ground state according to our theory [39], different from the previous work [40] for \( B \in [1.7, 2.1] \) T, where the Hall resistivity plateau indicates a commensurate charge-density wave as the ground state.

| Insulating phases | Dominant Interactions | Coexisting Interactions | \( z \) | \( \nu \) | \( \xi \) |
|-------------------|----------------------|------------------------|-----|-----|-----|
| Charge-density wave | Electron-phonon | Electron-electron | 1 | 1.5 | 1.5 |
| Anderson insulator | Forward-scattering disorder | Electron-phonon-electron | 1 | 2 | 2 |
| Charge-density wave | Electron-phonon | Backscattering disorder | 1.5 | 3 | 4.5 |
| Wigner crystal | Electron-electron | Electron-electron | 2 | 1 | 2 |
| Charge-density wave | Electron-phonon | Backscattering disorder | 2 | 3 | 6 |

where \( \mathbf{k} = (k_x, k_y, k_z) \) is the wave vector, \( \tau \) and \( \sigma \) are Pauli matrices for pseudo and real spin, respectively, \( v_{x,y,z} \) are parameters for the “Fermi velocities,” and \( m(k) \) stands for the “Dirac mass” [42, 43]. We will focus on the quantum limit in strong fields, where a 2D Landau bands dispersing with \( k_z \) and only the lowest Landau band \( 0^+ \) is occupied (Fig. 2). An effective free Hamiltonian for the lowest Landau band can be found by linearizing the dispersion near the two Fermi wave vectors \( \pm k_F \mathbf{e}_z \) [Fig. 2(b)] as \( H_0 = \sum_{\mathbf{k}} \psi^\dagger (\mathbf{k}) v_F k_z \sigma_z \psi (\mathbf{k}) \) [39], where \( \psi (\mathbf{k}) = [\psi_-(\mathbf{k}), \psi_+(\mathbf{k})]^T \) and \( \psi_\pm (\mathbf{k}) \) are the creation and annihilation operators, respectively, near \( \pm k_F \), and \( \mathbf{k} \) is measured from \( \pm k_F \mathbf{e}_z \).

Interactions and disorder. Electron-electron or electron-phonon interactions can open a charge-density-wave gap near \( \pm k_F \) [see Fig. 2(c)]. The charge-density wave may induce the Wigner crystal [26, 27]. Also, disorder could induce the Anderson localization [28–30].

The Lagrangian \( L \) describes electron-electron interactions that induce the \( 2k_F \) instability [44]. \( L_p \) represents the coupling between charge-density-wave order parameter \( \phi \) and electrons [32, 40, 45]. The order parameter is defined as \( \phi = \langle \sigma_2 k_F | V \rangle (b^\dagger \mathbf{e}_z \psi (\mathbf{k}) + \langle b \mathbf{e}_z \psi (\mathbf{k}) \rangle) \), where \( b^\dagger \mathbf{e}_z \) and \( b \mathbf{e}_z \) are the creation and annihilation operators, respectively, for the phonons with momentum \( \mathbf{q} \) and \( \sigma_2 \) measures the electron-phonon coupling strength [40, 45]. \( L_b \) describes the order parameter dynamics [24] with \( r = 0 \) at the quantum critical point. \( L_d \) is the Lagrangian of disorder after being ensemble averaged by means of the replica method [46–48]. The Hamiltonian of disorder takes the form \( H_{\text{dis}} = U_\mathbf{i} (x) \psi^\dagger \Gamma_i \psi \), where \( U_\mathbf{i} (x) \) is the impurity potential of a Gaussian white-noise distribution as \( \langle U_\mathbf{i} \rangle = 0 \) and \( \langle U_\mathbf{i} \mathbf{x} U_\mathbf{j} \mathbf{x}' \rangle = \delta_{ij} \delta_\mathbf{x} \delta_\mathbf{x}' \). For the forward-scattering disorder, \( \Gamma = \sigma_0 \), which couples electrons near \( k_F \) only to those near \( -k_F \) or \( -k_F \) only to those near \( -k_F \) [31, 49], which may induce the Anderson localization [28–30]. For the backscattering disorder, \( \Gamma = \sigma_0 + \sigma_y \), which couples electrons near \( k_F \) to those near \( -k_F \) or \( -k_F \) to those near \( k_F \) [31, 49]. We study these two types of disorder separately.

Renormalization-group equations. The renormalization group [50–53] is an approach to determine the instabilities and corresponding critical exponents. We perform a Wilsonian momentum-shell renormalization-group analysis [54–58] for the model described by Eq. (2).
The momentum shell is defined as $e^{-\ell} \Lambda < |\mathbf{k}| < \Lambda$, where $\ell$ is the running scale parameter. The renormalization-group flow equations are found as \[39\]
\[
\begin{align*}
dvF/d\ell &= \left[ z - 1 + 2\beta \gamma^3/(\gamma + 1)^2 - a_1 \Delta_i \right] v_F, \\
d\Delta_F/d\ell &= 2\Delta_F^2 + \Delta_F - 4\beta \gamma^2 \Delta_F / (\gamma + 1)^2, \\
d\Delta_b/d\ell &= -4\Delta_b^2 + (1 + 2u) \Delta_b - \frac{2\beta \gamma^2 (2\gamma + 1) \Delta_b}{(\gamma + 1)^2}, \\
d\beta/d\ell &= -2\beta^2 \gamma^2/(\gamma + 1)^2 + (2 + 2u - 2a_2 \Delta_i) \beta, \\
du/d\ell &= u^2 - 2\beta \gamma u / (\gamma + 1) - a_3 \Delta_i u, \quad (3)
\end{align*}
\[
\]
where $a_{mi}$ is a $3 \times 2$ constant matrix with elements $a_{mi} = (m, 2)$, and $i = f, b$ representing the forward- and backward-scattering disorder, respectively. $z$ is the dynamic exponent, which can be found by fixing $v_F$. We have redefined the dimensionless coupling constants as
electron-phonon: $g^2/4\pi^2 \ell_B^2 v_F^3 \Lambda^2 \to \beta$,
electron-electron: $u/4\pi^2 v_F \ell_B^2 \to u$,disorder: $\Delta_i/2\pi^2 v_F^2 \ell_B^2 \Lambda \to \Delta_i$, \quad (4)
where $\ell_B = \sqrt{\hbar/(eB)}$ is the magnetic length. Different from nonmagnetic field theories, the integrals in the plain give the Landau degeneracy of the magnetic field \[39\]. The renormalization-group equations highly depend on the parameter $\gamma \equiv |v_b/v_F|$, the ratio of the phonon speed to the Fermi velocity, which does not flow with $\ell$, and $\gamma \approx 1.7 \times 10^{-3}$ from the model parameters \[39, 59–61\]. Later, our conclusions hold for a range of small $\gamma$.

**Charge-density wave without disorder?**—For a system with only electron-electron and electron-phonon interactions, there are two fixed points [Fig. 3(a)] at (i) $\nu_b, \beta_\ast = (0, 0)$ and (ii) $\nu_b, \beta_\ast = (0, 1 + 1/\gamma)^2$. If the phonon-Fermi velocity ratio is not extremely small (e.g., $\gamma > 1$), the attractive fixed point (ii), \[39\] has a small value for electron-phonon interactions. Neither electron-electron nor electron-phonon interactions could induce the charge-density wave. This conclusion explicitly conflicts with the Peierls phase transition \[32, 62\]. Because of an extremely small $\gamma$, the attractive fixed point (ii), behaves like an infinitely large electron-phonon coupling point. Before reaching the attractive point (ii), the electron-phonon coupling becomes strong enough to induce the Peierls phase transition, which opens a charge-density-wave gap. Therefore, an extremely small $\gamma$ is crucial to induce the Peierls phase transition. In this case, electron-phonon interactions can be viewed as a relevant perturbation starting from the Gaussian fixed point (i) \[39\] (see Fig. 3(b)]. The linearized renormalization-group equations around the fixed point (i) show that the electron-phonon coupling increases with $\ell$ as $e^{2\ell}$. Therefore, the correlation length diverges with an exponent $\nu_\beta = 1/2$ and the dynamical critical exponent $z = 1$ \[39, 63\]. The general scaling relation of the resistivity to temperature and magnetic field is given by \[1, 2, 64\]
\[
\rho(B,T) = \rho(B_c) f |B - B_c| / T^{1/z\nu_B},
\]
where $f(x)$ is a scaling function with $f(0) = 1$. To obtain the general scaling with respect to the magnetic field, we have defined $\nu_B$, which describes how the correlation length $\zeta$ diverges with the magnetic field, following $\zeta \sim |B - B_c|^{-\nu_B}$. On the other hand, the correlation length exponent obtained by our renormalization-group analysis describes that the correlation length $\zeta$ diverges with the coupling strength as $\zeta \sim |\beta - \beta_\ast|^{-\nu_\beta}$. Our scaling analysis based on Eq. (4) yields $\nu_B = 3\nu_\beta$ \[39\], and the critical exponent takes the form
\[
\zeta = 3z\nu_\beta = 1.5.
\]

This value is far less than the experimental value $\zeta = 5.5$ \[21\]. Without disorder, the coexistence of electron-
electron and electron-phonon interactions cannot induce the metal-insulator transitions in the experiments [21].

*Anderson localization induced by forward-scattering disorder?*—When forward-scattering disorder exists, Anderson localization happens first with $z = 1, \nu_{B} = 2\nu_{\Delta} = 2$, and $\xi = 2$ (see details in Sec. SIIIE in [39]), which is far less than the experimental value $\xi = 5.5$ [21].

*Charge-density wave with backscattering disorder.*—When backscattering disorder exists, the fixed points are (i) $b (u_{*}, \beta_{*}, \Delta_{*}) = (0, 0, 0)$; (ii) $b (0, 1 + 1/\gamma)^{2}, 0)$; (iii) $b (0, 0, 1/4)$; and (iv) $b (1/2, 0, 1/2)$, belonging to four different universality classes because they have different critical exponents. Fixed point (i) $b$ is unstable for electron-electron interactions and disorder. Fixed point (ii) $b$ is attractive for all three couplings and represents the charge-density wave with a irrelevant electron-electron coupling and backscattering disorder [39]. Without electron-electron interactions, fixed point (iii) $b$ is stable and fixed point (iv)$b$ is a critical point for a Wigner crystal [39]. As shown in Fig. 3(c), there exists a critical line in the $\nu$-$\Delta$ plane; on the right, $u$ flows to infinity, indicating a charge-density wave driven by electron-electron interactions, i.e., a Wigner crystal, while on the left, the system flows to a finite disorder fixed point with a stable zero-valued electron-electron coupling. When including electron-phonon interactions, as shown in Fig. 3(d), the behavior of $u$ does not change qualitatively. Figure 3(e) shows that the electron-phonon coupling $\beta$ flows to infinity with increasing $\ell$. Near fixed point (iii) $b$, $\beta$ is the only unstable coupling. Fixed point (iii) $b$ becomes the critical fixed point for a charge-density wave induced by electron-phonon interactions in the presence of a finite backscattering disorder and irrelevant electron-electron coupling. The divergent $\beta$ gives $\nu_{\beta} = 1$ [39]. The dynamical critical exponent for this universality class is found as $z = 1 + 2\Delta_{*} = 1.5$. We thus get a critical exponent for the resistivity scaling

$$\xi = 3z \nu_{\beta} = 4.5, \tag{7}$$

which is close to the experimental value $\xi = 5.5$ [21].

Near fixed point (iv)$b$, both $\beta$ and $u$ are unstable and increase unboundedly when the initial value of $u$ is large enough. Fixed point (iv)$b$ is a multicritical point for the Wigner crystal or Peierls phase transition. Which phase transition occurs first depends on the relative strength of $\beta$ and $u$. The solid lines in Fig. 3(e) show that the ratio of $u$ to $\beta$ decreases rapidly and finally vanishes when its initial value is not large enough, indicating that the Peierls phase transition happens first. The dotted line in Fig. 3(f) shows that $u$ is always larger than $\beta$, when its initial value is large enough, which means that the Wigner crystal occurs first. Despite that these two phase transitions both produce charge-density waves, the gap sizes and critical behaviors are different [31, 32]. For the Peierls phase transition, the correlation length exponent is $\nu_{\beta} = 1$, and the dynamical critical exponent is $z = 1 + 2\Delta_{*} = 2$, which gives a critical exponent for the resistivity scaling:

$$\xi = 3z \nu_{\beta} = 6. \tag{8}$$

For the Wigner crystal, we obtain $\nu_{u} = 1$ and $z = 2$, which lead to $\xi = 2$ [39].

*Conclusion and experimental verification.*—So far, $\xi = 6$ is closest to the experimental result $\xi = 5.5$ [21]. Therefore, we conclude that the magnetic-field-induced metal-insulator transition in the experiments is likely a charge-density wave induced by electron-phonon interactions, in the presence of strong electron-electron interactions and backscattering disorder (only for samples 2–4 in Ref. [21]; see discussion below). Its quantum critical behavior is described by the universal class of fixed point (iv)$b$ with a correlation length exponent $\nu_{B} = 3$ and dynamical critical exponent $z = 2$.

Our conclusion can be verified by performing the current-scaling measurement [65–69], which along with the temperature scaling results in Ref. [21] could give rise to the experimental values of $z$ and $\nu$. The experimental setup is shown in Fig. 4(a). One needs to measure the longitudinal resistivity as a function of the magnetic field at different measurement currents $I$. Rearranging the measured magneto
toresistivity $\rho(B)/\rho(B_{c})$ near the critical field $B_{c}$ as a function of $[B - B_{c}]/I^{1/\kappa}$ could generate a current-scaling plot as shown in Fig. 4(b), which is similar to that in Fig. 1 (b). The scaling relation of the resistivity to the current takes the form [2]

$$\rho(B, T) = \rho(B_{c}) \mathcal{F}[|B - B_{c}|/I^{1/(z+1)\nu_{B}}], \tag{9}$$

where $\mathcal{F}(x)$ is a scaling function with $\mathcal{F}(0) = 1$. With the fitted $\xi$ in Ref. [21] and $\kappa$ in this current-scaling measurement, the correlation length exponent $\nu_{B}$ and dynamical critical exponent $z$ can be found as

$$\nu_{B} = \kappa - \xi, \quad z = \xi/\kappa - \xi, \tag{10}$$

respectively. Previously, this method has been widely employed in 2D quantum phase transitions [66–69], and it could provide an experimental way of distinguishing our theoretical exponents in Table I.

Also, the charge-density wave could be probed in X-ray diffraction spectrum [70–72], though the combination of the high magnetic field and X-ray facilities is challenging.

*Discussion.*—Our theory provides a deeper understanding to the data in Ref. [21], where the value $\xi = 5.5$ is obtained by averaging four samples, as shown in Table I. However, the value of $\xi$ for sample 1 is closer to the value $\xi = 4.5$ of the universal class described by fixed point (iii)$b$. By contrast, $\xi$ of samples 2–4 belongs to fixed point (iv)$b$. The physical difference is that electron-electron interactions in sample 1 can be seen as zero valued when the metal-insulator transition happens, whereas they are finite and strong in the other three samples. As shown in Table I, the mean value of samples 2–4 arises to
FIG. 4. (a) The experimental setup for the current-scaling measurement. The longitudinal resistivity \( \rho \equiv V/I \) along the \( x \) direction as a function of the magnetic field \( B \) is measured at different measurement currents \( I \) to construct a scaling function \( \rho(B)/\rho(B_c) = F(|B - B_c|/|I|^{1/\kappa}) \) in (b), where \( F(x) \) is a scaling function with \( F(0) = 1 \). The linear fitting of the \( \log(d\rho/dB|_{B=B_c}) \) vs. \( -\log(I) \) yields \( 1/\kappa \). With the fitted \( \xi \) in Fig. 1 and \( \kappa \) here, the correlation length exponent \( \nu_B = \kappa - \xi \) and the dynamical critical exponent \( z = \xi/(\kappa - \xi) \) can be found, to provide more experimental connections for our theory to identify the insulating ground state in the experiments.

\( \xi = 6.0 \), which remarkably agrees with our theoretical value in Eq. (8). Despite that we take the experiments in Ref. [21] as a concrete sample to compare with, our theory can be applied to other 3D metal-insulator transitions under strong magnetic fields. Recently, the field-driven metal-insulator transition in \( \beta - \text{Bi}_x\text{I}_4 \) [73] is found to have \( \xi = 6.5 \) within the experimental error, showing the wide application potential of our theory. Nevertheless, 3D metal-insulator transitions of spin-correlated systems driven by magnetic fields [18–20] are beyond the scope of our theory and will be a challenging topic in the future.
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