Some Results on the Extended Hypergeometric Matrix Functions and Related Functions
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In this article, we discuss certain properties for generalized gamma and Euler’s beta matrix functions and the generalized hypergeometric matrix functions. The current results for these functions include integral representations, transformation formula, recurrence relations, and integral transforms.

1. Introduction

Matrix generalizations of some known classical special functions are important both from the theoretical and applied point of view (see, for example, [1–10]). These new extensions have proved to be very useful in various fields such as physics, engineering, statistics, actuarial sciences, life testing, and telecommunications.

In particular, various results of gamma, Euler’s beta, and hypergeometric matrix functions have been presented and investigated (see, e.g., [11–17]). Motivated by investigations of the extended gamma, beta, and Gauss hypergeometric matrix functions given in [14–16, 18, 19], we aim to derive certain properties of matrix generalizations of gamma, Euler’s beta, Gauss, and confluent hypergeometric functions. The results given by many authors [12, 20–24] follow as special cases in this work.

The plan of this work is described below:

In Section 2, we propose to derive some integral representations and recurrence relations for generalizations of gamma and Euler’s beta matrix functions. The various properties for the generalizations of Gauss and confluent hypergeometric matrix functions are investigated in Section 3. Finally, we end up with the conclusion in Section 4.

Throughout this paper, let I and 0 denote the identity matrix and null matrix in \( C^{r \times r} \), respectively. A matrix A in \( C^{r \times r} \) is a positive stable matrix if \( \Re(\lambda) > 0 \) for all \( \lambda \in \sigma(A) \) where \( \sigma(A) \) denotes the set of all eigenvalues of A. In [12], if \( f(z) \) and \( g(z) \) are holomorphic functions in an open set \( \Omega \) of the complex plane and if A is a matrix in \( C^{r \times r} \) for which \( \sigma(A) \subset \Omega \), then

\[
f(A)g(A) = g(A)f(A).
\]

Let A be a positive stable matrix in \( C^{r \times r} \); then, the gamma matrix function in [11, 12] is defined by

\[
\Gamma(A) = \int_0^\infty e^{-t} t^{A-1} dt, \quad t^{A-1} = \exp[(A - I)\ln t].
\]

For positive stable matrices \( A \) and \( B \in C^{r \times r} \), the beta matrix function in [11, 12] is defined by

\[
\beta(A, B) = \int_0^1 t^{A-1} (1 - t)^{B-1} dt.
\]
Also, if $A$, $B$, and $A + B$ are positive stable matrices in $\mathbb{C}^{m \times r}$ and $AB = BA$, then
\[
\mathbb{B} (A, B) = \Gamma (A) \mathbb{I} (B) \Gamma^{-1} (A + B).
\] (4)

From [12], for a matrix $A \in \mathbb{C}^{n \times r}$, the matrix version of Pochhammer symbol is defined as
\[
(A)_n = A (A + I) (A + 2I), \ldots, (A + (n - 1) I); n \geq 1; (A)_0 = I.
\] (5)

The Gauss hypergeometric matrix function $\mathbf{2F1}(A, B; C; z)$ is given in [12] as follows:
\[
\mathbf{2F1}(A, B; C; z) = \sum_{n=0}^{\infty} \frac{(A)_n (B)_n}{n!} \frac{\Gamma (C)_n}{\Gamma (C + n)} z^n,
\] (6)
where $|z| < 1$ and $A, B, C \in \mathbb{C}^{m \times r}$ such that $C + n I$ is invertible for all integer $n \geq 0$.

Also, the confluent hypergeometric matrix function is defined by
\[
\mathbf{Y} (z) = \mathbf{1F1}(A; B; z) = \sum_{n=0}^{\infty} \frac{(A)_n}{n!} \frac{\Gamma (B)_n}{\Gamma (B + n)} z^n,
\] (7)
and it satisfies the following matrix differential equation:
\[
z \mathbf{Y}'' + (B - zI) \mathbf{Y} = 0,
\] (8)
where $A$ and $B \in \mathbb{C}^{m \times r}$ and $B + n I$ is invertible for every integer $n \geq 0$. Furthermore, we have
\[
\mathbf{Y} (z) = \Theta^{-1} (A, B - A) \int_{0}^{1} e^{tz} t^{A - I} (1 - t)^{B - A - I} dt,
\] (9)
where $A, B$, and $B - A$ are positive stable matrices and $AB = BA$.

In the recent paper [14], for any arbitrary parameter $p$ with $\text{Re} (p) > 0$, the matrix generalizations of gamma and Euler’s beta functions are given as follows:
\[
\Gamma (\mathcal{X}; p) = \int_{0}^{\infty} \exp \left( -t - \frac{p}{t} \right) t^{\mathcal{X} - 1} dt,
\] (10)
\[
\mathcal{B} (\mathcal{X}, \mathcal{Y}; p) = \int_{0}^{1} \exp \left( -\frac{p}{t(1-t)} \right) t^{\mathcal{X} - 1} (1 - t)^{\mathcal{Y} - 1} dt,
\] (11)
for $p = 0$, which gives gamma and Euler’s beta matrix functions given by (2) and (3), respectively:
\[
\Gamma^{(A, B)} (\mathcal{X}; p) = \int_{0}^{\infty} i \Gamma_{1} \left( A; B; -t - \frac{p}{t} \right) t^{\mathcal{X} - 1} dt,
\] (12)
and
\[
\mathcal{B}^{(A, B)} (\mathcal{X}, \mathcal{Y}; p) = \int_{0}^{1} t^{\mathcal{X} - 1} (1 - t)^{\mathcal{Y} - 1} i \Gamma_{1} \left( A; B; -\frac{p}{t(1-t)} \right) dt
\] (13)
respectively, where $A, B, \mathcal{X}$, and $\mathcal{Y}$ are positive stable matrices in $\mathbb{C}^{r \times r}$ and $p$ is any arbitrary parameter with $\text{Re} (p) > 0$. Also, these are matrix versions of gamma and beta functions [23]. The case of $A = B$ in (12) and (13) gives us generalizations of gamma and Euler’s beta matrix functions defined by (10) and (11), respectively.

Moreover, author in [14] defined the generalized Gauss and confluent hypergeometric matrix functions as follows:

\textbf{Definition 1.} Let $A, B, A^*, B^*$, and $C^* \in \mathbb{C}^{m \times r}$ satisfying conditions that $A, B, B^*, C^* - B^*$, and $C^*$ are the positive stable matrix, and
\[
B^* C^* = C^* B^*,
\] (14)
and $p$ be a number with $\text{Re} (p) > 0$. Then, the generalized Gauss hypergeometric matrix function (GGHMF) is defined in [14] by
\[
\mathbf{F}^{(A, B)} (A^*, B^*; C^*; z; p) = \sum_{n=0}^{\infty} (A^*)_n \mathbf{B}^{(A, B)} (B^* + n I, C^* - B^*; p) \mathbf{B}^{-1} (B^* + n I, C^* - B^*; p) \mathbf{z}^n
\] (15)
and the generalized confluent hypergeometric matrix function (GCHMF) in the form
\[
\mathbf{F}^{(A, B)} (B^*; C^*; z; p) = \sum_{n=0}^{\infty} \mathbf{B}^{(A, B)} (B^* + n I, C^* - B^*; p) \mathbf{B}^{-1} (B^* + n I, C^* - B^*; p) \mathbf{z}^n
\] (16)

\textbf{Remark 1.} For $A = B$ in (15) and (16), we have
In this section, we derive some properties of generalized gamma and Euler's beta functions, which are defined by (12) and (13), as follows:

\[ F(A^*, B^*; C^*; z; p) = \sum_{n=0}^{\infty} (A^*)_n \mathcal{B} (B^* + nI, C^* - B^*; p) \mathcal{B}^{-1} (B^*, C^* - B^*) \frac{z^n}{n!} \]  

(17)

where \( p = 0 \) in (15), it reduces

\[ F^{(A, B)} (A^*, B^*; C^*; z) = 2 F_1 (A^*, B^*; C^*; z), \]  

(18)

and also, at \( p = 0 \) in (16), we get

\[ F_1^{(A, B)} (B^*, C^*; z) = F_1 (B^*, C^*; z). \]  

(19)

Now, let us give the following definition as a generalization of the functions in (15) and (16).

\[ \Gamma^{(A, B)} (z; p) \]

where \( r \) and \( s \in \mathbb{N} \).

**2. Properties of Generalizations of Gamma and Beta Matrix Functions**

In this section, we derive some properties of generalized gamma and Euler's beta matrix functions, which are defined by (12) and (13), as follows:

\[ \Gamma^{(A, B)} (X; p) = \int_0^1 \eta^{-X} \Gamma (X; p\eta^2) \mathcal{B}^{-1} (A, B - A) \eta^{A-1} (1 - \eta)^{B-A-1} d\eta, \]  

(20)

where \( B - A \) is a positive stable matrix in \( C^{r \times r} \) and \( AB = BA \).

**Proof.** Using (9) in (12), we have

\[ \Gamma^{(A, B)} (X; p) = \int_0^{\infty} u^{-X-1} \left[ \mathcal{B}^{-1} (A, B - A) \right] \int_0^1 e^{-ut-(pt/u)} t^{A-1} (1 - t)^{B-A-1} dt du. \]  

(23)

Taking \( \nu = ut \) and \( \eta = t \) in the above equation, we can write

\[ \Gamma^{(A, B)} (X; p) = \int_0^1 \eta^{-X} \left[ \int_0^{\infty} \nu^{A-1} e^{-(\nu^2/p)} d\nu \right] \left[ \mathcal{B}^{-1} (A, B - A) \right] \eta^{A-1} (1 - \eta)^{B-A-1} d\eta. \]  

(24)

Then, by (10), we complete the proof of the theorem. \( \square \)
Theorem 2. The following integral representation for generalized Euler’s beta matrix function in (13) holds well:

\[
\mathcal{B}^{(A,B)}(\mathcal{X}, Y; p) = \int_0^1 \mathcal{B}(\mathcal{X}, Y, pt) t^{A-I} (1-t)^{B-A-I} \left[ \mathbb{B}^{-1}(A,B-A) \right] dt,
\]

where \( B - A \) is a positive stable matrix in \( \mathbb{C}^{r \times r} \) and \( AB = BA \).

Proof. The proof of the theorem is completed similar to Theorem 1. \( \square \)

Theorem 3. For generalized Euler’s beta matrix function \( \mathcal{B}^{(A,B)}(\mathcal{X}, Y; p) \), we have the next property:

\[
\int_0^1 p^{S-I} \mathcal{B}^{(A,B)}(\mathcal{X}, Y; p) dp = \mathbb{B}(S+\mathcal{X}, Y+S)^{(-A,B)}(S),
\]

(26)

where \( \mathbb{AY} = YA \) and \( \mathbb{BY} = YB \).

Proof. It follows straightforwardly from (12). \( \square \)

Remark 2. If we take \( A = B = p = 0 \) in Theorem 4, we obtain

\[
\mathbb{B}(\mathcal{X}, Y) = \Gamma(\mathcal{X}) \Gamma(Y)^{-1} (X + Y),
\]

(28)

where \( X,Y, \) and \( X+Y \) are positive stable matrices and \( \mathcal{XY} = Y \mathcal{X} \).

Theorem 4. For generalized gamma matrix function \( \Gamma^{(A,B)}(\mathcal{X}; p) \), we get

\[
\Gamma^{(A,B)}(\mathcal{X}; p) \Gamma^{(A,B)}(Y; p) = 4 \int_0^{\pi/2} \int_0^\infty (r \cos \theta)^{2\mathcal{X}-1} (r \sin \theta)^{2Y-1}

\times \frac{1}{4} F_1 \left( A; B; -r^2 \cos^2 \theta - \frac{p}{r^2 \cos^2 \theta} \right) \frac{1}{4} F_1 \left( A; B; -r^2 \sin^2 \theta - \frac{p}{r^2 \sin^2 \theta} \right) r dr d\theta,
\]

(27)

where \( \mathbb{AY} = YA \) and \( \mathbb{BY} = YB \).

Proof. It is enough to use (13), interchange the order of integration, take transformations \( \nu = pt(1-t) \) and \( \eta = t \) in (13), and then use (12) in the left-hand side of the above equation, respectively. \( \square \)

On the contrary, if we consider Taylor expansion of \( (1-t)^{-Y} \) at \( t = 0 \), we can write

\[
(1-t)^{-Y} = \sum_{n=0}^{\infty} \frac{(Y)_n}{n!} t^n.
\]

(31)

Then, using (13), the theorem can be proved. \( \square \)

Remark 3. For \( A = B \) in Theorem 5, we get

\[
\mathcal{B}(\mathcal{X}, I - Y; p) = \sum_{n=0}^{\infty} \frac{(Y)_n}{n!} \mathcal{B}(\mathcal{X} + nI, I; p),
\]

(32)

and for \( p = 0 \) in (32), we have

\[
\mathbb{B}(\mathcal{X}, I - Y) = \sum_{n=0}^{\infty} \frac{(Y)_n}{n!} \mathbb{B}(\mathcal{X} + nI, I).
\]

(33)
**Theorem 6.** The following recurrence relation for the generalized gamma matrix function holds well:

\[
\frac{d^2}{dp^2} [\Gamma^{(A,B)}(\mathcal{X} + 5I; p)] + p^2 \frac{d^2}{dp^2} [\Gamma^{(A,B)}(\mathcal{X} + 3I; p)] - \frac{d}{dp} [\Gamma^{(A,B)}(\mathcal{X} + 2I; p)] B
\]

\[
- \frac{d}{dp} [\Gamma^{(A,B)}(\mathcal{X} + 3I; p)] - p \frac{d}{dp} [\Gamma^{(A,B)}(\mathcal{X} + I; p)] + A \Gamma^{(A,B)}(\mathcal{X}; p)
\]

\[= 0.\]

**Proof.** From (12), by using the Leibnitz rule, it is easily seen that the left-hand side of the above equation can be written as

\[
\int_0^\infty e^{x-t} \left[ (t^3 + pt) \frac{d^2 Z}{dp^2} + \frac{dZ}{dp} \left[ Bt + (t^3 + p) I \right] + AZ \right] dt,
\]

where \( Z = \psi F_1(A; B; (-t - (p/t))) \). On the one hand, due to (8), we have

\[
(t^3 + pt) \frac{d^2 Z}{dp^2} + \frac{dZ}{dp} \left[ Bt + (t^3 + p) I \right] + AZ = 0.
\]

Thus, the proof is completed. \( \square \)

**Remark 4.** For \( A = B \) in Theorem 6, we get

\[
\frac{d^2}{dp^2} [\Gamma^{(A,B)}(\mathcal{X} + 5I; p)] + p^2 \frac{d^2}{dp^2} [\Gamma^{(A,B)}(\mathcal{X} + 3I; p)] - \frac{d}{dp} [\Gamma^{(A,B)}(\mathcal{X} + 2I; p)] A
\]

\[
- \frac{d}{dp} [\Gamma^{(A,B)}(\mathcal{X} + 3I; p)] - p \frac{d}{dp} [\Gamma^{(A,B)}(\mathcal{X} + I; p)] + A \Gamma^{(A,B)}(\mathcal{X}; p)
\]

\[= 0.\]

**Theorem 7.** Generalized Euler’s beta matrix function verifies the next recurrence relation:

\[
p \frac{d^2}{dp^2} \left[ \beta^{(A,B)}(\mathcal{X} + Y + 3I; p) \right] + \frac{d}{dp} \left[ \beta^{(A,B)}(\mathcal{X} + Y + 2I; p) \right] B
\]

\[
+ p \frac{d}{dp} \left[ \beta^{(A,B)}(\mathcal{X} + Y + I; p) \right] + A \beta^{(A,B)}(\mathcal{X}, Y; p)
\]

\[= 0.\]

**Proof.** In view of (13), the left-hand side of above equation is equal to

\[
\int_0^\infty t^{x-t} (1-t)^{y-t} \left[ pt (1-t) \frac{d^2 Z}{dp^2} + \frac{dZ}{dp} \left[ Bt (1-t) + p I \right] + AZ \right] dt,
\]

where \( Z = \psi F_1(A; B; (-p/t (1-t))) \). On the other hand, by using equation (8), we obtain
\[ \frac{d^2 Z}{dp^2} pt (1-t) + \frac{dZ}{dp} [(1-t)Bt + pI] + ZA = 0, \quad (40) \]

which yields the desired result of Theorem 7. \[ \square \]

**Remark 5.** The case of \( A = B \) in Theorem 7 gives

\[ p \frac{d^2}{dp^2} [\mathcal{R}(X + 3I, Y + 3I; p)] + \frac{d}{dp} [\mathcal{R}(X + 2I, Y + 2I; p)]A \]

\[ + p \frac{d}{dp} [\mathcal{R}(X + I, Y + I; p)] + A\mathcal{R}(X, Y; p) \]

\[ = 0. \quad (41) \]

### 3. Properties of the GGHMF and GCHMF

In this section, we give some of the main results of the GGHMF and GCHMF as follows.

**Theorem 8.** For the GGHMF \( F^{(A,B)}(A,B^*;C^*;z;p) \), the following integral form holds true:

\[ F^{(A,B)}(A,B^*;C^*;z;p) = \int_0^1 (1-tz)^{A^*} t^{B^* - I} (1-t)^{C^* - B^* - I} \frac{B}{t} \frac{1}{(1-t)} F_1 \left( A; B; -\frac{-p}{t} \right) dt, \quad (42) \]

where \( |\arg (1-z)| < \pi. \)

**Proof.** If we take

\[ \mathcal{R}_p^{(A,B)}(B^* + nI, C^* - B^*) = \int_0^1 t^{B^* + nI - 1} (1-t)^{C^* - B^* - I} F_1 \left( A; B; -\frac{-p}{t} \right) dt, \quad (43) \]

in (15) and use the following relation:

\[ \sum_{n=0}^{\infty} \frac{(A^*)^n}{n!} (tz)^n = (1-tz)^{-A^*}, \quad (44) \]

then we arrive at the required result. \[ \square \]

**Corollary 1.** If we apply the substitution \( t = \sin^2 \nu \) in (42), we derive

\[ F^{(A,B)}(A^*, B^*; C^*; z; p) = 2 \int_0^{\pi/2} \left( 1 - z \sin^2 \nu \right)^{-A^*} \sin^{2B^* - I} \nu \cos^{2C^* - 2B^* - I} \nu \times B^{-1} (B^*, C^* - B^*)_1 F_1 \left( A; B; \frac{-p}{\sin^2 \nu \cos^2 \nu} \right) d\nu, \quad (45) \]

and applying the substitution \( t = u/1 + u \) in (42), we obtain
\[ F_{p}^{(A,B)}(A^*, B^*; C^*; z) \]
\[ = \int_{0}^{\infty} (1 + u(1 - z))^{-A^*} (1 + u)^{-A^* - C^*} u^{B^* - 1} \]
\[ \times F_{1}(A; B; -2p - pu - pu^{-1}) B^{-1}(B^*, C^* - B^*) du, \]
\[ (46) \]
\[ F_{p}^{(A,B)}(A^*, B^*; C^*; z; p) = \int_{0}^{1} F(A^*, B^*; C^*; z; pt) t^{A^* - 1} (1 - t)^{B^* - 1} B^{-1}(A, B - A) dt, \]
\[ (47) \]
where \( B - A \) is a positive stable matrix in \( \mathbb{C}^{mxr} \) and \( AB = BA \).

**Proof.** From (15) and Theorem 2, we have the desired relation. \( \square \)

\[ F_{1}^{(A,B)}(B^*; C^*; z; p) \]
\[ = \int_{0}^{1} t^{B^* - 1} (1 - t)^{C^* - B^* - 1} B^{-1}(B^*, C^* - B^*) F_{1}(A; B; -\frac{p}{(1 - t)}) t^{B^* - 1} \]
\[ (48) \]
\[ e^{\frac{z}{u}} \int_{0}^{1} (1 - u)^{B^* - 1} u^{C^* - B^* - 1} B^{-1}(B^*, C^* - B^*) F_{1}(A; B; -\frac{p}{u(1 - u)}) e^{-zu} du. \]
\[ (49) \]

**Theorem 9.** The following integral form for GGHMF holds true:

**Theorem 10.** The GCHMF \( F_{1}^{(A,B;p)}(B^*; C^*; z) \) has the next representation:

**Corollary 2.** If we take \( t = 1 - u \) in (48), we derive

\[ F_{1}^{(A,B;p)}(B^*; C^*; z) \]
\[ = e^{\frac{z}{u}} \int_{0}^{1} (1 - u)^{B^* - 1} u^{C^* - B^* - 1} B^{-1}(B^*, C^* - B^*) F_{1}(A; B; -\frac{p}{u(1 - u)}) e^{-zu} du. \]
\[ (49) \]

**Theorem 11.** For the GGHMF with \( |\arg(1 - z)| < \pi \), then the following transformation formula holds true:

\[ F^{(A,B)}(A^*, B^*; C^*; z; p) = (1 - z)^{-A^*} F^{(A,B)}(A^*, C^* - B^*; C^*; \frac{z}{z - 1}; p). \]
\[ (50) \]

**Proof.** In (42), by writing \((1 - t)\) instead of \( t \) and using the following equation
\[ (1 - z(1 - t))^{-A^*} = (1 - z)^{-A^*} \left( 1 + \frac{z}{z - 1} \right)^{-A^*}, \]
\[ (51) \]
we obtain

\[ F^{(A,B)}(A^*, B^*; C^*; z; p) = (1 - z)^{-A^*} F^{(A,B)}(A^*, C^* - B^*; C^*; \frac{z}{z - 1}; p). \]
\[ (52) \]

**Remark 6.** For \( A = B \) in Theorem 11, one can easily obtain
\[
F(A^*, B^*; C^*; z; p) = (1 - z)^{-A^*} F\left(A^*, C^* - B^*; C^*; \frac{z}{z - 1}; p\right),
\]
and also, for \( p = 0 \),
\[
_{2} F_{1}(A^*, B^*; C^*; z) = (1 - z)^{-A^*} _{2} F_{1}\left(A^*, C^* - B^*; C^*; \frac{z}{z - 1}\right),
\]
(54)
and it is satisfied which is given in [25].

**Corollary 3.** From Theorem 11, the GGHMF \( F^{(A,B)}(A^*, B^*; C^*; z; p) \) satisfies the transformation formula:
\[
_{2} F_{1}(A^*, B^*; C^*; 1 - \frac{1}{z}; p) = z^{A^*} F^{(A,B)}(A^*, C^* - B^*; C^*; 1 - z; p),
\]
(55)

where \(|\arg z| < \pi\).

**Remark 7.** In the case of \( A = B \) in Corollary 3, we have
\[
F\left(A^*, B^*; C^*; 1 - \frac{1}{z}; p\right) = z^{A^*} F\left(A^*, C^* - B^*; C^*; 1 - z; p\right),
\]
(56)
and also, if we get \( p = 0 \), we find
\[
F^{(A,B)}\left(A^*, B^*; C^*; \frac{z}{z + 1}; p\right) = (1 + z)^{A^*} F^{(A,B)}\left(A^*, C^* - B^*; C^*; -z; p\right),
\]
(58)
where \(|\arg (1 + z)| < \pi\).

**Theorem 12.** The GGHMF \( F^{(A,B)}(A^*, B^*; C^*; z; p) \) verifies the recurrence relation:
\[
\begin{align*}
&\mathcal{B}(B^* + 3I; C^* - B^* + 3I) p \frac{d^2}{dp^2} \left[ F^{(A,B)}\left(A^*, B^* + 3I; C^* + 6I; z; p\right)\right] \\
&- B(B^* + 2I; C^* - B^* + 2I) B \frac{d}{dp} \left[ F^{(A,B)}\left(A^*, B^* + 2I; C^* + 4I; z; p\right)\right] \\
&- B(B^* + I; C^* - B^* + I) p \frac{d}{dp} \left[ F^{(A,B)}\left(A^*, B^* + I; C^* + 2I; z; p\right)\right] \\
&+ AF^{(A,B)}\left(A^*, B^*; C^*; z; p\right) \\
&= 0.
\end{align*}
\]
(59)

**Proof.** By using relation (42), we can write the left-hand side of (59) in the following form:
\[
\int_{0}^{1} t^{B^* - I} (1 - t)^{C^* - B^* - I} \left[ pt(1 - t) \frac{d^2 Z}{dp^2} + \frac{d Z}{dp} \left[ Bt(1 - t) + pI + AZ \right] \right] (1 - tz)^{-A^*} dt,
\]
(60)
where \( Z = F_1(A; B; -(p/t(1-t))) \). On the other hand, it follows from (8):
\[
\frac{d^2Z}{dp^2}pt(1-t) + \frac{dZ}{dp}[(1-t)Bt + pI] + ZA = 0, \quad (61)
\]

which proves the theorem. \( \square \)

**Theorem 13.** For the GCHMF \( F_1^{(A,B)}(B^*; C^*; z; p) \), the following recurrence relation holds true:

\[
\mathcal{B}(B^* + 3I; C^* - B^* + 3I) p \frac{d^2}{dp^2} \left[ F_1^{(A,B)}(B^* + 3I; C^* + 6I; z; p) \right] \\
- \mathcal{B}(B^* + 2I; C^* - B^* + 2I) p \frac{d}{dp} \left[ F_1^{(A,B)}(B^* + 2I; C^* + 4I; z; p) \right] \\
- \mathcal{B}(B^* + I; C^* - B^* + I) p \frac{d}{dp} \left[ F_1^{(A,B)}(B^* + I; C^* + 2I; z; p) \right]
+ A_1 F_1^{(A,B)}(B^*; C^*; z; p)
= 0.
\]

**Proof.** It is enough to make similar calculations as in Theorem 11. \( \square \)

Next, the integral transforms for the GGHMF \( F^{(A,B)}(A^*, B^*; C^*; z; p) \) are given as follows:

**Theorem 14.** The following beta matrix transform formula holds true:
\[
\mathcal{B}\left\{F^{(A,B)}(P + Q, B^*; C^*; yz; p) : P, Q\right\} = \mathcal{B}(P, Q) F^{(A,B)}(P, B^*; C^*; x; p), \quad (63)
\]

where \( A, B, B^*, C^*, P, Q, \) and \( P + Q \) are positive stable matrices and commutative in \( C^ {\infty} \) with \( \text{Re}(p) \geq 0, |x| < 1 \), and the beta matrix transform of \( f(z) \) is defined as follows [25]:
\[
\mathcal{B}[f(z) : P, Q] = \int_0^1 z^{P-1}(1-z)^{Q-1} f(z)dz,
\]
where \( P \) and \( Q \) are positive stable matrices in \( C^ {\infty} \).

**Proof.** Using relation (64) and applying (15) to the beta matrix transform of (63), we have
\[
\int_0^1 z^{P-1}(1-z)^{Q-1} F^{(A,B)}(P + Q, B^*, C^*; xz)dz

= \int_0^1 z^{P-1}(1-z)^{Q-1} \sum_{n=0}^{\infty} (P + Q)_n \rho^{(A,B)}(B^* + nl; C^* - B^*; p) \mathcal{B}^{-1}(B^*, C^* - B^*) \frac{(xz)^n}{n!}dz.
\]

By interchanging the order of integration and summation with (4), we obtain
\[
\int_0^1 z^{P-1}(1-z)^{Q-1} F^{(A,B)}(P + Q, B^*; C^*; xz; p)dz

= \sum_{n=0}^{\infty} (P + Q)_n \rho^{(A,B)}(B^* + nl; C^* - B^*; p) \mathcal{B}^{-1}(B^*, C^* - B^*) \frac{(xz)^n}{n!}

= \mathcal{B}(P, Q) \sum_{n=0}^{\infty} (P)_n \rho^{(A,B)}(B^* + nl, C^* - B^*; p) \mathcal{B}^{-1}(B^*, C^* - B^*) \frac{x^n}{n!}.
\]

(65)
which, according to (15), yields our desired result (63). This completes the proof of Theorem 13. □

Theorem 15. If $\Re(s) > 0, \Re(p) \geq 0, M \in \mathcal{C}^{\infty}$, and $|x/s| < 1$, then the Laplace transform holds true:

$$\mathcal{L}\left\{ z^{M-1} F^{(A,B)}(A^*, B^*, C^*; xz; \rho) \right\} = s^{-M} \Gamma(M) F^{(A,B)}(A^*, M, B^*; C^*; \frac{x}{s}; \rho),$$

(67)

where the Laplace transform of $f(z)$ is defined as follows [26]:

$$\mathcal{L}\{ f(z) \} = \int_{0}^{\infty} e^{-sz} f(z) \, dz.$$ (68)

Proof. From definition (68) and (15), we find that

$$\int_{0}^{\infty} z^{M-1} e^{-sz} F^{(A,B)}(A^*, B^*, C^*; xz; \rho) \, dz$$

$$= \int_{0}^{\infty} z^{M-1} e^{-sz} \sum_{n=0}^{\infty} (A)_n \mathcal{B}^{(A,B)}(B^* + \ln, C^* - B^*; \rho) \mathcal{B}^{-1}(B^*, C^* - B^*) \frac{(xz)^n}{n!} \, dz.$$ (69)

By interchanging the order of integration and summation and using Laplace transform, we have

$$\int_{0}^{\infty} z^{M-1} e^{-sz} F^{(A,B)}(A^*, B^*, C^*; xz; \rho) \, dz$$

$$= \sum_{n=0}^{\infty} (A)_n \mathcal{B}^{(A,B)}(B^*, +n\ln, C^* - B^*; \rho) \mathcal{B}^{-1}(B^*, C^* - B^*) \frac{s^{M+n}}{n!} \Gamma(M + n\ln).$$ (70)

which, upon using (21), yields our desired result (67). □

Theorem 16. If $\rho$ and $\delta \in \mathbb{C}$, $\Re(p) \geq 0$, and $|\omega/\delta| < 1$, then the following Whittaker transform formula hold true:

$$\mathcal{F} = \int_{0}^{\infty} \left( \frac{\delta}{\delta \omega} \right)^{n-1} e^{-\omega/\delta} W_{\lambda,\mu}(\delta t) F^{(A,B)}(A^*, B^*; C^*; \omega t; \rho) \, d\omega$$

$$= \delta^{-n} \Gamma(1/2 + \mu + \rho) \Gamma(1/2 - \mu + \rho)$$

$$\times t^{\rho-1} F_{1}^{(A,B)}\left( A^*, \left( \frac{1}{2} + \mu + \rho \right), I\left( \frac{1}{2} - \mu + \rho \right), I, B^*; C^*; (1 - \lambda + \rho)I; \frac{\omega}{\delta}; \rho \right).$$ (71)

Proof. Starting with $\delta t = \nu$ in L.H.S of (71), we obtain

$$\mathcal{F} = \int_{0}^{\infty} \left( \frac{\delta}{\delta \nu} \right)^{n-1} e^{-\nu/\delta} W_{\lambda,\mu}(\nu) \sum_{n=0}^{\infty} (A^n)_{n} \mathcal{B}^{-1}(B^*, C^* - B^*) \mathcal{B}^{(A,B)}(B^* + n\ln, C^* - B^*; \rho) \frac{(\omega\nu)^n}{\delta^n n!} \, d\nu.$$ (72)

By interchanging the order of integration and summation, we obtain
\[
\mathcal{T} = \delta^\rho \sum_{n=0}^{\infty} (A^*)_n B^{-1} (B^* + nI, C^* - B^*; p) \frac{w^n}{\delta^n n!} \\
n \times \int_0^\infty \rho^{p+n-1} e^{-\rho t} W_{\lambda, \mu}(\nu) d\nu.
\]

Using the following integral form (cf. [26]),

\[
\int_0^\infty t^{\nu-1} e^{-t} W_{\lambda, \mu}(t) dt = \frac{\Gamma(1/2 + \mu + \nu) \Gamma(1/2 - \mu + \nu)}{\Gamma(1/2 - \lambda + \nu)}, \quad \left( \Re(\nu + \mu) > -\frac{1}{2} \right),
\]

and (73) becomes the following equation:

\[
\mathcal{T} = \delta^\rho \sum_{n=0}^{\infty} (A^*)_n B^{-1} (B^* + nI, C^* - B^*; p) \frac{w^n}{\delta^n n!} \\
\times \frac{\Gamma(1/2 + \mu + \nu + n) \Gamma(1/2 - \mu + \nu + n)}{\Gamma(1 - \lambda + \nu + n)},
\]

and relation (15) evidently leads us to the required result. \(\square\)

4. Conclusion

This manuscript is a continuation of the recent papers [14–16, 18, 19]. In the current paper, we introduced new properties of extension of the gamma and beta matrix function. We also introduced new extensions of the Gauss hypergeometric matrix function and confluent hypergeometric matrix function. Then, we discussed certain properties of these extended matrix functions such as the integral representations, transformation formulae, recurrence relations, and integral transforms. In addition, some interesting special cases of our main results are archived.

Data Availability

No data were used to support the study.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The second authors extend their appreciation to the Deanship of Scientific Research at King Khalid University for funding this work through Research Group Project under Grant no. (R.G.P-2/53/42).

References

[1] P. Agarwal, R. P. Agarwal, and M. Ruzhansky, Special Functions and Analysis of Differential Equations, Chapman and Hall CRC, Boca Raton, FL, USA, 2020.
[2] A. Verma, J. Younis, and H. Aydi, “On the Kampé de Fériet hypergeometric matrix function,” Mathematical Problems in Engineering, vol. 2021, p. 11, Article ID 9926176, 2021.
[3] R. Dwivedi and V. Sahai, “Lie algebras of matrix difference operators and special matrix functions,” Advances in Applied Mathematics, vol. 122, pp. 102–109, 2021.
[4] A. Bakhet, F. He, and M. Yu, “On the matrix version of extended Bessel functions and its application to matrix differential equations,” Linear and Multilinear Algebra, vol. 12, pp. 1–20, 2021.
[5] M. Abdalla, “Special matrix functions: characteristics, achievements and future directions,” Linear and Multilinear Algebra, vol. 68, no. 1, pp. 1–28, 2020.
[6] M. Abdalla, S. Boulaaras, and M. Akel, “On Fourier-Bessel matrix transforms and applications,” Mathematical Methods in the Applied Sciences, vol. 44, pp. 11293–11306, 2021.
[7] M. Ismail, E. Koelink, and P. Roman, “Matrix valued Hermite polynomials, Burchnall formulas and non-abelian Toda lattice,” Advances in Applied Mathematics, vol. 110, pp. 269–299, 2019.
[8] M. Hidan, M. Akel, S. Boulaaras, and M. Abdalla, “On behavior Laplace integral operators with generalized bessel matrix polynomials and related functions,” Journal of Function Spaces, vol. 2021, p. 11, Article ID 996755, 2021.
[9] R. Aktaş, “A note on multivariable Humbert matrix polynomials,” Gazi University Journal of Science, vol. 27, no. 2, pp. 747–754, 2014.
[10] B. Çekim, R. Dwivedi, V. Sahai, and A. Shehata, “Certain integral representations, transformation formulas and
summation formulas related to Humbert matrix functions," Bulletin of the Brazilian Mathematical Society, New Series, vol. 52, pp. 213–239, 2020.

[11] L. Ójdar and J. C. Cortés, "Some properties of Gamma and Beta matrix functions," Applied Mathematics Letters, vol. 11, pp. 89–93, 1998.

[12] L. Ójdar and J. C. Cortés, "On the hypergeometric matrix function," Journal of Computational and Applied Mathematics, vol. 99, pp. 205–217, 1998.

[13] G. Wehowar and E. Hausenblas, "The second Kummer function with matrix parameters and its asymptotic behavior," Abstract and Applied Analysis, vol. 3, Article ID 753451, 8 pages, 2018.

[14] B. Çëkim, "Generalized Euler’s beta matrix and related functions," AIP Conference Proceedings, vol. 1558, pp. 1132–1135, 2013.

[15] M. Abul-Dahab and A. Bakhet, "A certain generalized gamma matrix functions and their properties," Journal of Analysis & Number Theory, vol. 3, pp. 63–68, 2015.

[16] M. Abdalla and A. Bakhet, "Extension of Beta matrix function," Asian Journal of Mathematics and Computer Research, vol. 9, pp. 253–264, 2016.

[17] G. Khammash, P. Agarwal, and J. Choi, "Extended k-gamma and k-beta functions of matrix arguments," Mathematics, vol. 8, p. 1715, 2020.

[18] F. He, A. Bakhet, M. Hidan, and M. Abdalla, "On the extended hypergeometric matrix functions and their applications for the derivatives of the extended Jacobi matrix polynomial," Mathematical Problems in Engineering, vol. 2020, Article ID 4268361, 8 pages, 2020.

[19] M. Abdalla and A. Bakhet, "Extended Gauss hypergeometric matrix functions, Iran," Iranian Journal of Science and Technology, vol. 42, pp. 1465–1470, 2018.

[20] M. Abdalla, M. Hidan, S. Boulalaar, and B. Cherif, "Investigation of extended k- hypergeometric functions and associated fractional integrals," Mathematical Problems in Engineering, vol. 2021, Article ID 9924625, 11 pages, 2021.

[21] M. A. Chaudhry, A. Qadir, H. M. Srivastava, and R. B. Paris, "Extended hypergeometric and confluent hypergeometric functions," Applied Mathematics and Computation, vol. 159, pp. 589–602, 2004.

[22] M. Hidan, S. Boulalaaras, B. Cherif, and M. Abdalla, "Further results on the \((p;k)\)- analogue of hypergeometric functions associated with fractional calculus operators," Mathematical Problems in Engineering, vol. 2021, p. 9, Article ID 5535962, 2021.

[23] E. Özergin, M. A. Özarslan, and A. Altn, "Extension of gamma, beta and hypergeometric functions," Journal of Computational and Applied Mathematics, vol. 235, pp. 4601–4610, 2011.

[24] P. Agarwal, "Certain properties of the generalized Gauss hypergeometric functions," Applied Mathematics and Information Sciences, vol. 8, pp. 2315–2320, 2014.

[25] A. Bakhet, On Some Topics of Special Functions of Complex Matrices, M. Sc. Thesis, Al-Azhar University, Assiut, Egypt, 2015.

[26] L. Debnath and D. Bhatta, Integral Transforms and Their Applications, Chapman and Hall (CRC Press), Taylor and Francis Group, London, NY, USA, 3rd edition, 2014.