Abstract

Substantial efforts are invested in improving network security, but the threat landscape is rapidly evolving, particularly with the recent interest in programmable network hardware. We explore a new security threat, from an attacker who has gained control of such devices. While it should be obvious that such attackers can trivially cause substantial damage, the challenge and novelty are in doing so while preventing quick diagnosis by the operator.

We find that compromised programmable devices can easily degrade networked applications by orders of magnitude, while evading diagnosis by even the most sophisticated network diagnosis methods in deployment. Two key observations yield this result: (a) targeting a small number of packets is often enough to cause disproportionate performance degradation; and (b) new programmable hardware is an effective enabler of careful, selective targeting of packets. Our results also point to recommendations for minimizing the damage from such attacks, ranging from known, easy to implement techniques like encryption and redundant requests, to more complex considerations that would potentially limit some intended uses of programmable hardware. For data center contexts, we also discuss application-aware monitoring and response as a potential mitigation.

1 Introduction

The critical role of networks in our computing ecosystem has made them a high-value target for malicious actors, with high-profile attacks reported with alarming frequency and increasing severity. While the most common attacks target end systems or services like DNS, increasingly, networking devices themselves are coming under attack. The motivation is transparent: compromising network routers and switches provides visibility across large swaths of individual end devices. For many types of attackers, being able to compromise network devices is thus a higher priority [43].

While such attacks on network devices are not new, they have typically focused on either espionage or disruption. We explore a new type of threat on the horizon, posed by an attacker who has obtained control over programmable switches in a target network: long-term deterioration in the network’s service that is hard to diagnose. While it should be obvious that an attacker controlling powerful network devices can easily degrade performance to the point of denial-of-service, what distinguishes our work from well-known past attacks is the ability to operate while preventing diagnosis. Preventing or encumbering diagnosis is key to the attack’s longevity; if the network operator could easily identify compromised devices, they would be removed or patched.

We shall refer to such attacks, conducted with the objective of maximizing long-term, clearly visible damage while preventing diagnosis, as UNDERRADAR attacks.

A successful UNDERRADAR attack would result in long-term poor performance, and necessitate time-consuming manual intervention and analysis to eventually fix. Such attacks could be lucrative as “ransomware” — attacking a popular public or private data center network, or ISP or enterprise network, in this way could cost the operator a substantial fraction of their revenue and hurt their reputation if not fixed, thus giving the attacker leverage. They could be broadly attractive to actors who today deploy denial-of-service attacks for “hacktivism”, nuisance value, vendetta, etc.

Such attacks are non-trivial, even if the attacker controls powerful devices within a network. Network operators can deploy a variety of monitoring systems that aid in identifying anomalous network behavior and pinpointing faulty devices. Recent research, particularly in the data center context, has developed increasingly sophisticated methods to detect both total and partial failures, e.g., Microsoft’s 007 [4], Everflow [47], NetBouncer [42], and Pingmesh [16], and a passive realtime monitoring system (henceforth, referred to as FB-mon) tested in a Facebook data center [36]. These systems are a natural adversary for an UNDERRADAR attacker.

We develop several UNDERRADAR attacks and evaluate
their effectiveness in the face of a variety of monitoring and diagnosis approaches. We find that networked applications can be substantially degraded not only in most settings today, where monitoring systems are largely primitive, but also in the presence of industry-leading systems like 007, Everflow, and FB-mon. The success of such attacks stems from two observations. First, selectively targeting certain packets can cause disproportionate damage, while being invisible to most monitoring systems. At the transport layer, SYN packets and retransmissions, and at the application layer, messages part of a large “coflow”, are examples of such key packets. Second, programmable switches and routers, which are on the horizon, are highly effective for such targeting – at switch fabric capacities of Tbps, they can examine every single packet, and carefully select traffic to tamper with. Such hardware also enables limited stateful processing, allowing complex operations across packet streams to increase the potency of Underradar attacks. This is a key point – traditional switches, requiring switch CPU invocation for any sophisticated processing, can only manipulate three orders of magnitude less traffic, and lack the ability to carefully select this small sample of traffic.

Our work is based on the premise that network devices can be compromised, even inside environments secured through standard practices. As we discuss in some detail, this founding premise is reasonable. Thus, our focus is on exposing new vulnerabilities in network switches and routers, but on examining the potential impact of an attacker who has already gained control of such devices. We make the following contributions:

- We frame the notion of Underradar attacks, exploiting selective targeting of high-value packets using programmable switches, while preventing diagnosis. To our knowledge, this is the first consideration of such attacks.
- We show that transport-layer Underradar attacks can deteriorate performance by orders of magnitude for the targeted flows – tens of seconds in the Internet context, and tens of milliseconds in data centers – while not being amenable to diagnosis with today’s monitoring systems. The use of programmable hardware vastly increases the potency of known and obvious attacks, while also enabling new ones.
- Similarly, attacks using application structure, such as that of large “coflows”, can massively degrade application performance, causing, in some cases, 5% of customer-facing requests to partially fail.
- We show that Underradar attacks can be implemented in P4, by storing a small amount of necessary state for target flows, and simple packet matching.
- Lastly, we formulate concrete recommendations for limiting the effectiveness of Underradar attacks.

2 The risk of network device compromise

Network devices, with their visibility across large numbers of end systems, are attractive targets for malicious actors. Several high-profile attacks on network infrastructure have come to light in recent times, using diverse attack vectors:

- More than 200,000 Cisco switches deployed worldwide at ISPs, enterprises, and data centers were hacked in 2018 exploiting their management software.
- A software vulnerability allowed the compromise of thousands of MikroTik routers in 2018; such routers are often used in ISPs and enterprises.
- US and UK governments issued a joint alert in 2018 warning of Russian hackers targeting “routers, switches, firewalls and network intrusion detection systems at government and businesses”.
- In 2014, it was found that network equipment headed for deployment in many organizations was intercepted and modified with backdoors.
- As part of a campaign to siphon data from an unnamed Central Asian government’s data centers, it is suspected that an ISP’s router was compromised (March 2018).
- In 2013, the US intelligence agencies’ “Genie” program came to light, that explicitly prioritized compromising network switches and routers.

Thus, for the foreseeable future, network devices are likely to remain a high-value target for actors ranging from state actors to those focused on cryptomining.

Vulnerabilities in such devices are reportedly frequent; see for example, Cisco’s weekly advisories, which have disclosed several critical bugs, including in their data center network management software, and in software in a popular line of switches. Whitebox devices running Linux variants are also easy targets. Given that bugs have been found even in the simple tutorials for programmable switches, there is no reason to believe that such devices will be harder to compromise.

In summary, while perimeter defense and hardening devices are useful and necessary measures, operators should also examine the question of “What if an attacker does gain control over devices in my network?” It is clear that industry leaders are actively considering this possibility even in facilities with best-in-class security:

“... it’s not that a lot of people do encryption in the data center yet, but that’s changing. We’re doing that, among other reasons, because if a malicious actor can break into one switch, they can snoop on a lot of traffic...”

— Jitu Padhye, Microsoft

We examine the same possibility, of an attacker gaining control of network devices, in a different context. Instead of espionage, we focus on attacks where the motive is to degrade
performance without allowing easy diagnosis, which would allow the operator to institute countermeasures that potentially neutralize the attack. Note that this is easier for espionage, than for UNDERRADAR’s goal of actively degrading network performance such that it’s impact is visible and obvious at the application layer.

3 Attacker model

Goals: The UNDERRADAR attacker wants to cause large and obvious degradation in application performance, while making it difficult for the operator to localize compromised devices and perform diagnosis. More precisely, they want to increase flow completion time, while evading detection by state-of-the-art network monitoring systems.

Operating environments: The attacker may sit within an ISP or within a data center or enterprise network. In the ISP context, with data traveling across multiple autonomous systems, the goal is to avoid even localization to the ISP network in which the attacker’s compromised devices reside. In the context of a data center or enterprise network, the goal is to leave open the possibility of external causes (e.g., application layer problems, or problems rooted in external networks), or if the operator suspects the network, to slow or entirely prevent the pinpointing of compromised devices. The attacker’s natural adversaries in both environments are network monitoring and diagnosis systems (§4). In the data center setting, several sophisticated systems have been deployed or proposed, exploiting operator control over end hosts to achieve fine-grained monitoring. In the ISP context, in absence of such control, only more rudimentary methods are plausible.

Knowledge and capabilities: We assume that the attacker:

1. has compromised some device(s) in a target network;
2. these devices have programmable data planes (P4-like);
3. knows the deployed monitoring system; and
4. understands common transport, application primitives.

Assumptions 1 and 2 are justified by attackers often succeeding in compromising network devices (§2), and the interest in deploying P4-like hardware. Assumption 3 is rooted in commonly deployed diagnosis systems being primitive, or/and publicly disclosed, together with the ability of the attacker to infer details of the monitoring system from observing the logging / sampling at their compromised devices. Assumption 4 reflects the ubiquity of TCP and common application patterns like “coflows” §2, which are sets of flows that accomplish an application-level objective.

Why does switch programmability matter? Many of the attacks we shall discuss are either well-studied, or will be unsurprising for readers familiar with TCP semantics. The key point however, is that programmable hardware makes these attacks much more potent: while a traditional switch CPU can only manipulate (very optimistically) tens of Gbps of traffic, a P4-like programmable switch, using its ASICs, can do so for the entire switch backplane, e.g., 12.8 Tbps today, i.e., three orders of magnitude more traffic. The following operations can be performed at line-rate:

1. Reading all packet headers, including matching against filters to select traffic for deeper processing.
2. Stateful processing, whereby internal memory registers / counters can track flow state for a subset of traffic.
3. Rewriting packet fields for a chosen subset of traffic, and generating packets by cloning benign ones, resubmitting them to the ingress pipeline, and rewriting them.

We emphasize that while tampering with only a small amount of traffic is enough to seriously degrade performance, traditional switches lack the capability to carefully select this small amount of traffic by examining all traffic. Further, while coarse-grained manipulations are possible, e.g., randomly sampling and dropping some traffic, these are either ineffective (at low sampling rate), or easy to detect.

4 Monitoring systems as attacker adversaries

The UNDERRADAR attacker wants not only to maximize performance degradation, but also to evade detection. There is a large body of work on detecting faulty devices and anomalous network behavior, ranging from the simplest sampling and probing techniques to more recent work focused on detecting “gray” failures, where devices remain operational, but at degraded functionality [17, 36]. Detecting even benign gray failures is tricky because signals of such failure, such as packet loss and reduced bandwidth, are ambiguous, and can also result from normal congestion. Detection thus often rests on statistically separating normal and abnormal behavior by processing large amounts of network traces. We briefly describe several such systems, which will later serve as the benchmark for the undetectability of attacks. The more capable systems obviously are more limiting for the attacker.

Sampling and coarse statistics: Widely deployed monitoring systems are largely primitive. For instance, ISPs commonly depend on sampling packets, typically at the rate of one in thousands [34], using tools like NetFlow [11] and sFlow [33]. Such solutions under-represent small flows, and can’t track packets through the network, making even simple metrics like drop rate hard to infer. These are easy targets for UNDERRADAR attackers. It is likely that similar systems are in use at enterprises and data centers, except at the industry leaders like Google, Microsoft, Facebook, etc.

Targeted mirroring: One can use simple packet matching rules to mirror packets, e.g., TCP control packets, to a central controller using Everflow [47]. With suitable mirroring rules, this can impair several easy attacks that target packets like SYNs, as discrepancies in mirrored packets across switches on a path will be obvious.
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| Attacks                      | sFlow | NetFlow | 007 | NetBouncer | Pingmesh | FB-Mon | Everflow | Damage         |
|------------------------------|-------|---------|-----|------------|----------|--------|----------|----------------|
| SYN Drop                     | ✓     | ✓       | ✓   | ✓          | ✓        | ✓, a, e| ✗        | 64x Conn. Est. Time c |
| Same Sequence Drop           | ✓     | ✓       | ✓   | ✓          | ✓        | ✓, a, e| ✓        | 50x FCT c       |
| SYN Flood                    | ✓     | ✓       | ✓   | ✓          | ✓        | ✓, a, e| ✗        | DoS             |
| RST Tinker                   | ✓     | ✓       | ✓   | ✓          | ✓        | ✓, a, e| ✗        | Disconnect      |
| ACK and Drop                 | ✓     | ✓       | ✓   | ✓          | ✓        | ✓, a, e| ✓        | 6x FCT          |
| ECN Tinker                   | ✓     | ✓       | ✓   | ✓          | ✓        | ✓, a, e| ✓        | 245x FCT        |
| CWND Tinker                  | ✓     | ✓       | ✓   | ✓          | ✓        | ✓, a, e| ✓        | 1.5x FCT        |
| Coordinated Incast           | ✓     | ✓       | ✓   | ✓          | ✓        | ✓, a, e| ✓        |                |

Table 1: UNDERRADAR attacks are effective even with sophisticated monitoring systems in place.

Active probing: A data center operator can leverage control over endhosts to probe end-end paths. For instance, Pingmesh [16] generates TCP-ping probes between endhosts using different port numbers to explore different path, and can identify paths with poor latency or excessive loss of probes. 007 [4], instead of using active probing continually, initiates traceroute probes when it detects retransmissions at endhosts, and uses a tomography technique across these probes to identify faulty links. Another similar approach is NetBouncer [42], which uses IP-in-IP tunneling to send probes to core switches that sit at the top of a Clos network hierarchy, ensuring a unique path is tested with each probe. Paths where probes are lost are identified as congested.

TCP statistics on live traffic: Instead of generating probe traffic, an operator can also use TCP statistics across real production traffic to detect problems. FB-mon [36] uses this approach, drawing on the assumption that the distribution of characteristics like latency and retransmissions across different paths should be similar in a highly symmetrical data center network. Thus paths that deviate substantially from these transport-level outcomes for live traffic can be flagged. FB-mon relies on switches to identify the paths packets take.

While there are many other research proposals promising per-packet or per-flow visibility [15, 25, 40], these need similar mechanisms as the above broad taxonomy of systems to distinguish anomalous behavior from normal congestion. Researchers have also explicitly focused on detecting malicious devices [27, 28], by modeling the expected input-output behavior and queueing in the devices, and verifying that traffic observations fit these models. It is unclear whether such details can be captured for large modern devices, with high port counts, line rates, and shared-buffers.

Note also that indeed, programmable hardware will enable superior monitoring systems, but this does not necessarily ameliorate UNDERRADAR attacks. The potency of such attacks stems from the vastly different burdens of the monitoring systems and the attackers: the attacker must only do stateful processing over a small fraction of traffic, while a monitoring system must cover virtually all traffic to ensure some fraction of it is not tampered with.

5 Transport and network layer attacks

We discuss several transport and network layer UNDERRADAR attacks, and evaluate their effectiveness in the presence of a range of monitoring systems (§4). Since the more sophisticated monitoring systems of the data center setting are more challenging, we present results in the context of a standard fat-tree data center network [1], illustrated in Fig. 1. We evaluate two types of attacks in different emulation environments: (a) single-switch attacks, using the behavioral model for P4 switches (P4-BMV2) integrated into Mininet [5]; and (b) coordinated attacks from multiple compromised switches, using ns-3 [32] with ECMP support [21]. Table 1 summarizes our results.

5.1 SYN drop

The attacker repeatedly drops the SYN packets of a target flow; after each drop, the client incurs exponential backoff before retransmission. Connection establishment time can thus be increased exponentially until the network stack’s configured number of retries. Fig. 2 shows this experimentally using our implementation in P4-BMV2.

This obvious attack illustrates the utility of programmable hardware: the compromised switch can store SYN packet
headers for targeted flows in a bloom filter, match all future traffic against this filter, and drop SYNs for target flows. This type of SYN matching at line-rate has already been successfully demonstrated on P4 hardware for other applications like stateful load balancing [26], but we nevertheless successfully implemented this attack in P4-BMV2. Note that even if a traditional switch could identify SYNs, repeated targeting of the same SYNs requires stateful per-packet processing beyond its capabilities. Dropping all or a large fraction of SYNs without careful targeting would be easy to detect with even naive sFlow-based monitoring.

The fraction of packets such an attack must target to severely impair performance is extremely small: a large fraction of SYNs typically comprise only a small fraction of traffic. Thus, naive sampling-based monitoring with sFlow/NetFlow is ineffective. Systems that use active probes to look for congestion (NetBouncer, Pingmesh) are similarly ineffective, especially if the attacker understands the monitoring system and does not impair the probes.

FB-mon will indeed raise alerts about poor observed performance from TCP statistics in live traffic. However, the attacker can, in many cases, avoid detection by casting blame on other switches. FB-mon relies on on-path switches to identify paths by marking which core switch (“core-ID”) was used. Compromised core switches and aggregation switches can simply mark the wrong core-IDs in packets, thus leading FB-mon to flag the wrong paths / devices as faulty. This is illustrated in Fig. 3.

007 sends traceroutes on seeing losses and could potentially result in a large number of traceroutes passing through
the compromised switch, thus flagging it. However, detection can be avoided by tampering with the ICMP traceroute probes. Traceroutes are easy to detect because of their TTL fields. The compromised switch can generate ICMP responses with IP addresses of other switches on other paths. This can be done such that the end-host receives a series of traceroute responses corresponding to other paths in the network. If IP addressing for other switches is unknown, this requires more effort, but is nevertheless possible: the attacker can change the source address field in the ICMP requests to its own and get responses from other switches, then forward them to the traceroute source with appropriate TTLs. The full workings of this process (without the attacker knowing datacenter-wide IP addressing) are illustrated step-by-step in Fig. 4.

The only system that fully prevents this attack is Everflow, which mirrors all SYN packets, and would quickly flag discrepancies in mirrored SYNs across the compromised device(s) and their immediately neighboring devices.

5.2 Same sequence drop

This is a similar attack to the above, except, instead of targeting SYNs, the compromised switch repeatedly drops packets with the same sequence number, thus preventing a TCP flow from making progress. The attack mechanics, impact, and response of monitoring systems is broadly similar to the SYN drop attack. Fig. 5 shows the results from P4-BMV2.

Prior work [23] explored a similar attack using malicious end-hosts that target a victim sender by pushing coordinated traffic bursts. The bursts try to synchronize in a heuristic manner to arrive at the same time as the victim’s retransmissions. An attacker’s control over on-path programmable devices makes this imprecise approach unnecessary.

5.3 SYN flood

This standard denial-of-service approach can be made much more effective with compromised programmable switches. The attacker generates a stream of SYNs with different source IP addresses targeting a victim end-host. The victim can ameliorate this traditional attack using SYN cookies, whereby it responds with a SYN-ACK, but does not allocate state for the connection until receiving the cookie back [13]. However, a P4-switch that is appropriately located to receive the SYN-ACKs (e.g., a ToR switch to which the victim server is attached) can easily generate packets responding to the cookie: this requires incrementing the sequence number, which is trivial at line-rate for P4 hardware.

A stream of SYNs used in this way, embedded in a large amount of traffic, is unlikely to be detected by random sampling. It is also unlikely to cause congestion in the network, rather only exhausting the server’s SYN queue to block new connections. Thus, congestion-detecting systems like 007, NetBouncer, and Pingmesh are ineffective. FB-mon will observe connections being denied by the victim server, but as these incoming connections traverse the entire network, it can be tricked into flagging the wrong paths, as noted above.

Everflow, by mirroring all SYNs, will see that neighboring benign switches do not have the same SYN stream, and thus flag the compromised switch.

5.4 RST tinker

A P4 switch can easily mark the reset (RST) bit of any one packet in a flow, causing disconnection. Monitoring systems looking for loss or congestion are ineffective against this attack. 007 does not get an opportunity to launch traceroutes, as the flow terminates abruptly instead of continuing despite losses. FB-mon will observe many failed connections, but can be misdirected to blame other paths / devices. Everflow, by mirroring control packets, including RSTs, will catch this attack as well.

5.5 ACK and drop

A similar effect can be achieved by the P4 switch dropping a single arbitrary packet, but generating and sending an ACK for it to the sender. This causes the sender to slide their sending window forward, while the receiver awaits the dropped segment. Experimentally, we observed that unlike a RST’s quick termination, the connection continues with zero throughput for nearly 1000 seconds. Pingmesh, NetBouncer, sFlow, Netflow are ineffective here; 007 and FB-mon will observe packet drops and poor TCP performance
respectively, but can both be misdirected as discussed earlier. Even Everflow will only catch this attack if all retransmissions are being mirrored, or with manual intervention to set debug bits for packets in victim connections. Even such monitoring can be thwarted by the attacker by ensuring the debug packets are not tampered with.

5.6 ECN tinker

Explicit Congestion Notification bits in packets (echoed in ACKs) are used by network switches to signal high queue occupancy and congestion to senders. Senders who receive ECN-marked packets cut down their sending rate in response. Thus, a P4 switch can mark ECN bits for packets in a flow to deteriorate its performance even in the absence of congestion. The degree of damage done can be controlled by the attacker by deciding how many packets to mark. Fig. 6 shows, using P4-BMV2 experiments, the deterioration in flow completion time (FCT) with different degrees of ECN markings. Marking only 3% of segments results in an FCT increase of more than $2 \times$.

Low-rate marking for a limited set of target flows will be unlikely to reveal significantly different rates of marking in coarse packet samples with sFlow/Netflow. This also does not cause congestion for other flows, and will not be noticed by 007, NetBouncer, and Pingmesh. FB-mon will observe the poor TCP performance for paths traversing compromised switches, but can be misdirected to place blame on benign switches, as noted earlier. The analysis for Everflow is similar to the above ACK-and-drop attack.

5.7 CWND tinker

A TCP sender’s sending window size determines their throughput. It is adjusted in response to network congestion, and the receiver’s advertised receive window. An on-path P4 switch modifying the receive window carried in ACKs thus forces the sender to reduce their rate. Fig. 7 shows this attack with different arbitrary receive window sizes. A large deterioration in FCT can be caused, e.g., $25 \times$ worse with window size of 8, and $245 \times$ worse with window size of 1. (The window scaling factor is 512.) This attack’s effectiveness under different monitoring systems is similar to that of ECN tinker above.

5.8 Coordinated incast

An attacker who has compromised multiple switches can create routing imbalance in the network. Typically, routing in data centers uses ECMP, which uses hashes of packet headers to spread flows across different equal-length paths. This is essentially an implementation of randomized load balancing at flow granularity. This attack hinges on deliberately skewing this load balancing.

Multiple compromised switches choose a subset of traffic for which they pick the same route. An example of this is shown in Fig. 8 where three compromised switches send all traffic destined to the left pod through the leftmost core switch, instead of balancing it across all cores. This congests the downlink(s) from that core switch to the pod. Malicious switches also do not need to continually act in this manner; they can route normally (using ECMP) most of the time, and still cause substantial damage by occasional coordinated imbalance.

To evaluate this attack’s effectiveness, we use a packet-level simulation in ns-3, emulating a fat-tree with 45 switches (larger than Fig. 8). We use the a Web search workload from prior work [2] to draw flows of different sizes, and vary their (Poisson) arrival rate. We assume 5 switches to be
compromised and causing imbalance towards one pod (similarly to Fig. 8). We compare the FCTs at different loads for different degrees of traffic skew caused by the malicious switches.

Fig. 9 shows the increase in FCT (for flows destined to the left pod) as compromised switches increase their skew for precisely the topology and compromised switch setting shown in Fig. 8. A “pulse proportion”, pp=0.06 implies normal operation 94% of the time, with only 6% time spent diverting traffic for the left pod to one core switch. At low load, the network still has enough capacity for FCT to not increase, but as load increases, poor load balancing hurts FCT.

An interesting feature of this attack is that it creates congestion and performance deterioration far from the malicious switches. Monitoring systems can thus only identify the remote, affected location. The compromised switches can also use misdirection (like in some of the other attacks above) to further cloud diagnosis.

5.9 Summary and other attacks

Referring back to Table 1, we see that we can deteriorate performance for targeted flows by several times, in the worst case leading to complete disconnection and denial of service. The demonstrated attacks require only simple, easy-with-P4, line-rate manipulation of a small fraction of packets for target flows; in many cases, tampering with only one packet in a target flow (e.g., RST tinker, ACK and drop) suffices. Also note that the attacker can flexibly choose target traffic, deciding to deteriorate performance for specific destinations, or in a stochastic manner for some fraction of flows or destinations. The most commonly used monitoring approaches, based on random sampling, will not even raise alerts (let alone pinpoint malicious devices) unless the attacker targets such large fractions of traffic that aggregate metrics like total traffic volume or loss-rate change substantially. Industry-leading monitoring systems will, in some cases, raise alerts about anomalous behavior, but can be easily misdirected such that the operator assigns blame to benign devices, instead of being able to pinpoint malicious ones. Note that targeting a small but time-variant set of destinations over time can cause massive damage to a provider’s reputation — several different customers will observe severe impairments at different points in time, with no easy, available recourse.

We only discussed a sampling of transport and network layer attacks, but there are, of course, many other possibilities, e.g., generating duplicate ACKs from which a sender infers loss and congestion, thus reducing its rate; corrupting the packet payload and updating the checksum to match it, such that transport silently delivers corrupt data to the application; bouncing packets between multiple compromised switches to increase their latency. We expect many more creative attacks to be put forth over time; our goal is only to illustrate that programmable hardware (a) makes simple, expected attacks more effective; and (b) enables entirely new types of attacks like the coordinated incast.

The Internet context is much easier than data centers, allowing for even more successful UNDERRADAR attacks for several reasons: (a) not having end-host support (unlike data centers) limits the design of monitoring systems; (b) the operator does not have an end-to-end view of the network path, making it easy to blame any problems on external networks; and (c) round-trip times across the network being longer increase the degree of damage from several attacks, e.g., SYN or sequence number drops.

6 Application-aware UNDERRADAR attacks

While hampering specific target flows is interesting, the impact of such attacks can be amplified if the attacker also exploits knowledge of application structure. Even if sophisticated monitoring systems were able to catch any attacks that impact more than a small threshold fraction of traffic, using
Figure 10: In the face of dependencies, a minor probability of a single flow being slowed can yield a major probability of the spanning coflow being slowed.

application-level knowledge to carefully select target traffic within this bound can still allow UNDERRADAR attacks to be potent.

Many applications in such environments have a large dependency set, and slowing communication between components can slow down the application. This means that network flows are often part of a multi-flow application-level task: a “coflow”[7]. For instance, MapReduce jobs result in data shuffles whereby the map tasks communicate with the reduce tasks, and the job awaits the termination of the last reducer to finish or to start the next iteration. Thus, the progress of compute tasks and the freeing of their resources necessitates that the last communication flows finish quickly. Similarly, user-level responses in Web applications (e.g., search results) often use data requested from hundreds[31] to thousands[18] of components in a “partition aggregate” manner. Given that user-experience in terms of response time is critical to the application providers’ revenue and reputation, it is desirable that such coflows (and hence, the last flows within them) finish as quickly as possible.

The completion of such coflows being dependent on the last few straggler flows opens up substantial opportunity for an attacker to degrade performance for a large number of coflows while targeting only a small set of flows. An illustration of this effect is shown in Fig.[10] Even if the attacker is constrained by advanced monitoring systems to only cause a slowdown for less than 0.1% of flows, if each coflow comprises 1000 flows that depend on the last finishing flow, fully 63% of coflows experience slowdown[1]. Thus, monitoring systems in networks under such attacks may find that only an insignificant number of flows are impacted, a situation largely indistinguishable from normal congestion. But at the application layer, the large impact would be clearly visible. This is likely to cause a wild goose chase into the myriad of other possible causes such as application software bugs, misconfiguration, resource contention, or faulty hardware. The problem could be exacerbated if the network operator and the application owner are different parties, as is the case in popular cloud infrastructure providers with their customers.

How much the slowdown of constituent flows slows down coflows depends on application structure. For example, MapReduce has a hard barrier which causes the slowest flow to determine the coflow completion time. On the other hand, a Web page could potentially be partially returned and still be useful enough. As we shall see later, techniques for straggler mitigation, such as request “hedging”[12], can further soften this dependence, and weaken an attacker.

To illustrate the capabilities of an attacker in such a setting, we simplify the context to a minimal example. Nevertheless, such application structures as modeled, are common in use today.

Application model. We will assume we have $n$ unidirectional coflows going through a single switch, e.g., a top-of-rack switch which hosts the server responsible for user-level jobs or queries. The failure of user-level requests ("coflows") is assumed to impact revenue linearly. (This is likely to be a conservative assumption.) Even failures of small fractions (1-5%) of user queries is disastrous: imagine Amazon’s customers experiencing a 1% probability of experiencing a timeout (or missing thumbnails, etc.) on pages they want to load.

Each coflow is modeled as a fan out of $m$ requests to different backend servers going over this switch; $m = 500$ is close to the 521 (average) reported by Facebook for building a popular user-facing page[31], but Web search backends can involve $m$ values in thousands[18]. For simplicity, each request is assumed to be a single-packet UDP flow. We vary the number $F = \{1, 2, 5, 10\}$ of the $m$ requests that have to fail for a coflow to fail.

Hedging. With 500 requests and the failure of only one being enough for the coflow to fail, i.e., $m = 500$ and $F = 1$, even a random drop rate of merely 0.01% will cause 4.9% coflows to fail. This is already unacceptably high, so a request replication technique is commonly used for such applications, called “hedging”. For each request sent out, we sent out an additional redundant request, so that the replica request is assumed to be a single-packet UDP flow. We vary the number $F = \{1, 2, 5, 10\}$ of the $m$ requests that have to fail for a coflow to fail.

MISCLASSIFICATION MODEL. To be effective, an attacker needs to be able to classify constituent flows into their coflows, and thus track hedged flows. A request packet is identified by the tuple $(id_{coflow} \in \{1, ..., n\}, id_{req} \in \{1, ..., m\})$. The classifica-

---

1This effect is well-studied in prior work[12] in the context of failures; our contribution here is in exploiting this natural characteristic of such systems from an attacker’s perspective.
We vary the coflows to fail. ping only 1 in 10000 packets (fail 5% of the coflows (with or without hedging))—i.e., which others (average. With perfect knowledge about which flows belong ability to fail coflows (shown in Fig. [11]) and with hedging, 0.1n. Per coflow, this translates (with $D = 0.01\%$, $m = 500$) to 0.05 or 0.1 packets allowed to be dropped on average. With perfect knowledge about which flows belong to which coflows and which requests are hedged versions of which others (i.e., matching request identifiers), we could fail 5% of the coflows (with or without hedging) by dropping only 1 in 10000 packets ($D = 0.01\%$).

**Budget model.** For illustration, we use an overall packet drop rate budget $D = 0.01\%$, which is lower than the detection threshold of state-of-the-art monitoring systems. The total drop budget across all $n$ coflows is then $B = n \cdot r \cdot m \cdot D$ packets. Without hedging, the budget is thus 0.05$n$ and with hedging, 0.1$n$. Per coflow, this translates (with $D = 0.01\%$, $m = 500$) to 0.05 or 0.1 packets allowed to be dropped on average. With perfect knowledge about which flows belong to which coflows and which requests are hedged versions of which others (i.e., matching request identifiers), we could fail 5% of the coflows (with or without hedging) by dropping only 1 in 10000 packets ($D = 0.01\%$).

**What is the effect of misclassification?** We vary the $p_{mc} \in [0, 1]$ with or without hedging, assuming $F = 1$ request must fail to fail the entire coflow (shown in Fig. [11]). Without hedging, even random loss will cause coflows to fail (4.87%, $\sigma = 0.0005$) at a nearly equal rate to perfect knowledge (5%, $\sigma = 0$). The small difference stems from multiple requests from the same flow being dropped on occasion, leading to no additional negative impact. With hedging, the reduced ability to classify requests causes significantly fewer coflows to fail. With completely random loss ($p_{mc} = 1$), zero coflows failed in our tests, confirming analysis in previous work [12] showing the effectiveness of hedging against random loss. However, as the attacker becomes more capable, i.e., $p_{mc}$ decreases, hedging becomes less effective; an attacker with 55% classification accuracy ($p_{mc} = 0.45$) can cause 1% of coflows to fail.

**How vulnerable can the coflow be?** We vary the $p_{mc} \in [0, 1]$ with hedging, for a range of $F = \{1, 2, 5, 10\}$ requests needing to be failed to fail the entire coflow (shown in Fig. [12]). The more requests that must fail to fail the coflow, the less coflows will fail. This is caused by the increased budget spent to fail the necessary amount of requests. By increasing $F$, the amplification effect of the attack is reduced. Because $F$ requests must fail, it is necessary for the attacker to drop at least $F$ hedged requests, which becomes exponentially more difficult as the probability to classify correctly decreases linearly. Typically it is not possible to make the coflow more or less vulnerable, as this is decided by the application’s nature.

**What is the effect of fan-out?** We vary the $p_{mc} \in [0, 1]$ with hedging and $F = 1$, for a range of $m \in \{250, 500, 1000, 2000\}$ requests are sent (shown in Fig. [13]). With a linear decrease in fan-out, the available budget also decreases linearly. It is important to note that for $m = 250$ in Fig. [13] is always higher than $F = 2$ in Fig. [12] as decrease in budget is of linear effect, whereas the decreasing of $F$ has an exponential effect as $p_{mc}$ increases. Increasing the fan-out to large numbers but keeping the number of requests needed to fail for the coflow to fail ($F$) the same will result in merely giving additional budget for the attacker.
What would a practical coflow attack need? Our model of coflow-based applications is not entirely realistic. First, it assumes there is only coflow related traffic. There can also be non-coflow background traffic, but this can only help an attack focused on coflows, by allowing the use of loss budget acquired from other traffic on the coflow attack, where this budget is most useful. Second, the attacker is most effective when in control of a device through which most or all requests for a coflow transit; in particular, with hedging, the attacker needs to be able to see both the request and its replica. This is plausible, for example, if the attacker gains control of the top-of-rack switch under which a user-facing server resides that issues the many backend requests. Third, the attacker needs to achieve reasonable accuracy in classifying packets. Past work [45] has shown that heuristics using only the source and destination addresses and port numbers, and the flow start time, can be effectively used to map flows to coflows with over 90% accuracy. Identifying hedged requests is also plausible if packets are unencrypted, allowing at least exact matches sent within a certain small time threshold of each other to be easily identified, e.g., with the use of bloom filters in P4 switches. The attacker could compare both entire packets, as well as only the payloads, in case the replicated queries are sent to different servers, and thus have different headers. In the presence of encryption, the attacker would need to rely on timing to identify hedged requests; this could also work because a common approach is to simply retry after a short, fixed timeout.

7 Mitigation

Prevention is certainly better than cure, and to that end, standard best practices for network security are certainly helpful. These include safeguarding against physical intrusion [19], using responsible distribution of access and authorization, replacement of default device credentials with strong, private credentials [4] keeping device software up to date, using a network intrusion detection system [6] etc. However, as is known from past experience, from time to time, such measures will fail, especially in the face of determined adversaries. At least some operators are thus considering the threat of compromised devices even in facilities secured with state-of-the-art security measures (e.g., Microsoft, as noted in §2). Thus, a defense-in-depth approach is warranted. Based on our analysis of what enables an UNDERRADAR attacker to maximize damage, we can also frame recommendations for mitigating such attacks.

7.1 Impede classification of key packets

The success of UNDERRADAR attacks is reliant on two factors: (a) the existence of packets which are disproportionately valuable; and (b) the ability of new hardware to identify and operate on such packets selectively. If either of these two factors is absent, the impact of a UNDERRADAR attack reduces drastically. Unfortunately, to some extent, both are fundamentally hard to entirely remove – the first stems from application and transport structures that are hard to change; and the second is also key to extracting the benefits of such devices, such as in-network telemetry for debugging. We discuss in the following, countermeasures that are increasingly limiting for both the attacker and (as an unfortunate side-effect) the operator:

- **Encrypt the payload**: Access to the payload would restrict the application-layer knowledge available to an attacker. For instance, directly identifying redundant or hedged queries by matching payload hashes [4] is no longer possible. The attacker would have to resort to likely more inaccurate inferences based on meta-characteristics (e.g., timing, size), and as we have seen, limiting the ability of an attacker to classify packets in this way, sharply reduces the attack’s effectiveness. This method also imposes minimal additional burden on the operator, at least in the data center or enterprise context.

- **Encrypt the transport header**: By encrypting parts of the transport header, selecting packets based on seqno and SYN flags is no longer possible [45]. Not having access to the source and destination port numbers can also limit identification of coflows [4]. However, such changes also limit the operator’s view; if the attacker cannot identify retransmissions, the operator may no longer be able to do so either, and thus not be able to characterize losses.

- **Obfuscate timing and size**: Both the workload (e.g., “partition aggregate” of [4] and the transport protocol state machine can result in predictable sequences and sizes of packets, both in-flow and across flows. By randomly varying timing (e.g., as proposed by [23] for RTTmin) and/or padding of packets, this predictability can be reduced. However, this could potentially increase latency for services.

7.2 Application-aware network monitoring

As we have seen, in their default configuration, existing systems would not be able to detect UNDERRADAR attacks. Pushing these systems for greater visibility, e.g., by reducing the monitoring interval or increasing sensitivity would in fact limit an attacker, but opens up the risk of more benign false positives as well. Ultimately, the network is a noisy environment, with benign transient congestion, often due to microbursts [46], and this noise limits how carefully tuned malicious behavior can be distinguished from this noise.
Current monitoring systems also struggle with path discovery (which lets such systems ultimately pinpoint which links are faulty) in many approaches \cite{4, 36, 47} in the face of an \textsc{UnderRadar} attacker who corrupts path-discovery information carried in packets.

These deficiencies are not because these systems are poorly designed – to the contrary, these are the highest resolution approaches known, in many cases backed by theoretical analysis, with substantial testing and deployment effort behind them. Rather, they are focused on failures, and ill suited for detecting deliberately malicious activity. We believe a promising approach to address the latter problem is to monitor directly the attacker’s target: applications.

The \textsc{UnderRadar} attacker’s goal is to cause large and obvious deterioration in the performance networked applications see. Unfortunately, this does not mean that bringing these problems to light is easy. In most cases, the infrastructure will be run by a provider (ISP or cloud data center) for users and application providers. Today, the latter have only slow, manual means for reporting problems they experience.

At least in some settings, it would be possible to develop an API that lets applications automatically report their experience of network services to the operator. For instance, an application can raise an alarm to a cloud operator if its flow experience of network services to the operator. For instance, an application can raise an alarm to a cloud operator if its flow

There are also opportunities for the operator to fix the problem in a blackbox fashion: does tunneling this client’s traffic (which could make an attacker’s targeting harder, or with ECMP, automatically change paths) improve the metrics reported by the client? Such an approach can, incidentally, also work against gray failures. Exploring this possibility, including its potential benefit and its challenges in terms of implementation and stability, is left to future work.

For ISPs, the problem is easier in some dimensions, and much harder in others. It’s easier in the sense that the vulnerable coflow structure is largely absent, or manifests with much smaller and less easily detectable coflows (e.g., different objects fetched from different servers to compose a Web page). But it’s harder in the sense that excepting stub ISPs, an ISP typically has no direct interaction with most end users. It is, unfortunately, unclear to us what countermeasures may be deployable in this setting beyond attempting to track the distribution of congestion window sizes instead of merely coarse bandwidth statistics across aggregates (which is somewhat harder here than in the data center, where monitors benefit from host capabilities), to at least limit the fraction of traffic an attacker can deteriorate.

8 Related work

We have already discussed recent work on detecting partial failures in \cite{4}. We thus focus the following discussion on literature related to network attacks and their defenses.

\textbf{Malicious routers:} Prior work (e.g., \cite{27, 28}) has analyzed scenarios in which a non-partitioning subset of routers is malicious. This work suggest that each device self report fingerprints of its input-output behavior to the other network devices. These fingerprints are validated to detect inconsistencies. However, this work does not reason about inherent uncertainty in the network (e.g., due to congestion or benign failures). It is also unclear whether the model proposed could be translated to practice for today’s high port-count, high line-rate devices.

\textbf{Network anomaly detection:} While there is a large body of work on anomaly detection \cite{6}, this work largely focuses on the attacks like denial of service, network scans, the spread of viruses and worms, etc., rather than on detecting the performance degradation of legitimate traffic by adversaries who attempt to make their impact as indistinguishable from congestion as possible.

\textbf{TCP attacks:} Several attacks on TCP are well known, such as denial-of-service by targeting TCP retransmissions \cite{23}. SYN floods that exhaust TCP connect slots \cite{13}, and malicious receivers forcing altering the sender’s behavior \cite{38}. Our work differs from these attacks in: (a) its goal of making diagnosis hard by budgeting the attack such that it avoids detection by state-of-the-art monitoring systems; (b) its use of in-network programmable devices; and (c) amplifying the effects using application-layer structure.

\textbf{Detecting on-path network misbehavior:} There is also substantial work on detecting which entity on a network path is misbehaving (e.g., Network Confessional \cite{3}). However, work in this direction also does not consider a careful attacker who drops or modifies packets at a low enough rate to resemble normal congestive losses. Further, such an attacker, by modifying packet TTLs, can actually blame other on-path entities for packet drops.

9 Conclusion & Future work

We present a new breed of network attack, an \textsc{UnderRadar} attack, that attempts to cause the maximum performance degradation possible while remaining hard to diagnose. Our proposed attacks are easily implementable in programmable hardware that’s on the horizon, as we show through our implementation in P4. We show that \textsc{UnderRadar} attackers must tread a delicate balance between causing service degradation and getting their compromised devices detected. We also describe how current transport and application primitives, combined with careful budgeting by such an attacker, make it easy to cause disproportionate dam-
age to networked applications without allowing state-of-the-art monitoring systems to identify the compromised devices.

Our investigation represents the first steps in this new direction, opening up several avenues for future work. We expect that future work will uncover increasingly creative attacks, with the potential to cast blame on benign devices and triggering even more harmful actions from monitoring and response systems. In turn, we expect that new methods of monitoring and securing the network will also be developed to combat such threats.
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