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Abstract

Graph Convolutional Networks (GCNs) are state-of-the-art graph based representation learning models by iteratively stacking multiple layers of convolution aggregation operations and non-linear activation operations. Recently, in Collaborative Filtering (CF) based Recommender Systems (RS), by treating the user-item interaction behavior as a bipartite graph, some researchers model higher-layer collaborative signals with GCNs. These GCN based recommender models show superior performance compared to traditional works. However, these models suffer from training difficulty with non-linear activations for large user-item graphs. Besides, most GCN based models could not model deeper layers due to the over smoothing effect with the graph convolution operation. In this paper, we revisit GCN based CF models from two aspects. First, we empirically show that removing non-linearities would enhance recommendation performance, which is consistent with the theories in simple graph convolutional networks. Second, we propose a residual network structure that is specifically designed for CF with user-item interaction modeling, which alleviates the over smoothing problem in graph convolution aggregation operation with sparse user-item interaction data. The proposed model is a linear model and it is easy to train, scale to large datasets, and yield better efficiency and effectiveness on two real datasets. We publish the source code at https://github.com/newlei/LR-GCCF.

Introduction

Recent years have witnessed the boom of GCNs, which are efficient variants of CNNs for dealing with graph based data (Kipf and Welling 2017). The key idea of GCNs is to stack multiple layers that iteratively perform the following two steps at each layer: node embedding with convolutional neighborhood aggregation; followed by a non-linear transformation of node embeddings parameterized by a neural network. Therefore, the higher-order similarity of a node could be effectively captured (Xu et al. 2019b). These models show competing performance for tasks such as unsupervised node (graph) representation learning (Li et al. 2016), semi-supervised node (graph) learning (Kipf and Welling 2017), Camps-Valls, Marsheva, and Zhou (2007), and so on.

As many real-world data show the graph structure, GCNs have been widely applied to applications such as social network analysis (Xu et al. 2019a), transportation network (Zhao et al. 2019), and recommender systems (Berg, Kipf, and Welling 2018). In this paper, we focus on applying GCNs to CF based recommender systems. CF provides personalized item suggestions to users by learning user and item embeddings from their historical behavior data (Rendle et al. 2009). In fact, by treating the user-item historical behavior as a bipartite graph with edges between users and items, CF can be naturally transformed into the edge prediction problem in the graph. This graph representation of user-item behavior advances previous user-item 6 interaction matrix with more higher-order user and item correlations, and provides the possibility to alleviate the data sparsity issue in CF with graph structure modeling (Wang et al. 2019) (Berg, Kipf, and Welling 2018) (Ying et al. 2018). Some earlier works applied personalized random walks (Liu and Yang 2008) or relied on graph regularization models with auxiliary graph data (e.g., social network) for recommendation (Gu, Zhou, and Ding 2010) (Huang, Chung, and Chen 2004). These models suffered from a huge time complexity with personalized random walk, and most of these models relied on carefully designing the random walk process. Recently, plenty of researchers pay more attention to apply GCNs for recommendation (Wu, Liu, and Yang 2018) (Wang et al. 2019) (Berg, Kipf, and Welling 2018) (Ying et al. 2018). For example, PinSage designed sampling techniques for graph convolution aggregation to alleviate the computational burden in the recommendation process (Ying et al. 2018). By feeding the user and item free embeddings as input, NGCF was specially designed for GCN based CF (Wang et al. 2019). NGCF iteratively propagates user and item embeddings in the graph to distill the collaborative signals with graph convolutions. These GCN based recommender models show better performance compared to traditional models.

Despite the relative success of GCN based recommendation, we argue that two important problems in GCN based...
CF still remain unsolved. On one hand, for user and item embeddings, GCNs follow the two steps of neighborhood aggregation with graph convolutional operations and non-linear transformations. While graph convolutional operations are effective for aggregating the neighborhood information and modeling higher order graph structure, the additional complexity introduced by the non-linear feature transformation in GCNs necessary? On the other hand, most of the current GCN based models could only stack very few layers (e.g., 2 layers). In fact, the graph convolution operation is a special kind of Graph Laplacian smoothing (Li, Han, and Wu 2018; Klicpera, Bojchevski, and Günnemann 2019). With \( K \)-th layer of GCNs, the Laplacian smoothing is performed to incorporate the up to \( K \)-th neighbors. Therefore, the over-smoothing effect exists with deep layers, as the higher layer neighbors tend to be indistinguishable for each node. With limited user-item interaction records in the recommendation (Wu et al. 2017; Wu et al. 2016), this problem would become more severe since the training records are very sparse. Intuitively, with the increasing of the stacking layers, the smoothing effect could alleviate the data sparsity of CF at first, but the over smoothing effect introduced by more layers would neglect each user’s uniqueness and degrade the recommendation performance. How to better model the graph structure while avoiding the over smoothing effect in this process remains pretty much open.

To tackle the above two issues, we revisit the graph based CF models with a linear residual graph convolutional approach. Our main contributions lie in two aspects: on one hand, we empirically analyze the uniqueness of CF from most graph based tasks, and show that removing the non-linearity would enhance the recommendation performance with less complexity, which is consistent with the recent theories in simplifying GCNs (Wu et al. 2019a). Furthermore, to alleviate the over smoothing problem in the iterative process, we propose to learn the residual user-item preference at each layer. Thus, the user uniqueness is preserved at the lower layers, while the higher layers of the GCNs could focus on learning users’ residual preferences that could not be captured from each user’s limited historical records. Please note that this idea is inspired by the ResNet architecture in CNNs (He et al. 2016; Wu, Shen, and Van Den Hengel 2019), and our work focuses on how to extend the formulation of the residual part in CF with the interaction prediction between users and items under GCNs. We then show that with linear residual learning, our proposed model degenerates to a linear model that effectively leverages the user-item graph structure for recommendation. In summary, in contrast to current GCN based recommendation models, our proposed model is easier to train, scales to large datasets. Finally, we perform extensive experiments on two large real-world CF datasets, and the results clearly show the effectiveness and efficiency of our proposed model.

Preliminaries and Related Work
Considering a graph \( \mathcal{G} = (\mathcal{V}, \mathbf{A}) \), where \( \mathcal{V} \) is the set of nodes and \( \mathbf{A} \) is the adjacency matrix, in which \( a_{ij} \) denotes the edge between node \( i \) and node \( j \). If there is a directed edge from node \( i \) to node \( j \), then \( a_{ij} = 1 \), otherwise it is 0. For ease of notation, we use \( S_i = \{j | a_{ij} = 1\} \) to denote the neighbor set of node \( i \), i.e., the node set that \( i \) connects to. We use \( S = \mathbf{D}^{-0.5} \tilde{\mathbf{A}} \mathbf{D}^{-0.5} \) to denote the normalized adjacency matrix with added self loops, with \( \tilde{\mathbf{A}} = \mathbf{A} + \mathbf{I} \) is the adjacency matrix of the graph with added self-connections, and \( \mathbf{I} \) is the identity matrix. \( \mathbf{D} \) is the degree matrix of \( \tilde{\mathbf{A}} \).

Graph Convolutional Networks
For each node \( i \in \mathcal{V} \), we use \( \mathbf{h}^0_i \) to denote the node initial embedding, which is usually the feature vector \( \mathbf{x}_i \) of node \( i \) (i.e., \( \mathbf{h}^0 = \mathbf{x}_i \)). In a graph \( \mathcal{G} \), the key idea of GCNs is to stack \( K \) steps in a recursive message passing or feature propagation manner to learn node embeddings (Berg, Kipf, and Welling 2018; Hamilton, Ying, and Leskovec 2017; Gilmer et al. 2017). Specifically, for each node \( i \) at the step, it is computed recursively with following two steps: feature propagation and non-linear feature transformation.

Feature propagation. For each node \( i \), the feature aggregation step aggregates the embeddings from graph neighbors \( S_i \) and its own embedding \( \mathbf{h}^k_i \) at previous layer \( k \).

Earlier works focus on how to model the aggregation functions (Hamilton, Ying, and Leskovec 2017; Gilmer et al. 2017; Velickovic et al. 2018; Kipf and Welling 2017). As the focus of this paper is not to design more sophisticated feature aggregation function, we follow the widely used feature aggregation function proposed in Kipf et al. (Kipf and Welling 2017), which is empirically effective and has been adopted by many GCN variants (Kipf and Welling 2017; Berg, Kipf, and Welling 2018) [Wu et al. 2019a]:

\[
\mathbf{H}^{(k+1)} = \tilde{\mathbf{D}}^{-0.5} \tilde{\mathbf{A}} \tilde{\mathbf{D}}^{-0.5} \mathbf{H}^k. \tag{1}
\]

In fact, given the features \( \mathbf{H}^k \) at \( k \)-th layer, feature propagation output \( \mathbf{H}^{(k+1)} \) layer can be regarded as the Laplacian smoothing on the features at the previous layer (Li, Han, and Wu 2018; Zhu, Ghahramani, and Lafferty 2003).

Nonlinear transformation. The nonlinear transformation layer is a standard Multilayer Perceptron (MLP). By feeding the output of the feature propagation step, the nonlinear transformation produces the \( (k+1) \)-th layer embedding of each node as:

\[
\mathbf{H}^{(k+1)} = \sigma(\mathbf{H}^{(k+1)} \mathbf{W}^k), \tag{2}
\]

where \( \sigma(x) \) is a non-linear activation function.

After iteratively performing the two steps in each layer with a defined depth \( K \), the final embedding of each node at depth \( K \) is \( \mathbf{h}^K \). For most GCN based applications, there is a prediction function \( f(\cdot) \) as:

\[
\hat{y} = f(\mathbf{h}^K | i \in \mathcal{V}). \tag{3}
\]

As GCNs derive inspiration primarily from the CNNs in the deep learning community, it inherits considerable non-linearity and complexity from the nonlinear transformations as shown in Eq. (2). Researchers exploit the possibility of simplifying GCNs. Recently, a Simple Graph Convolution (SGC) is proposed (Wu et al. 2019a), which removes the nonlinear transformation in Eq. (2) as:

\[
\mathbf{H}^K = \mathbf{S} \cdots \mathbf{S} \mathbf{H}^0 \mathbf{w}^0 \mathbf{w}^1 \cdots \mathbf{w}^K, \tag{4}
\]
where we can rewrite $W^0W^1...W^K$ as a single matrix $W$, and the above linear matrix multiplication turns to:

$$H^K = SS...SH^0W.$$  \hspace{1cm} (5)

With the formulation of SGC, GCNs reduce to the iterative simple feature propagations with very few parameters. Therefore, it is easy to tune and scales to large datasets. As verified by researchers, SGCN corresponds to a fixed low pass filter on graph spectral domain. Besides, the empirical evaluations show that SGCN does not negatively impact accuracy in many graph based tasks with huge time improvement ([Wu et al. 2019a]).

**Graph Convolutional based Recommendation**

In a recommender system, there are two sets of entities: a user set $U$ with $M$ users ($|U| = M$) and an item set $V$ ($|V| = N$). As implicit feedback is the most common form in many recommender systems, we focus on implicit feedback based CF in this paper ([Rendle et al. 2009]), and it is easy to extend the proposed model for rating prediction in CF. Users show ratings to the items with a rating matrix $\mathbf{R} \in \mathbb{R}^{M \times N}$, with $r_{ui} = 1$ denotes user $u$ likes item $i$, otherwise it equals 0. With the rating matrix, accurately learning user embedding matrix and item embedding matrix is a key to the success of recommendation performance. Earlier works focus on shallow matrix factorization based models ([Koren, Bell, and Volinsky 2009] [Rendle et al. 2009]). Deep learning based models, e.g., NeuMF ([He et al. 2017]), and Wide&Deep ([Cheng et al. 2016]) modeled the interaction between users and items with a deep neural network structure.

With the huge success of GCNs, researchers attempted to formulate recommendation as a user-item bipartite graph, and adapted GCNs for recommendation ([Wang et al. 2019] [Monti, Bronstein, and Bresson 2017] [Ying et al. 2018]). Earlier works on GCN based models relied on the spectral theories of graphs, and are computationally costly when applying in real-world recommendations ([Monti, Bronstein, and Bresson 2017] [Zheng et al. 2018]). Some of recent works on GCN based recommendation models focused on the spatial domain ([Wu, Liu, and Yang 2018] [Wang et al. 2019] [Berg, Kipf, and Welling 2018] [Ying et al. 2018]). PinSage was designed for similar item recommendation under the content based model, with the item features $x_e$, and the item-item correlation graph as the inputs ([Ying et al. 2018]). GC-MC ([Berg, Kipf, and Welling 2018]) and NGCF ([Wang et al. 2019]) are specifically designed under the CF setting. Given ratings of users to items, the user-item bipartite graph is denoted as $G := U \cup V, A >$, with $A$ is constructed from the rating matrix $\mathbf{R}$ as:

$$A = \begin{bmatrix} \mathbf{R} & 0_{N \times M} \\ 0_{M \times N} & \mathbf{R}^T \end{bmatrix}. \hspace{1cm} (6)$$

Let $\mathbf{E} \in \mathbb{R}^{(M+N) \times D}$ denote the free embedding matrix of users and items. By feeding the free embedding matrix $\mathbf{E}$ into GCNs with bipartite graph $G$, i.e., $\forall i \in U \cup V, \mathbf{h}_i^0 = \mathbf{e}_i$. Then, GCNs iteratively perform with embedding propagation step in Eq. (1) and nonlinear transformation with Eq. (2) and each user’s (item’s) embeddings can be updated in the iterative process. Therefore, the final embedding $\mathbf{H}^K$ explicitly injects the up to $K$-th order collective connections between users and items. All the parameters (including the initial free embedding matrix $\mathbf{E}$, the transformation parameters $(\mathbf{W}_i^k)_{k=0}^n$) can be learned in an end-to-end manner. GC-MC could be seen a special case of NGCF with $K = 1$, i.e., only the first order connectivity of the user-item bipartite graph is modeled ([Berg, Kipf, and Welling 2018]).

**Deep Network Architecture Design**

Theoretically, deep neural networks could approximate complex functions ([Goodfellow, Bengio, and Courville 2016]). However, many researchers found stacking deeper layers in the network usually would not correspondingly increase performance in practice. For example, in the computer vision domain, directly stacking more layers in CNNs would complexify the model training process, which leads to degradation of the image classification performance. For example, many CNNs variants have been proposed to how to stack more deep layers to improve image classification performance ([He et al. 2016] [Huang et al. 2017]). Researchers argued that the degradation of the deeper layers in CNNs is not caused by overfitting, but the harder training process with higher training error compared to the relatively shallower models. Therefore, a deep residual learning framework, i.e., ResNet, is proposed to reformulate the layers as learning residual functions, which is easier to train compared to directly learning original functions ([He et al. 2016]). In CF based recommender systems, simply relying on the deep neural networks would also not perform well due to the sparseness of user behavior data. Therefore, many deep learning based CF models have two parts: a shallow wide part and a deep neural network part, such as NeuMF ([He et al. 2017]) and Wide&Deep ([Cheng et al. 2016]). The deep architecture design problem also exists in GCN variants. For example, many GCN based models achieve the best performance with layer depth of 2 ([Hamilton, Ying, and Leskovec 2017] [Wu et al. 2019b]). As the local network structure varies from node to node, researchers proposed to aggregate all layer representations at the last layer ([Xu et al. 2018]), or allowed the root node teleport to the later layers ([Klicpera, Bojchevski, and Günnemann 2019]). In order to overcome the limitations of GCN models with limited labeled data, co-training and self-training approaches are proposed to train GCNs to supplement sparse labeled data ([Li, Han, and Wu 2018]). We differ from these works on two aspects. First, our model is based on a GCN with linear structure compared to these nonlinear GCNs. Moreover, our proposed architecture is concerned with how to better preserve the previous layer information with a residual network structure.

**Linear Residual Graph Convolutional Collaborative Filtering**

**Overall Structure of the Proposed Model**

In this paper, we propose Linear Residual Graph Convolutional Collaborative Filtering (LR-GCCF) which is a general GCN based CF model for recommendation.
The overall architecture of LR-GCCF is shown in Figure [4]. LR-GCCF advances current GCN based models with two characteristics: (1) At each layer of the feature propagation step, we use a simple linear embedding propagation without any nonlinear transformations. (2) For predicting users’ preferences of items, we propose a residual based network structure to overcome the limitations of previous works.

**Linear Embedding Propagation** Given the user-item bipartite graph as formulated in Eq. (6), let $E \in \mathbb{R}^{(M+N) \times D}$ denotes the free embeddings of users and items, with the first $M$ rows of the matrix, i.e., $E_{[1:M]}$ is the user embedding sub-matrix, and $E_{[(M+1):M+N]}$ is the item embedding sub-matrix. Then, LR-GCCF takes the embedding matrix as input:

$$E^0 = E,$$

which resembles the embedding based models in CF. Notably, different from GCN based tasks with node features as fixed input data, the embedding matrix is unknown and needs to be trained in LR-GCCF.

Following the theoretical elegance with graph spectral connections and empirical competing results of SGCN [Wu et al. 2019], at each iteration step $k$, we assume the embedding matrix $E^{k+1}$ is a linear aggregation of the embedding matrix $E^k$ at the previous layer $k$ as:

$$E^{k+1} = SE^kW^k,$$

where $S = \tilde{D}^{-0.5}\tilde{A}\tilde{D}^{-0.5}$ denotes the normalized adjacency matrix with added self loops, $W^k$ is the linear transformation.

In fact, Eq. (8) with matrix form is equivalent to modeling each user $u$’s and each item $i$’s updated embedding as:

$$[E^{k+1}]_u = e^{k+1}_u = \left[\frac{1}{d_u}e^k_u + \sum_{j \in R_u} \frac{1}{d_j \times d_u} e^k_j\right]W^k,$$

$$[E^{k+1}]_i = e^{k+1}_i = \left[\frac{1}{d_i}e^k_i + \sum_{u \in R_i} \frac{1}{d_u \times d_i} e^k_u\right]W^k,$$

which $d_i$ ($d_u$) is the diagonal degree of item $i$ (user $u$) in the user-item bipartite graph $G$. $R_u$ is neighbors of node $u$ in graph $G$.

**Residual Preference Prediction** With a predefined depth $K$, the recursive linear embedding propagation would stop at the $K$-th layer with output of the embedding matrix $E^K$.

For each user (item), $e^K_u$ ($e^K_i$) captures the up to $K$-th order bipartite graph similarity. Then, many embedding based recommendation models would predict the preference $r_{ui}$ as the inner product between user and item latent vectors as:

$$r_{ui} = <e^K_u, e^K_i>,$$

where $<,>$ denotes vector inner product operation.

Figure 1: The overall architecture of our proposed model.
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Figure 2: GCN based recommendation performance with different layers $K$ on Amazon Books dataset.

In practice, most GCN based variants, as well as GCN based recommendation models, achieve the best performance with $K = 2$ ([Kipf and Welling 2017][Hamilton, Ying, and Leskovec 2017][Ying et al. 2018]). The overall trend for these GCN variants is that: the performance increases as $K$ increases from 0 to 1 (2), and drops quickly as $K$ continues to increase, the performance drops quickly. We speculate a possible reason is that, at the $K$-th layer, the embedding of each node is smoothed by the $K$-th order neighbors in the bipartite graph. Therefore, as $K$ increases from 0 to $K$, the node embeddings at deeper layers tend to be over smoothed, i.e., they are more similar with less distinctive information. This problem not only exists in GCNs, but is much more severe in CF with very sparse user behavior data for model learning. To validate the over assumption, we show the performance of GCN based recommendation with user-item bipartite graph using the predicted function in Eq. (11) with different depth $K$. When $K = 0$, the GCN based recommendation model degenerates to BPR [Rendle et al. 2009]. To empirically show the over smoothing hypothesis, with each value of $K$, we calculate the average pair-wise user-user (item-item) embedding similarity with cosine similarity at the $K$-th layer output. Specifically, for
each pair of user $a$ and user $b$, their similarity is calculated as: $sim(a, b) = \frac{e^b^\top e^b^K}{||e^b|| ||e^b^K||}$. Then, we plot the mean and variance of the cosine similarity of all pairs in Figure 2 with the recommendation performance is listed at the bottom. We have two observations from this figure. First, the variance between user (item) embeddings is smaller when $K$ increases, due to the fact of the up to $K$-th order smoothness with neighborhood regularization. Second, when $K = 0$, the recommendation performance is rather good. As we increase $K$ from 0 to 2, the performance increases less than 10%. Therefore, we empirically conclude that BPR ($K = 0$) could already approximate preference of user to a large extent.

Based on the above two observations, we argue that instead of directly approximating the user preference of each user-item pair at each layer, we perform the residual preference learning as:

$$r_{ui}^{k+1} = r_{ui}^k + e_{ui}^{k+1} > . \quad (12)$$

We hypothesis that it is easier to optimize the residual rating than to optimize the original rating, and the residual learning could help to alleviate the over smoothing effect with deeper layers.

Based on the residual preference prediction in above Eq. (12), we have:

$$\hat{r}_{ui} = \hat{r}_{ui}^{K-1} + e_{ui}^K > = \hat{r}_{ui}^{K-2} + e_{ui}^{K-1} > + e_{ui}^K > = \hat{r}_{ui}^{K-1} + e_{ui}^K > + e_{ui}^K > = < e_{ui}^K || e_{ui}^K > > > \quad (13)$$

The above equation is equivalent to concatenate embedding of each layer to form the final embedding of each node. This is quite reasonable as each node’s sub-graph varies, and recording each layer’s representation to form the final embedding of each node is more informative.

**Model Learning** By putting the linear embedding propagation equation (Eq. (8)) into vector representation of the residual prediction function (Eq. (13)), we have:

$$\hat{r}_{ui} = < e_{ui}^0 || e_{ui}^1 || ... || e_{ui}^K >$$

$$= < [E^0]^u || ... || [S^K E^0 W^K]_u >$$

$$= < [E^0]^u || ... || [S^K E^0 Y^K]_u >$$

where $Y^K$ is reparameterized as $Y^K = W^0 W^1 ... W^K$ with linear multiplication. $S^K$ denotes the $K$-th power of $S$.

Since we focus on implicit feedbacks, we adopt the pairwise ranking based loss function in BPR as:

$$\min_{\Theta} L(R, \hat{R}) = \sum_{u=1}^{M} \sum_{(i,j) \in D_u} -ln(s(\hat{r}_{ui} - \hat{r}_{uj})) + \lambda ||\Theta||^2,$$  \quad (15)

where $s(x)$ is a sigmoid function. $\Theta = [\Theta_1, \Theta_2]$, with $\Theta_1 = [E^0]$, and $\Theta_2 = [Y^K]$. $\lambda$ is a regularization parameter that controls the complexity of user and item free embedding matrices. $D_u = \{(i, j) | i \in R_u \wedge j \in V - R_u \}$ denotes the pairwise training data for $a$ with $R_u$ represents the itemset that $a$ positively shows feedback.

**Model Discussion**

**Detailed Analysis of The Proposed Model.** Based on the prediction function in Eq. (14), we observe that LR-GCCF is not a deep neural network but a wide linear model. The linearization has several advantages: First, as LR-GCCF is built on the recent progress of SGC [Wu et al. 2019a], it is theoretically connected as a low pass filter of graph on the spectral domain. Second, with the linear embedding propagation and residual preference learning, LR-GCCF is much easier to train compared to nonlinear GCN based models. Last but not least, as our model does not have any hidden layers compared to deep learning based models, we do not need back propagation training algorithms. Instead, we could resort to the stochastic gradient descent for model learning. Therefore, LR-GCCF is much more time efficient compared to classical GCN based models.

**Connections with Previous Works.** We compare the key characteristics of our proposed model with three closely related GCN based recommendation models: GC-MC [Berg, Kipf, and Welling 2018], PinSage [Ying et al. 2018], and NGCF [Wang et al. 2019]. In Table 1 NGCF is one of the first few attempts that also uses a residual prediction function by taking each user (item)’s embedding as a concatenation of all layers’ embeddings. However, the authors simply use this “trick” without any detailed explanation. We empirically show the reason why taking the output of the last layer embedding fails for CF, and shows using residual prediction is equivalent to concatenate all the layer’s embeddings as the final embedding of each node in the user-item bipartite graph. For PinSage, it has lower time complexity compared to its deep learning based counterparts (e.g., GC-MC and NGCF) as this model designed a sampling technique in feature aggregation process.

**Experiments**

**Experimental Setup**

**Datasets.** We conduct experiments on two publicly available datasets: Amazon Books and Gowalla [Liang et al. 2016]. We summarize the statistics of two datasets in Table 2. In data preprocessing step, we remove users (items) that have less than 10 interaction records. After that, we randomly select 80% of the records for training, 10% for validation and the remaining 10% for test.

3http://jmcauley.ucsd.edu/data/amazon/index.html
Table 2: The statistics of the datasets.

| Dataset    | Users | Items | Ratings   | Rating Density |
|------------|-------|-------|-----------|----------------|
| Amazon Books | 52,643 | 91,599 | 2,984,108 | 0.062%         |
| Gowalla     | 29,859 | 46,981 | 1,027,370 | 0.084%         |

**Evaluation Metrics and Baselines.** Since we focus on recommending items to users, we use two widely adopted ranking metrics for top-N recommendation evaluation: HR@N and NDCG@N (Chen et al. 2017). For each user, we select all unrated items as the negative items and combine them with the positive items the user likes in the ranking process. We compare our proposed LR-GCCF model with various state-of-the-art baselines, including the classical model BPR (Kendall et al. 2009), three graph convolutional based recommendation models: GC-MC (van den Berg, Kiip, and Welling 2017), PinSage (Ying et al. 2018), and NGCF (Wang et al. 2019). NGCF differs from PinSage as it adopts the residual learning process. Besides, in order to better verify the effectiveness of the linear and the residual learning part, we design two variants of the GC-MC: Linear-GC-MC (L-GC-MC), and Residual-GC-MC (R-GC-MC), with $L$ denotes replacing the original non-linear transformation with linear embedding propagation, and $R$ denotes the preference prediction. For the baseline of NGCF, as illustrated in Table 1, it adopts the residual preference learning, and when varying the non-linear embedding propagation to linear propagation, i.e., L-NGCF is the same as LR-GCCF, so we do not design variants of NGCF. For our proposed model LR-GCCF, we design a simplified version of Linear-GCCF (L-GGCCF). In L-GGCCF, we remove the residual learning process.

**Parameter Settings.** We implement our LR-GCCF model in PyTorch. There are two important parameters in our proposed model: the dimension $D$ of the user and item embedding matrix $E$, and the regularization parameter $\lambda$ in the objective function (Eq. 15). The embedding size is fixed to 64 for all models. In our proposed LR-GCCF model, we try the regularization parameter $\lambda$ in the range $[0.0001, 0.001, 0.01, 0.1]$ and find $\lambda = 0.01$ reaches the best performance. We initialize the model parameters with a Gaussian distribution of mean 0 and standard deviation 0.01. There are several parameters in the baselines, for fair comparison, all the parameters in the baselines are also tuned to achieve the best performance. For our proposed model, we empirically find that $Y$ equals the identity matrix, i.e., each parameter in $\Theta_2$ is not learned but directly set as the identity matrix reaches the best performance.

**Overall Comparison**

Table 4 and Table 5 report the overall performance comparison results on HR@N and NDCG@N. GC-MC, PinSage, and NGCF improve over BPR by leveraging the user-item bipartite graph information. In particular, GC-MC and PinSage show the effectiveness of modeling the information passing of a graph. NGCF is the baseline that captures higher-order user-item bipartite graph structure. It performs better than most baselines. Our proposed LR-GCCF model consistently outperforms NGCF, thus showing the effectiveness of modeling the user preference by the residual preference prediction and the linear embedding propagation.

In our proposed LR-GCCF, the linear embedding propagation and residual preference learning are essential parts. To gain the effectiveness of these parts, we study the performance of the variants of baselines and our simplified model of L-GC-MC. We first analyze the performance of the linear embedding propagation by comparing the linear embedding based models with the counterparts that use non-linear embeddings, i.e., L-GC-MC vs. GC-MC. We find L-GC-MC outperforms GC-MC to a large margin, and similar trends exist when comparing LR-GCCF and NGCF, empirically showing the effectiveness of the linear embedding propagation compared to the non-linear embedding propagation for GCN based recommendations. Next, we compare the performance of residual learning by comparing the results of R-GC-MC vs GC-MC, the results of NGCF vs. PinSage, and the results of LR-GCCF and L-GCCF. R-GC-MC does not show comparable performance as GC-MC, we guess a possible reason is that GC-MC is based on the first-order neighborhood aggregation. For the first-order neighborhood, each neighbor has limited neighbors and the over-smoothing effect does not apply with first-order neighbors. With deep layers, the over-smoothing effect becomes more severe. Thus, NGCF outperforms PinSage, and LR-GCCF outperforms L-GCCF when modeling higher-order graph structure with residual learning. Last but not least, by combining the linear propagation and the residual learning together in LR-GCCF, the proposed model outperforms all the remaining models, showing the effectiveness of fusing these two parts for CF.

Instead of the nonlinear transformation of feature propagation, our work differs from these works in a linearization method to accelerate the training process at the same time. In practice, we find that LR-GCCF is very easy to train. On Amazon Books dataset, with the best depth $K$ for each graph based recommendation model, at each iteration, the average runtime is about 30s for GC-MC ($K=1$), and 38s for PinSage ($K=2$) and NGCF ($K=2$), and about 20s for our proposed LR-GCCF ($K=4$) on a Ubuntu server with a single GTX 1080Ti. With larger K-th order graph embedding propagations, LR-GCCF costs less time with the linear embedding propagation. The runtime time on the Gowalla dataset for each model is about one third of the time compared to the time cost of the Amazon Books, and the overall trend of the time comparison is similar as analyzed above.

**Detailed Model Analysis**

We would analyze the influence of the recursive label propagation depth $K$, and a detailed analysis of the learned embeddings of the residual preference prediction in LR-GCCF.

Table 5 shows the results on LR-GCCF with different $K$ values. Particularly, the layer-wise propagation part disappears when $K=0$, i.e., our proposed model degenerates to BPR. As can be observed from Table 5 when $K$ increase from 0 to 1, the performance increases quickly on both datasets. For Amazon Books, the best performance reaches with four propagation depth. Meanwhile, our model reaches the best performance when $K=3$ on Gowalla.

In order to better show the effect of residual preference prediction, we design a simplified version of our proposed
model that only removes the residual structure in our proposed model. We call the simplified model as L-GCCF. For L-GCCF and LR-GCCF, with each predefined depth $K$, we calculate the cosine similarity of each pair of users (items) between their K-th layer output embedding, i.e., $e^K$ for each node of the graph. The statistics of the mean and variance of user-user (item-item) embedding similarities are shown in Figure 3. It obviously shows our proposed model has larger variance of the user-user cosine similarity compared to its counterparts L-GCCF that does not perform residual learning. This empirically validates that the residual learning could partially alleviate the over smoothing issue, and achieves better performance. Please note that, the overall trend on the Gowalla dataset is similar, and we do not show it due to page limit.

![Figure 3: Comparisons with and without residual preference prediction structure under different layers depth $K$ on Amazon Books dataset.](image)

**Conclusions**

In this paper, we revisited the current GCN based recommendation models, and proposed a LR-GCCF model for CF based recommendation. LR-GCCF was mainly composed of two parts: First, with the recent progress of simple GCNs, we empirically removed the non-linear transformations in GCNs, and replaced it with linear embedding propagations. Second, to reduce the over smoothing effect introduced by higher layers of graph convolutions, we designed a residual preference prediction part with a residual preference learning process at each layer. Extensive experimental results clearly showed the effectiveness and efficiency of our proposed model. In the future, we would like to explore how to better integrate the representations of different layers with well defined deep neural architectures for better enhancing CF based recommendation.
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