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Abstract
Mixed reality (MR) is increasingly applied in indoor navigation. With the development of MR devices and indoor navigation algorithms, special attention has been paid to related cognitive issues and many user studies are being conducted. This paper gives an overview of MR technology, devices, and the design of MR-based indoor navigation systems for user studies. We propose a theoretical framework consisting of spatial mapping, spatial localization, path generation, and instruction visualization. We summarize some critical factors to be considered in the design process. Four approaches to constructing an MR-based indoor navigation system under different conditions are introduced and compared. Our gained insight can be used to help researchers select an optimal design approach of MR-based indoor navigation for their user studies.
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1 Introduction
People nowadays spend most time indoors (Klepeis et al. 2001). Among many indoor activities, human often need to navigate themselves to certain places. Yet indoor navigation is a complicated task and is regarded as more difficult than outdoors (Bauer et al. 2015, 2016). People get lost more easily within complex public buildings (Fellner et al. 2017), such as universities, libraries, retail, manufacturing, airports, and hospitals. Many factors lead to the difficulties in identifying directions, for example, indoor structures vary among buildings, and walls may hinder the view (Aksoy et al. 2020; Holscher et al. 2007). Moreover, visitors are sometimes under time pressure, which has a negative effect on navigation. Bartling et al. (2021) demonstrated this negative effect in their study where people were asked to go to specific room under time pressure for an interview.
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Die Gestaltung Mixed-Reality-basierter Indoor-Navigation für Nutzerstudien

Zusammenfassung
Mixed Reality (MR) wird zunehmend in der Indoor-Navigation eingesetzt. Bei der Entwicklung von MR-Geräten und Indoor-Navigationsalgorithmen wurden den damit verbundenen kognitiven Problemen besondere Aufmerksamkeit geschenkt, und es werden viele Benutzerstudien durchgeführt. Dieses Papier gibt einen Überblick über MR-Technologie, Geräte und das Design von MR-basierten Indoor-Navigationssystemen für Benutzerstudien. Wir schlagen einen theoretischen Rahmen vor, der aus räumlicher Kartierung, räumlicher Lokalisierung, Pfadgenerierung und Visualisierung von Anweisungen besteht. Wir fassen einige kritische Faktoren zusammen, die im Designprozess berücksichtigt werden müssen. Vier Ansätze zum Aufbau eines MR-basierten Indoor-Navigationssystems unter unterschiedlichen Bedingungen werden vorgestellt und verglichen. Unsere gewonnenen Erkenntnisse können genutzt werden, um Forschern bei der Auswahl eines optimalen Designansatzes der MR-basierten Indoor-Navigation für ihre Benutzerstudien zu helfen.
However, due to the challenges of indoor positioning, e.g., the difficulty of getting stable GNSS (global navigation satellite system) signal for navigation, indoor navigation assistance is still limited. Emerging devices and technologies commonly used for indoor navigation are Beacons, Wi-Fi, and visual positioning system (VPS). Mixed reality (MR) technology, which augments real world by displaying virtual holograms and introducing additional information, is promising for indoor navigation. Despite some MR-based indoor navigation systems implementations, many cognitive issues, such as attention distribution (Bolton et al. 2015), spatial perception (Keil et al. 2020) and spatial learning (Liu et al. 2021), remain unanswered for better user experiences of MR-based indoor navigation. Research has been conducted to address these cognitive issues (Joshi et al. 2020; Liu et al. 2021; Rehman and Cao 2017). Developing MR applications, including MR-based indoor navigation applications, with comprehensive functions can be difficult (Rokhsaritalemi et al. 2020). However, not all the functions are necessary for research purposes. Different approaches can be applied to create MR-based indoor navigation demos for specific research purposes. A proper approach can accelerate the development of the application and the research of MR-based indoor navigation.

In the following sections, we first briefly introduce indoor navigation and navigation assistance, MR technology, and available devices and software. The second section summarizes a framework of designing an MR-based navigation system and the critical factors to be considered, especially for the design of experimental systems involving user studies. Then four different approaches for research purposes and user studies (rather than commercial use or end user applications) are presented with examples in the third section. We also highlight the pros and cons of each approach along with its applicability. Our findings are summarized, and the future work is presented in the final section.

1.1 Indoor Navigation and Navigation Assistance

Many people find it difficult to navigate in public buildings, which are often complex in design. The visual access is limited within such buildings (Holscher et al. 2007). The symmetric structure of buildings increases the difficulty of distinguishing the floors and parts for navigation (Aksoy et al. 2020; Holscher et al. 2007), and people tend to assume the layouts of different floors are the same (Carlson et al. 2010). The furniture and functions of rooms in the buildings usually help the visitors identify floors or sections in such cases, but they can be easily and frequently changed, which makes it difficult for visitors to establish stable anchor points in indoor spaces. Besides, most people visit these buildings only a few times, and the first-time visitors usually go to a building for specific purposes under time pressure, which makes way finding even more stressful (Bartling et al. 2021). All these factors indicate that the daily indoor navigating is not a trivial task.

However, not much indoor navigation assistance is available (Joshi et al. 2020). The main bottlenecks are indoor positioning and accessibility calculation. Current options of indoor positioning include blue-tooth and Wi-Fi signals. MR technology is increasingly used in indoor navigation. MR devices can get the 3D position from simultaneous localization and mapping (SLAM) and require no additional hardware. This means that MR does spatial mapping and spatial positioning without GNSS. MR technology has some typical difficulties in mapping transparent objects and displaying holograms under strong lighting conditions, which is less problematic for indoor navigation. Therefore, MR is potentially suitable for indoor navigation and some companies already provide MR-based navigation service (e.g. XRGO, Tangar).

MR for research purposes is different from that for commercial use. For example, the MR device Microsoft HoloLens 2 supports eye control, providing an interesting and promising interaction method for common users. However, its eye movement data is not ready to be accessed. Kapp et al. (2021) developed ARETT, an easy-to-use toolkit for MR HMDs to get the eye movement data for scientific researches. Creating MR-based indoor navigation for research is also different from that for commercial applications. A commercial application must function properly for the entire indoor space and should be easy to use for common users, while for research purpose, a predefined path could be enough but might require more manual settings from the researcher. The specific requirements for the built navigation application vary with research questions. Some research questions are related to the current technology and become less problematic as the technology matures, e.g., the discomfort caused by the heavy weight. Other research questions are more basic and remain to be addressed, e.g., inattentional blindness in MR-based indoor navigation (Wang et al. 2021). For different research purposes, various approaches are available for MR indoor navigation development, and the workflow should be adjusted according to the research aim to meet the requirements.

1.2 MR Technology and Research

The term mixed reality became popular when the HoloLens 1 was launched by Microsoft. Prior to that, mixed reality was used to refer to both virtual reality and augmented reality (Milgram and Kishino 1994). Currently, augmented

2 XRGO (2021) XRGOWe connect the industry with X-Reality (AR, MR, VR). https://xrgo.io/en/. Accessed 28 March 2022.
3 Tangar—Indoor navigation using Computer Vision and AR (2021) Home—Tangar—Indoor navigation using Computer Vision and AR. https://tangar.io/. Accessed 28 March 2022.
Reality and mixed reality both refer to the technology that displays virtual holograms and the real world simultaneously (Çöltekin et al. 2020). This paper uses mixed reality for both mixed reality (as Microsoft refers to) and augmented reality. Current MR devices are mainly hand-held (HHDs, i.e., smartphones), head-mounted devices (HMDs), and head-up displays (HUDs).

1.2.1 Hand-Held Devices

Most smartphones and tablets support MR. The HHD MR displays the augmented virtual holograms on the screen (Fig. 1) and is pretty attractive for consumers. Some indoor MR navigation apps are already available for smartphones (such as XRGO4 and INDOAR5). However, with HHD MR, users need to switch their visual attention between the device and the environment (Stähli et al. 2021). The high cognitive workload may lead the users to ignore the potential dangers. Besides, it is not practical for multi-tasking users to hold the smartphone in their hands all the time.

1.2.2 HMD MR Devices

Microsoft HoloLens and Google Glass are among the current most widely used HMD MR devices. Users wearing the goggles/helmet can see the augmented virtual elements displayed on the lenses (Fig. 2). Other MR HMDs, such as Acer, HP, and Lenovo Explorer, are seldom used and

---

4 XRGO (2020) Augmented Reality Indoor Navigation App for iOS or Android | XRGO. https://xrgo.io/en/product/ci-inplace/. Accessed 28 March 2022.
5 INDOAR (2022) INDOAR for Museums | Guided Tours & Immersive Experiences with augmented reality | ViewAR. https://museum.viewar.com/. Accessed 28 March 2022.
6 Acer (2022) Windows Mixed Reality Headset. https://www.acer.com/ac/en/US/content/series/wmr. Accessed 28 March 2022.
7 HP (2022) HP Windows Mixed Reality Headset | Discover a new level of immersion—HP Store Schweiz. https://www.hp.com/ch-de/shop/offer.aspx?p=c-mixed-reality-headset. Accessed 28 March 2022.
8 Lenovo (2022) Lenovo Explorer | Headset for Windows Mixed Reality | Lenovo UK. https://www.lenovo.com/gb/en/smart-devices/virtual-reality/lenovo-explorer/Lenovo-Explorer/p/G10NREA0A2. Accessed 28 March 2022.
not quickly updated. The HMD MR is valued in pedestrian navigation, and the associated cognitive issues are widely studied (Liu et al. 2021; Makimura et al. 2019; Thi Minh Tran and Parker 2020). Some studies aim to find solutions constrained by the current technology, e.g., how to arrange the virtual holograms within the limited field-of-view (FOV) (Kishishita et al. 2014), while other issues related to user behavior need long-term investigation, e.g., users pay too much attention to virtual holograms and ignore the events in the real world (Krupenia and Sanderson 2006; Wang et al. 2021).

### 1.2.3 HUDDS

HUDDs have been equipped in many cars in form of MR dashboards such as MBUX AR in Benz and Phiar. The augmented virtual elements are either displayed on the windshield directly (Fig. 3a) or an extra screen with real-time camera stream (Fig. 3b). An HUD performs spatial mapping differently from HMD and is beyond the focus of this paper.

### 1.3 MR Software Options

Many software options are available to develop MR products and new toolkits are being developed. Here, we briefly introduce the most commonly used software and strongly recommend readers to explore their functionality and services. Unity and Unreal are commonly used and applicable on different platforms. MR indoor navigation can be built with ARKit (for iOS), ARCore (for Android and iOS), or Mixed Reality Toolkit (MRTK, for windows, mixed reality HMD, Android, and iOS). Many companies also provide Software Development Kits to facilitate the development. WebXR is just an example. The navigation module such as Mapbox Vision AR for Android is also provided.

![Fig. 3](image1.png) Example of HUDs, screenshots of video by Phiar, a displayed on windshield, b displayed on extra screen with real-time camera stream

![Fig. 4](image2.png) A general framework of how to design MR-based navigation system

### 2 Methodology

#### 2.1 A Development Framework of MR-Based Navigation System

Given the current location of the user and his/her destination, the MR-based navigation system should be able to generate the navigation path and display it to users. Figure 4 illustrates a framework of designing an MR-based navigation system.

---

9 WebXR (2021) Immersive Web Developer Home. [https://immerdev.web/](https://immerdev.web/). Accessed 28 March 2022.
2.1.1 Spatial Mapping

Spatial mapping prepares the model/map of the indoor environment needed to generate the path to an indoor location, which is usually beyond sight. The MR device maps the real world surfaces in the nearby environment. It has the potential to automatically generate a building information model (BIM) (Hübner et al. 2019). Standard models for better indoor navigation are also being developed. For example, IndoorGML version 1 was released in 2014, partially inspired by the urgent requirements from indoor navigation (IndoorGML OGC 2020). The destination needs to be defined by users or predefined by researchers.

2.1.2 Spatial Localization

Spatial localization gets the user’s current location. It can be based on visual/image markers, beacons, or visual positioning system (VPS) (badmin 2020).

2.1.3 Path Generation

Path generation is the process of creating a walkable path from the start point to the destination. Many algorithms are available for indoor navigation path planning, such as Dijkstra’s algorithm (Fan and Shi 2010), A* (Wang and Lu 2012), and so on.

2.1.4 Instruction Visualization

Once the path is generated, it will be displayed together with navigation instructions visually (Huang et al. 2012; Liu et al. 2021) and/or audibly (Fellner et al. 2017; Huang et al. 2012). Instruction visualization as the process of determining which instruction to display and how to display is also crucial for MR-based indoor navigation systems (Cock et al. 2019; Liu et al. 2021; Liu and Meng 2020).

2.2 Design Factors for User Study

Many factors need to be considered when designing an MR indoor navigation system for user studies. For example, the study area should be easily accessible and safe for the users and ideally have constant lighting conditions to ensure stable visualization (holograms are difficult to see under strong lighting) and comparable results among users. Liu and Meng (2020) summarized relevant factors in this regard.

Besides, the interface design might better be inclusive, e.g., considering the need from color-blind or visually impaired users (Qiu 2019). The interface or algorithm should also run smoothly without exceeding the computing power of the devices (Curtsson 2021).

3 Design Approaches of MR-Based Indoor Navigation Systems for User Studies

When choosing an approach for developing MR-based navigation, at least two factors need to be considered: (1) spatial anchor and (2) path generation. A spatial anchor is a fixed coordinate system that is generated and tracked by MR, and ensures the anchored holograms are located in the precise location. In an MR-based navigation system, the spatial anchor can be a local (LA, stored in the device) or a cloud (CA, stored on the cloud, e.g. Azure Spatial Anchor) one and the path can be predefined (PP) or generated during the navigation (GP). Therefore, four approaches are feasible in developing the system. They are compared regarding

| Approach | Internet connection required | BIM is required | Anchor position is stable | The path generated is flexible | Can be shared across multi devices | Suitable for the big study area | Required coding ability |
|----------|-----------------------------|-----------------|--------------------------|-------------------------------|--------------------------------|-------------------------------|------------------------|
| LA-PP    | No                          | No              | No*                      | No                            | No                            | No                            | Low                    |
| LA-GP    | No                          | Yes             | No*                      | Yes                           | No                            | No                            | High                   |
| CA-PP    | Yes                         | No              | Yes                      | No                            | Yes                           | No                            | Medium                 |
| CA-GP    | Yes, strongly               | Yes             | Yes                      | Yes                           | Yes                           | Yes                           | High                   |

*It is possible to build persistent and stable local spatial anchors across runs, e.g. an approach by Nischita. However, it is not the official and recommended way and might be more difficult in the future. Therefore, it is omitted in this paper.

10 Microsoft (2021), Spatial anchors, https://docs.microsoft.com/en-us/windows/mixed-reality/design/spatial-anchors. Accessed 25 April 2022.

11 Spatial Anchors (2022), Azure Spatial Anchors | Microsoft Azure. https://azure.microsoft.com/en-us/services/spatial-anchors/#features. Accessed 28 March 2022.

12 Nischita (2020), Anchoring Objects with Local Anchors and Persisting with HoloLens 2. https://codeholo.com/202009/24/anchoring-objects-with-local-anchors-and-persisting-with-holo lenses-2/. Accessed 25 April 2022.
the requirements of materials, resources, and performance (Table 1). We also give examples of each approach.

### 3.1 Local Anchor–Predefined Path Approach

In this approach, local spatial anchors and predefined paths are used. Spatial anchor is stored on the device and cannot be shared across multiple devices. It is loaded and manually anchored by the user to a new position each time the software runs. In this case, internet connection and BIM are not required, and the anchor position changes, even slightly, between different runs or if multiple devices are used in the research. Applying only one spatial anchor would reduce the time and workload of anchoring but may increase localization errors. Therefore, the number of necessary anchors relies on the study area and research questions.

A predefined path does not mean that only one path is available. It is possible to set multiple destinations/paths during development. However, once deployed, the paths are set, and the visualization cannot be changed. For example, the path cannot be changed to avoid a passer-by. Besides, since all the holograms are locked to one anchor, the errors are cumulating, i.e., the farther the hologram is away from the anchor, the larger the misalignment would be. The anchor should be in the middle of the whole study area instead of the start point, and the study area should not be too big. It is an immediate and low-code requirement to build. Therefore, this approach is suitable for a quick assessment of the interface and elements design and fast feedback on cognitive issues. It is also convenient for the research that must be done without the internet. This workflow suits beginners and small projects or rapid prototyping. However, since it requires manual anchoring, it is unsuitable for research involving large user groups.

#### 3.1.1 Example. Building with Local Spatial Anchor and a Predefined Path

This example uses a local spatial anchor and predefined path to create an indoor navigation demo, which was used to test spatial learning during navigation (Liu et al. 2021). It was built using Unity, MRTK, and HoloLens 1.

Figure 5 shows the workflow in this example. Although BIM is not mandatory, HoloLens is used to create a rough model of the study area and map the layout (Fig. 5a). It allows the researcher to put the holograms in the correct position. A floor map also helps to show the number of turns, length, etc.

The holograms should also be prepared (Fig. 5b). In this case, pictorial landmarks and arrows are used. MRTK provides basic GameObjects, such as cubes, spheres, arrows, etc. The pictorial landmarks are generated from png-format pictures. The png. files are used as the material of the basic GameObjects, and the size of GameObjects can be adapted. The GameObjects can also be attached with scripts and then made into prefabs for re-use. For example, when users are moving around, the landmarks should always face the users to remain identifiable. This function can be realized by the billboard provided by MRTK. The prefabs can be located according to the model (Fig. 5c, d) or the floor map. At the beginning of the user study, the researcher needs to set the spatial anchor manually. It is recommended that the researcher walk through the whole study area and ensure the misalignment is acceptable. The user’s view is shown in Fig. 5e.

This demo used one spatial anchor at the middle point of the path (Fig. 6). The spatial anchor is a rectangle instead of a point to allow the alignment both horizontally and vertically with the real world and make sure the direction of the
whole path is correct. The anchor was designed in grey and transparent so that it does not affect the users’ navigation. This design proved effective as most users did not notice this anchor.

### 3.2 Local Anchor–Generated Path Approach

Like the LA-PP approach, the LA-GP approach does not require an internet connection, the spatial anchor is not constant for each user, and cannot be shared across devices. This means the visualization of the spatial anchor should also be big enough for accurate localization. This approach is also not ideal for studies with an extensive study area or large user groups. BIM is required so that the location of destination is known and can be used in path generation. This approach is more flexible and suitable for exploring interaction and dynamic situations, for example, how users can find the preferred route or avoid obstacles.

Different from the LA-PP approach, in the LA-GP approach, a path between two locations can be generated according to the users’ command by a path generation algorithm. This allows users to set their preferred destinations or avoid obstacles in real time. However, BIM is needed to generate the path, and it requires higher coding ability to integrate the path generation algorithm in the demo.

One example of the LA-GP approach is the work of Qiu (2019) using Unity, Holo Toolkit (the predecessor of MRTK), and HoloLens 1, with the aim to design an indoor navigation system that can avoid obstacles in real-time. A* search algorithm and BIM were used. The indoor space was segmented into many nodes. Once the user set a destination by hand gesture or voice control, the software generated a path. During walking, the HoloLens constantly maps the spatial environment and checks if there are obstacles (e.g., a passer-by) on the following paths. If so, the path will be re-calculated to avoid the obstacle.

### 3.3 Cloud Anchor–Predefined Path Approach

The resources required in the CA-PP approach are similar to those in the LA-PP approach. The BIM and path generation algorithm are not necessary. However, it requires an internet connection. The holograms are anchored to an online anchor, e.g., Azure Spatial Anchor. A cloud spatial anchor module is needed to upload and download the anchor to/from the cloud. Therefore, it needs more codes and requires higher coding capability compared to the LA-PP approach. The positions of holograms remain the same across sessions, which spares the effort of setting the spatial anchor each time. The spatial anchors can be shared by different devices and thus multiple users can collaborate. Besides, since the paths are predefined, the holograms can be locked to one spatial anchor. In this case, once the spatial anchor is set, no internet connection is necessary. However, if multiple spatial anchors are used, a stable internet connection is necessary. Therefore, the CA-PP approach is suitable for user studies that may last for a long time, involve many users and are with limited internet connection.

![Fig. 6](image-url) The location of local spatial anchor in a predefined route
Figure 7 shows an example using the CA-PP approach for building MR-indoor navigation. In this demo, Unity, MRTK, and HoloLens 2 were used. The layout was measured by MR measure apps on a smartphone (Fig. 7a). The holograms (Fig. 7b) and path (Fig. 7c) are designed similarly to those in the LA-PP example. The main difference is that the spatial anchor is uploaded to the Azure platform on the first run. Afterward, the spatial anchor can be loaded in each session (Fig. 7d). Therefore, the spatial anchor is not necessarily at the middle point and can be set at the start point or endpoint. Figure 7e shows the user’s view at the start point.

3.4 Cloud Anchor–Generated Path Approach

The abovementioned three approaches can fulfill the requirements of most studies. However, the paths generated in those approaches are usually not very long to allow stable visualization, which cannot reveal cognitive issues that might only occur during more extended usage of MR-based indoor navigation (Curtssoon 2021). Besides, some cognitive issues may occur during intensive interactions among different users (Liu et al. 2021). The CA-GP approach has the advantage for applications in a bigger study area and with many users.

In this approach, the path generation algorithm and BIM are needed. A stable, constant internet connection is necessary for a smooth navigation experience. Since the spatial anchors are saved online, no BIM is needed. A possible solution is to provide two-player roles. The first role is for the researcher, who needs to walk around, set and upload spatial anchors to the cloud and edit the properties. The second role is for the users to set destinations and navigate themselves.

Takahiro Miyaura provides an example. In this project, the user can create different paths and upload them to the cloud interactively and find the path to a specific destination afterwards.

4 Conclusion and Outlook

This paper introduces a general framework using MR technology for indoor navigation assistance. To design an MR-based indoor navigation system for research, especially for user studies, we analyzed four approaches based on whether the spatial anchor is local or on the cloud and whether the path is predefined or generated in real time. We recommend the beginners/non-developers to use local spatial anchor and predefined design, which is less flexible but with a low demand of coding capabilities. We also recommend to use this approach for study areas without internet connection. But the spatial anchor needs to be set manually, making it less suitable for large groups of users. For research involving many interactions, we recommend to use the local anchor and path generation in real time, since this approach is more flexible. As for studies involving many users, using cloud anchor in combination with the predefined path is feasible. To study the cognitive issues after a long walking distance or with intensive interaction among different MR users, cloud anchors should be used, and the path should be generated dynamically.

Takahiro Miyaura (2022) WayFindingSamplesUsingASA. https://github.com/TakahiroMiyaura/WayFindingSamplesUsingASA. Accessed 28 March 2022.
Current indoor navigation is mostly studied in simplified environments with a single building or connected buildings, which significantly restricted the transferability of research findings. User-friendly navigation services are needed for more realistic settings with complex buildings and integrated indoor and outdoor environments. This paper assists researchers in selecting a proper approach for the development of a research-oriented MR-based indoor navigation system in more general environments.

Building a fully functional commercial MR-based indoor navigation is complex and requires a lot of efforts. However, a workable research-oriented MR-based indoor navigation system is much easier to build. With the limited but necessary functionalities, they support the exploration of cognitive issues in MR-based navigation, improve our understanding and accelerates the application of MR technology, and improves the MR user satisfaction.
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