An analytical algorithm for 3D magnetic field mapping of a watt balance magnet
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Abstract
A yoke-based permanent magnet, which has been employed in many watt balances at national metrology institutes, is supposed to generate strong and uniform magnetic field in an air gap in the radial direction. However, in reality the fringe effect due to the finite height of the air gap will introduce an undesired vertical magnetic component to the air gap, which should either be measured or modeled towards some optimizations of the watt balance. A recent publication, i.e. Li et al (2015 Metrologia 52 445), presented a full field mapping method, which in theory will supply useful information for profile characterization and misalignment analysis. This article is an additional material of Li et al (2015 Metrologia 52 445), which develops a different analytical algorithm to represent the 3D magnetic field of a watt balance magnet based on only one measurement for the radial magnetic flux density along the vertical direction, \( B_r(z) \). The new algorithm is based on the electromagnetic nature of the magnet, which has a much better accuracy.

Keywords: watt balance, magnetic field, alignment, magnetic material

(Some figures may appear in colour only in the online journal)

1. Introduction

The watt balance, an experiment proposed by Dr B P Kibble in 1976 [2], is widely employed at National Metrology Institutes (NMIs) for precisely measuring the Planck constant \( h \) towards the redefinition of one of the seven SI base units, the kilogram [3]. The new definition of the kilogram will be realized by fixing the numerical value of the Planck constant [4], which is expected to be determined with a relative uncertainty of two parts in 10\(^8\). The role of a watt balance experiment is to transfer the mass standard from the only mass in Bureau International des Poids et Mesures (BIPM), i.e. the international prototype of kilogram (IPK), to a value that makes the Planck constant exactly equal to

\[
6.62606\ldots \times 10^{-34} \text{Js}.
\]

The detailed origin, principle and recent progress of the watt balance have been presented in several review papers, e.g. [5–7]. Here a brief summary of the measurement is given. The watt balance is operated in two separated measurement modes, conventionally named as the weighing mode and the velocity mode. In the weighing mode, the magnetic force produced by a coil with DC current in the magnetic field is balanced by the gravitational force on a test mass, and a force balance equation can be written as

\[
(BL)_w I = mg,
\]

where \((BL)_w\) is the geometrical factor in the weighing mode, \(I\) the current in the coil, \(m\) the test mass and \(g\) the local gravitational acceleration. In the velocity mode, the coil moves along the vertical direction in the same magnetic field, and generates an induced voltage, i.e.

\[
(BL)_v \nu = \varepsilon,
\]

where \((BL)_v\) denotes the geometrical factor in the velocity mode, \(\nu\) the coil velocity and \(\varepsilon\) the induced voltage. By combining equations (1) and (2), the ratio of the mechanical power and electrical power is obtained as

\[
\frac{(BL)_w}{(BL)_v} = \frac{mg
u_{\text{st}}}{\varepsilon_{90}} = \frac{h}{k_{90}},
\]

where \(\nu_{\text{st}}\) is the maximum velocity, \(\varepsilon_{90}\) the voltage at 90\(^\circ\) of the maximum velocity, \(k_{90}\) the coil factor at 90\(^\circ\) of the maximum velocity.
where \( h_{90} \equiv 6.626068 \times 10^{-34} \text{ Js} \) is a derived value of the Planck constant by the 1990 conventional electrical units [8]. The subscripts \( \varepsilon_{91} \) and \( 90 \) denote the measurement in forms of the international system of units, i.e. the SI, and the 1990 conventional system of units. Based on equation (3), the Planck constant \( h \) is determined as

\[
h = \frac{mgv}{\varepsilon I} h_{90}. \tag{4}
\]

It has been known that all the quantities on the right side of equation (4) can be measured with a relative uncertainty lower than one part in \( 10^9 \), and therefore, on the current stage, the Planck constant \( h \) is expected to be determined by watt balances with a relative uncertainty lower than \( 2 \times 10^{-8} \) for achieving the purpose of redefining the kilogram.

The watt balance is considered as one of the most successful experiments to precisely determine the Planck constant \( h \) and has been employed in many NMIs, e.g. [9–17]. In order to generate a kilogram level magnetic force to balance the gravity of a mass while keeping power consumption of the coil as low as possible in the weighing mode, a strong magnetic field, e.g. 0.5 T, is required at the coil position for the watt balance. Accordingly, permanent magnets with high permeability yokes are introduced to achieve the strong magnetic field. One of such magnetic systems (shown in figure 1), developed by the BIPM watt balance group [18], is the most preferred. In the shown magnet construction, two permanent magnet rings with opposite magnetization poles are installed inside the inner yoke. The magnetic flux of the permanent magnet rings is guided by high permeability yokes through the air gap. As the work area of the coil, the air gap, is designed to be long and narrow, a strong magnetic field with good uniformity can be generated along the radial direction. As the total flux through the air gap is roughly a constant, the magnetic flux density along the radial direction, \( B_r(r) \), decays along the \( r \) direction following an approximative \( 1/r \) relation. In a \( 1/r \) magnetic field, it can be proved that the geometrical factor \( BL \) of the coil is a constant, independent to any coil deformation or horizontal displacements [19]. As the magnetic flux is closed with yokes, the shown watt balance magnet has a good feature of self shielding, reducing additional flux exchange between the inside and outside of the magnet. Based on these advantages, the shown magnet has been widely adopted by other NMIs, such as the Federal Institute of Metrology (METAS), Switzerland [20], the National Institute of Standards and Technology (NIST), USA [21], the Measurement Standards Laboratory (MSL), New Zealand [22] and the Korea Research Institute of Standards and Science (KRISS), South Korea [17].

In reality, since the air gap length is finite and hence the \( 1/r \) decay of the magnetic flux density \( B_r(r) \) is not true over the whole vertical range, i.e. the fringe effect will introduce a vertical magnetic component \( B_z \) at any coil positions where \( z \neq 0 \). This fact indicates that the unknown magnetic field component can cause alignment problems [23], e.g. the vertical magnetic component can exert undesired radial force or torque in the weighing mode and could produce additional voltage in the velocity mode. Considering a strict requirement of measurement accuracy in watt balances, any aspect may bring a systematic error should be carefully analyzed. An accurate 3D mapping of the magnetic field in the air gap is a useful tool to provide important information on systematic error elimination. At least three benefits will be created by a full air gap 3D magnetic field mapping. The first is the misalignment error relaxation: the value of geometrical factor \( BL \) in equations (1) and (2) can be actually affected by parasitic coil motions when the fringe field is considered. This misalignment error can be corrected if the 3D magnetic field profile is obtained, which in theory can relax the alignment requirement of a watt balance. The second benefit is that with knowing a full field profile, a best coil diameter can be chosen in order to employ the maximum flat \( B_z(z) \) profile in the air gap, and a flat \( B_z(z) \) profile can reduce uncertainties in both velocity and voltage measurements. Thirdly, the damping of the coil is usually applied in the breath between weighing and velocity sweeps. During the breath, the damping device is either at the top or the bottom of the air gap, where a coupling between the damping current and both magnetic components (the radial magnetic field \( B_r \) and vertical magnetic field \( B_z \)) should be considered. In this case, the 3D magnetic field can supply better feedback to the current parameters for simultaneously damping all dimensional motions of the coil.

As is mentioned in [1], the narrow air gap makes it difficult to directly measure the global magnetic field profiles. Only profiles of the radial magnetic flux density along the vertical direction, \( B_r(z) \), can be precisely measured by either a high resolution magnetic probe [24] or the gradient coil (GC) method [21]. A polynomial estimation algorithm based on at least two measurements of \( B_r(z) \) profiles has been developed in [1] to calculate the global magnetic field in the air gap. The algorithm essentially approximates the magnetic field lines by...
Figure 2. Sectional view of the air gap structure used in watt balances. The magnetic field (the red dotted line) is generated by two permanent magnets whose N poles face toward each other. $B_r(r_0, z)$ is measured at the horizontal coordinate $r_0$ (the green line).

A polynomial fitting and the approximation precision depends on the fitting order, i.e. the quantities of the measured $B_r(z)$. A higher accuracy requires more $B_r(z)$ profile measurements, which in reality is difficult to be done at different radii of the narrow air gap. Besides, the algorithm presented in [1] would be much more complicated when the estimator order $N$ increases, e.g. $N > 2$. We later noticed the information in measured $B_r(z)$ is not fully utilized in the polynomial estimation algorithm, and hence in theory it is possible to develop an analytical algorithm based on only one $B_r(z)$ measurement. This motivation leads to an improved analytical algorithm to map the 3D magnetic field in the air gap region, which has been presented in this article. The new algorithm is based on fundamental electromagnetic natures of the magnet and has advantages in both convenience and accuracy.

The rest of this paper is organized as follows. In section 2, the new analytical algorithm is presented. In section 3, numerical simulations are employed to verify the accuracy of the analytical algorithm. Some discussions on the new algorithm and watt balance magnet design are shown in section 4 and a conclusion is drawn in section 5.

2. Analytical algorithm

A detailed dimension of the air gap in the watt balance magnet is shown in figure 2. The area $r \in (a, b)$, $z \in (-l, l)$ is our model region where $a$ and $b$ is the inner and outer radii of the air gap and $l$ is a half of the air gap height. The radial magnetic flux density along the vertical direction $B_r(r_0, z)$, or the radial magnetic field along the vertical direction $H_r(r_0, z)$ can be measured by a GC or a magnetic probe at the radial coordinate $r_0$.

In the analysis, the magnetic scalar potential $\varphi$ is chosen as a quantity to be solved. The magnetic field $H(r, z)$ can be expressed as the negative gradient of the magnetic scalar potential, i.e. $\hat{H}(r, z) = -\nabla \varphi$. $\hat{H}(r, z)$ is the sum of two components in an axisymmetrical coordinate system as

$$\hat{H}(r, z) = H_r(r, z) \overrightarrow{e_r} + H_z(r, z) \overrightarrow{e_z}, \quad (5)$$

where $\overrightarrow{e_r}$ and $\overrightarrow{e_z}$ denote the unit vectors in the $r$ and $z$ directions; $H_r(r, z)$ and $H_z(r, z)$ are two components of the magnetic field in the $r$ and $z$ directions. As $\hat{H}(r, z) = -\nabla \varphi$, equation (5) can also be written as

$$\hat{H}(r, z) = -\frac{\partial \varphi}{\partial r} \overrightarrow{e_r} - \frac{\partial \varphi}{\partial z} \overrightarrow{e_z}. \quad (6)$$

The magnetic scalar potential $\varphi$ in the air gap area, i.e. $r \in (a, b)$, $z \in (-l, l)$, can be described by Laplace’s equation as

$$\nabla^2 \varphi = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \varphi}{\partial r} \right) + \frac{\partial^2 \varphi}{\partial z^2} = 0. \quad (7)$$

The separation of variables is applied to solve equation (7). In this case, the magnetic scalar potential $\varphi$ is supposed to be expressed as the product of two independent functions $R(r)$ and $Z(z)$, where $R(r)$ and $Z(z)$ are functions of a single variable, i.e. $r$ and $z$. Substituting $\varphi = R(r)Z(z)$ into equation (7) yields

$$\frac{1}{R} \frac{d}{dr} \left( r \frac{dR}{dr} \right) + \frac{1}{Z} \frac{d^2Z}{dz^2} = 0. \quad (8)$$

Since the first term on the left side of equation (8) depends only on $r$ while the second term depends only on $z$, equation (8) can be written as

$$\frac{dZ}{dz} - \kappa Z = 0 \quad (9)$$

where $\kappa$ is a constant. Note that the solution form of equation (8) will be determined by the sign of $\kappa$. When $\kappa = 0$, the solution can be written as

$$\varphi_1 = (Az + B)(Cl Dr + D), \quad (10)$$

where $A, B, C$ and $D$ are constants. When $\kappa > 0$ (e.g. $\kappa = \lambda^2$), the solution can be obtained as

$$\varphi_2 = [A \cosh(\lambda z) + B \sinh(\lambda z)] \left[ C \lambda_1 \beta(\lambda r) + D \lambda_2 \beta(\lambda r) \right], \quad (11)$$

where $\cosh(\lambda z)$ and $\sinh(\lambda z)$ denote hyperbolic cosine function and hyperbolic sine function; $\lambda_1 \beta(\lambda r)$ and $\lambda_2 \beta(\lambda r)$ are the zeroth order Bessel functions of the first and second kinds, $A_1$, $B_1$, $C_1$, $D_1$ and $\lambda$ are all constants. When $\kappa < 0$ (e.g. $\kappa = -\rho^2$), the solution can be written as

$$\varphi_3 = [A_2 \cos(\rho z) + B_2 \sin(\rho z)] \left[ C_2 \beta_1(\rho r) + D_2 \beta_2(\rho r) \right], \quad (12)$$

where $\beta_1(\rho r)$ and $\beta_2(\rho r)$ denote the zeroth order modified Bessel functions of the first and second kinds, $A_2$, $B_2$, $C_2$, $D_2$ and $\rho$ are all constants.

The general solution of equation (8) is the linear combination of $\varphi_1, \varphi_2$ and $\varphi_3$, i.e.
\[ \varphi = (Az + B)(C \ln r + D) \]
\[ + \sum_{n=1}^{\infty} [A_n \cos(\lambda_n z) + B_n \sin(\lambda_n z)] [C_{1n}J_0(\lambda_n r) + D_{1n}Y_0(\lambda_n r)] \]
\[ + \sum_{n=1}^{\infty} [A_n \cos(\rho_n z) + B_n \sin(\rho_n z)] [C_{2n}J_0(\rho_n r) + D_{2n}K_0(\rho_n r)]. \]

(13)

Note that a linear combination of \( \varphi_1, \varphi_2 \) and \( \varphi_3 \) should be a continuous function of \( \lambda \) and \( r \), however, in equation (13), \( \lambda \) and \( r \) are expressed in a discrete form. This is because here we have considered the response of the boundary condition, i.e. \( H_y(a, z) = H_y(b, z) = 0 \), and a detailed explanation has been presented in the following equations (16) and (17). Based on equations (6) and (13), the vertical magnetic field component \( H_z(r, z) \) is expressed as

\[ H_z(r, z) = -\frac{\partial \varphi}{\partial z} = -A(C \ln r + D) \]
\[ - \sum_{n=1}^{\infty} \lambda_n [A_{1n} \cos(\lambda_n z) + B_{1n} \sin(\lambda_n z)] [C_{1n}J_0(\lambda_n r) + D_{1n}Y_0(\lambda_n r)] \]
\[ + \sum_{n=1}^{\infty} \lambda_n [A_{2n} \cos(\rho_n z) + B_{2n} \sin(\rho_n z)] [C_{2n}J_0(\rho_n r) + D_{2n}K_0(\rho_n r)]. \]

(14)

Since the yoke permeability in the presented watt balance magnet is very high, two yoke-air boundaries, i.e. \( r = a \) and \( r = b \), can be considered as equipotential surfaces. As a result, the vertical magnetic field along the vertical direction should be zero at both \( r = a \) and \( r = b \), i.e. \( H_z(a, z) = H_z(b, z) = 0 \). Using this boundary condition, the following equations are established, i.e.

\[ A(C \ln a + D) = 0 \]
\[ A(C \ln b + D) = 0, \]

(15)

\[ C_{1\lambda}J_0(\lambda_n a) + D_{1\lambda}Y_0(\lambda_n a) = 0 \]
\[ C_{1\rho}J_0(\rho_n a) + D_{1\rho}Y_0(\rho_n a) = 0, \]

(16)

and

\[ C_{2\lambda}J_0(\lambda_n b) + D_{2\lambda}K_0(\lambda_n b) = 0 \]
\[ C_{2\rho}J_0(\rho_n b) + D_{2\rho}K_0(\rho_n b) = 0. \]

(17)

Note that equation (13) is a linear combination of three magnetic potentials \( \varphi_1, \varphi_2 \) and \( \varphi_3 \), since \( \varphi_1, \varphi_2 \) and \( \varphi_3 \) are independent to each other, and hence equations (15)–(17) are the only way to impose the boundary conditions.

In equation (15), since \( C \ln r + D \) is a function of monotonicity where \( C \neq 0 \), we have \( C \ln a + D \neq C \ln b + D \) when \( a < b \), and hence \( A = 0 \). In equation (16), we can set \( C_{1\lambda} = Y_0(\lambda_n b) \) and \( D_{1\lambda} = -J_0(\lambda_n b) \) to ensure the condition, i.e. \( C_{1\lambda}J_0(\lambda_n b) + D_{1\lambda}Y_0(\lambda_n b) = 0 \), to be always satisfied. In this case, \( \lambda_n \) should be set to values to establish another condition, i.e. \( J_0(\lambda_n r)Y_0(\lambda_n b) - J_0(\lambda_n b)Y_0(\lambda_n r) = 0 \). In equation (17), because \( I_0(\rho_n a) \) is a monotone increasing function while \( K_0(\rho_n r) \) is a monotone decreasing function, we have \( I_0(\rho_n a)K_0(\rho_n b) < 1 \) and \( K_0(\rho_n a)K_0(\rho_n b) > 1 \). Therefore, \( I_0(\rho_n a)K_0(\rho_n b) - I_0(\rho_n b)K_0(\rho_n a) = 0 \) and \( C_{2\lambda} = D_{2\lambda} = 0 \) is obtained.

According to equations (15)–(17), equation (13) can be simplified as

\[ \varphi = (BC \ln r + BD) \]
\[ + \sum_{n=1}^{\infty} [A_{1n} \cos(\lambda_n z) + B_{1n} \sin(\lambda_n z)] [J_0(\lambda_n r)Y_0(\lambda_n b) - J_0(\lambda_n b)Y_0(\lambda_n r)]. \]

(18)

It can be seen in equation (18) that \( B \) is not independent from \( C \) and \( D \). Without loss of generality, \( B \) can be set as 1 and equation (18) can be rewritten as

\[ \varphi = C(\ln r - \ln b) \]
\[ + \sum_{n=1}^{\infty} [A_{1n} \cos(\lambda_n z) + B_{1n} \sin(\lambda_n z)] [J_0(\lambda_n r)Y_0(\lambda_n b) - J_0(\lambda_n b)Y_0(\lambda_n r)]. \]

(19)

Making the magnetic potential at \( r = b \) be equal to zero, i.e. \( \varphi(b, z) = 0 \), equation (19) can be written as

\[ \varphi = C(\ln r - \ln b) \]
\[ + \sum_{n=1}^{\infty} [A_{1n} \cos(\lambda_n z) + B_{1n} \sin(\lambda_n z)] [J_0(\lambda_n r)Y_0(\lambda_n b) - J_0(\lambda_n b)Y_0(\lambda_n r)]. \]

(20)

The remaining unknown constants in equation (20) can be solved by using the measured magnetic profile \( H_z(r_0, z) \). Based on equations (5) and (20), \( H_z(r_0, z) \) can be written as

\[ H_z(r_0, z) = \left. \frac{\partial \varphi}{\partial r} \right|_{r=r_0} \]
\[ = -C \sum_{n=1}^{\infty} \lambda_n [A_{1n} \cos(\lambda_n z) + B_{1n} \sin(\lambda_n z)] \]
\[ \times [J_1(\lambda_n r_0)Y_0(\lambda_n b) - J_0(\lambda_n b)Y_1(\lambda_n r_0)] \]
\[ = C \sum_{n=1}^{\infty} A_{1n} \cos(\lambda_n z) + B_{1n} \sin(\lambda_n z)] \]
\[ = \sum_{m=0}^{\infty} K_{m0}(z), \]

(21)

where \( J_n(\lambda_n r_0) \) and \( Y_n(\lambda_n r_0) \) denote the first order Bessel functions of the first and second kinds; \( C' = -C/r_0, A'_{1n} = A_{1n} \lambda_n [J_1(\lambda_n r_0)Y_0(\lambda_n b) - J_0(\lambda_n b)Y_1(\lambda_n r_0)] \) \((n \geq 1); B'_{0} = B_{0} \lambda_n [J_1(\lambda_n r_0)Y_0(\lambda_n b) - J_0(\lambda_n b)Y_1(\lambda_n r_0)] \((n \geq 1); base functions \( f_m(z), f_1(z), f_2(z), f_3(z), f_4(z), ..., f_m(z) \) denote \( 1, \cos(\lambda z), \sinh(\lambda z), \cos(\lambda z), \sinh(\lambda z), \sinh(\lambda z), \sinh(\lambda z) \). Accordingly, coefficients \( K_{00}, K_{11}, K_{22}, K_{33}, ..., K_{mm} \) are corresponding to \( C', A'_1, B'_0, A'_1, B'_1, ..., B'_m \).

The values of \( K_{mm} \) can be obtained by expanding \( H_z(r_0, z) \) in forms of base functions \( f_m(z) \). However, the implementation process is complicated because of the non-orthogonality of the base functions, i.e.

\[ \left\langle f_m(z), f_m(z) \right\rangle = \int_{-\infty}^{\infty} f_m(z) f_m(z) dz = 0 \] for \( m_1 \neq m_2 \),

(22)
where \( \{ f_m(z), f_{m'}(z) \} \) is defined as the inner product of two arbitrary base functions \( f_m(z) \) and \( f_{m'}(z) \). To reduce the complexity due to the non-orthogonality, in this paper, the process of obtaining \( K_m \) is as follows: First, the base functions \( f_m(z) \) are transformed into orthogonal normalized base functions \( e_m \), then \( H(r_0, z) \) is expanded in forms of \( e_m \) in a convenient way, and finally base functions \( e_m \) are replaced with \( f_{m}(z) \). In this way, \( H(r_0, z) \) can be easily expanded in forms of \( f_m(z) \) and hence \( K_m \) is obtained.

In order to practise the above idea, here the Gram-Schmidt Orthogonalization Procedure is employed to transform \( f_m(z) \) into orthogonal normalized base functions \( e_m \). The definition of the norm of function \( g(z) \) is expressed as

\[
\| g(z) \| = \sqrt{\langle g(z), g(z) \rangle},
\]

then base functions \( f_m(z) \) are orthogonalized and normalized through a recursion formula, expressed as

\[
\begin{align*}
    y_0 &= f_0(z) \quad (m = 0) \\
    e_0 &= y_0/\|y_0\| \quad (m = 0) \\
    y_m &= f_m(z) - \sum_{k=0}^{m-1} \langle f_m(z), e_k \rangle e_k \quad (m \geq 1) \\
    e_m &= y_m/\|y_m\| \quad (m \geq 1).
\end{align*}
\]

In recursion formula (24) the inner product \( \langle e_m, e_{m'} \rangle = 0 \) when \( m \neq m' \) and \( \langle e_m, e_{m'} \rangle = 1 \) when \( m = m' \).

After the orthogonalization and normalization procedure, \( H(r_0, z) \) can be expanded in forms of \( e_m \), i.e.

\[
H(r_0, z) = \sum_{m=0}^{\infty} P_m e_m.
\]

where the coefficient \( P_m \) can be calculated by solving the inner product of \( H(r_0, z) \) and \( e_m \), because

\[
P_m = \sum_{k=0}^{\infty} P_k \langle e_k, e_m \rangle = \left\langle H(r_0, z), e_m \right\rangle.
\]

The last step of obtaining \( K_m \) is replacing \( e_m \) in equation (25) with \( f_m(z) \), and thus \( e_m \) should be solved by expressing it with combinations of \( \cosh(\lambda n z) \). The relation between \( f_m(z) \) and \( e_m \) has been shown in recursion formula (24). It is found difficult to directly express \( e_m \) as a linear combination of \( f_m(z) \), but instead it is easy to write \( f_m(z) \) as a linear combination of \( e_m \), i.e.

\[
\begin{align*}
    f_0(z) &= \|y_0\| e_0 \quad (m = 0) \\
    f_m(z) &= \|y_m\| e_m + \sum_{k=0}^{m-1} \langle f_m(z), e_k \rangle e_k \quad (m \geq 1),
\end{align*}
\]

where \( \|y_0\|, \|y_m\| \) and \( \langle f_m(z), e_k \rangle \) are constants that have been solved in equation (24). Setting \( x \) and \( e \) as column vectors as

\[
x = (f_0(z), f_1(z), ...)^T, \quad e = (e_0, e_1, ...)^T,
\]

equation (27) can be written as the product of a matrix and the column vector \( e \), i.e.

\[
x = Me.
\]

where \( M \) denotes a lower triangular matrix, i.e.

\[
M = \begin{bmatrix}
    \|y_0\| & 0 & 0 & 0 & \cdots \\
    \langle f_1(z), e_0 \rangle & \|y_1\| & 0 & 0 & \cdots \\
    \langle f_2(z), e_0 \rangle & \langle f_2(z), e_1 \rangle & \|y_2\| & 0 & \cdots \\
    \vdots & \vdots & \vdots & \ddots & \ddots \\
\end{bmatrix}
\]

(30)

Based on equation (29), \( e_m \) can be solved as the linear combination of \( f_m(z) \), i.e.

\[
e_m = \sum_{i=0}^{\infty} M^{-1}(m, i)f_i(z),
\]

(31)

where \( M^{-1}(m, i) \) denotes the element on line numbered \( m \) column numbered \( i \) of \( M^{-1} \), the inverse of the matrix \( M \). Knowing the \( e_m \) expression with a linear combination of \( f_m(z) \), the unknown constants \( K_m \) in equation (21) can be solved. Replacing \( e_m \) in equation (25) with equation (31), \( H(r_0, z) \) is written as the combination of \( f_m(z) \), i.e.

\[
H(r_0, z) = \sum_{m=0}^{\infty} P_m M^{-1}(m, i)f_i(z)
\]

(32)

Comparing equations (21) and (32), \( K_m \) is solved as

\[
K_m = \sum_{i=0}^{\infty} P_i M^{-1}(i, m).
\]

(33)

Accordingly, the constant \( C \) in equation (21) is calculated as

\[
C = -r_0 K_0 = -r_0 \sum_{i=0}^{\infty} P_i M^{-1}(i, 0),
\]

(34)

\( A_{1n} \) in equation (21) is solved as

\[
A_{1n} = \frac{K_{2n-1}}{\lambda_n [I(\lambda_n r_0)Y_0(\lambda_n b) - J_0(\lambda_n b)Y_0(\lambda_n r_0)]} \sum_{i=0}^{\infty} P_i M^{-1}(i, 2n - 1)
\]

(35)

and \( B_{1n} \) in equation (21) is solved as

\[
B_{1n} = \frac{K_n}{\lambda_n [I(\lambda_n r_0)Y_0(\lambda_n b) - J_0(\lambda_n b)Y_0(\lambda_n r_0)]} \sum_{i=0}^{\infty} P_i M^{-1}(i, 2n)
\]

(36)

By a combination of equations (20), (34)–(36), the magnetic scalar potential \( \varphi \) is obtained as
\[ \varphi = - r_0 \left[ \sum_{i=0}^{\infty} p_i \mathbf{M}^{-1}(i, 0) \right] (\ln r - \ln b) + \sum_{i=1}^{\infty} p_i \mathbf{M}^{-1}(i, 2n-1) \cosh(\lambda_n z) + \sum_{i=0}^{\infty} p_i \mathbf{M}^{-1}(i, 2n) \sinh(\lambda_n z) \times J_0(\lambda_n) Y_0(\lambda_n b) - J_0(\lambda_n b) Y_0(\lambda_n r_0) \right]. \]  

(37)

Based on equation (5), the two magnetic field components, i.e. \( H_z(r, z) \) and \( H_r(r, z) \), can be calculated respectively as

\[ H_z(r, z) = - \frac{\partial \varphi}{\partial z} = - \sum_{i=1}^{\infty} \left[ \sum_{i=0}^{\infty} p_i \mathbf{M}^{-1}(i, 2n-1) \sinh(\lambda_n z) + \sum_{i=0}^{\infty} p_i \mathbf{M}^{-1}(i, 2n) \cosh(\lambda_n z) \times J_0(\lambda_n) Y_0(\lambda_n b) - J_0(\lambda_n b) Y_0(\lambda_n r_0) \right]. \]  

(38)

\[ H_r(r, z) = - \frac{\partial \varphi}{\partial r} = - \frac{r_0}{r} \sum_{i=0}^{\infty} p_i \mathbf{M}^{-1}(i, 0) + \sum_{i=1}^{\infty} p_i \mathbf{M}^{-1}(i, 2n-1) \cosh(\lambda_n z) + \sum_{i=0}^{\infty} p_i \mathbf{M}^{-1}(i, 2n) \sinh(\lambda_n z) \times J_0(\lambda_n) Y_0(\lambda_n b) - J_0(\lambda_n b) Y_0(\lambda_n r_0). \]  

(39)

Note that it can be mathematically proved that the magnetic field solution obtained in equation (37) is unique.

As an additional check of the full field solution, it can be proved that with an infinite length of the air gap, i.e. \( l \to \infty \), the analytical algorithm yields an identical solution along the vertical direction \( z \), i.e. the magnetic field is perfectly radial and following a \( 1/r \) relation. Because in this case the input profile \( H_z(r_0, z) \) is a constant \( H_z(r_0) \) independent to \( z \), and hence in equation (21), the odd component, i.e. \( \sum_{n=1}^{\infty} \lambda_n A_{n0} \sinh(\lambda_n z) [I_1(\lambda_n r_0) Y_0(\lambda_n b) - J_0(\lambda_n b) Y_1(\lambda_n r_0)] \) equals zero. In the meanwhile, the residual is written as

\[ H_z(r_0) + C = \sum_{n=1}^{\infty} \lambda_n A_{n0} \cosh(\lambda_n z) [J_0(\lambda_n r_0) Y_0(\lambda_n b) - J_0(\lambda_n b) Y_1(\lambda_n r_0)] = 0. \]  

(40)

Since functions \( -H_z(r_0) + C/r_0 \), \( \cosh(\lambda_n z) \), \( \cosh(\lambda_n z) \), \( \cosh(\lambda_n z) \), \( \cosh(\lambda_n z) \) are independent to each other, we have \( H_z(r_0) = -C/r_0 \) and \( A_{n0} = 0 \) \( (n = 1, 2, 3, \ldots) \). Based on equation (20), \( \varphi = -r_0 H_z(r_0) (\ln r - \ln b) \) is obtained, and thus the magnetic field \( H(r, z) \) is \( r_0 H_z(r_0)/r \).

3. Numerical verification

In order to evaluate the analytical algorithm accuracy, numerical simulations based on the finite element method (FEM) are performed. In these FEM simulations, the parameters are set close to a 1:1 real watt balance magnet: \( a, b, l \) and \( r_0 \) are set as 200 mm, 230 mm, 75 mm and 210 mm respectively; the relative permeability of the yoke is set as \( \mu_r = 100000 \) \( [25] \) and the magnetic strength of the permanent magnet is set as 800 kAm\(^{-1}\) in the vertical direction.

In the simulation, the magnetic flux density profile \( B_z(210 \text{mm}, z) \) is calculated by FEM simulation as a known condition of the presented analytical algorithm to simulate the actual measurements of either a GC or a magnetic probe. Note that in reality it is impossible to calculate infinite number of terms \( n \) in equation (37), and hence the first nine \( \lambda_n \) are adopted. The solution of the magnetic scalar potential \( \varphi \), accordingly, can be written as

\[ \varphi = - r_0 \sum_{i=0}^{9} p_i \mathbf{M}^{-1}(i, 0) (\ln r - \ln b) + \sum_{i=1}^{9} p_i \mathbf{M}^{-1}(i, n) \times \cosh(\lambda_n z) [J_0(\lambda_n) Y_0(\lambda_n b) - J_0(\lambda_n b) Y_0(\lambda_n r_0)] \]  

\[ \times \frac{1}{\lambda_n} [J_0(\lambda_n r_0) Y_0(\lambda_n b) - J_0(\lambda_n b) Y_0(\lambda_n r_0)]. \]  

(41)

Note that the odd component, i.e. \( \sinh(\lambda_n z) \), is not considered in (41) because the profile of the magnetic field is conventionally even symmetric about the center \( z = 0 \), and hence the elements corresponding to \( \sinh(\lambda_n z) \) in \( \mathbf{M}^{-1} \) equal zero, which are not displayed in the calculation.

In equation (41), \( \lambda_n (n = 1, 2, \ldots, 9) \), as demonstrated in solving equation (16), should satisfy \( J_0(\lambda_n r_0) Y_0(\lambda_n b) - J_0(\lambda_n b) Y_0(\lambda_n r_0) = 0 \), and their values are calculated by a numerical method. As shown in figure 3, the solutions \( \lambda_n \) are the intersections of function \( J_0(\lambda_n a) Y_0(\lambda_n b) - J_0(\lambda_n b) Y_0(\lambda_n a) \) and the horizontal axis. The first nine intersections are solved as \( \lambda_n = 0.1047 n \) mm\(^{-1}\) \( (n = 1, 2, \ldots, 9) \).

As presented in equation (24), the base functions \( \cosh(\lambda_n z) \) are transformed into orthogonal normalized functions \( e_n(n = 1, 2, \ldots, 9) \), where \( \lambda_0 \) is set to 0, as it is defined in section 2. Using equation (26), constants \( P_i(i = 1, 2, \ldots, 9) \) are solved as

\[ P = \begin{bmatrix} 5660653.35 \\ -32140.89 \\ -72396.98 \\ 243.16 \\ 3159.70 \\ 72.41 \\ -189.91 \\ 5.03 \\ 10.43 \\ -6.11 \end{bmatrix}. \]  

(42)

The \( \mathbf{M} \) in this example is a \( 10 \times 10 \) matrix, whose elements have been calculated based on equation (30), i.e.
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where \( i = 1, 2, ..., p \) is the radial index number and \( j = 1, 2, ..., q \) is the vertical index number; \( \Delta B \) is the magnetic flux density difference between the proposed analytical method and FEM simulation. The polynomial estimation algorithm is adopted in its highest precision case, i.e. three different \( B_z(r, z) \) profiles are measured in radii 201 mm, 205 mm and 210 mm. The average differences of the polynomial estimation algorithm are 0.0595 mT for \( B_z(r, z) \) and 0.00894 mT for \( B_z(r, z) \) while the average difference of the new analytical algorithm is 0.0060 mT for \( B_z(r, z) \) and 0.0048 mT for \( B_z(r, z) \), i.e. the accuracy of the new analytical algorithm in this case is respectively 10 and 20 times better for \( B_z(r, z) \) and \( B_z(r, z) \) than that of the polynomial estimation algorithm.

4. Discussion

4.1. Dependence of the yoke permeability

The numerical simulation in section 3 exhibits advantages in field representation accuracy and convenience in measurement for the new analytical algorithm. It should be emphasized that the shown analytical algorithm, as well as the polynomial estimation algorithm proposed in [1], is based on the assumption that the normal component of the magnetic field on the air-yoke boundary strictly equals zero. However, in reality a weak normal component exists on the air-yoke boundaries due to the finite permeability of the yoke, which creates the main part of the calculation error. For a further check, we calculated the magnetic field difference with different values of the yoke permeability. Figure 9 shows the calculation errors between the proposed analytical algorithm and FEM simulation when \( \mu_r = 1000 \) and \( \mu_r = 10^{14} \). It can be seen that the difference error is getting smaller when the permeability is higher. This indicates that the analytical algorithm will have better performance when applied in the watt balance magnet with high permeability, e.g. the BIPM watt balance magnet.

4.2. Finding a best coil radius

As mentioned in section 1, one of the main purposes for presenting the 3D magnetic field in the air gap is to find a best coil diameter for obtaining a flattest \( B_z(z) \) profile. Here we give a suggestion by taking the calculation in section 3 as an example. Knowing the 3D magnetic field, the coordinate \( r_c(z) \) where \( B_z(r_c, z) \) has a peak value, i.e.

\[
\frac{\partial H_z(r_c, z)}{\partial r} \bigg|_{r=r_c} = \sum_{n=1}^{\infty} \left[ \lambda_n \sinh(\rho_{nm}) \left( J_n(\lambda_n r) Y_n(\lambda_n b) - J_n(\lambda_n b) Y_n(\lambda_n r) \right) \right] = 0,
\]

\[
J_n(\lambda_n r) Y_n(\lambda_n b) - J_n(\lambda_n b) Y_n(\lambda_n r) = 0,
\]

where \( \rho_{nm} \) is the root of the order \( n \) for \( J_n(\rho_{nm}) \) and \( Y_n(\rho_{nm}) \). The solution of \( r_c(z) \) is shown in figure 10(a). It shows that for the typical watt balance magnet, a best coil radius should be smaller than the air gap center radius. If the velocity sweep range is set \((z_1, z_2)\) in the velocity mode, the best coil radius is calculated by means of the \( r_c \) as

\[
r_c = \int_{z_1}^{z_2} r_c(z) dz. \tag{47}
\]

The average differences of the polynomial estimation algorithm are respectively 0.0058 mT and 0.0045 mT, which are comparable to that of the symmetrical case presented in section 3.

4.3. Verification of asymmetric \( B_z(z) \) case

Conventionally, watt balance magnets are designed with a symmetry in the vertical direction. But in reality, due to either the strength difference of the two CoSm permanent magnet rings or mechanical assembling, the measured \( B_z(z) \) usually contains both even and odd components of \( z \), which will result in a sloped \( B_z(z) \) profile. For the practical purpose, the presented algorithm should also adapt to the situation that the measured \( B_z(z) \) contains an odd component.

In order to test the cathodicity of the proposed algorithm, an asymmetrical example has been performed. The known \( B_z(z) \) is shown in figure 4, which has a relative asymmetry of about 2.5% compared to the average magnetic flux density. The asymmetry is obtained by lowering the negative end of the outer yoke by 20 mm. The calculation result for two magnetic components, \( B_z(r,c) \) and \( B_z(r,z) \), has been shown in figures 8(e) and (f). The calculation of \( \xi \) for \( B_z(r,c) \) and \( B_z(r,z) \) is respectively 0.0058 mT and 0.0045 mT, which are comparable to that of the symmetrical case presented in section 3.

Another example with a much lower relative permeability, \( \mu_r = 1000 \), is also adopted. The asymmetry is created by setting the magnetic strengths of two permanent magnet rings differently, i.e. the field strengths of the upper and lower rings are set as 800 kA m\(^{-1}\) and 850 kA m\(^{-1}\). As a result, the \( B_z(z) \) profile at \( r = 210 \) mm varies by about 0.04%. In this case, the average difference \( \xi \) is calculated to be 0.1922 mT for \( B_z(r, z) \) profile.
and 0.1783 mT for $B_z$($r$, $z$), which are also comparable to the numbers of the symmetrical case, i.e. $\varsigma = 0.1773$ mT for $B_r$($r$, $z$) and $\varsigma = 0.1688$ mT for $B_z$($r$, $z$), when the magnetic strength is set 800 kAm$^{-1}$.

5. Conclusion

An analytical algorithm, employing only one measured $B_r$($z$), is presented for calculating the 3D magnetic field profile in watt balance magnets. Compared to the polynomial estimation algorithm [1], the new algorithm is based on fundamental electromagnetic natures of the magnet and has significant advantages in both convenience and accuracy. It is shown that the new analytical algorithm can improve the field mapping accuracy by more than one magnitude than that of a simple polynomial estimation, which has a good potential in application of high permeability cases, e.g. the BIPM magnet.

The presented work can supply necessary information for misalignment analysis and parameter determinations in watt balances. Based on the study, a best main coil radius, which should be designed slightly smaller than the air gap center, is suggested. More generally, the presented algorithm can also handle the more common inputs of real watt balances, i.e. the asymmetrical $B_r$($z$) profiles. The discussion shows that the accuracy of the proposed analytical algorithm is mainly limited by a finite permeability of the yoke material. Therefore, a correction model of yoke permeability should be focused on in a following investigation. Also, in this paper the $r$ symmetry of the watt balance magnet is assumed, which in reality may be not true. Further studies with considerations of the $r$ asymmetry of the magnet system may be addressed in the future.
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Figure 8. The field calculation error in mT. The top subgraphs are the calculation error between the analytical algorithm and FEM simulation in the symmetric field profile situation: (a) magnetic flux density error of $B_z(r, z)$; (b) the magnetic flux density error of $B_r(r, z)$. The middle subgraphs are the calculation error between the polynomial estimation algorithm and FEM simulation: (c) magnetic flux density error of $B_z(r, z)$; (d) the magnetic flux density error of $B_r(r, z)$. The bottom subgraphs are the calculation error between the analytical algorithm and FEM simulation in the asymmetric field profile situation: (e) magnetic flux density error of $B_z(r, z)$; (d) the magnetic flux density error of $B_r(r, z)$. 

Figure 9. The field calculation error in mT between the analytical algorithm and FEM simulation. The top subgraphs are the calculation error map when the relative permeability is set as 1000: (a) the calculation error of $B_z(r, z)$; (b) the calculation error of $B_r(r, z)$. The bottom subgraphs are the calculation error map when the relative permeability is set as $10^{14}$: (c) the calculation error of $B_z(r, z)$; (d) the calculation error of $B_r(r, z)$.

Figure 10. (a) The calculation result of $r_c$ as a function of $z$. (b) The simulation results of $B_r(214.54 \text{ mm}, z)$ and $B_r(215 \text{ mm}, z)$. $\Delta B_r$ is defined as $\Delta B_r = B_r(z) - B_{ra}$ where $B_{ra}$ is the average value of $B_r(z)$.
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