Leveraging Frequency Analysis for Deep Fake Image Recognition

Joel Frank 1 Thorsten Eisenhofer 1 Lea Schönherr 1 Asja Fischer 1 Dorothea Kolossa 1 Thorsten Holz 1

Abstract
Deep neural networks can generate images that are astonishingly realistic, so much so that it is often hard for humans to distinguish them from actual photos. These achievements have been largely made possible by Generative Adversarial Networks (GANs). While these deep fake images have been thoroughly investigated in the image domain—a classical approach from the area of image forensics—an analysis in the frequency domain has been missing so far.

In this paper, we address this shortcoming and our results reveal that in frequency space, GAN-generated images exhibit severe artifacts that can be easily identified. We perform a comprehensive analysis, showing that these artifacts are consistent across different neural network architectures, data sets, and resolutions. In a further investigation, we demonstrate that these artifacts are caused by upsampling operations found in all current GAN architectures, indicating a structural and fundamental problem in the way images are generated via GANs. Based on this analysis, we demonstrate how the frequency representation can be used to identify deep fake images in an automated way, surpassing state-of-the-art methods.

1. Introduction
GANs produce sample outputs—images, audio signals, or complete video sequences—that are astonishingly effective at fooling humans into believing their veracity (Fried et al., 2019; Karras et al., 2019; Kumar et al., 2019; Song et al., 2020). The difficulty of distinguishing these so-called deep fakes from real media is for example demonstrated in the image domain—a classical approach from the area of image forensics. Marra et al. (2019) and Valle et al. (2018) provided comprehensive analysis of the frequency spectrum across multiple different GAN architectures and data sets. The surprising finding is that all GAN architectures exhibit severe artifacts in the frequency domain. Speculating that these artifacts stem from upsampling operations, we experiment with different upsampling techniques and identify patterns which are consistent with our earlier observations.

Based on these insights, we demonstrate that the frequency domain can be utilized for (i) separating real from fake images, as well as, (ii) identifying by which specific GAN a sample was generated. In the first case, we demonstrate that the artifacts are so severe that a linear separation of the data is possible in the frequency space. In the second case, we demonstrate that we can achieve higher accuracy, while simultaneously utilizing significantly less complex models, than state-of-the-art approaches (Yu et al., 2019a) (using roughly 1.9% of their parameters). Additionally, we demonstrate that classifiers trained in the frequency domain are more robust against common image perturbations (e.g., blurring or cropping). The code to reproduce our experiments and plots, as well as, all pre-trained models are available online at github.com/RUB-SysSec/GANDCTAnalysis.

1Ruhr-Universität Bochum, Horst Görtz Institute for IT-Security, Bochum, Germany. Correspondence to: Joel Frank <joel.frank@rub.de>.
In summary, our contributions are as follows:

- We perform a comprehensive frequency-domain analysis of images generated by various popular GANs, revealing severe artifacts common across different neural network architectures, data sets, and resolutions.
- We show in several experiments that these artifacts arise from upsampling operations employed in all current GAN architectures, hinting towards a structural problem on how generative neural networks that map from a low-dimensional latent space to a higher-dimensional input space are constructed.
- We demonstrate the effectiveness of employing frequency representations for detecting GAN-generated deep fake images by an empirical comparison against state-of-the-art approaches, showing that frequency-representation-based classifiers yield higher accuracy, while simultaneously needing significantly fewer parameters. Additionally, these classifiers prove to be more robust to common image perturbations.

2. Related Work

In the following, we present an overview of related work and discuss how our approach is connected to these.

Generative Adversarial Networks GANs (Goodfellow et al., 2014) have essentially established a new sub-field of modern machine learning research. As generative models, they aim at estimating the probability density distribution underlying the training data. Instead of employing standard approaches like likelihood maximization for training, they are based on the idea of defining a game between two competing models (usually neural networks): a generator and a classifier (also called discriminator). The generator is tasked with producing samples that look like training data, while the discriminator attempts to distinguish real from fake (i.e., generated) samples. These tasks can be translated into a min-max problem: a joint objective which is minimized w.r.t. the parameters of the generator and maximized w.r.t. the parameters of the discriminator.

Image Synthesis While there exists a huge variety of models for image generation (e.g. see van den Oord et al., 2017; Razavi et al., 2019), we will focus on images generated by GANs. The earliest breakthrough in generating images with GANs was the switch to Convolutional Neural Network (CNN) (Radford et al., 2016). While this might seem trivial today, it allowed GANs to outperform similar image synthesis methods at the time. In follow-up work, GAN research yielded a steady stream of innovations, which pushed the state-of-the-art further: training with labeled data (Mirza & Osindero, 2014; Salimans et al., 2016), utilizing the Wasserstein distance (Arjovsky et al., 2017; Gulrajani et al., 2017; Petzka et al., 2018), spectral normalization (Miyato et al., 2018), progressive growing (Karras et al., 2018) or style mixing (Karras et al., 2019), and employing very large models (Brock et al., 2019), just to name a few examples.

Image Forensics Traditional image forensics uses the natural statistics of images to detect tampered media (Fridrich, 2009; Lyu, 2013). A common approach is steganalysis (Lukáš et al., 2006; Fridrich, 2009; Bestagini et al., 2013), where high-frequency residuals are used to detect manipulations. These traditional methods have recently been expanded by CNN-based methods (Bayar & Stamm, 2016; Bappy et al., 2017; Cozzolino et al., 2017; Zhou et al., 2018), which learn a more complex feature representation, improving the state-of-the-art for tampered media detection.

Prior work has utilized these findings for identifying GAN-generated images: Marra et. al. provide a comparison of different steganalysis and CNN-based methods (Marra et al., 2018), several approaches use CNNs in the image domain (Mo et al., 2018; Yu et al., 2019a; Tariq et al., 2019), others use statistics in the image domain (McCloskey & Albright, 2018; Nataraj et al., 2019). Another type of systems have used handcrafted features from the frequency domain, namely, steganalysis-based features (Marra et al., 2019) and spectral centroids (Valle et al., 2018). In contrast, our method explores the entire frequency spectrum and we link our detection capabilities to fundamental shortcomings in the construction of modern generative neural networks.

3. Frequency Artifacts

While early GAN-generated images were easily distinguishable from real images, newer generations fool even human observers (Simonite, 2019). To facilitate the development of automated methods for recognizing fake images, we take inspiration from traditional image forensics (Lyu, 2013) and examine GAN-generated images in the frequency domain.

3.1. Preliminaries

We transform images into the frequency domain using the discrete cosine transform (DCT). The DCT expresses, much like the discrete Fourier transform, a finite sequence of data points as a sum of cosine functions oscillating at different frequencies. The DCT is commonly used in image processing due to its excellent energy compaction properties and its separability, which allows for efficient implementations. Together with a circular convolution-multiplication relationship (Wen-Hsiung Chen et al., 1977), it enables fast filtering. We use the type-II 2D-DCT, which is, for example, also used in JPEG compression (Fridrich, 2009).
More formally, let an input image be given by the matrix \( I \in \mathbb{R}^{N_1 \times N_2} \), where the entries (specifying the pixel values) are denoted by \( I_{x,y} \), and its DCT-transformed representation by the matrix \( D \in \mathbb{R}^{N_1 \times N_2} \). The 2D-DCT is given by a function \( D : \mathbb{R}^{N_1 \times N_2} \rightarrow \mathbb{R}^{N_1 \times N_2} \) that maps an image \( I = \{ I_{x,y} \} \) to its frequency representation \( D = \{ D_{k_x,k_y} \} \), where for \( v_{k_x} = 0, 1, 2, \ldots, N_1 - 1 \) and \( v_{k_y} = 0, 1, 2, \ldots, N_2 - 1 \), with \( w(0) = 1 \) and \( w(k > 0) = \sqrt{2} \) to obtain an orthonormal transform:

\[
D_{k_x,k_y} = \sum_{x=0}^{N_1-1} \sum_{y=0}^{N_2-1} I_{x,y} \cos \left( \frac{\pi}{N_1} (x + \frac{1}{2}) k_x \right) \cos \left( \frac{\pi}{N_2} (y + \frac{1}{2}) k_y \right).
\]

When we plot the DCT spectrum, we depict the DCT coefficients as a heatmap. Intuitively, the magnitude of each coefficient is a measure of how much the corresponding spatial frequency contributed to the overall image. The horizontal direction corresponds to frequencies in the \( x \) direction, while the vertical direction corresponds to frequencies in the \( y \) direction.

In practice we compute the 2D-DCT as a product of two 1D-DCTs, i.e., for images we first compute a DCT along the columns and then a DCT along the rows. This results in the top left corner of the heatmap corresponding to low frequencies (\( k_x \) and \( k_y \) close to zero), while the right bottom corner corresponds to high frequencies (\( k_x \) and \( k_y \) close to \( N_1 - 1 \) and \( N_2 - 1 \), respectively). Due to the energy compaction property of the DCT, the coefficients drop very quickly in magnitude when moving to high frequencies, thus, we log-scale the coefficients before plotting.

To analyze if this pattern in the spectral domain is a common occurrence for different GAN types, or simply a fault specific to the StyleGAN instance we studied, we selected four different architectures, namely BigGAN (Brock et al., 2019), ProGAN (Karras et al., 2018), StyleGAN (Karras et al., 2019), and SN-DCGAN (Miyato et al., 2018). Note that all of them were under the top-ten entries in the recent Kaggle competition on generating images of dogs (Kaggle, 2019). In this competition the participants were required to upload 10,000 samples from their respective GAN instance. For each architecture, we downloaded and analyzed the corresponding samples, as well as the training data (Khosla et al., 2011).

To analyze if this pattern in the spectral domain is a common occurrence for different GAN types, or simply a fault specific to the StyleGAN instance we studied, we selected four different architectures, namely BigGAN (Brock et al., 2019), ProGAN (Karras et al., 2018), StyleGAN (Karras et al., 2019), and SN-DCGAN (Miyato et al., 2018). Note that all of them were under the top-ten entries in the recent Kaggle competition on generating images of dogs (Kaggle, 2019). In this competition the participants were required to upload 10,000 samples from their respective GAN instance. For each architecture, we downloaded and analyzed the corresponding samples, as well as the training data (Khosla et al., 2011).

We show the mean of the spectrum over the samples of each GAN and the training data in Figure 2. As discussed, statistics of natural images have been found to follow particular regularities. Like natural images, the DCT coefficients of the GAN-generated images decrease rapidly towards high frequencies. However, the spectral images often show a grid-like pattern, which indicates a structural problem of the way GANs generate images that we explore further.
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Figure 1: A side-by-side comparison of real and generated faces in image and frequency domain. The left side shows an example and the spectrum of the FFHQ data set. The right side shows an example and the spectrum of a data set sampled from StyleGAN trained on FFHQ. We plot the mean of the DCT spectrum. We estimate $E[D(I)]$ by averaging over 10,000 images.

Figure 2: The spectra of different neural networks trained on the Stanford dog data set. The left-most heatmap depicts the spectrum of the Stanford dog data set. The rest depicts spectra of different neural networks. We plot the mean of the DCT spectrum. We estimate $E[D(I)]$ by averaging over 10,000 images.

3.3. Upsampling

We hypothesize that the artifacts found for GAN-generated images in the frequency domain stem from upsampling operations. We make this more concrete in the following. With training the generator, GANs learn a mapping from a low-dimensional latent space to the higher-dimensional data space. In practice, the dimensionality of the latent space is much lower than the dimensionality of the data space, e.g., the generator of the StyleGAN-instance which generated the images presented in Figure 1 defines a mapping $G: \mathbb{R}^{100} \rightarrow \mathbb{R}^{1024 \times 1024}$. In typical GAN architectures, the latent vector gets successively upsampled until it reaches the final output dimension.

Previous work has already linked upsampling operations to causing grid-like patterns in the image domain (Odena et al., 2016). Recognizing this, the architecture of both the generator-network and the discriminator-network shifted from using strided transposed convolution (e.g., employed in DCGAN (Radford et al., 2016), Cramer-GAN (Bellemare et al., 2017), CycleGAN (Zhu et al., 2017), MMDGAN (Birókowski et al., 2018), and SN-DCGAN (Miyato et al., 2018)) to using traditional upsampling methods—like nearest neighbor or bilinear upsampling (Gonzalez & Woods, 1992)—followed by a convolutional layer (e.g., employed in BigGAN (Brock et al., 2019), ProGAN (Karras et al., 2018), and StyleGAN (Karras et al., 2019)).

Moreover, both upsampling and downsampling operations have recently been linked to compromising shift invariance in neural networks, i.e., they cause classifier predictions to vary dramatically due to a simple one-pixel shift in the input image (Azulay & Weiss, 2018). Recently, Zhang (2019) proposed to use low-pass filtering after convolution and pooling layers to mitigate some of these effects.

We investigate how different upsampling strategies affect the DCT spectrum. Typically, we want to double the dimensionality of an image. When doing so, we have to fill in the blanks. A simple method is to simply copy the nearest pixel over (nearest-neighbor upsampling; for a visual representation see Odena et al., 2016). However, this is known to cause artifacts. Thus, a range of different techniques have been invented throughout the past few years to minimize these detrimental effects (Gonzalez & Woods, 1992). In our analysis, we investigate the effect of three different upsampling techniques:
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Figure 3: The frequency spectrum resulting from different upsampling techniques. We plot the mean of the DCT spectrum. We estimate $E[D(I)]$ by averaging over 10,000 images sampled from the corresponding network or the training data.

- **Nearest Neighbor**: The missing pixels in the upsampled image are approximated by copying the nearest pixel.
- **Bilinear**: Similar to nearest neighbor, however, after copying the pixel values, the upsampled image is convolved with an anti-aliasing kernel (the filter $[1, 2, 1]$). This strategy is employed in the original StyleGAN.
- **Binomial**: We follow Zhang (2019) and test the Binomial-5 kernel (i.e., the application of the filter $[1, 4, 6, 4, 1]$) as a replacement for the bilinear kernel.

We trained three different versions of StyleGAN on the LSUN bedrooms (Yu et al., 2015) dataset: in one, we kept the standard bilinear upsampling strategy, and in two, we replaced it by nearest-neighbor upsampling and binomial upsampling, respectively. We train at a resolution of 256 $\times$ 256, using the standard model and settings provided in the StyleGAN repository (Karras et al., 2019).

We plot the average spectra over 10,000 samples for each model, the results are shown in Figure 3. As expected, with more elaborated upsampling techniques and with a larger size of the employed kernel, the spectral images become smoother and the artifacts less severe. These findings are in line with our hypothesis that the artifacts are caused by upsampling operations.

4. Frequency-based Deep-Fake Recognition

In the following, we describe our experiments to demonstrate the effectiveness of the frequency domain for differentiating GAN-generated images. In a first experiment, we show that DCT-transformed images are fully linearly separable, while classification on raw pixels requires non-linear models. Further, we verify that our model utilizes the artifacts discovered in Section 3.2. Then, we recreate the experiments by Yu et al. (2019a) and show how we can utilize the frequency domain to match generated images to their underlying architecture, demonstrating that we can both achieve higher accuracy while utilizing fewer parameters in our models. Finally, we investigate how our classifier behaves when confronted with common image perturbations.

All experiments in this chapter were performed on a server running Ubuntu 18.04, with 192 GB RAM, an Intel Xeon Gold 6230, and four Nvidia Quadro RTX 5000.

4.1. Detecting Fake Images

First, we want to demonstrate that making use of frequency information allows to efficiently separate real from fake images. We consider our introductory example, i.e., aim at distinguishing real images from the FFHQ data set and fake images generated by StyleGAN. As discussed in Section 3, in the frequency domain, the images show severe artifacts. These artifacts make it easy to use a simple linear classifier. To demonstrate this, we perform a ridge regression on real and generated images, after applying a DCT. For comparison, we also perform ridge regression on the original data representation.

**Experiment Setup** We sample 16,000 images from both the training data and the generator of the StyleGAN, respectively. We split each set into 10,000 training, 1,000 validation and 5,000 test images, resulting in a training set of 20,000, a validation set of 2,000, and a test set of 10,000 samples. For training a model on samples in the image domain, we normalize the pixel values to the range $[-1, 1]$. In the frequency domain, we first convert the images using DCT, then log-scale the coefficients and, finally, normalize them by removing the mean and scaling to unit variance. We optimize the regression model using the Adam optimizer (Kingma & Ba, 2015) with a learning rate of 0.001, minimizing the binary cross-entropy with $l_2$ regularization.

---

Note that for brevity, we list the 1D-variant of the anti-aliasing kernel; in practice, we generate the 2D-variant as the outer product: $m m^T$, where $m$ is the corresponding kernel.
We select the regularization factor $\lambda$ via grid search from $\lambda \in \{ 1^{-1}, 1^{-2}, 1^{-3}, 1^{-4} \}$ on the validation data, picking the one with the best score.

### Results

The results of our experiments are listed in Table 1, where we report the classification accuracy of the test set. As depicted in Figure 1, StyleGAN generates convincing face images, which are able to fool humans. However, they seem to exhibit consistent patterns, since even the simple linear classifier reaches a non-trivial accuracy in the image domain. In the frequency domain, however, we can perfectly separate the data set, with a classification accuracy of 100% on the test set.

To verify that the classifier indeed utilizes the upsampling artifacts for its decision, we perform an additional experiment: we train a logistic regression classifier with $l_1$ (LASSO) penalty on the data set. We then extract the corresponding weight vector, map it back to the corresponding frequencies, and plot its absolute values as a heatmap in Figure 4. The penalty forces weights to zero which play a minor role in the classification, i.e., the high coefficients correspond to the frequencies which impact the decision the most. The classifier mostly concentrates on the higher frequencies, as well as on the corners with the highest frequencies in the $x$ and $y$ direction. In context with Figure 1, this makes sense, since compared to the real spectrum, the generated images diverge most in the higher frequencies (real images contain very little energy here) and the grid-like points. As discussed in Section 3.2, the power spectra of natural images falls off towards higher-frequencies. Thus, these areas provide a strong signal to the classifier.

4.2. Source Identification

The experiments described in this section are based on Yu et al. (2019a)'s approach, and investigate how easy a generated image’s underlying architecture can be classified: Yu et al. trained four different GANs (ProGAN (Karras et al., 2018), SN-DCGAN (Miyato et al., 2018), CramerGAN (Bellemare et al., 2017), and MMDGAN (Bińkowski et al., 2018)) on the CelebA (Liu et al., 2015) and LSUN bedrooms dataset (Yu et al., 2015) and generated images from all models. Based on these images, a classification has been performed that assigned each image to the corresponding subset, i.e., either real, ProGAN, SN-DCGAN, CramerGAN, or MMDGAN.

#### Experiment Setup

The experiments are conducted on images of resolution $128 \times 128$. We converted both data set (i.e., celebA and LSUN bedrooms) as per the specifications provided by Yu et al. (2019b). For each data set, we utilize their pre-trained models (Yu et al., 2019b) to sample 150,000 images from each GAN, and take another 150,000 real images randomly sampled from the underlying training data set. We then partition these samples into 100,000 training, 20,000 validation and 30,000 test images, resulting in a combined set of 500,000 training, 100,000 validation and 150,000 test images. We analyze the performance of different classifiers trained both on the images in their original representation (i.e., raw pixels) and after applying DCT: K-nearest-neighbor, Eigenfaces (Sirovich & Kirby, 1987)), a CNN-based classifier developed by Yu et al. (2019a), and a steganalysis method based on photo-response non-uniformity (PRNU) patterns by Marra et al. (2019). These patterns also build on frequency information and utilizes high-pass filtered images to extract residuals information common to specific generators.

Moreover, we trained a shallow CNN, with only four convolution layers, to demonstrate that frequency information can significantly reduce the needed computationally resources. Details on the architecture can be found in the appendix. Yu et al. used a very large CNN with roughly 9 million parameters. In contrast, our CNN only utilizes around 170,000 parameters ($\sim 1.9\%$). During training, we utilize the validation set for hyperparameter tuning and employ

| Method                  | Accuracy | Gain   |
|------------------------|----------|--------|
| Ridge-Regression-Pixel | 75.78%   |        |
| Ridge-Regression-DCT   | 100.00%  | + 24.22% |

Figure 4: A heatmap of which frequencies the LASSO-regression uses. We extracted the weight vector of the regression classifier and mapped it back to the corresponding frequencies. We plot the absolute value of the individual weights and clip their maximum value to 0.05 for better visibility. Note the general focus towards higher frequencies, as well as the top right and lower left corner.

Table 1: Ridge regression performed on FFHQ data set. We report the accuracy on the test set. We also report the gain in accuracy when training in the frequency domain instead of using raw pixels. Best score is highlighted in **bold**.
Table 2: The results of the source identification. We report the accuracy on the test set. For each method we also report the gain in accuracy when using the DCT-variant of the classifier. Best score is highlighted in **bold**.

| Method            | LSUN Gain | CelebA Gain |
|-------------------|-----------|-------------|
| kNN               | 39.83 %   | 28.80 %     |
| kNN-DCT           | 80.62 % + 40.79 % | 69.15 % + 40.35 % |
| Eigenfaces        | 42.47 %   | 49.59 %     |
| Eigenfaces-DCT    | 88.62 % + 46.15 % | 83.27 % + 33.68 % |
| PRNU Marra et al. | 64.09 %   | 80.32 %     |
| CNN Yu et al.     | 96.33 %   | 99.70 %     |
| CNN Yu et al.-DCT | 99.61 % + 1.28 % | **99.91 % + 0.21 %** |
| CNN-Pixel         | 98.95 %   | 97.80 %     |
| CNN-DCT           | **99.64 %** + 0.69 % | 99.07 % + 1.27 % |

For training our CNN, we use the Adam optimizer, with a learning rate of 0.001 and a batch size of 1024, minimizing the cross-entropy loss of the model. For Yu et. al.’s CNN we used the parameters specified in their repository (Yu et al., 2019b). We train their network for 8,000 mini-batch steps. During first tests we discovered their network usually converges at around 4,000 steps, thus, we doubled the number of steps for the final evaluation and picked the best performing instance (measured on the validation set). We also trained a variant of their classifier on DCT-transformed images. This version usually converges around step 30, however, we are conservative and train for 1,000 steps.

For the PRNU classifier, we utilize the implementation of Bondi & Bonettini (2019). We set the wavelet decomposition level $l$ to 4 and the estimated noise power $\sigma$ to 0.95 after performing a grid search for $l \in \{1, 2, 3, 4\}$ and $\sigma \in \{0.05, 0.1, \ldots, 1\}$. For the Eigenfaces-based classifier, we use Principal Component Analysis (PCA) to reduce the dimensionality to a variance threshold of 0.95 and train a linear Support Vector Machine (SVM) on the transformed training data. Finally, for the kNN classifier we perform a grid search over the number of considered neighbors $k \in \{1, 2^2 + 1, \ldots, 2^{110} + 1\}$. We perform the hyperparameter search for each data set separately, picking the best result on the corresponding validation set. As the PRNU fingerprint algorithm does not require a large amount of training data (Marra et al., 2019) and scaling more traditional methods to such large data sets is notoriously hard (i.e., kNN and Eigenfaces), we use a subset of 100,000 training samples and report the accuracy for the full test set.

**Results** The results of our experiments are presented in Table 2. We report the accuracy computed over the test set.

![Figure 5: Validation accuracy for the CNN-classifier by Yu et al.](image)

![Figure 6: Validation accuracy for our CNN-classifier](image)

For each method, we additionally report the gain in accuracy when trained on DCT coefficients.

The use of the frequency domain significantly improves the performance of all tested classifiers, which is in line with our findings from the previous sections. The simpler techniques improve the most, with kNN gaining a performance boost of roughly 40% and Eigenfaces improving by 46.15% and 33.68%, respectively. Our shallow CNN already achieves high accuracy when it is trained on raw pixels (CNN-Pixel), but it still gains a performance boost (+0.69% and 1.27%, respectively). The CNN employed by Yu et al. (2019a) mirrors the result of our classifier. Additionally, it seems to be important to utilize the entire frequency spectrum, since the PRNU-based classifier by Marra et al. (2019) achieves much lower accuracy.

As an additional evidence of the effectiveness of classification in the frequency domain, we plot the validation accuracy during training for both the CNN classifier by Yu et al. (2019a), as well as for our own (Figure 5 and Figure 6, respectively). Since we use the Adam optimizer, we are not influenced by the learning rate. For both classifier across both CelebA and LSUN, the DCT variant of the classifier converges significantly faster.
4.3. Resistance Against Common Image Perturbations

We also evaluate the resistance of our classifier against common image perturbations, namely: blurring, cropping, compression, adding random noise, as well as a combination of all of them.

**Experiment Setup** When creating the perturbed data with one kind of perturbation, for each data set we iterate through all images and apply the perturbation with a probability of 50%. This creates new data sets with about half the images corrupted, these again get divided into train/validation/tests sets, accuracy is reported for the test set. For generating a data set with a combination of different perturbations, we cycle through the different corruptions in the order: blurring, cropping, compression, noise; and apply these with a probability of 50%. The corruptions are described in the following:

- **Blurring** applies Gaussian filtering with a kernel size randomly sampled from \((3, 5, 7, 9)\).
- **Cropping** randomly crops the image along both axes. The percentage to crop is sampled from \(U(5, 20)\). The cropped image is upsampled to its original resolution.
- **Compression** applies JPEG compression, the remaining quality factor is sampled from \(U(10, 75)\).
- **Noise** adds i.i.d. Gaussian Noise to the image. The variance of the Gaussian distribution is randomly sampled from \(U(5.0, 20.0)\).

We additionally evaluate how well we can defend against common image perturbations utilizing adversarial training. We retrain the network with a training set that has also been altered by image perturbations.

**Results** The results are presented in Table 3. The column **CD** refers to the performance of the corresponding classifier trained on clean data and evaluated on perturbed test data. In the column **PD**, we depict the performance when trained on training data which is also perturbed. Overall, our results show that the DCT variants of the classifiers perform better in all cases but adding noise.

5. Conclusion and Discussion

In this paper, we have provided a comprehensive analysis on the frequency spectrum exhibited by images generated from different GAN architectures. Our main finding is that all spectra contain artifacts common across architectures, data sets, and resolutions. Speculating that these artifacts stem from upsampling operations, we experimented with different upsampling techniques and showed that they confirm our hypothesis. We than have demonstrated that the frequency spectrum can be used to efficiently and accurately separate real from deep fake images. We have found that the frequency domain both helps in enhancing simple (linear) models, as well as, more complex CNN-based methods, while simultaneously yielding better resistance against image perturbations. Compared to hand-crafted, frequency-based methods, we discovered that the entire frequency spectrum can be utilized to achieve much higher performance. We argue that our method will remain usable in the future because it relies on a fundamental property of today’s GANs, i.e., the mapping from low dimensional latent space to a higher dimensional data space.

One suitable approach to mitigate this problem could be to remove upsampling methods entirely. First, this would remove the advantages of having a compact latent space altogether. Second, an instance of StyleGAN used to generate the pictures depicted in Figure 1 already needs 26.2M (Karras et al., 2019) parameters. Removing the low-dimensional layers and only training at full resolution seems infeasible, at least for the foreseeable future.

Another approach is to train GANs to generate consistent image spectra. We experimented with both introducing a second DCT-based discriminator, as well as, regularizing the generator’s loss function with a DCT-based penalty. Unfortunately, neither approach led to better results. Either the penalty or the second discriminator were weighted too weak and had no effect, or the DCT-based methods dominated and led to training collapse. Since GAN training is inherently unstable, we speculate that these alternatives might need considerable effort. We leave the exploration of these as an interesting question for future work.
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Appendix

In this appendix we present additional statistics separated into each color channel, as well as details on our classifier architecture. Note the statistics split into color channels are consistent with the ones computed over gray-scale images. Thus, for brevity, we only depict split statistics for the Stanford data set.

A. Network Architecture

For training our CNN we use the Adam optimizer, with an initial learning rate of $0.001$, $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 1^{-7}$, which are the standard parameters for a TensorFlow implementation. We did some experiments with different settings, but none seem to influence the training substantially, so we kept the standard configuration. We train with a batch size of 1024. Again, we experimented with lower batch sizes, which did not influence the training. Thus, we simply picked the largest batch size our GPUs allowed for.

| Layer                      | Size          |
|----------------------------|---------------|
| Input (128x128x3)          |               |
| Conv 3x3 (128x128x3)       |               |
| Conv 3x3 (128x128x8)       |               |
| Average-Pool 2x2 (64x64x8) |               |
| Conv 3x3 (64x64x16)        |               |
| Average-Pool 2x2 (32x32x16)|               |
| Conv 3x3 (32x32x32)        |               |
| Dense (5)                  |               |

Table 4: **The network architecture for our simply CNN.** We report the size of each layer in (brackets).

B. Color Channel Statistics

We plot the mean of the DCT spectrum of the Stanford dog data set and images generated by different instances of GANs (BigGAN, ProGAN, StyleGAN, SN-DCGAN) trained upon it. We estimate $E[D(I)]$ by averaging over 10,000 images.
Figure 7: The frequency spectrum of sample sets generated by different types of GANs trained on the Stanford dog data set (separated into color channels)