Fluctuating intertwined stripes in the strange metal regime of the Hubbard model
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Strongly correlated electron systems host a variety of poorly understood correlations in their high temperature normal state. Unlike ordered phases defined by order parameters, these normal state phases are often defined through unconventional properties such as strange metallic transport or spectroscopic pseudogaps. Characterizing the microscopic correlations in the normal state is necessary to elucidate mechanisms that lead to these properties and their connection to ground state orders. Here we establish the presence of intertwined charge and spin stripes in the strange metal normal state of the Hubbard model using determinant quantum Monte Carlo calculations. The charge and spin density waves constituting the stripes are fluctuating and short-ranged, yet they obey a mutual commensurability relation and remain microscopically interlocked, as evidenced through measurements of three-point spin-spin-hole correlation functions. Our findings demonstrate the ability of many-body numerical simulations to unravel the microscopic correlations that define quantum states of matter.

The concept of intertwined orders is commonly used to characterize states within the pseudogap regime of the cuprate phase diagram [1, 2]. A well-known example is that of stripe order, unidirectional spin and charge density waves that are most prominent at low temperatures around $p = 1/8$ hole doping [3–6]. In La-based cuprates [7, 8] and in simulations of the Hubbard model [5], spin and charge stripes are interlocked. Regions of high hole concentration are aligned with antiferromagnetic phase reversals. Stripe order is well known to interact closely with superconductivity, as evidenced by $1/8$-anomalies in cuprate experiments [9] and by nearly-degenerate ground state energies in Hubbard model calculations [5, 10]. The close interplay of spin and charge orders and their competition with superconductivity are believed to be hallmarks of the pseudogap regime.

The majority of recent progress in solving the Hubbard model has targeted ground state properties [11–17]. Studies at finite temperature have found fluctuating spin and charge stripes [6, 18, 19], but their interplay, doping dependence, and placement in the broader phase diagram have not been explored thoroughly. Our calculations of the Hubbard model demonstrate interlocked spin and charge stripes at temperatures above the onset of the pseudogap, in the strange metal regime characterized by $T$-linear resistivity [20, 21]. The wide range of doping where we find stripes corroborate a growing number of experimental studies finding charge stripes in optimally doped and overdoped cuprates [22–30].

Our results are based on unbiased determinant quantum Monte Carlo (DQMC) simulations [31, 32] conducted with very large sample sizes. Typical simulations involve $\sim 10^{10}$ measurements, allowing for small stochastic errors ($\sim 10^{-6}$) despite the presence of a fermion sign problem. The principal observables we compute to investigate stripes in the Hubbard model are the charge and spin susceptibilities at zero frequency, defined as

$$\chi_c(r) = \int_0^\beta d\tau \langle n_r(\tau)n_0 \rangle - \langle n_r \rangle \langle n_0 \rangle$$

$$\chi_s(r) = \int_0^\beta d\tau \langle m^z_r(\tau)m^z_0 \rangle,$$

where $n_r = n_{r\uparrow} + n_{r\downarrow}$ and $m^z_r = \frac{1}{2}(n_{r\uparrow} - n_{r\downarrow})$ are the charge and spin densities on site $r$. These quantities can be computed directly with DQMC, without the need for analytic continuation, so that our results are numerically exact.

Figure 1a displays the spin and charge susceptibilities as functions of $r$ for a $12 \times 4$ rectangular cluster with periodic boundary conditions at doping $p = 1/8$. The spin susceptibility is plotted with a staggering factor ($\chi_s^z(r) = \chi_s(r) \times (-1)^{r_x + r_y}$) to highlight deviations from commensurate antiferromagnetism. In both the spin and charge susceptibilities, periodic modulations are visible...
along the long direction of the cluster, indicating the presence of short-ranged fluctuating stripes. The period of the charge modulation is approximately half of that of the spin modulation, consistent with a stripe pattern where antiphase domain walls in the spin density coincide with regions of increased hole density \([33, 34]\). The pattern of modulation in the spin susceptibility is identical to that in the equal-time (\(\tau = 0\)) spin correlation function (Fig. S1, S2), analyzed previously in Ref. \([6]\). By contrast, the stripe modulations in the charge susceptibility are not visible in the equal-time charge correlation function \([19]\), at the temperatures attainable in our simulations. This distinction is related to the fact that high-energy incoherent excitations contaminate the equal-time correlation function more than the static susceptibility, as emphasized in Ref. \([3]\).

We have checked that the finite size cluster does not have a notable impact on the properties of the stripe pattern (Figs. S1-S3). We focus on 12 \(\times\) 4 cluster results in Fig. 1a and Fig. 2 as the larger average fermion sign associated with smaller cluster size enables us to more clearly resolve modulations in the charge susceptibility. We consider an 8 \(\times\) 8 cluster in Fig. 1b. Here, modulations are again visible in both the spin and charge susceptibilities, with negative regions along the diagonal directions. This pattern is precisely expected from a superposition of horizontal and vertical stripes. Our analysis indicates that the stripe modulations seen for the 12 \(\times\) 4 cluster are not artifacts of limited system size.

The doping dependence of the spin and charge susceptibilities is shown in Fig. 2. In Fig. 2a-c, we plot the susceptibilities for hole doping concentrations of \(p = 0.1, 0.15,\) and 0.2. Modulations are present, indicating fluctuating spin and charge stripes for all three doping levels. The period of the modulation decreases with increased hole doping. This is also clearly reflected in momentum-space susceptibilities. In Fig. 2d, the spin susceptibility splits from a single peak at \((\pi, \pi)\) (i.e. \((0.5, 0.5)\) in reciprocal lattice units) to two incommensurate peaks with increased hole doping. The data are well fit with periodic Lorentzian functions (Supplement 3). Similarly, the charge susceptibility splits away from \(\mathbf{q} = (0,0)\) as hole doping increases and rises uniformly owing to the increased metallicity of the doped system. For hole doping 0.1 \(\leq p \leq 0.2\) we obtain excellent fits to \(\chi_s(\mathbf{q})\) with periodic Lorentzian functions plus a constant background. In Fig. S5 b, we check that the charge susceptibilities are indeed peaked close to \((0, 0)\) or \((\pi, 0)\), rather than near \((\pi, \pi)\) as in the non-interacting model. This indicates that the fluctuating stripes we observe are unrelated to Fermi surface effects such as nesting.

From our fits to \(\chi_s(\mathbf{q})\) and \(\chi_c(\mathbf{q})\), we extract the spin and charge incommensurabilities, defined as the separation of the incommensurate peaks from the commensurate wavevectors \(((0,0)\) for charge, and \((\pi, \pi)\) for spin). Fig. 2f plots the spin and charge incommensurabilities against doping. The spin incommensurability is very close to half the charge incommensurability through the range of doping 0.1 \(\leq p \leq 0.2\), indicating that the stripes are mutually commensurate. Both increase monotonically with hole doping, with a stripe filling in between half-filled (dashed line) and fully-filled (dotted line).

The mutual commensurability of the spin and charge stripes strongly suggests, but does not prove, that doped holes reside near antiphase domain walls. It is known that modifying the chemical potential on a column can pin the location of antiphase domain walls \([35]\), and conversely that including a staggered magnetic field on a column can induce a static charge stripe modulation \([19]\). However, whether spin and charge stripes are pinned to each other while still fluctuating is unknown. To resolve this question and probe the relation between fluctuating spin and charge stripes, we consider the 3-point spin-spin-hole correlation function

\[
\langle m_z^\mathbf{r}' m_0^\mathbf{r} h_{\mathbf{r}'} \rangle
\]

where \(h_{\mathbf{r}'} = c_{\mathbf{r}' \uparrow} c_{\mathbf{r} \downarrow} c_{\mathbf{r} \uparrow} c_{\mathbf{r}' \downarrow}\) ensures the presence of a hole on site \(\mathbf{r}'\). In Fig. 3a we first plot \(\langle m_z^\mathbf{r}' m_0^\mathbf{r} \rangle \langle h_{\mathbf{r}'} \rangle\) to demon-
FIG. 2. Doping dependence of spin and charge stripes. a, b, c, Staggered spin susceptibilities and charge susceptibilities for dopings 0.1, 0.15, and 0.2, respectively, on a 12 × 4 cluster with parameters $U/t = 6, t'/t = -0.25, T/t ≈ 0.22$. d, e, momentum-space susceptibilities for spin and charge respectively for various doping concentrations. Solid lines indicate fits to periodic Lorentzian functions (See Supplement 3). No stripes are present at $p = 0.05$, and the Lorentzian fit to $\chi_s(q)$ is poor and not shown. f, Spin and charge incommensurabilities as a function of doping, obtained from fits to the momentum-space susceptibilities. Dashed and dotted lines indicate $q = p$ and $q = p/2$, corresponding to the spin incommensurabilities of half-filled and filled stripes, respectively.

strate how the 3-point correlation function would appear if spin and charge were entirely decoupled. By translation symmetry, $\langle h_r \rangle$ is a constant and Fig. 3a thus simply shows the spin correlation function. Figure 3b shows the full 3-point correlation function, with the axes and letter "h" indicating the coordinates of $r$ and $r'$ respectively. In these 3-point correlation functions, it is clear that while the periodicity of spin stripes is unaffected, there is a strong tendency for the antiphase domain walls to lie adjacent to the hole. This establishes definitively that although both the spin and charge stripes seen in Figs. 1 and 2 are short-ranged and fluctuating, they remain microscopically interlocked. This close interplay between fluctuating spin and charge stripes in our finite temperature calculations indicates that the notion of intertwined orders is not unique to the pseudogap regime of the phase diagram.

In the data presented thus far, we have focused on results at a temperature $T/t = 0.22$, near the lowest accessible in our simulations due to the fermion sign problem. In Fig. 4, we discuss the evolution of the strength of the fluctuating stripes with temperature and doping. We consider the value of the spin and charge susceptibilities at the nearest vertical neighbor, $\chi_s(r = 0)$ and $\chi_c(r = 0)$, as simple estimates of the magnitude of the fluctuating stripes (See Supplement 1e).

The doping and temperature dependence of $\chi_c(s)(r = 0)$ is plotted in Fig. 4a. For doping concentrations or temperatures where $\chi_c(r = 0) < 0$, the patterns in the charge susceptibility do not resemble stripes (Fig. S6). We observe that the spin stripes weaken monotonically with increasing doping and increasing temperature, but the charge stripes display a non-monotonic doping dependence with a maximum at $p = 1/8$. This peak is highly reminiscent of 1/8-anomalies in cuprate superconductors, where charge stripes have also been observed to have maximal strength at $p = 1/8$, with a concomitant suppression of superconductivity. The broad peak at $p = 1/8$ is also reminiscent of a similar peak seen in a $q = 0$ nematic susceptibility reported previously for the Hubbard model [36].

Both spin and charge stripes grow in intensity as temperature decreases. While there is no sharp definition for the onset temperature of fluctuating stripes, given their short-ranged nature, we generally find that modulations indicative of charge stripes onset at lower temperatures than spin stripes. Our findings are summarized in a temperature-doping “phase diagram” in Fig. 4b, where the color intensity corresponds to the magnitude of $\chi_s(r = 0)$ in the yellow/green background, on top of which a blue region around $p = 1/8$ corresponding to $\chi_s(r = 0)$ is overlaid. In general, we find that incommensurate spin correlations indicative of spin stripes become visible below roughly $T/t ≈ 0.6$. Charge stripes become visible at lower temperatures, for instance $T/t ≈ 0.5$ at $p = 1/8$. 
The presence of stripes in the strange metal regime is further substantiated by a number of recent X-ray scattering experiments finding decoupling from fluctuating charge density waves in optimally and over-doped cuprate compounds at temperatures approaching room temperature [22–29]. A recent detailed analysis of Eu-LSCO [29] showed a nearly temperature-independent integrated intensity of the charge scattering peak over range of doping $0.1 \leq p \leq 0.2$, indicating that the amplitude of the charge order onsets above experimentally accessible temperatures and that stripes persist well into the strange metal. Interestingly, the same study suggests decoupling of spin and charge stripes at elevated temperatures, in contrast to the results for the Hubbard model presented here. While the Hubbard model is clearly insufficient for a realistic description of the cuprates’ electronic structure, the concordance of our numerical results and recent experimental works highlights the importance of fluctuating stripes over a larger region of the phase diagram than previously considered. Their existence over wide ranges of doping and temperatures is evidence of their relevance to all electronic properties of cuprates. Our findings call for further investigations of intertwined order in other strongly correlated materials and strange metals.
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FIG. 4. Doping and temperature dependence of stripe intensity. a, Staggered spin $\chi^s(r = \hat{y})$ and charge $\chi_c(r = \hat{y})$ susceptibilities at the y-neighbor, as a function of doping for different temperatures. Lines are guides to the eye. b, Schematic temperature-doping phase diagram drawn using data from a. The yellow-green background corresponds to $\chi^s(\hat{y})$, indicating local antiferromagnetic correlations throughout the temperature doping ranges. Darker colors indicate larger magnitude. The blue region indicates positive $\chi_c(\hat{y})$, and the color intensity corresponds to the value of the susceptibility. Cubic spline interpolation is applied to data points in the temperature-doping grid to obtain smoothly varying color intensity. Dashed grey line indicates the approximate crossover temperatures of the pseudogap regime, $T^*$, estimated by locating the temperatures that maximize the spin (Pauli) susceptibilities or Knight shift for various dopings (Fig. S7).
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Appendix: Supplementary Materials

1. Methods

a. Hubbard model

The Hubbard model Hamiltonian is

\[ H = - \sum_{ij\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} - \mu \sum_i \hat{n}_{i\sigma}, \]  

(A.1)

where \( t_{ij} \) are electron hopping matrix elements which parametrize the kinetic energy (here, we assume only non-zero nearest- and next-nearest-neighbor hopping matrix elements denoted as \( t \) and \( t' \)); \( U \) is the on-site Coulomb repulsion; \( \mu \) is the chemical potential controlling the number of electrons; \( c_{i\sigma}^\dagger \) (\( c_{i\sigma} \)) are electron creation (annihilation) operators for electrons at site \( i \) with spin \( \sigma \); and \( \hat{n}_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \) is the number operator. Simulation parameters for the results presented in this paper are summarized in Table I.

b. Determinant quantum Monte Carlo

To study the Hubbard model, we perform determinant quantum Monte Carlo (DQMC) simulations, which is a numerically exact method capable of calculating finite temperature and dynamical properties [31, 32]. The DQMC algorithm is limited by the fermion sign problem, rendering the difficulty of the calculations exponentially growing with lattice size, interaction strength and inverse temperature. Hence the simulation is restricted to elevated temperature regimes.

The chemical potential is tuned to achieve the desired doping levels with an accuracy of \( \sim 10^{-4} \). 50000 warm-up sweeps are performed for the Monte Carlo simulation. Due to the exponential decay of charge correlations and the extremely small fermion sign, which can be as low as \( \sim 0.015 \), a large amount of data is needed to show multiple stripe domains with good statistics. We use up to \( \sim 10000 \) independently seeded Markov chains and up to 10 million measurement sweeps, amounting to a total number of measurements between 10 to 100 billion, to resolve charge stripe modulations with magnitude as small as \( 10^{-5} \) with standard errors on the order of \( 10^{-6} \). Simulations details for each parameter set may be found in Table I.

| Cluster size | \( U/t \) | \( t'/t \) | Doping | Temperature | Bins | Equal-time measurements/bin | Unequal-time measurements/bin | Figures |
|--------------|--------|--------|--------|-------------|------|----------------------------|-------------------------------|--------|
| 12 \times 4  | 6      | -0.25  | 0.125  | 0.22        | 7984 | 4.5 \times 10^7             | 2.5 \times 10^6               | 1a, S1, S3 |
| 8 \times 8   | 6      | -0.25  | 0.125  | 0.22        | 9571 | 1.6 \times 10^7             | 2 \times 10^6                | 1b     |
| 12 \times 4  | 6      | -0.25  | 0.05, 0.2 | 0.22 | Up to 2867 | 5 \times 10^7 | 5 \times 10^6 | 2, S5 |
| 16 \times 4  | 6      | -0.25  | 0.125  | 0.22        | 1946 | 1.6 \times 10^7             | 0                            | 3      |
| 16 \times 4  | 6      | -0.25  | [0.042, 0.25], [0.22, 0.67] | Up to 9997 | Up to 7 \times 10^6 | 2.5 \times 10^5 | 2.5 \times 10^6 | 4, S2, S3, S4, S6, S7 |
| 8 \times 10 \times 4 | 6      | -0.25  | 0.125  | 0.22        | 2000 | 4.5 \times 10^7             | 2.5 \times 10^6               | S3     |

TABLE I. Simulation parameters for the results presented in this paper.

c. Error analysis

For DQMC simulations, we use jackknife resampling to estimate the standard errors. Typical errors in the susceptibilities are \( \sim 10^{-6} \). The imaginary time discretization in DQMC algorithm introduces a systematic Trotter error. We keep the time slice \( \Delta \tau \leq 0.125/t \) so that the Trotter error is negligible, as confirmed by previous DQMC studies [4].

d. Spin-spin-hole correlation function

Evaluating multi-point correlation functions in DQMC is accomplished by applying Wick’s theorem each time a measurement is performed [31, 32]. The three-point spin-spin-hole correlation function plotted in Fig. 3 involves...
terms with eight fermion operators. To enumerate the Wick contractions of these terms, we utilize a symbolic algebra system to automatically generate measurement code for this observable. For reference, the Wick decomposition is

\[ \langle m^\dagger_i m^\dagger_j h \rangle_s = \frac{1}{4} \left[ (1 - g_{ij}) (1 - g_{ij}^\dagger) g_{kk} g_{kk}^\dagger - (1 - g_{ij}) g_{kk}^\dagger g_{kk}^\dagger - (1 - g_{ij}^\dagger) g_{kk} g_{kk} - (1 - g_{ij}^\dagger) g_{kk}^\dagger g_{kk}^\dagger \right. \\
+ (\delta_{ij} - g_{ij}) g_{ij}^\dagger g_{kk}^\dagger g_{kk} + (\delta_{ij} - g_{ij}^\dagger) g_{ij}^\dagger g_{kk} g_{kk}^\dagger - (\delta_{ik} - g_{ik}^\dagger) g_{ik}^\dagger g_{kk} - (\delta_{ik} - g_{ik}) g_{ik}^\dagger g_{kk}^\dagger + (1 - g_{ij}) g_{kk}^\dagger g_{kk} \right] \]

\[ = \frac{1}{4} \left[ (1 - g_{ij}) (1 - g_{ij}^\dagger) g_{kk} g_{kk}^\dagger - (1 - g_{ij}) g_{kk}^\dagger g_{kk}^\dagger - (1 - g_{ij}^\dagger) g_{kk} g_{kk} - (1 - g_{ij}^\dagger) g_{kk}^\dagger g_{kk}^\dagger \right. \\
+ (\delta_{ij} - g_{ij}) g_{ij}^\dagger g_{kk}^\dagger g_{kk} + (\delta_{ij} - g_{ij}^\dagger) g_{ij}^\dagger g_{kk} g_{kk}^\dagger - (\delta_{ik} - g_{ik}^\dagger) g_{ik}^\dagger g_{kk} - (\delta_{ik} - g_{ik}) g_{ik}^\dagger g_{kk}^\dagger + (1 - g_{ij}) g_{kk}^\dagger g_{kk} \right] \]

\[ = \frac{1}{4} \left[ (1 - g_{ij}) (1 - g_{ij}^\dagger) g_{kk} g_{kk}^\dagger - (1 - g_{ij}) g_{kk}^\dagger g_{kk}^\dagger - (1 - g_{ij}^\dagger) g_{kk} g_{kk} - (1 - g_{ij}^\dagger) g_{kk}^\dagger g_{kk}^\dagger \right. \\
+ (\delta_{ij} - g_{ij}) g_{ij}^\dagger g_{kk}^\dagger g_{kk} + (\delta_{ij} - g_{ij}^\dagger) g_{ij}^\dagger g_{kk} g_{kk}^\dagger - (\delta_{ik} - g_{ik}^\dagger) g_{ik}^\dagger g_{kk} - (\delta_{ik} - g_{ik}) g_{ik}^\dagger g_{kk}^\dagger + (1 - g_{ij}) g_{kk}^\dagger g_{kk} \right] \]

Here, \( g_{ab}^s = \langle c_{a\sigma} c_{b\sigma}^\dagger \rangle_s \) is the single particle Green’s function measured for the auxiliary field configuration \( s \).

e. Stripe strength

To characterize the strength of fluctuating stripes, we consider in Fig. 4 the value of the spin and charge susceptibilities at the nearest vertical neighbor, \( \chi_s(\mathbf{r} = \hat{y}) \) and \( \chi_c(\mathbf{r} = \hat{y}) \), as estimates of the magnitude of the fluctuating stripes. Although we choose this metric for its simplicity, an advantage is that on rectangular clusters with width 4,

\[ \chi(\mathbf{r} = \hat{y}) \propto \sum_{q_x} \chi(\mathbf{q} = (q_x, 0)) - \chi(\mathbf{q} = (q_x, 0.5)). \]

We find empirically that \( \chi_s(\mathbf{q} = (q_x, 0)) \) and \( \chi_c(\mathbf{q} = (q_x, 0.5)) \) are relatively independent of \( q_x \) [Fig. S5]. Therefore, the right hand side of (A.3) corresponds approximately to the weight under the peaks seen in Fig. 2d,e with a constant background subtracted. For doping concentrations or temperatures where \( \chi_c(\mathbf{r} = \hat{y}) < 0 \), the patterns in the charge susceptibility do not resemble stripes [S6].

2. Finite size effects

To ensure that our results are not artifacts of the finite cluster size, we run the simulation for a range of lengths of the rectangular clusters. Fig. S3 shows the real-space charge susceptibilities for lengths of \( N_x = 8, 10, 12, 16 \) and \( N_y = 4 \). The stripe modulation is clearly present in all four types of clusters, with similar periodicity as indicated by the positions of the lines of negative correlations. The limited cluster size does not appear to have severe effect on observing signatures of charge stripes, possibly due to the short correlation lengths. The details of the correlation functions may be slightly sensitive to the lattice geometries. For example, at a hole doping of 1/8 with a charge stripe periodicity of ~ 5, the lattice with length 10 commensurate with the periodicity shows perfect domains of positive and negative correlations running vertically across the lattice, while in lattices with other lengths such as \( N_x = 12 \) there are negative signs in predominantly positive domains. The fermion sign is reduced with increasing system size: \( \langle \text{sign} \rangle \approx 0.13, 0.08, 0.06, 0.02 \) for \( N_x = 8, 10, 12, 16 \). Due to the worsened sign problem as cluster length increases, it becomes more difficult to resolve the second positive domain with reasonable standard error. For \( 16 \times 4 \), the standard error is too big for any positive correlations beyond the first stripe domain to be unambiguously resolved.

3. Susceptibility fitting

The momentum-space susceptibilities show incommensurate peaks that split from commensurate wave vectors \((\pi, \pi)\) and \((0, 0)\) for spin and charge stripes, respectively. We perform fits to the susceptibilities for a quantitative estimate
of the stripe incommensurability. For the fitting function we choose periodic (repeated over several Brillouin zones) double Lorentzian functions.

\[
\chi_{fit}(q) = A \sum_{G} \frac{1}{(q - Q_{DW} + G)^2 + \Gamma^2} + \frac{1}{(q + Q_{DW} + G)^2 + \Gamma^2}.
\]  

(A.4)

Here, \(Q_{DW}\) is the charge or spin stripe wavevector, \(\Gamma\) is the peak width, and \(A\) controls the height. \(G\) shifts \(q\) to different Brillouin zones. In our fits we include contributions from 20 values of \(G\). The periodicity of \(\chi_{fit}(q)\) allows for successful fits to the entirety of the data, without arbitrary choices of points to exclude. An additional constant is added as a free parameter for fits to the charge susceptibilities to account for a momentum-independent background. As shown in Fig.2 and S4, the susceptibilities are well fit for a range of dopings.

4. Temperature Dependence

The temperature dependence of stripes are summarized in figure S6. While increasing temperature leads to larger fermion signs, it also results in decreased correlation lengths in both spin and charge susceptibilities, as evidenced through the decreased values of the susceptibilities at large distances. We observe that, consistent with neutron scattering experiments on \(\text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4\) [41], the periodicity of spin stripes increases with temperature. This could indicate that at higher temperatures a longer cluster is necessary to resolve any potential stripe correlations. We generally find incommensurate spin correlations below roughly \(T/t \approx 0.6\); at higher temperatures no clear stripe signatures are visible due to the reduced magnetic correlation and the longer periodicity of potential stripe modulation. For charge, the negative correlation regions are present up to temperature between \(T/t = 0.33\) and 0.5. With increasing temperature the stripes appear more fluctuating, indicated by the leakage of negative correlations into a positive domain or vice versa. At and above \(T/t = 0.67\), the pattern of the charge susceptibility does not resemble stripes.

5. Pseudogap crossover temperature \(T^*\)

One of the indications for a crossover into the pseudogap regime is a peak in the Knight shift from nuclear magnetic resonance experiment. In our calculations, the Knight shift is given by the Pauli spin susceptibility

\[
\chi_s(q = 0, \omega = 0) = \sum_r \int_0^\beta d\tau \langle m_z^r(\tau)m_0^z \rangle.
\]  

(A.5)

The Knight shifts for different dopings as a function of temperature are shown in Fig. S7. The pseudogap crossover temperature \(T^*\) is estimated by performing cubic spline fit to the data. Our calculations found peaks in the Knight shift at low temperatures that decrease with doping. At and beyond \(\sim 10\%\) doping, the peak temperature is below \(T/t = 0.2\).
FIG. S1. Equal-time correlation functions (\(S\), upper column) and zero-frequency susceptibilities (\(\chi\), lower column) for spin and charge on a 12 \(\times\) 4 cluster.

FIG. S2. Equal-time correlation functions (\(S\), upper column) and zero-frequency susceptibilities (\(\chi\), lower column) for spin and charge on a 16 \(\times\) 4 cluster.

FIG. S3. Charge susceptibilities for different horizontal lengths of the rectangular cluster, \(N_x = 8, 10, 12, 16\), with parameters \(U/t = 6, t'/t = -0.25, p = 0.125\) and \(T/t = 0.22\). Locations for the sign change for charge stripes are the same across different cluster lengths, indicating little effect due to the finite cluster size. The worsened fermion sign problem for larger cluster (\(N_x = 16\)) prevents a clear resolution of the additional positive correlation domains of charge stripes, which are present in smaller clusters.
FIG. S4. Example fits to the susceptibilities in momentum space, using double Lorentzian curves centered around \((\pi, \pi)\) and \((0, 0)\) for spin and charge respectively. The Lorentzian function is repeated over several Brillouin zones.

FIG. S5. Momentum-space a, spin and b, charge susceptibilities for different hole dopings, plotted along the \(q_x\) direction for \(q_y = 0, 0.25, 0.5\) (rlu).
FIG. S6. Spin and charge correlation functions at zero frequency for various temperatures with parameters $U/t = 6$, $t'/t = -0.25$, $p = 0.125$.

FIG. S7. Spin (Pauli) susceptibility, or Knight shift, as a function of temperature for different dopings with parameters $U/t = 6$, $t'/t = -0.25$. Solid lines are cubic spline fits to the data. Arrows indicate peak positions. The peak cannot be tracked for dopings at and larger than $p = 0.104$ due to the fermion sign problem.