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Abstract
We report on our submission to Task 1 of the GermEval 2021 challenge – toxic comment classification. We investigate different ways of bolstering scarce training data to improve off-the-shelf model performance on a toxic comment classification task. To help address the limitations of a small dataset, we use data synthetically generated by a German GPT-2 model.

The use of synthetic data has only recently been taking off as a possible solution to addressing training data sparseness in NLP, and initial results are promising. However, our model did not see measurable improvement through the use of synthetic data. We discuss possible reasons for this finding and explore future works in the field.

1 Introduction
In recent years, social media platforms have become an integral part of our everyday lives. Together with their enormous rise in use and popularity, they have also faced several troubles. These range from PR problems due to privacy concerns\(^1\) to Fake News (Wells et al., 2019). There have also been incidents related to deplatforming controversial individuals of public interest\(^2\). In 2018, for instance, Facebook was used to incite a Genocide against the Rohingya people of Myanmar\(^3\). The ongoing global pandemic has seen an increase in xenophobic and antisemitic hate (Greenblatt, 2020). In the light of these and other developments, the task of detecting toxicity on the internet has seen increased attention in recent years. By now, the legislature of multiple countries is getting modified to accommodate laws counteracting the incitement of hatred online. The German Netzwerkdurchsetzungsgesetz (network enforcement act), for instance, requires social media providers with over 2 million users registered in Germany to report hate speech on their platform to legal authorities\(^4\). These steps try to prevent the marginalization of populations. Users exposed to hate online may no longer take part in debates or discourse. This work aims to advance the state of the art in the field of toxicity detection by providing an additional avenue of working with scarce data. Any code used for this work is available on GitHub\(^5\).

2 Related Work
There have been numerous developments in the space of toxicity detection since GermEval in 2019. Struß et al. (2019) give a well-composed overview of the state of affairs in 2019. We will therefore focus on recent work and concepts closely related to the challenge.

2.1 Recent Developments in Toxicity Detection
In the scope of the Shared Task, the concept of toxicity includes "uncivil forms of communication that can violate the rules of polite behaviour, such as insulting discussion participants, using vulgar or sarcastic language or implied volume via capital letters" (Risch et al., 2021). A more thorough definition of the annotation guidelines is provided by Risch et al. (2021).

In terms of 'traditional' hate speech detection, Mathew et al. (2020) proposed HateXplain. HateXplain is a new benchmark dataset for hate speech

\(^1\)https://www.wired.com/story/facebook-privacy-ftc-changes/
\(^2\)https://www.theatlantic.com/ideas/archive/2021/05/facesbooks-trump-ban-effects/618818/
\(^3\)https://www.nytimes.com/2018/10/15/technology/myanmar-facebook-genocide.html
\(^4\)https://www.bmjv.de/DE/Themen/FokusThemen/NetzDG/NetzDG_node.html
\(^5\)https://github.com/khaliso/GermEval2021_submission
detection, which tries to factor in hate speech bias and interpretability aspects.

Another notable contribution was made by Rosenthal et al. (2020). They created a new dataset called SOLID using a semi-supervised learning approach using an ensemble of four different models. It is the largest available dataset in the field right now.

A recent work provided by Sheth et al. (2021) notes that context is of key importance for toxicity detection. As surrounding conversation would mitigate a potentially toxic comment, exchange history would inform the determination of toxicity. Therefore, an exchange history surrounding the potentially toxic comment is needed in the corpus. Sheth et al. (2021) also note a potential problem with current transformer-based state-of-the-art systems such as BERT and GPT-2/GPT-3 (Generative Pretrained Transformer). These models are designed to predict the next token given previous tokens from the dataset they were trained on. As these datasets have been collected from the web, corpus bias and incidentally confounded features can result in models that may cause harm to individuals or society (Kursuncu et al., 2020; McGuffie and Newhouse, 2020).

There are indications that BERT embeddings may have racist or toxic tendencies (Zhang et al., 2020). Solaiman et al. (2019) of OpenAI note that GPT-2 is capable of producing extremist text if trained on suitable data. However, machine-generated content detection tools such as Grover by Zellers et al. (2019) can spot GPT-2 generated content in most cases. They also note that the skills and resources required for using language models, both beneficially and maliciously, will decrease over time (Solaiman et al., 2019). GPT-3 by Brown et al. (2020) does develop in this direction.

2.2 Synthetic Data

Shu et al. (2020) note that limited labelled data is becoming the largest bottleneck for supervised learning systems. This is especially the case for many real-world tasks where large scale annotated examples can be too expensive to acquire. Therefore, they proposed a technique using semi-supervised learning; however, there have also been different approaches to face this task. For example, GPT-2 (Radford et al., 2019) is a Text Generation model created by OpenAI using the transformers architecture. Both GPT-2 and, more prominently, its successor GPT-3 by Brown et al. (2020) are most well-known for their ability to create text that is almost indistinguishable from text written by humans. Moreover, as Budzianowski and Vulić (2019) found, the model also holds promise to mitigate the data scarcity problem. With these recent advancements on the horizon, interest in Synthetic Data Generation has grown in many areas of research, including NLP. Works include generating synthetic data for Lexical Normalization (Dekker and van der Goot, 2020) or Neural Grammatical Error Correction Systems (Grundkiewicz et al., 2019).

Recent works in the field of Toxic Comment Classification appear to be very promising, but this particular field of research is still very young (Juuti et al., 2020; Whitfield, 2021). Synthetic data has implications besides its potential use in bolstering datasets: This approach poses a possible solution to ethical, security and privacy concerns with real datasets (Surendra and Mohan, 2017).

2.3 Related Challenges

In terms of state-of-the-art systems, other recent Shared Tasks can give a good overview:

1. GermEval-2019 Task 2: Identification of offensive language (Struß et al., 2019)

2. Kaggle, 2020: Jigsaw Multilingual Toxic Comment Classification

3. SemEval-2020 Task 12: Multilingual offensive language identification in social media (Zampieri et al., 2020; Ranasinghe and Hettiarachchi, 2020)

4. SemEval 2021 Task 5: Toxic Spans Detection was more fine-grained than previous tasks, as participants in this shared task were asked to determine which span(s) of text in a post were responsible for the classification of the entire post (Pavlopoulos et al., 2021)

The best-performing systems in the field of toxicity detection online as found by Zampieri et al. (2020) were mainly based on XLM-RoBERTa, ALBERT or ERNIE 2.0 (Safaya et al., 2020). These are among the newest iterations of BERT-based models. However, to train and fine-tune such models, large quantities of - preferably labelled - data are required.

---

*https://www.kaggle.com/c/jigsaw-multilingual-toxic-comment-classification/*
3 Methodology

In this work, we investigate whether or not synthetically generated data can improve the baseline of a model solely trained on a scarce dataset.

3.1 Data analysis

The Dataset used for this task was provided by Risch et al. (2021) and consists of:

- 3244 Facebook comments with binary labels for each of the three tasks at hand. This work focuses on Task 1: Toxic Comment Classification.
- 2122 of the comments were labelled as 'non-toxic', and
- 1122 were labelled 'toxic'.
- The longest toxic comment had a length of 2035 tokens;
- The longest non-toxic comment had 2833 tokens.

The Dataset is drawn from the Facebook page of a political talk show of a German television broadcaster and includes user discussions from February-July 2019. The Dataset is anonymized by not sharing comment IDs and user information. Furthermore, links to users are replaced by @USER and links to the show replaced with @MEDIUM. Links to the show’s moderator are replaced with @MODERATOR. This raises a couple of challenges:

1. The first challenge is the anonymized nature of the dataset, making it impossible to take context into account (Sheth et al., 2021).
2. The second challenge we face is the relatively small amount of data available. This issue is well-known (Shu et al., 2020) and not exclusive to the field of NLP.

The first challenge, lack of context. A rudimentary form of context can be constructed, as the dataset provides the @USER, @MODERATOR and @MEDIUM tags. It is, however, not possible to extract more fine-grained types of relationships between commenters. For example, a comment determined to be potentially toxic can be both harmless bickering within common groups and a toxic remark to outsiders. To more accurately determine the correct label, relationship data is required (Sheth et al., 2021). However, supplying the data necessary to create these relationships would raise severe privacy implications. Therefore, the main variable we are ethically and technically able to influence is the second challenge, the size of the dataset. There have been several ways in the past to bolster a dataset.

3.2 Bolstering the Dataset

The standard approach, even in the history of the GermEval shared task, is to use additional, related datasets (Paraschiv and Cercel, 2019). There are a number of options:

1. GermEval 2018 Dataset by Wiegand et al. (2018) contains 8541 labeled offensive German tweets with an inter-author agreement of \( k = 0.66 \).
2. GermEval 2019 Dataset by Struß et al. (2019) contains two separate datasets. The training Dataset for Task 1 and 2 (binary and fine-grained classification) consists of 3995 annotated German offensive tweets, while the Dataset provided for Task 3 (explicit or implicit offensive language classification) consists of 1958 annotated German tweets
3. German Federal Election Dataset by Kratzke (2017), containing 1.212.220 unlabeled tweets crawled around the German Federal Election 2017
4. OLID by Zampieri et al. (2019) contains over 14,000 labeled English tweets
5. SOLID by Rosenthal et al. (2020) contains over 9 million English tweets labeled in a semi-supervised manner

The main issue we face is that the most available datasets for toxicity detection online are English. Another method of bolstering datasets has been explored for the task of object detection on images by augmenting available data by rotating images or similar modification methods (Zoph et al., 2020). A comparable approach for the field of NLP is the [MASK] token used by Devlin et al. (2018) for BERT, the current gold-standard model for a wide variety of NLP tasks.
With advancements in text generation models, another avenue of research has opened up: Synthetic Data.

3.3 Selecting the Data Generation Model

An initial evaluation, as seen in Figure 1, revealed that text generated by a fine-tuned GPT-2 included both English and German phrases. Fine-tuned German GPT-2 (gGPT-2) by Schweter (2020) on the other hand created German-sounding, yet incoherent sentences (Figure 2). gGPT-2 was fine-tuned on the normalized version of Faust I and II by Johann Wolfgang von Goethe. The model has not yet been used in the reviewed literature. However, initial experiments on German recipes and German medical reviews appeared promising. The initial reasoning was that the more German-sounding text created by gGPT-2 could benefit the trained system, as coherence might be less relevant on the token level if the readable text was also part of the finished dataset.

GPT-3 was not an option for this work, as we did not get access to the API in time.

3.4 Data Generation Model Description

The German GPT-2 Model is part of Huggingface’s transformers library. We selected a batch size of 16, and set the maximum sequence length to 1024. Similar to the approach used by Whitfield (2021),

 we fine-tuned two distinct models. Model 1 was fine-tuned on the data labelled as ‘toxic’ and model 2 on the ‘non-toxic’ data. Similar to the training data, we generated 2000 non-toxic synthetic comments and 1000 synthetic toxic comments. The synthetic comments were then merged with the original dataset. The train/test split was set to 80/20.

3.5 Classification Model Description

For the binary classification task at hand here, BERT Multilingual Cased was selected, as it is the gold standard for non-English NLP tasks (Miranda-Escalada et al., 2020; Keung et al., 2020). The focus of this work was not to create a top-performing system but to investigate the effects of fine-tuning using synthetic data. It is likely that more robust results could be achieved using one of the models mentioned previously. A train/test split of 80/20 was applied, and the model was trained over 5 epochs. We set the batch size to 6 and the maximum sequence length to 192. The Adam optimizer was used. As seen in Table 1, an initial test comparing an mBERT model trained solely on original data and another mBERT model trained on the merged dataset appeared promising.

4 Results and Discussion

As seen in Table 2, the validation results were not replicable on the test data. Therefore, the test results imply no measurable impact on the system’s effectiveness through synthetic data generated by the used methodology. In the light of these results, a couple of methodological mistakes need to be addressed.

First, the discrepancy in the validation and testing performance of the model using synthetic data is possibly due to the initial validation results being achieved on data that included synthetic data. This could be problematic, as the data generated by
Table 1: Initial validation results of an mBERT model fine-tuned using the base dataset and another fine-tuned on the merged dataset

| Model               | F1  | Precision | Recall |
|---------------------|-----|-----------|--------|
| mBERT               | 0.651 | 0.667     | 0.645  |
| mBERT - synthetic   | 0.766 | 0.772     | 0.761  |

Table 2: Results of both models when applied on the test data

| Model               | F1  | Precision | Recall |
|---------------------|-----|-----------|--------|
| mBERT               | 0.618 | 0.635     | 0.599  |
| mBERT - synthetic   | 0.615 | 0.623     | 0.608  |

gGPT-2 could have caused artificially high testing results. The testing data must be composed solely of original data to avoid potential impacts created by gGPT-2 on testing results. Therefore, future investigations will only use original data for validation testing.

Another issue is the selected Data Generation Model, gGPT-2. The output of GPT-2, as seen in Figure 1, is composed of both English and German sentences. This composition is not the desired outcome, but English and German are sister languages. The output generated by gGPT-2, as seen in Figure 2, on the other hand, appears to be effective on the token level, but in some cases not capable of generating coherent sentences or words. Therefore, we should have selected GPT-2 over gGPT-2.

In light of these mishaps, we still deem the approach of using synthetic data to be successful. Synthetic Data is comparatively easy, cheap and fast to use. It did not negatively affect the baseline approach.

Furthermore, ethical and practical implications of Synthetic Data are major issues. Privacy concerns of real datasets can be mitigated if Synthetic Data can be generated using real-world datasets that can not be published themselves.

5 Conclusion and Future Work

We conclude that synthetic data does seem to be a promising avenue of research. However, this particular work did not find a measurable improvement over the baseline model using synthetic data. Future work will use either GPT-3 or GPT-2, and we will rework the methodology. Once a more robust method is formulated, we will test it on several different datasets. We suggest further research on Synthetic Data in classification tasks, as the comparatively poor performance of our model may be due to the limitations of our chosen methodology.

Other possible future avenues of research include the training and evaluation of a model solely trained on synthetic data.
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