RESTRICTION OF IRREDUCIBLE MODULES FOR Spin_{2n+1}(K) TO Spin_{2n}(K)
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Abstract. Let K be an algebraically closed field of characteristic $p \geq 0$ and let $Y = \text{Spin}_{2n+1}(K)$ ($n \geq 3$) be a simply connected simple algebraic group of type $B_n$ over K. Also let $X$ be the subgroup of type $D_n$, embedded in $Y$ in the usual way, as the derived subgroup of the stabilizer of a non-singular one-dimensional subspace of the natural module for $Y$. In this paper, we give a complete set of isomorphism classes of finite-dimensional, irreducible, rational $KY$-modules on which $X$ acts with exactly two composition factors, completing the work of Ford in [For96].

1. Introduction

In the 1950s, Dynkin [Dyn52] determined the maximal closed connected subgroups of the classical algebraic groups over $\mathbb{C}$. The most difficult part of the investigation concerned irreducible closed simple subgroups $X$ of $\text{SL}(V)$. In the course of his analysis, Dynkin observed that if $X$ is a simple algebraic group over $\mathbb{C}$ and if $\phi : X \to \text{SL}(V)$ is an irreducible rational representation, then with specified exceptions the image of $X$ is maximal among closed connected subgroups in one of the classical groups SL($V$), Sp($V$) or SO($V$). Here Dynkin determined the triples $(Y, X, V)$ where $Y$ is a closed connected subgroup of $\text{SL}(V)$, $V$ is an irreducible $KY$-module different from the natural module for $Y$ or its dual, and $X$ is a closed connected subgroup of $Y$ such that the restriction of $V$ to $X$, written $V|_X$, is also irreducible. Such triples (as well as similar triples with $X$ a closed disconnected subgroup of $Y$) shall be referred to as irreducible triples in the remainder of the paper.

In the 1980s, Seitz [Sei87] extended the analysis to the situation of fields of arbitrary characteristic. By introducing new techniques, he determined all irreducible triples $(Y, X, V)$ where $Y$ is a simply connected simple algebraic group of classical type over an algebraically closed field $K$ having characteristic $p \geq 0$, $X$ is a closed connected proper subgroup of $Y$, and $V$ is an irreducible, tensor indecomposable $KY$-module. In particular, in the situation where $Y = \text{Spin}_{2n+1}(K)$ ($n \geq 3$) and $X$ is a subgroup of type $D_n$, embedded in the usual way (as the derived subgroup of the stabilizer of a non-singular one-dimensional subspace of the natural module for $Y$), Seitz showed that $V|_X$ can be irreducible only if $p = 2$, thus drastically reducing the number of possibilities (see [Sei87, Table 1 (MR_{4})]). His investigation was then extended by Testerman [Tes88] to exceptional algebraic groups $Y$, again for $X$ a closed connected subgroup.
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The work of Dynkin, Seitz and Testerman provides a complete classification of irreducible triples $(Y, X, V)$ where $Y$ is a simple algebraic group, $X$ is a closed connected proper subgroup of $Y$ and $V$ is an irreducible, tensor indecomposable $KY$-module. Now focusing on disconnected subgroups, Ford in [For96] and [For99], investigated irreducible triples $(Y, X, V)$ in the special case where $Y$ is of classical type, $X$ is disconnected with simple connected component $X^\circ$, and the restriction $V|_{X^\circ}$ has $p$-restricted composition factors. In particular, in [For96, Section 3], Ford considered the embedding of $X = X^\circ(\theta)$ in $Y = \text{Spin}_{2n+1}(K)$ ($n \geq 3$), where $X^\circ$ is a subgroup of type $D_n$, embedded in the usual way, and $\theta$ denotes the standard graph automorphism of order 2 of $X^\circ$. Contrary to the connected case, a whole family of irreducible triples arises in this situation (see [For96, Theorem 1, Table II, No. U_2] for a complete list).

For completeness, observe that more recently, Ghandour [Gha10] gave a complete classification of irreducible triples $(Y, X, V)$ in the case where $Y$ is a simple algebraic group of exceptional type, $X$ is a closed, disconnected, positive-dimensional subgroup of $Y$ and $V$ is an irreducible, $p$-restricted, rational $KY$-module. Finally, in [BGMT15], [BGT16] and [BMT16], the authors essentially treat the case of triples $(Y, X, V)$ where $Y$ is of classical type, $X$ is a closed, positive-dimensional subgroups of $Y$, and $V$ is an irreducible, tensor indecomposable $KY$-module, removing the previously mentioned assumption of Ford.

In this paper, part of the author’s doctoral thesis, we initiate the investigation of triples $(Y, X, V)$, where $Y$ is a simply connected simple algebraic group of classical type over $K$, $X$ is a maximal, closed, connected subgroup of $Y$, and $V$ is a finite-dimensional, irreducible, rational $KY$-module on which $X$ acts with exactly two composition factors. Not only is this problem a natural follow-up to the study of irreducible triples initiated by Dynkin, but also identifying such triples can sometimes provide partial information on the structure of certain Weyl modules for $X$, as well as insight on their corresponding irreducible quotients (see [Cav15, Theorem 5] and [Cav15, Corollary 6], for instance).

1.1. **Statements of results.** Let $Y = \text{Spin}_{2n+1}(K)$ ($n \geq 3$) be a simply connected simple algebraic group of classical type over $K$, $X$ is a maximal, closed, connected subgroup of $Y$, and $V$ is a finite-dimensional, irreducible, rational $KY$-module on which $X$ acts with exactly two composition factors. Not only is this problem a natural follow-up to the study of irreducible triples initiated by Dynkin, but also identifying such triples can sometimes provide partial information on the structure of certain Weyl modules for $X$, as well as insight on their corresponding irreducible quotients (see [Cav15, Theorem 5] and [Cav15, Corollary 6], for instance).

As seen above, there are no irreducible triples $(Y, X, V)$ if $p \neq 2$, so it is natural to consider the next best possible scenario, that is, the situation where $V$ is a finite-dimensional, irreducible, rational $KY$-module such that $V|_X$ has exactly two composition factors. Now [For96 Theorem 3.3] already provides us with a whole family of examples of such irreducible modules for $Y$, whose two $KX$-composition factors are interchanged by the aforementioned graph automorphism $\theta$ of $X$. The aim of this paper is to give a proof of the following generalization of Ford’s result, which consists in a complete classification of triples $(Y, X, V)$ for which $X$ has exactly two composition factors on $V$. 

2
Theorem 1
Let $Y$ be a simply connected simple algebraic group of type $B_n$ over $K$ ($n \geq 3$), and let $X$ be a simple subgroup of type $D_n$, embedded in $Y$ in the usual way. Let $V = L_Y(\lambda)$ be an irreducible non-trivial $KY$-module having $p$-restricted highest weight $\lambda = \sum_{r=1}^{n-1} a_r \lambda_r \in X^+(T_Y)$, and if $\lambda \notin \mathbb{Z} \lambda_n$, let $1 \leq k < n$ be maximal such that $a_k \neq 0$. Then $X$ has exactly two composition factors on $V$ if and only if one of the following holds.

(i) $\lambda = \lambda_k$ and $p \neq 2$.
(ii) $\lambda = \lambda_n$.
(iii) $\lambda$ is neither as in (i) nor (ii), $a_n \leq 1$, and the following divisibility conditions are satisfied.
   (a) $p | a_i + a_j + j - i$ for every $1 \leq i < j < n$ such that $a_i a_j \neq 0$ and $a_r = 0$ for $i < r < j$.
   (b) $p | 2(a_n + a_k + n - k)$.

Furthermore, if $(\lambda, p)$ is as in (i) (ii) or (iii), then $V|_X$ is completely reducible.

Remark
Let $(\lambda, p)$ be as in case (ii) or (iii) of Theorem 1, with $a_n = 1$ in the latter case. Then as seen in [For96], the $KX$-composition factors of $V$ have respective highest weights $\omega = \sum_{r=1}^{n-1} a_r \omega_r + (a_n - 1)\omega_n$ and $\omega' = \omega^\delta$ (that is, $\omega' = \omega + \omega_{n-1} - \omega_n$). If on the other hand $(\lambda, p)$ is as in case (i), then the $KX$-composition factors of $V$ have highest weights $\omega = \sum_{r=1}^{k-1} a_r \omega_r + \delta_{k,n-1} a_k \omega_n$ and $\omega' = \sum_{r=1}^{k-2} a_r \omega_r + (a_{k-1} + 1)\omega_{k-1} + (a_k - 1)(\omega_k + \delta_{k,n-1} \omega_n)$.

The second result of this paper consists in a generalization of Theorem 1 to the case of arbitrary irreducible, finite-dimensional, rational $KY$-modules. Its proof essentially relies on an application of the well-known Steinberg Tensor Product Theorem (see Theorem 2.5).

Corollary 2
Let $X$, $Y$ be as in the statement of Theorem 1 and consider an irreducible non-trivial $KY$-module $V = L_Y(\delta)$ having highest weight $\delta \in X^+(T_Y)$. Then $X$ has exactly two composition factors on $V$ if and only if one of the following holds.

(i) $\delta = p' \lambda$ for some $r \in \mathbb{Z}_{\geq 0}$ and some $\lambda \in X^+(T_Y)$ as in case (ii) (iii) of Theorem 1
(ii) $p = 2$ and $\delta = \delta_0 + 2 \delta_1 + \cdots + 2^r \delta_r$ for some $r \in \mathbb{Z}_{\geq 0}$ and $p$-restricted $\delta_0, \ldots, \delta_r \in X^+(T_Y)$ such that $\# \{1 \leq j \leq r : \langle \delta_j, \alpha_n \rangle \neq 0\} = \# \{1 \leq j \leq r : \delta_j = \lambda_n\} = 1$.

Our proof of Theorem 1 is essentially based on the method introduced by Ford in [For96, Section 3]; let $V$ be a finite-dimensional, irreducible, rational $KY$-module having highest weight $\lambda = \sum_{r=1}^{n-1} a_r \lambda_r$, and denote by $v^+$ a maximal vector in $V$ for $B_Y$. (Observe that the case where $a_n \neq 0$ is dealt with in [For96, Theorem 3.3].) If $p \neq 2$, then $X$ acts reducibly on $V$ by [Sei87, Table 1 (MR4)], yielding the existence of a second maximal vector $w^+ \notin \langle v^+ \rangle_K$ in $V$ for $B_X$. The main idea behind the proof consists in determining the condition(s) on $(V, p)$ under which

$$V = \text{Lie}(X)v^+ \oplus \text{Lie}(Y)w^+,$$

where $\text{Lie}(X)$ and $\text{Lie}(Y)$ denote the Lie algebras of $X$ and $Y$, respectively. A result analogous to [For96, Lemma 3.4], namely Proposition 3.4, then suggests taking a closer look at generating sets for certain weight spaces in $V$, leading to the detailed investigation recorded in the appendices of the paper.
One of the main difficulties in adjusting Ford’s arguments to fit our situation resides in the new weight spaces that need to be understood. We deal with the latter as follows: first we start by computing their dimension in the corresponding Weyl module $V_Y(\lambda)$ of weight $\lambda$ for $Y$, using the results in [Cav16]. An application of Proposition 2.11 then yields bases for such weight spaces in $V_Y(\lambda)$. Finally, we deduce generating sets in $V$ by explicitly working with the action of the Lie algebra on the quotient of $V_Y(\lambda)$ by its unique maximal proper submodule.

Results on generating sets for weight spaces are interesting in their own rights, since applicable in various areas of representation theory. For instance in [For95], Ford applied his methods (more precisely, those used in the proof of [For96] Proposition 3.1) to the study of symmetric groups in order to prove a conjecture formulated by Jantzen and Seitz in [JS92], equivalent to the Mullineux conjecture. We refer the reader to [FK97] for a proof of the latter. Furthermore, the fact that it was possible to generalize Ford’s argument suggests a method of investigating branching problems for $Y$ and $X$ in general, as well as a way of studying other embeddings, like the usual embedding of $\text{Spin}_{2n+1}(K)$ in $\text{Spin}_{2n+2}(K)$, for instance.

1.2. Organization of the paper. Finally, let us make some comments on the overall organization of the paper. In Section 2 we fix the notation that will be used for the rest of the paper and then we present several preliminary results which will be needed in the proof of Theorem 1. In particular, we recall some basic facts on representations of (semi)simple algebraic groups and Lie algebras, as well as standard results concerning weights and their multiplicities. (We refer the reader to Table 2 for a survey of certain weight multiplicities in characteristic zero.) In Section 3 we give a proof of Theorem 1 and Corollary 2. Finally, the study of the structure of various Weyl modules and their irreducible quotients can be found in Appendices A and B. In particular, we give explicit generating sets for certain weight spaces in the latter modules. The description of such sets plays a major role in the proof of Theorem 1 but may also be of independent interest, so we refer the reader to Propositions A.3, B.7, B.12, B.18 and Theorem A.7 for a summary of the corresponding investigations.

2. Preliminaries

In this section, we recall some elementary properties of simple Lie algebras, representations of simple algebraic groups, weights and their multiplicities, and finally conclude with a brief investigation of generating sets for weight spaces in Weyl modules. Unless specified otherwise, most results can be found in [Bou68], [Ste68], [Hum75], [Hum78], or [Car89].

2.1. Notation. We first fix some notation that will be used for the rest of the paper. Let $K$ be an algebraically closed field of characteristic $p \geq 0$ and let $G$ be a simply connected simple algebraic group over $K$. Also fix a Borel subgroup $B = UT$, where $T$ is a maximal torus of $G$ and $U$ denotes the unipotent radical of $B$. Let $n = \text{rank } G = \text{dim } T$ and let $\Pi = \{\alpha_1, \ldots, \alpha_n\}$ be a corresponding base of the root system $\Phi = \Phi^+ \sqcup \Phi^-$ of $G$, where $\Phi^+$ and $\Phi^-$ denote the sets of positive and negative roots of $G$, respectively. Let

$$X(T) = \text{Hom}(T, K^*)$$

denote the character group of $T$ and write $(-,-)$ for the usual inner product on $X(T)_\mathbb{R} = X(T) \otimes_\mathbb{Z} \mathbb{R}$. Recall the existence of a partial ordering on $X(T)_\mathbb{R}$, defined by $\mu \preceq \lambda$ if and only if $\lambda - \mu \in \Gamma$, where $\Gamma$ denotes the monoid of $\mathbb{Z}_{\geq 0}$-linear combinations of simple roots. (We also write $\mu \prec \lambda$ to indicate that $\mu \preceq \lambda$ and $\mu \neq \lambda$.)
In addition, let \( \{\lambda_1, \ldots, \lambda_n\} \) be the set of fundamental weights for \( T \) corresponding to our choice of base \( \Pi \), that is \( \langle \lambda_i, \alpha_j \rangle = \delta_{ij} \) for every \( 1 \leq i, j \leq n \), where \( \langle \lambda, \alpha \rangle = 2(\lambda, \alpha)(\alpha, \alpha)^{-1} \) for \( \lambda, \alpha \) with \( \alpha \neq 0 \). Set
\[
X^+(T) = \{ \lambda \in X(T) : \langle \lambda, \alpha_r \rangle \geq 0 \text{ for every } 1 \leq r \leq n \}
\]
and call a character \( \lambda \in X^+(T) \) a dominant character. Every such character can be written as a \( \mathbb{Z}_{\geq 0} \)-linear combination \( \lambda = \sum_{r=1}^{n} a_r \lambda_r \). In addition, for \( \alpha \in \Phi \), define the reflection \( s_\alpha : X(T)_R \to X(T)_R \) relative to \( \alpha \) by \( s_\alpha(\lambda) = \lambda - \langle \alpha, \alpha \rangle \alpha \), this for all \( \lambda \in X(T)_R \), and denote by \( W \) the finite group \( \langle s_\alpha : 1 \leq r \leq n \rangle \), called the Weyl group of \( G \). Finally, we use the notation
\[
U_\alpha = \{ x_\alpha(c) : c \in K \}
\]
to denote the root subgroup of \( G \) corresponding to the root \( \alpha \in \Phi \) (i.e. \( x_\alpha : K \to G \) is an injective morphism of algebraic groups such that \( tx_\alpha(t)^{-1} = x_\alpha(\alpha(t)c) \) for all \( t \in T \) and \( c \in K \)) and we write \( \text{Lie}(G) \) for the Lie algebra of \( G \).

2.2. Chevalley bases and structure constants. In this section, we recall some elementary facts on Chevalley bases for simple Lie algebras and on the so-called structure constants. In addition, we fix signs for the latter in types \( A \) and \( B \). Most of the results presented here can be found in [Hum78, Chapter VII] or [Car89, Chapter 4]. Let \( \mathfrak{g} \) be a finite-dimensional simple Lie algebra over \( \mathbb{C} \) with Cartan subalgebra \( \mathfrak{h} \). Set \( n = \text{rank} \mathfrak{g} \) and fix an ordered base \( \Pi = \{\alpha_1, \ldots, \alpha_n\} \) of the corresponding root system \( \Phi = \Phi^+ \cup \Phi^- \) of \( \mathfrak{g} \), where \( \Phi^+ \) and \( \Phi^- \) denote the sets of positive and negative roots of \( \Phi \), respectively. To each root \( \alpha \in \Phi \) corresponds a 1-dimensional root space \( \mathfrak{g}_\alpha \) defined by
\[
\mathfrak{g}_\alpha = \{ x \in \mathfrak{g} : [h, x] = \alpha(h)x \text{ for all } h \in \mathfrak{h} \}.
\]

It is often easier to work with a basis \( \{f_\alpha, h_\alpha, e_\alpha : \alpha \in \Phi^+, 1 \leq r \leq n\} \) for \( \mathfrak{g} \), where \( e_\alpha \in \mathfrak{g}_\alpha, \)
\[
f_\alpha = e_{-\alpha} \in \mathfrak{g}_{-\alpha}
\]
are root vectors for \( \alpha \in \Phi^+ \) and \( [e_\alpha, f_\alpha] = h_\alpha \) for \( 1 \leq r \leq n \). Such a basis can be chosen in many ways: throughout this paper, we fix a standard Chevalley basis
\[
\mathfrak{B} = \{ f_\alpha, h_\alpha, e_\alpha : \alpha \in \Phi^+, 1 \leq r \leq n\}
\]
for any simple Lie algebra \( \mathfrak{g} \), whose elements satisfy the usual relations (see [Car89, Theorem 4.2.1], for example). In particular, for all \( \alpha, \beta, \gamma \in \Phi \) such that \( \alpha + \beta \in \Phi \), we have
\[
[e_\alpha, e_\beta] = N_{(\alpha, \beta)} e_{\alpha + \beta} = \pm(q + 1)e_{\alpha + \beta},
\]
where \( q \) is the greatest integer for which \( \alpha - q\beta \in \Phi \). The \( N_{(\alpha, \beta)} \) \( \langle \alpha, \beta \in \Phi \rangle \) are called the structure constants. One can easily check that for any pair of roots \( \alpha, \beta \), we have
\[
N_{(\beta, \alpha)} = -N_{(\alpha, \beta)} = N_{(-\alpha, -\beta)},
\]
and using the Jacobi identity of \( \mathfrak{g} \), one can prove (see [Car89, Theorem 4.1.2 (ii)], for example) that for every \( \alpha, \beta, \gamma \in \Phi \) satisfying \( \alpha + \beta + \gamma = 0 \), we have
\[
\frac{N_{(\alpha, \beta)}}{(\gamma, \gamma)} = \frac{N_{(\beta, \gamma)}}{(\alpha, \alpha)} = \frac{N_{(\gamma, \alpha)}}{(\beta, \beta)}.
\]
(3)

Finally, one can show (e.g. [Car89, Theorem 4.1.2 (iv)]) that for every \( \alpha, \beta, \gamma, \delta \in \Phi \) such that \( \alpha + \beta + \gamma + \delta = 0 \) and no pair are opposite, we have
\[
\frac{N_{(\alpha, \beta)}N_{(\gamma, \delta)}}{(\alpha + \beta, \alpha + \beta)} + \frac{N_{(\gamma, \alpha)}N_{(\beta, \delta)}}{(\gamma + \alpha, \gamma + \alpha)} + \frac{N_{(\beta, \gamma)}N_{(\alpha, \delta)}}{(\beta + \gamma, \beta + \gamma)} = 0.
\]
(4)
It turns out that the choice of a sign in \((1)\) for certain well-chosen ordered pairs of positive roots (called extraspecial) completely determines the signs of the remaining constant structures. As in [Car89, Section 2.1], we thus fix an ordering \(\leq\) on \(\Phi^+\) by saying that \(\alpha \leq \beta\) if either \(\alpha = \beta\) or if there exists \(1 \leq m \leq n\) and \(c_1, \ldots, c_m \in \mathbb{Z}\) such that \(\beta - \alpha = \sum_{r=1}^{m} c_r \alpha_r\), with \(c_m > 0\). We shall also write \(\alpha < \beta\) if \(\alpha \leq \beta\) and \(\alpha \neq \beta\).

**Definition 2.1**

An ordered pair of positive roots \((\alpha, \beta)\) is **special** if \(\alpha + \beta \in \Phi^+\) and \(\alpha < \beta\). Also, such a pair is **extraspecial** if for all special pairs \((\gamma, \delta)\) satisfying \(\gamma + \delta = \alpha + \beta\), we have \(\alpha \leq \gamma\).

**Remark 2.2**

In view of Definition 2.1, one notices that if \(\gamma \in \Phi^+\), then either \(\gamma \in \Pi\) or there exist unique \(\alpha, \beta \in \Phi^+\) such that \(\alpha + \beta = \gamma\) and \((\alpha, \beta)\) is extraspecial. In particular, the number of distinct extraspecial pairs equals the number of non-simple positive roots.

By [Car89, Proposition 4.2.2], the structure constants of \(\mathfrak{g}\) are uniquely determined by their values on the set of extraspecial pairs, for which we can arbitrarily choose the sign in \((1)\). Throughout this paper, we assume \(N_{(\alpha, \beta)} > 0\) for any extraspecial pair \((\alpha, \beta)\).

**Lemma 2.3**

Let \(\mathfrak{g}\) be a simple Lie algebra of type \(A_n\) \((n \geq 2)\) over \(\mathbb{C}\) and adopt the notation above. Then the extraspecial pairs are \((\alpha_i, \alpha_{i+1} + \cdots + \alpha_j)\), where \(1 \leq i < j \leq n\). Moreover

\[
N_{(\alpha_i, \alpha_{i+1} + \cdots + \alpha_j)} = 1
\]

for every \(1 \leq i \leq r < j \leq n\).

**Proof.** Consider a pair \((\alpha, \beta) = (\alpha_i, \alpha_{i+1} + \cdots + \alpha_j)\) as in the statement of the lemma and observe that \(\alpha + \beta \in \Phi^+\) and \(\alpha < \beta\), so \((\alpha, \beta)\) is special. Also, if \((\gamma, \delta)\) is another special pair satisfying \(\alpha + \beta = \gamma + \delta\), then there exists a unique \(i \leq r < j\) such that \(\gamma = \alpha_i + \cdots + \alpha_r\), \(\delta = \alpha_{r+1} + \cdots + \alpha_j\). Therefore \(\gamma \geq \alpha\), showing that \((\alpha, \beta)\) is extraspecial. Now an application of Remark 2.2 shows that all extraspecial pairs are of the aforementioned form, so that the first assertion of the lemma holds. For the second assertion, we proceed by induction on \(0 \leq r - i \leq n - 2\). If \(r - i = 0\) (i.e. \(r = i\)), then \((\alpha_i, \alpha_{i+1} + \cdots + \alpha_j)\) is an extraspecial pair and thus the result follows from \((1)\) together with our assumption on the positivity of structure constants for such pairs. We next suppose that \(1 \leq i < r < j \leq n\), in which case applying \((1)\) to the roots \(\alpha = \alpha_i\), \(\beta = -(\alpha_i + \cdots + \alpha_r)\), \(\gamma = -(\alpha_{r+1} + \cdots + \alpha_j)\), and \(\delta = \alpha_{i+1} + \cdots + \alpha_j\) yields

\[
0 = N_{(\alpha, \beta)}N_{(\gamma, \delta)} + N_{(\beta, \gamma)}N_{(\alpha, \delta)},
\]

since all roots in \(\Phi\) have equal length and \(\gamma + \alpha\) is not a root. Now \(N_{(\beta, \gamma)} = N_{(\alpha_i, \alpha_{i+1} + \cdots + \alpha_j)}\) by \((2)\), while by the \(r = i\) case, we know that \(N_{(\alpha, \delta)} = 1\). Finally, by \((2)\), \((3)\), and the \(r = i\) case again, we get \(N_{(\alpha, \beta)} = -1\) and \(N_{(\gamma, \delta)} = N_{(\alpha_{i+1} + \cdots + \alpha_j, \alpha_{i+1} + \cdots + \alpha_r)}\), so that

\[
N_{(\alpha_i, \alpha_{i+1} + \cdots + \alpha_j)} = N_{(\alpha_{i+1} + \cdots + \alpha_r, \alpha_{i+1} + \cdots + \alpha_j)}.\]

The result then follows by induction. □
We conclude this section by considering a simple Lie algebra $\mathfrak{g}$ of type $B_n$ over $\mathbb{C}$ ($n \geq 3$). Here we leave to the reader to check that the extraspecial pairs $(\alpha, \beta)$ are as in Table 1. (In view of Remark 2.2 it suffices to show that each pair $(\alpha, \beta)$ appearing in the table is extraspecial, as in the proof of Lemma 2.3)

$$\begin{array}{c|c|c}
\alpha & \beta & \text{Conditions} \\
\hline
\alpha_i & \alpha_{i+1} + \cdots + \alpha_j & 1 \leq i < j \leq n \\
\alpha_i & \alpha_{i+1} + \cdots + \alpha_k + 2\alpha_{k+1} + \cdots + 2\alpha_n & 1 \leq i < k < n \\
\alpha_i & \alpha_{i-1} + \alpha_i + 2\alpha_{i+1} + \cdots + 2\alpha_n & 1 < i < n \\
\alpha_n & \alpha_{n-1} + \alpha_n & \\
\end{array}$$

Table 1. Extraspecial pairs $(\alpha, \beta)$ for $\Phi$ of type $B_n$ ($n \geq 3$).

**Lemma 2.4**

Let $\mathfrak{g}$ be a simple Lie algebra of type $B_n$ over $\mathbb{C}$ ($n \geq 3$) and adopt the notation above. Then the following assertions hold.

1. $N_{(\alpha_i+\cdots+\alpha_r, \alpha_{r+1}+\cdots+\alpha_j)} = 1$, $1 \leq i < r < j \leq n$.

2. $N_{(\alpha_i+\cdots+\alpha_r, \alpha_{r+1}+\cdots+\alpha_j+2\alpha_{j+1}+\cdots+2\alpha_n)} = 1$, $1 \leq i < r < j < n$.

3. $N_{(\alpha_i+\cdots+\alpha_j, \alpha_i+\cdots+\alpha_j+2\alpha_{j+1}+\cdots+2\alpha_n)} = 1$, $1 \leq i < r < j < n$.

4. $N_{(\alpha_i+\cdots+\alpha_n, \alpha_i+\cdots+\alpha_n)} = -1$, $1 \leq i < r < j < n$.

**Proof.** We proceed as in the proof of Lemma 2.3, applying (4) to well-chosen quadruples of roots $(\alpha, \beta, \gamma, \delta)$. We refer the reader to the proof Lemma 2.3 for (i) which can be dealt with in the exact same fashion. Next (ii) obviously holds in the situation where $i = r$, since in this case the considered pair of roots is extraspecial. If on the other hand $i < r$, then arguing by induction on $r - i$ and applying (4) to the roots $\alpha = \alpha_i, \beta = -\alpha_i + \cdots + \alpha_r, \gamma = 2\alpha_{j+1} + \cdots + 2\alpha_n$, and $\delta = \alpha_{i+1} + \cdots + \alpha_j + 2\alpha_{j+1} + \cdots + 2\alpha_n$ yields the desired result. Part (iii) can be dealt with in two steps: firstly, one shows using induction on $j - i$ (where again the considered pair is extraspecial in the base case $i = j - 1$) that the desired assertion holds in the case where $r = j$. Here (iii) is applied to the roots $\alpha = \alpha_i, \beta = -\alpha_j, \gamma = 2\alpha_{j+1} + \cdots + 2\alpha_n$, and $\delta = \alpha_{i+1} + \cdots + \alpha_j + 2\alpha_{j+1} + \cdots + 2\alpha_n$. Secondly, arguing by induction on $j - r$ and applying (4) to the roots $\alpha = \alpha_i, \beta = -\alpha_r + \cdots + \alpha_j, \gamma = 2\alpha_{j+1} + \cdots + 2\alpha_n$, and $\delta = \alpha_{i+1} + \cdots + \alpha_r + 2\alpha_{r+1} + \cdots + 2\alpha_n$ yields the result. Similarly, one proceeds in two steps in order to show that (iv) holds. Firstly, one shows that $N_{(\alpha_r, \alpha_r+\cdots+\alpha_n)} = 2$ for $1 \leq r < n$, arguing by induction on $n - r$ (the case where $r = n - 1$ directly following from our assumption on structure constants for extraspecial pairs). In order to do so, (ii) is applied to the roots $\alpha = \alpha_r, \beta = -\alpha_n, \gamma = 2\alpha_{r+1} + \cdots + 2\alpha_n$, and $\delta = \alpha_{r+1} + \cdots + \alpha_n + 2\alpha_{n+1}$. One then easily concludes that the assertion holds in general by applying (4) to $\alpha = \alpha_r, \beta = -\alpha_n, \gamma = 2\alpha_{r+1} + \cdots + 2\alpha_n$, and $\delta = \alpha_{r+1} + \cdots + \alpha_r + 2\alpha_{r+1} + \cdots + 2\alpha_n$. Finally, (v) is dealt with in the three following steps.
(i) One first shows that the desired assertion holds in the case where \( r = i \) and \( j = i + 1 \) (that is, when the considered pair is \( (\alpha_i + \alpha_{i+1}, \alpha_i + 2\alpha_{i+2} + \cdots + 2\alpha_n) \) for some \( 1 \leq i < n - 1 \)). As usual, applying (4) to the positive roots \( \alpha = \alpha_i + 1, \beta = -\alpha_i - \alpha_{i+1}, \gamma = -(\alpha_{i+1} + 2\alpha_{i+2} + \cdots + 2\alpha_n), \delta = \alpha_i + \alpha_{i+1} + 2\alpha_{i+2} + \cdots + 2\alpha_n \) allows one to conclude.

(ii) One next deals with the situation where \( r = i \), but \( i + 1 < j < n \) is arbitrary (that is, when the considered pair is \( (\alpha_i + \cdots + \alpha_j, \alpha_{i+1} + \cdots + \alpha_j + 2\alpha_{j+1} + \cdots + 2\alpha_n) \) for some \( 1 \leq i < j - 1 < n - 1 \)). Arguing by induction on \( 1 < j - i \), one then concludes thanks to an application of (4) to the positive roots \( \alpha = \alpha_i + \alpha_{i+1}, \beta = -(\alpha_i + \cdots + \alpha_j), \gamma = -(\alpha_{i+1} + \cdots + \alpha_j + 2\alpha_{j+1} + \cdots + 2\alpha_n), \delta = \alpha_i + \cdots + \alpha_j + 2\alpha_{j+1} + \cdots + 2\alpha_n \) together with an inductive argument.

(iii) Finally, one deals with the general case by applying (4) to \( \alpha = \alpha_i, \beta = -(\alpha_i + \cdots + \alpha_j), \gamma = -(\alpha_{i+1} + \cdots + \alpha_j + 2\alpha_{j+1} + \cdots + 2\alpha_n), \delta = \alpha_i + \cdots + \alpha_{i+j} + 2\alpha_{j+1} + \cdots + 2\alpha_n \).

The reader can check the details, and the proof is complete. \( \square \)

### 2.3. Rational modules

In this section, we recall some elementary properties of finite-dimensional rational \( KG \)-modules, as well as elementary facts on weights and their multiplicities. Unless specified otherwise, the results recorded here can be found in [Hum75 Chapter XI, Section 31]. Let \( V \) denote a finite-dimensional, rational \( KG \)-module and for \( \mu \in X(T) \), set

\[
V_\mu = \{ v \in V : tv = \mu(t)v \text{ for all } t \in T \}.
\]

A character \( \mu \in X(T) \) with \( V_\mu \neq 0 \) is called a \( T \)-weight of \( V \) and \( V_\mu \) is said to be its corresponding \textit{weight space}. The dimension of \( V_\mu \) is called the \textit{multiplicity} of \( \mu \) in \( V \) and is denoted by \( m_V(\mu) \). Since \( V \) is finite-dimensional, it is semisimple as a \( KT \)-module, that is, can be decomposed into a direct sum of its weight spaces. Write \( \Lambda(V) \subset X(T) \) to denote the set of \( T \)-weights of \( V \) and let

\[
\Lambda^+(V) = \Lambda(V) \cap X^+(T)
\]

denote the set of \textit{dominant} \( T \)-weights. The natural action of the Weyl group \( W \) of \( G \) on \( X(T) \) induces an action on \( \Lambda(V) \) and we say that \( \lambda, \mu \in X(T) \) are \textit{conjugate under the action of} \( W \) (or \( W \)-\textit{conjugate}) if there exists \( w \in W \) such that \( w\lambda = \mu \). It is well-known (see [Hum78 Section 13.2, Lemma A], for example) that each weight of \( V \) is \( W \)-conjugate to a unique dominant weight in \( \Lambda^+(V) \). Also, if \( \lambda \in X^+(T) \), then \( w\lambda \preceq \lambda \) for every \( w \in W \). Finally, \( \Lambda(V) \) is a union of \( W \)-orbits and all weights in a \( W \)-orbit have the same multiplicity.

A non-zero vector \( v^+ \in V \) is called a \textit{maximal vector} of weight \( \lambda \) in \( V \) for \( B \) if \( v^+ \in V_\lambda \) and \( Bv^+ = \langle v^+ \rangle_K \). Also, we say that a weight \( \lambda \in \Lambda(V) \) is a \textit{highest weight} of \( V \) if \( \{ \mu \in \Lambda(V) : \lambda \preceq \mu \} = \emptyset \).

In general, an arbitrary finite-dimensional, rational \( KG \)-module \( V \) can have many distinct highest weights. However if \( V \) is irreducible and \( v^+ \in V_\lambda \) is a maximal vector in \( V \) for \( B \), then \( V = \langle Gv^+ \rangle \), \( m_V(\lambda) = 1 \), and every weight \( \mu \in \Lambda(V) \) can be obtained from \( \lambda \) by subtracting positive roots, so that \( \lambda \) is the unique highest weight of \( V \). Reciprocally, given a dominant character \( \lambda \in X^+(T) \), one can construct a finite-dimensional, irreducible, rational \( KG \)-module \( L_G(\lambda) \) with highest weight \( \lambda \), as the quotient of the \textit{Weyl module} \( V_G(\lambda) \) by its unique maximal submodule \( \operatorname{rad}(\lambda) \), that is,

\[
L_G(\lambda) = V_G(\lambda) / \operatorname{rad}(\lambda).
\]
This correspondence defines a bijection between the set $X^+(T)$ of dominant characters of $T$ and the set of isomorphism classes of irreducible, finite-dimensional, rational $KG$-modules. For an arbitrary given finite-dimensional, rational $KG$-module $V$ and $\mu \in X^+(T)$, we let $[V, L_G(\mu)]$ denote the number of times $L_G(\mu)$ appears in a composition series of $V$.

It is only natural to wonder whether a given irreducible $KG$-module is tensor indecomposable or not (in characteristic zero, all irreducible modules are tensor indecomposable) and a partial answer to this question is given by the following well-known result, due to Steinberg (see [Ste63, Theorem 1] for a proof). Here $F : G \to G$ is a standard Frobenius morphism and for $V$ a $KG$-module, $V^{F^r}$ is the $KG$-module $V$ on which $G$ acts via $g \cdot v = F^r(g) \cdot v$, for $g \in G, v \in V$. Also, we say that $\lambda$ is $p$-restricted if $p = 0$ or if $0 \leq \langle \lambda, \alpha \rangle < p$ for every $\alpha \in \Pi$.

**Theorem 2.5** (The Steinberg Tensor Product Theorem)
Assume $p > 0$ and $G$ is simply connected. Let $\lambda \in X^+(T)$ be a dominant character. Then there exist $k \in \mathbb{Z}_{\geq 0}$ and $p$-restricted dominant characters $\mu_0, \mu_1, \ldots, \mu_k \in X^+(T)$ such that $\lambda = \sum_{r=0}^k p^r \mu_r$ and

$$L_G(\lambda) \cong L_G(\mu_0) \otimes L_G(\mu_1)^F \otimes \cdots \otimes L_G(\mu_k)^{F^k}.$$ 

In view of Theorem 2.5, the investigation of all irreducible, finite-dimensional, rational $KG$-modules is reduced to the study of the finitely many ones having $p$-restricted highest weights, on which we thus focus in the remainder of this paper, unless specified otherwise.

It is well-known (see [Hum78, 21.3]) that the set $\Lambda(\lambda)$ of weights of $V_G(\lambda)$ is saturated (i.e. $\mu - r\alpha \in \Lambda(\lambda)$ for every $\mu \in \Lambda(\lambda), \alpha \in \Phi$ and $0 \leq r \leq \langle \mu, \alpha \rangle$), containing all dominant weights under $\lambda$ together with all their $W$-conjugates. Obviously $\Lambda(L_G(\lambda)) \subseteq \Lambda(\lambda)$ and it turns out that the converse also holds under certain conditions on the pair $(\Phi, p)$.

**Theorem 2.6** (Premet, [Pre87])
Assume $(\Phi, p) \notin \{(B_n, 2), (C_n, 2), (F_4, 2), (G_2, 3)\}$ and let $\lambda \in X^+(T)$ be a $p$-restricted dominant weight. Then $\Lambda(L_G(\lambda)) = \Lambda(\lambda)$.

Also, we refer the reader to [Tes88, Proposition 1.30] for a proof of the next elementary result, used implicitly in the remainder of the paper.

**Lemma 2.7**
Let $\lambda \in X^+(T)$ be a non-zero $p$-restricted dominant weight and consider $1 \leq i \leq n$ such that $\langle \lambda, \alpha_i \rangle > 0$. Then $m_{L_G(\lambda)}(\lambda - d\alpha_i) = m_{V_G(\lambda)}(\lambda - d\alpha_i) = 1$ for every $1 \leq d \leq \langle \lambda, \alpha_i \rangle$.

For a non-empty subset $J$ of $\Pi$, set $\Phi^*_J = \Phi^* \cap \mathbb{Z}J$. Also define the opposite of the standard parabolic subgroup of $G$ corresponding to $J$ to be $P_J = Q_JL_J$, where $L_J = \langle T, U_\pm \alpha : \alpha \in J \rangle$ denotes a Levi factor of $P_J$ with root system $\Phi_J = \Phi_J^* \cup \Phi_J^-$ and $Q_J = \langle U_\pm \beta : \beta \in \Phi^+ - \Phi_J^* \rangle$ is the unipotent radical of $P_J$. The following result, whose proof can be found in [BGT16, Lemma 2.2.8], for example, makes it easier to compute weight multiplicities in certain situations.
Lemma 2.8
Let $\lambda \in X^+(T)$ and let $J$ be a non-empty subset of $\Pi$. Also consider a weight $\mu \in \Lambda(\lambda)$ such that $\mu = \lambda - \sum_{\alpha \in J} c_\alpha \alpha$, with $c_\alpha \in \mathbb{Z}_{\geq 0}$ for each $\alpha \in J$. Then $m_{L_G(\lambda)}(\mu) = m_{L_{H'}(\lambda')}(\mu')$, where $\mu' = \mu|_{T_H}$, $\lambda' = \lambda|_{T_H}$ and $H = L'_J$.

We conclude this section by computing the values of various weight multiplicities in certain Weyl modules for $G$ of type $A_n$ $(n \geq 2)$ or $B_n$ $(n \geq 3)$. As mentioned in the introduction, the calculations shall essentially be carried out by applying the results presented in [Cav16].

Proposition 2.9
Let $G$, $\lambda$ and $\mu$ be as in Table 2. Then the multiplicity $m_{V_G(\lambda)}(\mu)$ of $\mu$ in $V_G(\lambda)$ is given in the fourth column of the table.

| $G$      | $\lambda$ | $\mu$ | $m_{V_G(\lambda)}(\mu)$ |
|----------|-----------|-------|-------------------------|
| $A_2$    | $a\lambda_1 + b\lambda_2$ | $(a - 2r + 1)\lambda_1 + (b + r - 2)\lambda_2$ | 2 |
| $A_n$ $(n \geq 3)$ | $a\lambda_1 + b\lambda_n$ | $(a - 2r + 1)\lambda_1 + (r - 1)\lambda_2 + (b - 1)\lambda_n$ | $n$ |
| $B_n$ $(n \geq 3)$ | $a\lambda_1$ | $(a - 1)\lambda_1$ | 1 |
|         | $c\lambda_1$ | $(c - 2)\lambda_1$ | $n$ |
|         | $\lambda_2$ | 0 | $n$ |
|         | $a\lambda_1 + \lambda_i$ | $(a - 1)\lambda_1 + \lambda_{i-1}$ | $i(n - i + 2) - 1$ |

Table 2. Some weight multiplicities in characteristic zero. Here $a, b \in \mathbb{Z}_{\geq 1}$, $1 \leq r \leq a$, $c \in \mathbb{Z}_{\geq 2}$, and $1 < i < n$.

Proof. First assume $G$ is of type $A_n$ $(n \geq 2)$ and let $\lambda, \mu$ be as in the first or second row of Table 2. In each case, one easily checks that $\mu = \lambda - (r\alpha_1 + \alpha_2 + \cdots + \alpha_n)$ and hence an application of [Cav16 Proposition 1] yields $m_{V_G(\lambda)}(\mu) = m_{V_G(\lambda)}(\lambda - (\alpha_1 + \cdots + \alpha_n))$. The result then immediately follows from [Cav16 Proposition 3] in this situation. In the remainder of the proof, assume $G$ is of type $B_n$ $(n \geq 3)$. If $\lambda, \mu \in X^+(T)$ are as in the third row of Table 2 then $\mu = \lambda - (\alpha_1 + \cdots + \alpha_n)$ and applying [Cav16 Theorem 2] with $j = 1$ (adopting the notation in the latter paper) yields

$$m_{V_G(\lambda)}(\mu) = \sum_{r=2}^{n} m_{V_G(\lambda)}(\lambda - (\alpha_r + \cdots + \alpha_n)) + m_{V_G(\lambda)}(\lambda).$$

Since $\lambda - (\alpha_r + \cdots + \alpha_n) \notin \Lambda(\lambda)$ for $2 \leq r \leq n$ and $m_{V_G(\lambda)}(\lambda) = 1$, the desired assertion holds. Next assume $\lambda = c\lambda_1$ and $\mu = (c - 2)\lambda_1$ for some $c \geq 2$. Again, one easily checks that $\mu = \lambda - 2(\alpha_1 + \cdots + \alpha_n)$.
and thus an application of [Cav16] Theorem 2] with \( j = 1 \) yields

\[
2 m_{V_G(\lambda)}(\mu) = m_{V_G(\lambda)}(\lambda) + \sum_{r=1}^{n-1} m_{V_G(\lambda)}(\lambda - (\alpha_1 + \cdots + \alpha_r + 2\alpha_{r+1} + \cdots + 2\alpha_n)) \\
+ \sum_{s=1}^{n} m_{V_G(\lambda)}(\lambda - (\alpha_1 + \cdots + \alpha_s)).
\]

For \( 1 \leq r \leq n-1 \) and \( 1 \leq s \leq n \), the weights \( \lambda - (\alpha_1 + \cdots + \alpha_r + 2\alpha_{r+1} + \cdots + 2\alpha_n) \) and \( \lambda - (\alpha_1 + \cdots + \alpha_s) \)
are \( \mathfrak{g} \)-conjugate to either \( \lambda \) or \( (c-1)\lambda_1 \). The latter two having multiplicity 1 by above, the assertion holds in this situation as well. In the case where \( \lambda = \lambda_2 \) and \( \mu = 0 \), then the result immediately follows from the fact that \( V_G(\lambda) \cong \text{Lie}(G)^{\ast} \) and hence \( m_{V_G(\lambda)}(\mu) = \dim \text{Lie}(T) = n \). Finally, consider \( \lambda, \mu \) as in the last row of Table 2. As usual, one checks that \( \mu = \lambda - (\alpha_1 + \cdots + \alpha_{i-1} + 2\alpha_i + \cdots + 2\alpha_n) \), so that applying [Cav16] Theorem 2] with \( j = 1 \) yields

\[
m_{V_G(\lambda)}(\mu) = m_{V_G(\lambda)}(\lambda) + \sum_{r=1}^{n-1} m_{V_G(\lambda)}(\lambda - (\alpha_1 + \cdots + \alpha_r)) \\
+ \sum_{s=1}^{n} m_{V_G(\lambda)}(\lambda - (\alpha_1 + \cdots + \alpha_s + 2\alpha_{s+1} + \cdots + 2\alpha_n)) \\
+ m_{V_G(\lambda)}(\lambda - 2(\alpha_i + \cdots + \alpha_n)) \\
+ \sum_{t=2}^{i-1} m_{V_G(\lambda)}(\lambda - (\alpha_t + \cdots + \alpha_{i-1} + 2\alpha_i + \cdots + 2\alpha_n)).
\]

Now observe that \( m_{V_G(\lambda)}(\lambda - (\alpha_t + \cdots + \alpha_{i-1} + 2\alpha_i + \cdots + 2\alpha_n)) = n - i + 2 \) for every \( 2 \leq t \leq i - 1 \) by above. (Consider the Levi subgroup corresponding to the simple roots \( \alpha, \ldots, \alpha_n \).

2.4. Generating sets for weight spaces. Let \( \mathfrak{g}_{\mathbb{C}} \) denote the complex Lie algebra having same type as \( G \) and fix a standard Chevalley basis \( \mathcal{B} = \{ f_\alpha, h_\alpha, e_\alpha : \alpha \in \Phi^+ \} \) of \( \mathfrak{g}_{\mathbb{C}} \), as in Section 2.2. Also let \( \mathfrak{g}_{\mathbb{Z}} = (\mathcal{B})_{\mathbb{Z}} \) and set \( \mathfrak{g}_K = \mathfrak{g}_{\mathbb{Z}} \otimes_{\mathbb{Z}} K \), so that \( \mathfrak{g}_K \) is isomorphic to the Lie algebra \( \text{Lie}(G) \) of \( G \). For \( \lambda \in X^+(T) \) a dominant character, we denote by \( \Delta(\lambda) \) the irreducible finite-dimensional \( \mathfrak{g}_{\mathbb{C}} \)-module having highest weight \( \lambda \) and fix a maximal vector \( v^\lambda \in \Delta(\lambda) \) of weight \( \lambda \) for the Borel subalgebra of \( \mathfrak{g}_{\mathbb{C}} \) corresponding to \( \Pi \). In addition, we write \( \mathfrak{U}_{\mathbb{Z}} \) to denote the subring of the universal enveloping algebra \( \mathfrak{U} \) of \( \mathfrak{g}_{\mathbb{C}} \) defined by

\[
\mathfrak{U}_{\mathbb{Z}} = \mathbb{Z}\left[ e_\alpha, f_\alpha : \alpha \in \Phi^+ \right].
\]

It is well-known that \( V_{\mathbb{Z}}(\lambda) = \mathfrak{U}_{\mathbb{Z}} v^\lambda \) is minimal among all \( \mathfrak{U}_{\mathbb{Z}} \)-invariant lattices in \( \Delta(\lambda) \) and that the \( KG \)-module \( V_{\mathbb{Z}}(\lambda) \otimes_{\mathbb{Z}} K \) is the Weyl module \( V_G(\lambda) \) of highest weight \( \lambda \). The action of \( G \) on the latter is obtained by exponentiating the action of \( \mathfrak{g}_{\mathbb{Z}} \) on \( V_{\mathbb{Z}}(\lambda) \), that is,

\[
x_\alpha(c) v = v + \sum_{r=1}^{\infty} \frac{c^r}{r!} e_\alpha^r v, \quad x_\alpha(c) v = v + \sum_{r=1}^{\infty} \frac{c^r}{r!} f_\alpha^r v,
\]
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for every \( c \in K, \alpha \in \Phi^+ \) and \( v \in V_G(\lambda) \). In particular, one immediately gets that \( v^\lambda \otimes Z 1 \) (which we denote by \( v^\lambda \) again) is a maximal vector of weight \( \lambda \) in \( V_G(\lambda) \) for \( B \). Moreover, one can deduce that for any character \( \mu \in X(T) \), we have

\[
V_G(\lambda)_\mu = \left\{ \frac{f_{\beta_1}}{k_1!} \cdots \frac{f_{\beta_r}}{k_r!} v^\lambda : \gamma_1 < \ldots < \gamma_r \in \Phi^+, \mu + \sum_{i=1}^r k_i \gamma_i = \lambda \right\}_K,
\]

(5)

where \( < \) is the ordering on \( \Phi^+ \) introduced in Section 2.2. We refer the reader to [Hum78, Chapter VII] or to [Ste68, Chapters 1, 2, 3] for a detailed account of the related theory.

**Lemma 2.10**

Adopt the notation introduced above and let \( \beta_1 < \beta_2 \leq \ldots \leq \beta_r \in \Phi^+ \) be such that \( \lambda - \beta_1 \notin \Lambda(\lambda) \). Also let \( k \in \mathbb{Z}_{>0} \) and set \( \mu = \lambda - k \beta_1 - \sum_{i=2}^r \beta_i \). Then

\[
f_{\beta_1} f_{\beta_2} \cdots f_{\beta_r} v^\lambda \in \left\{ \frac{f_{\gamma_1}}{k_1!} \cdots \frac{f_{\gamma_r}}{k_r!} v^\lambda : \beta_1 < \gamma_1 \leq \gamma_2 \leq \ldots \leq \gamma_s \in \Phi^+, \mu + \sum_{j=1}^s \gamma_j = \lambda \right\}_Z.
\]

**Proof.** We first show the result for \( k = 1 \), proceeding by induction on \( r \). In the case where \( r = 2 \), we have \( f_{\beta_1} f_{\beta_2} v^\lambda = -N(\beta_1, \beta_2) f_{\beta_1 + \beta_2} v^\lambda + f_{\beta_2} f_{\beta_1} v^\lambda \), where \( N(\beta_1, \beta_2) \in \mathbb{Z} \). Also, since \( \lambda - \beta_1 \notin \Lambda(\lambda) \), we have \( f_{\beta_2} f_{\beta_1} v^\lambda = 0 \) and hence \( f_{\beta_1} f_{\beta_2} v^\lambda \in \left\{ f_{\beta_1 + \beta_2} v^\lambda \right\}_Z \) as desired. So assume \( r > 2 \) and consider \( \beta_1 < \beta_2 \leq \ldots \leq \beta_r \in \Phi^+ \) as in the statement of the lemma. We have

\[
f_{\beta_1} \cdots f_{\beta_r} v^\lambda = -N(\beta_1, \beta_2) f_{\beta_1 + \beta_2} \cdots f_{\beta_r} v^\lambda + f_{\beta_2} \cdots f_{\beta_1} f_{\beta_2} \cdots f_{\beta_r} v^\lambda,
\]

where again \( N(\beta_1, \beta_2) \in \mathbb{Z} \), and since each of \( f_{\beta_1 + \beta_2} \cdots f_{\beta_r} v^\lambda \), \( f_{\beta_2} \cdots f_{\beta_1} f_{\beta_2} \cdots f_{\beta_r} v^\lambda \) satisfies the desired condition by induction, the result holds in the case where \( k = 1 \). Finally, assume \( k > 1 \), \( r \geq 2 \), and consider \( \beta_1 < \beta_2 \leq \ldots \leq \beta_r \in \Phi^+ \) as in the statement of the lemma. Thanks to our induction hypothesis, the vector \( f_{\beta_1} \cdots f_{\beta_r} v^\lambda \) can be written as a \( \mathbb{Z} \)-linear combination of elements of the form \( f_{\beta_1} f_{\gamma_1} \cdots f_{\gamma_s} v^\lambda \) with \( \beta_1 < \gamma_1 \leq \gamma_2 \leq \ldots \leq \gamma_s \in \Phi^+ \). Consequently the result follows from the \( k = 1 \) case above.

Finally, for \( \lambda \in X^+(T) \) a dominant character, set

\[
\Phi^+_\lambda = \{ \gamma \in \Phi^+ : \lambda - \gamma \in \Lambda(\lambda) \},
\]

and write \( m_\lambda = |\Phi^+| - |\Phi^+_\lambda| \). The following generalization of Lemma 2.10 shows that under certain conditions on \( \lambda \) and \( \mu \), the set \( \Phi^+ \) can be replaced by \( \Phi^+_\lambda \) in the description of \( V_G(\lambda)_\mu \) given in (5).

**Proposition 2.11**

Adopt the notation introduced above and consider a weight \( \mu \in \Lambda(\lambda) \) such that \( \mu = \lambda - \sum_{r=1}^n c_r \alpha_r \) for some \( 0 \leq c_1, \ldots, c_n < p \). Then

\[
V_G(\lambda)_\mu = \left\{ \frac{f_{\gamma_1}}{k_1!} \cdots \frac{f_{\gamma_r}}{k_r!} v^\lambda : \gamma_1 < \ldots < \gamma_r \in \Phi^+_\lambda, \mu + \sum_{i=1}^r k_i \gamma_i = \lambda \right\}_K.
\]
Proof. Let $\beta_1 < \ldots < \beta_r \in \Phi^+$ and $k_1, \ldots, k_r \in \mathbb{Z}_{>0}$ be such that $\mu + \sum_{i=1}^r k_i \beta_i = \lambda$. Arguing by induction on $m_\lambda$ (the case where $m_\lambda = 1$ immediately following from Lemma 2.10), one easily sees that $f_{\beta_1}^{k_1} \cdots f_{\beta_r}^{k_r} v^\lambda$ can be written as a $\mathbb{Z}$-linear combination of elements of the form $f_{\gamma_1}^{l_1} \cdots f_{\gamma_s}^{l_s} v^\lambda$, where $l_1, \ldots, l_s \in \mathbb{Z}_{>0}$ and $\gamma_1 < \ldots < \gamma_s \in \Phi^+$. Now thanks to our assumption on $\mu$, we obviously have $0 < k_1, \ldots, k_r < p$, showing that the element
\[
\frac{f_{\beta_1}^{k_1}}{k_1!} \cdots \frac{f_{\beta_r}^{k_r}}{k_r!} v^\lambda \in V_G(\lambda)_\mu
\]
is a $K$-linear combination of elements of the form $\frac{f_{\gamma_1}^{l_1}}{l_1!} \cdots \frac{f_{\gamma_s}^{l_s}}{l_s!} v^\lambda$. Finally, since $k_1, \ldots, k_r \in \mathbb{Z}_{>0}$ and $\beta_1 < \ldots < \beta_r \in \Phi^+$ were arbitrarily chosen (such that $\mu + \sum_{i=1}^r k_i \beta_i = \lambda$), the proof is complete. \hfill \Box

3. PROOF OF THEOREM 1

Let $K$ be an algebraically closed field of characteristic $p \geq 0$, $Y$ a simply connected simple algebraic group of type $B_n$ ($n \geq 3$) over $K$, and $X$ the subgroup of $Y$ of type $D_n$ embedded in the usual way. Fix a Borel subgroup $B_Y = U_Y T_Y$ of $Y$, where $T_Y$ is a maximal torus of $Y$ and $U_Y$ the unipotent radical of $B_Y$, let $\Pi(Y) = \{\alpha_1, \ldots, \alpha_n\}$ denote a corresponding base of the root system $\Phi(Y) = \Phi^+(Y) \cup \Phi^-(Y)$ of $Y$, and let $\{\lambda_1, \ldots, \lambda_n\}$ be the associated set of fundamental dominant weights for $T_Y$. Here we have
\[
X = (T_Y, U_\alpha : \alpha \in \Phi(Y) \text{ is a long root}).
\]
Let $B_X = U_X T_X$ be a Borel subgroup of $X$, where $T_X = T_Y$ is a maximal torus of $X$ and $U_X = U_Y \cap X$ the unipotent radical of $B_X$, and denote by $\Pi(X) = \{\beta_1, \ldots, \beta_n\}$ the corresponding base of the root system $\Phi(X) = \Phi^+(X) \cup \Phi^-(X)$ of $X$. Here $\beta_i = \alpha_i$ for every $1 \leq i < n$, $\beta_n = \alpha_n - 1 + 2\alpha_n$, while the corresponding fundamental dominant $T_X$-weights $\omega_1, \ldots, \omega_n$ satisfy
\[
\lambda_i|T_X = \omega_i, \text{ for } 1 \leq i < n - 1, \quad \lambda_{n-1}|T_X = \omega_{n-1} + \omega_n, \quad \text{and } \lambda_n|T_X = \omega_n.
\]
(6)

In addition, fix a Chevalley basis $\mathcal{B} = \{f_\alpha, h_\alpha, e_\alpha : \alpha \in \Phi^+(Y), 1 \leq r \leq n\}$ of $\text{Lie}(Y)$, as in Section 2.2 and let $V = L_Y(\lambda)$ be a non-trivial irreducible $KY$-module having $p$-restricted highest weight $\lambda \in X^+(T_Y)$. Finally, set $\omega = \lambda|T_X$ and let $v^\lambda$ denote a maximal vector of weight $\lambda$ in $V$ for $B_Y$. Since $B_X \subset B_Y$, the latter is a maximal vector for $B_X$ as well, showing that $\omega$ affords the highest weight of a $KX$-composition factor of $V$. In this final section, we prove the main results of this paper, namely Theorem 4.4 and Corollary 4.2

First suppose that $\langle \lambda, \alpha_n \rangle \neq 0$ and observe that in this situation, the element $f_{\alpha_n} v^\lambda$ is non-zero and satisfies $x_{\beta}(c) f_{\alpha_n} v^\lambda = f_{\alpha_n} v^\lambda$ for every $\beta \in \Pi(X)$ and $c \in K$. In other words, $f_{\alpha_n} v^\lambda$ is a maximal vector in $V$ for $B_X$ and the $T_X$-weight $\omega' = (\lambda - \alpha_n)|T_X$ affords the highest weight of a second $KX$-composition factor of $V$. One then easily sees that $\omega$ and $\omega'$ are interchanged by the graph automorphism $\theta$ of order 2 of $X$, so that
\[
\Lambda(\omega) \cap \Lambda(\omega') = \emptyset.
\]
(7)

Also observe that if $\langle \lambda, \alpha_n \rangle > 1$, then $(\lambda - 2\alpha_n)|T_X \in \Delta(V|X)$ is neither in $\Lambda(\omega)$ nor $\Lambda(\omega')$, giving the existence of a third $KX$-composition factor of $V$. Therefore we may and shall assume $\langle \lambda, \alpha_n \rangle = 1$, and since $L_X(\omega)$ and $L_X(\omega')$ are interchanged by $\theta$. [For96, Theorem 3.3] applies, yielding the following result. (The assertion on the complete reducibility of $V|_X$ immediately follows from [7]).

13
Theorem 3.1 (The case $\langle \lambda, \alpha_n \rangle \neq 0$)
Let $V$ be an irreducible $KY$-module having $p$-restricted highest weight $\lambda \in X^+(T_Y)$, with $\langle \lambda, \alpha_n \rangle \neq 0$. In addition, if $\lambda \notin Z\lambda_n$, let $1 \leq k < n$ be maximal such that $\langle \lambda, \alpha_k \rangle \neq 0$. Then $X$ has exactly two composition factors on $V$ if and only if one of the following holds.

(i) $\lambda = \lambda_n$.

(ii) $\lambda$ is not as in $\langle \lambda, \alpha_n \rangle = 1$, and the following divisibility conditions are satisfied.

(a) $p \mid a_i + a_j + j - i$ for every $1 \leq i < j < n$ such that $a_i a_j \neq 0$ and $a_r = 0$ for $i < r < j$.

(b) $p \mid 2(a_k + n - k) + 1$.

Moreover, if $X$ has exactly two composition factors on $V$, then $V|_X$ is completely reducible.

As Theorem 3.1 yields a proof of Theorem 1 in the case where $\langle \lambda, \alpha_n \rangle \neq 0$, we may and shall assume $\langle \lambda, \alpha_n \rangle = 0$ in the remainder of this section. In addition, we might as well assume $p \neq 2$ (so we can apply the results in Sections A and B), since otherwise $X$ acts irreducibly on $V = L_Y(\lambda)$ by [Sei87, Theorem 1, Table 1 (MR4)]. Here again, we can define

$$k = \max \{1 \leq r < n : \langle \lambda, \alpha_r \rangle \neq 0\}$$

(as $\lambda \neq 0$), and since $p \neq 2$, observe that $w^+ = f_{\alpha_k + \cdots + \alpha_n} v^+ \in V$ is non-zero. Moreover, $x_\beta(c)w^+ = w^+$ for every $\beta \in \Pi(X)$ and $c \in K$. Therefore $w^+$ is a maximal vector in $V$ for $B_X$ and thus the $T_X$-weight $\omega' = (\lambda - (\alpha_k + \cdots + \alpha_n))|_{T_X}$ affords the highest weight of a second $KX$-composition factor of $V$.

Finally, notice that $\omega' = \omega - (\beta_1 + \cdots + \beta_{n-2} + \frac{1}{2}\beta_{n-1} + \frac{1}{2}\beta_n)$ and hence

$$\Lambda(\omega) \cap \Lambda(\omega') = \emptyset.$$  \hspace{1cm} (8)

The next result shows that a necessary condition for $X$ to have exactly two composition factors on $V$ is for $\omega'$ to be $p$-restricted. In addition, it also provides a proof of Theorem 1 in the case where $V$ has highest weight $\lambda = \lambda_k$.

Lemma 3.2

Adopt the notation introduced above. If $\omega'$ is not $p$-restricted, then $X$ acts with more than two composition factors on $V$. Also if $\lambda = \lambda_k$, then $V|_X$ has exactly two composition factors and is completely reducible.

Proof. First suppose that $\omega'$ is not $p$-restricted. Since $\langle \lambda, \alpha_n \rangle = 0$, we then have $p \mid a_{k-1} + 1$ by (6), so that $\langle \lambda - (\alpha_k - 1 + \cdots + \alpha_n) \rangle|_{T_X} \notin \Lambda(\omega) \cup \Lambda(\omega')$ by Theorem 2.5. Consequently the latter weight occurs in a third $KX$-composition factor of $V$ and the desired assertion holds. Next assume $\lambda = \lambda_k$, in which case an application of [McN98, Proposition 4.2.2 Parts (e),(f)] yields $V \cong V_Y(\lambda)$, as well as $L_X(\omega) \cong V_X(\omega)$ and $L_X(\omega') \cong V_X(\omega')$. A straightforward computation (using Weyl’s degree formula [Hum78 Corollary 24.3], for example) then yields $\dim V = \dim L_X(\omega) + \dim L_X(\omega')$, showing that $X$ acts with exactly two composition factors on $V$. Finally, the assertion on the complete reducibility follows directly from (8).

In view of Lemma 3.2, we assume $\lambda \neq \lambda_k$ and suppose that each of the weights $\omega, \omega' \in X^+(T_X)$ is $p$-restricted for the remainder of this section, which in particular implies $0 \leq a_{k-1} < p - 1$. Now observe that $X$ acts with exactly two composition factors on $V$ if and only if $\langle Xv^+ \rangle$ and $\langle Xw^+ \rangle$ are irreducible and $V = \langle Xv^+ \rangle \oplus \langle Xw^+ \rangle$. The next result shows that the latter equality can be translated into an equality of modules for the Lie algebra $\text{Lie}(X)$ of $X$. 
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Lemma 3.3
Adopt the notation introduced above. Then $X$ acts with exactly two composition factors on $V$ if and only if

$$V = \text{Lie}(X)v^+ \oplus \text{Lie}(X)w^+.$$  

Proof. First assume $X$ has exactly two composition factors on $V$. Then $V = \langle Xv^+ \rangle \oplus \langle Xw^+ \rangle$ (as seen above), with both $\langle Xv^+ \rangle$ and $\langle Xw^+ \rangle$ irreducible. Now since $\omega, \omega' \in X^+(T_X)$ are $p$-restricted, we get that $\langle Xv^+ \rangle$ and $\langle Xw^+ \rangle$ are irreducible as modules for Lie($X$) by [Cur60, Theorem 1]. Hence $\langle Xv^+ \rangle = \text{Lie}(X)v^+$ and $\langle Xw^+ \rangle = \text{Lie}(X)w^+$, so that $V = \langle Xv^+ \rangle \oplus \text{Lie}(X)w^+$ as desired. Conversely, suppose that $V = \text{Lie}(X)v^+ \oplus \text{Lie}(X)w^+$. Then $V = \langle Xv^+ \rangle + \langle Xw^+ \rangle$, and since $\langle Xv^+ \rangle, \langle Xw^+ \rangle$ are homomorphic images of $V_X(\omega), V_X(\omega')$, respectively, we deduce from (3) that

$$V = \langle Xv^+ \rangle \oplus \langle Xw^+ \rangle.$$  

In particular $V|_X$ contains a quotient isomorphic to $L_X(\omega)$, and since $X$ is self-dual as a $KY$-module, its restriction to $X$ is self-dual as well. Therefore there exists a submodule $U$ of $V|_X$ such that $U \cong L_X(\omega)$. As $(V|_X)_\omega = \langle v^+ \rangle_K$, we then get that $\langle Xv^+ \rangle \subseteq U \cong L_X(\omega)$. A similar argument shows that $\langle Xw^+ \rangle \cong L_X(\omega')$, thus completing the proof. □

The following result, whose proof is similar to that of [For99, Lemma 3.4], gives a necessary and sufficient condition for $V|_{\text{Lie}(X)}$ to be equal to the direct sum of Lie($X)v^+$ and Lie($X)w^+$, which by Lemma 3.3 translates to a necessary and sufficient condition for $X$ to act with exactly two composition factors on $V$.

Proposition 3.4
Adopt the notation introduced above. Then $V = \text{Lie}(X)v^+ \oplus \text{Lie}(X)w^+$ if and only if for every $1 \leq i \leq k$, we have $f_{i,n}v^+ \in \text{Lie}(X)w^+$ and $f_{i,n}w^+ \in \text{Lie}(X)v^+$.

Proof. First assume $V = \text{Lie}(X)v^+ \oplus \text{Lie}(X)w^+$ and consider $1 \leq i \leq k$. Also let $v \in \text{Lie}(X)v^+$ and $w \in \text{Lie}(X)w^+$ be the unique elements such that $f_{i,n}v^+ = v + w$. As $f_{i,n}v^+$ lies in the weight space $V_{\lambda-(\alpha_1+\cdots+\alpha_n)}$, so do $v$ and $w$. Observe however that $\text{Lie}(X)v^+ \cap V_{\lambda-(\alpha_1+\cdots+\alpha_n)} = 0$, forcing $v = 0$ and thus $f_{i,n}v^+ = w \in \text{Lie}(X)w^+$. A similar argument shows that $f_{i,n}w^+ \in \text{Lie}(X)v^+$, thus the desired result.

Conversely, suppose that $f_{i,n}v^+ \in \text{Lie}(X)w^+$ and $f_{i,n}w^+ \in \text{Lie}(X)v^+$ for every $1 \leq i \leq k$, and write $U = \text{Lie}(X)v^+ \oplus \text{Lie}(X)w^+ \subseteq V$. We first show that

$$f_{\gamma_1} \cdots f_{\gamma_s} v^+ \in U$$  

for every $\gamma_1 \in \Phi^+(Y)$ short and $\gamma_2, \ldots, \gamma_s \in \Phi^+(Y)$ long. We proceed by induction on $s \geq 2$, first considering the situation where $s = 2$. Here we have $f_{\gamma_1}f_{\gamma_2}v^+ = N_{(\gamma_1,\gamma_2)}f_{\gamma_1+\gamma_2}v^+ + f_{\gamma_2}f_{\gamma_1}v^+$, where $N_{(\gamma_1,\gamma_2)} = 0$ if $\gamma_1 + \gamma_2 \notin \Phi^+(Y)$. Since $f_{\gamma_1}v^+$ belongs to Lie($X)v^+$ by assumption and $\gamma_2$ is a long root in $\Phi^+(Y)$, we deduce that $f_{\gamma_2}f_{\gamma_1}v^+ \in \text{Lie}(X)v^+$. So it only remains to check that $N_{(\gamma_1,\gamma_2)}f_{\gamma_1+\gamma_2}v^+ \in \text{Lie}(X)w^+$. If $\gamma_1 + \gamma_2 \notin \Phi^+(Y)$, then $N_{(\gamma_1,\gamma_2)} = 0$ and there is nothing to do, while if on the other hand $\gamma_1 + \gamma_2$ is a root, then one easily checks that the latter has to be short, allowing us to conclude thanks to our initial assumption. Next consider $s > 2$ and observe that we have

$$f_{\gamma_1} \cdots f_{\gamma_s} v^+ = f_{\gamma_2}f_{\gamma_1}f_{\gamma_3} \cdots f_{\gamma_s} v^+ + N_{(\gamma_1,\gamma_2)}f_{\gamma_1+\gamma_2}f_{\gamma_3} \cdots f_{\gamma_s} v^+.$$  
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Thanks to our induction assumption and the above discussion, each of the vectors \( f_{\gamma_1} f_{\gamma_2} \cdots f_{\gamma_s} v^+ \) and \( f_{\gamma_1 + \gamma_2} f_{\gamma_3} \cdots f_{\gamma_s} v^+ \) lies inside \( U \), and as \( \gamma_2 \) is long, we get that \( f_{\gamma_1} \cdots f_{\gamma_s} v^+ \in U \) as desired. Arguing in a similar fashion, one shows that \( f_{\gamma_1} \cdots f_{\gamma_s} w^+ \in U \) as well, where \( \gamma_1, \gamma_2, \ldots, \gamma_s \) are as above.

To complete the proof, notice that since \( \lambda \in X^+(T_Y) \) is \( p \)-restricted, the \( KY \)-module \( V \) is irreducible as a \( \text{Lie}(Y) \)-module by [Cur60, Theorem 1] and hence \( V = \text{Lie}(Y)v^+ \). Therefore in order to show that \( U = V \), it suffices to prove that \( f_{\gamma_1} \cdots f_{\gamma_s} v^+ \in U \) for any positive roots \( \gamma_1, \ldots, \gamma_s \in \Phi^+(Y) \). Again, we proceed by induction on \( s \geq 1 \), first observing that the desired assertion holds in the case where \( s = 1 \) by our initial assumption. Now assume \( s \geq 2 \) and consider \( \gamma_1, \ldots, \gamma_s \in \Phi^+(Y) \). Thanks to our induction hypothesis, we get that \( f_{\gamma_1} \cdots f_{\gamma_s} v^+ \in U \), and hence \( f_{\gamma_1} \cdots f_{\gamma_s} v^+ \) can be rewritten as a linear combination of elements of the form \( f_{\gamma_1} f_{\delta_1} \cdots f_{\delta_t} v^+ \), where \( \delta_1, \ldots, \delta_t \) are long roots in \( \Phi^+(Y) \). The result then obviously holds if \( \gamma_1 \) is long, while if on the other hand \( \gamma_1 \) is short, then the assertion follows from the above discussion. Consequently \( U = V \), thus completing the proof.

In view of Lemma 3.3 and Proposition 3.4, one observes that the key to the proof of Theorem 1 resides in determining all pairs \( (\lambda, p) \) such that \( f_{i,n} v^+ \in \text{Lie}(X)w^+ \) and \( f_{i,n} w^+ \in \text{Lie}(X)v^+ \) for every \( 1 \leq i \leq k \). The rest of this section is devoted to the proof of the three following technical lemmas, which provide a partial answer to this question. We refer the reader to Appendices A and B for notation such as \( V_{r,k} \), where \( 1 \leq r < k \).

**Lemma 3.5**

*Suppose that \( f_{r,k} v^+ \in V_{r,k} \) for every \( 1 \leq r < k \). Then \( f_{i,n} v^+ \in \text{Lie}(X)w^+ \) for every \( 1 \leq i \leq k \). Conversely, if \( 1 \leq i < k \) is such that \( f_{i,n} v^+ \in \text{Lie}(X)w^+ \), then \( f_{i,k} \in V_{i,k} \).*

**Proof.** We start by showing the second assertion, considering \( 1 \leq i < k \) as in the statement of the latter. Since \( \text{Lie}(X)w^+ \cap V_{\lambda-(\alpha_1 + \cdots + \alpha_n)} \subset V_{i,n} \), we immediately get that \( f_{i,n} v^+ \in V_{i,n} \). Moreover, as \( f_{t,n} v^+ = 0 \) for \( k < t \leq n \), there exists \( \{\xi_j, \xi_j^1 (m) : i \leq j < k-1, (m) \in P(i,j)\} \subset K \) such that

\[
f_{i,n} v^+ = \sum_{j=i}^{k-1} (\xi_j f_{ij} f_{j+1,n} v^+ + \sum_{(m) \in P(i,j)} \xi_j^1 (m) f_{j+1,n} v^+).
\]

Applying successively \( e_{\alpha_1}, e_{\alpha_n-1}, \ldots, e_{\alpha_{k+1}} \) gives a non-zero multiple of \( f_{i,k} v^+ \) on the left-hand side and elements lying inside \( V_{i,k} \) on the right-hand side, so that \( f_{i,k} v^+ \in V_{i,k} \) as desired.

Conversely, assume \( f_{r,k} v^+ \in V_{r,k} \) for every \( 1 \leq r < k \) and consider \( 1 \leq i < k \). We proceed by induction on \( 1 \leq k-i < k \). In the case where \( i = k-1 \), observe that \( f_{k+1,n} v^+ = 0 \) and \( V_{k-1,k} = \langle f_{\alpha_{k-1}} f_{\alpha} v^+ \rangle_K \), so that

\[
f_{k-1,n} v^+ = f_{k+1,n} f_{k-1,n} v^+ = \xi f_{\alpha_{k-1}} f_{k+1,n} f_{\alpha} v^+ = \xi f_{\alpha_{k-1}} f_{k,n} v^+ = \xi f_{\alpha_{k-1}} v^+
\]

for some \( \xi \in K \). Therefore the result holds in this situation since \( \alpha_{k-1} \in \Phi^+(Y) \) is long. Next consider \( 1 \leq i < k-1 \) and observe that since \( f_{k+1,n} v^+ = 0 \), we have \( f_{i,n} v^+ = f_{k+1,n} f_{i,k} v^+ \). Furthermore, as \( f_{i,k} v^+ \in V_{i,k} \) by assumption, there exists \( \{\xi(m) : (m) \in P(i,k)\} \subset K \) such that

\[
f_{i,k} v^+ = \sum_{(m) \in P(i,k)} \xi(m) f_{i} v^+.
\]
Now notice that for any fixed \((m) = (m_r)_{r=1}^s \in P(i, k)\), the element \(f_{k+1,n}\) commutes with \(f_{i,m_1}\) as well as \(f_{m_s+1,m_{r+1}}\) for \(1 \leq r < s\). Consequently \(f_{k+1,n}f_m = f_t f_{m_1} \cdots f_{m_s+1,m_{r+1}} f_{m_s+1,n} f_m^+\) and our induction assumption applies, showing that \(f_{k+1,n} f_{(m)} f^+ \in \text{Lie}(X) f^+\). Since \((m)\) was arbitrarily chosen in \(P(i, k)\), the result follows.

Next consider the \(\gamma (Y)\)-weight \(\mu = \lambda - 2(\alpha_k + \cdots + \alpha_n) \in \Lambda^+(\lambda)\). By (18), together with Lemma 2.8 (applied to the \(B_n-k+1\)-parabolic corresponding to the simple roots \(\alpha_k, \ldots, \alpha_n\)), the weight space \(V_\mu\) is spanned by the vectors
\[
\{f_{k,n} f^+\} \cup \{f_{k,j} f_{k,j+1} f^+\}_{k < j \leq n}. 
\]

As in Appendix [3], we write \(V_{k,n}^2\) to designate the span of all the generators in (9) except for \(f_{k,n} f^+\). Clearly, we have \(V_{k,n}^2 \subset \text{Lie}(X) f^+\), since the elements of \(V_{k,n}^2\) are of the form
\[
f_{\gamma_1} f_{\gamma_2} f^+, \\
\]
where both \(\gamma_1\) and \(\gamma_2\) are long roots in \(\Phi^+(Y)\). Conversely, one easily sees that \(\text{Lie}(X) f^+ \cap V_\mu \subset V_{k,n}^2\), so that the next result holds. (The case where \(a_k = 1\) immediately follows from Proposition 1.1)

**Lemma 3.6**

Adopt the notation introduced above. If \(a_k = 1\), then \(f_{k,n} f^+ \in \text{Lie}(X) f^+\), while if on the other hand \(a_k > 1\), then \(f_{k,n} f^+ \in V_{k,n}^2\) if and only if \(f_{k,n} f^+ \in \text{Lie}(X) f^+\).

Finally, assume \(\langle \lambda, \alpha_k \rangle = 1\) and let \(1 \leq l < k\) be such that \(\langle \lambda, \alpha_l \rangle \neq 0\), but \(\langle \lambda, \alpha_r \rangle = 0\) for every \(l < r < k\). (Such an integer \(l\) exists, since \(\lambda 
\neq \lambda_k\).) Also suppose that \(f_{l,k} f^+ \in V_{l,k}\) and write \(\mu = \lambda - (\alpha_l + \cdots + \alpha_{k-1} + 2\alpha_k + \cdots + 2\alpha_n)\). Using Proposition 3.15 together with Lemma 2.8 (applied to the Levi subgroup of type \(B_n-l+1\) corresponding to the simple roots \(\alpha_l, \ldots, \alpha_n\)) shows that the weight space \(V_\mu\) is spanned by the vectors
\[
\{F_{l,k} f^+\} \cup \{f_{l,j} f_{l,j+1} f^+\}_{l < j \leq k-2} \\
\cup \{f_{l,j} f_{l,j+1} f_{l,k} f_{k+1} f^+\}_{l < j \leq k-2} \\
\cup \{f_{l,j} f_{l,j+1} f_{l,k} f_{k+1} f^+\}_{k < j \leq n} \\
\cup \{f_{l,n} f^+\}. 
\]

As in Appendix [3] we write \(V_{l,k,n}\) to designate the span of all the generators in (10) except for \(f_{l,n} f^+\). Clearly, we have \(V_{l,k,n} \subset \text{Lie}(X) f^+\), since the elements of \(V_{l,k,n}\) are of the form
\[
f_{\gamma_1} \cdots f_{\gamma_r} f^+, \\
\]
with \(\gamma_1, \ldots, \gamma_r\) long roots in \(\Phi^+(Y)\). Conversely, one easily sees that \(\text{Lie}(X) f^+ \cap V_\mu \subset V_{l,k,n}\), so that the following result holds.

**Lemma 3.7**

Assume \(a_k = 1\) and suppose that \(f_{l,k} f^+ \in V_{l,k}\). Then adopting the notation introduced above, we have that \(f_{l,n} f^+ \in V_{l,k,n}\) if and only if \(f_{l,n} f^+ \in \text{Lie}(X) f^+\).

Finally, we are now in a position to prove Theorem 1.
Proof of Theorem 1. Let us first assume that $X$ acts with exactly two composition factors on $V$. By Theorem 3.1, we may and shall assume $(\lambda, \alpha_n) = 0$ in the remainder of the proof, as well as $p \neq 2$, (since otherwise $X$ acts irreducibly on $V$ by [Sei87, Theorem 1, Table 1 (MR4)])). Furthermore, an application of Lemma 3.2 shows that $\omega'$ is restricted and also allows us to assume the existence of $1 \leq l < k < n$ maximal such that $a_l a_k \neq 0$. Thanks to Lemma 3.3 and Proposition 3.4, we then have $f_{r,n} v^+ \in \text{Lie}(X) w^+$ and $f_{r,n} w^+ \in \text{Lie}(X) v^+$ for every $1 \leq r \leq k$, which in particular yields $f_{r,k} v^+ \in V_{r,k}$ for every $1 \leq r \leq k$ by Lemma 3.5. Consequently, applying Theorem A.7 (to the Levi subgroup of type $A_k$ corresponding to the simple roots $\alpha_1, \ldots, \alpha_k$) yields the divisibility conditions in (iii)a of Theorem 1. We next show that the divisibility condition in (iii)b of Theorem 1 is satisfied as well, first considering the case where $a_k > 1$. Here $f_{l,n} w^+ \in V_{l,n}^2$ by Lemma 3.6 and hence an application of Proposition 3.4 (to the Levi subgroup of type $B_{n-k+1}$ corresponding to the simple roots $\alpha_k, \ldots, \alpha_n$) yields the desired result. Finally, suppose that $a_k = 1$, in which case $f_{l,n} w^+ \in V_{l,k,n}$ by Lemma 3.7. If $l = k - 1$, then the result holds by Proposition B.12, while if on the other hand $1 \leq l < k - 1$, then applying Proposition B.13 yields the desired divisibility condition.

To complete the proof, let us consider $(\lambda, p)$ as in (i) (iii) or (iii) of Theorem 1. By Theorem 3.1 and Lemma 3.2 it suffices to show that $V{X \text{ has exactly two composition factors in the case where }}(\lambda, p)$ is as in (iii) of Theorem 1 with $(\lambda, \alpha_n) = 0$. Fix $1 \leq r < k$ and consider $f_{r,k} v^+$. If $a_r = 0$, then $f_{r,k} v^+ = -f_{r,k} v^+ \in V_{r,k}$, while if $a_r \neq 0$, then an application of Theorem A.7 (to the Levi subgroup corresponding to the simple roots $\alpha_r, \ldots, \alpha_k$) yields $f_{r,k} v^+ \in V_{r,k}$. Since $r$ was arbitrarily chosen, we get that $f_{i,k} v^+ \in \text{Lie}(X) w^+$ for every $1 \leq i < k$ by Lemma 3.5. Therefore by Lemma 3.3 and Proposition 3.4 it only remains to show that $f_{i,n} w^+ \in \text{Lie}(X) v^+$ for $1 \leq i \leq k$ as well.

First notice that if $i = k$, then the assertion immediately follows from Proposition B.1 or B.4 (depending on whether $a_k = 1$ or not) together with Lemma 3.6 so we assume $1 \leq i < k$ in the remainder of the proof. Now if $l < i < k$, then $f_{i,k-1} v^+ = 0$ and using Lemma 2.4 we successively get

$$f_{i,n} w^+ = -f_{i,k-1} f_{k,n} w^+ + f_{k,n} f_{i,k-1} f_{k,n} v^+$$
$$= -f_{i,k-1} f_{k,n} w^+ - f_{k,n} f_{i,n} v^+$$
$$= -f_{i,k-1} f_{k,n} w^+ + 2 f_{i,k} v^+ - f_{i,n} w^+,$$

so that $f_{i,n} w^+ = F_{i,k} v^+ - 1/2 f_{i,k-1} f_{k,n} w^+$. Clearly $F_{i,k} v^+ \in \text{Lie}(X) v^+$, while $f_{i,k-1} f_{k,n} w^+ \in \text{Lie}(X) v^+$ thanks to the fact that $\alpha_i + \cdots + \alpha_{k-1} \in \Phi^+(Y)$ is long, hence the desired result in this situation.

We next proceed by induction on $0 \leq l - i \leq l - 1$, first considering the case where $i = l$. If $a_k = 1$, we have $f_{l,n} w^+ \in V_{l,k,n}$ by Proposition B.12 or B.13 (depending on whether $l = k - 1$ or not), and hence an application of Lemma 3.7 yields $f_{l,n} w^+ \in \text{Lie}(X) w^+$. If on the other hand $a_k > 1$, applying Remark A.4 to the Levi subgroup corresponding to the simple roots $\alpha_l, \ldots, \alpha_k$ yields

$$a_k f_{l,n} v^+ = a_k f_{k+1,n} f_{l,k} v^+ = \sum_{s=1}^{k-1} f_{l,s} f_{k+1,n} f_{s+1,k} v^+ = \sum_{s=1}^{k-1} f_{l,s} f_{s+1,n} v^+, $$
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so that

\[ a_k f_{i,n} w^+ = 2a_k F_{i,k} v^+ + a_k f_{k,n} f_{i,n} v^+ \]

\[ = 2a_k F_{i,k} v^+ + (1 - \delta_{i,k-1}) \sum_{s=l}^{k-2} f_{s,s} f_{k,n} f_{s+1,n} v^+ + f_{k,n} f_{i,k-1} w^+ \]

\[ = 2a_k F_{i,k} v^+ + (1 - \delta_{i,k-1}) \sum_{s=l}^{k-2} f_{i,s} f_{k,n} f_{s+1,n} v^+ + f_{i,k-1} f_{k,n} w^+ + f_i w^+, \]

and since \( a_k > 1 \), we finally obtain

\[ f_{i,n} w^+ = (a_k - 1)^{-1} \left( 2a_k F_{i,k} v^+ + (1 - \delta_{i,k-1}) \sum_{s=l}^{k-2} f_{s,s} f_{k,n} f_{s+1,n} v^+ + f_{i,k-1} f_{k,n} w^+ \right). \]

Clearly \( F_{i,k} v^+ \in \text{Lie}(X) v^+ \), while each of the remaining terms on the right-hand side belongs to \( \text{Lie}(X) v^+ \) thanks to our induction hypothesis, from which we deduce that \( f_{i,n} w^+ \in \text{Lie}(X) v^+ \) as desired. Finally, assume \( 1 \leq i < l \). Again, using Lemma 2.4 we successively get

\[ f_{i,n} w^+ = -f_{i,k-1} f_{k,n} w^+ + f_{k,n} f_{i,k-1} f_{k,n} v^+ \]

\[ = -f_{i,k-1} f_{k,n} w^+ - f_{k,n} f_{i,n} v^+ + (f_{k,n})^2 f_{i,k-1} v^+ \]

\[ = -f_{i,k-1} f_{k,n} w^+ + 2F_{i,k} v^+ - f_{i,n} w^+ + (f_{k,n})^2 f_{i,k-1} v^+, \]

so it only remains to show that \((f_{k,n})^2 f_{i,k-1} v^+ \in \text{Lie}(X) v^+\). By Theorem A.7 and Lemma A.5 (applied to suitable Levi subgroups of \( Y \)), we get that \( f_{i,k-1} \in V_i, k-1 \), and hence the existence of a subset \( \{ \xi_j, \xi_{(m)}^{(j)} : i \leq j \leq k-2, (m) \in P(i,j) \} \) of \( K \) such that

\[ f_{i,k-1} v^+ = \sum_{j=1}^{k-2} \left( \xi_j f_{i,j} f_{j+1,k-1} v^+ + \sum_{(m) \in P(i,j)} \xi_{(m)}^{(j)} f_m f_{j+1,k-1} v^+ \right). \]

Now for any \( i \leq j \leq k-2 \) and any \( (m) \in P(i,j) \), we have that \( f_{i,j} \) and \( f_{(m)} \) commute with \( (f_{k,n})^2 \). Moreover, we successively get (using Lemma 2.4)

\[ (f_{k,n})^2 f_{j+1,k-1} v^+ = f_{k,n} f_{j+1,n} v^+ + f_{k,n} f_{j+1,k-1} f_{k,n} v^+ \]

\[ = f_{k,n} f_{j+1,n} v^+ + f_{j+1,n} f_{k,n} v^+ + f_{j+1,k-1} f_{k,n} v^+ \]

\[ = 2f_{k,n} f_{j+1,n} v^+ + 2F_{j+1,k} v^+ + f_{j+1,k-1} f_{k,n} v^+. \]

Clearly \( F_{j+1,k} v^+ \in \text{Lie}(X) v^+ \) and \( f_{j+1,k-1} f_{k,n} v^+ \in \text{Lie}(X) v^+ \) thanks to the \( i = k \) case and the fact that \( \alpha_j + 1 + \cdots + \alpha_{k-1} \) is long. Finally, our induction assumption implies that \( f_{k,n} f_{j+1,n} v^+ \in \text{Lie}(X) v^+ \) as well, thus completing the proof.

Finally, we present the proof of Corollary 2.
Proof of Corollary 2. Let \( \delta \in X^+(T_Y) \) be as in the statement of the corollary, and write \( \delta = \delta_0 + p\delta_1 + \cdots + p^r\delta_r \), where \( \delta_i \) is \( p \)-restricted for \( 0 \leq i \leq r \) and \( \delta_r \neq 0 \). Setting \( V = L_Y(\delta) \), an application of Theorem 2.5 yields

\[
V \cong L_Y(\delta_0) \otimes L_Y(\delta_1)^F \otimes \cdots \otimes L_Y(\delta_r)^{F^r},
\]

from which one deduces that if \( V|_X \) has exactly two composition factors, then there exists a unique \( 0 \leq j \leq r \) such that \( L_Y(\delta_j)|_X \) has exactly two composition factors, while \( L_Y(\delta_i)|_X \) is irreducible for every \( 0 \leq i \leq r \) different from \( j \). If \( p \neq 2 \), then \( \text{[Sei87, Theorem 1, Table 1 (MR4)]} \) forces \( \delta = p^r\delta_r \), that is \( \delta \) is as in (i) of Corollary 2. If on the other hand \( p = 2 \), then \( \delta_j = \lambda_n \) by Theorem 1, while \( \text{[Sei87, Theorem 1, Table 1 (MR4)]} \) yields \( \langle \delta_i, \alpha_n \rangle = 0 \) for every \( 1 \leq i < r \) different from \( j \). Hence \( \delta \) is as in (ii) of Corollary 2 in this case, yielding the desired assertion.

Reciprocally, assume \( (\delta, p) \) is as in (i) or (ii) of Corollary 2. In the former case, we have \( \delta = p^r\lambda \) for some \( r \in \mathbb{Z}_{\geq 0} \) and some \( \lambda \in X^+(T_Y) \) such that \( L_Y(\lambda)|_X \cong L_X(\omega) \oplus L_X(\omega') \), where \( \omega, \omega' \in X^+(T_X) \) are \( p \)-restricted. Consequently Theorem 2.5 yields

\[
L_Y(\delta)|_X \cong L_Y(\lambda)^{F^r} \cong L_X(\omega)^{F^r} \oplus L_X(\omega')^{F^r},
\]

so that \( X \) acts with exactly two composition factors on \( L_Y(\delta) \) as desired. Finally, assume \( (\delta, p) \) is as in (ii) of Corollary 2 i.e. \( p = 2 \) and there exists \( r \in \mathbb{Z}_{\geq 0} \) such that \( \delta = \delta_0 + 2\delta_1 + \cdots + 2^r\delta_r \), where \( \delta_j = \lambda_n \) for some \( 0 \leq j \leq r \) and \( \langle \delta_i, \alpha_n \rangle = 0 \) for \( 1 \leq i < r \) different from \( j \). An application of Theorem 2.5 then yields

\[
L_Y(\delta)|_X \cong L_Y(\delta_0)|_X \otimes (L_Y(\delta_1)|_X)^F \otimes \cdots \otimes (L_Y(\delta_r)|_X)^{F^r},
\]

from which one easily concludes thanks to \( \text{[Sei87, Theorem 1, Table 1 (MR4)]} \) and Theorem 1, thus completing the proof.

\[ \square \]
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Appendix A. Weight spaces for $G$ of type $A_l$

Let $G$ be a simple algebraic group of type $A_l$ ($l \geq 2$) over $K$, fix a Borel subgroup $B = U^T$ of $G$ as usual, and let $\Pi = \{\gamma_1, \ldots, \gamma_l\}$ be a corresponding base of the root system $\Phi = \Phi^+ \cup \Phi^-$ of $G$, where $\Phi^+$ and $\Phi^-$ denote the sets of positive and negative roots of $G$, respectively. Let $\{\sigma_1, \ldots, \sigma_l\}$ be the set of fundamental weights corresponding to our choice of base $\Pi$ and consider a standard Chevalley basis

$$\mathcal{B} = \{f_\gamma, h_\gamma, e_\gamma : \gamma \in \Phi^+, 1 \leq r \leq l\}$$

for the Lie algebra $\text{Lie}(G)$ of $G$, as in Section 2.2. For a dominant character $\sigma \in X^+(T)$, simply write $V(\sigma)$ (respectively, $L(\sigma)$) to denote the Weyl module for $G$ corresponding to $\sigma$ (respectively, the irreducible $KG$-module having highest weight $\sigma$).

Throughout the first half of this section, we consider $\sigma = a\sigma_1 + b\sigma_l$, where $a, b \in \mathbb{Z}_{\geq 1}$, and set $\mu = \sigma - (\gamma_1 + \cdots + \gamma_l)$. Also for $1 \leq r \leq s \leq l$, we adopt the notation

$$f_{r,s} = f_{\gamma_r, \ldots, \gamma_s},$$

where $f_{r,r} = f_{\gamma_r}$ for $1 \leq r \leq l$ by convention. By (10) and our choice of ordering $\leq$ on $\Phi^+$, the weight space $V(\sigma)_\mu$ is spanned by $f_{1,l}v^\sigma$ together with elements of the form $f_{1,r_1}f_{r_1+1,r_2} \cdots f_{r_m+1,l}v^\sigma$, where $v^\sigma \in V(\sigma)_\sigma$ denotes a maximal vector in $V(\sigma)$ for $B$ and $1 \leq r_1 < r_2 < \cdots < r_m < l$. Now observe that $\sigma - (\gamma_r + \cdots + \gamma_l)$ is a $T$-weight of $V(\sigma)$ if and only if $r = 1$ or $s = l$. Therefore the list

$$(11) \quad \{f_{1,r}f_{r+1, l}v^\sigma\}_{1 \leq r \leq l-1} \cup \{f_{1,l}v^\sigma\}$$

forms a generating set for $V(\sigma)_\mu$ by Proposition 2.11. Furthermore, an application of Proposition 2.9 yields $\dim V(\sigma)_\mu = l$, forcing the generating elements of (11) to be linearly independent, so that the following holds.

Proposition A.1

Let $\sigma = a\sigma_1 + b\sigma_l \in X^+(T)$, where $a, b \in \mathbb{Z}_{\geq 1}$, and set $\mu = \sigma - (\gamma_1 + \cdots + \gamma_l)$. Then $\mu$ is dominant and the set (11) forms a basis of the weight space $V(\sigma)_\mu$.

We now study the relation between the quadruple $(a, b, l, p)$ and the existence of a maximal vector of weight $\mu$ in $V(\sigma)$ for $B$. For $A = (A_r)_{1 \leq r \leq l} \in K^l$, set

$$u(A) = \sum_{r=1}^{l-1} A_r f_{1,r} f_{r+1,l} v^\sigma + A_l f_{1,l} v^\sigma \in V(\sigma)_\mu.$$  

(12)

Lemma A.2

Let $\sigma, \mu$ be as above, and adopt the notation of (12). Then the following assertions are equivalent.

(i) There exists $0 \neq A \in K^l$ such that $x_\gamma(c)u(A) = u(A)$ for every $\gamma \in \Pi$ and $c \in K$.

(ii) There exists $A \in K^{l-1} \times K^+$ such that $x_\gamma(c)u(A) = u(A)$ for every $\gamma \in \Pi$ and $c \in K$.

(iii) The divisibility condition $p | a + b + l - 1$ is satisfied.

Proof. Let $A = (A_r)_{1 \leq r \leq l} \in K^l$ and set $u = u(A)$. First observe that $\gamma^\ell u \in V(\sigma)_{\mu + r\gamma}$ for $i \in \mathbb{Z}_{\geq 0}$ and $\gamma \in \Phi^\pm$, and hence $x_\gamma(c)u = u + c\gamma u$ (as $V(\sigma)_{\mu + r\gamma} = 0$ for $i > 1$). In particular, this shows that $x_\gamma(c)u = u$ for every $c \in K$ if and only if $c\gamma u = 0$ and so [4] (respectively, [ii]) is equivalent to the
existence of $0 \neq A \in K^l$ (respectively, $A \in K^{l-1} \times K^*$) such that $e_\gamma u(A) = 0$ for every $\gamma \in \Pi$. Now applying Lemma 2.3 successively yields

\[ e_\gamma u = \sum_{r=1}^{l-1} A_r e_\gamma f_{1,r}f_{r+1,l} v^\sigma + A_n e_\gamma f_{1,l} v^\sigma \]

\[ = (a+1)A_1 f_{2,l} v^\sigma - \sum_{r=2}^{l-1} A_r f_{2,r}f_{r+1,l} v^\sigma - A_l f_{2,l} v^\sigma \]

\[ = \left( (a+1)A_1 + \sum_{r=2}^{l-1} A_r - A_l \right) f_{2,l} v^\sigma, \]

\[ e_\gamma u = (A_r - A_{r-1}) f_{1,r-1}f_{r+1,l} v^\sigma, \]

\[ e_\gamma u = (A_l + bA_{l-1}) f_{1,l-1} v^\sigma, \]

where $1 < r < l$. Observe that $e_{\gamma_{r-1}} \cdots e_{\gamma_2} f_{2,l} v^\sigma = \pm f_{\gamma_1} v^\sigma \neq 0$, showing that $f_{2,l} v^\sigma \neq 0$. Similarly, one checks that each of the vectors $f_{\gamma_1} f_{3,l} v^\sigma, \ldots, f_{1,l-2} f_{3,l} v^\sigma, f_{1,l-1} v^\sigma$ is non-zero. Therefore $e_\gamma u(A) = 0$ for every $\gamma \in \Pi$ if and only if $A$ is a solution to the system of equations

\[ \begin{cases} A_l = (a+1)A_1 + \sum_{r=2}^{l-1} A_r \\ A_{r-1} = A_r \text{ for } 1 < r < l \\ A_l = -bA_{l-1}. \end{cases} \tag{13} \]

Finally, one easily sees that (13) admits a non-trivial solution $A$ if and only if $p \mid a + b + l - 1$ (showing that (i) and (iii) are equivalent), in which case $A \in \langle (1, \ldots, 1, -b) \rangle_K$ (so that (i) and (ii) are equivalent), completing the proof. □

Let $\sigma, \mu$ be as above and consider an irreducible $KG$-module $V = L(\sigma)$ having highest weight $\sigma$. Take $V = V(\sigma)/\text{rad}(\sigma)$ and write $v^\sigma$ to denote the image of $v^\sigma$ in $V$, that is, $v^\sigma$ is a maximal vector of weight $\sigma$ in $V$ for $B$. By Proposition A.1 the weight space $V_\mu$ is spanned by the vectors

\[ \{ f_{1,r}f_{r+1,l} v^\sigma \}_{1 \leq r \leq l-1} \cup \{ f_{1,l} v^\sigma \}. \tag{14} \]

We write $V_{1,l}$ to denote the span of all the generators in (14) except for $f_{1,l} v^\sigma$. The following result gives a precise description of the weight space $V_\mu$, as well as a characterization for $\mu$ to afford the highest weight of a composition factor of $V(\sigma)$.

**Proposition A.3**

Let $G$ be a simple algebraic group of type $A_l$ over $K$ and fix $a, b \in \mathbb{Z}_{\geq 1}$. Consider an irreducible $KG$-module $V = L(\sigma)$ having $p$-restricted highest weight $\sigma = a\sigma_1 + b\sigma_l$ and let $\mu = \sigma - (\gamma_1 + \cdots + \gamma_l) \in \Lambda^+(\sigma)$. Then the following assertions are equivalent.

(i) The weight $\mu$ affords the highest weight of a composition factor of $V(\sigma)$.

(ii) The generators in (14) are linearly dependent.

(iii) The element $f_{1,l} v^\sigma$ lies inside $V_{1,l}$.

(iv) The divisibility condition $p \mid a + b + l - 1$ is satisfied.

**Proof.** Clearly both (i) and (iii) imply (ii). Also if (ii) holds, then $\text{rad}(\sigma) \cap V(\sigma)_\mu \neq 0$, so $L(\nu)$ occurs as a composition factor of $V(\sigma)$ for some $\nu \in \Lambda^+(\sigma)$ such that $\mu \preceq \nu < \sigma$. Now one easily sees that
\[ m_{V(\sigma)}(\nu) = 1 \text{ for every } \mu < \nu < \sigma, \text{ which by Theorem } 2.3 \text{ forces } \nu = \mu, \text{ so that } (i) \text{ holds.} \]

Still assuming (ii) this also shows that there exists \( 0 \neq A \in K^l \) such that \( u(A) \in V(\sigma)_i \) is a maximal vector in \( V(\sigma) \) for \( B \), where we adopt the notation of (12). Therefore (ii) implies (iv) as well by Lemma A.2. Finally, suppose that (iv) holds. By Lemma A.2 there exists \( A \in K^{l-1} \times K^* \) such that \( x_\gamma(c)u(A) = u(A) \) for every \( \gamma \in \Pi \) and \( c \in K \). Consequently, we also get \( x_\gamma(c)(u(A) + \text{rad}(\sigma)) = u(A) + \text{rad}(\sigma) \) for every \( \gamma \in \Pi \) and \( c \in K \), that is, \( u(A) + \text{rad}(\sigma) \in \langle v^+ \rangle_K \cap V^\mu = 0 \). Hence (iii) holds and the proof is complete. \[ \square \]

**Remark A.4**

Let \( \sigma, \mu \) be as above and assume \( p | a + b + l - 1 \). By Proposition A.3, \( \mu \) affords the highest weight of a composition factor of \( V(\sigma) \) and \( f_{1,l}v^+ \in V_{1,l} \). Moreover, the proof of Lemma A.2 showed that

\[ u^+ = f_{1,l}\sigma - b^{-1} \sum_{r=1}^{l-1} f_{1,r}f_{r+1,l}v^\sigma \]

is a maximal vector of weight \( \mu \) in \( V(\sigma) \) for \( B \), leading to a precise description of \( f_{1,l}v^+ \) in terms of a basis of \( V_{1,l} \). This information shall prove of capital importance later in the paper.

The remainder of this section is devoted to the proof of Theorem A.7, which consists of a generalization of Proposition A.3 to irreducible \( KG \)-modules having arbitrary \( p \)-restricted highest weights. For \( 1 \leq i < j \leq l \), set

\[ P(i,j) = \left\{ (m_{r,j})_{r=1}^s : 1 \leq s \leq j - i, \ i \leq m_{1,j}^{i,j} < \ldots < m_{s,j}^{i,j} < j \right\} \]

and for any sequence \( (m) = (m_{r,j})_{r=1}^s \in P(i,j) \), write \( f_{(m)} = f_{i,m_1}f_{m_1+1,m_2} \cdots f_{m_s+1,j} \). (Also adopt the convention \( P(i,i) = \emptyset \) for \( 1 \leq i \leq l \).

Consider an irreducible \( KG \)-module having \( p \)-restricted highest weight \( \sigma = \sum_{r=1}^n a_r \sigma_r \in X^+(T) \). By (5), we get that for every \( 1 \leq i \leq j \leq l \), the weight space \( V_{\sigma-(\gamma_1+\ldots+\gamma_j)} \) is spanned by the vectors

\[ \{ f_{(m)}v^+ : (m) \in P(i,j) \} \cup \{ f_{i,j}v^+ \}, \]

where \( v^+ \) is a maximal vector of weight \( \sigma \) in \( V \) for \( B \). As before, we let \( V_{i,j} \) denote the span of all the above generators except for \( f_{i,j}v^+ \).

**Lemma A.5**

Let \( V \) be as above and assume \( f_{r,s}v^+ \in V_{r,s} \) for every \( 1 \leq r < s \leq l \) such that \( a_r a_s \neq 0 \) and \( a_t = 0 \) for \( r < t < s \). Then \( f_{i,j}v^+ \in V_{i,j} \) for every \( 1 \leq i < j \leq l \) such that \( \{ i < k \leq j : a_k \neq 0 \} \neq \emptyset \).

**Proof.** Let \( 1 \leq i < j \leq l \) be as in the statement of the lemma. If \( a_i = 0 \), then \( f_{i,j}v^+ = -f_{\gamma_i}f_{i+1,j}v^+ \) by Lemma 2.3 and hence the assertion obviously holds. Therefore assume \( a_i \neq 0 \) in the remainder of the proof and let \( i < k \leq j \) be minimal such that \( a_k \neq 0 \). Since \( f_{i,j}v^+ = f_{k+1,j}f_{i,k}v^+ - f_{i,k}f_{k+1,j}v^+ \) (thanks to Lemma 2.3 again), we get that \( f_{i,j}v^+ \in V_{i,j} \) if and only if \( f_{k+1,j}f_{i,k}v^+ \in V_{i,j} \). Now \( f_{i,k}v^+ \in V_{i,k} \) by assumption and thus there exists \( \{ \xi_{(m)} : (m) \in P(i,k) \} \subset K \) such that

\[ f_{i,k}v^+ = \sum_{(m) \in P(i,k)} \xi_{(m)}f_{(m)}v^+. \]
Observe that for any fixed \((m) = (m_r)_{r=1}^{s} \in P(i, k)\) the element \(f_{k+1,j}\) commutes with \(f_{i,m_1}\) as well as with \(f_{m_r+1,m_r+1}\) for \(1 \leq r < s\). Therefore we have

\[
f_{k+1,j} f(m) v^+ = f_{i,m_1} f_{m_1+1,m_2} \cdots f_{m_{s-1}+1,m_s} f_{k+1,j} f_{m_s+1,k} v^+.
\]

Finally, \(f_{k+1,j} f_{m_s+1,k} v^+ = f_{m_s+1,j} v^+ + f_{m_s+1,k} f_{k+1,j} v^+\) by Lemma 2.3 and hence \(f_{k+1,j} f(m) v^+ \in V_{i,j}\). Since \((m)\) was arbitrarily chosen in \(P(i, k)\), the result follows.

The next result is a special case of [For96, Proposition 3.1] (where \(i\) and \(m\) are replaced by 1 and \(l\), respectively), to which we refer the reader for a proof.

**Proposition A.6**

Let \(V\) be as above, with \(a_1 a_l \neq 0\). Also let \(1 < j \leq l\) be minimal such that \(a_j \neq 0\) and suppose that \(f_{r,l} v^+ \in V_{r,l}\) for every \(1 \leq r < l\). Then \(f_{1,j} v^+ \in V_{1,j}\).

We conclude this section by the following theorem, which shall play a key role in the proof of Theorem 1. Here again, one could easily generalize the result (considering \(1 \leq r < s \leq l\) instead of \(1 \leq r < l\) in the statement of the latter, for example).

**Theorem A.7**

Let \(G\) be a simple algebraic group of type \(A_l\) over \(K\), and consider an irreducible \(KG\)-module \(V = L(\sigma)\) having \(p\)-restricted highest weight \(\sigma = \sum_{r=1}^{l} a_r \sigma_r\), with \(a_1 \neq 0\). Then \(f_{r,l} v^+ \in V_{r,l}\) for every \(1 \leq r < l\) if and only if \(p \mid a_i + a_j + j - i\) for every \(1 \leq i < j \leq l\) such that \(a_i a_j \neq 0\) and \(a_s = 0\) for \(i < s < j\).

**Proof.** First assume the divisibility conditions stated in the theorem hold and let \(1 \leq r < l\). If \(a_r = 0\), then \(f_{\gamma_r} v^+ = 0\) and thus \(f_{r,l} v^+ = -f_{r,r+1} f_{r+1,l} v^+ \in V_{r,l}\) as desired. If on the other hand \(a_r \neq 0\), then successively applying Proposition A.3 to suitable Levi subgroups of \(G\) shows that \(f_{i,j} v^+ \in V_{i,j}\) for every \(r \leq i < j \leq l\) such that \(a_i a_j \neq 0\) and \(a_k = 0\) for \(i < k < j\). The result then follows from Lemma A.5 Conversely, assume \(f_{r,l} v^+ \in V_{r,l}\) for every \(1 \leq r < l\) and let \(1 \leq i < j \leq l\) be as in the statement of the theorem. Applying Proposition A.6 to the Levi subgroup corresponding to the simple roots \(\gamma_i, \ldots, \gamma_l\) then yields \(f_{i,j} v^+ \in V_{i,j}\). Finally, an application of Proposition A.3 yields \(p \mid a_i + a_j + j - i\), thus completing the proof. \(\square\)
APPENDIX B. Weight spaces for $G$ of type $B_n$

Let $G$ be a simple algebraic group of type $B_n$ ($n \geq 3$) over $K$, fix a Borel subgroup $B = UT$ of $G$ as usual, and let $\Pi = \{\alpha_1, \ldots, \alpha_n\}$ be a corresponding base of the root system $\Phi = \Phi^+ \cup \Phi^-$ of $G$, where $\Phi^+$ and $\Phi^-$ denote the set of positive and negative roots of $G$, respectively. Let $\{\lambda_1, \ldots, \lambda_n\}$ be the set of fundamental weights corresponding to our choice of base $\Pi$ and consider a standard Chevalley basis

$$\mathcal{B} = \{f_\alpha, h_\alpha, e_\alpha : \alpha \in \Phi^+, 1 \leq r \leq n\}$$

for the Lie algebra $\text{Lie}(G)$ of $G$, as in Section 2.2. For $\lambda \in X^+(T)$, simply write $V(\lambda)$ (respectively, $L(\lambda)$) to denote the Weyl module for $G$ corresponding to $\lambda$ (respectively, the irreducible $KG$-module having highest weight $\lambda$). Although most of the results presented here hold for $K$ having arbitrary characteristic, we shall assume $p \neq 2$ throughout this section for simplicity. Finally, we adopt the notation $f_{i,j} = f_{\alpha_i + \cdots + \alpha_j}$, for $1 \leq i \leq j \leq n$ (where $f_{i,i} = f_{\alpha_i}$ for $1 \leq i \leq n$ by convention), as well as

$$F_{r,s} = f_{\alpha_r + \cdots + \alpha_{s-1} + 2\alpha_r + \cdots + 2\alpha_n}$$

for $1 \leq r < s \leq n$. (Here we set $F_{r,s+1} = f_{\alpha_r + 2\alpha_{r+1} + \cdots + 2\alpha_n}$ and $F_{r,n} = f_{\alpha_r + \cdots + \alpha_{n-1} + 2\alpha_n}$ for $1 \leq r < n$ by convention.)

B.1. Study of $L(a\lambda_1)$ ($a \in \mathbb{Z}_{>0}$). Let $a \in \mathbb{Z}_{>0}$ and consider the dominant character $\lambda = a\lambda_1 \in X^+(T)$. Also write $\mu = \lambda - 2(\alpha_1 + \cdots + \alpha_n)$. By Proposition 2.11 (recall that $p \neq 2$ here) together with our choice of ordering $\leq$ on $\Phi^+$, one sees that

$$V(\lambda)_{\mu} = \left\{ \frac{1}{2}(f_{1,n})^2 v^\lambda, f_{1,j} F_{1,j+1} v^\lambda : 1 \leq j < n \right\}_K,$$

where $v^\lambda \in V(\lambda)_{\lambda}$ denotes a maximal vector of weight $\lambda$ in $V(\lambda)$ for $B$. Again, since we are assuming $p \neq 2$, we get that $\frac{1}{2}(f_{1,n})^2 v^\lambda \in V(\lambda)_{\mu}$ if and only if $(f_{1,n})^2 v^\lambda \in V(\lambda)_{\mu}$, so that the weight space $V(\lambda)_{\mu}$ is spanned by the vectors

$$\{f_{1,j} F_{1,j+1} v^\lambda \}_{1 \leq j < n} \cup \{(f_{1,n})^2 v^\lambda\}. \quad (15)$$

Now if $a = 1$, then $\mu$ is $\mathcal{W}$-conjugate to $\lambda$, which has multiplicity 1 in $V(\lambda)$. Furthermore, successively applying $e_{\alpha_1}, \ldots, e_{\alpha_n}$ to the element $f_{\alpha_1} F_{1,2} v^\lambda$ shows that it is non-zero, hence $V(\lambda)_{\mu} = \langle f_{\alpha_1} F_{1,2} v^\lambda \rangle_K$. Finally, we leave to the reader to check (using Lemma 2.24 together with the fact that $V(\lambda)_{\mu} = (2\alpha_1 + \alpha_2 + \cdots + \alpha_n) = 0$) that the following result holds.

Proposition B.1

Let $\lambda = \lambda_1$ and consider $\mu = \lambda - 2(\alpha_1 + \cdots + \alpha_n) \in \Lambda(\lambda)$. Then $V(\lambda)_{\mu} = \langle f_{\alpha_1} F_{1,2} v^\lambda \rangle_K$ and the following assertions hold.

(i) $f_{1,j} F_{1,j+1} v^\lambda = f_{\alpha_1} F_{1,2} v^\lambda$ for every $1 \leq j < n$.

(ii) $(f_{1,n})^2 v^\lambda = 2f_{\alpha_1} F_{1,2} v^\lambda$.

For the remainder of this section, we assume $a \geq 2$, in which case the weight $\mu$ is dominant. An application of Proposition 2.3 gives $\dim V(\lambda)_{\mu} = n$, so that the generating elements of (15) are linearly independent, leading to the following result.
Proposition B.2
Let $\lambda = a_1 \lambda_1 \in X^+(T)$, where $a \in \mathbb{Z}_{>1}$, and consider $\mu = \lambda - 2(\alpha_1 + \cdots + \alpha_n)$. Then $\mu$ is dominant and the set \( \{ (16) \} \) forms a basis of the weight space $V(\lambda)_\mu$.

We now study the relation between the triple $(a, n, p)$ and the existence of a maximal vector of weight $\mu$ in $V(\lambda)$ for $B$. For $A = (A_r)_{1 \leq r \leq n} \in K^n$, set
\[
w(A) = \sum_{j=1}^{n-1} A_j f_{1,j} F_{1,j+1} v^\lambda + A_n (f_{1,n})^2 v^\lambda.
\]

Lemma B.3
Let $\lambda, \mu$ be as above and adopt the notation of \( \{ (16) \} \). Then the following assertions are equivalent.

(i) There exists $0 \neq A \in K^n$ such that $x_\alpha(c) w(A) = 0$ for every $\alpha \in \Pi$ and $c \in K$.
(ii) There exists $A \in K^{n-1} \times K^*$ such that $x_\alpha(c) w(A) = 0$ for every $\alpha \in \Pi$ and $c \in K$.
(iii) The divisibility condition $p \mid 2(a+n) - 3$ is satisfied.

Proof. Let $A = (A_r)_{1 \leq r \leq n} \in K^n$ and set $w = w(A)$. Arguing as in the proof of Lemma A.2, one sees that $x_\alpha(c) w = w$ for every $\alpha \in \Pi$ and $c \in K$ if and only if $e_\alpha w = 0$ for every $\alpha \in \Pi$. Also applying Lemma 2.4 successively yields
\[
e_\alpha w = a A_1 F_{1,2} v^\lambda - \sum_{j=2}^{n-1} A_j f_{2,j} F_{1,j+1} v^\lambda - A_n f_{2,n} f_{1,n} v^\lambda
\]
\[
e_\alpha w = (A_r - A_{r-1}) f_{1,r-1} F_{1,r} v^\lambda,
\]
\[
e_\alpha w = (4 A_n - A_{n-1}) f_{1,n-1} f_{1,n} v^\lambda,
\]
where $1 < r < n$. As in the proof of Lemma A.2 one checks that each of the vectors $F_{1,2} v^\lambda$, $f_{1,3} v^\lambda, \ldots, f_{1,n-2} F_{1,n} v^\lambda, f_{1,n-1} f_{1,n} v^\lambda$ is non-zero, so that $e_\alpha w(A) = 0$ for every $\alpha \in \Pi$ if and only if $A \in K^n$ is a solution to the system of equations
\[
\begin{cases}
2 A_n + a A_1 &= - \sum_{r=2}^{n-1} A_r \\
A_{r-1} &= A_r \text{ for } 1 < r < n \\
A_{n-1} &= 4 A_n.
\end{cases}
\]

One easily sees that \( \{ (17) \} \) admits a non-trivial solution $A \in K^n$ if and only if $p \mid 2(a+n) - 3$ (showing that \( (i) \) and \( (iii) \) are equivalent), in which case $A \in \langle (4, \ldots, 4, 1) \rangle_K$ (so that \( (i) \) and \( (ii) \) are equivalent), completing the proof. \qed

Let $\lambda, \mu$ be as above and consider an irreducible KG-module $V = L(\lambda)$ having highest weight $\lambda$. Take $V = V(\lambda)/\text{rad}(\lambda)$ and write $v^+$ to denote the image of $v^\lambda$ in $V = L(\lambda)$, that is, $v^+$ is a maximal vector of weight $\lambda$ in $V$ for $B$. By \( \{ (15) \} \) and our choice of ordering $\leq$ on $\Phi^+$, the weight space $V_\mu$ is spanned by the vectors
\[
\{ f_{1,j} F_{1,j+1} v^+ \}_{1 \leq j \leq n} \cup \{(f_{1,n})^2 v^+ \}.
\]
We write $V_{1,n}^2$ to denote the span of all the generators in (18) except for $(f_{1,n})^2 v^+$. The following result gives a precise description of the weight space $V_\mu$, as well as a characterization for $\mu$ to afford the highest weight of a composition factor of $V(\lambda)$.

**Proposition B.4**

*Let $G$ be a simple algebraic group of type $B_n$ over $K$ and fix $a \in \mathbb{Z}_{>1}$. Also consider an irreducible $KG$-module $V = L(\lambda)$ having $p$-restricted highest weight $\lambda = a \lambda_1 \in X^+(T)$ and let $\mu = \lambda - 2(\alpha_1 + \cdots + \alpha_n)$. Then the following assertions are equivalent.*

1. The weight $\mu$ affords the highest weight of a composition factor of $V(\lambda)$.
2. The generators in (18) are linearly dependent.
3. The element $(f_{1,n})^2 v^+$ lies inside $V_{1,n}^2$.
4. The divisibility condition $p | 2(a+n) - 3$ is satisfied.

**Proof.** First observe that the weights $\nu \in \Lambda^+(\lambda)$ such that $\mu < \nu < \lambda$ are $\lambda - \alpha_1$, $\lambda - 2\alpha_1 - \alpha_2$ (if $a < 2$), $\lambda - (\alpha_1 + \cdots + \alpha_n)$ and $\lambda - (2\alpha_1 + \alpha_2 + \cdots + \alpha_n)$ (if $a > 2$), which all satisfy $m_{V(\lambda)}(\nu) = 1$. Therefore none of the latter can afford the highest weight of a composition factor of $V(\lambda)$ by Theorem 2.6. Proceeding exactly as in the proof of Proposition A.3, using Lemma B.3 instead of Lemma A.2 then yields the desired result. We leave the details to the reader. \qed

**B.2. Study of $L(\lambda_i)$ ($1 < i < n$).** Let $\lambda = \lambda_2$ and consider $\mu = \lambda - (\alpha_1 + 2\alpha_2 + \cdots + 2\alpha_n)$. (Observe that $\mu$ is the zero weight.) By (13), our choice of ordering $\preceq$ on $\Phi^+$, and Proposition B.1 (applied to the Levi subgroup corresponding to the simple roots $\alpha_2, \ldots, \alpha_n$), one checks that the weight space $V(\lambda)_\mu$ is spanned by the vectors

$$
\{F_{1,2}v^\lambda\} \cup \{f_{\alpha_1}f_{\alpha_2}F_{2,3}v^\lambda\}
\cup \{f_{1,j}F_{2,j+1}v^\lambda\}_{2 \leq j < n}
\cup \{f_{2,j}F_{1,j+1}v^\lambda\}_{2 \leq j < n}
\cup \{f_{2,n}f_{1,n}v^\lambda\},
$$

where $v^\lambda$ is a maximal vector of weight $\lambda$ in $V(\lambda)$ for $B$.

**Proposition B.5**

*Let $\lambda = \lambda_2$ and set $\mu = \lambda - (\alpha_1 + 2\alpha_2 + \cdots + 2\alpha_n) \in \Lambda^+(\lambda)$. Then $m_{V(\lambda)}(\mu) = n$ and a basis of $V(\lambda)_\mu$ is given by*

$$
\{F_{1,2}v^\lambda\} \cup \{f_{\alpha_1}f_{\alpha_2}F_{2,3}v^\lambda\}
\cup \{f_{2,j}F_{1,j+1}v^\lambda\}_{2 \leq j < n}. \quad (19)
$$

**Proof.** The assertion on $\dim V(\lambda)_\mu$ holds by Proposition 2.9 hence it remains to show that $f_{1,j}F_{2,j+1}v^\lambda$ ($2 \leq j < n$) and $f_{2,n}f_{1,n}v^\lambda$ can be expressed as linear combinations of elements of (19). Let then $2 \leq j < n$ be fixed. By Lemma 2.4 and Proposition B.1 (i) applied to the $B_{n-1}$-Levi subgroup corresponding to the simple roots $\alpha_2, \ldots, \alpha_n$ (noticing that the structure constants were chosen in a
compatible way in Section 2.2, we have
\[ f_{1,j}F_{2,j+1}v^\lambda = f_{2,j}f_\alpha_1 F_{2,j+1}v^\lambda - f_\alpha_1 f_{2,j}F_{2,j+1}v^\lambda \\
= -f_{2,j}F_{1,j+1}v^\lambda - f_\alpha_1 f_{\alpha_2}F_{2,3}v^\lambda, \]
that is, \( f_{1,j}F_{2,j+1}v^\lambda \in \langle f_{2,j}F_{1,j+1}v^\lambda, f_\alpha_1 f_{\alpha_2}F_{2,3}v^\lambda \rangle_K \). In a similar way, Lemma 2.4 and case (ii) of Proposition B.1 (applied to the \( B_{n-1} \)-Levi subgroup corresponding to the simple roots \( \alpha_2, \ldots, \alpha_n \)) yield
\[ f_{2,n}f_1,n v^\lambda = -2F_{1,2}v^\lambda + f_{1,n}f_{2,n}v^\lambda \\
= -2F_{1,2}v^\lambda - f_\alpha_1 (f_{2,n})^2 v^\lambda + f_{2,n}f_\alpha_1 f_{2,n}v^\lambda \\
= -2F_{1,2}v^\lambda - 2f_\alpha_1 f_{\alpha_2}F_{2,3}v^\lambda - f_{2,n}f_1,n v^\lambda, \]
so that \( f_{2,n}f_1,n v^\lambda = -F_{1,2}v^\lambda - f_{\alpha_1} f_{\alpha_2} F_{2,3}v^\lambda \). Therefore \( f_{2,n}f_1,n v^\lambda \) lies in the subspace of \( V(\lambda)_\mu \) generated by \( F_{1,2}v^\lambda \) and \( f_\alpha_1 f_{\alpha_2} F_{2,3}v^\lambda \) as desired, thus completing the proof.

Let \( \lambda, \mu \) be as above and consider an irreducible \( KG \)-module \( V = L(\lambda) \) having highest weight \( \lambda \). As usual, take \( V = V(\lambda)/\text{rad}(\lambda) \) and write \( v^\pm \) to denote the image of \( v^\lambda \) in \( V \), that is, \( v^+ \) is a maximal vector of weight \( \lambda \) in \( V \) for \( B \). By Proposition B.5, the weight space \( V_\mu \) is spanned by the vectors
\[ \{F_{1,2}v^+\} \cup \{f_\alpha_1 f_{\alpha_2} F_{2,3}v^+\} \]
\[ \cup \{f_{2,j}F_{1,j+1}v^+\}_{2 \leq j < n}. \tag{20} \]

Now by [Låb01] Theorems 4.4 and 5.1, the \( KG \)-module \( V(\lambda) \) is irreducible (recall that \( p \neq 2 \)), which in particular yields the following result.

**Proposition B.6**
Consider an irreducible \( KG \)-module \( V = L(\lambda) \) having highest weight \( \lambda = \lambda_2 \). Then \( V = V(\lambda) \) and the \( T \)-weight \( \mu = \lambda - (\alpha_1 + 2\alpha_2 + \cdots + 2\alpha_n) \) is dominant. Also \( m_V(\mu) = n \) and the set (20) forms a basis of \( V_\mu \).

Finally, consider an irreducible \( KG \)-module \( V = L(\lambda) \) having highest weight \( \lambda = \lambda_i \) for some \( 1 < i < n \) and set \( \mu = \lambda - (\alpha_1 + \cdots + \alpha_{i-1} + 2\alpha_i + \cdots + 2\alpha_n) \). Proceeding exactly as in the proof of Proposition B.5, one easily deduces that the weight space \( V_\mu \) is spanned by the vectors
\[ \{F_{1,i}v^+\} \cup \{f_{1,i-1}f_\alpha F_{1,i+1}v^+\} \]
\[ \cup \{f_{i,j}F_{1,j+1}v^+\}_{i \leq j < n}. \tag{21} \]
where \( v^+ \) is a maximal vector of weight \( \lambda \) in \( V \) for \( B \). Hence applying Lemma 2.8 to the \( B_{n-i-2} \)-Levi subgroup of \( G \) corresponding to the simple roots \( \alpha_{i-1}, \ldots, \alpha_n \), together with Proposition B.6 yields the following result. The details are left to the reader.

**Proposition B.7**
Let \( 1 < i < n \) and consider an irreducible \( KG \)-module \( V = L(\lambda) \) having highest weight \( \lambda = \lambda_i \). Then the \( T \)-weight \( \mu = \lambda - (\alpha_1 + \cdots + \alpha_{i-1} + 2\alpha_i + \cdots + 2\alpha_n) \) is dominant, \( m_V(\mu) = n - i + 2 \), and the set (21) forms a basis of \( V_\mu \).
B.3. Study of $L(a\lambda_1+\lambda_2)$ ($a \in \mathbb{Z}_{>0}$). Let $a \in \mathbb{Z}_{>0}$ and set $\lambda = a\lambda_1 + \lambda_2$. Also write $\mu_{1,2} = \lambda - \alpha_1 - \alpha_2$ and consider $\mu = \lambda - (\alpha_1 + 2\alpha_2 + \cdots + 2\alpha_n)$. By Proposition B.11 our choice of ordering $\leq$ on $\Phi^+$ and Proposition B.1 (applied to the Levi subgroup of type $B_{n-1}$ corresponding to the simple roots $\alpha_2, \ldots, \alpha_n$), we have $\dim V(\lambda, \mu)_{\mu_{1,2}}$.

The result then follows.

\begin{equation}
\{(F_{1,2}v^\lambda) \cup \{f_{\alpha_1}f_{\alpha_2}F_{2,3}v^\lambda\}
\cup \{f_{1,j}F_{2,j+1}v^\lambda\}_{1<j<n}
\cup \{f_{2,j}F_{1,j+1}v^\lambda\}_{1<j<n}
\cup \{f_{2,n}f_{1,n}v^\lambda\},
\end{equation}

where $v^\lambda \in V(\lambda)_{\lambda}$ denotes a maximal vector of weight $\lambda$ in $V(\lambda)$ for $B$. As usual, an application of Proposition 2.9 gives $\dim V(\lambda, \mu)_{\mu} = 2n - 1$, so that the generating elements of (22) are linearly independent. The following assertion thus holds.

**Proposition B.8**

Let $\lambda = a\lambda_1 + \lambda_2 \in \mathbb{X}^+(T)$, where $a \in \mathbb{Z}_{>0}$, and set $\mu = \lambda - (\alpha_1 + 2\alpha_2 + \cdots + 2\alpha_n)$. Then $\mu$ is dominant and the set (22) forms a basis of the weight space $V(\lambda, \mu)$.

Suppose for the remainder of this section that $p \mid a + 2$, so that $\mu_{1,2}$ affords the highest weight of a composition factor of $V(\lambda)$ by Proposition A.3 (applied to a suitable Levi subgroup). Also denote by $u^+$ the corresponding maximal vector in $V(\lambda)_{\mu_{1,2}}$ given in Remark A.3 and set

$$V(\lambda) = V(\lambda)/\langle Gu^+ \rangle_K.$$  

**Lemma B.9**

Assume $p \mid a + 2$ and adopt the notation introduced above. Then $\langle Gu^+ \rangle_K, L(\mu) = 0$. In particular

$$[V(\lambda), L(\mu)] = [\overline{V(\lambda)}, L(\mu)].$$

**Proof.** By [Jan03, Lemma 2.13 b)], the $KG$-module $\langle Gu^+ \rangle_K$ is an image of $V(\mu_{1,2})$, in which $L(\mu)$ cannot occur as a composition factor by Proposition B.6. The result then follows. \hfill \Box

In view of Lemma B.9, we are led to investigate the structure of the quotient $\overline{V(\lambda)}$. Write $\overline{v}^\lambda$ for the image of $v^\lambda$ in $\overline{V(\lambda)}$. By Lemma B.4 and Remark A.3, we successively get

$$f_{1,r}\overline{v}^\lambda = f_{3,r}f_{1,2}\overline{v}^\lambda = f_{3,r}f_{\alpha_3}f_{\alpha_2}\overline{v}^\lambda = f_{\alpha_1}f_{3,r}f_{\alpha_2}\overline{v}^\lambda = f_{\alpha_1}f_{2,r}\overline{v}^\lambda$$

for $2 < r \leq n$. Also, since $\langle Gu^+ \rangle_K$ is an image of $V(\mu_{1,2})$ and $m_{\mu_{1,2}}(\mu) = n - 1$ by Proposition B.6, we have $\dim \overline{V(\lambda)_{\mu}} = n$. Those observations can be used to determine a basis for the weight space $\overline{V(\lambda)_{\mu}}$, as the following result shows.
Let $a \in \mathbb{Z}_{>0}$ be such that $p \mid a + 2$ and set $\lambda = a\lambda_1 + \lambda_2$. Also consider $\mu = \lambda - (\alpha_1 + 2\alpha_2 + \cdots + 2\alpha_n)$ and let $u^+$ be the maximal vector in $V(\lambda)_{\mu,2}$ for $B$ given in Remark A.4. Finally, write $v^\lambda$ for the image of $u^\lambda$ in $\overline{V(\lambda)} = V(\lambda)/\langle Gu^+ \rangle_K$. Then $\dim \overline{V(\lambda)}_\mu = n$ and a basis of the weight space $\overline{V(\lambda)}_\mu$ is given by

$$\{ f_{1,2}v^\lambda \} \cup \{ f_{2,j}F_{1,j+1}v^\lambda \}_{1 < j < n} \cup \{ f_{2,n}f_{1,n}v^\lambda \}. \quad (24)$$

**Proof.** We start by showing that each of $f_{a_1}f_{a_2}F_{2,3}v^\lambda$, $f_{1,j}F_{2,j+1}v^\lambda$ $(1 < j < n)$ can be written as a linear combination of elements of (24). Let $1 < j < n$ be fixed. By Lemma 2.4, case (i) of Proposition B.1, and (23), we have

$$f_{1,j}F_{2,j+1}v^\lambda = F_{1,2}v^\lambda + F_{2,j+1}f_{1,j}f_{2,j}v^\lambda$$

$$= F_{1,2}v^\lambda + F_{1,j+1}f_{2,j}v^\lambda + f_{a_1}f_{a_2}F_{2,j+1}v^\lambda$$

$$= 2F_{1,2}v^\lambda + f_{a_1}f_{a_2}F_{2,j+1}v^\lambda + f_{a_1}f_{a_2}F_{2,3}v^\lambda,$$

so that $f_{1,j}F_{2,j+1}v^\lambda \in \langle F_{1,2}v^\lambda, f_{a_1}f_{a_2}F_{2,3}v^\lambda, f_{a_1}f_{a_2}F_{2,j+1}v^\lambda \rangle_K$. It then remains to show that $f_{a_1}f_{a_2}F_{2,3}v^\lambda$ is a linear combination of elements of (24). By Lemma 2.4, case (ii) of Proposition B.1, and (23), we have

$$f_{a_1}f_{a_2}F_{2,3}v^\lambda = \frac{1}{2}f_{a_1}(f_{2,n})^2v^\lambda$$

$$= \frac{1}{2}(f_{2,n}f_{a_1}f_{2,n}v^\lambda - f_{1,n}f_{2,n}v^\lambda)$$

$$= \frac{1}{2}(f_{2,n}f_{1,n}v^\lambda - f_{1,n}f_{2,n}v^\lambda)$$

$$= -F_{1,2}v^\lambda,$$

hence $f_{a_1}f_{a_2}F_{2,3}v^\lambda \in \langle F_{1,2}v^\lambda \rangle_K$, showing that $\overline{V(\lambda)}_\mu$ is spanned by the vectors in (24). Finally, the assertion on $\dim \overline{V(\lambda)}_\mu$ given above allows us to conclude. \hfill \Box

We now study the relation between the pair $(n,p)$ and the existence of a maximal vector of weight $\mu$ in $\overline{V(\lambda)}$ for $B$. For $A = (A_r)_{1 \leq r \leq n} \in K^n$, set

$$\bar{w}(A) = A_1F_{1,2}v^\lambda + \sum_{j=2}^{n-1} A_jf_{2,j}F_{1,j+1}v^\lambda + A_nf_{2,n}f_{1,n}v^\lambda. \quad (25)$$

**Lemma B.11**

Let $\lambda$, $\mu$ be as above, with $p \mid a + 2$, and adopt the notation of (24). Then the following assertions are equivalent.

(i) There exists $0 \neq A \in K^n$ such that $x_\alpha(c)\bar{w}(A) = 0$ for every $\alpha \in \Pi$ and $c \in K$.

(ii) There exist $A \in K^{n-1} \times K^*$ such that $x_\alpha(c)\bar{w}(A) = 0$ for every $\alpha \in \Pi$ and $c \in K$.

(iii) The divisibility condition $p \mid 2n - 3$ is satisfied.

**Proof.** Let $A = (A_r)_{1 \leq r \leq n} \in K^n$ and set $\bar{w} = \bar{w}(A)$. Arguing as in the proofs of Lemmas A.2 and B.3, one sees that $x_\alpha(c)\bar{w} = \bar{w}$ for every $\alpha \in \Pi$ and $c \in K$ if and only if $e_\alpha\bar{w} = 0$ for every $\alpha \in \Pi$. Then
using Lemma 2.4 and Proposition B.1, we get
\[ e_{\alpha_1} \bar{w} = - \sum_{i=2}^{n-1} A_i f_{2,i} F_{2,i+1} \bar{v}^\lambda - A_n (f_{2,n}^2) \bar{v}^\lambda = - \left( \sum_{i=2}^{n-1} A_i + 2A_n \right) f_{2,3} F_{2,3} \bar{v}^\lambda, \]
while Lemma 2.4 yields
\[ e_{\alpha_2} \bar{w} = - A_1 F_{1,3} \bar{v}^\lambda + A_2 h_{\alpha_2} F_{1,3} \bar{v}^\lambda - \sum_{i=3}^{n-1} A_i f_{3,i} F_{1,i+1} \bar{v}^\lambda - A_n f_{3,n} f_{1,n} \bar{v}^\lambda \]
\[ = \left( -A_1 + 2A_2 + \sum_{r=3}^{n-1} A_r + 2A_n \right) F_{1,3} \bar{v}^\lambda. \]
Similarly, one easily checks that \( e_{\alpha_r} \bar{w} = (A_r - A_{r-1}) f_{2,r-1} F_{1,r+1} \bar{v}^\lambda \), for every \( 2 < r < n \), and finally, we have
\[ e_{\alpha_n} \bar{w} = 2A_n (f_{2,n-1} f_{1,n} \bar{v}^\lambda + f_{2,n} f_{1,n-1} \bar{v}^\lambda) - A_n f_{2,n-1} f_{1,n} \bar{v}^\lambda = (4A_n - A_{n-1}) f_{2,n-1} f_{1,n} \bar{v}^\lambda, \]
where the last equality comes from the fact that \( V(\lambda)_{\lambda-(2\alpha_2 + \ldots + 2\alpha_{n-1} + \alpha_n)} = 0 \) and (23) applied to \( f_{2,n} f_{1,n-1} \bar{v}^\lambda \). One checks that each of the vectors \( f_{\alpha_2} F_{2,3} \bar{v}^\lambda, F_{1,3} \bar{v}^\lambda, f_{\alpha_2} F_{1,4} \bar{v}^\lambda, \ldots, f_{2,n-2} F_{1,n} \bar{v}^\lambda, \) and \( f_{2,n-1} f_{1,n} \bar{v}^\lambda \) is non-zero. Consequently, \( e_\alpha \bar{w}(A) = 0 \) for every \( \alpha \in \Pi \) if and only if \( A \in \mathbb{K}^n \) is a solution to the system of equations
\[
\begin{align*}
2A_n &= - \sum_{j=2}^{n-1} A_j \\
A_1 &= 2(A_2 + A_n) + \sum_{j=3}^{n-1} A_j \\
A_r &= A_r \text{ for } 2 < r < n - 1 \\
A_{n-1} &= 4A_n.
\end{align*}
\]
(26)
Now one easily sees that (26) admits a non-trivial solution \( A \) if and only if \( p \mid 2n - 3 \) (showing that (i) and (iii) are equivalent), in which case \( A \in ((4, \ldots, 4, 1))_K \) (so that (i) and (ii) are equivalent), completing the proof. \( \square \)

Let \( \lambda \) and \( \mu \) be as above, with \( p \mid a + 2 \), and consider an irreducible \( KG \)-module \( V = L(\lambda) \) having highest weight \( \lambda \). As usual, take \( V = V(\lambda)/\text{rad}(\lambda) \), so that
\[ V \cong \frac{V(\lambda)}{\text{rad}(\lambda)}, \]
where \( \text{rad}(\lambda) = \text{rad}(\lambda)/(Gu^+)_K \). Also write \( v^+ \) to denote the image of \( \bar{v}^\lambda \) in \( V \), that is, \( v^+ \) is a maximal vector of weight \( \lambda \) in \( V \) for \( B \). By Proposition B.10, the weight space \( V_\mu \) is spanned by the vectors
\[ \{ F_{1,2} v^+ \} \cup \{ f_{2,j} F_{1,j+1} v^+ \}_{1 < j < n} \cup \{ f_{2,n} f_{1,n} v^+ \}. \]
(27)
We write \( V_{1,2,n} \) to denote the span of all the generators in (27) except for \( f_{2,n} f_{1,n} v^+ \). As usual, the following result gives a precise description of the weight space \( V_\mu \), as well as a characterization for \( \mu \) to afford the highest weight of a composition factor of \( V(\lambda) \).
Proposition B.12

Let $G$ be a simple algebraic group of type $B_n$ over $K$ and consider an irreducible $KG$-module $V = L(\lambda)$ having $p$-restricted highest weight $\lambda = a_1\lambda_1 + \lambda_k$, where $a \in \mathbb{Z}_{>0}$ is such that $p \mid a + 2$. Also consider $\mu = \lambda - (\alpha_1 + 2\alpha_2 + \cdots + 2\alpha_n) \in \Lambda^+(\lambda)$. Then the following assertions are equivalent.

(i) The weight $\mu$ affords the highest weight of a composition factor of $V(\lambda)$.
(ii) The generators in $(27)$ are linearly dependent.
(iii) The element $f_{2,n}f_{1,n}v^\lambda$ lies inside $V_{1,2,n}$.
(iv) The divisibility condition $p \mid 2n - 3$ is satisfied.

Proof. Clearly (iii) implies (ii) while if (i) holds, then Lemma B.3 yields $[\overline{V(\lambda)}, L(\mu)] \neq 0$, so that (ii) holds (by comparing (24) with (27)). Now if (ii) is satisfied, then $L(\nu)$ occurs as a composition factor of $V(\lambda)$ for some $\nu \in \Lambda^+(\lambda)$ such that $\mu \prec \nu \prec \lambda$ by Proposition B.10. Since only $\mu$ can afford the highest weight of such a composition factor, (i) holds by Lemma B.9 again. This also shows the existence of $0 \neq A \in K^n$ such that $\bar{w}(A)$ is a maximal vector of weight $\mu$ in $\overline{V(\lambda)}$ for $B$, where we adopt the notation of (25). Therefore (iii) implies (iv) by Lemma B.11. Finally suppose that (iv) holds. By Lemma B.11, there exists $A \in K^{n-1} \times K$ such that $x_\alpha(e)\bar{w}(A) = 0$ for every $\alpha \in \Pi$ and $e \in K$. Consequently, we also get $x_\alpha(e)\bar{w}(A) + \text{rad}(\lambda)) = 0$ for every $\alpha \in \Pi$ and $e \in K$, that is, $\bar{w}(A) + \text{rad}(\lambda) = (v^+)K \cap V(\lambda)_\mu = 0$. Therefore (iii) holds and the proof is complete. □

B.4. Study of $L(a\lambda_1 + \lambda_k)$ $(2 < k < n, a \in \mathbb{Z}_{>0})$. Let $a \in \mathbb{Z}_{>0}$, $2 < k < n$, and set $\lambda = a\lambda_1 + \lambda_k$. Also write $\mu_{1,k} = \lambda - (\alpha_1 + \cdots + \alpha_k)$ and consider

$$\mu = \lambda - (\alpha_1 + 2\alpha_2 + \cdots + 2\alpha_n).$$

By Proposition 2.11, our choice of ordering $\leq$ on $\Phi^+$ and Proposition B.1 (applied to a suitable Levi subgroup), one sees that the weight space $V(\lambda)_\mu$ is spanned by the vectors

$$\{F_{1,k}v^\lambda\} \cup \{f_{1,k-1}f_{\alpha_k}F_{k,k+1}v^\lambda\}$$
$$\cup \{f_{1,j}F_{i+1,k}v^\lambda\}_{1 \leq i < k-2}$$
$$\cup \{f_{1,j}F_{k,j+1}v^\lambda\}_{k \leq j < n}$$
$$\cup \{f_{1,i}f_{i+1,k-1}f_{\alpha_k}F_{k,k+1}v^\lambda\}_{1 \leq i < k-2}$$
$$\cup \{f_{1,i}f_{k,j}F_{i+1,j+1}v^\lambda\}_{1 \leq i \leq k-2, k \leq j < n}$$
$$\cup \{f_{k,j}F_{i,j+1}v^\lambda\}_{k \leq j < n}$$
$$\cup \{f_{k,n}f_{1,n}v^\lambda\},$$

(28)

where $v^\lambda$ is a maximal vector of weight $\lambda$ in $V(\lambda)$ for $B$. As usual, an application of Proposition 2.9 yields $m_{V(\lambda)}(\mu) = k(n - k + 2) - 1$, forcing the generating elements of (25) to be linearly independent. The following result thus holds.

Proposition B.13

Let $a \in \mathbb{Z}_{>0}$ and $2 < k < n$. Also set $\lambda = a\lambda_1 + \lambda_k \in X^+(T)$ and consider the dominant $T$-weight $\mu = \lambda - (\alpha_1 + \cdots + \alpha_{k-1} + 2\alpha_k + \cdots + 2\alpha_n) \in \Lambda^+(\lambda)$. Then $m_{V(\lambda)}(\mu) = k(n - k + 2) - 1$ and the set given in (28) forms a basis of $V(\lambda)_\mu$. 33
We first show that \(a\) composition factor of \(V(\lambda)\) by Proposition [A.3] (applied to the Levi subgroup corresponding to the simple roots \(\alpha_1, \ldots, \alpha_k\)). Also denote by \(u^+\) the corresponding maximal vector in \(V(\lambda)_{\mu_{1,k}}\) for \(B\) given in Remark [A.4] and set \(\overline{V(\lambda)} = V(\lambda)/(Gu^+)_K\).

We omit the details of the proof of the following result, as it is identical to that of Lemma [B.9].

**Lemma B.14**

Assume \(p \mid a + k\) and adopt the notation introduced above. Then \([(Gu^+_K), L(\mu)] = 0.\) In particular \([V(\lambda), L(\mu)] = [\overline{V(\lambda)}, L(\mu)]\). [A.3]

In view of Lemma [B.14] it is natural to investigate the structure of the quotient \(\overline{V(\lambda)}\). Write \(\bar{v}^\lambda\) for the class of \(v^\lambda\) in \(\overline{V(\lambda)}\). By Lemma [A.4] and Remark [A.3] we successively get

\[
f_{1,r} \bar{v}^\lambda = f_{k+1,r}f_{1,k} \bar{v}^\lambda = \sum_{s=1}^{k-1} f_{k+1,r}f_{s+1,k} \bar{v}^\lambda = \sum_{s=1}^{k-1} f_{1,s}f_{s+1,r} \bar{v}^\lambda
\]

for \(k < r \leq n\). Also, since \((Gu^+_K)\) is an image of \(V(\mu_{1,k})\) and \(m_{L(\mu_{1,k})}(\mu) = n - k + 1\) by Proposition [B.7] (applied to a suitable Levi subgroup), we have \(\dim \overline{V(\lambda)}_{\mu} = (k-1)(n-k+2)\). Those observations can be used to determine a basis of the weight space \(\overline{V(\lambda)}_{\mu}\), as the following result shows.

**Proposition B.15**

Let \(a \in \mathbb{Z}_{>0}\) and \(2 < k < n\) be such that \(p \mid a + k\), and consider the dominant character \(\lambda = a\lambda_1 + \lambda_k\). Also set \(\mu = \lambda - (a_1 + \cdots + a_{k-1} + 2\alpha_k + \cdots + 2\alpha_n) \in \Lambda^+(\lambda)\) and let \(u^+\) be the maximal vector of weight \(\mu_{1,k}\) in \(V(\lambda)\) for \(B\) given in Remark [A.4]. Finally, set \(\overline{V(\lambda)} = V(\lambda)/(Gu^+_K)\), and write \(\bar{v}^\lambda\) for the class of \(v^\lambda\) in \(\overline{V(\lambda)}\). Then \(\dim \overline{V(\lambda)}_{\mu} = (k-1)(n-k+2)\) and a basis of the weight space \(\overline{V(\lambda)}_{\mu}\) is given by

\[
\{ F_{1,k} \bar{v}^\lambda \} \cup \{ f_{1,i}F_{i+1,k} \bar{v}^\lambda \}_{1 \leq i \leq k-2} \\
\cup \{ f_{1,i}f_{i+1,k-1}f_\alpha F_{k,k+1} \bar{v}^\lambda \}_{1 \leq i \leq k-2} \\
\cup \{ f_{1,i}f_{k,j}F_{i+1,j+1} \bar{v}^\lambda \}_{1 \leq i \leq k-2, k \leq j < n} \\
\cup \{ f_{k,j}F_{1,j+1} \bar{v}^\lambda \}_{k \leq j < n} \\
\cup \{ f_{k,n}f_{1,n} \bar{v}^\lambda \}.
\]

**Proof.** We first show that \(f_{1,k-1}f_{\alpha_k} F_{k,k+1} \bar{v}^\lambda\) lies inside the subspace of \(\overline{V(\lambda)}\) generated by the elements \(F_{1,k} \bar{v}^\lambda\), \(f_{1,i}F_{i+1,k} \bar{v}^\lambda\), \(f_{1,i}f_{i+1,k-1}f_\alpha F_{k,k+1} \bar{v}^\lambda\), and \(f_{1,i}f_{k,j}F_{i+1,j+1} \bar{v}^\lambda\), where \(1 \leq i \leq k-2\) and \(k \leq j < n\). By Lemma [A.4] and case [iii] of Proposition [B.1] we have

\[
f_{1,k-1}f_{\alpha_k} F_{k,k+1} \bar{v}^\lambda = \frac{1}{2} f_{1,k-1}(f_{k,n})^2 \bar{v}^\lambda
\]

\[
= \frac{1}{2} (f_{k,n}f_{1,k-1}f_{k,n} \bar{v}^\lambda - f_{1,n}f_{k,n} \bar{v}^\lambda)
\]

\[
= \frac{1}{2} (f_{k,n}f_{1,k-1}f_{k,n} \bar{v}^\lambda - 2F_{1,k} \bar{v}^\lambda - f_{k,n}f_{1,n} \bar{v}^\lambda),
\]
and by \((29)\), we get
\[ f_{k,n}f_{1,k-1}f_{k,n}v^\lambda = f_{k,n}f_{1,n}v^\lambda - \sum_{r=1}^{k-2} f_{1,r}f_{k,n}f_{r+1,n}v^\lambda. \]
For each \(1 \leq r \leq k - 2\), an application of Proposition \(B.7\) (to the Levi subgroup corresponding to the simple roots \(\alpha_{r+1}, \ldots, \alpha_n\)) then shows that
\[ f_{1,r}f_{k,n}f_{r+1,n}v^\lambda \]
can be written as a linear combination of elements of \((30)\) as desired. Next let \(k \leq j < n\), and first observe that by Lemma \(2.4\) and \((29)\), we have
\[ f_{1,j}f_{k,j+1}v^\lambda = F_{1,k}v^\lambda + F_{k,j+1}f_{1,j}v^\lambda = F_{1,k}v^\lambda + \sum_{r=1}^{k-2} f_{1,r}F_{k,j+1}f_{r+1,j}v^\lambda + F_{k,j+1}f_{1,k-1}f_{k,j}v^\lambda. \]
For each \(1 \leq r \leq k - 2\), applying Proposition \(B.7\) (to the Levi subgroup corresponding to the simple roots \(\alpha_{r+1}, \ldots, \alpha_n\)) shows that \(f_{1,r}F_{k,j+1}f_{r+1,j}v^\lambda\) lies inside the subspace of \(V(\lambda)\) generated by the elements of \((30)\) as desired, while an application of case \((i)\) of Proposition \(B.1\) yields
\[ F_{k,j+1}f_{1,k-1}f_{k,j}v^\lambda = F_{1,j+1}f_{k,j}v^\lambda + f_{1,k-1}F_{k,j+1}f_{k,j}v^\lambda = F_{1,k}v^\lambda + f_{1,j}F_{k,j+1}v^\lambda + f_{1,k-1}f_{1}F_{k,k+1}v^\lambda. \]
Therefore the weight space \(\overline{V(\lambda)}\) is spanned by the elements of \((30)\) and the assertion on \(\dim \overline{V(\lambda)}\) given above allows us to conclude.

In order to investigate the existence of a maximal vector of weight \(\mu\) in \(V(\lambda)\) for \(B\) as in Lemma \(B.11\) we require the following technical result.

**Lemma B.16**

Let \(\lambda, \mu\) be as above, with \(p \mid a + k\). Then the following assertions hold.

\(\begin{align*}
(i) \quad f_{k,n}f_{2,n}v^\lambda &= -F_{2,k}v^\lambda - f_{2,k-1}f_{1}F_{k,k+1}v^\lambda, \\
(ii) \quad f_{k,n-1}f_{1,n}v^\lambda &= -\sum_{r=1}^{k-2} f_{1,r}f_{r+1,n-1}f_{k,n}v^\lambda + f_{1,n-1}f_{k,n}v^\lambda, \\
(iii) \quad f_{k,n-1}f_{r+1,n}v^\lambda &= -f_{r+1,n-1}f_{k,n}v^\lambda \quad \text{for} \quad 1 \leq r < k-1.
\end{align*}\)

**Proof.** By Lemma \(2.4\) and case \((ii)\) of Proposition \(B.1\) (together with the fact that \(f_{2,k-1}v^\lambda = 0\)), we get
\[ f_{k,n}f_{2,n}v^\lambda = -f_{2,n}f_{k,n}v^\lambda - f_{2,k-1}(f_{1,n})^2v^\lambda = -2F_{2,k}v^\lambda - f_{k,n}f_{2,n}v^\lambda - f_{2,k-1}(f_{k,n})^2v^\lambda = -2F_{2,k}v^\lambda - f_{k,n}f_{2,n}v^\lambda - 2f_{2,k-1}f_{1}F_{k,k+1}v^\lambda, \]
from which \((i)\) immediately follows. Also, by Lemma \(2.4\) and \((29)\), we have
\[ f_{k,n-1}f_{1,n}v^\lambda = \sum_{r=1}^{k-2} f_{1,r}f_{k,n-1}f_{r+1,n}v^\lambda + f_{k,n-1}f_{1,k-1}f_{k,n}v^\lambda = \sum_{r=1}^{k-2} f_{1,r}f_{k,n-1}f_{r+1,n}v^\lambda + f_{1,n-1}f_{k,n}v^\lambda. \]
Noticing that \(f_{k,n-1}f_{r+1,n}v^\lambda = -f_{k,n-1}f_{1,k-1}f_{k,n}v^\lambda = -f_{r+1,n-1}f_{k,n}v^\lambda\) for \(1 \leq r \leq k-1\) then yields \((ii)\) and \((iii)\) thus completing the proof. \(\square\)
We now study the relation between the triple \((n, k, p)\) and the existence of a maximal vector in \(V(\lambda)_{\mu}\) for \(B\), assuming \(p | a + k\). For \(S = (A, B_i, C_i, D_{ij}, E_j, F) \in K^{(k-1)(n-k+2)}\) \((1 \leq i \leq k - 2 \) and \(k \leq j \leq n - 1)\), set

\[
\bar{w}(S) = AF_{1,k}v^\lambda + \sum_{i=1}^{k-2} B_i f_{1,i}F_{i+1,k}v^\lambda + \sum_{i=1}^{k-2} C_i f_{1,i}f_{i+1,k-1}f_{ij}F_{k,k+1}v^\lambda + \sum_{i=1}^{k-2} \sum_{j=k}^{n-1} D_{ij} f_{1,i}f_{j+1,j}F_{k,j+1}v^\lambda + \sum_{j=k}^{n-1} E_j f_{k,j}F_{1,j+1}v^\lambda + F f_{k,n}f_{1,n}v^\lambda.
\]  

\[ (31) \]

**Lemma B.17**

Let \(\lambda, \mu\) be as above, with \(p | a + k\), and adopt the notation of \((31)\). Then the following assertions are equivalent.

(i) There exists \(0 \neq S = (A, B_i, C_i, D_{ij}, E_j, F) \in K^{(k-1)(n-k+2)}\) \((1 \leq i \leq k - 2 \) and \(k \leq j \leq n - 1)\) such that \(x_\alpha(c)\bar{w}(S) = 0\) for every \(\alpha \in \Pi\) and \(c \in K\).

(ii) There exists \(S = (A, B_i, C_i, D_{ij}, E_j, F) \in K^{(k-1)(n-k+2)-1} \times K^\ast\) \((1 \leq i \leq k - 2 \) and \(k \leq j \leq n - 1)\) such that \(x_\alpha(c)\bar{w}(S) = 0\) for every \(\alpha \in \Pi\) and \(c \in K\).

(iii) The divisibility condition \(p | 2(n - k) + 1\) is satisfied.

**Proof.** We start by assuming \(k = 3\), so write \(B, C\) and \(D_j\) for \(B_1, C_1\) and \(D_{1,j}\) \((3 \leq j \leq n - 1)\), and let \(S = (A, B, C, D_j, E_j, F) \in K^{2(n-1)}\). With these simplifications, \(\bar{w} = \bar{w}(S)\) can be rewritten as

\[
\bar{w} = AF_{1,3}v^\lambda + B f_{1,1}F_{2,3}v^\lambda + C f_{1,1}f_{3,2}f_{3,4}F_{3,4}v^\lambda + \sum_{j=3}^{n-1} D_j f_{1,1}f_{3,j}F_{2,j+1}v^\lambda + \sum_{j=3}^{n-1} E_j f_{3,j}F_{1,j+1}v^\lambda + F f_{3,n}f_{1,n}v^\lambda.
\]

Arguing as in the proof of Lemmas \([A.2]\) and \([B.3]\), one sees that \(x_\alpha(c)\bar{w} = \bar{w}\) for every \(\alpha \in \Pi\) and \(c \in K\) if and only if \(e_\alpha \bar{w} = 0\) for every \(\alpha \in \Pi\). Lemma \([2.4]\) then yields

\[
e_{\alpha_1} \bar{w} = (-A + (a + 1)B)F_{2,3}v^\lambda + (a + 1)C f_{1,1}f_{3,2}F_{3,4}v^\lambda + \sum_{j=3}^{n-1} ((a + 1)D_j - E_j) f_{3,j}F_{2,j+1}v^\lambda - F f_{3,n}f_{2,n}v^\lambda
\]

\[= (-A + (a + 1)B + F)F_{2,3}v^\lambda + ((a + 1)C + F) f_{1,1}f_{3,2}F_{3,4}v^\lambda + \sum_{j=3}^{n-1} ((a + 1)D_j - E_j) f_{3,j}F_{2,j+1}v^\lambda,
\]

\[36\]
where the last equality follows from case (i) of Lemma \[ \text{B.16} \] Similarly, we have

\[
  e_{\alpha_2} \bar{w} = (2C - D_3) f_{\alpha_1} f_{\alpha_3} F_{3,4} \bar{v}^\lambda - \sum_{j=4}^{n-1} D_j f_{\alpha_1} f_{3,j} F_{3,j+1} \bar{v}^\lambda
  = \left(2C - \sum_{j=3}^{n-1} D_j\right) f_{\alpha_1} f_{\alpha_3} F_{3,4} \bar{v}^\lambda,
\]

where the last equality follows from Proposition \[ \text{B.1} \] (case (i)). Again, applying Lemma \[ \text{2.4} \] successively gives

\[
  e_{\alpha_3} \bar{w} = (2E_3 - A) F_{1,4} \bar{v}^\lambda - \sum_{j=4}^{n-1} D_j f_{\alpha_1} f_{4,j} F_{2,j+1} \bar{v}^\lambda
  + (2D_3 - B - C) f_{\alpha_1} F_{2,4} \bar{v}^\lambda - \sum_{j=4}^{n-1} E_j f_{4,j} F_{1,j+1} \bar{v}^\lambda
  - F f_{4,n} f_{1,n} \bar{v}^\lambda
  = \left(2E_3 + \sum_{j=4}^{n-1} E_j - A + 2F\right) F_{1,4} \bar{v}^\lambda + \left(2D_3 + \sum_{j=4}^{n-1} D_j - B - C\right) f_{\alpha_1} F_{2,4} \bar{v}^\lambda,
\]

while for every \( 4 \leq r \leq n - 1 \) one shows that

\[
  e_{\alpha_r} \bar{w} = (D_r - D_{r-1}) f_{\alpha_1} f_{3,r-1} F_{2,r+1} \bar{v}^\lambda + (E_r - E_{r-1}) f_{3,r-1} F_{1,r+1} \bar{v}^\lambda.
\]

Finally, we leave to the reader to check (using case (ii) of Lemma \[ \text{B.16} \] and (29)) that

\[
  f_{\alpha_1} f_{3,n-1} f_{2,n} \bar{v}^\lambda = f_{3,n-1} f_{1,n} \bar{v}^\lambda - f_{3,n-1} f_{1,2} f_{3,n} \bar{v}^\lambda
  = f_{3,n-1} f_{1,n} \bar{v}^\lambda - f_{1,n} f_{3,n} \bar{v}^\lambda
  = -f_{\alpha_1} f_{2,n} f_{3,n} \bar{v}^\lambda,
\]

and hence

\[
  e_{\alpha_n} \bar{w} = -D_{n-1} f_{\alpha_1} f_{3,n-1} f_{2,n} \bar{v}^\lambda + (2F - E_{n-1}) f_{3,n-1} f_{1,n} \bar{v}^\lambda + 2F f_{1,n-1} f_{3,n} \bar{v}^\lambda
  = (2F - D_{n-1} - E_{n-1}) f_{\alpha_1} f_{2,n-1} f_{3,n} \bar{v}^\lambda + (4F - E_{n-1}) f_{1,n-1} f_{3,n} \bar{v}^\lambda.
\]

As usual, one then checks that the vector \( f_{\alpha_1} f_{\alpha_3} F_{3,4} \bar{v}^\lambda \) is non-zero. Also by Lemma \[ \text{B.7} \] the set \( \{ F_{2,3} \bar{v}^\lambda, f_{\alpha_1} f_{\alpha_3} F_{3,4} \bar{v}^\lambda, f_{3,j} F_{2,j+1} \bar{v}^\lambda : 3 \leq j < n \} \) is linearly independent. Similarly, one sees that each of the sets \( \{ F_{1,4} \bar{v}^\lambda, f_{\alpha_1} F_{2,4} \bar{v}^\lambda \}, \{ f_{\alpha_1} f_{3,r-1} F_{2,r+1} \bar{v}^\lambda, f_{3,r-1} F_{1,r+1} \bar{v}^\lambda \} \) (for every \( 4 \leq r \leq n - 1 \)), \( \{ f_{\alpha_1} f_{2,n-1} f_{3,n} \bar{v}^\lambda, f_{1,n-1} f_{3,n} \bar{v}^\lambda \} \) is linearly independent as well. One then concludes that \( e_{\alpha} \bar{w}(S) = 0 \) for every \( \alpha \in \Pi \) if and only if \( p | 2n - 5 \) (showing that (i) and (iii) are equivalent), in which case

\[
  S \in \langle (4, 1 - n, 3 - n, -2, \ldots, -2, 4, \ldots, 4, 1) \rangle_K^{(n-3) \times (n-3)}
\]

(so that (i) and (iii) are equivalent). The result follows in this situation.
Now assume $3 < k < n$ and let $S = (A, B_i, C_i, D_{ij}, E_{ij}, F) \in K^{(k-1)(n-k+2)}$, where $1 \leq i \leq k - 2$ and $k \leq j \leq n - 1$. Again, notice that $x_{\alpha}^{c}(\hat{w}) = \hat{w}$ for every $\alpha \in \Pi$ and $c \in K$ if and only if $e_{\alpha} \hat{w} = 0$ for every $\alpha \in \Pi$. By Lemmas 2.4 and 3.10, we have

$$e_{\alpha} \hat{w} = \left( (a + 1)B_1 + \sum_{i=2}^{k-2} B_i - A \right) F_{2,k} \hat{v}^{\lambda} + \left( (a + 1)C_1 + \sum_{i=2}^{k-2} C_i \right) f_{2,k-1} f_{\alpha} F_{k,k+1} \hat{v}^{\lambda}$$

$$+ \sum_{j=k}^{n-1} \left( (a + 1)D_{ij} + \sum_{i=2}^{k-2} D_{ij} - E_{ij} \right) f_{k,j} F_{2,j+1} \hat{v}^{\lambda} - F f_{k,n} f_{2,n} \hat{v}^{\lambda}$$

$$= \left( (a + 1)B_1 + \sum_{i=2}^{k-2} B_i - A + F \right) F_{2,k} \hat{v}^{\lambda} + \left( (a + 1)C_1 + \sum_{i=2}^{k-2} C_i + F \right) f_{2,k-1} f_{\alpha} F_{k,k+1} \hat{v}^{\lambda}$$

$$+ \sum_{j=k}^{n-1} \left( (a + 1)D_{ij} + \sum_{i=2}^{k-2} D_{ij} - E_{ij} \right) f_{k,j} F_{2,j+1} \hat{v}^{\lambda},$$

where the last equality can be deduced from case [i] of Lemma 3.16. Also, for $1 < r < k - 1$, we get

$$e_{\alpha} \hat{w} = (B_r - B_{r-1}) f_{1,r-1} F_{r+1,k} \hat{v}^{\lambda} + (C_r - C_{r-1}) f_{1,r-1} f_{r+1,k-1} f_{\alpha} F_{k,k+1} \hat{v}^{\lambda}$$

$$+ \sum_{j=k}^{n-1} (D_{rj} - D_{r-1,j}) f_{1,r-1} f_{k,j} F_{r+1,j+1} \hat{v}^{\lambda},$$

while case [i] of Proposition 3.1 yields

$$e_{\alpha} \hat{w} = (2C_{k-2} - D_{k-2,k}) f_{1,k-2} f_{\alpha} F_{k,k+1} \hat{v}^{\lambda} - \sum_{j=k+1}^{n-1} D_{k-2,j} f_{1,k-2} f_{\alpha} F_{j,j+1} \hat{v}^{\lambda}$$

$$= \left( 2C_{k-2} - \sum_{j=k}^{n-1} D_{k-2,j} \right) f_{1,k-2} f_{\alpha} F_{k,k+1} \hat{v}^{\lambda}.$$

Also

$$e_{\alpha} \hat{w} = \left( -A + 2E_k + \sum_{j=k+1}^{n-1} E_j + 2F \right) F_{1,k+1} \hat{v}^{\lambda}$$

$$- \sum_{i=1}^{k-2} \left( B_i + C_i - 2D_i,k - \sum_{j=k+1}^{n-1} D_{i,j} \right) f_{1,i} F_{i+1,k+1} \hat{v}^{\lambda},$$

while for $k < s < n$, we have

$$e_{\alpha} \hat{w} = \sum_{i=1}^{k-2} (D_{i,s} - D_{i,s-1}) f_{1,i} f_{k,s-1} F_{i+1,s+1} \hat{v}^{\lambda} + (E_s - E_{s-1}) f_{k,s-1} F_{1,s+1} \hat{v}^{\lambda}.$$
Finally, thanks to Lemma B.16 (case (iii)), we see that
\[
e_{\alpha_n} \bar{w} = \sum_{i=1}^{k-2} D_{i,n-1} f_{i,i} f_{i+1,n-1} f_{k,n} \bar{v}_i^\lambda + (2F - E_{n-1}) f_{k,n} f_{1,n} \bar{v}_1^\lambda + 2F f_{1,n-1} f_{k,n} \bar{v}_1^\lambda
\]
\[
= \sum_{i=1}^{k-2} (D_{i,n-1} + E_{n-1} - 2F) f_{i,i} f_{i+1,n-1} f_{k,n} \bar{v}_i^\lambda + (4F - E_{n-1}) f_{1,n-1} f_{k,n} \bar{v}_1^\lambda,
\]
where the last equality follows from Lemma B.16 (case (ii)). As usual, one concludes that \(e_{\alpha_n} \bar{w}(S) = 0\) for every \(\alpha \in \Pi\) if and only if \(p \mid 2(n - k) + 1\) (showing that (i) and (iii) are equivalent), in which case
\[
S \in \langle (4, n - k - 1, \ldots, n - k - 1, k - n, \ldots, k - n, -2, \ldots, -2, 4, \ldots, 4, 1) \rangle_K,
\]
thus completing the proof.

Let \(\lambda, \mu\) be as above, with \(p \mid a + k\), and consider an irreducible \(KG\)-module \(V = L(\lambda)\) having highest weight \(\lambda\). As in the case where \(k = 2\), take \(V = V(\lambda)/\text{rad}(\lambda)\), so that
\[
V \cong \frac{V(\lambda)}{\text{rad}(\lambda)},
\]
where \(\text{rad}(\lambda) = \text{rad}(\lambda)/(Gu^+)_K\). Also write \(v^+\) to denote the image of \(\bar{v}_i^\lambda\) in \(V\), that is, \(v^+\) is a maximal vector of weight \(\lambda\) in \(V\) for \(B\). By Proposition B.15, the weight space \(V_\mu\) is spanned by the vectors
\[
\begin{align*}
\{F_{1,k} v^+\} & \cup \{f_{i,i} f_{i+1,k} v^+\}_{1 \leq i \leq k-2} \\
& \cup \{f_{i,i} f_{i+1,k} f_{k,n} f_{k,k+1} v^+\}_{1 \leq i \leq k-2} \\
& \cup \{f_{i,i} f_{i,k} f_{i+1,j} v^+\}_{1 \leq i \leq k-2, k \leq j < n} \\
& \cup \{f_{k,j} f_{j,k} v^+\}_{k,j \leq n} \\
& \cup \{f_{k,n} f_{1,n} v^+\}.
\end{align*}
\]
(32)

We write \(V_{1,k,n}\) to denote the span of all the generators in (32) except for \(f_{k,n} f_{1,n} v^+\). As usual, the following result consists of a precise description of the weight space \(V_\mu\), as well as a characterization for \(\mu\) to afford the highest weight of a composition factor of \(V(\lambda)\).

**Proposition B.18**

Let \(G\) be a simple algebraic group of type \(B_n\) over \(K\) and consider an irreducible \(KG\)-module \(V = L(\lambda)\) having \(p\)-restricted highest weight \(\lambda = a\lambda_1 + \lambda_k\), where \(a \in \mathbb{Z}_{>0}\), and \(2 < k < n\) are such that \(p \mid a + k\). Also set \(\mu = \lambda - (\alpha_1 + \cdots + \alpha_{k-1} + 2\alpha_k + \cdots + 2\alpha_n)\). Then the following assertions are equivalent.

(i) The weight \(\mu\) affords the highest weight of a composition factor of \(V(\lambda)\).

(ii) The generators in (32) are linearly dependent.

(iii) The element \(f_{k,n} f_{1,n} v^+\) lies inside \(V_{1,k,n}\).

(iv) The divisibility condition \(p \mid 2(n - k) + 1\) is satisfied.

**Proof.** Proceed exactly as in the proof of Proposition B.12 replacing \(\mu_{1,2}\) by \(\mu_{1,k}\), Lemma B.9 by Lemma B.14, and Lemma B.11 by Lemma B.17. □
