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Abstract. In this paper, we take a look at three concepts frequently discussed in relation to the spread of misinformation and propaganda online; fake news, deepfakes and cheapfakes. We have mainly two problems with how these three phenomena are conceptualized. First of all, while they are often discussed in relation to each other, it is often not clear what these concepts are examples of. It is sometimes argued that all of them are examples of misleading content online. This is quite a one-sided picture, as it excludes the vast amount of content online, namely when these techniques are used for memes, satire and parody, which is part of the foundation of today’s online culture. Second of all, because of this conceptual confusion, much research and practice is focusing on how to prevent and detect audiovisual media content that has been tampered with, either manually or through the use of AI. This has recently led to a ban on deepfaked content on Facebook. However, we argue that this does not address problems related to the spread of misinformation. Instead of targeting the source of the problem, such initiatives merely target one of its symptoms. The main contribution of this paper is a typology of what we term Intentionally Inaccurate Representations of Reality (IIRR) in media content. In contrast to deepfakes, cheapfakes and fake news – terms with mainly negative connotations – this term emphasizes both sides; the creative and fun, and the malicious use of AI and non-AI powered editing techniques.
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1 Introduction

Let us begin this paper by noting that the authors are two prolific researchers, whose tenacity for objective truth-finding in a post-truth society has won them numerous journalistic integrity accolades across the globe. Their dedication to this cause is unparalleled, and equal only to their endless pursuit of knowledge. Or is it? As a reader, does this make the premise of the paper more convincing? In any case, how does one critique such claims, if, for example, this paper is to be published in a reputable journal? Usually, if one has not read any of the authors’ previous work, critical minds will seek some measure of verification, rather than take these claims at face value. Perhaps these
awards are listed on their respective LinkedIn profiles, and a quick internet search of the names of these awards reveals a professional looking website with social media posts and images relating to an award ceremony. Depending on one’s level of cynicism and appetite for how deep the rabbit hole goes, a few layers of forgery might be enough to convince a skeptical reader that the authors are indeed trustworthy individuals, and that the academic contribution of this paper is worthy of a high impact factor. No harm done...right?

The erosion of trust in societies institutions is a present and widely discussed topic among today’s scholars, not least because of the decay of appreciation for truth among the general population [1]. Whether by design or not, Latour’s post-truth tools for querying the origins of scientific fact have been weaponized by a new wave of alt-right propagandists with alarmingly effective results [2]. This Liar’s Dividend[1] has forced society to reckon with itself, and polarized politics to the point that we can no-longer believe what we see, unless it is first hand [3].

Let us contextualize this issue further. A unique trait among humankind, is the ability to communicate ideas across generations through written, and more recently, audiovisual (AV) media. For years, most of our information about current events came through carefully curated channels; newspaper articles, books, televised reporting, and with it, society had to exert a certain amount of trust that the information they were receiving was truthful since there were very few ways of learning about events occurring outside our personal bubbles of experience. Journalists had a measure of integrity and respect for the job, and access to printed media was controlled through education, accreditation and the fact that mass production of printed text was costly. Whilst this did not hinder the spread of propaganda, it at least limited the power to shape civil discourse to the establishment, whose strive for stability meant that unorthodox views were kept to the niches of society. There are many examples in modern times however, of unscrupulous actors manipulating various media in order to further their own agendas. From the Iraq war of 2003 [4] to the UK’s most recent general elections and referenda [5], those with the keys to shape public discourse tend to wield the most political power.

With the advent of digital media and the internet, the limitations on how information is captured, shared and discussed around the world, changed. This decentralization of communicative channels has given the illusion of complete information freedom, and for the time being, it is much harder for media tycoons and political establishments to paint a subjective narrative since everyone now armed with a smartphone can share their own version of events, as they occur. Once again, the balance of power between institutional elites and the people is changing, but with it, the lines between objective truth and subjective narrative are becoming increasingly blurred. Technology, often thought of as a panacea for many of today’s problems, can also exacerbate such issues.

Since the internet globalization of our digital media, everyone with access to a computer was able to have a wide-reaching platform for their message, without the same level of scrutiny usually applied to traditional broadcasts. Initially, producers of audiovisual media content required some capital investment; lots of expensive hardware, human resources, and years of specialist education in order to create a masterful production of coercive storytelling. Now, everyone has the ability to create their own online “news” channel, promoting all manner of more or less informative or sensational opinion
pieces. A few years ago, one could differentiate between amateur influencers, and professionally produced content based on the special effects, or the premium feel. Yet with a little experience, access to low-cost technology has improved the user experience far beyond traditional media. Whilst this isn’t necessarily a problem when it comes to pure entertainment, combine this with a business model that relies on attracting views and a general public’s decreasing attention span, and you have a cultural crisis in the making, leading to the loss of truth as an exchange value [6]. Or as Postman [7] might argue, a swelling preference for entertainment over substance. In a time where the freemium (most content for free, some premium) business model effectively removes the funding for in-depth and thus costly investigations, salvaging journalistic integrity is also difficult [8]. How then, do uncritical minds differentiate between well produced content with verified “facts” from qualified professionals whose “evidence” challenges their beliefs, from the uninformed and opinionated ideologically driven views of a tech-savvy troll, whose entertaining tirades conform to and enhance the pre-existing biases of the target demographic? Addressing such a question goes beyond the scope of this paper, yet its importance should be highlighted since democracy as we know it, is consequently at risk.

2 Fake News

Donald Trump is often quoted when discussing fake news rhetoric, since he has successfully used the tactic to take advantage of this ‘liar’s dividend’ in public political discourse. Whilst several scholars disentangle the semantic definition of fake news [9], the term is usually ascribed to unfavorable media, in order to confuse or polarize the debate in such a way as to remove any credibility from an authentic source; the general public, who are now a hyper-cynical audience, begin to question the legitimacy of the mainstream media. Far from being a novel strategy, sowing the seeds of doubt, and reaping the benefits of a skeptical public has been the go-to tactic for the rise of many successful politicians. However, it would be complacent to suggest that the most current candidates’ rise to power is simply a “blip” in our collective sanity, attributed to an imbalance of knowledge and rational thinking among the general public. As argued above, there is a cultural crisis occurring on the back of a wave of new media, which certain political groups have exploited rather successfully.

The idea then, that a healthy democracy should allow deliberately deceptive speech under a banner of freedom, is a contradictory one, with roots in Popper’s paradox of tolerance. In a “marketplace of ideas”, the practice undermines, rather than enhances, the pursuit of truth since “people are more likely to be influenced by the first version of events that they hear, and are increasingly likely to remember falsehoods the more they are exposed to them” [10][54]. Now more than ever, wider society needs to be vaccinated against the fake news phenomenon [11], especially since the tools and techniques used by those who would subvert the democratic process are using increasingly sophisticated technologies. If we value our democracy, and strive to build a just society based on civil liberty, we must elucidate the different types of dis- and mis-information so that, despite the interests of unscrupulous actors, even the most gullible person is
equipped to treat “fake news” as an empty signifier, and reject it. This type of vaccination is categorized as an educational remedy; it relies on changing the general public from cynical, into critical, which is easier said than done. The Open Society Institute highlight in their report that nations with a higher level of education among the general public, tend to be more resilient to fake news [12]. Before we look at solutions however, let us discuss the different types of media that are designed to misrepresent reality.

3 Cheapfakes (or Shallowfakes)

We begin therefore with the manipulation of still images; a longstanding practice that became more readily accessible to the general public in the early 2000s with the rise of easy-to-use image editing software. When a picture is manipulated in this way, it is often called “shopped”, with a reference to Adobe Photoshop, the most popular photo editing software. Since the 2000s, shopped images have cemented themselves as an important part of online culture, as can be found all over forums such as Reddit and 4chan, but also on social media platforms such as Facebook. Normally, original content is produced for Reddit or 4chan, and once such content becomes a meme\(^1\), it becomes widespread (goes viral) on other more mainstream social networks.

While image manipulation is often used to entertain a certain online audience, such techniques can also be used with malicious intent. McGlynn et al. [13] discuss the use of shopping for pornographic purposes which they term “sexual photoshopping”. According to DeKeseredy and Schwartz [14], such malicious intent of the software “normalize misogyny, hurtful sexuality, racism, and … seeking revenge on female ex-partners”. The important point about sexual photoshopping is that it can be used for mainly two purposes; for revenge or for entertainment. The first category of revenge pornography is mainly practiced by men to humiliate or shame previous partners, though certain demographic groups are more likely to experience it [56-59]. The second type is usually shared for “entertainment purposes” on different subforums. For example, a more recent sexual photoshopping technique is called “bubbling” which, whilst proponents may argue actually covers up more of an original image, ultimately relies on quirks of the human brain to make a semi-clothed person appear naked [15]. It can then also be classified as entertainment, but still have a malicious intent, especially if the content is used to humiliate or degrade.

Other types of non-AI powered techniques are also used for this purpose. For example, in 2016 the legal counsel of the president Duerte used a pornographic video showing a woman impersonating Leila De Lima, a political opponent critical of the president’s authoritarian rule in the Philippines. Similar things happened in India in 2002, when journalist Rana Aryyub was targeted with a pornographic video in order to ruin her credibility [16]. However, while this content requires some technical knowledge to produce, there are far simpler ways of ruining someone’s reputation using unedited “evidence” of the person in an exposed position, namely to recontextualize an already

---

\(^1\) A meme is a visual or textual expression of an idea, behaviour or style that spreads and evolves online by means of imitation and is not to be confused with “viral content”, which refers to anything – a text, an image or a video – that is frequently shared online.
existing video clip or picture. Usually, a picture or video clip is posted on social media showing for example a politician saying something, with a made-up text of what the video or picture is describing. While such techniques are commonly used by propaganda outlets to mislead and manipulate, it is more often used for entertainment purposes. In such cases however, it is often clear that the context of the picture or video has been altered by the original poster.

Another low-tech technique that is often used to manipulate video clips is splicing. Splicing means that segments of a video are put together in certain way, so that a - often political - message is communicated. In 2018, for example, a false BBC report started circulating on WhatsApp, showing how a nuclear war was developing between NATO and Russia, claiming that Russia had used tactical nuclear weapons against the UK [17]. The clip also shows the royal family evacuating Buckingham Palace. The technique is also used to cheat in different online gaming competitions, most notably speedrunning².

Apart from splicing, there are other low-tech video editing techniques that can be used to mislead a particular audience. The most well-known is probably the “drunk Pelosi” video. This video, which was shared on Twitter also by US president Donald Trump, showed Nancy Pelosi in a debate, seemingly intoxicated. In fact, the video had been slowed down to 75% of its original speed [18].

What these techniques demonstrate, is that there are already many ways in which people attempt to control public discourse to suit their own agenda. This is not a new phenomenon; most of the general public has been primed towards them for many generations and is largely able to critique this type of content effectively. Consequently, a relatively skeptical audience exists which is somewhat immune to these types of propaganda. A problem arises however, when new technologies are developed which challenge our perceptions of reality and lead us to question whether what we see, is actually what we get.

4 Deepfakes

The term deepfake was coined after a Reddit user called Deepfakes posted several pornographic videos on a subreddit in 2017. These videos, while professionally produced, seemed to feature well-known female celebrities as pornstars. The term deepfake is a combination of the terms “deep learning” and “fake” and refers to Audio/Visual (AV) media content that has been edited using AI powered software in order to produce falsified but authentic-looking results [55]. The tools used to create deepfakes were published shortly after the first pornographic movies, and while Reddit quickly banned deepfaked pornography from their site, users of these tools found other forums to share their creations and improve their tools. The tools often use the Google Image search function, look through social media sites and replace faces in videos in a convincing manner, so long as the source material is of high enough quality. After the first machine

² This refers to a certain way of completing a video game or selected parts of it as quick as possible. In order to prove that the run has been completed in a certain time, the runner needs to provide video evidence.
learning process, the programs often require little to no human supervision, and the algorithms improve the process more or less autonomously [19].

The technology used in these tools is a machine learning technique called GAN, which stands for generative adversarial network, and has utility not only for AV media editing, but also in cutting edge medicine and computer science research [20], hence, an outright ban on developing such technology would be problematic for numerous reasons. In any case, the technology required to create convincing deepfakes, combined with fake voices, currently requires a large seed dataset. Fried et al. [21] demonstrate a relatively straightforward process for achieving lifelike reconstructions, though it requires a lot of time for processing and good quality media. For deepfaking the everyday person, the specificity of clear, well lit images or video, and specific spoken phrases may be quite difficult to gather and compile. For public figures who are always in the spotlight however, this can be quite easy to acquire. Indeed, with ever increasing capabilities of recording and processing technology, the barrier to entry for public use of these deepfake algorithms will continue to diminish. We therefore envisage a point in the very near future where, like much of the printed news media, one can no longer trust that visual media is representative of real life either. The impact of such a step change to our society should not be underestimated, since the institutional consequences are likely to be far reaching.

According to Zannettou et al. [22], there are a number of actors associated with the production and distribution of deepfaked content. These range from governments, political activists, criminals, malevolent individuals (paid and unpaid trolls), conspiracy theorists and social media bots, pushing the content towards certain groups of people susceptible to whatever message is being communicated. Westerlund [23] presents a similar list of the producers of this kind of content: communities of deepfake hobbyists, political players such as foreign governments, and various activists, other malevolent actors such as fraudsters, and legitimate actors such as television companies. The question of ‘why’ such agents feel compelled to produce deepfaked content is an interesting one, if a little loaded at present. Empirically however, it is also clear that the technology itself is not entirely neutral, since the tools used to generate deepfaked content were popularized in male-dominated online communities and are mainly used for pornographic purposes.

Consequently, it is important to emphasize that, despite the growing amount of deepfaked content online, deepfakes have yet to be used for purposes of political propaganda or in a malevolent misleading way with any substantial impact. According to Deeptrace – a company that uses different techniques to detect and monitor deepfaked content – pornography, and mostly celebrity pornography, makes up approximately 96 percent of the deepfaked content [24]. While this is by no means positive, we can safely say that the average user and distributor of deepfaked content is not a fraudster or a politician with malicious intent, but for now, a tech-savvy pervert [25] or relatively harmless troll. Whilst the damaging effects of this type of content are contingent on various social stigmas surrounding pornography, this does not however diminish the risk of the technology being abused for political means once they are harder to detect. There are several well-made deepfakes which use the likeness of former US president Barack Obama
[26], UK prime minister Boris Johnson, and UK leader of the opposition Jeremy Corbyn [27], to demonstrate the alternative applications of such technology outside of pornography.

Unsurprisingly then, it is commonly assumed that “deepfakes are a major threat to society, the political system and businesses” [23]. However, while some papers mention that there are positive uses of this technology, most contributions express fear or worry about the technology itself rather than the problem of misinformation, which is described as a “growing” [21], very “real threat” [28, 29] to elections and society. Much research on the deepfake phenomenon therefore focuses on how to create technological tools for deepfake detection; indeed, most of the papers we found have this focus, and admittedly we have also considered this option.

5 A Society in Search of Solutions

Although it is a novel approach, we are not the first to consider using the blockchain to ensure the integrity and validity of video content. In a recent paper, Hasan and Salah [30] present a well thought out solution which uses the Ethereum blockchain and smart contract functionality in order to trace the history of digital content to its original creator source. For many unaware readers, the context of such a system requires some clarification. Most of the internet as we know it today is heavily centralised, and exists in a client-server relationship, with large companies such as Google, Facebook, and Amazon hosting most of the world’s data in their cloud-services warehouses. As with any centralised system architecture, there are inherent advantages in terms of speed of access, security, and scalability. However, there are also many weaknesses, including maintaining anonymity and data privacy; if you can own the server through a hack or some such vulnerability, you can own the data or even replace it with your own version. Consequently, there are many projects underway to develop a decentralised system architecture which relies on blockchain technology to store the data in a more distributed and secure manner. Ethereum is one such blockchain project, though others exist with similar smart contract functionality, and each has its own marketplace of users developing dApps (decentralised applications). Indeed, there is an ongoing ideological debate occurring between these projects about just how decentralised they need to be, and it is likely that, as with most new technological standards, only a few will reach the critical mass of mainstream adoption required to survive.

Under Hasan and Salah’s framework, all media content would be registered on a “decentralized, content-addressable, peer to peer file system”, such as the IPFS (InterPlanetary File System). Content creators publish an original video, and subsequent edits require the permission from the original creator and are linked to the original video as records on the immutable ethereum blockchain. For the main issue of this paper however, this is problematic for several reasons. Firstly, such a system requires many content creators to switch to a new type of decentralised internet which is currently not in a user-friendly format. Secondly, anyone can still copy a published video using some basic screen capture software, and then modify and upload an ‘original’ copy which can then be seen as the original source of this new file. Furthermore, their “underlying
principle of solving the deepfake problem simply relies on providing undisputed trace-
ability to the original source”, which does not really address the creation or distribution
disinformation. If the original publisher of a video uses their own captured and mod-
ified footage, how are we to know the truth of the matter? Perhaps this is not the point
however, since in many ways, the solution is a more technically complex version of
Twitter’s “Verified” status, built for a decentralized system architecture of peer-to-peer
content creation. The authors’ main stated goal is to offer a workable solution for a
blockchain based “Proof-of-Authenticity”, and they should be commended for doing
so. Indeed their solution may prove highly useful for copyright control and distribution
of royalties in the near future. If the technological trend is moving towards a decentral-
ized internet, then such a framework can succeed perhaps at least in helping users to
determine whether their digital content comes from a trusted and reputable source.

In any case, the recent years’ “truth decay” is certainly worrying; just as Trump uses
the term “fake news” to deflect legitimate criticism away from his actions, one must
now question whether we can trust what we see, since it is also possible that media
content has been tampered with in some way – manually or with the help of AI. What
can be done to defend against the potential negative impact of this disruptive technol-
ogy on society? We do not give regulatory solutions much weight here, simply because
regulation of open source technology (which also has positive uses) is impractical in
any case. Criminalization of the use cases of digital technology is a separate issue which
we do believe in, and has had limited efficacy against online copyright piracy, for ex-
ample (though it is arguable that with the advent of cheap streaming services, the mar-
ket demand for pirated material diminished). Whilst this may curb the production and
spread of “revenge porn” among the general public, it does nothing to address the so-
cietal impact of misinformation, which is highly effective on an uncritical, or overly
skeptical audience. Additionally, we are hesitant to suggest that regulation would in-
hbit governments and politicians from abusing technology via 3rd parties, since we
have seen they are already extremely comfortable bending and manufacturing their ver-
sion of the truth.

Some companies are attempting to combine approaches to address the issue. Face-
book, who recently banned some doctored video content from their site, states that AI-
powered manipulated content was rare to begin with, but that deepfaked content could
potentially present a “significant challenge for our industry and society as their use
increases” [31]. Banning deepfaked content certainly sounds like great news for anyone
concerned about the spread of disinformation, however, Facebook is – as noted by
Drew Harwell on Twitter [32] – merely targeting a certain video-editing technique and
not spread of disinformation per se. For example, non-AI powered editing such as the
“drunk Pelosi” video mentioned above can still be shared on the site, while “dank
memes” such as the deepfaked Nicholas Cage videos can potentially be removed. Fur-
thermore, as most deepfaked content can already be classified as pornography, Face-
book already has a policy against the vast majority of malicious deepfaked content.

Given the strong academic and civil discourse expressing worry and fear for the
technology itself and not mainly in which way it is used, it is time to put the technology
in a larger context which highlights the fact that media content is manipulated for many
different reasons, and that manipulation of media content is a big part of online culture.
The same thing goes for satire and parody articles which are sometimes casually described as fake news, although they do not seek to mislead but to entertain (see e.g. [9, 33]). More importantly, while being used for many different purposes and with very different motives, fake news, cheap fakes and deepfakes have more in common than the research community has yet realised. The aspects mentioned above are highlighted in our typology below, where we collectively refer to different types of fakes as Intentionally Inaccurate Representations of Reality (IIRR) in media content (Table 1).

Table 1. A typology of IIRR in media content

| Type                        | Media format | Purpose                | Distributed through                          | Uses AI | Potential of malicious use | Also known as                  |
|-----------------------------|--------------|------------------------|----------------------------------------------|---------|-----------------------------|--------------------------------|
| Fake news                   | Textual, AV  | Mislead                | Traditional media, social media, blogs, word of mouth (wom) | No      | High                        | "Fake news"                    |
| Polarized content/biased content/misreporting/selective reporting | Textual, AV  | Mislead, create opinion | Traditional media, social media, blogs, wom | No      | Medium                      | "Fake news"                    |
| Parody                      | Textual, AV  | Humour, memes          | Traditional media, social media, blogs       | Yes/No  | Low                         | "Fake news"                    |
| Satire                      | Textual, AV  | Humour, memes, propaganda | Traditional media, social media, blogs       | Yes/No  | Low                         | "Fake news"                    |
| Citizen journalism          | Textual, AV  | Mislead, create opinion | Social media, blogs, wom                     | No      | High                        | "Fake news"                    |
| Clickbait                   | Textual, AV  | Mislead, generate clicks | Social media                                  | No      | Medium                      | "Fake news"/"Clickbait"         |
| Conspiracy theory/pseudoscience | Textual, AV  | Mislead, generate opinion, generate clicks | Social media, blogs, wom                     | No      | High                        | "Fake news"                    |
| Image enhancement          | Image        | Improve quality of images | Traditional media, social media               | Yes/No  | Low                         | N/A                            |
| Automated photo editing     | Image        | Improve quality of images | Traditional media, social media               | Yes/No  | Low                         | N/A                            |
| Splicing                    | AV           | Social media, blogs    | No                                            | High    |                             | "Cheap-fake"/"Shallowfake"      |
| Type                           | Media format | Purpose                                      | Distributed through                      | Use s AI | Potential of malicious use | Also known as                  |
|-------------------------------|--------------|----------------------------------------------|------------------------------------------|----------|-----------------------------|--------------------------------|
| Photo editing (Phoshopping)   | Image        | Humour, sexual photoshopping, memes, generate opinion, create opinion, generate clicks | Traditional media, social media, blogs   | No       | N/A                         | "Cheap-fake"/"Shallowfake"/"Shopped" |
| Face Swapping/Face-morphing/Full-body puppetry | Video, Image | Humour, memes, propaganda, sexual photoshopping, generate opinion | Social media                             | Yes      | Low                         | "Deepfake"                     |
| Lip syncing and voice synthesis | AV           | Humour, memes, propaganda                     | Social media, forums, blogs              | Yes      | N/A                         | "Deepfake"                     |
| Re-contextualization          | AV           | Humour, memes, propaganda                     | Social media, blogs                       | No       | High                        | / "Cheapfake" / "Shallowfake"   |
| Text-to-speech/voice-swap     | Audio        | Humour, mislead, propaganda                   | Social media, blogs                       | Yes /No  | Medium                      | N/A                            |
| Astroturfing                  | Textual, AV  | Misllead, propaganda, generate opinion        | Social media, blogs, traditional media    | Yes /No  | High                        | Covert lobbying, fake grassroots |

The IIRR typology has been put together through a literature review of papers that have tried to in some way categorize either deepfaked or cheapfaked content (e.g. [16, 34]) or fake news (e.g. [31–34]). The level of “potential of malicious use” has been evaluated based on our own perception of the type of IIRR content combined with other researchers’ perceptions. The typology itself is a work-in-progress and therefore we invite other researchers to continue this work in future research contributions in order to refine and perfect the typology. Such a typology will be useful in categorizing and identifying misuses of future technological improvements, and perhaps for building defensive strategies, whether through regulatory, educational, or technological means.

It is important to note that despite the fact that technology itself is not neutral, its potential is not entirely negative. As Silbey and Hartzog [8] suggest, perhaps the deep-fake phenomenon is precisely what society needs to properly reflect and deal with the breakdown of trust in political institutions. By challenging the very notion of ‘seeing is believing’ innate to our concept of trust, established power structures will no longer be able to capitalize on an uncritical audience. That being said, it will be difficult to muster
the political will to modify these institutions sufficiently if they continue to benefit from a disenfranchised general public. We suggest more focus on building genuine grassroots organizations which challenge the meta-narrative of deepfakes through improved public education and building a groundswell of political support to tackle the systemic issues and causes of fake news efficacy. We repeat, in this context, deep fakes are not the problem; the socio-economic models which lead to truth decay in the political sphere are.

6 Conclusions

In this paper, we have argued that the academic and civil discourse around fake news, cheapfakes and deepfakes is potentially harmful for our perception of the problems that these techniques give rise to. What we have observed is that a majority of the authors of papers related to these concepts implicitly or explicitly express concern for the development of these technologies per se, rather than the overall phenomenon of misinformation.

For example, Westerlund [34], in a review of deepfake research, argues: “The reviewed news articles suggest that there are four ways to combat deepfakes: legislation and regulation, corporate policies and voluntary action, education and training, and anti-deepfake technology”. Concerning fake news, many articles promote so-called fake news detectors or identifiers (e.g. [37, 39–45]). For deepfake research, it is more of the same. In most of the reviewed papers, the authors are discussing how to either detect or prevent deepfakes (e.g. [46–51]). Thus, while many researchers argue that we need a healthy mix of regulatory support, corporate policies, education and training and anti-deepfake technologies, most of the research on deepfakes focuses on anti-deepfake technologies. Consequently, we note a strong urge within the field to attempt to solve a societal problem, i.e. malevolent actors spreading disinformation and non-consensual pornography, with purely technological means [52].

We have thus produced the beginnings of a typology of intentionally inaccurate representations of reality in media content (IIRR), which aims to help identify and inform consumers of media content, the ways in which information can mislead, both for entertainment and more nefarious purposes. The next iteration of this paper will aim to incorporate a more systemic approach to this analysis, alongside comments for improvement from our scholarly peers.

Additionally, this paper argues that although the technology itself is not neutral, the existence of these technologies themselves is not the problem. When it comes to deepfakes, Pandora’s box has already been opened, and there is no way to “uninvent the bomb” [53]. It is reasonable to view the distribution of deepfaked content as yet another way of manipulation of the truth for malicious schemes, but – as with more traditional forms of textual manipulation – also for satire, humour and memes which is the foundation for much of today’s online culture. Deepfaked content is just a new and more technologically complex expression of that culture. Hence, we agree with Gutiérrez-Martín et al’s assertion that “the problem of misinformation is not solved by attacking the symptoms with a series of tips and checklists for consumers to learn how to detect
fake news but, rather, by studying its underlying causes, one of which is excessive monetization and the diminishing value of truth in new virtual environments” [6]. Undoubtedly, over time the general public will once again become familiar and resilient to modern techniques, but how much damage will be done to the fabric of our society in the interim, if there is a complete breakdown of trust in our institutions?
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