Does your robot know? Enhancing children’s information retrieval through spoken conversation with responsible robots
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In this paper, we identify challenges in children’s current information retrieval process, and propose conversational robots as an opportunity to ease this process in a responsible way. Tools children currently use in this process, such as search engines on a computer or voice agents, do not always meet their specific needs. The conversational robot we propose maintains context, asks clarifying questions, and gives suggestions in order to better meet children’s needs. Since children are often too trusting of robots, we propose to have the robot measure, monitor and adapt to the trust the child has in the robot. This way, we hope to induce a critical attitude with the children during their information retrieval process.

CCS Concepts: • Social and professional topics → Children; • Information systems → Search interfaces, Multimedia and multimodal retrieval; • Human-centered computing → Natural language interfaces, User centered design.
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1 INTRODUCTION

The UN convention of children’s rights article 17 states that children have the right to access to information in a way that they can understand [23]. However, children still struggle to access information with the tools they currently use, such as search engines and voice agents (e.g. [6, 13, 22]). Current search engines do not always support the way children formulate search queries [6]. Studies suggest that children have a more limited knowledge base and vocabulary to recall search terms from [12]. Additionally, spelling and typing issues hamper children’s searches [6, 13]. It is observed that children can benefit from query suggestions in search engines they typically use [13]. However, these are not tailored to children [7]. While voice agents have become available, which children also use to search for information [9, 20–22], the interaction that these voice agents provide is of a simple question-answer style, and not conversational. This limits children in that they cannot ask follow up questions like they often assume [16, 22], have to include context into complex statements [22, 33], and do not get assisted with suggestions or clarifying questions [5, 33].

Inspired by Landoni et al. [16], we propose to aid children in searching and exploring (multimedia) information through spoken conversational agents. Our target group is children of 10-12 years old. Children in these ages are starting to develop logical reasoning, but still have limited skills in reading and writing [11]. Through spoken conversation, the agent can support the child in formulating their information needs in a collaborative way by asking questions and
proposing suggestions. To facilitate an engaging interaction [19], a physically embodied agent\(^1\) will be used. While embodied agents afford rich ways (e.g., visual, auditory) to design and tailor the interaction to children, they also give rise to challenges related to trust and ethical aspects that ask for responsible design. Children are prone to trust robots (too much) [4], not only technologically, as they do with computers, but also interpersonally due to the social bond they create [29]. This might lead to children relying on false information. It would be beneficial to facilitate a critical attitude with the children during the interaction.

Our proposed research for the coming years has two objectives. We will investigate how to improve the information retrieval (IR) process for children with embodied conversational robots, while taking into account the child’s trust in the robot and the information it provides (elaborated on in section 3). This brings us to the following research questions:

1. How can conversational robots help children explore and search multimedia information through a child-tailored interaction?
2. How can conversational robots induce a critical attitude with children towards the robot and the information it provides during the search interaction?

2 ROBOTS CAN HELP CHILDREN FIND INFORMATION

In the introduction we described the issues children face when searching with search engines via a computer or voice agent. We envision a robot solution that addresses these issues by supporting a mixed-initiative, spoken, conversational interaction. This type of search conversation is described in the Spoken Conversational Search (SCS) paradigm [28]. Further exploration of SCS for children is needed, since, to our knowledge, it has not been studied how SCS can be tailored to children. For instance, (when) do children get dissatisfied with clarifying questions (see [32])?

In order to develop an agent that helps children communicate their information need, several challenges need to be addressed. Firstly, the envisioned conversational robot can maintain context, meaning it uses memory to store previous statements (see [24]). This makes it easier for children to communicate complex information needs. In a non-conversational interaction children need to integrate context into a single query which is difficult [33]. As Yarosh et al. [33] suggest, (embodied) agents could become more usable to children if they support context statements to be specified upfront, or as separate statements during the conversation. Maintaining context additionally enables children to ask follow-up questions, which children expect of voice agents during the search process [16, 22, 31]. Secondly, during the conversational interaction, the robot can take initiative to improve the query by asking clarifying questions [1, 5]. These questions can address specific missing pieces of information [33], or simply clarify that the child was heard correctly. Thirdly, we will study how and when the robot can provide query suggestions in this interaction. These suggestions should be adapted to children’s vocabulary and interests [7]. By addressing these challenges we develop the envisioned mixed-initiative, spoken, conversational, robot. As a final challenge, we want to find out how this search process interaction works for children, and whether it indeed improves their IR process (for example using the framework by Landoni et al. [16]).

3 CHILDREN CANNOT ALWAYS TRUST A ROBOT

In addition to developing the child-tailored search interaction, it is important that this interaction is responsible. Children tend to trust robots too much, which is also known as overtrust [4]. Since children build social bonds with robots, more so than with computers, this trust is interpersonal as well as technological [3, 29]. This trust relationship might

\(^1\)from now on simply referred to as robot
lead to dangerous situations, since there is so much false information on the internet. Undertrust may lead to children discarding useful information. We mainly focus on overtrust, since undertrust leads to looking for the information elsewhere, while overtrust might lead children to rely on false information. It is therefore crucial that children remain critical to the information that the robot provides. This calls for the ability to measure, monitor, and lower the trust that the child has in the robot when appropriate.

Currently, trust in child-robot interaction is mainly measured with questionnaires or trust games that do not fit the IR interaction, hence a new kind of measure needs to be developed [30]. Questionnaires need to be conducted after the interaction, which does not fit a real-world setting. Trust games need to be implemented within the interaction, which constricts the type of interaction. We envision the robot to be able to measure trust real-time during the interaction and to alter its behavior appropriately when trust is too high. Since the interaction will mainly be done via speech, and a lot of information on emotions and attitudes can be extracted from speech [8, 15, 25, 27], we explore speech cues (e.g., acoustic features such as pitch and loudness, nonverbal vocalisations such as filled pauses and laughter, dialogue acts) as a measure of trust that the robot could use during the interaction.

Having measured the current trust level, the robot should act on it. In case of overtrust the robot should display behaviors associated with a lower trust level. For example, when the robot gives an answer to the child about earth and what it looks like, and it notices overtrust, the robot could express uncertainty, to spark a critical attitude with the children. Such cues can be modeled after human interaction when a speaker presents information they are uncertain about [26]. Previous studies on children and trust have shown that children take into account past performance, and how the robot is introduced [10, 18]. Children can also base their trust on superficial cues, e.g., pretty or nice robots are perceived as more trustworthy [2, 17]. However, not all of these cues are suitable for real-time trust adaptation, e.g., a change in appearance during the interaction would not make sense. Furthermore, having robots make intentional mistakes could be considered unethical [14]. Hence, it is still an open question as to what strategies the robot could use to lower a child’s trust, and consequently induce a critical attitude towards the robot and the information it provides.

Finally, it is not a given that children who trust a robot also trust the information that the robot provides, and vice versa. It is unclear how the trust in the robot affects the information acceptance. In one of our pilot studies, we introduced a child to a robot with untrustworthy characteristics, e.g., a neutral face, monotonous voice and wrong answers (please note that this is not suited for real-world applications, but still implemented here, because we need to study the workings of low and high trust in robots with children in order to lower the trust when appropriate), and asked them afterwards whether they would comply with the robot's answers in a quiz. This pilot was part of a larger study currently being conducted, which investigates the trust relationship between children and robots, and whether this relationship influences what they do with the information that the robot provides. One child indicated that they did not trust the robot, but still said “if the robot says so, it must be true” when asked whether they would comply with the robot. While this could be illustrative of the people-pleasing nature of children during questionnaires and interviews, it calls for a more in depth investigation on the relation between the trust in a robot and the information it provides. For instance, children’s behavior might reflect their trust better than their answers on a trust questionnaire.

4 CONCLUSION

In this paper, we propose spoken conversational robots to improve children’s information retrieval process. We identified challenges and opportunities in developing the conversational interaction in a way that children are supported in expressing their information needs. Some guidelines and solutions for developing spoken conversational search for adults already exist, however, for children, this is a rather new and underresearched territory. Moreover, since we
are developing for children, extra attention should be paid to making the interaction not only child-tailored, fun and engaging, but also responsible, in terms of monitoring for overtrust. Introducing spoken conversational robots creates a tension between on the one hand the envisioned benefits of the conversational interaction, and on the other hand, the call for responsible design due to the emerging trust relationship between robot and child, and the effects this relationship can have on the information perception. We are excited to start addressing this multifaceted challenge in the coming years by a multidisciplinary team with experts in design, ethics, psychology, child-robot interaction, search technology, and computer science.
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