SeqFace: Make full use of sequence information for face recognition
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Abstract

Deep convolutional neural networks (CNNs) have greatly improved the Face Recognition (FR) performance in recent years. Almost all CNNs in FR are trained on the carefully labeled datasets containing plenty of identities. However, such high-quality datasets are very expensive to collect, which restricts many researchers to achieve state-of-the-art performance. In this paper, we propose a framework, called SeqFace, for learning discriminative face features. Besides a traditional identity training dataset, the designed SeqFace can train CNNs by using an additional dataset which includes a large number of face sequences collected from videos. Moreover, the label smoothing regularization (LSR) and a new proposed discriminative sequence agent (DSA) loss are employed to enhance discrimination power of deep face features via making full use of the sequence data. Our method achieves excellent performance on Labeled Faces in the Wild (LFW), YouTube Faces (YTF), only with a single ResNet. The code and models are publicly available online$^{1}$.
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1 Introduction

In most scenario, FR is a metric learning problem since it is impossible to classify faces to known identities in the training set. Recently, deep CNNs are widely used in FR, due to their great discriminative feature learning capability. The face feature is mainly trained via two types of methods according to their loss functions in CNN models. One method uses classification loss functions, such as softmax loss [Taigman et al. 2014; Sun et al. 2014; Wen et al. 2016a]. The other type uses metric learning loss functions, such as contrastive loss and triplet loss [Hoffer and Ailon 2015; Chopra et al. 2005]. In many recent CNNs for FR, two types of loss functions are usually combined together for learning face features [Wen et al. 2016b]. All these loss functions aim to maximize the inter-identity variations and minimize the intra-identity variations under a certain metric space. No matter which loss functions are applied, we find that the training data share the same type, called identity data in the paper.

An identity dataset includes $M$ faces of $N$ identities, and each face in the dataset is clearly labeled as the image of the $i$-th ($0 \leq i < N$) identity. Currently all public or private datasets for training deep face features, such as CASIA [Yi et al. 2014], MS-Celeb-1M [Guo et al. 2016] and CelebFaces [Chen et al. 2014], belong to identity datasets. However, a large-scale high-quality identity dataset is very expensive to construct, since it could cost lots of effort and money.

Identity data need two kinds of information: face image and identity annotation. Identities in most public and private datasets are celebrities, because celebrity photos are rather easily crawled and annotated from the Internet. However, a celebrity dataset might be not a satisfied training dataset, if there are obvious differences between the evaluated faces and the celebrity faces in age, race, pose, and so on.

Beside photos from the Internet, videos (movies, TVs, surveillance videos, etc.) can also provide large quantities of face images, but few works utilize these face images because labelling process of identities is relatively difficult. However, it might be necessary to collect such faces as training data in some circumstances, such as surveillance. Face detection and tracking on videos can automatically generate data with lots of face sequences, and each sequence contains several faces of one identity. We call this type of data sequence data.

A sequence dataset includes $M$ faces of $N$ sequences, and each face is labeled as the image of the $i$-th ($0 \leq i < N$) sequence. Because faces in a sequence must belong to one identity (note that different sequences might belong to one identity), sequence data have potential to help to reduce the intra-identity variations. A large-scale high-quality sequence dataset can be efficiently and automatically constructed by using state-of-the-art face detection and tracking methods. Although face sequences are broadly used in video FR applications, previous works have rarely utilized these unlabelled sequence datasets as the training data to learn face features in FR.

In this paper, we propose a framework, namely SeqFace, to learn discriminative face features on both identity data and sequence data (see Figure 1). The SeqFace framework is not objective to replace other models or loss functions, but to make full use of sequence data in the training procedure. In the SeqFace, a CNN model is jointly supervised by two loss functions. The first one is a chief classification loss function, and the other one is an auxiliary loss function.
classification loss, such as the softmax loss, which aims to maximize the inter-identity variations and minimize the intra-identity variations simultaneously. The second one is an auxiliary loss, such as the center loss [Wen et al. 2016b], which mainly encourages the intra-identity compactness. Because the traditional classification loss functions cannot deal with sequence data, label smoothing regularization (LSR) is employed to improve the chief loss. Moreover, we also propose a DSA loss as the auxiliary loss, which is superior to the center loss because it contributes to the inter-class dispersion. With the help of additional sequence data, CNN models can be trained with high feature discrimination in the SeqFace.

To summarize, our major contributions are as follows:

1. We present a framework (SeqFace) to learn discriminative face features. Besides the traditional identity data, unlabeled sequences are used as the training data in the SeqFace to enhance discrimination power of face features for the first time.

2. To make full use of sequence data, we employed the LSR to help the chief classification loss deal with sequence data. A new DSA loss function, which contributes to the intra-class compactness and the inter-class dispersion of the features, is also proposed as the auxiliary loss to train CNNs. Experiments demonstrate that the LSR and the DSA loss both boost the FR performance greatly.

3. We conduct experiments on two popular and challenging FR benchmark datasets (Labeled Faces in the Wild (LFW) and YouTube Faces (YTF) [Wolf et al. 2011]) with one single ResNet-64, and the model achieves a 99.83% verification accuracy on LFW, and a 98.12% verification accuracy on YTF.

2 Related Works

In this section, we briefly review works of deep face recognition, and face sequences related works in FR are also introduced.

2.0.1 Deep Face Recognition

Deep face recognition is one of the most active field, and has achieved a series of breakthroughs in recent years thanks to the great success of CNNs [He et al. 2016; Krizhevsky et al. 2012; Simonyan and Zisserman 2014; Szegedy et al. 2015]. Many methods [Taigman et al. 2014; Sun et al. 2014; Wen et al. 2016a; Schroff et al. 2015; Chen et al. 2014; Sun et al. 2015a; Sun et al. 2015b] have proven that CNNs outperform humans in FR on some benchmark data sets. FR is treated as a multi-class classification problem and CNN models are supervised by the softmax loss in many methods [Taigman et al. 2014; Sun et al. 2014; Wen et al. 2016a]. Some metric learning loss functions, such as contrastive loss [Yi et al. 2014; Chopra et al. 2005], triplet loss [Hoffer and Ailon 2015; Schroff et al. 2015] and center loss [Wen et al. 2016b], are also applied to boost FR performance greatly. Other loss functions [Deng et al. 2017; Zhang et al. 2017] based on metric loss also demonstrate effective performance on FR. Recently, some angular margin based methods [Liu et al. 2016; Liu et al. 2017; Deng et al. 2018; Wang et al. 2018] are proposed and achieve outperforming performance.

2.0.2 Sequences in Face Recognition

In many applications, sequences or image sets are the most natural form of input to the FR system. Video face recognition methods [Yamaguchi et al. 1998; Cevikalp and Triggs 2010; Wang et al. 2017; Bashshghi et al. 2017; Ding and Tao 2016; Huang et al. 2015; Parchami et al. 2017; Sohn et al. 2017] based on face sequences, or face sets, also are expected to achieve better performance than ones based on individual images. Most of these studies attempt to utilize redundant information of face sequences/sets to improve recognition performance, but not to learn discriminative features from sequence data. Recently, some approaches [Ding and Tao 2016; Parchami et al. 2017; Sohn et al. 2017] aim to learn deep video features for video face recognition. In [Sohn et al. 2017], large-scale unlabeled face sequences are employed as the training data, but these sequence data are only utilized to learn transformations between image and video domains. Learning discriminative face features still mainly depends on traditional large-scale identity datasets in this deep CNN approaches of video FR.

3 The Proposed Approach

3.1 SeqFace Framework

The proposed SeqFace is a framework for learning discriminative face features on identity datasets and sequence datasets simultaneously. Identity overlap between these two datasets is not allowed in the SeqFace. A CNN model (ResNet-like models in our implementation) is jointly supervised by one chief classification loss and one auxiliary loss in the SeqFace. The chief loss enlarges the inter-identity feature differences and reduces the intra-identity feature variations simultaneously, and the major target of the auxiliary loss is to reduce intra-identity(intra-sequence) variations. The final loss can be formulated as

\[ L = L_{Chief} + \eta \cdot L_{Auxiliary}, \]

where \( \eta \) is a parameter used to balance two loss functions.

Similar with many methods, we also treat the FR problem as a classification task to train CNNs, and CNNs are mainly supervised by a chief classification loss, such as the Softmax loss, the A-Softmax loss in SphereFace [Liu et al. 2017], and so on. All faces of one identity in identity data is labeled as belonging to one class in the classification loss. However, an input face in sequence data cannot belong to any class (identity) in the classification loss, because there is no identity annotation in sequence data. That is to say, though a regular classification loss can be applied to train the CNN model in the SeqFace, it only can deal with identity data and has to ignore sequence data.

We know that faces in one sequence certainly belong to one identity. Therefore, if a loss encourages the intra-sequence feature compactness, and does not penalize the inter-sequence feature compactness, it could supervise CNNs to learn discriminative face features on sequence data, and it could naturally deal with identity data too. Because this loss mainly affects the intra-sequence and intra-identity compactness, it has to be an auxiliary loss. The center loss [Wen et al. 2016b] function is formulated as

\[ L_C = \frac{1}{2} \sum_{k=1}^{K} \left\| x_k - c_{y_k} \right\|^2, \]

where \( K \) is the number of training samples, \( x_k \) denotes the feature of the \( k \)-th training sample, \( y_k \) is the class label of the sample, and the \( c_{y_k} \) denotes the \( y_k \)-th class center of deep features for classification problems. The center loss can deals with identity data and sequence data in the same way, and the \( c_{y_k} \) is the feature center of the \( y_k \)-th identity for identity data or the feature center of the \( y_k \)-th sequence for sequence data. Since the formulation only characterizes intra-identity and intra-sequence feature compactness effectively, it doesn’t penalize closed feature centers of different sequences. Therefore, the center loss is a good option for the auxiliary loss in the SeqFace.

To summarize, one of the benefits of our SeqFace framework is to reduce the intra-identity variations while enlarging the inter-identity
variation with CNNs supervised by a chief classification loss and another auxiliary loss. In fact, we can employ the regular softmax loss and the center loss as the chief loss and the auxiliary loss in the SeqFace. However, the softmax loss has to ignore sequence data, and the center loss only concerns the intra-identity and intra-sequence compactness. Sequence data only contribute to intra-identity compactness through the supervision of the center loss. In order to make full use of sequence information, the LSR and the DSA loss are presented in the paper.

3.2 Label Smoothing Regularization

The softmax loss is applied to supervise CNNs classification, and its simplicity and probabilistic interpretation make the softmax loss widely adopted in FR issues. The softmax loss can be used as the chief loss in the SeqFace, but it has to ignore sequence data when training CNNs because of the lack of identity annotation. The softmax loss can be considered as the combination of a softmax function and a cross-entropy loss, and the cross-entropy loss is formulated as

$$L_S = - \sum_{i=1}^{C} p(i) \log(q(i)),$$

where $C$ is the class number, $p(i) \in [0,1]$ is the predicted probability (the output of the softmax function) of the input belonging to class $i$, and $q(i)$ is the ground truth distribution defined as

$$q(i) = \begin{cases} 0 & i \neq y \\ 1 & i = y \end{cases},$$

where $y$ is the ground truth class label of the input. Label smoothing regularization (LSR) is introduced to deal with non-ground truth inputs [Szegedy et al. 2016], and label smoothing regularization for outlier (LSRO) is then used to corporate unlabeled inputs [Zheng et al. 2017] in CNNs. In the LSR, the value of $q(i)$ can be a float value between 0 and 1 for the input which cannot be clearly labeled as any class.

In our framework, because all identities in sequence data do not exist in identity data, we define $q(i) = 1/C$ (so $\sum_{i=1}^{C} q(i) = 1$) as [Zheng et al. 2017] for all input faces in sequence data. Therefore, the cross-entropy loss is rewritten as

$$L = -(1-Z) \log(p(y)) - \frac{Z}{C} \sum_{i=1}^{C} \log(p(i)),$$

where $Z = 0$ for the input face of identity data, and $Z = 1$ for the input face of sequence data.

The LSR can also be integrated into other softmax-like classification loss functions. In practice, a feature normalised SphereFace (L2-SphereFace for short, the same with FNorm-SphereFace in [Deng et al. 2018]) is applied as the chief classification loss. An additional $L_2$-constraint is added to the regular SphereFace [Liu et al. 2017], it means the input feature $x_k$ must be firstly normalized and scaled by a scalar parameter $\delta$ ($\delta \cdot x_k / \|x_k\|_2$). Therefore, the decision boundaries of the L2-SphereFace under binary classification is $\delta (\cos m \theta_1 - \cos \theta_2) = 0$ for class 1, and is $\delta (\cos \theta_1 - \cos m \theta_2) = 0$ for class 2. In our implementation, the parameter $\delta$ and the margin $m$ are set to 32.0 and 4 respectively.

3.3 DSA loss

The center loss only reduces intra-class variations as the auxiliary loss, and the inter-class separability of features completely depends on the classification loss. In this section, we propose a new auxiliary loss, namely discriminative sequence agent loss (DSA Loss), which concerns the intra-class compactness and the inter-class dispersion simultaneously.

First, considering the traditional classification problem with an identity dataset, we define

$$d_{k,n} = \frac{(x_k - c_n)^2}{4} \quad (6)$$

as the distance between the feature $x_k$ of the $k$-th training sample and the feature center $c_n$ of the $n$-th class (identity), $d_{k,n}$ is actually equivalent to the Euclidean distance. Note that if $x_k$ and $c_n$ are normalized, $d_{k,n}$ can be re-formulated as

$$d_{k,n} = \frac{(1 - \cos \theta_{k,n})}{2}, \quad (7)$$

where $\theta_{k,n}$ denotes the angle between $x_k$ and $c_n$, and $d_{k,n}$ can be regarded as the angular distance. Since our target is to reduce the distance between $x_k$ and $c_n$, and $d_{k,n}$ can be regarded as the angular distance, we can employ the regular softmax loss and the center loss to reduce the inter-class variation with CNNs supervised by a chief classification loss and the DSA loss. In this section, we propose a new auxiliary loss, namely discriminative sequence agent loss (DSA Loss), which concerns the intra-class compactness and the inter-class dispersion simultaneously.
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are $C$ ($C$ is also the number of class in the chief classification loss) identities in the identity dataset and $N - C$ sequences in the sequence dataset. There is no overlap between these two datasets as mentioned above. In Equation 9, $n$ is selected from all $C$ identities and $N - C$ sequences (mean $\sum_{n=1, n \neq y_k}$) of samples in the identity dataset, and $n$ is only selected from $C$ identities (mean $\sum_{n=1, n \neq y_k}$) for samples in the sequence dataset. That is to say, if the $k$-th sample is in the identity dataset, $x_k$ should be pushed away from feature centers of other identities and all sequences, or $x_k$ is only pushed away from feature centers of identities. Figure 2 illustrates two examples.

There are four parameters ($\lambda$, $\alpha$, $\beta$, and $p$) in the DSA loss function. The parameter $\alpha$ can be set to 0.5 since we concern both the intra-class compactness and the inter-class dispersion. The parameters $\alpha$ and $\beta$ are used to adjust the discriminative power of features. Using larger values is preferred, but it will increase the difficulty of convergence in training. According to our experiments, $\alpha = 2.0$ and $\beta = 1.0$ can be applied in most applications. The parameter $p$ is applied to select part of identities/sequences while computing $L_{k,n}$, in order to reduce the computing cost. The value of the parameter $p$ can be set flexibly based on computing resources in real applications.

3.3.1 MNIST Example

We perform a toy example on the MNIST dataset [Lecun and Cortes 2010] with our DSA loss. LeNet++ [Wen et al. 2016b], a deeper and wider version of LeNet, is employed. The last hidden layer output of the model is restricted to 2 dimensions for easy visualization (see Figure 3). For comparison, we train 4 models supervised by a softmax loss, a softmax loss and a center loss, a softmax loss and a DSA loss (with normalized $x_k$ and $c_n$), respectively. We set $\lambda = 0.5$, $\alpha = 2.0$, $\beta = 1.0$, and $p = 1.0$ in the DSA loss. The loss weight values of the center/DSA loss are set to 0.04. All models are trained with the batch size of 32. The learning rate begins with 0.01, and is divided by 10 at 14K iterations. The training process is finished at 20K iterations. As shown in Figure 3, the features learned with the DSA loss are more discriminative. The feature dispersion in Figure 3(b) and Figure 3(c) demonstrates that the DSA loss can enlarge inter-class distances, and the feature centers of different classes are pushed away from each other.

4 Experiment

4.1 Implement Details

In our experiments, all the face images and their landmarks are detected by MTCNN [Zhang et al. 2016]. The faces are aligned by similar transformation as [Wu et al. 2017], and are cropped to $144 \times 144$ RGB images (randomly cropped to $128 \times 128$ in training). Each pixel in RGB images is normalized by subtracting 127.5 then divided by 128.

4.1.1 Training and Testing

Caffe [Jia et al. 2014] is used to implement CNN models. Different CNN models are employed in the experiments, which will be further introduced. All weights of the auxiliary losses ($\eta$ in Equation 1) are set to 0.04 in the experiments. Euclidean distances (do not normalize $x_k$ and $c_n$ in Equation 6) are applied in the DSA loss functions used in this section. At the testing stage, the original image is directly extracted from the last full-connected layer of CNNs, and the cosine similarity is used to measure the feature distance in the experiments. More details are presented in the corresponding sections.

4.2 Exploration Experiment

In this section, the employed CNN is a ResNet-20 network which is similar to [Liu et al. 2017], and it is trained on the publicly available CASIA-WebFace dataset [Yi et al. 2014] containing about 0.5M faces from 10,575 identities. All models are trained with the batch size of 32 on one TitanX GPU. The learning rate begins with 0.01, and is divided by 10 at 200K iterations. The training process is finished at 300K iterations.

To evaluate the effectiveness of sequence data, 10,575 identities in the CASIA-WebFace dataset are randomly divided into two parts: the dataset A (5,000 identities) and the dataset B (5,575 identities). Faces in the dataset B is then randomly split into 32,996 sequences. The dataset A and B are treated as the identity dataset and the sequence dataset respectively.

4.2.1 Effect of the DSA loss parameters

We firstly study the effect of parameter values in the DSA loss. We train several CNN models only on the dataset A (5,000 identities) under the supervision of the DSA loss with different parameter values, and then evaluate these models on the LFW dataset. From the results shown in Figure 4, we can conclude that higher performances can be achieved if the DSA loss simultaneously concern the intra-class compactness and the inter-class dispersion of the learned features ($\lambda = 0.5$). The results also demonstrate that larger $\alpha$ and $\beta$ may lead to more discriminative features. According to our experiments, setting $\alpha = 2.0$ and $\beta = 1.0$ is preferred to balance the FR performance and the difficulty of convergence.

4.2.2 Effect of SeqFace

We also train 10 models (see Table 1) to demonstrate the effectiveness of our SeqFace, the LSR and the DSA loss.

First, we use a regular softmax loss (Model I), a L2-SphereFace loss (Model II) to train 2 CNN models respectively. Only the dataset A is used as the training dataset. Verification accuracies demonstrate that the L2-SphereFace greatly boosts the performance.

Then, the center loss and the DSA loss are applied as the auxiliary loss to jointly supervise 2 CNN models (Model III and Model IV) with a softmax loss respectively. The reported results also demonstrate that: 1) Auxiliary loss functions have positive effect on the FR performance even without sequence training data; 2) Our DSA loss outperforms the center loss on FR issue.

Moreover, sequence data (the dataset B) are added to train 5 CNN models supervised by a LSR-based softmax loss and a center loss
Figure 3: Visualization of 2-D feature distribution for the MNIST test set. The features of samples from different classes are denoted by the points with different colors. Four CNNs are supervised by the loss functions of (a) Softmax loss. (b) Softmax loss + Center loss. (c) Softmax loss + DSA loss with Euclidean distance. (d) Softmax loss + DSA loss with angular distance.

Figure 4: Face verification accuracies on LFW achieved by the DSA losses with different parameter values.

(4.3) Evaluation on LFW and YTF

In this section, we evaluate the proposed SeqFace on LFW and YTF in unconstrained environments. LFW [Huang et al. 2007] and YTF [Wolf et al. 2011] are challenging testing benchmarks released for face verification. LFW dataset contains 13,233 faces of 5749 different identities, with large variations in pose, expression and illuminations. YTF dataset includes 3,425 videos of 1,595 identities. We follow the unrestricted with labeled outside data protocol.

To evaluate performance on YTF, the simple average feature of all faces in a video is applied to compute the final score.

A ResNet-27 model\(^2\)(the architecture is shown in Figure 5) and a ResNet-64 [Liu et al. 2017] are employed for evaluation. To accelerate the training process, we first train a baseline model under the supervision of the regular L2-SphereFace on the identity dataset only, and then fine-tune the baseline model by using the SeqFace. Our models are trained with batch size of 128 on 4 Titanx GPU. The learning rate begins with 0.01, and is divided by 10 at 300K and 600K iterations. The training is finished at 800K iterations. The model is jointly supervised by a LSR-L2-SphereFace loss and a DSA loss, and is learned on the MS-Celeb-1M and our Celeb-Seq datasets described below. In the DSA loss, \(\lambda = 0.0\), \(\alpha = 2.0\), \(\beta = 1.0\). The parameter \(p\) is set to 0.001 because of the large number of sequences in the Celeb-Seq dataset.

4.3.1 Training Datasets

A refined MS-Celeb-1M (4M images and 79K identities) provided by [Wu et al. 2017] is used as the identity dataset. Since there is no public sequence datasets for training deep CNNs, we construct a sequence dataset Celeb-Seq, which includes about 2.5M face images of 550K face sequences. We firstly extract about 800K face sequences by using MTCNN [Zhang et al. 2016] and Kalman-Consensus Filter (KCF) [Olfati-Saber 2010] to detect and track video faces from 32 online TV Channels, then compute image features with the model provided by SphereFace [Liu et al. 2017]. Lastly faces of overlap identities with MS-Celeb-1M, and nearly noisy and duplicate faces in one sequence are discarded from the dataset automatically and manually. We also remove face images belong to identities that appear in the LFW and YTF test sets. Some face sequences in the Celeb-Seq dataset are shown in Figure 6.

Removing overlap identities with MS-Celeb-1M and nearly noisy and duplicate faces in one sequence are discarded from the dataset automatically and manually. We also remove face images belong to identities that appear in the LFW and YTF test sets. Some face sequences in the Celeb-Seq dataset are shown in Figure 6.

\(^2\)https://github.com/ydwen/caffe-face
Table 1: Face verification accuracy on LFW dataset

| Model | Loss               | Training Dataset | Accuracy |
|-------|--------------------|------------------|----------|
| I     | Softmax loss       | Dataset A        | 95.12%   |
| II    | L2-SphereFace      | Dataset A        | 97.35%   |
| III   | Softmax + Center loss | Dataset A    | 97.03%   |
| IV    | Softmax + DSA loss | Dataset A        | 97.25%   |
| V     | LSR-Softmax + Center loss | Dataset A + Dataset B | 97.62%   |
| VI    | LSR-L2-SphereFace  | Dataset A        | 98.13%   |
| VII   | LSR-L2-SphereFace  | Dataset A + Dataset B | 98.65%   |
| VIII  | LSR-L2-SphereFace + Center loss | Dataset A + Dataset B | 98.72%   |
| IX    | LSR-L2-SphereFace + DSA loss | Dataset A + Dataset B | 98.85%   |
| X     | L2-SphereFace      | CASIA-WebFace    | 99.03%   |

Figure 5: The ResNet-27 architecture for the experiments on LFW and YTF. The CNN is jointly supervised by the LSR-L2-SphereFace and the DSA loss. ID denotes identity input data, SEQ denotes sequence input data, C denotes the convolution layer, P denotes the max-pooling layer, and FC denotes the fully connected layer.

4.3.2 Evaluation Results

Table 2 reports the verification performance of several methods. To demonstrate effectiveness of the SeqFace, the performance of our baseline ResNet-27 is also reported in the table. Note that the ArcFace employs the improved ResNets [Han et al. 2017]. The SeqFace achieves the best accuracies on these two benchmark testing sets. It is reported in the ArcFace that a regular 50-layer ResNet achieves a 99.71% accuracy on LFW. Moreover, our ResNet-27 and ResNet-64 models achieve 99.50% and 99.67% at VR@FAR=0 on LFW.

The SeqFace is only a framework to make use of sequence data. We believe that new loss functions (such as ArcFace, CosFace, etc.) and a deeper ResNet with improved residual units can be employed in the SeqFace to further improve the performance.

5 Conclusion

A large-scale high-quality dataset for training CNNs in FR is very expensive to construct. Face features learned on publicly available datasets for researchers might not achieve satisfied performance in some circumstances, for example evaluating Asia people in surveillance videos. Though large amount of face images in the real situation can be collected, assigning labels to these images is still time-consuming. Fortunately, a dataset containing large amount of face sequences can be efficiently constructed by using face detection and tracking methods.

In this paper, we proposed a framework named SeqFace, which can utilize sequence data to learn highly discriminative face features. A chief classification loss and another auxiliary loss are combined together to learn features on a traditional identity dataset and another sequence dataset. The LSR is employed to help the chief loss to deal with sequence input. The DSA loss was also proposed to supervise CNNs as an auxiliary loss. We achieved good results on several popular face benchmarks only with a simple ResNet model. We also believe that more competitive performance can be obtained, if recently proposed loss functions [Wang et al. 2018; Deng et al. 2018] and CNN architectures [Han et al. 2017] are employed.

As far as we know, SeqFace is the first framework to employ face sequences as training data to learn highly discriminative face features. The requirement of no identity overlap between the identity and sequence datasets might have influence on the efficiency of constructing sequence datasets, but it always happens in many situations mentioned above. In fact, we train a CNN model on MS-Celeb-1M dataset and another sequence dataset, whose face sequences are collected from surveillance videos in China. The learned model achieves good performance in surveillance applications. It is obvious that our SeqFace also has great potentiality to be applied in other similar fields, such as Person-reidentification.
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