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The time evolution of a system of coagulating particles under the product kernel and arbitrary initial conditions is studied. Using the improved Marcus-Lushnikov approach, the master equation is solved for the probability \( W(Q,t) \) to find the system in a given mass spectrum \( Q = \{n_1, n_2, \ldots, n_g \ldots \} \), with \( n_g \) being the number of particles of size \( g \). The exact expression for the average number of particles, \( \langle n_g(t) \rangle \), at arbitrary time \( t \) is derived and its validity is confirmed in numerical simulations of several selected initial mass spectra.
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I. INTRODUCTION

Coagulation is widespread in nature. In physics and chemistry, it is traditionally mentioned in reference to different polymerization phenomena, and when the process of particles’ formation in dispersed media (aerosols and hydrosols) is studied [1][2]. In this regard, obligatory references include famous contributions made by Smoluchowski [4], Flory [27] and Stockmayer [5] (see also more contemporary papers: [6][14], and review articles: [15][17]). And although various issues related to coagulation began to be studied many decades ago, its full understanding is still far from complete. At the same time, interest in coagulation processes is not weakening at all. This is most likely due to a broad range of interdisciplinary applications of the process, which include: percolation phenomena in random graphs and complex networks [18–23], mathematical population genetics [24], pattern formation in different social [25–27], biological [28] and man-made systems [29], and many others.

The simplest example of the coagulation process is the evolution of a closed system of particles (clusters) that join irreversibly during binary collisions (so-called coagulation acts), according to the following scheme:

\[
(g) + (l) \xrightarrow{K(g,l)} (g + l),
\]

where \( (g) \) stands for a cluster of mass \( g \) (we assume that \( g \) is a natural number) and \( K(g,l) \) is the coagulation kernel representing rate of the process. Over time, the number of clusters decreases and distribution of their sizes changes. Kinetics of the process strongly depends on \( K(g,l) \). In particular, when the system starts to evolve from all clusters having the same size (so-called monodisperse initial conditions), it is well known (see e.g. [23]) that for \( K(g,l) \) growing fast enough, at some finite time \( t_c \), a giant particle emerges, which brings together a fraction of the mass of the whole system. To distinguish this particle from other particles, usually much smaller, which form the so-called sol, this giant particle is called the gel. The phenomenon of gel formation is an example of nonequilibrium phase transition. The best-known example of a gelling kernel is the multiplicative (product) kernel:

\[
K(g,l) \propto gl. \]

The constant kernel, \( K(g,l) = \text{const} \), and the additive kernel, \( K(g,l) \propto g + l \), are examples of nongelling kernels, in which the sol-gel transition is not observed when monodisperse initial conditions are assumed. The above listed kernels are important, because kinetics of coagulation processes in systems evolving according to these kernels under the simplest (monodisperse) initial conditions, were “exactly solved”, thus becoming reference models of coagulation.

In the last sentence, the term in quotes: “exactly solved” is of special meaning which needs an explanation. Namely, there are some theoretical approaches to modeling coagulation. The best known approach relies on the famous Smoluchowski equation [4] which constitutes an infinite system of coupled nonlinear differential equations for the average number of clusters of a given size, and provides mean-field (and thus approximate) time evolution of the cluster size distribution. Therefore, explicit solutions to this equation (e.g. [11][14][30][31]) are not “exact solutions” of the coagulation process. Its genuine exact solutions (without any approximations) for some particular cases (including the mentioned kernels - constant, additive and multiplicative - under monodisperse initial conditions) were obtained through direct counting of system states (see [32]), or as solutions to the master equation governing the time evolution of the probability distribution over these states (see [33][34]). The approach resulting from the master equation was first proposed by Marcus [8] in the late 1960s. In the late 1970s it was used by several researchers [35][36], among others by Lushnikov [10], who not so long ago again dealt with coagulation and obtained several significant results using this formalism [37][38].

The case of initial conditions other than monodisperse is much more complicated and relatively less researched. For example, until quite recently, it was thought that, in the thermodynamic limit, behavior of different coagulating systems (with non-gelling and gelling kernels, before and after the gel time \( t_c \) ) is not sensitive to initial conditions and falls into specific universality classes. These classes were to be characterized by dynamical scaling solutions (i.e. time dependent cluster size distributions) which are similar to the solutions arising from monodis-
perse initial conditions \[16, 40\]. Recent results in this area, however, suggest that the behavior of coagulating systems for arbitrary initial conditions is much more complicated.

For example, solutions to the Smoluchowski equation for the product kernel and algebraically decaying initial conditions show that there exist three different universality classes which depend on the finiteness of the second and the third moment of the initial mass distribution \[41\]. Another example concerns kernels that are traditionally considered non-gelling (e.g. the additive kernel), and which, according to the Smoluchowski equation, under some initial conditions, may become gelling \[12\]. The above “examples” are very interesting but also controversial. Concerns about their validity are justified, especially that, essentially, everything we know about coagulation with arbitrary initial particle mass spectra arises from solutions to the Smoluchowski equation, which are inherently approximate (mean-field). In the theory of equilibrium phase transitions, mean-field solutions do not always give correct results, especially when it comes to the behavior of systems in the vicinity of critical points.

Being aware of problems that may arise from the Smoluchowski equation, we hope our result - the exact solution of the coagulation process with the product kernel and arbitrary initial conditions - which is presented in this paper, will be of some value for people dealing with the theory of these non-equilibrium phenomena. To obtain the result we refine a bit the prominent solution of finite coagulating systems with product kernel and monodisperse initial conditions, which was given some time ago by Lushnikov \[35, 36\]. To this end, we use some ideas and formulas, which originate in combinatorics. More specifically, we use the so-called Bell polynomials, which, although explicitly appear in Lushnikov’s papers, were unnoticed there. We show that the mentioned polynomials do not only allow one to get some new results, but they also significantly simplify the whole approach.

The paper is organized as follows. In Sec. \[11\] we review the Marcus-Lushnikov approach. The exact result of Lushnikov on coagulation with product kernel for monodisperse initial conditions is also presented in this section. The reader who is familiar with the mentioned results may skip reading this section. However, we encourage to read it because in the next section we refer several times to the various equations included therein. In addition, at the end of Sec. \[11\] we introduce Bell polynomials and discuss their basic properties. In Sec. \[11\] we reformulate the Lushnikov solution with the use of Bell polynomials. The Lushnikov result is then used to obtain the exact solution of the coagulation process under any initial conditions. In this section, the time dependence of the particle mass spectrum is studied (analytically and numerically) for some concrete initial particle mass spectra. Section \[1V\] concludes the paper.

II. REVIEW OF KNOWN RESULTS

A. Marcus-Lushnikov approach

The idea of the Marcus-Lushnikov approach is simple \[38, 39\]. Every single state of the system is described as:

\[ Q = \{n_1, n_2, \ldots, n_g, \ldots\} \] (2)

where \( n_g \geq 0 \) is the number of clusters of mass \( g \) (so-called g-mers), with \( g \) being the number of monomeric units. Because the considered system is finite and closed, its total mass, \( M \), does not change in time. For this reason, the sequence \( \{n_g\} \) in Eq. (2) is not arbitrary, but satisfies the following condition:

\[ \sum_{g=1}^{M} g n_g = M. \] (3)

A single coagulation act, Eq. (1), changes the proceeding system state, \( Q \) (see Eq. (2)), into the new one, \( Q^+ \), which is given by

\[ Q^+ = \{n_1, \ldots, n_g - 1, \ldots, n_l - 1, \ldots, n_{g+l+1}, \ldots\}, \] (4)

when \( g < l \), or

\[ Q^+ = \{n_1, \ldots, n_g - 2, \ldots, n_{2g} + 1, \ldots\}, \] (5)

for \( g = l \). Correspondingly, if as a result of the coagulation described by Eq. (1) one gets \( Q \), the initial state must be in the form

\[ Q^- = \{n_1, \ldots, n_g + 1, \ldots, n_l + 1, \ldots, n_{g+l} - 1, \ldots\}, \] (6)

when \( g < l \), or

\[ Q^- = \{n_1, \ldots, n_g + 2, \ldots, n_{2g} - 1, \ldots\}, \] (7)

for \( g = l \).

Now, the aim is to write the master equation for the probability, \( W(Q, t) \), to find the coagulating system in the state \( Q \) at the instant \( t \). The equation has a known form:

\[ \frac{dW(Q, t)}{dt} = \sum_{Q^-} A(Q^- \to Q)W(Q^-, t) - \sum_{Q'^+} A(Q \to Q'^+)W(Q, t), \] (8)

where \( A(Q \to Q'^+) \) is the probability per unit time to pass from the state \( Q \) to \( Q'^+ \). By definition, for a pair of particles of sizes \( g \) and \( l \), the rate of coagulation is \( K(g,l)/V \), where \( V \) represents volume of the system. Summed up over all such pairs, the transition rate from \( Q \) to \( Q'^+ \) is equal to:

\[ A(Q \to Q'^+) = \frac{K(g,l)}{2V}n_g(Q)(n_l(Q) - \delta_{g,l}), \] (9)
where \( \delta_{g,l} \) is the Kronecker delta. The expression for \( A(Q^{-} \rightarrow Q) \) has a similar form as Eq. (9).

The problem is, however, that the master equation in its original form, Eq. (5), is not easy to work with. Fortunately, the equation for the generating functional of \( W(Q,t) \), which follows from Eq. (5), is much more convenient. The mentioned functional is defined as

\[
\Psi(X,t) = \sum_Q W(Q,t) X^Q,
\]

(10)

where the notation:

\[
X^Q = x_1^{n_1(Q)} x_2^{n_2(Q)} \ldots x_g^{n_g(Q)} \ldots,
\]

(11)
is employed. This functional, like the time-dependent monodisperse initial condition corresponds to:

\[
\Psi(X,0) = x_1^M,
\]

(12)

whereas the normalization of \( W(Q,t) \) to unity, i.e. \( \sum_Q W(Q,t) = 1 \), corresponds to the condition:

\[
\Psi(X=1,t) = 1,
\]

(13)

where \( X = 1 \) means that \( \forall_g x_g = 1 \). In addition, the following expression for the average number of \( g \)-mers, \( \langle n_g \rangle = \sum_Q n_g(Q) W(Q,t) \), is true:

\[
\langle n_g(t) \rangle = \hat{n}_g \Psi(X,t)|_{X=1},
\]

(14)

where the occupation number operator is defined as:

\[
\hat{n}_g = x_g \frac{\partial}{\partial x_g}.
\]

(15)

So, to derive the equation for \( \Psi(X,t) \) one just needs to multiply both sides of Eq. (5) by \( X^Q \) and then sum it up over all states. Using, in the course of these transformations, the identities:

\[
x_{g+1} \frac{\partial^2}{\partial x_g \partial x_l} X^Q = n_g(Q) (n_l(Q) - \delta_{g,l}) X^Q,
\]

\[
x_{g} x_l \frac{\partial^2}{\partial x_g \partial x_l} X^Q = n_g(Q) (n_l(Q) - \delta_{g,l}) X^Q,
\]
in place of the master equation for \( W(Q,t) \), one gets the following equation for \( \Psi(X,t) \):

\[
V \frac{\partial \Psi}{\partial t} = \hat{L} \Psi,
\]

(16)

where the evolution operator \( \hat{L} \) has the form:

\[
\hat{L} = \frac{1}{2} \sum_{g,l} K(g,l) \left( x_{g+1} - x_{g} x_l \right) \frac{\partial^2}{\partial x_g \partial x_l}.
\]

(17)

The purpose of this contribution is to solve Eq. (16) for the product kernel under arbitrary initial conditions. To this aim, we use its solution for the same kernel and monodisperse initial conditions, that was first reported by Lushnikov in 2004 [33], and which, for the sake of completeness, is outlined later in this section.

**B. Product kernel and monodisperse initial conditions**

For the product kernel,

\[
K(g,l) = 2gl,
\]

(18)

the evolution operator, Eq. (17), can be (after some algebra) rewritten as follows

\[
\hat{L} = \sum_{g,l} g l x_{g+l} \frac{\partial^2}{\partial x_g \partial x_l} + \sum_g g^2 \hat{n}_g - M^2.
\]

(19)

In Ref. [33], it was shown that the solution to Eq. (16) with \( \hat{L} \) given by Eq. (19) can be constructed in the form:

\[
\Psi(X,t) = M! \text{Coef} \left( \frac{1}{z^{M+1}} \exp \left[ \sum_{n=1}^{\infty} z^n a_n(t) x_n \right] \right),
\]

(20)

where the \text{Coef} operation is defined as

\[
\text{Coef} \left( \sum_n b_n z^n \right) = b_{-1}.
\]

(21)

After substituting Eq. (20) into (16), the expression for the exact average number of clusters of size \( g \) at time \( t \) can be written as:

\[
\langle n_g(t) \rangle = M! a_g(t) \text{Coef} \left( \frac{z^g}{z^{M+1}} e^{G(z,t)} \right),
\]

(22)

where \( G(z,t) \) is the generating function for the sequence \( a_g(t) \), that is:

\[
G(z,t) = \sum_{g=1}^{\infty} a_g(t) z^g.
\]

(23)

The Lushnikov achievement was that he calculated the coefficients \( a_g(t) \) and their generating function \( G(z,t) \) under the assumption of the product kernel and monodisperse initial conditions. (Note that, the mentioned conditions, Eq. (12), can be recovered from Eq. (20) after putting \( a_g(0) = \delta_{g,1} \).) Thersby, he indirectly determined the probability distribution \( W(Q,t) \) underlying time evolution of the considered coagulating system, and he directly obtained its exact distribution of cluster sizes. In Sect. III, we show how by using the Lushnikov result, one can determine these coefficients for arbitrary initial conditions. To this end, we need to explain in more detail the Lushnikov method, which we do below.

First, one can show that: If the functional (20) is the solution to Eq. (16), then its coefficients \( a_g(t) \) satisfy the following equation:

\[
V \frac{da_g}{dt} = \sum_{l=1}^{g-1} (g-l) a_l a_{g-l} - M g a_g + g^2 a_g.
\]

(24)
Using the generating function for these coefficients, Eq. (28), from Eq. (24) one gets the differential equation for $G(z, t)$:
\[
V \frac{\partial G}{\partial t} = \left( z \frac{\partial G}{\partial z} \right)^2 - Mz \frac{\partial G}{\partial z} + z \frac{\partial}{\partial z} \left( z \frac{\partial G}{\partial z} \right).
\] (25)

Then, as a result of the below substitution:
\[
G(z, t) = \log D(ze^{-Mt/V}, t),
\] (26)
Eq. (25) can be further transformed into the linear equation for $D(z, t)$, that is:
\[
V \frac{\partial D}{\partial t} = z \frac{\partial}{\partial z} \left( z \frac{\partial D}{\partial z} \right).
\] (27)

Eq. (27) was solved by Lushnikov under the initial condition: $D(z, 0) = e^z$, which corresponds to the monodisperse initial condition (cf. Eqs. (24) and (20) for $a_g(0) = \delta_{g,1}$) and provides:
\[
D(z, \tau) = \sum_{g=0}^{\infty} e^{g^2 \tau} \frac{z^g}{g!},
\] (28)
where $\tau = t/V$. Substituting the above result into Eq. (26) and then into (22), Lushnikov found that, cf. Eq. (22),
\[
\text{Coef} \left( \frac{z^g}{(M+1)^g} G(z, \tau) \right) = \frac{1}{(M-g)!} e^{(g^2-Mg)\tau}.
\] (29)

Next, using certain combinatorial identities, he expanded $\ln[D(z, \tau)]$, into a power series in $z$ and obtained, after some algebra, the strict formula for the coefficients $a_g(t)$:
\[
a_g(t) = \frac{1}{g!} e^{g^2(1-M)} (e^{2\tau} - 1)_{g-1} f_{g-1}(e^{2\tau}),
\] (30)
where $f_g(x)$ are the so-called Mallows-Riordan polynomials [44, 45]. Finally, inserting Eqs. (24) and (30) into Eq. (22) Lushnikov got his main result - the exact average particle mass spectrum in coagulating systems evolving according to the product kernel under the monodisperse initial conditions:
\[
\langle n_g(\tau) \rangle = \left( \frac{M}{g} \right) e^{g^2(2Mg+g)\tau} (e^{2\tau} - 1)_{g-1} f_{g-1}(e^{2\tau}).
\] (31)

At this point, after a large dose of mathematics and before its next portion, to encourage the reader to read further, we would like to say that: The calculations presented further in this paper, although they refer to the results of this section, due to the introduction of the so-called Bell polynomials, are more concise and therefore easier. In addition, the Bell polynomials, which we use in our derivations, are much better known combinatorial creatures than the Mallows-Riordan polynomials, which appear in the Lushnikov solution. Recently, the Bell polynomials are employed in more and more papers in the field of theoretical physics (see e.g. [32, 46, 51]), which reveals their great usefulness and unexpected universality. Not without significance is also the fact that Bell polynomials, unlike the Mallow-Riordan polynomials, can be calculated using special built-in functions in different computing environments (including Wolfram Mathematica and Matlab).

Below we introduce Bell polynomials to the extent that is necessary to keep track the rest of our paper.

C. Bell polynomials

There are two kinds of Bell polynomials [52, 53]: partial and complete, which are respectively given by:
\[
\Phi_M(x) = \Phi_M(x_1, x_2, \ldots) \quad \text{and} \quad \Phi_M(x_1, x_2, \ldots) = \sum_{m=1}^{M} \Phi_{M,m}(\{x_n\}).
\] (32)

They are the polynomials in an infinite number of variables $\{x_n\} = x_1, x_2, \ldots$ defined by the formal double series expansion:
\[
\Phi(t, u) = \exp \left[ u \sum_{n=1}^{\infty} \frac{t^n}{n!} x_n \right]
\] (34)
Bell polynomials have a number of interesting properties, which are of use in the rest of this paper. For example, the derivative of $B_{M,m}(\{x_n\})$ with respect to $x_g$ is:

$$\frac{d B_{M,m}(\{x_n\})}{dx_g} = \left( \frac{M}{g} \right) B_{M-g,m-1}(\{x_n\}).$$

(40)

Accordingly, from Eq. (33) one has:

$$\frac{d Y_M(\{x_n\})}{dx_g} = \left( \frac{M}{g} \right) Y_{M-g}(\{x_n\}).$$

(41)

Another important identity states the following:

$$B_{M,m}(\{a^n b x_n\}) = a^M b^m B_{M,m}(\{x_n\}).$$

(42)

Of great importance is also the below expression with the use of Bell polynomials:

$$\log \left[ 1 + \sum_{n=1}^{\infty} \frac{t^n}{n!} x_n \right] = \sum_{g=1}^\infty L_g(\{x_n\}) \frac{t^g}{g!},$$

(43)

where $L_g$ are the so-called logarithmic polynomials which are defined as

$$L_g(\{x_n\}) = \sum_{k=1}^g (-1)^{k-1}(k-1)! B_{g,k}(\{x_n\}).$$

(44)

Other identities for Bell polynomials will be revealed successively as they are used.

### III. PRODUCT KERNEL AND ARBITRARY INITIAL CONDITIONS

#### A. Basic equations

To start with, we note that the functional (20), which was proposed by Lushnikov as the general solution to Eqs. (10)-(17), is equivalent to the complete Bell polynomial:

$$\Psi(X,t) = Y_M(\{n! a_n(t)x_n\}).$$

(45)

This equivalence follows from Eqs. (33)-(36) and has some consequences, the most important of which is that it enforces a specific form of the initial conditions:

$$\Psi(X,0) = Y_M(\{n! a_n(0)x_n\}).$$

(46)

(The truth is that not all the initial conditions can be written in the form of Bell polynomials, even if they are consistent with the definition (10) and normalized (12). We will return to these issues later in this section.)

For arbitrary initial conditions, the generating function for the sequence $\{a_n(0)\}$ has the following form, Eq. (17):

$$G(z,0) = \sum_{g=1}^\infty a_g(0) z^g.$$  

(47)

Accordingly, at $t = 0$, the auxiliary function $D(z,0)$, Eq. (20), can be written as:

$$D(z,0) = e^{G(z,0)} \equiv 1 + \sum_{g=1}^\infty b_g \frac{z^g}{g!},$$

(48)

where

$$b_g = Y_g(\{n! a_n(0)\}).$$

(49)

Now, since the differential equation for $D(z,t)$, Eq. (27), is linear, one can use its solution for the monodisperse initial conditions, Eq. (25), to write the corresponding solution for arbitrary initial conditions:

$$D(z,\tau) = 1 + \sum_{g=1}^\infty b_g e^{g^2 \tau} \frac{z^g}{g!},$$

(50)

where $\tau = t/V$. From the above result one also has, cf. Eq. (20),

$$G(z,\tau) = \log \left[ 1 + \sum_{g=1}^\infty c_g \frac{z^g}{g!} \right],$$

(51)

where

$$c_g = b_g e^{(g^2-gM)\tau}.$$  

(52)

The obtained functions, $D(z,\tau)$ and $G(z,\tau)$, can now be used to complete derivation of the exact expression for the average number of clusters of size $g$ at time $t$. First, from Eq. (22), by using (51) one gets:

$$\langle a_g(t) \rangle = \frac{M!}{(M-g)!} a_g(t) c_{M-g}$$

(53)

$$= \frac{M!}{(M-g)!} Y_{M-g}(\{n! a_n(0)\}) a_g(t) e^{(g^2-gM)\tau}.$$  

Second, when expanding Eq. (51) in power series of $z$, with the help of logarithmic polynomials, Eq. (43)-(44), one obtains:

$$G(z,t) = \sum_{g=1}^\infty L_g(\{c_n\}) \frac{z^g}{g!},$$

(54)

and finally:

$$a_g(t) = \frac{1}{g!} L_g(\{c_n\}).$$

(55)

Eq. (53), supplemented with Eq. (55), is the most important result of this paper.

#### B. Examples

1. Monodisperse initial conditions

The well-known property of partial Bell polynomials states that:

$$B_{M,m}(\{\delta_g x_n\}) = \delta_{M, gm} \frac{M!}{m!(g!)^m} x_g.$$  

(56)
For \( g = 1 \) the above identity simplifies to:
\[
B_{M,m}(x_1, 0, 0, \ldots) = \delta_{M,m} x_1^m,
\]
which, according to Eq. (53), gives
\[
Y_M(x_1, 0, 0, \ldots) = x_1^M.
\]

In the case of monodisperse initial conditions, the sequence \( \{a_n(0)\} \) is defined by:
\[
\forall_g a_g(0) = \delta_{g,1},
\]
which leads to:
\[
\forall_g Y_g(\{n!a_n(0)\}) = 1.
\]

With the use of Eq. (60), the coefficients: \( b_g \), Eq. (59), and \( c_g \), Eq. (62), are respectively given by:
\[
b_g = 1, \quad \text{and} \quad c_g = e^{(\tau^2-2g\tau)}.
\]
Inserting them, first into Eq. (55), and then into Eq. (53), one gets:
\[
a_g(t) = e^{\frac{gM\tau}{g!}} L_g(\{e^{n\tau}\}),
\]
and finally:
\[
\langle n_g(t) \rangle = \left(\frac{M}{g}\right) e^{(\tau^2-2g\tau)} L_g(\{e^{n\tau}\}).
\]

Eq. (63) is equivalent to Eq. (31), which was first derived by Lushnikov in 2004. Strict proof of this equivalence goes beyond the scope of this paper, the more that, there is a lack of contributions in which interrelationships between Mallows-Riordan and Bell polynomials would be discussed. Nevertheless, direct correspondence between Eqs. (63) and (31) has been confirmed in numerical simulations, see Fig. 1.

2. Other homogeneous initial conditions
(dimers, trimers, \ldots)

When the system begins to evolve from \( k \)-mers only (eg. dimers, trimers, \ldots), the natural choice for the sequence \( \{a_n(0)\} \) is:
\[
\forall_g a_g(0) = \delta_{g,k}.
\]
For this choice, however, except for \( k = 1 \) (monodisperse conditions), the initial functional \( \Psi(X, 0) \), Eq. (16), does not satisfy the normalization condition, cf. Eq. (21):
\[
\Psi(X = 1, 0) = \frac{M!}{(M/k)!} \neq 1,
\]
where the following identity was used:
\[
Y_g(\{\delta_{n,k}n!\}) = \left[\frac{e^{\frac{g\tau}{g/k}}}{(g/k)!}\right] [g \mod k = 0],
\]
with \([P]\) standing for the Iverson bracket, which converts the logical proposition \( P \) into a number that is equal to 1 if the proposition is satisfied, and 0 otherwise.

Because of Eq. (65), resulting from the master equation, the functional \( \Psi(X, t) \), Eq. (15), also does not meet normalization. To cope with this problem, it is enough to divide \( \Psi(X, t) \) by \( \Psi(1, 0) = const \). To justify this treatment, one just notes that \( \Psi(X, t) \) given by Eq. (20) was "proposed" in a rather arbitrary way. Looking at Eq. (10), from which Eq. (21) is derived, one can see that multiplying (dividing) \( \Psi(X, t) \) by a constant does not affect the coefficients \( a_g(t) \). That is, to describe coagulation with product kernel under homogeneous initial conditions, Eq. (64), instead of Eq. (15), one “can” use:
\[
\Psi(X, t) = \frac{Y_M(\{n!a_n(t)x_n\})}{Y_M(\{n!a_n(0)\})}.
\]

In accordance with Eq. (67), however, from Eq. (14) it also follows that, instead of (63), one “should” use the below expression:
\[
\langle n_g(t) \rangle = \left(\frac{M!}{(M-g)!}\right) \frac{a_g(t) e^{M-g}}{Y_M(\{n!a_n(0)\})},
\]
with \( a_g(t) \) still given by Eq. (53).

Using Eq. (60) in Eq. (68), one gets the expression for the exact average number of clusters of size \( g \) at time \( t \), when the coagulating system starts to evolve from \( k \)-mers.
only:
\[
\langle n_g(t) \rangle = \frac{(M-g)!}{(M-k)!g!} e^{(g^2 - 2gM)\tau X} L_g \left( \left\{ \frac{n^I}{P1} \right\} \right) [P2],
\]

where the conditions \( P1 \) and \( P2 \) are respectively given by: \( n \mod k = 0 \) and \((M-g) \mod k = 0\). For \( k=1\), the above result turns into the just derived formula for the monodisperse initial conditions, Eq. (63).

3. A mixture of monomers and dimers

In what follows we study kinetics of the coagulating system with product kernel under the initial conditions in which the system consists of monomers and dimers in a given proportion ratio. We start with an important observation, which is not obvious at first glance, that the general definition of the functional \( \Psi(X,t) \), Eq. (67), enforces a specific form of the initial functional, \( \Psi(X,0) \).

In particular, \( \Psi(X,0) = \frac{1}{2} x_1^M + \frac{1}{2} x_2^{M/2} \) (which states: with equal probability the system starts to evolve from only monomers or only dimers) does not belong to the class that is defined by Eq. (67). In fact, using the approach described in this paper, one can only examine a kind of mixed initial conditions in which, at time \( t = 0 \), the system consists of monomers and dimers of various predefined mean concentrations.

To explain the nature of this “mixture”, let us assume that the initial sequence \( \{a_n(0)\} \) is defined as:

\[
\{a_n(0)\} = a_1(0), a_2(0), 0, 0, 0, \ldots,
\]

where \( a_1(0) \) and \( a_2(0) \) are some non-negative parameters that determine the average initial values of \( \langle n_1(0) \rangle \) and \( \langle n_2(0) \rangle \). At this point, let us note that for the considered initial conditions, according to Eq. (68), one has: \( \langle n_g(0) \rangle = 0 \) for \( g > 2 \). (In what follows, to avoid too-extensive notation referring to the initial values \( a_g(0) \) and \( \langle n_g(0) \rangle \), we omit to explicitly write the time-dependence and simply write \( a_g^n \) and \( \langle n_g^n \rangle \).)

To show, how \( \langle n_1^n \rangle \) and \( \langle n_2^n \rangle \) depend on \( a_1^n \) and \( a_2^n \) note that from Eq. (68) the following expressions arise:

\[
\frac{\langle n_1^n \rangle}{\langle n_2^n \rangle} = \frac{a_1^n}{a_2^n} H(\{a_n^n\}),
\]

and

\[
\frac{\langle n_1^n \rangle}{\langle n_2^n \rangle} = \frac{1}{H(\{a_n^n\})},
\]

where \( \langle n_1^n \rangle_M \) and \( \langle n_2^n \rangle_{M-1} \) stand for the average initial number of clusters of size \( g \) in systems of size \( M \) and \( M-1 \), respectively, both obtained under the same initial conditions, and

\[
H(\{a_n^n\}) = \frac{Y_{M-1}(\{a_1^n\})(M-2)!}{Y_{M-2}(\{a_1^n\})(M-1)!}.
\]

Substituting Eq. (73) into (74), and then assuming that

\[
\langle n_1^n \rangle_M = \langle n_1^n \rangle_{M-1} = \langle n_1^n \rangle \quad \text{and} \quad \langle n_2^n \rangle_M = \langle n_2^n \rangle,
\]

one gets:

\[
\frac{\langle n_1^n \rangle^2}{\langle n_2^n \rangle} = \frac{(a_1^n)^2}{a_2^n} \equiv a.
\]

Now, taking into account that, cf Eq. (43):

\[
\langle n_1^n \rangle + 2\langle n_2^n \rangle = M,
\]

one can show that for a given value of the parameter ‘\( a \)’, Eq. (75), the average initial number of monomers is:

\[
\langle n_1^n \rangle = \frac{\sqrt{a^2 + 8Ma - a}}{4}.
\]

Furthermore, the initial sequence (70) can be rewritten in the convenient form:

\[
\{a_n^n\} = \langle n_1^n \rangle, \langle n_2^n \rangle, 0, 0, 0, \ldots
\]
Finally, inserting (78) into Eq. (68), and using the well-known identity for Bell polynomials (which is given further in the text), one gets:

$$\langle n_g(t) \rangle = (M/g) e^{(g^2-2gM)\tau} L_g (\{ e^{2\tau} K_n \}) K_{M-g} K_M,$$

where

$$K_n = K_n(a) = \sum_{k=\lfloor n/2 \rfloor}^{n} \frac{n!}{(n-k)!(2k-n)!} a^k.$$  \hfill (80)

To obtain the result (79) the following identity for Bell polynomials was used:

$$B_{M,m}(x_1, 2x_2, 0, 0, \ldots) = \sum_{l=0}^{m} \left( \begin{array}{c} M \\ l \end{array} \right) x_1^l B_{M-l, m-l}(0, 2x_2, 0, 0, \ldots)$$

$$= \sum_{l=0}^{m} \frac{M!}{(M-m)!l!} x_1^l B_{M-m, m-l}(x_2, 0, 0, \ldots)$$

$$= \sum_{l=0}^{m} \frac{M!}{(M-k)!l!(2k-M)!} (\frac{x_2^2}{x_1^l}) (\frac{x_2}{x_1})^M \{ l \in \langle [M/2], M \rangle \}.$$  \hfill (81)

For the simulation algorithm that we use to produce numerical simulation data, see Supplemental Material [54]. We also describe there the issues of calculating theoretical predictions and the arbitrary precision library used for these calculations.

IV. CONCLUDING REMARKS

With regard to exact results, there is always a question: To what extent they can be extended and used for studying other systems? And although answers to such questions are often wishful thinking, below we give some suggestions on what can be done further that would have a measurable effect on the theory of coagulation.

First, it would be interesting to apply the approach to study the coagulation process with product kernel and other initial conditions. For sure, of particular interest are exponentially and algebraically decaying initial mass spectra (i.e. $n_q(0) \propto e^{-\beta q}$ and $n_q(0) \propto q^{-\alpha}$, respectively; the abbreviated notation of Sec. III is used here). Confirmation or falsification of the mean-field results obtained from the Smoluchowski equation [11], related to non-trivial behavior of these systems in the vicinity of critical points, would be an important result. For those who would like to follow this suggestion, a valuable guideline may be that, for arbitrary initial cluster size distribution, the initial sequence $\{ \omega_0^n \}$ can be written in the form analogous to Eq. (78). $\{ \omega_0^n \} = \{ (n_q(0)) \}$. Theoretically, after substituting this sequence into Eq. (68) one should get the result. Practically, however, it appears that the real challenge may arise as to: how to simplify the results obtained and how to find their asymptotic behavior. Fortunately, Bell polynomials have many useful properties [52, 53] that can help to solve this difficult task.

The second suggestion is that other kernels (not just the multiplicative one) under arbitrary initial conditions can likely be solved in the same way as shown in this paper. In view of the announced sensitivity of the coagulation process to the initial conditions [42], such results would be of great importance for the theory of non-equilibrium phase transitions. The above is all the more feasible to do that the both kernels (additive and constant) under monodisperse initial conditions has been already solved using the Marcus-Lushnikov approach (see [10, 37]).
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