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ABSTRACT

Statistical model checking is a class of sequential algorithms that can verify specifications of interest on an ensemble of cyber-physical systems (e.g., whether 99% of cars from a batch meet a requirement on their functionality). These algorithms infer the probability that given specifications are satisfied by the systems with provable statistical guarantees by drawing sufficient numbers of independent and identically distributed samples. During the process of statistical model checking, the values of the samples (e.g., a user’s car trajectory) may be inferred by intruders, causing privacy concerns in consumer-level applications (e.g., automobiles and medical devices). This paper addresses the privacy of statistical model checking algorithms from the point of view of differential privacy. These algorithms are sequential, drawing samples until a condition on their values is met. We show that revealing the number of samples drawn can violate privacy. We also show that the standard exponential mechanism that randomizes the output of an algorithm to achieve differential privacy fails to do so in the context of sequential algorithms. Instead, we relax the conservative requirement in differential privacy that the sensitivity of the output of the algorithm should be bounded to any perturbation for any data set. We propose a new notion of differential privacy which we call expected differential privacy (EDP). Then, we propose a novel expected sensitivity analysis for the sequential algorithm and propose a corresponding exponential mechanism that randomizes the termination time to achieve the EDP. We apply the proposed exponential mechanism to statistical model checking algorithms to preserve the privacy of the samples they draw. The utility of the proposed algorithm is demonstrated in a case study.
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I. INTRODUCTION

Cyber-Physical systems appear naturally when physical processes are controlled by computer-based algorithms [1] in applications such as automobiles [2], smart grids [3], and medical/health devices [4]. These systems are typically designed in a compositional fashion by interconnecting numerous cyber and physical components. In operation, they are subject to variability from different sources, e.g., control algorithm updates and physical wear and tear. In these contexts, besides pursuing correct-by-construction, verification plays an important role in assuring the systems’ functionality in critical applications [1].

Statistical model checking is a commonly-used approach to verify general specifications for (an ensemble of) cyber-physical systems. These specifications are formally expressed using temporal logic, which is composed of a simple set of syntactic rules. These syntactic rules augment the standard propositional logic with a few temporal operators.

For any temporal logic specification of interest, the statistical model checker can automatically parse it by the semantic rules of the logic and divide it into several sub-specifications, which are verifiable by basic statistical inference techniques. Although the verification results are subject to statistical errors, these are usually tolerable for most
applications [5]. Compared to other model-based verification methods (e.g., [6], [7], [8], [9]), statistical model checking is more scalable and can handle black-box systems. They have been successfully used to verify various specifications of real-world cyber-physical systems from automobiles [2], [10], [11] and system biology [12].

Statistical model checking can be applied to verify specifications for a group of cyber-physical systems. For example, with the advances in connected vehicles, there is a growing interest in monitoring their average performance in various driving scenarios using real-time vehicle data [13], [14], [15]. In such problems, the difference between agents (e.g., vehicles) can be captured by probabilistic models and the various specifications of interest (e.g., fuel efficiency in various driving scenarios) can be captured by temporal logic. Statistical model checking can check whether these specifications hold on the group of systems by sampling.

This work is motivated by the privacy issue in applying statistical model checking for groups of cyber-physical systems, especially with human-on-the-loop. For example, in verifying connected vehicles, the sampled performance may include personal data (e.g., daily itinerary) which is not intended to be revealed to the public [16]. When statistical model checking algorithms infer specifications for a group of cyber-physical systems, the values of the samples they draw may be compromised by intruders by observing their outputs and termination times, as is the case of other statistical inference algorithms [17]. Such an issue causes privacy concerns of statistical model checking in consumer-level applications (e.g., automobiles and health/medical devices) where the samples are related to sensitive personal information.

To prevent such privacy violations, the concept of differential privacy has been proposed and adopted by various industries, e.g., Google [18], Apple [19], and the U.S. Census Bureau [20]. Differential privacy requires the (random) observations of an algorithm not to change significantly in the probabilistic sense when small changes are made to its sample values. If such a bound on the change exists, it will subsequently provide privacy guarantees on how hard it is to infer the values of the samples from the observations.

Achieving standard differential privacy is challenging (if not impossible) for statistical model checking. Existing literature focuses on algorithms that use a fixed number of data entries in their inference [21]. For these algorithms, protecting the data privacy when publicly releasing their outputs can be done by analyzing their outputs’ sensitivity to changes in their input data and accordingly randomizing the latter in what is called the exponential mechanism [22]. However, statistical model checking algorithms are sequential. They draw a varying number of samples depending on a given termination condition. And releasing their verification results and the number of samples they draw may endanger privacy. We will show in Section III-B that the sensitivity of the number of samples, i.e., the maximal difference caused by changing one sample, can be arbitrarily large. It implies that the standard exponential mechanism, which applies to algorithms with finite sensitivity to changes in the input samples for any possible values of these samples, fails to achieve standard differential privacy. Although there have been previous works on differential privacy for sequential algorithms [23], [24], [25], they usually assume that the number of samples used is not observable.

This work shows that achieving a new notion of expected differential privacy (EDP), which is weaker than the standard one, is possible for statistical model checking. This is based on the observation that the data used by statistical model checking algorithms are independently and identically distributed (i.i.d.) samples from a probabilistic model instead of taking arbitrary values. Such a condition has not been considered in previous work. Consequently, for the sequence of samples used for statistical model checking, their empirical distribution converges to the underline distribution of the probabilistic model. This new definition takes into account the distribution of the data sampled by the statistical model checking algorithm instead of the standard worst-case assumption of arbitrary valued databases in standard differential privacy. The idea of utilizing the distribution of input data in differential privacy has been considered in [26]. However, that work only utilizes the distribution of part of the data in a fixed-size database.

The difference between the proposed EDP and the standard differential privacy is as follows. Consider a sequential algorithm $\mathcal{A}$ that takes an infinite sequences of samples $\sigma = (\sigma_1, \sigma_{\ldots})$ as input and generates an output $o = \mathcal{A}(\sigma)$, where the latter is publicly released. Here, $\sigma_i$ denotes an arbitrary $i$th sample and $\sigma_{\ldots}$ denotes the rest of the samples. If $\mathcal{A}$ achieves the standard differential privacy, then changing the value of $\sigma_i$ should only change the output $o$ slightly for any possible values of the samples in $\sigma_{\ldots}$. Instead, if $\mathcal{A}$ achieves EDP, then changing the value of $\sigma_i$ should only slightly change the average of the output $o$ over the distribution of the samples in $\sigma_{\ldots}$ (i.e., the average case).

This paper constructively shows that achieving EDP for statistical model checking algorithms is feasible. Statistical inference in statistical model checking is performed by sequential probability ratio tests [27]. We propose a new exponential mechanism that randomizes the ratio tests using a novel type of sensitivity analysis which we call expected sensitivity analysis. Then, we develop a new statistical model checking algorithm for general signal temporal logic specifications with EDP guarantees. We demonstrate the scalability and applicability of the modified algorithm in a case study on the Toyota powertrain system.

The rest of the paper is organized as follows. Section II provides some preliminaries on statistical model checking. Section III explains why achieving standard differential privacy for sequential algorithms is difficult. Section IV introduces the definition of EDP. Section V develops an expectedly differentially private statistical model checking algorithm. Section VI provides a case study on the Toyota powertrain system. Finally, Section VII concludes this work.
I. NOTATIONS
We denote the set of natural, real numbers, and non-negative real numbers by \( \mathbb{N} \), \( \mathbb{R} \) and \( \mathbb{R}_{\geq 0} \), respectively. For \( n \in \mathbb{N} \), let \([n] = \{1, \ldots, n\}\). The binomial distribution has a probability mass function in the following form
\[
f(K; N, p) = \frac{N!}{K!(N-K)!} p^K (1-p)^{N-K},
\]
and we denote it by Binom\((N, p)\), where \( K, N \in \mathbb{N} \) and \( p \) is a real value in the interval \([0,1]\). The exponential distribution has a probability density function of the form
\[
f(x) = \begin{cases} e^{-x}, & x \geq 0 \\ 0, & x < 0 \end{cases}
\]
and we denote it by Exp\((\epsilon)\), where \( \epsilon \in \mathbb{R}_{\geq 0} \) and \( x \in \mathbb{R} \).

II. PRELIMINARIES ON STATISTICAL MODEL CHECKING
Real-world cyber-physical systems are typically subject to uncertainty in their parameters from different sources, e.g., thermal fluctuations in sensors/actuators. The probabilistic uncertainty is expressible by random variables drawn from probabilistic distributions, which may be unknown. For example, the uncertainty in the sensor readings can be expressed by the addition of a random noise. Such uncertainties can be captured by a probabilistic model. A key problem for the probabilistic model is whether a specification holds on a random system path with probability above some given threshold. Such a problem can be solved with provable probabilistic guarantees by statistical model checking. Below, we summarize previous work on statistical model checking algorithms based on sequentially probability ratio tests [5], [28].

Consider a random signal (e.g., paths/trajectories) \( \sigma \) from a probabilistic model \( S \). The model \( S \) can be either known or unknown and of general form (e.g., discrete, continuous, or hybrid). The goal of statistical model checking is to check the satisfaction probability of a specification \( \varphi \). To start with, we check whether the probability of \( \sigma \) satisfying \( \varphi \) is greater than some given probability threshold \( p \in [0, 1] \), i.e.,
\[
P_{\sigma \models \varphi} = p_\varphi > p,
\]
where \( \models \) means “to satisfy” and \( p_\varphi \) is the satisfaction probability of \( \varphi \) on \( S \).

Formally, the specifications are typically expressed by signal temporal logic (STL) [29], which contains a simple set of syntactic rules to describe the change of real-valued system variables in continuous time. The syntax of STL specifications is defined recursively by:
\[
\varphi := f(\sigma) \geq 0 \mid \neg \varphi \mid \varphi \land \varphi \mid \varphi \cup_{[t_1, t_2]} \psi,
\]
where \( f: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^n \) is a signal (i.e., a vector of real-valued system variables that changes over time), \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is a real-valued function of the signal, and \([t_1, t_2] \) is a time interval with \( t_2 > t_1 \geq 0 \). Strictly speaking, \( t_1 \) and \( t_2 \) should be rational-valued or infinity. By recursively applying these syntactic rules, we can write arbitrarily complex STL specifications to express general specifications of interest.

Given any STL specification \( \varphi \), we can define whether a signal \( \sigma \) satisfies it or not, written as \( \sigma \models \varphi \) or \( \sigma \not\models \varphi \), using the following semantic rules:
\[
\begin{align*}
\sigma &\models f(\sigma) \geq 0 \iff f(\sigma(0)) \geq 0 \\
\sigma &\models \neg \varphi \iff \sigma \not\models \varphi \\
\sigma &\models \varphi \land \psi \iff \sigma \models \varphi \land \sigma \models \psi \\
\sigma &\models \varphi \cup_{[t_1, t_2]} \psi \iff \exists \epsilon \in [t_1, t_2] \text{ such that } \sigma^{(\epsilon)} \models \psi
\end{align*}
\]
where \( \sigma^{(\epsilon)} \) denotes the \( \epsilon \)-shift of \( \sigma \), defined by \( \sigma^{(\epsilon)}(t') = \sigma(t + \epsilon) \) for any \( t' \in \mathbb{R}_{\geq 0} \). The first rule means that \( \sigma \) satisfies \( f(\sigma) \geq 0 \) if and only if the initial value of \( \sigma \) at time \( t = 0 \) satisfies \( f(\sigma(0)) \geq 0 \). The fourth rule defined the “until” temporal operator; it means that \( \sigma \) satisfies \( \varphi \cup_{[t_1, t_2]} \psi \) if and only if \( \sigma \) satisfies \( \varphi \) at all time instants before \( t \) until it satisfies \( \psi \) exactly at time \( t \) for some \( t \in [t_1, t_2] \).

Using the STL syntax and semantics, we can define other temporal operators such as “finally” (or “eventually”) and “always,” written as \( \Diamond \) and \( [\square] \). Specifically, \( \Diamond_{[t_1, t_2]} \varphi \) means the property \( \varphi \) finally holds; and \( [\square_{[t_1, t_2]} \varphi \) means the property \( \varphi \) always holds. In addition, although only the inequality symbol “\( > \)” is included in the STL syntax, we can express other inequalities symbols via the semantics. For example, \( f(\sigma) > 0 \) can be expressed by \( \neg (-f(\sigma) \geq 0) \). Below, we will also use these operators or symbols in STL specifications.

Example 1: Suppose \( \sigma = (\sigma_1, \sigma_2) \) where \( \sigma_1 \) and \( \sigma_2 \) are the velocity and battery level of an electric vehicle. Then the specification
\[
(\sigma_1 > 5) \cup_{[0,10]} (\sigma_2 < 0.2)
\]
means the car velocity should be greater than 5 before the battery level drops below 0.2 within 10 time units.

II. SEQUENTIAL PROBABILITY RATIO TEST
Statistical model checking handles the statement (1) by formulating it as a hypothesis testing problem
\[
H_{\text{null}} : p_\varphi > p, \quad H_{\text{alt}} : p_\varphi \leq p,
\]
where \( H_{\text{null}} \) and \( H_{\text{alt}} \) are the null and alternative hypotheses. Then, it infers whether \( H_{\text{null}} \) or \( H_{\text{alt}} \) holds by drawing sample signals \( \sigma_1, \sigma_2, \ldots \) from the probabilistic model \( S \). As with previous work [5], [28], we focus on samples that are drawn independently.

Remark 1: It has been shown that correlated samples can improve the efficiency of statistical model checking [30], [31]. However, using correlated samples requires at least partial knowledge of the system dynamics to implement. On the other hand, independent sampling can apply to general black-box systems.

The statistical model checking algorithm examines the correctness of \( \varphi \) on each sample signals \( \sigma_t \). This process can be performed automatically by existing model checking algorithms from [29], [32]. With a slight abuse of notation, we represent “True” and “False” by 1 and 0 and define the truth...
values by
\[ \varphi(\sigma_i) = \begin{cases} 1, & \sigma_i \models \varphi, \\ 0, & \text{otherwise.} \end{cases} \] (3)

Each \( \varphi(\sigma_i) \) is a binary random variable that is equal to 1 with probability \( p_\varphi \). Since the sample signals are independent, the sum
\[ K = \sum_{i \in [N]} \varphi(\sigma_i) \] (4)
is a random variable following the binomial distribution \( \text{Binom}(N, p_\varphi) \). Thus, the satisfaction probability \( p_\varphi \) can be approximated by the sample average \( K/N \).

Our goal is to find a statistical assertion \( \mathcal{A}(\sigma_1, \ldots, \sigma_N) \rightarrow \{ H_{\text{null}}, H_{\text{alt}} \} \) that claims either \( H_{\text{null}} \) or \( H_{\text{alt}} \) holds based on the observed samples. Moreover, since \( K \) is the sufficient statistic, the statistical assertion can be written as
\[ \mathcal{A}(K, N) \rightarrow \{ H_{\text{null}}, H_{\text{alt}} \}. \]

Due to the randomness of \( \sigma_1, \ldots, \sigma_N \), the value of the statistical assertion \( \mathcal{A} \) does not always agree with the truth value of \( \mathbb{P}_{\sigma \sim S}(\sigma \models \varphi) < p \). To capture these probabilistic errors, we define the false positive/false negative (FP/FN) ratios as
\[ \alpha_{\text{FP}} = \mathbb{P}_{\sigma_1, \ldots, \sigma_N \sim S}(\mathcal{A} = H_{\text{null}} \mid \mathcal{A} = H_{\text{alt}} \models \varphi), \] (5)
\[ \alpha_{\text{FN}} = \mathbb{P}_{\sigma_1, \ldots, \sigma_N \sim S}(\mathcal{A} = H_{\text{alt}} \mid \mathcal{A} = H_{\text{null}} \models \varphi). \] (6)
The FP ratio is the error probability of mistakenly rejecting the null hypotheses \( H_{\text{null}} \) while (1) holds. The FN ratio is the error probability of mistakenly accepting the null hypotheses \( H_{\text{null}} \) while (1) does not hold.

Intuitively, the assertion \( \mathcal{A} \) becomes more accurate in terms of decreasing \( \alpha_{\text{FP}} \) and \( \alpha_{\text{FN}} \) when the number of samples \( N \) increases. For any \( N \), quantitative bounds of \( \alpha_{\text{FP}} \) and \( \alpha_{\text{FN}} \) can be derived by using either the confidence interval method [33] or the sequential probability ratio test method [34]. The former only assumes that \( p_\varphi \neq p \). The latter requires the following stronger assumption but is more efficient. This work focuses on the latter method since the indifference parameter assumption holds in most applications (e.g., in [35]).

**Assumption 1:** There exists a known indifference parameter \( \delta > 0 \) such that \(|p_\varphi - p| > \delta \) in (1).

With Assumption 1, it suffices to consider the two extreme cases in hypothesis (2) according to [34], i.e.,
\[ H_{\text{null}} : p_\varphi = p + \delta, \quad H_{\text{alt}} : p_\varphi = p - \delta. \] (7)
To distinguish between \( H_{\text{null}} \) or \( H_{\text{alt}} \), we consider the likelihood ratio
\[ \lambda(K, N) = \frac{(p + \delta)^K (1 - p - \delta)^{N-K}}{(p - \delta)^K (1 - p + \delta)^{N-K}}. \] (8)

Our goal is to ensure that the FP/FN ratios \( \alpha_{\text{FP}}, \alpha_{\text{FN}} \leq \alpha \) for a given threshold \( \alpha > 0 \), which is called the desired significance level.\(^1\) By sequential probability ratio tests [36], it suffices to keep on drawing samples and stop to make a statistical assertion when either of the conditions on the right-hand-side of the following equation is satisfied:
\[ \mathcal{A}(K, N) = \begin{cases} H_{\text{null}}, & \text{if } \lambda(K, N) \geq \frac{1-\alpha}{\alpha}, \\ H_{\text{alt}}, & \text{if } \lambda(K, N) \leq \frac{\alpha}{1-\alpha}. \end{cases} \] (9)
As \( N \rightarrow \infty \), by the binomial distribution, we have \( \lambda(K, N) \rightarrow 0 \) if \( H_{\text{null}} \) holds or \( \lambda(K, N) \rightarrow \infty \) if \( H_{\text{alt}} \) holds, so the above procedure stops with probability 1. This procedure can be implemented incrementally by Algorithm 1.

**Remark 2:** By Assumption 1, we do not distinguish between checking \( p_\varphi > p \) or checking \( p_\varphi \geq p \) in (1). In addition, by the semantics of STL in Section II, checking \( p_\varphi < p \) or \( p_\varphi \leq p \) is equivalent to checking \( p_{\varphi'} < 1 - p \) or \( p_{\varphi'} \leq 1 - p \). Thus, the method for checking \( p_\varphi > p \) applies to the other three cases.

### III. DIFFERENTIAL PRIVACY IN STATISTICAL MODEL CHECKING

Statistical model checking of the probabilistic model \( S \) of an ensemble of cyber-physical systems, e.g., autonomous cars, service robots, and wearable devices, requires analyzing their sequential decision-making behavior.
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**Algorithm 1:** Statistical Model Checking of \( \mathcal{A} \)

**Require:** Probabilistic model \( S \), desired significance level \( \alpha \), and indifference parameter \( \delta \).

1. \( N \leftarrow 0, K \leftarrow 0, \lambda \leftarrow 1 \).
2. **while** True **do**
   3. Draw a new sample signal \( \sigma \) from \( S \).
   4. \( K \leftarrow K + \varphi(\sigma) \), \( N \leftarrow N + 1 \).
   5. \( \lambda \leftarrow \frac{(p + \delta)^K (1 - p - \delta)^{N-K}}{(p - \delta)^K (1 - p + \delta)^{N-K}} \).
   6. **if** \( \lambda \geq \frac{1-\alpha}{\alpha} \) **then** Return \( H_{\text{null}} \)
   7. **else** if \( \lambda \leq \frac{\alpha}{1-\alpha} \) **then** Return \( H_{\text{alt}} \)
   8. **else** Continue
   9. **end if**
10. **end while**

---

\(^1\) We choose the same threshold for \( \alpha_{\text{FP}} \) and \( \alpha_{\text{FN}} \) for simplicity. The method also applies to the case where two different thresholds for \( \alpha_{\text{FP}} \) and \( \alpha_{\text{FN}} \) are required (see [34]).
a slight abuse of notation, for an input sequence of sampled signals $\sigma_{1:}\infty = (\sigma_1, \sigma_2, \ldots)$, we write the termination step and output as functions of $\sigma_{1:}\infty$ by $\tau_{\mathcal{A}}(\sigma_{1:}\infty)$ and $o_{\mathcal{A}}(\sigma_{1:}\infty)$, respectively.

Differential privacy aims to prevent malicious inference on $\sigma_{1:}\infty$. Roughly, Algorithm $\mathcal{A}$ is differentially private if an attacker cannot infer the value of $\sigma_i$ even if they can observe $(\tau_{\mathcal{A}}(\sigma_{1:}\infty), o_{\mathcal{A}}(\sigma_{1:}\infty))$ and the values of the rest of the entries $\sigma_{-i}$ of $\sigma_{1:}\infty$, for any sequence $\sigma_{1:}\infty$ and entry $\sigma_i$ in $\sigma_{1:}\infty$. [39]. Clearly, for a deterministic Algorithm $\mathcal{A}$, the value of $\sigma_i$ can be inferred when the inverse of $\tau_{\mathcal{A}}(\cdot)$ and $o_{\mathcal{A}}(\cdot)$ is unique after knowing the value of $\sigma_{-i}$.

A common approach to achieve differential privacy is to randomize Algorithm $\mathcal{A}$, such that even for the same input sequence $\sigma_{1:}\infty$, the algorithm is randomly executed in slightly different ways and yields different observations. For a randomized algorithm $\mathcal{B}$ of $\mathcal{A}$, although the randomization prevents the intruder to take the inverse of $\tau_{\mathcal{A}}(\cdot)$ and $o_{\mathcal{A}}(\cdot)$, the intruder can still infer the value of $\sigma_i$ by observing the difference in $\tau_{\mathcal{B}}(\sigma_{1:}\infty)$ and $o_{\mathcal{B}}(\sigma_{1:}\infty)$ when the value of $\sigma_{-i}$ is fixed and only the value of $\sigma_i$ changes. To measure the distance between two sequences, we recall the definition of Hamming distance.

**Definition 1:** The Hamming distance between two input sequences $\sigma_{1:}\infty$ and $\sigma'_{1:}\infty$ is $D_H(\sigma_{1:}\infty, \sigma'_{1:}\infty) = n$ if and only if they are different in only $n \in \mathbb{N}$ entries. Namely, there exists indexes $1 \leq i_1 < \ldots < i_n \in \mathbb{N}$ such that

$$\sigma_j = \sigma'_j, \quad \text{if } j \in \{i_1, \ldots, i_n\}$$

$$\sigma_j \neq \sigma'_j, \quad \text{otherwise.}$$

We call two input sequences $\sigma_{1:}\infty$ and $\sigma'_{1:}\infty$ adjacent if $D_H(\sigma_{1:}\infty, \sigma'_{1:}\infty) = 1$.

Differential privacy requires a bound on the worst case change in the probabilities of the random observations for two adjacent input sequences. If the change in distribution is smaller, then it is harder for the intruder to infer the change in the input. We apply the standard notion of differential privacy in [39] to Algorithm 1 of Section II in the following definition.

**Definition 2:** A randomized sequential algorithm $\mathcal{B}$ is $\varepsilon$-differentially private, if it holds that $$P_{\mathcal{B}}(\tau_{\mathcal{A}}(\sigma_{1:}\infty), o_{\mathcal{A}}(\sigma_{1:}\infty)) \in \mathcal{O}) \leq e^\varepsilon P_{\mathcal{B}}(\tau_{\mathcal{A}}(\sigma'_{1:}\infty), o_{\mathcal{A}}(\sigma'_{1:}\infty)) \in \mathcal{O}) \quad (10)$$ for any two adjacent input sequences $\sigma_{1:}\infty$ and $\sigma'_{1:}\infty$ and any $\mathcal{O} \subseteq \mathbb{N} \times \{H_{\text{full}}, H_{\text{null}}\}$.

The notation $P_{\mathcal{B}}$ indicates that the probability is taken from the randomized algorithm $\mathcal{B}$. Similar to the standard definition of differential privacy, Definition 2 has the following statistical properties. First, if Algorithm $\mathcal{B}$ is differentially private, we can prove the more general statement: for any two non-adjacent input sequences $\sigma_{1:}\infty$ and $\sigma'_{1:}\infty$, $$P_{\mathcal{B}}(\tau_{\mathcal{A}}(\sigma_{1:}\infty), o_{\mathcal{A}}(\sigma_{1:}\infty)) \in \mathcal{O}) \leq e^{D_H(\sigma_{1:}\infty, \sigma'_{1:}\infty)} P_{\mathcal{B}}(\tau_{\mathcal{A}}(\sigma'_{1:}\infty), o_{\mathcal{A}}(\sigma'_{1:}\infty)) \in \mathcal{O}). \quad (11)$$ In addition, differential privacy bounds the difference in probabilities via their probability ratios, which are commonly used statistics for probabilistic inference. This bound implies that any two input sequences give exactly the same set of observations with non-zero probabilities. Formally, the condition (11) implies a necessary condition for differential privacy:

$$P_{\mathcal{B}}(\tau_{\mathcal{A}}(\sigma_{1:}\infty), o_{\mathcal{A}}(\sigma_{1:}\infty)) \in \mathcal{O}) \neq 0$$

$$\iff P_{\mathcal{B}}(\tau_{\mathcal{A}}(\sigma'_{1:}\infty), o_{\mathcal{A}}(\sigma'_{1:}\infty)) \in \mathcal{O}) \neq 0. \quad (12)$$

Since most statistical inference methods depend on probability ratios, the condition (11) of differential privacy implies that statistical inference for the data is not easy (e.g., lower bounds on the variance of unbiased estimators [40]).

By Definition 2, the sequential statistical model checking Algorithm 1 is not differentially private, since for any fixed input sequence $\sigma_{1:}\infty$, its termination time and output $(\tau_{\mathcal{A}}(\sigma_{1:}\infty), o_{\mathcal{A}}(\sigma_{1:}\infty))$ are deterministic. That does not satisfy the necessary condition of differential privacy (12).

**B. CHALLENGES IN ACHIEVING STANDARD DIFFERENTIAL PRIVACY BY EXPONENTIAL MECHANISM**

The standard approach to make deterministic algorithms differentially private is to randomize their outputs by the exponential algorithm [22]. However, we show below that the exponential algorithm cannot achieve the differential privacy from Definition 2 for the statistical model checking method shown in Algorithm 1.

For simplicity, consider only the observation of the termination time $\tau_{\mathcal{A}}(\sigma_{1:}\infty)$. We can define the sensitivity of termination time to changes in any single entry by

$$\delta_{\tau_{\mathcal{A}}} := \max_{\sigma_{-i}} |\tau_{\mathcal{A}}(\sigma_{1:}\infty) - \tau_{\mathcal{A}}(\sigma'_{1:}\infty)|, \quad (13)$$

i.e., the maximal difference in termination time for any two adjacent input sequences of sample signals $\sigma_{1:}\infty$ and $\sigma'_{1:}\infty$.

If the sensitivity $\delta_{\tau_{\mathcal{A}}}$ is finite, then the following exponential algorithm achieves differential privacy. The exponential mechanism states that randomizing algorithm $\mathcal{A}$ to $\mathcal{B}$ such that the probability of terminating at step $k$ is

$$P_{\mathcal{B}}(\tau_{\mathcal{B}} = k) = e^{-\varepsilon |\tau_{\mathcal{A}}(\sigma_{1:}\infty) - k|/\delta_{\tau_{\mathcal{A}}}} \sum_{h \in \mathcal{H}} e^{-\varepsilon |\tau_{\mathcal{A}}(\sigma'_{1:}\infty) - h|/\delta_{\tau_{\mathcal{A}}}}. \quad (14)$$

where $\mathcal{H} \subseteq \mathbb{N}$ is the set of possible values of $\tau_{\mathcal{A}}$, and $P_{\mathcal{B}}$ means that the randomness should come from the algorithm $\mathcal{B}$ itself. The exponential mechanism (14) is $2\varepsilon$-differentially private [22], since for any two adjacent $\sigma_{1:}\infty$ and $\sigma'_{1:}\infty$, it holds by the definition of sensitivity that for any $k \in \mathcal{N}$,

$$e^{-\varepsilon |\tau_{\mathcal{A}}(\sigma_{1:}\infty) - k|/\delta_{\tau_{\mathcal{A}}}} \leq e^{-\varepsilon |\tau_{\mathcal{A}}(\sigma'_{1:}\infty) - k|/\delta_{\tau_{\mathcal{A}}}} \leq e^\varepsilon, \quad (15)$$

where the first inequality holds by applying the triangle inequality. Since (15) holds for any $k$, we have

$$\sum_{h \in \mathcal{H}} e^{-\varepsilon |\tau_{\mathcal{A}}(\sigma_{1:}\infty) - h|/\delta_{\tau_{\mathcal{A}}}} \leq e^\varepsilon. \quad (16)$$

Thus, the probability ratio satisfies

$$P_{\mathcal{B}}(\tau_{\mathcal{B}}(\sigma_{1:}\infty) = k) \leq e^{2\varepsilon}. \quad (17)$$
The above technique depends critically on the boundedness of the sensitivity $\delta_{\tau_{\varphi}}$, which is generally true for non-sequential algorithms [22]. However, this condition is violated for Algorithm 1, as shown in Example 2.

**Example 2:** Consider two adjacent input sequences of sample signals with

$$\varphi(\sigma_{1:\infty}) = (1, \ldots, 1, [0, 1, 0, \ldots])$$

and

$$\varphi(\sigma'_{1:\infty}) = (1, \ldots, 1, [0, 1, 0, \ldots])$$

in Algorithm 1, where $K_1$ satisfies

$$\frac{(p + \delta)K_1 + 1}{(p - \delta)K_1 + 1} \geq 1 - \alpha, \quad \frac{(p + \delta)K_1}{(p - \delta)K_1} < \frac{1 - \alpha}{\alpha}. \quad (18)$$

Recall from equation (3) that $\varphi(\sigma) = 1$ if $\sigma_i \neq \varphi$ and $\varphi(\sigma_i) = 0$ if $\sigma_i \neq \varphi$. The definition of $\lambda$ in equation (8), Algorithm 1 stops at $\tau_{\varphi}(\sigma) = K_1 + 1$ for the input sequence of sample signals $\sigma_{1:\infty}$, and it stops at $\tau_{\varphi}(\sigma') = \infty$ for the other input sequence of sample signals $\sigma'_{1:\infty}$. This shows that the sensitivity $\delta_{\tau_{\varphi}} = \infty$ and the exponential mechanism cannot achieve $\varepsilon$-differential privacy for any finite $\varepsilon$. Finally, we note that the case of $\tau_{\varphi}(\sigma') = \infty$ happens with probability 0, thus it does not violate the fact that the algorithm $A$ stops almost surely with probability 1.

**IV. EXPECTED DIFFERENTIAL PRIVACY**

Section III-B has shown that the exponential mechanism cannot achieve the standard differential privacy (Definition 2) for the statistical model checking Algorithm 1. In this section, we proposed a new notion called expected differential privacy (EDP), which is weaker than the standard differential privacy. We will show that EDP is achievable by a new type of exponential mechanism in Section V.

One assumption that we make in this paper that has not been considered in standard differential privacy (Definition 2) is that the sequences of signals that the algorithm processes are independently drawn from an underlying probability distribution. This is the probability model $\mathcal{S}$. This is a stronger assumption than the arbitrarily-valued static databases assumed in the literature of differential privacy [39]. Such a stronger assumption helps in defining a relaxed notion of privacy that is based on limiting the change of the average of the algorithm’s output over the distribution of input sequences with respect to arbitrary changes of an arbitrary entry. In contrast, standard differential privacy is based on limiting the change of the algorithm’s output for any input with respect to arbitrary changes of any of the input’s entries. In the case of Example 2, as we will show in this section, the average termination time of Algorithm 1 over the distribution of input sequences is bounded. Thus, the probability that an input leads to an infinite termination time as the one shown in Example 2 is negligible.

By Definition 2, if a randomized sequential algorithm $B$ is differentially private, the difference in the probability of the observations $(\tau_B(\sigma_{1:\infty}), o_B(\sigma_{1:\infty}))$ should be bounded under the change of a single entry $\sigma_n$ for any input sequence $\sigma_{1:\infty}$. However, under the assumption in this paper, all the sample signals in $\sigma_{-n}$ are drawn independently from the probabilistic model $\mathcal{S}$. We build on this assumption and propose an expected version of the standard differential privacy (Definition 2) that requires the boundedness of the sensitivity of the average output and termination time.

**Definition 3:** Denote $[\mathcal{H}_{null}, \mathcal{H}_{alt}]$ by $\{1, 0\}$. A randomized sequential algorithm $B$ is $\varepsilon$-expectedly differentially private if

$$P_B(\mathcal{E}_{\sigma_{-n}}(\tau_B(\sigma_{1:\infty}), o_B(\sigma_{1:\infty})) \in O) \leq e^\varepsilon P_B(\mathcal{E}_{\sigma'_{-n}}(\tau_B(\sigma_{1:\infty}), o_B(\sigma_{1:\infty})) \in O), \quad (19)$$

for any $n \in \mathbb{N}$, any $O \subseteq \mathbb{N} \times \{1, 0\}$, and any pair of signals $\sigma_n$ and $\sigma'_n$, where $\sigma_{-n}$ and $\sigma'_{-n}$ are random sequences with i.i.d. entries following the probabilistic model $\mathcal{S}$. We say that $B$ is $\varepsilon$-expectedly differentially private in termination time if

$$P_B(\mathcal{E}_{\sigma_{-n}}(\tau(\sigma_{1:\infty})) \in O) \leq e^\varepsilon P_B(\mathcal{E}_{\sigma'_{-n}}(\tau(\sigma'_{1:\infty})) \in O), \quad (20)$$

for any $O \subseteq \mathbb{N}$, $\sigma_n$, and $\sigma'_{n}$.

The EDP (Definition 3) is weaker than the standard differential privacy (Definition 2) since the condition of the latter (10) implies the former (19) by taking the expected values $\mathbb{E}_{\sigma_{-n}}\mathbb{E}_{\sigma'_{-n}}$ on both sides of the equation, i.e.,

$$\mathbb{E}_{\sigma_{-n}}\mathbb{E}_{\sigma'_{-n}} P_B(\mathcal{E}_{\sigma}(\tau_B(\sigma_{1:\infty}), o_B(\sigma_{1:\infty})) \in O)$$

$$\leq e^\varepsilon \mathbb{E}_{\sigma_{-n}}\mathbb{E}_{\sigma'_{-n}} P_B(\mathcal{E}_{\sigma'(\sigma'_{1:\infty}), o_B(\sigma'_{1:\infty})) \in O),$$

for any $O \subseteq \mathbb{N}$, $\sigma_n$, and $\sigma'_{n}$. This implies that

$$\mathbb{E}_{\sigma_{-n}} P_B(\mathcal{E}_{\sigma}(\tau_B(\sigma_{1:\infty}), o_B(\sigma_{1:\infty})) \in O)$$

$$\leq e^\varepsilon \mathbb{E}_{\sigma_{-n}} P_B(\mathcal{E}_{\sigma'}(\tau_B(\sigma'_{1:\infty}), o_B(\sigma'_{1:\infty})) \in O).$$

Note that

$$\mathbb{E}_{\sigma_{-n}} P_B(\mathcal{E}_{\sigma}(\tau_B(\sigma_{1:\infty}), o_B(\sigma_{1:\infty})) \in O)$$

$$= \mathbb{E}_{\sigma_{-n}} \mathbb{E}_\sigma \mathbb{I}(\mathcal{E}_{\sigma}(\tau_B(\sigma_{1:\infty}), o_B(\sigma_{1:\infty})) \in O)$$

$$= \mathbb{E}_\sigma \mathbb{E}_{\sigma_{-n}} \mathbb{I}(\mathcal{E}_{\sigma}(\tau_B(\sigma_{1:\infty}), o_B(\sigma_{1:\infty})) \in O)$$

$$\leq e^\varepsilon \mathbb{E}_{\sigma_{-n}} P_B(\mathcal{E}_{\sigma'}(\tau_B(\sigma'_{1:\infty}), o_B(\sigma'_{1:\infty})) \in O),$$

where $\mathbb{I}(\cdot)$ is the indicator function and $\mathbb{E}_{\sigma_{-n}}$ and $\mathbb{E}_\sigma$ commute by Fubini’s Theorem. Thus, we can flip $\mathbb{E}_{\sigma_{-n}}$ and $P_B$ (or $\mathbb{E}_{\sigma'_{-n}}$ and $P_B$) to derive the following inequality:

$$P_B(\mathcal{E}_{\sigma_{-n}}(\tau_B(\sigma_{1:\infty}), o_B(\sigma_{1:\infty})) \in O)$$

$$\leq e^\varepsilon P_B(\mathcal{E}_{\sigma'_{-n}}(\tau_B(\sigma'_{1:\infty}), o_B(\sigma'_{1:\infty})) \in O).$$

**V. EXPECTED DIFFERENTIAL PRIVACY FOR STATISTICAL MODEL CHECKING**

In this section, we show that the termination time and output of Algorithm 1 can be randomized, to achieve the EDP. Our approach is based on a new sensitivity analysis and a novel exponential mechanism for randomizing the termination step.
A. ANALYSIS OF TERMINATION TIME FOR STATISTICAL MODEL CHECKING

The termination time and the output $(\tau_{\psi}, o_{\psi})$ of Algorithm 1 depend on the log-likelihood ratio $\lambda(N, K)$ in equation (8). We consider the log-likelihood ratio as an easier variable for analysis:

$$\Lambda_N = \ln \lambda(K, N) = Ks_+ - (N - K)s_-,$$  \hspace{1cm} (21)

$$s_+ := \ln \frac{p + \delta}{p - \delta} > 0, \quad s_- := \ln \frac{1 - p + \delta}{1 - p - \delta} > 0,$$  

and

$$K = \sum_{i \in [N]} \varphi(\sigma_i)$$

is a random variable that follows the binomial distribution $\text{Binom}(N, p_{\psi})$.

Lemma 1: The log-likelihood ratio $\Lambda_N$ forms an asymmetric random walk with probabilities and step sizes being $(p_{\psi}, s_+)$ and $(1 - p_{\psi}, -s_-)$.

Proof: By equation (21), we have $\Lambda_0 = 0$ and

$$\Lambda_{N+1} = \begin{cases} \Lambda_N + s_+, & \text{with probability } p_{\psi} \\ \Lambda_N - s_-, & \text{with probability } 1 - p_{\psi}. \end{cases}$$

By Lemma 1, Algorithm 1 can be interpreted as a random walk that stops upon hitting the upper or lower bounds:

$$B_+ := \ln \frac{1 - \alpha}{\alpha} > 0, \quad B_- := -\ln \frac{1 - \alpha}{\alpha} < 0.$$  \hspace{1cm} (22)

From Lemma 1, the average step size of the random walk $\Lambda_N$ is

$$D := \mathbb{E}_{\sigma_1} \Lambda_1 = p_{\psi}s_+ - (1 - p_{\psi})s_- = p_{\psi} \ln \frac{p + \delta}{p - \delta} - (1 - p_{\psi}) \ln \frac{1 - p + \delta}{1 - p - \delta}.$$  \hspace{1cm} (23)

When $B_+ \gg 1$ (equivalently, $B_- = -B_+ \ll -1$), we can prove that if $p_{\psi} > p - \delta$, then the average step size is positive and the asymmetric random walk $\Lambda_N$ will hit the upper bound $B_+$ with probability $1 - \alpha$ and the lower bound $B_-$ with probability $\alpha$. Similarly, if $p_{\psi} < p - \delta$, then the average step size is negative and the asymmetric random walk $\Lambda_N$ will hit the lower bound $B_-$ with probability $1 - \alpha$ and the upper bound $B_+$ with probability $\alpha$.

The average termination time $\tau_{\psi}(\sigma_1:\infty)$ satisfies the stopping time property of random processes [36], i.e.,

$$\mathbb{E}_{\sigma_1\infty}[\Lambda_{\tau_{\psi}(\sigma_1:\infty)}] = \mathbb{E}_{\sigma_1\infty}[\lambda_{\psi}(\sigma_1:\infty)] = D \mathbb{E}_{\sigma_1\infty}[\tau_{\psi}(\sigma_1:\infty)].$$  \hspace{1cm} (24)

B. EXPECTED SENSITIVITY ANALYSIS FOR STATISTICAL MODEL CHECKING

Now we define the sensitivity of the average termination time $\tau_{\psi}(\sigma_1:\infty)$ to single entry perturbations in the input sequence in the following equation:

$$\Delta_{\tau_{\psi}} := \max_{n \in \mathbb{N}, \sigma_n, \sigma_n'} |\mathbb{E}_{\sigma_n \psi}(\tau_{\psi}(\sigma_1:\infty)) - \mathbb{E}_{\sigma_n' \psi}(\tau_{\psi}(\sigma_1:\infty))|.$$  \hspace{1cm} (25)

where $\sigma_n$ and $\sigma_n'$ are two random sequences of signals obeying the distribution of the probabilistic model $S$. We call $\Delta_{\tau_{\psi}}$ the expected sensitivity of termination time. Expected sensitivity $\Delta_{\tau_{\psi}}$ represents the maximal change in the average termination time over input sequences sampled from the probabilistic model $S$ when arbitrarily changing the value of an arbitrary $n$th entry.

For Algorithm 1, we can use equation (24) to compute the expected sensitivity as shown in the following lemmas.

Lemma 2: For $D > 0$ in equation (23), consider the random walk $\Lambda_N$ from Lemma 1 for hitting any two absorbing bounds $A \gg \max\{s_+, s_-\}$ and $-B \ll -\max\{s_+, s_-\}$, the probability of hitting $B$ is $\approx e^{-B}$ and the expected termination time is given by

$$\mathbb{E}_{\sigma_1\infty}[\tau_{\psi}(\sigma_1:1)] \approx \frac{A(1 - e^{-B}) - Be^{-B}}{D}.$$  \hspace{1cm} (26)

Proof: Let $\alpha$ and $\beta$ be the probabilities of hitting the bounds $A$ and $B$ respectively. We have $\alpha + \beta = 1$, since the random walk terminates with probability 1. For $D > 0$, when $A \gg \max\{s_+, s_-\}$ and $-B \ll -\max\{s_+, s_-\}$, the stopping time property (24), we have the lemma holds.

Lemma 3: The expected sensitivity of the termination time $\tau_{\psi}$ satisfies

$$\Delta_{\tau_{\psi}} = \frac{s_+ + s_-}{|D|} = \frac{\ln \frac{p + \delta}{p - \delta} + \ln \frac{1 - p + \delta}{1 - p - \delta}}{|p_{\psi} \ln \frac{p + \delta}{p - \delta} - (1 - p_{\psi}) \ln \frac{1 - p + \delta}{1 - p - \delta}|}.$$  \hspace{1cm} (26)

where $s_+$ and $s_-$ are from (21) and $D$ is from (23).

Proof: Without loss of generality, consider the case of $D > 0$ in (23). The case of $D < 0$ can be proved similarly. Consider any two input sequences $\sigma_1:1$ and $\sigma_1:2$ for Algorithm 1, where $\sigma_1$ and $\sigma_1'$ are chosen such that $\sigma_1 \equiv \varphi$ and $\sigma_1' \not\equiv \varphi$, and $\sigma_2:1$ and $\sigma_2:2$ are drawn in an i.i.d. manner from the probabilistic model $S$. Then, for the input sequence $\sigma_1:1$, the log-likelihood ratio $\Lambda_0$ follows a random walk that starts at $s_+$ after the first step. To derive the termination time to hit either $B_+$ or $B_-$ from (22), we set $A := B_+ - s_-$ and $B := B_- - s_-$ in Lemma 2 to obtain

$$\mathbb{E}_{\sigma_2:1\infty}[\tau_{\psi}(\sigma_1:1)] = 1 + \frac{(B_+ - s_-)(1 - e^{B_+ - s_-}) + (B_- - s_+)e^{B_- - s_+}}{D}.$$  \hspace{1cm} (26)

Similarly, by setting $A = B_+ + s_-$ and $B = B_- + s_-$ in Lemma 2 as the bounds for the random walk of the log-likelihood ratio $\Lambda_0'$ of $\sigma_2:2$, we have

$$\mathbb{E}_{\sigma_2:2\infty}[\tau_{\psi}(\sigma_1:1)] = 1 + \frac{(B_+ + s_-)(1 - e^{B_+ + s_-}) + (B_- + s_+)e^{B_- + s_-}}{D}.$$  \hspace{1cm} (26)
Considering $s_+,-s_- \ll B_+, -B_-$, the subtraction of the two equations shown above gives
\[
\mathbb{E}_{\sigma_2} \tau_{\sigma_1}(\sigma_1) = \mathbb{E}_{\sigma_2'} \tau_{\sigma_1'}(\sigma_1') \approx \frac{s_+ + s_-}{D},
\]
considering that $e^{B_-} \ll 1$. This proves the bound of expected sensitivity (25) stated in the lemma for alternating the first entry. The case of other entries can be proved similarly. ■

When the expected sensitivity $\Delta_{\tau_{\sigma}} < \infty$ is finite, we can apply a modified version of the exponential mechanism described in Section III-B to Algorithm 1 to achieve the EDP for the termination time. This is shown in the following lemma.

**Lemma 4**: For a sequential algorithm $\mathcal{A}$ with a deterministic termination time $\tau_{\mathcal{A}}$, consider another sequential algorithm $\mathcal{B}$ with the same input and output spaces as $\mathcal{A}$ but with a random termination time $\tau_{\mathcal{B}}$ that satisfies
\[
\mathbb{P}_{\mathcal{B}}(\mathbb{E}_{\sigma_1}^\dagger \tau_{\mathcal{B}}(\sigma_1) = k) = \frac{e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}}}{\sum_{h \in \mathcal{H}} e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}}},
\]
where $\sigma_1$ is a random sequence of signals obeying the distribution of the probabilistic model $S$, and $\mathcal{H} \subseteq \mathbb{N}$ is the set of possible values of $\mathcal{A}$. Then, it is $e$-expectedly differentially private in term of time.

**Proof**: Without loss of generality, assuming $D > 0$ in equation (23), we will prove the condition (20) of Definition 3 for $n = 1$, i.e.,
\[
\mathbb{P}_{\mathcal{B}}(\mathbb{E}_{\sigma_1} \tau_{\mathcal{B}}(\sigma_1) = k) \leq e^2,
\]
for any pair of signals $\sigma_1$ and $\sigma_1'$, where $\sigma_2$ and $\sigma_2'$ are random sequences of i.i.d. signals obeying the distribution of the probabilistic model $S$. For simplicity, we consider the case of $\varphi(\sigma_1) = 1$ and $\varphi(\sigma_1') = 0$. The case of $\varphi(\sigma_1) = 0$ and $\varphi(\sigma_1') = 1$ can be handled similarly. The cases of $\varphi(\sigma_1) = \varphi(\sigma_1') = 0$ and $\varphi(\sigma_1) = \varphi(\sigma_1') = 1$ are trivial.

When $\varphi(\sigma_1) = 1$, by the stopping time property (24), we have
\[
\mathbb{P}_{\mathcal{B}}(\mathbb{E}_{\sigma_2} \tau_{\mathcal{B}}(\sigma_1) = k) = \mathbb{P}_{\mathcal{B}}(\mathbb{E}_{\sigma_2} \tau_{\mathcal{B}}(\sigma_2) = k - \frac{s_+}{D})
\]
where $s_+$ is given by (21) with $\mathbb{E}_{\sigma_2} \Delta_{\tau_{\mathcal{B}}}(\sigma_1) - \mathbb{E}_{\sigma_2'} \Delta_{\tau_{\mathcal{B}}}(\sigma_1) = s_+$.

By viewing $\sigma_2$ as a new random walk, we can apply (27) and derive
\[
\mathbb{P}_{\mathcal{B}}(\mathbb{E}_{\sigma_2} \tau_{\mathcal{B}}(\sigma_2) = k - \frac{s_+}{D})
\]
\[
= \frac{e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}}}{\sum_{h \in \mathcal{H}} e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}}.
\]
Similarly, we have
\[
\mathbb{P}_{\mathcal{B}}(\mathbb{E}_{\sigma_2'} \tau_{\mathcal{B}}(\sigma_1') = k)
\]
\[
= \frac{e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}}}{\sum_{h \in \mathcal{H}} e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}}.
\]

By the triangular inequality and using the definition of $\Delta_{\tau_{\sigma}}$ from (26), the ratio of the numerators of equations (29) and (30) satisfies
\[
e^{-\epsilon} \leq \frac{e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}}}{\sum_{h \in \mathcal{H}} e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}} \leq e^\epsilon.
\]

Since (31) holds for any $k$, we have
\[
e^{-\epsilon} \leq \frac{e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}}}{\sum_{h \in \mathcal{H}} e^{-e^{-\frac{1}{\Delta_{\tau_{\sigma}}}}} \leq e^\epsilon.
\]

Thus, by taking the ratios of (31) and (32) and applying (29) and (30) results in that for any $k \in \mathbb{N}$, we can derive (28).

The condition (20) of Definition 3 for $n \neq 1$ can be proved similarly. ■

**C. CAUSAL RANDOMIZATION FOR DIFFERENTIAL PRIVACY OF TERMINATION TIME**

In this section, we propose a causal randomization mechanism of the termination time of Algorithm 1 that achieves the probability distribution in (4).

A trivial addition of random noise to the deterministic termination time is not causal. If the deterministic termination time plus the random noise is $n \leq k = \tau_{\mathcal{A}}(\sigma_1)$, the randomized algorithm can draw additional $n - \tau_{\mathcal{A}}$ samples and ignore their values. However, if $n < k = \tau_{\mathcal{A}}(\sigma_1)$, then the randomized algorithm $\mathcal{B}$ will not be able to causally predict that it should stop before reaching the deterministic termination time of $\mathcal{A}$. This shows the difficulty in directly randomizing the termination time of Algorithm 1 to achieve the EDP.

Instead, we propose to randomize the stopping condition of Algorithm 1. Recall from (22) that Algorithm 1 stops upon reaching the upper or lower bounds $B_+$ and $B_-$, respectively. We modify these bounds as follows:
\[
B_+ = \ln \frac{1 - \alpha}{\alpha} + L \quad \text{and} \quad B_- = \ln \frac{1 - \alpha}{\alpha} - L,
\]
where
\[
L \sim \exp\left(\frac{\epsilon}{\ln \frac{p+\epsilon}{\epsilon + 1} - \frac{\epsilon}{\epsilon + 1}}\right).
\]

The modified version of Algorithm 1 is shown in Algorithm 2.

**Lemma 5**: The termination time of Algorithm 2 satisfies the distribution shown in (27).

**Proof**: We denote Algorithm 2 by $\mathcal{B}$ and let $B = \ln \frac{1 - \alpha}{\alpha}$. Without loss of generality, suppose that the average step size $D$ from (23) of the random walk $A_N$ is $> 0$. Following the randomized stopping condition in (33), we have that for any $k \in \mathbb{N}$,
\[
\mathbb{P}_L(\mathbb{E}_{\sigma_1} \tau_{\mathcal{B}}(\sigma_1) = k) = \mathbb{P}_L(\mathbb{E}_{\sigma_1} \Delta_{\mathcal{B}}(\sigma_1) \geq B + L)
\]
and
\[
\mathbb{E}_{\sigma_1} \Delta_{\mathcal{B}}(\sigma_1) \geq B + L
\]
where $\mathbb{E}_{\sigma_1} \Delta_{\mathcal{B}}(\sigma_1)$ is increasing in $k$ when $D > 0$.
It directly follows from Lemmas 5 and 6.

Algorithm 1: Statistical Model Checking of $\mathbb{P}_{\sigma \sim S}(\sigma \models \varphi) < p$ With Expected Differential Privacy.

**Require:** Probabilistic model $S$, desired significance level $\alpha$, and indifference parameter $\delta$, privacy level $\epsilon$.

1. $N \leftarrow 0$, $K \leftarrow 0$.
2. Log-likelihood ratio $\Lambda \leftarrow 0$.
3. $s_+ \leftarrow \ln \frac{1+\delta}{p-\delta}$, $s_- \leftarrow \ln \frac{1-p+\delta}{1-p-\delta}$, $B \leftarrow \ln \frac{1-\alpha}{\alpha}$.
4. $L \sim \text{Exp}(\frac{\epsilon}{s_+ + s_-})$, $B \leftarrow B + L$.
5. **while** True **do**
   6. Draw a sample signal $\sigma$ from $S$.
   7. $K \leftarrow K + \varphi(\sigma)$, $N \leftarrow N + 1$.
   8. $\Lambda \leftarrow \Lambda + \varphi(\sigma)s_+ + (1 - \varphi(\sigma))s_-$.
   9. **if** $\Lambda \geq B$ **then**
      10. Return $H_{\text{null}}$.
      11. **else** if $\Lambda \leq -B$ **then**
          12. Return $H_{\text{alt}}$.
          13. **else** Continue
          14. **end if**
      15. **end while**

This leads to (27) since $E_{\sigma_{1:\infty}}[\tau_{\varphi}(\sigma_{1:\infty})] \approx B/D$ from Lemma 2.

Following the same process, we can apply the expected sensitivity analysis for $o_{\varphi}$ for Algorithm 1.

**Lemma 6:** The expected sensitivity $\Delta_{o_{\varphi}}$ of the output $o_{\varphi}$ of Algorithm 1 is $0$, where $\Delta_{o_{\varphi}}$ is defined as

$$\Delta_{o_{\varphi}} := \max_{\sigma_{1:}\sigma_{1:}} |E_{\sigma_{1:}}[o_{\varphi}(\sigma_{1:})] - E_{\sigma^\prime_{1:}}[o_{\varphi}(\sigma^\prime_{1:})]|, \ (34)$$

and $\sigma_{1:}$ and $\sigma^\prime_{1:}$ are random sequences of i.i.d. signals obeying the distribution of the probabilistic model $S$.

**Proof:** Consider $n = 1$. For $D > 0$, Algorithm 1 returns $0$ by hitting the bound $-B$ and returns $1$ by hitting the bound $B$, as defined in Definition 3. By Lemma 2, when $\sigma_1 \models \varphi$, we have $F_{\sigma_{1:}}[o_{\varphi}(\sigma_{1:})] = 0 = e^{-B+s_{-}}$ by viewing the log-likelihood ratio $\Lambda_N$ in Algorithm 1 as a random walk starting from $s_{+}$ after the first step, instead of starting from zero in the first step. Similarly, when $\sigma_1 \not\models \varphi$, we have $F_{\sigma_{1:}}[o_{\varphi}(\sigma_{1:})] = 0 = e^{-B-s_{-}}$. Thus, we have

$$\Delta_{o_{\varphi}} := \max_{\sigma_1, \sigma_1^\prime} |E_{\sigma_{1:}}[o_{\varphi}(\sigma_{1:})] - E_{\sigma^\prime_{1:}}[o_{\varphi}(\sigma^\prime_{1:})]| \leq |e^{-B+s_{+}} - e^{-B-s_{-}}| \approx 0. \ (35)$$

The same analysis holds for $n \neq 1$.

Thus, changing an arbitrary $n$-th sample has almost no influence on the output of algorithm $\varphi$ in the expected sense. In sum, we present the following theorems.

**Theorem 1:** Algorithm 2 is $2\epsilon$-expectedly differentially private.

**Proof:** It directly follows from Lemmas 5 and 6.

In addition to privacy, we provide the following results for the significance level of Algorithm 2.

**Theorem 2:** Algorithm 2 has a significance level (i.e., the upper bound on the probability that this algorithm returns a wrong answer) less than $\alpha$.

**Proof:** In Algorithm 2, the hitting bounds $B + L$ and $-B - L$ are always expanded versions of those of Algorithm 1 since $L \geq 0$. Hence, the accuracy is improving because of drawing more samples. Specifically, following the standard analysis of sequential hypotheses testing [36], for any value of $L$ in Algorithm 2, the significance level $\alpha_L$ for hitting the bounds $B + L$ and $-B - L$ satisfies $1 - \alpha_L = \ln B + \leq \frac{1 - \alpha}{\alpha}$ since $L \geq 0$ in (33). This implies $\alpha_L \leq \alpha$ for any value of $L$. Thus, the theorem holds.

Finally, the causal randomization for differential privacy of termination time can potentially be applied to the statistical model checking of hyperproperties, which also uses the sequential probability ratio test to infer the true value of formulas [41].

**VI. CASE STUDY**

In this section, we apply the statistical model checking with EDP (Algorithm 2) to the Toyota Powertrain benchmark [42] in MATLAB Simulink. It is composed of an air-to-fuel (A/F) ratio controller and a model of a four-cylinder spark ignition engine that includes components starting from the throttle all the way to the crankshaft. This case study focuses on the performance of the A/F ratio controller by observing the deviation percentage of the A/F ratio $\mu(t)$ from a reference A/F ratio $\mu_{\text{ref}}$ as follows

$$e_{A/F}(t) := \frac{\mu(t) - \mu_{\text{ref}}}{\mu_{\text{ref}}}$$

over a simulation time horizon of $T$ seconds. The engine’s revolutions per minute (RPM) speed follows the Gaussian distribution

$$r \sim \text{Gaussian}(r_0, \sigma^2),$$

where $r_0 = 1600$, and $\sigma^2 = 1600$. The requirement for $e_{A/F}$ is to enter a desired region $|e_{A/F}| < 0.05$ within the time interval $[0.8, T]$ [43]. For a given powertrain $S$, we want to check if this requirement holds with probability greater than a desired threshold $p$. Formally, in the STL syntax introduced in Section II, we are interested in checking the following property:

$$\mathbb{P}_\sigma (\sigma \models \Diamond_{[0.8,T]}(|e_{A/F}| < 0.05)) > p. \ (36)$$
where \( T = 1 \) and \( p = 0.73 \). Evaluations were performed on a desktop with Intel Core i7-10700 CPU @ 2.90 GHz and 16 GB RAM.

Results Analysis: We applied Algorithm 2 to analyze the Toyota Powertrain with different combinations of the significance level, indifference parameter, and privacy parameters: \( \alpha \in \{0.01, 0.05\} \), \( \delta \in \{0.01, 0.03\} \), and \( \varepsilon \in \{0.01, 0.05\} \), respectively.

We estimated the satisfaction probability \( p_{\psi} \approx 0.84 \) with a standard deviation of about 0.04 using 10000 random samples. Thus, Assumption 1 for implementing Algorithm 2 holds since \( p_{\psi} - p \approx 0.11 \), which is approximately 2.75 times the standard deviation and is greater than both values of \( \delta \) considered. In addition, we know from the estimated \( p_{\psi} \) that the STL specification (36) is true, so Algorithm 2 should return the null hypothesis (\( H_{\text{null}} \)) with probability at least \( 1 - \alpha \). We ran Algorithm 2 \( N = 10^4 \) times for each of the considered combinations of parameters. Then, we calculated the algorithm’s accuracy (Acc.) for each combination. The Acc. is defined as follows:

\[
\text{Acc.} := \frac{1}{N} \sum_{i=1}^{N} I(o_i = H_{\text{null}}), \tag{37}
\]

where \( I \) is the indicator function and \( o_i \) is the output of the \( i \)th run. Additionally, the average termination time (\( \tau_{\phi} \)), the average span of computation in seconds (Span), and the predicted hypothesis (\( H_{\text{null}} \) or \( H_{\text{alt}} \)) were computed and presented in Table 1.

We then analyzed the differential privacy of Algorithm 2 by considering \( M \) pairs of sequences of samples \( \sigma_1, \sigma_\infty \) and \( \sigma_1', \sigma_\infty' \) that differed in the \( n \)th entry. Each entry in a sequence represents the satisfaction of \( \psi \) for the sampled execution, as defined in equation (3). The average termination time over \( M \) pairs of sequences (ATT) is as follows:

\[
\text{ATT} := \frac{1}{M} \sum_{i=1}^{M} \tau_{\phi}^{(i)}(\cdot), \tag{38}
\]

where \( M = 500 \) and \( \tau_{\phi}^{(i)}(\cdot) \) represents the termination time for the \( i \)th sample value of \( \sigma_1, \sigma_\infty \) and \( \sigma_1', \sigma_\infty' \). The ATT was calculated for each of \( 10^4 \) samples of \( L \), as defined in (33), and the resulting distribution can be seen for one of the parameter combinations in Fig. 1.

Discussion: In Table 1, the simulation corresponding to each parameter combination yielded an accuracy of 1.00, which agrees with the confidence level \( 1 - \alpha \). The high accuracy results from the fact that we chose a small indifference parameter \( \delta \), which increases termination time and thus the number of samples. This can be seen by observing that in the likelihood ratio definition in (8), increasing \( \delta \) (while satisfying Assumption 1) will reduce the termination time. Relaxing the confidence level from 0.99 to 0.95 while holding the indifference parameter \( \delta \) and privacy level \( \varepsilon \) constant reduced the average number of samples needed to output the null hypothesis.

The effects of increasing privacy level while holding the confidence level and indifference parameter constant can be seen in Table 1 and Fig. 1. Increasing \( \varepsilon \) decreases the privacy level and concentrates the distribution of \( L \) in Algorithm 2, leading to less randomness in termination time. However, this comes at the expense that it becomes easier to infer user data from sample distribution and statistical model checking output. From Table 1, the average number of samples decreased as \( \varepsilon \) increased. In Fig. 1, there are a few places where the distributions fall outside the bounds. This happens because of two reasons: 1) the statistical error in approximating the
distribution of the termination time with samples, and 2) the deviation of sample distributions from the expected case.

VII. CONCLUSION
This paper studied the privacy issue of statistical model checking to enable their applications in privacy-critical applications. We used differential privacy to mathematically capture the privacy level of sample system executions that are used for statistical model checking. Since the algorithms are sequential, we showed that the termination time can violate privacy and the standard exponential mechanism fails to achieve standard differential privacy. We proposed a new exponential mechanism that can achieve a new notion of privacy which we call expected differential privacy. Using the exponential mechanism, we developed expected-differentially private statistical model checking algorithms. The utility of the proposed algorithm was demonstrated in a case study.
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