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Abstract: Urban canopy models (UCMs) in mesoscale numerical weather prediction models need evaluation to understand biases in urban environments under a range of conditions. The authors evaluate a new drag formula in the Weather Research and Forecasting (WRF) model’s multilayer UCM, the Building Effect Parameterization combined with the Building Energy Model (BEP+BEM), against both in-situ measurements in the urban environment as well as simulations with a simple bulk scheme and BEP+BEM using the old drag formula. The new drag formula varies with building packing density, while the old drag formula is constant. The case study is a strong cold frontal passage that occurred in Houston during the winter of 2017, causing high winds. It is found that both BEP+BEM simulations have lower peak wind speeds, consistent with near-surface measurements, while the bulk simulation has winds that are too strong. The constant-drag BEP+BEM simulation has a near-zero wind speed bias, while the new-drag simulation has a negative bias. Although the focus is on the impact of drag on the urban wind speeds, both BEP+BEM simulations have larger negative biases in the near-surface temperature than the bulk-scheme simulation. Reasons for the different performances are discussed.
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1. Introduction

It is important to accurately forecast high-impact weather in urban environments because of the large populations that are at risk. Hazards include local extreme winds, heavy precipitation and flooding, wildfires, urban heat waves, and highly polluted air. Because of the heterogeneity of surfaces and roughness elements in urban environments, an accurate forecast in the nearby rural environment does not necessarily translate to a good forecast within the urban canopy layer. While many past studies have focused on the urban heat island effect [1], and its direct and indirect effects on urban weather and climate (e.g., [2–7]), fewer studies have examined how urbanization affects wind. The urban heat island can indirectly affect wind through an induced secondary circulation [8] and through more vertical mixing, which can mix higher momentum air downward into the city. Additionally, strong wind can occur directly from weather systems such as tropical cyclones, downslope wind storms, frontal systems, winter storms, and sea/land breezes. In quasi-neutral boundary layers, the drag from the enhanced roughness reduces the winds in the city overall, but the wind reductions can be heterogeneous based on the urban morphology. Moreover, although the city-averaged winds are typically reduced, accelerations can occur due to eddies and wind streaks in street canyons. Considering the complexity of winds in the urban environment, and the large populations and infrastructure at risk there, it is critical to observe and forecast them better.

In mesoscale numerical weather prediction models with horizontal grid spacings of O(1 km), buildings are not explicitly resolved and thus their net effects on the grid-scale prognostic variables must be parameterized. In the WRF model, there is a hierarchy of UCMs to accomplish this task, ranging from a simple bulk scheme (urban effects are
parameterized by an area of increased aerodynamic roughness, lower vegetation, increased albedo, and increased heat capacity and conductivity) to the multilayer BEP combined with BEM [9,10]. The latter scheme mimics the three-dimensionality of buildings and produces detailed momentum and thermal forcings based on the complex urban morphology (walls, roofs, and roads) and heat exchanges between the interior of buildings and the surrounding environment. The usage of more sophisticated UCMs has generally resulted in better forecasts in the urban environment (e.g., [11–14]).

In the WRF model version 4.3 (WRFV4.3) [15], a new drag formulation was added to BEP+BEM. The drag coefficient affects the momentum sink caused by vertically oriented surfaces (building walls) as well as the building-induced turbulent kinetic energy (TKE) [9]. The drag from horizontal surfaces (roofs and roads) is based upon Monin–Obukhov similarity theory [16]. Previously, the drag coefficient was set constant at $c_d = 0.4$. In WRFV4.3, it was modified to be a function of the building plan area ratio [17,18] since this ratio is known to affect the overall drag in simulations using the Reynolds-averaged Navier–Stokes equations [17]. The building plan area fraction is defined as the ratio of the building plan area to the total surface area of the grid cell [18]. The new drag formula is

$$
  c_d(\lambda_p) = \begin{cases} 
    3.32\lambda_p^{0.47}, & \text{if } \lambda_p \leq 0.29, \\
    1.85, & \text{if } \lambda_p > 0.29,
  \end{cases}
$$

wherein $\lambda_p = b/(b + w)$ is the building plan area ratio, $b$ is the mean building width, and $w$ is the mean street width in a grid cell.

Since this new drag formula was only recently added to WRF, it has not received extensive evaluation under a range of conditions yet. In this work, we evaluate the new drag formula in comparison to the old constant-drag formula during a strong cold frontal passage in Houston. This allows for BEP+BEM to be evaluated in simulations in which the near-surface wind speeds range from 0–15 m s$^{-1}$ and there are large variations in near-surface water vapor mixing ratio (4–14 g kg$^{-1}$) and temperature (285–300 K).

### 2. Case Study

We select a case study of a frontal passage that occurred from 21–24 January 2017 in southeastern Texas, producing high winds and large temperature variations in Houston. A discussion of this high wind event was given by the National Weather Service in Corpus Christi, Texas (available on the website https://www.weather.gov/crp/stormhistory, accessed on 1 August 2022). Although the peak gusts of approximately 24 m s$^{-1}$ were south of Houston in the Corpus Christi area, sustained winds of 13 m s$^{-1}$ were present over Houston after the cold front passage. The combination of strong winds and low moisture content contributed to numerous grass fires, and the strong winds resulted in blow-outs of water along bays and waterways. A sequence of synoptic surface maps is shown in Figure 1. Prior to the frontal passage (Figure 1a,b), the surface winds in Houston were from the south to southeast. The evening temperature at 12:00 a.m. UTC 21 January was 67 °F (20 °C). At 12:00 a.m. UTC 22 January (Figure 1c), there was a surface low in the Texas panhandle, and a cold front extended from the north to south over central Texas. Ahead of the cold front, there was a dryline just west of Houston. At that time, the winds had turned southerly to southwesterly. By 1200 a.m. UTC 22 January (Figure 1d), the cold front had passed through southeastern Texas, and stronger near-surface winds [approximately 30 kt (15.4 m s$^{-1}$)] were from the west with lower temperatures of approximately 50–60 °F (10.0–15.6 °C). The surface low was reasonably deep, with a mean-sea level pressure (MSLP) of 993 hPa at the time. By 12:00 a.m. UTC 23 January (Figure 1e), the surface low had moved over northern Georgia, and the cold front was surging towards Florida. Continued strong west to northwesterly winds existed over southeastern Texas. Finally, by 1200 a.m. UTC 23 January (Figure 1f), the cold front had moved past Florida, and southeastern Texas was quite cool for that time of year (approximately 45–50 °F (7.2–10.0 °C)).
Figure 1. Surface analyses in the south central U.S. for the 21–24 January cold front passage and wind event in Houston. Panels: (a) 12:00 a.m. UTC 21 January; (b) 12:00 a.m. UTC 21 January; (c) 12:00 a.m. UTC 22 January; (d) 12:00 a.m. UTC 22 January, (e) 12:00 a.m. UTC 23 January, and (f) 12:00 a.m. UTC 23 January. Images are courtesy of the National Weather Service Weather Prediction Center (WPC). Surface observations are given on the standard station model, where red denotes the temperature (°F), green denotes the dewpoint (°F), orange denotes the surface pressure (mb, initial 9 or 10 omitted), and wind barbs denote the wind speed and direction. In (a), the location of Houston is denoted by the black arrow.

3. Numerical Simulations and Observational Data

3.1. Description of Numerical Simulations

The setup of the WRF model numerical simulations is similar to the study by [19], including domain size, grid spacings, nesting strategy, physical parameterizations, and global model data. Three domains with $298 \times 298$ grid points and respective spacings of 9, 3, and 1 km are used (Figure 2), with the 1-km domain covering Houston and nearby areas. The physical parameterizations are: the WRF single moment 6-class microphysical parameterization [20], rapid radiative transfer model for Global Climate Models (GCMs) [RRTMG] longwave and shortwave parameterizations, the unified Noah land-surface model, and the Yonsei University (YSU) planetary boundary layer (PBL) parameterization [21,22]. On domain 1 (with 9-km grid spacing), the Tiedtke cumulus parameterization [23] is used
to help represent the effects of sub-grid-scale convection, while convection is calculated explicitly on the innermost two domains. In the vertical, 60 levels are used between the surface and the model top of 10 hPa, using a stretched grid with finer resolution near the surface. The lowest model level is approximately 26 m above ground level (AGL; varying slightly horizontally due to WRF’s pressure based sigma vertical coordinate), and 15 levels are used below 3 km for high vertical resolution of the boundary layer.

Figure 2. WRF model’s three nested domains (respective spacings of 9, 3, and 1 km) with resolved topography in color shades. All analysis of the simulations is carried out on the innermost domain.

Three WRF simulations are executed with the model setup above: (i) the bulk urban parameterization, (ii) BEP+BEM using the old $c_d = 0.4$, and (iii) BEP+BEM using the new drag formula (Equation (1)). The WRF simulations are initialized at 12:00 a.m. UTC 21 January and integrated until 12:00 a.m. UTC 24 January. The urban parameters for the BEP+BEM simulations are given in Table 1. The simulations are initialized using the National Centers for Environmental Prediction (NCEP) Global Data Assimilation System (GDAS) final analysis at a $0.25^\circ$ horizontal grid interval, and the lateral boundary conditions are updated at intervals of 3 h. The National Urban Data and Access Portal Tool (NUDAPT-44) dataset is used [24,25] for the urban morphological characteristics of Houston, including urban fraction, impervious fraction, building height histograms, building plan area fraction, building height weighted by footprint plan area, and building surface-area-to-plan-area ratio, among other parameters.

In the study by [19], BEP+BEM behaved qualitatively similar in the YSU PBL parameterization as it did in both the Mellor–Yamada–Janjić [26,27] and the Bougeault-Lacarrere [28] PBL schemes. One key quantitative difference is that the YSU scheme does not predict TKE, and thus the building-induced TKE does not contribute to the eddy viscosity coefficient as it does in the latter schemes. In the YSU PBL parameterization, a prescribed functional form in the vertical is used [22]. Another key difference is that the YSU PBL parameterization is a nonlocal scheme, and includes a gradient correction term in the vertical diffusion equation. The amplitudes of the eddy viscosity coefficient and gradient correction terms are directly influenced by the surface heat flux, which contains anthropogenic urban fluxes from BEP+BEM. Thus, nonlocal mixing by large eddies can be enhanced through larger urban surface heat fluxes in the YSU scheme. In the Mellor–Yamada–Janjić and Bougeault–
Lacarrere schemes, local vertical mixing is triggered by buoyancy-induced TKE generation during unstable conditions.

Table 1. Urban parameters for the YSU BEP+BEM simulations. The values of the parameter for the LIR, HIR, and COI urban classes are in columns 2–4.

| Parameter                                         | LIR          | HIR          | COI          |
|---------------------------------------------------|--------------|--------------|--------------|
| Roof/Wall heat capacity (J m⁻³ K⁻¹)               | 1.32 × 10⁶   | 1.32 × 10⁶   | 1.32 × 10⁶   |
| Ground heat capacity (J m⁻³ K⁻¹)                  | 1.40 × 10⁶   | 1.40 × 10⁶   | 1.40 × 10⁶   |
| Roof/Wall thermal conductivity (J m⁻¹ s⁻¹ K⁻¹)    | 0.695        | 0.695        | 0.695        |
| Road thermal conductivity (J m⁻¹ s⁻¹ K⁻¹)         | 0.4004       | 0.4004       | 0.4004       |
| Roof/Wall surface albedo                          | 0.20         | 0.20         | 0.20         |
| Road surface albedo                               | 0.15         | 0.15         | 0.15         |
| Roof/Wall surface emissivity                      | 0.90         | 0.90         | 0.90         |
| Road surface emissivity                           | 0.95         | 0.95         | 0.95         |
| Roof/Road momentum roughness length (m)           | 0.01         | 0.01         | 0.01         |
| Wall momentum roughness length (m)                | 0.0001       | 0.0001       | 0.0001       |
| A/C coefficient of performance                    | 3.5          | 3.5          | 3.5          |
| Window coverage area                               | 0.20         | 0.20         | 0.20         |
| Thermal efficiency of heat exchanger              | 0.75         | 0.75         | 0.75         |
| Fraction of buildings installed with A/C systems  | 1.0          | 1.0          | 1.0          |
| Fraction of cooled floor area in buildings         | 1.0          | 1.0          | 1.0          |
| Target temperature of A/C system (K)              | 298          | 298          | 298          |
| Peak occupants per urban floor area               | 0.10         | 0.10         | 0.20         |
| Comfort range of indoor temperature (K)           | 0.5          | 0.5          | 0.5          |
| Target humidity of A/C systems (kg kg⁻¹)          | 0.005        | 0.005        | 0.005        |
| Peak heat generated by equipments (W m⁻²)          | 16           | 20           | 36           |

3.2. Observational Data

The list of Texas Commission on Environmental Quality (TCEQ) stations used, their locations and altitude AGL, urban classes, and urban fractions are shown in Table 2. The monitors are 6–18 m above ground level, and are located within 30 km of the center of Houston. Of the seven stations, three are in low intensity residential (LIR), two are in high intensity residential (HIR), and two are in commercial and industrial (COI) urban classes. In Figure 3a, the land-use indices are shown in the Houston metropolitan area. The land-use indices are from the 33 Modified International Geosphere-Biosphere Programme (IGBP) Moderate Resolution Imaging Spectroradiometer (MODIS) Noah land use categories (Table 3). The urban area consists of regions of category 31 (LIR), 32 (HIR), and 33 (COI). Away from the urban environment, there are land uses of wetlands, croplands, shrublands, forest, and water. In Figure 3b, the WRF urban fraction is shown with the locations of the TCEQ stations used in the study. The urban fractions at these stations range from 0.3–1.0. Figure 3c shows the resolved building heights weighted by plan area from the NUDAPT dataset and Figure 3d shows the building plan area fraction. C1052 and C1066 are located amidst denser buildings; C169, C1, and C409 are amidst moderate-density buildings; and C1036 and C243 are in areas with fewer buildings. Figure 3e,f show that the new drag formula (1) yields larger drag coefficients in the urban area than the old constant drag formula.

Table 2. TCEQ air monitoring sites used in study.

| ID   | Latitude   | Longitude   | Sampling Height (m) | Urban Class | Urban Fraction |
|------|------------|-------------|---------------------|-------------|----------------|
| C1   | 29.767778  | –95.220556  | 9.1                 | HIR         | 0.736          |
| C169 | 29.706111  | –95.261111  | 11.0                | LIR         | 0.350          |
| C243 | 29.672000  | –95.064700  | 6.0                 | LIR         | 0.354          |
| C409 | 29.623889  | –95.474167  | 18.0                | HIR         | 0.549          |
| C1036| 29.776100  | –95.105100  | 7.9                 | LIR         | 0.458          |
| C1052| 29.814530  | –95.387690  | 13.5                | COI         | 0.847          |
| C1066| 29.721600  | –95.492650  | 13.0                | COI         | 0.934          |
Figure 3. TCEQ stations collocated on the WRF model’s resolved static data: (a) IGBP MODIS land-use index; (b) urban fraction ($\lambda_u$); (c) building height weighted by plan area; (d) building plan area fraction ($\lambda_p$); (e) BEP’s constant drag coefficient, and (f) BEP’s new drag coefficient.

Table 3. Modified IGBP MODIS Noah land use indices and descriptions.

| Land Use Index | Land Use Description                  |
|----------------|--------------------------------------|
| 1              | Evergreen Needleleaf Forest          |
| 2              | Evergreen Broadleaf Forest           |
| 3              | Deciduous Needleleaf Forest          |
| 4              | Deciduous Broadleaf Forest           |
| 5              | Mixed Forests                        |
| 6              | Closed Shrublands                    |
| 7              | Open Shrublands                      |
| 8              | Woody Savannas                       |
| 9              | Savannahs                            |
| 10             | Grasslands                           |
| 11             | Permanent Wetlands                   |
| 12             | Croplands                            |
| 13             | Urban and Built-Up                   |
| 14             | Cropland/Natural Vegetation Mosaic   |
| 15             | Snow and Ice                         |
| 16             | Barren or Sparsely Vegetated         |
Table 3. Cont.

| Land Use Index | Land Use Description               |
|----------------|-----------------------------------|
| 17             | Water                             |
| 18             | Wooded Tundra                     |
| 19             | Mixed Tundra                      |
| 20             | Barren Tundra                     |
| 31             | Low Intensity Residential         |
| 32             | High Intensity Residential        |
| 33             | Industrial or Commercial          |

4. Results

We first examine the evolution of the simulated near-surface winds, temperature, and water vapor in Houston. Next, we carry out time-series analysis of the simulations and TCEQ measurements. Finally, we report on some overall statistical performance measures and simulated variability in the urban sector.

4.1. Near-Surface Forecasts in the Urban Environment

Analysis of the simulations is conducted on the WRF model's domain 3 (1-km horizontal grid spacing). In the evening prior to the frontal passage (Figure 4), winds are from the south to southwest. The winds are weakest in the urban environment in the BEP+BEM simulations using the new drag formula (minimum of approximately 1 m s\(^{-1}\)). The spatial variation in \(c_d\) contributes to spatial variability in the winds in the urban sector. The simulation with the old drag formula has slightly stronger winds, and the bulk simulation has the strongest winds in Houston. The urban heat island effect is largest in the simulation with the new drag formula (the center of Houston is 5 K warmer than the rural environment). The urban moisture content did not vary significantly among the simulations; however, the BEP+BEM simulations are slightly drier than the bulk simulation.

Figure 5 depicts the results at the time of peak winds (7:00 p.m. UTC; 1:00 p.m. LST) after the cold front has passed. Strong west to northwesterly winds are evident. Here, the BEP+BEM simulation with the new drag formula has weakest winds again, indicating that it is producing more drag overall in the urban environment. The winds in the rural environment of approximately 15 m s\(^{-1}\) are reduced to approximately 4–6 m s\(^{-1}\) in Houston in that simulation. Near-surface temperatures in both BEP+BEM simulations are slightly cooler than in the bulk simulation at this time. Again, at this time, the water vapor mixing ratios are similar among the simulations.

Finally, the near-surface fields are shown in the early morning after the frontal passage in Figure 6. The winds are weak in all simulations because the front has passed and vertical mixing is suppressed. The BEP+BEM simulation with new drag formula has the weakest winds as before, and the bulk simulation has the strongest winds. The bulk simulation has the highest temperatures at this time, 5 K warmer than the rural environment in the southeast part of Houston. The contour lines are oriented perpendicular to the winds, illustrating the relationship between temperature advection and the urban surface heat flux. The BEP+BEM simulation with the new drag formula has the second highest temperatures, approximately 3 K warmer than the environment (and maximized in the HIR/COI regions of Houston). The LIR region has similar temperatures as the nearby rural environment. Finally, the BEP+BEM simulation with the new drag formula is slightly moister than both the simulation with the old drag formula and the bulk simulation at this time.

To summarize, the new drag formula in BEP+BEM produces more drag in the built-up environment before, during, and after the cold front passage, reducing the near-surface winds there. The near-surface temperatures in the BEP+BEM simulations are more heterogeneous than in the bulk simulation due to the variation in thermal forcing among the LIR, HIR, and COI urban classes. The urban water vapor content does not vary that significantly among the three simulations. The BEP+BEM simulations are slightly drier in the daytime prior to the frontal passage, and slightly moister in the early morning after the front has passed.
Figure 4. WRF model’s simulated near-surface fields at 12:00 a.m. UTC 22 January (7:00 p.m. LST). Vectors are shown every 10 model grid points.

Figure 5. WRF model’s simulated near-surface fields at 6:00 p.m. UTC 22 January (1:00 p.m. LST). Vectors are shown every 10 model grid points.
4.2. Time Series

In this subsection, we give a quantitative evaluation of the WRF simulations against the TCEQ measurements. To interpolate the simulated values to the TCEQ stations, the inverse distance weighting method is used on the closest four WRF model grid points in the horizontal. Since the TCEQ measurements are not necessarily at the World Meteorological Organization standard measurement levels (10 m AGL for winds, and 2 m AGL for temperature), we linearly interpolate between the WRF diagnosed value at 2 m (for temperature and water vapor) or 10 m (for winds) and the first model level at approximately $z = 26$ m. If the TCEQ measurement is below the lowest level of a diagnosed variable, we use the diagnosed value. Time series of WRF model simulations and TCEQ measurements are given in Figures 7–13, for stations C169, C243, C1036, C1, C409, C1052, and C1066, respectively.

We first examine the LIR stations: C169, C243, and C1036. At C169 (Figure 7), which is close to the HIR region, the BULK simulation winds are too strong in comparison to the BEP+BEM simulations. The BEP+BEM simulation with $c_d = 0.4$ performed best. Wind directions are reasonably well predicted after 12:00 p.m. UTC 21 January. Between 12:00 a.m.–12:00 p.m. UTC 23 January, the bulk simulation has more accurate wind directions than the BEP+BEM simulations. The bulk simulation’s temperature is better predicted than both the BEP+BEM simulations. In particular, the BEP+BEM simulations have temperatures that are too low by 2–3 K in the early mornings (12:00 p.m. UTC 22 January and 12:00 p.m. UTC 23 January). The mixing ratio time series shows a decrease of 7 g kg$^{-1}$ from before to after that frontal passage. The PBL depth increases with daytime heating and becomes larger during the high wind event after the cold front passes by Houston (between 12:00 p.m. UTC 22 January and 12:00 a.m. UTC 23 January). In the WRF model, the diagnosed PBL depth is determined from the bulk Richardson number, which increased due to the strong vertical wind shear and daytime heating. At C243 (Figure 8) in an LIR location east of the city center, the BULK simulation has the most accurate wind speeds.
At C1036 (Figure 9), the final LIR station also east of the center and north of C243, the BEP+BEM simulation with the new drag formulation performed best in terms of wind speed. Although C243 and C1036 are spatially close, the peak measured winds at C243 are 12 m s\(^{-1}\) while the peak measured winds at C1036 are only 5 m s\(^{-1}\). It is likely that, for the measured wind direction of west-northwest at this time, C1036 is more sheltered by the upwind built-up area than C243.
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**Figure 7.** Measured and WRF model simulation time series at TCEQ station C169 in an LIR region. Measurements are reported as hourly averages (filled black circles), and simulation output is shown at a frequency of 10 min (colored lines). In the wind direction plot, the gray shading denotes the observed standard deviation at the TCEQ station. The stations did not measure water vapor mixing ratio or PBL depth.
At C1 (Figure 10) in an HIR region, the BEP+BEM simulation with the new drag formulation matched the measured time series best. Both the BULK and BEP+BEM simulation with $c_d = 0.4$ have peak winds that are 3 m $s^{-1}$ too high. At C409 (Figure 11), both the BEP+BEM simulations have more accurate peak winds than the BULK simulation near 6:00 p.m. UTC 22 January. Similar behaviors in the other variables are evident at both of these locations as they are at the LIR stations.

Finally, we examine the COI stations C1052 and C1066 (Figures 12 and 13, respectively). At C1052, the BEP+BEM simulation with $c_d = 0.4$ has the most accurate wind time series (both speed and direction). The BEP+BEM simulation with the new drag formula has winds that are too weak and the BULK simulation has winds that are too strong. Although the BEP+BEM simulation temperatures are too low at night and in the early mornings, the cold bias is less than at the LIR and HIR stations. At C1066, the BEP+BEM simulation $c_d = 0.4$ performed best with regard to the peak wind, but the overall wind time series in the BEP+BEM simulation with the new drag formula matched better. At this station,
the cold biases in the temperature are larger, similar to the LIR and HIR stations. At these two stations, the BULK simulation has a more rapid decrease in the mixing ratio during the frontal passage between 12:00 a.m.–12:00 p.m. UTC 22 January than the BEP+BEM simulations. The reasons for this are not known, nor are there dew point measurements at the TCEQ stations to verify which one is correct.

4.3. Performance Measures

We now examine statistical performance measures. The biases and root-mean-squared errors (RMSE) of the WRF simulations against the TCEQ measurements are calculated for near-surface wind speed, wind direction, and temperature. The bias (or mean error ME) and RMSE are defined, respectively, as

\[ ME = \bar{M} - \bar{O}, \]

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum (M_i - O_i)^2} \]
\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=0}^{N} (M_i - O_i)^2}, \tag{3} \]

wherein \( M \) is the interpolated value from the simulation at the TCEQ station and \( O \) is the TCEQ measurement. Overbars denote the mean value of each model simulation or measurement time series. The ME and RMSE are stratified by day versus night (where day is defined as 12:00 p.m.–12:00 a.m. UTC (7:00 a.m.–7:00 p.m. LST) and night is 12:00 a.m.–12:00 p.m. UTC (7:00 p.m.–7:00 a.m. LST)) and by each urban class: LIR, HIR, and COI.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure10.png}
\caption{Figure 10. Same as Figure 7 but at LIR station C1.}
\end{figure}
The biases are given in Figure 14. The BULK simulation has positive wind speed biases of approximately 2 m s\(^{-1}\) in Houston, the BEP+BEM simulation with \(c_d = 0.4\) has biases near zero, and the BEP+BEM with the new drag formula has negative biases of approximately \(-1\) to \(-1.5\) m s\(^{-1}\). In all simulations, the wind speed biases at night are worst. Biases are reasonably good for wind direction in all simulations (within \(\pm 20^\circ\)). An exception to this is the BEP+BEM simulations at night, in which the direction is biased more southerly (\(-40^\circ\)). This is likely because the winds became weaker at night in the BEP+BEM simulations, and thus more variable. Finally, biases in the near-surface temperature are generally negative in the three WRF simulations. The BULK simulation has better biases than the BEP+BEM simulations, which are negatively biased around \(-1.5\) K. Wind speed biases are larger when the winds are stronger (Figure 15).
The RMSEs are given in Figure 16. The BEP+BEM simulations have lower wind speed RMSEs (approximately 1–2 m s$^{-1}$) than the BULK simulation (approximately 3–4 m s$^{-1}$). The BEP+BEM simulations have lower RMSEs in the HIR and COI regions than the LIR region. Wind direction RMSEs ranged from 20–60° in all simulations, and neither simulation is significantly better than the others. The BULK simulation has lower RMSEs in near-surface temperature (1.5 K) than the BEP+BEM simulations (2–2.5 K).

4.4. Variability of Near-Surface Forecasts by Land Use

Finally, we examine variability in the WRF simulations in the urban area and environment. Normalized histograms of wind speed, temperature, and mixing ratio are shown in Figure 17 at 12:00 a.m. UTC 22 January (evening prior to the frontal passage). Clear differences in wind speed are evident between the rural and urban areas due to the enhanced drag from the built-up region in all simulations. Distinct urban heat islands are evident at this time as well. The mixing ratio histograms do not exhibit significant
differences between the urban and rural environments. In Figure 18, we show the same histograms after the frontal passage at 6:00 p.m. UTC 22 January, near the time of peak winds after the cold front has passed. The value of BEP+BEM in producing detailed urban forcing is evinced by the separate peaks in the COI, HIR, and LIR urban classes for each variable, but most evident in the wind speed. The temperature histograms are narrower for the BEP+BEM simulations than the BULK simulations at this time. This is likely because advective effects are dominant over surface flux effects in the temperature tendencies at this time due to the strong winds. The value of realistically representing the diversity in near-surface conditions across urban classes is clearly illustrated by these figures.

Figure 13. Same as Figure 7 but at COI station C1066.
Figure 14. Biases in near-surface wind speed (WS), wind direction (WD), and temperature (T), in each of the three simulations against the TCEQ measurements. Biases are stratified by day versus night, and for each urban class (LIR, HIR, and COI).

Figure 15. WS bias stratified by whether the measured WS at the TCEQ station is less or greater than 5 m s$^{-1}$ for each of the three simulations.

Figure 16. RMSEs in WS, WD, and T for each of the three simulations against the TCEQ measurements. RMSEs are stratified by day versus night, and for each urban class (LIR, HIR, and COI).
Figure 17. Normalized histograms from the simulations at 12:00 a.m. UTC 22 January (7:00 p.m. LST), evening in Houston prior to the passage of the cold front. Histograms are 50% transparent so that overlapping histograms can be seen. In the left column, URBAN denotes land-use index 13 (Table 3), and ENV denotes the rural environment (all other land-use indices). In the middle and right columns, the urban area is stratified by the LIR, HIR, and COI land-use indices (31, 32, and 33 from Table 3, respectively), and ENV includes all other land uses.

Figure 18. Same as Figure 17, but at 6:00 p.m. UTC 22 January (1:00 p.m. LST), afternoon in Houston near the time of peak winds after the cold front has passed.
5. Discussion and Conclusions

We evaluated WRF simulations of a strong cold frontal passage against near-surface TCEQ measurements in Houston. This is listed as a significant weather event by National Weather Service in Corpus Christi, Texas. Although the strongest winds were south of Houston near Corpus Christi (approximately 25 m s\(^{-1}\)), strong winds of approximately 15 m s\(^{-1}\) impacted Houston and thus this event afforded the opportunity to evaluate how well different urban canopy parameterizations simulate the winds there. Three WRF simulations are evaluated, all using the YSU PBL parameterization, but with variations in the UCM. The first simulation used a simple bulk scheme. The second simulation used the multilayer BEP+BEM UCM using the old constant-drag formula. The third simulation used the multilayer BEP+BEM simulation with the new drag formula available in WRFV4.3. This event allowed us to comprehensively evaluate these UCMs over a wide range of near-surface conditions that are present when strong cold fronts pass through cities. It also allowed us to further evaluate BEP+BEM coupled to the nonlocal YSU PBL parameterization during a complex synoptic event. BEP+BEM in the YSU scheme has not been evaluated as extensively as in the Mellor–Yamada–Janjić and Bougeault–Lacarrère schemes, since it has only been available in the WRF model since 2021.

Synthesizing all results, a complex picture of the performance of the UCMs emerges. The BEP+BEM simulations have more accurate near-surface wind speeds overall. The average wind speed biases in the bulk, constant-drag BEP+BEM, and new-drag BEP+BEM simulations are approximately \(2\) m s\(^{-1}\), \(0\) m s\(^{-1}\), and \(-1\) m s\(^{-1}\), respectively. Both BEP+BEM simulations produced more drag in the built-up region consistent with the TCEQ measurements. Interestingly, the new drag formula of BEP+BEM reduced the urban winds too much, and the simulation performed worse than the constant-drag simulation overall. This result is largely explained by larger drag coefficient resulting from the new formula (1) (Figure 3e,f). Further examination of other cases will shed more light on whether this is a systemic result or related to this one particular case. Although the BEP+BEM simulations performed better for wind speed, they performed worse for near-surface temperature. There are negative biases in these simulations of approximately \(-1.5\) K, while the bulk simulation has a negative bias of approximately \(-0.5\) K. The negative biases in the BEP+BEM simulations are more pronounced at night and in the early morning. This issue deserves further investigation. It is possible that some adjustments to the vertical mixing in stable near-surface layers in the YSU PBL parameterization may be needed when it is coupled with BEP.

We have examined the performances of the UCMs during one event in Houston. Biases and errors for this one event cannot broadly be assumed to apply to other events. Evaluations of the UCMs in the YSU PBL scheme in more cities and under different synoptic conditions will give a more complete picture of their performances, leading to more concrete knowledge of where the UCMs and PBL schemes could be improved.
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Abbreviations
The following abbreviations are used in this manuscript:
AGL above ground level
BEP Building Effect Parameterization
BEM Building Energy Model
COI commercial and industrial
GDAS Global Data Assimilation System
HIR high intensity residential
IGBP International Geosphere-Biosphere Programme
LIR low intensity residential
LST local standard time
ME mean error
MODIS Moderate Resolution Imaging Spectroradiometer
MSLP mean sea level pressure
NCAR National Center for Atmospheric Research
NCEP National Centers for Environmental Prediction
NUDAPT National Urban Data and Access Portal Tool
PBL planetary boundary layer
RDA Research Data Archive
RMSE root mean squared error
RRTMG Rapid Radiative Transfer Model GCMs
TCEQ Texas Commission on Environmental Quality
TKE turbulent kinetic energy
UCM urban canopy model
UTC Coordinated Universal Time
WPC Weather Prediction Center
WRF Weather Research and Forecasting
YSU Yonsei University
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