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ABSTRACT
Differentiable architecture search (DARTS) is widely considered to be easy to overfit the validation set which leads to performance degradation. We first employ a series of exploratory experiments to verify that neither high-strength architecture parameters regularization nor warmup training scheme can effectively solve this problem. Based on the insights from the experiments, we conjecture that the performance of DARTS does not depend on the well-trained supernet weights and argue that the architecture parameters should be trained by the gradients which are obtained in the early stage rather than the final stage of training. This argument is then verified by exchanging the learning rate schemes of weights and parameters. Experimental results show that the simple swap of the learning rates can effectively solve the degradation and achieve competitive performance. Further empirical evidence suggests that the degradation is not a simple problem of the validation set overfitting but exhibits some links between the degradation and the operation selection bias within bilevel optimization dynamics. We demonstrate the generalization of this bias and propose to utilize this bias to achieve an operation-magnitude-based selective stop.
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1 INTRODUCTION
Evaluating by training from scratch is the key bottleneck of the neural architecture search (NAS). Gradient-based methods only need to train a single large-scale network (supernet) once and for all, which are demonstrably faster than the discrete optimization counterparts [27, 28], thereby becoming a highly promising branch of the NAS research under limited budget. Gradient-based methods are basically divided into two research directions: 1. One-shot NAS; 2. Differentiable NAS. Inspired by the successful practices of the weight sharing paradigm in transfer learning and multi-task learning, One-shot NAS [2, 8] proposes to train a supernet subsuming all possible architectures with compound edges in the search space. Individual performance can then be evaluated by inheriting the corresponding weights from the supernet and performing a single feedforward.

Differentiable architecture search comes from the proposal of DARTS [14] which is inspired by the differentiable relaxation of the discrete selection based on the attention mechanism. DARTS places a mixture of operation candidates $O = \{o_1, o_2, ..., o_M\}$ on each edge and continuously relaxes the categorical operation selection to a softmax over all operation candidates as shown in Eq.(1).

$$\text{categorical}(O) \approx \text{softmax}(A) = \frac{\exp(a_{i,j}^o)}{\sum_{o' \in O} \exp(a_{i,j}^{o'})} \quad (1)$$

$$\sum_{m=1}^{M} \text{categorical}(O) a_{i,j}^m(x_i) \approx \sum_{m=1}^{M} \text{softmax}(A) a_{i,j}^m(x_i) \quad (2)$$

where $A = \{a_{i,j}^1, a_{i,j}^2, ..., a_{i,j}^M\}$ is a set of architecture parameters corresponding to the operation set $O$. $x_i$ is the input feature maps of the operation $o_{i,j}$. Henceforth, we abbreviate supernet weights as weights and architecture parameters as parameters. The most significant difference between DARTS and One-shot NAS is that DARTS explicitly parameterizes the neural architecture through the continuous differentiable parameters and alternately optimizes parameters $\alpha$ and weights $\omega$ on training and validation set in a bilevel gradient descent training recipe depicted in Eq.(3).

$$\min_{\alpha} L_{\text{val}} (\omega^*(\alpha), \alpha) \quad \text{s.t.} \ \omega^*(\alpha) = \arg \min_{\omega} L_{\text{train}} (\omega, \alpha) \quad (3)$$

Figure 1 outlines the processes of One-shot NAS and DARTS. DARTS is generally faster because it directly discretizes the parameters through a predefined approach to obtain the final architecture by which DARTS eliminates both the sampling and ranking processes as shown in Figure 1. Furthermore, the training scheme of DARTS is much simpler because it utilizes SGD to optimize the parameters by obtaining gradients from a generic loss which is used as a supervision signal for the architecture search. We refer to [14] for more details of DARTS.

In summary, One-shot NAS decidedly relies on the well-trained uncoadapted weights, otherwise the performance of ranking will be remarkably degraded [2, 15, 26]. In contrast, the performance of
DARTS depends on the validity of the gradients which indicates the following two things:

- Well-trained weights are not inherently necessary for DARTS to obtain the informative gradients of the parameters;
- The performance of DARTS is affiliated with the SGD optimization dynamics of the neural network.

The research on the optimization dynamics is still shallow for the neural network with practical depth and even further, according to Eq.(3), the optimization of weights $\omega$ and parameters $\alpha$ are highly entangled due to the alternate training recipe. In this paper, by delving into the performance degradation of DARTS, we finally focus on the interaction between weights and parameters within bilevel optimization dynamics. Specifically, our main contributions can be summarized as follows:

- We empirically study the performance degradation and theoretically analyse the impact of the parameter learning rate scheme in DARTS. Afterwards we provide the easiest way to solve the performance degradation by exchanging the learning rate schemes between weights and parameters;
- We design some experiments to manifest that the over-trained weights play an important role in degradation. We also demonstrate that the degradation is not a simple problem of the validation set overfitting but link to some specific operations in the search space;
- By introducing the concept of the operation magnitude, we uncover the operation selection bias via studying the parameter optimization dynamics. We further propose the operation-magnitude-based selective stop to eliminate the performance degradation of DARTS;
- By conducting extensive experiments on multiple datasets and search spaces, we demonstrate the efficacy of our methods comparing to some well-developed stop criteria and strong baselines.

## 2 METHODOLOGY

Due to the budget of training and evaluation of DARTS, we choose NAS-BENCH-201 [7] as the main experimental and verification platform. NAS-BENCH-201 can stably reproduce the performance degradation of DARTS under the default settings and more importantly, it makes the study of bilevel optimization dynamic computationally affordable. In particular, unlike many other DARTS studies, NAS-BENCH-201 employs different seeds by default which is more conducive to obtain some general patterns independent of the specific initialization. We follow this rule and take the average after five repeats under different seeds. We refer to [7] for more information of NAS-BENCH-201. We detail all the experimental setting changes within each experimental description.

### 2.1 Exploratory Experiments

We first set the searching curves of DARTS-V1 under the default settings on NAS-BENCH-201 as the baseline shown in Figure 2(a). Previous studies claim that DARTS can restrain the randomness of parameter updates and it is prone to choose low-computational operations due to insufficient training of weights [19, 22]. We can accordingly derive an hypothesis (HP.1) that the training of parameters can benefit from the well-trained weights. Based on HP.1, many researches employ two common solutions on DARTS:

- **S.1: Special learning rate schemes with exceptional small parameter learning rate (0.0003) and normal weight learning rate (0.025);**
- **S.2: Warmup training scheme.**

Since S.1 has been employed by default on NAS-BENCH-201, we focus on verifying whether the warmup training scheme helps to alleviate the performance degradation. Warmup is a widely used supernet training scheme [5, 17, 19, 21, 22] that the parameters are frozen at the beginning for several epochs while updating weights independently to warmup the weights. Experiment N is abbreviated as Exp.N in the rest of the paper. The first experiment can be summarized as follows:

**Exp.1:** Test 10, 20 and 30 warmup epochs respectively. For a fair comparison, both weights and parameters are then jointly trained enough for another 50 epochs according to the default settings.

In addition, we also verify whether the general regularization for the parameters is helpful since previous studies also claim that the degradation is due to the parameter overfitting of the validation set [1, 21]. L2 decay is the most common regularization approach which is already included in the default settings, our experiments are to test the effectiveness of the high-strength L2 regularization for the parameters. We follow the advice mentioned in NAS-BENCH-201 to avoid overfitting by not regularizing the parameters of a specific operation but ensuring that all parameters are regularized at the same strength. Exp.2 can be summarized as follows:

**Exp.2:** Test the L2 parameters regularization with intensity of 0.005 and 0.01 respectively, which are 5× and 10× higher than the default value (0.001).
We further test well-trained weights beyond the normal warmup scheme as a sanity check in Exp.3.

**Exp.3**: Train the weights for 100 epochs while freezing the parameters. Then both weights and parameters are updated for another 50 epochs under the default settings.

Figure 2(b)-(g) exhibit the accuracy curves of DARTS over the training epochs in the exploratory experiments. Figure 2(h) shows the aligned curves of the final 50 epochs in baseline, Exp.1 and Exp.3 respectively. We have the following observation summaries (OS) based on the exploratory experimental results:

**OS.1**: Figure 2(b)-(g) demonstrate that neither warmup training scheme nor high-strength parameter regularization can effectively address the performance degradation of DARTS.

**OS.2**: We can see from Figure 2(h) that when the warmup epochs are extended, the performance of DARTS degrades faster after the parameters are unfrozen which is contrary to HP.1 and somewhat counterintuitive.

Particularly shown in Figure 2(e), DARTS almost immediately suffers from the degradation in Exp.3 as soon as the parameters are unfrozen after weights are pretrained alone for 100 epochs.

### 2.2 Exchange Learning Rate Schemes

Based on the insights from the exploratory experiments, we find that the well-trained weights are not beneficial to the training of parameters, thus the warmup scheme (S.2) proposed under HP.1 cannot solve the performance degradation. Accordingly, we have reason to suspect that the learning rate schemes (S.1) based on the same HP.1 may not work as well. In this chapter, we first break S.1 by moderately increasing the parameter learning rate and observe its impact on DARTS which can be summarized as follows:

**Exp.4**: Test the performance of DARTS when the parameter learning rate is 0.001, 0.002, and 0.003 respectively, corresponding to $3.3 \times 10^{-3}$ and $10 \times 10^{-3}$ under the default settings.

Figure 3(a) illustrates the results of Exp.4 from which we can find OS.3 as follows:

**OS.3**: The performance degradation of DARTS is gradually alleviated by increasing the parameter learning rate.

To explain OS.3, we next theoretically investigate the impact of increasing parameter learning rate on DARTS through both qualitative analysis and numerical study. Softmax normalizes the input vector $\mathbf{x} = \{x_1, ..., x_d\}$ to a probability distribution $\mathbf{y} = \{y_1, ..., y_d\}$ by $y_i = \exp(x_i) / \sum_{j=1}^{d} \exp(x_j)$. Obviously, softmax is a multivariate function that the derivative needs to be discussed separately for each output entry $y_j$ with respect to input entry $x_i$ as shown in Eq.(4).

$$\frac{\partial y_j}{\partial x_i} = \begin{cases} y_i (1 - y_i) & \text{for } i = j \\ -y_i y_j & \text{for } i \neq j \end{cases}$$

By combining the two cases in Eq.(4), we can get the Jacobian matrix of softmax in Eq.(5).

$$\frac{\partial \mathbf{y}}{\partial \mathbf{x}} = \begin{bmatrix} y_1 - y_1^2 & -y_1 y_2 & -y_1 y_3 & \cdots & -y_1 y_d \\ -y_2 y_1 & y_2 - y_2^2 & -y_2 y_3 & \cdots & -y_2 y_d \\ \vdots & \vdots & \vdots & \cdots & \vdots \\ -y_d y_1 & -y_d y_2 & -y_d y_3 & \cdots & y_d - y_d^2 \end{bmatrix}$$

Let $l$ be the loss function then we can get $\frac{\partial l}{\partial \mathbf{x}}$ as Eq.(6).

$$\frac{\partial \mathbf{y}}{\partial \mathbf{x}} = \begin{bmatrix} y_1 - y_1^2 & -y_1 y_2 & -y_1 y_3 & \cdots & -y_1 y_d \\ -y_2 y_1 & y_2 - y_2^2 & -y_2 y_3 & \cdots & -y_2 y_d \\ \vdots & \vdots & \vdots & \cdots & \vdots \\ -y_d y_1 & -y_d y_2 & -y_d y_3 & \cdots & y_d - y_d^2 \end{bmatrix} \begin{bmatrix} \frac{\partial l}{\partial y_1} \\ \frac{\partial l}{\partial y_2} \\ \vdots \\ \frac{\partial l}{\partial y_d} \end{bmatrix}$$

Take the absolute value of the partial derivative of the output vector $\mathbf{y}$ with respect to each input entry $x_i$ as

$$\left| \frac{\partial y_i}{\partial x_i} \right| = \begin{cases} y_i y_1 & \cdots & y_i - y_i^2 & \cdots & y_i y_d \end{cases}$$

We next take partial derivative again of $\left| \frac{\partial y_i}{\partial x_i} \right|$ with respect to $y_i$. For the entry where $i = j$, we can get Eq.(7).

$$\frac{\partial (y_i - y_j)}{\partial y_j} = 1 - 2y_i \text{ for } i = j$$

Let $\sum y_{i\neq j}$ denotes $\sum_{j=1}^{d} y_j$, we then calculate $\frac{\partial (y_i y_j)}{\partial y_j}$ where $i \neq j$ as Eq.(8).

$$\frac{\partial (y_i y_j)}{\partial y_j} = \left(1 - 2y_i \text{ for } i = j \right) \frac{\partial y_j}{\partial y_i} = \left(1 - y_i \text{ for } i \neq j \right)$$

By combining Eq.(7) and Eq.(8), we can get Eq.(9).

$$\left| \frac{\partial y_j}{\partial x_i} \right| = \begin{cases} \infty y_i & \text{for } y_i < 0.5 \text{ and } y_j < y_j \\ 1/y_i & \text{for } y_i > 0.5 \end{cases}$$

Suppose the training is divided into two phases lasting $t_1$ and $t_2$ epochs respectively. The values of $\frac{\partial l}{\partial \mathbf{x}}$ remain the same in the two phases but the signs are reversed at the epoch $t = t_1$. Let $\mathbf{x}^t = [x_1^t, ..., x_d^t]$ indicates the input vector $\mathbf{x}$ at the epoch $t$. $x_i^{t_1}$ indicates $x \in x$ that $\frac{\partial l}{\partial x_i^{t_1}} > 0$ when $t < t_1$ and $\frac{\partial l}{\partial x_i^{t_2}} < 0$ when $t \geq t_1$. $x_i^{t_2}$ indicates $x \in x$ that $\frac{\partial l}{\partial x_i^{t_2}} < 0$ when $t < t_1$ and $\frac{\partial l}{\partial x_i^{t_2}} > 0$ when $t \geq t_1$. We only consider the case when the softmax input entry $x_i$ and the corresponding output entry $y_j$ are monotonic. In the training phase $t < t_1$, the positive gradients of $x_i^{t_1}$ lead to the rise of the corresponding $y_i^{t_1}$ while the negative gradients of $x_i^{t_1}$ decline the corresponding $y_i^{t_1}$. Increasing the learning rate $r > r_1$ results in $y_i^{t_1}$ and $y_i^{t_1}$ to be pushed further out at $t = t_1$. When $t \geq t_1$, both signs of $\frac{\partial l}{\partial x_i^{t_1}}$ and $\frac{\partial l}{\partial y_i^{t_1}}$ are reversed but $\frac{\partial y_j^{t_1}}{\partial x_i^{t_1}} < \frac{\partial y_j^{t_1}}{\partial x_i^{t_1}}$ and $\frac{\partial y_j^{t_1}}{\partial x_i^{t_1}} < \frac{\partial y_j^{t_1}}{\partial x_i^{t_1}}$ due to Eq.(10). Therefore, it takes longer $t_2 > t_1$ to restore from $\mathbf{x}^1 = [x_1^1, ..., x_d^1]$ to $\mathbf{x}^0 = [x_1^0, ..., x_d^0]$. 

Let $l$ be the loss function then we can get $\frac{\partial l}{\partial \mathbf{x}}$ as Eq.(6).
\[
\begin{bmatrix}
    x_1^0, ..., x_d^0
\end{bmatrix}
\] For numerical validation, we assume the simplest case where \( x^0 = [0.001, 0.001] \), \( \frac{\partial l}{\partial y_{t_1}} = [\frac{\partial}{\partial y_{t_1}} y_1^0, \frac{\partial}{\partial y_{t_1}} y_1^0] = [1, -1] \), \( \frac{\partial l}{\partial y_{t_2}} = [\frac{\partial}{\partial y_{t_2}} y_1^0, \frac{\partial}{\partial y_{t_2}} y_1^0] = [-1, 1] \), \( t_1 = 25 \) and the optimizer is SGD with momentum 0.9. Then \( t_{1,1}^0 \) is 34 for \( r_1 = 0.001 \) versus 44 for \( r_2 = 0.01 \). For a fixed training epoch \( T \) such as 50 where \( T = t_1 + t_2 \), increasing parameters learning rate will increase the impact of \( \frac{\partial l}{\partial A_{t_1}} \) thereby amplifying the updates when \( t < t_1 \) over all training phase \( T \) which eventually eases the performance degradation in Exp.4. By combining the insight we got from the theoretical analysis, our observations from both warmup experiments (OS.2) and Exp.4 (OS.3), we can naturally derive the following conjecture:

**HP.2:** Well-trained weights are the non-essential condition to obtain the effective gradients of parameters in DARTS. Over-trained weights beyond a tipping point even deteriorate the performance of DARTS. According to HP.2, we further amplify the impact of the parameter updates in the early stage by increasing the parameter learning rate in the following experiments. To prevent from the suspicion that our hyperparameters are specially tuned, we propose a simple enough method EX-DARTS to exchange the default learning rate schemes depicted in S.1 to solve the performance degradation in DARTS-V1. This experiment can be summarized as follows: **Exp.5:** Exchange the default learning rate schemes shown in S.1 by employing exceptional small weight learning rate (0.025→0.0003) and normal parameter learning rate (0.0003→0.025).
The overfitting phenomenon can come from many non-overfitting reasons, such as search preferences [15] or discretization discrepancy [6] which arises from the methodology of DARTS thereby does not match the actual meaning of the overfitting. We therefore reason that the hyperparameters tuned on the validation set cannot generalize well on the unseen data. Validation set overfitting refers to that the hyperparameters tuned on the validation set cannot generalize well on the unseen data. In this case, the overfitting phenomenon is manifested as the accuracy gap between the validation and test. This phenomenon is consistent with the inherent implication of the overfitting itself under the traditional single-level one-step training paradigm, that is, we can conclude that the training suffers from overfitting when the overfitting phenomenon appears. For DARTS, if we regard the parameters as hyperparameters and the parameters tuning on the validation set as the hyperparameter tuning, then the performance degradation shown in the baseline in Figure 2(a) perfectly matches the overfitting phenomenon of the validation set. However, DARTS is framed as a bilevel optimization and the performance evaluation is separate from the architecture search. The overfitting phenomenon can come from many non-overfitting reasons, such as search preferences [15] or discretization discrepancy [6] which arises from the methodology of DARTS thereby does not match the actual meaning of the overfitting. We therefore conduct Exp.6 to observe whether the overfitting of the validation set can be reproduced when we delete the skip-connect from the search space.

**Exp.6: Remove skip-connect in the search space of NAS-BENCH-201, other settings remain the same as the baseline.**

The results of Exp.6 are shown in Figure 3(c) in which the performance of DARTS does not degrade on the search space without the skip-connect. This result is in line with the similar experiments conducted by [6] on DARTS search space. Our findings from Exp.6 can be summarized as follows:

**OS.5: Results of Exp.6 suggest that the performance degradation is correlated with some specific operations in the search space which is not as simple as a problem of the validation set overfitting.**

OS.5 also explains why the regularization of the parameters employed in Exp.2 cannot alleviate the degradation.

### 2.3 Operation Selection Bias

To learn the operation-related patterns during training of DARTS, we first introduce a concept of the magnitude of operation \( o \) at epoch \( t \) depicted in Eq.(11).

\[
m(t, o) = \sum_{n=1}^{N} a_n^o t \quad \text{for } o \in O \text{ and } 0 < t \leq T
\]

where \( N \) is the number of compound edges in the cell and \( O \) is the candidate operation set. \( [a_n^o]_t \) denotes the entry within the variable distribution attached to the \( o \)th operation on the \( n \)th edge output from softmax at the epoch \( t \). The operation magnitude \( m(t, o) \) refers to the average strength of the operation \( o \) over all \( N \) compound edges in the cell during training. We plot the operation magnitude curves of Exp.5 in Figure 3(d) from which we can clearly distinguish some similar operation selection patterns reoccur over the different seed repeats. Figure 3(d) shows that DARTS prefers average pool at the beginning and then it prefers 3x3 convolution operation afterwards. We refer this kind of operation selection pattern as the operation selection bias which can be observed by keeping track of the operation magnitudes over the training epochs. By combining the results from Exp.5 and Exp.6, our findings can be summarized as follows:
Figure 4: Accuracy and operation magnitude curves on all three search spaces in NAS-BENCH-1Shot1.

Figure 5: Accuracy and operation magnitude curves.

**OS.6**: Figure 3(d) demonstrates that DARTS has some operation selection biases over the bilevel optimization.

To further validate that the OS.6 is not a coincidence but reproducible, we increase training epochs in Exp.5 and observe whether the performance degradation reoccurs. This time, we moderately reduce the parameters learning rate while keeping the exceptional small learning rate of weights to prevent the parameters from premature convergence.

**Exp.7**: Reduce parameters learning rate moderately (0.025→0.001) while keeping the weights learning rate (0.0003) and increasing the number of training epochs by 10× (50→500).

Figure 5 illustrates the accuracies curves (left) corresponding to the operation magnitudes during training (right) in Exp.7 from which we can find clearly that DARTS prefers average pool in the early stage of training, it prefers convolution operation in the middle stage and DARTS prefers skip-connect in the final stage which eventually leads the cell dominated by the skip-connect and results in the performance degradation. As expected, the results of Exp.7 are in line with both the selection bias in Exp.5 shown in Figure 3(d) and the performance degradation in the baseline shown in Figure 2(a). Our finding from Exp.7 can be summarized as:

**OS.7**: DARTS illustrates operation selection bias at different stage of training which can be reproduced across different learning rates.

During the bilevel optimization depicted in Eq.(3), the DARTS training scheme alternately optimizes the weights and parameters with a fixed learning rate in Exp.7. One reasonable explanation of OS.7 is that the weights training affects the training of parameters thereby causing parameter optimization to prefer different operations in different training stages. Nevertheless, OS.7 will be devalued if this selection bias is limited to a specific search space. Otherwise OS.7 is likely to be a common pattern in the bilevel optimization dynamics which has impact on all DARTS-based researches. Our speculation can be summarized as follows:

**HP.3**: OS.7 is a general pattern of the bilevel optimization in DARTS which is neither specific to the search space nor to the nasbench.

We conduct Exp.8 to provide further empirical verification for HP.3 on three different search spaces in NAS-BENCH-1Shot1 which can be summarized as follows:

**Exp.8**: Keep the default hyperparameter settings and train DARTS for 500 epochs on three different search spaces in NAS-BENCH-1Shot1.

From Figure 4(d)–(f) we can easily distinguish some similar operation selection biases on all three search spaces. DARTS prefers 3×3 convolution at first, then it gradually prefers maximum pool and finally converges to prefer 1×1 convolution over the training epochs. Followings are the observation summaries from Exp.8.

**OS.8**: The operation selection bias appears on all three search spaces in NAS-BENCH-1Shot1 which is similar to OS.7 on NAS-BENCH-201.

**OS.9**: From Figure 4(a)–(c) we can see that DARTS also experiences mild performance degradation at the end of training on all three search spaces in NAS-BENCH-1Shot1.
We first investigate the influence of the operation selection bias when one operation occupies more than half of the candidate edges in the cell, where $T$ is the total epochs, Eq.12 selects the magnitude peak of the operation $o$ as a stop criterion and takes the corresponding architecture $A'_o$ as the final architecture. We refer the selected operation as $o_{\text{top}}$ and the operations other than $o_{\text{top}}$ as $o_{\text{not top}}$ for $i, j \in [1, 2, ..., M]$. Eq.12 only considers $m(o_i)$ which may not be robust enough in practice. We therefore formulate Eq.13 as an alternative.

$$\arg \max_{A'_o} \frac{1}{M} \sum_{j \neq i}^M (m(t, o_i) - m(t, o_j)) \text{ for } o \in O \text{ and } 0 < t \leq T$$

where $M$ is the number of operation candidates within each compound edge in the cell. Eq.13 selects the peak of the sum of the residuals between the magnitudes of $m(o_i)$ and $m(o_{\text{not top}})$ as a stop criterion. Figure 6(b) schematically depicts the usage of the stop criterion on the operation magnitude curves. Along this way, we can naturally think of a training scheme to avoid performance degradation by utilizing the operation selection bias, namely selective stop (SS). The operation-magnitude-based selective stop can be summarized as Algorithm 1 and 2. Algorithm 1 uses the stop criterion $c$ for a general early stop. Algorithm 2 selects the stop points at the end of DARTS training, this way, multiple final architectures can be derived based on multiple predefined criteria $C$.

### 3 PERFORMANCE EVALUATION

We evaluate the efficacy of our methods against multiple baselines on two search spaces: NAS-BENCH-201 and DARTS search space. We prefix SS and EX to the methods applied selective stop and exchange learning rates method respectively. All experiments are repeated five times and we report mean and standard deviation. We choose two well-developed early stop strategies DARTS+ and DARTS-ES as the baselines of the evaluation of the stop method. DARTS+ basically proposed two criteria: 1. The search procedure stops when there are two or more than two skip-connects in one normal cell (DARTS+ (sc_2)); 2. The search procedure stops when the ranking of architecture parameters for learnable operations becomes stable for 10 epochs (DARTS+ (rt_10)). We also tried to tune the hyperparameters of DARTS+ on NAS-BENCH-201 shown in Table 3. DARTS-ES stops training based on the dominant eigenvalues of the Hessian w.r.t the parameters. DARTS+ and SS-DARTS are evaluated in the same runs of the experiment. DARTS-ES evaluates separately while keeping all the settings unchanged except for halving the batch size due to the memory overhead of competing the Hessian. If the stop criterion is not triggered, the final architecture at the end of training (50 epochs) is used for evaluation.

As an additional performance evaluation, we introduce two baselines GAEA [11] and DrNAS [4] from ICLR 2021 and conduct the experiments on NAS-BENCH-201 on CIFAR-10. We notice that the experimental settings of DrNAS and GAEA are somewhat different from the standard configuration of NAS-BENCH-201 (search space, training epochs). For a fair comparison, all search methods are uniformly trained for 50 epochs on NAS-BENCH-201 standard search space (five candidate operations) which is referred to as standard-201 and is in accordance with the code published by the original paper\(^1\). Experiments of DrNAS and GAEA are based on the source codes\(^2\) released by their authors. Only the search space and

---

\(^1\)https://github.com/D-X-Y/NAS-Bench-201

\(^2\)https://github.com/liamcli/gaea_release

---

### Algorithm 1 Operation-Magnitude-Based Single Point Early Stop

**Input:** Candidate operation set $O$ and stop criterion $c$

while not meet $c$ do

DARTS updates (Algorithm 1 in [14])

Calculate operation magnitude for $o \in O$

end while

Derive final architecture based on the parameters $A$

### Algorithm 2 Multiple Points Selective Stop

**Input:** Candidate operation set $O$, training epochs $T$, selection criteria $C$

while not meet $T$ do

DARTS updates (Algorithm 1 in [14])

Keep track of parameters and operation magnitudes for $o \in O$

end while

for $c \in C$ do

Roll back to the epoch $t$ when $c$ is met

Derive final architecture based on the parameters in epoch $t$

end for
training epochs are aligned with standard-201. We provide both the performances of DrNAS and GAEA on standard-201 as well as the performances given by the original paper for clarity. The exhibit protocols of the results are as follows: 1. DrNAS: performance on standard-201 (scores come from the original paper on CIAFR-100); 2. GAEA: performance on standard-201 (scores on standard-201 except for training 25 epochs) (scores come from the original paper on the search space excluding "none").

For SS-DARTS, we maintain the parameter learning rate (0.001) from Exp.7 and increase the weight learning rate by 10 times (0.0003→0.003) because of fewer training epochs. All the selective-stop-based (SS) methods are evaluated using algorithm 2 based on Eq.(13) after the entire 50 epochs of training. The magnitude peak of 3x3 convolution is taken as the stop point except for SS-GAEA-ERM where 1x1 convolution is chosen instead because of different dynamics within the single-level optimization. In the performance evaluation, the batch size of DrNAS and SS-DARTS is set to 256 to speed up the experiment. The batch size of GAEA is set to 160 due to the memory overhead.

The time cost of DARTS is always greatly affected by the environment, hyperparameter settings and implementation, which make it always difficult to normalize this part given in different papers. Therefore, we instead provide the relative time cost evaluation between SS-DARTS and the baselines in the second column in Table 2. By investigating the source code of the baselines, we carefully align the following aspects in the time overhead experiments: 1. Environment: Same gpu, same software version; 2. Settings: Batch size (160), init channel scale (24), training 50 epochs; 3. Implementation: Do not query the performance database. Do not evaluate supernet with the test set every epoch. Save checkpoint every epoch.

Table 2 shows all the experimental results on NAS-BENCH-201 on CIFAR-10. In the first group of Table 2, all evaluations of the stop methods are based on DARTS-V1. We next find that GAEA (both bilevel and ERM) also suffers performance degradation on standard-201. We then employ DARTS+ (sc_2), exchange learning
We provide the results on DARTS search space on CIFAR-10 in Table 4 as a further performance validation of the selective stop (SS). Most of our baselines [4, 11, 18] from ICLR2021 are still very strong. We need to point out that DARTS does not suffer from performance degradation within 50 epochs in this search space. But Table 4 shows the versatility of our method by which we can pick out multiple architectures with different computational budget in a single run. More importantly, all the selected architectures show highly competitive performance as shown in Table 4. Our evaluations are based on the source code from DrNAS [4]. We keep the hyperparameter settings unchanged except for replacing the cell genotypes. Some latest research proposed the non-magnitude-based network selection method [18]. Their method inevitably increases the time overhead and we provide the performance comparison in Table 4. As shown in the last row of Table 3, the best accuracies ever obtained by DARTS are much higher than both the random search and the average performance of the search space, which suggests that the effectiveness of the magnitude may only last a short time during the training of DARTS. We leave this discussion in the future. As common practice, we also evaluate the performance on ImageNet and provide the results in Table 5.

4 CONCLUSION

We notice that we are not the first to study the stop criterion to alleviate the performance degradation, but we are the first to attribute the problem to a general operation selection bias and propose to obtain better performance by utilizing this bias. In our experiment, we demonstrate that even the SOTA method can still suffer performance degradation. Compared with previous stop criteria, our methods (SS and EX) have fewer hyperparameters, more robust to weight learning rate, higher accuracy and lower variance, which are validated on both DARTS and GAEA. We also show the versatility of the selective stop by which even DARTS-V1 can obtain competitive performance under low GPU budget.
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Table 4: Evaluations on DARTS search space

| Architectures             | Params (M) | Test Error (%) |
|---------------------------|------------|----------------|
| DARTS-V2 [14]            | 3.3        | 2.76±0.09      |
| R-DARTS(L2) [1]          | -          | 2.95±0.21      |
| SNAS [20]                | 2.8        | 2.85±0.02      |
| PC-DARTS [21]            | 3.6        | 2.57±0.07      |
| NASP [24]                | 3.3        | 2.83±0.09      |
| GAEA+PC-DARTS [11]       | 3.7        | 2.50±0.06      |
| DARTS+PT [18]            | 3.0        | 2.61±0.08      |
| SDARTS-RS+PT [18]        | 3.3        | 2.54±0.10      |
| SGAS+PT [18]             | 3.9        | 2.56±0.10      |
| DrNAS [4]                | 4.0        | 2.54±0.03      |

Table 5: Search on CIFAR-10 and evaluate on ImageNet

| Architectures             | Top-1  | Top-5  | Params | GPU days |
|---------------------------|--------|--------|--------|----------|
| DARTS-V2 [14]            | 26.7   | 8.7    | 4.7    | 1        |
| SNAS [20]                | 27.3   | 9.2    | 4.3    | 1.5      |
| GDAS [9]                 | 26.0   | 8.5    | 5.3    | 0.3      |
| PC-DARTS [21]            | 25.1   | 7.8    | 5.3    | 0.1      |
| GAEA+PC-DARTS [11]       | 24.3   | 7.3    | 5.6    | 0.1      |
| SS-DARTS-DilConv5        | 26.2   | 8.3    | 3.9    | 0.3      |
| SS-DARTS-SepConv5        | 24.5   | 7.4    | 4.9    | 0.3      |

Table 4. As shown in the last row of Table 3, the best accuracies ever obtained by DARTS are much higher than both the random search and the average performance of the search space, which suggests that the effectiveness of the magnitude may only last a short time during the training of DARTS. We leave this discussion in the future. As common practice, we also evaluate the performance on ImageNet and provide the results in Table 5.
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