STATIONARY KIRCHHOFF PROBLEMS INVOLVING A FRACTIONAL ELLIPTIC OPERATOR AND A CRITICAL NONLINEARITY
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Abstract. This paper deals with the existence and the asymptotic behavior of non-negative solutions for a class of stationary Kirchhoff problems driven by a fractional integro–differential operator $L_K$ and involving a critical nonlinearity. In particular, we consider the problem

$$-M(||u||^2)L_K u = \lambda f(x, u) + |u|^{2^*_s - 2} u \quad \text{in } \Omega, \quad u = 0 \quad \text{in } \mathbb{R}^n \setminus \Omega,$$

where $\Omega \subset \mathbb{R}^n$ is a bounded domain, $2^*_s$ is the critical exponent of the fractional Sobolev space $H^s(\mathbb{R}^n)$, the function $f$ is a subcritical term and $\lambda$ is a positive parameter. The main feature, as well as the main difficulty, of the analysis is the fact that the Kirchhoff function $M$ can be zero at zero, that is the problem is degenerate. The adopted techniques are variational and the main theorems extend in several directions previous results recently appeared in the literature.

1. Introduction

In the last years, the attention towards nonlinear boundary value stationary Kirchhoff problems has grown more and more, thanks in particular to their intriguing analytical structure due to the presence of the nonlocal Kirchhoff function $M$ which makes the equation no longer a pointwise identity. In the present paper we consider the problem

$$-M(||u||^2)L_K u = \lambda f(x, u) + |u|^{2^*_s - 2} u \quad \text{in } \Omega,$$

(1.1)

$$u = 0 \quad \text{in } \mathbb{R}^n \setminus \Omega,$$

$$||u||^2 = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |u(x) - u(y)|^2 K(x - y) dx dy,$$

where $\Omega \subset \mathbb{R}^n$ is a bounded domain, $n > 2s$, with $s \in (0, 1)$, the number $2^*_s = 2n/(n - 2s)$ is the critical exponent of the fractional Sobolev space $H^s(\mathbb{R}^n)$, the function $f$ is a subcritical term and $\lambda$ is a positive parameter.

The main nonlocal fractional operator $L_K$ is defined for any $x \in \mathbb{R}^n$ by

$$L_K \varphi(x) = \frac{1}{2} \int_{\mathbb{R}^n} (\varphi(x + y) + \varphi(x - y) - 2\varphi(x)) K(y) dy,$$

(1.2)

along any $\varphi \in C^\infty_0(\Omega)$, where the kernel $K : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}^+$ is a measurable function for which

(K1) $m K \in L^1(\mathbb{R}^n)$ with $m(x) = \min \left\{|x|^2, 1\right\};$

(K2) there exists $\theta > 0$ such that $K(x) \geq \theta |x|^{-(n+2s)}$ for any $x \in \mathbb{R}^n \setminus \{0\}$.

A typical example of $K$ is given by $K(x) = |x|^{-(n+2s)}$. In this case the operator $L_K = -(-\Delta)^s$ reduces to the fractional Laplacian, which (up to normalization factors) may be defined for any $x \in \mathbb{R}^n$ as

$$(-\Delta)^s \varphi(x) = \frac{1}{2} \int_{\mathbb{R}^n} \frac{2\varphi(x) - \varphi(x + y) - \varphi(x - y)}{|y|^{n+2s}} dy,$$

along any $\varphi \in C^\infty_0(\Omega)$; see [13] and references therein for further details on the fractional Laplace operator $(-\Delta)^s$ and the fractional Sobolev spaces $H^s(\mathbb{R}^n)$ and $H^s_0(\Omega)$.
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Throughout the paper and without further mentioning, we assume that the Kirchhoff function $M : \mathbb{R}_0^+ \to \mathbb{R}_0^+$ is continuous and, since we are interested in non-negative solutions of (1.1), that the nonlinearity $f : \Omega \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory function satisfying
\begin{equation}
 f = 0 \text{ in } \Omega \times \mathbb{R}_0^- \quad \text{and} \quad f > 0 \text{ in } \Omega \times \mathbb{R}^+.
\end{equation}

A typical prototype for $M$, due to Kirchhoff, is given by
\begin{equation}
 M(t) = m_0 + b\gamma t^{\gamma - 1}, \quad m_0, b \geq 0, \quad m_0 + b > 0, \quad \gamma \geq 1.
\end{equation}

When $M(t) > 0$ for all $t \in \mathbb{R}_0^+$, Kirchhoff problems like (1.1) are said to be non-degenerate and this happens for example if $m_0 > 0$ in the model case (1.4). While, if $M(0) = 0$ but $M(t) > 0$ for all $t \in \mathbb{R}_0^+$ Kirchhoff problems as (1.1) are called degenerate. Of course, for (1.4) this occurs when $m_0 = 0$.

The interest in studying problems like (1.1) relies not only on mathematical purposes but also on their significance in real models, as explained by Caffarelli in [9–11], and by Vázquez in [30, 31]; see also [13].

In the very recent paper [20], Fiscella and Valdinoci provide a detailed discussion about the physical meaning underlying the fractional Kirchhoff problems and their applications. Indeed, Fiscella and Valdinoci propose in [20] a stationary Kirchhoff variational problem, which models, as a special significant case, the nonlocal aspect of the tension arising from nonlocal measurements of the fractional length of the string. They consider problem (1.1) for the first time in the literature, proving in [20, Theorem 1] the existence of a non–negative solution of (1.1) for any $\lambda \geq \lambda^* > 0$, where $\lambda^*$ is an appropriate threshold. They assume that $M$ is increasing in $\mathbb{R}_0^+$ and $M(0) > 0$.

The first goal of this paper is to complete the picture in Theorem 4 covering the degenerate case $M(0) = 0$, without requiring any monotonicity assumption on $M$. To this aim we suppose that

$(M_1)$ there exists $\gamma \in [1, 2^*_s/2)$ such that $t M(t) \leq \gamma \mathcal{M}(t)$ for any $t \in \mathbb{R}_0^+$, where $\mathcal{M}(t) = \int_0^t M(\tau) \, d\tau$;

$(M_2)$ for any $\tau > 0$ there exists $\kappa = \kappa(\tau) > 0$ such that $M(t) \geq \kappa$ for all $t \geq \tau$;

$(M_3)$ there exists $a > 0$ such that $M(t) \geq a t$ for any $t \in [0, 1]$.

It is worth noting that the restriction $\gamma \in [1, 2^*_s/2)$, required in $(M_1)$, forces $n < 2s\gamma/(\gamma - 1)$ when $\gamma > 1$. In particular, the more interesting physical case in which $n = 3$ and $\gamma = 2$ is covered provided that $3/4 < s < 1$.

A very simple example of a degenerate Kirchhoff function $M$ satisfying $(M_1)$–$(M_3)$ is given by $M(t) = t$ if $t \in [0, 1]$ and $M(t) = t^{m-1}$ if $t \geq 1$, with $2 \leq m \leq \gamma < 2^*_s/2$. While the prototype (1.4) satisfies $(M_1)$–$(M_3)$, provided that $\gamma \in [1, 2^*_s/2)$ and either $a = b\gamma$ if $m_0 = 0$ and $\gamma \in [1, 2]$, or $a = m_0$ if $m_0 > 0$.

We note in passing that $2 < 2^*_s/2$ occurs, provided that $n < 4s$, a condition which we shall encounter for the degenerate case of (1.1) in the main existence result of the paper, see Theorem 4.

As noted in [13], condition $(M_2)$ implies that $M(t) > 0$ for any $t > 0$, as in the prototype (1.4). Hence, in the general but special case $M(0) = m_0 > 0$ condition $(M_2)$ yields at once that there exists $a > 0$ such that
\begin{equation}
 M(t) \geq a \quad \text{and} \quad \mathcal{M}(t) \geq at \quad \text{for any } t \in \mathbb{R}_0^+,
\end{equation}

so that in particular also $(M_3)$ trivially holds. A weaker condition of type (1.5), but covered in the degenerate case, already appears in [24] for local Kirchhoff $p$–Laplacian critical Dirichlet problems, where it is required that $\mathcal{M}(t) \geq Ct^\gamma$ for all $t \in \mathbb{R}_0^+$ and an appropriate $\gamma \in (0, 1]$. More recently, in [23] assumption $(M_3)$ appears in the stronger form $M(t) \geq at$ for any $t \in \mathbb{R}_0^+$, and assuming also that $M$ is increasing in $\mathbb{R}_0^+$.

The nonlinearity $f$ is related to the elliptic part by assuming that
\[(f_1) \lim_{t \to 0^+} f(x, t) = 0, \text{ uniformly in } x \in \Omega;\]

\[(f_2) \text{ there exists } q \in (2, 2_s^*) \text{ such that } \lim_{t \to \infty} \frac{f(x, t)}{t^{q-1}} = 0, \text{ uniformly in } x \in \Omega;\]

\[(f_3) \text{ there exists } \sigma \in (2, 2_s^*) \text{ such that } \sigma F(x, t) \leq tf(x, t) \text{ for all } (x, t) \in \Omega \times \mathbb{R}^+.\]

The function \( f(x, t) = \phi(x)g(t), \) with \( \phi \in L^\infty(\Omega), \) \( \phi > 0 \) in \( \Omega, \) \( g(t) = 0 \) for \( t \leq 0 \) and \( g(t) = \sigma t^{\sigma-1} \) for \( t > 0, \) verifies all the assumptions \((1.3), (f_1)-(f_3),\) provided that \( 2\gamma < \sigma < q < 2s.\)

For the main result in the \textit{degenerate} case we also require that \( 2s < n < 4s, \) which implies in the physical case \( n = 3 \) and \( \gamma = 2 \) that \( 3/4 < s < 1. \) A restriction which already appears because of \((M_1).\)

\textbf{Theorem 1.} Let \( M(0) = 0 \) and \( 2s < n < 4s. \) Assume that \( K, M \) and \( f \) satisfy \((1.3), (K_1)-(K_2), (M_1)-(M_3) \) and \((f_1)-(f_3).\) Then there exists \( \lambda^* > 0 \) such that for any \( \lambda \geq \lambda^* \) problem \((1.1)\) admits a \textit{non-trivial} non-negative mountain pass solution \( u_\lambda. \) Moreover
\[(1.6) \lim_{\lambda \to \infty} \|u_\lambda\| = 0.\]

The symbol \( \| \cdot \| \) in Theorem 1 denotes the norm of the solution and test function space \( Z, \) which will be introduced in Section 2. Of course the restriction \( 2s < n < 4s \) forces to cover only the case \( n \in \{1, 2, 3\}. \) In [23] a problem of type \((1.1)\) is treated, when the right hand side is replaced by two parametric subcritical nonlinearities, assuming \( M \) increasing in \( \mathbb{R}^+ \), condition \((M_3)\) in the stronger form \( M(t) \geq at \) for any \( t \in \mathbb{R}^+_0 \) and that there exists \( m > 1 \) such that \( \lim \inf_{t \to \infty} t^{-m} M(t) > 0. \) The main theorems of [23] show that if \( 2s < n < 4s \) and the subcritical nonlinearities satisfy some technical conditions, the corresponding Dirichlet problem in bounded domains, with Lipschitz boundary, admits at least three solutions with Gagliardo norms sufficiently small.

In order to prove Theorem 1 we somehow adapt the variational approach used by Fiscella and Valdinoci in the proof of [20] Theorem 1] and by Colasuonno and Pucci in the proof of [13] Lemma 3.1], but using completely new and simpler arguments. Clearly, the truncation technique on \( M \) used in [13] [20] is not worth in the \textit{degenerate} case. Indeed, by \((M_2)\) we still have positive boundedness from below for \( M \) outside a neighborhood of zero, but it is not uniform anymore as in [15] [20]. Hence, some difficulties arise in trying to balance the boundedness from above given by truncation, which is an a priori estimate. For this, assumptions \((M_1)-(M_3)\) will play a crucial role.

In the second part of the paper, we extend [20] Theorem 1] proving the existence of a non-trivial non-negative solution of \((1.1)\) for any \( \lambda \) sufficiently large, in the \textit{non-degenerate} case, under suitable assumptions for \( M \) and \( f. \) More precisely, on the Kirchhoff function \( M, \) we require only that
\[(1.7) \inf_{t \in \mathbb{R}^+_0} M(t) = a > 0;\]

in other words we demand that \((1.5)\) holds. Of course \((1.7)\) implies also the validity of \((M_2)\) and \((M_3).\) The nonlinearity \( f \) is assumed to verify
\[(F_1) \lim_{t \to 0^+} \frac{f(x, t)}{t} = 0, \text{ uniformly in } x \in \Omega;\]

\[(F_2) \text{ there exists } q \in (2, 2_s^*) \text{ such that } \lim_{t \to \infty} \frac{f(x, t)}{t^{q-1}} = 0, \text{ uniformly in } x \in \Omega;\]

\[(F_3) \text{ there exists } \sigma \in (2, 2_s^*) \text{ such that } \sigma F(x, t) \leq tf(x, t) \text{ for all } (x, t) \in \Omega \times \mathbb{R}^+.\]

Note that \((F_1)-(F_3)\) coincide with the assumptions \((8)-(10)\) required in [20].

In the \textit{non-degenerate} setting, the prototype \((1.4)\) satisfies \((1.7)\) with any exponent \( \gamma \geq 1, \) with no upper bounds. However, in order to give an extension of [20] Theorem 1] and in the meanwhile treating the almost complete \textit{non-degenerate} situation we consider and obtain two different results, stated just below.
Theorem 2. Let $K$, $M$ and $f$ satisfy $1.3$, $1.7$, $(K_1)$–$(K_2)$ and $(F_1)$–$(F_3)$.

(i) If there exists $\gamma \in [1, \sigma/2)$ such that $tM(t) \leq \gamma M(t)$ for all $t \in \mathbb{R}_0^+$, then there exists $\lambda^* > 0$ such that for any $\lambda \geq \lambda^*$ problem $1.1$ admits a non–trivial non–negative mountain pass solution $u_\lambda$.

(ii) If $2M(0) < \sigma a$, then for all $\alpha \in (M(0), \sigma a/2)$ there exists $\lambda^* = \lambda^*(\alpha) > 0$ such that for any $\lambda \geq \lambda^*$ problem $1.1$ has a non–trivial non–negative mountain pass solution $u_\lambda$.

In both cases, the mountain pass solution $u_\lambda$ satisfies property $1.6$.

Clearly the request $2M(0) < \sigma a$ is automatic whenever $M(0) = a$, being $\sigma > 2$ by $(F_3)$. The assumption $M(0) = a$, together with monotonicity of $M$, was assumed in $20$. A very interesting open problem is to construct a non–trivial solution $u_\lambda$ for $1.1$ when $\sigma a \leq 2M(0)$ and the growth condition on $M$ stated in (i) does not hold.

As we shall see, the proof of Theorem 2–(i) is performed just adapting the approach used in Theorem 1 and, as in the degenerate case, we get existence for any $\lambda$ beyond a threshold $\lambda^* > 0$ and again extend $20$ Theorem 1 in several directions. Theorem 2–(ii) is proved via a truncation argument on $M$, since the Kirchhoff function $M$ could increase too quickly with respect the other terms of problem $1.1$. This argument was already used in $20$, as well as in $15$. With Theorem 2 we extend $20$ Theorem 1 in several directions. First of all, we do not require any longer $M(0) = a$, and even in Theorem 2–(ii) we only assume the milder restriction $2M(0) < \sigma a$, which is automatic when $M(0) = a$.

It is worth mentioning that for the Kirchhoff function

$$M(t) = (1 + t)^m + (1 + t)^{-1}, \quad t \in \mathbb{R}_0^+, \quad m \in (0, 1),$$

we have $M(0) = 2$ and $a = m^{-m/(m+1)}(1 + m) < 2$. Furthermore, if $m$ is so small that $m + 1 < \sigma/2$, then $M$ verifies all the assumptions of Theorem 2–(i), with $\gamma = m + 1$. While, if $m \in (0, 1)$ is sufficiently large, then $2M(0) = 4 < \sigma a$, being $2 < \sigma$ by $(F_3)$. Thus, $M$ verifies all the assumptions of Theorem 2–(ii). It is therefore evident that Theorem 2 is applicable even when neither $M$ is increasing in $\mathbb{R}_0^+$, nor $M(0) = a$.

Last but not least, throughout the paper, we assume on $K$ only $(K_1)$ and $(K_2)$, without asking that $K$ is controlled from above by the fractional kernel $|x|^{-(n+2s)}$, as in $20$.

Several recent papers are focused both on theoretical aspects and applications related to nonlocal fractional models. Concerning the critical case, in $5$ the effects of lower order perturbations are studied for the existence of positive solutions of critical elliptic problems involving the fractional Laplacian. In $6$, see also the references therein, existence and multiplicity results are established for a critical fractional equation with concave–convex nonlinearities. In $28$ a Brezis–Nirenberg existence result for nonlocal fractional equations is proved through variational methods, while in $29$ the authors extend the theorems got in $28$ to a more general problem, again involving an integro–differential nonlocal operator and critical terms. Furthermore, a multiplicity result for a Brezis–Nirenberg problem in nonlocal fractional setting is given in $18$, where it is shown that in a suitable left neighborhood of any eigenvalue of $-\mathcal{L}_K$ (with Dirichlet boundary data) the number of solutions is at least twice the multiplicity of the eigenvalue. For multiplicity results on a non–degenerate stationary Kirchhoff problem involving $-\mathcal{L}_K$ and a nonlinearity of integral form we refer to $21$ and the references therein.

For evolutionary Kirchhoff problems it is worth mentioning the paper $2$, which is concerned with lifespan estimates of maximal solutions for degenerate polyharmonic Kirchhoff problems. The technique goes back to $26$ and it is based on the construction of a Lyapunov function $\mathcal{Z}$ which lives as longer as any local solution $u$ does. The goal is to show that $\mathcal{Z}$ becomes unbounded in finite time, proving the non–continuation of $u$. A priori estimates for the maximal living time $T$ are obtained exploiting in a suitable way the non–existence tools already adopted in $4$ for (possibly degenerate) $p(x)$–Kirchhoff systems involving nonlinear damping and source terms. More recently, in $13$ a multiplicity result is obtained for a degenerate stationary Kirchhoff problem governed by the $p(x)$–polyharmonic operator, with a subcritical term, through the Mountain Pass theorem, while in $3$ existence and multiplicity of solutions
of certain eigenvalue stationary $p$–polyharmonic Kirchhoff problems are considered, also in a degenerate setting.

Furthermore, the very interesting paper \cite{25} treats the question of the existence and multiplicity of nontrivial non–negative entire solutions of a Kirchhoff eigenvalue problem, involving critical nonlinearities and nonlocal elliptic operators, but only in the non–degenerate setting. We also refer to \cite{17} and the references therein for the large literature on Kirchhoff–Schrödinger type equations in the non–degenerate case.

Finally, paper \cite{24} deserves a special mention for our purposes. In our knowledge, it is the only work facing degenerate Kirchhoff problems involving a critical nonlinearity. To overcome the lack of compactness at critical level the author uses a compactness result which exploits the pointwise convergence of the gradients of a sequence of solutions. As we shall see, we do not have derivatives of solutions in $Z$, but a sort of integro–differentiation, cf. \cite[(2.3)]{23}. Thus, using the celebrated Brezis and Lieb lemma, as explained in the proof of Lemma \cite{17} an adaptation of the variational approach of \cite{24} could be possible in the fractional framework of this paper, but we prefer to use a new approach.

Inspired by the above papers and motivated by the poor literature in the degenerate case, we provide existence and asymptotic results for \cite{14}.

The paper is organized as follows. In Section 2 we discuss the variational formulation of the problem and show that solutions of \cite[(1.1)]{11} are non–negative. In Sections 3 and 4 we prove Theorems 1 and 2, respectively.

2. Variational formulation

Problem \cite[(1.1)]{11} has a variational structure and the natural space where finding solutions is the homogeneous fractional Sobolev space $H_0^s(\Omega)$, see \cite{14}. In order to study \cite[(1.1)]{11} it is important to encode the “boundary condition” $u = 0$ in $C\Omega = \mathbb{R}^n \setminus \Omega$ (which is different from the classical case of the Laplacian, where it is required $u = 0$ on $\partial \Omega$) in the weak formulation, by considering also that the interaction between $\Omega$ and its complementary $C\Omega$ in $\mathbb{R}^n$ gives a positive contribution in the norm $\|u\|_{H^s(\mathbb{R}^n)}$. This is exactly the nonlocal nature of the elliptic operator, as it is transparent from \cite[(1.2)]{12}. The functional space that takes into account this boundary condition will be denoted by $Z$ and it was introduced in \cite{17} in the following way.

First, let $X$ be the linear space of Lebesgue measurable functions $u : \mathbb{R}^n \to \mathbb{R}$ whose restrictions to $\Omega$ belong to $L^2(\Omega)$ and such that

$$\text{the map } (x, y) \mapsto (u(x) - u(y))^2K(x - y) \text{ is in } L^1(Q, dx dy),$$

where $Q = \mathbb{R}^{2n} \setminus (C\Omega \times C\Omega)$. The space $X$ is endowed with the norm

$$\|u\|_X = \left(\|u\|_{L^2(\Omega)} + \iint_Q |u(x) - u(y)|^2K(x - y)dx dy\right)^{1/2}. \tag{2.1}$$

It is easy to see that bounded and Lipschitz functions belong to $X$, thus $X$ is not reduced to $\{0\}$; see \cite{28, 29} for further details on the space $X$.

The functional space $Z$ denotes the closure of $C_0^\infty(\Omega)$ in $X$. The scalar product defined for any $\varphi, \phi \in Z$ as

$$\langle \varphi, \phi \rangle_Z = \iint_Q (\varphi(x) - \varphi(y))(\phi(x) - \phi(y))K(x - y)dx dy, \tag{2.2}$$

makes $Z$ a Hilbert space. The norm

$$\|u\|_Z = \left(\iint_Q |u(x) - u(y)|^2K(x - y)dx dy\right)^{1/2} \tag{2.3}$$

is equivalent to the usual one defined in \cite{24}, as proved in \cite[Lemma 4]{17}. Note that in \cite[(2.1)–(2.3)]{24} the integrals can be extended to all $\mathbb{R}^n$ and $\mathbb{R}^{2n}$, since $u = 0$ a.e. in $C\Omega$. From now on, in order to simplify the notation, we denote $\langle \cdot, \cdot \rangle_Z$ and $\| \cdot \|_Z$ by $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$, respectively.
The Hilbert space $Z = (Z, \| \cdot \|)$ is continuously embedded in $H^1_0(\Omega)$ and compactly embedded in $L^r(\Omega)$ for any $r \in [1, 2^*_s)$, see [17] Lemma 4.

Even if $Z$ is not a real space of functions but a density space, the choice of this functional space is an improvement with respect of the usual space $X_0 = \{ u \in X : u = 0 \ a.e. \ in \ \mathbb{R}^n \setminus \Omega \}$, where many authors set their nonlocal variational problems, e.g. [5]–[12, 22, 27]–[29]. Indeed, the density result proved in [19, Theorem 6] does not hold true without more restrictive conditions on the boundary $\partial \Omega$; see in particular [19, Remark 7]. Thus, when $\Omega$ is simply a bounded domain of $\mathbb{R}^n$, we just have $Z \subset X_0$, with possibly $Z \not= X_0$.

The weak formulation of (1.1) is as follows. We say that $u \in Z$ is a (weak) solution of (1.1) if

\begin{equation}
M \left( \| u \|^2 \right) \langle u, \varphi \rangle = \lambda \int_{\Omega} f(x, u(x))\varphi(x)dx + \int_{\Omega} |u(x)|^{2^*_s-2} u(x)\varphi(x)dx
\end{equation}

for all $\varphi \in Z$.

The structural assumptions on $\Omega, M, f$ and $K$ assure that all the integrals in (2.4) are well defined if $u, \varphi \in Z$. Moreover, it is worth to say that the odd part of $K$ does not give contribution in the integral of the left–hand side of (2.4). Indeed, write $K = K_e + K_o$, where

\begin{equation}
K_e(x) = \frac{K(x) + K(-x)}{2} \quad \text{and} \quad K_o(x) = \frac{K(x) - K(-x)}{2}.
\end{equation}

Then, it is apparent that for all $u$ and $\varphi \in Z$

\begin{equation}
\langle u, \varphi \rangle = \int_{\mathbb{R}^{2n}} (u(x) - u(y))(\varphi(x) - \varphi(y))K_e(x - y)dxdy.
\end{equation}

Therefore, it is not restrictive to assume $K$ even.

According to the variational nature, (weak) solutions of (1.1) correspond to critical points of the associated Euler–Lagrange functional $\mathcal{J}_\lambda : Z \rightarrow \mathbb{R}$ defined by

\begin{equation}
\mathcal{J}_\lambda(u) = \frac{1}{2} M(\| u \|^2) - \lambda \int_{\Omega} F(x, u(x))dx - \frac{1}{2^*_s} \| u \|_{2^*_s}^{2^*_s}
\end{equation}

for all $u \in Z$. Note that $\mathcal{J}_\lambda$ is a $C^1(Z)$ functional for any $u \in Z$

\begin{equation}
\mathcal{J}_\lambda'(u)(\varphi) = M(\| u \|^2)\langle u, \varphi \rangle - \lambda \int_{\Omega} f(x, u(x))\varphi(x)dx - \int_{\Omega} |u(x)|^{2^*_s-2} u(x)\varphi(x)dx
\end{equation}

for all $\varphi \in Z$.

We recall that throughout the paper we assume (1.3) and (K1)–(K2).

**Proposition 3.** For all $\lambda \in \mathbb{R}$ any solution of (1.1) is non–negative.

**Proof.** Let $u_\lambda$ be a solution of problem (1.1). By [20, Lemma 8] we have $u_\lambda \in Z$. Thus, by (2.4) with $\varphi = u_\lambda$ we get

\begin{equation}
M(\| u_\lambda \|^2)\langle u_\lambda, u_\lambda \rangle = \lambda \int_{\Omega} f(x, u_\lambda(x))u_\lambda(x)dx + \| u_\lambda \|_{2^*_s}^{2^*_s}.
\end{equation}

We observe that for a.a. $x, y \in \mathbb{R}^n$

\begin{equation}
(u_\lambda(x) - u_\lambda(y))(u_\lambda(x) - u_\lambda(y))
= -u_\lambda^+(x)u_\lambda^-(y) - u_\lambda^-(x)u_\lambda^+(y) - [u_\lambda^-(x) - u_\lambda^-(y)]^2
\leq -\| u_\lambda^-(x) - u_\lambda^-(y) \|^2.
\end{equation}

Moreover, $f(x, u_\lambda(x))u_\lambda^+(x) = 0$ for a.a. $x \in \mathbb{R}^n$ by (1.3). Hence, by (2.6) it follows that

\begin{equation}
0 \geq -M(\| u_\lambda \|^2) \int_{\mathbb{R}^{2n}} |u_\lambda^-(x) - u_\lambda^-(y)|^2 K(x - y)dxdy \geq \| u_\lambda \|_{2^*_s}^{2^*_s},
\end{equation}

being $M \geq 0$. Thus $u_\lambda \equiv 0$, that is $u_\lambda$ is non–negative, as required. \qed
3. The degenerate case

In this section we discuss the main novelty of the paper, that is the existence of non–trivial solutions of (1.1) in the degenerate case $M(0) = 0$. Throughout this section we assume (1.3), (K1)–(K2), (M1)–(M2) and (f1)–(f3), without further mentioning.

In order to find the critical points of $\mathcal{J}_\lambda$, we intend to apply the Mountain Pass theorem of Ambrosetti and Rabinowitz [1]. For this, we have to check that $\mathcal{J}_\lambda$ possesses a suitable geometrical structure and that it satisfies the Palais–Smale compactness condition. To prove all these properties, we need appropriate lower and upper bounds for $M, f$ and their primitives.

As noted in [13], condition (M2) implies that $M(t) > 0$ for any $t > 0$ and consequently, using (M1), we get

\begin{equation}
\mathcal{M}(t) \geq \mathcal{M}(1)t^\gamma \quad \text{for any } t \in [0, 1].
\end{equation}

Of course also condition (M3) implies that $\mathcal{M}(t) \geq at^2/2$ for all $t \in [0, 1]$ and this together with (3.1) gives $\mathcal{M}(t) \geq ct^m$ for all $t \in [0, 1]$, where $m = \min\{2, \gamma\}$. Similarly, for any $\varepsilon > 0$ there exists $r_\varepsilon = r(\varepsilon) = \mathcal{M}(\varepsilon)/\varepsilon^\gamma > 0$ such that

\begin{equation}
\mathcal{M}(t) \leq r_\varepsilon t^\gamma \quad \text{for any } t \geq \varepsilon.
\end{equation}

Hence, property (3.2) yields that

\begin{equation}
\lim_{t \to \infty} \frac{\mathcal{M}(t)}{t^{\sigma/2}} = 0,
\end{equation}

being $\sigma > 2\gamma$ by (f3).

Concerning the nonlinear term $f$, assumptions (f1) and (f2) give subcritical growths. That is, for any $\varepsilon > 0$ there exists $\delta_\varepsilon = \delta(\varepsilon) > 0$ such that

\begin{equation}
0 \leq f(x, t) \leq 2\gamma\varepsilon|t|^{2\gamma-1} + q\delta_\varepsilon|t|^{q-1} \quad \text{for any } (x, t) \in \Omega \times \mathbb{R}
\end{equation}

by (1.3) and so for the primitive

\begin{equation}
0 \leq F(x, t) \leq \varepsilon|t|^{2\gamma} + \delta_\varepsilon|t|^q \quad \text{for any } (x, t) \in \Omega \times \mathbb{R}.
\end{equation}

Finally, (f3) implies that $F(x, t) \geq c(x)t^\sigma$ for all $(x, t) \in \Omega \times [1, \infty)$, where $c(x) = F(x, 1)$ is in $L^\infty(\Omega)$ by (3.5), with $\varepsilon = t = 1$. In conclusion, for any $(x, t) \in \Omega \times \mathbb{R}_+$

\begin{equation}
F(x, t) \geq c(x)t^\sigma - C(x), \quad C(x) = \max_{t \in [0, 1]} |F(x, t) - c(x)t^\sigma|.
\end{equation}

Again $C \in L^\infty(\Omega)$ by (3.5).

In the next two lemmas we prove that for any $\lambda > 0$ the functional $\mathcal{J}_\lambda$ satisfies all the geometric features required by the Mountain Pass theorem. Later, in the crucial and most delicate Lemma 4 we show that the functional $\mathcal{J}_\lambda$ satisfies the Palais–Smale condition at a suitable level $c_\lambda$ beyond a threshold $\lambda^*$.

**Lemma 4.** For any $\lambda > 0$ there exist two positive constants $\alpha$ and $\rho$ such that $\mathcal{J}_\lambda(u) \geq \alpha > 0$ for any $u \in Z$, with $\|u\| = \rho$.

**Proof.** Fix $\lambda > 0$ and take $u \in Z$, with $\|u\| \leq 1$. Let $\varepsilon > 0$ be sufficiently small to be chosen later. By (3.1) and (3.5)

$$
\mathcal{J}_\lambda(u) \geq \frac{\mathcal{M}(1)}{2} \|u\|^{2\gamma} - \varepsilon \lambda \|u\|^{2\gamma}_2 - \delta_\varepsilon \lambda \|u\|^q - \frac{1}{2^*_s} \|u\|^{2^*_s}_2.
$$

The fractional Sobolev inequality proved in [14], Theorem 6.5] assures the existence of positive constants $S_{2\gamma}, S_q$ and $S_{2^*_s}$ for which

$$
\mathcal{J}_\lambda(u) \geq \left(\frac{\mathcal{M}(1)}{2} - \varepsilon \lambda S_{2\gamma}\right) \|u\|^{2\gamma} - \delta_\varepsilon \lambda S_q \|u\|^q - S_{2^*_s} \|u\|^{2^*_s}.
$$

Therefore, fixing $\varepsilon > 0$ so small that $\mathcal{M}(1) > 2\varepsilon \lambda S_{2\gamma}$ and consequently choosing $\rho$ small enough, we obtain the result, thanks to the fact that $2\gamma < q < 2^*_s$ by (f2). \qed
Lemma 5. For any $\lambda > 0$ there exists $e \in Z$, with $e \geq 0$ a.e. in $\mathbb{R}^n$, $\mathcal{J}_\lambda(e) < 0$ and $\|e\| > \rho$, where $\rho$ is given in Lemma 4.

Proof. Fix $\lambda > 0$ and take $u_0 \in Z$ such that $u_0 \geq 0$ a.e. in $\mathbb{R}^n$ and $\|u_0\| = 1$. By (3.3) there exists $t_0 = t_0(2) > 0$ such that $\mathcal{M}(t^2) \leq 2t^\sigma$ for any $t \geq t_0$. Therefore, by using (3.6) we find

$$J_\lambda(tu_0) \leq t^\sigma \left(1 - \lambda \left\| \int_\Omega c(x) |u_0(x)|^\sigma \, dx \right\| \right) - \frac{t^2}{2^\sigma} \|u_0\|_{2^*_s}^2 + \lambda \|C\|_1,$$

for any $t \geq t_0$. Since $\sigma < 2^*_s$, passing to the limit as $t \to \infty$, we obtain that $\mathcal{J}_\lambda(tu_0) \to -\infty$. Hence the assertion follows by taking $e = tu_0$, with $t_0 > 0$ large enough. □

We discuss now the compactness property for the functional $\mathcal{J}_\lambda$, given by the Palais–Smale condition at a suitable level. For this, we fix $\lambda > 0$ and set

$$c_\lambda = \inf_{g \in \Gamma} \max_{t \in [0,1]} \mathcal{J}_\lambda(g(t)),$$

where

$$\Gamma = \{g \in C([0,1], Z) : g(0) = 0, \mathcal{J}_\lambda(g(1)) < 0\}.$$

Clearly, $c_\lambda > 0$ by Lemma 4. We recall that $\{u_j\}_{j \in \mathbb{N}} \subset Z$ is a Palais–Smale sequence for $\mathcal{J}_\lambda$ at level $c_\lambda \in \mathbb{R}$ if

$$\mathcal{J}_\lambda(u_j) \to c_\lambda \quad \text{and} \quad \mathcal{J}'_\lambda(u_j) \to 0 \quad \text{as} \quad j \to \infty.$$

We say that $J_\lambda$ satisfies the Palais–Smale condition at level $c_\lambda$ if any Palais–Smale sequence $\{u_j\}_{j \in \mathbb{N}}$ at level $c_\lambda$ admits a convergent subsequence in $Z$.

Before proving the relatively compactness of the Palais–Smale sequences, we introduce an asymptotic condition for the level $c_\lambda$. This result will be crucial not only to get (1.6), but above all to overcome the lack of compactness due to the presence of a critical nonlinearity.

Lemma 6. It results

$$\lim_{\lambda \to \infty} c_\lambda = 0.$$

Proof. Fix $\lambda > 0$ and let $e \in Z$ be the function obtained by Lemma 5. Since $\mathcal{J}_\lambda$ satisfies the Mountain Pass geometry, there exists $t_\lambda > 0$ verifying $\mathcal{J}_\lambda(t_\lambda e) = \max_{t \geq 0} \mathcal{J}_\lambda(te)$. Hence, $\mathcal{J}'_\lambda(t_\lambda e)(e) = 0$ and by (2.5)

$$t_\lambda \|e\|^2 M(t_\lambda^2 \|e\|^2) = \lambda \left\| \int_\Omega f(x,t_\lambda e(x))e(x)\, dx + t_\lambda \|e\|_{2^*_s}^2 \right\|_{2^*_s}^2 \geq t_\lambda^2 \|e\|_{2^*_s}^2$$

by (1.3) and the fact that $\lambda > 0$. We claim that $\{t_\lambda\}_{\lambda > 0}$ is bounded. Indeed, fix $\varepsilon > 0$. By (3.3) there exists $t_0 = t_0(\varepsilon) > 0$ such that $\mathcal{M}(t) \leq \varepsilon t^{\sigma/2}$ for any $t \geq t_0$. Thus, denoting by $\Lambda = \{\lambda > 0 : t_\lambda^2 \|e\|^2 \geq t_0\}$, we see that

$$t_\lambda^2 \|e\|^2 M(t_\lambda^2 \|e\|^2) \leq \gamma \mathcal{M}(t_\lambda^2 \|e\|^2) \leq \varepsilon \gamma t_\lambda^2 \|e\|^\sigma$$

for any $\lambda \in \Lambda$ by (M1). Since by construction $e \geq 0$ a.e. in $\mathbb{R}^n$ and $\|e\| > \rho$, from (3.9) and (3.10) it follows

$$\varepsilon \gamma \|e\|^\sigma \geq t_\lambda^2 \|e\|_{2^*_s}^2$$

for any $\lambda \in \Lambda$, which implies the boundedness of $\{t_\lambda\}_{\lambda \in \Lambda}$. Clearly by construction of $\Lambda$ also $\{t_\lambda\}_{\lambda \in (\mathbb{R}\setminus\Lambda)}$ is bounded. This concludes the proof of the claim.

Fix now a sequence $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{R}^+$ such that $\lambda_j \to \infty$ as $j \to \infty$. Clearly $\{t_{\lambda_j}\}_{j \in \mathbb{N}}$ is bounded. Hence, there exist a subsequence of $\{\lambda_j\}_{j \in \mathbb{N}}$, that we still denote by $\{\lambda_j\}_{j \in \mathbb{N}}$, and a constant $t_0 \geq 0$ such that $t_{\lambda_j} \to t_0$ as $j \to \infty$. By continuity of $M$, also $M(t_{\lambda_j}^2 \|e\|^2)_{j \in \mathbb{N}}$ is bounded, and so by (3.9) there exists $D > 0$ such that for any $j \in \mathbb{N}$

$$t_j \int_\Omega f(x,t_{\lambda_j}e(x))e(x)\, dx + t_{\lambda_j}^{2^*_s-1} \|e\|_{2^*_s}^2 \leq D.$$
We assert that \( t_0 = 0 \). Indeed, if \( t_0 > 0 \) then by (3.11) and the Dominated Convergence Theorem
\[
\int_{\Omega} f(x, t_\lambda e(x))e(x)dx \to \int_{\Omega} f(x, t_0 e(x))e(x)dx > 0 \quad \text{as } j \to \infty
\]
by (1.3). Recalling that \( \lambda_j \to \infty \), we get
\[
\lim_{j \to \infty} \left( \lambda_j \int_{\Omega} f(x, t_\lambda e(x))e(x)dx + t_\lambda^{2^*_\sigma - 1}\|e\|_{2^*_\sigma}^{2^*_\sigma} \right) = \infty,
\]
which contradicts (3.11). Thus \( t_0 = 0 \) and \( t_\lambda \to 0 \) as \( \lambda \to \infty \), since the sequence \( \{\lambda_j\}_{j \in \mathbb{N}} \) is arbitrary.

Consider now the path \( g(t) = te, t \in [0, 1] \), belonging to \( \Gamma \). By Lemma 4 and (1.3)
\[
0 < c_\lambda \leq \max_{t \in [0,1]} \mathcal{J}_\lambda(g(t)) \leq \mathcal{J}_\lambda(t_\lambda e) \leq \frac{1}{2} \mathcal{M}(t_\lambda^2 \|e\|_2^2),
\]
where \( \mathcal{M}(t_\lambda^2 \|e\|_2^2) \to 0 \) as \( \lambda \to \infty \) by continuity. This completes the proof of the lemma. \( \square \)

Now, we are ready to prove the Palais–Smale condition.

**Lemma 7.** There exists \( \lambda^* > 0 \) such that for any \( \lambda \geq \lambda^* \) the functional \( J_\lambda \) satisfies the Palais–Smale condition at level \( c_\lambda \).

**Proof.** Take \( \lambda > 0 \) and let \( \{u_j\}_{j \in \mathbb{N}} \subset Z \) be a Palais–Smale sequence for \( \mathcal{J}_\lambda \) at level \( c_\lambda \). Due to the degenerate nature of (1.1), two situations must be considered: either \( \inf_{j \in \mathbb{N}} \|u_j\| = d_\lambda > 0 \) or \( \inf_{j \in \mathbb{N}} \|u_j\| = 0 \). For this, we divide the proof in two cases.

**Case** \( \inf_{j \in \mathbb{N}} \|u_j\| = d_\lambda > 0 \). First we prove that \( \{u_j\}_{j \in \mathbb{N}} \) is bounded in \( Z \). By (M2) with \( \tau = d_\lambda^2 \) there exists \( \kappa_\lambda > 0 \) such that
\[
(3.12) \quad M(\|u_j\|^2) \geq \kappa_\lambda \quad \text{for any } j \in \mathbb{N}.
\]
Furthermore, from (M1) and (f3) it follows that
\[
(3.13) \quad \mathcal{J}_\lambda(u_j) - \frac{1}{\sigma} \mathcal{J}_\lambda'(u_j)(u_j)
\geq \frac{1}{2} \mathcal{M}(\|u_j\|^2) - \frac{1}{\sigma} M(\|u_j\|^2) \|u_j\|^2 + \left( \frac{1}{\sigma} - \frac{1}{2^*_\sigma} \right) \|u_j\|_{2^*_\sigma}^{2^*_\sigma}
\geq \left( \frac{1}{2\gamma} - \frac{1}{\sigma} \right) M(\|u_j\|^2) \|u_j\|^2 + \left( \frac{1}{\sigma} - \frac{1}{2^*_\sigma} \right) \|u_j\|_{2^*_\sigma}^{2^*_\sigma},
\]
with \( 2\gamma < \sigma < 2^*_\sigma \). Hence, (3.12) and (3.13) yield at once that as \( j \to \infty \)
\[
(3.14) \quad c_\lambda + o(1) \geq \left( \frac{1}{2\gamma} - \frac{1}{\sigma} \right) M(\|u_j\|^2) \|u_j\|^2 \geq \sigma_\lambda \|u_j\|^2,
\]
with \( \sigma_\lambda = \left( \frac{1}{2\gamma} - \frac{1}{\sigma} \right) \kappa_\lambda > 0 \).

Therefore, \( \{u_j\}_{j \in \mathbb{N}} \) is bounded in \( Z \).

Now we can prove the validity of the Palais–Smale condition. By using the boundedness of \( \{u_j\}_{j \in \mathbb{N}} \) in \( Z \) and by applying [17, Lemma 4] and [17, Theorem 4.9], there exists \( u_\lambda \in Z \) such that, up to a subsequence, still relabeled \( \{u_j\}_{j \in \mathbb{N}} \); it follows that
\[
(3.15) \quad u_j \to u_\lambda \text{ in } Z \text{ and in } L^{2^*_\sigma}(\Omega), \quad \|u_j\| \to \alpha_\lambda,
\]
\[
(3.15) \quad u_j \to u_\lambda \text{ in } L^q(\Omega) \text{ and in } L^{2^*_\gamma}(\Omega), \quad \|u_j - u_\lambda\|_{2^*_\gamma} \to \ell_\lambda,
\]
\[
(3.15) \quad u_j \to u_\lambda \text{ a.e. in } \Omega, \quad |u_j| \leq h \text{ a.e. in } \Omega,
\]
with \( h \in L^{2\gamma}(\Omega) \cap L^q(\Omega) \). Clearly \( \alpha_\lambda > 0 \) since we are in the case in which \( d_\lambda > 0 \). Therefore, \( M(\|u_j\|^2) \to M(\alpha_\lambda^2) > 0 \) as \( j \to \infty \), by continuity and the fact that 0 is the unique zero of \( M \) by (M2).
We first assert that
\[(3.16) \quad \lim_{\lambda \to \infty} \alpha_\lambda = 0.\]
Otherwise \(\limsup_{\lambda \to \infty} \alpha_\lambda = \alpha > 0.\) Hence there is a sequence, say \(k \to \lambda_k \uparrow \infty\) such that \(\alpha_{\lambda_k} \to \alpha\) as \(k \to \infty\), and letting \(k \to \infty\) we get from \((3.13)\) and Lemma 6 that
\[
0 \geq \left(\frac{1}{2\gamma} - \frac{1}{\sigma}\right) M(\alpha^2) \alpha^2 > 0
\]
by \((M_2)\), which is the desired contradiction and proves the assertion \((3.16)\). Moreover, \(\|u_\lambda\| \leq \lim_j \|u_j\| = \alpha_\lambda\) since \(u_j \rightharpoonup u_\lambda\) in \(Z\), so that \((3.16)\) implies at once by the fractional Sobolev inequality
\[(3.17) \quad \lim_{\lambda \to \infty} \|u_\lambda\|_2^2 = \lim_{\lambda \to \infty} \|u_\lambda\| = 0.
\]
By \((3.14)\), \((3.15)\) and the fact that \(|u_j|_{2^*_s}^2 u_j \rightharpoonup |u_\lambda|_{2^*_s}^2 u_\lambda\) in \(L^{2^*_s}(\Omega)\), where \(2^*_s = 2n/(n+2s)\) is the Hölder conjugate of \(2^*_s\), we have
\[
M(\alpha_\lambda^2) \langle u_\lambda, \varphi \rangle = \lambda \int_\Omega f(x, u_\lambda(x)) \varphi(x) dx + \int_\Omega |u_\lambda(x)|_{2^*_s}^{2^*_s} - 2 u_\lambda(x) \varphi(x) dx
\]
for any \(\varphi \in Z\). Hence, \(u_\lambda\) is a critical point of the \(C^1(Z)\) functional
\[(3.18) \quad J_{\alpha_\lambda}(u) = \frac{1}{2} M(\alpha_\lambda^2) \|u\|^2 - \lambda \int_\Omega F(x, u(x)) dx - \frac{1}{2^*_s} \|u\|_{2^*_s}^{2^*_s}.
\]
In particular, \((3.14)\) and \((3.15)\) imply that as \(j \to \infty\)
\[
o(1) = \langle J'(u_j) - J'_\alpha(u_\lambda), u_j - u_\lambda \rangle = M(\|u_j\|^2) \|u_j\|^2 + M(\alpha_\lambda^2) \|u_\lambda\|^2
- \langle u_j, u_\lambda \rangle \left[ M(\|u\|^2) + M(\alpha_\lambda^2) \right] - \lambda \int_\Omega \left[ f(x, u_j) - f(x, u_\lambda) \right] (u_j - u_\lambda) dx
- \int_\Omega (|u_j|_{2^*_s}^{2^*_s} - |u_\lambda|_{2^*_s}^{2^*_s}) (u_j - u_\lambda) dx
= M(\alpha_\lambda^2) (\alpha_\lambda^2 - \|u_\lambda\|^2) - \|u_j\|_{2^*_s}^{2^*_s} + \|u_\lambda\|_{2^*_s}^{2^*_s} + o(1)
= M(\alpha_\lambda^2) \|u_j - u_\lambda\|^2 - \|u_j - u_\lambda\|_{2^*_s}^{2^*_s} + o(1).
\]
Indeed, by \((3.14)\) and \((3.15)\),
\[
\lim_{j \to \infty} \int_\Omega \left[ f(x, u_j) - f(x, u_\lambda) \right] (u_j - u_\lambda) dx = 0.
\]
Moreover, again by \((3.15)\) and the celebrated Brezis & Lieb lemma, see \([8]\), as \(j \to \infty\)
\[
\|u_j\|^2 = \|u_j - u_\lambda\|^2 + \|u_\lambda\|^2 + o(1), \quad \|u_j\|_{2^*_s}^{2^*_s} = \|u_j - u_\lambda\|_{2^*_s}^{2^*_s} + \|u_\lambda\|_{2^*_s}^{2^*_s} + o(1).
\]
Finally, we have used the fact that \(\|u_j\| \rightharpoonup \alpha_\lambda\). Therefore, we have proved the main formula
\[(3.20) \quad M(\alpha_\lambda^2) \lim_{j \to \infty} \|u_j - u_\lambda\|^2 = \lim_{j \to \infty} \|u_j - u_\lambda\|_{2^*_s}^{2^*_s}.
\]
Using \((3.13)\), \((3.15)\) and the Brezis & Lieb lemma, we attain as \(j \to \infty\)
\[
c_\lambda + o(1) = J_{\alpha_\lambda}(u_j) - \frac{1}{\sigma} J'_{\alpha_\lambda}(u_j)(u_j) \geq \left( \frac{1}{\sigma} - \frac{1}{2^*_s} \right) \|u_j\|_{2^*_s}^{2^*_s}
= \left( \frac{1}{\sigma} - \frac{1}{2^*_s} \right) \left( \ell_\lambda^{2^*_s} + \|u_\lambda\|_{2^*_s}^{2^*_s} \right) + o(1).
\]
Thus, by Lemma \([6]\) and \((3.17)\) also
\[(3.21) \quad \lim_{\lambda \to \infty} \ell_\lambda = 0.
\]
Denote by $S$ the main fractional Sobolev constant, that is
\[
S = \inf_{\substack{v \in H^s(\mathbb{R}^n) \setminus \{0\}}} \frac{\|v\|^2}{\|\nabla v\|^2_{2^*_s}}.
\]
By (3.20) and the notation in (3.15), for all $\lambda \in \mathbb{R}^+$
(3.22)
\[
\ell^2_\lambda S = M (\alpha_\lambda^2 - \|u_\lambda\|^2) = \ell^2_\lambda,
\]
we get along this sequence, using (3.23) and denoting $\alpha_{\lambda_k} = \alpha_k$, $u_{\lambda_k} = u_k$, that
\[
(\ell^2_k)^{2s/n} = M (\alpha_k^2 - \|u_k\|^2)^{2s/n} \geq S M (\alpha_k^2).
\]
Hence, we obtain for all $k$ sufficiently large by (M3) and (3.16)
\[
\alpha_k^{4s/n} \geq (\alpha_k^2 - \|u_k\|^2)^{2s/n} \geq S M (\alpha_k^2)^{1 - 2s/n} \geq c S \alpha_k^{2(1 - 2s/n)},
\]
where $c = a^{1 - 2s/n}$. Therefore, being $\alpha_k > 0$ for all $k$, it follows that for all $k$ sufficiently large
\[
\alpha_k^{2(4s/n - 1)} \geq c S.
\]
This is impossible by (3.16), since $4s > n$ by assumption. In conclusion the assertion is proved.

Hence, for all $\lambda \geq \lambda^*$
\[
\lim_{j \to \infty} \|u_j - u_{\lambda} \|^{2s/n}_2 = 0.
\]
Thus, $u_j \to u_{\lambda}$ in $Z$ as $j \to \infty$ for all $\lambda \geq \lambda^*$ by (3.20), being $M (\alpha_\lambda^2) > 0$ by (M2) and the fact that $d_\lambda > 0$. This completes the proof of the first case.

Case $\inf_{j \in \mathbb{N}} \|u_j\| = 0$. Here, either 0 is an accumulation point for the real sequence $\{\|u_j\|\}_{j \in \mathbb{N}}$ and so there is a subsequence of $\{u_j\}_{j \in \mathbb{N}}$ strongly converging to $u = 0$, or 0 is an isolated point of $\{\|u_j\|\}_{j \in \mathbb{N}}$ and so there is a subsequence, denoted by $\{\|u_{j_k}\|\}_{k \in \mathbb{N}}$, such that $\inf_{k \in \mathbb{N}} \|u_{j_k}\| = d_\lambda > 0$. In the first case we are done, while in the latter we can proceed as before. This completes the proof of the second case and of the lemma.

Proof of Theorem 1. Lemmas 4, 5 and 7 guarantee that for any $\lambda \geq \lambda^*$ the functional $J_\lambda$ satisfies all the assumptions of the Mountain Pass theorem. Hence, for any $\lambda \geq \lambda^*$ there exists a critical point $u_{\lambda} \in Z$ for $J_\lambda$ at level $c_\lambda$. Since $J_\lambda (u_{\lambda}) = c_\lambda > 0 = J_\lambda (0)$ we have that $u_{\lambda} \neq 0$. Finally, the asymptotic behavior (1.6) holds thanks to (3.17), that is (1.6) is a consequence of (3.14) and Lemma 6.

4. The non–degenerate case

In this section we study problem (1.1) when the Kirchhoff function $M$ has a non–degenerate nature and satisfies (1.7). The first objective is to extend the result given in [20, Theorem 1], by trying to adapt the approach used in Theorem 1. As in [20], in the non–degenerate case we can still cover the model $M$ given in (1.4) with a general exponent $\gamma \geq 1$. However, as pointed out in the Introduction, because of the presence of a critical term in (1.1), the technique used in Theorem 1 does not work for any $\gamma$ in Theorem 2. This fact forces in Theorem 2 (i) the request $1 \leq \gamma < \sigma/2$, and in Theorem 2 (ii) the use of a truncation argument seems to be useful as in [20, Theorem 1].
Proof of Theorem 21 First let us say that by \((F_1)\) and \((F_2)\) for any \(\varepsilon > 0\) there exists \(\delta_\varepsilon > 0\) such that \(f(x,t) \leq 2\varepsilon t + \varphi(x)t^{p-1}\) for all \((x,t) \in \Omega \times \mathbb{R}^+_0\). Clearly in both cases of the theorem, Lemma 7 continues to hold, replacing \((3.3)\) by the above relation and \((3.1)\) by \((1.5)\). We now divide the proof.

Case (i). Lemmas 4 and 6 are available and it remains to prove the main Lemma 7. Exactly as in the proof of Lemma 7, with \((4.1)\) replaced by the inequality in \((i)\). Hence, \((1.7)\), \((F_3)\) and \((3.8)\) yield now that as \(j \to \infty\)

\[
c_\lambda + o(1) \geq \left(\frac{1}{2\gamma} - \frac{1}{\sigma}\right) M(\|u_j\|^2) \|u_j\|^2 + \left(\frac{1}{\sigma} - \frac{1}{2s}\right) \|u_j\|_{Z^s}^{2^*_s}
\]

by assumptions \((i)\) and \((1.7)\). Therefore, \(\{u_j\}_{j \in \mathbb{N}}\) is bounded in \(Z\) and so again, up to a subsequence, still relabeled \(\{u_j\}_{j \in \mathbb{N}}\), we continue to have \((3.1)\), where now \(\alpha_\lambda \geq 0\), but again \(M(\|u_j\|^2) \to M(\alpha_\lambda^2) \geq a > 0\) as \(j \to \infty\) by \((1.7)\). Therefore, the weak limit \(u_\lambda\) is a critical point of the \(C^1(Z)\) functional \(J_{\lambda}\) defined in \((3.1)\). Clearly, \((3.16)\) and \((3.17)\) are still valid, so that the main formulas \((3.19)\)–\((3.21)\) can be derived exactly in the same way. Hence, thanks to \((1.7)\) and \((3.22)\) the inequality \((3.23)\) reduces to

\[
\ell_{\lambda}^{2^*_s} \geq a S_{\lambda}^{2_s},
\]

which, together with \((3.21)\), yields at once that there exists \(\lambda^* > 0\) such that \(\ell_{\lambda} = 0\) for all \(\lambda \geq \lambda^*\).

In conclusion, the Palais–Smale condition holds and we are done as in the proof of Theorem 21.

Finally, \((1.3)\) is just a consequence of \((3.17)\), which is implied by \((4.1)\) and Lemma 4.

Case (ii). As in \((1.1)\), before solving \((1.1)\) we need a truncation argument. Take \(\alpha \in \mathbb{R}\), with \(0 < \alpha < M(0) < \alpha < \sigma a/2\), which is possible being \(2M(0) < \sigma a\) by assumption. Put for all \(t \in \mathbb{R}^+_0\)

\[
M_\alpha(t) = \begin{cases} M(t), & \text{if } M(t) \leq \alpha, \\ \alpha, & \text{if } M(t) > \alpha, \end{cases}
\]

so that

\[
M_\alpha(0) = M(0), \quad \min_{t \in \mathbb{R}^+_0} M_\alpha(t) = \alpha,
\]

and denote by \(\mathcal{M}_\alpha\) its primitive. Let us consider the auxiliary problem

\[
\begin{cases} -M_\alpha(\|u\|^2)\mathcal{L}_K u = \lambda f(x,u) + |u|^{2^*_s-2} u, & \text{in } \Omega, \\ u = 0, & \text{in } \mathbb{R}^n \setminus \Omega. \end{cases}
\]

We are going to solve \((4.2)\), using a mountain pass argument as done in Case (i), but replacing the Kirchhoff function \(M\) with \(M_\alpha\).

Clearly \((4.2)\) can be thought as the Euler–Lagrange equation of the \(C^1\) functional

\[
J_{\lambda,\alpha}(u) = \frac{1}{2} \mathcal{M}_\alpha(\|u\|^2) - \lambda \int_\Omega F(x,u(x))dx - \frac{1}{2s} \|u\|_{Z^s}^{2^*_s}, \quad u \in Z,
\]

as introduced in \((20)\). First let us observe that for the functional \(J_{\lambda,\alpha}\) all the Lemmas 4 and 5 continue to hold. Indeed, for Lemma 5 it is enough only to observe that \((3.2)\) is now replaced by \(\mathcal{M}(t) \leq \alpha t\) for all \(t \in \mathbb{R}^+_0\). Similarly, also Lemma 6 can be proved in a simpler way, by observing that now, being \(t_{\lambda} > 0\) for all \(\lambda > 0\), then \((3.9)\) becomes

\[
\alpha t_{\lambda}^2 \|e\|^2 \geq s_{\lambda} t_{\lambda}^2 \|e\|^2 M_\alpha(t_{\lambda}^2 \|e\|^2) \geq t_{\lambda}^{2^*_s} \|e\|_{Z^s}^{2^*_s} \quad \text{for any } \lambda \in \mathbb{R}^+.
\]
This implies at once that \( \{t_{\lambda}\}_{\lambda \in \mathbb{R}^+} \) is bounded in \( \mathbb{R} \). The rest of the proof is unchanged. Hence all Lemmas \([4,6]\) are valid for \( J_{\alpha,\lambda} \) and it remains to prove for \( J_{\alpha,\lambda} \) the main Lemma \([7]\).

Proceeding as in Case (i), by (1.7) and (F3) now (1.1) becomes

\[
c_\lambda + o(1) \geq \left( \frac{a}{2} - \frac{\alpha}{\sigma} \right) \|u_j\|^2 + \left( \frac{1}{\sigma} - \frac{1}{2s} \right) \|u_j\|^2_{2^*_s},
\]

being \( \alpha < \sigma a/2 \). While the other key formulas hold true with no relevant modifications. Thus, arguing as in the proof of Theorem \([1]\) we can find that for all \( \alpha \in (M(0),\sigma a/2) \) there exists a suitable \( \lambda_0 = \lambda_0(\alpha) > 0 \) such that problem (4.2) admits a non-trivial weak solution \( u_\lambda \in Z \), with \( J_{\alpha,\lambda}(u_\lambda) = c_\lambda \). Hence, (4.3) implies that for all \( \lambda \geq \lambda_0 \)

\[
c_\lambda \geq \left( \frac{a}{2} - \frac{\alpha}{\sigma} \right) \|u_\lambda\|^2, \quad \text{with} \quad \frac{a}{2} - \frac{\alpha}{\sigma} > 0,
\]

so that (1.6) follows at once by Lemma \([6]\).

Fix \( \alpha \in (M(0),\sigma a/2) \). By (1.6)

\[
a \leq M(0) = M_\alpha(0) = \lim_{\lambda \to \infty} \lambda \geq \lambda_0 \leq \lambda_0(\alpha) = M_\alpha(\|u_\lambda\|^2).
\]

Therefore, there exists \( \lambda^* = \lambda^*(\alpha) \geq \lambda_0 \) such that

\[
a \leq M_\alpha(\|u_\lambda\|^2) < \alpha \quad \text{for all} \quad \lambda \geq \lambda^*.
\]

In conclusion, for all \( \alpha \in (M(0),\sigma a/2) \) there exists a threshold \( \lambda^* = \lambda^*(\alpha) > 0 \) such that for all \( \lambda \geq \lambda^* \) the mountain pass solution \( u_\lambda \) of (4.2) is also a solution of problem (1.1). \( \square \)

Note that with Theorem \([2]\) (ii) we are able to cover the case \( \gamma \geq \sigma /2 \), not allowed in Theorem \([2]\) (i). However, as mentioned in the Introduction, the approach used in the case (ii) is different. Indeed, in Theorem \([2]\) (ii) the Kirchhoff function \( M \) could increase faster than the other terms of \( J \). This makes the argument performed in Theorem \([1]\) no longer applicable, and a truncation technique is used, as in \([15,20]\), but without any monotonicity assumption on \( M \) and without assuming that \( M(0) = a \).
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