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Abstract

Human pose estimation (HPE) usually requires large-scale training data to reach high performance. However, it is rather time-consuming to collect high-quality and fine-grained annotations for human body. To alleviate this issue, we revisit HPE and propose a location-free framework without supervision of keypoint locations. We reformulate the regression-based HPE from the perspective of classification. Inspired by the CAM-based weakly-supervised object localization, we observe that the coarse keypoint locations can be acquired through the part-aware CAMs but unsatisfactory due to the gap between the fine-grained HPE and the object-level localization. To this end, we propose a customized transformer framework to mine the fine-grained representation of human context, equipped with the structural relation to capture subtle differences among keypoints. Concretely, we design a Multi-scale Spatial-guided Context Encoder to fully capture the global human context while focusing on the part-aware regions and a Relation-encoded Pose Prototype Generation module to encode the structural relations. All these works together for strengthening the weak supervision from image-level category labels on locations. Our model achieves competitive performance on three datasets when only supervised at a category-level and importantly, it can achieve comparable results with fully-supervised methods with only 25% location labels on MS-COCO and MPII.

1. Introduction

Human pose estimation (a.k.a., keypoint localization) is a challenging yet fundamental computer vision task, which aims to detect the keypoint locations (e.g., eyes, ankles). In recent years, HPE has witnessed dramatic progress with the development of CNNs. An integral factor of the achievement is the availability of large-scale training data with precise location annotations. However, it’s rather label-intensive and time-consuming to collect high-quality and fine-grained annotations. Thus, we study the keypoint localization when only the image-level category labels are given.

The Class Activation Mapping (CAM) [53] is a simple but effective method to discover object regions from intermediate classifier activation with only image-level labels, which has been the cornerstone of weakly-supervised object localization (WSOL) [53] and weakly-supervised semantic segmentation (WSSS) [47]. The CAM tends to focus on the most discriminative parts of object, and many approaches [20,46,48] are proposed to improve CAM to cover the full extend of an object. But these methods cannot localize the subtle joints due to the gap between the object-level localization and fine-grained keypoint localization.

Our method is also built upon CAM. There are two main obstacles for applying CAM in HPE. i) For tiny and local keypoints, it’s hard for the model to capture the precise spatial features for accurate prediction without the explicit location labels. Furthermore, the local appearance features learned only relying on the image-level labels are not comprehensive enough for understanding the human body. Therefore, more contextual information and explicit spatial...
2. Related Work

**Human Pose Estimation.** Recently, researchers have made painstaking efforts [9, 36, 45] to make progress on HPE, two mainstream methods are prevalent including bottom-up [18, 32] and top-down [6, 37, 42]. The former directly estimate all the keypoints and assign them into persons. The latter firstly detect the human bounding boxes and locate the keypoints within each box. However, the above works all solve the fully-supervised regression and no research explore the weakly-supervised HPE. This paper follows the top-down pipeline. After acquiring the bounding boxes, we acquire the keypoint locations from a perspective of classification with only the category labels.

**Transformers in computer vision.** Recently, Transformers attract much attention in computer vision. ViT [10] applies a pure Transformer framework to a series of image patches for classification. Besides, vision Transformer is widely applied to object detection [51], segmentation [52]. Further, DETR [5] and Deformable DETR [54] predict a box set for matching the object location.

Specially, the Transformer is also applied in HPE, including hand pose estimation [14] and 3D HPE [23, 50]. The most close to ours is the applications in 2D HPE [22, 24, 26, 44]. These studies achieve impressive performance implying that Transformer is suitable and effective for modeling human poses. Therefore, we also leverage the transformer to explore the weakly-supervised HPE with only the category labels.

**CAM-based WSOL.** Weakly-supervised object localization aims to locate the objects with only image-level labels. Since CAM was proposed in [53], CAM-based methods have been achieved great success for both WSOL and WSSS. For WSOL, CAM suffers from only identifying small discriminative region of objects. After that, a series of works [20, 46, 48] are proposed to improve the quality of CAM. However, these improvements are ineffective when extended to HPE.

In light of CAM, we rethink the HPE and aim to locate keypoints with the image-level category labels. Even if CAM-based methods have made success in WSOL, it doesn’t work well for the keypoint prediction. The local human parts and the subtle differences between categories undoubtedly bring great challenges to achieve accurate HPE.

3. Method

3.1. Framework Overview

As shown in Fig. 2, the LOFR framework primarily comprises of the MSC-En and RGP-De. Given an input, we firstly obtain the multi-scale feature representations through the CNN backbone. Then, the multi-level feature maps are processed with SPE to feed into the encoder to conduct the self-attention for capturing the human context memory $F_{mn}$.
3.2. CNN-based

Following the top-down pipeline, the detected single person images are fed into the CNN-based network to acquire the feature map $X \in \mathbb{R}^{H \times W \times D}$ where $H, W,$ and $D$ are the height, width and channels. We turn $X$ into $X' \in \mathbb{R}^{H' \times W' \times C}$ with $1 \times 1$ convolution and $C$ is the number of keypoint classes. Then, followed by GAP, FC and a softmax layer for classification as in Fig. 2, we get the category-specific activation maps $M = [m_1, m_2, ..., m_c] \in \mathbb{R}^{H \times W \times C}$ by convolving the weights of FC with feature map $X'$ as follows:

$$m_c(x, y) = RELU \left( \sum_k w_{ck} x'_k(x, y) \right),$$

where $w^c$ and $x'_k$ depict the weight of the $c$-th category and $k$-th feature map, respectively.

For acquiring the initial node embedding for the graph in RGP-De (in sec 3.4), we compute category-specific keypoint vectors $F_c = [f_1, f_2, ..., f_c] \in \mathbb{R}^{C \times D'}$ as:

$$f_c = x'^T X_c = \sum_{i=1}^{H} \sum_{j=1}^{W} x'_{i,j} x^c_{i,j},$$

where $x'_{i,j}, x^c_{i,j}$ are the $(i, j)$-th feature of feature maps and $X^c \in \mathbb{R}^{H \times W \times D'}$ is got with a $1 \times 1$ convolution.

3.3. Multi-scale Spatial-guided Context Encoder

We propose a MSC-En equipped with the SPE to capture the multi-scale spatial-aware human context information as shown in the yellow box of Fig. 2.

Spatial-aware Position Encoding. As discussed above, we have obtained the part-aware CAMs $M$. Further, we obtain coarse keypoint location maps $\{F^{key}_i\}, i = 1, 2, ..., C$ via finding the max value of $M$. Rather than adopt the random initialized position embedding, we take $\{F^{key}_i\}$ as the implicit position prior to help the model know spatial part locations while capturing the context. Given the input features $F$, we establish spatial-aware inputs as below:

$$\varphi = F \otimes F^{key},$$

$$F' = \psi(\varphi \oplus F).$$

We view $\varphi$ as the updated positional encoding to sum with $F$, the $\psi$ depicts a feature transformation operation. The $\otimes, \oplus$ depicts the cross-product and element-wise sum operation. The resulted $F'$ is fed into the encoder.

Multi-scale Context Learning. For capturing more comprehensive context, we extract the multi-scale features $\{F_i\} \in \mathbb{R}^{H \times W \times C}$, $i = 1, 2, 3$ from the CNN backbone at the down-sampled ratios of $1/4, 1/8, 1/16$. We obtain their position encoding and the updated multi-scale input features $\{F'_i\}, i = 1, 2, 3$ in Eq. 3 to conduct self-attention (SA) mechanism.
Given $F'$ as input, the multiple SA modules are employed to learn pixel-level human contextual dependencies of multi-scale features. As depicted in Fig. 3 (a), a SA module consists of multi-head self-attention (MSA) and feed forward networks (FFN), layer normalization (LN) and residual connection is applied after every block. The FFN contains two linear layers with a ReLU. For $l$-th layer, the input to SA is a triplet of (query, key, value) computed from the input $F'_{l-1}$ as:

$$Q = F'_{l-1}W_Q^l, K = F'_{l-1}W_K^l, V = F'_{l-1}W_V^l,$$

where $W_Q^l \in \mathbb{R}^{C \times d_k}, W_K^l \in \mathbb{R}^{C \times d_k}, W_V^l \in \mathbb{R}^{C \times d_v}$ are the parameter matrices of linear projection heads, and $d_k, d_v, d_e$ is the dimensions of input. The SA is formulated as:

$$s_{qk} = \text{Softmax}(F'_{l-1}W_Q^l(F'_{l-1}W_K^l)^T \sqrt{d_k}),$$

where the attention weights $s_{qk}$ are calculated based on the dot-product similarity between each query and the keys. The $d_k$ is a scaling factor modeling the inter-dependency between different spatial pixels of human part regions.

$$SA(F'_{l-1}) = F'_{l-1} + F'_{l-1}W_V^l s_{qk},$$

the weighted sum of the values can aggregate these semantically related spatial pixels to update the context. Since pixels belonging to the human body part have high similarities while are distinct from background pixels, the feature captures more complete human body would be more robust to backgrounds. The MSA is an extension with $h$ SA and projects their concatenated output as:

$$MSA(F'_{l-1}) = \text{Concat}(SA_1, ..., SA_h)W_Q^l,$$

where $W_Q^l \in \mathbb{R}^{hd_k \times C}$ is a parameter of linear head. We set $h = 8, C = 256$ and $d_q, d_k, d_v$ equal to $C/h = 32$. Then, we use FFN to produce the context-aware memory:

$$F'_l = MSA(F'_{l-1}) + FFN(MSA(F'_{l-1})) \in \mathbb{R}^{L \times C}.$$

Up to now, the single-scale human context features are captured, which are robust to background clutters. For aggregating the multi-scale context, we concat the multi-level output $\{F'_i\}, i \in \{1, 2, 3\}$ as the final context memory $F_m$.

### 3.4. Relation-Guided Pose Decoder

In RGP-De, we involve a set of relation-encoded pose prototypes that contain the category-specific semantics and structural relations among joints to let the decoder decode more accurate part-aware response maps. An additional part diversity constraint enables the part locations more accurate and focused.

**Relation-encoded Pose Prototype Generation.** Notably, the human poses have inherent structure conforming to the kinematic constraint. For example, the adjacent or symmetrical joints are more likely to possess highly consistent semantic information. Therefore, we design RePPG to integrate joint-wise relations into the updated pose prototypes for parsing more precise part-aware locations.

We firstly introduce a set of pose prototypes $P_C = \{p_i\}_{i=1}^C, p_i \in \mathbb{R}^{1 \times d}$ which determines whether pixels of the feature $F_m$ belong to the part $i$. We initialize the category-specific keypoint features $F_c$ in Eq. 2 as the node feature of $P_C$. We build an intuitive graph $G = (V, E)$ based on $F_c$. $V = \{v_i, i = 1, 2, ..., C\}$ is the node set to depict keypoints. $E = \{v_i v_j \mid i \neq j$ and $i, j$ are connected in the human body$\}$ refers to limbs of part. The adjacent matrix $A = \{a_{ij}\}$ is initialized according to the pre-defined kinematic connection with $a_{ij} = 1$ when $v_i$ and $v_j$ are adjacent in $G$ or $i = j$, otherwise $a_{ij} = 0$.

Considering the human body structure is a natural graph with spatial constraint among joints, we thus model the keypoint relations via the recent SemGCN [49] to explore their structural relation. For a graph convolution, propagating features through neighbors helps to learn robust structure and captures the joint dependency. This equips pose prototypes with the structural relation prior, which is vital for activating the uncertain part responses while decoding.

Concretely, the updated node features are firstly gathered to node $i$ from its neighbors $j$. The initial node features are collected into $F_c^{(l)} \in \mathbb{R}^{P \times C}$ as in Eq. 2.

$$F_c^{(l+1)} = \bar{W}^{(l+1)} F_c^{(l)} \varphi_i(M_r \odot A),$$

where $F_c^{(l)}$ and $F_c^{(l+1)}$ are the node features before and after $l$-th conv., $\varphi_i$ is normalization, $\bar{W}^{(l+1)}$ is the weight matrix. The $M_r \in \mathbb{R}^{C \times C}$ denotes the local semantic relations between joints and updates with node features. In this way, the updated pose prototypes $P_C = \{p'_i\}_{i=1}^C$ encoding the local semantic and spatial relation are obtained.

The cross-attention layer aims to learn more specific part-aware features through the interaction between $F_m$ with the prototypes $P_C$. As shown in Fig. 3 (b), given $F_m$, queries come from prototypes $\{p'_i\}_{i=1}^C$, keys and values arise from the feature $F_m$. The implementation is the same as the above SA learning, the attention weights of all $hw$ positions form a part-aware response map $R_i = [r_{i,1}, r_{i,2}, r_{i,3}, ..., r_{i,hw}]$, which has high response values at...
context features belonging to \(i\)-th part. We then obtain \(i\)-th part feature by pooling operation. By computing over all prototypes, we obtain \(C\) part response maps (each map is an attention map) and the corresponding part features \(\{F_i^p\}_i^C\). Finally, we obtain the keypoint location map via finding the max value of their response map.

**Part Diversity Constraint.** A simple classification loss is insufficient to capture subtle differences among keypoint categories. Different prototypes may tend to focus on the same part (e.g., the main body), which may result in confusion among keypoint locations. Thus, making part features more distinguished, we design a part diversity constraint on \(\{F_i^p\}_i^C\) to let features attend to the corresponding local part.

\[
L_{\text{div}} = \frac{1}{C(C-1)} \sum_{i=1}^C \sum_{j=1, j \neq i}^C \frac{\langle f_i^p, f_j^p \rangle}{\|f_i^p\|_2 \cdot \|f_j^p\|_2},
\]

if the \(i\)-th and \(j\)-th part feature give a high weight to the same location, the \(L_{\text{div}}\) will become large and prompt each part feature to adjust themselves adaptively.

### 3.5. Optimization

The classification output denotes joint-wise one-hots \(O\). Based on this, the overall objective function \(L_{\text{weak}}\) includes three classification losses and a diversity loss. The classification loss \(L_{\text{cls}}\) refers to the BCE, followed by CNN output, the encoder output and the final prediction, respectively.

\[
L_{\text{cls}} = \frac{1}{C} \sum_{i=1}^C BCE(O_i, O_i^*),
\]

\[
L_{\text{weak}} = \alpha L_{\text{cls, nn}} + \alpha_1 L_{\text{cls, cn}} + \alpha_2 L_{\text{cls, tran}} + \beta L_{\text{div}}.
\]

When we provide few location-labeled data, we adopt \(L_{\text{sup}}\) to measure the groundtruth \(H^*\) and the predicted heatmap \(H\). The overall loss \(L_{\text{semi, weak}}\) is depicted as,

\[
L_{\text{sup}} = \frac{1}{C} \sum_{i=1}^C MSE(H_i, H_i^*),
\]

\[
L_{\text{semi, weak}} = L_{\text{sup}} + L_{\text{weak}},
\]

where \(\alpha, \alpha_1, \alpha_2\) and \(\beta\) are the weight factors, respectively.

### 4. Experiment

#### 4.1. Datasets and Evaluation metric

**COCO Keypoint Detection** [25] consists of 118K training images, 20K testing images and the 5K validation images. The performance is evaluated by the OKS-based average precision (AP) and average recall (AR).

**MPII Human Pose Dataset** consists of 25K images with 40K objects, where 12K objects are for testing and the remaining for training. We use the standard PCKh [1] (head-normalized probability of correct keypoint) for evaluation. **CrowdPose** contains 20K images and 80K human instances in three crowding levels by Crowd Index: easy (0 \(\sim\) 0.1), medium (0.1 \(\sim\) 0.8) and hard (0.8 \(\sim\) 1). It aims to promote performance in crowded cases and adopts the same evaluation metrics as in MS-COCO.

#### 4.2. Implementation Details

**Network Architectures.** Unless specified, the backbone adopts ResNet-50 and HR-w32. We choose DETR [5] as the Transformer baseline.

**Training.** We implement all experiments in PyTorch [33] on 4 Tesla V100s with 32GB. For MS-COCO, human detection boxes are resized to 256\(\times\)192 or 384\(\times\)288. We adopt Adam [17] optimizer with a learning rate of \(4 \times 10^{-3}\) and a weight decay of \(10^{-4}\). The learning rate of transformer is decreased by a factor of 10. For MPII, the input size adopts 256\(\times\)256 and 384\(\times\)384 and half-body augmentations are adopted. The training lasts for 160 epochs. For CrowdPose, the setting is similar with COCO and trained for 210 epochs. For data augmentation, we apply random flip and random resize with scale \(\in [0.65, 1.35]\) (cutout not used). The weight factors for the \(\alpha, \alpha_1, \alpha_2\) and \(\beta\) are set as 0.2, 0.2, 0.5 and 0.1, respectively.

#### 4.3. Comparison with State-of-the-arts

##### 4.3.1 Location-free Setting

**On MS-COCO.** The result comparisons on MS-COCO test-dev are in Tab. 1. It’s noted that the baseline is implemented based on the C2 (Res-50) with the original transformer-based architecture. The accuracy has sharply improved compared with the supervised result. By contrast, ours achieves over 20% improvement than the baseline across all cases. This proves our LOFR can obtain more accurate keypoint locations. Although a certain gap exists with the supervised one, we still achieve a competitive performance especially compared with the bottom-up methods. We also achieve stable improvements even with different backbones and input sizes, which also reflect the good generality of our method.

**On MPII.** As shown in Tab. 2, only with the category labels, the baseline solely achieves 35.3% PCKh score. By comparison, the accuracy of ours boosts to 61.8% with a large margin of 26.5%. Additionally, our LOFR achieves consistent improvements on all kinds of joints, though a certain gap exists compared with the fully-supervised methods. It’s possibly in that MPII contains in-the-wild images with diverse pose interactions which span from householding to outdoor sports thus it brings great challenges to the model only with category-level labels.
Table 1. Performance comparisons on COCO test-dev 2017. The best result is highlighted in bold, and same for other tables.

| Method        | Back | size     | AP  | AP50 | AP75 | AM  | AL  |
|---------------|------|----------|-----|------|------|-----|-----|
| G-RMI [32]    | R101 | 353×257  | 64.9| 85.5 | 71.3 | 62.3| 70.0|
| AE [30]       | -    | 512×512  | 65.5| 86.8 | 72.3 | 60.6| 72.6|
| PitPaf [19]   | -    | -        | 67.4| -    | -    | -   | -   |
| HigherNet [7] | HR32 | 512      | 66.4| 87.5 | 72.8 | 61.2| 74.2|
| HGG [15]      | -    | 512      | 68.3| 86.7 | 75.8 | -   | -   |
| FCPF [27]     | R101 | 800      | 65.6| 87.9 | 72.6 | 62.1| 72.3|
| DEKR [11]     | HR32 | 512      | 70.7| 87.7 | 77.1 | 66.2| 77.8|

**Bottom-up methods**

**Transformer-based methods**

| Method    | Back | size     | AP  | AP50 | AP75 | AM  | AL  |
|-----------|------|----------|-----|------|------|-----|-----|
| CPN [6]   | Incep| 384×288  | 73.0| 91.7 | 80.9 | 69.5| 78.1|
| SBN [42]  | R152 | 384×288  | 73.7| 91.9 | 81.1 | 70.3| 80.0|
| HRNet [37]| HR32 | 384×288  | 74.9| 92.5 | 82.8 | 71.3| 80.9|
| PoseFix [28]| R152 | 384×288  | 76.7| 92.6 | 84.1 | 73.1| 82.6|
| UDP [13]  | R152 | 384×288  | 74.7| 91.8 | 82.1 | 71.5| 80.8|

**Only W/ Category Labels**

Table 2. Performance comparisons of PCKh@0.5 on MPII test set.

| Method        | AP  | AP50 | AP75 | AM  | AL  |
|---------------|-----|------|------|-----|-----|
| Wei [41]      | 97.8| 95.0 | 88.7 | 84.0| 88.4|
| Newell [29]   | 98.2| 96.3 | 91.2 | 87.2| 89.4|
| Sun [36]      | 98.1| 96.2 | 91.2 | 87.2| 89.4|
| Tang [39]     | 97.4| 96.4 | 92.1 | 87.7| 90.2|
| Ning [31]     | 98.1| 96.3 | 92.2 | 87.8| 90.6|
| Chu [9]       | 98.5| 96.3 | 91.9 | 88.1| 90.6|
| Chou [8]      | 98.2| 96.8 | 92.2 | 88.0| 91.3|
| Yang [45]     | 98.5| 96.7 | 92.5 | 88.7| 91.1|
| Ke [16]       | 98.5| 96.8 | 92.7 | 88.4| 90.6|
| Xiao [42]     | 98.5| 96.6 | 91.9 | 87.6| 91.1|
| Tang [38]     | 98.4| 96.9 | 92.6 | 88.7| 91.8|
| Sun [37]      | 98.6| 96.9 | 92.8 | 89.0| 91.5|
| Su* [35]      | 98.7| 97.5 | 94.3 | 90.7| 93.4|
| Bin* [2]      | 98.9| 97.6 | 94.6 | 91.2| 93.1|
| Bulat* [3]    | 98.8| 97.5 | 94.4 | 91.2| 93.2|

**Only W/ Category Labels**

Table 3. Performance comparisons on CrowdPose test set.

| Method        | AP  | AP50 | AP75 | AM  | AL  |
|---------------|-----|------|------|-----|-----|
| PRTR [22]     | 51.1| 62.1 | 53.2 | 45.2| 43.6|
| TFPose [26]   | R50 | 384×288| 72.2| 90.9 | 80.1| 69.1|
| TokenP [24]   | HR32| 256×192| 74.7| 89.8 | 81.4| 71.3|
| TransP [44]   | R152| 384×288| 74.7| 91.8 | 82.1| 71.5|

**Only W/ Category Labels**

**Ours-LOFR**

| Method        | AP  | AP50 | AP75 | AM  | AL  |
|---------------|-----|------|------|-----|-----|
| Baseline      | 34.0| 41.4 | 36.2 | 31.6| 36.2|
| Ours-LOFR     | R50 | 256×192| 54.3| 61.0 | 55.6| 52.6|
| Ours-LOFR     | R50 | 384×288| 55.4| 62.1 | 56.7| 53.7|
| Ours-LOFR     | HR32| 256×192| 54.8| 61.8 | 56.1| 53.2|
| Ours-LOFR     | HR32| 384×288| 55.9| 62.9 | 55.3| 54.4|
| Ours-LOFR     | HR48| 256×192| 55.5| 62.4 | 56.7| 53.8|
| Ours-LOFR     | HR48| 384×288| 56.4| 63.4 | 55.6| 54.8|

On CrowdPose. We further validate our method on the challenging CrowdPose dataset and the result is depicted in Tab. 3. The LOFR surpasses the baseline on all metrics, yielding the accuracy of mAP 42.5% with an improvement of 20.0%. Even for the AP (hard), we still bring a large improvement to 34.1%(+17.5%). This suggests our method is solid even toward the extreme crowded poses. The qualitative comparison results are shown in Fig. 4.

Figure 4. Qualitative comparisons on MPII and CrowdPose.

4.3.2 Weakly Semi-supervised Setting

While we mainly focus on the image-level learning, our method can also achieve better performance when few location-labeled data are given. In this time, the training process is not changed but the labeled samples conduct supervised loss with groundtruth. We choose 5%, 10%, 25% labeled instances from the training set of MS-COCO and MPII, the remaining samples only have image-level labels and train as the location-free setting.

We validate the experiments on the val of the above datasets in Tab. 4. “Sup-only” means trained only with the samples labeled with groundtruth. And we reimplement the Sup-only baseline and the compared methods combined with the transformer baseline framework for the fair com-
parison. It shows that our model achieves stable improvements than the base Sup-only in all cases with the category label assistance. Noted that when 25% location labeled instances are given, our model achieves comparable performance with the fully-supervised (ALL) model. Moreover, the proposed strategy can benefit more accurate estimation under the fully-supervised setting and it achieves the result of 71.8% and 89.3% on COCO and MPII, outperforming the base (ALL) model by 0.8%, 0.6%, respectively.

Table 4. Result comparisons on validation set of the COCO and MPII datasets for different ratios of location data.

| Dataset | Method       | Back | 5%  | 10%  | 25%  | ALL  |
|---------|--------------|------|-----|------|------|------|
| COCO    | Sup-only [42]| R50  | 50.3| 54.8 | 60.8 | 71.0 |
|         | SemiPose [37]| HR32 | 53.8| 58.9 | 64.6 | 74.9 |
|         | Ours-WS      | R50  | 60.9| 64.8 | 70.6 | 71.8 | (+0.8%) |
|         | Ours-WS      | HR32 | 64.6| 68.9 | 74.0 | 75.3 | (+0.5%) |
| MPII    | Sup-only [42]| R50  | 64.0| 69.5 | 77.5 | 88.7 |
|         | SemiPose [37]| R50  | 71.3| 76.3 | 82.5 | -    |
|         | Ours-WS      | R50  | 74.6| 79.8 | 88.1 | 89.3 | (+0.6%) |

4.4. Ablation Study

Effectiveness of SPE, MS and PDC. In Tab. 5, the model with SPE improves 3.4% mAP than baseline. This reveals that it’s useful to let model focus on the local part context learning. And multi-scale (MS) strategy further improves 1.8% and the PDC also improves 2.0% based on RePPG.

For further showing its effectiveness intuitively, we visualize the location maps produced by the model with or without SPE and PDC in Fig. 5. We observe that with SPE, the keypoint location is more accurate and complete, which illustrating our SPE provides spatial-aware guidance compared with the random initialized position encoding. The PDC also helps model discover more explicit part regions than baseline. Additionally, the learned features by MSC-En can cover more part-specific context by the aid of SPE compared with the Tran-En in Fig. 7.

Table 5. Ablation study of each module on COCO val2017.

| Model | Baseline | SPE | MS | RePPG | PDC | mAP | mAR |
|-------|----------|-----|----|-------|-----|-----|-----|
| 1     | ✓        | ✓   |    |       |     | 39.1| 44.5|
| 2     | ✓        | ✓   | √  |       |     | 42.5| 47.8|
| 3     | ✓        | ✓   |    |       |     | 40.9| 46.7|
| 4     | ✓        | ✓   | √  |       |     | 44.9| 50.4|
| 5     | ✓        | ✓   | ✓  |       |     | 41.1| 46.5|
| 6     | ✓        | ✓   | ✓  | ✓     |     | 44.3| 49.4|
| 7     | ✓        | ✓   | ✓  | ✓     | ✓   | 46.9| 52.6|
| 8     | ✓        | ✓   | ✓  | ✓     | ✓   | 54.9| 60.6|

Effectiveness of RePPG. In Tab. 5, the result of mAP improves to 44.9% (+5.8%) by adding RePPG on the baseline.

This powerfully indicates the necessity of mining the potential structural keypoint relations for guidance.

In our setting, the pose prototypes learn the statistical relevance between keypoints from the dataset, serving as the prior knowledge. To indicate the information encoded in these prototypes, we calculate their inner product matrix and visualize it in different cases in Fig. 6. Fig. 6 (d) reveals that one tends to be highly related to its symmetric or adjacent keypoints. For instance, the left hip is mostly related to right hip and left shoulder with high relevance score. Such finding conforms to our common sense and reveals what the model learns. But the Fig. 6 (b) mainly implies the self-correlation learning, which indicates that RePPG can encode more explicit local keypoint relations.

Impact of the model scaling. In Tab. 6, we explore the effect of numbers of encoders and decoders in transformer. The performance grows at the first four layers and saturates as the layer increases and we choose the best setting.
Table 6. Effect of encoder (\(D_{En}\)) and decoder (\(D_{De}\)) numbers on COCO val2017.

| Model | \(D_{En}\) | \(D_{De}\) | mAP | mAR |
|-------|-------------|-------------|-----|-----|
| 1     | 2           | 2           | 50.3| 55.2|
| 2     | 3           | 3           | 52.3| 57.8|
| 3     | 4           | 4           | 53.7| 58.7|
| 4     | 4           | 6           | 54.9| 60.6|
| 5     | 6           | 4           | 54.4| 59.6|
| 6     | 6           | 6           | 53.2| 58.4|

Visualization and Analysis. For illustrating our strategy intuitively, we visualize the detailed process in heatmap-based results in Fig. 7. Our RGP-De decodes more fine-grained and distinguished keypoint feature responses than the baseline. Our final result acquires more accurate locations even compared with the supervised result as in Fig. 5. Besides, we also visualize the qualitative comparison results in Fig. 8 and it also can prove the effectiveness of our method for the weakly-supervised HPE.

For ensuring the results are not cherry-picked, we compute the statistical average response value across joints on the whole dataset in Tab. 7. The joint response value of LOFR is obviously higher than the baseline. This illustrates that our model can acquire more explicit joint locations by the aid of the learned local context and guided relations.

Table 7. Comparisons of the average response around the body joints across datasets. We normalize the value belongs to \([0 \sim 1]\).

| Dataset | Ear | Eye | Nose | Hea | Sho | Elb | Wri | Hip | Kne | Ank |
|---------|-----|-----|------|-----|-----|-----|-----|-----|-----|-----|
| Baseline |     |     |      |     |     |     |     |     |     |     |
| COCO    | 0.21| 0.17| 0.32 | 0.63| 0.36| 0.31| 0.21| 0.21| 0.21| 0.13|
| MPII    | -   | -   | -    | 0.62| 0.52| 0.34| 0.24| 0.17| 0.16| 0.09|
| Crowd   | -   | -   | -    | 0.61| 0.32| 0.28| 0.16| 0.35| 0.15| 0.11|
| Ours-LOFR |     |     |      |     |     |     |     |     |     |     |
| COCO    | 0.45| 0.38| 0.52 | 0.86| 0.71| 0.63| 0.53| 0.46| 0.61| 0.54|
| MPII    | -   | -   | -    | 0.85| 0.76| 0.64| 0.53| 0.48| 0.50| 0.35|
| Crowd   | -   | -   | -    | 0.82| 0.62| 0.51| 0.42| 0.51| 0.42| 0.35|

Discussions. Benefiting from the global feature learning capability of transformer, we can obtain more discriminative and comprehensive human body context than CNN. However, the body parts are very small and hard to distinguish, it’s vital to enable the transformer possess the position-aware prior to know where should be attended. Thus, we design the spatial-aware position encoding to focus locally. More significantly, the structural relations encoded via GCN can guide the decoder to activate the delicate part locations. With their collaboration, we achieve a relatively competitive location-free HPE.

Considering the issues of the image-label similarity, when a person appears completely, it possesses all keypoint categories. However, for the dataset we adopt, e.g., COCO, according to the statistics in [34], the complete instances account for less than 50%, most instances only have half or a small number of body parts appearing in images. Therefore, the category labels across instances have sufficient diversity to enable model capture the distinct joint information. Noted that the cutout augmentation can bring about 0.8% improvement but it’s not involved in our method to avoid information leakage.

5. Conclusion and Limitation

In this paper, we shift the paradigm of human pose estimation from Location-supervised to Location-free. Accordingly, we propose a customized transformer-based HPE pipeline from the perspective of classification only with category-level labels. We firstly design a multi-scale spatial-guided context encoder to capture comprehensive context while focusing on the local part regions. To decode more accurate part-aware locations, we consider the inherent relation constraint among joints via GCN to encode the relational guidance into the pose prototypes. A part diversity constraint is used to keep the part features distinguished.

Limitation. The complexity of the model can be further reduced. And the model cannot better solve the occlusions for the multi-person estimation especially in crowded scenes (e.g., on CrowdPose) and it worth exploring in future.
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