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Abstract

The currently dominating artificial intelligence and machine learning technology, neural networks, builds on inductive statistical learning. Neural networks of today are information processing systems void of understanding and reasoning capabilities, consequently, they cannot explain promoted decisions in a humanly valid form. In this work, we revisit and use fundamental philosophy of science theories as an analytical lens with the goal of revealing, what can be expected, and more importantly, not expected, from methods that aim to explain decisions promoted by a neural network. By conducting a case study we investigate a selection of explainability method’s performance over two mundane domains, animals and headgear. Through our study, we lay bare that the usefulness of these methods relies on human domain knowledge and our ability to understand, generalise and reason. The explainability methods can be useful when the goal is to gain further insights into a trained neural network’s strengths and weaknesses. If our aim instead is to use these explainability methods to promote actionable decisions or build trust in ML-models they need to be less ambiguous than they are today. In this work, we conclude from our study, that benchmarking explainability methods, is a central quest towards trustworthy artificial intelligence and machine learning.
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1. Introduction

Digitalisation influences all parts of society. In its heart resides Artificial Intelligence (AI) and Machine Learning (ML), technologies with roots in natural science and a third-person objectivising stance Grimm (2016). Research in the area then inherits values that are concerned with ground truth, optimising class probability, minimising bias in training data and mitigating consequences of data drift. This approach, useful when the target domain is static and well-defined, is not well suited to promote decisions¹ in a real-world context Chollet (2019). These ML/AI systems are information processing systems that due to their complexity becomes black boxes Lipton (2016) that promote decisions without presenting reasons in a human-understandable form. Answering a how-question, by associating inputs to an ML-system with a promoted decision, compared to, answering a why-question, actionable in the real world, are two very different challenges. In later years negative consequences related to this information processing approach, void of reasoning and understanding, has become increasingly apparent Hutchinson and Mitchell (2019); Couldry and Mejias (2019).

¹ The output from an ML system in the form of classification, recommendation, prediction, proposed decisions or action
The gap between reality and the fragment of reality modelled by an ML/AI System can be expressed in terms of explanandum overlap. There is then a significant explanandum overlap in medical image analyse, where the problem is hermeneutic and concerned with interpreting, analysing and naming concepts in images produced by an instrument that visualises concepts unreachable for human senses. Areas with limited explanandum overlap, on the other hand, are, for example, image search on the internet for abstract concepts like freedom, sexual orientation, gender or ethnicity. The explanandum overlap is then limited with respect to: how these socially constructed concepts are perceived by humans, and how and in what way they are visually represented in an image search. Explanations based on an image search can then only communicate very limited visual queues to these concepts. Datasets, used for training and benchmarking, are, in addition to this, contextually and culturally situated and consequently come with inherited and embedded value systems. These enormous and inconceivable datasets then risk being normative and part of conserving and obscuring values if they are used downstream in ML-models deployed in a real-world setting Yang et al. (2020); Gebru et al. (2021).

The work presented here then focus on this gap, between the fragment of reality modelled by the ML/AI system and the real world in which a promoted decision can be useful and actionable. We adhere to a Human In Command approach (HIC) Holmberg (2021) with the goal of positioning the Machine In The Loop (MITL) and thus presenting an alternative to a technology trend that position Humans In The Loop (HITL) as a resource that risks being treated instrumentally Couldry and Mejias (2019). Moving the agency in this direction opens up for a type of ML/AI where humans have agency and can value certain ends and goals as good and prosperous for humanity Vallor (2016).

This paper focus on inductive statistical learning approaches used in the currently dominating ML technology, neural networks. This is a technology that can learn from raw input data in the form of images, sound or text Lecun et al. (2015). We selected this ML/AI approach for our analyse since knowledge priors embedded in the system originate primarily from the selection of training data and labels which, make our analyse simpler. We focus on classification tasks for images picturing mundane visual objects as input data and we select those images so the explanandum available to the human and the ML-system overlap. We thereby construct a setting in which a human with domain knowledge (henceforth domain experts) can assess reasons for a decision presented by the ML system.
Our focus is to research if available XAI-methods are useful when the goal is to understand a trained ML-model’s decisions. By selecting a mundane domain we build on a tradition of benchmarks, but, instead of focusing on average-case performance for a static dataset (ImageNet1000) Deng et al. (2009), our focus is on the usefulness of XAI-methods given a pretrained ML-model (ResNet) He et al. (2016) and carefully selected images. We, therefore, formulate the following research question:

- Are local XAI-methods capable of communicating reasons for a proposed decision in a human understandable form?

To address this we study five local XAI-methods that utilise saliency maps to accentuate parts of the image as important for a singular promoted decision- [See Figure 1]). These explanation methods cannot give a comprehensive summary of all reasons for a decision, instead, they aim to present evidence from the part of the explanandum reachable for the specific XAI-method in question in a human-understandable form.

In the study, we find that the XAI-methods delivers vague and imprecise evidence and this leaves interpretation and judging the evidence presented to human abilities. Notwithstanding this, we believe that the tested XAI-methods, especially when used in an ensemble, can deliver valuable insights on strengths and weaknesses related to the ML-model’s capabilities. We also find that the XAI-methods has to be used strategically since they also have their different strengths and weaknesses and therefore deliver complementing insights in relation to the ML-model’s Internal Knowledge Representation (IKR).

In the background section that follows, we present theories related to scientific explanations, inductive statistical learning and concepts. This is followed by a section on the methodological approach leading to our study results. The article ends with a discussion section that contextualises our conclusions. We then end the article by concluding the results.

2. Background

Human understanding of natural phenomena builds on the uniformity principle which implies that instances of which we have no experience must resemble those we had experience from Hume (1896). The uniformity principle cannot be justified from a scientific perspective and we, therefore, need to define non-inductive reasons to classify an explanation as scientific. To be scientifically valid we need a theory that allows for deductive reasoning that consequently can be used to predict future events without relying on induction. This is then important for machine learning, based on induction, since without the ability to falsify the system and scientifically explain decisions there is no demarcation between these systems and pseudoscience.

In this work we use a form of scientific explanations, Deductive-Nomological (DN) Hempel and Oppenheim (1948), as our analytical lens to better understand what can be expected, and not expected, from XAI-methods used in conjunction with neural networks. DN-explanations are used throughout science as a blueprint for a scientific explanations and can then serve us when we discuss what we can expect, epistemologically, from explanations that reflect the inductive statistical learning process used when neural networks are trained.
A full DN-explanation uses a theory to create a model of the phenomena in question, this model then describes kinds and entities that populate the model Overton (2012) (We will in the following work denote this type of model, DN-model, to distinguish it from an ML-model). Measurements in the form of data are then, if the DN-model describes the phenomena well, aligned to predictions produced by the DN-model. A scientific explanation can answer a why-question, DN nomenclature for this is that a why-question establish an explanandum from which explanans, or evidence for a decision, can be selected to form a scientific explanation that answers the why-question. At least one of these evidences needs to be a law deduced from the DN-model Woodward and Ross (2021).

In algorithmic ML, a theory is used to select an algorithm that can encompass the phenomena in question and consequently the DN-model and the ML-model overlaps. A neural network is, instead of using a preselected algorithm, limited by the universal approximation theorem Hornik (1991) which imply that the resulting ML-model used for prediction is formed during training based on the training data and labels. Consequently, there exists no model in a DN sense, no model that builds on a theory that can be falsified. From this follows that the neural network is incapable of producing a scientifically valid explanation since they build on a theory and deductive reasoning.

In this work, we denote all human knowledge added to the ML-system as knowledge priors. This can be choice of domain, algorithm selection, data augmentation, feature engineering, training data selection, etc. For a neural network knowledge priors are mainly added based on domain selection and input data selection. Neural networks then build internal knowledge representations from raw data (images, sound or text) and labels, the function used for prediction is then created in an inductive statistical manner by exposing the neural network to a large amount of training data Lecun et al. (2015).

The often assumed prerequisite for neural network training is that data and labels are independent and identically distributed (i.i.d), a presumption that is very challenging to fulfil in a real-world setting Schölkopf (2019). Data not part of the intended target domain is in our work denoted out of distribution data (o.o.d.). A consequence of the inductive learning process, and the nonexisting DN-model, is that o.o.d. data cannot be identified as external by a neural network. This since the network, cannot, without human help, identify the domain borders. It is then, in a classification problem, not possible to identify new classes, instead, class probability for a promoted decision reflect some aspect of similarity with existing classes.

Concepts are central to human reasoning and essential for our ability to generalise. We use and need them to explain and make predictions about new objects and situations Margolis and Laurence (2021); Murphy (2004). In this work, we aim to use XAI-methods and map the IKRs (Internal Knowledge Representations) in a trained neural network to Human Understandable Concepts (HUC). This to some extent maps to prototype theories and exemplar theories of concepts Murphy (2016). Prototype theories are a summary description of concepts (our HUC) and exemplar theories are remembered instance categories (our IKR). Humans’ beliefs, related to concepts and their properties, can be both false and incomplete and, additionally, contain both causal and descriptive factors Genone and Lombrozo (2012). Concepts are then named using a referent, for example, “pferd” or “horse” (double quotation marks), these are two referents that points to the same concept, ‘horse’ (single quotation marks).
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An approach used to search for a precise definition of concepts is to specify them as necessary and/or sufficient Brennan (2017). This approach is used in machine learning both in experimental research Wang et al. (2020) and to underpin representation learning Wang and Jordan (2021). To exemplify, the concept of ‘elephant’ can be described using necessary sub-concepts shared with many animals, for example, ‘four legs’, ‘eyes’ and sufficient sub-concepts, for example, ‘elephant tusk’. Sufficient and necessary sub-concepts are those that on their own can be used in classification, for example, ‘elephant trunk’ (‘elephant tusks’ are sufficient for classification but not necessary since not all female Indian elephants have tusks). Spurious correlations are relationships between the proposed decision that are prone to change when a system is deployed in a real-world context Gulrajani and Lopez-Paz (2020). For example, if all elephants are pictured close to ‘watering holes’ this concept can wrongly be seen by the ML-model as a necessary concept. In one part of our study, we investigate the usefulness of spurious correlations and sufficient and necessary concepts since human insights here can help to identify limitations in the training data in relation to the deployment domain. In this work we use the notion of referents to concepts synonymous with labels, promoted decisions and classifications.

In recent years there has been a surge in XAI-methods Gilpin et al. (2019); Samek et al. (2021) but there are few user studies evaluating these methods in a real-world context Tjoa and Guan (2019). In the last years, implementations of many of the XAI-methods in accessible packages have been produced, which simplifies user studies. One advantage is that the XAI-methods are implemented by a group of developers and therefore are, from an implementation and code quality perspective, comparable. In this work, we have selected Captum (PyTorch) as a competitive implementation Kokhlikyan et al. (2020). It has then become easier to use XAI-methods, but still, it is not clear if the XAI-methods are mostly developed to give insights into the trained ML-models or if they also are useful for our target users: domain experts.

For our study we have selected both XAI-methods that are ML-model independent, like Occlusion Zeiler and Fergus (2014) and those that focus on IKR in layers closer to the promoted decision, two Gradient-weighted Class Activation Mapping (GradCAM) Selvaraju et al. (2017) methods and a SHapley Additive exPlanations (SHAP) Lundberg and Lee (2017) method, as well as one method, Integrated Gradients (IG) Sundararajan et al. (2017), that weighs activations over all layers in a neural network. XAI-methods, in their original papers, are often presented with best-case performance examples and their usefulness can even be questioned Adebayo et al. (2018). We are then interested in evaluating them using pictures from mundane domains and consequently get an idea of their more general usefulness. The underlying reasoning is that the XAI-methods should perform well in a domain that pictures well-known objects if they are to be trusted in more demanding domains.

3. Methodology

We set up a small but targeted case study with the goal of exploring some alternative approaches that ML/AI systems can use to communicate reasons for decisions with humans Seawright and Gerring (2008). One of the two studies investigated if the notion of sufficient concepts, necessary concepts and spurious correlations can be useful as an analyt-
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Figure 2: Examples of the diverse visual languages used in XAI-methods. The original image and predictions are placed in the middle, flanked by different XAI-methods.

In the other study, we investigated if we can rely on a human intuitive understanding of the XAI-methods explainability capabilities. In both cases, we selected images picturing non-abstract concepts clearly visible in the images (animals and headgear). The studies mixed harder to identify objects with easier and a few images that pictured more than one object. We also selected images picturing objects predicted with class probability around 50% that. The study participants were not told which classes, within the domain, the system could recognise, they only got information related to the domain they could expect, animals and headgear. By this approach, we aimed towards a baseline study where the results of the two studies give basic indications on the usefulness of the XAI-methods in a mundane domain.

Since our goal is benchmarking XAI-methods we used well-known datasets and pre-trained models, ImageNet1000 together with a pre-trained ResNet50 model ResNet50, a model that has a reasonably low error rate (less than 5% in the ILSVRC Deng et al. (2009) challenge). With this setup, together with a coherent XAI-API, we aimed towards a setting with a clear focus on the usability of the XAI-methods. Around this ML architecture, we created a website containing the two studies. Each study consisted of web pages the participant could navigate back and forth between. On each page one image pictured an object and a prediction together with a possibility to choose an XAI-method to investigate. A form for answers was placed under the images so the participants could select the methods they found most useful, this was accompanied by free text explanation fields. After the study, the participants were asked to summarise their understanding of the ResNet50-models overall capabilities related to the domain in question.

The XAI-methods selected, in their original implementations, use a diverse and to some extent incompatible graphical language to accentuate areas important for a decision in the image. For example, GradCAM images are often visually appealing compared to gradient-based methods (See Figure 2). Differences lay partly in colour schemes used and if the visual explanations are overlaid on the original image. GradCAM uses, in the original implementation, colour gradients from blue to red to indicate areas that increasingly influence the prediction. Other methods use red colour to indicate areas that influence the attribution negatively Wang et al. (2020). In the XAI-method Integrated Gradient, internal gradients for a predicted class are projected on the input image and coloured brownish. These diverse visual explanation languages are then not comparable and each of them needs to be explained to be understood. We discussed, in our research team, what a negative attri-
bution implies and came to the conclusion that it is not intuitive and its usefulness can be questioned. A negative attribution will also be differently interpreted if the promoted decision is perceived as erroneous. For example, what do the concept ‘non-cowboy hat’ imply for a erroneous prediction of a “top hat” as a “cowboy hat”. So, instead of adding to the complexity more than needed, we decided to focus on identifying sub-concepts that can be associated with the promoted decision, whether it is perceived as correct or incorrect by the domain expert.

Based on the reasoning above we decided to use a coherent graphical language for the XAI-methods and thereby increase comparability between the methods in a baseline test. We decided on a design with two images, the original image with predictions and another image with the selected XAI-method overlaid on the original image in black and white and slightly opaque. We then used a bright green colour that contrasts to the greyish background and we let opacity of the green colour indicate how important a part of an image is for the promoted decision (See Figure 1 and Figure 3).

By keeping many parameters constant we aimed towards a controlled experiment Ko et al. (2013) and semi-structured interviews Myers and Newman (2007). Interviews and text were for the animal study broken down into codes related to sufficient and necessary concepts and mentioning of spurious correlations. In the study, four students from an Ethics and IT bachelor level course participated together with four bachelor exam-students, with a focus on XAI, and two researchers with a background in ML/AI. The age span was 20-40 years and 40% of the participants were women. Except collecting the form data from the website we interviewed six of the participants in half-hour sessions. From the forms, we could collect some quantitative data on relative measurement of the XAI-methods perceived usefulness.

4. Result

One of our two studies investigated whether it is useful, for a human, to categorise visible sub-concepts in images picturing animals as necessary, sufficient and, additionally, the usefulness of the notion of spurious correlations concerning concepts not deemed as necessary or sufficient. Concepts here were then sub-concepts to animal classifications, as, for example, ‘watering hole’, ‘beak’ or ‘feather’. For the majority of the users, this approach was not seen as a useful path to evaluate the XAI-methods. Only one participant was cautiously positive, but generally, the usage of this categorisation of concepts was seen as puzzling or even uncomfortable since they are subjective and open for discussion.

The methods Layer GradCAM and Guided GradCAM were mentioned as the ones that resemble a human approach to the same task closest and thus were deemed as most useful. For example, a somewhat non-sharp image picturing a type of lizard, ‘komodo dragon’, was by the ML-model erroneously classified as a type of snake with 24% class probability (See central image in Figure 2). In this case, the XAI-methods were useful since they drew attention to the form of the tail as a possible reason. Another example: since ‘horse’ is not one of the classes in ImageNet1000 it is not possible to classify for the ML-model. This was disclosed by two users that used the XAI-methods to point towards reasons why the ‘horse’ was erroneously classified as the dog bread “great dane” and thus drew the conclusion that ‘horse’ must be an o.o.d class.
Table 1: The participant’s subjective and relative assessment of the usefulness of XAI-methods. TP (True Positives) denotes usefulness of XAI methods for predictions perceived as correct. FP (False Positives) denotes the usefulness of methods for predictions perceived as erroneous (The participant could choose multiple XAI methods for each proposed prediction).

| XAI-method       | Animal study |          | Headgear study |          |
|------------------|--------------|----------|----------------|----------|
|                  | All  | TP  | FP  | All  | TP  | FP  |
| Occlusion        | 19%  | 18% | 19% | 29%  | 29% | 31% |
| Guided GradCAM   | 35%  | 31% | 42% | 27%  | 27% | 27% |
| Integrated Gradients | 7%  | 5%  | 12% | 5%   | 5%  | 6%  |
| Layer GradCAM    | 38%  | 45% | 27% | 36%  | 38% | 32% |
| Gradient SHAP    | n/a  | n/a | n/a | 3%   | 2%  | 4%  |

The study participants judged that the ML-model predicted correctly for 60% of the images. In total 64 images were assessed by the participants. It was only in one case a participant used the possibility to refrain from selecting any method. The perceived usefulness for the XAI-methods for the animal study is presented in Table 1. The fact that the study participants didn’t know which classes the system was trained on led to some confusion. For example, classifying a pond with three ducks as “drake” is from a human perspective a questionable focus. The use of necessary concepts, sufficient concepts and spurious correlations can probably be useful but our results indicate that the study participants need a theoretical base to make use of these notions. A peculiarity, when the methods are compared, is that when classifications are judged as erroneous Guided GradCAM is perceived as more useful (42%) than Layer GradCAM (27%). The relation is switched for decisions judged as correct, where Layer GradCAM (45%) is perceived as more useful than Guided GradCAM (31%).

The other part of the study focused on headgear and the six classes in ImageNet1000: ‘sombrero’, ‘cowboy hat’, ‘bathing cap’, ‘crash helmet’, ‘bonnet’, ‘shower cap’. We used the same XAI-methods as in the animal study but added Gradient SHAP, the reason being that SHAP methods are referenced in many XAI-papers and, based on experiences from the animal study, adding one more method would not be confusing.

The study participants judged that the ML-model predicted correctly in a little bit more than half of the cases (55%). We found only a slight difference between the perceived usefulness of XAI-methods for the classifications that were judged as correct and those judged as incorrect. The perceived usefulness for the XAI-methods for the headgear study is presented in Table 1. In total 115 images were assessed by the participants. The participant could select zero to five methods they found useful. All participants selected at least one XAI-method for each image. Examples of the perceived usefulness are, for example, related to an image picturing a ‘stormtrooper helmet’ from the Star Wars movies that were classified as a “crash helmet”. This was for some users understood as correct since it resembles a ‘crash helmet’ by the areas accentuated especially by Guided GradCAM. The similarity in functionality was discussed by one user in that a ‘stormtrooper helmet’ most probable
has a protective function but that particular participant also concluded that the superclass ‘helmet’ would fit better. In this test, the participant became aware of missing classes, for example, that a ‘top hat’ was classified as a “cowboy hat” (51% class probability), opened up for these types of conclusions. Other more general opinions were that the ML-model seemed to be good at fabric for example ‘wool’ but also biased towards water-related headgear (‘bathing cap’, ‘bonnet’, ‘shower cap’) especially when these were worn by people (spurious correlation).

Figure 3: Part of the headgear study, visualising areas in images accentuated as important for a promoted decision. The original image and predictions are placed in the middle, flanked by different XAI-methods.

4.1. Concluding remarks on the studies

It is worth emphasising that the XAI-methods usefulness heavily depends on the human ability to compare the evidence exposed by the XAI-methods with the reality as perceived subjectively by humans. In this setting there is not much to learn about the reality for humans the possible usefulness of the XAI-methods resides in a deepened understanding of the ML-model’s inner workings. These insights can then be used to improve the ML-model or delimit its usage domain. It is also worth noting that we only measure perceived usefulness in relation to the other XAI-methods in the study and if all methods were perceived as equally useful, all would end up at 25% in the animal study and 20% in the headgear study. The only conclusion we can draw is that, for these mundane images, some methods are perceived as better than others. A deepened study on the mapping between IKR and HUC is needed to evaluate the methods and thus be able to generalise conclusions on their respective usefulness. The lack of a taxonomy that relates concepts to each other also becomes evident in the study, for example classifying an image of a pond with ducks as a “drake” without information on that ‘drake’ is a sub-concept to ‘duck’. Here an integration with WordNet Miller (1998) or a similar service could add further insights for a human.

5. Discussion

In this work, we view neural networks as an information processing system that through training builds internal knowledge representations (IKR) inductively based on labels and data in the form of images. As discussed in the background section the trained ML-model is consequently not based on any theory or law in a DN-sense and can therefore not be expected to underpin explanations that hold scientifically. We will in the following discuss
what this implies when the intended purpose of XAI-methods is to communicate reasons for a decision in a human understandable fashion.

We are aware that ImageNet1000 and the ResNet50 model we used are created as a benchmark, primarily focusing on class probability, but we still believe that XAI-methods used on ResNet50 can open up for a discussion on central issues for XAI in general. In the following discussion, we do not include abstract concepts and abstract labels, instead, the focus is on concepts in the form of physical objects clearly visible in the images. The reasoning behind this is that we believe that a baseline for trust in XAI-methods builds on that the methods can, at a minimum, be used to explain promoted decisions for these types of objects.

It is from our study hard to draw wide-ranging conclusions, except that the two Grad-CAM methods correlate better with human understanding than the other XAI-methods in the study. The XAI-method Occlusion can be seen as a simpler method since it doesn’t focus on IKR directly instead it mechanically measures, somewhat simplified, how important squares in a grid covering image is for a promoted decision. The other methods try, using different approaches, to couple the internal knowledge representations in the ML-model to areas in the image and consequently the proposed decision. As we set up the two Grad-CAM methods they focus on IKR in the later layers and can thus be useful to understand if high-level sub-concepts (‘ear’, ‘horn’) are learned and used when a decision is promoted. The gradient methods that weighs activation, and consequently IKR, over the layers, were in our study deemed as less useful than the other XAI-methods.

To conclude our results, if XAI-methods are used to build trust in the ML-model they need to be used in a structured fashion. Initially, there is a need for a domain expert that can judge the correctness of promoted decisions concerning the intended usage domain in a traditional manner for some test set by using class probability, confusion matrices, etc. Given this starting point, the XAI-methods can be used to deepen the understanding on reasons for decisions. The XAI-methods can be used differently if the promoted decision is perceived as correct or erroneous and consequently the explanation formulated can be associative or contrastive (See the example with ‘stormtrooper helmet’ in Section 4). Another example is the low class probability related to the miss-classification of the ‘komodo dragon’ as a type of snake “Sidewinder” these evidence can together with the focus on the tail by Guided GradCAM be weighed together by a human in order to draw conclusions around the ML-model’s abilities.

Making designerly decisions on both the visual appearance and deciding on parameters for the methods, as we did, subjectively influence the results. By focusing on clearly visible mundane objects, a static well-known ML-model and a demographically narrow group of participants we believe that it is possible to draw some conclusions from the study. One is that methods like Occlusion and GradCAM methods are less challenging to understand than the gradient methods. These methods then fit to give an initial oversight over the model’s capabilities.

Below follows a categorisation of the methods in relation to what type of understanding they can communicate in relation to the ML-model’s abilities.

1. XAI-methods like Occlusion and LIME (builds on initial image segmentation) seems to be the best initial choice to verify that the ML-model focus on the intended areas in the image in relation to the label that is perceived as true. If the ML-model’s focus
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is misaligned with human focus the methods can be used to identify the need for more training data for some classes or to add a label that was previously o.o.d.

2. Methods like GradCAM that extracts high-level knowledge representations from the later layers are then useful to identify sub-concepts that should be aligned with human concepts. We believe that these concepts have to be organised and categorised, for example by, using necessary, sufficient concepts and spurious correlations.

3. We did not find the different gradient methods useful, more research is then needed to better understand in what way and if they accentuate useful information.

If the prediction is perceived as correct and the accentuated areas are aligned with the concept important for an explanation, trust will likely increase. For predictions perceived as incorrect areas focused by the XAI-method can be used to draw conclusions either that the object is o.o.d or that the areas accentuated can be used to understand why the image is incorrectly classified. Although this can be important to mitigate bias or find missing classes it is unlikely that by using XAI-methods these ML-models can be used in any ethically challenging setting if the explanandum overlap is not substantial. We then believe that XAI-methods can be useful to further inform on reasons for a decision in domains with a substantial explanandum overlap, for example, images picturing objects not reachable for our senses. This can be medical imaging, microscope images, satellite photos, areas where the challenge is hermeneutic and concerns identifying and naming concepts in images. In these cases, the trained ML-model can be seen more as a scientific instrument capable of drawing attention to image details and correlations previously overlooked.

The explanandum overlap in a domain that pictures abstract concepts is limited since the explanandum reachable for the ML-model will be substantially less rich than the explanandum a human has access to. An ML system can still be useful when the goal is to, for example, sort images based on visible concepts like hats, dogs or cats. But as soon as the concepts are abstract and pictures, for example, humans, the system risks being descriptive in coupling physiognomy to concepts. If designers of these systems try to de-bias training data they add their own cultural grounded values and the model becomes normative. Both the descriptive and the normative effects bear risks since the systems can be used globally and the effects on groups that do not share the, by these systems inherited, values are hard to foresee and imagine. These systems then bear similarities with social constructions frozen in time and space and can perhaps be more useful as probes, to compare and understand societal changes in the past compared to the present, than predicting the future.

Even in a limited study like this, the lack of theory and model in a DN-sense related to the knowledge representation in the ML-model becomes evident. For example that three ‘mallard ducks’ (one drake and two ducks) in a pond were classified as a “drake”. The XAI-methods can then draw attention to sub-concepts related to the classification, for example, ‘coloured head’, ‘tail form’, etc. What evidently is lacking concerns the purpose of the system, why is the ‘drake’ singled out? To be able to explain a decision there is an obvious need for a contextual grounding and a clear domain delimitation answering why and how questions for the ML system as such. Without clarity concerning this, explanations can only be used to improve the ML-model and not to propose actionable decisions. The capability to name the referent “drake” and connect the term to visual concepts severely limits the
usability of the systems outside of a biased searching and sorting of existing images. These systems, void of reasoning and understanding, needs at a minimum to connect existing research-grounded taxonomies to their proposed XAI-methods.

The approach we used leaves most of the interpretation of the evidence and, of course, the formulation of explanations to the human using the system. Consequently, selecting explanans to use for an explanation becomes subjective guesswork. For the system to be contestable the XAI-methods needs to be more expressive and not only mark an area as impactful for the decision but also go behind and close in on a why-question related to an impactful sub-concept. We see both the need for local XAI-methods, like those used in this study, and global to be used as an ensemble to understand the strengths and weaknesses of the ML-model. Research in this direction is increasingly attracting attention, by either, forcing the ML-model to learn predefined concepts useful for explanations, or, to extract vectors that bear global information related to the internal knowledge representations Akula et al. (2020); Koh et al. (2020); Mincu et al. (2021); Kim et al. (2018).

Local XAI-methods are then useful when the goal is to falsify an ML-model and global methods when the goal is to get an overview of the intended capabilities concerning the deployment domain. We then need to move towards a situation where we do not mainly optimise on class probability for static datasets and additionally view data drift, bias and inductive learning processes as a solvable technical problem, instead, the main goal must be to view contextual adaptation, continuous learning and a capability to, in a structured fashion, expose human-understandable evidence for a decision. Using an ensemble of XAI-methods can then open up a path to better understand the limitations of the ML-system and thus, perhaps, avoid some of the misuse and over-reliance resulting from a one-sided focus on the ML-systems abilities.

Finally, we believe that it is time to realise that the emperor is only partly dressed and revisit the scepticism related to pseudoscience one hundred years ago, actualise Hume’s problem of induction and apply scientific reasoning on ML/AI Hempel and Oppenheim (1948); Henderson (2020). A clear-eyed view on the state of research in ML/AI is then needed, and, a shift in focus, towards what it cannot do and open up for anthropocentric development with humans in command of a technology that can enhance and/or augment human capabilities.

6. Conclusion

In this paper, we analyse, using our theoretical lens and a case study, consequences of the inductive statistical learning process utilised when a neural networks is trained. Based on this, we identify and discuss the need to complement these systems, if we expect them to be able to create explanations that can be understood. In our study, we especially focus on local XAI-methods and show that reasons for a decision have to be interpreted by a human with domain knowledge in order to be explainable. The XAI-methods used in the study produces vague and incoherent reasons for a decision, reasons that additionally are open for different interpretations. Still, if a domain expert knows the XAI-methods’ strengths and weaknesses, they can be useful.

The usefulness can be increased if XAI-methods can expose reasons for a promoted decision in a human-understandable fashion. Human understandable concepts are then a
natural connection point between knowledge internalised in the ML/AI-system and a human aiming to understand a promoted decision. We then strongly believe that benchmarking XAI-methods, using a mundane domain, is a central step in this direction.

Finally, if we are to trust these systems, that profoundly can affect people and societies, we need methods that can be used to challenge promoted decisions. If we cannot develop systems that can explain why an object in an image is an ‘elephant’ and not a ‘zebra’ it seems strange to trust them when the stakes are higher. We believe that a shift towards developing ML and AI systems, with an awareness of these systems’ epistemological shortcomings, is a point of departure for human in command ML/AI-systems that aims at augmenting and/or enhancing human capabilities.
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