Exploring light-cone distribution amplitudes from quantum computing
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Light-cone distribution amplitudes (LCDAs) are essential nonperturbative quantities for theoretical predictions of exclusive high-energy processes in quantum chromodynamics (QCD). We demonstrate the prospect of calculating LCDAs on a quantum computer by applying a recently proposed quantum algorithm, with staggered fermions, to the simulation of the LCDA in the \((1 + 1)\)-dimensional Nambu-Jona-Lasinio (NJL) model on classical hardware. The agreement between the result from the classical simulation of the quantum algorithm and that from exact diagonalization justifies the proposed quantum algorithm. We find that the resulting LCDA in the NJL model exhibits features shared with the LCDAs obtained from the QCD.

1 Introduction

Light-cone distribution amplitudes (LCDAs) are essential nonperturbative quantities for theoretical predictions of exclusive high-energy processes in quantum chromodynamics (QCD). They are complementary to the parton distribution functions (PDFs), which are nonperturbative quantities for inclusive QCD processes with incoming hadrons, such as deep-inelastic scattering of the proton at the hadron-electron ring accelerator (HERA) and future Electron-Ion Colliders [1-4]. In an exclusive high-energy QCD process, up to corrections suppressed by inverse powers of a large energy scale, the scattering amplitude can factorize into the convolution of a perturbative Wilson coefficient and a nonperturbative amplitude, the LCDA [5, 6]. A seminal example is the electromagnetic form factor \(F(Q^2)\) for the process \(\gamma^* \gamma \rightarrow q\bar{q} \rightarrow \pi^0\)
at large momentum transfer $Q$, for which the factorization reads
\[
F(Q^2) = f_x \int_0^1 dx T_H(x, Q^2; \mu) \phi_x(x; \mu) + O(\Lambda_{\text{QCD}}^2/Q^2), \tag{1}
\]
where $Q^2$ is the 4-momentum squared carried by the virtual photon $\gamma^*$. $\Lambda_{\text{QCD}}$ is the energy scale below which QCD becomes nonperturbative, and $\mu$ is the factorization scale, which separates the short-distance physics from the long-distance wave function $\phi_x$. Here, $T_H(x, Q^2; \mu)$ is the hard kernel, which describes the production of a quark-antiquark pair by short-distance dynamics. $T_H(x, Q^2; \mu)$ is perturbatively calculable as an expansion in the strong coupling constant $\alpha_s$. The wave function $\phi_x(x; \mu)$ and the factor $f_x$ are the LCDAs and the decay constant of the neutral pion, respectively. They together encode the hadronization of a quark-antiquark pair into a pion and are nonperturbative as they are sensitive to the long-distance dynamics of QCD. The LCDA of a meson can be viewed as the probability amplitude to find the valence quark-antiquark Fock state in which the quark $q$ and the antiquark $\bar{q}$ carry respectively the momentum fraction $x$ and $1-x$ of the highly boosted meson. The decay constant is defined as the overall normalization of the LCDA. The LCDAs and the decay constants for baryons can be likewise defined. The LCDAs, being the essential ingredients for reliable predictions for exclusive QCD processes, have been studied intensively in various directions. Early studies include their perturbative evolution with the scale $\mu$ and their asymptotic behaviors [5-7]. Estimations of the LCDAs using sum rules, illustrative models [8-17], light-front quantization [18-21], as well as the refactorization in the nonrelativistic expansion [22, 23] have been discussed under various circumstances in the literature. Evaluations of the LCDAs in lattice QCD were initially performed by taking the moments [24-29], and later with direct calculations in the momentum fraction $x$ within the large momentum effective theory (LaMET) framework [30-33]. There are two major obstacles to acquiring knowledge about the LCDAs, the first being the elusiveness of the relevant experimental data that hinders QCD global analyses, and the second being the nature of real-time evolution of the light cone involved in the definition of the LCDAs, which is not amenable to direct evaluations using Euclidean lattice QCD [34].

Stimulated by the promising prospect of quantum computing [35], there has been a rapidly growing wave of research on applications of quantum computing in elementary particle physics [36-38]. Early theoretical attempts showed that quantum computation costs polynomial time in simulations of real-time dynamics in quantum field theory [39-42]. The validity of quantum computing in various problems in particle physics has been studied by proposals of quantum algorithms as well as simulations with real quantum computers or classical hardware. These studies include evaluations of nonperturbative quantities [43-53], simulations of real-time processes [54-62], as well as evaluations of thermodynamical quantities at the finite chemical potential [63, 64].

Recently, a quantum algorithm was proposed for both the preparation of a hadron state and the evaluation of real-time light-like correlators in ref. [51]. The algorithm was demonstrated feasible by evaluating directly the parton distribution function in the $(1 + 1)$-dimensional Nambu-Jona-Lasinio (NJL) model with staggered fermions on classical hardware. The results obtained from the quantum algorithm were checked against exact diagonalization to find full agreements, which justifies the validity of the algorithm and suggests the possibility of evaluating the hadron parton distributions in QCD by quantum computation.

In this study, we extend the previous studies to apply the quantum algorithm to study the LCDA in the $(1 + 1)$D 1-flavor NJL model, using staggered fermions. In sect. 2, we provide the operator definition of the LCDA in the $(1 + 1)$D NJL model. Then we present the quantum algorithm for both the hadronic state preparation and the direct computation of the quark-antiquark correlator in sect. 3. By implementing the proposed algorithm on classical hardware, we find good consistency between the results obtained from the quantum algorithm and exact diagonalization. The final results for the LCDA are presented in sect. 4. We give a summary in sect. 5.

## 2 Light-cone distribution amplitude and the NJL model

The LCDA of a meson $h$ is defined as:
\[
\phi_h(x) = \frac{1}{f_h} \int dz \, e^{-i(x-1)n \cdot P_z} \times \langle \Omega | \bar{\psi}(zn) \gamma^\mu W(zn, 0) \psi(0) | h(P) \rangle, \tag{2}
\]
where $P$ is the momentum of the meson and $n$ is a lightlike vector defined by $n = (1, -\hat{n})$, with $\hat{n}$ being a spatial unit vector along the direction of motion of the meson. The plus-component of the gamma matrix $\gamma^\mu$ in light-cone coordinates is denoted by $\gamma^+, i.e., \gamma^+ = n \cdot \gamma$. The prefactor $f_h$ is the decay constant, defined such that $\int_0^1 dxe^{\phi_h(x)} = 1$. The matrix element in the second line in eq. (2) describes the transition amplitude from the vacuum $|\Omega\rangle$ to the hadron state $|h(P)\rangle$ via insertion of a quark-antiquark-pair operator. The $W(zn, 0)$ is the Wilson line (gauge link) on the light cone,
\[
W(zn, 0) = \mathcal{P} \exp \left( ig \int_0^\infty dz' A^\alpha_n(z'n)t_{\alpha} \right), \tag{3}
\]
where $t_{\alpha}$ are the SU(3) fundamental generators, $\mathcal{P}$ denotes path-ordering, and $A^\alpha_n = n \cdot A_{\alpha}$ is the plus-component of the
SU(3) gauge potential. Generally, to simulate the LCDA on a quantum computer, one has to: (1) prepare the vacuum state $|\Omega\rangle$ and the hadronic state $|h(P)\rangle$ on the quantum computer; (2) simulate the Wilson line on the quantum computer; (3) evaluate the matrix element $\langle \Omega |O|h\rangle$. We will elaborate on the first and third steps later in sect. 3. We note that the presence of the gauge field in a gauge theory will dramatically increase the demand for quantum resources. However, as noted in ref. [51], simulating the Wilson line in the second step does not introduce substantial complexity even though the Wilson line is non-local, which is contrary to the claim in ref. [45].

Since simulating QCD on a quantum computer remains a formidable task to date [65], we resort to a simple model, the Nambu-Jona-Lasinio (NJL) model [66, 67] in (1 + 1) dimensions, also known as the Gross-Neveu model [68], to demonstrate simulations of the LCDA on a quantum computer. The Lagrangian of the (1 + 1)D NJL model is given by

$$L = \bar{\psi} i(y^\mu \partial_\mu - m_q) \psi + g(\bar{\psi} \gamma^\mu \psi)^2,$$

where $g$ is the strong coupling constant and $m_q$ is the quark mass. The LCDA $\phi_h(x)$ of a meson $h$ in the NJL model is defined by

$$\phi_h(x) = \frac{1}{\hbar} \int dz \ e^{-i(x-1)m_qz} \langle \Omega |\bar{\psi}(0,z)\gamma^\mu \psi(0,0)|h(P)\rangle.$$

We note that the LCDA defined as in eq. (5) is independent of the frame of reference. For the sake of practical computation, we will evaluate the LCDA in the rest frame of the meson, in which case we have

$$\phi_h(x) = \frac{1}{\hbar} \int dz \ e^{-i(x-1)m_qz}$$

$$\times \langle \Omega |e^{iHt}\bar{\psi}(0,-z)e^{-iHt}\gamma^\mu \psi(0,0)|h\rangle,$$

where we have written the quark field $\psi(zn)$ as $\bar{\psi}(zn) = e^{iHt}\bar{\psi}(0,-z)e^{-iHt}$ with $H$ the Hamiltonian of the NJL model, and we will set $t = z$ in eq. (6) to put the correlator on the light cone. Here $m_h$ is the mass of the meson $h$.

To facilitate quantum simulations, we discretize the space into $N=2$ lattice sites and place the fermion field on the lattice following:

$$\psi(0, z) = \begin{cases} \psi_1(0, z) \\ \psi_2(0, z) \end{cases} \equiv \begin{pmatrix} \varphi_{2n} \\ \varphi_{2n+1} \end{pmatrix},$$

where $0 \leq n \leq \frac{N}{2} - 1$. Notice that, throughout this paper, the subscript $n$ denotes the qubit index. Note that we have distributed the upper and lower component of the Dirac spinor to the even and odd lattice sites respectively. After performing the Jordan-Wigner transformation [69],

$$\varphi_n \equiv \frac{\Xi_n^+}{\Xi_n^-} \sigma_n^z,$$

the fields operator $\varphi_n$ can be represented by quantum gates on a quantum circuit. Here we introduce the raising and lowering operators $\sigma_n^\pm = \frac{1}{2} (\sigma_n^1 \pm i \sigma_n^2)$, and the string operator $\Xi_n^\pm \equiv \prod_{j<n} \sigma_j^x \xi_j^z$, with $\xi_j^z$ denoting the Jth component of the Pauli matrix on the qubit $n$.

3 Quantum algorithm for LCDAs

We implement the quantum algorithm proposed in ref. [51] to simulate the real-time light-cone correlator. The quantum algorithm is described by the quantum circuit shown in Figure 1, which consists of two parts: preparation of the hadronic state and evaluation of the correlator. Note that the vacuum state can be prepared as a particular case of a hadronic state.

3.1 Preparation of the hadronic state

The preparation of the hadronic state is achieved by the quantum-number-resolving variational quantum eigensolver (VQE), summarized as follows. To find the first $k$ excited states $|h\rangle$ with quantum numbers $l$, we construct the trial states $|\psi_l(\theta)\rangle$, $i = 1, 2, \ldots, k$ ($i = 1$ corresponds to the lowest-lying state) by

$$|\psi_l(\theta)\rangle = U(\theta)|\psi_l\rangle_{\text{ref}},$$

Vary the parameters \(\theta\)

**Figure 1** (Color online) Quantum circuit for calculation of the LCDA. Diagram (a) gives the circuit for hadronic state preparation, while (b) is for evaluation of the correlator. (a) Quantum circuit for preparation of the hadronic state; (b) quantum circuit for the correlator $\langle \Omega |O|h\rangle$. [281011-3]
where $|ψ_{0i}\rangle_{\text{ref}}$ are some input reference states with the same quantum numbers $l$ as the hadron states $|h\rangle$, and $U(θ)$ a symmetry-preserving unitary operator with parameters $θ$. Since $U(θ)$ preserves the quantum numbers, all of the trial states will have the same quantum numbers as $|h\rangle$. Then we can find out the hadron states among the trial states by minimizing the cost function

$$E_{c}(θ) = \sum_{i=1}^{k} w_{i} \langle ψ_{i}(θ) | H | ψ_{i}(θ) \rangle,$$

(12)

where $w_{1} > w_{2} > \cdots > w_{k}$. The $i$-th excited state $|h\rangle$ is then prepared as $|h\rangle = U(θ^{*})|ψ_{0i}\rangle_{\text{ref}}$ with $θ^{*}$ the optimized values of $θ$. In the following, we describe in detail how the input reference states are prepared, and how the operator $U(θ)$ is constructed with the quantum alternating operator ansatz (QAOA).

### 3.1.1 Preparation of input reference states

We complete the quantum algorithm framework for preparing hadronic states with detailed constructions of the input states. The input states have the same quantum numbers as the hadron and in general, they should be superposed states of the computational basis. We find that the input states are closely related to the so-called Dicke states, whose efficient preparation with explicit quantum circuits is available in ref. [70]. To study generic hadronic states on a quantum computer, we outline the basic construction of the quantum circuit for the Dicke states.

In the NJL model, to prepare the lightest $|qq\rangle$ state that has the same quantum numbers as the vacuum, the $N$-qubit zero-momentum input state of the QAOA can be chosen as:

$$|ψ_{Ω,1}\rangle_{\text{ref}} = |010101 \cdots 01\rangle,$$

$$|ψ_{Ω,2}\rangle_{\text{ref}} = \frac{1}{\sqrt{N/2}} (|1001 \cdots 01\rangle + |0110 \cdots 01\rangle + \cdots + |0101 \cdots 10\rangle),$$

(13)

where $|x_{1}, x_{2}, \cdots, x_{n}\rangle$ with $x_{1}, x_{2}, \cdots, x_{n} = 0, 1$ are the computational basis states for an $n$-qubit system [71], both $|ψ_{Ω,1}\rangle_{\text{ref}}$ and $|ψ_{Ω,2}\rangle_{\text{ref}}$ share the same quantum numbers with the $|qq\rangle$ state. The state $|ψ_{Ω,1}\rangle_{\text{ref}}$ is a product state that can be easily prepared from the state $|0000 \cdots 00\rangle$. The preparation of the superposed state $|ψ_{Ω,2}\rangle_{\text{ref}}$ is more involved, which we will focus on. We first denote $|\bar{0}\rangle \equiv |01\rangle$ and $|\bar{1}\rangle \equiv |10\rangle$ to write $|ψ_{Ω,2}\rangle_{\text{ref}}$ as:

$$|ψ_{Ω,2}\rangle_{\text{ref}} = \frac{1}{C_{N/2}} (|\bar{0}\rangle \cdots |\bar{0}\rangle + |0\rangle \cdots |0\rangle + |\bar{1}\rangle \cdots |\bar{1}\rangle).$$

(14)

It can be seen that $|ψ_{Ω,2}\rangle_{\text{ref}}$ is closely related to the Dicke state $|D_{1}^{N/2}\rangle$ [70], which can be prepared by a series of split-and-cyclic-shift (SCS$_{n,1}$) gates as:

$$|D_{1}^{N/2}\rangle = \prod_{n=2}^{N/2} \text{SCS}_{n,1}|0\rangle^{N/2-1}|1\rangle.$$  

(15)

The SCS$_{n,1}$ gates can be written as elementary controlled NOT (CNOT) and controlled $R_{y}$ gates,

$$\text{SCS}_{n,1} = \left[ \text{CNOT}(n-1, n) \times CR_{y} \left( 1, n - 1, 2 \cos^{-1} \sqrt{\frac{1}{n}} \right) \times \text{CNOT}(n-1, n) \right],$$

(16)

where CNOT$(i, j)$ is the controlled NOT gate, with the qubit $i$ being the control qubit and the NOT gate acting on the qubit $j$; CR$_{y}$(i, j, $θ$) is the controlled $R_{y}$ gate, where $i$ is the control qubit, and $R_{y}$(j) acts on the qubit $j$ as a rotation about the $y$-axis by an angle $θ$. To prepare $|ψ_{Ω,2}\rangle_{\text{ref}}$, we first prepare the Dicke state $|D_{1}^{N/2}\rangle$. Then to the right of each qubit, we attach a new qubit initialized as $|0\rangle$ and perform a controlled-NOT gate operation so that $|00\rangle \rightarrow |01\rangle$ and $|10\rangle \rightarrow |10\rangle$. In this way, $|ψ_{Ω,2}\rangle_{\text{ref}}$ can be prepared from the Dicke state with an additional layer of two-qubit gates. The quantum circuit to prepare $|ψ_{Ω,2}\rangle_{\text{ref}}$ from the Dicke state $|D_{1}^{N/2}\rangle$ is shown in Figure 2.

As another example, the input state of $|qq\rangle$ can be prepared in the following way. Since $|qq\rangle$ is a superposition of configurations of two fermions in the odd sites while the even sites are empty, the input state is then a Dicke state $|D_{2}^{N/2}\rangle$ on the odd sites with all even sites at the state $|1\rangle$. Input states for other hadrons can be constructed in a similar fashion.

### 3.1.2 Constructing $U(θ)$ with QAOA

The operator $U(θ)$ can be constructed by the quantum alternating operator ansatz (QAOA). The Hamiltonian is split as

![Quantum circuit for preparing $|ψ_{Ω,2}\rangle_{\text{ref}}$ from the Dicke state $|D_{1}^{N/2}\rangle$. The input state for the even qubits is the Dicke state and the input state for the odd qubits is the state $|0\rangle^{N/2}$.](https://example.com/quantum_circuit.png)
$H = H_1 + H_2 + \cdots + H_M$, where $M \geq 2$, with every $H_i$ inheriting the symmetries of $H$ and $[H_i, H_{i+1}] \neq 0$. Then $U(\theta)$ is given by

$$U(\theta) \equiv \prod_{i=1}^{p} \prod_{j=1}^{M} \exp(i \theta_j H_j). \tag{17}$$

Because every $H_i$ inherits the symmetries of $H$, the time evolution $\exp(i \theta_j H_j)$ preserves the quantum numbers of the input reference state. The operator $\exp(i \theta_j H_j)$ can be regarded as a rotation in the high-dimensional Hilbert space about the axis $H_i$. The larger the $M$, the more choices of rotational axes we have. Furthermore, since $[H_i, H_{i+1}]$ does not vanish, successive rotations about $H_i$ and $H_{i+1}$ are equivalent to a rotation about a new axis. Therefore, the larger the values of $p$ and $M$, the better the true hadronic states approximated by the trial states after the optimization. It should be noted that the required size of $p$ depends on the value of the bare coupling $g$. If $g$ is small, say $g \sim 0.1$, $p$ can be chosen to be $N$; while if $g \sim 0.5$, $p$ can be chosen to be $N/2$. Optimization is achieved by minimizing the cost function.

In our case of the $(1 + 1)$D 1-flavor NJL model with staggered fermions, after the Jordan-Wigner transformation, the original Hamiltonian $H$ is split as $H = H_1 + H_2 + H_3 + H_4$, with

$$H_1 = \frac{1}{4} \sum_{n = 1}^{\frac{N}{2} - 1} \left( \sigma_n^1 \sigma_{n+1}^2 - \sigma_n^2 \sigma_{n+1}^1 \right),$$

$$H_2 = \frac{1}{2} \sum_{n = \text{even}}^{\frac{N}{2} - 1} g \sigma_n^3 \sigma_{n+1}^3,$$

$$H_3 = H_1(n = \text{even} \rightarrow n = \text{odd})$$

$$+ \frac{1}{4} \sum_{n = \text{odd}}^{\frac{N}{2} - 1} \left( \sigma_{n+1}^1 \sigma_n^0 - \sigma_{n+1}^2 \sigma_n^0 \right),$$

$$H_4 = \frac{1}{2} \sum_{m = 0}^{\frac{N}{2} - 1} \left( -1 \right)^m \sigma_n^0 \sigma_m^0.$$

We will consider the lowest-lying scalar meson state, i.e., the lightest hadron state $|h\rangle$ with the same quantum numbers as the vacuum\(^1\). The input reference states are as in eq. (13).

### 3.2 Evaluation of the correlator

For evaluation of the correlator, as depicted in Figure 1(b), with the help of an ancillary qubit we measure the correlation function

$$S_{nm}(t) = \langle \Omega | e^{iHt} \Xi_m^\ast \sigma_m^\ast e^{-iHt} \Xi_n \sigma_n | h \rangle \tag{19}$$

of which $\phi_\Omega(z)$ in eq. (10) can be written as a sum (see ref. [51] for details). In Figure 1(b), the input state of the quantum circuit is taken as $|\psi_{\Omega,1}\rangle_{\text{ref}} = |0101, \cdots, 01\rangle$. The quantum gate $D$ is implemented for preparation of the Dicke state for the reference hadron state: $D|\psi_{\Omega,1}\rangle_{\text{ref}} = |\psi_h\rangle_{\text{ref}}$. The unitary gate $U(\theta_1^\ast)$ and $U(\theta_2^\ast)$ can help us prepare the vacuum and the hadronic state: $U(\theta_1^\ast)|\psi_{\Omega,1}\rangle_{\text{ref}} = |\Omega\rangle$. $U(\theta_2^\ast)|\psi_h\rangle_{\text{ref}} = |h\rangle$. Specifically, if we want to prepare the $k$-th excited hadronic state with the same quantum numbers $l$ as the vacuum state, we have $|\psi_{h,l}\rangle_{\text{ref}} = |\psi_{\Omega,l}\rangle_{\text{ref}}$ and $\theta_2^\ast = \theta_\Omega^l$. Acting the controlled gates $D$, $U(\theta_1^\ast)$, and $U(\theta_2^\ast)$ on the circuit will facilitate the evaluation of the dynamical correlation function $\langle \Omega | \Omega \rangle_{h}$, in which the bra state is different from the ket state. In short, when we act all the gates before the controlled $\Xi_n^\ast \sigma_n^l$ gate in the circuit, the state looks like $\frac{1}{\sqrt{2}} (|0\rangle + |1\rangle)$). After acting the controlled Pauli operators and the time evolution on the quantum circuit, we trace out the system and obtain the density matrix $\rho_A$ of the ancillary qubit. The $(\rho_A)_{12}$ will have the form $\langle \Omega | \Omega \rangle_{h}$ since the states $|0\rangle$ and $|1\rangle$ of the ancillary qubit are entangled with $|\Omega\rangle$ and $|h\rangle$ respectively.

It should be noted that, in the case of QCD, the inclusion of the Wilson line will complicate the quantum circuit for the evaluation of the light-cone correlator. With the Wilson line, the light-cone correlator can still be expressed as a sum of $S_{nm}(t) = \langle h_U(t) O_m U_2(t) O_n | h \rangle$, where $U_1$ and $U_2$ are unitary operators, and $O_m$ and $O_n$ are Hermitian operators. However, unlike the case without the Wilson line, now we have $U_1(t) U_2(t) \neq 1$. When $O_m$ and $O_n$ are the Pauli operators, which are unitary, $S_{nm}(t)$ can be viewed as an overlap between the states $U_1(t) O_m U_2(t) O_n | h \rangle$ and $|h\rangle$, which can be evaluated with the standard Hadamard test, the quantum circuit of which is shown in Figure 3.

### 4 Results

The classical simulation of the quantum algorithm is performed on a desktop workstation with 16 cores, using open-source packages QuSpin [72] and projectQ [73]. We perform the simulation of the LCDA for the lowest-lying scalar meson in the $(1 + 1)$D 1-flavor NJL model with $N = 14$ qubits and different values of the bare coupling constant $g$ and hadron mass $m_h$. In practice, we first choose the values of the two

---

\(^1\) Note that in reality, the lightest hadron in QCD has different parity from the vacuum.
free dimensionless parameters $m_q a$ and $g$, then from which we can determine the hadron state $|h\rangle$, its mass $m_h$ in units of $a^{-1}$, as well as its LCDA. The values of $m_q a$ and $g$ are chosen in such a way that the condition $\frac{2m}{N_a} < m_h < \frac{N_a}{a}$ is satisfied, so that the lattice size is bigger than the hadron size and the lattice spacing is smaller than the hadron size. We choose the phase of the hadronic state $|h\rangle$ such that $\phi_h(x)$ is a real function.

We show in Figures 4 and 5 the results for the real part and imaginary part of the LCDA in position space $\tilde{\phi}_h(z)$, respectively, with a fixed value of $m_h = 1.5a^{-1}$ and different values of $g$. We also show as dotted lines the inverse Fourier transform of the asymptotic form of $\tilde{\phi}_h(x)$ in QCD, namely $\phi_{\text{asymp}}(x) = 6x(1-x)$ [5]. One notices that, as expected, the result from the quantum algorithm converges to the asymptotic LCDA as $g \rightarrow 0$, which mimics the asymptotic behavior of LCDAs in the QCD.

Now we can evaluate the LCDA $\phi_h(x)$ by taking the Fourier transform of $\tilde{\phi}_h(z)$ as described in eq. (9). The final results are shown in Figure 6, where the curves represent the results from exact diagonalization (ED), which are obtained from numerically diagonalizing the discretized NJL Hamiltonian, and the discrete open markers denote the results from quantum computing (QC) using classical hardware simulation. The excellent agreement between the results from the quantum algorithm and those from exact diagonalization justifies the designed quantum algorithm. Similar to Figures 4 and 5, we also show the asymptotic form of $\phi_h(x)$ in QCD for comparison. As expected, the peak of the LCDA gets narrower and converges to the asymptotic LCDA as $g \rightarrow 0$. Notice that there are non-vanishing but suppressed contributions in the nonphysical region ($x > 1$ or $x < 0$). Such unphysical oscillations are caused by finite volume effects in the naively truncated Fourier transform and are also commonly seen in lattice QCD calculations [29].

For this purpose, we take $m_h = 1.3a^{-1}, 1.5a^{-1}, 1.7a^{-1}$, and fix the bare coupling constant $g = 0.1$, with $N = 14$. One can see that the peak of $\phi_h(x)$ gets narrower when the hadron mass increases. This is the expected behavior when the valence quark and antiquark become nonrelativistic, in which case the quark masses dominate the momenta of the quark and antiquark, while the relative momentum between the two becomes small. The behavior also agrees with the results from lattice QCD [29]. We leave the extrapolation to the continuum limit as a follow-up work in the future.
5 Summary

In this study, we present the first direct simulation of the light-cone distribution amplitude (LCDA) with a quantum algorithm on classical hardware. Using a quantum algorithm, we proposed recently for the evaluation of the parton distribution functions, here we performed the simulation for the LCDA in the (1 + 1)-dimensional Nambu-Jona-Lasinio (NJL) model on classical hardware. With 14 qubits, our results from the quantum algorithm agree with those from the exact diagonalization of the discretized NJL model. Our results of the LCDA showed the expected dependence on the coupling constant and the hadron mass.

The result presented in this study manifests the feasibility of using quantum computing to solve intrinsic difficulties in realizing real-time dynamics with classical computing facilities. Meanwhile, it demonstrates that the recently proposed quantum computing framework for preparing hadronic states and measuring dynamical correlation functions is generally applicable.

The extension of the algorithm to other applications in high-energy particle and nuclear physics can be expected.
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