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Abstract—A maximum likelihood estimator for fusing the measurements in an inertial sensor array is presented. The maximum likelihood estimator is concentrated and an iterative solution method is presented for the resulting low-dimensional optimization problem. The Cramér-Rao bound for the corresponding measurement fusion problem is derived and used to assess the performance of the proposed method, as well as to analyze how the geometry of the array and sensor errors affect the accuracy of the measurement fusion. The angular velocity information gained from the accelerometers in the array is shown to be proportional to the square of the array dimension and to the square of the angular speed. In our simulations the proposed fusion method attains the Cramér-Rao bound and outperforms the square of the angular speed. In our simulations the proposed fusion method attains the Cramér-Rao bound and outperforms the current state-of-the-art method for measurement fusion in accelerometer arrays. Further, in contrast to the state-of-the-art method that requires a 3D array to work, the proposed method also works for 2D arrays. The theoretical findings are compared to results from real-world experiments with an in-house developed array that consists of 192 sensing elements.

I. INTRODUCTION

MO TION sensing is an essential capability in many systems to achieve a high level of autonomy. Nowadays, inertial motion sensors are ubiquitous in everything from industrial manufacturing equipment to consumer electronic devices. This widespread usage of inertial sensors has become possible thanks to the last decade’s micro-electrical-mechanical-system technology development, which has revolutionized the inertial sensor industry [1]. Today, inertial sensors can be manufactured at unprecedented volumes and at low prices [2]; six degrees-of-freedom inertial sensor assemblies where sold to large-volume customers at less than a dollar in 2013 [3]. Even though development has pushed the performance boundaries of the inertial sensor technology, contemporary ultralow-cost sensors still cannot fully meet the needs of many applications; especially applications where the sensor signals have to be integrated over time. These applications still suffer from the bias instability, nonlinearities, and thermal instability of the contemporary ultralow-cost sensors [1]. However, by capitalizing on the decreasing price, size, and power-consumption of the sensors, it is now feasible to construct arrays with hundreds of sensing elements, and digitally process these measurements to create virtual high-performance sensors. The benefit of using an array of sensors is not only an increased measurement accuracy, but also an increased operation reliability thanks to the possibility of carrying out sensor fault detection and isolation [4], [5]. Further, from the redundant measurements the covariance of the measurement errors can be estimated and used to determine the reliability of the measurements [6]. Moreover, as will be shown, the angular acceleration can be directly estimated and for some array configurations the dynamic measurement range can be extended beyond that of the individual sensors by utilizing the spatial separation of the sensors. An example of an in-house developed embedded system holding an inertial sensor array constructed from contemporary ultralow-cost sensors is shown in Fig. 1. The system has 192 inertial sensing elements, a micro-controller for information fusion, and a Bluetooth interface for communication. Refer to www.openshoe.org and [7] for details.

Inertial sensors are primarily used to measure the motion of objects. Since a rigid body in a three-dimensional space has six degrees-of-freedom, three rotational and three translational, the motion of an object is commonly measured using a sensor assembly of three gyroscopes and three accelerometers, a.k.a. an inertial measurement unit (IMU). However, as a rigid object’s motion can also be described in terms of the rigid object’s motion can also be described in terms of the rigid object’s motion can also be described in terms of the rigid object’s motion can also be described in terms of the rigid object’s motion can also be described in terms of the
translational motion of three non-collinear points on the object, it is also possible to measure the motion using only an assembly of spatially separated accelerometers, a.k.a. a gyroscope-free IMU; the object’s rotational motion is then described by the relative displacement of the points. Thus, with an inertial sensor assembly that consists of both gyroscopes and spatially distributed accelerometers, a.k.a. an inertial sensor array, rotational information can be obtained both from the gyroscopes and the accelerometers. The question is, how should the measurements in such sensor array be fused?

Array signal processing and measurement fusion in the context of sensor arrays measuring wave fields is a long-studied subject in the signal processing literature [8], and the within the area developed methods have been applied to various types of sensor arrays such as antenna arrays [9], [10], magnetic sensor arrays [11], acoustic sensor arrays [12]–[14], and chemical sensor arrays [15]. However, since an inertial sensor array do not measure a wave field, but something that can be referred to as a force field, the signal models and methods in the array processing literature are not directly applicable to the inertial sensor array measurement fusion problem. Nevertheless, based on results from classical mechanics about forces in rotating coordinate frames a signal model for the inertial sensor array measurement can be formulated, and results from the field of estimation theory applied to derive an measurement fusion method. Accordingly, we will propose a maximum likelihood approach for fusing the measurements in an inertial sensor array consisting of multiple accelerometer and gyroscope triads. With suitable projection vectors, the approach can also be generalized to a system of single sensitivity axis sensor units.

A. State-of-the-art techniques

Next, a brief summary of existing work on inertial sensors arrays is presented. For an in-depth review of the topic the reader is referred to the literature survey presented in [16].

In the 1960s, it was shown that the specific force and angular acceleration of an object can be estimated with an assembly of nine accelerometers [19]; the angular velocity can only be estimated up to a sign ambiguity since the centrifugal force depends quadratically on the angular speed [20]–[22]. Though the motion of an object can be tracked using only the estimated specific force and angular acceleration, the increased sensitivity to measurement errors caused by the extra integration needed to calculate the orientation of the tracked object renders it as an intractable solution. Therefore, a variety of methods to resolve the sign ambiguity of the angular velocity estimates by tracking the time development of the estimated quantities have been proposed [20], [23]–[29].

Instead of directly estimating the angular velocity and angular acceleration from the accelerometer measurements, it is common to first estimate the angular acceleration tensor (or variations thereof), and then calculate the angular velocity and angular acceleration [23], [30]. To simplify the estimation of the angular acceleration tensor, the fact that it only has six degrees of freedom is generally neglected, so that it can be estimated via a linear transformation of the accelerometer measurements, see e.g. [17], [24]–[27], [30]–[33] or the Appendix. The advantages of this approach are its simplicity and that it is straight-forward, using the least squares method (see e.g. [28]), to include the measurements from additional redundant accelerometers. The disadvantages are mainly caused by the neglected constraints on the tensor, these are as follows: (i) a minimum of twelve, instead of nine, accelerometers are needed for the estimation problem to be well defined [30]; (ii) the estimation accuracy is reduced; and (iii) the locations of the sensors must span a 3D space instead of a 2D space [25]. The requirement that the locations of the sensors must span a 3D space significantly increases the size of such a system and causes a problem if a sensor array is to be constructed on a printed circuit board.

Since the angular velocity of all points on a rigid object are the same, no additional information, except that from redundant measurements, is obtained from having several spatially distributed gyroscopes in an inertial sensor array. Still, a non-negligible reduction in the measurement errors can be obtained from the redundant measurements, see e.g. the Allan variance analysis in [7]. A few methods to fuse the measurements from multiple gyroscopes using different filter frameworks and signal models are described in [34]–[36].

With respect to inertial arrays that consist of multiple IMUs, the measurement fusion problem has mainly been studied in the framework of global navigation satellite system aided inertial navigation systems [6], [37]–[40]. In the literature, the proposed information fusion approaches can be broadly grouped into two categories. In the first category, see e.g. [6], [37]–[39], the IMU measurements are fused before they are used in the inertial navigation systems; commonly a weighted average is used and the spatial separation of the sensors is neglected. In the second category, see e.g. [40], they are fused after being processed by several parallel inertial navigation systems. Refer to [37] and the references therein for a discussion on the pros and cons of the two approaches, as well as an evaluation of different measurement fusion methods, including a few where the spatial separation of the sensors are taken into account.

B. Presented work and findings

In this paper, the problem of fusing the measurements from an array of accelerometer and gyroscope triads is posed as a parameter estimation problem for the first time. Results from the field of estimation theory are used to derive a maximum likelihood based measurement fusion method. The Cramér-Rao bound (CRB) for the corresponding estimation problem is also derived and used to evaluate the performance of the proposed measurement fusion method. Simulations show that the proposed method attains the CRB and outperforms the current state-of-the-art method for measurement fusion in accelerometer arrays. Further, by studying the properties of the signal model it is shown that necessary and sufficient
conditions for the measurement fusion problem to be well conditioned is that the array consists of at least one gyroscope triad and three accelerometer triads whose locations are non-collinear; current state-of-the-art information fusion methods require 3D arrays. Moreover, an analysis of the CRB reveals that: (i) the angular velocity information gained from the accelerometers is proportional to the square of the array dimension and to the square of the angular speed; (ii) the accuracy with which the angular acceleration can be estimated decreases with the angular velocity; and (iii) there exists no measurement fusion method that can calculate an unbiased, finite variance, estimate of the angular velocity for small angular velocities from an array of only accelerometer. To support the theoretical findings, the accuracy of the proposed measurement method is also experimentally evaluated. The experimental results show that proposed method works, but it also shows that there is a discrepancy between the theoretical and experimental results. The discrepancy between the theoretical and experimental results are likely primarily due to uncertainties in the location of the sensing elements of the real-world array. To summarize, the proposed information fusion method outperforms the current state-of-the-art method and also works for 2D arrays, allowing for smaller and cheaper sensor arrays to be constructed. However, more research on sensor array calibration is needed before the inertial sensor arrays can reach their full potential in practice.

II. MEASUREMENT FUSION

In this section a maximum likelihood estimator to fuse the measurement from an inertial sensor array consisting of $N_a$ accelerometer triads and $N_g$ gyroscope triads will be presented. The derivation of the estimator takes its starting point in the, from classical mechanics obtained, relationship between forces in rotating coordinate frames.

A. Accelerometer signal model

Basic kinematics dictates that the specific force in one point of a rotating coordinate frame may be decomposed into that of another point, a centrifugal term, and an Euler term. Specifically, as illustrated in Fig. 2, the specific force $s_i$, sensed by the $i$:th accelerometer triad located at position $r_i$ in the array coordinate frame and which sensitivity axis are aligned with the coordinate axis of the array frame, is given by [42, p. 90]

$$s_i = s + \omega \times (\omega \times r_i) + \Omega_r \omega r_i,$$  \hspace{1cm} (1)

Here $s$ denotes the specific force sensed at the origin of the array frame. Further, $\omega$ and $\Omega_r$ denote the array frame’s angular velocity and angular acceleration w.r.t. inertial space, respectively. Moreover, $a \times b$ denotes the cross product between vector $a$ and $b$. This relates the measurements of different accelerometers of known locations within the array to a common specific force $s$ via the angular velocity $\omega$ and acceleration $\Omega_r$ of the array.\footnote{A calibration method to align the coordinate axis of the sensors in an inertial sensor array can be found in [41].}

Next, let $\Omega_a$ denote the skew-symmetric matrix representations of the three element vector $a, \Omega_a b = a \times b$. Then (1) may be rewritten in terms of matrix multiplications as

$$s_i = s + \Omega_a \omega \Omega_r r_i + \Omega_a r_i$$

$$= s + \Omega_a \omega \Omega_r r_i - \Omega_a r_i \dot{\omega},$$  \hspace{1cm} (2)

where in the second equality it was used that $a \times b = -b \times a$. The measurement vector $y_s$, consisting of the measurements from the accelerometers in the array, can thus be modeled as

$$y_s = h_s(\omega) + H_s \phi + n_s,$$  \hspace{1cm} (3)

where

$$h_s(\omega) = \begin{bmatrix} \Omega_a \omega r_{i1} \\ \vdots \\ \Omega_a \omega r_{iN_a} \end{bmatrix}, \quad H_s = \begin{bmatrix} G_1 \\ 1_{N_g} \otimes I_3 \end{bmatrix}, \quad G = \begin{bmatrix} -\Omega_{r1} \\ \vdots \\ -\Omega_{rN_g} \end{bmatrix},$$

and $\phi = [\dot{\omega}^T \ s^T]^T$. Here $1_n$ and $I_n$ denote a column vector of length $n$ with all of the entries equal to one and an identity matrix of size $n$, respectively. Further, $n_s$ denotes the measurement error of the accelerometers.

B. Gyroscope signal model

The angular velocity sensed by the gyroscopes is independent of their location in the array. Consequently, the measurement vector $y_w$, consisting of the measurements from all of the gyroscopes in the array, can be modeled as

$$y_w = h_w(\omega) + n_\omega,$$  \hspace{1cm} (4)

where $h_w(\omega) = 1_{N_g} \otimes \omega$, and $n_\omega$ denotes the measurement error of the gyroscopes. That is, all gyroscopes measures the same angular velocity and are disturbed by additive measurement error.

C. Array signal model

Concatenating all of the measurements into a single vector, the signal model for the full array becomes

$$y = h(\omega) + H \phi + n,$$  \hspace{1cm} (5)

![Fig. 2. An illustration of the decomposition of the force sensed by an accelerometers in an inertial sensor array, overlaid on a picture of the printed circuit board of the inertial sensor array shown in Fig. 1. The specific force sensed by the $i$:th accelerometer triad is the sum of the specific force at the origin of the array coordinate frame, the centrifugal force, and the Euler force.](Image)
where
\[ y = \begin{bmatrix} y_s \\ y_o \end{bmatrix}, \quad h(\omega) = \begin{bmatrix} h_s(\omega) \\ h_o(\omega) \end{bmatrix}, \quad H = \begin{bmatrix} H_s \\ 0_{3N_o, 6} \end{bmatrix}, \quad n = \begin{bmatrix} n_s \\ n_o \end{bmatrix}. \]

Here \( 0_{n,m} \) denotes a zero matrix of size \( n \) by \( m \). Thus, the signal model (5) for the inertial sensor array consists of a non-linear part \( h(\omega) \), depending only on the angular velocity \( \omega \), and a linear part \( H \phi \), depending only on the specific force \( s \) and angular acceleration \( \dot{\omega} \). This separation of dependencies will turn out to be useful in the estimation of the specific force and the angular velocity.

**D. Identifiability conditions**

When \( N_s = 0 \), i.e., the array consists of only accelerometers, then \( h(\omega) \equiv h_s(\omega) = h_s(-\omega) \) and the parameters in the signal model is not identifiable. Further, \( H \) will only have full rank if the array has at least three accelerometer triads whose locations span a 2D space. To see this, assume without loss of generality that the origin of the array coordinate system is defined so that \( r_1 = 0_{3,1} \), then

\[
\text{rank}(H) = \text{rank}\left( \begin{bmatrix} 0_{1,3} & I_3 \\ -\Omega_{r_2} & I_3 \\ -\Omega_{r_N} & I_3 \end{bmatrix} \right) = 3 + \text{rank}\left( \begin{bmatrix} -\Omega_{r_2} \\ \vdots \\ -\Omega_{r_N} \end{bmatrix} \right).
\]

Next, note that for \( r_i \neq 0 \), \( \text{rank}(\Omega_{r_i}) = 2 \) and the null space vector of \( \Omega_{r_i} \) is \( r_i \). Thus, only if there are two accelerometer triads whose locations \( r_i, r_j \neq 0 \) and \( r_i, r_j \neq 0 \) are such that \( r_i \neq \beta r_j \), \( \forall \beta \in \mathbb{R} \), then \( \text{rank}(H) = 6 \). That is, \( H \) has full rank if \( N_s \geq 3 \) and \( \text{rank}(r_1, \ldots, r_{N_s}) \geq 2 \). Since the angular velocity is directly measured by the gyroscopes this implies that necessary and sufficient conditions for the parameters in the signal model to be identifiable is that: (i) the array has at least one gyroscope triad, and (ii) at least three accelerometer triads whose locations span a 2D space.

**E. Maximum likelihood measurement fusion**

Assuming the measurement error \( n \) to be zero-mean and Gaussian distributed with the known covariance matrix \( Q \), the log-likelihood function for the signal model (5) is given by

\[
L(\omega, \phi) = -\frac{1}{2}||y - h(\omega) - H\phi||_Q^2 + c, \quad (6)
\]

where \( c \) is a constant and \( ||a||_M^2 = a^T M a \). The maximum likelihood estimator for \( \{\omega, \phi\} \) is thus given by

\[
\hat{\omega}, \hat{\phi} = \arg\max_{\omega, \phi} \{ L(\omega, \phi) \}
= \arg\min_{\omega, \phi} \left( ||y - h(\omega) - H\phi||_Q^2 \right). \quad (7)
\]

Since the signal model (5) is partially linear, we may concentrate the log-likelihood function by first fixing the parameters \( \omega \) and maximizing the likelihood function w.r.t. the linear parameters \( \phi \), and then substitute the result back into the likelihood function (43). For a fix value \( \omega^* \), the solution to (7) is given by the weighted least squares solution (44). That is,

\[
\hat{\phi}(\omega^*) = \arg\max_{\phi} \{ L(\omega^*, \phi) \}
= (H^T Q^{-1} H)^{-1} H^T Q^{-1} (y - h(\omega^*)). \quad (8)
\]

Substituting (8) back into (7) yields the concentrated maximum likelihood estimator

\[
\hat{\omega} = \arg\max_{\omega} \{ L_c(\omega) \}, \quad (9)
\]

where

\[
L_c(\omega) \equiv L(\omega, \hat{\phi}(\omega)) = -\frac{1}{2}||y - h(\omega)||_P^2 + c \quad (10)
\]

and

\[
P = Q^{-1} - Q^{-1} H (H^T Q^{-1} H)^{-1} H^T Q^{-1}. \quad (11)
\]

Thus, maximizing the concentrated likelihood problem is the equivalent to solving a nonlinear least squares problem. Once the angular velocity estimate \( \hat{\omega} \) has been found, then the maximum likelihood estimate \( \phi \) can be calculated via (8).

As the error characteristics of ultralow-cost inertial sensors generally vary with motion dynamics and environmental factors such as temperature (54), the assumption that the error covariance matrix \( Q \) is known may not be realistic in all situations. The covariance matrix may then be parameterized and included in the likelihood function, see e.g., (58). A few other approaches for estimating the measurement error statistics in inertial sensors arrays are discussed in (58). However, throughout the paper we will assume \( Q \) to be known with sufficient accuracy.

Note that the proposed estimator, i.e., (8)-(11), can also be derived without the assumption of the Gaussian distributed measurement error using the least squares framework. The assumption was introduced to provide stringency with the assumptions used to derive the CRB presented in Section [V].

**F. Maximizing the concentrated likelihood function**

The concentrated maximum likelihood estimation problem in (9) may be solved numerically using the Gauss-Newton algorithm (43). That is, \( \hat{\omega} \) can be iteratively calculated as

\[
\omega_{k+1} = \omega_k + (J_h^T P J_h)^{-1} J_h^T P (y - h(\omega_k)), \quad (12)
\]

where \( k \) denotes the iteration index and \( \hat{\omega}_0 \) is an initial estimate of the angular velocity. A good initial estimate \( \hat{\omega}_0 \) to the Gauss-Newton algorithm is given by the weighted least squares estimates of the angular velocity calculated from the gyroscope readings, i.e.,

\[
\omega_0 = ((1_I_N \otimes I_3) Q_{\omega}^{-1} (1_I_N \otimes I_3))^{-1} (1_T \otimes I_N) Q_{\omega}^{-1} y_\omega, \quad \text{where} \ Q_{\omega} \text{ denotes the covariance matrix of the gyroscopes measurement error } n_\omega. \quad \text{The Jacobian } \ J_h \text{ of } h(\omega) \text{ is given by}
\]

\[
J_h = [A(\omega, r_1)^T \ldots A(\omega, r_{N_s})^T 1_{I_N}^T \otimes I_3]^T, \quad (13)
\]

where \( A(u, v)^T = \Omega_u^T \Omega_v + \Omega_{uv} \).

The performance of the proposed measurement fusion method is evaluated in Section [V] where it is compared to the CRB derived in Section [IV]. Next, we will describe how the dynamic range of the angular velocity measurements of the array can be extended beyond the dynamic range of the gyroscopes used in the array.
III. Angular Velocity Measurement Range Extension

The measurement range of contemporary ultralow-cost gyroscopes is generally limited to some thousands of degrees per second, whereas accelerometers with measurement ranges of thousands of meters per second square are widely available. Thus, when designing sensor arrays to be used in high dynamic applications such as biomedical tracking systems for sport activities where the angular velocity may exceed thousands of degrees per second, see e.g., [47], [48], it may be difficult to find gyroscopes with a sufficient dynamic range. Consequently, the gyroscopes in the array sometimes get saturated. However, the proposed measurement fusion method can still be used to estimate the angular velocity by simply removing the saturated gyroscope readings from the measurement model and adapting the dimensions of the measurement error covariance matrix accordingly.

When all of the gyroscopes are saturated, then the measurement model becomes the equivalent to the model in (3), for which the angular velocity is not identifiable since \( h_v(\omega) = h_v(-\omega) \). However, since the sign of the elements in the angular velocity vector can be deduced from the saturated gyroscopes, the angular velocity is still identifiable. In Fig. 3 an example of the angular velocity measurement range extension is shown, when applied to data collected by the array in Fig. 1.

When the gyroscopes are saturated, finding a good initialization of the Gauss-Newton algorithm becomes trickier and the convergence of the algorithm can be slow. In applications where the inertial sensor array is used on a regular basis to measure the specific force and angular velocity, an initial estimate may be found by predicting the angular velocity from the at previous time instant estimated angular velocity and angular acceleration [31]. Another method to find an initial estimate when the gyroscopes are saturated and a 3D array is used is through the angular acceleration tensor method that is summarized in the Appendix.

The performance of the proposed measurement fusion method, for the case when the gyroscopes are saturated, is evaluated in Section IV. The performance is compared to the CRB derived in the next section.

IV. Cramér-Rao Bound

Since the measurement error in the signal model is assumed to be Gaussian distributed, a general expression for the CRB for the measurement fusion problem at hand is straightforward to derive starting from the results in [44], p. 49. Assuming the following parameter order \( \Theta = [\omega^\top \ \phi^\top]^\top = [\omega^\top \ \hat{\omega}^\top \ \text{s}^\top]^\top \), the CRB becomes

\[
\text{Cov}(\Theta) \succeq \mathcal{I}(\Theta)^{-1},
\]

and the Fisher information matrix \( \mathcal{I}(\Theta) \) is given by

\[
\mathcal{I}(\Theta) = \Phi^\top Q^{-1} \Phi,
\]

where \( \Phi = [J_h \ \ H] \). Here the notation \( B \succeq A \) implies that \( B - A \) is a positive semi-definite matrix. Since the measurement model is linear in \( \phi \), the Fisher information matrix will not depend on the specific force and the angular acceleration. To gain a deeper understanding of the estimation problem at hand, we will study the CRB for a special set of array configurations next.

A. Square arrays with uncorrelated measurement errors

Consider the case where the following three conditions apply: (i) the accelerometers are mounted in a planar square grid with a spacing \( \alpha \) in between each sensor and the origin of the array coordinate system is defined at the center of the grid; (ii) the measurement errors are uncorrelated; and (iii) all of the accelerometers and gyroscopes have the same error variance. Then \( Q = (\sigma_\omega^2 I_{3N_3}) \oplus (\sigma_\omega^2 I_{3N_g}) \), where \( \oplus \) denotes the matrix direct sum. Further, \( \sigma_\omega^2 \) and \( \sigma_\omega^2 \) denote...
the measurement error variance of the accelerometers and gyroscopes, respectively. Moreover, thanks to the symmetry of the array \( \sum_{i=1}^{N_s} r_i = 0_3.1 \). The Fisher information matrix then takes the following form

\[
\mathcal{I}(\theta) = \begin{bmatrix}
\mathcal{I}_{11} & \mathcal{I}_{12} & 0_{3,3} \\
\mathcal{I}_{12} & \mathcal{I}_{22} & 0_{3,3} \\
0_{3,3} & 0_{3,3} & \frac{N_s}{\sigma_s^2} I_3
\end{bmatrix},
\]

where

\[
\begin{align*}
\mathcal{I}_{11} &= \frac{N_s}{\sigma_s^2} I_3 + \frac{1}{\sigma_s^2} J_{h_s}^\top J_{h_s}, \\
\mathcal{I}_{12} &= \frac{1}{\sigma_s^2} J_{h_s}^\top G, \\
\mathcal{I}_{22} &= \frac{1}{\sigma_s^2} G^\top G.
\end{align*}
\]

Here \( J_{h_s} \) denotes the Jacobian of \( h_s(\omega) \). From the Fisher information matrix in (16) we can see that for the considered type of array, the CRB for the specific force is given by

\[
\text{Cov}(\hat{s}) \geq \mathcal{I}_s^{-1},
\]

where

\[
\begin{align*}
\mathcal{I}_s &= \mathcal{I}_{11} - \mathcal{I}_{12} \mathcal{I}_{22}^{-1} \mathcal{I}_{12}^\top \\
&= \frac{N_s}{\sigma_s^2} I_3 + \frac{1}{\sigma_s^2} (\mathbf{G}_1 - \mathbf{G}_2 \mathbf{G}_2^{-1} \mathbf{G}_1^\top),
\end{align*}
\]

and

\[
\begin{align*}
\mathbf{G}_1 &= J_{h_s}^\top J_{h_s} = \sum_{i=1}^{N_s} A(\omega, r_i)^\top A(\omega, r_i) \\
\mathbf{G}_2 &= J_{h_s}^\top G = -\sum_{i=1}^{N_s} A(\omega, r_i)^\top \Omega_{r_i}, \\
\mathbf{G}_3 &= G^\top G = \sum_{i=1}^{N_s} \Omega_{r_i}^\top \Omega_{r_i}.
\end{align*}
\]

Next, using the symmetric properties of the considered array geometry and performing, tedious but straightforward, forward calculations give that

\[
\mathcal{I}_s = \frac{N_s}{\sigma_s^2} I_3
\]

\[
+ \frac{\alpha^2 (N_s^2 - N_o)}{6 \sigma_s^2} \begin{bmatrix}
\omega_x^2 + \omega_y^2 & \omega_x \omega_y & 2 \omega_x \omega_z \\
\omega_x \omega_y & \omega_x^2 + \omega_y^2 & 2 \omega_y \omega_z \\
2 \omega_x \omega_z & 2 \omega_y \omega_z & 4 \omega_z^2
\end{bmatrix}.
\]

Note that the assumption about the accelerometers being mounted in a planar square grid implies that \( N_o \in \{4, 9, 16, 25, \ldots\} \). From the expression for the Fisher information matrix in (25), we can see that when the array is stationary no rotational information is gained from the accelerometers, and the CRB becomes equivalent to the covariance of the arithmetic mean of the gyro measurement errors. When the array starts rotating, the accelerometers will start to provide rotational information and the accuracy with which the angular velocity can be estimated increases proportionally to the squared angular rates. Further, the rotational information gained from the accelerometers scale quadratically with the distance \( \alpha \) between the sensors.

When all gyroscopes are saturated, i.e., \(|\omega_i| > \gamma, \forall i \in \{x, y, z\}\), where \((-\gamma, \gamma)\) is the dynamic range of the gyroscopes, no information other than the sign of the angular velocity is provided by the gyroscopes and the angular velocity must be estimated solely from the accelerometers. As the sign information can be seen as a special case of inequality constraints, and inequality constraints generally does not have any effect on the CRB, the Fisher information for this case can be found by letting \( \sigma_s^2 \rightarrow \infty \). The inverse of the Fisher information matrix (25) then takes the following simple form

\[
\mathcal{I}_s^{-1}(\omega > \gamma) = \frac{6 \sigma_s^2}{\alpha^2 (N_s^2 - N_o)} \begin{bmatrix}
\frac{1}{\omega_x^2 + \omega_y^2} & 0 & 0 \\
0 & \frac{1}{\omega_y^2 + \omega_z^2} & 0 \\
0 & 0 & \frac{1}{\omega_z^2}
\end{bmatrix}.
\]

where the non-zero of the diagonal elements have been left out for brevity. From this, we can see that in an array where the gyroscopes have an infinitesimal small dynamic range, i.e., the gyroscopes only provides information regarding the sign of the angular velocity, then the covariance of the angular velocity estimates tends toward infinity as the angular velocity goes toward zero. Hence, for so-called gyroscopic-free IMUs, i.e., an array of only accelerometers, there is no estimator that can provide an unbiased, finite variance, estimate of small angular velocities. Therefore, the practical use of gyroscopic-free IMUs in inertial navigation systems for low-dynamical applications is questionable.

The CRB for the angular acceleration \( \dot{\omega} \) is given by

\[
\text{Cov}(\dot{\omega}) \geq \mathcal{I}_s^{-1},
\]

where

\[
\mathcal{I}_s = \mathcal{I}_{11} - \mathcal{I}_{12} \mathcal{I}_{22}^{-1} \mathcal{I}_{12}^\top = \frac{1}{\sigma_s^2} \mathbf{G}_1 - \frac{1}{\sigma_s^2} \mathbf{G}_2 \mathbf{G}_2^{-1} \mathbf{G}_1^\top, \quad \mathcal{I}_{12} = \frac{1}{\sigma_s^2} \mathbf{G}_2^\top \mathbf{G}_1.
\]

From (28) we can note that the accuracy with which the angular acceleration \( \dot{\omega} \) can be estimated, somewhat surprisingly, decreases with an increasing angular velocity. The best accuracy is achieved when the array is in linear motion (\( \omega = 0 \)) and is given by

\[
\mathcal{I}_s^{-1}(\omega = 0) = \sigma_s^2 \mathbf{G}_2 \mathbf{G}_2^{-1} = \frac{12 \sigma_s^2}{\alpha^2 (N_s^2 - N_o)} \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]
V. SIMULATION AND EXPERIMENTS

In this section the performance of the proposed maximum likelihood measurement fusion method will be evaluated through simulations and real-world experiments. The results will be compared to the derived CRB.

A. Simulations

To evaluate the accuracy of the estimator we have conducted two Monte-Carlo simulations, where each Monte-Carlo simulation runs the proposed measurement fusion method on $10^5$ data realizations. The array considered in the simulations consists of four accelerometer triads and four gyroscope triads, where the accelerometer triads are mounted as illustrated in Fig. 4[a]. Note that all of the arrays that fulfill the assumptions made in Section IV-A can be transformed into an equivalent array with a geometry as in Fig. 4[a] plus possible additional sensors located at the origin. The measurement errors of the accelerometers and the gyroscopes were assumed to be uncorrelated and to have the standard deviation $\sigma_\omega = 0.01 [m/s^2]$ and $\sigma_\omega = 1 [^\circ/s^2]$, respectively. Further, the gyroscopes were assumed to saturate at $2000 [^\circ/s^2]$. These parameter values were selected to reflect the performance that can be expected from ultralow-cost inertial sensors during high dynamic operations when scale-factor, g-sensitivity, and cross-axis sensitivity errors become the main error sources. The small value selected for the accelerometer measurement error variance is motivated by the fact that the accelerometers in the array can easily be calibrated using e.g., the method in [41]. A calibration of the gyroscopes is complicated and requires a rotational rig. If the accelerometers where uncalibrated, then the standard deviation of the accelerometer measurement errors would be a magnitude higher approximately; refer to [41] for typical error figures before and after sensor calibrations.

The root mean square errors (RMSE) calculated from the Monte-Carlo simulations, together with the corresponding square root of the CRBs, are shown in Fig. 5. The angular velocity estimation RMSE of the proposed measurement fusion method for a planar array with the geometry illustrated in Fig. 4[a]. The estimation accuracy obtained by simply averaging the gyroscope measurements is given by the grey horizontal line in the figures.

To compare the proposed measurement fusion method with the in-gyroscope-free IMUs commonly used angular acceleration tensor method, a Monte Carlo simulation using the array geometry illustrated in Fig. 4[b] was also conducted; the angular acceleration tensor method is summarized in the Appendix. The non-planar array geometry is needed for the tensor method to work. The result of the simulation is shown in Fig. 6, from which it can be seen that the tensor method does not achieve the CRB and is outperformed by the proposed method. Note rotations around the x-axis and y-axis are gained from the accelerometers; only information about the rotation around the z-axis is gained. The estimation accuracy achieved by simply averaging the gyroscope measurements is illustrated by the grey horizontal line in the figures.

![Fig. 4 Geometries of the accelerometer triads used in the Monte Carlo simulations.](image)

![Fig. 5 Angular velocity estimation in-plan rotation.](image)

![Fig. 6 Angular velocity estimation out-of-plan rotation.](image)
gyroscopes are saturated, i.e., above 2000 °/s. The estimation accuracy obtained by simply averaging the gyroscope measurements is given by the gray horizontal line.

that the tensor method only uses the measurements from the accelerometers and the sign information from the gyroscopes, and therefore the behavior of the two methods should only be compared for the part of the simulation where all of the gyroscopes are saturated, i.e., above 2000 °/s.

### B. Experiments

To evaluate the proposed method with real-world data the in-house designed inertial sensor array, shown in Fig. 1, was mounted in a mechanical rotation rig and data was recorded at different angular speeds. At each angular speed, data corresponding to 100 time instants were recorded. The data was processed using the proposed maximum likelihood method with the same noise variance settings as used in the simulations and the RMSE of the estimated angular speed was calculated; the angular speed and not the angular velocity as an evaluation criterion was chosen because of the practical problem of accurately aligning the coordinate axes of the array with the rotation axis of the rotation rig. The result is displayed in Fig. 4 and it shows that the proposed method works but it does not achieve the accuracy predicted by the theoretical model. Several factors such as sensor scale factor errors, misalignment between the sample instances of the sensors, and uncertainties in the location of the sensing elements, have been identified as likely sources for the discrepancy. For illustrational purposes the result of a Monte-Carlo simulation resembling the experimental setup, and where random errors with a standard deviation of 0.1 mm were added to the sensor locations, is also shown in Fig. 4.

Further, compared to the state-of-the-art method the proposed method also works with 2D arrays, which is fundamental for the production of arrays on a single printed circuit board. Moreover, by utilizing the spatial separation between the accelerometers, the angular velocity measurement range can be extended beyond that of the gyroscopes. The experimental results show that the proposed methods work, but do not achieve the accuracy predicted by the theoretical model. Uncertainties in the position of the sensing elements have been identified as a likely source for the discrepancy. Further research is needed to verify the source of the problem, and new inertial sensor array calibration methods must be developed. Moreover, information

![Experimental calculated angular speed accuracy.](image)

Fig. 7. RMSE of the from real-world data calculated angular speed. Also shown, the RMSE of the estimated angular speed when calculated from simulated data that includes random sensor location errors.

VI. SUMMARY, CONCLUSIONS, AND FUTURE RESEARCH

Approximately 5 billion smartphones were sold in the five year span 2011-2015, of which most where equipped with some type of inertial motion sensors. Thus, the smartphone industry has become a driving force in the development of ultralow-cost inertial sensors, and six-degree-of-freedom inertial sensor assemblies are sold to large-volume costumers for less than a dollar. Unfortunately, these ultralow-cost sensors do not yet meet the needs of more demanding applications like inertial navigation and biomedical motion tracking systems. However, by adapting a wisdom of the crowd’s thinking and design arrays consisting of hundreds of sensing elements, one can capitalize on the decreasing cost, size, and power-consumption of the sensors to construct virtual high-performance low-cost inertial sensors. Accordingly, we have proposed a maximum-likelihood method to fuse the measurements in arrays consisting of multiple accelerometer and gyroscope triads. The proposed method has been evaluated through simulations as well as real-world tests with an in-house designed array with 192 sensing elements. The simulation results show that the proposed method attains the CRB and it outperforms the current state-of-the-art method. More experimental results can be found in [50].
fusion methods that also considers the time development of the sensor signals and allows for simultaneous calibration and motion tracking should be investigated. Another open research question is to design a measurement error covariance estimation method that enables automatic weighting of the sensor measurements.

APPENDIX

The angular acceleration tensor method used in the simulations are here summarized. For a more detailed description see [28]. Introducing the angular acceleration tensor $W = \Omega^2 + \Omega \omega$, and using the properties of the cross product, the model for the specific force $s_i$ can be rewritten as

$$s_i = s + \Omega^2 r_i - \Omega r_i \omega = s + W r_i.$$  

(30)

The output of the $N_s$ accelerometer triads can be described by the following linear matrix equation

$$Y = XR + N$$

(31)

where

$$Y = [y_{s1} \ldots y_{sN_s}] \quad R = \begin{bmatrix} 1 & \ldots & 1 \\ r_1 & \ldots & r_N \end{bmatrix}$$

(32)

$$N = [n_{s1} \ldots n_{sN_s}] \quad X = [s \ W].$$

(33)

Here $y_{s_i}$ and $n_{s_i}$ denote the measurement and measurement error of the $i$:th accelerometer triad. Neglecting the fact that the tensor $W$ only has six degrees of freedom, the least square estimate of the matrix $X$ is given by

$$\hat{X} = YR^T (RR^T)^{-1}.$$  

(34)

Noteworthy is that since $X$ is a 3-by-4 matrix, the measurements from at least four accelerometer triads are needed. Further, for $R$ to have a full row rank and the estimation problem to be well defined, the locations of the accelerometer triads must span a three dimensional space. From the estimated tensor $\hat{W}$, the angular acceleration can be calculated as

$$\hat{\omega} = [\hat{\omega}_{s2} - \hat{\omega}_{s3}, \hat{\omega}_{s1} - \hat{\omega}_{s3}, \hat{\omega}_{s2} - \hat{\omega}_{s1}]^T,$$

(35)

where $\hat{\omega}_{i,j} = [\hat{W}]_{i,j}$. The angular velocity can, up to a sign ambiguity, be calculated from the left hand side of the equality

$$\hat{\omega} \hat{\omega}^T = \frac{1}{2} (\hat{W} + \hat{W}^T) - \frac{1}{4} \text{tr}(\hat{W} + \hat{W}^T)I_3.$$  

(36)

Here $\text{tr}(\cdot)$ denotes the trace operator.
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