A novel formulation for the study of the ascending aortic fluid dynamics with in vivo data
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Abstract

Numerical simulations to evaluate thoracic aortic hemodynamics include a computational fluid dynamic (CFD) approach or fluid-structure interaction (FSI) approach. While CFD neglects the arterial deformation along the cardiac cycle by applying a rigid wall simplification, on the other side the FSI simulation requires a lot of assumptions for the material properties definition and high computational costs. The aim of this study is to investigate the feasibility of a new strategy, based on Radial Basis Functions (RBF) mesh morphing technique and transient simulations, able to introduce the patient-specific changes in aortic geometry during the cardiac cycle. Starting from medical images, aorta models at different phases of cardiac cycle were reconstructed and a transient shape deformation was obtained by proper activating incremental RBF solutions during the simulation process. The results, in terms of main hemodynamic parameters, were compared with two performed CFD simulations for the aortic model at minimum and maximum volume. Our implemented strategy copes the actual arterial variation during cardiac cycle with high accuracy, capturing the impact of geometrical variations on fluid dynamics, overcoming the complexity of a standard FSI approach.
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1. Introduction

The fluid dynamics of cardiovascular structures play a crucial role in the cardiovascular disease landscape [1, 2, 3]. Quantification of the blood flow and associated bio-markers such as wall shear stress (WSS) and pressure gradients [4] or specific hemodynamic indices can provide useful information in diagnosis and treatment of several cardiovascular pathologies. There are two main techniques to quantify these hemodynamic parameters. The first is represented by in-vivo time resolved phase-contrast magnetic resonance imaging (4D-PCMR/4D Flow MRI) scans. The second consists in patient specific in-silico model using computational modelling. Four-dimensional PCMR imaging made possible to non-invasively quantify patient-specific blood velocity profiles [5, 6], however, there are several limitations in both spatial and temporal resolution of the signals [7, 8].

As a consequence of such limitations, in a quantitative way, hemodynamic indices are difficultly obtained or measured with a low accuracy in-vivo [9]. Numerical simulations by means of Computational Fluid Dynamics (CFD) and Fluid-Structure Interaction (FSI) turned out to be useful and effective tools to get an insight of vascular complex flows thanks to the possibility to explore patient-specific hemodynamics and to investigate different cardiovascular pathologies [10, 11]. The combined use of high resolution computational models and data extracted from clinical imaging is increasingly becoming a reliable instrument to understand and predict the outcome of arterial disorders [12, 13, 6]. CFD simulations underwent a notable development in the cardiovascular field, representing an effective strategy to investigate the hemodynamics of thoracic aorta [14, 15]. Although the rigid wall assumption adopted in the CFD approach could be a reasonable simplification in the cases of high arterial stiffness [16, 17], this aspect is not negligible when considerable wall deformations occur during the cardiac cycle [18]. The rigid wall hypothesis has an important impact on the flow pattern evaluation due to the non consideration of wall compliance and geometry changes of the vessel, representing one of the most important determinant of local blood flow behaviour [19, 20, 21]. CFD disregards wall motion, e.g. the interaction between pulsatile blood flow and the compliant arterial wall, which may affect the estimation of WSS distribution at the aortic wall [22, 23]. In FSI models, the interaction of a deformable structure with the blood flow is com-
puted [24, 25, 26], but it requires additional structural information such as material behaviour characterization as well as wall thickness and their spatial variations quantification, which are rather difficult to be defined in-vivo [27, 28]. In order to overcome this lack of information, a surrogate of vessel material behaviour can be retrieved from pulse wave velocity through the Moens–Korteweg equation [29, 27]. Moreover, FSI simulation approach is a more complex tool and it needs consistent computational time and costs that currently made this technique difficult to insert in a clinical workflow. At present, imaging techniques are able to provide useful data in terms of wall motion and geometrical changes as well as in terms of fluid dynamic at specific phases of the cardiac cycle. Therefore, the development of a computational environment able to combine the wall motion of a vascular structure during the cardiac cycle and the CFD technique could be a promising alternative approach. This moving-boundary method (MBM) presents two main advantages: to provide a more accurate and realistic hemodynamic information while reducing the computational time and costs. The MBM is a well established technique [30, 31, 32], however it was investigated only by few authors in the cardiovascular landscape. Lantz et al. [33] investigated the impact of wall motion on aorta hemodynamics by implementing a prescribed wall motion CFD simulation starting from 4D magnetic resonance (MR) images. More recently, Capellini and co-workers [34, 35, 36] proposed a MBM approach integrating CT dataset, CFD simulations and Radial Basis Functions (RBF) mesh morphing technique. These studies were applied to investigate the fluid dynamic patterns in the ascending thoracic aortic aneurysm progressions and demonstrated the possibility to achieve a target geometry by covering also large shape modifications without losing accuracy in terms of mesh quality. RBF mesh morphing technique turned out to investigate the consequences of morphological variations on hemodynamics [37] or on the positioning of a cannula [38].

This work aims to develop a new fluid dynamic simulation strategy, based on the integration of RBF mesh morphing technique and transient CFD simulation, taking into account for the thoracic aorta deformation during cardiac cycle and thus overcoming the assumptions required by the FSI approach. The novel strategy feasibility and its accuracy were investigated together with the effects of geometry changes on the aortic hemodynamics and the results were compared with those from CFD assuming two geometries at different phases of the cardiac cycle.
2. Radial Basis Function method

RBF are a class of interpolation functions which focus on the recovery of unknown multivariable functions \( f(\mathbf{x}) \) from known data \( (\mathbf{x}) \) by computing an interpolator \( s(\mathbf{x}) \) expressed as a linear combination of basis functions \( \phi \). In a general way, given a points set on a source surface \( \Omega_S \), called source points \( (s_i \) with \( i=1,2,\ldots,N \)), and a points set on a target surface \( \Omega_T \), called target points \( (t_j \) with \( j=1,2,\ldots,N \)), the problem consists in the determination of an optimal spatial interpolation functions \( s(\mathbf{x}) \) that deforms \( \Omega_S \) to \( \Omega_T \). The approximation of \( f(\mathbf{x}) \) is given by:

\[
 f(\mathbf{x}) \approx s(\mathbf{x}) = \sum_{i=1}^{N} \alpha_i \phi_i(\|\mathbf{x} - \mathbf{x}_i\|) \tag{1}
\]

where \( \phi_i \) is a radial function depending on the Euclidean distance between \( \mathbf{x} \) and \( \mathbf{x}_i \) and \( \alpha_i \) is its associated coefficient. In this work a Gaussian RBF was adopted for \( \phi_i (\phi(r) = e^{-r^2}) \). The term RBF refers to a general formulation written as:

\[
 f(\mathbf{x}) \approx s(\mathbf{x}) = \sum_{i=1}^{N} \alpha_i \phi_i(\|\mathbf{x} - \mathbf{x}_i\|) + h(\mathbf{x}) \tag{2}
\]

where an additional polynomial part \( h(\mathbf{x}) \) is included to guarantee the existence and the uniqueness of the solution. The error of interpolation depends on the choice of RBF. Once the RBF function is defined, the RBF problem consists in the solution of the associated linear system.

3. Material and Methods

The work procedure was based on the integration of three main phases: the image processing (i), the RBF mesh morphing technique application (ii) and the execution of numerical simulations (iii). The feasibility together with the accuracy of the new implemented strategy to cope the actual aortic wall deformation during CFD transient simulation, hereafter called CFD\(_{RBF}\), were tested. Additionally, CFD simulations were performed for the models with the largest and smallest aorta geometry in order to carry out a results comparison.
Image processing. The images were acquired with a 320-detector scanner (Toshiba Aquilon One, Toshiba, Japan), using iodinated contrast medium and presented an average pixel size of 0.468 mm and slice thickness of 0.5 mm. The acquisition protocols included a total body scan and 10 ECG-gated phases of the ascending aorta and aortic arch. All the CT datasets were retrospectively analysed. A segmentation process was performed by using a threshold algorithm with the same threshold level for each dataset (Figure 1a). 3D geometrical models of ascending aorta, arch and supra-aortic vessels were generated for each cardiac phase. The segmented models were exported as stereolithography (STL) file-format for accomplishing the mesh morphing process setup. Based on the definition of the vessel centerline (ξ), defined as the geometrical locus of the centres of the maximal inscribed spheres in the vascular geometry, the aortic deformation was evaluated by calculating the sections diameters normal to ξ. Technically, the centerline was generated automatically by using VMTK on the 3D surface triangulation of each geometry.

![Figure 1: Example of images segmentation and of 3D reconstructed aorta model at phase 0% of the cardiac cycle (a); vessel centerline (ξ) and three cross sections (Π₁, Π₂, Π₃) (b).](image)

The flow descriptors were evaluated for three cross sections shown in (Figure 1b): at the section characterized by maximum variation of diameter during the cardiac cycle (Π₂) and at two additional equally-spaced sections (Π₁ and Π₃).

RBF mesh morphing process. In order to obtain a transient shape deformation of the ascending aorta geometry synchronised with the cardiac cycle, a
specific simulation strategy was developed. This strategy is based on three main steps: calculation of the RBF solution targeting for each of the selected phases, the position of the aorta geometry with respect to its baseline configuration (i), calculation of the RBF incremental solution allowing to reshape the aorta over each interval of time (ii) and coupling the transient RBF solution with the CFD system (iii). Firstly, the RBF solutions of the selected phases were calculated by taking as reference the mesh of the aortic model at 0% phase of cardiac cycle (baseline configuration) so that the associated displacement field from $stl_0$ to the $stl_i$ was obtained. To perform this, the source points were generated on the $stl_0$ geometry while specific sets of target points were selected on each $stl_i$ model (Figure 2). Here, the morphing action was restricted to specific zones of the mesh detected with a sphere grid. The associated RBF solutions were referred to as: RBF$_{0-20}$, RBF$_{0-40}$, RBF$_{0-60}$ and RBF$_{0-80}$.

Secondly, the RBF solutions were then processed in order to obtain an incremental displacement field composed by several RBF solutions respectively named: RBF$_{0-20}$, RBF$_{20-40}$, RBF$_{40-60}$ and RBF$_{60-80}$. An additional RBF solution was implemented in order to handle the final part of the diastolic
Finally the incremental solutions were properly combined to automatically synchronize the actual shape with the pulsating fluid flow during CFD computing. To perform this strategy, RBF incremental solutions were activated with different time-dependent weights, by implementing a custom scheme in Fluent code together with the usage of RBF morph tool according to the following equation:

\[
RBF_{n,n+1}(t) = \begin{cases} 
0 & \text{if } t \leq t_n \\
\frac{t-t_n}{t_{n+1}-t_n} & \text{if } t_n < t < t_{n+1} \\
1 & \text{if } t \geq t_{n+1}
\end{cases}
\]  

where the term \( RBF_{n,n+1} \) represents the RBF solutions previously described at the second step (RBF\(_{0-20}\), RBF\(_{20-40}\), RBF\(_{40-60}\), RBF\(_{60-80}\) and RBF\(_{80-0}\)). The whole process was implemented directly in Ansys™ Fluent™ by using the RBF Morph™ add-on. Two different kinds of evaluation were performed to assess the effectiveness of the RBF mesh morphing technique: one in terms of capability to reach the aorta geometry at each phase of deformation and another in terms of conservation of mesh quality. The first metric consists in calculating the distance between each 3D model reconstructed from images and corresponding RBF morphing configuration at that phase whilst the second evaluation was carried out by considering the skewness of the mesh at different stages of deformation.

**Simulations setup.** The governing equations of fluid motion, the Navier–Stokes equations, were numerically solved in their discrete form by applying the finite volume method. Three different CFD simulations were performed: a CFD simulation assuming the geometry at 0% phase (CFD\(_0\)), a CFD assuming the geometry at 40% phase (CFD\(_{40}\)) of cardiac cycle and the new implemented transient simulation (CFD\(_{RBF}\)). For all the three CFD simulations, the same computational setup was assumed. The 3D incompressible Navier-Stokes equation system used for blood flow simulation is given as:

\[
\rho \frac{\partial v}{\partial t} + \rho (v \cdot \nabla)v - \nabla \sigma = 0 \\
\nabla \cdot v = 0
\]  

where \( \rho \) is the density of the fluid, \( v \) is the blood velocity and \( \sigma \) is the Cauchy stress. The blood was assumed as a non-Newtonian incompressible...
fluid (density of 1 060 kg/m$^3$), adopting the Carreau-Yasuda viscosity model according to [39] and described by Equation 5:

$$
\mu = \mu_\infty + (\mu_0 - \mu_\infty) \left[1 + (\lambda \dot{\gamma})^\alpha\right]^{\frac{n-1}{\alpha}}
$$

(5)

where $\dot{\gamma}$ represents the scalar shear rate, $\mu_0$=0.042 Pa-s is the blood viscosity at low shear rate, $\mu_\infty$=0.00345 Pa-s is the blood viscosity at high shear rate, $\lambda$=3.313 s is the time constant, the power law index $n$=0.375 and Yasuda exponent $\alpha$=2$^{21}$. All models were discretized with a mesh of tetrahedral elements with an element size of 1 mm and prism elements were included by implementing a 4 inflation layers for a total thickness of 1.2 mm and a growth-rate equal to 1.5 to improve the accuracy in the WSS estimation. Regarding the boundary conditions, a blood flow velocity inlet profile was assigned to the aortic inlet and a pressure outlet condition was assumed for the four outlets: innominate artery (IA), left common carotid artery (LCCA), left subclavian artery (LSA) and descending aorta (DA). An idealised inlet flow previously adopted in [35] was used after a re-scale process in order to synchronise the flow curve with the cardiac cycle of the patient. The pressure profile along the cardiac cycle was obtained by implementing a lumped 3-element Windkessel model whose parameters, defined based on outlets areas distribution [40], are reported in Table 1. Three cardiac cycles were simulated and the results were evaluated at the last cycle in order to avoid the initial transient effects.

|     | IA   | LCCA | LSA    | DA    |
|-----|------|------|--------|-------|
| $R_d$ | 6.80e$^8$ | 1.91e$^9$ | 9.52e$^8$ | 2.53e$^8$ |
| $R_p$ | 4.34e$^7$ | 1.22e$^7$ | 6.08e$^7$ | 1.62e$^7$ |
| $C$  | 2.18e$^{-9}$ | 7.74e$^{-10}$ | 1.55e$^{-9}$ | 5.84e$^{-9}$ |

Table 1: Windkessel parameters: distal ($R_d$), proximal ($R_p$) resistances and compliance ($C$) for all outlets. Resistances are expressed in kg m$^{-4}$ s$^{-1}$ while the compliances in kg$^{-1}$ m$^4$ s$^2$.

The hemodynamic results were investigated in terms of blood velocity over the three cross sections ($\Pi_1$, $\Pi_2$, $\Pi_3$) and by determining four hemodynamic indices in $\Pi_2$ and in the whole domain for all simulations.

**Hemodynamic Indices.** The differences in terms of flow eccentricity were assessed by calculating the normalized flow eccentricity (NFE) [41], defined as the Euclidean distance between the vessel centre and the centre of velocity...
(Cvel) for the forward flow in a selected section of the aorta, and normalized to the lumen radius. Cvel was calculated as the weighted centroid of the section. Each mesh node was weighted by the corresponding velocity value as defined in the following equation, where r is the radius and V the velocity is computed as:

$$C_{vel} = \frac{\sum_i r_{ij} |V_i|}{\sum_i |V_i|} \quad j = x, y, z \quad i = \text{mesh section vertices} \quad (6)$$

A NFE value equal to 1 implies that the flow has its maximal eccentricity, whereas NFE equal to 0 indicates a central distribution of flow. The helical structures of blood flow were also evaluated in terms of localized normalized helicity (LNH) that describes the cosine of the angle between the vorticity and velocity vectors as proposed in [42, 43]:

$$\text{LNH}(s,t) = \frac{V(s,t) \cdot \omega(s,t)}{|V(s,t)||\omega(s,t)|} \quad (7)$$

where s is the position, t the time instant, V is the velocity vector and \( \omega \) the vorticity vector. The LNH index ranges from -1 to +1, denoting a left-handed (counter-clockwise) and a right-handed (clockwise) rotation respectively [44]. High values of LNH reflect a completely helical flow while LNH close to zero indicates symmetric flow patterns. The helicity was also evaluated by index \( h_1 \) (time-averaged value of the helicity normalized with respect to volume), index \( h_2 \) (helicity intensity) and index \( h_3 \) (ranging between -1 and 1: it is positive (negative) when left-handed (right-handed) helical structures are predominant in the volume) [45]. These indexes are defined by the following equations:

$$h_1 = \frac{1}{TV} \int_T \int_V H_k dV dt \quad (8)$$

$$h_2 = \frac{1}{TV} \int_T \int_V |H_k| dV dt \quad (9)$$

$$h_3 = \frac{h_1}{h_2} \quad (10)$$

where T is the interval of integration corresponding to the period of cardiac cycle, V is the entire volume of domain and \( H_k \) is the helicity density. The WSS analysis included the evaluation of time-averaged wall shear stress
(TAWSS) [46] and the oscillatory shear index (OSI) [47]. The TAWSS parameter was calculated by integrating WSS magnitude of each mesh vertex over the cardiac cycle as described by the following equation:

$$\text{TAWSS} = \frac{1}{T} \int_0^T |WSS(s, t)| \cdot dt$$  \hspace{1cm} (11)

The OSI index identifies the presence of high oscillatory direction of WSS during the cardiac cycle and it was calculated according to:

$$\text{OSI} = 0.5 \left[ 1 - \left( \frac{\int_0^T |WSS(s, t)| \cdot dt}{\int_0^T |WSS(s, t)| \cdot dt} \right) \right]$$ \hspace{1cm} (12)

According to previous studies [48, 49], threshold values were specified for both TAWSS and OSI indices respect to the distributions on the ascending aorta for CFD\textsubscript{0} case. The threshold values of 10th and 20th percentiles were considered for TAWSS, while threshold values of 80th and 90th percentiles were calculated for OSI. For this last index, the surface area characterized by values beyond (below for TAWSS) the percentile values was calculated to better quantify disturbed shear.

4. Results

**Image processing.** The reconstruction of 3D models was successfully carried out for all cardiac phases. The evaluation of different geometries showed that the main variation along the cardiac cycle was in the ascending aorta, while no significant deformation was observed in the aortic arch. The maximum cross section diameter along the ascending aorta ranged between 27.9 mm (at 0% phase) and 30.2 mm (at 40% phase). The comparative analysis of each consecutive 3D model revealed very low variations. As a consequence of that, only geometries at intervals of 20% were used to develop our mesh morphing process (Figure 3a). In Figure 3b the portion of the five ascending regions are overlapped. Figure 3c shows the aortic blood velocity profile with the five phases.

**Numerical Simulations.** The comparison of the different simulations strategies in terms of hemodynamic parameters evaluation are presented at four different times of cardiac cycle to cope the behaviour at the maximum acceleration ($T_1=0.112$ s), at the peak systole ($T_2=0.168$ s), at the maximum
Figure 3: 3D reconstructed geometries for five phases of cardiac cycle (a); example of overlay of the five models (b); flow rate waveform imposed at the inlet section with the cardiac phases used in the CFD\textsubscript{RBF} procedure (0%, 20%, 40%, 60%, 80%). The following characteristic time instants are highlighted: the maximum acceleration ($T_1$), the peak systole ($T_2$), the maximum deceleration ($T_3$) and the early diastole ($T_4$) (c).

deceleration ($T_3=0.336$ s) and at the early diastole ($T_4=0.56$ s) (Figure 3c).

Figure 4 depicts the through-plane velocity distributions in $\Pi_1$, $\Pi_2$ and $\Pi_3$ for the three numerical simulations at $T_3$.

The distance between $C_{vel}$ and the centroid of the sections $\Pi_2$ together with the through-plane velocity distribution are depicted in Figure 5 in order to evaluate also the displacement of velocity centre. The NFE index values calculated on the same $\Pi_2$ plane are reported in Table 2.

|          | $T_1$ | $T_2$ | $T_3$ | $T_4$ |
|----------|-------|-------|-------|-------|
| CFD\textsubscript{0} | 0.06  | 0.06  | 0.11  | 0.32  |
| CFD\textsubscript{40} | 0.12  | 0.09  | 0.11  | 0.12  |
| CFD\textsubscript{RBF} | 0.161 | 0.17  | 0.18  | 0.27  |

Table 2: NFE values at $\Pi_2$ section for all simulations CFD\textsubscript{0}, CFD\textsubscript{40}, CFD\textsubscript{RBF} at the four selected instants of the cardiac cycle.

The distribution of the LNH values in terms of isosurfaces with a threshold of $\pm0.8$ at $T_2$, $T_3$ and $T_4$ is reported in Figure 6 in order to visualize the
markedly helical flow structures in the flow depending on the simulation strategy adopted. The presence of two types of helical flow was revealed: left handed rotation (blue color) and right-handed (red color). At systolic peak ($T_2$) a predominance of right-handed rotation is notable for the CFD$_0$ in the ascending region (Figure 6a). This behaviour is less marked for the CFD$_{40}$ (Figure 6d). At the same timestep, the CFD$_{RBF}$ presents significant fluid structures with both rotation directions (higher LNH magnitude value) in the arch region (Figure 6g). At $T_3$ CFD$_{40}$ and CFD$_{RBF}$ simulations present similar high LNH flow patterns (Figure 6e,h) and lower values characterized CFD$_0$ in the arch region (Figure 6b). With respect to the CFD solutions, the CFD$_{RBF}$ appears to be more effective for the supra-aortic vessels where a left-handed rotation is more pronounced. At $T_4$, the CFD simulations (Figure 6c,f) show a decrease of helicity of the flow along all the aortic vessel, while the CFD$_{RBF}$ is characterised by a more pronounced left-handed rotation component in particular in the ascending region (Figure 6i). The discrepancy in terms of helical flow between the CFD and the CFD$_{RBF}$ models is also revealed by the quantitative helicity indices. Even if the helicity intensity index ($h_2$) does not present significant differences (3.314, 3.022 and 3.289 for CFD$_0$, CFD$_{40}$ and CFD$_{RBF}$ respectively), the predominant sense of rotation stresses out the different behaviour of the CFD$_{RBF}$ with respect to the CFD models. In fact, $h_1$ and $h_3$ indices revealed a significant difference in terms of sign between the two approaches: positive for both CFD$_0$ (0.077 and 0.023) and CFD$_{40}$ (0.258 and 0.085) and negative for the CFD$_{RBF}$ (- 0.015 and - 0.028).
Figure 5: Plot of the \( C_{vel} \) (in blue) and the centroid (in red) of the cross section at four different times of cardiac cycle \( T_1, T_2, T_3 \) and \( T_4 \) for each performed simulation: CFD\(_0\) (a-d), CFD\(_{40}\) (e-h) and CFD\(_{RBF}\) (i-l).

Figure 7 stresses out the map of the projection of LNH on \( \Pi_2 \) at three different times of cardiac cycle \( T_2, T_3 \) and \( T_4 \).

The OSI maps are shown in Figure 8 (a-c). It is possible to notice different distributions of the two WSS indicators among the two simulation approaches. As expected, the CFD\(_0\) and CFD\(_{40}\) depict differences in the ascending region but very similar maps in the remaining aorta. A higher OSI value in a wider ascending area for the CFD\(_{RBF}\) with respect CFD simulations can be observed. This last observation is confirmed also by the TAWSS.
map distribution (Figure 8(d-f)). With particular attention to the ascending region, Table 3 reports the percentage of area with OSI (beyond) and TAWSS (below) values for the pre-

Figure 6: Isosurfaces of LNH at three different times of cardiac cycle ($T_2$, $T_3$ and $T_4$) for each performed simulation: CFD$_0$ (a-c), CFD$_{40}$ (d-f) and CFD$_{RBF}$ (g-i). High threshold values ($\pm 0.8$) are adopted to visualize the markedly helical structures. For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.
Figure 7: Projection on Π₂ of the LNH at three different times of cardiac cycle (\(T_2\), \(T_3\) and \(T_4\)) for each performed simulation: CFD₀ (a-c), CFD₄₀ (d-f) and CFD_{RBF} (g-i).

to allow the comparison process, morphological configurations at phases 0 and 40 of the cardiac cycle were reported for the CFD_{RBF} case. The maps of surface area of ascending aorta with values beyond/below percentiles of OSI and TAWSS are shown in Figure[9] and Figure[10] respectively. The CFD_{RBF} cases show a significant different topology with respect to CFD simulations: a larger area for critical OSI values and a smaller region for critical TAWSS.
Figure 8: OSI and TAWSS distributions for each performed simulation: CFD<sub>0</sub> (a,d), CFD<sub>40</sub> (b,e) and CFD<sub>RBF</sub> (c,f) respectively.

|               | OSI (80th) | OSI (90th) | TAWSS (20th) | TAWSS (10th) |
|---------------|------------|------------|--------------|--------------|
| CFD<sub>0</sub> | 19.21%     | 9.91%      | 21.12%       | 10.74%       |
| CFD<sub>40</sub> | 21.00%     | 10.94%     | 26.92%       | 16.73%       |
| CFD<sub>RBF</sub> (phase 0) | 23.56% | 11.81% | 20.06% | 9.49% |
| CFD<sub>RBF</sub> (phase 40) | 23.50% | 11.78% | 21.36% | 9.87% |

Table 3: Surface area of ascending aorta exposed to indices below TAWSS and beyond OSI for CFD<sub>0</sub>, CFD<sub>40</sub>, CFD<sub>RBF</sub>. The percentage are related to the relative ascending area.

5. Discussion and conclusions

In this study, we exploited the appealing concept of obtaining accurate hemodynamic solutions using a moving-boundary method approach and thus without invoking material descriptors that are difficult to retrieve. Our MBM is based on RBF mesh morphing techniques with radial basis function to obtain a subject-specific aortic model starting from a STL geometry derived...
Figure 9: OSI distribution beyond threshold values in ascending aorta for CFD_0 (a), CFD_{40} (b), CFD_{RBF} at phase 0 of the cardiac cycle (c) and CFD_{RBF} at phase 40 of the cardiac cycle (d). Contour levels correspond to the 80th, 85th, 90th and 95th of the percentile values.

Figure 10: TAWSS distribution below threshold values in ascending aorta for CFD_0 (a), CFD_{40} (b), CFD_{RBF} at phase 0 of the cardiac cycle (c) and CFD_{RBF} at phase 40 of the cardiac cycle (d). Contour levels correspond to the 80th, 85th, 90th and 95th of the percentile values.
from the segmentation of CT scan data. In computational hemodynamics, simulations are commonly based on CFD approaches thanks to their main advantages such as a reduced computational time and cost as well as the need of a more simple setup. Alternative strategies based on FSI were applied in literature. The influence of geometry on fluid dynamic patterns is recognized to be not negligible and the aortic wall changes during the cardiac cycle need to be considered. With this in mind, FSI simulations are more appealing because able to cope the physical problem in a more realistic manner. However, FSI simulations are more complex to setup and the assumption that they require can influence the entire numerical solution. For this reason, the incorporation of fully personalized, \textit{in-vivo} measurements of wall dynamics could be an alternative step in the pipeline for subject-specific analysis of the aortic hemodynamics. First of all, this work revealed how the choice of different image phases for the model reconstruction to be used in standard CFD simulations also involves differences in hemodynamic results. Hence, the rigid wall simulations include an additional source of uncertainty due to the different possible geometries that can be used for the same subject. Moreover, here we observe that: when a tomographic dataset is available, the application of our transient CFD$_{RBF}$ strategy is feasible; the application of a mesh morphing approach leads to the maximum distance error bounded below 0.24 mm and to a mesh distortion less then 0.035% (for cell with skewness values >0.8 located in the morphing domain). Our findings also show differences in WSS-based descriptors between CFD and CFD$_{RBF}$. This result highlighted the relationship between wall motion and hemodynamics and it is in agreement with previous studies that showed that CFD simulation underestimated WSS on average by 10–30% compared to FSI.

Regarding the accuracy of the RBF mesh morphing technique, the assessment of geometrical effectiveness showed highest nodes distance for the 20% phase of cardiac cycle with values ranging between 0 and 0.24 mm (Figure 11a-c). The maximum value of distance belonged to a very few number of mesh vertices (4 vertices), while the majority of nodes showed a value less than 0.03 mm.

The mesh quality analysis showed the introduction of cells with high skewness value (>0.85) as a results of the RBF mesh morphing. This condition was mainly observed at 40% phase of cardiac cycle. Nevertheless only 19 cells exceeded the critical value of 0.95 together with an average value less than 0.3 at 80% phase of cardiac cycle without problems for simulation
Figure 11: Results of RBF mesh morphing technique at geometry level: map of the distance between the target 3D reconstructed phase at 20% of cardiac cycle and the corresponding RBF solution (a); the bar-plot of nodes distance (b) and the detail of the columns with the lower number of nodes (c); cells with a skewness values $>0.85$ for the RBF solution corresponding to 40% phase (d) and 80% phase (e).
convergence (Table 4). The distributions of skewness values for the two above mentioned cases are reported in Figure 11d-e. However, these cells are confined in a small region corresponding to the superior boundary of the source points and no significant effects were reflected on the hemodynamic results.

|   | Avg | >0.85 | >0.95 |
|---|-----|-------|-------|
| 20% | 0.268 | 22 | 0 |
| 40% | 0.274 | 593 | 2 |
| 60% | 0.276 | 209 | 2 |
| 80% | 0.269 | 247 | 19 |

Table 4: Averaged values of skewness metric, number of cells with skewness values greater than 0.85 and greater than 0.95 (critical value for convergence) for RBF solutions for the models at selected phases of cardiac cycle.

Concerning the comparison of the fluid dynamic aspects between the CFD and CFD\textsubscript{RBF}, differences were detected for the investigated variables. The evaluation of the through-plane velocity (Figure 4) revealed differences in terms of both values and distribution. The wall movement increases the eccentricity of the flow along the vessel with an impingement on the flow versus the anterior artery wall. Our findings also show that this phenomenon is marked at time $T_3$ (Figure 5a,e,i) while is reduced at $T_1$ (Figure 5c,g,k).

Indeed, focusing on the morphological analysis of the $\Pi_2$ along the cardiac cycle, the maximum displacement of the centroid was equal to 50% and the deformation of the maximum diameter was equal to 7.6%. These variations detected by the analysis of the images of the datasets with CT gated were found to be responsible for the significant differences between the results of the standard CFD and the CFD\textsubscript{RBF} simulations.

The NFE index is widely studied in literature, in particular for aneurysmatically subjects for its impact on the ascending aorta in terms of WSS and TAWSS [62], and it is an important indicator of how the hemodynamics are largely led by geometrical aspects [25]. In term of hemodynamic indices, the differences between the CFD and the CFD\textsubscript{RBF} were addressed also by the LNH, OSI and TAWSS. The role of LNH is to measure the local alignment between the velocity and the vorticity vector fields and it is associated with flow energy decay over time [63, 64]. In our study, a LNH threshold of ±0.8 was chosen for visualization purposes to show the elevated helicity.
The presence of helical flow in the thoracic aorta is based on the assumption that valve morphology and aorta curved geometry may promote its formation. Here we imposed a plug inlet condition for all the three models in order to stress out the influence of the morphological changes during the cardiac time. In fact, the differences observed in the helicity descriptors (Figure 6 and Figure 7) showed how the aortic helical flow structure firstly depends on the ascending aorta volume and even more markedly on the actual aorta deformation during cardiac cycle.

The main interesting findings of this work are related to the opposite sign of the predominant direction of rotation changes ($h_1$ and $h_3$) of the CFD$_{RBF}$ with respect to the CFD models. On the other hand, the $h_2$ descriptor appears to be not affected by the ascending aorta variation along the cardiac cycle. In particular, Figure 6(g,h,i) evidences that the topology of the flow begins to assume a double swirl-like structure, with an inversion in the helical rotation going from the inner (right handed, positive values of LNH) to the outer (left handed, negative values of LNH) aortic wall. This rearrangement of the flow starts from the ascending aorta and it involves the entire arch up to the supra-aortic vessels. The onset of bi-helical patterns and their dynamics can be appreciated in the second half of the systole up to the early diastole (Figure 6(h,i)) where the flow with right-handed rotation is more desegregated. This feature is more evident at T4 where the topological helical flow feature is more perturbed. During the diastole, the fluid rotational momentum dominates, resulting in counter-rotating helical patterns in the ascending aorta and proximal to a symmetric flow as systole goes (Figure 7(k)). The evaluation of helical flow through LNH index was performed in several works starting from both in-vivo [65, 66] and numerical simulations technique [15, 49] mainly using CFD approach and no studies were performed with this specific comparison in mind. This different fluid rotation can be described by factors that, at this stage of investigation, are not easily identified. We think that the observed flow structures are given by the combination of the superimposition of the axial flow at inlet and the ascending aorta wall motion; however, further investigation are required to confirm our preliminary results. Consistently to previous observations, differences arise also from the evaluation of WSS indicators such as OSI (Figure 8(a-c)) and TAWSS (Figure 8(d-f)) mainly in terms of map distributions. The representation of ascending aorta regions exposed to selected intervals of values (Figure 9 and Figure 10) as well as the quantification of area exposed to disturbed shear (Table 3) further highlight the influence of different simulation strategies on
OSI and TAWSS indicators. The assumption on the shape of the phase at which the geometry is considered affects the topology of the flow descriptors in the aorta. Focusing our attention on the 95th percentile value for OSI, an increase of about 14% was obtained in case of CFD. The comparison between CFD and CFD shows an increase of 76% in terms of area exposed to values below 5th percentile for TAWSS. The results about a standard CFD and a CFD confirm the importance of including the patient specific geometry variation during the cardiac cycle. The spread obtained in the values of WSS descriptors into the aorta differ both in intensity and topology. As an example for the disturbed shear, our results show that the standard CFD approach underestimates the surface areas in terms of OSI while overestimate TAWSS. For this reason, the incorporation of fully personalized in vivo wall movement coupled with the inlet flow velocity could be a necessary step in the pipeline for subject-specific analysis of the aortic hemodynamics.

There are several limitations that could weaken the findings of this study and that could be considered in order to investigate in depth the added value of our approach. Here we limited the morphing approach to the ascending aorta only. The reason for this choice is that the gated CT dataset was available only for this district. Due to the radiation dose necessary to obtain the whole aorta with a gated CT scan (mean radiation exposure of about 13.0 mGy (5 mGy in our case), a dataset of entire thoracic aorta was not available. However, the strategy applied here does not entail the generality of our findings because the ascending aorta is subject to the higher stress and strain values. Moreover the movement of the ascending aorta is more complex, as a result of the motion from the beating heart. However, the above limitation could be potentially overcome by using patient images from cine-MR. Despite the potentiality of the MR scan, it is worth to point out the difficulties to cope deformations of about or less of 1 mm with this methodology. Despite this limitations, MRI is recognised as an useful methodology to obtain patient-specific inlet boundary condition. According to previous works, a further aspect to be taken into account is the application of 4D velocity map as inlet boundary condition to accurately simulate the real flow distribution at the inlet of ascending aorta. We plan to include this additional feature as a next step in order to replicate more faithfully the physical flow behaviour from both numerical and experimental point of view. A FSI simulation of the model was not performed and, apparently, this could seem to be the main limitation of this study. Subject-specific wall material properties were not available and, consequently, the adoption
of values from literature would only add uncertainty to the results, posing a great obstacle when performing patient-specific simulations. In this scenario, an addition uncertainty quantification would be necessary but this was not the aim of the study.

A comparison between the computational requirements of the two simulation approaches shows similar results. This is because the RBF mesh morphing technique does not require an FE solver for the description of the vessel structure. Segmentation, meshing, and setup of the CFD model take longer time, making the additional time required for including mesh morphing negligible. In terms of computational time, the CFD simulations are faster (3 times) with respect to CFD_RBF. It is worth to point out that the additional cost is not comparable to those required by a 2-way FSI simulation where the re-mesh process is called at each time step. Moreover, despite the time discrepancy, the CFD_RBF can be considered affordable, as the physiological relevance increases considerably also considering that the mesh motion subroutine used in the simulation software are scripted and can be reused. Probably the routine be optimized even further, decreasing the additional computational effort even more to make more feasible the adoption of this technique in a clinical environment. In summary, a comprehensive evaluation of a novel RBF mesh morphing technique demonstrated that morphing with CT gated dataset can be applied to study patient specific hemodynamics.
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