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Abstract—This paper proposes a new framework for the optimization of excitation inputs for system identification. The optimization problem considered is to maximize a reduced Fisher information matrix in any of the classical D-, E-, or A-optimal senses. In contrast to the majority of published work on this topic, we consider the problem in the time domain and subject to constraints on the amplitude of the input signal. This optimization problem is nonconvex. The main result of the paper is a convex relaxation that gives an upper bound accurate to within $2/\pi$ of the true maximum. A randomized algorithm is presented for finding a feasible solution which, in a certain sense is expected to be at least $2/\pi$ as informative as the globally optimal input signal. In the case of a single constraint on input power, the proposed approach recovers the true global optimum exactly. Extensions to situations with both power and amplitude constraints on both inputs and outputs are given. A simple simulation example illustrates the technique.

I. INTRODUCTION

System identification is the process of computing a compact mathematical model of a real-world system based on experimental input-output data. The quality of the model so identified can depend a great deal on the choice of excitation input. In many practical applications it is natural to seek to extract as much relevant information from the system as possible in minimal time, subject to certain experimental constraints.

Over several decades, a large body of literature has developed on the topic of optimal input design (see, e.g., [1], [2], [3], [4], [5], [6] and references therein). Essentially the same problem is studied in the communications literature for finding test signals for channel estimation (see, e.g., [7], [8], [9] and many others). Most channel estimation systems assume quite simple dynamic models – either a static input-output map or an FIR filter – however recently more dynamic models have been considered [10].

The bulk of input design methods for dynamic systems are based on the recognition that, for a linear system, the Fisher information matrix is an affine function of the input power spectrum. Imposing power constraints via Parseval’s theorem, and optimizing over an affine parametrization of the input spectrum, the optimization can be posed as a semidefinite program, for which efficient computational tools are readily available [3].

In the frequency domain it is natural to consider signal power constraints. However, in many practical cases, the real constraint is the amplitude of the excitation input, not its power. In industrial processes, amplitude constraints are common, as evidenced by the success of model model predictive control. Furthermore, in the emerging area of biomedical system identification safety limits are often given as amplitude constraints (see, e.g. [11], [12]); in communication channel estimation, often a binary signal is desired. The relationship between signal phases and peak amplitude is highly nonlinear and non-smooth, making optimization under amplitude constraints computationally challenging in the frequency domain. In previous work we have applied a Pólya-like algorithm to this problem, solving first a convex optimization with power constraints followed by a sequence of smooth nonlinear optimizations [13].

In the time domain, amplitude constraints appear naturally, and one can study linear time-varying systems and time-varying constraints, as may be appropriate to estimate intrinsic parameters of a nonlinear system via small deviations about a changing operating point. However, the resulting optimization problem is highly nonconvex: even for a system with one parameter to identify, the optimization for an input signal of length $n$ will have $2^n$ local optima. Recent work has suggested using a frequency-domain power-constrained optimization as an initial guess for a local BMI optimization algorithm [14]. Others have suggested a minimizing one-step-ahead parameter variance [15], or optimizing the transition probabilities of a markov process for the input [16]. In this paper, we show that techniques from semidefinite relaxation of non-convex quadratic programs can be extended to the time-domain experiment design problem to find approximate solutions with a high degree of efficiency.

A. Semidefinite Relaxations of Nonconvex Quadratic Programs

As shall be seen, the problem of maximizing an information matrix in the time domain has a structure similar to certain nonconvex quadratic programming problems. Such problems are in general NP-Hard to solve exactly, however it has been found that specific semidefinite relaxations can give upper bounds on the objective and lead to efficient randomized algorithms to find feasible suboptimal solutions with a high degree of accuracy. The breakthrough result of Goemans and Williamson [17] for finding the maximum cut of a graph to within approximately 0.87 of its true optimum led to many more applications in combinatorial optimization, signal processing, operator theory, and systems analysis [18], [19], [20]. An essential tool in this paper will be Nesterov’s extension to maximization of a positive-definite quadratic form over a hypercube with an accuracy ratio of $2/\pi$ [21], [18]. This
family of methods can be variously interpreted as either a simple relaxation of the feasible-set, the dual of the Lagrangian dual, or optimization of the covariance of a random variable [18], [20].

### B. Paper Structure

The Structure of the paper is as follows: in Section II we introduce the problem statement mathematically; in Section III we give a convex relaxation of the input design problem with input amplitude constraints, and the main theoretical results of the paper; in Section IV we extend the solution to more general contraint types; in Section V we give some illustrative examples; Section VI contains some brief conclusions and future directions.

### C. Notation

\( S_n^+ \) the cone of symmetric \( n \times n \) positive-semidefinite matrices. For symmetric matrices, \( X \geq Y \) means \( X-Y \in S_n^+ \). The function \( \text{sgn}(\cdot) : \mathbb{R}^n \rightarrow \{-1,0,1\}^n \) computes a vector, each element of which is the sign of the corresponding element of the argument vector. The symbol \( \mathbb{E} \) denotes the expectation operator. We make the following definition: a function \( v : S_n^+ \rightarrow \mathbb{R} \) is denoted nonnegative-concave if \( v(X) \geq 0 \ \forall \ X \in S_n^+ \) and \( v(\alpha X + (1-\alpha)Y) \geq \alpha v(X) + (1-\alpha)v(Y) \ \forall \ X,Y \in S_n^+, \alpha \in [0,1] \).

### II. OPTIMAL EXPERIMENT DESIGN

In a statistical experiment design, the amount of information about parameters \( \theta \) contained in the observations \( y \) from an experiment is measured by the Fisher information matrix \( I(\theta) \), which depends on the experimental conditions. The Fisher information matrix is defined as

\[
I_\theta := \mathbb{E} \left[ \left( \frac{\partial \log p(y|\theta)}{\partial \theta} \right) \left( \frac{\partial \log p(y|\theta)}{\partial \theta} \right)^T \right]
\]

where \( p(y|\theta) \), considered as a function of \( \theta \) with fixed observations \( y \), is the likelihood function, and the derivatives are taken at the true value of \( \theta \). The inverse \( I(\theta)^{-1} \) is a lower bound on the achievable covariance matrix of an unbiased estimator [22].

We consider dynamic system estimation problems, where observations of finite-length sequences \( u(t) \) and \( y(t) \) one must estimate a system:

\[
y(t) = G_\theta u(t) + \mathcal{H}_\theta e(t)
\]

where \( G_\theta \) and \( \mathcal{H}_\theta \) are unknown linear maps parametrized by \( \theta \) and \( e(t) \) is a Gaussian white noise sequence. Note that this framework naturally allows multi-input multi-output systems via stacking inputs and outputs, as well as time-varying linear systems.

For simplicity we address here the particular case where \( \mathcal{G}_\theta = \mathcal{G}(q) \) and \( \mathcal{H}_\theta = \mathcal{H}(q) \) are single-input single-output finite-dimensional LTI systems given as rational functions of the shift operator \( q \). The more general cases are a straightforward extension of our method. With this structure, the log-likelihood function is given by:

\[
\log p(y|\theta) = -\frac{n}{2} \log(2\pi) - \frac{n}{2} \log(\sigma_e) - \frac{1}{2\sigma_e} \sum_{t=1}^{n} \varepsilon(t)^2
\]

where \( \varepsilon(t) := \mathcal{H}_\theta(q)^{-1}[y(t) - \mathcal{G}_\theta(q)u(t)] \). Assuming an open-loop experiment, zero correlation between \( u(t) \) and \( e(t) \), and independently parametrized system and disturbance model – i.e. \( \theta = [\theta_G \ \theta_H] \) – then the information matrix can be decomposed as

\[
I_\theta = \begin{bmatrix} I_\theta(u) & 0 \\ 0 & \ast \end{bmatrix}
\]

where \( I_\theta(u) \) is the block corresponding to \( \theta_G \) and depends on the input, and \( \ast \) is the block corresponding to \( \theta_H \) and depends only on the disturbance, and thus cannot be optimized by choice of input. Hence optimizing \( I(\theta) \) is equivalent to optimizing the upper-left block:

\[
\tilde{I}_\theta(u) := \sum_{i=1}^{n} \left( \frac{\partial \varepsilon(t)}{\partial \theta_G} \right)^T \left( \frac{\partial \varepsilon(t)}{\partial \theta_G} \right).
\]

Now, suppose the system model has \( N \) components, i.e. \( \theta_G \in \mathbb{R}^N \), and consider

\[
\mathcal{F}_\theta(q) := -\mathcal{H}_{\theta_G}(q)^{-1} \frac{\partial \mathcal{G}_{\theta_G}(q)}{\partial \theta_G} u(t).
\]

The system \( \mathcal{F}_\theta \) is a linear system with one input and \( N \) outputs, each output representing the sensitivity of one of the parameters in \( \theta_G \) to the choice of input. Let \( F_i, i = 1, 2, \ldots N \) denote the rows of \( \mathcal{F}_\theta(q) \). Note that

\[
\frac{\partial \varepsilon(t)}{\partial \theta_G} = \begin{bmatrix} F_1(q)u(t) \\ \vdots \\ F_N(q)u(t) \end{bmatrix}
\]

Let us define a stacked control vector \( u := [u(1), u(2), \ldots, u(n)]^T \) and define a matrix \( F_i \in \mathbb{R}^{n \times n} \) representing the action of each \( F_i \) on \( u \), i.e. let \( f_i(t) \) be the impulse response of \( F_i \), then \( F_i \) is the Toeplitz matrix:

\[
F_i := \begin{bmatrix} f_i(1) & 0 & \ldots & 0 \\ f_i(2) & f_i(1) & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ f_i(n) & f_i(n-1) & \ldots & f_i(1) \end{bmatrix} \tag{1}
\]

Then one can represent the elements of the reduced information matrix as

\[
\tilde{I}_\theta(u)_{i,j} = \sum_{t=1}^{n} (F_i(q)u(t))(F_j(q)u(t)) = u^T F_i^T F_j u
\]

Hence we have

\[
\tilde{I}_\theta(u) = \begin{bmatrix} u^T F_1^T F_1 u & \ldots & u^T F_1^T F_N u \\ \vdots & \ddots & \vdots \\ u^T F_N^T F_1 u & \ldots & u^T F_N^T F_N u \end{bmatrix} \tag{2}
\]
as a compact expression for the reduced information matrix in terms of quadratic forms in $u$. In the general MIMO or time-varying cases, an equivalent $\hat I_\theta(u)$ could be similarly constructed by stacking control inputs and computing the time-varying equivalent of $F_i$.

Note that in most cases $G(q)$ is nonlinarily parametrized by $\theta$, and hence the above computations depend on the true value of $\theta$. This seems somewhat paradoxical, but in most practical cases a reasonable guess for $\theta$ can be made, or multi-stage adaptive or robustified optimizations can be performed [5].

A. Optimality Criteria

The purpose of input design is to maximize, in some sense, the information matrix. In this paper, we consider maximizing an objective function of the form

$$ v(u) = J[\hat I_\theta(u)] $$

where $J(\cdot) : S^+_n \rightarrow \mathbb{R}$ is any nonnegative-concave function, which acts on the reduced information matrix $\hat I_\theta(u)$ generated by $u$.

In the experiment design literature the following optimization criteria are common, and all are nonnegative-concave:

- D-Optimality: $J_D[\hat I_\theta(u)] := \det[\hat I_\theta(u)]^{\frac{1}{n}}$
- E-Optimality: $J_E[\hat I_\theta(u)] := \min \{\lambda_{\min}[\hat I_\theta(u)]\}$
- A-Optimality: $J_A[\hat I_\theta(u)] := -Tr[\hat I_\theta(u)^{-1}]$.

Note that D-Optimality is usually defined as maximizing $\det[\hat I_\theta(u)]$, however this is not concave and any $u$ achieving this clearly also maximizes $\det[\hat I_\theta(u)]^{\frac{1}{n}}$ which is concave. Another possible concave function with equivalent maxima would be $\log \det[\hat I_\theta(u)]$.

B. Constraints

In the initial part of the paper, we will consider amplitude constraints on the input signal. These constraints may be time varying:

$$ |u(t)| \leq c(t) \forall t = 1,2,\ldots,n, $$

for some positive constraint sequence $c(t)$. More general constraints including constraints on power and output signals will be considered in Section [IV]

III. AMPLITUDE-CONSTRAINED PROBLEM

The time-domain amplitude-constrained input design optimization problem can be expressed like so:

$$ v^* := \max_{u \in \mathbb{R}^x,|u| \leq c} J \left( \begin{array}{c}
  u'Q_{1,1}u \\
  \vdots \quad \vdots \\
  u'Q_{N,N}u
\end{array} \right) $$

where each $Q_{i,j} \in \mathbb{R}^{n,n}$, each diagonal block $Q_{ii} > 0$ and the matrix

$$ \begin{bmatrix}
  Q_{1,1} & \cdots & Q_{1,N} \\
  \vdots & \ddots & \vdots \\
  Q_{N,1} & \cdots & Q_{N,N}
\end{bmatrix} \geq 0 $$

We first note that by making the substitution $U = uu'$, and from the fact that trace is cyclic, for each element of the information matrix $u'Q_{i,j}u = \text{Tr}(uu'Q_{i,j}) = \text{Tr}(UQ_{i,j})$. In this form, the optimization problem (3) is equivalent to

$$ v^* = \max_{U \in C} J \left( \begin{array}{c}
  \text{Tr}(UQ_{1,1}) \\
  \vdots \\
  \text{Tr}(UQ_{N,N})
\end{array} \right) $$

where the feasible set $C$ is defined as

$$ C := \{U \in S^+_n : U_{i,i} \leq c_i^2, \text{rank}(U) = 1\} $$

Note that the maximization is now concave in the decision variable $U$ but the feasible set is non-convex due to the rank constraint: in general, a convex combination of two rank-one matrices can have rank two. The constraints that $U$ be positive-definite and have diagonal elements less than one are both convex.

Following [17], [21], we “relax” this nonconvex optimization problem by dropping the troublesome rank constraint

$$ v_R := \max_{U \in R} J \left( \begin{array}{c}
  \text{Tr}(UQ_{1,1}) \\
  \vdots \\
  \text{Tr}(UQ_{N,N})
\end{array} \right) $$

where the relaxed feasible set is

$$ R := \{U \in S^+_n : U_{i,i} \leq c_i^2\} $$

This optimization problem is the maximization of a concave function over the convex cone of semidefinite matrices, subject to affine constraints, and hence can be efficiently solved.

The maximization (7) has the same objective function as (5) but a larger feasible set, i.e. $C \subset R$. Hence the relaxed problem provides an upper bound, i.e. $v^* \leq v_R$. The main result of this section is that the upper bound given by the convex relaxation is quite tight:

**Theorem 1:** The true optimal value $v^*$ and the optimal value of the relaxed problem $v_R$ satisfy the following inequalities:

$$ \frac{2}{\pi} v_R \leq v^* \leq v_R. $$

To prove this theorem we will make use of the following theorem of Nesterov on the tightness of SDP upper bounds on nonconvex quadratic program:

**Theorem 2:** [21] Let

$$ v_{QP}(Q) = \max_{x \in \mathbb{R}^n,|x| \leq c} x'Qx $$

$$ v_{SDP}(Q) = \max_{X \in R} \text{Tr}(QX) $$

then for any $Q \in S^+_n$

$$ \frac{2}{\pi} v_{SDP}(Q) \leq v_{QP}(Q) \leq v_{SDP}(Q). $$

Note that

$$ v_{QP}(Q) = \max_{X \in C} \text{Tr}(QX). $$
An essential step in the proof of Theorem 2 is the following statement which we will also make use of: if \( x \) is a Gaussian random variable and \( X \) is its covariance matrix, then

\[
E(\text{sgn} \ x \ \text{sgn} \ x') = \frac{2}{\pi} \arcsin(X) \geq \frac{2}{\pi} X
\]

where \( \arcsin(\cdot) \) of a matrix denotes taking the arcsin elementwise.

**Proof of Theorem 2**

Since the relaxed feasible set is strictly larger than the true feasible set it is guaranteed that \( v^* \leq v_R \). Therefore we only need to prove that

\[
\frac{2}{\pi} v_R \leq v^*.
\]

Since \( J \) is a concave function over the symmetric matrices, there exists a representation:

\[
J(U) = \min_i [h(i) + \text{Tr}(H(i)U)]
\]

where \( i \) varies over a possibly infinite set. Furthermore, since \( J(U) \geq 0 \) for all \( U \in S^+_n \), then it follows that \( H(i) \geq 0 \) and \( h(i) \geq 0 \) for all \( i \), otherwise there would exist a \( U \in S^+_n \) making \( h(i) + \text{Tr}(H(i)U) \) negative for some \( i \), and hence making \( J(U) \) negative.

Let

\[
v_C = \max_{U \in C} \min_i [h(i) + \text{Tr}(H(i)U)]
\]

and let \( U_C \) and \( i_C \) be a matrix and function index for which this maximum is achieved.

Similarly, let

\[
v_R = \max_{U \in R} \min_i [h(i) + \text{Tr}(H(i)U)]
\]

and let \( U_R \) and \( i_R \) be a function and matrix index for which this maximum is achieved.

By Theorem 2 fixing \( i = i_C \),

\[
\frac{2}{\pi} \max_{U \in R} \text{Tr}(H(i_C)U) \leq \max_{U \in C} \text{Tr}(H(i_C)U)
\]

From \( h(\cdot) \geq 0 \) and \( 0 < \frac{2}{\pi} < 1 \) it follows that \( \frac{2}{\pi} h(i) < h(i) \ \forall i \), and from this and \( \text{(13)} \) we have:

\[
\frac{2}{\pi} \max_{U \in R} [h(i_C) + \text{Tr}(H(i_C)U)]
\]

\[
\leq \max_{U \in C} [h(i_C) + \text{Tr}(H(i_C)U)] = v_C.
\]

Now, clearly for all \( U \)

\[
\min_i [h(i) + \text{Tr}(H(i)U)] \leq h(i_C) + \text{Tr}(H(i_C)U),
\]

hence

\[
v_R = \max_{U \in R} \min_i [h(i) + \text{Tr}(H(i)U)]
\]

\[
\leq \max_{U \in R} [h(i_C) + \text{Tr}(H(i_C)U)]
\]

and so from \( \text{(15)} \) we have

\[
\frac{2}{\pi} v_R \leq v_C.
\]

This completes the proof of the Theorem.

**A. Finding a Feasible Solution**

The solution of the convex relaxation \( \text{(7)} \) is an \( n \times n \) matrix. To find an identification input, we need to somehow extract a vector of length \( n \). The following randomized procedure is common in semidefinite relaxation and has proven to be effective in practice [19].

Compute a matrix \( D \geq 0 \) such that \( U = D^TD \). Sample a vector \( \xi \in \mathbb{R}^n \) with each element an independent normally distributed random variable. Compute a candidate solution

\[
\hat{u} = \text{diag}(c) \text{sgn}(D^T\xi),
\]

where \( \text{diag}(c) \) is a square matrix with the elements of the constraint sequence \( c \) on the main diagonal, and zeros elsewhere.

Let \( \bar{U}_R \) be the solution of the relaxed optimization problem \( \text{(7)} \), and \( \bar{I}_R(U_R) \) be the reduced information matrix with \( U = U_R \), i.e.

\[
\bar{I}_R(U_R) = \begin{bmatrix}
\text{Tr}(UQ_{1,1}) & \cdots & \text{Tr}(UQ_{1,N}) \\
\vdots & \ddots & \vdots \\
\text{Tr}(UQ_{N,1}) & \cdots & \text{Tr}(UQ_{N,N})
\end{bmatrix},
\]

then we can state the following theorem:

**Theorem 3:** The expectation of the reduced information matrix generated by \( \text{(16)} \) satisfies the following bound

\[
E(\bar{I}(\hat{u})) \geq \frac{2}{\pi} \bar{I}(U_R).
\]

Essentially, one can say that the randomized strategy is expected to give inputs at least \( 2/\pi \) as informative as the solution of the relaxed problem, in terms of the reduced information matrix.

**Proof of Theorem 3**

The proof will use on the following lemma:

**Lemma 1:** Let

\[
A := \begin{bmatrix}
A_{1,1} & \cdots & A_{1,N} \\
\vdots & \ddots & \vdots \\
A_{N,1} & \cdots & A_{N,N}
\end{bmatrix}
\]

where each block \( A_{i,j} \) is square of dimension \( n \). Suppose \( A \geq 0 \), then \( A_{\text{Tr}} \geq 0 \) where

\[
A_{\text{Tr}} := \begin{bmatrix}
\text{Tr}(A_{1,1}) & \cdots & \text{Tr}(A_{1,N}) \\
\vdots & \ddots & \vdots \\
\text{Tr}(A_{N,1}) & \cdots & \text{Tr}(A_{N,N})
\end{bmatrix}
\]

\[\Box\]

**Proof:** Define vectors \( e_i(x) \in \mathbb{R}^n \) for \( i = 1, 2, \ldots N \) to have \( x \) at the \( i^{th} \) element and zeros at every other element, e.g. \( e_1(x) = [x \ 0 \ 0 \ \cdots \ 0]' \), consider \( z \in \mathbb{R}^N \) and consider \( \bar{e}_k(z) \) to be the vector \( [e_k(z_1)' e_k(z_2)' \cdots e_k(z_N)'] \). Then we have

\[
\bar{e}_k(z)' A \bar{e}_k(z) = z' A z
\]
where \( A_k \) is formed by selecting out the \((k,k)\) element of each block \( A_{i,j} \), denoted \( A_{i,j}(k,k) \):

\[
A_k := \begin{bmatrix}
A_{1,1}(k,k) & \cdots & A_{1,N}(k,k) \\
\vdots & \ddots & \vdots \\
A_{N,1}(k,k) & \cdots & A_{N,N}(k,k)
\end{bmatrix}
\]

Since \( A \geq 0 \), \( \bar{e}_k(z)'A\bar{e}_k(z) \geq 0 \) for any \( z \), so \( A_k \geq 0 \) for each \( k \). Now

\[ A_{Tr} = A_1 + A_2 + \ldots A_n \]

which is clearly positive semidefinite since each \( A_k \geq 0 \).

To prove Theorem 3 we must show that

\[ \mathbb{E}(\hat{I}(\hat{u})) \geq \frac{2}{\pi} \hat{I}(U_R) \]

Now,

\[ \mathbb{E}(\hat{I}(\hat{u})) - \frac{2}{\pi} \hat{I}(U_R) = \begin{bmatrix}
\text{Tr}(M_{1,1}) & \cdots & \text{Tr}(M_{1,N}) \\
\vdots & \ddots & \vdots \\
\text{Tr}(M_{N,1}) & \cdots & \text{Tr}(M_{N,N})
\end{bmatrix} \]

where

\[ M_{i,j} = Q_{i,j} \left( \mathbb{E}(\hat{u}\hat{u}') - \frac{2}{\pi} U_R \right) \]

Now, since \( \hat{u} = \text{sgn}(\xi) \) with \( \xi \) a Gaussian random variable, it follows from (12) that

\[ \mathbb{E}(\hat{u}\hat{u}') - \frac{2}{\pi} U_R = \frac{2}{\pi} (\arcsin(U_R) - U_R) \geq 0. \]

Therefore one can define \( E \geq 0 \) such that

\[ EE' = \mathbb{E}(\hat{u}\hat{u}') - \frac{2}{\pi} U_R \]

and by cyclic trace an equivalent formulation of \( \mathbb{E}(\hat{I}(\hat{u})) - \frac{2}{\pi} \hat{I}(U_R) \) is given by (20) with

\[ M_{i,j} = E'Q_{i,j}E. \]

With this substitution, and the fact that the block matrix \( Q \) is positive semidefinite, it is clear that the block matrix \( M \) is semidefinite. Now, from Lemma 1 and (20) it follows that

\[ \mathbb{E}(\hat{I}(\hat{u})) \geq \frac{2}{\pi} \hat{I}(U_R). \]

This completes the proof of the Theorem.

IV. RELAXATION FOR PROBLEMS WITH POWER AND OUTPUT CONSTRAINTS

In this section we extend the above relaxation approach to a broader variety of signal constraints.

A. Constraints on Input Power

First we examine a single constraint on the input power:

\[ \|u\|^2 \leq p_u \]

and show in this special case that the relaxation approach finds a global optimum.

The power-constrained input design problem is to find

\[ v^* := \max_{u \in \mathbb{R}^n, \|u\|^2 \leq p_u} J \]

Using again the substitution \( U = uu' \) we define the true constraint set, and the relaxed constraint set dropping the rank constraint:

\[ C_P = \{ U \in S^n_+ : \text{Tr} U \leq p_u, \text{rank}(U) = 1 \}, \]
\[ R_P = \{ U \in S^n_+ : \text{Tr} U \leq p_u \}, \]

and then (22) is equivalent to:

\[ v^* = \max_{U \in C_P} J \begin{bmatrix}
\text{Tr}(UQ_{1,1}) & \cdots & \text{Tr}(UQ_{1,N}) \\
\vdots & \ddots & \vdots \\
\text{Tr}(UQ_{N,1}) & \cdots & \text{Tr}(UQ_{N,N})
\end{bmatrix}, \]

and the relaxed problem is

\[ v_R := \max_{U \in R_P} J \begin{bmatrix}
\text{Tr}(UQ_{1,1}) & \cdots & \text{Tr}(UQ_{1,N}) \\
\vdots & \ddots & \vdots \\
\text{Tr}(UQ_{N,1}) & \cdots & \text{Tr}(UQ_{N,N})
\end{bmatrix}. \]

For this special case it happens that the relaxation actually attains the optimal value. This theorem is analogous to results on the “hidden convexity” of trust-region optimization problems (see, e.g., [23] and many others).

Theorem 4: Let \( U^* \) be a solution of the convex optimization (24). Take \( \hat{u} \) to be the eigenvector corresponding to any nonzero eigenvalue of \( U^* \), e.g. the largest eigenvalue. Then \( \hat{u} \) achieves the global optimum of the nonconvex optimization (22).

Proof of Theorem 4: Consider the “true” optimization over \( C \):

\[ U^* = \arg \max_{U \in C} \min_i [h(i) + \text{Tr}(H(i)U)] \]

Fix \( i_C \) to be the index at which this optimum exists, then we can consider equivalently

\[ \max_{U \in C} \text{Tr}(H(i_C)U) = \max_{u \in \mathbb{R}^n, \|u\|_2 \leq 1} u' H(i_C) u \]

Since \( H(i_C) \geq 0 \) we can take the eigendecomposition of \( H(i_C) = V \Lambda V' \) with \( VV' = I \) is orthogonal and consider the change of variables \( z = V' u \). Then we have the following equivalent optimization problem:

\[ \max_{z \in \mathbb{R}^n, z'z \leq 1} z' \Lambda z = \max_{z \in \mathbb{R}^n, z'z \leq 1} z_1^2 \Lambda_{11}. \]

The maximum value of this optimization is the largest diagonal element of \( \Lambda \), i.e. the largest eigenvalue of \( H(i_C) \). Now,
consider the same optimization over the relaxed feasible set under the change of variables $Z = V'U\bar{V}$:

$$
\max_{Z \in R} \operatorname{Tr}(H(iC)VZV') = \max_{Z \in R} \operatorname{Tr}(V'H(iC)VZ) = \max_{Z \in R} \operatorname{Tr}(AZ)] = \max_{Z \in R} \sum_i A_{i,i}Z_{i,i} 
$$

(25)

It is clear that optimizing solution $Z$ is a diagonal matrix with rank at most $k$, where $k$ is the multiplicity of the largest eigenvalue of $A$ (and hence $H(iC)$), and this eigenvalue is the maximum value of the optimization (25). It follows that if $u$ is any eigenvector $\Lambda$ eigenvalue of $k$ with rank at most $k$, $U$ $H(iC)$ corresponding to this eigenvalue, then

$$
u'H(iC)u = \max_{U \in C_p} \operatorname{Tr}(H(iC)U) = \max_{U \in R_p} \operatorname{Tr}(H(iC)U)$$

and any solution of the relaxed problem

$$U^* = \arg \max_{U \in R} \min_i [h(i) + \operatorname{Tr}(H(i)U)]$$

is a matrix of rank at most $k$. Take an orthogonal eigendecomposition of $U$ and any eigenvector corresponding to a nonzero eigenvalue is a solution of the optimization problem (22). This completes the proof of the Theorem

B. General Constraints on Input and Output Signals

In this section we consider optimizing the information matrix subject to more general power and asymmetric amplitude constraints on both input and output. It will be shown that similar relaxation methods can be directly applied.

Suppose we have an input and output power constraints:

$$\|u\|^2_2 \leq p_u, \|y\|^2_2 \leq p_y$$

as well as possibly asymmetric and time-varying constraints on the input and output:

$$u_{\min,i} \leq u_i \leq u_{\max,i}, y_{\min,i} \leq y_i \leq y_{\max,i},$$

for all $i = 1, 2, ..., n$.

Let $G_i$ be the $i^{th}$ row of $G$, the Toeplitz matrix representing the system $y \to y$, generated similarly to [1] with the impulse response of $G$. Then with decision variables $U \in S_n^+$ and $\bar{u} \in R^N$ the above constraints can be put in matrix form:

$$\operatorname{Tr}(U) \leq p_u,$$

$$\operatorname{Tr}(UG'G) \leq p_y,$$

$$U_{ii} - \bar{u}_i u_{\max,i} - \bar{u}_i u_{\min,i} \leq -u_{\max,i} u_{\min,i},$$

$$\operatorname{Tr}(UG'G_i) - G_i \bar{u}y_{\max,i} - G_i \bar{u}y_{\min,i} \leq -y_{\max,i} y_{\min,i},$$

$$U = \bar{u}\bar{u}'$$

where the amplitude constraints are enforced for all $i = 1, 2, ..., n$. In this case, the constraint $U = \bar{u}\bar{u}'$ is nonconvex, however it can be relaxed to the convex constraint $U \geq \bar{u}\bar{u}'$, which can be represented in Schur complement form

$$\begin{bmatrix} U & \bar{u} \\ \bar{u}' & 1 \end{bmatrix} \geq 0.$$
The best value achieved for the objective was $1.54 \times 10^4$. The approximation ratio of the feasible solution to the upper bound is 0.85, significantly better than the $2/\pi \approx 0.64$ which is guaranteed by Theorem 1. Note that we do not know what the true optimal value $v^*$ is, only that it is between best feasible input found and the upper bound $v_{\text{R}}$. Therefore the feasible input we have found may in fact be closer to the global optimum than the ratio 0.85 suggests.

The response of the system to the best input is plotted in Figure 3. The usefulness of the input design procedure was evaluated by comparing it to a pseudo-random binary sequence (PRBS) with the same amplitude constraints – a frequently-used input pattern for system identification [2]. A zero-mean Gaussian noise of variance 0.01 was added to $y$, and the output-error method in MATLAB System Identification Toolbox was applied. This test was performed for 500 times for each input signal with different noise patterns. Statistics of the resulting estimations are shown in Table I. It is clear that substantially better parameter estimates are found with the proposed relaxation method.

We have proposed a new framework for design of input signals for system identification in the time domain. There are many potential applications in industrial processes, biomedical modelling, communication systems, etc. The time-domain input design problem is highly nonconvex. We propose using a convex relaxation based on semidefinite programming.

For the case of a constraint on input amplitude, we have proven that the relaxation provides an upper bound which is accurate to within $2/\pi$. Furthermore we have provided a randomized strategy for finding a feasible solution which has a similar bound in terms of expected value of a reduced information matrix. For the case of a power constraint on the input, our method provides the true global optimum. It can also be extended in a natural way to constraints on the output, as well as multi-input multi-output and time-varying systems.

A simple example illustrates the utility of the method, with the proposed strategy finding inputs which are far better than random binary sequences, resulting in substantial improvements in parameter estimates.

As a direction for future work, it is well-known that a model which is optimal in terms of its parameter estimates may not be best for describing the response of the system under feedback control (see, e.g., [25], [4]) or long term open-loop simulation (see, e.g., [26], [27]). It will be interesting to explore the application of the proposed method to problems of identification for control and simulation.
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