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Abstract—This paper provides an overview of results and concepts in minimax robust hypothesis testing for two and multiple hypotheses. It starts with an introduction to the subject, highlighting its connection to other areas of robust statistics and giving a brief recount of the most prominent developments. Subsequently, the minimax principle is introduced and its strengths and limitations are discussed. The first part of the paper focuses on the two-hypothesis case. After briefly reviewing the basics of statistical hypothesis testing, uncertainty sets are introduced as a generic way of modeling distributional uncertainty. The design of minimax detectors is then shown to reduce to the problem of determining a pair of least favorable distributions, and different criteria for their characterization are discussed. Explicit expressions are given for least favorable distributions under three types of uncertainty: $\varepsilon$-contamination, probability density bands, and $f$-divergence balls. Using examples, it is shown how the properties of these least favorable distributions translate to properties of the corresponding minimax detectors. The second part of the paper deals with the problem of robustly testing multiple hypotheses, starting with a discussion of why this is fundamentally different from the binary problem. Sequential detection is then introduced as a technique that enables the design of strictly minimax optimal tests in the multi-hypothesis case. Finally, the usefulness of robust detectors in practice is showcased using the example of ground penetrating radar. The paper concludes with an outlook on robust detection beyond the minimax principle and a brief summary of the presented material.
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I. INTRODUCTION

A FUNDAMENTAL task in signal processing, data science, and machine learning is to extract useful information from noisy data. In more and more applications, signal processing algorithms are being employed that have not been designed by experts, but whose behavior was learned exclusively from large data sets [1]–[3]. In practice, learning from data often means choosing a (probabilistic) model such that the behavior of a system following this model is close to that of its real-world counterpart. Here “choosing a model” is meant in a wide sense and can range from simply fitting the information contained in the original data set is condensed into a preferably small number of model parameters.

This approach is common practice and can provide excellent results if the training data adequately capture the dynamics of the underlying system. However, it has been shown to be susceptible to errors caused by unrepresentative samples, be it because of noisy measurements, corrupted or mislabeled entries in data bases, or simply an insufficient number of data points [4]–[7]. In general, every data set is subject to uncertainty about which aspects of it represent useful, generalizable information and which are spurious, random artifacts. As a consequence, there typically is a mismatch between reality and the model that is fitted to the training data.

Robust statistical signal processing provides the tools to deal with many commonly encountered types of model mismatch and distributional uncertainty in a systematic and rigorous manner. It offers methods and algorithms that do not rely on strict assumptions, but allow for deviations within well-defined boundaries. In this way, robust signal processing makes it possible to combine the efficiency of parametric, model-based methods with the reliability and flexibility of non-parametric, model-free methods. Therefore, robust statistics is often argued to provide a middle ground between both approaches [4].

This paper deals with a particular area of robust statistics, namely robust detection and hypothesis testing [1]. This topic tends to exist in the shadow of its bigger, more prominent sibling, robust estimation. One of the goals of this paper is to convey that this does not do robust detection justice, but that it is an interesting and useful area in its own right. Moreover, it has seen notable progress within recent years, including more flexible uncertainty models and novel results in robust multiple and sequential hypothesis testing. Taking into account that many readers might not be closely familiar with the subject, a thorough review of classic results is also provided.

A. Robust Detection in the Context of Robust Statistics

While robust estimation has long been an active area of research and comprehensive treatments of the subject have been released regularly since its inception in the early 1960s [8]–[14], robust detection has not received comparable attention. But what sets robust detection apart from robust estimation? Why does it require a separate treatment in the first place? Conceptually speaking, robust estimation deals with the problem of inferring parameters or statistics of a distribution,
such as its location or scale. The parameters are typically real-valued vectors so that there exist natural measures for “how far off” an estimate is. Commonly used examples are the square error, absolute deviation and other, often geometrically motivated, distances and norms. The robustness of an estimator can then be quantified by studying how sensitive to a model mismatch these accuracy measures are, that is, how large the (expected) distance between the estimated and true parameter value can grow under deviations from the nominal model. In principle, robust detection can be embedded in this framework by assigning each hypothesis a numeric value, which in turn can be estimated from the data. However, in many detection problems, there is neither a natural choice for the numeric values associated with the hypotheses, nor a meaningful measure for the distance between them, in particular in the multi-hypothesis case. This makes it difficult, although not impossible [15]–[17], to apply common techniques from robust estimation directly to robust detection.

Nevertheless, there do exist useful connections between the two areas. In particular, two concepts that emerge naturally in both robust detection and robust estimation are maximum likelihood (ML) or maximum a posteriori probability (MAP) estimation and divergence measures between distributions. ML or MAP estimation offers an approach that does not require the notion of a distance between estimates, while divergence measures allow for replacing geometric distances between parameters with statistical distances between distributions. This connection will be made clearer and more explicit in the course of the paper.

In addition to robust estimation, there are many other areas of robust statistics that intersect in one form or another with robust detection. These include robust optimization and chance constrained programming [18]–[21], robust decision making [22], [23], robust control [24]–[30], constrained Bayesian optimization [31]–[33], robust dynamic programming [34], [35], and imprecise probability theory [36]–[39], to name just a few. Doing all these topics justice is well beyond the scope of any single article, or even a book. However, in order to position robust detection in this vast landscape, it is often sufficient to keep just one fundamental definition in mind: robust detectors are insensitive to changes in the similarity of probability distributions with respect to each other. This statement may sound trivial, but it summarizes some important characteristics of robust detection. First, it implies that multiple distributions are subject to uncertainty. This is in contrast to many problems in robust statistics in which a single distribution is subject to uncertainty, as is typically the case in robust estimation, robust control, or robust signaling. Second, robust detection is about the similarity of distributions, not individual realizations or functions of realizations. This also implies that there is no intrinsic notion of “good” and “bad” observations or even outliers. The usefulness of an observation is entirely determined by the certainty with which one can state that it was drawn from one and not from another distribution. Finally, changing the emphasis, robust detection is about the similarity of distributions, which is reflected in the fact that statistical distance or divergence measures arise naturally in the vast majority of problem formulations.

The notions of similarity, cost, distance, usefulness etc. will shortly be made explicit. Before going into the technicalities, however, it is worthwhile to have a look at the origins of minimax robust detection and its history. This will help to paint a broader picture of the subject, although in admittedly rough strokes, and to put more recent results into perspective.

B. A Brief Historical Account

The birth of robust detection as a self-contained branch of robust statistics can be dated to a seminal paper by Huber [40], published in 1965. In [40], Huber showed that a statistical test based on a clipped version of the likelihood ratio is minimax optimal when the observations are contaminated by a fraction of arbitrary outliers. To the present day, this result is one of the most fundamental and influential findings in robust detection. Interestingly, Huber’s paper would remain an “outlier” in the robust statistics literature until several years later.

In the early 1970s, the idea of robust detection was picked up by researchers and practitioners in various areas of applied statistics, with the information theory, communications, and signal processing communities arguably leading the way [41]–[47]. In particular, robust detectors were identified as a practical yet rigorous way of dealing with non-Gaussian and impulsive noise environments, a problem that remains relevant to the present day [4]. [48]. While the earliest works in applied robust detection were variations of Huber’s original problem and used the same outlier model, it soon became clear that it should be possible to design minimax detectors for a much larger class of uncertainty sets.

This conjecture was proved true in 1973, when Huber and Strassen showed that a sufficient and, in a certain sense, also necessary condition for the existence of minimax robust detectors is the existence of least favorable distributions that attain a 2-alternating Choquet capacity [49] over the uncertainty sets of feasible distributions [50]. This result, which will be discussed in more detail in Section V-A, was significant for several reasons. First, it showed that the problem of designing a minimax robust detector can, under mild assumptions, be reduced to finding a pair of least favorable distributions. Second, it provided a characterization of least favorable distributions that is independent of a particular cost function, but only depends on the uncertainty sets. Finally, the characterization via Choquet capacities established a strong connection between robust detection and convex divergence measures. In fact, recent results on this connection have partially motivated this overview paper.

In the years after the publication of [50], a substantial number of notable papers had been written on the form and characteristics of least favorable distributions under various types of uncertainty. Besides the classic outlier models, these included Prokhorov neighborhoods [51], density band models [52], [53], p-point classes [45], [54], and many more [55]–[57]. In fact, the period between the late 1970s and the early 1990s can be considered the most prolific in the history of robust detection. In addition to deepening the understanding of the classic minimax test, the scope of robust detection also widened. Topics that came into focus include, for example, robust detection for dependent observations [15], [58].
In particular, recent results include detectors as well as more flexible algorithms for their design. In terms of both a more comprehensive theory of robust similarity measures. This connection turned out to be fruitful connection between minimax robust detectors and convex classic results. It is based on the aforementioned fundamental present a recent line of research that builds on and generalizes researchers interested in the topic.

However, to the best of our knowledge, there has been no survey article covering robust detection in a signal processing context since then.

In recent years, the trend of diversification in robust detection has continued, with new topics emerging, such as robust change detection, robust detection of adversarial attacks, and robust Bayesian filtering. Also, new combinations of existing problems have been investigated, such as robust distributed sequential detection and robust joint detection and estimation. Some of these advanced topics will be picked up in later sections, after the necessary foundations have been introduced. However, giving a comprehensive overview of all flavors and areas of application of robust detection is not the main goal of this paper.

II. SCOPE AND OUTLINE OF THE PAPER

As the title suggests, the objective of this paper is two-fold. On the one hand, it is supposed to give a self-contained, in-depth overview of the fundamental concepts underlying minimax robust detection. Most of these can of course be found in the literature, however, they are scattered over different books and articles, with arguably none of them proving a complete and transparent picture. With this paper, our aim is to aggregate these sources into a coherent, tutorial style treatment that can serve as a unified reference and as a starting point for future researchers interested in the topic.

On the other hand, the second goal of this paper is to present a recent line of research that builds on and generalizes classic results. It is based on the aforementioned fundamental connection between minimax robust detectors and convex similarity measures. This connection turned out to be fruitful in terms of both a more comprehensive theory of robust detectors as well as more flexible algorithms for their design. In particular, recent results include

- an alternative criterion for the characterization of least favorable distributions, which is typically easier to evaluate than the existing criteria by Huber and Strassen;
- a unified approach to the construction of least favorable distributions for several uncertainty sets that have so far been considered separately in the literature;
- an extension of minimax detectors to uncertainty sets for which no capacity achieving distributions in the sense of Huber and Strassen exist;
- useful insights into what characteristics robust detectors for multiple hypotheses need to admit and why their design is significantly harder or even impossible;
- a proof of existence and insights into the working-principles of strictly minimax sequential detectors, whose existence had not been established rigorously before;
- efficient algorithms for the design of the latter;
- a promising route towards a more unified theory of robust and sequential detection for two and multiple hypotheses;
- in extension, a possible route towards a more unified theory of robust detection and estimation in general.

Most of these findings have been published as standalone technical papers and the reader will be referred to these for details. The additional value provided by this overview paper is a coherent presentation, with a strong emphasize on conceptual insights, as well as a more comprehensive discussion. Ultimately, we are convinced that a solid understanding of the concepts presented here equips the reader with powerful tools that will remain useful and relevant in robust signal processing, communications, and data science for the foreseeable future.

The remainder of the paper is structured as follows:

Section III introduces the minimax principle as a design approach to robust detectors and discusses its implications, limitations, and areas of applicability.

Section IV revisits optimal detectors for two hypotheses, introduces common jargon, and fixes some notations.

Section V is the main section of the paper. It covers how distributional uncertainty is modeled via uncertainty sets of feasible distributions, how the least favorable among these distributions can be identified, and introduces three types of uncertainty sets for which the latter are guaranteed to exist and can be calculated efficiently. In addition, it presents tangible examples and discusses some intricacies of robust detectors, such as the need for randomized decision rules.

Section VI enters the more advanced topic of robustly testing multiple hypotheses and shows why this problem cannot be solved in analogy to the two-hypothesis case.

Section VII identifies minimax robust sequential detectors as a useful generalization of regular detectors, offering an increased efficiency on the one hand, and enabling the design of minimax optimal tests for multiple hypotheses on the other hand. However, this comes at the expense of a more complex design and, in a sense, a violation of the ideas underlying the minimax principle.

Section VIII uses the example of ground penetrating radar (GPR) to illustrate how robust detectors can improve the performance of real-world systems while introducing little to no extra costs and complexity.

Section IX gives an outlook on the future of robust detection. In particular, it argues that for future applications a more unified framework of robust detection and estimation will be required that goes beyond the traditional minimax approach, yet is informed by the underlying concepts and insights.

Section X summarizes and concludes the paper.

III. THE MINIMAX PRINCIPLE

The discussion in this paper is limited to the minimax approach. That is, the worst-case performance over a given set of feasible scenarios is used as an objective function. This section provides a conceptual introduction to the
minimax principle, highlights its strengths and limitations, and compares it to alternative ways of handling model uncertainty.

As an introductory example, consider the problem of detecting a deterministic signal in additive noise with an unknown shape parameter. A qualitative illustration of different ways of dealing with this uncertainty is given in Fig. 1. The simplest approach is to ignore the uncertainty and to assume that the noise distribution is known and fixed. A common example is a detector that is designed under the assumption of normally distributed noise. This results in a procedure that is optimal at the assumed parameter value, but whose performance can deteriorate rapidly when the true noise distribution starts to differ from the assumed one. A more practical approach is to design the detector such that it works well over a certain range of parameter values. A typical example is a locally optimal detector [108], [109], which achieves close to optimal performance at the assumed parameter value, while also performing well in a neighborhood around it. Other common examples are methods based on low or high signal-to-noise ratio (SNR) assumptions [110], [111], which perform close to optimal only in the respective SNR regime.

Approaches that aim to provide good performance over the entire uncertainty set typically achieve this by adapting to the true scenario, that is, by estimating the unknown parameters and thereby reducing the uncertainty [108], [112]. In the context of detection, commonly used examples are the generalized likelihood ratio test [113], [114] or Bayesian detectors [108], [115]. A downside of adaptive techniques is that they are often difficult to analyze so that performance guarantees are only available in the asymptotic regime [116], [117]. Moreover, their implementation, in particular that of Bayesian detectors, can be prohibitively complex. The minimax approach also aims to provide good performance over the entire uncertainty set, however, it is stricter in the sense that a minimax procedure guarantees a certain performance, independent of the true value of the unknown parameter. In order to achieve this independence, a minimax detector does not reduce the uncertainty, but tolerates it. That is, it is designed a priori such that it works sufficiently well under all feasible scenarios. As a consequence, minimax procedures often turn out to be equalizers over the uncertainty set, meaning that the performance is (almost) identical under all feasible distributions. This is indicated by the flat performance profile in Fig. 1.

In general, a minimax optimal solution consists of two ingredients: a least favorable scenario among all feasible ones and a procedure that is optimal under this scenario [106]. In robust detection, the scenario is determined by the distributions under each hypothesis, so that a minimax detector reduces to an optimal detector for the least favorable distributions. Compared to Bayesian or adaptive detectors, this has the advantage that a minimax detector is of the same form and complexity as a simple detector, only that it is designed under very specific worst-case assumptions. Owing to this property, minimax detectors can often be used as drop-in replacements for standard, non-robust methods.

Naturally, the minimax paradigm of tolerating uncertainty instead of reducing it is not always appropriate. In fact, the minimax design objective is frequently criticized for being “too pessimistic” or “too conservative”. This criticism is sometimes justified, but just as often based on misconceptions or overgeneralizations. Whether or not a robust detector should be used mainly depends on the type of uncertainty: if the unknown parameters can be estimated reliably and efficiently, the additional information used by adaptive procedures usually make them the method of choice. However, in cases where no efficient estimators exist, the environment changes too rapidly to estimate the unknown parameters, or entire distributions are subject to uncertainty—the latter being the focus of this paper—minimax optimal detectors are an attractive alternative that offers high reliability at comparatively low-complexity. Some common questions and reservations concerning the applicability of minimax robust detectors will also be addressed in Sec. V-D in the form of a FAQ, after having discussed the fundamentals of minimax robust detection for two hypotheses.

In general, the type of uncertainty that can be handled by robust detectors needs to be such that the set of feasible distributions is “large” enough to contain all or most distributions of interest, yet “small” enough to contain a meaningful worst-case scenario. If the uncertainty sets are too small, they do not guarantee robustness; if they are chosen too large, the worst-case is indeed too pessimistic and the minimax detector stops working well under regular conditions. The latter effect is known as over robustification and will be further illustrated in Sec. V-D and Sec. VIII. Three non-parametric uncertainty models that offer a good trade-off between robustness and nominal performance will be revised in Sec. V-B.

Defining the least favorable distributions among the feasible ones is rather straightforward: they are those that minimize a suitably chosen performance metric. The main difficulty in designing minimax detectors lies in identifying and characterizing these least favorable distributions. For this purpose, two qualitative, intuition based properties of the latter are useful to keep in mind throughout the remainder of the paper. First, least favorable distributions are such that the probability of confusing them for each other, which corresponds to the error probabilities of the underlying test, is maximized. Second, least favorable distributions are maximally similar in the sense

![Fig. 1. Typical performance profiles of common approaches to dealing with distributional uncertainty, here in form of an unknown parameter. The dashed line indicates the optimal performance when the true parameter value is known, that is, when there is no uncertainty.](image-url)
that they minimize an appropriately chosen divergence or distance measure. It is not difficult to see that these two properties are closely related. Interestingly, while the characterization via maximum error probabilities might appear to be more natural at first, the characterization based on divergence measures turns out to provide some additional insights and to be more easily generalizable to sequential tests and tests for multiple hypotheses.

IV. Optimal Tests for Two Hypotheses

Before entering the subject of minimax detection, it is useful to briefly revise optimal non-robust detectors in order to introduce basic concepts as well as jargon and notation. Let \( X_N = (X_1, \ldots, X_N) \) be a sequence of random variables defined on a common sample space \((\mathcal{X}, \mathcal{F})\). In what follows, the joint distribution of \( X_N \) is denoted by \( P_{X_N} \) and the distribution of the individual \( X_n \) by \( P_{X_n} \). Assume for now that \( X_1, \ldots, X_N \) are independent and identically distributed (i.i.d.) according to a distribution \( P_X \), that is

\[
P_{X_N} = \prod_{n=1}^{N} P_{X_n} = P_X^N.
\]

The goal of a binary detector is to decide between the two hypotheses

\[
\mathcal{H}_0: P_X = P_0, \quad \mathcal{H}_1: P_X = P_1,
\]

where \( P_0 \) and \( P_1 \) are two given distributions and \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) are referred to as the null and alternative hypothesis, respectively. Both \( P_0 \) and \( P_1 \) are assumed to admit probability density functions (PDFs) \( p_0 \) and \( p_1 \), respectively. A statistical test for \( \mathcal{H}_0 \) against \( \mathcal{H}_1 \) is defined by a randomized decision rule

\[
\delta: \mathcal{X}^N \rightarrow [0, 1],
\]

where \( \delta = \delta(x_N) \) denotes the conditional probability of deciding for the alternative hypothesis, given the observations \( x_N = (x_1, \ldots, x_N) \).

In practice, the effect of randomization on the performance of the detector is often negligible. It is introduced here for two reasons. First, it is helpful from a technical point of view since the set of randomized decision rules can be shown to be convex, while the set of non-randomized decision rules is not. Second, more importantly, randomization can indeed play a crucial role for robust detectors, especially in the small sample size regime. This aspect is discussed in more detail in Section

\[\text{V-D}\]

Given a decision rule \( \delta \), the corresponding type I and type II error probabilities are given by

\[
\Pr(\text{"reject } \mathcal{H}_0 \text{ when it is true"}) = \mathbb{E}_{P_0}[\delta(X_N)],
\]

\[
\Pr(\text{"reject } \mathcal{H}_1 \text{ when it is true"}) = \mathbb{E}_{P_1}[1 - \delta(X_N)],
\]

where \( \mathbb{E}_{P_0} \) and \( \mathbb{E}_{P_1} \) denote the expected value taken with respect to distributions \( P_0 = P_0^N \) and \( P_1 = P_1^N \), respectively. Based on the error probabilities, different cost functions can be formulated to quantify the performance of a detector. Three common examples are defined below.

**Definition 1. Common cost functions in (robust) detection:**

1) **Weighted sum error cost**

\[
C_{\text{WS}}(\delta; P_0, P_1) = \mathbb{E}_{P_0}[\delta(X_N)] + \eta \mathbb{E}_{P_1}[1 - \delta(X_N)],
\]

where \( \eta \) denotes a positive cost coefficient;

2) **Bayes error cost**

\[
C_{\text{BE}}(\delta; P_0, P_1) = \Pr(\mathcal{H}_0) \mathbb{E}_{P_0}[\delta(X_N)] + \Pr(\mathcal{H}_1) \mathbb{E}_{P_1}[1 - \delta(X_N)],
\]

where \( \Pr(\mathcal{H}_0) \) and \( \Pr(\mathcal{H}_1) \) denote the prior probabilities of the hypotheses, and

3) **Neyman–Pearson cost**

\[
C_{\text{NP}}(\delta; P_0, P_1) = \mathbb{E}_{P_0}[1 - \delta(X_N)],
\]

where \( \delta \) is required to satisfy a constraint on the type I error probability

\[
\mathbb{E}_{P_0}[\delta(X_N)] \leq \alpha_0,
\]

with \( \alpha_0 \) being a preset level.

The optimal decision rule is then defined as the one that minimizes the cost \( C \) for a given pair of distributions \((P_0, P_1)\), that is,

\[
\delta^* = \arg \min_{\delta} C(\delta; P_0, P_1).
\]

It is well known that the three cost functions introduced above all lead to the same optimal decision rule \( \delta^* \), namely, the so-called likelihood ratio test \([108], [119]–[121]\).

**Theorem 1. The decision rule**

\[
\delta^*(x_N) = \begin{cases} 1, & z(x_N) > \lambda \\ 0, & z(x_N) < \lambda \\ \in [0, 1], & z(x_N) = \lambda \end{cases}
\]

where \( z: \mathcal{X}^N \rightarrow \mathbb{R}_+ \) denotes the likelihood ratio

\[
z(x_N) = \frac{dP_1}{dP_0}(x_N) = \prod_{n=1}^{N} \frac{p_1(x_n)}{p_0(x_n)}
\]

and \( \lambda > 0 \) denotes the detection threshold, is optimal in the sense of the weighted sum error, with \( \lambda = 1/\eta \), the Bayes error, with \( \lambda = \Pr(\mathcal{H}_0)/\Pr(\mathcal{H}_1) \), and the Neyman–Pearson error, with \( \lambda \) chosen such that the constraint in \([8]\) is satisfied with equality.

This strong optimality property of the likelihood ratio test extends to the minimax case in a natural manner, namely, by replacing the likelihood ratio of the nominal distributions with that of the least favorable distributions. However, the question how to define, characterize and calculate least favorable distributions is non-trivial. For the two-hypothesis case, it is answered in the following section.

\[\text{V. Robust Detection: Optimal Test Design} \]

\[\text{VI. Conclusion} \]
V. MINIMAX TESTS FOR TWO HYPOTHESES

The idea underlying robust detection is to relax the assumption that the distributions $P_0$ and $P_1$ in (2) are known exactly without giving up the benefits of model based techniques entirely. This is achieved by allowing the true distributions to lie within a neighborhood around the nominal distributions $P_0$ and $P_1$. Mathematically, this means replacing the simple hypotheses in (2) with composite hypotheses of the form

$$
\mathcal{H}_0: P_{X_n} \in \mathcal{P}_0,
\mathcal{H}_1: P_{X_n} \in \mathcal{P}_1,
$$

(12)

for all $n = 1, \ldots, N$. Here $\mathcal{P}_0$ and $\mathcal{P}_1$ denote the sets of feasible distributions under the respective hypothesis and are usually referred to as uncertainty or ambiguity sets. The exact form of these sets is intentionally left unspecified at this point, but will be of importance later on. For now, it suffices to think of $\mathcal{P}_0$ and $\mathcal{P}_1$ as any two disjoint sets of distributions, be it parametric or non-parametric. If $\mathcal{P}_0$ and $\mathcal{P}_1$ intersect, the two hypotheses in (12) become indistinguishable in the minimax sense since there exist distributions for which both hypotheses are true; this effect is comparable to the breakdown of a robust estimator and will be revisited in Sec. [V-I]. For the sake of a more compact notation, the hypotheses in (12) are also written as

$$
\mathcal{H}_0: P_{X_N} \in \mathcal{P}_0,
\mathcal{H}_1: P_{X_N} \in \mathcal{P}_1.
$$

(13)

Note that in (12) and (13) the random variables $X_1, \ldots, X_N$ are no longer assumed to be identically distributed. In fact, they do not even need to be independent as long as the dependencies between them are such that their conditional distributions remain within the uncertainty sets. In this manner, uncertainty about the dependencies between the random variables can be absorbed in the distributional uncertainty. However, for strong dependencies this approach is rarely practical, since it can inflate the uncertainty sets to the point where they are no longer useful. In such cases, it is better to directly formulate the composite hypotheses in terms of the conditional distributions. This problem will be picked up again in Section [VII], but a detailed technical discussion of minimax detection for dependent data is beyond the scope of this paper.

The minimax optimal decision rule is defined as the one that minimizes the maximum cost $C$, where the maximum is taken over all pairs of feasible distributions $(\mathcal{P}_0, \mathcal{P}_1)$, that is,

$$
\delta^* \in \arg \min_\delta \max_{(\mathcal{P}_0, \mathcal{P}_1) \in \mathcal{P}_0 \times \mathcal{P}_1} C(\delta; \mathcal{P}_0, \mathcal{P}_1).
$$

(14)

A necessary and sufficient condition for minimax optimality is that $(\delta^*, Q_0, Q_1)$ satisfies the saddle point condition [106], [121], that is,

$$
C(\delta^*; \mathcal{P}_0, \mathcal{P}_0) \leq C(\delta^*; Q_0, Q_1) \leq C(\delta; Q_0, Q_1)
$$

(15)

\footnote{The vast majority of problems in minimax detection are of the form (12), but sometimes additional complications are considered. For example, the uncertainty set can be defined jointly for $P_0$ and $P_1$, that is, $(P_0, P_1) \in \mathcal{P}$. This means that the uncertainty under each hypothesis is allowed to depend on the true distribution under the other hypothesis. Another possible complication is to allow observations under one hypothesis to contain information about the distribution under the other hypothesis. However, both cases are non-standard and are not covered in this overview paper.}

for all $(\mathcal{P}_0, \mathcal{P}_1) \in \mathcal{P}_0 \times \mathcal{P}_1$. From the previous section it is clear that once the least favorable distributions are fixed, the optimal decision rule is simply a likelihood ratio test of the form (10), with $P_0$ and $P_1$ replaced by $Q_0$ and $Q_1$. The question of how to determine the latter will accompany us throughout the remainder of the paper.

A. Characterizing Least Favorable Distributions

Knowing that the optimal decision rule is a likelihood ratio test between the least favorable distributions, the design of minimax optimal tests reduces to finding the latter. Hence, being able to identify least favorable distributions is crucial to robust detection.

For the two hypotheses case, a first criterion was given by Huber in his seminal paper [40]. It is based on a property known as stochastic dominance and fixed in the following definition.

**Criterion 1 (Stochastic Dominance).** If a pair of distributions $(Q_0, Q_1)$ satisfies

$$
Q_0 \left[ \frac{q_1(X)}{q_0(X)} \right] > \lambda \geq P_0 \left[ \frac{q_1(X)}{q_0(X)} \right] > \lambda \quad (16)
$$

$$
Q_1 \left[ \frac{q_1(X)}{q_0(X)} \right] \leq \lambda \geq P_1 \left[ \frac{q_1(X)}{q_0(X)} \right] \leq \lambda \quad (17)
$$

for all $(P_0, P_1) \in \mathcal{P}_0 \times \mathcal{P}_1$ and all $\lambda \geq 0$, then the joint distributions $Q_0 = Q_0^N$ and $Q_1 = Q_1^N$ are least favorable for all cost functions in Definition [7] all thresholds $\lambda$, and all sample sizes $N$.

Stochastic dominance is based on the intuition that the error probabilities of a minimax test should be maximum under the least favorable distributions. Criterion 1 makes this notion formal and precise: by inspection, the probabilities in (16) and (17) correspond to the two error probabilities of a single-sample likelihood ratio test between the two least favorable distributions with threshold $\lambda$. The least favorable joint distributions of $X_N$ under each hypothesis are simply the corresponding product distributions, meaning that the i.i.d. case is also the worst case. Note that this is indeed a property of the least favorable distributions and not an assumption made beforehand. That is, within the given uncertainty sets, even allowing dependencies cannot further increase the error probabilities of the minimax test.

There are two more properties of the stochastic dominance criterion that are worth highlighting. First, $Q_0$ and $Q_1$ play two different roles in (16) and (17). On the one hand, they define the test statistic and in turn the events of interest, namely $q_1(X) \leq \lambda$. On the other hand, they define the distributions with respect to which the probabilities of these events are taken. This coupling is typical for objective functions in minimax robust detection, and it can be found in all three criteria given in this section.

Second, the stochastic dominance criterion requires the pair $(Q_0, Q_1)$ to maximize the error probabilities jointly for both type I and type II errors and jointly for all positive likelihood ratio thresholds $\lambda$. In other words, $Q_0$ and $Q_1$ need to be independent of $\lambda$ and independent of which hypothesis is
associated with which distribution. Only under these conditions do the properties of the single-sample test with particular threshold \( \lambda \) carry over to tests with arbitrary thresholds and sample sizes. This is a strong requirement and the existence of a pair of least favorable distributions that satisfy it is not guaranteed, but critically depends on the uncertainty sets \( P_0 \) and \( P_1 \). However, before going into the details of different uncertainty models, two alternative characterizations of least favorable distributions are introduced that shed some light on their relation to statistical similarity measures.

Huber and Strassen [50] showed that least favorable distributions in the sense of Criterion 1 also satisfy the following criterion.

**Criterion 2 (Minimum \( f \)-Divergence).** If a pair of distributions \( (Q_0, Q_1) \) minimizes

\[
D_f(P_1 \| P_0) = \int_{\mathcal{X}} f\left( \frac{p_1(x)}{p_0(x)} \right) p_0(x) \, dx
\]

over \( (P_0, P_1) \in \mathcal{P}_0 \times \mathcal{P}_1 \) for all twice differentiable convex functions \( f: \mathbb{R}_+ \rightarrow \mathbb{R} \), then the joint distributions \( Q_0 = Q_0^N \) and \( Q_1 = Q_1^N \) are least favorable for all cost functions in Definition 1 all thresholds \( \lambda \), and all sample sizes \( N \).

The quantity in (18) is known as \( f \)-divergence (or \( \phi \)-divergence), where \( f \) is a convex function satisfying \( f(1) = 0 \). The class of \( f \)-divergences was introduced independently and almost simultaneously by Csiszár [122], Morimoto [123], and Ali and Silvey [124]. It includes many frequently encountered distances and divergences, such as the Kullback-Leibler (KL) divergence (relative entropy), the \( \alpha \)-divergence (Kényi entropy), the \( \chi^2 \)-divergence, the Hellinger distance, and the total variation distance. A comprehensive survey on \( f \)-divergences and related distance measures can be found in [125]. Also, see the box on the right for a brief discussion of some properties of \( f \)-divergences that make them a natural similarity measure in a detection context.

The minimum \( f \)-divergence criterion is based on the intuition that, in order to maximize the error probabilities, the least favorable distributions should be **maximally similar**. However, it is not sufficient for them to be most similar with respect to a single similarity measure, but they need to jointly minimize all \( f \)-divergences whose defining functions are twice differentiable. This joint optimality can be seen as the “divergence domain” counterpart to the property that the least favorable distributions need to be independent of the threshold \( \lambda \) in Criterion 1. In [50], it is shown that distributions admitting this property are so-called 2-alternating capacities in the sense of Choquet [49]. However, for the purpose of this paper the definition as universal minimizers of \( f \)-divergences is sufficient and more transparent.

At first glance, Criterion 2 might seem stricter than Criterion 1, since it has to hold for a whole class of convex functions \( f \), not just for all positive scalars \( \lambda \). Nevertheless, both can be shown to be exactly equivalent. Some insight into why this is the case can be obtained by looking at yet another characterization of least favorable distributions.

### \( f \)-Divergences in Robust Detection

In (robust) detection, \( f \)-divergences emerge naturally as an appropriate class of measures for the distance or similarity of distributions. This is not a coincidence. By construction, \( f \)-divergences admit several properties that one would intuitively expect from a similarity measure in a detection context [124]:

1. Transformations can only decrease similarity. That is,

\[
X' = T(X) \Rightarrow D(P' \| Q') \leq D(P \| Q),
\]

where \( T: \mathcal{X} \rightarrow \mathcal{X}' \) is a measurable function and \( P' \) and \( Q' \) are the distributions on \( \mathcal{X}' \) induced by applying \( T \) to \( X \). This is a variant of the data-processing inequality, implying that a detector based on processed observations \( X' \) cannot perform better than a detector based on the raw observations \( X \).

2. \( D(P \| Q) \) is invariant under permutations of \( \mathcal{X} \). This property implies that \( D(P \| Q) \) depends on the sample space only via \( P \) and \( Q \), but not via \( x \). It again emphasizes the fact that in detection the **probability** of an event is of importance, not the event itself; recall the discussion in Sec. I-A.

3. \( D(P \| Q) \) is jointly convex in \( P \) and \( Q \). This property is interesting from a robustness perspective, since it implies that a pair of distributions that is **locally** least favorable is also **globally** least favorable. In other words, there is no such thing as a locally minimax detector based on locally least favorable distributions.

These properties, in combination with some other natural requirements, can be used to define \( f \)-divergences in an axiomatic manner [126], thus proving a strong, theoretical backing for using \( f \)-divergences instead of other, alternative distance measures in a detection context. Finally, it is interesting to note that the properties stated above only admit an operational interpretation for (minimax) optimal detectors. When using sub-optimal detectors, preprocessing the data or redefining events can indeed affect the performance of the detector and, in turn, local similarity peaks and valleys can emerge. A nice illustration of this effect is known as **stochastic resonance** [127], [128], where additional noise, added in a smart way, can in fact improve the performance of a sub-optimal detector.

### Criterion 3 (Maximum Weighted Sum Error). If a pair of distributions \( (Q_0, Q_1) \) maximizes

\[
L(\lambda P_1 \| P_0) = \int_{\mathcal{X}} \min\{p_0(x), \lambda p_1(x)\} \, dx
\]

over \( (P_0, P_1) \in \mathcal{P}_0 \times \mathcal{P}_1 \) for all \( \lambda \geq 0 \), then the joint distributions \( Q_0 = Q_0^N \) and \( Q_1 = Q_1^N \) are least favorable.
for all cost functions in Definition 7, all thresholds \( \lambda \), and all sample sizes \( N \).

This characterization of distributions that minimize \( f \)-divergences has been derived and used in various forms in the literature [129–131]. In the context of robust detection, it was recently shown in [97]. In a sense, Criterion 3 bridges the first two criteria. On the one hand, it is not hard to show that

\[
\int_{\mathcal{X}} \min\{p_0(x), \lambda p_1(x)\} \, dx
= P_0\left[\frac{p_1(X)}{p_0(X)} > \frac{1}{\lambda}\right] + \lambda P_1\left[\frac{p_1(X)}{p_0(X)} < \frac{1}{\lambda}\right],
\]

(21)

which means that when performing a single-sample likelihood ratio test, the pair that solves (20) admits the largest weighted sum error probabilities among all feasible pairs. This is clearly in close analogy to Criterion 1. However, Criterion 3 exploits more properties of the minimax likelihood ratio test, such as the connection between the cost coefficient \( \eta \) in (3) and the likelihood ratio threshold \( \lambda \). This makes it possible to replace the separate constraints on the two error probabilities with a single constraint on their weighted sum. Moreover, it can be shown that it is not necessary to consider a missmatch between test statistic and true distributions, as is the case on the right-hand side of (16) and (17). As a consequence of these simplifications, Criterion 3 is usually easier to evaluate in practice.

There also exists a strong connection between Criterion 3 and Criterion 2, although it is less obvious. It is based on the observation that any \( f \)-divergence can be decomposed into a superposition of weighted total variation distances. The total variation distance between \( P_0 \) and \( P_1 \) is defined as the largest possible difference when calculating the probability of any event \( \mathcal{E} \) under one distribution instead of the other. That is,

\[
D_{TV}(P_0, P_1) = \sup_{\mathcal{E}} |P_1(\mathcal{E}) - P_0(\mathcal{E})|,
\]

(22)

where \( \mathcal{F} \) denotes the \( \sigma \)-algebra of measurable events. If both \( P_0 \) and \( P_1 \) admit a probability density function, the total variation distance can be written as

\[
D_{TV}(P_1 \parallel P_0) = \frac{1}{2} \int_{\mathcal{X}} |p_1(x) - p_0(x)| \, dx
\]

(23)

Hence, under these mild assumptions, total variation is the \( f \)-divergence induced by

\[
f_{TV}(t) = \frac{1}{2} |t - 1|.
\]

(25)

Now consider a version of \( f_{TV} \), where \( t \) is weighted by a nonnegative scalar \( \lambda \), that is,

\[
f_{\lambda TV}(t) = \frac{1}{2} \left( |\lambda t - 1| - |\lambda - 1| \right).
\]

(26)

The second term in (26) is merely a re-normalization so that \( f_{\lambda TV}(1) = 0 \) for all \( \lambda \geq 0 \). In a slight abuse of notation, the divergence \( D_{\lambda TV} \) is in the following written as

\[
D_{\lambda TV}(P_1 \parallel P_0) = D_{TV}(\lambda P_1 \parallel P_0),
\]

(27)

which emphasizes the interpretation of \( \lambda \) as a weight and will generalize in a natural way to the multi-hypothesis case discussed in later sections. In [132] it was shown that for every twice differentiable function \( f \), the corresponding \( f \)-divergence can be written as

\[
D_f(P_1 \parallel P_0) = \int_0^\infty D_{TV}(\lambda P_1 \parallel P_0) f'(\lambda) \, d\lambda,
\]

(28)

where \( f'' \) denotes the second derivative of \( f \). The right-hand side of (28) is known as the spectral representation of \( D_f \). It implies that every \( f \)-divergence can be composed by superimposing weighted elementary \( f \)-divergences of the total variation type.

From (28) it follows that for a pair of distributions \((Q_0, Q_1)\) to minimize all \( f \)-divergences induced by twice differentiable functions \( f \), it is sufficient that it minimizes \( D_{TV}(\lambda P_1 \parallel P_0) \) for all \( \lambda > 0 \). The last step to arrive at Criterion 3 is to note that for two real scalars \( a, b \) it holds that

\[
|a - b| = a + b - 2 \min\{a, b\},
\]

(29)

so that

\[
D_{TV}(\lambda P_1 \parallel P_0) = \min\{1, \lambda\} - L(\lambda P_1 \parallel P_0).
\]

(30)

Hence, \( D_{TV}(\lambda P_1 \parallel P_0) \) is minimum if and only if \( L(\lambda P_1 \parallel P_0) \) in (20) is maximum.

Before proceeding further, it is important to note that all three criteria presented in this section are necessary for the least favorable distributions to factor \((Q = Q^N)\) and to be independent of both the sample size, \( N \), and the detection threshold, \( \lambda \). However, they are not necessary for minimax optimality in general. That is, there can exist minimax optimal tests whose least favorable distributions do not satisfy Criteria 1–3. Such tests, however, are significantly less well-studied, significantly harder to design, and their usefulness in practice is limited. In fact, we are not aware of any commonly used strictly minimax robust detector that does not satisfy Criteria 1–3. This problem and the question of how it can be overcome will be picked up again later in this section as well as in Sec. VIII in the context of robust sequential detection.

At this point, it becomes hard to make more concrete statements about least favorable distributions, their existence, and their properties without fixing the uncertainty sets \( \mathcal{P}_0 \) and \( \mathcal{P}_1 \). Hence, in the next section, three commonly used uncertainty models are introduced and discussed in detail. These three models were chosen because they are flexible and useful in practice, yet admit tractable least favorable distributions. Moreover, they admit interesting theoretical properties that help to shed a light on certain fundamental properties of minimax robust detectors in general.

B. Uncertainty Models

In this section, three useful non-parametric uncertainty models are detailed, which capture different types of uncertainty corresponding to different effects in real-world applications.
For all of them, the minimax detector is well-defined, simple to implement, and meaningful in the sense of the discussion in Section II. Moreover, they can be argued to form a single, larger class of uncertainty models. A more detailed discussion of this aspect is deferred to the next subsection.

1) $\varepsilon$-contamination uncertainty: One of the oldest and most common uncertainty models in both detection and estimation is the $\varepsilon$-contamination model [40]. It is based on the idea that the majority of the data indeed follow an ideal model (nominal model), whereas a fraction $\varepsilon < 0.5$ of the data can be outliers. Here the term outlier is used in the sense that a data point does not contain any useful information about the nominal model at all, but was drawn independently from a different distribution. Formally, the $\varepsilon$-contamination model is defined as

$$P_\varepsilon(P^0) = \{ P : P = (1-\varepsilon)P^0 + \varepsilon H \}$$  \hspace{1cm} (31)

with $\varepsilon \in [0,0.5)$, $P^0$ denoting a known nominal distribution, and $H$ denoting the distribution of the outliers, which can be any distribution defined on the given sample space. See Fig. 2 for a graphical illustration.

The $\varepsilon$-contamination uncertainty model is particularly appropriate for scenarios in which a suitable model for the observed system exists, but individual measurements or data points can be severely corrupted. Typical examples for such scenarios are impulsive noise in radio systems [134], [135], motion artifacts in biomedical data [136], [137], or defective sensors in monitoring systems [138], [139]. However, the concept of outliers can also be applied in cases where the clean and corrupted data points are not entirely independent. For example, mislabeled entries in data sets [140], [141] or corrupted bits in digitally stored data [142] can also be modeled as outliers. In such cases, $\varepsilon$-contamination is a pessimistic approximation of the true, more complex uncertainty model.

In general, the $\varepsilon$-contamination model is pessimistic in the sense that it requires the corresponding robust detector to be able to handle all possible outliers in the data, irrespective of how unlikely or nonsensical they are. In some scenarios, this requirement can be too strict. For example, in applications where the distributions generating the clean data are discrete or have a bounded support, gross outliers can easily be identified—one can think of counting the number of defective products in a lot or measuring the angle between two beams. In other applications, the data acquisition procedure has been perfected to a degree where it can safely be assumed not to produce severe outliers, for example, in laboratory experiments under highly controlled conditions.

On the other hand, the assumption that only a fraction of the data points is subject to a model mismatch can be too optimistic. In most real-world scenarios, even the nominal model only holds approximately so that all observations are subject to a moderate model mismatch, instead of a few observations being subject to a severe model mismatch. In fact, this is the case for almost all procedures that are based on strong distributional assumptions, such as Gaussianity, uniformity, or independence, which are rarely satisfied exactly in practice. In such cases, instead of assuming outliers in the data, it is more natural to assume that the true distributions are not identical to the nominal distributions, but only similar.

2) $f$-Divergence ball uncertainty: A common way of modeling this type of uncertainty is via divergence balls. More precisely, the true distribution is assumed to lie within a ball of radius $\zeta > 0$ around the nominal distribution $P^0$:

$$P_{f,\zeta}(P^0) = \{ P : D_f(P||P^0) \leq \zeta \}$$  \hspace{1cm} (32)

The exact distance $D$ defining this ball can be chosen depending on the application. As indicated by the notation in (32), the class of $f$-divergences again arises as a natural choice that has been shown to offer a favorable compromise between being useful in practice and having favorable theoretical properties; compare the box on page 7. The $f$-divergence ball uncertainty model is illustrated in Fig. 3.

Many special cases of the $f$-divergence ball uncertainty model have been studied in the literature, including KL divergence balls [100], [143], $\alpha$-divergence balls [99], Hellinger distance balls [144], and combinations of the former [98]. We are not yet in a position to discuss how the choice of $f$ affects the least favorable distributions and the properties of the robust detector, but we will return to this question later on.

3) Density band uncertainty: An alternative to defining a neighborhood of similar distributions via a divergence ball around a nominal distribution is to allow the true density function to deviate from the nominal density function by a certain amount, more precisely,

$$P_{b}(p',p'') = \{ P : p'(x) \leq p(x) \leq p''(x) \}$$  \hspace{1cm} (33)

where $p'$ and $p''$ denote point-wise lower and upper bounds, respectively. This type of uncertainty model is known as density band model [52], [97]; see Fig. 4 for an illustration. Similar to $f$-divergence balls, it can be used to model uncertainties in the shape of distributions, but with the difference that neither a nominal distribution nor a divergence need to be
Despite its conceptual connection to divergence balls, the density band model can also be interpreted as a variant of the $\varepsilon$-contamination model with additional constraints on the outlier distribution. More precisely, $\mathcal{P}_b$ in (33) can equivalently be written as
\[ \mathcal{P}_b(p',p'') = \{ P : p(x) = p'(x) + \varepsilon h(x), \varepsilon h(x) \leq \Delta_b(x) \}, \]
where $\Delta_b(x) = p''(x) - p'(x)$. This analogy can be made closer by defining the outlier ratio of a band model as
\[ \varepsilon = 1 - \int p'(x) \, dx \]
and its nominal distribution as that which admits the density
\[ p^\circ(x) = \frac{1}{1 - \varepsilon} p'(x). \]

Using these definitions, the band model in (33) can be written as a constrained $\varepsilon$-contamination model [97]
\[ \mathcal{P}_b(p',p'') = \{ P : P = (1 - \varepsilon)P^\circ + \varepsilon H, H \in \mathcal{P}_b(0,h'') \}, \]
where the outlier density is bounded from above by
\[ h''(x) = \frac{p''(x) - p'(x)}{\varepsilon}. \]

Both interpretations are useful to keep in mind. While the one in (33) is typically more intuitive, the constrained $\varepsilon$-contamination model in (37) allows for an easier comparison to the other two uncertainty models since it admits an explicit nominal distribution and a global uncertainty parameter $\varepsilon$.

As a concluding remark, constructing uncertainty sets in practice always implies making a compromise between modeling the application-specific uncertainty as accurately as possible and keeping the model simple enough to be able to identify and calculate least favorable distributions. The three models presented above are by no means a comprehensive or exhaustive selection, and some applications might require an entirely different model. Nevertheless, they provide a good starting point in the sense that they are flexible enough to cover a wide range of distributional uncertainties, while at the same time allowing for an efficient calculation of their least favorable distributions. The latter is a topic in its own right and detailed in the next section.

C. Calculating Least Favorable Distributions

Having characterized the least favorable distributions implicitly, the question of how to calculate them explicitly arises. In this section, this question is answered for the two-hypothesis case and the three uncertainty models introduced in Sec. V-B.

First, the least favorable distributions under uncertainty of the $f$-divergence type are introduced, the corresponding results under uncertainty of the $f$-divergence ball and $\varepsilon$-contamination type are then obtained as special cases of the former.
Density band uncertainty: Let two uncertainty sets \( \mathcal{P}_0 \) and \( \mathcal{P}_1 \) of the form (33) be given. In [97] it is shown that in this case the pair \((Q_0, Q_1) \in \mathcal{P}_0 \times \mathcal{P}_1\) is least favorable if the densities \((q_0, q_1)\) satisfy
\[
q_0(x) = \min\{p_0''(x), \max\{c_0 q_1(x), p_0'(x)\}\}, \quad (39)
q_1(x) = \min\{p_1''(x), \max\{c_1 q_0(x), p_1'(x)\}\}, \quad (40)
\]
for some \(c_0, c_1 > 0\). The \(\min\) and \(\max\) operators on the right-hand side of (39) and (40) have to be read pointwise and guarantee that \(q_0\) and \(q_1\) are within the feasible bands. In words, \(q_0\) is the projection of \(q_1\) onto the band of feasible densities \(\mathcal{P}_0\), where the projection is performed by scaling \(q_1\) such that the projected density on the right-hand side of (39) integrates to one. Analogously, \(q_1\) is the projection of \(q_0\) onto \(\mathcal{P}_1\). Similar projection operators are commonly found in other areas of robustness [63], [145]–[148], but typically without the coupling between the least favorable distributions, which is a characteristic of robust detection.

An example of a density band uncertainty model and its least favorable densities is given in Fig. 5. Here, the upper and lower bounds were chosen to be scaled Gaussian densities, more precisely,
\[
\begin{align*}
p_0'(x) &= a p_N(x; \mu, \sigma_0^2), \\
p_0''(x) &= b p_N(x; \mu, \sigma_0^2), \\
p_1'(x) &= a p_N(x; \mu, \sigma_1^2), \\
p_1''(x) &= b p_N(x; \mu, \sigma_1^2),
\end{align*}
\]
where \(p_N(x; \mu, \sigma^2)\) denotes the density of a Gaussian distribution with mean \(\mu\) and variance \(\sigma^2\). For the uncertainty sets shown in Fig. 5 indicated by the shaded areas, the parameters are \(a = 0.75, b = 1.2, \mu_0 = -2, \mu_1 = 0, \sigma_0^2 = 4, \) and \(\sigma_1^2 = 16\). It can be seen how the least favorable densities either coincide with one of the bounds or, on intervals where at least one of them lies in the interior of the band, are scaled versions of each other. Note that the least favorable densities are not guaranteed to be unique, that is, it can be possible to construct (infinitely) many density pairs satisfying (39) and (40). However, the scaling factors \(c_0\) and \(c_1\) as well as the likelihood ratio \(q_1/q_0\) can be shown to be unique. The properties of the latter will be investigated more closely in Sec. V-D.

A straightforward yet efficient way of calculating the least favorable densities is to iteratively solve (39) and (40) for \(c_0\) and \(c_1\). That is, starting from an initial guess \((q_0^{(0)}, q_1^{(0)})\), one constructs a sequence of pairs \((q_0^{(k)}, q_1^{(k)})\), \(k = 1, 2, \ldots\) via
\[
\begin{align*}
q_0^{(k)}(x) &= \min\{p_0''(x), \max\{c_0^{(k-1)} q_1^{(k-1)}(x), p_0'(x)\}\}, \\
q_1^{(k)}(x) &= \min\{p_1''(x), \max\{c_1^{(k-1)} q_0^{(k-1)}(x), p_1'(x)\}\},
\end{align*}
\]
Note that the only unknowns in (42) and (43) are the scalars \(c_0^{(k)}\) and \(c_1^{(k)}\) so that each update reduces to finding a scaling factor such that the projected density on the right-hand side integrates to one. Mathematically, this translates to finding the scalar root of a monotonic function, which is a well-known problem in numerics that can be solved by off-the-shelf algorithms. Moreover, this procedure is independent of the underlying sample space and its dimensions. As long as the right-hand sides of (42) and (43) can be integrated over the sample space, the least favorable densities can be computed iteratively. For high-dimensional problems, representing and integrating the least favorable distributions can become a non-trivial task. However, even in such cases, state-of-the-art approximation and integration techniques [149] in combination with modern hardware are usually powerful enough to obtain close approximations.

\(\varepsilon\)-contamination uncertainty: Being able to calculate least favorable densities for the band model also enables one to calculate least favorable densities for the \(\varepsilon\)-contamination model. As stated in (37), the density band model can be interpreted as a constrained \(\varepsilon\)-contamination model, so that the latter can be recovered as a special case of the former. First, since the outlier distributions are unbounded under \(\varepsilon\)-contamination uncertainty, the upper bounds \(p_0'', p_1''\) and in turn \(h_0'', h_1''\) do not bind. Moreover, according to (36), the lower bounds \(p_0', p_1'\) are scaled versions of the nominal densities. In combination, this yields least favorable densities that are of the form
\[
\begin{align*}
q_0(x) &= \max\{c_0 q_1(x), (1 - \varepsilon_0) p_0(x)\}, \\
q_1(x) &= \max\{c_1 q_0(x), (1 - \varepsilon_1) p_1(x)\}.
\end{align*}
\]
Finally, it can be shown that \(q_0, q_1\) on the right-hand side of the above equations can be replaced by the nominal densities \(p_0, p_1\). In order to see this, note that \(L_{\lambda}\) in Criterion 3 can be written as
\[
\int_{X} \min\{q_0(x), \lambda q_1(x)\} \, dx = Q_0(X_{1,\lambda}) + \lambda Q_1(X_{0,\lambda})
\]
where
\[
\begin{align*}
X_{0,\lambda} &= \{x \in X : q_0(x) > \lambda q_1(x)\}, \\
X_{1,\lambda} &= \{x \in X : q_0(x) \leq \lambda q_1(x)\},
\end{align*}
\]
so that \(X_{0,\lambda} \cup X_{1,\lambda} = X\) and \(X_{0,\lambda} \cap X_{1,\lambda} = \emptyset\). Under \(\varepsilon\)-contamination uncertainty, it holds that
\[
\begin{align*}
Q_0(X_{1,\lambda}) &= (1 - \varepsilon_0) P_0(X_{1,\lambda}) + \varepsilon_0 H_0(X_{1,\lambda}), \\
&\leq (1 - \varepsilon_0) P_0(X_{\lambda}) + \varepsilon_0 \\
Q_1(X_{0,\lambda}) &= (1 - \varepsilon_1) P_1(X_{0,\lambda}) + \varepsilon_1 H_1(X_{0,\lambda}), \\
&\leq (1 - \varepsilon_1) P_1(X_{\lambda}) + \varepsilon_1
\end{align*}
\]
The upper bounds are attained if \(H_0(X_{1,\lambda}) = H_1(X_{0,\lambda}) = 1\), which implies that \(H_0\) and \(H_1\) need to be orthogonal in order to be least favorable.

Now, consider the region on which \(q_0\) does not attain its lower bounds. On this region it holds that
\[
q_0(x) > (1 - \varepsilon_0) p_0(x) \Rightarrow h_0(x) > 0.
\]
Hence, \(h_1(x) = 0\) and \(q_1(x) = (1 - \varepsilon_1) p_1(x)\), so that \(q_1\) in (44) can be replaced by \(p_1\); the factor \((1 - \varepsilon_1)\) can be absorbed in the free parameter \(c_1\). The same line of arguments also applies to (45). This yields the least favorable densities
\[
\begin{align*}
q_0(x) &= \max\{c_0 p_1(x), (1 - \varepsilon_0) p_0(x)\}, \\
q_1(x) &= \max\{c_1 p_0(x), (1 - \varepsilon_1) p_1(x)\}.
\end{align*}
\]
This result was obtained by Huber [40] without recourse to the band model, but the proof via this connection is arguably
density}

more instructive. The fact that $q_0$ and $q_1$ are decoupled under $\varepsilon$-contamination means that there is no need for an iterative procedure to determine $c_0$ and $c_1$, which in turn simplifies their calculation. Under density band uncertainty, it is in general not possible to construct orthogonal outlier densities, which explains the coupling between $q_0$ and $q_1$ in the general equations (39) and (40).

The transition from a density band model to an $\varepsilon$-contamination model can be illustrated by successively releasing the upper bounds of the density band model in Fig. 5. The effect of this relaxation on the least favorable densities is shown in Fig. 6. As can be seen, the more the upper bounds are relaxed, the more freely the probability mass can be moved and the more overlap there is between the distributions. Finally, under unconstrained $\varepsilon$-contamination, the least favorable distributions become similar enough to almost overlap completely. In fact, if the outlier ratio, which is 25% in this example, is further increased, the least favorable distributions in the lower right plot of Fig. 6 become indeed identical, meaning that in the worst case the two hypotheses become indistinguishable in the minimax sense.

This effect is the closest equivalent to what is known as a breakdown point in robust estimation. The breakdown point of an estimator determines how large a ratio of outliers in the data an estimator can tolerate without deviating arbitrarily far from the true value of the parameter. Hence, for outlier ratios above its breakdown point, an estimator is no longer guaranteed to perform better than randomly guessing the unknown parameter. In analogy, the breakdown point of a detector can be defined as the ratio of outliers it can tolerate while still performing better than random guessing. This breakdown happens exactly when the two least favorable distributions become identical and, in turn, the likelihood ratio becomes a constant. It is important to note that while in estimation the breakdown point is a property of the estimator, in detection it is a property of the uncertainty sets, more precisely, of the nominal distributions under each hypothesis. In the example shown in Fig. 6, the outlier ratio is 25%, which is well below the theoretical limit of 50%. However, for the given nominal distributions, this outlier ratio is already close to the breakdown point, which is at approximately 28%. Choosing the nominal distributions to be more or less similar, decreases or increases the breakdown point accordingly.

The outlier densities corresponding to the least favorable distributions in Fig. 6 are plotted in Fig. 7. Here, “outlier density” refers to the two densities $h_0$, $h_1$ which satisfy $q_0 = p_0' + \varepsilon_0 h_0(x)$ and $q_1 = p_1' + \varepsilon_1 h_1(x)$, where $\varepsilon_0$ and $\varepsilon_1$ are as in (35). For the band model, the sets of feasible outlier distributions in the sense of (37) are indicated by the shaded areas. It can clearly be seen how the outlier densities start to overlap less as their constraints are relaxed. Interestingly, in the upper right and lower left plot, $h_1$ does not “fill the gap” left by $h_0$, although the constraints would allow for it. However, merely concentrating probability mass in order to reduce the spread of $q_1$ is not minimax optimal, since it ignores the coupling between $q_0$ and $q_1$. Figuratively speaking, the “gap” left by $h_0$ needs to be large enough to fit $h_1$ without violating the constraints on its shape in (39) and (40).
Fig. 6. Example of how an ε-contamination model can be obtained by relaxing a density band model. The upper bounds are of the form (41), with $c'' = 1.2$ (top left), $c'' = 2$ (top right), $c'' = 5$ (bottom left), and $c'' = \infty$ (bottom right), the latter corresponding to unconstrained ε-contamination. Purple shaded areas indicate overlapping density bands.

Fig. 7. Outlier densities corresponding to the least favorable distributions in Fig. 6. While the outlier densities are orthogonal under ε-contamination (lower right), the coupling in (39) and (40) forces them to overlap under density band uncertainty. Purple shaded areas indicate overlapping density bands.
Another interesting observation is that, although the outlier densities admit very particular shapes with sharp transitions and large intervals of probability zero, their probability mass is concentrated on a finite interval. That is, in contrast to robust estimation, the worst-case outliers are not extreme values generated by heavy-tailed distributions. Instead, they are in the same range as the clean data and are generated by slightly shifted and distorted versions of the nominal densities. An intuitive explanation for this observation is that in detection the “most misleading” samples are not those which are extremely large or small, but those that appear as if they had been generated under the hypothesis that should be rejected; recall the discussion in the introduction. Consequently, the least favorable distributions generate outliers that mimic the clean data under the opposite hypothesis. From a practitioner’s point of view, this phenomenon highlights the fact that, even in the absence of impulsive noise and for seemingly clean data, deviations from the nominal model can still be present and can have a detrimental effect on detection performance. The outlier density \( h_1 \) shown in the lower right plot of Fig. 7 for example, could very well correspond to a defective sensor randomly oscillating around a small negative value. In summary, this example indicates that encountering a close-to-worst-case scenario is not just a mere theoretical possibility, but it is a real danger that should be taken seriously when designing detectors for critical applications.

\( f \)-\textit{divergence ball uncertainty:} For the \( f \)-divergence ball uncertainty model, the situation is more complex than for the previous two uncertainty models. In general, least favorable distributions in the sense of the three criteria given in Sec. \( \mathbf{V} \mathbf{A} \) do not exist. This is the case for the KL divergence, the \( \chi^2 \)-divergence, the Hellinger divergence, the Rényi divergence, and many more. As mentioned in Sec. \( \mathbf{V} \mathbf{A} \) this does not imply that no minimax optimal tests exists. But it means that the least favorable distributions do not factor and depend on the sample size and the detection threshold. Moreover, least favorable distributions of this kind are significantly harder to characterize since no clear criteria comparable to those in the previous section exist. Naturally, this is a major obstacle for the use of \( f \)-divergence ball uncertainty models in practice. Although this obstacle cannot be overcome completely, it can be worked around by exploiting a connection between density bands and \( f \)-divergence balls, which makes it possible to design robust tests with least favorable distributions that admit the strong properties enforced by Criteria \( \mathbf{I} \mathbf{B} \) without sacrificing strict minimax optimality.

This connection is based on single-sample tests, whose least favorable distributions exist under much milder conditions. For any given \( \lambda > 0 \), the cost function \( L_\lambda \) in Criterion \( \mathbf{5} \) can be maximized under \( f \)-divergence ball uncertainty. This is the case because \( L_\lambda \) is jointly concave in the pair \( (P_0, P_1) \) and \( f \)-divergence balls are convex sets of distributions. Let these minimizers of \( L_\lambda \) be denoted by \( Q_{0,\lambda} \) and \( Q_{1,\lambda} \), where the subscript indicates the dependence on \( \lambda \). \( Q_{0,\lambda} \) and \( Q_{1,\lambda} \) are indeed least favorable, but only for a single-sample test \( (N = 1) \) with fixed likelihood ratio threshold \( \lambda \). If the threshold changes, \( Q_{0,\lambda} \) and \( Q_{1,\lambda} \) need to be recalculated. Clearly, this weaker minimax property is not very useful in practice, where redesigning tests is costly and having multiple, independently drawn observations \( (N > 1) \) is by far the most common scenario.

In \( \mathbf{105} \), it is shown that for every \( f \)-divergence ball model there exists an equivalent density band model that admits the same single-sample least favorable distributions \( Q_{0,\lambda} \) and \( Q_{1,\lambda} \), but for which the latter are in fact least favorable in the strong sense of Criteria \( \mathbf{I} \mathbf{B} \). In other words, given an uncertainty set of the \( f \)-divergence ball type and a threshold parameter \( \lambda \), an equivalent density band model can be constructed such that the least favorable distributions of the latter coincide with the single-sample least favorable distributions of the former. Moreover, the bounds of the equivalent density band model can be shown to be simply scaled versions of the nominal densities. Schematically, this connection can be depicted as follows:

\[
\left( P_{f_0}(P_0, \zeta_0) \right) \Rightarrow \left( P_{\text{band}}(a_0, p_0, b_0, p_0) \right) \downarrow \quad \downarrow \quad \downarrow \\
(\tilde{Q}_{\lambda, 0}, \tilde{Q}_{\lambda, 1}) = (Q_0, Q_1)
\]

The scaling factors \( a_0, b_0 \) and \( a_1, b_1 \) depend on \( \zeta_0, \zeta_1 \) and \( f \) and can be obtained from the (generalized) inverses of the derivatives of the function \( f \). Alternatively, the four constants can be determined numerically, by successively constructing least favorable densities until the \( f \)-divergence ball constraints of the original model are satisfied with equality. See \( \mathbf{105} \) for more details on both methods.

From \( \mathbf{55} \), it is clear that the least favorable distributions of every \( f \)-divergence ball uncertainty model are again of the form in \( \mathbf{39} \) and \( \mathbf{40} \), with the bounds being scaled versions of the nominal densities. In fact, it can be shown that the band model in Fig. 7 is equivalent to a KL divergence ball model, \( f(t) = t \log(t) \), with radii \( \zeta_0 \approx 0.0136 \) and \( \zeta_1 \approx 0.0242 \).

As mentioned in Section \( \mathbf{V} \mathbf{B} \) for special cases of \( f \)-divergences, more explicit expressions for (single-sample) least favorable distributions can be found in the literature. Evaluating these directly is usually easier than first constructing the equivalent band model and then solving \( \mathbf{39} \) and \( \mathbf{40} \). Also note that, having calculated the least favorable densities in one way or another, it is not difficult to construct the equivalent band model. As discussed in Sec. \( \mathbf{V} \mathbf{B} \), this can be helpful to translate \( f \)-divergence ball uncertainty into a form that is easier to interpret. Moreover, the fact that the upper bounds of the equivalent band model are scaled versions of the nominal densities provides a nice illustration for why \( f \)-divergence balls cannot contain distributions that are significantly more heavy-tailed than the nominal distributions: increasing the \( f \)-divergence ball radius increases this scaling factor, but does not affect the type of decay. However, one should always keep in mind that, although their least favorable densities are identical, the sets of feasible distributions on the left and right-hand side of \( \mathbf{55} \) are different in general.

We conclude this section with a historical remark. The least favorable densities for both the band model and the \( \epsilon \)-contamination model had both been derived long ago; the
latter by Huber [40], the former by Kassam [52]. However, the form in which the least favorable densities of the band model were stated made it hard to work with them in practice. The respective theorem in [52] distinguishes between four special cases, each involving a piecewise definition of the densities. In order to know which case holds, one has to check the existence or non-existence of in total six constants that have to be chosen such that the solutions are valid densities. This might partially explain why the band model never became as popular as the $\varepsilon$-contamination model in robust statistics. In fact, it can be argued that its popularity has been decreasing. While it used to be one of the standard models in robust testing and filtering in the 1980s [66], [79], today many signal processing practitioners do not seem to be aware of its existence and recent books on robust statistics ignore it entirely [13], [121]. Based on the discussion above, we strongly encourage practitioners and researchers to have a second, closer look at the density band model: in practice, it provides a more flexible alternative to the common outlier model with little increase in complexity, and in theory, it provides useful insights into fundamental connections between uncertainty sets based on outliers and $f$-divergence balls.

D. Detector Design and Implementation

Assume that two sets $\mathcal{P}_0$ and $\mathcal{P}_1$ have been determined that adequately describe the model uncertainty and a pair of least favorable distributions $(Q_0, Q_1)$ has been calculated. According to Theorem 1 the minimax optimal test is then a likelihood ratio test with threshold $\lambda > 0$ and test statistic

$$z^N(x_N) = \prod_{n=1}^{N} \frac{q_1(x_n)}{q_0(x_n)}. \quad (57)$$

This test statistic is referred to as **minimax likelihood ratio** in what follows. A closer look at it provides some insight into the kind of counter measures that are called for by the three types of uncertainty introduced above.

From the general form of the least favorable densities in [39] and [40], it follows that for a density band uncertainty model the minimax likelihood ratio $\frac{q_1(x)}{q_0(x)}$ can take on six different values at any point $x$, namely,

$$q_1(x) \in \left\{ \begin{array}{l} p_1^1(x) \quad p_1^2(x) \quad p_1^3(x) \quad p_1^4(x) \quad p_1^5(x) \quad p_1^6(x) \quad \frac{1}{c_0} \quad c_1 \end{array} \right\}. \quad (58)$$

That is, over the entire sample space, the minimax likelihood ratio is determined by the density bounds and the two constants $c_0, c_1$. Consequently, there are two, not necessarily connected, regions on which the likelihood ratio is constant. These regions can clearly be identified in Fig. 8, where, on the left-hand side, the minimax likelihood ratio is plotted for the band model in Fig. 5.

For the $\varepsilon$-contamination model, the set of possible minimax likelihood ratio values reduces to

$$q_1(x) \in \left\{ \begin{array}{l} 1 - \varepsilon_1 p_1(x) \quad \frac{1}{c_0} \quad c_1 \end{array} \right\}. \quad (59)$$

That is, the minimax likelihood ratio is either a scaled version of the nominal likelihood ratio or a constant, which is illustrated on the right-hand side of Fig. 8. Note that in Fig. 8 $\varepsilon_0 = \varepsilon_1$ so that the minimax likelihood ratio coincides with the nominal one on the respective region of the sample space.

Finally, for uncertainty sets of the $f$-divergence ball type, the minimax likelihood ratio can again take on six values, namely,

$$\left\{ \begin{array}{l} a_1 p_1(x) \quad b_1 p_1(x) \quad a_1 p_1(x) \quad b_1 p_1(x) \quad \frac{1}{c_0} \quad c_1 \end{array} \right\}. \quad (60)$$

This results in minimax likelihood ratios of the same type as for the density band model, with the ratios of the upper and lower bounds being replaced by scaled versions of the nominal likelihood ratio.

While all three uncertainty models admit two regions of constant likelihood ratio, what distinguishes them and the corresponding robust tests is the shape and location of these regions. For $\varepsilon$-contamination models, the minimax likelihood ratio is a clipped version of the nominal one, as depicted on the right-hand side of Fig. 8. This seminal result was first proved by Huber in [40]. A clipped likelihood ratio limits the influence of any single observation on the outcome of the test so that even extreme outliers cannot overwrite the evidence provided by the majority of the data. This renders the detector robust against noise from heavy-tailed distributions. However, as shown in the previous section, the least favorable distributions themselves are not necessarily heavy-tailed.

The density band model, being a generalization of the $\varepsilon$-contamination model, provides more subtle means of robustification than just clipping. An example of a minimax likelihood ratio based on a band model can be seen on the left-hand side of Fig. 8. While the negative part of the likelihood ratio is clipped, just as it is for the $\varepsilon$-contamination model, the positive part is merely “dampened”, meaning that the influence of highly indicative observations is reduced, but not bounded. This is a consequence of the assumption that the outlier distribution itself is constrained, compare [37], so that extreme outliers are too rare to justify the performance loss incurred by clipping. Likelihood ratios of this form are sometimes referred to as compressed [37], in the sense that on any given interval the absolute value of the minimax likelihood ratio is bounded by the absolute value of the nominal likelihood ratio.

Finally, there exists a third type of minimax likelihood ratio that can emerge from both the band model and the $f$-divergence ball model; it is illustrated by the example in Fig. 9, which is obtained form a density band model of the form (41) with $a = 0.7$, $b = 3$, $\mu_1 = -\mu_0 = 2$, and $\sigma^2_0 = \sigma^2_1 = 4$. It can be shown that for this particular uncertainty set, the two constants $c_0$ and $c_1$ coincide, so that there is a single region where the likelihood ratio is constant. Moreover, in this example, the constant equals one, meaning that the observations falling in this region do not contribute to the test statistic, but are entirely ignored. Hence, this scheme is usually referred to as censoring [150]. The intuition underlying censoring is that samples providing little evidence for either hypothesis should not be trusted, since this evidence is likely to be exclusively due to random deviations from the nominal model. Hence, censoring can be interpreted.
as a data cleaning procedure, where the cleaning happens implicitly when evaluating the test statistic.

Censoring or rejecting data points is an old, well-known technique for dealing with contaminated data sets [151], [152] and still plays an important role in modern robust statistics [153]–[155]. In robust estimation, outlier rejection arises naturally as a consequence of so-called redescending weight functions, which assign a vanishingly small or even zero weight to large observations [4], [156]. Interestingly, in robust detection, censoring has almost the opposite effect. A minimax optimal procedure never rejects observations with extremely large nominal likelihood ratio, but can reject observations with small nominal likelihood ratio. In other words, while censoring in estimation prevents rare, grossly corrupted observations from overruling the majority of the data, censoring in robust detection prevents the errors introduced by small but frequent model deviations from accumulating in the test statistic. This example highlights the fact that there are indeed connections between robust estimation detection, but that results from one are not guaranteed to carry over to the other in a straightforward manner.

Another important aspect of minimax optimal detectors is that they may require randomized decision rules in order to perform well in practice. This problem was briefly touched upon in Sec. IV, however, we are now in a better position to explain it. Using the censored likelihood ratio depicted in Fig. 9 as an example, it is clear that when evaluating this test statistic a value of exactly one occurs with non-zero probability, that is, the distribution of the likelihood ratio contains a point mass. This can clearly be seen in the plot on the right-hand side of Fig. 9, where the cumulative distribution function of the censored log-likelihood ratio is plotted under the corresponding least favorable distribution $Q_0$. By inspection, the probability of erroneously rejecting $H_0$ jumps from approximately 12.5% to approximately 50.7% when $\lambda$ changes from 0 to $-0$. Consequently, a detector with a reasonable false alarm rate can be reduced to a random coin flip, depending on which decision rule is applied when the likelihood ratio evaluates to one. The same considerations apply to the probability of erroneously rejecting $H_1$.

The effect of having a point mass in the distribution of the test statistic can better be illustrated by inspecting the receiver operating characteristic (ROC) of the corresponding detector. The ROC of the minimax detector with the censored test statistic shown in Fig. 9 is depicted in Fig. 10. The upper plot shows the ROC under the nominal, Gaussian distributions $(a = b = 1)$ in (41)), and the lower plot shows the ROC under the least favorable distributions. In both cases, it can be seen that on regions where the error probabilities are approximately balanced, the ROC is linear, which implies that the corresponding points of operation require a randomized decision rule. Especially under the least favorable distributions, all useful

Fig. 8. Examples of minimax log-likelihood ratios under density band uncertainty (left) and $\varepsilon$-contamination (right). The uncertainty model is the same as in Fig. 5. The $\varepsilon$-contamination model is obtained by letting $p_0, p_1 \to \infty$, which corresponds to an outlier ratio of $\varepsilon = 0.25$.

Fig. 9. Example of a minimax log-likelihood ratio under density band or $f$-divergence ball uncertainty (left), which results in censored observations on an interval around $x = 0$. The distribution function of the log-likelihood ratio under $Q_0$ is depicted on the right.
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Fig. 10. Receiver operating characteristics (ROC) of the minimax detector with test statistic shown on the left-hand side of Fig. 9 under the nominal distributions (top) and the least favorable distributions (bottom).

points of operation fall in this category.

Large linear segments in the ROC are a strong indicator that the uncertainty sets have been chosen too large and the detector has been “over robustified”. The larger the uncertainty sets, the more similar are the least favorable distributions, and the more is the distribution of the minimax likelihood ratio concentrated around one. In the extreme case that the uncertainty sets intersect each other, the test reduces to random guessing and the ROC becomes entirely linear. In practice, this collapse can easily be avoided by making sure that the uncertainty sets are disjoint. However, observing a highly concentrated test statistic or a strong influence of the randomization rule on the outcome should generally ring an alarm bell.

The effect of point masses is most detrimental for censored test statistics. It can also occur for clipped and compressed likelihood ratios. However, for these, the point masses are usually smaller and, in particular for the clipped test, occur at values that are too large or too small to be useful thresholds in practice. The effect also becomes less critical for large sample sizes, since summing the individual log-likelihood ratios spreads the distribution and smooths out the point masses. This effect can be observed in Fig. 10 where the ROCs are plotted for different sample sizes. Nevertheless, point masses in the distributions of the test statistic cannot be avoided entirely, so the potential need for randomization should be kept in mind when designing robust detectors, the more so the smaller the sample size and the larger the uncertainty sets. A good example for the importance of randomized decision rules and how to design them optimally can be found in [99], where the technical aspects are discussed in more detail.

Randomization issues aside, the performance of a minimax robust detector can be analyzed in analogy to the performance of a regular likelihood ratio detector. From the Chernoff–Stein Lemma [157 Sec. 11.8] it follows that the error probabilities of a likelihood ratio test for two hypotheses of the form \( P_0 \) decrease exponentially. More precisely, keeping one error probability fixed and letting the sample size grow, the other error probability decays exponentially with exponents \( D_{KL}(P_0||Q_1) \) and \( D_{KL}(Q_1||P_0) \), that is,

\[
\mathbb{E}_{P_0}[\delta^*(X_N)] \approx 2^{-N D_{KL}(P_0||P_1)} \tag{61}
\]

and

\[
\mathbb{E}_{P_1}[1 - \delta^*(X_N)] \approx 2^{-N D_{KL}(P_1||P_0)} \tag{62}
\]

for large \( N \). In the context of robustness, however, the performance under distribution mismatch is more interesting. In [158], it is shown that the error exponents of a likelihood ratio test that is designed for the hypotheses in \( P_0 \) but is evaluated under different (not necessarily least favorable) distributions \( Q_0, Q_1 \), are given by

\[
\mathbb{E}_{Q_0}[\delta^*(X_N)] \approx 2^{-N(D_{KL}(P_0||Q_1) - D_{KL}(P_1||Q_0))} \tag{63}
\]

and

\[
\mathbb{E}_{Q_1}[1 - \delta^*(X_N)] \approx 2^{-N(D_{KL}(P_1||Q_0) - D_{KL}(P_0||Q_1))}. \tag{64}
\]

Note that for (63) and (64) to hold, the exponents on the right-hand side need to be positive, meaning that \( Q_0 \) is more similar to \( P_0 \) than to \( P_1 \) and \( Q_1 \) is more similar to \( P_1 \) than to \( P_0 \). Using (63) and (64), the performance of optimal and minimax optimal likelihood ratio tests can be approximated for large sample sizes. Of course, in practice, Monte Carlo simulations are often used as an alternative or additional way of evaluating the performance of a detector under more complex distributions and for small sample sizes.

Before concluding this section, two remarks about designing and analyzing robust detectors are in place. First, the form of the error exponents under mismatch suggests that the KL divergence is the “most natural” uncertainty measure. This conception can be misleading. In (63) and (64), the KL divergence quantifies the asymptotic performance of a detector. The \( f \)-divergence in the definition of the uncertainty model in (32) specifies the type of uncertainty. The latter should always be chosen according to an honest assessment of the model at hand, not based on mathematical convenience. The performance evaluation is a separate step. In other words, the error exponents of a robust detector should be a consequence of the uncertainty model and not the other way around.

A second important aspect when designing robust detectors is that one should not focus exclusively on the performance under one particular pair of distributions—be it the nominal distributions or the least favorable distributions. After all, the very idea underlying robustness is that it is more important to perform well under all feasible distributions than to perform optimally under any specific distribution. Ultimately, the minimax design approach is merely a means to this end.
E. Conclusions

The discussion of the two-hypothesis case so far has revealed that

- minimax optimal tests are standard likelihood ratio tests based on least favorable distributions;
- the latter can be characterized by their property to maximize error probabilities and minimize $f$-divergences;
- there are useful uncertainty models for which least favorable distributions exist and can be calculated efficiently in practice;
- robust detectors for these uncertainty models admit clipped, censored, or compressed test statistics.

All in all, minimax robust tests for two-hypothesis are well-understood and, except for some caveats, such as the potential need for randomized decision rules, they can be designed and operated in a relatively straightforward manner. In most cases, transitioning from a non-robust test to a robust one boils down to a simple transformation of the test statistic. Yet, despite their drop-in nature and potential benefits, robust detectors are still not widespread in practice, in particular for uncertainty models that are not of the $\varepsilon$-contamination type. In light of this, we highly recommend practitioners in signal processing, data science, and related areas to try robust detectors for themselves. A toolbox for the calculation of least favorable distributions in MATLAB and Python is available online [159]. For answers to some common questions and reservation concerning the use of robust detectors in practice, also see the FAQ box on the right.

While tests for two hypotheses are arguably most common in practice, there are also many applications in which a decision for one out of multiple options needs to be made. The state-of-the-art in robust testing is less complete for this problem, however, some interesting findings have been obtained recently, which are detailed in the next two sections.

VI. Minimax Detection for Multiple Hypotheses

The problem of deciding for one out of multiple possible hypotheses, also known as statistical classification in the literature, is a natural generalization of binary hypothesis testing and has applications in signal processing [160], communications [161], and other areas [162].

In the previous sections it has become clear that the existence of least favorable distributions that are independent of the sample size and the threshold parameter is crucial for the existence of minimax optimal tests. Unfortunately, the existence of distributions that are least favorable in this strong sense can only be guaranteed for tests for two hypotheses. As a consequence, the design of minimax optimal tests for multiple hypotheses becomes significantly harder. In this section, it is discussed why this is the case, why robust detection for multiple hypotheses is a fundamentally different problem, and how sequential hypothesis testing can help in solving this problem.

| Robust Detection in Practice: FAQ |
|-----------------------------------|
| **Q:** Robustness seems like a waste of resources. Why not aim for optimal performance, if the conditions allow for it? |
| **A:** If the goal is to achieve optimal performance under ideal conditions, then robust detectors are indeed not a good choice. However, in practice it can be better to guarantee “good enough” performance under a variety of conditions. For example, the nominal sensitivity of a smoke detector under lab conditions is irrelevant if it is supposed to work reliably for many years in a dusty basement or a poorly insulated attic. |
| **Q:** Why should a detector be designed such that it performs optimally only in pathological worst-case scenarios? Those will never arise in practice! |
| **A:** Many worst-case scenarios, particularly in detection, are not pathological at all; recall the least favorable distributions in Fig. 7. Moreover, and more importantly, the point of robust detectors is not that they perform optimally under a single peculiar distribution, but that they perform well under all distributions in the uncertainty set. |
| **Q:** Robust detectors seem to be very inflexible. Would it not be better to adapt to the true distribution? |
| **A:** Whether or not the true distribution should be estimated critically depends on the type of uncertainty; compare the discussion in Sec. III. As a rule of thumb, whenever the uncertainty is such that resolving it seems to require non-parametric estimators, robust detectors are likely to be a better performing alternative. |
| **Q:** There are detectors that have been shown to be asymptotically optimal under mild assumptions. Does this not make robust detectors obsolete? |
| **A:** Asymptotically, distributional uncertainty becomes an almost negligible issue. As the sample size goes to infinity, any unknown property of the true distribution can be inferred with arbitrary precision from the data. In other words, having access to an unlimited amount of data is as good as having perfect knowledge of their distribution. In practice, however, the sample sizes are typically nowhere near the asymptotic regime. In fact, interpreting “asymptotically optimal” as “guaranteed to be close-to optimal” is a misconception that can lead to a false and potentially dangerous sense of security. Robust detectors, on the other hand, not only provide actual performance guarantees, but also force the designer to explicitly take the uncertainty into account. |
| **Q:** Robust detection seems to be rather niche, is it not better to use well-established techniques? |
| **A:** Robust detection is undeniably niche; but it does not have to stay niche. The theory is well understood and software packages are readily available. |
A. Optimal Tests for Multiple Hypotheses

In analogy to the two-hypothesis case, it is useful to briefly revise optimal non-robust test for multiple hypotheses before entering the discussion of their robust counterparts. Again, assume for now that $X_N = (X_1, \ldots, X_N)$ are i.i.d. with common distribution $P_X$ such that

$$P_{X_N} = \prod_{n=1}^{N} P_{X_n} = P_X^N. \tag{65}$$

The goal is now to decide between the hypotheses

$$\mathcal{H}_k: P_X = P_k, \tag{66}$$

where $k = 0, \ldots, K$ and all $P_k$ are known exactly. The decision rule of the test is defined as

$$\delta: \mathcal{X}^N \to [0, 1]^{K+1}, \tag{67}$$

where $\delta = (\delta_0, \ldots, \delta_K)$ is a $K+1$-dimensional vector whose $k$th entry denotes the conditional probability of deciding for the $k$th hypothesis given the observations $(x_1, \ldots, x_n)$.

Throughout this section, the focus will be on the weighted sum error cost

$$C_{\text{WSE}}(\delta; \mathcal{P}) = \sum_{k=0}^{K} \lambda_k \mathbb{E}_{P_k}[1 - \delta_k(X)], \tag{68}$$

where $\mathcal{P} = (P_0, \ldots, P_K)$ denotes a vector of distributions, $\lambda_k, k = 1, \ldots, K$, denote positive cost coefficients and it is assumed without loss of generality that $\lambda_0 = 1$. Note that the Bayes error cost function can be obtained form (68) by setting $\lambda_k = \frac{P_k(H_k)}{P_0(H_0)}$.

The optimal decision rule is again defined as the one that minimizes a cost function for a given vector of distributions $\mathcal{P}$. For the cost function in (68), it can be shown that the optimal decision rule is a weighted maximum likelihood test $[163]$, $[164]$.

**Theorem 2.** The optimal decision rule for the cost function in (68) is given by

$$\delta_k(x) \begin{cases} 
  \leq 1, & \lambda_k z_k(x_N) \geq \lambda_l z_l(x_N) \forall l \neq k \\
  \equiv 0, & \text{otherwise}
\end{cases} \tag{69}$$

where $k = 0, \ldots, K$, and $z_k: \mathcal{X}^N \to \mathbb{R}_+$ is defined as

$$z_k(x_N) = \frac{dP_k}{dP_0}(x_N) = \prod_{n=1}^{N} \frac{P_k(x_n)}{P_0(x_n)}. \tag{70}$$

The first case on the right-hand side of (69) is defined as an inequality in order to allow for randomization.

From the discussion in the previous section it is clear that any minimax optimal robust test needs to be based on the decision rule in (69) in combination with a vector $Q$ of least favorable distributions. However, characterizing or even defining the latter in a meaningful manner is a much more delicate problem for multiple hypotheses.

B. Characterizing Least Favorable Distributions

Just as in the two-hypothesis case, uncertainty under multiple hypotheses is introduced by allowing the true distributions to lie in a set of feasible distributions, that is,

$$\mathcal{H}_k: P_{X_n} \in \mathcal{P}_k, \tag{71}$$

for all $n = 1, \ldots, N$, where $\mathcal{P}_k$ denotes the uncertainty set under $\mathcal{H}_k$. In analogy to $[13]$, (71) is written more compactly as

$$\mathcal{H}_k: \mathcal{P}_{X_N} \in \mathcal{P}_k. \tag{72}$$

In Section $[16]$ three equivalent criteria for the characterization of least favorable distributions of binary detection problems were given. All three criteria can be extended to the multi-hypothesis case. However, here only the generalized version of Criterion $[2]$ is stated since it is the most instructive.

**Criterion 4 (Minimum f-Dissimilarity). If a vector of distributions $(Q_0, \ldots, Q_K)$ minimizes

$$D_f(P_1, \ldots, P_K \| P_0) = \int_{\mathcal{X}} f \left( \frac{p_1(x)}{p_0(x)}, \ldots, \frac{p_K(x)}{p_0(x)} \right) p_0(x) \, dx \tag{73}$$

over $(P_0, \ldots, P_K) \in \mathcal{P}_0 \times \ldots \mathcal{P}_K$ for all twice differentiable convex functions $f: \mathbb{R}^{K+1} \to \mathbb{R}$, then the joint distributions $Q_k = Q_k^N$ are least favorable w.r.t. the cost function in (68) for all thresholds $\lambda$ and all sample sizes $N$.

In a nutshell, Criterion $[2]$ is obtained from Criterion $[4]$ by replacing the class of $f$-divergences by that of $f$-dissimilarities. The latter are a natural extension of $f$-divergences to multiple distributions and inherit all relevant properties. They were first proposed and studied by Györfi and Nemetz in the 1970s $[165]$ $[167]$ and play an important role in the general theory of statistical decision making. In particular, the connection between $f$-dissimilarities and Bayesian risks has been a topic of high interest in statistics $[168]$, signal processing $[169]$ and machine learning $[170]$.

Although Criterion $[4]$ is a neat extension, its significance is of a purely negative nature. In a nutshell, there exist no distributions for $K > 1$ that satisfy Criterion $[4]$ under useful (nontrivial) uncertainty models. As a consequence, no multi-hypothesis equivalent to the minimax optimal tests for two hypotheses exists.

Before discussing a possible way of working around this problem, it is instructive to look at an example that illustrates why least favorable distributions for multiple hypotheses can-
three plots of Fig. 11 depict the densities of the distributions that minimize (74) under this uncertainty model for different values of \( \alpha \). It can clearly be seen how different combination weights affect the shape of the least favorable distributions and cause probability mass to be shifted towards \( P_0 \), in the upper right plot, \( P_1 \), in the lower left plot, and \( P_2 \), in the lower right plot. The effect illustrated with this example holds true in general: for more than two distributions, different similarity measures lead to different weights for the pairwise similarities and, as a consequence, to least favorable distributions that depend on \( f \).

The same idea can be expressed in terms of error probabilities. In a test for two hypotheses, there is only one possible source of errors: confusing \( P_0 \) and \( P_1 \). In a test for multiple hypotheses, there are also multiple sources of error, namely any pair of distributions \( P_k \) and \( P_{j \neq k} \) that can be confused. However, making \( P_0 \) and \( P_3 \) as similar as possible, thus maximizing this particular probability of confusion, might decrease the similarity between, say, \( P_0 \) and \( P_2 \)—compare the different least favorable distributions in Fig. 11. Hence, there exist in general no distributions that jointly maximize all pairwise error probabilities.

These considerations already hint at a common approach to overcoming the problems with the design of minimax optimal detectors for multiple hypotheses. Namely, instead of jointly testing for \( K + 1 \) hypotheses, one can test each pair of hypotheses \( H_k, H_{j \neq k} \) individually. This kind of procedure is known as multiple testing or multiple comparison and has been studied extensively in the literature; see [171]–[179] and the references therein. A particularly attractive implementation of a detector based on this approach is the sequential matrix/likelihood/probability ratio test [180], whose robust version is based on separate pairs of least favorable distributions for each pairwise test [181], [182]. Sequential tests will be revisited in more detail shortly. Detectors based on robust versions of multiple comparison procedures are indeed robust in the sense that they do not breakdown under model uncertainties. However, they are not minimax robust and do not necessarily provide performance guarantees. The difficulties in obtaining such guarantees for multiple pairwise tests stems from the fact that some of the pairwise tests are performed under neither the null hypothesis nor the alternative hypothesis. That is, while the test is supposed to decide for either \( P_0 \) or \( P_1 \), in reality the data might have been drawn from a third distribution, say, \( P_2 \). Unless \( P_2 \) is by chance included in \( P_0 \) or \( P_1 \), the behavior of the minimax tests under \( P_2 \) is not considered in its design.

We have only scratched the surface, and we will not enter a more detailed discussion of robust pairwise tests at this point. Since multiple testing is a distinct topic with its very own characteristics and terminology, an in-depth discussion is beyond the scope of this paper. Moreover, it would lead away from the central theme of strictly minimax detection.

Returning to the latter, it can be summarized that minimax robust detectors for multiple hypotheses are still in their infancy and are held back not just by implementation issues, but by fundamental theoretical limitations. One possible way forward, which is implicitly already followed by methods using multiple pairwise tests, is to give up on strict minimax
optimality and to focus on defining and analyzing robustness in detection in closer analogy to robustness in estimation. This avenue is discussed in more detail in Section VIII. Alternatively, instead of relaxing the definition of robustness, the problem formulation of the underlying test can be relaxed by not assuming the sample size \( N \) to be fixed beforehand. This leads into the territory of sequential tests, which adapt the sample size to the observed data. The existence of strictly minimax optimal sequential tests has recently been shown in [104]. Combining the benefits of adaptive procedures with strict robustness guarantees makes them a promising choice for future applications that require both efficiency and reliability.

VII. MINIMAX SEQUENTIAL DETECTION

The idea underlying sequential detection is the following: instead of fixing the number of samples, \( N \), in advance, samples are collected one at a time until the probability of making a correct decision based on the current collection is sufficiently large. The advantage of this approach is that it can adapt the sample size to the quality of the observations at hand. That is, the sample size can be reduced if the first \( n < N \) observations are already highly significant, or it can be increased if \( N \) observations are not yet significant enough. In practice, the latter case occurs less frequently so that sequential tests typically admit an expected sample size considerably below that of fixed sample size tests with identical error probabilities [180], [183].

The price one has to pay for this increase in efficiency is that the number of samples becomes a function of the realization of the random sequence \((X_1, X_2, \ldots)\). Consequently, the sample size, or run-length, of a sequential test is itself a random variable whose properties have to be taken into account in the test design. A typical cost function in sequential detection is the weighted sum of the expected run-length and the error probabilities [180], [183].

\[
C_{\text{SEQ}}(\delta; \mathcal{P}) = \mathbb{E}_{\mathcal{P}_0}[\tau] + \sum_{k=1}^{K} \lambda_k \mathbb{E}_{\mathcal{P}_k}[1 - \delta_k(X_\tau)], \quad (75)
\]

where \( \tau \) denotes the random stopping time of the test and \( \delta \) is a decision rule of the form (67). Note that (75) corresponds to a test for \( K \) hypotheses \( \mathcal{H}_1 \) to \( \mathcal{H}_K \), that is, there is no null hypothesis. Instead, in what follows \( \mathcal{P}_0 \) refers to the distribution under which the expected run-length of the test is supposed to be minimum. In practice, \( \mathcal{P}_0 \) is often chosen as one of the hypothesized distributions \( \mathcal{P}_k, k \geq 1 \). However, in particular in the context of robust detection, other choices can also be useful.

The reason for not including a null hypothesis in (75) is twofold. On the one hand, this formulation leads to a notation that is more in line with the one used in the previous sections. On the other hand, it reflects the fact that in sequential hypothesis testing all error probabilities can be made arbitrarily small by increasing the expected sample size. Consequently, at least from a mathematical point of view, it becomes unnecessary to single out one hypothesis as a null hypothesis.

In his seminal book on sequential detection [183], Wald showed that the optimal sequential test for two simple hypotheses \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) is a likelihood ratio test of the form [10], but with two thresholds instead of one. More precisely, after the sample \( x_n \) was observed, the likelihood ratio \( z \) is updated according to

\[
z(x_n) = z(x_{n-1}) \frac{p_2(x_n)}{p_1(x_n)} \quad (76)
\]

and a decision is made according to the rule

\[
\delta^*(x_n) = \begin{cases} 
1, & z(x_n) \geq A \\
0, & z(x_n) \leq B, \\
\text{continue sampling}, & \text{otherwise}
\end{cases} \quad (77)
\]

where \( A \) and \( B \) are the threshold parameters. This so-called sequential probability ratio test (SPRT) is illustrated in Fig. 12. Wald showed that for correctly chosen thresholds \( A \) and \( B \), the SPRT is optimal in the sense that it satisfies the constraints on the error probabilities with equality and at the same time admits minimum expected run-length under both hypothesized distributions. Similar optimality properties of the SPRT also hold for Bayesian cost functions [180].

Sequential tests for multiple hypotheses are covered in [184] and [104]. While an in-depth discussion is beyond the scope of this paper, the underlying concepts can be understood without going into technical details. Essentially, a sequential test for multiple hypotheses compares the cost for stopping the test at the current sample to the expected cost for continuing the test using an optimal decision rule. This leads to a cost function of the form

\[
\rho(z) = \min\{g(z), 1 + D(z)\} \quad (78)
\]

where \( \rho \) denotes the optimal cost, which is given by the minimum of the cost for stopping at the current sample, \( g \), and the cost for continuing the test, \( 1 + D \). Note that the additional cost of 1 in the latter term arises from the extra sample that is taken when deciding to continue the test. The vector \( z = (z_1, \ldots, z_K) \) denotes the likelihood ratios defined in (70), which can be shown to be a sufficient statistic for the cost function in (75). The exact form of \( \rho \) and \( g \) depends on the distributions \( \mathcal{P} \) as well as the weights \( \lambda_i \); see [184] for more details. In any case, both \( \rho \) and \( g \) are guaranteed to be concave in \( z \), a property that will become important shortly.
When running a sequential test for multiple hypotheses, each likelihood ratio $z_k$ is updated according to

$$z_k(x_n) = z_k(x_{n-1}) \frac{p_k(x_n)}{p_0(x_n)},$$  \hspace{1cm} (79)

$k = 0, \ldots, K$, and the test stops as soon as the cost for continuing exceeds the cost for stopping, that is,

$$\tau = \min\{ n \geq 0 : g(z(x_n)) \leq 1 + D(z(x_n)) \}$$  \hspace{1cm} (80)

Once the test stops, a decision is made according to Theorem 2 with $N = \tau$.

How does robustness enter in all of this? In analogy to the fixed sample size case, the minimax robust sequential test is formulated in terms of uncertainty sets of feasible distributions. In general, it makes sense to assume that the conditional distribution $X_n|X_{n-1}$ is subject to uncertainty. For random processes with Markovian representations this problem has been studied in [10]. However, in order to reduce the technicalities, $(X_1, X_2, \ldots)$ are assumed to be independent in what follows. In this case, uncertainty is introduced as in (71), by assuming each $P_{x_n}$ to be within an uncertainty set $P_k$ under the corresponding hypothesis $H_k$. A special case is the uncertainty set $P_0$, which determines the set of distributions over which the worst-case expected run-length is minimized. Natural choices for this set are $P_0 = P_k$ for some $k > 0$, or $P_0 = \bigcup_{k \in K} P_k$, where $K \subset \{0, 1, \ldots, K\}$, that is, worst-case expected run-length under one or more hypotheses is considered. However, in principle, $P_0$ can be chosen independently. It can even be chosen to be the set of all distributions on the sample space, so that the run-length is guaranteed to remain bounded for all possible realizations of the underlying random process.

Once the uncertainty sets are fixed, the least favorable distributions need to be determined. While for fixed-sample-size tests this turned out to be an all but impossible task, it becomes feasible in the sequential case. In order to establish a connection to Criterion 3, recall that $D$ on the right-hand side of (78) is the expected cost of continuing the test with an optimal decision rule. Hence, it can be expressed recursively as a function of the optimal cost $\rho$, namely,

$$D(z) = \mathbb{E}_{P_k} \left[ \rho \left( z_1 p_1(X), \ldots, z_K p_K(X) \right) \right],$$  \hspace{1cm} (81)

where the expectation is taken over the likelihood ratios after the next sample has been observed, that is, after an update of the form (79). Since $\rho$ is a concave function, it holds that

$$-D(z) = \int_X -\rho \left( z_1 p_1(x), \ldots, z_K p_K(x) \right) p_0(x) dx$$  \hspace{1cm} (82)

$$= D_{-\rho} \left( z_1 P_1, \ldots, z_K P_K \right)$$  \hspace{1cm} (83)

is a weighted $f$-dissimilarity, whose weights correspond to the current likelihood ratios. Alternatively, $D_{-\rho}$, being a negative $f$-dissimilarity, can be considered an $f$-similarity. It can be shown that given $X_n = x_n$, the least favorable distributions of the next sample, $X_{n+1}$, are those that minimize the $f$-dissimilarity in (83) over the uncertainty sets. More formally,

$$Q_{x_{n+1}} \in \arg \max_{P_k} D_{-\rho} \left( z_1 P_1, \ldots, z_K P_K \right),$$  \hspace{1cm} (84)

where $z_k = z_k(x_n)$.

In a nutshell, the minimax sequential test works as follows: There exists a convex function $\rho$ that determines an appropriate $f$-similarity $D_\rho$. This $f$-similarity, weighted by the likelihood ratios $z_1, \ldots, z_K$, determines the least favorable distributions of the next observation. The latter are in turn used to update the likelihood ratios. The test stops once the similarity measure $D_\rho$ exceeds a certain threshold, determined by the function $g$. This stopping rule can be interpreted as the distributions becoming more similar, that is, more costly to separate, when continuing the test compared to stopping it and deciding based on the observations at hand. The procedure of the robust sequential test is summarized in Table 1.

At this point, it is instructive to take a step back and return to the question of how the sequential test is able to solve the problems arising with minimax fixed-sample-size tests for multiple hypothesis that were discussed in the previous section. Recall that the fundamental obstacle turned out to be that for $K > 1$ no distributions exist that jointly minimize all $f$-dissimilarities. Instead, different choices of $f$ give rise to different definitions of joint similarity. Hence, it followed that minimax optimal tests for multiple hypotheses only exist for the single-sample case. This is where the sequential test comes in: By introducing the option to take another sample, it allows one to break a test based on $N$ samples down into $N$ consecutive single-sample tests, which in turn admit well defined least favorable distributions.

The price one has to pay for this is that the least favorable distributions themselves need to be updated with every new observation, that is, they become data dependent. In this sense, it can be argued that the minimax robust sequential test is

\begin{table}[h]
\centering
\begin{tabular}{|l|}
\hline
1: input & Cost functions $g$ and $\rho$ (implicitly dependent on $\lambda_1, \ldots, \lambda_K$) \\
2: initialize & Uncertainty sets $P_0, \ldots, P_K$ \\
3: loop & \\
4: Calculate least favorable distributions & $Q \in \arg \max_{P_k} D_\rho (z_1 P_1, \ldots, z_K P_K \| P_0)$, \\
5: & \text{if } g(z) \leq 1 + D_\rho (z_1 Q_1, \ldots, z_K Q_K \| P_0) \text{ then} \\
6: & \text{Stop test with a decision according to (82)} \\
7: & \text{else} \\
8: & \text{Set } n \leftarrow n + 1 \text{ and take next observation } x_n \\
9: & \text{Calculate least favorable distributions} \\
10: & \text{end if} \\
11: & \text{end loop} \\
\hline
\end{tabular}
\caption{Pseudo code of a minimax robust sequential test for $K$ hypotheses}
\end{table}

\footnotetext{This particular problem, which is a nonparametric variant of the Kiefer-Weiss problem, is studied in [15], and can be shown to be solved by a non-standard sequential test that admits randomized stopping rules and other counterintuitive properties. A detailed discussion of this corner case is beyond the scope of this paper.}
no longer true to the spirit of minimax robustness, whose characteristic feature, as discussed in Sec. [93], is that the procedure can be determined entirely offline and does not depend on the data. However, this does not mean that minimax sequential tests should in turn be classified as purely adaptive; they rather combine aspects of both robust and adaptive procedures: The robust or static aspect is that the function \( \rho \) and the induced similarity measure \( D_\rho \) are fixed throughout the test and can indeed be calculated offline. The dynamic aspect is reflected in the likelihood ratios \( z_1, \ldots, z_K \), which are updated online. Large likelihood ratio values imply that a decision for the corresponding hypothesis is likely, small likelihood ratio values imply that a decision is unlikely. Hence, distributions with large weights have a strong influence on the similarity measure, distributions with small weights have little influence. In other words, the similarity measure automatically adapts to the data—not by changing the similarity measure itself, but by changing the weights of the individual distributions.

Since, by design, the fixed-sample-size minimax test needs to make a decision in a “single shot”, it lacks this ability to successively adapt the similarity measure and weights to the data. In the two-hypothesis case, it was possible to turn this limitation into a strength, by exploiting the fact that a “one fits all” solution existed that is optimal with respect to all \( f \)-divergences at the same time. In the multi-hypothesis case, however, the class of similarity measures that need to be considered becomes too large to be tackled in this manner. By relaxing the problem formulation and allowing data depended stopping rules, it can be narrowed down again, at the expense of an increase in complexity.

This increase in complexity is in fact significant. While the underlying theory is well-understood by now, designing and implementing minimax sequential tests still requires a considerable computational effort. The procedure proposed in [104] designs a minimax sequential test by alternatingly updating \( \rho \) and \( (Q_0, \ldots, Q_K) \). The former can be done by solving a system of coupled integral equations, the latter by solving the minimization problem in (84). Numerical algorithms for both problems can be found in the general optimization literature. However, more efficient methods have been proposed recently that exploit the additional structure of both problems in the context of robust detection. In [95], it has been shown that the function \( \rho \) can be determined by solving a linear program, which is a standard problem in numerical optimization and can be solved efficiently even for large problem sizes. The minimization problem in (84) is studied in detail in [103], where an iterative fixed point algorithm is proposed that works by repeatedly finding the scalar root of a monotonic function, which again is a well-known problem in numerics. Moreover, the proposed algorithm is highly parallelizable and has low memory requirements. In combination, both algorithms provide a powerful numerical tool that is tailored for the design of robust tests. Implementations in Python, MATLAB, and C are available online [159].

In order to make the results and concepts discussed so far more tangible, a numerical example of a minimax sequential test is presented next.

### A. A Numerical Example

The example presented here is taken from [104], and the reader is referred to this reference for a more detailed discussion. In addition, [104] also presents an example with dependent observations, which is beyond the scope of this overview.

For this example, all \( X_n, \ n \geq 1 \), are assumed to be independent and distributed on the interval \( \mathcal{X} = [-1, 1] \). The task is to decide between the following three hypotheses:

\[
\begin{align*}
\mathcal{H}_1 & : P_{X_n} \in \mathcal{P}_1, \\
\mathcal{H}_2 & : P_{X_n} \in \mathcal{P}_2, \\
\mathcal{H}_3 & : P_{X_n} = \mathcal{U}_{[-1,1]},
\end{align*}
\]

where \( \mathcal{U}_{[a,b]} \) denotes the continuous uniform distribution on the interval \([a, b]\) and the uncertainty sets \( \mathcal{P}_1, \mathcal{P}_2 \) are of the density band form with

\[
\begin{align*}
p_1(x) &= ae^{-2x} + 0.1, & p_1''(x) &= ae^{-2x} + 0.3, \\
p_2(x) &= ae^{2x} + 0.1, & p_2''(x) &= ae^{2x} + 0.3,
\end{align*}
\]

where \( a \approx 0.1907 \) is chosen such that \( p_1''(X) = p_2''(X) = 0.9 \) and \( p_1'(X) = p_2'(X) = 1.1 \). The expected run-length is minimized under \( \mathcal{H}_3 \), that is, \( P_0 = \mathcal{U}_{(-1,1)} \), so that \( z_3 = 1 \) and \( \rho \) in (78) can be written as a function of \( (z_1, z_2) \) only.

The scenario in this example can arise, for instance, in monitoring applications, where \( \mathcal{H}_3 \) corresponds to an “in control” state in which the distribution of the data is known almost exactly, while \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) correspond to two different “out of control” states, with only partially known distributions. If it needs to be established that the system is “in control” before a certain procedure starts, it is reasonable to minimize the expected run-length of the test under the “in control” distribution, while still requiring it to be insensitive to distributional uncertainties in the “out of control” states.

The example was solved numerically on a discretized likelihood ratio plane. The cost coefficients were chosen to be \( \lambda^* \approx (133.41, 133.41, 45.41) \), resulting in error probabilities of \( \approx 1\% \); see [104] for how to set \( \lambda \) such that the test meets certain error probability constraints. The resulting testing policy is depicted in Fig. 13. In analogy to the regular SPRT, the minimax optimal test consists of two corridors that correspond to a binary test between \( \mathcal{H}_{\{1,2\}} \) and \( \mathcal{H}_3 \), respectively. Interestingly, there is a rather sharp intersection of the two corridors so that the test quickly reduces to a quasi-binary scenario.

Four examples of the corresponding least favorable densities are depicted in Fig. 14. In line with the previous discussion, the densities change significantly, depending on the state of the test statistic. In the top left plot, the test statistic is in its initial state, meaning that there is no preference for either hypothesis. Consequently, the least favorable densities are chosen such that all three distributions are equally similar to each other, which in this case implies that they are symmetric around the \( y \)-axis and that \( q_1 \) and \( q_2 \) jointly mimic the uniform density \( p_2 \). Also note that \( q_1 \) and \( q_2 \) overlap on an interval around \( x = 0 \), which can be considered the multi-hypothesis equivalent of the censored likelihood ratio discussed in Sec. V.D. As the test statistic is updated, the least favorable distributions change. In
the upper right and the lower left plot of Fig. 14 two cases are depicted where the test has a strong preference for $H_1$ or $H_2$, respectively; compare the decision regions in Fig. 13. In both cases, the least favorable densities are no longer symmetric, but their probability masses are shifted, their tail-behavior is noticeably different, and the interval of overlap can no longer be observed. Finally, in the lower right plot, there is a strong preference for $H_3$, which leads to $q_1$ and $q_2$ both shifting as much probability mass as possible to their tails in order to reduce the significance of the corresponding observations. It is interesting to observe that an imminent decision for $H_3$ causes $q_1$ and $q_2$ to become less similar to each other in order to increase their joint similarity to $p_3$. This is in contrast to the initial state depicted in the upper left plot, where $q_1$ and $q_2$ are also such that they approximate $p_3$, but at the same time they need to be similar to each other.

Although it is not obvious from mere inspection of the least favorable densities, the idea of robustifying a test by setting the test statistic to a constant on certain regions of the sample space carries over to the multi-hypothesis case as well. However, it does so in a modified form. Namely, for each $k = 0, \ldots, K$, there exists a region of the sample space on which

$$\rho'_{z_k} \left( z_1^k q_1(x) q_0(x), \ldots, z_K^k q_K(x) q_0(x) \right) = \text{const},$$

(88)

where $\rho'_{z_k}$ denotes the partial derivative of $\rho$ w.r.t. $z_k$. In the one-dimensional case, (88) reduces to

$$\rho'_{z_1} \left( z_1^k q_1(x) q_0(x) \right) = \text{const.} \Rightarrow \frac{q_1(x)}{q_0(x)} = \text{const.}$$

(89)

which recovers the characteristic constant likelihood ratios of the two-hypothesis case. In the multi-hypothesis case, however, this simplification no longer holds. Instead, the likelihood ratios of the least favorable distributions, as functions of $x$, now follow the contour lines of the partial derivatives of $\rho$. The latter can be shown to be closely related to the error probabilities and the expected run-length of the test. Hence, the constant likelihood ratios in the two-hypothesis case and the contour-line-tracing likelihood ratios in the multi-hypothesis case, both imply a constant performance over the corresponding regions of the sample space. This is in line with the general property of minimax procedures to admit flat performance profiles over the uncertainty sets, recall the discussion in Sec. III. A more detailed discussion of this connection requires technical results that are beyond the scope of this paper, but can be found in [96], [102], [103].

In summary, this example shows that robust sequential tests provide a viable option for enabling the use of strictly minimax tests for multiple hypotheses. The seamless extension to multiple hypotheses is a great advantage and opens up numerous potential applications in practice. However, at this point in time, one quickly runs into complexity constraints when trying to extend robust sequential tests beyond simple toy examples. Hence, more research is required before they will become useful in real-world scenarios. For now, the significant additional complexity will only be warranted in special corner cases.

One promising application, namely, forward looking ground penetrating radar, is presented in the next section, where it is shown how robust detectors can already help to improve the state-of-the-art in some areas.

VIII. APPLICATIONS OF ROBUST DETECTORS

In this section, examples of current and possible future applications of robust detectors are presented. In the first part, it is shown how robust techniques can lead to noteworthy performance improvements for the detection of buried objects, such as unexploded ordnance (UXO), via ground penetrating radar (GPR) [186], [187]. This application will be used as a realistic example to illustrate that robust detectors are able to work reliably under uncertainty and forgo the need to accurately estimate parameters in environments with impulsive noise and non-stationary clutter. In the second part, a brief outlook on promising future applications is given.

A. Current Application: Ground Penetrating Radar

GPR is a nondestructive method that uses electromagnetic radiation to detect buried targets [175], [188]. It can detect metallic as well as non-metallic targets having dielectric properties different from the background medium. A forward-looking GPR (FL-GPR) offers the advantage of a reduced risk to the operator and reduced risk of damaging the target [189]–[192]. However, a challenge of using FL-GPR is that the illuminating signals and the reflected signals experience substantial attenuation owing to the near cancellation of the direct and ground-reflected waves. Furthermore, the interface roughness and subsurface clutter, which are usually highly non-stationary, have a strong impact on FL-GPR performance. In order to reduce detection errors, these effects need to be compensated with an appropriate signal processing method.

This is joint work with Fauzia Ahmad (Temple University, PA, USA).
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Fig. 14. Examples of least favorable distributions for different values of the test statistic when sequentially testing the hypotheses in (85). The uncertainty sets in (86) and (87) are indicated by the shaded areas.

Fig. 15. FL-GPR vehicle-based system with antenna array mounted on top. Brown lines on the ground indicate sensor array positions.

The numerical data used in this example were simulated using the Near-Field Finite-Difference Time-Domain software package, NAFDTD, developed by the U.S. Army Research Laboratory (ARL) [189]. Fig. 15 illustrates the FL-GPR system with an antenna array mounted on top of a vehicle. In order to sense the investigation area, indicated by the blue rectangle in Fig. 15, the radar platform successively moves along the x-direction, starting at \(-22\) m.

Fig. 16 depicts the measurement configuration considered in the simulation. The investigation area is a rough surface environment containing nine targets. Six targets are buried at a depth of 3 cm, five of which are metallic \{1, 3, 4, 6, 7\} and one is made of plastic \{9\}. The remaining targets, two plastic ones \{2, 8\} and a metallic one \{5\}, are placed on the surface. The ground is modeled as a dielectric medium which is non-dispersive, non-magnetic, and homogeneous. The surface roughness is described as a two-dimensional Gaussian random process; see [186] for more details on the sensing setup.

A total of 90 array positions spaced \(\Delta x = 0.33\) m apart are considered, whose projections on the x-y plane are depicted as parallel brown lines in Fig. 16. An image segment is obtained by integrating eight full aperture measurements. Fig. 16 indicates the eight measurements between \(-19.33\) and \(-5\) m used to image the first segment (dashed rectangle in Fig. 16). The full tomographic image is constructed by combining 4 segments, integrating 32 full aperture measurements in total. In order to improve the detection performance, ten additional images are generated by successively moving the radar closer to the target area. For more details on the multiview tomographic imaging approach, the reader is referred to [191].

An example for a tomographic image obtained this way is shown in Fig. 17. It is normalized to 40 dB dynamic range and consists of 1153 pixels in downrange and 721 pixels in crossrange with a resolution of 5 cm. The targets located near the boundaries of the investigation area are less visible since they are outside of the mainlobe of the antenna array, and, compared to the targets placed on the surface, the buried targets are more challenging to detect due to the clutter caused by the radar back-scatter from the rough ground surface.

Several methods to overcome the challenges of FL-GPR have been proposed [193]–[198]. The approach followed here is based on a pixel-wise likelihood-ratio test to detect targets in the image domain [191], [192]. In order to model the distribution of the return intensity of targets and clutter, two training images were generated using the NAFDTD software.
The first image is clutter-free, meaning it only contains target pixels; the second image is composed of only clutter pixels. In this way, two sets of training data are obtained that can be used to construct a probabilistic model under each hypothesis. The histograms of the training data sets are shown in the top plot of Fig. 18.

A common way of obtaining a nominal model is to fit a parametric family of distributions to the training data. The authors of [191], [199], [200] showed that the clutter pixels are approximately Rayleigh distributed, while the distribution of the target pixels can be approximated by a Gaussian mixture distribution. The fitted densities corresponding to this nominal model are indicated by the solid lines in the bottom plot of Fig. 18.

While the nominal model appears to be a good fit in this case and has the advantage of being clean and simple, it is highly idealized and does not guard against deviations from the fitted distributions. Minimax robust detection, in combination with the uncertainty models introduced in Sec. V-B provides a way of keeping the model complexity low, while still taking the inherent uncertainty in the fitted distributions into account.

For this example, two uncertainty models were considered, namely, the density band model and an $\varepsilon$-contamination model. The density band model was obtained by bootstrapping the target and clutter densities from the training data using a Gaussian kernel density estimator and taking the lower and upper envelope of the bootstrap estimates to be the upper and lower density bounds; see [187] for more details. The resulting uncertainty band is depicted in the bottom plot of Fig. 18. One of the advantages of the band model becomes apparent here, namely, that the amount of uncertainty can vary locally. For example, while the uncertainty band of the clutter intensity distribution is wide around its peak at small intensities, it becomes vanishingly narrow towards the tail of the distribution. This means that there is uncertainty about the true height and shape of the peak, but there is little uncertainty about gross outliers in the clutter data.

However, since the density bands were bootstrapped from the training data, the question arises whether this uncertainty model really reflects reality or just reproduces characteristics of the particular realizations used for training. In order to see in how far the density model might be biased towards the training data, a simple $\varepsilon$-contamination model with an outlier rate of $\varepsilon = 0.4$ was considered as well. Both minimax detectors were then evaluated under a mixed scenario, with some segments of the ground admitting the same surface...
roughness as the training data and other areas admitting different surface roughness values. This is in line with the non-stationarity of the clutter returns that can be observed in practice.

The detection results of the standard likelihood ratio test based on the nominal model as well as the minimax tests under the density band and $\varepsilon$-contamination uncertainty are depicted in Fig. 19. It can clearly be seen how incorporating uncertainty in the model reduces the number of false alarms, here indicated in black. The nominal test is too quick to declare a pixel with even medium return intensity a target, while the two robust tests require stronger evidence. Note that all tests have been designed such that they admit roughly the same detection rate in order to make for a fair comparison. Of course, the false alarm rate of the nominal test could be decreased by increasing the decision threshold, however, this would come at the expense of a decreased detection rate. Overall, the minimax test under $\varepsilon$-contamination performs best in this example, admitting the lowest false alarm rate. However, it can be seen that the outlier ratio of 40 %, which was deliberately chosen large, is starting to affect the sensitivity of the test. The red regions around targets 4 and 7, for example, are visibly smaller than they are for the other two tests, meaning that these targets are likely to be missed under slightly less favorable conditions. This effect is to be expected. On the one hand, the outlier model allows for larger deviations from the nominal model, which makes it less sensitive to the choice of training data and in turn enables it to deal with the mixed surface areas better than the fitted density band model. On the other hand, assuming a large share of the data to be potential outliers causes the test to be exceedingly cautious. While the test has not been over robustified yet, recall the discussion in Sec. V-D one would be well advised not to increase $\varepsilon$ any further.

In general, the question if and how training data should be used to fit uncertainty models has not been answered satisfactorily yet. On the one hand, training data provide useful information that should be taken into account, on the other hand, the goal of robust statistics is to work well even under conditions that are not typical, have not been observed before, or change too frequently to produce reliable training data. An interesting approach proposed in [100] is to combine two uncertainty models. For example, an $f$-divergence ball could be used to determine the least favorable distribution according to the training data, which is then used as the nominal distribution in an outer $\varepsilon$-contamination model. In any case, further exploring and developing approaches to a data-driven design of uncertainty sets is a highly relevant topic for future research, which is likely to have direct implications on how robust detectors are and will be used in practice.

B. Future Applications: Biomedical Engineering and Adversarial Machine Learning

GPR is a good example for an area where robust detectors can be applied today, as plug-in replacements for standard detectors. Beyond these areas, there are applications that are too complex for this simple plug-in method to work, yet are likely to benefit from robust detectors and the techniques underlying their design. Two of those, namely biomedical engineering and adversarial machine learning, are briefly introduced in this section.

Detection and classification problems in biomedical engineering [14], [137], [201], [202] typically show two characteristics that make them natural candidates for the application of minimax techniques: small sample sizes, with generating new samples often being either impossible or requiring elaborate experiments, and uncertainty about both the underlying biological processes as well as the quality of the measurements [201], [203]. Moreover, the observations often cannot be assumed to be independent and abnormalities have to be detected both reliably and quickly, which motivates the use of robust
sequential detectors. Research on robust and efficient methods in this area is ongoing.

In adversarial machine learning [204]–[207], an adversary is assumed to generate samples with the aim of deceiving an algorithm or system that takes these samples as an input. In the context of detection and classification, the aim of the adversary is to be able to control the output of the detector as much as possible, irrespective of the underlying ground truth. This corresponds to a classic minimax scenario, the only difference being that the uncertainty set is interpreted as the set of actions available to the adversary. Interestingly, in several recent works on learning under adversarial settings [208]–[210], f-divergences and other similarity measures are used as surrogate objective functions, meaning that the adversary’s aim of mimicking a certain behavior is formulated as the problem of minimizing a certain f-divergence. The advantage of this approach is that no strong assumptions about the underlying detector need to be made. The disadvantage is that there are no rigorous guidelines which f-divergence should be used in the design/training process. We conjecture that the lessons learned in minimax detection can help to overcome this problem in the sense that, given the hypotheses and the action/uncertainty sets, the “correct” f-divergence can be identified, that is, the one corresponding to the true minimax optimal detector. In this way, the f-divergence loses its character of being merely a surrogate objective, while at the same time existing training procedures can be used. In other words, an optimal detector can be used for the training, only by carefully choosing the divergence measure and without actually implementing the detector.

Another potentially fruitful area is to explore the connection between robust detectors and machine learning procedures in the other direction, that is, to answer the question of how machine learning techniques can be leveraged for the design of robust hypothesis tests. In particular, the implicit definition of the optimal cost function \( \rho \) in (78) and (81), can be shown to correspond to a Bellman equation with state vector \( z \), a discount factor of 1 (no discount), and a piecewise constant reward function. This correspondence suggests that reinforcement learning techniques [3], [211], [212] can be used to learn the optimal dissimilarity measure \( \rho \) from given sets of training data or even in an online manner. Since \( \rho \) completely characterizes the minimax optimal test, this would be sufficient for an implementation in practice. Moreover, the spectral representation of f-divergences discussed in Sec. V-A shows that the latter can be decomposed into superpositions of functions of the form \( f(t) = \max\{0, \lambda t\} \). Functions of this type are known as rectifiers in the machine learning literature and are among the most commonly used activation functions in (deep) neural networks. This suggests neural networks with rectifier activation functions as a natural way of implementing and learning complex dependence measures. However, as of now, it is not clear if and how this approach would extend to multidimensional divergences, such as f-dissimilarities. Nevertheless, we conjecture that robust tests based on a machine learning aided design could provide highly useful detectors that combine the power of modern learning techniques with the strict robustness properties of classic minimax procedures.

These considerations already point towards a fundamental limit of minimax robust detectors in practice: the more complex problem formulations, cost functions, and uncertainty models are required, the less likely it becomes that the minimax approach can be followed in an uncompromising manner. While advances in machine learning and approximation theory will continue to push this limit, there certainly is a need for robust detection that goes beyond the minimax principle. A brief outlook on this topic is given in the next section.

IX. BEYOND MINIMAX ROBUST DETECTION

The discussion in the previous sections showed that minimax robust detection has its distinct strengths and weaknesses. On the positive side, it is a well-motivated, principled approach that results in detectors with strict performance guarantees over large, non-parametric families of distributions. Moreover, a variety of tractable uncertainty models have been shown to exist, making minimax detectors flexible enough to guard against gross outliers, subtle model mismatches, and violations of common assumptions, such as symmetry, zero-mean, or Gaussianity. In addition, at least for the binary case, minimax detectors can often be implemented by simply clipping, compressing, or censoring the test statistic of the optimal non-robust test, making them a low-complexity, drop-in replacement. On the other hand, the design of minimax detectors can quickly become prohibitively complex when dealing with high-dimensional distributions, sequential data acquisition, or multiple hypotheses, all of which are commonly encountered in practice. Hence, it is safe to say that, for the foreseeable future, there will remain many applications for which minimax robust detectors simply do not exist—because they are not known, such as the minimax fixed-sample-size detector for multiple hypotheses, or because their design requires excessive computational resources, such as the minimax sequential detector.

The fact that minimax detectors run into complexity limitations at some point, however, does not imply that no robust detectors exist or can be designed for such scenarios. Besides purely heuristic or highly specialized, application driven approaches, there are several avenues that can followed to extend the range of application of robust detectors.

First, instead of looking for strictly minimax detectors, one can relax this requirement and look for asymptotically minimax detectors, whose design is usually significantly simpler. Without going into details, the reason for this is that in the asymptotic regime, that is, for very large sample sizes, the error probabilities of any detector are determined by the KL divergences of the distributions; recall the discussion in Sec. V-D. As a consequence, the asymptotically least favorable distributions no longer have to minimize all f-divergences (or f-dissimilarities in the multi-hypothesis case), but only a single one, namely the KL divergence (or a weighted sum of KL divergences). This makes finding least favorable distributions and in turn designing robust tests significantly simpler. Several examples of this approach, especially for sequential detectors, can be found in the literature [213]–[220].

However, resorting to asymptotic measures of robustness is not without disadvantages. First, since asymptotically minimax
detectors are still based on least favorable distributions, they inherit their ancestors’ limitations when it comes to high dimensional data and non-standard uncertainty models. Second, as briefly discussed in the FAQ in Sec. V-D, there are conceptual problems with asymptotic minimax robustness. In the non-asymptotic sample size regime, there are no strict performance guarantees, while in the asymptotic regime the sample size is likely to be large enough to reduce the uncertainty to a point where robust methods stop being attractive.

An alternative to the asymptotic approach, which is of a similar spirit, is to extend the techniques that have been identified in minimax robust detection to more complex scenarios. For example, the idea of clipping, compressing or censoring the test statistic in order to make a detector robust with respect to outliers or model uncertainties often shows excellent results in practice, even if the techniques are no longer provably optimal. It is clear, however, that such detectors, although being well-motivated, are based on a speculative generalization. Nevertheless, as of today, transforming the test statistic of an existing detector is often the most viable option, given that it is easy to implement, theoretically backed and well-tried in practice.

The idea of transforming a nominal test statistic is reminiscent of a popular class of robust estimators, namely, Huber’s M-estimators [4], [10], [14]. The estimates obtained by M-estimators can be interpreted as maximizers of a transformed version of the log-likelihood function. Huber’s loss function, for example, corresponds to the regular squared loss with a clipped derivative. More elaborate loss functions can be found in the literature. In general, there are clear guidelines what properties a loss function needs to admit such that the resulting estimator is robust. Moreover, a variety of measures exist to make the notion of robustness precise, such as the breakdown point, the influence function, and the sensitivity curve, to name just a few. This split between flexible yet theoretically-backed design guidelines on the one hand and independent yet rigorous and well-motivated robustness measures on the other hand has proved highly useful in robust estimation.

In robust detection, the situation is very different. Although various design guidelines and robustness measures have been proposed in the literature, none of them—except for the minimax approach—is as well-studied, as useful in practice, and as universally accepted as their counterparts in robust estimation. In order to close this gap and to make progress towards a more unified theory of robust statistics, researchers in robust detection will need to find answers to questions such as: What is the detection equivalent of an influence function? Can ideas similar to those underlying, for example, the class of M-estimators be applied in detection as well? And how can complexity constraints be incorporated in the design process? Questions like these may sound obvious, but are hard to answer or even formulate. Often enough, although strong connections between estimation and detection clearly exist, the different nature of the two problems makes a straightforward transfer of concepts difficult; recall the example of censoring discussed in Sec. V-D.

Based on the discussion in the previous chapters, we conjecture that statistical similarity measures might offer a possible path towards a more unified theory of robust detection and estimation. In particular, defining distances on the distribution space instead of the parameter space makes it possible to formulate detection and estimation problems within the same framework, with the KL divergence playing the role of a “nominal” distance, in analogy to the squared error loss in estimation. An M-procedure, for example, could then be defined by choosing different, robustness inducing distances. Results pointing in this direction have been published throughout the last decades, however, they remain somewhat isolated and have not been unified into a coherent, canonical framework [17], [76], [221]–[223]. An interesting connection between Bayesian and minimax inference based on Wasserstein distance uncertainty sets has recently been shown in [224] and [225]. Some preliminary results on robust joint detection and estimation can be found in [94], [226].

In order to illustrate how similarity measures bridge different areas of statistics, consider the example of the KL divergence. In information theory, it provides a measure for the randomness or predictability of a random variable in relation to a reference random variable. Hence, it usually goes by the name relative entropy in this context. In detection, it determines the asymptotic rate at which the error probabilities decrease when the sample size increases; compare (61) and (62). In estimation, the KL divergence between two distributions of the same parametric family is locally approximated by the Fisher information, which provides a fundamental bound on the accuracy of estimators. Moreover, the KL divergence has been shown to be closely related to the mean square error when estimating a random variable in additive Gaussian noise.

The latter connection is worth exploring in some more detail. To this end, consider the additive Gaussian channel
\[
Y_\gamma = \sqrt{\gamma}X + W,
\]
where \(\gamma > 0\) denotes the SNR and \(X \sim P, W \sim \mathcal{N}(0, 1)\). The KL divergence can now be written as
\[
D_{\text{KL}}(P||Q) = \frac{1}{2} \int_0^\infty \text{mse}_Q(P, \gamma) - \text{mse}_P(P, \gamma) \, d\gamma,
\] (90)
where
\[
\text{mse}_Q(P, \gamma) = \mathbb{E}_P \left[ (X - E_Q[X|Y_\gamma])^2 \right].
\] (91)
That is, the KL divergence can be obtained by accumulating the increase in the mean squared error (MSE) when using a mismatched MMSE estimator over all SNR values. The identity in (90) is reminiscent of the spectral representation of f-divergences in (28). In fact, the latter has a similar interpretation: the weighted total variation distance in (30) can be shown to correspond to the decrease in the Bayesian error of a detector when making a decision based on the posterior distributions instead of the prior distributions. Hence, in both detection and estimation there exist representations that express the KL divergence as an accumulated difference in performance of an optimal and a sub-optimal procedure. Finally, using the standard definition of entropy, \(H(P) = -\mathbb{E}_P[\log p(X)]\), and
cross-entropy, $H(P, Q) = -E_Q[\log p(X)]$, one can arrive at the following triangle:

$$H(P) - H(P, Q) \leq \frac{1}{2} \int_0^\infty \Delta \text{mse}_Q(P, \gamma) \ d\gamma = \int_0^\infty D_{\text{TV}}(P\|\lambda^{-1}Q) \ d\lambda$$

This triangle connects central measures in information theory (the Shannon entropy), estimation theory (the MMSE), and detection theory (the Bayes error) with the KL divergence being the central linchpin. Similar connections can be shown to exist around other divergence measures as well [227], [228].

These and related findings suggest that convex similarity measures may provide a solid foundation for a unified theory of robustness in detection, estimation, and information theory, where “least favorable” seamlessly translates to “most similar” with respect to a certain divergence, the latter inherently defining a performance and robustness measure.

In summary, although there has been steady progress in both areas, there are still loose ends in robust detection and estimation and future research is called for to identify ways of tying them together, both in theory and practice.

X. Conclusion

The paper has discussed classic results as well as recent advances in minimax robust detection. After having introduced the minimax principle, the two-hypothesis case has been studied in detail. Three criteria for the characterization of least favorable distributions have been presented and discussed. In this context, the importance of $f$-divergences in robust detection has been highlighted and explained. Three types of uncertainty models have been presented in more detail, namely $\varepsilon$-contamination, probability density bands, and $f$-divergence balls, and it has been shown how their properties translate to clipping, censoring, or compressing the test statistic of the corresponding minimax detectors. The second part of the paper has been concerned with robust testing for multiple hypotheses (classification), starting with a discussion of why it poses a much more challenging problem than the binary case. Sequential detection has then been introduced as a technique that enables strictly minimax optimal tests in the multi-hypothesis case. Finally, the usefulness of robust detectors in practice has been demonstrated using the example of ground penetrating radar and an outlook on robust detection beyond the minimax principle has been given. In conclusion, robust tests for two hypotheses are well-researched, yet arguably underused in practice, while robust tests for multiple hypotheses are an active area of research with potential future applications in many areas of applied statistics.
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