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Field-induced domain-wall dynamics in ferroelectric materials underpins multiple applications ranging from actuators to information technology devices and necessitates a quantitative description of the associated mechanisms including giant electromechanical couplings, controlled nonlinearities, or low coercive voltages. While the advances in dynamic piezoresponse force microscopy measurements over the last two decades have rendered visualization of polarization dynamics relatively straightforward, the associated insights into the local mechanisms have been elusive. This work explores the domain dynamics in model polycrystalline materials using a workflow combining deep-learning-based segmentation of the domain structures with nonlinear dimensionality reduction using multilayer rotationally invariant autoencoders (rVAE). The former allows unambiguous identification and classification of the ferroelectric and ferroelastic domain walls. The rVAE discovers the latent representations of the domain wall geometries and their dynamics, thus providing insight into the intrinsic mechanisms of polarization switching, that can further be compared to simple physical models. The rVAE disentangles the factors affecting the pinning efficiency of ferroelectric walls, offering insights into the correlation of ferroelastic wall distribution and ferroelectric wall pinning.

1. Introduction

Ferroelectric materials are key in applications ranging from electromechanical sensors and actuators, electrooptical filters and modulators, capacitors, gates, and transport-based information technology devices.[1–5] Functional behavior of these materials in these applications is inherently linked to the polarization dynamics, including processes such as the nucleation of new domains,[6–9] motion and pinning of domain walls,[7,10–13] and polarization rotations.[9,14] Consequently, exploring the fundamental mechanisms of the domain wall motion in ferroelectric materials has become one of the long-standing problems in modern physics.[15–18]

The unique aspect of ferroelectric materials compared to other materials classes is the presence of significant lattice deformation and built-in dipole. The former results in the strong coupling between the non-180° (ferroelastic) domain walls and external strain fields. This results both in enhanced electromechanical responses due to ferroelastic wall dynamics and polarization rotations, and leads to strong sensitivity of the latter to external strain fields and boundary conditions.[19–21] The polar nature of the ferroelectric materials imposes the formation of bound charge at the walls with the discontinuity of polarization, resulting in characteristic instabilities of charged walls[22] and strong coupling between wall behavior and semiconducting[23] and electrochemical phenomena at surfaces and interfaces.[24,25] Notably that while ideal single crystals can form the low energy ground states with a periodic domain wall structure and minimal electrostatic and strain energy, realistic materials evolve complex nonequilibrium domain wall structures[26,27] due to complex histories, nonlocal effects due to presence of grains and surfaces,[28–31] and defects and disorder.[32–35]

Over the first half a century of physics of ferroelectrics, exploration of the domain wall dynamics was preponderantly based on theoretical models and macroscopic measurements on samples with multiple domain walls, with the additional insight from relatively low-resolution optical studies using polarized light or chemically etched/decorated samples. The breakthrough in exploration of ferroelectric domain wall dynamics was achieved with the introduction of piezoresponse force microscopy by Kolosov et al.,[36] Gruverman et al.,[37,38] Franke et al.,[39,40] and Takata et al.[41] Immediately after the invention piezoresponse force microscopy (PFM) has become the technique of choice for exploration of ferroelectric materials and multiple studies of static domain structures,
their evolution during phase transitions and in applied electric fields. For the latter, particularly broad sets of studies were enabled since the PFM tip can be employed as a probe of polarization dynamics induced by lateral electrodes deposited on the surface,

image polarization dynamics through the top electrode in capacitor structures, or used to switch polarization directly. Meanwhile, the use of transmission electron microscopy to follow the dynamics of ferroelectric domains allows the structural characterization of domain structures during switching at atomic and nanoscale spatial resolution. Using these approaches, multiple studies of polarization dynamics in uni- and multiaxial ferroelectrics and devices have been reported.

The proliferation of the PFM based polarization studies and observations of domain wall dynamics, in turn, necessitates the development of analytical tools connecting the observational data to the fundamental physical mechanisms. Until now, the vast majority of these analyses were based on the mechanistic analysis of wall velocities as a function of the field or local curvature. In several cases, wall geometry was explored via fractal-geometry-based descriptors, allowing for identification of the theoretically explored universality classes. However, the full range of phenomena encoded in the domain wall geometries generally remained unexplored. Similarly, quantification of qualitatively established mechanisms such as wall rotations, nucleation, wall-defect interactions from experimental data remained largely unknown.

Here, we explore the time-dependent domain wall dynamics in ferroelectric materials via latent representation of the time-dependent data. We propose the feature-engineering approach that effectively encodes time-dependent wall dynamics and demonstrate the applicability of rotationally invariant variational autoencoder to establish the salient features of the domain wall dynamics. The individual elements of this workflow as well as the integrated approach per se can be universally applied to the multitude of PFM applications.

2. Results and Discussion

Our goal is to develop a universal approach (Figure 1) to analyze the bias- and time-dependent phenomena in ferroelectrics from observations of domain wall dynamics. The starting point in such analysis is PFM images obtained as a function of time and bias. Such images contain features pertaining to the ferroelectric domain walls, as well as contrast variations associated with crosstalk with topography, structural defects, etc. Hence, the first step of the analysis workflow is the development of the deep convolutional neural networks (DCNN, Figure 1b) for image segmentation, i.e., pixel-level classification of the image as a ferroelectric or ferroelastic wall or nondomain wall. This step can naturally be combined with classification, i.e., ferroelectric and ferroelastic walls can be considered as the same or different classes. This DCNN step is supervised and requires

---

Figure 1. a) Proposed workflow established with b) deep convolutional neural network (DCNN) and c) rotationally invariant variational autoencoder (rVAE) for studying the dynamics of ferroelectric domains. The workflow combines DCNN and rVAE techniques such that DCNN detects domain walls and rVAE analyzes domain and wall features based on the information obtained from DCNN. In the figure, the orange arrows represent workflow directions; the orange boxes show objects, such as input/output data, models, and latent variables; the dashed blue boxes indicate operations.
human labeling of initial training data. The second step of the workflow is feature engineering. Previously, we have introduced an approach where the features were image patches centered on a uniform spatial grid\cite{61} and specific atomic location.\cite{64} Here, we show that specific aspects of domain wall dynamics can be probed via selection of the patches centered at the specific domain wall types and introducing a time-delayed description. For example, to explore quasistatic domain morphologies we introduce descriptors centered at any domain walls. To explore the interactions between the ferroelectric and ferroelastic domain walls the patches are centered at the 180° domain walls only. Finally, to explore time dependent phenomena the patches can be centered at the wall location in the preceding time step. The third step of the workflow is unsupervised learning of low-dimensional representations of the data, realized here using a multilayer rotationally invariant autoencoder.\cite{64} The individual elements of this workflow are discussed in detail below.

As a model system of rhombohedral polycrystalline lead zirconate titanate PbZr$_{1-x}$Ti$_x$O$_3$ (PZT) with $x = 0.4$, the polarization dynamics was explored using interferometric displacement sensor (IDS) PFM. Shown in Videos S1 and S2 (Supporting Information) is a series of PFM amplitude and phase images showing the domain switch upon the application of voltage through the cantilever tip. The domain walls are defined based on our observation in IDS-PFM data, where the phase image shows 180° domains with up/down polarization and the amplitude image shows both 180° and non-180° domains. In this sample, the non-180° domain can be 71° or 109° walls.

The first step of performing domain wall analysis is generating wall maps, which is a computational edge detection problem. The 180° domain wall can be detected by a simple Canny filter\cite{65} from a PFM phase image. However, detecting non-180° walls is challenging. Non-180° walls are only visible in PFM amplitude image. This makes the wall shape and level (e.g., contrast on two sides of walls) complicated and hence increases the difficulty of detecting walls from amplitude images. Therefore, a deep convolutional neural network (DCNN) will be used to detect domain walls from amplitude images.

The edge detection problem is a semantic segmentation problem in that we aim to categorize every pixel in the input image as either belonging to edge (class 1) or not (class 0). However, we found empirically that popular neural networks for semantic segmentation such as U-Net\cite{66} family of models are inadequate for this task, even when accounting for the significant class imbalance in the loss function (the best accuracy measured as intersection over union (IoU) score is always below ≈60%). Among the DCNN architectures designed specifically for edge detection, the holistically nested edge detector network (HED-net)\cite{67} stands out due to its demonstrated ability to detect edges in a variety of (natural) images. The HED-net model consists of five blocks of back-to-back convolutional layers with a max-pooling operation in-between the blocks. The outputs from the second to fifth blocks are upsampled to the original image size via bilinear interpolation, concatenated with the output from the first block, and passed through a sigmoid activation to generate the output. Despite its relative simplicity, the HED-net model showed state-of-the-art performance for detecting edges in natural images. Nevertheless, the application of the off-the-shelf HED-net model to our experimental data led to suboptimal results (the best accuracy ≈74%) as many domain walls remained undetected and those that were detected were not well defined (see Figure S1 in the Supporting Information). To improve the results, we increased a depth of each block while using residual connections to minimize instabilities during model training and avoid the degradation problem.\cite{68} Essentially, the convolutional layers were replaced with residual blocks\cite{68} (Figure 1b) as individual units of our deep learning network. In addition, we limited the number of the HED-net blocks to three, as we found from the inspection of feature maps that more blocks are not helpful for learning the relevant features in our data. This resulted in a significant (≈17%) improvement of the HED-net accuracy (hereafter, we refer to it as ResHED-net). The ResHED-net (Figure 2a) performs both training and prediction phases in an end-to-end manner, i.e., in our studies, a trained HED-net takes a PFM amplitude image as input and directly outputs a domain wall map (Figure 2b).

For the model training, the training and validation datasets were prepared as follows. First, the ground truth wall images were created by labeling domain walls of raw PFM amplitude images using ImageJ.\cite{69} Then, subimages with defined size were randomly extracted from raw amplitude images and ground truth images. Finally, all subimages are shuffled and split into a training dataset and a validation dataset. To train the ResHED-net model, we use 2800 pairs of raw and ground truth images (masks) created from seven source images, where 80% was training data and 20% validation data. To account for a class imbalance (number of pixels belonging to walls versus number of the overall pixels in the images) we used the focal loss function.\cite{70} The deep learning model training was performed via the home-built AtomAI package\cite{71} that uses on-the-fly data augmentation to prevent overfitting. The final accuracy (defined as the IoU score) of the ResHED network after 3000 training iterations is 91%. The evolution of training and validation loss is shown in Figure 2c. Both the training/validation dataset and the connections between inputs and outputs in ResHED-net model affect the performance of ResHED-net in certain cases, we have systematically explored these effects and summarized them in Tables S1 and S2 (Supporting Information) and provided corresponding Jupyter notebook.

This trained HED model generally predicts domain walls in PFM amplitude images well, with only a few minor discontinuities in non-180° wall regions (as shown in Figure S2a,b in the Supporting Information), corresponding to the regions where the algorithm failed. However, this discontinuity problem can be resolved by denoising the raw PFM amplitude images (Figure S2c,d, Supporting Information). Similarly, the raw phase images were also denoised before feeding to a Canny filter in order to improve the quality of wall maps (Figure S3, Supporting Information). All wall maps from amplitude and phase images can be seen in Videos S3 and S4 (Supporting Information), respectively. Figure 3 shows a representative frame of phase and amplitude images, as well as corresponding wall maps detected by a Canny filter and HED-net, respectively. In zoom-in images, the change of 180° and non-180° walls over several frames are shown, indicating the different dynamics of 180° and non-180° walls during the application of voltage. Note that full dynamics of non-180° and 180° walls can be seen...
Figure 2. DCNN segmentation of the PFM data. a) The architecture of ResHED network (see text for details); b) ResHED-net training and test stages. In the test stage, a corresponding ground truth image is shown as a comparison with the prediction image; c) the training progress expressed as the binary cross entropy loss versus the number of training iterations (“epochs”) for train and validation sets.

Figure 3. Segmentation and time dynamics on PFM data. a,b) Raw PFM phase and amplitude images, respectively; c,d) corresponding domain wall maps predicted by Canny filter and ResHED-net, respectively; e,f) 180° and non-180° wall changes over several frames, respectively, where 180° walls move upon the application of voltage but non-180° walls are stable. Obviously, domain wall evolution involves changes in wall density and wall shape, so corresponding descriptors need to be defined in the wall dynamics analyses. Full time dynamics of 180° walls and non-180° walls can be seen in Videos S5 and S6 (Supporting Information), respectively.
from Videos S5 and S6 (Supporting Information), respectively. We observe that the non-180° walls are pinned during voltage poling and hence not moving. Differently, 180° walls move upon the application of voltage. During the motion of 180° walls, not only the position but also the local curvature of 180° walls change. This domain wall motion is related to the switching of 180° domains; therefore, we can also expect a change of phase contrast across 180° walls. Accordingly, the wall shape and the contrast on two sides of the wall will be taken into account in our analysis. Noteworthily, not all 180° walls show the same dynamics. For example, in Video S6 (Supporting Information), we can observe that the 180° walls at the center region move faster that those near the edge, which is an interesting aspect about the pinning mechanism worth exploring.

To explore the domain wall dynamics, we need to define the relevant features to be used in the machine learning analysis. Typically, in image recognition tasks these are either the full images, or subimages centered on uniformly spaced grid, somewhat similar to the kernel filters of classical deep convolutional networks. However, it is well known that the feature selection is an effective way to encode the physical constraints in the system and directly relate the network outputs to physical mechanisms. Here, we introduce time delayed features. In these, the position of the domain wall is determined at time \( t \). A number of the points is sampled from the wall position, and the subimage centered at the selected location is sampled at time \( t \) and \( t + dt \) or \( t - dt \), where \( dt \) is the time delay. In this fashion, a comparison of domain and wall conditions at time \( t \) and \( t + dt \) is involved in the subimage datasets, so the information on wall dynamics during the switching was encoded. In this work, we selected \( dt = 1 \), so the datasets of \( +dt \) and \( -dt \) correspond to the forward dynamics and the reverse dynamics, respectively. Shown in Figure 4a are the subimages for \( t - dt \), \( t \), and \( t + dt \), respectively, which show the relative difference of subimages compared to the reference wall position. In this manner, we will be able to get the information originating from the time dynamics straightforwardly by comparing the results of the analysis for forward and reverse dynamics.

To learn the relevant physics of the polarization switching from our experimental observations, we used the approach based on rotationally invariant variational autoencoder (r-VAE). Generally, autoencoders are a broad class of the ML algorithms that compress the input data to a small number of latent variables and subsequently aim to reconstruct the original data set. In this process, the network seeks optimal representation of the data via continuous latent variables. In variational autoencoders, the latent space is defined as a prior distribution from which the decoder samples the latent variable. The unique feature of VAEs is the capability of disentangling the representations of the data. Additional discussion of VAE can be found in Figure S4 (Supporting Information). While the rigorous mathematical definition of the disentanglement is still lacking, practically it manifests in latent factors describing specific aspects of data variability. For example, for handwritten digits these are the slant and width of the writing style. In certain model cases, the latent representations of the data will coincide to the
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ground truth factors of physical variability in the synthetic data set. However, in general the presence of such relationships has to be established for each particular case.

Here, we use the VAEs modified to allow rotationally invariant data representations. In this case, rotation angle is separated as a special latent variable, and remaining variability is encoded via normal latent vectors. This is necessary since in the presence of multiple rotated versions of the same object, the rotation angle becomes the primary variability factor for multiple latent variables, precluding the disentanglement of relevant representations. Note that this limitation is also common for other linear and nonlinear dimensionality reduction methods including principal component analysis, non-negative matrix factorization, and Gaussian Mixture Modeling, and was the primary motivation for introduction of the rVAEs. It is also important to note that generally this behavior is related to the topological structure of the latent space of VAE, with the rotationally invariant autoencoder being isomorphic to the SO(2) Lie group. However, VAEs can be generalized to arbitrary topology of the latent space, and hence can be used as a method for topological discovery. Previously, we demonstrated this approach for systems with evolution of structural units in 2D materials imaged via scanning transmission electron microscopy and for the emergence of order in systems of rod-like nanoparticles. Here, we extend this approach for probing time dependent dynamics and incorporate multilayer rVAE as a natural counterpart to multiclass DCNN to disentangle the domain wall interaction mechanisms such as pinning.

The subimage datasets \( t \) vs \( t + d t \) or \( t \) vs \( t - d t \), examples shown in Figure 4a) are used as inputs to train the rVAE, the detailed training process is shown in the provided Jupyter notebooks (see the Experimental Section for the link of Jupyter notebooks). The learned latent manifold of the rVAE (of the subimage dataset of \( t \) vs \( t + d t \)) is shown in Figure 4b. To construct this image, the latent coordinates are sampled from the uniform grid of values, \( L_1 \) and \( L_2 \), and are used as an input to the trained rVAE’s decoder to generate patches corresponding to each pair of the latent coordinates. Note the rich structure of the latent space, with clearly identifiable trends along primary directions. Note that the continuous latent representations of the domain structures encode the physical mechanisms in the form of continuous representations of observed behaviors. Generally, higher grid density allows for more detailed information on the variability of behaviors encoded via the latent variables.

The latent space in Figure 4b disentangles the physical behavior of ferroelectric domains during switching, this is illustrated by establishing the relationship between the latent space and physical behaviors (Figure 4c–e). The maps of physics-based descriptors, such as domain wall count (Figure 4c), domain convex (Figure 4d), and switch significance (Figure 4e), are derived from a higher grid density latent space, the physical meanings of these descriptors (Figure 4c–e) are also illustrated as below. Here, the domain wall count defines the number of continuous walls in each subimage in the latent space. The domain wall count is derived by applying a Canny filter on each subimage to detect edges, then counting the number of continuous walls (edges). In the physical mechanism, domain wall count can be related to the wall motion and the surrounding or the composition of the selected domain wall. First, domain wall motion changes the distance between two (or more) walls, resulting in a change in the total number of walls in a certain region. In this case, the domain wall count can be related to wall motion and switching condition. Second, the density of 180° and non-180° walls can differ in a material; thus, the wall count can also be related to the composition of domain walls in a certain region. The domain convex is defined as: \( D_c = \frac{A_d}{A_{p}} \), where \( D_c \) is the domain convex, \( A_d \) is the area of orange domain in the latent manifold, and \( A_p \) is the area of the smallest convex polygon that can involve all of the orange domain in each subimage in the latent manifold. Accordingly, the domain convex is related to the shape of the domain wall; a wall with larger curvature will have a larger value of domain convex (if the wall convex is on the purple domain side). The switch significance is the maximum difference between the orange domain and the purple domain in each subimage in latent manifold, determined as \( S_s = \text{Max}_p - \text{Min}_p \), where the \( S_s \) is the switch significance, \( \text{Max}_p \) is the maximum value in orange domain, and \( \text{Min}_p \) is the minimum value in the purple domain. Here, the switch significance corresponds to the phase contrast on the two sides of domain walls, relevant to domain switching condition.

Altogether, these physics-based descriptors can represent the domain wall shape and switch condition. Shown in Figure 4c–e is how the domain wall counts, domain shape, and switch condition distributes in the latent space in forward switch, i.e., \( t \) versus \( t + d t \), \( d t = 1 \). The same analysis was also applied in reverse switch (i.e., \( t \) vs \( t - d t \), \( d t = 1 \)), as shown in Figure S5 (Supporting Information). While the overall features in latent space of the forward and reverse switch are similar, they show a different distribution. The similar features are due to using the same raw data source for constructing the forward switch and reverse switch datasets. The different distribution indicates that the time direction (forward vs reverse) indeed matters in rVAE analysis, suggesting the feasibility of using rVAE to extract information regarding time dynamics of domain switching and wall motion.

These analyses establish direct relationship between the domain wall dynamics and latent variables. Again, we highlight that the natural descriptors of domain dynamics are latent variables; the physical descriptors are their interpretation in terms of human-based definitions. To visualize this behavior, we further analyzed the domain wall evolution. Shown in Figure 5a,b is the sequence of experimental images of a 180° domain wall showing the evolution of the wall as a function of time. Figure 5b shows the evolution of walls from frame 19 to frame 36 (corresponding video is in Video S7 in the Supporting Information), clearly indicating that the wall evolution includes not only a wall motion but also a change in wall shape. Note that, latent space indicates that the wall motion and shape change are connected with latent variables, motivating us to check the relationship between latent variables and wall dynamics. Therefore, we colored the wall evolution with latent variables in both the forward switch and reverse switch, as shown in Figure 5c,d, respectively. Interestingly, a comparison between the forward and reverse switch implies that latent variable 1 mostly represents the direction of wall motion (move up vs move down) and latent variable 2 indicates the wall curvature changes. As shown in Figure 5c,d, although the wall dynamics are opposite, moving-up walls show dark color (Region 1 in Figure 5c
and Region 2 in Figure 5d) and moving-down walls show bright color (Region 2 in Figure 5c and Region 1 in Figure 5d) in latent variable 1. Meanwhile, when the curvature becomes smaller in the forward switch, the latent variable 2 is brighter (Region 3 in Figure 5c); in contrast, latent variable 2 is relatively darker when the wall curvature becomes larger (Region 3 in Figure 5d). Accordingly, we also offer two Videos S8—S11 in the Supporting Information, respectively, corresponding to the domain wall evolution with latent variables colors for the forward switch and reverse switch, in which the observation of the correlation between wall evolution and latent variables is more straightforward. These pieces of information will be helpful for understanding the domain walls dynamics through looking at the latent variables.

The capability of rVAE for encoding wall dynamics allows us to explore the pinning mechanism of ferroelectric walls. Owing to the interconnection of non-180° wall with ferroelasticity, it has different dynamics compared to ferroelectric 180° walls, as seen Figure 3e,f, as well as in Videos S5 and S6 (Supporting Information). Therefore, we take into account the effect of the interaction between ferroelectric walls and ferroelastic walls on the pinning mechanism. A three-layer image stack including 180° walls, non-180° walls, and non-180° walls was first constructed, here we chose double non-180 wall for convenience of visualization. Shown in Figure 6a,b is the construction of this three-layer dataset. The 180° wall and 180° and non-180° wall layers are from the Canny filter and HED-net, respectively, as illustrated before. Then, the non-180° wall layer is a subtraction of the 180° wall and 180° and non-180° wall layers, that is: non-180° wall layer = 180° and non-180° wall layer − 180° wall layer. Then, the three-layer walls (Figure 6b) including comprehensive information regarding both ferroelectric 180° walls and ferroelastic non-180° walls, and their interactions are obtained by stacking corresponding layers. Finally, a three-layer subimage dataset centered at ferroelectric 180° walls was prepared for rVAE analysis. Figure 6b shows a representative three-layer subimage with ferroelectric 180° wall at the center; red walls in the image are ferroelectric walls and blue walls are ferroelastic walls.

Shown in Figure 6c is the learned latent manifold of rVAE analysis on the multilayer subimages, which indicates that the latent variable distribution is related to the pinning efficiency of ferroelectric walls and the interaction between ferroelectric and ferroelastic walls. The pinning efficiency can be seen as the intensity of red walls in the latent space, where a higher intensity indicates a low dynamic wall and high pinning efficiency. The interaction between ferroelectric and ferroelastic walls needs to be understood via two aspects. First is the coincidence of locations of ferroelectric and ferroelastic walls. For example, most ferroelectric (red) and ferroelastic (blue) wall locations are very close in the top-right corner of the latent space. Second is the asymmetric distribution of ferroelastic walls on two sides of the ferroelectric walls. For example, the intensity of blue color is much stronger on one side of the red wall than the other side.
in the bottom-left corner of the latent space. Here the intensity of the blue color means ferroelastic walls perpendicular to the ferroelectric walls and they become smeared because the rVAE does not have degrees of freedom to reconstruct them well in this case.

Accordingly, we define physical-relevant descriptors to study the pinning mechanism. The pinning efficiency is qualitatively defined as the intensity of ferroelectric walls (red). Since ferroelectric walls is constructed in the first layer, the pinning efficiency is $E_{\text{pin}} = I_{\text{max}} - I_{\text{min}}$, where $E_{\text{pin}}$ is pinning efficiency, $I_{\text{max}}$ and $I_{\text{min}}$ are maximum and minimum intensities of the first layer, their subtraction will be the absolute intensity of ferroelectric walls (red wall). The wall coincidence is defined as the average distance between ferroelectric and ferroelastic walls. The asymmetric gradient is defined as the difference in the average intensities of ferroelastic walls on the two sides of the ferroelectric walls. This asymmetric gradient represents the asymmetric distribution of ferroelastic walls on two sides of ferroelectric walls. Such ferroelastic wall distribution can be related to local strain conditions and hence the pinning mechanism related to ferroelastic wall distribution can potentially be related to strain-mediated pinning. Note that in the whole latent space, the pinning efficiency is simultaneously related to both wall coincidence and asymmetric gradient. However, in the top-right corner of latent space, the asymmetric gradient is negligible and hence the pinning efficiency is dominantly related to wall coincidence. Shown in Figure 6d are the corresponding distribution maps of pinning efficiency and wall coincidence, where we observe similar distribution maps for pinning efficiency and wall coincidence. This confirms the correlation between ferroelectric pinning and its relative location to the ferroelectric walls. Also, in the bottom-right corner of latent space, the wall coincidence is negligible, and the pinning efficiency is now dominantly related to the asymmetric gradient. Shown in
Figure 6e are the distribution maps of the pinning efficiency and the asymmetric gradient, in which we observe consistent distributions in two maps. This also confirms the correlation between the ferroelectric pinning and the distribution of ferroelastic walls in near regions.

Further by distributing latent variables in the three-layer wall image (Figure 6f,g), we found that latent variables represent the contribution of wall coincidence and asymmetric gradient to ferroelectric pinning, respectively. Shown in Figure 6f–h is the distribution of encoded angle and latent variables, the color scale is based on the values of latent variables. The bright color means strong contribution to pinning efficiency and dark color means weak contribution. In Figure 6g, we observe that the bright color mainly distributed at the bottom-right corner, this is because of the consistent locations of ferroelectric and ferroelastic walls in this region (which can be seen in Figure 3c,d). In Figure 6h, the bright color distribution is also consistent with the asymmetric distribution of ferroelastic non-180° walls, suggesting the pinning is governed by asymmetric distribution of ferroelastic walls in this region. Above all, we can find that the rVAE latent variables are physically relevant variables. Latent variable 1 indicates the contribution of the wall coincidence to the pinning efficiency and latent variable 2 indicates the contribution of the asymmetric distributed ferroelastic walls to the pinning efficiency.

Note that the subimage size for above three-layer analysis is 30 × 30 pixels, while any size of subimage is doable through the Jupyter notebook. In our analysis, we found that the latent space becomes collapsed when the subimage is larger than 60 pixels. In addition, the time dynamics (e.g., t vs t + dt) can also be included in the three-layer rVAE analysis. We provide a result for a three-layer rVAE analysis for t versus t + 1 in Figure S6 (Supporting Information). In this case, the latent space shows more ferroelectric walls (red walls) with low pinning efficiency because of the time dynamic factor in the analysis. Nonetheless, the latent variables colored walls still show the contributions of the wall coincidence and the asymmetric gradient to the ferroelectric pinning.

3. Conclusion

We have applied machine learning to analyze PFM results of domain wall dynamics. A Canny filter and DCNN were utilized to detect 180° and non-180° domain walls based on the PFM phase and amplitude images, respectively. Then, subimages centered at 180° domain walls were used for rVAE analysis to encode information of domain switch and wall dynamics. The same PFM result was used to construct two subimage datasets representing forward domain switch and reverse domain switch, respectively. The time dynamics of the forward and reverse switch were encoded into latent variables, where we found that the latent variables can represent the moving direction and the curvature change of domain walls. Finally, through constructing a three-layer dataset including both the ferroelectric 180° wall layer and ferroelastic non-180° wall layer, we investigated the connection of 180° wall dynamics to the interaction between ferroelectric and ferroelastic walls. The rVAE discovered two factors affecting the ferroelectric wall dynamics (pinning mechanism), which are coincidence locations of ferroelectric and ferroelastic walls and the asymmetric distribution of ferroelastic walls around the ferroelectric walls. Finally, we believe that the approach developed in this work will be universally useful for time-dependent dynamics of complex materials. The DCNN can also be applied to detect domain walls, boundary, and edges in other material systems. The rVAE can also be used to disentangle other complicated behaviors, helping understand underlying physical mechanism of other phenomena.

4. Experimental Section

Data Analysis: The detailed methodologies of DCNN and rVAE analysis are established in Jupyter notebooks and are available from https://git.io/J3Cvl.

PFZ Sample and PFM Imaging: The measured sample was a polycrystalline lead zirconate titanate PbZr0.85TiO3 (PZT) with x = 0.4 from Morgan Advanced Materials. The samples were cut with a diamond band saw and polished first with diamond hand polishing pads (from 50 to 3000 grit) and then with successively finer diamond polishing compounds, finishing with 50000 grit lapidary paste. These materials were overstock for tube scanners in atomic force microscope. The PFM imaging was performed using a commercial Cypher AFM system (Asylum Research, Santa Barbara, CA, USA).
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Supporting Information is available from the Wiley Online Library or from the author.
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