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Abstract

Review selection based on supervised learning model is utilized to classify the review based on diversification mechanism. Many contributions can be made on the proposed work in order to improve efficiency of the system; initially unsupervised classification technique can be proposed to cluster the content which is outlier. The class imbalance problem is defined in terms of which the ratio of the majority and minority class cardinalities which is considered as outlier. The main idea is to severely under sample the majority class thus creating a large number of distinct training sets. The outlier of data can be expressed as the data which is inefficient to cluster in either of the classes generated; hence these problems can be resolved using the random sampling technique which improves the performance of the system in terms of classification rate and reduction in the outlier data.

Introduction:-
Reviews regarding a product have an important role in the modern world. It has a large impact on the web users to make the opinions and eventually purchasing the product based on the opinions made. We can find an extremely diversified set of reviewed items, which includes everything from commercial products to holiday packages and even restaurants. A review-hosting website becomes more popular only if the number of reviews for the available product increases. This means that when people get interested in a product, they post more relevant reviews about it. This method of sharing reviews may improve the online information sharing but it also includes few disadvantages. The large volume of reviews on every single item may lead to the problem of redundancy. Redundancy means the problem of repetitious reviews, reviews expressing the same opinions and reviews exhibiting only little knowledge. There are also reviews which provide false information and may be misleading because it does not have the accurate representation of the attributes of a product.

Some causes of inefficient reviews are
1) Inefficient knowledge:-
The reviewer posts the review without having much knowledge on the product. These reviews are based on partial or irrelevant information.

2) Bogus:-
The reviewer purposely submits wrong information about a particular product in order to harm the product’s reputation.

The main focus of our work is that the customer/users need not manually read all the large volume of redundant and non-informative reviews for identifying the required useful set of reviews. The currently employed search engines do not consider the opinionated text. The bogus and the redundant reviews must be filtered before displaying it to the users. Epinions.com and Amazon.com are some of the examples of review website.
Today, there is a vast increase in the usage of social networks and micro-blogging websites, which has led to the new type of online review content known as the “micro-reviews”. Micro-reviews refer to those reviews whose length does not exceed the length of 200 characters. We have considered an alternative source for selecting the desired reviews which is known as the micro-reviews.

Some of the features of micro-reviews are:-
1) It is compact and comprehensive.
2) Lesser time required to analyze the shorter reviews, since the maximum length does not exceed 200 characters.

Few key considerations for user reviews:-
1) Indexation
To ensure that search engines reach the user generated content, it must appear in text form in the HTML.

2) Non-duplication:-
Though snippets of reviews could appear on multiple pages, such as on category pages, or promoted via the homepage, it is important that the full review has a single page and a single URL.

3) Breadth of content:-
As many pages on the site as possible should feature user reviews to maximise the opportunity to rank well for the review content.

**Background:-**
The growth of online sites and the review content is tremendous in the present time. The fact is that the reviews are highly diverse and often unnecessarily verbose. Selecting the appropriate reviews is difficult for the users, since there are huge numbers of reviews available on the online sites. Micro-reviews are emerging as a new type of online review content in the social media. Micro-reviews are posted by users of check-in services such as Foursquare. They are concise (up to 200 characters long) and highly focused, in contrast to the comprehensive and verbose reviews. In this paper, a novel mining problem is proposed, which combines the two disparate sources of review content. Specifically, we use coverage of micro-reviews as an objective for selecting a set of reviews that cover efficiently the salient aspects of an entity. This approach consists of a two-step process: matching review sentences to micro-reviews, and selecting a small set of reviews that cover as many micro-reviews as possible, with few sentences. The objective is formulated as a combinatorial optimization problem, and shows how to derive an optimal solution using Integer Linear Programming. It also proposes an efficient heuristic algorithm that approximates the optimal solution.

**Principle of information retrieval: -**

A. Information retrieval: -
It is the process of inferring the information which is relevant to the required information from a large collection of information resources. The information search is related to the full text or metadata indexing. The information overload can be reduced by using the automated information retrieval system.

Once the user enters the query in the system the process of information retrieval begins. A query is generally known as the formal statement of information needs. A major drawback is that the query in information retrieval does not identify single required object in the collection. A single query can match with several objects with different degrees of relevancy. An object is defined as an entity which is represented by the information available in the database. The database information is again matched with the user queries.

B. Social networking: -
Social networking is a platform which shares similar interests, real life connections, backgrounds and activities among people around the world. A social network service is a collection of each user representation, one’s social link and other additional services. These services allow the users to create a profile which to visible to the public. It also provides the user list with whom one can communicate and share information and view the connections within the system.

Most of the services are web-based and it provides users to share the information via internet. The internet services like e-mail and instant messaging is useful for this type of sharing. There are various other communication tools like
mobile connectivity, photo/video sharing. The social network is considered as an individual centered service while the online community is known as the group centered service. Social networking sites allow the users to share information in various formats like pictures, events, activities, ideas, etc.

C. Micro blogging services: -
It is a broadcast medium that can be used in the form of blogging. The difference between the micro blog and traditional blog is that the contents of micro blog are smaller in both the aggregate and the actual file size. The micro blogs allow the users to share very small amount of content like messages, pictures and video links. This is one of the reasons for its popularity.

The messages are also known as the “micro posts”. In order to promote the website services and products, the commercial micro blog is used. It is also used to promote the collaboration within the organisation.

D. Micro review: -
It is known as the alternative source of review for the users who are interested about the information based on a product. It generally focuses on a specific property of a product. The maximum length of the micro reviews is about 200 characters.

Some micro blogging services offer features such as privacy settings, which allow users to control who can read their micro blogs, or alternative ways of publishing entries besides the web-based interface. These may include text messaging, instant messaging, E-mail, digital audio or digital video.

Methods: -
A. Bag of words construction: -
The bag of words is the important sentences and tips related to the review. Some mechanism like stop word removal and sentence splitting mechanism are used to extract the bag of words. The extracted data is then used for the selection of efficient review process.

B. Concept and opinion generation: -
There may be same concepts for sentence and tip but it may use different words based on the situation. An approximation bound is set for the variants of the efficiency function in the micro-reviews and reviews. There are many important constraints to determine the positive and negative opinions of the sentence. This is used to extract the sentence related to the set of opinions.

C. Selecting of Subset of Reviews: -
Few reviews which have high coverage may be too lengthy. Reviews containing more sentences take so much time to analyze and may be irrelevant. The efficiency concept is used to avoid the reviews which are too lengthy. If we consider sentence s and tip t are matched, then we say that s covers t.

D. Generating set of the reviews as heuristics: -
The greedy algorithm is used to select the reviews because of the sub-modularity property. It is used to identify the solution with the approximation ratio and which maximizes the coverage. The reviews with the high gain to cost ratio is selected.

E. Applying Greedy algorithm: -
The local optimal choice at each stage is done using the greedy algorithm. It also helps in finding the global optimum solution. In general, this strategy does not produce an optimal solution but using a greedy heuristic we can produce an optimal solution in reasonable time.

F. Modeling Feature selection and class formation using unsupervised learning model: -
Bagging is resampling ensemble method for feature selection based on the decision tree mechanism to the micro reviews. It is a relatively simple idea: given a training set, bagging generates many bootstrap samples or training subsets, generating subsets of samples where each sample which is considered as feature is selected with replacement and equal probability. A bagged ensemble predicts a new sample by having each of its base models classify that example. The final prediction of the class is normally obtained by majority voting.
G. Review Prediction: -
A conventional training of a positive class using a dataset containing representative proportions of samples from the positive and negative classes will tend to find a solution that will be biased towards the larger class. In other words, the probability of misclassifying samples from the negative class will be lower than the probability of error for the positive class. However, as we wish to retrieve review features of micro reviews to group the major reviews based on the data prediction. We need to reverse the impact of the priors for classifying the positive and negative opinions.

Results and discussions: -
A. Data collection and data preprocessing: -
The experiment requires data coming from two different sources (reviews and micro-reviews), concerning the same set of entities. We pick the domain of manufacturing, because it is a domain where there are active platforms for reviews as well as for micro-reviews and it is available in message and detailed appreciation mail or certificate.
B. Review Granularity:
Review granularity aims in the collection of tips. Generally, a tip is based on a single point and it is short and concise. A review is longer and based on multiple information of an entity. If the tip appears on the text of the review, then we say that the review covers the tip. For making it simple the entire review content is split into sentences which are the semantic units with the similar granularity as that of the tip.

We can match a sentence $s$ with a tip $t$ only if they both convey the same meaning. For making the matching decision, three criteria are to be considered. First, is to consider the sentence and the tip as the bag of words. It is considered to convey a similar meaning if they share a substantial subset of the content. Now, we consider that they have high syntactic similarity. The reviews and the tips express the opinion of the respective authors. Other than having the similar keywords and concepts, the tip and the review must also have the same sentiment which may be either positive or negative. Now, we say that they have high sentiment similarity.

C. Bagging:
The bagging mechanism is implemented to predict the most relevant reviews to the micro review in effective manner. The effective result gets obtained by training large number of subsets to extract the suitable reviews. The implementation of this methodology helps to achieve better results. Each and every review gets grouped under some related classes with the help of outlier detection. The new class formation gets supported when any review doesn’t match with any existing classes helps in improving stability of the system.
D. Identifying term frequency: -
In order to identify the best matching reviews between the micro-reviews and the user reviews the term frequency is to be identified. The term frequency is nothing but the number of times a feature is repeated in the sentence. It also delivers the number of times the feature is available in the adjacent reviews. The feature which has the highest term frequency is the feature which is to be selected. This feature is compared with the other reviews present in the user review.
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E. Review Selection: -
The sentiment analysis cannot be easily done. The data can be collected from specific websites using either the open application programming interface or the correspondent crawler. Collecting the data based on the specific topic is more complex. We now design a customized data wrapper for one platform to extract the metadata. The metadata includes the user ID, timestamp, post message and the properties of users. The method helps in the collection of highly accurate data on a specific topic.

The most important sentences are given the higher priority, such as they are used as the title, the first sentence, the last sentence or the emphasis. While calculating the overall polarity, we must consider the location of the sentiment sentence. The weight in the overall polarity calculation represents the importance of a sentence to the document. Hence the weight of the important sentence must be greater than the other sentences in the document.
Figure 5: Review Dataset

F. Performance Evaluation:
The data contains the reviews and micro reviews for processing the methodology. The set of entities which are helpful to extract the review are presented in the micro review. The comparison graph between the greedy based review discovery and the bagging based review discovery are shown in the below figure.

Figure 6: Performance comparison chart

The value gets compared between the precision, recall and Fmeasure value between the two algorithms. The enhanced methodology shows improve in the performance of bagging approach. This shows that the performance improvement in the proposed methodology.
The bagging of words helps to match in accurate manner about the micro review and the reviews present in the system. The training of words helps to extract more reviews in effective manner. The outlier detection calculates the class positive and negative with the existing class and matches with the present class otherwise forms a new class.

The graph shows that the bagging values provides high value of accuracy in predicting the system which avoids the confusion for the user. The stability and accuracy of the system shows high performance.

The data contains the reviews and micro reviews for processing the methodology. The set of entities which are helpful to extract the review are get presented in the micro review. The comparison graph between the greedy based review discovery and the bagging based review discovery are shown in the below figure.

**Conclusion:**

In this work the effective mechanism to improve the stability of the system by using bagging methodology and every review get in to the analysis by implementing the outlier detection. The bagging approach extracts multiple training sub-samples from the original dataset and combine predictions made based on these samples to form an aggregate final prediction of the review matching for the micro review. By applying this process achieves reducing in computation time further (as compared to global smoothing), while still providing significant stability and accuracy improvements. The experimental results show the improved results get achieved in the proposed system.
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