Uncertainty of the Electricity Emission Factor Incorporating the Uncertainty of the Fuel Emission Factors
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Abstract: Greenhouse gas (GHG) emission from electricity generation has been recognized as one of the most significant contributors to global warming. The GHG emission factor of electricity (hereafter, electricity emission factor) can be expressed as a function of three different (average, minimum, and maximum) fuel emission factors, monthly fuel consumption, and monthly net power generation. Choosing the average fuel emission factor over the minimum and maximum fuel emission factors is the cause of uncertainty in the electricity emission factor, and thus GHG emissions of the power generation. The uncertainties of GHG emissions are higher than those of the electricity emission factor, indicating that the uncertainty of GHG emission propagates in the GHG emission computation model. The bootstrapped data were generated by applying the bootstrap method to the original data set which consists of a 60-monthly average, and minimum and maximum electricity emission factors. The bootstrapped data were used for computing the mean, confidence interval (CI), and percentage uncertainty (U) of the electricity emission factor. The CI, mean, and U were [0.431, 0.443] kg CO$_2$-eq/kWh, 0.437 kg CO$_2$-eq/kwh, and 2.56%, respectively.

Keywords: GHG emission; electricity emission factor; fuel emission factor; uncertainty; bootstrap

1. Introduction

The greenhouse gas (GHG) emission factor of electricity (hereinafter, electricity emission factor) has been used widely to quantify GHG emissions from the generation and use of electricity [1]. GHG emissions from electricity generation and use are one of the most significant sources of GHG emissions in the world [2–6]. In particular, according to U.S. Energy Information Administration (USEIA), in 2019 the total U.S. electricity generation by the electric power industry was 4.13 trillion kilowatt-hours (kWh) from all energy sources, which resulted in the emission of 1.72 billion metric tons of CO$_2$. To be specific, power plants that burned coal, natural gas, and petroleum fuels were the source of about 62% of total U.S. electricity generation, but they accounted for 99% of U.S. electricity-related CO$_2$ emissions. The other 1% of CO$_2$ emissions came from other fuels and gases derived from fossil fuels and some types of geothermal power plants. USEIA considers electricity generation from biomass, hydro, solar, and wind to be carbon neutral [7].

A challenge of the environmental assessment of a power system is the steady variability of electricity generation due to the variabilities of the demand, some production sources such as renewable sources, and the set of technical constraints [8]. Marginal electricity generation has been considered an important application to meet strong seasonal and diurnal variation in electricity demand [9]. Although there is a notable difference among different electrical grids, Collinge et al. [9] observed that resource mix and regional grid systems are particularly important for any LCA involving the use phase of buildings, which was supported consistently by similar findings [9].
The marginal emissions are the emissions that would come online if the new load was added. When electricity load surges and thus the marginal power plant is in operation, GHG emission from the marginal plant is usually higher than normal plants. Thus, the marginal emissions factor, which is the change in CO$_2$ emissions relating to a unit change in electricity demand, needs to be secured [10].

The marginal emission factor is the emission factor of the marginal electricity, which is the electricity generated by all the marginal sources [11]. There are two types of emission factors in use: the global emission factor representing the average emission rate of the power grid (of all power generators) and the marginal emission factor representing the emission rate of the power grid due to a change in the power demand (emission rate of the marginal generators) [12]. The electricity emission factors in this paper are the average emission factors (global emission factor), which is the average CO$_2$ emissions per average unit of electricity delivered for an entire electrical system.

In the consequential LCA (CLCA) where the product system expansion is used to avoid allocation, the marginal emissions including the marginal electricity emission have a strong influence on the LCA results [13]. As such, the proper marginal electricity emission factor is a crucial element to the accuracy and reliability of the CLCA results.

There are uncertainties associated with the average (global) and marginal emission factors. Kono et al. [14] highlighted potential underestimation and overestimation of emissions by using the annual average emission factor which ranged from +22% (weekday nighttime of October 2015) to −34% (weekend daytime of May 2015). They suggested that the application of hourly emission factor may be necessary to quantify the respective emission from the consumers that use electricity during the weekend daytime and weekend nighttime. For consumer use at other times, the emissions could be quantified appropriately by using the conventional annual average emission factor [14].

Assessing the uncertainty enables the comparison of different information and communication technology (ICT) systems. The IEEE [15] compared two ICT systems with different uncertainties: 23.8 $\pm$ 3% versus 25.3 $\pm$ 20%. If expressed in a confidence interval (CI), the former can be [23.1, 24.5], the latter [20.2, 30.4]. Assuming that the confidence level of both cases is equal (e.g., 95%), the CI width overlaps such that one cannot claim that the former is different from the latter. In this case, however, the latter has the percentage uncertainty (U) of 40.3%, while the former has 5.9%, which shows that the latter has 6.8 times higher uncertainty than that of the former. This indicates that direct comparison between the two may be problematic. Nonetheless, this example shows an important application of the uncertainty information to ascertain which product system emits less GHG emissions.

The electricity emission factor has been presumed constant in many parts of the world. For instance, 0.957 tCO$_2$/MWh, 0.928 kgCO$_2$-eq/kWh in South Africa, 0.555 kgCO$_2$-eq/kWh in China, 0.708 kgCO$_2$-eq/kWh in India, 0.506 kgCO$_2$-eq/kWh in Japan, 0.495 kgCO$_2$-eq/kWh in Korea, 0.8800 kgCO$_2$-eq/kWh in Australia, 0.4258 kgCO$_2$-eq/kWh in the United Arab Emirates, 0.13 kgCO$_2$-eq/kWh in Canada, 0.45322 kgCO$_2$-eq/kWh in the United States, 0.074 kgCO$_2$-eq/kWh in Brazil, etc. [16–21]. However, it can also be considered a random variable [22,23]. Lee et al. [22] compared the effect of the feedstock emission factors under the constant and random variable assumptions in quantifying GHG emissions from dairy farms [24,25].

For the electricity emission factor case, the factor was treated as both constant and random variable [26]. In general, the electricity emission factor varies continually because of the variations in fuel consumption and net power generation, and the presence of other powers such as the nuclear and renewable powers in the electricity grid [27,28]. Fossil fuel consumption for power generation varies continually due to variations in power generation. The variation comes from several sources including demand for power (either higher or lower demand), the shutdown of the power plant due to repair and maintenance, and changes in the power grid, etc. [28–34].
The electricity emission factor, Y, is a function of various random variables (i.e., here factors). Some of the factors may be dependent on each other, such as ambient temperature and demand for cooling. However, there are independent factors such as industrial production/consumption, ambient temperature, fuel mix, fuel composition, among others. Since an electricity emission factor is a function of (depends on) these independent random variables, the factor can be considered an independent random variable. However, it may also be considered an independent random variable as an approximation. This is because there are so many factors at play and some factors are interrelated or duplicative such that independence among the numerous factors cannot be ensured. Thus, we consider the electricity emission factor an independent random variable as an approximation.

The objective of this paper is to (1) assess the effect of three different fuel emission factors (average, minimum, and maximum) on the electricity emission factor and (2) propose a modified approach for computing the electricity emission factor based on the bootstrapping simulation which incorporates three fuel emission factors, fuel consumptions, and net power generation.

2. Materials and Methods

Fossil fuel consumption data for generating power in Korea from January 2015 to December 2019 were collected from the website of the Korea Electricity Corporation [28]. Four different types of fossil fuel for power generation include: Anthracite coal, Bituminous coal, Heavy oil, and Liquified Natural Gas (LNG). For each type of fuel, we collected the monthly fuel consumption (GJ) and power generation (Gwh) data. In addition, the total power generation data in the Korean electricity grid, including the nuclear and renewable powers during the same time period, were also collected. The in-plant power consumption and transmission loss data were available in the form of the percentage of the total power generation.

Equation (1) is an equation to calculate the net power generation factor from the entire electricity grid. The Korean electrical grid is a single grid.

\[
\text{Net power generation factor} = 1 - ft - fp
\]

\[
(1)
\]

where,
\[
ft = \text{transmission loss factor}
\]
\[
fp = \text{in-plant loss factor}.
\]

The values of the ft and fp in Equation (1) were given by the power generator as the average during the five-year period. As such, they are constants. Equation (2) was used to compute the net power generation from the entire electricity grid by multiplying the net power generation factor to the total power generation of the grid mix.

\[
\text{Net power generation} = (1 - ft - fp) \times \text{total power generation, Gwh}
\]

\[
(2)
\]

Equation (3) is based on the Tier I approach for computing the electricity emission factor for the single electricity grid [35].

\[
\text{Electricity emission factor (Tier I approach)} = \frac{\text{average fuel emission factor} \times \text{fuel consumption/net power generation}}{}
\]

\[
(3)
\]

The GHG emission factor of fuels is termed as fuel emission factors in this paper. Table 1 lists the average, minimum, and maximum values of the fuel emission factor [35]. For fossil fuel combustion, uncertainties in CO\(_2\) emission factors are relatively low. However, there are likely to be intrinsic differences in the uncertainties of CO\(_2\) emission factors of petroleum products, coal, and natural gas. Emission factors for CH\(_4\) and especially N\(_2\)O are highly uncertain. Default uncertainty estimates of CH\(_4\) vary from 50 to 150%, and that of N\(_2\)O is on the order of magnitude. Such variability obviously will also contribute to the uncertainty in the emission estimates [35].
Table 1. Fuel emission factor (kg CO$_2$-eq/kg fuel).

| Gas     | Anthracite | Bituminous | Heavy Oil | LNG  |
|---------|------------|------------|-----------|------|
| CO$_2$ avg | 98,300     | 94,600     | 74,100    | 64,200 |
| CO$_2$ min | 94,600     | 89,500     | 72,600    | 58,300 |
| CO$_2$ max | 101,000    | 99,700     | 74,800    | 70,400 |
| CH$_4$ avg | 32         | 32         | 96        | 96   |
| CH$_4$ min | 10         | 10         | 32        | 32   |
| CH$_4$ max | 96         | 96         | 320       | 320  |
| N$_2$O avg | 447        | 447        | 179       | 179  |
| N$_2$O min | 149        | 149        | 60        | 60   |
| N$_2$O max | 1490       | 1490       | 596       | 596  |

Equation (3) uses the average fuel emission factor of each fuel type listed in Table 1, and fuel consumption/net power generation of each fuel type [27,28]. The average fuel emission factor for Bituminous coal, for instance, is the sum of CO$_2$ avg, CH$_4$ avg, and N$_2$O avg of the Bituminous column where 94,600 + 32 + 447 = 108,904 kg CO$_2$-eq/kg Bituminous coal.

The uncertainty of emission factors has been considered a major challenge to the estimation of GHG emissions by the Intergovernmental Panel on Climate Change (IPCC). The IPCC recommends reporting a mean estimate of the GHG emissions as the point estimate. The uncertainty analysis focuses on the quantification of the random errors with respect to the mean estimate using the classical inference statistics, such as the 95% confidence interval (CI) here [36]. They recommend reporting the uncertainty as the percentage uncertainty (U) where U is the ratio of the half-width ((the upper bound–lower bound of the CI)/2) divided by the mean of the two bounds in percent [36].

In this study, we adopted the IPCC approach in reporting and comparing the uncertainty with respect to U. In addition, we advocated in this paper that use of a point estimate can be misleading without U. Most of the electricity emission factors reported a point estimate without U. As such, we prefer to report the electricity emission factor and GHG emissions with respect to the 95% CI and U, although we report the point estimate at the same time. The main point here is that a point estimate alone is misleading, for it imparts the notion that the electricity emission factor and GHG emission is a single value. The fact is that the true mean (unknown) lies between the lower bound and upper bound of the CI for 95% of the time. A point estimate is one of the many possible values of the electricity emission factor and GHG emission within the CI such that their accuracy cannot be estimated by the point estimate alone.

Interval estimate using the 95% CI approach based on the observed data is often used in estimating the CI of the electricity emission factor and GHG emission [36,37]. Stochastic simulation improves the accuracy of the interval estimate; thus, use of the stochastic simulation method such as the bootstrap method [38–41] is necessary. In this study, the bootstrap method was used to obtain the CI of the electricity emission factor and GHG emission.

We propose an approach in this paper to obtain the electricity emission factors. Equation (4) is the proposed approach for computing the electricity emission factor as a function of the three different fuel emission factors, monthly fuel consumption, and monthly net power generation.

\[
Y = AX
\]

where,

- \(Y\) = electricity emission factor (proposed approach), kg CO$_2$-eq/kwh,
- \(A\) = fuel emission factor matrix, kg CO$_2$-eq/MJ fuel,
- \(X\) = random variable vector = \([X_1, X_2]\) = \(X_1/X_2\),
- \(X_1\) = fuel consumption per fuel type, MJ/fuel type,
- \(X_2\) = net power generation, kwh.
As shown in Equation (4), only $X_1$ and $X_2$ are random vectors. The A matrix, $ft$, and $fp$ are constants. In Equation (4), the A matrix (matrix size: $9 \times 4 = 36$) is the same as shown in Table 1. The X random variable vector consisting of two random variables, $X_1$ and $X_2$, represent the monthly fuel consumption and monthly net power generation of each fuel type, respectively. The $X_1$ vector has 60-monthly fuel consumption data of the four types of fuels ($60 \times 4 = 240$), and the $X_2$ vector has 60-monthly net power generation data of the four types of fuel ($60 \times 4 = 240$), each in a matrix form.

The three fuel emission factors (minimum, average, and maximum) in matrix A are independent of each other; thus, all computations of the electricity emission factors based on the three fuel emission factors were made independently. Therefore, there are three different electricity emission factors obtained from Equation (4).

When calculating the CI of the electricity emission factor, bootstrapping was applied to $X_1$ and $X_2$, while keeping A matrix constant to generate the bootstrapped data for each of the three electricity emission factors. As such there are different CI and U for each of the three-electricity emission factors.

The bootstrapping gives narrower CI, as such it increases accuracy of the Y compared to the non-bootstrapping case (e.g., using raw data for computing Y) [21–23,42]. A computer program was coded using R, a programming language specialized in statistics, to compute the electricity emission factors and GHG emissions based on the bootstrap method [39].

The reason for choosing five latest years for the time period is that the mean yearly electricity emission factors were relatively similar (0.429, 0.439, 0.444, 0.432, 0.436) during this time period, indicating that the fuel consumption/net electricity generation during the same time period remains relatively flat. The reason for using the monthly average electricity emission factor is that there are neither daily nor weekly average electricity emission factors available. If daily or weekly data were available, these data can be used in lieu of the monthly data to reflect continual fluctuation of the type and amount of fuel consumption per net power generation.

The time period of the Tier I approach, however, is not transparent. Often there is no disclosure of the time period covered and the number of data used [43]. In fact, most of the electricity emission factors in the literature are not transparent and do not disclose the time period and the number of data used [17,19,20].

The difference between the proposed approach and the Tier I approach can be summarized as (i) use of the three different (average, minimum, and maximum) fuel emission factors versus the average fuel emission factor, and (ii) specified time period of the fuel consumption and known number of data used versus unspecified time period and unknown number of data used.

GHG emission computation equation in Equation (5) is a product between the electricity emission factor and the net power generation.

$$\text{GHG emission} = \text{electricity emission factor} \times \text{net power generation} \quad (5)$$

The relative difference (RD) is defined as the half-width between the maximum and minimum values divided by the average value as shown in Equation (6). Conceptually the RD is similar to the U defined in IPCC [36].

$$\text{RD} = \frac{\text{maximum value} - \text{minimum value}}{2 \times \text{average value}} \times 100 \quad (6)$$

3. Results and Discussions

Figure 1 shows the variation of several factors including the transmission loss (a), in-plant loss (b), net power generation factor (c), and power generation factor (d) over the 60-month period from 2015 to 2019. The power generation factor includes the net power generation factor as well as the transmission plus in-plant loss factor.
The transmission loss factor (a) and in-plant loss factor (b) vary considerably over the months. As such, the net power generation factor (c) also varies considerably. Figure 1d shows both the net power generation factor and the transmission plus in-plant loss factor, where the value of the former is 0.926, while the latter 0.074. Thus, approximately 7.4% of the total power generated is lost, and only 92.6% is used by the end-user, which is the net power.

Figure 2a shows the fossil fuel consumption during the 60-month period. Bituminous coal was the fuel consumed most (77.1%), followed by LNG (19.2%), Heavy oil (2.3%), and Anthracite coal (1.4%). Total energy consumption of fossil fuels for 5 years was 12,538,220 TJ, or 2,507,644 TJ/year. The total fossil fuel consumption varies considerably from month to month, most fluctuations occur in the Bituminous coal and LNG consumption. Figure 2b shows that the monthly net fossil fuel power generation. It fluctuates considerably over the 60-month period.

The monthly electricity emission factors (average, minimum, and maximum) were plotted in Figure 3a. The three fuel emission factors (minimum, average, and maximum) in matrix A were multiplied by common elements of X vector (X_1/X_2) to generate three different electricity emission factors from Equation (4). An assumption made in Equation (4) is that no GHG emission occurs from the nuclear and other sources of power generation processes. We will use the term average electricity emission factor as the one based on the average fuel emission factor. The same applies to the minimum and maximum electricity emission factors. Figure 3a shows that the average, minimum, and maximum electricity emission factors fluctuate considerably over the month. Figure 3b shows that the monthly GHG emissions based on the average, minimum, and maximum electricity emission factors fluctuate considerably over the month. Figure 3b indicates a similar trend as that in Figure 3a. However, the degree of fluctuation is more prominent compared to that in Figure 3a.
Figure 2. Monthly fossil fuel consumption (a) and monthly net fossil fuel power generation (b).

Figure 3. Monthly electricity emission factor (a) and monthly GHG emission (b).

Causes of the monthly fluctuations of the electricity emission factors may be due to the factors listed below.

(i) The power mix from the fossil fuels, nuclear, and other sources of energy vary continually.
(ii) The transmission loss and in-plant loss (consumption) vary continually.
(iii) The amount and the proportion of the fossil fuels consumed for the fossil fuel power generation vary continually.
(iv) Power plant operating time varies due to repair and maintenance and changing demand for electricity.

Table 2 shows that the overall and five-yearly mean values of the three (average, minimum, and maximum) electricity emission factors are different. Here the overall electricity emission factor is a simple average of the five-yearly electricity emission factors (2015~2019). The coefficient of variations of the average, minimum, and maximum values, 7.38, 7.39, and 7.37%, respectively, are essentially identical. This indicates that differences in the three electricity emission factors originate from the different fuel emission factors, not from the number of data used for computing the electricity emission factor (i.e., 12 vs. 60).

Table 2. The U, mean and RD of the average, minimum, and maximum electricity emission factors.

| Year  | U (%) | Mean Electricity Emission Factor (kg CO₂-eq/kwh) | RD (%) |
|-------|-------|-----------------------------------------------|--------|
|       | Avg.  | Min.          | Max.    | Avg.  | Min.          | Max.    |
| overall| 3.91  | 4.02          | 3.93    | 0.455 | 0.427          | 0.487   | 6.55   |
| 2015  | 8.15  | 7.91          | 7.91    | 0.429 | 0.403          | 0.459   | 6.52   |
| 2016  | 10.37 | 10.53         | 9.97    | 0.439 | 0.412          | 0.470   | 6.56   |
| 2017  | 9.7   | 10.74         | 9.59    | 0.444 | 0.416          | 0.473   | 6.55   |
| 2018  | 8.08  | 7.83          | 8.02    | 0.432 | 0.406          | 0.462   | 6.53   |
| 2019  | 4.96  | 4.75          | 4.84    | 0.436 | 0.409          | 0.466   | 6.57   |

To verify the difference among the three (average, minimum, and maximum) electricity emission factors statistically, the box plot, the analysis of variance (ANOVA) test, and the Tukey Honest Significance Difference (HSD) test [44] were performed. The box plot shown in Figure 4a supports that there are differences among the three electricity emission factors. The ANOVA test [45], results not shown here, indicates that there is a statistically significant difference among the three. The 95% family-wise confidence level (b) from the HSD test shown in Figure 4b indicates that the three are significantly different.

The U of the three different electricity emission factors shown in Table 2 range from 3.91% to 10.37% (for the average electricity emission factor case) but are essentially the same in a given year. The same U value indicates that it does not change among the three. However, different U among the five different years may be due to the difference in fuel consumption and net power generation in each year. Smaller U of the overall average electricity emission factor was due to the smoothing effect resulting from more data points (60) compared to fewer data points (12) for each of the five-yearly average electricity emission factors. Note that the overall U is not a simple average of the five U values.

Table 3 shows different mean monthly GHG emissions based on the average, minimum, and maximum electricity emission factors. The coefficient of variation of the mean monthly GHG emissions based on the three electricity emission factors were 11.77, 11.76, and 11.78%, respectively, and they are essentially identical. This is the same observation as in the case of the electricity emission factor discussed in Table 2. That is, the difference among the three different GHG emissions originates from the different electricity emission factors, and thus GHG emissions, not from the number of data used for computing GHG emissions (i.e., 12 vs. 60).

To verify the difference among the three (average, minimum, and maximum) GHG emissions statistically, we performed the same analysis as the electricity emission factors case. The box plot supports that there are differences among the three different GHG emissions. The ANOVA test results indicate that there is a statistically significant difference among the three different GHG emissions. The 95% family-wise confidence level from the HSD plot indicates that the three different GHG emissions are significantly different. These are essentially the same observations as discussed in the electricity emission factor case.
To verify the difference among the three (average, minimum, and maximum) electricity emission factors statistically, the box plot, the analysis of variance (ANOVA) test, and the Tukey Honest Significance Difference (HSD) test [44] were performed. The box plot shown in Figure 4a supports that there are differences among the three electricity emission factors. The ANOVA test [45], results not shown here, indicates that there is a statistically significant difference among the three. The 95% family-wise confidence level (b) from the HSD test shown in Figure 4b indicates that the three are significantly different.

Figure 4. Box plot (a) and 95% family-wise confidence level (b) Differences in mean levels of Treatment.

Table 3. The U, mean, and RD of the monthly GHG emissions based on the average, minimum, and maximum electricity emission factors.

| Year   | U (%) | Mean Monthly GHG Emissions (Gg CO₂-eq/Month) | RD (%) |
|--------|-------|---------------------------------------------|--------|
|        | Avg.  | Min | Max | Avg. | Min | Max | Avg. | Min | Max |        |       |
| overall| 14.04 | 13.98 | 14.11 | 18,507 | 17,375 | 19,791 |       |       |       | 6.55    |
| 2015   | 15.68 | 15.55 | 15.75 | 18,335 | 17,213 | 19,609 |       |       |       | 6.52    |
| 2016   | 14.64 | 14.67 | 14.62 | 18,638 | 17,494 | 19,938 |       |       |       | 6.56    |
| 2017   | 11.79 | 11.84 | 11.78 | 18,988 | 17,824 | 20,310 |       |       |       | 6.55    |
| 2018   | 14.25 | 14.18 | 14.31 | 18,379 | 17,255 | 19,656 |       |       |       | 6.53    |
| 2019   | 9.34  | 9.35  | 9.35  | 18,452 | 17,318 | 19,740 |       |       |       | 6.57    |

The U of the overall and yearly GHG emissions shown in Table 3 range from 9.34% to 15.75% but are essentially the same in a given year. The same U indicates that it does not change among the three different GHG emissions. However, different U of the three GHG emissions among different years is attributed to the difference in fuel consumption and net power generation in each year.

The RD among the overall and yearly GHG emissions shown in Table 3 are essentially identical, ranging from 6.53% to 6.57%. The same was observed in the electricity emission
factor case. This indicates that there are inherent differences among the average, minimum, and maximum electricity emission factors originating from the differences in the three different fuel emission factors. Thus, choosing the average fuel emission factor over the other two is the cause of uncertainty in the electricity emission factor and GHG emissions.

The U ratio between the GHG U value and the electricity emission factor U value of the three cases shown in Table 4 indicate that there is no difference in the U ratio in a given year. However, there are significant differences among different years, the ratio ranging from 1.22 to 3.63 (in the case of minimum electricity emission factors). Again, this is the same observation as above.

Table 4. The U ratio (GHG U value/electricity emission factor U value).

| Year | Average | Minimum | Maximum |
|------|---------|---------|---------|
| overall | 3.59 | 3.63 | 3.55 |
| 2015 | 1.92 | 1.93 | 1.91 |
| 2016 | 1.41 | 1.42 | 1.38 |
| 2017 | 1.22 | 1.22 | 1.22 |
| 2018 | 1.76 | 1.75 | 1.76 |
| 2019 | 1.88 | 1.85 | 1.90 |

Tables 2–4 show that the uncertainties of GHG emissions are higher than those of the electricity emission factors, indicating that the uncertainty of GHG emission propagates. This is because of two different sources of uncertainties involved in computing GHG emission. They are the uncertainty of the electricity emission factor and that of the net power generation. The net power generation has been involved twice in computing GHG emission, once in the electricity emission factor computation, and the other in the GHG emission computation.

Table 5 shows the statistics of the electricity emission factors including the mean, CI and U computed under the proposed and Tier I approach, each with two different scenarios. The proposed approach under the 5-yearly scenario shows approximately two times higher U value compared to that of the 60-monthly scenario. This was expected that the former has only 5 data, while the latter has 60. More data gives smaller variance and thus smaller CI and U compared to the fewer data case. Both scenarios under the proposed approach have the same mean of 0.437 kg CO₂-eq/kwh.

Table 5. The mean, CI, and U of the electricity emission factors for different scenarios.

|                      | Proposed Approach | Tier I Approach |
|----------------------|-------------------|----------------|
|                      | 5-Yearly          | 60-Monthly     |
| Mean (kg CO₂-eq/kwh) | 0.437             | 0.435           |
| CI (kg CO₂-eq/kwh)   | [0.424, 0.449]    | [0.431, 0.443] |
| U (%)                | 5.62              | 3.82            |

The two different scenarios under the Tier I approach have the same mean of 0.435 kg CO₂-eq/kwh. A point estimate cannot represent the variability of the data used for computing the electricity emission factor. This indicates that the point estimate may not be used alone. Instead, the CI can be used, for it represents the variability of the data. The CI and U among the three different scenarios (two under the proposed approach and one under the Tier I approach) are different. The 60-monthly scenario under the proposed approach gives the smallest CI and U. This is because the 60-monthly scenario under the proposed approach considers three different fuel emission factors explicitly. This is in contrast to the use of the average fuel emission factor in the 60-monthly scenario of the Tier I approach.

There is a limited number of research on the uncertainty of the electricity emission factors today. The weak law of large numbers (WLLN) states that the probability of the
absolute difference between the sample mean $M_n$ and the true mean of the sample (a sequence of random variable $X_j$) approaches 0 for every $\varepsilon > 0$ when $n$ approaches infinity, in accordance with the probability in convergence [46]. Here $\varepsilon$ is termed accuracy, and often the value of $\varepsilon$ is chosen around 3 percentage points of the absolute difference between $M_n$ and the expected value of $X$ of the sample in most of the statistical inference.

The $U$ defined as the half-width of the CI divided by the mean of the upper and lower bound of the CI can be considered similar to the accuracy $\varepsilon$ in WLLN. Hence, the $U$ can be envisaged as the accuracy of the CI. This study reports that the $U$ of the electricity emission factor is 2.56%. The 2.56% accuracy can be a reasonable accuracy.

The electricity emission factor is used for computing GHG emissions from electricity generation and consumption. A prerequisite for an accurate estimation of GHG emissions is the accurate estimation of the electricity emission factor. In this respect, the electricity emission factor should be expressed as an interval estimate, and the CI and $U$ should have the smallest values. In addition, a suitable time period should be chosen, and a large number of data points should be available. Furthermore, different fuel emission factors should also be considered to reflect the variability of the electricity emission factor. This leads to the conclusion that the 60-monthly scenario is the best scenario for computing the electricity emission factor in this study. The CI and mean of the electricity emission factor can then be used to compute GHG emissions from the electricity generation.

In addition to the bootstrap method, there are other simulation methods such as the Monte Carlo Simulation (MCS) method. However, prerequisite of the MCS method is the identification of the probability density function of the raw data, which is the most difficult to estimate accurately such that inaccurate results from the MCS method may arise [21–23,42].

The current GHG emission estimation method by IPCC focuses on the point estimate of the data [34]. The Tier I approach (60-monthly) in Table 5 treated fuel consumption and net power generation as random variables; as such it can address the variability of the input data and can be compared with the proposed approach. Although the mean of GHG emissions in both approaches was the same, the $U$ of the Tier I approach was 1.5 times higher than that of the proposed approach. This indicates that the Tier I approach based on the average fuel emission factors would generate less accurate GHG emission values compared to the proposed approach.

This observation is a piece of assuring evidence that the electricity emission factor must incorporate different fuel emission factors (average, minimum, and maximum), and fuel consumption per net power generation within a time period covered and the number of data used. Furthermore, the propagation of error (uncertainty) from the electricity emission factor to GHG emission indicates that there is a need for future research that minimizes the propagation error. This may suggest that Bayesian inference statistics may need to be applied instead of the classical inference statistics adopted in this study.

The percent contribution of $\text{CO}_2$, $\text{CH}_4$, and $\text{N}_2\text{O}$ to GHG emission from fossil fuel power generation was also analyzed. The percent contribution of $\text{CO}_2$, $\text{CH}_4$, and $\text{N}_2\text{O}$ to GHG emission from the fossil fuel power generation showed that most GHG emissions came from $\text{CO}_2 (>99.5\%)$. Contributions from $\text{CH}_4$ and $\text{N}_2\text{O}$ were less than 0.05 and 0.44% on average, respectively.

4. Conclusions

Conclusions from this study are:

1. The electricity emission factor can be expressed as a function of the three different (average, minimum, and maximum) fuel emission factors, monthly fuel consumption, and monthly net power generation.

2. The bootstrapped data based on the 60-monthly average, minimum, and maximum electricity emission factors under the proposed approach can be used for computing the mean, CI, and $U$ of the electricity emission factor and GHG emission. The CI, mean,
and U values of the electricity emission factor were (0.431, 0.443) kg CO$_2$-eq/kwh, 0.437 kg CO$_2$-eq/kwh and 2.56%, respectively.

3. The uncertainties of GHG emissions are higher than those of the electricity emission factors, indicating that uncertainty of GHG emission propagates.

4. Choosing the average fuel emission factor over the minimum and maximum fuel emission factors is the cause of uncertainty in the electricity emission factor and GHG emissions.
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