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Abstract—Pansharpening technique is used to merge the original multispectral image with a high spatial resolution panchromatic image. Due to its robustness, the multiresolution analysis (MRA) is an important part of pansharpening. The scale regression model is effective for improving MRA. However, the existing MRA based on scale regression results into single-scale regression information, thus affecting the final pansharpening result. In order to address this problem, in this work, we propose a dual-scale regression-based MRA for pansharpening. First, we establish a scale regression-based model. Then, this model is improved using a high-pass modulation (HPM) injection scheme. Finally, the dual-scale information is added to the scale regression to construct the dual-scale regression for obtaining the final pansharpening result. We perform experiments by using five datasets. The results show that the proposed method obtains a better pansharpening result as compared to various state-of-the-art MRA methods. In addition, the quantitative and qualitative analysis of the results shows that the proposed method achieves appropriate spatial and spectral resolution fusion. Therefore, it has a great potential in pansharpening technique.

Index Terms—Dual scale regression, multiresolution analysis, multispectral image, panchromatic image, pansharpening.

NOMENCLATURE

| Symbol | Description                        |
|--------|------------------------------------|
| MS     | Multispectral image                |
| PAN    | Panchromatic image                 |
| CS     | Component substitution             |
| MRA    | Multiresolution analysis           |
| HPM    | High-pass modulation               |
| MTF    | Modulation transfer function       |
| GLP    | Generalized Laplacian pyramid      |
| \( P_{LR} \) | Low-resolution PAN image          |
| \( P_{HR} \) | High-resolution PAN image         |
| \( M_{b,LR} \) | Low-resolution MS image           |
| \( M_{b,HR} \) | High-/Low-resolution MS image     |
| \( M_{b,LR}^{HR} \) | \( M_{b,LR} \) interpolated to the size of \( P_{HR} \) |
| ERGAS  | Relative dimensionless global error in synthesis |
| SAM    | Spectral angle mapper              |
| Q20    | 20 bands is the Universal Image Quality Index |
| \( D_{\lambda} \) | Spectral distortion               |
| \( D_{S} \) | Spatial distortion                 |
| QNR    | Quality no-reference              |

I. INTRODUCTION

Physical limitations and processing capabilities of satellite remote sensing equipment hinder a single sensor from collecting the remote sensing images with high spatial and spectral resolutions simultaneously [1]. The MS images have rich spectral information, but a continuous improvement in the spectral resolution of MS images affects their spatial resolution. Remote sensing image processing has developed many topics, such as super-resolution [2-4], feature extraction [5], cloud removal [6], and classification [7]. In addition, the pansharpening technique [8-10] has been proposed to improve the spatial resolution of an MS image using a high spatial resolution PAN image. Pansharpening has important applications in environmental monitoring, land and resource use, precision agriculture, urban planning, military reconnaissance and other key areas.

Currently, the common pansharpening methods can be categorized into three types [11, 12], including component CS, MRA, and deep learning [13]. The CS methods include intensity-hue-saturation [14], principal component analysis [15], Gram-Schmidt [16], and adaptive GS [17]. Although the CS methods usually have a simple physical meaning and high computational efficiency, the pansharpening results differ from the ideal output. Recently, the deep learning-based techniques...
have been applied to pansharpening, including pansharpening neural network [18-20] and its complex variations in terms of network depth [21-23], topology [24, 25], and fine-tuning [26-27]. Although the deep learning-based methods achieve better performance as compared to the traditional machine learning methods, such as CS and MRA-based methods, the deep learning usually requires a large amount of labelled training data to achieve the desired performance. In addition to the above three types, geostatistics-based technique is also an effective solution to the pansharpening problem, such as area-to-point regression kriging [28] and the information loss-guided image fusion [29].

The MRA-based methods inject spatial information in the MS images. Since the MRA methods do not require the training data and are more effective in retaining the spectral characteristics of the original MS image than the CS, they have been relatively successful and popular for implementing pansharpening techniques [2]. The MRA-based methods include the additive wavelet luminance proportional (AWLP) [30], smoothing filter based on intensity modulation (SIM) [31], and morphological filters (MF) [32]. In addition, the generalized Laplacian pyramid based on Gaussian filters matches the modulation transfer function of an MS sensor (MTF-GLP) [33]. It is notable that the MTF-GLP has been successfully applied to the MRA. The MTF-GLP with a context-based decision (MTF-GLP-CBD) [34], context-adaptive MTF-GLP-CBD (C-MTF-GLP-CBD) [35], MTF-GLP with HPM (MTF-GLP-HPM) [36, 37], MTF-GLP-HPM based on haze-corrected version (MTF-GLP-HPM-H) [38], and MTF-GLP-HPM based on post-processing (MTF-GLP-HPM-PP) [39] belong to MAR based on the MTF-GLP technique. The scale regression model is effective for improving the MRA and obtaining better results. The scale regression model [40] is a mathematical model that quantitatively describes the statistical relationships. This indicates the influence and significant relationship between the independent and dependent variables. Some of the MRA methods are based on scale regression methods, including the MTF-GLP based on full-scale regression (MTF-GLP-REG-FS) [41] and MTF-GLP-HPM based on multivariate linear regression (MTF-GLP-HPM-R) [42].

However, the existing MRA methods based on scale regression suffer from insufficient scale regression information, which affects the pansharpening result. In order to overcome this problem, in this work, we propose an MRA method based on dual-scale regression for pansharpening method, namely MTF-GLP-HPM-DS. The proposed method improves the accuracy of pansharpening and promotes wider application of pansharpening. We aim to solve the issue of scale regression information based on MRA pansharpening. In the proposed method, first, a scale regression based MRA model is designed. Then, this model is improved by using the HPM injection scheme. Finally, the dual-scale information, including the fine-scale and coarse-scale information, are added to the scale regression to obtain the final pansharpening result. The experimental results show the superiority of the proposed MTF-GLP-HPM-DS over various state-of-the-art MRA methods.

The contributions of this paper are summarized below.

1) The dual-scale regression model uses abundant scale regression information, which improves the pansharpening result.

2) In the dual-scale regression model, the fine-scale and coarse-scale information are linked by a parameter that can be adjusted to make the proposed method adaptive for different scenarios, unlike the existing MRA methods.

3) We show that the dual-scale regression model is feasible in terms of mathematical analysis and experiments.

The remaining of this paper is organized as follows. The proposed method is described in Section II. The experimental results and comparisons of the proposed method with state-of-the-art methods are presented in Section III. The discussion of the results is presented in Section IV. Finally, the conclusions are drawn in Section V.

II. METHODOLOGY

A. Scale Regression-based MRA Model

Let \( P_{\text{HR}} \) be a high-resolution PAN image with a size of \( M \times N \), where \( N \) and \( M \) represent the numbers of rows and columns of the PAN image, respectively. The low-resolution MS image \( M_{\text{LR}} = \{ M_{\text{LR}} \}_{b=1, \ldots , B} \) has a size of \( M/S \times N/S \) and \( B \) spectral bands, where \( M_{\text{LR}}^{b} \) represents the \( b \)th spectral band and \( S \) denotes the ratio scale between \( P_{\text{HR}} \) and \( M_{\text{LR}} \). Furthermore, the superscript denotes the spatial resolution of an image; i.e., LR and HR represent low and high resolutions, respectively.

The MRA model is used in this paper. First, \( M_{\text{LR}} \) is interpolated to the size of \( P_{\text{HR}} \), producing \( \hat{M}_{\text{LR}} = \{ \hat{M}_{\text{LR}} \}_{b=1, \ldots , B} \). Then, the MTF-GLP [33] is used to obtain a low-pass version of the LR-PAN image, i.e., \( P_{\text{LR}} \), from \( P_{\text{HR}} \). In this work, we use the MTF filter for down-sampling. This filter is a Gaussian filter matched with the modulation transfer function of the MS sensor [33]. Finally, the injection coefficients \( g \) are used to control the difference in information injection, as shown in (1), and the pansharpening result \( M_{\text{HR}} = \{ M_{\text{HR}} \}_{b=1, \ldots , B} \) is obtained.

Based on [4], the MRA for the \( b \)th spectral band is equivalent to expressions presented in (1)-(3).

\[
M_{b}^{\text{HR}} = \hat{M}_{b}^{\text{LR}} + g_{b} \left( P_{\text{HR}} - P_{\text{LR}} \right), \tag{1}
\]

\[
P_{\text{LR}} = P_{\text{HR}} * h \tag{2}
\]

where, \( h \) denotes the MTF filter, \( g_{b} \) denotes the injection coefficients for the \( b \)th spectral band of an MS image, and is defined as follows:

\[
g_{b} = \frac{\text{cov}(\hat{M}_{b}^{\text{LR}}, P_{\text{LR}})}{\text{var}(P_{\text{LR}})} \tag{3}
\]
where, $\text{cov}(A, B)$ denotes the covariance of images $A$ and $B$, and $\text{var}(A)$ denotes the sample variance of image $A$.

Based on [4], another pansharpening type CS is equivalent to the expressions presented in (4)-(6).

$$\begin{align*}
    M_{b}^\text{HR} &= \tilde{M}_{b}^\text{LR} + g_{b} \left(p_{b}^\text{HR} - I_{b}^\text{LR} \right), \\
    I_{b}^\text{LR} &= \sum_{k} w_{k} \tilde{M}_{b}^\text{LR}, \\
    g_{b} &= \frac{\text{cov}(M_{b}^\text{LR}, I_{b}^\text{LR})}{\text{var}(I_{b}^\text{LR})},
\end{align*}$$

(4)\hspace{1cm}(5)\hspace{1cm}(6)

where $\{w_{k}\}_{k=1}^{K}$ can be estimated by computing minimum mean square error (MMSE). The intensity component $I_{b}^\text{LR}$ is a function of the MS image. Therefore, the procedure between MRA and CS is different.

In this work, a scale regression based MRA model is designed. In the proposed model, the full-scale regression [41] is used to obtain the appropriate injection coefficients $g_{b}$ iteratively. Based on [41], the assumption of scale invariance is used to replace the low resolution $p_{b}^\text{LR}$ with high resolution $p_{b}^\text{HR}$. The high resolution MS $M_{b}^\text{HR}$ and injection coefficients $g_{b}$ are used to perform iterative operations. Therefore, (3) can be rewritten as follows:

$$g_{b} = \frac{\text{cov}(M_{b}^\text{HR}, p_{b}^\text{HR})}{\text{var}(p_{b}^\text{HR})}.$$  

(7)

The specific iterative operations are presented in Algorithm 1. First, the initial injection coefficients $g_{b}^{0}$ are obtained for $M_{b}^{HR,0} = M_{b}^{LR}$. Then, multiple iterations are performed to obtain the injection coefficients $g_{b}$. Finally, the iterative process is stopped when the convergence is achieved.

**Algorithm 1 Iterative Procedure**

```
for $i = 0, \ldots, N - 1$ do
- Injection coefficients calculation $g_{b}^{i}$
    $$g_{b}^{i} = \frac{\text{cov}(M_{b}^{HR,i}, p_{b}^{HR})}{\text{var}(p_{b}^{HR})}.$$  
- Using $g_{b}^{i}$ to fuse MS and PAN
    $$M_{b}^{HR,i+1} = \tilde{M}_{b}^{LR} + g_{b}^{i} \left(p_{b}^{HR} - p_{b}^{LR} \right).$$
end
```

B. HPM Injection Scheme

The HPM injection scheme improves the MRA [34,35], so it is employed in this work to improve the performance of an MRA model based on scale regression. According to the HPM injection scheme, (1) can be rewritten as:

$$M_{b}^\text{HR} = \tilde{M}_{b}^\text{LR} \frac{p_{b}^\text{HR}}{p_{b}^\text{LR}}.$$  

(8)

Now, we explain the process of adding the scale regression to the HPM injection scheme. A digital MS or PAN image $N_{b}^\text{VR}$ acquired by a sensor $b$ is defined as a convolution of the sensor spatial response and the total energy collected by the sensor in its spectral band [43, 44] as:

$$N_{b}^\text{VR}(x, y) = \delta_{s} + k_{s} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S_{s}(x-\alpha, y-\beta)$$

$$\begin{align*}
    \{ & \int_{-\infty}^{\infty} E_{b}(\alpha, \beta, \lambda) R_{s}(\lambda) d\lambda d\beta \\
    & = \delta_{s} + k_{s} N_{b}^\text{VR} \star W_{s}.
\end{align*}$$

(9)

where, the superscript XR either denotes HR or LR, $\delta_{s}$ represents an additive constant, and $k_{s}$ represents a multiplicative constant. $x$ and $y$ denote the pixel coordinates.

The two constants are introduced to obtain the complete digital range of the A/D converter; however, $\delta_{s}$ is usually negligible. Further, $S_{s}$ denotes the spatial response of sensor $s$, and $W_{s}$ represents the integral over the frequency $\lambda$ of the at-sensor radiance $E_{b}(\alpha, y, \lambda)$ weighted by the relative spectral response $R_{s}(\lambda)$ [45], and is obtained as:

$$W_{s} = \int_{-\infty}^{\infty} E_{b}(\alpha, y, \lambda) d\lambda.$$  

(10)

Based on (8) and (9), $\tilde{M}_{b}^\text{LR}$, $p_{b}^\text{LR}$, and $p_{b}^\text{HR}$ are now expressed as follows:

$$\begin{align*}
    \tilde{M}_{b}^\text{LR} &= k_{b} S_{b}^\text{LR} \star W_{b}, \\
    p_{b}^\text{LR} &= k_{p} S_{p}^\text{LR} \star W_{p}, \\
    p_{b}^\text{HR} &= k_{p} S_{p}^\text{HR} \star W_{p}.
\end{align*}$$

(11)\hspace{1cm}(12)\hspace{1cm}(13)

where, $S_{b}^\text{LR}$, $S_{p}^\text{LR}$, and $S_{p}^\text{HR}$ denote the spatial responses of LR-MS, LR-PAN and HR-PAN images, respectively; $W_{b}$ and $W_{p}$ represent the total energies of MS and PAN images, respectively; $k_{b}$ and $k_{p}$ denote the multiplicative constants.

Thus, the aim of pansharpening is to obtain a high-resolution MS image $\tilde{M}_{b}^\text{HR}$ that has the spatial response HR-PAN $S_{p}^\text{HR}$ and the total energy $W_{b}$. The target expression of $\tilde{M}_{b}^\text{HR}$ is defined as:

$$\begin{align*}
    M_{b}^\text{HR} &= k_{b} S_{p}^\text{HR} \star W_{b}.
\end{align*}$$

(14)

Considering the HPM injection scheme, (11) – (13) are substituted into (8), and $\tilde{M}_{b}^\text{HR}$ is obtained as follows:
\[ M^\text{HR}_b = (k_b S^\text{LR}_b \ast W_b) \frac{k_b S^\text{HR}_p \ast \hat{W}_p}{k_b S^\text{LR}_p \ast \hat{W}_p}. \] (15)

This can be converted to the target expression, i.e., (14), by appropriately setting the multiplication coefficients of \( \hat{M}^\text{LR}_b \). This indicates that the variables except \( \hat{M}^\text{LR}_b \) are different from (15). Therefore, these variables are expressed using an additional tilde to differentiate between the actual and estimated variables.

Therefore, the modified equation is given as:

\[ \hat{M}^\text{HR}_b = \hat{M}^\text{LR}_b \hat{\rho}^\text{HR} = \left( k_b S^\text{LR}_b \ast W_b \right) \frac{k_b S^\text{HR}_p \ast \hat{W}_p}{k_b S^\text{LR}_p \ast \hat{W}_p}. \] (16)

Now, the desired result is obtained by deriving the following equalities. Since the spatial response of the HR-MS sensor should be the same as that of the existing PAN camera, the first equality is expressed as:

\[ S^\text{HR}_p = S^\text{HR}_p. \] (17)

Furthermore, since the LR-PAN image \( \rho^\text{LR} \) is constructed by the MTF-GLP, which utilizes a filter to match the spatial response of the LR-MS sensor, the second equality is defined as follows:

\[ \hat{S}^\text{LR}_p = S^\text{LR}_p. \] (18)

Based on [42], the third equality is defined as:

\[ k_b \hat{W}_p = k_b W_b. \] (19)

Thus, considering (11) and (12), we obtain (20).

\[ \rho^\text{LR} = k_p S^\text{LR}_p \ast \hat{W}_p = k_p S^\text{LR}_b \ast W_b = M^\text{LR}_b. \] (20)

Similarly, considering (13) and (14), we obtain (21).

\[ \hat{\rho}^\text{HR} = k_p \hat{S}^\text{HR}_p \ast \hat{W}_p = k_p S^\text{HR}_b \ast \hat{W}_b = M^\text{HR}_b. \] (21)

Based on (20) and (21), a linear affine function is proposed to solve \( M^\text{HR}_b \), and is mathematically expressed as:

\[ \hat{\rho}^\text{HR} = m \rho^\text{HR} + n = M^\text{HR}_b. \] (22)

Thus, the problem is transformed into the problem of finding coefficients \( m \) and \( n \) to obtain \( M^\text{HR}_b \). In this work, the spectral matching based on scale regression between the HR-PAN image and HR-MS image is used to compute the coefficients \( m \) and \( n \) [42] as follows:

\[ m = \frac{\text{cov}(M^\text{HR}_b, \rho^\text{HR})}{\text{var}(\rho^\text{HR})}, \] (23)

\[ n = E(M^\text{HR}_b) - \frac{\text{cov}(M^\text{HR}_b, \rho^\text{HR})}{\text{var}(\rho^\text{HR})} E(\rho^\text{HR}), \] (24)

where, \( E(X) \) represents the mean of image \( X \). Therefore, we rewrite (16) as follows:

\[ M^\text{HR}_b = \hat{M}^\text{LR}_b \hat{\rho}^\text{HR} = \frac{\rho^\text{HR} - E(\rho^\text{HR}) + E(M^\text{HR}_b)}{\text{cov}(M^\text{HR}_b, \rho^\text{HR})} \frac{\text{cov}(M^\text{HR}_b, \rho^\text{HR})}{\text{var}(\rho^\text{HR})} - \frac{\rho^\text{LR} - E(\rho^\text{LR}) + E(M^\text{LR}_b)}{\text{cov}(M^\text{LR}_b, \rho^\text{LR})} \frac{\text{cov}(M^\text{LR}_b, \rho^\text{LR})}{\text{var}(\rho^\text{LR})}. \] (25)

According to the definition of the injection coefficients \( g_b \) based on the scale regression in (7), (25) can be written as follows:

\[ M^\text{HR}_b = \hat{M}^\text{LR}_b \hat{\rho}^\text{HR} = \frac{\rho^\text{HR} - E(\rho^\text{HR}) + E(M^\text{HR}_b)}{g_b}. \] (26)

As presented in (26), the scale regression is successfully added to HPM injection scheme.

C. Dual-Scale Regression Model

According to (7), the injection coefficients \( g_b \) based on the scale regression only consider the covariance of \( \rho^\text{HR} \) at a fine scale and \( M^\text{HR}_b \). Therefore, the scale regression information in \( g_b \) is single, which affects the performance of the proposed MRA based on the scale regression model. In order to enrich the scale information for scale regression and improve the final pansharpening results, the dual-scale information is introduced in the scale regression to construct the dual-scale regression. In other words, the proposed dual-scale regression not only considers the fine-scale information of the covariance between \( \rho^\text{HR} \) and \( M^\text{HR}_b \), but also the coarse-scale information of the covariance between \( \rho^\text{LR} \) and \( M^\text{LR}_b \). Thus, we obtain:

\[ g'_b = \mu \frac{\text{cov}(M^\text{HR}_b, \rho^\text{HR})}{\text{var}(\rho^\text{HR})} + (1 - \mu) \frac{\text{cov}(M^\text{LR}_b, \rho^\text{LR})}{\text{var}(\rho^\text{LR})}, \] (27)

where, \( \mu \) is adjusted to make the proposed method more flexible in different scenarios. In this section, the final injection coefficients are introduced to realize the dual-scale regression iteratively. In addition, a closed-form solution of the iterative
process is adopted, so that the iterative method achieves a considerable performance.

Now, we show that the dual-scale regression model is iterative and convergent. Appendix A demonstrates that the progress of the mathematical induction in detail. First, the initial injection coefficients \( g_b^0 \) are obtained for \( \hat{M}^{HR,0} = M^{LR} \) and is defined as:

\[
g_b^0 = \mu \frac{\text{cov}(\hat{M}^{LR}, P^{HR})}{\text{var}(P^{HR})} + (1 - \mu) \frac{\text{cov}(\hat{M}^{LR}, P^{LR})}{\text{var}(P^{LR})}.
\]  

(28)

Thus, the expression of \( g_b^{n-1} \) is obtained as:

\[
g_b^{n-1} = \left[ \mu \frac{\text{cov}(\hat{M}^{LR}, P^{HR})}{\text{var}(P^{HR})} + (1 - \mu) \frac{\text{cov}(\hat{M}^{LR}, P^{LR})}{\text{var}(P^{LR})} \right] - \sum_{i=0}^{n-1} \frac{1 - \text{cov}(P^{HR}, P^{LR})}{\text{var}(P^{HR})}.
\]  

(29)

Finally, in order to show that the dual-scale regression model is iterative and convergent, mathematical induction is used to obtain \( g_b^n \) derived from \( g_b^{n-1} \) in (30) as:

\[
g_b^n = \left[ \mu \frac{\text{cov}(\hat{M}^{LR}, P^{HR})}{\text{var}(P^{HR})} + (1 - \mu) \frac{\text{cov}(\hat{M}^{LR}, P^{LR})}{\text{var}(P^{LR})} \right] - \sum_{i=0}^{n-1} \frac{1 - \text{cov}(P^{HR}, P^{LR})}{\text{var}(P^{HR})}.
\]  

(30)

Similarly, the iterative process used in the regression requires a fixed point when \( n \) approaches infinity. Therefore, \( g_b^\infty \) is defined as follows:

\[
g_b^\infty = \lim_{n \rightarrow \infty} g_b^n = \left[ \mu \frac{\text{cov}(\hat{M}^{LR}, P^{HR})}{\text{var}(P^{HR})} + (1 - \mu) \frac{\text{cov}(\hat{M}^{LR}, P^{LR})}{\text{var}(P^{LR})} \right] - \sum_{i=0}^{\infty} \frac{1 - \text{cov}(P^{HR}, P^{LR})}{\text{var}(P^{HR})}.
\]  

(31)

Particularly, due to the fact that,

\[
0 < \left| \frac{1 - \text{cov}(P^{HR}, P^{LR})}{\text{var}(P^{HR})} \right| < 1.
\]  

(32)

We have,

\[
g_b^\infty = \frac{\text{cov}(\hat{M}^{LR}, P^{HR})}{\text{cov}(P^{HR}, P^{LR})} + (1 - \mu) \frac{\text{cov}(\hat{M}^{LR}, P^{LR})}{\text{cov}(P^{HR}, P^{LR})}.
\]  

(33)

As presented in (33), \( g_b^\infty \) has a fixed value. Based on (28) – (33), the proposed dual-scale regression model is iterative and convergent. When \( g_b \) reaches this fixed value, it is assumed that the convergence is achieved, and the iterative operations are stopped.

The process of the proposed MTF-GLP-HPM-DS is presented in Algorithm 2. The injection coefficients \( g_b \) are obtained after each iteration and substituted into (26) to obtain the pansharpening result. When the iterative process is stopped, the final pansharpening result is obtained. Fig. 1 shows the flowchart of MTF-GLP-HPM-DS pansharpening method.

**Algorithm 2 The proposed MTF-GLP-HPM-DS**

Input: an LR-MS image and an HR-PAN image

1) Interpolate the LR-MS image to the size of the HR-PAN image;

2) Obtain \( P^{LR} \) using the HR-PAN image by using the MTF-GLP;

3) Calculate the gain coefficients \( g_b \) by using (27);

**for** \( i = 0, ..., N - 1 \) **do**

- Calculate the injection coefficients \( g_b^i \) as:

\[
g_b^i = \mu \frac{\text{cov}(\hat{M}^{HR,i}, P^{HR})}{\text{cov}(P^{HR}, P^{LR})} + (1 - \mu) \frac{\text{cov}(\hat{M}^{HR,i}, P^{LR})}{\text{cov}(P^{HR}, P^{LR})}.
\]

- Use \( g_b^i \) to fuse the MS and PAN as follows:

\[
\hat{M}^{HR,i+1} = \hat{M}^{LR} - \text{E}(P^{HR}) + \text{E}(M^{HR})/g_b^i.
\]

**end**

4) Stop the iterative process;

Output: \( \hat{M}^{HR} \)
III. EXPERIMENTS

A. Experimental Design

There are two types of quality assessments used to evaluate pansharpening, namely, reduced resolution and full resolution. Please note that the pansharpening results should satisfy two metrics, including consistency and synthesis [2]. The consistency shows that the pansharpening result once degraded at the original MS resolution, should be spectrally similar to the original MS image as much as possible. The synthesis requires the pansharpening result to be similar to the image obtained by the MS sensor. Meanwhile, the reduced resolution evaluation is to reduce the resolution on the basis of the original MS image, so that the original MS image can be used as the reference image of the pansharpening result as they have the same size.

Reduced resolution assessment: We evaluate the synthesis property of Wald’s protocol [46, 47], and the following quality/distortion quantitative indices are used for performance evaluation.

The relative dimensionless global error in synthesis (ERGAS) [48] denotes a normalized dissimilarity index. It represents a global indicator of the multi-band distortion of the pansharpening results. Generally, a low ERGAS value indicates a high similarity between the pansharpening result and the reference MS image.

The spectral angle mapper (SAM) [49] represents an absolute value of the spectral angle between two-pixel vectors. When the pansharpening result is spectrally identical to the reference image, SAM is assumed to be ideal, i.e., zero.

Another (scalar) index of the pansharpening result with \(2^n\) bands is called Q-index, denoted as \(Q^{2^n}\) [50]. \(Q^{2^n}\) ranges between \([0, 1]\), and its ideal value is 1.

Full resolution assessment: The quality no-reference (QNR) protocol is used to perform the quality evaluation for the original resolution of the data [51] as follows:

\[
QNR = (1 - D_A) (1 - D_S)\theta ,
\]

(35)

where, \(Q(A, B)\) denotes the Q-index between \(A\) and \(B\); \(D_A\) denotes the spectral distortion, which is calculated using the original LR-MS image and the pansharpening result; \(D_S\) represents the spatial distortion, which combines the Q-index between the original LR-MS image and the LR-PAN image and the Q-index between the pansharpening result and the HR-PAN image. The parameter \(p\) is typically set to 1, \(\varepsilon\) and \(\theta\) represent the weight coefficients. It is notable that higher the QNR index, lower is the \(D_A\) index. A lower \(D_S\) index indicates a better quality of pansharpening result. Therefore, the maximum theoretical value of the QNR index is 1, when both \(D_A\) and \(D_S\) are equal to zero.

The performance of the proposed MTF-GLP-HPM-DS is compared with the state-of-the-art methods for MRA including:

- EXP: The MS image interpolation using a polynomial kernel with 23 coefficients [2].
- BT-H: The haze corrected version of the Brovey transform. [52]
- C-GSA: Context-adaptive Gram-Schmidt. [35]
- AWLP with revised statistical matching between PAN and MS bands [30].
- MTF-GLP: GLP with MTF-matched filter, unitary injection model, and revised statistical matching between the PAN and MS bands [33].
- MTF-GLP-REG-FS: GLP with MTF-matched filter with a full-scale regression-based injection model [41].
- MTF-GLP-CBD: GLP with MTF-matched filter and regression-based injection model [34].
- C-MTF-GLP-CBD: The context-based GLP with MTF-matched filter and regression-based spectral matching phase [42].
- MTF-GLP-HPM: GLP with MTF-matched filter with HPM injection model and revised statistical matching between the PAN and MS bands [36].
- MTF-GLP-HPM-H: GLP with MTF-matched filter with HPM injection model and haze correction [38].
- MTF-GLP-HPM-R: GLP with MTF-matched filter and HPM injection model with a preliminary regression-based spectral matching phase [42].
- MTF-GLP-HPM-PP: GLP with MTF-matched filter, multiplicative injection model and post-processing [39].

Please note that all the compared methods use the pansharpening toolbox available at http://openremotesensing.net /knowledgebase/a-new-benchmark-based-on-recent-advances-in-multispectral-pansharpening-revisiting-pansharpening-with-classical-and-emerging-pansharpening-methods/.

In addition, in order to highlight the performance of the proposed dual-scale regression, an MRA based on the scale regression model and improved using the HPM injection scheme described in Sections II-A and II-B, namely MTF-GLP-HPM-FS, is used as an additional comparative method for evaluating the proposed MTF-GLP-HPM-DS. All the experiments presented in this work are performed on a Pentium(R) Dual-core Processor (2.20 GHz) using MATLAB R2016 software.

B. Reduced Resolution

As presented in Table I, we use three datasets obtained by different sensors for evaluating the reduced resolution [53]. In the reduced resolution experiments, the reduced resolution input MS image and the reduced resolution input PAN image are obtained by performing low-pass filtering at a spatial resolution ratio of \(R = 4\).

Toulouse dataset: This dataset comprises images of buildings in an urban area of Toulouse (France), which are acquired by an aerial CNES platform. As shown in Fig. 2(a), the original MS images have a size of \(256 \times 256\) pixels, and have four spectral bands, and a spatial resolution of 0.6m. We use these as the reference images. The original PAN images are presented in Fig. 2(b). The size of each PAN image is \(1024 \times 1024\) pixels with a spatial resolution of 0.15m. As shown in Figs. 2(c) and 2(d), the reduced resolution MS image with a size of \(64 \times 64\) pixels and reduced resolution PAN image with a size of \(256 \times 256\) pixels are obtained by down-sampling the original MS and PAN images by using a low pass filter with a spatial resolution ratio of \(R = 4\). Therefore, the derived pansharpening result has a size of \(256 \times 256\) pixels and can be compared with the reference
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image. In this dataset, $\mu = 0.05$.

WorldView-3 sensor dataset: This dataset comprises imagery of green vegetation in the rural area. The original MS images have a size of $256 \times 256$ pixels, and have eight spectral bands, and a spatial resolution of $1.24m$. These are used as reference images. The original PAN images have a size of $1024 \times 1024$ pixels and a spatial resolution of $0.31m$. The spatial resolution ratio of $R = 4$ is used to produce the reduced resolution MS and PAN images. The instances of the WorldView-3 sensor dataset are shown in Fig. 3. The parameter $\mu$ for this dataset is 0.95.

IKONOS sensor dataset: This dataset comprises the images of water in suburban area. The original MS images have a size of $256 \times 256$ pixels, and have four spectral bands, and a spectral resolution of $4m$. These images are used as the reference images. The original PAN image has a size of $1024 \times 1024$ pixels and has a spatial resolution of $1m$. Similarly, the reduced resolution MS and PAN images are obtained by using the spatial resolution ratio of $R = 4$. The instances of the IKONOS sensor dataset are presented in Fig. 4. The parameter $\mu$ for this dataset is 0.5.

### TABLE I

| Dataset                | Spatial resolution | Spectral dimension | Dimension size  | Thematic scene | The parameter $\mu$ |
|------------------------|--------------------|--------------------|------------------|----------------|-------------------|
| Reduced resolution     |                    |                    |                  |                |                   |
| Toulouse dataset       | PAN                | 0.15m              | 1 band           | 1024 $\times$ 1024 | Buildings       | 0.05             |
|                        | MS                 | 0.6m               | 4 bands          | 256 $\times$ 256 $\times$ 4 |                  |                  |
| WorldView-3 sensor     | PAN                | 0.31m              | 1 band           | 1024 $\times$ 1024 | Vegetation     | 0.95             |
| dataset                | MS                 | 1.24m              | 8 bands          | 256 $\times$ 256 $\times$ 8 |                  |                  |
| IKONOS sensor dataset  | PAN                | 1m                 | 1 band           | 1024 $\times$ 1024 | Water          | 0.5              |
|                        | MS                 | 4m                 | 4 bands          | 256 $\times$ 256 $\times$ 4 |                |                  |
| Full resolution        |                    |                    |                  |                |                   |
| QuickBird sensor       | PAN                | 0.61m              | 1 band           | 1024 $\times$ 1024 | Water          | 0.05             |
| dataset                | MS                 | 2.44m              | 4 bands          | 256 $\times$ 256 $\times$ 4 |                |                  |
| WorldView-2 sensor     | PAN                | 0.5m               | 1 band           | 1024 $\times$ 1024 | Buildings      | 0.05             |
| dataset                | MS                 | 2m                 | 8 bands          | 256 $\times$ 256 $\times$ 8 |                |                  |

Fig. 2. Toulouse dataset (a) original MS image (b) original PAN image (c) reduced resolution MS image (d) reduced resolution PAN image

Fig. 3. WorldView-3 sensor data set (a) original MS image (b) original PAN image (c) reduced resolution MS image (d) reduced resolution PAN image

Fig. 4. IKONOS sensor data set (a) original MS image (b) original PAN image (c) reduced resolution MS image (d) reduced resolution PAN image
Fig. 5. Results of Toulouse dataset at reduced resolution. (a) EXP. (b) BT-H. (c) C-GSA. (d) AWLP. (e) MTF-GLP. (f) MTF-GLP-FS. (g) MTF-GLP-CBD. (h) C-MTF-GLP-CBD. (i) MF. (j) MTF-GLP-HPM. (k) MTF-GLP-HPM-R. (l) MTF-GLP-HPM-H. (m) MTF-GLP-HPM-PP. (n) MTF-GLP-HPM-FS. (o) MTF-GLP-HPM-DS.

Fig. 6. Sub-areas of SAM maps for Toulouse dataset at reduced resolution. (a) EXP. (b) BT-H. (c) C-GSA. (d) AWLP. (e) MTF-GLP. (f) MTF-GLP-FS. (g) MTF-GLP-CBD. (h) C-MTF-GLP-CBD. (i) MF. (j) MTF-GLP-HPM. (k) MTF-GLP-HPM-R. (l) MTF-GLP-HPM-H. (m) MTF-GLP-HPM-PP. (n) MTF-GLP-HPM-FS. (o) MTF-GLP-HPM-DS.
Fig. 7. Results of WorldView-3 dataset at reduced resolution. (a) EXP. (b) BT-H. (c) C-GSA. (d) AWLP. (e) MTF-GLP. (f) MTF-GLP-FS. (g) MTF-GLP-CBD. (h) C-MTF-GLP-CBD. (i) MF. (j) MTF-GLP-HPM. (k) MTF-GLP-HPM-R. (l) MTF-GLP-HPM-H. (m) MTF-GLP-HPM-PP. (n) MTF-GLP-HPM-FS. (o) MTF-GLP-HPM-DS.

Fig. 8. Sub-areas of SAM maps for WorldView-3 dataset at reduced resolution. (a) EXP. (b) BT-H. (c) C-GSA. (d) AWLP. (e) MTF-GLP. (f) MTF-GLP-FS. (g) MTF-GLP-CBD. (h) C-MTF-GLP-CBD. (i) MF. (j) MTF-GLP-HPM. (k) MTF-GLP-HPM-R. (l) MTF-GLP-HPM-H. (m) MTF-GLP-HPM-PP. (n) MTF-GLP-HPM-FS. (o) MTF-GLP-HPM-DS.
To show the differences of pansharpened images better in reduced resolution experiments, the SAM error maps of the sub-areas which are framed in Fig. 2(a), Fig. 3(a) and Fig. 4(a) are shown in Fig. 6, Fig. 8 and Fig. 10. The pansharpening results of the Toulouse dataset at reduced resolution are shown in Fig. 5 and the SAM error maps are shown in Fig. 6. It is
evident that MTF-GLP-HPM-DS in Fig. 5(o) is most similar to the reference image presented in Fig. 2(a). There is the least error in Fig. 6(o). Three evaluation indices at reduced resolution are presented in Table II, where it can be seen that Q2μ is equal to Q4 due to four spectral bands in the Toulouse sensor dataset. The three evaluation indices demonstrate that the proposed MTF-GLP-HPM-DS has a better performance in terms of Wald’s protocol as compared to the other methods. Although the SAM of MTF-GLP-HPM-DS is not better than the best result, the values of Q4 of the proposed method are closest to 1 as compared to the other methods, while its ERGAS value is the lowest.

The WorldView-3 dataset is used to illustrate the performance of the proposed method on MS images with eight spectral bands. In this test, Q2μ is equal to Q8. The visual performance and quality assessment of fifteen pansharpening results for the WorldView-3 sensor dataset at a reduced resolution are shown in Fig. 7, the SAM error maps in Fig. 8 and Table III. The results show that the proposed MTF-GLP-HPM-DS achieves the best performance in terms of both the visual and index comparison.

### Table II

| Reference  | Q4 | SAM | ERGAS |
|------------|----|-----|-------|
| EXP        | 1.000 | 0.000 | 0.000 |
| BT-H       | 0.825 | 4.625 | 5.831 |
| C_GSA      | 0.873 | 5.553 | 4.974 |
| AWLP       | 0.872 | 7.386 | 4.747 |
| MTF-GLP    | 0.869 | 4.836 | 5.016 |
| MTF-GLP-FS | 0.891 | 5.124 | 4.139 |
| MTF-GLP-CBD| 0.890 | 5.389 | 4.030 |
| C-MTF-GLP-CBD | 0.872 | 6.955 | 4.419 |
| MF         | 0.896 | 4.202 | 3.804 |
| MTF-GLP-HPM| 0.872 | 4.219 | 4.873 |
| MTF-GLP-HPM-R | 0.891 | 5.569 | 4.209 |
| MTF-GLP-HPM-H | 0.890 | 5.676 | 5.162 |
| MTF-GLP-HPM-PP | 0.863 | 4.916 | 4.239 |
| MTF-GLP-HPM-FS | 0.891 | 5.569 | 4.209 |
| MTF-GLP-HPM-DS | 0.901 | 5.168 | 3.808 |

### Table III

| Reference | Q8 | SAM | ERGAS |
|-----------|----|-----|-------|
| EXP       | 1.000 | 0.000 | 0.000 |
| BT-H      | 0.825 | 6.331 | 3.613 |
| C_GSA     | 0.784 | 7.114 | 4.146 |
| AWLP      | 0.825 | 8.904 | 4.258 |
| MTF-GLP   | 0.820 | 6.326 | 3.600 |
| MTF-GLP-FS| 0.826 | 6.306 | 3.550 |
| MTF-GLP-CBD| 0.827 | 6.177 | 3.585 |
| C-MTF-GLP-CBD | 0.794 | 7.165 | 4.119 |
| MF        | 0.820 | 6.894 | 3.820 |
| MTF-GLP-HPM| 0.822 | 6.252 | 3.647 |
| MTF-GLP-HPM-R | 0.826 | 6.245 | 3.564 |
| MTF-GLP-HPM-H | 0.827 | 6.273 | 3.538 |
| MTF-GLP-HPM-PP | 0.807 | 7.340 | 3.963 |
| MTF-GLP-HPM-FS | 0.826 | 6.253 | 3.537 |
| MTF-GLP-HPM-DS | 0.828 | 6.214 | 3.532 |

The visual comparison and quality assessment of fifteen pansharpening results obtained using the IKONOS sensor dataset at a reduced resolution are shown in Fig. 9, the SAM error maps in Fig. 10 and Table IV. The results in Table IV show that the proposed MTF-GLP-HPM-DS method obtains the highest value in for Q4 and lowest value for SAM among all the compared methods. Although the value of ERGAS for the MTF-GLP-HPM-DS method is not the lowest, it is very close to the best-obtained value of the MF method. This was because a lower μ value brought a better Q-index and SAM value but a worse ERGAS, so μ of 0.5 was used to balance the performance. In general, the proposed method achieves the best performance among all the compared methods.

### C. Full Resolution

We evaluate two datasets under a full resolution [54, 55] as shown in Table I.

QuickBird sensor dataset: This dataset is acquired under the water in a suburban area. In the full-resolution assessment, the original MS images have a size of 256 × 256 pixels, have four spectral bands, and a spatial resolution of 2.44 m, as shown in Fig. 11(a). The original PAN images have a size of 1024 × 1024 pixels and a spatial resolution of 0.61 m, as shown in Fig. 11(b). These images are directly used as the input data. Therefore, the derived pansharpening result has a size of 1024 × 1024 pixels. Here, the parameter μ is 0.05.

### Table IV

| Reference | Q4 | SAM | ERGAS |
|-----------|----|-----|-------|
| EXP       | 1.000 | 0.000 | 0.000 |
| BT-H      | 0.840 | 1.786 | 2.963 |
| C_GSA     | 0.751 | 1.623 | 2.100 |
| AWLP      | 0.777 | 1.287 | 1.852 |
| MTF-GLP   | 0.765 | 1.377 | 1.892 |
| MTF-GLP-FS| 0.790 | 1.345 | 1.885 |
| MTF-GLP-CBD| 0.780 | 1.345 | 1.884 |
| MF        | 0.762 | 1.330 | 1.842 |
| MTF-GLP-HPM| 0.775 | 1.252 | 1.673 |
| MTF-GLP-HPM-R | 0.786 | 1.220 | 1.675 |
| MTF-GLP-HPM-H | 0.773 | 1.444 | 1.763 |
| MTF-GLP-HPM-PP | 0.731 | 1.486 | 2.004 |
| MTF-GLP-HPM-FS | 0.786 | 1.206 | 1.674 |
| MTF-GLP-HPM-DS | 0.786 | 1.220 | 1.674 |

WorldView-2 sensor dataset: This dataset comprises the images of buildings in an urban area. The original MS image with a size of 256 × 256 pixels, eight spectral bands, and a spatial resolution of 2m is presented in Fig. 12(a). The original PAN image with a size of 1024 × 1024 pixels and a spatial resolution of 0.5m is displayed in Fig. 12(b). For this dataset, μ = 0.05.

### Table V

| Reference | D3 | D4 | QNR |
|-----------|----|----|-----|
| EXP       | 0.000 | 0.000 | 1.000 |
| BT-H      | 0.147 | 0.241 | 0.648 |
| C_GSA     | 0.178 | 0.247 | 0.618 |
| AWLP      | 0.130 | 0.166 | 0.725 |
| MTF-GLP   | 0.098 | 0.154 | 0.726 |
| MTF-GLP-FS| 0.041 | 0.090 | 0.872 |
| MTF-GLP-CBD| 0.040 | 0.093 | 0.875 |
| MF        | 0.012 | 0.155 | 0.740 |
| MTF-GLP-HPM| 0.099 | 0.154 | 0.760 |
| MTF-GLP-HPM-R | 0.145 | 0.212 | 0.672 |
| MTF-GLP-HPM-H | 0.041 | 0.089 | 0.872 |
| MTF-GLP-HPM-PP | 0.046 | 0.180 | 0.697 |
| MTF-GLP-HPM-FS | 0.041 | 0.090 | 0.872 |
| MTF-GLP-HPM-DS | 0.040 | 0.089 | 0.872 |
Fig. 11. QuickBird sensor data set. (a) original MS image (b) original PAN image

Fig. 12. WorldView-2 sensor dataset. (a) original MS image (b) original PAN image

Fig. 13. Results of QuickBird sensor dataset at full resolution. (a) EXP. (b) BT-H. (c) C-GSA. (d) AWLP. (e) MTF-GLP. (f) MTF-GLP-FS. (g) MTF-GLP-CBD. (h) C-MTF-GLP-CBD. (i) MF. (j) MTF-GLP-HPM. (k) MTF-GLP-HPM-R. (l) MTF-GLP-HPM-H. (m) MTF-GLP-HPM-PP. (n) MTF-GLP-HPM-FS. (o) MTF-GLP-HPM-DS.
Fig. 14. Sub-areas of QuickBird sensor dataset at full resolution. (a) EXP. (b) BT-H. (c) C-GSA. (d) AWLP. (e) MTF-GLP. (f) MTF-GLP-FS. (g) MTF-GLP-CBD. (h) C-MTF-GLP-CBD. (i) MF. (j) MTF-GLP-HPM. (k). MTF-GLP-HPM-R. (l) MTF-GLP-HPM-H. (m) MTF-GLP-HPM-PP. (n) MTF-GLP-HPM-FS. (o) MTF-GLP-HPM-DS.

Fig. 15. Results of WorldView-2 sensor dataset at full resolution. (a) EXP. (b) BT-H. (c) C-GSA. (d) AWLP. (e) MTF-GLP. (f) MTF-GLP-FS. (g) MTF-GLP-CBD. (h) C-MTF-GLP-CBD. (i) MF. (j) MTF-GLP-HPM. (k). MTF-GLP-HPM-R. (l) MTF-GLP-HPM-H. (m) MTF-GLP-HPM-PP. (n) MTF-GLP-HPM-FS. (o) MTF-GLP-HPM-DS.
Because there are no reference images in full resolution experiments, the sub-areas which are framed in Fig. 11(a) and Fig. 12(a) are magnified in Fig. 14 and Fig. 16. The visual results and evaluation indicators of the QuickBird dataset obtained by using the fifteen pansharpening methods at a full resolution are presented in Fig. 13, the sub-areas in Fig. 14 and Table V. The experimental results show that the proposed MTF-GLP-HPM-DS achieves the best performance among all the compared methods. The MTF-GLP-HPM-DS method has the smallest $D_A$ and $D_S$, and the QNR is very close to 1.

The pansharpening results and evaluation indicators for the WorldView-2 dataset [56] are shown in Fig. 15, the sub-areas in Fig. 16 and Table VI. Similar to the results obtained by using the QuickBird sensor dataset at a full resolution, the proposed MTF-GLP-HPM-DS obtains the lowest values for $D_A$ and $D_S$ and the highest QNR value among all the compared methods. These results confirm that the proposed method has a good capability to process the urban-scenario images. Based on the overall results, the proposed MTF-GLP-HPM-DS is always superior to the other state-of-the-art methods in terms of both the reduced resolution assessment and the full-resolution assessment.

### IV. Discussion

#### A. Spatial Resolution Ratio $R$

The different values of $R$ indicate that the reduced-resolution MS with a different resolution is obtained. Therefore, this experiment evaluates the performance of the proposed MTF-GLP-HPM-DS method for another spatial resolution ratio, i.e., $R = 2$, for MS on the Toulouse and IKONOS datasets. In this experiment, the reduced resolution PAN image is again obtained by down-sampling the original PAN image using a low pass filter with a spatial resolution ratio of $R = 4$. The pansharpening result still has the same size as the original reference image [57]. The three evaluation indicators of the fifteen methods at a reduced resolution are given in Tables VII and VIII.

Based on the results presented in Tables VII and VIII, at $R = 2$, the proposed method shows a good performance on both datasets among all the compared methods. Therefore, the proposed method is suitable for MS with a different resolution.

#### TABLE VI

| Assessment for the WorldView-2 sensor data set of fifteen methods at full resolution. |
|---------------------------------|---|---|---|
|                               | $D_A$ | $D_S$ | QNR |
| Reference                      | 0.0000 | 0.0000 | 1.0000 |
| EXP                            | 0.0000 | 0.0598 | 0.9402 |
| BT-H                           | 0.0642 | 0.0752 | 0.8654 |
| C-GSA                          | 0.0537 | 0.0719 | 0.8783 |
| AWLP                           | 0.0673 | 0.0504 | 0.8857 |
| MTF-GLP                        | 0.0879 | 0.0687 | 0.8495 |
| MTF-GLP-FS                     | 0.0592 | 0.0577 | 0.8865 |
| MTF-GLP-CBD                    | 0.0578 | 0.0570 | 0.8885 |
| C-MTF-GLP-CBD                  | 0.0513 | 0.0502 | 0.9010 |
| MF                             | 0.0904 | 0.0644 | 0.8510 |
| MTF-GLP-HPM                    | 0.0745 | 0.0659 | 0.8645 |
| MTF-GLP-HPM-R                  | 0.0456 | 0.0482 | 0.9084 |
| MTF-GLP-HPM-H                  | 0.0858 | 0.0692 | 0.8509 |
| MTF-GLP-HPM-PP                 | 0.1132 | 0.0847 | 0.8117 |
| MTF-GLP-HPM-FS                 | 0.0464 | 0.0486 | 0.9072 |
| MTF-GLP-HPM-DS                 | 0.0449 | 0.0480 | 0.9093 |

#### TABLE VII

| Assessment for the Toulouse dataset of fifteen methods at reduced resolution ($R=2$). |
|---------------------------------|---|---|---|
|                               | O4  | SAM | ERGAS |
| Reference                      | 1.0000 | 0.0000 | 0.0000 |
| EXP                            | 0.8876 | 2.6160 | 7.0879 |
| BT-H                           | 0.9022 | 3.4394 | 8.1403 |
| C-GSA                          | 0.9060 | 4.2420 | 7.4354 |
| AWLP                           | 0.9135 | 4.1264 | 8.2869 |
| MTF-GLP                        | 0.9204 | 2.9081 | 7.1719 |
| MTF-GLP-FS                     | 0.9386 | 2.7952 | 5.9342 |
| MTF-GLP-CBD                    | 0.9368 | 2.8763 | 6.0394 |
| MTF-GLP-HPM                    | 0.9452 | 3.4686 | 5.5504 |
| MTF-GLP-HPM-H                  | 0.9437 | 2.4299 | 6.0302 |
| MTF-GLP-HPM-PP                 | 0.9253 | 2.5444 | 6.9112 |
| MTF-GLP-HPM-R                  | 0.9136 | 3.6958 | 7.8724 |
| MTF-GLP-HPM-H                  | 0.9377 | 3.0260 | 6.0368 |
| MTF-GLP-HPM-PP                 | 0.9217 | 3.1198 | 6.8027 |
| MTF-GLP-HPM-FS                 | 0.9393 | 2.9393 | 5.9480 |
| MTF-GLP-HPM-DS                 | 0.9466 | 2.8619 | 5.4913 |
TABLE VIII
Assessment for the IKONOS sensor data set of fifteen methods at reduced resolution (R=2).

| Reference | Q4 | SAM | ERGAS |
|-----------|----|-----|-------|
| EXP       | 1.000 | 0.000 | 0.000 |
| BT-H      | 0.8335 | 0.9262 | 4.0893 |
| C-GSA     | 0.7944 | 1.1215 | 3.1648 |
| AWLP      | 0.7769 | 1.2416 | 3.4222 |
| MTF-GLP   | 0.8365 | 1.0038 | 3.0719 |
| MTF-GLP-FS| 0.8380 | 0.9820 | 2.5825 |
| MTF-GLP-CBD| 0.8480 | 0.9816 | 2.5846 |
| MTF-GLP-CBD| 0.8260 | 1.1290 | 2.7352 |
| MF        | 0.8303 | 1.0405 | 2.9886 |
| MTF-GLP-HPM| 0.8429 | 0.9141 | 2.3077 |
| MTF-GLP-HPM-R| 0.8516 | 0.9056 | 2.3064 |
| MTF-GLP-HPM-H| 0.8423 | 1.0169 | 2.4341 |
| MTF-GLP-HPM-PP| 0.8417 | 0.9298 | 2.5863 |
| MTF-GLP-HPM-FS| 0.8516 | 0.9056 | 2.3063 |
| MTF-GLP-HPM-DS| 0.8517 | 0.9055 | 2.3058 |

B. Parameter μ

The parameter μ is introduced to balance the influence of fine \( M^R \), fine \( P^R \) and coarse \( P^L \) on (22). Considering the aforementioned experimental results for the reduced resolution and full-resolution assessments, the parameter μ is vital for the MTF-GLP-HPM-DS method and makes the proposed method more flexible towards different sensors and imagery as compared to the other MRA methods. In this experiment, the impact of parameter μ is studied for different sensors and images scenarios. The three datasets for reduced resolution experiments include Toulouse dataset comprising buildings in an urban area, WorldView-3 sensor dataset comprising green vegetation in rural areas, and IKONOS sensor dataset comprising water in a suburban area. The two datasets used for full resolution experiments include QuickBird sensor dataset comprising water in a suburban area and WorldView-2 sensor dataset comprising buildings in an urban area. Therefore, we vary the parameter μ in the range of [0.05, 0.95] with a step size of 0.1 for three datasets used in reduced resolution experiments and two datasets used in full resolution experiments.

In the reduced resolution experiments, the ERGAS, Q-index, and SAM of the proposed method on the three datasets for \( R = 4 \) are shown in Figs. 17–19. As shown in Figs. 17 (a), 18 (a) and 19(a), the ERGAS value for Toulouse dataset increases with μ, while it decreases for WorldView-3 and IKONOS sensor datasets. As shown in Figs. 17 (b), 18 (b) and 19(b), the Q-index value for Toulouse dataset and IKONOS sensor dataset decreases with μ, while it increases for WorldView-3 sensor dataset. As shown in Figs. 17 (c), 18 (c) and 19(c), the SAM value for Toulouse dataset increases with μ while it decreases for WorldView-3 sensor dataset and IKONOS sensor dataset. Thus, as the value of μ increases, the values of ERGAS and Q-index for Toulouse dataset became worse, but the value of SAM is improved. As compared to the WorldView-3 sensor data set, the changes are opposite. The change for IKONOS sensor is not obvious as compared with the other two datasets. Considering that the proposed method achieves the best performance among all the methods, μ should be selected appropriately which made several indicators of the proposed method were better than those of the other fourteen methods.

In the full resolution experiments, the values of \( D_A, D_S \), and QNR for different μ on the two datasets are shown in Figs. 20-21. As shown in Figs. 20-21, the value of μ should be as low as possible. This is because the better Q-index directly results in better \( D_A, D_S \), and QNR according to (35). Therefore, as the value of μ increases, the value of Q-index worsens. Thus, μ is set to 0.05 for the two datasets at full resolution to achieve good performance in terms of several indicators.

![Fig.17](image1.png)

![Fig.18](image2.png)
C. ERGAS for different R

For IKONOS dataset evaluation performed in previous experiment, we conclude that a lower $\mu$ leads to a better Q-index and SAM, but worsens the ERGAS. In order to further illustrate this effect, we test the ERGAS maps for IKONOS sensor dataset at $R = 4$ and $R = 8$. As shown in Fig. 22, whether $R = 4$ and $R = 8$, the ERGAS decreases with an increase in $\mu$. Thus, for two different $R$, the $\mu$ should be higher in order to obtain better ERGAS. For IKONOS dataset evaluation performed in previous experiment, the parameter $\mu$ is set to 0.5 by balancing the other indices in order to obtain the best pansharpening results.

D. Processing Time

The processing time is another important evaluation index of the proposed method’s performance. The processing time of the
fourteen pansharpening methods for the datasets at reduced and full resolutions are presented in Tables IX and X, respectively. As shown in Tables IX and X, although the execution time of the proposed method is not the shortest, the processing time of the proposed MTF-GLP-HPM-FS is relatively short as compared with the other MTF-GLP-HPM methods. MTF-GLP-HPM-DS method requires one more scale to consider than MTF-GLP-HPM-FS, thus, the proposed MTF-GLP-HPM-DS obtains an excellent result at the cost of a longer execution time.

### TABLE IX

| Method      | Toulouse | WorldView-3 | IKONOS |
|-------------|----------|-------------|--------|
| BT-H        | 0.1198s  | 0.0263s     | 0.1193s|
| C-GSA       | 0.9131s  | 0.7720s     | 0.5233s|
| AWLP        | 0.1954s  | 0.2787s     | 0.2131s|
| MTF-GLP     | 0.4096s  | 0.6924s     | 0.4229s|
| MTF-GLP-FS  | 0.2171s  | 0.4261s     | 0.2142s|
| MTF-GLP-CBD | 0.2057s  | 0.4873s     | 0.2018s|
| C-MTF-GLP-CBD | 0.8799s  | 1.1324s     | 0.7872s|
| MFP         | 0.2665s  | 0.3676s     | 0.2652s|
| MTF-GLP-HPM | 0.3431s  | 0.7838s     | 0.3301s|
| MTF-GLP-HPM-R | 0.2005s  | 0.3920s     | 0.3242s|
| MTF-GLP-HPM-H | 0.2854s  | 0.5313s     | 0.2543s|
| MTF-GLP-HPM-PP | 0.3881s  | 0.6846s     | 0.3441s|
| MTF-GLP-HPM-FS | 0.1977s  | 0.3963s     | 0.1993s|
| MTF-GLP-HPM-DS | 0.2627s  | 0.4278s     | 0.2324s|

### TABLE X

The processing time of the previous data sets of fourteen methods at full resolution.

| Method      | QuickBird | WorldView-2 |
|-------------|-----------|-------------|
| BT-H        | 0.8674s   | 0.7799s     |
| C-GSA       | 3.7031s   | 10.7593s    |
| AWLP        | 3.3242s   | 4.7588s     |
| MTF-GLP     | 2.5477s   | 6.1608s     |
| MTF-GLP-FS  | 0.9946s   | 3.2501s     |
| MTF-GLP-CBD | 1.0837s   | 2.9076s     |
| C-MTF-GLP-CBD | 4.7031s  | 8.7207s     |
| MFP         | 1.4570s   | 1.8177s     |
| MTF-GLP-HPM | 1.9156s   | 4.6775s     |
| MTF-GLP-HPM-R | 1.2193s  | 3.8175s     |
| MTF-GLP-HPM-H | 1.6818s  | 3.4326s     |
| MTF-GLP-HPM-PP | 2.1775s  | 4.4590s     |
| MTF-GLP-HPM-FS | 1.0439s  | 2.7141s     |
| MTF-GLP-HPM-DS | 1.1478s  | 3.0216s     |

### E. Limitations

In this work, we build a dual-scale estimation of the HPM injection scheme model for regression based on MRA pansharpening method. It is worth noting that the manual adjustment of the parameter $\mu$ is accomplished based on many experiments. This means that any change in parameter $\mu$ requires us to modify the values and then again find the most suitable $\mu$, which requires us to perform plenty of experiments. In addition, the accuracy of the parameters obtained by manual adjustment is not too high. Moreover, the processing time of the proposed method can be further improved by using a simplified model.

### V. Conclusion

In this work, we propose an MRA method for pansharpening based on dual-scale regression, which achieves a better pansharpening result as compared to various state-of-the-art MRA pansharpening methods. In the proposed method, an MRA model based on the scale regression is established. Then, this model is improved by adding the scale regression to the HPM injection scheme. The fine-scale information and coarse-scale information are integrated by the weight parameter and added to the scale regression to construct dual-scale regression, generating the final pansharpening result. The proposed method has two main advantages, including more scale information (fine-scale and coarse-scale information) for the scale regression and better adaptability towards different scenarios obtained by adjusting the weight parameter. The experimental results of the proposed method obtained using the two four-band datasets (the QuickBird and IKONOS datasets) and two eight-band datasets (the WorldView-2 and WorldView-3 datasets) demonstrate a good performance achieved within an acceptable time. The experimental results show that the performance of the proposed MTF-GLP-HPM-DS method is better for both the reduced and full-resolution assessments as compared to the other MRA methods.

In this work, an appropriate weight parameter $\mu$ is obtained experimentally. However, manual adjustment of parameter $\mu$ can be further improved, and the self-adaptability of this parameter can be considered in the future.

### APPENDIX A

We show that the dual-scale regression model is iterative and convergent step by step. First, the initial injection coefficients $g_b^0$ are obtained for $M_{b, HR,0} = M_{b, LR}$ and is defined as:

$$g_b^0 = \mu \frac{\text{cov}(\hat{M}_{b, LR}^1, P_{HR}^1)}{\text{var}(P_{HR}^1)} + (1 - \mu) \frac{\text{cov}(\hat{M}_{b, LR}^1, P_{LR}^1)}{\text{var}(P_{LR}^1)}.$$  \hspace{1cm} (34)

Then, $g_b^1$ can be expressed as follows:

$$g_b^1 = \mu \frac{\text{cov}(\hat{M}_{b, HR,1}, P_{HR}^1)}{\text{var}(P_{HR}^1)} + (1 - \mu) \frac{\text{cov}(\hat{M}_{b, HR,1}, P_{LR}^1)}{\text{var}(P_{LR}^1)}$$

$$\text{cov}(\hat{M}_{b, LR}^1, P_{HR}^1) + \text{cov}(\hat{M}_{b, LR}^1, P_{LR}^1)$$

$$= \mu \frac{\text{cov}(\hat{M}_{b, LR}^1, P_{HR}^1) + (1 - \mu) \text{cov}(\hat{M}_{b, LR}^1, P_{LR}^1)}{\text{var}(P_{HR}^1)}$$

$$+ (1 - \mu) \frac{\text{cov}(\hat{M}_{b, HR,1} + g_b^0(P_{HR} - P_{LR}), P_{LR}^1)}{\text{var}(P_{LR}^1)}$$

$$= \mu \frac{\text{cov}(\hat{M}_{b, LR}^1, P_{HR}^1) + (1 - \mu) \text{cov}(\hat{M}_{b, LR}^1, P_{LR}^1)}{\text{var}(P_{HR}^1)}$$

$$+ (1 - \mu) \frac{\text{cov}(\hat{M}_{b, HR,1} + g_b^0(P_{HR} - P_{LR}), P_{LR}^1)}{\text{var}(P_{LR}^1)}$$

$$= \mu \frac{\text{cov}(\hat{M}_{b, LR}^1, P_{HR}^1) + (1 - \mu) \text{cov}(\hat{M}_{b, LR}^1, P_{LR}^1)}{\text{var}(P_{HR}^1)}$$

$$+ (1 - \mu) \frac{\text{cov}(\hat{M}_{b, HR,1} + g_b^0(P_{HR} - P_{LR}), P_{LR}^1)}{\text{var}(P_{LR}^1)}$$

$$= \mu \frac{\text{cov}(\hat{M}_{b, LR}^1, P_{HR}^1) + (1 - \mu) \text{cov}(\hat{M}_{b, LR}^1, P_{LR}^1)}{\text{var}(P_{HR}^1)}$$

$$+ (1 - \mu) \frac{\text{cov}(\hat{M}_{b, HR,1} + g_b^0(P_{HR} - P_{LR}), P_{LR}^1)}{\text{var}(P_{LR}^1)}$$

$$= \mu \frac{\text{cov}(\hat{M}_{b, LR}^1, P_{HR}^1) + (1 - \mu) \text{cov}(\hat{M}_{b, LR}^1, P_{LR}^1)}{\text{var}(P_{HR}^1)}$$

$$+ (1 - \mu) \frac{\text{cov}(\hat{M}_{b, HR,1} + g_b^0(P_{HR} - P_{LR}), P_{LR}^1)}{\text{var}(P_{LR}^1)}$$

$$= \mu \frac{\text{cov}(\hat{M}_{b, LR}^1, P_{HR}^1) + (1 - \mu) \text{cov}(\hat{M}_{b, LR}^1, P_{LR}^1)}{\text{var}(P_{HR}^1)}$$

$$+ (1 - \mu) \frac{\text{cov}(\hat{M}_{b, HR,1} + g_b^0(P_{HR} - P_{LR}), P_{LR}^1)}{\text{var}(P_{LR}^1)}$$
Similarly, the iterative process used in the regression requires a fixed point when \( n \) approaches infinity. Therefore, \( g_b^* \) is defined as follows:

\[
\begin{align*}
g_b^* &= \lim_{n \to \infty} g_b^n \\
&= \left[ \frac{\mu \text{cov} (\hat{M}_b^{LR}, P_{HR})}{\text{var}(P_{HR})} + (1 - \mu) \frac{\text{cov} (\hat{M}_b^{LR}, P_{LR})}{\text{var}(P_{HR})} \right] \\
&\quad \sum_{i=0}^{\infty} \left[ 1 - \frac{\text{cov}(P_{HR}, P_{LR})}{\text{var}(P_{HR})} \right]^i \\
&= \left[ \frac{\mu \text{cov} (\hat{M}_b^{LR}, P_{HR})}{\text{var}(P_{HR})} + (1 - \mu) \frac{\text{cov} (\hat{M}_b^{LR}, P_{LR})}{\text{var}(P_{HR})} \right] \\
&\quad \sum_{i=0}^{\infty} 1 - \left[ \frac{\text{cov}(P_{HR}, P_{LR})}{\text{var}(P_{HR})} \right]^i.
\end{align*}
\]  

(38)

Particularly, due to the fact that,

\[
0 < \left| 1 - \frac{\text{cov}(P_{HR}, P_{LR})}{\text{var}(P_{HR})} \right| < 1.
\]  

(39)

We have,

\[
\begin{align*}
g_b^* &= \left[ \frac{\mu \text{cov} (\hat{M}_b^{LR}, P_{HR})}{\text{var}(P_{HR})} + (1 - \mu) \frac{\text{cov} (\hat{M}_b^{LR}, P_{LR})}{\text{var}(P_{HR})} \right] \\
&= \left[ \frac{\mu \text{cov} (\hat{M}_b^{LR}, P_{HR})}{\text{var}(P_{HR})} + (1 - \mu) \frac{\text{cov} (\hat{M}_b^{LR}, P_{LR})}{\text{var}(P_{HR})} \right] \\
&\quad \sum_{i=0}^{\infty} \left[ 1 - \frac{\text{cov}(P_{HR}, P_{LR})}{\text{var}(P_{HR})} \right]^i \\
&= \left[ \frac{\mu \text{cov} (\hat{M}_b^{LR}, P_{HR})}{\text{var}(P_{HR})} + (1 - \mu) \frac{\text{cov} (\hat{M}_b^{LR}, P_{LR})}{\text{var}(P_{HR})} \right] \\
&\quad \sum_{i=0}^{\infty} 1 - \left[ \frac{\text{cov}(P_{HR}, P_{LR})}{\text{var}(P_{HR})} \right]^i.
\end{align*}
\]  

(40)
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