Imprint of Early Dark Energy in Stochastic Gravitational Wave Background
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Early dark energy that relieves Hubble tension leaves a fingerprint in the primordial stochastic gravitational wave (GW) background that originates from cosmic string network. The signal is not only detectable with future planned GW experiments, but also distinguishable from other astrophysical and cosmological signals in the GW frequency spectrum. We find that the cosmic string GW spectrum can probe other new physics that influence the universe in post-Big-Bang-Nucleosynthesis with mid-band GW detection, which extends GW cosmic archaeology search region.

INTRODUCTION

Gravitational waves (GWs) search technologies [1–5] have strong ongoing research interest. Implications from these developments focus not only on discovering new astrophysical objects [6, 7], but also probing gravitation physics [8–13] and non-standard cosmologies [14–21]; and GW observations has been used to measure the current Hubble rate $H_0$ [22–26], but not yet sufficiently precise to resolve the Hubble tension.

The tension is a Hubble rate discrepancy between local observations, such as supernovae signals [27–32], lensing time delays [33–39] and non-local searches, e.g. the cosmic microwave background (CMB) [40–43]. Local measurements confirm $H_0$ is approximately five sigma statistical significance above observation in the CMB with assuming standard cosmological model ($\Lambda$CDM). This strong disagreement has been closely examined using many statistical [44–47] and measurement methods [32, 37, 48–51], and re-examining potential technical issues [52–57] in both local and CMB measurements (see reviews [49, 58–61]). Various evidence suggests the discrepancy arises due to a currently unknown physical phenomenon outside conventional $\Lambda$CDM predictions.

V. Poulin et al. [62–64] showed that early dark energy (EDE) behaves as a cosmological constant when comoving scaling factor $a(t)$ is smaller than critical $a_c \sim 10^{-4}$, and is then diluted faster or equal to radiation-like component to relieve the Hubble tension. EDE contributes up to 20% energy density of the universe (model-dependent) at $a_c$, consequently accelerating the universe expansion and hence slightly delaying the universe entering the matter-domination era. This framework brings $H_0$ in estimated CMB to be consistent with local measurements and also with measured high and low redshifts [65–73].

We adopted the simplest EDE model, i.e., slow-rolling potential $V(\phi) \propto \phi^{2n}$ with scalar field $\phi$ [74–76]. Effective mass for $\phi$ is lighter than the Hubble rate on the early universe, and hence Hubble friction overdamps scalar field motion and freezes it. Consequently, the scalar field behaves as a subdominant cosmological constant until the Hubble rate decreases to approximately scalar effective mass, namely, the driving force overcomes the Hubble friction. Subsequently, the field starts oscillating as a fluid with equation of state $w_\phi = (n - 1)/(n + 1)$. As we will see that such an exotic cosmic component influences GW background that sourced by cosmic string, and leaves its fingerprint.

Cosmic strings, one dimension long-lived topological defects, are stable and predictable sources for stochastic GW background (SGWB) and hence ideal creator sources for GW as a messenger that carries new signal from the early universe [77–79]. Such stable objects arise from beyond standard model theories, such as spontaneously broken $U(1)$ [80–83] or superstring theories [84–87]. The GW frequency spectrum formed by the cosmic string network is an approximate plateau over a broad frequency range with parameter $G\mu$ dependence, where $G$ is the Newtonian gravitational constant and $\mu$ is string tension. The plateau-like spectrum is an ideal tool to test new physics prior to Big Bang Nucleosynthesis (BBN) [17, 18, 88], which have called cosmic archaeology. However, we show that cosmic string SGWB can also test post-BBN physics with mid-band GW detectors, which extends the GW cosmic archaeology to CMB period. GW experiments EPTA [89] and PPTA [90] provide strong bounds on $G\mu \lesssim 2 \times 10^{-11}$ [17], but this remains in tension with the NANOGrav 12.5yr result [91] $G\mu \in (2, 30) \times 10^{-11}$ in 95% C.L. [92, 93]. The tension may be due to the different noise analysis methods [94].

This paper shows that EDE imprints a GW signal in the SGWB formed from the cosmic string network that is distinguishable from other astrophysical and cosmological signals in the GW frequency spectrum. Such a unique spectrum could be detected in future mid-band GW experiments such as interferometer experiments DECIGO [95–99], BBO [100–103] and LISA [104–106], and pulsar timing observation SKA [107–109] for low frequency band.

FRAMEWORK

We consider the calculation method from an analytical derivation model, velocity-dependent one scale (VOS)
model [110–113], with a calibration to simulation result from [114, 115]. These strings formed at time \( t_F \) when temperature cools to symmetry breaking scale of theory. Shortly after, the defects behave as a scaling invariant network that includes a few long (super-horizon length) strings and a collection of closed loops chopped from long strings. Loop number density in such a network can be characterized as [83]

\[
n_{a}(t_i, t) = \frac{0.1}{\alpha} \int_{t_F}^{t} C_{\text{eff}}(t_i) \frac{dt_i}{t_i^2} \left( \frac{a(t_i)}{a(t)} \right)^3, \tag{1}
\]

where loops form at \( t_i \) and subsequently continuously diluted until time \( t \), factor 0.1 represents 90% string energy release to loop kinetic energy and subsequent redshift away without transferring to GWs [114–120], and loop length parameter \( \alpha = 0.1 \) [114, 115]. The \( t_i \) dependent function \( C_{\text{eff}}(t_i) \) varies with the cosmic equation of state and is sensitive to VOS calibration parameters, we leave a review for it in the Appendix. After \( t_i \), loops start oscillating and emitting energy in the form of GWs with a constant rate

\[
d\frac{dE}{dt} = -\Gamma G \mu^2, \tag{2}
\]

where \( E \) is loop energy, and GW emission parameter \( \Gamma = 50 \) [114, 115, 121–123]. The loops consequently shorten loop length by radiating GWs as

\[
\ell(t) = \alpha t_i - \Gamma G \mu (t-t_i), \quad \text{with} \quad t \geq t_i, \tag{3}
\]

where initial loop size \( \ell(t_i) = \alpha t_i \). String loops emit GWs at time \( t \) with frequency \( f_{\text{emit}} = 2k/\ell \) through normal model \( k \in \mathbb{Z}^+ \) oscillations. GWs redshifts as \( a^{-1} \) until today \( (t_0) \). The observed GW frequency thus reads

\[
f = \frac{2k}{\ell} = \frac{a(t)}{a(t_0)} \alpha t_i - \Gamma G \mu (t-t_i). \tag{4}
\]

With a collection of GWs that radiated by loops, the SGWB frequency spectrum can be computed as a summation of loops with all normal modes,

\[
\Omega_{\text{GW}}(f) = \frac{f}{\rho_c} \frac{d\rho_{\text{GW}}}{df} = \sum_{k} \Omega_{\text{GW}}^{(k)}(f), \tag{5}
\]

with

\[
\Omega_{\text{GW}}^{(k)}(f) = \frac{1}{\rho_c} \int_{t_F}^{t_0} dt \Gamma^{(k)} G \mu^2 \frac{d\rho_{\text{GW}}}{df} \left( \frac{a(t)}{a(t_0)} \right)^4
\]

\[
= \frac{0.1}{\rho_c} \frac{2k}{f} \Gamma^{(k)} G \mu^2
\]

\[
\times \int_{t_F}^{t_0} dt \frac{C_{\text{eff}}(t_i)}{t_i^2} \left( \frac{a(t)}{a(t_0)} \right)^5 \left( \frac{a(t_i)}{a(t)} \right)^5 \theta(t_i-t_F)\theta(\ell(t)), \tag{6}
\]

where critical density \( \rho_c = 3H_0^2/8\pi G \), cusp dominates GW emission \( \Gamma^{(k)} = \Gamma/(3.6 k^{4/3}) \) [17, 113], and sum over \( k \) modes up to \( k \leq 10^5 \). We add two Heaviside step functions \( \theta(t_i-t_F)\theta(\ell(t)) \) at the second line for ensuring the positive definition and energy conservation.

To visualize EDE influence on SGWB, we define signal difference to SGWB spectrum ratio as,

\[
\frac{\Delta\Omega_{\text{GW}}}{\Omega_{\text{GW}}}(f) = \frac{\Omega_{\text{GW}}^{\text{EDE}}(f) - \Omega_{\text{GW}}^{\Lambda CDM}(f)}{\Omega_{\text{GW}}^{\Lambda CDM}(f)}, \tag{7}
\]

where superscripts imply GW frequency spectra on different cosmologies. Fig. 1 shows that EDE modifies the spectrum in two frequency regions: firstly, in contrast to \( \Lambda CDM \), diluting EDE delays entering of matter domination, which slows down the redshift on GWs that emitted by the loops with loop formation time \( t_i \lesssim \Gamma G \mu e/\alpha \) where \( t_i \) is the universe age at \( a_c \). This mechanism peaks the GW spectrum at frequency \( f \sim 10^{-4} \) Hz. The resulting spectrum typically increases at characterized frequency \( f_p \), which can be estimated from Eq.(4) as,

\[
f_p \sim \frac{2e}{\Gamma G \mu e/a(t_0)}, \tag{8}
\]

where \( e \sim \mathcal{O}(1) \) is a numerical parameter. The shape of this peak approximately estimate to

\[
\Delta\Omega_{\text{GW}}(f) \propto \left\{ \begin{array}{ll} 
\left( \frac{f}{f_p} \right)^{-0.23}, & \text{for } f \geq f_p, \\
\left( \frac{f}{f_p} \right)^{3/2}, & \text{for } f < f_p,
\end{array} \right. \tag{9}
\]

and the slower diluting EDE (lower \( n \)) more significantly delays the universe entering the matter domination epoch while GWs experience a slower dilution effect, hence increasing the signal difference.

**FIG. 1**: Signal difference ratio versus GW frequencies as defined in Eq.(7). The black solid curve: \( G\mu = 10^{-12}, a_c = 10^{-4.48}, n = 2 \) and \( f_{\text{EDE}} = 4\% \). According to black curve, others are changing one parameter on each, e.g. red: change \( a_c \rightarrow 10^{-3.57}, \) green: \( G\mu \rightarrow 10^{-11}, \) and blue: \( n \rightarrow 3. \) The \( a_c \) correspond to highest and lowest values in 68\% C.L. CMB analysis [62]. LISA and SKA sensitivities show as orange and red area, respectively. DEIGO and BBO sensitivities have presented as the blue area.
FIG. 2: Signal difference ratio $\Delta \Omega_{GW}/\Omega_{GW}$ as GW frequency function with estimation of noise (including instrumental and self noise) as the error bars for 20 year SKA observation (with monitoring pulsars $N_{SKA} = 10^3$), 10 years LISA observation, and 5 years observation for upgraded-DECIGO, and BBO, respectively. We vary benchmark for the different row, and fix the early dark energy (EDE) total energy fraction $f_{EDE} = 4\%$ and EDE potential $\phi^{2n}$ exponents $n = 2$, and varying string tension parameter $G_{\mu}$ and critical scaling factor $a_{c}$ as shown in left plots. We also show the fluctuation-signal-to-noise ratio (FNR) as defined in Eq.(11).

Second, faster universe expansion at $t_c$ reduces loop chopping efficiency i.e., decreases $C_{eff}(t_i = t_c)$ in Eq.(1), due to less frequent intercommutation between strings. Such a mechanism implies a signal difference $dip$ at characteristic frequency $f_d \sim 10^{-9}$ to $10^{-11}$ Hz as shown in Fig. 1, which can be computed from Eq.(4) with GWs emission today,

$$f_d \sim \frac{2}{a t_c}, \quad (10)$$

Shortly after $t_c$, more long strings are entering the horizon, and again, the diluting EDE slows down the universe expansion. Consequently, loop number density and $C_{eff}$ increase slightly. This mechanism increases signal difference at frequencies below but close to $f_d$.

Universal fitting on a wide frequency spectrum not only determines string tension parameter $G_{\mu}$, but also addresses EDE parameters. $f_{EDE}$ proportionally controls both signal difference peak and dip amplitudes, whereas peak amplitude is sensitive to $n$ but dip amplitude is independent. Therefore, we expect peak and dip amplitudes pin down $f_{EDE}$ and $n$, and $f_d$ and $f_p$ can address $a_{c}$ (as shown in Fig. 1). Those observations can also be complementary to other $H_0$ measurements.

In short, non-standard cosmology influences the cosmic string GW radiation mechanism at loop radiation and loop formation, which cause the peak and dip in GW spectrum, respectively. The former extends the GW cosmic archaeology to CMB period and opens a new window to test new post-BBN physics.

Modified GW frequency spectra present in BBO/DECIGO, LISA, and SKA frequency sensitivities (Fig. 1), and we focus on analyzing the detectability of the new signal on those experiment frequency bands for the remainder of this paper.

**FLUCTUATION-SIGNAL-TO-NOISE RATIO**

Early dark energy has relatively small energy fraction in the early universe, hence its influence GW variation is small compared to string SGWB, but such a fluctuation signal could still be detectable. In the rest of the paper, we assume that the future detectors can successfully perform source separation of a detected SGWB signal (if exist other GW signal that comparable to or stronger than cosmic string one), and precisely detect the cosmic string GW. For comparing signal difference and noise spectrum, we use Fluctuation-signal-to-Noise Ratio (FNR) as ($i$ = BBO, DECIGO, LISA, SKA),

$$FNR = \sqrt{T_i \int_{f_{min}}^{f_{max}} df \left( \frac{\Delta \Omega_{GW}(f)}{\Omega_{noise_{eff},i}(f)} \right)^2}, \quad (11)$$

where experiments are calculated separately, frequency is integrated on the experimental sensitivity region, $T_i$ is observation period, and $\Omega_{noise_{eff},i}(f)$ is an effective GW noise spectrum including cosmic string SGWB self-noise.
and instrumental-noises for each experiment, respectively. We show the derivation of FNR and numerical details in the Appendix.

Fig. 2 shows signal difference ratio $\Delta \Omega_{GW}/\Omega_{GW}$ as a GW frequency function for each experiment sensitivity. We also mark the FNR and estimate the noise induced uncertainties for each benchmark with assumption that the signal and noise distribution are Gaussian as e.g. [124]. We employ the experiment observation time $T$ as 5 years for BBO and upgraded-DECIGO, 10 years for LISA, and 20 years for SKA with monitoring pulsars $N_{SKA} = 10^5$ as a fiducial and assume that the pulsars are uniformly distributed in the sky. We use these assumptions in the rest of the paper.

As shown, the signal difference distributes over a few frequency decades, including most sensitive experiment bands, see the gentle slope $f^{-0.28}$ over frequencies $f > f_p$ in Eq.(9). Thus, the GW experiments can capture the EDE signal even though $f_p$ outside their sensitivities. Higher $a_c$ corresponds to lower FNR because $f_p$ moves away from experiment sensitivities.

We explicitly show that the EDE signal could exceed the intensity of noise for interferometer experiments and SKA (if $N_{SKA} \gtrsim 10^5$). The high FNR $\gtrsim O(10)$ makes us more confident to detect such the sub-leading signal in SGWB. In addition, the self-noise dominates SKA uncertainty and makes EDE detection less likely. Increase $N_{SKA}$ can proportionally decrease self-noise magnitude and thus increase the detectability, but $N_{SKA} = 10^5$ is already an optimistic assumption.

If the future detections can not perform a clean source separation for a detected SGWB signal, the signal difference can still be larger than observation uncertainties (FNR > 1). For example, upgraded-DECIGO with benchmarks in Fig. 2 and a strong astrophysical SGWB from mass binary black hole mergers with a merger rate of $56$ yr$^{-1}$ Gpc$^{-3}$ (see the spectrum in e.g. Fig. 2 in [125]) have FNR $\sim 2$ to 5. Such a SGWB also contribute to the self-noise in Eq.(11), and thus affects FNR.

The dependence on $G_{\mu}$ for different $n$ shown in Fig. 3 matches our previous analysis. High FNR > 5 can be obtained with wide range of string tension $10^{-17} \lesssim G_{\mu} \lesssim 10^{-11}$ for CMB 68% C.L. region for BBO/DECIGO detection. Decreasing string tension from $G_{\mu} = 10^{-11}$ would increase the peak frequency, which blue-shifts the EDE signal into experiment sensitivities. If a further decrease in the tension, the EDE signal would leave the search region and unlikely to detect, and the spectrum amplitude $\Omega_{GW}(f)$ would be small for observation as well. Fig. 3 therefore shows a better detectability on mid $G_{\mu}$ region. A faster EDE dispersion rate (i.e. higher $n$) corresponding to a smaller cosmic expansion difference between EDE and LCDM, see Fig. 1; in other words, lower $n$ implies better EDE detectability.

Fig. 4 shows experiment detection sensitivities to EDE parameter space. The experiments BBO and DECIGO would have a better accuracy for detecting the EDE signal. With the analysis in Fig. 3, FNR > 5 covers most CMB 68% C.L. region with our interested $G_{\mu}$ range. Higher $a_c$ corresponds to lower FNR because $f_p$ moves away from sensitivities with increasing $a_c$. Changing of relativistic particle degree of freedom affects the $C_{eff}$ at spectrum amplitude $\Omega_{GW}(f)$ and induces a bump at $a_c \sim 3 \times 10^{-5}$ with $G_{\mu} = 2 \times 10^{-11}$ as shown in left-panel.

If the NANOGrav signal is due to cosmic string i.e. $G_{\mu} \geq 2 \times 10^{-11}$ [92, 93], the interferometer experiments should detect the EDE signal in future observa-
tions, and SKA has a possibility to capture the signal as shown in left-panel Fig. 4. The statistical significance might not be large for individual experiments, but it is improvable with combinations of multiple experiments.

**DISTINGUISH SIGNAL FROM OTHER SOURCES**

The EDE signal in cosmic string SGWB is distinguishable from other possible influences, such as string parameter variations, or sub-dominated SGWB from astrophysical or cosmological objects. For example, kinks or kink-kink collision modes [113], string parameters $\alpha$ and $\Gamma$ variations [17, 18], and new relativistic particle degrees of freedom in early universe [17] would universally or uniformly influence GW amplitude. Therefore, they cannot cause local amplitude modification as does EDE. We numerically checked that EDE influenced SGWB difference is much flatter than cosmic string SGWB with influence from astrophysical objects, such as binary black hole merger [126, 127] and inspiral [128–130]. On the other hand, a sub-dominated GWs from cosmological phenomena, e.g. flat frequency spectrum from inflation [131–133]; peaky spectrum from domain wall [134, 135]; or first order phase transition dynamics [136–138]: sound wave [139], bubble wall collision [140–142] and magnetohydrodynamic turbulence [143, 144], frequency spectra are distinguishable to EDE as well. In particular, the dip structure signal difference at $f_d$ cannot be caused by other known physical phenomena.

**CONCLUSION**

This paper proposed that SGWB originating from cosmic string network can be used to test the Hubble tension solution EDE. EDE behaves as dark energy in the early universe, then begins to dilute at the critical scaling factor $a_c \sim 10^{-4}$ with total energy density fraction $f_{EDE} \gtrsim 1\%$. It influences cosmic string SGWB by accelerating and decelerating universe expansion rate $\dot{a}(t)$ due to a dark energy like equation of state $\omega_\phi = -1$ and diluting faster than or equal to radiation-like component $\omega_\gamma \geq 1/3$, respectively. The decelerated universe expansion rate locally increases cosmic string GW frequency spectra with magnitude $0.1\%$ to $1\%$ in the frequency range $10^{-5}$ to $10$ Hz which is within interferometer experiment such as BBO/DECIGO and LISA sensitivity. And on the other side, the acceleration reduces spectra with magnitude $\sim 5\%$ in the lower frequency region $f \sim 10^{-9}$ Hz, within the SKA search region. We also showed that the EDE influenced signals were stronger than the interferometer experiments and SKA (with $\gtrsim 10^3$ monitoring pulsars) noise spectrum, and hence detectable. Such spectral shapes are distinguishable from other SGWB sourced by cosmological or astrophysical objects. Thus, GW detection provides a possibility to probe EDE.

The introduced analysis method and new mechanism provide a new window for probing new physics influences in post-BBN cosmic history with mid-band GW detectors. This novel technique can test early physics not only for Hubble tension solutions, but also other physics that hide in cosmic history; in the words, it extends GW cosmic archaeology to CMB period. It can also be complementary to current early universe observations such as CMB and BBN.
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**Appendix A: Velocity-dependent One-Scale Model**

In this section, we briefly review the velocity-dependent one-scale (VOS) model that used to predict the string network evolution [110–112], and also reviewed in [17, 18, 88, 145, 146].

Cosmic strings have formed during a symmetry breaking phase transition when the vacuum manifold in the transition isn’t simply connected. After such the transition, the cosmic strings rapidly enter a scaling regime. VOS model has successfully described the evolution of the cosmic string scaling network in terms of a mean string velocity

$$\bar{v} = \sqrt{\frac{m}{2}} \frac{k(\bar{v})}{[k(\bar{v}) + \bar{c}]} \left(1 - \frac{2}{m}\right),$$

and a characteristic length,

$$\xi = \frac{L}{t} = \frac{m}{2} \sqrt{\frac{k(\bar{v}) [k(\bar{v}) + \bar{c}]}{2(m - 2)}},$$

as a fraction of the horizon, where $L$ is long string length, $t$ is cosmic time, $m$ is exponent of scaling factor in universe energy density $\rho \propto a^{-m}$, the chopping parameter $\bar{c} = 0.23$ [112], and the ansatz function [112]

$$k(\bar{v}) = \frac{2\sqrt{2}}{\pi} (1 - \bar{v}^2) \left(1 + 2\sqrt{2}\bar{v}^3\right) \frac{1 - 8\bar{v}^6}{1 + 8\bar{v}^6}.$$  

The long string energy density express

$$\rho_L = \frac{\mu}{(\xi t)^2}.$$
Those long strings lose energy through the intercommutation between them with creating loops as

$$\frac{d\rho_L}{dt} = \frac{\bar{v} \rho_L}{\xi t} = \frac{\bar{v} \rho_L}{(\xi t)^3},$$  \hspace{1cm} (16)

Consequently, the loops number density at evolution time $t$ with particular loop size $\ell(t_i) = \alpha t_i$ that formed at time $t_i$ reads

$$n_0(t_i, t) = \frac{0.1}{\alpha} \int_{t_i}^{t} C_{\text{eff}}(t_i) \frac{dt_i}{t_i} \left( \frac{a(t_i)}{a(t)} \right)^3,$$  \hspace{1cm} (17)

with

$$C_{\text{eff}}(t_i) = \frac{\bar{v}}{\sqrt{2}} \xi^{-3},$$  \hspace{1cm} (18)

where $C_{\text{eff}}$ implies that the loop energy gain from string network, $a^3$ is due to number density dilution, $\gamma = \sqrt{2}$ is loop Lorentz boost [114, 115]. The $m$ dependence to VOS model parameters $\bar{v}$, $\xi$, and $C_{\text{eff}}$ have shown in Fig. 5, respectively. EDE locally influences the universe expansion rate around $a(t) \sim a_c$, and therefore it would influence the $C_{\text{eff}}$ on such a period. A smaller $C_{\text{eff}}$ implies a faster universe expansion rate, i.e. smaller $m$. It is because of a less frequent intercommutation rate in a faster-expanding universe.

We present $C_{\text{eff}}$ versus scaling factor $a$ in Fig. 6, the changing relativistic degree of freedom causes the bumps on the black curve in the early universe. EDE locally influences $C_{\text{eff}}$ around $a_c$ as the colored ranges. Before $a_c$, EDE behaves as a cosmological constant that speeds up the universe expansion rate, $C_{\text{eff}}$ is thus smaller than the one in ΛCDM around the $a_c$. Suddenly, EDE dilutes at $a_c$ with a dilution rate that equal to or faster than a radiation-like components, and therefore, $C_{\text{eff}}$ shows a sudden change. Then, the universe expansion rate $m$ turns to slightly larger than the $m$ in ΛCDM; $C_{\text{eff}}$ increases to slightly higher. All curves converge when EDE energy density isn’t comparable to other components.

**Appendix B: Numerical Setup**

**Parameters**

The cosmological parameters we used in numerical are the scale factor for Hubble expansion rate $h = 0.71$ [62], pressureless matter density of the universe $\Omega_m = 0.31$, dark energy density of the ΛCDM universe $\Omega_\Lambda = 0.69$, today temperature $T_0 = 2.726$ K, and relativistic degrees-of-freedom $g_*(T)$ from [147]. For numerical uncertainty, we ignore extreme tiny difference $\Delta \Omega_{\text{GW}}/\Omega_{\text{GW}}(f) < 0.001\%$ and $\Delta a(t)/a(t) < 0.01\%$. We have estimated the accuracy of $\Delta \Omega_{\text{GW}}/\Omega_{\text{GW}}(f)$ at about 10% in our numerical, and this gives a good estimation for FNR. In addition, we expect that resolvable astronomical signals can be marginalized using frequency dependence (i.e. wouldn’t count them as noise, see for example [125]) because, as discussed in the main letter, such signals have a distinct shape to our target.
Appendix C: Interferometer and Pulsar Timing
Experimental Noise Spectra

We further discuss the noise analysis method for GW experiments, SKA, LISA, DECIGO, and BBO that we have considered in the main letter. We will derive the effective strain noise spectrum, estimate signal uncertainties, and introduce the fluctuation-to-noise ratio parameter in this section. In the first subsection Sec. , we introduce the formalism with following the analysis method developed in [124, 148–152], and reviewed in [138, 153]. We apply the formalism to cross-correlated detectors in Sec. , and also introduce experiment parameters for DECIGO and BBO. Pulsar Timing Array and auto-correlated detector for LISA would be introduced in Sec. and Sec. , respectively.

Formalism

We focus on a stochastic, Gaussian, stationary, isotropic, and unpolarized GW background. We also adopt the conventions from Refs.[138] and [153]. The goal of this subsection is to show an effective noise spectrum, then use it in the later subsections.

For measuring the stochastic GW background, the observation data $S_I(t)$ is a combination of a signal and a noise for an auto-correlated detector (i.e. single detector $I = 1$) or cross-correlated detectors (multiple detectors $I = \{1,2,3,\ldots\}$),

$$S_I(t) = s_I(t) + n_I(t),$$

where includes a signal contribution $s_I(t) = D_{ji}^2 h_{ij}(t)$ with GW tensor perturbations $h_{ij}(t)$ at a given point $\mathbf{x}$ = 0 and detector tensor $D_{ji}^2$, and a noise contribution $n_I(t)$. The GW tensor perturbations in transverse traceless gauge can be decomposed into plane waves as

$$h_{ij}(t) = \sum_{p=+X} \int_{-\infty}^{+\infty} df \int d^2 \mathbf{n} h_n^p(f)(e_n^p)_{ij} e^{2\pi i \mathbf{n} \cdot \mathbf{x}},$$

where $\mathbf{n}$ is GW propagation direction, GW polarization $p$, $h_n^p(f)$ is an amplitude of a sinusoidal plane wave, and $(e_n^p)_{ij}$ represents the corresponding polarization tensor

$$(e_n^p)_{ij} = (e_n^p)_{ji}, ~ (e_n^p)_{ii} = 0,$$

$$n_i(e_n^p)_{ij} = 0, ~ (e_n^p h_{ij}(t)(e_n^p)^*_{ij} = 2\delta_{pp'}.$$

Ensemble averaged (Gaussian expectation value) metric perturbation product gives

$$\langle h_n^p(f) h_n^{p'}(f') \rangle = \frac{1}{4\pi} \delta(f-f')\delta^{(2)}_{nn} \delta_{pp'} \frac{1}{2} \frac{1}{2} S_{\text{signal}}(f),$$

where the one of 1/2 is due to the symmetry on frequency integration $h_n^p(f) = h_n^p(-f)$, and the another is caused by the normalization of the polarization tensors. We assume SGWB to be unpolarized, isotropic, and stationary in Eq.(21), and the GW strain power spectrum $S_{\text{signal}}(f)$ is a summation of polarization states, and integrated over the sky and presents as a function of frequency. The GW energy density spectral in such normalization is given [170],

$$\Omega_{gw}(f) = \frac{2\pi^2}{3H_0^2} f^3 S_{\text{signal}}(f),$$

where $H_0$ is current Hubble rate. We assume the signal and the noise modes are Gaussian as in [124], and therefore, the expectation values for those modes are zero i.e. $\langle s_I(t) \rangle = \langle n_I(t) \rangle = 0$. The quadratic expectation value for detector $I$ and $J$ reads,

$$\langle \tilde{n}_I(f) \tilde{n}_J^*(f) \rangle = \frac{1}{2} \delta(f-f') \delta_{IJ} D^I_{\text{noise}}(f),$$

where the tildes denote the Fourier transform, and $D^I_{\text{noise}}(f)$ is the instrumental strain noise spectrum for detector $I$. For the multiple detector scenario, we assume that there is no noise correlation between detectors i.e. $\langle n_I(f) n_J^*(f) \rangle = 0$ with $I \neq J$. The GW signal is translated by a response function $R_{n,I}(f)$ that describes the antenna pattern of the detector as follows,

$$\tilde{s}_I(f) = \sum_{p=+X} \int d^2 \mathbf{n} R_n^p(f) h_n^p(f).$$

The detail of the response function can be found in Refs.[124, 152]. Then we can calculate the quadratic expectation value for the signal modes for a correlated detector pair $I$ and $J$,

$$\langle \tilde{s}_I(f) \tilde{s}_J^*(f') \rangle = \frac{1}{2} \delta(f-f') \Gamma_{IJ}(f) S_{\text{signal}}(f),$$

where we define a sky and polarization averaged overlap reduction function $\Gamma_{IJ}$,

$$\Gamma_{IJ}(f) = \frac{1}{2} \sum_{p=+X} \int d^2 \mathbf{n} \frac{R_n^p(f)}{4\pi} R_{n,I}(f) R_{n,J}(f).$$

Furthermore, we also define a normalized overlap reduction function

$$\gamma_{IJ}(f) = \frac{5}{\sin^2 \delta} \Gamma_{IJ}(f),$$

where $\gamma_{IJ}(f = 0) = 1$, and $\delta = \pi/3$ is the opening angle between two arms of interferometers for LISA, DECIGO and BBO. We further define an effective instrumental strain noise power spectrum,

$$S_{\text{noise}}^{\text{in}}(f) = \left( \sum_{J>I} \frac{\Gamma_{IJ}^2(f)}{D_{\text{noise}}^I(f) D_{\text{noise}}^J(f)} \right)^{-1/2},$$

where the tildes denote the Fourier transform, and $D_{\text{noise}}^I(f)$ is the instrumental strain noise spectrum for detector $I$. For the multiple detector scenario, we assume that there is no noise correlation between detectors i.e. $\langle n_I(f) n_J^*(f) \rangle = 0$ with $I \neq J$. The GW signal is translated by a response function $R_{n,I}(f)$ that describes the antenna pattern of the detector as follows,
where we only include the instrumental noise. We will use it in the next section. Then, similar to Eq. (22), we obtain the effective instrumental noise spectrum,

$$\Omega_{\text{noise}}(f) = \frac{2\pi^2 f^3 S_{\text{noise}}(f)}{3H_0^2}. \quad (29)$$

We will see an effective GW noise spectrum $\Omega_{\text{noise}}^\text{eff}(f)$ that includes both self-noise and instrumental noise in the next section. We further discuss cross-correlated (DE-CIGO and BBO), pulsar timing array (SKA), and auto-correlated (LISA) detector noise spectra in the following sections, respectively.

### Cross-Correlated Detectors

We mainly follow the calculations in [124, 147, 152], and now considering a cross-correlation measurement. Continuing the calculations from the last subsection, a measured cross-correlation signal $S_{IJ}(t-t')$ can be constructed with a filter function $Q_{IJ}(t-t'),$

$$S_{IJ} = \int_{-t_{\text{obs}}/2}^{t_{\text{obs}}/2} dt \int d' S_I(t) Q_{IJ}(t-t') S_J(t'). \quad (30)$$

The filter function $Q_{IJ}(t-t')$ falls rapidly to zero for large $t-t'$, and we assume the observation period $t_{\text{obs}}$ is much longer than the fall off timescale in $Q_{IJ}(t-t')$, and therefore, $S_{IJ}$ can be rewritten in frequency domain as

$$S_{IJ} = \int_{-\infty}^{+\infty} df \tilde{S}_I(f) \tilde{S}_J(f) \tilde{Q}(f). \quad (31)$$

Apply to the cross-correlated signal with coherent frequency, we have

$$\langle s_{IJ} \rangle = \int_{-\infty}^{+\infty} df \langle \tilde{s}_I(f) \tilde{s}_J(f) \rangle \tilde{Q}(f) \quad = \frac{t_{\text{obs}}}{2} \int_{-\infty}^{+\infty} df \Gamma_{IJ}(f) S_{\text{signal}}(f),$$

where we used Eq. (25) and

$$\lim_{f' \to f} \delta(f-f') = \lim_{f' \to f} \int_{-t_{\text{obs}}/2}^{t_{\text{obs}}/2} dt \exp[-2\pi(f-f')t]$$

$$= \frac{\sin[\pi(f-f') t_{\text{obs}}]}{\pi(f-f')} = t_{\text{obs}}. \quad (33)$$

The mean $\mu$ in such the cross-correlated detectors is given

$$\mu \equiv \langle S_{IJ} \rangle = \langle s_{IJ} \rangle = t_{\text{obs}} \int_{0}^{\infty} df \Gamma_{IJ}(f) S_{\text{signal}}(f), \quad (34)$$

where we employed the fact that the noise in two detectors aren’t correlated. Then, the variation of signal can be found as

$$\sigma^2 = \langle S_{IJ}^2 \rangle - \langle S_{IJ} \rangle^2$$

$$= \int_{-\infty}^{+\infty} df df' \tilde{Q}(f) \tilde{Q}^*(f') \left[ \langle \tilde{S}_I(f) \tilde{S}_J(f) \tilde{S}_I(f') \tilde{S}_J(f') \rangle - \langle \tilde{S}_I(f) \tilde{S}_J(f) \rangle \langle \tilde{S}_I(f') \tilde{S}_J(f') \rangle \right]$$

$$= \int_{-\infty}^{+\infty} df df' \tilde{Q}(f) \tilde{Q}^*(f') \left[ \langle \tilde{S}_I(f) \tilde{S}_I(f') \rangle \langle \tilde{S}_J(f) \tilde{S}_J(f') \rangle + \langle \tilde{S}_I(f) \tilde{S}_J(f') \rangle \langle \tilde{S}_J(f) \tilde{S}_I(f') \rangle \right]$$

$$= \frac{t_{\text{obs}}}{2} \int_{0}^{\infty} df |\tilde{Q}(f)|^2 A(f), \quad (35)$$

where we define

$$A(f) \equiv \left[ \Gamma_I(f) \Gamma_J(f) + \Gamma^2_J(f) \right] S_{\text{signal}}^2(f)$$

$$+ \left[ D_{\text{noise}}^I(f) \Gamma_I(f) + D_{\text{noise}}^J(f) \Gamma_J(f) \right] S_{\text{signal}}(f)$$

$$+ D_{\text{noise}}^I(f) D_{\text{noise}}^J(f),$$

and used $S_{\text{signal}}(f) = S_{\text{signal}}(-f), D_{\text{noise}}^I(f) = D_{\text{noise}}^J(-f),$ Eqs. (19, 23, 25, 32), and the Wick’s theorem. Assuming two detectors are exactly identical, co-located, and co-aligned, we have

$$Q(t-t') \sim \delta(t-t') \quad \rightarrow \quad \tilde{Q}(f) = 1,$$

the response function for a single detector, and the instrumental strain noise spectrum

$$\Gamma_I(f) = \Gamma_{II}(f) = \Gamma_{JJ}(f) \equiv \mathcal{R}_I(f),$$

$$D_{\text{noise}}^I(f) = D_{\text{noise}}^J(f) \equiv D_{\text{noise}}(f). \quad (37)$$

The mean and variance present with a discrete set of frequency bins $\{f_i\}$ with an integer $i$. According to Eq. (34) and Eq. (35), the mean and variance at $i$-th bin are given

$$\mu(f_i) = t_{\text{obs}} \Gamma_{IJ}(f_i) \Delta f_i \tilde{S}_{\text{signal}}(f_i),$$

$$\sigma^2(f_i) = \frac{t_{\text{obs}}}{2} \Delta f_i \tilde{A}(f_i), \quad (38)$$

where

$$\tilde{S}_{\text{signal}}(f_i) = \frac{1}{\Delta f_i} \int_{f_i} df S_{\text{signal}}(f), \quad (40)$$

$$\tilde{A}(f_i) = \frac{1}{\Delta f_i} \int_{f_i} df A(f), \quad (41)$$

with the integration rage $F_i = [f_i - \Delta f_i/2, f_i + \Delta f_i/2]$ for each frequency bin. Then use Eq. (22) and Eq. (38),
In our analysis, we claim that the small deviation is detectable if
\[ \frac{\Delta \Omega_{gw}^{th}(f_i)}{\Omega_{gw}^{st}(f_i)} \geq 1, \] (44)

one can obtain the standard signal-to-noise ratio if we simply replace the numerator to the GW density spectrum mean, see e.g. [124, 151]. Then switch to an integration form with sum over all the frequencies \( f_i \), we have
\[ \sum_{f_i} \left( \frac{\Delta \Omega_{gw}^{th}(f_i)}{\Delta \Omega_{gw}(f_i)} \right)^2 = \int \left( \frac{\Delta \Omega_{gw}^{th}(f)}{\Omega_{gw}^{eff}(f)} \right)^2 2t_{obs} df, \] (46)
where we define an effective GW noise spectrum,
\[ \Omega_{noise}^{eff}(f) \equiv \frac{2\pi^2}{3H_0^2 f^3} \sqrt{A(f) \Gamma_{IJ}(f)} \simeq \Delta \Omega_{gw}^{th}(f), \] (47)
where \( \Omega_{noise}^{ins}(f) \) is given in Eq.(29). The approximation is only if the self-noise i.e. the \( S_{\text{noise}}(f) \) terms in Eq.(36) are ignorable. This satisfies most cases, and has been applied in the literature e.g. [124, 138, 151]. But we include both self noise and instrumental noise in our calculation. To mimic the standard procedure for signal-to-noise ratio, we define a norm parameter ”fluctuation-to-noise” ratio (FNR) that implies the detectability of \( \Delta \Omega_{gw}^{th}(f) \):
\[ \text{FNR} \equiv \sqrt{\left( \frac{\Delta \mu}{\sigma} \right)^2} = \left[ 2t_{obs} \int df \left( \frac{\Delta \Omega_{gw}^{th}(f)}{\Omega_{gw}^{eff}(f)} \right)^2 \right]^{1/2}, \] (48)
where we used Eq.(39) and Eq.(44) with summation of frequencies as Eq.(46), and the factor 2 implies a correlated detector pair. We will see an example with multiple detectors or an auto-correlated detector in the following sections. We claim that the deviation signal is detectable if \( \text{FNR} \geq 1 \). The observation period \( t_{obs} \) for cross-correlated interferometer experiments (DECIGO and BBO) is 5 years in our numerical setup. We will introduce other detector design-dependent functions, e.g. \( R_I(f) \), \( \Gamma_{IJ}(f) \), and \( D_{noise}(f) \) for different experiments, respectively, in the later sections.

**Upgraded DECIGO parameters**

Deci-hertz Interferometer Gravitational wave Observatory (DECIGO) is a planned Japanese space gravitational wave antenna [95–97, 99]. DECIGO is targeted to observe both astrophysical and cosmological GWs for frequency bands 0.1 to 10 Hz. Such a sensitivity band is right above an irresolvable and cosmological GWs for frequencies as Eq.(46), and the factor 2 implies a correlated detector pair. We will see an example with multiple detectors or an auto-correlated detector in the following sections. We claim that the deviation signal is detectable if \( \text{FNR} \geq 1 \). The observation period \( t_{obs} \) for cross-correlated interferometer experiments (DECIGO and BBO) is 5 years in our numerical setup. We will introduce other detector design-dependent functions, e.g. \( R_I(f) \), \( \Gamma_{IJ}(f) \), and \( D_{noise}(f) \) for different experiments, respectively, in the later sections.

**Upgraded DECIGO parameters**

Wherever noise is given in [157]. On the other hand, the response function \( \Gamma_{II}(f) \equiv R_I(f) \) for a single equal-arm Michelson interferometer has analyzed in Ref.[158], its numerical result was computed in Fig. 10 of [138], and given a closed analytic form as
\[ R_I(f) \simeq \frac{1}{5} \sin^2 \delta \gamma_I(f), \] (50)
with an approximation
\[ \gamma_I(f) \simeq \frac{1}{1 + 0.54(f/f_{\text{DECIGO}})^2}. \] (51)

The instrumental strain noise spectrum of DECIGO has been analyzed in [156]. Three contributions dominate
the instrumental strain noise spectrum \( D_{\text{noise}}(f) \),

\[
D_{\text{noise}}(f) = D_{\text{shot}}^{\text{DECIGO}}(f) + D_{\text{rad}}^{\text{DECIGO}}(f) + D_{\text{acc}}^{\text{DECIGO}}(f),
\]

which are quantify shot noise, radiation pressure noise, and acceleration noise, respectively. They present as function of experiment designing parameters (we use the notation from [138])

\[
\begin{align*}
D_{\text{shot}}^{\text{DECIGO}}(f) &= \frac{h c_{\text{light}} \pi \lambda}{P_{\text{eff}}} \left( \frac{1}{4 F_{D_{\text{arm}}}^{\text{DECIGO}}} \right)^2 \\
&\times \left[ 1 + \left( \frac{f}{f_{D_{\text{DECIGO}}}^{\text{DECIGO}}} \right)^2 \right], \\
D_{\text{rad}}^{\text{DECIGO}}(f) &= \frac{h P}{c_{\text{light}} \pi \lambda} \left( \frac{16 F_{D_{\text{DECIGO}}}^{\text{DECIGO}}}{M L_{D_{\text{arm}}}^{\text{DECIGO}}} \right)^2 \\
&\times \left( \frac{1}{2 \pi f} \right)^4 \left[ 1 + \left( \frac{f}{f_{D_{\text{DECIGO}}}^{\text{DECIGO}}} \right)^2 \right]^{-1}, \\
D_{\text{acc}}^{\text{DECIGO}}(f) &= \frac{h P}{c_{\text{light}} \pi \lambda} \left( \frac{16 F_{D_{\text{DECIGO}}}^{\text{DECIGO}}}{3 M L_{D_{\text{arm}}}^{\text{DECIGO}}} \right)^2 \left( \frac{1}{2 \pi f} \right)^4,
\end{align*}
\]

where \( h \) is the Planck constant, \( c_{\text{light}} \) is the light speed, and DECIGO characteristic frequency \( f_{D_{\text{DECIGO}}}^{\text{DECIGO}} = c_{\text{light}}/(2\pi L_{D_{\text{arm}}}^{\text{DECIGO}}) \) [138]. We adopt the upgraded DECIGO parameters [100, 156, 159] as given: the laser output power \( P = 30 \text{ W} \) with wavelength \( \lambda = 532 \text{ nm} \), the DECIGO arm length \( L_{D_{\text{arm}}}^{\text{DECIGO}} = 1500 \text{ km} \), and the mirror mass \( M = 100 \text{ kg} \) with radius \( R = 0.75 \text{ m} \). The cavity parameter \( F_{D_{\text{DECIGO}}} \) is given

\[
F_{D_{\text{DECIGO}}} = \frac{\pi (r_E r_F)^{1/2}}{1 - r_E r_F},
\]

The effective laser output power reads,

\[
P_{\text{eff}} = \left( \frac{r_E^2}{1 - r_E r_F} \right)^2 P,
\]

where the \( r \)'s parameters are calculated as

\[
\begin{align*}
&\begin{aligned}
r_E &= r_{E_m} r_G, \\
r_F &= r_{F_m} r_G, \\
t_F &= \sqrt{r_G^2 - r_{F_m}^2},
\end{aligned} \quad \begin{aligned}
r_G &= 1 - \exp \left( \frac{-2 \pi R^2}{\lambda L_{D_{\text{DECIGO}}}^{\text{DECIGO}}} \right), \\
r_{E_m}^2 &= 0.9999, \\
r_{F_m}^2 &= 0.67.
\end{aligned}
\end{align*}
\]

**BBO parameters**

The Big Bang Observer (BBO) [100–103] has been proposed as a fleet of triangular interferometers operating on the out space. The GW observation principle is the same as DECIGO with the same frequency-sensitive band. It has been designed with three independent data channels, and they could cross correlate to each other. Therefore, BBO can search weak signals such as inflation sourced GWs [102].

The overlap reduction function for BBO has been calculated in Ref. [160], we quote the normalized overlap reduction function \( \gamma(f) \) from Fig. 5-right of [160], their numerical result can be downloaded in [171], and the overlap reduction function reads

\[
\Gamma_I(f) = \frac{1}{5} \sin^2 \delta \gamma_I(f) = \frac{3}{20} \gamma_I(f),
\]

where we assume a single data channel as in [160]. The response function for a single detector is given

\[
\mathcal{R}_I(f) = \Gamma_I(f) \approx \frac{3}{20} \gamma_I(f),
\]

where a numerical solution for \( \gamma(f) \) is given in Fig. 4 [160], and \( f_{BBO} = c_{\text{light}}/(2\pi f_{BBO}) \). The BBO instrumental strain noise spectrum is given in [101, 160, 161]

\[
D_{\text{noise}}^{\text{BBO}}(f) = \frac{4}{(T_{BBO})^2} \left[ D_{\text{rms}}^{\text{BBO}}(f) + \frac{1}{(2\pi)^4} D_{\text{acc}}^{\text{BBO}}(f) \right],
\]

where the position noise \( D_{\text{rms}}^{\text{BBO}}(f) \) and acceleration noise \( D_{\text{acc}}^{\text{BBO}}(f) \) are given, respectively [138],

\[
\begin{align*}
&D_{\text{rms}}^{\text{BBO}}(f) \simeq (1.4 \times 10^{-17} \text{ m})^2 \text{ Hz}^{-1}, \\
&D_{\text{acc}}^{\text{BBO}}(f) \simeq (3 \times 10^{-17} \text{ m s}^{-2})^2 \text{ Hz}^{-1}.
\end{align*}
\]

The BBO arm is \( L_{\text{arm}}^{\text{BBO}} = 5 \times 10^7 \text{ m} \).

**Pulsar Timing Array**

Pulsar timing arrays are monitoring an array of pulsars for timing residuals with quadrupole correlation i.e. the Hellings-Downs curve. Increase regular observations of pulsar number can significantly enhance the pulsar timing precision [107], as we will discuss as follows. We follow the calculations that have been studied in [150], see also [162–166]. The overlap reduction function for a pulsar pair \( I \) and \( J \) reads

\[
\Gamma_{IJ}(f) = \mathcal{R}_{\text{PTA}}(f) \gamma_{IJ}(\psi),
\]

where \( \mathcal{R}_{\text{PTA}}(f) = 1/(12\pi^2 f^2) \) is the averaged timing residual response function for a single pulsar [162, 163], and \( \gamma_{IJ}(\psi) \) is the Hellings-Downs factor [167] with a separating angle \( \psi \) between two pulsars in the sky, it reads

\[
\gamma_{IJ}(\psi) = \frac{1}{2} \left[ \delta_{IJ} + 1 + c_\psi \left( 3 \ln c_\psi - \frac{1}{2} \right) \right],
\]

where \( c_\psi \equiv (1 - \cos \psi)/2 \), and \( \delta_{IJ} = 1 \) for a single pulsar. Due to unknown pulsar distribution in future experiment, we used the averaged (for angle \( \psi \)) value \( c_{\text{rms}} = 0.147 \).
in our numerical. Then we average the means for
each set of measurements as
\[
\hat{\mu} = \frac{\sum_{I=1}^{N_{SKA}} \sum_{J=1}^{N_{SKA}} \lambda_{IJ} \mu_{IJ}}{\sum_{I=1}^{N_{SKA}} \sum_{J=1}^{N_{SKA}} \lambda_{IJ}} \simeq \mu, \tag{62}
\]
and the corresponding averaged variance
\[
\sigma^2_{\hat{\mu}} \equiv \langle \hat{\mu}^2 \rangle - \langle \hat{\mu} \rangle^2 = \frac{\sum_{I=1}^{N_{SKA}} \sum_{J=1}^{N_{SKA}} \lambda_{IJ} \sigma^2_{IJ}}{\left( \sum_{I=1}^{N_{SKA}} \sum_{J=1}^{N_{SKA}} \lambda_{IJ} \right)^2} \simeq \frac{2}{N_{SKA}(N_{SKA} - 1)} \sigma^2 \tag{63}
\]
where \( \lambda_{IJ} \) are weighted constant, and \( N_{SKA} \) is a number of monitoring pulsars. The approximation is assuming that all the observation properties are the same, i.e. identical Hellings-Down factor, \( \lambda_{IJ} \), and \( \mu_{IJ} = \mu, \) and \( \sigma_{IJ} = \sigma \) (4)

for each pulsar pair \( IJ \). Since we are considering a strong stochastic GW background, the self-noise dominates (or approximately equals to) the noise contributions in our study in SKA frequency sensitivity region (so-called strong signal regime), i.e.

\[
S_{\text{signal}}(f) R_{\text{PTA}}(f) \gg D_{\text{noise}}(f). \tag{65}
\]

In such a scenario, the variance Eq.(35) for a pulsar pair with pulsar \( I \) and \( J \) simplifies to

\[
\sigma^2_{IJ} \simeq \frac{t_{\text{obs}}}{2} \int_{0}^{\infty} df \left[ \Gamma_I(f) \Gamma_J(f) + \Gamma^2_{IJ}(f) \right] S^2_{\text{signal}}(f) \tag{66}
\]

where we ignore the \( D_{\text{noise}}(f) \) terms from Eq.(35) at first approximation, and the second approximation is due to \( \sigma^2_{\text{rms}} \ll 1 \). Following the steps in Eq.(42), we obtain the GW spectrum uncertainty for each frequency bin \( f_i \) for pulsar timing array experiment

\[
\Delta \Omega_{gw}(f_i) = \frac{2 \pi^2}{3 H_0^2} \frac{f_i^3}{\Gamma_{IJ}(f_i) \sigma(f_i)} \simeq \frac{1}{\sqrt{N_{SKA}(N_{SKA} - 1)}} \frac{1}{3 H_0^2} \frac{f_i^3}{\sigma_{\text{rms}} \sqrt{t_{\text{obs}}} \Delta f_i} \times \left[ \frac{1}{\Delta f_i} \int_{f_i} df f^{-4} S^2_{\text{signal}}(f) \right]^{1/2}, \tag{67}
\]

where we have used Eq.(39). The effective GW noise spectrum in the limit \( \Delta f_i \to df \) (see calculations around Eq.(47)) for a given GW spectrum \( \Omega_{gw}(f) \) reads,

\[
\Omega_{\text{noise}}^{\text{eff}}(f) \simeq \frac{\sqrt{2}}{\sigma_{\text{rms}} \sqrt{N_{SKA}(N_{SKA} - 1)}} \Omega_{gw}(f). \tag{68}
\]

The FNR estimation is given in Eq.(48) with \( n_{\text{obs}} = 2 \) for a pulsar pair. We also include both self noise and instrumental noise in our numerical.

**SKA parameters**

The Square Kilometre Array (SKA) is a planned next generation intergovernmental radio telescope [107–109]. It has expected to detect nano-Hertz frequency band with pulsar time array observation. We consider the operating time \( t_{\text{SKA}} = 20 \) yrs, cadence \( t_c = 1 \) week [107, 168], and a constant SKA instrumental noise spectrum \( D_{\text{noise}}^{\text{SKA}}(f) \simeq 1.1 \times 10^{-9} \) Hz\(^{-3} \) [138, 160]. The sensitive frequency range is between the operating period \( f_{\text{min}} = 1/t_{\text{SKA}} \) and the cadence of the timing observation, \( f_{\text{max}} = 1/t_c \). As discussed in the main letter, we chase a signal that is about 1% of the observation GW background, i.e. \( \Delta \Omega_{gw}^{\text{eff}}(f)/\Omega_{gw}^{\text{eff}}(f) \sim 1\% \) (see Eq.(43)). In order to observe such a small signal, we need

\[
\frac{\sqrt{2}}{\sigma_{\text{rms}} \sqrt{N_{SKA}(N_{SKA} - 1)}} \lesssim 1\%, \tag{69}
\]

for ensuring a small self-noise spectrum from Eq.(68). This implies a large monitoring pulsar number,

\[
N_{SKA} \gtrsim \mathcal{O}(10^3). \tag{70}
\]

Such a large \( N_{SKA} \) is an optimistic estimation (maybe unrealistically optimistic). For comparison, Ref. [168] discussed that \( N_{SKA} \simeq 50 \) is a conservative estimation, and this value has been widely quoted in literature, see e.g. [138, 166]. Moreover, Ref.[169] mentioned that SKA will detect more pulsars in the sky, but it is unknown how many pulsars will be monitored for high-precision GW observation.

**Auto-Correlated Detector**

We analyze the statistical quantities in this subsection with targeting the auto-correlated detectors such as LISA. Follow Eq.(23) and Eq.(25) with considering a single detector, we have the mean \( \mu \) as

\[
\mu \equiv \langle s^2 \rangle = \int_{-\infty}^{+\infty} df \langle \hat{s}(f) \hat{s}^*(f) \rangle = \frac{t_{\text{obs}}}{2} \int_{-\infty}^{+\infty} df \mathcal{R}(f) S_{\text{signal}}(f), \tag{71}
\]

where \( \hat{s}(f) \) is the GW signal as given in Eq.(19), \( \mathcal{R}(f) \) is the detector polarization- and sky-averaged response function, and the ensemble averaged signal production is

\[
\langle \hat{s}(f) \hat{s}^*(f') \rangle = \frac{1}{2} \delta(f - f') \mathcal{R}(f) S_{\text{signal}}(f). \tag{72}
\]
Its variance is (similar to Eq. (35)),
\[
\sigma^2 = \langle (\tilde{S}(f)\tilde{S}^*(f))^2 \rangle - \langle \tilde{S}(f)\tilde{S}^*(f) \rangle^2 \\
= \int_{-\infty}^{+\infty} df' \left[ \langle \tilde{S}^*(f)\tilde{S}(f')\tilde{S}^*(f')\tilde{S}(f') \rangle \\
- \langle \tilde{S}^*(f)\tilde{S}(f) \rangle\langle \tilde{S}^*(f')\tilde{S}(f') \rangle \right] \\
= \frac{t_{\text{obs}}}{4} \int_{-\infty}^{+\infty} df \left[ 2\mathcal{R}^2(f)S^2_{\text{signal}}(f) \\
+ 2\mathcal{R}(f)S_{\text{signal}}(f)D_{\text{noise}}(f) + 2D^2_{\text{noise}}(f) \right] \\
= t_{\text{obs}} \int_{0}^{\infty} df \left[ \mathcal{R}^2(f)S^2_{\text{signal}}(f) \\
+ \mathcal{R}(f)S_{\text{signal}}(f)D_{\text{noise}}(f) + D^2_{\text{noise}}(f) \right] \\
\tag{73}
\]

where for the noise in Eq. (19), we have production
\[
\langle \tilde{n}(f)\tilde{n}^*(f') \rangle = \frac{1}{2}\delta(f - f')D_{\text{noise}}(f). \\
\tag{74}
\]

Follow the procedure as given on above Eq. (48), the corresponding uncertainty at frequency bin \( \{f_i\} \) for a given GW spectrum \( \Omega_{gw}(f) \) is
\[
\Delta\Omega^\text{eff}_{\text{noise}}(f_i) = \frac{2\pi^2}{3H_0^2} \frac{f_i^3}{\mathcal{R}(f_i)\sqrt{t_{\text{obs}}}} \mathcal{A}_{\text{auto}}(f_i) \\
\tag{75}
\]
with
\[
\mathcal{A}_{\text{auto}}(f) \equiv \mathcal{R}^2(f)S^2_{\text{signal}}(f) \\
+ \mathcal{R}(f)S_{\text{signal}}(f)D_{\text{noise}}(f) + D^2_{\text{noise}}(f), \\
\tag{76}
\]
and
\[
\mathcal{A}_{\text{auto}}(f_i) \equiv \frac{1}{\Delta f_i} \int_{F_i} df \mathcal{A}_{\text{auto}}(f), \\
\tag{77}
\]
where \( F_i = [f_i - \Delta f_i/2, f_i + \Delta f_i/2] \). Comparing the signal difference as in Eq. (43) with a limitation \( \Delta f_i \to df \), we obtain the effective GW noise spectrum
\[
\Omega^\text{eff}_{\text{noise}}(f) = \frac{2\pi^2}{3H_0^2} f^3 \sqrt{\frac{\mathcal{A}_{\text{auto}}(f)}{\mathcal{R}^2(f)}}, \\
\tag{78}
\]
and the fluctuation-to-noise ratio (FNR) for the detectability of the given GW spectrum difference \( \Delta\Omega^\text{th}_{gw}(f) \) in auto-correlated detection,
\[
\text{FNR} \equiv \left[ t_{\text{obs}} \int df \left( \frac{\Delta\Omega^\text{th}_{gw}(f)}{\Omega^\text{eff}_{\text{noise}}(f)} \right)^2 \right]^{1/2}. \\
\tag{79}
\]

**LISA parameters**

LISA experiment parameters can be found in LISA 2017 mission proposal [104], here we introduce the functions that we used in our numerical. The LISA response function estimates to [106]
\[
\mathcal{R}(f) \simeq 16\sin^2 \left( \frac{2\pi fL_{\text{LISA}}}{c_{\text{light}}} \right) \left( \frac{3}{10} \right) \\
\times \left[ 1 + 0.6 \left( \frac{2\pi fL_{\text{LISA}}}{c_{\text{light}}} \right)^2 \right]^{1/2}, \\
\tag{80}
\]
where \( L_{\text{LISA}} = 2.5 \times 10^9 \) m is the LISA arm length, and we assume all the LISA arms are equal and constant. LISA instrumental noise are from a single mass acceleration noise
\[
D_{\text{acc}}(f) = \left( A \frac{\text{fm}}{s^2\sqrt{\text{Hz}}} \right)^2 16\sin^2 \left( \frac{2\pi fL_{\text{LISA}}}{c_{\text{light}}} \right) \\
\times \left[ 3 + \cos^2 \left( \frac{4\pi fL_{\text{LISA}}}{c_{\text{light}}} \right) \right] \left[ 1 + \left( \frac{0.4 \text{mHz}}{f} \right)^2 \right] \\
\times \left[ 1 + \left( \frac{f}{8 \text{mHz}} \right)^4 \right] \left( \frac{1}{2\pi f} \right)^4 \left( \frac{2\pi fL_{\text{LISA}}}{c_{\text{light}}} \right)^2, \\
\tag{81}
\]
and the optical metrology system noise,
\[
D_{\text{oms}}(f) = \left( A_{\text{pm}} \frac{\text{pm}}{\sqrt{\text{Hz}}} \right)^2 16\sin^2 \left( \frac{2\pi fL_{\text{LISA}}}{c_{\text{light}}} \right) \\
\times \left[ 1 + \left( \frac{2 \text{mHz}}{f} \right)^4 \right] \left( \frac{2\pi fL_{\text{LISA}}}{c_{\text{light}}} \right)^2, \\
\tag{82}
\]
where we adopt the acceleration \( A \) and optical \( P_A \) amplitude parameters as [104]
\[
A = 3, \quad P_A = 10. \\
\tag{83}
\]
The total noise spectrum for LISA would be
\[
D_{\text{noise}}(f) = D_{\text{acc}}(f) + D_{\text{oms}}(f). \\
\tag{84}
\]
We also adopt the extended LISA observation period \( t_{\text{obs}} = 10 \) years, and the sensitive frequencies \( 20 \mu \text{Hz} \leq f \leq 1 \text{ Hz} \).
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