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Abstract

We consider SU(2) × U(1) gauge theory coupled to matter field in adjoints and study RG group flow. We constructed Callan Symanzik equation and subsequent β functions and study the fixed points. We find there are two fixed points, showing metallic and antiferromagnetic behaviour. We have shown that metallic phase develops an instability if certain parametric conditions are satisfied.
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1 Introduction

In last two decades there is significant development in the study of holographic renormalization group (1-20). In 1999 Verlinde et al. proposed the formalism (3, 14, 20) which has wide applications in AdS/CFT correspondence. According to it an on shell action can be written as the sum of local and non-local part. Buik equations of motion can be written using Hamilton Jacobi formalism so that they look formally similar to RG equations. Many other works also have appeared in this context (18, 19) (and references therein). Subsequently, studies of RG group in the context of dilaton theory appeared in literature (1, 2, 4, 10). It was developed further to include the gauge fields (3).

AdS/CFT correspondence has been applied successfully in the realm of condensed matter physics (21-26) (and references therein), and especially in the context of holographic superconductors (27-35). High temperature superconductors have a rich phase structure and it is interesting to understand transitions among the various phases from a holographic perspective. RG flow has been used in the study of such transitions. In particular, transition between metallic and insulating phase was analysed in (36), where these two phases were described as fixed points of RG flow. Similar works in the study of metallic and insulating fixed point also appeared in (37).

In the present work, we will consider some holographic helical superconductor (36, 38-40). In condensed matter theory there exist p-wave superconducting phases with a helical order. This phase in gravity is described by the black hole with helical symmetry. More precisely, for five dimensional black hole, if $x^1, x^2, x^3$ describes the transverse directions, the killing vectors associated with the black hole are given by $\partial_{x^2}, \partial_{x^3}$ and $\partial_{x^1} - p(x^2\partial_{x^3} - x^3\partial_{x^2})$, where $p$ is a constant (known as the pitch of the helix), which generates a helical motion consisting of a translation in the $x^1$ direction combined with a simultaneous rotation in $(x^2, x^3)$ plane. These systems break translational invariance with retaining homeogeneity and so it may admit insulating phase. The connection of helical black holes with the insulating phase of high temperature superconductor is explored in (36).

As explained in (41) holographic superconductor may admit antiferromagnetic phase through condensation of adjoint scalar by breaking $SU(2) \rightarrow U(1)$. In this connection, we introduced a model (42) with gravity coupled to $SU(2) \times U(1)$ gauge theory along with a scalar field in adjoint, which admits helical superconducting black hole. For certain field configuration, the near horizon geometry of the black hole solution of this model admits metallic phase (43). Also it may admit insulating antiferromagnetic phase through condensation of adjoint scalar by breaking $SU(2) \rightarrow U(1)$. In that model we would like to explore the possibility of a phase transition between metallic and an insulating phase with antiferromagnetic order. In order to do that we have applied holographic RG flow following (5, 6). According to holographic duality a stable phase corresponds to certain
stable field configuration and appear as the fixed point of holographic RG group flow. An instability of the phase corresponds to flow between one fixed point to the other, i.e one geometric configuration and vacuum field configuration to the other. We have applied the technique of holographic RG flow in the present model. We have obtained the potential and by minimising it we have identified the fixed points as metallic and antiferromagnetic phases.

The organization of the present work is as follows. In the section 2 we develop RG group formalism for our model, obtain the Callan-Symanzik equation. In the section 3 we develop the potential equations. In section 4 we obtain metallic fixed point. In section 5 we show that the other fixed point has an antiferromagnetic behaviour. In section 6, in a different analysis we show that there exist a condition, when metallic phase develops an instability. Finally we come to conclusion in section 7. In the appendix, we apply our method to the equation of motion to obtain the behaviour of some of the fields and metric components near critical point in terms of the potentials.

2 Derivation of Callan-Symanzik equation

We consider the action \[42\],

\[
S = \int_M d^5x \sqrt{-g}[R + 12 - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{4} W_{\mu\nu} W^{\mu\nu} - \frac{1}{2} (D_{\mu} \phi^a)^\dagger (D_{\mu} \phi^a) - \frac{m^2}{2} \phi^a \phi^a] - \frac{\kappa}{2} \int B \wedge F \wedge W + \int_{\partial M} \sqrt{-\gamma} d^3x 2K.
\]

where \(F = dA, W^a = dB^a - e^{abc} B^b \wedge B^c\) and \((D_{\mu} \phi)^a = \partial_{\mu} \phi^a + iA_{\mu} \phi^a - e^{abc} B^b_{\mu} \phi^c\), with A and B are U(1) and SU(2) gauge fields, \(\phi\) is the scalar in SU(2) \(\times\) U(1) adjoint representation. Last term is the Gibbons-Hawking term and \(\gamma^{ij}\) is boundary metric. The metric ansatz

\[
ds^2 = -f(r) dt^2 + \frac{dr^2}{U(r)} + e^{2v_1} dx_1^2 + \left(e^{2v_2} \cos^2 p x_1 + e^{2v_3} \sin^2 p x_1\right) dx_2^2 + \left(e^{2v_3} \cos^2 p x_1 - e^{2v_2} \sin^2 p x_1\right) dx_3^2 + 2(e^{2v_1} - e^{2v_2}) \cos (p x_1) \sin (p x_1) dx_2 dx_3\]

where \(v_i(r), U(r)\) are radial functions, define asymptotically AdS geometry, which implies at \(r \to \infty\), we have \(v_i(r) \to ln r\) and \(U(r) = r^2\). \(p\) is a parameter. Furthermore, for our purpose we impose simplifying ansatz for the fields, which is consistent with the equations of motion, as given in the following:

\(B^1 = w(r) \omega_2, \quad B^2 = B^3 = 0, \quad \phi^1 = \phi^2 = 0, \quad \phi^3 = \phi(r), \quad A = a(r) dt\),

where we use one forms \(\omega_1 = dx^1, \quad \omega_2 = \cos(px^1) dx^2 - \sin(px^1) dx^3, \quad \omega_3 = \sin(px^1) dx^2 + \cos(px^1) dx^3\).

In order to formulate the bulk dynamics in a hamiltonian language we begin by decomposing the bulk variables in components along and transverse to the radial coordinate,
as in the standard ADM treatment of gravity, except that the Hamiltonian time now is the radial coordinate instead of real time. In particular the bulk metric is written in the form \[4\], \[5\]

\[
ds^2 = (N^2 + N^i N^i)dr^2 + 2N^i dr dx^i + \gamma_{ij} dx^i dx^j.
\] (2.4)

Clearly one can recast the above metric \([2.2]\) in the above form \([2.4]\) with a choice \(N^i = 0\) which will be our gauge choice. The inverse metric of \([2.4]\) is given by

\[
g_{rr} = \frac{1}{N^2}; \ g_{ri} = -\frac{N^i}{N^2}; \ g^{ij} = \gamma^{ij} + \frac{N^i N^j}{N^2}.
\] (2.5)

In terms of the above metric, the Ricci scalar can be written as

\[
R(g) = R(\gamma) + K^2 - K_{ij}K^{ij} + \nabla_\mu(-2Kn^\mu + 2n^\nu \nabla_\nu n^\mu),
\] (2.6)

where \(K_{ij}\) is extrinsic curvature given by

\[
K_{ij} = \frac{1}{2N}(\dot{\gamma}_{ij} - D_i N_j - D_j N_i),
\] (2.7)

and \(n^\mu = \left(\frac{1}{N}, -\frac{N^i}{N}\right)\) is the unit normal vector to the constant \(r\) hypersurfaces. In the above, \(D_i\) represents covariant derivative with respect to the induced metric \(\gamma_{ij}\). The reduced action from \([2.1]\) is given by

\[
S = \int d^4 x \sqrt{|\gamma|} \left[R(\gamma) + K^2 - K^{ij}K_{ij} - \frac{1}{2N^2}(D_r \phi - N^i D_i \phi)^\dagger (D_r \phi - N^i D_i \phi) + m^2 \frac{1}{2} \phi^\dagger \phi - \gamma^{ij}(D_i \phi)^\dagger D_j \phi - \frac{1}{2} \gamma^{ij} (F_{ri} - N_k F_i^k) (F_{rj} - N_m F_j^m) - \frac{1}{2} \gamma^{ij} (W_{ri} - N_k W_i^k) (W_{rj} - N_m W_j^m) - \frac{1}{4} F_{ij} F^{ij} - \frac{1}{4} W_{ij} W^{ij} - \kappa \epsilon^{ijklm} (\partial_r A_i - \partial_i A_r - N_k F_i^k) W_{jk} B_m.\right]
\] (2.8)

One can show that for on shell action \(S\), the canonically conjugate momenta \(p\) of any field \(q\) is given by \([1], [5]\)

\[
p = \frac{\partial S}{\partial q}.
\] (2.9)

Now from \([2.4]\), since \(N, N^i\) are cyclic, so

\[
H = N\mathcal{H} + N^i \dot{\mathcal{H}}^i + a_r \mathcal{F} = 0 \quad \Rightarrow \mathcal{H} = \mathcal{H}^i = 0,
\] (2.10)
where

\[
\mathcal{H} = -\frac{1}{\sqrt{-\gamma}} \left( \gamma_{ik} \gamma_{jl} - \frac{1}{d-1} \gamma_{ij} \gamma_{kl} \right) \pi^{ij} \pi^{kl} - 2 \pi^a \pi^a - \frac{1}{2} \gamma_{ij} \pi_B \pi_B \\
- \frac{1}{2} \gamma_{ij} \pi^i_A + \frac{\kappa}{2} \epsilon_{rsnk} \epsilon_{lm} W_{nk} B_m \left( \pi^j + \frac{\kappa}{2} \epsilon_{rsnk} \epsilon_{lm} W_{nk} B_m \right) \\
+ \sqrt{-\gamma} \{ \gamma_{ij} (D_i \phi^a)^\dagger (D_j \phi^a) + R + 12 \\
+ \frac{1}{4} F_{ij} F^{ij} + \frac{1}{4} W_{ij} W^{ij} + \frac{m^2}{2} \phi^a \phi^a \},
\]

(2.11)

\[
\mathcal{H}^i = D_j \pi^{ij} + (\pi^a \pi^a + \pi^a \pi^a) + F^{ij} (\pi^A + \frac{\kappa}{2} \epsilon_{rsnk} \epsilon_{lm} W_{nk} B_m) \gamma_{sj} \\
+ \frac{1}{2} W_{ij} \pi^a \pi^a \gamma^{jm},
\]

(2.12)

where \(\pi^{ij}\) correspond to canonically conjugate momentum of the metric \(\gamma^{ij}\), \(\pi_B, \pi_A\) correspond to canonical conjugate momentum of SU(2) gauge field B and U(1) gauge field A and \(\pi_\phi\) is the canonically conjugate momentum to \(\phi\). Finally \(\mathcal{F}\) is the coefficient of radial component of U(1) gauge field in the expression of hamiltonian and it vanishes, since we consider U(1) gauge field in time direction only. We have

\[
\mathcal{H} = \{S, S\} - \mathcal{L}_d,
\]

(2.13)

where \(\mathcal{L}_d\) is the d dimensional part of the lagrangian (d corresponds to boundary dimension) and the bracket expressed as:

\[
\{S, S\} = -\frac{1}{\sqrt{-\gamma}} \left[ \left( 2 \gamma_{ik} \gamma_{jl} - \frac{1}{d-1} \gamma_{ij} \gamma_{kl} \right) \pi^{ij} \pi^{kl} - 2 \pi^a \pi^a - \frac{1}{2} \gamma_{ij} \pi_B \pi_B \right] \\
- \frac{1}{2} \gamma^{ij} \left( \pi^i_A + \frac{\kappa}{2} \epsilon_{rsnk} \epsilon_{lm} W_{nk} B_m \right) \left( \pi^j + \epsilon_{rsnk} \epsilon_{lm} W_{nk} B_m \right).
\]

(2.14)

\[\mathcal{H} = 0\] gives

\[
\{S, S\} = \mathcal{L}_d.
\]

(2.15)

Now as proposed by Verlinde [6], the on shell action can be written as a local and non local part on boundry, i.e

\[
S = S_{loc} + \Gamma,
\]

(2.16)

where \(S_{loc}\) is the local part given by

\[
S_{loc} = S_{loc}^{(0)} + S_{loc}^{(2)} + \ldots
\]

\[
S_{loc}^{(0)} = \int \sqrt{-\gamma} W \left( \phi^i(r) \phi(r) \right)
\]

\[
S_{loc}^{(2)} = \int \sqrt{-\gamma} \left\{ \Phi \left( \phi^i(r) \phi(r) \right) R_d + M \left( \phi^i(r) \phi(r) \right) \left( (D_i \phi(r))^i (D_i \phi(r)) \right) \right\},
\]

(2.17)
where in the above the superscripts denote the number of derivatives/weights and $R_d$ is $d$ dimensional Ricci scalar. We consider most general expansion of $S_{\text{loc}}$ as considered ([3], [6]). Also $\Gamma$ is the quantum effective action. For $d$ dimensional lagrangian. We write

$$L_d^{(0)} = \left\{ d(d-1) - \frac{m^2}{2} \left( \phi^\dagger(r) \phi(r) \right) \right\}$$

$$L_d^{(2)} = \left\{ R_d + \gamma^{ij} \left( (D_i \phi(r))^\dagger (D_j \phi(r)) \right) \right\}$$

$$L_d^{(4)} = -\frac{1}{4} F_{ij} F^{ij} - \frac{1}{4} W_{ij} W^{ij},$$

(2.18)

where $D_i \phi(r)$ is $d$ dimensional covariant derivative of $\phi$ and according to our ansatz (2.2, 2.3), is given by

$$(D_i \phi)^a (D_i \phi)^a = \left( w(r)^2 e^{-2\nu_2} - a^2(r) \right) \phi^\dagger(r) \phi(r).$$

(2.19)

So the Hamilton-Jacobi equation reduces to the equations (2.15, 2.17, 2.18)

$$\{ S_{\text{loc}}^{(0)}, S_{\text{loc}}^{(0)} \} = L_d^{(0)}$$

(2.20)

$$2 \{ S_{\text{loc}}^{(0)}, S_{\text{loc}}^{(2)} \} = L_d^{(2)}$$

(2.21)

$$\{ S_{\text{loc}}^{(2)}, S_{\text{loc}}^{(2)} \} + 2 \{ S_{\text{loc}}^{(2)}, \Gamma \} = L_d^{(4)}.$$

(2.22)

The radial derivative of the fields are given by formal hamiltonian equation

$$\frac{d\phi}{dr} = \frac{\partial H}{\partial \pi_\phi} = \frac{\partial H}{\partial \left( \frac{\partial S}{\partial \pi_\phi} \right)}$$

where by $S$ we refer to on Shell action. So inserting the expansions (2.17), we can write (3, 3, 5)

$$\frac{d\phi}{dr} = \frac{\partial W}{\partial \phi}$$

$$\frac{dw(r)}{dr} = \frac{\partial (M(\phi^\dagger \phi) (D_i \phi)^\dagger (D_i \phi))}{\partial w(r)} = M(\phi^\dagger \phi) \exp(-2\nu_2(r))^r w(r) \phi^\dagger \phi$$

$$\frac{da(r)}{dr} = \frac{\partial (M(\phi^\dagger \phi) (D_i \phi)^\dagger (D_i \phi))}{\partial a(r)} = -M(\phi^\dagger \phi) \frac{1}{f(r)} a(r) \phi \phi,$$

(2.23)

and finally for the gravity part it follows from [5] that

$$\frac{\partial g_{\mu\nu}}{\partial r} g^{\mu\nu} = \left( -2\pi_{\mu\nu} + \frac{2}{d-1} \pi_\lambda g_{\mu\nu} \right) g^{\mu\nu}$$

$$= \frac{2}{d-1} \pi_\lambda$$

$$= g^{\mu\nu} \frac{2}{d-1} \frac{\partial}{\partial g_{\mu\nu}} \left\{ \int \sqrt{g} W(\phi) \right\}$$

$$\Rightarrow \frac{dg_{\mu\nu}}{dr} = -\frac{W(\phi^\dagger \phi)}{d-1} g_{\mu\nu} + C(r),$$

(2.24)
where one can introduce the constant \( C(r) \), which is independent of \( g_{\mu \nu} \), but, it can differ for different component of metric, actually gives anisotropy of the metric around the fixed point. However for simplicity of our solution we will consider \( C = 0 \) for all metric.

It is also important to note that, since the field derivatives are obtained from \( W(\phi^\dagger \phi) \), \( M(\phi^\dagger \phi) \) in (2.23, 2.24), we will effectively treat these terms as potential and call them by potential in the rest of the article. Now, it implies, from (2.24)

\[
U' = \frac{W(\phi^\dagger \phi)}{d-1} ; \quad v'_i = -\frac{W(\phi^\dagger \phi)}{2(d-1)} ; \quad \frac{f'}{f} = -\frac{W(\phi^\dagger \phi)}{d-1}.
\]

(2.25)

Now, in order to write generalized expression for the bracket, following [3], [4] we will assign weight to all fields. This is as following:

\[
\begin{align*}
\gamma_{\mu \nu}, \phi, \Gamma : 0 \\
\partial_\mu, B_\mu, A_\mu : 1 \\
R, R_{\mu \nu}, R_{\mu \nu \rho \sigma}, \partial^2 : 2 \\
\frac{\partial}{\partial a(r)}, \frac{\partial}{\partial w(r)} : d - 1 \\
\frac{\partial}{\partial h_{\mu \nu}(r)}, \frac{\partial}{\partial \phi(r)} : d.
\end{align*}
\]

(2.26)

Finally we write the expression for generalized bracket as

\[
S_{\text{loc}; w-d} = \int d^d x \sqrt{-\gamma} L^{(w)}.
\]

(2.27)

Finally we write the expression for generalized bracket as

\[
2 \{ S_{\text{loc}}, \Gamma \}_d = - \{ S_{\text{loc}}, S_{\text{loc}} \}_d + L^{(d)}_d,
\]

(2.28)

where \( \{ S_{\text{loc}}, \Gamma \}_d \) and \( \{ S_{\text{loc}}, S_{\text{loc}} \}_d \) denotes weight d term from the bracket. Also \( L^{(d)}_d \) term denotes weight d term of \( L_d \). Finally we write (2.28) as generalized bracket expression

\[
\begin{align*}
W \left( \phi^\dagger (r) \phi(r) \right) \\
&\frac{1}{d-1} \gamma^{kl} \partial_\Gamma \partial_{\gamma^{kl}} - \frac{\partial W \left( \phi^\dagger (r) \phi(r) \right)}{\partial \phi^i} \partial \phi^i - \frac{\partial W \left( \phi^\dagger (r) \phi(r) \right)}{\partial \phi^i} \partial \phi^i \\
&- \gamma_{ij} \partial S_{\text{loc}; 2-d} \partial \Gamma \partial B^i - \gamma_{ij} \partial S_{\text{loc}; 2-d} \partial \Gamma \partial A^i \\
&= \frac{1}{2} (L^{(d)}_d) - \frac{1}{2} \{ S, S \}_d + \frac{1}{2} \kappa \epsilon^{rijkm} W_{jk} B_m \partial S_{\text{loc}} \partial A^i.
\end{align*}
\]

(2.29)

We write Callan-Symanzik equation after some rearrangement

\[
\begin{align*}
\gamma^{kl} \partial_\Gamma \partial_{\gamma^{kl}} - \beta_\phi \partial_\Gamma \partial \phi - \beta_{\phi^i} \partial_\Gamma \partial \phi^i - \beta_B \partial_\Gamma \partial B^i - \beta_{a(r)} \partial_\Gamma \partial A^i \\
= \frac{1}{2} \left( L^{(d)}_d \right) - \{ S, S \}_d + \kappa \epsilon^{rijkm} W_{jk} B_m \partial S_{\text{loc}} \partial A^i.
\end{align*}
\]

(2.30)
with

\[
\beta_\phi = \left\{ \frac{W(\phi^\dagger(r)\phi(r))}{d-1} \right\}^{-1} \frac{\partial W(\phi^\dagger(r)\phi(r))}{\partial \phi^\dagger},
\]

\[
\beta_{\phi^\dagger} = \left\{ \frac{W(\phi^\dagger(r)\phi(r))}{d-1} \right\}^{-1} \frac{\partial W(\phi^\dagger(r)\phi(r))}{\partial \phi},
\]

\[
\beta_{a(r)} = \left\{ \frac{W(\phi^\dagger(r)\phi(r))}{d-1} \right\}^{-1} \gamma_{ij} \frac{\partial S_{loc2-d}}{\partial A^i},
\]

\[
\beta_{w(r)} = \left\{ \frac{W(\phi^\dagger(r)\phi(r))}{d-1} \right\}^{-1} \gamma_{ij} \frac{\partial S_{loc2-d}}{\partial B^i}. \tag{2.31}
\]

Now the fixed points corresponds to simultaneous zero of the \(\beta\) functions. Clearly \(\beta_\phi = \beta_{\phi^\dagger} = 0\) implies, the potential \(W(\phi^\dagger(r)\phi(r))\) is at its extrema. To understand it for SU(2) gauge field and vector field, recall (2.27,2.17); while \(\beta_{w(r)} = 0\), can be achieved by setting \(w(r) = 0\), however the vanishing of \(\beta_{w(r)}\) needs, for nonzero \(\phi\),

\[
M(\phi^\dagger(r)\phi(r)) = 0 \tag{2.32}
\]

at fixed point. We will elaborate these points further in section 4 and 5.

## 3 The potential equations

The potential equations, i.e the equations for \(W(\phi^\dagger\phi), M(\phi^\dagger\phi)\) in (2.28,2.24), are direct consequence of the equation \(\mathcal{H} = 0\) (2.13), where the canonically conjugate momenta is expressed as the derivative of on shell action (2.9), and the on shell action is expanded as (2.17). The potential equation at zeroth derivative order is expressed as

\[
\frac{d}{4(d-1)}[W(\phi^\dagger\phi)]^2 - \frac{\partial W(\phi^\dagger\phi)}{\partial \phi^\dagger} \frac{\partial W(\phi^\dagger\phi)}{\partial \phi} - \frac{1}{2} \phi^\dagger\phi M(\phi^\dagger\phi) W(\phi^\dagger\phi) \left( e^{-2v_2} - \frac{1}{f(r)} \right) = V(\phi^\dagger\phi). \tag{3.1}
\]

At two derivative level the expression is

\[
-\frac{1}{2} (D_i \phi^\dagger)(D_i \phi^\dagger) + R_d = \frac{d-2}{d-1} \left[ \Phi(\phi) R_d + M(\phi^\dagger\phi)(D_i \phi^\dagger)(D_i \phi) \right] W(\phi^\dagger\phi) - \left\{ \frac{\partial W(\phi^\dagger\phi)}{\partial \phi^\dagger} \frac{\partial \Phi(\phi^\dagger\phi)}{\partial \phi} \right\} R_d
\]

\[
- \left\{ \frac{\partial W(\phi^\dagger\phi)}{\partial \phi^\dagger} \frac{\partial M(\phi^\dagger\phi)}{\partial \phi} \right\}(D_i \phi^\dagger)(D_i \phi)
\]

\[
+ M(\phi^\dagger\phi) \frac{\partial W(\phi^\dagger\phi)}{\partial \phi^\dagger} \left\{ -\frac{a(r)}{f(r)} (D_i \phi)^a + f^{bac}(D_i \phi)^b B^c(r) \right\}
\]

\[
- W(\phi^\dagger\phi) M(\phi^\dagger\phi) \left\{ -\frac{a(r)^2}{f(r)} + e^{-2v_2} w(r)^2 \right\}
\]

\[
- \frac{1}{2} M(\phi^\dagger\phi) e^{-4v_2(r)} [\phi^\dagger\phi]^4
\]
\[ \frac{1}{2} \left\{ -\frac{1}{f(r)}(\phi^\dagger \phi)^2 M(\phi^\dagger \phi) + \frac{\kappa}{2} \varepsilon^{inkm} (W_{nk'b_m}) \left( -\frac{1}{f(r)}(\phi^\dagger \phi)^2 M(\phi^\dagger \phi) + \frac{\kappa}{2} \varepsilon^{i'k'm'} (W_{n'k'b_{m'}}) \right) \right\}. \] 

(3.2)

### 4 Critical Points : AdS fixed point

Critical points are given by simultaneous zero of \( \beta \) functions. From (2.31), first condition for zero of the \( \beta \) function is extrema of \( W(\phi^\dagger \phi) \). In order to find the critical points, we need to solve the potential equation (3.1) order by order. We expand

\[ W(\phi^\dagger \phi) = W_o + W_1(\phi^\dagger \phi) + W_2(\phi^\dagger \phi)^2 + \ldots, \]  

(4.1)

where \( W_o, W_1, W_2 \) are constant coefficients. Clearly extremizing the above, w.r.t. \( \phi \), one trivial fixed point can be found at \( \phi = 0 \). Combining (2.17), (2.19), (2.27), (2.31), (4.1), we find \( \phi = 0 \) is also the zero of the \( \beta \) function associated with SU(2) gauge field and U(1) gauge field. Moreover we can choose, at this fixed point SU(2) gauge field \( w(r) = 0 \), then from the action (2.1) it is evident that this has RN AdS black hole solution [43]. Now according to [43], AdS RN black hole has a near horizon geometry given by \( AdS_2 \times R^3 \) which is dual to the metallic phase. So we see that our first fixed point does have correspondence to metallic phase.

Now we solve the potential equation (3.1) order by order.

It is evident that first order term is

\[ W_o = 2(d - 1). \]  

(4.2)

Before proceeding to next order term, we consider the term \( \frac{1}{2} \phi^\dagger \phi M(\phi^\dagger \phi) \left( e^{-2v_2} - \frac{1}{f'(r)} \right) \) from (3.1). Near AdS background \( e^{-2v_2} = \frac{1}{f'(r)} = \frac{1}{r^2} \) (We consider AdS radius \( R = 1 \)). So exactly near AdS fixed point this term will not contribute. We have the coefficient equation first order in \( \phi^\dagger \phi \) is

\[ \frac{d}{4(d - 1)} (2W_o W_1) - 2W_1^2 = -\frac{1}{2} m^2. \]  

(4.3)

We write

\[ W_1 = \frac{1}{2} \Delta_\pm. \]  

(4.4)

Substituting (4.4) in (4.3) gives

\[ \frac{d}{2} \Delta_\pm - \frac{1}{2} \Delta_\pm^2 = -\frac{1}{2} m^2. \]  

(4.5)

Near AdS fixed point, we can ignore the quadratic and higher order terms in \( \phi \), so that we can write the potential \( W(\phi^\dagger \phi) \) as

\[ W(\phi^\dagger \phi) = 2(d - 1) + \frac{1}{2} \Delta_\pm \phi^\dagger \phi, \]  

(4.6)
where $\Delta_{\pm}$ denotes the dimension of dual operator. Near AdS fixed point the scalar field expression can be obtained by integrating $\phi$ derivative part of (2.23)

$$\phi(r) = A_1 r^{\Delta_+} + A_2 r^{\Delta_-}; \quad \Delta_{\pm} = \frac{d \pm \sqrt{d^2 + 4m^2}}{2},$$

(4.7)

To find an approximate expression of $\omega(r), a(r)$ near fixed point, we follow (2.23),

$$\frac{d\omega(r)}{dr} = M(\phi^\dagger \phi) \exp(-2v_2(r)) w(r) \phi^\dagger \phi = \frac{c_1}{r^2}(\phi^\dagger \phi - \alpha)(\phi^\dagger \phi) \omega(r)$$

$$\frac{da(r)}{dr} = -M(\phi^\dagger \phi) \frac{1}{f(r)} a(r) \phi^\dagger \phi = \frac{c_1}{r^2}(\phi^\dagger \phi - \alpha)(\phi^\dagger \phi) a(r).$$

(4.8)

In the above we have substituted Ads background metric expression

$$\exp(-2v_2(r)) = \frac{1}{f(r)} = \frac{1}{r^2}$$

Also we use $M(\phi^\dagger \phi) = \phi^\dagger \phi - \alpha$, which actually we have established in the next section (5.1). Integrating (4.8) we obtain series expression

$$\ln[\omega(r)] = -\ln[a(r)] = \frac{c_1}{r} \{\alpha(A_1 + A_2)^2 - (A_1 + A_2)^4\}$$

$$+ c_1lnr\{-2\alpha(A_1 + A_2)(A_1 \frac{\Delta_+}{2} + A_2 \frac{\Delta_-}{2}) + 3(A_1 + A_2)^3(A_1 \frac{\Delta_+}{2} + A_2 \frac{\Delta_-}{2})\}$$

$$+ \ldots..,$$

(4.9)

where $A_1, A_2$ are integration constant. Similar expression can be derived for $a(r)$.

## 5 Nontrivial fixed point

We are going to show at nontrivial fixed point, the vacuum lies on a circle $\phi^\dagger \phi = \alpha$, which implies $\phi = e^{i\chi(x)}, \phi^\dagger = e^{-i\chi(x)}$, where $\chi$ is any function of space-time variable $x$. Clearly this spontaneously breaks $SU(2) \times U(1)$ symmetry of the theory to $U(1) \times U(1)$. Now following [41] this breakdown of symmetry $SU(2) \rightarrow U(1)$ with nontrivial v.e.v of the scalar, in a model gravity coupled to SU(2) and U(1) gauge field with zero v.e.v of SU(2) gauge field, gives rise to antiferromagnetism. We mentioned earlier (2.32), that when the scalar field $\phi$ takes a nontrivial v.e.v, the zero of the $\beta$ function requires, the potential at two derivative order $M(\phi^\dagger \phi) = 0$. This requires $M(\phi^\dagger \phi)$, to have a series form

$$M(\phi^\dagger \phi) = (\phi^\dagger \phi - \alpha) + O((\phi^\dagger \phi - \alpha)^2) + \ldots,$$

(5.1)

where $\alpha$ is the value of v.e.v of $\langle \phi^\dagger \phi \rangle$ at the nontrivial fixed point. Also at this fixed point we have $e^{-2v_2} \neq \frac{1}{f(r)} \neq \frac{1}{r^2}$. We denote at the fixed point

$$e^{-2v_2} - \frac{1}{f(r)} = c + O(\phi^\dagger \phi) + \ldots$$

(5.2)
As before we can expand

\[ W(\phi^\dagger\phi) = W_o + \frac{1}{2} \Delta_{\pm} \phi^\dagger\phi + c_1(\phi^\dagger\phi)^2 + \ldots \]

Substituting this in (3.1) and also using (5.1,5.2) we obtain the zeroth term \( W_o = 2(d - 1) \) and the term of the order \( \phi^\dagger\phi \) is given by

\[ d\Delta_{\pm} - \Delta_{\pm}^2 = -m^2 - 2c\alpha(d - 1). \]  

We see in the above expression that once we set \( c = 0 \), we obtain the AdS RN expression (4.5) which also gives AdS RN geometry (5.2) near critical point. In order to find the expression of the extrema \( \alpha \) we proceed in the following way:

Extremizing \( W(\phi^\dagger\phi) \), we find, one extrema lies at \( \phi^\dagger = 0 \) (which corresponds to AdS fixed point) and the other one corresponds to

\[ \frac{1}{2} \Delta_{\pm} + 2c_1\phi^\dagger\phi = 0 \]  

Comparing (5.4) with (5.1), we obtain

\[ \alpha = -\frac{\Delta_{\pm}}{4c_1}. \]  

So we have the equation for \( \Delta_{\pm} \) is

\[ \Delta_{\pm}^2 + \left[ \frac{c}{2c_1}(d - 1) - d \right] \Delta_{\pm} - m^2 = 0. \]  

\[ \Delta_{\pm} = \frac{-b \pm \sqrt{b^2 + 4m^2}}{2} \]

\[ b = \left[ \frac{c}{2c_1}(d - 1) - d \right]. \]

6 Instability of metallic phase

In this section we are going to show that the metallic phase develops instability for certain parameter range and consequently develops tendency to flow towards the other phase as we mentioned in the previous section, given by antiferromagnetic fixed point. This is analogous to the theory of a high temperature superconductor, where the metallic phase develops instability at critical point and flow to insulating antiferromagnetic phase.

We have mentioned that the metallic state at zero temperature is described by \( AdS_2 \times R^3 \) geometry, which is the near horizon geometry of AdS RN black hole as given by the AdS fixed point. We consider deformation around this background in the following way [36],

\[ U = 12r^2(1 + u_0r^\delta) \]

\[ \psi = \psi_0(1 + \psi_1r^\delta) \]

\[ a = 2\sqrt{6}r(1 + a_0r^\delta) \]

\[ \phi = \phi_0r^\delta \]

\[ f = 12r^2(1 + f_0r^\delta) \]
The exponents are determined by the equations of motion and come in pairs corresponding to the power of two roots of the equations. We find two marginal operator with $\delta_\pm = 0$ which corresponds to rescaling of $x_1, x_2, x_3$.

The four remaining operator are given by positive weight

$$\delta_+ = 1 \ ; \ -\frac{1}{2} + \sqrt{\frac{1}{4} + \frac{1}{12} p^2 e^{-2v_0} - \frac{\kappa}{\sqrt{6}} p e^{-2v_0}} \ ;$$

$$-\frac{1}{2} + \sqrt{\frac{1}{12} (1 + m^2)} \ ; \ \frac{1}{2} + \sqrt{\frac{1}{4} + \frac{1}{3} p^2 e^{-2v_0}}. \quad (6.2)$$

if

$$2\sqrt{6}\kappa < pe^{-v_0} ; \quad m^2 > 2. \quad (6.3)$$

We see that all four modes are irrelevant with $\delta_+ > 0$. We see that when both the inequalities in (6.3) are satisfied, the solution is translation invariant and stable. The violation of second inequality make the respective deformation mode relevant and hence AdS RN solution unstable. However the translation symmetry will remain unbroken because we have $w \to 0$ as $r \to 0$ and the respective deformation which causes the helical structure is being turned off. So, in principle we can choose m so that the second inequality(involving m) is satisfied as otherwise violation of that inequality is not giving any interesting physics. The IR irrelevance of translation invariance breaking operators implies that phases with these interior geometries will be metals. The violation of the first inequality in (6.3) will cause $\delta_w < 0$ about IR fixed point, make the operator relevant. When the deformation associated with $w(r)$ become relevant, $w$ will be nonvanishing at horizon. Consequently the translational symmetry will break down and this instability mode will turn on the helical geometry. So the IR geometry will change from $AdS_2 \times R^3$ to the one with helical symmetry. Hence once this condition is violated, following [36], we understand that system will flow away from metallic phase to insulating phase which will also be antiferromagnetic according to our identification.

7 Conclusion

Here we have developed RG group formalism for our proposed model SU(2) $\times$ U(1) gauge theory coupled to matter in adjoint representation. We obtained the Callan Symanzlik equation, beta functions. We found the critical points, which corresponds to the zero of the $\beta$ functions, corresponds to the extrema of the potential $W$. We observed the trivial fixed point corresponds to AdS RN black hole where the near horizon geometry corresponds to metallic phase. We also observed that our model has a non trivial fixed point which breaks SU(2) $\times$ U(1) gauge symmetry to U(1) $\times$ U(1) symmetry and resembles antiferromagnetism. We have also checked that the metallic phase develops instability for
certain parametric condition. We further want to comment that the study of thermodynamics at both the fixed point geometry will clarify the picture further. We hope to report on this issue in future.
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## A Appendix

### A.1 Equations of motion

\[
0 = a''(r) + \left\{ v'_1 + v'_2 + v'_3 + \frac{1}{2} \left( \frac{U'}{U} - \frac{f'}{f} \right) \right\} a'(r) + e^{-v_1(r)-v_2(r)-v_3(r)} \sqrt{\frac{f}{U}} w(r) w'(r) - \left\{ \frac{\phi^\dagger(r) \phi(r)}{U(r)} \right\} a(r),
\]

\[
0 = w''(r) + \left\{ v'_1 + v'_2 - v'_3 + \frac{1}{2} \left( \frac{U'}{U} + \frac{f'}{f} \right) \right\} w'(r) - p^2 e^{2(v_2-r-v_3)} \frac{w(r)}{U(r)}
\]

\[
+ pk a'(r) \frac{w(r)}{U(r)} e^{-(v_1-v_2-v_3)} - \phi^\dagger \phi w(r),
\]

\[
0 = \phi''(r) + \left\{ v'_1 + v'_2 + v'_3 + \frac{1}{2} \left( \frac{U'}{U} + \frac{f'}{f} \right) \right\} \phi'(r) + \frac{a(r)^2}{U(r)^2} \phi(r) - \frac{1}{U(r)} w(r) - \frac{m^2 \phi(r)}{U(r)} - \frac{w(r)^2}{U(r)} e^{-2v_3} \phi(r),
\]

\[
0 = v''_1 + v''_2 + v''_3 + v'_1 v'_2 + \left( \frac{1}{2} \frac{U'}{U} + \frac{1}{2} \frac{f'}{f} \right) (v'_1 + v'_2) - \frac{p^2}{2U} e^{-2v_1} - \frac{p^2}{4U} e^{2(v_2-v_1-v_3)} + \frac{3p^2}{4U} e^{2(v_2-v_1-v_3)}
\]

\[
+ \frac{1}{2} \left( \frac{f''(r)}{f(r)} + \frac{1}{2} \left[ \frac{U''(r) f'(r)}{U(r) f(r)} - \left( \frac{f'(r)^2}{f(r)^2} \right) \right] \right) + \frac{6}{U} + \frac{3}{8} p^2 e^{-2v_1} [w_1(r)] e^{-2v_3} - \frac{1}{8} e^{-2v_2} \left[ \partial_r w_1(r) \right]^2
\]

\[
- \frac{1}{4U} w_1(r) \phi^\dagger \phi e^{-2v_2} - \frac{1}{4U} \partial_r \phi^\dagger \partial_r \phi + \frac{a(r)^2}{4U(r) f(r)} \phi^\dagger \phi + \frac{1}{8} a(r)^2 \frac{1}{f(r)} + \frac{1}{2U(r)} m^2 \phi^\dagger \phi,
\]

\[
0 = v''_1 + v''_2 + v''_3 + v'_1 v'_2 + \left( \frac{1}{2} \frac{U'}{U} + \frac{1}{2} \frac{f'}{f} \right) (v'_1 + v'_2) - \frac{p^2}{2U} e^{-2v_1}
\]

\[
+ \frac{3p^2}{4U} e^{2(v_2-v_1-v_3)} - \frac{p^2}{4U} e^{2(v_3-v_1-v_2)} + \frac{1}{2} \left( \frac{f''(r)}{f(r)} + \frac{1}{2} \left[ \frac{U''(r) f'(r)}{U(r) f(r)} - \left( \frac{f'(r)^2}{f(r)^2} \right) \right] \right) + \frac{6}{U}
\]

\[
+ \frac{3}{8} e^{-2v_2} w^2 - \frac{p^2}{8U} e^{-2(v_1+v_3)} w_1 + \frac{1}{4U} \frac{a(r)^2}{f(r)} \phi^\dagger \phi - \frac{1}{4} \partial_r \phi^\dagger \partial_r \phi + \frac{1}{4U} e^{-2v_2} w(r)^2 \phi^\dagger \phi - \frac{1}{4} m^2 \phi^\dagger \phi,
\]

\[
0 = v''_2 + v''_3 + v'_2 + v'_3 + v'_1 v'_3 + \left( \frac{1}{2} \frac{U'}{U} + \frac{1}{2} \frac{f'}{f} \right) (v'_2 + v'_3) + \frac{p^2}{2U} e^{-2v_1} - \frac{p^2}{4U} e^{2(v_2-v_1-v_3)}
\]
In our fixed point ansatz, we choose, around the fixed point $a = 0$, level, so this actually makes it feasible to obtain the expression of $U(1)$ gauge field near critical point. Since we obtain the expression of the potential at perturbative level, so this actually makes it feasible to obtain the expression of $U(1)$ gauge field near critical point. The equation of motion for $U(1)$ gauge field $a(r)$ is

$$a''(r) + \left\{ v_1' + v_2' + v_3' + \frac{U'}{f} - \frac{f'}{f} \right\} a'(r) = e^{-v_1(r) - v_2(r) - v_3(r)} M \left( \frac{\phi^\dagger(r) \phi(r)}{f(r)} \right) a(r) = 0.$$  \hspace{1cm} (A.2)

In our fixed point ansatz, we choose, around the fixed point $w(r) = 0$. In the next section, we have established that near critical point $w(r)^2$ term can be ignored. So expressing the derivatives of the metric in terms of the potentials \eqref{eq2.23} and \eqref{eq2.24}, we can express \eqref{eqA.2} as

$$\frac{d}{dr} \left\{ \frac{-2a(r)\phi^\dagger(r)\phi(r)}{f(r)} M \left( \frac{\phi^\dagger(r)\phi(r)}{f(r)} \right) \right\} + \frac{W \left( \phi^\dagger(r)\phi(r) \right)}{2(d - 1)} \left\{ \frac{-2a(r)\phi^\dagger(r)\phi(r)M \left( \phi^\dagger(r)\phi(r) \right)}{f(r)} \right\} - \left\{ \frac{\phi^\dagger(r)\phi(r)}{U(r)} \right\} a(r) = 0.$$  \hspace{1cm} (A.3)

In order to solve the above equation we substitute

$$\frac{-2a(r)\phi^\dagger(r)\phi(r)}{f(r)} M \left( \phi^\dagger(r)\phi(r) \right) = X.$$  \hspace{1cm} (A.4)

Since at fixed point $M \left( \phi^\dagger(r)\phi(r) \right)$ vanishes so we can write

$$M \left( \phi^\dagger(r)\phi(r) \right) = (\phi^\dagger \phi - \alpha) + O \left( (\phi^\dagger \phi - \alpha)^2 \right)$$
Near critical point $M (\phi^i(r)\phi(r))$ can be approximated by quadratic part only upto an overall constant. Considering a solution $U(r) = f(r)$, we can solve the above near critical point, by integrating the equation with the above prescribed value of M, as follows

$$
\frac{dX}{dr} + \frac{W (\phi^i(r)\phi(r))}{2(d-1)} X - \frac{X}{2M (\phi^i(r)\phi(r))} = 0
$$

$$
\ln X = \int dr' \left\{ \frac{W (\phi^i(r')\phi(r'))}{2(d-1)} - \frac{1}{2M (\phi^i(r')\phi(r'))} \right\}
$$

$$
a(r) = \left[ \frac{-2\phi^i(r)\phi(r)}{f(r)} M (\phi^i(r)\phi(r)) \right]^{-1} \cdot \text{Exp} \left[ \int dr' \left\{ \frac{W (\phi^i(r')\phi(r'))}{2(d-1)} - \frac{1}{2M (\phi^i(r')\phi(r'))} \right\} \right]. \quad (A.5)
$$

In the above we have chosen $U(r) = f(r)$, as given in (2.2) Near critical point we can substitute the expression of $\phi(r), M (\phi^i(r)\phi(r)), W (\phi^i(r)\phi(r))$ to obtain the expression of $a(r)$.

### A.3 Gravity equations

Here we write the gravity equations in terms of potentials. Here we use (2.23,2.24,2.25) to rewrite the equations. Also in writing these equations we replace

$$
\left[ \frac{dw (\phi^i(r)\phi(r))}{dr} \right]^2 = \left[ \frac{d}{d\phi^i(r)} \left\{ e^{-2v_2(r)}(D_i\phi(r))^\dagger(D_i\phi(r)) \right\} \right] \left[ \frac{d}{d\phi(r)} \left\{ e^{-2v_2(r)}(D_i\phi(r))^\dagger(D_i\phi(r)) \right\} \right] = \left\{ e^{-2v_2(r)}\phi^i(r)\phi(r)w(r)M (\phi^i(r)\phi(r)) w(r) \right\}^2
$$

$$
\left[ \frac{da (\phi^i(r)\phi(r))}{dr} \right]^2 = \left\{ \frac{2a(r)}{f(r)} \phi^i(r)\phi(r) M (\phi^i(r)\phi(r)) \right\}^2. \quad (A.6)
$$

Following (2.24), we write the equation of $g_{22} + g_{33} + g_{23}/\text{Sin}[px_1]\text{Cos}[px_1]$

$$
-2U(r) \left\{ \frac{2}{d-1} \frac{d}{dr} \left[ W (\phi^i(r)\phi(r)) \right] + \frac{3}{(d-1)^2} \left[ W (\phi^i(r)\phi(r)) \right]^2 \right\} + p^2 e^{-2v_1} + \frac{p^2}{2} e^{2v_1 - v_1 - v_3} - \frac{3p^2}{2} e^{2v_1 - v_3} - \frac{1}{d-1} U(r) \left\{ \frac{d^2W (\phi^i(r)\phi(r))}{d\phi^i(r)d\phi(r)} \right\} - 12U(r) e^{-2v_2(r)} \left\{ e^{-2v_2(r)}\phi^i(r)\phi(r)w(r)M (\phi^i(r)\phi(r)) \right\}^2 + \frac{1}{2} \phi^i(r)\phi(r)e^{-2v_2(r)}w(r)^2 + \frac{U(r)}{2} \frac{\partial W (\phi^i(r)\phi(r))}{\partial \phi^i(r)} \frac{\partial W (\phi^i(r)\phi(r))}{\partial \phi(r)} - \frac{a(r)^2}{2f(r)} (\phi^i(r)\phi(r)) - \frac{1}{4} \left\{ \frac{2a(r)}{f(r)} \phi^i(r)\phi(r) M (\phi^i(r)\phi(r)) \right\}^2 + \frac{1}{2} m^2 \phi^i(r)\phi(r) = 0. \quad (A.7)
$$
Following (2.2), we write the equation of motion of $g_{22} + g_{33} - g_{23}/Sin[p x_1]Cos[p x_1]$

$$-2U(r) \left\{ \frac{2}{d-1} \frac{d}{dr} \left[ W \left( \phi^i(r) \phi(r) \right) \right] + \frac{3}{(d-1)^2} \left[ W \left( \phi^i(r) \phi(r) \right) \right]^2 \right\} - p^2 e^{-2v_1}$$

$$- \frac{3p^2}{2} e^{2(v_2-v_1-v_3)} + \frac{p^2}{2} e^{2(v_3-v_1-v_2)} - \frac{1}{d-1} U(r) \left\{ \frac{dW \left( \phi^i(r) \phi(r) \right)}{d\phi^i(r) d\phi(r)} \right\} - 12$$

$$- \frac{3U(r)}{4} \left\{ 2e^{-2v_2(r)} \phi^i(r) \phi(r) w(r) M (\phi^i(r) \phi(r)) \right\}^2$$

$$+ \frac{1}{4} p^2 e^{-2v_1(r)-2v_3(r)} w(r)^2 + \frac{U(r)}{2} \frac{\partial W \left( \phi^i(r) \phi(r) \right)}{\partial \phi^i(r)} \frac{\partial W \left( \phi^i(r) \phi(r) \right)}{\partial \phi(r)} - \frac{a(r)^2}{2 f(r)} (\phi^i(r) \phi(r))$$

$$- \frac{1}{4} \left\{ \frac{2a(r)}{f(r)} \phi^i(r) \phi(r) M (\phi^i(r) \phi(r)) \right\}^2 - \frac{1}{2} \phi^i(r) \phi(r) e^{-2v_2(r)} w(r)^2 + \frac{1}{2} m^2 \phi^i(r) \phi(r)$$

$$= 0. \quad (A.8)$$

The equation of motion of $g_{x^1 x^1}$ component of metric is

$$-2U(r) \left\{ \frac{2}{d-1} \frac{d}{dr} \left[ W \left( \phi^i(r) \phi(r) \right) \right] + \frac{3}{(d-1)^2} \left[ W \left( \phi^i(r) \phi(r) \right) \right]^2 \right\} - p^2 e^{-2v_1}$$

$$+ \frac{p^2}{2} e^{2(v_2-v_1-v_3)} + \frac{p^2}{2} e^{2(v_3-v_1-v_2)} + \frac{1}{d-1} U(r) \left\{ \frac{dW \left( \phi^i(r) \phi(r) \right)}{d\phi^i(r) d\phi(r)} \right\} - 12$$

$$+ \frac{U(r)}{4} \left\{ e^{-2v_2(r)} \phi^i(r) \phi(r) w(r) M (\phi^i(r) \phi(r)) \right\}^2$$

$$- \frac{3p^2}{4} e^{-2v_1(r)-2v_3(r)} w(r)^2 - \frac{U(r)}{2} \frac{\partial W \left( \phi^i(r) \phi(r) \right)}{\partial \phi^i(r)} \frac{\partial W \left( \phi^i(r) \phi(r) \right)}{\partial \phi(r)} + \frac{a(r)^2}{2 f(r)} (\phi^i(r) \phi(r))$$

$$- \frac{1}{4} \left\{ \frac{2a(r)}{f(r)} \phi^i(r) \phi(r) M (\phi^i(r) \phi(r)) \right\}^2 - \frac{1}{2} \phi^i(r) \phi(r) e^{-2v_2(r)} w(r)^2 + \frac{1}{2} m^2 \phi^i(r) \phi(r)$$

$$= 0. \quad (A.9)$$

Finally to find an estimate of $g_{tt} = -f(r)$ at critical point with $f(r) = U(r)$, we proceed with the equation of motion of $g_{tt}$ component, in terms of the potentials, ignoring $w(r)$ square terms,

$$- \left\{ \frac{3}{d-1} \frac{d}{dr} \left[ W \left( \phi^i(r) \phi(r) \right) \right] + \frac{3}{4(d-1)^2} \left[ W \left( \phi^i(r) \phi(r) \right) \right]^2 \right\} - 6$$

$$- \frac{1}{4} \frac{\partial W \left( \phi^i(r) \phi(r) \right)}{\partial \phi^i(r)} \frac{\partial W \left( \phi^i(r) \phi(r) \right)}{\partial \phi(r)}$$

$$- \frac{a(r)^2}{4 f^2(r)} (\phi^i(r) \phi(r))$$

$$= \frac{3}{8 f(r)} \left\{ \frac{2a(r)}{f(r)} \phi^i(r) \phi(r) M (\phi^i(r) \phi(r)) \right\}^2 + \frac{1}{4 f(r)} m^2 \phi^i(r) \phi(r). \quad (A.10)$$
Subtracting (A.8) from (A.7) gives

$$2p^2 \left[e^{2(v_2-v_1-v_3)} - e^{2(v_3-v_1-v_2)} \right] + U(r) \left\{ 2e^{-2v_2(r)} \phi^\dagger(r) \phi(r)w(r)M \left( \phi^\dagger(r)\phi(r) \right) \right\}^2 \]

$$-p^2 e^{-2v_1(r)-2v_3(r)}w(r)^2 + \frac{1}{2} \phi^\dagger(r)\phi(r)e^{-2v_2(r)}w(r)^2 = 0. \tag{A.11}$$

Now in order to understand the above relation, first we expand \( w(r) \) around its fixed point value \( w(\phi_*). \)

For any \( r \), we can write

$$w(r) = w(\phi_*) + \left\{ \frac{\partial w(r)}{\partial \phi(r)} \left| _{\phi(r) = \phi_*} \right( \phi(r) - \phi_* \right) \right\} + \frac{\partial w(r)}{\partial \phi^\dagger(r)} \left| _{\phi(r) = \phi_*} \right( \phi^\dagger(r) - \phi_* \right) \}

+ \ldots... \tag{A.12}$$

Now we choose fixed point

$$w(\phi_*) = 0 \tag{A.13}$$

Then from (2.23) we also have first derivative of \( w(r) \) vanishes at critical point. So \( w(r)^2 \) terms are actually of the order \( \left( \phi(r)^\dagger\phi(r) - \alpha \right)^4 \)

Since we are studying fixed point at quadratic order, so we can actually ignore the \( w(r)^2 \) term in (A.11) and write the eqn as

$$p^2 \left[e^{2(v_2-v_1-v_3)} - e^{2(v_3-v_1-v_2)} \right] = 0. \tag{A.14}$$

So finally we are having the relation, near fixed point

$$v_2(r) = v_3(r). \tag{A.15}$$

Next we substract (A.9) from (A.8) to obtain

$$\left[ a(r) \right]^2 = \frac{1}{(\phi^\dagger(r)\phi(r))} \left[ \frac{\partial W(\phi^\dagger(r)\phi(r))}{\partial \phi^\dagger(r)} \frac{\partial W(\phi^\dagger(r)\phi(r))}{\partial \phi(r)} \right]. \tag{A.16}$$

in the above we use \( U(r) = f(r) \) to obtain \( a(r)/f(r) \) in terms of \( W. \)

$$\frac{1}{f(r)} = \left[ \frac{3}{8} \left( \frac{2a(r)}{f(r)} \phi^\dagger(r)\phi(r)M \left( \phi^\dagger(r)\phi(r) \right) \right)^2 + \frac{1}{4} m^2 \phi^\dagger(r)\phi(r) \right]^{-1}

\left[- \left\{ \frac{3}{d-1} \nu \left[ W \left( \phi^\dagger(r)\phi(r) \right) \right] + \frac{3}{4(d-1)^2} \left[ W \left( \phi^\dagger(r)\phi(r) \right) \right]^2 \right\} - 6 \right.

\left. - \frac{1}{4} \frac{\partial W \left( \phi^\dagger(r)\phi(r) \right)}{\partial \phi^\dagger(r)} \frac{\partial W \left( \phi^\dagger(r)\phi(r) \right)}{\partial \phi(r)} \right]

- \frac{a(r)^2}{4f^2(r)} \left( \phi^\dagger(r)\phi(r) \right)^{-1} \tag{A.17}$$

Here once again we ignore the quartic part of \( w(r) \) which add higher order correction.
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