Abstract

In this paper, we propose an efficient exponential integrator finite element method for solving a class of semilinear parabolic equations in rectangular domains. The proposed method first performs the spatial discretization of the model equation using the finite element approximation with continuous multilinear rectangular basis functions, and then takes the explicit exponential Runge-Kutta approach for time integration of the resulting semi-discrete system to produce fully-discrete numerical solution. Under certain regularity assumptions, error estimates measured in $H^1$-norm are successfully derived for the proposed schemes with one and two RK stages. More remarkably, the mass and coefficient matrices of the proposed method can be simultaneously diagonalized with an orthogonal matrix, which provides a fast solution process based on tensor product spectral decomposition and fast Fourier transform. Various numerical experiments in two and three dimensions are also carried out to validate the theoretical results and demonstrate the excellent performance of the proposed method.
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1. Introduction

In this paper, we are devoted to studying numerical solution of the semilinear parabolic equation taking the following form:

\[ u_t = D \Delta u + f(t, u), \quad x \in \Omega, \ t \geq 0, \]  

where $\Omega$ is an open rectangular domain in $\mathbb{R}^d$, $D > 0$ is the constant diffusion coefficient, $u(t, x)$ is the unknown function and $f(t, u)$ is the nonlinear reaction term of the underlying system. It is well known that the equation (1.1) together with appropriate initial value and boundary condition has been widely used in mathematical models for various scientific and engineering applications, such as the Allen-Cahn equation and some other phase field models [11] for describing the phase transition and separation [1], the time-dependent advection diffusion equation and the Navier-Stokes equations for fluid dynamics [39], and the Ginzburg-Landau equation [12] for superconductivity. Many related numerical methods, especially for its temporal discretization, have been proposed and analyzed in the past few decades. Some typical ones include fully-implicit scheme[16] implicit-explicit method [2, 43], integrating factor (IF) method [28, 34, 41], split step method [3, 37], sliders methods [10], exponential time differencing (ETD) method [8, 32], invariant energy quadratization (IEQ) method [44], integrating factor Runge-Kutta (IFRK) method [24, 29], scalar auxiliary variable (SAV) method [38] and so on.

The IF, ETD and IFRK methods fall into the category of exponential integrator-based methods and have received much attention in the past two decades due to their effectiveness and stability in handling stiff semilinear systems, such as the equation (1.1) with very small $D$ and highly nonlinear $f$. All the three methods can maintain the exponential behavior of the system in some extent but also have significant differences. The IF and ETD methods both start with the Duhamel formula, but they differ on the way of evaluating the time integration of the terms resulting from multiplication of the exponential integrator and $f$. The IF method uses quadrature rules...
directly to the whole integrand, while the ETD method first approximates the nonlinear part using polynomial interpolation and then performs exact integration on the resulting integrands. Instead, the IFRKR method first applies an exponential-type variable transformation to eliminate the linear term from the equation and then use the standard Runge-Kutta method for time integration of the transformed system. The $L^2$-stability and $L^\infty$-stability of ETD methods were established in [15] by means of Fourier transformation (FFT) and maximum bound principle of the underlying equations. Some researches have been done to further enhance the stability of ETD method [15, 27, 33] and improve their numerical advantages by exploring the stability factor numerically [8]. Motivated by [35], a family of exponential Runge-Kutta methods [19, 18, 20, 31] were systematically developed with corresponding consistency and order conditions based on the theory of semigroup. Exponential integrator-based methods have also been extended to various areas, such as solution of systems with nondiagonal operators [27], Rosenbrock-type method [21], low-regularity integrators [36], adaptive time stepping [42], and general order parabolic equations [22, 23].

A significant feature of the exponential-based integrator methods is that they all require evaluations of the products of matrix exponentials and vectors. Such operations generally are implemented with Krylov subspace method [14], which is still time-consuming for large scale systems. To overcome this difficulty, some fast FFT-based algorithms were proposed for efficient implementation of ETD methods in rectangular domains, but they only work for the case of using finite difference method for spatial discretization [26, 45, 13]. The key idea is to utilize tensor product representation of discrete spatial operators and spectral decomposition in each dimension. Moreover, convergence analysis of ETD methods to the equation (1.1) highly depends on discrete maximum bound principles, which does not always hold for the classic finite element or pseudo-spectral discretizations, see [14, 25] and references cited therein.

In this paper, we propose an efficient exponential integrator finite element (EIFE) method for solving the semilinear parabolic equation (1.1) in rectangular domains. In the proposed method, we first carry out the spatial discretization by using continuous multilinear rectangular finite elements to obtain a semi-discrete (in space) system, then apply the explicit exponential Runge-Kutta approach for time integration of the resulting system to achieve the fully-discrete scheme. Error estimates measured in $H^1$-norm are also successfully derived for the EIFE schemes with one and two RK stages for the problem with Dirichlet boundary condition. Specifically, we first rewrite the semi-discrete system as a finite dimensional spatial operator equation and then error estimate of the semi-discrete solution is naturally obtained by using the variational formulation and the energy method. Next, the fully-discrete system is regarded as a finite dimensional evolution equation, we then adapt and verify the arguments from [18] to estimate the errors of the fully-discrete solutions. Furthermore, it is observed that the resulting mass and coefficient matrices in the EIFE method can be diagonalized simultaneously with an orthogonal matrix, whose multiplication with a vector can be efficiently computed using FFT, which is held for both Dirichlet and periodic boundary condition cases. Consequently, following [26], fast solution algorithms are able to be constructed based on the tensor product spectral decomposition. To the best of our knowledge, the work presented in this paper is the first study on fast numerical method with rigorous fully-discrete error estimates, which combines exponential integrator in time and finite element discretization in space.

The rest of the paper is organized as follows. The EIFE method is first proposed in Section 2, and then its fully-discrete error analysis is given in Section 3. The FFT-based fast implementation of EIFE method is illustrated in Section 4. In Section 5, various numerical experiments are carried out to validate the theoretical results and demonstrate the excellent performance of the EIFE method. Finally, some concluding remarks are drawn in Section 6.

2. An exponential integrator finite element method

In this section, we will propose an exponential integrator finite element method for solving the model equation (1.1). Let us start with some standard notations for later representations. Given a bounded Lipschitz domain $G \subset \mathbb{R}^d$ and a non-negative integer $s \geq 0$, denote by $H^s(G)$ the standard Sobolev spaces on $G$ with the norm $\| \cdot \|_{s,G}$ and the semi-norm $| \cdot |_{s,G}$, by $(\cdot, \cdot)_G$ the $L^2$-inner product on $G$, and by $H^s_0(G)$ the closure of $C_0^\infty(G)$ with respect to the norm $\| \cdot \|_{s,G}$. We also define $\|v\|_{l,m,G} = \text{ess sup}_{x \in \Omega} \|D^\alpha v\|_{L^2(G)}$ for any function $v$ such that the right-hand side term makes sense, where $\alpha = (\alpha_1, \cdots, \alpha_d)$ is a multi-index and $|\alpha| = \alpha_1 + \cdots + \alpha_d$. We may omit the subscript for $G = \Omega$ when there is no confusion caused. For any non-negative integer $\ell \geq 0$, $P_\alpha(G)$ stands for the set of all polynomials on $G$ with the total degree at most $\ell$. Moreover, given two quantities $a$ and $b$, “$a \lesssim b$” abbreviates “$a \leq Cb$”, where $C$ is a generic positive constant; “$a \approx b$” is equivalent to “$a \lesssim b \lesssim a$”.

Let us consider the semilinear parabolic equation (1.1) with homogeneous Dirichlet boundary condition and
an initial configuration \( u_0 \in H^2(\Omega) \cap H_0^1(\Omega) \), that is

\[
\begin{aligned}
u_t &= D \Delta u + f(t, u), & x &\in \Omega, & 0 \leq t \leq T, \\
u(0, x) &= u_0(x), & x &\in \Omega, \\
u(t, x) &= 0, & x &\in \partial \Omega, & 0 \leq t \leq T,
\end{aligned}
\]

where \( T \geq 0 \) is the terminal time.

### 2.1. Semi-discretization in space by finite element approximation

The variational formulation of the above problem (2.1) is to find \( u \in L^2(0, T; H_0^1(\Omega)) \) and \( u_t \in L^2(0, T; L^2(\Omega)) \) such that

\[
\begin{aligned}
(u_t, v) + a(u, v) &= (f(t, u), v), & \forall v \in H_0^1(\Omega), & 0 \leq t \leq T, \\
u(0) &= u_0,
\end{aligned}
\]

where the bilinear operator \( a(\cdot, \cdot) \) is symmetric and defined by

\[
a(w, v) = \int_{\Omega} D \nabla w \cdot \nabla v \, dx, & \forall w, v \in H_0^1(\Omega). \tag{2.3}
\]

We now define a finite element space \( V_h \) for approximation of \( H_0^1(\Omega) \). Since \( \Omega \subset \mathbb{R}^d \) is a rectangular domain, let us assume \( \Omega := \bigcap_{i=1}^d [a_i, b_i] \). For each \( i = 1, \ldots, d \), we make a uniform partition of \([a_i, b_i]\) with the subinterval size \( h_i = \frac{b_i-a_i}{N_i} \), to get the nodes \( x_i^j = a_i + j h_i, j = 0, \ldots, N_i \) as

\[
a_i = x_i^0 < x_i^1 < \cdots < x_i^{N_i} = b_i.
\]

With this regular partition, we obtain a one-dimensional continuous piecewise linear finite element space for \([a_i, b_i]\) as

\[
V_h^i(a_i, b_i) := \left\{ v \in C[a_i, b_i] : v|_{[x_i^{j-1}, x_i^j]} \in P_1([x_i^{j-1}, x_i^j]), 1 \leq j \leq N_i \right\} \cap H_0^1(a_i, b_i).
\]

Thus, \( \phi_i^j(x_i) \) is the \( j \)-th nodal basis function of \( V_h^i(a_i, b_i) \). By using the tensor product of all above finite element spaces, we can obtain a finite element space \( \Omega \) as follows:

\[
V_h := V_h^1(a_1, b_1) \otimes \cdots \otimes V_h^d(a_d, b_d) \tag{2.4}
\]

\[
V_h := \text{span}\{\phi_1^1(\cdot), \ldots, \phi_d^{N_d}(\cdot) \}.
\]

It is evident that \( V_h \subset H_0^1(\Omega) \). Define \( h = \max_{1 \leq i \leq d} h_i \) as the mesh size of the corresponding uniformly rectangular partition \( T_h \) for generating \( V_h \). For the forthcoming error analysis, we assume the partition \( T_h \) is quasi-uniform, i.e., \( h \approx h_i \) for all \( 1 \leq i \leq d \). The finite element approximation in space for (2.2) is then to find \( u_h \in L^2(0, T; V_h) \) such that

\[
\begin{aligned}
(u_h, v_h) + a(u_h, v_h) &= (f(t, u_h), v_h), & \forall v_h \in V_h, & 0 \leq t \leq T, \\
u_h(0) &= P_h u_0,
\end{aligned}
\]

where \( P_h : L^2(\Omega) \to V_h \) is the \( L^2 \) orthogonal projection operator. Since \( T_h \) is quasi-uniform, it is easy to show, using the similar arguments in [4], that \( P_h \) is stable with respect to \( L^2 \)-norm or \( H^1 \)-norm, i.e., \( \|P_h u\|_0 \leq \|u\|_0 \) and \( \|P_h u\|_1 \leq \|u\|_1 \) for any \( u \in H_0^1(\Omega) \). Applying the inverse inequality for finite elements [5, 7] we know

\[
\|a(w_h, v_h) \| \leq h^2 \|w_h\|_1 \|v_h\|_1, & \forall w_h, v_h \in V_h. \tag{2.6}
\]

where the hidden constants are independent of \( h \), which means \( a(\cdot, \cdot) \) is a bounded bilinear form over \( V_h \) with respect to \( L^2 \)-norm. Therefore, by the Riesz representation theorem, there exists a bounded linear operator \( L_h : V_h \to V_h \) such that

\[
a(w_h, v_h) = (L_h w_h, v_h), & \forall w_h, v_h \in V_h. \tag{2.7}
\]

Making use of the projection operator \( P_h \), we can finally reformulate the problem (2.5) as the following equivalent semi-discrete (in space) system:

\[
\begin{aligned}
u_{ht} + P_h f(t, u_h) &= 0, & x &\in \Omega, & 0 \leq t \leq T, \\
u_h(0) &= P_h u_0, & x &\in \Omega,
\end{aligned}
\]

\[3\]
2.2. Explicit exponential integrator in time

Let us divide the time interval \([0, T]\) into \(N_T > 0\) subintervals \([t_n, t_{n+1}], n = 0, 1, \ldots, N_T - 1,\) with \(\tau_n = t_{n+1} - t_n > 0\) being the time step size at \(t_n\). Let \(\{e^{-\tau_nL_0}\}_{\tau \geq 0}\) denote the semigroup on \(V_0\) with the infinitesimal generator \((-L_0)\). For simplicity of presentation, we define \(u(t) := u(t, \cdot)\) and \(u_h(t) := u(t, \cdot)\). By the Duhamel principle, the semi-discrete solution \(u_h\) to the problem \((2.8)\) can be equivalently expressed as

\[
    u_h(t_{n+1}) = e^{-\tau_nL_0}u_h(t_n) + \sum_{j=0}^{s} e^{-\tau_jL_0}P_h f(t_n + \sigma, u_h(t_n + \sigma)) \, d\sigma.
\]

(2.9)

Denote by \(u^e_h\) the fully-discrete numerical solution at the time step \(t_n\) after temporal discretization of \((2.9)\). We then apply the classic explicit exponential Runge-Kutta approach \((20)\) (see Table 1) to \((2.9)\) and obtain a fully-discrete numerical method for solving the semi-linear parabolic problem \((2.1)\) as follows: for \(n = 0, 1, \ldots, N_T - 1,\)

\[
\begin{align*}
    u_h^{n+1} &= \chi(-\tau_nL_0)u_h^n + \tau_n \sum_{i=1}^{s} b_i(-\tau_nL_0)G_i, \\
    U_{ni} &= \chi(-\tau_nL_0)u_h^n + \tau_n \sum_{j=1}^{i-1} a_{ij}(-\tau_nL_0)G_j, \quad i = 1, \ldots, s, \\
    G_i &= P_h f(t_n + c_i\tau_n, U_{ni}), \quad i = 1, \ldots, s,
\end{align*}
\]

(2.10)

where the integer \(s > 0\) denotes the number of stages for exponential Runge-Kutta method.

- **Table 1: Explicit exponential Runge-Kutta tableau for (2.9) with \(s\) denoting the number of stages.**

| \(c_1\) | \(c_2\) | \(\ldots\) | \(c_s\) |
|---|---|---|---|
| \(a_{11}(-\tau_nL_0)\) | \(a_{12}(-\tau_nL_0)\) | \(\ldots\) | \(a_{1s-1}(-\tau_nL_0)\) |
| \(\vdots\) | \(\vdots\) | \(\ldots\) | \(\vdots\) |
| \(b_1(-\tau_nL_0)\) | \(\vdots\) | \(b_{s-1}(-\tau_nL_0)\) | \(b_s(-\tau_nL_0)\) |

Here the interpolation nodes \(c_1, \ldots, c_s\) are \(s\) distinct nodes selected in \([0, 1]\), and the weights are given by

\[
\begin{align*}
    b_i(-\tau_nL_0) &= \int_0^1 e^{-\tau_i(1-\theta)L_0} l_i(\theta) \, d\theta, \quad i = 1, \ldots, s, \\
    a_{ij}(-\tau_nL_0) &= \frac{1}{\tau_n} \int_0^{\tau_n} e^{-c_i(\tau_n-\tau)L_0} l_j(\tau) \, d\tau, \quad i = 1, \ldots, s, \quad j = 1, \ldots, i - 1,
\end{align*}
\]

with \(\{l_i(\theta)\}_{i=1}^s\) being the classic Lagrange interpolation polynomials

\[
l_i(\theta) := \prod_{m=1, m \neq i}^s \frac{\theta - c_m}{c_i - c_m}, \quad i = 1, \ldots, s.
\]

The coefficients \(\chi, \chi_i\) are constructed from exponential functions or approximations of such functions evaluated at the operator \((-\tau_nL_0)\). Let us define

\[
    \varphi_k(z) = \int_0^1 e^{(1-\theta)z} \frac{\theta^{k-1}}{(k-1)!} \, d\theta, \quad k \geq 1.
\]

It is easy to check that \(\varphi_0(z) = e^z\) and \(\varphi_{k+1}(z) = \frac{\varphi_k(z) - \varphi_k(0)}{z}\) for \(k > 0\). Then,

\[
    \chi(-\tau_nL_0) = \frac{1}{\tau_n} \int_0^{\tau_n} e^{-c_i(-\tau_n-L_0)} \frac{t^{k-1}}{(k-1)!} \, dt, \quad k \geq 1.
\]

To ensure the consistency of the explicit exponential Runge-Kutta method, it is always assumed that the following conditions hold \((20)\):

\[
\begin{align*}
    \chi(-\tau_nL_0) &= e^{-\tau_nL_0}, \\
    \chi_1(-\tau_nL_0) &= 1, \\
    \chi_i(-\tau_nL_0) &= e^{-c_i\tau_nL_0}, \quad 1 \leq i \leq s, \\
    \sum_{j=1}^s b_j(-\tau_nL_0) &= \varphi_1(-\tau_nL_0), \\
    \sum_{j=1}^s a_{ij}(-\tau_nL_0) &= c_i\varphi_1(-c_i\tau_nL_0), \quad 1 \leq i \leq s.
\end{align*}
\]

(2.11)
With the help of the above consistency condition (2.11), we can find $c_1 = 0$ and obtain the explicit forms of the functions $\chi$ and $\chi_i$ in (2.10). Finally, the proposed fully-discrete scheme (2.10) can be rewritten as

\[
\begin{align*}
    u_h^{n+1} &= e^{-\tau L_h} u_h^n + \tau \sum_{i=1}^{s} b_i(-\tau L_h) G_{ni}, \\
    U_m &= e^{-\tau L_h} U_m^n + \tau \sum_{i=1}^{s} a_{ij}(-\tau L_h) G_{nij}, \quad i = 1, \ldots, s, \\
    G_{ni} &= P_h f(t_n + c_i \tau_n, U_{ni}), \quad i = 1, \ldots, s.
\end{align*}
\]

(2.12)

We refer to the above fully-discrete scheme (2.12) as the exponential integrator finite element (EIFE) method. In particular, if the number of RK stages $s = 1$, then the so-called first-order Euler exponential scheme is obtained for time stepping, and (2.12) can correspondingly be expressed as

\[
    u_h^{n+1} = e^{-\tau L_h} u_h^n + \tau \varphi_1(-\tau L_h) P_h f(t_n, u_h^n),
\]

(2.13)

which is called EIFE1. If the number of RK stages $s = 2$, then the two interpolation nodes are taken as $c_1 = 0$ and $c_2 \in (0, 1]$ and the two-stage second-order exponential Runge-Kutta scheme is obtained for time stepping, and (2.12) correspondingly reads

\[
    u_h^{n+1} = e^{-\tau L_h} u_h^n + \tau \varphi_1(-\tau L_h) P_h f(t_n, u_h^n) + \frac{1}{c_2} \varphi_2((-\tau L_h) P_h f(t_n + c_2 \tau_n, e^{-c_2 \tau L_h} u_h^n + c_2 \tau_n \varphi_1((-c_2 \tau L_h) P_h f(t_n, u_h^n))),
\]

(2.14)

which is denoted as EIFE2.

Fully-discrete error analysis of (2.13) and (2.14) will be carefully studied in Section 3. For even higher order (≥ 3) explicit exponential Runge-Kutta schemes, more complicated order conditions are needed and we can refer to [20] for details. It is worth noting that the proposed EIFE method is so far described in an abstract setting for the convenience of further theoretical analysis. If we express the finite element numerical solution in terms of nodal basis functions of $V_h$, we can further reformulate the equations (2.5) and (2.8) in the matrix form. More remarkably, the resulting mass and coefficient matrices can be diagonalized simultaneously with an orthogonal matrix and the product of the $e^{-\tau L_h}$ with any vector consequently can be realized efficiently using tensor product spectral decomposition and FFT, which render a fast implementation for the EIFE method (2.12) as described in Section 4.

3. Error analysis of the EIFE method

In this section, we focus on error estimates of fully-discrete solutions produced by the EIFE method (2.12) for solving the semilinear parabolic problem (2.1) (i.e., the case with homogeneous Dirichlet boundary condition). Note that the analysis also work for the problem with nonhomogeneous Dirichlet boundary condition after minor modifications. From now on, we always assume the dimension of the problem $d \leq 3$.

3.1. Some preliminary lemmas

We first present some results related to the semigroup $\{e^{-\tau L_h}\}_{\tau > 0}$ and some terms used in the exponential Runge-Kutta schemes, which are important to the forthcoming analysis of the proposed EIFE method.

**Lemma 3.1.**

(i) For any given parameter $\gamma \geq 0$, it holds

\[
    \|e^{-\tau L_h}\|_0 + \|\tau L_h e^{-\tau L_h}\|_0 \lesssim 1, \quad \forall \tau > 0, \forall h > 0.
\]

(3.1)

(ii) For any given parameter $0 \leq \gamma \leq 1$, it holds

\[
    \left\|\tau L_h \sum_{j=1}^{n-1} e^{-\tau L_h}\right\|_0 \lesssim 1, \quad \forall \tau > 0, \forall h > 0.
\]

(3.2)

(iii) For any given parameter $0 \leq \gamma \leq 1$, it holds

\[
    \|\phi(-\tau L_h)\|_0 + \|\tau L_h \phi(-\tau L_h)\|_0 \lesssim 1, \quad \forall \tau > 0, \forall h > 0,
\]

(3.3)

where $\phi(-\tau L_h) = b_i(-\tau L_h)$ or $\phi(-\tau L_h) = a_{ij}(-\tau L_h)$, $i, j = 1, \ldots, s$. 
Proof. (i) Since \( a(\cdot, \cdot) \) is a symmetric bilinear operator, we easily know \( L_h \) is a linear symmetric operator on \( V_h \). On the other hand, by the Poincaré inequality, there exists a constant \( \alpha > 0 \) such that
\[
\| \varphi \|_{V_h}^2 \leq a(\varphi, \varphi), \quad \forall \varphi \in V_h.
\]
This combined with (2.6) gives \( 0 \leq \alpha \leq \lambda \lesssim h^{-2} \) for all \( \lambda \in \lambda(L_h) \) by means of Rayleigh representation theorem, where \( \lambda(L_h) \) denotes the set of all eigenvalues of \( L_h \). Therefore, we obtain
\[
\| e^{-\tau L_h} \|_{0} \leq e^{-\alpha \tau} < 1.
\] (3.4)

On the other hand, \( L_h \) is a symmetric operator on \( V_h \), so is \( \tau^2 L_h^2 e^{-\tau L_h} \). Thus it holds
\[
\| \tau^2 L_h^2 e^{-\tau L_h} \|_{0} = \max_{\lambda \in \lambda(L_h)} | (\tau \lambda)^2 e^{-\tau \lambda} |.
\] (3.5)

Let us consider an auxiliary function \( g(x) = x^r e^{-x} \) for \( x \geq 0 \). The derivative with respect to \( x \) is \( g'(x) = x^{r-1} e^{-x} (\gamma - x) \), so the maximum of \( g(x) \) is taken at \( x = \gamma \), which implies
\[
g(x) \leq \gamma^r e^{-\gamma}, \quad \forall x \geq 0.
\] (3.6)

Combination of (3.6) with (3.5) immediately gives us \( \| \tau^2 L_h^2 e^{-\tau L_h} \|_{0} \leq \gamma^r e^{-\gamma} \), which together with (3.4) then directly deduces (3.1).

(ii) Follow the similar arguments for deriving (3.5),
\[
\| \tau L_h^{n-1} \sum_{j=1}^{n-1} e^{-\tau L_h} \|_{0} = \max_{\lambda \in \lambda(L_h)} | \tau^2 \sum_{j=1}^{n-1} e^{-\tau \lambda} | \leq \max_{\lambda \in \lambda(L_h)} \gamma^{r-1} | \tau^1 \sum_{j=1}^{n-1} e^{-\tau \lambda} |.
\]
Since the auxiliary function \( g(x) = \left| \frac{1}{x-1} \right| \leq 1 \) for any \( x > 0 \), \( 0 \leq \gamma \leq 1 \), we have
\[
\| \tau L_h^{n-1} \sum_{j=1}^{n-1} e^{-\tau L_h} \|_{0} \lesssim 1.
\] (3.7)

(iii) If \( \phi(x) = b_i(x) \) for \( 1 \leq i \leq s \), then
\[
\| \phi(-\tau L_h) \|_{0} = \| \int_{0}^{1} e^{-\tau(1-\theta)L_h} l_i(\theta) d\theta \|_{0} \leq \int_{0}^{1} \| e^{-\tau(1-\theta)L_h} l_i(\theta) \|_{0} d\theta \lesssim 1,
\]
since the interpolation nodes \( c_1, \cdots, c_s \) are fixed. For all \( \gamma \in [0, 1] \), follow the similar arguments, we have
\[
\| \tau^2 L_h^{n} b_i(-\tau L_h) \|_{0} = \max_{\lambda \in \lambda(L_h)} | \tau^2 \sum_{j=1}^{n} e^{-\tau(1-\theta)L_h} l_i(\theta) d\theta | \lesssim \max_{\lambda \in \lambda(L_h)} | \tau^2 \sum_{j=1}^{n} e^{-\tau(1-\theta)L_h} l_i(\theta) d\theta | = \max_{\lambda \in \lambda(L_h)} (\tau \lambda)^{r-1} (1 - e^{-\tau \lambda}).
\] (3.8)

Let us consider the auxiliary function \( g(x) = x^{r-1}(1 - e^{-x}) \) for \( x > 0 \) where \( 0 \leq \gamma \leq 1 \). Since \( \lim_{x \to +\infty} f(x) = 0 \) and \( \lim_{x \to +\infty} f(x) = 0 \), the function \( f(x) \) must take its maximum at a point \( x_0 \in (0, +\infty) \), and \( f'(x_0) = 0 \) by the Fermat lemma. Note that
\[
f'(x) = x^{r-2} e^{-x} ((\gamma - 1)(e^x - 1) + x),
\]
which implies that \( (\gamma - 1)(e^{x_0} - 1) + x_0 = 0 \), and \( x_0 \) depends only on \( \gamma \). Hence, \( f(x) \) is bounded by a constant \( C(\gamma) > 0 \). This combined with the above estimate (3.8) gives
\[
\| \tau^2 L_h^{n} \phi(-\tau L_h) \|_{0} \lesssim 1.
\] (3.9)

Similarly, the above results are also held for \( \phi(x) = a_{ij}(x), i, j = 1, \cdots, s \).

In addition, recalling the definitions (2.3) and (2.7) and noting that \( L_h \) is a symmetric positive definite operator, we have the following important property:
\[
\| v \|_{0} \sim \| L_h^2 v \|_{0}, \quad \forall v \in V_h.
\] (3.10)

which establishes an important relation between the \( H^1 \) and \( L^2 \) norms over \( V_h \), and will be frequently used later on. Next let us introduce the mild growth condition for the function \( f \) as given in [40] and some regularity conditions required for the exact solution \( u(t) \) in order to carry out convergence and error analysis of EIFE method.
Assumption 3.1. The function \( f(t, \zeta) \) grows mildly with respect to \( \zeta \), i.e., there exists a number \( p > 0 \) for \( d = 1, 2 \) or \( p \in (0, 2] \) for \( d = 3 \) such that
\[
\left| \frac{\partial f}{\partial \zeta}(t, \zeta) \right| \leq 1 + |\zeta|^p, \quad \forall t, \zeta \in \mathbb{R}. 
\] (3.11)

Assumption 3.2. The function \( f(t, \zeta) \) is sufficiently smooth with respect to \( t \), i.e., for any given constant \( K > 0 \), it holds
\[
\sum_{|\xi| \leq 2} |D^\alpha f(t, \zeta)| \leq 1, \quad \forall t \in [0, T], \zeta \in [-K, K]. 
\] (3.12)

Assumption 3.3. The exact solution \( u(t) \) satisfies some of the following regularity conditions:
\[
\sup_{0 \leq t \leq T} \|u(t)\|_{L^p} \lesssim 1, \quad \sup_{0 \leq t \leq T} \|u_t(t)\|_{L^\infty} \lesssim 1, \quad \sup_{0 \leq t \leq T} \|u_{tt}(t)\|_{L^\infty} \lesssim 1, 
\] (3.13a, 3.13b, 3.13c)
where the hidden constants may depend on \( T \).

We then have the following result on the locally-Lipschitz continuity of \( f \).

Lemma 3.2. Suppose that the function \( f \) satisfies Assumption 3.1, and the exact solution \( u(t) \) fulfills (3.13a) in Assumptions 3.3. Then \( f \) is locally-Lipschitz continuous in a strip along the exact solution \( u(t) \), i.e., for any given constant \( R > 0 \),
\[
\|f(t, v) - f(t, w)\|_0 \lesssim \|v - w\|_1, 
\] (3.14)
for any \( t \in [0, T] \) and \( v, w \in V_h \) satisfying
\[
\max\{\|v - u(t)\|_1, \|w - u(t)\|_1\} \leq R. 
\]

Proof. It follows from (3.13a) and (3.2) that
\[
\max\{\|v\|_1, \|w\|_1\} \leq R + \|u(t)\|_1 \lesssim 1 + R. 
\] (3.15)

On the other hand, by the Lagrange mean value theorem and (3.11),
\[
\|f(t, v) - f(t, w)\|_0^2 = \left\| \frac{\partial f}{\partial \zeta}(t, \xi)(v - w) \right\|_0^2 \leq \int_{\Omega} (1 + |\xi|^p)^2 |v - w|^2 \, dx 
\leq \int_{\Omega} (1 + |v|^p)^2 |v - w|^2 \, dx + \int_{\Omega} (1 + |w|^p)^2 |v - w|^2 \, dx, 
\] (3.16)
where \( \xi(x) = \theta(x) v(x) + (1 - \theta(x)) w(x) \) for some \( \theta(x) \in [0, 1] \). It is clear that
\[
\int_{\Omega} (1 + |v|^p)^2 |v - w|^2 \, dx = \int_{\Omega} |v|^2 |v - w|^2 \, dx + 2 \int_{\Omega} |v|^p |v - w|^2 \, dx + \int_{\Omega} |v - w|^2 \, dx. 
\] (3.17)

It suffices to show below the bound of the first term in the right-hand side of (3.17) since the other two terms can be treated similarly.

Case I: \( d = 1 \) or \( 2 \). In this case, \( 0 < p < \infty \). We choose \( q_1, q_2 \) satisfying
\[
\frac{1}{q_1} + \frac{1}{q_2} = 1, \quad 1 \leq q_1 < \infty, \quad 1 \leq q_2 < \infty, \quad 2pq_1 \geq 1.
\]
Then by using Holder’s inequality, Sobolev embedding theorem and (3.15),
\[
\int_{\Omega} |v|^p |v - w|^2 \, dx \leq \left( \int_{\Omega} |v|^{2p_1} \, dx \right)^{\frac{1}{2}} \left( \int_{\Omega} |v - w|^{2q_2} \, dx \right)^{\frac{1}{2}} 
\leq \|v\|_{L^{2p_1(q_1)}}^{\frac{1}{2}} \|v - w\|_{L^{2q_2(q_2)}}^{\frac{1}{2}} \lesssim \|v\|_{L^{2p_1(q_1)}} \|v - w\|_{L^{2q_2(q_2)}}^{\frac{1}{2}} \lesssim \|v - w\|_1^2. 
\] (3.18)

Case II: \( d = 3 \). In this case, \( 0 < p \leq 2 \). In view of the Sobolev embedding theorem, \( H^1(\Omega) \hookrightarrow L^q(\Omega) \), where \( 1 \leq q \leq 6 \). We select appropriate \( q_1, q_2 \) satisfying
\[
\frac{1}{q_1} + \frac{1}{q_2} = 1, \quad 1 \leq q_1 < \infty, \quad 1 \leq q_2 \leq 3, \quad 1 \leq 2pq_1 \leq 6.
\]
In fact, these conditions hold if \((q_1, q_2)\) satisfies the conditions

\[
\max \left\{ \frac{1}{\theta}, \frac{1}{p} \right\} \leq q_1 \leq \frac{2}{\theta}, \quad 1 \leq q_2 \leq 3.
\]

Noting \(0 < p \leq 2\), we can find the existence of such a pair \((q_1, q_2)\) in terms of the above conditions. Follow the similar arguments for deriving (3.18), we have

\[
\int_{\Omega} |v|^2 |v - w|^2 \, dx \leq \left( \int_{\Omega} |v - w|^{2p} \, dx \right)^{\frac{2}{p}} \left( \int_{\Omega} |v|^2 \, dx \right)^{\frac{2}{p}} = \|v - w\|_{L^{2p}}^2 \|v\|_{L^2}^2 \lesssim \|v - w\|_1^2.
\]

Based on (3.18), (3.19) and (3.17), we obtain that

\[
\int_{\Omega} (1 + |v|^p)^2 |v - w|^2 \, dx \lesssim \|v - w\|_1^2,
\]

and similarly

\[
\int_{\Omega} (1 + |w|^p)^2 |v - w|^2 \, dx \lesssim \|v - w\|_1^2.
\]

Finally, the combination of (3.16), (3.20) and (3.21) leads to (3.14).

\[
\Box
\]

3.2. Fully-discrete error estimates

In the rest of this section, for simplicity we will assume the time partition is uniform, i.e., \(\Delta t = \tau_0 = \cdots = \tau_{N_T-1}\) and \(t_n = n\Delta t\). Let \(u_h(t)\) be the solution of the semi-discrete (in space) problem (2.8) (or (2.9)), and \(u_h^n\) the fully-discrete solution produced by the EIFE method (2.12). For the error between the exact solution \(u(t)\) and the fully-discrete solution \(u_h^n\) measured in the \(H^1\)-norm, we have by the triangle inequality

\[
\|u(t_n) - u_h^n\|_1 \leq \|u(t_n) - u_h(t_n)\|_1 + \|u_h(t_n) - u_h^n\|_1.
\]

Thus we will estimate \(\|u(t_n) - u_h(t_n)\|_1\) and \(\|u_h(t_n) - u_h^n\|_1\) respectively.

First of all, the following result readily comes from Theorem 14.2 in [40].

**Lemma 3.3.** Suppose that the function \(f\) satisfies Assumptions 3.1 and 3.2, and the exact solution \(u(t)\) fulfills (3.13a) in Assumptions 3.3. There exists a constant \(h_0 > 0\) such that if the spatial mesh size \(h \leq h_0\), then

\[
\|u(t_n) - u(t)\|_1 \lesssim h, \quad \forall \ t \in [0, T],
\]

where the hidden constant is independent of \(h\).

A direct consequence of Lemma 3.3 is

\[
\|u(t_n) - u_h(t_n)\|_1 \lesssim h, \quad \forall \ n = 0, \cdots, N_T,
\]

where the hidden constant is independent of \(h\). Then the remaining part for us is to bound \(\|u_h(t_n) - u_h^n\|_1\). Note that the semi-discrete solution \(u_h(t_n)\) obtained from (2.8) itself depends on the spatial mesh size \(h\), on the other hand we need remove the dependence of the hidden constants on \(h\) in estimating \(\|u_h(t_n) - u_h^n\|_1\). In order to achieve this goal, we convert the semi-discrete solution \(u_h(t_{n+1})\) \((n = 0, 1, \cdots, N_T - 1)\) into the sum of the following two parts for further analysis:

\[
u_h(t_{n+1}) = e^{-\Delta t L_h} u_h(t_n) + \int_0^{\Delta t} e^{-\Delta t L_h} P_h f(t_n + \sigma, u_h(t_n + \sigma)) \, d\sigma
\]

\[= e^{-\Delta t L_h} u_h(t_n) + \int_0^{\Delta t} e^{-\Delta t L_h} P_h f(t_n + \sigma, u(t_n + \sigma)) \, d\sigma + \int_0^{\Delta t} e^{-\Delta t L_h} (P_h f(t_n + \sigma, u_h(t_n + \sigma)) - P_h f(t_n + \sigma, u(t_n + \sigma))) \, d\sigma.
\]

Define the following functions:

\[
\psi_i(-\Delta t L_h) = \varphi_i(-\Delta t L_h) - \sum_{k=1}^{s} b_k(-\Delta t L_h) c_{i+k}^{j-1} , \quad i = 1, \cdots, s,
\]

\[
\psi_j(-\Delta t L_h) = \varphi_j(-\Delta t L_h) c_{i-j}^{j+1} - \sum_{k=1}^{s} a_k(-\Delta t L_h) c_{i-k}^{j-1}, \quad i, j = 1, \cdots, s.
\]
We also denote \( f^{(k)}(t, u(t)) = \frac{d^k}{dt^k} f(t, u(t)) \) as the \( k \)-th full differentiation of \( f \) with respect to \( t \). By comparing (3.25) with the fully-discrete scheme (2.12), we then obtain

\[
\begin{align*}
  u_h(t_n + c_i\Delta t) &= e^{-ci\Delta L_h} u_h(t_n) + \Delta t \sum_{j=1}^{i-1} a_{ij}(-\Delta L_h) \nonumber \\
  u_h(t_{n+1}) &= e^{-\Delta L_h} u_h(t_n) + \Delta t \sum_{i=1}^{s} b_i(-\Delta L_h) \nonumber \\
  P_h f(t_n + c_i\Delta t, u(t_n + c_i\Delta t)) + \delta_{ni},
\end{align*}
\]

(3.27)

\[
\begin{align*}
  u_h(t_n + c_i\Delta t) &= e^{-ci\Delta L_h} u_h(t_n) + \Delta t \sum_{j=1}^{i-1} a_{ij}(-\Delta L_h) \nonumber \\
  u_h(t_{n+1}) &= e^{-\Delta L_h} u_h(t_n) + \Delta t \sum_{i=1}^{s} b_i(-\Delta L_h) \nonumber \\
  P_h f(t_n + c_i\Delta t, u(t_n + c_i\Delta t)) + \delta_{n+1},
\end{align*}
\]

(3.28)

where the defect terms \( \delta_{ni} \) and \( \delta_{n+1} \) are respectively given by

\[
\begin{align*}
  \delta_{ni} &= \sum_{j=1}^{r} \Delta t^j \psi_j(-\Delta L_h) P_h f^{(j-1)}(t_n, u(t_n)) + \delta_{ni}^{(r)}, \\
  \delta_{n+1} &= \sum_{i=1}^{r} \Delta t^i \psi_i(-\Delta L_h) P_h f^{(i-1)}(t_n, u(t_n)) + \delta_{n+1}^{(r)},
\end{align*}
\]

with the remainders \( \delta_{ni}^{(r)} \) and \( \delta_{n+1}^{(r)} \) defined respectively by

\[
\begin{align*}
  \delta_{ni}^{(r)} &= \int_{0}^{\Delta t} e^{-(c_i-\sigma)\Delta L_h} \int_{0}^{\tau} \left( \frac{\tau - \sigma}{(r-1)!} \right)^{r-1} P_h f^{(r)}(t_n + \sigma, u(t_n + \sigma)) \, d\sigma \, d\tau \\
  &\quad - \Delta t \sum_{i=1}^{r} a_{ii}(-\Delta L_h) \int_{0}^{\tau} \left( \frac{\tau - \sigma}{(r-1)!} \right)^{r-1} P_h f^{(r)}(t_n + \sigma, u(t_n + \sigma)) \, d\sigma \\
  &\quad + \int_{0}^{\Delta t} e^{-(c_i-\sigma)\Delta L_h} \left( P_h f(t_n + \sigma, u(t_n + \sigma)) - P_h f(t_n + \sigma, u(t_n + \sigma)) \right) \, d\sigma,
\end{align*}
\]

\[
\begin{align*}
  \delta_{n+1}^{(r)} &= \int_{0}^{\Delta t} e^{-(c_i-\sigma)\Delta L_h} \int_{0}^{\tau} \left( \frac{\tau - \sigma}{(r-1)!} \right)^{r-1} P_h f^{(r)}(t_n + \sigma, u(t_n + \sigma)) \, d\sigma \, d\tau \\
  &\quad - \Delta t \sum_{i=1}^{r} b_i(-\Delta L_h) \int_{0}^{\tau} \left( \frac{\tau - \sigma}{(r-1)!} \right)^{r-1} P_h f^{(r)}(t_n + \sigma, u(t_n + \sigma)) \, d\sigma \\
  &\quad + \int_{0}^{\Delta t} e^{-(\Delta t - \sigma)\Delta L_h} \left( P_h f(t_n + \sigma, u(t_n + \sigma)) - P_h f(t_n + \sigma, u(t_n + \sigma)) \right) \, d\sigma.
\end{align*}
\]

Here \( r \) can be any nonnegative integer such that \( f^{(r)}(t, u(t)) \) exists and is continuous.

In what follows, we will adopt the arguments proposed in [18] to bound \( \| u_h - u(t_n) \|_1 \). For brevity, let us define

\[
\begin{align*}
  e_n &= u_h^n - u_h(t_n) \quad \text{and} \quad E_m = U_m - u_h(t_n + c_i\Delta t) \quad \text{for} \quad i = 1, \ldots, s. \quad \text{Then we arrive at the following recurrence relations:}
\end{align*}
\]

\[
\begin{align*}
  E_{ni} &= e^{-ci\Delta L_h} e_n + \Delta t \sum_{j=1}^{i-1} a_{ij}(-\Delta L_h) \left( P_h f(t_n + c_i\Delta t, U_n) \right) \\
  \quad - P_h f(t_n + c_i\Delta t, u_h(t_n + c_i\Delta t)) - \delta_{ni}. \quad (3.29)
\end{align*}
\]

\[
\begin{align*}
  e_{n+1} &= e^{-\Delta L_h} e_n + \Delta t \sum_{i=1}^{s} b_i(-\Delta L_h) \left( P_h f(t_n + c_i\Delta t, U_n) \right) \\
  \quad - P_h f(t_n + c_i\Delta t, u_h(t_n + c_i\Delta t)) - \delta_{n+1}. \quad (3.30)
\end{align*}
\]

We first have the following result on the defect terms in (3.27) and (3.28).

**Lemma 3.4.** Given an integer \( r = 1 \) or 2. Suppose that the function \( f \) satisfies Assumptions 3.1 and 3.2, and the exact solution \( u(t) \) fulfills (3.13a) and (3.13b) in Assumptions 3.3. Suppose that \( u(t) \) additionally fulfills (3.13c) if \( r = 2 \). Then for \( n = 0, \ldots, N_r, \quad i = 1, \ldots, s, \) it holds that

\[
\begin{align*}
  \| \delta_{ni}^{(r)} \|_1 &\lesssim \sum_{\sigma \in \mathbb{S}} \left( \Delta t \right)^{r+1} \sup_{0 \leq \sigma \leq 1} \| f^{(r)}(t_n + \sigma \Delta t, u(t_n + \sigma \Delta t)) \|_1 + h, \quad (3.31a) \\
  \left\| \sum_{j=0}^{n-1} e^{j\Delta L_h} \delta_{nj}^{(r)} \right\|_1 &\lesssim \left( \Delta t \right)^{r} \sup_{0 \leq \tau \leq T} \| f^{(r)}(t, u(t)) \|_1 + h. \quad (3.31b)
\end{align*}
\]

Note that the above hidden constants are independent of \( h \) and \( \Delta t \).
Proof. Recalling (3.1) in Lemma 3.1 and the relation (3.10), we have after some direct manipulations

\[
\left\| \int_{0}^{\Delta} e^{-(\Delta t - \tau)L_{t}} \left( \frac{(\tau - \sigma)^{r-1}}{(r-1)!} P_{h} f^{(r)}(t_{n} + \sigma, u(t_{n} + \sigma)) \right) \, d\sigma \, d\tau \right\|_1 \\
\lesssim \int_{0}^{\Delta} e^{-(\Delta t - \tau)L_{t}} \left( \frac{(\tau - \sigma)^{r-1}}{(r-1)!} L_{h}^{2} P_{h} f^{(r)}(t_{n} + \sigma, u(t_{n} + \sigma)) \right) \, d\sigma \, d\tau \\
\lesssim (\Delta t)^{r+1} \sup_{0 \leq \tau \leq \Delta t} \left\| e^{-(\Delta t - \tau)L_{t}} \right\|_1 \sup_{0 \leq \sigma \leq 1} \left\| L_{h}^{2} P_{h} f^{(r)}(t_{n} + \eta \Delta t, u(t_{n} + \eta \Delta t)) \right\|_1 \\
\lesssim (\Delta t)^{r+1} \sup_{0 \leq \mu \leq 1} \left\| P_{h} f^{(r)}(t_{n} + \eta \Delta t, u(t_{n} + \eta \Delta t)) \right\|_1 \\
\lesssim (\Delta t)^{r+1} \sup_{0 \leq \mu \leq 1} \left\| f^{(r)}(t_{n} + \eta \Delta t, u(t_{n} + \eta \Delta t)) \right\|_1,
\]

(3.32)

where the last inequality is due to that \( P_{h} \) is \( H^{1} \)-stable. Similarly, we also have

\[
\left\| \int_{0}^{\Delta} e^{-(\Delta t - \tau)L_{t}} \left( P_{h} f(t_{n} + \sigma, u_{h}(t_{n} + \sigma)) - P_{h} f(t_{n} + \sigma, u(t_{n} + \sigma)) \right) \, d\sigma \, d\tau \right\|_1 \\
\lesssim \int_{0}^{\Delta} L_{h}^{2} e^{-(\Delta t - \tau)L_{t}} \, d\sigma \left( \sup_{0 \leq \tau \leq 1} \left\| P_{h} f(t_{n} + \eta \Delta t, u_{h}(t_{n} + \eta \Delta t)) - P_{h} f(t_{n} + \eta \Delta t, u(t_{n} + \eta \Delta t)) \right\|_1 \\
- P_{h} f(t_{n} + \eta \Delta t, u(t_{n} + \eta \Delta t)) \right\|_1.
\]

(3.33)

In view of the similar arguments for proving Lemma 3.1, we have

\[
\left\| \int_{0}^{\Delta} L_{h}^{2} e^{-(\Delta t - \tau)L_{t}} \, d\sigma \right\|_1 = \max_{\lambda \in \lambda_{L}(A_{h})} \int_{0}^{\Delta} \lambda^{\frac{1}{2}} e^{-(\Delta t - \tau)\lambda} \, d\tau \\
\lesssim \max_{\lambda \in \lambda_{L}(A_{h})} |\lambda^{-\frac{1}{2}}| \lesssim 1.
\]

(3.34)

Since \( P_{h} \) is \( L^{2} \) stable and the function \( f \) is locally-Lipschitz continuous (Lemma 3.2), we further obtain from (3.33)-(3.34) and Lemma 3.3 that

\[
\left\| \int_{0}^{\Delta} e^{-(\Delta t - \tau)L_{t}} \left( P_{h} f(t_{n} + \sigma, u_{h}(t_{n} + \sigma)) - P_{h} f(t_{n} + \sigma, u(t_{n} + \sigma)) \right) \, d\sigma \, d\tau \right\|_1 \\
\lesssim \sup_{0 \leq \sigma \leq 1} \left\| P_{h} f(t_{n} + \eta \Delta t, u_{h}(t_{n} + \eta \Delta t)) - P_{h} f(t_{n} + \eta \Delta t, u(t_{n} + \eta \Delta t)) \right\|_1 \\
\lesssim \sup_{0 \leq \mu \leq 1} \left\| u_{h}(t_{n} + \eta \Delta t) - u(t_{n} + \eta \Delta t) \right\|_1 \lesssim h.
\]

(3.35)

According to (3.3) in Lemma 3.1 and the similar arguments for deriving (3.32),

\[
\left\| \Delta t \sum_{k=1}^{r-1} a_{h}(-\Delta t L_{h}) \int_{0}^{\Delta t} (c_{\alpha} \Delta t - \sigma)^{r-1} \frac{1}{(r-1)!} P_{h} f^{(r)}(t_{n} + \sigma, u(t_{n} + \sigma)) \, d\sigma \right\|_1 \\
\lesssim \left\| \Delta t \sum_{k=1}^{r-1} a_{h}(-\Delta t L_{h}) \int_{0}^{\Delta t} (c_{\alpha} \Delta t - \sigma)^{r-1} \frac{1}{(r-1)!} L_{h}^{2} \right.
\left. \cdot P_{h} f^{(r)}(t_{n} + \sigma, u(t_{n} + \sigma)) \, d\sigma \right\|_1 \\
\lesssim (\Delta t)^{r+1} \sum_{k=1}^{r-1} \left\| a_{h}(-\Delta t L_{h}) \right\|_1 \sup_{0 \leq \sigma \leq 1} \left\| P_{h} f^{(r)}(t_{n} + \eta \Delta t, u(t_{n} + \eta \Delta t)) \right\|_1 \\
\lesssim (\Delta t)^{r+1} \sup_{0 \leq \mu \leq 1} \left\| f^{(r)}(t_{n} + \eta \Delta t, u(t_{n} + \eta \Delta t)) \right\|_1.
\]

(3.36)

Now, using the triangle inequality, the regularity assumptions for \( u(t) \) and \( f \), and the estimates (3.32), (3.35) and (3.36), we get

\[
\| u_{h}^{(r)} \|_1 \lesssim (\Delta t)^{r+1} \| f^{(r)}(t_{n} + \eta \Delta t, u(t_{n} + \eta \Delta t)) \|_1 + h, \quad \forall i = 1, \ldots, s,
\]

(3.37)

which leads to (3.31a). Also (3.31b) can be derived in the similar manner. \( \square \)
For the EIFE1 scheme (2.13) (i.e., \( s = 1 \)), the following error equation holds:

\[
e_{n+1} = e^{-\Delta t L_h} e_n + \Delta t \varphi_1(-\Delta t L_h)(P_h f(t_n, u_n^0) - P_h f(t_n, u(t_n))) - \delta_{n+1}.
\]  

(3.38)

**Theorem 3.1** (Error estimate for the EIFE1 scheme). **Suppose the function \( f \) satisfies Assumptions 3.1 and 3.2, and the exact solution \( u(t) \) fulfills (3.13a) and (3.13b). There exists a constant \( h_0 > 0 \) such that if the spatial mesh size \( h \leq h_0 \), then the numerical solution \( [u_n^0] \) produced by the EIFE scheme (2.13) satisfies**

\[
\| u(t_n) - u_n^0 \|_1 \lesssim \Delta t + h, \quad \forall n = 1, \ldots, N_T,
\]  

(3.39)

where the hidden constant is independent of \( h \) and \( \Delta t \).

**Proof.** By repeatedly applying (3.38), we get

\[
e_n = \Delta t \sum_{j=1}^{n-1} e^{-(n-j-1)\Delta t L_h} \varphi_1(-\Delta t L_h)(P_h f(t_j, u_j^0) - P_h f(t_j, u(t_j)))
- \sum_{j=1}^{n-1} e^{-j\Delta t L_h} \delta_{n-j}.
\]  

(3.40)

Since \( s = 1 \), based on the definition of \( \psi(-\Delta t L_h) \) in (3.26) and Lagrangian interpolation theorem, we can derive that \( \psi(-\Delta t L_h) = 0 \), which implies \( \delta_j = \delta_j^1 \) for \( j = 1, \ldots, n \). Recalling (3.31b) in Lemma 3.4 (with \( r = 1 \)), we can immediately obtain the \( H^1 \)-norm estimation of the second term in (3.40) as

\[
\left\| \sum_{j=0}^{n-1} e^{j\Delta t L_h} \delta_{n-j} \right\|_1 \leq \Delta t \sup_{0 \leq t \leq T} \| f(t, u(t)) \|_1 + h.
\]  

(3.41)

As for the \( H^1 \)-norm evaluation of the first term in (3.40), it follows from (3.10) and the triangle inequality that

\[
\left\| \Delta t \sum_{j=1}^{n-1} e^{-(n-j-1)\Delta t L_h} \varphi_1(-\Delta t L_h)(P_h f(t_j, u_j^0) - P_h f(t_j, u(t_j))) \right\|_1
\]

\[
\lesssim \| \Delta t L_h^1 \varphi_1(-\Delta t L_h) \|_0 \| P_h f(t_{n-1}, u_{n-1}^{r-1}) - P_h f(t_{n-1}, u(t_{n-1})) \|_0
\]

\[+ \left\| \sum_{j=0}^{n-2} \Delta t L_h^1 e^{-(n-j-1)\Delta t L_h} \varphi_1(-\Delta t L_h)(P_h f(t_j, u_j^0) - P_h f(t_j, u(t_j))) \right\|_1
\]

\[= I_1 + I_2.
\]  

(3.42)

By applying (3.1) in Lemma 3.1, we get

\[I_1 = \left\| \int_0^{\Delta t} e^{-(\Delta t - \tau) L_h} \right\|_0 \| P_h f(t_{n-1}, u_{n-1}^{r-1}) - P_h f(t_{n-1}, u(t_{n-1})) \|_0
\]

\[\lesssim \Delta t \sup_{0 \leq \tau \leq \Delta t} \| \int_0^{\Delta t} e^{-(\Delta t - \tau) L_h} \|_0 \| P_h f(t_{n-1}, u_{n-1}^{r-1}) - P_h f(t_{n-1}, u(t_{n-1})) \|_0
\]

\[\lesssim (\Delta t)^{1/2} \| u_{n-1}^{r-1} - u(t_{n-1}) \|_1.
\]  

(3.43)

For the second term in (3.42), it follows from (3.1) in Lemma 3.1 that

\[\| \varphi_1(-\Delta t L_h) \|_0 = \left\| \frac{1}{\Delta t} \int_0^{\Delta t} e^{-(\Delta t - \tau) L_h} \right\|_0 \leq \sup_{0 \leq \tau \leq \Delta t} \| e^{-(\Delta t - \tau) L_h} \|_0 \lesssim 1.
\]

By (3.1) and (3.2) in Lemma 3.1 and similar arguments for deriving (3.35), we have

\[I_2 \lesssim \left\| \Delta t L_h^1 \sum_{j=0}^{n-2} e^{-(n-j-1)\Delta t L_h} \right\|_0 \| P_h f(t, u(t)) \|_0 + \Delta t \sum_{j=0}^{n-2} \left\| \int_0^{\Delta t} e^{-(\Delta t - \tau) L_h} \right\|_0 \| P_h f(t_j, u_j^0) - P_h f(t_j, u(t_j)) \|_0
\]

\[\lesssim \sup_{0 \leq t \leq T} \| P_h f(t, u(t)) \|_0 + \Delta t \sum_{j=0}^{n-2} \left\| \int_0^{\Delta t} e^{-(\Delta t - \tau) L_h} \right\|_0 \| P_h f(t_j, u_j^0) - P_h f(t_j, u(t_j)) \|_0
\]

\[\lesssim \Delta t \sum_{j=0}^{n-2} \left\| \int_0^{\Delta t} e^{-(\Delta t - \tau) L_h} \right\|_0 \| e_j \|_1 + h.
\]  

(3.44)
In terms of (3.40) and the estimates (3.41)-(3.44), we arrive at
\[
\|e_n\|_1 \lesssim (\Delta t)^2 \|e_{n-1}\|_1 + \Delta t \sum_{j=0}^{n-2} t_{n-j-1} \|e_j\|_1 + \Delta t + h
\]
\[
\lesssim \Delta t \sum_{j=1}^{n-1} t_{n-j} \|e_j\|_1 + \Delta t + h.
\]
Then we have by the discrete Gronwall inequality (Theorem 6.1 with \(\alpha = \frac{1}{2}\) in [9])
\[
\|u_h(t_n) - u^n_1\| \lesssim \Delta t + h. 
\]  
(3.45)
The combination of (3.22), (3.24) and (3.45) immediately leads to (3.39).

**Lemma 3.5.** Suppose the function \(f\) satisfies Assumptions 3.1 and 3.2, and the exact solution \(u(t)\) fulfills (3.13a)-(3.13b). If \(s \geq 2\), then it holds for any \(0 \leq n \leq N_T\),
\[
\|E_m\|_1 \lesssim \|e_n\| + (\Delta t)^2 \sup_{0 \leq s \leq 1} \|f'(t_n + \eta \Delta t, u(t_n + \eta \Delta t))\| + h, \quad \forall i = 1, \cdots, s, 
\]  
(3.46)
where the hidden constant is independent of \(h\) and \(\Delta t\).

**Proof.** According to the definition of \(\psi_{ij}\) in (3.26), we have by some manipulations that \(\psi_{ij} = 0, j = 1, \cdots, s\) when the consistency conditions (2.11) is fulfilled. Therefore, the estimation of \(\|\delta_m\|_1\) can be converted to that of \(\|\delta_n^{(1)}\|_1\). Using the similar arguments for deriving the estimate (3.35) and (3.3) in Lemma 3.1, we have
\[
\left\| \sum_{j=1}^{n-1} t_j \|a_j(-\Delta t L_0) - \|P_0 f(t_n + c_j \Delta t, U_{n_j}) - p_0 f(t_n + c_j \Delta t, u(t_n + c_j \Delta t))\|_1 
\lesssim \sum_{j=1}^{n-1} \|t_j \|\|a_j(-\Delta t L_0)\|_0 
\lesssim \sum_{j=1}^{n-1} \|a_j(-\Delta t L_0)\|_0 \max_{0 \leq s \leq 1} \|P_0 f(t_n + c_j \Delta t, U_{n_j}) - p_0 f(t_n + c_j \Delta t, u(t_n + c_j \Delta t))\|_0
\lesssim (\Delta t)^2 \max_{0 \leq s \leq 1} \|E_m\|_1 + h.
\]
Note that \(\|\delta_m^{(1)}\|_1\) is uniformly bounded for \(i = 1, \cdots, s\) (see (3.31a) in Lemma 3.4 with \(r = 1\)). Recalling the relation (3.29), we have by the triangle inequality that
\[
\left\| E_m \right\|_1 \lesssim \|e_n\| + (\Delta t)^2 \sup_{0 \leq s \leq 1} \|P_0 f'(t_n + \eta \Delta t, u(t_n + \eta \Delta t))\|_1 + h
\] 
\[+ \left\| \sum_{j=1}^{n-1} t_j \|a_j(-\Delta t L_0)\|_1 \|P_0 f(t_n + c_j \Delta t, U_{n_j}) - p_0 f(t_n + c_j \Delta t, u(t_n + c_j \Delta t))\|_1 \right. 
\lesssim \|e_n\| + (\Delta t)^2 \sup_{0 \leq s \leq 1} \|P_0 f'(t_n + \eta \Delta t, u(t_n + \eta \Delta t))\|_1 + h
\]
\[+ (\Delta t)^2 \max_{0 \leq s \leq 1} \|E_m\|_0
\] 
\[\lesssim \|e_n\| + (\Delta t)^2 \sup_{0 \leq s \leq 1} \|f'(t_n + \eta \Delta t, u(t_n + \eta \Delta t))\|_1 + h
\]
\[+ (\Delta t)^2 \max_{0 \leq s \leq 1} \|E_m\|_1.
\]
Finally (3.46) is obtained by recursively using the above inequality.

**Theorem 3.2** (Error estimate for the EIFE2 scheme). Suppose that the function \(f\) satisfies Assumptions 3.1 and 3.2, and the exact solution \(u(t)\) fulfills (3.13a)-(3.13c) in Assumptions 3.3. There exists a constant \(h_0 > 0\) such that if the spatial mesh size \(h \leq h_0\), then the numerical solution \(u^n_1\) produced by EIFE2 scheme (2.14) satisfies
\[
\|u(t_n) - u^n_1\|_1 \lesssim (\Delta t)^2 + h, \quad \forall n = 1, \cdots, N_T, 
\]  
(3.47)
where the hidden constant is independent of \(h\) and \(\Delta t\).
Proof. Recalling the definition of $\psi_i$ in (3.26), we can check that $\psi_1(-\Delta t L_h) = \psi_2(-\Delta t L_h) = 0$, which implies that $\delta_{n+1} = \delta_{n+1}^{[2]}$ by Lagrangian interpolation theorem for $s = 2$. By (3.3) in Lemma 3.1, we have

$$
\left\| \Delta t \sum_{j=0}^{n-1} e^{-(n-1-j)\Delta t L_h} \sum_{i=1}^{r} b_i(-\Delta t L_h)(P_h f(t_j + c_i \Delta t, U_{j, i})) - P_h f(t_j + c_i \Delta t, u(t_j + c_i \Delta t)) \right\|_1
\lesssim \left\| \Delta t \sum_{j=0}^{n-2} e^{-(n-1-j)\Delta t L_h} \sum_{i=1}^{r} (P_h f(t_j + c_i \Delta t, U_{j, i})) \right\|_1,
$$

(3.48)

Using the similar arguments for deriving (3.35) and (3.2) and (3.3) in Lemma 3.1, we can obtain

$$
\text{II}_1 \lesssim \sum_{j=1}^{r} (\Delta t)^{\frac{1}{2}} \| (\Delta t)^{\frac{1}{2}} L_n^h b_i(-\Delta t L_h) \|_0 \max_{1 \leq s \leq T} \| P_h f(t_{n-1} + c_i \Delta t, U_{n-1, i}) - P_h f(t_{n-1} + c_i \Delta t, u(t_{n-1} + c_i \Delta t)) \|_0
\lesssim (\Delta t)^{\frac{1}{2}} \max_{1 \leq s \leq T} \| P_h f(t_{n-1} + c_i \Delta t, U_{n-1, i}) - P_h f(t_{n-1} + c_i \Delta t, u(t_{n-1} + c_i \Delta t)) \|_0
\lesssim (\Delta t)^{\frac{1}{2}} \max_{1 \leq s \leq T} \| E_{n-1, i} \|_1 + h,
$$

and

$$
\text{II}_2 \lesssim \left\| \Delta t \sum_{j=0}^{n-2} e^{-(n-1-j)\Delta t L_h} \sum_{i=1}^{r} L_n^h \| \sum_{j=0}^{n-2} \Delta t \| e^{-(n-1-j)\Delta t L_h} \|_0 \max_{1 \leq s \leq T} \| P_h f(t_j + c_i \Delta t, U_{j, i}) - P_h f(t_j + c_i \Delta t, u(t_j + c_i \Delta t)) \|_0
\lesssim \Delta t \sum_{j=0}^{n-2} \sum_{i=1}^{r} \max_{1 \leq s \leq T} \| P_h f(t_j + c_i \Delta t, U_{j, i}) - P_h f(t_j + c_i \Delta t, u(t_j + c_i \Delta t)) \|_0 + h
\lesssim \Delta t \sum_{j=0}^{n-2} \sum_{i=1}^{r} \max_{1 \leq s \leq T} \| E_{j, i} \|_1 + h.
$$

(3.50)

With the help of the estimates (3.48), (3.49) and (3.50), it follows from the relation (3.30) and (3.31b) in Lemma 3.4 with $r = 2$ that

$$
\| e_n \|_1 \leq \left\| \Delta t \sum_{j=0}^{n-1} e^{-(n-1-j)\Delta t L_h} \sum_{i=1}^{r} b_i(-\Delta t L_h)(P_h f(t_j + c_i \Delta t, U_{j, i})) \right\|_1 + \left\| \sum_{j=0}^{n-1} e^{-(n-1-j)\Delta t L_h} \delta_{n-1}^{[2]} \right\|_1
\lesssim (\Delta t)^{\frac{1}{2}} \max_{1 \leq s \leq T} \| E_{n-1, i} \|_1 + \Delta t \sum_{j=0}^{n-2} \sum_{i=1}^{r} \max_{1 \leq s \leq T} \| E_{j, i} \|_1 + h
\lesssim \Delta t \sum_{j=0}^{n-1} \sum_{i=1}^{r} \max_{1 \leq s \leq T} \| E_{j, i} \|_1 + (\Delta t)^2 + h.
$$
This combined with the estimation of $\|E_{ij}\|_1$ in Lemma 3.5 and the discrete Gronwall inequality leads to

$$\|u_h^n - u_h(t_n)\|_1 \lesssim (\Delta t)^2 + h.$$  \hspace{1cm} (3.51)

Finally, the combination of (3.22), (3.24) and (3.51) immediately gives (3.47).

Remark 3.1. It is worth noting that no restriction on the time step size $\Delta t$ is imposed in Theorems 3.1 and 3.2, which implies that the proposed EIFE method is stable with large time stepping.

Remark 3.2. When $s \geq 3$, the order conditions for the explicit exponential Runge-Kutta method do not hold automatically like the case of $s = 1$ or 2, and convergence analysis of the proposed EIFE method (2.12) becomes much more complicated since the estimates of $\|e_h\|$ and $\|E_{in}\|$ will be coupled together. We refer the reader to [18] for some details along this line, and rigorous error estimates of higher-order EIFE schemes would be an interesting open question.

4. FFT-based fast solution of the EIFE method

We now present fast solution of the EIFE method (2.12) for solving the semilinear parabolic equation (1.1).

The main idea is to take the advantage of simultaneously diagonalizing the mass and coefficient matrices of the finite element system (2.5) with an orthogonal matrix whose multiplication with a vector can be efficiently implemented by FFT and tensor product spectral decomposition.

We first focus on the case of homogeneous Dirichlet boundary condition (2.1), and the extension to that of nonhomogeneous Dirichlet boundary condition is straightforward by incorporating the given values of the exact solution on the boundary nodes into the discrete method as part of $f$. Let us take the three dimensional problem for illustration, which also naturally works in any other $d$ dimensions. Suppose that $\Omega := \prod_{i=1}^{d} [a_i, b_i]$ is divided into $N_1, N_2, N_3$ parts uniformly along the $x, y, z$ directions with the meshsizes $h_1, h_2, h_3$, respectively. Thus, as given in Section 2, the finite element space $V_h$ is spanned by $\{\phi_i(x)\phi_j(y)\phi_k(z)\}$ where $i = 1, \cdots , N_1 - 1, j = 1, \cdots , N_2 - 1, k = 1, \cdots , N_3 - 1$. Therefore, the finite element solution $u_h(t)$ of the semi-discrete (in space) problem (2.5) can be expressed as

$$u_h(t, x, y, z) = \sum_{i=1}^{N_1-1} \sum_{j=1}^{N_2-1} \sum_{k=1}^{N_3-1} u_{i,j,k}(t) \phi_i(x)\phi_j(y)\phi_k(z).$$

Define $U(t) = [u_{i,j,k}(t)]_{(N_1-1)\times(N_2-1)\times(N_3-1)}$ and let $F(t, U)$ be the tensor with entries $(f(t, u_{i,j,k}(t)), \phi_i(x)\phi_j(y)\phi_k(z))$. As in [26], we introduce some tensor operations for later uses. Given three matrices $M_\alpha \in \mathbb{R}^{(N_1-1)\times(N_2-1)}, M_\beta \in \mathbb{R}^{(N_1-1)\times(N_3-1)}$, let us define the following operations with $U$:

$$(M_\alpha \otimes U)_{ijk} := \sum_{r=1}^{N_1-1} (M_\alpha)_{ir} U_{rjk}, \quad (M_\beta \odot U)_{ijk} := \sum_{r=1}^{N_1-1} (M_\beta)_{ir} U_{irj}.$$  

With the help of the above operations, we have by some direct manipulations that the variational scheme (2.5) can be reformulated to the following form

$$\begin{cases}
A_\odot \odot A_\beta \odot A_\gamma \odot \odot A_\beta \odot U \\
\quad + D(B_\gamma \odot A_\beta \odot A_\beta \odot U) \\
\quad + A_\gamma \odot B_\beta \odot A_\beta \odot U + A_\gamma \odot A_\beta \odot B_\beta \odot U = F(t, U),
\end{cases}$$  \hspace{1cm} (4.1)

where $A_\odot = \frac{h_0}{\delta} R_{N_0-1}, \quad B_\odot = \frac{1}{h_0^2} G_{N_0-1}^D,$ for $\odot = x, y, z,$ and

$$R_p = \begin{bmatrix}
4 & 1 \\
1 & 4 \\
\vdots & \ddots \\
1 & 4
\end{bmatrix}_{p \times p}, \quad G_p = \begin{bmatrix}
2 & -1 \\
-1 & 2 \\
\ddots & \ddots & \ddots \\
-1 & 2
\end{bmatrix}_{p \times p}.$$

An important observation is that $A_\odot$ and $B_\odot$ can be diagonalized simultaneously by an orthogonal matrix ($[22]$), and so do the other two pairs $A_\beta, A_\gamma$ and $B_\beta, B_\gamma$, respectively. Specifically, we have the following decompositions:

$$A_\odot = P_\odot A_\odot P_\odot^T, \quad B_\odot = P_\odot B_\odot P_\odot^T,$$  \hspace{1cm} for $\odot = x, y, z$
with
\[ (P_{\odot})_{i,j} = \sin\left(\frac{i\pi}{N_{\odot}}\right), \quad i, j = 1, \ldots, N_{\odot} - 1, \]
\[ \Lambda_{A_0} = \text{diag}(\lambda_{A_0}^1, \ldots, \lambda_{A_0}^{N_{\odot} - 1}), \quad \lambda_{A_0}^i = \frac{9}{5}\left(6 - 4\sin\left(\frac{i\pi}{2N_{\odot}}\right)\right), \quad i = 1, \ldots, N_{\odot} - 1, \]
\[ \Lambda_{B_0} = \text{diag}(\lambda_{B_0}^1, \ldots, \lambda_{B_0}^{N_{\odot} - 1}), \quad \lambda_{B_0}^i = \frac{4}{5}\left(\sin^2\left(\frac{i\pi}{2N_{\odot}}\right)\right), \quad i = 1, \ldots, N_{\odot} - 1. \]

Let us define \( \hat{U} = P_7^T \otimes P_7^T \otimes P_7^T \otimes U \) (i.e., \( U = P_7 \otimes P_7 \otimes P_7 \otimes \hat{U} \)). Then the equation (4.1) can be transformed to
\[ \Lambda_A \otimes \Lambda_A \otimes \Lambda_{A_0} \otimes \hat{U} = D \left( \Lambda_B \otimes \Lambda_A \otimes \Lambda_A \otimes \hat{U} + \Lambda_A \otimes \Lambda_B \otimes \Lambda_A \otimes \hat{U} \right) \]
\[ + \Lambda_A \otimes \Lambda_{A_0} \otimes \Lambda_{B_0} \otimes \hat{U} = P_7^T \otimes P_7^T \otimes P_7^T \otimes \hat{F}(t, P_7 \otimes \hat{P}_7 \otimes \hat{P}_7 \otimes \hat{U}). \tag{4.2} \]

Similar to [45], we define the tensor \( H = (h_{ijk})_{(N_i-1) \times (N_j-1) \times (N_k-1)} \) with
\[ h_{ijk} = D \left( \frac{(\Lambda_{A_0})_i}{(\Lambda_{A_0})_i} + \frac{(\Lambda_{A_0})_j}{(\Lambda_{A_0})_j} + \frac{(\Lambda_{A_0})_k}{(\Lambda_{A_0})_k} \right) \]
and another tensor \( \tilde{H} = (\tilde{h}_{ijk})_{(N_i-1) \times (N_j-1) \times (N_k-1)} \) with
\[ \tilde{h}_{ijk} = \frac{1}{(\Lambda_{A_0})_i(\Lambda_{A_0})_j(\Lambda_{A_0})_k}. \]

Define the operator \((e^*)^H\) as taking the exponential of each entry of a tensor as \( (e^*)^H)_{ijk} = e^{h_{ijk}}\), and another operator \( \odot \) for element by element multiplication between two arrays of same sizes as \( (A \odot B)_{ijk} = A_{ijk}B_{ijk} \). Thus, we can rewrite the system (4.2) to the following ODE system:
\[ \frac{d\hat{U}}{dt} + H \odot \hat{U} = \tilde{H} \odot (P_7^T \otimes P_7^T \otimes P_7^T \otimes \hat{F}(t, P_7 \otimes \hat{P}_7 \otimes \hat{P}_7 \otimes \hat{U})). \tag{4.3} \]

Hence, by the Duhamel principle, we can get the following expression
\[ \hat{U}(t_{n+1}) = (e^*)^{-Ht_{n+1}} \odot \hat{U}(t_n) + \int_{t_n}^{t_{n+1}} (e^*)^{-H(t_{n+1}-\tau)} \odot \tilde{H} \odot (P_7^T \otimes P_7^T \otimes P_7^T \otimes \hat{F}(\tau, P_7 \otimes \hat{P}_7 \otimes \hat{P}_7 \otimes \hat{U})) \, d\tau, \tag{4.4} \]
which is equivalently the tensor representation of (2.9).

We remark that all the tensor product operations can be realized by the FFT. More precisely, the above transformation from \( U \) to \( \hat{U} \) (resp. from \( \hat{U} \) to \( U \)) can be implemented by applying a Discrete Sine Transform (DST) (resp. an inverse DST, abbreviated as iDST) in each dimension separately. That means, for a \( d \)-dimensional problem, the computational cost of the EIFE method (2.12) is of \( O(\log_d(N)) \) time step, where \( N = \max\{N_1, \ldots, N_d\} \).

Next, we also would like to briefly discuss the equation (1.1) with periodic boundary condition (although not theoretically analyzed in this paper). In this case, the finite element space \( V_h \) is spanned by \( \{\phi_i(x)\phi_j(y)\phi_k(z)\} \) where \( i = 1, \ldots, N_i, j = 1, \ldots, N_j, k = 1, \ldots, N_z \) by periodic extension. The same EIFE method and efficient implementation algorithm can be directly applied with slight modifications. In fact, the unknowns in this case is a three-order tensor given by \( U(t) = [u_{ijk}(t)]_{N_x \times N_y \times N_z} \), and the corresponding mass and coefficient matrices become respectively
\[ A_{\odot} = \frac{\omega_0}{\hbar} R_{N_{\odot}}, \quad B_{\odot} = \frac{\omega_0}{\hbar} G_p^R, \quad \odot = x, y, z, \]
where
\[ G_p^R = \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & \ddots \\ \vdots & \ddots & -1 \\ -1 & -1 & 2 \end{bmatrix}_{p \times p}. \]

Then we have
\[ A_{\odot} = P_{\odot} \Lambda_{A_0} P_{\odot}^T, \quad B_{\odot} = P_{\odot} \Lambda_{B_0} P_{\odot}^T, \quad \odot = x, y, z. \]
with

\[
(P_{\Omega})_{i,j} = \sin \left( \frac{j\pi}{N_0} \right), \quad i, j = 1, \cdots, N_0,
\]
\[
A_0 = \text{diag}(\lambda_1^{10}, \cdots, \lambda_{N_0}^{10}), \quad \lambda_i^{10} = 6 - 4 \sin \left( \frac{(i-1)\pi}{2N_0} \right), \quad i = 1, \cdots, N_0,
\]
\[
B_0 = \text{diag}(\lambda_1^{10}, \cdots, \lambda_{N_0}^{10}), \quad \lambda_i^{10} = \frac{4}{N_0^2} \sin^2 \left( \frac{(i-1)\pi}{2N_0} \right), \quad i = 1, \cdots, N_0.
\]

The other steps of implementation are similar to the ones as in the Dirichlet case, but note that the transformation from \( U \) to \( \tilde{U} \) (resp. from \( \tilde{U} \) to \( U \)) in the case can be implemented by applying a Discrete Fourier Transform (DFT) (resp. an inverse DFT, abbreviated as iDFT) in each dimension separately.

5. Numerical experiments

In this section we will present some numerical experiments to verify the error estimates obtained in Section 3 and demonstrate the performance of the EIFE method. All tests are done using Matlab on a Laptop with Intel i5-8250U, 1.80GHz CPU and 8GB memory. Specifically, we choose the EIFE1 scheme (2.13) and the EIFE2 scheme (2.14) with \( c_2 = \frac{1}{2} \).

5.1. Convergence tests

We verify the error estimates obtained in Theorem 3.1 for EIFE1 scheme and Theorem 3.2 for EIFE2 scheme, and numerical errors \( \|u(t_n) - u^n_0\|_2 \) and \( \|u(t_n) - u^n_{\infty}\|_2 \) are all evaluated at the terminal time \( T \).

Example 5.1. In this example, we consider the following two-dimensional linear reaction-diffusion problem with homogeneous Dirichlet boundary condition:

\[
\begin{aligned}
\frac{\partial u}{\partial t}(t,x,y) &= \Delta u - \frac{1}{2}\pi^2 u + \frac{1}{2}\pi^2 e^{-\pi^2 t} \sin(\pi x) \sin(\pi y), \quad (x,y) \in \Omega, \quad 0 \leq t \leq T \\
u(0,x,y) &= (\sin(\pi x) - 1) \sin(\pi y), \quad (x,y) \in \Omega,
\end{aligned}
\]

where \( \Omega = \left( \frac{1}{2}, \frac{3}{2} \right) \times (0,1) \) and the terminal time \( T = 1 \). The exact solution is given by \( u(t,x,y,z) = e^{-x^2t}/(\sin(\pi x) - 1) \sin(\pi y) \).

For the spatial accuracy tests, we run the EIFE2 scheme with fixed \( N_T = 1024 \) (i.e., \( \Delta t = T/N_T = 1/1024 \)) and uniformly refined spatial meshes with \( N_x \times N_y = 8 \times 4, 16 \times 8, 32 \times 16 \) and \( 64 \times 32 \), respectively, so that the spatial mesh sizes are much coarser compared to the time step size. For the temporal accuracy tests, we run the EIFE1 and EIFE2 schemes with fixed \( N_x \times N_y = 2048 \times 1024 \) and uniform time step with \( N_T = 16, 32, 64, 128 \). Also, the overall cost per time step of EIFE method is tested with fixed \( N_T = 50 \) and uniform spatial meshes with \( N_x \times N_y = 512 \times 256, 1024 \times 512, 2048 \times 1024 \) and \( 4096 \times 2048 \).

Since the analysis of computing cost of EIFE1 scheme is same as EIFE2 scheme, we only test the running time with EIFE2 scheme. All numerical results are reported in Table 2, including the solution errors measured in the \( L^2 \) and \( H^1 \) norms and corresponding convergence rates. We observe the roughly second-order spatial convergence with respect to both the \( L^2 \) and \( H^1 \) norms, so the convergence order is one-order higher than the expected value one in terms of the \( H^1 \)-norm in this case. It is also easy to find the first-order temporal convergence for the EIFE1 scheme and the second-order temporal convergence for the EIFE2 scheme in both the \( L^2 \) and \( H^1 \) norms, which coincide very well with the error estimates derived in Theorems 3.1 and 3.2. Table 3 reports the average CPU time costs (seconds) per step for the EIFE2 scheme and corresponding growth factors along the refinement of the spatial mesh. The results clearly show that the computational cost grows almost linearly along with the number of mesh nodes, which matches well with the property of FFT and demonstrates the high efficiency of our EIFE method.

Example 5.2. In this example, we consider the traveling wave problem governed by the following 3D Allen-Cahn equation with double-well potential function:

\[
\begin{aligned}
u_t &= \Delta u - \frac{1}{\epsilon^2}(u^3 - u), \quad (x,y,z) \in \Omega, \quad 0 \leq t \leq T \\
u(0,x,y,z) &= \frac{1}{2}(1 - \tanh(\frac{x}{2\sqrt{2}\epsilon})), \quad (x,y,z) \in \Omega,
\end{aligned}
\]

where \( \Omega = (0, \sqrt{2}) \times (0, \frac{1}{2}) \times (0, \frac{1}{2}) \). The exact solution is given by \( u(t,x,y,z) = \frac{1}{2}(1 - \tanh(\frac{x-\sqrt{2}s}{2\sqrt{2}\epsilon})) \), where \( s = \frac{s}{\sqrt{2}} \), and the Dirichlet boundary condition is correspondingly imposed, which is clearly nonhomogeneous. The terminal time is taken to be \( T = \frac{1}{2\sqrt{2}} \).
Table 2: Numerical results on the solution errors measured in the $L^2$ and $H^1$ norms and corresponding convergence rates for the EIFE1 and EIFE2 schemes in Example 5.1.

| $N_T$ | $N_x \times N_y$ | $\|u_n^h - u(t_n)\|_0$ CR | $\|u_n^h - u(t_n)\|_1$ CR |
|-------|------------------|------------------|------------------|
|       | Spatial accuracy tests for EIFE2 |
| 1024  | 8 $\times$ 4     | 2.1975e-05 - 5.8018e-05 - |
| 1024  | 16 $\times$ 8    | 6.8220e-06 1.69 2.0817e-05 1.48 |
| 1024  | 32 $\times$ 16   | 1.8046e-06 1.92 6.2344e-06 1.74 |
| 1024  | 64 $\times$ 32   | 4.5693e-07 1.98 1.6276e-06 1.94 |

|       | Temporal accuracy tests for EIFE1 |
| 16    | 2048 $\times$ 1024 | 1.6807e-05 - 6.1597e-05 - |
| 32    | 2048 $\times$ 1024 | 9.2840e-06 0.86 3.3985e-05 0.86 |
| 64    | 2048 $\times$ 1024 | 4.8687e-06 0.93 1.7814e-05 0.93 |
| 128   | 2048 $\times$ 1024 | 2.4919e-06 0.97 9.1158e-06 0.97 |

|       | Temporal accuracy tests for EIFE2 |
| 16    | 2048 $\times$ 1024 | 8.5334e-06 - 3.1234e-05 - |
| 32    | 2048 $\times$ 1024 | 1.6087e-06 2.41 5.8873e-06 2.41 |
| 64    | 2048 $\times$ 1024 | 3.5955e-07 2.16 1.3157e-06 2.16 |
| 128   | 2048 $\times$ 1024 | 8.4991e-08 2.08 3.1121e-07 2.08 |

Table 3: The average CPU time costs (seconds) per step under different spatial meshes and corresponding growth factors with respect to the number of mesh nodes for the EIFE2 scheme in Example 5.1.

| $N_x \times N_y$ | Average CPU time cost per step | Growth factor |
|------------------|------------------------------|---------------|
| 512 $\times$ 256 | 1.121                        | -             |
| 1024 $\times$ 512| 4.444                        | 0.99          |
| 2048 $\times$ 1024| 17.516                       | 0.99          |
| 4096 $\times$ 2048| 75.944                       | 1.06          |

We set the interface thickness parameter $\epsilon = 0.05$. For the spatial accuracy tests, we run the EIFE2 scheme with fixed $N_T = 1024$ and uniformly refined spatial meshes with $N_x \times N_y = 64 \times 4 \times 4, 128 \times 8 \times 8, 256 \times 16 \times 16$, and $512 \times 32 \times 32$, respectively, so that the spatial mesh sizes are much coarser compared to the time step size. For the temporal accuracy tests, we run the EIFE1 and EIFE2 schemes with fixed $N_x \times N_y = 1024 \times 64 \times 64$ and uniformly refined time step sizes with $N_T = 16, 32, 64$ and 128. All numerical results are reported in Table 4, including the errors measured in the $L^2$ and $H^1$ norms and corresponding convergence rates. We still observe the roughly second-order spatial convergence in the $L^2$-norm but it drops to between 1.11 to 1.28 (but still higher than one) in the $H^1$-norm. It is also seen that the temporal convergence is just slightly higher than one for the EIFE1 scheme and two for the EIFE2 scheme, which basically match the theoretical results.

Table 4: Numerical results on the solution errors measured in the $L^2$ and $H^1$ norms and corresponding convergence rates for the EIFE1 and EIFE2 schemes in Example 5.2.

| $N_T$ | $N_x \times N_y \times N_z$ | $\|u_n^h - u(t_n)\|_0$ CR | $\|u_n^h - u(t_n)\|_1$ CR |
|-------|-----------------------------|------------------|------------------|
|       | Spatial accuracy tests for EIFE2 |
| 1024  | 64 $\times$ 4 $\times$ 4    | 5.6535e-06 - 1.0563e-04 - |
| 1024  | 128 $\times$ 8 $\times$ 8   | 1.5135e-06 1.90 4.8833e-05 1.11 |
| 1024  | 256 $\times$ 16 $\times$ 16 | 4.3188e-07 1.81 2.0047e-05 1.28 |
| 1024  | 512 $\times$ 32 $\times$ 32 | 1.2193e-07 1.82 8.2719e-06 1.28 |

|       | Temporal accuracy tests for EIFE1 |
| 16    | 1024 $\times$ 64 $\times$ 64 | 2.4559e-04 - 3.3100e-02 - |
| 32    | 1024 $\times$ 64 $\times$ 64 | 7.5000e-05 1.71 1.0500e-02 1.66 |
| 64    | 1024 $\times$ 64 $\times$ 64 | 2.9850e-05 1.33 4.2000e-03 1.32 |
| 128   | 1024 $\times$ 64 $\times$ 64 | 1.2765e-05 1.23 1.9000e-03 1.14 |

|       | Temporal accuracy tests for EIFE2 |
| 16    | 1024 $\times$ 64 $\times$ 64 | 9.5466e-04 - 3.6900e-02 - |
| 32    | 1024 $\times$ 64 $\times$ 64 | 3.0789e-05 4.95 2.5000e-03 3.88 |
| 64    | 1024 $\times$ 64 $\times$ 64 | 4.6133e-06 2.74 4.8362e-04 2.37 |
| 128   | 1024 $\times$ 64 $\times$ 64 | 9.5582e-07 2.27 1.1057e-04 2.13 |
5.2. 3D Grain coarsening simulations

We now illustrate the performance of the proposed EIFE method through numerical simulation of the 3D grain coarsening process. In particular, the EIFE2 scheme is used for its higher-order accuracy in time.

Example 5.3. We consider the grain coarsening process governed by the following 3D Allen-Cahn equation with Flory-Huggins potential function:

\[ u_t = \varepsilon^2 \Delta u + \frac{\theta}{2} \ln \frac{1-u}{1+u} + \theta_i u, \quad (x, y, z) \in \Omega, \quad 0 \leq t \leq T, \]

where \( \Omega = (0, 1)^3 \). The initial data is generated by random numbers on each mesh point ranging from \(-0.9\) to \(0.9\), and the periodic boundary condition is imposed. This equation can be regarded as the \( L^2 \) gradient flow of the following energy functional

\[ E(u) = \int_\Omega \frac{\theta}{2} \left( (1 + u) \ln(1 + u) + (1 - u) \ln(1 - u) \right) - \frac{\theta_i}{2} u^2 + \frac{\varepsilon^2}{2} |\nabla u|^2 \, dx, \]

and thus the energy monotonically decays along the time.

We set the interface thickness parameter \( \varepsilon = 0.01 \) and the Flory-Huggins potential parameters \( \theta_i = 1.6, \theta = 0.8 \). This problem satisfies the maximum bound principle with the maximum bound value \( \gamma \approx 0.9575 \), i.e., \( |u(t, x)| \leq \gamma \) for all \( x \in \Omega \) and \( t \geq 0 \) [29, 6]. The terminal time is set to be \( T = 20 \) for our simulation. We take the spatial mesh with \( N_x = N_y = N_z = 128 \) which means the mesh size \( h = 1/128 \), and the total time step size \( N_T = 2048 \) (i.e., \( \Delta t = T/N_T = 5/512 \)). Evolutions of the supremum norm and the energy of the numerical solutions produced by the EIFE2 scheme are plotted in Fig. 1. We observe that the maximum bound principle is well preserved and the energy also decays monotonically along the time. Fig. 2 presents simulated phase structures of the numerical solutions at times \( t = 0, 2.5, 5, 10, 15, \) and \( 20 \), and from which we can clearly observe the coarsening process of the 3D grains.

Figure 1: The evolutions of supremum norm (left) and energy (right) of the numerical solution produced by the EIFE2 scheme for Example 5.3.

6. Conclusions

In this paper, we develop an efficient EIFE method for solving a class of semilinear parabolic equations taking the form (1.1) in regular domains, in which the fully-discrete solution is obtained by using first the finite element method for spatial discretization and then explicit exponential Runge-Kutta approximation for temporal integration. The EIFE method allows for fast implementation based on FFT and tensor product spectral decomposition. We successfully derive optimal error estimates in the \( H^1 \)-norm for the EIFE method with one and two RK stages when the Dirichlet boundary condition is imposed. Some numerical examples are also presented to demonstrate the accuracy and high efficiency of the proposed method. Rigorous error analysis of the EIFE method in the \( L^2 \)-norm and for the model problem with periodic boundary condition still remain to be explored. In addition, the numerical method and corresponding error analysis framework developed in this paper also naturally enable us to further investigate the localized ETD methods [30, 17] with solid theoretical support.
Figure 2: Simulated 3D phase structures at $t = 0, 2.5, 5, 10, 15, 20$ (from left to right and top to bottom) produced by the EIFE2 scheme for Example 5.3.
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