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Abstract
We study a stochastic program where the probability distribution of the uncertain problem parameter is unknown and only indirectly observed via finitely many correlated samples generated by an unknown Markov chain with $d$ states. We propose a data-driven distributionally robust optimization model to estimate the problem’s objective function and optimal solution. By leveraging results from large deviations theory, we derive statistical guarantees on the quality of these estimators. The underlying worst-case expectation problem is nonconvex and involves $O(d^2)$ decision variables. Thus, it cannot be solved efficiently for large $d$. By exploiting the structure of this problem, we devise a customized Frank-Wolfe algorithm with convex direction-finding subproblems of size $O(d)$. We prove that this algorithm finds a stationary point efficiently under mild conditions. The efficiency of the method is predicated on a dimensionality reduction enabled by a dual reformulation. Numerical experiments indicate that our approach has better computational and statistical properties than the state-of-the-art methods.

1. Introduction
Decision problems under uncertainty are ubiquitous in machine learning, engineering and economics. Traditionally, such problems are modeled as stochastic programs that seek a decision $x \in X \subseteq \mathbb{R}^n$ minimizing an expected loss $\mathbb{E}_\mathbb{P}[L(x, \xi)]$, where the expectation is taken with respect to the distribution $\mathbb{P}$ of the random problem parameter $\xi$. However, more often than not, $\mathbb{P}$ is unknown to the decision maker and can only be observed indirectly via a finite number of training samples $\xi_1, \ldots, \xi_T$. The classical sample average approximation (SAA) replaces the unknown probability distribution $\mathbb{P}$ with the empirical distribution corresponding to the training samples and solves the resulting empirical risk minimization problem (Shapiro et al., 2014). Fuelled by modern applications in machine learning, however, there has recently been a surge of alternative methods for data-driven optimization complementing SAA. Ideally, any meaningful approach to data-driven optimization should display the following desirable properties.

(i) Avoiding the optimizer’s curse. It is well understood that decisions achieving a low empirical cost on the training dataset may perform poorly on a test dataset generated by the same distribution. In decision analysis, this phenomenon is called the optimizer’s curse, and it is closely related to overfitting in statistics (Smith & Winkler, 2006). Practically useful schemes should mitigate this detrimental effect.

(ii) Statistical guarantees. Most statistical guarantees for existing approaches to data-driven optimization critically rely on the assumption that the training samples are independent and identically distributed (i.i.d.). This assumption is often not justifiable or even wrong in practice. Practically useful methods should offer guarantees that remain valid when the training samples display serial dependencies.

(iii) Computational tractability. For a data-driven scheme to be practically useful it is indispensable that the underlying optimization problems can be solved efficiently.

While the SAA method is computationally tractable, it is susceptible to the optimizer’s curse if training data is scarce; see, e.g., (Van Parys et al., 2021). Distributionally robust optimization (DRO) is an alternative approach that mitigates overfitting effects (Delage & Ye, 2010; Goh & Sim, 2010; Wiesemann et al., 2014). DRO seeks worst-case optimal decisions that minimize the expected loss under the most adverse distribution from within a given ambiguity set, that is, a distribution family characterized by certain known properties of the unknown data-generating distribution. DRO has been studied since Scarf’s seminal treatise on the ambiguity-averse newsvendor problem (Scarf, 1958), but it has gained thrust only with the advent of modern robust optimization techniques (Bertsimas & Sim, 2004; Ben-Tal et al., 2009). In many cases of practical interest, DRO problems can be reformulated exactly as finite convex programs that are solvable in polynomial time. Indeed, such reformulations are available for many different ambiguity sets defined through generalized moment constraints (Delage & Ye, 2010; Goh & Sim, 2010; Wiesemann et al., 2014; Bertsimas et al., 2018).
With the notable exceptions of (Dou & Anitescu, 2019; Derman & Mannor, 2020; Sutter et al., 2020; Duchi et al., 2021), we are not aware of any data-driven DRO models for non-i.i.d. data. In this paper we apply the general framework by Sutter et al. (2020) to data-driven DRO models with Markovian training samples and propose an efficient algorithm for their solution. Our DRO scheme is perhaps most similar to the one studied by Duchi et al. (2021), which can also handle Markovian data. However, this scheme differs from ours in two fundamental ways. First, while Duchi et al. (2021) work with \( \phi \)-divergence ambiguity sets, we use ambiguity sets inspired by a statistical optimality principle recently established by Van Parys et al. (2021) and Sutter et al. (2020) using ideas from large deviations theory. Second, the statistical guarantees by Duchi et al. (2021) depend on unknown constants, whereas our confidence bounds are explicit and easy to evaluate. Dou & Anitescu (2019) assume that the training samples are generated by a first-order autoregressive process, which is neither a generalization nor a special case of a finite-state Markov chain. Indeed, while Dou & Anitescu (2019) can handle continuous state spaces, our model does not assume a linear dependence on the previous state. Derman & Mannor (2020) investigate a finite-state Markov decision process (MDP) with an unknown transition kernel, and they develop a DRO approach using a Wasserstein ambiguity set for estimating its value function. While MDPs are more general than the static optimization problems considered here, the out-of-sample guarantees in (Derman & Mannor, 2020, Theorem 4.1) rely on the availability of several i.i.d. sample trajectories. In contrast, our statistical guarantees require only one single trajectory of (correlated) training samples. We also remark that MDP models can be addressed with online mirror descent methods (Jin & Sidford, 2020). Unfortunately, it is doubtful whether such methods could be applied to our DRO problems because the statistically optimal ambiguity sets considered in this paper are nonconvex.

In summary, while many existing data-driven DRO models are tractable and can mitigate the optimizer’s curse, there are hardly any statistical performance guarantees that apply when the training samples fail to be i.i.d. and when there is only one trajectory of correlated training samples. This paper addresses this gap. Specifically, we study data-driven decision problems where the training samples are generated by a time-homogeneous, ergodic finite-state Markov chain with \( d \) states. Sutter et al. (2020) show that statistically optimal data-driven decisions for such problems are obtained by solving a DRO model with a conditional relative entropy ambiguity set. The underlying worst-case expectation problem is nonconvex and involves \( d^2 \) decision variables. To our best knowledge, as of now there exist no efficient algorithms for solving this hard optimization problem. We highlight the following main contributions of this paper.

- We apply the general framework by Sutter et al. (2020), which uses ideas from large deviations theory to construct statistically optimal data-driven DRO models, to decision problems where the training data is generated by a time-homogeneous, ergodic finite-state Markov chain. We prove that the resulting DRO models are asymptotically consistent.
- We develop a customized Frank-Wolfe algorithm for solving the underlying worst-case expectation problems in an efficient manner. This is achieved via the following steps.

(i) We first reparametrize the problems to move the nonconvexities from the feasible set to the objective function.
(ii) We then develop a Frank-Wolfe algorithm for solving the reparametrized nonconvex problem of size \( \mathcal{O}(d^2) \).
(iii) Using a duality argument, we show that the direction-finding subproblems with a linearized objective function are equivalent to convex programs of size \( \mathcal{O}(d) \) with a rectangular feasible set that can be solved highly efficiently.

- We prove that the proposed Frank-Wolfe algorithm converges to a stationary point of the nonconvex worst-case expectation problem at a rate \( \mathcal{O}(1/\sqrt{M}) \), where \( M \) denotes the number of iterations. Each iteration involves the solution of a convex \( d \)-dimensional minimization problem with a smooth objective function and a rectangular feasible set. The solution of this minimization problem could be further accelerated by decomposing it into \( d \) one-dimensional optimization problems that can be processed in parallel.

- We propose a Neyman-Pearson-type hypothesis test for determining the Markov chain that generated a given sequence of training samples, and we construct examples of Markov chains that are arbitrarily difficult to distinguish on the basis of a finite training dataset alone.

- In the context of a revenue maximization problem where customers display a Markovian brand switching behavior, we show that the proposed DRO models for Markovian data outperform classical DRO models, which are either designed for i.i.d. data or based on different ambiguity sets.

**Notation.** The inner product of two vectors \( a, b \in \mathbb{R}^m \) is denoted by \( \langle a, b \rangle = a^\top b \), and the \( n \)-dimensional probability simplex is defined as \( \Delta_n = \{ x \in \mathbb{R}^n_+ : \sum_{i=1}^n x_i = 1 \} \). The relative entropy between two probability vectors \( p, q \in \Delta_n \) is defined as \( D(p||q) = \sum_{i=1}^n p_i \log (p_i/q_i) \), where we use the conventions \( 0 \log (0) = 0 \) for \( q \geq 0 \) and \( p \log (p/0) = \infty \) for \( p > 0 \). The closure and the interior of a subset \( D \) of a topological space are denoted by \( \overline{D} \) and \( \text{int} D \), respectively. For any \( n \in \mathbb{N} \) we set \( [n] = \{1, \ldots, n \} \). We use \( A_{i} \) and \( A_{-i} \) to denote the \( i \)-th row and column of a matrix \( A \in \mathbb{R}^{n \times n} \), respectively. All proofs are relegated to the Appendix.
2. Data-driven DRO with Markovian Data

In this paper we study the single-stage stochastic program
\[
\min_{x \in X} \mathbb{E}_\theta [L(x, \xi)],
\]
(1)
where \( X \subseteq \mathbb{R}^n \) is compact, \( \xi \) denotes a random variable valued in \( \Xi = \{1, 2, \ldots, d\} \), and \( L : X \times \Xi \to \mathbb{R} \) represents a known loss function that is continuous in \( x \). We assume that all random objects (e.g., \( \xi \)) are defined on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) whose probability measure \( \mathbb{P} \) is unknown but belongs to a known ambiguity set \( \mathcal{A} \) to be described below.

We further assume that \( \mathbb{P} \) can only be observed indirectly through samples \( \{\xi_t\}_{t \in \mathbb{N}} \) from a time-homogeneous ergodic Markov chain with state space \( \Xi \) and deterministic initial state \( x_0 \in \Xi \). We finally assume that the distribution of \( \xi \) coincides with the unique stationary distribution of the Markov chain. In the following we let \( \hat{\theta}^* \in \mathbb{R}^{d \times d}_+ \) be the unknown stationary probability mass function of the doublet \( (\hat{x}_t, \hat{x}_{t+1}) \in \Xi^2 \), that is, we set
\[
\hat{\theta}^*_{ij} = \lim_{t \to +\infty} \mathbb{P}(\xi_t = i, \xi_{t+1} = j) \quad \forall i, j \in \Xi.
\]
(2)
By construction, the row sums of \( \hat{\theta}^* \) must coincide with the respective column sums, and thus \( \hat{\theta}^* \) must belong to
\[
\Theta = \left\{ \theta \in \mathbb{R}^{d \times d}_+ : \sum_{i=1}^d \theta_{ij} = 1, \quad \text{for all } i \in \Xi \right\}.
\]
that is, the set of all strictly positive doublet probability mass functions with balanced marginals. Below we call elements of \( \Theta \) simply models. Note that any model \( \theta \in \Theta \) encodes an ergodic time-homogeneous Markov chain with a unique row vector \( \pi_\theta \in \mathbb{R}^{1 \times d}_+ \) of stationary probabilities and a unique transition probability matrix \( P_\theta \in \mathbb{R}^{d \times d} \) defined through
\[
\pi_\theta = \sum_{j=1}^d \theta_{ij} \quad \text{and} \quad (P_\theta)_{ij} = \theta_{ij} / \sum_{j=1}^d \theta_{ij},
\]
hence, the elements of \( \pi_\theta \) sum to 1, \( P_\theta \) represents a row-stochastic matrix, and \( \pi_\theta = \pi_\theta P_\theta \). Moreover, any \( \theta \in \Theta \) induces a probability measure \( \mathbb{P}_\theta \) on \( (\Omega, \mathcal{F}) \) with
\[
\mathbb{P}_\theta(\xi_t = i \quad \forall t = 1, \ldots, T) = (P_\theta)_{i_0} \prod_{t=1}^{T-1} (P_\theta)_{i_t i_{t+1}}
\]
for all \( (i_1, \ldots, i_T) \in \Xi^T \) and \( T \in \mathbb{N} \). We are now ready to define the ambiguity set as \( \mathcal{A} = \{ \mathbb{P}_\theta : \theta \in \Theta \} \). Below we use \( \mathbb{E}_\theta \) to denote the expectation operator with respect to \( \mathbb{P}_\theta \).

By construction, there exists a model \( \hat{\theta}^* \in \Theta \) corresponding to the unknown true probability measure \( \mathbb{P} \) such that \( \mathbb{P}_\hat{\theta}^* = \mathbb{P} \). Estimating \( \mathbb{P} \) is thus equivalent to estimating the unknown true parameter \( \theta^* \). Given a finite training dataset \( \{\xi_t\}_{t=1}^T \), a natural estimator for \( \theta^* \) is the empirical doublet distribution \( \hat{\theta}_T \in \mathbb{R}^{d \times d}_+ \) defined through
\[
\hat{\theta}_T_{ij} = \frac{1}{T} \sum_{t=1}^T 1(\xi_{t-1}, \xi_t) = (i,j)
\]
for all \( i, j \in \Xi \). The ergodic theorem ensures that \( \hat{\theta}_T \) converges \( \mathbb{P}_\theta \)-almost surely to \( \theta \) for any model \( \theta \in \Theta \) (Ross, 2010, Theorem 4.1). In the remainder we define \( \Theta' = \Delta_{d \times d} \) as the state space of \( \hat{\theta}_T \), which is strictly larger than \( \Theta \). For ease of notation, we also define the model-based predictor \( c(x, \theta) = \mathbb{E}_{\theta}[L(x, \xi)] = \sum_{i,j=1}^d (x, i) \theta_{ij} \) as the expected loss of \( x \) under model \( \theta \). Note that \( c(x, \theta) \) is jointly continuous in \( x \) and \( \theta \) due to the continuity of \( L(x, \xi) \) in \( x \).

As we will show below, it is natural to measure the discrepancy between a model \( \theta \in \Theta \) and an estimator realization \( \theta' \in \Theta' \) by the conditional relative entropy.

**Definition 1 (Conditional relative entropy).** The conditional relative entropy of \( \theta' \in \Theta' \) with respect to \( \theta \in \Theta \) is
\[
D_c(\theta' \| \theta) = \sum_{i=1}^d (\pi_{\theta'})_i \mathcal{D}(P_{\theta'} || (P_\theta)_i)
\]
\[
= \sum_{i,j=1}^d \theta'_{ij} \left( \log \frac{\theta'_{ij}}{\sum_{k=1}^d \theta'_{ik}} - \log \left( \frac{\theta_{ij}}{\sum_{k=1}^d \theta_{ik}} \right) \right),
\]
where the invariant distributions \( \pi_{\theta}, \pi_{\theta'} \in \mathbb{R}^{1 \times d}_+ \) and the transition probability matrices \( P_\theta, P_{\theta'} \in \mathbb{R}^{d \times d} \) corresponding to \( \theta \) and \( \theta' \), respectively, are defined in the usual way.

Note that if the training samples \( \{\xi_t\}_{t \in \mathbb{N}} \) are i.i.d., then the conditional relative entropy of \( \theta' \) with respect to \( \theta \) collapses to the relative entropy of \( \pi_{\theta'} \) with respect to \( \pi_{\theta} \). Using the conditional relative entropy, we can now define the **distributionally robust predictor** \( \hat{\pi}_T : X \times \Theta' \to \mathbb{R} \)
\[
\hat{\pi}_T(x, \theta') = \max_{\theta \in \Theta} \{ c(x, \theta) : D_c(\theta' \| \theta) \leq r \}
\]
(4a)
if (4a) is feasible and \( \hat{\pi}_T(x, \theta') = \max_{\theta \in \Theta} \{ c(x, \theta) \} \) otherwise. Note that \( \hat{\pi}_T(x, \theta') \) represents the worst-case expected cost of \( x \) with respect to all probability measures in the ambiguity set \( \{ \mathbb{P}_\theta : D_c(\theta' \| \theta) \leq r \} \), which can be viewed as an image (in \( \mathcal{A} \)) of a conditional relative entropy ball (in \( \Theta \)) of radius \( r \geq 0 \) around \( \theta' \). We know from (Sutter et al., 2020, Proposition 5.1) that the sublevel sets of \( D_c(\theta' \| \theta) \) are compact for all fixed \( \theta' \), and thus the maximum in (4a) is attained whenever the problem is feasible. The distributionally robust predictor (4a) also induces a **distributionally robust prescriptor** \( \hat{x}_T : \Theta' \to X \) defined through
\[
\hat{x}_T(\theta') = \arg\min_{x \in X} \hat{\pi}_T(x, \theta')
\]
(4b)
Embracing the distributionally robust approach outlined above, if we only have access to \( T \) training samples, we will implement the data-driven decision \( \hat{x}_T(\hat{\theta}_T) \) and predict the corresponding expected cost as \( \hat{\pi}_T(\hat{x}_T(\hat{\theta}_T), \Theta') \), which we will refer to, by slight abuse of terminology, as the in-sample risk. To assess the quality of the data-driven decision \( \hat{x}_T(\hat{\theta}_T) \)
we use two performance measures that stand in direct competition with each other: the out-of-sample risk \( c(\hat{x}_r(\theta_T), \theta) \) and the out-of-sample disappointment

\[
P_{\theta} \left( c(\hat{x}_r(\tilde{\theta}_T), \theta) > \hat{c}_r(\hat{x}_r(\tilde{\theta}_T), \tilde{\theta}_T) \right)
\]

with respect to any fixed model \( \theta \). Intuitively, the out-of-sample risk represents the true expected loss of \( \hat{x}_r(\theta_T) \), and the out-of-sample disappointment quantifies the probability that the in-sample risk (the predicted loss) strictly underestimates the out-of-sample risk (the actual loss) under \( P_{\theta} \).

Following Sutter et al. (2020), we will consider a data-driven decision as desirable if it has a low out-of-sample risk and a low out-of-sample disappointment under the unknown true model \( \theta^* \). This is reasonable because the objective of the original problem (2) is to minimize expected loss. Optimistically underestimating the loss could incentivize naïve decisions that overfit to the training data and therefore lead to disappointment in out-of-sample tests. Thus, it makes sense to keep the out-of-sample disappointment small.

### 3. Statistical Guarantees

The distributionally robust optimization model (4) with a conditional relative entropy ambiguity set has not received much attention in the extant literature and may thus seem exotic at first sight. As we will show below, however, this model offers—in a precise sense—optimal statistical guarantees if the training samples are generated by an (unknown) time-homogeneous ergodic Markov chain. The reason for this is that the empirical doublet distribution (3) is a sufficient statistic for \( \theta \) and satisfies a large deviation principle with rate function \( D_\varepsilon(\theta' \parallel \theta) \) under \( P_{\theta} \) for any \( \theta \in \Theta \).

Before formalizing these statistical guarantees, we first need to recall some basic concepts from large deviation theory. We refer to the excellent textbooks by Dembo & Zeitouni (2010) and den Hollander (2008) for more details.

**Definition 2** (Rate function (Dembo & Zeitouni, 2010, Section 2.1)). A function \( I : \Theta' \times \Theta \to [0, \infty] \) is called a rate function if \( I(\theta', \theta) \) is lower semi-continuous in \( \theta' \).

**Definition 3** (Large deviation principle). An estimator \( \tilde{\theta}_T \in \Theta' \) satisfies a large deviation principle (LDP) with rate function \( I \) if for all \( \theta \in \Theta \) and Borel sets \( D \subseteq \Theta' \) we have

\[
- \inf_{\theta' \in \operatorname{int} D} I(\theta', \theta) \leq \lim \inf_{T \to \infty} \frac{1}{T} \log P_{\theta} \left( \tilde{\theta}_T \in D \right) \leq \lim \sup_{T \to \infty} \frac{1}{T} \log P_{\theta} \left( \tilde{\theta}_T \in D \right) \leq - \inf_{\theta' \in \operatorname{cl} D} I(\theta', \theta).
\]

Conveniently, the empirical doublet distribution (3) obeys an LDP with the conditional relative entropy as rate function.

**Lemma 1** (LDP for Markov chains (Dembo & Zeitouni, 2010, Theorem 3.1.13)). The empirical doublet distribution (3) satisfies an LDP with rate function \( D_\varepsilon(\theta' \parallel \theta) \).

Lemma 1 is the key ingredient to establish the following out-of-sample guarantees for the distributionally robust predictor and the corresponding prescriptor.

**Theorem 2** (Out-of-sample guarantees (Sutter et al., 2020, Theorems 3.1 & 3.2)). The distributionally robust predictor and prescriptor defined in (4) offer the following guarantees.

(i) For all \( \theta \in \Theta \), \( x \in X \), we have

\[
\lim \sup_{T \to \infty} \frac{1}{T} \log P_{\theta} \left( c(x, \theta) > \hat{c}_r(x, \tilde{\theta}_T) \right) \leq -r.
\]

(ii) For all \( \theta \in \Theta \), we have

\[
\lim \sup_{T \to \infty} \frac{1}{T} \log P_{\theta} \left( c(\hat{x}_r(\tilde{\theta}_T), \theta) > \hat{c}_r(\hat{x}_r(\tilde{\theta}_T), \tilde{\theta}_T) \right) \leq -r.
\]

Theorem 2 asserts that the out-of-sample disappointment of the distributionally robust predictor and the corresponding prescriptor decay at least as fast as \( e^{-rT+o(T)} \) asymptotically as the sample size \( T \) grows, where the decay rate \( r \) coincides with the radius of the conditional relative entropy ball in (4). Note also that \( \hat{c}_r(\tilde{\theta}_T) \) can be viewed as an instance of a data-driven prescriptor, that is, any Borel measurable function that maps the training samples \( \{x_t\}_{t=1}^T \) to a decision in \( X \). One can then prove that \( \hat{c}_r(\tilde{\theta}_T) \) offers the best (least possible) out-of-sample risk among the vast class of data-driven prescriptors whose out-of-sample disappointment decays at a prescribed rate of at least \( r \). Maybe surprisingly, this optimality property holds uniformly across all models \( \theta \in \Theta \) and thus in particular for the unknown true model \( \theta^* \); see (Sutter et al., 2020, Theorem 3.2). It is primarily this Pareto dominance property that makes the distributionally robust optimization model (4) interesting.

Next, we prove that if the radius \( r \) of the conditional relative entropy ball tends to 0 at a sufficiently slow speed as \( T \) increases, then the distributionally robust predictor converges \( P_{\theta}-a.s. \) almost surely to the true expected loss of the decision \( x \).

**Theorem 3** (Strong asymptotic consistency). If \( r_T \geq \frac{d}{T} \) for all \( T \in \mathbb{N} \) and \( \lim_{T \to \infty} r_T = 0 \), then

\[
\lim_{T \to \infty} \hat{c}_r(x, \tilde{\theta}_T) = c(x, \theta) \quad P_{\theta}-a.s. \quad \forall x \in X, \theta \in \Theta.
\]

### 4. Numerical Solution

Even though the distributionally robust optimization model (4) offers powerful statistical guarantees, it is practically useless unless the underlying optimization problems can be solved efficiently. In this section we develop a numerical procedure to compute the predictor (4a) for a fixed \( x \) and \( \theta' \). This is challenging for the following reasons. First, the conditional relative entropy \( D_\varepsilon(\theta' \parallel \theta) \) is nonconvex in \( \theta \)
(see Remark 13 in Appendix A), and thus problem \((4a)\) has a nonconvex feasible set. In addition, problem \((4a)\) involves \(d^2\) decision variables (the entries of the matrix \(\theta\)) and thus its dimension is high already for moderate values of \(d\).

In the following we reformulate \((4a)\) as an equivalent optimization problem with a convex feasible set and a nonconvex objective function, which is amenable to efficient numerical solution via a customized Frank-Wolfe algorithm (Frank & Wolfe, 1956; Jaggi, 2013). To this end, recall from Definition 1 that the conditional relative entropy \(\mathcal{D}_\varepsilon(\theta' \parallel \theta)\) can be expressed as a weighted sum of relative entropies between corresponding row vectors of the transition probability matrices \(P_{\theta'}\) and \(P_0\). By construction, \(P_0\) is a row-stochastic matrix, and the stationary distribution \(\pi_\theta\) corresponding to \(P_\theta\) is a normalized non-negative row vector with \(\pi_\theta P_\theta = \pi_\theta\). Routine calculations show that

\[
(\pi_\theta)^T = (A_d(P_\theta))^{-1} [0 \ 0 \ \ldots \ 1]^T, \tag{6}
\]

where the matrix \(A_d(P_\theta) \in \mathbb{R}^{d \times d}\) is defined through

\[
(A_d(P_\theta))_{ij} = \begin{cases} (P_\theta)_{ii} - 1 & \text{for } i = j, i < d \\ (P_\theta)_{ji} & \text{for } i \neq j, i < d \\ 1 & \text{for } i = d. \end{cases}
\]

From now on we denote by \( \mathcal{P} \subset \mathbb{R}^{d \times d}\) the set of all transition probability matrices of ergodic Markov chains on \(\Xi\) with strictly positive entries. Applying the variable substitution \(P_\theta \leftarrow \theta\) and using (6), we can now reformulate the optimization problem \((4a)\) in terms of \(P_\theta\).

**Lemma 4** (Reformulation). If \(\theta' > 0\), then the worst-case expectation problem \((4a)\) is equivalent to

\[
\hat{c}_r(x, \theta') = \max_{P \in D_r(\theta')} \Psi(x, P), \tag{7}
\]

where \(\Psi(x, P) = \sum_{i=1}^d L(x, i)(A_d(P)^{-1})_{id}\) and

\[
D_r(\theta') = \left\{ P \in \mathcal{P} : \sum_{i=1}^d (\pi_{\theta'})_i D_i((P_{\theta'})_i), ((P)_i) \leq r \right\}.
\]

In the following we will sometimes abbreviate \(D_r(\theta')\) by \(D\) when the dependence on \(\theta'\) and \(r\) is irrelevant. Problem \((7)\) is more attractive than \((4a)\) from a computational point of view because its feasible set is closely related to the popular relative entropy uncertainty sets, which have received considerable attention in robust optimization (Ben-Tal et al., 2013). On the other hand, while the objective function \(c(x, \theta)\) of the original problem \((4a)\) was linear in \(\theta\), the objective function \(\Psi(x, P)\) of \((7)\) is nonconvex in \(P\). These properties suggest that \((7)\) can be solved efficiently and exactly if its objective function is replaced with a linear approximation. We thus develop a customized Frank-Wolfe algorithm that generates approximate solutions for problem \((7)\) by solving a sequence of linearized oracle subproblems. While our main Frank-Wolfe routine is presented in Algorithm 1, its key subroutine for solving the oracle subproblems is described in Algorithm 2.

Algorithm 1 generates a sequence of approximate solutions for problem \((7)\) that enjoy rigorous optimality guarantees.

**Theorem 5** (Convergence of Algorithm 1). For any fixed \(\varepsilon > 0\) and \(\theta' > 0\), Algorithm 1 finds an approximate stationary point for problem \((7)\) with a Frank-Wolfe gap of at most \(\varepsilon\) in \(\mathcal{O}(1/\varepsilon^2)\) iterations.

The proof of Theorem 5 leverages convergence results for generic Frank-Wolfe algorithms by Lacoste-Julien (2016). A detailed proof is relegated to Appendix C.

We now explain the implementation of Algorithm 1. Note that the only nontrivial step is the solution of the oracle subproblem in line 5. To construct this subproblem we need the gradient \(\nabla P \Psi(x, P)\), which can be computed in closed form. Full details are provided in Appendix C. Even though the oracle subproblem is convex by construction (see Proposition 14), it is still computationally expensive because it involves \(d^2\) decision variables \(P \in \mathbb{R}^{d \times d}\) subject to...
to $O(d)$ linear constraints as well as a single conditional relative entropy constraint. Algorithm 2 thus solves the dual oracle subproblem, which involves only $d$ decision variables $\eta \in \mathbb{R}^d$ subject to box constraints. Strong duality holds because $P_{\theta'}$ represents a Slater point for the primal problem (see Proposition 18). The dual oracle subproblem is amenable to efficient numerical solution via Stochastic Gradient Descent (SGD), and a primal maximizer can be recovered from any dual minimizer by using the problem’s first order optimality conditions (see Proposition 18). The high-level structure of Algorithm 2 is visualized in Figure 1.

To construct the dual oracle subproblem, fix a decision $x \in X$ and an anchor point $P^{(m)} \in \mathcal{P}$, and set $C = \nabla_x \Psi(x, P^{(m)})$. In addition, define $\eta_i = \max_j \{C_{ij}\}$ and

$$\eta_i = \frac{1}{1 - e^{-\tau}} \left( d \max_{j \neq i} \{C_{ij}\} - e^{-\tau} \text{tr}(C^T P_{\theta'}) \right) - \sum_{k \neq i} \eta_k.$$  

The dual subproblem minimizes $Q(\eta) = \sum_{i=1}^d Q_i(\eta)$ over the box $[\underline{\eta}, \overline{\eta}]$, where $Q_i(\eta) = \eta_i - \lambda^*(\eta)/d$ and

$$\lambda^*(\eta) = \exp \left( \sum_{i,j=1}^d (\pi_{\theta'})_{ij} (P_{\theta'})_{ij} \log \left( \frac{\eta_i - C_{ij}}{(\pi_{\theta'})_{ij}} \right) - r \right)$$

is a convex function. As $Q(\eta)$ is reminiscent of an empirical average, the dual oracle subproblem lends itself to efficient numerical solution via SGD, which obviates costly high-dimensional gradient calculations. In addition, the partial derivatives of $Q_i(\eta)$ are readily available in closed form as

$$\frac{\partial}{\partial \eta} Q_i(\eta) = d - (\pi_{\theta'})_{ij} \sum_{j=1}^d \frac{(P_{\theta'})_{ij}}{\eta_i - C_{ij}}.$$  

We set the SGD learning rate to $\ell = KN^{-1/2}$ for some constant $K > 0$, which ensures that the suboptimality of the iterations generated by the SGD algorithm decays as $O(1/\sqrt{N})$ after $N$ iterations; see (Nemirovski et al., 2009, Section 2.2). A summary of Algorithm 2 in pseudocode is given below.

**Algorithm 2 Solution of the oracle subproblem**

1. **Input:** $\eta, \overline{\eta}, \ell, P_{\theta'}, N$
2. **Output:** $S^{(N)} \in \text{arg min}_{S \in \mathcal{D}} \{ S, -\nabla_x \Psi(x, P^{(m)}) \}$
3. Initialize $\eta^{(0)}$ with $\eta_i^{(0)} \leq \overline{\eta}_i, \underline{\eta}_i, i = 1, \ldots, d$
4. for $n = 0, \ldots, N$
5. for $i = 1, \ldots, d$
6. $y_i^{(n)} = \eta_i^{(n)} - \ell \frac{\partial}{\partial \eta_i} Q_i(\eta^{(n)})$
7. end for
8. $\eta^{(n+1)} \in \text{argmin}_{\eta \leq s_i \leq \xi_i, i = 1, \ldots, d} \| s - y^{(n)} \|_2$
9. end for
10. $\eta^* = \eta^{N+1}, \lambda^* = \lambda^*(\eta^*)$
11. $(S^{(N)})_{d(i-1)+j} = (\pi_{\theta'})_{ij} (P_{\theta'})_{ij} \lambda^*/(\eta^*_i - \xi^{(i)})$ for $i, j = 1, \ldots, d$

Theorem 6 (Convergence of Algorithm 2). For any fixed $\varepsilon > 0$, Algorithm 2 outputs an $\varepsilon$-suboptimal solution of the primal oracle subproblem in $O(1/\varepsilon^2)$ iterations.

Theorem 6 follows from standard convergence results in (Nemirovski et al., 2009, Section 2.2) applied to the dual oracle subproblem. We finally remark that the stepsize $\gamma_m$ to be computed in line 1 of Algorithm 1 can be obtained via a direct line search method.

Remark 7 (Overall complexity of Algorithm 1). Denote by $\varepsilon_1$ the error of the forward of the Frank-Wolfe algorithm (Algorithm 1) provided by Theorem 5, and by $\varepsilon_2$ the error of the subroutine (Algorithm 2) provided by Theorem 6. That is, suppose we solve the Frank-Wolfe subproblem approximately in the sense that $\langle S^{(m)}, \nabla_x \Psi(x, P^{(m)}) \rangle \geq \max_{S \in \mathcal{D}} \{ S, \nabla_x \Psi(x, P^{(m)}) \} - \kappa \varepsilon_2$, for some constant $\kappa > 0$. We denote by $C_f$ the curvature constant of the function $\Psi$. By (Lacoste-Julien, 2016), after running $O((1 + 2\kappa \varepsilon_2/C_f)/\varepsilon_1^2)$ many iterations of Algorithm 1 we achieve an accumulated error below $\varepsilon_1$. As Algorithm 1 calls Algorithm 2 in total $O(1/\varepsilon_2^2)$ times, the overall complexity coincides with the number of operations needed to solve $O(1/\varepsilon_2^2)$ times a $d$-dimensional minimization problem of a smooth convex function over a compact box. This significantly reduces the computational cost that would be needed to solve in each step the original $d^2$-dimensional nonconvex problem (4a) directly. A further reduction of complexity is possible by applying a randomized Frank-Wolfe algorithm, as suggested by Reddi et al. (2016).

Given an efficient computational method to solve the predictor problem (4a), we now address the solution of the prescriptor problem (4b). Since our Frank-Wolfe algorithm only enables us to access the values of the objective function $\tilde{c}_x(x, \theta')$ for fixed values of $x \in X$ and $\theta' \in \Theta'$, we cannot use gradient-based algorithms to optimize over $x$. Nevertheless, we can resort to derivative-free optimization (DFO) approaches, which can find local or global minima under appropriate regularity conditions on $\tilde{c}_x(x, \theta')$.

Besides popular heuristic algorithms such as simulated annealing (Metropolis et al., 1953) or genetic algorithms (Holland, 1992), there are two major classes of DFO methods: direct search and model-based methods. The direct search methods use only comparisons between function evaluations to generate new candidate points, while the model-based methods construct a smooth surrogate objective function. We focus here on direct search methods due to their solid worst-case convergence guarantees. Descriptions of these algorithms and convergence proofs can be found in the recent textbook by Audet & Hare (2017). For a survey of model-based DFO see (Conn et al., 2009). Off-the-shelf software to solve constrained DFO problems includes fminsearch in Matlab or NOMAD in C++; see (Rios & Sahinidis, 2013) for an extensive list of solvers.
When applied to the extreme barrier function formulation of the prescriptor problem (4b), which is obtained by ignoring the constraints and adding a high penalty to each infeasible decision (Audet & Dennis, 2006), the directional direct-search method by Vicente (2013) offers an attractive worst-case convergence guarantee thanks to (Vicente, 2013, Theorem 2 & Corollary 1). The exact algorithm that we use to solve (4b) is outlined in Algorithm 3 in Appendix E.

**Theorem 8** (Convergence of Algorithm 3 (Vicente, 2013)). Fix any $\theta' \in \Theta'$ and $\varepsilon > 0$. If $\nabla_x c_r(x, \theta')$ is Lipschitz continuous in $x$, then Algorithm 3 outputs a solution $x_N$ with $\|\nabla_x c_r(x_N, \theta')\| \leq \varepsilon$ after $N \sim O(\varepsilon^{-2})$ iterations. If $c_r(x, \theta')$ is also convex in $x$, then we further have

$$\|\hat{c}_r(x_N, \theta') - \min_{x \in X} c_r(x, \theta')\| \leq \varepsilon.$$

5. An Optimal Hypothesis Test

We now develop a Neyman-Pearson-type hypothesis test for determining which one of two prescribed Markov chains has generated a given sequence $\xi_1, \ldots, \xi_T$ of training samples. Specifically, we assume that these training samples were generated either by the Markov chain corresponding to the doublet probability mass function $\theta(1) \in \Theta$ or by the one corresponding to $\theta(2) \in \Theta$, that is, we have $\theta \in \{\theta(1), \theta(2)\}$. Next, we construct a decision rule encoded by the open set

$$B = \{\theta' \in \Theta' : D_c(\theta' \| \theta(1)) < D_c(\theta' \| \theta(2))\},$$

which predicts $\theta = \theta(1)$ if $\hat{\theta}_T \in B$ and predicts $\theta = \theta(2)$ otherwise. The quality of any such decision rule is conveniently measured by the type I and type II error probabilities

$$\alpha_T = P_{\theta(1)}(\hat{\theta}_T \notin B) \quad \text{and} \quad \beta_T = P_{\theta(2)}(\hat{\theta}_T \in B)$$

for $T \in \mathbb{N}$, respectively. Specifically, $\alpha_T$ represents the probability that the proposed decision rule wrongly predicts $\theta = \theta(2)$ if the training samples were generated by $\theta(1)$, and $\beta_T$ represents the probability that the decision rule wrongly predicts $\theta = \theta(1)$ if the data was generated by $\theta(2)$.

**Proposition 9** (Decay of the error probabilities). If $\theta^* \in \arg\min_{\theta' \notin B} D_c(\theta' \| \theta(1))$ and $r = D_c(\theta^* \| \theta(1)) > 0$, then

$$\lim_{T \to \infty} \frac{1}{T} \log \alpha_T = -r \quad \text{and} \quad \lim_{T \to \infty} \frac{1}{T} \log \beta_T = -r.$$

Proposition 9 ensures that the proposed decision rule is powerful in the sense that both error probabilities decay exponentially with the sample size $T$ at some rate $r$ that can at least principally be computed. The next theorem is inspired by the celebrated Neyman-Pearson lemma (Cover & Thomas, 2006, Theorem 11.7) and shows that this decision rule is actually optimal in a precise statistical sense.

**Theorem 10** (Optimality of the hypothesis test). Let $\alpha_T$ and $\beta_T$ represent the type I and type II error probabilities of the decision rule obtained by replacing $B$ with any other open set $B \subseteq \Theta'$. If $\lim_{T \to \infty} \frac{1}{T} \log \alpha_T \leq \lim_{T \to \infty} \frac{1}{T} \log \alpha_T$, then $\lim_{T \to \infty} \frac{1}{T} \log \beta_T \geq \lim_{T \to \infty} \frac{1}{T} \log \beta_T$.

Theorem 10 implies that the proposed hypothesis test is Pareto optimal in the following sense. If any test with the same test statistic $\hat{\theta}_T$ but a different set $B$ has a faster decaying type I error probability, then it must necessarily have a slower decaying type II error probability. In Appendix D.1 we construct two different Markov chains that are almost indistinguishable on the basis of a finite training dataset. Indeed, we will show that the (optimal) decay rates of the type I and type II error probabilities can be arbitrarily small.

6. Revenue Maximization under a Markovian Brand Switching Model

We now test the performance of our approach in the context of a revenue maximization model, which aims to recognize and exploit repeat-buying and brand-switching behavior. This model assumes that the probability of a customer buying a particular brand depends on the brand purchased last (Herniter & Magee, 1961; Chintagunta et al., 1991; Gensler et al., 2007; Leeflang et al., 2015). Adopting the perspective of a medium-sized retailer, we then formulate an optimization problem that seeks to maximize profit from sales by anticipating the long-term average demand of each brand based on the brand transition probabilities between different customer segments characterized by distinct demographic attributes. For instance, younger people might prefer relatively new brands, while senior people might prefer more established brands. Once such insights are available, the retailer selects the brands to put on offer with the goal to maximize long-run average revenue. We assume that the brand purchasing behavior of the customers is exogenous, which is realistic unless the retailer is a monopolist or has at least significant market power. Therefore, the retailer’s ordering decisions have no impact on the behavior of the customers. The ergodicity of the brand choice dynamics of each customer segment can be justified by the ergodicity of demographic characteristics (Ezzati, 1974).

6.1. Problem Formulation

Assume that there are $d$ different brands of a particular good, and denote by $a \in \mathbb{R}^d$ the vector of retail prices per unit of the good for each brand. The seller needs to decide which brands to put on offer. This decision is encoded by a binary vector $x \in \{0, 1\}^d$ with $x_j = 1$ if brand $j$ is offered and $x_j = 0$ otherwise. To quantify the seller’s revenue, we need to specify the demand for each brand. To this end, assume that the customers are clustered into $n$ groups with
similar demographic characteristics (Kuo et al., 2002). The percentage of customers in group $k$ is denoted by $w_k \in \mathbb{R}_+$, and the aggregate brand preferences $\xi^k$ of the customers in group $k$ and period $t$ represent an ergodic Markov chain on $\mathcal{X} = \{1, \ldots, d\}$ with stationary distribution $\pi^k$. Thus, the long-run average cost per customer and time period is

$$c(x, \theta) = \lim_{T \to \infty} \frac{1}{T} \left( \sum_{t=0}^{T-1} \sum_{j=1}^{d} a_j x_j \sum_{k=1}^{n} w_k \mathbb{1}_{\xi^k_{t+1} = j} \right)$$

$$= \sum_{k=1}^{n} w_k \sum_{j=1}^{d} -a_j x_j (\pi^k_j) = \sum_{k=1}^{n} w_k c^k(x, \theta^k),$$

where $c^k(x, \theta^k) = \sum_{j=1}^{d} -a_j x_j (\pi^k_j)$ and $\theta = (\theta^k)_{k=1}^{n}$. Here, the second equality exploits the ergodic theorem (Ross, 2010, Theorem 4.1). It is easy to show that $c^k(x, \theta^k)$ can be expressed as an expected loss with respect to a probability measure encoded by $\theta^k$, much like the objective function of problem (1). Finally, we define $X = \{x \in [0, 1]^d : C^T x \leq b\}$ for some $C \in \mathbb{R}^{m \times d}$ and $b \in \mathbb{R}^m$. The linear inequalities $C^T x \leq b$ may capture budget constraints or brand exclusivity restrictions etc. The cost minimization problem $\min_{x \in X} c(x, \theta)$ can thus be viewed as an instance of (1). If $\theta$ is unknown and only $T$ training samples are available, we construct the empirical doublet distributions $\hat{\theta}^k_T$ for all $k = 1, \ldots, n$ and solve the DRO problem

$$\min_{x \in \hat{X}} \sum_{k=1}^{n} w_k \hat{c}^k_T(x, \hat{\theta}^k_T), \tag{10}$$

where

$$\hat{c}^k_T(x, \hat{\theta}^k_T) = \max_{\theta^k \in \Theta^k} \left\{ c^k(x, \theta^k) : D_{\epsilon}(\hat{\theta}^k_T \| \theta^k) \leq r \right\}. \tag{11}$$

Below we denote by $\hat{\theta}_T(x, \hat{\theta}_T)$ the objective function and by $\hat{\theta}_T(x, \hat{\theta}_T)$ a minimizer of (10), where $\hat{\theta}_T = (\hat{\theta}^k_T)_{k=1}^n$.

6.2. Numerical Experiments

We now validate the out-of-sample guarantees of the proposed Markov DRO approach experimentally when the observable data is indeed generated by ergodic Markov chains and compare our method against three state-of-the-art approaches to data-driven decision making from the literature. The first baseline is the Wasserstein DRO approach by Derman & Mannor (2020), which replaces the worst-case expectation problem (11) for customer group $k$ with

$$\hat{c}^k_T(x, \hat{\theta}^k_T) = \max_{P \in \mathcal{P}} \Psi(x, P),$$

where the reparametrized objective function $\Psi(x, P)$ is defined as in Lemma 4, and the ambiguity set is defined as

$$\mathcal{D}_\epsilon(\hat{\theta}^k_T) = \left\{ P \in \mathcal{P} : d_W((\hat{\theta}^k_T)_i, P_i) \leq r \forall i \right\}.$$
Real-world data. The second experiment is based on a marketing dataset from Kaggle, which tracks the purchasing behavior of 2,000 customers with respect to $d = 5$ brands of chocolates. The customers are clustered into $n = 5$ groups based on their age, education level and income by using the $K$-means++ clustering algorithm by Vassilvitskii & Arthur (2006). The resulting clusters readily induce a weight vector $w$. The price vector $a$ is sampled randomly from the uniform distribution on $\{1, \ldots, 10\}^d$. In addition, we concatenate the purchase histories of all customers in any group $k$ and interpret the resulting time series as a trajectory of the unknown Markov chain corresponding to group $k$.

Figure 4. Out-of-sample risk of different data-driven decisions based on 200 test samples from the Kaggle dataset.

Results. Figures 2 and 4 show that the proposed Markov DRO method outperforms the SAA scheme and the DRO approach by Van Parys et al. (2021) tailored to i.i.d. data (denoted as ‘i.i.d. DRO’) in that its out-of-sample risk displays a smaller mean as well as a smaller variance. For small training sample sizes $T$, our method is also superior to the Wasserstein DRO approach by Derman & Mannor (2020), but for $T \gtrsim 300$ the two methods display a similar behavior. Note also that the mean as well as the variance of the out-of-sample risk increase with $r$ for all three DRO approaches. This can be explained by the increasing inaccuracy of a model that becomes more and more pessimistic. In fact, if no transitions are observed from a certain brand A to another brand B given that the data follows an ergodic Markov process, then brand B’s true long-term value is overestimated when the data is falsely treated as i.i.d. This phenomenon explains the discrepancy between the out-of-sample risk incurred by methods that treat the data as Markovian or as i.i.d., respectively; see Figure 4. Note also that if the prescribed decay rate $r$ drops to 0, then all methods should collapse to the SAA approach if $\theta' > 0$. If $\theta'$ has zero entries, however, the worst-case expected risk with respect to a conditional relative entropy ambiguity set does not necessarily reduce to the empirical risk if $r$ tends to 0. We shed more light on this phenomenon in Remark 12. Figure 3 further shows that the Markov DRO approach results in the smallest out-of-sample disappointment among all tested methods for a wide range of rate parameters $r$. Comparing the charts for $T = 10, T = 300$ and $T = 500$, we also see that the out-of-sample disappointment of the Markov DRO method decays with $T$, which is consistent with Theorem 2. In practice, the optimal choice of the decay rate $r$ remains an open question. To tune $r$ with the aim to trade off in-sample performance against out-of-sample disappointment, one could use the rolling window heuristic for model selection in time series models by Bergmeir & Benítez (2012).

Scalability. We also compare the scalability of the proposed Frank-Wolfe algorithm against that of an interior point method by Waltz et al. (2006) (with or without exact gradient information, which represents a state-of-the-art method in nonlinear optimization). To this end, we solve 10 instances of the worst-case expectation problem (11) with rate parameter $r = 1$ for a fixed decision $x$ sampled from the uniform distribution on $\{0, 1\}^d$. The 10 instances involve independent training sets of size $T = 5,000$, each of which is sampled from the same fixed Markov chain constructed as in the experiments with synthetic data. The problem instances are modelled in MATLAB, and all experiments are run on an Intel i5-5257U CPU (2.7GHz) computer with 16GB RAM. Figure 5 shows that our Frank-Wolfe algorithm is significantly faster than both baseline methods whenever the Markov chain accommodates at least $d = 100$ states. In particular, note that the interior point methods run out of memory as soon as $d$ exceeds 200.
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**A. Auxiliary Results for Section 2**

**Proposition 11** (Properties of the conditional relative entropy). The conditional relative entropy $D_c(\theta' \parallel \theta)$ introduced in Definition 1 has the following properties.

(i) If $\theta' \in \Theta'$ and $\theta \in \text{cl} \Theta$, then $D_c(\theta' \parallel \theta) \geq 0$.

(ii) If $\theta' \in \Theta$ and $\theta \in \text{cl} \Theta$, then $D_c(\theta' \parallel \theta) = 0$ if and only if $\theta' = \theta$.

(iii) $D_c(\theta' \parallel \theta)$ is convex in $\theta'$ for every fixed $\theta \in \Theta$.

(iv) $D_c(\theta' \parallel \theta)$ is jointly continuous in $(\theta', \theta)$ on $\Theta' \times \Theta$.

**Proof.** The non-negativity of the conditional relative entropy $D_c(\theta' \parallel \theta) = \sum_{i \in \Xi} (\pi_{\theta'})_i D((P_{\theta'})_i || (P_{\theta})_i)$ follows directly from the non-negativity of the relative entropy (Cover & Thomas, 2006, Theorem 2.6.3), and thus Assertion (i) follows.

Next, fix any $\theta' \in \Theta$ and $\theta \in \text{cl} \Theta$, and note that $(\pi_{\theta'})_i > 0$ for every $i \in \Xi$. As the relative entropy vanishes if and only if its arguments coincide, we have $D_c(\theta' \parallel \theta) = 0$ if and only if $P_{\theta'} = P_{\theta}$. Finally, as $P_{\theta} \in \mathbb{R}_{++}^{d \times d}$ induces a unique stationary distribution $\pi_{\theta} \in \mathbb{R}_{++}^d$ for every $\theta' \in \Theta$, we find that $D_c(\theta' \parallel \theta) = 0$ if and only if $\theta' = \theta$. Thus, Assertion (ii) follows.

As for (iii), note that $t \log(t/x) = -t \log(x/t)$ is jointly convex in $x > 0$ and $t > 0$ as it represents the perspective of the convex function $-\log(x)$. As convexity is preserved under affine transformations of the inputs, we may conclude that $\theta'_{ij} \log(\theta'_{ij}/ \sum_{k \in \Xi} \theta'_{ik})$ is convex in $\theta' \in \Theta$. Recall that $\theta'_{ij} > 0$ and $\sum_{k \in \Xi} \theta'_{ik} > 0$ for all $\theta' \in \Theta$. As these statements are true for all $i, j, k \in \Xi$ and as convexity is preserved under sums, the claim follows.

To prove Assertion (iv), note that we can rewrite the conditional relative entropy as

$$D_c(\theta' \parallel \theta) = \sum_{i,j=1}^d \theta'_{ij} \log \left( \frac{\theta'_{ij}}{\theta_{ij}} \right) - \sum_{i,j=1}^d \theta'_{ij} \log \left( \sum_{k \in \Xi} \theta'_{ik} \right) + \sum_{i,j=1}^d \theta'_{ij} \log \left( \sum_{k=1}^d \theta_{ik} \right),$$

where all terms are manifestly continuous in $(\theta', \theta)$ on $\Theta' \times \Theta$ thanks to our standard conventions for the logarithm. $\Box$

The following example highlights that, perhaps surprisingly, Assertion (ii) cannot be extended to arbitrary $\theta' \in \Theta'$.

**Remark 12** (Identity of indiscernibles). Assume that $d = 2$, and select any $\theta' \in \Theta'$ with $\theta'_{11} = \theta'_{22} = 0$ and $\theta'_{12}, \theta'_{21} > 0$. These assumptions imply that $\theta' \notin \Theta$. The conditional relative entropy distance between $\theta'$ and any $\theta \in \text{cl} \Theta$ amounts to

$$D_c(\theta' \parallel \theta) = \theta'_{11} \log \left( \frac{\theta_{11} + \theta_{12}}{\theta'_{11}} \right) + \theta'_{22} \log \left( \frac{\theta_{21} + \theta_{22}}{\theta'_{22}} \right).$$

Thus, we have $D_c(\theta' \parallel \theta) = 0$ whenever $\theta_{12} = \theta_{21} = 0$ and $\theta_{11} + \theta_{22} = 1$ with $\theta_{11}, \theta_{22} > 0$. The conditional relative entropy ambiguity set $\{ \theta' \in \text{cl} \Theta : D_c(\theta' \parallel \theta) \leq r \}$ used in (4) thus contains infinitely many models even if $r = 0$, and it is misleading to picture this ambiguity set as a ball in $\mathbb{R}^{d \times d}$. Moreover, if $\theta' \notin \Theta$, then the worst-case expectation (4) does not reduce to the empirical risk $\sum_{i,j=1}^d L(x, i)\theta'_{ij}$. This is in stark contrast to ambiguity sets commonly used for i.i.d. data.

Figure 6 visualizes a projection of the conditional relative entropy ambiguity set into the $(\theta_{11}, \theta_{22})$-plane for $\theta = \frac{1}{2} I$ and different radii $r$ and shows that this set collapses to the line segment $\{ (\theta_{11}, \theta_{22}) \in \mathbb{R}_+^2 : \theta_{11} + \theta_{22} = 1 \}$ as $r$ drops to 0.

**Remark 13** (Nonconvexity of problem (4a)). Fix the estimator realization

$$\theta' = \begin{bmatrix} 0.2 & 0.375 \\ 0.375 & 0.05 \end{bmatrix} \in \Theta',$$

define the function $f : \Theta \to \mathbb{R}$ through $f(\theta) = \sum_{i,j} \theta'_{ij} (- \log(\theta_{ij}/ \sum_k \theta_{ik}))$ and set $\bar{r} = r - \sum_{i,j} \theta'_{ij} \log(\theta'_{ij}/ \sum_k \theta'_{ik})$. Using this notation, the feasible set of problem (4a) can be reformulated concisely as $\{ \theta \in \Theta : f(\theta) \leq \bar{r} \}$. Next, set

$$\theta_1 = \begin{bmatrix} 0.9 & 0.045 & 0.01 \\ 0.045 & 0.01 \end{bmatrix} \in \Theta \quad \text{and} \quad \theta_2 = \begin{bmatrix} 0.01 & 0.045 & 0.9 \\ 0.01 & 0.045 \end{bmatrix} \in \Theta.$$
An explicit calculation reveals that $f(\theta_1) \leq f(\theta_2) \leq 1.6$, whereas $f((\theta_1 + \theta_2)/2) > 1.6$. This implies that both $\theta_1$ and $\theta_2$ are feasible in problem (4a) if $r$ is chosen such that $\bar{r} = 1.6$, while their midpoint $(\theta_1 + \theta_2)/2$ is not. Hence, the feasible set of (4a) is generically nonconvex. This allows us to conclude that (4a) is generically a nonconvex problem.

**Proposition 14** (Reparametrized ambiguity set). For any fixed $P_{\theta'} \in \mathcal{P}$, $\pi_{\theta'} \in \Delta_d$ and $r > 0$ the ambiguity set

$$\mathcal{D} = \left\{ P \in \mathcal{P} : \sum_{i \in \Xi} (\pi_{\theta'})_i D((P_{\theta'})_i, P_i) \leq r \right\}$$

is convex and compact.

**Proof.** This is an immediate consequence of the convexity and compactness of the set $\mathcal{P}$ of all row-stochastic matrices in $\mathbb{R}^{d \times d}$ and the convexity and continuity of the relative entropy on $\Delta_d \times \Delta_d$. \hfill \Box

### B. Asymptotic Consistency

The estimator $\hat{\theta}_T$ may fail to have balanced marginals and thus fail to belong to $\text{cl} \Theta$. In this case, the worst-case expectation problem (4a) with $\theta' = \hat{\theta}_T$ may be infeasible for small $r$. The following lemma, which is an important ingredient for the proof of Theorem 3, shows that problem (4a) is guaranteed to be feasible and solvable whenever $r \geq d/T$.

**Lemma 15** (Solvability of (4a)). If $\theta'$ is a realization of $\hat{\theta}_T$ for some $T \in \mathbb{N}$ and $r \geq \frac{d}{T}$, then problem (4a) is solvable.

**Proof.** Consider the modified estimator $\tilde{\hat{\theta}}_T$ defined through

$$\tilde{\hat{\theta}}_{ij} = \frac{1}{T+1} \left( \sum_{t=1}^{T} 1_{(\xi_{t-1}, \xi_t) = (i,j)} + 1_{(\xi_T, \xi_1) = (i,j)} \right) \quad \forall i, j \in \Xi.$$ 

Note that $\tilde{\hat{\theta}}_T$ differs from our standard estimator $\hat{\theta}_T$ in that it accounts for an artificial ‘ghost’ transition from $\xi_T$ to $\xi_1$, which ensures that $\hat{\theta}_T$ has balanced marginals, that is, $\hat{\theta}_T \in \text{cl} \Theta$. In the following we show that the conditional relative entropy distance between the two estimators $\hat{\theta}_T$ and $\tilde{\hat{\theta}}_T$ is small for large $T$. To see this, note first that

$$D_c(\hat{\theta}_T \parallel \tilde{\hat{\theta}}_T) = \sum_{i,j=1}^{d} (\hat{\theta}_T)_{ij} \left( \log \frac{(\hat{\theta}_T)_{ij}}{\sum_{k=1}^{d} (\hat{\theta}_T)_{ik}} - \log \frac{(\hat{\theta}_T)_{ij}}{\sum_{k=1}^{d} (\tilde{\hat{\theta}}_T)_{ik}} \right) = \sum_{i,j=1}^{d} (\hat{\theta}_T)_{ij} \left( \log \frac{(\hat{\theta}_T)_{ij}}{\tilde{\hat{\theta}}_T} \cdot \sum_{k=1}^{d} (\tilde{\hat{\theta}}_T)_{ik} \right).$$

By using the definitions of $\tilde{\hat{\theta}}_T$ and $\hat{\theta}_T$, for any fixed $i, j \in \Xi$ the logarithm in the last expression can be reformulated as

$$\log \left( \frac{\bar{T}(\sum_{t=1}^{T} 1_{(\xi_{t-1}, \xi_t) = (i,j)})}{\bar{T} + 1} \right) - \log \left( \frac{\sum_{k=1}^{d} 1_{(\xi_T, \xi_1) = (i,j)}}{\sum_{k=1}^{d} 1_{(\xi_{t-1}, \xi_t) = (i,j)}} \right) = \log \left( \frac{\sum_{k=1}^{d} 1_{(\xi_T, \xi_1) = (i,j)}}{\sum_{k=1}^{d} 1_{(\xi_{t-1}, \xi_t) = (i,j)}} \right) \leq \log \left( \frac{1}{T} \sum_{k=1}^{d} 1_{(\xi_T, \xi_1) = (i,k)} \right) \leq \frac{1}{T}.$$
where the first inequality is obtained by omitting the first (non-positive) of the two logarithm terms, while the second inequality uses the elementary bounds $1_{C_T=1} \leq 1$ and $\log(1+t) \leq t$ for all $t \geq 0$. Substituting the resulting estimate into the above formula for the conditional relative entropy then yields

$$D_c(\tilde{\theta}_T \| \hat{\theta}_T) \leq \sum_{i,j=1}^d \frac{1}{T} \left( \sum_{k=1}^d (\hat{\theta}_T)_{ik} \right) = \sum_{i=1}^d \frac{1}{T} = \frac{d}{T}. $$

As $\tilde{\theta}_T \in \text{cl } \Theta$, this inequality implies that $\tilde{\theta}_T$ is feasible in the worst-case expectation problem (4a) if $\theta' = \tilde{\theta}_T$ and $r \geq \frac{d}{T}$. Hence, problem (4a) maximizes a continuous function over a non-empty compact set and is therefore solvable.

**Proof of Theorem 3.** Fix any $\theta \in \Theta$, and denote by $\theta^*_T \in \text{cl } \Theta$ a maximizer of problem (4a) with $\theta' = \tilde{\theta}_T$ and $r = r_T$, which exists thanks to Lemma 15 and because $r_T \geq d/T$. Thus, we have $D_c(\tilde{\theta}_T \| \theta^*_T) \leq r_T$ by feasibility and $\tilde{c}_{\theta_T}(x, \tilde{\theta}_T) = c(x, \theta^*_T)$ by optimality. Note that $\tilde{\theta}_T$ converges $\mathbb{P}_\theta$-almost surely to $\theta$ thanks to the ergodic theorem for Markov chains (Ross, 2010, Theorem 4.1). Without loss of generality, we now focus on a realization of the stochastic process of training samples for which $\tilde{\theta}_T$ represents a deterministic sequence converging to $\theta$ with certainty. For this fixed realization, we can prove that $\theta^*_T$ converges to $\theta$, as well. To this end, assume for the sake of argument that $\theta^*_T$ does not converge to $\theta$. As $\text{cl } \Theta$ is compact, this implies that the sequence $\theta^*_T$ has a cluster point $\theta^* \in \text{cl } \Theta$ such that $\theta^* \neq \theta$. This in turn implies that there exists a subsequence $(\theta^*_T)_{k \in \mathbb{N}}$ in $\text{cl } \Theta$ that converges to $\theta^*$. Thus, we find the contradiction

$$0 < D_c(\theta \| \theta^*) = D_c(\lim_{k \to \infty} \tilde{\theta}_T_k \| \lim_{k \to \infty} \theta^*_T) \leq \liminf_{k \to \infty} D_c(\tilde{\theta}_T_k \| \theta^*_T) \leq \liminf_{k \to \infty} r_T = 0,$$

where the first (strict) inequality follows from Proposition 11(i) and the assumption that $\theta \in \Theta$, the second inequality holds because the conditional relative entropy is lower semi-continuous on $\Theta' \times \text{cl } \Theta$, and the third inequality exploits the feasibility of $\theta^*_T$ in (4a) with $r = r_T$. We may therefore conclude that $\theta^*_T$ converges to $\theta$ as $T$ tends to infinity.

Next, for any fixed decision $x \in X$ we have

$$\lim_{T \to \infty} \tilde{c}_{\theta_T}(x, \tilde{\theta}_T) = \lim_{T \to \infty} c(x, \theta^*_T) = c(x, \lim_{T \to \infty} \theta^*_T) = c(x, \theta),$$

where the first equality exploits the feasibility of $\theta^*_T$ in (4a) with $r = r_T$, and the second equality holds because $c(x, \theta)$ is continuous (linear) in $\theta$. As $\tilde{\theta}_T$ converges to $\theta$ for $\mathbb{P}_\theta$-almost every trajectory of the training samples, the claim follows.

**C. Proofs and Background Results for Section 4**

This section discusses the theoretical foundations of Algorithms 1 and 2. We first provide a proof for Lemma 4, which reformulates problem (4a) with a nonconvex feasible set as problem (7) with a nonconvex objective function.

**Proof of Lemma 4.** We first show that the ambiguity set $D_r(\theta')$ is a subset of $\mathbb{R}^{d \times d}_{+}$. To this end, assume for the sake of argument that there is a transition probability matrix $P \in D_r(\theta')$ and two states $i, j \in \Xi$ such that $P_{ij} = 0$. Then, we have

$$\infty = (P_{\theta'})_{ij}^2 \log \left( \frac{(P_{\theta'})_{ij}}{P_{ij}} \right) \leq \sum_{k \in \Xi} (\pi_{\theta'})_k D((P_{\theta'})_k, (P)_k) \leq r < \infty,$$

where the equality follows from our standard conventions for the logarithm and the assumptions that $\theta' > 0$, which implies that $(P_{\theta'})_{ij} > 0$. We have thus derived a contradiction, which allows us to conclude that $P_{ij} > 0$ for all $i, j \in \Xi$. Choose now any $P \in D_r(\theta')$, and use $\pi$ to denote the stationary distribution corresponding to $P$. The above arguments imply that $P > 0$. In addition, the invariant distribution $\pi$ satisfies the following system of linear equations.

$$\begin{bmatrix} P_{11} - 1 & P_{12} & \cdots & P_{1(d-1)} & P_{d1} \\ P_{21} & P_{22} - 1 & \cdots & P_{2(d-1)} & P_{d2} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ P_{(d-1)1} & P_{(d-1)2} & \cdots & P_{(d-1)(d-1)} - 1 & P_{d(d-1)} \\ 1 & 1 & \cdots & 1 & 1 \end{bmatrix} \begin{bmatrix} \pi_1 \\ \pi_2 \\ \vdots \\ \pi_{d-1} \\ \pi_d \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \quad (14)$$
Indeed, the first $d-1$ equations are equivalent to the stationarity condition \( \pi P = \pi \), which can be recast as \( (P^\top - I)\pi^\top = 0 \), and the last equation represents the normalization condition \( \sum_{i=1}^{d} \pi_i = 1 \). Next, denote the constraint matrix in (14) by \( A_d(P) \). The matrix \((P^\top - I)\) has rank \( d-1 \), and the matrix \( A_d(P) \), which is obtained by replacing the last row of \((P^\top - I)\) with a row of ones, has full rank (Berman & Plemmons, 1994, Theorem 4.16). Thus, the system of equations (14) has a unique solution \( \pi \). Moreover, as \( P > 0 \), the Perron-Frobenius theorem (Perron, 1907) guarantees that \( \pi > 0 \).

Using the notation introduced so far, the objective function of problem (4a) can be reformulated as

\[
c(x, \theta) = \mathbb{E}_\theta[L(x, \xi)] = \sum_{i=1}^{d} L(x, i)\pi_i = \sum_{i=1}^{d} L(x, i)(A_d(P)^{-1})_{i,d} = \Psi(x, P),
\]

where the last equality follows from the definition of \( \Psi(x, P) \) in the main text. Thus, the claim follows.

\[\square\]

**Remark 16** (Nonconvexity of problem (7)). The function \( \Psi(x, P) \) is neither concave nor convex in \( P \) if \( d \geq 2 \). To see this, consider an example with \( d = 2 \), and assume that \( L(x, 1) \neq L(x, 2) \). As \( P \in \mathbb{R}^{2 \times 2} \) is a row-stochastic matrix, we have \( P_{12} = 1 - P_{11} \) and \( P_{22} = 1 - P_{21} \). These relations allow us to define an auxiliary function \( \tilde{\Psi} \), through

\[
\tilde{\Psi}(x, P_{11}, P_{21}) = \Psi\left(x, \begin{bmatrix} P_{11} & 1 - P_{11} \\ P_{21} & 1 - P_{21} \end{bmatrix}\right).
\]

A direct calculation then shows that

\[
\det\left(\nabla^2_{(P_{11}, P_{21})} \tilde{\Psi}(x, P_{11}, P_{21})\right) = -\frac{(L(x, 1) - L(x, 2))^2}{(1 - P_{11} + P_{21})^4} < 0,
\]

which indicates that the Hessian matrix of \( \tilde{\Psi}(x, P_{11}, P_{21}) \) has a positive and a negative eigenvalue. Hence, \( \tilde{\Psi}(x, P_{11}, P_{21}) \) is neither concave nor convex in \((P_{11}, P_{21})\), which implies that \( \Psi(x, P) \) is neither concave nor convex in \( P \).

Despite being nonconvex, problem (7) displays desirable structural properties, which ensure that Algorithm 1 converges.

**Lemma 17** (Lipschitz continuous gradient). If \( \theta' > 0 \), then \( \nabla_P \Psi(x, P) \) is Lipschitz continuous in \( P \) on the ambiguity set \( \mathcal{D}_r(\theta') = \{P \in \mathcal{P} : \sum_i (\pi_{i,\theta'})_i D_i((P_{i,\theta'})_i, \|P_{i,\theta'}\|) \leq r \} \) for any fixed \( x \in X \).

**Proof.** From the proof of Lemma 4 we know that \( P > 0 \) and \( A_d(P) \) is invertible for any \( P \in \mathcal{D}_r(\theta') \). In addition, as \( \det(A_d(P)) \) is continuous on the compact set \( \mathcal{D}_r(\theta') \), there exists \( \delta > 0 \) such that \( |\det(A_d(P))| > \delta \) for all \( P \in \mathcal{D}_r(\theta') \). To show that \( \nabla_P \Psi(x, P) \) is Lipschitz continuous, it suffices to show that the gradient of \( \pi_k = (A_d(P)^{-1})_{kd} \) with respect to \( P \) is Lipschitz continuous for every \( k \in \Xi \). In the remainder of the proof, we use \( A \) as a shorthand for \( A_d(P) \). In addition, we use \( A_{ij} \) to denote the \((i,j)\)-th minor and \( A_{ij, k \ell} \) to denote the \((ij, k \ell)\)-th minor of \( A \), respectively. Cramer’s rule for computing inverse matrices then implies that \( \pi_k = (-1)^{d+k}A_{dk}/\det(A) \). The partial derivatives of \( \pi_k \) are given by

\[
\frac{\partial \pi_k}{\partial P_{ij}} = \begin{cases} \frac{(-1)^{d+k}A_{dk}}{\det(A)^2} \left( \sum_{\ell \neq k} (-1)^{d+\ell} A_{dj, k\ell} \right) & \text{if } i = k \text{ and } j < d, \\ \frac{(-1)^{d+k}A_{dk}}{\det(A)^2} \left( \sum_{\ell \neq i} (-1)^{d+\ell} A_{dj, \ell i} \right) & \text{if } i \neq k \text{ and } j < d, \\ 0 & \text{if } j = d, \end{cases}
\]

where \( \sum_{\ell \neq i} (-1)^{d+\ell} A_{dj, \ell i} \) represents the partial derivative of \( \det(A) \) with respect to \( P_{ij} \). In all cases, the partial derivatives represent rational functions of \( P \), that is, fractions of polynomials. As all polynomials are Lipschitz continuous on compact sets and as the denominator polynomials of all rational functions are bounded away from 0, all partial derivatives are indeed Lipschitz continuous thanks to (Eriksson et al., 2004, Theorem 12.5). Hence, \( \nabla_P \Psi(x, P) \) is Lipschitz continuous.

\[\square\]

We now prove that Algorithm 1 converges to an approximate stationary point with an arbitrarily small Frank-Wolfe gap.

**Proof of Theorem 5.** As \( \theta' > 0 \), Lemma 17 implies that \( \nabla_P \Psi(x, P) \) is Lipschitz continuous in \( P \) on the ambiguity set \( \mathcal{D}_r(\theta') \). Therefore, the objective function \( \Psi(x, P) \) has a finite curvature constant; see (Jaggi, 2013, Lemma 7). As \( \mathcal{D}_r(\theta') \) is convex and compact thanks to Proposition 14, the claim follows directly from (Lacoste-Julien, 2016, Theorem 1).

\[\square\]
The efficiency of Algorithm 1 depends on the efficiency of Algorithm 2 for solving oracle subproblems of the form

\[
J^* = \max_{P \in \mathbb{P}} \mathbb{E} \left[ \sum_{i=1}^{d} \alpha_i \mathbb{D}(P'_{ij} \| P_i) \right] + \min_{\eta \in \mathbb{R}^d} \mathbb{E} \left[ \sum_{i=1}^{d} \eta_i \alpha_i \right].
\]

where \( P' = P'' \) is the transition probability matrix corresponding to \( \theta' \), \( C = \nabla P(x, P^{(m)}) \) is the gradient of the objective function at a fixed anchor point \( P^{(m)} \) and \( \alpha_i = (\pi''_i)_i \) is the invariant probability of state \( i \in \Xi \) under model \( \theta' \). Note that (15) represents a convex optimization problem thanks to Proposition 14. In order to prove Theorem 6 from the main text, we first show that a maximizer for (15) can be constructed highly efficiently by solving the problem dual to (15).

**Proposition 18 (Linearized oracle subproblem).** If \( \varepsilon > 0 \), then the following statements hold.

(i) The strong dual of the linearized oracle subproblem (15) is given by

\[
J^* = \min_{\eta \in \mathbb{R}^d, \lambda \geq 0} \lambda (r - 1) + \sum_{i=1}^{d} \eta_i + \lambda \sum_{i,j=1}^{d} \alpha_i \log \left( \frac{\lambda \alpha_i}{\eta_i - C_{ij}} \right). \tag{16}
\]

(ii) If \( \eta \in \mathbb{R}^d \) is feasible in the dual problem (16), then the corresponding optimal choice for \( \lambda \) is given by

\[
\lambda^*(\eta) = \exp \left( \sum_{i,j=1}^{d} \alpha_i \eta'_{ij} \log \left( \frac{\eta_i - C_{ij}}{\alpha_i} \right) - r \right).
\]

(iii) If \( \eta^* \) is optimal in the dual problem (16), then we have

\[
\max_i \{ C_{ij} \} < \eta^*_i \leq (1 - e^{-r})^{-1} \left( d \max_i \{ C_{ij} \} - e^{-r} (C^T P') \right) - \sum_{k=1}^{d} \max_j \{ C_{kj} \} \quad \forall i \in \Xi.
\]

(iv) If \( P^* \) is optimal in the primal problem (15) and \( (\lambda^*, \eta^*) \) is optimal in the dual problem (16) with \( \lambda^* = \lambda^*(\eta^*) \), then

\[
P'_{ij} = \frac{\lambda^* \alpha_i P'_{ij}}{\eta^*_i - C_{ij}} \quad \forall i, j \in \Xi.
\]

**Proof of Proposition 18.** Assume first that \( P' > 0 \). By dualizing the conditional relative entropy constraint as well as the row-wise normalization conditions for the stochastic matrix \( P \), the primal convex program (15) can be reformulated as

\[
J^* = \max_{P \geq 0} \sum_{i,j=1}^{d} C_{ij} P_{ij} + \inf_{\lambda \geq 0} \lambda \left( r - \sum_{i=1}^{d} \alpha_i \mathbb{D}(P'_{ij} \| P_i) \right) + \inf_{\eta \in \mathbb{R}^d} \mathbb{E} \left[ \sum_{i,j=1}^{d} C_{ij} P_{ij} - \eta^T (1 - P) \right]
\]

\[
= \min_{\eta \in \mathbb{R}^d, \lambda \geq 0} \lambda r + \sum_{i=1}^{d} \mathbb{E} \left[ \sum_{i,j=1}^{d} C_{ij} P_{ij} - \eta_i P_{ij} \right] \left( \lambda \mathbb{D}(P'_{ij} \| P_i) - \lambda \alpha_i \mathbb{D}(P'_{ij} \| P_i) \right)
\]

\[
= \min_{\eta \in \mathbb{R}^d, \lambda \geq 0} \lambda r + \sum_{i=1}^{d} \eta_i + \mathbb{E} \left[ \sum_{i,j=1}^{d} P_{ij} \left( C_{ij} P_{ij} - \eta_i P_{ij} - \lambda \alpha_i P'_{ij} \log \frac{P'_{ij}}{P_{ij}} \right) \right]. \tag{17}
\]
We know from (Ben-Tal et al., 2013, Table 4) that the conjugate of the Burg entropy is given by

\[ J^* = \min_{\eta \in \mathbb{R}^d, \lambda \geq 0} \lambda r + \sum_{i=1}^d \eta_i + \sum_{i,j=1}^d \sup_{P_{ij} \geq 0} \left\{ (C_{ij} - \eta_i) P_{ij} - \lambda \alpha_i \left( P_{ij} \phi \left( \frac{P_{ij}}{P_{ij}} \right) - P_{ij} + P_{ij}' \right) \right\} \]

where the last equality holds because \( \sum_{i,j=1}^d \alpha_i P_{ij}' = 1 \), and the third equality follows from the substitution \( t \leftarrow P_{ij}/P_{ij}' \). We know from (Ben-Tal et al., 2013, Table 4) that the conjugate of the Burg entropy is given by

\[ \phi^*(s) = \sup_{t \geq 0} \{ st - \phi(s) \} = \begin{cases} -\log(1-s) & \text{if } s < 1, \\ \infty & \text{if } s \geq 1. \end{cases} \]

By identifying \( s \) with \( (C_{ij} - \eta_i + \lambda \alpha_i)/(\lambda \alpha_i) \), we then obtain (16). Thus, Assertion (i) follows.

As for Assertion (ii), define

\[ J(\lambda, \eta) = \lambda (r - 1) + \sum_{i=1}^d \eta_i + \lambda \sum_{i,j=1}^d \alpha_i P_{ij}' \log \left( \frac{\lambda \alpha_i}{\eta_i - C_{ij}} \right) \]

as the objective function of the dual problem (16), fix any \( \eta \in \mathbb{R}^d \) with \( \eta_i \geq \max_{j} \{ C_{ij} \} \) for every \( i \in \Xi \), and use \( \lambda^*(\eta) \) to denote the unique minimizer of the parametric convex optimization problem \( \min_{\lambda \geq 0} J(\lambda, \eta) \). Next, note that \( \lambda^*(\eta) \) must satisfy the first-order optimality condition

\[ 0 = \frac{\partial}{\partial \lambda} J(\lambda, \eta) = r - 1 + \sum_{i,j=1}^d \alpha_i P_{ij}' \log \left( \frac{\lambda \alpha_i}{\eta_i - C_{ij}} \right) + \sum_{i,j=1}^d \alpha_i P_{ij}' = r + \sum_{i,j=1}^d \alpha_i P_{ij}' \log \left( \frac{\lambda \alpha_i}{\eta_i - C_{ij}} \right), \]

where the last equality holds again because \( \sum_{i,j=1}^d \alpha_i P_{ij}' = 1 \). Solving the above equation for \( \lambda \) yields

\[ \lambda^*(\eta) = \exp \left( \sum_{i,j=1}^d \alpha_i P_{ij}' \log \left( \frac{\eta_i - C_{ij}}{\alpha_i} \right) - r \right), \]

and hence Assertion (ii) follows.

Next, we prove Assertion (iii). To this end, select any dual optimal \( \eta^* \), and substitute \( \lambda^*(\eta^*) \) into \( J(\lambda, \eta^*) \) to obtain

\[ J^* = J(\lambda^*(\eta^*), \eta^*) = \sum_{i=1}^d \eta_i^* - \exp \left( \sum_{i,j=1}^d \alpha_i P_{ij}' \log \left( \frac{\eta_i^* - C_{ij}}{\alpha_i} \right) - r \right), \]

where the first equality follows from Assertions (i) and (ii). As \( \sum_{i,j=1}^d \alpha_i P_{ij}' = 1 \), we may then use Jensen’s inequality to interchange the sum over \( i \) and \( j \) with the logarithm to obtain

\[ J^* \geq \sum_{i=1}^d \eta_i^* - e^{-r} \left( \sum_{i,j=1}^d P_{ij} (\eta_i^* - C_{ij}) \right) = \sum_{i=1}^d \eta_i^* (1 - e^{-r}) + e^{-r} \left( \sum_{i,j=1}^d P_{ij} C_{ij} \right). \]

By inspection of the primal objective function, we further have the trivial upper bound \( J^* \leq d \max_{i,j} C_{ij} \). Combining these upper and lower bounds on \( J^* \) yields

\[ \sum_{i=1}^d \eta_i^* (1 - e^{-r}) + e^{-r} \left( \sum_{i,j=1}^d P_{ij} C_{ij} \right) \leq d \max_{i,j} C_{ij}. \]
As $\eta^*$ must satisfy the dual constraints $\eta^*_i > \max_j \{C_{ij}\}$ for all $i \in \Xi$, we may finally conclude that

$$\eta^*_i \leq \frac{d \max_{i,j} C_{ij}}{1 - e^{-r}} - \sum_{k=1}^{d} \max_j \{C_{kj}\} - \frac{e^{-r}}{1 - e^{-r}} \left( \sum_{i,j=1}^{d} P^*_{ij} C_{ij} \right) \quad \forall i \in \Xi.$$  

This observation completes the proof of Assertion (iii).

As for Assertion (iv), note that the primal maximizer $P^*$ can be computed cheaply from the dual minimizer $(\lambda^*, \eta^*)$ by solving the inner maximization problem in (17) for $\lambda = \lambda^*$ and $\eta = \eta^*$. Indeed, $P^*$ must satisfy the first-order condition

$$C_{ij} - \eta^*_i + \frac{\lambda^* \alpha_i}{P^*_{ij}} = 0 \implies P^*_{ij} = \frac{\lambda^* \alpha_i}{\eta^*_i - C_{ij}}$$

for all $i, j \in \Xi$, and thus the claim follows. We remark that if $P' \not\in \mathcal{B}$, then the proofs of Assertions (i)-(iv) become more technical and require tedious case distinctions. However, no new ideas are needed. Details are omitted for brevity.

In the following we denote by $Q(\eta) = \mathcal{J}(\lambda^*(\eta), \eta)$ the partial minimum of $\mathcal{J}(\lambda, \eta)$ with respect to $\lambda \geq 0$. From the proof of Proposition 18 (iii) we know that $Q(\eta) = \sum_{i=1}^{d} Q_i(\eta)$, where $Q_i(\eta) = \eta_i - \lambda^*(\eta)/d$ for all $i \in \Xi$. By Proposition 18 (ii), the dual oracle subproblem (16) is therefore equivalent to

$$\mathcal{J}^* = \min_{\eta \in [\underline{\eta}, \overline{\eta}]} \sum_{i=1}^{d} Q_i(\eta), \quad \text{(18)}$$

where the variable bounds $\underline{\eta}, \overline{\eta} \in \mathbb{R}^d$ are defined through

$$\underline{\eta}_i = \max_j \{C_{ij}\} \quad \text{and} \quad \overline{\eta}_i = \frac{1}{1 - e^{-r}} \left( d \max_{i,j} C_{ij} - e^{-r} \text{tr}(C^T P') - \sum_{k \neq i} \overline{\eta}_k \right) \quad \forall i \in \Xi.$$  

Problem (18) is amenable to stochastic gradient descent algorithms.

**Proof of Theorem 6.** The claim follows directly from the convergence results in (Nemirovski et al., 2009, Section 2.2) applied to the reformulation (18) of the dual oracle subproblem (16). 

---

**D. Proofs for Section 5**

**Proof of Proposition 9.** By the large deviation principle for the estimator $\hat{\theta}_T$ established in Lemma 1, we have

$$\limsup_{T \to \infty} \frac{1}{T} \log \alpha_T \leq - \inf_{\theta' \in \mathcal{B}} D_e(\theta' || \theta^{(1)}) = - \inf_{\theta' \in \mathcal{B}} D_e(\theta' || \theta^{(1)}) = -r,$$

where the first equality holds because $\mathcal{B}$ is open thanks to the continuity of $D_e(\theta' || \theta)$; see Proposition 11. To prove the second equality, denote by $\Theta^*$ a minimizer of $\inf_{\theta' \in \mathcal{B}} \{D_e(\theta' || \theta^{(1)}) : D_e(\theta' || \theta^{(1)}) \geq D_e(\theta' || \theta^{(2)})\}$, which exists due to the compactness of $\Theta'$ and the continuity of $D_e(\theta' || \theta)$ on $\Theta' \times \Theta$. It is then clear that $D_e(\Theta^* || \theta^{(1)}) = D_e(\Theta^* || \theta^{(2)}) = r$.

Similarly, the large deviation principle for $\hat{\beta}_T$ implies that

$$\liminf_{T \to \infty} \frac{1}{T} \log \beta_T \geq - \inf_{\theta' \in \mathcal{B}} D_e(\theta' || \theta^{(1)}) = - \inf_{\theta' \in \mathcal{B}} D_e(\theta' || \theta^{(1)}) = -r,$$

where the first equality follows again from the continuity of $D_e(\theta' || \theta)$. In summary, we have thus shown that $\lim_{T \to \infty} \frac{1}{T} \log \alpha_T = -r$. The proof of the assertion $\lim_{T \to \infty} \frac{1}{T} \log \beta_T = -r$ is analogous and thus omitted for brevity.

**Proof of Theorem 10.** Assume for the sake of argument that there exists a decision rule induced by some open set $\tilde{\mathcal{B}}$ such that the corresponding error probabilities satisfy $\lim_{T \to \infty} \frac{1}{T} \log \hat{\beta}_T < -r$ and $\lim_{T \to \infty} \frac{1}{T} \log \hat{\alpha}_T \leq -r$. The first assumption implies via the large deviation principle for $\hat{\theta}_T$ that

$$\inf_{\theta' \in \mathcal{B}} D_e(\theta' || \theta^{(2)}) = - \lim_{T \to \infty} \frac{1}{T} \log \hat{\beta}_T > r,$$

(19)
where the equality follows from the continuity of $D_\varepsilon(\theta' \parallel \theta)$ and the assumption that $\bar{B}$ is open. Next, define $\theta^*$ as in the proof of Proposition 9, and recall that $D_\varepsilon(\theta^* \parallel \theta^{(1)}) = D_\varepsilon(\theta^* \parallel \theta^{(2)}) = r$. The inequality (19) thus implies that $\theta^* \notin \text{cl} \bar{B}$. In addition, choose any $\varepsilon > 0$ with $\theta^*_\varepsilon = (1 - \varepsilon)\theta^* + \varepsilon\theta^{(1)} \notin \Theta \notin \text{cl} \bar{B}$, which exists because $\text{cl} \bar{B}$ has an open complement. As it is easy to verify that $D_\varepsilon(\theta' \parallel \theta)$ is strictly convex in $\theta'$ for any $\theta \in \Theta$, we have $D_\varepsilon(\theta^*_\varepsilon \parallel \theta^{(1)}) < D_\varepsilon(\theta^* \parallel \theta^{(1)}) = r$ and

$$
\inf_{\theta' \notin \text{cl} \bar{B}} D_\varepsilon(\theta' \parallel \theta^{(1)}) \leq D_\varepsilon(\theta^*_\varepsilon \parallel \theta^{(1)}) < r.
$$

This in turn implies via the large deviation principle for $\hat{\theta}_T$ that

$$
\liminf_{T \to \infty} \frac{1}{T} \log \hat{\alpha}_T = \liminf_{T \to \infty} \frac{1}{T} \log \mathbb{P}_{\theta^{(1)}}(\hat{\theta}_T \notin \bar{B}) \geq -\inf_{\theta' \notin \text{cl} \bar{B}} D_\varepsilon(\theta' \parallel \theta^{(1)}) > -r,
$$

which contradicts our second assumption. Thus, the claim follows.

D.1. Coin Tossing with Markovian Coins

We now highlight that the decay rate $r$ of the error probabilities in Proposition 9 can be arbitrarily small, which indicates that it can be arbitrarily difficult to distinguish two Markov chains based on finitely many samples. To this end, we consider a coin flipping example involving a hypothetical Markovian coin, where the probability of seeing a head (H) or tail (T) depends on the outcome of the last coin toss. That is, we assume that $\{\xi_t\}_{t \in \mathbb{N}}$ constitutes a stationary Markov chain with finite state space $\Xi = \{H, T\}$, and we denote by

$$
\Theta = \{\theta \in \mathbb{R}^{2 \times 2} : \theta_{HH} + 2\theta_{HT} + \theta_{TT} = 1, \theta_{HT} = \theta_{TH}\}
$$

the set of all possible balanced probability mass functions of the doublet $(\xi_t, \xi_{t+1})$. We also define the estimator $\hat{\theta}_T$ as the empirical doublet distribution after $T$ tosses as defined in (3). In the following, we consider two different Markov coins with doublet distributions $\theta^{(1)}, \theta^{(2)} \in \Theta$. Specifically, we assume henceforth that the doublet distribution $\theta^{(1)}$ and the corresponding transition probability matrix $P_{\theta^{(1)}}$ of the first coin are given by

$$
\theta^{(1)} = \left(\frac{1 - \varepsilon}{2}, \frac{\varepsilon}{2}\right) \quad \text{and} \quad P_{\theta^{(1)}} = \left(\begin{array}{cc} 1 - \varepsilon & \varepsilon \\ \varepsilon & 1 - \varepsilon \end{array}\right),
$$

respectively, for some $\varepsilon \in (0, 1)$. The unique stationary distribution corresponding to this model is given by $\pi_{\theta^{(1)}} = (1/2, 1/2)$. We compare the reference coin encoded by $\theta^{(1)}$ with a second Markov coin parameterized in $\varepsilon$, whose doublet distribution and transition probability matrix are given by

$$
\theta^{(2)} = \left(\frac{\varepsilon^2}{\varepsilon^2}, \frac{\varepsilon(1 - \varepsilon)}{\varepsilon(1 - \varepsilon)}\right) \quad \text{and} \quad P_{\theta^{(2)}} = \left(\begin{array}{cc} \varepsilon & 1 - \varepsilon \\ 1 - \varepsilon & \varepsilon \end{array}\right),
$$

respectively. The stationary distribution corresponding to $\theta^{(2)}$ is given by $\pi_{\theta^{(2)}} = (\varepsilon, 1 - \varepsilon)$. Note that the second coin is actually memoryless and follows an i.i.d. process. The conditional relative entropy of $\theta^{(2)}$ with respect to the reference coin $\theta^{(1)}$ evaluates to

$$
D_\varepsilon(\theta^{(2)} \parallel \theta^{(1)}) = \sum_{i \in \Xi} (\pi_{\theta^{(2)}})_i D((P_{\theta^{(2)}})_i, (P_{\theta^{(1)}})_i) = \varepsilon(1 - 2\varepsilon) \log \left(\frac{1 - \varepsilon}{\varepsilon}\right),
$$

where $D((P_{\theta^{(2)}})_i, (P_{\theta^{(1)}})_i)$ is the relative entropy.
which is visualized in Figure 9. Observe that $D_{\varepsilon}(\theta^{(2)} \parallel \theta^{(1)})$ vanishes for $\varepsilon = 1/2$, in which case the two Markov coins are stochastically indistinguishable. Maybe surprisingly, however, $D_{\varepsilon}(\theta^{(2)} \parallel \theta^{(1)})$ also vanishes in the limit $\varepsilon \downarrow 0$, in which case the two Markov coins are dramatically dissimilar. This can be seen, for instance, by comparing the limiting stationary probability mass functions $\pi_{\theta^{(1)}} = (1/2, 1/2)$ and $\pi_{\theta^{(2)}} = (0, 1)$. If $\varepsilon$ is small, Lemma 1 implies that for any Borel set $D \subseteq \Theta$ with $\theta^{(2)} \in D$ and $\theta^{(1)} \notin D$, the probability $\Pr_{\theta^{(1)}}(\hat{\theta}_T \in D)$ decays slowly as the sample size $T$ increases. Thus, it is hard to distinguish the coins corresponding to $\theta^{(1)}$ and $\theta^{(2)}$ solely based on data in spite of their fundamental differences. Also the error probability decay rates of the decision rule in Proposition 9 are arbitrarily small in this setting.

E. DFO Algorithm for the Prescriptor Problem

Algorithm 3 Directional direct-search method for the prescriptor problem (4b) (Vicente, 2013)

\begin{verbatim}
Input : $N, x_0, \alpha_0, 0 < \beta_1 \leq \beta_2 < 1,$ and $\gamma \geq 1$
Output : $\hat{c}_r(x_N, \theta') \approx \min_{x \in \mathbb{X}} \hat{c}_r(x)$

for $k = 0, \ldots, N$ do

| Search step: fetch $x$ with $\hat{c}_r(x, \theta') < \hat{c}_r(x_k, \theta') - \alpha_k^2$; |
| if found then |
| declare the search successful and set $x_{k+1} = x$ |
| else |

| Poll step: Choose positive spanning set $D_k \subseteq \mathbb{R}^n$, and evaluate $\hat{c}_r$ at all poll points $P_k = \{x_k + \alpha_k d : d \in D_k\}$. |
| if $\hat{c}_r(x_k + \alpha_k d_k, \theta') < \hat{c}_r(x_k, \theta') - \alpha_k^2$ then |
| declare the iteration successful and set |
| $x_{k+1} = x_k + \alpha_k d_k$. |
| else |
| declare the iteration unsuccessful and set |
| $x_{k+1} = x_k$. |

if the iteration was successful then
| set $\alpha_{k+1} \in [\alpha_k, \gamma \alpha_k]$ |
else
| set $\alpha_{k+1} \in [\beta_1 \alpha_k, \beta_2 \alpha_k]$. |
\end{verbatim}