Nonlinear electric and thermoelectric Andreev transport through a hybrid quantum dot coupled to ferromagnetic and superconducting leads
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Abstract. We discuss the nonlinear Andreev current of an interacting quantum dot coupled to spin-polarized and superconducting reservoirs when voltage and temperature biases are applied across the nanostructure. Due to the particle-hole symmetry introduced by the superconducting (S) lead, the subgap spin current vanishes identically. Nevertheless, the Andreev charge current depends on the degree of polarization in the ferromagnetic (F) contact since the shift of electrostatic internal potential of the conductor depends on spin orientation of the charge carrier. This spin-dependent potential shift characterizes nonlinear responses in our device. We show how the subgap current versus the bias voltage or temperature difference depends on the lead polarization in two cases, namely (i) S-dominant case, when the dot-superconductor tunneling rate ($\Gamma_R$) is much higher than the ferromagnet-dot tunnel coupling ($\Gamma_L$), and (ii) F-dominant case, when $\Gamma_L \gg \Gamma_R$. For the ferromagnetic dominant case the spin-dependent potential shows a nonmonotonic behavior as the dot level is detuned. Thus the subgap current can also exhibit interesting behaviors such as current rectification and the maximization of thermocurrents with smaller thermal biases when the lead polarization and the quantum dot level are adjusted.
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1 Introduction

Electron-hole conversion processes are dominant at the interface of a superconductor (S) and metallic (N) system [1]. In two consecutive NS interfaces, Andreev bound states are formed by multiple Andreev reflections and a particle current is established for bias voltages within the subgap energy range. Such subgap states have been recently observed in normal-quantum dot-superconductor (N-QD-S) tunnel experiments [2,3,4,5,6]. These hybrid setups serve as perfect platforms to investigate the interplay between Coulomb interaction and Cooper-pair transport. Whereas Coulomb interaction favors transport of single carriers, superconducting proximity effect leads to transport of electrons as Cooper pairs. The competition between these two interactions yields a variety of phenomena such as the occurrence of Kondo zero-bias anomalies [7] or the formation of Yu-Shiba-Rusinov states [8] and their connection to Majorana quasiparticles [9,10]. Furthermore, N-QD-S systems might be relevant in certain quantum information processing setups [11].

Usually, subgap transport through hybrid systems has been investigated by applying solely electric biases. However, quite recently, it has been pointed out that Andreev currents can also be controlled by thermal biases [12]. It is known that QDs attached to normal contacts generate a thermoelectric voltage $V_{th}$ in response to a temperature difference $\theta$. Such voltage becomes quite large around a narrow resonance [13] producing high values of the Seebeck coefficient or thermopower $S = -V_{th}/\theta$ [14,15,16]. However, the thermoelectric response has been less investigated for interacting hybrid QDs. Since a superconductor is a perfect electric conductor but a poor heat conductor, the thermoelectric conversion should be highly efficient. In fact, when one of the normal contact is replaced by a superconductor the hybrid conductor modifies greatly its thermoelectric properties [17] leading to much higher thermoelectric performances. Unfortunately, particle-hole symmetry is generally preserved in a superconductor and this leads to a perfect cancellation of the thermoelectric current due to counterpropagating electron and hole flows. The symmetry can be broken with external magnetic fields or spin-polarized bands [18], leading to sizable values of...
S as demonstrated both theoretically and experimentally. Another possibility is to drive the junction out of equilibrium beyond the linear response regime. Then, a cross thermolectric effect appears in the presence of both electric field and thermal bias. In reference, it was shown that applied thermal bias can increase or decrease the subgap thermocurrent depending on the gate voltages due to this nonlinear cross coupling effect but the discussion was solely for spin symmetric cases. Here, we combine both effects (spin-polarized injection and nonlinear drivings) to examine how a pure Andreev current evolves as a function of voltage and temperature biases in a given polarization. Note that reference predicts a strong diode behavior that works only for quasiparticle tunneling. In contrast, we are here interested in the regime where a normal current is transformed into a supercurrent as in the Andreev reflection. The issue is interesting in view of recent developments in the field of nonlinear quantum thermoelectrics and its connection to spin caloritronics, i.e., the production of spin currents with thermal means in superconductors.

Our system comprises an interacting QD attached to a spin-polarized electrode (a ferromagnetic contact, denoted by F) and a superconducting reservoir (S), see Figure 1. The F contact is modeled by considering spin-dependent bands with equal chemical potential for both spin orientations but different densities of states. This leads to spin-dependent tunneling rates for the F-QD coupling around the Fermi level, i.e., $\Gamma_{L\sigma} = \Gamma_{L}(1+\sigma \rho)$ with $\sigma = \pm$ being the spin index, and $\rho$ the polarization degree ($|\rho| < 1$, and $\rho = 0$ for normal contacts). Since the retroreflected hole after an Andreev conversion process has a spin direction lying opposite to the electron impinging into the interface, we naturally expect a strong dependence of the Andreev current upon the polarization of the ferromagnetic contact. However, remarkably enough, we also find a nontrivial dependence that arises only in the nonlinear regime of transport due to the spin dependence of the electrostatic internal potential of the quantum dot, which determines the system's screening properties out of equilibrium. Below, we discuss the details of such dependence in two cases, namely, (i) S-dominant case, when the dot-superconductor tunneling rate ($\Gamma_{R}$) is much higher than the ferromagnet-dot tunnel coupling ($\Gamma_{L}$), and (ii) F-dominant case, when $\Gamma_{L} \gg \Gamma_{R}$. We anticipate that for the F-dominant case the subgap charge current presents a more dramatic dependence on the lead polarization than that for the S-dominant case.

2 Theoretical model

The Hamiltonian of the system reads

\[ \mathcal{H} = \mathcal{H}_{L} + \mathcal{H}_{R} + \mathcal{H}_{D} + \mathcal{H}_{T}, \]

where

\[ \mathcal{H}_{L} = \sum_{k\sigma} \varepsilon_{L,k\sigma} c_{L,k\sigma}^{\dagger} c_{L,k\sigma} \]

accounts for the right superconductor. The second term of $\mathcal{H}_{R}$ depicts the Cooper pairing inside the energy gap $\Delta$. In the QD Hamiltonian

\[ \mathcal{H}_{D} = \sum_{\sigma} (\varepsilon_{d} - eU_{\sigma}) d_{\sigma}^{\dagger} d_{\sigma}, \]

describes electrons with momentum $k$, spin $\sigma$ with an internal magnetization $\mathbf{M}$ along a given spin-quantization axis in the left ferromagnetic lead, while

\[ \mathcal{H}_{R} = \sum_{p\sigma} \varepsilon_{R,p\sigma} c_{R,p\sigma}^{\dagger} c_{R,p\sigma} + \sum_{p} \left[ \Delta c_{R,-p}^{\dagger} c_{R,p}^{\dagger} + \text{H.c.} \right] \]

the dot energy level $\varepsilon_{d}$ is renormalized by the spin-dependent internal potential $U_{\sigma}$ that describes the effect of electron-electron repulsion in the QD within a mean-field approximation. This approach is valid for metallic dots with good screening properties. We stress that $U_{\sigma}$ is a nonequilibrium screening potential with its dependence on voltage and temperature biases being determined by spin-dependent characteristic potentials $u_{L\sigma}$ and $z_{L\sigma}$ as discussed below. These quantities can be found by solving a simple electrostatic model [the capacitance equation given by equation (15)], which allows us to work with fully analytic expressions while at the same time capturing the essential physics (when strong correlations can be neglected). Another simplification is to assume a spatially homogeneous potential inside the dot, which qualitatively...
where the first block (\(T\)) = \(eV\) yields reliable results \([37]\). Finally, we neglect spin-flip scattering (see, however, reference \([38]\)) and determine the spin-resolved current via the time evolution of spin-\(\sigma\) electron number in the left lead, i.e., \(I_\sigma = -\varepsilon (\hat{N}_{L\sigma}(t)) = -(ie/h)([\mathcal{H}, N_{L\sigma}])\) with \(N_{L\sigma} = \sum_k c_{Lk\sigma}^\dagger c_{Lk\sigma}\). We are specifically interested in the low bias subgap transport regime where Andreev processes are dominant. We write the Andreev current \(I_{A\sigma}\) for each spin,

\[
I_{A\sigma} = \frac{e}{h} \int d\varepsilon \, T_{A\sigma}(\varepsilon) \left[ f_L(\varepsilon - eV) - f_L(\varepsilon + eV) \right],
\]

where the Fermi-Dirac distribution is given by \(f_{\sigma L/R}(\varepsilon \pm eV) = \{1+\exp[(\varepsilon \pm eV - E_F)/k_BT_\sigma]\}^{-1}\), with the electrode temperature \(T_\sigma = T + \theta_\sigma\) (in the background temperature, \(\theta_\sigma\); thermal shift) and the voltage bias \(V = V_L - V_R\). We take the common Fermi level as the reference energy (\(E_F = 0\)).

The Andreev transmission \(T_{A\sigma}\) in equation (6) is not only a function of energy \(\varepsilon\) but also a function of the potential \(U_\sigma\), which in turn depends on the applied voltage and thermal bias. \(T_{A\sigma}\) can be expressed in terms of the dot retarded Green’s functions \(G_{ij}^\sigma(\varepsilon)\) (\(i, j = 1, 2, 3, 4\)) in the spin-generalized Nambu space

\[
G_{ij}^\sigma(\varepsilon) = \begin{pmatrix}
G_{11}^\sigma(\varepsilon) & G_{12}^\sigma(\varepsilon)
\end{pmatrix}
\begin{pmatrix}
0 & 0
0 & 0
\end{pmatrix}
\begin{pmatrix}
G_{31}^\sigma(\varepsilon) & G_{34}^\sigma(\varepsilon)
\end{pmatrix},
\]

where the first block \((i, j = 1, 2)\) corresponds to the particle spin-up (spin-down) space, with subscripts 1, 3 referring to electron sectors and 2, 4 denoting hole parts. Note that the whole matrix is block-diagonal since we have ignored spin-flip processes, hence separating the spin spaces. We also remark that, for each spin-\(\sigma\) space for a particle, the corresponding hole has an opposite spin \(\bar{\sigma}\). In order to determine the spin-resolved Andreev current, we explicitly write for the subgap energy region \((|\varepsilon| < \Delta)\)

\[
G_{12}^\sigma(\varepsilon) = \left[ \varepsilon - \varepsilon_{d\bar{\sigma}} + \frac{i\Gamma_L}{2} (1 + p) + \frac{\varepsilon}{2 \Delta^2 - \varepsilon^2} \right]^{-1}
\times \frac{\varepsilon \Delta A^\sigma(\varepsilon)}{2\sqrt{\Delta^2 - \varepsilon^2}},
\]

\[
G_{34}^\sigma(\varepsilon) = -\left[ \varepsilon - \varepsilon_{d\bar{\sigma}} + \frac{i\Gamma_L}{2} (1 - p) + \frac{\varepsilon}{2 \Delta^2 - \varepsilon^2} \right]^{-1}
\times \frac{\varepsilon \Delta A^\sigma(\varepsilon)}{2\sqrt{\Delta^2 - \varepsilon^2}},
\]

with

\[
A^\sigma(\varepsilon) = \left[ \varepsilon + \varepsilon_{d\bar{\sigma}} + \frac{i\Gamma_L}{2} (1 - p) + \frac{\varepsilon}{2 \Delta^2 - \varepsilon^2} \right]^{-1},
\]

\[
A^\bar{\sigma}(\varepsilon) = \left[ \varepsilon + \varepsilon_{d\bar{\sigma}} + \frac{i\Gamma_L}{2} (1 + p) + \frac{\varepsilon}{2 \Delta^2 - \varepsilon^2} \right]^{-1},
\]

where \(\Gamma_{L\sigma} = \Gamma_L(1 + \sigma p) = 2\pi |\varepsilon_{L\sigma}|^2 \sum_{\delta} \delta (\varepsilon - \varepsilon_{L\delta})\), \(\Gamma_{R\sigma} = \Gamma_R = 2\pi |\varepsilon_{R\sigma}|^2 \sum_{\delta} \delta (\varepsilon - \varepsilon_{R\delta})\). For energies above the gap \((|\varepsilon| > \Delta)\), we replace \(\Gamma_{R\sigma} \Delta / \sqrt{\Delta^2 - \varepsilon^2}\) in equations \((8)\) and \((9)\) with \(i\Gamma_\sigma \Delta \text{sgn}(\varepsilon) \sqrt{\varepsilon^2 - \Delta^2}\) and take \(\tilde{\Gamma}_R = i\Gamma_\sigma \Delta \text{sgn}(\varepsilon) \sqrt{\varepsilon^2 - \Delta^2}\). In general, one has \(\tilde{\varepsilon}_{d\sigma} = \varepsilon_d - \varepsilon_{U\sigma}\) as illustrated in Figure 11. This implies that the dot level becomes renormalized due to the value of the interaction potential \(U_\sigma\). This potential adjusts itself depending on the charge flow into the dot, as we explain below. As a consequence, the system’s Green function and transmission properties will generally depend on interactions, even at the mean-field level. We assume that the external magnetic field is zero and therefore the Zeeman effect is absent. This is different from the discussions in references \([26, 32]\) where magnetic fields are necessary. Moreover, reference \([32]\) deals only with quasiparticle contributions in order to generate strong diode effects while reference \([26]\) completely neglects the nonlinear phenomena. In this paper, we consider the pure subgap transport in nonlinear regime without magnetic fields. Hence, the spin-dependent properties will arise solely from the coupling to the ferromagnetic lead. However, nonlinear electrostatic potential becomes spin dependent thus creating effective Zeeman splittings of the quantum dot level. This separates the particle and hole energy levels, which is crucial to obtain sizable thermoelectric effects in hybrid systems. As shown in equations \((8), (9), (10)\) and \((11)\), the spin-up and spin-down interactions can be coupled although we separate the spin spaces, making the F-QD-S problem nontrivial and interesting. However, the subgap transport strictly preserves the particle-hole symmetry hence prohibiting the spin-polarized current, as we now discuss, whereas Andreev charge current can have nontrivial polarization dependence.

With the aid of the Green’s functions, the spin-resolved Andreev transmission becomes

\[
T_{A\uparrow}(\varepsilon) = (1 - p^2) \frac{\tilde{\Gamma}_L^2}{E_F^2} \left| G_{12}^\uparrow(\varepsilon) \right|^2,
\]

\[
T_{A\downarrow}(\varepsilon) = (1 - p^2) \frac{\tilde{\Gamma}_L^2}{E_F^2} \left| G_{34}^\downarrow(\varepsilon) \right|^2,
\]

from which one can also define the charge \((I^\uparrow_A = I_{A\uparrow} + I_{A\downarrow})\) and spin-polarized \((I^\sigma_A = I_{A\sigma} - I_{A\bar{\sigma}})\) Andreev currents

\[
I^\uparrow_A(\varepsilon) = (1 - p^2) \frac{e^2}{h} \int d\varepsilon \left[ \left| G_{12}^\uparrow(\varepsilon) \right|^2 + \left| G_{34}^\downarrow(\varepsilon) \right|^2 \right] \times [f_L(\varepsilon - eV) - f_L(\varepsilon + eV)],
\]
\[ I_A^S = (1 - p^2) \frac{eT_R^2}{h} \int d\varepsilon \left[ \left| G_{12}(\varepsilon) \right|^2 - \left| G_{34}(\varepsilon) \right|^2 \right] \times \left[ f_L(\varepsilon - eV) - f_L(\varepsilon + eV) \right]. \] (15)

For \( p = 0 \), i.e., normal lead, we have \( \left| G_{12}(\varepsilon) \right|^2 = \left| G_{34}(\varepsilon) \right|^2 \), and the problem exactly reproduces the results of N-QD junctions. For the ferromagnetic contact considered here with \( p \neq 0 \), we have \( \left| G_{12}(\varepsilon) \right|^2 \neq \left| G_{34}(\varepsilon) \right|^2 \) in general, thus giving spin-polarized transmission \( T_A^S(\varepsilon) = T_A^T(\varepsilon) = T_A^-(\varepsilon) \neq 0 \). Yet, due to the intrinsic particle-hole symmetry in the subgap, we always have \( T_A^T(\varepsilon) = T_A^-(\varepsilon) \) and therefore the energy integration in equation (15) always vanishes correspondingly, \( \int d\varepsilon T_A^S(\varepsilon) [f_L(\varepsilon - eV) - f_L(\varepsilon + eV)] = 0 \).

We now explain how to include the spin-dependent interactions in our setup. We assume a weakly nonequilibrium situation, thereby one can write the nonequilibrium potential \[ \delta U = U - U_{eq} = \sum_{\alpha=\sigma}[\varepsilon_\alpha V_\alpha + z_\alpha \theta_\alpha] = \sum_\alpha \delta U_\alpha, \] where the characteristic potentials (CPs) \( \delta U_\alpha = (\partial U/\partial U_{eq})_\alpha \) and \( \delta z_\alpha = (\partial U/\partial \theta_\alpha) \) respectively determine the potential shift in a spin-dependent manner with respect to applied voltage bias and temperature difference. For definiteness, we assume that the superconductor is at equilibrium and cold, i.e., \( V_R = \theta_R = 0 \) and \( \theta_T = \theta \), which is the experimentally relevant situation. Next, we consider the dot density distribution out of equilibrium, \[ \delta \rho_\sigma = \rho - \rho_{eq} = \rho_{\uparrow\downarrow} + \rho_{\uparrow\downarrow}, \] where \( \rho_{\uparrow\downarrow} \) and \( \rho_{\uparrow\downarrow} \) are the injected and screened density contributions respectively. Finally, we solve the spin-generalized capacitance equation [11]

\[
\delta \rho_\sigma = \sum_{\alpha=L,R} \left( D^\alpha_{\sigma\sigma} V_\alpha + D^\alpha_{\sigma\alpha} \theta_\alpha \right) - \Pi_\sigma \delta U_\sigma,
\]

where \( D^\alpha_{\sigma\sigma} \) and \( D^\alpha_{\sigma\alpha} \) are the charge and entropic injectivities for each spin \( \sigma \) with \( q = p, h \) denoting the particle and hole contributions, and \( C_{\sigma\sigma'} = (1 + \sigma p) C_{\sigma'/2} \) is the capacitance coupling between spin \( \sigma \) at the dot and spin \( \sigma' \) at the left ferromagnetic lead. Hereafter, we simply put \( C_\uparrow = C_\downarrow = C \) and \( V_{\uparrow L}^2 = V_{\downarrow L}^2 = V \) neglecting the spin voltage. The latter approximation is good for ferromagnets with fast spin relaxation processes. The spin-resolved density can be written with the dot lesser Green’s function in each spin space

\[
\delta \rho_\uparrow = -i \int d\varepsilon \left[ G_{11}^\uparrow(\varepsilon) - G_{11,eq}^\uparrow(\varepsilon) \right],
\]

\[
\delta \rho_\downarrow = -i \int d\varepsilon \left[ G_{33,eq}^\downarrow(\varepsilon) - G_{33}^\downarrow(\varepsilon) \right],
\]

with \( G_{11}^\uparrow = \frac{i}{2\pi} \int \delta U_\uparrow \frac{1}{(1 + p)|G_{12}^\uparrow|^2 f_L(\varepsilon - eV) + (1 - p)|G_{12}^\uparrow|^2 f_L(\varepsilon + eV)} + \frac{i}{2\pi} \int \delta U_\downarrow \frac{1}{|G_{12}^\uparrow|^2 + |G_{12}^\uparrow|^2 - \frac{4\delta U_\uparrow}{\varepsilon} \text{Re}[G_{12}^\uparrow(G_{12}^\uparrow)^*]} \) and \( G_{33}^\downarrow = \frac{i}{2\pi} \int \delta U_\downarrow \frac{1}{(1 - p)|G_{34}^\downarrow|^2 f_L(\varepsilon - eV) + (1 + p)|G_{34}^\downarrow|^2 f_L(\varepsilon + eV)} + \frac{i}{2\pi} \int \delta U_\uparrow \frac{1}{|G_{34}^\downarrow|^2 + |G_{34}^\downarrow|^2 + \frac{4\delta U_\downarrow}{\varepsilon} \text{Re}[G_{34}^\downarrow(G_{34}^\downarrow)^*]} \). The diagonal Green’s functions \( G_{11}^\uparrow \) and \( G_{33}^\downarrow \) can be identified by the relations \( G_{12}^\uparrow = G_{11}^\uparrow (\Gamma_R \Delta 2\sqrt{\Delta^2 - \varepsilon^2}) A_1^\uparrow \) and \( G_{34}^\downarrow = -G_{33}^\downarrow (\Gamma_R \Delta 2\sqrt{\Delta^2 - \varepsilon^2}) A_1^\downarrow \) in equations (16) and (17). After solving the capacitance equation [viz. equation (10)], we find the spin-dependent CPs

\[
\begin{aligned}
\Pi_\uparrow^p &= \frac{2\pi}{\int f_L \int d\varepsilon} \left| \int \frac{U_\uparrow}{\delta U_\uparrow} \left[ G_{11}^\uparrow(\varepsilon) \right] \right|^2 \\
\Pi_\downarrow^h &= \frac{2\pi}{\int f_L \int d\varepsilon} \left| \int \frac{U_\downarrow}{\delta U_\downarrow} \left[ G_{33}^\downarrow(\varepsilon) \right] \right|^2
\end{aligned}
\]
Fig. 2. Characteristic potentials $u_{L,\uparrow}$, $z_L$ as a function of the dot level position $\varepsilon_d$ for $\Gamma_L = 0.1\Delta$, $\Gamma_R = 0.5\Delta$ [(a),(b)] and $\Gamma_L = 0.5\Delta$, $\Gamma_R = 0.12\Delta$ [(c),(d)]. Green and grey (red and blue) lines indicate $u_{L,\uparrow}$ or $z_L$, and $u_{L,\downarrow}$ or $z_L$ with $p = 0$ ($p = 0.9$). Green and grey lines overlap since no spin separation is expected for $p = 0$. We use Fermi level $E_F = 0$, capacitive couplings $C_L = C_R = 0$, and background temperature $k_B T = 0.1\Delta$.

### 3 Results and discussions

With the solutions in the previous section that clearly include spin-generalized interaction effects, we next discuss the polarization dependence of the subgap transport, i.e., $I_A = I_{A,\uparrow}$ in equation (14). As aforementioned, the spin current $I_{A,\uparrow}$ in equation (15) is identically zero in our setup and (15) is expected for $\varepsilon_d = 0$ is at the symmetric point $\varepsilon_d = E_F$. Interestingly, by applying the gate potential, one can find the condition $z_L = z_L$ at some $\varepsilon_d \neq 0$, after which $z_L > z_L$. This is indeed distinct from the voltage driven CP, where we always have $u_{L,\uparrow} < u_{L,\downarrow}$ with $p$, e.g., $-eV > -eV$ for positive voltage. Hence, renormalized dot level $\varepsilon_d$ is always zero even if the gate potential is attached to a normal lead, i.e., $p = 0$, the asymmetry disappears as shown with green and grey lines. It should be mentioned that this is a purely nonlinear effect since the characteristic potentials $u_L$ and $z_L$ describing the nonlinear response are zero in linear response. Hence, these nonlinear potentials act as effective Zeeman splittings as they shift the bare dot level, e.g., $-eV$ or $-eV$, etc., when we apply voltage or temperature. The general symmetry is preserved with a reversal of both polarization and the spin directions: $u_{L,\uparrow}(p) = u_{L,\downarrow}(-p)$ and $z_L(p) = -z_L(-p)$.

In Figure 3, we plot the Andreev current when the coupling to ferromagnetic lead is much stronger: $\varepsilon_d$ appears only with the nonzero polarization $p$ and is more visible in the F-dominant case as shown in Figures 3(c) and 3(d). We remark, however, that even in the F-dominant case [Figures 3(a) and 3(b)] this asymmetry still exists although it is small. When the quantum dot is attached to a normal lead, i.e., $p = 0$, the asymmetry disappears as shown with green and grey lines. It should be mentioned that this is a purely nonlinear effect since the characteristic potentials $u_L$ and $z_L$ describing the nonlinear response are zero in linear response. Hence, these nonlinear potentials act as effective Zeeman splittings as they shift the bare dot level, e.g., $-eV$ or $-eV$, etc., when we apply voltage or temperature. The general symmetry is preserved with a reversal of both polarization and the spin directions: $u_{L,\uparrow}(p) = u_{L,\downarrow}(-p)$ and $z_L(p) = -z_L(-p)$.

In Figure 3, we plot the Andreev current when the coupling to the F-lead is dominant as a function of bias voltage in (a) and (c), and as that of temperature difference in (b) and (d). For the latter case we need to apply a nonzero voltage (e.g., $eV = 0.2\Delta$); otherwise Andreev thermocurrent is always zero even if the gate potential is applied due to the subgap particle-hole symmetry 20. In Figures 3(a) and 3(b) where $\varepsilon_d = 0$ is at the symmetric point, the $p$-dependence is trivial mainly due to the prefactor $1 - p^2$ in equation (13). However, this becomes very different when we apply a gate potential to shift the dot level up to $\varepsilon_d = 0.5\Delta$, as shown in Figures 3(c) and 3(d). First, the $I_A - V$ curve shows a strong rectification for $\varepsilon_d = 0.5\Delta$ [Figure 3(c)]. As temperature difference increases, $I_A$ generally tends to zero monotonically for $\varepsilon_d = 0$, which, however, can be maximized with respect
to bias configurations (here the maximum point is shown at $eV = 0.2 \Delta$ and $k_B \theta = 0.06 \Delta$) with a detuned dot level $\varepsilon_d = 0.5 \Delta$ [Figure 3(d)]. This is the case for any given $p$. Thus, the current $I_A$ can be tuned with biases and gate potential in a given polarization.

When the coupling to the F-lead is dominant as shown in Figure 4 the $p$-dependence becomes highly nonmonotonic. In Figure 4(a), $I_A - V$ curve is rather robust to an increasing $p$ up to $p = 0.5$. But as the F-lead is more polarized, $I_A$ suddenly increases as voltage is applied instead of exhibiting $1 - p^2$ decrease as expected for S-dominant case [compare with Figure 3(a)]. This happens in the nonlinear regime of transport (but still within the superconducting gap) with an interesting interplay between ferromagnetism and interaction effect. This is the result for $\varepsilon_d = 0$. Figure 4(c) shows the results with applied gate potential $\varepsilon_d = 0.5 \Delta$, in which the Andreev current is highly rectified in any polarization $p$. The thermal driving case at the symmetric point $\varepsilon_d = 0$ is shown in Figure 4(b). Here, $I_A - \theta$ curve shows an insensitivity above a certain temperature difference with varying $p$. This can be understood since CPs $z_{L}^\uparrow = z_{L}^\downarrow = 0$ for $\varepsilon_d = 0$ as shown in Figure 2(d). However, when we detune the dot level to $\varepsilon_d = 0.5 \Delta$ [Figure 4(d)], it becomes highly sensitive to the lead polarization because the potential shift is strongly spin dependent, see Figure 2(d). It should be emphasized that the F-dominant case shows nonmonotonic $I_A - \theta$ curve as a function of $p$, compared to simple $1 - p^2$ dependence in Figures 3(b) and 3(d). For S-dominant case, the polarization dependence is rather monotonic since the difference between $z_{L}^\uparrow$ and $z_{L}^\downarrow$ is not so pronounced even with a high polarization $p = 0.9$ as displayed in Figure 2(b). This holds for a broad range of gate potentials.

In closing, we have investigated the thermoelectric properties of the Andreev current in a F-QD-S hybrid system. Due to the presence of the ferromagnetic electrode, electrons possess different tunneling rates depending on their spin orientations. Therefore, the Andreev current becomes a function of the ferromagnetic degree of polarization when the driving force is either electrical or thermal.

Our main findings can be understood from the spin-dependent characteristic potentials shown in Figure 2 with specific examples for the Andreev current displayed in Figures 3 and 4. We have derived analytic expressions for these characteristic potentials in a spin-generalized manner assuming the quantum dot as a single capacitor. We have emphasized that the distinction between Figures 2(b) and 2(d) is important as the lowest nonvanishing Andreev thermocurrent can only be described by these characteristic potentials. Had it not been for the mixed thermoelectric response quantified by $z_{L}^\uparrow$ and $z_{L}^\downarrow$, with nonzero voltage bias, Andreev thermocurrents in Figures 3 and 4 would have always been zero irrespective of ferromagnetic lead polarization and also of applied gate potential. Note that a minute polarization dependence in S-dominant case [Figure 2(b)] in stark contrast to the opposite case [Figure 2(d)]. We have also put an equal emphasis on the difference between Figures 2(a) and 2(c). In F-dominant case [Figure 2(c)], potential shift of the minority spin component is drastic as the gate potential is applied while the majority one maintains the charge neutrality. However, effective level splittings due to spin polarization in S-dominant case [Figure 2(a)] are rather monotonic albeit unequal splittings from the unpolarized positions.

As a consequence, the dependence of subgap transport on the lead polarization has a stronger impact in the ferromagnet dominant case with $I_L \gg I_R$ than the opposite limit. This is an interesting finding that is visible only in
the nonlinear regime of transport since interactions are crucial beyond linear response. Our results thus show how the Andreev current can be modified by thermal and electrical biases and how these dependencies can be tuned by varying the ferromagnetic lead polarization, which might have interesting consequences for the design of future spin caloritronic hybrid devices.
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