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Abstract. This article studies a class of semilinear scalar field equations on the real line with variable coefficients in the linear terms. These coefficients are not necessarily small perturbations of a constant. We prove that under suitable conditions, the non-translation-invariant linear operator leads to steady states that are “almost constant” in the spatial variable. The main challenge of the proof is due to a spectral obstruction that cannot be treated perturbatively. Next, we consider stability of constant and near-constant steady states. We establish asymptotic stability for the vacuum state with respect to perturbations in $H^1 \times L^2$, without placing any parity assumptions on the coefficients, potential, or initial data. Finally, under a parity assumption, we show asymptotic stability for near-constant steady states.

1. Introduction

We are concerned with the long-time behavior of solutions to semilinear scalar-field equations on the real line of the form

$$\partial_t^2 u - Lu + F'(u) = 0, \quad (t, x) \in [0, \infty) \times \mathbb{R},$$

where $L$ is a linear second-order operator in the spatial variable:

$$Lu := a(x)\partial_x^2 u + b(x)\partial_x u + c(x)u.$$

Scalar-field models are used to investigate a wide variety of physical phenomena, such as fundamental particles in quantum field theory, cosmological inflation, and phase transitions in condensed matter physics; see e.g. [11, 33, 22, 34] for more background on scalar field equations. In particular, our assumptions include (variable-coefficient versions of) the $\phi^4$ model (see [28, 5, 25, 37]), the sine-Gordon equation [21, 10, 11, 4, 2], and higher-order field theories such as the $\phi^6$ model [33].

The stability of special solutions for scalar field equations is widely studied, but usually in the case of constant coefficients (most commonly $a(x) \equiv 1$, $b(x) \equiv 0$, $c(x) \equiv 0$). We would like to understand how the variable coefficients $a(x), b(x), c(x)$ in $L$ affect the stability theory of special solutions. Since the linear operator $L$ typically encodes the medium through which a disturbance propagates, handling a non-constant medium is desirable on physical grounds. We will also see that the mathematical analysis of steady states (in terms of both existence and stability) is nontrivially affected by the presence of variable coefficients.

Our precise assumptions will be given below, but let us emphasize that our $L$ is not necessarily a perturbation of a given constant-coefficient operator.
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We are interested in two types of stationary solutions of \( \text{(1.1)} \), corresponding to \( \xi \in \mathbb{R} \) such that \( F'(\xi) = 0 \):

1. Constant solutions \( U(x) \equiv \xi \), in the cases \( c(x) \equiv 0 \) or \( \xi = 0 \).
2. Non-constant solutions \( U(x) \) decaying to \( \xi \) as \( x \to \pm \infty \), that are uniformly close to \( \xi \). We construct these near-constant steady states, under suitable conditions on the coefficients and potential, in Theorem 1.1.

1.1. The class of equations considered. Following [38, 1] we change variables to remove the second-order coefficient \( a(x) \): let \( y = \int_0^x a^{-1/2}(z) \, dz \) and write \( u(t,y) = u(t,x(y)) \). Changing the definition of \( b \), we write \( b(y) = b(x(y)) - a^{-1/2}(x(y)) \frac{d}{dy} a^{1/2}(x(y)) \). This leads to the equation

\[
\partial_t^2 u - \partial_y^2 u - b(y) \partial_y u - c(y) u = -F'(u), \quad (t,y) \in \mathbb{R} \times \mathbb{R}.
\] (1.2)

Our precise assumptions are stated in terms of the \( y \) variable. We always assume

\[ F \in C^4(\mathbb{R}), \quad b, c \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}). \]

For certain results, we will place extra conditions on \( b, c \), and \( F \).

We note that the energy

\[
E(u(t,\cdot)) = \int_{\mathbb{R}} \left[ \frac{1}{2} (\partial_t u)^2 + \frac{1}{2} (\partial_y u)^2 - \frac{1}{2} c(y) u^2 + F(u) \right] \omega(y) \, dy,
\] (1.3)

is conserved by the flow of \( \text{(1.2)} \), where \( \omega(y) = \exp(\int_{-\infty}^y b(z) \, dz) \). In order to ensure that the constant state \( u \equiv \xi \) has finite energy, we assume (by shifting the potential \( F \) if necessary, which does not affect the equation of motion) that

\[ F(\xi) = F'(\xi) = 0. \]

1.2. Main results. First, we address the existence of stationary solutions. If the zeroth-order coefficient \( c(y) \) is identically 0 and \( F'(\xi) = 0 \), then \( u(y) \equiv \xi \) is obviously a stationary solution to \( \text{(1.2)} \). On the other hand, if \( c \) is nonzero and \( \xi \neq 0 \), then \( u \equiv 0 \) is no longer a solution, but we can prove the existence of a stationary state \( U(y) \) that is uniformly close to \( \xi \) and decays to \( \xi \) at \( \pm \infty \):

**Theorem 1.1.** With \( b, c, \) and \( F \) as above, assume in addition that \( F''(\xi) > 0 \), and that

\[
\|c\|_{L^1(\mathbb{R})} + \|c\|_{L^\infty(\mathbb{R})} \leq \min \left\{ 1, \frac{\delta}{|\xi|} \right\},
\] (1.4)

for a sufficiently small \( \delta > 0 \) depending on \( b \) and \( F \). We take \( \min \{1, \delta/|\xi|\} = 1 \) if \( \xi = 0 \).

**Case 1:** If 0 is not an \( L^2(\mathbb{R}) \)-eigenvalue of the linear operator

\[ \mathcal{L}_{b,c} := -\partial_y^2 - b \partial_y - (c - F''(\xi)), \]

then there exists a stationary solution \( U(y) \) to \( \text{(1.2)} \), with

\[
\|U - \xi\|_{L^1(\mathbb{R})} + \|U - \xi\|_{L^\infty(\mathbb{R})} + \|U'\|_{L^1(\mathbb{R})} + \|U'\|_{L^\infty(\mathbb{R})} \lesssim \delta.
\] (1.5)

If in addition, \( c(y) \) satisfies \( |c(y)| \leq Ke^{-|y|} \) for some \( K \leq \min \{1, \delta/|\xi|\} \) and some \( 0 < k < \sqrt{F''(\xi)} \), then we have the improved decay estimates

\[
\|e^{k|y|}(U(y) - \xi)\|_{L^\infty(\mathbb{R})} + \|e^{k|y|}U'(y)\|_{L^\infty(\mathbb{R})} \lesssim \delta.
\]
Case 2: If 0 is an $L^2(\mathbb{R})$-eigenvalue of $\mathcal{L}_{b,c}$, assume in addition that $F'''(\xi) = 0$, and $F^{(4)}(\xi) \neq 0$. Then there exists a stationary solution $U(y)$ to (1.2), with
\[
\|U - \xi\|_{L^1(\mathbb{R})} + \|U - \xi\|_{L^\infty(\mathbb{R})} + \|U'\|_{L^1(\mathbb{R})} + \|U'\|_{L^\infty(\mathbb{R})} \lesssim \delta^{1/3}.
\]
As in the previous case, if $c$ satisfies $|c(y)| \leq Ke^{-k|y|}$ with $0 < k < \sqrt{F''(\xi)}$, then we have
\[
\|e^{k|y|}(U(y) - \xi)\|_{L^\infty(\mathbb{R})} + \|e^{k|y|}U'(y)\|_{L^\infty(\mathbb{R})} \lesssim \delta^{1/3}.
\]
In either Case 1 or Case 2, if $b$ is odd, $c$ is even, and $F(\xi + \cdot)$ is even, then $U$ is odd.

Note that $F(u) = 1 - \cos(u)$ with $\xi = k\pi$, $k \neq 0$, is admissible in Case 2.

Let us comment on the proof of Theorem 1.1. Writing $U = \xi + U_\delta$, one obtains an equation of the form $\mathcal{L}_{b,c}U_\delta = c\xi + \mathcal{N}(U_\delta)$, where $\mathcal{L}_{b,c}$ is the linearization around $\xi$, and $\mathcal{N}(U_\delta)$ is a nonlinearity that depends on $F$. In Case 1, following a classical strategy, we convert the equation for $U_\delta$ into an integral equation via the Green’s function for $\mathcal{L}_{b,c}$ and solve this integral equation via contraction. Case 2 is more difficult, because $\mathcal{L}_{b,c}$ is only invertible on the orthogonal complement of the 0-eigenspace $E_0$. To get around this obstacle, we decompose $U_\delta$ into its projections onto $E_0$ and $E_0^\perp$, and the main difficulty of the proof becomes controlling the nonlinear interactions between these two components, arising from the term $\mathcal{N}(U_\delta)$. One key observation is that these two components of $U_\delta$ are of different orders in the parameter $\delta$. In particular, the $E_0$ component is the reason for the coarser upper bound $\|U - \xi\| \lesssim \delta^{1/3}$ in Case 2.

As mentioned above, we do not make any smallness assumption on the coefficient $b$. Therefore, even though the steady state $U$ is a perturbation of a constant, we cannot treat the equation itself as a perturbation of some constant-coefficient equation whose properties are well understood.

Next, we address the stability of constant and near-constant steady states $U$. We study perturbations of $U$ in the energy space $H^1(\mathbb{R}) \times L^2(\mathbb{R})$. By standard techniques, (1.1) is locally well-posed for initial data $(u, \partial_t u)|_{t=0} = (U + v_1, v_2)$, with $(v_1, v_2) \in H^1(\mathbb{R}) \times L^2(\mathbb{R})$. After showing orbital stability in Proposition 3.1, we prove asymptotic stability in two main regimes. First, we address the vacuum solution, with no parity condition on $F$, $b$, $c$, or the initial data:

**Theorem 1.2.** Let $F(0) = F'(0) = 0$, $F''(0) > 0$, and assume that $b, c \in W^{1,\infty}(\mathbb{R})$ satisfy the conditions
\[
4\lambda \tanh(y/\lambda)b(y) \leq \operatorname{sech}^2(y/\lambda), \quad 2\lambda \tanh(y/\lambda)c' + (\operatorname{sech}^2(y/\lambda)b')' \geq 8 \operatorname{sech}^2(y/\lambda), \quad (1.6)
\]
for some $\lambda > 2$.

Then there exists $\varepsilon > 0$ such that if the initial data $(u_0, u_1)$ satisfies
\[
\|u_0\|_{H^1(\mathbb{R})} + \|u_1\|_{L^2} < \varepsilon,
\]
then the vacuum solution is asymptotically stable in the sense that
\[
\lim_{t \to \infty} \left(\|u(t)\|_{H^1(I)} + \|\partial_t u(t)\|_{L^2(I)}\right) = 0,
\]
for any bounded interval $I \subset \mathbb{R}$.

Let us make the following remarks on Theorem 1.2:

- The conclusion cannot be improved by replacing $I$ with $\mathbb{R}$, because such a conclusion would violate energy conservation.
• Condition (1.6) arises from the proof. It is a condition both on the growth rate of $b$ and $c$ for small values of $y$, and their exponential decay. Because of this, it is difficult to replace with a more concise condition. The set of $b, c$ satisfying (1.6) is not empty. To take a crude example, for $\lambda > 12$ let $c(y) = -8\lambda^4 \text{sech}(2y/\lambda)$, and

$$b(y) = \begin{cases} 16y, & \text{if } |y| < 1/\lambda, \\ \text{sgn}(y)(16/\lambda)e^{-(10/\lambda)(|y|-1/\lambda)}, & \text{if } |y| > 1/\lambda. \end{cases}$$

• Theorem 1.2 applies to any sufficiently smooth potential $F$ with a stable potential well at 0. This lies in contrast to the constant-coefficient case, where stability of vacuum seems to depend sensitively on the choice of $F$. For example, the vacuum state in the constant-speed sine-Gordon equation $F'(u) = \sin(u))$ is not asymptotically stable due to the presence of breathers [10], but in the scalar field model with $F'(u) = u - u^3$ (which differs from $\sin(u)$ only at the third order), the vacuum state is conjectured to be asymptotically stable [39], and this has been confirmed for the special case of odd perturbations [26].

• In the original $x$ variables used to state our equation (1.1), the hypotheses of Theorem 1.2 would read as follows: $a(x) \in W^{2,\infty}(\mathbb{R})$ with $a(x) \geq a_0 > 0$ for all $x$, and $b(x), c(x) \in W^{1,\infty}(\mathbb{R})$, satisfying, with $y(x) = \int_0^x a^{-1/2}(z) \, dz$,

$$4\lambda \tanh(y(x)/\lambda) \left( b(x) - \frac{da}{dx} \sqrt{a(x)} \right) \leq \text{sech}^2(y(x)/\lambda),$$

$$\sqrt{a(x)} \left[ 2\lambda \tanh(y(x)/\lambda) \frac{dc}{dx} + \frac{d}{dx} \left( \text{sech}^2(y(x)/\lambda) \left( b(x) - \frac{a'(x)}{\sqrt{a(x)}} \right) \right) \right] \geq 8 \text{sech}^2(y(x)/\lambda).$$

Next, we address the stability of near-constant states $U$ with respect to odd perturbations. Here, we take $\xi \neq 0$ because the near-constant solutions decaying to 0 are in fact identically zero (as can be seen from the proof of Theorem 1.2, so the case $\xi = 0$ is already covered by Theorem 1.2). We focus on the sine-Gordon equation because the nonlinearity around $\xi = 2k\pi$, $k \neq 0$, is odd. However, the method of proof can be generalized to other potentials by deriving a corresponding version of Lemma 3.4.

**Theorem 1.3.** Let $\xi = 2k\pi$, $k \neq 0$, let $F(u) = 1 - \cos(u)$ in (1.2), and let $U(y)$ be the near-constant state guaranteed by Theorem 1.2. Assume there exists $\mu > 0$ such that

$$c(y) \leq 1 - \mu, \quad y \in \mathbb{R},$$

(so that, by Proposition 3.4, $U(y)$ is orbitally stable). Assume in addition that $|c(y)| \lesssim e^{-|y|}$, and that $b, c \in W^{1,\infty}(\mathbb{R})$ satisfy the sign conditions

$$\text{sgn}(y)b(y) \leq 0, \quad \text{sgn}(y)b'(y) \geq 0, \quad \text{sgn}(y)c'(y) \geq 0.$$

Then there exists $\varepsilon > 0$ such that if the initial data $(u_0, v_1) = (U + v_1, v_2)$ with $(v_1, v_2)$ odd in $y$, and satisfies

$$\|u_0 - U\|_{H^1(\mathbb{R})} + \|v_1\|_{L^2} < \varepsilon,$$

then

$$\lim_{t \to \infty} \left( \|u(t) - U\|_{H^1(I)} + \|v_1u(t)\|_{L^2(I)} \right) = 0,$$

for any bounded interval $I \subset \mathbb{R}$.

This theorem should be contrasted with the behavior seen in the constant speed sine-Gordon equation $\partial^2_x u - \partial^2_t u = -\sin u$. Since this constant-coefficient equation is invariant under $u(x) \mapsto u(x) + 2k\pi$, the constant solutions $u(x) = 2k\pi$ have the same stability
properties as the vacuum state \( u(x) \equiv 0 \). It is well-known that this vacuum state is not asymptotically stable in the energy space, due to the existence of breather solutions that oscillate near zero (or \( 2k\pi \)) and do not decay as \( t \to \infty \) (see, e.g. [10]). Therefore, our result shows that sine-Gordon breathers disappear under perturbations of the linear part of the equation.

The proof strategy for Theorems 1.2 and 1.3, adapted from [25, 26] is based on a Virial functional of the form

\[
I(v) = \int_{\mathbb{R}} \left( \lambda \tanh(y/\lambda) \partial_y v + \frac{1}{2} \tanh'(y/\lambda) v \right) \partial_t v \, dy,
\]

for some \( \lambda > 0 \), where \( v \) is the difference between the solution \( u \) and the steady-state \( U \). The functional \( I \) is a Lyaponov-type functional satisfying (a) coercivity of \( \frac{d}{dt} I \) with respect to the (weighted) \( H^1 \) norm of \( v \), and (b) \( I \) itself is controlled from above by \( H^1 \times L^2 \) norms of \( v \). Establishing property (a) is the main ingredient of the proofs.

This type of Virial argument was pioneered by Kowalcyz-Martel-Muñoz, who used Virial functionals of the same form to prove asymptotic stability with respect to odd perturbations for the \( \phi^4 \) kink [25], and also the absence of odd breathers close to the vacuum solution for a class of equations with potential \( F \) sufficiently smooth near zero [26]. Related techniques were later used in [27, 24, 9, 29] to establish asymptotic stability results for various classes of scalar field models. See also [7, 8] for related approaches in the context of nonlinear Schrödinger equations with trapping potential.

These works all applied to equations with constant-coefficient linear terms. In [38], the second named author generalized the result of [25] to the case of variable coefficients, but with \( c = 0 \) and \( b \) small. The present article deals with non-perturbative coefficients \( b \) and \( c \). One novelty of our proof compared to [38] is in extending the coercivity property of \( \frac{d}{dt} I \) to functions that are not necessarily odd. The mechanism for this coercivity is provided by the linear coefficients \( b \) and \( c \), which in some sense act as damping terms.

If \( b \) and \( c \) are both small in a suitable norm, analysis along the lines of the proof of Theorem 1.3 can establish asymptotic stability of the vacuum state with respect to odd perturbations, without the assumption (1.6). We omit the details, since the key ideas are similar to those contained in this article, but simpler.

1.3. Comparison with constant-coefficient case. In the constant-coefficient regime, asymptotic stability of constant steady-states does not hold in general, as shown by the example mentioned above of the sine-Gordon equation with \( F(u) = 1 - \cos(u) \). Breathers in constant-speed sine-Gordon are even in \( x \), and it is known that there are no odd breathers close to the vacuum solution, by the result of [26]. Sine-Gordon breathers are related to the integrability of the system, and in general breathers are understood to be a rare phenomenon.

For the variable-coefficient equation (1.2), we identify in this article a class of pairs \((L,F)\) such that constant and near-constant solutions are asymptotically stable. The linear terms in \( L \) turn out to be the key factor in deriving this stability result, which is somehow less sensitive to the choice of \( F \) than in the constant-speed case. For example, we establish asymptotic stability for certain variable-speed sine-Gordon equations, even though asymptotic stability of vacuum does not hold for the constant-speed equation, as noted in the previous paragraph.

1.4. Related work. Stability of vacuum has been studied intensively for nonlinear dispersive equations, and a full bibliography is outside the scope of this introduction. We refer the reader to results on nonlinear Klein-Gordon [3, 40, 15, 12, 31, 30], nonlinear Schrödinger [18, 19], and other dispersive equations [20, 17, 35, 32]. Regarding variable coefficients, we
refer to, e.g., \[6\] \[13\] \[16\] \[36\] for recent results on the long-time decay of small solutions for NLS models with variable zeroth-order linear terms. More generally, there are “no-breathers” results that rule out global, uniformly small solutions that do not vanish as \( t \to \infty \): see \[28\] \[12\] \[14\] \[26\] and the references therein. See also the recent work \[29\] which established existence of breather solutions for a class of variable-coefficient wave equations on \( \mathbb{R} \times \mathbb{R} \), which are quasilinear and therefore do not overlap with our setting.

2. Existence of near-constant stationary solutions

This section is devoted to the proof of Theorem \[1\]. To begin, we write \( U = \xi + U_\delta \) and plug this ansatz into \(-U'' - bU' - cU = -F'(U)\) to obtain

\[-U''_\delta - bU'_\delta - (c - F''(\xi))U_\delta = c\xi + N(U_\delta),\]

where \( N(U_\delta) = -F''(\xi + U_\delta) + F''(\xi)U_\delta \). Define \( \mathcal{L}_{b,c} = -\partial_y^2 - b\partial_y - (c - F''(\xi)) \). This operator encodes the linear part of \( (2.1) \). We would like to find solutions \( Y_{\pm \infty} \) to the linear equation \( \mathcal{L}_{b,c}Y = 0 \), which can be written in system form, with \( Y = (Y, Y') \), as

\[
\begin{bmatrix}
0 & 1 \\
F''(\xi) & 0
\end{bmatrix}
\begin{bmatrix}
Y \\
Y'
\end{bmatrix} = \begin{bmatrix}
-c(y) & -b(y)
\end{bmatrix}Y.
\]

Let \( m = \sqrt{F''(\xi)} > 0 \). Using ODE techniques (for a detailed proof, see \[1\] Lemma A.2), there exist solutions \( Y_{\pm \infty} \) to this system, defined on all of \( \mathbb{R} \), with

\[
\lim_{y \to \pm \infty} e^{\pm my} Y_{\pm \infty}(y) = \begin{bmatrix} 1 \\ \mp m \end{bmatrix}.
\]

We also have \( |Y_{\pm \infty}(y)| \leq C e^{\mp my} \| y \| \) globally on \( \mathbb{R} \), for a constant depending on \( F, b, \) and \( c \). However, the dependence on \( c \) is through an upper bound for \( \| c \|_{L^1(\mathbb{R})} \), which is bounded by 1 as a result of \[1.4\].

Let \( W_Y(y) = \det(Y_{\infty}, Y_{\infty}) \) be the Wronskian of \( Y_{\infty} \) and \( Y_{\infty} \). Abel’s formula implies \( W_Y(y) = W_Y(0) \exp(\int_0^y b(z) \, dz) \). Since \( b \in L^1(\mathbb{R}) \), this exponential is bounded away from zero. As a result, \( Y_{\infty}(y) \) and \( Y_{\infty}(y) \) are either parallel for all \( y \in \mathbb{R} \) (in which case 0 is an \( L^2 \) eigenvalue of \( \mathcal{L}_{b,c} \), or linearly independent for all \( y \in \mathbb{R} \). We address these two cases in turn.

2.1. Case 1: \( 0 \) is not an eigenvalue of \( \mathcal{L}_{b,c} \). The techniques for this case (which is the simpler case) are largely inspired by our earlier work \[1\] Theorem 1.1]. We give the full details for the convenience of the reader.

In this case, \( Y_{\pm \infty} \) are linearly independent, and we can define the Green’s function

\[
G(y, w) := \frac{1}{W_Y(w)} \begin{cases} Y_{\infty}(y)Y_{\infty}(w), & y < w, \\ Y_{\infty}(y)Y_{\infty}(w), & w \leq y, \end{cases}
\]

The following estimate for the Green’s function can be found, for example, in the proof of \[1\] Theorem 1.1]: with \( \| \cdot \|_X = \| \cdot \|_{L^1(\mathbb{R})} + \| \cdot \|_{L^\infty(\mathbb{R})} \),

\[
\left\| \int_R G(\cdot, w)\eta(w) \, dw \right\|_X + \left\| \partial_y \int_R G(\cdot, w)\eta(w) \, dw \right\|_X \leq C\| \eta \|_X,
\]

for a constant \( C \) depending on \( \| b \|_{L^1(\mathbb{R})} \), \( \| c \|_{L^1(\mathbb{R})} \) (which is bounded by 1 from \[1.4\]), and \( m \).

This Green’s function \( G \) allows us to write \( (2.1) \) as

\[
U_\delta(y) = (TU_\delta)(y) := \xi \int_R G(y, w)c(w) \, dw + \int_R G(y, w)N(U_\delta)(w) \, dw.
\]
Our goal is to solve this integral equation via a fixed point argument. Regarding the first term in (2.1), we have
\[ \left\| \xi \int_{\mathbb{R}} G(\cdot, w)c(w) \, dw \right\|_X \leq C\|\xi\|c(w)\|_X. \]

As a result of (1.4), this term is bounded by a constant \( C \) times \( \delta \).

For the second term in (2.1), since \( F \) is \( C^3 \), we have, for \( \eta \in X \),
\[ |\mathcal{N}(\eta)| = |F'(\xi + \eta) + F''(\xi)\eta| \leq \delta^2, \] for some \( K > 0 \) depending on the \( C^3 \) norm of \( F \). Therefore,
\[ \|\mathcal{T}\eta\|_X \leq C_0\delta + K \left\| \int_{\mathbb{R}} G(\cdot, w)\eta^2(w) \, dw \right\|_X \leq C_0\delta + K\|\eta\|_X^2, \]
where the value of \( K \) changes line-by-line, and we have used the obvious interpolation \( \|\eta\|_{L^2} \leq \|\eta\|_{L^1}^{1/2}\|\eta\|_{L^\infty}^{1/2} \) in the last inequality.

Defining \( \mathcal{A}_\delta := \{ \eta \in X : \|\eta\|_X \leq 2C_0\delta \} \), we claim \( T \) maps \( \mathcal{A}_\delta \) into itself, if \( \delta \) is small enough. Indeed, our estimates imply that for \( \eta \in \mathcal{A}_\delta \),
\[ \|\mathcal{T}\eta\|_X \leq C_0\delta + K\|\eta\|_X^2 \leq C_0\delta + 4C_0^2K\delta^2. \]
Choosing \( \delta < 1/(4C_0K) \), we see \( \mathcal{T}\eta \in \mathcal{A}_\delta \), as claimed.

Next, for \( \eta_1, \eta_2 \in \mathcal{A} \), we have from Taylor’s Theorem that
\[ F'(\xi + \eta_1) = F'(\xi + \eta_2) + F''(\xi)(\eta_1 - \eta_2) + \frac{1}{2}F'''(\zeta_y)(\eta_1 - \eta_2)^2, \]
for some \( \zeta_y \in \mathbb{R} \) depending on \( y \). Using this in \( \mathcal{N}(\eta_1) - \mathcal{N}(\eta_2) \), we have
\[ |\mathcal{N}(\eta_1) - \mathcal{N}(\eta_2)| = |F'(\xi + \eta_1) - F'(\xi + \eta_2) - F''(\xi)(\eta_1 - \eta_2)| \]
\[ = \left| F''(\xi)(\eta_1 - \eta_2) + \frac{1}{2}F'''(\zeta_y)(\eta_1 - \eta_2)^2 \right| \]
\[ \leq \max\{|F''(s)|\} \|\eta_1 - \eta_2\| + \frac{1}{2}|F'''(s)|\|\eta_1 - \eta_2\|^2 \]
\[ \leq C\delta\|\eta_1 - \eta_2\|, \]
for a constant \( C > 0 \). Our estimates for \( G \) now imply
\[ \|\mathcal{T}\eta_1 - \mathcal{T}\eta_2\|_X \leq \left\| \int_{\mathbb{R}} G(\cdot, w)|\mathcal{N}(\eta_1) - \mathcal{N}(\eta_2)| \, dw \right\|_X \leq C\delta\|\eta_1 - \eta_2\|_X. \]

For \( \delta > 0 \) small enough, \( T \) is a contraction on \( \mathcal{A}_\delta \), and a unique solution \( U_\delta \) to (2.1) exists in \( \mathcal{A}_\delta \).

To obtain the claimed estimate for the derivative \( U' = U'_\delta \), we differentiate (2.1) and use (2.3) and (2.5):
\[ \|U'_\delta\|_X = \left\| \partial_y \int_{\mathbb{R}} G(\cdot, w)[\xi c(w) + \mathcal{N}(U_\delta)(w)] \, dw \right\|_X \leq C(\|\xi\|\|c(w)\|_X + \|\mathcal{N}(U_\delta)\|_X) \]
\[ \leq C\delta + K\|U'_\delta\|_X \leq \delta, \]
where, as above, we have used that \( \|\xi\|\|c(w)\|_X \leq \delta \) because of assumption (1.4).
Next, assume that $c(y)$ has exponential decay of order $\leq e^{-k|y|}$ for some $k > 0$. For fixed $k$, define

$$\|h\|_\sim := \sup_{y \in \mathbb{R}} e^{k|y|} |h(y)|.$$  

We claim the following additional estimate for the operator $\eta \mapsto \int_{\mathbb{R}} G(\cdot, w)\eta(w)\,dw$:

$$\left\| \int_{\mathbb{R}} G(\cdot, w)\eta(w)\,dw \right\| \leq C\|\eta\|_\sim, \quad \text{if } 0 < k < m, \quad (2.8)$$

for some $C > 0$ depending on $k$ and $m$. Indeed, since $Y_{\pm\infty}(y) \sim e^{\mp my}$ as $y \to \pm\infty$, we have

$$\int_{\mathbb{R}} G(y, w)\eta(w)\,dw = \frac{1}{WY(y)} \left[ Y_\infty(y) \int_{-\infty}^y \int_{-\infty}^y Y_{-\infty}(w)\eta(w)\,dw + Y_\infty(y) \int_y^\infty \int_y^\infty Y_{-\infty}(w)\eta(w)\,dw \right] \leq C\|\eta\|_\sim \left[ e^{-my} \int_{-\infty}^y e^{mw} e^{-k|w|}\,dw + e^{my} \int_y^\infty e^{-mw} e^{-k|w|}\,dw \right].$$

Focusing on the first term on the right, when $y < 0$ we have

$$e^{-my} \int_{-\infty}^y e^{mw} e^{-k|w|}\,dw \lesssim e^{ky} = e^{-k|y|},$$

and when $y \geq 0$ we have

$$e^{-my} \int_{-\infty}^y e^{mw} e^{-k|w|}\,dw \lesssim e^{-my} \left( \int_{-\infty}^0 e^{(m+k)w}\,dw + \int_0^y e^{(m-k)w}\,dw \right) = e^{-k|y|},$$

since $k < m$. After applying a symmetric argument to the integral over $[y, \infty)$, we have shown (2.8).

We now apply a contraction mapping argument in the $\| \cdot \|_\sim$ norm. With $T$ defined as in (2.4), the estimate (2.8) and $c(w) \lesssim e^{-k|w|}$ imply

$$\left\| \xi \int_{\mathbb{R}} G(\cdot, w)c(w)\,dw \right\|_\sim \leq C\|\xi\|\|c(w)\|_\sim.$$

Because of our smallness assumption on $|\xi||c|_\sim$, this term is bounded by $C_0\delta$ for some constant $C_0 > 0$. By (2.3), we have

$$\|T\eta\|_\sim \leq C_0\delta + K \left\| \int_{\mathbb{R}} G(\cdot, w)\eta^2(w)\,dw \right\|_\sim \leq C_0\delta + K\|\eta^2\|_\sim \leq C_0\delta + K\|\eta\|_\sim^2,$$

and we may apply a contraction argument similar to above to conclude $\|U_\delta\|_\sim$ is finite, where $U_\delta$ is the solution constructed above in the space $X$.

To establish the bounds on $\partial_y U_\delta$ in the $\| \cdot \|_\sim$ norm, we first show

$$\left\| \partial_y \int_{\mathbb{R}} G(y, w)\eta(w)\,dw \right\|_\sim \leq C\|\eta\|_\sim,$$

following the proof of (2.8) exactly (since $Y^2_{\pm\infty}(y) \lesssim e^{\mp my}$). The estimate $\|U_\delta^2\| \lesssim \delta$ now follows from differentiating (2.4) and proceeding as in (2.7).
2.2. Case 2: 0 is an $L^2(\mathbb{R})$-eigenvalue of $L_{b,c}$. This is the more delicate case, as we cannot proceed via a simple contraction as above because of the spectral obstruction.

We define the weight
\[ \omega(y) = e^{-\int_0^y b(s) \, ds}, \]
and inner product
\[ \langle f, g \rangle = \int_{\mathbb{R}} \omega(y) f(y) g(y) \, dy. \]

By an abuse of notation, we use $\langle f, g \rangle$ whenever this integral is well-defined, even if $f$ and $g$ are not both in $L^2(\mathbb{R})$. By a quick calculation, one realizes that $L_{b,c}$ is self-adjoint in the $(\cdot, \cdot)$ inner product. If 0 is an eigenvalue of $L_{b,c}$, (which must be simple, since we are working on the real line), this means the two solutions $Y_{\infty}, Y_{-\infty}$ to (2.2) are parallel and can be chosen equal to each other after scaling by an appropriate constant. We let $Y = Y_{\infty} = Y_{-\infty}$, and normalize $Y$ so that $\langle Y, Y \rangle = 1$. From above, we have $\lim_{y \to \pm \infty} e^{-m|y|} Y(y) = c_{\pm}$ for some constants $c_{\pm}$, and $|Y(y)| \leq C e^{-m|y|}$ for all $y$.

Let
\[ Y_{\perp} = \{ f \in L^2(\mathbb{R}), \langle Y, f \rangle = 0 \}. \]

We also define the standard projection operators $P_{Y} f = \langle Y, f \rangle Y$ and $P_{Y_{\perp}} = f - P_{Y} f$. If there is a solution $U_{b}$ to (2.2), the self-adjointness of $L_{b,c}$ implies
\[ 0 = \langle Y, L_{b,c} U_{b} \rangle = \langle Y, \xi \rangle + N(U_{b}) \]

Therefore, we search for solutions such that $\xi + N(U_{b}) \in Y_{\perp}$. The following lemma constructs an integral operator to invert $L_{b,c}$, that is well-defined on $Y_{\perp}$.

**Lemma 2.1.** As above, assume $Y$ is an eigenfunction of $L_{b,c}$ with eigenvalue 0. Then there exists an inverse operator $L_{b,c}^{-1}: Y_{\perp} \to Y_{\perp}$ for $L_{b,c}$, such that
\[ \| L_{b,c}^{-1} \eta \|_{X} + \| \partial_y L_{b,c}^{-1} \eta \|_{X} \leq C_0 \| \eta \|_{X}, \quad \eta \in Y_{\perp}. \]

If, in addition, $\| \eta \|_{\infty} = ||| e^{k|\eta|} \eta(y) |||_{L^{\infty}(\mathbb{R})} < \infty$ for some $k \in (0, m)$, then
\[ \| L_{b,c}^{-1} \eta \|_{\infty} + \| \partial_y L_{b,c}^{-1} \eta \|_{\infty} \leq C_0 \| \eta \|_{\infty}. \]

**Proof.**

We construct $L_{b,c}^{-1}$ by solving, for given $\eta$, the equation $L_{b,c} f = \eta$ on $[0, \infty)$ and $(-\infty, 0]$ and patching the solutions together. The solution $f$ will be $C^1$ at $y = 0$ exactly when $\eta$ is perpendicular to $Y$. In more detail, define
\[ Z(y) := Y(y) \left[ 1 + \int_0^y \frac{e^{\int_0^w b(s) \, ds}}{Y(w)^2} \, dw \right], \quad y \in \mathbb{R}. \]

Note that $Z(0) = Y(0)$, $Z'(0) = Y'(0) + (1/Y(0))$ and $L_{b,c} Z = 0$. The decay of $Y$ for large $|y|$ implies $|Z(y)| \leq C e^{m|y|}$. By direct calculation, we also have $|Z'(y)| \leq C e^{m|y|}$.

As above, the Wronskian $W_{Y,Z}$ of $Y$ and $Z$ will satisfy $W_{Y,Z}(y) = W_{Y,Z}(0) e^{\int_0^y b(s) \, ds} = e^{\int_0^y b(s) \, ds}$. For $y \in [0, \infty)$, we use the Green’s function
\[ G_{+}(y, w) := \frac{1}{W_{Y,Z}(w)} \begin{cases} Y(y) Z(w), & 0 \leq w < y, \\ Y(w) Z(y), & 0 \leq w \geq y. \end{cases} \]

\(^1\)By Sturm-Liouville theory, zeros of $Y$ are isolated, so we may assume $Y(0) \neq 0$ by shifting the variable $y$ by a small constant if necessary, which does not affect any of the hypotheses of Theorem [11].
Let us derive bounds for this Green’s function in the norm $\| \cdot \|_{X^+} = \| \cdot \|_{L^1(\mathbb{R}_+)} + \| \cdot \|_{L^\infty(\mathbb{R}_+)}$.

For any $\eta \in X^+$, we have
\[
\int_0^\infty G_+(y, w)\eta(w) \, dw \leq C \left( Y(y) \int_y^\infty Z(w)\eta(w) \, dw + Z(y) \int_0^\infty Y(w)\eta(w) \, dw \right).
\]

By direct calculation, $L_{bc} \int_0^\infty G_+(y, w)\eta(w) \, dw = \eta(y)$ for $y \in [0, \infty)$ and $\eta \in X^+$. Next, note that $Y'$ and $Z'$ share the same decay properties as $Y$ and $Z$ respectively, so a similar calculation after taking a $y$-derivative gives
\[
\left\| \partial_y \int_0^\infty G_+(y, w)\eta(w) \, dw \right\|_{X^+} \leq C\|\eta\|_{X^+}.
\]

On the half-line $(-\infty, 0]$, we use the Green’s function
\[
G_-(y, w) := \frac{1}{W_{Y,Z}(w)} \begin{cases} Y(y)Z(w), & y < w \leq 0, \\ Y(w)Z(y), & w \leq y \leq 0. \end{cases}
\]

Defining $\| \cdot \|_{X^-} = \| \cdot \|_{L^\infty(\mathbb{R}_-)} + \| \cdot \|_{L^1(\mathbb{R}_-)}$, calculations similar to above show $L_{bc} \int_{-\infty}^0 G_-(y, w)\eta(w) \, dw = \eta(y)$ for $y \in (-\infty, 0]$, and
\[
\left\| \int_{-\infty}^0 G_-(y, w)\eta(w) \, dw \right\|_{X^-} + \left\| \partial_y \int_{-\infty}^0 G_-(y, w)\eta(w) \, dw \right\|_{X^-} \leq C\|\eta\|_{X^-}.
\]

Define
\[
(M\eta)(y) = \begin{cases} \int_0^\infty G_+(y, w)\eta(w) \, dw, & y \geq 0, \\ \int_{-\infty}^0 G_-(y, w)\eta(w) \, dw, & y < 0. \end{cases}
\]
Now, if \( \eta \) satisfies the orthogonality condition \( \langle Y, \eta \rangle = \int_{\mathbb{R}} e^{-\int_{b}^{w} b(s) \, ds} Y(y) \eta(y) \, dy = 0 \), then
\[
\int_{0}^{\infty} G_{+}(0, w) \eta(w) \, dw = \int_{0}^{\infty} \frac{1}{W_{Y,Z}(w)} Y(w) \eta(w) \, dw
\]
\[
= \int_{0}^{\infty} e^{-\int_{b}^{w} b(s) \, ds} Y(w) \eta(w) \, dw
\]
\[
= -\int_{-\infty}^{0} e^{-\int_{b}^{w} b(s) \, ds} Y(w) \eta(w) \, dw
\]
\[
= \int_{-\infty}^{0} G_{-}(0, w) \eta(w) \, dw,
\]
and \( \mathcal{M}\eta \) is continuous across \( y = 0 \). A similar calculation after taking a \( y \)-derivative shows that \( \mathcal{M}\eta \) is \( C^{1} \) across \( y = 0 \). From our estimates for \( G_{+} \) and \( G_{-} \), it is also clear that
\[
\|\mathcal{M}\eta\|_{X} + \|\partial_{\eta}\mathcal{M}\eta\|_{X} \leq C\|\eta\|_{X}, \quad \eta \in Y^{\perp}.
\]
(2.11)

The above calculations do not necessarily imply \( \mathcal{M}\eta \in Y^{\perp} \) when \( \eta \in Y^{\perp} \), so we define \( \mathcal{L}_{b,c}^{-1} = P_{Y^{\perp}} \mathcal{M} \). With this definition, we have
\[
\mathcal{L}_{b,c} \mathcal{L}_{b,c}^{-1} \eta = \mathcal{L}_{b,c}(\mathcal{M}\eta - \langle Y, \mathcal{M}\eta \rangle Y) = \eta,
\]
since \( \mathcal{L}_{b,c} Y = 0 \). The projection \( P_{Y^{\perp}} \) is bounded on \( L^{2}(\mathbb{R}) \), and since \( Y \) lies in the space \( X \) (in fact, it is bounded and exponentially decaying, as explained above), the estimate (2.9) follows from (2.11).

Finally, if \( \|\eta\|_{\infty} < \infty \), then a direct calculation that is essentially the same as the proof of (2.8) applied to \( G_{+} \) and \( G_{-} \) establishes the bound (2.10). We omit the details.

We would like to convert the equation \( \mathcal{L}_{b,c} U_{\delta} = c\xi + \mathcal{N}(U_{\delta}) \) into integral form, as in Case 1. However, for a general \( U_{\delta} \in L^{2}(\mathbb{R}) \), it is not at all clear that \( c\xi + \mathcal{N}(U_{\delta}) \) lies in \( Y^{\perp} \), which is required for our inverse operator \( \mathcal{L}_{b,c}^{-1} \) to be well-behaved. Proceeding formally for the moment, we write \( U_{\delta} = \eta + \alpha Y \), where \( \eta \in Y^{\perp} \) and \( \alpha \in \mathbb{R} \). Our equation becomes
\[
\mathcal{L}_{b,c} \eta = c\xi + \mathcal{N}(\eta + \alpha Y),
\]
since \( \mathcal{L}_{b,c} Y = 0 \). This suggests the following scheme: for given \( \eta \in Y^{\perp} \), choose \( \alpha(\eta) \) such that \( c\xi + \mathcal{N}(\eta + \alpha(\eta) Y) \in Y^{\perp} \). If such an \( \alpha(\eta) \) exists, then we may define the integral operator
\[
\tilde{T} \eta := \mathcal{L}_{b,c}^{-1}[c\xi + \mathcal{N}(\eta + \alpha(\eta) Y)],
\]
and seek a fixed point \( \eta \) for \( \tilde{T} \).

To define the class of functions in which \( \eta \) will live, first we claim that the quantity \( \langle Y, Y^{3} \rangle \) is bounded below by a positive constant \( c_{1} \) that is independent of \( \delta \). Indeed, since \( Y \leq C e^{-m|y|} \), there exists \( M > 0 \) depending on \( C \) and \( m \) such that \( \int_{|y| > M} \omega Y^{2} \, dy \leq \frac{1}{2} \). We recall that \( C \) depends on \( b \) and \( F \), but can be taken independent of \( c(y) \) and therefore of \( \delta \).

Next, since \( \langle Y, Y \rangle = 1 \), we have
\[
\frac{1}{2} \leq \int_{-M}^{M} \omega Y^{2} \, dy \leq \left( \int_{-M}^{M} \omega Y^{4} \, dy \right)^{1/2} (2M)^{1/2}.
\]
This implies \( \langle Y, Y^{3} \rangle \geq \int_{-M}^{M} \omega Y^{4} \, dy \geq c_{1} > 0 \), with \( c_{1} \) depending on \( C \) and \( m \), as claimed.
Now, let $K_0 > 1$ be such that
\[
\frac{24(Y, c\xi)}{F^{(4)}(\xi)c_1} \leq K_0 \delta. \tag{2.12}
\]
The key point is that $K_0$ is chosen independently of $\delta$. With $C_0$ the constant from Lemma 2.1 let $K_1 > 1$ be such that
\[
C_0 \left( \|c\xi\|_X + \frac{1}{3}K_0\delta\|F\|_{C^4(\mathbb{R})}\|Y\|_{L^\infty} \right) \leq K_1\delta. \tag{2.13}
\]
The choices of $K_0$ and $K_1$ will be justified below.

Next, define the class
\[
\tilde{\mathcal{A}}_\delta := \{ \eta : \|\eta\|_X \leq 2K_1\delta \}.
\]

Our next lemma shows that $\alpha(\eta)$ exists and can be chosen uniquely, for any $\eta \in \tilde{\mathcal{A}}_\delta$.

**Lemma 2.2.** If $\delta > 0$ is sufficiently small (depending on $K_0$, $K_1$, and the potential $F$) then for any $\eta \in \tilde{\mathcal{A}}_\delta$, there is a unique $\alpha \in [-2K_0\delta^{1/3}, (2K_0\delta)^{1/3}]$ such that
\[
0 = \langle Y, c\xi + N(\eta + \alpha Y) \rangle = \langle Y, c\xi \rangle + \langle Y, F''(\xi)(\eta + \alpha Y) - F'(\xi + \eta + \alpha Y) \rangle. \tag{2.14}
\]

The map $\eta \mapsto \alpha$ is continuous in the following sense: for any sequence $\{\eta_k\} \subset \tilde{\mathcal{A}}_\delta$ such that $\eta_k \to \eta_0$ a.e., there holds $\alpha(\eta_k) \to \alpha(\eta_0)$.

**Proof.** We rewrite formula (2.14), using $F''(\xi) = 0$, as
\[
0 = \langle Y, c\xi \rangle - \frac{1}{6}\langle Y, F^{(4)}(z_y)(\eta + \alpha Y)^3 \rangle
= \langle Y, c\xi \rangle - \frac{1}{6}\langle Y, F^{(4)}(z_y)\eta^3 \rangle - \frac{1}{2}\alpha\langle Y, F^{(4)}(z_y)Y\eta^2 \rangle
- \frac{1}{2}\alpha^2\langle Y, F^{(4)}(z_y)Y^2\eta \rangle - \frac{1}{6}\alpha^3\langle Y, F^{(4)}(z_y)Y^3 \rangle,
\tag{2.15}
\]
where $z_y \in \mathbb{R}$ satisfies $|z_y - \xi| \leq |\eta + \alpha Y| \leq K_1\delta + K_0\delta^{1/3}$. Choosing $\delta$ small enough, depending on $K_0$, $K_1$, and $\|F\|_{C^4(\mathbb{R})}$, we ensure
\[
\frac{1}{2}F^{(4)}(\xi) \leq F^{(4)}(z_y) \leq 2F^{(4)}(\xi),
\]
for all $y$.

Denoting the right-hand side of (2.15) by $g(\alpha)$, we want to select an interval on which $g$ has a sign change. For $\eta, \alpha$ with $|\alpha| \leq (2K_0\delta)^{1/3}$ and $\|\eta\|_X \leq 2K_1\delta$, we have, using the definition (2.12) of $K_0$,
\[
\frac{6}{|\langle Y, F^{(4)}(z_y)Y^3 \rangle|} \left| \langle Y, c\xi \rangle - \frac{1}{6}\langle Y, F^{(4)}(z_y)\eta^3 \rangle - \frac{1}{2}\alpha\langle Y, F^{(4)}(z_y)Y\eta^2 \rangle - \frac{1}{2}\alpha^2\langle Y, F^{(4)}(z_y)Y^2\eta \rangle \right|
\leq \frac{1}{2}K_0\delta + C \left( (K_1\delta)^3 + K_0^{1/3}K_1^{2/3} + K_0^{2/3}K_1^{5/3} \right)
\tag{2.16}
\]
for a constant $C$ depending on $\|F\|_{C^4(\mathbb{R})}$ and $\|Y\|_{L^\infty(\mathbb{R})}$. If we impose the condition
\[
\delta < \frac{K_0^{1/2}}{(6CK_1)^{3/2}},
\]
then the last expression in (2.16) is bounded above by
\[
\frac{1}{2}K_0\delta(1 + C\delta) < K_0\delta,
\]
if we additionally impose \( \delta < 1/C \). Therefore, for \( \delta \) satisfying our constraints and \( \alpha = \pm (2K_0\delta)^{1/3} \), the \( \alpha^3 \) term in \( g(\alpha) \) is strictly larger in magnitude than the other terms combined, and \( g \) changes sign on the interval
\[
I_\delta := \left[ -(2K_0\delta)^{1/3}, (2K_0\delta)^{1/3} \right],
\]
as claimed.

Next, we claim that \( g \) is monotonic on \( I_\delta \). First, assume \( \{ y : \eta(y) \neq 0 \} \) has positive measure. Note that
\[
g'(\alpha) = -\frac{1}{2} \langle Y, F^{(4)}(z_y)Y \eta^2 \rangle - \alpha \langle Y, F^{(4)}(z_y)Y^2 \eta \rangle - \frac{1}{2} \alpha^2 \langle Y, F^{(4)}(z_y)Y^3 \rangle,
\]
(2.17)
which is never zero unless \( \eta = -\alpha Y \) almost everywhere, which is impossible since \( \eta \) is not zero almost everywhere, and \( \eta \in Y^\perp \). We conclude \( g \) is monotonic and therefore has a unique root in \( I_\delta \).

On the other hand, if \( \eta = 0 \) almost everywhere, the unique root for \( g(\alpha) \) is explicitly given by
\[
\alpha = \left[ \frac{6 \langle Y, c\xi \rangle}{\langle Y, F^{(4)}(z_y)Y^3 \rangle} \right]^{1/3},
\]
and we have \( |\alpha| \leq (2K_0\delta)^{1/3} \) in this case as well.

For the continuity, let \( \{ \eta_k \} \) be a sequence in \( A_\delta \) with \( \eta_k \to \eta_0 \) a.e., as in the statement of the lemma. Since \( Y \) decays exponentially and \( \eta_k \) are uniformly bounded in \( L^\infty \), dominated convergence implies
\[
\langle Y, F^{(4)}(z_y)\eta_k^3 \rangle \to \langle Y, F^{(4)}(z_y)\eta_0^3 \rangle,
\]
\[
\langle Y, F^{(4)}(z_y)Y\eta_k^2 \rangle \to \langle Y, F^{(4)}(z_y)Y\eta_0^2 \rangle,
\]
\[
\langle Y, F^{(4)}(z_y)Y^2\eta_k \rangle \to \langle Y, F^{(4)}(z_y)Y^2\eta_0 \rangle.
\]
(2.18)
Considering the two cases above, if \( \{ y : \eta_0(y) \neq 0 \} \) has positive measure, then the same is true of \( \eta_k \) for \( k \) sufficiently large. For each \( k \), \( \alpha_k \) is the unique simple root in the interval \( I_\delta \), and simple roots of polynomials depend continuously on the coefficients. We conclude from (2.18) that \( \alpha(\eta_k) \to \alpha(\eta_0) \). On the other hand, if \( \eta_0(y) = 0 \) almost everywhere, (2.18) and the uniform bounds \( |\alpha_k| \leq (2K_0\delta)^{1/3} \) imply
\[
\alpha_k = \left( \frac{1}{\langle Y, F^{(4)}(z_y)Y^3 \rangle} \left[ 6 \langle Y, c\xi \rangle - \langle Y, F^{(4)}(z_y)\eta_k^3 \rangle 
\right.
\]
\[
-3\alpha_k \langle Y, F^{(4)}(z_y)Y\eta_k^2 \rangle - 3\alpha_k^2 \langle Y, F^{(4)}(z_y)Y^2\eta_k \rangle \right]^{1/3}
\]
\[
\to \left( \frac{6 \langle Y, c\xi \rangle}{\langle Y, F^{(4)}(z_y)Y^3 \rangle} \right)^{1/3} = \alpha_0,
\]
as claimed. \( \square \)

With \( K_0 > 0 \) as in (2.12), define the integral operator
\[
\tilde{T} : \eta \mapsto L_{\eta_0}^{-1} [c\xi + \mathcal{N}(\eta + \alpha(\eta)Y)], \quad \|\eta\|_X \leq 2K_1\delta,
\]
where \( \alpha = \alpha(\eta) \) is the number provided by Lemma 2.2. Since \( c_\xi + \mathcal{N}(\eta + \alpha Y) \in Y^\perp \), Lemma 2.1 implies
\[
\| \tilde{T}_\eta \|_X \leq C_0 \| c_\xi + \mathcal{N}(\eta + \alpha Y) \|_X ,
\]
for a constant \( C_0 > 0 \) independent of \( \eta \) and \( \delta \). Rewriting \( \mathcal{N}(\eta + \alpha Y) = -F'(\xi + \eta + \alpha Y) - F''(\xi)(\eta + \alpha Y) \) using \( F''(\xi) = 0 \), we have, for some function \( h : \mathbb{R} \to \mathbb{R} \) depending on \( \eta \) and \( \alpha \),
\[
\| \tilde{T}_\eta \|_X \leq C_0 \left\| c_\xi - \frac{1}{6} F^{(4)}(h)(\eta + \alpha Y)^3 \right\|_X
\leq C_0 \left\| c_\xi - \frac{1}{6} F^{(4)}(h)\alpha^3 Y^3 \right\|_X + C_0 \left\| \frac{1}{6} F^{(4)}(h)(\eta^3 + 3\eta^2\alpha + 3\eta\alpha^2) \right\|_X .
\]
(2.19)

Since \( \eta \in \mathcal{A}_\delta \), Lemma 2.2 implies \( |\alpha| \leq (2K_0\delta)^{1/3} \). Therefore, for the first term on the right in (2.19), we have
\[
C_0 \left\| c_\xi - \frac{1}{6} F^{(4)}(h)\alpha^3 Y^3 \right\|_X \leq K_1\delta ,
\]
(2.20)
by our definition (2.13) of \( K_1 \). With (2.19), we now have
\[
\| \tilde{T}_\eta \|_X \leq K_1\delta + CC_0 \left( K_1^3\delta^3 + K_0^{1/3}K_1^2\delta^{7/3} + K_0^{2/3}K_1^{5/3} \right) .
\]

Now we impose the further condition
\[
\delta < \frac{1}{(6CC_0)^{3/2}K_0K_1} ,
\]
which ensures
\[
\| \tilde{T}_\eta \|_X \leq 2K_1\delta , \quad \eta \in \mathcal{A}_\delta ,
\]
or equivalently, \( \tilde{T} \) maps \( \mathcal{A}_\delta \) into itself.

The map \( \tilde{T} \) is not necessarily a contraction on \( \mathcal{A}_\delta \), but we can still show that iterates of \( \tilde{T} \) converge: define
\[
\eta_0(y) = 0 , \quad \eta_{k+1}(y) = \tilde{T}(\eta_k)(y) = \mathcal{L}_{b,c}^{-1}[c_\xi + \mathcal{N}(\eta_k + \alpha(\eta_k)Y)] , \quad k = 0, 1, 2, \ldots .
\]
(2.21)

Our work above shows that \( \eta_k \in \mathcal{A}_\delta \) for all \( k \). From Lemma 2.1 we have
\[
\| \eta_{k+1} \|_X + \| \partial_y \eta_{k+1} \|_X \leq C \| \mathcal{L}_{b,c}^{-1}[c_\xi + \mathcal{N}(\eta_k + \alpha(\eta_k)Y)] \|_X
\leq C(\| c_\xi \|_X + \| \mathcal{N}(\eta_k + \alpha(\eta_k)Y) \|_X )
\leq C\delta ,
\]
(2.19) exactly as in (2.19), since \( \eta_k \in \mathcal{A}_\delta \). This uniform \( C^1 \) estimate shows that \( \{ \eta_k \} \) is a precompact sequence, and some subsequence converges uniformly on compact subsets of \( \mathbb{R} \) to a function \( \eta_0 \in \mathcal{A}_\delta \). In particular, Lemma 2.2 implies \( \alpha(\eta_k) \to \alpha(\eta_0) \). Returning to the defining equation for \( \eta_{k+1} \), let \( G_+ \) and \( Z \) be as in the proof of Lemma 2.1. For \( y \geq 0 \), we
have
\[ \eta_{k+1}(y) = \int_0^\infty G_+(y, w) [c\xi + N(\eta_k + \alpha(\eta_k)Y)](w) \, dw \]
\[ = Y(y) \int_0^y \frac{Z(w)}{W_{Y,Z}(w)} [c\xi + N(\eta_k + \alpha(\eta_k)Y)](w) \, dw \]
\[ + Z(y) \int_y^\infty \frac{Y(w)}{W_{Y,Z}(w)} [c\xi + N(\eta_k + \alpha(\eta_k)Y)](w) \, dw \]

On the left side of this equality, we clearly have \( \eta_{k+1}(y) \rightarrow \eta_0(y) \) for each \( y \). We can take the limit in the right side via dominated convergence because \( \alpha(\eta_k) \rightarrow \alpha(\eta_0) \), and because of the bounds \( |Y| \leq Ce^{-m|y|} \), \( |Z| \leq Ce^{m|y|} \), and \( N(\eta_k + \alpha(\eta_k)Y) \leq C|\eta_k + \alpha(\eta_k)Y|^3 \leq C(2K_1\delta + (2K_0\delta)^{1/3})^3 \). The same argument with \( G_- \) replacing \( G_+ \) applies when \( y < 0 \). We conclude
\[ \eta = \mathcal{L}_{b,c}^{-1}[c\xi + N(\eta + \alpha(\eta)Y)]. \tag{2.22} \]

By direct calculation, this right-hand side is differentiable in \( y \), and we conclude \( \eta \in C^1 \). Since \( \mathcal{L}_{b,c}Y = 0 \), we have
\[ \mathcal{L}_{b,c}(\eta + \alpha(\eta)Y) = c\xi + N(\eta + \alpha(\eta)Y), \]
and letting \( U_\delta = \eta + \alpha(\eta)Y \), we have constructed a solution to (2.1).

Next, under the additional assumption that \( c \) has exponential decay proportional to \( e^{-k|y|} \) for some \( k < m \), we return to our definition of the class \( \mathcal{A}_3 \) and replace \( K_1 \) from (2.13) with a constant \( \tilde{K}_1 \) such that
\[ C_0 \left( \|\xi\|_{\mathcal{C}} + \frac{1}{3} N_0 \delta \|F\|_{\mathcal{C}^4(\mathbb{R})} \|Y\|_{\mathcal{C}} \right) \leq \tilde{K}_1 \delta. \]
(Recall that \( |Y(y)| \leq Ce^{-m|y|} \).) Letting \( \mathcal{A}_\infty = \{ \eta : \|\eta\|_{\mathcal{C}} \leq 2\tilde{K}_0 \delta \} \), arguing exactly as in (2.20), shows that \( \tilde{T} \) maps \( \mathcal{A}_\infty \) into itself. Therefore, the iterates \( \eta_k \) defined in (2.21) satisfy a uniform bound in the \( \|\cdot\|_{\mathcal{C}} \), which is passed to \( \eta_0 \) via pointwise convergence. The exponential decay of \( \eta' \) follows from differentiating formula (2.22). This completes the proof of Theorem 1.1.

3. PROOF OF STABILITY

3.1. Orbital stability. It is more or less standard that, if \( b, c, \) and \( F \) are such that the energy functional \( E(u(t)) \) controls the \( H^1(\mathbb{R}) \times L^2(\mathbb{R}) \) norm of \( u(t) \), solutions starting close to a constant state \( u \equiv \xi \) exist for all time and remain close to \( \xi \). We give a proof for the convenience of the reader.

**Proposition 3.1.** Assume there exists \( \mu > 0 \) such that
\[ c(y) \leq F''(\xi) - \mu, \quad y \in \mathbb{R}. \]
Then there exist \( C, \varepsilon_0 > 0 \) such that if \( \|u(0) - \xi\|_{H^1(\mathbb{R})} + \|\partial_t u(0)\|_{L^2(\mathbb{R})} < \varepsilon \) with \( \varepsilon \leq \varepsilon_0 \), then the corresponding solution \( u(t, x) \) exists for all time, with
\[ \|u(t)\|_{H^1(\mathbb{R})} + \|\partial_t u(t)\|_{L^2(\mathbb{R})} \leq C \varepsilon. \]

**Proof.** Recall that the energy (1.3) is conserved along the flow of (1.2). Since \( c \in L^\infty \) and \( F \in C^2 \), we have
\[ E(u(t)) \leq C_1(\|u(t)\|^2_{H^1(\mathbb{R})} + \|\partial_t u(t)\|^2_{L^2(\mathbb{R})}), \tag{3.1} \]
for any $t$ in the time domain of $u$. On the other hand, a Taylor expansion for $F$ shows that
\[
\frac{1}{2}(F(u) - cu^2) \geq \frac{1}{2}(F''(\xi) - c)u^2 - Ku^3 \geq \frac{1}{2}u^2 - Ku^3,
\]
for any $y \in \mathbb{R}$, where $K > 0$ depends on the $C^3$ norm of $F$. By Sobolev embedding, \( \|\psi\|_{L^\infty} \leq C_0\|\psi\|_{H^1} \), so for any $t$ with $\|u(t)\|_{H^1} \leq r_0 := \mu/(2C_0 K)$, we have
\[
\|u(t)\|_{H^1}^2 + \|\partial_t u(t)\|_{L^2}^2 \leq C_2 E(u(t)), \quad \text{if } \|u(t)\|_{H^1} \leq r_0. \tag{3.2}
\]

Now, let $\varepsilon_0 := \sqrt{r_0/(1 + C_1 C_2)}$, and assume $\|u(0)\|_{H^1} + \|\partial_t u(0)\|_{L^2} < \varepsilon$ for $\varepsilon < \varepsilon_0$, as in the statement of the theorem. Let $E_0 = E(u_0)$ be the energy of $(u_0, \partial_t u(0))$. Thanks to \ref{3.1} applied at $t = 0$, we must have $E_0 \leq C_1 \varepsilon^2$. By a standard fixed-point argument, a solution to \ref{1.2} exists on $[0, T] \times \mathbb{R}$ for some $T > 0$ depending only on $\varepsilon$.

We claim $\|u(t)\|_{H^1} + \|\partial_t u(t)\|_{L^2} < \varepsilon$ for all $t \in [0, T]$. If not, let $t_0$ be the first time where $\|u(t_0)\|_{H^1} = r_0$. By energy conservation and \ref{3.2}, we have
\[
\|u(t_0)\|_{H^1}^2 + \|\partial_t u(t_0)\|_{L^2}^2 \leq C_2 E_0 \leq C_1 C_2 \varepsilon^2 < r_0,
\]
a contradiction.

Therefore, the solution can be extended up to a time $T + T_1$, with $T_1 > 0$ depending on $r_0$. Repeating this argument, we extend the solution for all time. \[\Box\]

We can also address the orbital stability of the near-constant states $U(y) = \xi + U_\delta(y)$ constructed in Theorem \ref{3.1} in the case $F''(\xi) > 0$. Using $F(\xi) = F'(\xi) = 0$ and $\|U_\delta\|_{X} + \|\partial_y U_\delta\|_{X} \leq \delta$, it is not hard to see that the energy of $U(y)$ is finite and bounded above by a constant times $\delta$.

Furthermore, if $\delta > 0$ is sufficiently small, then initial data which is $\delta$-close to $(\xi, 0)$ in the $H^1 \times L^2$ norm also satisfies the hypotheses of Proposition \ref{3.1}. This implies near-constant states are also orbitally stable, since solutions staying close to the constant state $\xi$ are also $\delta$-close to $U(y)$.

### 3.2. Asymptotic stability

Next, we address the much more nontrivial property of asymptotic stability.

For the time being, we let $U(y)$ denote either the constant state $U \equiv \xi$ or the near-constant steady state guaranteed by Theorem \ref{3.1}. Let $v(t, y) = u(t, y) - U(y)$ be the perturbation. By Proposition \ref{3.1} (orbital stability), taking $v(0)$ less than $\varepsilon$ in the $H^1 \times L^2$ norm is enough to ensure
\[
\|v(t)\|_{H^1} + \|\partial_t v(t)\|_{L^2} \lesssim \varepsilon, \quad t \in [0, \infty).
\]

We see that $v$ satisfies
\[
\partial_t^2 v - \partial_y^2 v + b\partial_y v + cv = F'(U + v) - F'(U) + N(U, v),
\]
with $N(U, v) = F'(U) - F'(U + v)$. For convenience, we rewrite this as a first-order system, with $(v_1, v_2) = (v, \partial_t v)$:
\[
\partial_t v_1 = v_2,
\]
\[
\partial_t v_2 = \partial_y^2 v_1 + b\partial_y v_1 + cv_1 + N(U, v_1). \tag{3.3}
\]

Let $\psi(y) = \lambda \tanh(y/\lambda)$ for some $\lambda > 0$ to be chosen later. Define the Virial functional
\[
\mathcal{I}(v) := \int_\mathbb{R} \psi(\partial_y v_1) v_2 \, dy + \frac{1}{2} \int_\mathbb{R} \psi' v_1 v_2 \, dy = \int_\mathbb{R} \left( \psi \partial_y v_1 + \frac{1}{2} \psi' v_1 \right) v_2 \, dy. \tag{3.4}
\]
For any \( h \in H^1(\mathbb{R}) \), we have the identity
\[
\int_{\mathbb{R}} \left( \psi \partial_y h + \frac{1}{2} \psi' h \right) h \, dy = 0.
\]
Using this identity with \( h = v_2 \), we differentiate \( I(v) \) for \((v_1, v_2)\) a solution of (3.3), and integrate by parts several times:
\[
\frac{d}{dt} I(v) = \int_{\mathbb{R}} \left( \psi \partial_y v_1 + \frac{1}{2} \psi' v_1 \right) \partial_t^2 v_1 \, dy
\]
\[
= \int_{\mathbb{R}} \left( \psi \partial_y v_1 + \frac{1}{2} \psi' v_1 \right) \left( \partial_y^2 v_1 + b \partial_y v_1 + cv_1 + \mathcal{N}(U, v_1) \right) \, dy
\]
\[
= \int_{\mathbb{R}} \left( -\psi'(\partial_y v_1)^2 - \frac{1}{2} \psi'' v_1 \partial_y v_1 + \left( \psi \partial_y v_1 + \frac{1}{2} \psi' v_1 \right) \left( b \partial_y v_1 + cv_1 + \mathcal{N}(U, v_1) \right) \right) \, dy
\]
\[
= -\int_{\mathbb{R}} \psi'(\partial_y v_1)^2 + \frac{1}{4} \int_{\mathbb{R}} \psi'' v_1^2 + \int_{\mathbb{R}} \left( \psi b(\partial_y v_1)^2 + \frac{1}{2} \psi' v_1 \right) \mathcal{N}(U, v_1) \, dy
\]
\[
+ \int_{\mathbb{R}} \left( \frac{1}{2} \psi'b + \psi c \right) (\partial_y v_1)v_1 \, dy + \int_{\mathbb{R}} \left( \psi \partial_y v_1 + \frac{1}{2} \psi' v_1 \right) \mathcal{N}(U, v_1) \, dy. \tag{3.5}
\]

We also define
\[
\zeta(y) := \sqrt{\psi'(y)} = \text{sech}(y/\lambda), \quad w := \zeta v_1.
\]
It will be convenient to work with the weighted norms
\[
\|h\|_{L^2_\omega}^2 := \int_{\mathbb{R}} h^2 \text{sech}(y) \, dy, \quad \|h\|_{H^1_\omega}^2 := \int_{\mathbb{R}} ((\partial_y h)^2 + h^2) \text{sech}(y) \, dy.
\]
Let us define the bilinear form
\[
\mathcal{B}(v) := \int_{\mathbb{R}} \psi'(\partial_y v)^2 \, dy - \frac{1}{4} \int_{\mathbb{R}} \psi'' v^2 \, dy. \tag{3.6}
\]
Then the first two terms on the right in (3.3) are equal to \(-\mathcal{B}(v_1)\). In the case of odd perturbations, one could use the coercivity of \(\mathcal{B}\) for odd functions, as established in [26]; for any \(\lambda > 0\),
\[
v \text{ odd, } v \in H^1 \quad \Rightarrow \quad \mathcal{B}(v) \geq \frac{3}{4} \int_{\mathbb{R}} (\partial_y w)^2 \, dy, \quad \text{where } w(y) = \text{sech}(y/\lambda)v(y). \tag{3.7}
\]
In the general case, we must analyze the coercivity properties of \(\mathcal{B}\) for general (not necessarily odd) functions in \(H^1(\mathbb{R})\). We find that \(\mathcal{B}\) is coercive only up to a zeroth-order correction term:

**Lemma 3.2.** With \(\mathcal{B}\) defined as in (3.6), one has for any \(v \in H^1\),
\[
\mathcal{B}(v) \geq \int_{\mathbb{R}} \left( (\partial_y w)^2 - \frac{1}{2\lambda^2} \text{sech}^2(y/\lambda)w^2 \right) \, dy,
\]
with \(w = \zeta v\).

**Proof.** With \(\zeta = \sqrt{\psi'} > 0\) and \(w = \zeta v\), we have, by a direct calculation (see also [26]),
\[
\mathcal{B}(v) = \int_{\mathbb{R}} \left( (\partial_y w)^2 + \frac{1}{2} \left( \frac{c''}{\zeta} - \frac{(\zeta')^2}{\zeta^2} \right) w^2 \right) \, dy = \int_{\mathbb{R}} \left( (\partial_y w)^2 - \frac{1}{2\lambda^2} \text{sech}^2(y/\lambda)w^2 \right) \, dy.
\]
Later, we will see that the coercive terms coming from the coefficients $b$ and $c$ will counterbalance the negative term in Lemma 3.2.

Our next step is to analyze the term involving $\mathcal{N}(U, v_1) = F'(U) - F'(U + v_1)$ in $\mathcal{N}(U)$. For this, we need the following auxiliary lemma, which extends [26, Formula (2.22)] to the case of general (not necessarily odd) functions $v$:

**Lemma 3.3.** For any $v \in H^1(\mathbb{R})$ and $\lambda > 2$, let $w = \zeta v = \text{sech}(y/\lambda)v$. Then for any $q > 0$, there holds

$$\int \psi' |v|^{2+q} \, dy \lesssim \lambda^2 \|v\|_{L^\infty}^q \|\partial_y w\|_{L^2}^2. \quad (3.8)$$

**Proof.** With $\zeta = \sqrt{\psi'} = \text{sech}(y/\lambda)$ and $v = \zeta/\zeta^*$, we have

$$\int \psi' |v|^{2+q} \, dy \leq \int (\psi')^{1-q/2} w^2 + q \, dy = \int \zeta^q |w|^{2+q} \, dy \lesssim \int e^{q|y|/\lambda} |w|^{2+q} \, dy. \quad (3.9)$$

Integrating by parts separately on $(-\infty, 0]$ and $[0, \infty)$, we have

$$\int e^{q|y|/\lambda} |w|^{2+q} \, dy = \int_{-\infty}^0 e^{-qy/\lambda} |w|^{2+q} \, dy + \int_0^\infty e^{qy/\lambda} |w|^{2+q} \, dy$$

$$= \frac{\lambda}{q} \int_{-\infty}^0 e^{-qy/\lambda} \partial_y (|w|^{2+q}) \, dy - \frac{\lambda}{q} |w(0)|^{2+q}$$

$$- \frac{\lambda}{q} \int_0^\infty e^{qy/\lambda} \partial_y (|w|^{2+q}) \, dy - \frac{\lambda}{q} |w(0)|^{2+q}$$

$$= -\frac{\lambda}{q} \left(2 + q\right) \int \text{sgn}(y) e^{q|y|/\lambda} |w|^q \partial_y w \, dy - 2|w(0)|^{2+q}.$$ 

For $w \in H^1(\mathbb{R}) \subset C^{1/2}(\mathbb{R})$, the value of $w(0)$ is well-defined. Since $\text{sech}(0) = 1$, we have

$$|w(0)|^{2+q} = v(0)^q w(0)^2 \leq \|v\|_{L^\infty}^q \|w\|_{H^1}^2,$$

by the Sobolev embedding $H^1(\mathbb{R}) \subset L^\infty(\mathbb{R})$. Using $|w|^q = |w|^{q/2} \zeta^{q/2} |v|^{q/2} \lesssim e^{-q|y|/(2\lambda)} |w|^{q/2} |v|^{q/2}$, we have

$$\int e^{q|y|/\lambda} |w|^{2+q} \, dy \leq C\lambda \int \|v\|_{L^\infty}^q e^{q|y|/(2\lambda)} |w|^{1+q/2} \partial_y w \, dy + C\lambda \|v\|_{L^\infty}^q \|w\|_{H^1}^2$$

$$\leq C^2 \lambda^2 \int \|v\|_{L^\infty}^q |\partial_y w|^2 \, dy + \frac{1}{2} \int e^{q|y|/\lambda} |w|^{2+q} \, dy + C\lambda \|v\|_{L^\infty}^q \|w\|_{H^1}^2,$$

which implies

$$\int e^{q|y|/\lambda} |w|^{2+q} \, dy \leq C\lambda^2 \|v\|_{L^\infty}^q \|w\|_{H^1}^2.$$ 

With (3.7), we obtain

$$\int \psi' |v|^{2+q} \, dy \lesssim \lambda^2 \|v\|_{L^\infty}^q \|w\|_{H^1}^2,$$

as desired. \hfill \square

Now we are able to prove the necessary integral bound for $\mathcal{N}(U, v_1)$:

**Lemma 3.4.** In the case $c \equiv 0$, $U \equiv 0$, and also in the case $c \not\equiv 0$, $F(u) = 1 - \cos u$, there holds

$$\left|\int \left(F'(U) - F'(U + v_1)\right)(\psi \partial_y v_1 + \frac{1}{2} \psi' v_1) \, dy\right| \lesssim \lambda^2 \|v\|_{L^\infty}^q \|w\|_{H^1}^2 \left(\|w\|^2_{L^2} + \delta_t v_1 \right). \quad (3.10)$$
Proof. For brevity, let \( J \) refer to the left-hand side of (8.11).

Case 1: \( c(y) \equiv 0 \) and \( U(y) \equiv 0 \). Then, by our assumption \( F'(0) = 0 \), we have

\[
J = -\int_R F'(v_1)(\psi \partial_y v_1 + \frac{1}{2} \psi' v_1) dy = -\int_R (\psi \partial_y F(v_1)) + \frac{1}{2} \psi' v_1 F'(v_1)) dy \\
= \int_R (\psi'(F(v_1)) - \frac{1}{2} v_1 F'(v_1)) dy.
\]

Since \( F \in C^3 \) and \( F(0) = F'(0) = 0 \), a Taylor expansion shows

\[
|F(v_1) - \frac{1}{2} v_1 F'(v_1)| = \left| F(0) + F'(0)v_1 + \frac{1}{2} F''(0)v_1^2 + F'''(z_1)v_1^3 - \frac{1}{2} F'(0)v_1 \right| \\
\leq \frac{1}{4} v_1^3 |F'''(z_2)| \\
\lesssim |v_1|^3.
\]

We therefore have

\[
|J| \leq \int_R \psi'|v_1|^3 dy,
\]

and we may apply Lemma 3.3 to obtain the conclusion of the lemma.

Case 2: \( F'(u) = \sin(u) \). We now have \( F'(U) - F'(U + v_1) = \sin(U(1 - \cos v_1)) - \cos U \sin v_1 \), and \( F''(0) = 1 \), so that, by Theorem 1.1,

\[
\left| \sin U(y) \right| \leq |U(y)| \lesssim \delta e^{-(1-\delta)|y|}, \quad |U''(y)| \lesssim \delta e^{-(1-\delta)|y|}.
\]

We write \( J = J_1 + J_2 \). The first term is defined by

\[
J_1 := \int_R \left( \psi \partial_y v_1 + \frac{1}{2} \psi' v_1 \right) \sin U(1 - \cos v_1) dy.
\]

Since \( |1 - \cos v_1| \lesssim v_1^2 \), the second part of \( J_1 \) is bounded by \( \lesssim \int_R \psi'|v_1|^3 dy \). For the first part,

\[
\int_R \psi \partial_y v_1 \sin U(1 - \cos v_1) dy = \int_R \psi \sin U \partial_y (v_1 - \sin v_1) dy \\
= -\int_R \psi' \sin U (v_1 - \sin v_1) dy - \int_R \psi (\cos U) U'(v_1 - \sin v_1) dy.
\]

Since \( U \) decays at a faster rate than \( \psi'(y) = \sech^2(y/\lambda) > 0 \), we have \( |U'| \lesssim \psi' \). Therefore, the last integral can also be bounded by \( \lesssim \int_R \psi'|v_1|^3 dy \). Next, we have

\[
J_2 := \int_R \left( \psi \partial_y v_1 + \frac{1}{2} \psi' v_1 \right) \cos U \sin v_1 dy \\
= \int_R \left( \psi \cos U \partial_y (1 - \cos v_1) + \frac{1}{2} \psi' v_1 \cos U \sin v_1 \right) dy \\
= \int_R \psi' \cos U \left( \cos(v_1) - 1 + \frac{1}{2} v_1 \sin v_1 \right) dy + \int_R \psi' \sin U(1 - \cos v_1) dy.
\]

Standard Taylor expansions show \( |1 - \cos v_1| \lesssim v_1^2 \) and \( |\cos(v_1) - 1 + \frac{1}{2} v_1 \sin v_1| \lesssim v_1^2 \). Therefore, with \( |\sin U(y)| + |U''(y)| \lesssim \delta e^{-(1-\delta)|y|} \),

\[
|J_2| \lesssim \int_R \psi' v_1^2 dy + \delta^2 \int_R e^{-2(1-\delta)|y|v_1^2} dy \leq \int_R \psi' v_1^4 dy + \delta^2 \|v_1\|_{L_2}^2.
\]

Applying Lemma 3.3 again, the proof is complete. \( \square \)
Now we specialize to the case $U \equiv 0$, and consider general perturbations (without parity assumptions).

**Proposition 3.5.** Let $F$ be as in Theorem 1.2. For any global solution $u(t, y)$ of (1.2) with 
\[ \|u(t)\|_{H^1_\lambda(B)} + \|\partial_t u(t)\|_{L^2_\lambda(B)} \lesssim \varepsilon^2, \quad t \in [0, \infty) \]
there holds
\[ \int_0^\infty (\|u(t)\|_{H^1_\lambda}^2 + \|\partial_t u(t)\|_{L^2_\lambda}^2) \, dt \lesssim \varepsilon^2. \]

**Proof.** In the above calculations, we choose $\lambda > 0$ so that condition (3.6) in the statement of Theorem 1.2 is satisfied. From (3.5), Lemma 3.2 and Lemma 3.3 we have, with $v_1 = u$ and $w = \zeta v_1$,
\[ -\frac{d}{dt} \mathcal{I}(v) \geq \int_B \left( (\partial_y w)^2 - \frac{1}{2\lambda^2} \operatorname{sech}^2(y/\lambda) w^2 \right) \, dy - \varepsilon \|\partial_y w\|_{L^2_\lambda}^2 - \delta \|v_1\|_{H^1_\lambda}^2 \]
\[ - \int_B \left( \psi b(\partial_y v_1)^2 + \frac{1}{2} \psi' c v_1^2 \right) \, dy - \int_B \left( \frac{1}{2} \psi' b + \psi c \right) (\partial_y v_1) v_1 \, dy. \]

(3.11)

With $\varepsilon < \frac{1}{4}$, we use $w = \zeta v_1$ and Young’s inequality to write
\[ (1 - \varepsilon)(\partial_y w)^2 \geq \frac{3}{4}(\zeta')^2 (\partial_y v_1)^2 + \frac{3}{4}(\zeta')^2 v_1^2 + \frac{3}{2} \zeta v_1 (\partial_y v_1) \geq \frac{1}{2}(\zeta')^2 v_1^2. \]

This implies
\[ \int_B \left( (\partial_y w)^2 - \frac{1}{2\lambda^2} \operatorname{sech}^2(y/\lambda) w^2 \right) \, dy - \varepsilon \|\partial_y w\|_{L^2_\lambda}^2 \]
\[ \geq \int_B \left( \frac{1}{2} \operatorname{sech}^2(y/\lambda) (\partial_y v_1)^2 - \left( \frac{3}{2} \operatorname{sech}^2(y/\lambda) \tanh^2(y/\lambda) + \frac{1}{2\lambda^2} \operatorname{sech}^4(y/\lambda) \right) v_1^2 \right) \, dy \]
\[ \geq \int_B \left( \frac{1}{2} \operatorname{sech}^2(y/\lambda) (\partial_y v_1)^2 - \frac{3}{2} \operatorname{sech}^2(y/\lambda) v_1^2 \right) \, dy, \]

using $(3/2) \tanh^2(y/\lambda) + 1/(2\lambda^2) \operatorname{sech}^2(y/\lambda) = 3/2 + (1/(2\lambda^2) - 3/2) \operatorname{sech}^2(y/\lambda) \leq 3/2$, since $\lambda^2 > 3$. For the terms with $b$ and $c$, integrating by parts, we have
\[ - \int_B \left( \psi b(\partial_y v_1)^2 + \frac{1}{2} \psi' c v_1^2 \right) \, dy - \int_B \left( \frac{1}{2} \psi' b + \psi c \right) (\partial_y v_1) v_1 \, dy \]
\[ = - \int_B \left( \psi b(\partial_y v_1)^2 - \frac{1}{4} (2\psi c' + (\psi' b') v_1^2 \right) \, dy. \]

Using our assumption (1.6) on $b$ and $c$, we see that $\frac{1}{4}(2\psi c' + (\psi' b') \geq 2 \operatorname{sech}^2(y/\lambda)$, and $-\psi b \geq -\frac{1}{4} \operatorname{sech}^2(y/\lambda)$. The estimate (3.11) now becomes
\[ -\frac{d}{dt} \mathcal{I}(v) \geq \int_B \left( \frac{1}{4} \operatorname{sech}^2(y/\lambda)(\partial_y v_1)^2 + \frac{1}{2} \operatorname{sech}^2(y/\lambda) v_1^2 \right) \, dy - \delta \|v_1\|_{H^1_\lambda}^2 \geq C_1 \|v_1\|_{H^1_\lambda}, \quad (3.12) \]

since $\operatorname{sech}^2(y/\lambda) \gtrsim \operatorname{sech}(y)$. 


Next, we notice that
\[
\frac{d}{dt} \int_{\mathbb{R}} \text{sech}(y)v_1v_2 \, dy = \int_{\mathbb{R}} \text{sech}(y)(v_1^2 + v_1 \partial_tv_2) \, dy
\]
\[
= \int_{\mathbb{R}} \text{sech}(y)[v_1^2 + v_1(\partial_y^2v_1 + b\partial_yv_1 + cv_1 + \mathcal{N}(U, v_1))] \, dy
\]
\[
= \int_{\mathbb{R}} \left[ \text{sech}(y)(v_2^2 - (\partial_yv_1)^2 + v_1\mathcal{N}(U, v_1)) - \text{sech}'(y)v_1\partial_yv_1 \right] \, dy
\]
\[
+ \int_{\mathbb{R}} \text{sech}(y) \left[ b\partial_yv_1 + cv_1^2 \right] \, dy
\]
\[
= \int_{\mathbb{R}} \left[ \text{sech}(y)(v_2^2 - (\partial_yv_1)^2 + v_1\mathcal{N}(U, v_1)) + \frac{1}{2} \text{sech}''(y)v_1^2 \right] \, dy
\]
\[
- \frac{1}{2} \int_{\mathbb{R}} (\text{sech}'(y)b + \text{sech}(y)b' + 2\text{sech}(y)c)v_1^2 \, dy
\]
\[
\geq \|v_2\|^2_{L^2} - \|v_1\|^2_{H^1} + \int_{\mathbb{R}} \left( \text{sech}(y)v_1\mathcal{N}(U, v_1) + \frac{1}{2} \text{sech}''(y)v_1^2 \right) \, dy
\]
\[
- C(\|b\|_{W^{1,\infty}} + \|c\|_{L^\infty})\|v_1\|^2_{H^1},
\]
using |\text{sech}'(y)| = |\text{sech}(y)\tanh(y)| \lesssim |\text{sech}(y)|. To bound the last expression from below, note that |\text{sech}''(y)| = |\text{sech}(y)|\tanh''(y) - \text{sech}''(y)| \lesssim |\text{sech}(y)|. Also, since \mathcal{N}(U, v_1) = F(0) - F'(v_1) = F''(z)v_1 for some |z| \leq |v_1|, we have |v_1\mathcal{N}(U, v_1)| \lesssim v_1^2. We then have
\[
\frac{d}{dt} \int_{\mathbb{R}} \text{sech}(y)v_1v_2 \, dy \geq \|v_2\|^2_{L^2} - C\|v_1\|^2_{H^1},
\]
with C > 0 depending on b and c. Combining this with (3.12), we conclude in the following way: integrate (3.12) from 0 to t_0 and use the assumption that \|v_1\|_{H^1} + \|v_2\|_{L^2} \lesssim \varepsilon to bound \mathcal{I} from above, since \mathcal{I}(v) \lesssim \|v_1\|_{H^1}\|v_2\|_{L^2} \lesssim \varepsilon^2:
\[
\int_{0}^{t_0} \|v_1\|^2_{H^1} \leq -\mathcal{I}(v)(t_0) + \mathcal{I}(v)(0) \lesssim \varepsilon^2.
\]
Sending t_0 \to \infty, we have
\[
\int_{0}^{\infty} \|v_1\|^2_{H^1} \lesssim \varepsilon^2.
\]
Next, we similarly integrate (3.14) from 0 to t_0, use the bound \|v_1\|_{H^1} + \|v_2\|_{L^2} \lesssim \varepsilon to write
\[
\int_{\mathbb{R}} \text{sech}(y)v_1v_2 \, dy \lesssim \|v_1\|_{L^2}\|v_2\|_{L^2} \lesssim \varepsilon^2,
\]
and send t_0 \to \infty:
\[
\int_{0}^{\infty} \|v_2\|^2_{L^2} \, dt \leq \int_{0}^{\infty} \|v_1\|^2_{H^1} \, dt + \varepsilon^2 \lesssim \varepsilon^2,
\]
as claimed. \[\Box\]

The following result, in combination with orbital stability, implies Theorem 1.2. On its own, Theorem 3.6 is a no-breathers theorem ruling out the existence small global solutions that do not vanish as t \to \infty.

**Theorem 3.6.** With F as in Theorem 1.2, for any global solution u(t, y) of (1.2) with
\[
\|u(t)\|^2_{H^1(\mathbb{R})} + \|\partial_tu(t)\|^2_{L^2(\mathbb{R})} \lesssim \varepsilon^2, \quad t \in [0, \infty)
\]
there holds
\[ \lim_{t \to \infty} \left( \|u(t)\|_{H^1(I)} + \|\partial_t u(t)\|_{L^2(I)} \right) = 0, \]
for any bounded interval \( I \subset \mathbb{R} \).

**Proof.** Following the proof of [10] Theorem 1.1, we consider
\[ \|v(t)\|^2_{H^1_x L^2_y} = \int_{\mathbb{R}} \text{sech}(y)[(\partial_y v_1)^2 + v_1^2 + v_2^2] \, dy. \]
Differentiating and using the equation (3.3) satisfied by \((v_1, v_2)\), we have
\[
\frac{d}{dt} \|v(t)\|^2_{H^1_x L^2_y} = 2 \int_{\mathbb{R}} \text{sech}(y)[\partial_y v_1 \partial_y \partial_y v_1 + v_1 \partial_y v_1 + v_2 \partial_y v_2] \, dy
= 2 \int_{\mathbb{R}} \text{sech}(y)[\partial_y v_1 \partial_y v_2 + v_1 v_2 + v_2(\partial_y^2 v_1 + b \partial_y v_1 + cv_1 + \mathcal{N}(U, v_1))] \, dy
= 2 \int_{\mathbb{R}} \text{sech}(y)v_2((1 + c)v_1 + b \partial_y v_1 + \mathcal{N}(U, v_1)) \, dy + \int_{\mathbb{R}} \text{sech}(y) \partial_y(v_2 \partial_y v_1) \, dy
= 2 \int_{\mathbb{R}} \text{sech}(y)v_2((1 + c)v_1 + b \partial_y v_1 + \mathcal{N}(U, v_1)) \, dy - \int_{\mathbb{R}} \text{sech}'(y)v_2 \partial_y v_1 \, dy.
\]
With \( b, c \in L^\infty(\mathbb{R}) \), applying Young’s inequality and \( |\mathcal{N}(U, v_1)| \lesssim v_1 \), we have
\[
\left| \frac{d}{dt} \|v(t)\|^2_{H^1_x L^2_y} \right| \lesssim \int_{\mathbb{R}} \text{sech}(y)[v_1^2 + v_2^2 + (\partial_y v_1)^2] \, dy \leq \|v_1\|^2_{H^1_x} + \|v_2\|^2_{L^2_y}.
\]
By Proposition 3.5 there is a sequence \( t_n \to \infty \) such that \( \|v(t_n)\|^2_{H^1_x L^2_y} \to 0 \). For any \( t \geq 0 \), we can integrate our bound for \( \frac{d}{dt} \|v(t)\|^2_{H^1_x L^2_y} \) from \( t \) to \( t_n \) to obtain
\[
\|v(t_n)\|^2_{H^1_x L^2_y} - \|v(t)\|^2_{H^1_x L^2_y} \lesssim \int_t^{t_n} (\|v_1(t')\|^2_{H^1_x} + \|v_2(t')\|^2_{L^2_y}) \, dt'.
\]
Sending \( n \to \infty \), we obtain
\[
\|v(t)\|^2_{H^1_x L^2_y} \lesssim \int_0^\infty (\|v_1(t')\|^2_{H^1_x} + \|v_2(t')\|^2_{L^2_y}) \, dt'.
\]
Since \( (\|v_1(t')\|^2_{H^1_x} + \|v_2(t')\|^2_{L^2_y}) \) is integrable for large times thanks to Proposition 3.5, we must have \( \|v(t)\|^2_{H^1_x L^2_y} \to 0 \) as \( t \to \infty \), which implies the statement of the theorem. \( \Box \)

Combining Theorem 3.8 with the orbital stability result of Proposition 3.1 implies Theorem 1.2.

Next, we switch to the setting of Theorem 1.3 i.e. \( \xi \neq 0 \), \( F(u) = 1 - \cos u \), and \( U \) the stationary solution guaranteed by Theorem 1.4. We assume the initial data are odd in \( y \), \( b \) is odd, and \( c \) is even.

**Proposition 3.7.** Let \( F, b, \) and \( c \) be as in Theorem 1.3. For any odd \((y)\) global solution \( u(t, y) \) of (1.2) with
\[
\|u(t) - U\|^2_{H^1(\mathbb{R})} + \|\partial_t u(t)\|^2_{L^2(\mathbb{R})} \lesssim \varepsilon^2, \quad t \in [0, \infty)
\]
there holds
\[
\int_0^\infty (\|u(t) - U\|^2_{H^1(\mathbb{R})} + \|\partial_t u(t)\|^2_{L^2(\mathbb{R})} ) \, dt \lesssim \varepsilon^2.
\]
Theorem 3.8. We choose the value $\lambda = 100$, which is not essential, but allows us to borrow some calculations from [26]. Instead of (3.11), we have, using (3.7) (which, as mentioned above, comes from [26, Lemma 2.1]),

$$
\frac{d}{dt} \mathcal{I}(v) \geq \frac{3}{4} \int_{\mathbb{R}} (\partial_y w)^2 \, dy - \varepsilon \| \partial_y w \|_{L^2}^2 - \delta \| v_1 \|_{H^1_y}^2 \\
- \int_{\mathbb{R}} \left( \psi b (\partial_y v_1) + \frac{1}{2} \psi' c v_1^2 \right) \, dy - \int_{\mathbb{R}} \left( \frac{1}{2} \psi' b + \psi c \right) (\partial_y v_1) v_1 \, dy.
$$

(3.15)

We also quote from [26, Formula (2.20)] the estimate

$$
\| \partial_y w \|_{L^2} \gtrsim \| v_1 \|_{H^1_y},
$$

which holds for $\lambda = 100$. With $\varepsilon$ and $\delta$ small enough, we have

$$
\frac{d}{dt} \mathcal{I}(v) \geq C \| v_1 \|_{H^1_y}^2 - \int_{\mathbb{R}} \left( \psi b (\partial_y v_1) - \frac{1}{4} (2 \psi' c' + (\psi' b') v_1^2 \right) \, dy \geq \frac{1}{2} \| v_1 \|_{H^1_y},
$$

by the sign conditions (1.8) on $b$ and $c$. The remainder of the proof proceeds in the same manner as Proposition 3.5.

We now obtain a corresponding result ruling out small, odd breathers. The proof is essentially identical to Theorem 3.6.

Theorem 3.8. With $F$ as in Theorem 1.2, for any odd (in $y$) global solution $u(t, y)$ of (1.2) with

$$
\| u(t, \cdot) - U \|_{H^1(\mathbb{R})}^2 + \| \partial_t u(t, \cdot) \|_{L^2(\mathbb{R})}^2 \lesssim \varepsilon^2, \quad t \in [0, \infty)
$$

there holds

$$
\lim_{t \to \infty} \left( \| u(t) - U \|_{H^1(I)} + \| \partial_t u(t) \|_{L^2(I)} \right) = 0,
$$

for any bounded interval $I \subset \mathbb{R}$.

Theorem 3.8 now follows from Proposition 3.11 and Theorem 3.8.
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