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We give a physical notion to all self-adjoint extensions of the operator $\frac{id}{dx}$ in the finite interval. It appears that these extensions realize different non-unitary equivalent representations of CCR and are related to the momentum operator viewed from different inertial systems. This leads to the generalization of Galilei equivalence principle and gives a new insight into quantum correspondence rule. It is possible to get transformation laws of wave function under Galilei transformation for any scalar potential. This generalizes mass superselection rule. There is also given a new and general interpretation of a momentum representation of wave function. It appears that consistent treatment of this problem leads to the time-dependent interactions and to the abrupt switching-off of the interaction.
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I. INTRODUCTION

A square well potential, although this is the simplest analytically solvable quantum model, can be used as a tool to investigate more involved quantum peculiarities. It was used recently for such different phenomena as quantum fractals [1, 2], quantum chaos [3] or wave-function revivals [4, 5]. It can also be used as an approximation to experimentally realized semiconductor quantum well lasers or micromaser cavities with atomic rubidium [6, 7].

Schrödinger equation with a square well potential can also be considered as a model of a quantum squash. An infinite well corresponds to perfectly rigid and perfectly resistant side walls. A finite square well potential corresponds to perfectly rigid but not perfectly resistant side walls — a high energy squash ball breaks through the wall. A physicist is here like a passive player. He or she (=(s)he) can use a racket only as a measurement apparatus — to register the energy or the momentum of the ball.

A simplicity of the model may be misleading. A closer inspection (see e.g. [8, 9, 10]) shows that the infinite potential well has mathematical traps which, when neglected, lead to contradictions or misinterpreted results.

The aim of this paper is to study physical consequences of different self-adjoint extensions of the “momentum” operator for a quantum squash. The “momentum” means here the differential operator $-i\hbar\nabla$. In the case of square integrable functions on $\mathbb{R}^n$, ($n = 1, 2, 3$) this operator is self-adjoint — so it is interpreted as the momentum operator. A situation is much more involved for a particle in a box. There are infinitely many self-adjoint extensions of the “momentum” operator. Different extensions correspond to different boundary conditions of functions from the domain of the operator and they have different spectra. A question arises which of these extensions is the physical momentum operator and what are physical notions of other self-adjoint extensions of the operator $-i\hbar\nabla$?

It will be shown that all those self-adjoint extensions have physical meanings. They are closely related to the Galilei transformed reference frames moving with different velocities with respect to the primary frame. The primary frame is chosen as the frame with a time-independent potential. This means that our squash play does not move on the squash field. When (s)he changes this passive strategy and starts to run (with a constant velocity of course) then (s)he observes shifted momenta of the squash ball. This picture is in a perfect agreement with a physical “classical” intuition. It appears also that when (s)he solves corresponding Schrödinger equation then a transformed wave function behaves according to projective representations of the Galilei group.

A rôle of projective representations of the Galilei group is well established since long [11, 12, 13, 14, 15, 16]. All results were then obtained with Galilei-invariant potentials. For one particle this was equivalent to a free-particle case. It appears that basic results, the Bargmann superselection rule including, can be reproduced for any potential.

Finally, we are going to clarify the momentum representation puzzle. Let us consider a squash player confined to the finite region bounded by perfectly rigid and perfectly resistant side walls. For the player this squash-room...
is like a finite Universe. The spectrum of the momentum operator is discrete in this Universe. Since according to basic rules of quantum mechanics the only possible results of the momentum measurement are eigenvalues of the corresponding observable the momentum distribution should be discrete one. However, there is a common procedure (see e.g. [17, 18]) to take the Fourier integral transform of the wave function. This Fourier transform is interpreted as the momentum representation. This inconsistency was also observed in [8] but authors didn’t push the problem further.

One can show that both momentum representations have well established physical interpretations, although both describe different physical situations. The Fourier integral transformation of the wave function is simply related to the abrupt switch-off of the potential. As the infinite square well potential can be used as a model for the perfect squash so the Fourier integral of the harmonic oscillator wave function can be used for the quantum sling theory.

We begin by consideration of the notion of momentum distributions. It appears that a momentum distribution of the wave function understood as a Fourier transform is directly related to the solution of Schrödinger equation with a time-dependent interaction. The Fourier transform \( \Phi(p, t) \) of the wave function \( \Psi(r, t) \) is the probability amplitude to measure at time \( t > 0 \) the momentum \( p \) when an interaction was turned off at \( t = 0 \). This gives also a new insight into David-Goliath fight, as is presented in Section II B.

In Section III some necessary mathematical preliminaries are given. These are related to self-adjoint extensions of differential operators \( id/dx \) and \( d^2/dx^2 \). This material does not pretend to give a new insight into the problem, but collects some mathematical facts not always known to the physical community. An analysis of stationary solutions of the infinite square well potential is given as an example in Section III A.

Section IV deals with a physical interpretation of self-adjoint extensions of the operator \( -id/dx \) in the Hilbert space of square integrable functions on a finite interval. First an analysis of the notion of the quantum momentum observable is performed. An operator can be identified with the physical momentum only if it transformsunder Galilei transformation similarly to the classical momentum. This assumption allows to add physics to all self-adjoint extensions of the operator \( -id/dx \). These extensions correspond to momenta seen by moving observers from different inertial systems. It will be shown that those different extensions realize different non-unitary equivalent representations of Canonical Commutation Relations.

A natural problem which arises at that moment is to find how different moving observers see quantum mechanics from their systems. It is well known since papers of Bargmann, Inönü and Wigner [11, 12] that free Schrödinger equation is Galilei invariant provided that wave function transforms under a projective representation of the Galilei group. Section V deals with this problem and generalizes a concept of Galilean covariance to any scalar potential. Now, a problem of the momentum distribution is reexamined. Solutions of the infinite potential well are taken as examples. It appears that momentum distributions are more tricky as it seemed before. In particular, a mathematical identity

\[
\sin x = \frac{1}{2i}(e^{ix} - e^{-ix})
\]

is not so obvious in a quantum word. This is explained in Section V C.

Final conclusions are given in Section VI.

II. MOMENTUM DISTRIBUTIONS

It is a common knowledge that there is the discrete energy spectrum of a quantum particle placed in an infinite square well potential. A one-dimensional potential of the form

\[
U(x) = \begin{cases}
0, & \text{for } 0 \leq x \leq a, \\
\infty, & \text{for } x \text{ everywhere else},
\end{cases}
\]

with boundary conditions

\[
\psi(0) = \psi(a) = 0,
\]

leads to the solutions

\[
\psi_N(x) = \begin{cases}
\sqrt{\frac{2}{a}} \sin \frac{N\pi}{a} x, & \text{for } 0 \leq x \leq a, \\
0, & \text{for } x \text{ everywhere else},
\end{cases}
\]

where \( N \) is an arbitrary positive integer.
Finite Size Universe or Perfect Squash Problem v.2

Corresponding energy levels are

\[ E_N = \frac{\pi^2 \hbar^2}{2ma^2 N^2}. \]  

(4)

Let us consider the Fourier integral of the wave function

\[ \tilde{\psi}_N(k) = \frac{1}{\sqrt{2\pi}} \int_0^a dx \psi_N(x) e^{-ikx}. \]  

(5)

One gets

\[ \tilde{\psi}_N(k) = -\sqrt{\frac{\pi a}{2}} \frac{2N}{a^2 k^2 - N^2 \pi^2} e^{-\frac{iak}{2}} \left\{ \begin{array}{ll} \sin \frac{2N}{a} k, & \text{for } N \text{ even,} \\ \cos \frac{2N}{a} k, & \text{for } N \text{ odd.} \end{array} \right. \]  

(6)

This mathematical expression is usually (see e.g. [17, 18] and a lot of other textbooks) interpreted as the physical momentum (with \( p = \hbar k \)) representation of the wave function. According to such an interpretation the probability distribution of the measurement of the momentum yielding a result between \( p \) and \( p + dp \) is

\[ P_N(p) = \frac{4\pi a h^3 N^2}{(a^2 p^2 - h^2 N^2 \pi^2)^2} \left\{ \begin{array}{ll} \sin^2 \frac{2N}{a} p, & \text{for } N \text{ even,} \\ \cos^2 \frac{2N}{a} p, & \text{for } N \text{ odd.} \end{array} \right. \]  

(7)

This gives an average value of the momentum equal to zero, and an average value of the squared momentum is

\[ \langle p^2 \rangle_N = \int_{-\infty}^{+\infty} dp \, p^2 P_N(p) = \frac{N^2 \pi^2 \hbar^2}{a^2}. \]  

(8)

This is in agreement (in an average) with (4). This is, however, not an answer for the question about the squash ball momentum. Besides that, there is a question about the energy conservation: how is it possible to get any value of the momentum in the state with a given value of the energy (4)?

For the player in his/her finite Universe \( 0 \leq x \leq a \) the only allowed values of a momentum are those which are eigenvalues of the corresponding self-adjoint observable. Using the trivial identity

\[ \psi_N(x) = \sqrt{\frac{2}{a}} \sin \frac{N \pi}{a} x = \frac{1}{2i} \sqrt{\frac{2}{a}} \left( e^{i\frac{N \pi}{a} x} - e^{-i\frac{N \pi}{a} x} \right), \]  

(9)

one gets a simple conclusion that allowed values of momenta are \( \pm \frac{N \pi \hbar}{a} \). This is of course in a perfect agreement (not only in an average) with (4).

Such kind of contradictions led recently to conclusion [8] that the Fourier integral “is just a mathematically equivalent version of the same object, not the momentum representation wave function.”

As we’ll see later, the using of Eq. (9) as a plane waves superposition is an oversimplification of the problem. There is, however, a surprisingly simple answer to a question about the physical notion of Eq. (6).

A. General momentum distribution

Let us consider a time-dependent hamiltonian

\[ \hat{H} = \begin{cases} -\frac{\hbar^2}{2m} \Delta + U(\vec{r}), & \text{for } t \leq 0, \\ -\frac{\hbar^2}{2m} \Delta, & \text{for } t > 0. \end{cases} \]  

(10)

Let \( \psi \) be any solution of the Schrödinger equation

\[ i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \psi + U(\vec{r}) \psi. \]

A general form of the free Schrödinger equation is a wave packet

\[ \int d^3 \bar{p} \, g(\bar{p}) e^{-i\sum_{\alpha} \frac{p_{\alpha}^2}{2m}} e^{i\vec{p} \cdot \vec{r}}. \]
A function
\[
\Psi(\vec{r}, t) = \begin{cases} 
\psi(\vec{r}, t), & \text{for } t \leq 0, \\
\int d^3 p \, g(\vec{p}) \, e^{-i \frac{p^2}{2m} t} e^{i \vec{p} \cdot \vec{r}}, & \text{for } t > 0.
\end{cases}
\]
(11)
is a solution of the Schrödinger equation
\[
i\hbar \frac{\partial \Psi}{\partial t} = \hat{H} \Psi,
\]
and the wave function \( \Psi(\vec{r}, t) \) is continuous at \( t = 0 \). This continuity condition gives
\[
\psi(\vec{r}, 0) = \int d^3 p \, g(\vec{p}) \, e^{i \frac{p \cdot \vec{r}}{\hbar}}.
\]
(12)
If a function \( \psi \) is a stationary solution then
\[
\psi_E(\vec{r}, t) = \phi_E(\vec{r}) \, e^{-i \frac{E}{\hbar} t},
\]
with \( \phi_E \) satisfying a stationary Schrödinger equation
\[
-\frac{\hbar^2}{2m} \Delta \phi_E + U(\vec{r}) \phi_E = E \phi_E.
\]
Eq. (12) gives now
\[
\phi_E(\vec{r}) = \int d^3 p \, g(\vec{p}) \, e^{i \frac{p \cdot \vec{r}}{\hbar}}.
\]
(13)
So we have got a general interpretation of the Fourier transform of a wave function. This gives the momentum distribution of a particle which was influenced by a potential and at time \( t = 0 \) was suddenly freed. There is no question here about the energy conservation because of the time-dependency of the hamiltonian (10).

Let us take as an example a well known Biblical story

B. How Goliath was defeated by David

David’s sling can be considered as a two-dimensional quantum rotator with a potential
\[
U(\vec{r}) = \frac{1}{2} m \omega^2 (x^2 + y^2).
\]
Stationary solutions corresponding to the energy
\[
E_{n_1, n_2} = \hbar \omega (n_1 + n_2 + 1),
\]
are given by
\[
\phi_{n_1, n_2}(x, y) = C_{n_1, n_2} e^{-\frac{m \omega}{\hbar} (x^2 + y^2)} H_{n_1} \left( x \sqrt{\frac{m \omega}{\hbar}} \right) H_{n_2} \left( y \sqrt{\frac{m \omega}{\hbar}} \right).
\]
(14)
If Goliath were hit directly by a stone still on a cord then he would absorb an impact energy \( E_{n_1, n_2} \). But if a stone was freed from the sling then its momentum distribution was given by the Fourier transform of the function (14). So the probability distribution to have a stone with a momentum between \( p \) and \( p + dp \) is proportional to
\[
e^{-\frac{p_x^2 + p_y^2}{m \omega \hbar}} \left( \frac{p_x}{\sqrt{m \omega \hbar}} \right)^2 H_{n_1}^2 \left( \frac{p_x}{\sqrt{m \omega \hbar}} \right) \left( \frac{p_y}{\sqrt{m \omega \hbar}} \right)^2.
\]
(15)
The corresponding impact energy is \( \frac{p^2}{2m} \), in general different from \( E_{n_1, n_2} \). It is easy to check that it is more probable to get the impact energy lower than \( E_{n_1, n_2} \). However there is finite, although exponentially decreasing probability, that a high momentum stone would be thrown. One should notice that such an effect is impossible for a classical (i.e. not-quantum) sling. An exponentially small probability was not a problem in the considered case taking into account David’s Protector. The crucial point was here a quantum nature of the sling.
III. MATHEMATICAL PRELIMINARIES

A cornerstone of quantum mechanics is a precise mathematical interpretation to the notion of observables. To each observable there corresponds a self-adjoint operator in the Hilbert state $\[19\]$. For unbounded symmetric operators there was a nontrivial problem to find all self-adjoint extensions but it was solved long ago $\[20, 21, 22\]$. To give a careful mathematical definition of operators related to observables it is not a matter of a mathematical pedantry. Even in the simplest case of one dimensional infinite square well a lack of precision leads to obvious paradoxes $\[9\]$.

Let us consider a differential operator $-i\frac{d}{dx}$ in the Hilbert space $L^2(0,a)$. Since:

$$\int_0^a dx f\frac{dg}{dx} = \bar{f}g|_0^a - \int_0^a dx \frac{df}{dx}g,$$

there are infinitely many self-adjoint extensions of the operator $-i d/dx$. These extensions are parameterized by a continuous parameter $\sigma \in [0, 2\pi)$ and are defined on domains $D_\sigma = \{ f: f(a) = e^{i\sigma}f(0) \}$. (16)

Corresponding eigenvalues are

$$\lambda^{(\sigma)}_n = \frac{\sigma}{a} + \frac{2\pi n}{a},$$

and normalized eigenfunctions

$$f^{(\sigma)}_n(x) = \begin{cases} \frac{1}{\sqrt{a}} e^{i\frac{\sigma}{2\pi}x}, & \text{for } 0 \leq x \leq a \\ 0, & \text{for } x \text{ everywhere else} \end{cases}$$

(18)

where $n = 0, \pm 1, \pm 2 \ldots$

Self-adjoint operators

$$\hat{p}(\sigma) = -i\hbar \frac{d}{dx},$$

defined on the domains $D_\sigma$ will henceforth be called $\sigma$-momentum operator. Standard solutions of the infinite potential well take as the “physical momentum” the operator $\hat{p}(0)$ and other extensions are simply rejected. We are going to show that other $\sigma$-momenta have also well established physical meaning.

To consider the energy operator one should look for a self-adjoint extension of the operator $d^2/dx^2$. Here the situation is more involved. It was shown $\[23, 24\]$ that domains of self-adjoint extensions are given by a set of boundary conditions

$$\begin{align*}
\alpha_{11} f(0) + \beta_{11} f(a) - \alpha_{12} f'(0) - \beta_{12} f'(a) &= 0, \\
\alpha_{21} f(0) + \beta_{21} f(a) - \alpha_{22} f'(0) - \beta_{22} f'(a) &= 0,
\end{align*}$$

(19a, 19b)

with coefficients $\alpha_{ij}$ and $\beta_{kl}$ satisfying

$$\begin{align*}
\alpha_{11}\delta_{12} - \alpha_{12}\delta_{11} &= \beta_{11}\delta_{12} - \beta_{12}\delta_{11}, \\
\alpha_{21}\delta_{22} - \alpha_{22}\delta_{21} &= \beta_{21}\delta_{22} - \beta_{22}\delta_{21}.
\end{align*}$$

(20a, 20b)

In the case of the infinite potential well $\[11\]$ a natural choice is to impose on the wave functions boundary conditions

$$f(0) = f(a) = 0,$$

(21a)

which are consistent with the continuity of the wave function. This choice corresponds to coefficients $\alpha_{ij}$ and $\beta_{kl}$

$$\begin{align*}
\alpha_{11} &= 1, & \beta_{11} &= -1, & \alpha_{12} &= 0, & \beta_{12} &= 0, \\
\alpha_{21} &= 1, & \alpha_{22} &= 0, & \beta_{21} &= 0, & \beta_{22} &= 0.
\end{align*}$$

(21b, 21c)
This means that functions satisfying boundary conditions form a domain \( D_{\Pi} \) of the self-adjoint extension of the operator \( d^2/dx^2 \). In the case of a particle on a circle a natural choice is to impose on the wave functions boundary conditions

\[
f(0) = f(a), \quad f'(0) = f'(a). \tag{22a}
\]

This choice corresponds to coefficients \( \alpha_{ij} \) and \( \beta_{kl} \)

\[
\begin{align*}
\alpha_{11} &= 1, & \beta_{11} &= -1, & \alpha_{12} &= 0, & \beta_{12} &= 0, \\
\alpha_{21} &= 0, & \alpha_{22} &= 1, & \beta_{21} &= 0, & \beta_{22} &= -1. 
\end{align*}
\tag{22b}\tag{22c}
\]

It is remarkable that the intersection of all admissible domains of \( \sigma \)-momenta is

\[
\bigcap_{\sigma} D_{\sigma} = \{ f : f(a) = f(b) = 0 \} = D_{\Pi}. \tag{23}
\]

This property makes the extension exceptional, at least from the point of view of momentum operators. A kinetic term \( d^2/dx^2 \) with this domain is well defined in (not on!) domains of all \( \sigma \)-momenta.

\( D_{\Pi} \) is a dense set in the Hilbert space \( L_2(0, a) \) as the domain of a self-adjoint operator. This set is too small, however, to define on it a self-adjoint extension of the operator \( id/dx \). But the property together with the general theorem allows to write

**Theorem.** Any function from the domain of a self-adjoint operator \( A \) can be expanded in an uniformly convergent series of eigenfunctions of this operator.

**Corollary 1.** Any energy eigenfunction can be expanded in an uniformly convergent series of eigenfunctions of any \( \sigma \)-momentum.

We have also

**Corollary 2.** \( \sigma \)-momentum eigenfunctions cannot be represented as uniformly convergent series of energy eigenfunctions.

Both corollaries can be stated as follows

*In the infinite potential well \( \sigma \)-momentum representations of stationary states are always uniformly convergent. Energy representations of \( \sigma \)-momentum eigenfunctions are not uniformly convergent."

Let us make a mathematical exercise to calculate

**A. \( \sigma \)-momentum representation of stationary states**

We have

\[
\sqrt{\frac{2}{a}} \sin \frac{N\pi x}{a} = e^{i\pi x} \frac{1}{\sqrt{a}} \sum_{n=-\infty}^{+\infty} c_n(\sigma)e^{i\frac{2\pi n}{a} x}. \tag{24}
\]

Coefficients \( c_n(\sigma) \) are given here as

\[
\frac{\sqrt{2}}{a} \int_0^a dx e^{-i\frac{\pi x}{a} + \frac{2\pi n}{a} x} \sin \frac{\pi N x}{a} = \pi N \sqrt{2} \frac{e^{-i\sigma}(-1)^N - 1}{(\sigma + 2\pi n)^2 - \pi^2 N^2}. \tag{25}
\]

It is convenient to discuss cases of even and odd \( N \) separately.

If \( N = 2r \) we can write

\[
c_n(\sigma) = -4i\pi r \sqrt{2} e^{-i\frac{\sigma}{2}} \frac{\sin \frac{\pi}{2}}{(\sigma + 2\pi n)^2 - 4\pi^2 r^2}, \tag{26}
\]
A special care is needed when the nominator of this expression is equal to zero. For \( \sigma = 0 \) one gets then

\[
c_n(0) = \frac{1}{i\sqrt{2}} \begin{cases} 
1, & \text{for } n = r, \\
-1, & \text{for } n = -r, \\
0, & \text{in other cases}.
\end{cases}
\]  

(27)

After substitution to Eq. (24) this gives a consistency check

\[
\psi_{2r}(x) = \frac{1}{2i} \sqrt{\frac{2}{a}} \left( e^{i \frac{2\pi n}{a} x} - e^{-i \frac{2\pi n}{a} x} \right).
\]  

(28)

For nonzero \( \sigma \) we have

\[
\psi_{2r}(x) = -4\pi i r \sqrt{\frac{2}{a}} e^{-i \frac{\pi}{4}} e^{i \frac{\pi}{2} x} \sin \frac{\sigma}{2} \sum_{n=-\infty}^{+\infty} \frac{e^{i \frac{2\pi n}{a} x}}{(\sigma + 2\pi n)^2 - \pi^2 (2r + 1)^2}.
\]  

(29)

If \( N = 2r + 1 \) we can write Eq. (25) as

\[
c_n(\sigma) = -2\pi(2r + 1) \sqrt{\frac{2}{a}} e^{-i \frac{\pi}{4}} e^{i \frac{\pi}{2} x} \cos \frac{\sigma}{2} \sum_{n=-\infty}^{+\infty} \frac{e^{i \frac{2\pi n}{a} x}}{(\sigma + 2\pi n)^2 - \pi^2 (2r + 1)^2}.
\]  

(30)

For \( \sigma = \pi \) one gets similarly like in Eqs (27)

\[
c_n(\pi) = \frac{1}{i\sqrt{2}} \begin{cases} 
1, & \text{for } n = r, \\
-1, & \text{for } n = -r - 1, \\
0, & \text{in other cases}.
\end{cases}
\]  

(31)

This gives, similarly like in Eq. (28),

\[
\psi_{2r+1}(x) = \frac{1}{2i} \sqrt{\frac{2}{a}} \left( e^{i \frac{2\pi n}{a} x} - e^{-i \frac{2\pi n}{a} x} \right).
\]  

(32)

For \( \sigma \neq \pi \) we have

\[
\psi_{2r+1}(x) = -2\pi(2r + 1) \sqrt{\frac{2}{a}} e^{-i \frac{\pi}{4}} e^{i \frac{\pi}{2} x} \cos \frac{\sigma}{2} \sum_{n=-\infty}^{+\infty} \frac{e^{i \frac{2\pi n}{a} x}}{(\sigma + 2\pi n)^2 - \pi^2 (2r + 1)^2}.
\]  

(33)

All these mathematical expansions from Eqs (28), (29), (32), and (33) would have physical meaning with a satisfactory physical interpretation of \( \sigma \)-momenta. This will be done in the next section. It should be now noted that the choice \( \sigma = 0 \) gives expansions of the potential well stationary states into momentum eigenfunctions. The momentum spectrum is given then by Eq. (17) with \( \sigma = 0 \). An elusively simple equation (9) is not always a momentum expansion because \( N\pi/a \) are allowed momenta only for even \( N \). Only in such cases a stationary state can be visualized as the superposition of two waves with opposite momenta. For odd \( N \) the momentum expansion is

\[
\psi_{2r+1}(x) = -2\pi(2r + 1) \sqrt{\frac{2}{a}} e^{-i \frac{\pi}{4}} e^{i \frac{\pi}{2} x} \sum_{n=-\infty}^{+\infty} \frac{e^{i \frac{2\pi n}{a} x}}{4\pi^2 n^2 - \pi^2 (2r + 1)^2},
\]  

(34)

with a much richer structure.

More detailed analysis of this problem will be performed in Section V C.

**IV. MOMENTUM SEEN FROM THE MOVING REFERENCE FRAME**

We are going to find physical meaning of different self-adjoint extensions of the operator \(-id/dx\). It is a standard procedure to identify this operator with the translation generator. It is not enough, however, to relate this to the physical momentum. The same differential operator can be also related to a component of the angular momentum even for the same boundary conditions.
Let us consider as an example the operator $-i\hbar d/dx$ in the Hilbert space $L^2(0,2\pi)$ defined on the domain

$$D_0 = \{ f : f(2\pi) = f(0) \}.$$  

A spectrum of this operator

$$\lambda_n^{(0)} = n\hbar ,$$

and normalized eigenfunctions

$$f_n^{(0)}(x) = \frac{1}{\sqrt{2\pi}} e^{inx},$$

are the same both for the momentum in the interval $(0,2\pi)$ as for the third component of the angular momentum when the variable $x \in (0,2\pi)$ is interpreted as an angular variable.

To get a momentum operator proper transformation properties are needed, specific for the corresponding classical variable. Let us consider two coordinate systems $O(x,t)$ and $O'(\zeta,\tau)$ related by the Galilei transformation

$$x = \zeta + V \tau ; \quad t = \tau .$$

The following discussion is based on the “passive point of view” when the same system is observed by different observers $A$ in $O$ and $A'$ in $O'$ having different relations to the system.

Let $-i\hbar d/dx$ be a momentum operator in the system $O$ and let $f_\lambda$ be an eigenfunction of the momentum operator associated with the eigenvalue $\lambda$. The momentum operator should fulfill the following conditions:

1. a momentum operator has the same structure in all inertial systems i.e.

$$-i\hbar d/d\zeta$$

is a momentum operator in the coordinate system $O'$,  

2. a physical state with a defined momentum in one inertial system has a definite momentum in any inertial system i.e.

$$f_\lambda$$

is transformed into $\tilde{f}_\lambda$:

$$-i\hbar \frac{d}{d\zeta} f_\lambda = \tilde{\lambda} \tilde{f}_\lambda ,$$

3. eigenvalues of the momentum operator transform under the Galilei transformation like their classical counterparts i.e.

$$\tilde{\lambda} = \lambda - mV .$$

We make an ansatz

$$\tilde{f}_\lambda(\zeta,\tau) = e^{ig(\zeta,\tau)} f(\zeta + V \tau) .$$

This gives

$$-i\hbar \frac{d}{d\zeta} = h \frac{dg}{d\zeta} e^{ig} f - ihe^{ig} \frac{df_\lambda}{dx}$$

$$= h \frac{dg}{d\zeta} f + \lambda \tilde{f} = \tilde{\lambda} \tilde{f} .$$

The correspondence rule gives

$$h \frac{dg}{d\zeta} + \lambda = \lambda - mV .$$

A general solution has a form

$$g(\zeta,\tau) = -\frac{mV}{h} \zeta + T(\tau) ,$$
where $T$ is an arbitrary function of the variable $\tau$.

Starting from the consistency conditions (39) we have obtained a general transformation rule for momentum eigenfunctions under the Galilei transformation

$$\tilde{f}_\lambda(\zeta, \tau) = e^{-i\left(\frac{mV}{\hbar}\zeta - T(\tau)\right)} f_\lambda(\zeta + V\tau).$$

Because of properties of self-adjoint operators this rule gives transformation rules for any vector from the Hilbert space.

If the momentum operator has a point spectrum, then its eigenfunctions form a base in a Hilbert space. This is a case for the $L^2_{(0,a)}$ space. Any element $u$ of this space can be expanded as

$$u(x) = \sum_\lambda c_\lambda \tilde{f}_\lambda(x).$$

(45)

It follows from this that an observer from the Galilei transformed reference frame (38) sees this vector as

$$\tilde{u}(\zeta, \tau) = e^{-i\left(\frac{mV}{\hbar}\zeta - T(\tau)\right)} \sum_\lambda c_\lambda f_\lambda(\zeta + V\tau).$$

(46)

A function $T$ is fixed by subsidiary conditions fulfilled by the function $u$. It will be shown in Section V that for one particle Schrödinger equation a function $T(\tau)$ has a form $-mV^2 \tau/2$.

A result (46) can be easily generalized to the case of a continuous spectrum of the momentum operator. That is a standard mathematical procedure [21, 22, 26] equivalent to the replacement of the sum in Eq. (45) by the Fourier integral.

For the moment we restrict ourselves to

### A. Momentum inside the infinite potential well

The momentum observable “at rest” is $-i\hbar d/dx$ with the domain

$$D_0 = \{ f : f(a) = f(0) \}.$$

(47)

Boundary conditions in the moving reference frame $O'(\zeta, \tau)$ are given at points $\zeta = -V\tau$ and $\zeta = -V\tau + a$. Using transformations rules given by Eqs (41) and (43) one gets the boundary conditions for the function $\tilde{f}$

$$\tilde{f}(-V\tau + a, \tau) = e^{-i\frac{mV}{\hbar}a} \tilde{f}(-V\tau, \tau).$$

(48)

This gives us a direct interpretation of $\sigma$-momenta:

$$\sigma$$-momentum it is the momentum observable measured by the observer moving with a velocity $V$ such that

$$\sigma = -\frac{mV}{\hbar}a \mod 2\pi.$$

(49)

To make the $\sigma$-momentum a real quantum mechanical momentum one should check the validity of Canonical Commutation Relations (CCR) of a momentum and a position operator in our system. In general, a problem of CCR on the finite interval is far from being obvious [27]. As opposed to the entire real line case where both position $\hat{X}$ and momentum $\hat{P}$ operators are unbounded, here the operator $\hat{X}$ is bounded in the Hilbert space $L_2(0,a)$ whereas the operator $\hat{P} = -i\hbar \partial$ is unbounded. This leads to technical troubles related to the domain $D([\hat{X}, \hat{P}])$ of the commutator $[\hat{X}, \hat{P}]$. The domain where CCR are fulfilled is

$$D(\hat{P}\hat{X}) \cap D(\hat{X}\hat{P}),$$

(50)

where $D(\hat{P}\hat{X})$ and $D(\hat{X}\hat{P})$ are domains of operator products $\hat{P}\hat{X}$ and $\hat{X}\hat{P}$ correspondingly.

The domain $D(\hat{P}\hat{X})$ is

$$D(\hat{P}\hat{X}) = \{ f : (\hat{X}f) \in D(\hat{P}) \},$$

(51)
and the domain of the product $\hat{X}\hat{P}$ is equal here to the domain of the momentum operator because of the boundedness of the position operator.

For the $\sigma$-momentum $\hat{p}_\sigma$ the domain $D_\sigma$ is given by (11). Then
\[ D([\hat{X}, \hat{p}_\sigma]) = \{ f : (\hat{X} f)(a) = e^{\sigma} (\hat{X} f)(0) \} \cap \{ f : f(a) = e^{\sigma} f(0) \} = \{ f : f(a) = f(b) = 0 \}. \] (52)

So CCR are realized on the dense domain in $L^2(0, a)$. This domain does not depend on the $\sigma$-realization of the momentum operator and coincides with the domain $D_\Pi$ of the energy operator.

Different $\sigma$-momenta, as corresponding to unitary non-equivalent projective representation of the Galilei group, correspond to different unitary non-equivalent representations of CCR although all are realized on the same dense domain $D_\Pi$.

Coming back to our quantum squash model: a player running with the velocity $V$ sees a squash ball having $\sigma$-momentum $\sigma$ is given here by Eq. (19). H(is)er momentum eigenfunctions take on the form
\[ \tilde{f}_n(\zeta, \tau) = e^{-i\frac{\pi n}{a}} e^{i\frac{\pi n}{a} (\zeta + V \tau)} = e^{\frac{\pi n}{a} (-mV) \zeta} e^{i\frac{\pi n}{a} V \tau}. \] (53)

It is also interesting to look for solutions of the infinite potential well observed by a running player. This will be the subject of the next section.

V. SCHRODINGER EQUATION SEEN FROM THE MOVING REFERENCE FRAME

Let us consider a particle subjected to the influence of a time-dependent potential $U$. In the coordinate system $O(x, t)$ the Schrödinger equation takes on the form
\[ i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \Psi}{\partial x^2} + U(x, t) \Psi. \] (54)

This equation is obviously not Galilei-invariant unless the potential is a trivial constant. A typical procedure is to investigate physical consequences of the symmetry group starting from the symmetry-invariant equations. In the case of the Galilei (or Poincaré) group this leads to a free particle wave function realizing a unitary representation of the group. For the Galilei group and the Schrödinger equation one gets [11, 12, 13, 14] that only nontrivial projective representations are physical realizations of the symmetry.

We are going to consider a more general approach based on the equivalence of all inertial coordinate systems. This Galilean equivalence principle demands that all laws of physics take the same form in different frames connected by the Galilei (or Poincaré for relativistic theory) transformations. We derive from the postulates that “the Galilei transformation is true” and “the Schrödinger equation is true” the transformation law of wave function for any scalar potential. So we do, what Galilei would do, “if Galilei had know quantum mechanics” [23].

An observer in the reference frame $O'(\zeta, \tau)$ sees the potential $U$ as
\[ \tilde{U}(\zeta, \tau) = U(\zeta + V \tau, \tau). \] (55)

It is assumed here that the potential is a scalar with respect to the Galilei transformation [33]. The equivalence principle demands that a wave function $\tilde{\Psi}(\zeta, \tau)$ viewed by an observer $A'$ in the coordinate system $O'$ satisfies the Schrödinger equation
\[ i\hbar \frac{\partial \tilde{\Psi}}{\partial \tau} = -\frac{\hbar^2}{2m} \frac{\partial^2 \tilde{\Psi}}{\partial \zeta^2} + \tilde{U}(\zeta, \tau) \tilde{\Psi}. \] (56)

An ansatz
\[ \tilde{\Psi}(\zeta, \tau) = e^{iu(\zeta, \tau)} \Psi(\zeta + V \tau, t), \] (57)
gives
\[ \frac{\partial \tilde{\Psi}}{\partial \tau} = ie^{iu} \frac{\partial \Psi}{\partial \tau} + e^{iu} \frac{\partial^2 \Psi}{\partial \zeta^2} V + e^{iu} \frac{\partial \Psi}{\partial \zeta}, \]
\[ \frac{\partial \tilde{\Psi}}{\partial \zeta} = ie^{iu} \frac{\partial \Psi}{\partial \zeta} + e^{iu} \frac{\partial^2 \Psi}{\partial \zeta^2} V, \]
\[ \frac{\partial^2 \tilde{\Psi}}{\partial \zeta^2} = ie^{iu} \frac{\partial^2 \Psi}{\partial \zeta^2} V - e^{iu} \left( \frac{\partial \Psi}{\partial \zeta} \right)^2 + 2ie^{iu} \frac{\partial \Psi}{\partial \zeta} \frac{\partial \Psi}{\partial \zeta} + e^{iu} \frac{\partial^2 \Psi}{\partial \zeta^2}. \]
We see that Eq. (56) is fulfilled if
\[ i\hbar \frac{\partial \Psi}{\partial x} V = -\frac{\hbar^2}{2m} 2i \frac{\partial u}{\partial \zeta} \frac{\partial \Psi}{\partial x}, \] (58a)
and
\[ -\hbar \frac{\partial u}{\partial \tau} = \frac{\hbar^2}{2m} \frac{m^2}{\hbar^2} V^2. \] (58b)

A solution of Eqs (58) takes on the form
\[ u(\zeta, \tau) = -\frac{m}{\hbar} V \zeta - \frac{mV^2}{2\hbar} \tau + C(V). \] (59)

So wave functions in different inertial reference frames connected by the Galilei transformation (38) are connected (up to the constant phase factor \( e^{iC} \)) by the relation
\[ \tilde{\Psi}(\zeta, \tau) = e^{-\frac{i}{\hbar}(mV \zeta + \frac{mV^2}{2\hbar})} \Psi(x, t). \] (60)

We have got the same factor as obtained by Bargmann [12] for a free Schrödinger particle subjected to the Galilei transformation. This factor leads to the mass-superselection rule what is mathematically due to the fact that projective (ray) representations of the Galilei group are not unitary equivalent to the usual representations [13].

### A. Stationary states seen from the moving reference frame

Let us consider now a particle in a static potential \( U(x) \) described by a stationary wave function
\[ \Psi_n(x, t) = \psi_n(x) e^{-\frac{i}{\hbar} E_n t}, \] (61)
\[ -\frac{\hbar^2}{2m} \frac{d^2 \psi_n}{dx^2} + U(x) \psi_n(x) = E_n \psi_n(x). \] (62)

According to the general rule (60), this state when viewed by a moving observer from the reference frame \( O'(\zeta, \tau) \) is described by a wave function
\[ \tilde{\Psi}_n(\zeta, \tau) = e^{-\frac{i}{\hbar}(mV \zeta + \frac{mV^2}{2\hbar})} \psi_n(x, t). \] (63)

One should note that this is not an energy eigenstate. This follows, at least formally, from the fact that Galilei transformed potential \( \tilde{U}(\zeta, \tau) \) is now time dependent. The energy, however, is still conserved. To check this let us calculate an average value of the energy for the state described by the wave function (63). It is given as
\[ \langle E \rangle_n = i\hbar \int d\zeta \bar{\tilde{\Psi}}_n^*(\zeta, \tau) \frac{\partial}{\partial \tau} \tilde{\Psi}_n(\zeta, \tau). \] (64)

Taking into account that solutions of Eq. (62) are real one obtains then
\[ \langle E \rangle_n = E_n + \frac{mV^2}{2}. \] (65)

This result seems to be surprising even in the simplest case of a free particle with the momentum \( p \). Taking into account that the energy \( E = p^2/2m \) and the momentum is Galilei transformed to \( p - mV \) one should expect in Eq. (65) a subsidiary term of the form \( -pV \). However, this is not the case. Energy \( p^2/2m \) is “produced” by a particle with the momentum \( \pm p \). A real stationary state is a superposition of two waves corresponding to opposite momenta \( \pm p \). They are Galilei transformed to \( p \mp mV \) correspondingly and give contributions to the energy \( p^2/2m + mV^2/2 \mp pV \). These are additive contributions to the total energy so terms \( \pm pv \) cancel each other. This remark gives a perfect agreement of Eq. (65) with our classical intuition although, as we’ll see later, does not always agree with a quantum reality.
B. Infinite potential well seen from the moving reference frame

When the potential well (1) is observed from the moving reference frame $O'$ it is seen as

$$U(\zeta + V\tau) = \begin{cases} 0; & \text{if } -V\tau \leq \zeta \leq a - V\tau, \\ \infty; & \text{if } \zeta \notin (-V\tau, a - V\tau). \end{cases}$$  \hspace{1cm} (66)$$

The wave function satisfies boundary conditions

$$\tilde{\Psi}(-V\tau, \tau) = \tilde{\Psi}(a - V\tau, \tau) = 0.$$  \hspace{1cm} (67)

The solution \[\text{(63)}\] has now a form

$$\tilde{\Psi}_N(\zeta, \tau) = \begin{cases} \sqrt{\frac{2}{a}} e^{-\frac{1}{2}mV\zeta} \sin \frac{N\pi}{a} (\zeta + V\tau) e^{-\frac{1}{\hbar}(\frac{2a^2}{ma^2} N^2 + \frac{m}{2})} \tau; & \text{if } -V\tau \leq \zeta \leq a - V\tau, \\ 0; & \text{if } \zeta \notin (-V\tau, a - V\tau). \end{cases}$$  \hspace{1cm} (68)

where $N = 1, 2, \ldots$

This solution can be written in the region $-V\tau \leq \zeta \leq a - V\tau$ as a superposition of two plain waves

$$\tilde{\Psi}_N(\zeta, \tau) = \psi_{(+),N}(\zeta, \tau) - \psi_{(-),N}(\zeta, \tau)$$  \hspace{1cm} (69a)

where

$$\psi_{(+),N}(\zeta, \tau) = \frac{1}{2i} \sqrt{\frac{2}{a}} e^{\frac{1}{\hbar}(\frac{2a^2}{ma^2} - mV) \zeta} e^{-\frac{1}{2ma}(\frac{na}{\hbar} - mV)^2 \tau},$$  \hspace{1cm} (69b)

$$\psi_{(-),N}(\zeta, \tau) = \frac{1}{2i} \sqrt{\frac{2}{a}} e^{-\frac{1}{\hbar}(\frac{2a^2}{ma^2} + mV) \zeta} e^{-\frac{1}{2ma}(\frac{na}{\hbar} + mV)^2 \tau}.$$  \hspace{1cm} (69c)

This decomposition confirms our semiclassical understanding of the quantum problem. Alas, our semiclassical understanding does not quite agree with the mathematics behind the scene.

C. Moving observer measures momentum in the well

A measurement of an observable is mathematically equivalent to the spectral decomposition of the wave function into corresponding eigenfunctions. A general mathematical decomposition into momentum eigenfunctions was done in Section III A. A physical problem: “what are possible momenta measured by a moving observer in the infinite potential well?” will be solved when $h(is)er$ wave function $\tilde{\Psi}_N(\zeta, \tau)$ \[\text{(68)}\] will be expanded into $h(is)er$ momentum eigenfunctions $\tilde{f}_n(\zeta, \tau)$ \[\text{(68)}\]

$$\tilde{\Psi}_N(\zeta, \tau) = \sum_{n=-\infty}^{+\infty} c_{n}^{(N)}(\tau) \tilde{f}_n(\zeta, \tau).$$  \hspace{1cm} (70)

Coefficients $c_{n}^{(N)}$ are calculated as

$$c_{n}^{(N)}(\tau) = \sqrt{\frac{2}{a}} e^{-\frac{1}{\hbar}(\frac{2a^2}{ma^2} N^2 + \frac{m}{2})} \tau \int_{-V\tau}^{-V\tau+\alpha} d\zeta \sin \frac{N\pi}{a} (\zeta + V\tau) e^{-\frac{2\alpha}{\hbar}(\zeta + V\tau)}.$$  \hspace{1cm} (71)

This gives for even $N$ a simple expression, consistent with a semiclassical approach

$$\tilde{\Psi}_N(\zeta, \tau) = \frac{1}{2i} \sqrt{\frac{2}{a}} e^{\frac{1}{\hbar}(\frac{2a^2}{ma^2} - mV) \zeta} e^{-\frac{1}{2\hbar}(V - \frac{n\alpha}{\hbar})^2 \tau} - e^{\frac{1}{\hbar}(\frac{2a^2}{ma^2} + mV) \zeta} e^{-\frac{1}{2\hbar}(\frac{n\alpha}{\hbar} + mV)^2 \tau}$$  \hspace{1cm} (72)
The case of odd \( N \) is more involved and the momentum expansion \( \Psi_N \) takes on the form

\[
\Psi_N(\zeta, \tau) = \frac{2}{\pi N} e^{-i mV \zeta} e^{-\frac{1}{2} \left( \frac{2\zeta^2}{2na^2} + \frac{mV^2}{2} \right) \tau} e^{-i mV \zeta} e^{-\frac{1}{2} \left( \frac{2\zeta^2}{2na^2} + \frac{mV^2}{2} \right) \tau} \sum_{n=1}^{+\infty} \frac{1}{4a^2 - N^2} \left[ e^{i \frac{2\pi}{a} V (\zeta + V \tau)} + e^{-i \frac{2\pi}{a} V (\zeta + V \tau)} \right],
\]

(73a)

This can be also written as

\[
\Psi_N(\zeta, \tau) = \frac{4N}{\pi} \sqrt{2} e^{-i \frac{2\pi}{a} V (N^2 - 4n^2) \tau} \frac{e^{\frac{i 2mV}{2na^2} N^2 - 4n^2}}{N^2 - 4n^2} e^{\frac{i 2mV}{a} (\zeta + V \tau)} e^{-i \frac{2\pi}{a} V (\zeta + V \tau)},
\]

(73b)

where contributions from stationary plane waves states are explicitly selected. We shall call from this time on a “stationary plane wave state” a plane wave with an explicit time dependence, \( i.e. \), a function of the form

\[
e^{-\frac{2\pi}{a} V t} \Psi \tilde{\Psi}.
\]

(74)

There is a striking difference in the behavior of odd- and even- \( N \) states \( \Psi_N \). Any even \( N \) state is a superposition of two stationary plane waves states, while an odd- \( N \) state cannot be represented as a superposition of stationary plane wave states. An underlying mechanism is the same which made difference between Eqs (28) and (34) — allowed momenta in the infinite well are not always the same as formal arguments of the energy eigenfunctions.

This can be changed with a change of boundary conditions \( \Psi (2) \). If they are replaced by periodic-type conditions

\[
\psi(0) = \psi(a), \quad \psi'(0) = \psi'(a),
\]

(75)

then eigenfunctions of the Hamiltonian are

\[
\sqrt{\frac{2}{a}} \sin \frac{2N\pi}{a} x, \quad \sqrt{\frac{2}{a}} \cos \frac{2N\pi}{a} x.
\]

(76)

We see that for such boundary conditions allowed momenta in the infinite well are always the same as formal arguments of energy eigenfunctions and any state \( \Psi(16) \) is a superposition of two plane waves with the definite momenta. So, in a sense, a situation of periodic boundary conditions is “better” than for boundaries.

It is easy to create a ”worse” situation. To this end it is enough to take antiperiodic-type boundary conditions

\[
\psi(0) = -\psi(a), \quad \psi'(0) = -\psi'(a).
\]

(77)

Then eigenfunctions of the Hamiltonian are

\[
\sqrt{\frac{2}{a}} \sin \frac{(2N + 1)\pi}{a} x, \quad \sqrt{\frac{2}{a}} \cos \frac{(2N + 1)\pi}{a} x.
\]

(78)

For such boundary conditions allowed momenta in the infinite well are never the same as formal arguments of energy eigenfunctions and there is no state \( \Psi(78) \) as a superposition of two plane waves with the definite momenta.

VI. CONCLUSIONS

We performed a careful analysis of the notion of an observable related to the physical momentum. For the beginning one should identify a self-adjoint operator connected to this notion. In quantum mechanics defined on a finite interval a situation is more complicated than in the case of an unrestricted theory on \( \mathbb{R} \) because there is a continuum \( \Pi(10) \) of self-adjoint extensions of the differential operator \( id/dx \).

If you want to go beyond an argument that \(-i\hbar d/dx\) is a physical momentum when it is assigned to the letter “\( p \)”, and it is an angular momentum when assigned to the sign “\( l_z \)”, then appropriate transformation properties must be taken into account. In a similar manner, three numbers can be a finite three-elements set or...
components of three dimensional vector. A choice depends on assumed transformation properties with respect to rotations. In the momentum case, transformation properties are given (in a nonrelativistic approach) by the Galilei group as was done by conditions (39). All this together, supplemented with the equivalence of all inertial coordinate systems, led to different realizations of the momentum operator in the finite volume — in Section V C. Those different realizations have different spectra. This is quite obvious from the physical point of view.

Such an approach, based on a generalized correspondence principle (39) gave a physical interpretation of all self-adjoint extensions of the operator \(-i\hbar d/dx\). It was also shown that those different extensions realize different non-unitary equivalent representations of CCR on the universal dense domain.

Obtained results can be generalized for a three dimensional rectangular box and the momentum operator \(-i\hbar \nabla\).

Results of Section V show that important physical properties, related to transformation laws of wave functions, can be obtained under much weaker assumption than it was done in the past. A condition of Galilei invariance, widely used to obtain mass superselection rule, is replaced by (generalized) Galilei equivalence principle. This allows to go beyond a free particle theory and gives results also for an arbitrary scalar potential.

The transformation law (63) can be treated as a realization of different self-adjoint extensions of the Hamiltonian. This is clearly visible in the infinite potential well where Eqs (19) and (20) give different self-adjoint extensions of the operator \(d^2/dx^2\). However, a situation here is not such simple as in the case of momentum operators. A structure of self-adjoint extensions of the operator \(d^2/dx^2\) is much richer than in the case of the momentum operator. Only a part of those extensions can be related to the Galilei transformations and these are done by Eq. (68).

Results related to the momentum distribution, obtained in Sections III and V C need some comments. We have shown that the Fourier integral of the stationary wave function is directly related to the time-dependent dynamics given by Eq. (10). This gives a direct interpretation of that, what is usually called “momentum representation of the wave function” or “wave function in momentum space”. This interpretation is different from that what is usually found in textbooks. A simple statement that a wave function in momentum space

\[
\Phi(\vec{p}, t) = \int d^3r \Psi(\vec{r}, t) e^{-i \vec{p} \cdot \vec{r}},
\]

is a probability amplitude to measure the momentum \(\vec{p}\) at time \(t\) is simply not true! It sometimes reasonable, for technical reasons, to use a momentum representation of the wave function but only because of its mathematical equivalence to the wave function.

There is an exception in the “finite Universe” with dynamics defined on a finite interval. Let us introduce here two notions of momentum representation. The first is analogous to the previous one. You take the Fourier integral and you obtain a dynamics as in Eq. (10). This means that at \(t = 0\) all impenetrable walls vanish and you are left with a free particle. Such a situation is used in the HBT effect [29], originally invented to determine the dimensions of distant astronomical objects. This method is widely used in high energy hadronic interaction to obtain an information about the geometric properties of the source. Multi-pion and photon spectra provide precise information about reaction space time geometry in hadron-hadron and heavy ion collisions [30, 31].

Another concept of momentum representation — let call it “momentum distribution” — means to expand a wave function into stationary plane wave states (74). It was shown in Eq. (72) that this was possible for even-\(N\) states and impossible for odd-\(N\) states.

Such a momentum distribution in the “infinite Universe” would mean that

\[
\Psi(\vec{r}, t) = \int d^3p \Phi(\vec{p}, t) e^{i \vec{p} \cdot \vec{r}} e^{-i \frac{p^2}{2m} t},
\]

what is in general not possible.
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