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Abstract

Deep learning models for verification systems often fail to generalize to new users and new environments, even though they learn highly discriminative features. To address this problem, we propose a few-shot domain generalization framework that learns to tackle distribution shift for new users and new domains. Our framework consists of domain-specific and domain-aggregation networks, which are the experts on specific and combined domains, respectively. By using these networks, we generate episodes that mimic the presence of both novel users and novel domains in the training phase to eventually produce better generalization. To save memory, we reduce the number of domain-specific networks by clustering similar domains together. Upon extensive evaluation on artificially generated noise domains, we can explicitly show generalization ability of our framework. In addition, we apply our proposed methods to the existing competitive architecture on the standard benchmark, which shows further performance improvements.

Index Terms: Few-shot Learning, Domain Generalization, Pseudo-label Clustering, Fine-tuning

1. Introduction

Deep learning models often fail to generalize to new domains and new classes, even though they produce highly discriminative representations. Domain generalization [1–4] and few-shot learning [5–7] have produced attractive solutions to address problems about unseen domains and classes, respectively. However, only few studies [8, 9] have focused on both problems simultaneously. In particular, identification systems always face both problems in the test phase while most approaches only consider the same set of categories and domains as they are trained upon. Consequently, these closed-set models perform poorly on novel categories and novel domains. This paper addresses this problem for speaker verification, which is the task of accepting or rejecting the claimed identity of a speaker test utterance based on few enrolled utterances.

Previous approaches [10–18] on speaker verification train an embedding network using classification or metric learning loss on a dataset consisting of multiple speakers (users) in various domains. However, these methods do not generalize well to novel users and novel domains not involved during training. There are several works [19–21] using few-shot learning approaches that generalize to new users. In training, they exploit prototypical networks [6], and apply an episodic learning scheme to mimic the test conditions of new users. For classification, they use prototypes [19] or a class-centroid-based formulation [21] to compute the distance functions over all the classes. These meta-learning based methods consider generalization on novel users but do not consider novel domains. To achieve both objectives, we propose a domain generalization component that mimics the presence of both novel users and novel domains in the episodic training phase.

In our framework, we consider two types of episode generations with domain-specific and domain-aggregation prototypical networks. Firstly, we generate the episodes consisting of the support and query sets to mimic the cases of enrolling a novel user with few labeled samples (support set) and correctly classifying the test samples (query set). Here, the episodes are sampled from a specific domain and all domains for the domain-specific and domain-aggregation network, respectively. With the generated episodes and the prototypical loss function [6, 22], both networks are trained to adapt well to a new user. Secondly, we generate the episodes to mimic the cases of testing the network in a novel domain. Here, we consider a domain mismatched way: given a domain and its domain-specific network, the support and query sets are sampled from the other domain which is unseen to the specific network. Then, the support and query sets are fed into the domain-specific and domain-aggregation networks, respectively. With this episode generation and the prototypical loss function, we can train the domain-aggregation network with better domain generalization ability.

For the speaker verification task, the domains can be various environments such as background noises, recording devices, etc. However, modeling the domain-specific network for each domain may require much memory and computations. For the sake of efficiency, we consider a pseudo domain label approach where similar domains are clustered together using style features adopted in [23, 24].

We extensively evaluated our framework with two types of domain differences: (a) artificially generated and (b) those intrinsically present in a dataset. Firstly, using the VoxCeleb1 dataset [25], we artificially generated several domains with noise augmentations and split them into training and testing set. In the experiments, we observed that the proposed framework shows better generalization ability for both new speakers and new domains in test dataset. Also, the pseudo domain labels are beneficial for efficient training and further performance boost. Secondly, our framework when applied on top of [22], learns representations that can tackle intrinsic domain differences in VoxCeleb2 [26]. The results also show performance improvements on the standard evaluation benchmark: VoxCeleb1, SITW [27] and CNCEleb [28].

2. Proposed Framework

2.1. Task Description

In this paper, our task is speaker verification, which is a decision process that accepts or rejects an input utterance \( x \) by comparing the utterance with a trained reference speaker model \( X_{ref} \). Mathematically, the decision process is represented as:

\[
f(X_{ref}, x) = \begin{cases} \text{accept} & \text{if } \tau > \tau_{\text{reject}} \\ \tau \end{cases} \quad (1)
\]
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where \( f(\cdot, \cdot) \) is a similarity metric score between \( X_{ref} \) and \( x \). If the score is greater than a pre-defined threshold \( \tau \), \( x \) is accepted as the utterance of the reference speaker; otherwise, \( x \) is presumed to be from an impostor. Our goal is to train a speaker verification model that generalizes to novel users and domains.

2.2. Problem Setting and Notation

We have a source dataset \( D = \{D_1, D_2, \ldots, D_N\} \) consisting of multiple speakers from \( N \) domains, where \( D_j \) indicates the \( j \)-th domain. Each domain contains utterances and their corresponding speaker labels such that \( D_j = \{ (x_j^i, y_j^i)\}_{i=1}^{n_j} \), where \( n_j \) is the number of samples in the \( j \)-th domain. We use the source data to train an embedding network \( F_{agg} \) such that it generalizes well to novel target users in novel testing domains \( D_i \) with different characteristics from the source domains. Note that it is different from data augmentation techniques that use noise and reverberation to enforce test domains to be included in the training domains. We denote a domain-specific network and a domain-aggregation network by \( F_j \) and \( F_{agg} \), respectively. \( F_j \) specialized in \( j \)-th domain is learned so that \( F_{agg} \) learned with all domains can extract domain agnostic features even for novel domain data. Fig. 1 shows our overall framework.

2.3. Domain Clustering

Our learning scheme requires \( N \) domain-specific networks that consume lots of memory in training, which we can reduce by modifying the original source dataset \( D \) with pseudo domain labels by clustering. We extract domain-discriminative features and cluster them to assign the same pseudo domain labels to the samples of similar domains. For domain-discriminative features, we exploit the features proposed in style transfer algorithms for different image domains [23, 24, 29] that are recently shown applicable to audio domains [30–32]. In these methods, the mean and the standard deviation that are calculated across the spatial dimensions represent the input style. We obtain the domain-discriminative feature of an input \( x \) by stacking these feature statistics as follows:

\[
\{\mu(\phi_{agg, i}(x)), \sigma(\phi_{agg, i}(x)), \ldots, \mu(\phi_{agg, l}(x)), \sigma(\phi_{agg, l}(x))\}
\]

where \( \phi_{agg, l} \) indicates the output of the \( l \)-th layer in \( F_{agg} \). Before extracting features, we first train \( F_{agg} \) with the source domain dataset \( D \). Then, with the extracted domain-discriminative features, we perform k-means clustering [33] to obtain \( M \) clusters and assign the pseudo domain label to each sample. This is illustrated in Fig. 1(a). Accordingly, we obtain a modified source dataset \( D = \{\tilde{D}_1, \tilde{D}_2, \ldots, \tilde{D}_M\} \) with pseudo domain labels, and \( M \leq N \). In contrast to [24], our objective of assigning pseudo domain labels is to increase memory efficiency by clustering ambiguous domains and reducing the number of domain-specific networks.

2.4. Episodic Training

In this step, we describe our two types of episode generations to mimic the test cases of the novel user and novel domain. First, we split the dataset \( D \) into the support set \( D^s = \{ (x_j^i, y_j^i)\}_{i=1}^{N} \) and the query set \( D^q \) to mimic the few-shot test case for novel users, which is a \( C \)-way \( K \)-shot problem. Here, \( C \) and \( K \) stand for the number of speakers and samples per speaker in each episode, respectively. We use the prototypical network [6] to be trained in an episodic manner such that it computes speaker prototypes with the support set and forces the query set to minimize the distance from the corresponding prototypes. Note that our algorithm can be adapted to any prototype-based loss functions, e.g., angular prototypical loss [22].

As illustrated in Fig. 1(b), the domain-specific network \( F_j \) is trained using episodes generated from \( \tilde{D}_j \), and prototype of speaker \( k, c_k \), is obtained by averaging over embedding vectors in \( j \)-th domain support set:

\[
\begin{align}
\hat{c}_k &= \frac{1}{|\tilde{D}_j|} \sum_{(x_j^i, y_j^i) \in \tilde{D}_j} F_j(x_j^i) 1(y_j^i = k) & (2)
\end{align}
\]

where \( 1(\cdot) \) is the indicator function returning 1 for true statements and 0 otherwise. The episodic training loss \( L_{esp} \) for the domain-specific network is defined as follows:

\[
L_{esp} = \sum_{((x_j^i, y_j^i) \in \tilde{D}_j)} - \log(p(y = y_j^i | x_j^i)) & (3)
\]

where

\[
p(y = y_j^i | x_j^i) = \frac{\exp(-d(F_j(x_j^i), c_{y_j^i}))}{\sum_{k'} \exp(-d(F_j(x_j^i), c_{k'}))}
\]

and \( d(\cdot) \) is the Euclidean distance. Similarly, the domain-aggregation network \( F_{agg} \) is trained by the loss function \( L_{agg} \), which is the same with \( L_{esp} \) except that the support sets and the query sets are sampled from all the source domains \( D \).

The second type of episode generation and training is illustrated in Fig. 1(c). Our objective is to train \( F_{agg} \) to extract discriminative features even for the novel domain data. Hence, we construct the support set \( \tilde{D}_u^s \) and query set \( \tilde{D}_u^q \) from \( u \)-th domain and mimic the test case of domain generalization exploiting \( F_j \).
(domain-mismatch). With the domain-mismatch condition, i.e., \( j \neq u \), unseen domain prototypes \( c_k \) are calculated by Eq. 2 using \( F_j \) on the novel domain set \( D_u^k \), and embedding vectors of \( D_u^k \) are extracted from \( F_{agg} \). The loss \( L_{agg} \) for few-shot domain generalization episodes is as follows:

\[
L_{agg} = \sum_{\{(u, c') \in \mathcal{D}_n \}} -\log(p(y = y_u | x_u))
\]

where \( p(y = y_u | x_u) = \frac{\exp(-d(F_{agg}(x_u), c_u))}{\sum_{c'} \exp(-d(F_{agg}(x_u), c')))} \).

Since the \( u^{th} \) domain data is novel to \( F_j \), \( F_{agg} \) learns to map embedding vectors in a domain-agnostic way. Here, only \( F_{agg} \) is updated by \( L_{agg} \) since we need to keep \( D_u \) novel to \( F_j \) during training. Our training procedure is summarized as follows: 1) Train \( F_{agg} \) using \( L_{agg} \) and extract domain-discriminative features, 2) Perform clustering on extracted features and assign pseudo domain labels: this leads to \( M \) domains from \( N \) input domains, 3) Generate \( M \) domain-specific networks and train them using Eq. 3, 4) Simultaneously, train \( F_{agg} \) using the combined loss \( L_{agg} + \lambda_d L_{d} \) where \( \lambda_d \) is a balancing parameter.

3. Experimental Results

3.1. Experiment Setup

Dataset. First, to analyze generalization ability of our framework, we designed the evaluation simulation of domain differences by artificially producing data augmentations. We selected 1,088 speakers in VoxCeleb1 [25], consisting of 1,000 speakers for training and 88 for testing. Each speaker has 45 utterances, and each utterance was randomly cropped into 2-sec-long for the use-cases of short utterance enrollment and testing. To explicitly generate several domains, we augmented domains by mixing noises. Then, we split them into train and test sets to simulate the test condition where data are recorded in novel domains. The source dataset consists of 4 domains: original set (clean) and three noisy domains which were augmented by synthesizing the clean with babble, car, and music noises (0dB SNR). Each of the novel speaker’s data in the target domain consists of 7 domains: original set (clean) and 6 noisy domains which were augmented by synthesizing the clean with babble, car, music, office, ambient room, and typing noises (0dB SNR). Thus, our model is evaluated on 4 in-domain sets (i.e. clean, babble, car, music) and 3 out-domain sets (i.e. office, ambient room, and typing). Additionally, to analyze models in diverse environments, we augmented VoxCeleb1 with various noise types and SNR values for source and target domains. Details are described in Section 3.3.

Next, we evaluated our proposed methods on the standard benchmark following [22], where VoxCeleb2 [26] is used for training and VoxCeleb1 [25], SITW [27], and CNCeleb [28] are used for testing. Since VoxCeleb2 contains speech from speakers spanning a wide range of different ethnicities, accents, professions, and ages recorded in various environments, we assume that there exists domain difference intrinsically within the dataset. The development set of VoxCeleb2 contains 5,994 speakers in total and is entirely disjoint from the test datasets. VoxCeleb1 test set and SITW-Eval.Core are widely-used evaluation datasets, and it is worth noting that the acoustic condition of them is similar with that of the training set VoxCeleb2, but there is domain difference intrinsically present between and within the datasets. CNCeleb is a large-scale speaker dataset comprised of 11 different genres from 3,000 Chinese celebrities, and we utilize CNCeleb.E for testing. The acoustic condition of CNCeleb is severely different from that of VoxCeleb.

Implementation details. We use the x-vector system [13] and the speaker embedding network [18] for evaluating on the artificially generated dataset. The x-vector system is a standard DNN speaker verification system using temporal statistics. The speaker embedding network (SE network) uses an 1D-CNN architecture, and [18] shows that SE network can effectively learn domain-specific networks with two different setups: \( M = 4 \) (original) and \( M = 3 \) (clustered). We chose the balancing parameters as \( \lambda_{agg} = 0.8 \) and \( \lambda_d = \{0.1, 0.2, 0.3\} \).

For evaluating our framework on the standard benchmark, we exploit Fast ResNet-34 with angular prototypical loss function [22] as a baseline. No data augmentation is performed during training, apart from the random sampling. We trained the model with 200-way 2-shot training following [22]. We adapt our episodic learning algorithm to Fast ResNet-34 with \( \lambda_{agg} = 0.1 \) using the same training strategy with the baseline for a fair comparison. We adapt our clustering algorithm to assign pseudo domain labels to training samples and use them for training domain-specific networks and conduct ablation studies with various number of domains \( M = 2, 3, 4 \).

Evaluation metrics. We used False Acceptance Rate (FAR) and False Rejection Rate (FRR). FAR is the percentage of identification instances in which unauthorised persons (impostors) are incorrectly accepted, while FRR is that in which the authorised person (target user) is incorrectly denied. The Equal Error Rate (EER) is measured at which FAR and FRR are the same. The minimum detection cost of the function (MinDCF) was defined by the NIST SRE evaluation plans [34]. DCF is a weighted sum of FAR and FRR as \( C_{fr} = \text{FRR} \cdot P_{target} + C_{fa} \cdot \text{FAR} \cdot (1 - P_{target}) \). In particular, the parameters \( C_{fr} = 1 \), \( C_{fa} = 1 \) and \( P_{target} = 0.05 \) are used for the cost function.

3.2. Comparison Studies on Generated Domains

On the artificially generated domains, we compare our framework with the following methods: the x-vector system (X-vectors) and SE network trained with cross-entropy loss (CE loss) which do not consider both novel users and domains, the
prototypical network (ProtoNet) which considers test case of novel users but not novel domains.

Fig. 2 shows the ROC curve and the table of EER and FRR of the 5 different methods. X-vectors are robust speaker embeddings given long utterances, but under short-utterance setting, where all utterances are cropped into 2-sec-long. SE network outperforms x-vectors. For this reason, we applied our learning scheme to the SE network and showed 4 different results in Fig. 2. Our method achieved the best performance compared with other learning frameworks. It shows that our learning scheme can lead the network to extract discriminative features even for the unseen users and domains. Surprisingly, our method w/ pseudo domain labels could achieve memory efficiency and produce less error compared with the original domain labels. For better domain generalization, the domain-specific network should have distinct domain characteristics, i.e., trained with well-separated domain features. In our case, we define noise type as the domain, and some noise types could have similar characteristics in the feature space. Thus, pseudo domain labels obtained with clustering performed better than the original domain labels. Also, this leads to the reduction in memory requirements for domain-specific networks. At 10% FAR, ours w/ pseudo domain labels shows 55.94%, 39.86%, and 25.59% relative FRR improvements compared to the other three methods using SE network.

3.3. Additional Analyses

Visualization. As shown in the t-SNE plot [35] of embedding vectors in Fig. 3, our few-shot domain generalization framework extracts well-clustered features per each user in a domain-agnostic way. Features extracted from ProtoNet are clustered well per each user but some features of out-domains are far from those of in-domains and the cluster center. The features could be easily rejected during verification, and it leads to higher FRR.

Performance on in-domains and out-domains. In Table 1, the first and second column respectively indicates the EER given the test data from in-domain (4 source domains) and out-domain (3 novel domains) data. CE loss and ProtoNet use data augmentation to be robust to noise environments. However, they are vulnerable to novel domains that cannot be covered by noise augmentations. Our method could adapt well to out-domains by explicitly considering the domain generalization test case during training.

Table 1: Average EER (%) of four methods given in-domain and out-domain data with different numbers of domains.

| Model | In-4 | Out-3 | Out-11 | Out-6 |
|-------|------|-------|--------|-------|
| CE loss | 3.683 | 4.400 | 4.781 | 10.708 |
| ProtoNet | 2.888 | 3.649 | 4.055 | 9.707 |
| Ours w/ original domain labels | 2.895 | 3.417 | 3.873 | 9.265 |
| Ours w/ pseudo domain labels | 2.528 | 2.916 | 3.396 | 7.185 |

Test on various target domains. We evaluated our framework using various out-domain settings: in Table 1, the third and the fourth column shows EER with 11 novel noise types (Out-11) and 3 novel noise types with an additional severe SNR value (Out-6). Especially, in Out-6 case, we applied 2 different SNR values (-6, 0dB) to 3 novel noise types. Our framework shows better results especially for the Out-6 which has large domain gaps due to severe noise. It demonstrates that the training scheme to deal with test case of unseen domains can lead the network to extract discriminative features even under the situation where train and test domains are severely different.

Train with various source domains. To study the effect of pseudo domain labels, we tested our framework with more source domains by augmenting original domains with 3 different SNR values (-6, 0, 6dB SNR). Overall, we have 10 domains: clean and 9 noisy domains. Training 10-domain-specific networks requires much memory and compute, and we combine the original domains by clustering. In Table 2, ours w/ pseudo domain labels with $M = 4$ that uses 4-domain-specific components achieved comparable performance compared to ours w/ original domain labels. In addition, ours w/ pseudo domain labels with $M = 10$ outperformed over ours w/ original domain labels, ensuring the efficacy of pseudo domain labels.

3.4. Evaluation on the Standard Benchmark

As shown in Table 3, our episodic learning strategy boosts the overall performance on all test datasets by a clear margin. Our network learns the generalization ability from environments intrinsically present within VoxCeleb2. Hence, it works better for novel environments where the domain difference between training and test sets is not large, i.e., VoxCeleb1 and SITW. However, it is hard to improve the generalization ability on novel genres because VoxCeleb2 does not contain multiple genres, which indicates that our episodic learning setup cannot mimic the test scenario. Thus, the performance marginally increases on CNCeleb, where the data are recorded for various genres, e.g., singing, movie, drama, etc. We expect that our episodic learning strategy on the training set of CNCeleb can improve the performance on these novel genres, which we leave for future experimental work.

4. Conclusion

We propose a domain generalization framework by generating two types of episodes to learn a speaker verification model that generalizes to novel users and domains. We include domain clustering followed by learning domain-specific and -aggregation networks in source domain. The domain-aggregation network is learned to be domain-agnostic with episodes mimicking the test case of novel users and domains. Extensive experiments show that our framework produces better domain-agnostic features and considerable performance improvements.
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