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Abstract

Knowledge distillation aims at transferring the knowledge from a large teacher model to a small student model with great improvements of the performance of the student model. Therefore, the student network can replace the teacher network to deploy on low-resource devices since the higher performance, lower number of parameters and shorter inference time. Self-knowledge distillation (SKD) attracts a great attention recently that a student model itself is a teacher model distilling knowledge from. To the best of our knowledge, self knowledge distillation can be divided into two main streams: data augmentation and refined knowledge auxiliary. In this paper, we propose a novel SKD method in a different way from the main stream methods. Our method distills knowledge from multilevel abstraction features. Experiments and ablation studies show its great effectiveness and generalization on various kinds of tasks with various kinds of model structures. Our codes have been released on GitHub.

1 Introduction

Since Deep neural networks (DNNs) were proposed, there have been many remarkable successes in various fields of computer vision but the success of DNNs often depends on the computing and storage capabilities that may be restricted on mobile devices. To mitigate the problem, knowledge distillation (KD) was proposed [5] to transfer knowledge from a large model (teacher model) and deploy the small one on edge devices to achieve great performance and fast inference. Although KD can save computational resources and inference time on edge devices, pretraining the large model still causes substantial resource burdens. To reduce the need for such large models, some methods were proposed, such as deep mutual learning (DML) [22]. For DML, multiple networks are used for training simultaneously and these work improve the generalization ability by referring each other. Although using DML can reduce the necessary to train a large teacher network, there is still the computational resource burden since multiple models are trained together. Furthermore, recent studies focus on self-knowledge distillation (self-KD) [15, 21], which progressively improve the performance of the network, does not require pretrained teacher network.

Self-distillation can be achieved by three methods: transferring knowledge based on feature maps and that based on soft label. Studies, such as [6], achieve great performance via transferring knowledge from refined feature maps to grained ones, but such approach causes relatively high computation load. On the other hand, transferring knowledge with soft label [7] is convenient and low computation burdens to train shallow layers using dark knowledge from deep layers. And the third way is to use both of above two methods. Such as [21, 7], where refined knowledge extracted from deeper layers is used to guide shallow layer via feature maps and soft label. This method usually can achieve great performance but bring higher computation burden too. In this paper, we propose a novel self-distillation method,
Extracting Knowledge from Features with Multilevel Abstraction (LFMA), is to transfer knowledge based on soft label, which is a low computation burden method.

No matter teacher-student\cite{5} or self-distillation\cite{15} \cite{21}, knowledge is transferred from the refined part to the coarse part. In the teacher-student knowledge distillation\cite{5}, knowledge from the teacher model is more refined and can bring a higher accuracy; in self-distillation\cite{21}, knowledge from the deeper layer is used to guide the shallow layer through soft label and feature map. Our work is focused on the opposite direction which is using coarse-grained knowledge to train deep layers auxiliary. Coarse-grained knowledge extracted from the shallow layers is much general, like object edges, eyes. Fine-grained knowledge extracted from deep layers are much abstract and specific, like facial features\cite{24}. Different grained knowledge reveals different dark knowledge\cite{5} in different aspects, and which provides enough details and relationship\cite{5} to train networks for improving better performance.

In our method, LFMA, multilevel abstraction features extracted from different layers is used to guide the deepest output and achieve state-of-the-art performance in image classification task on various datasets with soft label guided self-distillation. And it provides a novel perspective to distillation method and dark knowledge.

In summary, we make the following principle contributions in this paper:

- Our method, LFMA, achieves great performances among soft label guided self-distillation methods on various datasets.

- We put forward an augmentation based on feature maps, which can achieve high efficiency data augmentation.

- We provide a novel perspective to distillation method and dark knowledge.

- Experiments on four different scale datasets to prove the generalization of our method.

\section{Related Work}

Knowledge distillation (KD): KD\cite{5} is a technique used to compress a teacher network to a student network while maintaining the performance. The student model learns from ground true labels of the dataset and soft labels from the teacher model; using a higher temperature to shift the soft probability distribution enables a more useful soft label, and this a one method of KD from logits. And then, Hinton \cite{6} proposed to perform knowledge distillation by minimizing the distance between student and teacher network output distribution statistics. Furthermore, Fitnets first introduced hints, extracted feature results from the middle layer of the teacher network to train student networks \cite{13}. Further utilizing Fitnets, the flow of solution procedure (FSP) that fits the relationship between layers of the large model is also used to transfer knowledge between networks \cite{19}. And Zhou et al \cite{23} proposed each channel of feature maps corresponds with a visual model, so they focus on transferring attention concepts of feature map \cite{16, 17} from each channel of intermediate layers However, some exiting approaches do not make better of different knowledge from different layers. Form each intermediate layer, the level of knowledge is different. The intermediate knowledge has large potential uses. In our paper, we will make more effective use of the dark matter in the middle layer so that the network can also use the dark matter that the model may not use.

Self-distillation: Self-distillation means that the model distils itself, and we can say that the teacher model is an integrated version of the student model. There some approaches that introduce an informative thought in self-distillation. BYOT \cite{21} suggested that the last block of networks is teacher and the rest of the shallow blocks are students, where feature maps and soft labels generated from the teacher are used to train the student. Based on the training teacher network, it uses KD to train student networks. Furthermore the paper, the paper \cite{8} posed the current model as a student and the previous model as teacher perform KD to train . Self-distillation greatly increases the accuracy of a model after training and shorten the training time of the
Figure 1: Overview of our method, LFMA. Given an input image, the blocks output various level abstraction feature maps. They are fed into extra layers to process and used to predict probability distributions, which are ensemble into a mixed distribution by weighted average. The ensemble distribution and the ground true labels from datasets are used to guide outputs of every blocks.
Due to the advantages of self-distillation, we take this model instead of others. Self-distillation can accelerate the efficiency of training and easily extract knowledge from intermediate layers. Based on KD, the paper [7] generate refine feature maps and soft label for training network itself. In our paper, we use a different way than the way which use relatively refine knowledge to train the network, we use different multi-features from different network layers to provide rich dark knowledge to help network training.

**Deep Supervision:** Deeply-supervised nets (DSN) utilizes classifiers at hidden layers to minimize classification errors and improve the performance inference. DSN adds the extra layer and trains this extended layer, supervising the whole networks we are training [2]. And this approach is used to solve the problems of DNNs training gradient and slow convergence speed. Applications about DSN are widely used, such as image classification and medical images segmentation and so forth [2, 3, 20]. This method can effectively combine with other models.

For example, in the paper Deeply-supervised Knowledge Synergy effectively combine with distillation; it is an improved algorithm for knowledge distillation in the middle layer [14]. This method can effectively combine with other models. For example, in the paper Deeply-supervised Knowledge Synergy effectively combine with distillation; it is an improved algorithm for knowledge distillation in the middle layer [14]. Better generalization ability is obtained by adding additional supervision branches in some intermediate layers. In addition, a novel cooperative (synergy) loss function is proposed to consider the knowledge matching between all supervised branches through the distance between features. Therefore, we utilize deep supervision to interact with self-distillation and strengthen the model we create.

**Multi-view Data:** In the real world, a data object often has multiple attribute sets at the same time; every attribute set constitutes a view. And there are often some views in a model, and we can utilize multiple views to improve our training. One of the co-training methods is a typical example of training Multi-view data [14]. There are some papers talk about utilizing multi-view. For example, one of paper considers that almost all perspective features will be displayed. However, in the input pixel space and in the middle layer perspective features exit [1]. That is to say, we can extract multiple views in intermediate layers, and these views have different knowledge levels, which represent the thickness of knowledge. We can get more practical knowledge from multiple-view data.

### 3 Methodology

This section introduces our proposed self-distillation method, Features with Multilevel Abstraction (LFMA), in detail.

Given samples \( \{x_i, y_i\}_{i=1}^N \) in dataset from the dataset, where \( i \) denotes the index of the sample in the dataset, \( N \) denotes the number of the dataset, \( x_i \) and \( y_i \) correspond to the image and its label in the dataset for the image classification task. We introduce Extra Layers to process feature maps from middle blocks of the backbone network to get prediction probability distribution. And those distributions are ensemble by some ways (e.g., average) to an ensemble probability distribution. Features are augmented with Feature Map Cutout techniques before passing into Extra Layers in order to improve the generalization of models. The Kullback–Leibler divergence loss is applied to compute the ensemble probability distribution with the output of the backbone. The Extra Layers are applied in training and can be removed in inference, so our method does not increase any parameters and decrease inference time in practice.

We introduce Motivation, Extra Layer and Ensemble Probability Distribution and Feature Map Cutout in details.

#### 3.1 Motivation

Previous self-knowledge distillation methods tend to exploit the most abstract features to guide the shallow layers for training. Inspired by Feature Pyramid Networks [10], we realize that multilevel abstraction features used together can be more suitable to play the role of teacher. The technique ensembles features with different abstraction to predict is efficient in object detection [12] since those features provide different scale information of images: the high abstract features extracted from deep layers are object shape and etc., like human face [24]; the low abstract features extracted from the shallow layers are edges...
of objects and etc. [24]. So we ensemble features with multilevel abstraction generated from different layers to auxiliary training.

3.2 Extra Layer

Since feature maps from middle blocks are specific to the final layer in the backbone, they cannot be used to predict directly. Therefore, we introduce Extra Layers to process such feature maps and make them suitable for prediction.

Extra layers are elastic. We can take different parameters and structures networks as Extra layers. They can be formulated as:

\[ D_{B_i} = F_i(f_{B_i}) \] (1)

where \( i \) denotes the index of block in the backbone, \( B_i \) denotes the \( i \)th block, \( f_{B_i} \) denotes the feature maps generated by the \( B_i \), \( F_i \) denotes the Extra layers, FC layer and the softmax function corresponding to the \( i \)th block, and \( D_{B_i} \) denotes the prediction probability distribution of the output of \( F_i \).

3.3 Ensemble Probability Distribution

Probability distributions reveal relationships of different classes in certain aspects, and they are depicted as dark knowledge [5]. Those distributions based on coarse features represent the similarities of classes on low level features. Those based on fine-grained features represent the similarities of classes on abstract features.

In order to exploit dark knowledge from multi-grained features, we can calculate the weighted average of probability distributions that middle blocks output to get an ensemble distribution that carries multi-views information as Equ 2 shows.

\[ D_{E} = \sum_i^N w_i * D_i \] (2)

where \( D_{E} \) denotes the ensemble distribution, \( w_i \) denotes the weight for the distribution that the \( i \)th Extra layer outputs, \( N \) denotes the number of the blocks, and the \( D_i \) is the distribution that the \( i \)th extra layer outputs. In our experiment, the \( w_i \) is fixed as \( \frac{1}{N} \).

3.4 Training stage

In this subsection, we introduce the training stage of LFMA. There are three loss sources in our method:

- Loss source 1: The Kullback-Leibler divergence (KLD) loss is computed from the ensemble probability distribution to the one from the output of the backbone as Equ 3 shows. Here \( n \) denotes the number of classes in the dataset, \( i \) denotes the \( i \)th class, \( P(i) \) represents the probability of the \( i \)th class in the probability distribution that the backbone outputs and \( Q(i) \) denotes such probability in the ensemble probability distribution. The smaller \( \text{Loss}_{\text{KLD}} \) is, the more similar the distributions \( P \) and \( Q \) are to each other.

\[ \text{Loss}_{\text{KLD}}(P||Q) = - \sum_i^n P(i) \ln \frac{Q(i)}{P(i)} \] (3)

In order to soft the probability distribution over classes, we introduce the temperature \( T \) [5] as Equ 4 shows.

\[ P(i) = \frac{\exp(p_i/T)}{\sum_j \exp(p_j/T)} \] (4)

where \( i \) denotes the \( i \)th class, \( p_i \) is the output of fully connected layers for the \( i \)th class, \( P(i) \) denotes the probability that the input image belongs to the \( i \)th class, and \( T \) is the temperature coefficient. A larger \( T \) brings a softer distribution.

- Loss source 2: The Kullback-Leibler divergence (KLD) loss is computed from the ensemble probability distribution to the ones from the output of the extra layers.

- Loss source 3: Cross entropy (CE) loss under labels of the dataset. The cross-entropy loss is
computed using the softmax output of the backbone with labels from the dataset. As Equ 5 shows, where the $i$ denotes the ith class.

$$\text{Loss}_{\text{CE}}(P, Q) = - \sum_{i}^{n} P(i) \log Q(i)$$  \hspace{1cm} (5)

- Loss source 4: Cross entropy loss under labels of the dataset. The cross-entropy loss is computed using the softmax output of each extra layer with labels from the dataset.

Here, we take $\alpha$, $\beta$, $\gamma$, $\beta$ to balance four losses as the Equ 6.

$$\text{Loss} = \alpha \text{Loss}_1 + \beta \text{Loss}_2 + \gamma \text{Loss}_3 + \delta \text{Loss}_4$$  \hspace{1cm} (6)

where $\text{Loss}_1$ denotes the Loss source 1, $\text{Loss}_2$ denotes the Loss source 2, $\text{Loss}_3$ denotes the Loss source 3, $\text{Loss}_4$ denotes the Loss source 4.

### 3.5 Feature Map Cutout

In order to low memory requirements and improve the efficiency of data augmentation, we put forward a novel data augmentation based on Feature Maps, named Feature Map Cutout (FMC). FMC is to erase random pixies on feature maps in order to improve the general of model since the key position is erased instead of low relevant positions, and achieve the goal of one image corresponding to multiplied feature maps with different augmentations, which can avoid not necessary memory waste because we only need to pass into models one image rather than multiple ones with various augmentations. We formulate the method as:

$$M_i^* = \text{Mask}_i \odot M_i$$ \hspace{1cm} (7)

where $\text{Mask}_i$ denotes a 0-1 matrix with the same size of $M_i$, $M_i$ denotes a feature maps generated by the ith block, and the $M_i^*$ is the feature map after applying element-wise multiplication between $M_i$ and $\text{Mask}_i$, which will be passed into the next block.

In particular, $\text{Mask}$ is generated randomly and can be formulated as:

$$\text{Mask}_{:, :, :} = 1$$ \hspace{1cm} (8)

The mask matrix is initialized to all ones as Equ 8.

$$\text{Mask}_{:, :, :, :} = 0$$ \hspace{1cm} (9)

Therefore, we randomly choose $i, j$ positions and set all channel of those pixels to 0 as Equ 9 shows. Fig 2 demonstrates how does an mask generated.

![Figure 2: Randomly generate a 0-1 mask matrix](image)

### 4 Experiments

We evaluate our method, MFD, on a varies of network structures (ResNet, WideResNet), datasets (CIFAR-100, Caltech-UCSD Bird (CUB200), Stanford Dogs (Dogs)), which proves our method effective and general.

### 4.1 Datasets

We demonstrate the effectiveness of MFD on various image classification datasets: CIFAR-100, CUB200 and Dogs. The CIFAR-100 dataset consists of 60000 32*32 colour images in 100 classes, with 600 images per class. CUB200 contains 11788 images of 200 bird species, and each class has 500 images, and the Dogs dataset contains 20580 images of 120 dog species.

### 4.2 Implementations details

We demonstrate our method on ResNet18, ResNet34, ResNet50, ResNet101 and ResNet110[4]. To adapt ResNet to small-sized images in CIFAR100, we modify the first convolution layer of them as a kernel size of 3*3, the stride of 1 and the padding of 1.
Table 1: Performance comparison on various datasets. The best result is indicated as boldface. The best performance for datasets is indicated as boldface and the second one is indicated as under-

| Models  | Method | CIFAR100 | CUB200 | Stanford40 | ImageNet |
|---------|--------|----------|--------|------------|----------|
| Baseline | Baseline | 73.08% | 49.91% | 55.23% | 69.75% |
| Resnet18 | DSF | 75.99% | 53.49% | 59.88% | 45.30% |
| LFMA | Baseline | 75.74% | 48.72% | 56.10% | 41.03% |
| Resnet34 | DSF | 76.80% | 54.16% | 60.92% | 44.32% |
| LFMA | Baseline | 79.17% | 61.25% | 69.60% | 48.69% |

Table 2: Ablation Studies. The Baseline is to train models without self-knowledge distillation techniques applied. The DSN is to train models with deep supervised. The LFMA is to train models with our method.

4.3 Performance Comparison

We provide one standard classifier and eight methods of self-distillation as baselines. The standard classifier doesn’t utilize the distillation technique and has the same backbone as our approach does. The details of other self-distillation baselines are listed below.

- **Baseline** is the standard ResNet18 without self-knowledge distillation methods applied.

- **DDGSD**[18] produce the same output for images that are the same instance yet different data augmentations.

- **ONE**[9] provides an effective training method where the outputs of student networks are aligned to those of teacher one.

- **BYOT**[21] applies auxiliary network into the backbone and trains them with the ground truth labels from the dataset and the feature map from deeper layers.

- **SAD**[6] achieves good performance on lane detection with a layer-wise attention self-distillation.

4.3.1 Performance Comparison

Table 1 shows the performances of different self-knowledge distillation methods on CIFAR100, CUB200, Dogs and Stanford40 with ResNet18. Compared to the standard classifier, all self-knowledge distillation methods achieve better performances. Furthermore, the proposed method, LFMA, shows better performance than that of other methods.

4.4 Ablation Study

To demonstrate the effectiveness of using features with multilevel abstraction to guide network training
for performance improvement, we conducted a series of ablation studies.

We apply baseline, deep supervised (DSN) and LFMA on CIFAR100, CUB200, Dogs and Stanford40 datasets with ResNet18, ResNet34, ResNet50 and ResNet101. Table 2 shows their classification accuracy. Compared to Baseline, DSN improves the performance on various datasets and network structures. Furthermore, LFMA achieves a more substantial improvement compared with the baseline.

5 Discussion

In this section, we visualize attention maps of networks and the features distribution for discussing the reason that LFMA works.

5.1 Qualitative Attention map comparison

In order to identify that LFMA can exploit features with multilevel abstraction, we conduct qualitative analysis by visualizing the attention maps of the networks. We train ResNet50 on CUB200 with three different ways: 1. Standard classifier is that the model is trained normally; 2. DSN is that the deep supervised technique is applied for training model; 3. LFMA is that the network is trained with the LFMA technique. The attention maps from each blocks are visualized as Figure 3 shows.

The network applied with LFMA captures much specific features than the baseline does as the block 1 shows. And LFMA can help network to ignore irrelevant features compared to the baseline as the block 2 shows. The second row of the block 1 shows that the network observe the whole main object but the first one only gets the edge feature. The fourth row of the block 2 pays more attention on object(bird) than the third one does.

5.2 Features Visualization

In this subsection, we explore the form of dark knowledge and explain why dose knowledge from middle blocks work for training.

As the introduction section describes, the main insight of the paper is that features extracted from different layers can represented different relationships between classes. In order to prove the insight, we visualize the features extracted from various layers as the Figure 4, 5, 6 and 7 shows.

The feature maps extracted from blocks are reduced to 2 dimensions vector with UMAP[11]. We visualize them by drawing the first dimension of vectors on vertical, the second dimension of those on the abscissa and labels corresponding input images are colors. All images on the dataset(CIFAR-100) are processed by the network(ResNet18) and their feature maps extracted from various blocks are reduced and visualized. Figure 4 is the representation of features extracted from the block 1, Figure 5 is that of features extracted from the block 2, Figure 6 is that of the features extracted from the block3 and Figure 7 is that of the features extracted from the block4. And images are much similar if the distances of them are closer.

We can observe that the features are much specific and can be easier to classify them correctly as layers deepen. Features with high abstraction extracted from the deep layer can provide useful information for us to classify. Features with low abstraction extracted from the shallow layer cannot provide distinguish information as the deep ones do, but their dark knowledge for self-knowledge distillation. We will analysis details of the features distribution to demonstrate the statement.

We pay more attentions on the enlarged parts images. The points in Figure 4 are mixed and scattered, while those of the same categories in Figure 6 are clustered. This is why specific features extracted from the deepest layer can be effectively classified. Vectors reduced by the UMAP technique can be measured similarity with distances[11]. The smaller the distance between two vectors, the more similar they are. Some images that don’t share the same categories but they have similar low-level features since
they are scattered on a scope as Figure 4 shows. The close distance of different categories that don’t overlap shows their similarity of abstract features as Figure 6 shows.

These relationships provided by multilevel abstraction features can help network to get much information from various aspects (shape, edge, and etc.) for achieving a better performance.

### 6 Conclusion

This paper presents a novel way to implement knowledge distillation. It differs from traditional methods where the network is guided by refined knowledge. Our method is to extract knowledge from features with multilevel abstraction. We demonstrate a series of experiments to show it achieves large performance improvements. We believe that the thinking of using multilevel abstraction features can be implemented by other methods such as a large model guided by multi-size models to achieve better performance.

### References

[1] Zeyuan Allen-Zhu and Yuanzhi Li. Towards understanding ensemble, knowledge distillation and self-distillation in deep learning. *arXiv preprint arXiv:2012.09816*, 2020.

[2] Avrim Blum and Tom Mitchell. Combining labeled and unlabeled data with co-training. In *Proceedings of the eleventh annual conference on Computational learning theory*, pages 92–100, 1998.

[3] Qi Dou, Hao Chen, Yueming Jin, Lequan Yu, Jing Qin, and Pheng-Ann Heng. 3d deeply supervised network for automatic liver segmentation from ct volumes. In *International conference on medical image computing and computer-assisted intervention*, pages 149–157. Springer, 2016.

[4] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 770–778, 2016.

[5] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean. Distilling the knowledge in a neural network. *arXiv preprint arXiv:1503.02531*, 2015.

[6] Yuenan Hou, Zheng Ma, Chunxiao Liu, and Chen Change Loy. Learning lightweight lane detection cnns by self attention distillation. In *Proceedings of the IEEE/CVF international conference on computer vision*, pages 1013–1021, 2019.

[7] Mingi Ji, Seunghyeon Hwang, Gibeom Park, and Il-Chul Moon. Refine myself by teaching myself: Feature refinement via self-knowledge distillation. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, pages 10664–10673, 2021.

[8] Kyungyul Kim, ByeongMoon Ji, Doyoung Yoon, and Sangheum Hwang. Self-knowledge distillation: A simple way for better generalization. *arXiv preprint arXiv:2006.12000*, 2020.

[9] Xu Lan, Xiatian Zhu, and Shaogang Gong. Knowledge distillation by on-the-fly native ensemble. *arXiv preprint arXiv:1806.04606*, 2018.

[10] Tsung-Yi Lin, Piotr Dollár, Ross Girshick, Kaiming He, Bharath Hariharan, and Serge Belongie. Feature pyramid networks for object detection. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 2117–2125, 2017.

[11] Leland McInnes, John Healy, and James Melville. Umap: Uniform manifold approximation and pro-
jection for dimension reduction. arXiv preprint arXiv:1802.03426, 2018. 8

[12] Joseph Redmon and Ali Farhadi. Yolov3: An incremental improvement. arXiv preprint arXiv:1804.02767, 2018. 4

[13] Adriana Romero, Nicolas Ballas, Samira Ebrahimi Kahou, Antoine Chassang, Carlo Gatta, and Yoshua Bengio. Fitnets: Hints for thin deep nets. arXiv preprint arXiv:1412.6550, 2014. 2

[14] Dawei Sun, Anbang Yao, Aojun Zhou, and Hao Zhao. Deeply-supervised knowledge synergy. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 6997–7006, 2019. 4

[15] Lin Wang, Tae-Kyun Kim, and Kuk-Jin Yoon. Eventsr: From asynchronous events to image reconstruction, restoration, and super-resolution via end-to-end adversarial learning. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 8315–8325, 2020. 1, 2

[16] Jie Wu, Haifeng Hu, and Yi Wu. Image captioning via semantic guidance attention and consensus selection strategy. ACM Transactions on Multimedia Computing, Communications, and Applications (TOMM), 14(4):1–19, 2018. 2

[17] Jie Wu, Haifeng Hu, and Liang Yang. Pseudo-3d attention transfer network with content-aware strategy for image captioning. ACM Transactions on Multimedia Computing, Communications, and Applications (TOMM), 15(3):1–19, 2019. 2

[18] Ting-Bing Xu and Cheng-Lin Liu. Data-distortion guided self-distillation for deep neural networks. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 33, pages 5565–5572, 2019. 7

[19] Junho Yim, Donggyu Joo, Jihoon Bae, and Junmo Kim. A gift from knowledge distillation: Fast optimization, network minimization and transfer learning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 4133–4141, 2017. 2

[20] Lequan Yu, Xin Yang, Hao Chen, Jing Qin, and Pheng Ann Heng. Volumetric convnets with mixed residual connections for automated prostate segmentation from 3d mr images. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 31, 2017. 4

[21] Linfeng Zhang, Jiebo Song, Anni Gao, Jingwei Chen, Chenglong Bao, and Kaisheng Ma. Be your own teacher: Improve the performance of convolutional neural networks via self distillation. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 3713–3722, 2019. 1, 2

[22] Ying Zhang, Tao Xiang, Timothy M Hospedales, and Huchuan Lu. Deep mutual learning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 4320–4328, 2018. 1

[23] Zaida Zhou, Chaoran Zhuge, Xinwei Guan, and Wen Liu. Channel distillation: Channel-wise attention for knowledge distillation. arXiv preprint arXiv:2006.01683, 2020. 2

[24] Luisa M Zintgraf, Taco S Cohen, Tameem Adel, and Max Welling. Visualizing deep neural network decisions: Prediction difference analysis. arXiv preprint arXiv:1702.04595, 2017. 2, 4, 5
Figure 3: Attention maps comparison between baseline (standard Resnet50) and LFMA (Resnet50 applied LFMA). Each data was taken from CUB200.

Figure 4: Feature distribution from the first block

Figure 5: Feature distribution from the second block
Figure 6: Feature distribution from the third block

Figure 7: Feature distribution from the forth block