Measurement of $\gamma$ rays from $^{6}$LiF tile as an inner wall of a neutron-decay detector
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ABSTRACT: A neutron lifetime measurement conducted at the Japan Proton Accelerator Research Complex (J-PARC) is counting the number of electrons from neutron decays with a time projection chamber (TPC). The $\gamma$ rays produced in the TPC cause irreducible background events. To achieve the precise measurement, the inner walls of the TPC consist of $^{6}$Li-enriched lithium-fluoride ($^{6}$LiF) tiles to suppress the amount of $\gamma$ rays. In order to estimate the amount of $\gamma$ rays from the $^{6}$LiF tile, prompt gamma ray analysis (PGA) measurements were performed using germanium detectors. We reconstructed the measured $\gamma$-ray energy spectrum using a Monte Carlo simulation with the stripping method. Comparing the measured spectrum with a simulated one, the number of $\gamma$ rays emitted from the $^{6}$LiF tile was $(2.3^{+0.7}_{-0.3}) \times 10^{-4}$ per incident neutron. This is $1.4^{+0.5}_{-0.2}$ times the value assumed for a mole fraction of the $^{6}$LiF tile. We concluded that the amount of $\gamma$ rays produced from the $^{6}$LiF tile is not more twice the originally assumed value.
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1 Introduction

Accurate estimation and suppression of background events in experimental particle physics and nuclear physics are very important to realize precise measurements. $^6$Li-enriched lithium-fluoride ($^6$LiF) is often used as neutron shields to suppress background events because $^6$Li has a large neutron-absorption cross section and low $\gamma$-ray emission probability after absorbing neutrons.

Neutron lifetime measurements should be precise, because it is an important parameter for the $V_{ud}$ term in the Cabibbo-Kobayashi-Maskawa matrix and it is also used to verify the Big Bang nucleosynthesis. Two methods have historically been used in neutron lifetime measurements: counting the number of protons from neutron decays [1, 2], and counting the number of surviving neutrons after a certain stored time [3–7]. However, there is a significant deviation ($8.4 \pm 2.1$ sec or $4.0\sigma$) between the results from these two methods. Therefore, more accurate measurement methods are necessary.

An experiment being conducted at the Japan Proton Accelerator Research Complex (J-PARC) is the first experiment using a pulsed neutron beam to measure the neutron lifetime. In this experiment, the number of electrons from neutron decays is counted with a time projection chamber (TPC) filled with an operation gas ($^4$He, CO$_2$, and a few ppm of $^3$He gas) [8, 9]. This TPC can observe neutron decay events by detecting the drifting ionized particles with a multi-wire proportional chamber. Neutrons are often scattered by the operation gas and hit the inner walls of the TPC. If $\gamma$ rays produced by capturing neutrons hit the inner materials, electrons are emitted from the hit positions. These electrons cause irreducible background events and a large uncertainty in subtraction [9], and thus, the inner walls of the TPC consist of $^6$LiF tiles to suppress the amounts of emitted $\gamma$ rays.
However, one must pay attention to the amounts of $\gamma$ rays from the $^6$LiF tiles per incident neutron to achieve precise measurement. For this purpose, we conducted prompt gamma ray analysis (PGA) measurements of the $^6$Li tile with a pulsed neutron beam and germanium detectors. The obtained spectrum was reconstructed using the stripping method [10] with a Monte Carlo simulation. As a result, we estimated the intensity and energy of $\gamma$ rays emitted from the inner walls of the TPC per neutron.

This paper is organized as follows: the detailed properties of the $^6$LiF tiles and the equipment in neutron-irradiation experiments are described in section 2. Then, we report measurements and analysis result in section 3. Finally, we summarize this work in section 4.

2 Experimental setup

2.1 Properties of the $^6$LiF tile

Figure 1 is a picture of the inside of the TPC taken from the downstream. The inner wall of the TPC consists of $^6$LiF tile made by sintering $^6$LiF powder at 30 wt% with poly-tetra-fluoro-ethylene (PTFE) at 70 wt%. The enrichment of $^6$Li in this LiF powder is 95%, and thus, neutron capture cross-section with $\gamma$ rays of the $^6$LiF tiles is expected to be small. Table 1 shows the constituent elements and properties of the $^6$LiF tile. Impurities in the $^6$LiF tile were inspected by X-ray fluorescence analysis (XRF). The total amount of impurities was about 0.1%, and the detailed result is described in appendix A. The thickness of the inner wall is 5 mm and an effective thickness $L_{\text{eff}}$ is defined as

$$L_{\text{eff}} = \frac{1}{\sum_i \rho_i \sigma_{\text{tot},i}} ,$$

where $\rho_i$ and $\sigma_{\text{tot},i}$ are the number density and the total cross section for each element, respectively. $L_{\text{eff}}$ is $6.5 \times 10^{-2}$ cm for 2200 m/s neutrons, which was calculated using values in table 1. Figure 2 shows the tile with size $40 \times 40 \times 5$ mm$^3$. This tile was cut from the same production batch with tiles used in the TPC. Therefore, the impurity level is expected to be same as the $^6$LiF tiles in the TPC. In addition, the surfaces of these tiles have been shaved, so that it is expected that surface impurities which might contaminate were eliminated. This tile was used for the PGA measurement, which is described in section 3.1.

| Element | Mole fraction | Number density [#/cm$^3$] | Capture cross section [mbarn] | Total cross section [barn] |
|---------|---------------|--------------------------|-------------------------------|--------------------------|
| $^6$Li  | 0.173         | $1.60 \times 10^{22}$    | 38.5                          | 941                      |
| $^7$Li  | 0.009         | $8.30 \times 10^{20}$    | 45.4                          | 1.02                     |
| C      | 0.212         | $1.96 \times 10^{22}$    | 3.50                          | 4.74                     |
| F      | 0.606         | $5.59 \times 10^{22}$    | 9.51                          | 3.65                     |

Table 1. Constituent elements and properties of the $^6$LiF tile. The values of cross sections have been adopted from ref. [11].
Figure 1. Picture of the inside of the TPC taken from the downstream. The inner wall of the TPC consists of the $^6$LiF tiles.

Figure 2. Picture of the $^6$LiF tile with size $40 \times 40 \times 5$ mm$^3$. This tile is used in a neutron irradiation experiment described in section 3.1.

2.2 Experimental equipment

A germanium detector assembly is installed at the beamline 04 (ANNRI) of the Material and Life Science Facility (MLF) in J-PARC. We can measure neutron capture cross-section accurately by detecting prompt $\gamma$ rays emitted from a target via (n,$\gamma$) reactions [12–14]. Figure 3 shows a schematic view of the beamline 04. Neutrons are produced by nuclear spallation reactions by irradiating a mercury target with a proton beam. The neutrons are slowed down by a moderator and the pulsed neutron beam with a repetition rate of 25 Hz passes through the neutron filter (C in figure 3), disk choppers (D in figure 3), and collimators (A and E in figure 3). The target and the germanium detector assembly (F in figure 3) are located at 21.5 m downstream of the moderator surface. Disk choppers are used to avoid frame overlap by eliminating cold neutrons. Several neutron filters are inserted to adjust the beam intensity in the energy region of interest. Seven germanium crystals form a detector unit, as shown in figure 4. These germanium detector units are covered with three neutron shields (f, g, and h in figure 4). Two units of germanium detector assembly are used in the measurement, and they are placed at the top and bottom of the target. Bismuth germanate (BGO) crystals (d in figure 4) are placed outside the germanium detectors and play a role to veto Compton scattering events. There are two types of the data acquisition (DAQ) systems in this beamline; one is for fast data processing, the other is for slow one. While the slow type can synchronize between signals from the germanium detectors and from the BGO detectors, the fast type cannot synchronize. We used the fast type to avoid missing the count of $\gamma$ rays due to the deadtime of the DAQ system. Therefore, the BGO detectors were not used in our measurements.

The output signal from each germanium crystal is processed independently. Each output signal was triggered on the individual waveform from each detector when its pulse height was larger than a threshold corresponding to about 100 keV. The output signals were fed into a module CAEN V1724 [15] that can record the pulse height digitized by an analog-to-digital converter (ADC), and the time interval between injection of the proton beam bunch and the detection time of the $\gamma$ ray emitted from the target. This measured time information corresponds to the time-of-flight (TOF) of the neutrons from the moderator surface to the target. Two output signals are recorded as a single event if they are closer than 0.4 $\mu$s, while their pulse heights are recorded as zero when the time difference between them is 0.4 to 3.2 $\mu$s due to a limit of processing speed of this DAQ system.
Figure 3. Schematic illustration of the beamline 04. (A) Collimator, (B) T0-chopper, (C) Neutron filter, (D) Disk choppers, (E) Collimator, (F) Germanium detector assembly, (G) Collimator, (H) Boron resin, and (I) Beam stopper (Iron) [16].

Figure 4. Schematic of a detector unit containing of seven germanium crystals. (a) Electode, (b) Germanium crystal, (c) Aluminum case, (d) BGO crystal, (e) γ-ray shield (Pb collimator), (f) Neutron shield-1 (22.3 mm LiH), (g) Neutron shield-2 (5 mm LiF), (h) Neutron shield-3 (17.3 mm LiH), and (i) Photomultiplier tube for BGO crystal [16].
3 Measurement and analysis

3.1 Measurement

The $^6$LiF tile was irradiated with the pulsed neutron beam with a time-averaged proton beam power of 200 kW during the measurements. Measurements were performed with and without the $^6$LiF tile. The measurement time was for 35 minutes and 42 minutes, respectively. The $\gamma$-ray energy calibration was performed on the basis of the intense peaks from the $^{27}$Al($n, \gamma$) reactions. In these measurements, the beam size on the target was adjusted as 22 mm in diameter by the collimators. Cold neutrons that reach the target after about 27 ms were blocked by the disk choppers, which is shown in figure 5. Thus, the events after 27 ms were not prompt $\gamma$ rays, but delayed $\gamma$ rays. The count of delayed $\gamma$ rays is constant in the TOF spectrum because the decay time is much longer than 40 ms. The amount of delayed $\gamma$ rays was less than that of prompt $\gamma$ rays and they did not significantly increase the deadtime in this measurement. The delayed $\gamma$ rays were removed by subtracting the spectrum after 27 ms. The observed energy spectra of the prompt $\gamma$ rays are shown in figure 6. The environmental background events were removed by subtracting the spectrum that was measured without the $^6$LiF tile from the one measured with the $^6$LiF tile. The spectrum of only the prompt $\gamma$ rays emitted from the $^6$LiF tile is also shown in figure 6. In the data with the $^6$LiF tile, about 0.1% of all signals were recorded as having their pulse heights of zero. It is estimated that about 0.02% of total events were failed to count due to pile up of multiple signals. The deadtime of the germanium detectors and the DAQ system has little effect on the measurement.

![Figure 5](image5.png)

**Figure 5.** The spectra measured with the $^6$LiF tile (solid line) and without the $^6$LiF tile (dotted area).

![Figure 6](image6.png)

**Figure 6.** The spectra measured with the $^6$LiF tile (solid line), without the $^6$LiF tile (dotted area), and their difference (shaded area).

3.2 Analysis by stripping method and spectrum reconstruction

The pulse heights of the output signals from the germanium detectors are not completely true $\gamma$-ray energies. In some cases, $\gamma$ rays can not deposit their energy into the germanium crystals because of escape of photons generated by Compton scattering, trapping by lattice defects, etc. Therefore, the observed energies of $\gamma$ rays shift to lower values.

The response function of each germanium detector is necessary in order to calculate the true $\gamma$-ray energy spectrum from the measurement. In this study, the response function was calculated...
by a Monte Carlo simulation, and we calculated the intensity of each γ ray peak emitted from $^{6}\text{LiF}$ tile by the stripping method. In the measured spectrum, the number of events in a certain energy region is the sum of the number of events of photoelectric absorptions and that of escapes of photons stemmed from γ rays with higher energy. The principle of the stripping method is as follows:

1. The number of events due to γ rays with higher energy is subtract from that of events in a certain energy region using a simulated spectrum of monochromatic energy.

2. The number of events remaining after the above subtraction in the energy region is regarded as due to photoelectric absorption. The total amount of γ rays emitted in all directions can be calculated using a detection efficiency and a geometrical acceptance.

3. These procedures are repeated from higher energies for the entire energy region. This is how the true γ-ray energy spectrum can be calculated.

We implemented the geometry of the germanium detector assembly by GEANT4 [17], and this simulation enabled us to calculate the response function of this detector units by emitting γ rays from the target position. This simulation reproduced the measured spectra of radioactive sources of $^{137}\text{Cs}$ and $^{152}\text{Eu}$ in low energy regions. The measured spectrum of the $^{14}\text{N}(n, \gamma)$ reactions was used to verify the reproducibility of this simulation in a high energy region of up to about 11 MeV, and was reproduced by summing up the simulated spectra of monochromatic γ-ray energy that were scaled to confirm the intensity of the measured spectrum [16]. Figure 7 shows an example of a simulated spectrum of monochromatic γ-ray with energy 7245 keV which was caused by the $^{6}\text{Li}(n,\gamma)$ reactions, and an energy dependence of the detection efficiency of full absorption events is shown in figure 8.

![Image](image1.png)  
**Figure 7.** Simulated spectrum of monochromatic with energy 7245 keV.  

![Image](image2.png)  
**Figure 8.** Energy dependence of the detection efficiency of full absorption peak.

We estimated the intensity of each γ-ray peak from the higher energy region. Each simulated spectrum of monochromatic γ rays was scaled to confirm the integrated value of the corresponding peak with three times of the Gaussian width, and removed from the measured spectrum. This procedure was repeated until all peaks were subtracted with higher energy. In the $^{19}\text{F}(n, \gamma)$ reactions, most of the peaks are too small to estimate from the measured spectrum. Thus, the intensities of their peaks were calculated based on the reference values from the IAEA database [18]. These small
peaks were scaled to confirm the relative intensities for the intense peak of 1381 keV that is caused by the $^{19}$F(n, $\gamma$) reactions. Figure 9 shows the measured spectrum, the reconstructed spectrum that sums up all the scaled spectra of the monochromatic $\gamma$ rays, and the simulated spectrum which summed up the spectra of monochromatic $\gamma$-rays spectra scaled based on the mole fraction presented in table 1. In the low energy region at less than 2 MeV, the intensity of the reconstructed spectrum was larger than that of the simulated spectrum based on the mole fraction.

Table 2 shows the amount of $\gamma$ rays emitted from the $^6$LiF tile in all directions by the (n, $\gamma$) reactions, and the ratios of the intensities measured in the experiment to those assumed from the mole fraction for the intense peaks. In the peak with 7245 keV, the ratio is normalized as unity, because this peak was initially scaled so that the intensity matched with the measured spectrum and the simulated spectrum in the reconstruction procedure. The ratios that could not be compared with the assumed intensities for the unexpected peaks are described with horizontal lines in this table.

It should be noted that there was an intense peak of 198 keV. According to the energy level of scheme, $\gamma$ rays with such energy would not be emitted by (n,$\gamma$) reactions of the elements that compose the $^6$LiF tile. In the neutron TOF spectrum of this peak, the decay time was $20.9 \pm 2.0$ ms, and it was consistent with that of 20.4 ms which is derived from the $^{71}$Ge(n, $\gamma$) reaction. Therefore, the $\gamma$ rays with energy 198 keV in this measurement are not influenced to the measurement of neutron lifetime, because these $\gamma$ rays were not emitted from the $^6$LiF tile.

![Gamma-ray Energy [keV]

| Gamma-ray Energy [keV] | Counts | Measurement | MC(This work) | MC(Based on Mole fraction) |
|------------------------|--------|-------------|----------------|---------------------------|
| 1000                   | 1      |             |                |                           |
| 2000                   | 10     |             |                |                           |
| 3000                   | 210    |             |                |                           |
| 4000                   | 410    |             |                |                           |

Figure 9. Comparison of the measured spectrum (solid line), the reconstructed spectrum (shaded area), and the spectrum based on the mole fraction of table 1 (dotted area).

3.3 Estimation of the neutron intensity and the number of $\gamma$ rays per neutron

Our purpose is to know the intensity of prompt $\gamma$ rays from the $^6$LiF tile per an incident neutron. Therefore, we need to know the number of neutrons irradiated to the target. We calculated the neutron intensity based on the intense peak with energy 7245 keV. This peak has the highest-energy prompt $\gamma$ rays that are emitted from the $^6$LiF tile, and thus, it is suitable to estimate the neutron intensity due to few background events such as the Compton components of higher-energy $\gamma$ rays.
Table 2. The number of γ rays emitted to all directions and the ratio of the intensity measured in the experiment to that assumed from the mole fraction for each intense peak. The errors described in this table are statistical errors.

| Energy [keV] | Element | Number of γ rays ($\times 10^3$) | Ratio |
|-------------|---------|----------------------------------|-------|
| 7245        | $^{6}\text{Li}$ | $1081 \pm 25.9$ | 1 (fix) |
| 6768        | $^{6}\text{Li}$ | $1150 \pm 26.5$ | $1.71 \pm 0.06$ |
| 5033        | $^{19}\text{F}$ | $47.5 \pm 3.16$ | $0.49 \pm 0.06$ |
| 3488        | $^{19}\text{F}$ | $49.5 \pm 2.73$ | $0.44 \pm 0.03$ |
| 2529        | $^{19}\text{F}$ | $56.8 \pm 2.65$ | $0.53 \pm 0.03$ |
| 2427, 2431  | $^{19}\text{F}$ | $85.0 \pm 3.26$ | $0.85 \pm 0.04$ |
| 2223        | $^{1}\text{H}$  | $273 \pm 6.20$ | - |
| 2032        | $^{7}\text{Li}$ | $209 \pm 5.17$ | $2.41 \pm 0.08$ |
| 1983        | -         | $170 \pm 4.54$ | - |
| 1843        | $^{19}\text{F}$ | $74.8 \pm 2.87$ | $0.81 \pm 0.04$ |
| 1634        | -         | $508 \pm 8.67$ | - |
| 1387, 1392  | $^{19}\text{F}$ | $155 \pm 4.07$ | $1.12 \pm 0.04$ |
| 1052        | $^{7}\text{Li},^{19}\text{F}$ | $257 \pm 4.79$ | $1.66 \pm 0.05$ |
| 980, 983    | $^{7}\text{Li},^{19}\text{F}$ | $226 \pm 4.49$ | $0.78 \pm 0.02$ |
| 869         | -         | $2.02 \pm 1.35$ | - |
| 656, 665    | $^{19}\text{F},^{19}\text{F}$ | $461 \pm 7.74$ | $0.87 \pm 0.03$ |
| 583         | $^{19}\text{F}$ | $424 \pm 7.51$ | $0.78 \pm 0.02$ |
| 511         | e         | $123 \pm 3.67$ | - |
| 477         | $^{6}\text{Li}$ | $2274 \pm 27.4$ | $3.9 \pm 0.09$ |

The neutron intensity can be calculated by

\[
N = \phi\varepsilon \left( 1 - \exp \left( -\rho \sigma \left( \frac{2200}{v} \right) B_{\text{eff}} \left( \frac{v}{2200} \right) \right) \right) \\
\approx \phi\varepsilon\rho\sigma B_{\text{eff}},
\]  

(3.1)

where $N$ is an integrated value of the 7245 keV peak with a range of three times of the Gaussian width, $\phi$ is the neutron beam intensity (the number of neutrons that are irradiated to the target), $\varepsilon$ is the full absorption efficiency of the germanium detector units for 7245 keV $\gamma$ rays, $\rho$ is the number density of $^6\text{Li}$, $\sigma$ is the neutron absorption cross-section for 2200 m/s neutrons, and $B_{\text{eff}}$ is the effective thickness of the $^6\text{LiF}$ tile. $B$ is the branching ratio of the $\gamma$ ray with energy 7245 keV emitted after neutron absorption. While $\sigma$ and $B_{\text{eff}}$ depend on neutron velocity $v$ based on the $1/v$ law, and $v$ is canceled out, as shown in eq. (3.1). Therefore, we can perform an analysis independent of TOF. In the measured spectrum, $N$ was $(3.61 \pm 0.06) \times 10^5$. The full absorption efficiency $\varepsilon$ was calculated from the simulation, and $\varepsilon$ is $0.33 \pm 0.03\%$. $\rho$ was $1.60 \times 10^{22}$ [#/cm$^3$] and $\sigma$ is $940 \pm 4$ barn, as described in table 1. $B_{\text{eff}}$ was $6.5 \times 10^{-2}$ cm and $B$ is $2.63 \times 10^{-5}$ adopted from the IAEA database [18]. The calculation results show that the number of incident neutrons $\phi$ was $(4.2 \pm 0.6) \times 10^{10}$ in the measurement with the $^6\text{LiF}$ tile. We checked that this estimation was consistent with the measurement result using the $^{10}\text{B}$ target described in appendix B.
Figure 10 shows the intensity and the energy of prompt $\gamma$ rays emitted from the $^6$LiF tile per neutron, which was calculated using the number of incident neutrons as $(4.2 \pm 0.6) \times 10^{10}$. The intensity of each monochromatic $\gamma$ ray was calculated from each scale parameter which was used in the reconstruction.

![Gamma-ray Energy vs. Number of Gamma-rays](image)

Figure 10. The intensity of $\gamma$ rays with each energy emitted from the $^6$LiF tile per incident neutron.

Table 3 summarizes the total number of the prompt $\gamma$ rays emitted from the $^6$LiF tile per incident neutron for each case. According to the IAEA database [18], neutron capture cross section with $\gamma$ rays of observed impurities described in appendix A are larger than that of the constituent elements of the $^6$LiF tile. Considering the influence of these impurities, the number of $\gamma$ rays per neutron increases by about 1.05 times. On the other hand, the number of total events of the reconstructed spectrum is 25% less than that of the measured spectrum in figure 9. There are two possible explanations for this difference that have not been addressed in this study. Firstly, the impurities in the $^6$LiF tile cannot be studied in detail. If the elemental composition is different between the surface and the inside of this tile, the amount of the observed impurities may be different from that presented in table 4. In addition, it may include other kinds of impurities that cannot be observed by the XRF measurement. Secondly, the simulation cannot estimate the effect of neutrons scattered by the target. Scattered neutrons cause the $\gamma$ rays to be emitted from the other materials around the target, e.g., the detector assembly. Such $\gamma$ rays are not likely to form full-absorption peaks. The reason for this is that the solid angle and the detection efficiency for $\gamma$ rays from the surrounding materials is smaller than those from the target because the alignment of the germanium crystals is optimized to detect the $\gamma$ rays from the target position. We cannot distinguish whether the difference of 25% is caused by unexpected impurities or the effect of scattered neutrons. Therefore, this difference was added asymmetrically to the systematic errors. The total number of the prompt $\gamma$ rays emitted from the $^6$LiF tile was $(2.3^{+0.7}_{-0.3}) \times 10^{-4}$ per an incident neutron. This is $1.4^{+0.5}_{-0.3}$ times the value assumed from the mole fraction in table 1. The amount of $\gamma$ rays produced from the $^6$LiF tile is not more than twice the originally assumed value. In the neutron lifetime measurement at
Table 3. The number of total γ rays per incident neutron (×10^{-4}) for each case.

| Measurement result       | 2.3^{+0.7}_{-0.3} |
|--------------------------|-------------------|
| Mole fraction without impurities | 1.66 ± 0.03      |
| Mole fraction with impurities   | 1.74^{+0.08}_{-0.04} |

J-PARC, the amount of background events produced in the TPC was 3.2 times of the originally expected value [9]. However, the result of this study does not explain all of them.

4 Summary

The neutron lifetime measurement experiment at J-PARC uses the $^{6}$LiF tile as the inner wall material in the detector to suppress background events. The γ rays emitted from the $^{6}$LiF tile cause the irreducible background events and a uncertainty for subtraction. The amount of the γ rays must be measured to estimate the background events to realize precise measurement. PGA measurement was conducted to estimate the number of prompt γ rays emitted from the $^{6}$LiF tile per incident neutron. We obtained that this as $(2.3^{+0.7}_{-0.3}) \times 10^{-4}$, and this is $1.4^{+0.5}_{-0.2}$ times the value assumed from a mole fraction of the $^{6}$LiF tile. We concluded that the amount of γ rays produced from the $^{6}$LiF tile is not more than twice the originally assumed value.

A Impurities in the $^{6}$LiF tile

The impurities in the $^{6}$LiF tile were inspected by XRF measurements. In this measurement, the $^{6}$LiF tile with size $30 \times 30 \times 5$ mm$^3$ was irradiated by X-ray in a chamber filled with He gas. The impurities were identified by measuring the XRF emitted by the de-excitation of electrons upon X-ray irradiations. The result of XRF is shown in table 4.

B Measurement of beam intensity using $^{10}$B target

We measured the beam intensity using $^{10}$B of 5 mm diameter and 0.5 mm thickness in order to confirm the estimation of the neutron beam flux using the highest-energy peak. The measurement time was about 210 minutes. Almost all neutrons irradiated onto this target were captured, and γ rays with energy 477 keV were emitted via the $^{10}$B(n, $\alpha$)$^{7}$Li reactions. The number of detected γ rays during the measurement with the $^{10}$B target is about $7 \times 10^7$, and thus, the number of 4π-emitted γ rays was estimated about $7 \times 10^9$, because the detection efficiency for 477 keV γ rays is about 1%. Thus, the number of incident neutrons was estimated at about $7 \times 10^9$. In order to compare the number of neutrons irradiated to the $^{10}$B target and the $^{6}$Li target, the size difference between these targets must be taken into account. We assumed that the spatial distribution of the beam intensity in a circular truncated cone. Figure 11 shows the spatial distribution of the beam intensity. It is constant within 22 mm in diameter, and decreases linearly from 22 mm to 37 mm in diameter. The beam intensity for the $^{6}$Li target corresponds to the volume of the circular truncated cone obtained by rotating the trapezoid ($V_1$), while that for the $^{10}$B target corresponds to the volume
Table 4. Impurities in the $^6$LiF tile identified with XRF. N.D. refers to ‘not detected’.

| Element | Content [%] | Element | Content [%] | Element | Content [%] |
|---------|-------------|---------|-------------|---------|-------------|
| F       | Main material | Rb      | N.D.        | Tb      | N.D.        |
| Na      | 0.04        | Sr      | N.D.        | Dy      | N.D.        |
| Mg      | N.D.        | Y       | N.D.        | Ho      | N.D.        |
| Al      | 0.01        | Zr      | N.D.        | Er      | N.D.        |
| Si      | 0.03        | Nb      | N.D.        | Tm      | N.D.        |
| P       | 0.002       | Mo      | N.D.        | Yb      | N.D.        |
| S       | 0.002       | Ru      | N.D.        | Lu      | N.D.        |
| Cl      | N.D.        | Rh      | N.D.        | Hf      | N.D.        |
| K       | 0.004       | Pd      | N.D.        | Ta      | N.D.        |
| Ca      | 0.007       | Ag      | N.D.        | W       | N.D.        |
| Sc      | N.D.        | Cd      | N.D.        | Re      | N.D.        |
| Ti      | N.D.        | In      | N.D.        | Os      | N.D.        |
| V       | N.D.        | Sn      | N.D.        | Ir      | N.D.        |
| Cr      | N.D.        | Sb      | N.D.        | Pt      | N.D.        |
| Mn      | N.D.        | Te      | N.D.        | Au      | N.D.        |
| Fe      | N.D.        | I       | N.D.        | Hg      | N.D.        |
| Co      | N.D.        | Cs      | N.D.        | Tl      | N.D.        |
| Ni      | N.D.        | Ba      | N.D.        | Pb      | N.D.        |
| Cu      | N.D.        | La      | N.D.        | Bi      | N.D.        |
| Zn      | N.D.        | Ce      | N.D.        | Th      | N.D.        |
| Ga      | N.D.        | Pr      | N.D.        | U       | N.D.        |
| Ge      | N.D.        | Nd      | N.D.        | -       | -           |
| As      | N.D.        | Sm      | N.D.        | -       | -           |
| Se      | N.D.        | Eu      | N.D.        | -       | -           |
| Br      | N.D.        | Gd      | N.D.        | -       | -           |

of the cylinder whose diameter with 5 mm ($V_2$). The number of neutrons irradiated to the $^6$Li target can be estimated using the measurement result with the $^{10}$B target as follows:

$$V_1 = \pi \int_0^I \left( \frac{(37/2) - (22/2)}{I} x + \frac{22}{2} \right)^2 dx \sim 222.25\pi I,$$

$$V_2 = \pi (5/2)^2 \times I \sim 6.25\pi I,$$

$$\phi = \left(7 \times 10^9\right) \times \frac{35\text{ min.}}{210\text{ min.}} \times \frac{V_1}{V_2} \sim 4.15 \times 10^{10},$$  \hspace{1cm} (B.1)

where $I$ is a normalized neutron beam intensity at the center of the beam axis. This calculation result is consistent with the value estimated from the peak with energy 7245 keV.
Figure 11. Spacial distribution of the neutron beam intensity. The intensity is constant within 22 mm in diameter and decreases linearly from 22 mm to 37 mm in diameter.
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