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Fig. 1: Given an input image (left), our method trains a generative network to output weights such that a weighted image would be classified similarly to the input image. As training progresses (small panels), the generated weights tend to become more specific. An automatic stopping criterion is used to return the weight map provides good localization.

ABSTRACT

In the weakly supervised localization setting, supervision is given as an image-level label. We propose employing an image classifier $f$ and training a generative network $g$ that outputs, given the input image, a per-pixel weight map that indicates the location of the object within the image. Network $g$ is trained by minimizing the discrepancy between the output of the classifier $f$ on the original image and its output given the same image weighted by the output of $g$. Our results indicate that the method outperforms existing localization methods on the challenging fine-grained classification datasets.

1. INTRODUCTION

Most weakly supervised localization methods assume that an image classifier relies on image regions within the foreground segment, and try to analyze the behavior of the classifier to extract this information [1]. Breaking down this assumption, one can identify three challenges: first, the classifier may rely on context, i.e., on regions outside the object. Second, the classifier may rely on object parts and ignore much of it. Third, the problem of the classifier explainability.

Regarding the first problem, one can attempt to rely on explainability methods that differentiate between positive and negative contributions [2] or assume, as we do, that modern classifiers are less prone to such issues, especially when delineating between similar classes, which tend to appear in similar contexts. The second challenge, which may lead to the identification of parts instead of the entire object, is a major issue in modern weakly supervised localization methods [3, 4]. In our case, we propose solving it with an early stopping technique, since our generative method evolves to become increasingly localized during the training process. Our method, in contrast to many weakly supervised approaches, employs a segmentation network $g$ that provides a pixel-wise weight map, given the input image ($I$). Since it is trained on all images, rather than solving one image at a time, it learns general patterns before it learns to identify specific image locations associated with a given class.

An example is shown in Fig. 1, demonstrating an image from the CUB bird dataset. The output of $g$ is shown for consecutive epochs. As can be seen, first the outline of the bird is identified. As training progresses, the network learns to output specific parts of the bird, which are most relevant to distinguishing it from other birds.

The third challenge we have pointed to was the challenge of extracting the relevant information from the classifier $f$. While many methods rely on the activations of the network and on its gradients [5], this is known to be an unreliable process [6]. In fact, one can already point to the collinearity problem in linear regression as presenting ambiguity regarding the causal links between input and prediction [7].

Our approach, instead of trying to analyze the behavior of the classifier $f$ given $I$ by considering the information flow within $f$, derives a training loss for training network $g$ that only considers the output of $f$. Specifically, we require that
the pseudo-probabilities provided by $f$ given the input image
be the same as the vector of pseudo-probabilities $f$ outputs
on the image $I \cdot g(I)$, which is a pixel-wise weighting of an
image by the weight mask produced by $g$.

Our experiments, similarly to other recent contributions,
focus on datasets for fine-grained classification, in which the
problem of weakly supervised localization is more challeng-
ing, due to $f$ having to attend to well-localized differences
between the classes. As our results show, using the label-
difference criteria on a pretrained classifier, in order to train a
segmentation network $g$, leads to results that are far superior
to the state-of-the-art methods.

2. RELATED WORK

Supervised deep learning algorithms often require a training
set that relies on extensive human annotation. In order to de-
crease the dependency on human annotation, weakly sup-
ervised approaches have been developed [8]. In this paper, we
focus on using image-level annotation to predict the localiza-
tion of the object bounding box.

Fine-grained recognition datasets have become extremely
popular as benchmarks for weakly supervised object localiza-
tion (WSOL). In fine-grained recognition, annotation is more
challenging, since it requires professional knowledge and do-
main experts. Since fine-grained recognition methods require
specialization to differentiate between similar classes, and
since this specialization is often accompanied by the extrac-
tion of localized features [9, 10], the information extracted
from such classifiers is often less accessible when trying to
segment the entire object.

Many algorithms were proposed for the task of WSOL. The Class
Activation Map (CAM) explainability method [11] and its variants [3, 1] identify the salient pixels that lead to
the classification.

Previous WSOL works have been criticized by [12] for
selecting the best checkpoint and the hyperparameters by con-
sidering the test data. This work also proposes an eval-
uation metric for weakly supervised segmentation, where in-
stead of bounding-box annotation, a foreground-background
mask is given. Unlike conventional segmentation metrics, it
considers multiple thresholds, since tuning the threshold is
challenging in the weakly supervised setting. Very recently,
[13] presented a new method for weighting the feature maps.
Evaluation follows the stringent settings presented by [12],
and weakly-supervised segmentation results are presented on
Oxford-flower102 [14].

3. METHOD

This section introduces our method for weakly supervised
fine-grained object localization. Our method employ an
encoder-decoder network $g$ that maps the input image $I \in R^{3 \times W \times H}$ to a pixel-wise weight mask $M \in R^{W \times H}$.

For the training of network $g$ under WSOL settings, we
offer a novel two-stage algorithm: (1) train a classifier $f : R^{3 \times W \times H} \rightarrow R^d$, with global supervision, where $d$ is the
number of categories in the dataset, and (2) freeze the classi-
 fier weights and employ a classification-invariance loss func-
tion for the training of $g$:

$$\min_g \, D(f(I), f(I \cdot g(I))) + R(g(I)),$$

where $D$ measures the discrepancy between the classifier out-
put and $R$ is a regularizer that minimizes the size of the high-
lighted region produced by the weight mask $M = g(I)$. The
goal of using this loss is to maintain the same classifier repre-
sentation $f$ with and without masking by $g$, see Fig 2. In our
implementation, the cross-entropy loss is used for $D$, and $R$
is the L1 norm.

Without the regularization term $R(g(I))$, the architecture
would converge to a naive solution where the output mask is
fixed at one. With the regularization term, the network is en-
couraged to provide more localized solutions, in which non-
relevant attributes are ignored.

Architecture The encoder of $g$ is a ResNet [15], in which
the receptive field is of size 32 $\times$ 32, i.e., the image is down-
scaled five times. The ResNet contains four residual blocks,
with 64, 128, 256, and 512 output channels, whenever the ar-
chitecture of ResNet 18 or ResNet 34 is used, and 256, 512,
1024, and 2048 output channels for the case of ResNet 50
and ResNet 101. Pre-trained weights, obtained by training on
ImageNet [16], are used at initialization.

The decoder of $g$ consists of five upsampling blocks in or-
der to obtain an output resolution that is identical to the origi-
nal image size. Each block contains two convolutional layers
with a kernel size equal to 3 and zero padding equal to one. In
addition, we use batch normalization after the last convolution
layer before the activation function. The first four layers’ ac-
tivation function is a ReLU, while the last layer’s activation
function is sigmoid. Each layer receives a skip connection
from the encoder that has the same spatial resolution [17].

The backbone of $f$ is a ResNet 18 [15] with four blocks
with a receptive field of size 32 $\times$ 32. The Resnet output vec-
tor’s dimension is 512, as obtained from applying a global av-
erage pooling operator on the last feature map. This backbone
is initialized with pre-trained imagenet parameters.

Setting the bounding box The output of $g$ is map $M$ in the
0 to 1 range, obtained by the sigmoid activation function. In
order to derive a bounding box from this map, we follow the
method of [12]. First, a threshold $\tau = \max(M)/10$ is cal-
culated and values lower than $\tau$ are set to zero, obtaining a map
$M$. We then apply topological structural analysis [18] to the
thresholded map, in order to discover the boundaries of the pro-
posed object in the map. The method produces multiple
proposals for the object contours, and we select the contour
with the largest area. The bounding box is obtained by con-
sidering the bounding box of the selected contour.
Early stopping  The discriminative attributes that enable the classifier \( f \) to distinguish between labels belonging to visually similar categories often rely on well-localized regions of the image. As a result, the loss we propose can lead to over-localization of the object in the image.

To overcome this, we rely on an empirical observation: the pixel weighting network \( g \) becomes increasingly well-localized as training progresses. In other words, \( g \) becomes increasingly specific in the highlighted regions as training progresses. This way, it is able to improve the regularization term without sacrificing the loss that measures the discrepancy between the labels.

To exploit the ability of \( g \) to capture the object at intermediate stages of training, while avoiding the pitfalls of using a well-trained \( g \), we propose using an early stopping procedure. Recall that the bounding box selection algorithm selects one contour. If the image has multiple contours, the bounding box would not contain these. We rely on this signal and select an epoch in which the bounding box still contains most of the weights of the mask \( M \).

Specifically, the stop epoch is selected by considering the average score \( S \) among the images in the validation set. For a single sample, it is computed as:

\[
S = \sum_{x_1=x_1}^{x_2} \sum_{y_1=y_1}^{y_2} \sum_{y=0}^{W} \sum_{x=0}^{H} M_{xy},
\]

\( x_1, x_2, y_1, y_2 \) are the bounding box coordinates for this image, and \( H, W \) are image dimensions. The selected checkpoint has the maximal average score.

The early stopping method selects a checkpoint without any additional supervision. Computationally, it is equivalent to the supervised evaluation on the validation set performed by more-supervised methods [19, 20].

4. EXPERIMENTS

We use the exact same benchmark settings as the baseline methods, using the provided train/test split and evaluation protocol. The datasets supply object localization ground-truth annotation only for the validation and test sets. The supervision signal provided during training is the global class-level annotation of the object. No part-level annotation is used, and we do not compare with methods that rely on such annotation.

Benchmarks  We evaluate our algorithm on the three most popular publicly available fine-grained datasets: (1) CUB-200-2011 [21] (2) Stanford Cars [22] (3) Oxford-flowers [14]. In addition, we test our proposed algorithm on the generic image classification dataset tiny-imagenet [23].

On all datasets, except for Oxford-102, we compute two accuracy scores. For both scores, an intersection over union above 0.5 indicates correct localization. In the GT-known-loc score, we compare the bounding box even if the classifier was mistaken. In the Top1-loc, we only consider the result to be correct if the classifier predicted the correct class. While we claim no contribution to the classifier, we present this score as well, since it is prevalent in the literature.

For the CUB and Oxford datasets, which contain foreground-background masks, we also compute a segmentation metric. Specifically, we use the pixel average precision (PxAP) metric proposed by [12].

Implementation details  While the method has many hyperparameters, listed below, all of these are fairly standard and no attempt was made to tune them in any way. The test data was not used in any way to determine the hyperparameters or the early stopping epoch.

In our method, the input image is first resized to 256\( \times \)256,

| Method       | Backbone     | GT loc[%] | Top1 loc[%] |
|--------------|--------------|-----------|-------------|
| CAM (Zhou, 2016) | VGG-GAP     | 51.24     | 37.50       |
| ADL (Choe, 2019) | VGG-GAP     | 75.41     | 52.36       |
| DANNet (Xue, 2019) | VGG-GAP     | 67.70     | 52.52       |
| MEIL (Mai, 2020) | VGG-GAP     | 73.84     | 57.46       |
| SPA (Pan, 2021) | VGG-GAP     | 77.29     | 60.27       |
| RDAP (Choe, 2021) | VGG-GAP     | 76.46     | 59.35       |
| Ours         | VGG-GAP     | 83.46     | 62.04       |

| Method       | Backbone     | GT loc[%] | Top1 loc[%] |
|--------------|--------------|-----------|-------------|
| CAM (Zhou, 2016) | InceptionV3 | 63.30     | 43.67       |
| DANNet (Xue, 2019) | InceptionV3 | 67.03     | 49.45       |
| I2C (Zhang, 2020) | InceptionV3 | 72.60     | 55.99       |
| GCNet (Lu, 2020) | InceptionV3 | 75.30     | 58.58       |
| ADL (Choe, 2019) | InceptionV3 | 68.80     | 53.04       |
| SPA (Pan, 2021) | InceptionV3 | 72.14     | 53.59       |
| RDAP (Choe, 2021) | InceptionV3 | 82.36     | 65.84       |
| Ours         | InceptionV3 | 82.62     | 65.95       |

| Method       | GT-known loc[%] | GT loc[%] | Top1 loc[%] |
|--------------|----------------|----------|-------------|
| CAM (Zhou, 2016) | 65.2  | 56.8     | 88.9        |
| HaS (Singh, 2017) | 87.4  | 76.6     | 87.6        |
| ADL (Choe, 2019) | 82.8  | 73.8     | 88.9        |
| RDAP (Choe, 2021) | 92.9  | 84.1     | 89.7        |
| Ours         | 96.1  | 84.9     | 87.9        |

| Method       | GT-known loc[%] | Top1 loc[%] |
|--------------|----------------|-------------|
| CAM (Zhou, 2016) | 54.56 | 40.55      |
| infoCAM (Qin, 2019) | 57.79 | 43.34      |
| infoCAM+ (Qin, 2019) | 57.71 | 43.07      |
| Ours         | 60.41 | 44.00      |

**Table 1:** CUB benchmark results for three different backbones - pre-trained on ImageNet. Best results are highlighted in bold, second best are underlined.

**Table 2:** Results for Stanford cars

**Table 3:** Results for Tiny-imagenet.
Table 4: Results for CUB [21] segmentation. PxAP aggregates average precision over many thresholds.

| Method            | PxAP |
|-------------------|------|
| CAM (Zhou, 2016)  | 62.57|
| ART(Singh, 2020)  | 75.45|
| Ours              | **76.70**|

Table 5: Results for Oxford flowers segmentation.

| Method            | PxAP |
|-------------------|------|
| CAM(Zhou, 2016)   | 69.0 |
| HaS(Singh, 2017)  | 63.1 |
| ADL(Choe, 2019)   | 69.8 |
| RDAP(Choe, 2021)  | 71.4 |
| Ours              | **75.6**|

and then a crop is applied to reduce its size to 224×224. During training, cropping is applied randomly, while during validation and testing, we crop the center of the image.

The classifier \( f \) is based on Resnet18 backbone for fine-grained datasets, and Resnet50 for tiny-imagenet. The optimizer is SGD with a batch size of 16, and learning rate of 0.001 for 200 epochs, the weight decay is 1e-4. The scheduler decreases the learning rate by a factor of 10 every 80 epochs. For augmentation, the training procedure employs a resize to a fixed size followed by a random crop, as well as a random horizontal flip. During inference, the algorithm employs resize and central crop. The classifier consists of a single fully-connected layer \( R^k \to R^d \), where \( d \) is number of classes, and \( k \) is the latent space size. Network \( g \) for the fine-grained recognition datasets is trained with the SGD optimizer with a batch size of 128 and an initial learning rate of 0.0001 for 100 epochs. The tiny imagenet model is trained with the same SGD optimizer, a batch size of 128, weight decay 5e-5, an initial learning rate of 0.0001, and for 1000 epochs. We test our method on CUB WSOL with three backbones for \( g \) (i) VGGGAP [11] (ii) InceptionV3 [24] (iii) PreResnet18 [15]. For the Cars and flowers datasets, the backbone of \( g \) is Resnet50-SE with pre-trained Imagenet, in accordance with the baselines. For Tiny-imagenet we used a Resnet50 backbone.

During the training phase, both for \( f \) and \( g \), random horizontal flip with 0.5 probability is applied. All models are trained on a single GeForce RTX 2080Ti Nvidia GPU. This attests to the efficiency of our method, but prevents us from running them on much larger generic classification datasets.

**Results**  
Tab 1 lists the performance of our approach compared to the benchmarks for three backbones on the CUB dataset. Our method obtain state-of-the-art results for each of the backbones. Note that the top-1 localization accuracy is high, even though our classifier is standard and not the leading one (we make no claims regarding the performance of the classifier).

Our method avoid over-/under-segmentation of the object, by selecting the check-point that maximizes \( S \).

For Stanford Car [22], we report the baseline results from [13], who ran all methods cleanly. The results presented in Tab. 2 indicate that our method outperforms all baselines in the GT-known localization by a large margin.

Tab. 3 summarises the results for the Tiny-imagenet dataset. All baseline methods employ the same ResNet50 classifier. Our method outperforms the baseline by a margin that is larger than the difference between the baseline methods. The output of our method, in comparison to the ground truth, is presented in Fig 3. As can be seen, our method can match the ground truth bounding box well and is not overly focused on small discriminative regions. The results that evaluate the weight map obtained from \( g \) as a segmentation map are presented in Tab. 4 and Tab. 5 for CUB and the Oxford flowers, respectively. Evidently, the PxAP score for our method is much higher than for the other methods, by a sizable margin.

**5. CONCLUSIONS**

We present a new WSOL method that relies on a novel and elegant training loss that produces leading segmentation results, and with minimal post-processing also outperform. Unlike methods that rely on explainability, the classifier \( f \) serves as a black-box and only a few assumptions are made regarding its nature. Over-segmentation is prevented by applying an early stopping criterion that does not require any pixel-level labels, without modifying the training of \( f \) in any way.

We note that many of the recent WSOL methods improve the underlying classifier \( f \) in order to better match the needs of localization tasks. For example, Singh et al. [25] cover the discriminative parts during the training of the classifier in order to have it rely on additional regions. For a similar reason, Zhang et al. [3] train two classifiers, where one covers the feature maps of the other.

Not modifying \( f \) has another advantage: in fine-grained datasets, CAM emphasizes discriminate parts of the object and does not capture the entire object [20]. Since, given the classifier, CAM is deterministic, improving the CAM heatmaps would be at the expense of the classifier’s accuracy.
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