Small data blow-up for the wave equation with a time-dependent scale invariant damping and a cubic convolution for slowly decaying initial data
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Abstract

In the present paper, we study the Cauchy problem for the wave equation with a time-dependent scale invariant damping, i.e. \( \frac{\mu}{1+t} \partial_t v \) and a cubic convolution \( (|x|^{-\gamma} * v^2)v \) with \( \gamma \in (0, n) \), where \( v = v(x, t) \) is an unknown function on \( \mathbb{R}^n \times [0, T) \). Our aim of the present paper is to prove a small data blow-up result and show an upper estimate of lifespan of the problem for slowly decaying positive initial data \((v(x,0), \partial_t v(x,0))\) such as \( \partial_t v(x,0) = O(|x|^{-(1+\nu)}) \) as \( |x| \to \infty \). Here \( \nu \) belongs to the scaling supercritical case \( \nu < \frac{n-\gamma}{2} \). The proof of our main result is based on the combination of the arguments in the papers
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and [19]. Especially, our main new contribution is to estimate the convolution term in high spatial dimensions, i.e. $n \geq 4$. This paper is the first blow-up result to treat wave equations with the cubic convolution in high spatial dimensions ($n \geq 4$).
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## 1 Introduction

### 1.1 Setting of our problem and its background

In the present paper, we study the Cauchy problem for the wave equation with a time-dependent scale invariant damping and a cubic convolution:

$$
\begin{align*}
\partial_t^2 v - \Delta v + \frac{\mu}{1 + t} \partial_t v &= (V_\gamma \ast v^2) v, \quad (x, t) \in \mathbb{R}^n \times [0, T), \\
v(x, 0) &= \varepsilon f(x), \quad x \in \mathbb{R}^n, \\
\partial_t v(x, 0) &= \varepsilon g(x), \quad x \in \mathbb{R}^n.
\end{align*}
$$

(1.1)

Here $n \in \mathbb{N}$ denotes the spatial dimension, $T = T(\varepsilon) \in (0, \infty]$ denotes the maximal existence time of the function $v$, which is called lifespan, $V(x) := |x|^{-\gamma}$ is a given function on $\mathbb{R}^n$ and is called the inverse power potential, where $\gamma \in (0, n)$ is a constant, $\ast$ stands for the convolution in the space variables, $\mu$ is a non-negative constant, $v = v(x, t)$ is an unknown function on $\mathbb{R}^n \times [0, T)$, $(f, g) \in C^\infty(\mathbb{R}^n) \times C^\infty(\mathbb{R}^n)$ is a given $\mathbb{R}^2$-valued function.
on $\mathbb{R}^n$, which represents the shape of the initial data, and $\varepsilon > 0$ is a small parameter, which denotes the size of the initial data.

Our aim of the present paper is to prove a small data blow-up result and show an upper estimate of lifespan $T_{\varepsilon}$ for small $\varepsilon$ of the problem with slowly decaying data $(f, g)$ such as $g(x) = O(|x|^{-(1+\nu)})$ as $|x| \to \infty$ (see 1.7), where $\nu$ belongs to the scaling supercritical case (see Theorem 2.1). Especially, our main new contribution of the present paper is to estimate the convolution term in high space dimensions, i.e. $n \geq 4$. And our main result is the first blow-up result to treat wave equations with the cubic convolution in high space dimensions ($n \geq 4$).

In the physical context, the stationary problem corresponding to (1.1) with a mass term and the Coulomb potential ($\gamma = 1$)

$$-\Delta v + v = (|x|^{-1} * |v|^2)v, \quad x \in \mathbb{R}^n$$

was proposed by Hartree as a model for the helium atom. Menzala and Strauss [18] studied the Cauchy problem of (1.1) with more general potential than the inverse power potential $|x|^{-\gamma}$ and without the dissipative term ($\mu = 0$) and proved local well-posedness result and small data scattering result in the energy space $H^1(\mathbb{R}^n) \times L^2(\mathbb{R}^n)$, where $H^1(\mathbb{R}^n)$ denotes the usual $L^2$-based Sobolev space.

The first equation of (1.1) is invariant under the scale transformation $v \mapsto v_\sigma$ for $\sigma > 0$ given by

$$v_\sigma(x, t) := \sigma^{1+\frac{n-\gamma}{2}} v(\sigma x, \sigma(1+t) - 1). \quad (1.2)$$

Therefore the damping term $\frac{\mu}{1+t} \partial_t u$ is called the scale invariant damping term and is known as a threshold between wave-like region and heat-like region.

### 1.2 Known results

For the undamped case ($\mu = 0$) with a replacement of the cubic convolution into the power type nonlinearity $|v|^p$ with $p > 1$, i.e.,

\[
\begin{cases}
\partial_t^2 v - \Delta v = |v|^p, & (x, t) \in \mathbb{R}^n \times (-T, T), \\
v(x, 0) = \varepsilon f(x), & x \in \mathbb{R}^n, \\
\partial_t v(x, 0) = \varepsilon g(x), & x \in \mathbb{R}^n,
\end{cases}
\quad (1.3)
\]

determining a critical exponent which divides global existence and blow-up for small solutions has been extensively studied by many authors. This problem is called the Strauss conjecture. For historical backgrounds of this conjecture and detailed estimates of lifespan $T = T_{\varepsilon}$, see Introduction in [21]
and [6] for example. It is well known that the critical exponent for (1.3) for sufficiently rapidly decaying initial data as $|x| \to \infty$ is the Strauss exponent $p_0(n)$, which is defined by

$$p_0(n) := \begin{cases} \infty, & (n = 1), \\ n + 1 + \sqrt{n^2 + 10n - 7}, & (n \geq 2), \end{cases}$$

and is the positive root of the quadratic equation

$$(n - 1)p^2 - (n + 1)p - 2 = 0.$$ (1.5)

In other words, small data global existence holds if $p > p_0(n)$, and small data blow-up holds if $1 < p \leq p_0(n)$ for sufficiently rapidly decaying initial data as $|x| \to \infty$.

Our main concern in the present paper is slowly decaying initial data as $|x| \to \infty$ such as

$$f(x) = O(|x|^{-\nu}), \quad g(x) = O(|x|^{-1-\nu}) \quad \text{as} \quad |x| \to \infty,$$ (1.6)

where $\nu > 0$ is a positive constant and denotes the speed of the spatial decay. In three spatial dimensions ($n = 3$), Asakura [1] studied the problem (1.3) and showed a small data global existence if $\nu > \frac{2}{p-1}$ (scaling subcritical case) and $p > p_0(3)$. Whereas, he also proved a small data blow-up result for some radial data $(f, g)$ satisfying

$$f \equiv 0, \quad g(x) \geq \frac{A}{(1 + |x|)^{1+\nu}}$$ (1.7)

with $0 < \nu < \frac{2}{p-1}$ (scaling supercritical case) and $p > 1$, where $A$ is a positive constant. From his two results, we see that the critical decay exponent $\nu_c$ is $\frac{2}{p-1}$, namely

$$\nu_c = \nu_c(3, p) := \frac{2}{p - 1}.$$ For other related results of (1.3) with slowly decaying data, see [22, 23, 24, 16, 14, 19, 12, 15] for example. The critical decay exponent $\nu_c$ is related to the following scaling argument. The first equation of (1.3) is invariant under the scale transformation $v \mapsto v_\vartheta$ for $\vartheta > 0$ given by

$$v_\vartheta(x, t) := \vartheta^{2/p-1} v(\vartheta x, \vartheta t).$$

The critical decay exponent $\nu_c$ is same as the power of $\vartheta$ in the right hand side of above.
Next we recall related results for the undamped ($\mu = 0$) and the cubic convolution case, i.e.,

\[
\begin{cases}
\frac{\partial^2}{\partial t^2} v - \Delta v = (V_\gamma \ast v^2)v, & (x, t) \in \mathbb{R}^n \times (-T, T),
\vspace{1mm}
v(x, 0) = \varepsilon f(x), & x \in \mathbb{R}^n, \\
\frac{\partial}{\partial t} v(x, 0) = \varepsilon g(x), & x \in \mathbb{R}^n,
\end{cases}
\tag{1.8}
\]

where $n \in \mathbb{N}$, $V_\gamma(x) := |x|^{-\gamma}$ is the inverse power potential on $\mathbb{R}^n$ with $\gamma \in (0, n)$ and $\ast$ stands for the convolution in the space variables.

Hidano [4] proved a small data scattering result for the problem (1.8) with $\gamma \in (2, \frac{5}{2})$ in three space dimensions ($n = 3$) for smooth initial data decaying rapidly as $|x| \to \infty$. On the other hand, he proved a small data blow-up result of (1.8) with $\gamma \in (0, 2)$ for some positive initial data with compact support. From his two results, a critical exponent $\gamma_c$, which devides global existence and blow-up for (1.8) with compactly supported initial data is 2, namely,

$$
\gamma_c = 2.
$$

Tsutaya [25] studied the Cauchy problem (1.8) with the data $(f, g)$ satisfying the spatial decaying condition as $|x| \to \infty$ (1.6). In [25], he showed a small data global existence for (1.8) with $\gamma \in (2, 3)$ if the data $(f, g)$ satisfies (1.6) with the scaling subcritical exponent ($\nu > \frac{5-\gamma}{2}$). On the other hand, he proved a small data blow-up of the problem (1.8) with $\gamma \in (0, 3)$ for some data $(f, g)$ satisfying (1.7) with the scaling supercritical exponent ($\frac{1}{2} < \nu < \frac{5-\gamma}{2}$).

From his two results in [25], we see that the critical decay exponent $\nu_c$ is $\frac{5-\gamma}{2}$ in three space dimensions, that is

$$
\nu_c = \nu_c(3, \gamma) = \frac{5 - \gamma}{2}.
$$

This critical decay exponent $\nu_c = \nu_c(n, \gamma)$ is also related to a scale invariance of the first equation of (1.8). This situation is same as in the case of the power nonlinearity. Indeed, the first equation of (1.8) is invariant under the following scale transformation $v \mapsto v_\sigma$ for $\sigma > 0$ given by

$$
v_\sigma(x, t) := \sigma^{\nu_c - \gamma} v(\sigma x, \sigma t).
\tag{1.9}
$$

This transformation is similar to that of (1.2). The critical decay exponent $\nu_c$ is the power of $\sigma$ in the right hand side of (1.9).

Kubo [13] studied the Cauchy problem (1.8) with the critical exponent $\gamma = \gamma_c = 2$ and proved a small data global existence result for the data $(f, g)$ satisfying the decay condition (1.6) with the scaling subcritical exponent $\nu \in (\frac{3}{2}, 2)$.
From the above results, we see that there exists a unique global solution to (1.8) with the critical case, i.e. \( \gamma = \gamma_c = 2 \) for small initial data decaying rapidly as \( |x| \to \infty \), whereas local solution to (1.3) with the critical exponent, i.e. \( p = p_0(n) \) can not be extended globally for some positive data \((f, g)\) even if \( \varepsilon \) is small and \((f, g)\) has a compact support.

We remark that Karageorgis and Tsutaya [10] reported a small data blow-up of (1.8) with the critical case, i.e. \( \gamma = \gamma_c = 2 \) in three spatial dimensions for some data \((f, g)\) satisfying the decay condition (1.7) with the critical decay exponent, i.e. \( \nu = \nu_c = \frac{3}{2} \).

Next we recall several results for the following Cauchy problem with the scale invariant damping, i.e. \( \frac{\mu}{1+t} \partial_t v \) and a power type nonlinearity, i.e. \( |v|^p \);

\[
\begin{cases}
\partial_t^2 v - \Delta v + \frac{\mu}{1+t} \partial_t v = |v|^p, & (x, t) \in \mathbb{R}^n \times [0, T), \\
v(x, 0) = \varepsilon f(x), & x \in \mathbb{R}^n, \\
\partial_t v(x, 0) = \varepsilon g(x), & x \in \mathbb{R}^n.
\end{cases}
\]

(1.10)

Recently, well-posedness and asymptotic behavior of solutions for the problem (1.10) have been extensively studied (see [2, 30, 17, 5, 7, 27, 28] for example). We only recall closely related results (\( \mu = 2 \)) to this study in the present paper. In order to study the problem (1.10) with a specific constant \( \mu = 2 \), the Liouville transform \( v \mapsto u \) given by

\[
u(x, t) := (1 + t)^{\frac{\mu}{2}} v(x, t)
\]

is useful, where \( v = v(x, t) \) is a solution to the problem (1.10). Then the transformed function \( u \) satisfies the following equations:

\[
\begin{cases}
\partial_t^2 u - \Delta u + \frac{\mu(2 - \mu)}{4(1+t)^2} u = \frac{|u|^p}{(1+t)^{\mu(p-1)/2}}, & (x, t) \in \mathbb{R}^n \times [0, T), \\
u(x, 0) = \varepsilon f(x), & x \in \mathbb{R}^n, \\
\partial_t u(x, 0) = \varepsilon \{ \mu f(x)/2 + g(x) \}, & x \in \mathbb{R}^n.
\end{cases}
\]

(1.11)

When \( \mu = 0 \) or \( \mu = 2 \), the mass term \( \frac{\mu(2 - \mu)}{4(1+t)^2} u \) vanishes and when \( \mu = 2 \), the first equation of (1.12) becomes the usual wave equation with a power nonlinearity \( |u|^p \) with an additional time decay \( \frac{1}{(1+t)^{p-1}} \), that is, the transformed function \( u \) satisfies

\[
\partial_t^2 u - \Delta u = \frac{|u|^p}{(1+t)^{p-1}}, \quad (x, t) \in \mathbb{R}^n \times [0, T).
\]

In the case of \( \mu = 2 \), it is proved in [30, 2, 3] that the critical exponent \( p_c = p_c(n) \) for \( n = 1, 2, 3 \), which divides global existence and blow-up for
small solutions for smooth initial data \((f, g)\) decaying rapidly as \(|x| \to \infty\), is given by
\[
p_c(n) = \max \{ p_F(n), p_0(n + 2) \}.
\]
See also \([17, 5, 7, 27, 28]\) for general positive \(\mu\). Here \(p_F = p_F(n)\) for \(n \in \mathbb{N}\) is defined by
\[
p_F(n) := 1 + \frac{2}{n}
\] (1.13)
and is called the Fujita exponent. This is the \(L^1\)-scaling critical exponent for the following semilinear heat (Fujita) equation
\[
\partial_t \theta - \Delta \theta = \theta^p, \quad (x, t) \in \mathbb{R}^n \times [0, T),
\]
where \(\theta = \theta(x, t) \geq 0\) is a positive function on \(\mathbb{R}^n \times [0, T)\).

We turn back to the original problem (1.1). There are no small data blow-up results about the problem (1.1). As the first step of the study, in the present paper, we consider the case where the coefficient \(\mu\) of the dissipative term is 2, that is
\[
\mu = 2.
\]
Then in the same manner as (1.10), by using the Liouville transform \(v \mapsto u\) (see 1.11) again, the transformed function \(u\) satisfies the following equations:
\[
\begin{cases}
\partial_t^2 u - \Delta u = \frac{(V_{\gamma} \ast u^2)u}{(1 + t)^2}, & (x, t) \in \mathbb{R}^n \times [0, T), \\
u(x, 0) = \varepsilon f(x), & x \in \mathbb{R}^n, \\
\partial_t u(x, 0) = \varepsilon \{ f(x) + g(x) \}, & x \in \mathbb{R}^n.
\end{cases}
\] (1.14)

In this paper, we prove a small data blow-up result of (1.14) with \(n \geq 1\) and \(\gamma \in (0, n)\) for data \((f, g)\) satisfying the spatial decay condition (1.7) as \(|x| \to \infty\) with the scaling supercritical exponent \(\nu \in (0, \nu_c(n, \gamma, 2))\). Here the scaling critical decay exponent \(\nu_c = \nu_c(n, \gamma, \mu)\) for general \(\mu\) is given by
\[
\nu_c = \nu_c(n, \gamma, \mu) := \frac{n + 2 - \mu - \gamma}{2}.
\] (1.15)

The proof of the main result is based on the combination of the arguments in [20] and [19]. Especially, our new contribution of this paper is to estimate the convolution term in high space dimensions \((n \geq 4)\). And our main result is the first blow-up result to treat wave equations with the cubic convolution in high space dimensions \((n \geq 4)\).
2 Main Result

In this section, we state our main result in the present paper. In the following we always assume that

$$\mu = 2.$$  \hfill (2.1)

Then since the original Cauchy problem (1.1) is equivalent to the problem (1.14) through the Liouville transform \(v \mapsto u\), which is given by \(u := (1 + t)v\) (see 1.11), we consider the latter problem (1.14) below.

To state the result precisely, we introduce the definitions of solution and its lifespan and several notations.

The integral equation on \(\mathbb{R}^n \times [0, T]\) associated with the Cauchy problem (1.14) is

$$u(x, t) = \varepsilon u^0(x, t) + L\left( (V_\gamma * u^2)u \right)(x, t),$$  \hfill (2.2)

where the function \(u^0 : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}\) is defined by

$$u^0(x, t) := \partial_t W(f|x, t) + W(f + g|x, t),$$  \hfill (2.3)

and the integral operator \(L\) on \(C(\mathbb{R}^n \times [0, T])\) is defined by

$$L(F)(x, t) := \int_0^t W\left( F(\cdot, s) \left( \frac{1}{1 + s} \right)^2 x, t - s \right) ds,$$  \hfill (2.4)

where \(F \in C(\mathbb{R}^n \times [0, T])\). Here \(W\) is the solution operator to the free wave equation, which is defined by

$$W(\phi|x, t) := \frac{1}{(2m - 1)!!} \left( \frac{1}{t} \frac{\partial}{\partial t} \right)^{m-1} \left\{ t^{2m-1} M(\phi|x, t) \right\}.$$

For \(m \in \mathbb{N}\) with \(n = 2m + 1\) or \(n = 2m\), the operator \(M\) is defined by

$$M(\phi|x, t) := \begin{cases} \frac{1}{\omega_n} \int_{|\omega| = 1} \phi(x + t\omega) dS_\omega & \text{for } n = 2m + 1, \\ \frac{2}{\omega_{n+1}} \int_{|\xi| \leq 1} \frac{\phi(x + t\xi)}{\sqrt{1 - |\xi|^2}} d\xi & \text{for } n = 2m. \end{cases}$$  \hfill (2.5)

Here we denote by \(\omega_n\) the Lebesgue measure of the unit sphere in \(\mathbb{R}^n\), i.e.,

$$\omega_n := \frac{2 \pi^{n/2}}{\Gamma(n/2)} = \begin{cases} \frac{2(2\pi)^m}{(2m - 1)!!} & \text{for } n = 2m + 1, \\ \frac{2\pi^m}{(m - 1)!} & \text{for } n = 2m, \end{cases}$$  \hfill (2.6)
where \( \Gamma : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is the Gamma function defined by
\[
\Gamma(\varrho) := \int_{0}^{\infty} e^{-\zeta} \zeta^{\varrho-1} d\zeta.
\tag{2.7}
\]

In one spatial dimension \((n = 1)\), the solution operator \(W\) is defined by
\[
W(\phi|x, t) := \frac{1}{2} \int_{x-t}^{x+t} \phi(y) dy
\tag{2.8}
\]
for \(\phi \in C(\mathbb{R})\).

Next we give the definition of solution and its lifespan to the Cauchy problem (1.14). Here \([a]\) denotes the integral part of \(a \in \mathbb{R}\).

**Definition 2.1 (Solution, Lifespan).** Let \(T > 0, n \in \mathbb{N}\) with \(m = [n/2]\), \((f, g) \in C^{m+1}(\mathbb{R}^n) \times C^m(\mathbb{R}^n)\) and \(\varepsilon > 0\). We say that the function \(u : \mathbb{R}^n \times [0, T) \rightarrow \mathbb{R}\) is a solution to the Cauchy problem (1.14) if \(u\) belongs to the class \(C(\mathbb{R}^n \times [0, T))\) and \(u\) satisfies the integral equation (2.2). We call the maximal existence time to be lifespan, which is denoted by \(T_\varepsilon := \sup \{ T \in (0, \infty) : \text{there exists a unique solution } u \text{ to (1.14) on } \mathbb{R}^n \times [0, T) \}\).

Next we introduce the scaling critical decay exponent \(\nu_c\) for (1.14), which is given by
\[
\nu_c = \nu_c(n, \gamma) := \frac{n - \gamma}{2}.
\tag{2.9}
\]
Here this is same as (1.15) with \(\mu = 2\).

Now we state our main result in this paper. The following theorem means a small data blow-up result and an upper estimate of lifespan to the Cauchy problem (1.1) with a specific coefficient \(\mu = 2\) and with data \((f, g)\) satisfying the spatial decay condition (1.7) as \(|x| \rightarrow \infty\) in the scaling supercritical case \((\nu < \nu_c)\):

**Theorem 2.1 (Upper estimate of lifespan for slowly decaying small data).** Let \(n \in \mathbb{N}, \gamma \in (0, n), \nu \in (0, \nu_c), (f, g) \in C^1(\mathbb{R}^n) \times C^0(\mathbb{R}^n), R > 0\) and \(A > 0\). We assume that \(f \equiv 0\), and \(g\) is radially symmetric function if \(n \geq 2\) and the estimate
\[
g(x) \geq \frac{A}{(1 + |x|)^{1+\nu}},
\tag{2.10}
\]
holds for any \(x \in \mathbb{R}^n\) with \(|x| \geq R\). Then there exist positive constants \(\varepsilon_0 = \varepsilon_0(A, g, \gamma, n, R) > 0\) and \(B = B(A, g, \gamma, n) > 0\) independent of \(\varepsilon\) such that the lifespan \(T_\varepsilon\) defined in Definition 2.1 satisfies the following estimate
\[
T_\varepsilon \leq B \varepsilon^{-\frac{\gamma}{\nu+c}}
\tag{2.11}
\]
for \(0 < \varepsilon \leq \varepsilon_0\).
Remark 2.1. We compare our blow-up result (Theorem 2.1) of the present paper ($\mu = 2$) to the previous results (Theorem 2.1 and Theorem 3.4 in [25]) ($\mu = 0$ and $n = 3$). Theorem 2.1 in [25] implies a small data global existence result for (1.1) with $\mu = 0$ and $\gamma \in (2, 3)$ for the data $(f, g)$ satisfying (1.6) with $\nu > \nu_c(3, \gamma, 0) = \frac{5-\gamma}{2}$ in three spatial dimension ($n = 3$). In Theorem 3.4 in [25], Tsutaya proved the similar result to ours for (1.1) with $\mu = 0$ and $\gamma \in (0, 3)$ for the data $(f, g)$ satisfying (1.7) with $\nu < \nu_c(3, \gamma, 0) = \frac{5-\gamma}{2}$ in three spatial dimension ($n = 3$). Thus from Theorems 2.1 and 3.4 in [25], we see that the critical decay exponent for (1.12) with $\mu = 0$ in three spatial dimension $n = 3$ is $\nu_c(3, \gamma, 0) = \frac{5-\gamma}{2}$. On the other hand, from our result (Theorem 2.1), we can see a shift of the spatial decay condition as $|x| \to \infty$ on the data $(f, g)$ from $\nu < \frac{5-\gamma}{2}$ to $\nu < \frac{3-\gamma}{2}$. Moreover, we prove blow-up not only in three spatial dimension but also in the other spatial dimensions.

Remark 2.2. In our main result (Theorem 2.1), a radially symmetric assumption on the data $g$ is assumed in two dimensional case and higher dimensional case ($n \geq 2$). In fact, in two or three dimensional case ($n = 2, 3$), we do not have to assume the radially symmetric assumption on $g$, since the fundamental solution to the free wave equation is positive on $\mathbb{R}^n \times \mathbb{R}$ in two or three dimensional case.

We explain the strategy of the proof of Theorem 2.1. The proof is based on an iteration argument originally developed by John [9] (see also [19, 20]). We divide the proof into two cases, i.e. $n \geq 2$ (Section 3) and $n = 1$ (Section 4). In the high dimensional case ($n \geq 2$), we use Proposition 3.1 and estimate the solution to (2.2) from below under the radially symmetric assumption on data. Especially, the essential part of the proof is the estimate of the convolution term in high spatial dimension ($n \geq 4$) (see Proposition 3.2). In one dimensional case, we use the integral equation instead of Proposition 3.1 and estimate the solution to (2.2) from below.

The rest of this paper is organized as follows. In Section 3 and Section 4, we give a proof of Theorem 2.1 in high spatial dimension $n \geq 2$ and one spatial dimension $n = 1$ respectively. In appendix, we give a proof of Proposition 3.1.

3 Proof of Theorem 2.1 in high spatial dimension $n \geq 2$

In this section, we give a proof of Theorem 2.1 in high spatial dimension $n \geq 2$. 
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3.1 Useful lemmas

First we prepare several useful lemmas in order to prove the theorem. We state a fundamental identity for spherical means proved by John [8].

**Lemma 3.1.** Let $n \in \mathbb{N}$ with $n \geq 2$, $b : [0, \infty) \to \mathbb{R}$ be a function in $C([0, \infty))$ and $\rho > 0$. Then the identity

$$
\int_{|\omega|=1} b(|x + \rho \omega|) dS_\omega = 2^{3-n}\omega_{n-1}(r\rho)^{2-n} \int_{|\rho-r|}^{\rho+r} \eta \eta h(\eta, \rho, r) d\eta,
$$

(3.1)

holds for any $\rho > 0$ and $x \in \mathbb{R}^n$ with $r = |x|$, where $\omega_n$ is the area of the unit sphere in $\mathbb{R}^n$ given by $\omega_n := \frac{2\pi^{n/2}}{\Gamma(n/2)}$ (see (2.6)), and $h$ is defined by

$$
h(\eta, \rho, r) := \left\{ \begin{array}{l} \eta^2 - (\rho - r)^2 \frac{2^{3-n}\omega_{n-1}}{r^{n-2}} \left\{ (\rho + r)^2 - \eta^2 \right\}^{\frac{n+1}{2}} \end{array} \right\}.
$$

(3.2)

For the proof of this lemma, see Chapter I in [8] (see also Lemma 2.1 in [13]).

Next we state a formula for the convolution term for radially symmetric functions.

**Lemma 3.2.** Let $n \in \mathbb{N}$ with $n \geq 2$, $\gamma \in \mathbb{R}$, $U = U(|x|)$ be a radially symmetric function on $\mathbb{R}^n$. Then the identity

$$
(V_\gamma * U)(x) = G_\gamma(U)(r),
$$

(3.3)

holds for any $x \in \mathbb{R}^n$ with $r = |x|$, provided that both hand sides are finite on $\mathbb{R}^n$, where $G_\gamma$ is a linear operator on $[0, \infty)$ given by

$$
G_\gamma(U)(r) := \frac{2^{3-n}\omega_{n-1}}{r^{n-2}} \int_{0}^{\infty} \rho U(\rho) \left\{ \int_{|\rho-r|}^{\rho+r} \eta^{1-\gamma} h(\eta, \rho, r) d\eta \right\} d\rho.
$$

(3.4)

Here $h = h(\eta, \rho, r)$ is defined in Lemma 3.1 (see (3.2)).

**Proof of Lemma 3.2.** By the definition of the convolution and by using the polar coordinate with $y = \rho \omega$, where $\rho > 0$ and $\omega \in S_{n-1}$, we have

$$
(V_\gamma * U)(x) = \int_{\mathbb{R}^n} \frac{U(|y|)}{|x-y|^\gamma} dy = \int_{0}^{\infty} U(\rho) \rho^{n-1} \left( \int_{|\omega|=1} \frac{1}{|x-\rho \omega|^\gamma} dS_\omega \right) d\rho.
$$

By applying the identity (3.1) with $b(\rho) = |\rho|^{-\gamma}$, we get the identity (3.3), which completes the proof of the lemma.
For $T > 0$, $R > 0$ and $\delta > 0$, we introduce the region $\Sigma$ given by

$$
\Sigma = \Sigma(T, R, \delta) := \{(r, t) \in (0, \infty) \times (0, T) : r - t \geq \max(R, \delta t) > 0\},
$$

where $R$ and $\delta$ are given in Theorem 2.1 and Lemma 3.1 respectively.

The next proposition means lower estimates of radial solutions to the wave equation (2.2) on the region $\Sigma$, which are useful to prove Theorem 2.1.

**Proposition 3.1.** Let $n \in \mathbb{N}$ with $n \geq 2$, $m := \lceil n/2 \rceil$, $\varepsilon > 0$, $(f, g) \in C^1(\mathbb{R}^n) \times C^0(\mathbb{R}^n)$ satisfy the assumptions of Theorem 2.1, $T > 0$ and $u = u(r, t) \in C((0, \infty) \times [0, T])$ be a radial solution to (2.2). Then there exists a positive constant $\delta = \delta(n)$ depending only on $n$ such that the estimate

$$
u(r, t) > 0 \quad (3.5)
$$

holds for any $(r, t) \in \Sigma(T, R, \delta)$. Moreover, the estimate

$$
u(r, t) \geq \varepsilon \frac{t}{8r} \int_{r-t}^{r+t} \lambda^m g(\lambda) d\lambda
+ \frac{1}{8r} \int_0^t \frac{1}{(1+s)^2} \left\{ \int_{r-t+s}^{r+s} \lambda^m G_\gamma(u^2)(\lambda, s) u(\lambda, s) d\lambda \right\} ds, \quad (3.6)
$$

holds for any $(r, t) \in \Sigma(T, R, \delta)$.

This proposition can be proved in the similar manner to the proofs of Lemma 2.6 in [19] and Lemma 4.1 in [20]. The original idea comes from a comparison argument by Keller [11]. For convenience of the readers, we give a proof of this proposition in Appendix 5.

### 3.2 Iteration argument in high spatial dimension $n \geq 2$

The proof of Theorem 2.1 is based on an iteration argument (see [9, 19, 20]). To proceed the argument, we estimate the convolution term $G_\gamma(u(r, t))$ (see (3.3) for the definition of $G_\gamma$) in high spatial dimension $n \geq 2$ (Proposition 3.8) in this subsection, which is the most essential part of the present paper.

Here $u = u(r, t)$ is a radial solution to (2.2) on $\mathbb{R}^n \times [0, T]$ with the data $(f, g)$ satisfying the all assumptions of Theorem 2.1.

The following lemma gives the first step of the iteration argument.

**Lemma 3.3 (First step of the iteration).** Under the same assumptions as Proposition 3.1, the estimate

$$
u(r, t) \geq \frac{A \varepsilon t}{8(1 + r + t)^{1+\nu}}
$$

holds for any $(r, t) \in \Sigma$. 
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**Proof of Lemma 3.3.** Let \((r, t) \in \Sigma\). For \(s \in (0, t)\) and \(\lambda \in (r - t + s, \infty)\), the estimate

\[
\lambda - s \geq r - t \geq \max(R, \delta t)
\]

holds, which implies that the estimate \(u(\lambda, s) > 0\) holds. Thus by the estimate (3.6) and the assumption (2.10) on the data \(g\), the inequalities

\[
u \leq \frac{A \varepsilon t}{8(1 + r + t)^{1 + \nu}}
\]

hold, which completes the proof of the lemma.

In the following proposition (Proposition 3.2), we assume that there exist positive constants \(a, b, c, d\) such that the estimate

\[
u \geq C t a \{r - t - \max(R, \delta t)\}^d
\]

holds for any \((r, t) \in \Sigma\). We note that from Lemma 3.3, we see that this estimate holds with \(a = 1, b = 1 + \nu, c = A \varepsilon / 8\) and \(d = 0\).

Under the assumption (3.7), we prove the following estimate for the convolution term \(G_\gamma(u^2)\) in the right-hand side of (3.6):

**Proposition 3.2.** Besides the assumptions of Proposition 3.1, we assume that the estimate (3.7) holds for any \((r, t) \in \Sigma\) and some \(a, b, c, d\) and \(\gamma \geq 0\). Let \((r, t) \in \Sigma\). Then the estimate

\[
u \geq C t a \{r - t - \max(R, \delta t)\}^d
\]

holds for any \(\lambda \in [r - t + s, r + t - s]\) and \(s \in [0, t]\), where \(C = C(n) > 0\) is a positive constant depending only on \(n\).

**Proof of Proposition 3.2.** Set \(C_0 := 2^{3-n} \omega_{n-1}\). Since \((r, t) \in \Sigma\) and the estimates \(\lambda \geq r - t + s\) and \(s \leq t\) hold, the inequality \(\lambda - s \geq \max(R, \delta s)\) holds. Thus by the identity (3.4) and the assumptions (3.7) and \(\gamma \geq 0\), the
estimates

\[ G_s(u^2)(\lambda, s) \]

\[ \geq C_0 \frac{C_0^{2a+1}}{\lambda^{n-2}} \int_{s+\max(R, \delta s)}^{\lambda} \rho \{ \rho - s - \max(R, \delta s) \}^{2d} \left\{ \int_{|\rho-\lambda|}^{\rho+\lambda} \eta^{1-\gamma} h(\eta, \rho, \lambda) d\eta \right\} d\rho \]

hold. In the following, we divide the proof into the two cases, i.e. \( n \geq 3 \) and \( n = 2 \).

- **Case 1**: \( n \geq 3 \). In the case of \( 0 \leq s + \max(R, \delta s) \leq \rho \leq \lambda \) and \( 0 \leq \lambda - \rho \leq \eta \), the estimates

\[ \eta \geq \eta - \lambda + \rho, \quad \rho + \lambda + \eta \geq \lambda, \quad \eta - \rho + \lambda \geq \eta + \rho - \lambda \]

hold, which implies the inequalities

\[ \eta h(\eta, \rho, \lambda) = \eta(\eta + \rho - \lambda)^{n-\frac{3}{2}} (\eta - \rho + \eta)^{n-\frac{3}{2}} (\rho + \lambda + \eta)^{n-\frac{3}{2}} (\rho + \lambda - \eta)^{n-\frac{3}{2}} \geq \lambda^{\frac{n-3}{2}} (\eta + \rho - \lambda)^{n-2} (\rho + \lambda - \eta)^{n-\frac{3}{2}} \]

hold. We note that for any \( p, q > 0 \), the identity is well known;

\[ B(p, q) = \frac{\Gamma(p)\Gamma(q)}{\Gamma(p + q)}, \]

where \( B : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is the Beta function given by

\[ B(p, q) = \int_0^1 y^{p-1}(1 - y)^{q-1} dy \]

and \( \Gamma \) is the Gamma function given by \((2.7)\). By the identity \((3.11)\) and changing variables, the identities

\[ \int_{\alpha}^{\beta} (z - \alpha)^{p-1}(\beta - z)^{q-1} dz = (\beta - \alpha)^{p+q-1} B(p, q) = (\beta - \alpha)^{p+q-1} \frac{\Gamma(p)\Gamma(q)}{\Gamma(p + q)} \]
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hold for any \( \alpha < \beta \) and \( p, q > 1 \). By these identities with \( \alpha = \lambda - \rho, \beta = \lambda + \rho, \)
\( p = \frac{2\alpha - 1}{2} \) and \( q = n - 1 \), the identity
\[
\int_{\lambda - \rho}^{\lambda + \rho} (\rho + \lambda - \eta)^{\frac{n-1}{2}} (\eta - \lambda + \rho)^{n-2} \eta d\eta = (2\rho)^{\frac{3n-5}{2}} \frac{\Gamma\left(\frac{n-1}{2}\right)\Gamma(n-2)}{\Gamma\left(\frac{3n-1}{2}\right)} =: C_1 \rho^{\frac{3n-5}{2}}
\]
(3.12)
holds, where \( C_1 = C_1(n) > 0 \) is a constant depending only on \( n \). By combining the estimates (3.9), (3.10) and (3.12), the estimates
\[
G_\gamma(u^2)(\lambda, s) \\
\geq \frac{C_0 C_1^2 s^{2a+1}}{2^\gamma \lambda^{\frac{2a-1}{2}+\gamma(1 + \lambda + s)^{2b}}} \int_{s+\max(R, \delta s)}^{\lambda} \left\{ \rho - s - \max(R, \delta s) \right\}^{2d} d\rho \\
\times \left\{ \frac{1}{\lambda - \rho} (\rho + \lambda - \eta)^{\frac{n-1}{2}} (\eta - \lambda + \rho)^{n-2} \eta d\eta \right\} d\rho \\
= \frac{C_0 C_1^2 s^{2a+1}}{2^\gamma \lambda^{\frac{2a-1}{2}+\gamma(1 + \lambda + s)^{2b}}} \int_{s+\max(R, \delta s)}^{\lambda} \rho^{\frac{3n-5}{2}} \left\{ \rho - s - \max(R, \delta s) \right\}^{2d} d\rho \\
\geq \frac{C_0 C_1^2 s^{2a+1+\frac{3(n-1)}{2}}}{(2d+1)2^\gamma \lambda^{\frac{2a-1}{2}+\gamma(1 + \lambda + s)^{2b}}} \left\{ \lambda - s - \max(R, \delta s) \right\}^{2d+1} (3.13)
hold, which implies (3.8) with \( C := C_0 C_1 \).

**Case 2:** \( n = 2 \). In the case of \( 0 \leq \rho \leq \lambda \) and \( \eta \in (\lambda - \rho, \lambda + \rho) \), the estimates
\[
\eta^2 - (\rho - \lambda)^2 \leq \eta^2 \quad \text{and} \quad (\rho + \lambda + \eta)^{\frac{1}{2}} \leq 2\lambda^{\frac{1}{2}}
\]
hold, which implies the inequalities
\[
\eta h(\eta, \rho, \lambda) = \eta \left\{ \eta^2 - (\rho - \lambda)^2 \right\}^{-\frac{1}{2}} (\rho + \lambda + \eta)^{-\frac{1}{2}} (\rho + \lambda - \eta)^{-\frac{1}{2}} \geq 2^{-1} \lambda^{-\frac{1}{2}} (\rho + \lambda - \eta)^{-\frac{1}{2}}
\]
hold. By these estimates, the inequalities
\[
\int_{\lambda - \rho}^{\lambda + \rho} \eta h(\eta, \rho, \lambda) \eta d\eta \geq 2^{-1} \lambda^{-\frac{1}{2}} \int_{\lambda - \rho}^{\lambda + \rho} (\rho + \lambda - \eta)^{-\frac{1}{2}} d\eta = \lambda^{-\frac{1}{2}} (2\rho)^{\frac{1}{2}}
\]
hold. By combining this estimate and (3.9), the inequalities

\[
G_\gamma(u^2)(\lambda, s) \\
\geq \frac{\sqrt{2}C_0c^2s^{2a+1}}{2^7\lambda^{2+\frac{3}{2}}(1 + \lambda + s)^{2b}} \int_{s+\max(R, \delta s)}^\lambda \rho^\frac{1}{2} \left\{ \rho - s - \max(R, \delta s) \right\}^{2d} d\rho \\
= \frac{\sqrt{2}C_0c^2s^{2a+\frac{3}{2}}}{(2d+1)2^7\lambda^{2+\frac{3}{2}}(1 + \lambda + s)^{2b}} \left\{ \lambda - s - \max(R, \delta s) \right\}^{2d+1}
\]

hold, which implies (3.8) with \( C := \sqrt{2}C_0 \), which completes the proof of the proposition.

\[\square\]

### 3.3 Complete of the proof of Theorem 2.1 in high spatial dimension \( n \geq 2 \)

Now we give a proof of Theorem 2.1.

**Proof of Theorem 2.1.** Let \( T > 0 \) and \( u = u(r, t) \in C([0, \infty) \times [0, T]) \) be a radial solution to (2.2) with the data \((f, g)\) satisfying the assumptions in Theorem 2.1. Let \((r, t) \in \Sigma(T, R, \delta)\). We assume that the estimate (3.7) holds for any \((r, t) \in \Sigma\) and some \(a, b, c, d\). Then by the assumptions on the data \((f, g)\), the positivity (3.5) of the solution and inserting the estimates (3.8) and (3.7) into the second term of (3.6), the estimates

\[
u(r, t) \geq \frac{C\epsilon^3}{8(2d+1)r^m} \int_0^t s^{3a+\frac{3n+3}{2}}(1 + s)^2 \left\{ \frac{r^t_{r+s} \lambda^{m-\frac{n-1}{2}-\gamma} \left\{ \lambda - s - \max(R, \delta s) \right\}^{3d+1}}{(1 + s + \lambda)^{3b}} \right\} ds
\]

hold. We introduce the sequences \(\{a_j\}_{j \in \mathbb{N}}, \{b_j\}_{j \in \mathbb{N}}, \{c_j\}_{j \in \mathbb{N}}, \{d_j\}_{j \in \mathbb{N}}\), which
are defined by

\[ a_{j+1} = 3a_j + \frac{3n+1}{2} \quad (j \in \mathbb{N}), \quad a_1 := 1, \quad (3.14) \]

\[ b_{j+1} = 3b_j + \frac{n+3}{2} + \gamma \quad (j \in \mathbb{N}), \quad b_1 := 1 + \nu, \quad (3.15) \]

\[ c_{j+1} = \frac{Cc_j^3}{8(2d_j + 1)\{3a_j + (3n+1)/2\}^2} \quad (j \in \mathbb{N}), \quad c_1 := \frac{A\varepsilon}{8}, \quad (3.16) \]

\[ d_{j+1} = 3d_j + 1 \quad (j \in \mathbb{N}), \quad d_1 := 0. \quad (3.17) \]

By solving the difference equations (3.14), (3.15) and (3.17), the identities

\[ a_j = 3^{j-1}\left(\frac{3n+5}{4}\right) - \frac{3n+1}{4}, \quad (3.18) \]

\[ b_j = 3^{j-1}\left(\frac{7 + 4\nu + 2\gamma + n}{4}\right) - \frac{2\gamma + n + 3}{4}, \quad (3.19) \]

\[ d_j = \frac{3^{j-1}}{2} - \frac{1}{2} \quad (3.20) \]

hold for any \( j \in \mathbb{N} \). By these identities and the relation (3.16), the estimate

\[ c_{j+1} \geq \frac{Dc_j^3}{3^{3j}} \quad (3.21) \]

holds for any \( j \in \mathbb{N} \), where \( D = D(n) > 0 \) is a constant given by

\[ D := \frac{6C}{(3n+5)^2}. \]

By the estimate (3.21), the inequality

\[ \log c_{j+1} - \frac{3}{2}(\log 3)(j+1) + \frac{3}{2} \log D - \frac{3}{4} \log 3 \geq 3 \left\{ \log c_j - \frac{3}{2}(\log 3)j + \frac{1}{2} \log D - \frac{3}{4} \log 3 \right\} \]

holds for any \( j \in \mathbb{N} \), which implies that the the estimate

\[ c_j \geq D^{-\frac{j}{2}} \exp\left(3^{j-1}\log \left(c_1 3^{-\frac{j}{2}} D^\frac{1}{2}\right)\right) \quad (3.22) \]

holds for any \( j \in \mathbb{N} \).

Here we assume that the existence time \( T \) satisfies

\[ T > \max(R/\delta, 1). \]
Then we can define the following half line $\ell$ in the region $\Sigma(T, R, \delta)$, which is given by

$$\ell := \{(r, t) \in (0, \infty) \times (0, T) | t \geq \max(R/\delta, 1), r = 2(1 + \delta)t \} \subset \Sigma.$$ 

Then for any $(r, t) \in \ell$, the estimates

$$r - t - \max\{R, \delta t\} = (1 + \delta)t \geq t, 1 + r + t \leq t + 2(1 + \delta)t + t = 2t(2 + \delta)$$

hold. Here we remember the definition of $c_1$, i.e. $c_1 := A\varepsilon 2^{-3}$. By combining the estimates (3.7) with $a = a_j, b = b_j, c = c_j$ and $d = d_j, (3.18), (3.19), (3.20)$ and (3.22), the estimates

$$u(2(1 + \delta)t, t) > D^{-1/2} \exp \left(3^{j-1} \left(\log(c_1 3^{-2} D^{1/2})\right)\right) t^{3^{j-1} \left(\frac{n-\gamma-2\nu}{2}\right)} t^{\frac{n-\gamma-2\nu}{2}}$$

hold, for any $j \in \mathbb{N}$, where the function $K$ is defined by

$$K(t) := \log \left(\varepsilon D^{1/2} A2^{-3} 3^{j} \frac{t^{\frac{\gamma-n}{2}}}{2^{\frac{n-\gamma-2\nu}{2}}}\right)$$

for $\max(R/\delta, 1) \leq t \leq T$. Here we can define $B = B(n, \gamma, \nu, A)$ as

$$B := (D^{1/2} A2^{-3} 3^{j} \frac{t^{\frac{\gamma-n}{2}}}{2^{\frac{n-\gamma-2\nu}{2}}})^{-2}$$

due to $n - \gamma - 2\nu > 0$. Moreover we can take $\varepsilon_0 = \varepsilon_0(n, \gamma, R, g) > 0$ such that the estimate

$$B\varepsilon_0^{-\frac{n-\gamma-2\nu}{2}} \geq \max(R/\delta, 1)$$

holds. On the contrary, for a fixed $\varepsilon \in (0, \varepsilon_0)$, we suppose that the lifespan $T_\varepsilon$ satisfies

$$T_\varepsilon > B\varepsilon^{-\frac{n-\gamma-2\nu}{2}} (\geq \max(R/\delta, 1)).$$

Then the estimate $K(T) > 0$ holds for any $T \in \left(B\varepsilon^{-\frac{n-\gamma-2\nu}{2}}, T_\varepsilon\right)$, which implies $u(2(1 + \delta)T, T) \to \infty$ as $j \to \infty$. This is a contradiction. Thus for any $\varepsilon \in (0, \varepsilon_0)$, the estimate $T_\varepsilon \leq B\varepsilon^{-2/(n-\gamma-2\nu)}$ holds, which completes the proof of Theorem 2.1 for $n \geq 2$.

4 Proof of Theorem 2.1 in one spatial dimension

In this section, we give a proof of Theorem 2.1 in one spatial dimension ($n = 1$). To do so, we recall that the integral equation (2.2) in one spatial
Dimension is written as
\[
u(x, t) = \frac{\varepsilon}{2} \left\{ f(x + t) - f(x - t) \right\} + \int_{x-t}^{x+t} g(y)dy
\]
\[+ \int_0^t \frac{1}{(1 + s)^2} \left\{ \int_{x-t+s}^{x+t-s} \left( \int_{y}^{|y|} u^2(z, s)dz \right) \frac{u(y, x)dy}{|y|^{\gamma}} \right\} ds
\]
on \mathbb{R}^n \times [0, T). Moreover if \( f \equiv 0 \), then the integral equation becomes
\[
u(x, t) = \frac{\varepsilon}{2} \int_{x-t}^{x+t} g(y)dy + \int_0^t \frac{1}{(1 + s)^2} \left\{ \int_{x-t+s}^{x+t-s} \left( \int_{y}^{|y|} u^2(z, s)dz \right) \frac{u(y, x)dy}{|y|^{\gamma}} \right\} ds.
\]
(4.1)
The following lemma means the positivity of the solution to (4.1).

**Lemma 4.1** (Positivity). Let \( \varepsilon > 0 \), \((f, g) \in C^1(\mathbb{R}) \times C^0(\mathbb{R})\) satisfy the assumptions of Theorem 2.1, \( T > 0 \) and \( u = u(x, t) \in C(\mathbb{R} \times [0, T]) \) be a solution to (2.2). Then the estimate
\[u > 0 \text{ in } \{(x, t) \in (0, \infty)^2 : x - t \geq R\}
\]
holds.

The positivity of \( u \) follows from the comparison argument by Keller[11]. For convenience of the readers, we give a proof of this lemma in Appendix.

Now we prove Theorem 2.1.

**Proof of Theorem 2.1 with \( d = 1 \).** Let \( T > 0 \) and \( u \in C(\mathbb{R}^1 \times [0, T]) \) be a solution to (4.1). By the assumption (2.10) on the data \( g \), the estimates
\[u(x, t) \geq \frac{A\varepsilon}{2} \int_{x-t}^{x+t} \frac{1}{(1 + y)^{1+\nu}}dy \geq \frac{A\varepsilon}{2} \int_x^{x+t} \frac{1}{(1 + y)^{1+\nu}}dy \geq \frac{A\varepsilon t}{2(1 + x + t)^{1+\nu}}
\]
hold for any \((x, t) \in \mathbb{R}^n \times [0, T)\).

We assume that the following estimate
\[u(x, t) \geq \frac{ct^a(x - t - R)^d}{(1 + x + t)^b}
\]
holds for any \((x, t) \in \mathbb{R} \times [0, T)\) with \( x - t \geq R \), where \( a, b = b(\gamma, \nu), c = c(A, \varepsilon), d \) are non-negative constants. From the estimate (4.3), we see that the estimate (4.4) holds with \( a = 1, b = 1 + \nu, c = A\varepsilon/2, d = 0 \).

Next we estimate the convolution term. For \((x, t) \in \mathbb{R}^n \times [0, T)\) with \( x - t \geq R \), \( s \in (0, t) \) and \( y \in (x - t + s, x + t - s) \), the estimates
\[s + R \leq x - t + s < y
\]
hold. Moreover in the case of \( z \geq s + R \), by the assumption \( \gamma > 0 \), the estimate

\[
(y - z)^\gamma \leq (1 + y + s)^7
\]

holds. By this estimate and the estimate (4.4), the estimates

\[
\int_{\mathbb{R}} \frac{u^2(z, s)}{|y - z|^\gamma} dz \geq c^2 s^{2a} \int_{s+R}^y \frac{(z - s - R)^{2d}}{(y - z)^\gamma (1 + z + s)^{2b}} dz
\]

\[
\geq \frac{c^2 s^{2a}}{(1 + y + s)^{2b+\gamma}} \int_{s+R}^y (z - s - R)^{2d} dz
\]

\[
= \frac{c^2 s^{2a} (y - s - R)^{2d+1}}{(2d + 1)(1 + y + s)^{2b+\gamma}}
\]

(4.5)

hold for any \( s \in (0, t) \) and \( y \in (x-t+s, x+t-s) \). Noting that the inequalities

\[
1 + s \leq 1 + t \leq 2(1 + x + t)
\]

hold for \( (x, t) \in \mathbb{R}^n \times [0, T) \) with \( x - t \geq R \) and \( s \in (0, t) \), by combining the estimates (4.1), (4.4) and (4.5) and the assumption (2.10) on the data \( g \), the inequalities

\[
u(x, t) \geq \frac{c^3}{2d + 1} \int_0^t \frac{s^{3a}}{(1 + s)^2} \left\{ \int_{x-t+s}^{x+t-s} \frac{(y - s - R)^{3d+1}}{(1 + y + s)^{3b+\gamma}} dy \right\} ds
\]

\[
\geq \frac{c^3(x - t - R)^{3d+1}}{4(2d + 1)(1 + x + t)^{3b+\gamma+2}} \int_0^t s^{3a} \left( \int_{x-t+s}^{x+t-s} dy \right) ds
\]

\[
\geq \frac{c^3(x - t - R)^{3d+1}}{2(2d + 1)(1 + x + t)^{3b+\gamma+2}} \int_0^t s^{3a} (t - s) ds
\]

\[
= \frac{c^3(x - t - R)^{3d+1} t^{3a+2}}{2(3a + 1)(3a + 2)(2d + 1)(1 + x + t)^{3b+\gamma+2}}
\]

(4.6)

hold for any \( (x, t) \in \mathbb{R}^n \times [0, T) \) with \( x - t \geq R \).

Similarly to the argument of \( n \geq 2 \), we next define the sequences like (3.14) to (3.17). The sequences are same as by setting \( n = 1 \) in (3.14) to (3.17). with \( c_1 = A\varepsilon/2 \). Thus, we have

\[
u(2t + R, t) > CD^{-1/2} \exp\left\{3^{j-1}(\log(c_1)3^{-3s}D^{1/2})\right\} t^{3j-1}
\]

\[
= CD^{-1/2} \exp\left\{3^{j-1}\tilde{K}(t)\right\} t^{(\gamma-1)/2},
\]

for \( \max\{R, 1\} \leq t \leq T \), where

\[
\tilde{K}(t) = \log(\varepsilon D^{1/2} A2^{-33s}t^{(1-\gamma-2\nu)/2})
\]

for \( \max\{R/\delta, 1\} \leq t \leq T \). Similarly to the argument of \( n \geq 2 \), there exists a positive constant \( \tilde{B} = \tilde{B}(\gamma, \nu) \) such that \( T_\varepsilon \leq \tilde{B}\varepsilon^{-2/(1-\gamma-2\nu)} \) holds for small \( \varepsilon \). Thus the proof of Theorem 2.1 is now completed for \( n = 1 \). 

\[\Box\]
5 Appendix

In this appendix, we give a proof of Proposition 3.1. In high spatial dimension \( n \geq 2 \), we assume that

\[
f \equiv 0 \text{ and } g \text{ is radially symmetric if } n \geq 2. \quad (5.1)
\]

Then the solution \( u(\cdot, t) \) to (2.2) is a radially symmetric function. From Lemma 2.2 and Lemma 2.3 in [19], we see that \( u \) satisfies the following integral equation (5.2) or (5.3). When \( n = 2m + 1 \) \((m \in \mathbb{N})\), we get

\[
u(r, t) = \frac{1}{2r^m} I(r, t, u(\cdot, 0)) + \frac{1}{2r^m} \int_0^t I\left(r, t-s, \frac{G_s(u^2)(\cdot, s)u(\cdot, s)}{(1+s)^2}\right) ds,
\]

(5.2)

where

\[
I(r, t, w(\cdot, \tau)) = \int_{|r-t|}^{r+t} \lambda^n w(\lambda, \tau) P_{m-1} \left( \frac{\lambda^2 + t^2 - r^2}{2r\lambda} \right) d\lambda.
\]

When \( n = 2m \) \((m \in \mathbb{N})\), we get

\[
u(r, t) = \frac{2}{\pi r^{m-1}} J(r, t, u(\cdot, 0)) + \frac{1}{\pi r^{m-1}} \int_0^t J\left(r, t-s, \frac{G_s(u^2)(\cdot, s)u(\cdot, s)}{(1+s)^2}\right) ds,
\]

(5.3)

where

\[
J(r, t, w(\cdot, s)) = \int_0^t \int_{|r-\rho|}^{r+\rho} \frac{\lambda^n w(\lambda, s) T_{m-1} \left( \frac{\lambda^2 + r^2 - t^2}{2r\lambda} \right)}{\sqrt{\lambda^2 - (r-\rho)^2} \sqrt{(r+\rho)^2 - \lambda^2}} d\lambda.
\]

Here \( P_k \) and \( T_k \) for \( k \in \mathbb{N} \cup \{0\} \) denote the Legendre and Tschebyscheff polynomials of degree \( k \) respectively, whose definitions can be seen in Lemmas 2.2 and 2.3 in [19], respectively.

We prove Proposition 3.1. The argument is similar to the one of Lemma 4.1 in [20].

Proof of (3.5) and (4.2) in Proposition 3.1. Set \( \delta = 2/\delta_m \). Here \( \delta_m \) is a positive constant which satisfies

\[
P_{m-1}(z), T_{m-1}(z) \geq \frac{1}{2} \text{ for } \frac{1}{1 + \delta_m} \leq z \leq 1.
\]

\( P_m \) and \( T_m \) are defined in (5.2) and (5.3) respectively. We define

\[
\Gamma(r, t) = \{(r, t) \in (0, \infty)^2 : |r - \lambda| \leq t - s\}.
\]
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We note that \( \Gamma(r_0, t_0) \subset \Sigma \) holds for any fixed \((r_0, t_0) \in \Sigma\). We also set 
\[
t_1 = \inf\{t > 0 : u(r, t) = 0, (r, t) \in \Gamma(r_0, t_0)\}.
\]
From the positivity assumption for \( g(r) = u_t(r, 0) > 0 \), we have \( t_1 > 0 \).
Assume that there exists \( r_1 > 0 \) such that \( u(r_1, t_1) = 0 \) and \((r_1, t_1) \in \Gamma(r_0, t_0)\).

**Case** \( n = 2m + 1 \).

First of all, we note that
\[
\frac{\lambda^2 + r^2 - (t - s)^2}{2r \lambda} \geq \frac{(r - t + s)^2 + r^2 - (t - s)^2}{2r(r + t - s)} = \frac{r - t + s}{r + t - s} \geq \frac{r - t}{r + t}
\]
holds for \((\lambda, s) \in \Gamma(r, t)\). Thus, if \((r, t) \in \Sigma\), that is \( r - t \geq (2/\delta_m)t \), then we have
\[
\frac{r - t}{r + t} \geq \frac{1}{1 + \delta_m}.
\] (5.4)

By the definition of \( t_1 \), we have \( u > 0 \) in \( \Gamma(r_1, t_1) \setminus \{(r_1, t_1)\} \) which is the Duhamel term of (5.2) with \((r, t) = (r_1, t_1)\). Then we have
\[
I(r_1, t_1 - s, G_\gamma(u^2)(\cdot, s)u(\cdot, s)) \geq \frac{1}{2} \int_{r_1-t_1+s}^{r_1+t_1-s} \lambda^m G_\gamma(u^2)(\lambda, s)u(\lambda, s)d\lambda \geq 0
\]
for \( 0 \leq s \leq t_1 \) by (5.4). It follows from \((r, t) = (r_1, t_1)\) in (5.2) that
\[
0 = u(r_1, t_1) \geq \frac{1}{4r_1^m} \int_{r_1-t_1}^{r_1+t_1} \lambda^m u_t(\lambda, 0)d\lambda > 0,
\]
which leads contradiction. Therefore, we have \( u > 0 \) in \( \Sigma \).

**Case** \( n = 2m \).

Similarly to the case of \( n = 2m + 1 \), we note that
\[
\frac{\lambda^2 + r^2 - \rho^2}{2r \lambda} \geq \frac{r - \rho}{r + \rho} \geq \frac{r - t}{r + t}
\]
holds for \( r - \rho \leq \lambda \leq r + \rho \) and \( 0 \leq \rho \leq t \). Similarly to the argument in the case of \( n = 2m + 1 \), we have
\[
J(r_1, t_1 - s, G_\gamma(u^2)(\cdot, s)u(\cdot, s)) \geq \frac{1}{2} \int_{0}^{t_1-s} \frac{\rho d\rho}{\sqrt{(t_1 - s)^2 - \rho^2}} \int_{r_1-\rho}^{r_1+\rho} \frac{\lambda^m G_\gamma(u^2)(\lambda, s)u(\lambda, s)d\lambda}{\sqrt{\lambda^2 - (r_1 - \rho)^2} \sqrt{(r_1 + \rho)^2 - \lambda^2}} \geq 0
\]
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for $0 \leq s \leq t_1$ by (5.4). Therefore, we obtain the following contradiction:

$$0 = u(r_1, t_1) \geq \frac{1}{\pi r_1^m} \int_0^{t_1} \frac{\rho \rho d\rho}{\sqrt{t_1^2 - \rho^2}} \int_{r_1 - \rho}^{r_1 + \rho} \frac{\lambda^m u_t(\lambda, 0) d\lambda}{\sqrt{\lambda^2 - (r_1 - \rho)^2 \sqrt{(r_1 + \rho)^2 - \lambda^2}}} > 0.$$  

Therefore, we have $u > 0$ in $\Sigma$. In the case of one dimensional case, we note that (2.8) is positive, so we do not have to assume the condition like $r - t \geq (2/\delta_m) t$. The proof is the same as the one of the above argument, we omit its proof.
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