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Abstract

With the immense increase in the processing data during the scaling down of semiconductor devices by Moore’s Law, it is in urgent need to use data analytics to meet the state of the art performance in both manufacturing and device compact modeling. In particular, managing the fabrication cost and promptly providing compact device models, especially for new or emerging devices, is challenging. To ease out these issues, we propose a unified, general-purpose, process-aware machine learning (ML) based compact model (CM) for resistive random-access memory (RRAM), and the same methodology can be used for any memory devices with hysteresis. A long short-term memory (LSTM) ML model is used to fit the RRAM current-voltage (I-V) characteristics. The memorizing capability of LSTM ensures one model can fit both RRAM low resistance state (LRS) and high resistance state (HRS). The fitted dataset is based on the fabricated RRAM samples using TaN/HfO\(_2\)/Pt/Ti/SiO\(_2\)/Si structure. The resultant fitting error is 0.0096 in sinusoidal wave input voltage and 0.0148 in random walk voltage sequences. In the process-aware demonstration, we use post-oxide annealing dataset from 300\(^\circ\)C to 500\(^\circ\)C. The root mean squared error (RMSE) in the process-aware RRAM compact model is 0.0028. Thus, the LSTM-based CM has the potential to compete with the conventional compact device models in terms of shorter developing time, better fitting capability in emerging devices and a large number of devices, easily incorporated process-aware models, and one unified model accounting for LRS and HRS ensuring differentiability. We propose that the LSTM based memory CM can be useful in intelligent manufacturing, process tuning, and simulation program with integrated circuit emphasis (SPICE) modeling in circuit simulation.
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I. INTRODUCTION

A memory unit is an integral part of any computing system and in 1967, Kahng and Sze revolutionized the semiconductor memory industry by introducing the concept of a floating gate in a non-volatile type memory device [1]. This concept brought a revolution in the field of the semiconductor memory industry. Chua [2] came up with a new two-terminal device called a memristor, and its first fabrication was done by the HP lab [3]. With excellent read/write operation, better endurance, and retention [4], [5], this device has the potential to meet the expectations of memory industries. Due to its fast operations, low power consumption, and many other properties [6], resistive random-access memory (RRAM) is potentially very efficient to be an integral part of the electronics industry. It is a two-terminal device in which an insulating layer is sandwiched between two metal layers, a typical metal-insulator-metal (MIM) structure. There is a wide variety of insulating materials, such as HfO\(_x\) [7]–[10], ZnO [11], [12], and ZrO\(_x\) [13], [14], available in the fabrication of RRAM. The operation depends upon the formation and destruction of conducting filament in these insulating layers, and this corresponds to two important states of this device, i.e., low resistance state (LRS) and high resistance state (HRS). The transition from HRS to LRS corresponds to the set process, and vice-versa corresponds to the reset
process. In bipolar RRAM, there is a continuous change in the states by applying the voltage of different polarities. The performance of the switching behavior is controlled by the oxygen vacancies and the flow of oxygen ions present in the RRAM devices [15]. Despite the rising popularity of RRAM, the compact device model for RRAM is still at a less developed stage compared to metal oxide semiconductor field-effect transistors (MOSFETs) [16]. In the field of compact device modeling, machine learning-based compact models (CM) have emerged as an alternative to physics-based conventional CMs [16]. While the physics-based CMs have the advantage of capturing the essential physics, the downside is that they require a lot of development time. In addition, one physical model can only fit one kind of device. Taking RRAM as an example, RRAM with different dielectric materials or electrodes may not use the same physical CM model due to the different physics involved. Previously, plenty of work related to the physics-based compact modeling for RRAM [17]–[24] has been done. The shortcoming of physics-based CM is that different kinds of RRAMs have different physics, which, in turn, require different CMs. Even for two states, LRS and HRS, there exist different physics, and two equations or models are required in many cases. Also, in most conventional physics-based CMs, an additional model is needed to account for the state variable or state switching. The machine learning (ML) based CM [25], [26] is a promising alternative, and it avoids the physics dependent parameters and can be used to analyze different RRAMs made of various materials in circuits [27]. In addition, since one single voltage value can have two different current values corresponding to either HRS or LRS, it will be shown that one long short term memory (LSTM) model can fit both RRAM HRS and LRS branches at the same voltage value. This eliminates the need for separate models for two switching states.

In addition to the CM for circuit simulation, intelligent manufacturing in process tuning is a related field that is also showing promising significance. The semiconductor manufacturing industry is going through the phase of automation. Industry 4.0, a fourth industrial revolution, proposes the idea of intelligent manufacturing by implementing the Internet of things (IoT) and Artificial intelligence (AI) technologies for smart fabrication [28]–[30]. The conjunction between the simulation program with integrated circuit emphasis (SPICE), compact modeling, and process tuning or optimization is termed process-aware compact device modeling [31], [32]. In this regime, a single model encompasses the prediction from the process, material, and device parameters to device current-voltage (I-V) characteristics. Specific to RRAM, the main challenge toward commercialization is the interpretation of device operation, which arises from the variation in process parameters during fabrication and measurement. These variations in the process parameter affect the device characteristics and their switching behavior [33], [34]. Thus, it becomes crucial to examine the impact of process parameters on device I-V that, in turn, affects circuit simulation. To optimize the process parameters and to arrive at the optimum performance, an extensive and accurate process-aware CM is required. While in conventional CM models, incorporating process parameters is difficult, in ML-based CM, process parameters and device parameters are not different in terms of modeling.

To date, to our best knowledge, we do not have any LSTM-related SPICE models on RRAM. In this paper, we present a unified, reliable, technology-independent, accurate, differentiable ML-based CM, which can easily extend into a process-aware CM model. Here, we are defining a single LSTM-based ML model that can demonstrate all types of device physics, and it is also capable of predicting accurately for all LRS and HRS sets of data. Finally, the process-aware capability is demonstrated using the thermal annealing effect on RRAM I-V. Initial work related to designing of RRAM CM using ML techniques can be found in a student thesis [35]. Our proposed ML-based process-aware SPICE model can be considered as an integral subset of the intelligent manufacturing in fabrication [30] of RRAM. Our model is quite capable of handling huge amounts of RRAM I-V training data. Thus, different RRAM I-V with different processes or device parameters can be fitted using a single LSTM network. Finally, the same methodology in this work can be used to fit any memory device [36] and provide a process-aware spice model for intelligent foundry manufacturing, process tuning, and circuit simulation.

The flow of this work is shown in Fig. 1: (1) the fabrication, (2) the measurement, (3) data generation techniques for the multilayer perceptron (MLP) and the long-short term memory (LSTM) model using sinusoidal wave and random walk signals, and (4) the training and testing of MLP and LSTM. The as-deposited samples are fabricated, and annealing is carried out for part of the samples. The I-V for the different samples is measured following fabrication. For the data set generation in the MLP model, the measured IV data are separated into HRS and LRS. For LSTM modeling, sequences of voltage and current values are generated, representing the IV sweeping history on the devices. Due to the memory device nature, the measured current at this time instant depends upon the previous states of the devices, which in turn depends on the I-V sweeping history. The memory behavior can be modeled using the LSTM networks in the ML field since the LSTM output depends on the previous outputs and states through the recurrent gate. The transformation from regular voltage and current sequences to the format suitable for feeding into LSTM, as demonstrated in Fig. 1(c)-2, can be referenced at common natural language processing tasks [37], [38]. The data generation techniques for different scenarios are explained thoroughly in Section II. Our process-aware compact model facilitates the prediction of RRAM performance in fabrication in terms of process tuning. In addition, the LSTM based CMs can be useful for circuit simulation, especially for new RRAM materials and devices where conventional physics-based CMs are unavailable. Finally, we want to emphasize that process-aware nature
facilitates the co-optimization of circuits and fabrications. It is not easy to build a process-aware CM using a conventional physics-based approach.

II. METHOD: DESCRIPTION OF MACHINE LEARNING BASED COMPACT MODEL FOR RRAM

A. SAMPLE FABRICATION AND MEASUREMENT

The stack of TaN/HfO$_2$/Pt/Ti/SiO$_2$/Si has been selected for fabrication, where tantalum nitride (TaN) acts as the top electrode, HfO$_2$ as an insulating layer, and Pt as the bottom electrode. The transmission electron microscopy (TEM) image of this structure is shown in Fig. 2. A 4-inch silicon wafer is put in a wet bench for RCA cleaning. It removes the different types of contaminations present on the wafer. To protect the sample from leakage current, a 200nm of SiO$_2$ is deposited through a furnace SJ-CA1200-D4, and it acts as an isolation layer. It removes the different types of contaminations present on the wafer. To protect the sample from leakage current, a 200nm of SiO$_2$ is deposited through a furnace SJ-CA1200-D4, and it acts as an isolation layer. The entire isolation layer deposition is done at a temperature of 950°C through the wet oxidation method. The precursors used for this deposition are Tetrakis(Dimethylamido)hafnium(Hf(NMe$_2$)$_4$) TDMAH, and H$_2$O. The heating process for TDMAH is carried out at 75°C, and the gaseous flow for argon carrier and argon plasma is 60 sccm and 200 sccm, respectively. A pulse of 0.055sec is applied to maintain the change in the pressure value between 25-35 mtorr for H$_2$O precursor, and for TDMAH precursor, 1-sec pulse regulated the change in the pressure value in 16-20 mtorr. The quality of ALD HfO$_2$ is better than other HfO$_2$ deposition machines. A stable electrical property of HfO$_2$ is achieved by the reaction of both the precursors with the substrate, and the deposition rate is 1.01 Å/cycle. Post oxide annealing technique has been incorporated to demonstrate the effect of temperature on the RRAM. The heating of the sample at 300°C, 400°C, and 500°C is carried out in the vacuum environment, and the pressure is kept at 5 mtorr, as shown in Fig. 3. The heating rate of the heating chamber is 10°C/min, and the duration of the annealing process is set for 30 minutes. A slow and continuous cooling process is used where the sample reaches to room temperature inside the chamber by itself. TaN top electrode (TE) is patterned using a shadow mask, and its diameter is 400 microns. KD-SPUTTER A-09L08 DC sputter machine is used for the deposition of TE. The base pressure, the DC sputtering power, and temperature are set at 1.4×10$^{-6}$ torr, 800W, and room temperature, respectively. This process is carried out in the vacuum environment with argon plasmons. During the deposition, a strong electric field is applied to generate argon plasma, and it hits the target material that results in the deposition of 100nm TaN. The rate of Argon gas flow is 100 sccm, and N$_2$ is 10 sccm. The deposition thickness is estimated as 1.00 Å/sec. Once the as-deposited and annealed samples are ready, the characterization is done through Agilent Keysight B1500A.
B. DATA GENERATION

Data set generation is straightforward for MLP model since HRS and LRS are fitted separately using two MLP networks. The data set generation for LSTM is more complex, but the basic idea is illustrated in Fig. 1 and Fig. 4. The RRAM output current depends on the state, i.e., LRS or HRS, which in turn depends on the sweeping history. For example, at $V_{\text{reset}} < V < V_{\text{set}}$, the value of the output current is determined from the previous state of the RRAM. If previously RRAM is at LRS, then the current values will be known from the LRS branch, and vice versa. Therefore, to use one model to take into account both LRS and HRS, the sweeping voltage history,
i.e., the voltage input values at previous time steps, need to be fed into LSTM in addition to the voltage input value at this time step. The input voltage, either sinusoidal or random walk signals, are generated. Based on the measured IV as shown in Fig. 1(b) or Fig. 4(b), the corresponding current values are generated. The measured IV consists of 400 data points ranging from -1.5V to 1.5V, and interpolation is conducted if the input signal values do not exactly reside on the probed voltage values. This way, the entire input voltage sequence and output current sequence is generated, and the compact modeling becomes a standard time-series machine learning problem where the goal is to predict the output values in the future steps. To have simple terminology, and since our measurement data points are dense enough, we do not distinguish between measured values and interpolated values from the measurement in the following write-up. Similar to the earlier benchmark RRAM CMs [21]–[23], the slight hysteresis after reset is not taken into account. The slight hysteresis after set does not exist in our case or in most of the literature due to current compliance (c.c.). The time series, i.e., $V_{seq}$ vs. $I_{seq}$, needs to be transformed into the format suitable for LSTM feeding, and this aspect is explained in many standard time-series machine learning examples, such as machine translation, in Tensorflow manual [37], [38]. As illustrated in Fig. 1(c)-2, we transform the input data into the common form suitable for LSTM feeding taking into account the voltage ($V$) and current ($I$) values at previous time steps.

1) DATASET GENERATION FOR MLP

For MLP implementation, a separate MLP model for each state is implemented, and it is shown in Fig. 6(a)

$$f_{MLP}(V_{LRS}) = I_{LRS}$$

$$f_{MLP}(V_{HRS}) = I_{HRS}$$

where $V_{LRS}$ and $V_{HRS}$ are different voltages corresponding to LRS and HRS states, and $I_{LRS}$ and $I_{HRS}$ are the LRS and HRS current values, which are the functions of $V_{LRS}$ and $V_{HRS}$, respectively. The selection of hyper-parameters is done in accordance with Table 1.

2) DATASET GENERATION FOR SINUSOIDAL INPUT VOLTAGE

Firstly, we test the LSTM-based RRAM CM using sinusoidal input voltage sequences. The equation for output current is represented by (3)

$$f(V_{seq}, I_{seq}) = I_{target}$$

where $I_{seq}$ and $V_{seq}$ are the voltage and current sequence in the past, and $I_{target}$ is the current at present. $V_{seq}$ is generated by

$$V_{seq} = V_{offset} + A \sin(t + \varphi) = \frac{V_{max} + V_{min}}{2} + A \sin(t + \varphi)$$

$$A = \frac{V_{max} - V_{min}}{2}$$

where $t$ is time, $V_{max}$ and $V_{min}$ are the maximum and minimum values in voltage sweeping, $A$ is amplitude, and $\varphi$ is the phase. The total length of the voltage sequence is 10000 in the training and test sets. The dimension for training the model...
TABLE 1. List of models and hyperparameters.

|                     | MLP          | LSTM (Sine) | LSTM (RandomWalk) | LSTM (Anneal) |
|---------------------|--------------|-------------|-------------------|---------------|
| Number of Model block | 2            | 1           | 1                 | 1             |
| Number of neurons   | 100          | 100         | 100               | 200           |
| Activation Function, LSTM | relu         | tanh        | tanh              | tanh          |
| Batch size          | 500          | 100         | 1000              | 2000          |
| Number of samples, training | 200         | 10000       | 10000             | 50000         |
| Number of samples, testing | -           | 10000       | 10000             | 10000         |
| Number of Epoch Cycle | 2000        | 2000        | 2000              | 2000          |
| Input Shape         | (Batch size, 1) | (Batch size, 5, 2) | (Batch size, 5, 2) | (Batch size, 5, 3) |
| Output Shape        | (Batch size, 1) | (Batch size, 1) | (Batch size, 1) | (Batch size, 1) |
| Length of $V_{seq}, I_{seq}$ | -           | 5           | 5                 | 5             |

will be the voltage sequences along with the labeled current value, i.e. (Batch size, 5, 2) at the input and (Batch size, 1) at the output. Different values of $\varphi$ are also considered to generate a test set such that proper evaluation of LSTM-based CM can be implemented. In this case, a single LSTM model manages both LRS and HRS states. The hyper-parameters selection for the model training for this scenario is based on Table 1.

3) DATASET GENERATION FOR RANDOM WALK INPUT VOLTAGE

The shape of the waveform should not be strictly a sinusoidal signal in circuit simulation. To ensure the model comprehensiveness, i.e., our LSTM model can withstand any undue input conditions, we also consider random walk signals in the test of LSTM-based CM. Similar to the LSTM handling sine signals, we use the same set-up to handle random walk input voltage

$$f(V_{seq}, I_{seq}) = I_{target}$$  \hspace{1cm} (6)

$$V_{seq} = V_{start} + dv \times \text{random}(-1,1)$$  \hspace{1cm} (7)

Here $V_{start}$ and $dv$ can be considered as any random value of the measured data. Our values are 0 and 0.3, respectively. random(-1,1) will give a random number lying between -1 and 1. We are also clipping the amplitude of the random signal using logical loops. This clipping is required to make the sequence voltage lie in the maximum and minimum values of the measured data. The total size of the input training data will become (Batch size, 5, 2). These conditions work very efficiently and effectively for any random walk signals.

4) DATASET GENERATION FOR PROCESS-AWARE COMPACT MODEL

Data generation for this condition is similar to the approach in previous sub-section 3). As we are using one LSTM model for all types of RRAM devices annealed at various temperatures, we need to concatenate the as-deposited, 300°C, 400°C, and 500°C measured RRAM I-V data. Additionally, we have to extend the input parameters of the LSTM model to include the annealing temperature ($T$), as represented by (8)

$$f(V_{seq}, I_{seq}, T) = I_{target}$$  \hspace{1cm} (8)

$V_{seq}$ and other parameters are generated in a similar way using (7). The size of the input training dataset will become (Batch size, 5, 3). This model is also evaluated on the generated test dataset.

C. MACHINE LEARNING ALGORITHMS

In an MLP [41], the input layer is well connected with the output layer through a layered network of hidden layers, and every layer consists of many neurons, as shown in Fig. 6(a). From (9), the incoming signals are multiplied with the corresponding weight and further added with the bias. Further, different types of activation functions [42] are used to add some nonlinear effects in the model, and it also gives a better fitting to the output.

$$y = a(\sum x w + b)$$  \hspace{1cm} (9)

where $x$ is the incoming input to a neuron, $y$ is the output from a neuron, $a$ is the activation function, $w$ is the weight, and $b$ is the bias. In contrast to MLP, LSTM [43], [44], as shown in Fig. 6(b) consists of input, output, and forget gate, which are just a combination of neurons with the activation function. Sigmoid and hyperbolic tangent (tanh) are used in this model. Cell state values are the most important aspect of the LSTM unit, and it acts as a repository. Forget gate decides which values need to be deleted from the cell state. The mathematical operation is shown in (10) [43]. The range of sigmoid activation is between 0 to 1. Values closer to...
0 corresponds to delete, and closer to 1 corresponds to retain. 

\[ f_t = \sigma(x_t w_f^x + h_{t-1} w_f^h + b_f) \]  

(10)

Adding new values in the cell state is done by using the tanh function. Its range varies from -1 to 1. A mathematical operation for adding new values is calculated through (11) [44].

\[ i_t = \sigma(x_t w_i^x + h_{t-1} w_i^h + b_i) \]  

(11)

Equation (12) [44] denotes the updated state of the cell state.

\[ c_t = f_t c_{t-1} + i_t \tanh(x_t w_c^x + h_{t-1} w_c^h + b_c) \]  

(12)

The hidden state stores information for the previous input, and the updated state is calculated using [44]

\[ o_t = \sigma(x_t w_o^x + h_{t-1} w_o^h + b_o) \]  

(13)

\[ h_t = o_t \times \tanh(c_t) \]  

(14)

In (10)-(14), the symbols, \( f \) corresponds to the forget gate, \( i \) corresponds to the input gate, \( o \) corresponds to the output gate, \( \sigma \) is the sigmoid activation, \( c \) is cell state, \( h \) is the hidden state, and \( t \) is the present time step. \( w \) is the weight, and \( b \) is the bias.

We are proposing a single LSTM based CM device that can be used in process tuning and SPICE simulation for RRAM. Hyper-parameters are tuned in such a way that the overall training loss present in the model is minimized. The memorizing capability of LSTM is achieved by the recurrence, in which the output at the current time step will be fed back as the input at the next time step. Because the historical or past outputs before the current time step are continuously fed back to the neural network as inputs, the output at the current time step is not only a function of the input at the current time step but also of the inputs at earlier time steps.

### III. RESULTS AND DISCUSSION

Two different ML algorithms, MLP and LSTM, have been implemented in the design of the semiconductor device CM for RRAM. The code is written using MATLAB [45], Python TensorFlow 2.0 with Keras [37], [38], and Scikit-Learn library [46]. The evaluation metrics for all the models are the root mean squared error (RMSE), R-2 score, mean absolute error (MAE), and relative absolute error (RAE). In a regression problem, RMSE is defined as the square root of the mean squared error (MSE), where MSE is expressed as the summation of the square of the difference between the predicted values and the true values, divided by the total number of data points. It measures the deviation of the predicted values from the true values.
FIGURE 7. MLP based RRAM compact model fitting. (a) I-V characteristics on HRS, (b) scatter plot on HRS, (c) I-V characteristics on LRS, and (d) scatter plot on LRS.

the true values:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=0}^{n} (Y_{\text{original},i} - Y_{\text{predict},i})^2}$$  \hspace{1cm} (15)

where \(Y_{\text{original}}\) is the current value obtained from measurement, \(Y_{\text{predict}}\) is the current value obtained from different ML models, and \(n\) is the total number of data points.

A. MLP

Similar to some conventional physics or equivalent circuit-based CM RRAM models where separate equations are used for LRS and HRS, here we also use two MLP models to fit LRS data and HRS branches in RRAM I-V, respectively. Certainly, a unified model is desired where one model is capable of predicting both LRS and HRS current values. One model also ensures model differentiability where the separate models can lead to discontinuity at transition points.

In MLP-based CM, each MLP has two hidden layers with 100 neurons in each layer. Preprocessing of measured data is required to obtain better fitting with fast convergence, which includes the normalization of the input voltage and output current variables and separation of the RRAM I-V into HRS and LRS branches. Sklearn library is used for normalization purposes. The model is trained for 2000 epoch cycles with a batch size of 500, and its fitting performance for HRS and LRS are shown in Fig. 7. The model predicted values are shown with the sample I-V characteristic in Fig. 7(a), (c) and with scatter plot in Fig. 7(b), (d). In the MLP separate LRS/HRS modeling, the output current is only a function of input voltage and does not depend on the history and the trace of the sweeping. The HRS I-V characteristic for our RRAM sample is smooth in behavior, and thus, the ML model fits well on this branch of data with RMSE of 0.0072. On the other hand, the MLP model for LRS is less accurate because of the small fluctuation present in the current value during the reset process of −0.7 V to −1.5 V. Therefore, the MLP model for LRS has an RMSE of 0.0172.

The neurons present in these algorithms are triggered using rectified linear unit (ReLU) activation function, and the overall current value is calculated using (16)

$$I = \sum_k \left\{ f_{\text{ReLU}2} \left( \sum_j f_{\text{ReLU}1} (V \times w_i + b_j) \times w_j + b_j \right) \times w_k + b_k \right\}$$  \hspace{1cm} (16)

where \(w_i, w_j, w_k, b_i, b_j,\) and \(b_k\) are weights and biases for the first hidden layer, the second hidden layer, and the output layer. \(f_{\text{ReLU1}}\) and \(f_{\text{ReLU2}}\) is ReLU function for the first and second hidden layers, respectively.

B. LSTM MODEL WITH SINUSOIDAL DISTRIBUTION

In the previous section, two MLP models are used to fit the LRS and HRS branches in RRAM I-V. To proceed a step further, we use the LSTM model with memory to fit both of the branches at once. MLP is a feedforward network. Feedforward networks are static and acyclic in nature. As the RRAM output depends on sweeping history, MLP does not match intrinsically with the RRAM behavior. On the other hand, while LSTM uses recurrence, LSTM can handle sequence, and its output depends on previous input in addition to the
current input. Therefore, MLP has poor performance on temporal or time-series data while LSTM, in general, performs better. One way to make the MLP output depends on the previous input signals is to expand the input neuron number. Nonetheless, this leads to very large models, especially for complex problems such as process-aware CMs.

The LSTM is applied to the dataset that has sinusoidal input voltage. It should be emphasized that the sinusoidal signals are the basic waveforms that can be used to synthesize other waveforms using the Fourier series. In this setup, multiple cycles of sinusoidal voltages with a constant time period \((T)\) and amplitude \((A)\) are generated. Specific to RRAM or other memory devices, during one cycle of endurance, a single voltage has two different current values. One corresponds to LRS current and another to HRS current. This is the most difficult aspect to be modeled, especially if only one model can be used. The historical sequence in voltage or voltage trace, i.e., voltage sweeping in the previous steps, differentiates these two states. In this work, we use the memory capability of LSTM to model this aspect. The memorizing capability can be achieved by using recurrence, i.e., feedback, in ML models. Since the output at the previous time instant \((t-1)\) is re-used, through recurrence, as the input at the current time instant \((t)\), the output at the current time instant is a function of the current input at \((t)\) and previous inputs. Similar concepts exist in circuit design and communication systems where feedback exists. In conclusion, when we have recurrence or equivalently feedback loop, the system more or less memorizes the previous inputs, and this is the reason this model is called “long-short term memory (LSTM)” \(^{(4)}\). In our cases, the previous inputs are the previous input signals is to expand the input neuron number. We can generalize that this LSTM based CM for RRAM can handle the sinusoidal distribution model, giving an excellent response for any sinusoidal input signals.

**C. LSTM FOR RANDOM WALK DISTRIBUTION**

It is not desired that our proposed LSTM based approach is limited to only sinusoidal signals, and the transient input voltage signals can actually be in any shape. Thus, to increase the applicability of our approach up to the state-of-the-art, we have considered the fitting and prediction accuracy when the input voltage is a random walk signal. One example of the random walk signal is depicted in Fig. 4(d). If the input voltage is a random walk signal. One example of the random walk signal is depicted in Fig. 4(d). The LSTM-based RRAM CM can handle arbitrary random signals in voltage, the usability of it can be widely expanded.

The LSTM model is trained for the 2000 epoch cycles, and its corresponding RMSE value is shown in Table 2. To decrease the computational time or to increase the fitting accuracy, training batch sizes are altered. In Tensorflow and specific to our RRAM ML CM problem, decreased batch size leads to better fitting in the training set while increased batch size leads to shorter training time for a fixed number of epochs. The effect of the training set batch size on the test set prediction accuracy is less pronounced, but if the fitting on the training deteriorates significantly, test set accuracy will be affected. In the calculation in this sub-section, we use batch size = 1000 to arrive at the trade-off between training set fitting accuracy and training time. LSTM \(^{(47)}\), \(^{(48)}\) has a strong dependency on the previous data, and this property makes LSTM a perfect model for predicting RRAM ML-based CM.

**FIGURE 9.** The test set for LSTM based RRAM compact model in response to sinusoidal input voltage \((a)\) I-V on test dataset for \(\varphi = -1\), \((b)\) scatter plot on test dataset for \(\varphi = -1\) \((c)\) I-V on test dataset for \(\varphi = 1\), \((d)\) scatter plot on test dataset for \(\varphi = 1\).
TABLE 2. Performance table.

|                          | RMSE Value     | R2-Score       | MAE  | RAE  |
|--------------------------|----------------|----------------|------|------|
|                          | (Ideal Value=0) | (Ideal Value=1) | (Ideal Value=0) | (Ideal Value=0) |
| MLP                      | LRS            | 0.0172         | 0.9994        | 0.0090 | 0.0139 |
|                          | HRS            | 0.0072         | 0.9994        | 0.0040 | 0.0191 |
| Sinusoidal Distribution  | Train φ=0      | 0.0096         | 0.9998        | 0.0066 | 0.0105 |
| (LSTM)                   | Test-1 φ=−1    | 0.0094         | 0.9998        | 0.0066 | 0.0105 |
|                          | Test-2 φ=1     | 0.0092         | 0.9998        | 0.0065 | 0.0105 |
| Random Walk (LSTM)       | Train, Seed=1  | 0.0148         | 0.9993        | 0.0093 | 0.0173 |
|                          | Test-1, Seed=2 | 0.0182         | 0.9990        | 0.0100 | 0.0198 |
|                          | Test-2, Seed=3 | 0.0195         | 0.9989        | 0.0102 | 0.0192 |
|                          | Test-3, Seed=4 | 0.0187         | 0.9990        | 0.0102 | 0.0188 |
|                          | Test-4, Seed=5 | 0.0173         | 0.9991        | 0.0096 | 0.0177 |
| Process-aware Annealing  | Train, Seed=1  | 0.0028         | 0.9999        | 0.0017 | 0.0031 |
|                          | Test As-deposit, Seed=2 | 0.0098 | 0.9997 | 0.0035 | 0.0069 |
|                          | Test 300°C, Seed=2 | 0.0092 | 0.9997 | 0.0018 | 0.0042 |
|                          | Test 400°C, Seed=2 | 0.0118 | 0.9995 | 0.0019 | 0.0041 |
|                          | Test 500°C, Seed=2 | 0.0155 | 0.9992 | 0.0031 | 0.0064 |
|                          | Test As-deposit, Seed=3 | 0.0121 | 0.9995 | 0.0036 | 0.0069 |
|                          | Test 300°C, Seed=3 | 0.0099 | 0.9996 | 0.0019 | 0.0040 |
|                          | Test 400°C, Seed=3 | 0.0127 | 0.9994 | 0.0020 | 0.0041 |
|                          | Test 500°C, Seed=3 | 0.0104 | 0.9996 | 0.0028 | 0.0056 |

through its regulated feedback mechanism. The random walk signal presents more challenges than sinusoidal signals since the randomness nature requires better handling of the voltage trace information and the agile response of the ML model to different input voltage sequences. It is demonstrated here that even for random walk signals, LSTM can fit RRAM IV well in both HRS and LRS branches, using only one model. RMSE value on the training data is 0.0148. For Test-1, Test-2, Test-3, Test-4, RMSE is 0.0182, 0.0195, 0.0187, 0.0173 respectively. Fig. 10(b) is showing the scatter plot on the training data.

Generally, the problem of overfitting is more pronounced in the regression type problem [49] relative to classification problems. Thus, to verify the model’s performance on unseen data, we have used four different random walk signals for testing purposes. From Table 2, we can observe that the training set RMSE is less than the test set RMSE by a small margin, verifying the overfitting is not present. On the other hand, there is no underfitting problem, evident from the satisfactory matching between predicted and true values in the training set. With these evaluation metrics values, we believe we are proposing a suitable LSTM-based CM for any type of

FIGURE 10. The train set for LSTM based RRAM compact model in response to the random walk signal (a) I-V on train dataset, (b) scatter plot on train dataset.
FIGURE 11. The test set for LSTM based RRAM compact model in response to the random walk signals. (a) I-V on test random signal-1 dataset, (b) scatter plot on test random signal-1 dataset (c) I-V on test random signal-2 dataset, (d) scatter plot on test random signal-2 dataset.

FIGURE 12. The test set for LSTM based RRAM compact model in response to the random walk signals (a) I-V on test random signal-3 dataset, (b) scatter plot on test random signal-3 dataset (c) I-V on test random signal-4 dataset, (d) scatter plot on test random signal-4 dataset.

FIGURE 13. Train set for process-aware LSTM model applied to anneal experiments. (a) I-V on train dataset, (b) the scatter plot on train dataset.

input voltage stimulus, which can be useful in process tuning, intelligent manufacturing, and circuit simulation.

D. LSTM FOR TEMPERATURE-DEPENDENT PROCESS AWARE MODEL

The variation on the I-V of RRAM on changing the process parameters is the key to judge its performance, robustness, and yield. Incorporating process parameters in the conventional physics-based SPICE model is not very easy since the relationship between the semiconductor fabrication process parameters and the device I-V characteristics are complex, and in some cases, the underlying physics has not been fully understood. Given the fact that the compact device model relating V to I is already complex by itself, adding process physics such as plasma, fluid dynamics, and thermal physics into the device CM is in practice impossible. On the other hand, using ML as the building block for device CMs does not suffer from the difficulty of incorporating process parameters into the model. This is because there is little difference between pure CM relating V to I, or process-aware CM relating V, annealing temperature, gas flow rate and partial pressure, and plasma power to I. To demonstrate the effectiveness of using LSTM for process-aware CMs, we investigate the effect of annealing temperature on the device performance and construct a process-aware CM whose inputs include annealing temperature, in addition to voltage and current sequences. The annealing process-aware CM has not been incorporated into the RRAM SPICE model to date to our best knowledge. Here we are inculcating the effect of different post-oxide [50] annealing temperatures on I-V characteristics of the RRAM sample directly to the
device compact model (CM). Similar to the previous subsection, LSTM with a random walk signal is used to show the device I-V dependency on the annealing temperature. Model training is carried out on the I-V dataset generated from as-deposited, 300°C, 400°C, and 500°C sample data, and its shape is (Batch size, 5, 3) with totally 50000 data points for each temperature. Depending upon the different random seed values, test signals are generated to study the effect of annealing on RRAM I-V. Test signals for as-deposited, 300°C, 400°C, and 500°C are generated separately, and their shape is (Batch size, 5, 3) with 10000 data points for each temperature. In the annealing section of Table 2, we observe that RMSE in the training set is 0.0028. The RMSE testing results for as-deposited, 300°C, 400°C, and 500°C are 0.0098, 0.0092, 0.0118, 0.0155, respectively, and it is calculated on random seed -2 dataset. The same approach is applied for random seed -3 dataset, and values are 0.0121, 0.0099, 0.0127, 0.0104 for as-deposited, 300°C, 400°C, and 500°C, respectively. There is also no overfitting and underfitting problem observed in the temperature-dependent process-aware model, evident from the small train RMSEs and the train and the test RMSEs with the same order of magnitude. Fitted I-V characteristic on training data is shown in Fig. 13, and the test results are shown in Fig. 14. The simple explanation on the physics is that annealing alters the crystallinity of HfO₂ and thus changes the resistive switching characteristics of the sample, which in turn leads to the shifting in the set and reset voltage. This shift is accurately modeled by LSTM-based CM, evident in Fig. 14. The process-aware compact device model in this section demonstrate multiple input capability in LSTM-based RRAM CMs. More inputs can be easily incorporated into LSTM since inherently LSTM handles multiple input features.

IV. CONCLUSION

Inspired by the demand of electronic design automation (EDA) industries and the semiconductor foundries for accurate process-aware compact models, we are proposing a powerful LSTM-based ML RRAM model. The recurrent nature and the state-dependent operation of LSTM properly take into account the RRAM I-V with hysteresis. Using the real data from the fabricated RRAM samples with post-oxide annealing, we demonstrate the feasibility of a single, differentiable, purely ML-based, and process-aware RRAM compact model that can fit experimental I-V well, and the same approach can be easily generalized to any memory devices without changing the architectures. RMSE, R-2 score, MAE, and RAE results show that the single LSTM model can handle both sinusoidal and random walk input voltage sequences properly and possess process-aware capability. Specifically, the fitting RMSE values are 0.0096 for sinusoidal signals, 0.0148 for random walk signals, and 0.0028 for
process-aware CM, and the RMSE is at the same order of magnitude in testing. The advantages and potentials of LSTM RRAM CM, compared to conventional physics-based CM, lies in shorter development time, capability in fitting different memory devices and a large number of devices, incorporation of the process parameters into CM, and a single model for LRS/HRS branches.
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