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We explore the consequences of a deterministic microscopic thermostat-reservoir contact mechanism. With different temperature reservoirs at each end of a two-dimensional system, a heat current is produced and the system has an anomalous thermal conductivity. The microscopic form for the local heat flux vector is derived and both the kinetic and potential contributions are calculated. The total heat flux vector is shown to satisfy the continuity equation. The properties of this nonequilibrium steady state are studied as a function of system size and temperature gradient identifying key scaling relations for the local fluid properties and separating bulk and boundary effects. The local entropy density calculated from the local equilibrium distribution is shown to be a very good approximation to the entropy density calculated directly from velocity distribution even for systems that are far from equilibrium. The dissipation and kinetic entropy production and flux are compared quantitatively and the differing mechanisms discussed within the BGY approximation. For equal temperature reservoirs the entropy production near the reservoir walls is shown to be proportional to the local phase space contraction calculated from the tangent space dynamics. However, for unequal temperatures, the connection between local entropy production and local phase space contraction is more complicated.

PACS numbers: 05.20.Jj 05.45.Jn, 05.70.Ln

I. INTRODUCTION

The study of heat conduction in low dimensional systems has concentrated on one-dimensional lattices \[1-4\] and simplified hamiltonian models that are amenable to solution \[5,7\]. The Hamiltonian models often consist of energy storage devices which couple to each other through the motion of tracer particles that carry the energy. Exceptions to this have been rare, but one of these is the study of particle based systems using hard disks by Deutsch and Narayan \[8\], and others \[9\]. The other common feature of these model systems is that the thermal reservoirs are stochastic and are thus sources of particles with velocities chosen from some distribution and the reservoir is not mechanically coupled to the system. This element of randomness has limited the approaches that could be used to study heat conduction as a dynamical system \[10\].

In 2007 a new deterministic thermal reservoir was introduced that coupled the quasi-one-dimensional system of hard disks to temperature reservoirs by changing the collision rule at the reservoir boundary \[11\]. For a collision with a reservoir boundary the tangential \(y\)-component of momentum is unchanged but the normal \(x\)-component after collision becomes

\[ p'_x = \epsilon p_{res} - (1 - \epsilon) p_x, \]  

where \(p_{res}\) is a reservoir momentum related to the reservoir temperature by \(p_{res} = \sqrt{2T_{res}}\) and \(\epsilon\) is a reservoir coupling parameter. As \(\epsilon \to 0\) the system decouples from the reservoir and the boundary becomes a hard wall, and as \(\epsilon \to 1\) the incoming momentum is replaced by the reservoir momentum. A recent study of this system in contact with two reservoirs of the same temperature \[12\] has shown that the active mechanical coupling leads to entropy production near each reservoir which then flows into the reservoir. These effects are local and involve a limited number of boundary layer particles regardless of the system size.

Molecular dynamics simulations have proved a very effective means of testing theoretical approaches to the study of fluids both in equilibrium, and nonequilibrium steady states \[13\]. Given a particular atomic pair interaction, the results are free of approximations, with an accuracy limited only by statistical considerations. It is usual to use the equipartition theorem to define the kinetic temperature, so in a system of \(N\) particles in \(d\) spatial dimensions the translational kinetic energy is \(\frac{kT}{2}\) per degree of freedom. We define instantaneous local temperatures for each particle so that in two spatial dimensions \(T_{i,x} = p_{i,x}^2/m\) and \(T_{i,y} = p_{i,y}^2/m\), and then the instantaneous system temperature is

\[ T = \frac{1}{2N} \sum_{i=1}^{N} (T_{i,x} + T_{i,y}) = \frac{1}{N} \sum_{i=1}^{N} \frac{p_i^2}{2m}. \]  

In the absence of a temperature gradient the average \(\langle T \rangle\) gives the system temperature, but when there is a temperature gradient the local time averages \(\langle T_{i,x} \rangle\) and \(\langle T_{i,y} \rangle\) give the local temperatures which will be used to determine the temperature profile inside the system. The difference between the local components of the local temperature can be used to give a measure of the deviation from local thermodynamic equilibrium. We use \(T_{i,x}\) and \(T_{i,y}\) to define a local operational temperature for a nonequilibrium system, but it is more usual to attempt to connect the average local kinetic temperature and the local thermodynamic temperature. The relationship between this kinetic and thermodynamic temperature is only beginning to be explored \[14-17\].
For a QOD system we can extended the idea of a kinetic temperature for a single atom to define the local kinetic temperature in the average volume element occupied by the particle, as the order of the particles is fixed. Then we extend this idea to define other local thermodynamic properties using the properties of the particle that occupies the volume element. In particular the velocity distribution of the particle can be used to define the velocity distribution of the volume element and then the thermodynamic properties that are derived from it.

For equilibrium systems we expect a well-defined thermodynamic limit so that average properties converge with the inverse of the system size. However, for nonequilibrium systems a thermodynamic limit is not useful. If the temperature of the two reservoirs are fixed and the system size increased then the temperature gradient goes to zero. If the gradient is fixed then it is usual to observe a hydrodynamic instability at some threshold system size where the system behaviour abruptly changes. Given this difficulty we consider sequences of equivalent nonequilibrium systems of different sizes or different gradients to obtain scaling relations which remain correct in the regime before the onset of hydrodynamic instability.

II. THE MODEL SYSTEM

In this section we introduce the simple deterministic microscopic model for thermal coupling of a system of hard disks to a reservoir which can be used with either, an equilibrium system or nonequilibrium steady state, to supply or remove heat. As this microscopic model couples mechanically and deterministically to the system it may be probed as would a standard dynamical system and energy and kinetic entropy flows calculated numerically without approximations. The mechanism has been introduced previously [12], and studied by computer simulation and kinetic theory [13, 19].

A. System Dynamics

The quasi-one-dimensional (QOD) system introduced by [20] can be modified to interact with an idealized heat reservoir in a deterministic and reversible way, to study both heat conduction in low dimensional systems [3], and the Lyapunov spectra and mode structure. The deterministic reservoir allows the calculation of the usual dynamical systems properties as well the thermodynamic properties. This system contains hard disks of diameter \( \sigma \) (which we set equal to 1) in a narrow channel that does not allow the disks to change their positional order, see figure (1). Therefore any property of particle \( i \) can be associated with the same local property in the volume element \( V_i = L_y/(x_{i+1} - x_{i-1}) \)/2, centred at the average position of particle \( i \), \( \langle x_i \rangle \), thus for example, the local density is the inverse of the average volume occupied by the particle \( \rho_i = 1/V_i \).

![Figure 1: Schematic presentation of an N hard-disk quasi-one-dimensional (QOD) system.](image)

The equations of motion connecting the QOD system to the two reservoirs, one on the left-hand (LH) side at \( x = 0 \) and the other on the right-hand (RH) side at \( x = L_x \), define the thermal contact so when a particle collides with a reservoir wall the normal component of the momentum of the particle \( p_x \) is changed as given in Eq. (1). For the LH reservoir \( p_{res} = p_L \) is the fixed value of the reservoir momentum and for the RH reservoir \( p_{res} = -p_R \) (note that the reservoir momentum is always directed into the system). The reservoir coupling parameter \( \epsilon \) represents the strength of the coupling of the reservoir to the system. If \( \epsilon = 0 \) there is no interaction with the reservoir, and if \( \epsilon = 1 \) the incoming momentum is completely replaced by the reservoir momentum. Here we use an intermediate value of \( \epsilon = 0.5 \) which provides an effective mix of the incoming momentum with the reservoir momentum. The system has a volume \( V = L_x L_y \) with a fixed width of \( L_y = 1.15\sigma \), and then \( L_x \) varies with the number of particles \( N \) to give the desired density \( \rho = N \sigma^2/(L_x L_y) \). As the QOD system is narrow enough to prevent particles interchanging their positions \( L_y < 2\sigma \), the order of the particles remains fixed (both \( \sigma \) and the mass \( m \) are set to one). The temperature profile is determined from the average components of the kinetic temperature of each particle (the average of Eq. (2)).

To produce a nonequilibrium steady state it is sufficient to have reservoirs of different temperature on each side of the QOD system. The energy entering the system from a boundary with reservoir momentum \( p_{res} \) during a collision with a particle of incoming momentum \( p_x \) is given by

\[
\Delta e_L = \frac{1}{2}(p_{2x}^2 - p_{1x}^2) = \frac{\epsilon}{2}[e p_{res}^2 + 2(\epsilon - 1)p_{res}p_x + (\epsilon - 2)p_x^2].
\]

(3)

The time average of this quantity gives the flux of energy into the system so for a total system energy balance \( \Delta e_L \) must be equal in magnitude but opposite in sign to \( \Delta e_R \). The energy flux is controlled by both \( p_{res} \) and the value of \( \epsilon \), going to zero as \( \epsilon \to 0 \) and the reservoirs become disconnected from the system.

We choose the temperatures of the two reservoirs independently, so the temperature of the left-hand side reservoir is \( T_L > 2 \) and varies, and the temperature of the
right-hand side reservoir is kept constant at $T_R = 2$. This produces a temperature gradient of $\nabla T = (T_R - T_L)/L_x$ so heat will flow from the left-hand reservoir to the right-hand reservoir. An overview of simulation state points is given in Table I.

TABLE I: The simulation state points. For each density $\rho$ there is a small and large temperature gradient considered. Generally, $T_R = 2$ and groups of simulations are carried out with either $\nabla T$ fixed varying $N$ (or equivalently $\rho$) or $N$ fixed varying $\nabla T$.

| $\rho$ | small $\nabla T$ | large $\nabla T$ |
|--------|-----------------|-----------------|
| 0.03   | $-0.000431$    | $-0.01380$      |
| 0.8    | $-0.01150$     | $-0.3680$       |

B. Tangent Space Dynamics

The tangent space dynamics changes due to the changed collision rule at each boundary [21] so that for a particular reservoir we have

$$\delta x' = \left( \frac{p_{\text{res}}}{p_x} + (\epsilon - 1) \right) \delta x$$  \hspace{1cm} (4)

$$\delta p_x' = (\epsilon - 1) \delta p_x.$$  \hspace{1cm} (5)

where $p_{\text{res}}$ is the value of the reservoir momentum. Notice that both $p_L/p_{x1}$ and $p_R/p_{x2N}$ are negative so the sign of $\delta x'$ is opposite that of $\delta x$.

The time evolution of the QOD system in tangent space is an infinite product of pairs of tangent matrices for a free-flight $F_i$ and a collision $C_i$. The tangent space dynamics for an arbitrary tangent vector $\delta t(0)$ can be written as $\delta t(t) = M(t)\delta t(0)$ where $M(t)$ is a product of $F$ and $C$ matrices and the Lyapunov exponents are the logarithms of the eigenvalues of

$$\Lambda = \lim_{t \to \infty} [M(t)^T M(t)]^{1/2t}.$$  \hspace{1cm} (6)

For any free-flight or particle-particle collision the tangent matrix has a determinant that is equal to one. Only wall-particle collision matrices have a determinant that depends upon $\epsilon$ and differs from one so the dynamics become dissipative. The dissipation from a single collision with a reservoir $d_I$ is given by the determinant of the wall collision matrix $C_i^W$ as

$$d_I = \det C_i^W = (\epsilon - 1) \left( (\epsilon - 1) + \epsilon \frac{p_{\text{res}}}{p_x} \right)$$  \hspace{1cm} (7)

where $p_x$ is the incoming momentum of the colliding particle. Note that the determinant approaches one as $\epsilon \to 0$, or as the wall becomes purely reflective, and as $p_{\text{res}}/p_x$ is negative, both terms in Eq. (7) are negative ($0 \leq \epsilon < 1$), so their product $d_I > 0$. Combining equations (6) and (7), the sum of the Lyapunov exponents for the system becomes

$$\sum_{j=1}^{2dN} \lambda_j = \ln(\det(\Lambda)) = \nu_L \langle d_L \rangle + \nu_R \langle d_R \rangle$$  \hspace{1cm} (8)

where $\nu_l$ is the collision frequency for reservoir $I$. As $\det C_i^W$ depends on $p_x$ for both reservoirs, the angular brackets represent an average over the incoming distribution of $p_x$ which in itself depends on the values of $p_{\text{res}}$.

Further, we can calculate separately the components of dissipation associated with each reservoir, and this gives more local information than is available from the sum of Lyapunov exponents.

C. Microscopic Heat flux vector

For a system of spherical particles the microscopic representation for the instantaneous local heat flux vector at position $\mathbf{r}$ and at time $t$ is given by

$$\mathbf{J}_Q(\mathbf{r}, t) = \sum_{i=1}^{N} U_i \mathbf{v}_i \delta(\mathbf{r} - \mathbf{r}_i)$$

$$-\frac{1}{2} \sum_{i,j}^{N} \mathbf{r}_{ij} \cdot (\mathbf{v}_i + \mathbf{u}(\mathbf{r}_i) - \mathbf{u}(\mathbf{r}))$$

$$\times \int_0^1 d\lambda \delta(\mathbf{r} - \mathbf{r}_i - \lambda \mathbf{r}_{ij})$$  \hspace{1cm} (9)

where $U_i = \frac{1}{2} m (\mathbf{v}_i - \mathbf{u}(\mathbf{r}))^2$ is the internal energy of particle $i$, $\mathbf{u}(\mathbf{r})$ is the local streaming velocity at $\mathbf{r}$ and $\mathbf{u}(\mathbf{r}_i)$ is the local streaming velocity at the position of particle $i$. For this system the local streaming velocity is zero everywhere. We define the vectors $\mathbf{r}_{ij} = \mathbf{r}_j - \mathbf{r}_i$ and $p_{ij} = p_j - p_i$. For hard core particles the interaction force is an impulse $\mathbf{F}_{ij} = (\mathbf{\hat{r}}_{ij} \cdot \mathbf{v}_{ij}) \mathbf{\hat{r}}_{ij} \delta(t - t_{ij})$, where $t_{ij}$ is the time at which a collision occurs between particles $i$ and $j$, therefore Eq. (9) becomes

$$\mathbf{J}_Q(\mathbf{r}, t) = \sum_{i=1}^{N} U_i \mathbf{v}_i \delta(\mathbf{r} - \mathbf{r}_i)$$

$$-\frac{1}{2} \sum_{i,j}^{N} \mathbf{r}_{ij} \cdot (\mathbf{\hat{r}}_{ij} \cdot \mathbf{v}_{ij}) \mathbf{\hat{r}}_{ij} \cdot (\mathbf{v}_i + \mathbf{v}_j) \delta(t - t_{ij})$$

$$\times \int_0^1 d\lambda \delta(\mathbf{r} - \mathbf{r}_i - \lambda \mathbf{r}_{ij}).$$  \hspace{1cm} (10)

Notice that if $\mathbf{v}_i + \mathbf{v}_j = 0$ there is no collisional energy transfer so the transfer of energy is correlated with the fluctuations of the pair momentum away from zero. In the integral, the delta function moves along a line from the position of particle $i$, $\mathbf{r}_i$, to the position of particle $j$, $\mathbf{r}_j$, as $\lambda$ goes from 0 to 1, so a reasonable proposition is to assign half the potential contribution to each particle.
This is analogous with assigning half the potential energy of interaction to each particle. We can make this more solid by considering the one strip approximation to the integral, that is $\frac{1}{2} \Delta (\delta(x - r_i) + \delta(x - r_j))$ where the strip width is $\Delta = ||\hat{r}_{ij}|| = 1$. Then Eq. (10) becomes

\[ J_Q(r,t) = \sum_{i=1}^{N} U_i v_i \delta(r - r_i) \]

\[ - \frac{1}{4} \sum_{i,j} \hat{r}_{ij} \cdot (\hat{v}_i \cdot \hat{v}_j) \hat{r}_{ij} \cdot \delta(t - t_{ij}) \]

\times (\delta(r - r_i) + \delta(r - r_j)) \]  

(11)

In this form it is clear how the individual contributions are assigned to each particle. The kinetic contribution is at $r_i$ while there are two potential contributions, one at $r_i$ and the other at $r_j$. We will be interested in the total heat flux $J_Q(t)$ obtained as the volume integral of Eq. (11), and the local heat current $J_Q(r_i, t)$ obtained from the integral over the volume assigned to particle $i$, that is the integral over $V_i$. For the total heat flux all delta functions are contained within the integration region so

\[ J_Q(t) = \sum_{i=1}^{N} U_i v_i - \frac{1}{2} \sum_{i,j} \hat{r}_{ij} \cdot (\hat{v}_i \cdot \hat{v}_j + (v_i + v_j)) \delta(t - t_{ij}) \]  

(12)

For the QOD system the local heat flux has potential contributions from two sources, either from a collision of particles $i$ and $i + 1$ or from a collision of particles $i - 1$ and $i$. The result is

\[ J_Q(r_i, t) V_i = U_i v_i \]

\[ - \frac{1}{4} \sum_{j \in \{i-1,i+1\}} \hat{r}_{ij} \cdot (\hat{v}_i \cdot \hat{v}_j + (v_i + v_j)) \delta(t - t_{ij}) \]  

(13)

Clearly the time averages of these two heat currents are the physically important quantities as the heat current must satisfy a continuity equation. But the continuity equation states that for the QOD system, on average, the same amount of heat passes through any vertical line regardless of its position. Returning to the heat current density in Eq. (9), we can define the heat current at some arbitrary $x$ value. Instantaneously, there is only a kinetic contribution if a particle has its coordinate $x_i = x$, and there is only a potential contribution if two particles collide where for one $x_i < x$ and for the other $x_j > x$ so that the line of delta functions in Eq. (10) has one at position $x$. The time average of this instantaneous quantity must satisfy the continuity equation.

It is easy to see that summing the RHS of Eq. (13) over all particles $i$ gives the RHS of Eq. (12), therefore

\[ J_Q(r, t) V = \sum_{i=1}^{N} J_Q(r_i, t) V_i \]  

(14)

so that the total heat flux $J_Q(r, t)$ is the weighted sum of local contributions with weights $V_i/V$. Taking the time average of both sides of equation (14) to obtain $\langle J_Q(r) \rangle_t$ and $\langle J_Q(r_i) \rangle_t$, which must by the continuity equation be equal, thus equation (14) reduces to a trivial equality.

III. THE GENERALIZED GIBBS RELATION: KINETIC THEORY

The kinetic-theory basis for nonequilibrium thermodynamics of the heat transport model in QOD systems has been discussed recently [19]. The basic ingredient is the kinetic contribution to the Boltzmann entropy $S(t)$ which is defined, up to a constant, to be

\[ S(t) = \int dr \ s(r,t) \]

\[ = - \int dr \int dv \ f(r,v,t) \ln f(r,v,t) \]  

(15)

where $s(r,t)$ is the entropy density at position $r$ at time $t$. We have set Boltzmann’s constant to unity ($k_B = 1$). In kinetic theory the time evolution of the distribution function $f(r,v,t)$ can be obtained from the Boltzmann equation which, without external forces, takes the following form

\[ \frac{\partial f}{\partial t} + v \cdot \frac{\partial f}{\partial r} = J[f] \]  

(16)

where $J[f]$ is the collision integral. The distribution function is normalized as

\[ \int dv f(r,v,t) = n(r,t) \]  

(17)

where $n(r,t)$ is the local number density of the system.

The local entropy-balance equation can then be derived theoretically by substituting the time-derivative of $f$ from the Boltzmann equation, Eq. (16), into the derivative of the Boltzmann entropy, Eq. (15). The result is expressed as

\[ \frac{\partial s}{\partial t} + \nabla \cdot \mathbf{j}_s = \sigma \]  

(18)

where $\sigma$ is the entropy production. In the above the entropy flux $\mathbf{j}_s$ is given explicitly by

\[ \mathbf{j}_s(r,t) = - \int dv \ v f \ln f \]  

(19)

but the BGK approximation for the collision integral [22] is needed to obtain a computable form for the entropy-production per unit volume $\sigma$, given by

\[ \sigma(r,t) = - \int dv \ J[f] \ln f \]

\[ = \nu(r) k \int dv \{ f(v) - f_{loc}(v) \} \ln f(v) \]  

(20)
The term $\nu(r)$ is essentially a parameter that is related to the local collision frequency given by $\nu_0 n(r) \sqrt{T(r)}$ (where $\nu_0$ is a constant that depends on dimensionality). According to the H-theorem [24] the local entropy production $\sigma(r,t)$ must be non-negative everywhere in the system. All the local quantities associated with the entropy balance equation Eq. [13] have been defined through the Boltzmann equation and their definitions are exact within the validity of the Boltzmann equation, and are not restricted to the linear regime.

We consider a steady system with a temperature gradient along the $x$ direction where the average total momentum is zero, to provide a concrete theoretical description of the well-adapted linear irreversible thermodynamics for our system. In the Chapman-Enskog expansion solution to first order in the gradient (that is Navier-Stokes order [25]) the distribution function is given by $f = f_{loc}(1 + \Phi)$ where $f_{loc}$ is the normalized local-equilibrium distribution function. Where there is the possibility of a difference between the local values of the $x$ and $y$ temperatures, $T_x$ and $T_y$, we need to use an appropriately modified local-equilibrium distribution function of the form

$$f_{loc}(x,v) = \frac{mn}{2\pi} \left( \frac{1}{T_x T_y} \right)^{1/2} \exp \left[ -\frac{m}{2} \left( \frac{v_x^2}{T_x} + \frac{v_y^2}{T_y} \right) \right].$$

Here $n$, $T_x$, and $T_y$ are the local number density and $x$ and $y$ components of temperature which are all functions of position $x$.

The deviation from local equilibrium is obtained at the first Sonine approximation explicitly as [20]

$$\Phi(x,v) = -\frac{m}{2} \left( \frac{1}{p} \frac{m \beta v^2 - 2}{2} \right) v_x \frac{dT}{dx}. \tag{22}$$

in which $p$ is the hydrostatic pressure and $\kappa$ is the thermal conductivity. Note that the spatial dependence of solution, occurs only through the hydrodynamic fields, which is a well known characteristic of a normal solution to the Boltzmann equation [27], and it follows that any velocity moments will possess similar dependence. Since the local entropy balance in the steady state implies that $\nabla \cdot j_s(x) = 0$, the heat flux must be uniform, in contrast to the entropy balance in which the entropy flux is nonuniform but satisfies $\nabla \cdot j_s = \sigma$.

The entropy density is obtained at the level of the local-equilibrium approximation

$$s_{loc}(x) \simeq -\int d\nu f_{loc} \ln f_{loc}$$

$$= n \left[ 1 - \ln \left( \frac{mn}{2\pi} \right) + \frac{1}{2} \ln(T_x T_y) \right] \tag{23}$$

which is reminiscent of the equilibrium Sackur-Tetrode equation except that here the hydrodynamic fields are local. The entropy flux is given to Navier-Stokes order [20] as

$$j_s(x) \simeq -k_B \int d\nu \nu \Phi f_{loc} = -k T^{-1} dT \frac{dx}{dx}. \tag{24}$$

Assuming Fourier’s law, one can cast the expression for the entropy flux into the form, $j_s(x) = \bar{j}_Q(x)/T$, and the entropy production in the the steady-state can be calculated from

$$\sigma(x) = \nabla \cdot \left( \frac{j_Q}{T} \right) \simeq \kappa \left| \frac{dT}{dx} \right|^2, \tag{25}$$

which is clearly positive. The relation between the entropy flux and the heat flux may also be viewed as a generalized version of the equilibrium Clausius relation $dQ = TdS$ extended to steady states. Whether this remains an equality, or becomes an inequality, is central to extending thermodynamics to nonequilibrium steady-states.

### IV. EQUILIBRIUM

#### A. Dissipation and Entropy production

In a previous study [12] it was shown that an energy balance is achieved for a QOD system with reservoirs of equal temperature, but that entropy was produced near each reservoir which then flows from the system to the reservoir. The observation that a system designed to be “in equilibrium” is actually dissipative is somewhat surprising, but in a sense this effect is restricted to a small region near each boundary and the bulk of the system can be regarded as equilibrium. The entropy production is calculated from the numerically generated momentum distributions in the BGY approximation [22] and is strictly a kinetic contribution ignoring possible configurational contributions.

In sub-section [13] a dissipation calculated from the tangent space dynamics of the system which is not limited to the kinetic regime, but is rather the decrease in phase volume which leads to a negative sum of Lyapunov exponents. This dissipation is again a boundary effect as it arises from the tangent space dynamics of the collision between the reservoir and its neighboring particle. All other collision events in the dynamics give no contribution to the dissipation.

The two-dimensional momentum distributions for each particle are calculated numerically on a grid $M \times M$ with $M = 301$ typically, and a resolution of 0.05. The entropy, entropy flux and entropy production are all calculated numerically by integrating this distribution using Eqs. [15] [19] [21] with an error of the order of the square of the resolution, that is 0.0025. The entropy flux and production are defined through the momentum distributions for particles and are expected to be good representations at low density in the kinetic regime where $\rho < 0.1$, but would neglect other potential contributions at higher density. The expression for the kinetic entropy flux is formally exact whereas the kinetic entropy production is determined in the BGK approximation.

Both the dissipation and entropy production in the system with equal reservoirs is intensive, so largely independent of the system size, and only involves properties...
of the particles that are in contact with the reservoirs. The dissipation involves the collisions between the closest particle and the wall while the entropy production depends on the distribution of velocities for particles near the wall. The numerical convergence of these two quantities is quite different; the dissipation converges quite quickly with random fluctuations, the entropy production converges with the smoothness of the distributions increasing slowly and monotonically at disks 1 and \( N \) until a steady value is reached. Statistically, the distribution function needs to be sampled sufficiently to obtain a reliable value over the whole two-dimensional space \((v_x, v_y)\) and the convergence of the local equilibrium distribution also depends on the convergence to the local properties \( n(x), T_x(x) \) and \( T_y(x) \). For \( N = 40 \) and \( \rho = 0.03 \) the majority of the entropy production 60% comes from particles 1 and \( N \) with 40% from the other particles (principally 2 and \( N - 1 \)). At higher density, \( \rho = 0.8 \) the relationship is very similar.

As this system with equal reservoir temperatures shows both dissipation and entropy production and both properties appear to be intensive we look at both as a function of \( \epsilon \), the strength of the coupling of the system to the reservoir. From figure 2, although these properties are of opposite signs, they appear to be proportional when parametrised by \( \epsilon \).

FIG. 2: The entropy production of particles 1 and \( N \) plotted as a function of the dissipation at the left-hand reservoir for an equilibrium QOD system of 40 hard-disks with \( T_L = T_R = 2 \) and \( \rho = 0.03 \). The curve is parametrized by the reservoir coupling parameter \( \epsilon \) with values of \( \epsilon = 0, 0.1, 0.3, 0.5, 0.6, 0.7, 0.8 \) and 0.9. At \( \epsilon = 0 \) the system is isolated from the reservoir and both the dissipation and entropy production are zero. As the system is symmetric the same result follows for the right-hand reservoir. All results are obtained from averages over \( 1 \times 10^8 \) collisions per particle and the results for \( \sigma \) are lower bounds on the correct result.

V. NONEQUILIBRIUM

We begin the study of nonequilibrium QOD systems by considering a system of 320 hard disks at two different densities: a low density state of \( \rho = 0.03 \) and a high density state of \( \rho = 0.8 \). The temperature of the cold reservoir on the right-hand side is kept constant at \( T_R = 2 \), and different values of the temperature of the left-hand reservoir \( T_L \) are used. The temperature gradient changes with the value of \( T_L \) and the number of disks, so we consider both systems with constant temperature gradient and systems with constant \( N \). Our purpose here is to identify approximate (or possibly exact) scaling relations for the properties of the system as functions of system size \( N \) and temperature gradient \( \nabla T \), with a view to separating bulk properties from surface properties (or boundary effects).

A. Temperature profiles

We consider a nonequilibrium QOD system with \( T_L = 130 \) with \( T_R = 2 \) at both the low density and high density states. Changing density, with fixed values of \( T_L \) and \( T_R \), changes the temperature gradient. The two temperature profiles for \( T_x \) shown in Fig 3 are surprisingly similar when plotted as functions of particle number, but we see in Fig. 4 that there are systematic small differences between these two profiles.

FIG. 3: (color online) The temperature profiles \((T_x)\) for nonequilibrium QOD systems of 320 hard-disks at densities of \( \rho = 0.03 \) and \( \rho = 0.8 \). In both cases the boundary temperatures are \( T_L = 130 \) and \( T_R = 2 \). The red symbols are the low density state \( \rho = 0.03 \) and the blue symbols are the high density state \( \rho = 0.8 \). Plotted as functions of particle number, the profiles appear almost indistinguishable, and thus imply that the profile is largely independent of density.
FIG. 4: (color online) The temperature difference profiles \(T_x(0.03) - T_x(0.8)\) for a nonequilibrium QOD systems of 320 hard-disks with \(T_L = 130\) and \(T_R = 2\). Despite the seeming accuracy of Fig 3 there are small systematic differences between the two temperature profiles.

Despite the small differences seen in Fig 3, these two profiles look quite different when plotted as functions of the average particle position \(x\). For \(\rho = 0.8\) the density does not change greatly through the system so the profile as a function of particle number is very similar to the profile as a function of average particle position. However, for \(\rho = 0.03\) the profile changes significantly, becoming closer to a polynomial in \(x\). Notice that in Fig. 5 there is no place in the system where we could consider that the temperature profile is linear as expected from Fourier’s law.

Eckmann and Young [5] derive an equation that the temperature profile should satisfy given by

\[
T''(x)T(x) = \gamma (T'(x))^2 .
\] (26)

The parameter \(\gamma = \alpha - 1\) is equal to zero for a linear temperature profile. Here for all cases considered \(T''(x)\) is so small that we cannot determine a non-zero value of \(\gamma\) despite the obvious nonlinearity of the temperature profiles.

The temperature difference profile \(T_x(x) - T_y(x)\) to a good approximation satisfies a strong scaling relation that is independent of density and system size. To illustrate this we use systems of 80, 160 and 320 disks at the same temperature gradient and a different position scaling on the horizontal axis. We take the scaled particle position \(X = (i - \frac{1}{2})/N\) where \(i\) is the particle number on the horizontal axis, and plot \((T_x(x) - T_y(x))/T_x(x)\) on the vertical axis. In Fig. 6 we notice that in the central part of the graph all curves coincide but at each end the curves change depending upon the system size. The figure for the high density case \(\rho = 0.8\) is almost identical, including the vertical scale.

B. Energy balance

The heat flux vector satisfies a continuity equation so must be, on average, constant everywhere in the system. It is composed of two parts: a kinetic part which dominates at low density, and a potential part which dominates at high density Eq. (13). Regardless of the density, the total heat flux vector must match the energy that enters or leaves through the boundary (per unit length) by the collision mechanism Eq. (1) as this is the only way energy can enter or leave the system. As before we can calculate the energy flux through the boundary in two different ways: first a direct calculation using the collision rule at the boundary \(\Delta e_L/L_y\) or \(\Delta e_R/L_y\) averaged over time, and second by calculating the average heat flux \(J_Q\) which has both kinetic and potential components. In table (II) we present the components of the heat flux vector and show that the energy flow through the boundaries is consistent with the heat flux calculated using Eq. (13).

C. Local energy flux

In Fig. 7 we present the components of the heat flux vector for a QOD system of 320 disks at low density where \(T_L = 130\) and \(T_L = 2\). Despite the large
FIG. 6: (color online) The temperature difference profile \((T_o(x) - T_h(x)) / T_o(x)\) as a function of scaled position \(X = (x - \frac{1}{2}) / N\) for nonequilibrium QOD systems of 80, 160, and 320 hard-disks with the same temperature gradient \(\nabla T = -0.01380\) at \(\rho = 0.03\). The same graph for a density of \(\rho = 0.8\) is almost identical including its vertical scale.

For the higher density state the situation is somewhat different, see Fig. 8. Here the potential contribution to the local heat flux vector dominates the kinetic contribution and near the cold reservoir there is almost no kinetic contribution. Again the local total heat flux vector is constant throughout, apart from a small peak near the hot reservoir and the local kinetic contribution to \(J_Q(x)\) and \(T(x)j_s(x)\) are indistinguishable everywhere. Indeed the agreement between the kinetic contributions is much better at high density than it is at low density in the kinetic region.

D. Local collision frequency and entropy density

In the kinetic regime we need the BGK approximation to obtain an estimate of the local entropy production and

\[
\Delta e_L/L_y \approx e - e_0 - e_{0} + \frac{1}{2} \int_0^1 \rho(x) v(x) \left[ \rho(x) v(x) \right] dx.
\]

This integral is exactly zero in the kinetic region. At low density, the situation is more complicated. Here the potential contribution is important. For the lower density state the potential contribution is close to zero except near the cold reservoir. Indeed the agreement between the kinetic contributions is much better at high density than it is at low density in the kinetic region.
central to this is the local collisional relaxation frequency \( \nu(x) \). We can test the proposition \[28\] that the BGK local collision relaxation frequency is given by \( \nu(x) = \nu_0 n(x) \sqrt{T(x)} \) in the kinetic regime by plotting it against the local collision frequency calculated directly. In Fig. 9 we present \( n(x) \sqrt{T(x)} \) as a function of the numerical collision frequency \( C_f \) at a density of 0.03 for three different system sizes \((N = 80, 160, 320)\) each with the same temperature gradient. From Fig. 9 the resulting curve is the same and approximately linear, with deviations from the linear greatest near the cold reservoir where the density is highest and potential contributions are larger. Similarly, if we keep the system size fixed at \( N = 320 \) and consider different values of \( T_L \), and thus different \( \nabla T \), the resulting curve is the same, and is the same as that shown in Fig. 9. The results are consistent with a single functional form \( n(x) \sqrt{T(x)} = \frac{2}{3} C_f \). If we equate BGY relaxation frequency \( \nu(x) \) with the numerical collision frequency \( C_f \) then we have \( \nu(x) = \frac{2}{3} n(x) \sqrt{T(x)} = C_f \). While we might expect that \( n(x) \sqrt{T(x)} \) is proportional to \( C_f \), a universal linear relation is surprising. At high densities this proportionality breaks down completely and these properties are not related in the same way.

In section \[13\], the local entropy-balance equation was derived theoretically as Eq. \[15\], which equates the local change in entropy density to the divergence of the entropy flux and the entropy production \( \sigma \). In a steady state the local entropy density does not change so \( \nabla \cdot \mathbf{j}_s = \sigma \). The kinetic entropy flux is known exactly through Eq. \[27\] but the entropy production involves an unknown local relaxation frequency \( \nu(x) \) that is the essential ingredient in the BGK approximation for the collision integral. Using the numerical results for the entropy flux and the entropy production (assuming that \( \nu(x) = \nu_0 n(x) \sqrt{T(x)} \)) we can estimate \( \nu_0 \) as the slope of a best-fit line. The entropy balance equation can be written as

\[
\frac{\partial}{\partial x} j_{sx}(x) = \nu_0 n(x) \sqrt{T(x)} \int dv \{ f(v) - f_{loc}(v) \} \ln f(v),
\]

where the left-hand side can be calculated, and all of the right-hand side, except for \( \nu_0 \), can be calculated, so the self consistent \( \nu_0 \) value is the slope of the line. We exclude the region nearest the two reservoirs (approximately 10 particles on each side), and the resulting curve is approximately linear with slopes given in Table. \[11\] for different values of the left-hand reservoir temperature \( T_L \). This is a direct test of the accuracy of the BGY approximation, or a self-consistent calculation of \( \nu_0 \). The results are similar for all temperatures but different to the value obtained by relating \( \nu(x) \) with the numerical collision frequency.

While the momentum distributions for the particles cannot be exactly Gaussian as this nonequilibrium system supports an energy current, the deviations from Gaussian are at best only subtle and the local entropy
TABLE III: (color online) The self consistent estimate of the value of $\nu_0$ from the local entropy flux and BGY entropy production using QOD systems of 320 disks at a density $\rho = 0.03$ with the right-hand reservoir temperature of $T_R = 2$ for a range of values of the left-hand reservoir temperature $T_L$.

| $T_L$ | $\nu_0$ |
|-------|---------|
| 18    | 0.295   |
| 34    | 0.232   |
| 66    | 0.229   |
| 130   | 0.218   |

density calculated from the numerical momentum distributions is almost indistinguishable from the local entropy density calculated from the local equilibrium distribution. The results in Fig. 10 illustrate this for systems of 320 disks for a range of different temperature gradients.

FIG. 10: (color online) The local entropy density $s(x)$ calculated from the numerical momentum distributions (blue symbols) and calculated from the local equilibrium distribution (red symbols) plotted as a function of the particle number for systems of 320 disks at a density of 0.03. The label on each curve is $T_L$. For each temperature gradient the agreement is excellent.

E. Local entropy production and flux

The entropy production for a nonequilibrium steady state will be generated throughout the system wherever the particle momentum distribution differs from the local equilibrium distribution. The continuity of the heat flux vector throughout the system ensures that there are deviations from the local equilibrium momentum distribution at the position of each particle giving rise to local entropy production everywhere. This ubiquitous entropy production leads to an associated entropy flux towards the reservoirs, in addition to that observed at equilibrium, which will bias and add nonequilibrium effects to the equilibrium baseline. While the momentum distributions for the particles are perturbed from Gaussian because of the energy current, the deviations from Gaussian are small and at best subtle. The numerical convergence of the integrations required for these two properties are quite different. The local entropy flux converges very quickly while the local entropy production, which is necessarily positive, is quite slow to converge and can have negative regions which take a very long time to decay to zero. Indeed the dominant boundary entropy production terms for particles 1 and $N$ seem to increase uniformly as they converge. In other regions, away from the reservoirs, the local entropy production decreases as it converges.

For a QOD system of 320 disks at density $\rho = 0.03$, shown in Fig. 11, we see systematic changes in the local entropy production $\sigma_{\text{int}}/\nu$ as the value of $T_L$ changes. For $T_L$ up to values of about 10 the changes are restricted to a lift in the baseline with a small positive slope. For larger values of $T_L$ the changes are less systematic and at large values 66 and 130 a negative region appears near the hot reservoir. For the same system the local entropy flux shown in Fig. 12 has systematic changes for all values of $T_L$ up to the largest considered of 130. As before, the baseline is positive (away from the reservoirs) and increases with increasing particle number and with increasing $T_L$. Clearly the fact that $J_s$ is positive implies the current of entropy is always directed to the right-hand cold reservoir in the centre and on the right-hand side but the value of the entropy flux for particle 1 does not change with $T_L$ despite the fact that this is the boundary where the temperature changes. Similarly the entropy production at this wall is relatively constant with larger changes on the right-hand side.

All calculations of entropy, entropy flux or entropy production consider only the kinetic contributions. These considerations are likely to be accurate for low density systems where we can assume that the potential contributions are small so we consider the low density QOD system with $T_R = 2$ and a range left-hand reservoir temperatures $T_L$. As the boundaries themselves, and the boundary layer, create entropy production and flux we ignore boundary effects by considering the bulk system to begin at $N = 10$ and end at $N = 310$, for 320 particle system. We know that the heat flux vector is consistent with the heat flow across the boundaries so we work from the heat flux to calculate entropy fluxes and compare those with the ones calculated directly.

The first row of Table IV contains the numerical values of the local temperature and kinetic entropy flux $J_s$ calculated directly in the simulation. The local Clausius equality $J_s = J_Q/T$ suggests that the entropy flux can also be calculated from the ratio of the heat flux.
FIG. 11: (color online) The local kinetic entropy production divided by $\nu$ plotted as a function of particle number for QOD systems of 320 disks at a density of 0.03 with the right-hand reservoir at temperature $T_R = 2$ for various values of temperature gradient (or left-hand reservoir temperature $T_L$).

The system is a nonequilibrium steady state with a local entropy production that we can estimate using the BGY approximation. The phase space contraction, as before for the equal reservoir case, can be calculated from the tangent space dynamics and will only contribute at the collisions of particles with the boundaries. Here the different reservoir temperatures break the reflection symmetry and hence both the left and right-hand side phase space contractions will be different, as will the entropy productions for particle 1 and $N$. We may imagine that the local entropy production and phase space contraction at each boundary may match separately but this is not what we observe. The phase space contraction calculated from the tangent space dynamics of the particle nearest each reservoir, converges quite rapidly and although the dissipation will be an extensive quantity, the whole process takes places at the boundaries, mostly at the cold reservoir. At the cold reservoir the local density is highest and the collision frequency is highest but the average particle velocity is smallest. At the hot reservoir the local density is lowest and the collision frequency lowest but the average particle velocity is highest.

Here we concentrate on a series of simulations at constant $N = 320$ and $\rho = 0.03$ and $\rho = 0.8$ to identify the dependence of the phase space contraction and boundary entropy productions $\sigma_1$ and $\sigma_N$ on the temperature gradient. The results for both densities are presented in Fig. 13 and the results are complicated. We note that space space contraction is negative whereas the entropy production is positive.

Points to note about Fig. 13 are that when the reservoir temperatures are symmetric, with for example $T_L = T_R = 2$ neither the phase space contraction nor the possible due to potential contributions as the density is higher near the cold reservoir. The results in Table IV show that at low density, ignoring the boundary layer, the heat flux vector and the kinetic entropy flux agree reasonably well. For higher densities, such as $\rho = 0.8$ the potential contributions to the entropy flux that are implied by the values of $J_Q/T$ suggest that the kinetic entropy flux is only a small part of the total entropy flux and we would not expect agreement.

TABLE IV: The local temperature, entropy and energy flux for a QOD system of 320 disks at low density 0.03 with reservoir temperatures $T_R = 2$ and a range of values of $T_L$. We combine the reservoir and the nearest 9–10 disks and consider the system explicitly at particle 10 and particle $N = 310$.

| $T_L$ | $T_{10}$ | $J_{S,10}$ | $J_Q/T_{10}$ | $T_{310}$ | $J_{S,310}$ | $J_Q/T_{310}$ |
|------|---------|----------|-------------|---------|------------|-------------|
| 10   | 7.4357  | 0.001059 | 0.000971    | 2.0555  | 0.003394   | 0.003513    |
| 18   | 13.062  | 0.00156  | 0.001394    | 2.3201  | 0.007353   | 0.007849    |
| 34   | 24.215  | 0.00214  | 0.001968    | 2.7333  | 0.015299   | 0.017433    |

\[ F. Phase space contraction and entropy production \]

vector $J_Q$, and the local temperature, which are both accurately known in the simulation. If the Clausius equality holds then we expect that $J_{S,10} = J_Q/T_{10}$ and $J_{S,310} = J_Q/T_{310}$. We can see that at particle 10 near the hot reservoir this is a slight underestimate in $J_Q/T_{10}$ and at particle 310 the value of $J_Q/T_{310}$ is an overestimate,
entropy production at 1 or \( N \) is zero, so this system is always dissipative. Both of these effects are caused by the boundary condition that is applied at each reservoir boundary. The phase space contractions for both densities are essentially linear in the reservoir temperatures \( T_L \) and \( T_R \), and the slope (or magnitude) is greatest at the cold reservoir where the collision rate is largest. The ratios of the slopes \( T_R/T_L \) is also remarkably independent of density.

The entropy productions at 1 and \( N \) are initially the same for \( T_L = 2 \) but thereafter change systematically with \( T_L \) but differently with density. At low density \( \sigma_1 \) decreases while \( \sigma_N \) increases quickly with increasing \( T_L \). Here it is tempting to associate \( \ln(\det(\Lambda_R)) \) and \( \sigma_N \), but at the hot reservoir \( \ln(\det(\Lambda_L)) \) and \( \sigma_1 \) change in different directions.

At high density both \( \sigma_1 \) and \( \sigma_N \) decrease with increasing \( T_L \). So the proportionality of \( \ln(\det(\Lambda_R)) \) and \( \sigma_N \) observed for equal reservoir temperatures disappears when the temperatures differ, and is even more different at high density.

The results presented in Fig. (13) are for the phase space contraction and entropy production as a function of \( T_L \) or equivalently the temperature gradient. We have also studied these properties as a function of system size \( N \) at fixed temperature gradient and here the graphs are very similar to those in Fig. (13). If we do a linear fit to the phase space contraction as a function of \( N \) and find slopes \( \alpha_L \) and \( \alpha_R \) respectively (for L and R reservoirs), and then do a linear fit to the phase space contraction as a function of \( T_L \) and find slopes \( \beta_L \) and \( \beta_R \) then we find the following relations in Table (V).

### TABLE V: The relationship between the slopes of linear fits to the phase space contraction as a function of \( N \) and \( T_L \).

| \( \rho \) | \( \alpha_R/\alpha_L \) | \( \beta_R/\beta_L \) | \( \alpha_L/\beta_L \) | \( \alpha_R/\beta_R \) |
|---|---|---|---|---|
| 0.03 | 9.1 | 12.7 | 50 | 79 |
| 0.8 | 10.4 | 12.95 | 66.5 | 82.7 |

The graphs of the entropy production \( \sigma \) as functions of \( N \) and \( T_L \) are also very similar but as they are not linear we cannot repeat the analysis above. However, we can deduce from Table (V) that at \( \rho = 0.8 \) the functional form of \( \ln(\det(\Lambda_L)) \) as a function of \( T_L \) can be obtained from the functional form as a function of \( N \) by replacing \( N \) by \( 66.5T_L \). Similarly, the functional form of \( \sigma(N) \) gives the functional form as a function of \( T_L \) by replacing \( N \) by \( 43T_L \). These results are qualitatively the same for the low density \( \rho = 0.03 \) with only small changes in numerical factors.

### G. Thermal conductivity

Lower dimensional systems have long been shown to exhibit anomalous thermal conductivity with typically a power law divergence of the form \( N^\alpha \) where \( 0.33 < \alpha \leq \frac{1}{2} \). The QOD system is a restricted two-dimensional system where the average momentum is equal to zero, so we might expect two-dimensional behavior or perhaps marginally below two-dimensional. In Fig. (14) we have a result that suggests that \( \alpha = \frac{1}{2} \) although extrapolation to large \( N \) is always problematic. The numerical convergence of this system at fixed \( N \) suggests that the initial value of the heat flux is high and then this converges slowly to a smaller value. Ideally, we may try to have the number of collisions per particle fixed for each system size but this is difficult for larger systems as the total run time increases at least as fast as \( N^2 \). Therefore the accuracy of the results decreases quickly for large system sizes. The consistency of the different routes to the heat flux gives a good indication of the convergence of the result, so the result for \( N = 10240 \) is the least reliable of those reported in Fig. (14).
VI. CONCLUSION

We have investigated the consequences of a particular model microscopic coupling of a system to a reservoir. The advantages of the model include its relative simplicity and the fact that it is deterministic which allows straightforward application of dynamical systems techniques. Clearly the fact that the particles remain ordered from left to right, and this allows us to connect the properties of a volume element with the properties of a single particle, is a virtue of the quasi-one-dimensional system. In more realistic systems this is not possible as particles enter and leave Eulerian volume elements, but the generalisation is a technical rather than conceptual difficulty.

The microscopic expression for the local heat flux vector derived here has been shown to satisfy the expected continuity equation for heat flow at both low density, where kinetic contributions dominate, and at high density where potential contributions dominate. The heat flux vector also agrees very well with the amount of energy entering the system from the left-hand reservoir and the amount of energy leaving via the right-hand reservoir.

Strong scaling relations were obtained for the temperature profile as a function of particle number and for local temperature differences. These results suggest that the system behaves more simply than expected with regard to changes in density and temperature gradient.

The entropy terms calculated here are all kinetic contributions and would not be expected to match at high densities although the kinetic contributions to the heat flux vector match the temperature times the kinetic contribution to the entropy flux. As potential contributions to the heat flux vector are large at high densities we would expect large potential contributions to the various entropy terms, including its production and flux, to be present.
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