Non- and Quasi-Equilibrium Multi-Phase Field Methods Coupled with CALPHAD Database for Rapid-Solidification Microstructural Evolution in Laser Powder Bed Additive Manufacturing Condition
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Abstract: A solidification microstructure is formed under high cooling rates and temperature gradients in powder-based additive manufacturing. In this study, a non-equilibrium multi-phase field method (MPFM), based on a finite interface dissipation model, coupled with the Calculation of Phase Diagram (CALPHAD) database, was developed for a multicomponent Ni alloy. A quasi-equilibrium MPFM was also developed for comparison. Two-dimensional equiaxed microstructural evolution for the Ni (Bal.)-Al-Co-Cr-Mo-Ta-Ti-W-C alloy was performed at various cooling rates. The temperature-γ fraction profiles obtained under $10^5$ K/s using non- and quasi-equilibrium MPFMs were in good agreement with each other. Over $10^6$ K/s, the differences between the non- and quasi-equilibrium methods grew as the cooling rate increased. The non-equilibrium solidification was strengthened over a cooling rate of $10^6$ K/s. Columnar-solidification microstructural evolution was performed at cooling rates of $5 \times 10^5$ K/s to $1 \times 10^7$ K/s at various temperature gradient values under a constant interface velocity (0.1 m/s). The results show that, as the cooling rate increased, the cell space decreased in both methods, and the non-equilibrium MPFM was verified by comparing with the quasi-equilibrium MPFM. Our results show that the non-equilibrium MPFM showed the ability to simulate the solidification microstructure in powder bed fusion additive manufacturing.
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1. Introduction

Additive manufacturing is used to produce complex three-dimensional machine parts by feeding alloy powder layer by layer. The powder layer surface is irradiated by a high-power laser, melted and solidified in every feeding. This process is called laser powder bed fusion (LPBF). The mechanical properties of machine parts fabricated by LPBF often supersede those produced by conventional casting methods due to the unique solidification microstructure [1]. The short diameter (100 µm) and high moving speeds (0.1–1 m/s orders) of the laser spot enable high cooling rates and temperature gradients around the melting pool. These conditions lead to a microstructure that results in exceptional mechanical properties [2–4]. Many researchers have reported that the solidification microstructure obtained by LPBF was produced using cooling ranges from $10^4$ K/s to $10^6$ K/s and temperature gradients from $10^5$ K/s to $10^7$ K/s [5–7]. Rapid solidification is desired to design the LPBF process parameters to obtain a precise microstructure. However, analyzing high-speed rapid solidification in LPBF is experimentally challenging. Therefore, numerical methodologies can help to unravel the mechanism of rapid solidification in LPBF.

Many Finite Element Method (FEM) analyses have been performed to show the temporal temperature distributions around a moving laser spot [8–10]. Furthermore,
Computational Fluid Dynamics (CFD) analyses have been performed to obtain not only the temperature distribution but also the fluid flow in the melt pool by considering the free surface affected by Marangoni convection. Macroscopic solidifications have been attempted by weak coupling with the temporal temperature distribution or by the Volume of Fluid (VOF) method in CFD analysis [11,12]. However, these numerical techniques do not provide information about microstructural evolution and cellular or dendritic growths because constitutional cooling is not rigorously estimated due to its large-scale discretization for the description of solute diffusion boundary layers. Moreover, cellular automaton applied to relatively short-length scales provide cellular or dendritic growth, considering the constitutional undercooling [13,14]. Recently, columnar-to-equiaxed transition analysis was successfully applied to rapid solidification conditions in LPBF. The multi-phase field method (MPFM) was used along with weak coupling analyses, macroscopic thermal and/or fluid dynamics and microstructural evolution [15–18]. Local equilibrium and quasi-equilibrium assumptions are usually made regarding cellular automaton or the MPFM [19], respectively. These assumptions could be applied to rapid solidification in LPBF [20].

It is well known that nickel alloy, as a kind of austenitic alloy, is highly susceptible to hot cracking, such as solidification cracking during welding. The brittle temperature range (BTR) is an important factor to evaluate the susceptibility to cracking. BTR is defined by the temperature difference between the liquidus and solidus temperatures and is usually evaluated by Scheil model calculation [21]. The Scheil model is based on the local equilibrium assumption with regard to the interface between solid and liquid phases. It is considered that there is difference of BTR values between the local equilibrium of the Scheil model and the non-equilibrium of rapid solidification of LPBF. A high accuracy estimation of BTR is demanded to determine the cracking susceptibility of Ni alloy in LPBF. The purpose of this study is to develop a numerical simulation method to obtain practical solute partitioning in the solid–liquid interface and determine its morphology under rapid solidification in multi-component system. We focused on the cracking susceptibility of precipitation-strengthened Ni alloy in LPBF. In the present study, a common nickel-based superalloy, Inconel (INC) 738LC, was chosen as the model alloy, which has excellent creep and corrosion resistance and strength at high temperatures [22–24]. However, when an LPBF process is used to fabricate a part with INC738LC, cracking often occurs. In order to suppress such cracking behaviors, microstructure control and optimization are important approaches, and phase field simulation can be a powerful tool for that purpose.

The finite interface dissipation model for the phase-field method (PFM) was proposed by Steinbach et al. [25,26]. This model permits the PFM to describe the non-equilibrium solute distribution with a new parameter called permeability at the interface region. By using this model, the MPFM has been extended to a multi-component system consisting of substitutional and interstitial elements in combination with the Calculation of Phase Diagram (CALPHAD) database. Recently, Karayagiz et al. performed solidification microstructure analysis using non-equilibrium finite interface dissipation and MPFM for a Ni-Nb binary system by weakly coupling with FEM thermal analysis in LPBF [27]. They found that the segregation coefficient value simulated by the non-equilibrium MPFM was close to the quasi-equilibrium MPFM as the permeability value increased. This coincidence was confirmed for the segregation coefficient from one-dimensional simulation.

To date, the literature on solidification microstructure evolution using the MPFM has usually studied binary or ternary systems. In this study, we developed non- and quasi-equilibrium MPFMs coupled with the CALPHAD database for Ni alloys for multi-component system. Next, non- and quasi-equilibrium MPFMs were compared to equiaxed microstructure evolution simulations at various cooling rates. The coincidence between non- and quasi-equilibrium MPFMs was studied in terms of solid fraction-temperature relations from the two-dimensional equiaxed simulation in practical multi-component system. Finally, columnar microstructure evolutions performed by both MPFMs in the same steady interface under various cooling rates and temperature gradients were compared.
and discussed. It is noted that although the microstructures of metals and alloys consist of grains, cell growth in grains is discussed as microstructure evolution in the present study.

2. Model Description and Computational Procedure

2.1. Non- and Quasi-Equilibrium Multi-Phase Field Method

The finite interface dissipation model proposed by Steinbach and Zhang [23] was adapted to develop the non-equilibrium MPFM. This MPFM equation has the same structure as the conventional MPFM. The conventional MPFM equation is based on a quasi-equilibrium assumption that is defined by the parallel tangent law between Gibbs free energy curves varying with solute compositions of two or more phases according to the KKS model [28]. This restriction is not necessary for the non-equilibrium MPFM. The MPFM equation is described by using the double-obstacle potential for consistency, as follows:

\[
\frac{\partial \phi_{\alpha}}{\partial t} = \sum_{\beta=1}^{N} \frac{K_{\alpha\beta}}{N} \left\{ \sum_{k=1}^{N} \left( \frac{\mu_{\alpha}^k}{2} \phi_k + \nabla^2 \phi_k \right) \left( \bar{c}_{\beta k} - c_{\alpha k} \right) \right\} + \frac{2\pi}{\delta} \sqrt{\phi_{\alpha} \phi_{\beta} \Delta G_{\alpha\beta}} \tag{1}
\]

where \( \phi_{\alpha} \), \( \bar{c}_{\beta k} \), \( K_{\alpha\beta} \), \( \delta \) and \( N \) are the phase order (0 \( \leq \phi_{\alpha} \leq 1 \)), interface energy, interface mobility, interface width and number of phases or grains constructing the interface, respectively. \( \Delta G_{\alpha\beta} \) is the interface driving force between phases \( \alpha \) and \( \beta \). Non-equilibrium MPFM is expressed as

\[
\Delta G_{\alpha\beta} = f_{\beta} - f_{\alpha} - \sum_{i=1}^{n-1} \sum_{\xi=1}^{N} \phi_{\xi} \bar{\mu}_{\xi}^{i} \left( \bar{c}_{\beta}^{i} - c_{\alpha}^{i} \right) \tag{2}
\]

where \( f_{\alpha} \), \( f_{\beta} \), \( c_{\alpha}^{i} \), \( \bar{c}_{\beta}^{i} \), \( \bar{\mu}_{\xi}^{i} \) and \( n \) are the Gibbs free energy density of phases \( \alpha \) and \( \beta \), the molar fraction of element \( i \) in phases \( \alpha \) and \( \beta \), the diffuse potential—that is, the gradient of the Gibbs free energy tangent line for element \( i \)—the composition direction in phase \( \xi \) and number of (solute and solvent Ni) elements in the system, respectively. In the conventional MPFM, the diffuse potential values of all phases at a point at the interface become equal, \( \bar{\mu}_{\xi}^{i} = \bar{\mu}^{i} \). The driving force, \( \Delta G_{\alpha\beta} \), is expressed as

\[
\Delta G_{\alpha\beta} = f_{\beta} - f_{\alpha} - \sum_{i=1}^{n-1} \bar{\mu}^{i} \left( \bar{c}_{\beta}^{i} - c_{\alpha}^{i} \right) \tag{3}
\]

The conventional MPFM driving force can be considered as a special case of the non-equilibrium MPFM.

The interface mobility correction is essential to precisely control interface motion. Interface mobility values were corrected according to Equation (16) in [29] and Equation (35) in [30] for quasi and non-equilibrium MPFM, respectively. The anti-trapping current was also found using Equation (29) in [30]. These equations were derived for the double-obstacle potential of the phase-field equation.

The evolution equations of solute compositions in the interface region were proposed by Zhang et al. [29], as follows:

\[
c^{i} = \nabla \cdot \sum_{\alpha=1}^{N} \left[ \phi_{\alpha} \sum_{j=1}^{n-1} D_{ij}^{\alpha} \nabla c_{\alpha}^{j} \right] + \sum_{\beta=1}^{N} P_{\alpha\beta} \phi_{\beta} \left( \bar{\mu}_{\beta}^{i} - c_{\alpha}^{i} \right) - \sum_{\beta=1}^{N} \phi_{\beta} \left( \bar{c}_{\beta}^{i} - c_{\alpha}^{i} \right) \tag{4}
\]

where \( D_{ij}^{\alpha} \) is the diffusivity matrix in phase \( \alpha \). \( P_{\alpha\beta}^{i} \) is a new parameter named the interface permeability that acts as a strength-partitioning solute element \( i \) between phases \( \alpha \) and \( \beta \). Equation (4) is separated into two steps according to our previous study [31]:

\[
c^{i} = \nabla \cdot \sum_{\alpha=1}^{N} \left[ \phi_{\alpha} \sum_{j=1}^{n-1} D_{ij}^{\alpha} \nabla c_{\alpha}^{j} \right] \tag{5}
\]
\[ c_i = \sum_{\beta=1}^{N} p_{i\beta} \phi_{\beta} (\tilde{c}_i^\beta - \tilde{c}_a^\beta) - \sum_{\beta=1}^{N} \phi_{\beta} (c_i^\beta - c_a^\beta) \]  

Equation (5) is the diffusion equation in the interface region as in the conventional MPFM. Equation (6) is called the interface partitioning rate equation in this study. Equation (6) is implicitly solved to be convergent at each time step by the successive relaxation method. Moreover, in the quasi-equilibrium MPFM, partitioned solute element compositions were obtained by the parallel tangent law:

\[ \tilde{c}_a^\beta (c_i^\beta) = \tilde{c}_a^\beta (c_i^\beta) \]  

Equation (7) was solved by the Newton–Rapson method. The different parts of the numerical program code for non- and quasi-equilibrium MPFMs were solved by Equations (6) and (7), respectively. Other parts were common in both MPFM codes. Therefore, microstructural evolution differences between non- and quasi-equilibrium MPFMs were obtained.

Anisotropic properties of dendritic or cellular growth were considered in Equation (1). A two-dimensional model [32] was employed to define the interfacial energy and the interface mobility between liquid and solid phases using

\[ \sigma_{a\beta} (\theta) = \tilde{\sigma}_{a\beta} [1 + \epsilon_4 \cos(4\theta)] \]  

\[ K_{a\beta} = \tilde{K}_{a\beta} [1 + \epsilon_4 \cos(4\theta)] \]  

respectively, where \( \alpha = \text{FCC} \) and \( \beta = \text{Liquid} \). \( \theta \) is the angle of the normal vector on the interface and is given by \( \theta = \tan^{-1} \left\{ (\partial \varphi_{\alpha} / \partial y) / (\partial \varphi_{\beta} / \partial x) \right\} \). \( \epsilon_4 \) is the coefficient of four-fold symmetry, where 0.0167 and 0.25 were selected for the interfacial energy and the interface mobility, respectively. The anisotropy functions were not given for the interface between \( \gamma \) grains in the present calculations.

2.2. Sublattice Model of \( \gamma \) in the CALPHAD Framework

INC738LC alloy, the principal components of which are \( \text{Ni(Bal.)-Al-Co-Cr-Mo-Ta-Ti-W-C} \), was selected to simulate the solidification microstructure of \( \gamma \) (FCC phase). The thermodynamics values, Gibbs free energy and chemical potential of FCC and liquid phases were numerically provided from the CALPHAD database. In this study, the Ni database of Thermo-Calc [33], TCNI9 [34], was applied to obtain the thermodynamics values, Gibbs free energy and chemical potential of FCC and liquid. 

The CALPHAD crystal structure of \( \gamma \), consisting of \( \text{Ni(Bal.)-Al-Co-Cr-Mo-Ta-Ti-W-C} \), was described by substitutitional and interstitial sublattices, \( [\text{Al, Co, Cr, Mo, Ni, Ta, Ti, W}]m[\text{C, Va}]l \), where \( m \) and \( l \) are units for the FCC phase and Va indicates a vacancy at the C site in the second sublattice. Chemical potentials for elements, \( \mu_{\text{C, j}} = \text{Al, Co, Cr, Mo, Ni, Ta, Ti and W} \) in the FCC phase were described as

\[ \begin{align*} 
\mu_j &= \frac{1}{m} G' - \frac{1}{m} \sum_{i} \frac{\partial G'_{ij}}{\partial y_i} \frac{y_i}{\sum_{i} y_i} \\
&= \frac{1}{m} \left( \frac{\partial G'_{ij}}{\partial y_i} - \frac{\partial G'_{ij}}{\partial y_{ij}} \right) - \frac{1}{m} \sum_{i \neq C} \sum_{i \neq C} x_i \left( \frac{\partial G'_{ij}}{\partial y_i} - \frac{\partial G'_{ij}}{\partial y_{ij}} \right) 
\end{align*} \]  

for \( j = \text{Al, Co, Cr, Mo, Ni, Ta, Ti, W} \)

where \( y_i \) are the site fractions of the element in the sublattices, and \( G' \) is the Gibbs free energy for the total effective site number in the unit lattice. The TQ-interface provides a differential of \( G' \) with site fraction, \( \partial G'/\partial y_i \), by reading parameter values from the
2.3. Computational Methods and Common Conditions

Equations (1) and (5) were solved using the two-dimensional finite difference method by forwarding in time and centering in space. A constant grid width, \( \Delta x \), and time step, \( \Delta t \), were applied. \( \Delta t \) was estimated by using maximum stability limitation values according to the diffusivity obtained by the diffusion equation and interface mobility and interfacial energy in the MPFM equation. The interface region width, \( \delta \), was five times the grid width in all calculations in this study. The interface region was defined as the FCC phase order (FCC phase) grains based on our experimental measurements.

The initial Ni alloy composition was selected as Ni(Bal.)-3.2Al-0.1C-8.5Co-16.3Cr-1.65Mo-1.8Ta-3.22Ti-2.7W (wt.%) of INC738LC in this study. The as-cast microstructure was found as \( \sim 4 \phi \times D \) where \( \phi \) was calculated using the diffusion database of Thermo-Calc. The diffusivity of liquid, \( D_L \), was estimated by using maximum stability limitation values according to our experimental measurements. The initial solidified \( \gamma \) (FCC phase) appeared at 1630.9 K using the equilibrium property calculation using Thermo-Calc software. Initial temperature values were set at 1621 K (undercooled state). The diffusivity of \( \gamma \) varied with temperature (Arrhenius equation) and was estimated using the diffusion database of Thermo-Calc. The diffusivity of liquid, \( D_L \), was set as \( 2.0 \times 10^{-9} \text{m}^2/\text{s} \) for all calculations in this study.

2.4. Permeability Value

Zhang et al. proposed the interface permeability equation related to the bulk diffusion mobilities as follows [29]:

\[
P_{i}^{\gamma, \text{FCC}, \text{Liquid}} = 8 \Phi_{i}^{\text{FCC}} V_{m}^{\text{FCC}} \bar{M}_{i}^{\text{FCC}} + \Phi_{i}^{\text{Liquid}} V_{m}^{\text{Liquid}} \bar{M}_{i}^{\text{Liquid}}
\]

where \( \bar{M}_{i}^{\text{FCC}} \) and \( \bar{M}_{i}^{\text{Liquid}} \) are the diffusion mobilities of element \( i \) in bulk FCC and liquid phases, respectively, and \( V_{m}^{\text{FCC}} \) and \( V_{m}^{\text{Liquid}} \) are the molar volumes of FCC and liquid phases, respectively. \( \Phi \) is the physical interface length at the atomic scale. Equation (11) shows an interpolating formulation by two terms, which vary with the phase order \( \Phi \), where \( \Phi_{\text{Liquid}} = 1 - \Phi_{\text{FCC}} \). The former (FCC) and the latter (liquid) were evaluated as follows: diffusion mobility values were estimated using the diffusion mobility database for the equilibrium compositions of the alloy Ni(Bal.)-3.2Al-0.1C-8.5Co-16.3Cr-1.65Mo-1.8Ta-3.22Ti-2.7W (wt.%) at 1626K. \( \bar{M}_{i}^{\phi} \) values were obtained as \( 7.2 \times 10^{-18} \sim 4.02 \times 10^{-17} \text{m}^2/\text{mol}/\text{s} \) for the substitutional elements and \( 2.05 \times 10^{-14} \text{m}^2/\text{mol}/\text{s} \) for the interstitial element C. \( \bar{M}_{i}^{\phi} \) values were obtained as \( 1.14 \sim 2.10 \times 10^{-13} \text{m}^2/\text{mol}/\text{s} \) for the substitutional elements and \( 6.91 \times 10^{-13} \text{m}^2/\text{mol}/\text{s} \) for the interstitial element C. The molar volumes \( V_{m}^{\phi} \) and \( V_{m}^{\phi} \) were approximated as \( 8.0 \times 10^{-6} \text{m}^3/\text{mol} \). The physical interface length was assumed to be 2 nm. The former (FCC) term, \( 8 V_{m}^{\phi} \bar{M}_{i}^{\phi} / a \delta \), led to \( 1.01 \times 10^{-6} \sim 2.36 \times 10^{-5} \text{m}^3/\text{s} \) for the substitutional elements and \( 1.19 \times 10^{-2} \text{m}^3/\text{s} \) for the interstitial element C. The latter term (liquid), \( 8 V_{m}^{\phi} \bar{M}_{i}^{\phi} / a \delta \), led to \( 7.30 \times 10^{-2} \sim 0.13 \text{m}^3/\text{s} \) for the heavy elements and 0.44 m^3/s for the light element C. Furthermore, the maximum number of the permeability \( P_{i}^{\gamma, \text{FCC}, \text{Liquid}} \) to maintain numerical stability was found as \( \sim 4 \times 10^{-5} \text{m}^3/\text{s} \) by applying the same permeability value to all elements. This number had the same order as the former (FCC) term, \( 8 V_{m}^{\phi} \bar{M}_{i}^{\phi} / a \delta \), for the substitutional elements and was smaller than that of the interstitial element C or the permeability defined by the liquid, \( 8 V_{m}^{\phi} \bar{M}_{i}^{\phi} / a \delta \). If the solute element partition were controlled by reducing the diffusion mobility between the two phases, the permeability...
would be decided by the minimized value. The following solidification microstructure evolution was calculated based on a permeability value of $10^{-5}$ m$^3$/J/s in this study.

3. Equiaxed Microstructure Evolution

3.1. Specific Model Conditions for Equiaxed Microstructure Evolution

The region was set as a square with 200 × 200 grid points. The grid width was $2.0 \times 10^{-8}$ m. The initial $\gamma$ grains, whose number was set as seven, were randomly distributed for nucleation. Their diameter was defined as one grid size. The grain crystalline directions were also randomly provided. The interfacial energy and the interface mobility between the liquid phase and $\gamma$ were set to $0.2$ J/m$^2$ and $2.0 \times 10^{-8}$ m$^4$/J/s, respectively. The permeability $P_{\text{FCC, Liquid}}$ value was defined as $2 \times 10^{-5}$ m$^3$/J/s for the non-equilibrium MPFM calculations. A uniform temperature (zero temperature gradient) was assumed. The calculations were performed at four cooling rates: $10^4$ K/s, $10^5$ K/s, $10^6$ K/s and $10^7$ K/s. The initial temperature values were set at 1621 K to avoid initial $\gamma$ grains from disappearing by the Gibbs–Thomson effect. Periodic boundary conditions were adapted for solving the MPFM and diffusion equations. The same conditions were supplied for the non- and quasi-equilibrium calculations.

3.2. Results and Discussion

Figures 1 and 2 show the solidification microstructure distributions at a cooling rate of $10^5$ K/s with non- and quasi-equilibrium calculations, respectively, at 0.06 ms, showing the solute concentration and $\gamma$ grain distributions. The solute diffusion and partitioning around the advancing interface between liquid and solid phases were precisely calculated for all elements. The segregation between grain interfaces was also confirmed. The random anisotropy between the liquid phase and $\gamma$ grains was activated. We found that the solidification in the quasi-equilibrium MPFM (Figure 2) was more advanced than that in the non-equilibrium MPFM (Figure 1).

![Figure 1](image1.png)

Figure 1. Solute concentration and $\gamma$ grain distributions obtained by the non-equilibrium multi-phase field method (MPFM) at 0.06 ms at a cooling rate of $10^5$ K/s. (a–h) are Al, C, Co, Cr, Mo, Ta, Ti and W molar fractions, respectively.
Figure 2. Solute concentration and $\gamma$ grain distributions obtained by the quasi-equilibrium MPFM at 0.06 ms at a cooling rate of $10^5$ K/s. (a–h) are Al, C, Co, Cr, Mo, Ta, Ti and W molar fractions, respectively.

The solidification microstructure evolutions were compared by changing the cooling rate for the two models. Figure 3 shows the temporary solidification microstructure distributions at a cooling rate of $10^4$ K/s using non- and quasi-equilibrium MPFMs. The solute element C was selected to visualize the solute concentration distribution. $\gamma$ grain sizes obtained from the two MPFMs were similar. The solute distributions were also very close to each other. Figure 4 shows the temporary solidification microstructure distributions at a cooling rate of $10^6$ K/s. The solidification obtained using the quasi-equilibrium MPFM advanced more compared with that using the non-equilibrium MPFM. Thus, the difference in the solidification rate between non- and quasi-equilibrium MPFMs increased as the cooling rate increased under the same conditions.

Figure 5 shows the relations of temperature with the FCC phase ($\gamma$) area fraction for cooling rates of $10^4$ K/s, $10^5$ K/s, $10^6$ K/s and $10^7$ K/s for non- and quasi-equilibrium MPFMs and the Scheil model (Thermo-Calc) calculation considering carbon back-diffusion. The difference between the temperature-FCC phase fraction profiles obtained from Scheil and MPFM calculations increased with the increased cooling rate. Under relatively low cooling rates, solidification interface motion was mainly controlled by the constitutional undercooling of the solute diffusion. If the cooling rate gradually decreased to zero, the solute concentration distribution around the interface neared that obtained by the Scheil model, which was assumed to be infinite under zero solute diffusivity for the liquid and solid, respectively, except for the infinite diffusivity of C in the solid. The results at $10^4$ K/s were close to those obtained by the Scheil model, except for the initial undercooling period. Thermal undercooling corresponded to the majority of the solidification interfaces at an increasing cooling rate [36]. Thus, the growth rate under a higher cooling rate accelerated in the early stage and strongly decreased as it neared the local equilibrium at the interface in the final stage.
Figure 3. Temporal C concentration (molar fraction) and γ grain distributions obtained at a cooling rate of $10^5$ K/s by (a) the non-equilibrium MPFM and (b) the quasi-equilibrium MPFM.

Figure 4. Temporal C concentration (molar fraction) and γ grain distributions obtained at a cooling rate of $10^7$ K/s by (a) the non-equilibrium MPFM and (b) the quasi-equilibrium MPFM.
Figure 5. Temperature variations versus FCC area fraction at various cooling rates (10^4 K/s, 10^5 K/s, 10^6 K/s and 10^7 K/s) for non- and quasi-equilibrium MPFMs and the Scheil model.

It can be seen that the temperature-FCC phase ($\gamma$) fraction profiles between the non-equilibrium and quasi-equilibrium MPFMs almost coincide with each other at cooling rates lower than 10^5 K/s. Furthermore, this difference gradually grows for cooling rates higher than 10^6 K/s at which the quasi-equilibrium MPFM growth rate is larger than the non-equilibrium MPFM growth rate. The non-equilibrium solidification is strengthened at above 10^6 K/s in the present alloy composition. It is well known that the non-equilibrium distribution (segregation) coefficient increases with the growth rate [37]. Karayagiz et al. reported that the non-equilibrium distribution coefficient, $k_v$, increased with the growth rate due to the columnar microstructure evolution using the non-equilibrium MPFM for the Ni-Nb binary system [27]. They also found that the $k_v$ of the non-equilibrium MPFM calculation asymptotically approached that of the quasi-equilibrium MPFM with an increase in permeability. As permeability is a strength factor for segregation partitioning, it is expected that the temperature-FCC phase fraction profile obtained by the non-equilibrium MPFM will be close to that obtained by the quasi-equilibrium MPFM at increased permeability, as the same tendency was confirmed for the $\gamma$-\alpha transformation [38].

Figure 6 shows the temperature-FCC phase fraction profiles of the non-equilibrium and quasi-equilibrium MPFMs, which varied with permeability values of 1 $\times$ 10^{-5} m^3/J/s, 2 $\times$ 10^{-5} m^3/J/s and 4 $\times$ 10^{-5} m^3/J/s at a cooling rate of 10^7 K/s. It can be seen that the non-equilibrium profiles gradually moved closer to the quasi-equilibrium profiles. At a permeability of 4 $\times$ 10^{-5} m^3/J/s, the profiles were almost the same for the two methods. It was confirmed that the permeability 4 $\times$ 10^{-5} m^3/J/s was the maximum value because calculations in the condition of the permeability over this value caused numerical instability. As explained in Section 2.3, the permeability value was determined with digit-order precision. However, the evaluation of the non-equilibrium property for different cooling rates is available in the present non-equilibrium MPFM calculation procedure.
4. Columnar Microstructure Evolution

In the previous section, the permeability value, \(4 \times 10^{-5} \text{ m}^3/\text{J/s}\), was estimated to give an approximately equal equiaxed-solidification fraction rate for non- and quasi-equilibrium MPFM calculations at a cooling rate of \(10^7 \text{ K/s}\). The microstructure evolution difference for the two methods is confirmed in this section at a steady growth rate, \(\tau = 0.1 \text{ m/s}\), for various cooling rates and temperature gradients using the permeability value, \(4 \times 10^{-5} \text{ m}^3/\text{J/s}\).

4.1. Specific Model Conditions for Columnar Microstructure Evolution

The grid width was \(1.0 \times 10^{-8} \text{ m}\), which was defined to place four grids in the diffusion boundary layer length of the liquid side, \(\delta_L = 2D_L/\tau = 4 \times 10^{-8} \text{m}\). The cooling rate and the temperature gradient for the vertical direction were uniformly applied. The four combinations of the cooling rate and the temperature gradient were set as shown in Table 1. The calculation region was set as a rectangle with \(250 \times 1500 \text{ grid points}\). However, \(250 \times 2000 \text{ grid points}\) were applied to Case (a) to obtain steady growth. The initial \(\gamma\) grain was placed at the bottom as a film. The initial bottom temperature was set at 1621 K as for the previous equiaxed microstructure evolution condition. The time step of \(1.0 \times 10^{-8} \text{ s}\) was adopted in all cases (Table 1). The symmetrical boundary conditions for the MPFM and diffusion equations were adapted for horizontal and vertical directions. The other conditions were the same as those defined in Sections 2.3 and 3.1.

4.2. Experimental Conditions

A cylindrical Inconel 738LC specimen with dimensions of 10 mm in diameter and 10 mm in height was fabricated by selective laser melting (SLM) in order to evaluate an actual cell structure. A commercial SLM device (SLM 280, SLM Solutions GmbH, Germany) was used. A laser power of 300 W and scan velocity of 900 mm/s were applied with the spot diameter of 80 µm. The pitch width and single-layer thickness were 100 µm and 30 µm,
respectively. The specimen was cut and embedded into an epoxy mount and polished for cross-sectional microstructure observation by a scanning electron microscope (SEM, JSM-7200F, JEOL Ltd., Japan).

4.3. Results and Discussion

Figure 7 shows the snapshots of the microstructures obtained by the quasi-equilibrium MPFM calculations for conditions listed in Table 1. All cases reached steady cellular microstructures with boundaries parallel to the vertical direction, and the cell spaces were maintained. The average cell space decreased from cases (a) to (d) with the increased cooling rate and temperature gradient. Three growth stages were obtained: initial growth, accelerated growth with fine cellular segregation and decelerated growth forming the steady cell microstructure. Figure 8 shows the interface moving velocity values with time for all cases. Each curve contains two inflection points, which are the boundaries between the three growth stages. In the second stage, the fine cellular segregation growth is accompanied by hard competition, which causes the segregation lines to fluctuate and disappear. In the second stage, the interface velocity continues to accelerate alongside the steady growth rate of 0.1 m/s. After the maximum velocity is reached, in the third stage, a steady cellular microstructure is gradually constructed with the deceleration of the interface velocity. The length of the second stage is shortened from Cases (a) to (c). However, in Case (d), there is no obvious transformation from the second to third stages. The fine segregation microstructure promptly becomes a steady state, as evidenced by the smaller overshoot velocity of Case (d) in Figure 8. It is considered that Case (d) is in transition from cellular to planar interface growth.

![Figure 7](image_url)  
**Figure 7.** Snapshots of solidification microstructure distributions obtained by the quasi-equilibrium MPFM with Al concentrations (molar fraction) of (a) $5 \times 10^5$ K/s and $5 \times 10^6$ K/m, (b) $1 \times 10^6$ K/s and $1 \times 10^7$ K/m, (c) $5 \times 10^6$ K/s and $5 \times 10^7$ K/m and (d) $1 \times 10^7$ K/s and $1 \times 10^8$ K/m.
The overshot velocity value from the steady velocity of 0.1 m/s monotonically increases with the decreased cooling rate. In the second stage, the fine cellular segregation period, the length increases with increased overshot velocity. These tendencies are likely to be caused by the mandatory quasi-equilibrium assumption at the interface. The solute partitioning estimated by the quasi-equilibrium leads to a large interface driving force. The interface velocity continues to accelerate over a steady velocity to the beginning of the competitive fine cellular segregation. Moreover, the balance between the solute partitioning, cell spacing length and solute undercooling starts to be formed according to the classical solidification theory based on the local equilibrium [39]. Then, the interface velocity decreases and reaches a steady state by constructing a regular cellular microstructure. A higher cooling rate can reach a steady undercooling temperature more quickly. Thus, the second stage period of a higher-cooling-rate case is shorter than that of the lower-cooling-rate case.

Figure 9 shows the snapshots of solidification microstructure distributions at Al concentrations (molar fraction) obtained by the non-equilibrium MPFM under the conditions listed in Table 1. The interface moving velocity values over time are shown in Figure 10. The interface velocities of Cases (a) and (b) do not reach the steady value of 0.1 m/s. However, the steady cellular microstructures with constant cell spacing are formed at an early stage in all cases. The average cell space length decreases as the cooling rate and temperature gradient increase from cases (a) to (d). This is larger than that of the quasi-equilibrium MPFM case in all cases. The second stage of microstructure evolution constructed with competitive fine cellular segregation is not obvious in the non-equilibrium MPFM cases in Figure 9. The cellular microstructure promptly forms after only a few cellular growth competitions followed by the initial planer interface being broken in all cases. The overshooting tendency in Figure 10 is the opposite of that seen in Figure 8. In particular, in cases (a) and (b), overshooting does not appear. In Cases (c) and (d), cell growth competitions are weak, regardless of the overshooting of the interface velocity. These results are considered to be led by the interface non-equilibrium assumption, which causes a lower driving force of constitutional undercooling due to the weaker solute portioning in the moving interface than the quasi-equilibrium assumption.
Figure 9. Snapshots of solidification microstructure distributions obtained by the non-equilibrium MPFM at Al concentration (molar fraction) at (a) $5 \times 10^5$ K/s and $5 \times 10^6$ K/m, (b) $1 \times 10^6$ K/s and $1 \times 10^7$ K/m, (c) $5 \times 10^6$ K/s and $5 \times 10^7$ K/m and (d) $1 \times 10^7$ K/s and $1 \times 10^8$ K/m.

Figure 10. Interface moving velocity with time in case (a): $5 \times 10^5$ K/s and $5 \times 10^6$ K/m, case (b): $1 \times 10^6$ K/s and $1 \times 10^7$ K/m, case (c): $5 \times 10^6$ K/s and $5 \times 10^7$ K/m and case (d): $1 \times 10^7$ K/s and $1 \times 10^8$ K/m obtained by the non-equilibrium MPFM. The red dashed line indicates the steady velocity.
The diffusional and thermal undercooling values were estimated as shown in Figure 11. The liquidus temperatures, $T_0$ and $T^*$, for the initial alloy concentration and the cell tip concentration were obtained by Thermo-Calc, respectively. The undercooling temperature due to the curvature of the cell tip was not considered in this discussion because of the similarity in tip shapes in Figures 7 and 9. Figure 12 shows the diffusional and thermal undercooling values in the cell tips in Figures 7 and 9. The thermal undercooling values are much larger than the diffusional undercooling values. It is well known that the fraction of thermal undercooling increases with the increased cooling rate. It is reported that the fraction of thermal undercooling becomes approximately 80% at a cooling rate of 100 K/s and a temperature gradient of 1000 K/m for the Al-Cu alloy [36]. Figure 12 qualitatively agrees with this relation. The diffusional undercooling difference between non-equilibrium and quasi-equilibrium MPFMs is not large because liquid solute compositions at the tips have almost the same values, and liquidus temperature differences are less than five degrees (Figures 7 and 9). Furthermore, the thermal undercooling of the non-equilibrium MPFM is about two to three times larger than that of the quasi-equilibrium MPFM in each case. Thus, in the non-equilibrium MPFM, the solidification microstructure evolution is driven more by thermal undercooling than that in the quasi-equilibrium MPFM at a high cooling rate. The necessity of high thermal undercooling in the non-equilibrium MPFM arises from its weaker solute partitioning, which leads to weak constitutional undercooling. Then, the weak constitutional driving force is compensated by the thermal undercooling to achieve a steady interface velocity (0.1 m/s). In the previous equiaxed microstructure evolution, the permeability value is calibrated to adjust the solidification phase fraction varying with temperature between non- and quasi-equilibrium MPFMs. However, it is found that the difference in the columnar microstructure evolution between two MPFMs appears despite using the calibrated permeability.

In Figure 9, the number of cells in case (a) of the non-equilibrium MPFM is rather small. It is considered to be more affected by the horizontal boundary condition than other cases. An additional calculation using twice the number of horizontal grid points–500–was performed to reduce the impact of the boundary condition. The snapshot of solidification microstructure distributions with different Al concentrations (molar fraction) is shown in Appendix B. The number of cells increased from 1.3 per 2.5 µm in Figure 9 to 3.5 per 5 µm in Appendix B. The average cell space changed from 1.92 µm to 1.43 µm. In the following method, we use the revised cell space of 1.43 µm. The interface moving velocity and diffusional undercooling at cell tip were confirmed to be approximately same as the previous results in Figures 10 and 12, respectively.

Figure 11. Schematic illustration of diffusional undercooling, $\Delta T_C$, and thermal undercooling, $\Delta T_T$, where $c_0$ is the initial alloy concentration, $c^*_l$ and $T_{tip}$ are the liquid concentration and temperature at the tip of the cell, respectively.
Figure 12. Undercooling with cooling rate: (a) diffusional undercooling; (b) thermal undercooling.

Table 2 shows the approximate average cell space values of cases (a), (b), (c) and (d) for non-and quasi-equilibrium MPFMs. The ratios of the cell space in which the space of case (a) is defined as a unit are shown in parentheses. The ratios in the non-equilibrium MPFM decrease rapidly compared to those in the quasi-equilibrium MPFM. Karayagiz et al. reported a solidification microstructure simulation for the Ni-3.2 at.%Nb system by comparing with experimental measurements with various cooling rates and temperature gradients [27]. They estimated the ratio of the cell space as 0.35 for cooling rates from $5 \times 10^5$ K/s to $5 \times 10^6$ K/s, which corresponds to cases (a) to (c) in Table 2. This is quite close to the ratio–0.32–obtained by the non-equilibrium MPFM. Furthermore, the average cell space in the quasi-equilibrium MPFM sees a smaller decrease with the cooling rate from cases (a) to (c).

Table 2. Average cell space ($\mu$m) at a steady interface moving velocity if 0.1 m/s. Numbers in parentheses are ratios of the cell space in which the space of case (a) is defined as a unit.

| Case | Non-Equilibrium MPFM | Quasi-Equilibrium MPFM |
|------|-----------------------|------------------------|
| (a)  | 1.43 (1)              | 0.45 (1)               |
| (b)  | 0.89 (0.62)           | 0.36 (0.8)             |
| (c)  | 0.45 (0.32)           | 0.29 (0.64)            |
| (d)  | 0.31 (0.22)           | 0.16 (0.35)            |

Figure 13 shows an as-cast microstructure obtained experimentally for the same alloy composition. The cooling rate is estimated to vary in the same range as in Table 1, from $10^5$ K/s to $10^6$ K/s orders of digits, by thermal FEM analysis [40]. It can be seen that the morphology in Figure 13 is constructed by a cellular structure with a cell space of around 1 $\mu$m. The quasi-equilibrium MPFM cell spaces in Figure 7 or Table 2 are too narrow compared to those in Figure 13. The fluctuated fine cellular segregation area, which is obtained by the quasi-equilibrium MPFM, is not identified in Figure 13. It is considered that the present non-equilibrium MPFM can more accurately simulate rapid solidification in powder bed fusion processes than in quasi-equilibrium MPFM.
5. Conclusions

In this work, the non-equilibrium multi-phase field method using the finite interface dissipation model and the quasi-equilibrium multi-phase field method, coupled with the CALPHAD database, were employed for Ni(Bal.)-Al-Co-Cr-Mo-Ta-Ti-W-C. Equiaxed and columnar solidification microstructure evolutions of γ were performed in LPBF thermal conditions with these methods. The main results and conclusion are summarized as follows:

1. The temperature-γ fraction relationships under a cooling rate of $10^5$ K/s for non- and quasi-equilibrium MPFMs in the two-dimensional equiaxed simulations were in good agreement with each other. They were quite close to the Scheil model profile at $10^4$ K/s.

2. The differences between non- and quasi-equilibrium methods grew with the cooling rate. The non-equilibrium solidification tendency was strengthened with the cooling rate of $10^6$ K/s.

3. Columnar solidification microstructure evolutions were performed in cooling rates from $5 \times 10^5$ K/s to $1 \times 10^7$ K/s at various temperature gradient values while maintaining a constant interface velocity of 0.1 m/s. The results showed that, as the cooling rate increased, the cell space decreased in both equilibrium methods. The average cell space in the non-equilibrium method was larger than that in the quasi-equilibrium method with each cooling rate.

4. The thermal undercooling of the non-equilibrium method was much larger than that of the quasi-equilibrium method, whereas the diffusional undercooling was almost the same for both.

5. The non-equilibrium MPFM provides us with a more accurate tool for solidification microstructure estimation in LPBF.
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Appendix A

General Representation of the Chemical Potential for the FCC_L12 Phase

The CALPHAD model of the FCC_L12 phase for Ni(Bal.)-Al-Co-Cr-Mo-Ta-Ti-W-C is explained by the order-disorder sublattice model, which is constructed by two sublattices for the substitutional elements and a sublattice for the interstitial element C, as shown by (Al#1, Co#1, Cr#1, Mo#1, Ni#1, Ta#1, Ti#1, W#1)m (Al#2, Co#2, Cr#2, Mo#2, Ni#2, Ta#2, Ti#2, W#2)m (C, Va)l, where m, n and l are the site numbers of the first, second and third sublattices, respectively. The chemical potential of each element is given by

\[
\mu_{Ni} = G - \frac{\partial G}{\partial c_{Ni}} \bigg|_{c_{Al}, c_{Co}, c_{Cr}, c_{Mo}, c_{Ta}, c_{Ti}, c_{W}, c_{C}} \ln \frac{c_{Al}}{c_{Ni}} + \frac{\partial G}{\partial c_{Co}} \bigg|_{c_{Al}, c_{Co}, c_{Cr}, c_{Mo}, c_{Ta}, c_{Ti}, c_{W}, c_{C}} \ln \frac{c_{Co}}{c_{Ni}} + \frac{\partial G}{\partial c_{Cr}} \bigg|_{c_{Al}, c_{Co}, c_{Cr}, c_{Mo}, c_{Ta}, c_{Ti}, c_{W}, c_{C}} \ln \frac{c_{Cr}}{c_{Ni}} + \frac{\partial G}{\partial c_{Mo}} \bigg|_{c_{Al}, c_{Co}, c_{Cr}, c_{Mo}, c_{Ta}, c_{Ti}, c_{W}, c_{C}} \ln \frac{c_{Mo}}{c_{Ni}} + \frac{\partial G}{\partial c_{Ta}} \bigg|_{c_{Al}, c_{Co}, c_{Cr}, c_{Mo}, c_{Ta}, c_{Ti}, c_{W}, c_{C}} \ln \frac{c_{Ta}}{c_{Ni}} + \frac{\partial G}{\partial c_{Ti}} \bigg|_{c_{Al}, c_{Co}, c_{Cr}, c_{Mo}, c_{Ta}, c_{Ti}, c_{W}, c_{C}} \ln \frac{c_{Ti}}{c_{Ni}} + \frac{\partial G}{\partial c_{W}} \bigg|_{c_{Al}, c_{Co}, c_{Cr}, c_{Mo}, c_{Ta}, c_{Ti}, c_{W}, c_{C}} \ln \frac{c_{W}}{c_{Ni}} + \frac{\partial G}{\partial c_{C}} \bigg|_{c_{Al}, c_{Co}, c_{Cr}, c_{Mo}, c_{Ta}, c_{Ti}, c_{W}, c_{C}} \ln \frac{c_{C}}{c_{Ni}} \\
= G - \frac{\partial G}{\partial c_{Ni}} \bigg|_{c_{Al}, c_{Co}, c_{Cr}, c_{Mo}, c_{Ta}, c_{Ti}, c_{W}, c_{C}} \ln \frac{c_{Ni}}{c_{C}} - \sum_{i,j \neq Ni,C} \frac{\partial G}{\partial c_{i}} \bigg|_{c_{Ni}, c_{C}} \ln \frac{c_{i}}{c_{Ni}} - \sum_{i \neq Ni,C} c_{i} \frac{\partial G}{\partial c_{i}} \bigg|_{c_{Ni}, c_{C}} \ln \frac{1}{c_{i}} + \sum_{i, j \neq Ni,C} c_{i} \frac{\partial G}{\partial c_{i}} \bigg|_{c_{Ni}, c_{C}} \ln \frac{c_{i}}{c_{Ni}} \frac{c_{j}}{c_{C}} \\
\mu_i = \mu_{Ni} + \frac{\partial G}{\partial c_{i}} \bigg|_{c_{Ni}, c_{C}} \ln \frac{c_{i}}{c_{Ni}}, \text{ where } i = \text{Al, Co, Cr, Mo, Ta, Ti, W, C}
\]

where \(|_{Ni, i}\) indicates the differential operation on the coordinate between the solvent Ni and the solute element i. The quick subroutine of the Thermo-calc TQ-Interface gives a differential value only according to the site fraction for each sublattice. The site fraction is defined by the fraction of an element occupying the site of a sublattice. The molar-differential terms in Equation (A1) have to be converted to the formulations using site fractions.

The Gibbs free energy for the total site number of the unit lattice, \(G'\), is given by the TQ-Interface subroutine. Thus, the Gibbs free energy per unit mole, G, is given by

\[
G = \frac{1}{m + n + l y_C} G' = \frac{1}{m + n} G'
\]

where the relation \(1/(m + n + l y_C) = (1 - c_C)/(m + n)\) is adapted. \(y_C\) is the site fraction of C in the third sublattice. The molar-differential terms in Equation (A1) can be changed to the following equations using Equation (A2) and the chain rule of differentiation,

\[
\frac{\partial G}{\partial c_{C}} \bigg|_{c_{Ni}, c_{C}} = \frac{1}{m + n} \left[ \frac{\partial G}{\partial c_{C}} \bigg|_{c_{Ni}, c_{C}}\ln c_{C} + \frac{\partial G}{\partial c_{C}} \bigg|_{c_{Ni}, c_{C}}\frac{1}{c_{C}} \frac{\partial c_{C}}{\partial y_C} \bigg|_{c_{Ni}} \ln y_C + \sum_{i,j \neq Ni,C} \frac{\partial G}{\partial c_{i}} \bigg|_{c_{Ni}, c_{C}} \frac{\partial c_{i}}{\partial y_C} \bigg|_{c_{Ni}} \ln y_C \right] + \sum_{i,j \neq Ni,C} \frac{\partial G}{\partial c_{i}} \bigg|_{c_{Ni}, c_{C}} \frac{\partial c_{i}}{\partial y_C} \bigg|_{c_{Ni}} \ln y_C \\
\frac{\partial G}{\partial c_{Ni}} \bigg|_{c_{Ci}, c_{C}} = \frac{1}{m + n} \left[ \frac{\partial G}{\partial c_{Ni}} \bigg|_{c_{Ci}, c_{C}}\ln c_{Ni} + \frac{\partial G}{\partial c_{Ni}} \bigg|_{c_{Ci}, c_{C}}\frac{1}{c_{Ni}} \frac{\partial c_{Ni}}{\partial y_C} \bigg|_{c_{Ci}} \ln y_C + \sum_{i,j \neq Ni,C} \frac{\partial G}{\partial c_{i}} \bigg|_{c_{Ci}, c_{C}} \frac{\partial c_{i}}{\partial y_C} \bigg|_{c_{Ci}} \ln y_C \right] \\
+ \sum_{i,j \neq Ni,C} \frac{\partial G}{\partial c_{i}} \bigg|_{c_{Ci}, c_{C}} \frac{\partial c_{i}}{\partial y_C} \bigg|_{c_{Ci}} \ln y_C, \text{ i = Al, Co, Cr, Mo, Ta, Ti, W, C}
\]
The relations between molar and site fractions of elements can be described as

\[
\begin{align*}
\gamma_C &= \frac{y_C}{m+n+y_C}, \\
\gamma_{C1} &= \frac{m}{m+n} (1 - \gamma_C) y_{C1}, \\
\gamma_{C2} &= \frac{m}{m+n} (1 - \gamma_C) y_{C2}, \\
\gamma_i &= \gamma_{C1} + \gamma_{C2} = \frac{1-c_C}{m+n} (ny_{C1} + ny_{C2}) = \frac{1-c_C}{m+n} y_i
\end{align*}
\]

where \(y_{C1}\) and \(y_{C2}\) are the site fractions of the substitutional elements in the first and second sublattices, respectively, and \(y_i = ny_{C1} + ny_{C2}\). The differential of the site fraction by a molar fraction is formulated with the careful treatment of the coordinate between the solvent and selected solute composition using Equation (A4), as follows:

\[
\begin{align*}
\frac{\partial y_C}{\partial c_C}{}_{|_{c_C,c_{Ni}}} &= \frac{m+n}{1} \frac{\partial}{\partial c_C} \frac{1}{1-c_C} \left|_{c_C,c_{Ni}} \right. = \frac{m+n}{1} \frac{1}{(1-c_C)^2}, \\
\frac{\partial y_{Ni}}{\partial c_C}{}_{|_{c_C,c_{Ni}}} &= \frac{\partial}{\partial c_C} (1 - y_C) \left|_{c_C,c_{Ni}} \right. = -\frac{m+n}{1} \frac{1}{(1-c_C)^2}, \\
\frac{\partial y_i}{\partial c_C}{}_{|_{c_C,c_{Ni}=(m+n)}} &= (m+n) \frac{\partial}{\partial c_C} \frac{1}{1-c_C} \left|_{c_C,c_{Ni}} \right. = (m+n) \frac{1}{1-c_C} \\
&= \left\{ \begin{array}{ll}
(m+n) \frac{1}{1-c_C}, & i = \text{Ni} \\
(m+n) \frac{1}{1-c_C}, & i \neq \text{Ni}
\end{array} \right.
\end{align*}
\]

Substituting Equations (A5)–(A7) into Equation (A3) leads to

\[
\begin{align*}
\frac{\partial G}{\partial c_C}{}_{|_{c_C,c_{Ni}}} &= -\frac{1}{m+n} G' + \frac{1}{1-c_C} \left( \frac{\partial G'}{\partial y_{C1}} - \frac{\partial G'}{\partial y_{C2}} \right) \\
&\quad + \frac{1}{1-c_C} \sum_{j \neq C} \gamma_j \left( \frac{\partial G'}{\partial y_{j1}} - \frac{\partial G'}{\partial y_{j2}} \right), \\
\frac{\partial G}{\partial c_i}{}_{|_{c_i,c_{Ni}}} &= \left( \frac{\partial G'}{\partial y_{C1}} - \frac{\partial G'}{\partial y_{C2}} \right) + \left( \frac{\partial G'}{\partial y_{i1}} - \frac{\partial G'}{\partial y_{i2}} \right), & i = \text{Al, Co, Cr, Mo, Ta, Ti, W}
\end{align*}
\]

Furthermore, substituting Equation (A8) into Equation (A1) gives the chemical potential equations:

\[
\begin{align*}
\mu_C &= \frac{1}{1} \left( \frac{\partial G'}{\partial y_{C1}} - \frac{\partial G'}{\partial y_{C2}} \right), \\
\mu_j &= \frac{1}{m+n} G' - \frac{1}{1-c_C} \left( \frac{\partial G'}{\partial y_{C1}} - \frac{\partial G'}{\partial y_{C2}} \right) - \frac{1}{1-c_C} \sum_{i \neq C} \gamma_i \left( \frac{\partial G'}{\partial y_{i1}} - \frac{\partial G'}{\partial y_{i2}} \right) \\
&\quad - \frac{1}{1-c_C} \sum_{i \neq C} \gamma_i \left( \frac{\partial G'}{\partial y_{i1}} - \frac{\partial G'}{\partial y_{i2}} \right), & j = \text{Al, Co, Cr, Mo, Ni, Ta, Ti, W}
\end{align*}
\]
where $G'$ and $\partial G'/\partial y_i \ (i = C, \ Va, i\#1, i\#2)$ values are supplied as the output of the TQ-Interface, taking temperature and composition values as inputs. It can be understood that Equation (A9) has very systematic formations. Thus, it offers simple programming and fast computation. Therefore, it can be inductively extended not only for any number of elements and/or sublattices but also for any solid solution sublattice model, such as BCC, and HCP, and Equation (10) for the FCC_A1 phase is immediately derived by omitting the second sublattice term in Equation (A9).

**Appendix B**

*Additional Calculation Using Twice the Width, 5 μm, for Non-Equilibrium MPFM under the Condition of Case (a)*

The calculation conditions were the same as the non-equilibrium MPFM for columnar microstructure evolution except for the number of the horizontal grid points, which was changed from 250 to 500. Figure A1 shows the snapshot of the solidification microstructure distribution under Al concentration (molar fraction).

*Figure A1. Snapshot of solidification microstructure distributions obtained by the non-equilibrium MPFM at Al concentrations (molar fraction) of (a) $5 \times 10^5 \text{ K/s}$ and $5 \times 10^6 \text{ K/m}$ using twice the number of horizontal grid points—500.*
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