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Abstract
This paper describes our approach for 11 classification tasks (Task1a, Task2a, Task2b, Task3a, Task3b, Task4, Task5, Task6, Task7, Task8 and Task9) from Social Media Mining for Health (SMM4H) 2022 Shared Tasks. We developed a classification model that incorporated rdrop to augment data and avoid overfitting, poly loss and focal loss to alleviate sample imbalance, and pseudo labels to improve model performance. The results of our submissions are over or equal to the median scores in almost all tasks. In addition, our model achieved the highest score in Task4, with a higher 7.8% and 5.3% F1-score than the median scores in Task2b and Task3a respectively.

1 Introduction
Nowadays, people are more and more willing to share their life status on social networks, and analyze and discuss their illness and medication. These texts can be useful for analyzing an individual’s health, but they are rare among the vast number of social tweets and particularly difficult to collect. The Social Media Mining for Health Applications (SMM4H) 2022 workshop aims to bring together researchers interested in automatic methods for the collection, extraction, representation, analysis, and validation of social media data (e.g., Twitter, Facebook) for health informatics (Weissenbacher et al., 2022). There are total 14 tasks in SMM4H 2022 shared tasks, and we participated in all classification tasks, including Task1a: Classification of Adverse Drug Events (ADEs) in English tweets (Magge et al., 2021); Task2a & Task2b: Classification of stance and premise in tweets about health mandates (COVID-19) (Davydova and Tutubalina, 2022); Task3a & Task3b: Classification of changes in medication treatments in tweets and WebMD reviews; Task4: Classification of Tweets Self-Reporting Exact Age (in English)(Klein et al., 2022); Task5: Classification of tweets of self-reported COVID-19 symptoms in Spanish; Task6: Classification of tweets indicating self-reported COVID-19 vaccination status; Task7: Classification of self-reported intimate partner violence on twitter(Al-Garadi et al., 2022); Task8: Classification of self-reported chronic stress on Twitter(Yuan-Chi et al., 2022); Task9: Classification of social media forum posts self-reporting exact age.

To solve the above classification challenges, we developed an improved BERT-based classification model. It incorporates rdrop for data augmentation, poly loss and focal loss for balancing label distributions, and pseudo label for boosting the model performance. Our model scored above the median score in all tasks, and finally, our model achieved the highest score in Task4, with a higher 7.8% and 5.3% F1-score than the median scores in Task2b and Task3a respectively.

2 Data Analysis
Of all the 11 tasks we participated, only Task2a and Task5 are three-way classification tasks, the others are all binary-classification tasks, and all tasks use F1-score of certain categories as the evaluation metric. Each of the eleven classification tasks has a different classification objective and the data takes different forms. For example, Task2a is a sentence pair matching task, while Task3b contains several meta-information items such as ‘Effectiveness’, ‘Satisfaction’ and so on. However, all of these tasks can be transformed into either a single text classification or a sentence pair matching task, both of which can be trained and tested with the same model structure. Therefore, we focus more on designing generic models to solve as many problems as possible.

After analysing the training and test data, we found that the distribution of labels for each task was consistent between the training and valid sets, but the ratio between the categories within the task
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was not consistent, as shown in the Table 1. The distribution of labels in these tasks, especially in Task1a, Task3a, Task6 and Task7, is quite unbalanced, reaching 93:7 in the worst cases, which requires a method to alleviate such situation.

### 3 Method

The whole procedure of our system model follows the BERT-style training and inference frame. The difference between the different models lies in the process of data pre-processing, encoders and tricks.

#### 3.1 Data Pre-Processing

Since the data format of each task is different, we convert them all into the single text and text pairs for classification. Firstly, we normalized the data by changing the split words start with @ into @USER and removing the urls, @USER strings, non-English, non-numeric, and non-punctuation characters. Then we modified the task data for inputting into the classification model. For Task2a and Task2b, we selected the 'Tweet' and 'Claim' columns as the text pairs, and took 'Stance' and 'Premise' as the label respectively. While in Task3b, we transformed the number in "Ease of Use, Effectiveness, Satisfaction" columns into text, taking "Ease of Use" as an example, from 1 to 5 were transformed into "not easy, hardly easy, easy, quite easy, and extremely easy". Then the transformed data was appended together with the columns "DRUG" before the report text, and the whole data were then put into the model for training and inference. In other tasks, we just took the text and label columns for training and testing.

#### 3.2 Encoders

Different tasks may involve different languages. For example, Task5 aims to classify the self-reported COVID-19 symptoms in Spanish tweets while the others using English tweets. So we chose various encoders, including the ones pretrained on general corpus and domain-specific corpus, to accommodate this situation.

BERTweet (Nguyen et al., 2020) is the first large-scale pretrained model for English tweets. It was trained on 850M English tweets using RoBERTa (Liu et al., 2019) pre-training procedure, and showed good performance on tweet-related NLP tasks.

BioBERT (Lee et al., 2020) is short for "Bidirectional Encoder Representations from Transformers for Biomedical Text Mining". It is a domain-specific large-scale pre-trained model, and tries to handle word distribution shift from general domain corpora to biomedical corpora.

pubmedBERT (Gu et al., 2021) is pre-trained
Table 3: Model performance in Task1a, Task3a, Task5, Task6, Task7 and Task4 validation sets. To simplify the model, we also here uniformly used micro F1 as the evaluation metric rather than the metrics set for each task. RD and PL denote the models using rdrop and pseudo label respectively. Ploss represents the model with Taylor expansion of focal loss as the new loss function. Best_performing means the model used the encoder with the best performance in each task. ‘-’ means we did not implement the model on that task. The best performance in each task is highlighted in boldface, and the second highest F1 score is highlighted by underline.

on the PubMed abstracts, including 14 million abstracts and 3.2 billion words.

DeBERTa (He et al., 2020) is short for Decoding-enhanced BERT with disentangled attention. It improves the BERT (Kenton and Toutanova, 2019) and RoBERTa by introducing disentangled attention mechanism and an enhanced mask decoder. Given the same pretraining corpus, DeBERTa shows better performance in many downstream tasks.

BERTIN (De la Rosa et al., 2022) is pre-trained on Spanish corpus following the roberta-style pre-training procedure. It uses a data-centric technique, which is called ‘perplexity sampling’, to train the model with roughly half the amount of the steps and one fifth of the data.

3.3 Tricks

In order to alleviate the unbalanced label distribution and overfitting, we took the following tricks to increase the model performance.

Rdrop (Wu et al., 2021) is a contrastive learning technique. It generates positive samples through putting the input in two sequential dropout layers, and computes the Kullback-Leibler (KL) divergence between the two outputs. It can be used for data augmentation and alleviating overfitting problems.

FocalLoss (Lin et al., 2017) is a new loss function which focuses more on the hard-to-classify samples during training by reducing the weights of the easy-to-classify samples. Thus, it can be used to alleviate the class imbalance through reshaping the standard cross entropy.

PolyLoss (Leng et al., 2022) approximates the loss functions via Taylor expansion, and designs the loss functions as a linear combination of polynomial functions. Thus it can be combined with focal loss and cross entropy functions.

Pseudo Label (Lee et al., 2013) can be seen as the semi-supervised learning for it predicts the labels of the unannotated samples, and re-inputs the samples with the predicted labels into training, thus can improve the model performance in some cases.

4 Experiments and Analysis

All the model we used shared a fixed training config. They were all trained for 5 epochs with learning rate $4e^{-5}$. Besides, the max length of the input was 128, the weight decay rate was 0.01 and the Adam parameter was 1e-8. Table 2 and Table 3 show the performance of different models in each task. We implemented four different encoders to do the classification in each task and the micro $F_1$-score was chosen as the evaluation metric on our validation process. BioBERT, pubmedBERT, DeBERTa and BERTweet were first applied in the tasks shown in Table 2, then we modified the loss function in the best performing model using rdrop, poly loss tricks to increase the performance.

Results show that the introduction of the tricks help the model get the highest performance in Task2a, Task8 and Task9. While in Task2b, BioBERT achieved the best performance, and the tricks reduced the $F_1$ by 0.17. The reason for this decline is likely to be the way we processed the data. The purpose of Task2b is to predict whether at least one premise/argument is mentioned in the text, but we transformed this into a text pair match-
## Table 4: Our model performance and median scores in all tasks we participated. All results and evaluation metrics were provided by the official. '-' denotes officials did not provide that figure. The highest $F_1$-score in each task is highlighted in boldface. The numbers in brackets indicate how much higher our model’s results are than the median score.

| Task  | Ours | Median |
|-------|------|--------|
|       | Precision | Recall | $F_1$-Score | Precision | Recall | $F_1$-Score |
| Task1a | 76.5  | 58.4   | 66.2       | -         | -      | -           |
| Task2a | -     | -      | 57.1 (+2.1)| -         | -      | -           |
| Task2b | -     | -      | 65.3 (+7.9)| -         | -      | 57.4        |
| Task3a | 68.3  | 60.1   | 63.9 (+5.3)| 61.7      | 55.8   | 58.6        |
| Task3b | 85.7  | 85.4   | 85.6 (+1.3)| 84.4      | 86.5   | 84.3        |
| Task4  | 93.3  | 90.8   | 92.0 (+5.1)| 86.9      | 88.9   | 86.9        |
| Task5  | 85.0  | 85.0   | 85.0 (+1.0)| 84.0      | 84.0   | 84.0        |
| Task6  | 90.0  | 74.0   | 81.0 (+4.0)| 90.0      | 68.0   | 77.0        |
| Task7  | 90.3  | 70.5   | 79.1 (+2.8)| 79.0      | 71.6   | 76.3        |
| Task8  | 79.7  | 76.9   | 78.3 (+3.3)| 72.0      | 76.0   | 75.0        |
| Task9  | 95.7  | 91.9   | 93.8 (+4.7)| 89.6      | 91.9   | 89.1        |

Table 4: Our model performance and median scores in all tasks we participated. All results and evaluation metrics were provided by the official. '-' denotes officials did not provide that figure. The highest $F_1$-score in each task is highlighted in boldface. The numbers in brackets indicate how much higher our model’s results are than the median score.

ing problem where the claim part may have been introduced as noise, and the tricks increased the noise.

Besides, without tricks, DeBERTa performed the best in Task3b, but with tricks, the scores dropped by 1.09 to 87.58. It may imply that there is a problem with the way we changed meta-information into text information and concatenate it.

Except for Task4, the label distribution of other tasks in Table 3 is very unbalanced. After the introduction of poly loss, the performance of all models has been improved, just as Table 3 shows. In addition, with the addition of rdrop, the model’s performance is further improved, which help the model reach the highest $F_1$ score in Task1a and Task3a, Task5 and Task7. Besides, the best score of Task1a and Task4 were 0.63 and 0.914 respectively (Magge et al., 2021; Klein et al., 2022), and our model achieved the state-of-the-art performance. In Task6, however, the best encoder using poly loss performed the best, with the additional rdrop dropping slightly.

However, in Task4, these tricks did not seem to improve the performance of the model, but decreased the score a lot, which may be caused by the relatively balanced label distribution of the task. So we took the pseudo label trick to augment the training data.

Specifically, we first used the three best-performing models to predict the samples in the validation set (here is BERTweet, DeBERTa and BioBERT, and we use the test set in the testing phase), and then processed the obtained three logits in the following way: if the two logits are greater than 0.8, it means that the sample is likely to belong to a certain category, and we would add the sample and the predicted label to the training set as a new training sample. Based on the augmented training dataset, we retrained BERTweet encoder with rdrop and poly loss, and got the highest score, which helped us win the first place in this task.

We submitted the highest scoring models incorporating tricks at each task, and the final scores are shown in the Table 4. The official did not provide the median score but provide the mean score of the Task1a, of which the Precision, Recall and $F_1$-Score are 64.6, 49.7 and 56.2 respectively. It can be seen that in all the tasks we participated in, our results exceeded the median scores. In addition, our model achieved the highest score in Task4, with a higher 7.8% and 5.3% $F_1$-score than the median scores in Task2b and Task3a respectively.

## Conclusion

In this work, we developed a classification model based on the BERT. It incorporated with rdrop to do the data augmentation, with poly loss to mitigate the label imbalance, and with pseudo label to boost the model performance. We participated 11 classification tasks in SMM4H 2022 shared tasks, and our model scored above the median score in all tasks. Finally, our model achieved the highest score in Task4, with a higher 7.8% and 5.3% $F_1$-score than the median scores in Task2b and Task3a respectively.
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