Study of reaction–diffusion problem: modeling, exact analytical solution, and experimental verification
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Abstract
Nonlinear diffusion–reaction problem was investigated experimentally for the reference reaction (hydrogenation of propylene under isothermal conditions; a slab of catalyst pellet i.e., disks of large diameter/width ratio were applied). The diffusion–reaction model in the catalyst pellet with external mass-transfer resistances was solved analytically. Depending on parameters values, two separate solutions were found: dead zone inside the pellet does not exist or it appears. In the first case, a common model is acceptable (regular model i.e., boundary value problem), in the second one, a model includes additional condition (dead zone model i.e., free boundary problem). Analysis of the solution presented indicated that either regular or “dead zone” model correctly describes the process for specific parameter values (with the only exception—multiple steady-state region—where the correct interpretation requires the combined application of the both). This result shows that the full description of the real process includes solutions of two different BVPs. Experimental research confirmed results anticipated by theory. It allowed to draw conclusions that go beyond this particular example i.e., the regular model, commonly applied in heterogeneous catalysis, does not adequately recognize dead zone problem. If “dead zone” appears, free boundary problem has to be consider, otherwise, process simulations will be incorrect. The conclusions drawn are valid also for biofilms.
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1 Introduction
Diffusion and reaction problems are of great importance for chemical and process engineering problems both from theoretical and practical point of view. The equations describing the problems differ one from another mostly by reaction terms and/or by boundary conditions, but regardless the nature of the process under consideration, the conclusions are basically equivalent. There are many different, natural phenomena that can be modeled by very similar or even identical differential equations.

In the process engineering field, diffusion and reaction problems appear mainly in the processes of heterogeneous catalysis and other technologies using porous structures in which reaction can occur. Other examples of great technological interest are as follow: (1) biochemical processes in which a biofilm is penetrated by oxygen; (2) various technologies used in the field of energy accumulators (carriers), e.g., development of new electrodes using porous materials, especially in the projects associated with the alternative power engineering (hydrogen power engineering). In models used for description of such processes,
a nonlinear generation term of power-law form is often applied. In the problems referring to catalysis field, the model can describe an irreversible single reaction in a slab catalyst pellet. This can be treated as an example of practical application of catalysis, and it will be discussed in details below. Biochemical analogs of such approach related to mass-transfer problems can be easily found in the literature [1–3].

The foundations of engineering mathematics concerning diffusion and reaction processes were presented by Aris and Temkin [4–6]. R. Aris in his classical book described the theory of steady state both for isothermal and non-isothermal conditions, as well as for single and multiple reactions. Moreover, the author also analyzed some features of the stability of steady state and the transient behavior of diffusing and reacting systems. M.I. Temkin showed that inside the catalyst pellet, a dead zone can be formed as a result of a progress of catalytic nature of the process—i.e., the dead zone concentration at least of one reagent is equal to zero. The analytic solution of nonlinear problem without external mass-transfer limitations and without the dead zone was presented by Mehta and Aris [7] and Aris [6] (a part of their results were later published by Magyari [8]). For bioprocesses, biotechnological dead zones, called also enzymatic inactive regions, were investigated experimentally for limitation created by oxygen diffusion into gel beads for cephalosporin C production processes [9, 10], for the process of Penicillin G enzymatic hydrolysis to 6-Aminopenicillanic acid [11] or for the process of 3-chloro-1,2-propanediol degradation by Ca-alginate immobilized Pseudomonas putida cells [12]. In the mentioned cases, Michaelis-Menten kinetics were applied. Referred above models differ one to another by kinetic rate represented by generation term. This generation term depends heavily on the type of process. The mathematical analogy of described above processes is obvious, so conclusion drawn for catalysis will be correct for bioprocesses and vice versa. There are many analogies in chemical engineering field; one of the most recognizable is Reynolds analogy that relates turbulent momentum and heat transfer.

The main goal of the research is to confirm or disconfirm the hypotheses that dead zone is formed inside the catalyst pellet under favorable conditions and to show that the correct mathematical description of a process with dead zone requires application of a model with additional condition on the boundary [4, 7]. The goal is practical, results oriented, and it can make possible to develop models of systems with very active catalysts or biocatalysts. To realize it, there was a solved problem that includes two coupled points:

1 To find a solution of the boundary value problem (BVP) for any set of model parameters values; intentionally and consciously an analytical method was selected to avoid numerical errors (e.g., round-off, truncation, and others) and, additionally, analysis of existence and uniqueness of solutions of both models helps to remove all doubts in results interpretation.

2 To choose heterogeneous chemical reaction that model corresponds to the model equation and to develop an experiment that can confirm hypotheses; this point includes also other technical aspects as catalyst, operating conditions, etc.

It was realized in the following steps:

1 Obtaining an analytical solution of the models for a pellet with or without the dead zone; in this way, we exclude impact of round-off, truncation, and other numerical errors on model solution.

2 Demonstrating that both solutions of the model without dead zone (called “regular model”) and the model with dead zone (called “dead zone model”) exist for specified values of Thiele and Biot moduli only.

3 Determining sets of parameters where each model is valid for a separate operating region.

4 Designing and performing an experiment; a range of operating conditions should ensure unambiguous interpretation of results—since the solutions are complementary, it is possible to compare the valid solution with experimental results and, in consequence, to confirm (or disconfirm) the hypothesis formulated above.

The present paper includes extension of the above mentioned works and experimental verification of conclusions. The idea of the extension consist in considering non-negligible mass-transfer resistances and lack of reagents in the pellet center. To the best of my knowledge, the problem of non-negligible mass-transfer resistances has not been presented in the literature. Since appearance of the dead zone inside a pellet (or inside biofilm) results from sufficiently large mass-transfer resistance, it would be interesting to examine role of external mass-transfer resistances in comparison with internal ones. The conception of both complementariness and antagonism of the obtained analytical solutions was confirmed by experimental results: propylene hydrogenation reaction on nickel catalyst was considered. High coincidence of experimental results and theoretical solution was observed. It allowed to draw conclusions that go beyond this particular example i.e., the regular model, commonly applied in heterogeneous catalysis, does not adequately recognize dead zone problem. If “dead zone” appears, free boundary problem has to be consider, otherwise process simulations will be incorrect, and further, the dead zone phenomenon has to be taken into account when determining operating condition for
catalytic reactor. The conclusions drawn are valid also for biofilms.

There is one more, non-technical but important aspect of the present problem. The exact solutions of models considered in engineering are generally difficult to obtain, and they are rather rarely presented. Both initial and boundary value problems are usually nonlinear, and they usually have no exact analytical solutions. If analytic solution of a nonlinear problem exists, then, it is usually hard to obtain and typically it is valid in limited parameter range, e.g., for specific model parameters values. Analytical solutions of engineering models are of great importance. They allow the problem to be analyzed thoroughly, and it is also possible to find its physical features in simpler way than numerically (e.g., finding the critical (bifurcation) points and calculation of the function values in their neighborhood requires only elementary knowledge of calculus and algebra). Additionally, analytic solutions are free of round-off, truncation, and other numerical errors. To sum up, if analytical solution can be found, especially for full range of model parameters values, it is a powerful tool for the process analysis.

1.1 Theory

A steady-state diffusion process with an irreversible isothermal chemical reaction (A → R) present can be described by (in dimensionless terms)

$$\frac{d^2c}{dx^2} - \Phi c^n = 0$$  \hspace{1cm} (1)

on the assumption that power-law-type kinetic equation is valid.

If external mass-transfer resistances are not negligible, the boundary condition on the outer surface of catalyst pellet is described by

$$\frac{dc}{dx}\bigg|_{x=1} = Bi_m(1 - c(1))$$  \hspace{1cm} (2)

When concentration in the pellet center is greater than zero, the second boundary condition is in the form

$$\frac{dc}{dx}\bigg|_{x=0} = 0$$  \hspace{1cm} (3)

If concentration inside the pellet reaches zero for $x = x_d$, and $0 \leq x_d \leq 1$, the second boundary condition is

$$\frac{dc}{dx}\bigg|_{x=x_d} = 0$$  \hspace{1cm} (4)

to obtain unique solution, an additional condition should be included

$$c(x_d) = 0$$  \hspace{1cm} (5)

For $0 \leq x \leq x_d$, concentration is equal to 0.

For the purpose of calculation simplicity, the model (1) with boundary conditions (2) and (3) will be called a regular model, while the model (1) with conditions (2), (4) and (5)—a dead zone model.

Some comments are required here. Relatively simple nonlinear governing Eq. (1) completed by most often accepted in practice BCs (Eqs. 2, 3) has solution only for $\Phi$ smaller than $\Phi_c$ (for $n$ fractional and any $Bi_m$). There is contradiction between model and physical results. Values of $\Phi$ larger than $\Phi_c$ can be easily obtained in practice (the larger temperature the larger $\Phi$-value) and reaction effects can be observed. To remove this contradiction is necessary to replace the mentioned set of BCs by another one i.e., (2), (4) and (5). Solution of the dead zone model completes solutions of the regular one. This result shows that the full description of the real process includes solutions of two different BVPs.

2 Methods

Well-known solutions of the linear reaction–diffusion problems ($n = 1$ or $n = 0$) are omitted in the given below considerations.

2.1 Solution of Eq. (1) with boundary conditions (2) and (3)

If $n \neq 1$ Polyanin and Zaitsev [13] propose the following first integral of Eq. (1) (some symbols in the original statement have been revised to fit the notation of the present work):

$$\left(\frac{dc}{dx}\right)^2 - \frac{2\Phi^2}{n+1} c^{n+1} = C_1$$  \hspace{1cm} (6)

The second boundary condition, Eq. (3), gives the following value of integration constant

$$C_1 = -\frac{2\Phi^2}{n+1} c_0^{n+1}$$  \hspace{1cm} (7)

c_0 = c(0) is reagent concentration in the pellet center; the way of its determination will be presented further.

Thus Eq. (6) becomes

$$\left(\frac{dc}{dx}\right)^2 = \frac{2\Phi^2}{n+1} (c^{n+1} - c_0^{n+1})$$  \hspace{1cm} (8)

At the assumption that
\[ u = \frac{c}{c_0} \tag{9} \]

Eq. (8) acquire the following form

\[ \left( \frac{du}{dx} \right)^2 = \frac{2b^2}{n+1} c_0^{n-1} (u^{n+1} - 1) \tag{10} \]

The complete description of the calculation procedure, it is reasonable to consider three following cases: \( n > -1 \), \( n = -1 \) and \( n < -1 \).

### 2.1.1 Case a \((n > -1)\)

When \( n > -1 \) and \( u > 1 \), so \( n + 1 > 0 \) and \( u^{n+1} > 1 \) and the right-hand-side terms of Eq. (10) are positive. The variables in Eq. (10) can be easily separated

\[ dx = \sqrt{\frac{n+1}{2b^2c_0^{n-1}}} \cdot \frac{du}{\sqrt{u^{n+1} - 1}} \tag{11} \]

Integration of this equation in the range of \((0...x)\) and of \((1...u)\) gives

\[ x = \sqrt{\frac{n+1}{2b^2c_0^{n-1}}} \cdot \int_{1}^{u} \frac{du}{\sqrt{u^{n+1} - 1}} \tag{12} \]

Using the Maple© CAS-type program, the integral in Eq. (12) can be expressed in terms of Gauss hypergeometric function as follows

\[ \int_{1}^{u} \frac{du}{\sqrt{u^{n+1} - 1}} = \frac{2}{1-n} \cdot u^{-\frac{3}{2}+\frac{1}{2}} \cdot \mathbb{F}\left( 1, 1 - \frac{1}{n+1}, \frac{3}{2}; 1; u^{-n} \right) \tag{13} \]

Combining Eqs. (12) and (13) and rearranging the result using linear transformation formulas given by Abramowitz and Stegun [14] (Chapter 15, paragraph 15.3: Linear Transformation Formulas) one can obtain

\[ x = \sqrt{\frac{2}{\phi^2(n+1)c_0^{n-1} \cdot u^{-\frac{3}{2}+\frac{1}{2}}} \cdot \mathbb{F}\left( 1, 1 - \frac{1}{n+1}, \frac{3}{2}; 1; u^{-n} \right)} \tag{14} \]

and next

\[ x = \frac{2}{\phi^2(n+1)c_0^{n-1}} \cdot \left( \frac{c}{c_0} \right)^{-n} \sqrt{\left( \frac{c}{c_0} \right)^{n+1} - 1} \cdot \mathbb{F}\left( 1, 1 - \frac{1}{n+1}, \frac{3}{2}; 1; \left( \frac{c}{c_0} \right)^{-n} \right) \tag{15} \]

Now, it is clear that hypergeometric function in Eq. (15) absolutely converges so long as \(-1 < n < 1\) and conditionally converges when \( n \geq 1 \) (condition of convergence ibid.).

For \( n \geq 1 \) Eq. (15) can be transformed using linear transformation formulas to the equivalent form with absolutely convergence of hypergeometric function viz.

\[ x = \sqrt{\frac{2}{\phi^2(n+1)c_0^{n-1}}} \cdot \left( \frac{c}{c_0} \right)^{\frac{n+1}{n+1}} \sqrt{\left( \frac{c}{c_0} \right)^{n+1} - 1} \cdot \mathbb{F}\left( 1, 1 - \frac{1}{n+1}, \frac{3}{2}; 1; \left( \frac{c}{c_0} \right)^{-n} \right) \tag{16} \]

Using Eqs. (8) and (15) one can write the following relationships for \( x = 1 \)

\[ \left. \frac{dc}{dx} \right|_{x=1} = \sqrt{\frac{2b^2}{n+1} c_0^{n+1} - c_0^{n+1}} \tag{17} \]

\[ 1 = \sqrt{\frac{2}{\phi^2(n+1)c_0^{n-1}}} \cdot \left( \frac{c}{c_0} \right)^{-n} \sqrt{\left( \frac{c}{c_0} \right)^{n+1} - 1} \cdot \mathbb{F}\left( 1, 1 - \frac{1}{n+1}, \frac{3}{2}; 1; \left( \frac{c}{c_0} \right)^{-n} \right) \tag{18} \]

where \( c_j = c(1) \) is reagent concentration on the pellet surface.

Combining the boundary condition (2) and Eq. (17) one can obtain

\[ \sqrt{\frac{2b^2}{n+1} c_0^{n+1} - c_0^{n+1}} = B_{10}(1 - c_j) \tag{19} \]

Solution of the equations set (18) and (19) gives the unknown values of \( c_0 = c(0) \) and \( c_j = c(1) \). The uniqueness of the obtained solutions will be discussed in the next section.

It is worth mentioning that on the basis of Eq. (10), the following formula for the effectiveness factor can be written:

\[ \eta = \frac{1}{\phi^2} \left. \frac{dc}{dx} \right|_{x=1} = \sqrt{\frac{2}{\phi^2(n+1)} \left( c_0^{n+1} - c_0^{n+1} \right)} \tag{20} \]

### 2.1.2 Case b \((n < -1)\)

When \( n < -1 \) and \( u > 1 \), then \( n + 1 < 0 \) and \( u^{n+1} < 1 \) and Eq. (10) can be rearranged into
\[
\frac{du}{dx} = \frac{2\Phi^2}{-(n+1)c_0^{n-1}} (1 - u^{n+1})
\]  
(21)

to omit complex values. Now, right-hand-side terms of Eq. (21) are positive. After separation of variables we obtain
\[
dx = \sqrt{-(n+1)/(2\Phi^2c_0^{n-1})} \cdot \frac{du}{\sqrt{1 - u^{n+1}}}
\]  
(22)

Integration of this equation in the range of \((0...x)\) and of \((1...u)\) gives
\[
x = \sqrt{-(n+1)/(2\Phi^2c_0^{n-1})} \cdot \int_1^u \frac{du}{\sqrt{1 - u^{n+1}}}
\]  
(23)

In this case
\[
\int \frac{du}{\sqrt{1 - u^{n+1}}} = u \cdot \, _2F_1\left(\frac{1}{2}, \frac{1}{n+1}; \frac{n+2}{n+1}; u^{n+1}\right)
\]  
(24)

It is clear that the form of integral (24) differs significantly from this given by Eq. (13).

Rewriting Eq. (24) with the use of linear transformation formulas (see case a) and combining the result with Eq. (23), we can obtain
\[
x = \sqrt{\frac{2}{\Phi^2 - \Phi^2(n+1)c_0^{n-1}}} \cdot \frac{c_i}{c_0} \sqrt{1 - \left(\frac{c_i}{c_0}\right)^{n+1}} \cdot _2F_1\left(\frac{1}{2}, \frac{1}{n+1}; \frac{n+2}{n+1}; \left(\frac{c_i}{c_0}\right)_{n+1}\right)
\]  
(25)

Now, one can easily prove that hypergeometric function in Eq. (25) absolutely converges so long as \(n < -1\).

Applying again the same procedure as presented above, one can obtain
\[
\frac{dc}{dx}\bigg|_{x=1} = \sqrt{\frac{2\Phi^2}{-(n+1)}} \sqrt{c_0^{n+1} - c_i^{n+1}}
\]  
(26)

\[
1 = \sqrt{\frac{2}{\Phi^2 - \Phi^2(n+1)c_0^{n-1}}} \cdot \frac{c_i}{c_0} \sqrt{1 - \left(\frac{c_i}{c_0}\right)^{n+1}} \cdot _2F_1\left(\frac{1}{2}, \frac{1}{n+1}; \frac{n+2}{n+1}; \left(\frac{c_i}{c_0}\right)_{n+1}\right)
\]  
(27)

Solution of the equations set (27) and (28) gives the unknown values of \(c_0 = c(0)\) and \(c_i = c(1)\). The effectiveness factor is given by Eq. (20).

### 2.1.3 Case c \((n = -1)\)

Finally, if \(n = -1\), the first integral of Eq. (1) is given by
\[
\frac{dc}{dx} = 2\Phi^2 \ln (c) = C_1
\]  
(29)

Applying again the same procedure as given above, one can obtain
\[
x = \frac{c_0}{\Phi} \sqrt{\frac{\pi}{2}} \text{erf} \left(\sqrt{\ln \left(\frac{c}{c_0}\right)}\right)
\]  
(30)

and
\[
\frac{dc}{dx}\bigg|_{x=1} = \sqrt{2\Phi^2 \ln \left(\frac{c_i}{c_0}\right)}
\]  
(31)

\[
1 = \frac{c_0}{\Phi} \sqrt{\frac{\pi}{2}} \text{erf} \left(\sqrt{\ln \left(\frac{c_i}{c_0}\right)}\right)
\]  
(32)

\[
\sqrt{2\Phi^2 \ln \left(\frac{c_i}{c_0}\right)} = B_{i \infty} (1 - c_i)
\]  
(33)

Solution of the equation set (32) and (33) gives the unknown values of \(c_0 = c(0)\) and \(c_i = c(1)\).

The effectiveness factor is given by the following equation
\[
\eta = \frac{1}{\Phi^2} \frac{dc}{dx}\bigg|_{x=1} = \sqrt{\frac{2}{\Phi^2} \ln \left(\frac{c_i}{c_0}\right)}
\]  
(34)

### 2.2 Solution of Eq. (1) with boundary conditions (2), (4) and additionally (5)

The first integral of Eq. (1) is given by Eq. (6)

#### 2.2.1 Case a \((n \neq -1)\)

Assuming that \(n \neq -1\), and using the conditions (4) and (5) for Eq. (6) one can obtain
\[
C_1 = 0
\]  
(35)

Thus Eq. (6) becomes
\[
\left( \frac{dc}{dx} \right)^2 = \frac{2\Phi^2}{n+1} c^{n+1} \tag{36}
\]

It is easy to see that the point given by the coordinate values \((\lambda = x_{d\lambda}, c = 0)\) for \(n < -1\) is singular, and this case will be considered separately, in the next point. If \(n > -1\), separation of variables gives

\[
dx = \sqrt{\frac{n+1}{2\Phi^2}} \cdot \frac{dc}{c^{n+1}} \tag{37}
\]

Integration of Eq. (36) in the range of \((x_{d\lambda}, \ldots \lambda)\) and of \((0 \ldots c)\) holds only for \(n < 1\) (otherwise, the right-hand side approaches infinity at \((x = x_{d\lambda}, c = 0)\). So, assuming \(1 > n \geq -1\), we can obtain

\[
x - x_{d\lambda} = \frac{2}{1-n} \sqrt{\frac{n+1}{2\Phi^2}} \cdot c^{\frac{1-n}{2}} \tag{38}
\]

The last equation can be easily rearranged into

\[
c = \left( \Phi \sqrt{\frac{1-n^2}{2(n+1)}} \right) \frac{1}{\frac{1-n}{2}} \left( x - x_{d\lambda} \right)^\frac{1-n}{2n} \tag{39}
\]

Using Eqs. (36) and (38) one can write relationships for \(x = 1\)

\[
\left. \frac{dc}{dx} \right|_{x=1} = \sqrt{\frac{2\Phi^2}{n+1} c_1^{n+1}} \tag{40}
\]

\[
\Phi(1-x_{d\lambda}) = \frac{2(n+1)}{(1-n)^2} c_1^{\frac{n+1}{2}} \tag{41}
\]

where \(c_1 = c(1)\) is reagent concentration on the pellet surface.

Combining the boundary condition given by Eq. (2) with Eq. (39), it follows

\[
\sqrt{\frac{2\Phi^2}{n+1} c_1^{n+1}} = B_{in}(1 - c_1) \tag{42}
\]

Solution of the Eq. (42) gives the value of \(c_1 = c(1)\). Substitution \(c_1\) into Eq. (41) allows the value of \(x_{d\lambda}\) to be obtained.

The effectiveness factor is given by

\[
\eta = \left. \frac{1}{\Phi^2} \frac{dc}{dx} \right|_{x=1} = \sqrt{\frac{2c_1^{n+1}}{\Phi^2(n+1)}} \tag{43}
\]

### 2.2.2 Case b \((n = -1)\)

If \(n = -1\), (cf. Equation 29)

\[
\left( \frac{dc}{dx} \right)^2 = 2\Phi^2 \ln(c) \tag{44}
\]

The point of the coordinates \((\lambda = x_{d\lambda}, c = 0)\) is singular, and this case will be analyzed in the next point.

Thus, the solution of the dead zone problem has physical meaning for \(-1 < n < 1\). It is consistent with the necessary conditions of the dead zone formation as presented by Andreev [15].

#### 2.3 Singularities for \(n \leq -1\)

The case of \(n \leq -1\) has to be considered separately.

If \(n < -1\), the right-hand side of Eq. (36) approaches infinity for \(x = x_{d\lambda}\). To find a solution, the assumptions of Picard’s theorem for the following equation should be examined

\[
\frac{dx}{dc} = \frac{1}{\sqrt{\frac{2\Phi^2}{n+1} c^{n+1}}} \tag{45}
\]

The assumptions are satisfied; then it follows that Eq. (45) has the unique solution. The solution is identically zero (trivial solution). It is easily to show that if \(n < -1\), left-hand side of Eq. (36) is non-negative and its right-hand side is non-positive, so the only solution is \(c = 0\). Analysis of Eq. (44) leads to the same conclusion. The practical aspect of the solution obtained will be discussed in next point.

#### 2.4 Notes

- All expressions which include hypergeometric Gauss function and imaginary error function (erf(x)) can be easily handled using some mathematical programs as Maple, Mathematica, Matlab, etc. The procedure of finding concentration profile in the pellet (written in Maple) is available as Supplementary Material. It is noteworthy that the whole procedure (excluding auxiliary commands) includes approximately 10 instructions; the procedure writing process does not require programming skills.
- The modern software is helpful both for finding and for analysis of a model, and it is also useful for its solving. The programs allow to handle the sophisticated analytical solutions in relatively simple way. We can easily obtain useful forms of the solutions (e.g., graphs or relationships between variables, parameters, etc.) and for this reason, it is not hard task to analyze the presented solutions.
- For selected values of \(n\), hypergeometric Gaussian function can be converted to algebraic or special functions. Cases \(n = 1\) and \(n = 0\) are presented in Results and discussion section as given below.
3 Results and discussion

3.1 Uniqueness of solutions

Problem of the solution uniqueness for the presented here model without external mass-transfer resistances ($B_{im} \to \infty$) was discussed earlier in details by Mehta and Aris [7]. The difference concerning the solution given in this paper consists in the fact that if negligible resistances are assumed, the value of $c_s = 1$, otherwise $c_s < 1$. For this reason, their argumentation is still valid, but there are some details that they are necessary to be additionally included. Let’s pay attention to the case a.

1. Simple inspection of Eq. (15) shows that it is of physical meaning if $c \geq c_0$, where equality occurs only when the reaction rate is infinitely slow.

2. Eq. (18) can be rearranged to

\[
\Phi = \left(\frac{2}{n+1}\right)^{\frac{1}{2}} \left(c_{s1}^{1-n} - c_{s0}^{1-n} c_0 \right) \frac{3}{2} F_1 \left(1, \frac{n}{n+1}; \frac{3}{2}; 1 - c_{s0}^{1-n} c_s^{n+1}\right)
\] (46)

3. if $0 \leq n < 1$, $\Phi$ decreases from finite value to zero as $c_0$ ranges from 0 to $c_s$

4. if $1 < n < 0$, $\Phi$ decreases non-monotonically from finite value to zero as $c_s$ ranges from 0 to $c_0$

5. if $1 < n < 0$, $\Phi$ decreases non-monotonically from finite value to zero as $c_s$ ranges from 0 to $c_0$

6. a relationship between $c_0$ and $c_s$ derived from Eqs. (18) and (19) can be written in the form (see also Supplementary Material)

\[
c_0 = \exp \left\{ - \ln (2) - 2 \ln (\Phi) + \ln \left[ \frac{2 \Phi^2 c_s^{n+1} - B_{im}^2 (1 - c_s)^2 (n+1)}{n+1} \right] \right\}
\] (47)

It shows that the relationship between $c_0$ and $c_s$ is unique and $c_0 \geq 0$

7. For fixed values of $\Phi$ and $B_{im}$ left hand side of Eq. (19) should be larger than or equal to zero. Thus, the value of $c_s \leq 1$. Equality occurs only when external mass-transfer resistances are assumed to be negligible.

Cases b and c can be analyzed analogously to the example given above.

3.2 Dead zone and critical value of Thiele modulus

In this section, the analysis of two related problems will be presented—critical value of Thiele modulus and complementarity of regular and dead zone models.

Critical Thiele modulus $\Phi_c$ is the $\Phi$-value for which concentration of reagent drops to zero at $x = 0$. At the assumption that $c_0$ approaches zero, in all considered solutions, given Eqs. (15), (16) and (25), the last term of hypergeometric function approaches one; hypergeometric function converges, and it can be expressed in terms of $\Gamma$-function (Abramowitz and Stegun [14], Chapter 15 paragraph 15.1, Special Values of the Argument).

If $n \geq 1$, we calculate $\Phi_c$ using Eq. (16) rearranged to the form

\[
\Phi_c = \lim_{c_s \to 0} \left( \frac{2}{n+1} \right)^{\frac{1}{2}} \left(c_{s1}^{1-n} - c_{s0}^{1-n} c_0 \right) \frac{3}{2} F_1 \left(1, \frac{n}{n+1}; \frac{3}{2}; 1 - c_{s0}^{1-n} c_s^{n+1}\right)
\] (46)  

Regular model is valid for any value of $\Phi$ while the dead zone model cannot be used as it has no solutions.

If $1 < n < 0$, it possible to calculate $\Phi_c$ using Eq. (46) (as the rearranged form of Eq. (15))

\[
\Phi_c = \lim_{c_s \to 0} \left( \frac{2}{n+1} \right)^{\frac{1}{2}} \left(c_{s1}^{1-n} - c_{s0}^{1-n} c_0 \right) \frac{3}{2} F_1 \left(1, \frac{n}{n+1}; \frac{3}{2}; 1 - c_{s0}^{1-n} c_s^{n+1}\right)
\] (49)

Note that $\Phi_c$ can be also obtained using dead zone model; for this, an assumption is needed that at the point of $\Phi = \Phi_c \cdots x_d = 0$. Then Eq. (41) becomes Eq. (49) (as it was presented by Garcia-Ochoa and Romero [16]).

If $1 < n < 0$, the value of $\Phi_c$ is finite, but it is reasonable to analyze two cases. The first one: if $0 \leq \Phi < 1$, for $\Phi \leq \Phi_c$ the regular model have unique solutions while...
is a difference. For \( \Phi_c \leq \Phi \leq \Phi_{\text{max}} \) exist two regular model solutions with physical meaning, one stable and one unstable. \( \Phi_{\text{max}} \) is here Thiele modulus value, for which lower and upper branch of dual solution become coincident; it is the maximum value of the right side of Eq. (46). The third solution can be obtained from dead zone model. Summarizing, in the limited range above \( \Phi_c \) exists multiple steady-state region, in which both regular and dead zone models have solutions with physical meaning. Continuity of the solutions is achieved as it is shown below.

One can easily show the identity of the regular- and dead zone model solutions at the point of \( \Phi = \Phi_c \). Equation (15) can be rearranged to

\[
\Phi = \left( \frac{2}{n + 1} \right) \left( c^{1-n} - c^{-2n} c_0^{n+1} \right) ^{\frac{1}{2}} F_1 \left( 1, \frac{n}{n + 1}, \frac{3}{2}; 1 - c^{n-1} c_0^{n+1} \right)
\]

if \( c_0 \) approaches zero, the above equation simplifies to

\[
\Phi = \left( \frac{2}{n + 1} \right) \left( c^{1-n} \right) ^{\frac{1}{2}} F_1 \left( 1, \frac{n}{n + 1}, \frac{3}{2}; 1 \right) = \left( \frac{2}{n + 1} \right) \left( c^{1-n} \right) ^{\frac{1}{2}} \left( \frac{1 + n}{1 - n} \right)
\]

Calculation of \( c \) is given by Eq. (39). So, we have equality of derivatives what leads to the conclusion that regular and dead zone model are complementary.

If \( n < -1 \), we calculate \( \Phi_c \) using rearranged form of Eq. (25)

\[
\Phi_c = \lim_{c_0 \to 0} \left[ \left( \frac{-2}{n + 1} \right) \left( c_0^{-2n} c_0^{-3(n+1)} \right) \right] ^{\frac{1}{2}} F_1 \left( 1, \frac{1}{2}, \frac{3}{2}; 1 - c_0^{n+1} c_0^{-n-1} \right) = 0
\]

If \( n = -1 \), we can calculate the value of \( \Phi_c \) using rearranged form of Eq. (30)

\[
\Phi_c = \lim_{c_0 \to 0} \left[ c_0 \sqrt{\frac{\pi}{2}} \text{erf} \left( \sqrt{\ln \left( \frac{c}{c_0} \right)} \right) \right] = 0
\]

As it follows from the two last equations, the value of \( \Phi_c = 0 \), and it is a distinct difference in respect to the previously discussed case of \( -1 < n < 0 \). As a result, the region of unique solution of regular model for \( \Phi < \Phi_c \) vanishes. Moreover, the results of the dead zone model analysis (see the section Singularities for \( n \leq -1 \)) suggest that the dead zone extends over the entire space inside the catalyst independently of \( \Phi \)-value, and the reaction occurs on the pellet surface only. Concentration profiles obtained for small values of \( \Phi \) confirm this interpretation (see results available as Supplementary Material). Thus, if the dead zone extends over the entire space inside the catalyst, the process can be analyzed qualitatively rather than quantitatively using dead zone model.

### 3.2.2 Case b (n = 1)

If \( n = 1 \), the regular model becomes linear and it has the unique solution for any Thiele modulus value given by Eq. (15). \( c_0 \) is always greater than 0, thus dead zone is not formed, \( \Phi_c \) approaches infinity. This case was many times discussed in the literature.

### 3.2.3 Case c (0 < n < 1)

If \( 0 < n < 1 \), the regular model can be applied for \( \Phi \leq \Phi_c \); for larger \( \Phi \) the dead zone model should be used. The unique

![Fig. 1 Effectiveness factor versus Thiele modulus for case c](image-url)
solutions are given by Eq. (15) and Eq. (39), respectively. Critical value of Thiele modulus is given by (49). Typical results for different \( n \) and \( \text{Bi}_{m} \rightarrow \infty \) are presented in Fig. 1.

The shape of the presented curves is well known in the literature, but each curve consists of two parts: (1) solid line which corresponds to regular model solution for \( \Phi \leq \Phi_{c} \) and (2) dashed line which corresponds to solution of dead zone model for \( \Phi \geq \Phi_{c} \). The solutions are complementary, each curve is smooth. From the figure, it is clear that: (1) the smaller \( n \) the larger \( \eta \) and the smaller \( \Phi_{c} \); (2) the smaller \( \text{Bi}_{m} \) the smaller \( \eta \), and the smaller \( \Phi_{c} \).

The relationship between critical Thiele modulus value and external mass-transfer resistances is presented in Fig. 2. If external mass-transfer resistances increase, the value of critical Thiele modulus decreases; dependence is clearly nonlinear one.

The value of \( x_{dz} \) coordinate characterizes a size of dead zone inside the pellet. In Fig. 3, the dependence of dead zone size on external mass-transfer resistance is presented. For \( \Phi \geq \Phi_{c} \) and for any mass-transfer resistances, the value of \( x_{dz} \) grows with increasing \( \Phi \) first rapidly and then slowly.

The relationships presented in Figs. 2 and 3 are viewed also for cases d–g.

### 3.2.4 Case d \((n = 0)\)

If \( n = 0 \), the regular model becomes linear and it has the unique solution for \( \Phi \leq \Phi_{c} \). The dead zone model also becomes linear, and it has the unique solution for \( \Phi \geq \Phi_{c} \). The solution (55) was many times presented in textbooks.

\[
c = 1 - \frac{1}{2} \Phi^2 \left( 1 + \frac{2}{\text{Bi}_{m}} - x^2 \right)
\]  
(55)

### 3.2.5 Case e \((-1<n<0)\)

If \(-1<n<0\), the unique solutions exist for \( 0 < \Phi < \Phi_{c} \) (the regular model should be used) and for \( \Phi > \Phi_{\text{max}} \) (the dead zone model should be used). The results are presented in Fig. 4. For \( \Phi_{c} \leq \Phi \leq \Phi_{\text{max}} \) the multiple solutions exist. In this region, two solutions (stable and unstable) can be obtained from the regular model and one stable solution from dead zone model. \( \Phi_{\text{max}} \) is Thiele modulus value, for which lower and upper branch of dual solution become coincident. In this case, the existing opinion that for \( \Phi > \Phi_{c} \) the regular model is usefulness seems not be true. The smaller \( n \) the larger multiple solutions region and the zone moves toward \( \Phi = 0 \). With the increase in \( \text{Bi}_{m} \), \( \Phi_{c} \) and
Φmax values decrease and multiple solutions zone moves toward Φ = 0.

3.2.6 Case f (n = −1)

Although mathematical formulas for n = −1 and for n < −1 significantly differ one to another, the properties of the solution are the same and will be presented below.

3.2.7 Case g (n < −1)

If n < −1, the multiple solutions region exist for 0 < Φ ≤ Φmax (Φc → 0). In this region, the regular model gives two solutions (stable and unstable). The results are presented in Fig. 5. Analysis of the dead zone model and asymptotic behavior of regular model show that the dead zone extends over the entire space inside the catalyst and the reaction occurs on the pellet surface only. The smaller n, the narrower multiple solutions zone (Φmax decreases) and multiple steady-state region moves toward Φ = 0. If Bi_m increases, Φmax decreases.

In Fig. 6, all types of solutions (including n ≥ 1) obtained for simple diffusion–reaction problem are presented. The shapes of curves are the same as presented in Aris’ textbook. In multiple steady-state region, the upper branch gives the solution of dead zone model. One can easily observe that the smaller value of exponent n, the larger value of effectiveness factor for the same Φ.

The solution of the presented diffusion–reaction problem can be found for any set of values of process parameters (n, Φ, Bi_m) what concurs with the results of experiments presented in the literature and also with intuition. It means that the dead zone model and the regular model complement one another and both models should be considered in process modeling. Significant errors may occur if dead zone model is not taken into account.

4 Experiment

To establish correctness of considerations presented, the necessary experiments were conducted. Previously made investigations [17] show that a propene hydrogenation reaction can be described by the model discussed in the earlier sections. The experimental reaction rate corresponds to the Case c described in Sect. 3. In this case, the regular model is valid, if Thiele modulus value is smaller than its critical value, otherwise, the dead zone model is valid. Operating conditions were intentionally and consciously selected to maximize likelihood of formation of dead zone inside the pellet (the correctness of the regular model is beyond doubt, only dead zone conception and its model require experimental verification).

A short description of experiment method is presented below.

The propene hydrogenation reaction was carried out in tubular reactor (Microactivity-Efficient Unit, manufacturer: Process Integral Development Eng&Tech, Madrid, Spain) on heterogeneous nickel catalyst (type of KUB-3, manufacturer: New Chemical Syntheses Institute, Catalyst Department, Pulawy, Poland). Nickel catalyst was activated in accordance with the manufacturer’s instructions. Post-reaction mixtures were analyzed with gas chromatograph (CALIDUS™ 101 Gas Chromatograph, manufacturer: Falcon Analytical, Lewisburg, WV, USA).

The system was flushed for 30 min with a constant flow of hydrogen until a stable right temperature and pressure were obtained. Next, flow of propylene was started.
Reaction was carried out for circa 1 h until the stable temperature inside the tubular reactor was reached. The relatively long time was taken to ensure that the steady-state conditions were reached. Next, the reaction mixture was analyzed.

The earlier experiment resulted in the following kinetic equation (the parameter values are rounded-off; the experimental values with confidence intervals and other details were published by Szukiewicz et al. [17]):

\[ r_p = 44400p_p^{0.5}e^{-\frac{26500}{R T}} \text{[mol/(m}^3\text{s)]} \]  
(56)

where \( r_p \) is rate of reaction with respect to propylene, \( p_p \) is partial pressure of propylene, \( R \) is gas constant, and, \( T \) is temperature.

It is easily to observe that for isothermal conditions the equation met requirements of the model under consideration.

Main investigations were conducted in a slab catalyst (the single pellet). There were carried out two experiments:

1. Catalyst pellet prepared as disk with diameter of 4.7 mm and thickness of 0.5 mm.
2. Catalyst pellet prepared as disk with diameter of 4.9 mm and thickness of 0.35 mm.

Operating conditions are presented in Table 1.

Results obtained are presented in Table 2 and in Table 3 as well as in Fig. 7. \( \eta_{\text{exp}} \) was calculated by comparing of Thiele \( \Phi \) and Weisz modulus \( \Phi_w \) values. Mass-transfer coefficient, necessary for calculating the Biot number was taken from recommended in Perry’s handbook [18] relation (Table 5-17).

\[ Sh = 0.664 \cdot \text{Re}^{1/2} \cdot \text{Sc}^{1/3} \]  
(57)

The reaction order with respect to propylene is equal to 0.5. It indicates that the concentration profile is given by Eq. (16) if dead zone inside the pellet does not exist or by Eq. (39) in the opposite case. Evaluated critical Thiele modulus value \( \Phi_c \approx 3.4 \) (Eq. 49) clearly indicates that for the considered case dead zone in the pellet exists. As a consequence, experimental value of effectiveness factor was compared with those obtained from Eq. (43).

The coincidence of observed results with the theoretical results was very close in both experiments. Calculated from the model effectiveness factor values varies from experimental ones more than 10% for only 5 of 40 measurements while average errors for the first and second

### Table 1 Reactor operating conditions

| Pressure, Pa | 1.2×10⁵ |
| Hydrogen flow rate, cm³ min⁻¹ | 30 |
| Temperature of the catalyst bed, °C | 50–80 |
| Propylene flow rate, cm³ min⁻¹ | 4.0–7.5 |

### Table 2 Results of experiment E1

| No. | \( p_p \) [Pa] | \( T \) [K] | \( \Phi \) [-] | \( B_{\text{im}} \) [-] | \( \Phi_w \) [-] | \( \eta_{\text{exp}} \) [-] | \( \eta_{\text{eq}} \) [-] | Rel. error [-] | \( x_{dz} \) [-] |
|-----|----------------|-----------|-------------|----------------|-------------|----------------|---------------|----------------|----------------|
| E1-1 | 14,400 | 393 | 7.59 | 143.8 | 7.53 | 0.131 | 0.145 | −10.1 | 0.550 |
| E1-2 | 14,400 | 403 | 8.59 | 140.8 | 8.71 | 0.118 | 0.128 | −7.5 | 0.604 |
| E1-3 | 14,400 | 413 | 9.49 | 132.9 | 9.58 | 0.106 | 0.115 | −7.1 | 0.642 |
| E1-4 | 14,400 | 423 | 10.32 | 123.1 | 10.21 | 0.096 | 0.104 | −8.0 | 0.672 |
| E1-5 | 16,800 | 393 | 7.30 | 153.7 | 7.47 | 0.140 | 0.152 | −7.7 | 0.532 |
| E1-6 | 16,800 | 403 | 8.26 | 150.6 | 8.66 | 0.127 | 0.133 | −4.9 | 0.587 |
| E1-7 | 16,800 | 413 | 9.13 | 142.1 | 9.50 | 0.114 | 0.120 | −4.9 | 0.628 |
| E1-8 | 16,800 | 423 | 9.93 | 131.7 | 10.11 | 0.103 | 0.109 | −6.0 | 0.658 |
| E1-9 | 19,200 | 393 | 7.06 | 163.5 | 7.43 | 0.149 | 0.158 | −5.5 | 0.515 |
| E1-10 | 19,200 | 403 | 7.99 | 160.2 | 8.61 | 0.135 | 0.138 | −2.6 | 0.573 |
| E1-11 | 19,200 | 413 | 8.83 | 151.2 | 9.41 | 0.121 | 0.124 | −3.0 | 0.614 |
| E1-12 | 19,200 | 423 | 9.60 | 140.0 | 10.05 | 0.109 | 0.113 | −4.0 | 0.646 |
| E1-13 | 21,600 | 393 | 6.86 | 173.3 | 7.42 | 0.158 | 0.163 | −3.1 | 0.500 |
| E1-14 | 21,600 | 403 | 7.76 | 169.7 | 8.55 | 0.142 | 0.143 | −0.8 | 0.559 |
| E1-15 | 21,600 | 413 | 8.58 | 160.2 | 9.34 | 0.127 | 0.129 | −1.3 | 0.602 |
| E1-16 | 21,600 | 423 | 9.32 | 148.4 | 10.02 | 0.115 | 0.117 | −1.8 | 0.635 |
| E1-17 | 24,000 | 393 | 6.68 | 182.9 | 7.35 | 0.165 | 0.168 | −1.6 | 0.487 |
| E1-18 | 24,000 | 403 | 7.56 | 179.1 | 8.46 | 0.148 | 0.147 | 0.5 | 0.547 |
| E1-19 | 24,000 | 413 | 8.35 | 169.1 | 9.24 | 0.132 | 0.133 | 0.0 | 0.591 |
| E1-20 | 24,000 | 423 | 9.08 | 156.6 | 10.03 | 0.122 | 0.121 | 0.5 | 0.625 |
experiment are 4% and 6%, respectively. It unambiguously confirms that conception of dead zone that arise spontaneously as a result of a fast reaction run is correct. In the region under consideration, i.e., reaction order is fractional and positive, existence and uniqueness of the presented above solutions indicate on formation of a dead zone in the pellet center despite the fact that in this area, the catalyst is active. A problem of dead zone formation is important from theoretical point of view—more difficult free boundary value problem has to be considered instead of much simpler regular boundary value problem. The problem is important also from practical point of view. Since the last columns of Tables 2 and 3 indicate the dead zone envelopes between 30 and 50% of the pellet volume, so non-productive part of the pellet is remarkable—the dead zone phenomenon has to be taken into account when determining operating condition for catalytic reactor or bioreactor.

5 Conclusions

On the basis of presented analysis the following conclusions can be drawn:

- Analytical solution of the diffusion–reaction problem under consideration (single irreversible isothermal reaction with power-law-type kinetic equation) can be found for any set of process parameters \(n, \Phi, Bim\) only if both models regular and dead zone are taken into consideration; the conclusion concurs with presented in the literature results of experiments and also with intuition.
- If concentration of a reagent in the pellet center drops to zero, the modification of boundary conditions must be included; otherwise, results of modeling be falsified. This is the most important conclusion. Its practical aspect is presented below.

Table 3 Results of experiment E2

| No. | \(p_p\) [Pa] | \(T\) [K] | \(\Phi\) | Bi_m | \(\Phi_w\) | \(\eta_{\text{exp}}\) | \(\eta_{\text{Eq}(43)}\) | Rel. error | \(x_{dz}\) [-] |
|-----|----------------|---------|--------|-------|---------|-----------------|-----------------|-----------|--------|
| E2-1 | 14,400 | 393 | 5.31 | 120.3 | 5.69 | 0.202 | 0.209 | -3.7 | 0.356 |
| E2-2 | 14,400 | 403 | 6.01 | 117.8 | 6.21 | 0.172 | 0.184 | -6.5 | 0.432 |
| E2-3 | 14,400 | 413 | 6.64 | 111.2 | 6.51 | 0.147 | 0.165 | -10.8 | 0.487 |
| E2-4 | 14,400 | 423 | 7.22 | 103.0 | 6.65 | 0.128 | 0.151 | -15.3 | 0.530 |
| E2-5 | 16,800 | 393 | 5.11 | 128.6 | 5.73 | 0.219 | 0.218 | -0.4 | 0.330 |
| E2-6 | 16,800 | 403 | 5.78 | 126.0 | 6.21 | 0.186 | 0.192 | -3.3 | 0.409 |
| E2-7 | 16,800 | 413 | 6.39 | 118.9 | 6.49 | 0.159 | 0.173 | -7.9 | 0.466 |
| E2-8 | 16,800 | 423 | 6.95 | 110.1 | 6.64 | 0.137 | 0.157 | -12.7 | 0.510 |
| E2-9 | 19,200 | 393 | 4.94 | 136.8 | 5.75 | 0.235 | 0.226 | 3.9 | 0.306 |
| E2-10 | 19,200 | 403 | 5.59 | 134.0 | 6.21 | 0.199 | 0.199 | -0.3 | 0.388 |
| E2-11 | 19,200 | 413 | 6.18 | 126.5 | 6.49 | 0.170 | 0.179 | -5.3 | 0.447 |
| E2-12 | 19,200 | 423 | 6.72 | 117.2 | 6.65 | 0.147 | 0.164 | -10.1 | 0.493 |
| E2-13 | 21,600 | 393 | 4.80 | 145.0 | 5.77 | 0.250 | 0.234 | 7.0 | 0.285 |
| E2-14 | 21,600 | 403 | 5.43 | 142.0 | 6.22 | 0.211 | 0.206 | 2.5 | 0.369 |
| E2-15 | 21,600 | 413 | 6.00 | 134.0 | 6.50 | 0.180 | 0.185 | -2.6 | 0.430 |
| E2-16 | 21,600 | 423 | 6.53 | 124.1 | 6.66 | 0.156 | 0.169 | -7.5 | 0.477 |
| E2-17 | 24,000 | 393 | 4.68 | 153.0 | 5.78 | 0.264 | 0.241 | 9.9 | 0.265 |
| E2-18 | 24,000 | 403 | 5.29 | 149.9 | 6.23 | 0.223 | 0.212 | 5.1 | 0.352 |
| E2-19 | 24,000 | 413 | 5.85 | 141.4 | 6.52 | 0.191 | 0.191 | 0.1 | 0.414 |
| E2-20 | 24,000 | 423 | 6.36 | 131.0 | 6.72 | 0.166 | 0.174 | -4.6 | 0.463 |

Fig. 7 Comparison between experiment and analytical solution
The dead zone and regular models complement one another and both models should be considered; solutions are smooth and continuous. Existence and complementarity of the analytical solutions prove the correctness of the approach based on two models. The solutions of the models are unique and complementary, and furthermore, they were confirmed experimentally, what follows that the dead zone presence inside a catalyst pellet or inside a biofilm requires consideration of free boundary value problem.

External mass-transfer resistances have to be generally taken into account because as it was proved in this paper, they have crucial role in the formation and position of the dead zone.

If $n \geq 1$ then the regular model gives the unique solution to any Thiele modulus value.

If $0 \leq n < 1$ then the regular model can be applied for $\Phi \leq \Phi_{c}$ for larger $\Phi$ the dead zone model should be used.

If $-1 < n < 0$ then the unique solution exists for $0 < \Phi \leq \Phi_{c}$ (the regular model should be used) and for $\Phi > \Phi_{\text{max}}$ (the dead zone model should be used). For $\Phi_{c} \leq \Phi \leq \Phi_{\text{max}}$ the multiple solutions exist. In this region, two solutions (stable and unstable) can be obtained from the regular model and one solution (stable) from the dead zone model.

If $n \leq -1$, then the multiple solutions exist for $0 < \Phi \leq \Phi_{\text{max}}$ ($\Phi_{c} \rightarrow 0$). In this region, two solutions (stable and unstable) one can obtain from the regular model. In this case, the dead zone extends over the entire space inside the catalyst and the reaction occurs on the pellet surface only.

For a power-law type of kinetic equation (and for other types for which the concentration in the center of the pellet drops to zero i.e., the dead zone appears), it is necessary to use a model with modified boundary conditions (dead zone model).

The significance of the results presented here goes beyond this particular example. To the best of my knowledge, it is the only process for which analytical solution of BVP is available, and it therefore was selected to research. Irreversible, isothermal, one component reaction with power-law kinetic equation running on the slab catalyst pellet is the simplest nonlinear case. Its correct mathematical description requires application of regular model, dead zone model or both in dependence on dead zone existence i.e., a set of model parameters values. If concentration of a reagent in the pellet center drops to zero, the modification of boundary conditions must be considered (the problem becomes free boundary problem). Additionally, if irregular phenomena have to be considered for the simplest case, the same or more complex behavior will appear for more sophisticated cases. Since correctness of the conception of two complementary models that describe the problem was confirmed by experiment, the dead zone phenomenon has to be taken into account when determining operating condition for catalytic reactor or bioreactor. When significant effort is put into producing more active and more selective catalysts, formation of non-productive part of the pellet can reduce effects obtained in the laboratory. The reduction can be especially noticeable in large-scale processes.
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