The effect of in-plane magnetic field and applied strain in quantum spin Hall systems: application to InAs/GaSb quantum wells
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Motivated by the recent discovery of quantized spin Hall effect in InAs/GaSb quantum wells\textsuperscript{11,14}, we theoretically study the effects of in-plane magnetic field and strain effect to the quantization of charge conductance by using Landauer-Butikker formalism. Our theory predicts a robustness of the conductance quantization against the magnetic field up to a very high field of 20 tesla. We use a disordered hopping term to model the strain and show that the strain may help the quantization of the conductance. Relevance to the experiments will be discussed.

I. INTRODUCTION

A great deal of interest has been drawn to the discovery of quantum spin Hall (QSH) insulators, which were later identified as two dimensional (2D) time-reversal invariant topological insulators\textsuperscript{1,2}. A topological insulator possesses a finite energy gap in bulk, whose low energy physics is characterized by topologically robust gapless (spin polarized) states at the edge (surface). Initially, such an exotic state was proposed in graphene\textsuperscript{3}, in which spin-orbit coupling is expected to open an energy gap in bulk and gives rise to counter-propagating gapless states at the edge. However, the spin-orbit coupling in graphene is too weak to induce an observable gap in experiment. The first realistic QSH insulator was theoretically proposed by Bernevig et al.\textsuperscript{4} in a semiconductor CdTe/HgTe/CdTe quantum well (QW), and was confirmed in edge transport experiments\textsuperscript{5}. The second example for QSH insulator is the type II InAs/GaSb QW proposed by Liu et al.\textsuperscript{6}, which has been confirmed in experiments\textsuperscript{7-10}.

It is interesting that highly quantized longitudinal conductance plateau has been observed in lightly Si-doped InAs/GaSb QWs\textsuperscript{11}. Such a highly quantized conductance induced by dilute Si-dopants was theoretically investigated by Xu et al.\textsuperscript{12}. In their theory, a single Si dopant serves as a donor or acceptor and introduces a bound state inside the bulk energy gap, similar to a hydrogen-like bound state in a conventional semiconductor. Their calculations show that the dilute Si-dopants are very efficient to induce in-gap localized states.

Although the QSH system is considered to be protected by time-reversal symmetry, the edge states in InAs/GaSb QWs are quite robust against an in-plane magnetic field up to 10 tesla\textsuperscript{11,12} and even higher\textsuperscript{13}. Theoretically, the perpendicular magnetic field effects were studied in the context of HgTe QWs at first. It was demonstrated that HgTe QWs will undergo a QSH to quantum Hall (QH) transition as the perpendicular magnetic field increases, which is controlled by the band inversion\textsuperscript{15-17}. It was also found that weak disorders will destroy the conductance plateau in the presence of a perpendicular magnetic field\textsuperscript{18}. Theoretical studies on perpendicular magnetic field effects were carried out for InAs/GaSb QWs as well\textsuperscript{19,20}. However, the robustness of edge state against the in-plane magnetic field is not well understood.

In this paper, we shall study the in-plane magnetic field effect in InAs/GaSb QWs. At first sight, the in-plane magnetic field will result in Zeeman splitting only and will not give rise to orbital effect in such a 2D system. Nevertheless, it is not true. Because of the finite thickness of the InAs/GaSb interface, the orbital effect will dominate over Zeeman effect despite the large value of Landé g-factor (as large as 10) in the system\textsuperscript{21}. Considering a finite spatial separation of the electron layer in InAs and the hole layer in GaSb, we can model the InAs/GaSb QW as a bilayer system. Thus, the magnetic flux penetrating between the two layers is nonzero and will naturally give rise to orbital effect. We shall study how such orbital effect will modify the QSH system.

Moreover, the wide plateau in the quantized longitudinal conductance has also been observed in strained samples of InAs/GaSb QWs in the absence of Si-dopant\textsuperscript{22}. It is reasonable to assume that the wide plateau in the quantized conductance in the QSH system is associated with the in-gap localized states, similar to the case in QH effect. In the previous theoretical studies, numerical calculation\textsuperscript{23} showed that strong Anderson disorder in HgTe QWs may drive an ordinary insulating state into a topologically non-trivial state, which is called topological Anderson insulator (TAI). This finding was confirmed by independent numerical simulations\textsuperscript{24}, and may be understood within the self-consistent Born approximation\textsuperscript{25}. Anderson type bond disorders were also investigated in QSH systems\textsuperscript{26}. However, previous theories have not explained the wide plateau of the quantized conductance in the presence of applied strain. This motivates us to study strain effect in InAs/GaSb QWs.

The rest of this paper is organized as follows. In Section II, we introduce an effective tight-binding model for InAs/GaSb QWs and consider two types of disorders. The formalism to calculate the longitudinal conductance and density of states (DOS) is introduced as well. In Section III, we utilize a bilayer model to study in-plane magnetic field in InAs/GaSb QWs and focus on the robustness of helical edge states. In Section IV, we use a bond disorder to model the strain effect and study the in-gap localized states of the model. Finally, we give a brief conclusion in Section V.
We begin with a pure system of bulk InAs/GaSb quantum wells in the absence of either external magnetic field or applied strain. Such a system can be well described by the effective BHZ model\(^\text{27}\), which involves four relevant orbital states \(\{E+, |E-, H+, H-\}\), where \(E\) and \(H\) label electron and hole states, respectively and \(\pm\) denote pseudo-spins. The \(\vec{k} \cdot \vec{p}\) Hamiltonian\(^\text{16}\) for the effective BHZ model can be rewritten as a tight-binding model on a square lattice as follows\(^\text{14}\),

\[
\mathcal{H}_0 = \sum_{i \sigma} V_{i \sigma} c_i^{\dagger} c_i^{\sigma} + \sum_{i \tau \sigma \alpha} t_{\tau \sigma \alpha} c_i^{\dagger} c_{i+\tau \sigma \alpha} \tag{1}
\]

where \(i\) is the site index, \(\tau = \pm \hat{x}, \pm \hat{y}\) are the four unit vectors of nearest neighbor bonds, \(\sigma = \pm\) denotes the pseudo-spin, and \(\alpha, \beta = E, H\) denotes the orbital.

Since the pseudo-spin \(\sigma\) is conserved in a magnetic field \(\mathcal{H}_0\), the \(4 \times 4\) matrices in Eq. (1) can be block diagonalized into two \(2 \times 2\) matrices. For a given \(\sigma\), in the sub-Hilbert space spanned by \(\{|E\sigma\}, |H\sigma\\}\), \(V_{i \sigma}\) is a diagonal matrix

\[
V_{\sigma} = \begin{pmatrix} C - 4D + M - 4B & 0 \\ 0 & C - 4D - M + 4B \end{pmatrix} \tag{2}
\]

and \(t_{\tau \sigma \alpha}\) is given by the following matrix form

\[
\begin{align*}
\tau = \hat{x}, \sigma & = \pm, \alpha = \pm & t^{\tau \pm \sigma} &= \begin{pmatrix} D + B & \mp i \sigma A/2 \\ \mp i \sigma A/2 & D - B \end{pmatrix} \\
\tau = \hat{y}, \sigma & = \pm, \alpha = \pm & t^{\tau \pm \sigma} &= \begin{pmatrix} D + B & \pm A/2 \\ \pm A/2 & D - B \end{pmatrix} \tag{3}
\end{align*}
\]

where \(A, B, C, D\) and \(M\) are parameters, which determine the low energy band structure and will be given below. As discussed in Ref.\(^\text{14}\), although the lattice constant in InAs/GaSb is about 0.6 nm, we can choose a different lattice constant in the tight-binding model by properly choosing parameters \(A, B, C, D\) and \(M\), since it is an effective model derived from the \(\vec{k} \cdot \vec{p}\) Hamiltonian. Following Ref.\(^\text{14}\), we set the lattice constant as \(a = 2\) nm and choose \(A = 0.0185 eV, B = -0.165 eV, C = 0, D = -0.0145 eV\) and \(M = -0.0078 eV\), where the terms representing bulk inversion asymmetry and structure inversion asymmetry have been neglected in \(\mathcal{H}_0\). Note that the condition \(0 < M/2B < 2\) guarantees that the system is in the topological insulating phase according to the Fu-Kane criterion\(^\text{31}\).

To study conductance and the quantized plateau, we should consider disorders in the system. In this paper, we shall consider two types of disorders. The first one is that caused by impure atoms, for instance, Si-dopant at the interface. We shall model this type of disorder using on-site impurities as follows,

\[
\mathcal{H}_{\text{site-imp}} = \sum_{i \alpha \sigma} W_i c_i^{\dagger} c_i^{\alpha \sigma} \tag{4}
\]

where the on-site potential \(W_i\) is randomly distributed within a range of \((W_{\text{min}}, W_{\text{max}})\). We shall discuss how to choose \(W_i\) in Section III.

The second type of disorder is the bond disorder. The InAs/GaSb quantum well is made of different crystal lattices, and we are interested in electrons and holes near the interface. Lattice mismatch at the interface will give rise to inherent inhomogeneity, say, lattice distortion, and stress will enhance such distortion. So we have to consider such inhomogeneity when the strain is applied to the system. The lattice distortion will be non-uniform even though the system is clean itself, as shown in Fig. 1. We model the inhomogeneous effect by bond disorder as follows,

\[
\mathcal{H}_{\text{bond-imp}} = \sum_{i \sigma \alpha \beta} \Delta t^{i, \sigma \alpha \beta} c_i^{\dagger} c_{i+\tau \sigma \alpha} \tag{5}
\]

where the correction to the hopping integral \(\Delta t^{i, \sigma \alpha \beta}\) distributes randomly within a range, which will be discussed in details in Section IV.

In order to study transport and localization, we will calculate density of states (DOS) \(\rho\) and longitudinal conductance \(G_{xx}\) as a function of chemical potential using the recursive Green’s function method\(^\text{29}\) and Landauer-Büttiker-Fisher-Lee formula\(^\text{30}\) as in Ref.\(^\text{14}\). We consider a sample geometry consisting of \(L_x \times L_y\) rectangular region and two semi-infinite doped metallic leads connected to the rectangle along the \(x\) direction. (To avoid redundant scattering from mismatched interfaces between the leads and the devices, we attach two clean and doped InAs/GaSb leads as the source and drain leads.) This setup allows us to study DOS and the transport coefficients with both open boundary condition (OBC) and periodic boundary condition (PBC) along the \(y\) direction, namely, PBC can be used to study bulk states and OBC can be used to study edge state transport.

For both PBC and OBC, the DOS can be calculated by using the Green’s function \(\mathcal{G}\),

\[
\rho = -\frac{1}{\pi L_x L_y} \text{Im} \sum_{i = 1}^{L_x} \text{Tr} \mathcal{G}_{ii} \tag{6}
\]

where \(\mathcal{G}_{ii}\) is the Green’s function of the \(i\)-th site along the \(x\)-direction, which can be evaluated by a recursive method\(^\text{29}\).
For a generic system with the device and multiple connected terminals (leads), with the help of Landauer-Büttiker formula, the transmission coefficients between terminal p and q are a matrix,

$$T_{pq} = \text{Tr} \left[ \Gamma_p G_{pq} \Gamma_q \right],$$  \hspace{1cm} (7)

where $\Gamma_p$ is calculated via $\Gamma_p = i [\Sigma_{p} - \Sigma_{p}^\dagger]$, and $\Sigma_{p}^\dagger$ is the self-energy for lead $p$. The Green’s function $G_{pq}$ between lead $p$ and $q$ is defined as follows,

$$G_{pq} = \frac{1}{E I - H_0 - \Sigma_{p} - \Sigma_{q}},$$  \hspace{1cm} (8)

where $I$ is the unit matrix, and $H_{imp}$ can be chosen as $H_{site-imp}$ or $H_{bond-imp}$ or their combination. To measure the longitudinal conductance, we only use two terminals in the above setup, say, $p, q = 1, 2$. Thus the longitudinal conductance $G_{xx}$ can be written as

$$G_{xx} = \frac{2e^2}{h} T_{12}. $$  \hspace{1cm} (9)

It is worth noting that we can use similar setup with four terminals, say, two more leads connected to the two $y$-edges, to measure the transverse conductance $G_{xy}$ too.

In the next sections, we shall study the effect of an external in-plane magnetic field as well as an applied strain to the transport properties.

III. IN-PLANE MAGNETIC FIELD EFFECT

In general, a magnetic field will affect an electronic system in two ways. One is orbital effect and the other is the Zeeman splitting. The effect of a perpendicular magnetic field has been studied in both HgTe and InAs/GaSb quantum wells. In both cases, the perpendicular magnetic field will open an energy gap for the edge state at $\Gamma$ point. To estimate this, one can choose the magnetic field $B_\perp = 1T$. For HgTe quantum wells, the effective g-factor is $g_{eff} \approx 20^{27,34}$, then the gap induced by orbital effect is about 3meV, while the Zeeman effect is about 0.3meV. It means that the orbital effect will dominate over the Zeeman splitting, and the later can be neglected in the analysis. For InAs/GaSb quantum wells, $g_{eff} \approx 10^{33,35}$, the orbital effect will still dominate in the presence of a perpendicular magnetic field.

In the absence of external magnetic field, there are helical edge states. Both left-going and right-going channels will contribute to the quantized longitudinal conductance, resulting in $G_{xx} = 2e^2/h$. When the perpendicular magnetic field is strong enough, the left-going (or right-going) branch will merge with the bulk states, and the right-going (or left-going) branch will become chiral edge states. Then the longitudinal conductance will become $e^2/h$. Moreover, it was argued that the magnetic field will break time-reversal symmetry, thus the helical edge states are no longer symmetry-protected, disorders may localize the edge states and destroy the quantized conductance plateau.

We shall study in-plane magnetic field effect in this paper. At first glance, an in-plane magnetic field will cause Zeeman splitting mainly and the orbital effect can be neglected, since quantum spin Hall systems are quasi-two-dimensional. However, this simple judgment is not correct for InAs/GaSb quantum wells, which have a unique double-layered structure with electron and hole gases separated in two layers. This small but finite separation (about 2nm) will induce sizable orbital effect, which is much larger than the Zeeman splitting. So that we shall neglect the Zeeman splitting at first and examine its small correction finally.

FIG. 2. Bilayer system: electrons in InAs layer and holes in GaSb layer. We set $B = B_i \tilde{e}_y$ and choose gauge $\hat{A} = B_i \tilde{z} \tilde{e}_x$, and also set the effective width of such a bilayer system as $Z_0 = 2\text{ nm}$.

To model the separation of electron and hole gases, we utilize a bilayer square lattice illustrated in Fig. 2. In this system, there are two atomic orbitals $|E \pm \rangle$ located on the top InAs layer and two other orbitals $|E \pm \rangle$ located on the bottom GaSb layer. In the absence of an external magnetic field, the system is governed by the BHZ Hamiltonian $H_0$ given by Eq.(1). The orbital effect of an external magnetic field can be introduced by the Peierls substitution of hopping integrals $t^{ij}$ between site $i$ and $j$,

$$t^{ij} \rightarrow t^{ij} \exp \left( \frac{2\pi i}{\Phi_0} \int \limits_i \limits_j d \mathbf{l} \cdot \mathbf{A} \right)$$  \hspace{1cm} (10)

where $\Phi_0 = h/e$ is the magnetic flux quantum, and $t^{ij}$ refer to the hopping matrix $t^{ij}_{\alpha \beta}$ defined in Eq.(3).

Consider an in-plane magnetic field along the $y$-direction as shown in Fig. 2, $B_\parallel = B_i \tilde{e}_y$, choose a Landau gauge $\hat{A} = B_i \tilde{z} \tilde{e}_x$, and set a middle point between the two layers as the origin. Then the Peierls substitution can be written explicitly for all the nearest neighboring bonds,

$$\begin{align*}
  t^{\pm \mp}_{EE} & \rightarrow t^{\pm \mp}_{EE} \times \exp(\pm \frac{2 \pi}{Z_0} \frac{Z_0}{2} B_i \sigma), \\
  t^{\pm \mp}_{HH} & \rightarrow t^{\pm \mp}_{HH} \times \exp(\mp \frac{2 \pi}{Z_0} \frac{Z_0}{2} B_i \sigma), \\
  t^{\pm \mp}_{\alpha \beta} & \rightarrow t^{\pm \mp}_{\alpha \beta}, \text{ for others,}
\end{align*}$$  \hspace{1cm} (11)

where $Z_0$ is the separation between the two layers and will be chosen as $Z_0 = 2\text{ nm}$ in this paper. Note that
the Hamiltonian $\mathcal{H}_0$ keeps translational invariant by this
gauge choice, and the lattice momentum $k$ is still a good
quantum number. The $k$ component of $\mathcal{H}_0$ reads

$$
\mathcal{H}_0(k) = \left( \begin{array}{cc}
\epsilon_e(k) & A(k_x + i k_y) \\
A(k_x - i k_y) & \epsilon_h(k)
\end{array} \right)
$$

(12)

where $\epsilon_e = M - (B + D)(k - k_M)^2 a^2$, $\epsilon_h = -M - (D - B)(k + k_M)^2 a^2$, and we have defined the magnetic
momentum shift $k_M = 2\pi B_i |z_0|^2 \hat{e}_x$.

Diagonalization of $\mathcal{H}_0(k)$ will give rise to the bulk en-
ergy dispersion and determine the energy band gap, or
the “mini-gap”, as illustrated in Fig. 3. The in-plane magnetic field will shift the
electron and hole band by $\pm k_M$ in $k$-space respectively, and
change the mini-gap.

$$
\Delta = 2|A| \sqrt{\frac{M}{B}} \left( 1 + 2 \frac{B^2 - D^2}{B A} k_M \right),
$$

(13)
as long as

$$
\left[ 1 - \left( \frac{D}{B} \right)^2 \right] k_M^2 a^2 \frac{B}{M} \ll 1,
$$

which will be satisfied when the external magnetic field $B_\parallel \ll 100$T with the parameters $M, B, D$ used in
this paper. Therefore, as the in-plane magnetic field $B_\parallel$ in-
creases, the mini-gap $\Delta$ will close at a critical magnetic field $B_c$, where the electron band begin to overlap with
the hole band. Such a bulk semiconductor-to-semi-metal
transition has been observed in InAs/GaSb quantum
wells.

Now we shall study the edge states. As shown in Fig. 4, the
bottom of bulk electron band will shift down and the top of hole band will shift up on the opposite site in
$k$-space when the external in-plane magnetic field is ap-
plied. When $B_\parallel > B_c \approx 20$T, a bulk semiconductor-to-
semi-metal transition will happen due to the band over-
lap. It is interesting that the helical edge states survive even though the electron band overlap with the hole
band. It is different from the case of perpendicular mag-
netic field, in which one of the two branches of helical
dge states will merge with bulk states and helical edge
states will become chiral edge states.

FIG. 3. Hybridization between electron and hole band will
open a “minigap”. The in-plane magnetic field will shift the
electron and hole band by $\pm k_M$ in $k$-space respectively, and
change the minigap.

Then we consider how Anderson disorder will affect
the edge states and induce the plateau in the quantized
conductance. Anderson disorder is a type of on-site im-
purities described by Hamiltonian (4) with the on-site im-
portant potential $W_i$ uniformly distributed within a range of $[-W/2, W/2]$. Contrary to the situation of perpendic-
ular magnetic field, where weak Anderson disorder will
localize the edge states and destroy the quantized con-
ductance plateau\textsuperscript{18}, the in-plane magnetic field will not
affect the system so much. In the presence of an in-
plane magnetic field, the Anderson disorder will neither induce in-gap localized states nor destroy the quantized conductance plateau. To compare it with the perpendic-
ular field, we choose $B_\parallel = 12$T and $W = 40$meV, the later is the same value as that used in Ref.\textsuperscript{18}. As plotted in Fig. 5, although the in-plane magnetic field narrows the mini-gap, the Anderson disorder does not induce any
additional in-gap density of states (DOS) coming from localized states. Thus the conductance plateau is well
quantized inside the narrowed mini-gap.

To model diluted Si-dopants in InAs/GaSb quantum
wells\textsuperscript{11}, we should use dilute sharp impurity potential in-
stead of usual Anderson disorder potential\textsuperscript{14}. Namely,
there are only 0.5% sites chosen to be donors or accep-
tors. $W_i$ in Eq.(4) is positive or negative for acceptor
and donor sites respectively. The potential strength $|W_i|$ distributes randomly within a range of $(V_{\text{min}}, V_{\text{max}})$. As shown in Fig. 6(a), similar to the system in the absence of magnetic field\textsuperscript{14}, dilute sharp impurity potential will
induce in-gap localized states efficiently in the presence of an in-plane magnetic field. Thus the conductance plateau will keep quantized inside the mini-gap as long as the gap
is opened. However, when the increasing in-plane mag-
netic field drives the system from semiconductor phase to
semimetal phase, the bulk states will contribute to the
longitudinal conductance too, which will spoil the quan-
tized conductance plateau (see Fig. 6(b)).

FIG. 4. The evolution of bulk and edge states in the presence
of in-plane magnetic field. A semiconductor-to-semi-metal
transition will occur at $B_\parallel \approx 20$T due to band overlap. a) $B_\parallel = 0$T. b) $B_\parallel = 12$T. c) $B_\parallel = 20$T. d) $B_\parallel = 30$T.
FIG. 5. Bulk density of states and longitudinal conductance in the presence of Anderson disorder with strength $W = 40 \text{meV}$ and an in-plane magnetic field $B = 12 \text{T}$. Here we use a $L_x \times L_y = 300 \times 200$ strip, and average over 30 disordered samples. a) Density of States. The black line is for the clean system and the red line is for the disordered system. b) Longitudinal conductance for disordered systems. The black line is for the systems with open boundary condition, and the red line is for those with periodic boundary condition.

FIG. 6. Longitudinal conductance and density of states in the presence of dilute sharp disorder potential and in-plane magnetic field. We use a $400 \times 200$ strip and choose 0.5% sites randomly to be impurity sites. Half the impurity sites are donors and the other half are acceptors. We also set $V_{\text{min}} = 200 \text{meV}$ and $V_{\text{max}} = 300 \text{meV}$, and average over 45 samples. a) $B = 10 \text{T}$. The minigap is opened and the conductance is quantized inside the minigap. There exists finite density of states inside the minigap, indicating localized states. b) $B = 20 \text{T}$. The minigap is closed and the conductance is not quantized.

IV. STRAIN EFFECT

As discussed in Section II, applied strain will enhance the lattice distortion due to the lattice mismatch at the interface in InAs/GaSb quantum wells. Such lattice distortion will modify the hopping integrals between neighboring sites and can be modeled as bond disorder. Indeed, bond disorder has been adopted in previous study on HgTe/CdTe quantum wells\cite{26}, where bond disorder is of uniformly random distribution. To model the lattice distortion effect, we use a bond disorder potential with different distribution by putting some randomly distributed strain sources on some lattice plaquette centers. A strain source located in a plaquette center $\vec{R}_p$ will contribute a Gaussian potential to each bond $t_{i,i+\tau \sigma}$ with a strength $V_0(\vec{R}_p)$. For a bond $(i, i+\tau)$ with the middle point $\vec{R}_{i,\tau} = (\vec{R}_i + \vec{R}_{i+\tau})/2$, we assume that the hopping integral modification due to random strain sources does not depend on spins and orbitals, and can be written as

$$\Delta t_{i,i+\tau \sigma} = \Delta t_{i,i+\tau} = \sum_{p \in G} V_0(\vec{R}_p) \exp \left( -\frac{|\vec{R}_{i,\tau} - \vec{R}_p|^2}{2b^2} \right) \quad (14)$$

where $G$ is the collect of plaquette $p$ where the Gaussian peaks locate, $b$ is the width of the Gaussian potential, and $V_0(\vec{R}_p)$ distributes uniform randomly in a range of $[-V, V]$. In the limit of $b \to 0$, the Gaussian potential turns to a $\delta$-function, say, a sharp potential. In this paper, we compare two situations, the sharp potential and the smooth potential with finite $b$.

FIG. 7. We consider the number of strain sources as $0.1 \times N_x \times N_y$, and these strain sources are all placed in the center of each unit cell for simplification.

Firstly, we study the sharp disorder potential in the
limit $b \to 0$. In this limit, the bond disorder will be of Anderson type and we will simply let $\Delta t^{i,i+\tau}$ distribute randomly within a range of $[-\frac{\Delta t}{2}, \frac{\Delta t}{2}]$ for every bond, which is equivalent to the case when $G$ covers all the plaquettes. For the parameters used in this paper, the hopping integral $t$ is about 180 meV, we shall consider $\Delta t$ from 15 meV to 35 meV to study the bond disorder effect. The numerical results for density of states and longitudinal conductance are demonstrated in Fig. 8.

By comparison of the longitudinal conductances between clean and disordered systems, see Fig. 8(a), it is clear that the bond disorder will induce a mobility edge in bulk and straiten the range of gap center. As the disorder strength $\Delta t$ increases, the conductance plateau due to edge states will become narrower (see Fig. 8(b)). However, from Fig. 8(c) and (d), we find that, $\Delta t = 35$ meV is still not strong enough to induce localized states in the whole gap range. To be more efficient to localize bulk states, we consider the more realistic model with finite $b$.

For the smooth potential model, we set finite $b$ and put strain sources on 10% plaquette centers randomly. We find that the smooth disorder potential (with sufficient large $b$) has large efficiency to induce localized in-gap states in a wide range of parameters. For instance, when we choose $b = 3$ and $V_s = 1.1$ meV, empirically, which gives rise to maximum $|\Delta t^{i,i+\tau}| \approx 7.5$ meV corresponding to $\Delta t = 15$ meV in the limit $b \to 0$. The bond disordered potential given by this set of parameters will induce localized state in the whole gap region as shown in Fig. 9(a). Decreasing the smooth disorder extension $b$ or the disorder strength $V_s$ will reduce the number of in-gap localized states, as we see in Fig. 9(a)-(d). It is because the average disorder potential strength is estimate to be $(\pi b^2 / 5) V_s$.

We can further examine localization lengths in such systems with finite $b$. The localization length can be extracted from the longitudinal conductance through $\xi = -2 \lim_{x \to \infty} (\ln G/G_0)^{-1}$. By calculating longitudinal conductance $G$ on lattices with $L_y = 200$ and $L_x = 300, 400, 500$ and averaging over 100 disorder configurations, we find out the localization length as functions of chemical potential, which is plotted in Fig. 10.

By comparing the average disorder potential strength for the smooth disordered potential, $(\pi b^2 / 5) V_s$, with that for the sharp disorder potential, $\Delta t / 4$, we find that the smooth bond disordered potential caused by the applied

![Density of states and longitudinal conductance for bulk states in the presence of 10% smooth bond disorders, with finite disorder extension $b$.](image_url)

![Localization length defined by $\xi = -2 \lim_{x \to \infty} (\ln G/G_0)^{-1}$. Density of states and longitudinal conductance for bulk states in the presence of 10% smooth bond disorders, with finite disorder extension $b$ in (unit of lattice constant $a = 2$ nm).](image_url)
strain has much larger efficiency to induce localized in-gap states than sharp disordered potential in the presence of the same disorder strength.

V. SUMMARY

In summary, we investigate in-plane magnetic field effect and strain effect in InAs/GaSb system in the parameter region with band inversion. For the in-plane magnetic field, we find that the orbital effect is much more significant than the Zeeman splitting due to the finite thickness of interface in the quantum well, even though the Landé g-factor is of order of 10. We generalized the 2D BHZ like model to a bilayer model to describe such a finite thickness effect, and study the band evolution in the presence of an tunable in-plane magnetic field. It is contrary to the perpendicular magnetic field, the edge states and quantized conductance plateau will persist in the presence of an in-plane magnetic field \( B_0 \) up to \( B_0 \sim 20 \text{T} \). When the in-plane magnetic field exceed 20T, the conductance quantization will become poor due to band overlap.

We also model the applied strain as smooth bond disorders. Comparing with previous studied Anderson type sharp bond disorder, we find that the smooth bond disorder has much larger efficient to induce localized in-gap states than sharp disordered potential in the presence of the same disorder strength. This may explain why quantized conductance plateau can be observed in the experiment under applied strain, even though where Si dopant is absence at all.

Finally, we note that there exist debates about the origin of the quantized conductance plateau and the observation of edge transport in the trivial insulator side\(^{36}\), as well as the identification of inverted or normal band gap\(^ {32,36}\). We hope our theoretical results can shed light on the underlying physics behind these controversial experimental observations.
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