ABSTRACT

Unsupervised image segmentation aims at assigning the pixels with similar feature into a same cluster without annotation, which is an important task in computer vision. Due to lack of prior knowledge, most of existing model usually need to be trained several times to obtain suitable results. To address this problem, we propose an unsupervised image segmentation model based on the Mutual Mean-Teaching (MMT) framework to produce more stable results. In addition, since the labels of pixels from two model are not matched, a label alignment algorithm based on the Hungarian algorithm is proposed to match the cluster labels. Experimental results demonstrate that the proposed model is able to segment various types of images and achieves better performance than the existing methods.

1 Introduction

Image segmentation is an important task in image processing, which assigns similar feature region into a same cluster. In computer vision, labeled dataset established by organization for image segmentation such as PASCAL VOC 2012[1], BSD[2], have been applied to several fields. Encouraged by this, convolutional neural networks (CNNs)[3][4] have been successfully applied to image segmentation for autonomous driving or augmented reality. The advantage of CNN-based classifier systems is that they do not require manually designed complexly image features and provide a fully automated classifier. These methods[5][6][7] have been proven to be useful in supervised image segmentation. However, large amount of unlabeled images and videos has not been leveraged effectively.

Recently, unsupervised image segmentation can be roughly divided into two categories, model-based method and learning-based method. K-Means[8] and Graph-based[9] were two popular model-based methods. Although they are fast and simplest, their performance are still not well. Learning-based method refers to extract feature from deep neural network model. Unsupervised domain adaptation (UDA)[10][11] is typically proposed to adapt the model trained on the dataset with no identity annotations. In order to improve segmentation and labeling accuracy, researchers have expanded the basic UDA framework. [12] and [13] propose a novel end-to-end network of unsupervised image segmentation that consists of normalization and an argmax function for differentiable clustering. Their results show better accuracy than existing methods.

However, previous studies on unsupervised image segmentation exit two important problems: Firstly, not stable. Model performance is largely dependent on random initialization of model parameters, which usually produces unstable results. They usually need to be trained several times to get the better result. Secondly, lack of limitation on the number of clusters. It is very difficult for model to learn the number of clusters without prior knowledge. A hyperparameter, cluster number $k$, must be inputted into the model to limit the number of clusters after image segmentation.

To address these problems, we introduced an unsupervised Mutual Mean-Teaching (MMT) framework to effectively perform image segmentation, which is inspired by [14]. Specifically, for an arbitrary image input, cluster labels of pixels are obtained by training two same networks in unsupervised learning. These two collaborative networks also generate labels by network predictions for training each other. The labels generated in this way contain lots of noise. To avoid training error amplification, the temporally average model of each network is applied to produce reliable soft
labels for supervising the other network in a collaborative training strategy. Furthermore, since the labels of pixels from two model are not matched, a label alignment algorithm based on the Hungarian algorithm is proposed to match the cluster labels.

In this paper, we make the following contributions

1) MMT framework is introduced into unsupervised image segmentation task to produce stable segmentation result.

2) A label alignment algorithm based on the Hungarian algorithm is proposed to match the cluster labels.

3) Experimental results demonstrated proposed method got the better accuracy than existing methods while maintaining a stable result.

2 Related Work

Image segmentation is the task of assigning every pixel to a class label. Recently, image segmentation using deep neural networks has made great breakthrough. A fully convolutional network (FCN)\[5\] has been proposed to train end-to-end network, and has outperformed conventional segmentation such as K-means\[8\] which leverage the clusters for improved classification scores is to do clustering on the feature vector. Unfortunately, the result of FCN has produced low spatial resolution and blurring effects. This problem was addressed by adding the CRF layer in the \[6\] maintaining the end-to-end architecture. However, there is a large amount of unlabeled images in real world. Unsupervised image segmentation learning is attracted a lot of researchers attention and several related methods have been proposed. \[12\] and \[13\] proposed joint learning approach learns optimal CNN parameters for the image pixel clustering. The practicability of this method is that CNN filters are known to be effective for texture recognition and segmentation\[15\] \[16\]. But due to the random initialization of the filters, unstable results are obtained from their model. There are two different solutions to solve this problem. First, the parameters of CNN filters have been fixed, such as transfer learning\[17\] \[18\]. The second solution is to create consistent training supervisions for labeled/unlabeled data via different models predictions, such as Teacher-student models\[19\] \[20\]. This paper choose the latter solution.

Recently, \[14\] proposed Mutual Mean-Teaching (MMT) to learn better features from the target domain via off-line refined hard pseudo labels and on-line refined soft pseudo labels in an alternative training manner. The elegant work shows that the MMT structure can be used in unsupervised learning. However, the most time-consuming component in the MMT is that each iteration requires label alignment using k-means and the number of labels is fixed in original MMT structure. This disadvantage is not available for our task. So we select other label alignment method without fixed number of label instead of using k-means. \[21\] and \[22\] use overlap similarity rate as the coefficient matrix, hungary MM structure. This disadvantage is not available for our task. So we select other label alignment method without fixed number of label instead of using k-means. \[21\] and \[22\] use overlap similarity rate as the coefficient matrix, hungary MM structure. This disadvantage is not available for our task. So we select other label alignment method without fixed number of label instead of using k-means. \[21\] and \[22\] use overlap similarity rate as the coefficient matrix, hungary MM structure. This disadvantage is not available for our task. So we select other label alignment method without fixed number of label instead of using k-means. 

3 Proposed Method

Image segmentation can be formulated as a classification problem of pixels with labels. For simplicity, let denote \( \{ y_n \}_{n=1}^N \) unless otherwise noted, where \( N \) denotes the number of pixels in an input color image \( I = \{ x_n \in \mathbb{R}^3 \} \). Let \( y_n = f(x_n, \theta) \) simply denote the process of extracting feature, where \( \theta \) denotes current network parameters, \( f : \mathbb{R}^3 \to \mathbb{R}^q \) is a feature extraction function and \( \{ y_n \in \mathbb{R}^q \} \) be a set of \( q \)-dimensional feature vectors of image pixels. Cluster labels \( \{ c_n \in Z \} \) are assigned to all of pixels by \( c_n = g(y_n) \), where \( g : \mathbb{R}^q \to Z \) denotes a mapping function. \( g \) can be an assignment function that return the label of the cluster centroid closest to \( y_n \). The details interpretation are found in \[13\]. A simple method coming our mind, while \( f \) and \( g \) are trainable whereas \( c_n \) are specified, then the parameters for \( f \) and \( g \) in this case can be optimized by gradient descent. Although good results have been achieved in this architecture which meet the following three criteria: Pixels of similar features should be assigned the same label; Spatially continuous pixels should be assigned the same label; The number of unique cluster labels should be large. However, the random initialization of filter parameters in model has crucial influences to the final performance. So how to initialize the filter parameters randomly but also produce stable results?

we are motivated by the process of MMT creation: conduct label refinery in the target domain by optimizing the neural networks with off-line refined hard pseudo labels and on-line refined soft pseudo labels in a collaborative training manner. They propose this framework for tackling the problem of the label noise affecting the result performance significantly, especially in unsupervised learning. But the disadvantage is that there are fixed number of output label where it not available for our task requirements. So we select cluster label aligning algorithm \[23\] without fixed number of label instead of using k-means. Our structure is proposed, as shown in Fig. 1.
(a) The pipeline of proposed model based MMT framework.

Figure 1: Overall architecture of proposed model for unsupervised image segmentation. (a) is the pipeline of proposed model based on MMT framework. It consists of two collaborative networks, model 1 and model 2. They adopt same structure which are optimized under supervisions of off-line refined labels and on-line refined labels. The loss function of total variation and label alignment cross entropy are adopted. (b) is details of model 1 and model 2. It consists of feature extraction module and mean model processing.
3.1 Network architecture

In model1, given the input image \( x_n \) where each pixel value is normalized. The network is trained to extract features transformation function \( y^1_n = f_1(x_n, \theta_1) \). Subsequently, to assign each pixel to a label is calculated by \( C^1_n = \arg\max \{y^1_n, y_n \in R^d \} \). Similarly, model2 generates labels by the same networks with different initializations. We denote the feature transformation functions \( y^2_n = f_2(x_n, \theta_2) \) and denote their corresponding label classifiers as \( C^2_n \). If this two collaborative networks also generate labels by network predictions for training each other, their labels are lots of noise. In order to mitigate the label noise, the past temporally average model of each network is applied to instead of the current model to generate the labels. Specifically, the parameters of the temporally average models of the two networks at current iteration \( T \) are denoted as \( \theta^T_{\text{mean}1} \) and \( \theta^T_{\text{mean}2} \) respectively, which can be calculated as

\[
\begin{align*}
\theta^T_{\text{mean}1} &= \lambda^T_{\text{mean}1} + \eta\nabla \theta^0_{\text{mean}1} \\
\theta^T_{\text{mean}2} &= \lambda^T_{\text{mean}2} + \eta\nabla \theta^0_{\text{mean}2}
\end{align*}
\]

where \( \lambda^T_{\text{mean}1} \) and \( \lambda^T_{\text{mean}2} \) indicate the temporal average parameters of the two networks in the previous iteration \( (T - 1) \).the initial temporal average parameters are \( \theta^0_{\text{mean}1} = \theta^0_1 \) and \( \theta^0_{\text{mean}2} = \theta^0_2 \), \( \alpha \in [0, 1] \), \( \eta \) is learning rate.

However, due to different initialization in the network, there is a great deal of difference between the two label generated by features of each channel in different network. As above assumption that \( C^1_n = \{c^1_1, c^1_2, ..., c^1_n\} \) and \( C^2_n = \{c^2_1, c^2_2, ..., c^2_n\} \), \( C^1_n \) and \( C^2_n \) is divided into \( k \) sorts that can be expressed by the label vector \( \lambda^1 = [\lambda^1_1, \lambda^1_2, ..., \lambda^1_k] \) and \( \lambda^2 = [\lambda^2_1, \lambda^2_2, ..., \lambda^2_k] \) where \( \lambda^1_i, \lambda^2_i \in \{1, 2, ..., k\} \) are the cluster label from different networks. In order to address the issue of aligning label, the overlap similarity matrix \( S \) could be constructed, where \( S_{i,j} \) items appear in both \( \lambda^1_i \) and \( \lambda^2_j \) is counted. Then, the pair of clusters whose number of overlapped data items is the largest, are matched in the way that they are denoted by the same label. Such a process is repeated until all the clusters are matched. The programming model is expressed as formula follows.

\[
\max Z = \sum S \odot D_{\text{dec}} = \sum_{i=1}^{n} \sum_{j=1}^{n} s_{i,j} \times d_{i,j}
\]

\[
s.t. \sum_{i=1}^{n} d_{i,j} = 1 (j = 1, 2, \ldots, n)
\]

\[
\sum_{j=1}^{n} d_{i,j} = 1 (i = 1, 2, \ldots, n)
\]

\[
d_{i,j} = 0, 1
\]

where \( S \) is overlap similarity matrix, \( D_{\text{dec}} \) is the decision-making matrix. \( \odot \) is matrix points multiplication sign. Briefly, we use \( h \) denote the process of label alignment,

\[
C^2_n' = h_2(C^1_n)
\]

\[
C^1_n' = h_1(C^2_n)
\]

where \( h_1 \) denotes the map from the space of \( C^2_n \) to the space of \( C^1_n \) and \( h_2 \) denotes the map from the space of \( C^1_n \) to the space of \( C^2_n \).

3.2 Loss Functions

TV Loss. To encourage the cluster labels to be the same as those of the neighboring pixels. total variation regularizer would be considered to horizontal and vertical differences of output label. we follow prior work \[23\]. The spatial continuity loss \( L_{tv} \) is defined as follows:

\[
L_{tv}(y_n) = \sum_{i=1}^{W-1} \sum_{j=1}^{H-1} (||y_{i+1,j} - y_{i,j}||_1 + ||y_{i,j+1} - y_{i,j}||_1)
\]
Algorithm 1: Unsupervised image segmentation using MMT

Input: \( I = x_n \in R^3 \)
Output: \( L = \{ c_n \in Z \}^t \)
1. \( \text{Init()} \rightarrow \theta_1, \theta_2; \)
2. \( \theta_1^{\text{mean}} = \theta_1, \theta_2^{\text{mean}} = \theta_2; \)
3. for \( t=2:T \) do
   4. \( y_n^1 = \text{GetFeats}_1(x_n); \)
   5. \( y_n^{\text{mean}2} = \text{GetFeats}_{\text{mean}2}(x_n); \)
   6. \( C_n^{\text{mean}2} = \text{argmax} \{ y_n^{\text{mean}2} \}; \)
   7. \( C_n^{1'} = h_1(C_n^{\text{mean}2}) \quad \parallel \text{LabelAssignment}; \)
   8. \( L_1^{\text{sim}} = L_{\text{sim}}(y_n^1, C_n^{1'}) \), \( L_1^{\text{tv}} = L_{\text{tv}}(y_n^1); \)
   9. \( L_1 = L_1^{\text{sim}} + \beta L_1^{\text{tv}}; \)
   10. \( \theta_1^t = \theta_1^{t-1} + \eta \nabla \theta_1 ; \theta_1^{t,\text{mean}} = \alpha \theta_1^{t,\text{mean}} + (1-\alpha) \theta_1^t; \)
   11. \( y_n^2 = \text{GetFeats}_2(x_n); \)
   12. \( y_n^{\text{mean}1} = \text{GetFeats}_{\text{mean}1}(x_n); \)
   13. \( C_n^{\text{mean}1} = \text{argmax} \{ y_n^{\text{mean}1} \}; \)
   14. \( C_n^{2'} = h_2(C_n^{\text{mean}1}) \quad \parallel \text{LabelAssignment}; \)
   15. \( L_2^{\text{sim}} = L_{\text{sim}}(y_n^2, C_n^{2'}) \), \( L_2^{\text{tv}} = L_{\text{tv}}(y_n^2); \)
   16. \( L_2 = L_2^{\text{sim}} + \beta L_2^{\text{tv}}; \)
   17. \( \theta_2^t = \theta_2^{t-1} + \eta \nabla \theta_2 ; \theta_2^{t,\text{mean}} = \alpha \theta_2^{t,\text{mean}} + (1-\alpha) \theta_2^t; \)

where \( W \) and \( H \) represent the width and height of an input image, \( || \cdot ||_1 \) represent the \( L_1 - \text{norm} \). whereas \( y_{i,j} \) represents the pixel value at \((i, j)\) in the feature map \( y \).

**Feature Loss.** The cluster labels generated by average model2 are obtained by applying the \text{argmax} function to the feature map \( y_{\text{mean}2} \). The cluster labels \( c_n^{\text{mean}2} \) are further utilized as the pseudo targets. And then align label with model1 by mapping function of \( h_1 \). The feature loss penalizes the output label when it deviates in content from the target \( c_n^{\text{mean}2} \). To achieve this goal, the following cross entropy loss is calculated:

\[
L_{\text{sim}}(y_n, h_1(c_n^{\text{mean}2})) = \sum_{n=1}^{N} \sum_{j=1}^{q} (-\delta(j - h_1(c_n^{\text{mean}2})) \ln y_{n,j})
\]

where

\[
\delta(t) = \begin{cases} 
1 & \text{if } t = 0 \\
0 & \text{otherwise}
\end{cases}
\]

### 3.3 OVERALL LOSS AND ALGORITHM

To finish the task of image segmentation, we assign label to match the feature content representation of \( y_n \) and spatial smoothness simultaneously. Thus we jointly minimise the distance of the content feature representations and spatial smoothness. The loss function we minimise is

\[
L_{\text{total}} = L_{\text{sim}} + \beta L_{\text{tv}}
\]

where \( \beta \) is the weighting factor for spatial smoothness.

The detailed optimization procedures are summarized in Algorithm 1. Compared to traditional unsupervised algorithm, labels generated by off-line refined instead of the labels generated by on-line algorithm. We keep the model2 and mean model2 constant during the model1 training phase. As model1 training tries to figure out how to segment the image using labels generated by mean model2, and then align the labels of the output of model1 and model2. Immediately, the parameter of \( \theta_1 \) and \( \theta_{\text{mean}1} \) are updated. Similarly, keep the model1 and mean model1 constant during the model2 training phase. The model2 would be trying to segment image according to labels generated by mean model1. Then the parameter of \( \theta_2 \) and \( \theta_{\text{mean}2} \) are updated. After several steps of training, if model1, mean model1, model2 and mean model2 have enough capacity, they will reach a point at which four models are stable.
4 EXPERIMENTAL RESULTS

Figure 2: Results of proposed method and [12] generated by training three times without fine-tuning any parameters. In first row, the first image is input image. The other three images are image segmentation results with different segments showing in different colors. The second row show three images are generated by our method.

Figure 3: Comparison of our method and [12] on unsupervised image segmentation. The first two rows show the origin images and ground truth image segmentations. The third row show good results which are selected by training many times from [12]. In this process, failed results have been abandoned since their method is not stable. The last row is our proposed method result which is not training many times. Different segments are shown in different colors.

In this section, we conduct experiments to verify the effectiveness of the proposed stable image segmentation approach in unsupervised learning. 200 test images from the Benchmark(BSD500) are chosen to evaluate the proposed method. We trained the proposed model with $T = 1000$ iterations and fixed $q = 100$ for the channel of output feature map in the experiments. The number of convolutional layers $M$ was set to 3 and the temporal ensemble momentum $\alpha$ is set to 0.999. The model parameters are optimized by the stochastic gradient descent method (SGD). The learning rate is fixed to 0.1 and set momentum to 0.9.
For the comparison, we reproduce the baseline image segmentation from [12]. Figure 2 shows the better results from our structure. The first row which we repeat training 3 times without fine-tuning any parameters from [13] resulted in poor stable performance. Our method has a significant stable performance improvement.
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Figure 2: Comparison of our method and IIC [24], [12], [13] model fitting for six images from PAS-CAL VOC 2012. The first two rows show the origin images and ground truth image segmentations. The third row is generated by IIC method. The second and third shows the segmentations produced by the previous state-of-the-art system by [12] and [13] and their failed results have been abandoned since their method is not stable. The last row shows the output of our highest performing structure.

Examples of unsupervised image segmentation results on PASCAL VOC 2012 and BSD500 are shown in Figure 3 and Figure 4 respectively. Figure 3 shows a comparison of five images from the BSD500. The first two rows show the origin images and ground truth image segmentations, and third row shows the predicted image segmentation results with method of [12], which I pick out relatively good results with training many times, and the last row are our results. They also demonstrate that our method performed better and more consistently, which indicates that our model was able to learn features that are stable to a large range of intensity variations. The results of segmentation comparing our method with IIC [24], [12] and [13] are shown in Figure 4. Note that our results in very smooth image segmentation which is closer to ground truth segmentation. The images in Figure 4 offer compelling evidence that our segmentation algorithm performs well on a variety of images from different domains.

The evaluation of segmentation results is that we can compare the segmentations produced by different algorithms, such as the k-means clustering, graph-based segmentation method (GS) [9], [12], and [13]. The parameters of [12] and [13] are same as the parameter of we proposed method. The best parameters of k-means clustering and graph-based segmentation algorithms were experimentally determined from \{2, 5, 8, 11, 14, 17, 20\} and \{100, 500, 1000, 1500, 2000\}. We get a accuracy table from calculating the true positives divided by sample size. The standard protocol of finding the best one-to-one permutation mapping between learned and ground-truth clusters using linear assignment[?]. Table 1 are drawn by calculating an evaluation parameter from BSD500.
| Method     | Accuracy |
|------------|----------|
| Kmeans[8]  | 0.3639   |
| GS[9]      | 0.4661   |
| Kanezaki[12]| 0.5269   |
| Kim[13]    | 0.5023   |
| ours       | 0.5384   |

Table 1: Comparison pixel accuracy of unsupervised segmentation method in BSD500.

5 Conclusions

In this paper, we proposed a unsupervised image segmentation model based on MMT, and using overlap similarity degree methods for label alignment. The model consists of convolutional filters for feature extraction and differentiable processes for feature clustering, which enables end-to-end network training. We have applied this method to unsupervised image segmentation where we achieve comparable performance and drastically improved stable compared to existing methods.

In future work, we hope to explore the use of other loss functions for unsupervised image segmentation tasks, such as semantic segmentation loss. We also plan to investigate the use of self-attention mechanism to unsupervised image segmentation.
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