Niaki, Seyed Taghi; Khedmati, Majid

Article
Identifying the change time of multivariate binomial processes for step changes and drifts

Journal of Industrial Engineering International

Provided in Cooperation with:
Islamic Azad University (IAU), Tehran

Suggested Citation: Niaki, Seyed Taghi; Khedmati, Majid (2013) : Identifying the change time of multivariate binomial processes for step changes and drifts, Journal of Industrial Engineering International, ISSN 2251-712X, Springer, Heidelberg, Vol. 9, pp. 1-11, http://dx.doi.org/10.1186/2251-712X-9-3

This Version is available at:
http://hdl.handle.net/10419/78578

Standard-Nutzungsbedingungen:
Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich machen, vertreiben oder anderweitig nutzen.
Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen (insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten, gelten abweichend von diesen Nutzungsbedingungen die in der dort genannten Lizenz gewährten Nutzungsrechte.

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes.
You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.
If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.

http://creativecommons.org/licenses/by/2.0/
Identifying the change time of multivariate binomial processes for step changes and drifts

Seyed Taghi Akhavan Niaki* and Majid Khedmati

Abstract

In this paper, a new control chart to monitor multi-binomial processes is first proposed based on a transformation method. Then, the maximum likelihood estimators of change points designed for both step changes and linear-trend disturbances are derived. At the end, the performances of the proposed change-point estimators are evaluated and are compared using some Monte Carlo simulation experiments, considering that the real change type presented in a process are of either a step change or a linear-trend disturbance. According to the results obtained, the change-point estimator designed for step changes outperforms the change-point estimator designed for linear-trend disturbances, when the real change type is a step change. In contrast, the change-point estimator designed for linear-trend disturbances outperforms the change-point estimator designed for step changes, when the real change type is a linear-trend disturbance.
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Background

Enabling process engineers and practitioners to monitor the state of processes by distinguishing between common and special causes of variation, control charts have been one of the most widely used statistical process control tools in industries. When a control chart generates a signal due to an out-of-control state of a process, process engineers initiate a search to identify the root causes of process variation. However, the signaling time is different from the first time that a change manifests itself into the process (change point), and in most cases there exists a considerable time lag between them. Therefore, knowing the exact time of the change would simplify the search for root cause identification and corrective action implementation in order to improve the quality of processes.

A binomial distribution with parameters $n$ and $p$ is used to model the number of non-conforming items in a sequence of $n$ trials for an attribute quality characteristic, in which $p$ denotes the process fraction non-conforming. In the case of multi-attribute processes, the multivariate binomial distribution with parameters $n$ and $p_k$ ($k = 1, 2, \ldots, q$) can be used to model the number of non-conforming items in a sequence of $n$ trials for each attribute quality characteristic, in which $p_k$ denotes the process fraction non-conforming of the $k$th quality characteristic. The problem of estimating the time of a change in a univariate binomial distribution for different change types of step change, linear-trend disturbance (drift), multiple-step changes, monotonic change, and other change types defined as a combination of the above has been addressed in the literature. In a step-change disturbance, the parameter of the process shifts to an out-of-control level and remains in that level until corrective measures are taken. Although a step change can occur because of tool breakage, the parameter of a process may gradually drift. In other words, linear-trend disturbances can occur as a result of tool wear or equipment depreciation. Moreover, a process parameter may change due to multiple-step changes. A change in several parameters at different times or a change in one parameter at different times can be the results of this type of change. In monotonic changes, however, the only assumption is that the change type can be described as belonging to a family of monotonic change types.
Samuel and Pignatiello (2001) derived the maximum likelihood estimator (MLE) of a step-change point for binomial processes. Evaluating the estimator for different shift sizes, they concluded that it provides accurate results. In the case of a step change, Perry and Pignatiello (2005) compared the MLE of the process fraction non-conforming with the built-in change-point estimators of the binomial CUSUM and EWMA control charts described by Page (1954) and Nishina (1992), respectively. They showed that the MLE provides better results than the other two estimators do. Perry et al. (2007) derived the MLE of a monotonic change point of the process fraction non-conforming and compared it with the MLE of a step-change point derived by Samuel and Pignatiello (2001). They concluded that using their proposed estimator is better when the type of change is only known to be monotonic. Zandi et al. (2011) proposed an MLE to estimate the time of a linear-trend change in the process fraction non-conforming and compared it to the MLEs derived for step and monotonic change disturbances proposed by Samuel and Pignatiello (2001) and Perry et al. (2007), respectively.

To the best of the authors’ knowledge, there are only two research works available in the literature to estimate the change point of multi-attribute processes. In the first work, Niaki and Khedmati (2012a) proposed an MLE of a step-change point for multivariate Poisson processes and evaluated its performances using some numerical experiments. They showed that their estimator leads into good results for all process dimensions. In the second work, Niaki and Khedmati (2012b) derived an MLE of a linear-trend change in multivariate Poisson processes and compared its performances with those of an MLE of a step change for both step-change and linear-trend disturbances. However, there is no research work concerning the change-point estimation of multivariate binomial processes, whereas in many situations, monitoring processes containing several quality characteristics of attribute type, each following a binomial distribution, is a need. Therefore, in this paper, we first propose a new multi-attribute control chart to monitor multi-attribute processes, and then, we derive the MLEs of both a step-change and a linear-trend disturbance in the process fraction non-conforming. Following a signal from the proposed multi-attribute control chart, the MLEs are applied to estimate the step-change and linear-trend disturbance points. The rest of this paper is organized as follows: In the next section, a new multi-attribute control chart is proposed based on a transformation method to monitor multi-attribute processes. In the ‘Multivariate binomial process modeling and MLE derivation’ section, the model of the process behavior is described and the MLEs of a step-change and a linear-trend disturbance are derived. The performances of the two change-point estimators are evaluated and are compared in the ‘Results and discussion’ section, in the presence of both step-change and linear-trend disturbances. Finally, the paper is concluded in the ‘Conclusions’ section.

The proposed multi-attribute control chart
As a generalization of Shewhart-type control charts, most of multivariate control charts have been constructed based upon the multivariate normal distribution. Despite the existence of some skewness in multi-attribute distributions, the normal distribution is symmetric with zero skewness. As a result, using normal-based control charts with zero skewness for multi-attribute processes causes some problems. The main problem is the skewness of these processes in which inattention leads to poor results in distinguishing the in- and out-of-control conditions. To overcome this problem, the root and the power transformation methods proposed by Niaki and Abbasi (2007) and Abbasi et al. (2011), respectively, are employed to almost eliminate the skewness. The following subsection is devoted to describe the method.

The root/power transformation methods
To eliminate the skewness involved in multi-attribute processes, Niaki and Abbasi (2007) first proposed the root transformation method, in which the skewness of the transformed attributes becomes almost zero. In this transformation, using the bisection method, a power within (0,1) is found for each attribute in the vector \( \mathbf{X} = [X_1, X_2, \ldots, X_q] \) to transform it into a new attribute vector \( \mathbf{Y} = \mathbf{X}^\prime = [X_1^{r_1}, X_2^{r_2}, \ldots, X_q^{r_q}] \) such that the transformed attribute vector contains attributes of almost zero skewness. However, this transformation method is only applicable for right-skewed distributions. Hence, in another work, Abbasi et al. (2011) extended the root transformation method and proposed a power transformation technique for left-skewed distributions as well. In the power transformation method, one first subtracts the observations from their minimum value and then finds a power within (0,1) for each attribute in the vector \( \mathbf{X'} = [(X_1 - \text{Min}(X_1)), (X_2 - \text{Min}(X_2)), \ldots, (X_q - \text{Min}(X_q))] \) such that the transformed attribute vector \( \mathbf{Y} = [X - \text{Min}(X)]^{1/r} = [(X_1 - \text{Min}(X_1))^{1/r_1}, \ldots, (X_q - \text{Min}(X_q))^{1/r_q}] \) contains attributes of almost zero skewness.

Applying the above transformation methods, an attribute vector with zero skewness is obtained. Consequently, one may assume that the transformed vector approximately follows a multivariate normal distribution, and hence, the use of normal-based control charts is recommended. Moreover, to make sure the transformation works well, the Jarque and Bera (1987) test statistic
given in Equation 1 is used to test the normality of the transformed attributes:

\[ JB = M \left( b_1^2/6 + b_2^2/24 \right), \quad (1) \]

where \( M \) is the number of observations, \( b_1 \) is the sample skewness, and \( b_2 \) is the sample kurtosis. This statistic follows an asymptotic chi-square distribution with 2 degrees of freedom and is used to test the null hypothesis that the transformed attributes are from normal distributions.

Applying this transformation method, attributes with almost zero skewness that approximately follow multivariate normal distribution are obtained. Therefore, the well-known Hotelling \( T^2 \) control chart can be used to monitor the multi-attribute processes.

The multi-attribute \( T^2 \) control chart based on transformed data

The Hotelling \( T^2 \) control chart was first introduced by Hotelling (1947) to come up with the correlation between the quality characteristics in monitoring multivariate processes. This control chart has been designed based on multivariate normal distribution. We use this control chart to monitor transformed attribute vector with approximately multivariate normal distribution.

Consider the observation vector \( X_{ij} = [X_{ij1}, X_{ij2}, \ldots, X_{ijq}] \) coming from a multivariate binomial distribution with in-control parameter vector \( \mu = [(n_1, p_1), (n_2, p_2), \ldots, (n_q, p_q)] \) and in-control correlation matrix \( \Sigma \) in which \( X_{ij} \) represents the \( j \)th observation in the \( i \)th subgroup of the \( k \)th quality characteristic. We apply the root/power transformation method in order to transform the vector \( X_{ij} \) to \( Y_{ij} = [Y_{ij1}, Y_{ij2}, \ldots, Y_{ijq}] \) that approximately follows a multivariate normal distribution with the mean vector \( \mu_Y \) and the covariance matrix \( \Sigma_Y \).

For the transformed vector, the sample mean vector for each subgroup of size \( n \) is obtained using

\[ \bar{Y}_i = \frac{1}{n} \sum_{j=1}^{n} Y_{ij} ; \quad i = 1, 2, \ldots, m. \quad (2) \]

Then, for each subgroup the \( T^2 \) statistic is calculated by

\[ T^2_i = n \left( \bar{Y}_i - \bar{Y} \right)^T \Sigma_Y^{-1} \left( \bar{Y}_i - \bar{Y} \right), \quad (3) \]

in which \( \bar{Y} = [\bar{Y}_1, \bar{Y}_2, \ldots, \bar{Y}_i] = \frac{1}{n} \left[ \sum_{j=1}^{n} Y_{1j}, \sum_{j=1}^{n} Y_{2j}, \ldots, \sum_{j=1}^{n} Y_{qj} \right] \)^T is the estimated in-control mean vector of the process.

The statistic in Equation 3 is plotted on a \( T^2 \) control chart with an upper control limit (UCL) of

\[ \text{UCL} = \frac{q(m-1)(n-1)}{mn-m-q+1} F_{a,q,m-n-q+1}, \quad (4) \]

where for large number of subgroups may be estimated by \( \chi^2 \) (see Lowry and Montgomery (1995) for more details). An out-of-control signal is detected when the \( T^2 \) statistic exceeds UCL.

Multivariate binomial process modeling and MLE derivation

In monitoring processes using the \( T^2 \) control chart, as long as the plotted points fall below UCL, the process is assumed in-control. However, when one or more points exceed UCL, the chart signals a change in the parameters of the process and the process is assumed out-of-control. The most important problem is that the chart signals after a considerable amount of time after the change point. Therefore, knowing when the change had actually occurred would substantially improve the diagnostic procedure.

The MLEs of the change points, designed for step changes and linear-trend disturbances are derived in the next two subsections.

The proposed change-point estimator for a step-change disturbance

In this section, we assume that the real change type presented in a multivariate binomial process is a step change and derive the MLE of a change point in the process fraction non-conforming. We also assume that the process is initially in-control with known parameter vector \( [N, P_0] \). Following an unknown point in time \( r_{SC} \) (the step-change point), the process moves to an out-of-control state with parameter vector \( [N, P_1] \), where \( P_1 \) is given in Equation 5 and \( \delta \) is the vector of unknown magnitude of the change. An element \( \delta > 1 \) in \( \delta \) denotes an increase in the corresponding process fraction non-conforming, while \( \delta < 1 \) denotes an improvement:

\[ P_1 = \delta P_0. \quad (5) \]

The control chart genuinely (not false alarm) signals the above change with a delay at time \( S \), when the \( T^2 \) statistic exceeds the UCL of the \( T^2 \) control chart. Accordingly, the subgroup averages \( \bar{Y}_1, \bar{Y}_2, \ldots, \bar{Y}_{SC} \) come from the in-control process, while the subgroup averages \( \bar{Y}_{SC+1}, \bar{Y}_{SC+2}, \ldots, \bar{Y}_i \) come from the out-of-control process. As a result, the MLE of the proposed change-point estimator, denoted by \( \hat{r}_{SC} \), is obtained as
\[
\hat{\tau}_{SC} = \arg\min_{0 \leq \tau < S} \left\{ \frac{t}{2} \ln |\text{Cov}_{0,Y}| + \frac{n}{2} \sum_{i=1}^{t} (\bar{Y}_i - \mu_{0,Y}) \text{Cov}_{0,Y}^{-1} (\bar{Y}_i - \mu_{0,Y}) \right\} \times \left( \bar{Y}_i - \mu_{0,Y} \right) \] \]

where \( \hat{\mu}_{1,Y} = \frac{1}{S - \tau_{SC}} \sum_{i=\tau_{SC}+1}^{S} \bar{Y}_i \) and \( \text{Cov}_{1,Y} = \frac{n}{S - \tau_{SC}} \sum_{i=\tau_{SC}+1}^{S} \left( \bar{Y}_i - \hat{\mu}_{1,Y} \right) (\bar{Y}_i - \hat{\mu}_{1,Y}) \) (see Appendix 1 for details).

The MLE of the change point \( \hat{\tau}_{SC} \) is the value for \( \tau_{SC} \) that minimizes Equation 6.

**The proposed change-point estimator for a linear-trend disturbance**

Assuming again that the process is initially in-control with known parameter vector \([N, P_0]\), in a linear-trend disturbance when the \( T^2 \) statistic exceeds the UCL of the \( T^2 \) control chart, it is assumed that a change has occurred at an unknown point in time \( \tau_{LT} \) (the change point under linear trend). As a result the parameter vector of the out-of-control process becomes \([N, P_1]\), where \( P_1 \) at different points in time takes a value based on Equation 7 and vector \( \beta \) contains the magnitude (or slope) of the linear-trend disturbance:

\[
P_{Hi} = P_0 + \beta(i - \tau_{LT}) ; \quad i = \tau_{LT} + 1, \tau_{LT} + 2, \ldots .
\]

Based on the above descriptions, the subgroup averages \( \bar{Y}_1, \bar{Y}_2, \ldots, \bar{Y}_{\tau_{LT}} \) come from the in-control process, while the subgroup averages \( \bar{Y}_{\tau_{LT}+1}, \bar{Y}_{\tau_{LT}+2}, \ldots, \bar{Y}_S \) come from an out-of-control process. As a result, the MLE of the change point, \( \hat{\tau}_{LT} \), is the value of \( \tau_{LT} \) that minimizes Equation 8 and is obtained as

\[
\hat{\tau}_{LT} = \arg\min_{0 \leq \tau < S} \left\{ \frac{t}{2} \ln |\text{Cov}_{0,Y}| + \frac{n}{2} \sum_{i=1}^{t} (\bar{Y}_i - \mu_{0,Y}) \text{Cov}_{0,Y}^{-1} (\bar{Y}_i - \mu_{0,Y}) \right\} \times \left( \bar{Y}_i - \mu_{0,Y} \right) \] \]

where

\[
\hat{\beta} = \frac{\sum_{i=\tau_{LT}+1}^{S} (i - \tau_{LT})(\bar{Y}_i - \mu_{0,Y})}{\sum_{i=\tau_{LT}+1}^{S} (i - \tau_{LT})^2}
\]

\[
\text{Cov}_{1,Y} = \frac{n}{S - \tau_{LT}} \sum_{i=\tau_{LT}+1}^{S} \left( \bar{Y}_i - \mu_{0,Y} - \hat{\beta}(i - \tau_{LT}) \right) \times \left( \bar{Y}_i - \mu_{0,Y} - \hat{\beta}(i - \tau_{LT}) \right)
\]

(see Appendix 2 for details).

**Performance evaluation and comparison**

Monte Carlo simulations are used to evaluate and to compare the performances of the proposed change-point estimators designed for step changes and linear-trend disturbances, when the actual changes are of step changes and linear-trend disturbances in the process fraction non-conforming of a multivariate binomial process.

**Change-point estimators applied to step-change disturbances**

The change point is simulated to occur at \( \tau = 100 \). Thus, the first 100 subgroups are randomly generated from an in-control multivariate binomial distribution with parameter vector \([N, P_0]\), using the normal to anything (NORTA) method (Carlo and Nelson 1997; Niaki and Abbasi 2008). The in-control subgroup averages exceeding the UCL of the proposed control chart are false alarms. Consequently, these subgroups are discarded and are replaced with other in-control subgroups. This is replicated until all of the in-control subgroups are below UCL. Following subgroup 100, the parameter vector is changed based on a step-change disturbance given in Equation 5 where the subgroups are randomly generated from an out-of-control process with parameter vector \([N, P_1]\). The subgroup averages are plotted on the proposed control chart until a signal is generated, and at this time, the accuracy and the precision measures of the change-point estimators are computed.

**Simulation experiment 1**

Consider a multivariate binomial process with two correlated attributes, an in-control parameter vector \([N', P_0'] = [(20, 30), (0.2, 0.15)] \) and a correlation between the two attributes of 0.25. For subgroups \( i = 1, 2, \ldots, 100 \), independent observations are first generated from the in-control process using the NORTA method. After subgroup 100, observations are generated from an out-of-control process with parameter vector \([N, P_1]\). Obtaining a signal from the control chart, the change points are estimated using Equations 6 and 8 for 1,000 simulation runs. Then, the averages, the standard deviations, and the mean square errors...
Experiment has a step-change disturbance; standard deviations are shown in parentheses.

Table 1 Estimated change points and precision performances of two different MLEs in simulation experiment 1

| δ      | E(τ^1) | E(τ^2) | E(τ^3) | MSE(τ^1) | MSE(τ^2) | MSE(τ^3) | P0 | P1 | P2 | P3 | P4 |
|--------|--------|--------|--------|----------|----------|----------|----|----|----|----|----|
| (0,7)  | 115.14 | 93.21  | 107.24 | 24.0     | 0.103 (0.410) | 0.254 (0.675) | 0.357 (0.785) | 0.430 (0.852) | 0.501 (0.897) |
| (0,8)  | 143.58 | 82.60  | 100.92 | 6.79     | 0.037 (0.227) | 0.123 (0.439) | 0.188 (0.574) | 0.239 (0.656) | 0.298 (0.717) |
| (0,9)  | 215.07 | 75.55  | 107.96 | 26.27    | 0.010 (0.069) | 0.037 (0.187) | 0.068 (0.271) | 0.089 (0.324) | 0.103 (0.376) |
| (1,0)  | 203.86 | 83.38  | 100.32 | 6.92     | 0.019 (0.086) | 0.053 (0.181) | 0.076 (0.263) | 0.097 (0.337) | 0.123 (0.389) |
| (1,2)  | 139.63 | 84.40  | 100.57 | 7.69     | 0.044 (0.212) | 0.117 (0.430) | 0.176 (0.568) | 0.219 (0.642) | 0.255 (0.713) |
| (1,5)  | 103.74 | 97.41  | 98.04  | 7.00     | 0.175 (0.374) | 0.502 (0.679) | 0.695 (0.823) | 0.790 (0.874) | 0.846 (0.909) |
| (0,7)  | 112.84 | 94.76  | 99.53  | 3.90     | 0.094 (0.394) | 0.264 (0.659) | 0.407 (0.806) | 0.496 (0.877) | 0.559 (0.910) |
| (0,8)  | 141.67 | 83.63  | 100.32 | 6.92     | 0.043 (0.250) | 0.116 (0.473) | 0.167 (0.609) | 0.207 (0.695) | 0.254 (0.755) |
| (0,9)  | 208.11 | 76.95  | 106.72 | 26.66    | 0.014 (0.073) | 0.046 (0.213) | 0.073 (0.289) | 0.098 (0.346) | 0.124 (0.407) |
| (0,1)  | 197.60 | 81.32  | 108.53 | 25.28    | 0.027 (0.085) | 0.059 (0.214) | 0.085 (0.289) | 0.106 (0.342) | 0.134 (0.400) |
| (0,2)  | 134.80 | 86.73  | 100.92 | 6.79     | 0.037 (0.227) | 0.123 (0.439) | 0.188 (0.574) | 0.239 (0.656) | 0.298 (0.717) |
| (0,1)  | 103.44 | 98.02  | 98.44  | 5.43     | 0.209 (0.369) | 0.514 (0.675) | 0.755 (0.840) | 0.824 (0.894) | 0.883 (0.933) |
| (0,1)  | 70.88  | 96.39  | 99.08  | 4.45     | 0.509 (0.445) | 0.737 (0.711) | 0.523 (0.840) | 0.621 (0.900) | 0.704 (0.931) |
| (0,08) | 126.99 | 88.45  | 107.17 | 17.01    | 0.055 (0.340) | 0.152 (0.580) | 0.232 (0.719) | 0.295 (0.789) | 0.351 (0.839) |
| (0,09) | 199.75 | 71.63  | 103.98 | 17.51    | 0.016 (0.113) | 0.048 (0.249) | 0.078 (0.363) | 0.103 (0.390) | 0.122 (0.451) |
| (1,1)  | 176.76 | 78.02  | 103.80 | 18.74    | 0.022 (0.117) | 0.060 (0.251) | 0.088 (0.348) | 0.116 (0.427) | 0.140 (0.476) |
| (1,2)  | 122.09 | 90.83  | 100.04 | 7.64     | 0.077 (0.254) | 0.187 (0.510) | 0.264 (0.637) | 0.328 (0.721) | 0.374 (0.783) |
| (1,5)  | 102.10 | 97.60  | 97.26  | 7.72     | 0.158 (0.276) | 0.550 (0.596) | 0.798 (0.796) | 0.855 (0.851) | 0.895 (0.884) |

Table 2: Change-point estimators applied to linear-trend disturbances

Using the NORTA method, the first 100 subgroups are randomly generated from the in-control process. Following subgroup 101, observations are generated from an out-of-control process based on the step-change disturbance given in Equation 5. The subgroup averages are then plotted on the proposed control chart until a signal is generated. Then, the averages, the standard deviations, the mean square errors, and the precision performances of the change-point estimates for 1,000 simulation runs are reported in Tables 2 and 3. For δ < 1 and δ > 1, respectively. Similar to Table 1, the precision performances of τ_SC in Tables 2 and 3 are shown in parentheses.

Again, the results in Tables 2 and 3 show that τ_SC outperforms τ_LT for almost all shift magnitudes, since τ_SC is closer to the true change point than τ_LT is. Moreover, MSE(τ_LT) is smaller than MSE(τ₁), and τ_LT is more precise than τ₁.

Based on the results obtained from the above two simulation experiments, one can conclude that when the real change type is a step-change disturbance, the change-point estimator designed for step changes outperforms the change-point estimator designed for linear-trend disturbances for almost all of the shift magnitudes and process dimensions.

Change-point estimators applied to linear-trend disturbances

Assuming a linear-trend disturbance, in this section, the performances of the two proposed change-point estimators designed for step-change and linear-trend disturbances are...
evaluated and are compared in multivariate binomial processes with two and five correlated quality characteristics.

Considering the change point at \( \tau = 100 \), the first 100 subgroups are randomly generated from an in-control multivariate binomial distribution with parameter vector \([N, P_0]\) using the NORTA method. Following subgroup 100, the parameter vector is changed according to a linear-trend disturbance given in Equation 7, and as a result, subgroups are randomly generated from an out-of-control process with parameter vector \([N, P_1]\). The subgroup averages are plotted on the proposed control chart until a signal is generated. At this time, the accuracy and the precision measures of the change-point estimators are computed.

**Simulation experiment 3**
Consider the process in simulation experiment 1. Using the NORTA method, the first 100 subgroup averages are generated from the in-control process. After subgroup 100, observations are generated from an out-of-control process. Following a signal by the proposed control chart, the change points are estimated using Equations 6 and 8 for 1,000 simulation runs. Then, the averages, the standard deviations, the mean square errors, and the precision performances of the change-point estimates in addition to the expected time when the control chart signals a change are summarized in Table 4.

The results in Table 4 show that when the real change type is a linear-trend disturbance, the proposed MLE for linear-trend disturbances outperforms the one designed for step-change disturbances in terms of both the accuracy and the precision for almost all values of \( \beta \). That is, \( \hat{\tau}_{LT} \) is closer to the true change point than \( \hat{\tau}_{SC} \) is.

**Simulation experiment 4**
Considering the process described in simulation experiment 2, 100 subgroups are first randomly generated from the in-control process. Then, the parameter vector is changed based on a linear-trend disturbance given in Equation 7. Consequently, observations are generated from an out-of-control process. Following a signal from the control chart, the averages, the standard deviations, the mean square errors, and the precision performances of the change-point estimates in 1,000 simulation runs are reported in Table 5.

Based on the results in Table 5, in the presence of a linear-trend disturbance, \( \hat{\tau}_{LT} \) outperforms \( \hat{\tau}_{SC} \) in terms of both the accuracy and the precision measures. In other words, in addition to the better precision performances of \( \hat{\tau}_{LT} \), the estimated change points by \( \hat{\tau}_{LT} \) are closer to the real change point than \( \hat{\tau}_{SC} \) for almost all values of \( \beta \).

| \( \delta \) | \( E(\hat{\tau}_{LT}) \) | \( E(\hat{\tau}_{SC}) \) | \( \text{MSE}(\hat{\tau}_{LT}) \) | \( \text{MSE}(\hat{\tau}_{SC}) \) | \( P_0 \) | \( P_1 \) | \( P_2 \) | \( P_3 \) | \( P_4 \) |
|---|---|---|---|---|---|---|---|---|---|
| \((0.7,0,0,0)\) | 103.22 | 97.18 | 3.43 | 97.39 | 3.69 | 198 | 20.4 | 0.081 | 0.238 | 0.434 | 0.639 | 0.792 |
| \((0.9,0,0,0)\) | 161.33 | 87.38 | 38.82 | 106.32 | 18.37 | 1665.3 | 377.1 | 0.013 | 0.059 | 0.099 | 0.148 | 0.180 |
| \((0.0,0,0,0)\) | 107.52 | 97.42 | 5.76 | 99.13 | 3.54 | 39.9 | 13.2 | 0.081 | 0.240 | 0.423 | 0.584 | 0.698 |
| \((0.0,0,0,0)\) | 189.00 | 93.83 | 56.78 | 112.29 | 28.54 | 3259.3 | 965.5 | 0.020 | 0.050 | 0.072 | 0.101 | 0.123 |
| \((0.0,0,0,0)\) | 121.58 | 93.90 | 15.98 | 101.50 | 6.61 | 292.5 | 45.9 | 0.059 | 0.149 | 0.245 | 0.340 | 0.408 |
| \((0.0,0,0,0)\) | 225.12 | 106.74 | 72.81 | 126.97 | 47.98 | 5342.1 | 3028.0 | 0.008 | 0.036 | 0.062 | 0.079 | 0.099 |
| \((0.0,0,0,0)\) | 104.69 | 97.29 | 4.03 | 98.26 | 2.17 | 126.97 | 47.98 | 0.008 | 0.036 | 0.062 | 0.079 | 0.099 |
| \((0.0,0,0,0)\) | 172.99 | 88.14 | 43.42 | 110.03 | 22.37 | 2023.8 | 600.8 | 0.017 | 0.053 | 0.086 | 0.114 | 0.141 |
| \((0.0,0,0,0)\) | 112.98 | 95.69 | 9.32 | 100.31 | 4.57 | 105.4 | 21.0 | 0.085 | 0.239 | 0.355 | 0.456 | 0.570 |
| \((0.0,0,0,0)\) | 206.54 | 93.68 | 58.44 | 118.83 | 42.39 | 3451.2 | 2150.0 | 0.014 | 0.032 | 0.055 | 0.093 | 0.113 |
| \((0.7,0,0,0,0)\) | 101.65 | 96.05 | 43.32 | 96.32 | 3.98 | 34.3 | 29.4 | 0.026 | 0.110 | 0.262 | 0.487 | 0.726 |
| \((0.9,0,0,0,0)\) | 144.72 | 88.20 | 27.67 | 104.20 | 12.74 | 904.5 | 179.9 | 0.031 | 0.092 | 0.155 | 0.211 | 0.249 |

*Experiment has a step-change disturbance when \( \delta < 1 \); standard deviations are shown in parentheses.*
Moreover, $\text{MSE}(\hat{\tau}_{LT})$ is smaller than $\text{MSE}(\hat{\tau}_{SC})$ in most of the cases.

Finally, according to the results obtained from simulation experiments 3 and 4, one can conclude that when the real change type is a linear-trend disturbance, the change-point estimator designed for linear trend outperforms the change-point estimator designed for step-change disturbances, regardless of the shift magnitudes and the process dimension.

### Conclusions

When a control chart generates a signal due to an out-of-control condition, process engineers initiate a search to identify and to eliminate the root causes of process variation. However, the signaling time is different from the first time that a change manifests itself into a process (change point), and in most cases, there is a considerable time lag between them. Therefore, knowing the exact time of a change in a process would simplify the search procedure to improve the quality of the process by eliminating the causes of process variation.

In this paper, a new control chart was initially proposed based on a transformation method to monitor multi-attribute processes. The transformation method was used to eliminate the skewness of multivariate binomial processes. Then, the MLE of change points designed for both step changes and linear-trend disturbances were derived. Using Monte Carlo simulation experiments involving multivariate binomial processes with two and five attributes, the performances of the

---

### Table 3 Estimated change points and precision performances of two different MLEs in simulation experiment 2

| $\delta$ | $E(\tilde{T})$ | $E(\hat{\tau}_{LT})$ | $E(\hat{\tau}_{SC})$ | $\text{MSE}(\hat{\tau}_{LT})$ | $\text{MSE}(\hat{\tau}_{SC})$ | $P_0$ | $P_1$ | $P_2$ | $P_3$ | $P_4$ |
|----------|----------------|------------------------|-----------------------|-----------------------------|-----------------------------|-------|-------|-------|-------|-------|
| (1.1,0,0,0) | 161.49 | 88.15 (38.26) | 108.03 (21.11) | 160.29 | 509.5 | 0.028 | 0.067 | 0.111 | 0.142 | 0.176 (0.532) |
| (1.2,0,0,0) | 112.17 | 97.08 (9.28) | 100.55 (4.99) | 94.7 | 25.2 | 0.073 | 0.219 | 0.369 | 0.487 | 0.588 (0.821) |
| (1.5,0,0,0) | 101.13 | 95.80 (3.09) | 96.85 (2.99) | 27.1 | 26.1 | 0.006 | 0.034 | 0.193 | 0.424 | 0.685 (0.699) |
| (0.1,1,0,0) | 188.57 | 91.61 (53.06) | 115.46 (34.11) | 288.37 | 1401.3 | 0.012 | 0.051 | 0.882 | 0.103 | 0.124 (0.428) |
| (0.1,2,0,0) | 126.57 | 93.47 (19.43) | 102.87 (10.71) | 419.8 | 122.8 | 0.041 | 0.129 | 0.195 | 0.275 | 0.347 (0.716) |
| (0.1,5,0,0) | 101.87 | 96.38 (3.57) | 96.62 (2.51) | 25.9 | 17.7 | 0.034 | 0.154 | 0.329 | 0.550 | 0.759 (0.767) |
| (0,0,1,1,0) | 213.58 | 112.39 (72.25) | 129.51 (50.21) | 5369.7 | 342.7 | 0.010 | 0.031 | 0.056 | 0.082 | 0.098 (0.269) |
| (0,0,1,2,0) | 150.77 | 92.23 (36.35) | 107.34 (17.01) | 1380.8 | 342.7 | 0.027 | 0.083 | 0.134 | 0.179 | 0.218 (0.559) |
| (0,0,1,5,0) | 105.68 | 97.68 (4.42) | 98.73 (3.55) | 25.1 | 14.2 | 0.119 | 0.289 | 0.468 | 0.640 | 0.766 (0.846) |
| (0,0,1,1,0) | 170.52 | 88.24 (44.05) | 109.18 (20.15) | 2076.6 | 490.1 | 0.017 | 0.050 | 0.087 | 0.127 | 0.159 (0.496) |
| (0,0,1,2,0) | 116.24 | 95.91 (12.17) | 101.42 (5.51) | 164.8 | 32.4 | 0.070 | 0.202 | 0.304 | 0.419 | 0.514 (0.797) |
| (0,0,1,5,0) | 101.29 | 96.08 (2.59) | 96.04 (3.31) | 22.1 | 26.6 | 0.012 | 0.065 | 0.232 | 0.461 | 0.705 (0.729) |
| (0,0,0,1,1) | 203.23 | 100.56 (62.66) | 119.71 (36.92) | 3922.7 | 1750.2 | 0.017 | 0.037 | 0.063 | 0.084 | 0.100 (0.330) |
| (0,0,0,1,2) | 136.76 | 90.65 (25.51) | 104.22 (12.51) | 737.4 | 174.3 | 0.029 | 0.097 | 0.152 | 0.218 | 0.272 (0.671) |
| (0,0,0,1,5) | 102.88 | 97.10 (3.09) | 97.19 (3.96) | 18.2 | 23.6 | 0.095 | 0.244 | 0.422 | 0.631 | 0.810 (0.823) |
| (1,1,1,1,1) | 139.07 | 92.24 (27.44) | 104.47 (11.88) | 812.7 | 161.1 | 0.048 | 0.125 | 0.194 | 0.252 | 0.302 (0.664) |
| (1,2,1,2,1,1) | 106.03 | 97.25 (5.39) | 98.81 (3.54) | 36.6 | 14.1 | 0.092 | 0.272 | 0.438 | 0.605 | 0.743 (0.844) |
| (1,5,1,5,1,5) | 101.01 | 96.10 (2.42) | 96.31 (1.79) | 21.1 | 16.8 | 0.025 | 0.040 | 0.212 | 0.430 | 0.713 (0.757) |

Experiment has a step-change disturbance when $\delta > 1$; standard deviations are shown in parentheses.
change-point estimators were evaluated by comparing them in the presence of real step-change and real linear-trend disturbances. The results showed that the change-point estimator designed for step changes outperforms the change-point estimator designed for linear-trend disturbances when the true change type is a step-change disturbance, regardless of the shift magnitudes and process dimensions. In contrast, the change-point estimator designed for linear-trend disturbances outperforms the change-point estimator designed for step changes when the true change type is a linear-trend disturbance, regardless of the shift magnitudes and process dimensions.

Appendix

Appendix 1

Denoting the MLE of the change-point estimator designed for step changes by $\tau_{SC}$, the likelihood function for the transformed vector $Y_{ij}$ is (Johnson and Wichern 2007)

$$L(\tau_{SC}, \mu_{1,Y}, \text{Cov}_{1,Y}) = \frac{1}{(2\pi)^{S/2}|\text{Cov}_{0,Y}|^{1/2}} e^{-n/2(\bar{Y} - \mu_{0,Y})' \text{Cov}_{0,Y}^{-1}(\bar{Y} - \mu_{0,Y})} \times \prod_{i=1}^{S} \frac{1}{(2\pi)^{S/2}|\text{Cov}_{1,Y}|^{1/2}} e^{-n/2(\bar{Y}_{i} - \mu_{1,Y})' \text{Cov}_{1,Y}^{-1}(\bar{Y}_{i} - \mu_{1,Y})}.$$

where $\mu_{0,Y}$, $\mu_{1,Y}$, $\text{Cov}_{0,Y}$ and $\text{Cov}_{1,Y}$ are in-control and out-of-control mean vector and covariance matrix of vector $Y$, respectively. The logarithm of the likelihood function when the constant term is shown by $K$ is

$$\ln \left( L \left( \tau_{SC}, \mu_{1,Y}, \text{Cov}_{1,Y} \right) \right) = K - \frac{\tau_{SC}}{2} \ln |\text{Cov}_{0,Y}| - \frac{n}{2} \sum_{i=1}^{S} \left( \bar{Y}_{i} - \mu_{0,Y} \right)' \text{Cov}_{0,Y}^{-1} \left( \bar{Y}_{i} - \mu_{0,Y} \right) - \frac{(S - \tau_{SC})}{2} \ln |\text{Cov}_{1,Y}| - \frac{n}{2} \sum_{i=\tau_{SC}+1}^{S} \left( \bar{Y}_{i} - \mu_{1,Y} \right)' \text{Cov}_{1,Y}^{-1} \left( \bar{Y}_{i} - \mu_{1,Y} \right).$$
Table 5: Estimated change points and precision performances of two different MLEs in simulation experiment 4

| $\beta$ | $E(T)$ | $E(\tau_{t \tau})$ | $E(\tau_{SC})$ | $\text{MSE}(\tau_{t \tau})$ | $\text{MSE}(\tau_{SC})$ | $P0$ | $P1$ | $P2$ | $P3$ | $P4$ |
|---------|--------|------------------|-----------------|---------------------------|---------------------------|-----|-----|-----|-----|-----|
| (0.001,0,0,0,0) | 151.89 (23.62) | 127.18 (18.73) | 763.64 | 1089.2 | 0.011 | 0.014 | 0.105 | 0.117 | 0.083 |
| (0.003,0,0,0,0) | 125.85 (12.14) | 113.12 (8.68) | 213.47 | 247.3 | 0.037 | 0.016 | 0.100 | 0.214 | 0.267 |
| (0.005,0,0,0,0) | 118.16 (7.81) | 109.08 (6.15) | 98.85 | 120.4 | 0.037 | 0.017 | 0.114 | 0.187 | 0.248 |
| (0.01,0,0,0,0) | 110.71 (4.82) | 104.14 (3.82) | 31.26 | 31.7 | 0.054 | 0.036 | 0.171 | 0.290 | 0.413 |
| (0.001,0,0,0,0) | 146.88 (21.85) | 124.01 (16.81) | 678.51 | 859.2 | 0.019 | 0.009 | 0.049 | 0.145 | 0.185 |
| (0.003,0,0,0,0) | 123.95 (10.49) | 111.79 (8.30) | 165.91 | 207.7 | 0.034 | 0.018 | 0.096 | 0.172 | 0.295 |
| (0.005,0,0,0,0) | 116.54 (7.52) | 108.11 (5.74) | 81.71 | 98.6 | 0.041 | 0.032 | 0.130 | 0.221 | 0.296 |
| (0.01,0,0,0,0) | 109.87 (4.08) | 103.54 (4.89) | 22.90 | 36.5 | 0.068 | 0.047 | 0.211 | 0.352 | 0.485 |
| (0.001,0,0,0,0) | 141.68 (19.59) | 121.18 (14.98) | 547.65 | 672.7 | 0.018 | 0.014 | 0.062 | 0.099 | 0.146 |
| (0.003,0,0,0,0) | 120.06 (10.03) | 110.08 (7.49) | 149.05 | 157.8 | 0.041 | 0.016 | 0.112 | 0.160 | 0.225 |
| (0.005,0,0,0,0) | 113.69 (6.48) | 106.10 (5.28) | 60.59 | 65.1 | 0.041 | 0.037 | 0.133 | 0.227 | 0.308 |
| (0.01,0,0,0,0) | 108.42 (4.47) | 102.38 (3.49) | 22.39 | 17.9 | 0.101 | 0.084 | 0.282 | 0.457 | 0.642 |
| (0.001,0,0,0,0) | 152.12 (23.31) | 125.78 (18.38) | 726.13 | 1001.9 | 0.015 | 0.014 | 0.066 | 0.106 | 0.158 |
| (0.003,0,0,0,0) | 124.59 (11.27) | 112.24 (8.61) | 180.97 | 224.0 | 0.036 | 0.017 | 0.096 | 0.156 | 0.219 |
| (0.005,0,0,0,0) | 117.59 (7.76) | 108.94 (6.30) | 95.67 | 119.6 | 0.039 | 0.024 | 0.109 | 0.189 | 0.249 |
| (0.01,0,0,0,0) | 110.68 (4.87) | 104.22 (4.09) | 32.72 | 34.5 | 0.065 | 0.040 | 0.174 | 0.279 | 0.412 |
| (0.001,0,0,0,0) | 145.57 (9.10) | 123.87 (7.94) | 678.77 | 820.8 | 0.032 | 0.009 | 0.073 | 0.106 | 0.152 |
| (0.003,0,0,0,0) | 122.04 (10.58) | 111.42 (7.48) | 162.38 | 186.30 | 0.032 | 0.013 | 0.083 | 0.144 | 0.213 |
| (0.005,0,0,0,0) | 115.36 (6.63) | 105.18 (5.37) | 70.77 | 84.21 | 0.038 | 0.021 | 0.131 | 0.231 | 0.302 |
| (0.01,0,0,0,0) | 109.15 (3.95) | 103.13 (3.12) | 20.76 | 19.48 | 0.060 | 0.059 | 0.237 | 0.387 | 0.551 |
| (0.001,0,0,0,0) | 136.81 (15.57) | 118.66 (12.52) | 395.10 | 504.68 | 0.020 | 0.015 | 0.082 | 0.130 | 0.212 |
| (0.003,0,0,0,0,0) | 117.34 (7.63) | 108.65 (5.88) | 92.57 | 109.36 | 0.050 | 0.015 | 0.139 | 0.203 | 0.273 |
| (0.005,0,0,0,0,0) | 111.91 (5.72) | 105.09 (4.63) | 48.50 | 47.36 | 0.041 | 0.031 | 0.132 | 0.236 | 0.345 |
| (0.01,0,0,0,0,0) | 107.45 (2.81) | 101.85 (2.51) | 9.27 | 9.68 | 0.106 | 0.101 | 0.346 | 0.570 | 0.765 |

Experiment has a linear-trend disturbance; standard deviations are shown in parentheses.
There are three unknown parameters \((rSC, \mu_{1,Y}, \text{and } \text{Cov}_{1,Y})\) in Equation 10 that should be estimated. In order to find \(rSC\), one must first estimate \(\mu_{1,Y}\) and \(\text{Cov}_{1,Y}\) for all possible values of the change point. To do this, the MLEs of the out-of-control mean vector and covariance matrix, denoted by \(\hat{\mu}_{1,Y}\) and \(\hat{\text{Cov}}_{1,Y}\), respectively, are first derived as

\[
\hat{\mu}_{1,Y} = \frac{\sum_{i=rSC+1}^{S} Y_i}{S - rSC},
\]

\[
\hat{\text{Cov}}_{1,Y} = \frac{N}{S - rSC} \sum_{i=rSC+1}^{S} \left( \bar{Y}_i - \hat{\mu}_{1,Y} \right)\left( \bar{Y}_i - \hat{\mu}_{1,Y} \right)^\top.
\]

Then, the estimated unknown parameters in Equations 11 and 12 for all the potential values of \(rSC\) are obtained and are substituted in Equation 13 to find the MLE of the change point:

\[
\hat{r}_{SC} = \arg \min_{0 \leq t \leq S} \left\{ \frac{\frac{S}{2\pi} \ln |\text{Cov}_{0,Y}| + \frac{N}{2} \sum_{i=1}^{rSC} \left( \bar{Y}_i - \mu_{0,Y} \right) \text{Cov}_{0,Y} \left( \bar{Y}_i - \mu_{0,Y} \right)^\top}{\frac{S}{2} \ln |\text{Cov}_{0,Y}| + \frac{N}{2} \sum_{i=rSC+1}^{S} \left( \bar{Y}_i - \hat{\mu}_{1,Y} \right) \text{Cov}_{1,Y} \left( \bar{Y}_i - \hat{\mu}_{1,Y} \right)^\top} \right\}.
\]

**Appendix 2**

Denoting the MLE of the change-point estimator designed for linear-trend disturbances by \(\hat{r}_{LT}\), the likelihood function of the transformed vector \(Y_i\) is

\[
L(\hat{r}_{LT}, \mu_{0,Y}, \text{Cov}_{1,Y}|Y) = \prod_{i=1}^{S} \frac{1}{|\text{Cov}_{0,Y}|^{1/2}} e^{-\frac{1}{2} \left( \bar{Y}_i - \mu_{0,Y} \right) \text{Cov}_{0,Y}^{-1} \left( \bar{Y}_i - \mu_{0,Y} \right)^\top} \times \prod_{i=r_{LT}+1}^{S} \frac{1}{|\text{Cov}_{1,Y}|^{1/2}} e^{-\frac{1}{2} \left( \bar{Y}_i - \hat{\mu}_{1,Y} - \beta(i - r_{LT}) \right) \text{Cov}_{1,Y}^{-1} \left( \bar{Y}_i - \hat{\mu}_{1,Y} - \beta(i - r_{LT}) \right)^\top},
\]

where \(\mu_{0,Y}\) and \(\text{Cov}_{0,Y}\) are the in-control mean vector and covariance matrix, and \(\mu_{1,Y}\) and \(\text{Cov}_{1,Y}\) are the out-of-control mean vector and covariance matrix of vector \(Y\), respectively. As a result, the logarithm of the likelihood function in which the constant term is denoted by \(K\) is

\[
\ln L(\hat{r}_{LT}, \mu_{0,Y}, \text{Cov}_{1,Y}|Y) = K - \frac{r_{LT}}{2} \ln |\text{Cov}_{0,Y}| - \frac{N}{2} \sum_{i=1}^{r_{LT}} \left( \bar{Y}_i - \mu_{0,Y} \right) \text{Cov}_{0,Y}^{-1} \left( \bar{Y}_i - \mu_{0,Y} \right)^\top - \frac{(S - r_{LT})}{2} \ln |\text{Cov}_{1,Y}| - \frac{N}{2} \sum_{i=r_{LT}+1}^{S} \left| \bar{Y}_i - \hat{\mu}_{1,Y} - \beta(i - r_{LT}) \right| \text{Cov}_{1,Y}^{-1} \left| \bar{Y}_i - \hat{\mu}_{1,Y} - \beta(i - r_{LT}) \right|^\top.
\]

There are three unknown parameters \(r_{LT}, \beta, \text{and } \text{Cov}_{1,Y}\) in Equation 15. Again, we first calculate the MLEs of the unknown parameters in Equations 16 and 17 for all of the possible values of the change point:

\[
\hat{\beta} = \frac{\sum_{i=r_{LT}+1}^{S} (i - r_{LT}) \left( \bar{Y}_i - \mu_{0,Y} \right)}{\sum_{i=r_{LT}+1}^{S} (i - r_{LT})^2},
\]

\[
\hat{\text{Cov}}_{1,Y} = \frac{N}{S - r_{LT}} \sum_{i=r_{LT}+1}^{S} \left( \bar{Y}_i - \mu_{0,Y} - \hat{\beta}(i - r_{LT}) \right) \hat{\text{Cov}}_{1,Y} \left( \bar{Y}_i - \mu_{0,Y} - \hat{\beta}(i - r_{LT}) \right)^\top.
\]

Then, the estimated parameters \(\hat{\beta}\) and \(\hat{\text{Cov}}_{1,Y}\) are substituted in Equation 18 in order to find the MLE of the change point:

\[
\hat{r}_{LT} = \arg \min_{0 \leq t \leq S} \left\{ \frac{\frac{S}{2} \ln |\text{Cov}_{0,Y}| + \frac{N}{2} \sum_{i=1}^{r_{LT}} \left( \bar{Y}_i - \mu_{0,Y} \right) \text{Cov}_{0,Y} \left( \bar{Y}_i - \mu_{0,Y} \right)^\top}{\frac{S}{2} \ln |\text{Cov}_{0,Y}| + \frac{N}{2} \sum_{i=r_{LT}+1}^{S} \left( \bar{Y}_i - \hat{\mu}_{1,Y} - \hat{\beta}(i - r_{LT}) \right) \text{Cov}_{1,Y} \left( \bar{Y}_i - \hat{\mu}_{1,Y} - \hat{\beta}(i - r_{LT}) \right)^\top} \right\}.
\]
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