Abstract

We investigate the problem of combining the outputs of different translation systems into a minimum Bayes’ risk consensus translation. We explore different risk formulations based on the BLEU score, and provide a dynamic programming decoding algorithm for each of them. In our experiments, these algorithms generated consensus translations with better risk, and more efficiently, than previous proposals.

1. Introduction

Machine translation (MT) is a fundamental technology and a core component of language processing systems. However, MT systems are still far from perfect [1]. The combination of multiple MT systems is a promising research direction to improve the quality of current MT technology. The key idea of system combination [2] is that it is often very difficult to find the real best system for the task at hand, while different systems can exhibit complementary strengths and limitations. Thus, a proper combination of systems could be more effective than using a single monolithic system.

A simple, yet effective, system combination method for MT was proposed by González-Rubio et al., [3]. The authors describe minimum Bayes’ risk system combination (MBRSC), a method to combine the outputs of multiple MT systems into a consensus translation with maximum expected BLEU [4] score. Previous combination methods either implement sophisticated decision functions to select one of the provided translations [5, 6, 7], or generate new consensus translations by combining the best subsequences of the provided translations by means of a Viterbi-like search on a confusion network [8, 9, 10]. MBRSC aims at gathering together the advantages of sentence-selection and subsequence-combination methods. In comparison to sentence-selection methods, MBRSC also implements a sophisticated minimum Bayes’ risk (MBR) classifier, and additionally, it is able to generate new consensus translations that include the “best” subsequences from different individual translations. Regarding subsequence-combination methods, MBRSC can also generate new consensus translations different from the provided translations, and also, the final consensus translation has the best expected score with respect to the widespread BLEU score.

Despite these advantages, the original implementation of MBRSC [3] (§2) presented some flaws, e.g. the proposed gradient ascent decoding, that, in our opinion, prevents the method from revealing its full potential. Here, we propose new decoding algorithms for MBRSC based on the dynamic programming (DP) paradigm. We study two different approaches to compute the BLEU-based risk. On the one hand, we instantiate DP decoding to use the original BLEU risk over expected counts (§3) so our results are comparable to those in [3]. In practice, this approach is implemented as a beam search [12]. On the other hand, we implement an actual exact DP decoding using the linear approximation to the BLEU score proposed in [13] to compute the risk (§4). Then, we provide an extensive empirical study (§5) of the proposed decoding algorithms in comparison to the original MBRSC proposal. Finally, we conclude with a summary of our contributions.

2. Minimum Bayes’ Risk System Combination

2.1. MBRSC Model and Decision Function

We now describe the original MBRSC proposal in [3]. Given $K$ MT systems, MBRSC models the probability of a sentence $y$ to be a translation of a source sentence $x$ as a weighted ensemble [14]:

$$P(y \mid x) = \sum_{k=1}^{K} \alpha_k \cdot P_k(y \mid x) \tag{1}$$
where $P_k(y \mid x)$ denotes the probability distribution over translations modeled by system $k$. Free parameters $\{\alpha_1, \dots, \alpha_K\}$ are scaling factors that denote the relative importance of each system ($\sum_{k=1}^K \alpha_k = 1$).

Given a loss function $L(y, y')$ between a candidate translation $y$ and a reference translation $y'$, the optimal decision function for the ensemble model of MBRSC is an instance of the MBR classifier [15]:

$$
\hat{y} = \arg\min_{y \in \mathcal{Y}} \sum_{y' \in \mathcal{Y}} P(y' \mid x) \cdot L(y, y')
$$

where $\mathcal{Y}$ denotes the whole target language.

MBRSC uses the widespread BLEU [4] metric as loss function. The BLEU score $B(y, y')$ between a candidate translation $y$ and a reference $y'$ is given by:

$$
B(y, y') = \left( \prod_{n=1}^{4} \rho_n(y, y') \right)^{\frac{1}{4}} \cdot \phi(y, y')
$$

where $\rho_n(y, y')$ is the precision of $n$-grams of size $n$ between $y$ and $y'$, and $\phi(y, y')$ is a brevity penalty, that penalizes short translations:

$$
\rho_n(y, y') = \frac{\sum_{w \in \mathcal{W}_n(y)} \min(\#w(y), \#w(y'))}{\sum_{w \in \mathcal{W}_n(y)} \#w(y)}
$$

where $\mathcal{W}_n(y)$ is the set of $n$-grams of size $n$ in $y$, $\#w(y)$ is the count of $n$-gram $w$ in $y$, and $|y|$ denotes the length of translation $y$.

BLEU is a percentage with a value of one denoting an exact match between $y$ and $y'$. Thus, we rewrite the MBRSC decision function in Equation (2) substituting the $\arg\min_{y \in \mathcal{Y}}$ operator by an $\arg\max_{y \in \mathcal{Y}}$:

$$
\hat{y} = \arg\max_{y \in \mathcal{Y}} \sum_{k=1}^K \alpha_k \cdot \left( \sum_{y' \in \mathcal{Y}} P_k(y' \mid x) \cdot B(y, y') \right)
$$

This formulation assumes that all systems share the same domain of translations ($\mathcal{Y}$) which in practice is not always true. In practice, MBRSC takes as input a representation, e.g. an $N$-best list, of the candidate translations of each system and assumes that any other translation not in the provided representation has zero probability of being generated by that system.

Optimum values for scaling factors $\alpha_k$ are estimated by minimum error rate training [16] optimizing BLEU on a separate development set.

### 2.2. MBRSC Decoding

The direct implementation of Equation (6) has a high temporal complexity in $O(|\mathcal{Y}|^2 \cdot I)$, where $|\mathcal{Y}|$ denotes the number of candidate translations, and $I$ represents the maximum translation length given that $B(y, y')$ can be computed in $O(\max(|y|, |y'|))$ time. Since the number of candidate translations may be quite large, an exhaustive enumeration of all of them is often unfeasible. González-Rubio et. al [3] address this challenge by dividing Equation (6) into two sub-problems: the computation of the risk, namely the expected BLEU score, of each translation, and the actual search for the optimal consensus translation ($\arg\max_{y \in \mathcal{Y}}$).

Given that BLEU references the reference translation $y'$ only via its $n$-gram counts (see Equation (3)), MBRSC follows [17] to formalize an efficient alternative to the exact risk in Equation (6). Instead of computing the expected BLEU score of translation $y$, MBRSC computes the BLEU score of $y$ with respect to the expected $n$-gram counts $\mathbb{E}_{P(y' \mid x)}[\#w(y')]$ in the alternative candidate translations of $x$:

$$
R(y \mid x) = \mathbb{E}_{P(y' \mid x)}[B(y, y')]
\approx \bar{B}(y, \mathbb{E}_{P(y' \mid x)}[\#w(y')])
= \left( \prod_{n=1}^{4} \bar{\rho}_n(y, \mathbb{E}_{P(y' \mid x)}[\#w(y')]) \right)^{\frac{1}{4}} \cdot \bar{\phi}(y, \mathbb{E}_{P(y' \mid x)}[\#w(y')])
$$

where $P(y' \mid x)$ is the ensemble probability in Equation (1), and $\rho_n(y, y')$ and $\phi(y, y')$ are reformulated as functions of expected $n$-gram counts.

Regarding the actual search, MBRSC implements a two-step algorithm. First, it performs a conventional MBR sentence-selection decoding [18] to obtain an initial consensus translation. Then, a gradient ascent algorithm refines that initial solution by the iterative application of different edit operations (substitution, insertion, and deletion of single words) searching for an improvement in risk. Algorithm 1 depicts this gradient ascent decoding algorithm. Since the risk ($R(y \mid x)$ in Equation (7)) can be computed in $O(I)^1$, the com-

1. Expected $n$-gram counts can be computed in advance.
Among all possible translations, we are interested in that of the higher expected BLEU score. In this case, since two hypotheses sharing the same n-gram counts are indistinguishable, each state of the graph can be represented by a specific bag (namely a specific multiset) \( N \) of n-grams. We define \( Q(N, y) = q \) where \( q \) is the maximum score of a path leading from the initial state to the state \( (N) \), and \( y \) is the corresponding translation hypothesis. We also define \( \tilde{Q} = \hat{q} \) as the final state of the optimal translation \( \hat{y} \). Finally, the following DP recursion equations allow us to retrieve the path of maximum score in such a search graph:

\[
Q(\emptyset, \"\") = 0 \\
Q(N, y) = \max_{y' \in \Sigma \cup \{\\}} \tilde{B}(y_e, E_P(y'|x)|\#w(y')) \\
\tilde{Q} = \max_{y \in \{N, y\}} \tilde{B}(y, E_P(y'|x)|\#w(y')) 
\]

where the end-of-sentence symbol, \( \\), denotes a complete translation, and function \( \Theta(y_p, y) \) returns the new n-grams generated when expanding hypothesis \( y_p \) with word \( y \). For example, given the hypothesis \( y_p = \"we are faced with\" \) and the expansion word \( y = \"enormous\" \), the expanded hypothesis \( y_e = \"we are faced with enormous\" \) contains four \( n \)-grams more than \( y_p \): \"enormous\", \"with enormous\", \"faced with enormous\", and \"are faced with enormous\".

In the DP recursion equations, all target language words are considered as potential expansion options for every hypothesis. However, not all word sequences form correct natural language sentences. E.g., given the example above, it is clear that word \( y = \"enormous\" \) can be a valid expansion option while word \( y = \"with\" \) cannot. Thus, we consider \( y \in \Sigma \cup \{\\} \) as a valid expansion word for hypothesis \( y_p \) only if at least one of the new \( n \)-grams \( w \in \Theta(y_p, y) \) in the resulting expanded hypothesis \( y_e = y_p y \) has an expected count above zero:

\[
\Delta(y_p) = \{ y \mid \exists w \in \Theta(y_p, y) \land E_P(y'|x)|\#w(y') > 0 \}
\]

Unfortunately, due to the exponential number of states\(^3\), we cannot expect to efficiently implement the recursion equations above. In practice, we use a beam search algorithm [12] with pruning. Specifically, for each size \( i \), we keep only the \( M \) best-scoring hypotheses and discard the rest of them. To assure a fair competition between hypotheses, the score of each of them

\(^3\)BLEU considers n-grams up to size four.

\(^3\)The number is exponential in the size of the vocabulary [19].
Algorithm 2: Beam search for MBRSC.

\begin{algorithm}
\begin{small}
\textbf{input}: x (source language sentence), M (pruning parameter), I (maximum translation length)
\textbf{output}: \hat{y}, \hat{q} (optimal translation and its score)
\textbf{auxiliary}: Θ(y, y) (new n-grams after expanding hypothesis y with word y), Δ(y) (expansion words for hypothesis y), \(\overline{R}(y \mid x)\) (complete score of y), Π(i, N) (non-pruned states of size i)
\begin{algorithmic}[1]
\State \(Q(\emptyset, \"\" \) ← 0; \(\hat{y} \leftarrow \"\" \); \(\hat{Q} \leftarrow 0;\)
\For {i = 0 to I} 
\Forall \((N_p, y_p) \in \Pi(i, N)\) do 
\Forall \(y \in \Delta(y_p)\) do 
\State \(y_e \leftarrow y_p y; q_e \leftarrow \overline{R}(y_e \mid x);\)
\If {y == $\) then 
\State \(\hat{q} \leftarrow \hat{Q};\)
\State \(\hat{\hat{y}} \leftarrow y_e; \hat{Q} \leftarrow q_e;\)
\Else 
\State \(N_e \leftarrow N_p \cup \Theta(y_p, y);\)
\State \(q \leftarrow Q(N_e, \cdot);\)
\State \(\text{if } q_e > \hat{q} \text{ then }\)
\State \(\hat{y} \leftarrow y_e; \hat{Q} \leftarrow q_e;\)
\EndIf
\EndFor
\State \(Q(N_e, y_e) \leftarrow q_e;\)
\EndFor
\EndFor
\State return \(\hat{y}, \hat{Q};\)
\end{algorithmic}
\end{small}
\end{algorithm}

is given by a combination of its score so far, and an estimate of the rest score to complete the translation. Similarly as done in [20], we perform a light decoding process (considering at each step only the single best expansion) to estimate the complete translation that can be obtained from each hypothesis. The score of these complete translations are then used as the complete scores \(\overline{R}(y \mid x)\) of the partial hypotheses.

Algorithm 2 shows the proposed beam search algorithm with pruning. It takes as input a source sentence x, the number of hypotheses to keep after pruning (M), and the maximum translation length under consideration (I). We use some auxiliary functions: Θ(y, y) returns the set of new n-grams generated in the expansion of hypothesis y with word y, Δ(y) returns the valid expansion words for y, \(\overline{R}(y \mid x)\) returns the complete score of y, and Π(i, M) denotes the M best states of size i; lower-scoring states are pruned out.

To avoid repeated computations, the first loop in Algorithm 2 performs a breadth-first exploration of the search graph. Additionally, this loop introduces an upper bound to the maximum translation size under consideration, and thus, to the number of iterations of the algorithm. At each iteration, line 4 loops over the non-pruned states that remain from the previous iteration. For each of these predecessor states, line 5 loops over the corresponding expansion words. Given a predecessor state \((N_p, y_p)\) and a valid expansion word y, we compute the complete score \(q_e\) of the expanded hypothesis \(y_e = y_p y\) (line 6). If the expanded hypothesis is a complete translation \((y \approx \approx \) $\) and it improves the score \(\hat{Q}\) of the current best consensus translation, we then update it (lines 7–10). If not, we first compute the bag of n-grams \(N_e\) of the expanded hypothesis (line 12). Then, if the score \(q_e\) of the expanded hypothesis improves the score stored in the corresponding successor state \((N_e, \cdot)\) (line 14), we update the state.

The proposed beam search algorithm with pruning has a computational complexity in \(O(I^2 \cdot M \cdot D)\), where M denotes the pruning parameter that controls the number of predecessor states in line 4, D denotes the maximum number of expansion words in line 5, and I is the maximum translation size in line 3. The extra \(O(I)\) factor is given by the score computation in line 6.

4. MBRSC DP Search for Linear BLEU

A potential drawback of decoding Algorithm 2 is that it cannot exploit the full potential of the DP framework. The problem stems in the BLEU based risk proposed in [3]: the n-gram count clippings in its formulation, see Equation (4), make impossible to compute it incrementally. To address this problem, we import the linear approximation to the logarithm of the BLEU scores proposed in [13]:

\[
\log(B(y, y')) \approx \lambda_0 |y| + \sum_{w \in \mathcal{W}(y)} \lambda_w \#_w(y) \delta_w(y') \tag{8}
\]

where \(\mathcal{W}(y)\) is the complete set of n-grams (up to size four) in y. \(\lambda_0\) and \(\lambda_w\) are free parameters, and \(\delta_w(y')\) is an indicator feature whose value is equal to one if n-gram w is present in y’ and zero otherwise. Given this BLEU approximation, the risk of a candidate translation y is given by:

\[
\overline{R}(y \mid x) = \lambda_0 |y| + \sum_{w \in \mathcal{W}(y)} \lambda_w \#_w(y) \mathbb{E}_{P(y' \mid x)}[\delta_w(y')] \tag{9}
\]

where \(\mathbb{E}_{P(y' \mid x)}[\delta_w(y')]\) denotes the expected probability of n-gram w to be present. Values \(\lambda_0, \lambda_w\) can be computed from the n-gram precision statistics of a separate development set [13]. Gradient ascent decoding
can also implement this risk formulation by using Equation (9) as risk function $R(y \mid x)$ in Algorithm 1.

Note that the BLEU risk over expected counts in Equation (7) yields a decoding alternative to MBR using BLEU, while the linear BLEU risk in Equation (9) results in a MBR decoding for an alternative to BLEU.

Using the linear BLEU risk in Equation (9), two partial hypotheses that share their last three words are indistinguishable. Hence, the states in the corresponding DP search graph can be represented by a particular three-word history $\sigma$. To distinguish between hypotheses of different size, we also index the search states by the size of the best hypothesis that arrives to the state. We define $Q(i, \sigma)$ as the maximum score of a path leading from the initial state to the state $(i, \sigma)$, and $\hat{Q}$ as the score of the optimal translation $\hat{y}$. Finally, we obtain the following DP recursion equations:

$$Q(0,\sigma) = 0$$

$$Q(i, \sigma) = \max_{q_p = Q(i-1, \sigma)} \left[ q_p + \lambda_0 + \sum_{w \in \Theta(\sigma, y)} \lambda_w \mathbb{E}_{P(y' \mid x)}[\delta_w(y')] \right]$$

$$\hat{Q} = \max_{q_p = Q(\cdot, \sigma_p)} \left[ q_p + \lambda_0 + \sum_{w \in \Theta(\sigma, y)} \lambda_w \mathbb{E}_{P(y' \mid x)}[\delta_w(y')] \right]$$

where $\text{tail}(\sigma, y)$ returns the last three words of word sequence $\sigma, y$, and $\Theta(\sigma, y)$ returns the new $n$-grams generated when extending history $\sigma$ with word $y$.

Since the number of states is at most cubical with the target vocabulary, these recursive equations can be implemented exactly. Algorithm 3 depicts DP decoding using linear BLEU risk. It takes as input the indicator feature expectations $\mathbb{E}_{P(y' \mid x)}[\delta_w(y')]$, the values for the free parameters of linear BLEU ($\lambda_0, \lambda_w$), and the maximum translation length under consideration ($I$). At each iteration the algorithm loops over the predecessor states (line 4) and the corresponding expansion words (line 5). Given a predecessor state $(i, \sigma_p)$, we compute the score $q_e$ of the expanded hypothesis (line 6), and if $q_e$ improves the score in the corresponding successor state $(i+1, \sigma_c)$ (line 8), we update it and the corresponding backpointer $B(i+1, \sigma_c)$. Finally, backpointer variables allow us to retrieve the highest-scoring consensus translation.

This DP algorithm has a computational complexity in $O(I \cdot |\Sigma|^3 \cdot D)$, where $I$ is the maximum translation length in line 3, $|\Sigma|$ denotes the size of the target vocabulary that controls the number of predecessor states in line 4, and $D$ denotes the maximum number of expansion words in line 5.

### Algorithm 3: MBRSC DP search for linear BLEU.

**input** : $\mathbb{E}_{P(y' \mid x)}[\delta_w(y')]$ (indicator feature expectations),

* $\lambda_0, \lambda_w$ (free parameters of linear BLEU),
* $I$ (maximum translation length)

**output** : $Q(\cdot, \cdot)$ (search graph),

* $B(\cdot, \cdot)$ (backpointer variables)

**auxiliary** : $\text{tail}(y)$ (returns the last three words of $y$),

* $\Theta(y, y)$ (new $n$-grams after expanding hypothesis $y$ with word $y$),

$\Delta(y)$ (set of expansion words for $y$)

#### 5. Experiments

### 5.1. Experimental Setup

We now describe the experimentation carried out to evaluate the proposed decoding algorithms. Experiments were performed on the French–English corpus from the translation task of the 2009 workshop on statistical MT [21]. The corpus contains a development and a test partition with 502 and 2525 sentences respectively. We combined the outputs of the five MT systems that submitted lists of $N$-best translations. The next table displays the average number of translations for each source sentence, and BLEU scores for the single best translations of each system.

| System | #avg_trans_N | BLEU [%] |
|--------|--------------|----------|
| A      | 13           | 24.8     |
| B      | 9            | 25.2     |
| C      | 41           | 25.8     |
| D      | 263          | 25.8     |
| E      | 126          | 26.4     |

Translations were tokenized and lower-cased before combination. We report case-insensitive results to factor out the effect of true-casing from the effect of computing the consensus translation.
The separate development set was used to compute the values of the parameters ($\lambda_0, \lambda_w$) of linear BLEU. The maximum translation length $I$ was always set equal to the length of the longest provided translation; a more sophisticated length model could be devised, but this is a research direction beyond the scope of this article. Except stated otherwise, all experiments were carried out using uniform ensemble weights ($\alpha_k$ in Equation (1)). This approach defines a controlled environment that assures a fair comparison between the different decoding algorithms. For each source sentence, we combined all the translation provided by the five individual systems, on average, about 450 translations. We used these translations to compute the expected $n$-gram counts $\mathbb{E}_{P(y'|x)}[\#_w(y')]$ and the $n$-grams expectations $\mathbb{E}_{P(y'|x)}[\theta_w(y')]$ for each source sentence.

5.2. Assessment Measures

We present translation quality results in terms of BLEU [4] (see Equation (3)), and TER [22]. TER measures the number of words that must be edited\(^4\) to convert the candidate translation into the reference translation. Since MBRSC is designed to optimize BLEU, we expect improvements in BLEU to be particularly important. TER scores are reported to independently assess BLEU results. We also measure the statistical significance of the results by bootstrap re-sampling [23].

5.3. Preliminary Experiments

We carried out a preliminary series of experiments to study how the number of hypotheses kept after pruning ($M$) affects the performance of Algorithm 2 in terms of translation quality and decoding time\(^5\). Figure 1 displays the quality of the generated consensus translations (on the left vertical axis) and the total decoding time (on the right vertical axis) as functions of $M$. We observed that decoding time increased linearly with $M$ (note that $M$ is log-scaled in Figure 1) while the quality of the consensus translations stayed approximately constant with slight improvements for larger $M$ values.

Given these results, we considered that a value $M = 10$ provided the optimal trade-off between translation quality and decoding time. Thus, this is the value used in the following experiments.

\(^4\)Valid edit operations are: deletion, insertion and substitution of single words, and shift of word sequences

\(^5\)In a PC with an Intel Core\textsuperscript{®} i5-3570K processor (3.40 GHz.).

![Figure 1: BLEU score (on the left vertical axis) and decoding time (on the right vertical axis) as a function of the number of hypotheses kept after pruning ($M$).](image)

5.4. Results

Table 1 displays BLEU and TER scores for the consensus translations generated by MBRSC using different decoding algorithms and risk formulations. We also report results for the best and worst single systems.

We first present results for sentence-selection decoding [18]. The risk of each candidate translation was computed by exhaustively calculating its BLEU-based risk with respect to the rest of the provided translations as in Equation (6). Results for both risk functions showed a substantial improvement over the best system: $\sim +0.9$ BLEU. Then, we used these sentence-selection consensus translations as initial solutions for the gradient ascent decoding proposed in [3] (Algorithm 1). Results for BLEU risk on expected $n$-gram counts (Algorithm 2) as a function of the number of hypotheses kept after pruning ($M$).

Despite being scarce, the difference in translation quality between the proposed decoding algorithms and the original gradient ascent algorithm were statistically significant: 85% confidence for BLEU risk over expected counts, and 99% confidence for linear BLEU risk. Moreover, when we measured the risk scores of the generated consensus translations, we found that for
Table 1: Quality of the consensus translations generated by different MBRSC setups. BS stands for beam search, EC for BLEU risk over expected counts (Equation (7)), and LB for linear BLEU risk (Equation (9)).

| System setup         | BLEU [%] | TER [%] |
|----------------------|----------|---------|
| worst single system  | 24.8     | 60.4    |
| best single system   | 26.4     | 56.0    |
| Sentence-selection EC| 27.4     | 55.5    |
| [18] LB              | 27.2     | 56.2    |
| Gradient ascent      | EC       | 27.7    | 55.4    |
| (Algorithm 1)        | LB       | 26.3    | 59.6    |
| BS (Algorithm 2)     | EC       | 27.8    | 55.1    |
| DP (Algorithm 3)     | LB       | 26.8    | 57.8    |

53% of the sentences DP-based search found a better-scoring output than gradient ascent decoding (47%).

We performed additional experiments where the values of the ensemble weights ($\alpha_k$ in Equation (1)) were trained to optimize BLEU in the development corpus. Results were similar to those in Table 1. For instance, beam search with risk over expected counts scored 28.1 BLEU while gradient ascent scored 27.8 BLEU. However, now DP-based search generated better-scoring consensus translation for 93% of the sentences. The scarce improvement with respect to the use of uniform values can be explained by the similar quality of the systems being combined, see §5.1.

We also compared DP search and gradient ascent search in terms of decoding time. We estimate decoding time by the number of times each algorithm calls the risk-computation function $R(y \mid x)$ during the generation of consensus translations for the whole corpus. We report this count instead of the actual decoding time to filter out the potential effects of the particular implementation of each algorithm. We observed that gradient ascent made ~23 millions calls to the risk function, while DP decoding made ~15 million calls including those involved in the estimation of the rest score. For instance, total decoding time for DP using BLEU risk over expected counts was about 55 minutes (~1.3 seconds per sentence).

Finally, we conclude that the proposed DP decoding is both more effective and efficient than the original gradient ascent decoding proposed in [3].

Regarding the low performance of linear BLEU risk, we consider that it was due to the lack of $n$-gram count clippings in the linear BLEU risk formulation. Consensus translations obtained with linear BLEU risk tend to contain repeated instances of highly-probable $n$-grams which resulted in longer consensus translations (27.8 words on average) than the ones generated using BLEU risk over expected counts (26.4 words), and also longer than the average length (26.0 words) of the reference translations. Table 2 shows various examples of these erroneous consensus translations generated by Algorithm 3. Given the adequate performance of linear BLEU risk in our sentence-selection experiments and in previous works [13, 7], we conclude that linear BLEU is an effective loss function to be used in sentence-selection methods, but due to the lack of $n$-gram count clippings, it fails at scoring the new translations explored through decoding by subsequence-combination algorithms. The inclusion of more features, such as a language model, in the formulation of linear BLEU risk may mitigate this effect.

6. Summary

We have investigated different approaches to improve the MBRSC method described in [3]. First, we have proposed a new DP decoding algorithm to obtain the optimal consensus translation according to the original BLEU-based risk formulation. Then, we have studied a more efficient risk formulation based on the linear BLEU approximation proposed in [13]. Empirical results showed that the proposed DP decoding was able to obtain better-scoring higher-quality hypotheses than original gradient ascent search proposed in [3], and to do that with less temporal complexity. We have also shown that linear BLEU is not an adequate risk function for subsequence-combination methods due to the lack of $n$-gram count clippings in its formulation.
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