Inter-floor noise classification using convolutional neural network
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Abstract

In apartment houses, noise between floors can disturb pleasant living environments and cause disputes between neighbors. As a means of resolving disputes caused by inter-floor noise, noises are recorded for 24 hours in a household to verify whether the inter-floor noise exceeded the legal standards. If the noise exceeds the legal standards, the recorded sound is listened to, and it is checked whether the noise comes from neighboring households. When done manually, this process requires time and is costly, and there is a problem of whether the listener's judgments of the sound source are consistent. This study aims to classify inter-floor noise according to noise sources by using a convolutional neural network model. A total of 1,515 sound sources of data recorded for 24 h from three households were annotated, and 40 4s audio clips of six noise sources, including “Footsteps,” “Dragging furniture,” “Hammering,” “Instant impact (dropping a heavy item),” “Vacuum cleaner,” and “Public announcement system” were identified. Moreover, datasets of 16 classes using ESC50's urban sound category audio were used to distinguish the inter-floor noise heard indoors from the external noise. Although DenseNet, ResNet, Inception, and EfficientNet are models that use images as their domains, they showed an accuracy of 91.43–95.27% when classifying the inter-floor noise dataset. Among the reviewed models, ResNet showed an accuracy of 95.27 ± 2.30% as well as a highest performance level in the F1 score, precision, and recall metrics. Additionally, ResNet showed the shortest inference time. This paper concludes by suggesting that the present findings can be extended in future research for monitoring acoustic elements of indoor soundscape.

Introduction

The noise transmitted owing to the behavior of a neighbor in an apartment building is a factor that impedes a pleasant living environment [1–3]. Many parts of the world, including the EU, suggest sound insulation performance as a building requirement [4–6], and efforts are being made to resolve conflicts caused by noise between neighbors [7–9]. Noise from neighboring apartments not only causes residents’ stress but has also been found to lead to more extreme outbursts, such as murder, arson, and other forms of physical violence, owing to exaggerated conflicts between neighbors [10]. In the case of South Korea, the main noise source of neighbor noise is the impact sound generated by running or walking, accounting for 70.6% of all
neighbor noise complaints, followed by hammering with 4.1%, dragging furniture with 3.4%, and household appliances (TV, vacuum cleaner, and washing machine) with 3.4% [11].

As a means to mediate disputes caused by inter-floor noise, consultation visits and noise measurement services can be used [11]. A noise measurement service records the noise heard in the lower unit for one day (24 h) and then determines whether the noise exceeding the legal standard is generated by the neighboring household. The noise measurement results are used by the dispute mediation committee as the basis for determining whether it has exceeded the inter-floor noise standard and to calculate the compensation amount [9]. This method requires time and cost to determine the noise source, after listening to all recorded data manually. There is also the question of whether data measured for one day is sufficient to be representative of the inter-floor noise of the corresponding household. Further, there is a possibility of privacy infringement. There is also a need to study whether the judgment about the noise source is objective and reproducible. For these reasons, less than 4.0% of people who file complaints use this service [11].

Studies on subjective responses because of inter-floor noise have been conducted mainly under laboratory conditions. Jeon et al. analyzed the annoyance caused by a heavy impact noise generated by a rubber ball and organized heavy impact noise levels into five classes according to annoyance [12]. Lee et al. analyzed the relationship between the subjective response to the heavy impact sound generated by the rubber ball, and evaluated the floor impact sound level ($L_{A,max}$) as a practical descriptor that corresponds well to subjective response [13]. Yeon et al. studied the correlation between the noise level of various real impact sources and the single number quantities of standard heavy impact noise [14]. However, subjective response to noise is affected not only by physical factors of noise but also by non-acoustic factors and personal characteristics and is dependent on the context [15, 16]. Park and Lee examined non-acoustic factors affecting the reaction to impact noise [17]. And noise sensitivity and house ownership were found to have an impact on subjective responses. Yu and Kang considered physical, behavioral, social, demographical, psychological, and acoustic aspects of the soundscape response in urban space [18]. A study on a model that predicts subjective response by comprehensively considering both acoustic and non-acoustic factors is needed in the field of inter-floor noise. For such model study, acoustic factors, such as noise sources, levels, and occurrence times, need to be quantified by monitoring the inter-floor noise in real living environments for a long period.

To monitor the noise over a long period of time, a system that automatically classifies the noise is needed. In recent years, classification studies in areas such as music genre, speaker identification, and environmental sound have been actively conducted using machine learning [19–21]. In particular, the models and input features used in the field of environmental sound classification (ESC) can be used as a reference for this study. In the cases of EnvNet [22] and Sample-CNN [19], raw audio waveforms, which were not preprocessed, were used as inputs and classified with 1D convolution. There were many representations such as the mel-scaled spectrogram, mel-frequency cepstral coefficients, and log-power spectrograms. The convolutional neural network (CNN) proposed by Piczak [21], TFNet [23], and Multi-stream network [24] are models that use 2D CNNs for classification. Recently, despite the differences between image and audio features, a model to which the image domain CNN was applied demonstrated state-of-the-art performance [25, 26]. Palanisamy et al. applied the DenseNet, ResNet, and Inception models to the GTZAN, ESC50, and UrbanSound8K datasets, and DenseNet showed the best performance. Furthermore, it was found that when pretrained weights were used with ImageNet, the accuracy was 3%–20% higher than that of the model with randomly initialized weights [26]. Guzhov et al. proposed an ESRResNet model based on the ResNet-50 architecture by adding a stack of attention blocks in parallel [25]. Research in ESC can be actively...
conducted because there are standard datasets, such as ESC50 [27] and UrbanSound8K [28], that enable a comparison between the performances of various models.

Inter-floor noise data are difficult to secure because of privacy issues. In addition, because the target is the sound transmitted to a lower level, the characteristics of the sound vary depending on room properties, such as the floor structure [29], shape of the room [30], and reverberation [31]. Moreover, when the noise level is not high, the signal-to-noise ratio may not be sufficient to produce reliable results. This study was conducted to confirm the possibility of an automatic classification system for inter-floor noise. An audio dataset obtained from recording in actual apartment houses in real living environments of the upper units was organized, and several CNN-based models were used for evaluation.

**Neighbor noise dataset**

To establish a dataset for the classification of noise between floors, recording was performed for 24 h in three households that filed complaints owing to neighbor noise. The residents of the three households that were recorded and those of the upper floor households consented verbally to the use of the audio data for research purposes.

**Recording and annotation**

The recording was conducted with one microphone that was 1.5 m high in the center of the living room of the lower unit, as shown in Fig 1, and the residents in the upper unit lived as per their normal routine. To block external noise, windows of the lower unit were closed, and no one was present in these units. The recorded sound source for the section where equivalent noise level ($L_{eq}$) exceeded 30 dB (A) during a 3-s section in the 24 h period of recorded data is shown in Fig 2. The annotators listened to the entire recording and indicated the source that generated the noise in the time section. While annotating the noise sources, the behavior of the upper unit was not monitored visually. This was because the sound may differ from that of ordinary days if the upper units’ residents’ behavior was filmed. The noise source determination was cross-checked with multiple annotators.

The total number of sound sources recorded in three households for 24 h was 1,515. Fig 3 shows the length and main noise source of the recorded files, with most recordings being 5−10 s long. The number of noise sources is depicted in the following order: instant impact sound (dropping a heavy item), footsteps, dragging furniture, and conversation. A public announcement system (PA system) from the apartment management office and a car horn were also recorded, although these were not inter-floor noises. When the occurrence frequency was less than ten times, it was classified as “etc.,” and the sound of a cicada, dog barking, vacuum, and hammering were included. In some files with a longer recording time, noises from more than two noise sources were recorded (multiple sources); there were also sources that were difficult to distinguish (unknown).

**Neighbor noise dataset**

The instant impact, footsteps, dragging furniture, vacuum cleaner, hammering, and PA system were selected as the dataset classes considering the number of audio data, frequency of occurrence, and statistics of complaint [11], as shown in Table 1. In most files, there is no noise for 0−1 s, and the time when the noise starts is approximately at 2−3 s. “Instant impact” and “Dragging furniture” as single noises were found to be mainly distributed between 2−5 s. Although the recording file was long for hammering, the noise occurred intermittently. The spectrograms and waveforms of the inter-floor noise dataset are shown in Fig 4.
In order to detect and classify the inter-floor noise in the recorded audio files, it is necessary to distinguish inter-floor noise from various other noises, such as household appliances noise and road traffic noises, which are also heard within a household. Therefore, this study intends to use a dataset that has been annotated in this study, combined with some parts of the ESC
The dataset. The ESC50 comprises five major categories: "animals," "natural soundscape and water sounds," "humans, non-speech sounds," "interior/domestic sounds," and "exterior/urban sounds." Additionally, there are 10 classes with different sound sources for each category. Each class contains 40 audio clips that are 5 s long. Because many apartment buildings are exposed to traffic noises and construction site noises due to urban density [32], the audio dataset of the "exterior/urban sound" category was used. As shown in Table 1, this category consists of 10 classes of sound sources, such as helicopters, car horns, and sirens. The sample rate of the dataset was unified to 22,050 Hz, and the length was set to 4 s.

**Classification experiment**

Models with high performance levels in image classification were used for the classification. The latest network engineering has improved its performance through the investigation of network elements such as depth, width, and cardinality [33]. Several models were designed to determine how to minimize the vanishing gradient problem, which occurs when the network depth is optimal. Skip connection was applied to ResNet [34], and a dense block was applied to DenseNet [35]. Inception [36] increases the width by applying several convolution filters. EfficientNet [37] is a recently proposed model. EfficientNet is a model that has improved its
performance through compound scaling, which adjusts the width, scale, and image resolution. It has the highest accuracy for image classification tasks using ImageNet datasets and is an efficient model in terms of parameters and number of flops [37].

Model setup

In this study, log mel spectrogram was used as a representation feature of audio. Based on Palanisamy et al. [26], the window size (25 ms, 50 ms, and 100 ms) and hop length (10 ms, 25 ms, and 50 ms) were calculated differently and entered into the three channels of the CNN model.

| Category | Class Description | Description |
|----------|-------------------|-------------|
| Indoor noise | Noise from neighbors | Footsteps, Dragging furniture, Vacuum cleaner, Hammering, Instant impact | Inter-floor noise recorded in a lower unit 40 audio data per class |
| | Noise from own household | PA system | |
| Exterior noise | - | Helicopter, Chainsaw, Siren, Car horn, Engine, Train, Church bells, Airplane, Fireworks, Hand saw | "exterior/urban sound" category of ESC 50 audio dataset 40 audio data per class |

Table 1. Inter-floor dataset configuration.

Fig 4. Waveforms and spectrograms. (a) Footsteps, (b) Dragging furniture, (c) Vacuum cleaner, (d) Hammering, (e) Instant impact and (f) PA system.
To use the dataset efficiently, an augmentation of the training data was performed. Augmentation is a technique that can compensate for data scarcity and reduce overfitting. Augmentation was performed using methods such as time-stretching (controlling the speed of the audio without changing the pitch), pitch shifting (controlling the pitch without affecting duration), and background noise (mixed with white noise) [28], using Librosa library [38]. Furthermore, the weights pretrained with ImageNet were used as initial values. The learning rate was 1e-4 while the optimizer used was Adam with a batch size of 32 and NVIDIA Tesla P100 GPU accelerator. The number of epochs was 300. The performance was evaluated for accuracy, macro F1 score, macro precision, and macro recall through five cross-validations. Moreover, the computational complexity of each model was shown via the inference time. This performance was compared to the model showing state-of-the-art performance in audio classification.

**Experimental results**

The dataset, including the inter-floor noise, was classified using CNN models, and the results are presented in Table 2. ResNet demonstrated the highest performance level for all metrics. In

| Model          | Performance metrics (Average±Standard deviation) | Inference time |
|----------------|--------------------------------------------------|----------------|
|                | Accuracy  | F1 Score   | Precision | Recall  |                   |
| DenseNet       | 94.05±0.83% | 93.52±1.08% | 94.45±0.83% | 93.70±0.95% | 30.3ms           |
| ResNet         | 95.27±2.30% | 94.91±2.13% | 95.51±2.03% | 95.12±2.04% | 6.2ms            |
| Inception      | 91.42±3.26% | 90.84±3.06% | 91.68±2.80% | 91.21±2.88% | 12.0ms           |
| EfficientNet-B0 | 93.12±1.74% | 92.63±1.56% | 93.55±1.56% | 92.81±1.65% | 12.3ms           |
| EfficientNet-B4 | 92.06±2.27% | 91.43±2.28% | 92.66±2.11% | 91.73±1.99% | 24.2ms           |
| EfficientNet-B7 | 92.24±2.56% | 91.87±1.96% | 92.48±1.92% | 92.00±2.03% | 40.0ms           |

![Fig 5. Model size and accuracy.](https://doi.org/10.1371/journal.pone.0243758.g005)
addition, ResNet showed the shortest inference time, despite having a larger network than the DenseNet and Inception models, as shown in Fig 5. After ResNet, DenseNet showed the next highest performance level. DenseNet showed the smallest performance deviation through a series of cross-validations. It means DenseNet is a more stable model with little difference in results regardless of the training data. Contrary to the expectations, the performance of EfficientNet was not superior to any other models. When EfficientNet classifies the ImageNet dataset, the accuracy also improves as the size of the model increases [37]. However, according to the results of the experiment in this study, EfficientNet-b0, which has the lowest number of model parameters, was found to have a higher performance than EfficientNet-b4 and b7.

Fig 6 shows the confusion matrix of the ResNet classification. Compared to other sound sources among the datasets, “helicopter” was predicted as a different class; however, it did not affect the result of indoor noise classification. When classifying only inter-floor noise sources (i.e., dragging furniture, footsteps, hammer, instant impact, and vacuum cleaner), the accuracy of each class was 95%–100%.

The classification results of the study dataset and other audio datasets are presented in Table 3 [26]. In the case of GTZAN, ESC50, and Urban 8K, DenseNet exhibited a higher accuracy by 0.30–0.51% than ResNet. However, in the inter-floor dataset, it is necessary to examine why the performance of ResNet is higher. When the dataset was classified with pretrained weights using ImageNet, there was a 3%–20% performance improvement effect, as compared
to when the initial weight value was random. Since this study also used the model of pretrained initial weights, it could attain an overall accuracy of 91.42–95.27%. In addition to ImageNet, when models trained with audio datasets such as GTZAN, ESC, and UrbanSound 8K were used, the initial weights were optimized for the audio domain.

Table 4 presents the ESResNet result [25], which is a state-of-the-art performance model. However, when compared with the ResNet, the accuracy was found to be 0.37% lower. Because the audio preprocessing methods of ResNet and ESResNet are different, they were needed to compare network performances with the same input features. To improve the performance of ResNet, Padam [39] proposed by Heo et al. was applied as an optimizer. When classifying music tagging, keyword spotting, and sound event tagging, Padam improved the accuracy by 0.18–0.80%, but with the dataset used in this experiment, the performance decreased by 1.29% when the optimizer was Padam. The inference time was reduced by 2.8 ms.

**Discussion**

Although there is a demand for automation of detection and classification in inter-floor noise measurement services, there was no dataset available. In the case of urban noise, the performance of the developed model can be evaluated by using an annotated recording dataset, such as ESC-10, ESC-50, and UrbanSound8K. The classifier performance can be improved by comparing it with the existing models. To create such a dataset, one needs to record the actual noise, listen to the recorded data, and annotate the noise source, which is time consuming and costly. In this study, datasets including major neighbor noise sources, such as footsteps, dragging furniture, and hammering were organized. The inter-floor noise was classified using CNN models, including a state-of-the-art one. Among the models that were compared, ResNet showed the highest performance. The CNN-based model seems to be suitable for classifying 4s clips of a dataset. However, it is uncertain as to whether it is adequate for real-time monitoring, which requires the simultaneous processing of sequential data collected over a long time.

Although there are previous studies that classify the sources of inter-floor noise in datasets created through experiments [40], there is no study that detects footsteps based on actual inter-floor noise data. The automatic classification system can solve the problems of reliable replication of human noise source judgment and of privacy infringement. Currently, when

---

Table 3. Comparison to other datasets.

| Model   | GTZAN          | ESC50          | UrbanSound 8K | Inter-floor noise |
|---------|----------------|----------------|---------------|-------------------|
|         | Pretrained     | Random         | Pretrained    | Random            | Pretrained       | Pretrained       |
| DenseNet| 91.39%         | 88.50%         | 91.16%        | 72.50%            | 85.14%           | 76.32%           | 94.05%           |
| ResNet  | 91.09%         | 87.90%         | 90.65%        | 67.40%            | 84.76%           | 73.26%           | 95.27%           |
| Inception| 90.00%       | 86.30%         | 87.34%        | 64.50%            | 84.37%           | 75.24%           | 91.42%           |
| EfficientNet-b0 | -          | -              | -             | -                 | -               | -                | 93.12%           |

For GTZAN, ESC50, Urban 8K classification results, refer to research by Palanisamy et al. [26].

https://doi.org/10.1371/journal.pone.0243758.t003

Table 4. Comparison to the state-of-the-art models.

| Model          | Accuracy       | F1 Score        | Precision       | Recall         | Inference time |
|----------------|----------------|-----------------|-----------------|----------------|----------------|
| ResNet         | 95.27±2.30%    | 94.91±2.13%     | 95.51±2.03%     | 95.12±2.04%    | 9.0 ms         |
| ESResNet [25]  | 94.90±1.41%    | 94.57±1.44%     | 95.46±1.28%     | 94.67±1.38%    | 6.6 ms         |
| ResNet + Padam [39] | 93.98±2.06% | 93.58±2.09%     | 94.53±1.58%     | 93.72±1.93%    | 6.2 ms         |

https://doi.org/10.1371/journal.pone.0243758.t004
one uses the noise measurement service, it costs approximately 600 USD. When the inter-floor classification is developed, a WAV file recorded by a user can be uploaded on the web or to the application, which enables one to use this service at 44 USD for a sound level meter [41]. Additionally, the system report can indicate whether the noise exceeded the legal limits, and the noise source, level, and generation time can be reported. Recently, IoT devices such as voice assistants are being actively used; these may serve as recording and noise monitoring tools.

In this study, 24 h of recorded data from three households were used. The recorded data included the inter-floor noise, external noise (road traffic noise and construction site noises), seasonal noise (cicadas and rain), and background noise (clock and ventilation system sound). To validate the reliability of the classifier, it must be tested in various acoustic scenes. In addition, a dataset was constructed for more diverse inter-noise sources, such as musical instruments, household appliances (TV, washing machine), conversation, and plumbing.

While constructing the inter-floor noise dataset, the actual behavior of a resident living in the upper unit could not be monitored. However, this is not considered to be a big issue because noise from the behavior of the upper unit resident, which is expected in the lower unit, has more effect on perception than the actual behavior. However, noise generated from the next unit or lower unit can also be transmitted [42]. Therefore, it is necessary to study the location of the noise generated in connection with the vibration sensor, to determine whether the sound detected by the inter-floor device has been generated by the behavior of the residents of the upper units.

The automatic classification model can also be used as a research method to study the effect on health, sleep, and soundscape of indoor space by monitoring the source, noise level, and generation time of inter-floor noise for prolonged periods. The demand for smart rooms is already increasing for security [43] and medical monitoring [44].

Conclusions

In an early stage study of monitoring inter-floor noise in apartments, the present study organized a dataset with inter-floor noise recorded from three households under real living situations of upper units. The noise sources were classified using CNN models, and their accuracies were 91.43–95.27%. Among DenseNet, ResNet, Inception, and EfficientNet, the ResNet model showed the highest accuracy of 95.27±2.30% the highest performance in the metrics of F1 score, precision, and recall. Despite the large model network of ResNet, its inference time was the shortest. The accuracy of each class of inter-floor noise was found to be 95.0–100%. It is expected that this inter-floor noise detection and classification study will not only be applied to the inter-floor noise measurement service but also be used for research on soundscape recognition by identifying acoustic elements through long-term monitoring. In the future, the performance of the model should be verified according to various ranges of noise levels, signal-to-noise ratios, and background noises.

Author Contributions

Conceptualization: Hye-kyung Shin.
Data curation: Hye-kyung Shin, Sang Hee Park.
Formal analysis: Hye-kyung Shin.
Funding acquisition: Kyoung-woo Kim.
Methodology: Hye-kyung Shin.
Resources: Sang Hee Park.
Software: Hye-kyung Shin.

Supervision: Sang Hee Park, Kyoung-woo Kim.

Validation: Hye-kyung Shin, Kyoung-woo Kim.

Visualization: Hye-kyung Shin.

Writing – original draft: Hye-kyung Shin.

Writing – review & editing: Hye-kyung Shin, Sang Hee Park.

References

1. Vardaxis NG, Bard D, Persson Waye K. Review of acoustic comfort evaluation in dwellings—part I: Associations of acoustic field data to subjective responses from building surveys. Build Acoust. 2018; 25: 151–170. https://doi.org/10.1177/1351010X18762687

2. Xue P, Mak CM, Ai ZT. A structured approach to overall environmental satisfaction in high-rise residential buildings. Energy Build. 2016; 116: 181–189. https://doi.org/10.1016/j.enbuild.2016.01.006

3. Frontczak M, Wargocki P. Literature survey on how different factors influence human comfort in indoor environments. Build Environ. 2011; 46: 922–937. https://doi.org/10.1016/j.buildenv.2010.10.021

4. National Building Code of Canada. National Research Council Canada. 2015.

5. Rasmussen B. Sound insulation between dwellings—Comparison of national requirements in Europe and interaction with acoustic classification schemes. 23rd Int Congr Acoust. 2019; 5102–5109.

6. International Building Code. International code council; 2018.

7. How you can help to resolve a problem. In: Queensland Government [Internet]. Available: https://www.qld.gov.au/law/housing-and-neighbours/noise-and-crime-in-the-neighbourhood/complain-about-noisy-neighbours

8. Complain about noisy neighbours. In: The Royal Borough of Kensington and Chelsea [Internet]. Available: https://www.rbkc.gov.uk/environment/environmental-health/noise-and-nuisance/resolve-problem/how-you-can-help-resolve-problem

9. Ministry of Environment. Apartment neighbor noise conflict resolution support system. 2014. Available: https://me.go.kr/home/board/read.do?pageOffset=130&maxPageItems=10&maxIndexPages=10&searchKey=&searchValue=&menuId=10181&orgCd=&boardMasterId=54&boardCategoryId= &boardId=348543&decorator=

10. Yoo M, Lee M, Lee S. Meta-governance in the process of solving inter-floor noise problem—Focusing on the case of Eunpyeong-gu. J Local Gov Stud. 2014; 26(3): 215–242.

11. Korea Environment Corporation. Inter-floor noise neighborhood center 2018 operating results report. 2019.

12. Jeon JY, Hong JY, Kim SM, Lee PJ. Classification of heavy-weight floor impact sounds in multi-dwelling houses using an equal-appearing interval scale. Build Environ. 2015; 94: 821–828. https://doi.org/10.1016/j.buildenv.2015.07.021

13. Lee PJ, Kim JH, Jeon JY. Psychoacoustical characteristics of impact ball sounds on concrete floors. Acta Acust United with Acust. 2009; 95: 707–717. https://doi.org/10.3813/AAA.918199

14. Yeon JO, Kim KW, Yang KS. A correlation between a single number quantity and noise level of real impact sources for floor impact sound. Appl Acoust. 2017; 125: 20–33. https://doi.org/10.1016/j.apacoust.2017.03.019

15. ISO/TS15666. Technical Specification: Acoustics—Assessment of noise annoyance by means of social and socio-acoustic surveys. ISO. 2003.

16. Nordtest ACOU. 111: Human Sound Perception—Guidelines for listening tests. 2002. Available: www.nordtest.org

17. Park SH, Lee PJ. Reaction to floor impact noise in multi-storey residential buildings: The effects of acoustic and non-acoustic factors. Appl Acoust. 2019; 150: 268–278. https://doi.org/10.1016/j.apacoust.2019.02.021

18. Yu L, Kang J. Neural network analysis of soundscape in urban open spaces. J Acoust Soc Am. 2005; 117: 2591–2591. https://doi.org/10.1121/1.4777296

19. Lee J, Park J, Kim KL, Nam J. Sample-level deep convolutional neural networks for music auto-tagging using raw waveforms. Proc 14th Sound Music Comput Conf 2017, SMC 2017. 2019; 220–226.
20. Qawaqneh Z, Mallouh AA, Barkana BD. Deep neural network framework and transformed MFCCs for speaker’s age and gender classification. Knowledge-Based Syst. 2017; 115: 5–14. https://doi.org/10.1016/j.knosys.2016.10.008

21. Piczak KJ. Environmental Sound Classification With Convolutional Neural Networks. 2015 IEEE Int Work Mach Learn signal Process. 2015. https://doi.org/10.5281/zenodo.12714

22. Tokozume Y, Ushiku Y, Harada T. Learning from between-class examples for deep sound recognition. 6th Int Conf Learn Represent ICLR 2018—Conf Track Proc. 2018; 1–13.

23. Wang H, Zou Y, Chong D, Wang W. Learning discriminative and robust time-frequency representations for environmental sound classification. arXiv Prepr arXiv191206808v2. 2020. https://doi.org/10.4057/jsr.65.145

24. Li X, Chebiyyam V, Kirchhoff K. Multi-stream network with temporal attention for environmental sound classification. Proc Annu Conf Int Speech Commun Assoc INTERSPEECH. 2019;2019-September: 3604–3608. https://doi.org/10.21437/Interspeech.2019-3019

25. Guzhov A, Raue F, Hees J, Dengel A. ESResNet: Environmental Sound Classification Based on Visual Domain Models. 2020. Available: http://arxiv.org/abs/2007.11154

26. Palanisamy K, Singhania D, Yao A. Rethinking CNN Models for Audio Classification. 2020. Available: http://arxiv.org/abs/2007.11154

27. Piczak KJ. ESC: Dataset for environmental sound classification. 23rd ACM Int Conf. 2015; 1015–1018. https://doi.org/10.1145/2733373.2806390

28. Salamon J, Bello JP. Deep Convolutional Neural Networks and Data Augmentation for Environmental Sound Classification. IEEE Signal Process Lett. 2017; 24: 279–283. https://doi.org/10.1109/LSP.2017.2657381

29. Kim K, Jeong G, Yang K, Sohn J. Correlation between dynamic stiffness of resilient materials and heavyweight impact sound reduction level. Build Environ. 2009; 44: 1589–1600. https://doi.org/10.1016/j.buildenv.2008.10.005

30. Neves E Sousa A, Gibbs BM. Low frequency impact sound transmission in dwellings through homogeneous concrete floors and floating floors. Appl Acoust. 2011; 72: 177–189. https://doi.org/10.1016/j.apacoust.2010.11.006

31. Schoenwald S, Zeitler B, Nightingale TRT. Influence of receive room properties on impact sound pressure level measured with heavy impact sources. 2010.

32. Jakovljevic B, Paunovic K, Beljevic G. Road-traffic noise and factors influencing noise annoyance in an urban population. Environ Int. 2009; 35: 552–556. https://doi.org/10.1016/j.envint.2008.10.001 PMID: 19007991

33. Woo S, Park J, Lee J, Kweon S. CBAM: Convolutional Block Attention Module. arXiv:180706521v2. 2018; 1–17.

34. He K. Deep Residual Learning for Image Recognition. arXiv:151203385v1. 2015.

35. Huang G, Weinberger KQ. Densely Connected Convolutional Networks. arXiv:160806939v5. 2018. https://doi.org/10.3999/j.issn.1673-4254.2018.06.04 PMID: 29997087

36. Szegedy C, Reed S, Sermanet P, Vanhoucke V, Rabinovich A. Going deeper with convolutions. arXiv:14094842v1. 2014; 1–12.

37. Tan M, Le Q V. EfficientNet: Rethinking Model Scaling for Convolutional Neural Networks. arXiv:190511946v5. 2019.

38. B. McFee, M. McVicar, S. Balke, V. Lostanlen, C. Thom, C. Raffel, et al. librosa/librosa: 0.6.3. 2019.

39. Heo B, Chun S, Joon S, Corp N. Slowing Down the Weight Norm Increase in Momentum-based Optimizers. arXiv Prepr arXiv200608217v2. 2020; 1–21.

40. Choi H, Yang H, Lee S, Seong W. Classification of inter-floor noise type/position via convolutional neural network-based supervised learning. Appl Sci. 2019; 9: 1–14. https://doi.org/10.3390/app9183735

41. Sound level meter equipment rental service. In: SRtech [Internet]. Available: http://www.sunilrion.co.kr/rental/howto/index.jsp?branch_fk=1

42. Kim K, Yeon J, Shin H, Yang K. Floor Impact Sound and Vibration Propagation Characteristics in Adjacent Houses. 22th Int Congr Sound Vib. 2015; 12–16.

43. Mukhopadhyay AK, Prabhakar NM, Duggisetty DL, Chakrabarti I, Sharad M. Intelligent Wireless Sensor Nodes for Human Footstep Sound Classification for Security Application. arXiv Prepr arXiv191210905. 2020.

44. Vacher M, Serignat J-F, Chaillol S. Sound Classification in a Smart-Room Environment: An Approach Using GMM and HMM Methods. Proc 4th Conf Speech Technol Human-Computer Dialogue. 2014; 135–146. https://doi.org/10.1017/CBO9781107415324.004