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We complement previous functional renormalization group (fRG) studies of the two-dimensional Hubbard model by mean-field calculations. The focus falls on Van Hove filling and the hopping amplitude $t'/t = 0.341$. The fRG data suggest a quantum critical point (QCP) in this region and in its vicinity a singular fermionic self-energy $\text{Im } \Sigma(\omega)/\omega \sim -|\omega|^{-\gamma}$ with $\gamma \approx 0.26$. Here we start a more detailed investigation of this QCP using a bosonic formulation for the effective action, where the bosons couple to the order parameter fields. To this end, we use the channel decomposition of the fermionic effective action developed in [23], which allows to perform Hubbard-Stratonovich transformations for all relevant order parameter fields at any given energy scale $\Omega$. We stop the flow at a scale $\Omega$ where the correlations of the order parameter field are already pronounced, but the flow is still regular, and derive the effective boson theory. It contains $d$-wave superconducting, magnetic, and density-density interactions. We analyze the resulting phase diagram in the mean-field approximation. We show that the singular fermionic self-energy suppresses gap formation both in the superconducting and magnetic channel already at the mean-field level, thus rounding a first-order transition (without self-energy) to a quantum phase transition (with self-energy). We give a simple effective model that shows the generality of this effect. In the two-dimensional Hubbard model, the effective density-density interaction is peaked at a nonzero frequency, so that solving the mean-field equations already involves a functional equation instead of simply a matrix equation (on a technical level, similar to incommensurate phases). Within a certain approximation, we show that such an interaction leads to a short quasiparticle lifetime.

I. INTRODUCTION

The discovery of high-temperature superconductors and other materials displaying anomalous properties at temperatures above the transition to the symmetry-broken state, started a discussion about the breakdown of Landau’s Fermi liquid (FL) behaviour. A finer characterization of what is broadly called a “non-Fermi-liquid” has been approached in various ways. In cases where it still makes sense to define a fermionic self-energy via a Dyson relation, the regularity properties of the self-energy hold the key to essential properties of the (quasi)-particle excitations of the many-body system. Sufficient regularity of the self-energy implies FL behaviour. A singularity of the fermionic self-energy at zero frequency implies deviations from FL behaviour. A true singularity would occur only at zero temperature, but it leaves its vestiges at positive temperature, specifically by a small-frequency behaviour which describes the order parameter and its fluctuations, a fermionic description can in some cases be useful, in particular close to the critical point, where the order parameters vanish.

These singular self-energies are also closely tied to certain quantum critical phenomena. While most often discussed in terms of the theory of an effective bosonic field, which describes the order parameter and its fluctuations, a fermionic description can in some cases be useful, in particular close to the critical point, where the order parameters vanish.

Of the different situations where FL behaviour is expected to break down in lattice systems, we investi-
bation theory. The renormalization group (RG) allows us to do exactly this for weakly coupled models.

Because of its role in modelling cuprate materials and its intrinsic interest as a prototypical, hard, model case, we study here the two-dimensional Hubbard model at Van Hove filling. Specifically, we consider the model with nearest-neighbour hopping amplitude $t > 0$ and a next-to-nearest neighbour hopping amplitude $-t' < 0$, and the usual on-site repulsion $U > 0$. We vary $\theta = t'/t$, keeping the density fixed at Van Hove filling. The logarithmically divergent density of states implies that at temperature $\beta$, in second-order perturbation theory, the superconducting pairing term is of order $(U \log \beta)^2$, the magnetic term is of order $U \log \beta$, and the frequency derivative of the fermionic self-energy also grows like $(U \log \beta)^2$. Thus these terms can all compete with each other, and varying $\theta$ changes their relative strength. At small $\theta$, the leading correlations are antiferromagnetic. When $\theta$ gets larger, the Fermi surface is curved, hence non-nested, away from the VH points. This weakens antiferromagnetic correlations, and the superconducting correlations dominate. At still larger $\theta$, above 0.35, ferromagnetism dominates.

We first observed, using the temperature-flow RG, that there is an effective cancellation of the ferromagnetic and the superconducting singularities at $\theta \approx 0.33$. Close to this value, the flow could be extended to very low scales, with numerical accuracy to zero scale. In Refs. 19 and 20, the self-energy was not taken into account; nevertheless, it clearly indicated a quantum critical point separating a d-wave superconducting and a ferromagnetic phase. In the light of the above discussion, this point is of particular interest, because it can be seen already in second-order perturbation theory that two of the three competing terms cancel out. In subsequent RG studies, we used the $\Omega$-flow scheme and the vertex parametrization introduced in Ref. 23, and included a momentum- and frequency-dependent fermionic self-energy in the flow. We confirmed that the cancellation makes the self-energy term dominate the flow and further suppress all ordering tendencies, resulting in a quantum phase transition point at $\theta^* = 0.341$, and a non-Fermi liquid exponent $\alpha = 0.74$ in the frequency dependence of the self-energy.

In this paper we complement our RG studies by an analysis of the order parameters, based on the results obtained by the RG. The RG flow can be stopped at any scale, yielding an effective action for the low-energy degrees of freedom. Because there are several competing terms, the interaction term has no simple factorization properties, but as shown in 23 it can be approximated well by a sum of boson exchange interactions, which correspond to density-density, spin-spin, and Cooper pair interactions. The parametrization of this effective action in Ref. 23 is designed so that a Hubbard-Stratonovich transformation can be applied to it directly, leaving a coupled system of bosonic order parameter fields. The channel-decoupling ansatz has been refined and developed further and applied to multiband systems; see Ref. 18 and references therein.

Here, we start our analysis of the effective bosonic system at the QCP by studying the order parameters in mean-field theory. This is only a first step in understanding the low-energy behaviour, but, due to its simplicity the method brings out an interesting aspect very clearly: the singular fermionic self-energy causes a rounding of the phase transition already in mean-field theory. This effect is explained in Section II. In Section III we first give details on how we use the one-particle irreducible effective action at a scale $\Omega > 0$ to define the low-energy theory, and then do the Hubbard-Stratonovich transformation and study the mean-field theory for this low-energy theory. A particularly important feature of the effective action in the Hubbard model is that it not just contains magnetic and superconducting terms, but also a density-density interaction. The latter has a rather nontrivial frequency dependence which leads to effects reminiscent of noncommensurate phases, in that the mean-field equations do not close in a subspace of small dimension. We calculate the effect of these interactions approximately in Section IV.

II. ROUNDING OF PHASE TRANSITIONS BY SINGULAR FERMIONIC SELF-ENERGIES

In this section, we show in a model case that a singular self-energy can suppress order parameters already on the mean-field level, so that the transition from one to the other becomes continuous. The idea behind this is very simple: symmetry breaking at low temperatures and at arbitrarily low coupling strength can occur because the standard free-fermion propagator is not square-integrable at zero temperature (in fermionic models, the $L^2$ norm of the propagator is identical to the ‘particle-particle bubble’, that is, value of the lowest-order Cooper pairing process between particles with momenta $k$ and $-k$). If, however, the denominator of the propagator contains a self-energy that vanishes like a power less than 1 as the frequency goes to zero, this term dominates the low-energy behaviour of the propagator. It makes the propagator less singular, so that the latter becomes square-integrable, and then mean-field equations no longer have solutions below a certain threshold for the coupling constant.

In our analysis of the two-dimensional Hubbard model done in later sections of this paper, we have isolated the fermionic self-energy as the main ingredient responsible for the quantum critical behavior. At Van Hove filling and in the vicinity of the hopping parameter $t'/t = \theta^* = 0.341$, fRG calculations predict a self-energy of the form $-i \mathcal{S}(\omega) = |\omega|^\alpha$ with an exponent $\alpha \approx 0.74$. The dominant instability for $t'/t < \theta$ is in the Cooper and for $t'/t > \theta$ in the ferromagnetic channel. We will show that mean-field calculations based on the critical self-energy correctly classify this boundary as a quantum critical point. In a nutshell, we will show that there is a
strong connection between quantum fluctuations at the phase transition between the superconducting and the ferromagnetic phase, and the frequency dependence of the critical self-energy. The shape of the free-energy is depicted below as a function of one of the order parameters \( \Delta_{FM/SC} \) when the other is zero. We note that coexistence of singlet superconductivity and ferromagnetism is excluded at mean-field level because the corresponding stationary point is a maximum of the free energy. Triplet pairing is suppressed in the Hubbard model at Van Hove filling because the form factor of the gap must be odd, which implies that it also vanishes at the boundary of the first Brillouin zone, hence at the saddle points of the dispersion relation.

\[
\frac{t'}{t} < \theta^* \quad \frac{t'}{t} \approx \theta^* \quad \frac{t'}{t} > \theta^*
\]

In the second order quantum phase transition, both order parameters vanish in the vicinity of the critical point. In the following we will demonstrate that the critical exponent of the self-energy is crucial for second order quantum phase transition.

Consider the mean-field action

\[
S = -\sum_{\sigma} \int \frac{d^3k}{(2\pi)^3} \left( ik_0 - \epsilon_k - \Sigma(k_0) \right) \psi_{k,\sigma} \psi_{k,\sigma} + \Delta_{k} \cdot \hat{O}_{k} + \beta V \frac{[\Delta_{k}]}{\xi_{FM}} ,
\]

where \( k = (k_0, k_x, k_y) \) contains the Matsubara frequency variable \( k_0 \) and spatial momentum \( k = (k_x, k_y) \). \( \epsilon_k \) is the dispersion relation

\[
\epsilon_k = -2t(\cos k_x + \cos k_y) + 4t'(\cos k_x \cos k_y + 1)
\]

of the two dimensional Hubbard model at Van Hove filling. \( \Sigma \) is the self-energy and

\[
\hat{O}_{FM} = \sum_{\sigma} \int \frac{d^3k}{(2\pi)^3} \psi_{k,\sigma} \psi_{k,\sigma},
\]

\[
\hat{O}_{dSC} = \frac{1}{2} \sum_{\sigma} \int \frac{d^3k}{(2\pi)^3} \sigma f_2(k) \psi_{k,\sigma} \psi_{k,-\sigma} .
\]

are operators quadratic in the fields \( \psi, \bar{\psi} \) whose expectation values \( O_x = \langle \hat{O}_x \rangle, x \in \{ FM, dSC \} \) are the order parameter of the ferromagnetic and superconducting states. We will use a self-energy of the form

\[
\Sigma(\omega) \propto -i \text{sgn}(\omega) |\omega|^{1-\gamma}, \quad \gamma = 0.26
\]

motivated by fRG calculations. More precisely we restrict this self-energy to the vicinity of the critical hopping \( t^* \approx 0.341 \) through

\[
\Sigma(\omega) = -i \text{sgn}(\omega) \left[ (\omega^2 + (t'/t - \theta^*)^2)^{\frac{1-\gamma}{2}} - |t'/t - \theta^*|^{1-\gamma} \right] .
\]

The gap parameters \( \Delta_X \) arise as the zero modes of Hubbard-Stratonovich fields. \( U_X > 0 \) denotes the corresponding effective interaction strength. Note that \( U_{dSC} > 0 \) corresponds to an attractive effective interaction which gets generated during the fRG flow.

Define \( F_\Sigma \) by

\[
F_\Sigma(\xi) = \int d\omega \frac{1}{2\pi i(\omega - \text{Im} \Sigma(\omega)) - \xi}
\]

The self-consistency equations for the gap parameters, minimizing the free-energy, are given by

\[
1 = \frac{U_{FM}}{2} \int \frac{d^2k}{(2\pi)^2} \sigma F_\Sigma(\epsilon_k - \Delta_{FM}) ,
\]

\[
1 = \frac{U_{dSC}}{2} \int \frac{d^2k}{(2\pi)^2} f_2^2(k) E_k \sigma F_\Sigma(\epsilon_k - \Delta_{dSC}) ,
\]

with

\[
E_k = \sqrt{\epsilon_k^2 + f_2^2(k) |\Delta_{dSC}|^2}.
\]

and the order parameters are given by \( O_X = 2\Delta_X / U_X \).

We denote the smallest interaction \( U_X \) from where on the corresponding self-consistency equation has a solution \( \Delta_X \neq 0 \) with \( U_X^{\text{min}} \)

\[
U_{FM}^{\text{min}} / t = \left( -\int \frac{d^2k}{(2\pi)^2} F_\Sigma(\epsilon_k) \right)^{-1} ,
\]

\[
U_{dSC}^{\text{min}} / t = \left( \frac{1}{2} \int \frac{d^2k}{(2\pi)^2} f_2^2(k) (F_\Sigma(\epsilon_k) - F_\Sigma(|\epsilon_k|)) \right)^{-1} .
\]

If we neglect the self-energy then, at Van Hove filling, \( U_{FM}^{\text{min}} = U_{dSC}^{\text{min}} = 0 \). That is, there is no threshold below which either of the two orderings becomes impossible.

Depending on the free energy, the ground state will either be superconducting or ferromagnetic, and the transition from one to the other is discontinuous. Including the self-energy eq. (5) changes this picture drastically: in this case, \( U_{FM}^{\text{min}}, U_{dSC}^{\text{min}} > 0 \), so that a quantum critical regime becomes possible. The phase diagram for \( t'/t = \theta^* \) is shown in Fig.[2]. For small enough effective interaction the system will be in a quantum critical regime.

Finally in Figure[1] we show the order parameters as a function of the hopping amplitude with and without the self-energy. With the self-energy we see a quantum critical region. Close to the QCP the free-energy as a function of \( \Delta_{FM} \) and \( \Delta_{dSC} \) has only a trivial minimum at \( \Delta_{FM} = \Delta_{dSC} = 0 \). In our convention, in such a case \( F_{FM} = F_{dSC} = 0 \). Neglecting the self-energy results in non-vanishing order parameters. Each one corresponds
Figure 1. Free energy and order parameters as functions of the hopping amplitude \( t'/t \). (a) Without self-energy, \( U_{FM}/t = 2.61 \) and \( U_{dSC}/t = 0.42 \) (b) With critical self-energy, \( U_{FM}/t = 4 \) and \( U_{dSC}/t = 0.42 \). Lighter color indicates that the order parameter corresponds to the phase with the higher free energy. The interactions are chosen such that the phase transition happens close to \( t'/t = \theta^* \).

Figure 2. Zero temperature phase diagram at \( t'/t = \theta^* \). Due to the critical self-energy there is no symmetry breaking in the unshaded region \( U_{FM}/t < 5, U_{dSC}/t < 0.9 \).

formation in the vicinity of the transition point. In the next section we will show this using our quantitative calculations for the two-dimensional Hubbard model. We discuss the low-energy obtained from the RG when the flow is stopped at a certain scale, and then evaluate the remaining functional integral for the partition function in a saddle-point approximation.

III. THE LOW-ENERGY EFFECTIVE THEORY OBTAINED FROM THE RENORMALIZATION GROUP

An essential feature of the RG approach is that the scale parameter, which in our case is an energy scale \( \Omega \), not only determines how degrees of freedom are successively integrated over, but also allows to use the effective action obtained at a certain energy scale \( \Omega \) to define the low-energy theory.

In this way, one can then use a variety of methods at lower scales. This is in many cases of great practical interest because the continuation of a flow with several competing order parameters into symmetry-broken phases is involved, and it is useful to get information by simplified means before embarking on a full analysis.

A. General structure

We briefly recapitulate how the effective action obtained at a certain energy scale \( \Omega \) from the fermionic renormalization group flow is used to define a low-energy model.

The generating functional for the microscopic theory is given by

\[
Z(\bar{\eta}, \eta) = \mathcal{N} \int d\mu_C(\bar{\phi}, \phi) e^{-\mathcal{I}_0(\bar{\phi}, \phi)} e^{(\bar{\eta}, \phi) - (\bar{\phi}, \eta)} \tag{11}
\]

where \( \mu_C \) denotes the normalized Grassmann Gaussian...
measure
\[ d\mu_C = \det C \prod_{k,\sigma} d\tilde{\nu}_{k,\sigma} d\psi_{k,\sigma} e^{(\tilde{\nu}, C^{-1}\psi)} \tag{12} \]
and the bare propagator \( C \) is determined by the quadratic part of the Hamiltonian and \( \mathcal{I}_0 \) by the interaction terms. The normalization constant \( N \) is simply the partition function for free fermions: \[ N = \prod_{\sigma} \beta V (1 + e^{-\beta k}) = \prod_{\sigma} \beta V C(k_0, k). \]

Here \( \chi_\Omega \) is an infrared regulator that depends on the scale parameter \( \Omega \). In our case,
\[ C(k_0, k) = \frac{1}{i p_0 - \xi(k)} \tag{14} \]
times \( \delta_{\sigma,\sigma'} \), where \( \sigma \) denotes the spin index, and we choose
\[ \chi_\Omega(k_0, k) = \frac{k_0^2}{k_0^2 + \Omega^2} \tag{15} \]
independent of \( k \). \( \chi_\Omega \) is a regulator because the \( k_0^2 \) in the numerator cancels the singularity of \( C \) at \( k_0 = 0 \). This soft regulator is chosen to avoid artificial suppression of ferromagnetism and other small-momentum correlations. Moreover, including the Fermi surface deformation does not require any adaptive scale decomposition with this regulator, because it is independent of \( k \). The low-energy propagator
\[ D_\Omega(k_0, k) = \frac{\Omega^2}{k_0^2 + \Omega^2} \frac{1}{i p_0 - \xi(k)} \tag{16} \]
has the same singularity at \( k_0 = 0 \) as \( C_\Omega \), but it decays as \( |k_0|^{-3} \) for \( |k_0| \to \infty \).

The following considerations about the effective theory below scale \( \Omega \) apply in general and do not depend on our particular choice of model and regulator. It follows by the addition principle of Gaussian integration\(^{22}\) that the integration field splits as \( \phi = \psi + \phi \) into a 'high-energy' field \( \phi \) and a 'low-energy' field \( \psi \), and
\[ Z(\tilde{\eta}, \eta) = N \int d\mu C_\Omega(\tilde{\psi}, \psi) e^{\tilde{\eta}(\tilde{\psi}, \psi) - (\tilde{\psi}, \eta)} \]
\[ N \int d\mu C_\Omega(\tilde{\varphi}, \varphi) e^{-\mathcal{I}_0(\tilde{\psi} + \tilde{\varphi}, \psi + \varphi) + (\tilde{\varphi}, \eta) - (\tilde{\varphi}, \eta)} \tag{17} \]
If we are interested only in the correlations of the \( \psi \) and \( \bar{\psi} \) fields at low energy scales, we may choose the sources to couple only to the low-energy fields \( \psi \) and \( \bar{\psi} \) and get
\[ Z(\tilde{\eta}, \eta) = N \int \! d\mu D_\Omega(\tilde{\psi}, \psi) e^{\tilde{\eta}(\tilde{\psi}, \psi) - (\tilde{\psi}, \eta)} e^{-A_\Omega(\tilde{\psi}, \psi)} , \tag{18} \]
where \( A_\Omega(\tilde{\psi}, \psi) = -\log(N \int \! d\mu C_\Omega(\tilde{\varphi}, \varphi) e^{-\mathcal{I}_0(\tilde{\psi} + \tilde{\varphi}, \psi + \varphi)} \) is Wilson's effective interaction, namely the generating functional of the connected, and \( C_\Omega \)-amputated, correlation functions. Once \( A \) has been obtained, \( A \) is the definition of the partition function of the 'low-energy effective theory'.

In our RG flow, we calculate the one-particle irreducible vertex functions. The interaction \( \mathcal{I}_0 \) is given in terms of these vertices in the following way. The quadratic part of \( \mathcal{A} \) is \( (\tilde{\psi}, A^{(2)}_\Omega(\psi)) \), where
\[ A^{(2)}_\Omega(\psi, \psi) = C^{-1} - C^{-1} G_\Omega C^{-1} , \tag{19} \]
and \( G_\Omega \), the full propagator above scale \( \Omega \), is related to the selfenergy \( \Sigma_\Omega \) by a Dyson relation
\[ G_\Omega = (C^{-1} - \Sigma_\Omega)^{-1} = \frac{\chi_\Omega}{C - \chi_\Omega \Sigma_\Omega} \tag{20} \]
in which the regulator function \( \chi_\Omega \) multiplies the selfenergy in the denominator. The quartic and higher terms of \( \mathcal{A} \) are given by sums over tree diagrams, the lines of which carry full propagators \( G_\Omega \), and the vertices of which are given by the 1PI vertices \( \Gamma^{(2m)} \) with \( m \geq 2 \). It follows that external legs carry a factor \( G \) times \( C^{-1} \). In particular,
\[ A^{(4)}_\Omega(K_1, \ldots, K_4) = \Gamma^{(4)}_\Omega(K_1, \ldots, K_4) \prod_{i=1}^4 G_\Omega(k_i) \tag{21} \]
where \( K_i = ((k_0)_i, k_i, \sigma_i) \). This formula holds for the four-point function because, by our assumption that the microscopic interaction has no odd interaction terms, the connected four-point function is obtained by attaching full propagators to the irreducible four-point vertex. The denominators in this formula reflect the amputation by \( C_\Omega \). In the following we drop all \( A^{(2m)}_\Omega \) with \( m \geq 3 \).

The form of the interaction makes it natural to change variables to the fields
\[ (\Psi_{k,\sigma}, \tilde{\Psi}_{k,\sigma}) = \frac{G_\Omega(k)}{C_\Omega(k)} (\tilde{\psi}_{k,\sigma}, \psi_{k,\sigma}) \tag{22} \]
so that the generating functional \( Z(\tilde{\eta}, \eta) = N_\Omega \tilde{Z}(\tilde{H}, H) \) with \( N_\Omega = N \det(1 - C_\Omega \Sigma_\Omega)^{-1} \) and
\[ \tilde{Z}(\tilde{H}, H) = \int \! d\mu T_\Omega(\tilde{\psi}, \psi) e^{-\Gamma^{(4)}_\Omega(\tilde{\psi}, \psi) + (\tilde{\psi}, \tilde{H}) - (\tilde{\psi}, H)} \tag{23} \]
is a function of the rescaled source fields
\[ \tilde{H} = (1 - C_\Omega \Sigma_\Omega)^{-1} \tilde{\eta}, \quad H = (1 - C_\Omega \Sigma_\Omega)^{-1} \eta. \tag{24} \]
The propagator of the $\Psi$ fields is

$$T_\Omega = (1 - \chi_\Omega) \left( C^{-1} - \Sigma_\Omega \right)^{-1} (1 - C_\Omega \Sigma_\Omega)^{-1}. \quad (25)$$

The first factor $1 - \chi_\Omega$ in $T_\Omega$ (in our case, $\Omega^2/(\Omega^2 + k_0^2)$) now suppresses large energies, as is appropriate for a low-energy theory. The factor in the middle is a full propagator, in which the selfenergy of the fields that were integrated over enters in the standard way, but, in contrast to \textit{[20]}, \textit{without} getting multiplied by a regulator function. The last factor is there because the quadratic term of the effective action $A$ is reducible, hence may contain strings of self-energy insertions from the integration of scales above $\Omega$. The condition that this factor is nonsingular poses a restriction on the size of the effective interaction, hence, in flows where the vertex functions grow, it also provides a test whether the flow equation still makes sense.

**B. The effective interaction of the Hubbard model**

The above setup does not allow us to continue the flow into the symmetry-broken phase, mainly because we have made a symmetric ansatz for the effective action. The fermionic RG flow can be continued into symmetry-broken phases by including a small symmetry-breaking field, so that nonvanishing expectation values of order parameter fields can develop, and then turning the symmetry-breaking field to zero after the limit $\Omega \to 0$ has been taken.\textit{[23]}\textit{[44]}\textit{[45]} One can also use partial bosonization to follow the flow into the symmetry broken phases,\textit{[28]}\textit{[39]} With our symmetric ansatz, the flow runs into a singularity at some positive $\Omega_*$, which implies that we have to restrict the flow to scales above some $\Omega^* > \Omega_*$, where the coupling functions are still finite, and not too large. The scale $\Omega_*$ gives an estimate for the critical temperature, which is usually an overestimate, because the fluctuations of the order parameter fields can further suppress the order parameters. (In two dimensions, it is this suppression that yields the Mermin-Wagner theorem.) At a ‘deconfined’ QCP that is not shielded by some ordered phase, $\Omega_*$ is $0$, so that the flow can be taken to zero. In principle, this provides a way to test for the existence of such a deconfined QCP. In our model, we can run the flow to scales as low as $\Omega/t \sim 10^{-5}$, but lower scales are hard to access because the accurate evaluation of bubble integrals becomes challenging. Thus we stop the flow at a low scale, bosonize the effective interaction obtained from the RG flow, and study the remaining nontrivial functional integration over the low-energy degrees of freedom in a bosonic language. In this paper, we apply a saddle-point approximation for the bosonic integration, which corresponds to mean-field theory for the order parameters. This procedure also gives information about the order parameters.

To simplify notation, we drop the subscript $\Omega$ whenever the scale dependence is clear from the definition of a quantity. In particular, we denote the effective two-particle interaction at scale $\Omega$, $\Gamma_\Omega^{(4)}$, by $V$ in the following. The general $SU(2) \times U(1)$-symmetric form of $V$ is

$$V(\bar{\psi}, \psi) = \frac{1}{2} \int \prod_{j=1}^{4} d^d p_j \delta(p_2 + p_2 - p_3 - p_4) \times 
\times v(p_1, p_2, p_3) \sum_{\sigma, \tau} \bar{\psi}_\sigma p_1 \bar{\psi}_\tau p_2 \psi_\sigma p_3 \psi_\tau p_4. \quad (26)$$

To capture the singular momentum dependence of the vertex in an efficient parametrization the interaction vertex \textit{[28]} is decomposed into different channels,\textit{[30]}

$$V = V_B + V_K + V_M + V_D,$$

as follows. $V_B$ is the bare Hubbard interaction,

$$V_K(\bar{\psi}, \psi) = -\frac{1}{4} \int \frac{d^d q}{(2\pi)^d} \sum_{m,n=1}^{\infty} K_{m,n}(t) S^{(0)}_m(\ell) S^{(0)}_n(\ell)$$

$$V_M(\bar{\psi}, \psi) = -\frac{1}{4} \int \frac{d^d q}{(2\pi)^d} \sum_{m,n=1}^{\infty} M_{m,n}(t) S^{(0)}_m(\ell) S^{(0)}_n(\ell)$$

$$V_D(\bar{\psi}, \psi) = \int \frac{d^d q}{(2\pi)^d} \sum_{m,n=1}^{\infty} D_{m,n}(t) \sum_{j=0}^{3} C^{(j)}_m(\ell) C^{(j)}_n(\ell),$$

and $S^{(j)}_m, C^{(j)}_m, C^{(j)}_m$ denote the fermionic bilinears

$$S^{(j)}_m(\ell) = \int \frac{d^d q}{(2\pi)^d} f_m(q) \bar{\psi}_q^T \sigma^{(j)} \psi_{q+\ell},$$

$$C^{(j)}_m(\ell) = \frac{1}{2} \int \frac{d^d q}{(2\pi)^d} f_m(q) \bar{\psi}_q^T \sigma^{(j)} \psi_{q-\ell},$$

where $\psi(p) = (\psi_+(p), \psi_-(p))^T$, similarly for $\bar{\psi}(p)$, $\sigma^{(j)}$ are the Pauli matrices ($\sigma^{(0)} = 1$) and $f_m$ are scale independent form factors, in particular

$$f_1(q) = 1, \quad f_2(q) = \cos(q_x) - \cos(q_y). \quad (30)$$

In the case $m = 1$ we drop the subscript from the bilinear, writing $S^{(0)}$ for $S^{(0)}_1$. The full interaction vertex is then given in terms of the bosonic propagators $K_{m,n}, M_{m,n}, D_{m,n}$ and the form factors $f_m$ by

$$v(p_1, p_2, p_3) = U + \sum_{m,n=0}^{\infty} V_{m,n}(p_1, p_2, p_3) \quad (31)$$

with

$$V_{m,n}(p_1, p_2, p_3) = f_m(p_1 + \frac{p_2 + p_3}{2}) M_{m,n}(p_3 - p_1) f_n(p_2 - \frac{p_2 + p_3}{2})$$

$$+ \frac{1}{2} f_m(p_1 + \frac{p_2 + p_3}{2}) M_{m,n}(p_2 - p_3) f_n(p_2 - \frac{p_2 + p_3}{2})$$

$$- \frac{1}{2} f_m(p_1 + \frac{p_2 + p_3}{2}) K_{m,n}(p_2 - p_3) f_n(p_2 - \frac{p_2 + p_3}{2})$$

$$- f_m(\frac{p_1 + p_2}{2} - p_1) D_{m,n}(p_1 + p_2) f_n(\frac{p_1 + p_2}{2} - p_3). \quad (32)$$
In Eq. (27) we have kept the initial interaction separate so that the exchange propagators are zero at the beginning of the flow.

The interpretation of this ansatz for the effective interaction is that composite operators given the fermionic bilinears, here density operators, Cooper pair fields, and spin fields, have coupling functions \( K, D, \) and \( M \). Thus we have an easy to understand effective interaction. Moreover, there is the kinetic term of the low-energy fermionic degrees of freedom, which, importantly, contains the self-energy from the integration down to scale \( \Omega \).

In the general setup of Ref. 23, the indices \( m \) and \( n \) label members of an orthonormal basis of functions on momentum space, so that, in principle, every square-integrable function can be represented this way. The main idea of this decoupling is that singularities in \( \nu \) that develop during the RG flow are captured by the functions \( D_{m,n}, M_{m,n} \) and \( K_{m,n} \), which can be thought of as boson exchange propagators, while the form factors of the fermionic bilinears are regular functions, hence square-integrable, so that the expansion in \( m \) and \( n \) applies. Clearly, several remarks are in place here. First, boson propagators need to have positivity properties to preserve stability; this is, in fact, not a problem in the fermionic RG flow—rather, it provides a test whether the effective action can really be bosonized. Second, the occurrence of singularities only as functions of \( p_1 - p_3, p_2 - p_3 \), and \( p_1 + p_2 \) can be strictly proven for small coupling functions\(^{29,31}\) but in later stages of the flow it is an assumption. Third, when entering the symmetry-broken phase, where some of \( D_{m,n}, M_{m,n} \) and \( K_{m,n} \) develop singularities, the form factors themselves become singular and this channel decomposition is no longer accurate, and must be refined\(^3\). We shall, however, use it only in the symmetric phase; there it is well-justified, and it has the advantage of allowing to switch to a description in terms of bosonic order parameter fields by a straightforward Hubbard-Stratonovich transformation (provided the above-mentioned positivity holds).

In the general parametrization of Ref. 23 all functions may depend both on the spatial momenta and on the Matsubara frequencies. We make the approximation that the form factors are independent of the frequencies (see \(^{30}\)), but we keep the frequency dependence of the functions \( D_{m,n}, M_{m,n} \) and \( K_{m,n} \). In Ref. 22 and 23 we verified that this approximation, and keeping only \( K_{1,1}, M_{1,1}, D_{1,1}, \) and \( D_{2,2} \), lead to an accurate representation of the flow in the two-dimensional square-lattice Hubbard model with a frequency-dependent self-energy. Thus we drop all other pairs \((m,n)\) from the sums in (28).

The exchange propagators \( M_{1,1}, D_{1,1} \) and \( D_{2,2} \) remain positive during the flow. The function \( K_{1,1} \) is positive at zero frequency, but it develops a pronounced negative minimum at nonzero frequency. At a first glance, the positive static part signals an attractive density-density interaction, but \( M_{1,1} \) also contributes a term to this interaction channel. In particular we can decompose a local interaction \(-\frac{1}{4} M(0) \int S(\ell)S(-\ell) d\ell\) into a magnetic interaction \(-\frac{1}{4} M(0) \int S(\ell)S(-\ell) d\ell\) and a density-density interaction \(-\frac{1}{4} M(0) \int S(\ell)S(-\ell) d\ell\). For the bare model, this decomposition leads to the same mean-field equations as the generalized Hartree-Fock theory\(^{12}\).

In Section V we investigate the effects of the frequency-dependent interaction \( K \) on the self-energy, which is of particular interest at the QCP. Elsewhere we assume an approximately static density.

### C. The effective interaction in bosonic form

The decomposition (28) is made such that we can easily bosonize the effective action. Assuming for the moment that all functions \( M, D, K \) define positive quadratic forms, this is done by the following identities for the characteristic functions of Gaussian measures: let \( Q \) be a symmetric \( N \times N \) matrix, with positive definite real part \( \text{Re } Q \), so that \( (\phi, QQ\phi) = \sum_i \phi_i Q_{ii} \phi_i \) has positive real part for all real \( N \)-vectors \( \phi \neq 0 \), denote \( R = Q^{-1} \), and let the normalized Gaussian measure \( d\gamma_R(\phi) = (\text{det } 2\pi R)^{-\frac{1}{2}} e^{-\frac{1}{2}(\phi, \phi)} d^N \phi \), then

\[
e^{\frac{1}{4}(b,Rb)} = \int_{\mathbb{R}^N} d\gamma_R(\phi) \ e^{(b,\phi)} \tag{33}\]

holds for any \( b \in \mathbb{C}^N \) (and therefore also for any \( b \) in the even subalgebra of a Grassmann algebra). More generally, if \( H \) is a complex matrix and its hermitian part \( \frac{1}{2}(H + H^\dagger) \) is positive definite, so that for all complex \( N \)-vectors \( \phi \neq 0 \), \( (\phi, H\phi) = \sum_i \phi_i H_{ii} \phi_i \) has a positive real part, let the normalized complex Gaussian measure with covariance \( K = H^{-1} \) be defined as \( d\gamma_K(\phi, \phi) = (\text{det } \pi K)^{-1} e^{-(\phi, H \phi)} d^N \phi \ d^N \phi \), then

\[
e^{(b,Kb)} = \int_{\mathbb{C}^N} d\gamma_K(\phi, \phi) \ e^{(b,\phi)+(\delta,\delta)} \tag{34}\]

holds for all \( b, \delta \in \mathbb{C}^N \) (and hence also for any \( N \)-vectors \( b \) and \( \delta \) with components that are even elements of a Grassmann algebra).

Some care is required when using complex integrals in a truly infinite-dimensional setting of a functional integral, because for complex measures the above conditions on the real (or hermitian) part do not suffice to define a sigma-additive measure. However, in the application to many-body models, the functional integral always results as a limit of a time discretization by a Trotter formula. Before the limit is taken, all these manipulations make sense, and considering normalized correlation functions allows to bypass questions about the existence of measures.

In the representation (25) of the terms in the effective action (27), the functions \( K_{m,n}, M_{m,n}, \) and \( D_{m,n} \) play the role of the covariance of the bosonic Gaussian measures. For the density-density interaction \( K \) and the magnetic interaction \( M \), the fields can be chosen real, since they couple the same type of fermionic bilinears.
The Cooper pair interaction $D$ couples a Cooper pair bilinear with its conjugate, so the corresponding boson field must be chosen complex. Since the functions are already given in diagonal representation in momentum space, checking if their real (hermitian) part is positive amounts to checking that the real part of the function is positive. This is an issue for $K$, which is not always positive, but not for $M$ and $D$. We will discuss this further in section 4.

We note in passing that it is not necessary to choose the covariance of the boson fields exactly equal to $K, M$, or $D$. If convenient, we may also take only an approximation to these functions, as a matter of convenience. If, say, we take only $M_0$ instead of $M$, a fermionic four-point vertex with $m = M - M_0$ remains. If $m$ is small enough, it can be taken into account by perturbation theory.

We can write the effective interaction (28) as

$$V_K = -\frac{1}{4} \left( S^{(0)}(f), (K_{1,1} - 4U) S^{(0)}(g) \right)$$

$$V_M = -\frac{1}{4} \sum_{j=1}^{3} \left( S^{(j)}, M_{1,1} S^{(j)} \right)$$

$$V_D = (C_2^2, D_{2,2} C_2^2)$$

where the bilinear form is now $(f, g) = \int \frac{d^3 \ell}{(2\pi)^3} f(\ell) g(\ell)$. Here we have already restricted to singlet $d$-wave Cooper pairing by taking only $C_2$ in the Cooper term because the triplet form factor vanishes at the Van Hove points, hence is irrelevant at Van Hove filling, and because the $s$-wave interaction is repulsive, hence will not lead to pairing.

The Hubbard-Stratonovich (HS) transformation is now a straightforward application of (33) and (34) to the remaining Grassmannian integral (29). It introduces three types of fields, corresponding to the density-density interaction $V_B + V_K$, the spin-spin interaction $V_M$ and the singlet Cooper pair interaction $V_D$ in (27). The HS field for the density interaction is a real scalar, the one for the magnetic interaction is a three-component vector field, and the one for the superconducting interaction is a complex scalar. We write the normalized expectation value with respect to the corresponding Gaussian measures as

$$\langle F \rangle_{K,M,D} = \int d\gamma_{K_{11} - 4U}(m_0) \int d\gamma_{M_{11}}(\bar{m}) \int d\gamma_{-D_{22}}(\bar{\Delta}, \Delta) F(m_0, \bar{m}, \bar{\Delta}, \Delta)$$

$$\int d\gamma_{-D_{22}}(\bar{\Delta}, \Delta)$$

Here we have assumed that the signs of $D, M$, and $K - 4U$ are such that the integrals converge. This is the case for $D$ and $M$. A more detailed discussion of $K - 4U$ follows below. This transformation makes the action quadratic in the fermionic fields, so the integral over these fields can be performed, resulting in a Pfaffian and the exponential of a quadratic form in the fermionic source fields. After a few transformations, one arrives at

$$\hat{Z}(\hat{H}, H) = \left\langle e^{\frac{1}{2} \text{tr log } Q} e^{\frac{1}{2} (-\hat{H}, T_{\Omega} H) Q^{-1} \left( T_{\Omega} H \right)} \right\rangle_{K,M,D}$$

with $Q = I - \Xi$, where $I$ is the identity operator, $\Xi_{\alpha\alpha'}(k, k') = \delta_{\alpha,\alpha'} \delta(k, k')$, and $L(k, k')$ is given as the product

$$\Xi(k, k') = \begin{bmatrix} T_{\Omega}(k) & 0 \\ 0 & T_{\Omega}(k') \end{bmatrix} M(k, k') \begin{bmatrix} 1 & 0 \\ 0 & T_{\Omega}(k')^4 \end{bmatrix}$$

(38)

(where $^t$ denotes the transpose in the spin indices) and

$$M(k, k') = \left[ \frac{\eta(k - k')}{2} \Delta(k + k') - 2\epsilon f(k - k')^4 \right] (\eta(k' - k))^4$$

(39)

with \( \eta = m_0 \bar{m} + \bar{\sigma} \cdot \bar{\sigma} \) and \( \epsilon = i \sigma_2 \).

The tr log $Q$ contributes a term to the bosonic action which can be expanded in the standard way as a sum over fermion loops with external boson lines. Thus it contributes linear terms in the boson fields, quadratic terms that modify the boson propagators, and higher order interaction terms. In general, these terms mix the different Bose fields, and this mixing can be rather nontrivial if coexistence of different phases is possible. The $Q^{-1}$ in the quadratic exponent involving the fermionic source fields has the interpretation of a fermion propagator in the background of the Bose fields. General fermionic 2-point functions are then obtained as derivatives with respect to the sources, hence as averages $\langle \cdot \rangle_{K,M,D}$ of Pfaffians of matrices with entries $Q^{-1}(k_i, k_j)$.

The interacting bosonic field theory with the fields $m_0, \bar{m}, \Delta$ is the low-energy theory for the Hubbard model obtained from the RG flow at scale $\Omega$. The model still has the symmetries of the original action, but it is formulated in terms of fields coupling to the natural order parameters.

IV. MAGNETISM AND SUPERCONDUCTIVITY

In the following, we specialize our analysis to mean-field theory, by keeping only the simplest configurations in the remaining functional integral. Proceeding in this way is not the only way RG and mean-field calculations can be combined. In particular one can use the method proposed in (38) which solves reduced models exactly. We choose the method presented in this section as a first step towards a more detailed analysis of the functional integral (37). It allows us to continue our previous fRG studies in a straightforward manner and it also provides a simple way of including the frequency dependent self-energy in the mean-field calculations.

We start by investigating the ferromagnetic and superconducting order parameters close to the QCP. We
will test for gap formation in the vicinity of the critical hopping parameter at Van Hove filling, taking into account only the dominant part of the interaction, namely $M_{1,1}(0)$ responsible for a ferromagnetic interaction and $D_{2,2}(0)$ defining Cooper pair attraction. We drop the density-density term in the interaction before performing the HS transformation. Thus the transformation involves only $\vec{m}$ and $\Delta$ fields. The mean-field equations are the saddle-point equations for the bosonic effective action. For the order parameters we consider, the mean-field equation it prevents gap formation in the way exemplified in the toy model of Section II. The saddle point conditions are

$$\Delta_{\text{FM}} = \frac{M_{1,1}(0)}{2} \sum_{\sigma} \int \frac{d^3 k}{(2\pi)^3} \frac{\sigma}{T^{-1}(k) + \sigma \Delta_{\text{FM}}} ,$$

$$1 = D_{2,2}(0) \sum_{\sigma} \int \frac{d^3 k}{(2\pi)^3} \frac{f_2^2(k)}{T^{-1}(k)T^{-1}(-k) + f_2^2(k)|\Delta_{\text{ASC}}|^2} ,$$

and the order parameters $O_{\text{ASC}} = 2\Delta_{\text{ASC}}/D_{2,2}(0)$, $O_{\text{FM}} = 2\Delta_{\text{FM}}/M_{1,1}(0)$ are the expectation values of the bilinears

$$\hat{O}_{\text{FM}} = \sum_{\sigma} \int \frac{d^3 k}{(2\pi)^3} \sigma \Psi_{k,\sigma} \Psi_{k,\sigma} ,$$

$$\hat{O}_{\text{ASC}} = \frac{1}{2} \sum_{\sigma} \int \frac{d^3 k}{(2\pi)^3} \sigma f_2(k) \Psi_{k,\sigma} \Psi_{-k,-\sigma} .$$

For the numerical calculations we use the fRG data given in Table II. The corresponding order-parameters are shown in Figure 3. In the range $t'/t \in (0.34, 0.38)$, where $\gamma \lesssim 0.26$, both order parameters vanish within numerical tolerance which confirms the existence of a QCP in this parameter region. The self-energy suppresses order in two ways: in the RG flow, it pushes the growth of the pairing interaction to very small scales, and in the mean-field equation it prevents gap formation in the way exemplified in the toy model of Section II.

Up to $t'/t \approx 0.34$ the superconducting phase is clearly dominant. For $t'/t > 0.38$ even though it was not evident from fRG data, there is a strong competition between the superconducting phase and the ferromagnetic one. Only in the calculations with the extrapolated self-energy, the free-energy of the ferromagnetic phase becomes significantly smaller and settles the state.

$$\text{Im} \Sigma_{\Omega}(\omega)/\omega = -\frac{a}{(1 + b^2\omega^2)^{\gamma/2}} ,$$
In Figure 4, effective interaction in magnetic and scattering channel at the scale $\Omega/t = 3 \times 10^{-5}$ for the bare interaction $U/t = 3$ at Van Hove filling and the critical hopping amplitude. Combining two channels, the overall density-density interaction $U + (2M_{1,1} - K_{1,1})(\omega, 0, 0)$ is peaked at some nonzero frequency. In contrast to the data used in previous section, the ones shown here are from calculations that take the momentum dependence of self-energy into account.

![Figure 4. Effective interaction in magnetic and scattering channel at the scale Ω/t = 3 x 10^-5 for the bare interaction U/t = 3 at Van Hove filling and the critical hopping amplitude. Combining two channels, the overall density-density interaction U + (2M_{1,1} - K_{1,1})(\omega, 0, 0) is peaked at some nonzero frequency. In contrast to the data used in previous section, the ones shown here are from calculations that take the momentum dependence of self-energy into account.](image)

Table I. Summary of fRG data.

| $t'/t$ | $\log_{10} \Omega^*/t$ | $\log_{10} b$ | $\gamma$ | $D_{2,2}(0)/t$ | $M_{1,1}(0)/t$ |
|--------|----------------------|-------------|---------|----------------|----------------|
| 0.250  | -2.28                | 1.19        | 1.83    | 0.325          | 20.0           |
| 0.300  | -2.74                | 1.60        | 2.34    | 0.288          | 20.0           |
| 0.320  | -3.20                | 2.17        | 2.89    | 0.264          | 20.0           |
| 0.330  | -3.69                | 2.93        | 3.42    | 0.250          | 20.0           |
| 0.335  | -4.14                | 4.30        | 4.20    | 0.253          | 20.0           |
| 0.337  | -4.43                | 5.49        | 4.49    | 0.257          | 20.0           |
| 0.338  | -4.61                | 5.91        | 4.56    | 0.258          | 20.0           |
| 0.339  | -4.83                | 6.24        | 4.61    | 0.259          | 20.0           |
| 0.341  | -5                   | 6.4         | 4.66    | 0.260          | 20.0           |
| 0.355  | -4.85                | 6.27        | 4.62    | 0.260          | 0.05           |
| 0.360  | -4.70                | 6.07        | 4.59    | 0.259          | 0.06           |
| 0.370  | -4.38                | 5.33        | 4.47    | 0.256          | 0.09           |
| 0.380  | -4.02                | 3.57        | 3.81    | 0.251          | 0.17           |
| 0.390  | -3.70                | 2.95        | 3.43    | 0.250          | 0.26           |
| 0.400  | -3.42                | 2.42        | 3.04    | 0.253          | 0.36           |
| 0.420  | -2.82                | 1.67        | 2.40    | 0.285          | 0.55           |
| 0.450  | -1.95                | 0.88        | 1.09    | 0.303          | 0.64           |

V. MEAN-FIELD EFFECTS OF THE DENSITY-DENSITY INTERACTION

In Section [11] we showed that in the vicinity of the QCP, magnetic ordering and Cooper pairing both become negligible. In this section we assume that we are in this quantum critical regime and investigate the effects of the density-density interaction on the propagator. As shown in Figure [4], during the flow the effective interaction develops a strong peak in the scattering channel at a nonzero frequency. In the simplest approximation we project the effective interaction to a sum of delta distributions at zero frequency and at frequencies $\pm \tilde{\omega} \neq 0$. The zero frequency part will give rise to a Hartree self-energy, which we compensate by appropriate choice of the chemical potential to fix the density at Van Hove filling.

A. Introduction

In the density-density channel, depending on the sign of the interaction, the bosonic action obtained from a HST according to Eq. (40) may not have a saddle point on the real axis. Provided that the action is holomorphic in the HS field we may be able to find a saddle point in the complex plane and deform the integration contour to pass through the saddle point without changing the result. If this deformation is possible, the zero temperature asymptotics of the partition and correlation functions would then contain an integral of the type

$$ F(\lambda) = \int_{\gamma} f(z) e^{\lambda S(z)} \, dz. $$

(52)

where $\gamma$ is the new contour. If $S$ has a single simple saddle point at an interior point $z_0$ of the integration contour $\gamma$, then the $\lambda \rightarrow \infty$ asymptotic of $F(\lambda)$ is given by

$$ F(\lambda) = \sqrt{\frac{2\pi}{-S''(z_0)}} \lambda^{-1/2} e^{\lambda S(z_0)} \left( f(z_0) + O(\lambda^{-1}) \right). $$

(53)
For our purpose a constant shift of the integration contour is sufficient to make sure that the contour passes through the saddle point of the exponent. In particular we can formulate the HST (40) in the more general form

\[ e^{{\phi}^2/4} = \frac{1}{\sqrt{\pi}} \int_{\mathbb{R}} e^{-(\phi+i\psi)^2+(\phi+i\psi)^\alpha} \, d\phi, \]

where \( \alpha \) is an arbitrary real number.

In the case of a complex HST the generalization is as follows,

\[ e^{ia} = \int_{\mathbb{C}} e^{-((\phi+i\psi)(\psi+i\bar{\psi}) + a(\phi+i\psi) + b(\psi+i\bar{\psi}))} \, d\phi \wedge d\psi, \]

where \( \psi \in \mathbb{C} \) is an arbitrary complex number. The proof is simple, let \( \phi = u + iv, \psi = x + iy \) with \( u, v, x, y \in \mathbb{R} \), then

\[ I = \int_{\mathbb{C}} e^{-(u+i)x)^2-(v+i)^2+(a+b)(u+i)\bar{\psi}+(i-a-b)(v+i)\bar{\psi})} \, du \wedge dv, \]

\[ \text{Eq. (55) now follows from Eq. (54).} \]

\[ I = \phi^{(a+b)^2/4-(a+b)^2/4} = e^{ab}. \]

As long as the integrals in Eq. (54) and Eq. (55) are considered exactly they are independent of \( \phi \) and \( \psi \), but only for suitable values of these quantities — let us denote them by \( \phi' \) and \( \psi' \) — can the integrals be evaluated in saddle point approximation. Through the analytic structure of the interand, the integral then depends on these specific values \( \phi' \) and \( \psi' \).

\[ \Gamma^* = \frac{4\pi}{(2\pi)^2} \text{is the momentum space and} \ V = L^2. \]

The discretized Euclidean time axis is given by \( T_n := \{-\beta/2+\beta/k: k \in \{0, \ldots, n-1\} \} \) and the corresponding fermionic and bosonic Matsubara frequencies are

\[ M_F = \{ \frac{\pi}{\beta} k: k \in (2\mathbb{Z}-1) \cap [-n,n] \} \]
\[ M_B = \{ \frac{\pi}{\beta} k: k \in (2\mathbb{Z}) \cap [-n,n] \}. \]

In the following it is clear from the context whether the sum has to be taken over \( M_F \) or over \( M_B \).

In the following we assume \( K \) to be real and symmetric with respect to \( \omega \to -\omega \). For the bare Hubbard model \( K \) would be positive and constant. Next we write the interaction term from Eq. (58) as

\[ -\frac{1}{4} \int_{\mathbb{C}} K(p)\overline{S(0)}(p)S(0)(-p) = -\frac{1}{4} \beta V K(0)\overline{S(0)}(0)^2 - \frac{1}{2} \frac{1}{\beta V} \sum_{\rho > 0} K(p)\overline{S(0)}(p)S(0)(-p), \]

where \( \succ \) denotes lexicographical order on the product space \( M_B \times \Gamma^* \). Making the reflection symmetry explicit is not strictly necessary but it reduces the number of HS fields we need to define. Proceeding according to Eq. (54,55) we obtain the mixed action

\[ S_{\text{H.S.}} = -\frac{1}{\beta V} \sum_{\omega \rho \sigma} \overline{\psi}_\omega \psi_\omega (i\omega - \epsilon_\rho + \mu)\psi_\rho \sigma, \]

\[ + \beta V \sum_{\rho > 0} \overline{\Phi_0}(0)\overline{\Phi_0}S(0)(0) + 2\beta V \sum_{\rho > 0} \overline{\Phi(p)}\overline{\Phi(p)} \]
\[ - i \sum_{\rho > 0} \left( I_K(p)\overline{S(0)}(p)\Phi(p) + I_K(-p)\overline{S(0)}(-p)\Phi(p) \right), \]

where, for \( f(x) \in \mathbb{R}, I_f(x) = 1 \) if \( f(x) \geq 0 \) and \( I_f(x) = 0 \) otherwise.

The field \( \Phi \) includes a possible shift of the integration contour. To be precise \( \Phi_0 = \phi_0 + i\psi_0 \) with \( \phi_0, \psi_0 \in \mathbb{R} \) and for \( p > 0 \), \( \Phi(p) = (\phi(p) + i\psi(p)), \Phi(p) = (\overline{\phi}(p) + i\overline{\psi}(p)) \) with \( \phi(p), \psi(p) \in \mathbb{C} \). \( \phi \) is the HS field and the field \( \psi \) has to be chosen such that the integration contours pass through saddle points of the action.

Integrating out the fermions leads to the free energy

\[ F = \frac{\overline{\Phi_0}(0)}{K(0)} + 2\sum_{\rho > 0} \frac{\overline{\Phi(p)}\overline{\Phi(p)}}{|K(p)|} \]
\[ - \frac{2}{\beta V} \ln \det \left[ (i\delta_k - \epsilon_\rho + \mu + iI_K(0)\Phi_0)\delta_{k,k'} \right] \]
\[ - i \left( I_K(p - p')\Phi(p - p')\Theta(p - p' > 0) \right] \]
\[ + I_K(p' - p')\overline{\Phi(p' - p)}\Theta(p' - p > 0) \right] \]
\[ + C, \]
where \( C = \frac{2}{\beta V} \ln \det[(i k_0 - \epsilon_p + \mu)\delta_{k,k'}]_{k,k'} \) is a normalization constant.

In the general case a computation of the determinant is not feasible. The usual ansatz is to keep only the static part of the bosonic field. We will go a step further and take into account the field at some nonzero frequency \( \tilde{\omega} \). The determinant can then be computed efficiently using the lemma presented in Appendix E.

\[ F = \frac{\Phi_0^2}{|K(0)|} + \frac{2\Phi_0 \tilde{\Phi}_0}{|K(\tilde{\omega})|} + \frac{2}{\beta V} \sum_k \ln \det \left[ (i k_0 - \epsilon_p + \mu + i I_K(0)\Phi_0)\delta_{k_0,k_0'} - i I_K(\tilde{\omega}) (\tilde{\Phi}_0 \delta_{k_0'k_0}\tilde{\omega} + \tilde{\Phi}_0 \delta_{k_0'k_0}\tilde{\omega}) \right]_{k_0,k_0'} + C. \]  

(66)

Independent of whether \( K(0) \) is positive or negative we can adjust the chemical potential to ensure Van Hove filling. Then at the saddle point of \( \Phi_0 \) we have \( \mu + i I_K(0)\Phi_0 = 0 \). At fixed density we only need to find the saddle point of \( F \) as a function of \( \Phi_0 \) and \( \Phi_0 \). For fixed \( \Phi_0 \) and at Van Hove Filling, \( F \) is then up a constant given by the \( n \to \infty \) limit of

\[ F_n = \frac{2\Phi_0 \tilde{\Phi}_0}{|K(\tilde{\omega})|} + \frac{2}{\beta V} \sum_k \ln \det \left[ (i \tilde{\omega}_k - \epsilon_p)\delta_{k,k'} - i I_K(\tilde{\omega}) (\tilde{\Phi}_0 \delta_{k'k}\tilde{\omega} + \tilde{\Phi}_0 \delta_{k'k}\tilde{\omega}) \right]_{k,k'} \]  

(67)

where

\[ \tilde{\omega}_k = -\frac{n}{\beta} \left( 1 - e^{-\beta(2k-1)/n} \right) \]

(68)

and \( \tilde{\omega} = \frac{2\pi}{\beta} m \), for some fixed \( m \in \{1, \ldots, n-1\} \).

\( F_n \) depends on the HS fields \( \Phi_0 \) and \( \Phi_0 \) only through their product. For the determinant this follows from Eq. (82). As a result any non-trivial saddle point of \( F \) as a function of \( \Phi_0 \) or \( \Phi_0 \) is a saddle point of \( F \) as a function of \( \Phi_0 \Phi_0 \),

\[ \frac{\partial F}{\partial \Phi_0} = \Phi_0 \frac{\partial F}{\partial (\Phi_0 \Phi_0)} = 0. \]  

(69)

To summarize, we need to find the saddle point of \( F_n(K(\tilde{\omega}),z) \) as a function of \( z = \Phi_0 \Phi_0 \) given through

\[ F_n(K;z) = -\frac{z}{|K(\tilde{\omega})|} - f_n^{(\text{iso})} \]  

\[ f_n^+(z) = \frac{2}{\beta} \int \ln f_n(z,\epsilon), \]

\[ f_n^-(z,\epsilon) = 0, f_0^+(\epsilon) = 1, \]

\[ f_m^+(z,\epsilon) = f_{m-1}^+(z,\epsilon) \]

(70)

\[ \pm z \delta_{|i|_{n,k}-|j|_{n,k}}, m \int f_{m-2}^+(z,\epsilon) (1\tilde{\omega})^2 (2|l|_{n,k} - \epsilon) (1\tilde{\omega})^2 (2|l|_{n,k} - \epsilon) \]  

(71)

where \( \rho(\epsilon) = \frac{1}{(2\pi)^2} \int_{-\pi,\pi} \delta(\epsilon(k) - \epsilon) d^2k \) is the density of states.

The following symmetry considerations can greatly reduce the numerical effort. First, since

\[ f_n^+(z) = f_n^-(z), \]  

(72)

if \( z_0 \) is a saddle point of \( F_n(K,z) \) then \( -z_0 \) is a saddle point of \( F_n(-K,z) \). So we may restrict ourselves to case \( K = K(\tilde{\omega}) > 0 \) in the following.

Second, it easy to show that

\[ F_n(K,z) = F_n(-K,-z). \]  

(73)

Thus, for fixed \( \tilde{K} \), if \( z \in \mathbb{R} \) then \( F_n(K,z) \) is real.

Let \( z = x + iy \) and \( f : z \mapsto F_n(K(z)) = u(x,y) + i v(x,y) \) with \( x,y,u,v \in \mathbb{R} \). Let \( x_0 = x_0 + i 0 \) and \( f \) be holomorphic at \( x_0 \) then \( \frac{\partial u}{\partial x}(x_0,0) = 0 \) since \( \frac{\partial v}{\partial x}(x_0,0) = 0 \) (because of Eq. (73)), it follows from Cauchy-Riemann equations that \( f'(z_0) = 0 \), i.e. \( z_0 \) is a saddle point of \( f \) if \( x_0 \) is a saddle point of \( f|_R \).

\[ F_n(K,z) \]

D. The Quasiparticle Lifetime

In the following we fix \( n = 10^4 \). We have verified numerically that our results are then stable and don’t change much if \( n \) is chosen to be even larger.

For large enough \( K(\tilde{\omega}) \) the free energy has nontrivial saddle points. In particular when \( K(\tilde{\omega}) > 0 \) there is exactly one saddle point on an integration contour \( \gamma : \mathbb{R} \to C, t \mapsto t + i a, \) for a suitable value of \( a \) which we denote by \( a = \psi \). This saddle point lies on the imaginary axis. In our notation, at the saddle point, the real part of \( \Phi = \phi + i \psi \) is equal to zero and \( z = \Phi \Phi \). In the case \( K(\tilde{\omega}) \leq 0 \) there is one saddle point on the real axis and \( z = \Phi \Phi \geq 0 \). Note that all measurable quantities
should be independent of the sign of $K(\bar{\omega})$ for a nonzero frequency $\bar{\omega}$ because of translational invariance along the Euclidean time axis and the periodicity of the interaction. We denote the saddle point of the free-energy for a given $K(\bar{\omega})$ by $\zeta = \sqrt{|z|}$. The correspondence is shown in Figure 5.

In saddle point approximation the fermionic propagator is then given by the diagonal of

$$
G = \left[ (i \epsilon_{0} - \epsilon_{p} |k_{0}| \delta_{k_{0}k_{0}'} + \zeta (\delta_{k_{0}k_{0}'} \bar{\omega} + \delta_{k_{0}k_{0}'} \bar{\omega}) \right]^{-1}_{k,k'} = \left[ \delta_{k_{0}k_{0}'} + \zeta \left( \delta_{k_{0}k_{0}'} \bar{\omega} + \delta_{k_{0}k_{0}'} \bar{\omega} \right) \right]^{-1}_{k,k'} \left[ \frac{\delta_{k_{0}k_{0}'}}{\sqrt{1 - \epsilon_{p} \epsilon_{k_{0}'} \epsilon_{k_{0}'}}} \right]_{k,k'} .
$$

As expected it does not depend on the sign of $K(\bar{\omega})$. If we consider the propagator $G$ as a function of the sum and difference of the two involved frequencies, i.e. $\omega_{\pm} = k_{0} + k_{0}'$, i.e. $G_{k,k'} = \delta_{k,k'} G_{\epsilon_{k}} (\omega_{-}, \omega_{+})$. Then $G_{\epsilon} (\omega_{-}, \omega_{+})$ is non-zero only when $\omega_{-}$ is a multiple of $\bar{\omega}$. For fixed $\epsilon$ and $\omega_{-}, G_{\epsilon} (\omega_{-}, \omega_{+})$ decays as $|\omega_{-}|$ grows.

In this notation the fermionic propagator $g(k_{0}) = g_{\epsilon} (k_{0})$ is given by $g_{\epsilon} (\omega) = G_{\epsilon} (0, 2\omega)$. For finite values of $\zeta$ or equivalently corresponding interaction strength $K(\bar{\omega})$ the propagator develops some non-trivial structure most prominent around $\omega = \bar{\omega}$. $\bar{\omega}$ is itself not on the frequency lattice as it is a bosonic frequency. An example of the imaginary part of the Dyson self-energy $\Sigma_{\epsilon} = g^{-1} - g$ with $\epsilon = (i \omega - \epsilon)^{-1}$ is shown in the upper inset of Figure 6. The behavior of the self-energy changes at multiples of $\bar{\omega}$. The strongest peak between $\bar{\omega}$ and $2\bar{\omega}$ can be fitted well with a model $a(\omega - \bar{\omega})^{\alpha}$ with $\alpha \approx -1$. A pole at $\omega = \pm \bar{\omega}$ would translate to a discontinuity in time domain,

$$
\mathcal{F}_{\omega}^{-1} \left[ -i \left( \frac{1}{\omega - \bar{\omega}} + \frac{1}{\omega + \bar{\omega}} \right) \right] (\tau) = -\sqrt{2 \pi} \cos(\bar{\omega} \tau) \text{sgn}(\tau) .
$$

The inverse Fourier transform of the free propagator to Euclidean time in the limit $\zeta \to 0$ is given by

$$
\frac{1}{\beta} \sum_{n} e^{-i \omega_{n} \tau} c_{\epsilon} (\omega) = \begin{cases} 
  e^{-\tau \beta} f_{\beta} (\epsilon) & \text{if } -\beta < \tau \leq 0 \\
  -e^{-\tau \beta} (1 - f_{\beta} (\epsilon)) & \text{if } 0 < \tau < \beta .
\end{cases}
$$

In the interacting case with $\zeta = 0.5$ and $m = 8$ ($\bar{\omega} / t \approx 0.5$) the result is shown in Figure 6. The effect of the periodic density-density interaction $K(\omega)$ is evident in the correlation function which now shows $m$ distinct peaks. The inverse Fourier transform of the self-energy is shown in the lower inset of Figure 6. It is remarkably simple compared to the self-energy in frequency space. Taking the limit $n \to \infty$ numerically it has a single discontinuity at $\tau = 0$ in the interval $[-\beta, \beta]$.

For small frequencies the imaginary part of the self-energy is approximately constant but discontinuous at the origin. Close to the Fermi surface and for small frequencies the full propagator behaves as

$$
\bar{\omega} \approx \frac{1}{i \omega - \epsilon_{k} + i \text{sgn}(\omega) \tau_{L}}
$$

where $\tau_{L}$ can be interpreted as the quasiparticle lifetime. In the limit $\zeta \to 0$ the quasiparticle lifetime diverges but as $\zeta$ or equivalently the interaction strength grows the
quasiparticle lifetime becomes finite and drops rapidly. This is in full agreement with the assumption of criticality in this parameter regime.

VI. CONCLUSIONS

We have shown that in the repulsive 2D-Hubbard model, gap formation is suppressed in the vicinity of the critical hopping parameter ratio $\theta^* = 0.341$ and at Van Hove filling. The quantum-critical behavior is tightly related to the low-frequency asymptotics of the self-energy close to the Van Hove points. Previous fRG studies suggest a power-law behavior $\sim \text{sgn}(\omega)|\omega|^\alpha$ with $\alpha \approx 0.74$. The fRG result is based on the extrapolation of the self-energy at some nonzero stopping scale. The absence of gaps in the range $t'/t \in (0.34, 0.38)$, where the magnetic instability is quite pronounced, may be a consequence of neglecting the momentum dependence of the self-energy in the RG flow. We also want to point out that chaining fRG and MF—as we did—may lead to an underestimation of the gap parameters. However, by turning the self-energy on and off we can verify that the gaps are suppressed due to the self-energy effects rather than a low stopping scale of the flow. In further work, one may take the RG flow to the symmetry broken phase or perform mean-field calculations using the 2PI vertex extracted from fRG results. At this stage, beside quantitative results, we are also interested in the phenomenology of the physics in the vicinity of the QCP and the simplest methods serve well in this regard.

We have also used the mean-field approximation to calculate the influence of the frequency-dependent density-density interaction on the low-frequency structure of the self-energy. In general, the involved determinant is very challenging, so we investigated a minimal model. In this model we had a mono-frequency density-density interaction beside the static one. We found that such an interaction, which mimics the actual density-density interaction at the critical point, suppresses the quasiparticle lifetime. Considering how much more complicated the actual interaction is one should suspect at least quantitative errors and treat these results with reservation, but exploring the minimal model has given us valuable information about the saddle-point structure of the free-energy which will be helpful for future analysis.

1. The Determinant of a Tridiagonal Matrix and its Generalization

It is well known that the determinant $f_n = \det T_n$ of a tridiagonal matrix

$$T_n = \begin{pmatrix} a_1 & b_1 & \cdots & 0 \\ c_1 & a_2 & b_2 & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & c_{n-1} & a_n \end{pmatrix}$$

satisfied the recurrence relation

$$f_{-1} = 0, \quad f_0 = 1, \quad f_n = a_n f_{n-1} - c_{n-1} b_{n-1} f_{n-2}. \quad (79)$$

This relation can be generalized as follows. Let $T_n$ be a matrix of order $n \times n$ of the form

$$(T_n)_{ij} = \begin{cases} a_i & \text{if } i = j \\ b_i & \text{if } i = j + k \\ c_j & \text{if } i = j + k \\ 0 & \text{otherwise} \end{cases} \quad (80)$$

For each $n$ let $d = \gcd(k, n)$, $n' = n/d$ and $k' = k/d$. The map

$$[m]_{n,k} := \left[ \frac{m - 1}{n'} \right] + (k(m - 1) \mod n) + 1 \quad (81)$$

defines a permutation which can be used to transform $T_n$ into a tridiagonal matrix. This transformation can be used to compute the determinant of $T_n$ efficiently. In particular if,

$$f_{-1} = 0, \quad f_0 = 1, \quad f_m = a_{[m]_{n,k}} f_{m-1} - c_{[m-1]_{n,k}} b_{[m-1]_{n,k}} f_{m-2}, \quad (82)$$

then $\det T_n = f_n$.

Proof: Every element $m \in \{1, 2, \ldots, n\}$ can be represented as $m = \ell n' + r + 1$ where $\ell = \left\lfloor \frac{m - 1}{n'} \right\rfloor$ and $r = ((m - 1) \mod n')$. We define an isomorphism $m \mapsto [m]_{n,k} = ((\ell + kr) \mod n) + 1$. The matrix elements of $(T_n')_{ij} := (T_n)_{[i]_{n,k}[j]_{n,k}}$ can only be nonzero if $(i - j) \mod n' \leq 1$. Thus $T_n' = \text{diag}(A_0, A_1, \ldots, A_{d-1})$ is block diagonal and each block is of the form

$$A_\ell = \begin{pmatrix} \tilde{a}_1^{(\ell)} & \tilde{b}_1^{(\ell)} & \cdots & \tilde{c}_{n'}^{(\ell)} \\ \tilde{c}_1^{(\ell)} & \tilde{a}_2^{(\ell)} & \cdots & \tilde{b}_2^{(\ell)} \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{b}_{n'}^{(\ell)} & \cdots & \tilde{c}_{n' - 1}^{(\ell)} & \tilde{a}_{n'}^{(\ell)} \end{pmatrix}, \quad (83)$$
Either \( n \neq 2k \), then both \( \tilde{h}_{nk}^{(i)} \) and \( \tilde{c}_{nk}^{(i)} \) are zero or \( n = 2k \), then the blocks \( A_{\ell} \) are \( 2 \times 2 \) matrices. In both cases \( T_n \) is tridiagonal and its determinant which is equal to the determinant of \( T_n \) is given by Eq. (81).

---
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