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Abstract. Very High Energy (VHE) gamma rays and charged cosmic rays (CCRs) provide an observational window into the acceleration mechanisms of extreme astrophysical environments. One of the major challenges at Imaging Air Cherenkov telescopes (IACTs) designed to look for VHE gamma rays, is the separation of air showers initiated by CCRs which form a background to gamma ray searches. Two other less well-studied problems at IACTs are a) the classification of different primary nuclei among the CCR events and b) identification of anomalous events initiated by Beyond Standard Model (BSM) particles that could give rise to shower signatures which differ from the standard images of either gamma rays or CCR showers. The problems of categorizing the primary particle that initiates a shower image, or the problem of tagging anomalous shower events in a model independent way, are problems that are well suited to a machine learning (ML) approach. Traditional studies that have explored gamma ray/CCR separation have used a multivariate analysis based on derived shower properties, which contains significantly reduced information about the shower. In our work, we address the problems outlined above by using machine learning architectures trained on full simulated shower images, as opposed to training on just a few derived shower properties. We illustrate the techniques of binary and multi-category classification using convolutional neural networks, and we also pioneer the use of autoencoders for anomaly detection at VHE gamma ray experiments. The latter technique has been studied previously in the context of collider physics, to tag anomalous BSM candidates in a model-independent way. In this study, for the first time, we demonstrate the efficacy of these techniques in the domain of VHE gamma ray experiments. As a case study, we apply our techniques to the H.E.S.S. experiment. However, the real strength of the techniques that we broach here in the context of VHE gamma ray observatories, is that these methods can be applied broadly to any other IACT — such as the upcoming Cherenkov Telescope Array (CTA) — or can even be suitably adapted to CCR experiments.
1 Introduction

Very High Energy (VHE) gamma rays are photons with energies between $\sim 100$ GeV to $100$ TeV that bombard the Earth’s atmosphere [1, 2]. Charged cosmic rays (CCRs) on the other hand are primarily made up of protons and alpha particles, with a small admixture of heavier charged nuclei, electrons, and anti-particles ($\bar{p}, e^+$ etc.) [3]. Charged cosmic rays with energies between $30$ GeV and $3$-$4$ PeV have a nearly power law spectrum, with a spectral index given by $\Gamma = -2.7$ up until the so called “knee” at $\sim 4$ PeV [4]. These charged cosmic rays are expected to be of galactic origin, and are speculated to originate from supernovae remnant shocks [5, 6], although it remains an open question what the actual sources of PeV CCRs are [7].
The study of VHE gamma rays and CCRs can help us understand the origins of the extreme astrophysics that lead to acceleration of particles to such high energies [8, 9]. Historically, cosmic rays have also played a significant role in the discovery of new physics and particles, such as muons and strange quarks [10, 11]. This is because they provide a natural particle accelerator, allowing access to energies well beyond the reach of terrestrial collider experiments. It has also been speculated that high energy gamma rays, or charged cosmic rays could arise from the annihilation of dark matter in our galaxy [12, 13] and thus characterizing the spectrum and spatial distribution of cosmic rays could help pin down such exotic origins [14].

VHE gamma rays as well as charged cosmic rays in the energy range of tens of GeV to 100 TeV can be detected at imaging air Cherenkov telescopes (IACTs) [15, 16]. The basic principle is that when a gamma ray (or charged cosmic ray) strikes particles in the upper atmosphere, it produces an “extensive air shower” (EAS) which is a cascade of particles that in turn emit Cherenkov radiation. Ground based telescopes can be used to detect the Cherenkov radiation. The shower image seen in the telescopes can be used to reconstruct the energy, angle, and type of primary particle that initiated the cosmic ray shower.

Three current generation IACTs are successfully collecting data for VHE gamma rays with energies between 30 GeV - 100 TeV at the present time - H.E.S.S. [17, 18] in Namibia; VERITAS [19] in Arizona and MAGIC [20] in La Palma. A more sophisticated and highly sensitive next-generation IACT array, the Cherenkov Telescope Array (CTA) [21], is being built which will have arrays of more than 100 telescopes situated across two sites, one each in the northern and southern hemispheres. CTA will be sensitive to gamma rays between 20 GeV and 300 TeV.

Both VHE gamma rays and CCR showers can produce Cherenkov light which can be detected at IACTs. However, VHE gamma rays typically lead to relatively narrow electromagnetic showers (containing mostly $e^-$, $e^+$, and $\gamma$), whereas CCRs produce broader showers, with additional components such as additional hadrons, $\pi, K$-mesons and their decay products $\gamma, \mu^\pm, \nu$. Dedicated ground based detectors for CCRs also attempt to detect these extra particles in the cascade, for example by using muon detectors. CCRs are typically assumed to form a background to searches of gamma rays at IACTs, and separation of CCR hadronic images from gamma ray initiated shower images is a critical task at these experiments.

Conventionally, the strategy used to separate CCR images at IACTs relies on the fact that CCR showers are typically wider than gamma ray initiated showers. The shower images are fit to the so called Hillas parameters [22], which characterize the elliptical shape of the shower image. From simulation, the range of Hillas parameters that are expected from CCRs or gammas with a particular energy and angle are known, and this can be used to infer properties of the cosmic ray primary at an IACT experiment.

While CCRs have long been regarded as a background at IACTs designed to look for gamma rays, it is also possible to attempt to detect CCRs and characterize the spectrum and composition of different primary species at these experiments. While this problem has received little attention in the literature, a recent effort in this direction was made at the H.E.S.S. experiment [23]\(^1\).

Another intriguing (and less studied) possibility is that events that are rejected as background at IACT experiments may contain signals of new beyond Standard Model (BSM) physics. New BSM signatures could result from either collisions of Standard Model primaries

\(^1\)Another study along similar lines was performed in ref. [24], which looked into measurement of the cosmic-ray electron and positron spectrum at VERITAS.
with the atmosphere, or they could be produced through the decay of dark matter particles or other exotica in the upper atmosphere\textsuperscript{2}.

In this work, we are interested in exploring the following three problems of interest at VHE gamma ray IACT experiments:

1. **Binary classification:** Can we predict whether IACT images are initiated by a particular SM primary (such as a high energy gamma) or by some other particles? This would correspond to the typical problem of gamma-hadron separation at an IACT.

2. **Multi-category classification:** Going further than binary classification, can we correctly identify or categorize images based on the particular Standard Model primary that initiated the shower? This would correspond to attempting to identify the specific species of CCR primary, or gamma ray that initiated a shower image.

3. **Anomaly detection:** Can we flag potentially anomalous events that have features that do not conform to “standard” images expected for showers initiated by SM primaries? This would correspond to identifying potential BSM candidate events at IACTs. For similar applications at charged cosmic ray experiments, see for example [25, 26].

Machine learning (ML) techniques are perfectly suited to address the problems listed above. In the present work, we shall focus on two main classes of ML algorithms: supervised learning and unsupervised learning [27].

In supervised learning, known templates (in our case shower images), can be fed to a machine (such as a neural net) with labels specifying the category of the image (in this case specifying the primary particle that initiated the shower image). The machine then learns essential features of the image that correspond to a given category. This trained machine can then be deployed in the field on images that it has not previously encountered in order to determine which category they correspond to. Binary and multi-category classification of cosmic ray primaries\textsuperscript{3} are problems for which supervised learning algorithms may be well adapted.

Anomaly detection on the other hand is a problem for which unsupervised machine learning is better suited. In this case, we train our machine on standard model images without labels, and the machine learns essential features of these training images. Then when deploying the machine on new classes of images (such as an image initiated by an exotic BSM Z\textsuperscript{4}), the machine can flag such events as anomalous because they do not conform to the standard features that the machine has learnt.

ML thus provides us with a powerful set of tools to address the typical problems faced at IACTs. While conventional ML has been used at IACTs for some of the purposes described above (most notably for gamma-hadron separation), historically the tools have mostly been

\textsuperscript{2}The energy range of CCRs from 100 GeV - 100 TeV, leads to a center of mass collision energy of 10 GeV - 300 GeV which is less than the center-of-mass energy at the Large Hadron Collider (LHC). Moreover the low CCR fluxes would lead to a far lower event rate at IACTs than at the LHC. Thus, it is unlikely that any exotica would be produced in CCR collisions given that exotic particle physics at these center-of-mass energies is strongly constrained at the LHC. However, the alternative possibility of decaying dark matter particles or other exotica remains an open possibility. For the purposes of our work, we remain agnostic as to the source of the exotic BSM physics.

\textsuperscript{3}Henceforth in this paper, whenever the term “cosmic ray” shower appears, it will generically refer to showers initiated either by gamma rays or by CCRs unless otherwise stated.

\textsuperscript{4}There are a vast number of models for such BSM Z\textsuperscript{4} particles. Readers interested in details of some of these models can see for e.g. [28–30].
used in a limited way, for example using Hillas parameters (possibly in conjunction with a few additional discrimination variables) as inputs to a Random Forest [31] or a Boosted Decision Tree (BDT) [32–34], which results in an analysis which has a level of sophistication similar to that of a typical multi-variate analysis.

With advances in computational power, more recent studies have attempted to leverage advanced ML techniques such as Deep Neural Networks (DNNs) for background rejection (gamma-hadron separation) at IACTs [35–44]. Some of these studies have also tried to leverage DNNs to reconstruct other shower properties as well, such as the energy and angle of the primary particle [45, 46]. DNNs are a type of Artificial Neural Network that possess many layers which allow them to extract complex features of a raw input data set in a highly efficient manner. The subtype of DNNs that are most efficient for image analysis are Convolutional Neural Networks (CNNs). Several packages implementing such networks have been created for use at IACTs [43, 47, 48]. These works rely on CNNs which learn features of input simulation telescopic images used for training. These CNNs can then be used to reconstruct the same properties of the shower in actual data.

One of the challenges involved with using IACT images as inputs to a DNN is the non-square nature of the telescopic image [49, 50], which needs to be either reshaped or padded into a square array, or alternatively the input structure to the CNN needs to be modified to preserve topological information about the input image. A related issue is that a single event can show up in multiple telescopes and information from all the telescopes has to be collated and treated as a single input to the machine [38]. Additionally, with more sophisticated telescopes, one may attempt to use not only static telescopic images for each event, but also the time series wave forms for gamma-hadron separation [51, 52].

In this work, we seek to leverage the full power of machine learning by applying CNNs directly to the full telescopic shower images seen at IACTs. This kind of learning utilizes the full information collected by the detector and thus can be sensitive to more features than just the reconstructed Hillas parameters.

In the context of VHE gamma ray observatories and exotic BSM event tagging at these experiments, we for the first time in the literature are broaching the use of CNNs and autoencoders [53] — to learn complex features of the respective image categories and in addition, for the latter approach, facilitating the flagging of anomalous BSM images in a model independent way. Such techniques with autoencoders, for anomaly detection, have been proposed for use at collider physics experiments like the LHC [54–59], however they had hitherto not fully made their way to cosmic ray/VHE gamma ray experiments.

Our work is intended to be a proof-of-concept study on the applicability of these advanced machine learning techniques to gamma ray/CCR experiments, and we hope that future studies will build upon these ideas in order to maximally leverage the data being collected at these experiments.

Although our study is presented in the context of IACTs, since our methods are based on shower property reconstruction from detector event images, we expect that our basic techniques can be easily adapted to solve similar problems of CCR primary classification and BSM primary identification at CCR experiments such as the Pierre Auger Observatory [61], HAWC [62], and LHASSO [63].

---

See [60] for a recent proposal to develop cross-disciplinary machine learning tools for applications in fundamental physics. The portability of these tools across different types of experiments is especially relevant in the context of broad model-independent search strategies.
In the next section, we will describe the basic strategy that we will follow, and then we will explain the outline of the paper in light of this strategy.

2 Description of the overall strategy

Our strategy will be as follows:

1. First we will generate “standard” telescopic images of showers generated by gamma rays and CCR species (proton, helium, carbon). These images are then combined into a single JPEG image which shows the responses of all the telescopes. As a test case, the shower images are generated for the H.E.S.S. telescope.

2. We also generate “anomalous” images of a $Z'$ going to an electron-positron pair as an example of a prototypical BSM event. Since we are concerned with the ability of our machine learning algorithms to flag such anomalous BSM events in a model agnostic way, we leave origin of the $Z'$ unspecified.

3. With the standard images, we build a bank of labelled images corresponding to gamma and CCR primaries. These images are used for supervised learning for binary and multi-category classification as labelled data sets, with labels corresponding to the primary particle type. For tagging anomalous events, we use unsupervised learning, where our autoencoder is trained on standard images, where no labels (information about the type of primary) are passed to the autoencoder.

4. Supervised learning: We train a binary/multi-category classifier on our labelled images and test the performance of the machine based on how well it can separate different categories of images. This classification method can be used for gamma/hadron separation or alternatively, to identify different hadronic CCR species at a gamma ray detector.

5. Unsupervised learning: We train our autoencoder using standard images and see how often it is able to flag anomalous events that it has not encountered in training and that do not conform to features of the standard images that it has previously learned. Here we pass $Z'$ images for testing to the autoencoder, but the autoencoder should in principle work for any type of anomalous images.

6. For each objective, either binary/multi-category classification, or anomaly detection, we need to define some figures-of-merit to gauge the performance of our machines. These figures-of-merit are computed on test simulation data that the neural nets have not previously encountered during the training phase. These numbers quantify the performance of our machines.

Based on the above strategy, we now explain the outline of our paper. In section 3 we describe the details of the shower simulation and image generation. Then in section 4 we describe the setup of our machine learning architectures for supervised learning (for binary and multi-category classification) and unsupervised learning (anomaly detection). We will also describe various figures-of-merit for characterizing the performance of these machines in this section. In section 5, we present the performance results of our classifiers and autoencoder by computing the figures-of-merit for both the supervised and unsupervised machine learning techniques. We summarize and discuss some of the advantages as well as limitations of our method along with possible applications and extensions of our techniques in section 6.
the appendices, we present our results for some other combinations of cosmic ray primary energies and zenith angles to validate the robustness of our results.

3 Generating shower images for different categories of events

The High Energy Stereoscopic System (H.E.S.S.) detector is an array of IACTs located in Namibia at a height of 1800 m above sea-level [17, 18]. The H.E.S.S. Phase-I telescopic system consists of four telescopes which are arranged at the corners of a square of side 120 m⁶. Each H.E.S.S. Phase-I telescope has a dish of diameter 12 m containing 382 circular mirrors. Each dish has four arms which support a camera placed above the center of the dish. The camera is placed at the focal point of the dish, at a distance of 15 m. The camera has 960 hexagonal pixels which we will refer to as “detector pixels” henceforth (to distinguish them from pixels of the RGB images that we will use later to represent the full detector image). The pixels in each camera are arranged in the form of an octagonal lattice. Each telescope has a field-of-view of 5°. The whole telescopic dish structure with the camera can be rotated, both in the horizontal and the vertical plane.

We will assume for simplicity that all the telescopes are aligned to point in the same direction. Thus, to determine a specific configuration of the H.E.S.S. telescope array, one needs to specify the angle of rotation in the horizontal plane (the azimuthal angle, $\phi_{\text{tel}}$ with respect to some reference direction) and an angle in the vertical plane (the zenith angle, $\theta_{\text{tel}}$). The arrangement of the telescopic system and these angles are shown in Fig. 1.

Now, let us consider the physics leading to the formation of the images in the H.E.S.S. telescopic system. These images with all the telescopic effects incorporated will be the main inputs to our machine learning architectures. Relativistic charged particles produced in a cosmic ray shower produce Cherenkov light as they traverse through the atmosphere. The Cherenkov light from a typical shower projects onto an elliptical region on the ground. This is called a Cherenkov light pool. The H.E.S.S. telescopes are designed to capture these Cherenkov light pools and digitize them into detector pixel intensities (photoelectron counts) as seen in their cameras.

The images seen by all four telescopes, from their respective vantage points, can be collected into a single image that contains all the observed data for a single cosmic ray event. In the rest of this section, we will describe in detail the procedure we followed to generate such images for our pool of standard and anomalous events.

Our simulation and extraction methodology consists of three stages,

- **Extended Air Shower (EAS) Simulation** - We first simulate the EAS initiated by a standard set of SM particles - gamma (\(\gamma\)), proton (\(p\)), helium (He) and carbon (C). This choice is motivated by what the dominant primary particles contributing to cosmic rays at our simulated energies are. It may in principle be enlarged to include more nuclei. This simulation is done using CORSIKA [64].

- **Telescopic Simulation** - Next we simulate detector effects in the H.E.S.S. telescopes, which gather the Cherenkov light pools generated in the shower. These detector effect simulations are performed with the aid of sim_telarray [65].

There is a fifth telescope, HESS-II, which is much larger in size in comparison to the four phase-I telescopes and is located at the center of the array of the four phase-I telescopes. In our work, we have not simulated this fifth telescope.
RGB Image Extraction - In the final phase, we convert all the individual H.E.S.S. telescopic pixel intensities into a single composite image, which shows all the four individual telescopes, with their relative pixel locations and intensities. For this image generation we will make use of the ctapipe package [66].

We now describe our procedure for simulation and image generation following the three steps outlined above. We will first describe the methodologies for the standard particles. Later, in Sec. 3.2, we will describe how we extend these to the anomalous $Z'$ images. As we mentioned, the $Z'$ initiated shower will be the prototypical new physics anomalous event in our study. To faithfully simulate these, we will see in Sec. 3.2 how the standard simulation procedure has to be slightly modified to overcome the limitations of the simulation software that we are using when simulating BSM primaries.

3.1 Standard events

3.1.1 Extended air shower simulation

To simulate the EAS from our standard set, we use the air shower simulator, CORSIKA (COsmic Ray SImulations for KAscade) [64]. Within CORSIKA we use QGSJET01 and GHEISHA as the high energy and low energy hadronic interaction models, respectively. All runtime options for a shower simulation in CORSIKA are configured in an ‘input card’. The main inputs that we have selected are i) the properties of the primary particles (particle type, energy, direction, and starting height), ii) the telescopic array description (this sets up the coordinate positions of the telescopes, which is required to simulate the recording of Cherenkov photons in a spherical region around each telescopic location) iii) the local magnetic field, iv) the atmospheric profile. CORSIKA simulates the EAS – based on the primary properties, the atmospheric profile, and the local magnetic field – and then records the Cherenkov radiation that can potentially be seen by the telescopes.

The last three of the inputs listed above are set by the specific details of the H.E.S.S. experiment. For example, we take into account the atmospheric profile that matches that of the H.E.S.S. location in Namibia. We also take in account the geomagnetic declination for H.E.S.S. site in the air shower simulation.

The input for the H.E.S.S. telescopic configuration in CORSIKA specifies four telescopes at the corners of a square of side 120 m. In CORSIKA’s co-ordinate system, the $(x, y, z)$ co-ordinates $(0, 0, z_{obs})$ (where $z_{obs} = 1800$ m is the observation height above sea-level) by default corresponds to the point at which the shower axis intersects the detector plane. For simplicity, we choose the center of the telescopic system to be at this point where the shower axis intersects the detector plane, i.e. all the standard simulated events are those where the primary particle is headed for the center of the telescopic system, for any choice of primary particle incident direction ($\theta_{shower}$ and $\phi_{shower}$).

For simulation of the standard events, the primary particle types are specified by fixing the CORSIKA particle IDs\(^7\) corresponding to $\gamma$, proton, carbon and helium. For our main analysis, we will generate EAS showers by selecting primary particles with energies between $E_{\text{min}} = 100 - 0.5$ TeV and $E_{\text{max}} = 100 + 0.5$ TeV. The energies are randomly generated in this range. This is done by sampling from a power law distribution with a probability density

\[^7\text{We note in passing that the } \text{CORSIKA particle IDs are different from the PDG particle IDs.}\]
Figure 1: Pictorial representation of the four H.E.S.S. Phase-I telescopes showing their spatial arrangement at the corners of a square of side 120 m in the observation plane. The zenith pointing angle $\theta_{tel}$ is also shown. The cosmic ray shower axis is chosen to lie in a cone (depicted in blue) with vertex at the detector center, and with semi-vertical angle 1.5°, where the cone-axis has zenith and azimuthal angles $\theta_0$ and $\phi_0$, respectively. In our analyses, we will always take the detector pointing direction to be in the same direction as the direction of the cone axis.

The function given by,

$$P(E) = \begin{cases} \frac{\Gamma+1}{E_{\text{max}}^{\Gamma+1} - E_{\text{min}}^{\Gamma+1}} E^\Gamma & \text{where, } E_{\text{min}} < E < E_{\text{max}}, \\ 0 & \text{otherwise}, \end{cases}$$

where we have taken $\Gamma = -2.7$ to be a representative spectral index for all our cosmic ray primaries. We will discuss the results of our analysis with other choices of energy in the appendices.

In order for the H.E.S.S. telescope array to see most of the cosmic ray shower, the primary particles must be travelling approximately along the viewing direction of the telescopes. We thus randomly select the direction of the shower (parameterized by $\theta_{\text{shower}}$ and $\phi_{\text{shower}}$) to lie within a cone of semi-vertical angle 1.5°, with vertex fixed at the telescopic center, and with the direction of the cone-axis fixed at some $\theta_0$ and $\phi_0$ which need to be specified in CORSIKA. For our main analysis, we will use $\theta_0 = 0°$ and $\phi_0 = 0°$. With this choice, the cone axis is perpendicular to the ground, i.e. cosmic rays headed down the cone axis would be coming straight down. We will also show our results for other choices of these angles in the appendices. The semi-vertical angle of this cone is chosen keeping the field of view (FOV) of the H.E.S.S. telescope (5° FOV) in mind. In CORSIKA this selection is enabled by selecting
the VIEWCONE option.

Finally, we allow the height of first interaction for the SM primaries to be randomly determined by CORSIKA. We allow the primary to propagate from the top of the atmosphere to its first interaction point by selecting a starting grammage of 0 gm/cm$^2$ in the input card$^8$. When simulating an air shower for a very high energy primary, CORSIKA attempts to generate a huge number of secondary particles which leads to long simulation times and large file sizes for the outputs. Sometimes, in order to bypass these issues, the THIN sampling method is opted for, which only retains a relevant subset of the secondary particles. For the energy range we are working with, the number of secondaries is not so large so as to warrant usage of the thinning option, so our simulations are performed without THIN sampling.

3.1.2 Telescopic simulation

The next step of our simulation is to take the output of the air shower generated by CORSIKA and to pass this to sim_telarray$^6$, to simulate the telescope response. The whole process of detector simulation in sim_telarray mimics the propagation of Cherenkov photons from the air shower to the cameras placed at the center of each telescope, and the recording of the pixel intensities in digital format.

The input to sim_telarray is the output file of CORSIKA that contains all the relevant information about the Cherenkov radiation of the EAS that can potentially be detected by the telescopes. The H.E.S.S. telescopic configuration is included by default in the sim_telarray package. sim_telarray simulates the telescopic response taking into account effects such as the dish shapes, roughness of the mirror surfaces, optical point spread functions, reflectivity, shadowing by the camera and its support structure, the angular acceptance of the pixels, and the quantum efficiency of photo-multiplier tubes. Night sky background effects are also incorporated in the telescopic simulation.

For our simulation, we fix our telescopic dish orientation by selecting the common zenith angle, $\theta_{tel}$ and azimuthal angle, $\phi_{tel}$ for all the four telescopes. We demonstrate a pictorial representation of how all the four H.E.S.S. phase I telescope dishes will orient themselves in Fig. 1. Note that in general the telescopes might be pointing away from the shower axis. However, we will choose our telescopes to point in the direction of $\theta_0$ and $\phi_0$, so that, within the 1.5$^\circ$ variability of the shower axis induced by the VIEWCONE option, the telescope viewing axis is aligned with the cosmic ray shower axis. For our main analysis with $\theta_0 = 0^\circ$ and $\phi_0 = 0^\circ$, our choice of $\theta_{tel}$ and $\phi_{tel}$ is such that the telescopes are pointing straight upwards.

In the H.E.S.S. telescope, an event is generally recorded if at least two of the telescopes are triggered$^9$. In our study we will be more conservative and will only consider events where all four telescopes are triggered.

In Table 1, we summarize the different configuration options we select for our main analyses—including both the air shower simulation using CORSIKA, as well as the telescopic simulation.

---

$^8$Grammage is defined as the integrated column density seen by a cosmic ray along its propagation starting from the topmost point of the atmosphere. Thus, the grammage of the highest point of the atmosphere is 0 gm/cm$^2$.

$^9$A camera trigger occurs if the signals in M pixels within a sector (sector threshold) exceed a threshold of N photoelectrons (pixel threshold). In H.E.S.S., $M = 3$ and $N = 5.3$ p.e.. This choice yields a trigger rate at H.E.S.S. of $\mathcal{O}(100)$ Hz$^6$.
Table 1: The different configuration parameters and their values used in both the EAS simulation using CORSIKA and in the telescopic simulation using sim_telarray. The cosmic ray shower axis lies within a cone of semi-vertical angle $1.5^\circ$ with vertex fixed at the telescopic center and with the direction of the cone axis defined by the parameters $\theta_0$ and $\phi_0$ in CORSIKA. Note that with the reference axis conventions used in sim_telarray, the choice of $\theta_{tel}$ and $\phi_{tel}$ are such that the telescopes point in the direction of the cone axis defined by the parameters $\theta_0$ and $\phi_0$ in CORSIKA. For the choices presented in the table, the telescope viewing direction and the cone axis are straight upwards. We consider other choices of angles in the appendix, but in all cases we will take the telescopes to point in the direction of the cone axis.

| Level | Configuration parameters | Configuration values |
|-------|--------------------------|----------------------|
| CORSIKA | Spectral Index, $\gamma$ | $-2.7$ |
| | Energy range | $(100 - 0.5) \text{ TeV to } (100 + 0.5) \text{ TeV}$ |
| | Zenith angle, $\theta_0$ | $0^\circ$ |
| | Azimuthal angle, $\phi_0$ | $0^\circ$ |
| | Viewcone angle | $1.5^\circ$ |
| sim_telarray | Zenith angle, $\theta_{tel}$ | $0^\circ$ |
| | Azimuthal angle, $\phi_{tel}$ | $166^\circ$ |

3.1.3 RGB image extraction

The output file of sim_telarray contains raw data of detector pixel intensities in ADCs (Analog to Digital Counts). The conversion of these ADCs into equivalent number of photoelectrons is an essential step for further analysis of these pixel intensities, whether it be for the reconstruction of the shower direction or the primary particle detection. This conversion is based on calibration of the H.E.S.S. telescopes.

After the detector pixel intensities are properly calibrated, they are cleaned to eliminate pixels that contain noise or night sky background photons. A two stage tail-cut procedure is followed for image cleaning. This means that detector pixels having amplitudes greater than 10 photoelectrons, with boundary pixels of amplitude more than 5 photoelectrons are accepted as is, but pixels not satisfying these constraints will be set to zero amplitude [68, 69].

With the requisite information stored in the detector pixel intensities, the final image can then be stored in intensity color-coded JPEG format. We show some sample images in Fig. 2 for $\gamma$ and $p$ initiated showers. The four large octagons in each figure correspond to the H.E.S.S. Phase-I telescope cameras. Each telescopic camera image consists of 960 hexagonal detector pixels. The color-coded detector pixel intensities are represented adopting a colorscale shown alongside the figure.

We are using the Python module ctapipe to extract the RGB telescopic images, to perform the calibration of pixel intensities and to apply the image cleaning procedure. Some

---

$^{10}$ The H.E.S.S. detector has a high and a low gain channel. We are using the ADC output for the high gain channel only.
Figure 2: Composite telescopc images of all four H.E.S.S. Phase I telescopes for (a) γ initiated shower, (b) proton initiated shower at 100 TeV, and (c) the used color scale which is indicative of the photo-electron counts.

options that can be set for the final RGB images are, for instance, the image pixel dimensions and the colormap to encode the pixel intensities. We choose a fixed size of 80 × 80 pixels for the final JPEG image\footnote{These pixels are the pixels of our JPEG image and should not be confused with the detector pixels. However, our choice of number of pixels for the JPEG image is motivated by the number of detector pixels, such that one JPEG image pixel roughly captures information about one detector pixel.}. We have checked that saving in relatively better lossless image formats, or using images with higher resolutions, do not significantly change our figures-of-merit.

The colormap for each telescope is chosen such that the full color range provided by the corresponding library can be used to represent detector pixel intensities in the range from 0 to \( PE_{\text{max}} \) photoelectrons. For showers in a particular energy range, regardless of the SM primary used to generate them, we use a fixed value of \( PE_{\text{max}} \), where the value is chosen to be sufficiently high so that the RGB colors are not saturated by high photo electron counts. For 100 TeV shower images, \( PE_{\text{max}} \) is set to 5786 photoelectrons (which is the maximum detector pixel intensity in all our simulated shower images).

Following the procedures delineated above and in the previous subsections, we generate 10000 images each for \( \gamma \), \( p \), He, and C in the standard set. They will serve as the inputs for our ML algorithms.

3.2 Anomalous signal events

In order to test our anomaly finder, we need some prototypical BSM event images that have subtle differences from the standard images generated by Standard Model primaries. To this end, we choose to simulate a BSM \( Z' \) particle with a mass \( m_{Z'} = 1 \) TeV which decays in the upper atmosphere to an electron-positron pair. Such \( Z' \)s are generic in many extensions of the SM [70]. One could imagine that such a \( Z' \) is produced in a cosmic ray collision event, or that it corresponds to some long lived particle that decays in the upper atmosphere. The \( Z' \) will be taken to have a large energy (100 TeV), similar to the energies we use for the initial set of standard events. Given the ratio of energy and mass of the \( Z' \), this would lead to boosted decay products, so that the resulting \( e^- \) and \( e^+ \) would have a small opening angle \( \theta_{\text{op}} \sim \frac{m_{Z'}}{E_{Z'}} \sim 0.01 \) rad between them. The precise value of the \( Z' \) mass here is not very important, and has been merely chosen so that it would roughly correspond to a particle near the current limits from the LHC [71, 72].
The behaviour of a shower initiated by such a boosted $Z'$ is similar to that of boosted heavy gauge bosons such as the $W^\pm$ or $Z$ that decay to quarks at the LHC. At the LHC, the jets initiated by these quarks are collimated and can sometimes look like a single “fat-jet”. Many strategies have been developed to distinguish such fat-jets from regular jets initiated by single quarks/gluons (see for instance [73–75]). Similarly, as we shall see, the images that appear in the telescope for $Z'$ initiated cosmic ray showers could appear visually indistinct from the standard set of images initiated by SM primary particles (see for instance Fig. 4). Thus our prototypical BSM candidate maps to a realistic problem of separating out anomalous events that could visually mimic SM events, but which could be differentiated using advanced ML techniques.

Since a standard $\gamma$ interacting with a nucleus in the upper atmosphere would also typically give rise to an $e^- e^+$ pair, one might wonder why they would lead to different shower patterns. There are, however, important physical differences between the shower of the $Z'$ and that of a $\gamma$, which would lead to differences in the detector images at an IACT. Firstly, the opening angle for the $Z'$ interaction would be wider than that of the $\gamma$ interaction. Second, given plausible model assumptions, the $Z'$ decay to an $e^- e^+$ can occur at various heights in the atmosphere, depending on the $Z'$ production cross-section or decay width. This is in contrast to a gamma shower which would undergo its first interaction approximately 1 radiation length from the top of the atmosphere. Finally, the pair production in the case of a gamma, unlike that of a $Z'$, must occur in the presence of a background nucleus which can also recoil and could also contribute to the observed shower pattern.

The main issue with simulating the shower initiated by such a $Z'$ is the limitations imposed by CORSIKA in the allowed set of primary particles that can be used to initiate a shower — it allows for $e^-$ and $e^+$ primaries, but not a BSM $Z'$ directly. To overcome this technical difficulty, we follow the following steps:

1. The first step in our modified simulation procedure will be to generate $e^-, e^+$ pairs from $Z'$ decays in the $Z'$ rest frame, and the corresponding distribution of correlated $e^-, e^+$ momenta. This step is implemented in Madgraph [76] using the $Z'$ in the $B-L$ model (‘$B-L-N-4\_UFO’$ file) [77–79].

2. The four-vectors of the $Z'$ and its decay products are then boosted such that the $Z'$ has an energy of $E = 100$ TeV and makes a zenith angle $\theta_{\text{shower}}$ and azimuthal angle $\phi_{\text{shower}}$. These angles are chosen in a cone of semi-vertical axis $1.5^\circ$ around the same $\theta_0$ and $\phi_0$ that we choose for SM generated shower images. This procedure mimics the choices of energy and angles made by the standard primaries when using the \textsc{viewcone} option in CORSIKA.

3. For each $Z'$ event, we initialize CORSIKA twice, in a sequential manner. Once with an $e^-$ primary, and then again with an $e^+$ primary. The 4-vectors of the $e^-$ and $e^+$ are correlated and chosen to have an energy and direction corresponding to the result obtained from the step above. In order to ensure that the $e^- e^+$ originate from the same point in the sky, corresponding to the location of the $Z'$ decay, we also set a common height $H$ above sea-level for the starting altitude for both the $e^-$ and $e^+$ propagation. We pick the value of $H$ from a uniform distribution between $5 - 16$ km\footnote{This range is chosen because it results in the maximum number of secondary particles generated by both the $e^+$ and $e^-$ showers.}.
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Figure 3: The figure shows the physical set up of our simulated $Z'$ events. A high energy $Z'$ decays to an $e^-$ and $e^+$ which have a small opening angle $\theta_{op}$ between them. The $e^-$ and $e^+$ each initiate a shower, and these two showers need to be separately simulated and the shower images then need to be superposed to obtain the final simulated $Z'$ shower image. The shower axes of these showers intersects the detector plane at the points $P_1$ and $P_2$, respectively. We take the H.E.S.S. array telescopes (marked by geomarkers) to be centered around $P_1$. When simulating the $Z'$ events in CORSIKA, care must be taken to displace the detector center position for the $e^+$, which is by default placed at $P_2$, to the point $P_1$. This ensures that the detectors are at the same physical location for both the $e^-$ and $e^+$ showers.

4. In our detector simulation we use sim_telarray and fix the telescope orientations so that the telescopes point in the direction of the cone axis in which the shower lies. We take the shower images obtained in each detector for the $e^-$ and $e^+$ separately, and then superimpose them before performing the cleaning procedure step described previously for the SM initiated shower images. The superposition is performed by adding the photo-electron counts in each of the corresponding detector pixels. This final superposed image after cleaning should correspond to the shower image generated by the $Z'$, as would be seen by the H.E.S.S. telescope.

There is an important and subtle correction which must be taken into account in the last step above. In general in our physical set up, the showers from $e^-$ and $e^+$, originating from the same point in the sky, intersect the observational level at different points. Thus, if say the $e^-$ shower axis intersects the center of the detector system, the $e^+$ shower axis will
Figure 4: $Z'$ shower images. The shower image on the left clearly shows two distinct prongs which make the $Z'$ shower image visibly distinct from SM shower images. The shower image on the right is also from a $Z'$, but the two pronged nature is harder to see. The use of image remapping (see Sec. 3.2.1) to enhance dim pixels will make the two pronged nature more apparent to the eye, as well as to our autoencoder.

not. As we described in the previous sub-section, in CORSIKA’s co-ordinate system, the point where the shower axis intersects the observational plane is taken to be $(0, 0, z_{\text{obs}})$. For the standard events, we centered our detector system around this point. For the anomalous $Z'$ events, since we are calling CORSIKA twice for the same $Z'$ event to simulate the $e^-$ and the $e^+$ showers, we must correct the locations of the detectors in the CORSIKA co-ordinate system for at least one of these primaries, in order to ensure that we are simulating a single physical detector system.

For a given event, our convention will be to first choose, with equal probability, either one of the $e^-$ or $e^+$ shower, and to assume that the shower axis for this particle, say $e^-$, intersects the detector plane at the center of the detector system. However, for the other particle ($e^+$), we will assume that the shower axis intersects the detector plane, off-center from the detector center. This displacement can be seen in Fig. 3.

In order to ensure that the final JPEG images that we generate for the anomalous set are similar to those of the standard set with SM primaries, we use the same image size of $80 \times 80$ pixels, and the same color scale as described in the previous sub-section.

We generate images corresponding to a 100 TeV $Z'$. Out of the total 15700 showers we simulated, we found only 4000 events which have all four telescopes triggered. Only these 4000 images are selected for our anomalous image bank. In Fig. 4, we show some of these simulated $Z'$ shower images. The first image, Fig. 4a, shows a distinct “two-pronged” behaviour that visually distinguishes it from the standard images. This two-pronged structure arises because both the $e^-$ and $e^+$ showers are captured simultaneously, but in spatially distinct regions of the detectors. This is similar to boosted event topologies at the LHC. The second image, Fig. 4b, corresponds to a $Z'$ event that is visually indistinct from a standard image. We discuss an additional image pre-processing step, called remapping which enhances dim features and can thus bring out the two-pronged nature of shower images such as those of Fig. 4b.
For testing our autoencoder as an anomaly finder in Sec. 5.2, we find it helpful to first remap the detector images for both the standard and anomalous events to enhance the dim (detector) pixels and make them comparable to the brighter pixels. We use a $\sqrt{x}$ type pixel remapping function that was suggested in ref. [57] for the photoelectron counts in each detector pixel. The rescaled detector images are then taken to plot the RGB telescopic images and the color scale for these remapped images corresponds to detector pixel intensities (in p.e. units) within range from 0 p.e. to $\sqrt{\text{PE}_{\text{max}}}$.

A specimen of $\gamma$ and $Z'$ shower images before and after remapping are shown in Fig. 5 and Fig. 6, respectively.

From Fig. 6b, we see that after remapping of pixel intensities, dim pixels are amplified in comparison to Fig. 6a. The remapped image of $Z'$ shower in Fig. 6b clearly shows two-pronged behaviour and is now visually distinct from the remapped SM shower images in Fig. 5b. This will make it easier for the autoencoder to identify anomalous events.

We have found that our autoencoder can flag anomalous $Z'$ events with or without image remapping. However, the performance of the autoencoder is slightly better with image remapping. Hence, we will work only with remapped images when presenting our results for the autoencoder. It is important that we work with both SM images and $Z'$ images.
which are remapped when training and testing our autoencoder. This is because we will not
a priori know which events are anomalous, and hence all images from the detector have to
be remapped in the hope of making anomalous events look more distinct. We choose not to
perform this remapping for our binary and multi-category classifiers.

4 Machine learning architectures and performance metrics

In this section we describe in detail our machine learning architectures. We may pose the role
of the various architectures in response to the forms of the three problem statements that we
briefly described in the introduction. We clarify the precise problem definitions first.

1. **Binary classification:** Given some typical standard images corresponding to SM par-
ticle initiated cosmic ray showers, can we train a machine to predict whether new images
fed to it are initiated by a particular SM primary, such as a high energy gamma, or by
one of the other standard particles? This would correspond to the typical problem of
gamma-hadron separation at an IACT.

2. **Multi-category classification:** Given some typical standard images corresponding
to SM particle showers, can we train a machine to identify the specific primary that
initiated the shower? This would go a step further than simple gamma-hadron discrim-
inination, and would actually be an attempt to identify not just if the event is initiated
by a hadron, but also *what type* of hadron is initiating the shower.

3. **Anomaly detection:** Given some typical standard images corresponding to SM par-
ticles, can we train a machine to flag anomalous events that it has not encountered in
training? This would be used as a detection technique to find generic BSM particles
such as the $Z'$.

Supervised machine learning techniques are well suited for solving the first two types of
problems. For these problems, we feed the machines data with labels — so that it can learn
to identify images of a particular type and classify them as belonging to that type.

Unsupervised machine learning is more suitable for the third type of problem. In this
case we train the machines on unlabelled standard images and the machine learns features of
the data in such a way that it can flag events that are not similar to those that it has seen in
training.

For each problem, we also need to specify the metrics used to judge the performance of
the machine towards accomplishing the specific task.

In the previous section, we described the creation of simulated cosmic ray data-sets
corresponding to standard and anomalous events. The output from the simulation and image
generation phases is represented by a single composite $80 \times 80$ JPEG image, formed from all
the individual H.E.S.S. detectors. As mentioned earlier, we have generated a set of standard
images for $\gamma$, $p$, He, and C and a set of anomalous images corresponding to a $Z'$ decaying to
$e^-$, $e^+$. These images will be the inputs to our machines.

The ML architectures we utilise have all been implemented using Keras 2.3.1 [80] with
Tensorflow 2.2.0 [81] back-end. For training purpose, we used the ADAptive Moment (ADAM)
optimizer [82] with a batch size of 100 and a mild early stopping criterion with patience $= 30$.
We have used the classification_report of Sklearn module in python to evaluate the
performance metrics.
In our work, we use four convolutional layers, denoted as Conv, in the figure. Each convolutional layer has a number of filters with $3 \times 3$ convolutional kernels that are used to extract feature maps of the input images. Max pooling (denoted as MP) is applied to reduce the dimensionality of the feature maps at every layer. For example, the input layer takes in an $80 \times 80$ RGB cosmic ray shower image and converts it into 32 feature maps of size $40 \times 40$ each. The convolutional layers are followed by two of fully connected layers which result in an output layer with nodes labelled by $s_i$. In this figure, we represent the output layer for a binary classifier ($i = 1, 2$ only). For our multi-category classifier, the output layer has as many nodes as the number of categories.

In Sec. 4.1, we discuss the architecture of a convolutional neural network (CNN) that we set up to perform supervised learning for binary and multi-category classification. We also describe some standard metrics to test the performance of these classifiers. In Sec. 4.2, we discuss the architecture of an autoencoder that we have used for anomaly detection. We describe a different metric that can be used to assess the performance of the autoencoder. We will discuss the actual performance of our machines on our simulated data in Sec. 5.

4.1 Binary and multi-category classification

For our binary and multi-category classification, we use only our standard image sets for both training and testing. The standard set images are passed as labelled data (with labels corresponding to the primary type) to the machine. The ability of the machine to correctly classify these images after learning will quantify the efficiency of the ML architectures to distinguish between conventional CR events.

4.1.1 Classifier architecture

We use a CNN architecture with a similar structure for both binary and multi-category classification. CNNs are extremely useful for image recognition. Their main advantage is that they preserve the spatial relationship between pixels and they learn the relevant underlying features progressively in each layer of the architecture — features such as edges, pertinent constituent shapes etc.

We now describe the layers of our CNN architecture (see Fig. 7) that we use for supervised learning below:

- **Input Layer**: The input to our CNN model is an RGB telescopic image from our “standard” set of air showers, of dimension $80 \times 80$. The RGB color encodes the photoelectron
count in the telescopes. We pad the image with 2 extra columns and rows of zeros for each color. Thus our input consists of three $82 \times 82$ images, one for each RGB color. The reason for the zero padding will be apparent later.

- **Convolutional Layers:** The input is first passed through convolutional layers which are intended to progressively extract the main characteristic features of the input image. Our CNN model has in total four convolutional layers.

Each convolutional layer takes in an input which can be thought of as a collection of $n$, $m \times m$ images. Each $m \times m$ image is called a feature map, and each “pixel” of the feature map is a real number. Thus, we can think of the $n$ input images as corresponding to $n$ features. We denote each input image as $I_\alpha$, where $\alpha$ runs from 1 to $n$. For the first convolutional layer, we have $n = 3$ and $m = 82$, corresponding to taking in the zero-padded RGB images.

The convolutional layer converts the input feature map into an output feature map of reduced dimensionality. The output of the layer consists of $n', \left\lfloor \frac{m-2}{2}\right\rfloor \times \left\lfloor \frac{m-2}{2}\right\rfloor$ images. Where $n'$ is the number of features that we extract using this layer. Choosing the values of $n'$ for each layer is part of the definition of the architecture of the CNN. We denote the $\alpha'$-th output image of the layer as $O_{\alpha'}$, where $\alpha'$ runs from 1 to $n'$. Each output image can be thought of as characterizing the $\alpha'$-th feature of the input image.

The conversion from input images to an output image in a given convolutional layer proceeds through 4 steps,

1. convolution,
2. application of bias,
3. application of an activation function,
4. application of a max pooling layer.

Our convolutional layers have $n \times n'$ $3 \times 3$ convolutional kernels and $n'$ bias parameters. We denote each convolutional kernel as $M_{\alpha'\alpha}$, where $\alpha$ ($\alpha'$) runs from 1 to $n$ (1 to $n'$), and we have suppressed the explicit $3 \times 3$ indices of each kernel. The bias parameters are denoted as $b_{\alpha'}$. Thus, in total the layer has $(3 \times 3)(n \times n') + n'$ parameters. These parameters are “learnable” in the sense that the machine will iterate over these in training in order to find some optimal parameters for classification of input images.

Symbolically, after convolution and application of bias, the $\alpha'$-th output map is related to the input maps viz. $O_{\alpha'} = \sum_\alpha M_{\alpha'\alpha} * I_\alpha + b_{\alpha'}$, where $*$ denotes convolution. At this stage, the output image is $m - 2 \times m - 2$ dimensional. The combined operations of convolution and application of bias are referred to as application of a filter. Thus, there are as many filters as output feature maps in a given convolutional layer.

To this output image we now apply a **Rectified Linear Unit (RELU)** activation function. Where the RELU function is given by,

$$RELU(x) = \begin{cases} 
  x & \text{for } x > 0, \\
  0 & \text{for } x < 0.
\end{cases}$$ (4.1)
Finally, we apply a max pooling layer to reduce the dimensionality of the output image. The max pooling layer simply coarse grains each output image by taking the maximum of distinct $2 \times 2$ blocks of each output. This reduces the image size to $\lceil \frac{m-2}{2} \rceil \times \lceil \frac{m-2}{2} \rceil$.

For our four convolutional layers, the layers have value of $n' = 32, 64, 128, 128$, respectively. The first convolutional layer takes the original (padded) cosmic ray image\footnote{We can now understand why the original cosmic ray image needs to be padded with 2 additional rows and columns. Since the $3 \times 3$ kernels are convolved with the input image, we would like a unique position for convolving the kernel for every pixel of the unpadded original input.} as input and the output of this layer is passed to the next as input and so on. As the image is passed from one convolutional layer to the next, we generate more feature maps of smaller image size that should contain only the essential features of the original image.

- **Flatten and Fully Connected (FC) Layer:** At the end of the fourth convolutional layer, we flatten all the images and get a single 1D array with 1152 nodes. This flattened layer is then fully connected to a dense layer with 512 nodes (see Fig. 7).

Our fully connected layer takes in $n$ inputs $x_i$ ($i = 1..n$) and gives $n'$ outputs $y_j = \sum_j m_{ij} x_i + b_j$, where $j = 1..n'$. The coefficients $m_{ij}$ and $b_j$ are machine parameters to be learnt. Thus for a fully connected layer there are $n \times n' + n'$ parameters. We also apply the RELU activation function to our fully connected layers, except for the last layer for which we use the softmax activation function (see below).

- **Output Layer:** Finally we fully connect the dense layer to our output layer. The output layer has $N_{\text{category}}$ nodes, where $N_{\text{category}}$ is the number of labelled categories (for e.g. for the binary classifier $N_{\text{category}} = 2$, whereas for multi-category classification of the standard particles $\gamma$, $p$, He, C, we choose $N_{\text{category}} = 4$). For the last FC layer that connects to the output layer, we use the softmax activation function. This activation function takes in a vector of inputs $y_i$, where $i = 1..N_{\text{category}}$ and returns a vector $s_i$

$$
  s_i = \frac{\exp(y_i)}{\sum_{i=1}^{N_{\text{category}}} \exp(y_i)}
$$

(4.2)

We store $s_i$ as the output of the machine in the $i$-th output node.

When we train our machine on labelled input data, the images are passed as data to the machine at the input layer, as described above. The labels are passed as vectors of dimension $N_{\text{category}}$ to the machine using the “one-hot encoding” method—for example for $N_{\text{category}} = 4$, images belonging to category 1 (2) are labelled with a vector $L = (1, 0, 0, 0)$ ($L = (0, 1, 0, 0)$) and so on. These labels will be used by the machine to calculate a loss function.

For our architecture, we will choose the $\text{CategoricalCrossentropy}$ loss function. This loss function is defined as,

$$
  \text{Loss} = - \sum_{i=1}^{N_{\text{category}}} L_i \cdot \log s_i,
$$

(4.3)

where $L_i$ is the $i$-th value of the label vector. By virtue of the softmax activation function, the output vector $s_i$ has positive entries, with sum normalized to unity. These values $s_i$ can be interpreted as the probability that a given image is of a particular type labelled by $i$. Thus the loss function has the interpretation of a relative entropy (or likelihood) between
the true labels and the reconstructed (probabilistic) labels. During training over all the input categories, the machine optimizes the variable parameters (such as convolution kernel parameters, bias parameters), in order to minimize the loss function averaged over all training inputs.

Once the machine has been trained we can validate the performance on a validation data set to check that the variable parameters have converged and the performance is stable, i.e. the amount of information learned about the images is nearly saturated. Once this is done, we are finally ready to test our machine performance on test data to assess the machine’s performance for the task of classification.

For our validation and testing phases, we pass an unlabelled test image (for which we know the correct category) to the machine and check the output vector $s_i$. We take the classification made by the machine to be the category corresponding to the label $i$ for which $s_i$ is maximum. We can then check how often the machine correctly classifies the test input images. The performance on this testing data set is used to quantify the performance of the ML architecture.

We will describe in detail the training, validation, and testing of our machine’s performance on the applicable datasets in Sec. 5. In preparation for this, it will be useful to describe here some metrics to evaluate the classifier’s performance during the testing phase. We do this next.

4.1.2 Metrics to evaluate the performance of our classifier

A classification metric is a number that helps us assess the performance of a trained classifier model, on a testing dataset — one that it has not seen during the training phase. A variety of classification metrics are used in the machine learning literature. Here, we describe briefly the ones that we will use when presenting our results in Sec. 5.

- **Binary classification metrics:** For evaluating our binary classifier, we use the “Accuracy Score” as the classification metric. Accuracy is the ratio of number of correctly classified instances to the number of total instances on which the classifier is tested, i.e.

$$\text{Accuracy} = \frac{\text{Number of correctly classified instances}}{\text{Total number of instances}}.$$

Here an instance describes a particular test image, which belongs to one of either of the two categories on which the binary classifier had been trained.

- **Multi-category classification metrics:** In the case of multi-category classification, accuracy score is not an appropriate metric for evaluating the performance of the classifier. For instance, suppose in our testing set there are $n_A$ number of images of type A, $n_B$ number of images of type B, and $n_C$ number of images of type C. Now, the classifier has correctly identified the category of say $m$ of the total number of images. The accuracy score would then be $\frac{m}{n_A + n_B + n_C}$. However, this score does not give us full information about the performance of the machine. It could have been the case that nearly all A type images are classified well by the classifier model, whereas the classification of images of type B is very poor, and perhaps that of type C is mediocre. Thus, in the multi-category case, better metrics to quantify the efficacy of the ML classifier are called for.
A more complete quantification of the performance is given by the so-called confusion matrix table. An example of the confusion matrix is shown in Table 2, for the case of 3 categories.

The rows of the confusion matrix correspond the the actual categories of the image, and the columns correspond to the category predicted by the machine. The entries of the matrix tell us the number of images of the true category which are classified as belonging to a predicted category. For example in this table, \( TA \) gives the number of A type images that are correctly classified as A type. \( FA(B) \) and \( FA(C) \) give the numbers of B type and C type images, respectively, that are wrongly tagged as A type images by the classifier model. A similar convention is followed for the other terms in the confusion matrix.

Note that the total number of A type images is \( n_a = TA + FB(A) + FC(A) \), and so on for types B and C. One disadvantage is that sometimes the confusion matrix per se is hard to interpret directly in terms of machine learning performance. This is because of its reliance on absolute numbers which would in turn depend on the number of instances of events of each category in the testing set.

To mitigate some of the disadvantages of the confusion matrix, more intuitive metrics can be found that represent the performance of the machine learning architecture, in terms of relative numbers. We use the metrics accuracy, precision, recall, and \( f_1 \)-score to characterize our machine performance. We define these metrics below and we will try to give some intuition for what aspect of the performance they indicate. These other metrics can be defined in terms of entries of the confusion matrix, and we will present their definitions for a 3 category classifier in terms of the entries of the \( 3 \times 3 \) confusion matrix above. The generalization to higher number of categories is straightforward.

The definition of accuracy is similar to that of the binary classifier. It is the ratio of the number of instances correctly classified to the total number of instances. So, from the confusion matrix we have

\[
\text{Accuracy} = \frac{TA + TB + TC}{\text{Total number of A, B, & C type images}}. \tag{4.5}
\]

Precision and recall are metrics which are defined for a particular category (say A). For that category, precision is defined as the ratio of correctly identified images in category A divided by the total number of images (either correctly or incorrectly) classified as belonging to category A. Recall is defined as the ratio of correctly identified images in category A divided by the total number of images in category A. Thus, precision is a
measure of how well we can trust the output of the machine when it tells us that an
event belongs to category A. Recall is a measure of how often the machine will correctly
classify inputs belonging to category A.

In terms of the entries of the confusion matrix they are defined as,

\[
\text{Precision } |_{\text{for } A} = \frac{\text{T}_A}{\text{T}_A + \text{F}_A(B) + \text{F}_A(C)},
\]

(4.6)

\[
\text{Recall } |_{\text{for } A} = \frac{\text{T}_A}{\text{T}_A + \text{F}_B(A) + \text{F}_C(A)}.
\]

(4.7)

Another metric that is used is the f1-score, which is the harmonic mean of the precision
and recall,

\[
\text{f1-score } |_{\text{for } A} = 2 \frac{\text{Precision } \times \text{Recall}}{\text{Precision } + \text{Recall}}.
\]

(4.8)

To reduce the proliferation of performance metrics which are defined individually for
each category, one can also define the weighted average of these scores. For example the
precision weighted-average is defined by weighting the precision score for each category
by the number of images in that category. For example for our 3-category classifier,

\[
\text{Precision (weighted average)} = \sum_{i=A,B,C} \frac{(n_i \times \text{Precision } |_{\text{for } i})}{n_A + n_B + n_C}
\]

(4.9)

A similar weighted average can be done for recall or f1 score.

4.2 Anomaly detector

Anomaly detection is a method to identify unusual patterns that do not conform to expected
behaviour. Unlike supervised learning algorithms which work with labelled data sets, we
use unsupervised learning techniques for anomaly detection. This is motivated based on the
philosophy that we do not know a priori what form new physics might take. Thus, it is
prudent to develop model agnostic strategies to look for such exotic events in cosmic ray
showers. In many cases these exotic events may mimic conventional cosmic ray air showers,
and it may not be easy to identify them as anomalous just by a visual inspection.

We make use of autoencoding [53], which is an unsupervised ML technique that first
efficiently compresses input data into a lower dimensional parameter space and subsequently
attempts to reconstruct the original image as closely as possible from the compressed version.
If the resulting image resembles the original input within some tolerance, the image is clas-
sified as “normal”, otherwise the image is classified as “anomalous”. This paradigm therefore
forces the autoencoder to learn the relevant features of a set of training images very well.
Crudely speaking, if the standard SM induced showers are taken as the training set, and the
autoencoder learns relevant features of these images, then it will be well poised to identify
general complements of this set, i.e. general BSM induced cosmic ray showers, whose exact
frameworks and mechanisms may as yet be unknown to us.

The difference between this technique and the classifier, is that in this case the machine
is only trained on SM images and has not seen any anomalous type of images, before the
testing stage. This is why this technique falls under the category of unsupervised learning;
the machine learns what can be classified as normal, and thus can flag events which are
anomalous – those with patterns that do not correspond to the patterns that it has learnt while training.

![Basic Structure of an Autoencoder](image)

**Figure 8**: Basic structure of an autoencoder.

The basic structure of an autoencoder is shown in Fig. 8. The autoencoder consists of three parts,

- **Encoder** - This block compresses the input data (denoted as $x$) into a lower dimensional representation (called a latent representation and denoted as $z$) and thereby encodes it, i.e. $z = f(x)$.

- **Bottleneck layer** - This layer contains the compressed representation ($z$) of the input data. Since the representation is of much smaller size than the input data, this layer tries to encode only the most relevant and important features of the input data.

- **Decoder** - This block attempts to reconstruct the original data from the lower-dimensional encoded representation. We denote the reconstructed image as $\tilde{x} = g(z)$, where $g$ is the functional representation of the decoder.

The goal of the autoencoder is to construct an output image $\tilde{x}$ that closely resembles the original input image $x$, by using only a compressed representation $z$ of the input. The difference between the original and reconstructed standard images will be the quantity to be optimised over during training.

In order to quantify how similar or dissimilar the output is from the input, we define a suitable loss function, $L(x, \tilde{x})$. We use the mean squared error (MSE) loss function given by,

$$L(x, \tilde{x}) = MSE = \frac{1}{m} \sum_{i=1}^{m} (x_i - \tilde{x}_i)^2.$$  \hspace{1cm} (4.10)

Here, the sum $i$ runs over the corresponding pixels (in all three color features RGB) of the input and output images.

During the training phase, the autoencoder is fed images from the standard set, and it attempts to adjust some learnable machine parameters in order to minimize the loss function. Once the training phase is over, the trained machine can now act as a potential anomaly finder. If it is now fed an anomalous image, it will attempt to compress and encode the image in the same way as it had learnt to compress and then reconstruct standard images. However, for sufficiently different anomalous images, this compression will obviously not be able to capture all the features of the anomalous image. Thus, after reconstruction from this lossy compression, the output of a good autoencoder should yield a high reconstruction error.
for the anomalous image. However, if the autoencoder is fed standard images, similar to the images that it has been trained on, the autoencoder should yield low reconstruction errors.

In our work, we consider shower images initiated by gamma, proton, helium and carbon as the prototypical standard events (or background events) and images coming from the Z' initiated shower as the prototypical anomalous events (or signal events). We design an autoencoder that will act as an anomaly finder for cosmic ray events initiated by non-standard or anomalous events. In the next sub-sections, we describe the architecture of the autoencoder, and then we describe some metrics to judge its performance.

### 4.2.1 Autoencoder architecture

The schematic diagram of the autoencoder architecture we are using in our work is shown in Fig. 9. The architecture we employ is a modification of the VGG16 architecture [83].

The encoder we implement consists of 4 convolutional layers with down-sampling (reducing image size), followed by 2 fully connected layers which then lead up to a bottleneck layer with 6 nodes. This bottleneck layer with 6 nodes in the middle of the architecture is designed to encode the compressed information pertaining to the input image. The decoder reverses the behaviour of the encoder, with 2 fully connected layers, followed by a single convolutional layer, which is further followed by 4 convolutional layers with up-sampling (increasing image size) implemented before convolution, leading then to the final reconstructed output image. We describe in more detail the design of each layer below.

The input to the autoencoder is once again an $n = 3$ (RGB color), $m \times m = 80 \times 80$ (pixels per color) image. This image is passed to the encoder to be encoded into the bottleneck
layer before being decoded. The first part of the encoder architecture consists of a set of four convolutional layers. Similar to the convolutional layers used in our classifier architecture, each convolutional layer uses a set of $n \times n'$ $3 \times 3$ convolutional kernels, with $n'$ bias terms, and an activation function. Here, as before, our notation assumes that there are $n$ input, and $n'$ output feature maps (which are passed as inputs to the next convolutional layer). We also use $2 \times 2$ max pooling to reduce the image size from one layer to the next. Our four convolutional layers output $n' = 128, 256, 256, 512$ feature maps, respectively. These feature maps capture more and more subtle features of the original input image.

There is a slight difference between the convolutional layers that we use here for the encoder and that of our classifier that we described earlier in this section. In the encoder, we zero pad the output of each layer with two extra columns and two extra rows. This ensures that for each layer, the output images are reduced in size by exactly a factor of 2 along each input image direction. Thus, if a layer takes in $n$ images of size $m \times m$, it outputs $n'$ images of size $m/2 \times m/2$ ($m$ is always even for our architecture). All convolutional layers use the RELU activation function.

The output of the last convolutional layer is flattened into a layer with 12800 nodes. This is then fully connected to a 32 node layer, which in turn is fully connected to the bottleneck layer with 6 nodes\(^\text{14}\). The fully connected layers all also use the RELU activation function.

Once the image is encoded in the bottleneck layer, the rest of the architecture is designed to decode this information and reform the original image as accurately as possible. Our decoder reverses the behavior of the encoder. We first have two fully connected layers of 32 and 12800 nodes. The output of the 12800 node is reshaped into $512$ square images of dimension $5 \times 5$, essentially implementing in reverse the flattening step of the encoder. In order to obtain $512$ $5 \times 5$ images that have the interpretation of being feature maps, we follow the reshaping step by a single convolutional layer with a RELU activation function that takes these square images and converts them into $512$ $5 \times 5$ feature maps.

This is then further passed through a series of 4 convolutional layers with up-sampling. The key difference going from the encoder to the decoder is that in these convolutional layers, rather than down-sampling the image by using max pooling, we need to up-sample the images to increase the image size back to a reconstructed $80 \times 80$ RGB image. The up-sampling that we do, simply takes a pixel after convolution, and replaces it by a $2 \times 2$ grid of pixels each containing the same original pixel value. This up-sampling is performed before the convolution step. Thus, the convolutional layers of the decoder takes an input with $n$ images of $m \times m$ pixels and outputs $n'$ images of $2m \times 2m$ pixels. Since we have reversed the order of the convolutional layers we have $n' = 256, 256, 128, 3$ for each of these four convolutional layers. As with the encoder, our decoder also uses $3 \times 3$ convolutional kernels with a bias and an activation function. Every layer, except the last one, uses the RELU activation function. The last layer, which is connected to the output, uses the sigmoid activation function which is given by,

$$
\Phi(z) = \frac{1}{1 + \exp(-z)}.
$$

(4.11)

The final output of the decoder results in an $80 \times 80$ RGB output image that can be compared to the input image\(^\text{15}\).

---

\(^{14}\)We have also tried to work with a bottleneck layer with 4 or 8 nodes, but we found optimal performance for anomaly detection with the 6 node architecture.

\(^{15}\)The sigmoid activation function results in an output between 0 and 1 for each RGB channel. In order for the output to be similar to the input, we scale the input image color values to also lie between 0 and 1 before
Note that in contrast to the original VGG16 architecture, our architecture uses fewer convolutional layers in both the encoder and the decoder parts to extract specific features from the images. Typically, for a deeper neural network with more layers, we should get better performance. However, deep neural networks comes with the cost of higher computational power. While choosing the number of convolutional layers, we have tried to seek a balance between optimizing performance and avoiding prohibitively large computational costs.

During training, the autoencoder is fed only images from the standard set, and the convolution coefficients and bias parameters are progressively learnt, in such a way as to minimize the loss function or the mean-squared error between the output and input images.

### 4.2.2 Figure of merit for autoencoder

After the autoencoder is trained on standard data, we then feed it test data consisting of both standard and anomalous images. For each image, the autoencoder attempts to reconstruct an output image and then compares it with the input image. The machine then computes a mean-squared error (MSE) difference between the input and output images, as defined in Eq. 4.10. Standard images should have a low reconstruction error and are thus expected to have low MSEs, whereas anomalous events are expected to have higher reconstruction errors.

We need to define a threshold MSE (which is arbitrary), which we denote as $\text{MSE}_{\text{th}}$, that will help us tag an event as anomalous. If the MSE for a particular image is smaller than $\text{MSE}_{\text{th}}$, we classify the image as standard type, and if it exceeds $\text{MSE}_{\text{th}}$, we classify it as anomalous.

Since we are interested in flagging anomalous events as our signals, we can define two performance quantification metrics, the true positive rate (TPR) and the false positive rate (FPR). For a given $\text{MSE}_{\text{th}}$, these are defined as,

$$\text{TPR} = \text{Fraction of BSM shower images correctly tagged as anomalous},$$

$$\text{FPR} = \text{Fraction of standard shower images incorrectly tagged as anomalous}.$$

We can plot a Receiver Operating Characteristic (ROC) curve between the TPR and FPR as we vary the threshold $\text{MSE}_{\text{th}}$ for anomaly detection. The choice of $\text{MSE}_{\text{th}}$ that is to be applied in a particular experimental analysis will depend on the rate of expected anomalous events and the error tolerance for flagging normal events as anomalous. The ROC curve can help the experimentalist pick out the choice of threshold needed for their analysis. A figure-of-merit that can be used to judge the performance of the autoencoder is the “area under the ROC Curve” (AUC) which gives a measure of separability between anomalous and non-anomalous images. The AUC takes values between 0 and 1, and the higher the value of the AUC, the better is the performance of a trained autoencoder model.

### 5 Results

In the previous sections, we described our simulation of cosmic ray showers and generation of telescopic images seen at H.E.S.S. for standard cosmic ray showers initiated by SM primaries ($\gamma, p, \text{He, C}$), as well as for anomalous showers initiated by $Z' \rightarrow e^+e^-$. We also described our machine learning architectures which can be trained to discriminate between the various image types. The problems that we are trying to address are of two types a) supervised learning feeding them to the autoencoder. However, when presenting detector images in our results section, the input and output images are rescaled to the standard color scale with values between 0-255 in each color channel.
- involving learning of labelled image types from training data with the goal of being able to categorize new test images which belong to one of the training categories b) unsupervised learning - involving learning features of unlabelled training data with the goal of being able to flag anomalous events in test images which are dissimilar from the training data. We also described figures-of-merit for each set of problems that can be used to quantify the performance of our machines.

In this section, we will describe the process of training our machines for the specific tasks, and then we will show their performance results on test data. In the first subsection below, we will discuss the case of supervised learning, specifically our binary and multi-category classification schemes. Then, in the second subsection, we will showcase the results of our anomaly detection method.

5.1 Supervised learning and classification problems

In this section, we will discuss the training and performance of our binary and multi-category classifier. For the discussion that follows, we will discuss the training and performance metrics of our binary and multi-category classifier using images where the SM primaries have an energy centered around $E = 100$ TeV with zenith and azimuthal angles selected in a $1.5^\circ$ cone around $\theta_0 = 0^\circ$ and $\phi_0 = 0^\circ$ (see Sec. 3.1.1). Results for other choices of energies and angles are presented in appendix A.

5.1.1 Binary classification performance

The goal for the binary classifier is to identify the categories of testing data which belong to one of two classes.

We first select cosmic ray showers images from any two categories of images in our standard image set, for e.g. gamma and proton images. We have 10000 images for each of the two categories of SM shower images. This set is then split into 8100 training images, 900 validation images, and 1000 testing images for each of the SM primaries. The testing images are not seen by the classifier at any point during the training and so the performance metrics using these test images gives an accurate reflection of the classifier’s capability for distinguishing between images initiated by different primaries.

Our binary classifier is trained on the $(8100 + 8100)$ labelled cosmic ray showers images initiated by two different types of SM primaries. We use the mini-batch gradient descent method to optimize our machine parameters during training. This method of training of the classifier is an iterative process. First, the entire training data set is randomly split into batches of 100 images. After each batch is processed by the classifier, the machine calculates the total loss for the batch and then updates the parameters using the gradient descent procedure. For a sufficiently small batch size, the noise in the loss function can be sufficient to ensure that the machine parameters are not trapped in a local minimum. The training is continued until all training images have been encountered at least once by the classifier. This entire process is referred to as one epoch. Once we have completed an epoch, we can compute an accuracy score (see Eq. 4.4) for the entire training data set, and also for the validation data set which has 900 + 900 images.

The training set is once again randomly split into batches of 100 images and the training is performed again with the new parameters from the previous epoch as seed values for a new training epoch. Once again, we can compute the training and validation accuracy scores at the end of this epoch.
Figure 10: Training and validation accuracies plotted as a function of the number of epochs for some typical cases—(a) proton-γ and (b) helium-γ.

| Classification          | Accuracy |
|-------------------------|----------|
|                         | Training | Validation | Testing |
| γ–proton                | 0.997    | 0.996      | 0.991   |
| γ–helium                | 0.995    | 0.996      | 0.997   |
| γ–carbon                | 0.998    | 0.999      | 0.998   |
| proton-helium           | 0.787    | 0.764      | 0.781   |
| proton-carbon           | 0.967    | 0.948      | 0.934   |
| helium-carbon           | 0.856    | 0.842      | 0.847   |

Table 3: Training, validation, and testing set accuracy scores for different pairs of SM primaries using our trained binary classifiers.

This process is continued until the accuracy score for the validation set does not exceed the accuracy score of an epoch number $i_{\text{crit}}$ for 30 more consecutive epochs. This is known as the ‘early stop’ criterion. Stopping the training at this stage ensures that we avoid over-training. We then take the final machine parameters to be those of the epoch $i_{\text{crit}}$ which has the largest validation set accuracy score.

To cross check the stability and robustness of our training procedure it is useful to examine how the accuracy score evolves during the run. A few typical plots displaying the evolution of the accuracy scores for both the training and validation sets as a function of the epoch number are shown in Fig. 10 for proton-γ and He-γ classification. From the figure, we can clearly see that the accuracies saturate to an optimum value in an almost smooth fashion indicating good convergence of our machine parameters.

Finally, once we have trained the machine, we can now run it over the test data set and obtain the accuracy score as a quantification of the machine performance. The accuracy scores for the training, validation, and testing runs are tabulated in Table 3, for different choices of the primary particle pairs, whose shower images we would like to distinguish. The training and validation accuracies listed in the table are for the optimized machine parameters selected after training.

From the accuracy scores in Table 3, we see that our CNN binary classifier is able to
discriminate between any two categories of CR shower images very competently. In particular, γ initiated shower image patterns are very well discriminated from any hadron initiated shower by our CNN model, with accuracy scores greater than 99% on training data. This number can be compared to other deep learning based discrimination methods that have been proposed in the literature. For example, ref. [40] found a 96% accuracy score for gamma-proton separation at H.E.S.S., which is an improvement over the standard H.E.S.S. BDT analysis based on Hillas parameters. Ref. [47] found a quality factor $Q = \epsilon_s/\sqrt{\epsilon_b} \simeq 2.99$, for gamma-proton separation at the TAIGA-IACT, where $\epsilon_s$ is the signal (gamma) acceptance, and $\epsilon_b$ is the background (proton) acceptance. We find a quality factor $Q \simeq 9.9$ for our binary classifier. Although on face value our results seem better than those presented in these previous works, we caution that a direct comparison between the results of these studies and our classifier would require a more detailed investigation since these studies use a broader energy range and broader incidence angles for their training and testing data, moreover in the case of the study in ref. [47], the simulation is also for a different experiment. Additionally, we have restricted our analysis to the highest-quality 4-telescope data while other works like ref. [84] also consider events that triggered fewer telescopes, which are generally more difficult to classify.

Another interesting feature that we can see from Table 3 is that nuclei pairs with relatively close by atomic numbers — such as proton-helium or helium-carbon — have slightly lower accuracy scores (78% and 85% respectively). In contrast, CR showers initiated by nuclei that are further apart in atomic number (proton-carbon) yield much better accuracies for separation (93%). This might be expected since at these energies, the primary interaction is between a nucleon in the charged cosmic ray primary with a nucleon in an atmospheric nucleus. The remaining nucleons in the CCR are spectators to this interaction, although they contribute to the shower as a hadronic cascade. We might thus expect that the greater the number of spectator nucleons, the more distinct the shower pattern. However, it is difficult to separate shower images from different nuclei through a visual inspection, although the binary classifier seems to make this separation fairly well.

5.1.2 Multi-category classification performance

The goal for the multi-category classifier is to identify the categories of testing data which belong to one of multiple classes. As discussed earlier, it is similar to the binary classifier in terms of the machine architecture, except that it can work with more than two categories.

For the multi-category classifier, we first train our machine on labelled cosmic ray showers images initiated by all four different different types of SM primaries belonging to our standard set, i.e. we select gamma and light nuclei ($\gamma$, $p$, He, C) primaries.

For our input data to the multi-category classifier, we use exactly the same split of the images in each class into training, validation, and test image sets, as in the case of the binary classifier. Thus, we take 10000 images of each category and split these into 8100 training images, 900 validation images, and 1000 testing images. The last 1000 images of each type are not seen by the classifier at any point during the training and so the performance metrics of the machine on these test images gives an accurate reflection of the discrimination capability among the different categories.

The training process is once again similar to that of the binary classifier. We use the mini-batch gradient descent method to optimize the machine parameters with a batch size of 100. The multi-category accuracy score is computed for the training and validation data sets after every training epoch. We use the early stop criterion as before to avoid over training.
Table 4: The confusion matrix for $\gamma$-proton-helium-carbon classification computed on the testing data set. The confusion matrix is defined in Sec. 4.1.2. Note, there are 1000 shower images for each category in the testing set.

| Actual Labels | Predicted Labels | $\gamma$ | proton | helium | carbon |
|---------------|------------------|---------|--------|--------|--------|
| $\gamma$      | $\gamma$         | 985     | 15     | 0      | 0      |
| proton        | proton           | 4       | 764    | 208    | 24     |
| helium        | helium           | 0       | 231    | 564    | 205    |
| carbon        | carbon           | 0       | 4      | 125    | 871    |

Table 5: Performance metrics for $\gamma$-proton-helium-carbon classification. The performance metrics are defined in Sec. 4.1.2.

|          | precision | recall | f1-score |
|----------|-----------|--------|----------|
| $\gamma$ | 0.996     | 0.985  | 0.990    |
| proton   | 0.753     | 0.764  | 0.759    |
| helium   | 0.629     | 0.564  | 0.595    |
| carbon   | 0.792     | 0.871  | 0.830    |
| weighted avg | 0.792 | 0.796  | 0.793    |

Once the classifier is trained, we run on the test data set and compute the confusion matrix. We show the resulting confusion matrix in Table 2. As described in Sec. 4.1.2, this confusion matrix fully represents the performance of the machine. The diagonal entries of the matrix describe the “true positives”, i.e. the instances that are correctly categorized (out of 1000 testing images of each type). The off-diagonal entries indicate the number of misclassified images. For example, from the last row, labelled ‘carbon’ in Table 4, we conclude that out of 1000 testing carbon shower images, 871 are correctly tagged as carbon shower images whereas 125 and 4 of them are incorrectly labelled as helium and proton shower images, respectively.

We note two interesting features of the resulting confusion matrix. First, gammas are unlikely to be confused with anything other than $p$ images, and that too relatively rarely. Second, the classifier has significant difficulty separating proton and helium images, similar to what we have seen with the binary classifier.

Based on the above confusion matrix we may compute the various simplified classification metrics for precision, recall, and $f1$-score that we had defined in Eqs. 4.6, 4.7, and 4.8. These metrics for the multi-category classification are shown in Table 5.

As a reminder, for a given category: precision is a measure of how likely the classification reported for that category by the machine is likely to be correct; recall is a measure of how often images from a certain category are correctly classified into that category; and $f1$-score is the harmonic mean of the two.

From our table, we can see that precision and recall are highest for $\gamma \sim 99\%$, and worse for charged CRs. For C nuclei we find a relatively high recall score of 87%, since these nuclei are unlikely to be mistaken for other nuclei that we have considered. However, the precision for C nuclei is much poorer at 79%, and this is because He nuclei can often be mistaken for C nuclei by our classifier. As mentioned earlier protons are often mislabelled as He and vice-versa, leading to lower precision and recall scores for these nuclei. We have also reported
the weighted-average of each of these scores (averaged over all categories) in our table.

As one would expect, the multi-category classification metrics are more modest than that of binary classification, since there is more potential for mislabelling of particular images. Nevertheless, in absolute terms the performance is good, especially for \(\gamma\)-nuclei separation and \(p\)-\(C\) or \(\text{He}-\text{C}\) separation. These results for multi-category classification also align well with our expectation based on binary classification of the shower images, for e.g. in terms of \(p\)-\(\text{He}\) being harder to separate.

5.1.3 Classification with other energies and angles for the primary

In order to check the robustness of the CNN classifier methodology, we have also performed binary and multi-category classification for other combinations of energy bins (100 TeV and 60 TeV) and zenith angles (0\(^{\circ}\) and 45\(^{\circ}\)). The result of this classification is shown in appendix A. The results for the other energy bins and zenith angles are almost similar to the result that we have discussed in this section for the \(E = 100\) TeV, \(\theta_{0} = 0^{\circ}\) case. This enhances confidence in the power of the CNN strategy that we have adopted.

5.1.4 Can the classification result be explained by the differences in event size?

It is well known that for a given primary energy, gamma-ray-initiated showers produce \(\sim 2\)–\(3\) times the light output of proton-initiated showers. This would lead to larger event sizes (where we define ‘size’ as the total photo-electron counts summed over all pixels in all the four detectors) for gamma ray showers as compared to hadronic showers of the same energy. Since the energy range that we have allowed for the primaries is narrow, between 99.5 – 100.5 TeV, one obvious concern might be that the binary and multi-category classifiers that we have constructed may have mainly learnt about the event size and used it as a discriminatory variable. Such a discriminant would not be as effective at separating gamma-hadron showers in realistic experimental data where the separation must be achieved for primaries which span a wider range of energies. In the realistic scenario, shower shape variables, rather than size must be used as the primary discriminant between the different types of showers, although size maybe an important secondary discriminant.

The qualitative difference in event size can be seen by looking at the relative brightness of detector images of proton and gamma showers in Fig. 2. More quantitatively, we can plot the distributions of event size for all the images in our sample at 100 TeV, 0\(^{\circ}\), for different primary species. These distributions are shown in Fig. 11. We can see quite clearly that proton showers, as well as showers initiated by \(\text{He}\) and \(\text{C}\), have a smaller event size than gammas of the same energy. Thus, even without the use of ML techniques, one could place a cut on the total event size and achieve very good discrimination between hadron and gamma initiated showers at 100 TeV.

Now, we would like to show that the discrimination ability of our binary and multi-category classifiers can not simply be attributed to a difference in event sizes. To see this, consider the problem of separating 60 TeV gamma ray showers from 100 TeV hadronic showers. In Fig. 11, we have also plotted the size distribution for 60 TeV gamma ray showers. As can be seen from the figure, the size distribution for such showers is similar to that of 100 TeV hadronic showers. Thus, if we can achieve a similar discrimination ability between gammas with this lower energy and our 100 TeV hadronic sample, it would demonstrate that our classifiers can learn some other discriminatory variables which characterize the shower, other than just the event size.
**Figure 11**: The event size distribution of 100 TeV \( \gamma \) shower images and 100 TeV hadronic shower images when zenith angle, \( \theta_0 \) is 0° are significantly different. However, the size distribution of 60 TeV \( \gamma \) shower images and 100 TeV hadronic shower images is not so different and thus event size is not a good enough discriminatory variable.

| Classification | Accuracy |
|----------------|----------|
|                | Training | Validation | Testing |
| \( \gamma \)-proton | 0.999 | 0.998 | 0.994 |
| \( \gamma \)-helium | 0.999 | 0.998 | 0.997 |
| \( \gamma \)-carbon | 0.999 | 1.000 | 0.998 |

**Table 6**: Training, validation, and testing set accuracy scores for different pairs of SM primaries by training and testing our classifier on a mixed set of 100 TeV hadronic shower images and 60 TeV gamma shower images (zenith angle of shower, \( \theta_0 \) is 0°).

|          | precision | recall | f1-score |
|----------|-----------|--------|----------|
| \( \gamma \) | 0.993 | 0.995 | 0.994 |
| proton   | 0.771 | 0.746 | 0.758 |
| helium   | 0.644 | 0.595 | 0.618 |
| carbon   | 0.799 | 0.885 | 0.840 |
| weighted avg | 0.802 | 0.805 | 0.803 |

**Table 7**: Performance metrics for multi-category classification computed after training and testing data on a mixed set containing 100 TeV hadronic shower images and 60 TeV \( \gamma \) shower images (zenith angle of shower, \( \theta_0 \) is 0°).

We have repeated our analysis of Sec. 5.1.1 and Sec. 5.1.2, for the binary and multi-category classifiers, with the use of a set of 10000 60 TeV gamma ray shower images instead of the 100 TeV gamma ray showers that we had previously considered, while keeping the hadronic 100 TeV image set the same. The results that we obtain for this analysis for the binary classifier are shown in Table 6 and for the multi-category classifier in Table 7.

The results in these tables are similar to those that we obtained in the case where we used samples of 100 TeV hadron and 100 TeV gamma shower images (compare Table 6 with
Table 3 and Table 7 with Table 5, respectively). Thus, even when event size can not be used as a good discriminator of gammas and hadrons, our binary and multi-category classifiers still show excellent gamma-hadron separation ability indicating that the machines are learning more subtle features of the data such as the shape of the shower.

5.2 Unsupervised learning and anomaly detection

We now come to the anomaly finder part of our study. The basic question we are trying to address is this: Given some typical images corresponding to showers initiated by SM primaries, can we train a machine to learn features of these images in such a way that it is able to flag anomalous events that it has never previously encountered, and which have features which are different from the training data set?

The advantage of such a machine compared to a binary or multi-category classifier is that it would be model agnostic as to the features of new BSM physics that might be seen at a cosmic ray experiment. The ability to flag anomalies does not have to do with specific features of the anomaly, but rather the inability of the anomalous events to conform to expectations of the SM shower images.

We use an autoencoder which attempts to learn features of training images. The architecture of the autoencoder has already been discussed in Sec. 4.2.1. The autoencoder is trained on our standard image set of showers initiated by $\gamma, p, \text{He},$ and $\text{C}$ nuclei. For the input to the autoencoder, we use the remapped images with a $\sqrt{x}$ remapping, as described in Sec. 3.2.1.

For each type of SM primary we take 10000 remapped images that we have generated, where the primary has an energy centered around 100 TeV and a zenith and azimuthal angle both of $0^\circ$. For each SM primary, the data is split in to 8100 training images, 900 validation images, and 1000 testing images. We refer to the collected images for all primaries as the “training set”, “validation set”, and “standard test set”, respectively.

For testing our anomaly finder, we also construct 4000 remapped images of a prototypical BSM shower initiated by $Z' \rightarrow e^+e^-$ with the same energy, zenith and azimuthal angle as the SM primaries. We refer to these images as the “anomalous test set”. All the $Z'$ images, as well as the SM images that are reserved for testing, are only used at the testing stage and are not seen by the machine during the training phase.

We also present our results for the anomaly finder for other choices of energies and angles in appendix B.
Figure 12: (a) Original (remapped) proton image passed as input to the trained autoencoder, (b) reconstructed proton image obtained as output from the autoencoder. The reconstructed image seems to have captured all the discernible features of the input image. Because of only slight differences between the input and output images, we will obtain a small mean-squared error between the two. Note that we use remapped images with a $\sqrt{x}$ rescaling (see Sec. 3.2.1) as inputs to the autoencoder for both training and testing purposes.

Figure 13: (a) Original (remapped) $Z'$ image passed as input to the trained autoencoder, (b) reconstructed $Z'$ image obtained as the output of the autoencoder. The $Z'$ is anomalous because such events have not been seen by the autoencoder during the training phase. The reconstructed image does not capture the fainter second prong of the input $Z'$ image. The difference between the input and output images will lead to a large mean-squared error. Note that we use remapped images with a $\sqrt{x}$ rescaling (see Sec. 3.2.1) as inputs to the autoencoder.

The machine learning is unsupervised, because we do not label the input training data to the machine, it simply learns features of all the inputs and attempts to reconstruct the images as accurately as possible from a compressed representation of the original images.
Figure 14: Mean-squared error distribution for the standard (blue) and anomalous (red) test sets comprising of shower images initiated by SM and $Z'$, respectively. Since the autoencoder has been trained on SM type images, the standard test set has relatively low reconstruction errors compared to the $Z'$ images, which have much larger reconstruction errors on average. Also shown is a threshold MSE cut (vertical grey-dashed). Images with MSE larger than this threshold are classified as anomalous. The fractional area under the red curve to the right of the threshold gives the true positive rate (TPR) for anomalies, whereas the fractional area under the blue curve to the right of the threshold gives the false positive rate (FPR). Here, we have chosen $MSE_{th}$ so that the FPR = 5%.

Similar to our classifiers, we once again use the mini-batch gradient descent method to train the autoencoder, with batches of 100 randomly selected events from the training set. For each batch, the machine calculates a total loss function (which is the mean-squared error or MSE, see Eq. 4.10) and then updates the learnable parameters in an attempt to minimize the loss. This process is repeated until all the events in the training data are processed. This entire set of steps constitutes one epoch. We then compute the MSE for the validation set at the end of the epoch.

This process is continued until the validation set MSE does not decrease below the MSE of an epoch number $i_{crit}$ for 30 more consecutive epochs (‘early stop’ criterion). We then take the final machine parameters to be those of the epoch $i_{crit}$ which has the smallest validation set MSE. After this, the machine is trained and we no longer change the learnable parameters. The machine is now ready for testing to evaluate its performance as an anomaly finder.

We now run the machine over the combined test set comprising of the standard test set and the anomalous test set.

Before looking at aggregate data for the entire test data set, it is useful to get an intuitive feel for the performance of the anomaly finder on individual images in the test set. The autoencoder should have learned essential features of the training data which was composed of images initiated by SM primaries. Therefore, when fed a standard test image as input, the trained autoencoder should reconstruct the original image nearly faithfully. However, if the input to the machine is a $Z'$ initiated anomalous shower image, the reconstruction of the image should go awry since the autoencoder will not be able to capture all the features of the
Figure 15: ROC curve showing a comparison between the TPR and FPR as the MSE is varied. This ROC curve is constructed using the MSEs computed on the standard and anomalous test sets, whose distributions are shown in Fig. 14. The area-under-the ROC curve (AUC) is 0.996. The shower images used to construct this ROC curve are initiated by particles with an energy of 100 TeV and zenith and azimuthal angles selected in a cone of 1.5° around $\theta_0 = 0°$ and $\phi_0 = 0°$.

In Figs. 12 and 13, we show two representative examples of the image reconstruction from the autoencoder based on a proton image from the standard test set, and a $Z'$ image from the anomalous test set. Qualitatively, already a crude comparison-by-eye tells us that the reconstruction of the image from the standard test set is better than that of the shower image from the anomalous test set. The proton image has only a single prong feature which is well reconstructed. However, for the $Z'$ image we see that the fainter second prong is missed in the reconstructed image. We observe a similar trend when looking at other reconstructed shower images from the test sets as well. The qualitative comparison is already encouraging and suggests that the trained machine seems to be good at learning features of the SM data, but the $Z'$ images are sufficiently distinct, so that their reconstruction is poor.

To sharpen the above qualitative observations, we may get a quantitative estimate of how our autoencoder performs as an anomaly detector by looking at the distribution of MSE values for the entire standard test set and the anomalous test set. These normalized distributions are shown in Fig. 14. We see from the figure that the MSE values for the standard test set are...
on average lower than those of the anomalous test set, indicating that SM initiated shower images have low reconstruction errors. Moreover, the MSE distribution of the standard and anomalous test sets are fairly well separated. We can therefore select a threshold MSE value, MSE\text{th}, such that images which have a MSE greater than MSE\text{th} are classified as anomalous, and images with MSE below this threshold are classified as standard. The choice of MSE\text{th} is arbitrary, but for different choices of this threshold, we would obtain different selection efficiencies for tagging events as standard or anomalous.

We can now plot an ROC curve (described in Sec. 4.2.2) for the efficiency of tagging anomalous events as anomalous (True Positive Rate) versus the efficiency of tagging standard events as anomalous (False Positive Rate), as we change MSE\text{th}. The ROC curve corresponding to the MSE distributions in Fig. 14 is displayed in Fig. 15. The AUC corresponding to this ROC curve is 0.996. At the benchmark FPRs of 10%, 5%, and 1%, we find TPRs of 99.95%, 99.9%, and 99.4%, respectively. This indicates that the anomaly finder can flag the Z\' type anomalous events with very high confidence while maintaining a low false alarm rate. By choosing a stringent value of MSE\text{th}, such that the FPR is 1%, we thus expect to be able to enhance the signal-to-background ratio for anomalous events by a factor of nearly 100:1. This could potentially be increased further, but the statistics of our simulated events are insufficient to reliably understand the ROC curve at lower FPRs such as at 0.1% or lower.

The ROC curves for other energy and zenith angle combinations are similar. These ROC curves are shown in appendix B. Hadronic shower images, compared to gamma shower images, can contain much greater variation including having multiple clusters, so one might expect greater confusion with the Z\' showers for the hadronic images as opposed to the gamma images. To check this, we have also repeated the tests for our autoencoder by training on shower images of only hadrons, and presented the resulting ROC curve in appendix B. In all cases we find that the ROC curves are similar to that of Fig. 15, which increases our confidence in the robustness of our anomaly finder.

6 Conclusion

The study of very high energy gamma rays and charged cosmic rays gives us a window into physics at energy scales beyond the reach of present day collider experiments. In this work, our focus was on Imaging Air Cherenkov Telescopes which have been employed with great effect to search for VHE gamma rays. We started by posing three problems relevant to IACTs: 1) the separation of gamma and hadron showers, 2) the identification of various hadronic primaries in cosmic ray showers, and 3) the identification of anomalous events at IACTs that do not conform to known shower patterns of either hadronic or gamma ray primaries. The latter two problems have been relatively less explored in the literature.

In our work, we addressed these problems using the approach of Deep Learning. The first two problems of gamma-hadron separation and classification of hadronic primaries are well suited to a supervised learning approach. We built a binary and a multi-category classifier using a convolutional neural network. We found that our classifiers can separate gamma rays from protons with > 99% accuracy, which on face value is better than results found elsewhere in the literature. However, as we have cautioned, a detailed comparison study would be needed to establish a definitive claim about the relative efficacies of the ML approaches adopted here and in other works. We are also able to achieve good but relatively modest performance for identification of nuclear species, with best identification of carbon nuclei initiated showers. We found that proton and helium nuclei initiated showers are relatively harder to differentiate.
In order to identify anomalous events at IACTs, we presented a design of an autoencoder architecture which is similar to those suggested for use at collider physics experiments for a similar purpose. The machine was trained on shower images of purely SM gamma/hadron initiated cosmic ray shower images. When testing our machine, we focused on the prototypical case of a BSM $Z'$ decaying to $e^+e^-$, while remaining agnostic as to the source of such a $Z'$. We found that our autoencoder could increase the signal-to-background ratio by a factor of $\sim 100$ with 99% background rejection, however more expensive simulations with greater statistics are needed to identify the potential for separation at even higher background rejection rates. Although a dedicated BSM search would undoubtedly perform better, such strategies are model dependent, whereas the power of the anomaly finder lies in its model independent discrimination ability. This tool thus allows us to utilize hitherto untapped potential of IACTs.

Our study made use of full cosmic ray shower images at IACTs and thus used the full detector information. This is unlike studies which work with reduced information such as Hillas parameters. In addition, simulating BSM events at cosmic ray experiments is complicated given the publicly available tools, and we have highlighted some of these difficulties when discussing our $Z'$ simulations.

We hope that our study has demonstrated the power of ML techniques for experimentalists working on the analysis of current and future IACT data, and in particular for the upcoming CTA. Given the extraordinary energy reach of these experiments, it would be prudent to employ ML tools like our autoencoder to search for BSM physics in a model independent way. For model dependent studies, further developments in simulation tools for BSM physics at cosmic ray experiments are needed in order to exploit the full power of the data that is expected from these experiments in the future.

Although our studies were based on IACTs which have traditionally been used for gamma ray searches, we expect that since our techniques are based on image pattern recognition, that they can easily be ported to other cosmic ray experiments employing different detection techniques.
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A Classification result for different energy bins and zenith angles

We have repeated the simulations for our binary and multi-category classifiers with Standard Model initiated cosmic rays showers with other choices of energies and zenith angles for the primary. We have taken the following combinations of energy $E$ and zenith angle $\theta_0$ - (100 TeV, $0^\circ$), (100 TeV, $45^\circ$), (60 TeV, $0^\circ$), and (60 TeV, $45^\circ$). We continue to fix the
azimuthal angle $\phi_0 = 0^\circ$ in all cases. The results for $(100 \text{ TeV}, 0^\circ)$ were presented in the main text. In this appendix we show the results for all the other combinations.

We note here a couple of comments about these results. First, the energies are chosen using a power law distribution described in Sec. 3.1.1 in a 1 TeV region around $E$. Second, the zenith and azimuthal angles for the cosmic ray shower axes, are chosen in a cone of semi-vertical angle $1.5^\circ$ around $\theta_0$ and $\phi_0$. Third, the telescope angles $\theta_{\text{tel}}$, $\phi_{\text{tel}}$ are always set such that they point in the $\theta_0$ and $\phi_0$ direction. Fourth, for each energy/angle combination we generate 10000 events for each SM primary, which are split into 8100 training events, 900 validation events, and 1000 testing events. Importantly, we do not mix energy and angle combinations when training or testing. Thus, all SM primaries with a fixed energy and angle combination are used for training, validation, and testing. The procedure for training is as described in the main text.

| Classification       | Accuracy       |
|----------------------|----------------|
|                      | Training | Validation | Testing |
| $\gamma$–proton      | 0.993    | 0.993     | 0.988   |
| $\gamma$–helium      | 0.998    | 0.998     | 0.996   |
| $\gamma$–carbon      | 0.999    | 0.999     | 0.999   |
| proton–helium        | 0.761    | 0.762     | 0.754   |
| proton–carbon        | 0.959    | 0.938     | 0.945   |
| helium–carbon        | 0.867    | 0.824     | 0.821   |

**Table 8:** Training, validation, and testing set accuracies for different binary classifications among standard model initiated shower images resulting from showers with energies $E = 100 \text{ TeV}$ and with zenith angle $\theta_0 = 45^\circ$.

| Classification       | Accuracy       |
|----------------------|----------------|
|                      | Training | Validation | Testing |
| $\gamma$–proton      | 0.997    | 0.994     | 0.994   |
| $\gamma$–helium      | 0.999    | 0.999     | 0.999   |
| $\gamma$–carbon      | 0.998    | 0.999     | 0.999   |
| proton–helium        | 0.788    | 0.759     | 0.756   |
| proton–carbon        | 0.956    | 0.952     | 0.937   |
| helium–carbon        | 0.886    | 0.842     | 0.810   |

**Table 9:** Training, validation, and testing set accuracies for different binary classifications among standard model initiated shower images resulting from showers with energies $E = 60 \text{ TeV}$ and with zenith angle $\theta_0 = 0^\circ$. 

– 39 –
### Table 10: Training, validation, and testing set accuracies for different binary classifications among standard model initiated shower images resulting from showers with energies $E = 60$ TeV and with zenith angle $\theta_0 = 45^\circ$.

| Classification   | Training | Validation | Testing |
|------------------|----------|------------|---------|
| $\gamma$–proton  | 0.996    | 0.996      | 0.993   |
| $\gamma$–helium  | 0.993    | 0.998      | 0.997   |
| $\gamma$–carbon  | 0.935    | 1.000      | 0.999   |
| proton–helium    | 0.773    | 0.762      | 0.763   |
| proton–carbon    | 0.948    | 0.938      | 0.941   |
| helium–carbon    | 0.827    | 0.816      | 0.820   |

The results for the binary classifier for the other energy and angle combinations are shown in tables 8, 9, 10, and those for the multi-category classifier are shown in tables 11, 12, 13. The results and trends in these tables are similar to those for the (100 TeV, 0°) combination discussed in the main text.

### Table 11: Precision, recall, and f1 scores for $\gamma$–proton-helium-carbon shower images with energies $E = 100$ TeV and with zenith angle $\theta_0 = 45^\circ$.

|          | precision | recall | f1-score |
|----------|-----------|--------|----------|
| $\gamma$ | 0.993     | 0.988  | 0.990    |
| proton   | 0.781     | 0.728  | 0.754    |
| helium   | 0.627     | 0.625  | 0.626    |
| carbon   | 0.807     | 0.868  | 0.836    |
| weighted avg | 0.802 | 0.802 | 0.802 |

### Table 12: Precision, recall, and f1 scores for $\gamma$–proton-helium-carbon shower images with energies $E = 60$ TeV and with zenith angle $\theta_0 = 0^\circ$.

|          | precision | recall | f1-score |
|----------|-----------|--------|----------|
| $\gamma$ | 0.989     | 0.999  | 0.994    |
| proton   | 0.804     | 0.705  | 0.751    |
| helium   | 0.592     | 0.614  | 0.603    |
| carbon   | 0.773     | 0.832  | 0.802    |
| weighted avg | 0.790 | 0.788 | 0.787 |
Figure 16: ROC curves for our anomaly finder for all energy and zenith angle combinations.

|         | precision | recall | f1-score |
|---------|-----------|--------|---------|
| $\gamma$ | 0.994     | 0.997  | 0.996   |
| proton  | 0.823     | 0.687  | 0.749   |
| helium  | 0.625     | 0.674  | 0.648   |
| carbon  | 0.801     | 0.868  | 0.833   |
| weighted avg | 0.811     | 0.806  | 0.806   |

Table 13: Precision, recall, and f1 scores for $\gamma$-proton-helium-carbon shower images with energies $E = 60$ TeV and with zenith angle $\theta_0 = 45^\circ$.

B Anomaly finder robustness checks

We have also repeated the simulations for our autoencoder by training on Standard Model initiated cosmic rays showers with other choices of energies and zenith angles for the primary and for the $Z'$. However, for the $Z'$ testing images we only simulated 1000 images for the (100 TeV, $45^\circ$) case and 500 images each for the (60 TeV, $0^\circ$), and (60 TeV, $45^\circ$) cases. This is because at lower energies, the $Z'$s yield a lower rate for triggering all four telescopes, thus a very large number of $Z'$ events need to be simulated in CORSIKA to obtain viable shower images. The resulting ROC curves for all energy and angle combinations are shown in Fig. 16. For a 5% FPR we find a TPR $> 95\%$ for all energy and angle combinations.

We have also attempted to check the robustness of the anomaly finder when trained only on hadrons (i.e. $p$, He, and C, without including $\gamma$ ray showers), and tested on a mixed sample of hadronic and $Z'$ shower images. The resulting ROC curve for anomaly detection
Figure 17: ROC curve for our autoencoder trained only on hadronic showers at 100 TeV and $\theta_0 = 0^\circ$. The performance is similar to that of the autoencoder trained on hadrons and gamma ray showers.

with primaries at 100 TeV and $\theta_0 = 0^\circ$ is shown in Fig. 17. We see that the ROC curve is similar to that of Fig. 15, which we have reproduced again here for comparison. Thus, the anomaly finder does not appear to have any trouble discriminating anomalous $Z'$ events from hadronic showers.

References

[1] E. Lorenz and R. Wagner, Very-high energy gamma-ray astronomy. A 23-year success story in high-energy astroparticle physics, European Physical Journal H 37 (2012) 459 [1207.6003].

[2] F. Si-liang, F. Peng, H. Yi-fan, M. Tian-yu and X. Yan, The Review of $\gamma$-ray Astronomical Observing Techniques, CAA 45 (2021) 281.

[3] J.A. Simpson, Elemental and isotopic composition of the galactic cosmic rays, Annual Review of Nuclear and Particle Science 33 (1983) 323 [https://doi.org/10.1146/annurev.ns.33.120183.001543].

[4] A. Castellina and F. Donato, Astrophysics of Galactic charged cosmic rays, (2011), DOI [1110.2981].

[5] E. Amato, The origin of galactic cosmic rays, Int. J. Mod. Phys. D 23 (2014) 1430013 [1406.7714].

[6] A.M. Bykov, D.C. Ellison, A. Marcowith and S.M. Osipov, Cosmic ray production in supernovae, Space Sci. Rev. 214 (2018) 41 [1801.08890].

[7] P. Cristofari, The Hunt for Pevatrons: The Case of Supernova Remnants, Universe 7 (2021) 324 [2110.07956].
[8] “TeVCat reviews on VHE gamma ray astronomy.”
http://tevcat.uchicago.edu/reviews.html.

[9] D. Bose, V.R. Chitnis, P. Majumdar and A. Shukla, Galactic and extragalactic sources of very high energy gamma rays, *Eur. Phys. J. ST* **231** (2022) 27 [2201.06789].

[10] M. Friedlander, Cosmic rays and the birth of particle physics, *AIP Conference Proceedings* **1516** (2013) 23 [https://aip.scitation.org/doi/pdf/10.1063/1.4792534].

[11] M. Friedlander, Physics: A century of cosmic rays, *Nature* **483** (2012) 400.

[12] R.K. Leane, Indirect Detection of Dark Matter in the Galaxy, in 3rd World Summit on Exploring the Dark Side of the Universe, pp. 203–228, 2020 [2006.00513].

[13] T.R. Slatyer, Les Houches Lectures on Indirect Detection of Dark Matter, in Les Houches summer school on Dark Matter, 9, 2021 [2109.02696].

[14] A. Acharyya, R. Adam, C. Adams, I. Agudo, A. Aguirre-Santaella, R. Alfaro et al., Sensitivity of the Cherenkov Telescope Array to a dark matter signal from the Galactic centre, *JCAP* **2021** (2021) 057 [2007.16129].

[15] F. Krennrich, Gamma ray astronomy with atmospheric cherenkov telescopes: the future, *New Journal of Physics* **11** (2009) 115008.

[16] J. Knödlseder, The future of gamma-ray astronomy, *Comptes Rendus Physique* **17** (2016) 663.

[17] K. Bernlühr et al., The optical system of the HESS imaging atmospheric Cherenkov telescopes, Part 1: Layout and components of the system, *Astropart. Phys.* **20** (2003) 111 [astro-ph/0308246].

[18] R. Cornils et al., The optical system of the HESS imaging atmospheric Cherenkov telescopes, Part 2: Mirror alignment and point spread function, *Astropart. Phys.* **20** (2003) 129 [astro-ph/0308247].

[19] T.C. Weekes et al., VERITAS: The Very energetic radiation imaging telescope array system, *Astropart. Phys.* **17** (2002) 221 [astro-ph/0108478].

[20] MAGIC collaboration, Status and First Results of the MAGIC Telescope, *Astrophys. Space Sci.* **297** (2005) 245 [astro-ph/0407475].

[21] B.S. Acharya, M. Actis, T. Aghajani, G. Agnetta, J. Aguilar, F. Aharonian et al., Introducing the CTA concept, *Astroparticle Physics* **43** (2013) 3.

[22] A.M. Hillas, Cerenkov Light Images of EAS Produced by Primary Gamma Rays and by Nuclei, in 19th International Cosmic Ray Conference (ICRC19), Volume 3, vol. 3 of International Cosmic Ray Conference, p. 445, Aug., 1985.

[23] D. Jankowsky, Measurement of the Cosmic Ray Proton Spectrum with H.E.S.S. and Characterization of the TARGET ASICs for the CTA, Ph.D. thesis, Erlangen - Nuremberg U., 2020.

[24] A. Archer, W. Benbow, R. Bird, R. Brose, M. Buchovecky, J.H. Buckley et al., Measurement of cosmic-ray electrons at TeV energies by VERITAS, *PRD* **98** (2018) 062004 [1808.10028].

[25] P. Schichtel, M. Spannowsky and P. Waite, Constraining strongly coupled new physics from cosmic rays with machine learning techniques, *EPL* **127** (2019) 61002 [1906.09064].

[26] M. Reininghaus, O. Fischer and R. Ulrich, Avenues to new-physics searches in cosmic ray air showers, *Proceedings of 40th International Conference on High Energy physics — PoS(ICHEP2020)* (2021).

[27] C.M. Bishop, *Pattern Recognition and Machine Learning (Information Science and Statistics)*, Springer-Verlag, Berlin, Heidelberg (2006).
[28] F. Del Aguila, *The Physics of z-prime bosons*, *Acta Phys. Polon. B* **25** (1994) 1317 [hep-ph/9404323].

[29] P. Langacker, *The Physics of Heavy Z′ Gauge Bosons*, *Rev. Mod. Phys.* **81** (2009) 1199 [0801.1345].

[30] D. Hayden, R. Brock and C. Willis, *Z Prime: A Story*, in *Community Summer Study 2013: Snowmass on the Mississippi*, 8, 2013 [1308.5874].

[31] J. Albert, E. Aliu, H. Anderhub, P. Antoranz, A. Armada, M. Asensio et al., *Implementation of the random forest method for the imaging atmospheric cherenkov telescope magic*, *Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment* **588** (2008) 424–432.

[32] S. Ohm, C. van Eldik and K. Egberts, γ/hadron separation in very-high-energy γ-ray astronomy using a multivariate analysis method, *Astroparticle Physics* **31** (2009) 383–391.

[33] Y. Becherini, A. Djannati-Ataï, V. Marandon, M. Punch and S. Pita, A new analysis strategy for detection of faint γ-ray sources with imaging atmospheric cherenkov telescopes, *Astroparticle Physics* **34** (2011) 858–870.

[34] M. Krause, E. Pueschel and G. Maier, Improved γ/hadron separation for the detection of faint γ-ray sources using boosted decision trees, *Astroparticle Physics* **89** (2017) 1 [1701.06928].

[35] D. Nieto Castaño, A. Brill, B. Kim, T.B. Humensky and C. Consortium, Exploring deep learning as an event classification method for the Cherenkov Telescope Array, in *35th International Cosmic Ray Conference (ICRC2017)*, vol. 301 of *International Cosmic Ray Conference*, p. 809, Jan., 2017 [1709.05889].

[36] S. Mangano, C. Delgado, M. Bernardos, M. Lallena and J.J. Rodríguez Vázquez, Extracting gamma-ray information from images with convolutional neural network methods on simulated Cherenkov Telescope Array data, arXiv e-prints (2018) arXiv:1810.00592 [1810.00592].

[37] E.B. Postnikov, I.V. Bychkov, J.Y. Dubenskaya, O.L. Fedorov, Y.A. Kazarina, E.E. Korosteleva et al., Particle identification in ground-based gamma-ray astronomy using convolutional neural networks, arXiv e-prints (2018) arXiv:1812.01551 [1812.01551].

[38] A. Brill, Q. Feng, T.B. Humensky, B. Kim, D. Nieto and T. Miener, Investigating a deep learning method to analyze images from multiple gamma-ray telescopes, *2019 New York Scientific Data Summit (NYSDS)* (2019).

[39] M. Araya, F. Casas and R. Cárceles, Cherenkov Shower Detection Combining Probability Distributions from Convolutional Neural Networks, in Astronomical Data Analysis Software and Systems XXVII, P.J. Teuben, M.W. Pound, B.A. Thomas and E.M. Warner, eds., vol. 523 of *Astronomical Society of the Pacific Conference Series*, p. 75, Oct., 2019.

[40] I. Shilon, M. Kraus, M. Büchele, K. Egberts, T. Fischer, T.L. Holch et al., Application of deep learning methods to analysis of imaging atmospheric Cherenkov telescopes data, *Astroparticle Physics* **105** (2019) 44 [1803.10698].

[41] T. Vuillaume, J. Mikael, L. Antiga, A. Benoit, P. Lambert, G. Maurin et al., *GammaLearn - first steps to apply Deep Learning to the Cherenkov Telescope Array data*, in *European Physical Journal Web of Conferences*, vol. 214 of *European Physical Journal Web of Conferences*, p. 06020, July, 2019, DOI.

[42] E. Lyard, R. Walter, V. Sliusar and N. Produit, *Probing Neural Networks for the Gamma/Hadron Separation of the Cherenkov Telescope Array*, in *Journal of Physics Conference Series*, vol. 1525 of *Journal of Physics Conference Series*, p. 012084, Apr., 2020, DOI [1907.02426].

[43] D. Nieto, T. Miener, A. Brill, J.L. Contreras, T.B. Humensky and R. Mukherjee,
Reconstruction of IACT events using deep learning techniques with CTLearn, arXiv e-prints (2021) arXiv:2101.07626 [2101.07626].

[44] T. Bister, M. Erdmann, J. Glombitza, N. Langner, J. Schulte and M. Wirtz, Identification of patterns in cosmic-ray arrival directions using dynamic graph convolutional neural networks, *Astroparticle Physics* **126** (2021) 102527 [2003.13038].

[45] T. Vuillaume, M. Jacquemont, M. de Bony de Lavergne, D.A. Sanchez, V. Poireau, G. Maurin et al., Analysis of the Cherenkov Telescope Array first Large-Sized Telescope real data using convolutional neural networks, arXiv e-prints (2021) arXiv:2108.04130 [2108.04130].

[46] J. Aschersleben, R. Peletier, M. Vecchi and M. Wilkinson, Application of pattern spectra and convolutional neural networks to the analysis of simulated cherenkov telescope array data, *Proceedings of 37th International Cosmic Ray Conference — PoS(ICRC2021)* (2021).

[47] E.B. Postnikov, A.P. Kryukov, S.P. Polyakov, D.A. Shipilov and D.P. Zhurov, Gamma/Hadron Separation in Imaging Air Cherenkov Telescopes Using Deep Learning Libraries TensorFlow and PyTorch, in *Journal of Physics Conference Series*, vol. 1181 of *Journal of Physics Conference Series*, p. 012048, Feb., 2019, DOI [10.1088/1742-6596/1181/1/012048].

[48] T. Miener, D. Nieto, A. Brill, S. Spencer and J.L. Contreras, Reconstruction of stereoscopic CTA events using deep learning with CTLearn, arXiv e-prints (2021) arXiv:2109.05809 [2109.05809].

[49] D. Nieto, A. Brill, Q. Feng, M. Jacquemont, B. Kim, T. Miener et al., Studying deep convolutional neural networks with hexagonal lattices for imaging atmospheric Cherenkov telescope event reconstruction, arXiv e-prints (2019) arXiv:1912.09898 [1912.09898].

[50] C. Steppa and T.L. Holch, HexagDLy-Processing hexagonally sampled data with CNNs in PyTorch, *SoftwareX* **9** (2019) 193 [1903.01814].

[51] S.T. Spencer, T. Armstrong, J.J. Watson and G. Cotter, Prospects for the Use of Photosensor Timing Information with Machine Learning Techniques in Background Rerjection., in *36th International Cosmic Ray Conference (ICRC2019)*, vol. 36 of *International Cosmic Ray Conference*, p. 798, July, 2019 [1907.04566].

[52] S. Spencer, T. Armstrong, J. Watson, S. Mangano, Y. Renier and G. Cotter, Deep learning with photosensor timing information as a background rejection method for the Cherenkov Telescope Array, *Astroparticle Physics* **129** (2021) 102579 [2103.06054].

[53] A. Gron, *Hands-On Machine Learning with Scikit-Learn and TensorFlow: Concepts, Tools, and Techniques to Build Intelligent Systems*, O’Reilly Media, Inc., 1st ed. (2017).

[54] T. Heimel, G. Kasieczka, T. Plehn and J. Thompson, Qcd or what?, *SciPost Physics* **6** (2019).

[55] M. Farina, Y. Nakai and D. Shih, Searching for new physics with deep autoencoders, *Physical Review D* **101** (2020).

[56] T.S. Roy and A.H. Vijay, A robust anomaly finder based on autoencoders, [1903.02032].

[57] T. Finke, M. Krämer, A. Morandini, A. Mück and I. Oleksiyuk, Autoencoders for unsupervised anomaly detection in high energy physics, *JHEP* **06** (2021) 161 [2104.09051].

[58] T. Aarrestad et al., The Dark Machines Anomaly Score Challenge: Benchmark Data and Model Independent Event Classification for the Large Hadron Collider, *SciPost Phys.* **12** (2022) 043 [2105.14027].

[59] J.H. Collins, P. Martín-Ramiro, B. Nachman and D. Shih, Comparing weak- and unsupervised methods for resonant anomaly detection, *The European Physical Journal C* **81** (2021).

[60] L. Benato, E. Buhmann, M. Erdmann, P. Fackeldey, J. Glombitza, N. Hartmann et al., Shared Data and Algorithms for Deep Learning in Fundamental Physics, arXiv e-prints (2021) arXiv:2107.00656 [2107.00656].
[61] Pierre Auger collaboration, The Pierre Auger Cosmic Ray Observatory, *Nucl. Instrum. Meth. A* **798** (2015) 172 [1502.01323].

[62] R. Springer, The high altitude water cherenkov (hawc) observatory, *Nucl. and Particle Physics Proceedings* **279-281** (2016) 87.

[63] LHAASO collaboration, The LHAASO experiment: from Gamma-Ray Astronomy to Cosmic Rays, *Nucl. Part. Phys. Proc.* **279-281** (2016) 166 [1602.07600].

[64] Extensive Air Shower Simulation with CORSIKA: A User’s Guide. https://web.ikp.kit.edu/corsika/usersguide/usersguide.pdf.

[65] K. Bernlöhr, Simulation of imaging atmospheric cherenkov telescopes with corsika and sim_telarray, *Astroparticle Physics* **30** (2008) 149–158.

[66] Karl Kosack et al, ctapipe. 10.5281/zenodo.3837306.

[67] S. Funk, G. Hermann, J. Hinton, D. Berge, K. Bernlöhr, W. Hofmann et al., The trigger system of the h.e.s.s. telescope array, *Astroparticle Physics* **22** (2004) 285–296.

[68] W. Benbow, The Status and Performance of H.E.S.S., in High Energy Gamma-Ray Astronomy, F.A. Aharonian, H.J. Völk and D. Horns, eds.; vol. 745 of American Institute of Physics Conference Series, pp. 611–616, Feb., 2005, DOI.

[69] M. Hupfer, Gamma-Hadron-Separation in the Mono Regime of the H.E.S.S. II Experiment, Master’s thesis, U. Erlangen-Nuremberg (main), 2008.

[70] T.G. Rizzo, Z′ phenomenology and the LHC, in Theoretical Advanced Study Institute in Elementary Particle Physics: Exploring New Frontiers Using Colliders and Neutrinos, pp. 537–575, 10, 2006 [hep-ph/0610104].

[71] ATLAS collaboration, Search for high-mass dilepton resonances using 139 fb−1 of pp collision data collected at √s = 13 TeV with the ATLAS detector, *Phys. Lett. B* **796** (2019) 68 [1903.06248].

[72] CMS collaboration, Search for high-mass resonances in dilepton final states in proton-proton collisions at √s = 13 TeV, *JHEP* **06** (2018) 120 [1803.06292].

[73] S.D. Ellis, C.K. Vermilion and J.R. Walsh, Techniques for improved heavy particle searches with jet substructure, *Phys. Rev. D* **80** (2009) 051501 [0903.5081].

[74] J. Thaler and K. Van Tilburg, Identifying Boosted Objects with N-subjettiness, *JHEP* **03** (2011) 015 [1011.2268].

[75] V. Rentala, W. Shepherd and T.M.P. Tait, Tagging Boosted Ws with Wavelets, *JHEP* **08** (2014) 042 [1404.1929].

[76] J. Alwall, R. Frederix, S. Frixione, V. Hirschi, F. Maltoni, O. Mattelaer et al., The automated computation of tree-level and next-to-leading order differential cross sections, and their matching to parton shower simulations, *JHEP* **07** (2014) 079 [1405.0301].

[77] S. Amrith, J. Butterworth, F. Deppisch, W. Liu, A. Varma and D. Yallup, LHC Constraints on a B − L Gauge Model using Contur, *JHEP* **05** (2019) 154 [1811.11452].

[78] S. Arndt, J. Butterworth, F. Deppisch, W. Liu, A. Varma and D. Yallup, LHC Constraints on a B − L Gauge Model using Contur, *JHEP* **05** (2019) 154 [1811.11452].

[79] F.F. Deppisch, W. Liu and M. Mitra, Long-lived Heavy Neutrinos from Higgs Decays, *JHEP* **08** (2018) 181 [1804.04075].

[80] L. Basso, A. Belyaev, S. Moretti and C.H. Shepherd-Themistocleous, Phenomenology of the minimal B-L extension of the Standard model: Z′ and neutrinos, *Phys. Rev. D* **80** (2009) 055030 [0812.4313].

[81] F. Chollet et al., Keras. 2015.

[82] M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean et al., TensorFlow: A system for large-scale machine learning, arXiv e-prints (2016) arXiv:1605.08695 [1605.08695].
[82] D.P. Kingma and J. Ba, *Adam: A Method for Stochastic Optimization*, arXiv e-prints (2014) arXiv:1412.6980 [1412.6980].

[83] K. Simonyan and A. Zisserman, *Very Deep Convolutional Networks for Large-Scale Image Recognition*, arXiv e-prints (2014) arXiv:1409.1556 [1409.1556].

[84] I. Shilon, M. Kraus, M. Büchele, K. Egberts, T. Fischer, T. Holch et al., *Application of deep learning methods to analysis of imaging atmospheric cherenkov telescopes data*, Astroparticle Physics 105 (2019) 44–53.