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Abstract—Multi-access edge computing (MEC) and network virtualization technologies are important enablers for fifth-generation (5G) networks to deliver diverse applications and services. Services are often provided as fully connected virtual network functions (VNFs), through service function chaining (SFC). However, the problem of allocating SFC resources at the network edge still faces many challenges related to the way VNFs are placed, chained and scheduled. In this paper, to solve these problems, we propose a game theory-based approach with the objective to reduce service latency in the context of SFC at the network edge. The problem of allocating SFC resources can be divided into two subproblems. 1) The VNF placement and routing subproblem, and 2) the VNF scheduling subproblem. For the former subproblem, we formulate it as a matching game (MFG) in which VNFs are modeled as entities contending over edge resources with the goal of reducing the resource consumption of MEC nodes and reducing latency for users. We propose a on a reinforcement learning-based technique, where the Ishikawa-Mann learning algorithm (IMLA) is used. For the later subproblem we formulate it as a matching game between the VNFs and an edge resource in order to find the execution order of the VNFs while reducing the latency. To efficiently solve it, we propose a modified version of the many-to-one deferred acceptance algorithm (DAA), called the enhanced multi-step deferred acceptance algorithm (eMSDA). To illustrate the performance of the proposed approaches, we perform extensive simulations. The obtained results show that the proposed approaches outperform the benchmarks other state-of-the-art methods.

Index Terms—Edge computing, virtual network functions, resource allocation/provisioning, service function chaining, game theory, vnf placement and routing, vnf scheduling.

I. INTRODUCTION

The fifth generation (5G) of mobile systems is being promoted to accelerate the development of smart cities, not only through improved data throughput but also through support for the expected large amount of connected devices [1]. Many of the use cases involving latency-sensitive applications and highly responsive services, are now achievable with less effort and cost [2]. To enable such services, 5G relies on emerging technologies such as cloud computing, multi-access edge computing (MEC), and virtualization technologies that can meet the demands of network flexibility and elasticity. MEC on one hand [3] emerged to address the limitations of cloud computing primarily in terms of latency. As an extension of the cloud computing paradigm to the edge of the network, MEC enables data processing close to where it is generated [3]. In addition, MEC can assist 5G in enabling ultra-reliable and low-latency communication (URLLC), enhanced mobile broadband (eMBB), and support massive machine-like communication (mMTC) [1]. On the other hand, virtualization technologies have appeared as a remarkable concept to provide efficient provisioning for 5G and beyond networks through software-defined networking (SDN) and network functions virtualization (NFV) [4], [5]. Using virtualization technologies, physical network components and hardware devices can be abstracted into software called virtual network functions (VNFs) [6]. VNFs can be instantiated and executed in the data plane as virtual machines or containers accommodated in devoted infrastructures such as cloud or MEC platforms. Services are often offered as a chain of multiple VNFs to compose a service function chain (SFC). Nevertheless, resource provisioning of SFCs remains a challenging problem, especially to meet latency and resource consumption requirements. Resource provisioning in the context of SFCs requires addressing multiple subproblems including (i) the VNFs placement, (ii) the VNFs chaining and (iii) the VNFs scheduling [3], [6]. To achieve all the required performance, it is necessary to treat these three subproblems as an indivisible part of SFC resource provisioning process. The SFC resource provisioning problem should be solved regarding different types of resources, namely computation, storage, and transmission. In fact, many works have studied the problem of SFC resource provisioning but considering only computation or transmission, ignoring the storage resources. However, on many occasions, services may require content storage for caching purposes [7] or for storing results of processing as in some machine learning paradigms [8]. In addition, most existing solutions [9]–[16] assume that the VNFs have equal requirements and are homogeneous within a single MEC node. However, in real use cases, VNFs often require different amounts and types of resources, and have different purposes. In addition, to meet the URLLC requirements of 5G, it is necessary to consider the MEC as an infrastructure to accommodate VNFs.

The VNFs placement problem aims to find a suitable location for the VNFs (VMs/containers) in MEC nodes, where each MEC has physical devices on which VMs/containers can be instantiated according to demand [6]. In fact, the advantage of deploying VNFs at the MEC level is the proximity to users, which allows low latency. Proper placement of VNFs is motivated by optimizing resource consumption or overall network performance, while minimizing the cost (in terms
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of energy consumption, latency, and financial) or penalties for service level agreement violations. Although these parameters are quite appropriate for NFVs, most of the work proposed in this context focuses only on reducing the cost of deployment, improving QoS and availability, while neglecting the constraints related to MEC itself. These constraints are associated with service latency and resource consumption. The SFC chaining subproblem seeks to find the optimal VNfs path to transmit the processed packets when the number of transmission links or their capacities are limited. It is addressed within cases where the VNfs is deployed/duplicated on several network sites. The two subproblems of VNfs placement and chaining are often addressed jointly in the literature [9]–[16] and many approaches have been proposed for this purpose. We can classify these approaches as heuristic approaches [17], game theory-based approaches [9], machine learning-based approaches [14] and linear programming-based approaches [11]. However, these works concentrate on cost minimization under service level agreement constraints without considering MEC constraints. Finally, the SFC scheduling subproblem should be solved considering different MEC nodes, since SFCs are often running within a shared physical network and thus, several VNfs can be hosted in the same MEC node [6]. The VNfs scheduling subproblem can be defined as finding the sequence in which the collocated VNfs on each MEC node will be executed in order to achieve the minimum SFC execution time (i.e., the experienced delay between the execution of the source VNF and the completion of the destination VNF). This problem is in the NP-complete complexity class and thus cannot be solved in polynomial time unless \( P = NP \) [9].

To summarize, the main contributions of this paper are synthesized as follows:

- We study the SFC resource provisioning problem as an integral part in which we consider the subproblems of VNfs placement, VNfs chaining, and VNfs scheduling with the aim to reduce the overall latency and resource consumption while considering different types of resources, namely computational, storage and transmission resources.
- We model the VNfs placement and chaining subproblems on different MEC nodes as a mean-field game (MFG) to provide the adequate placement and chaining of VNfs on different MEC nodes. The game involves heterogeneous VNfs that require different amounts and types of resources. We also consider a stochastic arrival of requests for an enhanced resource provisioning results.
- We model the VNfs scheduling as a matching game to address the problem of multiple heterogeneous VNfs running within the same MEC node. We extend the classical deferred acceptance algorithm, and we proposed the enhanced multistage deferred acceptance algorithm (eMSDA) to support constraints on processing completion, routing time, and resource consumption.
- We provide a theoretical study for both games by proving their stability and equilibrium.

The remainder of this paper is structured as follows. Section II presents the system model. Subsequently, we formulate the problem of resource provisioning and we present the different system requirements in Section III. In Section IV, we provide the details about the proposed solutions for the VNfs placement, chaining, and scheduling. The performance of the system is simulated in Section V. Last but not least, the related works are discussed in Section VI. Finally, we conclude the paper in Section VII.

### II. System Model

In this section, we present the considered entities of the system model, followed by the system description, namely, service requests and the physical resources of MEC nodes. Table I summarizes the important notations used in the system model.

For sake of clearness, in what follows, we denote by the index \( i \) represents the MEC nodes, \( j \) represents the users, \( k \) represents the services, and \( v \) represents the VNfs.

#### A. Physical network substrate

In this work, we consider a slotted system with \( t \in \mathbb{N} \) that represents the time slots, where \( \mathbb{N} \) represents the set of natural numbers. We consider a MEC network consisting of \( N \) edge nodes (ENs) \( \mathcal{E} = \{e_1, \ldots, e_N\} \) distributed over a geographical area and interconnected through physical links

| Symbols | Definition |
|---------|------------|
| \( \mathcal{E} \) | Set of edge nodes |
| \( \mathcal{U} \) | Set of users |
| \( \mathcal{F}_i \) | Set of VNfs hosted in EN \( i \) |
| \( \mathcal{F}_k \) | Set of VNfs composing the SFC \( k \) |
| \( \mathcal{S} \) | Set of SFCs |
| \( \rho_{(j,k)} \) | Request for service \( k \) by user \( j \) |
| \( \varphi_v \) | Requirement of VNf \( v \) |
| \( c_i \) | Computational capacity of EN \( i \) |
| \( s_i \) | Storage capacity of EN \( i \) |
| \( \omega_i \) | Transmission of EN \( i \) |
| \( f_{src} \) | First VNF of SFC \( k \) |
| \( f_{dest} \) | Destination VNF of SFC \( k \) |
| \( L_k \) | Virtual links of SFC \( k \) |
| \( x^i_j \) | User-EN VNf assignment |
| \( z^f_{(i,v)} \) | VNf-EN assignment |
| \( y^j_k \) | VNf-SFC assignment |
| \( z^k_{k,l} \) | VNf-SFC-EN assignment |
| \( m_{uv} \) | Mean field term |
| \( r_v \) | Payoff function |
| \( \alpha_j \) | Strategy taken by VNf \( j \) |
| \( \mathcal{A} \) | Set of strategies |
| \( \lambda \) | Learning rate |
| \( \succ f_{(j,i)} \) | Preferences of VNfs over EN |
| \( \succ_i \) | Preferences of EN over VNfs |
| \( \mu(\cdot) \) | Many-to-One mapping |
| \( q_i^{\text{min}} \) | Quota min |
| \( q_i^{\text{max}} \) | Quota max |
These devices host a set of VNFs, servers, routers, access points, and even eNodeBs/gNodeBs. An aggregation of heterogeneous edge devices such as connected vehicles [19]. We denote the set of users associated with the network is supervised by an SDN controller. Both the edge layer through edge gateways. Gateways forward the requests to the associated edge node. In this paper, we consider the edge layer through edge gateways. Gateways forward the requests to the associated edge node. In this paper, we consider the placement of the VNFS within a given EN regardless of the specific assignment between the VNFS and the devices of the corresponding EN. Moreover, in this paper, we leverage our previous works [20], [21] on resource representation to allow the EN to exchange their resource availability status and we consider the overall available resources of the EN. Each VNF requires an amount of resource to perform its tasks in terms of computing, storage, and transmission. The available resource at the EN $i$ at time-slot $t$ is given by,

$$\alpha_i(t) = \langle c_i(t), s_i(t), \omega_i(t) \rangle$$  \hspace{1cm} (1)

where $c_i(t)$ is the available computational resource, $s_i(t)$ the available storage resource, and $\omega_i(t)$ the available transmission resource. Services are represented by the set $S = \{s_1, ..., s_O\}$ in which a single service $s_k$ is given by the following tuple:

$$s_k = \langle F_k, f^s_{\text{src}}, f^s_{\text{dest}}, L_k \rangle,$$  \hspace{1cm} (2)

where $F_k$ denotes the set of VNFS composing the SFC $s_k$ in the ascending order, as depicted in Fig. 2. The source and destination VNFS of SFC $s_k$ are given by $f^s_{\text{src}}$ and $f^s_{\text{dest}}$, respectively. The virtual links (VLs) between the VNFS of the SFC $s_k$ is denoted as $L_k$ and is represented with $L_k = \{(v,v') | (v, v') \in F_k \text{ with } v \neq v'\}$. We also consider that VNFS have different requirements,

$$\bar{\alpha}_v = \left\langle c^v_{(i,j)}, s^v_{(i,j)}, \omega^v_{(i,j)} \right\rangle,$$  \hspace{1cm} (3)

where, $c^v_{(i,j)}$ represents the computational requirement, $s^v_{(i,j)}$ the storage requirement, and $\omega^v_{(i,j)}$ transmission. We assume that users are already associated to the ENs as proposed in [22]. We consider a binary parameter to represent the user-EN assignment $x_j^i$ defined as:

$$x_j^i = \begin{cases} 1, & \text{if user } j \text{ is associated to EN } i, \\ 0, & \text{otherwise}. \end{cases} \hspace{1cm} (4a)$$
where
\[ \sum_{j \in \mathcal{U}} x^i_j = 1, \forall j \in \mathcal{U}. \] (4b)

We define the VNF-EN association with the variable \( x^f_{i,v} \) as,
\[ x^f_{i,v} = \begin{cases} 1, & \text{if the replica of VNF } v \text{ is selected in EN } i, \\ 0, & \text{otherwise.} \end{cases} \] (5)

**B. Service Requests**

In the literature, many request arrival models have been studied and applied to queuing based systems such as the Poison processes [23], statistic arrivals based on observing the state of the system to build an arrival model [24], [25] and stochastic arrival models [26]–[28]. The impact of the request arrival model is crucial, especially when investigating an online-related problem such as in [10]. In [10], the authors considered that the requests arrive in a sequence but did not consider a precise model. However, the requests arrival model has a crucial role in studying resource allocation in a MEC architecture. The work in [26] investigates the problem of stochastic online matching and considered an independent and identical distributed (IID) request arrival model. This model’s request arrival is stochastic-based that has been studied in a variety of online problems such as the \( k \)-server problem [27] and matching problem [28]. Adopting an IID model for request arrival with a stochastic framework can improve the quality of the results regarding the resource allocation [26].

In this paper, we adopt IID request arrival model as described in [26]. We model the request arrival to denote the means of requests received by an EN using the variable \( \sigma \) described as follows:
\[ \sigma = \{ \sigma_i, i \in \mathcal{E} \}. \] (6)

Let \( \rho_{(j,k)} \) represents a request for the service \( k \) by the user \( j \), and is defined as,
\[ \rho_{(j,k)} = (s_k, d_j, T_{out}) \], (7)

where, \( s_k \) is the requested service, \( d_j \) is the data packet and \( T_{out} \) is the timeout; the time at which the users must complete the service.

**C. EN Physical Resources**

As mentioned before, the ENs are formed by aggregating different heterogeneous edge devices such as servers, edge routers, small base stations, or even eNodeBs and gNodeBs. In [20], [21], we proposed a resource representation model that allows these heterogeneous devices to exchange information about their resource capabilities in terms of type of the operations that can handle. For instance, the edge routers are more into network operations unlike edge servers that are more into data processing and edge learning. In this paper, we will leverage our proposed resource representation model to get the overall capacities of each EN. In other words, we will focus on the position of the VNFs at the EN in general. The ENs communicate horizontally through PhyL that can generally be wired or wireless.

1) **Virtual Links Allocation**: The virtual links must allocate a portion of the physical links resources to transmit the packets. We introduce \( r^i_{(v,v')} \) as binary parameter to denote whether VNFs are located into different EN. In fact, \( r^i_{(v,v')} \) defines whether a VL allocation on PhyL is necessary or not. We also define the binary parameter \( y^i_l \) to denote VL-PhyL assignment. \( r^i_{(v,v')} \) and \( y^i_l \) are defined as follows:
\[ y^i_l = \begin{cases} 1, & \text{if VL } z \text{ is allocated on PhyL } (i,i'), \\ 0, & \text{otherwise}, \end{cases} \] (8a)
\[ r^i_{(v,v')} = \begin{cases} 0, & \text{if VNFs are within the same EN}, \\ 1, & \text{otherwise}, \end{cases} \] (8b)
\[ \sum_{z \in L_k} \sum_{(i,i') \in L_{(i,i')}} r^i_{(v,v')} \times y^i_l = 1 \quad i \neq i' \text{ and } v \neq v', \] (8c)

In case VNFs of the same SFC are located within the same EN, Eq. (8c) ensures that the PhyL-VL allocation operation is not performed.

2) **Processing Model**: In the considered system model, each VNF process the forwarded packets using the allocated resource from the EN. Given a request \( \rho_{(j,k)} \) with a packet size \( d_j \), the processing delay of a packet \( j \) is given as follows:
\[ \gamma^v_{(i,i)}(t) = \frac{d_j}{\alpha_i(t)} \] (9)

The transmission delay between two consecutive VNFs in EN \( i \) and \( i' \) is given as follows,
\[ \gamma^z_{(i,i')} = \frac{d_j}{\bar{l}^z_{(i,i')}}(t) \] (10)

where \( \bar{l}^z_{(i,i')} \) represents the virtual link \( z \) capacity, given as follows,
\[ \bar{l}^z_{(i,i')} = B \log_2 \left( 1 + \frac{P_i |g_{(i,i')}|^2}{\xi^2 + \sum_{i' \neq i} P_{i'} |g_{(i',i')}|^2} \right), \] (11)

Fig. 2. Example of SFC deployment over multiple edge nodes.
where $B$ is the bandwidth, $P_i$ the power of transmission of $i$, $g_{(i,j)}$ the channel gain between the ENs, and $\zeta^2$ the noise variance. The overall delay experienced from requesting service $k$ is given as follows,

$$\gamma_j(t) = \sigma_i \sum_{\varepsilon_i \in E} \gamma_{ij}^v(t) + \sum_{l \in L_k} \gamma_j^l(t) + \gamma_{queue}$$  \hspace{1cm} (12)

where $\gamma_{queue}$ is the queuing time at the full controller queue. Without loss of generalities, we consider an $M/M/1$ queue, and we adopt the Little’s law to cope with queuing delay.

### III. Problem Formulation

#### A. The VFN placement and chaining subproblem

We formulate the problem as a mean-field resource allocation game [29], [30] in which a number of VNFs in the ENs are trying to operate within the available resources. We denote the game in MEC node $i$ with $G_i$. We consider a set $A$ to represent the set of actions (strategies) to be chosen by players, which are given by the VNFs. An action $a_j \in A$ could be a demand for a resource such as CPU, storage, or transmission. The game $G_i$ is given as follows:

$$G_i = \langle F_i, A, (r_j)_{j \in F_i} \rangle,$$  \hspace{1cm} (13)

where $r_j$ denotes the payoff function of player $j$. It represents the amount of the allocated resources, given as follows:

$$r_j(A) = \alpha_i - \sum_{j' \in F_i, j' \neq j} h(a_{j'}) - a_j \times \gamma_{(i,j)},$$  \hspace{1cm} (14)

where $\gamma_{(i,j)}$ is the expected delay of using the resources at the EN $i$ (i.e. $a_j \times \gamma_{(i,j)}$ represents the cost of the service) and $h(\cdot)$ is a mapping that should meet the following conditions:

$$\begin{align*}
\sum_{v' \in F_i, v' \neq v} h(a_{j'}) > 0, \\
\sum_{v' \in F_i, v' \neq v} h(a_{j'}) > 0, \\
h(0) = 0, \text{ and } h(\cdot) \text{ is a positive function.}
\end{align*}$$  \hspace{1cm} (15)

We define the mean-field term $m_v$, which represents an important parameter in the study of the mean-field game,

$$m_v = \left(\frac{1}{F_i} \sum_{j' \in F_i} a_j^{\beta} \right)^{\frac{1}{\beta}}$$  \hspace{1cm} (16)

where $F_k$ is the set of VNFs in the requested SFC. Hence, we can express the payoff function and the mean-field terms differently as follows:

$$\begin{align*}
\bar{r}_v^{(i)}(a_j, m_v, \gamma_{(i,j)}) &= \alpha_i \left(\frac{a_j}{m_v}\right)^{\beta} - a_j \times \gamma_{(i,j)} \\
\bar{m}_{(v,\gamma)} &= \frac{1}{v-1} \sum_{j' \in F_i, j' \neq j} a_j^{\beta}
\end{align*}$$  \hspace{1cm} (17)

We could then simplify the term of $m_{(v,\gamma)}$ and rewrite it as:

$$m_{(v,\gamma)} = \frac{1}{v-1} \left(\frac{m_v^{\beta} - a_j^{\beta}}{v} \right)$$  \hspace{1cm} (18)

The problem of VNF placement and chaining can be defined as the optimal value of the strategy $a_j \in A$ to be obtained while solving (20) for infinite number of VNFs and solving (17) for a finite number of VNFs.

#### B. The VNF scheduling subproblem

It is shown in [9] that the VNF scheduling problem is NP-complete, thus, cannot be solved in polynomial time, unless $P = NP$. To efficiently solve the problem, we formulate it as a many-to-one matching game where the VNFs and the EN represent players with a list of preferences.

We consider that the access to the EN resource by the VNF starts if and only if the previous VNF for a given SFC is completely finished and forwarded to the following VNF whenever it exists. Let us consider the processing time for each VNF as $p_v$. We also define the starting time of VNF $v$ at EN $i$ as $\tau_i^v$. The completion time $\xi_i^v$ is simply the maximum of the sum of the values of $p_v$ and $\tau_i^v$.

We introduce time related parameters to express the operational assignment between the VNFs and the time slots. Let $x_{(i,v)}^{t,f}$ represents the assignment of time slot $t$ to instance $f$ of VNF $v$ in EN $i$. $x_{(i,v)}^{t,f}$ is the starting time for the forward operation of the instance $f$ of VNF $v$ at the EN $i$, subsequently, $\theta_{(i,v)}^{t,f}$ is the assignment of time slot $t$ to the forwarding operation.

The objective is to minimize the completion time,

$$\xi_i^v = \min \left\{ \max_{v \in F_i} (p_v + \tau_i^v) \right\}$$  \hspace{1cm} (21)

considering the following constraints,

$$p_v + \tau_i^v \leq \tau_i^{v+1}$$  \hspace{1cm} (22a)
Constraint in Eq. (22a) ensures the order of starting time for the VNF v. Constraint in Eq. (22b) ensures the sufficiency of the total allocated time for the VNF v. Constraint in Eq. (22c) ensures that the scheduling for the VNF v is not performed earlier than it should be (i.e., in cases where VNF v’ is waiting to be processed/forwarded). Constraint in Eq. (22d) ensures that the time out of the processing/forwarding of the VNF v is respected. Constraint in Eq. (22e) ensures the completeness of the process-forward process (i.e., forwarding only the finished VNFs) Constraint in Eq. (22f) similar to Eq. (22e) ensures that a VNF will not be processed until the total forward of the previous VNF. Constraint in Eq. (22g) ensures that the requirement of each VNF are met.

IV. THEORETICAL GAME APPROACH SOLUTION

In this section, we will present our approach for MEC-enabled SFC resource allocation. The VNFs placement and chaining is provided through the resolution of the MFG. Then, based on the placement and chaining provided by the previous step, we provide a matching-based solution to schedule the VNFs’ execution on different ENs.

A. The VNFs Placement and Chaining

1) Mean-Field Game based resource provisioning: The MFG-based solution relay on the IMLA algorithm (Algorithm 1). IMLA is performed on three stages; the learning stage, the placement stage and the routing stage. At the learning stage, we train our model to find the optimal strategy for each VNF. At each iteration, the controller chooses a random action, then compute the best response correspondence solution from Eq. (33). Then it stores the obtained values, and updates the mean-field term according to Eq. (16). At the end of this stage, we obtain the optimal strategy that makes the system converges to a Nash equilibrium. To place the VNFs accordingly, we choose the requested ones having the optimal actions, then instantiate the adequate VNFs’ containers. Finally, regarding the routing stage, the SDN controller gets the placement of the VNFs on other nodes. Therefore, each VNF forwards the processed packets to the next VNF on the SFC.

2) Equilibrium analysis: Let us first introduce the best response correspondence problem (BRC) for each player (VNF in our case) when we have a fixed number of players. BRC is presented as follows; given the set of all possible strategies of all players but j, a\_j = \{a\_1, \ldots, a\_j-1, a\_j+1, \ldots\}, find the maximum of their payoff functions, i.e. find a\_j as:

\[
a\_j \in \arg\max_{a\_j} \{r\_j(a\_j', a\_j)\}
\]

where a\_j in this problem represents the best response of player j when another player asks for the same type of resources. BRC have a solution if we obtain a negative second-order derivative of the payoff \(r\_j^\star(a\_j, m(v, -j))\); \(\partial^2 r\_j^\star(a\_j, m(v, -j)) < 0\) (see appendix A for the proof), therefore, a Nash equilibrium exists and is given by:

\[
\sqrt{\frac{a\_j^\beta - 1}{v\gamma(i, j)}} \sum_{j, j' \in F_i, j \neq j'} a\_j^\beta \left(\frac{v - 1}{v} a\_j'^\beta - a\_j'^\beta \right) = 0
\]

We notice that the actions space and the payoff function are identical and invariant respectively, which means that this game is symmetric [30]. Therefore, NE is given as follows:

\[
\sqrt{\frac{a\_j^\beta - 1}{v\gamma(i, j)}} \sum_{j, j' \in F_i, j \neq j'} a\_j^\beta \left(\frac{v - 1}{v} a\_j'^\beta - a\_j'^\beta \right) = 0
\]

By developing the term of Eq. (25), we obtain the NE value for the BRC:

\[
a\_j^\star = \frac{\beta \rho_i (v - 1)}{v^2 \gamma(i, j)}
\]

In addition, whenever a equilibrium exists, all players have symmetric strategies, and, the NE payoff is given as,

\[
r\_j^\star(a\_j^\star) = a\_j^\gamma(i, j) \left[\frac{a\_j^\beta + M}{\beta M} - 1\right]
\]

Algorithm 1: IMLA: Ishikawa-Mann Learning Algorithm.

**Input:** \(\lambda, A, \beta, \rho_{j,k}\)

**Learning stage:**
1. for \(t = 0, t < \text{iterations} \) do
2. Choose random action \(a\_j \in A\);
3. Compute BRC\(a\_j\) from Eq. (33);
4. Update the mean term in Eq. (16)
end

**Placement stage:**
6. Choose VNFs with optimal actions according to Eq. (23);
7. Instantiate the VNFs containers;

**Routing stage:**
8. Get other nodes VNFs placement;
9. Select next VNFs for the requested SFC;
10. Solve the problem of Eq. (21) to forward processed packets;
with \( M \) is given as,
\[
M = \frac{1}{v} \sum_{j' \in F_i} a_{j'}^\beta
\]  
(28)

For values of \( \beta \in [0, 1] \), we have \( r_{i,j}^* \geq 0 \), otherwise, if \( \beta > 1 \), then the strategies of the players using the resources depends on others that does not use the resources and the number of VNFs executing tasks is satisfying:
\[
\frac{\beta}{\beta - 1} \geq v
\]  
(29)

Under these conditions, the solution of BRC is equal to 0. The resources are not wasted (i.e., efficient usage) when the delay is equal to,
\[
\gamma_{i,j} = \beta \times \frac{v - 1}{v}
\]  
(30)

For \( \gamma_{i,j} < \beta \), the requested amount of resources and the available resources are equal at the equilibrium, hence, the efficient ratio is written as
\[
\nu = v \times \frac{a_{NE}^*}{\rho_i}
\]  
(31)

The equilibrium increases with \( \beta \) and the amount of requested resources decreases with the delay \( \gamma_{i,j} \).

3) Reinforcement Learning based solution: In this paper we propose an iterative learning algorithm that converges to a NE. This algorithm is executed by the SDN controller to compute the adequate placement and chaining of the VNFs in the SFCs. The benefit of using an iterative algorithm is the low computational complexity required for reaching the equilibrium. We use the following formulation based on Ishikawa-Mann iteration \([31]\),
\[
a_{i(t+1)} = \lambda BRC(a_i) + a_i(1 - \lambda)
\]  
(32)

where \( \lambda \) is the learning rate, and BRC is the solution function to the problem in Eq. (23), given as follows,
\[
BRC(a_j) = \max \left\{ v \sqrt{\frac{\beta a_i}{v\gamma_i} \left( m - \frac{a}{v} \right) - \left( m - \frac{a}{v} \right), 0} \right\}
\]  
(33)

Eq. (33) is obtained through solving the equation \( BRC(a_j^*) = a_j^* \).

Regarding the infinit regime (i.e., cases with huge number of VNFs competing over the EN resources), we stick with the same solution approach based on the BRC, with a small change regarding the mean-field term. In the case of huge number of users, the mean-field term is also updated accordingly with the evolution of the BRC stages as follows,
\[
a_{i(t+1)} \in \arg \max_{a_{j'}^t} \left\{ \tilde{f}(a_j^t, m_t) \right\}
\]  
(34)

and the main objective is to maximize the payoff at the next stage, given as,
\[
m_{t+1} = \lambda BRC(m_t) + m_t(1 - \lambda)
\]  
(35)

The complexity of the proposed Ishikawa-Mann algorithm (Algorithm 1) depends on the complexity of the BRC function.

However, considering that the values of the learning rate are smaller and fixed, the BRC converges to a fixed point \( \nu \) in near-proximity of the equilibrium value \( a_{i,j}^* \), which makes the convergence time \( O(\log(v)) \) \([30]\). Therefore, we conclude that proposed approach converges in a logarithmic time \( O(\log(v)) \).

B. The VNF scheduling subproblem

To illustrate the subproblem, Fig. 3 provides an example of SFC scheduling based on the example of Fig. 2. The scheduling time is essentially the sum of the processing time for each VNF in the SFCs, the transmission, and the queuing delay. By processing we mean the processing of the request by a given VNF, which could include the computational and the storage. The transmission time is considered to take part of the queuing part.

1) Many-To-One Matching Game: Considering the constraints on resource provisioning and the execution order of VNFs from the previous section, the SDN controller, as a supervising entity of the network, needs to find the adequate schedule to execute the VNFs of the SFCs on the different nodes of the system. The VNFs-resources assignment at each moment of the network operations is considered as the output of a many-to-one matching game. The players are the VNFs showing their interest to be matched to the resources of an EN and we define the requirements for a matching game, namely, the stability, blocking pairs, and preferences lists of each set of players as follows. For simplicity, the VNFs-resources assignment will be denoted as VFNs-ENs assignment.

The preference is defined as binary relationship defined between the elements of the players sets. The relationship is complete, reflexive, and transitive. Let us denote \( \succ_i \) the preferences list of the ENs and \( \succ f_{i,j} \) the preference list of the VNFs. \( e_i \succ f_{i,j} \) means that the VNF \( f_{i,j} \) prefers the EN \( i \) over the EN \( e_i \). Using the same notation, we define the preferences of ENs over VNFs by \( \succ_f \).

Definition 4.1 (Many-to-One matching game): A many-to-one matching game is a two-sided assignment problem between two disjoint sets of players where the players on the first set express their interest to be matched to a player of
Remove matched VNFs from
Add matched VNFs to

Algorithm 2: eMSDA: enhanced Multi-Staged Deferred Acceptance Algorithm.

Input: \( \succ_{f(i,j)} \), \( F_p \), \( \succ_i \), \( F_k \), \( E \), \( q_i^{min} \), \( q_i^{max} \)
Output: \( \mu(f(i,j)) \)
Initialization: \( q_i^{0, min} = q_i^{min} \), \( q_i^{0, max} = q_i^{max} \), \( \forall i \in E \)
while \( F_p \neq \emptyset \) do
    \( Q^0 = \sum_{i \in E} q_i^{\theta, min} \);
    \( R^0 = \{ f_{v_i} \} \) with \( \sum_{i \in E} \alpha_i(t) \leq Q \);
    \( UM = R^{th-1}, R^0 \);
    if \( UM \neq \emptyset \) then
        Apply classic DAA on unmatched VNFs in \( UM \) with \( q_i^{\theta, max} \);
    else
        Apply classic DAA on unmatched VNFs in \( UM \) with \( q_i^{\theta, min} \);
    end
    if (22c)-(22e) are met then
        Add matched VNFs to \( \mu \);
        Remove matched VNFs from \( F_p \);
        Update the quotas according to Eqs. (38a) and (38b);
    end
return \( \mu \)

the other set based on a preference. Let \( \mu \) be a many-to-one mapping from the set of VNFs to the set of ENs. \( \mu : F_i \rightarrow E \) satisfying the following conditions:

- \( \forall f(i,j) \in F_i \) we have \( \mu(f(i,j)) \in E \)
- \( \forall e_i \) we have \( \mu(e_i) \in F_i \)
- \( \mu(f(i,j)) = e_i \) exits, only if \( e_i \in F_i \)

We consider that the VNFs-EN assignment takes into account a minimum and maximum number of VNFs to be matched to an EN to operate. These quantities are called quotas (minimal and maximal) and ensure a good resource consumption and fairness. Let \( q_i^{\theta, max} \) and \( q_i^{\theta, min} \) be the maximum and minimum quota, respectively, of the EN \( i \). \( \mu \) is feasible if and only if \( q_i^{\theta, min} \leq q_i \leq q_i^{\theta, max} \) with, \( q_i = |\mu(f(i,j))| \) and \( |\mu(f(i,j))| = \{0, 1\} \). A stable matching is defined as follows:

Definition 4.2 (Stable matching): A matching \( \mu \) is said to be stable if there is no intention from any pair \( (f(i,j), e_i) \) to deviate from \( \mu \). In other words there is no blocking pair is defined as follows:

Definition 4.3 (Blocking pair): \( (f(i,j), e_i) \) is said to be a blocking pair if it satisfies the following conditions:

- \( e_i \succ f(i,j) \) \( e_i' \), for \( e_i' \in \mu(f(i,j)) \)
- \( f(i,j) \succ_i f'(i,j) \)

Under the previous two definitions, \( \mu \) is stable and guarantee stability and fairness.

a - The VNFs preference List
As for the preferences of the VNFs, they always prefer an EN that will process/forward them in the shortest delay, hence, with available resources (based on the results of the VNFs placement and chaining) at the current time slot. The preference list of VNFs is given as follows,

\[
\tau_{f(i,j)}(a_j) = t
\]

b - The EN Preference List
The edge nodes, however, are more interested in executing/forwarding VFNs with smaller processing requirements.

\[
\tau_{a_j}(f(i,j)) = \inf \left\{ \rho_j \right\}
\]

Considering the quota constraints, the classic DAA [32] will not satisfy the feasibility of the matching (see appendix B). We consider a staged deferred acceptance algorithm that support the constraints of minimum and maximum quota. Our algorithm is called enhanced multi-stage deferred acceptance algorithm (eMSDA) and detailed in Algorithm 2. In addition, Nash equilibrium exists whenever a stable matching exists [33].

2) Enhanced Multistage Deferred Acceptance Algorithm: eMSDA is developed in Algorithm 2 inspired from the work in [34], which is based on a DAA algorithm performed in several stages. eMSDA works under the assumption that all the ENs share the same preference list ranking all the VNFs following their requirements in terms of resources. In addition, since the network is controlled by the SDN controller, this ensures that that the process of making the preferences list easy. We denote by \( F_p \) the list of preferences, and \( \succ_{F_p} \), the shared preference relationship. Initially, we temporarily reserve a subgroup of VNFs and perform the DAA on the remaining subgroup. The assignments at a given stage \( \theta \) for a subset of EN and VNFs are considered final, then accordingly, we reduce the minimum and maximum quotas as,

\[
q_i^{\theta, min} = \max \left\{ q_i^{\theta-1, min} \sum_{i \in E} \alpha_i(t), 0 \right\}
\] (38a)

\[
q_i^{\theta, max} = q_i^{\theta, max} - \sum_{i \in E} \alpha_i(t)
\] (38b)

At every stage we rank the VNFs into the most preferred and the least preferred. In fact, the number of the least preferred VNFs is the sum of the minimum quota of all the ENs. Depending on the number of preferred and non-preferred, we run the DAA with maximum quota. Moreover, VNFs cannot be matched unless the previous VNF is finished.

V. SIMULATION RESULTS

In this section, we present the simulation results to illustrate the performance of the proposed IMLA for the VNF placement and chaining subproblem, and the proposed eMSDA for the VNFs scheduling subproblem. We compare the performance of the proposed algorithms in terms of execution delay and resource consumption to the performance of a genetic algorithm based solution and an integer linear programming algorithm.
A. Games Stability and Convergence

To prove the existence of the equilibrium for the VNF placement and chaining problem, we simulated the BRC solution and compared it to the NE obtained mathematically. We performed exhaustive simulations on both finite and infinite regimes. Results are illustrated in Fig. 4 and Fig. 5. For both scenarios, the actions sets were generated randomly as, \( a_j \in A \) and \( A = \mathbb{R}_+ \). Fig. 4 illustrates the evolution of the chosen action when applying the IMLA algorithm. It is shown that both generated actions sets converges to a NE, and reached it approximately after 35 iterations of learning time.

IMLA algorithm converges to a NE whenever the learning rate is sufficiently small and constant. In fact, the function in Eq. (33) converges to a fixed point (i.e. equilibrium) with small values of \( \lambda \), precisely when \( \lambda \in (0, 1) \) [30]. In our case, we set \( \lambda \) equals to 0.05.

B. System Evaluation

In this section, we present the performance of the proposed approaches (IMLA) and (eMSDA) in terms of operations delay, execution delay, and resource consumption. In order to evaluate the performance of the algorithms, we compared them to benchmarks of existing approaches from the literature. In particular, we compared the approach to an meta-heuristic-based approach, and precisely the genetic algorithm (GA) [17], and integer linear-programming (ILP) [10]. The simulation setup consists in variable set of EN generated with values between 3 and 15, varying VNFs between 1 and 1000 per EN. The requests are generated randomly, so are the requirement of each EN. We fixed the value of \( \beta = 1 \), \( \lambda = 0.05 \), the learning iterations in 200, and the packet’s size between 100 and 10000 Kb.

Fig. 6 and Fig. 7 illustrate the performance of the proposed approach in terms of execution delay as a function of the number of the VNFs. It is shown that the proposed algorithms outperforms both of other approaches. In fact, both of the proposed algorithms (i.e., IMLA and eMSDA) have, first, a lower complexity compared to other algorithms in terms of their implementations. Second, for instance the IMLA execution time depends on the convergence of the BRC solution, which is very low compared to the benchmark algorithms (i.e., \( O(\log(v)) \) vs \( O(Mv^2) \), with \( M \) is the number of generations after which the GA converges to a solution). As for the scheduling, the GA approach show a constant behavior compared to the proposed approach and to the ILP-based approach. Although a stable behavior when it comes to a huge number of VNFs, it is not beneficial in case the number of VNFs to schedule is small. Fig. 6 and Fig. 7 show that the proposed approach based on the game theory model consumes less time for the operational delay, nearly 40% less than the GA and 25% compared to ILP in the case where the number of VNFs to manage is sufficiently big (i.e., 1000 in this case).
Fig. 8 shows the evolution of the delay as a function of the packet’s size for both the eMSDA and the IMLA. In this scenario, we considered the average delay obtained from the different setups of the random scenarios through varying the number of ENs, SFCs, and the number of VNFs per SFC and also varying the size of the packets processed by the SFCs. In most of the cases, the proposed approach shows an enhancement in terms of execution delay of the SFCs. The proposed approach offers a reduced delay (around 45%) compared to other approaches when it comes to processing different configurations of packets in terms of packet’s size. Such result is justified by, first, the reduced time that both proposed algorithms are showing in terms of placing and chaining, and second, by the enhanced scheduling provided by the eMSDA, that not only provides a stable matching for the VNFs and ENs resources but also provides a low delay in terms of execution time.

Fig. 9 and Fig. 10 illustrate the resource consumption of the proposed algorithm compared to the GA and ILP approaches. It is shown that the proposed approach gives better results in terms of resource consumption (i.e., CPU and memory). The GA approach shows a constant behavior also in terms of memory consumption, which can explain more the results obtained in Fig. 7. As for ILP, the consumption of the CPU and the memory is still higher than the proposed approach and the GA. We can conclude from Fig. 9 and Fig. 10 that the proposed approach offers enhanced results compared to the benchmarked approaches. The theoretical game based approach shows around 40% lower than the ILP approach and 25% better than GA especially when the number of VNFs is large.

VI. RELATED WORKS

The VNF/SFC resource allocation approaches can be grouped into three main categories, theoretical games approaches [9], [35], linear programming variant approaches [10]–[12], the machine learning approaches [13], [14] and the heuristic approaches [15], [16].

Work in [9] highlighted the importance of the VNF scheduling, and proposed a matching-based algorithm, namely, the one-to-one matching to cope with the scheduling problem which is NP-hard. The proposed approach guarantees the stability of the scheduling process. However, the authors in this work consider only the scheduling of one VNF at a time, and even in the transmission phase, the whole channel is allocated to one and only one VNF. Compared to our work, we considered a many-to-one matching game to schedule multiple VNFs at a time. Work in [10] proposed an online provisioning for NFV considering both unicast and multicast services with two types of VNFs, mandatory and best-effort instances. In addition, the work considered only the computational and transmission resources. Yet, it did not make any assumption about the resource state at the edge nodes and consider only two types of resources. The same work also supposed that the requests arrives in batches having the same requirements of resources which may not cover all the use cases of SFC resource provisioning while placing and chaining the VNFs. The authors also did not consider the scheduling problem and only investigated the routing and placement of the VNFs. Work in [11] addressed the problem of reliability, delay, and resource allocation for SFC in softwarized 5G networks. The work suggested an SFC sub-chaining method to cope with the reliability and an ILP based solution is proposed for the problem of SFC placement through a matching algorithm that provides a new-optimal polynomial solution. However, in this work, the authors did not provide much detail about the format of the request, types of resources, nor the dynamic of request...
arrival. In addition, the proposed matching algorithm might not be efficient when the maximum capacities of the nodes are considered. For the machine learning approaches, the authors in [13] investigated the problem of VNFs scheduling with the aim to minimize the overall completion time of the services under delay constraints. Authors proposed a RL based solution to learn the best scheduling scheme. In fact, the problem of scheduling is formulated as a mixed integer linear program and is relaxed as an Markov decision process and solved using RL. However, the request arrival rate in this work does not considered stochastic and the RL is based on Q-Learning algorithm, which acts only on a set of specific fixed instance of the problem. Work in [14] models the SFC scheduling problem as a flexible job-shop scheduling problem with the objective to minimize the scheduling latency. Authors proposed a deep RL based on Q-Learning that gives the environment the advantage of performing adaptive scheduling. Within a heuristic context, work in [17] investigated the problem of resource scheduling with the aim to enhance the usage of network resources as well as the minimization of the experienced end-to-end delay for the network services. Authors proposed an approach based on the GA through improving the crossover and mutation operations. Although GAs are good in supporting multi-objective optimization, the cost of computation in terms of time is very high. Within the same context, authors in [16] proposed a configurable service allocation scheme for VNF embedding and routing. Due the NP-hardness of the investigated problem, the work is considered as an integer non-linear programming model and solved it through heuristic methods, specifically a greedy algorithm. The proposed solution leveraged the properties of the different entities of the system and balanced the resources consumption. Work in [15] proposed a VNF placement scheme for MEC environment and formulated of VNF placement problem under minimizing access latency and maximizing service availability constraints. To reduce the problem complexity, the authors proposed a GA and compared the obtained results with a CPLEX implementation.

In our work, we first, consider four types of resources, namely, computation, transmission, and memory. Secondly, we consider a stochastic request arrival model which mimic as real as possible a real SFC deployment. Finally, we consider that the VNFs might have different resource requirement and we tackled the problem of resource allocation considering the VNFs placement, chaining, and scheduling.

VII. CONCLUSION

In this paper, we studied VNF resource provisioning for SFC in a MEC context with the goal of reducing latency. We addressed the full problem of resource provisioning through addressing the VNF placement, the VNF routing and the VNF scheduling. As for the VNF placement and routing problem, we formulated it as a mean field game where VNFs are the players that are competing for MEC resources with the goal of reducing the resource consumption of MEC nodes and decreasing latency for end users. We exploited the Ishikawa-Mann iterated learning algorithm to place and chain the VNFs. We formulated the VNFs scheduling problem as a many-to-one matching to match multiple VFNs to MEC node resources, and we proposed a modified version of the classical deferred acceptance algorithm. We performed extensive simulations to prove the effectiveness of our proposed approaches, which were found to outperform the benchmark approaches in the studied scenarios. In future work, we will investigate the possibility of testing the proposed approach on a real testbed to compare the theoretical results with the experimental results.
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Since \( a \) from (16), we can write:

\[
\partial_{a_i} r_v^*(a_j, m_{(v,-j)}) = \frac{\alpha_i}{v} \left( \frac{\beta a_j^\beta m_v^2 - a_j^\beta}{m_v^{2\beta}} \right) - \delta_{(i,j)}
\]

\[
= \beta a_j^{\beta-1} \times \frac{\alpha_i}{v} \left( \frac{m_v^\beta - \frac{a_j^\beta}{v}}{m_v^{2\beta}} \right) - \delta_{(i,j)}
\]

(39)

from (16), we can write:

\[
m_v^\beta - \frac{a_j^\beta}{v} = \sum_{j' \in F_i, j' \neq j} a_{j'}
\]

(40)

since \( a_j \) is independent of \( a_j \), we can develop the second derivative of the payoff function \( r_v^*(a_j, m_{(v,-j)}) \) as follows:

\[
\partial_{a_i}^2 r_v^*(a_j, m_{(v,-j)}) = \frac{\alpha_i}{v} \left( \frac{\beta (m_v^\beta - a_j^\beta) \left( (\beta - 1) a_j^{(\beta-2)} m_v^{2\beta} - 2\beta a_j^{(\beta-1)} \right)}{m_v^{4\beta}} \right)
\]

\[
= \frac{\alpha_i}{v} \left( m_v^\beta - \frac{a_j^\beta}{v} \right) \times \frac{a_j^{(\beta-2)}}{m_v^{3\beta}} \times \left( (\beta - 1) m_v^\beta - \frac{2\beta}{v} a_j^\beta \right)
\]

(41)

For given values of \( \beta \in [0, 1] \), the second derivative \( \partial_{a_i}^2 r_v^*(a_j, m_{(v,-j)}) \) is negative.

**APPENDIX B**

MINIMUM AND MAXIMUM QUOTA CONSTRAINTS

Let us consider the following scenario with the set of VNFs \( F_i = \{ f_1, f_2, f_3 \} \) and the set of ENs \( E = \{ e_1, e_2, e_3 \} \). And let us assume that the maximum quota for all the ENs, \( q_i^{\text{max}} = 2 \) and the minimum quota, \( q_i^{\text{min}} = 1 \). If we consider that all the ENs share the same preference list \( \succ f \), and if we consider that \( e_1 \succ f \), and \( e_2 \succ f \), \( e_3 \succ f \), \( f_1 \succ f \), \( f_2 \succ f \), \( f_3 \), applying the classical DAA gives that (1) \( \mu(f1) = \{ e_1, e_2 \} \); (2) \( \mu(f2) = \{ e_3 \} \); (3) \( \mu(f3) = \emptyset \). This breaks the minimum quota rules.