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We show that oscillations of a homogeneous medium with constant material coefficients produce pairs of photons. Classical analysis of an oscillating medium reveals regions of parametric resonance where the electromagnetic waves are exponentially amplified. The quantum counterpart of parametric resonance is an exponentially growing number of photons in the same parameter regions. This process may be viewed as another manifestation of the dynamical Casimir effect. However, in contrast to the standard dynamical Casimir effect, photon production here takes place in the entire volume and is not due to time dependence of the boundary conditions or material constants.

I. INTRODUCTION

The results presented in this paper fall under the general category of dynamical Casimir effects. Hundreds of papers have been written on this subject — a review by Dodonov [1] published seven years ago has 333 references (more recent references were added in [2]). There is, however, a difference between all the numerous papers on this subject and our results. The standard notion of the dynamical Casimir effect involves regions with boundaries, as in the original static Casimir effect — a typical example is an oscillating mirror. In a few papers [3, 4, 5, 6, 7, 8, 9, 10] the case of changing proper-
typical example is an oscillating mirror. In a few pa-
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by a scalar field, restriction to one spatial dimension) that were introduced in most studies of the dynamical Casimir effect.

II. MAXWELL EQUATIONS IN A MOVING MEDIUM

We shall seek the solution of Eqs. (1) and (2) in the form of the Riemann-Silberstein (RS) vector

\[ \mathbf{F} = \frac{\mathbf{D}}{\sqrt{2\varepsilon}} + \frac{i}{\sqrt{2\mu}} \mathbf{B} \]. \hspace{1cm} (3)

The Maxwell equations take on the form:

\[ i\partial_t \mathbf{F}(\mathbf{r}, t) = \nabla \times \mathbf{G}(\mathbf{r}, t), \] \hspace{1cm} (4)

\[ \nabla \cdot \mathbf{F}(\mathbf{r}, t) = 0, \] \hspace{1cm} (5)

where \[ \mathbf{G} = \frac{\mathbf{E}}{\sqrt{2\mu}} + \frac{i}{\sqrt{2\varepsilon}} \mathbf{H} \]. \hspace{1cm} (6)

The Minkowski constitutive relations (2), expressed in terms of \( \mathbf{F} \) and \( \mathbf{G} \), are

\[ c\mathbf{F} + i\mathbf{v} \times \mathbf{F} = n\mathbf{G} + \frac{\mathbf{v}}{c} \times \mathbf{G}, \] \hspace{1cm} (7)

where \( n = c\sqrt{\varepsilon\mu} \) is the refractive index of the medium and \( \mathbf{v} \) is the local velocity of the medium. The advantage of using the RS vector is the reduction of two equations to one equation without any loss of information — we can always recover the original two equations by taking the real and imaginary parts. Equation (7) can be solved for \( \mathbf{G} \) leading to constitutive relations in the form

\[ \mathbf{G} = \frac{c}{n} \left( \mathbf{F} + \frac{n^2 - 1}{c^2 n^2 - v^2} \mathbf{v} \times (\mathbf{v} \times \mathbf{F} + ic\mathbf{F}) \right). \] \hspace{1cm} (8)

The Maxwell equations (4) and (5) together with constitutive relations (8) form a complete set of equations for the Riemann-Silberstein vector \( \mathbf{F} \). The problem at hand is that of electromagnetic wave propagation in a medium with time-dependent constitutive relations. A distinctive feature of the present case is that the constitutive relations cannot be separated into electric and magnetic parts. After the separation of Eq. (8) into its real and imaginary parts, we see that the vector \( \mathbf{E} \) (and similarly \( \mathbf{H} \)) depends on both \( \mathbf{D} \) and \( \mathbf{B} \).

From now on we will assume that the velocity of the medium depends only on time, and we express it in terms of a dimensionless vector \( \mathbf{\beta}(t) \),

\[ \mathbf{v}(t) = c\mathbf{\beta}(t). \] \hspace{1cm} (9)

In this case, the Maxwell equations (4) read

\[ i\partial_t \mathbf{F} = -ic\gamma(t)[\mathbf{\beta}(t) \cdot \nabla] \mathbf{F} \\
\hspace{1cm} + (c/n)\alpha(t)\nabla \times \mathbf{F} - (c/n)\gamma(t)\mathbf{\beta}(t) \times \nabla[\mathbf{\beta}(t) \cdot \mathbf{F}], \] \hspace{1cm} (10)

where

\[ \gamma(t) = \frac{n^2 - 1}{n^2 - \beta^2(t)}, \] \hspace{1cm} (11)

\[ \alpha(t) = 1 - \gamma(t)\beta^2(t). \] \hspace{1cm} (12)

III. SOLUTIONS OF THE MAXWELL EQUATIONS IN A MOVING MEDIUM

We shall construct the general solution of the Maxwell equations by performing the Fourier transformation with respect to the spatial variables. Since the coefficients in Eq. (10) depend only on time, it is convenient to use the projections of the field on plane waves,

\[ \mathbf{f}(k, t) = \int \frac{d^3r}{(2\pi)^{3/2}} e^{-ik \cdot r} \mathbf{F}(r, t). \] \hspace{1cm} (13)

The components of the Fourier transform \( \mathbf{f}(k, t) \) obey the following set of ordinary differential equations:

\[ \frac{df(k, t)}{dt} = -ic\gamma(t)[k \cdot \mathbf{\beta}(t)]f(k, t) + \frac{c}{n}\alpha(t)k \times f(k, t) \\
\hspace{1cm} + \frac{c}{n}\gamma(t)k \times \mathbf{\beta}(t)[\mathbf{\beta}(t) \cdot f(k, t)]. \] \hspace{1cm} (14)

The first term on the right-hand side can be eliminated by the following change of the overall phase:

\[ \mathbf{f}(k, t) = e^{-i\phi(t)} \tilde{f}(k, t), \] \hspace{1cm} (15)

\[ \phi(t) = c \int_0^t dt' \gamma(t')[k \cdot \mathbf{\beta}(t')], \] \hspace{1cm} (16)

and we obtain

\[ \frac{df(k, t)}{dt} = \frac{c}{n} \left[ \alpha(t)k \times \tilde{f}(k, t) + \gamma(t)k \times \mathbf{\beta}(t)[\mathbf{\beta}(t) \cdot \tilde{f}(k, t)] \right]. \] \hspace{1cm} (17)

Out of these three equations only two are independent since the amplitude \( \tilde{f}(k, t) \) must obey the divergence condition \( k \cdot \tilde{f}(k, t) = 0 \). Therefore, we may always eliminate one equation from this set of three equations by taking the projections on two independent directions in the plane normal to \( k \).

In this paper, we assume that the velocity has a constant direction, specified by a unit vector \( \mathbf{m} \), and only its length changes in time. Before discussing the general case we shall solve the evolution equations when the wave vector and the direction of motion are collinear.

A. Propagation along the direction of velocity

In this case, the evolution equation (17) reads

\[ \frac{df(k, t)}{dt} = (c/n)\alpha(t)k \times \tilde{f}(k, t). \] \hspace{1cm} (18)
It describes a precession of the vector \( \vec{f}(k, t) \) around the wave vector \( k \) with a varying angular velocity governed by the time-dependent velocity of the medium. One may check by inspection that the solution of Eq. (18) is:

\[
\vec{f}(k, t) = \vec{f}(k, 0) \cos \psi(t) + \frac{k \times \vec{f}(k, 0)}{|k|} \sin \psi(t),
\]

where

\[
\psi(t) = \frac{ck}{n} \int_0^t dt' \alpha(t'),
\]

and \( k = |k| \). Since the length of the vector \( \vec{f}(k, t) \) does not depend on time, \( |\vec{f}(k, t)|^2 = |\vec{f}(k, 0)|^2 \), parametric resonance does not occur.

**B. Propagation along an arbitrary direction**

Unlike the simple solution obtained above in the special case, the solution in the general case cannot be given in terms of elementary functions. To reduce Eq. (17) to a more amenable form, we expand the vector \( \vec{f}(k, t) \) in an orthonormal basis in the plane perpendicular to \( k \),

\[
\vec{f}(k, t) = n_1(k) f_1(k, t) + n_2(k) f_2(k, t).
\]

We shall use the distinguished direction \( m \) to construct two unit vectors,

\[
n_1(k) = \frac{k \times (k \times m)}{kk_\perp}, \quad n_2(k) = \frac{k \times m}{k_\perp},
\]

where \( k_\perp = |k \times m| \). These vectors, together with the unit vector \( \hat{k} \) in the \( k \) direction form an orthonormal basis,

\[
n_1 \times \hat{k} = n_2, \quad \hat{k} \times n_2 = n_1, \quad n_2 \times n_1 = \hat{k}.
\]

The evolution equations (17) rewritten in terms of \( f_1(k, t) \) and \( f_2(k, t) \) read

\[
\begin{align*}
\frac{df_1(k, t)}{dt} &= \omega \alpha(t) f_2(k, t), \\
\frac{df_2(k, t)}{dt} &= -\omega \kappa(t) f_1(k, t),
\end{align*}
\]

where

\[
\kappa(t) = 1 - \cos^2 \vartheta \gamma(t) \beta^2(t),
\]

\( \omega = ck/n \), and \( \vartheta \) is the angle between the wave vector \( k \) and the direction of the velocity \( m \).

In Sec. V we will need a different decomposition of \( \vec{f}(k, t) \) that involves a complex polarization vector,

\[
\vec{f}(k, t) = e(k) f_+(k, t) + e^*(k) f_-(k, t),
\]

where

\[
\begin{align*}
e(k) &= \frac{\sigma n_1 - i \sigma^{-1} n_2}{\sqrt{2}}, \\
f_+(k, t) &= \frac{\sigma^{-1} f_1(k, t) + i \sigma f_2(k, t)}{\sqrt{2}}, \\
f_-(k, t) &= \frac{\sigma^{-1} f_1(k, t) - i \sigma f_2(k, t)}{\sqrt{2}}.
\end{align*}
\]

At this moment we do not specify the value of the real parameter \( \sigma \). The functions \( f_\pm(k, t) \) satisfy the following evolution equations:

\[
\begin{align*}
\frac{df_+(k, t)}{dt} &= -i \omega [\eta_+(t) f_+(k, t) - \eta_-(t) f_-(k, t)], \\
\frac{df_-(k, t)}{dt} &= i \omega [\eta_+(t) f_-(k, t) - \eta_-(t) f_+(k, t)],
\end{align*}
\]

where

\[
\eta_\pm(t) = \frac{1}{2} \left( \alpha(t) \pm \kappa(t) \sigma^2 \right).
\]

To obtain concrete results we must specify the time dependence of the velocity.

**C. Motion with constant velocity**

Before analyzing accelerated motions, we shall solve the case of steady motion. This result will be later used as a reference point in the definition of the photon creation and annihilation operators when we will need the decomposition of the field operators into positive and negative frequency parts.

For a constant velocity, the functions \( \alpha(t) \) and \( \kappa(t) \) become time independent. If \( \sigma = (\alpha/\kappa)^{1/4} \), then \( \kappa \) vanishes, and Eqs. (27) decouple. Their solutions are

\[
\begin{align*}
f_+(k, t) &= f_+(k, 0) e^{-i \omega_1 t}, \\
f_-(k, t) &= f_-(k, 0) e^{i \omega_1 t},
\end{align*}
\]

where \( \omega_1 = \omega \sqrt{\alpha k} \).

For steady motion, the phase \( \phi(t) \) is a linear function of time,

\[
\phi(t) = \omega_0 t, \quad \omega_0 = ck \gamma \beta \cos \vartheta.
\]

Thus, the complete solution of Eq. (13) is

\[
\begin{align*}
f(k, t) &= e^{-i \omega_0 t} \vec{f}(k, t), \\
\vec{f}(k, t) &= e(k) f_+(k, 0) e^{-i \omega_1 t} + e^*(k) f_-(k, 0) e^{i \omega_1 t}.
\end{align*}
\]

This formula does not always give a decomposition into positive and negative frequency parts because both \( \omega_1 + \omega_0 \) and \( \omega_1 - \omega_0 \) may change sign. However, this can happen only when the velocity \( v \) exceeds the speed of light \( c/n \) in the medium, because then \( \omega_0 \) may become larger than \( \omega_1 \). We shall restrict ourselves to moderate velocities when this interesting phenomenon does not occur.
D. Harmonic oscillations

We shall assume harmonic oscillations of the medium with the amplitude $A$ and the angular frequency $\Omega$,
\[
\beta(t) = b \cos(\Omega t),
\]
where $b = A\Omega/c$. The formulas for $\gamma(t)$ and $\alpha(t)$ take on the forms
\[
\gamma(t) = \frac{n^2 - 1}{n^2 - b^2 \cos^2(\Omega t)}, \quad (34)
\]
\[
\alpha(t) = 1 - \gamma(t) b^2 \cos^2(\Omega t). \quad (35)
\]

For harmonic oscillations, the phase (16) is
\[
\phi(t) = \frac{ck \cos \vartheta}{\Omega} \sqrt{n^2 - b^2} \arctan \left( \frac{b \sin(\Omega t)}{\sqrt{n^2 - b^2}} \right). \quad (36)
\]

It vanishes when the wave vector $k$ is perpendicular to the direction of oscillations.

Equations (24) can, of course, be solved numerically. However, to get a better understanding of the general properties of the solutions, we shall reduce the two equations to a single equation for a parametrically driven mechanical harmonic oscillator. This will lead us, in the small-$b$ approximation, to the Mathieu equation whose properties can easily be explored with the use of MATH-EMATICA. The appearance of the Mathieu equation in the dynamical Casimir effect has been noticed before in the case of an oscillating boundary.

E. Mathieu equation

To obtain the Mathieu equation, we make the substitutions
\[
f_1(k, t) = \omega \sqrt{\alpha(t)} Q(k, t), \quad (37a)
\]
\[
f_2(k, t) = \frac{1}{\alpha(t)} \frac{d}{dt} \left[ \sqrt{\alpha(t)} Q(k, t) \right], \quad (37b)
\]
and we obtain the following equation for $Q(k, t)$:
\[
\frac{d^2 Q(k, t)}{dt^2} + h(k, t) Q(k, t) = 0, \quad (38)
\]
where
\[
h(k, t) = \omega^2 \alpha(t) \kappa(t) - \sqrt{\alpha(t)} \frac{d^2}{dt^2} \left( \frac{1}{\sqrt{\alpha(t)}} \right). \quad (39)
\]

After the decomposition of $h(k, t)$ into the Fourier series, Eq. (38) takes on the form of the Hill equation
\[
\frac{d^2 Q(\tau)}{d\tau^2} + \left( \theta_0 + 2 \sum_{i=1}^{\infty} \theta_i \cos(2i\tau) \right) Q(\tau) = 0, \quad (40)
\]
where $\tau = \Omega t$. We have omitted the argument $k$ in $Q(\tau)$ but this dependence is still there through the parameters $\theta_i$. Under normal conditions the parameter $b$ is very small because the velocity of the medium is much smaller than $c$. We are, therefore, fully justified (see Fig. 2 for a graphic demonstration) to resort to the nonrelativistic approximation and keep only the first correction in the expansion of $h(k, t)$ with respect to $b^2$. In this approximation Eq. (35) becomes the Mathieu equation,
\[
\frac{d^2 Q(\tau)}{d\tau^2} + \left[ a - 2q \cos(2\tau) \right] Q(\tau) = 0, \quad (41)
\]
whose properties are known in great detail [22, 23, 24]. In our case the Mathieu parameters $a$ and $q$ have the values
\[
a = \left( \frac{\omega}{\Omega} \right)^2 \left( 1 - \frac{b^2 n^2 - 1}{2 n^2} (1 + \cos^2 \vartheta) \right), \quad (42a)
\]
\[
q = \left( \frac{\omega}{\Omega} \right)^2 \frac{b^2 n^2 - 1}{4 n^2} (1 + \cos^2 \vartheta) - \frac{b^2 n^2 - 1}{2 n^2}. \quad (42b)
\]

The most important property of the Mathieu equation is the appearance of alternating stable and unstable regions — a clear signature of parametric resonance. In the unstable regions the solutions grow exponentially.

IV. PARAMETRIC RESONANCE

The unstable regions in parametric resonance lie around the values of $\omega$ equal to multiples of $\Omega$. The location of these regions for the Mathieu equation is well known (see, for example, [22]). The two lowest unstable regions in the plane of the parameters $a$ and $q$ are shown in Fig. 1. A typical behavior of the amplitude in the region of parametric resonance is shown in Fig. 2. The two almost coinciding curves are the best proof that the approximation of the solutions of Eqs. (24) by the Mathieu functions is very good even for relatively large $b$. To describe the properties of the electromagnetic field in a given medium we shall vary the wave parameters $\omega$ and $\vartheta$, keeping $n$ and $b$ fixed. Both $a$ and $q$ depend linearly on $\omega^2$. Therefore, all the points in the $(a, q)$ plane that differ only in the values of $\omega$ lie on a straight line defined by the equation
\[
\frac{b^2 n^2 - 1}{4 n^2} (1 + \cos^2 \vartheta) a = \left( q + \frac{b^2 n^2 - 1}{2 n^2} \right) \left( 1 - \frac{b^2 n^2 - 1}{2 n^2} (1 + \cos^2 \vartheta) \right), \quad (43)
\]
as shown in Fig. 1. Thus, parametric resonance occurs for those values of $a$ and $q$ where the dashed line in this figure crosses the shaded areas. With increasing $\omega$ the line crosses the consecutive unstable regions.

According to the Floquet theory (see, for example, [22], [23, 26]) every solution of the Hill equation (10) has the form
\[
Q(\tau) = e^{i\nu \tau} P(\tau) + e^{-i\nu \tau} P(-\tau), \quad (44)
\]
FIG. 1: Unstable regions (shaded areas) in the $(a,q)$ plane. The dashed line, defined by formula (43), corresponds to the values $n = 2, b = 0.3$, and $\vartheta = \pi/2$. The same values are chosen in Figs. 2–4 and 6.

where $P(\tau)$ is a periodic function with the period equal to $\pi$. The essential information about parametric resonance is contained in the characteristic exponent $\nu$. In the region of stable oscillations the characteristic exponent $\nu$ is real. The imaginary part of $\nu$ in an unstable region determines the rate of the exponential growth of solutions with time.

All numerical results presented in this paper are based directly on the solutions of Eqs. (24) and (27). Their connection with the characteristic exponent appearing in the Floquet representation (44) is explained in the Appendix.

It is the general property of all Hill equations with real coefficients (see, for example, [20]) that in each unstable region the real part of $\nu$ is constant, equal to a natural number. Therefore, the plot of the real part of $\nu$ will exhibit characteristic steps, as seen in Figs. 3 and 4. Unfortunately, the consecutive regions of parametric resonance become narrower and narrower. Each time we move to the next higher resonance region the step shrinks by roughly a factor of $b^2$ and the imaginary part of $\nu$ diminishes at the same rate. Thus, the lowest resonance plays the dominant role. For the lowest resonance, the values of the imaginary part of the characteristic exponent with varying $b$ are depicted in Fig. 5. Their maximal values can be approximated by the formula $\text{Im} \nu \approx 0.07b^2 + 0.13b^4$.

From the solutions $Q(t)$ of Eq. (45) we may construct the Fourier transform of the RS vector,

$$f(k,t) = e^{-i\phi(t)} \left( n_1(k) \omega \sqrt{\alpha(t)} Q(k,t) + n_2(k) \frac{1}{\alpha(t)} \frac{d}{dt} \left[ \sqrt{\alpha(t)} Q(k,t) \right] \right),$$

where, for clarity, we have reintroduced the dependence of $Q(t)$ on $k$. The essential features are determined by the function $Q(k,t)$, since the phase factor $e^{-i\phi(t)}$ does not influence the discussion of parametric resonance.

The presence of parametric resonance for electromagnetic waves propagating in an oscillating medium leads to the amplification of those waves whose wave vectors lie in the resonance regions. The largest effect is for the
waves with the frequencies close to $\Omega$ propagating in the
direction perpendicular to the direction of oscillations.
However, it would be difficult to achieve a significant
amplification because it is governed by the exponential
factor $\exp(0.1b^2\Omega t)$. The essential parameter $b$ in this
expression — the maximal velocity of the medium di-
vided by the speed of light — is very small for realistic
situations. It would take many periods of oscillations to
achieve an observable amplification or significant photon
production studied in the next section.

V. PHOTON PRODUCTION

The dynamical Casimir effect may be viewed as an am-
plification of the vacuum fluctuations of the electromagnetic
field that leads to the production of real photons.
These effects are enhanced in the region of parametric
resonance where the amplification grows exponentially
with time.
The starting point of our analysis is the replacement of
the classical field $F(r, t)$ by the field operator $\hat{F}(r, t)$ in
the Heisenberg picture. Since this operator satisfies the
same field equations as its classical counterpart, we can
use the solutions of the field equations obtained in previ-
ous sections. The replacement of the classical functions
by operators leads to the following representation of the
field operator $\hat{F}(r, t)$

$$\hat{F}(r, t) = \int \frac{d^3k}{(2\pi)^3/2} e^{i\mathbf{k} \cdot \mathbf{r}} e^{-i\omega(t)} \times \left[e(\mathbf{k}) \hat{f}_+(\mathbf{k}, t) + e^*(\mathbf{k}) \hat{f}_-(\mathbf{k}, t)\right], \quad (46)$$

where the polarization vector $e(\mathbf{k})$ is given by Eq. (20).
From the equal-time canonical commutation relations

$$\left[\hat{F}_i(r, t), \hat{F}^*_j(r', t)\right] = -\frac{\hbar c}{n} \epsilon_{ijk} \partial_k \delta^{(3)}(\mathbf{r} - \mathbf{r}'), \quad (47)$$

we obtain

$$\left[\hat{f}_+(\mathbf{k}, t), \hat{f}^\dagger_+(\mathbf{k}', t)\right] = \hbar \omega \delta^{(3)}(\mathbf{k} - \mathbf{k}'), \quad (48a)$$
$$\left[\hat{f}_-(\mathbf{k}, t), \hat{f}^\dagger_-(\mathbf{k}', t)\right] = -\hbar \omega \delta^{(3)}(\mathbf{k} - \mathbf{k}'), \quad (48b)$$
$$\left[\hat{f}_-(\mathbf{k}, t), \hat{f}^\dagger_+(\mathbf{k}', t)\right] = 0 = \left[\hat{f}_- (\mathbf{k}, t), \hat{f}_+(\mathbf{k}', t)\right]. \quad (48c)$$

A. Creation and annihilation operators

The opposite signs in the commutation relations (48a)
and (48b) may suggest that $\hat{f}_+(\mathbf{k}, t)$ plays the role of an
annihilation operator of one type of photon while $\hat{f}_-(\mathbf{k}, t)$
plays the role of a creation operator of another type of
photon. However, such an interpretation requires separa-
tion into positive and negative frequency parts. This
is possible only for a time-independent velocity. We can
make use of this possibility if we assume that the velocity
is constant at the beginning and at the end of the oscilla-
tory motion, as shown in Fig. 6a. In the regions of steady
motion we can split the operator $\hat{f}(\mathbf{k}, t)$ into positive and
negative frequency parts. This enables us to define the
incoming and outgoing creation and annihilation operators
for both types of photon. We use again the value of $\sigma = (\alpha/\kappa)^{1/4}$ corresponding to the initial (and final)
velocity,

$$t < t_n: \hat{f}_+(\mathbf{k}, t) = \sqrt{\hbar \omega} \hat{a}_{in}(\mathbf{k}) e^{-i\omega t},$$
$$\hat{f}_-(\mathbf{k}, t) = \sqrt{\hbar \omega} \hat{b}^\dagger_{in}(\mathbf{k}) e^{i\omega t} \quad (49a)$$
$$t > t_n: \hat{f}_+(\mathbf{k}, t) = \sqrt{\hbar \omega} \hat{a}_{out}(\mathbf{k}) e^{-i\omega t},$$
$$\hat{f}_-(\mathbf{k}, t) = \sqrt{\hbar \omega} \hat{b}^\dagger_{out}(\mathbf{k}) e^{i\omega t} \quad (49b)$$

where $t_N = 2\pi N/\Omega$ specifies the number of periods of
the oscillatory motion. The reversal of the sign of $\mathbf{k}$ in
the second equation follows from the interpretation of
$\hat{f}_-$ as the creation operator. The factor $\sqrt{\hbar \omega}$ has been
extracted to secure the standard normalization of creation and annihilation operators. In the limiting case of a motionless medium we obtain the standard annihilation operators of photons with right and left helicity,

\[
\hat{a}_{\text{in}}(\mathbf{k}) = \hat{a}_{\text{out}}(\mathbf{k}) = \hat{a}_R(\mathbf{k}), \quad \hat{b}_{\text{in}}(\mathbf{k}) = \hat{b}_{\text{out}}(\mathbf{k}) = \hat{a}_L(\mathbf{k}).
\]

The connection between the incoming and outgoing creation and annihilation operators can be obtained by solving the differential equations \(27\) for the operators \(\hat{f}_\pm(\mathbf{k}, t)\). The time evolution from \(t = 0\) to \(t = t_N\) leads to

\[
\hat{a}_{\text{out}}(\mathbf{k}) = e^{-i\phi(t_N)} \times \left[ f_+^1(\mathbf{k}, t_N)\hat{a}_{\text{in}}(\mathbf{k}) + f_-^1(\mathbf{k}, t_N)\hat{b}_{\text{in}}^\dagger(\mathbf{k}) \right],
\]

\[
\hat{b}_{\text{out}}(\mathbf{k}) = e^{-i\phi(t_N)} \times \left[ f_+^2(\mathbf{k}, t_N)\hat{a}_{\text{in}}(\mathbf{k}) + f_-^2(\mathbf{k}, t_N)\hat{b}_{\text{in}}^\dagger(\mathbf{k}) \right],
\]

where the solutions \(\{f_+^1(\mathbf{k}, t), f_-^1(\mathbf{k}, t)\}\) and \(\{f_+^2(\mathbf{k}, t), f_-^2(\mathbf{k}, t)\}\) of Eqs. \(27\) obey the following initial conditions:

\[
f_+^1(\mathbf{k}, 0) = 1, \quad f_-^1(\mathbf{k}, 0) = 0, \quad (52a)
\]

\[
f_+^2(\mathbf{k}, 0) = 0, \quad f_-^2(\mathbf{k}, 0) = 1. \quad (52b)
\]

The mixing of the creation and annihilation operators (Bogoliubov transformation) is a clear signature of a two-mode squeezed vacuum state, accompanied by the creation of photon pairs. In order to calculate the photon production rate we assume that at \(t = 0\) there are no photons. It means that the state of system \(|\psi\rangle\) is characterized by \(\hat{a}_{\text{in}}(\mathbf{k})|\psi\rangle = 0\) and \(\hat{b}_{\text{in}}(\mathbf{k})|\psi\rangle = 0\).

### B. Number of photons

In infinite space the average number of produced photons is, of course, infinite. This infinity appears in the expression for the average number of outgoing photons, evaluated in the state \(|\psi\rangle\), as the Dirac \(\delta\) function with its argument equal to zero,

\[
\langle\psi|\hat{a}_{\text{out}}^\dagger(\mathbf{k})\hat{a}_{\text{out}}(\mathbf{k})|\psi\rangle = |f_+^1(\mathbf{k}, t_N)|^2\delta(3)(0), \quad (53a)
\]

\[
\langle\psi|\hat{b}_{\text{out}}^\dagger(\mathbf{k})\hat{b}_{\text{out}}(\mathbf{k})|\psi\rangle = |f_-^2(\mathbf{k}, t_N)|^2\delta(3)(0). \quad (53b)
\]

To make use of these formulas we have to give a physical meaning of the dimensionless functions \(|f_+^1(\mathbf{k}, t)|^2\) and \(|f_-^2(\mathbf{k}, t)|^2\). First, let us note that owing to the symmetry of the evolution equations \(27\) under the transformation

\[
f_+(\mathbf{k}, t) \rightarrow f_-^*(\mathbf{k}, t),
\]

\[
f_-(\mathbf{k}, t) \rightarrow f_+^*(\mathbf{k}, t),
\]

the two functions in Eqs. \(53\) are equal (both types of photons are produced with the same probability). Their common value \(n(\mathbf{k}, t)\),

\[
n(\mathbf{k}, t) = |f_+^1(\mathbf{k}, t)|^2 = |f_-^2(\mathbf{k}, t)|^2, \quad (55)
\]

is the number of photons of one type in the volume \(h^3\) of the photon phase space. This can be shown with the

![FIG. 6: (a) shows the general behavior of the velocity of the medium (in arbitrary units) as a function of \(\Omega t\). The two insets show magnified views of areas where the constant velocity is smoothly joined to harmonic oscillations. (b) shows periodic oscillations of the photon number in the stable region \((\omega/\Omega = 1.55)\). (c) shows an exponential growth of the photon number in the region of parametric resonance \((\omega/\Omega = 1.016).\)
the density of photons in phase space. In other words, the
number of photons in the phase-space is given by the formula

\[ n_R(t) = 2 \int_R d^3r d^3p n(k, t), \tag{56} \]

where \( p = \hbar k \).

Obviously, there is a big difference between the time
dependence of \( n(k, t) \) in stable and unstable regions. In
the stable regions we have periodic oscillations and in the
unstable region we have an exponential growth (Fig. 6).

VI. CONCLUSIONS

We have demonstrated that, in addition to the two
well-known mechanisms (time dependent boundary
conditions or time dependent material coefficients) that lead
to photon production through the dynamical Casimir effect,
there exists a third mechanism. The main result of our study is
the prediction of photon production in an oscillating medium without boundaries and with constant
material coefficients. The density of photons in phase
space given by Eq. (56) grows exponentially in time in
the regions of parametric resonance. These are the same
regions where classical electromagnetic waves are amplified.
Unlike the results given in most papers on the dynamical Casimir effect, our result is exact and based on
full Maxwell equations in three dimensions.
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APPENDIX A: APPLICATION OF THE FLOQUET THEORY TO Eqs. (27)

In order to obtain the characteristic exponents that identify the location of parametric resonance for a set of equations we need the monodromy matrix constructed from the fundamental solutions of these equations. Floquet theory states that the \( 2 \times 2 \) matrix constructed from the fundamental solutions defined in Eqs. (52) has the form

\[ \begin{pmatrix} f_+^1(k, \tau) & f_+^1(k, \tau) \\ f_+^2(k, \tau) & f_+^2(k, \tau) \end{pmatrix} = \hat{X}(\tau)e^{\hat{K} \tau}, \tag{A1} \]

where \( \hat{X}(\tau) \) is a periodic function of \( \tau \) with period \( \pi \) and \( \hat{K} \) is a constant matrix. The fundamental solutions evaluated at \( \tau = \pi \) form the monodromy matrix \( \hat{M} = \hat{X}(\pi) \) which determines all essential properties of every Floquet equation (see, for example, [23, 24]). In particular, its eigenvalues \( \mu_\pm \) determine the characteristic exponent \( \nu \). The eigenvalue equation for \( \hat{M} \) is

\[ \mu^2 - \mu \left [ f_+^1(k, \pi) + f_+^2(k, \pi) \right ] /2 + \left [ f_+^1(k, \pi)f_+^2(k, \pi) - f_+^1(k, \pi)f_+^2(k, \pi) \right ] = 0. \tag{A2} \]

The last term, the determinant of the monodromy matrix,
is the Wronskian of Eqs. (27). It is equal to 1 — because the Wronskian is a constant
of motion. Hence, the roots of Eq. (A2) can be cast into the form

\[ \mu_\pm = \left [ f_+^1(k, \pi) + f_+^2(k, \pi) \right ] /2 \pm i \sqrt{1 - \left ( f_+^1(k, \pi) + f_+^2(k, \pi) \right )^2 /4} = e^{\pm i \nu \pi}, \tag{A3} \]

where \( \nu = \arccos \left [ \left ( f_+^1(k, \pi) + f_+^2(k, \pi) \right ) /2 \right ] \) is, in general,
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