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Abstract

A finite permutation group $G$ on $\Omega$ is called a rank 3 group if it has precisely three orbits in its induced action on $\Omega \times \Omega$. The largest permutation group on $\Omega$ having the same orbits as $G$ on $\Omega \times \Omega$ is called the 2-closure of $G$. We construct a polynomial-time algorithm which given generators of a rank 3 group computes generators of its 2-closure.

1 Introduction

The graph isomorphism problem is one of the central topics in computational complexity theory, being one of the natural candidates for a problem with an intermediate complexity status. In its original formulation the problem asks if it is possible to determine in polynomial time that two graphs given by their adjacency matrices are isomorphic or not, but it is well known to be equivalent to the problem of computing generators of the full automorphism group of a given graph.

As the exact complexity status of graph isomorphism remains unknown, several successful attacks on the problem have been made. Luks [23] developed a polynomial-time algorithm for isomorphism of graphs of bounded valence, Babai and Luks [2] presented the moderately exponential $\exp(O(\sqrt{n} \log^2 n))$ algorithm for graphs with $n$ vertices, and finally in 2017 Babai solved graph isomorphism in quasi-polynomial time, i.e. in time $\exp(O(\log^c n))$, for some $c > 1$ [1].

Owing to the immense difficulty of the general problem, several relaxations have been developed, for instance, graph isomorphism problem for graphs in specific classes such as planar graphs [15], graphs of bounded Hadwiger number [27] or bounded treewidth [6]. Another approach is inspired by group theory and is chosen in this work. Suppose we are given enough many automorphisms of a graph, is it then possible to reconstruct its full automorphism group in polynomial time? One way to define “enough” would be to require known automorphisms to act transitively on vertices, arcs and non-arcs of our graph; note that in this case the graph is strongly regular and it is called a rank 3 graph. More generally, if $G$ is a permutation group on $\Omega$, its orbits on $\Omega \times \Omega$ are called 2-orbits and the number of 2-orbits is the rank of $G$. If $G$ is a permutation group
of rank 3, it has one diagonal and two non-diagonal orbits, and in the case when the order of $G$ is even, each non-diagonal orbit induces a rank 3 graph.

If $G$ is an arbitrary permutation group (of any rank), the largest permutation group on $\Omega$ having the same 2-orbits as $G$ is called the 2-closure of $G$ and denoted by $G^{(2)}$. Clearly, the full automorphism group of a rank 3 graph associated to a rank 3 group $G$ is precisely $G^{(2)}$, so now our relaxation of graph isomorphism can be stated as “given a rank 3 graph and a list of generators of an associated rank 3 group $G$, compute $G^{(2)}$”. This is the problem we solve in this paper, in fact, we even drop the requirement of $G$ being associated with some graph:

**Theorem 1.1.** Let $G$ be a finite permutation group of rank 3. Then one can compute the 2-closure $G^{(2)}$ in polynomial time.

Throughout this paper permutation groups will be specified by lists of generating permutations, and “polynomial-time” means polynomial in the degree of the groups involved.

The reader may validly point out that the measure of “enough automorphisms” we choose in this paper is too restrictive, indeed, rank 3 groups admit a detailed classification [5, 18, 22, 21]. Nevertheless, this approach is quite fruitful. It turns out that the set of 2-orbits of an arbitrary permutation group forms a coherent configuration, a combinatorial object closely related to the original graph isomorphism problem through the Weisfeiler-Leman color refinement algorithm [37]. Such a coherent configuration is essentially a colored graph, and the full automorphism group of this graph is the 2-closure of the original group. This point of view initiated by Ponomarenko in [28] led to a series of results computing 2-closures of permutation groups from various classes, such as, groups of odd order [13], nilpotent groups [28], $\frac{3}{2}$-transitive groups [36] and supersolvable groups [26]. Our contribution can be thought as a continuation of this line of research.

A common approach to the computational 2-closure problem consists in embedding the 2-closure inside a group with restricted composition factors (for example, an iterated wreath product of cyclic groups) and then applying the Babai-Luks algorithm [2 Corollary 3.6] to find the 2-closure in this larger group. Unfortunately one cannot put a sufficient restriction on the composition factors of rank 3 groups as arbitrarily large alternating and linear groups may occur. Therefore here we utilize a different approach, namely, in the most of cases we constructively recognize a graph associated to the given rank 3 group. For instance, the affine polar graph $\text{VO}_{2m}(q)$ is determined by the order $q$ of the field, dimension of the space $2m$ and a quadratic form of type $\epsilon = \pm$, so if we have successfully identified vertices of our graph with corresponding vectors over $\text{GF}(q)$ and reconstructed the associated quadratic form, writing down the full automorphism group becomes a relatively easy task.

The structure of the paper is as follows. In Section 2.1 we review the description of 2-closures of rank 3 groups and the classification of affine rank 3 groups, while in Section 2.2 we list the fundamental polynomial-time algorithms used in this work. Proof of the main result is split into four parts: in Section 3.1 we deal with nonaffine rank 3 groups and in Section 3.2 consisting of Subsections 3.2.1, 3.2.2, 3.2.3.
we cover affine groups. At the end of each part we provide the relevant polynomial-time procedure in terms of pseudocode (Algorithms 1–4).

2 Preliminaries

All groups are assumed to be finite.

Our notation is mostly standard. If \( G \leq \text{Sym}(\Delta) \) and \( H \leq \text{Sym}(X) \) we write \( G \wr H \leq \text{Sym}(\Delta \times X) \) for the imprimitive wreath product of \( G \) and \( H \), and \( G \uparrow H \leq \text{Sym}(\Delta^X) \) for the primitive wreath product. The full semilinear group is denoted by \( \Gamma L_a(q) \), and the full affine semilinear group by \( A\Gamma L_a(q) \).

For basic properties of 2-closures the reader is referred to [38].

In the next two sections we review some information on rank 3 groups and polynomial-time algorithms for permutation groups.

2.1 Rank 3 groups

Primitive rank 3 groups were completely classified. A primitive rank 3 permutation group either stabilizes a nontrivial product decomposition, is almost simple or is an affine group. The description of rank 3 groups stabilizing a nontrivial product decomposition follows from the classification of 2-transitive almost simple groups, see Theorem 4.1 (ii)(a) and Section 5 in [9]. Almost simple rank 3 groups were determined in [5] when the socle is an alternating group, in [18] when the socle is a classical group and in [22] when the socle is an exceptional or sporadic group. The classification of affine rank 3 groups was completed in [21].

A description of 2-closures of rank 3 groups was given in [33], the key tool being the aforementioned classification of rank 3 groups. Here we record the main statement.

**Theorem 2.1** ([33]). Let \( G \) be a rank 3 permutation group on a set \( \Omega \) and suppose that \(|\Omega| > 3^{12}\). Then exactly one of the following is true.

(i) \( G \) is imprimitive, i.e. it preserves a nontrivial decomposition \( \Omega \simeq \Delta \times X \). Then \( G^{(2)} = \text{Sym}(\Delta) \wr \text{Sym}(X) \).

(ii) \( G \) is primitive and preserves a product decomposition \( \Omega \simeq \Delta^2 \) (or in other words, the Hamming graph \( H(2,|\Delta|) \)). Then \( G^{(2)} = \text{Sym}(\Delta) \uparrow \text{Sym}(2) \).

(iii) \( G \) is primitive almost simple with socle \( L \), i.e. \( L \leq G \leq \text{Aut}(L) \). Then \( G^{(2)} = N_{\text{Sym}(\Omega)}(L) \), and \( G^{(2)} \) is almost simple with socle \( L \).

(iv) \( G \) is a primitive affine group which does not stabilize a product decomposition. Then \( G^{(2)} \) is also an affine group. More precisely, there exist an integer \( a \geq 1 \) and a prime power \( q \) such that \( G \leq A\Gamma L_a(q) \), and exactly one of the following holds (setting \( F = GF(q) \)).

(a) \( G \leq A\Gamma L_1(q) \). Then \( G^{(2)} \leq A\Gamma L_1(q) \).
(b) \( G \leq \Gamma L_{2m}(q) \) preserves the bilinear forms graph \( H_q(2, m) \), \( m \geq 3 \). Then \( G^{(2)} \leq \Gamma L_{2m}(q) \) and
\[
G^{(2)} = F^{2m} \times ((\Gamma L_2(q) \circ \Gamma L_m(q)) \times \text{Aut}(F)).
\]
(c) \( G \leq \Gamma L_{2m}(q) \) preserves the affine polar graph \( \Gamma O_{2m}(q) \), \( m \geq 2 \), \( \epsilon = \pm \). Then \( G^{(2)} \leq \Gamma L_{2m}(q) \) and
\[
G^{(2)} = F^{2m} \times \Gamma O_{2m}(q).
\]
(d) \( G \leq \Gamma L_{10}(q) \) preserves the alternating forms graph \( A(5, q) \). Then \( G^{(2)} \leq \Gamma L_{10}(q) \) and
\[
G^{(2)} = F^{10} \times ((\Gamma L_5(q)/\{\pm 1\}) \times (F^\times/(F^\times)^2)).
\]
(e) \( G \leq \Gamma L_{16}(q) \) preserves the affine half spin graph \( V D_{5,5}(q) \). Then \( G^{(2)} \leq \Gamma L_{16}(q) \) and
\[
G^{(2)} = F^{16} \times ((F^\times \circ \text{Inndiag}(D_5(q))) \times \text{Aut}(F)).
\]
(f) \( G \leq \Gamma L_{4}(q) \) preserves the Suzuki-Tits ovoid graph \( V S_z(q), q = 2^{2e+1}, e \geq 1 \). Then \( G^{(2)} \leq \Gamma L_{4}(q) \) and
\[
G^{(2)} = F^{4} \times ((F^\times \times Sz(q)) \times \text{Aut}(F)).
\]

Construction and properties of mentioned graphs can be looked up in, for example, [3], but in what follows we will most closely work with bilinear forms graphs and affine polar graphs. We remind that if an affine group \( G = V \times G_0 \) from (iv) preserves the bilinear forms graph \( H_q(2, m) \), then the underlying vector space decomposes into a tensor product \( V = U \otimes W \) over \( GF(q) \), where \( \dim U = 2 \) and \( \dim W = m \), and \( G_0 \) preserves this decomposition. If \( G \) preserves the affine polar graph \( \Gamma O_{2m}(q) \), then \( V \simeq GF(q)^{2m} \) can be endowed with a non-degenerate quadratic form \( \kappa : V \to GF(q) \) of type \( \epsilon \), such that \( G_0 \) acts on \( \kappa \) by semisimilarities.

We will also require information on the structure of affine rank 3 groups.

**Theorem 2.2** ([21]). Let \( G \) be a finite primitive affine permutation group of rank 3 and degree \( n = p^d \), with socle \( V \simeq GF(p)^d \) for some prime \( p \), and let \( G_0 \) be the stabilizer of the zero vector in \( V \). Then \( G_0 \) belongs to one of the following classes.

(A) **Infinite classes.** These are:

1. \( G_0 \leq \Gamma L_1(p^d) \);
2. \( G_0 \) is imprimitive as a linear group;
3. \( G_0 \) stabilizes the decomposition of \( V \simeq GF(q)^{2m} \) into \( V = V_1 \otimes V_2 \), where \( p^d = q^{2m} \), \( \dim V_1 = 2 \) and \( \dim V_2 = m \). Moreover, \( \text{SL}(V_2) \leq G_0^{V_2} \) or \( p = q = 2, d = a = 8, \) or \( \dim V_2 \leq 3 \);
(4) \( G_0 \triangleright \text{SL}_m(\sqrt{q}) \) and \( p^d = q^m \), where 2 divides \( \frac{d}{m} \);
(5) \( G_0 \triangleright \text{SL}_2(\sqrt{q}) \) and \( p^d = q^2 \), where 3 divides \( \frac{d}{2} \);
(6) \( G_0 \triangleright \text{SU}_m(q) \) and \( p^d = q^{2m} \);
(7) \( G_0 \triangleright \Omega_2^+(q) \) and \( p^d = q^{2m} \);
(8) \( G_0 \triangleright \text{SL}_5(q) \) and \( p^d = q^{10} \);
(9) \( G_0 \triangleright B_3(q) \) and \( p^d = q^8 \);
(10) \( G_0 \triangleright D_5(q) \) and \( p^d = q^{16} \);
(11) \( G_0 \triangleright \text{Sz}(q) \) and \( p^d = q^4 \).

(B) ‘Extraspecial’ classes.
(C) ‘Exceptional’ classes.

Moreover, classes (B) and (C) consist of finitely many groups of degree not exceeding \( 3^{12} \).

The correspondence between classes of Theorem 2.2 and rank 3 graphs, as well as formulae for subdegrees will be given later in Tables 1 and 2.

2.2 Polynomial toolkit

As was mentioned earlier, both input and output permutation groups used by our algorithms are specified by their generating sets. In fact, if \( G \) is a permutation group of degree \( n \) generated by a set of elements \( S \), one can in time polynomial in \( n \) and \( |S| \) construct a set of generators of size at most \( n^2 \), see [32, Exercise 4.1]. Therefore we can assume that \( |S| \) is bounded polynomially in terms of \( n \), and hence an algorithm runs in polynomial time if its running time can be bounded as a polynomial in \( n \) only.

Recall that if \( \Sigma \) is a collection of finite simple groups (specified by their names), \( O_{\Sigma}(G) \) is the largest normal subgroup of \( G \) such that each composition factor of \( O_{\Sigma}(G) \) is isomorphic to a member of \( \Sigma \). The following fundamental algorithms will be used in the text without further notice.

Proposition 2.3 ([32]). Let \( G \leq \text{Sym}(\Omega) \) be a permutation group given by its generating set. The following can be solved in polynomial time:

1. compute the order of \( G \),
2. given \( g \in \text{Sym}(\Omega) \) test whether \( g \in G \),
3. compute the orbits of \( G \),
4. given \( \alpha \) and \( \beta \) in the same orbit, compute \( g \in G \) such that \( \alpha^g = \beta \),
5. given \( \alpha \in \Omega \) compute the point stabilizer \( G_\alpha \),
6. compute a minimal block system for \( G \),
7. compute socle of $G$, center $Z(G)$ and derived subgroup $[G,G]$,
8. compute $O_{\Sigma}(G)$ for any collection of simple groups $\Sigma$,
9. test if $G$ is simple, and if it is, identify its isomorphism type,
10. enumerate all elements of $G$ in time polynomial in $|G|$ and $|\Omega|$,
11. all of the above, except items 3–6, in quotient groups of $G$.

The last item is based on the work of Kantor and Luks [19]. For quotient group algorithms we assume that we are given generators of $G$ and generators of its normal subgroup $N$. Elements of the quotient $G/N$ are then specified by coset representatives.

We also remark that certain permutation group constructions, such as primitive and imprimitive wreath products, can be trivially performed in polynomial time.

Next result will be used in the treatment of almost simple groups.

**Lemma 2.4 ([24, Corollary 3.24]).** Let $T \leq \text{Sym}(\Omega)$ be a nonabelian simple group. Then $N_{\text{Sym}(\Omega)}(T)$ can be found in polynomial time.

Recall that the vertex set of the Hamming graph $H(a,q)$ is the set of tuples $(x_1, \ldots, x_a)$ where components $x_i$ are taken from some finite set of cardinality $q$, and two vertices are adjacent if they differ in exactly one place. This labelling of vertices is called a Hamming labelling, and the next result provides a polynomial algorithm for finding such a labelling.

**Lemma 2.5 ([16]).** Given a graph (specified by a list of vertices and a list of edges), one can decide in polynomial time if it is a Hamming graph, and find an appropriate Hamming labelling if that is the case.

Affine groups of rank 3 will require certain algorithms for linear groups. If $G = V \rtimes G_0$ is a primitive affine group, observe that $V$ is the socle and $G_0$ is point stabilizer and thus they can be computed in polynomial time. Since $|V| = n$ we can avoid most of the theory of effective algorithms for matrix groups, for instance, we can represent subspaces as lists of vectors, and compute their sums and intersections by straightforward procedures. One can easily test if $G_0$ acts irreducibly on $V$, indeed, it suffices to check that for every nonzero vector $v \in V$ the orbit $v^{G_0}$ spans $V$, while the general procedure for matrix groups is highly nontrivial, see [30, Corollary 5.4] and [25].

Nevertheless we will require the following two matrix groups algorithms. Note that algorithms run in polynomial time in the size of the input, in particular, the running time may depend on the size of the matrices involved and the order of the field. Linear groups are given by their generating matrices, and since all our linear groups will arise from permutation groups, all parameters (matrix size, order of the field, number of generators, etc.) will be under control.
Lemma 2.6 ([10] Theorem 2]). Let $g_1, \ldots, g_k$ and $h_1, \ldots, h_k$ be elements of $\text{GL}_d(p)$, where $p$ is a prime. Then it can be checked in polynomial time whether there exists an element $t \in \text{GL}_d(p)$ such that $g_i^t = h_i$, $i = 1, \ldots, k$, and such an element can be computed if it exists.

Lemma 2.7 ([31]). Given $G_0 \leq \text{GL}_d(p)$, where $p$ is a prime, the centralizer $C_{\text{GL}_d(p)}(G_0)$ can be computed in polynomial time.

3 Proof of the main result

Set $n = |\Omega|$. If $n \leq 3^{12}$, we can find the 2-closure by brute-force, so from now on we assume that $n > 3^{12}$. In the following we will often leave out the condition $n > 3^{12}$ and write that “$n$ is sufficiently large” instead.

By Theorem 2.1, rank 3 groups fall into four categories: imprimitive groups, primitive preserving a nontrivial product decomposition, almost simple and affine. In the next section we provide an algorithm covering the first three cases (Algorithm 1), while affine groups are subdivided into the “small” case (Algorithm 2), tensor product case (Algorithm 3) and quadratic form case (Algorithm 4). The main algorithm consists of running Algorithms 1 through 4 and taking the largest output as the final result. Indeed, our group is guaranteed to lie in one of the four cases mentioned above, and as we will prove below, each algorithm computes the 2-closure correctly for the respective class.

In the following sections we detail the descriptions of the mentioned classes and provide required algorithms.

3.1 Nonaffine case

In this section we consider imprimitive rank 3 groups, groups preserving a nontrivial product decomposition and almost simple groups. Notice that despite the name of the section, some affine groups may fall in this case, for example, affine groups stabilizing a nontrivial product decomposition (i.e. linearly imprimitive affine groups).

Proposition 3.1. It can be tested in polynomial time if $G$ is an imprimitive rank 3 group, and if it is, $G^{(2)}$ can be found in polynomial time.

Proof. If $\Delta$ is a nontrivial block of imprimitivity of $G$, and $\Omega$ is identified with $\Delta \times X$ for some set $X$, then $G^{(2)} = \text{Sym}(\Delta) \wr \text{Sym}(X)$ by Theorem 2.1 (i). A nontrivial block system of a permutation group can be found in polynomial time, so generators of the required wreath product can be easily obtained. The claim is proved.

Proposition 3.2. It can be tested in polynomial time if $G$ is a primitive rank 3 permutation group preserving a nontrivial product decomposition, and if it is, $G^{(2)}$ can be found in polynomial time.
Proof. Suppose that $G$ does preserve a nontrivial product decomposition, in particular, its subdegrees are $2(\sqrt{n} - 1)$ and $(\sqrt{n} - 1)^2$ (these are subdegrees of the Hamming graph $H(2, \sqrt{n})$). Since the degree of $G$ is large enough, we can assume that subdegrees of $G$ have different sizes. The smallest nondiagonal 2-orbit induces a Hamming graph on $\Omega$, and Hamming graphs can be recognized and appropriately relabeled in polynomial time by Lemma 2.5, allowing one to reconstruct the product decomposition $\Omega \simeq \Delta^2$ preserved by $G$. We have $G^{(2)} = \text{Sym}(\Delta) \uparrow \text{Sym}(2)$, and we can obtain generators of that wreath product in polynomial time. 

**Proposition 3.3.** It can be tested in polynomial time if $G$ is a primitive rank 3 permutation group with nonabelian simple socle, and if it is, $G^{(2)}$ can be found in polynomial time.

Proof. One can compute the socle $S$ and check that it is simple in polynomial time. By Theorem 2.1, we have $G^{(2)} = N_{\text{Sym}(\Omega)}(S)$. The claim now follows from Lemma 2.4. 

We summarize the algorithm for the nonaffine case in the following figure.

---

**Algorithm 1: Nonaffine**

**Input:** generators of a rank 3 group $G \leq \text{Sym}(\Omega)$ of sufficiently large degree  

**Output:** generators of $G^{(2)}$ if $G$ is imprimitive or primitive stabilizing a nontrivial product decomposition or almost simple, and failure otherwise

if $G$ is imprimitive then
    Find a nontrivial decomposition $\Omega \simeq \Delta \times X$;  
    return $\text{Sym}(\Delta) \wr \text{Sym}(X)$
end

Set $\Gamma$ to be the smallest 2-orbit of $G$;  

if $\Gamma$ is a Hamming graph then  // Lemma 2.5
    Find a decomposition $\Omega \simeq \Delta^2$;  
    return $\text{Sym}(\Delta) \uparrow \text{Sym}(2)$
end

Compute the socle $S$ of $G$;

if $S$ is a nonabelian simple group then
    return $N_{\text{Sym}(\Omega)}(S)$  // Lemma 2.4
end

// If the group is affine  
return failure

---

### 3.2 Affine case

Recall that if $G$ is an affine rank 3 group, then $G \leq \text{AGL}_a(q)$ and $G$ decomposes as $G = V \rtimes G_0$, where $V$ is an $a$-dimensional vector space over GF($q$), while
be denoted by \( a \). The smallest value of \( a \) such that \( G \leq AΓL_a(q) \) for some \( q \) will be denoted by \( a(G) \). We continue to use our standard notation \( n = |Ω| = |V| \). Note also that \( n = p^d = q^a \), where \( q \) is a power of a prime \( p \) and \( a \) divides \( d \).

By Theorem 2.2 affine groups of rank 3 fall into three categories (A), (B) and (C), where the latter two encompass only a finite number of groups and are not considered since \( n > 3^{12} \). Also notice that groups from class (A2) stabilize a nontrivial product decomposition, and so they were covered in the previous section.

Finally, structure of affine rank 3 groups, their subdegrees, graphs preserved and values of \( a(G) \) can be easily read of Tables 1 and 3. Here we provide a summary for reader’s convenience. The meaning of the column “Class” is explained right after the tables.

### Table 1: Linearly primitive rank 3 group in class (A)

| Type of \( G \) | \( a(G) \) | Graph | Class |
|-----------------|------------|-------|-------|
| \( G_0 < ΓL_1(p^a) \) | 1 | One-dimensional affine | (S) |
| tensor product | \( 2m \) | \( H_q(2, m) \) | (T) |
| \( G_0 \geq SL_m(\sqrt{q}) \) | \( m \) | \( H_\sqrt{q}(2, m) \) | (T) |
| \( G_0 \geq SL_2(\sqrt{q}) \) | 2 | \( H_{\sqrt{q}}(2, 3) \) | (T) |
| \( G_0 \geq SU_m(q) \) | \( m \) | \( VO_{2m}(q), \epsilon = (-1)^m \) | (Q) |
| \( G_0 \geq Ω_m(q) \) | \( 2m \) | \( VO_{2m}(q) \) | (Q) |
| \( G_0 \geq SL_5(q) \) | 10 | \( A(5, q) \) | (S) |
| \( G_0 \geq B_3(q) \) | 8 | \( VO_{7}(q) \) | (S) |
| \( G_0 \geq D_5(q) \) | 16 | \( VD_{5, 5}(q) \) | (S) |
| \( G_0 \geq Sz(q) \) | 4 | \( VSz(q) \) | (S) |

### Table 2: Subdegrees of some groups in class (A)

\[
\begin{array}{ll}
& \text{Subdegrees} \\
(a3): & q^{2m} \\
& (q+1)(q^{m-1}+1), q(q^{m-1}+1)(q^{m-1}+1) \\
(a4): & q^m \\
& (\sqrt{q}+1)(\sqrt{q}^m+1), \sqrt{q}(\sqrt{q}^m+1)(\sqrt{q}^{m-1}+1) \\
(a5): & q^2 \\
& (\sqrt{q}+1)(q-1), \sqrt{q}(q-1)(\sqrt{q}^2-1) \\
(a6): & q^{2m} \\
& \left\{ \begin{array}{ll}
(q^m-1)(q^{m-1}+1), q^{m-1}(q-1)(q^m-1), m \text{ even} \\
(q^m+1)(q^{m-1}-1), q^{m-1}(q-1)(q^m+1), m \text{ odd} 
\end{array} \right. \\
(a7): & q^{2m} \\
& \left\{ \begin{array}{ll}
(q^m-1)(q^{m-1}+1), q^{m-1}(q-1)(q^m-1), \epsilon = + \\
(q^m+1)(q^{m-1}-1), q^{m-1}(q-1)(q^m+1), \epsilon = - 
\end{array} \right.
\end{array}
\]

For the algorithmic considerations to follow it is more useful to regroup linearly primitive affine rank 3 groups into the following three families:

(S) Small groups, that is, groups with \( a(G) \leq 16 \) and such that the zero stabilizer \( G_0 \) is 4-generated.
(T) Tensor case, that is, classes (A3), (A4) and (A5). These groups stabilize a nontrivial tensor decomposition.

(Q) Quadratic form case, that is, classes (A6) and (A7). These groups preserve a quadratic form.

Classes (A3)–(A7) fall into cases (T) and (Q) by definition, so it is left to sort out classes (A1) and (A8)–(A11). We need the following observation.

Lemma 3.4 ([12, Corollary to Theorem 1]). Let $G$ be an almost simple group with socle $S$. Then $G/S$ and $G$ are 3-generated.

Proposition 3.5. Classes (A1), (A8)–(A11) lie in (S).

Proof. Obvious for (A1). If $G$ lies in (A8)–(A11), then $G_0/Z(G_0)$ is almost simple and $Z(G_0)$ is cyclic, see [21, (1.4)] (it also follows from Table 1 and Theorem 2.1). By Lemma 3.4, the group $G_0/Z(G_0)$ is 3-generated. Since $Z(G_0)$ is cyclic, $G_0$ is 4-generated, as claimed. Table 1 implies $a(G) \leq 16$ at last. 

As a corollary from Theorem 2.1 and Proposition 3.5 we yield

Proposition 3.6. Let $G$ be a primitive affine rank 3 permutation group on $\Omega$ which does not preserve a nontrivial product decomposition, and assume that $|\Omega| > 3^{12}$. Then $G$ belongs to class (S), (T) or (Q).

Names of classes, corresponding to cases (A1)–(A11), are written in the last column of Table 1. We stress that classes (S), (T) and (Q) may overlap, so a group may belong to several classes.

3.2.1 Small groups case

Let $G$ lie in (S), and recall that $G = V \rtimes G_0$, where $V$ is an $a$-dimensional vector space over $GF(q)$ and $G_0 \leq \Gamma L_a(q)$. Moreover, $a \leq 16$ and $G_0$ is 4-generated.

In order to compute the 2-closure we first show that $G^{(2)}$ lies in $A\Gamma L_a(q)$ for some $a \leq 48$ and $q$. Then we explicitly enumerate all groups of the form $\Gamma L_a(q)$, $a \leq 48$, containing $G_0$, and find the 2-closure by brute-force, i.e. by listing all elements of $A\Gamma L_a(q)$ and checking which permutations preserve the associated rank 3 graph.

Lemma 3.7. Let $G$ be an affine rank 3 group of sufficiently large degree, and suppose that $G$ does not stabilize a nontrivial product decomposition. Then $a(G^{(2)}) \leq 3a(G)$.

Proof. It follows from Theorem 2.1 that

\[
\begin{align*}
\text{Aut}(H_q(2, m)) & \leq A\Gamma L_{2m}(q), \\
\text{Aut}(V O^3_{2m}(q)) & \leq A\Gamma L_{2m}(q), \\
\text{Aut}(A(5, q)) & \leq A\Gamma L_{10}(q), \\
\text{Aut}(V D_{5,5}(q)) & \leq A\Gamma L_{16}(q), \\
\text{Aut}(V S\pi(q)) & \leq A\Gamma L_4(q).
\end{align*}
\]
Also, Theorem 2.11 (iv)(a) implies that if \( G \leq \text{AGL}_1(q) \) then \( G^{(2)} \leq \text{AGL}_1(q) \). Table IV lists \( a(G) \) and corresponding rank 3 graphs for affine linearly primitive rank 3 groups \( G \), so the inequality \( a(G^{(2)}) \leq 3a(G) \) follows easily by inspection of the table. Equality is attained in case (A5), where \( a(G) = 2 \), and \( G^{(2)} \) is the automorphism group of the bilinear forms graph \( \tilde{H}_{\varphi}(2, 3) \), so \( a(G^{(2)}) = 6 \). \( \square \)

**Corollary 3.8.** If \( G \) belongs to \( (S) \), then \( a(G^{(2)}) \leq 48 \).

**Lemma 3.9.** Let \( n = q^a \). Then \( |\Gamma L_a(q)| \leq n^{a+1} \) and \( |\text{AGL}_a(q)| \leq n^{a+2} \).

**Proof.** Observe that

\[
|\Gamma L_a(q)| = |GL_a(q)| \cdot |\text{Aut}(GF(q))| \leq q^{a^2} \cdot q \leq n^{a+1}.
\]

In particular, \( |\text{AGL}_a(q)| = q^a \cdot |\Gamma L_a(q)| \leq n^{a+2} \). \( \square \)

**Corollary 3.10.** If \( G \) belongs to \( (S) \), then \( |G| \leq n^{18} \).

Above corollary justifies the name “small” for the class \( (S) \), indeed, groups from this class have order polynomially bounded in terms of \( n \).

**Lemma 3.11.** Let \( g_1, \ldots, g_k \) be some elements of \( \text{GL}_d(p) \), where \( k \) is a fixed constant, and let \( G_0 \) be the group generated by \( g_1, \ldots, g_k \). It can be checked in polynomial time whether \( G_0 \) is conjugate to a subgroup of \( \Gamma L_a(q) \leq \text{GL}_d(p) \), where \( a \) is a fixed constant, and if it is conjugate, an element \( t \in \text{GL}_d(p) \) such that \( G_0 \leq \Gamma L_a(q) \) can be found in polynomial time. In fact, all embeddings of \( G_0 \) into \( \Gamma L_a(q) \) can be found in polynomial time.

**Proof.** Try all \( k \)-tuples \( h_1, \ldots, h_k \) of elements of \( \Gamma L_a(q) \) (there are at most \( n^{k(a+1)} \) of those by Lemma 3.9), and using Lemma 2.6 check if there exists an element \( t \in \text{GL}_d(p) \) such that \( g_i^t = h_i \), \( i = 1, \ldots, k \). \( \square \)

Recall that there might be several subgroups of the form \( \Gamma L_a(q) \) inside \( \text{GL}_d(p) \), depending on the embedding of the multiplicative group of the field \( GF(q) \) in \( \text{GL}_d(p) \). All of these subgroups are conjugate in \( \text{GL}_d(p) \), so if \( \Gamma L_a(q) \leq \text{GL}_d(p) \) and \( G_0 \) lies in some \( \Gamma L_a(q) \), then \( \Gamma L_a(q) = \Gamma L_a(q) \) for some \( t \in \text{GL}_d(p) \), and hence \( G_0^t \leq \Gamma L_a(q) \). We can find all such \( t \) in polynomial time in the situation of Lemma 3.11, so in fact we can find all subgroups of the form \( \Gamma L_a(q) \) containing \( G_0 \).

**Proposition 3.12.** It can be tested in polynomial time if \( G \) belongs to \( (S) \), and if it does, \( G^{(2)} \) can be found in polynomial time.

**Proof.** Find \( |G| \) and check that \( |G| \leq n^{18} \). If that is the case, list all elements of \( G_0 \) in polynomial time, and check if any 4-tuple of elements generates \( G_0 \) (there are at most \( n^{18-4} \) such tuples). Given a generating set of size 4, by Lemma 3.11 we can check in polynomial time if \( G_0 \) is conjugate to a subgroup of \( \Gamma L_a(q) \), \( a \leq 16 \), hence it is possible to check if \( G \) belongs to \( (S) \) in polynomial time.
By Corollary 3.8, \( G^{(2)} \leq \text{AGL}_a(q), a \leq 48 \), in particular, \( G_0 \leq (G^{(2)})_0 \leq \Gamma L_a(q), a \leq 48 \). By Lemma 3.11, we can find all groups \( \Gamma L_a(q), a \leq 48 \), such that \( G_0 \leq \Gamma L_a(q) \) in polynomial time. In particular, we can find all groups \( \text{AGL}_a(q), a \leq 48 \), containing \( G \), and since \( \text{AGL}_a(q) \) is polynomially bounded in terms of \( n \), we can find the subgroup of \( \text{AGL}_a(q) \) preserving the 2-orbits of \( G \) in polynomial time. The largest such subgroup will give us the 2-closure of \( G \), as required.

In the following figure (Algorithm 2) we give an overview of the algorithm for class (S). When checking the condition \( a(G) \leq 16 \) we use an additional variable \( f \) as a flag: \( f = 0 \) if \( G_0 \) cannot be embedded into \( \Gamma L_a(q), a \leq 16 \), and \( f = 1 \) otherwise. In the last part of the algorithm, intersection \( G^{(2)} \cap \text{AGL}_a(q) \) is computed by brute-force, i.e. all elements of \( \text{AGL}_a(q) \) are listed and it is checked which elements preserve the 2-orbits of \( G \).

### 3.2.2 Tensor product case

Let \( G \) lie in (T), and recall that \( G = V \times G_0 \), where \( V \) is a \( 2m \)-dimensional vector space over \( GF(q) \) and \( G_0 \leq \Gamma L_{2m}(q), m \geq 2 \). The space decomposes into a tensor product \( V = U \otimes W \) over \( GF(q) \), where \( \dim U = 2, \dim W = m \), and one of the two orbits of \( G_0 \) on nonzero vectors consists of simple tensors, i.e. vectors of the form \( u \otimes w, u \in U, w \in W \).

We mention that if \( G_0 \) lies in (A3), it stabilizes a tensor decomposition by definition, while in classes (A4) and (A5) it follows from the fact that \( G_0 \) stabilizes a certain subspace. For example, if \( G_0 \) lies in (A4), it stabilizes a subspace \( U \leq V \) of dimension \( m \) over \( GF(\sqrt{q}) \), where \( n = q^m \), and hence \( G_0 \) stabilizes a nontrivial tensor decomposition \( V \simeq U \otimes GF(q) \), where the tensor product is taken over \( GF(\sqrt{q}) \). Similar reasoning holds for (A5).

Since \( G \) from class (T) stabilizes a bilinear forms graph, Theorem 2.1 and [7, Theorem 9.5.1] imply that

\[
G^{(2)} = GF(q)^{2m} \times ((GL_2(q) \circ GL_m(q)) \times \text{Aut}(F)),
\]

when \( m > 2 \), and

\[
G^{(2)} = GF(q)^4 \times ((GL_2(q) \circ GL_2(q)) \times \text{Aut}(F)) \times C_2,
\]

when \( m = 2 \), where an additional automorphism of order two flips components of simple tensors. Notice also that the case of \( m = 2 \) is covered by Theorem 2.1 (c), since \( H_q(2, 2) \) is isomorphic to \( VO_q^+ \).

To compute the 2-closure in polynomial time, we will first obtain an explicit embedding of \( G_0 \) into \( \Gamma L_{2m}(q) \). Then we will exhibit a basis of \( V \) of the form \( u_i \otimes w_j, i = 1, 2, j = 1, \ldots, m \), where \( u_1, u_2 \) is a basis of \( U \) and \( w_1, \ldots, w_m \) is a basis of \( W \); we will call such a basis a tensor basis. Finally, given a tensor basis and the action of the field \( GF(q) \) it is possible to write down generators of \( G^{(2)} \) explicitly.

We start with several general lemmata which will be used in this and next sections to construct embeddings of \( G_0 \) into groups of the form \( \Gamma L_a(q) \). Recall
Algorithm 2: Small groups case

Input: generators of an affine rank 3 group $G$ of sufficiently large degree $n = p^d$

Output: generators of $G^{(2)}$ if $G$ lies in (S), and failure otherwise

Check that $G$ is affine and construct $G_0$;

if $|G| > n^{18}$ then
  return failure
end

Compute all elements of $G$;

if $G_0$ is not 4-generated then
  return failure
else
  Find 4 generators of $G_0$ by brute-force;
end

// Check that $a(G) \leq 16$
Set $f = 0$;
for $a = 1, \ldots, 16$, such that $a$ divides $d$ do
  Set $q = p^{d/a}$;
  if $G_0$ embeds in $\Gamma L_a(q)$ then // Lemma 3.11
    Set $f = 1$;
  end
end
if $f = 0$ then
  return failure
end

Set $L$ to be an empty list;
for $a = 1, \ldots, 48$, such that $a$ divides $d$ do
  Set $q = p^{d/a}$;
  for $\Gamma L_a(q) \leq GL_d(p)$ such that $G_0 \leq \Gamma L_a(q)$ do // Lemma 3.11
    Find $G^{(2)} \cap A\Gamma L_a(q)$ by brute-force;
    Add $G^{(2)} \cap A\Gamma L_a(q)$ to the list $L$;
  end
end

return the largest member of $L$
that the group $\Gamma L_n(q)$ is completely determined by the embedding of the field $GF(q)$ in $GL_d(p)$. Indeed, if $F = GF(q)$, then $F^\times \leq \Gamma L_n(q)$ and $\Gamma L_n(q)$ is precisely the set of all $F$-semilinear mappings of the vector space $V$. It is enough to know a generator of $F^\times$ to specify the field, hence we write “the field is given” if such a generator is given as input to an algorithm, and “the field is known” if we computed it at some stage of an algorithm.

Notice that in what follows matrix groups $GL_d(p)$, $G_0$ etc. are given by generating permutations, in particular, polynomial time still means polynomial in $n = p^d$.

**Lemma 3.13.** If $c \in GL_d(p)$ and $a$ divides $d$, then we can check in polynomial time whether $c$ generates a multiplicative group of a finite field $GF(p^{d/a})$. Moreover, given $G_0 \leq GL_d(p)$, we can check whether $G_0 \leq \Gamma L_n(p^{d/a})$, where the respective field is generated by the element $c$.

**Proof.** For the first claim, check that the order of $c$ equals $p^{d/a} - 1$, and check that the set of matrices $0, c, c^2, \ldots, c^{p^{d/a} - 1}$ is closed under addition (clearly then it satisfies all other field axioms). For the second claim, it suffices to check that all generators $g_1, \ldots, g_k$ of $G_0$ act semilinearly on $V \cong \Omega$ viewed as a vector space over $GF(p^{d/a}) \cong F = 0 \cup \langle c \rangle$. First, check that $F$ is $G_0$-invariant, i.e. $c^g \in F$ for $g \in \{g_1, \ldots, g_k\}$. Now, notice that for each $v \in V$, $f \in F$ and every generator $g \in \{g_1, \ldots, g_k\}$ we have:

$$(f \cdot v)^g = v^{fg} = v^g f^g = f^g \cdot v^g,$$

where $\cdot$ denotes the action of the field on the vector space and is defined as $f \cdot v = v^f$ for $v \in V$ and $f \in \langle c \rangle$, and $0 \cdot v = 0$. Therefore $G$ acts semilinearly if and only if for every generator $g \in \{g_1, \ldots, g_k\}$ and every $f \in F$ we have $f^g = f^{v^i}$ for some $i$ (depending only on $g$). All checks can be done in polynomial time, so the claim is proved. \hfill \Box

**Lemma 3.14.** Let $H \leq GL_d(p)$ and suppose that $V$ decomposes into a direct sum of $k$ irreducible $H$-modules over $GF(p)$. Then $|C_{GL_d(p)}(H)| \leq n^k$ and, in particular, all elements of $C_{GL_d(p)}(H)$ can be enumerated in time polynomial in $n^k$.

**Proof.** Take a decomposition of $V$ into irreducible $H$-modules

$$V = V_1 \oplus \cdots \oplus V_k$$

and fix arbitrary nonzero vectors $v_i \in V_i$, $i = 1, \ldots, k$. Since $V_i$ is an irreducible $H$-module over $GF(p)$, it is generated by $v_i^H$ as an abelian group, so $V$ is generated by all classes $v_i^H$, $i = 1, \ldots, k$, as an abelian group.

Now, let $c \in C_{GL_d(p)}(H)$, and set $u_i = v_i^c$, $i = 1, \ldots, k$. Fix arbitrary $i \in \{1, \ldots, k\}$. Then, for any $h \in H$ we have

$$(v_i^h)^c = (u_i^c)^h = u_i^h,$$
and hence the action of $c$ on all elements of the $H$-orbit $v^H_i$ can be deduced from the value of $u_i$. Since $V$ is generated by orbits $v^H_i$, $i = 1, \ldots, k$, as an abelian group, the action of $c$ on $V$ is completely determined by values of $u_i$, $i = 1, \ldots, k$.

There are at most $n^k$ choices for the vectors $u_i$, $i = 1, \ldots, k$, therefore $|C_{GL_d(p)}(H)| \leq n^k$. Now one can enumerate all elements of $C_{GL_d(p)}(H)$ by applying Lemma 2.7.

**Corollary 3.15.** Let $G_0 \leq GL_d(p)$ and suppose that $V$ decomposes into $k$ irreducible $[G_0, G_0]$-modules over $GF(p)$. Then for every $a$ dividing $d$, one can find all groups of the form $GL_a(p^{d/a})$ containing $G_0$ in time polynomial in $n^k$.

**Proof.** Suppose that $G_0 \leq GL_a(p^{d/a})$ and let $c \in GL_d(p)$ be a generator of the center $Z(GL_a(p^{d/a}))$. Since $H = [G_0, G_0]$ lies in $GL_a(p^{d/a})$, the element $c$ centralizes $H$. By Lemma 3.14 we can enumerate all elements of $C_{GL_d(p)}(H)$ in time polynomial in $n^k$. By Lemma 3.13 we can check in polynomial time if $c \in C_{GL_d(p)}(H)$ generates a finite field of order $p^{d/a}$ and if $G_0 \leq GL_a(p^{d/a})$, where $GL_a(p^{d/a})$ corresponds to the finite field generated by $c$.

In order to apply algorithms for embeddings into $GL_a(q)$ in the particular case of groups from class (T), we first need a more precise analysis of the structure of $G_0$ in class (T).

**Proposition 3.16.** Let $G$ be an affine permutation group of rank 3, such that $G_0$ stabilizes a tensor decomposition $V = U \otimes W$ over $GF(q)$, where $\dim U = 2$ and $\dim W = m$, $m \geq 2$. Then one of the following holds.

(i) $G_0 \leq GL_1(q)$;

(ii) $G_0$ is imprimitive as a linear group;

(iii) $m = 4$ and $q = 2$;

(iv) $SL(W) \leq G_0$;

(v) $SL(U) \leq G_0$ and $m = 3$.

**Proof.** Follows directly from [4, Theorem 3.2]. In the terminology the authors use, $G_0$ falls into one of the classes (R0), (I0), (T1)–(T6). Class (R0) corresponds to (i) in our statement, class (I0) to (ii), class (T4) implies (iii), classes (T1)–(T3) and (T5) satisfy the conclusion of (iv) and class (T6) implies (v).

Note that the main part of the proposition is (v), since the rest follows from the description of the classes (A3)–(A5) (see Theorem 2.2). We also mention that [4] proves a lot more about the structure of $G_0$, see [4] Theorems 3.1 and 3.2.
Lemma 3.17. Suppose that $G$ lies in class (T). Set $H = [G_0, G_0]$ and let

$$V = V_1 \oplus \cdots \oplus V_k,$$

be a decomposition of $V$ into a direct sum of irreducible $H$-modules over $GF(p)$. Then $k \leq 3$.

Proof. Let $V = U_1 \otimes U_2$ be a tensor decomposition preserved by $G_0$. By definition of the class (T), $G_0$ is primitive as a linear group and since $m \geq 2$, we have $a(G) \geq 2$ (see Table 1), and consequently $G_0$ does not lie in $\Gamma L_1(q)$. By Proposition 3.16, $G_0$ contains a normal subgroup $S = \text{SL}(U_2)$ preserving subspaces of the form $u \otimes U_2$, for $u \in U_1$ (in the notation of Proposition 3.16, $U_2 = W$ in case (iv) and $U_2 = U$ in case (v)). Moreover, $\dim U_1 \leq 3$. Since $n$ is large enough, we may assume that $S$ is neither $\text{SL}_2(2)$ nor $\text{SL}_2(3)$. Hence $S$ is perfect and we have $S \leq H$.

Now, $S$ acts transitively on $U_2$, so $u \otimes U_2$ is an irreducible $S$-module of $V$ for every nonzero $u$. Hence $V$ admits the following decomposition into irreducible $S$-modules:

$$V = \sum_{i=1}^{l} u_i \otimes U_2,$$

where $u_1, \ldots, u_l$ is a basis of $U_1$, in particular, $l \leq 3$. Since $S \leq H$ we immediately obtain $k \leq 3$.

\[\square\]

Corollary 3.18. Suppose that $G$ lies in class (T). Then all possibilities for $a$ and $\Gamma L_a(q^{a/d})$ such that $G_0 \leq \Gamma L_a(q^{a/d})$ can be found in polynomial time.

Proof. Follows from Corollary 3.15 and Lemma 3.17. \[\square\]

Next we show that we can check if a given basis is a tensor basis in polynomial time.

Lemma 3.19. Suppose that the field $GF(q)$ is given, and let $v_{ij}$, $i = 1, 2, j = 1, \ldots, m$ be a $GF(q)$-basis of $V$. Then in polynomial time it is possible to check that $G_0$ preserves a tensor decomposition $V = U \otimes W$, and that $v_{ij} = u_i \otimes w_j$, where $u_1, u_2$ is some basis of $U$ and $w_1, \ldots, w_m$ is some basis of $W$.

Proof. Construct a formal tensor product $V' = U' \otimes W'$, where $U'$ has basis $u_1, u_2$ and $W'$ has basis $w_1, \ldots, w_m$ over $GF(q)$. Let $\phi : V \rightarrow V'$ be an isomorphism defined by the rule $\phi(v_{ij}) = u_i \otimes w_j$, $i = 1, 2, j = 1, \ldots, m$. Clearly we can define the action of $G_0$ on $V'$ by $\phi((v)g) = \phi(vg)$, where $v \in V$, $g \in G_0$.

To finish the proof of the claim it suffices to check that $G_0$ preserves a tensor decomposition $V' = U' \otimes W'$. That amounts to checking that for all $u' \in U'$, $w' \in W'$ and $g \in G_0$ we have $(u' \otimes w')g = u'' \otimes w''$ for some $u'' \in U'$ and $w'' \in W'$. Notice that we only need to check that for elements $g$ taken from some generating set of $G_0$. The size of that generating set can be polynomially bounded in terms of $n$, and there are at most $n^4$ choices for $u', w', u'', w''$. Thus this check can be performed in polynomial time and the claim follows. \[\square\]
Lemma 3.20. Let $G$ lie in class $(T)$, and suppose that the associated field and some tensor basis are known. Then one can compute generators of $G^{(2)}$ in polynomial time.

Proof. Let $G_0 \leq \Gamma L_n(q) = \Gamma L(V)$, where $V = U \otimes W$, and let $u_i \otimes w_j$, $i = 1, 2$, $j = 1, \ldots, m$, be the given tensor basis. Let $g_1, \ldots, g_s$ and $h_1, \ldots, h_r$, be generators of $GL(U)$ and $GL(W)$ respectively (take, for example, diagonal matrices and transvections, so $s$ and $r$ are polynomial in $n$). The following linear transformations, given by their action on the basis, preserve the tensor product:

\[
\begin{align*}
    u_i \otimes w_j & \mapsto u_i^{g_k} \otimes w_j, \quad k = 1, \ldots, s, \\
    u_i \otimes w_j & \mapsto u_i \otimes w_j^{h_k}, \quad k = 1, \ldots, r.
\end{align*}
\]

Clearly these transformations generate the central product $GL(U) \circ GL(W)$.

Since the field $GF(q)$ is known, we can add the following semilinear map to our generating set:

\[
\sum_{i,j} c_{ij}(u_i \otimes w_j) \mapsto \sum_{i,j} c_{ij}^p(u_i \otimes w_j),
\]

where $p$ is the characteristic of the field. This element generates field automorphisms, hence we obtained generators for the group $(GL(U) \circ GL(W)) \rtimes \text{Aut}(GF(q))$.

Finally, if $m = 2$, add the following linear map, given by its action on the tensor basis:

\[
    u_i \otimes w_j \mapsto u_j \otimes w_i.
\]

This element generates the additional automorphism of order 2. Since the number of generators obtained is bounded polynomially in terms of $n$ and all computations were performed in polynomial time, the claim is proved.

Lemma 3.21. Suppose that $G$ lies in class $(T)$ and preserves a tensor decomposition $V = U \otimes W$, where $\dim U = 2$, $\dim W = m$ and $m \geq 4$. Suppose also that the respective field is known. Then $SL(W) \leq G_0$ and it is possible to find that subgroup in polynomial time.

Proof. The fact that $SL(W) \leq G_0$ follows from Proposition[3.16](or directly from the description of classes (A3) and (A4)). In order to find $SL(W)$ explicitly, first compute the second derived subgroup $H$ of $G_0$. Set $F = GL(q)$. Since $G_0 \leq (GL(U) \circ GL(W)) \rtimes \text{Aut}(F)$, we have $H \leq SL(U) \circ SL(W)$. Now, $SL(W)$ is precisely the preimage of $O_V(H/(H \cap F^x))$ in $H$, where $\Sigma = \{\text{PSL}_m(q)\}$.

The following lemma about arbitrary (not necessarily rank 3) permutation groups allows one to “shift” subsets of the permutation domain away from other subsets.

Lemma 3.22. Let $G$ be a permutation group on $\Omega$, and let $\Gamma, \Delta \subseteq \Omega$. Then one can compute $g \in G$ such that $\Gamma^g \nsubseteq \Delta$ in polynomial time, or determine that there is no such $g$. 
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Proof. Let $|Ω| = n$ and set $Γ = \{γ_1, \ldots, γ_k\}, k \leq n$. One can compute orbits $γ_i^G, i = 1, \ldots, k$, in polynomial time. Clearly all orbits lie inside $Δ$ if and only if $Γ^g \subseteq Δ$ for all $g \in G$, so we can test if the required $g$ exists in polynomial time. Now, if there exists an orbit $γ_i^G$ such that $γ_i^G \not\subseteq Δ$, then take $γ \in Δ \setminus γ_i^G$. One can now find $g \in G$ with $γ = γ_i^g$ in polynomial time, and $Γ^g \not\subseteq Δ$. \hfill $\square$

**Proposition 3.23.** If $G$ belongs to (T), then we can compute $G^{(2)}$ in polynomial time.

Proof. Suppose that $G_0$ preserves a tensor decomposition $V = U \otimes W$ over the field $GF(q)$ (notice that $q$ is not necessarily the largest power of $p$ such that $G_0 \leq ΓL_α(q)$ for some $α$). Without loss of generality we may assume that $\dim U = 2$ and $\dim W = m$ for some $m$. We claim that in polynomial time it is possible to find the field $GF(q)$ and a $GF(q)$-basis of $V$ of the form $u_1 \otimes w_j, i = 1, 2, j = 1, \ldots, m$, where the pair $u_1, u_2$ is some basis of $U$ and $w_1, \ldots, w_m$ is some basis of $W$. Given such a basis we can compute $G^{(2)}$ in polynomial time by Lemma 3.20.

Set $q$ to be the largest power of $p$ dividing the second subdegree, and notice that it is the order of the field required, see Table 2. Also let $m$ be an integer such that $n = q^{2m}$, and notice that it is equal to the dimension of $W$ over $GF(q)$.

Observe that by Corollary 3.15 and Lemma 3.17, we can find all possibilities for the field $GF(q)$ in polynomial time.

Now, if $m \leq 3$, there are at most $n^6$ bases of $V$ over $GF(q)$. Using Lemma 3.19 we can check all such bases by brute force in polynomial time, so we are done in this case. From now on we may assume that $m \geq 4$.

Choose two vectors $v_1, v_2 \in V$ and assume they have the form $v_1 = u_1 \otimes w, v_2 = u_2 \otimes w$ for some linearly independent (over $GF(q)$) vectors $u_1, u_2 \in U$. Then $v_1$ and $v_2$ span the subspace $P = U \otimes w$. By Lemma 3.21, we can compute $SL(W) \leq G_0$ in polynomial time. If $g \in SL(W)$, then $P^g = U \otimes w^g$, therefore we have either $P = P^g$ or $P \cap P^g = 0$ depending on whether $w$ and $w^g$ are linearly dependent or not. Since $SL(W)$ acts transitively on nonzero vectors of $W$, there exists $g \in SL(W)$ such that $P \cap P^g = 0$, and we can find such $g$ by applying Lemma 3.22 with $Γ = Δ = P$. In general, if $Q = P^{g_1} \oplus P^{g_2} \oplus \cdots \oplus P^{g_k}, g_1, \ldots, g_k \in SL(W), g_1 = 1$, is a proper subspace of $V$, then for some $g \in SL(W)$ the subspace $P^g$ does not lie in $Q$ and hence $Q \cap P^g = 0$. This allows us to add another direct summand to $Q$ and to proceed further. After the final step we will end up with precisely $m$ direct summands.

Now, since $V = P^{g_1} \oplus \cdots \oplus P^{g_k}$, where $g_1 = 1$, the set $v_1^{g_1}, v_2^{g_1}, \ldots, v_1^{g_m}, v_2^{g_m}$ is a basis for $V$. Notice that $v_i^{g_j} = u_i \otimes w^{g_j}$ and that vectors $w^{g_1}, \ldots, w^{g_k}$ form a basis for $W$. Setting $w_j = w^{g_j}, j = 1, \ldots, m$, we obtain that $v_i^{g_j} = u_i \otimes w_j$ is a required tensor basis for $V$. Since there are at most $n^2$ choices for vectors $v_1, v_2$ and since we can check if the basis obtained is correct using Lemma 3.19, the claim follows. \hfill $\square$

We provide a summary of the algorithm for class (T) in the following figure (Algorithm 3). Notice that in contrast to the algorithm for class (S), this algorithm may not output “failure” if the input group fails to lie in (T).
Algorithm 3: Tensor product case

**Input:** generators of an affine rank 3 group $G$ of sufficiently large
degree $n = p^d$

**Output:** generators of $G^{(2)}$ if $G$ lies in (T)

Check that $G$ is affine and construct $G_0$;
Set $q$ to be the largest power of $p$ dividing the second subdegree;
Find an integer $m$ such that $n = q^{2m}$;

for all embeddings of $G_0$ into $\Gamma L_2m(q)$ do // Corollary 3.18
    Find the associated field $GF(q)$;
    if $m \leq 3$ then
        for all bases of $V$ over $GF(q)$ do
            if it is a tensor basis then // Lemma 3.19
                return $G^{(2)}$ // Lemma 3.20
            end
        end
        // There is no appropriate basis
        return failure
    end
    Find the subgroup $SL(W) \leq G_0$; // Lemma 3.21
    for all $v_1, v_2 \in V \setminus 0$ do
        Compute the span $P = \langle v_1, v_2 \rangle$;
        Set $g_1 = 1$;
        for $i = 2, \ldots, m$ do
            Find $g_i \in SL(W)$ such that
            $P^{g_1} \oplus \cdots \oplus P^{g_{i-1}} \cap P^{g_i} = 0$; // Lemma 3.22
        end
        if $v_1^{g_1}, v_2^{g_1}, \ldots, v_1^{g_m}, v_2^{g_m}$ is a tensor basis then // Lemma 3.19
            return $G^{(2)}$ // Lemma 3.20
        end
    end
    // No embedding gives a tensor product basis
    return failure
end
3.2.3 Quadratic form case

Let $V$ be a vector space over $\Gamma L(q)$. Recall that a mapping $\kappa : V \rightarrow \Gamma L(q)$ is called a quadratic form, if $\kappa(\lambda v) = \lambda^2 \kappa(v)$ for all $\lambda \in \Gamma L(q)$ and $v \in V$, and the mapping $f : V \times V \rightarrow \Gamma L(q)$ defined by

$$f(x, y) = \kappa(x + y) - \kappa(x) - \kappa(y)$$

is a bilinear form (the bilinear form associated to $\kappa$). The quadratic form $\kappa$ is non-degenerate if the radical $\text{rad}(f)$ is trivial, where

$$\text{rad}(f) = \{x \in V \mid f(x, y) = 0 \text{ for all } y \in V\}.$$ 

There are two types of quadratic forms on vector spaces of even dimension: the $+$ type and $-$ type; the precise definition will not be important for us, so we refer the interested reader to [20, Section 2.5] for details.

If $G$ lies in class $(Q)$, then $G = V \times G_0$, where $V$ is a $2m$-dimensional vector space over $\Gamma L_2(q)$, and $G_0 \leq \Gamma L_2(q)$. The group $G_0$ acts on a non-degenerate quadratic form $\kappa : V \rightarrow \Gamma L_2(q)$ of type $\epsilon = \pm$ by semi-similarity, i.e. $\kappa(\lambda v) = \lambda \kappa(v)^\epsilon$ for all $\lambda \in \Gamma L_2(q)$, where $\lambda, \alpha \in \text{Aut}(\Gamma L_2(q))$ depend only on $g \in G_0$. Also, $G_0$ contains either $SU_m(q)$ or $\Omega^\pm_2(q)$ as a normal subgroup, depending on whether $G$ lies in $(A6)$ or $(A7)$.

There are exactly two orbits of $G_0$ on nonzero vectors, one orbit consisting of isotropic vectors (i.e. those $v$ with $\kappa(v) = 0$), and another consisting of non-isotropic vectors. The number of non-isotropic vectors is divisible by $q$, while the number of isotropic vectors is not (see, for instance, [39, Section 3.6 and formula (3.27)]), in particular, one can determine isotropic vectors in polynomial time just by taking an orbit of appropriate size.

In order to compute the $2$-closure, we will show that either $G_0$ lies in $\Gamma L_2(q)$, and $G^{(2)}$ can be found by brute-force, or the quadratic form $\kappa$ can be recovered, and $G^{(2)}$ can be constructed explicitly. We start with preliminary lemmata which will allow us to recover the field and find embeddings of $G_0$ into $\Gamma L_2(q)$.

Recall that a prime $r$ dividing $x^k - 1$, $k \geq 1$, is called a primitive prime divisor if $r$ does not divide $x^m - 1$ for $1 \leq m < k$. We remind a special case of Zsigmondy’s theorem.

**Lemma 3.24** ([10]). The number $x^k - 1$, where $x, k \geq 2$, has a primitive prime divisor except when $x = 2$ and $k = 6$, or $x + 1$ is a power of two and $k = 2$.

**Lemma 3.25.** Let $G = V \times G_0$ lie in class $(Q)$, and let $S \leq G_0$, where $S = SU_m(q)$ or $\Omega^\pm_2(q)$, $m \geq 2$, depending on whether $G$ lies in $(A6)$ or $(A7)$ respectively. Suppose that $|V| > 2^{12}$. Then $V$ decomposes into a direct sum of $k$ irreducible $S$-modules over $\Gamma L(p)$, where $k \leq 2$ when $m = 2$, and $k = 1$ when $m > 2$.

**Proof.** Set $F = \Gamma L(q^2)$ in the case $S = SU_m(q)$ and $F = \Gamma L(q)$ in the case $S = \Omega^\pm_2(q)$. By [20, Proposition 2.10.6], $S$ acts irreducibly on $V$ over $F$, in particular, $F \times S$ acts irreducibly on $V$ over $\Gamma L(p)$. Since $S$ is a normal subgroup
of \( F^xS \), the module \( V \) is completely reducible and decomposes into a direct sum of isomorphic irreducible \( S \)-modules over \( GF(p) \):

\[
V = U_1 \oplus \cdots \oplus U_k.
\]

Clearly \( k = \frac{\dim V}{\dim U_1} \), where dimension is computed over \( GF(p) \). We wish to derive an upper bound on \( k \).

Set \( q = p^r \), where \( p \) is a prime. Since \( |F : GF(p)| \leq 2r \), we obtain \( k \leq 2r \). Set \( s = \dim U_1 \). As \( S \) acts faithfully on \( V \), it embeds into the following direct product

\[
GL(U_1) \times \cdots \times GL(U_k) \simeq GL_s(p)^k,
\]

and, in particular, \( |S| \) divides \( |GL_s(p)|^k \). Recall that the order of \( GL_s(p) \) is equal to \( p^{s(s-1)/2} \prod_{i=1}^s (p^i - 1) \).

We consider the case \( S = SU_m(q) \) first. By [20] Table 2.1.C, the order of \( S \) is divisible by \( q^m - (-1)^m \) and \( q^{m-1} - (-1)^{m-1} \). If \( m \) is even, then \( q^m - (-1)^m = p^{(m-1)r} + 1 \). By Lemma 3.24 the number \( p^{2(m-1)r} - 1 \) has a primitive prime divisor unless \( 2(m-1)r = 2 \), or \( p = 2 \) and \( 2(m-1)r = 6 \), where the latter situation can be discarded since \( |V| = p^{2mr} \) is large enough. Now, \( 2(m-1)r = 2 \) implies \( r = 1 \) and \( m = 2 \); we can use the previously obtained bound \( k \leq 2r = 2 \) in this case. Thus we can assume that \( p^{2(m-1)r} - 1 \) has a primitive prime divisor.

Notice that the primitive prime divisor of \( p^{2(m-1)r} - 1 \) must divide \( p^{(m-1)r} + 1 \) and, hence, must divide \( |S| \). As \( |S| \) divides \( |GL_s(p)|^k \), this prime divisor must divide one of the numbers \( p^s - 1 \), where \( s = 1, \ldots, s \), which implies \( 2(m-1)r \leq s \). Recall that \( \dim V = 2mr \), and therefore \( k = \frac{\dim V}{\dim U_1} = \frac{2mr}{s} \leq \frac{2mr}{2(m-1)r} = \frac{m}{m-1} \).

It can be readily seen that \( k \leq 2 \) if \( m = 2 \), and \( k \leq 1 \) if \( m > 2 \), as required.

If \( m \) is odd, then \( q^m - (-1)^m = p^{mr} + 1 \) divides \( |S| \). Again, since \( 2mr > 2 \) (and the case \( p = 2, 2mr = 6 \) is excluded by \( |V| > 2^6 \)) the number \( p^{2mr} - 1 \) has a primitive prime divisor dividing \( p^{mr} + 1 \), and hence dividing \( |S| \). We obtain \( 2mr \leq s \), and therefore \( k \leq \frac{2mr}{2mr} = 1 \) in this case.

We now consider the case \( S = \Omega_{2m}^x(q) \). By [20] Table 2.1.C, the order of \( S \) is divisible by \( q^{2m-2} - 1 = p^{2(m-1)r} - 1 \). If \( r = 1 \), then \( S \) is defined over \( GF(p) \) and is already irreducible on \( V \), hence we may assume \( r \geq 2 \). Now \( 2(m-1)r > 2 \), and \( p^{2(m-1)r} - 1 \) has a primitive prime divisor. Proceeding as in the previous case we derive \( 2(m-1)r \leq s \). Recall that \( \dim V = 2mr \), since \( |F| = p^r \), so \( k = \frac{2mr}{s} \leq \frac{2mr}{2(m-1)r} = \frac{m}{m-1} \). Thus \( k \leq 2 \) if \( m = 2 \), and \( k \leq 1 \) if \( m > 2 \), as claimed.

We mention that the case \( k = 2 \) can indeed happen, for instance, \( SU_2(q) \) has an invariant two-dimensional \( GF(q) \)-subspace in its action on \( GF(q)^2 \) (see an example at the beginning of Section 3.6 in [39] for more details).

**Corollary 3.26.** Let \( G \) lie in class \( (Q) \). Then all possibilities for \( a \) and \( \Gamma L_a(p^{d/a}) \) such that \( G_0 \leq \Gamma L_a(p^{d/a}) \) can be found in polynomial time.

**Proof.** Since \( n \) is large enough, \( SU_m(q) \) and \( \Omega_{2m}^x(q) \) are perfect, see, for instance, [20] Proposition 2.9.2 and remark after Proposition 2.10.6]. The claim now follows from Lemma 3.25 and Corollary 3.15. \( \square \)
Proposition 3.27. If $G$ is a simple unitary or orthogonal permutation group, then one can compute a pair of elements generating $G$ in polynomial time.

Proof. Let $n$ be the degree of $G$. If $|G| \leq n^8$, one can find required generators by brute-force. If $|G| > n^8$, one can compute an isomorphism from $G$ into a classical group given in its natural matrix representation [17, Theorem 9.3]. Now, explicit pairs of matrices generating unitary and orthogonal groups were found in [35] and [29], and the claim follows. 

We note that pairs of generators for all Chevalley groups were computed by Steinberg [34] in terms of the root structure, but we require specific matrices to be able to lift them to generators of the original permutation group.

Lemma 3.28. Let $G$ lie in class $(Q)$. Then either $G_0 \leq \Gamma_4(q)$ or $G_0$ is 6-generated and one can find such a set of generators in polynomial time.

Proof. Let $S \trianglelefteq G_0$, where $S$ is $SU_m(q)$ or $\Omega_2m(q)$, depending on whether $G$ lies in $(A6)$ or $(A7)$. By Lemma 3.25, either $m = 2$ or $S$ acts irreducibly on the underlying vector space. In the first case $\alpha(G) \leq 4$, hence $G_0 \leq \Gamma_4(q)$ (see Table 1). In the second case $S$ acts irreducibly, hence the centralizer $C = C_{\Gamma_4(V)}(S)$ is a multiplicative group of a finite field, and thus cyclic. To find six generators of $G_0$ in polynomial time, observe that $S$ can be found in polynomial time by computing a sufficient term of derived series. The centralizer $C$ can be found in polynomial time by Lemma 2.7, and hence the associated field $F$ can be recovered. Since the size of $C$ is polynomially bounded, we can compute $S \cap C$ in polynomial time. The simple group $S = S/(S \cap C)$ acts faithfully on the set of lines of the vector space $V$ over $F$, and therefore possesses a faithful permutation representation of degree less than $n$. One can now apply Proposition 3.27 to find a pair of generators.

Note that $S(G_0 \cap C)/(G_0 \cap C) \simeq \overline{S}$. Now,

$$S(G_0 \cap C)/(G_0 \cap C) \leq G_0/(G_0 \cap C) \simeq G_0 C/C \leq \text{Aut}(S) \leq \text{Aut}(\overline{S}),$$

where the last embedding follows since $S$ is perfect. Therefore $G_0/(S(G_0 \cap C))$ is a subgroup of the outer automorphism group of $\overline{S}$. It is 3-generated by Lemma 3.24 and its size can be polynomially bounded in terms of $n$ (see [11, Table 5]), hence we can find three generators of $G_0/(S(G_0 \cap C))$ in polynomial time by brute-force. The group $G_0 \cap C$ is cyclic so we can easily find its generator, and we found two generators of $S = S/(S \cap C)$ earlier, so by taking preimages we find three generators of $S(G_0 \cap C)$. By taking preimages once more, we obtain six generating elements of $G_0$, as claimed. 

The following lemma will be used to derive the value of the quadratic form on non-isotropic vectors.

Lemma 3.29. Let $G_0$ be a subgroup of $\Gamma_4(q) = \Gamma_4(V)$ preserving a quadratic form $\kappa : V \to GF(q)$, and suppose that the field $GF(q)$ is known. Suppose we are given generators $g_1, \ldots, g_6$ of $G_0$, a vector $v \in V$, the value $\kappa(v) \in GF(q)$,
scalars $\lambda_i \in GF(q)$ and automorphisms $\alpha_i \in Aut(GF(q))$, $i = 1,\ldots, 6$, such that $\kappa(u^{\alpha_i}) = \lambda_i \kappa(u)^{\alpha_i}$ for all $u \in V$ and $i = 1,\ldots, 6$. Then we can compute in polynomial time the value of $\kappa(u)$ for all vectors $u$ from the orbit $v^{G_0}$.

Proof. We will increase the number of vectors where $\kappa$ is known step by step. Denote by $\Delta_j \subseteq v^{G_0}$ the set of vectors $u$ for which $\kappa(u)$ is known after $j$ steps of the algorithm. Since $v \in v^{G_0}$ and we are given $\kappa(v)$ as input, we set $\Delta_0 = \{v\}$.

Suppose we made $j$ steps of the algorithm. If $\Delta_j^q \subseteq \Delta_j$ for all $i = 1,\ldots, 6$, then $\Delta_j = v^{G_0}$ and we are done. Otherwise, we can find some $u \in \Delta_j$ and $i \in \{1,\ldots, 6\}$ such that $u^{\alpha_i} \not\in \Delta_j$. We can compute the value of $\kappa$ on $u^{\alpha_i}$, indeed

$$\kappa(u^{\alpha_i}) = \lambda_i \kappa(u)^{\alpha_i},$$

where the right hand side can be computed since $\kappa(u)$ is known. We set $\Delta_{j+1} = \Delta_j \cup \{u^{\alpha_i}\}$, and proceed with the algorithm.

Clearly this procedure will require at most $n$ steps to stop, and since each step can be trivially performed in polynomial time, the claim follows.

Lemma 3.30. Let $G_0$ be a subgroup of $\Gamma L_a(q) = \Gamma L(V)$ and suppose that the field $GF(q)$ is known. Given a function $\kappa : V \to GF(q)$ we can check in polynomial time if $\kappa$ is a non-degenerate quadratic form if and only if $G_0$ acts on $\kappa$ by semisimilarities. Moreover, we can find the associated bilinear form in polynomial time.

Proof. The last claim follows from the fact that $f(u, v) = \kappa(u + v) - \kappa(u) - \kappa(v)$. It is easy to compute $\text{rad}(f)$ and check that $\kappa$ is non-degenerate quadratic form by straightforward algorithms. In order to check that $G_0$ acts on $\kappa$ by semisimilarities, it suffices to do that only for generators of $G_0$. If $g \in G_0$, it is easy to test if for all $v \in V$ we have $\kappa(v^g) = \lambda \kappa(v)^{\alpha}$, for some $\lambda \in GF(q)$ and $\alpha \in Aut(GF(q))$ depending only on $g$ (indeed, we need only to try out a polynomially bounded number of scalars $\lambda$ and automorphisms $\alpha$). This provides the required algorithm.

Lemma 3.31. Let $G$ lie in class $(Q)$, and suppose that the associated field, bilinear and quadratic forms are known. Then one can compute generators of $G^{(2)}$ in polynomial time.

Proof. Let $F = GF(q)$ be the associated field. By Theorem 2.4 we have $G^{(2)} = F^{2m} \ltimes \Gamma O_{2m}(q)$, $\epsilon = \pm$, for appropriate $m$, so it suffices to find generators of $\Gamma O_{2m}(q)$. Since the field and forms are known, we can construct the standard basis of the space in polynomial time; the usual procedure can be easily adopted into a polynomial-time algorithm, see, for example, the proof of [20, Proposition 2.5.3]. Now generators can be written down explicitly; see [20, Sections 2.7 and 2.8].

Proposition 3.32. If $G$ belongs to $(Q)$, then we can find $G^{(2)}$ in polynomial time.
Proof. By Corollary 3.26, we can find the required field and an overgroup \( \Gamma L_a(q) \). If \( a \leq 4 \), then \( G^{(2)} \leq \text{Aut}(q) \) (see Table 1), so we can find the 2-closure in polynomial time by brute-force. Now we can assume that \( G_0 \) is not contained in \( \Gamma L_4(q) \), so by Lemma 3.28, \( G_0 \) is 6-generated and its generators \( g_1, \ldots, g_6 \) can be obtained in polynomial time.

We describe the procedure for constructing the quadratic form \( \kappa \). Choose an arbitrary non-isotropic vector \( v \neq 0 \), and choose some value for \( \kappa(v) \in \text{GF}(q) \) (there are at most \( n \) such values). Now, choose scalars \( \lambda_1, \ldots, \lambda_6 \in \text{GF}(q) \) and automorphisms \( \alpha_1, \ldots, \alpha_6 \in \text{Aut}(\text{GF}(q)) \); observe that there are at most polynomial number of such choices. Assume that \( \kappa(u^g) = \lambda_i \kappa(u)^{\alpha_i}, i = 1, \ldots, 6 \), for all \( u \in V \). Since all non-isotropic vectors are conjugate to \( v \) by elements of \( G_0 \), Lemma 3.29 implies that we can compute \( \kappa(u) \) for all non-isotropic \( u \) and hence for all \( u \in V \).

Using Lemma 3.30, we can check that \( \kappa \) is a non-degenerate quadratic form and that \( G_0 \) acts on it by semisimilarities. If that is the case for at least one choice of the field, \( \kappa(v) \), scalars \( \lambda_i \) and automorphisms \( \alpha_i, i = 1, \ldots, 6 \), then \( G \) belongs to \( (Q) \). Clearly the described procedure will succeed if \( G \) does belong to \( (Q) \), so the first claim is proved.

Now, in order to construct the 2-closure of \( G \), we restore the bilinear form associated with \( \kappa \) and apply Lemma 3.31.

We provide an overview of the algorithm in case \( (Q) \) in the following figure (Algorithm 4). Notice that this algorithm may find the 2-closure correctly even if the group does not belong to class \( (Q) \), for example, that is the case with some subgroups of \( \Gamma L_4(q) \) lying in class \( (S) \).

Finally, we remind the overall algorithm for computing 2-closures of rank 3 groups. If degree of the group is at most \( 3^{12} \), we find the 2-closure by brute-force. Otherwise, we apply Algorithms 1-4 to our group and obtain at most four possible answers (some algorithms may fail, but at least one of them must succeed by our classification of rank 3 groups into nonaffine, \( (S) \), \( (T) \) and \( (Q) \) cases). We choose the largest output as our final answer. Since all of four candidate groups lie in the 2-closure and at least one coincides with it, the algorithm works correctly.

4 Conclusion

It was shown that the 2-closure of rank 3 groups can be computed in polynomial time. We would like to make a few comments regarding the complexity of the algorithm, some implications of the methods involved and mention a few directions for future research.

Since the question of exact complexity estimates was out of scope of this paper, it is easy to notice that our algorithms are of purely theoretical nature and their precise complexity is quite large. The bottleneck here seems to be Algorithm 2, which requires at least \( O(n^{50}) \) operations in the worst case when searching for a generating 4-tuple of elements of \( G \). It seems plausible that one
Algorithm 4: Quadratic form case

Input: generators of an affine rank 3 group $G$ of sufficiently large degree $n = p^d$

Output: generators of $G^{(2)}$ if $G$ lies in $(Q)$

Check that $G$ is affine and construct $G_0$;

// Case when $a(G) = 4$
Set $L$ to be an empty list;
for all embeddings of $G_0$ into $\Gamma L_4(q)$ do // Corollary [3.26]
    Add $G^{(2)} \cap \Lambda L_8(q)$ to the list $L$;
end
if $L$ is not empty then
    return the largest member of $L$
end

// Case when $a(G) > 4$
Find elements $g_1, \ldots, g_6$ generating $G_0$; // Lemma [3.28]
for all embeddings of $G_0$ into $\Gamma L_6(q)$ do // Corollary [3.26]
    Find the associated field $GF(q)$;
    Choose arbitrary non-isotropic $v \in V \setminus 0$;
    for all $\gamma, \lambda_1, \ldots, \lambda_6 \in GF(q)$ do
        Set $\kappa(u) = 0$ for all isotropic vectors $u$;
        Extend the function $\kappa: V \to GF(q)$ to all non-isotropic vectors using identities $\kappa(v) = \gamma$ and $\kappa(u^{\alpha_i}) = \lambda_i \kappa(u)^{\alpha_i}$, where $i = 1, \ldots, 6$ and $u \in V$; // Lemma [3.29]
        if $\kappa$ is a non-degenerate quadratic form and $G_0$ acts on it by semisimilarities then // Lemma [3.30]
            Restore the associated bilinear form;
            return $G^{(2)}$ // Lemma [3.31]
        end
    end
end

// No embedding or choice of vectors, scalars or automorphisms defines a correct quadratic form
return failure
can lower this bound by designing custom algorithms for graphs from class (S), such as, for example, the Suzuki–Tits ovoid graph and the alternating forms graph.

It should also be mentioned that in many cases we do not only construct the 2-closure, but recognize the corresponding rank 3 graph as well, with the only exception being graphs arising from almost simple groups (i.e. Theorem 2.1(iii)). The claim is clear for Hamming graphs, bilinear forms graphs (class (T)) and affine polar graphs (class (Q)). For graphs arising from class (S) one can use a slight modification of Algorithm 2. One constructs canonic copies of “potential” rank 3 graphs \( A(5, q), VO_8^+(q), \) etc.) and their automorphism groups, and then uses the embedding procedure (Lemma 5.11) to conjugate the given rank 3 group \( G \) inside the full automorphism group of the potential graph. It is then easy to check if \( G \) does indeed stabilize the graph, and since there are only polynomially many potential graphs the whole recognition procedure runs in polynomial time.

Finally, an important open problem is the recognition of rank 3 graphs without using the corresponding rank 3 group:

**Question.** Given a graph, is it possible to check if it is a rank 3 graph and find an appropriate labelling in polynomial time?

Notice that the result of Imrich and Klavžar [16] answers this question in the case of a Hamming graph. It is interesting whether other classes of rank 3 graphs admit such an algorithm, for example, the question is open even for the bilinear forms graph. Clearly if one could construct a polynomial algorithm for recognizing (and labelling) all rank 3 graphs, it would supersede the results presented in this paper, and moreover, would solve the graph isomorphism problem for rank 3 graphs.

One promising approach to this problem is to bound the combinatorial base number of respective graphs; combinatorial base (also called the EP-base in [3], and just base in [14]) is a generalization of the usual notion of a base of a permutation group. If a graph has combinatorial base number \( b \) then its full automorphism group has base number at most \( b \), in particular, its order is bounded by \( n^b \). This implies that many classes of rank 3 graphs cannot have bounded base since they have large automorphism groups, yet it is quite possible that all rank 3 graphs associated with affine rank 3 groups from class (S) may have combinatorial base number bounded by some universal constant. In [14] it was shown than Paley graphs have combinatorial base number at most 3, but it seems to be the only known case, the problem being open even for other one-dimensional affine graphs such as Peisert graphs.
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