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Abstract

In this work, a novel valence recognition system applied to EEG signals is presented. It consists of a feature extraction block followed by a wrapper classification algorithm. The proposed feature extraction method is based on measures of relative energies computed in short-time intervals and certain frequency bands of EEG signal segments time-locked to the stimuli presentation. These measures represent event-related desynchronization/synchronization of underlying brain neural networks. The subsequent feature selection and classification steps comprise a wrapper technique based on two different classification approaches: an ensemble classifier, i.e., a random forest of classification trees and a support vector machine algorithm. Applying a proper importance measure from the classifiers, the feature elimination has been used to identify the most relevant features of the decision making both for intrasubject and intersubject settings, using single trial signals and ensemble averaged signals, respectively. The proposed methodologies allowed us to identify a frontal region and a beta band as the most relevant characteristics, extracted from the electrical brain activity, in order to determine the affective valence elicited by visual stimuli.
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1. Introduction

During the last decade, information about the emotional state of users has become more and more important in computer-based technologies. Several emotion recognition methods and their applications have been addressed, including facial expression and microexpression recognition, vocal feature recognition and electrophysiology-based systems [1]. More recently,
the integration of emotion forecasting systems in ambient-assistant living paradigms has been considered [2]. Concerning the origin of the signal sources, the used signals can be divided into two categories: those originating from the peripheral nervous system (e.g., heart rate, electromyogram, galvanic skin resistance, etc.) and those originating from the central nervous system (e.g., electroencephalogram (EEG)). Traditionally, EEG-based technology has been used in medical applications but nowadays it is spreading to other areas such as entertainment [3] and brain-computer interfaces (BCI) [4]. With the emergence of wearable and portable devices, a vast amount of digital data are produced and there is an increasing interest in the development of machine-learning software applications using EEG signals. For the efficient manipulation of this high-dimensional data, various soft computing paradigms have been introduced either for feature extraction or pattern recognition tasks. Nevertheless, up to now, as far as authors are aware, few research works have focused on the criteria to select the most relevant features linked to emotions, relying most of the studies on basic statistics.

It is not easy to compare different emotion recognition systems, since they differ in the way emotions are elicited and in the underlying model of emotions (e.g., discrete or dimensional model of emotions) [5]. According to the dimensional model of emotions, psychologists represent emotions in a 2D valence/arousal space [6]. While valence refers to the pleasure or displeasure that a stimulus causes, arousal refers to the alertness level which is elicited by the stimulus (see Figure 1). Sometimes an additional category assigned as neutral is included, which is represented in the region close to the origin of the 2D valence/arousal space. Some studies concentrate on one of the dimensions of the space such as identifying the arousal intensity or the valence (low/negative versus high/positive) and eventually a third class neutral state. Recently, it was pointed out that data analysis competitions, similar to the brain-computer interfaces community, could encourage the researchers to disseminate and compare their methodologies [7].

Normally, emotions can be elicited by different procedures, for instance by presenting an external stimulus (picture, sound, word, or video), by facing a concrete interaction or situation [8] or by simply asking subjects to imagine different kinds of emotions. Concerning external visual stimuli, one may resort to standard databases such as the international affective picture system (IAPS) collection which is widely used [7, 9] or the DEAP database [10] that also includes some physiological signals recorded during multimedia stimuli presentation. Similar to any other classification system, in physiology-based recognition systems, it is needed to establish which signals will be used to extract relevant features from these input signals and finally to use them for training a classifier. However, as often it occurs in many biomedical data applications, the initial feature vector dimension can be very large in comparison to the number of examples to train (and evaluate) the classifier.

In this work, we prove the suitability of incorporating a wrapper strategy for feature elimination to improve the classification accuracy and to identify the most relevant EEG features (according to the standard 10/20 system). We propose it by using the spectral features related to EEG synchronization, which has never been applied before for similar purposes. Two learning algorithms integrating the classification block are compared: random forest and support vector machine (SVM). In addition, our automatic valence recognition system has been tested
both in intra and intersubject modalities, whose input signals are single trials (segments of signal after the stimulus presentation) of only one participant and ensemble averaged signals computed for each stimulus category and every participant, respectively.

2. Related work

The following subsections review some examples of machine learning approaches to affective computing and brain cognitive works where time-domain and frequency-domain signal features are related to the processing of emotions.

2.1. Classification systems and emotion

The pioneering work of Picard [11] on affective computing reports a recognition rate of 81%, achieved by collecting blood pressure, skin conductance and respiration information from one person during several weeks. The subject, an experienced actor, tried to express eight affective states with the aid of a computer-controlled prompting system. In Ref. [12], using the IAPS data set as stimulus repertoire, peripheral biological signals were collected from a single person during several days and at different times of the day. By using a neural network classifier, they considered that the estimation of the valence value (63.8%) is a much harder task than the estimation of arousal (89.3%). In Ref. [13], a study with 50 participants, aged from 7 to
8 years old, is presented. The visual stimulation with the IAPS data set was considered insufficient, hence they proposed a sophisticated scenario to elicit emotions and only peripheral biological signals were recorded and the measured features were the input of a classification scheme based on an SVM. The results showed accuracies of 78.4% and 61% for three and four different categories of emotions, respectively.

In Ref. [14], also by means of the IAPS repository, three emotional states were induced in five male participants: pleasant, neutral and unpleasant. They obtained, using SVMs, an accuracy of 66.7% for these three classes of emotion, solely based on features extracted from EEG signals. A similar strategy was followed by Macas [15], where the EEG data were collected from 23 subjects during an affective picture stimulus presentation to induce four emotional states in arousal/valence space. The automatic recognition of the individual emotional states was performed with a Bayes classifier. The mean accuracy of the individual classification was about 75%.

In Ref. [16], four emotional categories of the arousal/valence space were considered and the EEG was recorded from 28 participants. The ensemble average signals were computed for each stimulus category and person. Several characteristics (peaks and latencies) as well as frequency-related features (event-related synchronization) were measured on a signal ensemble encompassing three channels located along the anterior-posterior line. Then, a classifier (a decision tree, C4.5 algorithm) was applied to the set of features to identify the affective state. An average accuracy of 77.7% was reported.

In Ref. [17], through a series of projections of facial expression images, emotions were elicited. EEG signals were collected from 16 healthy subjects using only three frontal EEG channels. In Ref. [18], four different classifiers (quadratic discriminant analysis (QDA), k-nearest neighbor (KNN), Mahalanobis distance and SVMs) were implemented in order to accomplish the emotion recognition. For the single channel case, the best results were obtained by the QDA (62.3% mean classification rate), whereas for the combined channel case, the best results were obtained using SVM (83.33% mean classification rate), for the hardest case of differentiating six basic discrete emotions.

In Ref. [19], IF-THEN rules of a neurofuzzy system detecting positive and negative emotions are discussed. The study presents the individual performance (ranging from 60 to 82%) of the system for the recognition of emotions (two or four categories) of 11 participants. The decision process is organized into levels where fuzzy membership functions are calculated and combined to achieve decisions about emotional states. The inputs of the system are not only EEG-based features, but also visual features computed on the presented stimulus image.

2.2. Event-related potentials and emotion

Studies of event-related potentials (ERPs) deal with signals that can be tackled at different levels of analysis: signals from single-trials, ensemble averaged signals where the ensemble encompasses several single-trials and signals resulting from a grand-average over different trials as well as subjects. The segments of the time series containing the single-trial response signals are time-locked with the stimulus: $t_i$ (negative value) before and $t_f$ (positive value) after stimulus onset. The ensemble average, over trials of one subject, eliminates the spontaneous
activity of brain and the spurious noisy contributions, maintaining only the activity that is
phase-locked with the stimulus onset. The grand-average is the average, over participants, of
ensemble averages and it is used mostly for visualization purposes to illustrate the outcomes
of the study. Usually, a large number of epochs linked to the same stimulus type need to
be averaged in order to enhance the signal-to-noise ratio (SNR) and to keep the mentioned
phase-locked contribution of the ERP. Experimental psychology studies on emotions show
that the ERPs have characteristics (amplitude and latency) of the early waves which change
according to the nature of the stimuli [20, 21]. In Ref. [16], the characteristics of ensemble-
average are the features of the classifier. However, this model can only roughly approximate
reality, since it cannot deal with robust dynamical changes that occur in the human brain [22].

Due to the mentioned limitation, frequency analysis is more appropriate, as long as it is
assumed that certain events affect specific bands of the ongoing EEG activity. Therefore,
several investigations have studied the effect of stimuli on characteristic frequency bands.
Hence, these measures reflect changes in gamma (γ), beta (β), alpha (α), theta (θ) or delta
(δ) bands and can be used as input to a classification system. It is known that beta waves are
connected to an alert state of mind, whereas alpha waves are more dominant in a relaxing
context [23]. Alpha waves are also typically linked to expectancy phenomena and it has been
suggested that the main sources of them are located in parietal areas, while beta activity is
most prominent in the frontal cortex over other areas during intense-focused mental activity
[22]. Furthermore, regarding the emotional valence processing, psychophysiological research
works have shown different patterns in the electrical activity recorded from the two hemi-
spheres [24]. By comparing the power of spectral bands between the left and the right hemi-
sphere of the brain of one participant, they reveal that the left frontal area is related to positive
valence, whereas the right one is more related to negative valence [25].

In brain-related studies, one of the most popular, a simple and reliable measure from the
spectral domain is the event-related desynchronization/synchronization (ERD/ERS). It repre-
sents a relative decrease (ERD) or increase (ERS) in the power content in time intervals after
the stimulus onset when compared to a reference interval defined before the stimulus onset
[26]. ERD/ERS estimated for the relevant frequency bands during the perception of emotional
stimulus have been analyzed [27, 28]. It is suggested that ERS in the theta band is related to
emotional processes, together with an interaction between valence and hemisphere for the
anterior-temporal regions [27]. Later on, experiments showed that the degree of emotional
impact of the stimulus is significantly associated with increase in evoked synchronization in
the δ-, α-, β-, γ- bands [28]. In the same study, it was also suggested that the anterior areas of
the cortex of both hemispheres are associated predominantly with the valence dimension of
emotion. Moreover, in Ref. [29], it has been suggested that delta and theta bands are involved
in distinguishing between emotional and neutral states, either with explicit or implicit emo-
tions. Furthermore, in Ref. [30], the results showed that centrofrontal areas showed signifi-
cant differences of ERD-delta associated with the valence dimension. They also reported that
desynchronization of the medium alpha range is associated with attentional resources. More
recently, in Ref. [31], the relationships of the late positive potential (LPP) and alpha-ERD dur-
ing the viewing of emotional pictures have been investigated. The statistical results obtained
by these studies show that it is worth considering ERD/ERS measures as inputs to classifiers
meant to automatically recognize emotions. Interestingly, a recent review about affective computing systems [7] emphasizes the advantages of using frequency-based features instead of the ERP components.

3. Materials and methods

In our valence detection system, we have addressed the problem of selecting the most relevant features to define the scalp region of interest by including a wrapper-based classification block. Feature extraction is based on ERD/ERS measures computed in short intervals and is performed either on signals averaged over an ensemble of trials or on single-trial response signals, in order to carry out inter and intrasubject analysis, respectively. The subsequent wrapper classification stage is implemented using two different classifiers: an ensemble classifier, i.e., a random forest and an SVM. The feature selection of algorithm is wrapped around the classification of algorithm recursively identifying the features which do not contribute to the decision. These features are eliminated from the feature vector. This goal is achieved by applying an importance measure, which depends on the parameters of the classifier. The two variants of the system were implemented in MATLAB also using some facilities of open source software tools like EEGLAB [32], as well as random forest and SVM packages [33].

3.1. Data set

A total of 26 female volunteers participated in the study (age 18-62 years; mean = 24.19; SD = 10.46). Only adult women were chosen in this experiment to avoid gender differences [21, 34, 35]. All participants had normal or corrected to normal vision and none of them had a history of severe medical treatment, neither psychological nor neurological disorders. This study was carried out in compliance with the Helsinki Declaration and its protocol was approved by the Department of Education from the University of Aveiro. All participants signed informed consents before their inclusion.

Each one of the selected participants was comfortably seated at 70 cm from a computer screen (43.2 cm), alone in an enclosed room. The volunteer was instructed verbally to watch some pictures, which appeared on the center of the screen and to stay quiet. No responses were required. The pictures were chosen from the IAPS repository. A total of 24 images with high arousal ratings (>6) were selected, 12 of them with positive affective valence (7.29 ± 0.65) and the other 12 with negative affective valence (1.47 ± 0.24). In order to match as closely as possible the levels of arousal between positive and negative valence stimuli, only high arousal pictures were shown, avoiding neutral pictures. Figure 1 shows the representation of the stimuli in arousal/valence space.

Three blocks with the same 24 images were presented consecutively and pictures belonging to each block were presented in a pseudorandom order. In each trial, a fixation single cross was presented on the center of the screen during 750 ms, after which an image was presented during 500 ms and finally, a black screen during 2250 ms (total duration = 3500 ms). Figure 2 shows a scheme of the experimental protocol.
EEG activity on the scalp was recorded from 21 Ag/AgCl sintered electrodes (Fp1, Fpz, Fp2, F7, F3, Fz, F4, F8, T7, C3, C4, T8, P7, P3, Pz, P4, P8, O1, Oz, O2) mounted on an electrode cap from EasyCap according to the international 10/20 system, internally referenced to an electrode on the tip of the nose. The impedances of all electrodes were kept below 5 kΩ. EEG signals were recorded, sampled at 1 kHz and preprocessed using software Scan 4.3. First, a notch filter centered in 50 Hz was applied to eliminate AC contribution. EEG signals were then filtered using high-pass and low-pass Butterworth filters with cutoff frequencies of 0.1 Hz and 30 Hz, respectively. The signal was baseline corrected and segmented into time-locked epochs using the stimulus onset (picture presentation) as reference. The length of the time windows was 950 ms: from 150 ms before picture onset to 800 ms after it (baseline = 1150 ms).

3.2. Feature extraction

The signals (either single trials or average segments) are filtered by four 4th-order bandpass Butterworth filters. \( K = 4 \) filters are applied following a zero-phase forward and reverse digital filter methodology not including any transient (see \texttt{filtfilt} MATLAB function [36]). The four frequency bands have been defined as: \( \delta = Z[0.5, 4] \) Hz, \( \theta = Z[4, 7] \) Hz, \( \alpha = Z[8, 12] \) Hz and \( \beta = Z[13, 30] \) Hz. From a technical point of view, ERD/ERS computation reduces significantly the initial sample size per trial (800 features corresponding to the time instants) to a much smaller number, optimizing the design of the classifier. For each filtered signal, the ERD/ERS is estimated in \( I = 9 \) intervals following the stimulus onset and with a duration of 150 ms and 50% of overlap between consecutive intervals. The reference interval corresponds to the 150 ms pre-stimulus period. For each interval, the ERD/ERS is defined as
where \( E_r \) represents the energy within the reference interval and \( E_i \) is the energy in the \( i \)th interval after stimulus in the \( k \)th band, for \( i = 1,2,\ldots,9 \) and \( k = 1,\ldots,4 \). Note that when \( E_r > E_i \), then \( f_i \) is positive, otherwise it is negative. And furthermore notice that the measure has an upper bound \( f_i \leq 1 \) because energy is always a positive value. Energies \( E_r \) are computed by adding up instantaneous energies within each of the \( I = 9 \) intervals of 150 ms duration. The energy \( E_r \) is estimated in an interval of 150 ms duration defined in the pre-stimulus period. Generally, early poststimulus components are related to an increase of power in all bands due to the evoked potential contribution and this increase is followed by a general decrease (ERD), especially in the alpha band, which can be modulated by a perceptual enhancement as a reaction to relevant contents by the presence of high arousal images [31].

In summary, each valence condition can be characterized by \( f_{ik} \), where \( i \) is the time interval, \( k \) is the characteristic frequency band and \( c \) refers to the channel. A total of \( M = I \times K \times C = 9 \times 4 \times 21 = 756 \) features is computed for the multichannel segments related to one condition. Following, the features \( f_{ik} \) will be concatenated into a feature vector with components \( f_m, m = 1,\ldots,M \), with \( M = 756 \).

### 3.3. Classification using wrapper approaches

The target of any feature selection method is the selection of the most pertinent feature subset which provides the most discriminant information from a complete feature set. In the wrapper approach, the feature selection algorithm acts as a wrapper around the classification algorithm. In this case, the feature selection consists of searching a relevant subset of features from high-dimensional data sets using the induction algorithm itself as part of the function-evaluating features [37]. Hence, the parameters of the classifier serve as scores to select (or to eliminate) features and the corresponding classification performance is the guide to an iterative procedure. The recursive feature elimination strategy using a linear SVM-based classifier is a wrapper method usually called support vector machine recursive feature elimination (SVM-RFE) [38]. This strategy was introduced when the data sets had a large number of features compared to the number of training examples [38], but it was recently applied for class-imbalanced data sets [39]. A similar strategy can be applied with other learning algorithms, for instance random-forest that has an embedded method of feature selection. The random forest is an ensemble of binary decision trees where the training is achieved by randomly selecting subsets of features. Therefore, computing a variable using parameters of the classifier, which somehow reflect the importance of each input (feature) of the classifier, an iterative procedure can be developed. Assuming that this variable importance is \( r_m \), the steps of the wrapper method are:

1. **Initialize:** create a set of indices \( M = \{1,2,\ldots,M\} \) relative to the available features and set \( F = M \).

2. **Organize data set** \( X \) by forming the feature vectors with the feature values whose index is in set \( M \), labeling each feature vector according to the class it belongs (negative or positive valence).

3. **Compute the accuracy of the classifier** using the leave-one-out (LOO) cross-validation strategy.

4. **Compute the global model of the classifier** using the complete data set \( X \).
5. Compute \( r_m \) of the feature set and eliminate from set \( M \) the indices relative to the twenty least relevant features.

6. Update the number of features accordingly, i.e. \( F \leftarrow F - 20 \).

7. Repeat steps 2–6 while the number of features in set \( M \) is larger than \( M_{min} = 36 \).

Accuracy is the proportion of true results (either positive or negative valence) in the test set. The leave-one-out strategy assumes that only one example of the data set forms the test set while all the remaining belong to the training set. This training and test procedure is repeated so that all the elements of the data set are used once as test set (step 3 of the wrapper method). Then, after computing the model of the classifier with the complete data, the importance of each feature is estimated (steps 4 and 5).

As mentioned before, random forest and linear SVM are classifiers that can be applied in a wrapper method approach and used to estimate \( r_m \). For convenience, the next two subsections review the relevant parameters of both classifiers and their relation to the variable importance mechanism.

### 3.3.1. Random forest

The random forest algorithm, developed by Breiman [40], is a set of binary decision trees, each performing a classification, being the final decision taken by majority voting. Each tree is grown using a bootstrap sample from the original data set and each node of the tree randomly selects a small subset of features for a split. An optimal split separates the set of samples of the node into two more homogeneous (pure) subgroups with respect to the class of its elements. A measure for the impurity level is the Gini index. By considering that \( \omega, c = 1\ldots C \) are the labels given to the classes, the Gini index of node \( i \) is defined as

\[
G(i) = 1 - \sum_{c=1}^{C} \left( P(\omega_i) \right)^2
\]  

where \( P(\omega) \) is the probability of class \( \omega \) in the set of examples that belong to node \( i \). Note that \( G(i) = 0 \) when node \( i \) is pure, e.g., if its data set contains only examples of one class. To perform a split, one feature \( f_n \) is tested \( f_n > f_0 \) on the set of samples with \( n \) elements which is then divided into two groups (left and right) with \( n_l \) and \( n_r \) elements. The change in impurity is computed as

\[
\Delta G(i) = G(i) - \left( \frac{n_l}{n} G(i_l) + \frac{n_r}{n} G(i_r) \right)
\]  

The feature and value that results in the largest decrease of the Gini index is chosen to perform the split at node \( i \). Each tree is grown independently using random feature selection to decide the splitting test of the node and no pruning is done on the grown trees. The main steps of this algorithm are

1. Given a data set \( T \) with \( N \) examples, each with \( F \) features, select the number \( T \) of trees, the dimension of the subset \( L < F \) of features and the parameter that controls the size of the tree (it can be the maximum depth of the tree, the minimum size of the subset in a node to perform a split).
2. Construct the $t = 1 \ldots T$ trees.

   a. Create a training set $T_t$ with $N$ examples by sampling with replacement the original data set. The out-of-bag data set $Ot$ is formed with the remaining examples of $T_t$ not belonging to $T_t$.

   b. Perform the split of node $i$ by testing one of the $L = \sqrt{F}$ randomly selected features.

   c. Repeat step 2b until the tree $t$ is complete. All nodes are terminal nodes (leafs) if the number $n_s$ of examples is $n_s \leq 0.1N$.

3. Repeat step 2 to grow next tree if $t \neq T$. In this work $T = 500$ decision trees were employed.

After training, the importance $r_m$ of each feature $f_m$ in the ensemble of trees can be computed by adding the values of $\Delta G(i)$ of all nodes $i$ where the feature $f_m$ is used to perform a split. Sorting the values $r$ by decreasing order, it is possible to identify the relative importance of the features. The $F = 20$ least relevant features are eliminated from the feature vector $f$.

3.3.2. Linear SVM

Linear SVM parameters define decision hyperplanes or hypersurfaces in the multidimensional feature space [41, 42], that is:

$$g(w) = w^T x + b = 0$$

where $x = f$ denotes the vector of features, $w$ is known as the weight vector and $b$ is the threshold.

The optimization task consists of finding the unknown parameters $w_m, m = 1, \ldots, F$ and $b$ [43]. The position of the decision hyperplane is determined by vector $w$ and $b$: the vector is orthogonal to the decision plane and $b$ determines its distance to the origin. For the Linear SVM the vector $w$ can be explicitly computed and this constitutes an advantage as it decreases the complexity during the test phase. With the optimization algorithm the Lagrangian values, $0 \leq \lambda_i \leq C$ are estimated [43]. The training examples, known as support vectors, are related with the nonzero Lagrangian coefficients. The weight vector then can be computed

$$w = \sum_{i}^{N_s} y_i \lambda_i x_i$$

where $N_s$ is the number of the support vectors and $(x_i, y_i)$ is the support vector and corresponding label [-1,1]. The threshold $b$ is estimated as an average of the projected supported vectors $w^T x_i$ corresponding to $C \neq 0$. The value of $C$ needs to be assigned to run the training optimization algorithm and controls the number of errors allowed versus the margin width. During the optimization process, $C$ represents the weight of the penalty term of the optimization function that is related to the misclassification error in the training set. There is no optimal procedure to assign this parameter but it has to be expected that:

- If $C$ is large, the misclassification errors are relevant during optimization. A narrow margin has to be expected.
- If $C$ is small, the misclassification errors are not relevant during optimization. A large margin has to be expected.
Note that this is important because in a real application linearly separable problems are not to be expected and it is more realistic to perform an optimization where misclassifications are allowed. In the following simulations, the parameter $C = 1$ and the software MATLAB is used [44].

The relevance of the $m$th entry of the feature vector is then determined by the corresponding value $w_m$ in the weight vector. In particular if $|w_m| \neq 0$, the corresponding feature do not contribute to the value of $g(w)$ [38]. Then, setting $r_m = w_m$ for the SVM classifier and sorting the absolute values, the importance of the features is found out.

4. Results and discussion

To ease interpreting the following results, it is possible to link wrapper methods to some statistical contrasts (e.g. $t$-test) used by psychologists to test which EEG features change depending on the experimental condition. Note that in the two cases the goal is to perform a dimension reduction before the classification step. For instance, another alternative methodology would consist of transforming the initial vector of features to low-dimensional space by performing a singular value decomposition [45]. Both approaches can be considered as filter techniques to reduce the dimension of an initial feature vector. In the former, statistical analysis, the dimension reduction is achieved according to a parameter from a classifier and each feature is taken individually to check how its value influences the classification outcome. In the latter, machine learning approach, the significant features, selected from the initial vector, are obtained after comparing two sets of features belonging to two different conditions and checking a statistical value. Classification techniques have the advantage of dealing with the set of features as a whole without needing a complementary observation (belonging to another condition). Therefore, the results obtained by wrapper methods can complement the conclusions drawn by applying other statistical tests, indicating the most relevant features related to specific processes, e.g., affective valence processing.

Considering feature elimination and the concomitant number of relevant features, as can be seen from Figures 3–6, the accuracy of the wrapper classifiers improves with a decreasing number of relevant features in both, inter or intrasubject classification strategies. In all cases, the system achieves 80% accuracy rate using random forest whereas the system reaches values close to 100% by means of SVM when the classifier has less than 100 relevant features as input.

4.1. Intersubject classification

Figures 3 and 4 show the accuracy versus the number of removed features obtained by applying the two methods: random forest and SVM, respectively. The accuracy was computed with a LOO cross-validation strategy and a total of 52 feature vectors were involved, which represent the ensemble averages referring to positive and negative affective valence responses of all volunteers investigated (26 for each class). Each feature vector is composed of $M = 756$ elements (see section 3.2). A global accuracy of 79% is achieved by the system if roughly 500 irrelevant features are removed from the input feature set with random forest, whereas the system yields an accuracy peak value of 100% using SVM-RFE after removing 680 features, remaining less than 100 features as relevant ones.
Figure 3. Intersubject accuracy obtained by the implemented random forest. Features extracted from ensemble-average signals are computed at least over 30 single trials.

Figure 4. Intersubject accuracy obtained by the implemented SVM-RFE. Features extracted from ensemble-average signals are computed at least over 30 single trials.
Figure 5. Intrasubject percentiles of accuracy values versus the number of features removed using random forest. The last point corresponds to 36 selected features.

Figure 6. Intrasubject percentiles of accuracy values versus the number of features removed using SVM-RFE. The last point corresponds to 36 selected features.
Tables 1 and 2 describe the spatial and temporal locations of the relevant features when the input of the classifiers is the data set formed by these 52 feature vectors. Concerning spatial locations, both random forest and the SVM algorithm allocate the relevant features consistently in frontal regions of the brain, although SVM also keeps a significant number from centroparietal regions. This corroborates other research works where, during affective processing, the particular contribution of frontal regions has also been pointed out [46, 47]. Concerning location in time, with a random forest most of the features display medium and long latencies while with an SVM the most relevant time interval corresponds to medium latencies. Hence, in contrast to a random forest, the SVM selects a larger number of features from early poststimulus time intervals. These results also match previous brain studies reported in literature, in which ensembles of averaged signals were used as well [20, 48]. Note that although the two methods hardly agree to the time intervals where features show up, both highlight frontal areas as relevant spatial locations for affective valence processing.

| Scalp region      | Beta | Alpha | Theta | Delta | Total |
|-------------------|------|-------|-------|-------|-------|
| Frontal           | 7    | 2     | 4     | 5     | 18    |
| Central-temporal  | 6    | 0     | 3     | 0     | 9     |
| Parietooccipital  | 5    | 2     | 0     | 2     | 9     |

| Time interval     | Beta | Alpha | Theta | Delta | Total |
|-------------------|------|-------|-------|-------|-------|
| Short             | 0    | 1     | 0     | 0     | 1     |
| Medium            | 6    | 1     | 0     | 2     | 9     |
| Long I            | 12   | 0     | 1     | 3     | 16    |
| Long II           | 0    | 2     | 6     | 2     | 10    |

Upper table: Space location (EEG channels): frontal (FP1, FPz, FP2, F7, F3, Fz, F4, F8), central-temporal (T7, C3, Cz, C4, T8) and parietal-occipital (P7, P3, Pz, P4, P8, O1, Oz, O2). Lower table: Time location (time intervals): short ($i = \{1,2\}$), medium ($i = \{3,4\}$), long I ($i = \{5,6\}$) and long II ($i = \{7,8,9\}$).

Table 1. Distribution of the 36 selected features within each band by random forest (intersubject classification).

4.2. Intrasubject classification

Figures 5 and 6 show the global accuracy, computed by averaging the particular accuracy values of all participants, when the classifiers were trained on only one subject’s data. For an intrasubject classification purpose, features were extracted from single-trial signals as described above (Section 3). The training set for each subject is made up by a total of 65-72 single trials for both classes of emotions and LOO cross-validation strategy is applied as well.

Similar to intersubject analysis, SVM-RFE yielded better results in terms of accuracy rates than random forest when features are extracted from single-trials. SVM-RFE reaches mean values close to the maximal accuracy and up to 100% for some subjects. Nevertheless, random forest keeps an 80% accuracy as the upper limit.
A comparison of the outcomes of individual training sessions, with respect to the 36 features that remain, reveals a large interindividual. All training sessions encompassed an equal number of iterations. For each feature, it was then counted how often it occurred in any subject. Figure 7 displays this comparison. It shows that, for example, 220 features never survived

| Scalp region        | Beta | Alpha | Theta | Delta | Total |
|---------------------|------|-------|-------|-------|-------|
| Frontal             | 5    | 6     | 0     | 5     | 16    |
| Central-temporal    | 6    | 0     | 2     | 5     | 13    |
| Parietooccipital    | 3    | 3     | 1     | 0     | 7     |

| Time interval       | Beta | Alpha | Theta | Delta | Total |
|---------------------|------|-------|-------|-------|-------|
| Short               | 2    | 3     | 3     | 1     | 9     |
| Medium              | 6    | 2     | 0     | 3     | 11    |
| Long I              | 4    | 0     | 0     | 3     | 7     |
| Long II             | 2    | 4     | 0     | 3     | 9     |

Table 2. Distribution of the 36 selected features within each band by SVM-RFE (intersubject classification).

A comparison of the outcomes of individual training sessions, with respect to the 36 features that remain, reveals a large interindividual. All training sessions encompassed an equal number of iterations. For each feature, it was then counted how often it occurred in any subject. Figure 7 displays this comparison. It shows that, for example, 220 features never survived

Figure 7. Within the 36 features selected from each individual training, the histogram counts the number of times a feature was selected using both wrapper methods.
in any individual thus may be considered completely irrelevant. Remarkably, few features appear consistently as relevant features in at least six out of 26 subjects confirming the high interindividual heterogeneity, independently on the applied method for selecting features. A similar conclusion was drawn in Ref. [15], in this case by using a feature selection block before performing classification. However, note that a comparable accuracy value is achieved whether decision making is based on a set of 52 feature vectors (ensemble averages over trials and subjects) or on training classifiers individually with 65–72 feature vectors for each subject.

Figure 8. Spatial location of feature relevance in each frequency band obtained from counting the contribution from all subjects within intrasubject classifications (left column: random forest, right column: SVM). The relevance is represented by a color map, where blue represents the least relevant features (nonselected features) and red represents the most relevant ones (selected as relevant by all subjects).
Figure 9. Relevance of the features selected for different latencies and spatial locations (left column: random forest, right column: SVM) following from counting the contribution of all subjects within an intrasubject classification. Feature importance is visualized by a normalized color map, where blue represents the least relevant features (nonselected features) and red represents the most relevant ones (selected as relevant by all subjects).
Figures 8 and 9 show the relevance of the features chosen by the two methods in topographical maps. As can be seen from Figure 8, on average, both algorithms allocate the most relevant features in the frontal region in agreement with intersubject applications. Similarly, both also identify relevant features mostly in the beta bands. According to Figure 9, both algorithms allocate important features showing up with short latencies in the frontal areas of the brain. Concerning medium and long latencies both algorithms again identify important features in frontal areas though their importance is more pronounced with the random forest.

Although intersubject and intrasubject methodologies show a similar performance, they have different application scenarios. The intersubject classification is mostly suitable for offline applications as well as for brain studies in order to complement the statistical methods. For instance, in Ref. [49], an SVM-RFE scheme was exclusively applied to identify scalp spectral dynamics linked with the affective valence processing and to compare with standard statistical results (t-test). In that work, a different technique for feature extraction was developed, whose goals consisted of creating a particular volume of features by means of a wavelet filtering. In this way, a high-dimensional data set was represented by means of three dimensions: frequency (resolution: 1 Hz), time (resolution: 1 ms) and topographical location (21 EEG channels).

Due to the biological variability observed, intrasubject studies cannot generalize easily across a cohort of subjects. Thus, intrasubject approaches might be interesting for personalized studies where subjects need to be followed up for a couple of sessions, such as in a rehabilitation therapy, or for neurofeedback-based applications. An example of an intrasubject study is reported in Ref. [50], where the neuroticism trait is analyzed using EEG to check the influence of individual differences in the emotional processing and the susceptibility of each brain region. In that work SVM was used as well, although from a different standpoint, since it was performed in subject identification tasks from single trials.

5. Conclusions

A novel valence recognition system has been presented and applied to EEG signals, which were recorded from volunteers subjected to emotional states elicited by pictures drawn from IAPS repository. A cohort of 26 female participants has been investigated. The recognition system encompasses a feature extraction stage and a classification module including feature elimination. The complete system focused on both an intersubject and an intrasubject situation. Both studies show a similar performance with regard to the classification accuracy. The recursive feature elimination (selection) was designed based on a random forest classifier or support vector machine and increased the initial classification accuracy in a range from 20% to 45%. The importance measures from both algorithms point to frontal areas although no consistent set of features and related latencies could be identified.

This fact points toward a large biological variability of the set of relevant features corresponding to the valence of the emotional states involved. In any case, the classification accuracy achieved compares well with or is even superior to competing systems reported in the literature.
Comparing both classifiers, the SVM achieves better classification accuracy, yielding up to 100% accuracy rate for several subjects by using the selected features for intrasubject classification task, outperforming random forest that reached an 81% maximum peak accuracy. Furthermore, the presented wrapper methods are a good option to greatly reduce the dimension of the input space and deserve to be considered as an alternative for discriminating relevant scalp regions, frequency bands and time intervals from EEG recordings.
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