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In this article, the adaptive control of uncertain fractional-order time-delay systems (FOTDSs) with external disturbances is discussed. A Takagi-Sugeno (T-S) fuzzy model with if-then rules is adopted to characterize the dynamic equation of the FOTDS. Besides, a fuzzy adaptive method is proposed to stabilize the model. By utilizing the Lyapunov functions, a robust controller is constructed to stabilize the FOTDS. Due to the uncertainty of system parameters, some fractional-order adaptation laws are designed to update these parameters. At the same time, some if-then rules with linear structure based on the fuzzy T-S adaption concept are established. The designed method not only guarantees that the state of closed-loop system asymptotically converges to origin but also keeps the signal in the FOTDS bounded. Finally, the applicability of the control method is proved by simulation examples.

1. Introduction

In the last century, fractional-order calculus has been widely used in many electrical systems, robot systems, engineering systems, and thermodynamic systems, which has attracted extensive attention [1–5]. The fractional-order system (FOS) has more advantages than classical integer-order system [6–8]. Firstly, FOSs focus on the characteristics of the whole time domain. Secondly, FOSs show the properties of the whole space. Based on the above two characteristics, FOSs have played a significant role in the control field. Actually, the description of FOS is more consistent with the real dynamic system. It can be used to characterize more complex systems, and it also provides a guarantee for the genetic and memory properties of different substances. So, the application and theoretical research of FOSs will become more and more popular [9, 10].

The traditional integer-order theory is not suitable for FOSs because of its unique definition, so the researchers adopt two new methods to stabilize the FOS. The first solution is Lyapunov function, and the other is Laplace transformation to stabilize FOS [11–15]. In control analysis, it is necessary to make the state trajectory of the system follow the desired command. In this study, many control methods are proposed to achieve good performance for noninteger-order systems. In addition, the researchers are also working to develop various control methods, such as sliding mode control [16–18], pinning control [19, 20], adaptive fuzzy control [21, 22], PID control [23, 24], and backstepping control [25, 26], to achieve the effective control. For example, an adaptive sliding mode control for FOS stabilization was studied in [27]. In [28], according to Lyapunov theory, the stability of the adaptive control method for the synchronous error system was analyzed. In [29], a class of global Mittag-Leffler stability problems with coupled FOSs was proposed. However, in modeling dynamics, the existence of nonlinearity makes it more difficult to deal with stability and other performance. To resolve the difficulties, many methods have been adopted to deal with these obstacles, among which the Takagi-Sugeno (T-S) model method is the most effective tool to describe the dynamic equations [30–32]. The most obvious advantage of this method is that it uses less fuzzy rules, and then the linear subsystems are fuzzy combined to get the overall model of
the system. The results of control analysis and stability analysis with the T-S control method are also reported in the literature [33–35]. In [33], under the condition of quantization, a dynamic output feedback controller was used to control the fuzzy T-S fractional-order neural network. A static feedback controller with fuzzy T-S structure was designed in [34]. The regularization and control of singular rectangular FOSs were considered in [35]. Although there are many reports about the stability of T-S systems, few studies on time-delay systems were published.

In fact, FOSs often contain uncertainty and time delays, which are two common phenomena [36–38]. Their existence will increase the instability of the model and make it more complex. Therefore, it will be more important to solve such problems in theoretical application. Even so, researchers have developed lots of methods to solve the uncertainties and time delay. Moreover, many studies focus on the stability of fractional-order time-delay systems (FOTDSs) with uncertainties, such as [37, 39, 40]. The recently developed immersion boundary method was used to model the complex solid boundary in [39]. A single input and output delay model was given in [37]. In [40], the control problem of the first-order dynamic discrete system was discussed. Among these methods, some of them are easier to control by using their unique characteristics [41, 42]. At the same time, the external disturbance in the time-delay system is inevitable; in other words, such system will become more complex. However, for our known knowledge, there are still some studies on the control of FOSs with disturbances [43–48].

Based on the inspiration of the above literature, this article focuses on T-S fuzzy control for uncertain FOTDSs. Aiming at uncertain FOSs, a fuzzy adaptive control strategy is established. At the same time, a fuzzy T-S system is constructed to characterize the system equation. Next, according to the adaptive control theory and Lyapunov function, simple linear control rules are designed to guarantee the asymptotic stability of the uncertain system. Some adaptive laws for estimating unknown parameters of the system are given. Lastly, simulation results show the superiority of the T-S method. The purpose of this paper is to obtain the stability conditions by fractional Lyapunov functions, and the main contributions are as follows.

1. A suitable Lyapunov function is constructed, and the Lyapunov stability theory is used to ensure that the model is stable.
2. The controller obtained by using the linear structures can improve the stability of the FOTDS.
3. The adaptive laws are given to update the uncertainty of the model. These can enhance the control effect of the system and cause lower complexity.

Other structures of the article are as follows. The modeling of the T-S fuzzy system and some related concepts of fractional calculus are introduced in Section 2. Section 3 gives the stability analysis results of FOTDSs. Numerical simulations are shown in Section 4. Section 5 summarizes this full text.

2. Basic Knowledge and System Introduction

In the control process, some definitions of fractional derivative are stated. Since the solutions of differential equations are related to the initial conditions given by traditional methods, Caputo derivative is useful in practical dynamics. In the article, we utilize Caputo’s fractional derivative.

2.1. Preliminaries

Definition 1 (see [49]). The th Caputo derivative of a function \( h(t) \) is

\[
C^\alpha_t D^\gamma h(t) = \frac{1}{\Gamma(n-\gamma)} \int_{t_0}^t h^{(n)}(\xi) (t-\xi)^{n-\gamma-1} d\xi, \tag{1}
\]

where \( 0 < \gamma < 1 \).

Definition 2 (see [49]). The \( \gamma \)th Riemann Liouville integral of function \( h(t) \) is

\[
t_0^\gamma D^\gamma h(t) = \frac{1}{\Gamma(\gamma)} \int_{t_0}^t h(\xi) (t-\xi)^{1-\gamma-1} d\xi, \tag{2}
\]

where \( \Gamma(\cdot) \) represents Euler’s function which is denoted by

\[
\Gamma(t) = \int_0^\infty e^{-t}t^{c-1} dt. \tag{3}
\]

Definition 3 (see [49]). The \( \gamma \)th Riemann–Liouville fractional derivative is

\[
C^\alpha_t D^\gamma h(t) = \frac{1}{\Gamma(n-\gamma)} \int_{t_0}^t h(\xi) (t-\xi)^{n-\gamma} d\xi, \tag{4}
\]

where \( \gamma \leq n \in \mathbb{Z}_+ \).

Lemma 1 (see [50]). Let \( f(t) \in \mathbb{R}^{n\times n} \) be a differentiable matrix. So, for any \( t \geq t_0 \), one obtains

\[
C^\alpha_t D^\gamma [\text{tr} f^T(t)B(f(t))] \leq 2\text{tr} f^T(t)B C^\alpha_t D^\gamma f(t), \tag{5}
\]

Lemma 2 (see [50]). Let \( x(t) \in \mathbb{R}^n \) be a derivative vector. Then, for any \( t \geq t_0 \),

\[
\frac{1}{2} C^\alpha_t D^\gamma [x^T(t)Bx(t)] \leq x^T(t)B C^\alpha_t D^\gamma x(t), \tag{6}
\]

where \( B \in \mathbb{R}^{n\times n} \) is a positive definite symmetric constant matrix.

Defining an uncertain FOS as follows:

\[
C^\alpha_t D^\gamma x(t) = h(t, x, u, v), \tag{7}
\]

where \( \gamma \in (0, 1) \), \( t \) is the time, \( x \) is state vector, \( u \) represents control input, and \( v \) denotes uncertain variable.

Lemma 3 (see [51]). If FOS (7) is Mittag-Leffler stable, then it will be asymptotically stable, i.e.,

\[
\lim_{t \to \infty} x(t) = 0. \tag{8}
\]

Theorem 1 (see [51]). Let \( x = 0 \) be an equilibrium point of system (7). Suppose there is a Lyapunov function \( V(x, t) \) and class-k function \( \Theta, \ell = 1, 2, 3, \) meeting
where $\gamma \in (0, 1)$, so the original equilibrium point of system (7) is asymptotically stable.

2.2. Generalized T-S Fuzzy Model. Based on the expansion of the traditional T-S system, the generalized T-S system of FOS is derived. Then, the system dynamics can be expressed by the local fractional linear model. Finally, the linear composition is fuzzy mixed to get the whole model of the system. Consider the following generalized T-S fuzzy structure.

Rule 1: if $\kappa_i(t)$ is $\mathcal{R}_{i1}$, $\kappa_j(t)$ is $\mathcal{R}_{i2}$, ..., and $\kappa_k(t)$ is $\mathcal{R}_{ik}$, then

$$D^\alpha x(t) = A_i x(t), \quad i = 1, 2, \ldots, r,$$

(10)

where $\mathcal{R}_i$, $j = 1, 2, \ldots, k$, denotes the fuzzy set, $r$ represents the number of fuzzy rules, $A_i \in \mathbb{R}^{n \times n}$ is a constant matrix, and $x(t) \in \mathbb{R}^n$ and $\kappa(t) = [\kappa_1(t), \kappa_2(t), \ldots, \kappa_k(t)]^T$ represent the state vector and premise variable, respectively.

The system output is inferred as

$$D^\alpha x(t) = \sum_{i=1}^{r} \bar{\theta}_i(\kappa(t)) \cdot A_i x(t),$$

(11)

where

$$\bar{\theta}_i(\kappa(t)) = \frac{\nu_i(\kappa(t))}{\sum_{i=1}^{r} \nu_i(\kappa(t))} = \frac{\prod_{j=1}^{k} \mathcal{R}_i(\kappa_j(t))}{\sum_{i=1}^{r} \prod_{j=1}^{k} \mathcal{R}_i(\kappa_j(t))},$$

(12)

where $\mathcal{R}_i(\kappa_j(t))$ is a fuzzy membership function, satisfying

$$\begin{align*}
\sum_{i=1}^{r} \nu_i(\kappa(t)), & \geq 0, \\
\sum_{i=1}^{r} \bar{\theta}_i(\kappa(t)), & > 0, \\
\bar{\theta}_i(\kappa(t)), & \geq 0, \\
\sum_{i=1}^{r} \bar{\theta}_i(\kappa(t)), & = 1.
\end{align*}$$

(13)

3. Main Results

In the part, the stability of T-S fuzzy FOTDS with uncertainty is studied. And a fuzzy control method is given to control uncertain FOTDS.

3.1. System Description. Suppose that model (7) with unknown terms and time delay is designed as follows:

$$\begin{align*}
\Theta_1(\|x(t)\|), \leq V(x, t) \leq \Theta_2(\|x(t)\|),
\end{align*}$$

$$C_i D^\alpha V(x, t), \leq -\Theta_3(\|x(t)\|),$$

(9)

Rule 1: if $\kappa_1(t)$ is $\mathcal{R}_{i1}$, $\kappa_2(t)$ is $\mathcal{R}_{i2}$, ..., and $\kappa_k(t)$ is $\mathcal{R}_{ik}$, then

$$D^\alpha x(t) = Q_i x(t) + J_i x(t - 1) + Q_n x(t) + J_n \eta(t) + u(t),$$

(14)

where $x(t) \in \mathbb{R}^n$, $\kappa(t) = [\kappa_1(t), \kappa_2(t), \ldots, \kappa_k(t)]^T$, and $\mathcal{R}_i$ are the same as the above definitions. $x(t - 1)$ denotes the time-delay term, $Q_i$ and $J_i$ are some constant matrices, $Q_n$ and $J_n$ are unknown parameters, and $\eta(t) \in \mathbb{R}^n$ and $u(t) \in \mathbb{R}^n$ are disturbance and control input, respectively.

So, the final output is

$$D^\alpha x(t) = \sum_{i=1}^{r} \bar{\theta}_i(\kappa(t))(Q_i x(t) + J_i x(t - 1) + Q_n x(t) + J_n \eta(t) + u(t)).$$

(15)

To achieve the asymptotic stability of system (15), a fuzzy adaptive controller is given as follows.

Control Rule 1: if $\kappa_1(t)$ is $\mathcal{R}_{i1}$, $\kappa_2(t)$ is $\mathcal{R}_{i2}$, ..., and $\kappa_k(t)$ is $\mathcal{R}_{ik}$, then

$$u_i(t) = -[E_i x(t) + F_i x(t - 1) + \tilde{Q}_n x(t) + \tilde{J}_n \eta(t)],$$

(16)

where $\tilde{Q}_n$ and $\tilde{J}_n$ are estimations of $Q_n$ and $J_n$, which can be obtained by some adaptive laws, $E_i$ and $F_i$ are feedback gain matrices that can be given.

From equations (15) and (16), the fuzzy controller is obtained as

$$u(t) = -\sum_{i=1}^{r} \bar{\theta}_i(\kappa(t))(E_i x(t) + F_i x(t - 1) + \tilde{Q}_n x(t) + \tilde{J}_n \eta(t)).$$

(17)

The adaptive laws are

$$D^\alpha \tilde{Q}_n = \phi_n \bar{\theta}_i(\kappa(t))x(t)x^T(t),$$

(18)

$$D^\alpha \tilde{J}_n = \phi_n \bar{\theta}_i(\kappa(t))x(t)\eta^T(t),$$

(19)

where $\phi_n$ and $\phi_n$ are positive constant adaptation gains.
So, system (15) with the control law (17) is inferred as

\[
D^r x(t) = \sum_{i=1}^{r} \delta_i(k(t)) \{ Q_i x(t) + J_i x(t-i) + \check{Q}_n x(t) + \check{J}_n \eta(t) \} \\
- \sum_{i=1}^{r} \delta_i(k(t)) \{ E_i x(t) + F_i x(t-i) + \tilde{Q}_n x(t) + \tilde{J}_n \eta(t) \} \\
= \sum_{i=1}^{r} \delta_i(k(t)) \{ (Q_i - E_i) x(t) + (J_i - F_i) x(t-i) + (Q_n - \check{Q}_n) x(t) + (J_n - \tilde{J}_n) \eta(t) \}.
\]

(20)

Defining \( \check{Q}_n = Q_n - \check{Q}_n \) and \( \tilde{J}_n = J_n - \tilde{J}_n \), system (20) is reorganized into

\[
D^r x(t) = \sum_{i=1}^{r} \delta_i(k(t)) \{ (Q_i - E_i) x(t) + (J_i - F_i) x(t-i) + \check{Q}_n x(t) + \check{J}_n \eta(t) \}.
\]

(21)

3.2. Stability Analysis. To verify the stability of system (21), a useful theorem is proposed.

**Theorem 2.** Consider the uncertain FOTDS (15). If model (15) is controlled by control laws (17)–(19), then the system will converge to origin asymptotically.

**Proof.** Consider the following Lyapunov function candidate

\[
V(x, Q_n, J_n) = x^T(t) B x(t) + \sum_{i=1}^{r} \text{tr} \left( \frac{Q_n^T B \check{Q}_n}{\check{Q}_n} \right) + \sum_{i=1}^{r} \text{tr} \left( \frac{J_n^T B \check{J}_n}{\check{J}_n} \right),
\]

(22)

where \( \text{tr}(C) \) represents the trace of a matrix and \( B \) is a symmetric positive definite matrix.

Using Lemmas 1 and 2, one obtains

\[
D^r V \leq 2x^T(t) B D^r x(t) + 2 \sum_{i=1}^{r} \text{tr} \left( \frac{Q_n^T B \cdot D^r \check{Q}_n}{\check{Q}_n} \right) + 2 \sum_{i=1}^{r} \text{tr} \left( \frac{J_n^T B \cdot D^r \check{J}_n}{\check{J}_n} \right).
\]

(23)

By utilizing equation (21) and \( D^r \check{Q}_n = -D^r \check{Q}_n \) and \( D^r \check{J}_n = -D^r \check{J}_n \), one has

\[
D^r V \leq 2x^T(t) B \cdot \sum_{i=1}^{r} \delta_i(k(t)) \{ (Q_i - E_i) x(t) + (J_i - F_i) x(t-i) + \check{Q}_n x(t) + \check{J}_n \eta(t) \} \\
+ 2 \sum_{i=1}^{r} \text{tr} \left( \frac{Q_n^T B \cdot (-D^r \check{Q}_n)}{\check{Q}_n} \right) + 2 \sum_{i=1}^{r} \text{tr} \left( \frac{J_n^T B \cdot (-D^r \check{J}_n)}{\check{J}_n} \right).
\]

(24)

According to the equations

\[
\begin{align*}
\begin{bmatrix}
x^T(t) B C x(t) \\
2x^T(t) B C x(t)
\end{bmatrix}
&= \begin{bmatrix}
x^T(t) B C x(t) \\
\end{bmatrix} = x^T(t) C^T B x(t), \\
&= x^T(t) \left( C^T B + B C \right) x(t),
\end{align*}
\]

(25)
one has

\[
D^t V \leq \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( 2x^T(t) B (Q_i - E_j) x(t) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \langle 2x^T(t) - B (J_i - F_j) x(t) - t \rangle \right)
+ \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( 2x^T(t) t BQ_{1n} x(t) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \langle 2x^T(t) t B J_{1n} \eta(t) - 2 \sum_{i=1}^{r} \text{tr} \left( \frac{Q_{1n} B - D^T \overline{Q}_n}{\eta_n} \right) - 2 \sum_{i=1}^{r} \text{tr} \left( \frac{J_{1n} B - D^T \overline{J}_n}{\eta_n} \right) \right)  
= \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( x^T(t) \left( (Q_i - E_j) t B + B (Q_i - E_j) \right) x(t) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( x^T(t) (J_i - E_j) B + B (J_i - F_j) \right) x(t) - t \right)  
+ \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( 2x^T(t) t BQ_{1n} x(t) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \langle 2x^T(t) t B J_{1n} \eta(t) - 2 \sum_{i=1}^{r} \text{tr} \left( \frac{Q_{1n} B - D^T \overline{Q}_n}{\eta_n} \right) - 2 \sum_{i=1}^{r} \text{tr} \left( \frac{J_{1n} B - D^T \overline{J}_n}{\eta_n} \right) \right)  
\]

(26)

For the vectors \(x \in \mathbb{R}^{m_1}\) and \(y \in \mathbb{R}^{m_1}\), \(x^T x = \text{trace}(xx^T)\)
and \(x^T y = \text{trace}(xy^T)\) are right, i.e.,
\(x^T(t) BQ_{1n} x(t) = \text{tr}(Q_{1n} Bx(t)x^T(t))\) and \(x^T (t) B \overline{J}_{1n} \eta(t) = \text{tr}(\overline{J}_{1n} Bx(t) \eta^T(t))\); inequality (26) is rewritten as

\[
D^t V \leq \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( x^T(t) \left( (Q_i - E_j) t B + B (Q_i - E_j) \right) x(t) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \langle x^T(t) (J_i - E_j) B + B (J_i - F_j) \right)x(t) - t \right)  
+ 2 \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( \text{tr} \left( Q_{1n} Bx(t)x^T(t) \right) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( \text{tr} (J_{1n} B \eta^T(t)) \right) \right)  
- 2 \sum_{i=1}^{r} \text{tr} \left( \frac{Q_{1n} B - D^T \overline{Q}_n}{\eta_n} \right) - 2 \sum_{i=1}^{r} \text{tr} \left( \frac{J_{1n} B - D^T \overline{J}_n}{\eta_n} \right)  
= \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( x^T(t) \left( (Q_i - E_j) t B + B (Q_i - E_j) \right) x(t) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \langle x^T(t) (J_i - E_j) B + B (J_i - F_j) \right)x(t) - t \right)  
+ 2 \text{tr} \left( \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( \frac{Q_{1n} B - D^T \overline{Q}_n}{\eta_n} \right) \right) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( \frac{J_{1n} B - D^T \overline{J}_n}{\eta_n} \right)  
\]

(27)

Substituting equations (18) and (19) into equation (27), one obtains

\[
D^t V \leq \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( x^T(t) \left( (Q_i - E_j) t B + B (Q_i - E_j) \right) x(t) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \langle x^T(t) (J_i - E_j) B + B (J_i - F_j) \right)x(t) - t \right)  
+ 2 \text{tr} \left( \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( \frac{Q_{1n} B - D^T \overline{Q}_n}{\eta_n} \right) \right) + \sum_{i=1}^{r} \partial_i(\kappa(t)) \left( \frac{J_{1n} B - D^T \overline{J}_n}{\eta_n} \right)  
\]

(28)
So, $D^TV \leq 0$ is equivalent to

$$
\begin{cases}
(Q_i - E_i)^T B + B(Q_i - E_i) < 0, \\
(J_i - F_i)^T B + B(J_i - F_i) < 0.
\end{cases}
$$

(29)

To sum up, if there exists $E_i$ and $F_i$ and a symmetric positive matrix $B$ such that inequality (29) holds, which shows that $D^TV \leq 0$ and the uncertain system (15) with time delay converges to zero asymptotically. The proof is over. 

**Remark 1.** In a word, the fuzzy T-S system with Gaussian membership function or other membership function can approach any a continuous function. It is worth emphasizing that compared with other literatures, such as [7, 27, 28, 52], in comparison with other techniques, this method has the advantage of the designed T-S fuzzy controller has a simple linear structure. In the simulation of this paper, a special membership function is adopted to control the FOTDS, it should be noted that due to the limitations of existing modeling methods, only this type of membership function is utilized for research.

**Remark 2.** Based on controller (17), the proportional relationship between $u(t)$ and the parameters $E_i$ and $F_i$ can be obtained. In other words, the smaller the values of $E_i$ and $F_i$, the smaller the control effect caused, and the reverse is also correct. In the adaptive laws (18) and (19), the sizes of $\varrho_n$ and $\varrho_o$ will also affect the update parameters $E_i$ and $F_i$ accordingly, and furthermore, it will also affect this control input $u(t)$. Therefore, the greater the values of $\varrho_n$ and $\varrho_o$, the greater the control impact caused. On the contrary, one can choose the appropriate $\varrho_n$ and $\varrho_o$ to make the control effect better. And according to inequality (29), $E_i$ and $F_i$ should be considered to achieve the asymptotic convergence of system (15).

### 4. Simulation Results

In the part, an example is provided to demonstrate the availability of the designed controller.

Consider the following uncertain T-S fuzzy FOS with time delay:

$$
D^TV(t) = \sum_{i=1}^{2} \delta_i(\kappa(t)) (Q_i x(t) + J_i x(t-i) + Q_o x(t)) + u(t).
$$

(30)

The fuzzy rules are as follows.

Rule 1: if $x_1(t)$ is $R_1(x(t))$, then $D^TV(t) = Q_1 x(t) + J_1 x(t-i) + Q_o x(t) + u(t)$

Rule 2: if $x_2(t)$ is $R_2(x(t))$, then $D^TV(t) = Q_2 x(t) + J_2 x(t-i) + Q_o x(t) + u(t)$

From the above, we can get that $\gamma = 0.9$, $x(t) = [x_1(t), x_2(t), x_3(t)]^T$ and $u(t) = [u_1(t), u_2(t), u_3(t)]^T$.

The fuzzy membership functions are

$$
R_1(x(t)) = \frac{1}{2} \left( 1 + \frac{x_1(t)}{\delta} \right),
$$

(31)

$$
R_2(x(t)) = \frac{1}{2} \left( 1 - \frac{x_1(t)}{\delta} \right).
$$

(32)

So, $\delta_i(\kappa(t))$ as follows:

$$
\delta_1(\kappa(t)) = R_1(\kappa(t)) \times W_1(\kappa(t)),
$$

(33)

$$
\delta_2(\kappa(t)) = R_2(\kappa(t)) \times W_2(\kappa(t)),
$$

where $W_1(\kappa(t)) = W_2(\kappa(t)) = 1$.

Let

$$
Q_1 = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
\delta - \varrho_2 - \varrho_3 \\
\end{bmatrix},
$$

(34)

$$
Q_2 = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-\delta - \varrho_2 - \varrho_3 \\
\end{bmatrix},
$$

$$
Q_{11} = Q_{22} = \begin{bmatrix}
0 & 0 & 0 \\
0 & \varrho_2 & \varrho_3 \\
\end{bmatrix},
$$

(35)

$$
J_1 = \begin{bmatrix}
1 & 1 & 0 \\
\delta - \varrho_2 - \varrho_3 \\
\end{bmatrix},
$$

$$
J_2 = \begin{bmatrix}
1 & 0 & 1 \\
-\delta - \varrho_2 - \varrho_3 \\
\end{bmatrix},
$$

where $\varrho_1 = 5$, $\varrho_2 = 3.85$, $\varrho_3 = 2$, $\varrho_4 = 2$, and $\delta = 21$.

Now, based on adaptive control laws (17)–(19), one obtains

$$
u(t) = - \sum_{i=1}^{2} \delta_i(\kappa(t)) (E_i x(t) + F_i x(t-i) + Q_o x(t)),
$$

(36)

$$
D^T \tilde{Q}_n = \varrho_n \delta_i(\kappa(t)) x(t) x^T(t),
$$

(37)

where $E_1 = E_2 = \text{diag}(2, 2, 2)$, $F_1 = F_2 = \text{diag}(3, 3, 3)$, $\tilde{Q}_n$ is an estimation of $Q_n$, $\varrho_n = 2, 1 = 1, 2$, and $\tilde{Q}_n(0) = \begin{bmatrix} 0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \end{bmatrix}$.

Suppose $x_1(0) = -3$, $x_2(0) = 7$, and $x_3(0) = 12$. The simulation results are displayed in Figures 1–4. The time
The responses of $x(t)$ are plotted in Figure 1. Obviously, the trajectories of $x(t)$ converge to zero, which shows that the good control performance. Figure 2 describes the time responses of control input (34), which reveals that the controller can be implemented in dynamic applications. The time histories of the updated parameters $\tilde{Q}_{s1}$ and $\tilde{Q}_{s2}$ are described in Figures 3 and 4. Obviously, all adaption parameters reach a certain constant, which ensures that the internal stability of the model and they are bounded.

5. Conclusions

This article studies the stability and control of uncertain FOTDSs by utilizing the T-S fuzzy structure. At the beginning, a model with if-then rules is developed to depict the differential equations of the system. Next, the fuzzy adaptive method is adopted to update the uncertainty and unknown parameters. Then, according to the Lyapunov function and T-S fuzzy control method, some control rules are adopted such that the system states tend to zero. Finally, the designed controller is used to stabilize FOTDSs. Simulation examples are proposed to verify the rationality of the devised adaptive control method. Our experimental results can not only enrich the control theory of FOSs but also can be implemented to other FOSs. Future research work will be devoted to adaptive control of incommensurate nonlinear FOSs.
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