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Abstract

We investigate the problem of the equivalence of $L^q$-Sobolev norms in Malliavin spaces for $q \in [1, \infty)$, focusing on the graph norm of the $k$-th Malliavin derivative operator and the full Sobolev norm involving all derivatives up to order $k$, where $k$ is any positive integer. The case $q = 1$ in the infinite-dimensional setting is challenging, since at such extreme the standard approach involving Meyer's inequalities fails. In this direction, we are able to establish the mentioned equivalence for $q = 1$ and $k = 2$ relying on a vector-valued Poincaré inequality that we prove independently and that turns out to be new at this level of generality, while for $q = 1$ and $k > 2$ the equivalence issue remains open, even if we obtain some functional estimates of independent interest. With our argument (that also resorts to the Wiener chaos) we are able to recover the case $q \in (1, \infty)$ in the infinite-dimensional setting; the latter is known since the eighties, however our proof is more direct than those existing in the literature, and allows to give explicit bounds on all the multiplying constants involved in the functional inequalities. Finally, we also deal with the finite-dimensional case for all $q \in [1, \infty)$ (where the equivalence, without explicit constants, follows from standard compactness arguments): our proof in such setting is much simpler, relying on Gaussian integration-by-parts formulas and an adaptation of Sobolev inequalities in Euclidean spaces, and it provides again quantitative bounds on the multiplying constants, which however blow up when the dimension diverges to $\infty$ (whence the need for a different approach in the infinite-dimensional setting).
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1 Introduction

We start by recalling the notion of isonormal Gaussian process along with the definition of the so-called Malliavin operators, and then introduce the problem of the equivalence of $L^q$-Sobolev norms in Malliavin spaces for $q \in [1, \infty)$, eventually describing our main results.
1.1 Background and notation

In the next subsections we give a brief overview of the main definitions and basic known results about Malliavin differential operators, that we will consistently use in the rest of the paper.

1.1.1 Isonormal Gaussian processes

Let us fix a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), and denote by \(\mathbb{E}\) the expectation under \(\mathbb{P}\). All random objects in this paper are implicitly defined on the latter, unless otherwise specified. Let \(\mathcal{H}\) be a real separable Hilbert space with inner product \(\langle \cdot, \cdot \rangle_{\mathcal{H}}\), the corresponding norm being denoted by \(\| \cdot \|_{\mathcal{H}}\). As we will deal with both finite-dimensional and infinite dimensional Hilbert space, we let \(\dim(\mathcal{H})\) stand for the dimension of \(\mathcal{H}\).

**Definition 1.1** (Isonormal Gaussian process). An isonormal Gaussian process \(W\) over \((\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})\) is a real-valued centered Gaussian random field \(W \equiv \{W(h), h \in \mathcal{H}\}\) such that for every \(h, g \in \mathcal{H}\) we have

\[
\mathbb{E}[W(h)W(g)] = \langle h, g \rangle_{\mathcal{H}}.
\] (1.1)

It is always possible to construct an isonormal Gaussian process over \((\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})\) (see e.g. [NP12, Proposition 2.1.1]), and plainly all isonormal Gaussian processes over \((\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})\) share the same law. By definition, the map

\[ h \mapsto W(h) \]

is linear, and in view of (1.1) it is easy to check that it is an isometry from \((\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})\) onto a closed subspace of \(L^2(\Omega) \equiv L^2(\Omega, \mathcal{F}, \mathbb{P})\). In particular, if \(\mathcal{H}\) is one-dimensional, then an isonormal Gaussian process \(W\) over \((\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})\) can be identified as the linear space generated by \(N \sim \mathcal{N}(0, 1)\), a standard Gaussian random variable. More in general, \(W\) can be identified as the closure in \(L^2(\Omega)\) of the linear space generated by \(\{W(e_i)\}_{i \in \mathbb{N}}\), where \(\{e_i\}_{i \in \mathbb{N}}\) is an orthonormal basis for \(\mathcal{H}\). For further details and a more complete account on isonormal Gaussian processes and related topics we refer the reader to [NP12, Nua06].

1.1.2 Malliavin derivative operators

From here on we fix an isonormal Gaussian process \(W\) over \((\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})\), and we assume that \(\mathcal{F}\) is the \(\sigma\)-field generated by the random variables \(\{W(h), h \in \mathcal{H}\}\). Note that, under this hypothesis, every random variable \(F : \Omega \to \mathbb{R}\) can be represented (not uniquely) by a function \(f : \mathbb{R}^{\mathcal{H}} \to \mathbb{R}\), in the sense that

\[ F = f(W) \quad \mathbb{P}\text{-a.s. in } \Omega. \] (1.2)

Most times it will be enough to deal with “finite-dimensional” random variables, that is, given \(m \in \mathbb{N}_{\geq 1}\) and \(h_1, \ldots, h_m \in \mathcal{H}\), in the case where \(F\) is measurable w.r.t. the \(\sigma\)-field generated by \(\{W(h_i)\}_{i=1, \ldots, m}\) one can write

\[ F = f(W(h_1), \ldots, W(h_m)), \] (1.3)
where now \( f : \mathbb{R}^m \to \mathbb{R} \) stands for a Borel-measurable function on \( \mathbb{R}^m \). Note that (1.3) can be linked to (1.2) up to a projection onto the linear space spanned by \( \{h_i\}_{i=1}^m \).

Among finite-dimensional random variables a key role is taken by the space \( S \) of smooth random variables, i.e., random variables of the form (1.3) for some \( m \in \mathbb{N}_{\geq 1} \) and \( h_1, \ldots, h_m \in \mathcal{H} \), where \( f \) is in addition a \( C^\infty(\mathbb{R}^m) \) function such that \( f \) and all of its partial derivatives have at most polynomial growth (we let \( S(\mathbb{R}^m) \) denote the space of such functions). In fact \( S \) turns out to be dense in \( L^q(\Omega) = L^q(\Omega, \mathcal{F}, \mathbb{P}) \) for every \( q \in [1, \infty), \) see e.g. [NP12, Lemma 2.3.1], so that \( L^q(\Omega) \) is always separable.

Since \( h \mapsto W(h) \) is a linear application, with no loss of generality one can assume that the vectors \( \{h_i\}_{i=1}^m \) in (1.3) are orthonormal. We will however make this hypothesis explicit when needed. In particular, if \( \dim(\mathcal{H}) = n < \infty \), it is enough to consider functions \( f : \mathbb{R}^n \to \mathbb{R} \).

**Definition 1.2** (Malliavin derivatives). For \( k \in \mathbb{N}_{\geq 1} \) the \( k \)-th Malliavin derivative of \( F \in \mathcal{S} \) is the \( \mathcal{H}^\otimes k \)-valued random variable defined as

\[
D^k F := \sum_{i_1, \ldots, i_k=1}^m \frac{\partial f^k}{\partial x_{i_1} \cdots \partial x_{i_k}}(W(h_1), \ldots, W(h_m)) h_{i_1} \otimes \cdots \otimes h_{i_k}. \tag{1.4}
\]

Here and in what follows \( \mathcal{H}^\otimes k \) stands for the \( k \)-th tensor product of \( \mathcal{H} \), which is a Hilbert space if endowed with the standard scalar product \( \langle \cdot, \cdot \rangle_{\mathcal{H}^\otimes k} \), and corresponding norm \( \| \cdot \|_{\mathcal{H}^\otimes k} \), naturally induced by \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \). Actually, by Schwarz’s theorem, \( D^k \) takes values in the closed subspace of \( k \)-th symmetric tensors, which is typically denoted by \( \mathcal{H}^\otimes k \). For \( k = 1 \) we have of course \( \mathcal{H}^\otimes 1 = \mathcal{H}^\otimes 1 \equiv \mathcal{H} \), and we will often write \( D \) (resp. Malliavin derivative) in place of \( D^1 \) (resp. first Malliavin derivative). Note that the Malliavin derivative of a smooth random variable represented by \( f \) is nothing but the smooth random variable, with values in \( \mathbb{R}^m \) (seen as a subspace of \( \mathcal{H} \)), represented by the function \( \nabla f \). Moreover, it is not difficult to check that \( D^k \) is well defined, i.e., it does not depend on the chosen representative \( f \) of \( F \).

Given another real separable Hilbert space \( (\mathcal{V}, \langle \cdot, \cdot \rangle_\mathcal{V}) \) and \( q \in [1, \infty) \), we let \( L^q(\Omega; \mathcal{V}) \) denote the space \( L^q(\Omega, \mathcal{F}, \mathbb{P}; \mathcal{V}) \) of \( \mathcal{V} \)-valued random variables \( F \) such that \( \| F \|_\mathcal{V} \in L^q(\Omega) \), that is \( \mathbb{E}[\| F \|_\mathcal{V}^q] < +\infty \) and

\[
\| F \|_{L^q(\Omega; \mathcal{V})} := \left( \mathbb{E}[\| F \|_\mathcal{V}^q] \right)^{\frac{1}{q}}.
\]

As a general rule, and when no ambiguity occurs, we will write \( \mathcal{C}(A; \mathcal{V}) \) to refer to the natural extension to \( \mathcal{V} \)-valued functions of a space \( \mathcal{C}(A) \) of real functions defined on a suitable set \( A \). A typical choice for us will be \( \mathcal{V} = \mathcal{H}^\otimes k \). If \( \dim(\mathcal{V}) = 1 \) we will implicitly assume \( \mathcal{V} = \mathbb{R} \) and thus \( \mathcal{H}^\otimes k \otimes \mathcal{V} = \mathcal{H}^\otimes k \), without further mention, and adopt the above simplified notations.

The following key result holds.

**Lemma 1.3** (Proposition 2.3.4 in [NP12]). For any \( k \in \mathbb{N}_{\geq 1} \) and \( q \in [1, \infty) \), the operator

\[
D^k : \mathcal{S} \subset L^q(\Omega) \to L^q(\Omega; \mathcal{H}^\otimes k) \tag{1.5}
\]

is closable in \( L^q(\Omega) \).
Let us now consider the space $\mathbb{D}^{k,q}$, defined as the closure of $S$ in $L^q(\Omega)$ with respect to the full Sobolev norm

$$\|F\|_{\mathbb{D}^{k,q}}^q := \|F\|_{L^q(\Omega)}^q + \sum_{\ell=1}^k \|D^\ell F\|_{L^q(\Omega; H^{\otimes \ell})}^q. \quad (1.6)$$

In view of Lemma 1.3, every operator $D^k$ in (1.5) can consistently be extended to the whole (Banach) space $\mathbb{D}^{k,q}$, hence we adopt the same symbol as in $S$ with no ambiguity. The space $\mathbb{D}^{k,q}$ is usually called the domain of $D^k$ in $L^q(\Omega)$, see e.g. [NP12, §2.3] and [Nua06, §1.2]. Obviously for any $\ell \in \mathbb{N}$ and any $\delta \in [0, +\infty)$ we have the inclusion

$$\mathbb{D}^{k+\ell,q+\delta} \subseteq \mathbb{D}^{k,q}. \quad (1.7)$$

In the light of these properties, we can interpret $\mathbb{D}^{k,q}$ as a “Sobolev space” of random variables and give $D^\ell$, $\ell = 1, \ldots, k$, the role of weak derivatives.

### 1.1.3 Malliavin derivatives in Hilbert spaces

The content of the previous section can naturally be generalized to $\mathcal{V}$-valued functions, where $(\mathcal{V}, \langle \cdot, \cdot \rangle_\mathcal{V})$ is a real separable Hilbert space. For any $k \in \mathbb{N}_{\geq 1}$ and any $q \in [1, \infty)$, it is still possible to define the $k$-th Malliavin derivative operator, which we keep denoting by $D^k$ with some abuse of notation, acting on the space of smooth $\mathcal{V}$-valued random variables $S_{\mathcal{V}} \subset L^q(\Omega; \mathcal{V})$. The space $S_{\mathcal{V}}$ is understood as the collection of all random variables of the form $F = \sum_{j=1}^J F_j v_j$, where $J \in \mathbb{N}_{\geq 1}$, $F_j \in S$ and $v_j \in \mathcal{V}$ for every $j = 1, \ldots, J$. Clearly, when needed, one can assume with no loss of generality that $\{v_j\}_{j=1}^J$ are orthonormal vectors. Standard results, combining the density of $S$ in $L^q(\Omega)$ and the separability of $\mathcal{V}$, ensure that $S_{\mathcal{V}}$ is dense in $L^q(\Omega; \mathcal{V})$ for any $q \in [1, \infty)$, so that also $L^q(\Omega; \mathcal{V})$ is separable.

**Definition 1.4** (Malliavin derivatives in the $\mathcal{V}$-valued case). For $k \in \mathbb{N}_{\geq 1}$ the $k$-th Malliavin derivative of $F \in S_{\mathcal{V}}$ is the $\mathcal{H}^{\otimes k} \otimes \mathcal{V}$-valued random variable defined as

$$D^kF := \sum_{j=1}^J (D^kF_j) \otimes v_j,$$

where $D^kF_j$ is given by (1.4).

Note that also $\mathcal{H}^{\otimes k} \otimes \mathcal{V}$ is a Hilbert space if endowed with the natural scalar product $\langle \cdot, \cdot \rangle_{\mathcal{H}^{\otimes k} \otimes \mathcal{V}}$ induced by $\langle \cdot, \cdot \rangle_{\mathcal{H}^{\otimes k}}$ and $\langle \cdot, \cdot \rangle_\mathcal{V}$. Plainly, we have $D^kF \in S_{\mathcal{H}^{\otimes k} \otimes \mathcal{V}}$. As above, will often write $D$ (resp. Malliavin derivative) in place of $D^1$ (resp. first Malliavin derivative).

The following result is the generalization of Lemma 1.3 to the $\mathcal{V}$-valued case.

**Lemma 1.5** (Proposition 2.5 in [PV14]). For any $k \in \mathbb{N}_{\geq 1}$ and $q \in [1, \infty)$, the operator

$$D^k : S_{\mathcal{V}} \subset L^q(\Omega; \mathcal{V}) \rightarrow L^q(\Omega; \mathcal{H}^{\otimes k} \otimes \mathcal{V})$$

is closable in $L^q(\Omega; \mathcal{V})$. 


Hence, as in the real-valued case, we can define the Sobolev space $\mathbb{D}^{k,q}(\mathcal{V})$ as the closure of $\mathcal{S}_\mathcal{V}$ in $L^q(\Omega; \mathcal{V})$ with respect to the Sobolev norm

$$
\|F\|_{\mathbb{D}^{k,q}(\mathcal{V})}^q := \|F\|_{L^q(\Omega; \mathcal{V})}^q + \sum_{\ell=1}^k \|D^\ell F\|_{L^q(\Omega; \mathcal{H}^{\otimes \ell} \otimes \mathcal{V})}^q,
$$

and consistently extend $D^k$ to the whole $\mathbb{D}^{k,q}(\mathcal{V})$. It is obvious that relations analogous to (\ref{eq:1.7}) hold, and it is readily seen that for every $F \in \mathbb{D}^{k+\ell,q}(\mathcal{V})$ (let $\ell \in \mathbb{N}_{\geq 1}$) we have $D^\ell F \in \mathbb{D}^{k+\ell,q}(\mathcal{H}^{\otimes \ell} \otimes \mathcal{V})$ and

$$
D^{k+\ell} F = D^k (D^\ell F).
$$

If $\mathcal{V} \equiv \mathbb{R}$, in order to be coherent with the previous notations, we will always drop the dependence on $\mathcal{V}$, for instance we will write $\mathbb{D}^{k,q}$ (resp. $\mathcal{S}$) instead of $\mathbb{D}^{k,q}(\mathbb{R})$ (resp. $\mathcal{S}_{\mathbb{R}}$), and so forth.

### 1.2 Motivations, equivalent problems and description of the main results

In view of Lemma \ref{lem:1.5} it seems more natural to extend the Malliavin derivative $D^k$ to the (a priori larger) space $\mathbb{D}^{k,q}_*(\mathcal{V})$ defined as the closure in $L^q(\Omega; \mathcal{V})$ of $\mathcal{S}_\mathcal{V}$ with respect to the (weaker) norm

$$
\|F\|_{\mathbb{D}^{k,q}_*(\mathcal{V})} := \|F\|_{L^q(\Omega; \mathcal{V})} + \|D^k F\|_{L^q(\Omega; \mathcal{H}^{\otimes k} \otimes \mathcal{V})},
$$

which is usually referred to as the graph norm of $D^k$ on $L^q(\Omega; \mathcal{V})$. Nevertheless, the extension to $\mathbb{D}^{k,q}(\mathcal{V})$ described in \S \ref{sec:1.1.2} is much more convenient, for instance it allows for an ordering of Malliavin domains, recalling (\ref{eq:1.7}) and the corresponding generalization in \S \ref{sec:1.1.3}. Clearly for $k = 1$ we have $\mathbb{D}^{1,q}(\mathcal{V}) = \mathbb{D}^{1,q}_*(\mathcal{V})$, whereas for $k \geq 2$, a priori, we only have the trivial inequality

$$
\|F\|_{\mathbb{D}^{k,q}_*(\mathcal{V})} \leq 2^{1-\frac{k}{q}} \|F\|_{\mathbb{D}^{k,q}(\mathcal{V})} \quad \forall F \in \mathcal{S}_\mathcal{V}
$$

and thus the inclusion $\mathbb{D}^{k,q}_*(\mathcal{V}) \subseteq \mathbb{D}^{k,q}_*(\mathcal{V})$. Hence a natural question is whether, up to constants, also the reverse inequality holds, i.e., the norms $\|\cdot\|_{\mathbb{D}^{k,q}_*(\mathcal{V})}$ and $\|\cdot\|_{\mathbb{D}^{k,q}(\mathcal{V})}$ are equivalent on $\mathcal{S}_\mathcal{V}$. If so, then the spaces $\mathbb{D}^{k,q}_*(\mathcal{V})$ and $\mathbb{D}^{k,q}(\mathcal{V})$ would coincide as well as the extensions of the operator $D^k$ to these domains.

A fact worth observing is that, actually, the equivalence of norms is also a necessary condition for the spaces $\mathbb{D}^{k,q}_*(\mathcal{V})$ and $\mathbb{D}^{k,q}(\mathcal{V})$ to coincide. Indeed, thanks to Lemma \ref{lem:1.5}, both $\mathbb{D}^{k,q}_*(\mathcal{V})$ and $\mathbb{D}^{k,q}(\mathcal{V})$ are Banach spaces when equipped with the norms $\|\cdot\|_{\mathbb{D}^{k,q}_*(\mathcal{V})}$ and $\|\cdot\|_{\mathbb{D}^{k,q}(\mathcal{V})}$, respectively. Therefore, if these spaces coincide, we deduce that $\mathbb{D}^{k,q}(\mathcal{V})$ is a Banach space with respect to both such norms; moreover, due to (\ref{eq:1.9}), by density we have that $\|\cdot\|_{\mathbb{D}^{k,q}_*(\mathcal{V})} \leq 2^{1-\frac{k}{q}} \|\cdot\|_{\mathbb{D}^{k,q}(\mathcal{V})}$ on the whole $\mathbb{D}^{k,q}(\mathcal{V})$. However, a well-known consequence of the open mapping theorem guarantees that if two norms make the same linear space a Banach space, then either they are equivalent or they are not ordered (up to constants). As a result, in this case $\|\cdot\|_{\mathbb{D}^{k,q}_*(\mathcal{V})}$ and $\|\cdot\|_{\mathbb{D}^{k,q}(\mathcal{V})}$ must necessarily be equivalent on $\mathbb{D}^{k,q}(\mathcal{V})$, in particular on $\mathcal{S}_\mathcal{V}$.
Returning to our question, if $\mathcal{H}$ is a finite-dimensional Hilbert space the answer is positive for any $k \in \mathbb{N}_{\geq 1}$ and any $q \in [1, \infty)$: this is proved in Theorem 2.4. The proof we provide is elementary and adapts one-dimensional Sobolev-type inequalities from [AF03, Chapter 5] to the case of the standard Gaussian measure. However, such technique does not apply when $\mathcal{H}$ has infinite dimension, since the constants which appear in the computations explicitly depend on $n = \dim(\mathcal{H})$ and blow up as $n \to \infty$.

When $\mathcal{H}$ is an infinite-dimensional Hilbert space, we prove the equivalence of norms for any $k \in \mathbb{N}_{\geq 2}$ and any $q \in (1, \infty)$ (Theorem 2.1) by means of a completely different method, which takes advantage of a Poincaré inequality, that we establish independently (Theorem 2.6), plus standard properties of the projection operator on the $k$-th Wiener chaos (see Appendix A). For $q = 1$, still using the Poincaré inequality combined with the one-dimensional technique, we establish the equivalence of norms for $k = 2$ (Theorem 2.2), the case of a general $k \geq 3$ being left open.

We point out that, for $q > 1$, most of the results we present were already known or could be deduced from previous ones. However, in such case, our purpose is to show the equivalence inequalities by means of simpler arguments, allowing for quantitative constants that can be computed explicitly. On the contrary, in the case $q = 1$ most of our results are new. For a more complete discussion, with an accent on the proof strategies, we refer to §2.3.
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2 Main results and outline of the paper

In this section, we first state the main results of our paper regarding the equivalence of Malliavin norms, then briefly describe our strategy along with some auxiliary results needed, and finally compare with what was known in the literature.

2.1 Statement of the main results

Recall the content of §1.1 in particular the discussion in §1.2. Our first main result concerns the equivalence of the norms $\| \cdot \|_{\mathcal{G}(k,q)(\mathcal{V})}$ and $\| \cdot \|_{\mathcal{D}(k,q)(\mathcal{V})}$, defined in (1.6) and (1.8), respectively, for any $q \in (1, \infty)$, any $k \in \mathbb{N}_{\geq 2}$ and any separable Hilbert spaces $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ and $(\mathcal{V}, \langle \cdot, \cdot \rangle_{\mathcal{V}})$ (in particular they can both be infinite dimensional). Partial results for the critical exponent $q = 1$ are discussed separately. Finally, we deal
with the finite-dimensional case, i.e., \( \dim(H) < \infty \), where a more complete picture is available.

For the sake of clarity, we will state all the main results for functions in \( S_V \), but note that they can readily be extended by density to the appropriate Sobolev space \( \mathbb{D}^{k,q}(V) \).

### 2.1.1 The infinite-dimensional case for \( q \in (1, \infty) \)

**Theorem 2.1.** Let \((H, \langle \cdot , \cdot \rangle_H)\) and \((V, \langle \cdot , \cdot \rangle_V)\) be any real separable Hilbert spaces, \( k \in \mathbb{N}_{\geq 2} \) and \( q \in (1, \infty) \). Then the norms \( \| \cdot \|_{G(k,q)(V)} \) and \( \| \cdot \|_{D(k,q)(V)} \) are equivalent. More precisely, for all \( F \in S_V \), we have

\[
2^{1/q - 1} \| F \|_{G(k,q)(V)} \leq \| F \|_{D(k,q)(V)} \leq \tau_{k,q} \| F \|_{G(k,q)(V)}, \tag{2.10}
\]

where

\[
\tau_{k,q} := \prod_{\ell=1}^{k-1} (1 + d_{\ell,q} \vee c_q), \tag{2.11}
\]

the positive constants \( d_{\ell,q} \) and \( c_q \) being defined as in (2.23) and (2.19), respectively.

As mentioned in §1.2, the norm equivalence stated above is known, see e.g. [Sug85, Theorem 2.4], [Shi04, Theorem 4.6] or [PV14, Corollary 3.2], where the authors actually prove it in the more general framework of the so-called UMD Banach spaces. However, here we carry out an alternative and more direct proof that works in separable Hilbert spaces, which allows us to provide quantitative constants as in (2.11).

Unfortunately, the technique we develop cannot fruitfully be employed to cover the exponent \( q = 1 \) as well: a different approach is hence required.

### 2.1.2 The infinite-dimensional case for \( q = 1 \)

**Theorem 2.2.** Let \((H, \langle \cdot , \cdot \rangle_H)\) and \((V, \langle \cdot , \cdot \rangle_V)\) be any real separable Hilbert spaces and \( \ell \in \mathbb{N}_{\geq 1} \). Then, for all \( F \in S_V \), we have

\[
\| D^\ell F \|_{L^1(\Omega; H \otimes \ell \otimes V)} \leq \eta \left( \| D^{\ell-1} F \|_{L^1(\Omega; H \otimes \ell-1 \otimes V)} + \| D^{\ell+1} F \|_{L^1(\Omega; H \otimes \ell+1 \otimes V)} \right), \tag{2.12}
\]

where we set \( D^0 F := F \), \( H \otimes 0 \otimes V := V \) and

\[
\eta := \frac{\pi}{2} + 18 \sqrt{2e}. \tag{2.13}
\]

To the best of our knowledge Theorem 2.2 is completely new. Remarkably, it implies the equivalence of Malliavin norms for \( q = 1 \) and \( k = 2 \), a first important step towards the solution of the open problem raised in §1.2. However, it is not possible to iterate (2.12) in order to get the equivalence of the norms \( \| \cdot \|_{G(k,1)(V)} \) and \( \| \cdot \|_{D(k,1)(V)} \). Nevertheless, by applying it to either odd-order or even-order derivatives, one can easily deduce the following partial equivalence result.

**Corollary 2.3.** Let \((H, \langle \cdot , \cdot \rangle_H)\) and \((V, \langle \cdot , \cdot \rangle_V)\) be any real separable Hilbert spaces, and let the constant \( \eta \) be defined as in (2.13). Then:
(i) The norms \( \| \cdot \|_{G(2,1)(V)} \) and \( \| \cdot \|_{D(2,1)(V)} \) are equivalent. More precisely, for all \( F \in \mathcal{S}_V \), we have

\[
\|F\|_{G(2,1)(V)} \leq \|F\|_{D(2,1)(V)} \leq (1 + \eta) \|F\|_{G(2,1)(V)}.
\]

(ii) For any \( k \in \mathbb{N}_{\geq 3}, \) and all \( F \in \mathcal{S}_V \), we have

\[
\|F\|_{D(k,1)(V)} \leq (1 + 2\eta) \left( \|F\|_{G(k,1)(V)} + \sum_{\ell=1}^{[k/2]-1} \|D^{2\ell}F\|_{L^1(\Omega; H^{k-2\ell-1} \otimes V)} \right), \quad (2.14)
\]

\[
\|F\|_{D(k,1)} \leq (1 + 2\eta) \left( \|F\|_{G(k,1)(V)} + \sum_{\ell=1}^{[k/2]} \|D^{2\ell-1}F\|_{L^1(\Omega; H^{k-2\ell} \otimes V)} \right). \quad (2.15)
\]

In particular, by (ii) we can infer that the norm \( \| \cdot \|_{D(k,1)} \) is equivalent to the norm \( \| \cdot \|_{G(k,1)} \) plus the \( L^1 \) norm of intermediate derivatives, of either even or odd order. In infinite dimension, i.e., when \( \dim(\mathcal{H}) = \infty \), we are not able to further improve (ii), so that the question of whether the norms \( \| \cdot \|_{G(k,1)(V)} \) and \( \| \cdot \|_{D(k,1)(V)} \) are equivalent remains open for \( k \in \mathbb{N}_{\geq 3} \), even in the case \( V \equiv \mathbb{R} \). On the other hand, as we will see in a moment, when \( \dim(\mathcal{H}) < \infty \) we have full equivalence for any \( q \in [1, \infty) \) and \( k \in \mathbb{N}_{\geq 2} \).

It is worth stressing that, while proving Theorem 2.1 and Theorem 2.2, a key role is taken by the Poincaré inequality (see Theorem 2.6), that we prove independently, and estimates for expected Malliavin derivatives (see Lemma 2.8 and Lemma 2.9). For more detail we refer to §2.2.

### 2.1.3 The finite-dimensional case for \( q \in [1, \infty) \)

**Theorem 2.4.** Let \( (\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}}) \) and \( (V, \langle \cdot, \cdot \rangle_V) \) be any real Hilbert spaces, with \( \mathcal{H} \) finite-dimensional and \( V \) separable. Let \( k \in \mathbb{N}_{\geq 2}, q \in [1, \infty) \) and \( n := \dim(\mathcal{H}) \). Then the norms \( \| \cdot \|_{G(k,q)(V)} \) and \( \| \cdot \|_{D(k,q)(V)} \) are equivalent. More precisely, for all \( F \in \mathcal{S}_V \), we have

\[
2^{k-1} \|F\|_{G(k,q)(V)} \leq \|F\|_{D(k,q)(V)} \leq \frac{2^{k+1} C_{k,n}^k}{\varepsilon^{k-1}} \|F\|_{L^q(\Omega; L^q(\Omega; V))} + (1 + \varepsilon) \|D^k F\|_{L^q(\Omega; H^{kq} \otimes V)} \quad \forall \varepsilon \in (0, 1),
\]

(2.16)

the positive constants \( C_{k,n} \) being defined as in (2.26).

As mentioned in §1.2, the norm equivalence stated in Theorem 2.4 is obtained through a direct proof inspired by the one-dimensional results of [AF03, Chapter 5], thanks to which we can provide quantitative constants as in (2.16) plus a further degree of freedom given by the parameter \( \varepsilon \), which allows one to reduce as much as possible the dependence of the norms of the previous derivatives on the norm of the \( k \)-th derivative. Note that such a property cannot be achieved when using Poincaré inequalities, a tool that we do not exploit at all in finite dimension. However, Theorem 2.4 does not generalize to the infinite-dimensional case, since the dimension \( n \) of the space \( H \) explicitly appears in the constants (2.26), and the latter blow up as \( n \to \infty \).
Remark 2.5 (About compact embeddings). A typical way of proving inequalities like (2.16) is by means of compactness. Indeed, it was proved in [Hoo81] that for any \( q \in [1, \infty) \) the Sobolev space \( W^{1,q}(\mathbb{R}^n, \gamma_n) \) is compactly embedded into \( L^q(\mathbb{R}^n, \gamma_n) \), where \( \gamma_n \) stands for the standard Gaussian measure on \( \mathbb{R}^n \). This readily yields the compactness of the embedding of \( W^{k,q}(\mathbb{R}^n, \gamma_n) \) into \( W^{k-1,q}(\mathbb{R}^n, \gamma_n) \) for any \( k \geq 2 \), and the latter is in turn equivalent to the compactness of the embedding of \( \mathbb{D}^{k,q}(\mathcal{V}) \) into \( \mathbb{D}^{k-1,q}(\mathcal{V}) \) whenever both \( \mathcal{H} \) and \( \mathcal{V} \) are finite dimensional. Then, a routine argument by contradiction ensures that for every \( \varepsilon > 0 \) there exists a constant \( C_\varepsilon > 0 \) such that

\[
\|F\|_{\mathbb{D}^{(k-1,q)}(\mathcal{V})} \leq C_\varepsilon\|F\|_{L^q(\Omega;\mathcal{V})} + \varepsilon\|F\|_{\mathbb{D}^{(k,q)}(\mathcal{V})} \quad \forall F \in \mathbb{D}^{k,q}(\mathcal{V}),
\]

which yields an equivalence inequality analogous to (2.16). However, such an argument has some essential drawbacks. Firstly, the constant \( C_\varepsilon \) being obtained by contradiction, there is no way to make it quantitative. Secondly, it strongly relies on the finite dimension of both \( \mathcal{H} \) and \( \mathcal{V} \). Indeed, if \( \mathcal{V} \) has infinite dimension then any sequence of constant functions \( \{F_i\} \equiv \{v_i\} \) is bounded in any \( \mathbb{D}^{k,q}(\mathcal{V}) \) space, but if \( \{v_i\} \subset \mathcal{V} \) does not admit strongly convergent subsequences in \( \mathcal{V} \), the same holds at the level of sequences in \( L^q(\Omega;\mathcal{V}) \). If \( \mathcal{H} \) has infinite dimension, then the sequence

\[
F_i := W(h_i),
\]

where \( \{h_i\}_{i \in \mathbb{N}} \) are orthonormal vectors in \( \mathcal{H} \), converges weakly to 0 in \( L^q(\Omega) \) for any \( q \in [1, \infty) \) but is clearly bounded in every \( \mathbb{D}^{k,q} \) space and has constant nonzero \( L^q(\Omega) \) norm. Therefore, in both cases the compactness of the embeddings necessarily fails.

### 2.2 Outline of the paper and Poincaré inequality

The starting point in order to prove Theorems 2.1 and 2.2 is to write, for all \( \ell = 1, \ldots, k-1, q \in [1, \infty) \) and \( F \in \mathcal{S}_\mathcal{V} \),

\[
\|D^\ell F\|_{L^q(\Omega;\mathcal{H}^{\otimes \ell} \otimes \mathcal{V})} \leq \|D^\ell F - \mathbb{E}[D^\ell F]\|_{L^q(\Omega;\mathcal{H}^{\otimes \ell} \otimes \mathcal{V})} + \|\mathbb{E}[D^\ell F]\|_{\mathcal{H}^{\otimes \ell} \otimes \mathcal{V}}. \tag{2.17}
\]

We are going to treat the two addends on the right-hand side of (2.17) separately (see Theorem 2.6 and Lemmas 2.8, 2.9). As for Theorem 2.4 the approach is slightly different and entirely relies on Lemma 2.10.

#### 2.2.1 Poincaré inequality

Let us deal with the first addend on the right-hand side of (2.17). To this end, the following Poincaré inequality, that we will prove in §4, is crucial.

**Theorem 2.6.** Let \( (\mathcal{H}, \langle \cdot, \cdot \rangle_\mathcal{H}) \) and \( (\mathcal{V}, \langle \cdot, \cdot \rangle_\mathcal{V}) \) be any real separable Hilbert spaces and \( q \in [1, \infty) \). Then, for all \( F \in \mathcal{S}_\mathcal{V} \), we have

\[
\|F - \mathbb{E}[F]\|_{L^q(\Omega;\mathcal{V})} \leq c_q \|DF\|_{L^q(\Omega;\mathcal{H} \otimes \mathcal{V})}, \tag{2.18}
\]

where

\[
c_q := \begin{cases} \sqrt{q - 1} & \text{for } q \in [2, \infty), \\ \frac{\pi}{2} & \text{for } q \in [1, 2). \end{cases} \tag{2.19}
\]
To the best of our knowledge Theorem 2.6 in its generality, is new for $q = 1$. In a similar setting (actually for functions with values in suitable Banach spaces, as recalled above), the authors of [PV14] proved the same Poincaré inequality for $q \in (1, \infty)$, with however no quantitative information on the multiplying constant. The proof of [PV14, Proposition 3.1] generalizes the scalar-valued proof given in [Nna06, Proposition 1.5.8] and strongly relies on Meyer’s inequalities (see also the discussion in §2.3); our argument, instead, takes advantage of the definition of the Ornstein-Uhlenbeck semigroup in $L^2(\Omega; \mathcal{V})$ by means of bilinear forms and, for $q \in [1, 2)$, on a corresponding duality argument. This allows us to reach the case $q = 1$, left unsolved by such previous works. We point out that, for even $q \in \left[2, \infty\right)$ and $\mathcal{V} \equiv \mathbb{R}$, inequality (2.18) was proved in [NPR09] with exactly the same constant $c_q = \sqrt{q-1}$.

It is worth recalling that the first Poincaré inequality, in the special case $\mathcal{H} = \mathcal{V} = \mathbb{R}$ and $q = 2$, dates back to Nash [Nas58]. The result was then rediscovered by Chernoff [Che81] (both proofs use Hermite polynomials, see [NP12, §1.4]). More general, infinite-dimensional (i.e. $\dim(\mathcal{H}) = \infty$) versions of the Poincaré inequalities were established by Houdré and Pérez-Abreu [HPA95], for $q = 2$, and subsequently by Milman [Mil09], for log-concave measures and any $q \in [1, \infty)$, but scalar-valued functions (i.e. $\mathcal{V} = \mathbb{R}$). As concerns abstract Wiener settings, in [FU00] the authors showed an $L^2$ Poincaré inequality for weighted Gaussian measures, while in [vN15] the author proved a Poincaré inequality for Gaussian measures with respect to a different gradient operator.

We stress that, to our purposes, it is key to have at one’s disposal a vector-valued Poincaré inequality. Indeed, even if $F$ is scalar valued, its $\ell$-th Malliavin derivative becomes a vector-valued function in $L^q(\Omega; \mathcal{H}^\otimes \ell)$, hence we need to be able to apply (2.18) with $\mathcal{V} \equiv \mathcal{H}^\otimes \ell$. Clearly, when $\mathcal{V}$ is finite dimensional, it is straightforward to pass from a scalar-valued to a vector-valued Poincaré inequality (up to multiplying constants), but if $\mathcal{V}$ is infinite dimensional it is not for granted.

Finally, in the spirit of Remark 2.5, let us observe that when both $\mathcal{H}$ and $\mathcal{V}$ are finite dimensional the Poincaré inequality, for any $q \in [1, \infty)$ and even measures more general than the Gaussian one, can be shown by means of a classical compactness argument, taking advantage of the embeddings proved in [Hoo81]. However, in this case $c_q$ is not quantitative.

Remark 2.7 (On the best Poincaré constant). Finding the exact value of the optimal constant $c_q^{opt}$, for which the Poincaré inequality (2.18) holds, is a challenging open problem. Plainly, from (2.19) we have the upper bound

$$c_q^{opt} \leq \begin{cases} \sqrt{q-1} & \text{for } q \in [2, \infty), \\ \frac{\pi}{2} & \text{for } q \in [1, 2). \end{cases} \quad (2.20)$$

We aim at showing that such bound is at least asymptotically correct as $q \to \infty$. To this purpose, let $N := W(h)$, $\|h\|_\mathcal{H} = 1$, be a standard Gaussian random variable. For any $q \in [1, \infty)$, we have:

$$\|N - \mathbb{E}[N]\|_{L^q(\Omega)}^q = \mathbb{E}[\|N\|^q] = \frac{2^q}{\sqrt{\pi}} \Gamma\left(\frac{q+1}{2}\right) \quad \text{and} \quad \|D N\|_{L^q(\Omega; \mathcal{H})}^q = \mathbb{E}[\|h\|_\mathcal{H}^q] = 1,$$
where $\Gamma$ denotes the Euler gamma function, thus

$$c_q^{\text{opt}} \geq \frac{\sqrt{2}}{\pi} \sqrt{q} \Gamma\left(\frac{q+1}{2}\right)^{\frac{3}{4}}. \tag{2.21}$$

Note that from (2.20) and (2.21), for $q = 2$, we rediscover the well-known result $c_2^{\text{opt}} = 1$. Moreover, a simple computation shows that, at the level of orders of magnitude, the upper and lower bounds in (2.20)–(2.21) have the same asymptotic behavior as $q \to \infty$. Indeed, it suffices to notice that, due to Stirling’s formula, the right-hand side of (2.21) behaves like $\sqrt{q}/\sqrt{e}$ as $q \to \infty$.

### 2.2.2 Norms of (expected) Malliavin derivatives

We now focus on the second addend on the right-hand side of (2.17). Here, and in the sequel, the symbol $\overline{q}$ stands for the conjugate exponent of $q$, namely $\overline{q} := q/(q - 1)$.

**Lemma 2.8.** Let $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ and $(\mathcal{V}, \langle \cdot, \cdot \rangle_{\mathcal{V}})$ be any real separable Hilbert spaces, $\ell \in \mathbb{N}_{\geq 1}$ and $q \in (1, \infty)$. Then, for all $F \in \mathcal{S}_{\mathcal{V}}$, we have

$$\|\mathbb{E}[D^{\ell}F]\|_{\mathcal{H}^{\otimes \ell} \otimes \mathcal{V}} \leq d_{\ell,q} \|F\|_{L^q(\Omega; \mathcal{V})}, \tag{2.22}$$

where

$$d_{\ell,q} := \begin{cases} \sqrt{\ell} & \text{for } q \in [2, \infty), \\ \sqrt{\ell} (\overline{q} - 1)^{\frac{3}{4}} & \text{for } q \in (1, 2). \end{cases} \tag{2.23}$$

An analogue of Lemma 2.8 was proved in [PV14, Corollary 3.2], but again without quantitative constants. Our proof is elementary and deeply relies on the well-known relation between expected Malliavin derivatives and projections on Wiener chaos (see §5). Note that, regardless of the fact that $d_{\ell,q} \uparrow +\infty$ as $q \downarrow 1$, inequality (2.22) necessarily fails for $q = 1$ (see also Remark 5.2). Nevertheless, we are able obtain the following modified version of Lemma 2.8.

**Lemma 2.9.** Let $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ and $(\mathcal{V}, \langle \cdot, \cdot \rangle_{\mathcal{V}})$ be any real separable Hilbert spaces and $\ell \in \mathbb{N}_{\geq 1}$. Then, for all $F \in \mathcal{S}_{\mathcal{V}}$, we have

$$\|\mathbb{E}[D^{\ell}F]\|_{\mathcal{H}^{\otimes \ell} \otimes \mathcal{V}} \leq 18 \sqrt{2} \rho^{-1} \|D^{\ell-1}F\|_{L^1(\Omega; \mathcal{H}^{\otimes \ell-1} \otimes \mathcal{V})} + \rho \|D^{\ell+1}F\|_{L^1(\Omega; \mathcal{H}^{\otimes \ell+1} \otimes \mathcal{V})} \quad \forall \rho \in (0, 1). \tag{2.24}$$

In the special case $\ell = 1$, inequality (2.24) ensures that one can still control the norm of the expected Malliavin derivative with the $L^1$ norm of $F$ plus the $L^1$ norm of the second Malliavin derivative.

Theorems 2.1, 2.2 (and thus Corollary 2.3) hence follow from Theorem 2.6 and Lemmas 2.8, 2.9 respectively, bearing in mind (2.17). For the details we refer to the proofs carried out in §3.

If $\mathcal{H}$ is finite dimensional, in particular, we can improve estimate (2.24) by replacing the norm of the expected $\ell$-th Malliavin derivative with its $L^1$ norm.
Lemma 2.10. Let $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ and $(\mathcal{V}, \langle \cdot, \cdot \rangle_{\mathcal{V}})$ be any real Hilbert spaces, with $\mathcal{H}$ finite-dimensional and $\mathcal{V}$ separable. Let $\ell \in \mathbb{N}_{\geq 1}$, $q \in [1, \infty)$ and $n := \dim(\mathcal{H})$. Then, for all $F \in \mathcal{S}_V$, we have
\[
\|D^\ell F\|_{L^q(\Omega; H^\ell \otimes V)} \leq C_{\ell,n} \left( \rho^{-\ell} \|F\|_{L^q(\Omega; V)} + \rho \|D^{\ell+1} F\|_{L^q(\Omega; H^{\ell+1} \otimes V)} \right) \quad \forall \rho \in (0, 1),
\]
where
\[
C_{\ell,n} := 2\sum_{m=1}^{\ell-1} \frac{\ell!}{(\ell-m)!} C_{1,n} \sum_{m=1}^{\ell} \frac{n^m}{(\ell-m)!} \quad \forall \ell \in \mathbb{N}_{\geq 2}, \quad C_{1,n} := 18\sqrt{e} n.
\]

Theorem 2.4 easily follows from Lemma 2.10; see again §3 for the details. Due to (2.26), it is apparent that constants blow up as $n \to \infty$, thus it is not possible to extend it to the infinite-dimensional setting. In the case $q = 1$, the problem of estimate (2.24) is that on the left-hand side we only have the norm of the expected $\ell$-th Malliavin derivative. If, instead, we had its full $L^1$ norm, by suitably tuning the free parameter $\rho$ it would not be difficult to infer an analogue of (2.25), which is precisely what we do in the finite-dimensional setting (we refer to the proof of Lemma 2.10 in §6).

2.3 Previous work

Let us sum up what was previously known about the main problem that served as a motivation to this paper, that is the equivalence of the Sobolev norms $\|\cdot\|_{\mathcal{S}(k,q)(\mathcal{V})}$ and $\|\cdot\|_{\mathcal{D}(k,q)(\mathcal{V})}$. The very first proof of such equivalence, for $q \in (1, \infty)$, dates back to Meyer’s paper [Mey84], and deals with the case $\mathcal{V} \equiv \mathbb{R}$. Subsequently, Sugita [Sug85] was able to extend Meyer’s proof to the case of a general real separable Hilbert space $\mathcal{V}$. The key ingredient to such an approach are the so-called Meyer’s inequalities, see e.g. [Nua06, Theorem 1.5.1], which allow one to compare the $L^q$ norm of $DF$ with the $L^q$ norm of a transformed function, obtained by suitably modifying the expansion of $F$ in terms of Wiener chaoses (see Appendix A). Note that an alternative, probabilistic proof of Meyer’s inequalities can be found in [Gun89], while for a short analytic one we refer to [Pis88].

More recently, these results were extended in [PV14] to functions with values in a special class of Banach spaces, known as UMD. The strategy is similar to ours (in the case $q \in (1, \infty)$), as the starting point of the authors is still (2.17): the first term is treated via the Poincaré inequality, whereas for the second one the continuity of the chaotic projection operator in $L^q(\Omega)$, for any $q \in (1, \infty)$, is invoked (see again Appendix A). Nevertheless, differently from our argument, the proof of [PV14, Proposition 3.1] (i.e. the Poincaré inequality) exploits an appropriate generalization of Meyer’s inequalities [PV14, Theorem 2.6].

In conclusion, on the one hand, the previous results discussed encompass ours in the case $q \in (1, \infty)$, but with very little quantitative knowledge on the multiplying constants involved. Moreover, all of them relying on Meyer-type inequalities, they are not applicable to the critical case $q = 1$. On the other hand, to the best of our knowledge, no result was available in the literature for $q = 1$, except those one could infer from finite-dimensional compact embeddings (recall Remark 2.5).
2.4 Plan of the paper

In §3 we prove our main results (Theorem 2.1, Theorem 2.2 and Theorem 2.4) upon assuming the validity of crucial auxiliary results such as Theorem 2.6, Lemma 2.8, Lemma 2.9 and Lemma 2.10. In §4 we establish Theorem 2.6, that is the Poincaré inequality, in its full generality. We then prove Lemma 2.8 in §5 and Lemmas 2.9, 2.10 in §6. Finally, some technicalities regarding the Wiener chaos and the proof of further auxiliary results are collected in Appendices A and B.

3 Proofs of the main results

We are now in position to prove Theorem 2.1, Theorem 2.2 and Theorem 2.4.

Proof of Theorem 2.1 assuming Theorem 2.6 and Lemma 2.8. Bearing in mind inequality (1.9), it suffices to prove that for any $k \in \mathbb{N}_{\geq 2}$, $q \in [1, \infty)$ and all $F \in S_V$ we have

$$
\|F\|_{D(k,q)(V)} \leq \tau_{k,q} \|F\|_{g(k,q)(V)} , \quad (3.27)
$$

where $\tau_{k,q}$ is defined as in (2.11). We will establish (3.27) by induction, recalling that the inequality is satisfied for $k = 1$. By the definition of the norm $\| \cdot \|_{D(k,q)(V)}$, it holds

$$
\|F\|_{D(k,q)(V)} = \left( \|F\|_{D(k-1,q)(V)}^q + \|D^k F\|_{L^q(\Omega; \mathcal{H}^{\otimes k} \otimes V)}^q \right)^{\frac{1}{q}} 
\leq \|F\|_{D(k-1,q)(V)} + \|D^k F\|_{L^q(\Omega; \mathcal{H}^{\otimes k} \otimes V)} .
$$

On the one hand, the induction hypothesis yields

$$
\|F\|_{D(k-1,q)(V)} \leq \tau_{k-1,q} \|F\|_{g(k-1,q)(V)} = \tau_{k-1,q} \|F\|_{L^q(\Omega; V)} + \tau_{k-1,q} \|D^{k-1} F\|_{L^q(\Omega; \mathcal{H}^{\otimes k-1} \otimes V)} ;
$$

on the other hand, estimates (2.17) and (2.22) (applied to $\ell = k-1$) plus the Poincaré inequality (2.18) (applied to $F \equiv D^{-1} F$ and $V \equiv \mathcal{H}^{\otimes k-1} \otimes V$) entail

$$
\|D^{k-1} F\|_{L^q(\Omega; \mathcal{H}^{\otimes k-1} \otimes V)} \leq d_{k-1,q} \|F\|_{L^q(\Omega; V)} + c_q \|D^k F\|_{L^q(\Omega; \mathcal{H}^{\otimes k} \otimes V)} .
$$

As a result of the last two formulas, and noticing that $\tau_{k-1,q} \geq 1$, we end up with

$$
\|F\|_{D(k,q)(V)} \leq \tau_{k-1,q} (1 + d_{k-1,q}) \|F\|_{L^q(\Omega; V)} + \tau_{k-1,q} (1 + c_q) \|D^k F\|_{L^q(\Omega; \mathcal{H}^{\otimes k} \otimes V)} 
\leq (1 + d_{k-1} \vee c_q) \tau_{k-1,q} \|F\|_{g(k,q)} .
$$

If $k = 2$ we thus infer (3.27) with $\tau_{2,q}$ as in (2.11), recalling that $\tau_{1,q} = 1$. If $k \geq 3$, then by the induction hypothesis $\tau_{k-1,q}$ complies with (2.11), so that

$$
\tau_{k,q} = (1 + d_{k-1} \vee c_q) \tau_{k-1,q} = (1 + d_{k-1} \vee c_q) \prod_{\ell=1}^{k-2} (1 + d_{\ell,q} \vee c_q) = \prod_{\ell=1}^{k-1} (1 + d_{\ell,q} \vee c_q) ,
$$
i.e., also $\tau_{k,q}$ complies with $(2.11)$, and the proof is complete. \hfill $\square$

**Proof of Theorem 2.2 and Corollary 2.3 assuming Theorem 2.6 and Lemma 2.9.** Let $\ell \in \mathbb{N}_{\geq 1}$. From $(2.17)$, $(2.24)$ and the Poincaré inequality $(2.18)$ (applied to $q = 1$, $F \equiv D^\ell F$ and $\mathcal{V} \equiv \mathcal{H}^{\ell - 1} \otimes \mathcal{V}$), for all $\rho \in (0, 1)$ we obtain:

$$\|D^\ell F\|_{L^1(\Omega; \mathcal{H}^{\ell - 1} \otimes \mathcal{V})} \leq \|\mathbb{E}[D^\ell F]\|_{\mathcal{H}^{\ell - 1} \otimes \mathcal{V}} + \frac{\pi}{2} \|D^{\ell + 1} F\|_{L^1(\Omega; \mathcal{H}^{\ell + 1} \otimes \mathcal{V})} \leq 18\sqrt{2} \rho^{-1} \|D^{\ell - 1} F\|_{L^1(\Omega; \mathcal{H}^{\ell - 1} \otimes \mathcal{V})} \left(\frac{\pi}{2} + 18\sqrt{2} \rho\right) \|D^{\ell + 1} F\|_{L^1(\Omega; \mathcal{H}^{\ell + 1} \otimes \mathcal{V})},$$

so that by letting $\rho \uparrow 1$ we easily infer $(2.12)$. Corollary 2.3(i) is a direct consequence of the definition of $\|\cdot\|_{D(2.1)(\mathcal{V})}$ and $(2.12)$ with $\ell = 1$. As for (ii), by applying $(2.12)$ to all odd derivatives (except the first and the $k$-th), we have:

$$\|F\|_{D(2.1)(\mathcal{V})} = \|F\|_{\mathcal{G}(2.1)(\mathcal{V})} + \sum_{\ell = 1}^{\lceil k/2 \rceil} \|D^{2\ell - 1} F\|_{L^1(\Omega; \mathcal{H}^{2\ell - 1} \otimes \mathcal{V})} + \sum_{\ell = 1}^{\lfloor k/2 \rfloor} \|D^{2\ell} F\|_{L^1(\Omega; \mathcal{H}^{2\ell} \otimes \mathcal{V})} \leq \|F\|_{\mathcal{G}(2.1)(\mathcal{V})} + \eta \sum_{\ell = 1}^{\lfloor k/2 \rfloor} \|D^{2\ell - 1} F\|_{L^1(\Omega; \mathcal{H}^{2\ell - 2} \otimes \mathcal{V})} + \eta \sum_{\ell = 1}^{\lceil k/2 \rceil} \|D^{2\ell} F\|_{L^1(\Omega; \mathcal{H}^{2\ell} \otimes \mathcal{V})} + \sum_{\ell = 1}^{\lfloor k/2 \rfloor - 1} \|D^{2\ell} F\|_{L^1(\Omega; \mathcal{H}^{2\ell} \otimes \mathcal{V})} \leq \|F\|_{\mathcal{G}(2.1)(\mathcal{V})} + \eta \|F\|_{L^1(\Omega; \mathcal{V})} + \eta \|D^k F\|_{L^1(\Omega; \mathcal{H}^{k} \otimes \mathcal{V})} + (2\eta + 1) \sum_{\ell = 1}^{\lfloor k/2 \rfloor - 1} \|D^{2\ell} F\|_{L^1(\Omega; \mathcal{H}^{2\ell} \otimes \mathcal{V})},$$

which yields $(2.14)$. The proof of $(2.15)$ is completely analogous. \hfill $\square$

**Proof of Theorem 2.4 assuming Lemma 2.10.** Again, we only need to prove the rightmost inequality in $(2.16)$. Given $\varepsilon \in (0, 1)$, let us pick

$$\rho = \frac{\varepsilon}{2C_{\ell,n}}$$

in $(2.25)$, for all $\ell = 1, \ldots, k - 1$. Note that such a choice is feasible since $C_{\ell,n} > 1$. As a result, we obtain:

$$\|D^\ell F\|_{L^q(\Omega; \mathcal{H}^{\ell} \otimes \mathcal{V})} \leq \frac{2^\ell C_{\ell,n}^{\ell + 1}}{\varepsilon^\ell} \|F\|_{L^q(\Omega; \mathcal{V})} + \frac{\varepsilon}{2} \|D^{\ell + 1} F\|_{L^q(\Omega; \mathcal{H}^{\ell + 1} \otimes \mathcal{V})},$$

$\forall \ell = 1, \ldots, k - 1$. 
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Adding up both sides of the inequalities, and observing that the constants $C_{\ell,n}$ are increasing w.r.t. $\ell$, we end up with
\[
\sum_{\ell=1}^{k-1} \| D^\ell F \|_{L^q(\Omega; H^{\otimes \ell} \otimes V)} \leq \frac{\varepsilon}{2} \sum_{\ell=1}^{k-1} \| D^\ell F \|_{L^q(\Omega; H^{\otimes \ell} \otimes V)} + \frac{\varepsilon}{2} \| D^k F \|_{L^q(\Omega; H^{\otimes k} \otimes V)} + \sum_{\ell=1}^{k-1} \varepsilon^\ell C_{k-1,n} \| F \|_{L^q(\Omega; V)},
\]
whence (recalling that $\varepsilon < 1$)
\[
\sum_{\ell=1}^{k-1} \| D^\ell F \|_{L^q(\Omega; H^{\otimes \ell} \otimes V)} \leq \left( \frac{2^{k+1}}{\varepsilon^{k-1}} - 4 \right) C_{k-1,n} \| F \|_{L^q(\Omega; V)} + \varepsilon \| D^k F \|_{L^q(\Omega; H^{\otimes k} \otimes V)},
\]
from which (2.16) readily follows since
\[
\left( \sum_{\ell=1}^{k} \| D^\ell F \|_{L^q(\Omega; H^{\otimes \ell} \otimes V)} \right)^{\frac{1}{q}} \leq \sum_{\ell=1}^{k} \| D^\ell F \|_{L^q(\Omega; H^{\otimes \ell} \otimes V)}.
\]

\[\Box\]

Remark 3.1 (An equivalent analytic reformulation). Given the density of $S_{\mathcal{V}}$ in $D^{k,q}(\mathcal{V})$, it is plain that our results can also be reformulated by using a pure analytical language. For instance, the rightmost inequality in (2.10) is equivalent to the validity of the inequality (for any $n, m \in \mathbb{N} \geq 1$)
\[
\| F \|_{W^{k,q}(\mathbb{R}^n, \gamma_n; \mathbb{R}^m)} \leq \tau_{k,q} \left( \| f \|_{L^q(\mathbb{R}^n, \gamma_n; \mathbb{R}^m)} + \| \nabla^k f \|_{L^q(\mathbb{R}^n, \gamma_n; \mathbb{R}^{mk})} \right)
\]
\forall f \in W^{k,q}(\mathbb{R}^n, \gamma_n; \mathbb{R}^m),

where $W^{k,q}(\mathbb{R}^n, \gamma_n; \mathbb{R}^m)$ stands for the Sobolev space of locally integrable functions $f : \mathbb{R}^n \to \mathbb{R}^m$ such that every component of $f$ is weakly differentiable $k$ times, and each of the corresponding partial derivatives is $q$-integrable with respect to the Gaussian measure
\[
\gamma_n(dx) := (2\pi)^{-\frac{n}{2}} e^{-\frac{|x|^2}{2}} dx.
\]
In general, in order to be able to deal with infinite-dimensional Hilbert spaces, a possible strategy consists in proving finite-dimensional inequalities like (3.28), whose constants are dimension independent. Especially in Section 6 we will take advantage of such an equivalence.

4 Poincaré inequality: proof of Theorem 2.6

Here, and in the subsequent sections, we adopt the same notations as in §1.1. In agreement with the definition of $S_{\mathcal{V}}$, if $T$ is any subspace of $L^1(\Omega)$, we let $\mathcal{T}_{\mathcal{V}}$ denote the space of $\mathcal{V}$-valued functions of the form
\[
F = \sum_{j=1}^{J} F_j v_j,
\]
with $J \in \mathbb{N}_{\geq 1}$, $F_j \in \mathcal{T}$ and $v_j \in \mathcal{V}$ for every $j = 1, \ldots, J$.

First of all, let us introduce the Ornstein-Uhlenbeck semigroup defined by Mehler’s formula:

$$P_t F := \mathbb{E}'[f(e^{-t} W + \sqrt{1-e^{-2t}} W')] \quad \forall F \in L^1(\Omega), \forall t \geq 0, \quad (4.29)$$

where $W'$ is an independent copy of $W$ defined on $(\Omega', \mathcal{F}', \mathbb{P}')$ and $\mathbb{E}'$ is the expectation with respect to $\mathbb{P}'$. It is well known that $(P_t)_{t \geq 0}$ extends to a positive strongly continuous semigroup of contractions on $L^q(\Omega)$, for any $q \in [1, \infty)$, and we denote by $\mathcal{L}_q$ its infinitesimal generator in $L^q(\Omega)$. For an in-depth analysis of the Ornstein-Uhlenbeck semigroup, we refer to [Nua06, Section 1.4].

**Remark 4.1** (Self-adjointness). We recall that $\mathcal{L}_2$ turns out to be the linear self-adjoint operator associated to the bilinear form

$$\mathcal{E}(F, G) := \mathbb{E}[(DF, DG)_{\mathcal{H}}] \quad \forall F, G \in \mathcal{D}(\mathcal{E}) := \mathbb{D}^{1,2},$$

where $\mathcal{D}(\cdot)$ stands for the domain of a form or an operator.

If $(\mathcal{V}, \langle \cdot, \cdot \rangle_{\mathcal{V}})$ is a real separable Hilbert space, then from [Tag09, §2] it follows that $(P_t)_{t \geq 0}$ uniquely extends to a strongly continuous semigroup of contractions on $L^q(\Omega; \mathcal{V})$, which we denote by $(P^V_t)_{t \geq 0}$, in the sense that if $F \in \mathcal{S}_\mathcal{V}$ is of the form $F = \sum_{j=1}^J F_j v_j$, then

$$P^V_t F = \sum_{j=1}^J P_t F_j v_j \quad \forall t \geq 0.$$ 

Accordingly, if we let $\mathcal{L}^V_q$ be the infinitesimal generator of $(P^V_t)_{t \geq 0}$ in $L^q(\Omega; \mathcal{V})$, it is apparent that $\mathcal{D}_\mathcal{V}(\mathcal{L}_q) \subset \mathcal{D}(\mathcal{L}^V_q)$ and $(\mathcal{L}_q)_\mathcal{V} = \mathcal{L}^V_q$ (with some abuse of notation) on $\mathcal{D}_\mathcal{V}(\mathcal{L}_q)$ for any $q \in [1, \infty)$, i.e., also the generator acts componentwise on the elements of $\mathcal{D}_\mathcal{V}(\mathcal{L}_q)$.

Our next goal, in order to prove the $\mathcal{V}$-valued Poincaré inequality (2.18), is to investigate further the basic properties of $(P^V_t)_{t \geq 0}$ relying on what is known for the scalar semigroup $(P_t)_{t \geq 0}$. Having in mind Remark 4.1 we will now prove that also the semigroup $(P^V_t)_{t \geq 0}$ in $L^2(\Omega; \mathcal{V})$ can be defined by means of the theory of Dirichlet forms. Let

$$\mathcal{E}^\mathcal{V}(F, G) := \mathbb{E}[(DF, DG)_{\mathcal{H}_{\mathcal{V}}} + \sum_{j=1}^J \mathbb{E}[(F_j - P^V_t F_j)^2 1_{\mathcal{S}_\mathcal{V}}(\cdot)]] \quad \forall F, G \in \mathcal{D}(\mathcal{E}^\mathcal{V}) := \mathbb{D}^{1,2}(\mathcal{V}).$$

It is not difficult to check that $\mathcal{E}^\mathcal{V}$ is a positive symmetric closed bilinear form which satisfies the estimate $|\mathcal{E}^\mathcal{V}(F, G)| \leq \mathcal{E}^\mathcal{V}(F, F)^{1/2}\mathcal{E}^\mathcal{V}(G, G)^{1/2}$, hence from [MR92, Theorem 2.8] there exists a strongly continuous semigroup of contractions $(T^\mathcal{V}_t)_{t \geq 0}$ on $L^2(\Omega; \mathcal{V})$ such that its infinitesimal generator $(\tilde{\mathcal{L}}^\mathcal{V}, \mathcal{D}(\tilde{\mathcal{L}}^\mathcal{V}))$ is given by (recall the density of $\mathcal{S}_\mathcal{V}$ in $\mathbb{D}^{1,2}(\mathcal{V})$)

$$\mathcal{D}(\tilde{\mathcal{L}}^\mathcal{V}) := \{ F \in \mathbb{D}^{1,2}(\mathcal{V}) : \exists \Phi_F \in L^2(\Omega; \mathcal{V}) \text{ s.t. } \mathcal{E}^\mathcal{V}(F, G) = -\mathbb{E}[(\Phi_F, G)_{\mathcal{V}}] \forall G \in \mathcal{S}_\mathcal{V} \},$$

$$\tilde{\mathcal{L}}^\mathcal{V} F := \Phi_F,$$
which turns out to be a linear, self-adjoint and dissipative operator.

We are going to prove that in fact \((\mathcal{L}_2^V, D(\mathcal{L}_2^V)) = (\tilde{\mathcal{L}}^V, D(\tilde{\mathcal{L}}^V))\), hence \((P_t^V)_{t \geq 0}\) and \((T_t^V)_{t \geq 0}\) actually coincide. To this aim, we need the two following intermediate results, whose proofs are postponed to Appendix \([3]\) for the reader’s convenience.

**Lemma 4.2.** For any \(q \in [1, \infty)\), the space \(D_V(\mathcal{L}_q)\) is a core for \(D(\mathcal{L}_q^V)\).

**Lemma 4.3.** The space \(D_V(\mathcal{L}_2)\) is a core for \(D(\tilde{\mathcal{L}}^V)\).

**Proposition 4.4.** We have \((\mathcal{L}_2^V, D(\mathcal{L}_2^V)) = (\tilde{\mathcal{L}}^V, D(\tilde{\mathcal{L}}^V))\).

**Proof.** The proof of Lemma 4.3 shows that \(\mathcal{L}_2^V = \tilde{\mathcal{L}}^V\) on \(D(\mathcal{L}_2^V)\), which is a core for both operators, and two closed operators that share the same core must coincide. \(\square\)

The following preliminary results are well known for scalar-valued functions, and we state here their extension to \(\mathcal{V}\)-valued functions; we provide complete proofs for the reader’s convenience since the techniques involve tools related to those we will use in the proof of Theorem 2.6.

**Proposition 4.5.** For any \(q \in [1, \infty)\), all \(F \in \mathbb{D}^{1,q}\) and all \(t > 0\) we have

\[
\|D(P_tF)\|_H^q \leq e^{-qt} P_t (\|DF\|_H^q) \quad \mathbb{P}\text{-a.s. in } \Omega. \tag{4.30}
\]

**Proof.** For \(F \in \mathcal{S}\) the thesis can be shown by explicit computations taking advantage of (4.29), and for a general \(F \in \mathbb{D}^{1,q}\) it follows from an approximation argument, using the density of \(\mathcal{S}\) in \(\mathbb{D}^{1,q}\) along with the fact that if \(F_n \to F\) in \(\mathbb{D}^{1,q}\) then both sides of (4.30) converge in \(L^1(\Omega)\). \(\square\)

**Proposition 4.6.** For any \(q \in (1, \infty)\), all \(F \in L^q(\Omega)\) and all \(t > 0\) we have

\[
\|D(P_tF)\|_H^q \leq \left(\frac{e^{-t}}{\sqrt{1 - e^{-2t}}}\right)^q \left(\int_{\mathbb{R}} |x|^q \gamma_1(dx)\right)^{q/q} P_t (|F|^q) \quad \mathbb{P}\text{-a.s. in } \Omega.
\]

**Proof.** First of all, let \(F \in \mathcal{S}\) with \(F = f(W)\). Explicit computations involving a routine change of variable under \(\mathbb{E}\) give

\[
\langle D(P_tF), h \rangle_H = \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} \mathbb{E}\left[ W'(h) f\left( e^{-t} W + \sqrt{1 - e^{-2t}} W' \right) \right],
\]

where \(h\) is an arbitrary element of \(\mathcal{H}\). Moreover, by the definition of \(\| \cdot \|_H\) we have

\[
\|D(P_tF)\|_H = \sup_{h \in \mathcal{H}: \|h\|_H = 1} \langle D(P_tF), h \rangle_H.
\]

Let us estimate \(|\langle D(P_tF), h \rangle_H|\) for any \(h \in \mathcal{H}\) with \(\|h\|_H = 1\). By Hölder’s inequality, we obtain:

\[
|\langle D(P_tF), h \rangle_H| = \left| \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} \mathbb{E}\left[ W'(h) f\left( e^{-t} W + \sqrt{1 - e^{-2t}} W' \right) \right] \right| \leq \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} \left( \int_{\mathbb{R}} |x|^q \gamma_1(dx) \right)^{1/q} \left[ P_t (|F|^q) \right]^{1/q} \quad \mathbb{P}\text{-a.s. in } \Omega,
\]
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whence, taking the supremum over $h$,

$$
\|D(P_tF)\|_H \leq \frac{e^{-t}}{\sqrt{1-e^{-2t}}} \left( \int_{\mathbb{R}} |x|^2 \gamma_1(dx) \right)^{1/2} \|P_t(\|F\|)\|_V^{1/q} \quad \mathbb{P}\text{-a.s. in } \Omega.
$$

The inequality for a general $F \in L^q(\Omega)$ follows by means of an approximation argument similar to the one outlined in the proof of Proposition 4.5.

We aim at extending the above estimates to the $V$-valued semigroup $(P^V_t)_{t \geq 0}$, at least for $q \geq 2$.

**Proposition 4.7.** For any $q \in [2, \infty)$, all $F \in L^q(\Omega; V)$ and all $t > 0$ we have

$$
\|D(P^V_t F)\|_{H \otimes V}^q \leq \left( \frac{e^{-t}}{\sqrt{1-e^{-2t}}} \right)^q P_t(\|F\|_V^q) \quad \mathbb{P}\text{-a.s. in } \Omega
$$

and

$$
\mathbb{E}\left[ \|D(P^V_t F)\|_{H \otimes V}^q \right] \leq \left( \frac{e^{-t}}{\sqrt{1-e^{-2t}}} \right)^q \mathbb{E}\left[ \|F\|_V^q \right].
$$

**Proof.** The second part of the statement follows directly from the first one and the fact that $\mathbb{E}[P_t G] = \mathbb{E}[G]$ for all $G \in L^1(\Omega)$. Hence, we only have to prove the first part of the statement. To this end, let $F \in S_V$ be of the form

$$
F = \sum_{j=1}^J F_j v_j,
$$

with $J \in \mathbb{N}_{\geq 1}$, $F_j \in S$ and $v_j \in V$ for every $j = 1, \ldots, J$. Without loss of generality we can assume that $\{v_j\}_{j=1,\ldots,J}$ are orthonormal vectors in $V$. From Proposition 4.6 in the case $q = 2$, and the linearity of $(P_t)_{t \geq 0}$, we infer that

$$
\|D(P^V_t F)\|_{H \otimes V}^2 = \sum_{j=1}^J \|D(P_tF_j)\|_H^2 \leq \left( \frac{e^{-t}}{\sqrt{1-e^{-2t}}} \right)^2 \left( \int_{\mathbb{R}} |x|^2 \gamma_1(dx) \right) \sum_{j=1}^J P_t(|F_j|^2)
$$

$$
= \left( \frac{e^{-t}}{\sqrt{1-e^{-2t}}} \right)^2 P_t \left( \sum_{j=1}^J |F_j|^2 \right)
$$

$$
= \left( \frac{e^{-t}}{\sqrt{1-e^{-2t}}} \right)^2 P_t(\|F\|_V^2) \quad \mathbb{P}\text{-a.s. in } \Omega,
$$

namely (4.31) for $q = 2$. On the other hand, for $q > 2$ it holds (still $\mathbb{P}\text{-a.s. in } \Omega$)

$$
\|D(P^V_t F)\|_{H \otimes V}^q \leq \left( \frac{e^{-t}}{\sqrt{1-e^{-2t}}} \right)^q \left[ P_t(\|F\|_V^2)^{\frac{q}{2}} \right]^{\frac{q}{2}} \leq \left( \frac{e^{-t}}{\sqrt{1-e^{-2t}}} \right)^q P_t(\|F\|_V^q),
$$

where in the last passage we have applied Hölder’s inequality to the integral representation of $P_t$. Again, the case of a general $F \in L^q(\Omega; V)$ follows by approximation.

Arguing as in Proposition 4.7 and taking advantage of Proposition 4.5 instead, we obtain the next result, whose proof is omitted.
Proposition 4.8. For any $q \in [2, \infty)$, all $F \in D^{1,q}(V)$ and all $t > 0$ we have

$$\|D(P_t^V F)^q\|_{H \otimes V} \leq e^{-qt} P_t(\|DF\|_{H \otimes V}) \text{ a.s. in } \Omega$$

and

$$\mathbb{E}\left[\|D(P_t^V F)^q\|_{H \otimes V}\right] \leq e^{-qt} \mathbb{E}\left[\|DF\|_{H \otimes V}^q\right].$$

The last preliminary result we need concerns the asymptotic behavior of $(P_t^V)_{t \geq 0}$ in $L^q(\Omega; V)$ as $t \to +\infty$.

Lemma 4.9. For any $q \in [1, \infty)$ and all $F \in L^q(\Omega; V)$ we have

$$\lim_{t \to +\infty} P_t^V F = \mathbb{E}[F] \text{ in } L^q(\Omega; V).$$

Proof. By the density of $S_V$ in $L^q(\Omega; V)$ and the fact that $(P_t^V)_{t \geq 0}$ is a semigroup of contractions on $L^q(\Omega; V)$, we can limit ourselves to proving the statement for all $F \in S_V$ of the form

$$F = \sum_{j=1}^J F_j v_j,$$

with $J \in \mathbb{N}_{\geq 1}$, $F_j \in S$ and $v_j \in V$ for every $j = 1, \ldots, J$. As above, we may assume that $\{v_j\}_{j=1, \ldots, J}$ are orthonormal vectors in $V$. Then, given any $t > 0$, it holds

$$P_t^V F = \sum_{j=1}^J P_t F_j v_j \implies \|P_t^V F\|_V = \sum_{j=1}^J |P_t F_j|^2$$

and

$$\mathbb{E}\left[\|P_t^V F - \mathbb{E}[F]\|_V^q\right] = \mathbb{E}\left[\left(\sum_{j=1}^J |P_t F_j - \mathbb{E}[F_j]|^2\right)^{\frac{q}{2}}\right] \to 0 \text{ as } t \to +\infty,$$

since $P_t f \to \mathbb{E}[f]$ in $L^q(\Omega)$ as $t \to +\infty$ for any $f \in L^q(\Omega)$.

We are now able to prove the claimed vector-valued Poincaré inequality.

Proof of Theorem 2.6. Let us split the proof into two steps. In the former we establish the statement for $q \in [2, \infty)$, in the latter we conclude with the case $q \in [1, 2)$ through a duality argument.

Step 1. Let $q \in [2, \infty)$, $F \in S_V$ and set $G := F - \mathbb{E}[F]$. By virtue of a standard approximation procedure, it is not hard to check that the function $G^* := \|G\|_V^{q-2} G$ belongs to $D^{1,p}(V)$ for any $p \in [1, \infty)$, and

$$DG^* = (q-2)\|G\|_V^{q-4} \langle G, DF \rangle_V \otimes G + \|G\|_V^{q-2} DF,$$

where we mean

$$\langle G, DF \rangle_V := \sum_{j=1}^J \langle F_j - \mathbb{E}[F_j] \rangle V D F_j, \quad F = \sum_{j=1}^J F_j v_j.$$
we apply Hölder’s inequality with exponents $q$ and $t > s$ which implies the thesis upon letting $s \to +\infty$. Proposition 4.8 yields

\[ V \Phi \quad \text{the components} \quad F \quad \text{belonging to} \quad S \quad \text{and} \quad \{v_j\}_{j=1,...,J} \quad \text{being orthonormal vectors of} \quad V. \quad \text{From Lemma 4.9 we have:} \]

\[
\mathbb{E}[\|G\|_V^q] = \mathbb{E}[\langle F - \mathbb{E}[F], G^* \rangle_V] = \lim_{s \to +\infty} \mathbb{E}[\langle P_s^v F - P_s^v F, G^* \rangle_V]
\]

\[
= -\lim_{s \to +\infty} \mathbb{E}\left[ \int_0^s \frac{d}{dt} (P_t^v F) \, dt, G^* \right]_{V} = -\lim_{s \to +\infty} \mathbb{E}\left[ \int_0^s \langle \mathcal{L}_2^v (P_t^v F), G^* \rangle_V \, dt \right]. \quad (4.33)
\]

On the other hand, Proposition 4.4 and the definition of $\mathcal{L}_2^v$ give, for all $s > 0$,

\[
-\mathbb{E}\left[ \int_0^s \langle \mathcal{L}_2^v (P_t^v F), G^* \rangle_V \, dt \right] = -\int_0^s \mathbb{E}\left[ \langle \mathcal{L}_2^v (P_t^v F), G^* \rangle_V \right] \, dt
\]

\[
= \int_0^s \mathbb{E}\left[ \langle D(P_t^v F), DG^* \rangle_{H \otimes V} \right] \, dt.
\]

By applying (4.32) we get

\[
\left| \int_0^s \mathbb{E}\left[ \langle D(P_t^v F), DG^* \rangle_{H \otimes V} \right] \, dt \right| 
\]

\[
\leq (q - 1) \int_0^s \mathbb{E}\left[ \|F - \mathbb{E}[F]\|_{V}^{q - 2} \|DF\|_{H \otimes V} \|D(P_t^v F)\|_{H \otimes V} \right] \, dt.
\]

Let us consider two different cases. If $q = 2$, we obtain

\[
\left| \int_0^s \mathbb{E}\left[ \langle D(P_t^v F), DG^* \rangle_{H \otimes V} \right] \, dt \right| \leq \int_0^s \mathbb{E}\left[ \|DF\|_{H \otimes V} \|D(P_t^v F)\|_{H \otimes V} \right] \, dt.
\]

so that Proposition 4.8 yields

\[
\int_0^s \mathbb{E}\left[ \|DF\|_{H \otimes V} \|D(P_t^v F)\|_{H \otimes V} \right] \, dt \leq \mathbb{E}\left[ \|DF\|_{H \otimes V}^2 \right] \int_0^s e^{-t} \, dt \leq \mathbb{E}\left[ \|DF\|_{H \otimes V}^2 \right],
\]

which implies the thesis upon letting $s \to +\infty$. Let us turn to the case $q > 2$. If we apply Hölder’s inequality with exponents $q$, $q$ and $q/(q - 2)$, still Proposition 4.8 entails (for all $t > 0$)

\[
\mathbb{E}\left[ \|F - \mathbb{E}[F]\|_{V}^{q - 2} \|DF\|_{H \otimes V} \|D(P_t^v F)\|_{H \otimes V} \right]
\]

\[
\leq \left( \mathbb{E}\left[ \|F - \mathbb{E}[F]\|_{V}^q \right] \right)^{\frac{q - 2}{q}} \left( \mathbb{E}\left[ \|DF\|_{H \otimes V}^q \right] \right)^{\frac{1}{q}} \left( \mathbb{E}\left[ \|D(P_t^v F)\|_{H \otimes V}^q \right] \right)^{\frac{1}{q}}
\]

\[
\leq e^{-t} \left( \mathbb{E}\left[ \|F - \mathbb{E}[F]\|_{V}^q \right] \right)^{1 - \frac{2}{q}} \left( \mathbb{E}\left[ \|DF\|_{H \otimes V}^q \right] \right)^{\frac{2}{q}}.
\]

Returning to (4.33) and integrating in time, this yields

\[
\mathbb{E}[\|F - \mathbb{E}[F]\|_{V}^q] \leq (q - 1) \left( \mathbb{E}[\|F - \mathbb{E}[F]\|_{V}^q] \right)^{1 - \frac{2}{q}} \left( \mathbb{E}[\|DF\|_{H \otimes V}^q] \right)^{\frac{2}{q}},
\]
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and multiplying both sides by \((\mathbb{E}[\|F - \mathbb{E}[F]\|_q^q])^{2/q-1}\) (we can assume with no loss of generality that such quantity is not zero) we end up with
\[
(\mathbb{E}[\|F - \mathbb{E}[F]\|_q^q])^{2/q} \leq (q - 1) \left( \mathbb{E}[\|DF\|_{\mathcal{H} \otimes V}^q] \right)^{2/q}.
\]

**Step 2.** Let \(q \in (1, 2)\) and \(F \in \mathcal{S}_V\). By the density of \(\mathcal{S}_V\) in \(L^q(\Omega; V)\) and Lemma 4.9, we have:
\[
(\mathbb{E}[\|F - \mathbb{E}[F]\|_q^q])^{1/q} = \sup_{G \in \mathcal{S}_V: \|G\|_{L^q(\Omega; V)} \leq 1} \mathbb{E}[\langle F - \mathbb{E}[F], G \rangle_V] = \sup_{G \in \mathcal{S}_V: \|G\|_{L^q(\Omega; V)} \leq 1} \lim_{t \to +\infty} \mathbb{E}[\langle F - P_t^V F, G \rangle_V] = \sup_{G \in \mathcal{S}_V: \|G\|_{L^q(\Omega; V)} \leq 1} \mathbb{E}[\langle F, G - \mathbb{E}[G] \rangle_V],
\]
where in the mid passage we have used the fact that \((P_t^V)_{t \geq 0}\) is a symmetric semigroup on \(L^2(\Omega; V)\). Arguing as in Step 1, we infer that
\[
\mathbb{E}[\langle F, G - \mathbb{E}[G] \rangle_V] = \lim_{s \to +\infty} \int_0^s \mathbb{E}
\left[\langle DF, D(P_t^V G) \rangle_{\mathcal{H} \otimes V}\right] dt,
\]
for all \(G \in \mathcal{S}_V\) with \(\|G\|_{L^q(\Omega; V)} \leq 1\). From Proposition 4.7 and Hölder’s inequality it follows that, for all \(s > 0\),
\[
\left| \int_0^s \mathbb{E}\left[\langle DF, D(P_t^V G) \rangle_{\mathcal{H} \otimes V}\right] dt \right| \leq (\mathbb{E}[\|DF\|_{\mathcal{H} \otimes V}^q])^{1/q} \int_0^s \left( \mathbb{E}\left[\|D(P_t^V G)\|_{\mathcal{H} \otimes V}^q\right]\right)^{1/q} dt \leq (\mathbb{E}[\|DF\|_{\mathcal{H} \otimes V}^q])^{1/q} \int_0^s \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} dt \leq \frac{\pi}{2} \left( \mathbb{E}[\|DF\|_{\mathcal{H} \otimes V}^q]\right)^{1/q}.
\]
Hence, upon letting \(s \to +\infty\), we end up with the inequality
\[
(\mathbb{E}[\|F - \mathbb{E}[F]\|_q^q])^{1/q} \leq \frac{\pi}{2} \left( \mathbb{E}[\|DF\|_{\mathcal{H} \otimes V}^q]\right)^{1/q},
\]
and since the multiplying constant \(\pi/2\) does not depend on \(q\), the latter also holds for \(q = 1\).

## 5 Norms of expected Malliavin derivatives: proof of Lemma 2.8

We start by recalling a fundamental result on the equivalence of \(L^q\) norms in Wiener chaoses. We refer the reader to Appendix A for a brief introduction to Wiener chaos, and to [Nua06] and [NP12] for a more complete discussion.
Lemma 5.1 (Corollary 2.8.14 in [NPT12]). Let $F_\ell$ be any element of the $\ell$-th Wiener chaos $C_\ell$ ($\ell \in \mathbb{N}_{\geq 1}$) of the isonormal Gaussian process $W$. Then, for any $1 < s < r < \infty$, we have

$$
\|F_\ell\|_{L^s(\Omega)} \leq \|F_\ell\|_{L^r(\Omega)} \leq \left(\frac{r - 1}{s - 1}\right)^{\frac{r}{s}} \|F_\ell\|_{L^s(\Omega)}. \tag{5.34}
$$

Proof of Lemma 2.8. Let us assume first that $\mathcal{V} \equiv \mathbb{R}$ and thus $F \in \mathcal{S}$. As recalled in Appendix A, for any $\ell \in \mathbb{N}_{\geq 1}$ we have the identity (cf. (A.63))

$$
\|\mathbb{E}[D^\ell F]\|_{\mathcal{H}^{\otimes \ell}} = \sqrt{\ell!}\|J_\ell F\|_{L^2(\Omega)}, \tag{5.35}
$$

where $J_\ell : L^2(\Omega) \to C_\ell$ stands for the orthogonal projection onto the $\ell$-th Wiener chaos $C_\ell$. Plainly, if $q \in [2, \infty)$ it holds

$$
\|J_\ell F\|_{L^2(\Omega)} \leq \|F\|_{L^2(\Omega)} \leq \|F\|_{L^q(\Omega)} . \tag{5.36}
$$

If, on the contrary, $q \in (1,2)$, thanks to the definition of orthogonal projection and Hölder’s inequality we obtain

$$
\|J_\ell F\|_{L^2(\Omega)}^2 = \mathbb{E}[F J_\ell F] \leq \|F\|_{L^q(\Omega)} \|J_\ell F\|_{L^q(\Omega)} \leq \|F\|_{L^q(\Omega)} (q - 1)^{\frac{q}{2}} \|J_\ell F\|_{L^2(\Omega)},
$$

where the last inequality follows from Lemma 5.1 with $F_\ell = J_\ell F$, $s = 2$ and $r = q$. Hence,

$$
\|J_\ell F\|_{L^2(\Omega)} \leq (q - 1)^{\frac{q}{2}} \|F\|_{L^q(\Omega)}. \tag{5.37}
$$

Substituting (5.36) (resp. (5.37)) into (5.35) for $q \in [2, \infty)$ (resp. $q \in (1,2)$), we deduce (2.22) in the special case $\mathcal{V} \equiv \mathbb{R}$. Let us now turn to the general case of a separable Hilbert space $\mathcal{V}$ and $F = \sum_{j=1}^J F_j v_j \in \mathcal{S}_\mathcal{V}$, with $F_j \in \mathcal{S}$ and $v_j \in \mathcal{V}$ for every $j = 1, \ldots, J$. If $q \in [2, \infty)$, by virtue of (5.35) applied componentwise we infer that

$$
\|\mathbb{E}[D^\ell F]\|_{\mathcal{H}^{\otimes \ell} \otimes \mathcal{V}}^2 = \sum_{j=1}^J \|\mathbb{E}[D^\ell F_j]\|_{\mathcal{H}^{\otimes \ell}}^2 = \ell! \sum_{j=1}^J \mathbb{E}[(J_\ell F_j)^2] \leq \ell! \sum_{j=1}^J \mathbb{E}[F_j^2] = \ell! \|F\|_{L^2(\Omega; \mathcal{V})}^2 \leq \ell! \|F\|_{L^q(\Omega; \mathcal{V})}^2 .
$$

On the other hand, if $q \in (1,2)$, from (5.35) and (5.37) applied componentwise we obtain

$$
\|\mathbb{E}[D^\ell F]\|_{\mathcal{H}^{\otimes \ell} \otimes \mathcal{V}}^2 = \ell! \sum_{j=1}^J \mathbb{E}[(J_\ell F_j)^2] \leq \ell! (q - 1)^{\ell} \sum_{j=1}^J \|F_j\|_{L^q(\Omega)}^2 \leq \ell! (q - 1)^{\ell} \|F\|_{L^q(\Omega; \mathcal{V})}^2 ,
$$
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where the last passage follows thanks to Minkowski’s integral inequality:

\[
\left( \sum_{j=1}^{J} \|F_j\|_{L^q(\Omega)}^2 \right)^{\frac{q}{2}} = \left( \sum_{j=1}^{J} (\mathbb{E}[|F_j|^q])^{\frac{1}{q}} \right)^{\frac{q}{2}} \leq \mathbb{E} \left[ \left( \sum_{j=1}^{J} (|F_j|^q)^{\frac{1}{q}} \right)^{\frac{q}{2}} \right] = \mathbb{E} \left[ \left( \sum_{j=1}^{J} F_j^2 \right)^{\frac{q}{2}} \right] = \|F\|_{L^q(\Omega; \mathcal{V})}^q.
\]

The proof of Lemma 2.8 is therefore complete. \(\square\)

**Remark 5.2** (Equivalent norms in \(C_\ell\) for \(s = 1\)). In fact the multiplying constant in (5.34) is not optimal as \(s \downarrow 1\), since it blows up, whereas by duality one can show that the equivalence of norms actually holds for \(s = 1\) as well. Indeed, by Hölder’s inequality and (5.34) (with \(s = 2\) and \(r = 3\)) we have

\[
\|F_\ell\|_{L^2(\Omega)} \leq 9^{\frac{1}{2}} \|F_\ell\|_{L^2(\Omega)}^{\frac{1}{2}} \|F_\ell\|_{L^1(\Omega)}^{\frac{1}{2}} \leq 2^{\frac{3}{2}} \|F_\ell\|_{L^2(\Omega)} \|F_\ell\|_{L^2(\Omega)},
\]

that is

\[
\|F_\ell\|_{L^2(\Omega)} \leq 2^{\frac{3}{2}} \|F_\ell\|_{L^1(\Omega)}.
\]

Hence, the \(L^1(\Omega)\) norm is equivalent to the \(L^2(\Omega)\) norm in \(C_\ell\), and therefore to any other \(L^r(\Omega)\) norm for all \(r \in (1, \infty)\). Note that the equivalence of norms for all \(r, s \in [1, \infty)\) had already been observed in [Maa10, Proposition 3.1], although with no quantitative constants due to the abstract setting addressed therein. Nevertheless, as the reader may have noticed, in the proof of Lemma 2.8 we only used (5.34) for \(r, s \in [2, \infty)\); what prevents it from working in the case \(q = 1\) is the fact that the multiplying constant in (5.34) (necessarily) blows up as \(r \to \infty\). On top of that, regardless of the specific proof, it is straightforward to construct one-dimensional counterexamples showing that \(J_\ell\) cannot be extended continuously to the whole \(L^1(\Omega)\).

### 6 Norms of (expected) Malliavin derivatives: proofs of Lemmas 2.9 and 2.10

In the case \(q > 1\) the strategy we developed above strongly relies on Lemma 2.8, which however fails for \(q = 1\). Here we will follow a different approach based on one-dimensional Sobolev inequalities, which turns out to be very effective to address the finite-dimensional case as well. The starting point is Lemma 5.4 in [AF03], which asserts that for any \(\rho > 0\) and any \(g \in C^2([0, \rho])\) we have

\[
|g'(0)| \leq 9 \left( \rho^{-2} \int_0^\rho |g(t)| \, dt + \int_0^\rho |g''(t)| \, dt \right). \tag{6.38}
\]

We first extend (6.38) to the case of \(\mathcal{V}\)-valued functions and all \(q \geq 1\), then deduce a further generalization to functions whose derivatives are integrable with respect to the Gaussian measure, obtaining an analogue of [AF03, Lemma 5.5] (in dimension 1).

**Lemma 6.1.** Let \(q \in [1, \infty)\). Then, for any \(\rho > 0\) and all \(g \in C^2([0, \rho]; \mathcal{V})\), we have

\[
\|g'(0)\|_V^q \leq 9^q 2^{q-1} \left( \rho^{-q-1} \int_0^\rho \|g(t)\|_V^q \, dt + \rho^{q-1} \int_0^\rho \|g''(t)\|_V^q \, dt \right). \tag{6.39}
\]
Proof. It is enough to observe that, given an arbitrary $v \in \mathcal{V}$ with $\|v\|_\mathcal{V} = 1$, the function
$$t \mapsto \langle g(t), v \rangle$$
belongs to $C^2([0, \rho])$, so that by applying to it estimate (6.38) we obtain
\[
|\langle g'(0), v \rangle| \leq 9 \left( \rho^{-2} \int_0^\rho |\langle g(t), v \rangle| dt + \int_0^\rho |\langle g''(t), v \rangle| dt \right),
\]
which yields
\[
\|g'(0)\|_\mathcal{V} = \sup_{v \in \mathcal{V}; \|v\|_\mathcal{V} = 1} |\langle g'(0), v \rangle| \leq 9 \left( \rho^{-2} \int_0^\rho \|g(t)\|_\mathcal{V} dt + \int_0^\rho \|g''(t)\|_\mathcal{V} dt \right),
\]
namely (6.39) for $q = 1$. The case $q > 1$ follows by Hölder’s inequality and the convexity inequality $(\alpha + \beta)^q \leq 2^{q-1} (\alpha^q + \beta^q)$ (let $\alpha, \beta \geq 0$), since
\[
\|g'(0)\|_\mathcal{V}^q \leq 9^q \left[ \rho^{-1} \left( \int_0^\rho \|g(t)\|_\mathcal{V}^q dt \right)^{\frac{1}{q}} + \rho^{-q} \left( \int_0^\rho \|g''(t)\|_\mathcal{V}^q dt \right)^{\frac{1}{q}} \right]^q \leq 9^q 2^{q-1} \rho^{-q-1} \int_0^\rho \|g(t)\|_\mathcal{V}^q dt + \rho^q \int_0^\rho \|g''(t)\|_\mathcal{V}^q dt.
\]
The proof is therefore complete. \qed

Lemma 6.2. Let $q \in [1, \infty)$. Then, for any $\rho \in (0, 1)$ and all $f \in S(\mathbb{R}; \mathcal{V})$, we have
\[
\int_{\mathbb{R}} \|f'(x)\|_\mathcal{V}^q \gamma_1(dx) \leq 18^q \sqrt{e} \rho^{-q-1} \int_{\mathbb{R}} \|f(x)\|_\mathcal{V}^q \gamma_1(dx) + \rho^q \int_{\mathbb{R}} \|f''(x)\|_\mathcal{V}^q \gamma_1(dx).
\]  

(6.40)

Proof. Given an arbitrary $x \in \mathbb{R}$, we consider the function
$$\Phi(t) := f(x - t) \quad \forall t \in \mathbb{R}.$$ 

Since $\Phi \in C^2([0, \rho]; \mathcal{V})$ for any $\rho > 0$, by Lemma 6.1 we have
\[
\|f'(x)\|_\mathcal{V}^q = \|\Phi'(0)\|_\mathcal{V}^q \leq 9^q 2^{q-1} \left( \rho^{-q-1} \int_0^\rho \|f(x - t)\|_\mathcal{V}^q dt + \rho^q \int_0^\rho \|f''(x - t)\|_\mathcal{V}^q dt \right).
\]

We now integrate between 0 and $+\infty$, with respect to $\gamma_1(dx)$, both sides of the above inequality, obtaining
\[
\begin{align*}
\int_0^{+\infty} \|f'(x)\|_\mathcal{V}^q \gamma_1(dx) \\
\leq \frac{9^q 2^{q-1}}{\sqrt{2\pi}} \int_0^\rho \left[ \int_0^{+\infty} (\rho^{-q-1} \|f(x - t)\|_\mathcal{V}^q + \rho^q \|f''(x - t)\|_\mathcal{V}^q) e^{-\frac{x^2}{2}} dx \right] dt.
\end{align*}
\]
The change of variables $y = x - t$ yields
\[
\int_0^\rho \left[ \int_0^{+\infty} \left( \rho^{-q-1} \| f(x-t) \|_V^q + \rho^{q-1} \| f''(x-t) \|_V^q \right) e^{-\frac{x^2}{2}} dx \right] dt = \int_0^\rho e^{-\frac{t^2}{2}} \left[ \int_{-t}^{+\infty} \left( \rho^{-q-1} \| f(y) \|_V^q + \rho^{q-1} \| f''(y) \|_V^q \right) e^{-\frac{y^2}{2}-yt} dy \right] dt .
\]

Since $y > -t$, it follows that $e^{-ty} \leq e^t$, which gives
\[
\int_0^\rho e^{-\frac{t^2}{2}} \left[ \int_{-t}^{+\infty} \left( \rho^{-q-1} \| f(y) \|_V^q + \rho^{q-1} \| f''(y) \|_V^q \right) e^{-\frac{y^2}{2}-yt} dy \right] dt 
\leq \int_0^\rho e^{\frac{t^2}{2}} \left[ \int_{-t}^{+\infty} \left( \rho^{-q-1} \| f(y) \|_V^q + \rho^{q-1} \| f''(y) \|_V^q \right) e^{-\frac{y^2}{2}} dy \right] dt
\leq \int_0^\rho e^{\frac{t^2}{2}} \left[ \int_{-\infty}^{+\infty} \left( \rho^{-q} \| f(y) \|_V^q + \rho^q \| f''(y) \|_V^q \right) e^{-\frac{y^2}{2}} dy \right] dt
\leq e^{\frac{\rho^2}{2}} \left[ \int_{-\infty}^{+\infty} \left( \rho^{-q} \| f(y) \|_V^q + \rho^q \| f''(y) \|_V^q \right) e^{-\frac{y^2}{2}} dy \right],
\]
recollecting that $\rho < 1$. Hence, we end up with
\[
\int_0^{+\infty} \| f'(x) \|_V^q \gamma_1(dx) \leq 2q 2^{q-1} \sqrt{\rho} \int_\mathbb{R} \left( \rho^{-q} \| f(x) \|_V^q + \rho^q \| f''(x) \|_V^q \right) \gamma_1(dx) .
\] (6.41)

Finally, by applying (6.41) to $f(-x)$ and summing up the two inequalities, using the fact that $\gamma_1$ is even, we deduce (6.40). \hfill \Box

**Remark 6.3** (A stronger bound that fails). In [AF03, Lemma 5.5] it was proved that
\[
\| \nabla f \|_{L^q(E)} \leq K \left( \rho^{-1} \| f \|_{L^q(E)} + \rho \| \nabla^2 f \|_{L^q(E)} \right) \quad \forall f \in W^{2,q}(E),
\]
where $E \subseteq \mathbb{R}^n$ is an open domain which satisfies the so-called cone condition, $K$ is a positive constant depending on $E$, $q$ and $\rho$ ranges in the interval $(0, \rho_0)$, the quantity $\rho_0 > 0$ being the maximum height of the cone related to $E$ (we refer to [AF03, Definitions 4.4, 4.5 and 4.6] for the precise notions). In particular, if $E = \mathbb{R}^n$ the above inequality is satisfied for any $\rho > 0$ (see [AF03, Remark 5.7]). One can ask if the same can be true for the standard Gaussian measure on the whole $\mathbb{R}$, i.e., if there exists a positive constant $K$ such that
\[
\| f' \|_{L^q(\mathbb{R}, \gamma_1)} \leq K \left( \rho^{-1} \| f \|_{L^q(\mathbb{R}, \gamma_1)} + \rho \| f'' \|_{L^q(\mathbb{R}, \gamma_1)} \right) \quad \forall f \in S(\mathbb{R}),
\] (6.42)
for any $\rho > 0$. Unfortunately, the answer is negative. Indeed, let us assume by contradiction that (6.42) holds, and pick $f(x) = x \in S(\mathbb{R})$. Then $f'(x) \equiv 1$ and $f''(x) \equiv 0$, so that we would end up with
\[
1 \leq \frac{\sqrt{2} K}{\sqrt{\pi} \rho} \quad \forall \rho > 0,
\]
which is absurd. This is the main reason why we are not able to iterate (2.24) backwards.

25
Proof of Lemma 2.9. We split the proof into two cases: first we deal with real-valued functions and $\ell = 1$, then extend the thesis to general $\mathcal{V}$-valued functions and all $\ell \in \mathbb{N}_{\geq 1}$.

Case $\ell = 1$. Given any $F \in \mathcal{S}$, by definition we know that there exist $m \in \mathbb{N}_{\geq 1}$ and $f \in S(\mathbb{R}^m)$ such that $F = f(W(h_1), \ldots, W(h_m))$. Without loss of generality, we may assume that $\{h_i\}_{i=1}^m$ are orthonormal vectors in $\mathcal{H}$. Our aim is to estimate $\|\mathbb{E}[DF]\|_H$. Keeping in mind Remark 3.1, we notice that

$$\mathbb{E}[DF] = \sum_{i=1}^m z_i h_i,$$

where

$$\alpha_i := \int_{\mathbb{R}^m} \frac{\partial f}{\partial x_i} (x) \gamma_m(dx) \quad i = 1, \ldots, m, \quad z := (\alpha_1, \ldots, \alpha_m).$$

Hence,

$$\|\mathbb{E}[DF]\|_H = |(\alpha_1, \ldots, \alpha_m)|_{\mathbb{R}^m} = \langle z, u \rangle_{\mathbb{R}^m},$$

for some normal vector $u \in \mathbb{R}^m$. From the definition of $z$, we have:

$$\langle z, u \rangle_{\mathbb{R}^m} = \sum_{i=1}^m \int_{\mathbb{R}^m} \frac{\partial f}{\partial x_i} (x) \gamma_m(dx) \cdot u_i = \int_{\mathbb{R}^m} \left( \sum_{i=1}^m \frac{\partial f}{\partial x_i} (x) u_i \right) \gamma_m(dx) = \int_{\mathbb{R}^m} \langle \nabla f(x), u \rangle_{\mathbb{R}^m} \gamma_m(dx).$$

Let us now consider an orthonormal basis $\{z_i\}_{i=1}^m$ such that $z_1 = u$, along with the rotation $R : \mathbb{R}^m \rightarrow \mathbb{R}^m$ which maps it into the canonical basis $\{e_i\}_{i=1}^m$. We denote by $(R_{ij})_{i,j=1}^m$ the matrix associated to the transformation $R$. By means of the change of variables $x = R^T y$, we can infer that

$$\int_{\mathbb{R}^m} \langle \nabla f(x), u \rangle_{\mathbb{R}^m} \gamma_m(dx) = \int_{\mathbb{R}^m} \langle \nabla f(R^T y), u \rangle_{\mathbb{R}^m} \gamma_m(R^T dy) = \int_{\mathbb{R}^m} \langle \nabla f(R^T y), u \rangle_{\mathbb{R}^m} \gamma_m(dy),$$

thanks to the rotational invariance of $\gamma_m$. Let us focus on the function under the integral sign. We have:

$$u = z_1 = R^T e_1 = \sum_{i=1}^m R_{1i} e_i,$$

which gives

$$\langle \nabla f(R^T y), u \rangle_{\mathbb{R}^m} = \sum_{i=1}^m \frac{\partial f}{\partial x_i} (R^T y) R_{1i} \quad \forall y \in \mathbb{R}^m.$$
If we further introduce the function $\tilde{f} : \mathbb{R}^m \to \mathbb{R}$ defined by
\[
\tilde{f}(y) := f \left( \sum_{i=1}^{m} R_{1i} y_i, \ldots, \sum_{j=1}^{m} R_{mj} y_j \right) = f(R^T y) \quad \forall y \in \mathbb{R}^m,
\]
it follows that
\[
\frac{\partial \tilde{f}}{\partial y_j}(y) = \sum_{i=1}^{m} \frac{\partial f}{\partial x_i}(R^T y) R_{ji} \quad j = 1, \ldots, m, \quad \forall y \in \mathbb{R}^m. \quad (6.47)
\]
By combining (6.45), (6.46) and (6.47), we thus infer that
\[
\int_{\mathbb{R}^m} \langle \nabla f(x), u \rangle_{\mathbb{R}^m} \gamma_m(dx) = \int_{\mathbb{R}^m} \frac{\partial \tilde{f}}{\partial y_1}(y) \gamma_m(dy) = \int_{\mathbb{R}^{m-1}} \left( \int_{\mathbb{R}} \frac{\partial \tilde{f}}{\partial y_1}(y_1, \tilde{y}) \gamma_1(dy_1) \right) \gamma_{m-1}(dy), \quad (6.48)
\]
where $\tilde{y} := (y_2, \ldots, y_m) \in \mathbb{R}^{m-1}$, by virtue of the product structure of $\gamma_m$. If we apply (6.40) (with $q = 1$ and $\mathcal{V} \equiv \mathbb{R}$) to the function $y_1 \mapsto f(y_1, \tilde{y})$, for any fixed $\tilde{y} \in \mathbb{R}^{m-1}$, we get
\[
\int_{\mathbb{R}} \left| \frac{\partial \tilde{f}}{\partial y_1}(y_1, \tilde{y}) \right| \gamma_1(dy_1) \leq 18\sqrt{e} \left( \rho^{-1} \int_{\mathbb{R}} \left| \tilde{f}(y_1, \tilde{y}) \right| \gamma_1(dy_1) + \rho \int_{\mathbb{R}} \left| \frac{\partial^2 \tilde{f}}{\partial y_1^2}(y_1, \tilde{y}) \right| \gamma_1(dy_1) \right) \quad (6.49)
\]
for all $\rho \in (0, 1)$. Integrating both sides with respect to $\gamma_{m-1}(d\tilde{y})$, we deduce that
\[
\int_{\mathbb{R}^m} \left| \frac{\partial \tilde{f}}{\partial y_1}(y) \right| \gamma_m(dy) \leq 18\sqrt{e} \left( \rho^{-1} \int_{\mathbb{R}^m} \left| \tilde{f}(y) \right| \gamma_m(dy) + \rho \int_{\mathbb{R}^m} \left| \frac{\partial^2 \tilde{f}}{\partial y_1^2}(y) \right| \gamma_m(dy) \right) \leq 18\sqrt{e} \left( \rho^{-1} \| \tilde{f} \|_{L^1(\mathbb{R}^m, \gamma_m)} + \rho \| \nabla^2 \tilde{f} \|_{L^1(\mathbb{R}^m, \gamma_m \otimes \mathbb{R}^m)} \right) \quad (6.50)
\]
for all $\rho \in (0, 1)$. To conclude, we notice that, by using the reverse change of variables $y = Rx$, one easily obtains
\[
\| \tilde{f} \|_{L^1(\mathbb{R}^m, \gamma_m)} = \| f \|_{L^1(\mathbb{R}^m, \gamma_m)} = \| F \|_{L^1(\Omega)}
\]
and
\[
\| \nabla^2 \tilde{f} \|_{L^1(\mathbb{R}^m, \gamma_m \otimes \mathbb{R}^m)} = \| \nabla^2 f \|_{L^1(\mathbb{R}^m, \gamma_m \otimes \mathbb{R}^m)} = \| D^2 F \|_{L^1(\Omega; \mathcal{H}^2)}.
\]
Therefore, from (6.43), (6.44), (6.48), (6.49) and (6.50), we end up with
\[
\| \mathbb{E}[DF] \|_{\mathcal{H}^\ell} \leq 18\sqrt{e} \left( \rho^{-1} \| F \|_{L^1(\Omega; \mathcal{V})} + \rho \| D^2 F \|_{L^1(\Omega; \mathcal{H}^2 \otimes \mathcal{V})} \right) \quad (6.51)
\]
for all $\rho \in (0, 1)$, which yields (2.24) for $\mathcal{V} \equiv \mathbb{R}$ and $\ell = 1$.

**Case $\ell > 1$.** First of all, we observe that it is enough to extend (6.51) to $\mathcal{V}$-valued functions, namely
\[
\| \mathbb{E}[DF] \|_{\mathcal{H}^\ell \mathcal{V}} \leq 18\sqrt{e} \left( \rho^{-1} \| F \|_{L^1(\Omega; \mathcal{V})} + \rho \| D^2 F \|_{L^1(\Omega; \mathcal{H}^2 \otimes \mathcal{V})} \right), \quad (6.52)
\]
so that (2.24) will follow upon replacing $F$ with $D^{\ell-1}F$ and $V$ with $\mathcal{H}^{\ell-1} \otimes V$. Given any $F \in S_V$ of the form

$$F = \sum_{j=1}^{J} F_j v_j,$$

with $J \in \mathbb{N}_{\geq 1}$, $F_j \in S$ and $v_j \in V$ for every $j = 1, \ldots, J$, we have:

$$\|E[DF]\|_{H \otimes V} = \left( \sum_{j=1}^{J} \|E[DF_j]\|_H^2 \right)^{\frac{1}{2}},$$

(6.53)

provided the vectors $\{v_j\}_{j=1}^{J}$ are orthonormal in $V$ (which can be assumed with no loss of generality). By applying (6.51) to each component $F_j$, it follows that

$$\left( \sum_{j=1}^{J} \|E[DF_j]\|_H^2 \right)^{\frac{1}{2}} \leq 18\sqrt{2}e \left( \rho^{-2} \sum_{j=1}^{J} \|F_j\|_{L^1(\Omega)}^2 + \rho^2 \sum_{j=1}^{J} \|D^2F_j\|_{L^1(\Omega; \mathcal{H}^{\otimes 2})}^2 \right)^{\frac{1}{2}},$$

(6.54)

$$\leq 18\sqrt{2}e \left[ \rho^{-1} \left( \sum_{j=1}^{J} (\mathbb{E}[|F_j|])^2 \right)^{\frac{1}{2}} + \rho \left( \sum_{j=1}^{J} (\mathbb{E}[\|D^2F_j\|_{\mathcal{H}^{\otimes 2}}])^2 \right)^{\frac{1}{2}} \right].$$

In order to conclude, we can take advantage again of Minkowski’s integral inequality, which entails

$$\left( \sum_{j=1}^{J} (\mathbb{E}[|F_j|])^2 \right)^{\frac{1}{2}} \leq \mathbb{E} \left[ \left( \sum_{j=1}^{J} F_j^2 \right)^{\frac{1}{2}} \right] = \|F\|_{L^1(\Omega; \mathcal{V})}$$

(6.55)

and

$$\left( \sum_{j=1}^{J} (\mathbb{E}[\|D^2F_j\|_{\mathcal{H}^{\otimes 2}}])^2 \right)^{\frac{1}{2}} \leq \mathbb{E} \left[ \left( \sum_{j=1}^{J} \|D^2F_j\|_{\mathcal{H}^{\otimes 2}}^2 \right)^{\frac{1}{2}} \right] = \|D^2F\|_{L^1(\Omega; \mathcal{H}^{\otimes 2} \otimes \mathcal{V})}.$$ 

(6.56)

Inequality (6.52) is therefore established, as a consequence of (6.53), (6.54), (6.55) and (6.56).

Finally, we are able to prove Lemma 2.10 by extending (6.40) to any Euclidean dimension $n$ and any order of derivative $\ell$.

**Proof of Lemma 2.10.** As above, we will first address the special case $\ell = 1$ and then deal with a general $\ell > 1$ by induction.

**Case $\ell = 1$.** First of all we observe that, similarly the proof of Lemma 2.9 proving (2.25) when $\ell = 1$ and dim$(H) = n < \infty$ is equivalent to proving that

$$\|\nabla f\|_{L^q(\mathbb{R}^n, \gamma_n; \mathbb{R}^n \otimes V)} \leq C_{1,n} \left( \rho^{-1} \|f\|_{L^p(\mathbb{R}^n, \gamma_n; V)} + \rho \|\nabla^2 f\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes 2} \otimes V)} \right)$$

\forall \rho \in (0, 1),

(6.57)
for all $f \in S(\mathbb{R}^n; \mathcal{V})$ and any $q \in [1, \infty)$. To this aim, note that by convexity and the product structure of $\gamma_n$ we have

$$
\|\nabla f\|_{L^q(\mathbb{R}^n; \mathcal{V})} = \int_{\mathbb{R}^n} \left( \sum_{i=1}^n \left\| \frac{\partial f}{\partial x_i} (x) \right\|_{\mathcal{V}}^2 \right)^{\frac{q}{2}} \gamma_n(dx) \\
\leq n^{\frac{(a-2)q}{2}} \int_{\mathbb{R}^n} \left( \sum_{i=1}^n \left\| \frac{\partial f}{\partial x_i} (x) \right\|_{\mathcal{V}}^q \right) \gamma_n(dx) \\
= n^{\frac{(a-2)q}{2}} \sum_{i=1}^n \int_{\mathbb{R}^{n-1}} \left( \int_{\mathbb{R}} \left\| \frac{\partial f}{\partial x_i} (x_i, \tilde{x}_i) \right\|_{\mathcal{V}}^q \gamma_1(dx_i) \right) \gamma_{n-1}(d\tilde{x}_i),
$$

(6.58)

where we let $\tilde{x}_i$ denote the $(n-1)$-dimensional vector containing all the components of $x = (x_1, \ldots, x_n)$ except $x_i$ and, with some abuse of notation, we write $x \equiv (x_i, \tilde{x}_i)$. We are therefore in position to apply (6.40) to the innermost integral for every $i = 1, \ldots, n$, which yields (for all $\rho \in (0, 1)$)

$$
\sum_{i=1}^n \int_{\mathbb{R}^{n-1}} \left( \int_{\mathbb{R}} \left\| \frac{\partial f}{\partial x_i} (x_i, \tilde{x}_i) \right\|_{\mathcal{V}}^q \gamma_1(dx_i) \right) \gamma_{n-1}(d\tilde{x}_i) \\
\leq 18^q e \sum_{i=1}^n \left( \rho^{-q} \int_{\mathbb{R}} \|f(x)\|_{\mathcal{V}}^q \gamma_n(dx) + \rho^q \int_{\mathbb{R}} \left\| \frac{\partial^2 f}{\partial x_i^2} (x) \right\|_{\mathcal{V}}^q \gamma_n(dx) \right) \\
= 18^q e \left[ n \rho^{-q} \int_{\mathbb{R}} \|f(x)\|_{\mathcal{V}}^q \gamma_n(dx) + \rho^q \int_{\mathbb{R}} \left( \sum_{i=1}^n \left\| \frac{\partial^2 f}{\partial x_i^2} (x) \right\|_{\mathcal{V}}^q \right) \gamma_n(dx) \right] \\
\leq 18^q e \left[ n \rho^{-q} \int_{\mathbb{R}} \|f(x)\|_{\mathcal{V}}^q \gamma_n(dx) + n^{\frac{(a-2)q}{2}} \rho^q \int_{\mathbb{R}} \left( \sum_{i=1}^n \left\| \frac{\partial^2 f}{\partial x_i^2} (x) \right\|_{\mathcal{V}}^q \right)^{\frac{q}{2}} \gamma_n(dx) \right],
$$

(6.59)

where in the last passage we have used another elementary concavity inequality. By combining (6.58) and (6.59), we end up with

$$
\|\nabla f\|_{L^q(\mathbb{R}^n; \mathcal{V})} \\
\leq 18^q e n^{1 \sqrt{q}} \left( \rho^{-q} \int_{\mathbb{R}} \|f(x)\|_{\mathcal{V}}^q \gamma_n(dx) + \rho^q \int_{\mathbb{R}} \|\nabla^2 f(x)\|_{(\mathbb{R}^n)^{\otimes 2}; \mathcal{V}}^q \gamma_n(dx) \right),
$$

whence

$$
\|\nabla f\|_{L^q(\mathbb{R}^n; \mathcal{V})} \leq 18 e \frac{1}{2} n^{\frac{1}{2} \sqrt{q}} \left( \rho^{-1} \|f\|_{L^q(\mathbb{R}^n; \mathcal{V})} + \rho \|\nabla^2 f\|_{L^q(\mathbb{R}^n; \mathcal{V})} \right),
$$

recalling that $q \geq 1$. We have therefore established (6.57).

**Case $\ell > 1$.** Let $\ell \geq 2$ and assume that (2.25) holds with $\ell$ replaced by $\ell - 1$. Given $f \in S(\mathbb{R}^n; \mathcal{V})$, $q \in [1, \infty)$ and $\rho \in (0, 1)$, firstly we can apply (6.57) with $f$
replaced by $\nabla^\ell f$ and $\mathcal{V}$ replaced by $(\mathbb{R}^n)^{\otimes(\ell-1)} \otimes \mathcal{V}$, which entails
\[
\left\| \nabla^\ell f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes(\ell-1)} \otimes \mathcal{V})} \leq C_{1,n} \left( \rho^{-1} \left\| \nabla^{\ell-1} f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes(\ell-1)} \otimes \mathcal{V})} + \rho \left\| \nabla^{\ell+1} f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes(\ell+1)} \otimes \mathcal{V})} \right). \tag{6.60}
\]

On the other hand, in view of the induction hypothesis, the first summand on the right-hand side can be bounded by
\[
\left\| \nabla^{\ell-1} f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes(\ell-1)} \otimes \mathcal{V})} \leq C_{\ell-1,n} \left( \delta^{-\ell+1} \left\| f \right\|_{L^q(\mathbb{R}^n, \gamma_n; \mathcal{V})} + \delta \left\| \nabla f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes\ell} \otimes \mathcal{V})} \right), \tag{6.61}
\]

where $\delta = \frac{\rho}{2 C_{1,n} C_{\ell-1,n}}$, and plugging (6.61) in (6.60), we obtain:
\[
\left\| \nabla^\ell f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes\ell} \otimes \mathcal{V})} \leq \frac{1}{2} \left\| \nabla^\ell f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes\ell} \otimes \mathcal{V})} + 2^{\ell-1} C_{1,n} C_{\ell-1,n} \rho^{-\ell} \left\| f \right\|_{L^q(\mathbb{R}^n, \gamma_n; \mathcal{V})} + C_{1,n} \rho \left\| \nabla^{\ell+1} f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes(\ell+1)} \otimes \mathcal{V})},
\]

from which we can deduce that
\[
\left\| \nabla^\ell f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes\ell} \otimes \mathcal{V})} \leq 2^{\ell} C_{1,n} C_{\ell-1,n} \rho^{-\ell} \left\| f \right\|_{L^q(\mathbb{R}^n, \gamma_n; \mathcal{V})} + C_{1,n} \rho \left\| \nabla^{\ell+1} f \right\|_{L^q(\mathbb{R}^n, \gamma_n; (\mathbb{R}^n)^{\otimes(\ell+1)} \otimes \mathcal{V})} \tag{6.62}
\]

It is then straightforward to check that if $C_{\ell-1,n}$ is of the form (2.26), so is $C_{\ell,n}$, and the proof is complete since (6.62) is equivalent to (2.25).

A Wiener chaos

Let $\{H_k\}_{k \in \mathbb{N}}$ be the family of Hermite polynomials, that is $H_0 = 1$ and for $k \in \mathbb{N}_{\geq 1}$
\[
H_k(t) := (-1)^k e^{\frac{t^2}{2}} \frac{d^k}{dt^k} \left( e^{-\frac{t^2}{2}} \right) \quad \forall t \in \mathbb{R}.
\]

The $k$-th Wiener chaos $C_k \equiv C_k(W)$ associated to the isonormal Gaussian process $W$ is defined as the closure in $L^2(\Omega) \equiv L^2(\Omega, \mathcal{F}, \mathbb{P})$ of the linear space generated by the random variables
\[
\{H_k(W(h)) : h \in \mathcal{H}, \|h\|_H = 1\}.
\]
It turns out that the closed subspaces \( C_k \) and \( C_{k'} \) of \( L^2(\Omega) \) are orthogonal whenever \( k \neq k' \), and the following orthogonal decomposition holds (see e.g. [Nua06, Theorem 1.1.1]):

\[
L^2(\Omega) = \bigoplus_{k=0}^{\infty} C_k.
\]

Equivalently, every \( F \in L^2(\Omega) \) can be written as an orthogonal series converging in \( L^2(\Omega) \) of the form

\[
F = \sum_{k=0}^{\infty} J_k F,
\]

where \( J_k \) stands for the orthogonal projection operator onto \( C_k \). Plainly, we have that \( J_0 F = \mathbb{E}[F] \) and

\[
\text{Var}(F) = \sum_{k=1}^{\infty} \mathbb{E}[(J_k F)^2].
\]

Now let \( F \in L^2(\Omega) \) be more regular, namely \( F \in D^{k,2} \) for some \( k \geq 1 \); then

\[
\|\mathbb{E}[D^k F]\|_{H^{\otimes k}} = \sqrt{k!} \|J_k F\|_{L^2(\Omega)}.
\] (A.63)

(This follows e.g. from [NP12, Corollary 2.7.8] and Itô’s isometry [NP12, Theorem 2.7.7].) In order to give some intuition on the proof, let us check (A.63) for \( k = 2 \) and \( F \in S \): let \( F = f(W(h_1), \ldots, W(h_m)) \) for some smooth function \( f : \mathbb{R}^m \to \mathbb{R} \) whose derivatives have at most polynomial growth at infinity, and assume w.l.o.g. that \( \{h_i\}_{i=1, \ldots, m} \) are orthonormal vectors in \( H \). Then by definition

\[
D^2 F = \sum_{i,j=1}^{m} \frac{\partial^2 f}{\partial x_i \partial x_j}(W(h_1), \ldots, W(h_m)) h_i \otimes h_j,
\]

so that

\[
\|\mathbb{E}[D^2 F]\|_{H^{\otimes 2}}^2 = \sum_{i,j=1}^{m} \left( \mathbb{E} \left[ \frac{\partial^2 f}{\partial x_i \partial x_j}(W(h_1), \ldots, W(h_m)) \right] \right)^2,
\]

the tensors \( h_i \otimes h_j \) being orthonormal in \( H^{\otimes 2} \). By the Gaussian integration-by-parts formula, that is, Stein’s Lemma [NP12, Lemma 3.1.2], we have

\[
\mathbb{E} \left[ \frac{\partial^2 f}{\partial x_i \partial x_j}(W(h_1), \ldots, W(h_m)) \right] = \begin{cases} 
\mathbb{E}[F H_2(W(h_i))] & i = j, \\
\mathbb{E}[F H_1(W(h_i)) H_1(W(h_j))] & i \neq j,
\end{cases}
\]

where \( H_1 \) (resp. \( H_2 \)) denotes the first (resp. second) Hermite polynomial. Hence we can write

\[
\|\mathbb{E}[D^2 F]\|_{H^{\otimes 2}}^2 = \sum_{i,j=1}^{m} (\mathbb{E}[F H_1(W(h_i)) H_1(W(h_j))])^2 + \sum_{i=1}^{m} (\mathbb{E}[F H_2(W(h_i))])^2.
\]
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Now it suffices to recall that (cf. [Nua06, Proposition 1.1.1])

\[ J_2(F) = \sum_{i,j=1 \atop i < j}^m \mathbb{E}[FH_1(W(h_i))H_1(W(h_j))] H_1(W(h_i)) \]

\[ + \sum_{i=1}^m \mathbb{E} \left[ F \frac{H_2(W(h_i))}{\sqrt{2}} \right] \frac{H_2(W(h_i))}{\sqrt{2}}, \]

that implies

\[ \| J_2(F) \|^2_{L^2(\Omega)} = \sum_{i,j=1 \atop i < j}^m (\mathbb{E}[FH_1(W(h_i))H_1(W(h_j))])^2 + \sum_{i=1}^m (\mathbb{E} \left[ F \frac{H_2(W(h_i))}{\sqrt{2}} \right])^2 \]

\[ = \frac{1}{2} \sum_{i=1 \atop i \neq j}^m (\mathbb{E}[FH_1(W(h_i))H_1(W(h_j))])^2 + \frac{1}{2} \sum_{i=1}^m (\mathbb{E}[F H_2(W(h_i))])^2 \]

\[ = \frac{1}{2} \| \mathbb{E}[D^2F] \|_{\mathcal{H}^2}^2. \]

Taking the square root on both sides we get (A.63) for \( k = 2 \) and \( F \in S \).

**Remark A.1** (Wiener chaos and Poincaré constants). Let \( q > 2 \), \( k \in \mathbb{N}_{\geq 1} \) and \( F \in C_k \). Since \( \mathbb{E}[F] = J_0(F) = 0 \), the hypercontractivity property of the Ornstein-Uhlenbeck semigroup gives

\[ \| F - \mathbb{E}[F] \|_{L^q(\Omega)} = \| F \|_{L^q(\Omega)} \leq (q - 1)^{\frac{k}{2}} \| F \|_{L^2(\Omega)}. \]

If \( F = H_k(W(h)) \) for some \( h \in \mathcal{H} \), then, since \( H'_k = kH_{k-1} \), we immediately have that

\[ k \| F \|^2_{L^2(\Omega)} = \| J_{k-1}(DF) \|^2_{L^2(\Omega; \mathcal{H})}; \tag{A.64} \]

actually, (A.64) holds for every \( F \in C_k \), and

\[ J_{k-1}(DF) = D(J_k(F)) = DF. \]

Therefore,

\[ \| F \|_{L^2(\Omega)} = k^{-\frac{1}{2}} \| DF \|_{L^2(\Omega; \mathcal{H})} \leq k^{-\frac{1}{2}} \| DF \|_{L^q(\Omega; \mathcal{H})}. \]

By combining the above computations we thus get

\[ \| F - \mathbb{E}[F] \|_{L^q(\Omega)} \leq \left( \frac{(q - 1)^k}{k} \right)^{\frac{1}{2}} \| DF \|_{L^q(\Omega; \mathcal{H})} \tag{A.65} \]

for every \( q \in (2, \infty) \). We have just obtained a Poincaré inequality for elements of any Wiener chaos in a very simple way; note moreover that upon choosing \( k = 1 \) in (A.65) we recover the same constant as in (2.18).
B Proofs of technical results

Proof of Lemma 4.2. Recall that a core is a dense subset w.r.t. the graph norm \( \| \cdot \|_{L^q(\Omega; V)} + \| \mathcal{L}^V(\cdot) \|_{L^2(\Omega; V)} \). Since \( \mathcal{D}_V(\mathcal{L}_q) \supset S_V \) is dense in \( L^q(\Omega; V) \), to prove the statement it is enough to show that \( P_t^V(\mathcal{D}_V(\mathcal{L}_q)) \subset \mathcal{D}_V(\mathcal{L}_q) \) for all \( t > 0 \), by means of a classical double-approximation argument (see e.g. [EN00, Chapter 2, Proposition 1.7]). To this aim, let \( F \in \mathcal{D}_V(\mathcal{L}_q) \) be of the form

\[ F = \sum_{j=1}^J F_j v_j , \]

with \( J \in \mathbb{N}_{\geq 1}, F_j \in \mathcal{D}(\mathcal{L}_q) \) and \( v_j \in \mathcal{V} \) for every \( j = 1, \ldots, J \). Since \( (P_t^V)_{t \geq 0} \) is the extension of the linear semigroup \( (P_t)_{t \geq 0} \), as recalled above, it follows that

\[ P_t^V F = \sum_{j=1}^J P_t^V (F_j v_j) = \sum_{j=1}^J P_t (F_j) v_j . \]

Because \( (P_t)_{t \geq 0} \) is a strongly continuous semigroup on \( L^q(\Omega) \), we have that \( P_t G \in \mathcal{D}(\mathcal{L}_q) \) for all \( G \in \mathcal{D}(\mathcal{L}_q) \). This means that

\[ \sum_{j=1}^J P_t (F_j) v_j \in \mathcal{D}_V(\mathcal{L}_q) , \]

which gives the thesis. \( \square \)

Proof of Lemma 4.3. As in the proof of Lemma 4.2 it suffices to show that \( T_t^V(\mathcal{D}_V(\mathcal{L}_2)) \subset \mathcal{D}_V(\mathcal{L}_2) \) for all \( t > 0 \). First of all, we claim that \( \mathcal{D}_V(\mathcal{L}_2) \subset \mathcal{D}(\tilde{\mathcal{L}}^V) \) and \( \tilde{\mathcal{L}}_2^V = \mathcal{L}_2^V \) on \( \mathcal{D}_V(\mathcal{L}_2) \). To this aim, let \( F \in \mathcal{D}_V(\mathcal{L}_2) \) be of the form

\[ F = \sum_{j=1}^J F_j v_j , \]

with \( J \in \mathbb{N}_{\geq 1}, F_j \in \mathcal{D}(\mathcal{L}_2) \) and \( v_j \in \mathcal{V} \) for every \( j = 1, \ldots, J \). Without loss of generality, since \( \mathcal{D}(\mathcal{L}_2) \) is a linear space, we may assume that \( \{v_j\}_{j=1,\ldots,J} \) are orthonormal vectors in \( \mathcal{V} \). Then, recalling Remark 4.1,

\[ \mathcal{E}^V(F, G) = \sum_{j=1}^J \mathbb{E}[(D F_j, D((G, v_j)_V))_{\mathcal{H}}] = \sum_{j=1}^J \mathbb{E}[(\mathcal{L}_2 F_j) (G, v_j)_V] \]

\[ = -\mathbb{E} \left[ \left\langle \sum_{j=1}^J (\mathcal{L}_2 F_j) v_j, G \right\rangle_V \right] \]

for all \( G \in S_V \). Hence, we deduce that \( F \in \mathcal{D}(\tilde{\mathcal{L}}^V) \) and

\[ \tilde{\mathcal{L}}_2^V F = \sum_{j=1}^J (\mathcal{L}_2 F_j) v_j = \mathcal{L}_2^V F , \]
which proves the claim. Given any $\lambda > 0$, let $R(\lambda, \mathcal{L}_2)[\cdot]$ be the resolvent operator in $L^2(\Omega)$ associated to $\mathcal{L}_2$. Then the function

$$R[F] := \sum_{j=1}^J R(\lambda, \mathcal{L}_2)[F_j] v_j$$

belongs to $D_V(\mathcal{L}_2)$ and solves the equation

$$\lambda U - \tilde{\mathcal{L}}^V U = F.$$

Indeed, by what we have just shown, it holds

$$\tilde{\mathcal{L}}^V(R[F]) = \sum_{j=1}^J \mathcal{L}_2(R(\lambda, \mathcal{L}_2)[F_j]) v_j = \sum_{j=1}^J (\lambda R(\lambda, \mathcal{L}_2)[F_j] - F_j) v_j = \lambda R[F] - F.$$

This implies that $R[\cdot] = R(\lambda, \tilde{\mathcal{L}}^V)[\cdot]$ on $D_V(\mathcal{L}_2)$, where $R(\lambda, \tilde{\mathcal{L}}^V)[\cdot]$ stands for the resolvent operator in $L^2(\Omega; V)$ associated to $\tilde{\mathcal{L}}^V$. Since resolvent operators can be represented by means of the Laplace transform of the semigroup (see e.g. [EN00, Chapter 2, Theorem 1.10]), in particular we have

$$R(\lambda, \tilde{\mathcal{L}}^V)[F] = \int_0^{+\infty} e^{-\lambda t} T^V_t F dt,$$

$$R(\lambda, \mathcal{L}_2)[F_j] = \int_0^{+\infty} e^{-\lambda t} P_t F_j dt \quad j = 1, \ldots, J,$$

where the integrals are understood e.g. in the Bochner sense. Then, if $\{w_j\}_{j \in \mathbb{N}_{\geq 1}}$ is an orthonormal basis for $V$ such that $w_j = v_j$ for $j = 1, \ldots, J$, we infer that

$$0 = \langle R[F] - R(\lambda, \tilde{\mathcal{L}}^V)[F], w_j \rangle_V = \int_0^{+\infty} e^{-\lambda t} (P_t F_j - \langle T^V_t F, w_j \rangle_V) dt$$

if $j = 1, \ldots, J$, whereas

$$0 = \langle R(\lambda, \tilde{\mathcal{L}}^V)[F], w_j \rangle_V = \int_0^{+\infty} e^{-\lambda t} \langle T^V_t F, w_j \rangle_V dt$$

if $j > J$. Since the above identities are true for any $\lambda > 0$, the injectivity of the Laplace transform implies that

$$\begin{cases} 
\langle T^V_t F, w_j \rangle_V = P_t F_j & \text{if } j = 1, \ldots, J, \\
\langle T^V_t F, w_j \rangle_V = 0 & \text{if } j > J,
\end{cases}$$

for all $t > 0$. This yields

$$T_t^V F = \sum_{j=1}^J P_t F_j v_j \in D_V(\mathcal{L}_2) \quad \forall t > 0,$$

and the proof is complete. \qed
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