Preconditioned nonlinear conjugate gradient method for micromagnetic energy minimization
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Abstract. Fast computation of demagnetization curves is essential for the computational design of soft magnetic sensors or permanent magnet materials. We show that a sparse preconditioner for a nonlinear conjugate gradient energy minimizer can lead to a speed up by a factor of 3 and 7 for computing hysteresis in soft magnetic and hard magnetic materials, respectively. As a preconditioner an approximation of the Hessian of the Lagrangian is used, which only takes local field terms into account. Preconditioning requires a few additional sparse matrix vector multiplications per iteration of the nonlinear conjugate gradient method, which is used for minimizing the energy for a given external field. The time to solution for computing the demagnetization curve scales almost linearly with problem size.
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1 Introduction

Micromagnetic simulations have become an essential tool for the design of soft magnetic sensors [6] and permanent magnets [5, 43]. Fast computation of the demagnetization curve is a prerequisite for parameter studies which are applied to find optimal designs [28]. Micromagnetic models which are used for the analysis and design of permanent magnets are huge. Typically the number of finite elements exceeds 20 million elements [41, 32]. As a consequence fast solvers for computing the demagnetization curve are required. The computation of the demagnetization curve by minimization of the total energy for subsequent external fields [13, 2, 47] has proven
to be faster than the solution of the dynamical system according to the Landau-Lifshitz Gilbert equation. Micromagnetic solvers based on energy minimization are also the key building blocks for computing the minimum energy path with the string method [5, 2, 17]. This method gives the barrier height for thermally activated switching and thus is used to compute the reduction of the coercive field by thermal fluctuations.

The derivative and function evaluations in dynamical and static micromagnetic computations are very expensive, mostly due to the nonlocal stray field component. However, the use of a stray field algorithm that scales optimally or quasi-optimally with problem size such as the algebraic multigrid method [46, 42, 13], the fast multipole method [50, 4, 33] and hierarchical matrices [36], fast Fourier transform based methods (FFT) [50, 16, 49] or non-uniform FFT algorithms [29, 15, 20] is not sufficient to obtain a micromagnetic solver that scales linearly with problem size. Owing to the exchange interactions the micromagnetic equations can be considered as stiff [9] and the number of time steps in a dynamical solver or the number of iterations in a static solver increase with increasing problem size. Stiffness typically leads to CFL-type step size restrictions of the form $\Delta t \leq C \Delta x^2$ where $\Delta t$ is the time step size and $\Delta x$ is the mesh size. When the number of steps increases with a finer mesh (or larger problem size) the complexity of the overall algorithm is above linear.

This problem has been treated successfully in dynamic micromagnetics. Higher order explicit integrators are an alternative if extensive evaluation of the nonlocal field component is avoided [14]. On the other hand, (semi-) implicit schemes try to tackle the stiffness directly at the expense of additionally having to solve (linear) systems. Preconditioning these systems is mandatory, where again stray field computations have to be avoided. We stress that potential preconditioners are often built up by local field contributions, which might lead to linear systems for evaluation of the preconditioner with high condition numbers due to similar reasons as those leading to the above step size restriction. However, practical tests show that rough approximations of the solution of such preconditioning systems suffice. Suess et al. [45] and Sheperd et al. [42] investigated the correlation between the microstructure of the magnet and the discretization on the stiffness of the Landau-Lifshitz Gilbert equation. They show, that implicit or semi-implicit integrators of the Landau-Lifshitz equation with a preconditioned linear system for the Newton step, successfully tackles stiffness in micromagnetic systems. As preconditioner the sparse part of the Jacobian matrix, which is related to the exchange and anisotropy energy, was used. We will orientate our approach for preconditioning the nonlinear conjugate gradient method for energy minimization to these findings for the dynamical system case and will show that a static micromagnetic solver with optimal scaling can be achieved by proper preconditioning.

In micromagnetics several energy minimization methods have been applied. Accelerated steepest descent methods, which were originally developed for color image denoising [23], were used for the simulation of permanent magnets with a finite element scheme [13] and for the simulation of sensor elements with finite difference [1]. The conjugate gradient method was used for the simulation of soft magnetic elements [27] and permanent magnets [18, 47]. Garcia-Cervera [21] and Escobar [2] discussed a truncated Newton method for minimizing the micromagnetic energy. They also propose to use a sparse part of the Hessian matrix for building a preconditioner for solving the linear system at each Newton step. Escobar [2] reported a reduction of the CPU time by a factor 1/3 when using a preconditioner that takes into account the local interactions only. On the other hand no preconditioners have been applied for the nonlinear conjugate gradient method in micromagnetics yet. The success of the preconditioned Newton method by Escobar [2] suggests that a similar preconditioner might be successful for nonlinear conjugate gradient methods too.

Hysteresis in a non-linear system, like a permanent magnet, results from the path formed by
subsequently following local minima in an energy landscape progressively changed by a varying external field [26]. The numerical experiments by Fischbacher et al. [18] show that particular care has to be taken when energy minimization is used to compute hysteresis. The minimizer may fail to reach the closest local minimum. If local minima are missed by the algorithm the demagnetization curve shows only one or few large steps and the distinct switching fields of different grains will not be resolved. This failure can be avoided by carefully choosing the search direction and the step length for the numerical energy minimization method. This can be achieved using a modified Hestensen-Stiefel method [25], whereas Quasi-Newton methods with projected updates failed to produce the correct demagnetization curve [18]. In this work we present a preconditioned nonlinear conjugate gradient solver for micromagnetics and show how the method specific parameters can be tuned for computing hysteresis in soft magnetic elements or hard magnetic materials.

2 Method

2.1 Conjugate gradient methods

We first briefly review the preconditioned (nonlinear) conjugate gradient method. Let us start with the preconditioned linear conjugate gradient algorithm. It was originally introduced by Hestenes and Stiefel [25] for the solution of a linear system of equation $\mathbf{C}\mathbf{x} = -\mathbf{b}$ where $\mathbf{C}$ is symmetric and positive definite (SPD), which is equivalent to minimizing the quadratic function

$$Q(\mathbf{x}) = \frac{1}{2} \mathbf{x}^T \mathbf{C} \mathbf{x} + \mathbf{b}^T \mathbf{x} + c,$$

with respect to the vector $\mathbf{x}$. The preconditioned linear conjugate gradient method is given by Algorithm 1 [31].

**Algorithm 1** Preconditioned linear conjugate gradient method

| Task: Solve $\mathbf{C}\mathbf{x} = -\mathbf{b}$ or minimize $\frac{1}{2} \mathbf{x}^T \mathbf{C} \mathbf{x} + \mathbf{b}^T \mathbf{x} + c$. |
|---|
| Initialize: |
| Start with an initial guess $\mathbf{x}_0$ and compute the residual $\mathbf{g}_0 = \nabla Q(\mathbf{x}_0) = \mathbf{C}\mathbf{x} + \mathbf{b}$. |
| Solve $\mathbf{P}\mathbf{y}_0 = \mathbf{g}_0$ ($\mathbf{P}$ is a SPD preconditioner) |
| Set the initial search direction $\mathbf{d}_0 = -\mathbf{y}_0$ |
| Minimize: |
| for $j = 0, 1, 2, \ldots$ do |
| Compute the step length $\alpha_j = \frac{\mathbf{g}_j^T \mathbf{y}_j}{\mathbf{d}_j^T \mathbf{C} \mathbf{d}_j}$ |
| Set new solution vector $\mathbf{x}_{j+1} = \mathbf{x}_j + \alpha_j \mathbf{d}_j$ |
| Update the residual $\mathbf{g}_{j+1} = \mathbf{g}_j + \alpha_j \mathbf{C} \mathbf{d}_j$ |
| Exit if $|\mathbf{g}_{j+1}| < \epsilon$ (for some $\epsilon > 0$) |
| Solve $\mathbf{P}\mathbf{y}_{j+1} = \mathbf{g}_{j+1}$ |
| Compute $\beta = \frac{\mathbf{g}_{j+1}^T \mathbf{y}_{j+1}}{\mathbf{g}_j^T \mathbf{y}_j}$ |
| Compute search direction $\mathbf{d}_{j+1} = -\mathbf{y}_{j+1} + \beta \mathbf{d}_j$ |
| end for |

The preconditioner $\mathbf{P}$ is a symmetric and positive definite approximation of $\mathbf{C}$ so that $\mathbf{P}\mathbf{y} = \mathbf{g}$ is more easily solved than $\mathbf{C}\mathbf{y} = \mathbf{g}$. The aim of preconditioning is to reduce the number of iterations until convergence. This can be achieved if the spectrum of the system matrix of the
preconditioned system, $P^{-1}C$, is changed such that eigenvalues are clustered or the condition number is improved.

If the function to be minimized, $F(x)$, is not quadratic we can apply the nonlinear conjugate gradient method. It is given in Algorithm 2 [37]. The solution vector $x$ is updated iteratively, until convergence is reached.

**Algorithm 2 Nonlinear conjugate gradient method**

Task: Minimize $F(x)$.

Initialize:

Start with an initial guess $x_0$ and compute the energy gradient $g_0 = \nabla F(x_0)$.

Set the initial search direction $d_0 = -g_0$

Minimize:

for $j = 0, 1, 2, \ldots$ do

Compute the step length $\alpha_j$ by minimizing $F(x_j + \alpha_j d_j)$ (line search)

Set new solution vector $x_{j+1} = x_j + \alpha_j d_j$

Compute energy gradient $g_{j+1} = \nabla F(x_{j+1})$

Compute search direction $d_{j+1} = -g_{j+1} + \beta d_j$

end for

Different ways to compute the value of $\beta$ for the update of the search direction in the nonlinear conjugate gradient method were proposed and are given in equations (2) to (4). They are equivalent if $F(x)$ is quadratic. Originally, Fletcher and Reeves [19] proposed

$$\beta_{FR} = \frac{g_{j+1}^T g_{j+1}}{g_j^T g_j}. \quad (2)$$

The Polak-Ribiere-Polyak conjugate gradient [34, 35] method uses

$$\beta_{PRP} = \frac{(g_{j+1} - g_j)^T g_{j+1}}{g_j^T g_j}. \quad (3)$$

Nonlinear conjugate gradient methods that use (3) instead of (2) are believed to be more efficient than nonlinear conjugate gradient algorithms that use (2), because of the self-correcting behavior. When $|g_{j+1} - g_j|$ is small, $\beta$ is close to zero, and the search direction is effectively $d_{i+1} = -g_{i+1}$ which results in a restart of the iterations. The choice

$$\beta_{HS} = \frac{(g_{j+1} - g_j)^T g_{j+1}}{(g_{j+1} - g_j)^T d_j} \quad (4)$$

goes back to Hestensen and Stiefel [25]. It is equivalent to (3) if the line search is exact. The search directions of a nonlinear conjugate gradient method that use (4) fulfill the conjugacy condition

$$(g_{j+1} - g_j)^T d_{j+1} = 0 \quad (5)$$

independent of the accuracy of the line search. This property turned out to be helpful in micromagnetics. For computing demagnetization curves only an approximate line search [18], which avoids too long steps, can be used in order to obtain correct results.

We now can assume that $F(x)$ is quadratic in the vicinity of $x_j$ (the current iterate) and hope that a transformation of the problem near $x_j$ speeds up convergence similar to preconditioning of the linear conjugate gradient method. The preconditioned nonlinear conjugate gradient method [37] is given in Algorithm 3.
Algorithm 3 Preconditioned nonlinear conjugate gradient method

Task: Minimize $F(x)$.
Initialize:

Start with an initial guess $x_0$ and compute the energy gradient $g_0 = \nabla F(x_0)$.

Solve $Py_0 = g_0$

Set the initial search direction $d_0 = -y_0$

Minimize:

for $j = 0, 1, 2, \ldots$ do

Compute the step length $\alpha_j$ by minimizing $F(x_j + \alpha_j d_j)$ (line search)

Set new solution vector $x_{j+1} = x_j + \alpha_j d_j$

Compute energy gradient $g_{j+1} = \nabla F(x_{j+1})$

Solve $Py_{j+1} = g_{j+1}$

Compute search direction $d_{j+1} = -y_{j+1} + \beta^*d_j$

end for

The matrix $P$ is an approximation of the Hessian of $F$. Again we assume that $Py = g$ can be easily solved. The equation (2) to (4) have to be modified as follows [3]:

$$
\beta^{*\text{FR}} = \frac{g_{j+1}^T y_{j+1}}{g_j^T y_j},
$$

(6)

$$
\beta^{*\text{PRP}} = \frac{(g_{j+1} - g_j)^T y_{j+1}}{g_j^T y_j},
$$

(7)

$$
\beta^{*\text{HS}} = \frac{(g_{j+1} - g_j)^T y_{j+1}}{(g_{j+1} - g_j)^T d_j}.
$$

(8)

We want to stress that preconditioning a nonlinear conjugate gradient method by a sequence of symmetric and positive matrices that are approximations to the Hessian of the objective does not have to lead to improvements in convergence at all. For instance, the preconditioned nonlinear conjugate gradient method with exact Hessian at the current iterate as preconditioners can be seen as a combination of the Newton and conjugate gradient method, where the analysis in Ref.[37] shows no improvement over the Newton method. In fact, convergence with $Q$-order greater than one is not guaranteed. However, preconditioned nonlinear conjugate gradient algorithms mimic a linear conjugate gradient method applied to a strongly convex quadratic approximation of the objective (in a neighborhood of a solution). Instead of fixing a preconditioner matrix beforehand, we change it each or every fixed number of iteration to account for the fact that the quadratic model changes as well.

2.2 Micromagnetics energy minimization

After discretization by the finite element method or the finite difference method the micromagnetic energy can be written as a quadratic form [18]:

$$
F(m) = \frac{1}{2} m^T C m - \frac{1}{2} h_{d}^T M m - h_{\text{ext}}^T M m.
$$

(9)

Here, we assume the mesh-vector $m \in \mathbb{R}^{3N}$ and will denote associated 3-vectors at node $i$ with $m^{(i)}$, $i = 1, \ldots, N$. The first, second, and last term of the right hand side of (9) are the sum of the exchange and anisotropy energy, the magnetostatic self energy, and the Zeeman energy,
respectively. The sparse matrix $C$ contains grid information associated with the exchange and anisotropy energy. The matrix $M$ accounts for the local variation of the saturation magnetization $M_s$ within the magnet \cite{40}. The vectors $\mathbf{m}$, $\mathbf{h}_d(\mathbf{m})$, and $\mathbf{h}_{ext}$ collect the unit vector of the magnetization, the demagnetizing field (which is linear in $\mathbf{m}$), and the external field at the nodes of the finite element mesh or the cells of a finite difference grid, respectively. We denote the subvectors associated with a grid point with the superscript $(i)$. For example $\mathbf{m}^{(i)}$ is the unit vector parallel to the magnetization at point $i$. We can split the matrix $C = C_A + C_K$ into the contribution from the ferromagnetic exchange energy, $\frac{1}{2} \mathbf{m}^T C_A \mathbf{m}$, and the contribution from the magnetocrystalline anisotropy energy, $\frac{1}{2} \mathbf{m}^T C_K \mathbf{m}$.

In micromagnetics we have to treat the non-convex constraints $|\mathbf{m}^{(i)}| = 1$ at the grid points $(i)$, which is also called the unit norm constraint. We therefore get the non-convex and non-linear optimization problem

$$
\min_{\mathbf{m} \in \mathbb{R}^3} F(\mathbf{m}) \quad \text{subject to} \quad |\mathbf{m}^{(i)}| = 1, \ i = 1, \ldots, N. \tag{10}
$$

Let us follow Ref.\cite{12} and reformulate (10) by looking closer at the Lagrangian associated with (10), its gradient and the action of the Hessian. The Lagrangian is

$$
\mathcal{L}_F(\mathbf{m}) = F(\mathbf{m}) - \lambda^T \mathbf{c}(\mathbf{m}), \tag{11}
$$

where $\lambda \in \mathbb{R}^N$ collects the Lagrange multipliers and $\mathbf{c}(\mathbf{m}) \in \mathbb{R}^N$, a constraint violation function with components $c^{(i)} = \frac{1}{2}(|\mathbf{m}^{(i)}|^2 - 1)$. There holds

$$
\nabla_\mathbf{m} \mathcal{L}_F(\mathbf{m})^{(i)} = \nabla F(\mathbf{m})^{(i)} - \lambda^{(i)} \mathbf{m}^{(i)} \tag{12}
$$

and the Karush-Kuhn-Tucker (KKT) conditions \cite{31} yield

$$
\lambda^{(i)} = \mathbf{m}^{(i)T} \nabla F(\mathbf{m})^{(i)}. \tag{13}
$$

Hence, by substituting this into (12) we get

$$
\nabla_\mathbf{m} \mathcal{L}_F(\mathbf{m}) = \Pi_{\mathbf{m}^\perp}(\nabla F(\mathbf{m})), \tag{14}
$$

with the orthogonal projection $\Pi_{\mathbf{m}^\perp}$ defined as

$$
(\Pi_{\mathbf{m}^\perp} \mathbf{v})^{(i)} = \mathbf{v}^{(i)} - \mathbf{v}^{(i)T} \mathbf{m}^{(i)} \mathbf{m}^{(i)}. \tag{15}
$$

The necessary optimality condition for micromagnetic constrained equilibrium is therefore

$$
\Pi_{\mathbf{m}^\perp}(\nabla F(\mathbf{m})) = 0. \tag{16}
$$

Note that the objective of the following problem

$$
\min_{\mathbf{m}} \tilde{F}(\mathbf{m}) := F(\mathcal{N} \mathbf{m}) \quad \text{with} \quad (\mathcal{N} \mathbf{m})^{(i)} = \frac{\mathbf{m}^{(i)}}{|\mathbf{m}^{(i)}|} \tag{17}
$$

has the gradient

$$
\nabla \tilde{F}(\mathbf{m})^{(i)} = \frac{1}{|\mathbf{m}^{(i)}|} \left( \nabla F(\mathcal{N} \mathbf{m})^{(i)} - \frac{\mathbf{m}^{(i)T} \nabla F(\mathcal{N} \mathbf{m})^{(i)}}{|\mathbf{m}^{(i)}|^2} \mathbf{m}^{(i)} \right). \tag{18}
$$

Minimizing the objective in (17) with a numerical solver that ensures the unit norm of the iterates will therefore approximate the condition (16) and thus a constrained solution to the
original micromagnetic problem (10) [27].
In the following we will need second derivative information for the purpose of preconditioning.
Calculating the derivative of (14) gives the following expression for the action of the Hessian
on a mesh vector $v$

$$
(\nabla^2_{m} \mathcal{L}_F(m)v)^{(i)} = (\nabla^2_{m} F(m)v)^{(i)} - ((v^{(i)}^{T} \nabla F(m)^{(i)})m^{(i)} + (m^{(i)})^{T} \nabla F(m)v^{(i)})v^{(i)} = (m^{(i)})^{T} \nabla F(m)v^{(i)},$$

(19)

derived from extracting the linear terms in $v^{(i)}$ of the expression $\nabla_m \mathcal{L}_F(m + v)^{(i)} - \nabla_m \mathcal{L}_F(m)^{(i)}$.

For calculation of the molecular orientation of liquid crystals Cohen et al. [8] proposed a
"projected" nonlinear conjugate gradient method with the following modifications: Replace the
energy gradient with its component perpendicular to the current orientation (which corresponds
to the projected gradient (14)) and normalize the orientation vector after each update, for which
we use the shortcut $\mathcal{N}v$ with $(\mathcal{N}v)^{(i)} = v^{(i)}/|v^{(i)}|$. The preconditioned nonlinear conjugate gradient method for micromagnetic energy minimization
is summarized in Algorithm 4.

**Algorithm 4** Preconditioned nonlinear conjugate gradient method for micromagnetics

Task: Minimize $F(x)$ subject to $|m^{(i)}| = 1$.

Initialize:

- Start with an initial guess $m_0$ with $|m_0^{(i)}| = 1$ and compute $g_0 = \Pi_{m_0}^\perp (\nabla F(m_0))$.
- Solve $P_0y_0 = g_0$ where $P_0$ is the current preconditioner.
- Set the initial search direction $d_0 = -y_0$

Minimize:

**for** $j = 0, 1, 2, \ldots$ **do**

- Compute the step length $\alpha_j$ by minimizing $F(\mathcal{N}(x_j + \alpha_jd_j))$ (line search)
- Set new solution vector $x_{j+1} = \mathcal{N}(x_j + \alpha_jd_j)$
- Compute energy gradient $g_{j+1} = \Pi_{x_{j+1}} \nabla F(x_{j+1})$
- Solve $P_{j+1}y_{j+1} = g_{j+1}$
- Compute search direction $d_{j+1} = -y_{j+1} + \beta_{ZA}^{(j)}d_j$

**end for**

Algorithm 4 is the Hestenes-Stiefel conjugate gradient method with restarts [39] according to

$$
\beta_{ZA} = \frac{(g_{j+1} - g_j)^{T}y_{j+1}}{(g_{j+1} - g_j)^{T}d_j} \quad \text{if } y_{j+1}^{T}g_{j+1} > y_{j+1}^{T}g_j
$$

(20)

$$
\beta_{ZA} = 0 \quad \text{otherwise}
$$

(21)

(22)

In Algorithm 4 we need to solve the system $P y = g$. If we solve this linear system with
the preconditioned conjugate gradient method (Algorithm 1), there is no need to build the
preconditioner $P$ explicitly. All we need is the vector product $Pv$.

Owing to the constraints $|m^{(i)}| = 1$ the Hessian, $\nabla^2_{m} \mathcal{L}_F(m)$ of (14), depends on the vector
field $m$. A preconditioner should be an approximate Hessian whose re-computation at each
iteration is relatively cheap. For the approximate Hessian vector product only the short range
interactions in (19) are taken into account [48, 2] (if not previously computed and thus available),

\[ 7 \]
that is

$$\begin{align*}
(H(m)v)^{(i)} &\approx (Cv)^{(i)} - (m^{(i)}T(Cv)^{(i)}m^{(i)} \\
&- (m^{(i)}T\nabla F(m)^{(i)})v^{(i)} \\
&- (v^{(i)}T\nabla F(m)^{(i)})m^{(i)},
\end{align*}$$

(23)

which yields possible candidates for preconditioners. We found that (23) without the last term on the right hand side gave the best performance in our numerical tests. Note that a preconditioner should be symmetric and positive definite to ensure descent. Since, the preconditioner system is only solved approximately we need to replace \(y_k\) by \(g_k\) if \(g_j^Td_j > 0\).

Note that only \(Pv\) is evaluated during the iterative solution of \(Py = g\) in Algorithm 4 by using Algorithm 1. As preconditioner in Algorithm 1 we use the diagonal matrix which is built from the exchange interactions, \(P_{ij} = \delta_{ij}C_{A,ij}\).

3 Results and discussion

We tested the preconditioned nonlinear conjugate gradient method for soft magnetic thin films (micromagnetic standard problem 1 [30]), soft magnetic cubes (micromagnetic standard problem 3 [38, 24]) and permanent magnet materials [18].

3.1 Implementation details

The demagnetizing field is calculated from a magnetic scalar potential. The linear system for the scalar potential is solved using the conjugate gradient method with an algebraic multigrid preconditioner [11]. We enclose the magnet with an air box, in order to treat the magnetostatic boundary value problem [7]. For computing sparse matrix multiplications, vector updates, and dot products, an OpenCL library with C++ binding [10] was used. The tests were run on NVIDIA K80 cards. We used two graphic processor units (GPUs) in parallel if the problem was too big to fit in the memory (12 GB) of one GPU. When we report computation times we do not include the time to assemble the system matrices in the precomputation.

To compute hysteresis we change the field in small steps. At each field a minimum of the energy was computed by Algorithm 4. The iterations were stopped when the change in energy, the change in the magnetization, and the norm of the gradient were sufficiently small according to [22]

$$\begin{align*}
F(m_j) - F(m_{j+1}) &< \tau_F(1 + |F(m_{j+1})|), \\
|m_j - m_{j+1}|_\infty &< \sqrt{\tau_F}(1 + |m_{j+1}|_\infty), \\
|g_{j+1}|_\infty &< \sqrt{\tau_F}(1 + |F(m_{j+1})|).
\end{align*}$$

(24)

(25)

(26)

Unless otherwise stated, we set the function tolerance in the stopping conditions (24) to (26) to \(\tau_F = 10^{-10}\). [27, 18] Different stopping criteria were used for the linear conjugate gradient method when solving the preconditioning system. The number of maximum iterations is set to a small number. The iterations of Algorithm 1 were stopped when one of the following criteria was fulfilled:

$$\begin{align*}
j &> j_{\text{max}}, \\
d_j^T Cd_j &< 0, \\
|g_{j+1}| &< \min(0.5, \sqrt{|b|})|g_0|.
\end{align*}$$

Typically criterion (27) causes an exit from the loop if the maximum number of iterations, \(j_{\text{max}}\), is smaller than 15.
Figure 1: Demagnetization curve computed for the thin film element of the micromagnetic standard problem 1.

Table 1: Number of iterations and compute time for the micromagnetic standard problem number 1 with a mesh size of 5 nm. The first column gives the maximum number of iterations for solving the preconditioner system ($j_{\text{max}}$) which is a parameter of the Algorithm. The other columns give the number of function evaluations ($evals$), the number of nonlinear iterations ($nli$), the number of linear iterations ($li$), linear iterations for magnetostatics ($mi$), the total time for minimization ($nlt$), the time for the preconditioner ($lt$), and the time for magnetostatics ($mt$). The test runs were done on one GPU.

| $j_{\text{max}}$ | $evals$ | $nli$ | $li$ | $mi$ | $nlt$ (min) | $lt$ (min) | $mt$ (min) |
|------------------|---------|-------|------|------|-------------|------------|------------|
| 0                | 59015   | 29457 | 0    | 1739567 | 853         | 0          | 795        |
| 2                | 23173   | 11536 | 23274 | 698978 | 355         | 22         | 319        |
| 4                | 19595   | 9747  | 39372 | 591830 | 312         | 24         | 270        |
| 6                | 22061   | 10980 | 66412 | 667845 | 363         | 20         | 304        |
| 8                | 23757   | 11828 | 94676 | 715704 | 401         | 22         | 326        |
| 1000             | 57445   | 28672 | 464094 | 1729425 | 1102        | 263        | 786        |

Table 2: Number of iterations and compute time for the micromagnetic standard problem number 1 with a mesh size of 2.5 nm. See Table 1 for a description of the column headings. The test runs were done on two GPUs.

| $j_{\text{max}}$ | $evals$ | $nli$ | $li$ | $mi$ | $nlt$ (min) | $lt$ (min) | $mt$ (min) |
|------------------|---------|-------|------|------|-------------|------------|------------|
| 4                | 33635   | 16767 | 67472 | 1523277 | 2503        | 188        | 2180       |
| 10               | 18107   | 9003  | 90774 | 835459  | 1579        | 263        | 1239       |
Table 3: Number of iterations and compute time for relaxing the vortex state for the micromagnetic standard problem number 3. See Table 1 for a description of the column headings. The test runs were done on one GPU.

| $j_{\text{max}}$ | evals | nli | li | mi | nlt (s) | lt (s) | mt (s) |
|------------------|-------|-----|----|----|--------|-------|-------|
| 0                | 603   | 301 | 0  | 17027 | 51.9   | 0     | 41.0  |
| 4                | 179   | 88  | 337| 5174 | 19.4   | 4.0   | 12.5  |
| 8                | 127   | 61  | 420| 3758 | 17.0   | 5.4   | 9.3   |
| 12               | 107   | 51  | 484| 3177 | 15.8   | 6.2   | 7.8   |
| 16               | 99    | 47  | 564| 2972 | 16.3   | 7.2   | 7.3   |
| 20               | 97    | 46  | 672| 2916 | 17.3   | 8.5   | 7.1   |
| 24               | 107   | 51  | 906| 3211 | 21.1   | 11.4  | 7.9   |
| 1000             | 303   | 149 | 4776| 8911 | 85.7   | 58.9  | 21.6  |

3.2 Micromagnetic standard problem 1

The test case for soft magnetic materials was the micromagnetic standard problem number 1 [30]. The sample is a permalloy film with dimensions $1000 \times 2000 \times 20$ nm$^3$. The material parameters are a magnetization of $\mu_0 M_s = 1.05$ T and an exchange constant of $A = 13$ pJ/m. There is uniaxial magneto-crystalline anisotropy along the long axis of the sample with an anisotropy constant of $K = 500$ J/m$^3$. We compute the demagnetization curve with the external field applied at one degree with respect to the long axis of the sample. For the soft magnetic test the external field was changed from $\mu_0 H_{\text{ext, start}} = 0.05$ T to $\mu_0 H_{\text{ext, stop}} = -0.05$ T in steps of $\mu_0 \Delta H_{\text{ext}} = 0.001$ T. The mesh size was 5 nm, which corresponds to $0.92 l_{\text{ex}}$. The exchange length, $l_{\text{ex}}$, is defined as $l_{\text{ex}} = \sqrt{2A/(\mu_0 M_s^2)}$. The total number of active degrees of freedom is $2.3 \times 10^6$. This is the sum of the magnetization components at the nodes of the magnetic thin film and the magnetic scalar potential at the nodes of the magnet and in the air box that encloses the magnetic sample.

Fig. 1 shows the computed demagnetization curve. Table 1 gives the number of iterations and the compute time for the different tasks. The total number of function evaluations is $\text{evals}$, the total number of nonlinear conjugate gradient iterations is $\text{nli}$, the number of iterations for solving the preconditioning system is $\text{li}$, and the number of iterations for solving the linear system for the scalar potential is $\text{mi}$. Similarly, the time for the nonlinear conjugate gradient method $\text{nlt}$, the time for solving the preconditioning system is $\text{lt}$, and the time for solving the linear system for the scalar potential is $\text{mt}$. The results show that only a few iterations of Algorithm 1 are required in order to achieve a speed-up owing to preconditioning the nonlinear conjugate gradient method. Note that $j_{\text{max}} = 0$ is the nonlinear conjugate gradient method without preconditioning. For $j_{\text{max}} = 4$ the total number of function evaluations and the time to solution decrease by a factor smaller than $1/2$.

In order to check the convergence with respect to the size of the finite element mesh we repeated the calculations with a mesh size of 2.5 nm ($0.46 l_{\text{ex}}$). The total number of finite elements was $40 \times 10^6$ with $20 \times 10^6$ active degrees of freedom. The time for computing the demagnetization curve was 26.3 hours for $j_{\text{max}} = 10$. Table 2 shows the number of iterations and the time to solution for computing the demagnetization curve. Although the number of degrees of freedom increased by a factor of 10 as compared to the simulation with a mesh size of 5 nm, the number of function evaluations is almost the same for the optimal choice of the preconditioner. The demagnetization curve is identical to that shown in Fig. 1.
Figure 2: Energy densities of the twisted flower state and the vortex state for the micromagnetic standard problem 3 as a function of the edge length of a cube. The edge length, $L$, is given in units of the exchange length, $l_{ex}$. The top row shows the two different states for $L = 8.5l_{ex}$.
Table 4: Number of iterations and compute time for permanent magnet materials. See Table 1 for a description of the column headings. The test runs were done on one GPU.

| $J_{\text{max}}$ | evals | nli | li | mi | nlt (min) | lt (min) | mt (min) |
|------------------|-------|-----|----|----|----------|----------|----------|
| 0                | 34673 | 16966 | 0  | 942511 | 709      | 0        | 661      |
| 2                | 12165 | 5712 | 12948 | 371348 | 287      | 13       | 258      |
| 4                | 8950  | 4104 | 18852 | 272754 | 222      | 20       | 189      |
| 6                | 8064  | 3661 | 24827 | 250678 | 212      | 25       | 176      |
| 8                | 6974  | 3116 | 28122 | 221311 | 191      | 27       | 155      |
| 10               | 6585  | 2922 | 32813 | 210275 | 186      | 31       | 146      |
| 12               | 6583  | 2921 | 38978 | 209981 | 191      | 37       | 146      |
| 14               | 6641  | 2949 | 45463 | 211249 | 199      | 43       | 147      |
| 16               | 6834  | 3045 | 51804 | 216784 | 209      | 49       | 151      |
| 1000             | 7486  | 3357 | 94846 | 235638 | 263      | 90       | 164      |

3.3 Micromagnetic standard problem 3

The micromagnetic standard problem 3 is to calculate the single domain limit of a soft magnetic cube. For the simulation we used values for $M_s$ and $A$ similar to those of the micromagnetic standard problem 1. The anisotropy constant was $K = 0.1 \times \mu_0 M_s^2/2$. The mesh size was $0.35 l_{\text{ex}}$. In order to compute the energy of the single domain state and the multidomain state we relaxed the system either starting from the saturated state or a two-domain state with a perfectly sharp transition. We stopped the simulation when the criteria (24) to (26) were fulfilled with $\tau_F = 10^{-12}$. For cubes in the size range of $8.4 l_{\text{ex}}$ to $8.6 l_{\text{ex}}$ the two final states found were the twisted flower state and the vortex state. The twisted flower state and the vortex state (see Fig. 2) were obtained when starting from the saturated state and the two-domain state, respectively. We computed the energy of the two states as function of the size of the cube. The critical size at which the twisted flower state and the vortex state have the same energy is $8.52 l_{\text{ex}}$ which is close to the value reported by Hertel and Kronmüller [24] ($8.56 l_{\text{ex}}$). Though Hertel and Kronmüller applied a conjugate gradient method to minimize the micromagnetic energy, their finite element micromagnetic solver is different from our implementation. They used polar coordinates to satisfy the unit norm constraint and computed the magnetic vector potential to evaluate the magnetostatic energy.

Again preconditioning sped up the simulations. Table 3 shows the iterations and the compute time for relaxing the vortex state for a size of $8.5 l_{\text{ex}}$. Preconditioning gives a speed up by a factor of 3.

3.4 Permanent magnets

We used two different magnetic structures for testing the algorithm for the micromagnetic simulation of permanent magnets. The first test case for permanent magnets was similar to that introduced by Fischbacher and co-workers [18]. The sample is made of one layer of 9 grains. Each grain has an aspect ratio of approximately 2:2:1. The extension of the magnet is about $460 \times 460 \times 100 \text{ nm}^3$. The grains are separated by a non-magnetic grain boundary phase with a thickness of 5 nm. The intrinsic magnetic properties of the hard magnetic phase were $K = 2.37 \text{ MJ/m}^3$, saturation magnetization $\mu_0 M_s = 1.61 \text{ T}$, and exchange constant $A = 9.2 \text{ pJ/m}$. The total number of degrees of freedom for this test was $6.9 \times 10^6$. For computing
the demagnetization curve we started with an external field $\mu_0 H_{\text{ext, start}} = 0$. Then we decreased the external field in steps of $\mu_0 \Delta H_{\text{ext}} = 0.005$ T. The final field value was $\mu_0 H_{\text{ext, stop}} = -3.7$ T. For this sample the proposed preconditioner for the nonlinear conjugate gradient method reduces the time to solution to about 1/4 of the time required to compute the demagnetization curve without preconditioning (see Table 4). The minimum number of function evaluations occurs when the linear system for preconditioning is solved with 10 iterations of the diagonally scaled conjugate gradient method (Algorithm 1). For every outer iteration of the nonlinear conjugate gradient method about 10 inner iterations for the linear system solver are performed. Since we drop the magnetostatic interaction for the inner iterations the preconditioner accounts for 16 percent of the total compute time.

The second test case for permanent magnets was a nanocrystalline magnet. The model was made of 12 grains with an average grain size of 110 nm. The grains are separated by a 4 nm thick grain boundary phase. The magnetization of the grain boundary phase was $\mu_0 M_s = 0.54$ T. The average misorientation angle of the grains was 8 degrees. Each grain is divided into 10 patches. From patch to patch the anisotropy constant varies which mimics local changes in the chemical composition of the magnet. The magnetocrystalline anisotropy constants were Gaussian distributed with a mean of $K = 4.15$ MJ/m$^3$ and a standard deviation of 5 percent. The saturation magnetization $\mu_0 M_s = 1.19$ T and exchange constant $A = 10$ pJ/m. Fig. 3 shows the grain structure and the computed demagnetization curve. The number of active degrees of freedom was $29.2 \times 10^6$. The number of tetrahedrons was $16.8 \times 10^6$. The time to compute the curve shown in Fig. 3 was 72.6 hours without preconditioning. This was reduced to 9.4 hours
by applying the preconditioner with the parameter $j_{\text{max}} = 10$. The iteration counts of Table 5 show that preconditioning reduces the number of nonlinear conjugate gradient iterations by a factor of 1/14.

3.5 Discussion

For both the soft magnetic thin film and the hard magnetic granular structure only a few conjugate gradient iterations are required in order to improve the convergence of the nonlinear conjugate gradient method. Interestingly, preconditioning becomes worse when the preconditioning system is solved too accurately. This indicates that the local quadratic model of the preconditioner, $(1/2)y^T P y$, is valid only in the close vicinity of the current approximation $x_j$. We start Algorithm 1 for solving $P y = g$ with the initial guess $y = 0$. With each iteration of the linear conjugate gradient method $|y|$ grows [44]. We might reach a point which is outside the region where the quadratic model is a good approximation of the micromagnetic energy. Therefore, we need to exit the linear conjugate gradient iterations after a few iterations. Nevertheless, the numerical tests showed significant reduction of the time to solution.

Moreover, we examined the influence of increasing system size to the necessary amount of iterations for the preconditioner system and overall function evaluations. Numerical tests indicate that the optimal number of iterations for preconditioning increases slightly if the discretization is refined. On the other hand, the overall number of function evaluations stay approximately the same, which is in agreement with the usually expected behavior for successfully preconditioned methods like linear conjugate gradients. That is, the number of iterations of our proposed method does not increase with the system size. As a consequence the algorithm is nearly optimal. The time to solution scales almost linearly with problem size. Let us have a look at the computing times for the micromagnetic standard problem 1. Please note that the number of unknowns are the Cartesian components of the unit magnetization vector in the magnet and the magnetic scalar potential in the magnet and the air box. For $2.3 \times 10^6$ degrees of freedom computing the demagnetization curve took 5.2 hours on one GPU. For $20 \times 10^6$ degrees of freedom the time to solution was 26.3 hours on two GPUs. Though a detailed study of the complexity of the algorithm would require more test runs we see the following. Ideally, increasing the system size by factor of 9 (from $2.3 \times 10^6$ to $20 \times 10^6$ degrees of freedom) and doubling the compute power should increase the time to solution by a factor of 4.5. The actual ratio between the compute times for the two different problem sizes is 5.06. The complexity of the function evaluation is mostly due to the solution of the magnetostatic subproblem. The combination of a linearly scaling method for the magnetostatic problem for which we use an algebraic multigrid method together with successful preconditioning led to nearly optimal scaling.

4 Conclusion

A nonlinear conjugate gradient method has been developed which successfully tackles the computationally demanding nonlinear and non-convex constrained optimization problem in micromagnetics. We presented an efficient preconditioning strategy for the nonlinear conjugate gradient method in micromagnetics with significant speed up as demonstrated in several test cases. The preconditioning approach only requires a few iterations (up to 10) of a linear conjugate gradient solver involving only sparse matrix vector products. However, as for the well-known linear conjugate gradient method for unconstrained minimization of quadratic functionals, preconditioning the nonlinear conjugate gradient method aims at maintaining the (almost) linear scaling independent of increasing problem size. Our tests on several (nontrivial) problems computed on GPUs indicate exactly this behavior.
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