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Abstract. The way the human body is depicted in classical and modern paintings is relevant for art historical analyses. Each artist has certain themes and concerns, resulting in different poses being used more heavily than others. In this paper, we propose a computer vision pipeline to analyse human pose and representations in paintings, which can be used for specific artists or periods. Specifically, we combine two pose estimation approaches (OpenPose and DensePose, respectively) and introduce methods to deal with occlusion and perspective issues. For normalisation, we map the detected poses and contours to Leonardo da Vinci’s Vitruvian Man, the classical depiction of body proportions. We propose a visualisation approach for illustrating the articulation of joints in a set of paintings. Combined with a hierarchical clustering of poses, our approach reveals common and uncommon poses used by artists. Our approach improves over purely skeleton based analyses of human body in paintings.
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1 Introduction

The human body is expressive of mood and emotions, as well as intentions, and artists have used the expressive possibilities of the body pose to its fullest extent. Body language can reflect embedded societal or gender differences, or convey intense emotions, which cannot be discriminated by facial expressions only. Consequently, art historians analyse the poses of subjects in paintings in depth.

The portrayal of emotions via poses of a human body was first documented by the cultural and art historian Aby Warburg with his concept of Pathosformel. The term comes from the combination of “Pathos” (emotion) and “formel” (a formula). Warburg traces the Pathosformel back to ancient Greek vase paintings, where a narrative is illustrated in the interactions and compositional
relationships between characters. The same visual elements of postures and gestures are used in recurrent narratives. Warburg’s *Bilderatlas* contains a rich collection of artifacts through which he studied the adoption of poses by various painters and influences between them. This is one of the reasons why automatic pose estimation in paintings is a useful tool for art historians, as composition transfer can be identified through the similarities between the postures of individual characters [10]. Painters often incorporate stylistic elements by copying human poses depicted by other artists.

The automatic detection and statistical analysis of body shapes and poses in paintings can provide art historians with an overview of artists from a new angle. The statistical analysis in artworks usually focus on genre, style, or artist identification [25, 23], whereas pose analysis is relatively rare [9, 15, 14]. It will furthermore be useful in image retrieval for art datasets and archives, as well as for tracking the re-use of visual elements [1] and help with recent efforts in automatic captioning of paintings [6, 2, 22].

The aim of this paper is to use automatic pose estimation methods to create a tool which will allow pose based analyses of paintings. For this purpose, we start from off-the-shelf pose estimators, and then seek to resolve specific issues pertaining to poses in paintings. More specifically, we combine two pose estimators (to complement each other’s shortcomings), followed by an artist-specific normalisation step that corrects occlusions and perspective related distortions based on average body poses depicted by a specific artist. We contribute an artistic pose dataset of Western art that we have semi-automatically annotated for pose ground truth. By applying hierarchical clustering on the detected and corrected poses, we perform a detailed analysis of the joint angles used in paintings in our dataset, and show how the analysis reveals the common and niche pose depictions used and re-used throughout Western art.

This paper is structured as follows. In Section 2, we briefly summarise related work on human pose estimation. Section 3 describes our algorithmic pipeline and its various components. Section 4 describes the dataset we have used and annotated in the study. We illustrate our methods via experimental results in Section 5 and conclude in Section 6.

## 2 Related Work

Human pose estimation from images can be achieved with 2D or 3D models. There are three different types of approaches, using kinematic models (used for 2D / 3D), planar models (used for 2D), and volumetric models (used for 3D). For the kinematic and planar models, body joints are represented with keypoints, and limbs are represented with lines joining those keypoints. While this is suitable for pose analysis in paintings, we will need more than skeleton representations for body depictions, as the same pose can be depicted with different body representations. 

---

4 For example IconClass is a classification system for image content and includes human body poses (https://iconclass.org/31A23).
We distinguish between top-down and bottom-up approaches for pose estimation. In the top-down pipeline, a human body detector is used to obtain each person’s bounding box and a single-person pose estimator is used to predict the locations of keypoints within the bounding box. In the bottom-up pipeline, body joint detectors are used to extract human body joint candidates which are clustered into individual bodies. In general, the bottom-up methods outperform the top-down methods [28]. OpenPose is one of the most commonly used bottom-up models with a real-time performance to estimate the poses for multiple people in one image [3], and we use it to detect keypoints in this work. This is a rapidly growing area, and the keypoint extractor can be updated with more promising approaches. For instance HRNet, while not as widely tested as OpenPose, shows good performance in certain benchmarks [24].

Keypoint estimation is not sufficient for representing body shapes in images. DensePose [7] is a widely used top-down method, which is built on the Faster R-CNN architecture [19]. In addition to keypoints, it provides a segmentation of body parts (i.e. head, torso, arms, hands, legs and feet) for multiple people in the image. We use this approach in this work for detecting body segments, but further enhance the results with keypoints detected by the more accurate OpenPose.

Pose estimation approaches (as well as face detection), are used for automatic analysis of human representations in paintings [21,15,5], but also, the analysis of these key-points and landmarks are further used as a way to statistically analyse artistic datasets [9] and to design higher level analysis and synthesis methods [26,14,4]. Here we detail three related studies further.

Madhu et al. focused on the analysis of figures on Greek vase paintings, which are full of visual narratives, in which the protagonists are depicted by their actions and interactions conveyed through their poses composed against a certain scene [15]. To automatically detect these poses, a styled dataset is generated from the COCO-Persons dataset and a style transfer approach [8] is applied to convert these images to a style similar to Greek vase paintings. Combining a person detector based on Faster R-CNN, and a pose estimator based on HRNet, a model is created and trained on this styled dataset. This model is fine-tuned on a classical archaeology dataset with 2,629 person annotations and 1,728 pose annotations from over 1,000 Greek vase paintings.

In another example by Yaniv et al., facial landmarks are estimated on the portraits [26]. First, a custom artistic portrait dataset is generated with 160 paintings from 10 artists. A multi-task cascaded CNN [27] is used to automatically detect the faces, which are then cropped and resized to images of 256 × 256 pixels. A landmark detection algorithm is applied to extract 68 facial landmarks using the Dlib-ml toolkit [11]. With the help of a natural-faces dataset with 68 landmark annotations per face [20], the geometric differences between natural faces and artistic faces is documented. Not surprisingly, artistic faces have a larger geometric variation due to artistic exaggeration and deformation.

In the third example, a portion of Aby Warburg’s Bilderatlas collection is manually annotated via crowdsourcing for pose key-points [9], and analysed us-
ing statistical methods such as hierarchical and two stage clustering to generate an overview of body pose-clusters. To determine the number of clusters automatically, a two-sample Kolmogorov-Smirnov test is run on the distributions of each joints’ angle. The results show that certain poses from antiquity indeed resurface in Renaissance, however the context of these poses (and hence their emotional content) is changed [9].

While these studies show the potential of computer vision based analyses in the domain of paintings, annotated datasets are very rare for pose keypoints, body segments or facial landmarks. However, the investment to generate these datasets is worthwhile. One possibility is to apply style transfer to already-annotated datasets of photographic images, and use such an augmented dataset as a training set for pose and landmark estimation in paintings. However, paintings may contain more stylised poses than naturally occurring poses in photographs, and manual annotation of paintings can potentially result in better model training. In the end, both approaches are costly, either in terms of computing or manpower. In this paper, we explore to what extent automatic pose estimation with widely used off-the-shelf tools can be used for body pose and shape analysis in paintings.

3 Methodology

Our general analysis approach is illustrated in Figure 1. We use OpenPose and DensePose in parallel to obtain a set of keypoints and segments for the depicted bodies in the paintings. For pose analysis of a group of paintings (such as from a single painter or a style), we use the keypoints from OpenPose, prepare visualisations that depict distributions of joint angles, and following [9], dendrograms to find pose groups. For body shape analysis, we use a shape normalisation step, and generate the average contours from all normalised segments to superpose them on original poses.

3.1 Average contours of body segments

In Western art historical literature, the archetype, or the canon is an example that is considered as the highest standard that transcends the aesthetics of a given era [12]. Such an example can be an artwork, but also the depiction of a pose, or more importantly, the human body. The canonical body, i.e. the perfect proportions of a the human body has been a topic of discussion and elaboration since the ancient Greeks [17]. There have been many descriptions of these proportions, as well as drawings. Among these the Vitruvian Man by Leonardo da Vinci is one of the most well known [15].

In our approach, we use the Vitruvian Man as a standard for normalising extracted body contours of artistic poses, as it has been influential in defining the ideal body proportions in Western art. This allows us to compare different poses with each other at the same scale. Using contours, we propose an approach to mitigate the occlusion and perspective issues that are generally present in
automatic pose estimation, as well as generate an overview for each artist’s preferred style in drawing human bodies: Do they use proportions closer to norm, or do they prefer exaggeration of these by elongating or thickening of body segments? Lastly, through the comparison of average contours we illustrate the differences between the contours of natural poses and artistic poses.

To carry out the normalisation process we follow several assumptions: 1) The head size is different for men and women. The (vertical) size of the head is equal to the vertical distance between the nose and the top of the chest. 2) The body proportions are the same for men and women; 3) The body segments are convex, and can be abstracted as rectangles; 4) The body segments are symmetrical between left and right sides. A specific segment is also symmetrical around its centroid.

We use the head size as a normalisation reference, based on which we scale the length of limbs and area of segments. The baseline Vitruvian Man is referenced by a fixed dimension, i.e., (624 × 624) in pixels, with male head size being fixed at 62 pixels, and the female head size by 58 pixels. The median size, i.e. 23.2 centimetres for men and 21.8 centimetres for women, is taken as the norm. We transform this proportion to 62 pixels for men, and 58 pixels for women. For an input pose from any image, the scale factor is calculated by dividing the standard head size to the actual head size in pixels. Other limbs are scaled accordingly by the same scale factor.

The output of normalisation is a T-pose figure superimposed on the Vitruvian Man with 10 segments, i.e., head, torso, upper and lower arms, upper and lower
legs, respectively. We use the keypoints detected by OpenPose and match these to the DensePose segments, as OpenPose has a higher accuracy for keypoint detection (see Table 1). If a painting has multiple interacting poses, bounding boxes of segments may overlap. In such cases we will discard the data during matching. We also discard instances if the torso is only partially detected since we use this information for rotating the whole pose to a vertical position. We furthermore rotate each segment separately to a vertical or a horizontal position, as required by a T-pose. Lastly we dilate all the segments to their tightest-fitting rectangles.

3.2 Visualising joint distributions

To summarise artists style when it comes to pose geometry, we prepare and visualise distributions for male and female poses by using angle of joints as a reference point. This type of analysis gives an overview of the range of poses for a group of paintings (examples shown in Section 5.3).

The procedure starts with the normalisation of keypoints following these three steps: 1) Validate whether a set of indicative keypoints (we use nose, neck and midhip), are detected. 2) Rotate the whole pose to a vertical position, so that the spine is vertical. 3) Use 60 pixels (size of the head) as a scaling factor to normalise all the poses.

After this procedure is applied to all poses in the selected set, the distributions of the keypoints are visualised by fitting Gaussian ellipsoids on the keypoint locations. Each ellipsoid can be thought of a visualisation of the covariance matrix of the spread of the points. Hence, each ellipsoid stands for the standard distribution of one keypoint for a group of poses. However, while traditionally one standard deviation is used for the contours, we use here half a standard deviation for better visibility. The covariance matrix \( \Sigma \) of the vector for one keypoint \( X = [X_1, X_2] \) can be calculated and represented as \( \Sigma = \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{bmatrix} \).

The coordinate \((x, y)\) of the ellipsoid for the keypoint with its corresponding radius and scale around it is as follows:

\[
x = \frac{\sum_{i=1}^{n} X_1}{n} \quad radius_x = \sqrt{1 + \frac{\sigma_{12}^2}{\sigma_{11} \times \sigma_{22}}} \quad scale_x = \sqrt{\sigma_{11}} \times 0.5
\]
\[
y = \frac{\sum_{i=1}^{n} X_2}{n} \quad radius_y = \sqrt{1 - \frac{\sigma_{12}^2}{\sigma_{11} \times \sigma_{22}}} \quad scale_y = \sqrt{\sigma_{22}} \times 0.5
\]

3.3 Hierarchical clustering

The visualisation of joint distributions explains the range of joints depicted in the poses, whereas by looking at joints in relation to each other it is possible to understand the nature of poses as well. To do that, we carry out hierarchical clustering for artistic poses [9]. This process can also illustrate the common and
niche poses in detail, which can to some extent explain why a pose detector performs better or worse for some poses.

For hierarchical clustering, the keypoints are normalised in three steps: 1) Validate whether all the 6 torso keypoints are detected, i.e., neck, right and left shoulders, midhip, right and left hips. 2) Rotate the whole pose to a standing-up position, with the spine being vertical. 3) Calculate the inner angles for all the triplets of joints. In total, there are 13 such joint triplets, i.e., 1 triplet of (nose, neck, midhip), 6 triplets of the right body: (shoulder, neck, midhip), (elbow, shoulder, neck), (wrist, elbow, shoulder), (hip, midhip, neck), (knee, hip, midhip), (ankle, knee, hip), and 6 symmetric triplets of the left body. The inner angles of each pose on the 2-dimensional plane are treated as a 13-dimensional vector, representative of each pose. These pose vectors are used for agglomerative hierarchical clustering, in which each pose starts in its own cluster, which is merged with other clusters if their pair-wise Euclidean distance is the smallest. The results are depicted in a dendrogram (see Section 5.4), where similar poses are connected with each other by shorter distances, whereas different pose clusters are connected with each other by longer distance.

4 The Artistic Pose (AP) Dataset

To test the inference accuracy of OpenPose and DensePose we decided to generate a dataset by selecting 10 artists from the Painter by Numbers dataset which has 103,250 paintings from Western art that range from the early 11th century to the 2010s. This is similar in size to earlier studies in the literature [26]. We chose artists with more nude paintings, as these were expected to generate the least problems for pose estimation, but the earlier painters have less nude paintings. We also tried to find a gender balance, as well as a genre balance in choosing our artists. The resulting Artistic Pose dataset (from now on called the AP Dataset) covers a wide range both in time and style: Michelangelo (Renaissance), El Greco (Mannerism), Artemisia Gentileschi (Baroque), Pierre-Paul Prud’hon (Romantism), Pierre-Auguste Renoir (Early Impressionism), Paul Gauguin (Post Impressionism), Felix Vallotton (Magical Realism) and Amedeo Modigliani (Expressionism), Tamara de Lempicka (Art Deco), and Paul Delvaux (Surrealism).

We furthermore make use of a natural-pose dataset to bring forth an understanding of the geometric style of natural poses and to compare them to the artistic poses. COCO Persons dataset is one of these datasets with a wide variety of common activities that are manually annotated with respect to the joints and body segments [13]. More importantly, OpenPose and DensePose are trained with this dataset.

The dataset with manual annotations, as well as all the code are made publicly available at [https://github.com/tintinrevient/joints-data](https://github.com/tintinrevient/joints-data).
5 Experimental Results

5.1 Comparison of OpenPose and DensePose

We first apply OpenPose and DensePose on the AP dataset and evaluate their performances. To measure accuracy of keypoint detection, we use PCK (Percentage of Correct Keypoints). The keypoints are considered correct if the distance between the inferred and the true keypoint is within a certain threshold. PCK for each artist is shown in Table 1. For pose analysis, we only use 15 keypoints, namely the nose, neck, midhip, left and right shoulders, elbows, and wrists, left and right hips, knees, and ankles, respectively.

On average for all artists, the inference accuracy of OpenPose is around 80%, and 66% for DensePose. The inference of joints by the paintings of Tamara de Lempicka and Amedeo Modigliani have the least accuracy due to their exaggeration of shapes and proportions. In contrast, Paul Delvaux’s paintings have the highest accuracy by both OpenPose and DensePose, because most of the poses are resting or standing with naturally hanging arms, which constitute easy cases for prediction.

Table 1. The measurement of PCK. The columns list the artists, the total number of people depicted (Male and Female), the number of valid keypoints and segments, accuracy of DensePose (Acc.), PCK of OpenPose (PCK-O) and DensePose (PCK-D)

| Artist              | Subjects | # Keypoints | # Segments | Acc. | PCK-O | PCK-D |
|---------------------|----------|-------------|------------|------|-------|-------|
| Michelangelo        | 15 (14M, 1F) | 214         | 163        | 79%  | 87%   | 63%   |
| El Greco            | 34 (32M, 2F) | 375         | 259        | 42%  | 73%   | 55%   |
| Artemisia Gentileschi | 21 (6M, 15F) | 214         | 182        | 59%  | 86%   | 60%   |
| Pierre-Paul Prud’hon | 15 (7M, 8F) | 216         | 196        | 65%  | 93%   | 82%   |
| Pierre-Auguste Renoir | 19 (19F)     | 237         | 200        | 49%  | 80%   | 63%   |
| Paul Gauguin        | 31 (4M, 27F) | 414         | 335        | 64%  | 82%   | 74%   |
| Felix Vallotton     | 20 (1M, 19F) | 243         | 206        | 66%  | 86%   | 67%   |
| Amedeo Modigliani   | 15 (15F)    | 180         | 147        | 41%  | 40%   | 30%   |
| Tamara de Lempicka  | 18 (1M, 17F) | 227         | 188        | 54%  | 69%   | 52%   |
| Paul Delvaux        | 35 (4M, 31F) | 455         | 371        | 82%  | 89%   | 89%   |

In general, OpenPose outperforms DensePose, especially under scenarios such as multiple people, low contrast, and niche poses, as shown in Figure 2. The universally difficult scenarios are when (1) two people hug or interact closely with each other, (2) the poses have twisted limbs, (3) there are niche perspectives, (4) there are exaggerated shapes, (5) there are exaggerated body proportions. These challenging scenarios are illustrated in the last row of Figure 2 in the mentioned order.

Next, we test the accuracy of DensePose body segment detection, by the percentage of correctly inferred segments over the total number of visible segments.
The joints inferred by OpenPose (first row) and DensePose (second row) under scenarios such as multiple people, low contrast, and niche poses. The last row shows the more difficult scenarios for both OpenPose and DensePose.

(max. 14), as shown in the last column of Table 1. The factors that impact detection are the number of people in the painting, the occlusions of clothes, interacting people, niche poses and perspectives, artistic effects including unusual colouring and brush usage for body segments, and unusual shapes of body segments.

The paintings of Michelangelo and Paul Delvaux have the highest accuracy. In their paintings, most of the poses are nude, hence without interference of clothes and nude skin colours. For Michelangelo, we have one pose per painting to detect, and for Delvaux, the people are distanced from each other. All the poses from Michelangelo are sitting, and most poses from Delvaux are standing, which form the two most common pose groups, and all of their poses are depicted from a frontal view. Lastly, all of their poses follow natural body proportions. Figure 3 shows successful and failed pose detections including these two artists.

As shown in Table 1, the paintings of Amedeo Modigliani and Pierre-Auguste Renoir have the least accuracy, as most of their poses are very challenging. Lying poses of Modigliani, along with his use of overly slender and elongated body proportions are hard to detect. Similarly, El Greco’s elongated bodies are not always easy to segment. If the bodies are painted by blobs of various colours (e.g. Renoir), or if the colour contrast is low (e.g. Gaugin) the inference suffers. The niche perspective poses are also a challenge for inference (e.g. Lempicka). Examples are given in Figure 3.

The root causes of these failures may include the fact that the COCO dataset used in the training of these models has a lower density of natural poses, such as
lying, sitting with back turned to observers, crowds of overlapping people, and such. Instead, many training samples depict single persons, doing sports or with only the upper torso captured. Furthermore, the training data collects mostly common people with common body proportions and height, which are neither too slender, nor too plump. Yet artistic depictions can go to extremes.

5.2 Average Contours of Body Segments

We use Michelangelo and Paul Delvaux as examples to demonstrate the normalisation process and the results (see Figure 4). When we compare these two normalised poses, we see that the body drawn by Michelangelo is more inflated and fills to the brim the under the contours of the Vitruvian Man, whereas Paul Delvaux’s woman is slender. Compared with Paul Delvaux’s standing pose, Michelangelo’s sitting pose exposes three major issues: (1) The right thigh is occluded by the right arm, which leads to the partial segment with a gap in the normalised pose. (2) The thighs are not fully stretched out due to the sitting pose and the viewing perspective. Thus, the corresponding normalised thighs are both shorter. (3) The lower left arm is retracted a little behind the torso, which is further away from the observer. Thus, the corresponding normalised lower left arm is shorter and thinner, compared to the lower right arm.

Figure 4 shows the average contours of the COCO men and women respectively, calculated with the same approach, using 144 men and 150 women from the COCO Person dataset. Superimposing the same pose from Michelangelo and
Fig. 4. Michelangelo’s man (first row) and Paul Delvaux’s woman (middle row). For both rows, left to right: Keypoints by OpenPose, segments by DensePose, normalised DensePose on Vitruvian Man and on the original image. Last row, left to right: 1) Average contour of the COCO men. 2) Average contour of the COCO women. 3) Michelangelo pose imposed on the contour of the COCO men. 4) The Delvaux pose imposed on the contour of the COCO women.

Paul Delvaux on the natural men and women contours shows that Michelangelo tends to exaggerate the muscles of men, as every segment is inflated outside the brim. On the contrary, Paul Delvaux tends to draw the women more slender than their counterparts in the natural poses, as the torso and the limbs shrink a bit width-wise within the borders (see Figure 4).

In summary, the mean contours can give us an intuitive view of artistic and natural poses, focusing on height and width of body segments. For art historical analysis, the segment contours of each artist can be visualised as to how each artist tends to draw human bodies. The contours can be compared with each other to further explore whether there exist significant differences between the drawing styles for each artist, and with that of the COCO men and women contours to analyse whether the artistic contour conforms to or deviates from the natural contours.
5.3 Visualising joint distributions

For the AP dataset, after the first step of the validity check, we have 211 poses. Out of these, 67 poses are male, and 144 female (Figure 5). Different from the distributions of facial landmarks [26], the keypoints are prone to high variance of articulation. For the upper limbs, the wrists occupy a larger ellipsoid than the elbows, as do the elbows compared to the shoulders. Similarly, for the lower limbs, the areas of the ellipsoids are in descending order: ankle > knee > hip. In general, the outer joints swing over a larger circle than the inner joints. We also observe that the joint distributions are similar for both male and female poses, as they are both with arms and legs hanging alongside the torso.

![Figure 5](image)

**Fig. 5.** The mean and 0.5 standard deviation distribution for artistic (AP) and natural poses (COCO). Joints used in the normalisation have smaller variances. From left to right: Males in AP; Females in AP; Males in COCO; Females in COCO.

As a reference, we also analyse the gestures of daily activities captured in photographs. After filtering through the COCO people dataset and a validity check, we use 653 male and 222 female poses for the mean and standard deviation analysis. Compared with artistic poses, natural poses tend to be more varied with wider movement of joints. The natural poses are formed by a wide variety of daily activities and sports, whereas the artistic poses are staged and hence restrained to certain poses (see Figure 5).

5.4 Hierarchical clustering

We use the poses from the paintings of Felix Vallotton as an example to demonstrate the hierarchical clustering results. Among the 15 full-body depictions of Felix Vallotton figures, one can find variations such as lying, sitting, and standing poses. The hierarchical clustering, as shown in Figure 6, cannot distinguish whether a person lies down, sits or stands. But the clusters can differentiate between the stretched and compressed limbs. When the number of clusters is set to 5, cluster 2 and 3 contain the poses with arms thrown up; cluster 4 contains the standing poses with arms relaxed alongside the body; cluster 5 contains the twisted legs and arms.
When the number of clusters is set to 10 in order to generate the hierarchical clustering for all the artists, the outcome shows that there are no clear boundaries between artists. Out of these 10 clusters, there are 2 outstanding clusters with only a small fraction of poses. These are all standing poses with the arms thrown upward. The pose of opening arms appears for example in the religious paintings of El Greco, but similar poses are depicted by Artemisia Gentileschi, Pierre-Paul Prud'hon and is later used by Paul Delvaux as well (see Figure 7).

For comparison, we carried out hierarchical clustering in the COCO dataset to find niche poses for men and women. The rare poses for men are usually with more stretched arms, i.e., swinging back and forth, or the ones with more twisted legs. Moreover, the lying poses barely appear for men. The rare poses for women are the ones with twisted or overly stretched legs, or those with arms thrown upward (Figure 7).

In summary, the hierarchical clustering of the pose vectors can tell the difference of poses in: (1) the orientation, (2) whether the limbs are stretched or compressed, and (3) the completeness of the joints. Via this visualisation method it is also possible to track the transformation and re-use of similar poses by different artists over time. When we compare the artistic and natural poses we see that the poses with arms stretched upward are quite rare for natural poses as they appear only in women’s hugging or lying poses, or in sports. It might be assumed that if trained with more niche poses and niche perspectives from natural poses, OpenPose and DensePose might also perform better at inference of artistic poses.
Fig. 7. First row: The standing poses with arms thrown upward into the air, as an example niche pose from the AP dataset. Middle row: The niche natural poses in the COCO dataset for only men. Last row: The niche natural poses in the COCO dataset for only women.

6 Conclusions

In this paper, we evaluated automated human body analysis for paintings in Western artworks. Specifically, we tested two state of the art pose estimation models, namely DensePose and OpenPose, on a curated and manually annotated artistic dataset of 10 Western Artists from various genres and periods, and reported their performances. OpenPose in general performed better than DensePose, especially for paintings with more than one figure where figures are interacting with each other. There is room for improvement in pose segmentation, and fine-tuning on annotated painting datasets may help.

We used a simple, rule-based approach to improve the performance of DensePose by combining it with the keypoints of OpenPose, and proposed a way of visualising a painter’s preferred body shapes using a normalisation method using Leonardo’s Vitruvian Man. This way, we generate average contours for all poses drawn by a given artist, which can also be used to summarise differences in body shape preferences of artists. For example, a body that looks fat with respect to an average body can be classified as skinny with respect to the artist’s specific style. The same holds true for other shape parameters. Our proposed approach improves over purely skeleton-based analysis of human poses.

Finally, we have analysed the distribution of joints in natural photographs and paintings, and shown how our approach can automatically find niche poses
preferred by artist. The niche poses we found in the AP dataset via the agglomerative hierarchical clustering are also documented in Impett and Susstrunk’s study of Aby Warburg’s Bilderatlas [9], which shows that our automatic approach is useful. Our findings also point out to what kind of poses are needed for the training of pose detectors for paintings.
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