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ABSTRACT. We study discrete Schrödinger operators $H$ with periodic potentials as they are typically used to approximate aperiodic Schrödinger operators like the Fibonacci Hamiltonian. We prove an efficient test for applicability of the finite section method, a procedure that approximates $H$ by growing finite square submatrices $H_n$. For integer-valued potentials, we show that the finite section method is applicable as soon as $H$ is invertible. This statement remains true for $\{0, \lambda\}$-valued potentials with fixed rational $\lambda$ and period less than nine as well as for arbitrary real-valued potentials of period two.

1. INTRODUCTION

Discrete Schrödinger Operators. If one discretises the one-dimensional Schrödinger operator $\Delta + \alpha \cdot$ with potential $\alpha$ by finite differences, one derives a so-called discrete Schrödinger operator $H$, acting on a two-sided infinite sequence $x: \mathbb{Z} \to \mathbb{C}$ via

$$(Hx)_k = x_{k-1} + x_{k+1} + v(k)x_k, \quad k \in \mathbb{Z}.$$ 

Typically, $x$ is an element of $\ell^p(\mathbb{Z})$ with some $p \in [1, \infty]$, where $v$, again called the potential of $H$, is essentially formed by samples of $\alpha$. We will assume that $\alpha$ is bounded on $\mathbb{R}$, whence $v$ is bounded on $\mathbb{Z}$, making $H$ a bounded linear operator on every space $\ell^p(\mathbb{Z})$. If $v$ is a periodic function, $H$ is called a periodic Schrödinger operator. In theoretical solid-state physics, periodic Schrödinger operators represent a standard model for periodic crystals.

Identifying $x$ with a two-sided infinite vector, $H$ acts as a two-sided infinite tridiagonal matrix $(H_{ij})_{i,j \in \mathbb{Z}}$ with the sequence $v$ on the main diagonal and ones on the diagonals immediately below and above. Note that $H$ is self-adjoint on $\ell^2(\mathbb{Z})$ if $v$ is real-valued. Otherwise, $H$ still is normal.

The class of periodic discrete Schrödinger operators is very well-studied and several methods have been developed to understand its spectral properties. This includes Floquet–Bloch theory, see, e.g., [34, Chapter 7] and [28, Chapter XIII.16], the transfer matrix formalism, see, e.g., [9, Section 3] and [18], and more recently and generally the application of the dynamical systems formalism, see [8] and the references therein. In this article, we study the spectrum and the approximation of periodic Schrödinger operators via the method of limit operators and the finite section method.

The Finite Section Method. If $H$ is invertible, to find the unique solution of the system $Hx = b$, one often uses a truncation technique that replaces the original
Let $H_n$ correspond to the finite square submatrix $(H_{ij})_{i,j=-n}^n$, the so-called $n$-th finite section of $H$. We say that the FSM is applicable to $H$ if, for sufficiently large $n$, the inverses $H_n^{-1}$ exist and approximate the inverse of $H$. By approximation we mean that we first embed $H_n^{-1}$ into a two-sided infinite matrix with the same shape as $H$ and that $H_n^{-1}e_j \to H^{-1}e_j$ holds for all canonical unit vectors $e_j \in \ell^p(\mathbb{Z})$. For $p < \infty$ this implies strong convergence $H_n^{-1}x \to H^{-1}x$ for all $x \in \ell^p(\mathbb{Z})$. In particular, the solution of $Hx = b$ can be approximated by the solutions of corresponding finite-dimensional equations.

Some models also use half-line Schrödinger operators $H_+$ on $\ell^p(\mathbb{Z}_+)$, with $\mathbb{Z}_+ := \{0, 1, 2, \ldots\}$, which also can be seen as a restriction of $H$ from (1) with a Dirichlet boundary condition, given by

$$ (H_+x)_k = x_{k+1} + x_{k-1} + v(k)x_k, \quad k \in \mathbb{Z}_+, \quad \text{where } x_{-1} = 0. $$

This operator is then represented by a one-sided infinite matrix $(H_{ij})_{i,j=0}^\infty$. In this case, the $n$-th finite section $H_n$ of $H_+$ is given by the matrix $(H_{ij})_{i,j=0}^n$.

A standard result, see, e.g., [19, 26], shows that:

$$ \text{FSM applicable to } H \iff \begin{cases} (a) H \text{ is invertible} \\ (b) \text{ all but finitely many } H_n \text{ are invertible} \\ (c) \text{ with uniformly bounded inverses } (H_n^{-1}) \end{cases} $$

Note that the equivalence above also analogously holds for one-sided operators $H_+$ instead of $H$.

For some classes of operators, it turns out that the invertibility of $H$ (or $H_+$) alone is already sufficient for the applicability of the FSM, as it already implies the two other conditions. Of course, this simplifies FSM matters a lot. Let us call such an operator FSM-simple – either it has an applicable FSM, or it is not invertible. Consequently, if an FSM-simple operator is invertible, then the FSM is applicable.

**Example: Fibonacci Hamiltonian.** The two-sided infinite discrete Schrödinger operator with potential

$$ v(k) = \chi_{[1-\alpha, 1]}(k\alpha \mod 1), \quad k \in \mathbb{Z}, $$

where $\alpha = \frac{1}{2}(\sqrt{5} - 1)$ is the golden ratio, is called the Fibonacci Hamiltonian. As [23] shows, this operator is FSM-simple.

The Fibonacci potential $v$ is a combinatorically very interesting mix of zeros and ones. Since $\alpha$ is irrational, it is not periodic but a so-called quasiperiodic sequence. The entries $v(k)$ with $k = -1, \ldots, 55$ look like this:

101101011011010110101101101011011010110101

Certain patterns are impossible, others reoccur in interesting ways that are not quite periodic. The patterns 101 and 10 repeat like the ones and zeros on the original level: we observe self-similarity. The Fibonacci potential is, of course, well-studied and well-understood, see, e.g., [5, 6, 7, 33, 36]. The proof in [23] that shows that $H$ is FSM-simple exploits a lot of this complexity and beauty of the Fibonacci Hamiltonian. At the same time, the proof heavily depends on the explicit structure of the Fibonacci Hamiltonian which raises the question of whether every discrete Schrödinger operator with a potential of zeros and ones is in fact FSM-simple.
Our Results. In this paper, we prove sufficient conditions for a periodic Schrödinger operator to be FSM-simple. In particular, all periodic Schrödinger operators with \( \{0, 1\} \)-valued potential are FSM-simple.

**Theorem 1.1.** Let \( p \in [1, \infty] \) and \( H \) be a periodic discrete Schrödinger operator on \( \ell^p(\mathbb{Z}) \) given by (1), where \( v \) is the potential.

(a) If \( v \) is integer-valued, then \( H \) is FSM-simple.

(b) If the period is less than nine and \( v \) only takes values in \( \{0, \lambda\} \) with a fixed rational \( \lambda \), then \( H \) is FSM-simple.

(c) If the period is two and the potential is real-valued, then \( H \) is FSM-simple.

If \( H_+ \) is a periodic discrete Schrödinger operator on \( \ell^p(\mathbb{Z}+) \) given by (2), then statements (a)–(c) hold analogously for \( H_+ \) instead of \( H \).

**Remark 1.2.**

(a) The bound on the period length in Theorem 1.1(b) is optimal. The operator \( H \) with the 9-periodic potential repeating the vector \( \frac{1}{2}(1, 1, 0, 1, 0, 1, 0, 1, 1) \) is not FSM-simple, see Example 4.5 below. The 5-periodic potential repeating \( \frac{1}{\sqrt{2}}(1, 1, 0, 1, 0) \) shows that Theorem 1.1(b) fails if we drop rationality of \( \lambda \), see Example 4.4 below.

(b) The 3-periodic potential repeating \( (2, \frac{1}{2}, \frac{1}{2}) \) shows that Theorem 1.1(c) cannot include period three, see Example 4.2 below.

For \( K \)-periodic Schrödinger operators \( H \) on \( \ell^p(\mathbb{Z}) \) with real-valued potential \( v \), the invertibility is particularly easy to check, see, e.g., [24]: \( H \) is invertible if and only if any of the following matrices has its trace outside \([-2, 2] \):

\[
M^{(j)} = \begin{pmatrix}
-v(K - 1 + j) & -1 \\
1 & 0
\end{pmatrix} \cdots \begin{pmatrix}
-v(1 + j) & -1 \\
1 & 0
\end{pmatrix} \begin{pmatrix}
-v(j) & -1 \\
1 & 0
\end{pmatrix}
\quad \text{for } j \in \mathbb{Z}
\]

\[
\widehat{M}^{(j)} = \begin{pmatrix}
-v(j) & -1 \\
1 & 0
\end{pmatrix} \cdots \begin{pmatrix}
-v(K - 1 + j) & -1 \\
1 & 0
\end{pmatrix}
\]

with \( j \in \mathbb{Z} \). If \( H \) is FSM-simple, then that already settles the applicability of the FSM. However, for periodic Schrödinger operators that are possibly not FSM-simple, in addition to the aforementioned trace condition, one has to check whether

\[
M_2,1 \neq 0 \quad \text{or} \quad |M_{1,1}| > 1,
\]

where \( M \) runs through the set of matrices (3) and (4).

**Theorem 1.3.** Let \( p \in [1, \infty] \), \( H \) be a \( K \)-periodic discrete Schrödinger operator on \( \ell^p(\mathbb{Z}) \) with real-valued potential \( v \) defined by (1), and \( H_+ \) be the restriction on \( \ell^p(\mathbb{Z}+) \) defined by (2). In addition, let \( M^{(j)} \) and \( \widehat{M}^{(j)} \) be given by (3) and (4). Then the following holds:

(a) The FSM is applicable to \( H \) if and only if \( |\text{tr}(M^{(0)})| > 2 \) and

\[
M^{(0)}, \ldots, M^{(K-1)} \text{ and } \widehat{M}^{(0)}, \ldots, \widehat{M}^{(K-1)} \text{ are subject to (5)}.
\]

(b) The FSM is applicable to \( H_+ \) if and only if \( |\text{tr}(M^{(0)})| > 2 \) and

\[
M^{(0)} \text{ and } \widehat{M}^{(0)}, \ldots, \widehat{M}^{(K-1)} \text{ are subject to (5)}.
\]

In particular, the FSM is applicable to \( H_+ \) if it is applicable to its periodic extension \( H \) on \( \ell^p(\mathbb{Z}) \). Moreover, \( H_+ \) is FSM-simple if \( H \) is FSM-simple.
Remark 1.4. The 9-periodic Schrödinger operator $H$ with potential consisting of repeated $\frac{1}{\sqrt{2}} (1, 1, 0, 1, 1, 0, 1, 1, 0)$ is an example where the FSM is applicable to $H_+$ but not to $H$, see Example 4.6 below.

2. THE FSM: OPERATORS AND TOOLS

2.1. Band Operators and the FSM. A discrete Schrödinger operator $H$ can analogously be described by a two-sided infinite tridiagonal matrix $A = (a_{ij})_{i,j \in \mathbb{Z}}$ which is defined by

$$A = \begin{pmatrix} \ddots & \ddots & \ddots & \ddots & 1 & \mu(0) & 1 \mu(1) & 1 & \ddots \mu(2) & \ddots & \ddots \end{pmatrix}.$$  

The so-called finite section method (FSM) for $H$ or $A$ considers the sequence of finite submatrices

$$A_n = (a_{ij})_{i,j = -n}^n, \quad n \in \mathbb{N},$$

and asks the following:

Are the matrices $A$ and $A_n$ invertible for all sufficiently large $n$ and are their inverses (after embedding them into a two-sided infinite matrix) strongly convergent to the inverse of $A$?

In the case of a positive answer, we call the FSM (for $A$) applicable. This approximation of $A^{-1}$ can be used for solving equations $Ax = b$ approximately via the solutions of growing finite systems $A_n$. First rigorous treatments of this natural approximation can be found in [1, 13]. In case the FSM is not applicable in the above sense, it may still be possible to establish an applicability result by passing to suitable modifications $A_n = (a_{ij})_{i,j = n}^{r_n}$ with well-chosen sequences $l_n \rightarrow -\infty$ and $r_n \rightarrow \infty$, see [21, 27].

Neither the FSM nor the following tools and results in Section 2 require self-adjointness (unless we explicitly say so).

Operators like the Schrödinger operator $H$ whose infinite matrix representation only exhibits finitely many non-zero diagonals are a well-known subject of investigation regarding the applicability of the FSM. Operators of this type are summarised in the class of band operators, which we introduce next.

Definition 2.1 (Band-Width and Band Operator). A finite sum

$$A = \sum_{k = -\omega}^{\omega} M_{a^{(k)}} S^k$$

of products of multiplication operators $(M_{a^{(k)}} x)_n = a^{(k)}_n x_n$ with $a^{(k)} \in \ell^\infty(\mathbb{Z})$ and powers of the shift operator, $(S x)_n = x_{n-1}$, is called band operator with band-width $\omega \in \mathbb{N}$.

By definition, a band operator $A$ acts as a bounded operator on every $\ell^p(\mathbb{Z})$ with $p \in [1, \infty]$. In the following, we will identify an operator $A$ on $\ell^p(\mathbb{Z})$ with its usual matrix representation $(a_{ij})_{i,j \in \mathbb{Z}}$ with respect to the canonical basis in $\ell^p(\mathbb{Z})$. 
For band operators with band-width \( \omega \), this matrix is only supported on the \( k \)-th diagonals with \( -\omega \leq k \leq \omega \).

**Remark 2.2.** Whenever necessary, we consider for some index set \( \mathbb{I} \subset \mathbb{Z} \) the space \( \ell^p(\mathbb{I}) \) as a subspace of \( \ell^p(\mathbb{Z}) \). Then the terms in Definition 2.1 naturally carry over to operators \( A \) on \( \ell^p(\mathbb{I}) \) by associating them with the restriction onto the subspace \( \ell^p(\mathbb{I}) \) of their canonical extension by zero.

Here is one fundamental fact about band operators:

**Proposition 2.3.** Let \( B \) be a band operator on \( \ell^p(\mathbb{I}) \) for some \( \mathbb{I} \subset \mathbb{Z} \) and \( p \in [1, \infty] \). If \( B \) is invertible, then \( B \) is also invertible as an operator on \( \ell^q(\mathbb{I}) \) for all \( q \in [1, \infty] \).

**Proof.** First, we identify the Banach space \( \ell^p(\mathbb{Z}) \) with the \( p \)-direct sum \( \ell^p(\mathbb{J}) \oplus \ell^p(\mathbb{I}) \) where \( \mathbb{J} := \mathbb{Z} \setminus \mathbb{I} \) and the norm is given by

\[
\| x \oplus y \| := \begin{cases} \left( \| x \|_{\ell^p(\mathbb{J})}^p + \| y \|_{\ell^p(\mathbb{I})}^p \right)^{1/2} & \text{if } p < \infty, \\ \max \{ \| x \|_{\ell^\infty(\mathbb{J})}, \| y \|_{\ell^\infty(\mathbb{I})} \} & \text{if } p = \infty. \end{cases}
\]

Now, assume that \( B \) is invertible on \( \ell^p(\mathbb{I}) \). We extend the operator \( B \) to an invertible operator \( A \) on \( \ell^p(\mathbb{Z}) \) via

\[
A := \begin{pmatrix} 1_J & 0 \\ 0 & B \end{pmatrix}
\]

with respect to the direct decomposition \( \ell^p(\mathbb{Z}) = \ell^p(\mathbb{J}) \oplus \ell^p(\mathbb{I}) \). Here, \( 1_J \) denotes the identity on \( \ell^p(\mathbb{J}) \). Note that, as a band operator, \( A \) is an element of the so-called Wiener algebra \( \mathcal{W} \), see, e.g., [20, Section 3.7.3]. Due to [17, 5.2.10], the algebra \( \mathcal{W} \) is closed under taking inverses; a concise proof of this fact can also be found in [26, Corollary 2.5.4]. As an element of \( \mathcal{W} \), the inverse \( A^{-1} \) acts boundedly on every space \( \ell^q(\mathbb{Z}) \), \( q \in [1, \infty] \). Consequently, the operator \( A \) is invertible on all spaces \( \ell^q(\mathbb{Z}) \), \( q \in [1, \infty] \). Moreover, we have

\[
A^{-1} = \begin{pmatrix} 1_J & 0 \\ 0 & B^{-1} \end{pmatrix}.
\]

Finally, we conclude that \( B^{-1} \) is a bounded operator on \( \ell^q(\mathbb{I}) \) for all \( q \in [1, \infty] \).  

Back to the FSM: assuming invertibility of \( A \) on \( \ell^p(\mathbb{Z}) \), the applicability of the FSM is equivalent to the uniform boundedness of the inverses \( A_n^{-1} \), a concept that is also known as stability.

**Definition 2.4 (Stability).** A sequence of operators \( (A_n)_{n \in \mathbb{N}} \) defined on \( \ell^p(\mathbb{Z}) \) or \( \ell^p(\mathbb{Z}_+) \) for \( p \in [1, \infty] \) is called stable if there exists \( n_0 \in \mathbb{N} \) such that for all \( n \geq n_0 \), the operators \( A_n \) are invertible and their inverses are uniformly bounded.

The basic result connecting the notions of applicability and stability is known as Polski’s theorem, cf. [14, Theorem 1.4], and it says that \( (A_n) \) is applicable to \( A \) if and only if it is stable and \( A \) is invertible.

Now, stability, and hence applicability, of the FSM sequence \( (A_n) \) in (6) is closely connected to the following entrywise limits

\[
(a_{i+l_n,j+l_n})_{i,j=0}^\infty \quad \text{and} \quad (a_{i+r_n,j+r_n})_{i,j=-\infty}^0
\]

of one-sided infinite submatrices of \( A \), where we consider sequences \( (l_n) \) and \( (r_n) \) with \( \lim_{n \to \infty} l_n = -\infty \) and \( \lim_{n \to \infty} r_n = \infty \) such that the limits in (7) exist.
The following result summarises the aforementioned connections and is a standard outcome regarding the applicability of the FSM for band operators.

**Lemma 2.5** ([4, Lemma 1.2], [27, Theorem 2.3]).

(a) Let $A$ be a band operator on $\ell^p(\mathbb{Z})$ for $p \in [1, \infty]$. Then the following are equivalent:

(i) The FSM is applicable to $A$.

(ii) The sequence $(A_n)$ with $A_n = (a_{ij})_{i,j=−n}^{n}$ is stable.

(iii) The operator $A$ and the limits $L_+$ and $R_-$ from (7) are invertible for all suitable sequences $(l_n)$ and $(r_n)$.

(b) Let $A_+$ be a band operator on $\ell^p(\mathbb{Z}_+)$ for $p \in [1, \infty]$, where $\mathbb{Z}_+ := \{k \in \mathbb{Z} : k \geq 0\}$. Then the following are equivalent:

(iv) The FSM is applicable to $A_+$.

(v) The sequence $(A_n)$ with $A_n = (a_{ij})_{i,j=0}^{n}$ is stable.

(vi) The operator $A_+$ and the limits $R_-$ from (7) are invertible for all suitable sequences $(r_n)$.

2.2. **Limit Operators.** We now focus on an operator-theoretical tool in order to reformulate conditions (iii) and (vi) of Lemma 2.5: the so-called limit operators, cf. [19, 25, 26]. In the following, let $\mathbb{Z}_- := −\mathbb{Z}_+$. Note that both sets, $\mathbb{Z}_-$ and $\mathbb{Z}_+$, include zero.

**Definition 2.6** (Limit Operators and Compressions). Let $A$ be a band operator on $\ell^p(\mathbb{I})$ for $p \in [1, \infty]$ and $\mathbb{I} \in \{\mathbb{Z}_+, \mathbb{Z}_-, \mathbb{Z}\}$. An operator $B \in \ell^p(\mathbb{Z})$ with matrix representation $(b_{ij})_{i,j\in\mathbb{Z}}$ is called a limit operator of $A$ if there is a sequence $h = (h_n)_{n\in\mathbb{N}} \subset \mathbb{Z}$ with $\lim_{n\to\infty} |h_n| = \infty$ and

$$a_{i+h_n,j+h_n} \xrightarrow{n\to\infty} b_{ij}$$

for all $i,j \in \mathbb{Z}$. In this case, we also write $A_h := B$ and say that $h$ is the corresponding sequence to $B$. We denote the set of all limit operators of $A$ by $\text{Lim}(A)$. For $A_h \in \text{Lim}(A)$, we write $A_h \in \text{Lim}_+(A)$ or $A_h \in \text{Lim}_-(A)$ if the corresponding sequence $h$ tends to $+\infty$ or $-\infty$, respectively. Moreover, if $\mathbb{I} = \mathbb{Z}$, we call both operators

$$A_+ := (a_{ij})_{i,j=0}^{\infty} \quad \text{and} \quad A_- := (a_{ij})_{i,j=-\infty}^{0}$$

(one-sided) compressions of $A$. Then we have the identities $\text{Lim}_+(A) = \text{Lim}(A_+)$.

In fact, the operators $L_+$ and $R_-$ from (7) correspond to the one-sided compressions of the limit operators $A_+(l_n)$ and $A_-(r_n)$. Evidently, a limit operator $A_h$ of a band operator $A$ is again a band operator with the same band-width.

We now reformulate Lemma 2.5 in the language of limit operators.

**Proposition 2.7** ([4, Lemma 1.2], [27, Theorem 2.3]). Let $A$ be a band operator on $\ell^p(\mathbb{Z})$ for $p \in [1, \infty]$. Then the FSM for $A$ is applicable if and only if

(a) $A$ is invertible on $\ell^p(\mathbb{Z})$.

(b) for all $R \in \text{Lim}_+(A)$ the compressions $R_-$ are invertible on $\ell^p(\mathbb{Z}_-)$, and

(c) for all $L \in \text{Lim}_-(A)$ the compressions $L_+$ are invertible on $\ell^p(\mathbb{Z}_+)$.

Now let $A_+$ be a band operator on $\ell^p(\mathbb{Z}_+)$ for $p \in [1, \infty]$. Then the FSM for $A_+$ is applicable if and only if

(d) $A_+$ is invertible on $\ell^p(\mathbb{Z}_+)$ and

(e) for all $R \in \text{Lim}_+(A)$ the compressions $R_-$ are invertible on $\ell^p(\mathbb{Z}_-)$. 


The restriction to a particular choice of $p$ in Proposition 2.7 can be dropped, thanks to Proposition 2.3. In subsequent parts of this article, this result will allow us to fall back onto the Hilbert space case $p = 2$ whenever needed.

Recall that a bounded linear operator $A : X \to Y$ between Banach spaces $X$ and $Y$ is called a Fredholm operator if the kernel $\text{Ker}(A)$ and the cokernel $Y/\text{Ran}(A)$ are finite-dimensional. Furthermore, we define the essential spectrum of $A$ by
\[
\sigma_{\text{ess}}(A) := \{ E \in \mathbb{C} : A - E \text{ is not a Fredholm operator} \}.
\]

The next lemma establishes the equivalence of the Fredholmness of a band operator $A$, the invertibility of its limit operators, see [22, 25], or, alternatively, their injectivity on the space $\ell^\infty(\mathbb{Z})$, see [2, 3]. The lemma previously appeared in this form in [23].

Lemma 2.8 ([23, Lemma 2.6]). Let $I \in \{\mathbb{Z}, \mathbb{Z}_+, \mathbb{Z}_-, \mathbb{N}\}$ and $p \in [1, \infty]$. For a band operator $A$, the following are equivalent:

(i) $A$ is a Fredholm operator on $\ell^p(I)$.
(ii) All limit operators of $A$ are invertible on $\ell^p(\mathbb{Z})$.
(iii) All limit operators of $A$ are injective on $\ell^\infty(\mathbb{Z})$.

Remark 2.9. Actually, it is Lemma 2.8, whose first versions (with proof) go back to [25] and somehow finalise in [2, 22], where limit operators naturally enter the scene, and they only reappear in theorems on applicability and stability of operator sequences because the latter is equivalent to Fredholmness of an associated operator.

Here is a simple consequence of Lemma 2.8 about spectra and essential spectra of band operators and their limit operators, see also [22, Corollary 12]:

Proposition 2.10. Let $A$ be a band operator on $\ell^p(I)$ with $I \in \{\mathbb{Z}, \mathbb{Z}_+, \mathbb{Z}_-, \mathbb{N}\}$. Then
\[
\sigma_{\text{ess}}(A) = \bigcup_{B \in \text{Lim}(A)} \sigma(B).
\]

In particular, we have:

(a) If $\sigma(B) = \sigma(B')$ for all $B, B' \in \text{Lim}(A)$, then $\sigma_{\text{ess}}(A) = \sigma(B)$.
(b) If $B \in \text{Lim}(A)$, then $\sigma(B) \subset \sigma_{\text{ess}}(A) \subset \sigma(A)$.
(c) If $I = \mathbb{Z}$ and $A \in \text{Lim}(A)$, then $\sigma(A) = \sigma_{\text{ess}}(A)$.

Proof. By definition, $E \in \sigma_{\text{ess}}(A)$ if and only if $A - E$ is not Fredholm. By the equivalence (i)⇔(ii) in Lemma 2.8, this is equivalent to $B - E$ not being invertible, i.e., $E \in \sigma(B)$, for some $B \in \text{Lim}(A)$.

Lemma 2.8 is particularly useful when dealing with a band operator $A$ that additionally has the property $A \in \text{Lim}(A)$. All subsequent examples of Schrödinger operators will have this property, which is sometimes referred to as self-similarity, cf. [2]. The combination of Proposition 2.3 with Lemma 2.8 leads to the following results that allow us to translate the invertibility problem of an operator into an injectivity problem of its limit operators.

Corollary 2.11. Let $A$ be a band operator with $A \in \text{Lim}(A)$. Then the following are equivalent:

(i) All limit operators of $A$ are injective on $\ell^\infty(\mathbb{Z})$.
(ii) $A$ is invertible on $\ell^p(\mathbb{Z})$ for all $p \in [1, \infty]$.
(iii) $A$ is invertible on $\ell^p(\mathbb{Z})$ for some $p \in [1, \infty]$.
We will show that we choose an energy which implies that the range of

Proof. We only prove (a) since the proof of (b) works completely analogously. For

Let be a self-adjoint invertible band operator on .

(a) If the compression is injective on for all , then is invertible on for all .

(b) If the compression is injective on , then is invertible on for all .

Proof. We only prove (a) since the proof of (b) works completely analogously. For

The range of is dense in : Since is self-adjoint, its compression is also self-adjoint. Therefore, the adjoint is also injective on which implies that the range of is dense in .

The range of is closed in : Since is invertible, it is in particular Fredholm on . Consequently, Lemma (i) gives that all operators in are invertible on . As all limit operators of are invertible on , the implication (ii) in Lemma gives that has a closed range.

3. Periodic Schrödinger Operators

In this section, we will analyse periodic Schrödinger operators and always assume the hypothesis below.

Hypothesis 3.1. Let and be given by

with the real-valued potential : . Assume in addition that is periodic with period , which means and for all .

The potential as well as the operator from above are simply called -periodic. Many facts about such periodic Schrödinger operators are known, see, e.g., [11, 24, 34], such that this section mainly focuses on the interpretation of these facts in the framework of limit operator theory.

3.1. Trace Condition for the Spectrum of Periodic Schrödinger Operators. If we choose an energy and a vector , relation (8) yields the eigenvalue equation

where }
This scalar three-term recurrence can be written as the vector-valued two-term recursion
\[
\begin{pmatrix}
  x_{n+1} \\
  x_n
\end{pmatrix}
= \begin{pmatrix}
  E - v(n) & -1 \\
  1 & 0
\end{pmatrix}
\begin{pmatrix}
  x_n \\
  x_{n-1}
\end{pmatrix}
\text{ for all } n \in \mathbb{Z}.
\]

The $2 \times 2$ matrix in (9) is called transfer matrix and here denoted for each $n \in \mathbb{Z}$ by:
\[
T(n, E) := \begin{pmatrix}
  E - v(n) & -1 \\
  1 & 0
\end{pmatrix}.
\]

The transfer matrices lie in the symplectic group, which means that they satisfy the relation $T(n, E)^T \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} T(n, E) = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. Especially, one knows that eigenvalues of a symplectic matrix always come in pairs $\{\lambda, \lambda^{-1}\}$ and, therefore, their determinant is 1. For a periodic potential with period $K$, we define the monodromy matrix
\[
M(E) := T(K - 1, E) \cdots T(1, E) T(0, E).
\]

Obviously, $M(E)$ brings us from $(x_0 \ldots x_{K-1})$ to $(x_K \ldots x_{2K-1})$, and so on. When it is clear from the context that we only consider the energy $E = 0$, we will write $T(n) := T(n, 0)$ and $M := M(0)$.

As we have seen in Section 2.2, limit operators provide a useful tool for studying Fredholmness and invertibility of operators. The next lemma gives a complete description of the limit operators for periodic Schrödinger operators.

**Lemma 3.2.** Assume Hypothesis 3.1.

(a) Every limit operator of $H$ is again a $K$-periodic Schrödinger operator and

\[
\text{Lim}(H) = \{S^{-k} HS^k : k = 0, \ldots, K - 1\} = \text{Lim}_+(H) = \text{Lim}_-(H),
\]

where $S$ denotes the right shift operator, i.e. $(Sx)_n = x_{n-1}$ for all $n \in \mathbb{Z}$.

(b) $\sigma(B) = \sigma(H)$ for all $B \in \text{Lim}(H)$.

(c) If $B \in \text{Lim}(H)$ with monodromy matrix $M_B(E)$, then we have the identity $\text{tr}(M_B(E)) = \text{tr}(M(E))$ for all $E \in \mathbb{R}$.

**Proof.** (a) Let $B \in \text{Lim}(H)$ with corresponding sequence $(h_k)$. By Definition 2.6, the sequence of representation matrices $(H_k)_{k \in \mathbb{N}}$ with $H_k := S^{-h_k} HS^{h_k}$ converges entrywise to the representation matrix of $B$. As the diagonal of $H$ only consists of the periodic continuation of $w := (v(0), \ldots, v(K - 1))$, the diagonal of the shifted matrix $H_k$ only consists of a periodic continuation of a cyclic permutation of $w$. Hence, in order to converge, the sequence $(H_k)$ has to become constant, eventually. This proves that $B = S^{-k} HS^k$ for some $k \in \{0, \ldots, K - 1\}$.

The other inclusion is straightforward: choosing $h = (k + n \cdot K)_n$, we get
\[
S^{-k} HS^k = \lim_{n \to \infty} S^{-k-n \cdot K} HS^{k+n \cdot K} = A_h \in \text{Lim}(H).
\]

(b) This follows from the fact that the shift operator is an isomorphism on $l^p(\mathbb{Z})$.

(c) From part (a) it follows that the monodromy matrix for $B$ is given by
\[
M_B(E) = T(\tau(K - 1), E) \cdots T(\tau(1), E) T(\tau(0), E),
\]
where $(\tau(K - 1), \ldots, \tau(1), \tau(0))$ is just a cyclic permutation of $(0, 1, \ldots, K - 1)$. Consequently $\text{tr}(M_B(E)) = \text{tr}(M(E))$. \(\blacksquare\)
The complete description of the limit operators of a periodic Schrödinger operator from Lemma 3.2 now allows for a powerful characterisation of invertibility.

**Lemma 3.3.** Assume Hypothesis 3.1. The periodic Schrödinger operator $H$ is invertible on $\ell^p(\mathbb{Z})$ for any $p \in [1, \infty]$ if and only if $H$ is injective on $\ell^\infty(\mathbb{Z})$.

**Proof.** Let $H$ be injective on $\ell^\infty(\mathbb{Z})$. By Lemma 3.2(a), all limit operators of $H$ are shifts of $H$ and hence, also injective on $\ell^\infty(\mathbb{Z})$. In particular, by Lemma 3.2(a) we have $H \in \text{Lim}(H)$. Now, Corollary 2.11 implies that $H$ is invertible on $\ell^p(\mathbb{Z})$ for all $p \in [1, \infty]$. The only-if-part also follows from Corollary 2.11.

The following proposition resembles a well-known result about the spectrum of periodic Schrödinger operators, which can be described by a trace condition of the monodromy matrix, see, e.g., [24]. We still give a proof here, because it employs limit operator techniques and is not very long.

**Proposition 3.4.** Assume Hypothesis 3.1 and let $E \in \mathbb{R}$. Then $E \in \sigma(H)$ if and only if the so-called trace condition, $|\text{tr}(M(E))|$ $\leq$ 2, holds.

**Proof.** A real number $E$ lies in the resolvent set if and only if $H - E$ is invertible on $\ell^p(\mathbb{Z})$. By Lemma 3.3, this is equivalent to $H - E$ being injective on $\ell^\infty(\mathbb{Z})$. However, using (9), this is equivalent to the claim that for all $(\alpha, \beta) \neq (0, 0)$, the two-sided sequence

$$\left( M(E)^n \begin{pmatrix} \alpha \\ \beta \end{pmatrix} \right)_{n \in \mathbb{Z}}$$

is unbounded. This is satisfied if and only if both eigenvalues $\lambda_1$, $\lambda_2$ of $M(E)$ fulfil $|\lambda_i| \neq 1$. Since $M(E)$ has determinant $\det(M(E)) = 1$, this is equivalent to the characteristic polynomial $p(\lambda) = \lambda^2 - \text{tr}(M(E))\lambda + 1$ having two distinct real solutions. Note here that two identical solutions would be $\pm 1$ and two proper complex solutions would be $\lambda_1$, $\bar{\lambda}_1$ with product 1, hence $|\lambda_1| = 1$. However, having two distinct real solutions is equivalent to the discriminant of $p$ being positive, which yields the condition $\text{tr}(M(E))^2 > 4$.

In the following examples, we illustrate the use of the trace condition from Proposition 3.4 for determining the spectrum of periodic Schrödinger operators.

**Example 3.5.**

(a) If the potential $v$ is constant with $v(0) \in \mathbb{R}$, which means $K = 1$, then $\text{tr}(M(E)) = E - v(0)$ and $\sigma(H) = [-2 + v(0), 2 + v(0)]$.

(b) If the potential $v$ has period 2, with $v(0) = -1$ and $v(1) = 1$, we get $\text{tr}(M(E)) = E^2 - 3$ and $\sigma(H) = [-\sqrt{5}, -1] \cup [1, \sqrt{5}]$.

(c) More generally, for a 2-periodic potential, we have

$$\text{tr}(M(E)) = -2 + (E - v(0))(E - v(1)).$$

This shows that we always will have two spectral bands, namely

$$\sigma(H) = \left[ \frac{1}{2}(v(0) + v(1) - \delta), \min\{v(0), v(1)\} \right]$$

$$\cup \left[ \max\{v(0), v(1)\}, \frac{1}{2}(v(0) + v(1) + \delta) \right],$$

where $\delta = \sqrt{16 + v(0)^2 - 2v(0)v(1) + v(1)^2}$ denotes the discriminant of the polynomial $\text{tr}(M(E))$. 

(d) For a potential \( v \) with period 3 given by \( v(0) = 0, v(1) = 1 \) and \( v(2) = 0 \), we get \( \text{tr}(M(E)) = E^3 - E^2 - 3E + 1 \). Therefore, the spectrum is given by \( \sigma(H) = [-\sqrt{3}, -1] \cup [1 - \sqrt{2}, 1] \cup [1 + \sqrt{2}, \sqrt{3}] \).

Corollary 3.6. Assume Hypothesis 3.1. The spectrum of \( H \) consists of at most \( K \) bands. More precisely, there are numbers \( a_1 \leq b_1 \leq a_2 \leq \cdots \leq a_K \leq b_K \) with

\[ \sigma(H) = \bigcup_{i=1}^{K} [a_i, b_i]. \]

Proof. The trace of \( M(E) \) gives us a polynomial \( p_K \) in the variable \( E \) with degree \( K \). A real number \( E \) lies in \( \sigma(H) \) if and only if \( -2 \leq p_K(E) \leq 2 \), by Proposition 3.4. The real zeros of the polynomials \( p_K \pm 2 \) give us the numbers \( \{a_i, b_i\}_{i=1,\ldots,K} \).

3.2. One-Sided Periodic Schrödinger Operators. In this section, we will cut the Schrödinger operator in two different ways to get one-sided operators.

If \( H \) is a periodic Schrödinger operator on \( \ell^p(\mathbb{Z}) \), we let \( H_+ \) denote its one-sided restriction to the space \( \ell^p(\mathbb{Z}_+) \) subject to the Dirichlet boundary condition \( x_{-1} = 0 \). Analogously, let \( H_- \) denote its one-sided restriction to the space \( \ell^p(\mathbb{Z}_-) \) subject to the Dirichlet boundary condition \( x_1 = 0 \). The matrix representation of \( H_\pm \) coincides with the respective one-sided compressions from Definition 2.6.

The following lemma allows us to restrict ourselves to one of the two compressions, \( H_+ \) or \( H_- \).

Lemma 3.7. Assume Hypothesis 3.1. Let \( H^R \) denote the Schrödinger operator with the reversed potential \( v^R(n) := v(-n), n \in \mathbb{Z} \). Then \( \sigma(H) = \sigma(H^R) \), \( \sigma(H_-) = \sigma(H^R_-) \), and \( \text{tr}(M_H) = \text{tr}(M_{H^R}). \)

Proof. Consider the flip operators

\[ \Phi : \ell^p(\mathbb{Z}) \to \ell^p(\mathbb{Z}), \quad (x_n)_{n \in \mathbb{Z}} \mapsto (x_{-n})_{n \in \mathbb{Z}} \]

and

\[ \Phi_- : \ell^p(\mathbb{Z}_+) \to \ell^p(\mathbb{Z}_-), \quad (x_n)_{n \in \mathbb{Z}_+} \mapsto (x_{-n})_{n \in \mathbb{Z}_-}. \]

Clearly, \( \Phi \) and \( \Phi_- \) are isomorphisms. The claims for the spectra follow from the identities \( H = \Phi H^R \Phi^{-1} \) and

\[ H_- = \Phi_- H^R_- \Phi_-^{-1}, \]

which is a straightforward calculation.

To prove the trace identity, we use that a transfer matrix \( T = T(n, E) \) always has the property:

\[ T^{-1} = F T F \quad \text{with} \quad F = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \]

Hence, we also have \( F M_H F = T(K - 1)^{-1} \cdots T(0)^{-1} = M_{H^n}^{-1} \). Taking the trace yields:

\[ \text{tr}(M_H) = \text{tr}(F M_H F) = \text{tr} \left( M_{H^n}^{-1} \right) = \text{tr} \left( M_{H^n} \right), \]

where the last equality holds for every real symplectic matrix.
Since $H \in \text{Lim}(H_+)$, the spectrum of $H_+$ contains that of $H$ as a consequence of Proposition 2.10(b). But how much bigger is it? The answer clearly has something to do with the entries of $H_+$ near the cut-off. To this end, put

$$H_{a..b} := \begin{pmatrix} v(a) & 1 & & \\ 1 & v(a+1) & \ddots & \\ & \ddots & \ddots & \ddots \\ & & \ddots & v(b-1) & 1 \\ & & & 1 & v(b) \end{pmatrix}$$

for $a, b \in \mathbb{Z}_+$ with $a \leq b$. Then indeed, the following proposition allows us to step from the two-sided to the one-sided periodic operator in terms of spectra. It follows directly from [15, Theorem 4.42(i)], where it is even stated for non-self-adjoint operators with three periodic diagonals.

**Proposition 3.8.** Assume Hypothesis 3.1 with period $K \geq 2$. Then

$$\sigma(H_+) = \sigma(H) \cup \left\{ E \in \mathbb{R} : M(E)_{2,1} = 0 \text{ and } |M(E)_{1,1}| < 1 \right\}.$$  

For the entries of $M(E)$ we have the formula

$$M(E) = (-1)^{K+1} \begin{pmatrix} -\det(H_{0..K-2} - E) & -\det(H_{1..K-1} - E) \\ \det(H_{0..K-2} - E) & \det(H_{1..K-2} - E) \end{pmatrix}.$$  

**Proof.** Note that $\sigma(H) = \sigma_{\text{ess}}(H_+)$ by Lemma 3.2(b), Proposition 2.10(a), and Lemma 3.2(a). Since $H$ is self-adjoint on $\ell^2(\mathbb{Z})$, we know that $\sigma(H)$, which is the same for $p \neq 2$, lies on the real axis. This implies that $\mathbb{C} \setminus \sigma_{\text{ess}}(H_+)$ is connected and thus unbounded. With this, identity (12) is a direct consequence of [15, Theorem 4.42(i)] as the tridiagonal matrix representation of $H_+$ has constant upper and lower diagonals. The formula for $M(E)$ is from [15, Section 4.2.3]. $\square$

Note that we have used Proposition 2.10, which is a general result about the essential spectrum of band operators using its limit operators. However, in the case of periodic Jacobi operators, also other proofs for the essential spectrum $\sigma_{\text{ess}}(H_+)$ are known, see, e.g., [32, Theorem 7.2.1].

Now, we present an interlacing property that holds in general for the eigenvalues of Jacobi matrices. Here, these matrices come from a $K$-periodic Schrödinger operator $H$. Then we can consider the following matrices:

$$H_{0..K-2} \quad \text{and} \quad H_{0..K-1}^{\varphi} := H_{0..K-1} + \begin{pmatrix} e^{-i\varphi} \\ e^{i\varphi} \end{pmatrix},$$

for any $\varphi \in [0, 2\pi]$. Both correspond to finite-dimensional restrictions of the operator equation with Dirichlet and periodic boundary conditions, respectively. The eigenvalues of $H_{0..K-1}^{\varphi}$ for all values of $\varphi$ give us the spectrum of the (two-sided) periodic Schrödinger operator $H$ in the following sense

$$\sigma(H) = \bigcup_{\varphi \in [0, 2\pi]} \sigma(H_{0..K-1}^{\varphi}) = \bigcup_{j=1}^{K} [E_{2j-1}, E_{2j}],$$

where $E_1, \ldots, E_{2K}$ is the increasing enumeration of the eigenvalues of $H_{0..K-1}^{0}$ and $H_{0..K-1}^{\pi}$ together. Again, one gets the band structure of the periodic Schrödinger
operator as shown in Corollary 3.6. For more details about this approach, the so-called Floquet–Bloch theory for periodic band operators, see, e.g., [10, Thm 4.4.9], [24], and [34, Chapter 7]. In addition, one finds the following classical interlacing result, cf. [34, Theorem 4.5].

**Proposition 3.9.** Assume Hypothesis 3.1. The eigenvalues of $H_{0,K-2}$ and $H^\phi_{0,K-1}$ are interlacing for every $\phi \in [0,2\pi]$, that is

$$ \tilde{E}_1,\phi \leq E_1 \leq E_2 \leq \cdots \leq E_{K-1} \leq \tilde{E}_K,\phi $$

where $E_1 \leq \cdots \leq E_{K-1}$ and $\tilde{E}_1,\phi \leq \cdots \leq \tilde{E}_K,\phi$ denote the eigenvalues of $H_{0,K-2}$ and $H^\phi_{0,K-1}$, respectively.

**Proof.** The proof can be done analogously to [31, Proposition 2.2] by using the min-max principle, see, e.g., [16, Theorem 4.2.11] and [30, Theorem 12.1]. □

Applying this result, we can supplement Proposition 3.8 with more information. There we have seen that the spectrum of the restricted operator $H_+$ can only be larger than the spectrum of $H$ and the difference can only be given by eigenvalues. These eigenvalues of $H_+$ coincide with those of $H_{0,K-2}$. However, now we conclude with Proposition 3.9 that these eigenvalues necessarily lie inside the gaps of $\sigma(H)$ and that each gap can only add at most one eigenvalue to $\sigma(H_+)$. Since they stem from a cut-off, i.e., imposing a Dirichlet condition, they are often referred to as Dirichlet eigenvalues.

**Example 3.10.** (a) Consider the 2-periodic Schrödinger operator $H$ from Example 3.5(c). For the spectrum of $H_+$, we calculate, according to Proposition 3.8,

$$ \sigma(H_{0,2-2}) = \sigma(v(0)) = \{v(0)\} $$

and

$$ \det(H_{0,1} - v(0)) = \det \left( \begin{pmatrix} v(0) - v(0) & 1 \\ v(1) - v(0) & 1 \end{pmatrix} \right) = -1, $$

which implies $\sigma(H_+) = \sigma(H)$.

(b) For the 3-periodic Schrödinger operator from Example 3.5(d), we find:

$$ \sigma(H_+) = \sigma(H) \cup \left\{-\frac{\sqrt{5} - 1}{2}\right\}. $$

As we have seen, Proposition 3.4 with $E = 0$ gives us a sufficient condition for a periodic Schrödinger operator to be invertible. In order to ensure applicability of the FSM, according to Proposition 2.7, we also need to ensure injectivity of one-sided compressions of periodic Schrödinger operators. Note that, for a one-sided Schrödinger operator, the transfer matrices $T(n)$ still follow the same pattern, as the Dirichlet boundary condition is encoded in the vector $(x_n)$ during the start of the recursion from formula (9). Also recall that $M := M(0)$ abbreviates the monodromy matrix for energy $E = 0$.

**Proposition 3.11.** Assume Hypothesis 3.1. If $H$ is invertible, that is, $|\text{tr}(M)| > 2$, the following are equivalent:

(i) the compression $H_+$ is not injective on $\ell^\infty(\mathbb{Z}_+)$,

(ii) the compression $H_+$ is not invertible on any $\ell^p(\mathbb{Z}_+)$,

(iii) $\left( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right)$ is an eigenvector of $M$ w.r.t. the smaller (in modulus) of the two eigenvalues (the one with $|\lambda_1| < 1)$.}
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The boundedness of this sequence, together with the recursion formula (9) for the one-sided Schrödinger operator then gives us

\[ \|v\| = \|v_0\| = 1 \]

and furthermore

\[
\begin{pmatrix}
  x_K \\
  x_{K-1}
\end{pmatrix} = M \begin{pmatrix}
  x_0 \\
  x_{-1}
\end{pmatrix} = M \begin{pmatrix}
  1 \\
  0
\end{pmatrix}
\]

for all \( n \in \mathbb{Z}_+ \).

Proof. (ii) is independent of \( p \in [1, \infty] \) by Proposition 2.3. (i) \( \Rightarrow \) (ii) is trivial for \( p = \infty \), and (ii) \( \Rightarrow \) (i) follows from Corollary 2.12 for \( p = 2 \).

(iii) \( \Leftrightarrow \) (iv) is obvious: the \( 2 \times 2 \)-matrix \( M \) has the eigenvector \((1, 0)\) if and only if \( M_{2,1} = 0 \). The corresponding eigenvalue is then \( M_{1,1} \).

It remains to show the equivalence of (i) and (iii). To this end, assume that (i) holds. This means that \( H_+ x = 0 \) has a bounded solution \( x \in \ell^\infty(\mathbb{Z}_+) \setminus \{0\} \). We reflect the homogeneous Dirichlet condition by putting \( x_{-1} = 0 \), and we let \( x_0 \neq 0 \) since otherwise the recursion (9) leads to \( x = 0 \). By scaling, we can put \( x_0 = 1 \). The recursion formula (9) for the one-sided Schrödinger operator then gives us

\[
\begin{pmatrix}
  x_K \\
  x_{K-1}
\end{pmatrix} = \begin{pmatrix}
  x_0 \\
  x_{-1}
\end{pmatrix} = M \begin{pmatrix}
  1 \\
  0
\end{pmatrix}
\]

and furthermore

\[
\begin{pmatrix}
  x_{nK} \\
  x_{nK-1}
\end{pmatrix} = M^n \begin{pmatrix}
  1 \\
  0
\end{pmatrix}
\]

for all \( n \in \mathbb{Z}_+ \).

By assumption, the condition \(|\text{tr}(M)| > 2\) holds. As in the proof of Proposition 3.4, this gives for the eigenvalues of \( M \), denoted by \( \lambda_1, \lambda_2 \), the chain of inequalities \(|\lambda_1| > 1 > |\lambda_2|\). Let furthermore \((\xi_1, \xi_2)\) be a corresponding basis of eigenvectors of \( M \). Because \( x \) is bounded, also the vector sequence

\[
\left( M^n \begin{pmatrix}
  1 \\
  0
\end{pmatrix} \right)_{n \in \mathbb{Z}_+}
\]

is bounded. Describing \((1, 0)^T\) with respect to the basis of eigenvectors yields

\[
M^n \begin{pmatrix}
  1 \\
  0
\end{pmatrix} = M^n (\alpha \xi_1 + \beta \xi_2) = \alpha \lambda_1^n \xi_1 + \beta \lambda_2^n \xi_2, \quad n \in \mathbb{Z}_+.
\]

The boundedness of this sequence, together with \(|\lambda_1| > 1 > |\lambda_2|\), implies that \( \alpha = 0 \), so that \((1, 0)^T\) does not have a component into the direction \( \xi_1 \), i.e. it is an eigenvector of \( M \) for the eigenvalue \( \lambda_2 \). So we arrive at (iii).

Finally, from (iii) we conclude, by the same arguments, the boundedness of the vector sequence (13), say \( \|\left( x_{nK} \atop x_{nK-1} \right)\|_\infty < C < \infty \) for all \( n \in \mathbb{Z}_+ \). Since

\[
\begin{pmatrix}
  x_{nK+j} \\
  x_{nK-1+j}
\end{pmatrix} = T(j-1) \cdots T(1) T(0) \begin{pmatrix}
  x_{nK} \\
  x_{nK-1}
\end{pmatrix}
\]

for all \( j \in \{1, \ldots, K\} \), we get that

\[
|x_i| \leq \left\| \begin{pmatrix}
  x_i \\
  x_{i-1}
\end{pmatrix} \right\|_\infty \leq \max_{j=1, \ldots, K} \|T(j-1) \cdots T(1) T(0)\| C, \quad i \in \mathbb{Z}_+.
\]

Hence, the solution \( x \) of the equation \( H_+ x = 0 \) is bounded, which shows (i). \( \square \)

Note that \(|M_{1,1}| = 1\) is impossible in Proposition 3.11(iv) if \( M_{2,1} = 0 \) because, by \( \det(M) = 1 \), then both eigenvalues of \( M \) would have to have modulus one, contradicting \(|\text{tr}(M)| > 2\). Also note that the equivalence of (ii) and (iv) can also be seen directly by Proposition 3.8. We will mostly use the equivalence of their negations:

\[
H_+ \text{ is invertible on all } \ell^p(\mathbb{Z}_+) \iff M_{2,1} \neq 0 \text{ or } |M_{1,1}| > 1.
\]
Proposition 3.11 not only yields the criterion (14), leading to our efficient test (5), it is also the key to the following result about integer-valued potentials.

**Proposition 3.12.** Assume Hypothesis 3.1 with \( p = \infty \) and \( v(n) \in \mathbb{Z} \) for all \( n \in \mathbb{Z} \). If \( |\text{tr}(M)| > 2 \), that means, if \( H \) is invertible, then
(a) \( H_+ \) is injective on \( \ell^\infty(\mathbb{Z}_+) \) and
(b) \( H_- \) is injective on \( \ell^\infty(\mathbb{Z}_-) \).

**Proof.** (a) Let \( H \) be invertible and assume that our claim, injectivity of \( H_+ \) on \( \ell^\infty(\mathbb{Z}_+) \), was false. Then, by Proposition 3.11(i) \( \iff \) (iv), \( M_{2,1} = 0 \) and \( |M_{1,1}| < 1 \). In particular, \( M \) is upper triangular and \( M_{1,1} \) and \( M_{2,2} \) are its eigenvalues. However, \( v(n) \in \mathbb{Z} \) for all \( n \in \mathbb{Z} \) implies \( M \in \mathbb{Z}^{2 \times 2} \) and hence, both \( M_{1,1} \) and \( M_{2,2} \) are integer. Together with \( |M_{1,1}| < 1 \) this implies that the eigenvalue \( M_{1,1} \) is zero, which is impossible since \( \det(M) = 1 \).

(b) Since \( H \) is invertible, \( H^R \) is invertible by Lemma 3.7. Applying (a) to \( H^R \) in place of \( H \) shows that \( H^R_+ \) is injective on \( \ell^\infty(\mathbb{Z}_+) \). But by (11) from the proof of Lemma 3.7, \( H_- \) is injective, too.

### 3.3. Periodic Schrödinger Operators with \( \{0, \lambda\} \)-Valued Potentials

Before we prove our main theorems, we take a closer look at periodic Schrödinger operators with \( \{0, 1\} \)-valued potentials and their relatives. To balance between the Laplace interaction term and the pointwise multiplication by the potential, one often introduces a so-called **coupling constant** \( \lambda > 0 \) as a weight for the \( \{0, 1\} \)-valued potential \( v \). The result is a discrete Schrödinger operator with a \( \{0, \lambda\} \)-valued potential. In the examples announced in Remark 1.2 and Remark 1.4, the potential is of this kind.

For \( K \in \mathbb{N} \) and \( w \in \{0, 1\}^K \), let \( v \in \{0, \lambda\}^\mathbb{Z} \) be the periodic extension of \( \lambda \cdot w \). We consider the discrete Schrödinger operator \( H \) with potential \( v \). Note that we do not specify \( \lambda \) yet but keep it as a variable during most of the following computations.

For applicability of the FSM to \( H \), we are, by Proposition 2.7, interested in the invertibility, and hence the spectra, of
(a) \( H \),
(b) all \( L_+ \) with \( L \in \text{Lim}_-(H) \),
(c) all \( R_- \) with \( R \in \text{Lim}_+(H) \).

So let us look at the union of spectra
\[
\sigma(H) \cup \bigcup_{B \in \text{Lim}(H)} (\sigma(B_+) \cup \sigma(B_-)).
\]

We know from Section 3.2 that \( \sigma(H) \) consists of at most \( K \) closed spectral bands. Further, for \( B \in \text{Lim}(H) \), the spectra \( \sigma(B_+) \) and \( \sigma(B_-) \) are supersets of \( \sigma(B) = \sigma(H) \), only larger by at most one Dirichlet eigenvalue per spectral gap. Let us plot the set (15), while varying the coupling constant \( \lambda > 0 \). Figure 1 shows that plot for \( w = (1, 1, 0, 1) \). Figure 2 shows the union (15) for \( w = (1, 1, 0, 1, 0) \), and Figure 3 for \( w = (1, 1, 0, 1, 0, 1, 0, 1, 1) \). The latter two choices of \( w \) will be revisited in Section 4.2.

### 4. Proofs of Our Main Theorems

In this final section, we bring our results on the invertibility of one- and two-sided periodic Schrödinger operators together to conclude, via Proposition 2.7, our Theorems 1.3 and 1.1 about the FSM. In fact, it is of advantage to give the two proofs
Figure 1. Union (15) of spectra for $H$ with potential $v = \lambda \cdot (1, 1, 0, 1)$, periodically extended, while $\lambda$ changes along the vertical axis. The spectral bands are shown in grey and the Dirichlet eigenvalues in green. If we look at the vertical line at energy $E = 0$, the plot suggests that, whenever $H$ is invertible (not grey), then all the $B_+$ and $B_-$ are invertible (not green). In other words: no green line is crossing the vertical line at $E = 0$. Hence, $H$ should be FSM-simple, where the rigorous proof is given in Section 4.3.

Figure 2. Union (15) of spectra for $H$ with potential $v = \lambda \cdot (1, 1, 0, 1, 0)$, periodically extended, while $\lambda$ changes along the vertical axis. The spectral bands are shown in grey and the Dirichlet eigenvalues in green. This time we see that one Dirichlet eigenvalue crosses the vertical line at energy $E = 0$ and height $\lambda = \frac{1}{\sqrt{2}}$. So, for this $\lambda$, $H$ is invertible (not grey), but the FSM is not applicable (green). In Section 4.3, we detect this example algebraically, and in Example 4.4 it is proven that this operator is indeed not FSM-simple.

in this order – as the first and last subsection of Section 4. In between, we insert a subsection illustrating the use of Theorem 1.3 with examples and a subsection that deals with an algorithm for their systematic study of $\{0, \lambda\}$-valued potentials. The
Figure 3. Union (15) of spectra for $H$ with the 9-periodic potential $v = \lambda \cdot (1, 1, 0, 1, 0, 1, 0, 1, 1)$, periodically extended, while $\lambda$ changes along the vertical axis. The spectral bands are shown in grey and the Dirichlet eigenvalues in green. At $E = 3$ and $\lambda = 2$, two spectral bands merge into one before breaking up again. This time we see that one Dirichlet eigenvalue crosses the vertical line at energy $E = 0$ and height $\lambda = \frac{1}{2}$. So, for $\lambda = \frac{1}{2}$, $H$ is invertible (not grey) but the FSM is not applicable (green). Unlike for periods $K < 9$, this crossing happens at a rational value of $\lambda$. In Section 4.3, we show how to detect these examples algebraically, and in Example 4.5 it is proven that this operator with $\lambda = \frac{1}{2}$ is indeed not FSM-simple.

latter contributes to the proof of Theorem 1.1 that, as already mentioned, forms the last subsection.

The proofs of this section will exploit the following variant of Proposition 2.7 which is made possible by Lemma 3.7 and relies only on one-sided compressions on $\mathbb{Z}_+$ of the limit operators of $H$ and $H^R$:

\[
\text{FSM applicable to } H \iff \begin{cases} 
\text{the following are invertible:} \\
(a) \ H \\
(b) \text{ all } L_+ \text{ with } L \in \text{Lim}_-(H) \\
(c) \text{ all } \tilde{L}_+ \text{ with } \tilde{L} \in \text{Lim}_-(H^R) 
\end{cases}
\]

4.1. Proof of Theorem 1.3. We start with statement (a). Recall that invertibility of $H$ is characterised by the trace formula thanks to Proposition 3.4. Consequently, we assume $H$ to be invertible for the rest of the proof.
In order to complete the proof of (a), we want to use Proposition 3.11 in order to conclude that the invertibility of the one-sided compressions \( L_+ \) and \( \tilde{L}_+ \) is characterised by the condition
\[
M_{2,1} \neq 0 \quad \text{or} \quad |M_{1,1}| > 1,
\]
for their respective monodromy matrices.

Indeed, by Lemma 3.2(a), the limit operators \( L \) and \( \tilde{L} \) are again periodic Schrödinger operators, and as such they are invertible by Lemma 2.8 as a consequence of the invertibility of \( H \) and \( H^R \). As a result, Proposition 3.11 applies and all compressions \( L_+ \) and \( \tilde{L}_+ \) are invertible if and only if their monodromy matrices \( M_L \) and \( M_{\tilde{L}} \) are subject to Condition (16). Note that due to Lemma 3.2(a), we have a one-to-one correspondence between the monodromy matrices \( M_L \) for \( L \in \text{Lim}_-(H) \) and the matrices \( M^{(j)} \) in the formulation of Theorem 1.3. More precisely, \( L = S^{-j} HS^j \) for some \( j \in \{0, \ldots, K-1\} \) which yields \( M_L = M^{(j)} \). A similar one-to-one correspondence also holds for the matrices \( M_{\tilde{L}} \) and \( \tilde{M}^{(j)} \) with \( j \in \{0, \ldots, K-1\} \); this time \( \tilde{M}^{(j)} = M_{\tilde{L}} \) with limit operator \( \tilde{L} = S^{j-1}H^R S^{-j+1} \in \text{Lim}_-(H^R) \).

For statement (b), we employ the second part of Proposition 2.7 which characterises applicability of the FSM to \( H_+ \) via invertibility of \( H_+ \) and of its limit operators \( L_+ \) for \( \tilde{L} \in \text{Lim}_-(H^R) \). As in the proof of part (a), the invertibility of \( H_+ \) and the limit operators \( \tilde{L}_+ \) is characterised by the Condition (16) through Proposition 3.11.

Finally, we assume that \( H \) is FSM-simple and that \( H_+ \) is invertible. Then \( H \) is invertible by Proposition 3.8 and therefore the FSM is applicable to \( H \), which implies that the FSM is applicable to \( H_+ \) as shown above. Hence, \( H_+ \) is FSM-simple.

\[ \square \]

**Remark 4.1.** Note that the argument in the last part of the proof shows that the implication
\[
H \text{ is FSM-simple } \Rightarrow H_+ \text{ is FSM-simple}
\]
generalises to all band operators \( A \) with the property \( A \in \text{Lim}_+(A) \). Indeed, if \( A \) is FSM-simple then invertibility of \( A_+ \) implies, by \( A \in \text{Lim}_+(A) = \text{Lim}(A_+) \) and Lemma 2.8(ii)\( \Rightarrow \) (ii), that \( A \) is invertible. Since \( A \) is FSM-simple, the FSM is applicable to \( A \) and, by Proposition 2.7, it is applicable to \( A_+ \).

4.2. **Proof of Remark 1.2 and 1.4.**

**Example 4.2.** The 3-periodic Schrödinger operator \( H \) with continuously repeated potential \( v(0) = 2, v(1) = \frac{1}{2}, \) and \( v(2) = \frac{1}{2} \) has monodromy matrices
\[
M^{(0)} = \begin{pmatrix} 2 & \frac{3}{2} \\ 0 & \frac{1}{2} \end{pmatrix}, \quad M^{(1)} = \begin{pmatrix} 2 & 0 \\ \frac{3}{2} & \frac{1}{2} \end{pmatrix}, \quad M^{(2)} = \begin{pmatrix} \frac{1}{2} & 0 \\ 0 & 2 \end{pmatrix}.
\]

The trace of \( M^{(0)} \) is \( 2 + \frac{1}{2} = \frac{5}{2} > 2 \), whence \( H \) is invertible. The traces of \( M^{(1)} \) and \( M^{(2)} \) are, not surprisingly, also \( \frac{5}{2} \). But now comes the problem:
\[
M^{(2)}_{2,1} = 0 \quad \text{and} \quad |M^{(2)}_{1,1}| = \frac{1}{2} < 1
\]
so that \( M^{(2)} \) fails the test (5), whence one particular \( L_+ \) with \( L \in \text{Lim}_-(H) \) is not invertible, by Proposition 3.11. More precisely, \( L_+ = (S^{-2}HS^2)_+ = (H_1)_+ \) with \( l = (l_n) = (-3n + 2) \).
It is easy to check that $\tilde{M}^{(2)} = M^{(2)}$ so that also $\tilde{M}^{(2)}$ fails (5). This means that $R_- = H_- = (H_r)_-$ with $r = (r_n) = (3n + 1)$ is not invertible.

By Theorem 1.3(a), the FSM is not applicable to $H$ — although $H$ is invertible. Hence, $H$ is not FSM-simple, as already announced in Remark 1.2(b).

One further checks that the matrices $\tilde{M}^{(0)} = M^{(1)}$ and $\tilde{M}^{(1)} = M^{(0)}$ pass the test (5) which allows to conclude that the applicability of the FSM only fails because of the two “bad” compressions of the limit operators $H_l$ and $H_r$ identified above. However, with the detailed knowledge about the underlying “bad” sequences $(l_n) = (-3n + 2)$ and $(r_n) = (3n + 1)$ corresponding to these limit operators, one can adapt the FSM, see, e.g., [21, 23, 27]. In particular, one can show that the adapted FSM for $H$ with $A_n = (a_{ij})_{i,j}^{l_n,r_n}$ is applicable if the cut-off sequences $(l_n^\prime)$ and $(r_n^\prime)$ asymptotically avoid the sequences $(l_n) = (-3n + 2)$ and $(r_n) = (3n + 1)$, respectively.

**Remark 4.3.** If $v$ is the periodic extension of a palindrome, as in Example 4.2 above (use the palindrome $(\frac{1}{2}, 2, \frac{1}{2})$) and Example 4.5 below, then

$$\{M^{(j)} : j = 0, \ldots, K - 1\} = \{\tilde{M}^{(j)} : j = 0, \ldots, K - 1\},$$

so that, by Theorem 1.3(a) and (b), the FSM is applicable to $H$ if and only if it is applicable to $H_+$. 

**Example 4.4.** The 5-periodic Schrödinger operator $H$ with repeated $\frac{1}{\sqrt{2}}(1, 1, 0, 1, 0)$ has five monodromy matrices $M^{(0)}, M^{(1)}, M^{(2)}, M^{(3)}, M^{(4)}$ and five reversed order monodromy matrices $\tilde{M}^{(0)}, \tilde{M}^{(1)}, \tilde{M}^{(2)}, \tilde{M}^{(3)}, \tilde{M}^{(4)}$.

All ten matrices have the trace $\frac{3}{\sqrt{2}} > 2$, showing that $H$ is invertible, but the monodromy matrix

$$M^{(0)} = \begin{pmatrix} -\frac{1}{\sqrt{2}} & -1 \\ 0 & -\sqrt{2} \end{pmatrix} = \tilde{M}^{(3)}$$

fulfills $M_{2,1}^{(0)} = 0$ and $|M_{1,1}^{(0)}| < 1$. Hence the FSM is not applicable, where one $L_+$ and one $R_-$ are not invertible. The other matrices $M^{(j)}$ and $\tilde{M}^{(j)}$ pass the test (5), though. So, as announced in Remark 1.2(a), this operator $H$ is not FSM-simple.

Note that a similar 7-periodic example was discussed in the Bachelor thesis [35], which initially led to this study of the periodic case in a more structured way.

**Example 4.5.** Consider the 9-periodic Schrödinger operator $H$ with repeatedly $\frac{1}{2}(1, 1, 0, 1, 0, 1, 0, 1, 1)$ as its potential. All monodromy matrices (reflected or not) have trace equal to $-\frac{3}{2} \notin [-2, 2]$, whence $H$ is invertible. Like in Example 4.2, the symmetry of the finite word above leads to symmetry of $v$ and, if $v$ is accordingly shifted, to $M^{(j)} = \tilde{M}^{(j)}$ for all $j$.

The $(2, 1)$-entry of $M^{(j)}$ is zero for $j = 0$ and for $j = 1$:

$$M^{(0)} = \begin{pmatrix} -\frac{1}{2} & 0 \\ 0 & -2 \end{pmatrix} = \tilde{M}^{(0)}, \quad M^{(1)} = \begin{pmatrix} -2 & -\frac{3}{4} \\ 0 & -\frac{1}{2} \end{pmatrix} = \tilde{M}^{(1)}.$$ 

Furthermore, the $(1, 1)$-entry of $M^{(0)}$ is less than one in modulus. Consequently, the FSM does not apply to $H$, so that $H$ is not FSM-simple.
Example 4.6. Consider the 9-periodic Schrödinger operator $H$ with repeatedly \( \frac{1}{\sqrt{2}} (1, 1, 1, 0, 1, 1, 0, 1, 0) \) as its potential. We readily check that

\[
M^{(1)} = \begin{pmatrix}
-\frac{1}{\sqrt{2}} & 2 \\
0 & -\sqrt{2}
\end{pmatrix}
\]

and therefore, as in Example 4.4, the FSM is not applicable to $H$. However, in contrast to Example 4.4, there is no $j \in \{0, \ldots, K-1\}$ such that $M^{(j)} = M^{(1)}$. In fact, one can check that the conditions of Theorem 1.3(b) are satisfied, i.e., that the FSM is applicable to $H_\perp$. For an extensive list of all matrices $M^{(j)}$ and $\tilde{M}^{(j)}$ see [12].

In this computation, we assume that the finite vector $\frac{1}{\sqrt{2}} (1, 1, 1, 0, 1, 1, 0, 1, 0)$ forms entries $v(0), \ldots, v(8)$ of the potential. If we place it at $v(-1), \ldots, v(7)$ then the corresponding $M^{(0)}$, instead of $M^{(1)}$, fails the test (5), so that $H_\perp$ is not invertible, whence the FSM is not applicable to it.

4.3. Systematic Studies of $\{0, \lambda\}$-Valued Potentials. In this section, we show an algorithm to find non-FSM-simple examples like Examples 4.4 and 4.5. And because our algorithm does, in a certain sense, a systematic search, it can even be used to prove a positive result (for certain periods $K$) by not finding such examples.

Recall from Section 3.3 that for $K \in \mathbb{N}$ and $w \in \{0, 1\}^K$, the periodic extension of $\lambda \cdot w$ is denoted by $v \in \{0, \lambda\}^\mathbb{Z}$ and the corresponding periodic Schrödinger operator by $H$.

Without loss of generality, assume $K \geq 2$ and compute the monodromy matrix $M$ by $M(0)$ in (10). Now the four entries of $M$ are given by polynomials in $\lambda$ and, because of (14), we are particularly interested in values $\lambda$ where $M_{2,1} = 0$. Up to period $K = 9$, we can compute these zeros $\lambda$ exactly by radicals for the following reason: the polynomial $M_{2,1}(\lambda)$ has degree at most $K$. One can see, by induction over $K$, that $M_{2,1}(\lambda)$ is always entirely even or odd. Hence, polynomials of degree 6 or 8 can be reduced by substitution $\mu = \lambda^2$ to degree 3 or 4. For degree 5, 7, and 9, one can factor out one $\lambda$ and apply the substitution $\mu = \lambda^2$ to the rest. So one always ends up with a polynomial of degree at most 4 and can solve in radicals by the standard formulas.

Let us demonstrate the procedure for period $K = 3$ in Table 1.

We conclude that, for $K = 3$, all $w \in \{0, 1\}^3$, and all $\lambda \in \mathbb{R}$, the implication

\[
M_{2,1} = 0 \quad \xRightarrow{\text{Table 1}} \quad |\text{tr}(M)| = 2 \quad 3.4 \quad H \text{ is not invertible}
\]

holds. The contraposition of (17) then shows

\[
H \text{ invertible} \quad \xRightarrow{(17)} \quad M_{2,1} \neq 0 \quad 14 \quad H_+ \text{ is invertible}.
\]

By Lemma 3.2(a), all $L \in \text{Lim}_-(H)$ and all $\tilde{L} \in \text{Lim}_-(H^R)$ are again 3-periodic Schrödinger operators with $\{0, \lambda\}$-valued potential that are invertible if $H$ is invertible by Lemma 2.8. We apply the reasoning (18) with $L$ and $\tilde{L}$ in place of $H$ and derive that all corresponding compressions $L_+$ and $\tilde{L}_+$ are invertible if $H$ is invertible.

Summarising, we conclude by Proposition 2.7 that the FSM is applicable to $H$ if $H$ is invertible, i.e., $H$ is FSM-simple. This settles the case $K = 3$ in Theorem 1.1(b).
FINITE SECTIONS OF PERIODIC SCHÖDINGER OPERATORS

\[ M = \begin{pmatrix} -2\lambda^2 + 1 & -2\lambda \\ \lambda & 1 \end{pmatrix} \]

so that \( M_{2,1} = 0 \) if and only if \( \lambda = 0 \). In this case, however \( \text{tr}(M) = 2 \). For \( w = (0, 0, 0, 0) \), one gets \( M = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \), so that \( M_{2,1} = 0 \) for all \( \lambda \in \mathbb{R} \), but also here, \( \text{tr}(M) = 2 \). After checking the other 14 cases of \( w \in \{0, 1\}^4 \) in the same manner, we get the same result as in (17).

The number of cases for period \( K \) is obviously \( 2^K \). Because of this exponential growth, we have written a code in SageMath, cf. [29]. Note that actually all computations are purely symbolic; the zeros are computed exactly up to \( K = 9 \) and all tables and the code are well-documented in [12]. An interim summary at this point could be:

If \( K \in \{1, 2, 3, 4\} \) and \( \lambda \in \mathbb{R} \), then all \( K \)-periodic discrete Schrödinger operators with a \( \{0, \lambda\} \)-valued potential are FSM-simple.

Note that, for \( K = 5 \), one finds that \( H \) defined by \( \lambda = \frac{1}{\sqrt{2}} \) and \( w = (1, 1, 0, 1, 0) \) is not FSM-simple, as shown in Example 4.4 and Figure 2. Also for \( w = (1, 1, 0, 1, 1) \) and \( w = (1, 1, 1, 1, 1) \), the entry \( M_{2,1} \) has irrational zeros with \( |\text{tr}(M)| > 2 \). However, we find that the only non-FSM-simple examples with \( K = 5 \) have irrational \( \lambda \). This behaviour continues up to period \( K = 8 \), proving the statement:

If \( K \in \{5, 6, 7, 8\} \) and \( \lambda \in \mathbb{Q} \), then all \( K \)-periodic discrete Schrödinger operators \( H \) with a \( \{0, \lambda\} \)-valued potential are FSM-simple.

By comparison, we find Examples 4.5 and 4.6 at period \( K = 9 \).

4.4. Proof of Theorem 1.1. We restrict ourselves to the two-sided infinite case here and show that \( H \) on \( ^pL^2(\mathbb{Z}) \) is FSM-simple in the respective situations. By Theorem 1.3, it follows that also the one-sided compression \( H_+ \) is FSM-simple.
For (a): let the potential be integer-valued, and suppose that \( H \) is invertible. We have to show that the FSM is applicable to \( H \). We prove applicability of the FSM via Proposition 2.7. As \( H \) is invertible, it remains to show that all \( L_+ \) with \( L \in \text{Lim}_-(H) \) and all \( R_- \) with \( R \in \text{Lim}_+(H) \) are invertible. We argue with the following three steps:

(A) All \( L \in \text{Lim}_-(H) \) and all \( R \in \text{Lim}_+(H) \) are again periodic Schrödinger operators with integer-valued potential by Lemma 3.2(a), and all are invertible as a consequence of Lemma 2.8 since \( H \) is invertible.

(B) Applying Proposition 3.12 to all such \( L \) and \( R \) in place of \( H \) gives that each \( L_+ \) is injective on \( \ell^\infty(\mathbb{Z}_+) \) and each \( R_- \) is injective on \( \ell^\infty(\mathbb{Z}_-) \).

(C) It remains to apply Corollary 2.12 to every such \( L \) and \( R \), which are, if considered as acting on \( \ell^2(\mathbb{Z}) \), self-adjoint invertible band operators, to see that all \( L_+ \) with \( L \in \text{Lim}_-(H) \) and all \( R_- \) with \( R \in \text{Lim}_+(H) \) are invertible.

This completes the proof of part (a).

For (b): see Section 4.3.

For (c): let \( H \) be a 2-periodic Schrödinger operator with real potential \( v \), not necessarily integer-valued. If \( L \in \text{Lim}_-(H) \) and \( \tilde{L} \in \text{Lim}_-(H^R) \), then also \( L \) and \( \tilde{L} \) are 2-periodic as a consequence of Lemma 3.2(a). By Example 3.10(a), with \( L \) and \( \tilde{L} \) in place of \( H \), we conclude

\[
\sigma(L_+) = \sigma(L) = \sigma(H) \quad \text{and} \quad \sigma(\tilde{L}_+) = \sigma(\tilde{L}) = \sigma(H^R) = \sigma(H).
\]

So if \( H \) is invertible, all \( L_+ \) and \( \tilde{L}_+ \) are invertible, too, and the FSM is applicable to \( H \), by Proposition 2.7.

For a 2-periodic potential, Figure 4 shows a plot of the critical region outside of which the trace condition is fulfilled and the FSM is applicable to \( H \).

![Figure 4](image_url)

**Figure 4.** Example 3.5(c) for \( E = 0 \) gives \( \text{tr}(M) = -2 + v(0)v(1) \). For all points \((v(0), v(1))\) lying outside of the closed grey region, we have \( |\text{tr}(M)| > 2 \). This means \( v(0)v(1) \notin [0, 4] \) and, hence, the FSM for the 2-periodic Schrödinger operator \( H \) with potential \((v(0), v(1))\) is applicable.
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