How Does Cell-Free Massive MIMO Support Multiple Federated Learning Groups?
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Abstract—Federated learning (FL) has been considered as a promising learning framework for future machine learning systems due to its privacy preservation and communication efficiency. In beyond-5G/6G systems, it is likely to have multiple FL groups with different learning purposes. This scenario leads to a question: How does a wireless network support multiple FL groups? As an answer, we first propose to use a cell-free massive multiple-input multiple-output (MIMO) network to guarantee the stable operation of multiple FL processes by letting the iterations of these FL processes be executed together within a large-scale coherence time. We then develop a novel scheme that synchronously executes the iterations of FL processes under multicasting downlink and conventional uplink transmission protocols. Finally, we propose a simple/low-complexity resource allocation algorithm which optimally chooses the power and computation resources to minimize the execution time of each iteration of each FL process.

I. INTRODUCTION

The concept of federated learning (FL), which was first introduced in [1], proposed the radical idea of “not sending raw data to third party companies during learning processes”. It is definitely one shot with multiple critical goals including privacy preservation and communication efficiency. Since then, FL has quickly become an innovation trend for digital systems with a wide range of applications, such as healthcare and self-driving cars to name but a few [2], [3]. In FL, many users (UEs) cooperate to implement the learning. More specifically, first, each UE collects the data and trains a learning model locally. This local learning model will be sent to the central server. The central server then uses all local training models from all UEs to compute the global update, which is then sent back to the UEs for their further local training updates. This process is done iteratively until a certain learning accuracy level is achieved. In many scenarios, the above iterative process needs to be implemented over a wireless network. Thus, designing a good wireless framework to support FL is of particular importance.

There are several works on the implementation of FL over wireless networks, such as [4]–[6] and references therein. These works can be classified into learning-oriented and communication-oriented categories. The first category of papers seeks to improve learning performance (i.e., test accuracy) by reducing the detrimental impacts of wireless networks, such as thermal noise, fading, and estimation errors, on FL [4], [5]. The second category contributes to reducing the time (in sections) of an FL process executed over wireless networks by optimally designing communication schemes [6]. However, all above works considered the case of a single FL group.

It is foreseen that future wireless FL systems will include multiple FL groups, where multiple groups of UEs with different learning purposes participate in multiple FL processes and get the learning results within a short period of time. To support multiple FL groups, a wireless network needs to simultaneously provide very high quality of service (high data rate and high communication reliability) to all UEs in all FL groups. This is a very challenging exercise and requires a suitable wireless communication framework. To the best of our knowledge, there has not been any work studying wireless networks supporting multiple FL groups in the prior literature.

Paper Contribution: Following the communication-oriented paradigm, this work proposes a novel communication scheme to support multiple FL groups. We first propose using cell-free massive MIMO (CFmMIMO) and let multiple iterations (each corresponding to a FL process of a group) be executed in one large-scale coherence time. Thanks to the high array gain, multiplexing gain, and macro-diversity gain, CFmMIMO can provide very good quality of services for all users in the area of interest [7], and hence, it is expected to guarantee a stable operation of each iteration and then the whole FL process. A specific transmission protocol is proposed where the steps within one FL iteration, i.e., downlink transmission, computation at UEs’ devices, uplink transmission, are asynchronous. The downlink follows the multicasting protocol, while the uplink follows the conventional multiuser transmission. We then propose an algorithm to allocate transmit power and processing frequency to reduce the execution time of each FL iteration of each FL group. Numerical results show that our proposed scheme significantly reduces the FL execution time compared to baseline schemes, and confirm that CFmMIMO is a better choice than collocated massive MIMO with the same maximum ratio technique for supporting multiple FL groups.

II. PROPOSED SCHEME AND SYSTEM MODEL

A. Multiple Federated Learning Framework

We consider a multiple FL system, where a central server supports \( N \) FL groups. The \( n \)-th group has \( K_n \) single-antenna UEs. We assume that each UE participates only in one FL group. The FL frameworks of all groups can be different in terms of loss functions but share the same four steps in each iteration as follows [1], [8]:

(S1) A central server sends a global update to all the UEs of each group.

Large-scale coherence time is defined as a time interval where the large-scale fading coefficient remains reasonably invariant.
(S2) With the received global update, each UE updates and solves its local learning problem over its local data and then computes its local update.

(S3) Each UE sends its computed local update to the central server.

(S4) The central server computes the global update by aggregating the received local updates.

The above process is implemented iteratively until a certain learning accuracy level is achieved.

B. CFmMIMO-based Multiple-FL System Model

To support multiple learnings discussed in Section II-A, we propose to use CFmMIMO, i.e. Steps (S1) and (S3) of each learning iteration can be done via the downlink and the uplink of a CFmMIMO system, respectively. Our proposed CFmMIMO-based multiple-FL system includes \( M \) single-antenna APs simultaneously serving \( N \) FL groups in the same frequency bands under time-division-duplexing operation. All the APs are connected to the central processing unit (CPU) (i.e., the central server) via high-capacity backhaul links, and thus, the transmission times between the CPU and all the APs are negligible.

We assume that each FL iteration of each FL group is executed within a large-scale coherence time. This assumption is reasonable since in many scenarios, the execution time of one FL iteration is smaller than the large-scale coherence time \([6]\). With this assumption, we then propose a specific transmission protocol to support the learnings of \( N \) FL groups for each FL iteration as shown in Fig. 1 (a). First, all groups start their FL iterations at the same time when the APs switch to a downlink mode. During this mode, all APs simultaneously send the global updates from the CPU to all users in all groups (corresponding to Step (S1)). Each user will start its local computation if it receives enough global training update (corresponding to Step (S2)). Then, the APs switch to an uplink mode immediately after the receptions of the global training update are completed at all the UEs. During this mode, the users will send their computed local update to the APs (and hence, the CPU) (corresponding to Step (S3)) if they finish the local computation. Since the APs cannot transmit and receive at the same time, the UEs that already finished their uplink transmission will have to wait until all other UEs complete their transmission to start their new FL iterations.

The global and local updates in Steps (S1) and (S3) can be transmitted in one or multiple (small-scale) coherence times based on their sizes, as shown in Fig. 1(b). Each coherence block in Step (S1) (or (S3)) includes the channel estimation phase and the downlink (or uplink) payload data phase.

Assume that at a particular time, there are \( N \) FL iterations of \( N \) FL groups being served. Let \( \mathcal{M} \triangleq \{1, \ldots, M\} \), \( \mathcal{N} \triangleq \{1, \ldots, N\} \), and \( \mathcal{K}_n \) be the sets of APs, groups, and the indices of the UEs in group \( n \), respectively. In the following, we will present the details of each step.

1) Step (S1): In this step, the CPU wants to send the global updates to all users in all groups. This can be done through the downlink transmission. Since the UEs of each group receive the same global update, we propose to use a multicast transmission with a co-pilot assignment for channel estimation. Each coherence block of this step includes two main phases: uplink channel estimation and downlink multicasting.

**Uplink channel estimation:** In each coherence block of length \( \tau_c \) symbols, all the UEs of a given group send the same pilot of length \( \tau_p \) symbols to the CPU \([9]\). We assume that the pilots of \( N \) groups are pairwise orthogonal, which requires \( \tau_p \geq N \). Denote by \( g_{mnk} = (\beta_{mnk})^{1/2} \bar{g}_{mnk} \) the channel from UE \( k \) of group \( n \) to AP \( m \), where \( \beta_{mnk} \) and \( \bar{g}_{mnk} \sim \mathcal{CN}(0,1) \) are the large-scale fading and small-scale fading coefficients, respectively. At AP \( m \), \( g_{mnk} \) is estimated by using the received pilot signals together with the minimum mean-square error (MMSE) estimation technique. By following \([9]\), we can obtain the MMSE estimate of \( g_{mnk} \) as \( \bar{g}_{mnk} \) which is distributed according to \( \mathcal{CN}(0, \tilde{\sigma}_{mnk}^2) \), where
\[
\tilde{\sigma}_{mnk}^2 = \frac{\tau_p \beta_{mnk}}{\tau_c p_{\text{max}}} + 1.
\]

**Downlink multicasting:** Since the global training updates for all users in a given group are the same, the CPU encodes the global training update intended for the UEs of group \( n \) into the same symbol \( s_{d,n} \) and sends all symbols \( s_{d,n}, \forall n \in \mathcal{N} \), to all the APs, where \( \mathbb{E}\{|s_{d,n}|^2\} = 1 \) and \( \mathbb{E}\{\} \) is the expectation operator. After receiving the symbols from the CPU, the APs use conjugate beamforming to precode these symbols. The transmitted signal at AP \( m \) is thus given as \( x_{d,m} = \sqrt{\rho_d} \sum_{n \in \mathcal{N}} \sum_{n' \in \mathcal{K}_n} \sqrt{\tau_c} h_{mn}' s_{d,n'} \), where \( \rho_d \) is the maximum normalized transmit power at each AP and \( h_{mn}' \), \( \forall n \in \mathcal{M}, n' \in \mathcal{N} \), is a power control coefficient associated with AP \( m \) and FL group \( n \). The transmitted power at AP \( m \) is required to meet the average normalized power constraint, i.e., \( \mathbb{E}\{|x_{d,m}|^2\} \leq \rho_d \), which can be expressed as the following per-AP power constraint:
\[
\sum_{n \in \mathcal{N}} \sum_{n' \in \mathcal{K}_n} \sigma_{mnk}^2 \leq 1, \forall m \in \mathcal{M}.
\]
\[
R_{d,nk}(\eta) = \frac{\tau_c - \tau_{dp}}{\tau_c} B \log_2 \left( 1 + \frac{\rho d \left( \sum_{n_l \in K_n} \sum_{m \in M} \eta^{1/2} \sigma_{mnk}^{\min} \sigma_{mn}^{\min} \right)^2}{\rho d \sum_{n_l' \in N} \sum_{m \in M} \eta_{m'nmk} \left( \sum_{n_l \in K_n} \sigma_{m'n}^{\min} \right)^2 + 1} \right),
\]

and \(B\) is the bandwidth.

**Downlink delay:** Let \(S_{d,n}\) (bits) be the data size of the global training update of group \(n\). The transmission time from the APs to UE \(k\) in group \(n\) is given by

\[
t_{d,nk}(\eta) = \frac{S_{d,n}}{R_{d,nk}(\eta)}.
\]

2) Step (S2): In this step, after receiving the global update from the APs in Step (S1), all the UEs run the same number of local computation \(L\) over their local data sets to compute local updates.

**Computation delay:** Denote by \(c_{nk}\) (cycles/sample) the number of processing cycles for a UE \(k\) to process one data sample, which is known \textit{a priori} by an offline measurement [8]. Let \(D_n\) (samples) and \(f_{nk}\) (cycles/s) be the size of the local data set and the processing frequency of the UE \(k\) of group \(n\), respectively. The time for local computation at UE \(k\) of group \(n\) is then given by [6], [8]

\[
t_{C,nk}(f_{nk}) = \frac{LD_{nk}cn_k}{f_{nk}}.
\]

3) Step (S3): In this step, each UE sends its local update to the CPU. This is done via the uplink transmission which include two main phases (uplink channel estimation and uplink data transmission) per coherence block.

**Uplink channel estimation:** Since each UE sends a distinct local update, a dedicated pilot assignment scheme (i.e. pilot sequences assigned for all UEs are pairwisely orthogonal) for channel estimation is considered. The orthogonality assumption simplifies the analysis and enables us to evaluate the performance of our proposed CFmMIMO-based multiple-FL system. The case of non-orthogonal pilots is left for future work. Let \(\tau_{dp}\) be the pilot length. Then, with a dedicated pilot assignment scheme, we need to have that \(\tau_{dp} \geq \sum_{n \in N} K_n\).

The corresponding MMSE estimate \(\hat{g}_{nk}\) is distributed according to \(CN(0, \sigma_{mnk}^2)\), where \(\sigma_{mnk}^2 = \frac{\tau_{dp} d_{nk}^{2}}{\rho_d \sum_{n_l' \in N} \sum_{m \in M} \eta_{m'nmk} \left( \sum_{n_l \in K_n} \sigma_{m'n}^{\min} \right)^2 + 1} [7].

**Uplink payload data transmission:** After sending the pilots for the channel estimation, each user will send its local update to the CPU. The signal transmitted from UE \(k\) of group \(n\) is given by \(x_{u,nk} = \sqrt{\rho_u \zeta_n s_{u,nk}}\), where \(s_{u,nk}\), with \(\mathbb{E}[|s_{u,nk}|^2] = 1\), is the associated symbol, \(\rho_u\) is the maximum normalized transmit power at each UE, and \(\zeta_n\) is the power control coefficient. The power control coefficients are chosen so that the average transmit power is constrained, i.e., \(\mathbb{E}[|x_{u,nk}|^2] \leq \rho_u\), which can be expressed through a per-UE power constraint as

\[
\zeta_n \leq 1, \forall n \in N, n_k \in K_n .
\]

Using the signals received from all the UEs, the APs use the channel estimates to compute and send matched-filtered signals to the CPU for detecting the UE’s message symbols. The achievable rate \(R_{u,nk}(\zeta)\) (bps) of UE \(k\) in group \(n\) is given by (6) [7, Eq. (27)], shown at the top of the next page, where \(\zeta \triangleq \{\zeta_n\}_{n \in N, k \in K_n}\).

**Uplink delay:** Denote by \(S_{u,n}\) (bits) the data size of the local training update of group \(n\). The transmission time (uplink delay) from UE \(k\) of group \(n\) to the APs is given by

\[
t_{u,nk}(\zeta) = \frac{S_{u,n}}{R_{u,nk}(\zeta)}.
\]

**Remark 1:** We want to emphasize that the achievable downlink and uplink rates given in (2) and (6), respectively, are obtained under the case that all users participate in the transmission. However, as we can see from the transmission protocol in Fig. 1, for a given time, some users may have finished their transmission, and hence, do not participate in the downlink or uplink transmission with other users at the same time. This will not cause any issue with our design since the rates (2) and (6) are still achievable under this case.

4) Step (S4): After receiving all the local updates, the CPU computes its global update. Since the CPU computational capability is far more powerful than that of the UEs, the delay of computing the global update is assumed as negligible.

**III. PROBLEM FORMULATION AND SOLUTION**

Reducing the learning time is one of the key targets of wireless communications-based FL systems. Thus, in this section, we propose to allocate the transmit powers and processing frequency to minimize the time of one FL iteration of every group. As shown in Fig. 1, at the current iteration, every group needs to wait until all groups finish their iterations to start a new iteration. Therefore, the time of one FL iteration of every group is the longest delay caused by one UE in the network. Therefore, we formulate an optimization problem as follows:

\[
\min \eta \sum_{n \in N} \max_{n_k \in K_n} \left( t_{d,nk}(\eta) + t_{C,nk}(f_{nk}) + t_{u,nk}(\zeta) \right) \quad \text{s.t.} \quad (1), (5)
\]

\[
0 \leq \eta, 0 \leq \zeta_n, \forall m, n, n_k \quad \text{(8b)}
\]

\[
0 \leq f_{nk} \leq f_{max}, \forall n, n_k \quad \text{(8c)}
\]

\[
\max_{n \in N} \max_{n_k \in K_n} t_{d,nk} \leq \min_{n \in N} \min_{n_k \in K_n} \left( t_{d,nk} + t_{C,nk} + t_{u,nk} \right) \quad \text{(8d)}
\]

where \(f \triangleq \{f_{nk}\}_{n \in N, n_k \in K_n}\). Here, (8d) is introduced to ensure that every UE sends its local update during the uplink mode of the APs. In particular, it models the scenario that the UE, which finishes its downlink transmission and local computation the earliest, starts its uplink transmission after the UE, which finishes its downlink transmission the latest, starts its local computation (as seen in Fig. 1(a)).

The problem (8) can be rewritten in an epigraph form as

\[
\min \eta \quad \text{s.t.} \quad (1), (5), (8b)
\]

\[
r_{d,nk} \leq R_{d,nk}(\eta), \forall n, n_k \quad \text{(9b)}
\]

\[
r_{u,nk} \leq R_{u,nk}(\zeta), \forall n, n_k \quad \text{(9c)}
\]

\[
0 \leq r_{d,nk}, 0 \leq r_{u,nk}, \forall n, n_k \quad \text{(9d)}
\]

In general, the objective should be the time of the whole FL process of each group. However, minimizing this time is very challenging and somehow impractical due to sophisticated synchronization requirements. In addition, reducing the learning time of each iteration will also lead to a reduction in the learning time of the whole FL processing.
\[ R_{u,n_k}(\zeta) = \frac{\tau_e - \tau_{dp}}{\tau_e} B \log_2 \left( 1 + \frac{\rho_u \sum_{n' \not\in N} \sum_{f \in K_{n'}} \zeta_{n'} \sum_{m \in M} \sigma_{mn}^2 \beta_{mn} \beta_{mn} + \sum_{m \in M} \sigma_{mn}^2} {\rho_u \sum_{n' \not\in N} \sum_{f \in K_{n'}} \zeta_{n'} \sum_{m \in M} \sigma_{mn}^2 \beta_{mn} \beta_{mn} + \sum_{m \in M} \sigma_{mn}^2} \right), \] (6)

Algorithm 1: Solving problem (8)

1. Initialize: Set \( i = 0 \) and choose a random point \( \bar{x}^{(0)} \in \mathcal{F} \).
2. repeat
3. Update \( i = i + 1 \)
4. Solving (20) to get its optimal solution \( \bar{x}^* \)
5. Update \( \bar{x}^{(i)} = \bar{x}^* \)
6. until convergence

Output: \((\eta^*, \zeta^*, f^*)\)

\[ + 2 \frac{\Psi_{\eta^*}^{(i)} \Psi_{\zeta^*}^{(i)} + \Xi_{\eta^*}^{(i)} + \Xi_{\zeta^*}^{(i)}} {\Xi_{\eta^*}^{(i)} + \Xi_{\zeta^*}^{(i)}} \leq R_{u,n_k}(\mathbf{u}), \] (15)

where \( \Xi_{\eta^*}(\mathbf{u}) = \rho_u \sum_{n' \not\in N} \sum_{f \in K_{n'}} \sum_{m \in M} \sigma_{mn}^2 \beta_{mn} \beta_{mn} + \sum_{m \in M} \sigma_{mn}^2 \), and \( \Psi_{\eta^*}(u_{n_k}) = \sqrt{\rho_u u_{n_k} \sum_{m \in M} \sigma_{mn}^2} \).

As such, (9j), (9k), (11b), and (11c) can be approximated respectively by the following convex constraints:

\[ q_{1, u, n_k} \leq \tilde{R}_{d,n_k}(\mathbf{u}), \forall n, k, \] (16)
\[ q_{2, u, n_k} \leq \tilde{R}_{d,n_k}(\mathbf{u}), \forall n, k, \] (17)
\[ r_{d,n_k} \leq \tilde{R}_{d,n_k}(\mathbf{u}), \forall n, k, \] (18)
\[ u_{n_k} \leq \tilde{R}_{u,n_k}(\mathbf{u}), \forall n, k. \] (19)

At iteration \((i + 1)\), for a given point \( \bar{x}^{(i)} \), problem (11) (and hence, (9)) can finally be approximated by the following convex problem:

\[ \min_{\bar{x}} \quad \frac{1}{2} \sum_{k} \| \bar{x} - \eta^* \|^2 + \sum_{m,n} \frac{1}{2} \| \bar{x} - \zeta^* \|^2, \] (20)

where \( \bar{F} = \{ (9d) - (9i), (11d) - (11f), (16) - (19) \} \) is a convex feasible set.

In Algorithm 1, we outline the main steps to solve problem (8). Let \( \mathcal{F} = \{ (1), (5), (8b) - (8d) \} \) be the feasible set of (8). Starting from a random point \( \bar{x} \in \mathcal{F} \), we solve (20) to obtain its optimal solution \( \bar{x}^* \), and use \( \bar{x}^* \) as an initial point in the next iteration. The algorithm terminates when an accuracy level of \( \varepsilon \) is reached. In the case when \( \bar{F} \) satisfies Slater’s constraint qualification condition, Algorithm 1 will converge to a Karush-Kuhn-Tucker (KKT) solution of (11) [11, Theorem 1]. In contrast, Algorithm 1 will converge to a Fritz John (FJ) solution of (11). By using the variable transformation (10), it can be seen that the KKT (resp. FJ) solution of (11) satisfies the KKT (resp. FJ) conditions of (9) and (8).

IV. NUMERICAL EXAMPLES

A. Network Setup and Parameter Setting

Consider a CFmMIMO network, where the APs and UEs are randomly located in a square of \( D \times D \) km\(^2\). The distances between adjacent APs are at least 50 m. We set \( \tau_c = 200 \) samples. The large-scale fading coefficients, i.e., \( \beta_{mn} \), are modeled in the same manner as [12, Eqs. (37), (38)]. For ease of presentation, all groups have the same number of UEs, i.e., \( K_n = K, \forall n \). The total number of UEs is thus \( NK \). We choose \( \tau_{dp} = N, \tau_{dp} = NK, S_u = S_u = 5 \) MB, noise power \( \sigma_0^2 = -92 \) dBm, \( f_{max} = 3 \times 10^9 \) cycles/s, \( D_n = 5 \times 10^6 \) samples, \( c_{n_k} = 20 \) cycles/samples [8], for all \( n, k \), \( \alpha = 2 \times 10^{-29} \).

Let \( \tilde{\rho}_d = 1 \) W, \( \tilde{\rho}_u = 0.2 \) W and \( \tilde{\rho}_p = 0.2 \) W be the maximum
outperforms colocated mMIMO. In particular, the reduction of the number of antennas (i.e., APs) increases, leading to a decrease of up to 40% in the execution time of one FL iteration as shown in Fig. 2.

Figs. 2 and 3 also show that CFmMIMO significantly outperforms colocated mMIMO. In particular, the reduction in the time of one FL iteration is by up to 87% with $M = 80$, $K = 10$. This is reasonable because CFmMIMO, with antennas distributed over a geographic area, is likely to suffer less from UEs with unfavorable links than colocated mMIMO. Higher coverage probability and lower training time are thus expected.

V. CONCLUSION

This work has proposed a novel scheme with CFmMIMO as a solution for future wireless networks to support multiple FL groups. Using successive convex approximation techniques, we have also successfully proposed an algorithm to allocate power and processing frequency in order to optimally reduce the training time of each FL iteration. Numerical results showed that our proposed algorithm significantly reduces the time of each FL iteration over the baseline schemes. They also confirmed that with the same maximum ratio technique to support multiple FL groups, CFmMIMO is a better choice than colocated mMIMO.
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