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Abstract—Global position control for underactuated bipedal walking is a challenging problem due to the lack of actuation on the feet of the robots. In this paper, we apply the Hybrid-Linear Inverted Pendulum (H-LIP) based stepping on 3D underactuated bipedal robots for global position control. The step-to-step (S2S) dynamics of the H-LIP walking approximates the actual S2S dynamics of the walking of the robot, where the step size is considered as the input. Thus the feedback controller based on the H-LIP approximately controls the robot to behave like the H-LIP, the differences between which stay in an error invariant set. Model Predictive Control (MPC) is applied to the H-LIP for global position control in 3D. The H-LIP stepping then generates desired step sizes for the robot to track. Moreover, turning behavior is integrated with the step planning. The proposed framework is verified on the 3D underactuated bipedal robot Cassie in simulation together with a proof-of-concept experiment.

I. INTRODUCTION

Global position control (e.g., following a path) is an important behavior for enabling bipedal robots and humanoids to locomote through cluttered environments [1], [2]. It has been realized on fully actuated humanoid robots, typically through a model predictive control approach [3], [4], [5], [6], [7], [8] for planning the footsteps and center of mass (COM) trajectories [9] with the constraint that the Zero Moment Point (ZMP) always remains inside the support polygon [10]. The desired COM dynamics can be embedded on full-dimensional robots [11], [12], [13]. However, fully actuated robots using ZMP controllers oftentimes lead to slow and conservative walking motions due to the relatively large inertias of the legs and limited actuation on the ankles.

Underactuated bipedal robots, where feet are not actuated and thus light, typically can produce more dynamic walking behaviors [14], [15], [16]. The downside of the underactuation lies in the difficulty of balancing. It requires appropriate stepping to avoid falling [17], [18], [19], [20]. The notion of stability is not well-understood in contrast to foot stability with ZMP for fully actuated robots. Because of this, the literature has been largely focused on generating and stabilizing local periodic behaviors of 3D underactuated bipedal walking robots [21], [22], [23], [24] or utilizing existing stable walking for certain tasks [25]. Global position control on underactuated walking has been much less explored.

To address the global position control problem on underactuated bipeds, we apply the step planning based on the Hybrid Linear Inverted Pendulum (H-LIP) model [26], [27]. The H-LIP approximates the underactuated translational dynamics of the walking, and the step-to-step (S2S) dynamics of the H-LIP can also approximate the S2S dynamics of the underactuated robotic walking. The Model Predictive Control (MPC) is formulated on the H-LIP for realizing a global walking behavior; the H-LIP based stepping is then applied on the robot to keep the error between the horizontal states of the robot and the states of the H-LIP in an error (disturbance) invariant set. Thus the global walking behavior is approximately realized on the robot.

The use of the H-LIP is different when compared to the application of the canonical LIP on fully actuated humanoids [3], [7], [9], [28]. The foot underactuation prevents directly controlling the robot’s COM dynamics to follow pendulum models exactly, since there is no ankle torque and the natural dynamics of the two are different. The perspective of the approach in this paper is to view the model difference between the underactuated robot and the H-LIP as disturbances to the H-LIP, and the feedback controller is applied to bound the error between two systems.

The proposed approach of the step planning via H-LIP for global position control is implemented on the underactuated 3D biped Cassie in simulation for tracking various paths with different shapes, including: a circle, a sinusoid, a square, and a cardioid. Moreover, the method can also avoid obstacles and reject disturbances during walking. Additionally, as a proof-of-concept, we experimentally verify the approach by tracking one simulated walking path showing dynamic consistency, i.e., that the path produced by the robot in simulation can be tracked on the robot hardware. The goal is to enable underactuated bipedal robots to walk under global position control in cluttered and dynamic environment autonomously.
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II. Global Position Control via Stepping

In this section, we describe the problem which we are interested to solve and explain the approach of the stepping based on the Hybrid-Linear Inverted Pendulum (H-LIP).

A. Problem Definition

We consider the bipedal robot walks on flat ground in a 3D environment. The robot is given a walking path with a terminal location that it should reach. We assume the path is planned via a high-level planner from all the sensors on the robot. The path is supposed to be relatively-smooth and obstacle-free. Additionally, the path is also generated with a speed profile, which is assumed to be feasible for the robot to realize. We parameterize the desired path by \( r(t) \), which is:

\[
\mathbf{r}(t) = [r^d_x(t), r^d_y(t), r^d_z(t)]^T, \tag{1}
\]

where \( r^d_x(t), r^d_y(t) \) are the positions in the global frame and \( r^d_z(t) \) be the angle of the tangent line to the path. The task for the walking is to drive the robot (depicted by its COM) to follow the path with a given time.

Note that, the provided path is not necessary for global position control. The approach in the paper can also handle the cases when the robot has to avoid obstacles by itself via the global position control. This becomes useful if the robot moves in a dynamic environment where an obstacle-free path may be difficult to plan in real-time. Additionally, the approach can handle unknown external disturbances. These applications will be presented in the results.

B. H-LIP Based Stepping via S2S Approximation

Direct control of the COM of the robot to follow a trajectory is not possible on underactuated bipedal walking. Instead, controlling the location of the foot (foot-placement) to indirectly manipulate its COM behavior is possible. In the literature, foot-placement has been mostly studied for stabilizing (local) walking behaviors, e.g., controlling the desired velocity on Raibert hoppers [15].

The goal is to control the global position of the COM while stabilizing the walking to prevent falling. We apply the H-LIP based stepping [26], [27] to solve this problem. It treats the step size as the input to the discrete step-to-step (S2S) dynamics of the horizontal state at the impact event (Fig. 2 (a)). To illustrate this, we assume an existing S2S dynamics of the horizontal state can be presented by:

\[
\begin{align*}
\mathbf{x}^h_{k+1} &= \mathcal{P}^h_x([q, \dot{q}]_k, \tau(t)), \\
\mathbf{y}^h_{k+1} &= \mathcal{P}^h_y([q, \dot{q}]_k, \tau(t)).
\end{align*} \tag{3}
\]

The actual S2S is very complex and cannot be calculated in closed form. We use the S2S dynamics of the H-LIP (Fig. 2 (c)) to approximate the horizontal S2S of the robot in each plane. For instance, Eq. (3) can be rewritten as:

\[
\begin{align*}
\mathbf{x}^h_{k+1} &= \mathbf{A}^h_k \mathbf{x}^h_k + \mathbf{B} \mathbf{u}^x_k + \mathbf{w} \\
\mathbf{w} &= \mathcal{P}^h_x - \mathbf{A}^h_k \mathbf{x}^h_k - \mathbf{B} \mathbf{u}^x_k
\end{align*} \tag{5}
\]

where \( \mathbf{w} \in \mathbb{R} \) is treated as the disturbance to the linear dynamics, and \( \mathbf{u}^x \) is the step length on the robot in the \( x - z \) plane. \( \mathbf{A} \) and \( \mathbf{B} \) are constant matrices which come from the S2S of the H-LIP [27], [29]:

\[
\mathbf{x}^{H-LIP}_{k+1} = \mathbf{A}^h_k \mathbf{x}^{H-LIP}_k + \mathbf{B} \mathbf{u}^{H-LIP}_k \tag{6}
\]

where \( \mathbf{u}^{H-LIP}_k \) is the step size on the H-LIP. Exact expressions of the S2S can be found in [27]. \( \mathbf{x}^{H-LIP} = [\mathbf{e}^{H-LIP}_x, \mathbf{e}^{H-LIP}_y, \mathbf{e}^{H-LIP}_z]^T \) is the pre-impact state of the H-LIP.

Based on the approximation, we apply the H-LIP based stepping to generate desired step length for the robot:

\[
\mathbf{u}^{H-LIP}_k = \mathbf{u}^{H-LIP}_k + \mathbf{K}(\mathbf{e}^h_k - \mathbf{e}^{H-LIP}_k), \tag{8}
\]

then the error between the two models \( \mathbf{e}^h_k = \mathbf{x}^h_k - \mathbf{x}^{H-LIP}_k \) evolves on the closed-loop error dynamics:

\[
\mathbf{e}^{x}_k = (A + BK)\mathbf{e}^x_k + \mathbf{w}. \tag{9}
\]

If \( A + BK \) is stable, then the error will converge to an error (disturbance) invariant set \( E \). If \( \mathbf{e}_k \in E \), then \( \mathbf{e}_k+1 \in E \). In other words, one can control the robot by first controlling the global position of the H-LIP via the linear dynamics and then applying Eq. (5) to make the robot close to the H-LIP.

Therefore, we use the S2S approximation in both the \( x - z \) plane and the \( y - z \) plane of walking to plan desired step sizes for global position control. Note that the S2S approximation is valid when the walking of the robot is close to that of the H-LIP. In the next two sections, we will explain the control on the H-LIP and then the walking construction of the stepping on the 3D robot.
III. 3D Motion Generation on H-LIP

In this section, we briefly present the H-LIP model. Then we describe the Model Predictive Control (MPC) that is applied on the 3D-H-LIP with an eye towards the application on 3D bipedal robots. The superscript $^{H-LIP}$ will be omitted in the equations in this section.

A. Dynamics of the H-LIP

The H-LIP [26], [27] is a variant of the canonical LIP model [11]. Compared to the canonical LIP, it has no ankle actuation, but has a double support phase (DSP). In the single support phase (SSP), the H-LIP is a passive LIP model. The duration of each domain is assumed to be constant, and the transition between domains is smooth. The dynamics are:

$$\text{SSP} : \ddot{p} = \lambda \dot{p}^2, \quad \text{DSP} : \ddot{p} = 0,$$

where $\lambda = \sqrt{\frac{g}{z_0}}$ and $z_0$ is the nominal height of the mass. Since the dynamics in both domains are linear, the step-to-step (S2S) dynamics is also linear, as shown in Eq. (7). The exact expressions of the S2S can be found in [27].

Note that here the H-LIP is used as an approximation to the walking dynamics of underactuated robots, instead of a template system for the fully-actuated robot to embed [30], [31], [32], [28]. While the assumptions of the constant COM height and smooth impact of the foot-ground contacts do not exactly match with the walking of the robot, we will show that this approximation can be utilized to realize approximate walking behaviors on the robot.

B. Model Predictive Control on 3D-H-LIP

The H-LIP is a planar model. For 3D bipedal locomotion, we use the 3D version of the H-LIP, which is an orthogonal composition of two planar H-LIP models. Since the dynamics in each plane are decoupled, the S2S dynamics of the 3D-H-LIP has two linear S2S dynamics, as shown in Eq. (7).

Additionally, it is desirable to define orientation on the 3D-H-LIP with an eye towards enabling turning on the 3D robot. With turning, the robot can ‘face’ towards the direction of walking for observing and planning the path using its sensors if necessary. Moreover, the robot typically has different ranges of motion in its sagittal and lateral planes. With turning, the robot can flexibly align its plane with a larger range of motion to the direction of walking. Therefore, we add a trivial torso with no inertia on the robot. It is realized via quadratic programs, each of which is solved at every step to find a sequence of optimal step sizes in the next $N$ steps. Thus, all the pre-impact states $x_k$ (in the $(x-z)$ plane), $y_k$ (in the $(y-z)$ plane) and all corresponding inputs $u_k^x, u_k^y$ are selected as the optimization variables, where $k = 1, \ldots, N$. The current step is indexed as 1.

Cost Function: The cost function of the MPC includes two parts: one is encoding the tracking performance as the distance between the mass states and the desired path, and the other past is penalizing the step sizes. Let $T_{\Sigma} = T_{\text{SSP}} + T_{\text{DSP}}$ be the period of the walking. Then the look-ahead time horizon is $NT_{\Sigma}$. The cost function on the tracking performance is defined as:

$$J_t = \sum_{k=1}^{N} |c_k - d^x_{x,y}(t_k)|^2 + |v_k - d^y_{x,y}(t_k)|^2,$$

where $c_k = [c_k^x, c_k^y]^T, v_k = [v_k^x, v_k^y]^T, d^x_{x,y} = [d_x^x, d_y^y]^T, t_k = t_0 + kT_{\Sigma}$ and $t_0$ is the time when the MPC is solved. Additionally, we add cost on the input to penalize large step sizes,

$$J_u = \sum_{k=1}^{N} |u_k^{x,y}|^2,$$

where $u_k^{x,y} = [u_k^x, u_k^y]^T$. The final cost function is a combination of the two:

$$J_{\text{MPC}} = J_t + \alpha J_u,$$

which is a quadratic function of all the variables. $\alpha \in \mathbb{R}$ is an coefficient to leverage the tracking and planned step sizes.

Constraints: The dynamics in each step are encoded via linear equality constraints as in Eq. (7). Additional constraints include the initial state constraint, step size limits (input limits). The step size limits come from the physical kinematic feasibilities of the robot, which are different in the sagittal and lateral planes. Assuming the torso is controlled to point to the direction of walking, the sagittal plane is aligned with the tangent line (denoted by $r_d^y(t)$). The step length in the sagittal plane $s^l$ and the step width $s^w$ in the lateral plane can be expressed as:

$$s^l(u^x, u^y) = u^x \cos(r_d^y) + u^y \sin(r_d^y),$$

$$s^w(u^x, u^y) = -u^x \sin(r_d^y) + u^y \cos(r_d^y).$$

Then the step size constraints are:

$$s_{\text{min}}^l \leq s^l(u^x, u^y) \leq s_{\text{max}}^l,$$

$$s_{\text{min}}^w \leq s^w(u^x, u^y) \leq s_{\text{max}}^w,$$

where $s_{\text{min}}^{l/w}, s_{\text{max}}^{l/w}$ are the available step sizes in each plane, which are linear functions of the states. Additionally, the robot should avoid kinematic conflicts for foot stepping. It can be easily specified through enforcing a finite minimum step width in the lateral plane, which can be added into the above constraint by changing $s_{\text{min}}^w$.

MPC Formulation: We compactly present the MPC formulation for the 3D-H-LIP. At each step, a constrained quadratic program (QP) is formulated and solved. The QP is as follows,

$$\{u^{x,y}, x, y\}_k = \arg\min_{\{u^{x,y}, x, y\}} J_{\text{MPC}}$$

s.t. $x_{k+1} = Ax_k + Bu_k^x$ (S2S)

$s^{l,w}_k \leq s^{l,w}(u_k^x, u_k^y) \leq s^{l,w}_{\text{max}}$ (Input)
where $\forall k \in \mathbb{K}$, and $\mathbb{K} = \{1, \ldots, N\}$. The first solution of the step size $u^{x,y}_{k=1}$ is applied at current optimization. Fig. 3 (b) shows an example of the optimized walking of the 3D-H-LIP in 3D for tracking a cardioid trajectory. Here we assume that the torso orientation is aligned with the path direction but it can be freely decided.

IV. Stepping Realization on 3D Underactuated Bipedal Robot Cassie

Here we apply the presented H-LIP based stepping on the 3D underactuated bipedal robot Cassie (see Fig. 4). In particular, we apply the planned step sizes together with the construction of outputs that allow for their realization on the full-order dynamics.

The output construction includes three components: the periodic leg length trajectory, the swing foot trajectory, and the orientations of the pelvis and swing foot. The feedback control can be realized via optimization-based controllers, either control Lyapunov function based Quadratic programs (CLF-QPs) [33], [34] or the task space controllers [35], [36]. Additionally, Cassie has narrow feet (Fig. 3 (c)), which introduces the underactuated roll motion at the foot contact (underactuated in the lateral plane). We also remove the foot actuation on the stance foot so that the pitch about the ankle is also underactuated (underactuated in the sagittal plane). This fully resembles the point foot nature of the H-LIP.

A. Walking Specification and Construction:

Walking behaviors are constructed by designing the desired output trajectories of the actuated degrees of freedom. Similar to the approach for generating periodic walking for Cassie [37], [26], the outputs include the leg length, swing foot locations, orientations of the pelvis, and the swing foot.

Leg Length: A periodic time-based leg length trajectory ensures the existence of periodic touch-down and lift-off behavior of the walking. This ensures that the system periodical strikes the ground, and thus the existence of the SSS dynamics of Eq. (2). The vertical height of the COM and the duration of each domain are also approximately constant, matching the assumption on the H-LIP. The desired periodic trajectories of $L^x_h$, $L^y_h$ can be optimized via an optimization for a stepping-in-place walking motion on the full robot model or on a simple approximated model. Here we apply the approach in [37] of using an actuated spring-loaded inverted pendulum model to generate the leg length trajectories.

Swing Foot Position: In the SSP, the swing foot position is controlled towards the desired step location to achieve the desired step sizes. The desired step sizes $u^x,y_{des}$ of the robot are calculated based on the H-LIP stepping in each plane in Eq. (9), which provides

$$u^x_{des} = u^x_{H-LIP} + K_{LQR}(x^x_h - x^x_{H-LIP})$$
$$u^y_{des} = u^y_{H-LIP} + K_{LQR}(y^y_h - y^y_{H-LIP})$$

where the H-LIP states and step sizes are from the MPC controller in Eq. (18). We use the gains from the Linear Quadratic Regulator (LQR) controllers [38] for the linear system to make $(A + BK_{LQR})$ stable ($A, B$ are from Eq. (7)), since tuning the LQR cost can avoid excessive step sizes to be executed on the robot.

Unlike the H-LIP, the pre-impact state of the robot cannot be determined before the impact happens. Thus we use the current horizontal state of the robot in SSP to continuously calculate the desired step sizes in Eq. (19) (20). The desired swing foot trajectory of the robot will be constructed toward the desired step sizes, which yields horizontal state-dependent trajectories for the swing foot. Thus the desired swing foot position $\{x, y\}^des_{sw}$ in the horizontal $x - y$ plane is:

$$x^des_{sw}(t) = x^{x}_{sw} + c(t)u^x_{des}(t),$$
$$y^des_{sw}(t) = y^{y}_{sw} + c(t)u^y_{des}(t),$$

where $c(t)$ is a smooth scalar function which increases from 0 to 1 before $t$ reaches to $T_{SSP}$, and $\{x, y\}^x_{sw}$ is the initial swing foot location in the $x - y$ plane during the SSP.

Pelvis and Swing Foot Orientation: Assuming the robot always turns towards the direction of walking, the desired yaw angle of the pelvis $\phi_\gamma$ is the direction of the path $r^\gamma(t)$. The desired pitch and roll angles of the pelvis $\phi_{\theta,p}$ are set to 0. Thus $\phi^x_{\theta,p} = \phi^y_{\theta,p} = [0, 0, r^\gamma(t)]$. The desired pitch angle of the swing foot is zero. The desired yaw angle of the swing foot $\phi^x_{\gamma,sw}$ is constructed smoothly from the yaw angle in the beginning of the SSP $\phi^x_{\gamma,sw}^{Sw}$ to the direction of the path:

$$\phi^x_{\gamma,sw}(t) = (1 - c(t))\phi^x_{\gamma,sw}^{Sw} + c(t)r^\gamma(t).$$
Compact, we can define the outputs in each domain as:

\[
\begin{align*}
\mathcal{Y}_{\text{DSP}}(q, t) &= [L_L, L_R, \phi_{\text{yaw}}]^T - [L_L^{\text{des}}(t), L_R^{\text{des}}(t), \phi_{\text{yaw}}^{\text{des}}(t)]^T \\
\mathcal{Y}_{\text{SSP}}(q, t) &= [L_L, L_R, \phi_{\text{sw}}, \phi_{\text{yaw}}, \beta_{\text{yaw}}]^T \\
&- [L_L^{\text{des}}(t), L_R^{\text{des}}(t), \phi_{\text{sw}}^{\text{des}}(t), x_{\text{sw}}(t), y_{\text{sw}}(t), \phi_{\text{yaw}}^{\text{des}}(t)]^T.
\end{align*}
\]

**B. Low-level Feedback Control**

The objective of the low-level controller is to stabilize the outputs \( \mathcal{Y}_{\text{DSP,SSP}} \) to zero. Differentiating the outputs twice yield the input torque \( \tau \) in output dynamics. A control Lyapunov function (CLF) \( V \) can be constructed on the feedback linearized output dynamics [33], which provides an inequality constraint on time derivative of \( V \), i.e., \( \dot{V} \). Thus the exponential stabilization can be enforced by \( \dot{V} \leq -\gamma V \) with \( \gamma > 0 \), which is an affine inequality condition on the motor torques \( \tau \).

A CLF based quadratic program (CLF-QP) can thus be formulated to minimize the input torque subject to the inequality on the CLF, torque limits and ground reaction force constraints. More details can be found in [34], [39].

Due to the space limit, here we simply denote the CLF-QP controller as:

\[ \tau = U_{\text{CLF}}(q, \dot{q}, t). \]  

**Algorithm 1 H-LIP Stepping for Global Position Control**

**Input:** Given desired trajectory \( r_{\text{sw}}^d(t), r_{\phi}^d(t), r_{\beta}^d(t) \)

1. \( L_L^{\text{des}}, L_R^{\text{des}}, T_{\text{SSP}}, T_{\text{DSP}} \leftarrow \text{Stepping-in-place optimization} \)
2. \( K_{LQR} \leftarrow \text{Eq. (7)} \)
3. **while** Simulation/Control loop **do**
   4. **if** SSP **then**
      5. \( x_{\text{sw}}^{\text{des}}, y_{\text{sw}}^{\text{des}} \) from Eq. (21), (22).
   6. **if** SSP **then**
      7. \( u_{\text{L}}^{\text{H-LIP}}, u_{\text{R}}^{\text{H-LIP}}, x_{\text{L}}^{\text{H-LIP}}, x_{\text{R}}^{\text{H-LIP}} \leftarrow \text{Eq. (18)} \)
   8. **end if**
   9. **end if**
10. Update Outputs \( \mathcal{Y}_{\text{DSP,SSP}}(q, t) \)
11. \( \tau \leftarrow \text{Eq. (24)} \)
12. **end while**

V. RESULTS AND DISCUSSION

In this section, we present the results of implementing the proposed approach on the robot Cassie to realize several tasks under the global position control. A video of the results can be seen in [40].

**A. Setup**

The proposed method of step planning for global position control is summarized in Algorithm 1. In particular, we evaluate the method on Cassie in simulation. The dynamics is integrated using Matlab ODE 45 function with event-based triggering for contact and domain switching. The MPC formulated QP is solved at the impact event, and CLF-QP is solved at 1kHz using qpOASES [41]. The disturbance invariant set is calculated using MPT3 [42].

We designed various shapes of paths, including a circle, a cardioid, a square, and a sinusoid, for the robot to track. Trapezoidal speed profiles are designed for tracking the cardioid, the circle, and the sinusoid path. A triangle speed profile is used on the square path. For the experimental results, we consider the square path. This will be further discussed after describing the simulation results.

**B. Path Tracking**

Using the method in this paper, the robot can track all paths well in terms of position and velocity profiles (Fig. 5). The circle and cardioid can be tracked easily even at relatively large speeds. The sinusoid and square paths are designed as challenging examples. On the sinusoid, the robot walks and turns significantly. While on the square, the path is not smooth, thus the robot has to come to a stop and turn. More dynamical maneuvers, such as sharp turning with high speeds, are challenging to realize it on the robot considering the existence of the kinematic limits and torque bounds.

Undoubtedly, the tracking can fail when the required walking and turning speeds are too large, e.g., over 1m/s and 45deg/s, at the same time. The failure often happens when the step sizes are too large for the robot to track due to limited motor torques. This can be easily avoided by setting limits on the allowed forward and turning velocities.

The tracking error is analyzed by the disturbance invariant set \( E \). The model difference \( w \) between the S2S dynamics of the robot and that of the H-LIP is numerically calculated in simulation. By bounding the error by a polytopic set \( W \), we approximate \( E \) by a polytope. All the tracking errors are indeed inside the approximation of the set \( E \). This is shown in Fig. 6 which verifies our approach.
C. Additional Verification

The path tracking is considered as the basic verification of the proposed approach. In the following, we present more challenging control problems that are solved using the stepping method.

**Obstacle Avoidance:** The given path should be obstacle-free. In the case of existing obstacles on the path, we can avoid obstacles by adding constraints in the MPC formulation, e.g., in the form of

$$ |\mathbf{c}(t) - \mathbf{p}_{\text{obstacle}}| > d, $$

where $\mathbf{p}_{\text{obstacle}}$ is the position of the obstacle and $d$ is the distance to keep away from it. This changes the MPC from a QP into a quadratic constrained quadratic program (QCQP), which is also fast to solve on the low dimensional system. Fig. 7 (a) shows an example of avoiding a circular obstacle while tracking a sinusoidal path. After avoiding the obstacle, the robot walks back on the path.

**Disturbance Rejection:** The step planning approach can also handle unknown external disturbances on the robot during walking. Fig. 7 (b) shows an example where an external lateral force of 200N is added on the pelvis at $t = 10s$ for 0.1s duration. The robot was pushed away from the path but then walked back to its original path.

**Experiment:** The tracking for a square path was implemented on Cassie as a preliminary experiment to demonstrate that the generated motion from simulation using this approach are dynamically achievable on hardware. The experiment used the simulated walking velocities and turning rates of the robot as targets, which were tracked on the robot with an existing controller described in [43].

The robot ultimately followed the desired walking profiles on hardware, with a comparison of the positions and velocities of the experiment and simulation shown in Fig. 8. As the robot is tracking the commanded velocities, there is a slight drift in the position and heading as it executes the later segments of the shape. The methods proposed in this work will ultimately be realized on hardware in future work to provide a holistic experimental control approach.

VI. CONCLUSION AND FUTURE WORK

Global position control on 3D underactuated walking robots is enabled through the footstep planning on the Hybrid Linear Inverted Pendulum (H-LIP) model. Simulation of the controller on the robot Cassie demonstrates the proposed method. The procedures of realizing this controller can be viewed at three levels: the first is the MPC on the H-LIP; the second is the feedback adjustment based on the H-LIP stepping; the last is the local output stabilization via the CLF-QPs.

Future work will be on the improvement of the approximation via numerical methods for reducing $w$ in Eq. (6). Systematic construction of the output of the walking on the robot can also be improved to make the robot closer to the walking on the H-LIP. Robust optimal feedback controllers can also be developed to minimize the disturbance invariant set $E$, which can reduce tracking error between the approximation and the full robot model. More importantly, we would like to work towards a formal realization of the full approach on the hardware, including the global position feedback. The hope is that this enables dynamic walking on underactuated robots autonomously in dynamic and challenging environments.
