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Abstract

Finite graphs that have a common chromatic polynomial have the same number of regular $n$-colorings. A natural question is whether there exists a natural bijection between regular $n$-colorings. We address this question using a functorial formulation. Let $G$ be a simple graph. Then for each set $X$ we can associate a set of $X$-colorings. This defines a functor, “chromatic functor” from the category of sets with injections to itself. The first main result verifies that two finite graphs determine isomorphic chromatic functors if and only if they have the same chromatic polynomial.

Chromatic functors can be defined for arbitrary, possibly infinite, graphs. This fact enables us to investigate functorial chromatic theory for infinite graphs. We prove that chromatic functors satisfy the Cantor-Bernstein-Schröder property. We also prove that countable connected trees determine isomorphic chromatic functors. Finally, we present a pair of infinite graphs that determine non-isomorphic chromatic functors.

1 Introduction

A simple graph $G = (V, E)$ consists of a set of vertices $V$ and a set of unoriented edges $E \subseteq 2^V$ that connect two vertices. A regular $n$-coloring of $G$ is a map $c : V \rightarrow \{1, 2, \ldots, n\}$ such that $\{v, v'\} \in E$ implies $c(v) \neq c(v')$.

It is known that, for a finite graph $G = (V, E)$, there exists a polynomial $\chi(G, t) \in \mathbb{Z}[t]$ such that the number of regular $n$-colorings equals $\chi(G, n)$ \cite{2, 5}, where $\chi(G, t)$ is called the chromatic polynomial of $G$. The minimum
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positive integer \( n \) satisfying \( \chi(G, n) \neq 0 \) is called the chromatic number of \( G \) and denoted by \( \chi(G) \).

Two finite graphs \( G_1 \) and \( G_2 \) are said to be chromatically equivalent if \( \chi(G_1, t) = \chi(G_2, t) \) (\([2]\)). Non-isomorphic graphs may be chromatically equivalent, for example, if \( G = (V, E) \) is a finite connected tree, then \( \chi(G, t) = t(t-1)^{\#V-1} \). Thus, connected trees that have the prescribed \( \#V \) are chromatically equivalent. Therefore, it is a natural question to ask whether there exists a certain bijection between the sets of regular \( n \)-colorings of chromatically equivalent graphs.

To address the above question, we introduce a functorial formulation. Let \( X \) be a set. We consider \( X \) to be a set of colors, and define the set of regular \( X \)-coloring by

\[
\chi(G, X) := \{ c : V \rightarrow X \mid \{v_1, v_2\} \in E \Rightarrow c(v_1) \neq c(v_2) \}. \tag{1}
\]

Let \( G_1 \) and \( G_2 \) be graphs. If \( \chi(G_1, X) = \chi(G_2, X) \), then there exists a bijection \( \varphi_X \)

\[
\varphi_X : \chi(G_1, X) \xrightarrow{\simeq} \chi(G_2, X).
\]

However, if we consider \( \chi(G_1, X) \) as a functor with respect to \( X \), we may impose functoriality. The natural bijection should be formulated as an isomorphism

\[
\varphi : \chi(G_1, \bullet) \xrightarrow{\simeq} \chi(G_2, \bullet) \tag{2}
\]

of functors (chromatic functors). If the chromatic functors are isomorphic in the sense of (2), then by substituting \( X = [n] \), we can conclude that the graphs are chromatically equivalent. The main result asserts that the converse also holds.

**Theorem 1.1.** (Theorem 2.1) Let \( G_1 \) and \( G_2 \) be finite graphs. Then they are chromatically equivalent if and only if associated chromatic functors are isomorphic as functors (2).

The advantage of chromatic functors over polynomials is that we can define chromatic functors also for graphs with infinite vertices. We say graphs \( G_1 \) and \( G_2 \), which are possibly infinite graphs, are chromatically equivalent if associated chromatic functors are isomorphic in the sense of (2). We will show several results on chromatic functors for infinite graphs in \([3]\). The first result is the following Cantor-Bernstein-Schröder property.

**Theorem 1.2.** (Theorem 3.3) Let \( G_1 \) and \( G_2 \) be graphs. Suppose there exist surjective graph homomorphisms \( G_1 \rightarrow G_2 \) and \( G_2 \rightarrow G_1 \). Then \( G_1 \) and \( G_2 \) are chromatically equivalent.
As a corollary to the above theorem, we can show that connected unbounded countable trees determine isomorphic chromatic functors, which can be considered as a generalization of the result on the chromatic polynomial of connected finite trees.

In §3.3, we will characterize isomorphism classes of chromatic functors for infinite graphs with finite chromatic numbers. Roughly speaking, the isomorphism class of the functor \( \chi(G, \bullet) \) is characterized by the chromatic number \( \chi(G) \) and cardinality \( \#\chi(G, [\chi(G)]) \) if \( G \) is a countable infinite graph with \( \chi(G) < \infty \) (Theorem 3.10).

If \( \chi(G) = \infty \), the chromatic functors detect more subtle information. In §3.4, we exhibit two graphs \( G_1 \) and \( G_2 \) which satisfy

- \( \chi(G_1) = \chi(G_2) \),
- \( \#\chi(G_1, [\chi(G_1)]) = \#\chi(G_2, [\chi(G_2)]) \), however,
- \( G_1 \) and \( G_2 \) are not chromatically equivalent.

## 2 Chromatic functors

### 2.1 Definitions and the main result

Let \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) be simple graphs. A homomorphism \( \varphi : G_1 \rightarrow G_2 \) is a map \( \varphi : V_1 \rightarrow V_2 \) such that \( \{v_1, v_2\} \in E_1 \implies \{\varphi(v_1), \varphi(v_2)\} \in E_2 \). A homomorphism \( \varphi : G_1 \rightarrow G_2 \) is said to be surjective if the map of vertices \( \varphi : V_1 \rightarrow V_2 \) is surjective. We denote the category of graphs and homomorphisms, or surjective homomorphisms, by \( \text{Graph} \), or \( \text{Graph}_{\text{surj}} \).

Let \( G = (V, E) \) be a graph and \( X \) a set. Define the set \( \chi(G, X) \subset X^V \) by

\[
\chi(G, X) := \{c : V \rightarrow X \mid \{v_1, v_2\} \in E \implies c(v_1) \neq c(v_2)\}.
\]  

(3)

This defines a bi-functor

\[
\chi : \text{Graph} \times \text{Set}_{\text{inj}} \rightarrow \text{Set}_{\text{inj}}, \quad (G, X) \mapsto \chi(G, X),
\]  

(4)

where \( \text{Set} \) (resp. \( \text{Set}_{\text{inj}} \)) is the category of sets and maps (resp. injections). Note that \( \chi(G, X) \) is covariant with respect to \( X \) and contravariant with respect to \( G \). If we restrict the functor to \( \text{Graph}_{\text{surj}} \), then we have a bi-functor

\[
\chi : \text{Graph}_{\text{surj}} \times \text{Set}_{\text{inj}} \rightarrow \text{Set}_{\text{inj}}.
\]
These functors can also be formulated in terms of graph homomorphisms (§3). Let us denote the complete graph with the set of vertices $X$ by $K_X$. Then, there is a natural isomorphism
\[ \chi(G, X) \simeq \text{Hom}_{\text{Graph}}(G, K_X). \]

Let $G$ be a simple graph. Then $G$ determines a functor
\[ \chi(G, \bullet) : \text{Set}^{\text{inj}} \rightarrow \text{Set}^{\text{inj}}, \]
which we call the chromatic functor associated to $G$. If we restrict the chromatic functor to the category $\text{Set}^{\text{bij}}$ of sets and bijections, we obtain
\[ \chi(G, \bullet) : \text{Set}^{\text{bij}} \rightarrow \text{Set}^{\text{bij}}. \]
Hence, the cardinality $\# \chi(G, X)$ depends only on the cardinality $\# X$. As mentioned in §1, for a finite graph $G$, there exists a polynomial $\chi(G, t) \in \mathbb{Z}[t]$ such that
\[ \# \chi(G, [n]) = \chi(G, n), \]
for $n > 0$, which is called the chromatic polynomial of $G$. If $\chi(G_1, \bullet) \simeq \chi(G_2, \bullet)$ as functors $\text{Set}^{\text{inj}} \rightarrow \text{Set}^{\text{inj}}$, then obviously, $\sharp \chi(G_1, [n]) = \sharp \chi(G_2, [n])$. In particular, they have the same chromatic polynomial. The following result asserts that the converse is also true.

**Theorem 2.1.** Let $G_1$ and $G_2$ be finite graphs. Then the following are equivalent.

(i) $\chi(G_1, t) = \chi(G_2, t)$.

(ii) $\chi(G_1, \bullet) \simeq \chi(G_2, \bullet)$ as functors $\text{Set}^{\text{inj}} \rightarrow \text{Set}^{\text{inj}}$.

Theorem 2.1 will be proved later in §2.2.

**Definition 2.2.** Let $G_1$ and $G_2$ be (possibly infinite) graphs. $G_1$ and $G_2$ are said to be chromatically equivalent if
\[ \chi(G_1, \bullet) \simeq \chi(G_2, \bullet), \]
as functors $\text{Set}^{\text{inj}} \rightarrow \text{Set}^{\text{inj}}$.

Note that for finite graphs, by Theorem 2.1, this definition is equivalent to the classical definition of chromatic equivalence [2].

**Remark 2.3.** The functorial formulation in this paper is related to the notion of “combinatorial species” [3, 1], which considers a combinatorial object as a functor $\text{Set}^{\text{bij}} \rightarrow \text{Set}^{\text{bij}}$. However, we consider the category $\text{Set}^{\text{inj}}$ instead of $\text{Set}^{\text{bij}}$. This requires stronger functoriality than combinatorial species.
2.2 Stable partitions of chromatic functors

Let $G = (V, E)$ be a simple graph.

**Definition 2.4.** $\Pi = \{\pi_\lambda | \lambda \in \Lambda\}$ is called a *stable partition* of $G$ if
- $\bigsqcup \Pi := \bigsqcup_{\lambda \in \Lambda} \pi_\lambda = V$, and
- $\{v_1, v_2\} \in E, v_1 \in \pi_{\lambda_1}, v_2 \in \pi_{\lambda_2} \Rightarrow \pi_{\lambda_1} \neq \pi_{\lambda_2}$. (In other words, $v_1, v_2 \in \pi_\lambda \Rightarrow \{v_1, v_2\} \notin E$.)

We denote the set of all stable partitions by $\text{St}(G) = \{\Pi | \Pi \text{ is a stable partition of } G\}$.

**Example 2.5.** Let $X$ be a set. There are two extremal partitions: the trivial partition $\{X\}$ and the finest partition $\overline{X} := \{\{x\} | x \in X\}$ into single elements. The stable partition $\text{St}(K_X)$ of the complete graph $K_X$ consists of a single partition $\text{St}(K_X) = \{\overline{X}\}$.

**Proposition 2.6.** Let $G = (V, E)$ be a (possibly infinite) graph. Then
\[
\chi(G, \bullet) \simeq \bigsqcup_{\Pi \in \text{St}(G)} \chi(K_\Pi, \bullet). \tag{5}
\]

*Proof.* Let $X$ be a set and $c : V \to X$ a regular $X$-coloring. The coloring $c$ determines a stable partition
\[
\Pi_c := \{c^{-1}(x) | x \in X, c^{-1}(x) \neq \emptyset\},
\]
of $G$. This partition determines a surjective graph homomorphism
\[
\varphi_{\Pi_c} : G \to K_{\Pi_c}, \tag{6}
\]
which sends $v \in V$ to $c^{-1}(c(v)) \in \Pi_c$. By construction, the coloring $c : G \to K_X$ factors through $\Pi_c$. Therefore, we have a map
\[
\chi(G, X) \to \bigsqcup_{\Pi \in \text{St}(G)} \chi(K_\Pi, X).
\]

Conversely, for any partition $\Pi \in \text{St}(G)$, there is a surjective graph homomorphism $G \to K_\Pi$. Because $\chi$ is contravariant with respect to the graphs, we have $\chi(G, X) \leftarrow \chi(K_\Pi, X)$. This induces
\[
\chi(G, X) \leftarrow \bigsqcup_{\Pi \in \text{St}(G)} \chi(K_\Pi, X).
\]

It is apparent that these maps are inverse to each other. \qed
Now, let us prove (i) \( \implies \) (ii) of Theorem 2.1. Let \( G = (V, E) \) be a finite graph. Then there are only finitely many stable partitions. We decompose \( \St(G) \) as
\[
\St(G) = \bigsqcup_{k \geq 1} \St_k(G),
\]
where,
\[
\St_k(G) = \{ \Pi \in \St(G) \mid \#\Pi = k \}.
\]
Using Proposition 2.6, we have
\[
\chi(G, \bullet) \simeq \bigsqcup_{k \geq 1} \chi(K_k, \bullet)^{\#\St_k(G)}.
\]
This implies
\[
\chi(G, t) = \sum_{k \geq 1} \#\St_k(G) \cdot \chi(K_k, t).
\]
Recall that \( \chi(K_k, t) = t(t - 1) \cdots (t - k + 1) \). Hence, the polynomials \( \chi(K_k, t), (k \geq 1) \) are linearly independent. Therefore, from (8), the number \( \#\St_k(G) \) is uniquely determined by the chromatic polynomial \( \chi(G, t) \).

Now assume that two graphs \( G_1 \) and \( G_2 \) satisfy \( \chi(G_1, t) = \chi(G_2, t) \). It follows that \( \#\St_k(G_1) = \#\St_k(G_2) \) for any \( k \geq 1 \). Then using (7), we may conclude that the associated chromatic functors are isomorphic. This completes the proof of Theorem 2.1.

### 2.3 Uniqueness of stable partitions

We prove the uniqueness of the stable partition. The following is essentially the Yoneda lemma.

**Lemma 2.7.** Let \( X \) and \( Y \) be sets. Suppose that
\[
\bar{\alpha} : \chi(K_X, \bullet) \xrightarrow{\simeq} \chi(K_Y, \bullet)
\]
is an isomorphism of functors. Then \( \bar{\alpha} \) is induced from a bijection \( \beta : Y \xrightarrow{\simeq} X \), that is, \( \bar{\alpha} = \beta^* \).

**Proof.** We denote the image of \( \id_X \in \chi(K_X, X) \) by the map \( \bar{\alpha}_X : \chi(K_X, X) \xrightarrow{\simeq} \chi(K_Y, X) \) by \( \beta := \bar{\alpha}_X (\id_X) \). Similarly, set \( \gamma := \bar{\alpha}^{-1}_Y (\id_Y) \in \chi(K_X, Y) \). Let \( c \chi(K_X, Z) \) be an arbitrary coloring. By definition, \( c : X \leftrightarrow Z \) is an injection. By the commutativity of the following diagram,
\[
\begin{array}{ccc}
\chi(K_X, X) & \xrightarrow{\bar{\alpha}_X} & \chi(K_Y, X) \\
\downarrow c & & \downarrow c^* \\
\chi(K_X, Z) & \xrightarrow{\bar{\alpha}_Z} & \chi(K_Y, Z),
\end{array}
\]
we have
\[ \tilde{\alpha}_Z(c) = \tilde{\alpha}_Z(c_* (\text{id}_X)) = c_* (\tilde{\alpha}_X (\text{id}_X)) = c_* (\beta) = c \circ \beta = \beta^*(c). \]
Similarly, we have \( \tilde{\alpha}^{-1} = \gamma^* \). Using the same diagram with \( Z = Y \) and \( c = \gamma \), we have \( \gamma \circ \beta = \text{id}_Y \). Similarly, \( \beta \circ \gamma = \text{id}_X \). Thus, \( \beta \) and \( \gamma \) are bijective.

Let \( X = \{ x \mid x \in X \} \) and \( Y = \{ y \mid y \in Y \} \) be partitions of \( \bigsqcup X := \bigsqcup_{x \in X} x \) and \( \bigsqcup Y := \bigsqcup_{y \in Y} y \) respectively. Then \( X \) determines a functor
\[
F_X := \bigsqcup_{x \in X} \chi(K_x, \bullet) : \text{Set}^{\text{inj}} \rightarrow \text{Set}^{\text{inj}}.
\]
Suppose there exists a bijection \( \alpha : \bigsqcup X \xrightarrow{\sim} \bigsqcup Y \) that preserves partitions, that is, the restriction \( \alpha|_x \) induces a bijection \( \alpha|_x : x \xrightarrow{\sim} y \) for some \( y \in Y \). Then clearly \( \alpha \) induces an isomorphism of functors
\[
\tilde{\alpha} : F_X \xrightarrow{\sim} F_Y.
\]
The next result asserts that the converse also holds.

**Proposition 2.8.** Let \( \tilde{\varphi} : F_X \xrightarrow{\sim} F_Y \) be an isomorphism of functors. Then there exists a bijection \( \varphi : \bigsqcup X \xrightarrow{\sim} \bigsqcup Y \) that preserves partitions.

**Proof.** Let \( x_0 \in X \). Consider the identity map \( \text{id}_{x_0} : x_0 \rightarrow x_0 \) as a coloring \( \text{id}_{x_0} \in \chi(K_{x_0}, x_0) \). Then there exists a unique \( y_0 \in Y \) such that \( \tilde{\varphi} (\text{id}_{x_0}) \in \chi(K_{y_0}, x_0) \).

Let \( c \in \chi(K_{x_0}, Z) \) be an arbitrary coloring of \( K_{x_0} \). Since \( c : x_0 \hookrightarrow Z \) is an injection, we may consider the following commutative diagram.

\[
\chi(K_{x_0}, x_0) \xrightarrow{\tilde{\varphi}_{x_0}} \bigsqcup_{y \in Y} \chi(K_y, x_0) \\
\downarrow c_* \quad \downarrow c_*
\chi(K_{x_0}, Z) \xrightarrow{\tilde{\varphi}_Z} \bigsqcup_{y \in Y} \chi(K_y, Z)
\]

By the commutativity of the diagram, we have \( \tilde{\varphi}_Z (c) = c_* (\tilde{\varphi} (\text{id}_{x_0})) \), which is contained in \( \chi(K_{y_0}, Z) \). Hence, \( \tilde{\varphi} \) induces a homomorphism \( \tilde{\varphi} : \chi(K_{x_0}, \bullet) \rightarrow \chi(K_{y_0}, \bullet) \). It is an isomorphism, hence by Lemma 2.7, induced from a bijection \( x_0 \xrightarrow{\sim} y_0 \). This enables us to conclude that the isomorphism \( \tilde{\varphi} \) is induced from the isomorphism of partitions \( X \xrightarrow{\sim} Y \). \( \square \)
3 Chromatic theory for infinite graphs

3.1 Relative Cantor-Bernstein-Schröder theorem

In this section, we prove the following relative version of the Cantor-Bernstein-
Schröder (CBS) theorem.

**Theorem 3.1.** Let \( f : X_1 \rightarrow X_2 \) and \( g : Y_1 \rightarrow Y_2 \) be maps of sets. Let \( i_1, i_2, j_1, \) and \( j_2 \) be injections that make the following diagram commutative.

\[
\begin{array}{ccc}
  X_1 & \xrightarrow{i_1} & Y_1 \\
  f & \downarrow & g \\
  X_2 & \xrightarrow{i_2} & Y_2
\end{array}
\]

Assume that for any subset \( Z \subset X_2 \) and \( W \subset Y_2 \), it holds that

\[
g^{-1}(i_2(Z)) = i_1(f^{-1}(Z)), \quad f^{-1}(j_2(W)) = j_1(g^{-1}(W)).
\]

Then there exist bijections \( r_\alpha : X_\alpha \xrightarrow{\sim} Y_\alpha \) \((\alpha = 1, 2)\) such that the following diagram is commutative.

\[
\begin{array}{ccc}
  X_1 & \xrightarrow{r_1} & Y_1 \\
  f & \downarrow & g \\
  X_2 & \xrightarrow{r_2} & Y_2
\end{array}
\]

**Remark 3.2.** The conditions (10) are satisfied if the diagrams (9) are fiber products.

**Proof.** Define the subset \( C^n_\alpha \) \((\alpha = 1, 2 \text{ and } n \geq 0)\) by

\[
\begin{cases}
  C_\alpha^0 := X_\alpha \setminus j_\alpha(Y_\alpha), \\
  C_\alpha^{n+1} := j_\alpha(i_\alpha(C_\alpha^n)),
\end{cases}
\]

and set \( C_\alpha := \bigcup_{n=0}^\infty C_\alpha^n \). Let us define the map \( r_\alpha : X_\alpha \rightarrow Y_\alpha \) \((\alpha = 1, 2)\) as follows.

\[
r_\alpha(x) = \begin{cases}
  i_\alpha(x), & \text{if } x \in C_\alpha, \\
  j_\alpha^{-1}(x), & \text{if } x \notin C_\alpha.
\end{cases}
\]

It is well known that \( r_\alpha : X_\alpha \rightarrow Y_\alpha \) is bijective. It remains for us to prove commutativity

\[
r_2 \circ f = g \circ r_1.
\]
First, let us prove
\[ f^{-1}(C_2^n) = C_1^n \]
by induction on \( n \). In the case \( n = 0 \), since \( X_2 = C_2^0 \sqcup j_2(Y_2) \), we have
\[ X_1 = f^{-1}(X_2) = f^{-1}(C_2^0) \sqcup f^{-1}(j_2(Y_2)) = f^{-1}(C_2^0) \sqcup j_1(g^{-1}(Y_2)) = f^{-1}(C_2^0) \sqcup j_1(Y_1). \]
Hence, \( f^{-1}(C_2^0) = C_1^0 \). Furthermore,
\[ f^{-1}(C_2^{n+1}) = f^{-1}(j_2(i_2(C_2^n))) = j_1(g^{-1}(i_2(C_2^n))) = j_1(i_1(C_2^n)) = j_1(i_1(C_1^n)) = C_1^{n+1}. \]
Thus, we obtain \( f^{-1}(C_2) = C_1 \). It follows the commutativity relation (12) from that of (9). \( \square \)

3.2 CBS property for chromatic functors

In this section, we prove that chromatic functors satisfy the CBS property.

**Theorem 3.3.** Let \( G_1 \) and \( G_2 \) be (possibly infinite) graphs. Suppose that there exist surjective graph homomorphisms \( \phi : G_1 \to G_2 \), and \( \psi : G_2 \to G_1 \). Then \( G_1 \) and \( G_2 \) are chromatically equivalent.

**Proof.** Let \( f : X \to Y \) be an injection of sets. Then we have the following commutative diagrams.

\[
\begin{array}{ccc}
\chi(G_1, X) & \xrightarrow{\psi^*} & \chi(G_2, X) \\
\downarrow f_* & & \downarrow f_* \\
\chi(G_1, Y) & \xrightarrow{\psi^*} & \chi(G_2, Y)
\end{array}
\]

(13)

Note that all maps in (13) are injective. It is easy to see that both diagrams are fiber products. Applying Theorem 3.1 (see also Remark 3.2), there exist bijections \( r_X \) and \( r_Y \) such that the following diagram is commutative.

\[
\begin{array}{ccc}
\chi(G_1, X) & \xrightarrow{r_X} & \chi(G_2, X) \\
\downarrow f_* & & \downarrow f_* \\
\chi(G_1, Y) & \xrightarrow{r_Y} & \chi(G_2, Y)
\end{array}
\]

(14)
The system of bijections \( \{ r_X \} \) determines an isomorphism of functors

\[
 r_\bullet : \chi(G_1, \bullet) \cong \chi(G_2, \bullet). 
\]

This completes the proof.

**Remark 3.4.** We can also prove the previous result using stable partitions. Namely, a graph surjective homomorphism \( G_1 \rightarrow G_2 \) induces an injection \( \text{St}_\alpha(G_1) \leftarrow \text{St}_\alpha(G_2) \) for any cardinality \( \alpha \). Similarly, \( G_1 \leftarrow G_2 \) induces an injection \( \text{St}_\alpha(G_1) \leftarrow \text{St}_\alpha(G_2) \). Then the CBS Theorem concludes that there exists a bijection \( \text{St}_\alpha(G_1) \cong \text{St}_\alpha(G_2) \) for any cardinality \( \alpha \). Then it follows from Proposition 2.6 that \( G_1 \) and \( G_2 \) are chromatically equivalent.

**Definition 3.5.** The *natural tree* \( T_N = (V, E) \) (Figure 1) is defined by

- \( V = \mathbb{N} = \{0, 1, 2, \ldots, n, \ldots\} \), and
- \( E = \{ \{n, n+1\} \mid n \in \mathbb{N} \} \).

![Figure 1: The natural tree \( T_N \)](image)

**Proposition 3.6.** Let \( G = (V, E) \) be a connected countable graph. Then there exists a surjective graph homomorphism

\[
 \varphi : T_N \rightarrow G. 
\]

**Proof.** Since \( V \) is countable and \( G \) is connected, there exists a sequence \( \{v_{i_0}, v_{i_1}, \ldots\} \) of vertices such that \( \{v_{i_s}, v_{i_{s+1}}\} \in E \) and \( \{v_{i_s}\}_{s \in \mathbb{N}} \) covers \( V \). Then \( \mathbb{N} \ni s \mapsto v_{i_s} \in V \) induces a surjective graph homomorphism \( \varphi : T_N \rightarrow G \).

Let \( G = (V, E) \) be a connected graph. Then the set \( V \) of vertices admits the adjacency metric, denoted by \( d_G(\bullet, \bullet) \). The diameter of \( G \) is defined by

\[
 \sup_{x,y \in V} d_G(x, y). 
\]

The graph \( G \) is said to be unbounded if the diameter is \( \infty \).

**Theorem 3.7.** Let \( G = (V, E) \) be a connected countable unbounded graph that has no cycle of odd length (in other words, \( \chi(G) = 2 \)). Then \( G \) is chromatically equivalent to the natural tree \( T_N \).
Proof. Let $p \in V$. Then by the assumption that there are no cycles of odd length, the map $d_G(p, \cdot) : V \rightarrow \mathbb{N}$ induces a graph homomorphism $d_G(p, \cdot) : G \rightarrow T_N$. The unboundedness of $G$ implies that the homomorphism $d_G(p, \cdot) : G \rightarrow T_N$ is surjective. Proposition 3.6 and CBS-type result (Theorem 3.3) conclude that $G$ and $T_N$ are chromatically equivalent.

Corollary 3.8. Connected countable unbounded trees are chromatically equivalent to $T_N$.

3.3 Infinite graphs with finite chromatic numbers

Definition 3.9. The natural wheel $W_N = (V, E)$ (Figure 2) is defined by

- $V = \mathbb{N} = \{0, 1, 2, \ldots, n, \ldots\}$, and
- $E = \{\{0, n\} \mid n > 0\}$.

![Figure 2: The natural wheel $W_N$](image)

The graph $W_N$ is a countable connected tree with diameter 2. Since $W_N$ has a finite diameter, we cannot use Corollary 3.8. However, in this section, we will prove that $W_N$ is also chromatically equivalent to $T_N$.

Let $G = (V, E)$ be a countable infinite graph (we do not make any assumptions about diameter and connectivity). We also assume that the chromatic number $\chi(G)$ is finite. For instance, the graph $W_n$ satisfies these conditions ($\chi(W_n) = 2$). Then we prove that the isomorphism class of the chromatic functor $\chi(G, \cdot)$ is determined by the cardinality $\#\chi(G, [\chi(G)])$.

Theorem 3.10. Let $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ be countable infinite graphs with the same finite chromatic number $\chi(G_1) = \chi(G_2) = n$. Suppose that

$$\#\chi(G_1, [n]) = \#\chi(G_2, [n]),$$

(possibly infinite cardinality). Then $G_1$ and $G_2$ are chromatically equivalent.
Proof. We shall use stable partitions of chromatic functors (Proposition 2.6). It is sufficient to show that
\[
\# \text{St}_k(G_1) = \# \text{St}_k(G_2), \tag{15}
\]
for all \( k \leq \aleph_0 \). Since
\[
\# \chi(G, [k]) = \sum_{i=1}^{k} \binom{k}{i} \cdot i! \cdot \# \text{St}_i(G),
\]
\( \# \text{St}_k(G_1) = \# \text{St}_k(G_2) \) holds for \( k \leq n \). Let \( c \in \chi(G_1, [n]) \) be an element. Since \( \#V_1 = \aleph_0 \), there exists \( i_0 \in [n] \) such that \( \#c^{-1}(i_0) = \aleph_0 \). For any subset \( X \subset c^{-1}(i_0) \), let us define the map \( \tilde{c} : V \rightarrow [n+1] \) by
\[
\tilde{c}(v) = \begin{cases} 
  c(v) & \text{if } c(v) \neq i_0 \\
  c(i_0) & \text{if } c(v) = i_0 \text{ and } v \in X \\
  n + 1 & \text{if } c(v) = i_0 \text{ and } v \notin X.
\end{cases}
\]
Then \( \tilde{c} \in \chi(G_1, [n+1]) \). The map \( \tilde{c} \) changes according to the choice of the subset \( X \subset c^{-1}(i_0) \). Hence, we have \( \# \text{St}_{n+1}(G_1) = 2^{\aleph_0} \). Similarly, we have
\[
\# \text{St}_k(G_1) = \# \text{St}_k(G_2) = 2^{\aleph_0}
\]
for \( n < k \leq \aleph_0 \). This completes the proof. \( \square \)

Remark 3.11. We can also prove Theorem 3.7 using Theorem 3.10.

Example 3.12. Let \( G_1, G_2, \) and \( G_3 \) be graphs of Figure 3. Then they have the same chromatic number, \( \chi(G_1) = \chi(G_2) = \chi(G_3) = 3 \). Note that \( \#\chi(G_1, [3]) = 2^{\aleph_0} \) and \( \#\chi(G_2, [3]) = \#\chi(G_3, [3]) = 6 \). Hence, by Theorem 3.10, \( G_2 \) and \( G_3 \) are chromatically equivalent, however, \( G_1 \) is not.

3.4 Examples of non chromatically equivalent graphs

As presented in the previous section, the isomorphism class of the functor \( \chi(G, \bullet) \) is determined by the chromatic number \( \chi(G) \) and cardinality \( \#\chi(G, [\chi(G)]) \), whenever \( \chi(G) < \infty \). However, this is not the case for graphs with infinite chromatic number \( \chi(G) \), two of which are presented here.

Example 3.13. Let \( X \) be an infinite set. Recall that \( K_X = (V, E) \) is the complete graph with vertices \( X \). Namely, \( V = X \) and \( E = \{ e \in 2^X \mid \#e = 2 \} \). Let \( e_0 = \{ x_0, x_1 \} \in E \) be an edge, and define \( E' := E \setminus \{ e_0 \} \). Consider the graph \( K'_X = (V, E') \) obtained from \( K_X \) by deleting an edge \( e_0 \). Then \( K_X \) and \( K'_X \) satisfy the following.
(i) $\chi(K_X) = \chi(K'_X) = \#X$.
(ii) $\#\chi(K_X, X) = \#\chi(K'_X, X) = 2^\#X$.
(iii) $K_X$ and $K'_X$ are not chromatically equivalent.

It is easily seen that (i) and (ii) hold. Let us prove (iii). First, consider the stable partition of $K'_X$. $\text{St}(K'_X)$ consists of two partitions, $\Pi_1 := \tilde{X} := \{\{x\} \mid x \in X\}$ and

$$\Pi_2 := \{\{x\} \mid x \in X, x \neq x_0, x_1\} \cup \{\{x_0, x_1\}\}.$$ 

Both have the same cardinality $\#\Pi_1 = \#\Pi_2 = \#X$. Therefore, the chromatic functor is isomorphic to

$$\chi(K'_X, \bullet) \simeq \chi(K_X, \bullet) \sqcup \chi(K_X, \bullet).$$

However, by the uniqueness of stable partitions (Proposition 2.8), it cannot be isomorphic to $\chi(K_X, \bullet)$.
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