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Abstract—The diversity-multiplexing tradeoff (DMT) provides a fundamental performance metric for different multiple-input multiple-output (MIMO) schemes in wireless communications. In this paper, we explore the block fading optical wireless communication (OWC) channels and characterize the DMT in the presence of both optical peak- and average-power constraints. Three different fading distributions are considered, which reflect different channel conditions. In each channel condition, we obtain the optimal DMT when the block length is sufficiently large, and we also derive the lower and upper bounds of the DMT curve when the block length is small. These results are dramatically different from the existing DMT results in radio-frequency (RF) channels. These differences may be due to the fact that the optical input signal is real and bounded, while its RF counterpart is usually complex and unbounded.
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I. INTRODUCTION

A S AN essential complement to radio-frequency (RF) communication, optical wireless communication (OWC) significantly improves the rate performance and offers an ideal solution to spectrum scarcity. It has recently been considered as a promising technique in future 6G [1], [2]. For a general OWC system, it covers unguided visible, infrared (IR), or ultraviolet (UV) light bands [3], [4]. In this paper, we mainly focus on the free-space terrestrial OWC system, operated nearly at the visible and IR frequencies.

Modern OWC system typically uses either light-emitting diodes (LEDs) or lasers as the transmitter and photodetectors as the receiver [3], [4], which is widely known as the intensity-modulation and direct-detection (IM-DD) transmission scheme. As a consequence, transmitting signals are in the form of optical intensities and hence are real and nonnegative, fundamentally different from their RF counterparts. Furthermore, the peak and average optical power of transmitting signals need to be constrained by safety reasons and hardware limitations.

The OWC system is more sensitive to channel attenuation than the traditional RF system due to the IM-DD transmission scheme, particularly in medium- and long-range communication. In a free-space OWC system, the fluctuations caused by atmospheric turbulence severely degrade the quality of communication links. They change the temperature and pressure of the atmosphere and eventually lead to refractive index variations of the path links [5], [6]. To combat the channel fading induced by atmospheric turbulence, the widely adopted multiple-input multiple-output (MIMO) technique plays a pivotal role, which provides many independent transmission paths available at the transmitting or receiving ends [7]. Another benefit provided by utilizing MIMO technique is the significant improvement in spectral efficiency when compared with single-antenna systems [8].

In this paper, we investigate the optimal diversity-multiplexing tradeoff (DMT) for the MIMO-OWC system. The optimal DMT characterizes the maximal achievable diversity gain at a fixed multiplexing gain, which provides a fundamental metric for comparison between different MIMO transmission schemes. It has triggered extensive research deriving the optimal DMTs for different fading channels, such as Rayleigh, Rician, Nakagami and log-normal fading channels [9], [10], [11], [12], [13], [14], [15], [16].

Most of the existing DMT results focus on the traditional RF system [9], [10], [11], [12], [13], [14], among which Zheng and Tse presented the classic optimal tradeoff curve for Rayleigh fading channels [9]. They showed that when the channel block length satisfies $l \geq l_{ra} = n_T + n_R - 1$, the optimal DMT curve can be exactly characterized as

$$d_{n}^{\star}(r) = (n_T - r)(n_R - r),$$}

where $n_T$ and $n_R$ are the number of transmit and receive antennas, respectively.
where $d^*_n(r)$ denotes the maximum diversity gain achieved at the given multiplexing gain $r$, and $n_T$ and $n_R$ denote the number of transmit and receive antennas, respectively. Moreover, they proposed the bounds on DMT curve at the small block length regime ($l < l_{na}$): if $r < r_{na} = \min \left\{ n_T, n_R - \left\lceil \frac{\left( l_{na} - 1 \right)}{l_{na}} \right\rceil \right\}$, the maximum diversity gain can be upper- and lower-bounded by:

$$d^*_n(r) \leq (n_T - r)(n_R - r), \quad (2)$$

$$d^*_n(r) \geq l(n_{ra} - r), \quad (3)$$

where $n_{ra} = r^2/l + (1 - (n_T + n_R)/l)r_{na} + n_T n_R/l; \; otherwise$, the optimal DMT curve agrees with (1).

Some existing works considered the unique characteristics of the OWC system and derived some DMT results [15], [16], [17], [18], [19]. Among them, [15] and [16] investigated outdoor and indoor OWC systems, respectively. For the indoor OWC system, [15] assumed that the user/receiver position is uniformly distributed over a circular area. Then it derived a closed-form DMT for the SISO system and a numerical DMT for the MIMO system. For the outdoor OWC system, [16] assumed that the channel is influenced by atmospheric turbulence. Then it proposed that for an exponential fading channel, the maximal diversity gain at multiplexing gain $r$ is $d^*_n(r)/2$ under a large block length. Also, under a small block length, they also found analogous DMT bounds as in (2) and (3), except for an extra factor of 1/2.

The extra factor of 1/2 reflects the loss of half of the degree of freedom, which is due to the fact that inputs need to be real-valued in the OWC system, while the counterparts in the RF system are complex. However, as mentioned before, inputs in the OWC system represent optical intensities. Hence, their values must also be nonnegative. Furthermore, since the optical intensity exactly represents power, the power constraints imposed on the inputs also need to be described differently. Therefore, how to characterize the optimal DMT in practical OWC channels still remains an open problem.

In this paper, we first investigate the optimal DMT by fully considering practical optical input constraints in three different fading channels. We first restrict the optical inputs to be real-valued and nonnegative. Also, a peak- and average-power constraints are imposed on the inputs. Then we use exponential, gamma-gamma, and log-normal distributions to model the channel with atmospheric turbulence from strong to weak intensities. For each channel condition, we establish optimal DMT in different block length regimes. It turns out that our derived results are fundamentally different from the above existing results, which may more precisely reflect the fundamental limits of the practical OWC system.

Specifically, the main contributions in this paper are as follows.

- **Bounds on Instantaneous Capacity**: By using a truncated exponential random coding argument and further applying the generalized entropy power inequality (GEPI) [23], we first derive a lower bound on instantaneous capacity. Then, an upper bound is established by some algebraic manipulations on the asymptotic capacity in [24, Thm. 21]. These bounds are closed-form and proved to be optimal in terms of outage diversity gain.

- **Exact Characterization of Outage Diversity Gain**: With the above new instantaneous capacity bounds, we establish lower and upper bounds on outage diversity gain in general fading channels. Applying these bounds into our considered channels, we precisely characterize the outage diversity gain.

- **Error Probability Bounds on Truncated Exponential Random Coding**: We propose a truncated exponential random coding scheme, which helps to derive a new upper bound on average error probability. Based on this bound, we derive a tight lower bound on the optimal diversity gain in different fading channels.

- **Characterization of Optimal DMT**: We characterize the optimal DMT curves in different block length regimes for considered channels. Specifically, if the block length $l \geq n_T - n_R + 1$, the optimal diversity gain $d^*(r)$ can be characterized as

$$d^*(r) = (n_T - n_R + 1)(n_R - r).$$

Otherwise, under a small block length ($l < n_T - n_R + 1$), the optimal diversity gain can be upper- and lower-bounded by:

$$d^*(r) \leq (n_T - n_R + 1)(n_R - r), \quad d^*(r) \geq l(n_{ra} - r).$$

See Theorems 3, 4, and 5 in detail.

The paper is organized as follows. We end the introduction with a few notational conventions. Section II describes in detail the investigated channel model. In Section III, we present new upper and lower bounds on outage diversity gain. Section IV characterizes the average error probability with the truncated exponential random coding. The optimal DMTs of exponential, gamma-gamma, and log-normal channels are characterized in Sections V, VI, and VII. Numerical examples are included in Section VIII. Most of the proofs are in the appendices.

**Notation**: Random variables, vectors and matrices are bold-faced, e.g., $\mathbf{h}$, $\mathbf{a}$ and $\mathbf{X}$, while their realizations are typeset in $h$, $a$ and $X$, respectively. $\mathbf{X}_j$ denotes the $j$th column of matrix $\mathbf{X}$, and $x_{ij}$ or $[\mathbf{X}]_{ij}$ denotes the $i$th row and $j$th entry of $\mathbf{X}$. Sets are typeset in a special font, e.g., $A$. Differential Entropy is denoted by $h(\cdot)$, and mutual information by $I(\cdot;\cdot)$. $\| \cdot \|_1$ and $\| \cdot \|_F$ denote the $L_1$- and Frobenius-norm, respectively. $\log(\cdot)$ denotes the logarithm to the base of $e$. The expectation of a random variable is denoted by $E[\cdot]$, and variance by $V[\cdot]$. $\mathbb{R}^{m \times n}$ ($\mathbb{R}^+_{m \times n}$) denotes real (nonnegative) valued set. We denote $x^+ = \max\{0,x\}$, and use symbol $\equiv$ to denote exponential equality, i.e., $g(x) \equiv x^b$ indicates $\lim_{x \to \infty} \frac{\log g(x)}{\log x} = b$, and $\geq$, $\leq$ are similarly defined.
II. Channel Model

Consider a MIMO channel with \( n_T \) LEDs/lasers and \( n_R \) photodetectors. The channel output is given by:

\[
Y = HX + Z,
\]

where \( l \) denotes the block length, the channel input \( X \in \mathbb{R}^{n_T \times l} \), the channel noise \( Z \in \mathbb{R}^{n_R \times l} \), whose entries are independent and identically distributed (i.i.d.) inside and across blocks, and the channel matrix \( H \in \mathbb{R}^{n_R \times n_T} \), whose entries remain constant inside one block and i.i.d. across blocks. For simplicity, we assume \( n_T \geq n_R \) and \( H \) is of full rank.

Each entry \( h_{ij} \) in \( H \) represents the nonnegative and real-valued channel gain from \( j \)th transmit antenna to \( i \)th receive antenna, and depends on two factors: deterministic distance attenuation and random atmospheric turbulence loss [16], [25], [26]. As a consequence, \( h_{ij} \) can be formulated as

\[
h_{ij} = h_{ij}^d h_{ij}^r,
\]

where \( h_{ij}^d = e^{-\nu d_{ij}} \) denotes the deterministic part with parameter \( \nu \) characterizing the transmission environment and \( d_{ij} \) being the transmission distance, \( h_{ij}^r \) denotes the random part characterizing the atmospheric turbulence intensity. In this paper, we consider three different distributions of the random atmospheric turbulence \( h_{ij}^r \), which cover the turbulence fluctuation regimes from strong to weak intensities, and they are

- **Exponential distribution:**
  \[
f(h_{ij}^r) = e^{-h_{ij}^r};
  \]

- **Gamma-gamma distribution:**
  \[
f(h_{ij}^r) = \frac{2(\rho_1 \rho_2)^{\frac{1}{2}} 2^{\frac{1}{2}}}{\Gamma(\rho_1) \Gamma(\rho_2)} \left( h_{ij}^r \right)^{\frac{1}{2} \rho_1 + \frac{1}{2} \rho_2 - 1} \times K_{\rho_1 - \rho_2}(2 \sqrt{\rho_1 \rho_2 h_{ij}^r}),
  \]

where \( \rho_1 \) and \( \rho_2 \) denote the irradiance fluctuation parameters with \( \rho_2 < \rho_1 \), \( \Gamma(\cdot) \) denotes the Gamma function with \( \Gamma(z) = \int_0^\infty x^{z-1}e^{-x}dx \), and \( K_\tau(\cdot) \) denotes the modified Bessel function of the second kind with \( \tau \) being the order [27], [28];

- **Log-normal distribution:**
  \[
f(h_{ij}^r) = \frac{1}{h_{ij}^r \sqrt{2\pi \sigma^2}} \exp \left( -\frac{\left( \log(h_{ij}^r) - \mu_1 \right)^2}{2\sigma^2} \right),
  \]

where \( \mu_1 \) and \( \sigma_1 \) denote the expectation and variance of \( \log(h_{ij}^r) \), respectively.

Considering the limited dynamic working range of the light emitters and practical illumination requirements for the modulated optical sources, both peak- and average-power constraints are imposed on the channel input, i.e.,

\[
P[x_{ij} > A] = 0, \quad \forall i \in \{1, \ldots, n_T\}, \forall j \in \{1, \ldots, l\}, \quad (9a)
\]

\[
\frac{1}{l} \mathbb{E}[\|X\|_1] \leq \mathbb{E}, \quad (9b)
\]

where \( A \) denotes the allowed maximum optical power by each antenna, and \( \mathbb{E} \) denotes the total average optical power allowed across all antennas. The ratio between the allowed average power and the allowed peak power is denoted by

\[
\alpha = \frac{\mathbb{E}}{A},
\]

where \( \alpha \in (0, T^\frac{1}{4}) \) and is fixed in the paper [24], [32].

The additive noise \( Z \) is induced by the influence of thermal noise and ambient light [29], and each entry is modeled as i.i.d. Gaussian distribution, i.e., \( z_{ij} \sim \mathcal{N}(0, \sigma^2) \), where \( z_{ij} \) denotes the \( i \)th row and \( j \)th column entry of \( Z \).

Since information is carried on the intensity of the optical signal, we adopt the definition of optical signal-to-noise ratio (OSNR) [29], [30], [31] as follows:

\[
\text{OSNR} = \frac{\mathbb{E}}{\sigma}.
\]

We further present some useful concepts and definitions in terms of OSNR. More details can be seen in [9], [13], [16], [25]. Given a transmission scheme, an outage occurs when the instantaneous (conditioned) channel capacity of this channel cannot support the target rate \( R \). We denote

\[
\mathcal{O} \triangleq \{ H : C(X_j; Y_j | H = H) < R \}
\]

as the set of outage event, where \( X_j \) and \( Y_j \) denote the transmit and receive vectors at time \( j \), and \( C(X_j; Y_j | H = H) \) denotes the instantaneous capacity at the channel state \( H = H \). Therefore, the outage probability is defined as

\[
P_{\text{out}}(\text{OSNR}) \triangleq P \{ C(X_j; Y_j | H = H) \leq R \}.
\]

Now we briefly define the following diversity and multiplexing gains in terms of OSNR that will be used in the rest of the paper.

**Definition 1:** A transmission scheme is said to achieve multiplexing gain \( r \), outage diversity gain \( d_{\text{out}}(r) \), and diversity gain \( d(r) \) if the rate \( R(\text{OSNR}) \) satisfies

\[
\lim_{\text{OSNR} \to \infty} \frac{R(\text{OSNR})}{\log(\text{OSNR})} = r,
\]

the outage probability \( P_{\text{out}}(\text{OSNR}) \) satisfies

\[
- \lim_{\text{OSNR} \to \infty} \frac{\log P_{\text{out}}(\text{OSNR})}{\log(\text{OSNR})} = d_{\text{out}}(r),
\]

and average error probability \( P_e(\text{OSNR}) \) satisfies

\[
- \lim_{\text{OSNR} \to \infty} \frac{\log P_e(\text{OSNR})}{\log(\text{OSNR})} = d(r).
\]

For each \( r \), we define \( d^*(r) \) as the supremum of the diversity gain achieved over all schemes at the data rate \( R(\text{OSNR}) \).
III. OUTAGE PROBABILITY ANALYSIS

This section presents the new outage probability bounds, which are crucial in the following derivations of the optimal DMTs.

To estimate the outage probability in (13), we first need to characterize the instantaneous capacity. In the presence of the peak- and average-power constraints in (9a) and (9b), there are no existing results in current literature applicable here. We present new lower and upper bounds, which are closed-form and sufficiently tight at high OSNR.

The lower bound is derived by using a truncated exponential random coding argument [32, 33]. For any time index $j \in \{1, 2, \ldots, l\}$, denote $X_j = [X_{j1}, X_{j2}, \ldots, X_{jn_j}]^T$, and let the entries of $X_j$ be i.i.d. according to the following truncated exponential distribution:

$$f(X_{ij}) = \frac{1}{A} \frac{\mu}{1 - e^{-\mu}} e^{-\frac{\mu X_{ij}}{A}},$$

where $\mu$ is a parameter satisfying

$$\frac{1}{\mu} - \frac{e^{-\mu}}{1 - e^{-\mu}} = \frac{\alpha}{n_T}.$$

The achievable rate by this truncated exponential distribution can serve as a natural lower bound on the instantaneous capacity. Applying the GEPI in [23] we derive the following lower bound, whose rigorous proof is shown in Appendix A.

Proposition 1 (Lower Bound): Given a MIMO-OWC channel in (4), we have

$$C(X_j; Y_j | H) \geq \frac{1}{2} \log (1 + L_i (\text{OSNR})^{2n_R} | H H^T|),$$

where

$$L_i = \left(\frac{e}{2 \pi \alpha^2 \epsilon} \right)^{n_R} \left(1 - \frac{e^{-\mu}}{\mu} \frac{1 - e^{-\mu}}{1 - e^{-\mu}} \right)^{2n_R}.$$

with $\mu$ satisfying (18).

The following upper bound is derived by first assuming the channel state information available at the transmitter, and then by some algebraic manipulations on the existing asymptotic capacity in [24, Thm. 21].

Proposition 2 (Upper Bound): Given a MIMO-OWC channel in (4), we have

$$C(X_j; Y_j | H) \leq \frac{1}{2} \log (L_u (\text{OSNR})^{2n_R} | H H^T|),$$

where

$$L_u = \left(\frac{n_T}{n_R} \right)^{n_R} \left(\frac{1}{2 \pi \alpha^2 \epsilon} \right)^{n_R}.$$

Remark 1: Note that $L_u$ and $L_i$ in Proposition 1 and 2 are constants independent of parameters OSNR and $H$, which play no role in the following derivations related to the OSNR exponent.

Given a channel realization $H$, we denote the eigenvalue of $H H^T$ by $\lambda_i$, $\forall i \in \{1, \ldots, n_R\}$, with $\lambda_i$ arranged in increasing order. Recall that $H$ is of full rank, we can obtain that $\lambda_i$, $\forall i$, is real and positive. We define a new vector $a$ (with the random form $a$), which is one-to-one correspondence with the set of eigenvalues of $H$, i.e.,

$$\text{OSNR}^{-a_i} = \lambda_i, \quad \forall i \in \{1, \ldots, n_R\}.$$  

(23)

where $a_i$ denotes the $i$th entry of $a$. It is directly to obtain that

$$a_i \in \mathbb{R}, \quad \forall i \in \{1, \ldots, n_R\}.$$  

(24)

Besides, since $\lambda_1 \leq \cdots \leq \lambda_{n_R}$, we have

$$a_1 \geq \cdots \geq a_{n_R}.$$  

(25)

We decompose $H$ as UDQ, where $U \in \mathbb{R}^{n_R \times n_R}$ and $Q \in \mathbb{R}^{n_R \times n_R}$ are orthogonal matrices, and $D$ is a diagonal matrix with $D = \text{diag}[(\text{OSNR})^{-\frac{a_1}{2}}, \ldots, (\text{OSNR})^{-\frac{a_{n_R}}{2}}]$. More details about the matrix decomposition can be found in Appendix B-A1. Combined with the relationship between $a$ and eigenvalues of $H$ in (23), we can characterize the distribution of $a$ with the representation of the distribution of $H$, i.e.,

$$f(a) \doteq (\text{OSNR})^{-\sum_{i=1}^{n_R} \frac{n_R - n_R + 2e^{-1}a_i}{2}}$$

$$\times \int f(UDQ) dQ dU,$$  

(26)

with $f(UDQ)$ being the distribution of $H$. The proof of (26) can be found in Appendix B-A2.

Now we are ready to present the main theorem with proof in Appendix B-B.

Theorem 1 (Outage Probability Bounds): Given a channel in (4), we have

$$\int_B f(a) da \leq P_{\text{out}}(\text{OSNR}) \leq \int_A f(a) da,$$  

(27)

with

$$P_{\text{out}}(\text{OSNR}) \doteq \int_{\mathcal{O}} f(a) da,$$  

(28)

where $\mathcal{O}$ denotes the outage set, $f(a)$ is defined as in (26), and set $A$ is defined as

$$A \triangleq \left\{ a = [a_1, a_2, \ldots, a_{n_R}] : (2n_R - \sum_{i=1}^{n_R} a_i)^+ \leq 2r \right\},$$  

(29)

and set $B$ is defined as

$$B \triangleq \left\{ a = [a_1, a_2, \ldots, a_{n_R}] : 2n_R - \sum_{i=1}^{n_R} a_i \leq 2r \right\}.$$  

(30)

Remark 2: Since there is no closed-form expression for the instantaneous capacity, we do not know the explicit outage event set $\mathcal{O}$. Hence, it is difficult to derive the outage probability in (13). However, from (27) and (28), we can obtain

$$B \subseteq \mathcal{O} \subseteq A.$$  

(31)

It indicates that we can utilize the new sets $A$ and $B$ to calculate the bounds on outage probability as in (27), thereby estimating the properties of the outage diversity gain.
IV. RANDOM CODING ERROR ANALYSIS

This section presents the diversity gain of truncated exponential random coding, which serves as a lower bound on the optimal diversity gain.

Consider a random code with codewords i.i.d. as in (17), and the code rate is $R = r \log(\text{OSNR})$. The decoder applies the maximum-likelihood (ML) method to detect the sent message. Now consider a channel realization $H = H$, then the conditional error probability can be upper bounded by the following inequality, whose proof is postponed to Appendix C.

$$P(\text{error}|H = H) \leq (\text{OSNR})^{\frac{n_R}{2}} \prod_{i=1}^{n_R} \left(1 + \frac{g(\alpha, n_T)}{2} (\text{OSNR})^2 \lambda_i \right)^{-\frac{1}{2}},$$  
\[\text{(32)}\]

where

$$g(\alpha, n_T) = \frac{1}{\mu^2} - \frac{e^{-\mu}}{(1 - e^{-\mu})^2},$$  
\[\text{(33)}\]

with $\mu$ satisfying (18).

Now we present the main theorem on the error probability $P_e(\text{OSNR})$ of this random coding scheme.

Theorem 2: Given a channel in (4), we have

$$P_e(\text{OSNR}) \leq (\text{OSNR})^{-d_{\text{out}}(r)} + (\text{OSNR})^{-d_u(r)},$$  
\[\text{(34)}\]

where

$$(\text{OSNR})^{-d_{\text{out}}(r)} = \int_{O^c} f(a)(\text{OSNR})^{-\frac{1}{2}(\sum_{i=1}^{n_R} (2 - \alpha_i)^{+} - 2r)} da,$$  
\[\text{(35)}\]

with $O^c$ denoting the complement of outage set $O$.

Proof: We consider the error event conditioned on the channel outage event. Specifically, we bound the error probability by

$$P_e(\text{OSNR}) = P_{\text{out}}(\text{OSNR})P_{\text{clout}}(\text{OSNR}) + P_{e,\text{noun}}(\text{OSNR}),$$  
\[\text{(36)}\]

$$\leq P_{\text{out}}(\text{OSNR}) + P_{e,\text{noun}}(\text{OSNR}).$$  
\[\text{(37)}\]

where $P_{\text{clout}}(\text{OSNR})$ denotes the error probability conditioned on outage event, $P_{e,\text{noun}}(\text{OSNR})$ denotes the joint probability of error and no outage events.

By the definition of outage diversity, the first term in the RHS of (37) is

$$P_{\text{out}}(\text{OSNR}) \leq (\text{OSNR})^{-d_{\text{out}}(r)}.$$  
\[\text{(38)}\]

Substitute $\lambda_i = (\text{OSNR})^{-\alpha_i}$ into (32), we have

$$P(\text{error}|a) \leq (\text{OSNR})^{-\frac{1}{2}(\sum_{i=1}^{n_R} (2 - \alpha_i)^{+} - 2r)}.$$  
\[\text{(39)}\]

Multiplying with the distribution of $a$, and integrating over set $O^c$, the second term in the RHS of (37) is

$$P_{e,\text{noun}}(\text{OSNR}) \leq (\text{OSNR})^{-d_u(r)}.$$  
\[\text{(40)}\]

The proof is concluded.

V. DMT ANALYSIS ON EXponential CHANNEL

In this section we consider the OWC channel with atmospheric turbulence according to exponential distribution. This distribution is commonly used to model the channel with relatively high atmospheric turbulence intensity. We first present results on the outage diversity gain, and based on this, we further characterize the optimal DMT.

A. Outage Diversity Gain Characterization

To distinguish parameters from different fading channels, here we denote $\nu_{\text{exp}}, d_{\text{out}}^{\text{exp}}(r)$, $d_{\text{exp}}(r)$ and $d^{\text{exp}}(r)$ as the parameters for exponential channel. Similar notations will also be used in the following gamma-gamma and log-normal channels.

As shown in Theorem 1, to estimate the outage diversity gain, we first need to calculate the distribution of vector $a$ in (26). To do this, we first analyze the distribution of $H$. Since the entries in $H$ are assumed i.i.d., and by (6) we expand the distribution of $H$ as

$$f(H) = \prod_{i=1}^{n_R} \prod_{j=1}^{n_R} f(h_{ij})$$  
\[\text{(41)}\]

$$= \prod_{i=1}^{n_R} \prod_{j=1}^{n_R} \exp \left(-e^{\nu_{\text{d},ij}} h_{ij} + \nu d_{ij} \right).$$  
\[\text{(42)}\]

By Appendix B-A1, we can decompose $H = U D Q$, then we have

$$h_{ij} = \sum_{k=1}^{n_R} u_{ik} \times (\text{OSNR})^{-\frac{a_k}{2}} \times q_{kj},$$  
\[\text{(43)}\]

where $h_{ij} = |H|_{ij}$, $u_{ik} = |U|_{ik}$ and $q_{ik} = |Q|_{ik}$. By $\alpha_1 \geq \cdots \geq \alpha_{n_R}$, we obtain the last term $u_{in_{\text{R}}} \times (\text{OSNR})^{-\frac{a_{n_R}}{2}} \times q_{n_R j}$ dominates other terms in (43) at high OSNR, i.e.,

$$h_{ij} \approx u_{in_{\text{R}}} \times (\text{OSNR})^{-\frac{a_{n_R}}{2}} \times q_{n_R j}.$$  
\[\text{(44)}\]

Since the entries of $H$ are nonnegative, we have $u_{in_{\text{R}}} q_{n_R j} \geq 0$, thereby

$$h_{ij} \leq (\text{OSNR})^{-\frac{a_{n_R}}{2}}.$$  
\[\text{(45)}\]

Substituting (45) into (42), we obtain

$$f(H) \leq \prod_{i=1}^{n_R} \prod_{j=1}^{n_R} \exp \left(-e^{\nu_{\text{d},ij}} (\text{OSNR})^{-\frac{a_{n_R}}{2}} + \nu d_{ij} \right).$$  
\[\text{(46)}\]

Therefore, the distribution $f(a)$ for the exponential channel can be determined by

$$f(a) \leq (\text{OSNR})^{-\sum_{i=1}^{n_R} n_R \frac{a_i - a_{n_R} + 2i - 2}{2}} \times \exp \left(-n_{\text{R,\text{R}}} (\text{OSNR})^{-\frac{a_{n_R}}{2}} \right).$$  
\[\text{(47)}\]

To further simplify (47), we observe that if $a_{n_R} < 0$, the term $\exp \left(-n_{\text{R,\text{R}}} (\text{OSNR})^{-\frac{a_{n_R}}{2}} \right)$ approaches 0 at high OSNR, hence (47) can be simplified as

$$f(a) \leq 0, \text{ if } a_{n_R} < 0.$$  
\[\text{(48)}\]
Otherwise, the term \( \exp \left\{ -n_R n_T (\text{OSNR})^{-\frac{1}{2 n_R}} \right\} \) approaches \( e^{-n_R n_T} \) if \( a_{n_R} = 0 \), or approaches 1 if \( a_{n_R} > 0 \). Hence,
\[
f(a) = (\text{OSNR})^{-\sum_{i=1}^{n_R} \frac{n_T-n_R+2i-1}{2} a_i}, \quad \text{if } a_{n_R} \geq 0.
\]
(49)

Now we apply Theorem 1 to derive the outage probability for the exponential channel. Substituting (48) and (49) into (28), we obtain
\[
P_{\text{out}}(\text{OSNR}) = \int_{\mathcal{O}} f(a) da
\]
\[
= \int_{\mathcal{O} \cap \{a_{n_R} \geq 0\}} f(a) da + \int_{\mathcal{O} \cap \{a_{n_R} < 0\}} f(a) da
\]
\[
= \int_{\mathcal{O} \cap \{a_{n_R} \geq 0\}} (\text{OSNR})^{-\sum_{i=1}^{n_R} \frac{n_T-n_R+2i-1}{2} a_i} da
\]
\[
+ \int_{\mathcal{O} \cap \{a_{n_R} < 0\}} 0 da
\]
\[
= \int_{\mathcal{O}'} (\text{OSNR})^{-\sum_{i=1}^{n_R} \frac{n_T-n_R+2i-1}{2} a_i} da,
\]
(50)
where \( \mathcal{O}' = \mathcal{O} \cap \{a_{n_R} \geq 0\} \). Then, combined with relationship between sets \( \mathcal{A} \) and \( \mathcal{B} \) in (31), we can obtain that the outage diversity gain \( d_{\text{out}}(r) \) at multiplexing gain \( r \) is bounded by
\[
\inf_{a \in \mathcal{A}'} d_{\text{out}}^{\text{exp}}(r, a) \leq d_{\text{out}}^{\text{exp}}(r) \leq \inf_{a \in \mathcal{B}'} d_{\text{out}}^{\text{exp}}(r, a),
\]
(51)
where function \( d_{\text{out}}^{\text{exp}}(r, a) \) is given by
\[
d_{\text{out}}^{\text{exp}}(r, a) = \sum_{i=1}^{n_R} \frac{n_T-n_R+2i-1}{2} a_i,
\]
(52)
and \( \mathcal{A}' \) is given by
\[
\mathcal{A}' = \left\{ a : a_1 \geq \cdots \geq a_{n_R} \geq 0, \text{ and } (2n_R - \sum_{i=1}^{n_R} a_i)^+ \leq 2r \right\},
\]
(53)
and \( \mathcal{B}' \) by
\[
\mathcal{B}' = \left\{ a : a_1 \geq \cdots \geq a_{n_R} \geq 0, \text{ and } 2n_R - \sum_{i=1}^{n_R} a_i \leq 2r \right\},
\]
(54)

### B. Optimal DMT Characterization

We now characterize the optimal DMT of exponential channel. In fact, our derived outage probability can serve as a lower bound on average error probability. By Fano’s inequality [35], we can show
\[
P_e(\text{OSNR}) \geq (\text{OSNR})^{-d_m(r)}.
\]
(55)
Furthermore, note that the error probability bound on truncated exponential coding established in Section IV can serve as an upper bound on average error probability. Hence
\[
P_e(\text{OSNR}) \leq (\text{OSNR})^{-d_{m}(r)} + (\text{OSNR})^{-d_e(r)}.
\]
(56)
Comparing the bounds in (55) and (56), we have the following observations:

- If \( d_\text{e}(r) \geq d_{\text{out}}(r) \), \( d_{\text{out}}(r) \) becomes the dominant term in the RHS of (56). Combined with (55), the optimal diversity gain \( d^\ast(r) \) is equal to the outage diversity gain, i.e.,
\[
d^\ast(r) = d_{\text{out}}(r).
\]
(57)
- If \( d_\text{e}(r) < d_{\text{out}}(r) \), \( d_{\text{e}}(r) \) turns to be the dominant term in the RHS of (56). In this case, we can simply bound \( d^\ast(r) \) as
\[
d_{\text{e}}(r) \leq d^\ast(r) \leq d_{\text{out}}(r).
\]
(58)

With the above two observations, we only need to calculate \( d_{\text{out}}(r) \) and \( d_{\text{e}}(r) \). The optimal DMT of exponential channel is characterized in the following theorem.

**Theorem 3 (DMT of Exponential Channel):** Given a channel with distribution in (42), if \( l \geq l_{\text{exp}} = n_T - n_R + 1 \), the optimal diversity gain is given by
\[
d^\ast_{\text{exp}}(r) = (n_T - n_R + 1)(n_R - r);
\]
(59)
on otherwise,
\[
l(n_R - r) \leq d^\ast_{\text{exp}}(r) \leq (n_T - n_R + 1)(n_R - r).
\]
(60)

**Proof:** We first calculate \( d^\ast_{\text{exp}}(r) \) and \( d^\ast_{\text{le}}(r) \), and then characterize the optimal diversity gain \( d^\ast_{\text{exp}}(r) \).

By linear optimization, it is straightforward to obtain that the infinums of \( d^\ast_{\text{exp}}(r, a) \) over feasible regimes \( \mathcal{A}' \) and \( \mathcal{B}' \) are both achieved at \( a^\ast_{\text{e}} = [2n_R - r, 0, \ldots, 0] \) in (51), and the infinums match. Hence the outage diversity gain is given by
\[
d_{\text{out}}^{\text{exp}}(r) = (n_T - n_R + 1)(n_R - r).
\]
(61)

Now we calculate \( d^\ast_{\text{le}}(r) \). By reducing the integral domain \( \mathcal{O}_{\text{c}} \) in (35) to \( \mathcal{A} \) and enlarging the integral domain \( \mathcal{O}_{\text{c}} \) in (35) to \( \mathcal{B} \), and combined with the expression of \( f(a) \) in (48), we bound \( d_{\text{le}}^{\ast}(r) \) as
\[
\inf_{(\mathcal{B}')'} d_{\text{le}}^{\ast}(r, a) \leq d_{\text{le}}^{\ast}(r) \leq \inf_{(\mathcal{A}')'} d_{\text{le}}^{\ast}(r, a),
\]
(62)
where function \( d_{\text{le}}^{\ast}(r, a) \) is given by
\[
d_{\text{le}}^{\ast}(r, a) = \sum_{i=1}^{n_R} \frac{n_T-n_R+2i-1}{2} a_i
\]
\[
+ l \left( \frac{1}{2} \sum_{i=1}^{n_R} (2 - a_i)^+ - 2r \right),
\]
(63)
and \( (\mathcal{A}')' \) is given by
\[
(\mathcal{A}')' = \left\{ a : a_1 \geq \cdots \geq a_{n_R} \geq 0, \text{ and } (2n_R - \sum_{i=1}^{n_R} a_i)^+ \geq 2r \right\},
\]
(64)
and \( (\mathcal{B}')' \) is given by
\[
(\mathcal{B}')' = \left\{ a : a_1 \geq \cdots \geq a_{n_R} \geq 0, \text{ and } 2n_R - \sum_{i=1}^{n_R} a_i \geq 2r \right\}.
\]
(65)

Compared with (52), we can see \( d_{\text{le}}^{\ast}(r, a) \) in (63) is also linear with respect to vector \( a \), but with an extra term \( \frac{l}{2} \left( \sum_{i=1}^{n_R} (2 - a_i)^+ - 2r \right) \). Given a block length \( l \), we can still analyze the infimum of \( d_{\text{le}}^{\ast}(r, a) \) over \( (\mathcal{A}')' \) or \( (\mathcal{B}')' \).
through linear optimization. Here, we show that the infimums in (62) also match the same optimal point \( a_{l}^{*} \). In the following, we characterize \( a_{l}^{*} \) under different block length \( l \):

- when \( l < n_{T} - n_{R} + 1 \), the optimal \( a_{l}^{*} \) is given by
  \[
  a_{l}^{*} = 0, \quad \text{for } i = 1, \cdots, n_{R}; \tag{66}
  \]

- when \( n_{T} - n_{R} + 2(k - 1) \leq l < n_{T} - n_{R} + 2(k + 1) - 1 \), \( \forall k \in \{1, \cdots, n_{R} - r\} \), the optimal \( a_{l}^{*} \) is given by
  \[
  a_{l}^{*} = 2, \quad \text{for } i = 1, \cdots, k; \tag{67a}
  \]
  \[
  a_{l}^{*} = 0, \quad \text{for } i = k + 1, \cdots, n_{R}; \tag{67b}
  \]

- when \( l \geq n_{T} - n_{R} + 2((n_{R} - r) + 1) - 1 \), the optimal \( a_{l}^{*} \) is given by
  \[
  a_{l}^{*} = 2, \quad \text{for } i = 1, \cdots, n_{R} - r; \tag{68a}
  \]
  \[
  a_{l}^{*} = 0, \quad \text{for } i = n_{R} - r + 1, \cdots, n_{R}. \tag{68b}
  \]

Substituting \( a_{l}^{*} \) into (62), we obtain that if \( l < n_{T} - n_{R} + 1 \), then
\[
d_{l}^{\text{exp}}(r) = l(n_{R} - r). \tag{69}
\]

Otherwise, if \( l \geq n_{T} - n_{R} + 1 \), we have
\[
d_{l}^{\text{exp}}(r) = \sum_{i=1}^{k} (n_{T} - n_{R} + 2i - 1) + (n_{T} - n_{R} + 1)(n_{R} - r - k) \tag{70}
\]
where the choice of \( k \) depends on the channel block length \( l \) (see (66), (67), and (68)).

Last, we characterize \( d_{e}^{*} \). If \( l \geq n_{T} - n_{R} + 1 \) and at any \( k \in \{1, \cdots, n_{R} - r\} \),
\[
d_{e}^{\text{exp}}(r) \geq \sum_{i=1}^{k} (n_{T} - n_{R} + 2i - 1) + (n_{T} - n_{R} + 1)(n_{R} - r) = d_{e}^{\text{out}}(r). \tag{71}
\]

The proof in this case is concluded by combining (57) with (61) and (71).

If \( l < n_{T} - n_{R} + 1 \), by (66) and (61), we have
\[
d_{e}^{\text{exp}}(r) < (n_{T} - n_{R} + 1)(n_{R} - r) = d_{e}^{\text{out}}(r). \tag{72}
\]

Combining (58) with (61), (69) and (72), the proof is concluded in this case.

Remark 3: Notice that in (51), the difference in the upper and lower bounds on \( d_{\text{exp}}(r) \) lies in the optimization domain. Since \( B \subseteq O \subseteq A \), the results above show that the infimums over different optimization domains are achieved at the same point, revealing that the bounds derived in Proposition 1 are sufficiently tight in terms of diversity gain.

VI. DMT ANALYSIS ON GAMMA-GAMMA CHANNEL

In this section, we consider the OWC channel with atmospheric turbulence according to gamma-gamma distribution. This distribution is commonly used to model the channel with moderate-to-strong atmospheric turbulence intensity. The outage diversity and the optimal DMT are characterized in the following.

A. Outage Diversity Gain Characterization

Due to the presence of \( K_{\tau}(\cdot) \) in (7), it is difficult to analyze original gamma-gamma distribution directly. Instead, we choose an alternative expression in terms of power series, i.e.,
\[
f(h_{ij}^{R}) = \sum_{n=0}^{\infty} d_{n}(\rho_{1}, \rho_{2}) (h_{ij}^{R})^{n+\rho_{2}-1}
+ \sum_{n=0}^{\infty} d_{n}(\rho_{2}, \rho_{1}) (h_{ij}^{R})^{n+\rho_{1}-1}, \tag{73}
\]
where
\[
d_{n}(\rho_{1}, \rho_{2}) = \frac{(\rho_{1}, \rho_{2})^{\rho_{1}+\rho_{2}}}{\Gamma(\rho_{1})\Gamma(\rho_{2})}(1 + \rho_{2} - \rho_{1})_{n!} \tag{74}
\]
Combined with (5) and (41), we obtain the distribution of gamma-gamma channel as
\[
f(H) = \prod_{i=1}^{n_{R}} \prod_{j=1}^{n_{T}} \left\{ \sum_{n=0}^{\infty} d_{n}(\rho_{1}, \rho_{2}) (e^{v_{di}}, h_{ij})^{n+\rho_{2}-1} e^{v_{di}} + \sum_{n=0}^{\infty} d_{n}(\rho_{2}, \rho_{1}) (e^{v_{di}}, h_{ij})^{n+\rho_{1}-1} e^{v_{di}} \right\}. \tag{75}
\]

Recall that \( h_{ij} = (\text{OSNR})^{-\alpha_{\text{gg}}} \), thus we can rewrite (75) as
\[
f(H) \simeq \prod_{i=1}^{n_{R}} \prod_{j=1}^{n_{T}} \left\{ \sum_{n=0}^{\infty} d_{n}(\rho_{1}, \rho_{2}) (e^{v_{di}}, h_{ij})^{n+\rho_{2}-1} (\text{OSNR})^{-\frac{n+\rho_{2}-1}{2} \alpha_{\text{gg}}} + \sum_{n=0}^{\infty} d_{n}(\rho_{2}, \rho_{1}) (e^{v_{di}}, h_{ij})^{n+\rho_{1}-1} (\text{OSNR})^{-\frac{n+\rho_{1}-1}{2} \alpha_{\text{gg}}} \right\}. \tag{76}
\]

Note that if \( \alpha_{\text{gg}} < 0 \), then \( f(H) \to \infty \), which is impossible. Hence we can constrain \( \alpha_{\text{gg}} \) to be \( \alpha_{\text{gg}} \geq 0 \). Hence, after some algebraic manipulations, we can simplify \( f(H) \) to
\[
f(H) \simeq (\text{OSNR})^{-\frac{\alpha_{\text{gg}}+\rho_{1}}{2} (\rho-1)}, \quad \alpha_{\text{gg}} \geq 0. \tag{77}
\]
where \( \rho \) denotes \( \min\{\rho_{1}, \rho_{2}\} \).

Substituting (77) into (26) and (27), the outage diversity gain \( d_{e}^{\text{out}}(r) \) at multiplexing gain \( r \) is bounded by
\[
\inf_{a \in A} d_{e}^{\text{out}}(r, a) \leq d_{e}^{\text{out}}(r) \leq \inf_{a \in B} d_{e}^{\text{out}}(r, a), \tag{78}
\]
where function \( d_{e}^{\text{out}}(r, a) \) is defined as
\[
d_{e}^{\text{out}}(r, a) = \sum_{i=1}^{n_{T}} \frac{(n_{T} - n_{R} + 2i - 1) a_{i}}{2} + \frac{n_{R} n_{T} \alpha_{\text{gg}}}{2} (\rho - 1), \tag{79}
\]
and sets \( A' \) and \( B' \) are defined as in (53) and (54), respectively.

### B. Optimal DMT Characterization

We present the main results in the following theorem.

**Theorem 4 (DMT of Gamma-Gamma Channel):** Given a channel with distribution in (75), when \( n_R = 1 \), if \( l \geq l_{gg} = \rho n_T \), the optimal diversity gain is

\[
d_{gg}^*(r) = \rho n_T (1-r); \quad (80)
\]

otherwise,

\[
l(1-r) \leq d_{gg}^*(r) \leq \rho n_T (1-r). \quad (81)
\]

When \( n_R > 1 \), if \( l \geq l_{gg} = n_T - n_R + 1 \), then

\[
d_{gg}^*(r) = (n_T - n_R + 1)(n_R - r); \quad (82)
\]

otherwise,

\[
l(n_R - r) \leq d_{gg}^*(r) \leq (n_T - n_R + 1)(n_R - r). \quad (83)
\]

**Proof:** We follow the similar arguments as in the proof of Theorem 3. Here we mainly emphasize the differences.

Compared with the function in (52), \( d_{gg}^*(r, a) \) in (79) contains an extra term \( n_R n_T (\rho - 1) a_{nk} / 2 \). We consider the cases \( n_R = 1 \) and \( n_R > 1 \) separately to show the differences when \( a_1 = a_{nk} \) and \( a_1 \neq a_{nk} \).

When \( n_R = 1 \), the infimums in (78) are both achieved at point \( a_{out}^* = 2(n_R - r) \). Hence, the outage diversity gain is given by

\[
d_{out}^* (r) = (n_T - n_R + 1 + n_R n_T (\rho - 1))(n_R - r) = \rho n_T (1-r). \quad (84)
\]

When \( n_R > 1 \), the infimums in (78) are both achieved at point \( a_{out}^* = [2(n_R - r), 0, \ldots, 0] \), and we have

\[
d_{out}^* (r) = (n_T - n_R + 1)(n_R - r). \quad (85)
\]

Now we calculate \( d_{gg}^*(r) \). Modifying the optimization domain in (35) with \( A' \) or \( B' \), we have

\[
\inf_{(B')} d_{gg}^*(r, a) \leq d_{gg}^*(r, a) \leq \inf_{(A')} d_{gg}^*(r, a), \quad (86)
\]

where function \( d_{gg}^*(r, a) \) is defined as

\[
d_{gg}^*(r, a) = \sum_{i=1}^{n_R} \frac{n_T - n_R + 2i - 1}{2} a_i + \frac{n_R n_T a_{nk}}{2} (\rho - 1) + \frac{1}{2} \left( \sum_{i=1}^{n_R} (2 - a_i)^+ - 2r \right), \quad (87)
\]

and sets \( (A')' \) and \( (B')' \) are defined as in (64) and (65), respectively.

Compared with the function in (63), \( d_{gg}^*(r, a) \) also has an extra term \( n_R n_T (\rho - 1) a_{nk} / 2 \). We still separately consider the cases when \( n_R = 1 \) and \( n_R > 1 \).

When \( n_R = 1 \), if \( l < n_T - n_R + 1 + n_R n_T (\rho - 1) = \rho n_T \), the infimums in (86) are both achieved at \( a_{te}^* = 0 \), which yields

\[
d_{gg}^*(r) = l(n_R - r); \quad (88)
\]

otherwise, the infimums in (86) are both achieved at \( a_{te}^* = 2(n_R - r) \), thus

\[
d_{gg}^*(r) = (n_T - n_R + 1 + n_R n_T (\rho - 1))(n_R - r) = \rho n_T (1-r). \quad (89)
\]

When \( n_R > 1 \), since sets \( (A')' \) and \( (B')' \) in (86) are the same as the corresponding sets in the exponential channel in (62), here we just need to show \( d_{gg}^*(r) = d_{gg}^*(r, a) \). On the one hand, as \( n_R n_T (\rho - 1) a_{nk} / 2 \geq 0 \) for any \( a_{nk} \geq 0 \), we can obtain that \( d_{gg}^*(r, a) \geq d_{gg}^*(r) \) at any \( a \) with \( a_{nk} \geq 0 \). On the other hand, at the point \( a_{te}^* \) defined in (66), (67), and (68), we have \( d_{gg}^*(r, a_{te}^*) = d_{gg}^*(r, a_{te}^*) \). The proof is concluded.

**Remark 4:** Notice that when \( n_R > 1 \), the \( n_{th} \) entry of \( a_{out}^* \) or \( a_{te}^* \) is always 0, which indicates the extra term \( n_R n_T (\rho - 1) a_{nk} / 2 \) plays no role on \( d_{out}^*(r, a) \) and \( d_{gg}^*(r, a) \). Hence when \( n_R > 1 \), we always have \( d_{out}^*(r) = d_{out}^*(r, a) \) and \( d_{gg}^*(r) = d_{gg}^*(r, a) \).

### VII. DMT Analysis on Log-Normal Channel

In this section, we consider the OWC channel with atmospheric turbulence according to log-normal distribution. This distribution is commonly used to model the channel with weak atmospheric turbulence intensity. The outage diversity gain and the optimal DMT are characterized in the following.

#### A. Outage Diversity Gain Characterization

Substituting (5) and (8) into (41), we have

\[
f(H) = \prod_{i=1}^{n_R} \prod_{j=1}^{n_T} \frac{1}{h_{ij} \sqrt{2 \pi \sigma_i^2}} \exp \left( -\frac{\left( \log \left( \exp(\nu(d_{ij})) h_{ij} \right) - \mu_i \right)^2}{2 \sigma_i^2} \right). \quad (90)
\]

Following similar arguments as in Section V-A, we simplify \( f(H) \) to

\[
f(H) \equiv (\text{OSNR}) \frac{\nu R_T n_T n_R}{2} \times \prod_{i=1}^{n_R} \prod_{j=1}^{n_T} \exp \left( -\frac{\left( \log \left( \text{OSNR} \right) - \frac{\nu a_{nk}}{2 \sigma_i^2} \right)^2}{2 \sigma_i^2} \right) \quad \text{(91)}
\]

or

\[
\equiv (\text{OSNR}) \left( \frac{\nu R_T n_T n_R}{2} \times \exp \left( -\log(\text{OSNR}) \right) \right) \quad \text{(92)}
\]

\[
\times \frac{\nu R_T n_T n_R}{2} \times \frac{\mu_i - \nu d_{ij}}{2 \sigma_i^2} \times \log(\text{OSNR}) + a_{nk} \beta_1 + \frac{\beta_2}{\log(\text{OSNR})}
\]

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
\[
\text{(OSNR)}^{\frac{n_R n_k}{2} - \frac{n_R n_k}{2}} - \frac{n_R n_k}{2} \log(\text{OSNR}) + a_{nk} \beta_1 + \beta_2 \log(\text{OSNR})
\]

(91)

\[
\text{(OSNR)}^{\frac{n_R n_k + 2 n_k}{2}} \log(\text{OSNR}),
\]

(92)

where \(\log(\text{OSNR})\) denotes the logarithm to the base of OSNR, \(\beta_1\) and \(\beta_2\) are defined as

\[
\beta_1 = \sum_{i=1}^{n_R} \sum_{j=1}^{n_k} (\mu_i - \nu d_{ij})
\]

(93)

\[
\beta_2 = \sum_{i=1}^{n_R} \sum_{j=1}^{n_k} (\mu_i - \nu d_{ij})^2
\]

(94)

and (91) follows from

\[
(\text{OSNR})^{\frac{n_R n_k}{2} \log(\text{OSNR})} = (\text{OSNR})^{\beta_1 \log(\text{OSNR})},
\]

(95)

\[
= (\text{OSNR})^{\beta_2}.
\]

(96)

Substituting (92) into (26) and (27), we bound the outage diversity gain as

\[
\inf_{a \in \mathcal{A}} d_{\text{out}}^n(r, a) \leq d_{\text{out}}^n(r) \leq \inf_{a \in \mathcal{B}} d_{\text{out}}^n(r, a),
\]

(97)

where function \(d_{\text{out}}^n(r, a)\) is defined as

\[
d_{\text{out}}^n(r, a) = \sum_{i=1}^{n_R} \left( n_T - n_R + 2i - 1 \right) a_i
\]

\[
+ \frac{n_R n_k a^2_{nk}}{2 \sigma_T^2} \log(\text{OSNR}),
\]

(98)

and sets \(\mathcal{A}\) and \(\mathcal{B}\) are defined as in (29) and (30), respectively.

### B. Optimal DMT Characterization

We present the main results in the following theorem.

**Theorem 5 (DMT of Log-Normal Channel):** Given a channel with distribution in (90), and denote \(\theta \triangleq \log(\text{OSNR})/2\sigma_T^2 + 1\). When \(n_R = 1\), if \(l \geq l_\text{th} = \theta n_T\), the optimal diversity gain is

\[
d_{\text{in}}^n(\theta) = \theta n_T(1 - r),
\]

(99)

otherwise,

\[
l(1 - r) \leq d_{\text{in}}^n(\theta) \leq \theta n_T(1 - r).
\]

(100)

When \(n_R > 1\), if \(l \geq l_\text{th} = n_T - n_R + 1\), then

\[
d_{\text{in}}^n(\theta) = \left( n_T - n_R + 1 \right)(n_T - r);
\]

(101)

otherwise,

\[
l(n_T - r) \leq d_{\text{in}}^n(\theta) \leq \left( n_T - n_R + 1 \right)(n_T - r).
\]

(102)

Proof: We first calculate \(d_{\text{out}}^n(r, a)\). In (98), \(d_{\text{out}}^n(r, a)\) is a nonlinear function to vector \(a\) due to the extra term

\[
u(a_{nk}) \triangleq \frac{n_R n_k a^2_{nk}}{2 \sigma_T^2} \log(\text{OSNR}).
\]

(103)

Notice that at high OSNR, \(\nu(a_{nk})\) tends to be infinite, and dominates the sum of rest terms. For this reason, we prioritize small \(a^2_{nk}\) to optimize \(d_{\text{out}}^n(r, a)\) over \(\mathcal{A}\) and \(\mathcal{B}\) in (97). Since this extra term \(\nu(a_{nk})\) only relates to \(a_{nk}\), we still separately consider \(n_R = 1\) and \(n_R > 1\) to distinguish \(a_1 = a_{nk}\) and \(a_1 \neq a_{nk}\).

When \(n_R = 1\), the integral domains \(\mathcal{A}\) and \(\mathcal{B}\) in (27) coincide as \(\{a \geq 2(n_R - r)\}\). We can obtain the optimal point \(a_{\text{out}}^n = 2(n_T - r)\), and we have

\[
d_{\text{out}}^n(r) = \left( n_T - n_R + 1 \right) \log(\text{OSNR}) (n_T - r)
\]

\[
= \theta n_T(1 - r).
\]

(104)

When \(n_R > 1\), a necessary condition to have finite infimums in (97) is the \(n_R\)th entry of \(a\) to be zero, i.e., \(a_{nk} = 0\). Then the rest of entries in optimal point \(a_{\text{out}}^n\) can be computed by linear optimization, and we obtain \(a_{\text{out}}^n = [2(n_T - r), 0, \ldots, 0]\). Substituting \(a_{\text{out}}^n\) into (97), the outage diversity gain is given by

\[
d_{\text{out}}^n(r) = (n_T - n_R + 1)(n_T - r).
\]

(105)

Now we calculate \(d_{\text{in}}^n(r, a)\). Modifying the integral domain in (35) as \(\mathcal{A}^c\) or \(\mathcal{B}^c\), we have

\[
\inf_{a \in \mathcal{B}^c} d_{\text{in}}^n(r, a) \leq d_{\text{in}}^n(r) \leq \inf_{a \in \mathcal{A}^c} d_{\text{in}}^n(r, a),
\]

(106)

where function \(d_{\text{in}}^n(r, a)\) is defined as

\[
d_{\text{in}}^n(r, a) = \sum_{i=1}^{n_R} n_T - n_R + 2i - 1 a_i
\]

\[
+ \frac{n_R n_k a^2_{nk}}{2 \sigma_T^2} \log(\text{OSNR})
\]

\[
+ l \left( \sum_{i=1}^{n_R} (2 - a_i) \right) - 2r).
\]

(107)

It is direct to see that \(d_{\text{in}}^n(r, a)\) is also a nonlinear function due to the extra term \(\nu(a_{nk})\). Using similar method argued above, we prioritize small \(a^2_{nk}\) to optimize \(d_{\text{in}}^n(r, a)\) over \(\mathcal{A}^c\) and \(\mathcal{B}^c\). We show that when \(n_R = 1\), if \(l < \theta n_T\), both infimums of \(d_{\text{in}}^n(r, a)\) over \(\mathcal{A}^c\) and \(\mathcal{B}^c\) are achieved at \(a_{\text{in}}^n = 0\), which yields

\[
d_{\text{in}}^n(r) = l(n_T - n_R);
\]

(108)

otherwise, \(a_{\text{in}}^n = 2(n_T - r)\), and we have

\[
d_{\text{in}}^n(r) = \left( n_T - n_R + 1 \right) \log(\text{OSNR}) (n_T - r)
\]

\[
= \theta n_T(1 - r).
\]

(109)

When \(n_R > 1\), following similar arguments as in the derivation of \(d_{\text{out}}^n(r, a)\), we obtain the optimal point \(a_{\text{out}}^n\) has the same expressions as in (66), (67), and (68), and \(d_{\text{in}}^n(r)\) has the same expressions as in (69) and (70). Then the proof is concluded.

Remark 5: The term \(\nu(a_{nk})\) causes the non-linearity of \(d_{\text{out}}^n(r, a)\) in (98). When \(n_R > 1\), a necessary condition to have a finite \(d_{\text{out}}^n(r)\) is \(a_{nk} = 0\), and hence \(u(a_{nk}) = 0\). Eliminating the influence of \(a_{nk}\), the optimization problems in (97) are essentially equivalent to the linear problems in (51).

One issue in the above results is that when \(n_R = 1\) and \(r = 0\), the outage diversity gain \(d_{\text{out}}^n(r)\) or optimal diversity gain \(d_{\text{in}}^n(r)\) tends to infinity at high OSNR, which reveals that the conventional definitions in (15) and (16) are not applicable for the log-normal channel. In fact, similar phenomena are
also observed in the existing literature [12], [13], [14], [16]. This issue is due to the fact that \( d^{\text{out}}_{\ln}(r) \) and \( d^{\star}_{\ln}(r) \) contain the OSNR-related term, while they essentially measure the system performance at high OSNR. To deal with this problem, we modify the conventional definitions in (15) and (16), and adopt the asymptotically relative outage diversity gain and asymptotically relative diversity gain, which are proposed in [12]. The asymptotically relative outage diversity gain is defined as:

\[
\hat{d}^{\ln}_{\text{out}}(r) = \lim_{\text{OSNR} \to \infty} \frac{d^{\ln}_{\text{out}}(r)}{d^{\text{BM}}(r)},
\]

and the asymptotically relative diversity gain is defined as:

\[
\hat{d}^{\star}_{\ln}(r) = \lim_{\text{OSNR} \to \infty} \frac{d^{\star}_{\ln}(r)}{d^{\text{SISO}}_{\ln,\text{out}}(0)},
\]

where \( d^{\text{BM}}(r) \) denotes the benchmark. Referring to [13] and [16], we instantiate the benchmark to be the outage diversity gain at \( r = 0 \) and \( n_T = n_R = 1: d^{\text{SISO}}_{\ln,\text{out}}(0) \), i.e.,

\[
\hat{d}^{\ln}_{\text{out}}(r) = \lim_{\text{OSNR} \to \infty} \frac{d^{\ln}_{\text{out}}(r)}{d^{\text{SISO}}_{\ln,\text{out}}(0)},
\]

and

\[
\hat{d}^{\star}_{\ln}(r) = \lim_{\text{OSNR} \to \infty} \frac{d^{\star}_{\ln}(r)}{d^{\text{SISO}}_{\ln,\text{out}}(0)}.
\]

Substituting \( d^{\ln}_{\text{out}}(r) \) in (104) into (112), and \( d^{\star}_{\ln}(r) \) in (99) and (100) into (113), we have the following theorem.

**Theorem 6:** Given a MISO channel with distribution in (90), under a large block length we have

\[
\hat{d}^{\star}_{\ln}(r) = \hat{d}^{\ln}_{\text{out}}(r) = n_T(1-r),
\]

under a small block length we have

\[
0 \leq \hat{d}^{\star}_{\ln}(r) \leq n_T(1-r).
\]

**VIII. NUMERICAL RESULTS AND DISCUSSIONS**

**A. Optimal DMT Analysis**

In this section, we present numerical examples of the derived DMT results. Figures 1-3 depict the curve of (asymptotically relative) outage diversity gain under different fadings for MISO and MIMO channels. Among them, Figure 2 corresponds to the asymptotically relative outage diversity gain \( \hat{d}^{\text{out}}_{\ln}(r) \) for the log-normal fading channel. It should be noted that these curves in Figures 1-3 can also represent the optimal (asymptotically relative) diversity gain when the channel block length satisfies \( l \geq l_{\text{th}} \), where \( l_{\text{th}} \) represents the block length threshold of corresponding channels, such as \( l_{\text{exp}}, l_{\text{gg}}, l_{\ln} \).

From Figure 1, we observe that the outage diversity gain of the exponential channel is less than that of gamma-gamma channel at the same multiplexing gain, which is due to the fact that gamma-gamma and exponential distributions correspond to moderate and strong atmospheric turbulence intensities, respectively. Hence, we can conclude that increasing turbulence intensity may hamper the diversity gain. We also observe that the maximum (asymptotically relative) outage and multiplexing gains are always achieved at \( r = 0 \) and \( r = n_R \), respectively. Moreover, when \( n_R > 1 \), the outage
diversity gains are equal under these three different fading MIMO channels.

Although different distributions may lead to different outage probabilities, Figure 3 reveals that the outage diversity gains are identical regardless of the fading properties when \( n_R > 1 \). As a result, similar phenomenon has been appeared in [11, Thm. 21]. Specifically, at high OSNR, as long as the exponents of OSNR corresponding to the outage probabilities are identical, the derived outage diversity gains for different channels will be the same.

When \( l < l_{\text{th}} \), Figure 4 depicts the bounds on optimal \( d^*(r) \) for a \( 16 \times 4 \) MIMO exponential channel when \( l = 7 \) and \( l = 10 \). Here, \( l_{\text{th}} = 13 \). From Figure 4, it is direct to see \( d^*(r) \) is upper-bounded by \( d_{\text{out}}(r) \) and lower-bounded by \( d_{\text{te}}(r) \). For any \( l < l_{\text{th}} \) and \( r < n_R \), the lower bound on diversity gain is strictly below the upper bound, and the difference between the upper and lower bounds decreases as the block length or the multiplexing gain increases. Combined with (60), the maximal upper limit of the block length and multiplexing gain when the difference between \( d_{\text{out}}(r) \) and \( d_{\text{te}}(r) \) is minimal are given by \( l = n_T - n_R + 1 \) and \( r = n_R \), respectively.

We also depict the optimal \( d^*(r) \) as a function of the number of transmit antenna \( n_T \) or receive antenna \( n_R \) in Figure 5. The left curve of Figure 5 depicts the optimal diversity gain \( d^*(r) \) as a function of \( n_T \) with fixed parameters \( n_R = 4 \) and \( r = 2 \), while the right curve depicts \( d^*(r) \) as a function of \( n_R \) with fixed parameters \( n_T = 16 \) and \( r = 2 \). We observe that \( d^*(r) \) monotonically increases as \( n_T \) increases, while increasing \( n_R \) does not always guarantee larger diversity gain. In fact, our derived \( d^*(r) \) is a linear function with \( n_T \), but a second-order function of \( n_R \), which is fundamentally different from the RF DMT result established in [9]. Since the optimal diversity gain \( d^*(r) \) is a second-order function of \( n_R \), hence, installing \( n^*_R = \lfloor \frac{n_R + 1 - l + l_{\text{th}}}{2} \rfloor \) antennas at the receiving end may achieve the best performance.

**B. DMT Comparison With RF Results**

In this section, we present numerical comparisons between the OWC exponential and RF Rayleigh channels [9]. Figures 6 and 7 depict their DMT curves under a large channel block length. For any multiplexing gain \( r \), we can observe that the optimal diversity gain \( d^*(r) \) of the Rayleigh channel is always larger than that of the exponential channel. This implies that the optical signals usually suffer more severe fading than their traditional RF counterparts.

Figures 8 and 9 depict the optimal DMT bounds under a small channel block length. For a \( 16 \times 4 \) MIMO channel, the thresholds of block length for the Rayleigh and exponential fading are \( l_{\text{th}} = 19 \) and \( l_{\text{exp}} = 13 \), respectively. Hence, we can choose the channel block length (1) \( l = 15 \) and (2) \( l = 10 \) as small block lengths. From Figures 8 and 9, we find that the maximum difference between the upper and lower bounds on \( d^*_R(r) \) for the Rayleigh channel is larger than that on \( d^*_\text{exp}(r) \) for the exponential channel. Moreover, the lower bounds for the Rayleigh and exponential channels coincide in Figure 9.

To explain the above phenomena, we analyze the cases for \( n_T - n_R + 1 \leq l < n_T + n_R - 1 \) and \( l < n_T - n_R + 1 \) corresponding to Figures 8 and 9, respectively. Under a small block length, we use the following notations to represent the
Fig. 7. Comparisons of the optimal DMT curve for $16 \times 11$ MIMO channel with large block length.

Fig. 8. Comparisons of the optimal DMT curve for $16 \times 4$ MIMO channel when $l = 15$.

Fig. 9. Comparisons of the optimal DMT curve for $16 \times 4$ MIMO channel when $l = 10$.

These discussions provide a reasonable explanation for the phenomena presented in Figures 8 and 9, and validate the truncated exponential input achieves efficient estimation on the average error probability.

IX. CONCLUSION REMARKS

This paper investigates three different block fading optical wireless communication channels and derives the optimal DMT under both optical peak- and average-power input constraints. We first establish an upper bound on the optimal diversity gain by characterizing the outage diversity gain. Then by analyzing the error probability of a random coding scheme, we establish a new lower bound. It turns out that these two bounds are close, hence give good approximations on the optimal diversity gain. In fact, at a large block length regime, these bounds match, thus we can precisely characterize the optimal diversity gain. Our derived DMT results are fundamentally different from their counterparts in traditional RF channels. These differences may be due to the unique input constraints in the optical wireless channels. As an extension of this work, it would be interesting to consider the channel fading caused by pointing errors and study the impact of pointing errors on the analysis of DMT for the OWC channels, which could refer to [25], [26].

APPENDIX A

DERIVATION OF INSTANTANEOUS CAPACITY BOUNDS

A. Proof of Proposition 1

Recall $X_j = [X_{1j}, X_{2j}, \ldots, X_{nj}]^T$, it is straightforward to obtain

$$E[X_{ij}] = A \left( 1 - \frac{e^{-\mu}}{1 - e^{-\mu}} \right), \forall i \in \{1, 2, \ldots, n_T\},$$

and

$$h(X_{ij}) = \log A + 1 - \frac{\mu e^{-\mu}}{1 - e^{-\mu}} - \log \frac{\mu}{1 - e^{-\mu}}.$$
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Next, we define a new random vector \( \tilde{X}_j = [\tilde{X}_{1j}, \tilde{X}_{2j}, \ldots, \tilde{X}_{nj}]^T \), whose entries are i.i.d. according to Gaussian distribution with expectation 0, and variance

\[
\mathbb{V} [\tilde{X}_{ij}] = \frac{1}{2\pi e} e^{2h(X_{ij})}.
\]

By the Gaussian differential entropy formula, we can immediately show

\[
h(\tilde{X}_{ij}) = h(X_{ij}), \quad \forall i \in \{1, \ldots, n_R\}.
\]

For a given channel realization \( H = R \), apply the generalized EPI in [23], and we have

\[
h(RX_j) \geq h(R\tilde{X}_j) = \frac{n_R}{2} \log \left( \frac{2\pi e}{2\pi \alpha^2} \right) T^2(\alpha, n_T)(OSNR)^2 HH^T \left| \frac{1}{2} \right|^nR,
\]

where \( K_{\tilde{X}, X} \) denotes the covariance matrix of \( \tilde{X}_j \) which is diagonal with its \( i \)th entry

\[
K_{\tilde{X}, X}_{ii} = \mathbb{V} [\tilde{X}_{ij}], \quad \forall i \in \{1, 2, \ldots, n_T\}.
\]

Substituting (121) into (122), (126) and (125), we have

\[
h(RX_j) \geq \frac{n_R}{2} \log \left( \frac{2\pi e}{2\pi \alpha^2} \right) T^2(\alpha, n_T)(OSNR)^2 HH^T \left| \frac{1}{2} \right|^nR,
\]

where

\[
T(\alpha, n_T) = \frac{1 - e^{-\mu}}{\mu} e^{-\mu e^{-\mu}} e^{-\frac{1}{1-e^{-\mu}}},
\]

with \( \mu \) satisfying (18).

Now we lower-bound the instantaneous capacity as

\[
C(X_j; Y_j|H) \geq I(X_j; Y_j|H)
\]

\[
= h(RX_j + Z_j|H) - h(Z_j)
\]

\[
\geq \frac{1}{2} \log \left( 1 + \frac{e^{2h(RX_j)} + e^{2h(Z_j)}}{2\pi \alpha^2} \right) - h(Z_j)
\]

\[
= \frac{1}{2} \log \left( 1 + \frac{e^{2h(RX_j)}}{2\pi \alpha^2} \right) + L_i(\text{OSNR}^{2n_R} | HH^T |)
\]

where (129) follows from the fact that the instantaneous capacity is always greater than the instantaneous mutual information achieved by any feasible input, (130) follows from the independence between \( H \) and \( Z_j \), (131) by applying the EPI [36], and (133) by substituting (127) into (132). The proof is concluded.

**B. Proof of Proposition 2**

At high OSNR, by the asymptotic upper bound in [24, Thm. 21], we have

\[
C(X_j; Y_j|H) \leq n_R \log A + \frac{1}{2} \log \left( \frac{\mathcal{V}_H^2}{(2\pi e^2)^nR} \right),
\]

where \( \mathcal{V}_H = \sum_{\ell} |H_{\ell}| \) with \( H_{\ell} \) denoting the \( n_R \times n_R \) submatrix of \( H \) indexed by set \( \mathcal{U} \).

We further upper bound the RHS of (134) as

\[
n_R \log A + \frac{1}{2} \log \left( \frac{\mathcal{V}_H^2}{(2\pi e^2)^n_R} \right)
\]

\[
\leq n_R \log A + \frac{1}{2} \log \left( \frac{\sum_{\ell} \left| H_{\ell} \right|^2}{(2\pi e^2)^n_R} \right)
\]

\[
= n_R \log A + \frac{1}{2} \log \left( \frac{\mathcal{V}_H^2}{(2\pi e^2)^n_R} \right)
\]

where (135) holds by Cauchy–Schwarz inequality, and (136) by Cauchy–Binet formula: \( \sum_{\ell} \left| H_{\ell} \right|^2 = |HH^T| \). The proof is concluded.

**APPENDIX B**

**DERIVATION OF OUTAGE PROBABILITY BOUNDS**

**A. Preliminary**

1) **Decomposition on Channel Matrix**: Given the channel matrix \( H \in \mathbb{R}^{n_R \times n_T} \), we first decompose it by LQ factorization

\[
H = LQ,
\]

where \( L \in \mathbb{R}^{n_R \times n_R} \) is lower-triangular and \( Q \in \mathbb{R}^{n_R \times n_T} \) is orthogonal satisfying \( QQ^T = I_{n_R \times n_R} \). Combined with (137), we can rewrite \( HH^T \) as

\[
HH^T = LL^T.
\]

Then perform eigenvalue decomposition on \( HH^T \), we obtain

\[
HH^T = U \Lambda U^T,
\]

where \( U \in \mathbb{R}^{n_R \times n_R} \) is orthogonal satisfying \( UU^T = I_{n_R \times n_R} \) and \( \Lambda \in \mathbb{R}^{n_R \times n_R} \) is diagonal with \( \Lambda_{ii} = \lambda_i, \quad \forall i = \{1, \ldots, n_R\} \). Combining (138) with (139), we can decompose \( LL^T \) as

\[
LL^T = \left( U \Lambda^{\frac{1}{2}} \right) \left( U \Lambda^{\frac{1}{2}} \right)^T.
\]

Then we have \( L = U \Lambda^{\frac{1}{2}} \). Further substitute \( L \) into (137), and we have

\[
H = U \Lambda^{\frac{1}{2}} Q.
\]

Denote \( D = \Lambda^{\frac{1}{2}} \), and rewrite \( \lambda_i \) in terms of \( a_i, \quad \forall i = \{1, \ldots, n_R\} \), then we obtain

\[
D = \text{diag}(\text{OSNR}^{-\frac{1}{2}}, \ldots, (\text{OSNR})^{-n_R \frac{1}{2}}).
\]

2) **Derivation of Eq. (26)**: By [16, 34], we have

\[
f(a) = \xi \left[ \log(\text{OSNR}) \right]^{n_R} \times \prod_{i=1}^{n_R} \left( \text{OSNR}^{-a_i} \right)^{- \frac{n_R}{2}}
\]

\[
\times \prod_{i<j} \left| (\text{OSNR}^{a_i} - \text{OSNR}^{a_j}) \right|
\]

\[
\times \int_{V_{n_R \times n_R}} \int_{V_{n_R \times n_R}} f(UDQ)dQdU,
\]

where \( \xi \) is a normalization constant.
Form the definition in (15), we observe that the outage diversity gain $d_{\text{out}}(r)$ is fully determined by the corresponding OSNR exponent of outage probability. Note that

$$\lim_{\text{OSNR} \to \infty} \frac{\log(\xi \log(\text{OSNR})^{n_R})}{\log(\text{OSNR})} = 0. \quad (144)$$

Thus, at high OSNR, we have

$$\xi \log(\text{OSNR})^{n_R} \approx \text{OSNR}^0. \quad (145)$$

Second, note that the term $|\log(\text{OSNR})^{n_R} - \log(\text{OSNR})^{a_j}|$ is only determined by the smaller exponent at high OSNR, and thus we can simplify the following product term to

$$\prod_{i<j} |\log(\text{OSNR})^{n_R} - \log(\text{OSNR})^{a_j}| = \prod_{i=1}^{n_R} |\log(\text{OSNR})^{n_R} - (\log(\text{OSNR}))^{-(i-1)a_i}|. \quad (146)$$

Substituting (144) and (146) into (143), the proof is concluded.

**B. Proof of Theorem 1**

1) **Upper Bound:** To prove the new bounds on outage probability in Theorem 1, we employ the bounds obtained in Proposition 1. We first prove the upper bound on outage probability, and then prove the lower bound.

Denote $R = r \log \text{OSNR}$. Substitute (19) into the RHS of (13), and we obtain

$$P_{\text{out}}(\text{OSNR}) = P\left[1 + \log(1 + L_d(\text{OSNR})^{2n_R} |\text{HH}|) \leq r \log(\text{OSNR})\right] \quad (147)$$

We have

$$P\left[1 + L_d(\text{OSNR})^{2n_R} |\text{HH}| \leq \text{OSNR}^{2r}\right]. \quad (148)$$

Since $\lambda_i = (\text{OSNR})^{-a_i}$, $\forall i \in \{1, \ldots, n_R\}$, are the eigenvalues of $\text{HH}$, we have

$$|\text{HH}| = \prod_{i=1}^{n_R} \lambda_i = \text{OSNR}^{-\sum_{i=1}^{n_R} a_i}. \quad (149)$$

Substituting (149) into (148), we obtain

$$P_{\text{out}}(\text{OSNR}) \leq P\left[1 + L_d(\text{OSNR})^{2n_R - \sum_{i=1}^{n_R} a_i} \leq (\text{OSNR})^{2r}\right]. \quad (150)$$

Substituting (21) into the RHS of (13), we have

$$= P\left[L_d(\text{OSNR})^{2n_R - \sum_{i=1}^{n_R} a_i} \leq (\text{OSNR})^{2r}\right]. \quad (151)$$

$$= P\left[2n_R - \sum_{i=1}^{n_R} a_i \leq 2r\right] \quad (152)$$

$$= \int_{A} f(a)da. \quad (153)$$

where (151) follows from the fact that $1 + c \cdot \text{OSNR}^b \approx \text{OSNR}^b$, and (153) by the definition in (29). The proof is concluded.

2) **Lower Bound:** Substituting (21) into the RHS of (13), and following the similar arguments as in Section B-B1, we have

$$P_{\text{out}}(\text{OSNR}) \geq P\left[\frac{1}{2} \log(L_u(\text{OSNR})^{2n_R} |\text{HH}|) \leq r \log(\text{OSNR})\right] \quad (154)$$

$$= P\left[L_u(\text{OSNR})^{2n_R - \sum_{i=1}^{n_R} a_i} \leq (\text{OSNR})^{2r}\right]. \quad (155)$$

$$= P\left[(\text{OSNR})^{2n_R - \sum_{i=1}^{n_R} a_i} \leq (\text{OSNR})^{2r}\right] \quad (156)$$

$$= P\left[2n_R - \sum_{i=1}^{n_R} a_i \leq 2r\right] \quad (157)$$

The proof is concluded.

**APPENDIX C**

**PROOF OF EQ. (32)**

Denote the codebook as $\{X(0), X(1), \ldots, X(\text{OSNR}t - 1)\}$. Suppose the sent codeword is $X(0)$, and we consider the event when the ML decoder decides erroneously in favor of $X(1)$. This event occurs only if the projection distance of $Y(0) - HX(0)$ on the direction of $HX(1) - HX(0)$ is larger than $d_{01}/2$, where $d_{01} = ||HX(1) - HX(0)||_F$ is the distance between $HX(1)$ and $HX(0)$. The probability on the occurrence of this event is

$$P(X(0) \rightarrow X(1)|H = H) = P\left(\frac{Y(0) - HX(0)}{||HX(1) - HX(0)||_F} \geq \frac{1}{2} ||HX(1) - HX(0)||_F\right). \quad (159)$$

Since $X(0)$ is sent, and $Z(0) = Y(0) - HX(0)$, then the projection of $Y(0) - HX(0)$ on $HX(1) - HX(0)$ is still a Gaussian variable. In the following, we use the term $\text{HY}(1) = \frac{z}{||HX(1) - HX(0)||_F}$ to denote the projection, where $z$ is a Gaussian variable with expectation $0$ and variance $||HX(1) - HX(0)||_F^2 \sigma^2$. Thus we further upper-bound the error probability as

$$P(X(0) \rightarrow X(1)|H = H) = P\left(\frac{z}{||HX(1) - HX(0)||_F} \geq \frac{1}{2} ||HX(1) - HX(0)||_F\right) \quad (160)$$

$$= Q\left(\frac{||HX(1) - HX(0)||_F^2}{4\sigma^2}\right) \quad (161)$$

$$\leq \exp\left(-\frac{||HX(1) - HX(0)||_F^2}{8\sigma^2}\right) \quad (162)$$

where (162) holds because $Q(t) \leq 1/2 \exp(-t^2/2)$.

---

3Without loss of generality, for any $X \in \mathbb{R}^{m \times n}$ and $Y \in \mathbb{R}^{m \times n}$, $\langle X, Y \rangle = \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij} y_{ij}$. 

---

The image contains a page of text from a document that appears to be discussing a mathematical proof related to information theory, specifically focusing on the upper and lower bounds of outage probability. The text is complex and involves detailed mathematical expressions and proofs, including the use of logarithms, bounds, and probability inequalities. The page contains several equations and mathematical notations, which are typical in a technical or academic publication discussing advanced topics in information theory. The text is structured in a way that builds upon previous results, leading to the conclusion of a proof. The notation used includes symbols like $\text{OSNR}$, $\text{HH}$, $P_{\text{out}}$, $R$, and various other variables and constants related to signal processing and information transmission. The proof involves multiple stages, starting with upper bounds and then considering lower bounds, using properties of the signal-to-noise ratio and other metrics to derive the final conclusions. The end of the page shows the conclusion of the proof, indicating that the analysis is complete. The content is dense and requires a good understanding of the underlying concepts in information theory to follow.
Note that
\[ \|HX(1) - HX(0)\|_F^2 = \sum_{k=1}^{n_k} \sum_{j=1}^{l} \sum_{i=1}^{n_T} [X_{ij}(1) - X_{ij}(0)]h_{ki}^2, \]
(163)
where \( X_{ij}(\cdot) = [X(\cdot)]_{ij} \), and \( h_{ki} = [H]_{ki} \). Setting \( \Omega_i = [X_{1j}(1) - X_{ij}(0), \ldots, X_{n_Tj}(1) - X_{n_Tj}(0)]^\top \), we rewrite (163) as
\[ \|HX(1) - HX(0)\|_F^2 = \sum_{j=1}^{l} \sum_{i=1}^{n_T} \Omega_j^\top H^\top \Omega_j. \]
(164)
By SVD, we decompose \( H^\top H = V\Lambda V^\top \), where \( \Lambda = \text{diag}[\lambda_1, \ldots, \lambda_{n_T}] \). Define \( \beta_j = [\beta_{j1}, \ldots, \beta_{jn_T}] \), and let \( \beta_j = \Omega_j^\top V \). We can rewrite (164) as
\[ \|HX(1) - HX(0)\|_F^2 = \sum_{j=1}^{l} \sum_{i=1}^{n_T} \lambda_i \beta_{ji}^2. \]
(165)
Substituting (165) into (162), we have
\[ P(X(0) \rightarrow X(1)|H = H) = \exp \left( -\frac{1}{2\sigma^2} \sum_{j=1}^{l} \sum_{i=1}^{n_T} \lambda_i \beta_{ji}^2 \right). \]
(166)
Averaging over the ensemble of truncated exponential random codes, we obtain
\[ P(X(0) \rightarrow X(1)|H = H) \leq \mathbb{E}_{\beta_j} \left[ \exp \left( -\frac{1}{8\sigma^2} \sum_{j=1}^{l} \sum_{i=1}^{n_T} \lambda_i \beta_{ji}^2 \right) \right] \]
(167)
and
\[ \mathbb{E}_{\beta_j} \left[ \exp \left( -\frac{1}{8\sigma^2} \sum_{j=1}^{l} \sum_{i=1}^{n_T} \lambda_i \beta_{ji}^2 \right) \right] \leq \prod_{j=1}^{l} \mathbb{E}_{\beta_j} \left[ \exp \left( -\frac{1}{8\sigma^2} \sum_{i=1}^{n_T} \lambda_i \beta_{ji}^2 \right) \right] \]
(168)
where (168) follows from the independence between vectors \( \beta_p \) and \( \beta_q \), \( \forall p \neq q \), and (169) by the derivation in the following Appendix C-1.

Note that at transmitting rate \( R = r \log(\text{OSNR}) \), we have in total \((\text{OSNR})^r\) codewords. Then applying the union bound, the decoded error probability can be upper-bounded as
\[ P(\text{error}|H = H) \leq (\text{OSNR})^r \prod_{i=1}^{n_k} \left( 1 + \frac{g(\alpha, n_T)}{2} (\text{OSNR})^2 \lambda_i \right)^{-\frac{1}{2}}. \]
(171)

1) Proof of Eq. (169): Denote the matrix \( V = [V_1, \ldots, V_{n_T}] \), where \( V_p = [v_{ip}, \ldots, v_{n_Tp}]^\top \) is the \( p \)th column of \( V \). Recall that \( V \) is an orthogonal matrix, i.e.,
\[ \sum_{i=1}^{n_T} v_{ip}v_{ip} = 1, \quad \forall p \in \{1, \ldots, n_T\}, \]
(172)
and
\[ \sum_{i=1}^{n_T} v_{ip}v_{iq} = 0, \quad \forall p \neq q. \]
(173)
Note that
\[ \beta_{jp} = \Delta X_{1j}v_{1p} + \cdots + \Delta X_{n_Tj}v_{n_Tp}, \]
(174)
\[ \beta_{jq} = \Delta X_{1j}v_{1q} + \cdots + \Delta X_{n_Tj}v_{n_Tq}, \]
(175)
where \( \Delta X_{ij} = X_{ij}(1) - X_{ij}(0) \). Recall that \( X_{ij}, \forall i \in \{1, \ldots, n_T\} \) and \( j \in \{1, \ldots, l\} \), follows i.i.d. truncated exponential distribution in (17), and hence it is directly to verify
\[ \mathbb{E}[\beta_{ji}] = 0, \]
(176)
\[ \forall[i \beta_{ji}] = 2\Lambda^2 \left( \frac{1}{\mu^2} - \frac{e^{-\mu}}{(1 - e^{-\mu})^2} \right) \]
(177)
\[ \leq 2\Lambda^2 g(\alpha, n_T), \]
(178)
By the central limit theorem, we can approximate \( \beta_{ji} \) as a Gaussian random variable with expectation (176) and variance (178), and hence by averaging over the distribution of \( \beta_{ji} \) in (168), we have
\[ \prod_{j=1}^{l} \mathbb{E}_{\beta_j} \left[ \exp \left( -\frac{1}{8\sigma^2} \sum_{i=1}^{n_T} \lambda_i \beta_{ji}^2 \right) \right] \]
\[ = \det \left( I + \frac{g(\alpha, n_T)}{2} (\text{OSNR})^2 H H^\top \right)^{-\frac{1}{2}}. \]
(179)
The proof is concluded.
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