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Abstract: In this paper, object-based image analysis classification methods are developed that do not rely on backscatter in order to classify the seafloor. Instead, these methods make use of bathymetry, bathymetric derivatives, and grab samples for classification. The classification is performed on image object statistics. One of the methods utilizes only texture-based features, that is, features that are related to the spatial arrangement of image characteristics. The second method is similar, but relies on a wider set of object features. The methods were developed and tested using a dataset from Norwegian waters, specifically the Røstbanken area off the coast of Lofoten. The classification results were compared to backscatter-based classification and to grab sample ground-reference data. The algorithm that performed the best was then also applied to a dataset from the Borkumer Stones area close to the island of Schiermonnikoog in Dutch waters. This allowed testing the applicability of the algorithm for different datasets. Because the algorithms that were developed do not require backscatter, the availability of which is much more scarce than bathymetry, and because of the low computational requirements, they could be applied to any area where high-resolution bathymetry and grab samples are available.
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1. Introduction

Seafloor mapping has a long history with merchants in the Mediterranean making some of the first organized efforts [1]. Further development of bathymetric maps has continued to the present day [2]. Modern seafloor mapping extends beyond bathymetry and also includes backscatter, a co-located product delivered by multibeam echosounder (MBES) sonars. Backscatter is increasingly used to characterize or classify the seafloor [3–9]. Classification methods range widely, including the use of neural networks [10–12], principle component analysis (PCA) [6,13–17], Bayesian decision rules [4–6,8,18,19], and textural analysis [20], among others. A recent development to further increase the use of backscatter is the capability of some MBES systems to deliver multi-spectral backscatter data [21] in a single pass over an area of seafloor [8,9]. Currently, only R2Sonic MBES systems [22] have this capability. Despite backscatter being the preferred datatype for seafloor classification, it remains less available than bathymetry data [23]. Due to the need for up-to-date navigational charts, large portions of the coastal seas are already mapped with high-resolution bathymetry [24]. For the Dutch Continental Shelf (DCS), and the rest of European waters, full coverage bathymetry data, albeit at lower resolution, are also available for download via the European Marine Observation and Data Network (EMODNet) [25]. Although some backscatter data were made available by the Rijksdienst voor Ondernemend Nederland (RVO) for the De Rijke Noordzee project [26], a centralized backscatter data repository is not in place. At the global scale, less than 18% of the oceans have been directly measured by echosounders [27]. These efforts focus on bathymetry without the mention of backscatter. It would, therefore, be desirable...
to develop a fast and robust classification method that uses bathymetry and bathymetric
derivative layers as input instead of backscatter.

An approach to use the more available bathymetry data, rather than backscatter, for a
classification algorithm is an object-based image analysis (OBIA)-based method [28]. OBIA
has been widely used for terrestrial mapping [29] and in the past few years has also been
increasingly used for seafloor classification [28,30–33]. Le Bas [34] also developed an arcGIS
add-on for OBIA analysis. A strength of the OBIA approach is that image objects can be
formed at multiple layers, and the wide range of sub-object features can all be harnessed
for classification purposes.

The goal of this paper is three-fold. The first goal is to develop an OBIA-based clas-
sification method that only uses bathymetry, bathymetric derivatives, and grab sample
ground-reference data as input. Secondly, an approach that only uses texture image object
features, that is, features that relate to the arrangement of image characteristics instead
of the image values themselves, is implemented and tested. Finally, the best performing
method is used to investigate how transferable it is to other geographical areas with mini-
mal loss of classification accuracy and minimal adjustment of the algorithm. The developed
methods are validated by comparing them to both backscatter-based classification and to
grab sample ground-reference data. Finding a non-backscatter-based classification method
would have significant implications for the use of legacy bathymetry data as well as the
2030 global coverage bathymetry [27] data for seafloor classification purposes.

2. Study Area, Materials, and Methods

2.1. Study Areas

Datasets from two study areas are considered in this paper. The first of these study
areas is in the Norwegian Sea, ~50 km off the coast of Lofoten, more specifically, off the coast
of the Røst Islands (Figure 1a). For the remainder of the paper, this study area is referred to
as the Røstbanken area. The dataset from the Røstbanken area includes both backscatter
and bathymetry. The data were made available during the 2016 OBIA workshop of the
GeoHab conference [35]. The second dataset is from the Borkumer Stones area of the Dutch
North Sea (Figure 1c). This area is close to the border between Dutch and German waters
and the dataset begins only ~10 km off the coast of the Dutch island of Schiermonnikoog,
one of the Frisian Islands.

For the Røstbanken study area, both bathymetry and backscatter data are available
for a rectangular area ~22 km wide and ~32 km long. The water depth ranges from
just under 100 m to almost 300 m deep. The general Røstbanken area shows the typical
architecture and glacial land forms that are produced by slow-flowing regions of an ice
sheet [36]. During the last glacial maximum, slow moving ice is thought to have covered
the Røstbanken area [37]. Røstbanken is also heavily scoured by linear to curvilinear
depressions, likely produced by the keels of icebergs [36]. Several such plow marks are
visible in the Røstbanken data. For the Røstbanken area, 157 grab samples are available,
which indicate a very wide range of sediments from sandy mud to rock.

The water depth in the Borkumer Stones study area ranges in depth from 10 to 35 m
(Figure 1c). A triangular area of data was made available by the Hydrographic Service
of the Royal Netherlands Navy. In the south and north, the dataset is ~23 and ~5 km
wide, respectively. In the south to north direction, the dataset is ~50 km long. Much of
the seabed of the Borkumer Stones area consists of coarse sand [38], but stones and rocks
have also been mapped in this area [39]. Through the years, the presence of reefs have
also been found [38–40]. Coolen et al. [38] found areas of dense L. conchilega beds. For the
Borkumer Stones area, 567 grab samples were used for ground truthing the classification
results [41,42].
Figure 1. (a) Bathymetry of the Røstbanken study area. Grab sample locations are shown and the symbols indicate the sediment type in Folk classes (R indicates rock). (b) The locations of the two study areas considered in this paper (data source: [43]). (c) Bathymetry of the Borkumer Stones study area. Grab sample locations are shown and the symbols indicate the sediment type in Folk classes.

2.1.1. The Base Geo-Tiff Images

All of the bathymetry and backscatter data for this study are in the form of geo-tiff data images gridded at a 5 m × 5 m resolution. The images were geo-referenced, that is, the exact geographic location of each pixel is known. The Røstbanken data and the Borkumer Stones data used the WGS 1984 UTM Zone 32N and ETRS 1989 UTM Zone 31N.
spatial reference systems, respectively. Although the data had several different coordinate systems, the results presented in this paper are all projected in the ETRS 1989 UTM Zone 31N spatial reference system for uniformity.

The Røstbanken bathymetry data were collected by multibeam echosounding. The exact location of the sonar, and by extension the location of seafloor being measured, is known based on GPS data combined with the use of MRU data. The bathymetry data were cleaned and are of high quality. The backscatter data were geo-referenced, and the angular dependence was removed as outlined in [44]. The backscatter was also corrected to compensate for differences in ensonified area and spreading.

For the Borkumer Stones area, only bathymetry, but not backscatter, was available. The northern part of the research area had some data gaps that were interpolated in ArcGIS prior to the layer being used for analysis. Some MBES lines, especially towards the south of the area, had motion artifacts. This was suspected because there were swath wide artifacts perpendicular to the sailing direction, a tell-tale sign of motion artifacts [45]. These types of artifacts can be corrected when raw MRU motion and MBES time of travel information is available [45]. Because the raw data were not available for this research, these artifacts were not removed. The effect of the artifacts on the classification performance is discussed in Section 4.3.

2.1.2. Bathymetric Derivative Layers

In addition to the base layers, which are bathymetry and backscatter, several bathymetric derivative layers were created. These included slope, curvature, aspect, and Bathymetric Position Index (BPI) layers.

Slope

The slope of the seafloor is calculated from the bathymetry with the values indicating the deviation from the horizontal in degrees. The slope is calculated with the built-in ArcGIS slope function from the 3D Analyst toolbox. The formula for the calculation of the slope \( s \) is as follows

\[
s = \frac{180}{\pi} \tan^{-1} \left( \sqrt{\left( \frac{dz}{dx} \right)^2 + \left( \frac{dz}{dy} \right)^2} \right)
\]

where

\[
\frac{dz}{dx} = \frac{(z_3 + 2z_6 + z_9) - (z_1 + 2z_4 + z_7)}{8x_s}
\]

and

\[
\frac{dz}{dy} = \frac{(z_7 + 2z_8 + z_9) - (z_1 + 2z_2 + z_3)}{8y_s}
\]

where \( x_s \) and \( y_s \) refer to the cell (or pixel) size in the \( x \) and \( y \) (or north and east) directions, respectively, and \( z \) is the depth, or pixel value, where subscripts 1–9 refer to the pixels surrounding the pixel with subscript 5 as in Figure 2, where the slope is being calculated for pixel \( z_5 \).

| \( z_1 \) | \( z_2 \) | \( z_3 \) |
| \( z_4 \) | \( z_5 \) | \( z_6 \) |
| \( z_7 \) | \( z_8 \) | \( z_9 \) |

Figure 2. Schematic of the pixels used for the calculation of the slope and curvature.

Smoothed Slope

Additionally, a slope-based layer was created, namely a smoothed slope. Each pixel in this layer is the mean of the pixels within a radius of 1 km. This layer has larger values for pixels closer to areas of high slopes, and especially to large areas of high slopes. Importantly, the values do not drop off just outside of a high slope area as the slope layer itself does.
Curvature

The curvature of the seafloor is the slope of the slope, or second derivative, of the seafloor and is created with the ArcGIS curvature function according to the method set forth in [46]. The curvature is calculated for point \( z_5 \) (Figure 2) by taking the depth values at points \( z_1 - z_9 \) as defined in Figure 2 and fitting a quadratic polynomial of the form

\[
z = Ax^2 + Bx^2y + Cxy^2 + Dx^2 + Ey^2 + Fxy + Gx + Hy + I
\]

(4)
to these points. This 9-term polynomial exactly fits all 9 points in the 3 \( \times \) 3 moving grid. The curvature is the Laplacian \( -\nabla^2 \) of Equation (4) [47,48] and, because \( z \) can be defined such that \( z_5 \) is at \((0, 0, z_5)\), simplifies to

\[
\nabla^2 z = 2(E + D) = -\frac{(4z_5 - z_2 - z_8 - z_4 - z_6)}{L^2}
\]

(5)

where \( E \left( \frac{z_2 + z_8}{2} - z_5 \right) / L^2 \), \( D \left( \frac{z_4 + z_6}{2} - z_5 \right) / L^2 \), and \( L \) is the pixel size (\( L = x_s = y_s \) for this application). In our implementation, \( curvature = -100\nabla^2 \) is used for the actual resultant values in the curvature layer. Thus, a negative value indicates a convex-down seafloor (Figure 3a) and a positive value a convex-up seafloor (Figure 3b). A value of zero indicates an area where there is no curvature.

![Figure 3](image)

**Figure 3.** (a) An example of a convex-down seafloor; and (b) an example of a convex-up seafloor.

Aspect

The aspect indicates the compass direction of the steepest slope, and is calculated with

\[
aspect = \begin{cases} 
90 - \frac{180}{\pi} \tan^{-1} \left( \frac{dz}{dy} \right) & \text{if } \frac{dz}{dx} > 0, \\
\frac{180}{\pi} \tan^{-1} \left( \frac{dx}{dy} \right) & \text{if } \frac{dz}{dx} > 0, \\
180 + \frac{180}{\pi} \tan^{-1} \left( \frac{dx}{dy} \right) & \text{if } \frac{dz}{dy} < 0, \\
270 - \frac{180}{\pi} \tan^{-1} \left( \frac{dx}{dy} \right) & \text{if } \frac{dz}{dx} < 0, \\
-1 & \text{if } \frac{dz}{dx} = 0 \text{ and } \frac{dz}{dy} = 0.
\end{cases}
\]

where \( \frac{dx}{dy} \) and \( \frac{dz}{dy} \) are as defined in Equations (2) and (3). The aspect layer is created using the Aspect tool in the ArcGIS 3D Analysis toolbox. The aspect can fall between the values of 0 being true north and 360 again being north. A shortcoming of using aspect in some
situations is that there is a discontinuity at due north. That is, a slope direction of north, northwestern, will have values close to 360 and a similar slope direction of north, northeastern, will have values close to 0.

Bathymetric Position Index

The Bathymetric Position Index (BPI) is the underwater equivalent of the terrestrial “Topographic Position Index” that is often used as a parameter for habitat modeling [49–51]. The BPI is a measure of seafloor depth relative to the surrounding seafloor and is defined as follows

$$BPI_{r_p} = z_5 - z_{r_p}$$

(7)

where $z_{r_p}$ is the mean depth indicated by all pixels within a given radius $r_p$ of the pixel $z_5$. Needless to say, the resulting BPI layer depends strongly on $r_p$. With smaller $r_p$, local features are accentuated, but, with large enough $r_p$, regional features are dominant. Ten different BPI layers were created with $r_p$ and $r_d$ radius, in pixels and distance, respectively, shown in Table 1.

Table 1. Radii $r_d$ in distances for BPI layers with radii measured in pixels $r_p$.

| $r_p$  | $r_d$  |
|--------|--------|
| BPI15  | 15 m   |
| BPI25  | 25 m   |
| BPI50  | 50 m   |
| BPI100 | 125 m  |
| BPI250 | 250 m  |
| BPI500 | 500 m  |
| BPI1000| 1 km   |
| BPI2000| 2 km   |
| BPI5000| 4 km   |
| BPI10000| 5 km  |

2.2. Methods

All of the layers described in the previous section are used in a segmentation algorithm to create image objects. Statistics from the image objects are then used for seafloor classification. The creation of both the image objects and the classification methods is now addressed. The segmentation and classification is carried out using the Trimble software eCognition (versions 9.2.1 and 9.5.0).

2.2.1. Object-Based Image Analysis

Image Objects

The principle for OBIA is that instead of considering an image only on the basis of its pixels, it is considered on the bases of image objects, where an image object is defined as a set of image pixels. Image objects are furthermore organized into different levels. At the pixel level the image objects are the same as the pixels (see Figure 4a). A segmentation of the image, starting from the pixel level, creates a higher level of image objects (this layer is called “Fine” in Figure 4a). Further segmentation can then be carried out on the image object level to create even higher levels of image objects (“Medium” and “Coarse” in Figure 4a).
Figure 4. (a) Examples of meaningful hierarchical image object levels and relationships between image objects and image object levels (sub-figure after [52,53]). (b) Bathymetry of the Røstbanken study area, where black rectangles indicate the extents depicted in (c–e). (c) Blue polygons indicate Level 3 (“Coarse” in (a)) image objects, the black rectangles indicate the extents of (d,e), and the background color indicates bathymetry (also holds for (d,e)). (d) White polygons indicate Level 2 (“Medium” in (a)) image objects, borders shared between image objects of Level 2 and 3 have a blue outline, and the black rectangle indicates the extent shown in (e). (e) Black polygons indicate Level 1 image objects (“Fine” in (a)), borders shared between image objects of Level 1 and 2 have a white outline, and borders shared between image objects of Level 1 and 3 have a blue outline.

For each of these image objects, a host of statistics can be calculated to create image object features. These features are later used during the classification stage. Image object
features include statistics about the size, shape, or the mean color (color here, and for the rest of the manuscript, refers to the pixel value (or the mean value of sub-objects in the case of higher level segmentations) of a particular image) of any of the layers of an object. They can also include features of image objects at different levels. For example, to carry out a classification at image object Level 3 (Figure 4c), image object features of sub-objects at Level 2 (objects with white borders in Figure 4d) or at Level 1 (objects with black borders in Figure 4e) can be used. Finally, the use of features from neighboring image objects are also used in this paper.

Creating Image Objects by Multiresolution Segmentation

A very commonly used image segmentation algorithm in OBIA is the multiresolution segmentation algorithm [54]. This algorithm starts by considering every pixel within an image to be an image object. Neighboring image objects are iteratively merged to form larger image objects while minimizing the within object heterogeneity $h$ [55]. The heterogeneity, as described by Benz et al. [53], is a combination of both color $c$ and shape $s$ heterogeneity. The heterogeneity change $\Delta h$ is defined as

$$\Delta h = w_c \Delta h_c + w_s \Delta h_s$$ (8)

where $w_c$ and $w_s$ are user specified weights such that $0 \leq w_c, w_s \leq 1$ and $w_c + w_s = 1$. These weights allow the value of the heterogeneity to be adapted for emphasis on color or shape heterogeneity. For example, a bathymetry layer might have the value of $-32$ that corresponds to the depth at that pixel location. The amount of color heterogeneity change $\Delta h_c$ is defined as

$$\Delta h_c = \sum_{\ell=1}^{N} w_{\ell} (n_{\ell} \sigma_{\ell,m} - (n_{1} \sigma_{1,1} + n_{2} \sigma_{2,2})).$$ (9)

Here, $N$ is the number of image layers considered in the segmentation process (see Table 2), $w_{\ell}$ is the weight assigned to the $\ell$th image layer, $n_{\ell}$ refers to the number of pixels in the image object, and $\sigma_{\ell,j}$ is the within object standard deviation of image object $i$ of image layer $\ell$. The subscript $i \in (1,2,m)$ refers to the separate objects 1 and 2 that are being considered for merging or to the potential image object $m$ that would result from merging image objects 1 and 2.

The shape $s$ of an image object is dependent on the compactness $com$ and smoothness $sm$ of an image object. Compactness is the ratio of the perimeter length of the image object and the area of the image object. Smoothness is the ratio of the perimeter length of the image object and the perimeter length of the bounding box within which the image object would fit [53]. The change in the shape heterogeneity $\Delta h_s$ is given by

$$\Delta h_s = w_{com} \Delta h_{com} + w_{sm} \Delta h_{sm},$$ (10)

where $w_{com}$ and $w_{sm}$ are user specified and restricted as $w_c$ and $w_s$ are.

Compactness change $\Delta h_{com}$ is given as

$$\Delta h_{com} = \frac{n_{m} p_{m}}{\sqrt{n_{m}}} - \left( \frac{n_{1} p_{1}}{\sqrt{n_{1}}} + \frac{n_{2} p_{2}}{\sqrt{n_{2}}} \right).$$ (11)

where $n$ is the number of pixels in the object and $p$ is the perimeter of the image object. The subscripts $m, 1$ and 2 refer to the merged object, object 1, and object 2, as defined above. The change in smoothness $\Delta h_{sm}$ is given as

$$\Delta h_{sm} = \frac{n_{m} p_{m}}{b_{m}} - \left( \frac{n_{1} p_{1}}{b_{1}} + \frac{n_{2} p_{2}}{b_{2}} \right).$$ (12)

where $b$ is the perimeter of a box that bounds the object and $n$, $p$, and the subscripts are defined as above.
For every loop of the algorithm, each image object is “visited” once [55] (p. 68). For a starting “seed” image object \( o_1 \), the algorithm looks for the neighboring image object \( o_2 \) such that, if they were merged, the heterogeneity change \( \Delta h \) would be minimum, i.e. the best fit. If the best fit for image objects \( o_1 \) and \( o_2 \) is not mutual, then object \( o_2 \) becomes the seed to continue the search for objects to merge. This process is stopped when no more image objects can be merged such that \( \Delta h \) is less than a certain, user specified, threshold called a “scale parameter” \( S_p \).

For this research, three levels of segmentation were performed (Figure 4c–e) with different settings per segmentation level (Table 2). For the first of the image object levels, the finest level, the image objects were intended to conform to the smallest features in the bathymetry. To accomplish this, the generated image layers were examined to see which layers most clearly showed small-scale seabed features. Small scale features, as referred to in this work, are of such size that they are present over at least a few image pixels. They are the smallest distinct features that can be reliably perceived in the data by visual inspection. Because they span a few image pixels, they are likely to measure several tens of meters physically. Image layers that were useful at first level were layers such as slope, BPI layers with a small radii, and aspect. Although the aspect layer accentuates small features, it was not used, because of its discontinuity at due north. The image layer weights and the scale parameter \( S_p \) were selected such that the shapes of the image objects conformed to the small-scale seafloor features. Additionally, the heterogeneity used during the segmentation process depended largely on color and not on image object shape (see Section 2.2.1). This allowed the shapes of the image objects to better conform to the shapes of small-scale seafloor features, which allowed shape related image object features (statistics) to better indicate the presence of seafloor features.

**Table 2.** Parameters and layers used for each level of image object creation. The image objects from segmentation Level 1 correspond to those seen in Figure 4e, Level 2 to Figure 4d, and Level 3 to Figure 4c.

| Segment. Level | Scale Parameter \( (S_p) \) | Shape \( (w_s) \) | Compact. \( (w_{com}) \) | Layer Weights \( (w_{\ell}) \) | Layers |
|----------------|----------------------------|-----------------|------------------------|----------------------------|-------|
| 1              | 3                          | 0.02            | 0.5                    | Bathymetry, BPI3, BPI5, BPI7, BPI10, BPI15, BPI20, BPI50, BPI100, BPI200, BPI400, Curvature, Slope |
| 2              | 10                         | 0.02            | 0.5                    | Bathymetry, BPI3, BPI5, BPI7, BPI10, BPI15, BPI20, BPI50, BPI100, BPI200, BPI400, Curvature, Slope |
| 3              | 50                         | 0.5             | 0.5                    | BPI 400                     |

At the second level of image objects, it was still desired that image objects would conform to small seafloor features. However, to gain the most benefit from having multiple image object layers, it was necessary to select a scale parameter such that each image object
at this level was composed of at least a few image objects from the lower level. As was the case for the segmentation at Level 1, the heterogeneity of the segmentation was set to mostly be dependent on the color parameter and not on the shape parameter.

At the third level of image object segmentation, the focus changed significantly. At this level, much more emphasis was placed on image object shape and less on image object color. In addition, the choice of layer(s) was made such that larger scale seafloor features would fall within image objects. Based on a subjective examining of the different layers, BPI400 was a good layer to use for this segmentation level. The larger the image objects were, the more lower level sub-objects they contained. Because the texture-based features were calculated from sub-objects, larger image objects and more sub-objects also meant that the discrimination power of texture features was greater. However, because making the image objects too large would decrease the resolution of the classification results, a balance in image object size was sought. In any case, the scale parameter was selected such that multiple image objects of Levels 1 and 2 were contained in image objects at Level 3.

2.2.2. Classification

Three methods of classification are used in this paper. Each of the methods is performed on image objects features which were discussed in the previous section. The three classification methods are as follows:

- Method 1 is threshold based and uses image object features from the backscatter, bathymetry, and BPI5 layers. The thresholds are those used in the 2016 OBIA workshop of the GeoHab conference [35] and were developed at the Center for Environment Fisheries and Aquaculture Science (CEFAS) [56]. This approach was not developed within the current research, but its results are considered as a standard to which Methods 2 and 3 can be measured.

- Method 2 uses a Classification And Regression Tree (CART), a binary tree predictive model to go from observations about an item to conclusions about the items target value or class (a more in-depth description follows below) [57]. The CART provides the thresholds which are then used in a similar way as in Method 1. This method uses only texture features from image objects.

- Method 3 is similar to Method 2, however, it uses both texture and direct layer image object features. That is, it does not only use texture-based features, which relate to the arrangement of layer values, but it also references layer values directly, such as the average depth within an image object.

The image objects at Level 3, created by the third application of the multiresolution segmentation, are used to classify the seafloor sediments. Grab samples classified according to Folk are used to create a training dataset for a classification and regression tree (CART). Firstly, each image object that coincides with the location of a grab sample is classified according to the Folk class of that grab sample. Based on these classified image objects the CART is constructed.

The CART is constructed in a top down greedy approach. At each step, an image object feature at Level 3 is chosen that best splits the set of classified image objects. The Gini impurity index is used to measure the “best” split. It is calculated for each candidate subset and the results are combined to form a measure of the quality of the split. The Gini impurity at node \( n_p \) is calculated as

\[
I_G(n_p) = 1 - \sum_{i=1}^{J} p_i^2
\]  

where \( p_i \) is the fraction of items labeled as class \( i \) and \( i \in \{1, 2, ..., J\} \) where \( J \) is the number of classes. \( I_G \) reaches its minimum \( (I_G = 0) \) when all cases in a node are of the same class.

After the classification tree is constructed, every image object at Level 3 is classified using the tree. Given the attributes of the image object, the decision tree is traversed from the root node until it is classified at a leaf node (brightly colored rectangles in of the tree.
To compare the classification to grab sample ground-reference data, the grab sample sets were subdivided to create a training and a validation set. For the comparisons against other classification methods, the full grab sample set was used as a training set for the CART.

The final classification map was greatly improved by cleaning up the classification results as follows. For each research area, the most common seafloor sediment type was used such that any image object classified in a different class, but surrounded or largely surrounded by the sediment type that was most dominant, was reclassified into the most dominant class. For the Røstbanken data, this dominant class was sandy mud. For the Borkumer Stones area, this class was sand. Making use of a clean up step similar to this is common practice in OBIA classification algorithms.

3. Results

In this section, the classification results are shown. Firstly, Method 1 (see Section 2.2) is applied to the data from the Røstbanken area. These results are then used to validate the results of Methods 2 (Figure 5b) and 3 (Figure 5c). The quality of the classification results from Method 1 is checked by comparison to grab sample ground-reference data (Figure 6). The results from Methods 2 and 3 are compared to grab sample ground-reference data as well, and to the backscatter based results of Method 1. After this, Method 3 is applied to the Borkumer Stones area (Section 3.2).

3.1. Røstbanken Results

3.1.1. Method 1, Backscatter Based Classification

Firstly, a baseline classification is established by the use of Method 1 (Figure 5a). For this classification, thresholds on the different layers are used to classify the area. The most prominently used layer is the backscatter layer. Aside from backscatter, bathymetry is also used repeatedly and the within object standard deviation of $BPI_{5}$ is used once.

The deeper northwestern half (Figure 1a) of the study area has the largest area of uniform sediment, of type sandy mud (sM, Figure 5). On the northwestern edge of the study area, some coarser mixed sediments are also found. In the southeastern half of the study area, a mixture of sediments is found ranging from sand to rock.

When these classification results are compared to the ground-reference data (Figure 6 and Table 3), it is seen that there is a good agreement. For each sediment type, the classification matches the grab sample type the majority of the time. Overall, 71 % of the time the match was perfect, and 98.7 % of the time the classification was within ±1 class of the grab sample type.

| Grab Sample Class | sM | S | gS | sG | G | R | Row Totals | Accuracy |
|-------------------|----|---|----|----|---|---|------------|----------|
| Backscatter-based class | 42 | 7 | 0  | 0  | 0 | 0 | 49 | 85.7%    |
| S                 | 0  | 16| 4  | 1  | 0 | 0 | 21 | 76.2%    |
| gS                | 0  | 4 | 21 | 5  | 1 | 0 | 31 | 67.7%    |
| sG                | 0  | 0 | 9  | 18 | 2 | 0 | 29 | 62.0%    |
| G                 | 0  | 0 | 0  | 6  | 10| 5 | 21 | 47.6%    |
| R                 | 0  | 0 | 0  | 2  | 6 | 8 | 11 | 75.0%    |
| Column totals     | 42 | 27| 34 | 30 | 15| 11| Overall accuracy: 71.1% |
Figure 5. Classification maps of the Røstbanken study area: (a) classification based on backscatter data (Method 1); (b) texture features only (Method 2); and (c) texture and layer features (Method 3).

Figure 6. Correlation between backscatter-based classification (Method 1) and sediment type at grab sample locations. Dots, with the associated text, indicate the number of matches between classification and sediment type. The error matrix is shown in Table 3.

3.1.2. Method 2, Classification Using Only Textural Image Object Features

Next, Method 2, a texture only-based classification, is performed (Figure 5b). For this method, none of the layers mentioned in Section 2.1.1 are directly referenced. Rather, texture-related image object features are used. The backscatter layer is not used at any point, that is, not in the classification and also not in the segmentation stage, of the procedure. The segmentation was carried out with the layers and layer weights given in Table 2. The
CART utilized 11 different object features at 24 different nodes (Figure 7a and Table 4). The object feature as well as its deciding value is given for each node in Figure 7. Left branches are followed if the values are less than the value indicated at the node. Right branches are followed if the values are equal to or greater than the decision point. The leaves of the tree indicate the class label for the image object in question. Table 4 gives a description of each of the image object features that are used in the CART.

**Figure 7.** (a) Diagram of the CART for texture only based classification (Method 2) (see Figure 5b). (b) Diagram of the CART for texture and layer based classification (Method 3) (see Figure 5c). Text in each box indicates the object feature used and its value for the decision rule. Left branches indicate the less than direction and right branches indicate the greater than or equal to direction.
Table 4. A list of each of the image object features that formed a node in the CART of Figure 7a. The number of times each of these object features appears as a node is also listed, as well as a description of what the object feature is.

| Layer Name                  | Number of Times Referenced | Object Feature Description                                                                                                                                 |
|-----------------------------|----------------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------|
| Slope(2)                    | 4                          | The standard deviation of the means of the slope values within sub-objects at Level 1 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 1 [55] (pp. 403–404). |
| Std area of sub-obj(2)      | 4                          | The standard deviation of the area of the image objects at Level 1 that fall into the image object in question at Level 3.                                 |
| Mean of dir. sub-obj(1)     | 4                          | The mean of the main direction of all of the sub objects at Level 2 that are in the object in question at Level 3.                                           |
| Slope(1)                    | 3                          | The standard deviation of the means of the slope values within sub-objects at Level 2 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 2 [55] (pp. 403–404). |
| Mean asymmetry of sub-objects(1) | 2                          | The mean of the asymmetry of sub-objects at Level 2 that fall within the object in question at Level 3. Asymmetry is the relative length of an image object compared to a regular polygon (a similar measure as the Length/Width) [55] (pp. 357–358). |
| Std of dir. sub-obj(2)      | 2                          | The standard deviation of the main direction of all of the sub objects at Level 2 that are in the object in question at Level 3.                           |
| Std of dir. sub-obj(1)      | 1                          | The standard deviation of the main direction of all of the sub objects at Level 1 that are in the object in question at Level 3.                         |
| Bathymetry(2)               | 1                          | The standard deviation of the means of the bathymetry values within sub-objects at Level 1 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 1 [55] (pp. 403–404). |
| Mean area of sub-obj(1)     | 1                          | The mean area of the image objects at Level 2 that fall into the image object in question at Level 3.                                                  |
| Std of area sub-obj(1)      | 1                          | The standard deviation of the area of the image objects at Level 2 that fall into the image object in question at Level 3.                           |
| Std of dir. sub-obj(2)      | 1                          | The standard deviation of the area of the image objects at Level 1 that fall into the image object in question at Level 3.                           |
When using only texture-based image object features (Method 2), the resulting classification map is mixed. The large sM area (northwest half of the research area, Figure 5a) is distinguishable (Figure 5b). There is also a rocky area close to 7,540,000 N and 854,000 E that is resolved well with this method. However, the large sM area is not cleanly classified as sM, but has small areas that are classified as harder substrate, up to and including gravel. In the mixed sediment area (southeast), there is a trend of the coexistence of harder and softer substrates in agreement with Figure 5a. However, the exact spatial occurrence of classes differs between the two maps.

For the results shown in Figure 5b, all the grab samples were used for training the CART. To further assess the performance of Method 2, a different approach is also taken, where the grab sample dataset is subdivided into non-overlapping training and validation subsets. Figure 8a explicitly shows the correlation between the classification and the grab samples. The area around sand grab samples is seen to be classified as gravely sand more often than as sand. Sandy gravel areas, in turn, are just as likely to be classified as gravely sand and almost as likely to be classified as gravel. Of the 78 validation grab samples, the texture-based classification produced a perfect match 35 times, or with 45% accuracy (Table 5 and Figure 8a). The classification was accurate to ±1 class 57 times, or 73% of the time.

3.1.3. Method 3, Classification Using Image Object Parameters and Non Backscatter Data

A significant improvement in classification is achieved, still not using the backscatter data, when referencing the image layer values directly, during the implementation of Method 3 (Figure 5c). The image object features and deciding values of the CART are seen in Figure 7b. How many times each feature is used and a description of what the features represent are given in Table 6.

When the classification is compared to ground-reference data, the improvement to Method 2 becomes clear (Figure 8b). For every grab type, except sand, the majority of the classification classes match the grab sample class. For sand, the classification results was equally likely to be sandy gravel. Of the 78 grab samples, the classification matched exactly 48 times (or 61%) (Table 7 and Figure 8b) and (or 87%) the classification results were within ±1 class of the grab sample class 68 times.

Table 5. Error matrix comparing classification results using Method 2 to grab sample based class. The data are also shown in Figure 8a.
Table 6. A list of each of the image object features that formed a node in the CART of Figure 7b. The number of times each of these object features appears as a node is also listed, as well as a description of what the object feature is.

| Layer Name         | Number of Times Referenced | Object Feature Description                                                                                                                                                                                                                                                                                                                                                                               |
|--------------------|-----------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Bathymetry         | 4                           | The mean of the within object pixels (at Level 3) of the bathymetry layer.                                                                                                                                                                                                                                                                                                                                    |
| Length/width       | 3                           | The ratio of the length/width of an image object at Level 3 [55] (pp. 353–354)                                                                                                                                                                                                                                                                                                                              |
| Elliptic fit       | 2                           | The shape of the image object at Level 3 is compared to an ellipse the same length and width as the image object. The area of the image object that falls outside the ellipse vs. the area inside the ellipse yields the fit value [55] (pp. 362–363)                                                                                   |
| Std of dir. sub-obj(1) | 2                           | The standard deviation of the main direction of all of the sub objects at Level 2 that are in the object in question at Level 3.                                                                                                                                                                                                                                                                                  |
| Bathymetry(2)      | 2                           | The standard deviation of the means of the bathymetry values within sub-objects at Level 1 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 1 [55] (pp. 403–404).                                                                                                                                                             |
| Std of dir. sub-obj(2) | 2                           | The standard deviation of the main direction of all of the sub objects at Level 1 that are in the object in question at Level 3.                                                                                                                                                                                                                                                                                  |
| BPI$_{50}$         | 1                           | The mean of the within object pixels (at Level 3) of the BPI$_{50}$ layer.                                                                                                                                                                                                                                                                                                                                 |
| BPI$_{10}$         | 1                           | The mean of the within object pixels (at Level 3) of the BPI$_{10}$ layer.                                                                                                                                                                                                                                                                                                                                    |
| BPI$_{100}$(1)     | 1                           | The standard deviation of the means of the BPI$_{100}$ values within sub-objects at Level 2 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 2 [55] (pp. 403–404).                                                                                                                                                     |
| BPI$_{100}$(2)     | 1                           | The standard deviation of the means of the BPI$_{100}$ values within sub-objects at Level 1 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 1 [55] (pp. 403–404).                                                                                                                                                     |
| BPI$_{10}$(2)      | 1                           | The standard deviation of the means of the BPI$_{10}$ values within sub-objects at Level 1 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 1 [55] (pp. 403–404).                                                                                                                                                     |
| Mean area of sub-obj.(2) | 1                           | The mean area of the image objects at Level 1 that fall into the image object in question at Level 3.                                                                                                                                                                                                                                                                                                                 |
Figure 8. (a) Correlation between classification results from Method 2 and sediment type at grab sample locations. (b) Correlation between classification results from Method 3 and sediment type at grab sample locations. Corresponding error matrices are shown in Tables 5 and 7.

Table 7. Error matrix comparing classification results using Method 3 to grab sample based class. The data are also shown in Figure 8b.

| Grab Sample Class          | sM | S  | gS | sG | G  | R  | Row Totals | Accuracy |
|----------------------------|----|----|----|----|----|----|------------|----------|
| OBIA-based class           |    |    |    |    |    |    |            |          |
| sM                         | 19 | 3  | 2  | 0  | 0  | 0  | 21         | 90.5%    |
| S                          |  0 | 4  | 2  | 0  | 0  | 1  |  7         | 57.1%    |
| gS                         |  0 | 2  | 8  | 3  | 0  | 0  | 13         | 61.5%    |
| sG                         |  0 | 4  | 5  | 9  | 1  | 0  | 19         | 47.4%    |
| G                          |  2 | 0  | 0  | 2  | 5  | 1  | 10         | 50.0%    |
| R                          |  0 | 0  | 0  | 1  | 1  | 3  |  5         | 60.0%    |
| Column totals              | 21 |13  |17  |15  | 7  | 5  | Overall accuracy: 61.5% |

3.1.4. Comparing Non-Backscatter Based Classification to Backscatter Based Classification

Assuming that the backscatter-based classification is accurate, then we can compare the results from Methods 2 and 3 with the backscatter-based classification results from Method 1, in a pixel-by-pixel comparison. For the area that has a specific class based on Method 1, Figure 9 shows, by percentage, how those areas were classified by Methods 2 and 3. Figure 9a shows this relationship where the results of Method 3 are compared to the results from Method 1. Figure 9b shows the results of Method 2 compared to the results of Method 1.

Figure 9. (a) Comparison of class result from Method 3 for areas having a specific class based on Method 1. (b) Comparison of class result from Method 2 for areas having a specific class based on Method 1.
When using Method 3, the sM area was correctly classified above 90% of the time. For the rest of the classes, the correct classification was between 30% and just over 40%. The percentage of correct classification with a tolerance of $\pm 1$ class was 86% for the entire area. Per sediment type, it was as follows: sandy mud 92%, sand 81%, gravely sand 86%, sandy gravel 83%, gravel 77%, and rock 73%.

For Method 2 (Figure 9b), the results were not as good. Only sandy mud was correctly classified most of the time. The $\pm 1$ class percentage was 52% for the entire area, and per sediment type it was as follows: sandy mud 86%, sand 55%, gravely sand 59%, sandy gravel 71%, gravel 60%, and rock 8%.

### 3.2. Borkumer Stones Results

By using the Røstbanken dataset where backscatter, a good sampling of grab samples, and high quality bathymetry data were available to develop a bathymetry and bathymetric derivative OBIA-based classification method, insights into the performance of the OBIA classification method were obtained. These insights can be applied to the DCS dataset. Based on its performance, Method 3 was used. However, some minor changes to the scale parameter were needed. This was done in order to have the first two levels of image objects conform to small-scale features, as was the case for the Røstbanken data.

For the Bokumer Stones area, a very similar CART was trained as for the Røstbanken data. The branches and leaves, along with the layer at each node, including the deciding value, are shown in Figure 10. The object features that were used in the CART, along with their description, and the number of times each feature was referenced in the CART are presented in Table 8.

![Figure 10](image.png)

**Figure 10.** Diagram of the CART for the classification in the Borkumer Stones area. Text in each box indicates the object feature used and its value for the decision rule. Left branches indicate the less than direction and right branches indicate the greater than or equal to direction.

To ground truth the classification results (Figure 11a) with grab sample data, the grab samples were divided into training and validation sets. In the validation set, there were 139 grab samples, of which 123 were of class sand (Figure 12). For 91 of the 139 samples (65%), there was a perfect match between the OBIA class and the grab sample class (Table 9 and Figure 12). For 117 of the samples (or 84%), the OBIA results were within $\pm 1$ class of the grab sample class.
Table 8. A list of each of the image object features that formed a node in the CART of Figure 10. The number of times each of these object features appears as a node is also listed, as well as a description of what the object feature is.

| Layer Name        | Number of Times Referenced | Object Feature Description                                                                                                                                 |
|-------------------|-----------------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------|
| Smoothed slope    | 6                           | The mean of the within object pixels (at Level 3) of the smoothed slope layer.                                                                           |
| Elliptic fit      | 4                           | See Table 6                                                                                                                                             |
| Bathymetry        | 3                           | The mean of the within object pixels (at Level 3) of the bathymetry layer.                                                                             |
| BPI<sub>200</sub> | 3                           | The mean of the within object pixels (at Level 3) of the BPI<sub>200</sub> layer.                                                                       |
| Bathymetry(2)     | 3                           | See Table 4                                                                                                                                             |
| BPI<sub>1000</sub>| 2                           | The mean of the within object pixels (at Level 3) of the BPI<sub>1000</sub> layer.                                                                      |
| BPI<sub>10</sub>(2)| 2                           | The standard deviation of the means of the BPI<sub>10</sub> values within sub-objects at Level 1 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 1 [55] (pp. 403–404). |
| Smoothed slope(1) | 2                           | The standard deviation of the means of the smoothed slope values within sub-objects at Level 2 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 2 [55] (pp. 403–404). |
| Slope(1)          | 2                           | The standard deviation of the means of the slope values within sub-objects at Level 2 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 2 [55, p. 403-404]. |
| BPI<sub>400</sub> | 1                           | The mean of the within object pixels (at Level 3) of the BPI<sub>400</sub> layer.                                                                       |
| BPI<sub>25</sub>  | 1                           | The mean of the within object pixels (at Level 3) of the BPI<sub>25</sub> layer.                                                                       |
| BPI<sub>400</sub>(2)| 1                           | Similar to BPI<sub>10</sub>(2) Object feature above, but with BPI<sub>400</sub> layer.                                                               |
| BPI<sub>20</sub>(1)| 1                           | The standard deviation of the means of the BPI<sub>20</sub> values within sub-objects at Level 2 [55] (pp. 402–403) or the average of the mean differences of each sub-object to its neighboring objects at Level 2 [55] (pp. 403–404). |
| Mean area of sub-obj.(2)| 1                           | The mean area of the image objects at Level 1 that fall into the image object in question at Level 3.                                                    |
| Mean area of sub-obj.(1)| 1                           | The mean area of the image objects at Level 2 that fall into the image object in question at Level 3.                                                    |
Figure 11. (a) Classification results from the Borkumer Stones area of the Dutch North Sea. (b) A D50 map interpolated from grab samples. Grab sample locations are shown classified according to Folk.

Figure 12. Texture-based classification results from the Borkumer Stones area compared to grab sample ground-reference data. The error table for these results is given in Table 9.

Table 9. Error matrix comparing classification results, from the Borkumer Stones area, using Method 3 to grab sample based class. The data are also shown in Figure 12.

| Grab Sample Class | M | sM | mS | S | (g)S | gS | G | Row Totals | Accuracy |
|-------------------|---|----|----|---|------|----|---|------------|----------|
| OBIA-based class  | M | 0  | 0  | 0 | 0    | 0  | 0 | 7          | 0.0%     |
|                   | sM| 1  | 0  | 1 | 4    | 1  | 0 | 7          | 0.0%     |
|                   | mS| 0  | 0  | 1 | 10   | 0  | 0 | 11         | 9.0%     |
|                   | S | 0  | 1  | 4 | 87   | 2  | 1 | 95         | 91.6%    |
|                   | (g)S| 0 | 0  | 1 | 8    | 2  | 0 | 13         | 15.4%    |
|                   | gS| 0  | 0  | 0 | 1    | 0  | 1 | 2          | 50.0%    |
|                   | G | 0  | 0  | 0 | 6    | 0  | 0 | 6          | 0%       |
| Column totals     | 1 | 1  | 7  | 123| 5    | 2  | 2 | Overall accuracy: | 64.5% |
For the Røstbanken area, it was possible to compare the OBIA classification results to results from a separate classification method based on backscatter (Method 1). However, for the Borkumer Stones area, backscatter was not available. Although a comparison to grab sample ground-reference data was made, it would be preferable to also have a second comparison method. For this, a different feature of the ground-reference data was used, namely the D50 values, which are similar to the Folk classes that were used to train the CART, but not identical. These are used to generate a second full coverage map for comparison. This map, shown in Figure 11b, is a Kriging-based interpolation of the D50 values of the grab samples. By visual comparison of Figure 11a,b, large-scale trends are found to agree.

4. Discussion
4.1. The Performance of OBIA Methods

One of the research questions addressed in this paper is if a fast and reliable texture-based classification method can be found. It should be noted that there is a family of texture-based methods, such as those based on Haralick texture features, that are commonly used in the literature which were not tested. This is because these methods tend to be exceedingly computationally intensive [58,58,59] and the interest is in a fast method. Therefore, an OBIA approach was investigated. For this research, the software package eCognition was used. Once the rule sets for the OBIA-based classification were developed, the methods were applied to a dataset covering hundreds of square kilometers in a matter of minutes. Because of the speed of the OBIA methods, they were well suited to get a rapid overview of large areas of the seafloor. It should be noted that the OBIA methods were only used on image datasets with a resolution of $5 \times 5$ m. Of the different stages of the classification process, the segmentation stage was the most computationally expensive. The run-time of the multi segmentation algorithm grows linearly with an increase in number of pixels [60]. Given the run times of Methods 2 and 3 with the datasets used in this study, it is expected that, for datasets covering areas up to the entire DCP ($59,000$ km$^2$) at resolutions currently available ($5\sim25$ m$^2$ pixel sizes) [24], this algorithm would remain well suited when used on modern high performance desktop computers (Quad core processor or better, 64 GB of RAM or better). However, if the method were applied to datasets that either cover much larger areas or have a much higher resolution than those mentioned in this paper, then computation time and memory bottlenecks would need to be considered [61].

As far as the reliability of the classification results are concerned, the two methods that were developed in this paper (Methods 2 and 3, Section 2.2) had differing reliability results. When compared to grab samples, classification accuracies of 98.7%, 73%, and 87% were achieved with a tolerance of $\pm 1$ class for Methods 1–3, respectively. Assuming Method 1 to yield a correct classification allowed for Methods 2 and 3 to be compared to it on a pixel by pixel bases. When this was done, Methods 2 and 3 had an accuracy of 52% and 86%, respectively, again with a tolerance of $\pm 1$ classes. Since the layer and grab sample inputs for Methods 2 and 3 are the same, and given the fact that they differed little in computational requirements, the use of Method 3 is recommended instead of Method 2. However, the texture features that Method 2 is based on should certainly be included in future OBIA methods. This is recommended based on the fact that they were included in Method 3 and were used for almost half of the nodes of the CART of Method 3 (Figure 7b and Table 6).

4.2. Application of the Algorithm to Different Datasets

A testament to the robustness of the OBIA methods developed in this paper is the fact that very little needed changing when Method 3 was applied to a different dataset in order to achieve good classification results. Some changes were necessary for the image objects at Levels 1 and 2 to conform to the shape of small-scale seafloor features. To accomplish this, the scale parameter was adjusted for these two levels of image segmentation. The weights of the image layers used during the segmentation was also adjusted to utilize the
best layers for the given area. This indicates that, as long as image objects are allowed to conform to the shapes of small-scale seafloor features at the lower levels of image objects, then this method remains applicable to new datasets.

4.3. The Affect of Bathymetry Flaws

From the data that were used in this research, the dataset from the Borkumer Stones area had some bathymetric flaws. These errors were likely the result of uncorrected or poorly corrected motion sensor or lever arm artifacts [45]. The artifacts were consistent in their across track, along track, and sailing direction specific patterns that is typical of this kind of error. Because of these flaws, there were some areas where the lower level image objects conformed to artifacts instead of to real seafloor features. This may explain why the classification from the Borkumer Stones data, when compared to grab sample ground-reference, was not quite as good as the results for the Røstbanken data (when using an accuracy measure of ±1 acoustic class). Because of the OBIA-based classification method’s reliance on image objects conforming to actual seafloor features, clean bathymetry data are of high importance for the classification method developed in this paper.

4.4. Good Use-Cases for Bathymetry Based OBIA Based Classification

Because of the need for up-to-date navigational charts, many countries collect high-resolution bathymetry data covering big sections of their territorial waters on regularly scheduled intervals [24]. This means that high-quality bathymetry data are widely available. Furthermore, as a part of the 2030 project, high-resolution bathymetry data will become available for the entirety of the world’s oceans [27]. Unlike bathymetry, backscatter data remain much harder to come by.

It is difficult to quantify the ratio of the seafloor for which bathymetry is available but backscatter is not. There is little focus on the gathering of backscatter at the global scale, and with good reason, as even the well-funded and well-organized MAREANO, Norway’s national offshore mapping program, had difficulty dealing with the size of such backscatter datasets [62]. Of the efforts to collect full coverage backscatter data, MAREANO is a good example, as well as Germany where side scan sonars are widely used [63,64]. For the DCS, full coverage bathymetry data are available via EMODnet [25]. In addition to this, bathymetry data up to a resolution of 25 m × 25 m (and in some cases 5 m × 5 m), can be requested of the Hydrographic Service of the Royal Netherlands Navy. The Navy surveys the entirety of the DCS on scheduled intervals. Backscatter is not available through any of these means. The Royal Netherlands Institute for Sea Research (NIOZ) can at any moment have some backscatter data available, but they do not have a long-term storage plan for backscatter data gathered during their cruises. An example where backscatter data were made available by the RVO on the DCS is the case of the “De Rijke Noordzee”, who were able to analyze ~1200 km² that was gathered during surveys for the placing of wind farms [26]. Because there is no centralized gathering point for backscatter data, it is difficult to quantify the area for which backscatter data exist for many regional coastal waters, while it is well known that full coverage bathymetry exists.

At the global scale, there are organized efforts, especially after the disappearance of Malaysia Airlines flight MH370 and the subsequent search, to collect bathymetry data [27,65]. Due to this, there are also good estimates on how much of the global seafloor has been measured by echosounders, and it is less than 18% [27]. The fact that backscatter is much less available is also demonstrated by the fact that it is not even mentioned in these efforts [27,65]. This is further confirmed by the fact that the standardization for the acquisition and interpretation of backscatter data is still a very active field of research [23].

Because bathymetry is more readily available than backscatter, it is desirable to develop fast and accurate classification methods that do not rely on backscatter data. Such methods could then be applied in order to provide classification results of large areas of many European and American coastal seas, among others. When full coverage bathymetry
data of the entire globe become available, such methods can then be applied at the global scale. Although backscatter-based classification still yields better results, OBIA classification results using only bathymetry and its derivatives yielded classification results with a 10% loss in accuracy. As such, the methods developed in this paper should be considered as good options in circumstances where backscatter data are not available.

5. Summary and Conclusions

In this study, two seafloor classification methods were developed that use an OBIA approach. The methods use bathymetry, bathymetric derivatives, and grab samples as input, and they do not rely on the use of backscatter. The transferability of the best method was tested by applying it to two datasets. The first dataset was from Norwegian waters, specifically the Røstbanken area off the coast of Lofoten. The second dataset was from Borkumer Stones area close to the island of Schiermonnikoog in Dutch waters. The classification results were compared to the results from an existing backscatter-based classification method (Method 1) in the case of the Røstbanken data, and to grab sample ground-reference data for both datasets.

The first of the developed methods (Method 2) used a purely texture-based OBIA approach. The second method (Method 3) was similar, but used additional image object features. Both methods are fast enough to be used over large coastal areas with data resolutions of 5 m × 5 m. To apply the method(s) to new areas, adjustments to the scale parameter of the segmentation algorithm were necessary. Additionally, when creating the first two levels of image objects, image layer choice was important in order for the shapes of the image objects to conform to small scale features of the seafloor. With these adjustments, the algorithm was transferable to new research areas.

When comparing Methods 1–3 to grab sample ground-reference data, a respective classification accuracy of 98.7%, 73%, and 87% was found when a tolerance of ±1 class was used. When only perfect matches are considered, then the accuracies are 71%, 45%, and 61%, respectively. When compared to the results from Method 1, Method 2 had an accuracy of 52% and Method 3 an accuracy of 86% with a ±1 class tolerance. Because the input requirements and computation cost do not differ significantly between Methods 2 and 3, the use of Method 3 is recommended.

Having a bathymetry and bathymetric derivative-based classification method is important given that bathymetry data are more available than backscatter data for many coastal seas. This importance is even greater when considering full global coverage of bathymetric data being available through projects such as the GEBCO seabed 2030 project [27]. As such, the results presented in this paper should be of wide interest to the seafloor classification community.
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