Reinforcement learning using Deep Q Networks and Q learning accurately localizes brain tumors on MRI with very small training sets.
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Abstract

Purpose Supervised deep learning in radiology suffers from notorious inherent limitations: 1) It requires large, hand-annotated data sets, 2) It is non-generalizable, and 3) It lacks explainability and intuition. We have recently proposed Reinforcement Learning to address all three. However, we applied it to images with radiologist eye tracking points, which limits the state-action space. Here we generalize the Deep-Q Learning to a gridworld-based environment, so that only the images and image masks are required.

Materials and Methods We trained a Deep Q network on 30 two-dimensional image slices from the BraTS brain tumor database. Each image contained one lesion. We then tested the trained Deep Q network on a separate set of 30 testing set images. For comparison, we also trained and tested a keypoint detection supervised deep learning network for the same set of training / testing images.

Results Whereas the supervised approach quickly overfit the training data, and predictably performed poorly on the testing set (11% accuracy), the Deep-Q learning approach showed progressive improved generalizability to the testing set over training time, reaching 70% accuracy.

Conclusion We have shown a proof-of-principle application of reinforcement learning to radiological images, here using 2D contrast-enhanced MRI brain images with the goal of localizing brain tumors. This represents a generalization of recent work to a gridworld setting, naturally suitable for analyzing medical images.

Introduction

In recent work [5], we introduced radiological reinforcement learning. This is the application of reinforcement learning (RL) to analyze medical images.
so doing, we sought to address 3 key shortcomings in the currently prevalent supervised deep learning approach. These are the latter’s:

1. Requirement of large amounts of expert-annotated data.
2. Lack of generalizability, making it “brittle” and subject to grossly incorrect predictions when even a small amount of variation is introduced. This can occur when applying a trained network to images from a new scanner, institution and/or patient population [7, 2].
3. Lack of insight or intuition into the algorithm, thus limiting confidence needed for clinical implementation, and curtailing potential contributions from non-AI experts with advanced domain knowledge (e.g. radiologists or pathologists) [1, 3].

Our initial proof of principle application of reinforcement learning to medical images used 2D slices of image volumes from the publicly available BraTS primary brain tumor database [4]. These were T1-post-contrast images, each with one tumor per image. In addition, our images included an overlay of eye tracking gaze points obtained during a previously performed simulated image interpretation. The state-action space was limited to the gaze plots, consisting of the gaze points for that image. The gaze plots were essentially one-dimensional, and the various possible agent states were defined by location along the gaze plot. Actions were defined by the agent moving anterograde versus retrograde along the gaze plot, or staying still. Being a localization task, the goal was for the agent to reach the lesion. Using the manually traced tumor mask images, a reward system was introduced that incentivized finding and staying within the lesion, and discouraged in particular staying still while the agent was still outside the tumor [5].

The results from this study showed that reinforcement learning has the potential to make meaningful prediction based on very small data sets, in that case 70 training set images. Supervised deep learning woefully overfit the training set, with unsurprisingly low accuracy on the testing set (< 10%). In contrast, RL improved steadily with more training, ultimately predicting testing set image lesion location with over 80% accuracy [5].

However, the system studied was not generalized, in the sense that it included eye tracking points, usually not available with radiological images. The eye tracking points also made the problem easier because they confined the state-action space to one dimension. In order to apply RL more generally to medical images, we must be able to analyze the raw images along with accompanying image masks without the need for eye tracking gaze plots.

Here we extend the approach to show that RL can effectively localize lesions using a very small training set using the gridworld framework, which requires only the raw images and the accompanying lesion masks. This represents an important early step in establishing that RL can effectively train and make predictions on medical images. This can ultimately be extended to 3D image volumes and more sophisticated implementations of RL. Gridworld is a classic,
paradigmatic environment in RL [6]. Given their pixelated character, medical images tiled with a gridworld framework provide a natural, readily suitable environment for our implementation.

**Methods**

0.1 Basic terms

Following the basic approach of our recent work, we analyzed 2D image slices from the BraTS public brain tumor database [4]. These slices were randomly selected from among T1-weighted contrast-enhanced image slices containing brain tumor within them. Images from around the level of the lateral ventricles were selected.

As with the recent work, the implementation of RL that we used was a combination of standard TD(0) Q-learning with Deep Q learning (DQN). The key difference was how we defined our environment, states and actions.

We divided the image space of the 240 x 240 pixel images by grids spaced 60 pixels, so that our agent occupied the position of a 60 x 60 pixel blocks, shown in Figure 1a. The initial state for training and testing images was chosen to be the top-left block (figure 1a). The action space consisted of: 1) staying at the same position, 2) moving down by one block or 3) moving to the right by one block. In other words, introducing some notation, the action space \( \mathcal{A} \in \mathbb{N}^3_0 \), consisting of three non-negative integers is defined by:

\[
\mathcal{A} = \begin{pmatrix} 1 \\ 2 \\ 3 \end{pmatrix} = \begin{pmatrix} \text{stay still} \\ \text{move down} \\ \text{move right} \end{pmatrix}. \tag{1}
\]

To each of the possible actions, \( a \in \mathcal{A} \), given a policy \( \pi \), there is corresponding action value depending on the state, \( Q^\pi(s,a) \), defined by:

\[
Q^\pi(s,a) = E_\pi \{ R_t | s_t = s, a_t = a \} = E_\pi \{ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} | s_t = s, a_t = a \}, \tag{2}
\]

where \( R_t \) is the total cumulative reward starting at time \( t \) and \( E_\pi \{ R_t | s_t = s, a_t = a \} \) is the expectation for \( R_t \) upon selecting action \( a \) in state \( s \) and subsequently picking actions according to \( \pi \).

0.2 Training: sampling and replay memory buffer

At each of the \( N_{\text{episodes}} = 90 \) episodes of training, we sample randomly from the 30 training set images. For each such image we subdivide into grids, and initialize such that the first state \( s_1 \) is in the upper left block (Figure 1a). We select each action \( a_t \) at time step \( t \) according to the off-policy epsilon-greedy algorithm, which seeks to balance exploration of various states with exploiting
of known best policy, according to:

$$a_t = \begin{cases} \max_{a \in A} \{ Q_t(a) \} & \text{with probability } \epsilon \\ \text{random action in } A & \text{with probability } 1 - \epsilon. \end{cases}$$

(3)

for the parameter $\epsilon < 1$. We used an initial $\epsilon$ or 0.7 to allow for adequate exploration. As $Q$ learning proceeded and we wish to favor increasingly exploitation of a better known, more optimal policy, we set $\epsilon$ to decrease by a rate of $1 \times 10^{-4}$ per episode. The decrease continued down to a minimum value $\epsilon_{\min} = 1 \times 10^{-4}$, so that some tiny amount of exploring would always take place.

Our reward scheme is illustrated for sample states in Figures 1b–1d. The reward $r_t$ is given by

$$r_t = \begin{cases} -2, & \text{if agent is outside the lesion and staying still} \\ +1, & \text{if agent overlaps the lesion and staying still} \\ -0.5, & \text{if agent moves to position outside the lesion} \\ +1, & \text{if agent moves to position overlapping the lesion}. \end{cases}$$

(4)

0.3 Replay memory buffer

In general, for each time $t$ we thus have state $s_t$, the action we have taken $a_t$, for which we have received a reward $r_t$ and which brings our agent to the new state $s_{t+1}$. We store these values in a tuple, called a transition, as $T_t = (s_t, a_t, r_t, s_{t+1})$. For each successive time step, we can stack successive transitions as rows in a transition matrix $T$. We do so up to a maximum size of $N_{\text{memory}} = 15,000$ rows. These represent the replay memory buffer, which allows the CNN that predicts $Q$ values to sample and learn from past experience sampling from the environments of the various training images. Now, we use $T$ to train our CNN and perform $Q$ learning. The value of $N_{\text{memory}} = 15,000$ was chosen to be as large as possible, without overwhelming the available RAM.

0.4 Training: Deep $Q$ Network and $Q$ Learning

Using a CNN to approximate the function $Q_t(a)$, we give the CNN the name of Deep $Q$ network (DQN). Our DQN’s architecture, shown in Figure 2, is very similar to that in our recent work. It takes the state as input, using $3 \times 3$ kernels with stride of 2 and padding such that the resulting filter sizes are unchanged. We produced 32 filters at each convolution operation. The network consisted of four such convolutional filters in sequence, using exponential linear unit (elu) activation. The last convolution layer was followed by a 512-node layer with elu activation, followed by a few more fully connected layers and ultimately to a 3-node output layer, representing the 3 actions and corresponding $Q$ values.

Our DQN loss is the difference between the $Q$ values resulting from a forward pass of the DQN, which at time step $t$ we shall denote as $Q_{\text{DQN}}$ and the “target” $Q$ value, $Q_{\text{target}}$, computed by the Bellman equation. The latter updates by
Figure 1: Environment and reward scheme. (a) shows the initial state for all episodes, $s_1$, with the agent in the upper left corner. (b) displays the rewards for the three possible actions. When the agent is not in a position overlapping the lesion, staying in place gets the biggest penalty (reward of -2), with a lesser penalty if the agent moves (reward of -0.5). (c) shows the rewards for the possible actions in the state just to the left of the mass. Moving toward the lesion so that the agent will coincide with it receives the largest possible and only positive reward (+1). (d) shows the state with the agent coinciding with the lesion. Here we want the agent to stay in place, and thus reward this action with a +1 reward.
Figure 2: Deep Q Network Architecture. Of note, the output consists of the 3 \( Q \) values corresponding to the 3 possible actions. A sample input image representing the initial state \( s_1 \) is also noted.
sampling from the environment and experiencing rewards. Denoting the forward pass by $F_{\text{DQN}}$, we can obtain state-action values by

$$Q^{(t)}_{\text{DQN}} = F_{\text{DQN}}(s_t).$$

But the function approximation we wish to learn is for the optimal state-action values, that maximize expected total cumulative reward. We do so by $Q$ learning, in which the model learns from sampled experience, namely individual state-action pair-associated rewards. The method we used in our prior study, and employ here, is temporal difference in its simplest form: $TD(0)$. With $TD(0)$ the state-action value function is updated in each step of sampling to compute the $TD(0)$ target, denoted by $Q^{(t)}_{\text{target}}$:

$$Q^{(t)}_{\text{target}} = r_t + \gamma \max_a Q(s_{t+1}, a),$$

where $\gamma$ is the discount factor, $\max_a Q(s_{t+1}, a)$ is another way of writing the state value function $V(s_{t+1})$. The key part of the environment sampled is the reward value $r_t$. Over time, with this sampling, $Q^{(t)}_{\text{target}}$ converges toward the optimal $Q$ function, $Q^*$. In our implementation, for each episode, the agent was allowed to sample the image for 20 steps. We set $\gamma = 0.99$, a frequently used value that, being close to 1, emphasizes current and next states over but includes those further in the future.

### 0.5 Training: Backpropagation of the Deep $Q$ Network

In each step of DQN backpropagation, we randomly select a batch size of $N_{\text{batch}} = 128$ transitions from the rows of $T$, and compute corresponding $Q^{(t)}_{\text{target}}$ and $Q^{(t)}_{\text{CNN}}$ values, yielding the vectors $\tilde{Q}_{\text{target}} = \{Q^{(t)}_{\text{target}}\}_{t=1}^{N_{\text{batch}}}$ and $\tilde{Q}_{\text{CNN}} = Q^{(t)}_{\text{CNN}}|_{t=1}^{N_{\text{batch}}}$. We backpropagate to minimize the loss $L_{\text{batch}}$ of said batch,

$$L_{\text{batch}} = \frac{1}{N_{\text{batch}}} \sum_{i=0}^{N_{\text{batch}}} |Q^{(i)}_{\text{target}} - Q^{(i)}_{\text{DQN}}|.$$  

Fortunately, since as we proceed in training $Q^{(t)}_{\text{DQN}}$ to successively approximate $Q^{(t)}_{\text{target}}$, our CNN function approximation ultimately should converge toward that reflecting the optimal policy, so that:

$$\lim_{t \to \infty} Q^{(t)}_{\text{DQN}} = \lim_{t \to \infty} \left( Q^{(t)}_{\text{target}} \right) = Q^*$$

To train the DQN, we employed the Adam optimizer with learning rate of $1 \times 10^{-4}$. We implemented DQN training in the Pytorch package in Python 3.7 executed in Google Colab.
Figure 3: Comparison between Reinforcement learning (Deep Q learning) and Supervised Deep Learning. The mean accuracy of the testing set of 30 images is plotting as a function of training time, which is measured for Reinforcement Learning in episodes, and for Supervised Deep Learning as epochs. Both methods were trained on the same 30 training set images. Blue circles represent the results of Reinforcement/Deep Q learning, with best fit line in red. Accuracy for Supervised Deep Learning is shown as yellow diamonds, with best fit line in green. Whereas Supervised Deep Learning quickly overfits the small training set and thus can not learn from it in any generalized manner, the Deep Q Network is able to learn over time in a way that can generalize to a separate testing set.
Results

We trained the DQN on 30 two-dimensional image slices from the BraTS database at the level of the lateral ventricles. We did not employ any data augmentation. Training was performed for 90 episodes. For each of the separate 30 testing set images, the trained DQN was applied to the initial state with agent in the top left corner and successively to each subsequent state for a total of 20 steps.

In order to compare the performance of RL / deep Q learning with that of the hitherto standard supervised deep learning, we trained a localization supervised deep learning network as well. More specifically, we trained a keypoint detection CNN, with architecture essentially identical to that of our DQN. Again, trying to make as fair a comparison as possible, we trained the keypoint detection CNN on the same 30 training images for 90 epochs. Not surprisingly for such a small training set, the supervised keypoint detection CNN quickly overfit the training set, with training and testing set losses diverging before the 10th epoch.

Figure 3 shows a head-to-head comparison of the two techniques. It plots accuracy of the trained networks on the separate testing sets of 30 images, as a function of training time, measured as episodes for DQN and epochs for supervised deep learning. Supervised deep learning does not actually learn in a way that generalizes to the testing set, as evidenced by the essentially zero slope of the best fit line during training. DQN does learn during training, as manifested by the positive slope of the best fit line. Ultimately, RL / deep Q learning achieves an accuracy of on average 70% over the last 20 episodes, whereas supervised deep learning has a corresponding mean accuracy of 11%, a difference that is statistically significant by standard t-test, with p-value of $5.9 \times 10^{-43}$.

Discussion

We have demonstrated as proof-of-principle that reinforcement learning, here implemented as deep Q learning, can accurately localize lesions on medical imaging. Specifically, in this demonstration, we have applied the approach to identifying and locating glioblastoma multiforme brain lesions on contrast-enhanced MRI.

More significantly, in so doing, we have demonstrated that the approach can produce reasonably accurate results with a training set size of merely 30 images. This number is at least an order of magnitude below what is generally considered necessary for almost any radiology AI application. This follows from the fact that current radiology AI has been dominated by supervised deep learning. This approach depends on large amounts of annotated data, typically requiring at hundreds and preferably thousands of annotated images for high performance.

To restate the three key limitations of the currently prevalent supervised deep learning in radiology, they are: 1) Requirement of large amounts of expert-annotated data. 2) Susceptibility to grossly incorrect predictions when applied to new data sets. 3) Lack of insight or intuition into the algorithm.
This proof-of-principle work provides evidence that reinforcement learning can address limitation #1. It can also address #3, as evidenced by the reward structure illustrated in Figures [1b][1c].

Future work will address #2 by comparing reinforcement learning and supervised deep learning with both trained on data from one institution and tested on separate images from another institution.

An important limitation of the present work is that it has been performed on two-dimensional image slices. Future work will extend to fully three-dimensional image volumes. As can be seen from image 3, the deep Q learning training process is somewhat noisy. Future work will bring in different techniques in reinforcement learning, to learn in a smoother fashion. It should be noted that we tried employing policy-gradient learning in order to achieve this less noisy learning. We did so with the actor-critic approach in both its single-agent version, A2C, and the multi-agent form, A3C. Both approaches failed to learn as deep Q learning could. We suspect that this is due to the sequential nature of sampling in A2C/A3C, that could not make use of the varied sampling across environments (i.e. different training set images) and states. We feel that future work incorporating a replay memory buffer with policy gradient may ultimately work best, and this will be the focus of future work.
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