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Abstract. We study a family of measures originating from the signatures of the irreducible components of representations of the unitary group, as the size of the group goes to infinity. Given a random signature $\lambda$ of length $N$ with counting measure $m$, we obtain a random signature $\mu$ of length $N - 1$ through projection onto a unitary group of lower dimension. The signature $\mu$ interlaces with the signature $\lambda$, and we record the data of $\mu, \lambda$ in a random rectangular Young diagram $w$. We show that under a certain set of conditions on $\lambda$, both $m$ and $w$ converge as $N \to \infty$. We provide an explicit moment generating function relationship between the limiting objects. We further show that the moment generating function relationship induces a bijection between bounded measures and certain continual Young diagrams, which can be viewed as a quantized analogue of the Markov-Krein correspondence.

1. Introduction

Given a random matrix $M_N$ whose distribution is invariant under conjugation by unitary matrices, let $\lambda$ be the random vector of its eigenvalues and $\mu = \pi_{N,N-1}\lambda$ be the random vector of the eigenvalues of a principal $(N-1) \times (N-1)$ submatrix of $M_N$. We begin with a folk theorem in random matrix theory, stated here as a conjecture:

Conjecture 1.1. Suppose that we have a sequence of unitarily invariant random matrices $M_N$ such that the spectral measure $\frac{1}{N} \sum_{i=1}^{N} \delta_{\lambda_i}$ converges weakly in probability to a deterministic measure $m_{\text{RMT}}$ as $N \to \infty$. Let $\mu = \pi_{N,N-1}\lambda$. The random measure $\sum_{i=1}^{N} \delta_{\lambda_i} - \sum_{i=1}^{N-1} \delta_{\mu_i}$ converges weakly in probability to a signed measure $d_{\text{RMT}}$ which is related to $m_{\text{RMT}}$ by

$$\exp \left( \sum_{k=1}^{\infty} \frac{z^k}{k} \int_{\mathbb{R}} x^k d_{\text{RMT}}(dx) \right) = \sum_{k=0}^{\infty} \frac{z^k}{k!} \int_{\mathbb{R}} x^k m_{\text{RMT}}(dx).$$

Furthermore, the above relation is directly related to the Markov-Krein correspondence, which is a bijection between probability measures $m$ and certain continual Young diagrams, observed by Kerov [Ker93]. Here, $d$ is the second derivative of the continual Young diagram, see also NK77 and Theorem 2.8 in this text. A fascinating instance of this bijection, discovered by Kerov [Ker93], is where $m$ is given by the semicircle law and $d$ is the second derivative of the Vershik-Kerov-Logan-Shepp (VKLS) curve. We note that the semicircle law is the limiting spectral law of the Gaussian Unitary Ensemble (GUE) and more generally of Wigner matrices, see AGZ09, Section 2.1. On the other hand, the VKLS curve arises as the limiting diagram of the Plancherel measure on Young diagrams, see VK77, LS77, and Figure 1.

Though a proof of Conjecture 1.1 is unavailable in the literature, Buf13 proved the special case where $M_N$ is an $N \times N$ GUE matrix, and more generally a Wigner matrix.
Due to the lack of unitary invariance for general Wigner matrices, this suggests that the assumption of unitary invariance may be relaxed, though it is not clear how much one can relax the hypothesis.

The main result of this article establishes a quantized analogue of Conjecture 1.1 where matrices are replaced with representations, and eigenvalues with signatures. Moreover, we find a quantized version of the Markov-Krein correspondence which is directly linked to our main result. We now introduce the quantized setting and our main result.

Let $U(N)$ denote the $N$-dimensional unitary group. Recall that the irreducible representations of $U(N)$ are in bijection with the set $\mathcal{GT}_N$ of $N$-tuples of non-increasing integers $\lambda = (\lambda_1, \ldots, \lambda_N)$ called signatures of length $N$. Let $V^\lambda_N$ denote the irreducible representation corresponding to $\lambda \in \mathcal{GT}_N$. Given an arbitrary finite-dimensional representation $V_N$ of $U(N)$, we define a probability measure $\rho[V_N]$ on $\mathcal{GT}_N$ where

$$\rho[V_N](\lambda) = \frac{m_\lambda \dim V^\lambda_N}{\dim V_N}, \quad V_N = \bigoplus_{\lambda \in \mathcal{GT}_N} m_\lambda V^\lambda_N.$$  

In other words, the probability weight of $\lambda$ is proportional to the dimension of the isotypic component corresponding to $\lambda$. For $\lambda \sim \rho[V_N]$, we define $\pi_{N,N-1}\lambda$ to be the random element of $\mathcal{GT}_{N-1}$ such that the probability distribution of $\pi_{N,N-1}\lambda$ given $\lambda$ is $\rho[V_N]|_{U(N-1)}$. In particular, the marginal distribution of $\pi_{N,N-1}\lambda$ is given by $\rho[V_N]|_{U(N-1)}$.

Our main result is:

**Theorem 1.2.** Suppose that we have a sequence of representations $V_N$ of $U(N)$ with $\lambda \sim \rho[V_N]$ such that distributions $\{\rho[V_N]\}_{N \geq 1}$ satisfy the technical assumption in Definition 2.2. Then, the counting measure $\frac{1}{N} \sum_{i=1}^N \delta_{\lambda_i + N-i}^N$ converges weakly in probability to a deterministic measure $m$ as $N \to \infty$, and the random measure $\sum_{i=1}^N \delta_{\lambda_i + N-i} - \sum_{i=1}^{N-1} \delta_{\mu_i + N-1-i}$, where $\mu = \pi_{N,N-1}\lambda$, converges weakly in probability to a signed measure $d$ which are related by

$$\exp\left(\sum_{k=1}^\infty \frac{z^k}{k} \int x^k \, m(dx)\right) = \frac{1}{z} \left(-1 + \exp\left(z \sum_{k=0}^\infty z^k \int x^k \, m(dx)\right)\right).$$

Furthermore, we show that the above relation defines a bijection between probability measures with density bounded by 1 and a certain subclass of continual Young diagrams.
where $m$ is the bounded measure, and $d$ can be viewed as the second derivative of the continual Young diagram. An exact statement is given in Theorem [2.7]. This bijection is a quantized analogue of the Markov-Krein correspondence. Moreover, the Markov-Krein correspondence can be obtained from our quantized correspondence through a semiclassical limit, see Section [5.2] for details.

Just as the semicircle law and the VKLS curve are linked by the Markov-Krein correspondence, we similarly find that the one-sided Plancherel measures are linked to the VKLS curve by our quantized correspondence, see Appendix [A]. Here, the one-sided Plancherel measures are a one-parameter family of distributions describing $N \to \infty$ limits of certain characters of $U(N)$, see [BBO15].

We expect that Conjecture [1.1] may be proved by adapting the proof of Theorem [1.2]. Since the focus of this article is on the quantized setting, we do not pursue this direction, though we point out the necessary adaptations, see the end of Section [2.1].

The main tool we use is the Fourier transform on representations of the unitary group and differential operators whose eigenfunctions are given by Schur functions. The action of these operators on the Fourier transform yield combinatorial expressions for the moments of the measures $\rho[V_N]$ and $\rho[V_N^{\lambda}|U(N-1)]$, from which we can study their behavior in the large $N$ limit. The use of the Fourier transform to study large $N$ limits of representations of the unitary group was pioneered by Bufetov and Gorin in [BG15], where they studied limit shapes for the classical Lie groups. Their methods were further developed in [BG18, BG19] to study global fluctuations for discrete particle systems, encompassing a variety of applications including large limits of lozenge tilings, domino tilings, and representations of the unitary group. Related methods were also recently used to obtain large $N$ local asymptotics of measures $\rho[V_N](\lambda)$ [Ahn20]. For our purposes, we require the expansion of the moments of $\rho[V_N]$ to subleading terms. A critical property that we use for our analysis is that the differential operators commute with each other asymptotically relative to the order of the limit.

Using this approach, it should be possible to further refine our results to study the global fluctuations of the signed measure $\sum_{i=1}^{N} \delta_{\lambda_{i}+N-i} - \sum_{i=1}^{N-1} \delta_{\lambda_{i}+N-1-i}$, though we do not pursue this here. We note that the global fluctuations of the random matrix analogue of these signed measures were studied in [ES16] for Wigner matrices, and identified with a derivative of the Gaussian free field — a 2 dimensional conformally invariant, universal random distribution. Similar results were also established for the $\beta$-Jacobi corners process [GZ18] and the $\beta$-Hermite ensemble [GA18].

The article is organized as follows. In Section [2] we set up and state our main results, Theorem [2.3], a technical modification of Theorem [1.2] and Theorem [2.7] the quantized Markov-Krein bijection, as well as touch upon their respective random matrix analogues. In Section [3] we set up and prove Theorems [3.1] and [3.2] which explicitly calculate the moments referenced in Theorem [2.3]. In Section [4] we use Theorems [3.1] and [3.2] to prove Theorem [2.3]. In Section [5] we prove Theorem [2.7] and show how we can extract the Markov-Krein correspondence through a semiclassical limit. Finally, in Appendix [A] we give an example of objects paired by the quantized Markov-Krein correspondence.
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2. MAIN RESULTS AND RANDOM MATRIX ANALOGUES

There are two main results we prove. The first is a technical restatement of Theorem 1.2. The second main result establishes that the relation (2) gives a bijective correspondence between a class of continual Young diagrams with second derivative \( d \) and probability measures \( m \). For further motivation, we also present random matrix analogues of these results.

2.1. Asymptotics of Random Signatures. An \( N \)-tuple of non-increasing positive integers \( \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N) \) is called a signature of length \( N \), and we denote by \( \mathcal{GT}_N \) the set of all signatures of length \( N \). The Schur function \( s_\lambda \), for \( \lambda \in \mathcal{GT}_N \), is a symmetric rational function defined by

\[
s_\lambda(x_1,\ldots,x_N) = \det \left[ x_i^\lambda_j + N - j \right]_{i,j=1}^N \prod_{i<j}(x_i - x_j).
\]

Let \( \tau \) be a probability measure on the set \( \mathcal{GT}_N \). The Schur generating function \( S_\tau(x_1,\ldots,x_N) \) of \( \tau \) is a symmetric Laurent power series in \( x_1,\ldots,x_N \) given by

\[
S_\tau(x_1,\ldots,x_N) = \sum_{\lambda \in \mathcal{GT}_N} \tau(\lambda) s_\lambda(x_1,\ldots,x_N) s_\lambda(1^N).
\]

In general, we will assume that the measure \( \tau \) is such that this sum is uniformly convergent in an open neighborhood of \((1^N)\).

A key object of study is the projection map \( \pi_{N,N-1} \), depending on context either a map from random variables on \( \mathcal{GT}_N \) to random variables on \( \mathcal{GT}_{N-1} \), or a map from probability distributions on \( \mathcal{GT}_N \) to probability distributions on \( \mathcal{GT}_{N-1} \).

Definition 2.1. For any fixed \( \lambda \in \mathcal{GT}_N \), let \( V^\lambda_N \) denote the corresponding irreducible representation of \( U(N) \). Suppose that its restriction onto \( U(N-1) \) decomposes into irreducible representations as

\[
V^\lambda_N|_{U(N-1)} = \bigoplus_{\mu \in \mathcal{GT}_{N-1}} m\mu V^\mu_{N-1}.
\]

Now, if \( \lambda \) is a random variable, then \( \pi_{N,N-1} \lambda \) is the random element of \( \mathcal{GT}_{N-1} \) such that

\[
\mathbb{P}(\pi_{N,N-1} \lambda = \mu | \lambda) = \frac{m\mu \dim(V^\mu_{N-1})}{\dim(V^\lambda_N|_{U(N-1)})}.
\]

Our goal is to study asymptotics of counting measures of random signatures. To this end, for any \( \lambda \in \mathcal{GT}_N \), we define the counting measure

\[
m[\lambda] := \frac{1}{N} \sum_{i=1}^N \delta \left( \frac{\lambda_i + N - i}{N} \right).
\]

Furthermore, for any \( \lambda \in \mathcal{GT}_N \) and \( \mu \in \mathcal{GT}_{N-1} \), we define

\[
d[\lambda, \mu] := \sum_{i=1}^N \delta \left( \frac{\lambda_i + N - i}{N} \right) - \sum_{i=1}^{N-1} \delta \left( \frac{\mu_i + N - 1 - i}{N} \right).
\]
The pushforward of a measure \( \mathbf{r} \) on \( \mathcal{G}_T \) with respect to the map \( \lambda \to m[\lambda] \) defines a random measure on \( \mathbb{R} \) which we denote by \( m[\mathbf{r}] \). Furthermore, the random measure \( d[\mathbf{r}] \) on \( \mathbb{R} \) is defined as \( d[\lambda, \mu] \) where \( \lambda \) is distributed according to \( \mathbf{r} \) and \( \mu \) is distributed according to \( \pi_{N,N-1} \).

We will be interested in asymptotics as \( N \to \infty \), so we have the following definition.

**Definition 2.2 ([BG18, Definition 2.1])**. A sequence of symmetric functions \( \{F_N(x_1, \ldots, x_N)\}_{N \geq 1} \) is called **LLN-appropriate** if there exists a collection of reals \( \{c_k\}_{k \geq 1} \) such that

- For any \( N \), the function \( \log F_N(x_1, \ldots, x_N) \) is holomorphic in an open complex neighborhood of \( (1^N) \).
- For any index \( j \) and any \( k \in \mathbb{N} \) we have
  \[
  \lim_{N \to \infty} \frac{\partial_j^k \log F_N(x_1, \ldots, x_N)}{N} \bigg|_{x_i=1} = c_k.
  \]
- For any \( s \in \mathbb{N} \) and any indices \( i_1, \ldots, i_s \) such at least two are distinct, we have
  \[
  \lim_{N \to \infty} \frac{\partial_{i_1} \cdots \partial_{i_s} \log F_N(x_1, \ldots, x_N)}{N} \bigg|_{x_i=1} = 0.
  \]
- The power series
  \[
  \sum_{k=1}^{\infty} \frac{c_k}{(k-1)!} (x-1)^{k-1}
  \]
  converges in a neighborhood of unity.

Now, a sequence \( \rho = \{\rho_N\}_{N \geq 1} \), where \( \rho_N \) is a probability measure on \( \mathcal{G}_T \), is called **LLN-appropriate** if the sequence \( \{S_{\rho_N}\}_{N \geq 1} \) of its Schur generating functions is LLN-appropriate. For this sequence, we let \( H_{\rho}(x) \) be a holomorphic function in a neighborhood of unity such that

\[
H'_{\rho}(x) = \sum_{k=1}^{\infty} \frac{c_k}{(k-1)!} (x-1)^{k-1}.
\]

We have the following technical restatement of Theorem 1.2, which is what we will refer to for the rest of the paper.

**Theorem 2.3.** Suppose that a sequence of probability measures \( \rho = \{\rho_N\}_{N \geq 1} \), where \( \rho_N \) is a probability measure on \( \mathcal{G}_T \), is LLN-appropriate. Then the random measures \( m[\rho_N] \) and \( d[\rho_N] \) converge as \( N \to \infty \) in probability, in the sense of moments to deterministic measures \( m \) and \( d \) on \( \mathbb{R} \) respectively. Furthermore, their moment generating functions are related by

\[
\exp \left( \sum_{k=1}^{\infty} \frac{z^k}{k} \int x^k d(dx) \right) = \frac{1}{z} \left( -1 + \exp \left( z \sum_{k=0}^{\infty} z^k \int x^k m(dx) \right) \right).
\]

Here are two applications demonstrating that the natural operations of tensor products and projections give LLN-appropriate sequences, meaning Theorem 2.3 applies to them. We adopt the notion below from [BG15].
Definition 2.4 ([BG15 Definition 2.5]). A sequence \( \lambda(N) \) of signatures is called regular if there is a piecewise continuous function \( f(t) \) and a constant \( C \) such that
\[
\lim_{N \to \infty} \sum_{j=1}^{N} \left| \frac{\lambda_j(N)}{N} - f(j/N) \right| = 0
\]
and
\[
\left| \frac{\lambda_j(N)}{N} - f(j/N) \right| < C
\]
for all \( j = 1, \ldots, N \) and \( N = 1, 2, \ldots \).

For a sequence of representations \( V_N \), recall the measure \( \rho[V_N] \) on \( \mathbb{GT}_N \) defined in the introduction. Note that the Schur generating function of \( \rho[V_N] \) is the normalized character of \( V_N \), see the proof of Lemma 3.5 for justification.

The following result is about tensor products of irreducible representations.

Corollary 2.5. Suppose \( \lambda^{(1)}(N), \ldots, \lambda^{(r)}(N) \) are regular sequences of signatures. Let \( V_N \) be the representation of \( U(N) \) given by
\[
V_N = V_N^{\lambda^{(1)}(N)} \otimes \cdots \otimes V_N^{\lambda^{(r)}(N)}.
\]
As \( N \to \infty \), the measures \( m[\rho[V_N]] \) and \( d[\rho[V_N]] \) converge to measures \( m \) and \( d \) that are related by (3).

Proof. Note that the character of \( V_N^{\lambda^{(1)}(N)} \otimes \cdots \otimes V_N^{\lambda^{(r)}(N)} \) is simply the product of the characters of the \( V_N^{\lambda(i)(N)} \), so
\[
S_{\rho[V_N]}(x_1, \ldots, x_N) = \prod_{i=1}^{r} \frac{s_{\lambda(i)(N)}(x_1, \ldots, x_N)}{s_{\lambda(i)(N)}(1^N)}.
\]
It is well known that Schur functions of a regular sequence of signatures are LLN-appropriate (see Theorem 8.1 from [BG18 Theorem 8.1] for a reference). Furthermore, it is easy to see that a product of LLN-appropriate functions is also LLN-appropriate, so the conclusion of Theorem 2.3 holds here. \( \square \)

The next result is about projections of irreducible representations.

Corollary 2.6. Suppose we have a regular sequence \( \lambda(N) \) of signatures, and some fixed \( 0 < \eta < 1 \). Let \( V_N \) be the representation of \( U(\lfloor \eta N \rfloor) \) given by
\[
V_N = \rho[V_N^{\lambda}(U(\lfloor \eta N \rfloor))].
\]
As \( N \to \infty \), the measures \( m[\rho[V_N]] \) and \( d[\rho[V_N]] \) converge to measures \( m \) and \( d \) that are related by (3).

Proof. It is easy to see that the character of \( V_N \) is the character of \( V_N^{\lambda} \) with 1s plugged in for the last \( N - \lfloor \eta N \rfloor \) entries, so the Schur generating function of \( \rho[V_N] \) is simply
\[
S_{\rho[V_N]}(x_1, \ldots, x_{\eta N}) = \frac{s_{\lambda}(x_1, \ldots, x_{\eta N}, 1^{N-\lfloor \eta N \rfloor})}{s_{\lambda}(1^N)}.
\]
It is easy to see that the restrictions of LLN-appropriate functions are also LLN-appropriate, so the conclusion of Theorem 2.3 holds in this setting. \( \square \)
We now give some details on the random matrix analogue of these results, avoiding precise technical statements. Let \((M_N)_{N \geq 1}\) be a sequence of unitarily invariant random matrices — that is, the distribution of \(M_N\) is invariant under conjugation by fixed unitary matrices. Letting \(T_N\) denote the set of all strictly decreasing sequences of real numbers of length \(N\), we see that the eigenvalues of \(M_N\) induce a probability measure \(\rho[M_N]\) on \(T_N\). Furthermore, we may define a probability measure \(\tilde{\rho}[M_N]\) on \(T_N \times T_{N-1}\) given by the eigenvalues of \(M_N\) and its principal \((N-1) \times (N-1)\) submatrix.

The counting measures \(m[\rho]\) and \(d[\tilde{\rho}]\) can be defined in the same way as discussed previously. Then, one can produce an analogue of LLN-appropriateness for the sequence \((M_N)_{N \geq 1}\) such that the limiting measures of \(m[\rho]\) and \(d[\tilde{\rho}]\) are \(m\) and \(d\), respectively. Moreover, the measures \(m\) and \(d\) satisfy
\[
\exp \left( \sum_{k=1}^{\infty} \frac{z^k}{k} \int_{\mathbb{R}} t^k (dx) \right) = \sum_{k=0}^{\infty} \frac{z^k}{k} \int_{\mathbb{R}} t^k (dx).
\]

This can be shown using similar methods as ours, replacing Schur functions with multivariate Bessel functions. For more details, see Section 2 of [GS18]. We note that this is nontrivial and do not discuss the proof further. Moreover, the unitarily invariant matrix ensemble can be recovered from the random signatures with a semiclassical limit. A partial description of this semiclassical limit is provided in Section 5 where we prove results about the bijective nature of the correspondences.

Clearly, our statement is non-rigorous, and without proof. However, we note that (4) was shown to hold for the Wigner and Wishart ensembles in [Buf13], which intersects the above result in the case of the GUE ensemble.

2.2. Quantized Markov-Krein Correspondence Bijection. The next main result establishes that the relation (3) produces a bijection between two classes of objects. An analogous result was proved by Kerov in [Ker93] for the relation (4), which is the Markov-Krein correspondence. We begin by introducing some classes of objects.

Let \(M[a, b]\) denote the set of probability measures supported on the interval \([a, b]\). For any \(\mu \in M[a, b]\), define
\[
\mu_k = \int_{-\infty}^{\infty} t^k d\mu(t).
\]

Let \(\tilde{M}[a, b]\) denote the set of probability measures supported on the interval \([a, b]\) with density bounded between 0 and 1. A continual Young diagram is defined to be a function \(w : \mathbb{R} \to \mathbb{R}\) that satisfies

- \(|w(x_1) - w(x_2)| \leq |x_1 - x_2|\) for all \(x_1, x_2 \in \mathbb{R}\).
- There exists \(x_0 \in \mathbb{R}\) such that \(w(x) = |x - x_0|\) for sufficiently large \(x_0\).

For an interval \([a, b]\), let \(D[a, b]\) denote the set of continual Young diagrams satisfying \(w(x) = |x - x_0|\) for all \(x \notin [a, b]\). Furthermore, let \(\tilde{D}[a, b]\) denote the set of \(w \in D[a, b]\) such that \(R_w(u) > -1\) for real \(u\) outside the interval \([a, b]\) (\(R_w\) is defined below).

Define the function \(p_k : D[a, b] \to \mathbb{R}\) for \(k \in \mathbb{Z}_{\geq 1}\) by
\[
p_k(w) = \frac{1}{2} \int_a^b t^k w''(t) dt.
\]

Note that \(w''\) is 0 outside of the interval \([a, b]\).
For a measure $\mu \in \mathcal{M}[a,b]$, define its $R$-function to be
$$R_\mu(u) = \int_a^b \frac{d\mu(t)}{u - t} = \frac{1}{u} \sum_{k=0}^{\infty} u^{-k} \mu_k.$$  
Similarly, for a measure $\psi \in \mathcal{\tilde{M}}[a,b]$, define its $R$-function to be
$$R_\psi(u) = -1 + \exp \int_a^b \frac{d\psi(t)}{u - t} = -1 + \exp \left( \frac{1}{u} \sum_{k=0}^{\infty} u^{-k} \psi_k \right).$$  
Also, for a diagram $w \in \mathcal{D}[a,b]$ with associated $\sigma(x) = \frac{1}{2}(w(x) - |x|)$, define its $R$-function to be
$$R_w(u) = \frac{1}{u} \exp \int_a^b \frac{d\sigma(t)}{t - u} = \frac{1}{u} \exp \sum_{k=1}^{\infty} \frac{u^{-k}}{k} p_k(w).$$
These functions are holomorphic outside the interval $[a,b]$.

As our next main result, we will prove that (3) produces a bijective correspondence between $\mathcal{\tilde{M}}[a,b]$ and $\mathcal{\tilde{D}}[a,b]$.

**Theorem 2.7.** There is a bijective correspondence between $\mathcal{\tilde{M}}[a,b]$ and $\mathcal{\tilde{D}}[a,b]$ such that $\psi \leftrightarrow w$ if and only if
$$1 - \exp \left( z \sum_{k=0}^{\infty} \psi_k z^k \right) = \exp \left( \sum_{k=1}^{\infty} \frac{p_k(w)}{k} z^k \right).$$
The above relation is equivalent to $R_\psi(u) = R_w(u)$.

Moreover, the Markov-Krein correspondence stated in (4), shown by Krein and Nudelmann in [NK77], is bijective as well. The statement below, due to Kerov, is that the Markov-Krein correspondence is a bijection between $\mathcal{M}[a,b]$ and $\mathcal{D}[a,b]$.

**Theorem 2.8 ([Ker93, p. 107]).** There is a bijective correspondence between $\mathcal{M}[a,b]$ and $\mathcal{D}[a,b]$ such that $\mu \leftrightarrow w$ if and only if
$$\sum_{k=0}^{\infty} \mu_k z^k = \exp \left( \sum_{k=1}^{\infty} \frac{p_k(w)}{k} z^k \right).$$
The above relation is equivalent to $R_\mu(u) = R_w(u)$.

One can realize Theorem 2.8 as a semiclassical limit of Theorem 2.7. We give a heuristic description of this semiclassical limit in Section 5.

2.3. **Connection between Theorems 2.3 and 2.7.** The measure $\mathbf{m}$ lives in the space of probability measures with compact support and density bounded by 1. Instead of looking at $\mathbf{d}$, we will be looking at a related object viewable as a second anti-derivative of $\mathbf{d}$.

Let $\{x_i\}$ and $\{y_i\}$ be two interlacing sequences of real numbers, i.e.
$$x_1 \leq y_1 \leq x_2 \leq \cdots \leq x_{N-1} \leq y_{N-1} \leq x_N.$$  
Define $w^{\{x_i\},\{y_i\}}(x)$ to be the rectangular Young diagram of $\{x_i\}$ and $\{y_i\}$ in the following way. Let $z_0 = \sum_{i=1}^{N} x_i - \sum_{i=1}^{N-1} y_i$. Then, $w^{\{x_i\},\{y_i\}}(x)$ is the unique continuous function with the following properties.
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- \( w^{(x_i), (y_i)}(x) = |x - z_0| \) for \( x \leq x_1 \) and \( x \geq x_N \).
- \( \frac{d}{dx} w^{(x_i), (y_i)}(x) = 1 \) for \( x_i < x < y_i \) and \( \frac{d}{dx} w^{(x_i), (y_i)}(x) = -1 \) for \( y_i < x < x_{i+1} \).

An example of a rectangular Young diagram is in Figure 2. For a probability measure \( \tau \) on \( GT_N \), \( w[\tau] \) is defined to be the random rectangular Young diagram \( w^{(x_i), (y_i)}(x) \) with

\[
\{x_i\} = \left\{ \frac{\lambda_i + N - i}{N} \right\}, \quad \{y_i\} = \left\{ \frac{\mu_i + N - 1 - i}{N} \right\}
\]

where \( \lambda \) is distributed according to \( \tau \) and \( \mu \) is distributed according to \( \pi_{N,N-1} \lambda \). For an LLN-appropriate sequence of probability measures \( \{\rho_N\} \), convergence in probability of \( d[\rho_N] \) to some measure \( d \) implies convergence of \( w[\rho_N] \) to a limiting continual Young diagram \( w \) such that \( \frac{1}{2} w''(x) \) is given by the density of \( d \). This follows from the lemma below.

![Figure 2. Interlacing sequences and rectangular Young diagram with \( N = 6 \)](image)

**Lemma 2.9** ([Buf13, Lemma 2.1]). Let \( F[a,b] \) be the set of all Lipchitz-1 real valued function \( f(x) \) supported on \([a,b]\). The weak topology on this set defined by the functionals

\[
f(x) \rightarrow \int_a^b f(x)x^k dx
\]

for \( k \geq 0 \) coincides with the uniform topology.

Now, Theorem 2.3 and (5) imply that the limits of \( m[\rho_N] \) and \( w[\rho_N] \) are paired by quantized Markov-Krein bijection as in Theorem 2.7

3. MOMENTS OF LIMITING MEASURE

Here we will explicitly compute the moments referenced in Theorem 2.3. This is important for our eventual proof of the theorem.

**Theorem 3.1** ([BG15, Theorem 5.1]). Suppose that a sequence of probability measures \( \rho = \{\rho_N\}_{N \geq 1} \), where \( \rho_N \) is a probability measure on \( GT_N \), is LLN-appropriate. Let \( H(x) = H_\rho(x) \) be the associated function from Definition 2.2. The random measure
$m[\rho_N]$ converges as $N \to \infty$ in probability, in the sense of moments to a deterministic measure $m$ on $\mathbb{R}$ with moments

$$\int_{\mathbb{R}} x^k m(dx) = \sum_{\ell=0}^k \frac{1}{(\ell+1)!} \binom{k}{\ell} \left( \frac{\partial}{\partial z} \right)^\ell (z^k H'(z)^{k-\ell}) \bigg|_{z=1}.$$

**Theorem 3.2.** Suppose that a sequence of probability measures $\rho = \{\rho_N\}_{N \geq 1}$, where $\rho_N$ is a probability measure on $\mathbb{GT}_N$, is LLN-appropriate. Let $H(x) = H_\rho(x)$ be the associated function from Definition 2.2. The random measure $d[\rho_N]$ converges as $N \to \infty$ in probability, in the sense of moments to a deterministic measure $d$ on $\mathbb{R}$ with moments

$$\int_{\mathbb{R}} x^k d(dx) = \sum_{\ell=0}^k \frac{1}{\ell!} \binom{k}{\ell} \left( \frac{\partial}{\partial z} \right)^\ell (z^k H'(z)^{k-\ell}) \bigg|_{z=1}.$$

### 3.1. Moments and Schur Generating Functions.

In this section, we will be introducing tools necessary to prove Theorems 3.1 and 3.2. The point of this section is that the moments of $m[\tau]$ and $d[\tau]$ can be found by applying certain differential operators on the Schur generating function of $\tau$.

**Definition 3.3.** Define a differential operator on functions of $(x_1, \ldots, x_N)$ by

$$D_{N,k} := \prod_{1 \leq i < j \leq N} \frac{1}{(x_i - x_j)} \left( \sum_{i=1}^N (x_i \partial_i)^k \right) \prod_{1 \leq i < j \leq N} (x_i - x_j),$$

where $\partial_i := \frac{\partial}{\partial x_i}$.

The following theorem shows how this can be used to find the moments of $m[\tau]$ and $d[\tau]$. Note that this is similar to [BG15, Theorem 4.5].

**Theorem 3.4.** Let $\tau$ be a probability distribution on $\mathbb{GT}_N$. Then, we have

$$\mathbb{E} \left[ \left( \int_{\mathbb{R}} x^k m[\tau](dx) \right)^n \right] = \frac{1}{N^{n(k+1)}} D_{N,k}^n S_\tau(x_1, \ldots, x_N) \bigg|_{x_1=\cdots=x_N=1}$$

and

$$\mathbb{E} \left[ \left( \int_{\mathbb{R}} x^k d[\tau](dx) \right)^n \right] = \frac{1}{N^{nk}} \left( \sum_{\ell=0}^n \binom{n}{\ell} (-1)^{n-\ell} D_{N-1,k}^{n-\ell} D_{N,k}^\ell S_\tau(x_1, \ldots, x_N) \right) \bigg|_{x_1=\cdots=x_N=1}.$$

To prove this, we need the following lemma that allows us to get a handle on the Schur generating function after applying the projection map.

**Lemma 3.5.** For any $\lambda \in \mathbb{GT}_N$, we have

$$S_{\pi_{N-1,1}\lambda}(x_1, \ldots, x_{N-1}) = \frac{s_\lambda(x_1, \ldots, x_{N-1}, 1)}{s_\lambda(1)}.$$

**Proof.** Let $V_N^\lambda$ be the irreducible representation of $U(N)$ indexed by $\lambda$. Let it’s restriction onto $U(N-1)$ decompose into irreducible representations as

$$V_N^\lambda|_{U(N-1)} = \bigoplus_{\mu \in \mathbb{GT}_{N-1}} m_\mu V_{N-1}^\mu.$$
Then,

\[ S_{\pi_{N,N-1}\delta}(x_1, \ldots, x_{N-1}) = \sum_{\mu \in \mathcal{G}_N} \frac{m_\mu \dim(V^\mu_N)}{\dim(V^\lambda_N|U(N-1))} \frac{s_\mu(x_1, \ldots, x_{N-1})}{s_\mu(1^{N-1})} \]

This is just the normalized character of \( V^\lambda_N|U(N-1) \) due to the fact that characters add under direct sums. Therefore, the proof is complete, since the normalized character is also

\[ \frac{s_\lambda(x_1, \ldots, x_{N-1}, 1)}{s_\lambda(1^N)}. \]

\[ \Box \]

We are now in position to prove Theorem 3.4.

**Proof of Theorem 3.4.** The key to this theorem is that Schur functions \( s_\lambda \) are eigenfunctions of \( D_{N,k} \). In particular, for any \( \lambda \in \mathcal{G}_N \), we have

\[ D_{N,k} s_\lambda(x_1, \ldots, x_N) = \left( \sum_{i=1}^N (\lambda_i + N - i) \right) s_\lambda(x_1, \ldots, x_N). \]

This is shown by a straightforward calculation with the determinant definition of Schur functions. We have that

\[ \mathbb{E} \left[ \left( \int_{\mathbb{R}} x^k m[v](dx) \right)^n \right] = \sum_{\lambda \in \mathcal{G}_N} r(\lambda) \left( \frac{1}{N} \sum_{i=1}^N \left( \frac{\lambda_i + N - i}{N} \right)^k \right)^n. \]

By the eigenfunction observation, this can be written as

\[ \mathbb{E} \left[ \left( \int_{\mathbb{R}} x^k m[v](dx) \right)^n \right] = \frac{1}{N^n(k+1)} \sum_{\lambda \in \mathcal{G}_N} r(\lambda) \frac{D_{N,k}^n s_\lambda(x_1, \ldots, x_N)}{s_\lambda(x_1, \ldots, x_N)}. \]

Evaluating the right side at \( x_1 = \cdots = x_N = 1 \), the first result is immediate by definition of \( S_t \).

We will now show the second result. By similar logic as above, we may set

\[ T(x_1, \ldots, x_N) := \frac{1}{N^\ell} D_{N,k}^\ell \sum_{\lambda \in \mathcal{G}_N} r(\lambda) \frac{s_\lambda(x_1, \ldots, x_N)}{s_\lambda(1^N)} \]

\[ = \sum_{\lambda \in \mathcal{G}_N} r(\lambda) \left( \sum_{i=1}^N \left( \frac{\lambda_i + N - i}{N} \right)^k \right)^\ell \frac{s_\lambda(x_1, \ldots, x_N)}{s_\lambda(1^N)}. \]

Our goal is to evaluate

\[ \frac{1}{N^{n-\ell}t^\ell} D_{N-1,k}^{n-\ell} T(x_1, \ldots, x_N) \bigg|_{x_i=1}. \]
Since $D_{N-1,k}$ doesn’t act on the variable $x_N$, we may evaluate the above expression with $T(x_1, \ldots, x_N)$ replaced by $T(x_1, \ldots, x_{N-1}, 1)$. By Lemma 3.5

$$\frac{1}{N(n-\ell)k} D_{N-1,k}^{n-\ell} \frac{s_\lambda(x_1, \ldots, x_{N-1}, 1)}{s_\lambda(1^N)} = \frac{1}{N(n-\ell)k} D_{N-1,k}^{n-\ell} \sum_{\mu \in G^N

\lambda} \pi_{N,N-1} \delta_\lambda(\mu) \frac{s_\mu(x_1, \ldots, x_{N-1})}{s_\mu(1^{N-1})}$$

$$= \sum_{\mu \in G^N

\lambda} \pi_{N,N-1} \delta_\lambda(\mu) \left( \sum_{i=1}^{N-1} \left( \frac{\mu_i + N - 1 - i}{N} \right)^k \right)^{n-\ell} \frac{s_\mu(x_1, \ldots, x_{N-1})}{s_\mu(1^{N-1})},$$

so

$$\frac{1}{N(n-\ell)k} D_{N-1,k}^{n-\ell} T(x_1, \ldots, x_{N-1}, 1) \bigg|_{x_N = 1}$$

$$= \sum_{\lambda \in GT_N} r(\lambda) \left( \sum_{i=1}^{N} \left( \frac{\lambda_i + N - i}{N} \right)^k \right)^{\ell} \sum_{\mu \in G^N

\lambda} \pi_{N,N-1} \delta_\lambda(\mu) \left( \sum_{i=1}^{N-1} \left( \frac{\mu_i + N - 1 - i}{N} \right)^k \right)^{n-\ell}$$

$$= \sum_{\lambda \in GT_N} r(\lambda) \pi_{N,N-1} \delta_\lambda(\mu) \left( \sum_{i=1}^{N} \left( \frac{\lambda_i + N - i}{N} \right)^k \right)^{\ell} \left( \sum_{i=1}^{N-1} \left( \frac{\mu_i + N - 1 - i}{N} \right)^k \right)^{n-\ell}.$$

The theorem now follows by the binomial theorem. 

\[\square\]

3.2. Two Lemmas. We introduce two lemmas that will be useful in our analysis of the moments of the counting measure. In particular, they help to reduce the number of variables in the calculation. Before proceeding, we introduce the following notation.

Given a function $f(z_1, \ldots, z_n)$, define

$$\sum_{\text{cyc}} f(z_1, \ldots, z_n) := f(z_1, \ldots, z_n) + f(z_2, \ldots, z_n, z_1) + \cdots + f(z_n, z_1, \ldots, z_{n-1}).$$

Lemma 3.6 ([BG15, Lemma 5.5]). Let $g(z)$ be a function analytic in some neighborhood of $z = 1$. Then

$$\lim_{z_1 \to 1} \sum_{\text{cyc}} \frac{g(z_1)}{(z_1 - z_2)(z_1 - z_3) \cdots (z_1 - z_n)} = \frac{1}{(n-1)!} \frac{\partial^{n-1} g(z)}{\partial z^{n-1}} \bigg|_{z=1}.$$ 

Lemma 3.7. For positive integers $k$, we have that

$$D_{N,k} = \sum_{m=1}^{k} \binom{k}{m} \sum_{\ell=0}^{m} \binom{m}{\ell} \ell! \sum_{\{i_0, \ldots, i_{\ell}\} \subseteq [N]} \sum_{\text{cyc}} \frac{x_{i_0}^{m} \partial_{x_{i_0}}^{m-\ell}}{(x_{i_0} - x_{i_1}) \cdots (x_{i_0} - x_{i_{\ell}})},$$

where $\{m\}$ are Stirling numbers of the second kind.
A QUANTIZED ANALOGUE OF THE MARKOV-KREIN CORRESPONDENCE

Proof. Let $\Delta(x) = \prod_{i<j} (x_i - x_j)$ denote the Vandermonde determinant. We first compute $\partial_p^m \Delta(x)$. By the Leibniz rule, we have

$$\partial_p^m \Delta(x) = \sum_{(k_{ij})_{1 \leq i < j \leq N} \in \mathbb{Z}_{\geq 0}} \frac{m!}{\prod_{i<j} (x_i - x_j)} \sum_{|S|=m} \frac{1}{\prod_{i \in S} (x_p - x_i)}.$$ 

With some work, this reduces to

$$\partial_p^m \Delta(x) = m! \prod_{i<j} (x_i - x_j) \sum_{S \subseteq [N] \setminus \{p\}} \frac{1}{\prod_{i \in S} (x_p - x_i)}.$$ 

It is well known that

$$\sum_{i=1}^N (x_i \partial_i)^k = \sum_{i=1}^N \sum_{m=1}^k \binom{k}{m} x_i^m \partial_i^m,$$

so in fact

$$D_{N,k} = \Delta(x)^{-1} \sum_{m=1}^k \binom{k}{m} \sum_{i=1}^N \sum_{\ell=0}^m \binom{m}{\ell} (\partial_{x_i}^\ell \Delta(x)) \partial_i^{m-\ell}$$

$$= \sum_{m=1}^k \binom{k}{m} \sum_{\ell=0}^m \binom{m}{\ell} \ell! \sum_{i=1}^N \sum_{S \subseteq [N] \setminus \{i\}} \left( \prod_{j \in S} \frac{1}{x_i - x_j} \right) \partial_i^{m-\ell}.$$ 

But we have that

$$\sum_{i=1}^N x_i^m \sum_{S \subseteq [N] \setminus \{i\}} \left( \prod_{j \in S} \frac{1}{x_i - x_j} \right) \partial_i^{m-\ell} = \sum_{\{i_0, \ldots, i_\ell\} \subseteq [N]} \sum_{\text{cyc}} \frac{x_{i_0}^m \partial_{i_0}^{m-\ell}}{(x_{i_0} - x_{i_1}) \cdots (x_{i_0} - x_{i_\ell})},$$

which completes the proof. □

3.3. Proof of Theorem 3.1. Note that the proof presented here is very similar to that given in [BG15, Section 5.2]. It is necessary to show

$$\lim_{N \to \infty} \mathbb{E} \left( \int_R x^k m[\rho_N](dx) \right) = \sum_{\ell=0}^k \frac{1}{(\ell + 1)!} \binom{k}{\ell} \left( \frac{\partial}{\partial z} \right)^\ell (z^k H'(z)^{k-\ell}) \bigg|_{z=1},$$

and

$$\lim_{N \to \infty} \mathbb{E} \left( \left( \int_R x^k m[\rho_N](dx) \right)^2 \right) = \lim_{N \to \infty} \left[ \mathbb{E} \left( \int_R x^k m[\rho_N](dx) \right) \right]^2.$$ 

First, we will show (6). By Theorem 3.4

$$\mathbb{E} \left( \int_R x^k m[\rho_N](dx) \right) = \frac{1}{N^{k+1}} \lim_{x_i \to 1} D_{N,k} \rho_N(x_1, \ldots, x_N).$$
Define $T_N(x_1, \ldots, x_N)$ by

$$S_{\rho_N}(x_1, \ldots, x_N) = \exp \left( \sum_{i=1}^{N} NH(x_i) \right) T_N(x_1, \ldots, x_N),$$

where $T_N$ is analytic in some open neighborhood of $(1^N)$. By Definition 2.2, $T_N(1^N) = 1$ and, for any fixed $k$,

$$\lim_{N \to \infty} \frac{1}{N} \log T_N(x_1, \ldots, x_k, 1^{N-k}) = 0$$

uniformly in some open neighborhood of $(1^k)$. Differentiating the above result, we have

$$\lim_{N \to \infty} \frac{1}{N} \frac{\partial_1^{a_1} \cdots \partial_k^{a_k} T_N(x_1, \ldots, x_k, 1^{N-k})}{T_N(x_1, \ldots, x_k, 1^{N-k})} = 0$$

for any $(a_1, \ldots, a_k) \in \mathbb{Z}_{\geq 0}^k$. By Lemma 3.7, $D_{N,k}S_{\rho_N}$ is

$$D_{N,k}S_{\rho_N} = \sum_{m=1}^{k} \left\{ \sum_{\ell=0}^{m} \left( \sum_{\{i_0, \ldots, i_{\ell}\} \subseteq [N]} \sum_{\text{cyc}} x_i^{m_{\ell}} \rho_{i_0}^{m_0-\ell} S_{\rho_N} \right) \right\} \frac{x_i^{m_{\ell}} \rho_{i_0}^{m_0-\ell} S_{\rho_N}}{(x_i - x_{i_1}) \cdots (x_i - x_{i_{\ell}})}.$$

We wish to take the limit $x_i \to 1$ of both sides. To do this, consider the following proposition.

**Proposition 3.8.** The leading order term of

$$L := \lim_{x_i \to 1} \sum_{\text{cyc}} \frac{x_i^{m_{\ell}} \rho_{i_0}^{m_0-\ell} S_{\rho_N}}{(x_i - x_{i_1}) \cdots (x_i - x_{i_{\ell}})}$$

is

$$\frac{1}{\ell!} N^{m_{\ell}} \left( \frac{\partial}{\partial z} \right)^{\ell} (z^m H'(z)^{m-\ell}) \biggr|_{z=1}.$$ 

**Proof.** Since all functions are symmetric, we may assume $\{i_0, \ldots, i_\ell\} = \{1, \ldots, \ell+1\}$. For $r \geq \ell + 2$, we can set $x_r = 1$, so

$$L = \lim_{x_1, \ldots, x_{\ell+1} \to 1} \sum_{\text{cyc}} \frac{x_1^{m_{\ell}} \rho_{i_0}^{m_0-\ell} S_{\rho_N}}{(x_1 - x_2) \cdots (x_1 - x_{\ell+1})}.$$

From (9) and (10), the leading order term of

$$\frac{\partial_{i_0}^{m_0-\ell} S_{\rho_N}(x_1, \ldots, x_{\ell+1}, 1^{N-\ell-1})}{\partial_{i_0}^{m_0-\ell} S_{\rho_N}(x_1, \ldots, x_{\ell+1}, 1^{N-\ell-1})}$$

is $N^{m_{\ell}}H'(x_1)^{m_{\ell}} S_{\rho_N}(x_1, \ldots, x_{\ell+1}, 1^{N-\ell-1})$. Thus, the leading order term of $L$ is

$$N^{m_{\ell}} \lim_{x_1, \ldots, x_{\ell+1} \to 1} \sum_{\text{cyc}} \frac{x_1^{m_{\ell}} H'(x_1)^{m_{\ell}}}{(x_1 - x_2) \cdots (x_1 - x_{\ell+1})} S_{\rho_N}(x_1, \ldots, x_{\ell+1}, 1^{N-\ell-1}).$$

Applying Lemma 3.6 and noting that $S_{\rho_N}(1^N) = 1$ yields the desired result.

Therefore, the leading order term of the right side of (11) under the limit $x_i \to 1$ is

$$\sum_{m=1}^{k} \left\{ \sum_{\ell=0}^{m} \binom{m}{\ell} \left( \frac{N}{\ell+1} \right) N^{m_{\ell}} \left( \frac{\partial}{\partial z} \right)^{\ell} (z^m H'(z)^{m_{\ell}}) \right\} \biggr|_{z=1}.$$
Since the order of the summand is $N^{\ell+1}N^{m-\ell} = N^{m+1}$, the only contribution in the limit comes from $m = k$, so the leading order term is

$$N^{k+1} \sum_{\ell=0}^{k} \binom{k}{\ell} \frac{1}{(\ell + 1)!} \left( \frac{\partial}{\partial z} \right)^{\ell} \left( z^{m} H'(z)^{m-\ell} \right)_{z=1}.$$ 

Thus, by (8),

$$\lim_{N \to \infty} \mathbb{E} \left( \int_{\mathbb{R}} x^{k} m[\rho_{N}](dx) \right) = \sum_{\ell=0}^{k} \binom{k}{\ell} \frac{1}{(\ell + 1)!} \left( \frac{\partial}{\partial z} \right)^{\ell} \left( z^{k} H'(z)^{k-\ell} \right)_{z=1},$$

as desired.

We will now show (7). It suffices to show that the leading order terms of $(\mathcal{D}_{N,k} S_{\rho_{N}})^{2}$ and $(\mathcal{D}_{N,k})^{2} S_{\rho_{N}}$ match up when we take $x_{i} \to 1$. We see that

$$(\mathcal{D}_{N,k} S_{\rho_{N}})^{2} = \sum_{m=1}^{k} \sum_{m' = 1}^{k} \binom{m}{m'} \left\{ \binom{k}{m} \binom{k}{m'} \sum_{\ell=0}^{m} \sum_{\ell'=0}^{m'} \ell! \left( \frac{\partial}{\partial z} \right)^{\ell} \left( z^{m} \partial^{m-\ell} S_{\rho_{N}} \right) \right\} \left( \frac{z^{m'}}{x_{i_{0}} - x_{i_{1}}} \cdots \frac{z^{m'}}{x_{i_{0}} - x_{i_{i}}} \cdots \frac{z^{m'}}{x_{i_{0}} - x_{i_{r}}} \right),$$

and

$$(\mathcal{D}_{N,k})^{2} S_{\rho_{N}} = \sum_{m=1}^{k} \sum_{m' = 1}^{k} \binom{m}{m'} \left\{ \binom{k}{m} \binom{k}{m'} \sum_{\ell=0}^{m} \sum_{\ell'=0}^{m'} \ell! \left( \frac{\partial}{\partial z} \right)^{\ell} \left( z^{m} \partial^{m-\ell} S_{\rho_{N}} \right) \right\} \left( \frac{z^{m'}}{x_{i_{0}} - x_{i_{1}}} \cdots \frac{z^{m'}}{x_{i_{0}} - x_{i_{i}}} \cdots \frac{z^{m'}}{x_{i_{0}} - x_{i_{r}}} \right).$$

The only difference in the two is the numerator of the final summand. We have the following claim that is an analogue of Proposition 3.8.

**Proposition 3.9.** The leading order terms of

$$\lim_{x_{i} \to 1} \sum_{\text{cyc}} \sum_{\text{cyc}} \left( \frac{z^{m} \partial^{m-\ell} S_{\rho_{N}}}{x_{i_{0}} - x_{i_{1}}} \cdots \frac{z^{m} \partial^{m-\ell} S_{\rho_{N}}}{x_{i_{0}} - x_{i_{i}}} \cdots \frac{z^{m} \partial^{m-\ell} S_{\rho_{N}}}{x_{i_{0}} - x_{i_{r}}} \right)$$

and

$$\lim_{x_{i} \to 1} \sum_{\text{cyc}} \sum_{\text{cyc}} \left( \frac{z^{m} \partial^{m-\ell} S_{\rho_{N}}}{x_{i_{0}} - x_{i_{1}}} \cdots \frac{z^{m} \partial^{m-\ell} S_{\rho_{N}}}{x_{i_{0}} - x_{i_{i}}} \cdots \frac{z^{m} \partial^{m-\ell} S_{\rho_{N}}}{x_{i_{0}} - x_{i_{r}}} \right)$$

are identical.

**Proof.** As in the proof of Proposition 3.8, set $x_{r} = 1$ for all $r \notin \{i_{0}, \ldots, i_{\ell}\} \cup \{i'_{0}, \ldots, i'_{\ell}\}$. Then, using (9) and (10), the leading order term of $(x_{i_{0}} \partial^{m-\ell} S_{\rho_{N}})(x_{i'_{0}} \partial^{m'-\ell'} S_{\rho_{N}})$ is

$$N^{m-\ell + m' - \ell'} x_{i_{0}}^{m} x_{i'_{0}}^{m'} H'(x_{i_{0}})^{m-\ell} H'(x_{i'_{0}})^{m'-\ell'} S_{\rho_{N}}^{2}.$$
Now, the leading order term of \((x_{i_0}^m \partial_{x_{i_0}}^{m-\ell} x_{i_0}^{m'} \partial_{x_{i_0}}^{m'-\ell'}) S_{\rho_N}\) is the same as the leading order term of
\[N^{m'-\ell'} x_{i_0}^m \partial_{x_{i_0}}^{m-\ell}(x_{i_0}^{m'} H'(x_{i_0})^{m'-\ell'} S_{\rho_N}).\]
When applying the product rule, there is a new factor of \(N\) after applying the derivative on the \(S_{\rho_N}\), and none for any of the other terms. Therefore, the leading order of this is
\[N^{m-\ell + m'-\ell'} x_{i_0}^m x_{i_0}^{m'} H'(x_{i_0})^{m-\ell} H'(x_{i_0})^{m'-\ell'} S_{\rho_N}.
\]
Taking \(x_i \to 1\) and using Lemma 3.6, we will get the same thing since \(S_{\rho_N}(1)^2 = S_{\rho_N}(1^N) = 1\). Thus, the leading order terms match as desired.

This shows (7), and the proof of Theorem 3.1 is complete.

3.4. Proof of Theorem 3.2. This proof is almost identical to the proof of Theorem 3.1 except for a few key differences. We will highlight those differences, and the rest of the proof carries through in a similar way.

As in the previous proof, it is required to show
\[\lim_{N \to \infty} \mathbb{E} \left( \int_{x} x^k d[\rho_N] (dx) \right) = \sum_{\ell=0}^{k} \frac{1}{\ell!} \left( \frac{\partial}{\partial z} \right)^\ell (z^k H'(z)^{k-\ell}) \bigg|_{z=1},\]
and
\[\lim_{N \to \infty} \mathbb{E} \left( \left( \int_{x} x^k d[\rho_N] (dx) \right)^2 \right) = \lim_{N \to \infty} \mathbb{E} \left( \int_{x} x^k d[\rho_N] (dx) \right)^2.
\]
First, we will show (14). From Theorem 3.4
\[\mathbb{E} \left( \int_{x} x^k d[\rho_N] (dx) \right) = \frac{1}{N^k} \lim_{x_i \to 1} (D_{N,k} - D_{N-1,k}) S_{\rho_N}(x_1, \ldots, x_N),\]
and from Lemma 3.7
\[D_{N,k} - D_{N-1,k} = \sum_{m=1}^{k} \binom{k}{m} \sum_{\ell=0}^{m} \binom{m}{\ell} \prod_{\{i_0, \ldots, i_\ell\} \subseteq [N]} \sum_{N \in \{i_0, \ldots, i_\ell\}} x_{i_0}^m \partial_{x_{i_0}}^{m-\ell} x_{i_0} \partial_{x_{i_0}}^{m-\ell}.\]
Thus, the proof of (14) is the same as the proof of (6), except the step at (12). Now, instead of \((N^{\ell+1})\), we will have \((N^{-1})\). The loss of order of \(N\) by 1 here is compensated by the same loss in (16). However, the factor of \(\frac{1}{(\ell+1)!}\) in Theorem 3.1 that came from \((N^{\ell+1})\) becomes \(\frac{1}{\ell!}\) instead of \(\frac{1}{\ell!}\). Thus, the moments of \(d[\rho_N]\) converge to
\[\sum_{\ell=0}^{k} \frac{1}{\ell!} \left( \frac{\partial}{\partial z} \right)^\ell (z^k H'(z)^{k-\ell}) \bigg|_{z=1},\]
as desired.

The modification for (15) is slightly more complicated, since \(D_{N,K}^2\) in (13) is replaced with
\[D_{N,k}^2 - 2D_{N-1,k} D_{N,k} + D_{N-1,k}^2 = (D_{N,k} - D_{N-1,k})^2 + (D_{N,k} D_{N-1,k} - D_{N-1,k} D_{N,k})\]
instead of just \((D_{N,k} - D_{N-1,k})^2\). Ignoring the commutator term, we see that \(15\) holds using a similar proof as in Theorem 3.1 with
\[
\frac{1}{N^{2k}} (D_{N,k} - D_{N-1,k})^2 S_{\rho_N} = \frac{1}{N^{2k}} ((D_{N,k} - D_{N-1,k}) S_{\rho_N})^2
\]
in the limit \(N \to \infty\). So, it suffices to show that the commutator term doesn’t contribute to the leading order. In other words, it suffices to show that
\[
\lim_{N \to \infty} \frac{1}{N^{2k}} \lim_{x_i \to 1} (D_{N,k} D_{N-1,k} - D_{N-1,k} D_{N,k}) S_{\rho_N}(x_1, \ldots, x_N) = 0.
\]
We see that
\[
(D_{N,k} D_{N-1,k} - D_{N-1,k} D_{N,k}) S_{\rho_N} = \sum_{m=1}^k \sum_{m'=1}^k \frac{k}{m} \binom{k}{m} \sum_{m'=1}^m \sum_{\ell=0}^{m'} \left( \begin{array}{c} m' \\ \ell \end{array} \right) \ell! \binom{m'}{\ell'} \ell'!
\]
\[
\sum_{\{i_0, \ldots, i_\ell\} \subseteq [N]} \sum_{\{i'_0, \ldots, i'_{\ell'}\} \subseteq [N-1]} \sum_{\{i''_0, \ldots, i''_{\ell''}\} \subseteq [N]} (x_{i_0}^m \partial_i^m \partial_{i'_0}^{m'} \partial_{i''_0}^{m''} \cdots \partial_{i_\ell}^m \partial_{i'_{\ell'}}^{m'} \partial_{i''_{\ell''}}^{m''}) S_{\rho_N}.
\]
Note that if \(i_0 \neq i'_0\), the operators \(x_{i_0}^m \partial_i^m \partial_{i'_0}^{m'}\) and \(x_{i'_0}^m \partial_{i'_0}^{m'} \partial_{i''_0}^{m''}\) commute, so we may restrict our attention to sets \(\{i_0, \ldots, i_\ell\}\) and \(\{i'_0, \ldots, i'_{\ell'}\}\) having nonempty intersection. Furthermore, if both sets \(\{i_0, \ldots, i_\ell\}\) and \(\{i'_0, \ldots, i'_{\ell'}\}\) are contained in \([N-1]\), the two summations cancel. Thus, we may rewrite \(18\) as
\[
(D_{N,k} D_{N-1,k} - D_{N-1,k} D_{N,k}) S_{\rho_N} = \sum_{m=1}^k \sum_{m'=1}^k \frac{k}{m} \binom{k}{m} \sum_{m'=1}^m \sum_{\ell=0}^{m'} \left( \begin{array}{c} m' \\ \ell \end{array} \right) \ell! \binom{m'}{\ell'} \ell'!
\]
\[
\sum_{\{i_0, \ldots, i_\ell\} \subseteq [N]} \sum_{\{i'_0, \ldots, i'_{\ell'}\} \subseteq [N-1]} \sum_{\{i''_0, \ldots, i''_{\ell''}\} \subseteq [N]} (x_{i_0}^m \partial_i^m \partial_{i'_0}^{m'} \partial_{i''_0}^{m''} \cdots x_{i_\ell}^m \partial_{i'_{\ell'}}^{m'} \partial_{i''_{\ell''}}^{m''}) S_{\rho_N}.
\]
We already noted that \((x_{i_0}^m \partial_i^m \partial_{i'_0}^{m'} \partial_{i''_0}^{m''} \cdots x_{i_\ell}^m \partial_{i'_{\ell'}}^{m'} \partial_{i''_{\ell''}}^{m''}) S_{\rho_N} = 0\) if \(i_0 \neq i'_0\), but even if \(i_0 = i'_0\), its order is bounded above by \(N^{m+m'-\ell'-\ell-1}\) using essentially the same argument as in the proof of Proposition 3.9. The number of pairs of sets satisfying the four conditions in the summation is on the order of \(N^{-1} N^\ell N^\ell' = N^{\ell+\ell'}\), so the order of
\[
\sum_{\{i_0, \ldots, i_\ell\} \subseteq [N]} \sum_{\{i'_0, \ldots, i'_{\ell'}\} \subseteq [N-1]} \sum_{\{i''_0, \ldots, i''_{\ell''}\} \subseteq [N]} (x_{i_0}^m \partial_i^m \partial_{i'_0}^{m'} \partial_{i''_0}^{m''} \cdots x_{i_\ell}^m \partial_{i'_{\ell'}}^{m'} \partial_{i''_{\ell''}}^{m''}) S_{\rho_N}.
\]
is at most $N^{m+m'-1}$, which is at most $N^{2k-1}$. The sum
\[
\sum_{m=1}^{k} \sum_{m'=1}^{k} \binom{m}{k} \binom{m'}{m'} \sum_{\ell=0}^{m} \sum_{\ell'=0}^{m'} \ell! (\binom{m'}{\ell'}) \ell'!
\]
is fixed with respect to $N$, so the order of
\[
(D_{N,k}D_{N-1,k} - D_{N-1,k}D_{N,k}) S_{\rho_N}
\]
is at most $N^{2k-1}$. This proves (17), completing the proof of Theorem 3.2.

4. Proof of Theorem 2.3

Assume the hypotheses of Theorem 2.3, and as before, let $H(x) = H_\rho(x)$. For convenience of notation, define
\[
m_k := \int_{\mathbb{R}} x^k m(dx) = \sum_{\ell=0}^{k} \frac{1}{(\ell + 1)!} \binom{k}{\ell} \left( \frac{\partial}{\partial z} \right)^\ell \left( z^k H'(z)^{k-\ell} \right) \bigg|_{z=1}
\]
and
\[
d_k := \int_{\mathbb{R}} x^k d(dx) = \sum_{\ell=0}^{k} \frac{1}{\ell!} \binom{k}{\ell} \left( \frac{\partial}{\partial z} \right)^\ell \left( z^k H'(z)^{k-\ell} \right) \bigg|_{z=1}.
\]
It turns out these can be expressed as contour integrals, which will allow for more convenient computations in the proof of Theorem 2.3.

Proposition 4.1. The moment $m_k$ can be expressed as the contour integral
\[
m_k = \frac{1}{k+1} \oint_1 \frac{1}{w} \left( wH'(w) + \frac{w}{w-1} \right)^{k+1} \frac{dw}{2\pi i},
\]
where the contour is counterclockwise around 1. Similarly, the moment $d_k$ can be expressed as the contour integral
\[
d_k = \oint_1 \frac{1}{w-1} \left( wH'(w) + \frac{w}{w-1} \right)^k \frac{dw}{2\pi i},
\]
where the contour is counterclockwise around 1.

Proof. Expanding with the binomial theorem yields
\[
\frac{1}{k+1} \oint_1 \frac{1}{w} \left( wH'(w) + \frac{w}{w-1} \right)^{k+1} \frac{dw}{2\pi i} = \frac{1}{k+1} \left( \oint_1 w^k H'(w)^{k+1} + \sum_{\ell=0}^{k} \binom{k+1}{\ell} \frac{w^k H'(w)^{k-\ell}}{(w-1)^{\ell+1}} \frac{dw}{2\pi i} \right)
\]
\[
= \sum_{\ell=0}^{k} \frac{1}{\ell + 1} \binom{k}{\ell} \oint_1 \frac{w^k H'(w)^{k-\ell}}{(w-1)^{\ell+1}} \frac{dw}{2\pi i}.
\]
By Cauchy’s Differentiation Formula,
\[
\oint_1 \frac{w^k H'(w)^{k-\ell}}{(w-1)^{\ell+1}} \frac{dw}{2\pi i} = \left( \frac{\partial}{\partial z} \right)^\ell \left( z^k H'(z)^{k-\ell} \right) \bigg|_{z=1}.
\]
so
\[
\frac{1}{k + 1} \oint_1 \frac{1}{w} \left( wH'(w) + \frac{w}{w - 1} \right)^{k+1} \frac{dw}{2\pi i} = \sum_{\ell=0}^{k} \frac{1}{(\ell + 1)!} (\ell) \left( \frac{\partial}{\partial z} \right)^\ell \left( z^k H'(z)^{k-\ell} \right) \right|_{z=1},
\]
which is \( m_k \) by Theorem 3.1.

Similarly,
\[
\oint_1 \frac{1}{w - 1} \left( wH'(w) + \frac{w}{w - 1} \right)^k \frac{dw}{2\pi i} = \oint_1 \sum_{\ell=0}^{k} \left( \begin{array}{c} k \\ \ell \end{array} \right) \frac{w^k H'(w)^{k-\ell} \, dw}{(w - 1)^{\ell+1} \, 2\pi i} = \sum_{\ell=0}^{k} \frac{1}{\ell!} \left( \begin{array}{c} k \\ \ell \end{array} \right) \left( \frac{\partial}{\partial z} \right)^\ell \left( z^k H'(z)^{k-\ell} \right) \right|_{z=1},
\]
which is \( d_k \) by Theorem 3.2. \( \square \)

To simplify our expressions, define \( F(z) \) and \( G(z) \) as
\[
F(z) = \sum_{k=0}^{\infty} z^k \int_{\mathbb{R}} x^k m(dx) = \sum_{k=0}^{\infty} m_k z^k
\]
and
\[
G(z) = \sum_{k=1}^{\infty} z^k \int_{\mathbb{R}} x^k d(dx) = \sum_{k=1}^{\infty} d_k \frac{z^k}{k},
\]
respectively, for the proof of Theorem 2.3. We have the following lemma that allows us to work with the contour integrals.

**Lemma 4.2.** Let
\[
y(w) = \frac{1}{wH'(w) + \frac{w}{w - 1}}.
\]
This function is locally invertible in a neighborhood of 1 with inverse
\[
w = e^{yF(y)}.
\]

**Proof.** In a neighborhood of 1, the function \( y(w) \) behaves like \( \frac{w}{w - 1} \) since \( H \) is holomorphic, so \( y'(1) = 1 \), and therefore, the inverse exists by the inverse function theorem. Furthermore, a counterclockwise contour of \( w \) around 1 is equivalent to a counterclockwise contour of \( y \) around 0. Thus, there is some holomorphic function \( A(y) \) such that
\[
\log w = A(y)
\]
for \( y \) in some neighborhood of 0. Then, \( \frac{dw}{w} = A'(y)dy \), so
\[
m_k = \frac{1}{k + 1} \oint_1 \frac{1}{y^{k+1}} \frac{A'(y)dy}{2\pi i},
\]
which implies
\[
m_k = \frac{1}{(k + 1)!} \left[ \left( \frac{\partial}{\partial y} \right)^k A'(y) \right]_{y=0}.
\]
Since $\sum_{k=0}^{\infty} m_k z^k = F(z)$, we have

$$A(z) = z F(z),$$

as desired. \[\square\]

**Remark 1.** This lemma is essentially the same as combining equations (4.5) and (2.5) from [BG15]. We opt to prove the lemma directly here since our setup differs slightly from [BG15], and our proof avoids mentioning $R$-transforms.

Now, we are ready to prove Theorem 2.3.

**Proof of Theorem 2.3.** Using the notation and statement of Lemma 4.2, we have

$$d_k = \oint_0 \frac{e^{yF(y)}}{z e^{zF(z)} - 1} y^{-k} [F(y) + yF'(y)] \frac{dy}{2\pi i} = \oint_0 y^{-(k+1)} \frac{y e^{yF(y)}}{e^{yF(y)} - 1} [F(y) + yF'(y)] \frac{dy}{2\pi i}.$$

Applying Cauchy’s Differentiation Formula yields

$$d_k = \frac{1}{k!} \left( \frac{\partial}{\partial y} \right)^k \left[ \frac{y e^{yF(y)}}{e^{yF(y)} - 1} [F(y) + yF'(y)] \right]_{y=0}.$$

Thus,

$$1 + \sum_{k=1}^{\infty} d_k z^k = \frac{z e^{F(z)}}{e^{zF(z)} - 1} [F(z) + z F'(z)],$$

so

$$1 + zG'(z) = \frac{z e^{F(z)}}{e^{zF(z)} - 1} [F(z) + z F'(z)].$$

It is easy to see that this implies $e^{G(z)} = \frac{1}{z} \left( e^{zF(z)} - 1 \right)$, completing the proof of Theorem 2.3. \[\square\]

**5. Quantized Markov-Krein Correspondence**

In this section, we prove Theorem 2.7 and heuristically show that Theorem 2.8 can be recovered from a semiclassical limit of Theorem 2.7.

**5.1. Proof of Theorem 2.7.** We will need the following theorem for our proof.

**Theorem 5.1 ([NK77, Theorem A.6]).** Let $\mathcal{R}[a, b]$ be the class of complex functions $F(z)$ that satisfy the following conditions.

- $F(z)$ is holomorphic for $\Im z > 0$.
- $\Im F(z) \geq 0$ for $\Im z > 0$.
- $F(z)$ is holomorphic and positive in the interval $(-\infty, a)$ and holomorphic and negative in the interval $(b, \infty)$.

Then, a function $F(z)$ is in the class $\mathcal{R}[a, b]$ if and only if there is a nonnegative measure $\psi$ on $[a, b]$ such that

$$F(z) = \int_a^b \frac{d\psi(t)}{t - z}.$$

Furthermore, this representation is unique.
The proof of Theorem 2.8 can be found in [Ker93]. We present the proof of Theorem 2.7, which is similar. The following simpler theorem can be used to prove Theorem 2.7.

**Theorem 5.2.** There is a bijective correspondence between $\tilde{\mathcal{M}}[a, b]$ and $\{\mu \in \mathcal{M}[a, b] : R_\mu(u) > -1 \text{ for } u < a\}$ where $\psi \leftrightarrow \mu$ if and only if $R_\psi(u) = R_\mu(u)$.

Note that Theorems 2.8 and 5.2 immediately imply Theorem 2.7.

### 5.1.1. Proof of $\psi \to \mu$.

Suppose we’re given $\psi \in \tilde{\mathcal{M}}[a, b]$. Note that for $\Im u \geq 0$,

$$0 \leq \Im \int_a^b \frac{d\psi(t)}{t-u} < \int_{-\infty}^{\infty} \frac{\eta dt}{(t-\xi)^2 + \eta^2} = \pi,$$

as $0 \leq \psi'(t) \leq 1$. To show that we get a unique $\mu$ satisfying $R_\mu(u) = R_\psi(u)$, it suffices to show that

$$F(u) := 1 - \exp(-G(u))$$

satisfies the conditions of Theorem 5.1 where

$$G(u) := \int_a^b \frac{d\psi(t)}{t-u}$$

is a function satisfying the conditions of Theorem 5.1 along with the restriction

$$0 \leq \Im G(u) < \pi$$

for $\Im u \geq 0$. Indeed, this is not hard to verify. Now,

$$R_\mu(u) = \exp(-G(u)) - 1 > -1,$$

so the proof of this direction is complete.

### 5.1.2. Proof of $\mu \to \psi$.

Suppose we’re given $\mu \in \{\mu \in \mathcal{M}[a, b] : R_\mu(u) > -1 \text{ for } u < a\}$. Let

$$-R_\mu(u) = F(u) = \int_a^b \frac{d\mu(t)}{t-u}.$$ 

Define

$$G(u) = -\log(1 - F(u)),$$

which exists since $F(u) < 1$ whenever $F(u)$ is real. The conditions of Theorem 5.1 are satisfied, so there exists a unique measure $\psi \in \mathcal{M}[a, b]$ such that

$$G(u) = \int_a^b \frac{d\psi(t)}{t-u}.$$ 

Since

$$0 \leq \Im G(u) < \pi,$$

we have $\psi'(t) \leq 1$ (by the Cauchy-Stieltjes inversion formula), so we have $\psi \in \tilde{\mathcal{M}}[a, b]$, as desired. This completes the proof of Theorem 5.2 and thus Theorem 2.7.
5.2. **Semiclassical Limit.** In fact, the Markov-Krein correspondence (Theorem 2.8) can be obtained with a semiclassical limit of the quantized Markov-Krein correspondence (Theorem 2.7).

Specifically, for measures \( \mu \in \mathcal{M}[a,b] \) and \( w \in \mathcal{D}[a,b] \), it’s necessary for the Markov-Krein correspondence to be a bijection. To proceed, let a sequence of probability measures \( \psi_\varepsilon \) satisfy

\[
\psi_\varepsilon \in \tilde{\mathcal{M}}[a/\varepsilon, b/\varepsilon]
\]

for all \( \varepsilon > 0 \). Define the sequence of probability measures \( \hat{\mu}_\varepsilon \) as

\[
d\hat{\mu}_\varepsilon(t) = d\psi_\varepsilon(t/\varepsilon),
\]

so that \( \hat{\mu}_\varepsilon \in \mathcal{M}[a, b] \) and has density bounded by \( 1/\varepsilon \). Define \( \hat{w}_\varepsilon \in \tilde{\mathcal{D}}[a/\varepsilon, b/\varepsilon] \) to be the corresponding measures for \( \psi_\varepsilon \) and \( \hat{w}_\varepsilon \in \mathcal{D}[a, b] \) as the measure with

\[
d\hat{w}_\varepsilon(t) = dw_\varepsilon(t/\varepsilon).
\]

Under the limit \( \varepsilon \to 0 \), construct the \( \psi_\varepsilon \) so that the \( \hat{\mu}_\varepsilon \) converge to \( \mu \); observe that the \( \hat{w}_\varepsilon \) converge to some \( w \). Alternatively, we could have started by constructing the \( w_\varepsilon \) so that the \( \hat{w}_\varepsilon \) converge to some \( w \), and determine the \( \psi_\varepsilon \) from the \( w_\varepsilon \). Now, each \( \psi_\varepsilon \) satisfies the quantized Markov-Krein correspondence, or

\[
(19) \quad \frac{1}{z} \left( -1 + \exp \left( z \sum_{k=0}^{\infty} \psi_{\varepsilon,k} z^k \right) \right) = \exp \left( \sum_{k=1}^{\infty} \frac{p_k(w_\varepsilon)}{k} z^k \right).
\]

From setting the variable \( z \) as \( \varepsilon z \) in (19), we know that

\[
(20) \quad \frac{1}{\varepsilon z} \left( -1 + \exp \left( \varepsilon z \sum_{k=0}^{\infty} \psi_{\varepsilon,k}(\varepsilon z)^k \right) \right) = \exp \left( \sum_{k=1}^{\infty} \frac{p_k(w_\varepsilon)}{k} (\varepsilon z)^k \right).
\]

Next, to simplify the expression define \( F_\varepsilon(z) \) as

\[
F_\varepsilon(z) = \sum_{k=0}^{\infty} \psi_{\varepsilon,k}(\varepsilon z)^k.
\]

Also, note that \( \varepsilon^k \psi_{\varepsilon,k} = \hat{\mu}_{\varepsilon,k} \) and \( \varepsilon^k p_k(w_\varepsilon) = p_k(\hat{w}_\varepsilon) \). The first implies that

\[
F_\varepsilon(z) = \sum_{k=0}^{\infty} \psi_{\varepsilon,k}(\varepsilon z)^k = \sum_{k=0}^{\infty} \hat{\mu}_{\varepsilon,k} z^k \to \sum_{k=0}^{\infty} \mu_k z^k,
\]

and the second implies that

\[
\sum_{k=1}^{\infty} \frac{p_k(w_\varepsilon)}{k} (\varepsilon z)^k = \sum_{k=1}^{\infty} \frac{p_k(\hat{w}_\varepsilon)}{k} z^k \to \sum_{k=1}^{\infty} \frac{p_k(w)}{k} z^k,
\]

under the limit \( \varepsilon \to 0 \). Now, we use the Taylor Series expansion to obtain

\[
\frac{1}{\varepsilon z} \left( -1 + \exp(\varepsilon z F_\varepsilon(z)) \right) = F_\varepsilon(z) + \sum_{k=2}^{\infty} \frac{(\varepsilon z)^{k-1} F_\varepsilon(z)^k}{k!} \to F_\varepsilon(z)
\]

with the limit \( \varepsilon \to 0 \). Here, as \( F_\varepsilon(z) \) becomes a holomorphic function, the terms with powers of \( \varepsilon \) at least one are removed. Therefore, (20) becomes, under the limit,

\[
F_\varepsilon(z) = \exp \left( \sum_{k=1}^{\infty} \frac{p_k(w_\varepsilon)}{k} (\varepsilon z)^k \right) = \exp \left( \sum_{k=1}^{\infty} \frac{p_k(\hat{w}_\varepsilon)}{k} z^k \right),
\]
A QUANTIZED ANALOGUE OF THE MARKOV-KREIN CORRESPONDENCE

or
\[
\sum_{k=0}^{\infty} \mu_k z^k = \exp \left( \sum_{k=1}^{\infty} \frac{p_k(w)}{k} z^k \right),
\]
which is the Markov-Krein correspondence.

Assume that there exist two measures \( w_1, w_2 \in \mathcal{D}[a,b] \) satisfying the Markov-Krein correspondence. Then, the \( p_k(w_1) = p_k(w_2) \) for all positive integers \( k \). But, since \( w_1'' \) and \( w_2'' \) are supported on \([a,b]\),
\[
\sum_{k=1}^{\infty} \frac{p_k(w)}{k} z^k
\]
would have a positive radius of convergence for \( w = w_1 \) and \( w = w_2 \). Therefore, \( w_1'' = w_2'' \) and \( w_1 = w_2 \). From this, there is an unique measure \( w \) satisfying the Markov-Krein correspondence for each \( \mu \). By constructing the \( w_{\varepsilon} \) first, the other direction can also be shown to hold.

APPENDIX A. EXAMPLE OF QUANTIZED MARKOV-KREIN CORRESPONDENCE

The semicircle law and the VKLS curve are naturally paired under the Markov-Krein correspondence. In the quantized Makrov-Krein correspondence, as the quantized analogue of the semicircle law, we can let the measure \( \psi \in \tilde{\mathcal{M}}[a,b] \) be the one-sided Plancherel character with parameter \( \gamma > 0 \) (see [BBO15, Appendix A]), and find the corresponding diagram \( w \in \tilde{\mathcal{D}}[a,b] \) under Theorem 2.7.

The density of \( \psi \) is given by
\[
\psi(x) = \frac{1}{\pi} \arccos \frac{x + \gamma}{2\sqrt{\gamma(x + 1)}} \quad \text{for} \quad x \in [\gamma - 2\sqrt{\gamma}, \gamma + 2\sqrt{\gamma}].
\]

After computations, we obtain that the corresponding diagram is given by
\[
w(x) = \frac{2}{\pi} \left( (x - \gamma) \arcsin \left( \frac{x - \gamma}{2\sqrt{\gamma}} \right) + \sqrt{4\gamma - (x - \gamma)^2} \right).
\]

Note that this is a shifted and scaled version of the VKLS curve. There are examples of the one-sided Plancherel character and \( w(x) \) in Figure 3.
Figure 3. One-sided Plancherel character limiting measure and corresponding diagram for $\gamma = 0.5, 1.5, 2.5$
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