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Abstract
A vector addition system with states (VASS) consists of a finite set of states and counters. A transition changes the current state to the next state, and every counter is either incremented, or decremented, or left unchanged. A state and value for each counter is a configuration; and a computation is an infinite sequence of configurations with transitions between successive configurations. A probabilistic VASS consists of a VASS along with a probability distribution over the transitions for each state. Qualitative properties such as state and configuration reachability have been widely studied for VASS. In this work we consider multi-dimensional long-run average objectives for VASS and probabilistic VASS. For a counter, the cost of a configuration is the value of the counter; and the long-run average value of a computation for the counter is the long-run average of the costs of the configurations in the computation. The multi-dimensional long-run average problem given a VASS and a threshold value for each counter, asks whether there is a computation such that for each counter the long-run average value for the counter does not exceed the respective threshold. For probabilistic VASS, instead of the existence of a computation, we consider whether the expected long-run average value for each counter does not exceed the respective threshold. Our main results are as follows: we show that the multi-dimensional long-run average problem (a) is NP-complete for integer-valued VASS; (b) is undecidable for natural-valued VASS (i.e., nonnegative counters); and (c) can be solved in polynomial time for probabilistic integer-valued VASS, and probabilistic natural-valued VASS when all computations are non-terminating.
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1 Introduction

**Vector Addition System with States (VASS) and probabilistic VASS.** Vector Addition Systems (VASs) provide a powerful framework for analysis of parallel processes [16]. They are equivalent to the well-studied model of Petri Nets [25]. The generalization of VASs with a finite-state transition system gives Vector Addition Systems with States (VASS). The model of VASS is as follows: there is a finite set of control states with transitions between them, and a set of $k$ counters, where at every transition between the control states each counter is either incremented, decremented, or remains unchanged. For a VASS, a configuration is a control state and a valuation of each counter, and the transitions of the VASS determines the transitions between the configurations. Thus a VASS is a finite description of an infinite-state transition system between the configurations. The class of VASS where the counters can hold all possible integer values, are referred to as integer-valued VASS; and the class of VASS where the counters can hold only non-negative values, are referred to as natural-valued VASS. A probabilistic VASS consists of a VASS along with probability distribution over the transitions for every state.

**VASS Framework in Verification.** VASS are an elegant mathematical framework for concurrent processes [16], and have been widely studied in performance analysis of concurrent processes [14, 20, 23, 24]. They have also been used in several other contexts, such as: (a) analysis of parametrized systems [3], (b) abstract models for programs for bounds analysis [34], (c) interactions between components of an API in component-based synthesis [18]. The probabilistic VASS provide a natural model for problems mentioned above with stochasticity in the system [6]. Thus VASS and probabilistic VASS provide a rich framework for many problems in verification and program analysis.

**Previous results for VASS.** A computation (run) in a VASS is an infinite sequence of configurations with transitions between successive configurations. The classical problems studied for VASS are as follows: (a) control-state reachability where given a set of target control states a computation satisfies the objective if a target state is reached; (b) configuration reachability where given a set of target configurations a computation satisfies the objective if a target configuration reached. For natural-valued VASS, (a) the control-state reachability problem is \text{ExpSpace}-complete: the \text{ExpSpace}-hardness is shown in [15, 30] and the upper bound follows from [33]; and (b) the configuration reachability problem is decidable [26, 27, 28, 31], and a recent breakthrough result establishes non-elementary hardness [13]. For integer-valued VASS, (a) the control-state reachability problem is \text{NLogSpace}-complete (by reduction to graph reachability); (b) the configuration reachability problem is \text{NP}-complete. In probabilistic VASS, for the natural-valued class, even defining the probability measure over infinite computations is a challenging and complex problem [6], as computations that violate the non-negativity condition terminate as finite computations.

**Long-run average objective and multi-dimensional long-run average problem.** The classical problems for VASS consider qualitative (or Boolean) objectives where each computation is either satisfactory or not. In this work we consider multi-dimensional long-run average objective. For a counter, we consider the cost of a configuration as the value of the counter. For a computation, the long-run average of the costs of the configurations of the computation is the long-run average value for the respective counter. The multi-dimensional long-run average problem given a VASS and a threshold value for each counter, asks whether there is
a computation such that for each counter the long-run average value for the counter does not exceed the respective threshold. For integer-valued probabilistic VASS, instead of the existence of a computation, we consider whether the expected long-run average value for each counter does not exceed the respective threshold. For natural-valued probabilistic VASS, the presence of terminating runs makes even defining the probability measure complex. We consider two variants: (a) \textit{strict semantics} that require all computations to be non-terminating; (b) \textit{relaxed semantics} where we consider the conditional probability with respect to non-terminating runs.

\textbf{Motivating examples.} We present some motivating examples for the problems we consider. First, consider a VASS where the counters represent different queue lengths, and each queue consumes a resource type (e.g., energy or memory or time delay) proportional to its length. The multi-dimensional long-run average problems asks that the average consumption of each resource does not exceed a desired threshold. Second, consider a system that uses two different batteries, and the counters represent the charge levels. At different states, different batteries are used, and we are interested in the long-run average charge of each battery. This is again modeled as the multi-dimensional long-run average problem.

\textbf{Our contributions.} Our main contributions are as follows:

1. For non-probabilistic VASS we show that the multi-dimensional long-run average problem (a) is $\text{NP}$-complete for integer-valued VASS, and (b) is undecidable for natural-valued VASS.

2. For probabilistic integer-valued VASS, we show that the multi-dimensional long-run average problem can be solved in polynomial time. For natural-valued VASS, we show that the multi-dimensional problem can be solved in polynomial-time for (a) the strict semantics, and (b) the relaxed semantics for strongly connected VASS such that the expected multi-dimensional long-run average is finite. For the relaxed semantics and general natural-valued VASS, we show $\text{ExpSpace}$-hardness, and the exact decidability and complexity remain open.

\textbf{Related works.} For probabilistic VASS the long-run average behavior problem has been studied [6], as well as for other infinite-state models such as pushdown automata and games [1, 11, 12]. However, these works consider that costs are associated with the transitions of the finite-state system and do not depend on the counter values; moreover, they do not consider the multi-dimensional problem. In contrast, we consider costs that depend on the counter values, and hence on the configurations. Costs based on configurations, specifically the content of the stack in pushdown automata, have been considered in [32]. Quantitative asymptotic bounds for polynomial-time termination in VASS have also been studied [5, 29], however, these works do not consider long-run average property. Finally, a related model of automata with monitor counters with long-run average property have been considered in [7, 8]. However, there is a crucial difference: in automata with monitor counters, counters are reset once the value is used. Moreover, the complexity results for automata with monitor counters are quite different from the results we establish. Finally a recent work considers long-run average problem for VASS [9]. However, the cost is always single-dimensional with a linear combination of the counter values, and moreover, probabilistic VASS have not been considered in [9].
2 Preliminaries

For a sequence \( w \), we define \( w[i] \) as the \( (i + 1) \)-th element of \( w \) (we start with 0) and \( w[i, j] \) as the subsequence \( w[i]w[i + 1] \ldots w[j] \). We allow \( j \) to be \( \infty \) for infinite sequences. For a finite sequence \( w \), we denote by \( |w| \) its length; and for an infinite sequence the length is \( \infty \).

We use the same notation for vectors. For a vector \( \vec{x} \in \mathbb{R}^k \) (resp., \( \mathbb{Q}^k \), \( \mathbb{Z}^k \) or \( \mathbb{N}^k \)), we define \( x[i] \) as the \( i \)-th component of \( \vec{x} \).

2.1 Vector addition systems with states (VASS)

A \( k \)-dimensional vector addition system with states (VASS) over \( \mathbb{Z} \) (resp., over \( \mathbb{N} \)), referred to as VASS(\( \mathbb{Z}, k \)) (resp., VASS(\( \mathbb{N}, k \))), is a tuple \( \mathcal{A} = (Q, Q_0, \delta) \), where (1) \( Q \) is a finite set of states, (2) \( Q_0 \subseteq Q \) is a set of initial states, and (3) \( \delta \subseteq Q \times Q \times \mathbb{Z}^k \) is a transition relation.

In a transition \( (q, q', \vec{y}) \), the vector \( \vec{y} \) is called a counter update as we refer to \( k \) dimensions of a VASS as counters. We often omit the dimension in VASS and write VASS(\( \mathbb{Z} \)), VASS(\( \mathbb{N} \)) if a definition or an argument is uniform w.r.t. the dimension.

We define the size of a VASS in a standard way assuming binary encoding of counter updates. Formally, the size of a VASS \( (Q, Q_0, \delta) \) is defined as \( |Q| + \sum_{(q, q', \vec{y}) \in \delta} \text{len}(\vec{y}) \), where \( \text{len}(\vec{y}) \) is the length of the binary representation of \( \vec{y} \).

Configurations and computations. A configuration of a VASS(\( \mathbb{Z}, k \)) \( \mathcal{A} \) is a pair from \( Q \times \mathbb{Z}^k \), which consists of a state and a valuation of the counters. A computation of \( \mathcal{A} \) is an infinite sequence \( \pi \) of configurations such that (a) \( \pi[0] \in Q_0 \times \{0\} \), and (b) for every \( i \geq 0 \), there exists \( (q, q', \vec{y}) \in \delta \) such that \( \pi[i] = (q, \vec{x}) \) and \( \pi[i + 1] = (q', \vec{x} + \vec{y}) \). Note that, without loss of generality, we assume that the initial counter valuation is \( 0 \). We can encode any initial configuration in the VASS itself.

A computation of a VASS(\( \mathbb{N}, k \)) \( \mathcal{A} \) is a computation \( \pi \) of \( \mathcal{A} \) considered as a VASS(\( \mathbb{Z}, k \)) such that the values of all counters are non-negative, i.e., for all \( i \) we have \( \pi[i] \in Q \times \mathbb{N}^k \). Transitions of a VASS(\( \mathbb{N} \)) that make the value of some counter negative are disabled.

We call a finite sequence \( \rho \) a subcomputation of a VASS(\( \mathbb{Z}, k \)) (resp., VASS(\( \mathbb{N}, k \))) \( \mathcal{A} \), if it satisfies condition (b), i.e., all configurations are consistent with some transitions of \( \mathcal{A} \), and all configurations belong to \( Q \times \mathbb{Z}^k \) (resp., \( Q \times \mathbb{N}^k \)).

Paths and cycles. A path \( \rho = (q_0, \vec{y}_0), (q_1, \vec{y}_1), \ldots \) in a VASS(\( \mathbb{Z} \)) (resp., VASS(\( \mathbb{N} \))) \( \mathcal{A} \) is a (finite or infinite) sequence of states (from \( \delta \)) such that for all \( 0 \leq i < |\rho| \) we have \( q'_i = q_{i+1} \). A finite path \( \rho \) is a cycle if \( \rho = (q_0, \vec{y}_0), \ldots, (q_m, \vec{y}_m) \) and \( q_0 = q_m \). Every computation in a VASS(\( \mathbb{Z} \)) (resp., VASS(\( \mathbb{N} \))) corresponds to the unique infinite path. Conversely, every infinite path in a VASS(\( \mathbb{Z} \)) \( \mathcal{A} \) starting with \( q_0 \in Q_0 \) defines a computation in \( \mathcal{A} \). However, if \( \mathcal{A} \) is a VASS(\( \mathbb{N}, k \)), some paths do not correspond to valid computations due to non-negativity restriction posed on the counters.

Cycle characteristics. For a path \( \rho \) we define \( \text{Gain}(\rho) \) as the vector of total counter change upon \( \rho \). Formally, for \( \rho \) of length \( n \) with counter updates \( \vec{y}_1, \ldots, \vec{y}_n \) we define \( \text{Gain}(\rho) = \sum_{i=1}^n \vec{y}_i \).
2.2 Probabilistic semantics

**Markov chains.** A Markov chain is a tuple \((\Sigma, Q, Q_0, \delta, P, \mu)\) such that (1) \(\Sigma\) is a (finite) set of labels, (2) \(Q\) is a (finite) set of states, (3) \(Q_0\) is a set of initial states, (4) \(\delta \subseteq Q \times Q \times \Sigma\) is a transition relation, (5) \(P : \delta \to [0, 1]\) is a probability distribution over transitions such that for every \(s \in S\) we have \(\sum_{s' \in S, a \in \Sigma} p(s, s', a) = 1\), and (6) \(\mu : Q_0 \to [0, 1]\) is an initial distribution such that \(\sum_{q \in Q_0} \mu(q) = 1\).

Probability measures defined by Markov chains. For a finite path \(p\) in a Markov chain \(M\), we define the probability of \(p\), denoted by \(P_M(p)\), as the product of probabilities of transitions along \(p\). For any \(n > 0\), the probability \(P_M(p)\) is indeed a probability measure over paths of length \(n\). We extend this probability measure to infinite paths in the standard fashion. Let \(X\) be the set of all infinite paths in \(M\). For a basic open set \(p \cdot X\), which is the set of all paths with the common prefix \(p\), we define \(P_M(p \cdot X) = P_M(p)\), and then the probability measure over infinite paths defined by \(M\) is the unique extension of the above measure (by Carathéodory’s extension theorem [17]). We will denote the unique probability measure defined by \(M\) as \(P_M\).

Probabilistic VASS. Probabilistic VASS generalize both VASS and Markov chains. A probabilistic VASS is a VASS, in which transitions are labeled with probabilities. It can be also considered to be an infinite-state Markov chain over the set of states \(Q \times \mathbb{Z}^k\) (resp., \(Q \times \mathbb{N}^k\)) and \(\Sigma\) is a singleton. Formally, a probabilistic VASS is a tuple \(A = (Q, Q_0, \delta, P, \mu)\) such that (1) \((Q, Q_0, \delta)\) is a VASS (VASS(\(\mathbb{Z}\)) or VASS(\(\mathbb{N}\))), (2) \(P : \delta \to [0, 1]\) is the probability distribution over transitions, which for every \(q \in Q\) satisfies \(\sum_{q' \in Q, a} P(q, q', a) = 1\), and (3) \(\mu : Q_0 \to [0, 1]\) is the initial distribution, which satisfies \(\sum_{q \in Q_0} \mu(q) = 1\).

Probability measures defined by probabilistic VASS. A probabilistic VASS(\(\mathbb{Z}\)) (resp., VASS(\(\mathbb{N}\))) defines the probability measure over its computations. First, a probabilistic VASS(\(\mathbb{Z}\)) (resp., VASS(\(\mathbb{N}\))) \(A\) defines the probability measure over its infinite paths in the same way as a Markov chain does. In VASS(\(\mathbb{Z}\)), every path corresponds to a computation and hence the probability measure over infinite paths carries over to computations.

- We define \(P_A\) as the probability measure on computations carried over from infinite paths.

However, in VASS(\(\mathbb{N}\)) some paths may not correspond to valid computations. For that reason, defining the probability measure over computations poses difficulties [6]. We consider two possible solutions: the strict and the relaxed semantics.

- Under the strict semantics, we require that all paths correspond to valid computations and then we define the probability measure \(P_A\) over computations as in the VASS(\(\mathbb{Z}\)) case.

- Under the relaxed semantics, we require the set of paths corresponding to valid computations to have a non-zero probability, and we define the probability measure \(P_A\) over computations as the conditional probability under the condition being the set of all paths that correspond to valid computations.

Random computations. To indicate that we consider a computation picked at random, we denote by \(\xi\) computations considered as random events.

**Remark 1.** Under the strict semantics we require that every path corresponds to a valid computation, i.e., no counter gets a negative value. Note that relaxing *all to almost all* (i.e., with probability 1) gives us the same notion. Being a valid computation is a safety property and hence if the set of paths corresponding to valid computations has probability 1, then it is the set of all paths.
3 Problems

In this section, we define the multi-dimensional average problem and the expected multi-dimensional average problem, which we study in this paper. We define the averages over selected positions; averages are parametrized by a set of states $S$, called selected states, which determines meaningful configurations over which we compute the average, while skipping other configurations. This allows us to specify properties based on desired events (from $S$) rather than steps.

Averages and limit-averages over selecting states. Let $A = (Q, Q_0, \delta)$ be a VASS($\mathbb{Z}, k$) (resp., VASS($\mathbb{N}, k$)) and $S \subseteq Q$ be a set of selecting states. Fix a counter $i \in \{1, \ldots, k\}$. For a finite subcomputation $\rho$ of $A$, which contains at least one configuration from $S \times \mathbb{Z}^k$ (resp., $S \times \mathbb{N}^k$), we define the average value of counter $i$ (over $S$), denoted by $\operatorname{Avg}_S^i(\rho)$, as the average over values of counter $i$ over configurations with the state belonging to $S$, i.e., we first pick a subsequence $(s_1, \bar{x}_1), \ldots, (s_m, \bar{x}_m)$ consisting of all configurations $(s, \bar{x})$ such that $s \in S$, and then take the average of the values of counter $i$: 
$$\operatorname{Avg}_S^i(\rho) = \frac{1}{m} \sum_{j=1}^{m} \bar{x}_j[i].$$
If $\rho$ has no configurations with states from $S$, then $\operatorname{Avg}_S^i(\rho)$ is undefined. For an infinite sequence $\pi$ of configurations, which contains infinitely many configurations from $S \times \mathbb{Z}^k$ (resp., $S \times \mathbb{N}^k$), we define the limit-average value of the counter $i$ (over $S$), denoted by $\operatorname{LimAvg}_S^i(\pi)$, as 
$$\operatorname{LimAvg}_S^i(\pi) = \liminf_{k\to\infty} \operatorname{Avg}_S^i(\pi[0, k - 1]).$$
If $\pi$ does not contain infinitely many configurations from $S \times \mathbb{Z}^k$ (resp., $S \times \mathbb{N}^k$), then $\operatorname{LimAvg}_S^i(\pi)$ is undefined.

Multi-dimensional averages and limit-averages over selecting states. We extend averages and limit-averages to multiple dimensions. Let $\bar{S} = (S[1], \ldots, S[k])$ be a $k$-tuple of the subsets of $Q$. For a (finite) subcomputation $\rho$ and an (infinite) computation $\pi$, we define
$$\operatorname{Avg}_{\bar{S}}(\rho) = (\operatorname{Avg}_{S[1]}^1(\rho), \ldots, \operatorname{Avg}_{S[k]}^k(\rho)),$$
$$\operatorname{LimAvg}_{\bar{S}}(\pi) = (\operatorname{LimAvg}_{S[1]}^1(\pi), \ldots, \operatorname{LimAvg}_{S[k]}^k(\pi))$$
if all their components are defined. If any component of $\operatorname{Avg}_{\bar{S}}(\rho)$ (resp., $\operatorname{LimAvg}_{\bar{S}}(\pi)$) is undefined, the whole vector is undefined.

Definition 2 (The multi-dimensional average problem for VASS). Given a VASS($\mathbb{N}, k$) (resp., VASS($\mathbb{Z}, k$)) $A$, $\bar{S} \in (2^Q)^k$ and $\bar{\lambda} \in \mathbb{Q}^k$, the (multi-dimensional) average problem asks whether there exists a computation $\pi$ such that $\operatorname{LimAvg}_{\bar{S}}(\pi)$ is defined and $\operatorname{LimAvg}_{\bar{S}}(\pi) \leq \bar{\lambda}$, i.e., the limit-averages of counter values over $\bar{S}$ are component-wise bounded by $\bar{\lambda}$.

Expected limit-averages over selecting states. Consider a probabilistic VASS($\mathbb{Z}, k$) (resp., VASS($\mathbb{N}, k$)), which defines a probability measure $P_A$ (resp., $P_A^*$ or $P_A'$) over its computations. Let $\bar{S} = (S[1], \ldots, S[k])$ be a $k$-tuple of the subsets of $Q$. The function $\xi \mapsto \operatorname{LimAvg}_{S[i]}(\xi)$ is a random variable w.r.t. $P_A$ (resp., $P_A^*$ or $P_A'$) and we define $E_A(\operatorname{LimAvg}_{S[i]}^1(\xi))$ as the expected value of this random variable. If the set of computations $\xi$, at which $\operatorname{LimAvg}_{S[i]}^1(\xi)$ is undefined, has a non-zero probability, then the expected value is undefined as well. We extend the expectation to vectors and define the expected multi-dimensional limit-average as
$$E_A(\operatorname{LimAvg}_{\bar{S}}) = (E_A(\operatorname{LimAvg}_{S[1]}^1), \ldots, E_A(\operatorname{LimAvg}_{S[k]}^k)).$$
As above, the expected value $E_A(\operatorname{LimAvg}_{\bar{S}})$ is defined only if all components are defined.
Definition 3 (The expected (multi-dimensional) average problem for VASS). Given a probabilistic VASS $A$, $\vec{S} \in (2^Q)^k$, the expected multi-dimensional average problem asks to compute the expected limit-averages over $\vec{S}$, i.e., $E_A(\text{LimAvg}_\vec{S})$.

Remark 4. In all complexity results for the multi-dimensional average and the expected multi-dimensional average problems, we consider VASS where the counter updates are encoded in binary.

4 Results on integer-valued VASS

4.1 The multi-dimension average problem

Consider a VASS($\mathbb{Z}, k$) $A = (Q, Q_0, \delta)$, a vector $\vec{S} \in (2^Q)^k$ and thresholds $\vec{\lambda} \in \mathbb{Q}^k$. For simplicity, we assume that $Q_0 = \{q_0\}$ and hence $(q_0, 0)$ is the initial configuration.

We present sufficient and necessary conditions for the existence of a computation $\pi$ with $\text{LimAvg}_\vec{S}(\pi) \leq \vec{\lambda}$. These conditions are expressed in terms of simple cycles in $A$, i.e., they stipulate that for each counter $i$ there exist (a) a simple cycle that can be iterated to ensure that limit average infimum is consistent with the threshold $\vec{\lambda}[i]$, and (b) a path to access this cycle, and then to switch back to another cycle. These conditions can be check in NP. We present main ideas assuming that $A$ is strongly connected.

Assume that $A$ is strongly connected, i.e., it is strongly connected as a labeled graph. We distinguish two types of counters based on their behavior in $A$: bounded and unbounded. We first assume that for every counter $i$ there is a cycle $c_i$ such that iterating this cycle decreases this counter’s value, i.e., $\text{Gain}(c_i)[i] < 0$. In such a case all counters are unbounded and for any $\vec{\lambda}$ there exists a computation $\pi$ such that $\text{LimAvg}_\vec{S}(\pi) \leq \vec{\lambda}$.

The all-unbounded case. We assume that all counters are unbounded. Fix some $\vec{\lambda} \in \mathbb{Q}^k$. We construct $\pi$ such that $\text{LimAvg}_\vec{S}(\pi) \leq \vec{\lambda}$ by interleaving strategies for each counter $i$ to make its partial average below $\vec{\lambda}[i]$. More precisely, we define the path $p$ of the form

$$p = s_1^1 s_2^1 \ldots s_k^1 s_1^2 \ldots s_k^2 \ldots$$

such that for every prefix $s_1^1 \ldots s_k^i$ of $p$, the subcomputation $\rho_i$ corresponding to that prefix satisfies $\text{Avg}_{\vec{S}[i]}(\rho_i) \leq \vec{\lambda}[i]$, i.e., the partial average over $\vec{S}[i]$ is bounded by $\vec{\lambda}[i]$. We can construct such $p$ as follows. Suppose that a prefix of $p$ has been defined as above, and we need to construct $s_{i+1}^i$. There are two cases: if the cycle $c_i$ with $\text{Gain}(c_i)[i] < 0$ contains a selecting state from $S[i]$, then $s_{i+1}^i = (c_i)^m$ for some large $m$, i.e., we iterate $c_i$ long enough such that the average of the whole prefix computation is below $\vec{\lambda}[i]$. If $c_i$ does not contain any state from $S[i]$, then there exists $c'_i$ that contains a selecting state and $\text{Gain}(c'_i)[i] < 0$. Indeed, let $d$ be a cycle from the initial state of $c_i$ to itself that contains a selecting state. Then, $d \cdot c_i^N$ contains a selecting state and $\text{Gain}(d \cdot c_i^N)[i] < 0$ for some $N$.

Now, let $\pi$ be the computation corresponding to $p$. For every counter $i$ there are infinitely many positions at which the partial average over $S[i]$ at most $\vec{\lambda}[i]$ and hence $\text{LimAvg}_\vec{S}(\pi) \leq \vec{\lambda}$.

The some-bounded case. Assume that for a counter $j$, there is no cycle such that iterating it decreases the value of counter $j$. In other words, for all cycles $c$ we have $\text{Gain}(c)[j] \geq 0$. We classify such a counter as bounded. It is clearly lower bounded and for the limit average to be finite its has to be upper bounded. In consequence, in any computation $\pi$ with finite limit-average, all cycles $c$ that occur infinitely often satisfy $\text{Gain}(c)[j] = 0$. This in turn restricts the set of cycles that can appear infinitely often in the considered paths, which
makes other counters \textit{bounded}. We iterate this process until we reach a fixed point \( B \), which is the set of all bounded counters. The complement of \( B \), denoted by \( U \), is the set of \textit{unbounded} counters.

Note that for each unbounded counter \( i \in U \) there is a cycle \( c_i \) such that:

\begin{enumerate}
\item[(U1)] we have \( \text{Gain}(c_i)[i] < 0 \) and it contains a selecting state, and
\item[(U2)] for each bounded counter \( j \in B \), we have \( \text{Gain}(c_i)[j] = 0 \).
\end{enumerate}

It follows that similarly to the \textit{all-unbounded} case, we can make sure that the partial averages of unbounded counters are arbitrarily low.

The limit average of a bounded counter depends on its initial value. Indeed, in the extreme case, if the value of a counter \( i \) does not change in any transition, then it is bounded and in every computation the limit average of counter \( i \) is precisely its initial value. However, to characterize cycles that witness low limit-averages of bounded counters it is more convenient to refer to a configuration that occurs infinitely often rather than the initial configuration. Therefore, we consider a \textit{recurring configuration} \((s_0, \vec{x})\) that is: (a) reachable from \( (q_0, \vec{0}) \), (b) there are infinitely many configurations \((s_0, \vec{y})\) such that \( \vec{y} \) and \( \vec{x} \) agree on bounded counters. We now drop the strongly-connected assumption on \( A \).

Observe that switching between cycles for different (bounded or unbounded) counters may affect values of bounded counters. Therefore, for a bounded counter \( i \in B \) we require that there is a cycle \( c_i \), which (a) can be \textit{accessed} with an appropriate path, and (b) its average together with the initial value are bounded by \( \bar{\lambda}[i] \). To make it more precise: there exist a cycle \( c_i \) and paths \( \text{in}_i, \text{out}_i \) such that:

\begin{enumerate}
\item[(B1)] we have \( \text{Avg}_{G_i}([\rho] \leq \bar{\lambda}[i]) \), where \( \rho \) is the subcomputation corresponding to the cycle \( c_i \) starting from the configuration reached from \((s_0, \vec{x})\) over the path \( \text{in}_i \), and
\item[(B2)] \( \text{in}_i, \text{out}_i \) are from \( s_0 \) to some \( s \in c_i \), and from the same \( s \) to \( s_0 \) respectively, and for each bounded counter \( j \in B \), we have \( \text{Gain}(c_i)[j] = 0 \) and \( \text{Gain}(\text{in}_i, \text{out}_i)[j] = 0 \).
\end{enumerate}

Finally, we require that for all unbounded counters \( i \in U \) there exist access paths \( \text{in}_i, \text{out}_i \), as in condition (B2), i.e., paths \( \text{in}_i, \text{out}_i \) satisfy:

\begin{enumerate}
\item[(U3)] \( \text{in}_i, \text{out}_i \) are from \( s_0 \) to some \( s \in c_i \), and from the same \( s \) to \( s_0 \) respectively, and for each bounded counter \( j \in B \), we have \( \text{Gain}(\text{in}_i, \text{out}_i)[j] = 0 \).
\end{enumerate}

Condition (U3) is necessary as otherwise, switching between cycles for unbounded cycles and bounded cycles could change values of bounded counters. Observe that conditions (U2) and (U3) together are the same as (B2). We unify these conditions into a single one denoted (BU).

\textbf{A witness for} \( \text{LimAvg}_G \leq \bar{\lambda} \). \textit{A witness for} \( \text{LimAvg}_G \leq \bar{\lambda} \) is a tuple consisting of (a) a (recurring) configuration \((s_0, \vec{x})\) reachable from the initial configuration \((q_0, \vec{0})\), (b) a partition of counters into \( B \) and \( U \), and (c) cycles \( c_i \) and access paths \( \text{in}_i, \text{out}_i \), for all \( i \), which all satisfy conditions (U1), (B1) and (BU).

First, we show that the existence of a witness for \( \text{LimAvg}_G \leq \bar{\lambda} \) is sufficient for the existence of a computation \( \pi \) with \( \text{LimAvg}_G(\pi) \leq \bar{\lambda} \).

\textbf{Key ideas.} Using a witness, we construct a computation \( \pi \) satisfying \( \text{LimAvg}_G(\pi) \leq \bar{\lambda} \) in a similar way as in the \textit{all-unbounded} case. The only difference here is that we use access paths to switch between cycles for different counters so that we switch between the counters in the state \( s_0 \), where the values of bounded counters are the same as in the configuration \((s_0, \vec{x})\). Due to condition (BU), we do not require \( A \) to be strongly connected. The full proof is relegated to the appendix. In consequence, we have the following:
Lemma 5. Let $A$ be a VASS($\mathbb{Z}$). If it has a witness for $\text{LimAvg}_S \leq \bar{\lambda}$, then there exists a computation $\pi$ such that $\text{LimAvg}_S(\pi) \leq \bar{\lambda}$.

We show that the existence of a witness for $\text{LimAvg}_S \leq \bar{\lambda}$ is necessary for the existence of a computation $\pi$ with $\text{LimAvg}_S(\pi) \leq \bar{\lambda}$. We present key ideas, while the full proof is relegated to the appendix.

Key ideas. Consider a computation $\pi$ such that $\text{LimAvg}_S(\pi) \leq \bar{\lambda}$ and let $\mathbf{p}$ be the infinite path corresponding to $\pi$. Let $s_0$ be a state that occurs infinitely often. We can decompose $\mathbf{p}$ into simple cycles greedily always picking the first occurring simple cycle. Now, consider all simple cycles $D = \{\mathbf{d}_1, \ldots, \mathbf{d}_m\}$ that occur infinitely often. Based on these cycles we define $\mathbf{B}$ as the set of counters $j$ such that for all cycles $\mathbf{d} \in D$ we have $\text{Gain}(\mathbf{d})[j] = 0$, and $\mathbf{U} = \{1, \ldots, k\} \setminus \mathbf{B}$. It follows that there is a configuration $(s_0, \vec{x})$ in $\pi$ such that for all $(s_0, \vec{y})$ past that configuration $\vec{x}$ and $\vec{y}$ agree on the values of bounded counters. This follows from the fact that eventually all cycles from $s_0$ to itself in $\mathbf{p}$ can be decomposed into cycles from $D$, which have zero gain for all bounded counters. We pick $(s_0, \vec{x})$ as the recurrent configuration in the witness.

Observe that for the limit-average to be finite, for every $i \in \mathbf{U}$ there has to be a simple cycle $\mathbf{c}_i$ with $\text{Gain}(\mathbf{c}_i)[i] < 0$. We can also enforce that $\mathbf{c}_i$ contains a selecting state; such a cycle with a selecting state is of the form $f \mathbf{c}_i^N$, where $f, \mathbf{c}_i$ are simple cycles, but $N = \text{Gain}(f)[i]$ can be exponential. Still, this cycle can be represented polynomially by the pair $(f, \mathbf{c}_i)$. Therefore, condition (U1) is satisfied. For counter $i \in \mathbf{B}$ there is a subsequence on which the limit average of $i$ converges to a value less or equal to $\bar{\lambda}[i]$. It follows that there has to be a cycle from $D$ satisfying (B1). Otherwise, the limit averages of all computations exceed $\bar{\lambda}[i]$.

Each cycle $\mathbf{d}$ from $D$ is contained in some cycle $\mathbf{d}'$ from $s_0$ to itself, i.e., $\mathbf{d} = \mathbf{in} \cdot \mathbf{d} \cdot \mathbf{out}$. We can pick such $\mathbf{d}$ that occurs infinitely often and hence can be decomposed into cycles $\mathbf{e}_1, \ldots, \mathbf{e}_l$ from $D$, which by the definition of $\mathbf{B}$, satisfy $\text{Gain}(\mathbf{e}_p)[j] = 0$ for each $j \in \mathbf{B}$. Therefore, paths $\mathbf{in}, \mathbf{out}$, for $\mathbf{c}_i$ satisfy condition (BU).

Finally, we need to show that if there is a witness, then there is a witness of polynomial size. Cycles $\mathbf{e}_i$ (for $i \in \mathbf{B}$) as well as paths $\mathbf{in}, \mathbf{out}$, (for all $i$) can be picked to have polynomial length and for $i \in \mathbf{U}$ cycles $\mathbf{c}_i$ can be picked to have polynomial length representation. Now, for the recurrent configuration $(s_0, \vec{x})$, observe that the components of $\vec{x}$ are relevant only for bounded counters, whose average is bounded by $\alpha$, which has the binary representation of polynomial length in $|\mathbf{A}|$. Therefore, we need to find any reachable $(s_0, \vec{x})$ such that for all bounded $i$ we have $\vec{x}[i]$ is less than $-\alpha + \bar{\lambda}[i]$. Furthermore, reachable configurations in VASS($\mathbb{Z}$) are semilinear sets [4] defined by equations of polynomial size in $|\mathbf{A}|$ and hence if there is any configuration $(s_0, \vec{x})$ then there is also one with the binary representation of polynomial length in $|\mathbf{A}| + |\bar{\lambda}|$. In consequence, we have:

Lemma 6. For all VASS($\mathbb{Z}, k$) $A$ and $\bar{\lambda} \in \mathbb{Q}^k$ the following holds: if there is a computation $\pi$ such that $\text{LimAvg}_S(\pi) \leq \bar{\lambda}$, then there exists a witness for $\text{LimAvg}_S \leq \bar{\lambda}$, which has a polynomial size in $|\mathbf{A}| + |\bar{\lambda}|$.

Finally, a polynomial-size witness for $\text{LimAvg}_S(\pi) \leq \bar{\lambda}$ can be non-deterministically picked and verified in polynomial time. More precisely, in the definition of a witness for $\text{LimAvg}_S \leq \bar{\lambda}$ condition (a) can be checked in NP as reachability for VASS($\mathbb{Z}$) is NP-complete [4], and conditions (b) and (c) can be check in polynomial time. In consequence, we have:
Lemma 7. The multi-dimensional average problem for VASS(Z) is in NP.

For hardness of the multi-dimensional average problem, consider configuration-reachability for VASS(Z), which is NP-complete. Configuration-reachability is mutually reducible to coverability for VASS(Z) [21], which in turn is equivalent to dual coverability, i.e., the problem, given a VASS(Z) and two configurations \((s, \vec{0})\) and \((t, \vec{x})\), decide whether there is a (finite) subcomputation from \((s, \vec{0})\) to some \((t, \vec{y})\), where \(\vec{y} \leq \vec{x}\). The dual coverability straightforwardly reduces to the multi-dimensional average problem as follows. We construct \(\mathcal{A}'\) from \(\mathcal{A}\) by adding a fresh state \(t^*\) and two transitions labeled with \(\vec{0}\): from \(t\) to \(t^*\) and a self-loop over \(t^*\). Observe that there is a subcomputation from \((s, \vec{0})\) to \((t, \vec{y})\) where \(\vec{y} \leq \vec{x}\) in \(\mathcal{A}\) if and only if there is a computation from \((s, \vec{0})\) that eventually reaches \(t^*\) and the multi-dimensional limit-averages are bounded by \(\vec{x}\). To enforce that a computation eventually reaches \(t^*\), we use an additional counter that is 0 in the configurations of \(\mathcal{A}\) and it changes to \(-1\) upon moving to \(t^*\). Requirement that the limit average of this counter is less or equal to \(-1\) forces the computation to move to \(t^*\). In consequence, the dual coverability for VASS(Z) reduces to the multi-dimensional average problem for VASS(Z) and hence the latter problem is NP-complete.

Theorem 8. The multi-dimensional average problem for VASS(Z) is NP-complete.

4.2 The expected average problem

Observe that the expected average problem for probabilistic VASS(Z) is modular and each dimension can be considered separately. This follows from the fact that each path in a VASS(Z) corresponds to a computation, which is not the case for VASS(N). Furthermore, in this problem we compute the expected value over all computations and hence it can be considered for each dimension separately. Therefore, we consider VASS that are single-dimensional. We first discuss the strongly-connected case and then generalize our results to all VASS(Z).

4.2.1 The strongly-connected case

Let \(\mathcal{A}\) be a single-dimensional probabilistic VASS(Z, 1), which is strongly connected as a labeled graph. We additionally assume that it has a single initial configuration \((q_0, 0)\). The case of any initial distribution follows easily. First, we define the expected gain of \(\mathcal{A}\), which corresponds to the expected trend of the counter.

The expected gain. The graph of \(\mathcal{A}\) can be considered as a Markov chain and using standard methods we compute for each state \(q\) its long-run frequency \(x_q\) [2, 19]. More precisely, the frequency of \(q\) in a subcomputation \(\xi[1, n]\) is the number of configurations with the state \(q\) in \(\xi[1, n]\) divided by \(n\). The Ergodic Theorem for Markov chains implies that with probability 1 over a random computation \(\xi\), for every state \(q\), the frequency of \(q\) in \(\xi[1, n]\) converges to \(x_q\) as \(n\) tends to infinity. Based on frequencies \(x_q\) we define the expected gain \(\mathbb{E}(\text{Gain})\) as the expected counter update provided that the initial state \(q\) is picked at random according to the frequencies \(x_q\) and the outgoing transition is picked at random according to the distribution at \(q\), that is:

\[
\mathbb{E}(\text{Gain}) = \sum_{(q, q', y) \in \delta} x_q \cdot P(q, q', y) \cdot y
\]
The classification based on $E(Gain)$. We show that if $E(Gain)$ is positive (resp., negative), then the limit-average is infinite (resp. minus infinity). However, if the expected gain is zero there are two cases based on boundedness of configurations. Either the gain of every cycle is actually zero, or cycles with a positive gain balance cycles with a negative gain so that the expected gain is zero. We discuss these cases below.

We say that a VASS($Z, 1$) is totally bounded if the gain of each cycle is zero. This property does not depend on the probability distribution over transitions and we extend it straightforwardly to probabilistic VASS($Z, 1$). Note that if a VASS($Z, 1$) is strongly connected and totally bounded, then in each reachable configuration, the state uniquely determines the counter’s value. Otherwise, there exists a cycle with a non-zero gain. This observation allows us to reduce the expected limit-average problem for such VASS to computing the expected long-run reward for Markov chains [2, Chapter 10.5].

Consider a VASS($Z, 1$) with $E(Gain)$ being zero and at least one cycle with a non-zero gain. Observe that $E(Gain)$ being 0 implies that there is at least on cycle with a positive gain and a cycle with a negative gain. Let us consider the simplest probabilistic VASS, which has a single state $q_0$ and two self loops labeled with 1 and $-1$, both with probability 0.5. The distribution of the counter’s gain in $n$ transitions, denoted $S_n$, is related to the binomial distribution $B(n, 0.5)$ in the following way: $S_n \sim 2 \cdot B(n, 0.5) - n$. It follows that with probability 1 over a random computation $\xi$, the counter in $\xi$ is neither lower nor upper bounded. Furthermore, we show that with probability 1, a random computation $\xi$ has two subsequences such that the averages on one sequence tend to $\infty$, and on the other tend to $-\infty$. To state this formally we define:

$$\text{LIMAVGInf}\_S(\pi) = \liminf_{k \to \infty} \text{AVG}\_S(\rho[1, k])$$

$$\text{LIMAVGSup}\_S(\pi) = \limsup_{k \to \infty} \text{AVG}\_S(\rho[1, k])$$

Now, we present the lemma summarizing the above discussion.

**Lemma 9.** Let $A$ be a strongly-connected probabilistic VASS($Z, 1$). One of the following conditions holds:

1. $E(Gain) > 0$, and $\text{LIMAVGInf}\_S(\xi) = \text{LIMAVGSup}\_S(\xi) = \infty$ with probability 1 (over $\xi$),
2. $E(Gain) < 0$, and $\text{LIMAVGInf}\_S(\xi) = \text{LIMAVGSup}\_S(\xi) = -\infty$ with probability 1,
3. $A$ is totally bounded, and for some $x \in \mathbb{Q}$, with probability 1 over $\xi$ we have $\text{LIMAVGInf}\_S(\xi) = \text{LIMAVGSup}\_S(\xi) = x$, and
4. $E(Gain) = 0$, $A$ is not totally bounded, and with probability 1 over $\xi$ we have $\text{LIMAVGInf}\_S(\xi) = -\infty$ and $\text{LIMAVGSup}\_S(\xi) = \infty$.

**Proof’s sketch.** To show conditions (1) and (2) observe that the Ergodic Theorem for Markov chains implies that with probability 1 (over $\xi$) the value of the counter in configuration $\xi[n]$ divided by $n$ converges to $E(Gain)$ as $n$ tends to infinity and hence the average counter value converges to $\infty$ if $E(Gain) > 0$ and it converges to $-\infty$ if $E(Gain) < 0$.

Condition (3) follows from the above discussion and the fact that in a strongly-connected Markov chain there is a value $x$ such that the long-run reward is almost surely $x$.

We present the full proof of conditions (1), (2) and (3) in the appendix. Now, we focus on condition (4). We only show that $\text{LIMAVGInf}\_S(\xi) = -\infty$ holds with probability 1 over $\xi$, as the proof of $\text{LIMAVGSup}\_S(\xi) = \infty$ is symmetric. Observe that in a strongly-connected VASS($Z$), the event $\text{LIMAVGInf}\_S(\xi) = -\infty$ is a tail event. Therefore, due to Kolmogorov’s 0-1 law [17] it has either probability 0 or 1. In consequence, it suffices to show that it has a positive probability.

First, we show that with a positive probability $\text{LIMAVGInf}\_S(\xi)$ is upper bounded.
Lemma 10. Consider a probabilistic VASS(\(\mathbb{Z}\)) \(\mathcal{A}\) as in (4) of Lemma 9. There exist \(c \in \mathbb{Q}\) and \(\delta > 0\) such that \(\text{LimAvgInf}_S(\xi) < c\) holds with probability greater than \(\delta\).

Proof’s ideas. We observe that \(\text{LimAvgInf}_S(\xi) = \infty\) implies that the values of the counter converge to infinity, which implies \(\mathbb{E}(\text{Gain}) > 0\). The full proof is relegated to the appendix. ◀

For \(c \in \mathbb{Q}\), we define \(X_c\) as the set of computations \(\pi\) such that \(\text{LimAvgInf}_S(\pi) < c\). Lemma 10 states that there are \(c \in \mathbb{Q}\) and \(\delta > 0\) such that \(\mathbb{P}(X_c) = \delta\). We show that for every \(d \in \mathbb{Q}\), \(\text{LimAvgInf}_S(\xi) < d\) holds with probability at least \(\delta\).

Lemma 11. Consider a probabilistic VASS(\(\mathbb{Z}\)) \(\mathcal{A}\) as in (4) of Lemma 9. Assume that \(\mathbb{P}(X_c) = \delta > 0\). Then, for every \(d\) we have \(\mathbb{P}(\text{LimAvgInf}_S(\xi) < d) \geq \delta\).

Proof’s ideas. The main idea is to prepend to computations from \(X_c\) a subcomputation that decreases the initial counter’s value to \(a\). Then, the limit infimum of averages is \(c + a\). Furthermore, we show that the set of such finite paths has probability 1.

More precisely, consider a subcomputation \(\rho\) from \((q_0, 0)\) to \((q_0, a)\) and \(\pi \in X_c\). We define the join of \(\rho\) and \(\pi\), denoted by \(\rho \bowtie \pi\), as the computation consisting of first \(\rho\) and then \(\pi[1, \infty]\) (\(\pi\) with the first configuration removed) with \(a\) added to the counter of all following configurations of \(\pi\). Observe that the join of \(\rho\) and \(\pi\) is indeed a computation. Moreover, the influence of the average of \(\rho\) on the whole computation diminishes and hence \(\text{LimAvgInf}_S(\rho \bowtie \pi) = \text{LimAvgInf}_S(\pi) + a < c + a\).

Let \(Y\) be the set of (finite) subcomputations that start in \((q_0, 0)\) and terminate once they reach some configuration \((q_0, b)\) where \(b < d - c\). Since \(\mathcal{A}\) is strongly connected and not totally bounded, almost surely a random computation \(\xi\) reaches a configuration \((q_0, b)\) where \(b < d - c\). It follows that the set of all computations extending some subcomputation from \(Y\) has probability 1. Therefore, the set of all joins of subcomputations from \(Y\) with computations from \(X_c\) has probability at least \(\delta\) and all such computations \(\rho \bowtie \pi\) satisfy \(\text{LimAvgInf}_S(\rho \bowtie \pi) < d\), and hence Lemma 11 follows. ◀

Lemma 11 implies that the set of computations \(\xi\) such that \(\text{LimAvgInf}_S(\xi) = -\infty\) has a positive probability. Since \(\text{LimAvgInf}_S(\xi) = -\infty\) is a tail event in a strongly-connected VASS(\(\mathbb{Z}\)), Kolmogorov’s 0-1 law [17] implies that its probability is 1, which concludes the proof of Lemma 9. ◀

Lemma 9 implies the following:

Lemma 12. The expected average problem for strongly-connected probabilistic VASS(\(\mathbb{Z}, 1\)) can be solved in polynomial time.

Proof’s ideas. Consider a strongly-connected probabilistic VASS(\(\mathbb{Z}, 1\)) \(\mathcal{A}\). We can compute frequencies \(x_q\) of states of \(\mathcal{A}\) in polynomial time using standard methods [2, Chapter 10.5]. Having frequencies \(x_q\), we can compute the expected gain \(\mathbb{E}(\text{Gain})\) of \(\mathcal{A}\) in polynomial time from the definition.

Assume that \(\mathbb{E}(\text{Gain}) = 0\). We can check whether \(\mathcal{A}\) is not totally bounded by checking whether it has a cycle with a non-zero gain, which can be done in polynomial time. Finally, if it is totally bounded, then each state of \(\mathcal{A}\) uniquely determines the value of each counter, and we can eliminate the counters and label states with counter values. Therefore, the problem of computing the long-run average of almost all computations, denoted by \(x\), reduces to computing the expected long-run reward a Markov chain with rewards, which can be done in polynomial time [2, Chapter 10.5]. In consequence, we can check all the conditions of Lemma 9 in polynomial time and hence the result follows. ◀
4.2.2 The general case

Let $A$ be a probabilistic VASS($\mathbb{Z}, 1$). We show how to compute its expected limit-average in polynomial time. We identify all bottom SCCs (BSSCs) of $A$ (where an SCC $B$ is bottom if all states reachable from $B$ belong to $B$). If there is a BSCC that does not contain a state from $S$, then the expected limit-average is undefined. Assume that every BSSC contains a state from $S$ and consider the following cases:

- If there are two BSCCs: (a) one with a positive expected gain, and (b) the other with a negative expected gain, then the expected limit average is undefined. The expected value is undefined for random variables that attain $+\infty$ and $-\infty$ with a positive probability [17].
- If there is a BSCC with a positive gain and every BSCC has (a) a positive gain, or (b) it has the zero gain and it is totally bounded, then the expected limit-average is $\infty$.
- If there is a BSCC with (a) a negative gain, or (b) the zero gain and not totally bounded, and every BSCC has a non-positive gain, then the expected limit-average is $-\infty$.
- If all BSCCs have the zero gain and are totally bounded, the expected limit-average is finite and we discuss below how to compute it.

First, we compute all BSCCs $B_1, \ldots, B_m$ of $A$. We pick in each of these components an initial state $q_i^0$. For each BSCC $B_i$ with its initial configuration $(q_i^0, 0)$, we compute $x_i$, which is the expected limit-average in $B_i$. As we observed before, if we join a subcomputation from $(q_0, 0)$ to $(q_i^0, y_i)$ and some computation from $(q_0, 0)$ with the limit-average $x_i$, then the limit-average of the resulting computation is $x_i + y_i$. Therefore, for each state $q_0^0$ we compute the probability of reaching that state from the initial distribution, denoted $p_i$, and the expected counter’s value $y_i$ upon reaching $q_0^0$, i.e., the conditional expected counter’s value under the condition that the state $q_0^0$ is reached. Probabilities $p_i$ can be computed using standard methods for Markov chains [2, Chapter 10.1]. The values $y_i$ can be computed as well using standard methods for Markov chains with rewards [2, Chapter 10.5]. Observe that the expected limit-average of $A$ is given by the following formula:

$$E_A(\text{LimAvg}_S) = \sum_{i=1}^{m} p_i \cdot (y_i + x_i)$$

Finally, as we discussed above, we can compute the expected value for each counter separately. In consequence we have the following:

**Theorem 13.** The expected average problem for probabilistic VASS($\mathbb{Z}$) can be solved in polynomial time.

5 Results on natural-valued VASS

5.1 The average problem in a single dimension

We first study the average problem for single-dimensional VASS($\mathbb{N}, 1$). For the lower bound observe that the reachability problem for VASS($\mathbb{N}, 1$), which is NP-complete [22], reduces to the average problem for VASS($\mathbb{N}, 1$). The reduction is straightforward and hence we omit it. To show the NP upper bound, we show the following:

**Lemma 14.** For all VASS($\mathbb{N}, 1$) $A$ the following holds: there exists a computation $\pi$ with $\text{LimAvg}_S(\pi) \leq \lambda$ if and only if there exist subcomputations $\rho_0, \rho_c$ such that:

- $\rho_0$ is from $(q_0, 0)$ to $(s, x)$, where $x \leq \lambda$, and
- $\rho_c$ is a cycle from $(s, x)$ to itself satisfying the following conditions:
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(a) \( \text{AVGS}(\rho_c) \leq \lambda \),

(b) the number of configurations with selecting states in \( \rho_c \), i.e., configurations from \( S \times \mathbb{N} \), is \( O(|S| \cdot |\lambda|^2) \), and

(c) the value of the counter in each configuration of \( \rho_c \) from \( S \times \mathbb{N} \) is \( O(|S| \cdot |\lambda|^2) \).

We present the proof’s sketch, while the full proof is relegated to the appendix.

Proof’s sketch. Observe that having \( \rho_0, \rho_c \) as above, the computation \( \pi = \rho_0(\rho_c) \) is a valid computation and it satisfies \( \text{LimAvg}_{S}(\pi) \leq \lambda \). Conversely, we observe that there has to be a cycle \( \rho \) in \( \pi \) with the average \( \text{Avg}_{S}(\rho) \leq \lambda \). Furthermore, we pick a cycle of minimal length and observe that it satisfies all the conditions of the lemma, i.e., if some condition is violated, then the cycle can be shortened. ◀

We can check in \( \mathsf{NP} \) whether there exist \( \rho_0, \rho_c \) satisfying the conditions from Lemma 14.

Key ideas. We non-deterministically pick all selecting configurations \((s_1, x_1), \ldots, (s_m, x_m)\) from \( \rho_c \). Then, we check reachability from \((q_0, 0)\) to \((s_1, x_1)\), and for each \( i < m \) reachability over non-selecting configurations from \((s_i, x_i)\) to \((s_{i+1}, x_{i+1})\), and from \((s_m, x_m)\) to \((s_1, x_1)\). All these reachability checks can be done in \( \mathsf{NP} \). Finally, we check \( \frac{1}{m} \sum_{i=1}^{m} x_i \leq \lambda \). All these checks can be done is \( \mathsf{NP} \). The number of configurations \( m \) as well as the size of each configuration is polynomially bounded due to Lemma 14. In consequence, we have:

\[ \text{Theorem 15. The average problem for VASS}(\mathbb{N}, 1) \text{ is } \mathsf{NP}\text{-complete.} \]

5.2 The multi-dimension average problem

We show that the (decision variant of the) multi-dimensional average problem for VASS(\( \mathbb{N} \)) is undecidable. A related problem, called the average-value problem, has been studied in [9]. In that problem, the values of all counters in each configuration \((q, \vec{x})\) are aggregated into a single number, called the cost, by computing dot-product of \( \vec{x} \) and a cost vector \( \vec{c}_q \in \mathbb{N}^k \). A cost vector \( \vec{c}_q \) depends on the state \( q \) in the configuration. The average-value problem asks whether there exists a computation such that the limit average of costs is less or equal to a threshold \( \lambda \). The problem for VASS(\( \mathbb{N} \)) with threshold \( 0 \) is undecidable [9, Theorem 24]. Threshold \( 0 \) in VASS(\( \mathbb{N} \)) means that whenever a cost vector is non-zero at component \( i \) (i.e., \( \vec{c}_q[i] \neq 0 \)), then counter’s \( i \) value should be \( 0 \). This constraint is expressed in the multi-dimensional average problem and hence we have:

\[ \text{Theorem 16. The decision variant of the multi-dimensional average problem for VASS}(\mathbb{N}) \text{ is undecidable.} \]

5.3 The expected multi-dimensional average problem

We first study probabilistic VASS(\( \mathbb{N} \)) under the strict semantics and give the precise complexity. Next, we consider the relaxed semantics, where we have the exact complexity in the strongly-connected case and a hardness result in the general case.

5.3.1 Probabilistic natural-valued VASS under the strict semantics

Consider a probabilistic VASS(\( \mathbb{N} \)) \( \mathcal{A} \) under the strict semantics. To check whether every path of \( \mathcal{A} \) corresponds to a valid computation, we examine each counter \( i \) separately and check whether it can reach a negative value from some initial configuration. This can be done in polynomial time with the standard reachability analysis. If a negative value for some
counter is reachable, then the expected limit-average is undefined under the strict semantics. Otherwise, every path in $A$ corresponds to a valid computation and we can consider $A$ as a VASS($Z$) as the non-negativity restriction is vacuous for $A$. Therefore, we apply Theorem 13 and compute the expected value for $A$. In consequence, we have:

▶ **Theorem 17.** The expected average problem for probabilistic VASS($N$) under the strict semantics can be solved in polynomial time.

### 5.3.2 Probabilistic natural-valued VASS under the relaxed semantics

**The finite strongly-connected case.** Consider a probabilistic VASS($N$) $A$, which is strongly connected. We show that if the expected limit-average is finite, then the strict and the relaxed semantics coincide. We first assume that $A$ is single-dimensional. Using the classification from Lemma 9 applied to $A$ considered as a VASS($Z$, 1), we observe that:

- If $E(Gain) < 0$ or $E(Gain) = 0$ and $A$ is not totally bounded, then a random computation $\xi$ (under the VASS($Z$) semantics) satisfies $\text{LimAvgInf}_S(\xi) = -\infty$, and hence it is not a valid computation of the VASS($N$). Therefore, the expected limit-average under the relaxed semantics is undefined for $A$.
- If $E(Gain) > 0$, then $\text{LimAvgInf}_S(\xi) = \infty$. Therefore, if the set of random computations $\xi$ (under the VASS($Z$) semantics) that are also valid computations under the VASS($N$) semantics has a positive probability, then the expected limit-average under the relaxed semantics is defined and infinite. Otherwise, it is undefined.
- If $E(Gain) = 0$ and $A$ is totally bounded, then (as we observe in Section 4.2) in each configuration, the state uniquely determines the counters value. Therefore, we can check whether counter values in all states are non-negative. If this is the case, then all paths correspond to valid computations, the expected limit-average is defined and finite, and we can compute it with Theorem 17. Otherwise, observe that in a strongly-connected $A$ every state is visited with probability 1 and hence the expected value is undefined.

Therefore, for the expected limit-average under the relaxed semantics to be defined and finite, the expected gain w.r.t. every counter has to be 0 and it has to be totally bounded. Furthermore, we check for each counter independently whether every path corresponds to a valid computation in VASS($N$). Since we consider all paths, we can make these checks independently for all counters. In consequence we have the following:

▶ **Theorem 18.** Deciding whether the expected limit-average is defined and finite over strongly-connected probabilistic VASS($N$) under the relaxed semantics can be solved in polynomial time. Furthermore, it if is it can be computed in polynomial time.

**The general case.** We present only a hardness result. The coverability problem for VASS($N$), which is ExpSpace-complete [30], reduces to (the decision version of) the expected limit-average problem for VASS($N$). The reduction is rather straightforward with minor technical difficulties (we need to ensure that the expected value of each counter is finite). In consequence, we have:

▶ **Theorem 19.** The problem, given a probabilistic VASS($N$, $k$) $A$ under the relaxed semantics, $S \subseteq Q$ and $\vec{x} \in Q^k$, decide whether $E_A(\text{LimAvg}_{S}) < \vec{x}$ is ExpSpace-hard.

The proof has been relegated to the appendix.

▶ **Remark 20.** The decidability of the problem from Theorem 19 is open.
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Appendix

Lemma 5. Let $A$ be a VASS($\mathbb{Z}$). If it has a witness for $\text{LimAvg}_S \leq \bar{\lambda}$, then there exists a computation $\pi$ such that $\text{LimAvg}_S(\pi) \leq \bar{\lambda}$.

Proof. Let $(q_0, \vec{0})$ be the initial configuration and $(s_0, \vec{x})$ be the recurrent configuration of the witness. We assume that $B$ is non-empty. Otherwise, the construction presented in the all-bounded case essentially works. The only difference is that we use paths $\text{in}_i, \text{out}_i$ to switch between cycles.

We define the path $p$ of the form

$$p = s_0s_1^1s_2^1\ldots s_i^1s_1^2\ldots s_i^2\ldots$$

such that for every prefix $s_0s_1^1\ldots s_i^j$ of $p$, the precomputation $\rho_i^j$ corresponding to that prefix satisfies:

(a) $\text{Avg}_{S_0}(\rho_i^j) \leq \bar{\lambda}[i] + \frac{1}{j}$, and

(b) $\rho_i^j$ terminates in $(s_0, \vec{y})$, where for every $i \in B$ we have $\vec{y}[i] = \vec{x}[i]$.
Having such a path \( p \), consider the computation \( \pi \) that corresponds to \( p \). Observe that for every counter \( i \), condition (a) implies that for every \( \epsilon > 0 \) there are infinitely many positions \( k \) such that the average \( \text{AVG}_{S[\pi]}(\pi[1, k]) \) is less than \( \bar{\lambda}[i] + \epsilon \) and hence \( \text{LIMAVG}_{S[\pi]}(\pi) \leq \bar{\lambda}[i] \). It follows that \( \text{LIMAVG}_{S}^\pi(\pi) \leq \bar{\lambda} \).

Now, we discuss how to construct such \( p \). First, \( s_0 \) is a path that corresponds to a computation from \( (q_0, 0) \) to \( (s_0, x) \). Second, suppose that a prefix \( p_1 \) of \( p \) has been defined as above, and we need to construct \( s_i' \). Observe that the already constructed subcomputation ends in \( (s_0, \vec{y}) \) such that for every \( k \in B \) we have \( \vec{y}[i] = \vec{x}[i] \).

There exist paths \( \text{in}, \text{out} \), and a cycle \( c_i \) satisfying (BU), and (U1) (if \( i \in U \)) or (B1) (if \( i \in B \)). Consider \( s_i' \) of the form \( \text{in}, c_i^\kappa \text{out} \), from some \( N > 0 \) fixed later. First, due to condition (BU), for every \( k \in B \) we have \( \text{Gain}(\text{in}, \text{out}_i) = 0 \) and \( \text{Gain}(c_i) = 0 \), and hence \( \text{Gain}(s_i') = 0 \). It follows that (b) holds.

Now, to see that (a) holds for \( N \) big enough we consider two cases. If counter \( i \) is bounded, then (B1) implies that for \( \rho_N \) being the computation corresponding to \( p_1 \text{in}, c_i^\kappa \text{out} \), the average of the part corresponding to \( c_i^\kappa \) is \( x \), which is less or equal to \( \bar{\lambda}[i] \). Therefore, \( \text{AVG}_{S[\pi]}(\rho_N) \) tends to \( x \) as \( N \to \infty \) and hence there is \( N \) such that \( \text{AVG}_{S[\pi]}(\rho_N) \leq \bar{\lambda}[i] + \frac{1}{4} \).

If counter \( i \) is unbounded, then \( \text{Gain}(c_i)[i] < 0 \) and \( c_i \) contains a selecting state. It follows that the values of counter \( i \) tend to \( -\infty \), and hence \( \text{AVG}_{S[\pi]}(\rho_N) \) tends to \( -\infty \) as \( N \to \infty \). Therefore, there exists \( N \) such that \( \text{AVG}_{S[\pi]}(\rho_N) \leq \bar{\lambda}[i] + \frac{1}{4} \).

\[ \textbf{Lemma 6.} \text{ For all VASS} (\mathbb{Z}, k) \mathcal{A} \text{ and } \vec{\lambda} \in \mathbb{Q}^k \text{ the following holds: if there is a computation } \pi \text{ such that } \text{LIMAVG}_{S}^\pi(\pi) \leq \bar{\lambda} \text{, then there exists a witness for } \text{LIMAVG}_{S} \leq \bar{\lambda} \text{, which has a polynomial size in } |\mathcal{A}| + |\vec{\lambda}|. \]

\textbf{Proof.} Consider a computation \( \pi \) such that \( \text{LIMAVG}_{S}^\pi(\pi) \leq \bar{\lambda} \) and let \( p \) be the infinite path corresponding to \( \pi \). We decompose \( p \) into simple cycles greedily always picking the first occurring simple cycle. Now, consider all simple cycles that occur infinitely often as well as all rotations of these cycles \( D = \{d_1, \ldots, d_m\} \). Based on these cycles, we define \( B \) as the set of counters \( j \) such that for all cycles \( d \in D \) we have \( \text{Gain}(d)[j] = 0 \), and \( U = \{1, \ldots, k\} \setminus B \).

Let \( s_0 \) be a state that occurs infinitely often in \( p \). Note that eventually, past some position \( K \), all transitions belong to cycles from \( D \). Therefore, we pick the first configuration \( (s_0, x) \) past position \( K \) and observe that for all successive configurations \( (s_0, \vec{y}) \), for every counter \( i \in B \), the gain between these configurations is \( 0 \) and hence \( \vec{x}[i] = \vec{y}[i] \). The length of description of \( (s_0, x) \) is unbounded, but we show at the end of the proof that it can be chosen to be polynomial in \( |\mathcal{A}| + |\vec{\lambda}| \). First, we show that there is any witness.

Consider a counter \( j \) such that all cycles \( d \in D \) satisfy \( \text{Gain}(d)[j] \geq 0 \). We observe that for all cycles \( d \in D \) we have \( \text{Gain}(d)[j] = 0 \) and hence \( j \in B \). Indeed, if there is a cycle \( d \in D \) that satisfies \( \text{Gain}(d)[j] > 0 \), then values of counter \( j \) in \( \pi \) tend to \( \infty \) and hence \( \text{LIMAVG}_{S[\pi]}(\pi) = \infty > \bar{\lambda}[j] \). It follows that for every \( i \in U \), there is a cycle \( c_i \) such that \( \text{Gain}(c_i)[i] < 0 \).

\textbf{The unbounded-counter case.} Consider \( i \in U \). Let \( \bar{c}_i \in D \) be such that \( \text{Gain}(\bar{c}_i)[i] < 0 \) and let \( q \) be the first state of \( \bar{c}_i \). Observe that there exist cycles \( f_1, f_2 \in D \) such that \( f_1 \) is from \( s_0 \) to itself and contains \( q \), and \( f_2 \) is from \( q \) to itself and contains some selecting state from \( S_i \). Indeed, \( q \) and \( s_0 \) occur infinite often in \( p \). Consider disjoint cycles \( e_1, e_2, \ldots \) each from \( s_0 \) to itself that contains \( q \). For each \( e_i \) we remove from it iteratively simple cycles from \( D \) such that the resulting \( e_i' \) does not contain any simple cycle from \( D \). Observe that only finitely many \( e_i' \) are non-empty as otherwise there would be another simple cycle that occurs infinitely often and does not belong to \( D \). Now, let \( e_1 \) be a cycle that can be decomposed
into simple cycles from \( D \). Let us remove iteratively simple cycles to leave the ends \( s_0 \) of \( c_i \) and a single occurrence of \( q \). The resulting cycle consists of one or two simple cycles from \( D \). The proof for \( f_2 \) is similar.

Now, for \( N = |GAIN(f_2)[i]| + 1 \) we define \( c_i = f_2c_i^N \). Then, \( GAIN(c_i^N)[i] < 0 \) and \( c_i \) contains a selecting state from \( S[i] \). Therefore, condition (U1) holds.

The cycle \( f_1 \) can be decomposed into paths \( in, out \), respectively from \( s_0 \) to \( q \), and from \( q \) to \( s_0 \). Furthermore, since \( f_2, c_i, in, out \) can be decomposed into cycles from \( D \), then by definition of \( B \), for all \( j \in B \) we have \( GAIN(f_2)[j] = GAIN(c_i)[j] = GAIN(in, out)[j] = 0 \) and hence \( GAIN(f_2c_i^N)[j] = 0 \). Therefore, condition (BU) holds. Note that \( in, out \) have the lengths bounded by \( 2 \cdot |A| \) and \( c_i \) can be represented by the pair of cycles: \((c_i, f_2)\) of the length at most \( 2 \cdot |A| \). Thus, all have polynomial-size representation.

**The bounded-counter case.** Let \( i \in B \). Since every cycle \( d \in D \) satisfies \( GAIN(d)[i] = 0 \), from some position \( K \) onwards the gain of each cycle is \( 0 \) and hence the value of counter \( i \) on any two positions past \( K \) with the same state are the same. Therefore, we associate with each state the value of counter \( i \) and eliminate values of counters. Furthermore, we associate with each cycle \( d \in D \) its average value over \( S[i] \), which is uniquely defined. Finally, if for all cycles \( d \in D \) the average exceeds \( \bar{\lambda}[i] \), then \( LimAvg_{S[i]}(\pi) > \bar{\lambda}[i] \). Therefore, there exists a cycle \( c_i \in D \) with the average value less or equal to \( \bar{\lambda}[i] \).

Since \( s_0 \) occurs infinitely often, in particular it occurs past position \( K \). Therefore, we show as in the unbounded-counter case that there exist \( in, out \), such that \( in \) leads from \( s_0 \) to some state \( q \) of \( c_i \) and \( out \), from \( q \) to \( s_0 \) such that \( c_i, in, out \), satisfy (BU). Finally, observe that \( c_i, in, out \), satisfy (U1). Note that \( c_i, in, out \), can be picked to have the lengths at most \( 2 \cdot |A| \).

**A witness with polynomial recurrent configuration.** We have shown that there exists a witness for \( LimAvg_{S} \leq \bar{\lambda} \) with \((s_0, \bar{x})\). We show that there exists \( \bar{z} \) such that (a) the witness for \( LimAvg_{S} \leq \bar{\lambda} \) replaced by \((s_0, \bar{z})\) remains a witness for \( LimAvg_{S} \leq \bar{\lambda} \), and (b) \( \bar{z} \) has the binary representation of polynomial length in \(|A| + |\bar{\lambda}|\).

For (a) we need to show that (i) (B1) is satisfied with \((s_0, \bar{z})\), and (ii) \((s_0, \bar{z})\) is reachable from \((q_0, \bar{0})\). Recall that (B1) states that for every \( i \in B \), the subcomputation \( \rho \) corresponding to the cycle \( c_i \) starting from the configuration reached from \((s_0, \bar{z})\) over the path \( in \) satisfies \( Avg_{S[i]}(\rho) \leq \bar{\lambda}[i] \). Note that the lengths of \( in, c_i \) are bounded by \( 2 \cdot |A| \) (because \( i \in B \)) and hence there exists \( \alpha_i \) with the binary representation of polynomial-length in \(|A| \) such that \( Avg_{S[i]}(\rho) = \alpha_i + \bar{z}[i] \). Therefore, any \( \bar{z} \) such that \( \bar{z}[i] < -\alpha_i + \bar{\lambda}[i] \) for all \( i \in B \) satisfies (i).

For (ii) observe that reachable configurations in VASS(\(Z\)) are semilinear sets \([4]\) represented by polynomial-size equations (where coefficients are given in binary). Therefore, we can find a vector \( \bar{z} \) satisfying (i) and (ii) whose binary representation has polynomial length in \(|A| + |\bar{\lambda}|\).

> **Lemma 9.** Let \( A \) be a strongly-connected probabilistic VASS(\(Z, 1\)). One of the following conditions holds:

1. \( E(Gain) > 0 \), and \( LimAvgInf_S(\xi) = LimAvgSup_S(\xi) = \infty \) with probability 1 (over \( \xi \)),
2. \( E(Gain) < 0 \), and \( LimAvgInf_S(\xi) = LimAvgSup_S(\xi) = -\infty \) with probability 1,
3. \( A \) is totally bounded, and for some \( x \in \mathbb{Q} \), with probability 1 over \( \xi \) we have \( LimAvgInf_S(\xi) = LimAvgSup_S(\xi) = x \), and
4. \( E(Gain) = 0 \), \( A \) is not totally bounded, and with probability 1 over \( \xi \) we have \( LimAvgInf_S(\xi) = -\infty \) and \( LimAvgSup_S(\xi) = \infty \).
Proof. We prove only (1),(2),(3), as (4) is presented with details in the paper.

We show conditions (1) and (2). Assume that $\mathbb{E}(\text{Gain}) \neq 0$. The Ergodic Theorem for Markov chains implies that with probability 1 (over $\xi$) for every state $q$, the frequency of configurations with the state $q$ converges to $\mathbb{E}[x[q]]$. For every transition $(q, q', y)$, the frequency of this transition converges to $x_q \cdot P(q, q', y)$. Now, we multiply the frequency of each transition $(q, q', y)$ by its update value $y$ and get the value of the counter in $\xi[n]$ divided by $n$. On the other hand, this value converges to $\mathbb{E}(\text{Gain})$ as $n$ tends to infinity. It follows that with probability 1 over $\xi$ the counter’s value at a position $n$ equals $\mathbb{E}(\text{Gain}) \cdot n \pm o(n)$. Therefore, if $\mathbb{E}(\text{Gain}) > 0$ we have $\lim\text{AvgInf}_{\xi} = \lim\text{AvgSup}_{\xi} = \infty$. Similarly, if $\mathbb{E}(\text{Gain}) < 0$, then $\lim\text{AvgInf}_{\xi} = \lim\text{AvgSup}_{\xi} = -\infty$ with probability 1.

Now, we show condition (3). Assume that $\mathcal{A}$ is totally bounded. In every computation $\pi$, if there are two configurations with the same state $(s, x_1)$, $(s, x_2)$, then the counter’s value is the same $x_1 = x_2$. To see that, consider a sub-computation from $(s, x_1)$ to $(s, x_2)$ and let $p$ be the path that corresponds to that sub-computation. Then, $\pi = \text{Gain}(p) = x_2 - x_1$. Furthermore, since $\mathcal{A}$ is strongly connected and $(q_0, 0)$ is the initial configuration for all computations, then in all computations the state determines the value of the counter.

It follows that we can eliminate the counter and consider $\mathcal{A}$ as a Markov chain with the limit-average objective with silent moves [10]. In a Markov chain with silent moves, transitions are weighted with rational numbers and a special value $\perp$, which is skipped in the computation of partial averages. Similarly to Markov chains, in strongly-connected Markov chains with silent moves, the expected limit-average in the Markov chain is actually the limit-average of almost all paths and it is our value $x$. Moreover, the expected value can be computed in polynomial time [10].

More precisely, let $h(q)$ be the value of the counter in the state $q$. We define a Markov chain $\mathcal{M}$ corresponding to $\mathcal{A}$ as follows. We define $\mathcal{M} = \langle \{a\}, Q, \{q_0\}, \delta', P', \mu' \rangle$ such that $\delta'(q, q', a)$ holds if and only if $(q, q', x) \in \delta$ for some $x \in \mathbb{Z}$, $P'(q, q', a) = \sum_{x \in \mathbb{Z}} P(q, q', x)$, and $\mu'(q_0) = 1$. We consider the weighted Markov chain with silent moves $(\mathcal{M}, c)$ such that $c: \delta' \rightarrow \mathbb{Z} \cup \{\perp\}$ is defined as $c(q, q', a) = h(q)$, if $q \in S$ is a selecting state, and $c(q, q', a) = \perp$ (is silent) otherwise. Observe that for every computation $\pi$ and the corresponding $p$ (without counter updates), we have $\lim\text{Avg}_{\pi}$ is precisely the limit average of costs $c$ of transitions along $p$. Since for almost all paths $p$ in $(\mathcal{M}, c)$, the limit average cost of $p$ is the expected cost $x$ of $(\mathcal{M}, c)$, almost all computations in $\mathcal{A}$ have the limit-average equal to $x$.

Lemma 10. Consider a probabilistic VASS($\mathbb{Z}$) $\mathcal{A}$ as in (4) of Lemma 9. There exist $c \in \mathbb{Q}$ and $\delta > 0$ such that $\lim\text{AvgInf}_{\xi} < c$ holds with probability greater than $\delta$.

Proof. Let $\mathcal{A'} \subseteq \mathcal{A}$ results from $\mathcal{A}$ by assuming that the all states are initial, i.e., $Q_0 = Q$, and the initial distribution over states $\mu$ coincides with the long-run frequencies of states, i.e., $\mu(q) = x_q$.

Suppose that $\lim\text{AvgInf}_{\xi} = \infty$ with probability 1 w.r.t. $\mathcal{A}$. Then, it also holds with probability 1 w.r.t. $\mathcal{A'}$. Then, the average counter value at the $n$-th position converges to $\infty$ ($\lim_{n \rightarrow \infty} \text{Avg}_{\xi[1, n]} = \infty$) with probability 1 in $\mathcal{A'}$. Therefore, the expected average counter value up to position $n$, $\mathbb{E}_{\mathcal{A'}}(\text{Avg}_{\xi[1, n]})$, converges to $\infty$. However, the expected gain is 0, which implies that in $\mathcal{A'}$, at every position $n$, the expected value of the counter (in $\mathcal{A'}$) is 0. It follows that $\mathbb{E}_{\mathcal{A'}}(\text{Avg}_{\xi[1, n]})$ is 0. A contradiction.

Lemma 14. For all VASS($\mathbb{N}, 1$) $\mathcal{A}$ the following holds: there exists a computation $\pi$ with $\lim\text{Avg}_{\xi} \leq \lambda$ if and only if there exist subcomputations $\rho_0, \rho_c$ such that:

- $\rho_0$ is from $(q_0, 0)$ to $(s, x)$, where $x \leq \lambda$, and
- $\rho_c$ is a cycle from $(s, x)$ to itself satisfying the following conditions:
(a) \( \text{AVGS}(\rho_c) \leq \lambda \),
(b) the number of configurations with selecting states in \( \rho_c \), i.e., configurations from \( S \times \mathbb{N} \), is \( O(|S| \cdot |\lambda|^2) \), and
(c) the value of the counter in each configuration of \( \rho_c \) from \( S \times \mathbb{N} \) is \( O(|S| \cdot |\lambda|^2) \).

**Proof.** Observe that having \( \rho_0, \rho_c \) as above, the computation \( \pi = \rho_0(\rho_c)^\infty \) is a valid computation and it satisfies \( \text{LIMAVGS}(\pi) \leq \lambda \).

Conversely, assume that there is a computation \( \pi \) with \( \text{LIMAVGS}(\pi) \leq \lambda \). Consider \( \epsilon > 0 \) and pick a cycle subcomputation \( \rho \) from \( \pi \) of the average value at most \( \lambda + \epsilon \) of the minimal length (all shorter subcomputations have higher average). Such a cycle exists as there has to be a configuration \((s, y)\) with \( y \leq \lambda + \epsilon \) that occurs infinitely often. Otherwise, \( \text{LIMAVGS}(\pi) \geq \lambda + \epsilon \). Then, we divide \( \pi \) into cycles with ends with configuration \((s, y)\) and there has to be a cycle with the average value at most \( \lambda + \epsilon \).

We show that this minimal \( \rho \) has few selecting configurations, which are configurations with a selecting state. Let \( L \) be the number of selecting configurations in \( \rho \) with the counter’s value at most \([\lambda]\) and let \( H \) be the number of selecting configurations with the counters value at least \([\lambda] + 1\). We lower the average if we replace the value of the configurations of the first type by 0 and the second by \([\lambda] + 1\) and get

\[
\frac{([\lambda] + 1)H}{L + H} \leq \lambda + \epsilon
\]

and hence \( H \leq \frac{\lambda + \epsilon}{\lambda + \epsilon} L \) Assuming that \( \epsilon \leq 0.5 \), we can bound \( H \leq 2 \cdot ([\lambda] + 1)L \).

Now, we give a bound on \( L \). Due to minimality assumption on \( \rho \), it cannot contain subcycles with the same properties. Suppose it has a subcycle \( \tau \). Due to minimality assumption, the subcycle has the average value exceeding \( \lambda + \epsilon \). But then, \( \rho' \) obtained from \( \rho \) by removal of \( \tau \) has a smaller average and a shorter length. A contradiction. It follows that for every state \( q \) and for every value \( x \leq [\lambda] \) there is at most one configuration \((q, x)\) in \( \rho \). Therefore, \( L \leq ([\lambda] + 1)|S| \), and hence

\[
L + H \leq ([\lambda] + 1)|S| + 2 \cdot ([\lambda] + 1)^2|S| \leq 2 \cdot |S| \cdot ([\lambda] + 2)^2.
\]

As previously observed the minimal value of a configuration from \( L \) is 0 and from \( H \) is \([\lambda] + 1\). Suppose that there is a single high value \( B \) is \( \rho \) and all other values take the minimal possible value. Then, we get:

\[
\frac{B + (H - 1)[\lambda]}{L + H} \leq \lambda
\]

thus

\[
B \leq [\lambda](L + 1) \leq ([\lambda] + 1)^2|Q|
\]

and that is the bound on the maximal value of a selecting configuration.

\[\blacktriangleright\ \textbf{Theorem 19.} \text{The problem, given a probabilistic VASS}(\mathbb{N}, k) \ A \text{ under the relaxed semantics, } S \subseteq Q \text{ and } \vec{x} \in Q^k, \text{ decide whether } E_A(\text{LIMAVG}\vec{x}) < \vec{x} \text{ is EXPSPACE-hard.}\]

**Proof.** Consider a VASS(\mathbb{N}, k) \ A, an initial configuration \((s, \vec{x}_1)\), and a target configuration \((t, \vec{x}_2)\). Without loss of generality, we assume that \( \vec{x}_1 = \vec{x}_2 = \vec{0} \) and the update of each counter is \(-1, 0, 1\). We construct a probabilistic VASS(\mathbb{N}) \( A' \) based on \( A \) by adding an additional counter \( k + 1 \) and a sink state \( r \), which has only a single outgoing transition, which is a self-loop upon which counters do not change values, i.e., \((r, r, \vec{0})\). We add a transition
from $t$ to $r$ labeled with $\vec{0}$ and assign to it some positive probability. To make sure that the expected value of $A^P$ is defined and finite, we add to every state $A^P$ a transition to $r$ labeled with $\vec{1}$ with probability $\frac{1}{2}$. We assign positive probabilities to the remaining transitions. Observe that a random computation reaches the sink $r$ with probability $1$, and the probability that it happens after more than $n$ steps is bounded by $(\frac{1}{2})^n$. The value of the counter after $n$ steps is at most $n$. Therefore, the expected limit-average of counters $1, \ldots, k$ is bounded by $\sum_{j=1}^{\infty} (\frac{1}{2})^j \cdot i = 2$. Upon reaching $r$ the counter $k+1$ has value 0, if the previous state was $t$, and 1 otherwise. Therefore, the expected limit-average is strictly less than $(2 + \epsilon, \ldots, 2 + \epsilon, 1)$ (for any $\epsilon > 0$) if and only if there is a computation from $(s, 0)$ to $(t, \vec{y})$ (with any $\vec{y}$) in $A$. ◄