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ABSTRACT
Document categorization, which aims to assign a topic label to each document, plays a fundamental role in a wide variety of applications. Despite the success of existing studies in conventional supervised document classification, they are less concerned with two real problems: (1) the presence of metadata: in many domains, text is accompanied by various additional information such as authors and tags. Such metadata serve as compelling topic indicators and should be leveraged into the categorization framework; (2) label scarcity: labeled training samples are expensive to obtain in some cases, where categorization needs to be performed using only a small set of annotated data. In recognition of these two challenges, we propose MetaCat, a minimally supervised framework to categorize text with metadata. Specifically, we develop a generative process describing the relationships between words, documents, labels, and metadata. Guided by the generative model, we embed text and metadata into the same semantic space to encode heterogeneous signals. Then, based on the same generative process, we synthesize training samples to address the bottlenecks of label scarcity. We conduct a thorough evaluation on a wide range of datasets. Experimental results prove the effectiveness of MetaCat over many competitive baselines.
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1 INTRODUCTION
Our daily life is surrounded by a wealth of text data, ranging from news articles to social media and scientific publications. Document categorization (i.e., assigning a topic label to each document) serves as a critical first step towards organizing, searching and analyzing such a vast spectrum of text data. Many real applications, such as sentiment analysis [35] and location prediction [3], can also be cast as a document categorization task.

1*Equal Contribution.

Although deep neural models [12, 38] equipped with word embeddings [25] and pre-trained language models [4] have achieved superior performance on document categorization, existing studies are less concerned with two problems in real applications: (1) The presence of metadata: metadata prevalently exists in many data sources, especially social media platforms. For example, each tweet is associated with a Twitter user (i.e., its creator) and several hashtags; each Amazon/Yelp review has its product and user information. Such metadata makes each “document” a complex object beyond plain text. As a result, heterogeneous signals should be leveraged in the categorization process. (2) Label scarcity: conventional supervised text classification methods [12, 17, 29, 38] rely on a sufficient number of labeled documents as training data. However, annotating enough data for training classification models could be expensive. Moreover, manual labeling requires technical expertise in some domains (e.g., arXiv papers and GitHub repositories), which incurs additional cost. In these cases, it would be favorable to perform categorization using only a small set of training samples that an individual user can afford to provide.

Combining the statements above, we define our task as minimally supervised categorization of text with metadata. There exist previous attempts that incorporate metadata in text categorization [11, 26, 31]. For example, Kim et al. [11] customize embeddings, transformation matrices and encoder weights in the neural classifier according to metadata information. While it does improve classification accuracy, the model is designed under the fully supervised setting and requires massive training data. Along another line of work, researchers focus on text classification under weak supervision1 [23, 36]. However, they still view documents as plain text sequences and thus are not optimized under the presence of metadata.

In order to effectively leverage multi-modal signals and scarce labeled data jointly, in this paper, we propose a unified, embedding-based categorization framework called MetaCat. The design of MetaCat contains two key ideas: (1) to deal with data heterogeneity, we embed words, documents, labels and various metadata (e.g., users, tags and products) into the same latent space to characterize their relationships; (2) to tackle label scarcity, we generate synthesized training samples based on the learned text and metadata embeddings. The generated data, together with the “real” training data, are used to train a neural classifier. We propose a generative model to simultaneously facilitate these two key ideas. Based on the generative process, our model (1) learns the embedding vectors of all elements via maximum likelihood estimation on the textual and metadata statistics; (2) synthesizes training samples with both text and metadata.

1 Weak supervision implies that less than a dozen labeled documents are provided for each category.
We conduct experiments on five real-world datasets from three different domains (GitHub repositories, tweets and Amazon reviews). The results reveal that MetaCat outperforms various text-based and graph-based benchmark approaches. Moreover, we show (1) the superiority of our embedding module towards heterogeneous network embedding methods [5, 6, 27] and (2) the significant contribution of our generation module under weak supervision.

To summarize, this paper makes the following contributions:

- We formulate the problem of minimally supervised categorization as a text and metadata. It poses two unique challenges: data heterogeneity and label scarcity.
- We propose a principled generative process to characterize relationships between words, documents, labels and various metadata.
- We develop a novel framework MetaCat with an embedding module and a generation module to tackle the two challenges, respectively. Both modules are derived from the proposed generative process. We also provide theoretical interpretations of our design based on a spherical probabilistic model.
- We conduct extensive experiments to demonstrate the effectiveness of MetaCat and verify the contribution of both embedding and generation modules.

## 2 PRELIMINARIES

### 2.1 Problem Definition

Given a collection of documents $D = \{d_1, ..., d_D\}$ and a label space $L = \{l_1, ..., l_L\}$, text classification aims to assign a class label $l_i$ to each document $d_j$. To characterize each class $l_i \in L$, a set of labeled documents $D_l \subseteq D$ is provided as training data. Our problem is different from many previous text classification studies [12, 32, 38] from two perspectives. First, each document $d_i$ is accompanied by some metadata $m_i$ (which will be discussed in Section 2.2). Second, traditional supervised methods require sufficient annotated documents (i.e., $|D_l|$ is large), while we rely on minimal supervision where $|D_l|$ is small (e.g., less than a dozen). Formally, we define the problem as follows.

**Definition 2.1. (Problem Definition)** Given documents $D$, metadata $M$, label space $L$ and a small set of training data ($D_l : l \in L$), the task is to assign a label $l_i \in L$ to each document $d_j \in D$.

### 2.2 Text and Metadata

The presence of metadata is common in social media corpora. Let us start from some concrete examples. Figure 1 shows three documents with metadata. We propose three “documents” extracted from different social media platforms. They contain various types of information, which can be grouped as follows.

#### Text. **Text**. Textual information is the main body of a document. Some data may have multiple segments of text (e.g., Description+README in GitHub repositories, and Title+Review in Amazon reviews). To simplify our discussion, we concatenate them together for further utilization.

#### User/Author. **User/Author**. The author of a document is a strong topic indicator because one person often has consistent interests. For example, in Figure 1(a), the user “tensorlayer” publishes repositories mostly on deep learning; in Figure 1(b), we may infer that the user have many food-related tweets based on her self introduction.

#### Tag/Hashtag. **Tag/Hashtag**. Tags are a set of concepts describing the documents. Although more concise than text, they still suffer from noise and sparsity. For example, many hashtags in tweets appear only once, and over 70% of GitHub repositories in our collections have no tags. The major difference between words and tags is that words have orders in a sentence (thus local context information needs to be modeled), while tags are swappable.

#### Product. **Product**. Product name information is distinctive in Amazon reviews. It is related to both the topic and the sentiment of reviews.

As we can see, the types of metadata are diverse. One can give even more varieties. However, in most cases, topic-indicative metadata can be divided into two major categories according to their relationships with documents.

#### Global Metadata. **Global Metadata**. Global metadata “causes” the generation of documents. The semantics of a document is based on the semantics of its global metadata. For example, there first exists a user or a product, then some reviews are created by the user(for the product. This generative order cannot be reversed. Therefore, users and products are both global.

#### Local Metadata. **Local Metadata**. Local metadata “describes” the overall idea of a document. The semantics of local metadata is based on the semantics of its associated document. From this perspective, tags/hashtags are local. We can also say words in text are local, although they are beyond our discussion of “metadata”.

---

Figure 1: Three examples of documents with metadata.
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2.3 The Von Mises-Fisher Distribution

The von Mises-Fisher (vMF) distribution defines a probability density over points on a unit sphere. It is parameterized by a mean direction vector \( \mu \) and a concentration parameter \( \kappa \). Let \( \mathbb{S}^{p-1} = \{ x \in \mathbb{R}^p : ||x||_2 = 1 \} \) denote the \( p \)-dimensional unit sphere. Then the probability density function of vMF, \( f_{\text{vMF}}(x; \mu, \kappa) \) is defined as

\[
f_{\text{vMF}}(x; \mu, \kappa) = c_p(\kappa) \exp(x^T \mu), \quad x \in \mathbb{S}^{p-1},
\]

where \( ||\mu||_2 = 1 \) and \( \kappa > 0 \). The normalization constant \( c_p(\kappa) \) is given by

\[
c_p(\kappa) = \frac{\kappa^{p/2-1}}{(2\pi)^{p/2} \Gamma(p/2-1)},
\]

where \( I_r(\cdot) \) represents the modified Bessel function of the first kind at order \( r \) \([7, 19]\). Intuitively, the vMF distribution can be interpreted as a normal distribution on the sphere. It characterizes data points concentrating around the mean direction \( \mu \), and they are more concentrated if \( \kappa \) is large.

3 METHOD

MetaCat consists of two key modules: embedding learning and training data generation, which are proposed to tackle data heterogeneity and label scarcity, respectively. We start this section by introducing a generative process (Figure 2) that guides the design of these two modules. Following this process, the embedding module learns representation vectors through maximizing the likelihood of observing all data, and the generation module synthesizes training documents with both text and metadata.

For the sake of clarity, we use a specific case (Figure 2(a)) to illustrate our framework. This is also the case of GitHub repositories and tweets. In Section 3.5, we discuss how to generalize the framework (Figure 2(b)).

3.1 The Generative Process

According to Figure 2(a), the generative process can be decomposed into four steps.

User & Label \( \rightarrow \) Document. When a user decides to write a document given a topic, s/he first has an overall idea of what to talk about. This "overall idea" can be represented as document embedding \( e_d \), which should be close to user embedding \( e_u \) and label embedding \( e_l \). Inspired by the softmax function in word2vec \([25]\), we define the generation probability as follows:

\[
p(d|u, l) \propto \exp(e_u^T e_d) \cdot \exp(e_l^T e_d).
\]

Document \( \rightarrow \) Word. Given the overall idea \( e_d \), we can write down words that are coherent with the meaning of the entire document. To encourage such coherence, we have

\[
p(w|d) \propto \exp(e_u^T e_d).
\]

Document \( \rightarrow \) Tag. Tags can be generated similarly.

\[
p(t|d) \propto \exp(e_l^T e_d).
\]

Word \( \rightarrow \) Context. Different from tags, words in text carry sequential information. Tang et al. \([32]\) point out that the embedding of a word is related to not only its global document representation (i.e., \( e_d \)) but also its local context. To be specific, given a sequence of words \( w_1w_2\ldots w_n \), the local context of \( w_i \) is defined as \( C(w_i, h) = \{ w_j : i - h \leq j \leq i + h, i \neq j \} \), where \( h \) is the context window size. Mikolov et al. \([25]\) propose the Skip-Gram model in which \( C(w_i, h) \) is predicted given the center word \( w_i \). Following \([23]\), we define the generation probability to be

\[
p(C(w_i, h)|w_j) \propto \prod_{w_j \in C(w_i, h)} \exp(e_u^T e_{w_j}).
\]

Note that each word \( w \) has two embeddings: \( e_w \) when \( w \) is viewed as a center word and \( e'_w \), when \( w \) is a context word \([25]\).

Connections to the vMF Distribution. Now we explain how these conditional probabilities are related to the vMF distribution. Taking \( p(w|d) \) as an example, according to Eq. (2), we know that

\[
p(w|d) = \frac{\exp(e_u^T e_d)}{\sum_{w' \in \mathcal{V}} \exp(e_u^T e_{w'})},
\]

where \( \mathcal{V} \) is the vocabulary. Following \([22]\), when \( |\mathcal{V}| \) goes to infinity and the representation vectors of all elements are assumed to be unit vectors, we can generalize Eq. (5) to the continuous case:

\[
\lim_{|\mathcal{V}| \to \infty} p(w|d) = \frac{\exp(e_u^T e_d)}{\int_{\mathbb{S}^{p-1}} \exp(e_u^T e_d) de_{w'}}.
\]

To calculate the denominator, one needs to note that the probability density function of vMF distribution integrates to 1 over the whole sphere. Therefore,

\[
1 = \int_{\mathbb{S}^{p-1}} f_{\text{vMF}}(e_{w'}; c_p(1) \int_{\mathbb{S}^{p-1}} \exp(e_u^T e_d) de_{w'}). \tag{7}
\]

Combining Eqs. (6) and (7), we get

\[
\lim_{|\mathcal{V}| \to \infty} p(w|d) = c_p(1) \exp(e_u^T e_d) = \text{vMF}_p(e_d, 1). \tag{8}
\]

Similarly,

\[
\lim_{|D| \to \infty} p(d|u, l) = \text{vMF}_p(e_u, 1) \cdot \text{vMF}_p(e_l, 1),
\]

\[
\lim_{|T| \to \infty} p(t|d) = \text{vMF}_p(e_d, 1),
\]

\[
\lim_{|\mathcal{V}| \to \infty} p(w_j|w_i) = \text{vMF}_p(e_{w_i}, 1). \tag{9}
\]

where \( T \) is the set of tags appearing in the corpus.

The probability \( p(d|u, l) \) needs to be elaborated more here. During our embedding step, \( l \) is unknown in many cases because only a small proportion of documents have label information. When \( l \)
For any fixed \( d \), let \( \mathbf{e}_d \) be any vector on the sphere with equal probability (i.e., \( \mathbf{e}_d \sim U(S^{p-1}) \)). In this case, Eq. (10) becomes

\[
p(d|u, l) = \mathbb{E}_{\epsilon_d \sim U(S^{p-1})} \left[ \exp(\mathbf{e}_d^T \mathbf{e}_u) \cdot \exp(\beta \mathbf{e}_1^T \epsilon_d) \right] = \exp(\mathbf{e}_d^T \mathbf{e}_u) \cdot \mathbb{E}_{\epsilon_d \sim U(S^{p-1})} \left[ \exp(\beta \mathbf{e}_1^T \epsilon_d) \right].
\]

For any fixed \( \mathbf{e}_d \), using Eq. (7), we have

\[
\mathbb{E}_{\epsilon_d \sim U(S^{p-1})} \left[ \exp(\beta \mathbf{e}_1^T \epsilon_d) \right] = \int_{S^{p-1}} \exp(\beta \mathbf{e}_1^T \epsilon_d) d\epsilon_d = 1/\epsilon_p(1). \tag{11}
\]

In other words, this term is the same for any \( \mathbf{e}_d \in S^{p-1} \). Therefore, when there is no label information,

\[
p(d|u, l) \propto \exp(\mathbf{e}_d^T \mathbf{e}_u). \tag{12}
\]

Our assumption that all embeddings are unit vectors has empirical bases because normalizing embeddings onto a sphere is common practice in natural language processing [13, 37].

### 3.2 Generation-Guided Embedding Learning

Given the generative process, we are able to learn \( \mathbf{e}_u, \mathbf{e}_t, \mathbf{e}_d, \mathbf{e}_l, \mathbf{e}_w \) and \( \mathbf{e}_h \) through maximum likelihood estimation.

**Likelihood.** Assume all embedding vectors are parameters of our generative model. The likelihood of observing the whole corpus (including metadata) is

\[
\mathcal{F} = \prod_{d \in \mathcal{D}} p(d|u_d, l_d) \cdot \prod_{d \in \mathcal{D}} \prod_{t \in \mathcal{T}_d} p(t|d),
\]

where \( u_d \) is the user creating document \( d \); \( l_d \) is the label of document \( d \); \( \mathcal{T}_d \) is the set of tags in \( d \). If \( d \) is not labeled (i.e., \( l_d \) is unknown), according to Eq. (12),

\[
p(d|u_d, l_d) = \frac{\exp(\mathbf{e}_d^T \mathbf{e}_u)}{\sum_{d' \in \mathcal{D}} \exp(\mathbf{e}_{d'}^T \mathbf{e}_u)}. \tag{14}
\]

If \( d \) is labeled, according to Eq. (1),

\[
p(d|u_d, l_d) = \frac{\exp(\mathbf{e}_d^T \mathbf{e}_u) \cdot \exp(\mathbf{e}_d^T \mathbf{e}_l)}{\sum_{d' \in \mathcal{D}} \exp(\mathbf{e}_{d'}^T \mathbf{e}_u) \cdot \exp(\mathbf{e}_{d'}^T \mathbf{e}_l)} \propto \frac{\exp(\mathbf{e}_d^T \mathbf{e}_u) \cdot \exp(\mathbf{e}_d^T \mathbf{e}_l)}{\sum_{d' \in \mathcal{D}} \exp(\mathbf{e}_{d'}^T \mathbf{e}_u) \cdot \sum_{d'' \in \mathcal{D}} \exp(\mathbf{e}_{d''}^T \mathbf{e}_l)}. \tag{15}
\]

Similarly, other conditional probabilities can be derived using Eqs. (2)-(4). Therefore,

\[
\log \mathcal{F} = \sum_{u \in \mathcal{U}} \sum_{d \in \mathcal{D}_u} \log \frac{\exp(\mathbf{e}_d^T \mathbf{e}_u)}{\sum_{d' \in \mathcal{D}_u} \exp(\mathbf{e}_{d'}^T \mathbf{e}_u)} + \sum_{t \in \mathcal{T}} \sum_{d \in \mathcal{D}_t} \log \frac{\exp(\mathbf{e}_{d}^T \mathbf{e}_l)}{\sum_{d'' \in \mathcal{D}_t} \exp(\mathbf{e}_{d''}^T \mathbf{e}_l)} + \sum_{w \in \mathcal{W}} \sum_{d \in \mathcal{D}_w} \log \frac{\exp(\mathbf{e}_{d}^T \mathbf{e}_w)}{\sum_{d'' \in \mathcal{D}_w} \exp(\mathbf{e}_{d''}^T \mathbf{e}_w)} + \text{const.}
\]

Here \( \mathcal{U} \) is the set of users in the dataset; \( \mathcal{D}_u \) is the set of documents belonging to user \( u \); \( \mathcal{D}_t \) is the set of documents (in the training set) with label \( t \). \( \mathbf{e}_u, \mathbf{e}_t, \mathbf{e}_d, \mathbf{e}_l, \mathbf{e}_w \) and \( \mathbf{e}_h \) can be learned by maximizing log \( \mathcal{F} \). However, the denominators in Eq. (16) require summing over all documents/tags/words, which is computationally expensive. Following common practice, in our actual computation, we estimate these terms through negative sampling [25, 33].

**Comparisons with Heterogeneous Network Embedding.** There are various ways to encode multi-modal signals, among which Heterogeneous Information Network (HIN) embedding [5, 6, 27] is commonly used. In fact, if we remove the edge directions in Figure 2(a), it can also be viewed as an HIN schema [30]. We would like to emphasize two key differences between our method and HIN embedding. First, HIN models connections between different types of nodes, while our approach models generative relationships. Not all connections can be explained as a generative story. From this perspective, our method is more specifically designed to encode text with metadata information. Second, many HIN embedding methods [5, 27] require users to specify a set of meta-paths [30], which is not needed in our approach.

### 3.3 Training Data Generation

To deal with label scarcity, we consider to generate synthesized training data. In Figure 2, we have proposed a generative process to characterize heterogeneous signals in both text and metadata. Our embedding module follows this process, and so will our generation module. To be specific, given a label \( l \), we first generate a document vector \( \mathbf{e}_d \) from \( p(d|u, l) \) and then sample words and tags one by one from \( p(w|d) \) and \( p(t|d) \). Formally,

\[
p(d, w_{1:n}, t_{1:m} | u, l) = p(d|u, l) \cdot \prod_{i=1}^{n} p(w_i|d) \cdot \prod_{j=1}^{m} p(t_j|d). \tag{17}
\]

Unlike the case of embedding, when we tend to generate new documents, \( u \) is not observable. Also, there is no need to generate training data for a specific existing user because our task is to predict the label, not the user, of each document. If \( u \) is assumed to be unknown, following the derivation of Eqs. (10)-(12), we have

\[
p(d|u, l) \propto \exp(\mathbf{e}_d^T \mathbf{e}_l). \tag{18}
\]

In principle, we are able to generate as many documents as we want. In other words, there is an infinite number of documents (i.e., \( \mathbf{e}_d \)) distributed on the sphere, and we are essentially picking some of them as synthesized training samples. Similar to Eq. (8), by assuming \( |\mathcal{D}| \rightarrow \infty \), we have

\[
p(d|u, l) = \nu \text{MF}(\mathbf{e}_l, \nu). \tag{19}
\]

The generation of words and tags, however, is different. The semantics of words and tags are discretely distributed in the latent space. To be specific, not every unit vector can be mapped back to an existing word or tag in the vocabulary. Therefore, we still assume \( |\mathcal{V}| \) and \( |\mathcal{T}| \) are finite in our generation step, and the generated words or tags must have appeared in \( \mathcal{V} \) or \( \mathcal{T} \). Then the generation probabilities simply follow Eqs. (2) and (3). In practice, the computation of \( \sum_{w' \in \mathcal{V}} \exp(\mathbf{e}_{w'}^T \mathbf{e}_d) \) could be quite expensive. Therefore, we restrict the word/tag candidates to be the top-\( r \) ones similar with \( \mathbf{e}_d \) on the sphere (denoted as \( N(\mathbf{e}_d) \)), and the conditional probabilities will be modified as

\[
p(w_i|d) = \frac{\exp(\mathbf{e}_{w_i}^T \mathbf{e}_d)}{\sum_{w' \in N(\mathbf{e}_d)} \exp(\mathbf{e}_{w'}^T \mathbf{e}_d)}, \quad w_i \in N(\mathbf{e}_d). \tag{20}
\]
We now need to feed the synthesized training data where

\[ p(t_j | d) = \frac{\exp(e_t^T e_d)}{\sum_{t' \in N(e_d)} \exp(e_{t'}^T e_d)} , \quad t_j \in N(e_d). \]  

Plugging Eqs. (19), (20) and (21) into Eq. (17) fully specifies our generation step. Each generated document has a label, a sequence of words and a set of tags. We denote the set of synthesized training document for class \( l \) as \( D'_l \).

### 3.4 Neural Model Training

We now need to feed the synthesized training data \( \{D'_l : l \in \mathcal{L}\} \), together with the “real” training data \( \{D_l : l \in \mathcal{L}\} \), into a classifier. Here each document (either synthesized or real) can be viewed as a sequence of words \( w_{1:n} \) and tags \( t_{1:m} \). The input of the classifier is pre-trained embeddings \( \{e_w : w \in \mathcal{V}\} \) and \( \{e_t : t \in T\} \). This setting is generic enough so that many neural classifiers, such as CNN [12], HAN [38], CNN-LSTM [43], BiGRU-CNN [34] and DPCNN [10], can be applied in our framework. Developing an advanced neural classifier is not a goal of this paper. Instead, we aim to show the power of our embedding and generation modules. Their contribution to the performance should not be covered by advanced neural architectures when comparing with baselines. Therefore, we choose CNN [12], a simple but widely used model as our text classifier. We also tried HAN [38], a representative RNN-based classifier, but it performs slightly worse than CNN on our datasets.

In the CNN architecture, each document is represented by the concatenation of its word and tag embeddings \( e_{1:n+m} = [e_w, ..., e_w^i, e_t^1, ..., e_t^m] \). There is one convolutional layer, in which a convolution filter is applied to a text region \( e_{i:i+h-1} \).

\[ c_i = \sigma(w^T e_{i:i+h-1} + b), \]  

where \( \sigma \) is the sigmoid function. All \( c_i \)'s together form a feature map \( c = [c_1, ..., c_{n+m-h+1}] \) associated with the filter. Then a max-over-time pooling operation is performed on \( c \). In this paper, we use filters with \( h = 2, 3, 4 \) and 5. For each width \( h \), we generate 20 feature maps. After pooling, the features are passed through a fully connected softmax layer whose output is the probability distribution over labels.

Following [38], we use negative log-likelihood of the correct labels as training loss. Formally, given all training samples (including both real and synthesized ones), assume the \( i \)-th one has label \( \ell(i) \). Then

\[ \text{loss} = - \sum_i \log q_i \ell(i) , \]

where \( q_i \) is the neural network output distribution of the \( i \)-th instance.

### 3.5 The General Version of Our Framework

Although we illustrate our framework using Figure 2(a), MetaCat can be easily generalized to any generative process following Figure 2(b). To be specific, let \( M_G \) be the set of global metadata variables and \( M_L \) be the set of local metadata variables. (For example, in the cases of Github repositories and tweets, \( M_G = \{\text{user}\} \) and \( M_L = \{\text{tag}\} \); in the case of Amazon reviews, \( M_G = \{\text{user, product}\} \) and \( M_L = \emptyset \).) The generations process can be described as follows:

**Global Metadata & Label → Document.**

\[ p(d | M_G, l) \propto \exp(e_d^T e_l) \cdot \prod_{z \in M_G} \exp(e_d^T e_z) . \]

**Document → Word & Local Metadata.**

\[ p(w, M_L | d) \propto \exp(e_w^T e_d) \cdot \prod_{z \in M_L} \exp(e_d^T e_z) . \]

**Word → Context.**

\[ p(C(w_i, h) | w_j) \propto \prod_{w_j \in C(w_i, h)} \exp(e_w^T e_{w_j}) . \]

Given the generative process, the derivations of embedding learning and training data generation are quite similar to those in Sections 3.2 and 3.3. We directly show the results here.

**Embedding Learning.** The log-likelihood is

\[
\begin{align*}
\log J &= \sum_{d \in D_G} \sum_{d' \in D_d} \log \frac{\exp(e_d^T e_{d'})}{\sum_{d''} \exp(e_d^T e_{d''})} + \sum_{l \in \mathcal{L}} \sum_{d \in D_G} \log \frac{\exp(e_d^T e_l)}{\sum_{d'} \exp(e_d^T e_{d'})} \\
&\quad + \sum_{d \in D_G} \sum_{d' \in D_d} \log \frac{\exp(e_d^T e_{d'})}{\sum_{d''} \exp(e_d^T e_{d''})} + \sum_{l \in \mathcal{L}} \sum_{d \in D_G} \log \frac{\exp(e_d^T e_l)}{\sum_{d'} \exp(e_d^T e_{d'})} + \text{const.}
\end{align*}
\]

(27)

Here \( Z_G \) is the set of global metadata instances (e.g., \( Z_G = \mathcal{U} \) for Github repositories and tweets, and \( Z_G' = \mathcal{U} \cup \mathcal{P} \) for Amazon reviews, where \( \mathcal{P} \) is the set of products); \( D_d \) is the set of documents belonging to a global metadata instance \( z \); \( Z_d \) is the set of local metadata instances associated with document \( d \) (e.g., \( Z_d = T_d \) for Github repositories and tweets, and \( Z_d = \emptyset \) for Amazon reviews). All embeddings can be learned by maximizing this likelihood.

**Training Data Generation.** Given label \( l \), we first generate \( e_d \) from \( p(d | M_G, l) \) and then sample words \( w_j \) and local metadata instances \( z_j \) from \( p(w | d) \) and \( p(z | d) \), respectively.

\[ p(d, w_{1:n}, z_{1:m} | M_G, l) = p(d | M_G, l) \prod_{i=1}^{n} p(w_i | d) \prod_{j=1}^{m} p(z_j | d) . \]

(28)

The generation of documents follows Eq. (19). By assuming \( M_G \) is not observable and \( |D| \to \infty \), we have

\[ p(d | M_G, l) = \nu \text{MF}_p(e_l, \kappa) . \]

(29)

The generation of words and local metadata follows Eqs. (20) and (21), where we only need to replace \( t_j \) with \( z_j \).

### 4 EXPERIMENTS

In order to provide evidence for the efficacy of MetaCat, we experiment with five datasets collected from different domains. Specifically, we aim to show that (1) MetaCat outperforms benchmark approaches by a clear margin; (2) the proposed generation-guided embedding module captures multi-modal semantics better than existing meta-path based HIN embedding techniques; (3) incorporating synthesized training samples can significantly boost the classification performance.
Table 1: Dataset Statistics.

| Dataset     | #Document | #Class | #Training | #Testing |
|-------------|-----------|--------|-----------|----------|
| GitHub-Bio  | 876       | 10     | 100       | 776      |
| GitHub-AI   | 1,596     | 14     | 140       | 1,456    |
| GitHub-Sec  | 84,950    | 3      | 30        | 84,920   |
| Amazon      | 100,000   | 10     | 100       | 99,900   |
| Twitter     | 135,529   | 9      | 90        | 135,439  |

4.1 Datasets

The five datasets we use are collected from three different sources: GitHub repositories, Amazon reviews and Twitter posts.2

- GitHub-Bio [42]. This dataset is extracted from four bioinformatics venues from 2014 to 2018. Each GitHub repository is associated with a research article published on these venues. The issue section (e.g., sequence analysis, genome analysis, systems biology, etc.) of the article is viewed as the topic label of the associated repository.
- GitHub-AI [42]. This dataset is collected by the Paper With Code project. It contains a list of GitHub repositories implementing algorithms of various machine learning tasks (e.g., image generation, machine translation, speech recognition, etc.). Each task is viewed as a topic label.
- GitHub-Sec. This dataset is obtained from the DARPA SocialSim Challenge. It contains GitHub repositories related to cryptocurrency, cybersecurity or software vulnerability.
- Amazon [20]. This dataset is a large crawl of Amazon product reviews. The topic label of each review is its product category (e.g., books, home & kitchen, sports & outdoors, etc.). We select 10 large categories and sample 10,000 reviews from each category.
- Twitter [40]. This dataset contains geo-tagged tweets in New York City during 2014.08.01 – 2014.11.30. The authors link the tweets with Foursquare’s POI database, and the topic label of each tweet is the type of the linked POI (e.g., shop & service, college & university, nightlife spot, etc.).

We use 10 documents in each class for training and all the others for testing (i.e., |D_l| = 10). Brief statistics of the five datasets are summarized in Table 1.

4.2 Baseline Methods

We evaluate the performance of MetaCat against both text-based and graph-based benchmark approaches:

- CNN [12] is a supervised text classification method. It trains a convolutional neural network with a max-over-time pooling layer.
- HAN [38] is a supervised text classification method. It trains a hierarchical attention network and uses GRU to encode word sequences.
- PTE [32] is a semi-supervised approach. It constructs a network with three subgraphs (word-word, word-document and word-label) and embeds nodes based on first and second order proximities.
- WeSTClass [23] is a weakly supervised text classification approach. It models topic semantics in the word2vec embedding space and applies a pre-training and self-training scheme.
- PCEM [36] is a weakly supervised hierarchical text classification method using path cost-sensitive learning. In our problem setting, the label hierarchy has only one layer.
- BERT [4] is a state-of-the-art pre-trained language model that provides contextualized word representations. Here we fine-tune BERT under the supervised text classification setting using labeled documents.
- ESim [27] is an HIN embedding approach. It learns node embeddings using meta-path guided sequence sampling and noise-contrastive estimation.
- Metapath2vec [5] is an HIN embedding approach. It samples node sequences through heterogeneous random walks and incorporates negative sampling.
- HIN2vec [6] is an HIN embedding approach that exploits different types of links among nodes.
- TextGCN [39] is a semi-supervised text classification approach. It applies graph neural networks on the document-word co-occurrence graph.

For ESim, Metapath2vec and HIN2vec, we construct an HIN by viewing Figure 2 as the HIN schema. Based on the schema, we select five meta-paths doc-user-doc, doc-label-doc, doc-word-doc, doc-tag-doc and word-word to guide the embedding. (On Amazon, we replace doc-tag-doc with doc-product-doc.) After the node embedding step, we get representation vectors of each word/tag. Then, we train a CNN classifier using original training data \{D_l : l \in L\} and the pre-trained HIN embeddings.

For all baselines using the CNN classifier (i.e., CNN, WeSTClass, ESim, Metapath2vec and HIN2vec), we adopt the architecture in Section 3.4 (the same as MetaCat) to align the experiment settings. For HAN, we use a forward GRU with 100 dimension for both word and sentence encoding. The training process of all neural classifiers is performed using SGD with a batch size of 256. The dimension of all embedding vectors is 100 (except BERT whose base model is set to be 768-dimensional).

For MetaCat, we set the local context window size h = 5, the document-specific vocabulary size \|N(e_d)\| = 50, and the number of generated training samples per class \|D^*_l\| = 100.

4.3 Performance Comparison

Tables 2 and 3 demonstrate the Micro and Macro F1 scores of compared methods on the five datasets. We repeat each experiment 5 times with the mean and standard deviation reported. We cannot get the performance of TextGCN on GitHub-Sec and Amazon because the model (i.e., the constructed graph) is too large to fit into our GPU with 11GB memory. (The Twitter dataset can fit because it has a much smaller average document length.)

As we can observe from Tables 2 and 3: (1) MetaCat consistently outperforms all baselines by a clear margin on all datasets. It achieves a 4.3% absolute improvement on average in comparison with TextGCN, the second best approach in our table. When comparing with other baselines, our absolute improvement is over 10%.

(2) In contrast to methods using plain text embeddings (i.e., CNN, HAN and WeSTClass), the performance boosts of MetaCat are more significant on smaller datasets (i.e., GitHub-Bio and GitHub-AI). In fact, when the corpus is small, word2vec cannot generate high-quality word embeddings. Consequently, neural models using

---

2Our code and datasets are available at https://github.com/yuzhimanhua/MetaCat.
word2vec embeddings will not achieve satisfying performance. In this case, leveraging multi-modal signals in representation learning becomes necessary. (3) Despite its great success in supervised tasks, BERT is not suitable for our task without sufficient training data, probably because the language style of GitHub files and tweets are different from that of Wikipedia, which might require strong supervision for fine-tuning. (4) Although HIN embedding techniques (i.e., ESim, Metapath2vec and HIN2vec) consider data heterogeneity and utilize unlabeled data during the embedding step, they still do not address the label scarcity bottleneck when training the classifier. This leads to their inferiority towards MetaCat.

4.4 Effect of Embedding Learning

Embedding Method. Tables 2 and 3 tell us that our generation-guided embedding module, together with training data generation, can outperform several HIN embedding baselines. Now, to further explore the effectiveness of the proposed embedding technique, we perform a “fairer” comparison by fixing all the other parts in MetaCat and vary the embedding module only.

To be specific, we can use ESim, Metapath2vec and HIN2vec to replace our current embedding technique, which generates three ablations ESim-as-embedding, Mp2v-as-embedding and H2v-as-embedding. Moreover, we explore various metadata as well as word context information during the embedding process. To demonstrate their contributions, we create three ablations No-User, No-Context, and No-Two (No-Product for the Amazon dataset). Here No-User means we do not consider user information during embedding. Similar meanings can be inferred for the other two ablations. Note that our generation step needs \( e_i \) and \( e_w \), so there is no so-called “No-Label” or “No-Word”. Figures 3 and 4 show the performance of these variants and our Full model.

We have the following observations: (1) Full outperforms ESim-as-embedding, Mp2v-as-embedding and H2v-as-embedding on almost all datasets, with only one exception where ESim-as-embedding performs the best on Amazon. On the other four datasets, the average absolute improvement of Full in comparison with ESim-as-embedding (resp., Mp2v-as-embedding) is 4.0% (resp., 2.5%) in terms of Micro F1. This finding demonstrates the advantage of our generation-guided embedding over meta-path based HIN embedding in this task. As mentioned above, ESim and Metapath2vec rely on meta-path guided random walks to model higher-order relationships between nodes. However, in our task, there is an evident generative process, with which we believe that characterizing generative relationships between various elements is more important than describing long-distance connections. (2) Full consistently outperforms the ablations ignoring different metadata, indicating that users, tags, products and contexts all play a positive role in classification. Meanwhile, their importance varies in different datasets. For example, product information is extremely important on Amazon, while on the other datasets, the most critical feature is user information.

Embedding Dimension. Next, we investigate the performance of MetaCat with respect to its embedding dimension. Figure 5
reports Micro and Macro F1 scores with 10, 50, 100, 200 and 300-dimensional embedding vectors. We can see that the performance drops when the dimension becomes too large. This observation is aligned with the results in [27, 33]. In fact, too small dimension cannot sufficiently capture the semantics, while too large dimension may lead to some overfitting problems, especially under weak supervision. Figure 5 shows that setting the dimension as 100 is reasonable in our experiments.

### Figure 3: Micro F1 scores of algorithms with different embedding modules.

### Figure 4: Macro F1 scores of algorithms with different embedding modules.

### Figure 5: Performance of MetaCat with respect to the embedding dimension.

### Table 4: Most similar words to a given label in the embedding space of MetaCat.

| Dataset     | Label | Top similar words w |
|-------------|-------|---------------------|
| GrHub-Bio   | Genetics | mega, ezmap, igess, phenotypesimulator, multigems |
|             | Structural | pywater, mtsensor, knotty, Bioinformatics |
|             | Speech Synthesis | tacotron, lecture, lls, lj, spectrogram |
|             | Home & Kitchen | spinner, lettuce, salad, spinning, greens |
|             | Movies & TV | mafia, undercover, warren, depp, pacino |
|             | Travel & Transport | baggage, airway, claim, idny, jetblue |
|             | Shop & Service | keyboard, greenmarket, unsqgreenmarket, nailsbymii, nailart |

### Figure 6: Performance of MetaCat with respect to the number of synthesized training samples.

### 4.5 Effect of Training Data Generation

Cases. Table 4 shows the top-5 similar words to a given label in the embedding space of MetaCat. Here the similarity between word \( w \) and label \( l \) is defined as \( \cos(e_w, e_l) \). Due to space limit, we demonstrate 8 categories from 4 datasets. We can find many strong topic indicators in Table 4. For example, in the GitHub domain, there are system/tool names (e.g., "pywater" and "tacotron") and dataset names (e.g., "conll" and "lj") related to the given category; in the Twitter domain, the top similar words mainly reflect the function of POIs (e.g., "airway", "jetblue" and "unsqgreenmarket").
We present MetaCat, a framework to categorize text with metadata under minimal supervision. To tackle the challenges of data heterogeneity and label scarcity, we propose a generation-guided embedding module and a training data generation module. Both modules are derived from a generative process characterizing the relationships between text and metadata. We demonstrate the effectiveness of MetaCat on five datasets. Moreover, we validate the design of our framework by showing (1) the superiority of our embedding module towards meta-path based HIN embedding methods and (2) the significant contribution of our generation module especially when the amount of supervision is very limited.

For future work, first, it is interesting to study how to effectively integrate different forms of supervision (e.g., annotated documents and class-related keywords) to further boost the performance. Second, we would like to explore the possibility of coupling heterogeneous signal embedding and graph neural networks during the classification process.
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