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Abstract— The lack of labels is one of the fundamental constraints in deep learning based methods for image classification and segmentation, especially in applications such as medical imaging. Semi-supervised learning (SSL) is a promising method to address the challenge of label scarcity. The state-of-the-art SSL methods utilise consistency regularisation to learn unlabelled predictions which are invariant to perturbations on the prediction confidence. However, such SSL approaches rely on hand-crafted augmentation techniques which could be sub-optimal. In this paper, we propose MisMatch, a novel consistency based semi-supervised segmentation method. MisMatch automatically learns to produce paired predictions with increased and decreased confidences. MisMatch consists of an encoder and two decoders. One decoder learns positive attention for regions of interest (RoI) on unlabelled data thereby generating higher confidence predictions of RoI. The other decoder learns negative attention for RoI on the same unlabelled data thereby generating lower confidence predictions. We then apply a consistency regularisation between the paired predictions of the decoders. For evaluation, we first perform extensive cross-validation on a CT-based pulmonary vessel segmentation task and show that MisMatch statistically outperforms state-of-the-art semi-supervised methods when only 6.25% of the total labels are used. Furthermore MisMatch performance using 6.25% of the total labels is comparable to state-of-the-art methods that utilise all available labels. In a second experiment, MisMatch outperforms state-of-the-art methods on an MRI-based brain tumour segmentation task.

Index Terms— Visual Attention, Confidence Calibration, Semi-Supervised Learning, Segmentation

I. INTRODUCTION

Fig. 1. Different strategies for consistency regularisation. (a) Previous methods [32, 31, 11] use hand-crafted augmentation at input level to create predictions with different confidences. (b) Previous method [28] uses hand-crafted augmentation at feature level to create predictions with different confidences. (c) Our method end-to-end learns to create predictions with different confidences.

Training of deep learning models requires a large amount of labelled data. However, in applications such as in medical image analysis, anatomic/pathologic labels are prohibitively expensive and time-consuming to obtain, with the result that label scarcity is almost inevitable. Advances in the medical image analysis field requires the development of label efficient deep learning methods and accordingly, semi-supervised learning (SSL) has become a major research interest within the community. Among the myriad SSL methods used, consistency regularisation based methods have achieved the state-of-the-art in classification [32, 31, 2, 1], thus we focus on this genre in this paper.

Existing consistency regularisation methods [32, 31, 2, 1, 28, 16, 11, 22] can be considered as two-stages pipelines. In the first stage they apply different augmentation techniques at the input level (Fig.1(a)) or the feature level (Fig.1(b)) to change the prediction confidences. For example, if we apply weak augmentation such as flipping on an input image, the model will assign a high probability of this image belonging to its correct label, hence, the prediction of the weakly augmented image is with high confidence; if we apply strong augmentation such as rotation on an input image, then the testing is much more difficult and the model might assign a low probability of this image to its correct label, therefore,
such a prediction of a strongly augmented image is with low confidence. In the second stage of the pipeline, a consistency regularisation is enforced to align the paired predictions. However, such data augmentation techniques are typically hand-crafted which might be sub-optimal. More importantly, such augmentation techniques are not adaptive across pixels which may be problematic as spatial correlations amongst pixels are crucial for segmentation, e.g. neighbouring pixels might belong to the same category.

In this paper, we reframe SSL with consistency regularisation as a single-stage learning problem and we propose an end-to-end learning framework to generate predictions with different confidences (Fig. 1(c)). In order to change prediction confidences at a pixel-wise level in a realistic way, we use two different attention mechanisms to respectively increase and decrease prediction confidences of the entire foreground regions of interest (RoIs) which represent areas of “ground truth”. We intensively evaluate MisMatch on two medical applications: first a CT-based lung vessel segmentation task where MisMatch outperforms several benchmarks; second, we confirm the effectiveness of MisMatch on a MRI-based brain tumour segmentation task. The code will be released after reviewing.

II. RELATED WORK

SSL in classification A recent review [27] summarised different common SSL [15, 20, 32] methods including entropy minimisation, label propagation methods, generative methods and consistency based methods. Entropy minimisation encourages models to produce less confident predictions on unlabelled data [12, 29]. However, entropy minimisation might overfit to the clusters of classes and fail to detect the decision boundaries of low-density regions (see Appendix E in [27]). Label propagation methods [15, 20] aim to build a similarity graph between labelled data points and unlabelled data points in order to propagate labels through dense unlabelled data regions. Nevertheless, label propagation methods need to build and analyse their Laplacian matrices which will limit their scalability. Generative models have also been used to generate more data points in a joint optimisation of both classification of labelled data points and generative modelling [19]. However, the training of such a joint model can be complicated and unstable. On the other hand, consistency regularisation methods have achieved state-of-the-art performances across different benchmarks, additionally, consistency regularisation methods are simple and can easily be scaled up to large data sets. Of the consistency regularisation methods, Mean-Teacher [32] is the most representative example, containing two identical models which are fed with inputs augmented with different Gaussian noises. The first model learns to match the target output of the second model, while the second model uses an exponentially moving average of parameters of the first model. The state-of-the-art SSL methods [2, 31] combines two categories: entropy minimisation and consistency regularisation.

SSL in segmentation In semi-supervised image segmentation, consistency regularisation is commonly used [35, 21, 8, 14, 10, 11] where different data augmentation techniques are applied at the input level. Another related work [22] forces the model to learn rotation invariant predictions. Apart from augmentation at the input level, recently, feature level augmentation has gained popularity for consistency based SSL segmentation [28, 16]. Apart from consistency regularisation methods in medical imaging, there also have been other attempts, including the use of generative models for creating pseudo data points for training [3, 5] and different auxiliary tasks as regularisation [17, 6]. Since our method is a new consistency regularisation method, we focus on comparing with state-of-the-art consistency regularisation methods.

III. METHODS

A. Background

Prediction Confidence and Effective Receptive Field We introduce how to control the prediction confidence by controlling the effective receptive field (ERF). ERF [23] measures the size of the effective area at the centre of receptive field and it impacts the most on the prediction confidence of the central pixel of the receptive field. As found in [23], larger ERF means the model can effectively take a larger area of the image into account during inference of decision making, resulting in higher prediction confidence at the centre, meanwhile, smaller ERF leads to less confident prediction on the central pixel due to the lack of visual information of neighbouring pixels. We also show the relationship between ERF and prediction confidence with an example in Fig. 4. More importantly, ERF is highly affected by the network architecture. In particular, the dilated convolutional layer can increase the ERF to an extent dependent on the dilation rate [23]. Skip-connections conversely can shrink the ERF, though the extent of this effect is as yet unknown [23]. We are therefore inspired by [23] to design a network to control the ERF, in order to deliberately change the prediction confidence.

Overview of MisMatch In this paper, we learn to change prediction confidence by controlling the ERF for consistency regularisation. In order to create a paired predictions with different confidences for consistency regularisation, our strategy is to raise the confidence of one prediction and reduce the confidence of the other prediction, we also compare our strategy with other possible strategies in an ablation study in later section VI. As introduced in the last section, the prediction confidence can be affected by the ERF while the ERF is decided by the network topology. More specifically, we use the dilated convolutional layer to raise the ERF on one hand, and we use skip-connections to decrease the ERF on the other hand. However, we do not know how much confidence should be changed at each pixel. To address this, we introduce soft attention mechanism to learn the magnitude of the confidence change for each pixel. Now we introduce how we achieve this in the next section.

B. Architecture of Mismatch

As shown in Fig. 4, MisMatch is a framework which can be integrated into any encoder-decoder based segmentation architecture. In this paper, we use U-net [30] due to its popularity in medical imaging. Our U-net based MisMatch
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C. Positive Attention Shifting Block

Positive Attention Shifting Block aims at increasing the prediction confidence on the foreground which is our regions of the interest, therefore the name “positive”. In a standard U-net, a block $(f(\cdot))$ in the decoder comprises two consecutive convolutional layers with kernel size $(K)$ 3 followed by ReLU and normalisation layers. If the input of $f(\cdot)$ is $x$ and the output of $f(\cdot)$ is $f(x)$, to increase the high confidence area of $f(x)$, we would aim to generate an attention mask with a larger ERF than the ERF of $f(x)$. To do so, we add a parallel side branch $f'(\cdot)$ next to the main branch $f(\cdot)$. The side branch intakes $x$ but outputs $f'(x)$ with a larger ERF. We apply Sigmoid on the output of the side branch as an attention mask to increase the confidence of $f(x)$. The new block containing both $f(\cdot)$ and $f'(\cdot)$ is our proposed Positive Attention Shifting Block (PASB). The side branch of the PASB is a dilated convolutional layer with dilation rate 5.

1) ERF size in Positive Attention Shifting Block: Given the size of ERF of $n^{th}$ layer as, $\sqrt{n}$ [23], which is the input $x$, as output from the previous layer. The ERF of $f(\cdot)$ is $ERF_{f(x)} = K\sqrt{n+2}$. To make sure the ERF of $f'(x)$ is larger than $K\sqrt{n+2}$:

$$\frac{ERF_{f'(x)}}{ERF_{f(x)}} = \frac{K'}{K}\sqrt{\frac{1}{1 + \frac{1}{n+1}}} > \lim_{n \to +0} \frac{K'}{K}\sqrt{0.5} > 1$$

(1)

From Eq(1) we find $K' > \sqrt{0.5}K \approx 1.5K$. We double the condition as our design choice, then $K'$ is 9 when $K = 3$. However, the large kernel sizes significantly increase model complexity. To avoid this, we use a dilated convolutional layer to achieve $K'$ at 9, which requires a dilation rate 5. As the side branch has a larger ERF than the main branch, it can raise the confidence on the foreground of the main branch. Previous work [36] [34] has reported similar uses of a dilated convolutional layer to increase the ERF for other applications, without explaining the rationale for their use.

D. Negative Attention Shifting Block

Negative Attention Shifting Block aims at decreasing the prediction confidence on the foreground which is our regions...
of the interest, therefore the name "negative". Following PASB, we design the Negative Attention Shifting Block (NASB) again as two parallel branches. In NASB, we aim to shrink the high confidence area of the \( f(x) \) in order to produce a lower confidence prediction of the main branch. In the side branch in NASB, we use the same architecture as the main branch, but with skip-connections as skip-connections restrict the growth of the ERF with increasing depth \[ 23 \].

1) **ERF size in Negative Attention Shifting Block**: Neural networks with residual connections are equivalent to an ensemble of networks with short paths where each path follows a binomial distribution \[ 23 \]. If we define \( p \) as the probability of the model going through a convolutional layer and \( 1 - p \) as the probability of the model skipping the layer, then each short path has a portion of \( \left( \frac{N}{k} \right)^p \left( 1 - p \right)^{n-k} \), contributing to the final ERF. If we assume \( p = 0.5 \), the ERF of the side branch is guaranteed to be smaller than the ERF of the main branch, see Eq[2]

\[
\frac{\text{ERF}_{f(x)}}{\text{ERF}_{f(x)}} = 0.25 \sqrt{\frac{1}{1 + \frac{2}{n}}} + 0.5 \sqrt{\frac{1}{1 + \frac{1}{n+1}}} + 0.25 \\
< \lim_{n \to +\infty} 0.25 + 0.5 + 0.25 = 1
\]  

As the side branch has a smaller ERF than the main branch, it can reduce the confidence on the foreground of the main branch.

E. **Loss Functions**

We use a streaming training setting to avoid over-fitting on limited labelled data so the model doesn’t repeatedly see the labelled data during each epoch. When a label is available, we apply a standard Dice loss \[ 25 \] between the output of each decoder and the label. When a label is not available, we apply a mean squared error loss between the outputs of the two decoders. This consistency regularisation is weighted by hyper-parameter \( \alpha \).
IV. A Probabilistic Interpretation of Consistency Based SSL and MisMatch

In a typical consistency based SSL \cite{31}, the convolutional neural network (CNN) model ($\theta$) first predicts the unlabelled data $x_u$ as $\hat{y}_u$. One can see $\hat{y}_u$ as a prediction with “standard” confidence. Then a strong perturbation (e.g., CutMix\cite{37}) is applied on $x_u$ to make it $\tilde{x}_u$, the model makes the other prediction of $\tilde{x}_u$ as $\hat{\tilde{y}}_u$. $\hat{\tilde{y}}_u$ can be seen as a prediction with “much lower” confidence because $\tilde{x}_u$ is much more difficult to classify than $x_u$. Then a consistency regularisation (e.g. mean-squared error) is applied between $\hat{y}_u$ and $\hat{\tilde{y}}_u$. Ignoring the data label for notational simplicity, then the maximum a posterior (MAP) estimation for the likelihood of output $p(y_u|x_u)$ is:

$$p(y_u|x_u) = \int p(y_u|\theta)p(\theta|x_u)d\theta$$

(3)

We denote the prediction with perturbed unlabelled data as $\hat{y}_u$, perturbed image as $\tilde{x}_u$, data augmentation as $\sigma$, then the MAP estimate of the likelihood of $p(\hat{y}_u|x_u)$ becomes:

$$p(\hat{y}_u|x_u) = \int p(\hat{y}_u|\theta)p(\theta|\tilde{x}_u)p(\tilde{x}_u|x_u)p(\tilde{x}_u|\sigma)d\theta$$

(4)

where the data augmentation method $\sigma$ (e.g. rotation, CutMix) is pre-determined, and typically operates at the image-level without considering spatial correlations among pixels. Such perturbations are not adaptive across pixels and not adaptive for different images, whereas spatial correlations contain rich information for segmentation. Thus, as shown in Eq 4 the perturbation $\sigma$ is denoted as independent from the image $x_u$.

Our aim was to create paired predictions with different confidences for consistency regularisation. The action of changing a prediction confidence is a crucial step to achieve a consistency driven SSL in segmentation. To generate an action that leads to a change of prediction confidence: 1) the action should be executed at the feature level \cite{28}; 2) the current state-of-the-art model called “FixMatch” (FM) \cite{31}. To adapt FixMatch for a segmentation task, we use Gaussian noise as weak augmentation and “RandomAug” \cite{7} without shearing for strong augmentation.

A. Implementation

We use Adam optimiser \cite{18}. Hyper-parameters are: $\alpha = 0.002$, batch size 1 (GPU memory: 2G), learning rate 2e-5, 50 epochs. Each complete training on CARVE takes about 3.8 hours. The final output is the average of the outputs of the two decoders. In testing, we take an average of models saved over the last 10 epochs across experiments. Our code is implemented using Pytorch 1.0 \cite{29}.

B. Baselines

In the current study the backbone is a 2D U-net \cite{30} with 24 channels in the first encoder. To ensure a fair comparison we use the same U-net as the backbone across all baselines. The first baseline utilises supervised training on the backbone, is trained with labelled data, augmented with flipping and Gaussian noise and is denoted as “Sup1”. To investigate how unlabelled data improves performance, our second baseline “Sup2” utilises supervised training on MisMatch, with the same augmentation. Because MisMatch uses consistency regularisation, we focus on comparisons with five consistency regularisation SSLs: 1) “mean-teacher” (MT) \cite{32}, with Gaussian noise, which has inspired most of the current state-of-the-art SSL methods; 2) the current state-of-the-art model called “FixMatch” (FM) \cite{31}. We use Adam optimiser \cite{18}. Hyper-parameters are: $\alpha = 0.002$, batch size 1 (GPU memory: 2G), learning rate 2e-5, 50 epochs. Each complete training on CARVE takes about 0.002 hours. The final output is the average of the outputs of the two decoders. In testing, we take an average of models saved over the last 10 epochs across experiments. Our code is implemented using Pytorch 1.0 \cite{29}.

C. Data sets & Pre-processing

CARVE 2014 The Classification of pulmonary arteries and veins (CARVE) dataset \cite{4} has 10 fully annotated non-contrast low-dose thoracic CT scans. Each case has between 399 and 498 images, acquired at various spatial resolutions between (282 x 426) to (302 x 474). 10-fold cross-validation on the 10 labelled cases is performed. In each fold, we split cases as: 1) for labelled training data, 3 for unlabelled training data, 1 for validation and 5 for testing. We only use slices containing more than 100 foreground pixels. We prepare datasets with
differing amounts of labelled slices: 5, 10, 30, 50, 100. We crop 176 × 176 patches from four corners of each slice. Full label training uses 4 training cases. Normalisation was performed at case wise.

**VI. RESULTS AND DISCUSSION**

### A. Segmentation Performance

MisMatch consistently and substantially outperforms supervised baselines, the improvement is especially obvious in low data regime. For example, on 5 labelled slices with CARVE, MisMatch achieves 24% improvement over Sup1. MisMatch consistently outperforms previous SSL methods [31, 32, 6, 28] in Table I across different data sets. Particularly, there exists statistical difference between Mismatch and other baselines when 6.25% labels (100 slices comparing to 1600 slices of full label) are used on CARVE (Table III). Qualitatively, we observed in Fig [7] that, the main performance boost of MisMatch comes from the reduction of false positive detection and the increase of true positive detection.

Interestingly, we found that Sup2 (supervised training on MisMatch without unlabelled data) is a very competitive baseline comparing to previous semi-supervised methods. This might imply that MisMatch can potentially help with the supervised learning as well.

We also found data diversity of training data highly affects the testing performance (Fig 5) in cross-validation experiments. For example, in fold 3, 7 and 8 on CARVE, MisMatch outperforms or performs on-par with the full label training, whereas in the rest folds, MisMatch performs marginally inferior to the full label training. Additionally, more labelled training data consistently produces a higher mean IoU and lower standard deviation (Table II). Lastly, we noticed more unlabelled training data can help with generalisation, until it dominates training and impedes performance (Table II).

### B. Ablation Studies

We performed ablation studies on the architecture of the decoders of MisMatch with cross-validation on 5 labelled slices of CARVE: 1) “MM-a”, a two-headed U-net with standard convolutional blocks in decoders, the prediction confidences of these two decoders can be seen as both normal confidence, however, they are essentially slightly different because of random initialisation, we denote the decoder of U-net as in Table III. Qualitatively, we observed in Fig [7] that, the main performance boost of MisMatch comes from the reduction of false positive detection and the increase of true positive detection.

Interestingly, we found that Sup2 (supervised training on MisMatch without unlabelled data) is a very competitive baseline comparing to previous semi-supervised methods. This might imply that MisMatch can potentially help with the supervised learning as well.

### TABLE I

| Sup1 | Sup2 MTA | MT | FM | CCT | Morph | MM |
|------|----------|----|----|-----|-------|----|
| [30] 2015 | 53.74 ± 10.19 | 53.74 ± 10.19 | 47.36 ± 6.65 | 58.32 ± 12.07 | 54.29 ± 9.69 | 56.94 ± 10.93 | 55.82 ± 11.03 | 60.74 ± 12.96 |

### TABLE II

| Unlabelled Slices | MTA | MT | FM | CCT | Morph | MM |
|-------------------|-----|----|----|-----|-------|----|
| [30] 2015 | 53.74 ± 10.19 | 53.74 ± 10.19 | 47.36 ± 6.65 | 58.32 ± 12.07 | 54.29 ± 9.69 | 56.94 ± 10.93 | 55.82 ± 11.03 | 60.74 ± 12.96 |

### TABLE III

P-value between MM and baselines. Non-parametric Mann-Whitney U-test: 100 labelled slices of CARVE.

| Sup1 | Sup2 MTA | MT | FM | CCT | Morph |
|------|----------|----|----|-----|-------|
| 9.13e-5 | 1.55e-2 | 4.3e-3 | 4.3e-4 | 1.05e-2 | 1.8e-3 | 2.2e-5 |
Fig. 5. Full results of 10 fold cross-validation on CARVE. X-axis: number of labelled slices. Y-axis: IoU

14%; outperforms MM-b by 3%-18%; outperforms MM-c by 4%-22%.

We also tested $\alpha$ at 0, 0.0005, 0.001, 0.002, 0.004 with the same experimental setting. The optimal $\alpha$ appears at 0.002 in Table IV.

| $\alpha$   | 0.0      | 0.0005   | 0.001    | 0.002    | 0.004    |
|------------|----------|----------|----------|----------|----------|
| IoU        | 50.75    | 59.16    | 59.45    | 60.25    | 58.89    |

TABLE IV

Ablation studies on alpha value using CARVE with 5 labelled slices.

C. Effectiveness of Learnt Attention Masks

We visualise the confidences of feature maps before and after attention, attention weights and how much the confidences are changed in Fig 2 on CARVE. We focus on zoomed-in area of one vessel. As shown in (c) and (e), the confidence outputs between the two decoders are different, the one from the positive attention decoder has more detected high confidence areas on the top of the anatomy of the interest. As illustrated in (j) and (n), the attention weights in the two decoders are drastically different from each other. More specifically, the attention weights in the negative attention decoder have relatively low values around the edges, as shown in green and blue colours, on the contrary, the attention weights in the positive attention decoder have high values in most of the regions of the interest.

Another evidence supporting the effectiveness of attention blocks are the changes of the confidences as shown in (r) and (v). After positive attention weights are applied on (g), it is clear to see in (r) that the surrounding areas of the originally detected contours are now also detected as regions of the interest. Besides, in (v), we observe expected negative changes of the confidences around edges caused by the negative attention shifting.

The histograms also support the effectiveness of our learnt attention masks. Between the histograms in (j) and (m), for the high confidence interval between 0.9 and 1.0, the negative attention block has more high confidence pixels than the positive attention block. This is because the negative attention block decreases confidence on foreground, whereby ending up with increasing confidence on background, where background class is the majority class naturally containing more pixels than the foreground class.

D. Confidence and Calibration of Mismatch

Expected Calibration Error To qualitatively study the confidence of MisMatch, we adapt two mostly used metrics in the community, which are Reliability Diagrams and Expected Calibration Error (ECE) [13]. Following [9], we first prepare $M$ interval bins of predictions. In our binary setting to classify the foreground, we use 5 intervals between 0.5 to 1. Say $B_m$ is the subset of all pixels whose prediction confidence is in interval $I_m$. We define accuracy as how many pixels are correctly classified in each interval. The accuracy of $B_m$ is formally:

$$acc(B_m) = \frac{1}{|B_m|} \sum_{i \in B_m} 1(\hat{y}_i = y_i)$$ (6)

Where $\hat{y}_i$ is the predicted label and $y_i$ is the ground truth label at pixel $i$ in $B_m$. The average confidence within $B_m$ is defined with the use of $\hat{p}_i$ which is the raw probability output of the
Fig. 6. Ablation studies on decoder architectures, cross-validation on 5 labelled slices with CARVE. MM is ours.

network at each pixel:

$$conf(B_m) = \frac{1}{|B_m|} \sum_{i \in B_m} \hat{p}_i$$  \hspace{1cm} (7)

Ideally, we would like to see $$conf(B_m) = acc(B_m)$$, which means the network is perfectly calibrated and the predictions are completely trustworthy. To assess how convincing the prediction confidences are, we calculate the gap between confidence and accuracy as Expected Calibration Error (ECE):

$$ECE = \frac{M}{n} \sum_{m=1}^{M} |B_m| (acc(B_m) - conf(B_m))$$  \hspace{1cm} (8)

MisMatch is well-calibrated and effectively learns to change prediction confidence As shown in Fig 8, both positive attention shifting decoder and negative attention shifting decoder are better calibrated than the plain U-net. Especially, positive attention shifting decoder produces over-confident predictions. Meanwhile, negative attention shifting decoder produces under-confident predictions for a few confidence intervals. This verifies again that MisMatch can effectively learn to differently change the prediction confidences of the same testing images.

Robustness of MisMatch Against Calibration Errors As shown in the scatter plot (Fig9) of paired IoU and corresponding Expected Calibration Error (ECE) of all of the testing images in cross-validation experiments on 50 labelled slices of CARVE, higher calibration errors correlate positively with low segmentation accuracy. In general, MisMatch has predictions with less calibration errors and higher IoU values. As shown in the 2nd order regression curves for each trend, MisMatch appears to be more robust against calibration error, as the fitted curve of U-net has a much more steep slope than MisMatch. In other words, with the increase of calibration error, MisMatch
Fig. 9. Expected calibration error [13] against accuracy in 10-fold cross-validation experiments on 50 labelled slices with CARVE. Y-axis: IoU. X-axis: ECE. Each calibration error is calculated from the gap between the confidence and accuracy for each testing image. Each data point in this figure is one testing image. The fitted 2nd order trends of our MisMatch are flatter than U-net, meaning MisMatch is more robust against the calibration error.

suffers less performance drops.

VII. CONCLUSION

We propose MisMatch, an augmentation-free SSL, to overcome the limitations associated with consistency-driven SSL in medical image segmentation. In lung vessel segmentation tasks, the acquisition of labels can be prohibitively time-consuming. For example each case may take 1.5 hours of manual refinement with semi-automatic segmentation[4]. Longer timeframes may be required for cases with severe disease. MisMatch however shows strong clinical utility by reducing the number of training labels required by more than 90%. MisMatch requires 100 slices of one case for training whereas the fully labelled dataset comprises 1600 slices across 4 cases. MisMatch when trained on just 10% of labels achieves a similar performance (IoU: 75%) to models that are trained with all available labels (IoU: 77%). Although MisMatch achieves superior performance over previous methods, it suffers from increased model complexity. Future work will extend MisMatch to multi-class 3D tasks incorporating uncertainty quantification as well as improving model efficiency. We also aim to enhance MisMatch by combining it with existing temporal ensemble techniques [32].
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