A common view on the brain learning processes proposes that the three classic learning paradigms—unsupervised, reinforcement, and supervised—take place in respectively the cortex, the basal-ganglia, and the cerebellum. However, dopamine outbursts, usually assumed to encode reward, are not limited to the basal ganglia but also reach prefrontal, motor, and higher sensory cortices. We propose that in the cortex the same reward-based trial-and-error processes might support not only the acquisition of motor representations but also of sensory representations. In particular, reward signals might guide trial-and-error processes that mix with associative learning processes to support the acquisition of representations better serving downstream action selection. We tested the soundness of this hypothesis with a computational model that integrates unsupervised learning (Contrastive Divergence) and reinforcement learning (REINFORCE). The model was tested with a task requiring different responses to different visual images grouped in categories involving either colour, shape, or size. Results show that a balanced mix of unsupervised and reinforcement learning processes leads to the best performance. Indeed, excessive unsupervised learning tends to under-represent task-relevant features while excessive reinforcement learning tends to initially learn slowly and then to incur in local minima. These results stimulate future empirical studies on category learning directed to investigate similar effects in the extrastriate visual cortices. Moreover, they prompt further
computational investigations directed to study the possible advantages of integrating unsupervised and reinforcement learning processes.
1 Introduction

A classic computational view differentiates the brain learning processes between unsupervised learning (UL) taking place in the cortex, reinforcement learning (RL) based on dopamine dynamics within the basal ganglia, and supervised learning in the cerebellum (Doya, 1999, 2000). The biological literature (Houk et al., 1995; Redgrave and Gurney, 2006), supported by reinforcement-learning computational models (Sutton and Barto, 2018; Fiore et al., 2014), has shown how basal-ganglia learning is strongly driven by reward signals encoded by the dopamine released by the neuromodulator mesolimbic system. A similarly extensive literature shows how cortical learning is largely based on associative learning (Markram et al., 2011; Caporale and Dan, 2008), as also operationalised with computational models (Hopfield, 1982; Gerstner and Kistler, 2002; Zappacosta et al., 2018).

However, empirical evidence shows that dopamine also directly innervates the cortex through the neuromodulatory mesocortical system having decreasing mediodorsal and anterior-posterior projection gradients spanning far beyond motor cortices (Williams and Goldman-Rakic, 1993; Jacob and Nienborg, 2018; Niu et al., 2020; Froudist-Walsh et al., 2020). Dopamine-based reward signals thus play an important role not only for basal-ganglia but also for the cortex (Wise, 2004). For example, different prefrontal and motor cortices encode different aspects related to reward, such as rewarded outcomes, stimuli associated with these outcomes, actions leading to them, and working memory upload-download (O’Reilly, 2006; Rushworth et al., 2011; Mannella and Baldassarre, 2015; Zeithamova et al., 2019).

Recently we have extended (Caligiore et al., 2019) the previous view on the brain learning processes (Doya, 1999, 2000) by proposing that each of the different macro-systems of the brain—the basal ganglia, the cortex, and the cerebellum—involve multiple learning mechanisms. In this view, cortical plasticity involves both associative (unsupervised) learning processes and trial-and-error (reinforcement) learning processes based on dopamine. However, to our knowledge these two learning processes might integrate and affect the learned internal representations of stimuli has not been investigated with computational models.

The goal of this work is to propose a hypothesis stating that reward-based trial-and-error processes might lead not only to the acquisition of motor representations, as it is usually assumed, but also of sensory representations. In particular, the hypothesis we propose is that: (a) within cortices, reward-based trial-and-error learning processes and associative learning processes are mixed; (b) the trial-and-error mechanisms learning non-motor representations are analogous to those learning motor representations, consisting of exploratory noise and the reward-based fixation of the found effective solutions; (c) the joint effect of these associative and trial-and-error learning processes leads to the acquisition of action-oriented representations better serving downstream action selection processes.

To operationalise the hypothesis, we propose a computational model having an overall actor-critic architecture (Sutton and Barto, 2018) and based on a generative model (Goodfellow et al., 2017). The generative model is a Deep Belief Network based on two stacked Restricted Boltzmann Machines, (Hinton, 2002; Hinton et al., 2006) integrating the UL Contrastive Divergence (Hinton, 2002) and RL, using the REINFORCE algorithm (Williams, 1992).

The model has an architecture that is different from those commonly used in reinforcement-learning neural network models (Mnih et al., 2015; Arulkumaran et al., 2017; Nguyen et al., 2020; Shao et al., 2019). In these systems, (a) the RL algorithms and reward signals are used to train only the output ‘motor’ layers and (b) the effects of reward on inner layers are caused by error gradients that back-propagate from output layers. On the contrary, we propose here that in the cortex the reward signals directly affect the representations formed within the inner layers.

The model is tested with sorting tasks requiring the execution of consistent actions in response to different properties (colour, shape, or size) of simple geometric images. This task is inspired to sorting tasks used in the research on category learning (Hanania and Smith, 2010) where the participants have to sort cards with simple shapes by putting them onto other cards showing similar attributes (e.g., red) according to a certain category (e.g., colour).

The results show that a balanced mix of UL and RL processes leads to higher performance. Moreover, the learned representations exhibit a category-based action-oriented disentanglement effect for which the encoding encompasses both intrinsic statistical regularities and action-relevant visual features of images. These results corroborate the hypothesis for which reward-based trial-and-error processes can directly affect sensory representations in the cortex thus tuning them towards action.

2 Methods

2.1 Task and experimental conditions

The task we used to test the model is based on category learning tasks requiring the production of a response on the basis of specific visual features of stimuli such as colour, shape, and size (see Ashby and Maddox, 2005; 2011a for an extended analysis of these tasks).

In particular, we focused on a sub-class of these tasks in which a classification rule is fixed and the participant has to execute a motor action on the basis of the features of a card (Hanania and Smith, 2010). The task uses a series of 2D input images of geometrical shapes varying in colour, shape, and size, for example as those shown in Figure 1A. For example in the case of a colour classification rule, the...
agent should learn to respond with a different output to the different colours (red, green, blue, yellow), hence ignoring the shape and the size. Figure 1B summarises the main processes performed by the system during the task performance: perception of the input, behavioural response, performance monitoring, and processing of the reward. The task was repeated for all the three classification rules involving colour, shape, and size.

2.2 The architecture of the model and its biological underpinning

Figure 2 summarises at a high level the elements of the hypothesis proposed here that are captured by the computational model. This in particular encompasses intermediate layers corresponding to extra-striate cortices that host mixed UL and RL processes. Figure 2 shows the architecture of the model. We now illustrate the components of the architecture and their biological underpinning.

Perceptual component This component is based on a neural network that processes visual inputs by performing information abstraction and mimics the brain visual cortical system. In particular, the component executes a hierarchical information processing (Felleman and Van Essen 1991; Baldassarre et al., 2013) from the low-level retinotopic features in the striate cortex (V1), to the extraction of high-level image features (colour, shape, size) in the extra-striate cortices (DeYoe et al., 1996; Konen and Kastner, 2008).

Differently from the biologically implausible gradient-descent methods, the network learns through a bi-plausible mechanism (Illing et al., 2019). In particular, the learning processes used in the model update each connection weight (synapse) on the basis of locally available information related to the pre-synaptic and post-synaptic units. Another biologically plausible feature of the model, at the core of the novelty of the hypothesis presented here, is that the top layer of this component is trained during the
task through a mechanism that integrates associative and reward-based RL (Figure 2).

The bottom layer of the component, which mimics early visual cortices, is instead trained before the task execution to reflect the learning of these areas during early development (Shu and Murphy, 2018). Critical for our hypothesis, this architecture captures the essence of the effects of dopamine reward signals onto extra-striate cortices and the lack of it in striate cortices (Williams and Goldman-Rakic, 1993; Jacob and Nienborg, 2018; Impieri et al., 2019; Niu et al., 2020; Froudist-Walsh et al., 2020). Finally, the model relies on distributed representations, for which information on each content (e.g., a percept) is encoded by many units of the layer, and each unit takes part in the representations of different contents. This encoding is more bio-plausible than localistic representations ('grandmother-cells'; McClelland et al., 1986; Quiroga et al., 2008).

Motor component This component is supported by a neural network that, on the basis of the perceptual component activation, produces an ‘action’ affecting the world. The network is trained through a trial-and-error learning algorithm using a reward signal, mimicking the interactions of basal ganglia with motor cortices during the learning of actions (Kim et al., 2017; Seger, 2008).

Motivational component This component is formed by three sub-modules that emulate the motivational functions supported by different brain sub-systems.

First, a motivator sub-module produces a reward signal on the basis of the perceived outcome following action performance. Here the outcome is received from the environment and informs the system on the ‘correctness’ of the performed action (see below). This action-outcome might correspond to an ‘extrinsic reward’, for example to the receipt of food or other rewarding resources; this is suitably processed by the system sensors and motivator component to produce a reward signal guiding the system learning processes. In other conditions, the reward signal might be produced by intrinsic motivation processes, for example related to the novelty or surprise of the experienced stimuli (Barto et al., 2013) or to the acquisition of competence during the accomplishment of a desired goal (White 1959; Santucci et al., 2016). In the brain, structures such as the hypothalamus and the pedunculopontine nucleus, and the ventromedial, orbital, and anterior-cingulate cortices, support extrinsic rewards (Panksepp 1998; Miroli et al., 2010), while other structures, such as the superior colliculus, hippocampus, and the dorsolateral prefrontal cortex, support the computation of intrinsic reward signals (Lisman and Grace 2005; Ribas-Fernandes et al., 2011; Baldassarre 2011).

Second, a predictor sub-module, based on a multi-layer neural network, uses the high-level perceptual representations encoding the current perceived state, received from the top layer of the perceptual component, to predict the rewards that can be attained from it. This module functionally mimics the brain basal-ganglia striosomes (Houk et al., 1995).

Last, a prediction error sub-module integrates the obtained and predicted rewards and produces a learning signal (‘surprise’). This signal influences the learning of the predictor, of the motor component and, most importantly, of the perceptual component. In the brain, this signal is represented by the phasic dopamine bursts reaching various target areas (Schultz, 2002), as also modelled by the actor-critic RL architecture (Barto, 1995).

2.3 Computational implementation and learning algorithms of the model

The system proposed here (Figure 4) is formed by a generative model integrated into an actor-critic architecture (Sutton et al., 1998), both modified to study the role of reward in perceptual representation learning. Further details regarding the system parameters (e.g., the number of units of each layer, the learning rates, the training epochs, etc.) are reported in Table S1 of the Supplementary Materials. The code of the system will be made publicly available online in GitHub in the case of publication.

Perceptual component This component is a generative Deep Belief Network (DBN; Hinton et al., 2006; Le Roux and Bengio, 2008) composed of two stacked Restricted Boltzmann Machines (RBMs; Hinton, 2012). Each RBM is composed of an input layer (‘visible layer’) and a second layer (‘hidden layer’) formed by Bernoulli-logistic stochastic units where each unit $j$ has an activation $h_j \in \{0, 1\}$:

\[
    h_j = \begin{cases} 
    1 & \text{if } \nu \geq \sigma(p_j) \\
    0 & \text{if } \nu < \sigma(p_j) 
    \end{cases}
\]

\[
    \sigma(p_j) = \frac{1}{1 + e^{-p_j}}
\]

\[
    p_j = \sum_i (w_{ji} \cdot v_i)
\]

where $\sigma(x)$ is the sigmoid function, $p_j$ is the activation potential of the unit $h_j$, $\nu$ is a random number uniformly drawn from $\{0, 1\}$ for each unit, and $w_{ji}$ is the connection weight between the visible unit $v_i$ and $h_j$. The RBM is capable of reconstructing the input by following an inverse activation from the hidden layer to the input layer.

The DBN consists of a stack of RBMs—two in the model—where each RBM receives as input the activation of the hidden latent layer of the previous RBM. The model is trained layer-wise, starting from the RBM which receives inputs from the environment and towards the inner layers. On this basis, the DBN executes an incremental dimensionality reduction of the input, as higher layers further compress the representations received from the lower/previous RBM (Hinton and Salakhutdinov, 2006).
In the model, the first RBM directly receives the input images and it is trained to encode them ‘offline’ before the task. This training uses the Contrastive Divergence, an unsupervised-learning algorithm that computes each connection weight update \( \Delta w_{ij} \) as follows:

\[
\Delta w_{ij} = \epsilon \langle v_i \cdot h_j \rangle_{\text{data}} - \langle v_i \cdot h_j \rangle_{\text{model}}
\]  
(2)

where \( \epsilon \) is the learning rate, \( \langle v_i \cdot h_j \rangle_{\text{data}} \) is the product between the initial visible activation and the consequent hidden activation averaged over all data points, \( \langle v_i \cdot h_j \rangle_{\text{model}} \) is the product between the reconstructed visible activation and a second activation of the hidden layer following it averaged over all data points. The third and fourth activations are denoted with ‘model’ as they tend to more closely reflect the spontaneous input-independent activations of the RBM.

The second RBM of the model is trained ‘online’ during the task performance based on the novel algorithm proposed here. The algorithm integrates Contrastive Divergence (Eq. 2) with the REINFORCE algorithm described in the next session (Eq. 4) as follows:

\[
\Delta w_{ij} = \lambda \epsilon \langle v_i \cdot h_j \rangle_{\text{data}} - \langle v_i \cdot h_j \rangle_{\text{model}} + (1 - \lambda) \alpha (r - \bar{r})(y_j - p_j)x_i
\]  
(3)

where \( \lambda \) is the contribution of Contrastive Divergence to the update of weights, and \( (1 - \lambda) \) the contribution of REINFORCE. Crucial for this work, \( \lambda \) mixes the contribution of UL and RL processes to the weight update, in particular a high value of it implies a dominance of UL whereas a low value of it implies a dominance of RL. In the simulations, we tested five values of the parameter: \( \lambda \in \{1, 0.1, 0.01, 0.001, 0\} \).

**Motor component** This component is a single-layer neural network trained with the RL algorithm REINFORCE (Williams, 1992). The input of the network is the activation of the last layer of the perceptual component. The network output layer is composed of Bernoulli-logistic units as for the perceptual component. The algorithm computes the update \( \Delta w_{ij} \) of each connection weight linking the input unit \( i \) and the output unit \( j \) of the component as follows:

\[
\Delta w_{ij} = \alpha (r - \bar{r})(y_j - \sigma(p_j))x_i
\]  
(4)

where \( \alpha \) is the learning rate, \( r \) is the reward signal received from the motivator, \( \bar{r} \) is the reward signal expected by the predictor, \( x_i \) is the input of the network (from the outer second hidden layer of the DBN), \( \sigma(p_j) \) is the sigmoidal activation potential of the unit encoding its probability of firing, and \( y_j \) is the unit binary activation.

**Motivational component** This component implements the functions of the critic component of an actor-critic architecture (Sutton et al., 1998) based on three sub-modules introduced in the previous section.

The motivator module computes the reward signal by scaling the reward perceived from the external environment into a standard value, the reward signal \( r \in (0, 1) \):

\[
r = f(\text{Reward})
\]  
(5)

where \( \text{Reward} \) is the reward perceived from the environment and \( f(.) \) is a linear scaling function ensuring that the reward signal ranges between 0, corresponding to a wrong action, to 1, corresponding to an optimal action. This reward signal represents the pivotal guidance of the RL processes driving the acquisition of not only the actions but also the DBN second hidden layer. As discussed above, in other cases the motivator might compute more complex reward signals based on more sophisticated types of extrinsic and/or intrinsic motivation mechanisms.
The predictor module is a multi-layer perceptron composed of an input layer (DBN second hidden layer), a hidden layer, and an output linear unit predicting the expected reward signal $\bar{r}$. The perceptron is trained with a standard gradient descent method (McClelland et al., 1986; Amari, 1993) using a learning rate $\alpha$ and the error $e$ computed by the prediction-error component.

The prediction error module is a function that computes the reward prediction error (surprise) $e$ as follows:

$$e = r - \bar{r}$$  \hspace{1cm} (6)

where $r$ is the reward signal from the motivator, and $\bar{r}$ is the expected reward signal produced by the evaluator. This error is used to train the predictor itself, the motor component, and the perceptual component.

Auxiliary elements The input dataset is formed by RGB images with a black background and a polygon at the centre (Figure 1). The polygon is characterised by a unique combination of specific attributes chosen from three visual categories: colour, form and size. There are four attributes for each category: red, green, blue, yellow (colour); square, circle, triangle, bar (form); large, medium-large, medium-small, small (size). These attributes generate $4^3 = 64$ combinations forming the images used in the test.

The retina component is implemented as a $28 \times 28 \times 3$ matrix containing the RGB visual input. The matrix is unrolled into a vector of 2,352 elements that represents the input of the perceptual component.

The environment is implemented as a function that provides an image to the model at each trial. In one trial the model perceives and processes one input image and undergoes a cycle of the aforementioned learning processes based on the reward received from the environment after the action performance. Here the environment computes the reward $r'$ simply on the basis of the Euclidean distance between the model action and an ‘optimal action’:

$$\text{Reward} = ||y^* - y||_1$$  \hspace{1cm} (7)

where $y^*$ is the optimal action binary vector that the model should produce for the current input, $y$ is the model binary action, and $||.||_1$ is the L1 norm of the vectors difference. The optimal actions are four binary random vectors that the model should produce in correspondence to the items of the four input categories of the given task.

3 Results

We tested the model with different tasks each involving one out of three sorting rules based on the three categories, for example, a task required sorting the cards by colour and another one by shape. The model was tested with five different levels of UL/RL contribution ($\lambda$ parameter, see Section 2.3) and two levels of internal resources, in particular respectively 10 and 50 units in the second DBN hidden layer. Note that 50 units were sufficient to allow the system to fully encode the image features, as shown by a preliminary test indicating a close-to-null reconstruction error.

We varied the parameters of these environmental and model conditions with a random grid search based on 1016 simulations. The simulations were run in the Neuroscience Gateway platform (NSG, Sivagnanam et al., 2013). The different values of the critical parameter $\lambda$ gave rise to five conditions labelled as follows: Level 0 (L0): no RL (i.e., only UL); Level 1 (L1): low RL; Level 2 (L2): moderate RL; Level 3 (L3): high RL; Level 4

![Figure 4: A computational schema of the model components and their training algorithms, the flows of information between the components, and the learning signals.](Image)
(L4): extreme RL (no UL). The simulations using different amounts of internal resources allowed us to investigate how the available computational resources affect the results related to the UL/RL mix.

The presentation of results is organised in three parts. The first part investigates the effects on the performance of the different contributions of UL/RL. The second part investigates the nature of the perceptual representations acquired through a different UL/RL learning mix. Finally, the third part presents a graphical reconstruction of the original input patterns produced by the generative perceptual component of the model and the related reconstruction errors.

Performances analysis Figure 5 shows the training curves of the models trained with different RL contributions in 15,000 epochs. The L0 models, using only UL, learn faster during the first 1,000 epochs but exhibits the worst final performance. Figures S1, S2 and S3 in Supplementary Materials show that this effect is also present in subsets of all simulations. Instead, the highest final performance is achieved by the L3 models where UL and RL are better balanced.

Figure 6 shows the final performance of the models, namely the maximum reward they achieved. A correlation analysis shows the presence of a linear relation between such performance and the level of the RL, but this is not very high thus indicating the relevance of the inverted U shape of the curve visible from the figure ($r = 0.5, p < 0.001$). A one-way ANOVA confirms the presence of a statistical difference between the final performance of the five groups ($F = 47.51, p < 0.001$). Post hoc tests (Table 1) confirm that the performances of models with an absent RL contribution (L0) are statistically different with respect to each of the other models ($0.81 \pm 0.08, p < 0.001$). The L3 models show a higher performance compared to the L0 models ($0.92 \pm 0.06$ vs. $0.81 \pm 0.08, p < 0.001$), the L1 models ($0.92 \pm 0.06$ vs. $0.89 \pm 0.04, p < 0.001$), and the L4 models ($0.92 \pm 0.06$ vs. $0.90 \pm 0.07, p < 0.05$). The L2 and L3 models do not show a significant difference ($0.92 \pm 0.06$ vs. $0.91 \pm 0.05$).

To further investigate the relationship between the performance of the models and the different levels of RL contribution, we grouped the results of the simulations on the basis of the computational resources or the sorting rule. Here we present a summary of the results while Section S2.1 in the Supplemental Materials reports the posthoc tests.

Table 2 shows that the increase of computational resources available for the representations tends to lower the amount of RL contribution leading to the highest performance. Indeed, a one-way ANOVA shows a statistical difference between the models ($F = 3.85, p < 0.001$) and the post-hoc tests show that the L2 model leads to the best result ($0.95 \pm 0.05$).

The table also highlights differences between the simulations using different sorting rules (colour, shape, size). The simulations with the colour sorting rule show flattened reward values with respect to the different RL contribution. In the case of low computational resources the model does not show statistically significant differences ($F = 0.88, p > 0.05$). A difference emerges in the case of high computational resources ($F = 19.8, p < 0.001$) where the L2 models, having a balanced UL/RL mix, show the best final performance ($0.98 \pm 0.02$).

The simulations with the shape sorting rule show statistical differences with both low computational resources ($F = 120.9, p < 0.001$) and high computational resources ($F = 20.4, p < 0.001$). In both cases, the models using a mixed level of UL and RL prevail: the extreme cases of the L0 models (only UL), and L4 models (only RL) have lower performances with respect to the L1, L2 and L3 models having a more balanced UL/RL mix.

Finally, the simulations with the size sorting rule show statistical differences with low computational resources ($F = 43.4, p < 0.001$) but not with ‘high computational resources’ ($F = 1.12, p > 0.05$). In the first case, the L0 models have the lowest performance.

Analysis of internal representations To investigate the nature of the perceptual representations acquired by the models, we show the results of some example simulations in the cases of different sorting rules and different levels of the RL. Other simulations lead to qualitatively similar results.

To visualise the representations we used a Principal Component Analysis (PCA), allowing a dimensionality reduction, and a K-means algorithm, supporting clustering. In particular, we extracted the first two principal components of the input patterns reconstructed by the model into the visible layer in correspondence to the original 64 input patterns. The reconstructed images were obtained by spreading the activity from the visible layer of the DBN, activated with an image, to its first and second hidden layer, and then back towards the visible layer. We analysed the reconstructed visual representations, rather than the hidden representations, to assess which features of the original visual images are retained by the internal representations. The results of the PCA extraction of the two dimensions of the representations can be plotted in a 2D scatter plot to visualise the results of the following K-means algorithm. The K-means algorithm was applied to PCA 2D codes of the internal representations. We set $K = 4$, so the algorithm grouped the representations into four classes, as the number of the actions. This made it possible to analyse how the model internally represents the different input images. Further details and results regarding these methods, as the cumulative variance explained by the PCA components and the silhouette scores of the K-mean algorithm, are reported in Section S2.2 of Supplemental Materials.

The results of the analyses (Figures 7-9) highlight that the reward-based RL contribution strongly affects the internal representations as revealed by the reconstructed inputs.
Learning curves of models

Figure 5: Reward per epoch of the five models involving different UL/RL levels, averaged over the models using a given level. Shaded areas represent the curves standard deviations.

Performance of models

Figure 6: Performances (maximum reward obtained at the end of training) of models featuring different levels of RL contribution.

| Absent (L0) | Low (L1) | Moderate (L2) | High (L3) | Extreme (L4) |
|------------|----------|---------------|-----------|--------------|
|            | //       | //            | //        |              |
| Low (L1)   | $p < 0.001$ | //            |           |              |
| Moderate (L2) | $p < 0.001$ | $p > 0.05$ (NS) | //        |              |
| High (L3)  | $p < 0.001$ | $p < 0.001$ | $p > 0.05$ (NS) | //        |
| Extreme (L4) | $p < 0.001$ | $p > 0.05$ (NS) | $p > 0.05$ (NS) | $p < 0.05$ |

Table 1: Post-hoc comparisons (t-test with Bonferroni correction) between the performance of models with different levels of RL contribution. ‘NS’ indicates ‘non statistically significant’.

For each sorting rule considered, models with a medium (L2) and high (L3) level of RL show the emergence of category-based clusters, with their radius progressively diminishing with an increasing weight of the RL. Conversely, the L0 and L1 models do not show this effect in any task condition. The only exceptions to this are the models with an absent or low RL (L0 and L1) showing a clustering effect that does not depend on the task but only on the colour of the shapes. This is due to the high distinc-
Table 2: Performance of models with different RL contributions in correspondence to two different amounts of computational resources (number of neurons in the second hidden layer of the DBN) and three different sorting rules (colour, shape, size). Figures in bold highlight the highest value per each condition (along the rows).

|                | Absent | Low  | Moderate | High   | Extreme |
|----------------|--------|------|----------|--------|---------|
| **Low Resources** |        |      |          |        |         |
| Colour         | 0.81 ± 0.08 | 0.89 ± 0.04 | 0.91 ± 0.05 | **0.92 ± 0.06** | 0.90 ± 0.07 |
| Shape          | 0.92 ± 0.02 | **0.92 ± 0.02** | 0.91 ± 0.04 | 0.91 ± 0.07 | 0.90 ± 0.08 |
| Size           | 0.75 ± 0.02 | 0.89 ± 0.04 | 0.94 ± 0.04 | **0.95 ± 0.04** | 0.93 ± 0.06 |
| **High Resources** |        |      |          |        |         |
| Colour         | 0.92 ± 0.03 | 0.93 ± 0.04 | **0.95 ± 0.05** | 0.93 ± 0.06 | 0.93 ± 0.05 |
| Shape          | 0.94 ± 0.01 | 0.94 ± 0.01 | **0.98 ± 0.02** | 0.95 ± 0.03 | 0.96 ± 0.02 |
| Size           | 0.93 ± 0.02 | 0.97 ± 0.02 | **0.97 ± 0.02** | 0.96 ± 0.02 | 0.94 ± 0.02 |

Figure 7: Principal components of the reconstructed image representations in the case of the colour sorting rule and in correspondence to different levels of RL (shown in different graphs). The dimensionality of the reconstructed image was reduced to two through a PCA (x-axis: first component; y-axis: second component). Within each graph, each reconstructed image is represented by a point marked by an icon that summarises the colour, shape, and size of the shape in the image (some icons are not visible as they overlap). The centroids of the four clusters found by the K-means algorithm are marked with a black dot, while the maximum distance of the points of the cluster from its centroid is shown by a grey circle. A: Level 0 (L0), absent RL (only UL); B: Level 1 (L1), low RL; C: Level 2 (L2), moderate RL; D: Level 3 (L3), high RL; E: Level 4 (L4), extreme RL (no UL).

Figure 9-E shows that the model with an extreme RL incurred a clustering error. In particular, in this condition the model should group the images into four clusters (as in the conditions of Figure 9-C, D) whereas it tends to use only three clusters.

Information stored by the model  To further investigate what type of information is stored by the model, we show the results of two additional analyses. The first analysis examined the DBN reconstruction error (see Section S2.3 in Supplementary Materials for further details), while the second analysis qualitatively inspected the reconstructions of the input images.
Shape sorting category: reconstructed input

Figure 8: Principal components of the reconstructed image representations in the case of the shape sorting rule and in correspondence to different levels of RL. The plots are drawn as in Figure 7.

Figure 10 shows the results of the first analysis and highlights the presence of a strong positive linear relationship between the level of RL and the reconstruction error ($r = 0.68$, $p < 0.001$). A one-way ANOVA confirmed the presence of a statistical difference between the five groups ($F > 100.0$, $p < 0.001$). These results indicate that an increasing RL contribution causes a progressive loss of information on the input images.

The results of the second analysis show the kind of information that the internal representations tend to retain, in particular if the system tends to store task-independent and/or task-related features. In this respect, Figure 11 highlights the emergence of shapeless coloured blobs in the case of the colour sorting rule, the emergence of colourless and sizeless prototypical shapes in case of shape sorting rule, and the emergence of colourless blobs with different sizes in the case of the size sorting rule.

4 Discussion

In this work, we propose a novel hypothesis on the broad nature of learning in the brain cortex. A previous seminal view proposed that the cortex, basal ganglia, and cerebellum use the different learning mechanisms studied in machine learning, respectively unsupervised, reinforcement, and supervised learning (Doya 1999, 2000). Recently, we have proposed a theory (Caligiore et al. 2019) that expands such view by proposing that, although those learning processes might be predominant in the three macro brain systems, plasticity within them mixes the three learning mechanisms. The hypothesis proposed here focuses on the cortex and on the empirical evidence showing that dopamine reaches cortical targets (Williams and Goldman-Rakic 1993, Niu et al. 2020). On this basis, the hypothesis proposes that dopamine directly conveys information on the reward to the target cortices. Therefore, learning processes happening within them integrate associative (UL) and reward-based trial-and-error mechanisms (RL). Here we also present a computational model that actually mixes the two learning processes. The key idea at the core of the model is to exploit the stochastic nature of the units of Boltzmann neural networks to implement the RL key noise-based search process through the REINFORCE algorithm (Williams 1992). The author of this algorithm envisaged the link between the stochastic units used in Boltzmann neural networks and those used in REINFORCE (Williams 1992). However, the original work proposed the algorithm only to support the acquisition of actions as usually done in RL (Sutton et al. 2000, 1998). Instead, the model proposed here uses REINFORCE to learn inner representations in the neural network. This differs from other neural network models where reward only informs the training at the output layer of the network whereas the deeper representations are updated based on biologically non-plausible error back-propagation mechanisms (Arulkumaran et al. 2017, Mnih et al. 2015). To our knowledge, the proposed model is the first to allow...
Size sorting category: reconstructed input

Figure 9: Principal components of the reconstructed image representations in the case of the size sorting rule and in correspondence to different levels of RL. The graphs are drawn as in Figure 7. The red arrow in graph E indicates the centroid of a cluster that contains only the small bars but not the other small shapes.

Information loss for different levels of RL

Figure 10: Information loss (reconstruction error at the end of the training) of models with different levels of RL.

Reward signals to directly bias the acquisition of the representations encoded in the inner neural layers of the network in a bio-plausible manner. The model thus represents a new tool to investigate the potential utility of this for computational purposes and also to study the possible effects of the mixed UL/RL processes within the brain cortex.

The model was tested with a task having the features of experiments used in the field of category learning, in particular requiring sorting images based on different attributes of a given category (Hanania and Smith 2010). This was done to start to consider how the model could be used to study specific phenomena in category learning (Zeithamova et al. 2019), as further discussed below.
The main result of the tests of the model is that a suitably balanced mix of UL and RL leads the model to achieve the best performance. This result holds for all tested conditions, as shown in Figure 6 and Table 1. Further analyses explained the possible causes of this.

The case of absent or low RL has some initial advantages at the beginning of training. This can be seen from Figure 5, where the pure UL case exhibits the learning curve with the sharpest initial increase of performance. Figures S1, S2 and S3 in Supplementary Materials show that this effect is also robustly present in sub-groups of simulations. The reason for this is that initially the models with high RL produce a highly variable exploratory behaviour, and thus the resulting reward signals that guide the learning process involving the deeper layers of the network are rare and unreliable. Instead, since the initial phases of training the UL process can proceed independently of the success of behaviour, and so it can build representations needed to support the learning of behaviour itself. However, with the advancement of training the conditions with absent/low levels of RL achieve a lower performance than the more balanced conditions, as shown in Figure 6 and Table 1. Figures S1, S2 and S3 in Supplementary Materials confirm the generality of this result. The reason is that UL tends to encode all features of the images, and so the task-relevant features compete with them and remain with insufficient computational resources.

This interpretation is corroborated by the tests where we manipulated the computational resources that were available to the system, and specifically the number of the reward-biased units at the second layer of the DBN (Table 2). These tests show that with a higher amount of computational resources the best performance is achieved by the models having a better balance of UL and RL, in particular a higher level of UL. This is because the encoding of task-irrelevant features is less impairing for the encoding of task-relevant features. To appreciate the relevance of this result, it should be considered that in ecological conditions the information received from sensors (e.g., the information from the retina) always overwhelms the available computational resources, and so some task-based feature selection is always advantageous.

At the opposite side of the spectrum, also models where RL is predominant or exclusive have computational limitations, as shown in Figure 6 and Table 1. The acquisition of internal representations is slow in models solely based on RL plasticity as learning is guided only by reward. Hence, the reconfiguration of the synaptic strengths are initially attained in an erratic fashion, as also discussed above (Figure 5). Importantly, the system tends to incur in local minima with the progression of learning, as shown in Figure 9E.

These results suggest the general possibility that UL and RL might express advantages at different stages of learning, in particular, UL might be more useful at the beginning of learning while RL at later stages. Future work might thus aim to study how to dynamically regulate the UL/RL balance during learning.

The generative nature of the perceptual component of the model allowed the investigation of how the internal representations tend to cluster the images depending on the categorisation rule of the task and the UL/RL mix balance. Graphs ‘A-B’ of Figures 7, 8, and 9 show that when RL is absent or low, UL tends to lead to the acquisition of all features of the image independently of their relevance for the task, as also shown by the low reconstruction error obtained in this cases (Figure 10). Instead, graphs ‘C,
D’ of the same figures show how a mix of the two learning processes leads to the encoding of different attributes of the visual shapes. The images are grouped in relation to the responses to be associated to them, thus facilitating downstream action selection. Finally, when learning is only driven by reward, as shown by the graphs ‘E’ of the figures, the internal representations collapse to only one representation per group of images requiring a given action. This interpretation is also supported by the higher levels of the reconstruction error obtained in these cases (Figure 10).

Figure 11 exploits the generativity of the model to highlight the features of the images that RL tends to isolate when it is increasingly strong. As the figure shows, these are few features that strongly differentiate the shapes into the desired categories, for example features related to specific colours, or specific elements of the shapes or size. These representations favour learning of the downstream actions but imply less robustness and make the system vulnerable to local minima, as we have seen above. Moreover, this is expected to create representations that generalise poorly to new tasks, an important issue that deserves further investigation as it might justify why the brain seems to rely less on reward in early visual processing stages.

These results show how the presented model has the potential to be used to interpret the empirical experiments investigating the well-known phenomenon for which the tasks accomplished tend to modulate the acquired perceptual representations. This phenomenon has been shown in mice (Poort et al., 2015), primates (Sigala and Logothetis, 2002), and also humans (de Beeck et al., 2006; Astafiev et al., 2004). In particular, the studies on humans involve the wide research field of ‘category learning’ (for reviews, see Ashby and Maddox, 2011b; Zeithamova et al., 2019). The bulk of the research in this field has traditionally focused on the contrast between explicit versus procedural mechanisms for category learning (Maddox and Ashby, 2004; Seger and Miller, 2010) and more recently on the prototype versus example-based nature of the acquired sensory representations (Mack et al., 2013; Bowman and Zeithamova, 2018; Zeithamova et al., 2019). Although reward and RL are considered important for category learning (Seger and Peterson, 2013; Chelazzi et al., 2013), only recently few works have started to investigate how reward affects the acquired representations, the issue relevant for the hypothesis and model proposed here. For example, it has been shown that category learning in the ventromedial prefrontal cortex, inferior parietal cortex, and intraparietal sulcus are affected by the reward (Braunlich and Seger, 2016; Zeithamova et al., 2019). To our knowledge, however, we still do not know how reward might influence the formation of low-level representations of category features, for example within the extrastriate cortex of the brain parietal areas.

A final remark is that the proposed model is coherent with the theoretical framework of embodied perception (DiFerdinando and Parisi, 2004; Vernon, 2008; Foglia and Wilson, 2013) proposing that the brain constructs internal representations of the world “for being ready to act”. In this respect, the model specifies a possible ways in which the brain, based on the reward signals directly reaching its inner areas, might ‘warp’ representations in favour of the pursued tasks.

5 Conclusions

We have proposed the hypothesis that also non-motor cortices, in particular the extra-striate cortices, learn through both associative mechanisms (unsupervised learning) and reward-based mechanisms (reinforcement learning). Moreover, we have proposed a bio-plausible computational model facing a category-based sorting task to start to study how these mixed learning processes might affect the acquired representations of stimuli.

The results obtained with the tests of the model show that a suitably balanced mix of unsupervised and reinforcement learning processes leads to the highest performance. On one hand, excessive unsupervised learning tends to use computational resources to represent all input features and thus to leave scarce resources for the representation of task-relevant features. On the other hand, an excessive RL tends to lead to initial slow learning and to incur in local minima. Moreover, the results show how reward might lead to the acquisition of action-oriented representations on the basis of bio-plausible mechanisms, and this favours the selection of downstream actions.

In future work, the model could be used to address specific data on the reward-based modulation of category learning in the brain cortex. Moreover, the model prompts further computational studies directed to investigate the possible advantages of reward signals directly reaching the deep layers of artificial neural networks.
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Supplementary Material

Methods: further details on the model simulations

We tested the model solving the sorting task with different task conditions (sorting rule, i.e. colour, shape or size) and perceptual component configurations (the number of neurons of top hidden layer and the reward contribution into the learning process). We randomly changed these parameters, keeping the others fixed. Table S1 shows the key parameters of simulations.

| Simulations parameters |
|-------------------------|
| Label                   | Value/Range | Description |
| Sorting rule            | \{colour, shape, size\} | Variable. latent rule to solve the sorting task |
| Training epochs         | $15 \times 10^3$ | Fixed. Training epochs of sorting task. |
| Single-layer perceptron output units | 10 | Fixed. Output neurons of motor component. |
| Single-layer perceptron learning rate (REINFORCE) | $1 \times 10^{-2}$ | Fixed. Training learning rate of motor component. |
| Multi-layers perceptron hidden units | 50 | Fixed. Hidden neurons of predictor component. |
| Multi-layers perceptron learning rate (Backpropagation) | $1 \times 10^{-3}$ | Fixed. Training learning rate of predictor component. |
| Single-layer perceptron learning rate (REINFORCE) | $1 \times 10^{-2}$ | Fixed. Training learning rate of motor component. |
| DBN units (visible layer) | 2352 | Fixed. Neurons of visible layer. |
| DBN units (first hidden layer) | 200 | Fixed. Neurons of first hidden layer. |
| DBN units (second hidden layer) | \{10, 50\} | Variable. Neurons of second hidden layer. |
| First RBM (off-line) training epochs | $1 \times 10^3$ | Fixed. Training epochs necessary to achieve a dataset reconstruction error of 0.001. |
| First RBM learning rate (Constrastive Divergence) | $1 \times 10^{-2}$ | Fixed. Training (offline) learning rate. |
| First RBM momentum (Constrastive Divergence) | 0.9 | Fixed. Training (offline) momentum. |
| Second RBM learning rate (Constrastive Divergence) | $1 \times 10^{-3}$ | Fixed. Training learning rate. |
| Second RBM momentum (Constrastive Divergence) | 0.9 | Fixed. Training momentum. |
| Second RBM learning rate (REINFORCE) | $1 \times 10^{-2}$ | Fixed. Training learning rate. |
| $\lambda$              | \{1, 0.1, 0.01, 0.001, 0\} | Variable. Contribution of the Constrastive Divergence to the weights update |
| Second RBM reward contribution | $(1 - \lambda)$, with $\lambda \in \{1, 0.1, 0.01, 0.001, 0\}$ | Variable. Contribution of the REINFORCE to the weights update |

Table S1: The table shows the simulations parameters.

Results: further statistical analysis

Performances analysis

Figures S1, S2, and S3 show the training curves of the models trained with different RL contributions in 15,000 epochs, for the three sorting categories and for the condition with 10 units of the DBN second hidden layer. Figures S4, S5, and S6 show the analogous curves for the condition involving 50 units of the DBN second hidden layer. In particular, these are the models of the condition with a high-level of computational resources, namely 50 units at the level of the second hidden layer of the DBN. In all conditions, the L0 models (with no reinforcement learning - RL, i.e. relying only on unsupervised learning - UL) show an initial highest performance with respect to the other models L1, L2, L3, and L4. This confirms that in L0 models representation learning is initially facilitated with respect to models with a higher RL.
Learning curves of models: colour category, low computational resources

Figure S1: Reward per epoch in the task task involving the colour category and low computational resources, of the five models involving different UL/RL levels, averaged over the models using a given level. Shaded areas represent the curves standard deviations.

Learning curves of models: shape category, low computational resources

Figure S2: Reward per epoch in the task task involving the shape category and low computational resources, of the five models involving different UL/RL levels, averaged over the models using a given level. Shaded areas represent the curves standard deviations.

contribution as the reward is initially erratic. Moreover, for all three category tasks the reward achieves a maximum final performance for the L2 models having a balanced level of UL and RL. Indeed, these models outperform the models with absent or very low RL (L0 and L1) because these employ a lot of computational resources for non-task specific features; moreover they outperform the models with very high or extreme RL (L3 and L4) because these tend to incur in local minima.

Table S2 shows the post-hoc tests with the Bonferroni correction. The tests are grouped for each specific combination of the three main conditions, that is, computational resources (2 conditions), sorting rule used in the task (3 conditions), and reward contribution (5 conditions).
Learning curves of models: size category, low computational resources

Figure S3: Reward per epoch in the task involving the size category and low computational resources, of the five models involving different UL/RL levels, averaged over the models using a given level. Shaded areas represent the curves standard deviations.

Learning curves of models: colour category, high computational resources

Figure S4: Reward per epoch in the task involving the colour category and high computational resources, of the five models involving different UL/RL levels, averaged over the models using a given level. Shaded areas represent the curves standard deviations.
Learning curves of models: shape category, high computational resources

![Graph showing learning curves for shape category with high computational resources.](image1)

Figure S5: Reward per epoch in the task involving the shape category and high computational resources, of the five models involving different UL/RL levels, averaged over the models using a given level. Shaded areas represent the curves standard deviations.

Learning curves of models: size category, high computational resources

![Graph showing learning curves for size category with high computational resources.](image2)

Figure S6: Reward per epoch in the task involving the size category and high computational resources, of the five models involving different UL/RL levels, averaged over the models using a given level. Shaded areas represent the curves standard deviations.
Table S2: The table shows the post hoc multiple comparisons (t-test with Bonferroni correction) of models in case of the colour sorting rule and low computational resources. NS = not significant.

Table S3: The table shows the post hoc multiple comparisons (t-test with Bonferroni correction) of models in case of the shape sorting rule and low computational resources. NS = not significant.

Table S4: The table shows the post hoc multiple comparisons (t-test with Bonferroni correction) of models in case of the size sorting rule and low computational resources. NS = not significant.

Table S5: The table shows the post hoc multiple comparisons (t-test with Bonferroni correction) of models in case of the colour sorting rule and high computational resources. NS = not significant.

Table S6: The table shows the post hoc multiple comparisons (t-test with Bonferroni correction) of models in case of the shape sorting rule and high computational resources. NS = not significant.

Sorting rule: Colour, Computational Resources: Low

|                | Absent (L0, N = 40) | Low (L1, N = 34) | Moderate (L2, N = 21) | High (L3, N = 38) | Extreme (L4, N = 32) |
|----------------|---------------------|------------------|-----------------------|-------------------|----------------------|
| Absent (L0)    | //                  | p > 0.05 (NS)    | p > 0.05 (NS)         | p > 0.05 (NS)     | p > 0.05 (NS)        |
| Low (L1)       | //                  | //               | p > 0.05 (NS)         | p > 0.05 (NS)     | p > 0.05 (NS)        |
| Moderate (L2)  | //                  | //               | //                    | p > 0.05 (NS)     | p > 0.05 (NS)        |
| High (L3)      | //                  | //               | //                    | //                | p > 0.05 (NS)        |
| Extreme (L4)   | //                  | //               | //                    | //                | //                   |

Sorting rule: Shape, Computational Resources: Low

|                | Absent (L0, N = 32) | Low (L1, N = 44) | Moderate (L2, N = 29) | High (L3, N = 42) | Extreme (L4, N = 39) |
|----------------|---------------------|------------------|-----------------------|-------------------|----------------------|
| Absent (L0)    | //                  | p < 0.001        | p < 0.001             | p < 0.001         | p < 0.001            |
| Low (L1)       | //                  | //               | p < 0.001             | p < 0.001         | p < 0.001            |
| Moderate (L2)  | //                  | //               | //                    | p > 0.05 (NS)     | p > 0.05 (NS)        |
| High (L3)      | //                  | //               | //                    | //                | p > 0.05 (NS)        |
| Extreme (L4)   | //                  | //               | //                    | //                | //                   |

Sorting rule: Size, Computational Resources: Low

|                | Absent (L0, N = 38) | Low (L1, N = 35) | Moderate (L2, N = 39) | High (L3, N = 28) | Extreme (L4, N = 41) |
|----------------|---------------------|------------------|-----------------------|-------------------|----------------------|
| Absent (L0)    | //                  | p < 0.001        | p < 0.001             | p < 0.001         | p < 0.001            |
| Low (L1)       | //                  | //               | p > 0.05 (NS)         | p > 0.05 (NS)     | p > 0.05 (NS)        |
| Moderate (L2)  | //                  | //               | //                    | p > 0.05 (NS)     | p > 0.05 (NS)        |
| High (L3)      | //                  | //               | //                    | //                | p > 0.05 (NS)        |
| Extreme (L4)   | //                  | //               | //                    | //                | //                   |

Sorting rule: Colour, Computational Resources: High

|                | Absent (L0, N = 39) | Low (L1, N = 33) | Moderate (L2, N = 31) | High (L3, N = 20) | Extreme (L4, N = 43) |
|----------------|---------------------|------------------|-----------------------|-------------------|----------------------|
| Absent (L0)    | //                  | p > 0.05 (NS)    | p < 0.001             | p > 0.05 (NS)     | p < 0.01             |
| Low (L1)       | //                  | //               | p < 0.001             | p > 0.05 (NS)     | p < 0.05             |
| Moderate (L2)  | //                  | //               | p < 0.001             | p > 0.05 (NS)     | p < 0.01             |
| High (L3)      | //                  | //               | //                    | //                | p > 0.05 (NS)        |
| Extreme (L4)   | //                  | //               | //                    | //                | //                   |

Sorting rule: Shape, Computational Resources: High

|                | Absent (L0, N = 41) | Low (L1, N = 35) | Moderate (L2, N = 33) | High (L3, N = 29) | Extreme (L4, N = 33) |
|----------------|---------------------|------------------|-----------------------|-------------------|----------------------|
| Absent (L0)    | //                  | p < 0.001        | p < 0.001             | p < 0.001         | p > 0.05 (NS)        |
| Low (L1)       | //                  | //               | p > 0.05 (NS)         | p > 0.05 (NS)     | p < 0.001            |
| Moderate (L2)  | //                  | //               | //                    | p > 0.05 (NS)     | p < 0.001            |
| High (L3)      | //                  | //               | //                    | //                | p < 0.05             |
| Extreme (L4)   | //                  | //               | //                    | //                | //                   |

Table S6: The table shows the post hoc multiple comparisons (t-test with Bonferroni correction) of models in case of the shape sorting rule and high computational resources. NS = not significant.
Table S7: The table shows the post hoc multiple comparisons (t-test with Bonferroni correction) of models in case of the size sorting rule and high computational resources. NS = not significant.

Reconstruction error and information stored

In this section we explain why the reconstruction errors of the DBN reported in the main text can be considered a measure of the information on the input patterns retained by this component of the models. Restricted Boltzmann Machines and Deep Belief Networks are generative models able to store the joint probability between an input and the consequent hidden layer activation (Hinton et al., 2006; Hinton, 2012). This property makes these models able to execute a dimensional reduction of input patterns and to ‘generate’ such input patterns based on an inverse spread of activation spread from a hidden layer towards the visible layer. Due to the difficulty of meaningfully activating the distributed representations within the hidden layers in a direct way, a typical way to exploit this generativity property also followed here is to precede the hidden-visible activation spreading by a standard visible-hidden activation. This allows the computation of the reconstruction error, corresponding to the difference between an input pattern and the corresponding reconstruction. This error is relevant as it represents a measure of the information that the system has retained on the input pattern.

Internal representations analysis: PCA and K-means details

In the main test we illustrated the results obtained on average over whole classes of simulations. Here we show the outcome of the PCA (principal component analysis) and K-means analyses exemplifying the results within each class. In particular, we considered examples that were more aligned with the average scores of the classes as they should be more representative of the classes themselves.

Tables S8, S9, and S10 show the cumulative explained variance of the PCA in correspondence to a growing number of principal components. The plots presented in the main text had an $n = 2$ corresponding to the first two principal components. This value is acceptable because it is almost always higher than the median cumulative explained variance and at the same time allowed us to plot the components of the reconstructed images. An interesting feature that emerges from the values is that with a higher value of RL the ‘elbow’ of the curves represented by the numbers reported in the tables become sharper. This is in line with the fact that with a higher RL contribution the images tend to be increasingly clustered into groups corresponding to the actions to be returned while the task-irrelevant features are discarded, thus needing less components to be represented.

Tables S11, S12, S13 show the silhouette values of the k-means algorithm corresponding to different K values establishing the number of the searched classes. The tables show that the the highest silhouette values tend to correspond to $K = 4$, the value used in the analyses reported in the main text. This value is relevant as it corresponds to the number of attributes in each category and to which the model has to assign a different action (colour: red, green, blue, yellow; form: square, circle, triangle, bar; size: large, medium-large, medium-small, small). It is also interesting to observe that the best silhouette value is more highly differentiated from other values in correspondence to higher levels of RL contribution: this agrees with the fact that in these conditions the model tends to encode features that are more closely related to the actions.
### PCA cumulative variance explained

#### (Sorting rule: Colour)

|       | Absent (L0) | Low (L1) | Moderate (L2) | High (L3) | Extreme (L4) |
|-------|-------------|----------|---------------|-----------|--------------|
| N = 1 | 0.39        | 0.48     | 0.67          | 0.63      | 0.64         |
| N = 2 | **0.62**    | **0.76** | **0.99**      | **0.99**  | **0.99**     |
| N = 3 | 0.74        | 0.86     | 1             | 1         | 1            |
| N = 4 | 0.81        | 0.91     | 1             | 1         | 1            |
| N = 5 | 0.85        | 0.94     | 1             | 1         | 1            |
| N = 6 | 0.89        | 0.96     | 1             | 1         | 1            |
| N = 7 | 0.91        | 0.97     | 1             | 1         | 1            |
| Median| 0.81        | 0.85     | 1             | 1         | 1            |

Table S8: Cumulative explained variance (CEV) of the PCA run over the reconstructed images of the models, in the case of the colour sorting rule and low computational resources. The $n = 2$ CEV values are highlighted in bold.

#### (Sorting rule: Shape)

|       | Absent (L0) | Low (L1) | Moderate (L2) | High (L3) | Extreme (L4) |
|-------|-------------|----------|---------------|-----------|--------------|
| N = 1 | 0.39        | 0.48     | 0.53          | 0.73      | 0.67         |
| N = 2 | **0.64**    | **0.74** | **0.87**      | **0.94**  | **0.98**     |
| N = 3 | 0.76        | 0.83     | 0.99          | 0.99      | 1            |
| N = 4 | 0.82        | 0.89     | 0.99          | 1         | 1            |
| N = 5 | 0.85        | 0.93     | 1             | 1         | 1            |
| N = 6 | 0.88        | 0.94     | 1             | 1         | 1            |
| N = 7 | 0.91        | 0.96     | 1             | 1         | 1            |
| Median| 0.82        | 0.89     | 1             | 1         | 1            |

Table S9: Cumulative explained variance (CEV) of the PCA run over the reconstructed images of the models, in the case of the shape sorting rule and low computational resources. The $n = 2$ CEV values are highlighted in bold.

#### (Sorting rule: Size)

|       | Absent (L0) | Low (L1) | Moderate (L2) | High (L3) | Extreme (L4) |
|-------|-------------|----------|---------------|-----------|--------------|
| N = 1 | 0.39        | 0.47     | 0.61          | 0.70      | 0.60         |
| N = 2 | **0.63**    | **0.76** | **0.91**      | **0.90**  | **1**        |
| N = 3 | 0.75        | 0.86     | 0.99          | 0.99      | 1            |
| N = 4 | 0.81        | 0.92     | 1             | 1         | 1            |
| N = 5 | 0.85        | 0.95     | 1             | 1         | 1            |
| N = 6 | 0.88        | 0.96     | 1             | 1         | 1            |
| N = 7 | 0.90        | 0.97     | 1             | 1         | 1            |
| Median| 0.81        | 0.92     | 1             | 1         | 1            |

Table S10: Cumulative explained variance (CEV) of the PCA run over the reconstructed images of the models, in the case of the size sorting rule and low computational resources. The $n = 2$ CEV values are highlighted in bold.
### K-means Silhouette values (Sorting rule: Colour)

|       | Absent (L0) | Low (L1) | Moderate (L2) | High (L3) | Extreme (L4) |
|-------|-------------|----------|---------------|-----------|--------------|
| K = 2 | 0.47        | 0.50     | 0.71          | 0.55      | 0.63         |
| K = 3 | 0.56        | 0.61     | 0.91          | 0.80      | 0.80         |
| K = 4 | **0.64**    | **0.65** | **1.0**       | **1.0**   | **1.0**      |
| K = 5 | 0.64        | 0.63     | 0.86          | 0.69      | 0.91         |
| K = 6 | 0.69        | 0.64     | 0.53          | 0.53      | 0.78         |
| K = 7 | 0.73        | 0.67     | 0.52          | 0.27      | 0.66         |
| K = 8 | 0.72        | 0.66     | 0.44          | 0.42      | 0.60         |
| Mean  | 0.64        | 0.62     | 0.71          | 0.61      | 0.77         |

Table S11: The table shows the K-means silhouette values of models in case of colour sorting rule and low computational resources. The K = 4 silhouette values are highlighted in bold.

### K-means Silhouette values (Sorting rule: Shape)

|       | Absent (L0) | Low (L1) | Moderate (L2) | High (L3) | Extreme (L4) |
|-------|-------------|----------|---------------|-----------|--------------|
| K = 2 | 0.44        | 0.51     | 0.55          | 0.69      | 0.63         |
| K = 3 | 0.53        | 0.61     | 0.74          | 0.84      | 0.82         |
| K = 4 | **0.63**    | **0.68** | **0.94**      | **0.99**  | **0.92**     |
| K = 5 | 0.65        | 0.66     | 0.99          | 0.98      | 0.98         |
| K = 6 | 0.67        | 0.66     | 0.98          | 0.96      | 0.98         |
| K = 7 | 0.70        | 0.66     | 0.80          | 0.93      | 0.71         |
| K = 8 | 0.66        | 0.63     | 0.80          | 0.94      | 0.65         |
| Mean  | 0.61        | 0.63     | 0.83          | 0.90      | 0.81         |

Table S12: The table shows the K-means silhouette values of models in case of shape sorting rule and low computational resources. The K = 4 silhouette values are highlighted in bold.

### K-means Silhouette values (Sorting rule: Size)

|       | Absent (L0) | Low (L1) | Moderate (L2) | High (L3) | Extreme (L4) |
|-------|-------------|----------|---------------|-----------|--------------|
| K = 2 | 0.47        | 0.53     | 0.65          | 0.70      | 0.75         |
| K = 3 | 0.55        | 0.63     | 0.87          | 0.83      | 0.86         |
| K = 4 | **0.64**    | **0.72** | **0.95**      | **1.0**   | **0.99**     |
| K = 5 | 0.64        | 0.71     | 0.97          | 0.87      | 0.98         |
| K = 6 | 0.66        | 0.71     | 0.94          | 0.71      | 0.69         |
| K = 7 | 0.68        | 0.72     | 0.97          | 0.48      | 0.66         |
| K = 8 | 0.68        | 0.72     | 0.95          | 0.48      | 0.49         |
| Mean  | 0.62        | 0.68     | 0.90          | 0.73      | 0.78         |

Table S13: The table shows the K-means silhouette values of models in case of size sorting rule and low computational resources. The K = 4 silhouette values are highlighted in bold.