Suspended Sediment Modeling with Continuously Lagging Input Variables Using Artificial Intelligence and Physics based Models
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ABSTRACT

Artificial neural network (ANN) models were developed to predict daily suspended sediment concentration (SSC) for the Baitarani River at Champua station using daily SSC and daily discharge. ANN models were calibrated by using multilayer feed forward back propagation neural networks with sigmoid activation function and Levenberg-Marquardt (L-M) learning algorithm. The performance of the developed models was evaluated qualitatively and quantitatively. In qualitative evaluation of models, observed suspended sediment concentration (OSCC) and computed suspended sediment concentration (CSSC) were compared using sediment hydrographs and scatter plots during testing period. Akaike’s information criterion (AIC), correlation coefficient (r), mean square error (MSE), root mean square error (RMSE), minimum description length (MDL), coefficient of efficiency (CE) and normalized mean square error (NMSE) indices were used for quantitative performance evaluation of the models. Results indicate that M-6 model with neural network architecture is better than all models and it was also found that ANN based model is better than physics based models such as sediment rating curve and multiple linear regression for the prediction of SSC.

Introduction

Modelling of soil erosion rate has become very essential in large catchments in which all the watersheds must be treated and developed on priority basis to minimize the soil loss and increase their productivity. On the basis of such governing processes, following models were categorised into two components i.e. physics based models and other one is system based theoretic models. In Physics based models hydrologic behaviour of watershed is modelled through different physical process. Number of physics based models or phenomenon were proposed by researchers to evaluate and predict sediment yielded. Until now, many physics based models have been employed for prediction of sediment yield, using empirical formulae, sediment rating curve (SRC), various statistical techniques, multiple linear regression (MLR), USLE, MUSLE, RUSLE etc. Researchers found it difficult to arrive at a fixed conclusion as mechanism of sediment load transportation and non-linear behaviour of selected hydrologic parameters of that study was difficult to model. In system theoretic models, input data was transferred to the output zone with the help of transfer functions as they do not include any physical
characteristics of input parameters. A great revolution has been observed in prediction and resolving hydrologic problems by various researchers when ANN was used as tool with any system theoretic model. Main character of black box was to simulate complex natural process and therefore it was considered of much significance when it was employed to solve different types of water resource problems.

ANN, one of the most popular soft computing techniques, is example of system theoretic models. Details of watershed characteristics are not required in the application of ANN and results obtained are closer to the observed ones because ANN uses linear and non-linear concepts both in the development of model and can be performed with memory less or dynamic system. ANN has two main merits, first one is to perform action without any dependence on past events and second one is to overcome any inconsistency in data taken as input or if there is less availability of data.

In recent years, ANN based system theoretic models have been employed in solving hydrological and meteorological problems such as rainfall runoff modelling, runoff sediment modelling (Singh et al., 2013; Rai and Mathur, 2008; Kisi et al., 2012; Gharde et al., 2015; Jain, 2001; Kermani et al., 2016; Kumar et al., 2016; Olyaie et al., 2015; Ghorbani et al., 2013; Eisazadeh et al., 2013; Shabani et al., 2012; Kumar et al., 2011; Kisi, 2010), river flow estimation (Nayak et al., 2004), evapotranspiration process (Kuo et al., 2011; Khoob, 2008), optimization of water supply system etc.

The main purpose of the present study is development, validation and performance evaluation of ANN models to estimate concentration of suspended sediment on daily basis with continuously lagging input variables at Champua station located at the top of the Baitarani river basin falling in the state of Odisha, India and comparison of best selected ANN model with the physics based models such as SRC and MLR.

**Materials and Methods**

**Study area and data collection**

The Baitarani River (Fig. 1) originates from the Guptaganga hills ranges near Mankarancho village and flows eastward and joins the Bay of Bengal. The total area of Baitarani river basin is 10982 sq. km The Baitarani river basin is located between 85°10' to 87°03' east longitudes and between 20°35' to 22°15' north latitudes. Most of the rainfall in the watershed is received from the South-West monsoons from June to September (about 80%) and average rainfall is 1187 mm. Monsoon season data of SSC and discharge from Champua gauging station of Central Water Commission (CWC) from 1977 to 2006 have been used in this study and data variation at each day has been shown in Figures 2 and 3.

**MLR**

In MLR equation, relationship between dependent variable and several independent variables is established by fitting them in a linear equation. Regression analysis is commonly used to describe quantitative relationships between a dependent variable and one or more independent variables (Shirsath and Singh, 2010). MLR are used to model linear variables based on a least squares technique. However, MLR present some shortcomings and drawbacks in predicting nonlinear situations, given their nature of capturing strictly linear relations.

\[ Y = b_0 + b_1X_1 + b_2X_2 + \ldots + b_nX_n \]  
(1)
Where, $Y$ is the dependent variable, $b_0, b_1, b_2, \ldots, b_n$ are the regression coefficients for the linear equation and $X_1, X_2, \ldots, X_n$ are the independent variables.

**SRC**

The SRC, generally follow the following form of relationship given below:

$$S_t = a (Q_t)^b \ldots (2)$$

Where, $a$ and $b$ are the coefficients, $S_t$ is present day SSC and $Q_t$ is present day discharge. The values of $a$ and $b$ for a particular stream are determined from data via a linear regression between log $S_t$ and log $Q_t$.

A major limitation of this approach is that it is not able to consider the hysteresis effect. In this study, the values of $a$ and $b$ are computed by using the least squares method (Jain, 2008; Rajaee et al., 2009).

**ANN**

The original concept of an ANN or neural network was developed by Warren McCulloch and Walter Pitts (1943). ANN is built from number of different nonlinear processing elements which are known as “neurons” each of which receives connections from other neurons or and itself according to the training algorithm.

The signals which are flowing on the connections are scaled by adjustable parameters known as weights (Principe et al., 2000). ANN works are inspired by structure of human brain and it is well suited for complicated task in hydrologic system too such as evaporation modelling, rainfall modelling, river flow modelling, suspended sediment yield modelling etc. ANN has been proven to provide better solution for estimation of SSC.

**Structural description of ANN**

ANN structures, broadly classified as recurrent (involving feedback) or non-recurrent (without feedback), have number of processing elements (also called neurons, neuroses) and connections. The basic structure of ANN consists of an input layer, hidden layer/layers and an output layer. In multilayer feed forward ANN, one or more hidden layers are present and this neural network architecture has been used in this study.

The function of the ANN is to map a set of inputs to a set of outputs. A perceptron is shown in Figure 4. Let $x_i \ (i = 1,2,\ldots, m)$ are inputs and $w_i \ (i = 1,2,\ldots,m)$ are respective weights. The net input to the node is given as:

$$net = \sum_{i=1}^{n} x_i w_i \ldots (3)$$

The net input then goes through activation function $f$ and then the output $y$ of the node is computed as;

$$y = f (net) \ldots \ldots (4)$$

The error calculated at the output layer is sent back to the hidden layers and then passed on to the input layer, so that updates for the connection weights are determined the sum square error $E$, is given by;

$$E = \frac{1}{2} \sum_{k=1}^{n} (y_k - t_k)^2 \ldots (5)$$

Where, $t_k$ is the observed output or output desired at the $k^{th}$ neuron and $y_k$ is the calculated output at the same neuron. Weights are updated and changed from their old values to minimize the error. The learning process starts with a random set of weights. Weights are updated through error back-propagation during the training process in each iteration.
in order to reach better efficient weights and speed of learning process it arise many types of back propagation.

Learning algorithms

The learning algorithm is used to calculate the adjusted weights and biases of the network so that the error between computed and observed output is minimized. In more recent studies the Levenberg-Marquardt (L-M) algorithm is being used due to its higher efficiency and high convergence Speed. L-M algorithm was shown to be more efficient than the CG and GDX algorithms (Solaimani, 2009). Many other researchers have also proved the efficiency of L-M algorithm. A specialized back propagation optimization technique known as L-M Back propagation developed by Hagan and Menhaj (1994) was used in the study to train the MLP-ANN.

Model Development

Identification of input and output variables

The current day suspended sediment is not only dependent on the stream flow of the current time but also on the runoff and suspended sediment of the previous periods (Cobaner et al., 2009).

Several combinations of the discharge and SSC were tried to construct the proper input structure.

Development of ANN models

After the identification of input and output variables, various ANN models were developed for the station under consideration (Table 1).

Where, \( S_t \) is d present day SSC, \( S_{t-1} \) is the one day lag SSC, \( S_{t-2} \) is the two days lag SSC, \( S_{t-3} \) is the three days lag SSC and \( S_{t-4} \) is the four days lag SSC, \( Q_t \) is the present day discharge, \( Q_{t-1} \) is the one day lag discharge, \( Q_{t-2} \) is the two days lag discharge, \( Q_{t-3} \) is the three days lag discharge and \( Q_{t-4} \) is the four days lag discharge.

Training and testing of MLP-ANN models

Data accounting from year 1977 to 1996 was used for model calibration and data accounting from year 1997 and 2006 was used for model validation. In this study, the training of ANN models were done by using single and double hidden layers neural networks, processing elements from 1 to 10 in both the hidden layers simultaneously, sigmoid activation function, Levenberg - Marquardt learning rule, maximum 1000 number of epochs and 0.001 training threshold assigned as per ANN model.

Performance evaluation of models

In this study, sediment hydrographs and scatter plots are used for qualitative performance evaluation of models and the different performance evaluating indices were used for quantitative performance evaluation of models and discussed below;

Normalized Mean Square Error (NMSE)

\[
NMSE = \frac{\sum_{j=0}^{P} \sum_{i=0}^{N} (\frac{S_{CIj}}{S_{OIJ}})^2}{\sum_{j=0}^{P} \sum_{i=0}^{N} S_{CIj}^2} \quad \ldots (6)
\]

Root mean square error (RMSE)

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (S_{CIi} - S_{OII})^2}{N}} \quad \ldots (7)
\]

Correlation coefficient (r)

\[
r = \frac{\sum_{i=1}^{N} (S_{CIi} - \bar{S}_{CMD}) (S_{Oi} - \bar{S}_{OIM})}{\sqrt{\sum_{i=1}^{N} (S_{CIi} - \bar{S}_{CMD})^2} \sqrt{\sum_{i=1}^{N} (S_{Oi} - \bar{S}_{OIM})^2}} \quad \ldots (8)
\]
Minimum Description Length (MDL)

Rissanen’s minimum description length (MDL), similar to the AIC, combines the error of model with the number of degree of freedom to find out the level generalization. The goal here is to minimize this term.

\[ MDL(k) = N \ln(MSE) + 0.5 \ k \ ln(N) \]  \hspace{1cm} (9)

Where, \( k \) is the number of network weights, \( N \) is the total number of observations in the training/testing data set.

Akaike’s Information Criterion (AIC)

Akaike’s information criterion (AIC) measures the trade off between training performance of the model and network size. The goal in this case is to minimize this term so that a network with the best generalization is produced.

\[ AIC(k) = 2k + N \ln(MSE) \]  \hspace{1cm} (10)

Where, \( k \) is the number of network weights, \( N \) is the total number of observations in the training or testing data set and \( MSE \) is the mean square error.

Coefficient of efficiency (CE)

\[ CE = 1 - \frac{\sum_{i=1}^{N}(S_{oi} - S_{ci})^2}{\sum_{i=1}^{N}(S_{oi} - S_{om})^2} \]  \hspace{1cm} (11)

Where, \( S_{ci} \) and \( S_{oi} \) are the computed and measured SSC for \( i^{th} \) exemplar, \( S_{om} \) and \( S_{cm} \) are the mean of CSSC and OSSC values., \( N \) is the total number of observations in the training or testing data set, \( k \) is the number of network weights, \( P \) is the number of output processing elements, \( S_{cij} \) is the computed output for \( i^{th} \) observations and at \( j^{th} \) processing element.

Results and Discussion

Qualitative performance evaluation of daily SSC models

In this study, various ANN architectures were applied using trial and error procedure and network architecture which were found to be best during testing and training using qualitative evaluation (Table 2).

The OSSC and CSSC for ANN based models were compared graphically using sediment hydrographs and scatter plots during testing period because during training period the model performance can be improved by over fitting the data and that cannot be consider under selection of best models but model performance during testing period is independent of this.

Performance evaluation based on sediment hydrographs

Sediment hydrographs for qualitative evaluation are plotted between OSSC and CSSC values on ordinate and their corresponding occurrence time on abscissa (Fig. 5) It was observed from sediment hydrographs that out of eight models, M-3, M-6 and M-7 very closely predict the peaks accurately and rest of the models i.e. M-1, M-2, M-4, M-5 and M-8 over predict the peaks.

Performance evaluation based on scatter plots

Scatter plots are plotted between CSSC values on ordinate and their corresponding OSSC values on the abscissa (Fig. 6). The observations of scatter diagrams on the basis of best fit line and 1:1 line indicate that the SSC are over predicted for smaller values of SSC and under predicted for larger values of SSC using M-1, M-3, M-4, M-5, M-6 and M-7 models and over predicting for M-2 and M-
8 models. It was also observed for M-3 model that most of the SSC values are under predicted and very few SSC values are over predicted.

M-6 and M-7 models nicely demonstrate that most of the data points are quite near to line of best fit in comparison to other models. But model M-7 shows some deviations from best fit line in comparison to M-6 model due to which performance of the M-7 model was found better than other models but inferior than M-6. Therefore, M-6 model was found to be better than other models for daily SSC prediction. The values of coefficient of determination ($R^2$) for models M-1, M-2, M-3, M-4, M-5, M-6, M-7 and M-8 are 0.588, 0.656, 0.727, 0.692, 0.683, 0.903, 0.876 and 0.579, respectively.

**Quantitative performance evaluation of daily SSC models**

Quantitative evaluation is considered to be effective in performance evaluation of the models and free from personal bias which occurs in qualitative evaluation. The values of indices for testing period for all the models are given in Table 3. The models having minimum values of RMSE, NMSE, MDL and AIC and higher values of CE and $r$ were considered as best models. Based on the selected criteria, five ANN based models i.e. M-3, M-4, M-5, M-6 and M-7 were found to be performing better than out of the eight models.

Based on comparison among five selected models i.e. M-3, M-4, M-5, M-6 and M-7, M-6 model had the minimum values of NMSE (0.1013), AIC (-11075.64), MDL (-10949.82) and RMSE (0.0100 g/l) and maximum values of CE (0.9937) and $r$ (0.951). The order of the models performance from best to worst was found to be M-6 > M-7 > M-3 > M-4 > M-5. Therefore, performance of the M-6 model was found to be best in daily SSC.

On the basis of comparison between qualitative and quantitative evaluation for best model, it was found that M-6 model in which present day SSC depends on the present day discharge, one-two and three lag days discharge, one-two and three lag days SSC with (7-5-5-1) network architecture i.e. 7 input variables, five-five neurons in first and second hidden layer and single output processing element is best out of eight models.

**Qualitative comparison of best ANN-MLP model with physics based models**

The OSSC and CSSC for ANN based models were compared graphically with the results of MLR analysis and SRC methods using sediment hydrographs and scatter plots during testing period.

**Comparison based on sediment hydrographs**

M-6 model of ANN-MLP nicely demonstrates that most of the data points are quite near the line of best fit in comparison to other methods. In Figure 7, it was observed from sediment hydrograph of ANN-MLP, that it is very closely predicting the peaks accurately out of three sediment hydrographs and for MLR analysis and SRC, these are over predicting the peaks. It was also observed that sediment hydrograph of MLR analysis is giving better result than SRC.

**Comparison based on scatter plots**

In Figure 8, the observations of scatter diagrams on the basis of best fit line and 1:1 line (dotted line) indicate that the SSC are over predicted for smaller values of SSC and under predicted for larger values of SSC for all the methods applied above for M-6 model.

It was also observed that most of the SSC values are under predicted and very few SSC
values are over predicted for ANN-MLP. Therefore, ANN-MLP was found to be better than other methods for daily SSC prediction. The values of $R^2$ for ANN-MLP, MLR and SDR are 0.903, 0.438 and 0.313, respectively, for M-6 model.

**Quantitative comparison of best ANN-MLP model with physics based models**

The values of indices for testing period for all the methods are given in Table 4. The methods having minimum values of RMSE, higher values of CE and $r$ were considered as best methods. Based on the above criteria, ANN-MLP was found to be performing better than MLR and SDR.

Based on comparison among ANN-MLP, MLR and SDR for M-6 model, ANN-MLP based M-6 model has the minimum value of RMSE (0.0100 g/l) and maximum values of CE (0.9937) and $r$ (0.951). The order of the methods from best to worst was found to be ANN-MLP > MLR > SDR. On the basis of comparison between qualitative and quantitative evaluation for best method, it was found that ANN-MLP method is best out of MLR and SDR. Finally, ANN-MLP based M-6 model was found better than all the models and methods in this study for the prediction of daily SSC.

ANN based models were developed to predict daily SSC for the Baitarani River at Champua station using daily discharge and daily SSC. The 30 years data (June 1977 to September 2006) used in this study was divided into two sets viz. a training set (1977-1996) for model calibration and a testing set (1997-2006) for validation of models. Eight models were developed by using various combinations of discharge and SSC and the performance of the developed models was evaluated qualitatively by visual observations and quantitatively. Furthermore, a comparison was made between ANN-MLP, MLR and SDR methods for best selected model. There are following conclusions are drawn from the results of the study;

| Model | Output-input variables |
|-------|------------------------|
| M-1   | $S_t = f(S_{t-1}, Q_{t-1})$ |
| M-2   | $S_t = f(S_{t-1}, Q_{t-1}, Q_{t-2})$ |
| M-3   | $S_t = f(S_{t-1}, S_{t-2}, Q_{t-1}, Q_{t-2})$ |
| M-4   | $S_t = f(S_{t-1}, S_{t-2}, S_{t-3}, Q_{t-1}, Q_{t-2})$ |
| M-5   | $S_t = f(S_{t-1}, S_{t-2}, S_{t-3}, Q_{t-1}, Q_{t-2}, Q_{t-3})$ |
| M-6   | $S_t = f(S_{t-1}, S_{t-2}, S_{t-3}, Q_{t-1}, Q_{t-2}, Q_{t-3}, Q_{t-4})$ |
| M-7   | $S_t = f(S_{t-1}, S_{t-2}, S_{t-3}, S_{t-4}, Q_{t-1}, Q_{t-2}, Q_{t-3}, Q_{t-4}, Q_{t-5})$ |
| M-8   | $S_t = f(S_{t-1}, S_{t-2}, S_{t-3}, S_{t-4}, Q_{t-1}, Q_{t-2}, Q_{t-3}, Q_{t-4}, Q_{t-5}, Q_{t-6})$ |

**Table.1 List of various ANN models**

| Model | Network architecture | No. of epochs ran |
|-------|----------------------|-------------------|
| M-1   | 2-10-10-1            | 296               |
| M-2   | 3-10-10-1            | 245               |
| M-3   | 4-10-10-1            | 245               |
| M-4   | 5-6-6-1              | 196               |
| M-5   | 6-10-10-1            | 51                |
| M-6   | 7-5-5-1              | 84                |
| M-7   | 8-6-6-1              | 74                |
| M-8   | 9-10-10-1            | 71                |
**Table 3** Performance evaluation indices of ANN-MLP models for testing period

| Model | Network architecture | Testing | | | | |
|-------|----------------------|---------|---|---|---|---|
| M-1   | 2-10-10-1            | RMSE (g/l) | r  | CE  | NMSE | AIC  | MDL  |
|       |                      | 0.0251  | 0.780 | 0.9604 | 0.6424 | -8661.94 | -8411.86 |
| M-2   | 3-10-10-1            | 0.0224  | 0.831 | 0.9685 | 0.5066 | -8931.54 | -8665.93 |
| M-3   | 4-10-10-1            | **0.0176** | **0.853** | **0.9805** | **0.3173** | **-9482.56** | **-9201.41** |
| M-4   | 5-6-6-1              | 0.0192  | 0.852 | 0.9767 | 0.3780 | -9448.78 | -9307.43 |
| M-5   | 6-10-10-1            | 0.0205  | 0.850 | 0.9736 | 0.4262 | -9082.56 | -8770.35 |
| M-6   | 7-5-5-1              | 0.0100  | 0.951 | 0.9937 | 0.1013 | -11075.64 | -10949.82 |
| M-7   | 8-6-6-1              | 0.0114  | 0.937 | 0.9918 | 0.1287 | -10726.92 | -10557.61 |
| M-8   | 9-10-10-1            | 0.0283  | 0.775 | 0.9497 | 0.8057 | -8245.65 | -7886.83 |

**Table 4** Quantitative comparison of ANN-MLP based M-6 model during testing period

| Method    | RMSE (g/l) | r    | CE    |
|-----------|------------|------|-------|
| ANN-MLP   | 0.0100     | 0.951| 0.9937|
| MLR       | 0.1037     | 0.662| 0.3233|
| SRC       | 0.1532     | 0.559| -0.4772|

**Fig. 1** Location map of Baitarani river basin
**Fig.2** Daily SSC for monsoon season from 1977 to 2006 on Baitarani River

![Graph showing daily SSC for monsoon season from 1977 to 2006 on Baitarani River.](image)

**Fig.3** Daily discharge for monsoon season from 1977 to 2006 on Baitarani River

![Graph showing daily discharge for monsoon season from 1977 to 2006 on Baitarani River.](image)

**Fig.4** Structure of the perceptron

![Diagram illustrating the structure of the perceptron.](image)
**Fig. 5** Observed (So) and computed (Sc) SSC from M-1 to M-8 models during testing period

**Fig. 6** Scatter plots of SSC from M-1 to M-8 models during testing period
It was observed from sediment hydrographs that out of eight models, M-3, M-6 and M-7 very closely predict the peaks accurately and rest of the models i.e. M-1, M-2, M-4, M-5 and M-8 over predict the peaks using ANN-MLP method.
In ANN-MLP method, the observations of scatter diagrams on the basis of best fit line and 1:1 line indicate that the SSC is over predicted for smaller values of SSC and under predicted for larger values of SSC using M-1, M-3, M-4, M-5, M-6 and M-7 models and over predicting for M-2 and M-8 models. It was also observed for M-3 model that most of the SSC values are under predicted and very few SSC values are over predicted.

M-6 and M-7 models nicely demonstrate that most of the data points are quite near the line of best fit in comparison to other models. But model M-7 shows some deviations from best fit line in comparison to M-6 model due to which performance of the M-7 model was found better than other models but inferior than M-6. Therefore, M-6 model was found to be better than other models for daily SSC prediction using ANN-MLP methods. The values of $R^2$ for models M-1, M-2, M-3, M-4, M-5, M-6, M-7 and M-8 are 0.588, 0.656, 0.727, 0.692, 0.683, 0.903, 0.876 and 0.579, respectively.

In Quantitative evaluation, the models having minimum values of RMSE, NMSE, MDL and AIC and higher values of CE and $r$ were considered as best models. Based on the selected criteria, five ANN based models i.e. M-3, M-4, M-5, M-6 and M-7 were found to be performing better than out of the eight models station.

Based on comparison among five selected models i.e. M-3, M-4, M-5, M-6 and M-7, M-6 model had the minimum values of NMSE (0.1013), AIC (-11075.64), MDL (-10949.82) and RMSE (0.0100 g/l) and maximum values of CE (0.9937) and $r$ (0.951). The order of the models performance from best to worst was found to be M-6 > M-7 > M-3 > M-4 > M-5. Therefore, performance of the M-6 model was found to be best in comparison to other models under ANN-MLP method.

It was also found that number of input variables is increasing with discharge in the river.

On the basis of comparison between qualitative and quantitative evaluation for best model, it was found that M-6 model in which present day SSC depends on the present day discharge, one-two and three lag days discharge, one-two and three lag days SSC with (7-5-5-1) network architecture i.e. 7 input variables, five-five neurons in first and second hidden layer and single output processing element is best out of eight models.

From the Comparison of M-6 model based on sediment hydrographs for ANN-MLP, MLR and SDR, it was observed from ANN-MLP based sediment hydrograph, that it is very closely predicting the peaks accurately out of three sediment hydrographs for MLR analysis sediment hydrograph and SRC sediment hydrograph because these are over predicting the peaks. It was also observed that sediment hydrograph of MLR analysis is giving better result than SRC.

From the Comparison of M-6 model based on scatter plots for ANN-MLP, MLR and SDR, it was observed on the basis of best fit line and 1:1 line (dotted line) that the SSC is over predicted for smaller values of SSC and under predicted for larger values of SSC for all the methods applied in this study. It was also observed that most of the SSC values are under predicted and very few SSC values are over predicted for ANN-MLP.

M-6 model of ANN-MLP nicely demonstrates that most of the data points are quite near the line of best fit in comparison to other methods. Therefore, on the basis of qualitative comparison, ANN-MLP was found to be better than other methods for daily SSC prediction. The values of $R^2$ for ANN-MLP,
MLR and SDR are 0.903, 0.438 and 0.313, respectively, for M-6 model.

Under quantitative comparison among ANN-MLP, MLR and SDR for M-6 model, ANN-MLP based M-6 model has the minimum value of RMSE (0.0100 g/l) and maximum values of CE (0.9937) and r (0.951). The order of the methods from best to worst was found to be ANN-MLP > MLR > SDR. Therefore, performance of the ANN-MLP based M-6 model was found to be best in comparison to other models.

On the basis of qualitative and quantitative comparison among ANN-MLP, MLR and SDR methods, ANN-MLP was found better than the others and ANN-MLP based M-6 model was found better than all the models and methods in this study.

Finally it was concluded that, ANN based SSC models can successfully be applied for the prediction of daily SSC at Champua station of Baitaranı river.
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