Frenkel pair formation energy for cubic Fe$_3$O$_4$ in DFT + U calculations
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Abstract
The cubic phase of magnetite is stabilized above the Verwey transition temperature of about 120 K via a complex electron–phonon interaction that is still not very well understood. In this work using the DFT + U method we describe our attempt to calculate point defect formation energies for this cubic phase in the static approximation. The electronic structure calculations and atomic relaxation peculiarities are discussed in this context. Only the cubic phase model with a small band gap and charge disproportionation (Fe$^{2+}$/Fe$^{3+}$) gives an adequate point defect formation energies, not the semi-metallic model. The relaxation of the local defect atomic structure and the relaxation of the surrounding crystal matrix are analyzed. Point defects cause only local perturbations of atomic positions and charge-orbital order. After analysis of the supercell size effects for up to 448 atoms, we justify the use of small supercells with 56 atoms to make calculations for the cubic phase. The extensive experimental results of Dieckmann et al on defects in magnetite at high temperature are deployed for comparison of our DFT + U results on Frenkel pair formation energies.
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1. Introduction

Being among the oldest materials known to the mankind, magnetite is still not well understood in the framework of the solid state theory. Magnetite exhibits ferrimagnetic ordering below 858 K and becomes paramagnetic at higher temperatures. At the Verwey transition temperature $T_V \sim 125$ K magnetite shows a sudden rise in conductivity and transforms from the low temperature monoclinic phase into the high temperature inverse spinel (cubic) phase [1]. The puzzle of the Verwey transition is an important topic in the physics of strongly correlated systems that attracts a lot of attention [2] and ignites controversies [3].

The Verwey transition studies require in-depth analysis of both the monoclinic low temperature phase and the cubic phase that becomes stable above $T_V$. A new type of local structures called trimeron were identified in the low temperature phase [4]. Trimeron can be described as highly structured three-site polarons and can be considered as an example of orbital molecules or clusters made up of coupled orbital states on several metal ions within an orbitally ordered solid [5]. There are strong experimental evidences that the trimeron order exists at temperatures above $T_V$ [6]. In another experiment, however, trimeron correlations in the cubic phase have not been detected [7].
Under normal conditions at $T > T_1$, magnetite has an inverted spinel structure with the space group Fd3m (figure 1). The formula Fe$_3$O$_4$ can be also written as Fe$^{3+}$(Fe$^{2+}$Fe$^{3+}$)$_2$O$_4$~. The letters A- and B- denote the tetrahedral and octahedral sites in cubic magnetite and also its magnetic sublattices. In such a structure, different types of cation point defects can be distinguished: vacancies in both cation sublattices (A- and B-), as well as interstitial atoms of at least three types (figure 1). In addition, the formation of oxygen defects is unlikely but can not be excluded at all. Such a variety of defect structures makes the interpretation of experimental data on point defects in magnetite an unsolvable problem without a priori assumptions about predominant defect types.

The recent core-level x-ray spectroscopy measurements have given new information on the cation ordering at temperatures up to 1200 K [9] including the formation of cation Frenkel pairs (FPs). This experiment sheds new light on the previous thorough studies of high temperature properties of magnetite by Dieckmann et al [10–17] and emphasizes the role of point defects in understanding the properties of magnetite at high temperatures. Dieckmann et al showed that at low oxygen activity (i.e. low oxygen chemical potential) cation interstitials are responsible for the cation diffusion, while at high oxygen activity vacancies in the cation sublattice are predominant. One of the results of the extensive experimental studies of Dieckmann et al is the value of the cation FP formation energy in magnetite $E_\text{FP}^{\text{c}} = 1.38$ eV at about 1200 K [15]. The FP formation energy $E_\text{FP}$ is a better defined property than the formation energies of vacancies and interstitial atoms since $E_\text{FP}$ does not depend on oxygen activity. We are not aware of any published attempts to calculate $E_\text{FP}$ in cubic magnetite and to make a comparison with the result of Dieckmann et al. At the same time, calculations of the FP formation energy by ab initio methods could serve as a valuable benchmark of the theoretical approaches available for description of magnetite.

First principles modeling of magnetite has a long history (e.g. see [18–46]). However, only several studies were devoted to point defect properties [21, 36, 38, 40, 42, 46]. The formation energies of cation defects have been obtained by Hendy et al within the pure DFT framework [21]. According to [21], the defect with the lowest formation energy in magnetite is the vacancy of B-sublattice and $E_\text{FP}^B = 4.09$ eV. Hendy et al [21] have made an attempt to describe the electronic properties of defect configurations, but this description remains unclear without special consideration for strong electronic correlations. Such a description within the DFT + U framework has been obtained later by Arras et al [38]. However, nothing was said in [38] about the formation energies of the defects considered. Earlier, Arras et al considered the effect of oxygen vacancies on electronic structure of cubic magnetite [36]. We are aware of the only work of Li et al [40] where the formation energies of defects in magnetite were calculated within DFT + U. However, there are very significant differences between the data obtained in DFT [21] and DFT + U [40] on the defect formation energies. The calculation procedure of Li et al [40] suggests that their formation energies correspond better not to the cubic phase but to the low temperature phase of magnetite (their approach gives $E_\text{FP}^c = 3.11$ eV). Using DFT + U, Muhich et al calculated the energy of vacancy migration between octahedral positions and the vacancy formation energy difference for tetrahedral and octahedral positions [41]. In our recent paper [46], we have analyzed the DFT + U approximations for magnetite.
cubic phase and have presented the results of vacancy formation energy calculations without any comparison with experiments.

This paper has the following structure. In section 2 we describe the details of the model and the calculation method. In section 3 the results are presented for the cubic and low-T reference defect-free structures, for cation interstitials, vacancies and FPs, and for the influence of the system size and the Hubbard U parameter. In section 4 we discuss the results and make comparisons with experimental data available.

2. Model and calculation details

All calculations in this work are performed within the density functional theory (DFT). Strong electronic correlations are taken into account by the DFT + U approach [47–49] using the Dudarev’s scheme [50] with $U_{\text{eff}} = U - J$. The main part of calculations are performed using $U_{\text{eff}} = 3.5$ eV. The influence of $U_{\text{eff}}$ on the results is considered as well (see section 4).

Only collinear magnetism is considered in the work.

The calculations are carried out with the VASP package [51–53]. The main results for the cubic phase point defects are obtained in a cubic supercell with 56 atoms (the conventional cell of cubic magnetite). The size effects are also investigated in supercells with up to 448 atoms (i.e. the 56 atom supercell replicated $2 \times 2 \times 2$). For summation over the Brillouin zone, $6 \times 6 \times 6$ and $3 \times 3 \times 3$ $\Gamma$-centered k-point meshes are used in supercells with 56 and 448 atoms, respectively. The plane wave basis cutoff energy is set to 550 eV in all cases. The generalized gradient approximation with the Perdew–Burke–Ernzerhof parametrisation (GGA PBE) [54] is used for the exchange-correlation functional. The total energy convergence threshold is $10^{-6}$ eV. Due to the local minima problem inherent to DFT + U, a resulting self-consistent solution at fixed ionic positions strongly depends on the initial guess for electron density.

Configurations of the cubic Fd3m phase are obtained at the experimental value of the magnetite oxygen coordinate $x = 0.2549$ [55]. The optimized cubic phase lattice constant $a_0$ corresponds to the zero trace of the external stress tensor ($a_0$ is optimized at the fixed $x$).

We consider two types of defect-free configurations of the cubic Fd3m phase: the configurations with all cations fixed at their high symmetry position and the configurations with internal parameters allowed to relax via geometry optimization at the fixed supercell shape. The former case is considered as a model of cubic temperature-stabilized magnetite above $T_V$. The latter case is considered as an approximate model of the low-temperature phase below $T_V$ (according to the experiments the low-T phase is monoclinic [4] but it was shown that the cell shape relaxation has a minor contribution for energy minimization [44]). Different types of relaxation of atomic positions in calculations of point defects are considered: either starting from a cubic structure, or starting from a relaxed structure. The geometry optimization convergence threshold is $10^{-2}$ eV Å$^{-1}$ (determined from the forces acting on atoms). A resulting atomic structure after atomic relaxation depends on the initial structure and on the initial guess for electron density [56].

The formation energy of an isolated defect $E_{\text{def}}^{f}$ is calculated using [57]:

$$E_{\text{def}}^{f} = E_{\text{def}} - E_0 \pm E_{\text{at}},$$

where $E_{\text{def}}$ and $E_0$ are the total energies of the supercell with and without a defect (a vacancy $E_V$ or an interstitial $E_I$). Here, $E_{\text{at}}$ is the chemical potential of the removed (or added) atom. $E_{\text{at}}$ is chosen as the energy per atom in ferromagnetic body-centered cubic iron for the same $U_{\text{eff}}$. The choice of $E_0$ plays an important role in this work since we can take $E_0$ either for the ideal cubic phase or for the relaxed low-T phase with atomic distortions. This choice is crucial for the resulting values of $E_{\text{def}}^{f}$ and for their interpretation.

The formation energy of a FP $E_{\text{FP}}^{f}$ is calculated as

$$E_{\text{FP}}^{f} = E_V + E_I - 2E_0,$$

where $E_V$ and $E_I$ are the total energies of the supercells with a vacancy and with an interstitial.

A defect is created in the defect-free cubic phase configuration. Atomic relaxation is performed at the fixed optimized lattice constant. There are two types of cation vacancies in the cubic phase of magnetite: the vacancies in A- and B-sublattices (figure 1). Previously, we have shown that the vacancy of the B-sublattice has the lowest formation energy [46]. Three types of initial sites for interstitial defects are considered (figure 1).

In the A1-int case, the defective cation is located inside the tetrahedron of B-cations. In the A2-int case, two B-cations and two A-cations are the closest atoms to the interstitial atom. The B-int case, the octahedral interstitial cation occupies the octahedral interstitial site that is free in the defect-free crystal.

3. Results

3.1. Defect-free cubic phase

In our previous work, the solution $m2$ (denoted as -545(m2) in [46]) was found to have one of the lowest total energies for the defect-free magnetite cubic phase. This solution was obtained without imposing any additional symmetry constraints on Kohn–Sham orbitals and on electron density. The main features of $m2$ that has the Verwey-type charge-orbital ordering are presented in figure 2.

A solution calculated using additional symmetry constraints (according to the cubic lattice symmetry) on Kohn–Sham orbitals and electron density is obtained in this work for comparison. This solution is denoted as $\text{sym}$. The total energy of this symmetric solution turned out to be higher than the total energy of the asymmetric solution $m2$ by 0.287 eV/f.u.

Properties of the symmetric solution are shown in figure 3. In contrast to the $m2$ case, there are no differences between di- and trivalent cations in the symmetric case [43]: all the
Figure 2. Properties of the asymmetric solution $m^2$: the magnetic moments of the A- and B-cations ($N = 1 \div 8$ and $N = 9 \div 24$, respectively), the total and projected onto atomic groups densities of states (the black curve and the curves of different colors), the spatial distribution of the electron density related to the peak located just below the Fermi level ($t_{2g}$ orbitals of Fe$^{2+}$ cations). The Fermi level is shown as a gray dotted vertical line. The densities of spin-up and spin-down states are plotted up and down the $y$-axis.

B-cations have the same magnetic moment (figure 3, top picture). Also, one can see no differences between Fe$^{2+}$ and Fe$^{3+}$ B-cations in the spatial distribution of the partial electron density, plotted for the bands just below the Fermi level (figure 3, bottom picture). In the symmetric case, there is no gap in the electronic density of states (DOS) at the Fermi level.

The asymmetric and symmetric solutions give different values of the lattice constant at zero trace of the stress tensor for the cubic phase: 8.456 Å and 8.479 Å for $m^2$ and $sym$, respectively, at fixed $x = 0.2549$. At this lattice constant not only the trace of the stress tensor, but also all its components are equal to zero in the symmetric case. In the asymmetric case, on the contrary, the stress tensor components are nonzero and, in addition, nonzero forces act on atoms (up to 0.4 eV Å$^{-1}$ and 0.75 eV Å$^{-1}$ on cations and anions, respectively). Therefore, as soon as ions are allowed to change positions in the asymmetric case the ideal cubic lattice becomes distorted.

3.2. Atomic relaxation in the defect-free case

The optimization of atomic coordinates in the defect-free case is performed with and without additional symmetrization of the electron density. No change occurs in the former case. In the latter case the cubic structure becomes distorted significantly [46]. The ferrimagnetic ordering, the total magnetic moment, and the distribution of the di- and trivalent cations over B-sites do not change after the relaxation. The largest change in the magnetic moments of cations does not exceed 0.02 $\mu_B$. The main changes after relaxation are [46]: (1) the slight rotations of the orbitals and (2) the distortions of the cubic structure.

In this work, the attention is paid to the geometry of the structure after atomic relaxation in the defect-free case (figure 4). The distortions of octahedra and tetrahedra are
clearly visible after relaxation. Indeed, all of the tetrahedra are equal in the undistorted cubic phase. The same can be said about all octahedra. After relaxation the situation changes. There are two types of octahedra in the relaxed structure, with larger and smaller volume, corresponding to di- and trivalent cations, respectively. Fe$_A$–O distances in tetrahedra are not equal, the same can be said about Fe$_B$–O distances in octahedra. Fe$_B$–Fe$_B$ distances change as well (see section 4).

3.3. Cation interstitials

Three initial positions of interstitial atoms A1, A2 and B (see figure 1) are considered in the supercell with 56 atoms. Five different initial approximations to the initial magnetic moment of the defective cation (0, ±4, ±5) are investigated. The properties of the optimized structures are presented in table 1. In contrast to pure DFT, the DFT + U point defect model is sensitive not only to the direction, but also to the magnitude of the initial magnetic moment.

After the geometry optimization, the defective cation is displaced from its initial site by a distance $\Delta r$. This distance in some cases for the A1- and A2-initial sites is greater than the Fe$_A$–O bond length in the defect-free case, so the interstitial cation leaves the initial interstitial site in these cases. Figure 5 shows the initial and optimized geometries for the defect configurations with the lowest formation energies for the A1- and A2-initial sites. As one can see, some of the nearest cations to the defective atom are also shifted from their initial positions. The coordination change for one of the octahedral cations is observed. The distances between the defective cation and its nearest neighbor cations turn out to be less than the shortest Fe$_B$–Fe$_B$ distance in a defect-free structure.

Our DFT + U results (see table 1) indicate that the interstitial with the lowest formation energy is in the octahedral position (B-interstitial). Pure DFT shows the same in our work (as in [21]). Below, we consider this structure in more details.

3.4. Octahedral interstitial

After the geometry optimization, the octahedral interstitial cation does not leave its initial site ($\Delta r \approx 0$ in table 1) and does not form complexes with other cations. The two nearest to the defective cation A-cations only move away from it slightly. Several solutions with close formation energies 0.32±0.34 eV have been found for the B-interstitial atom. They do not differ significantly from each other (the case $E_{f-B-int} = 0.34$ eV is shown on figures 6 and 7).

Due to the defect formation, the total magnetic moment of the supercell decreases by 6 $\mu_B$. The changes affect mainly the B-cations: the number of divalent B-cations increases,
Table 1. Properties of the optimized interstitial atom configurations in pure DFT and DFT + U (\(U_{\text{eff}} = 3.5\) eV). \(\mu_{\text{Fe}}^0\) (\(\mu_B\)) is the initial approximation to the magnetic moment of the interstitial cation, \(\Delta E = E_{\text{def}} - \bar{E}_0\) (eV) is the difference between defect and defect-free total energies, \(E_{\text{tot}}^0\) (eV) is the defect formation energy, \(\Delta \mu_{\text{tot}} = \mu_{\text{def}} - \mu_0\) (\(\mu_B\)) is the difference in the total magnetic moment between defect- and defect-free supercells, \(\mu_{\text{Fe}}\) (\(\mu_B\)) is the final magnetic moment of the interstitial cation, \(\Delta \rho = \rho_{\text{def}} - \rho_0\) (kbar) is the difference in the external pressure between the defect and defect-free supercells, \(\Delta \varepsilon\) (Å) is the displacement of the interstitial atom from its initial position (A1, A2 or B) after the geometry optimization.

| Defect  | \(\mu_{\text{Fe}}^0\) | \(\Delta E\) | \(E_{\text{tot}}^0\) | \(\Delta \mu_{\text{tot}}\) | \(\mu_{\text{Fe}}\) | \(\Delta \rho\) | \(\Delta \varepsilon\) |
|---------|-----------------------|-------------|-----------------|-----------------|-----------------|-------------|-----------------|
| A-int   | -5.0                  | -2.724      | 2.85            | +2.0            | +3.40 \(\uparrow\uparrow\) Fe\(_B\) | +75.4       | 0.71            |
|         | -4.0                  | -4.674      | 0.90            | +2.0            | +3.42 \(\uparrow\uparrow\) Fe\(_B\) | +52.3       | 2.29            |
| A1-int  | 0.0                   | -4.628      | 0.94            | +2.0            | +3.79 \(\uparrow\uparrow\) Fe\(_B\) | +61.2       | 2.15            |
|         | +4.0                  | -2.765      | 2.81            | +2.0            | +3.40 \(\uparrow\uparrow\) Fe\(_B\) | +75.0       | 0.72            |
|         | +5.0                  | -3.473      | 2.10            | -4.0            | +3.47 \(\uparrow\uparrow\) Fe\(_B\) | +48.3       | 2.23            |
| A2-int  | 0.0                   | -4.802      | 0.77            | +2.0            | +3.41 \(\uparrow\uparrow\) Fe\(_B\) | +52.9       | 0.46            |
|         | +4.0                  | -1.875      | 3.70            | -6.0            | +3.38 \(\uparrow\uparrow\) Fe\(_B\) | +37.2       | 0.18            |
|         | +5.0                  | -2.045      | 3.52            | -8.0            | +3.42 \(\uparrow\uparrow\) Fe\(_B\) | +41.1       | 0.43            |
|         | -5.0                  | -4.550      | 1.02            | +2.0            | +3.61 \(\uparrow\uparrow\) Fe\(_B\) | +39.1       | 0.02            |
|         | -4.0                  | -5.169      | 0.40            | -6.0            | -3.70 \(\uparrow\uparrow\) Fe\(_A\) | +39.5       | 0.01            |
| B-int   | 0.0                   | -5.246      | 0.32            | -6.0            | -3.73 \(\uparrow\uparrow\) Fe\(_A\) | +41.4       | 0.01            |
|         | +4.0                  | -5.238      | 0.33            | -6.0            | -3.71 \(\uparrow\uparrow\) Fe\(_A\) | +40.5       | 0.00            |
|         | +5.0                  | -4.016      | 1.55            | -8.0            | -3.70 \(\uparrow\uparrow\) Fe\(_A\) | +34.4       | 0.01            |
|         | -5.0                  | -5.098      | 3.14\(^a\)      | -6.0            | -3.41 \(\uparrow\uparrow\) Fe\(_A\) | +32.8       | 0.00            |
|         | 0.0                   | -4.302      | 3.94            | -2.0            | +3.28 \(\uparrow\uparrow\) Fe\(_B\) | +16.11      | 0.00            |
|         | +5.0                  | -5.098      | 3.14\(^b\)      | -6.0            | -3.41 \(\uparrow\uparrow\) Fe\(_A\) | +32.8       | 0.00            |
| A-int   | -                     | -           | 5.40            | +2.0            | \(\uparrow\uparrow\) Fe\(_B\)     | -           | -               |
| A-int   | -                     | -           | 1.25            | -               | -               | -           | -               |
| A1-int  | -                     | -           | 1.25            | -               | -               | -           | -               |
| A2-int  | -                     | -           | 1.25            | -               | -               | -           | -               |
| B-int   | -                     | -           | 3.26            | -6.0            | \(\uparrow\uparrow\) Fe\(_A\)     | -           | -               |
|         | -                     | -           | 0.81            | -               | -               | -           | -               |
|         | -                     | -           | -               | -6.0            | \(\uparrow\uparrow\) Fe\(_A\)     | -           | -               |
|         | -                     | -           | -               | -               | \(\uparrow\uparrow\) Fe\(_A\)     | -           | -               |

\(^a\) \(E_{\text{tot}} = 5.57\) eV in DFT + U with \(U_{\text{eff}} = 3.5\) eV.

\(^b\) \(E_{\text{tot}} = 8.24\) eV in pure DFT (\(U_{\text{eff}} = 0\)).

Note: The lowest formation energies for each defect type is shown in bold.

while the number of trivalent B-cations decreases (figure 6). The distribution of di- and trivalent cations over B-sublattice also changes: the divalent cations are located closer to the interstitial, while trivalent cations are located farther (figure 7).

The magnetic moment of the defective cation is co-directional with the magnetic moments of A-cations. The magnitude of the magnetic moment of the defective cation allows it to be classified as a divalent cation. There are no states associated with the defective cation in the valence band (figure 6).

The change in the total magnetic moment of 6 \(\mu_B\) can be explained in a clear way. The magnetic moment of a defect-free supercell is 32 \(\mu_B\) (i.e. 4 \(\mu_B\)/f.u.). The total magnetic moment of the defective configuration equals to 8 \(\cdot\) (−5) \(\mu_B\) + 6 \(\cdot\) 5 \(\mu_B\) + (8 + 2) \(\cdot\) 4 \(\mu_B\) + 1 \(\cdot\) (−4) \(\mu_B\) = 26 \(\mu_B\). Thus, the change in the total magnetic moment is connected, firstly, with the magnetic moment of the defective cation = −4 \(\mu_B\) (as divalent, but \(\uparrow\uparrow\) Fe\(_A\)), and secondly, with the fact that in order to screen this charge, two of the eight trivalent B-cations become divalent.

3.5. Octahedral vacancy

Previously, we have found that the B-vacancy has the lowest formation energy among cation vacancies [46]. This result is consistent with data obtained in other DFT and DFT + U data [21, 38, 40]. However, a new solution for the B-vacancy has been found in this work with the formation energy of 1.20 eV (lower than the previously found minimum by 60 meV). Although other new solutions with even lower total energies could be found, in principle, for vacancies, it would not change their energy hierarchy since the differences in the formation energies of A- and B-vacancies are more than 1 eV.

The properties of the B-vacancy is shown in figures 6 (two bottom pictures) and 7. The ferrimagnetic ordering remains after the defect formation, but the total magnetic moment of the supercell decreases by 2 \(\mu_B\) due to an increase in the number of trivalent cations and a decrease in the number of divalent cations in the B-sublattice (figure 6). In this case, in contrast to the B-interstitial, the trivalent cations become closer to the vacancy (figure 7). The band gap of the defective configuration...
Figure 5. The initial and the optimized geometries of the A1- and A2-initial cites. The cases with the lowest formation energies from table 1 are shown. The defective cation is shown in pink (A1) and green (A2). The polyhedra of the nearest neighbor cations to defective atom are shown.

is larger than the band gap after the atomic relaxation in the defect-free supercell (figure 6).

3.6. Effects of supercell size and $U_{\text{eff}}$

Figure 8 summarizes our data on the defect formation energy dependencies on the number of magnetite formula units ($N_{\text{f.u.}}$) that comprise the supercell. The data for the interstitial and the vacancy with the lowest formation energies and for the corresponding FPs are shown (the details for the smallest and for the largest system sizes are given in table 2). Two variants of formation energies are presented: the variant for cubic phase and the variant for low-$T$ phase (i.e. for two different $E_0$ reference energies). The formation energies for cubic phase are much lower and have a pronounced system size dependence. The formation energies for low-$T$ phase is higher and show quite a moderate variation with the system size. Additionally, the total energy change during the relaxation to low-$T$ phase $E_{\text{rel}}N_{\text{f.u.}}$ is shown on figure 8 by the pink diamonds. The relaxation of the point defect in the cubic phase includes two effects: (a) the distortions that are natural for low-$T$ phase and (b) the distortions that are caused by the point defect itself. As we show below in section 4, this duality explains the pronounced system size effect for cubic phase formation energies and justifies that the $E_{\text{FP}}$ value for the system of 56 atoms should be considered as the best estimate for cubic phase of magnetite.

The $U_{\text{eff}}$ parameter serves as an empirical constant which magnitude governs the Hubbard-like correction to the total DFT energy for strong electron correlations. Figure 9 shows how moderate variations of $U_{\text{eff}}$ influence point defect energies considered. The B-vacancy formation energy grows with $U_{\text{eff}}$ but the B-interstitial formation energy becomes smaller. The combined effect for the FP formation energy results in the decrease of $E_{\text{FP}}$ for larger $U_{\text{eff}}$.

4. Discussion

Stability of the cubic phase of magnetite is a result of the complex mechanism of electron-phonon interaction that is known to have special features in strongly-correlated oxides [58, 59] and is activated in magnetite at above $T_V$. Currently, there is neither a complete theoretical description of this mechanism, nor the possibility to study it numerically using first-principles modeling (e.g. using $ab$ initio molecular dynamics). Presence of local trimeron order above $T_V$ [6] suggests that local instantaneous atomic configurations
Figure 6. The properties of the B-interstitial (two upper pictures) and the B-vacancy (two lower pictures). The designations are as in figure 3. The magnetic moment of the defective cation has the number $N = 0$.

during some fraction of time do not correspond to the cubic phase and possess certain traits of the low temperature phase. That is why making electronic structure calculations for ideal cubic structure of magnetite is a reasonably simplified and computationally feasible approximation for the problem of modeling the cubic phase of magnetite. The methods for proper nonadiabatic dynamics of condensed matter systems are discussed (e.g. see [60–64]) and could be applied to this problem in the future.
Our calculations of the low-T phase include relaxation of atomic positions only. We do not relax the shape of the supercell since it was shown [44] that allowing cell shape to distort to monoclinic resulted in the total energy reduction of 0.008 eV/f.u. only. Another simplification is that we use the supercell with 56 atoms while experimental data suggest that the low-T phase unit cell consists of 224 atoms. The main focus of this work is the cubic phase and the results for the low temperature phase are needed for comparison.

In this work, we consider only one charge-orbital pattern m2 corresponding to the Verwey scheme. Previously [46], we have shown that for the supercell of 56 atoms it is possible to obtain different self-consistent DFT + U local minima for cubic phase with the total energy variation of several meV only. In addition to m2, there is at least one other solution without charge ordering that has been found to provide the same lowest total energy [46]. The similar multitude of ground state structures have been discovered in [28] for the low-T phase. The range of relaxed total energies was ~0.02 eV/f.u. and the structures with the Verwey charge order had energies in the middle of this range [28, 44]. Zhou and Ceder [34] used the cluster expansion approach to parameterize the charge-orbital space of relaxed low-T structures obtained in DFT + U. The existence of the multitude of ground state structures with different charge-orbital patterns and very close total energies (both for the cubic phase and for the low-T phase) justifies our consideration of the m2 charge-orbital pattern only for both the cubic and low-T reference state energies \( E_0 \) that are used in calculations of defect formation energies.

The top left picture in figure 10 shows the m2 structure in the supercell with 56 atoms after atomic relaxation to the low-T phase from the initial ideal cubic structure with the same charge-orbital m2 pattern (figure 2). The details of Jahn–Teller distortions in this structure have been illustrated in figure 4. On figure 10 the triplets of B-cations \((\text{Fe}^{3+}_B - \text{Fe}^{3+}_B - \text{Fe}^{3+}_B)\) are marked by the line segments. In these triplets we observe the same \( \text{Fe}^{3+}_B - \text{Fe}^{3+}_B \) distances of 2.932 Å shortened by 2%
compared to the Fe$_{\text{B}}^{2+}$–Fe$_{\text{B}}^{3+}$ distance of 2.998 Å in the cubic phase. Other Fe$_{\text{B}}^{2+}$–Fe$_{\text{B}}^{3+}$ distances (not shown in figure 10) become longer than in the cubic phase. These triplets form parallel chains and the $t_{2g}$ orbitals are oriented strictly in accordance with these chains. One can see clearly the manifestation of the trimeron order \([4, 5]\). The top right picture in figure 10 shows the result of the atomic relaxation in the similar 55-atom structure with a B-vacancy. No signs of chains of triplets of B-cations remain after relaxation. Three lower pictures in figure 10 show the similar relaxed B-vacancy for the supercell with 111, 223 and 447 atoms. In this case the chains of triplets remain. The presence of a vacancy does not destroy this ordering. This difference between the smaller (55 atoms) and larger B-vacancy models shows explicitly that there are 2 relaxation effects: (a) the relaxation of the cubic phase to the low-$T$ phase and (b) the local relaxation due to the defect formation. The contribution to the total energy change from the first effect is proportional to $N_{\text{vac}}$ (as shown on figure 8). That is why the defect formation energies for the cubic phase have such a strong system size dependence. The origin of this dependence is not in the self-interaction of a defect via the periodic boundary conditions but in the relaxation of the surrounding matrix from the ideal cubic structure to the distorted low-$T$ structure. The results for larger supercells considered ($N_{\text{vac}} = 16$–64) show that the presence of a defect causes only a very localized perturbation to the crystal structure and its charge-orbital order. This conclusion is confirmed by the absence of any significant system size dependence for the defect formation energies if $E_0$ of the low-$T$ phase is used as a reference (figure 8). This analysis of system size effects implies that the supercell of 56 atoms ($N_{\text{vac}} = 8$) is the best variant for the attempts to calculate using the static DFT + U method the point defect formation energies for the temperature stabilized cubic phase.

Liu and Di Valentin \([43]\) showed that releasing the symmetry constraint on the electron density but not the cubic phase geometry gives the charge disproportionation (Fe$^{2+}$/Fe$^{3+}$) and the small band gap for minority spin at the Fermi level that is consistent with several recent experiments \([65–68]\). In this work, we show that the semiconductor-like electronic structure of the cubic phase gives the total energy reference value $E_0$ resulting in $E_{\text{FP}}$ that agrees well with the experimental data. Using the cubic phase total energy from the DFT + $U$ calculation with symmetric electron density gives non-physical $E_{\text{FP}} < 0$. This is another quantitative argument in favor of semiconductor-like electronic structure of the cubic phase.

In this work, we report a refined value of 1.20 eV the B-vacancy formation energy that is lower than 1.26 eV obtained by us previously \([46]\). This fact suggests that the formation energies of other types of defects that we present could not be the lowest energies possible for each particular defect type. However, the energy steps between different types of interstitials in the energy hierarchy presented (see table 1) are significantly larger that the difference of 60 meV for $E_{\text{FP}}$. That is why one can expect this hierarchy is not sensitive to possible small corrections of defect energies and could be used for comparison with the experimental data available.

It was known for a long time from experiments that vacancies in magnetite are located predominantly on octahedral sites \([69]\). However, since defect formation energies in magnetite depend on oxygen activity, quantitative information on these energies is not easy to get experimentally. Such information became available from the experiments of Dieckmann \textit{et al} \([10–17]\). These experiments revealed that (a) the thermal point defect disorder of stoichiometric magnetite is of the Frenkel type and (b) despite of relatively high point defect concentrations, the point defects in magnetite form an ideal solution. Dieckmann \textit{et al} measured the temperature dependencies of the equilibrium constants $K_V$ and $K_I$ for the formation of cation vacancies and interstitials in the temperature range 900°C–1400°C. The product $K_VK_I$ is a FP equilibrium constant and its Arrhenius dependence on $1/T$ reveals two linear regimes with different slopes corresponding to two values of FP formation energies (see \([15]\)):

$$E_{\text{FP}} = 1.38 \text{ eV at } T < 1200 \text{°C and } E_{\text{FP}} = 3.11 \text{ eV at } T > 1300 \text{°C}.$$

Our DFT + $U$ data give the lowest FP formation energy for the pair of B-vacancy and B-interstitial $E_{\text{FP}} = 1.52$ eV (see table 2) that is only 10% higher than the experimental value. This agreement can be considered as a remarkable success of the DFT + $U$ model of the magnetite cubic phase for $U_{\text{eff}} = 3.5$ eV. As it is shown on figure 11, the agreement becomes even better for slightly higher values of $U_{\text{eff}}$. It is instructive to see how DFT + $U$ describes both quantitative parameters of the cubic phase considered: the band gap and the FP formation energy. Figure 11 shows that the best matching values of $U_{\text{eff}}$ for each property differ not very much. If we would prioritize the experimental data on the band gap (shown by the red background), then $E_{\text{FP}}$ is ~0.15 eV higher than the experimental value (for $U_{\text{eff}}$ shown by the green background). However, $E_{\text{FP}}$ (that is the sum of the B-vacancy and B-interstitial formation energies) would be somewhat lower if one takes into account the possibility to find even deeper energy minima and
Figure 10. 2 top pictures: the defect-free atomic structure and the B-vacancy atomic structure in supercells with 56(55) atoms after relaxation to the low-\(T\) phase. Three lower pictures: the structures of the B-vacancy in the supercells with 111, 223 and 447 atoms after relaxation to the low-\(T\) phase. The lines show the shortest distances between B-cations. Electron density distributions of the occupied \(t_{2g}\) orbitals of Fe\(^{2+}\) cations are shown by isosurfaces.

the possible influence of finite-\(T\) effects (i.e. the lattice dynamics). The opposite traverses of the \(E_g\) and \(E_{IP}\) dependencies on \(U_{\text{eff}}\) allow selecting an optimum range of \(U_{\text{eff}}\) on the basis of these two properties: the range \(U_{\text{eff}} = 3.4-3.6\) eV is expected to give the best overall description.

In this work, we use the effective \(U_{\text{eff}} = U-J\) following the approach of Dudarev et al [50]. Generally speaking, the value of \(U_{\text{eff}}\) is not universal: it depends on the type of chemical environment for a given element, on the basis used for Kohn–Sham orbitals representation, on the method of projection to localized orbitals. Using the low-\(T\) phase band gap as a reference, Pinto and Elliot [27] chose \(U_{\text{eff}} = 3.8\) eV in their study of magnetite within the very similar computational approach implemented in VASP (however they used the PW91 xc-functional and we use PBE). Jeng et al [28] used a similar approach as well but with the general form of the Hubbard correction \((U = 4.5\) eV, \(J = 0.89\) eV). Their choice of \(U\) was based on the band gap opening in the low-\(T\) phase too. Nowadays, there are advanced methods for calculations of Hubbard corrections from the first principles [49, 70, 71]. We are aware of
in supercells with 56 atoms (e.g. see figure 7). Therefore, our \textit{ab initio} results on point defects formation energies are expected to be applicable to high-$T$ conditions where, according to Dieckmann \textit{et al} point defects form an ideal solution.

An increase in the number of Fe$^{3+}$ cations and a decrease in the number of Fe$^{2+}$ cations in the case of a B-vacancy and an increase in the number of Fe$^{2+}$ cations and a decrease in the number of Fe$^{3+}$ cations in the case of a B-interstitial agree qualitatively with the experimental observations of Dieckmann \textit{et al} that divalent and trivalent cations serve to maintain electrical neutrality in the case of an interstitial and a vacancy, respectively.

Self-doping of stoichiometric magnetite via FP formation at temperatures up to 1200 K has been recently studied by Elnaggar \textit{et al} via core-level x-ray spectroscopy measurements \cite{9}. The authors discover that the asymmetrical broadening of the $K$ preedge peak can give information on a reordering of the Fe charges in magnetite. Using the ligand field multiplet calculations, the authors quantified the site occupation of Fe$^{3+}$ and Fe$^{2+}$ ions in octahedral and tetrahedral interstitial sites. The resulting model describing the $K$ preedge peak broadening is interpreted by Elnaggar \textit{et al} as the FP formation in magnetite via the cation exchange between octahedral and tetrahedral sublattices: Fe$^{2+}$ cations from octahedral sites fill neighboring tetrahedral sites and Fe$^{3+}$ cations from tetrahedral sites fill neighboring octahedral sites. Unfortunately, our results do not support this model: for the FP of B-vacancy with A2-interstitial $E_{\text{FP}} = 1.20 + 0.77 = 1.97$ eV, for the FP of A-vacancy with B-interstitial $E_{\text{FP}} = 2.50 + 0.32 = 2.82$ eV. Both values of $E_{\text{FP}}$ are significantly ($+0.45$ eV and $+1.3$ eV) higher than the value for the FP of B-vacancy with B-interstitial.

Using our results on the formation energies of vacancies and interstitials in the cubic phase of magnetite, we can discuss the high temperature FP formation energy value that can be deduced from the experimental data of Dieckmann \textit{et al} at $T > 1300$ K \cite{15}: $E_{\text{FP}} = 3.11$ eV. The corresponding best selection from the individual formation energies of a vacancy and an interstitial is a pair of A-vacancy and A2-interstitial that gives $E_{\text{FP}} = 2.50 + 0.77 = 3.27$ eV (only 5\% higher than the experimental value). This fact suggests the following interpretation of the experimental data \cite{15} on the Arrhenius dependencies for the equilibrium constants of point defect formation: at lower $T$ the activation energy is determined by the FP formation in the B-sublattice and at higher $T$ the FP formation in A-sublattice is the main mechanism. However, the equilibrium constants have thermodynamic meaning only and tell us nothing about possible mechanisms of FP formation that is why the comparison of our interpretation for the experiments of Dieckmann \textit{et al} with the results of Elnaggar \textit{et al} \cite{9} and their interpretation require further studies.

Here it is worth noticing that the study of tetrahedral interstitial atoms is greatly hindered by the fact that they form complexes in small supercells due to the fact that their formation in interstitials of small volume causes large distortions. At the same time, large supercells will again be characterized by a mixture of the effects of local relaxation due to a defect and global defect-free relaxation.
5. Conclusions

The DFT + U model of magnetite crystal has been considered for the supercells with 56–448 atoms and one pattern of Verwey-type charge-orbital ordering that corresponds to the kind of the lowest energy self-consistent DFT + U solutions for magnetite electronic structure. The ideal cubic and the distorted low-\(T\) defect-free structures have been considered as the references for studying point defects. In the latter case, the chains of trimeron-like atomic distortions coupled to the charge-orbital ordering pattern have been observed. The hierarchy of the interstitials formation energies has been calculated and the previously found [46] formation energy for the octahedral vacancy has been refined. It has been shown that the octahedral vacancy and the octahedral interstitial have the lowest formation energies among cation point defects.

The semiconductor-like small gap electronic structure of the reference state (obtained without imposing crystal symmetry constraints on electronic density) gives adequate point defect formation energies. The semi-metallic reference state (obtained with electronic density symmetrization) should be disqualified since it results in negative point defect formation energies.

It has been shown for the larger system sizes that the atomic relaxation of defective structures in addition to relaxation associated with defect formation includes also the regular cubic phase distortions leading the atomic structure towards the low-\(T\) phase. The contribution of these regular distortions to the total energy change during relaxation is proportional to the system size and becomes larger for larger supercells. At the same time, point defects cause very localized perturbations in magnetite crystal structure and its charge-orbital ordering. That is why the smallest 56 atom supercell is the best choice for the static DFT + U calculation of defect formation energies in the temperature stabilized cubic phase. In this case the relaxation of defective structure is not affected by the relaxation of the surrounding crystal matrix.

The lowest calculated cation FP formation energy 1.52 eV \((U_{\text{eff}} = 3.5 \text{ eV})\) found for the pair of an octahedral vacancy and an octahedral interstitial is in a good agreement with the value of 1.38 eV deduced from the equilibrium constant of FP formation based on the experimental data of Dieckmann \textit{et al} for \(T < 1200 \, ^\circ\text{C}\) [15]. It has been shown that the increase of \(U_{\text{eff}}\) results in the smaller octahedral FP formation energy \(E_{\text{FP}}\) while the energy gap \(E_g\) in the cubic phase increases. The best match for \(E_{\text{FP}}\) and for \(E_g\) to experimental data can be found for nearly the same magnitude of the Hubbard \(U_{\text{eff}}\) correction.

We have noticed that the FP formation energy of 3.11 eV deduced from the experimental data of Dieckmann \textit{et al} for \(T > 1300 \, ^\circ\text{C}\) [15] corresponds quite well to our result of 3.27 eV for the formation energy of the cation FP comprised of a tetrahedral vacancy and a tetrahedral interstitial.

Unfortunately, the hierarchy of point defects and FPs formation energies based on our DFT + U data does not support the model of the Frenkel disorder in stoichiometric magnetite at high temperatures that was proposed by Elnaggar \textit{et al} for the interpretation of their core-level x-ray spectroscopy measurements [9]. That model was based on the assumption of the formation of the mixed FPs comprised of an octahedral vacancy with a tetrahedral interstitial and a tetrahedral vacancy with an octahedral interstitial. In our model, the formation energies for these FPs are \(+0.45 \text{ eV}\) and \(+1.3 \text{ eV}\) higher than the formation energy of the octahedral FP.
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