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In this paper, we study distance covariance, Hilbert-Schmidt covariance (aka Hilbert-Schmidt independence criterion [Gretton et al. (2008)]) and related independence tests under the high dimensional scenario. We show that the sample distance/Hilbert-Schmidt covariance between two random vectors can be approximated by the sum of squared componentwise sample cross-covariances up to an asymptotically constant factor, which indicates that the distance/Hilbert-Schmidt covariance based test can only capture linear dependence in high dimension. As a consequence, the distance correlation based \textit{t} test developed by Székely and Rizzo (2013) for independence is shown to have trivial limiting power when the two random vectors are nonlinearly dependent but component-wisely uncorrelated. This new and surprising phenomenon, which seems to be discovered for the first time, is further confirmed in our simulation study. As a remedy, we propose tests based on an aggregation of marginal sample distance/Hilbert-Schmidt covariances and show their superior power behavior against their joint counterparts in simulations. We further extend the distance correlation based \textit{t} test to those based on Hilbert-Schmidt covariance and marginal distance/Hilbert-Schmidt covariance. A novel unified approach is developed to analyze the studentized sample distance/Hilbert-Schmidt covariance as well as the studentized sample marginal distance covariance under both null and alternative hypothesis. Our theoretical and simulation results shed light on the limitation of distance/Hilbert-Schmidt covariance when used jointly in the high dimensional setting and suggest the aggregation of marginal distance/Hilbert-Schmidt covariance as a useful alternative.
1. Introduction. Testing for independence between two random vectors \( X \in \mathbb{R}^p \) and \( Y \in \mathbb{R}^q \) is a fundamental problem in statistics. There is a huge literature in the low dimensional context. Here we mention rank correlation coefficients based tests and nonparametric Cramér-von Mises type statistics in Hoeffding (1948), Blum, Kiefer and Rosenblatt (1961), De Wet (1980); tests based on signs or empirical characteristic functions, see Sinha and Wieand (1977), Deheuvels (1981), Csörgő (1985), Hettmansperger and Oja (1994), Gieser and Randles (1997), Taskinen, Kankainen and Oja (2003), Stepanova (2003) among others; tests based on recently developed nonlinear dependence metrics that target at non-linear and non-monotone dependence include distance covariance [Székely, Rizzo and Bakirov (2007)], Hilbert-Schmidt independence criterion (HSIC) [Gretton et al. (2008)] (aka Hilbert-Schmidt covariance in this work) and sign covariance [Bergsma and Dassios (2014)].

In the high dimensional setting, the literature is scarce. Székely and Rizzo (2013) extended the distance correlation proposed in Székely, Rizzo and Bakirov (2007) to the problem of testing independence of two random vectors under the setting that the dimensions \( p \) and \( q \) grow while sample size \( n \) is fixed. This setting is known as high dimension, low sample size (HDLSS) in the literature and has been adopted in Hall, Marron and Neeman (2005), Ahn et al. (2007), Jung and Marron (2009), and Wei et al. (2016) etc. A closely related asymptotic framework is the high dimension medium sample size (HDMSS) [Aoshima et al. (2018)], where \( n \wedge p \wedge q \to \infty \) with \( p, q \) growing more rapidly. Among the recent work that is related to independence testing in the high dimensional setting, Pan, Gao and Yang (2014) proposed tests of independence among a large number of high dimensional random vectors using insights from random matrix theory; Yang and Pan (2015) proposed a new statistic based on the sum of regularized sample canonical correlation coefficients of \( X \) and \( Y \), which is limited to testing for uncorrelatedness due to the use of canonical correlation. Leung and Drton (2018) proposed to test for mutual independence of high dimensional vectors using sum of pairwise rank correlations and sign covariances; Yao, Zhang and Shao (2018) addressed the mutual independence testing problem in the high dimensional context by using sum of pairwise squared sample distance covariances; Zhang et al. (2018) proposed a \( L^2 \) type test for conditional mean/quantile dependence of a univariate response variable given a high dimensional covariate vector based on martingale difference divergence [Shao and Zhang (2014)], which is an extension of distance covariance to quantify conditional mean dependence.

Distance covariance/correlation was first introduced in Székely, Rizzo and
Bakirov (2007) and has received much attention since then. Owing to its notable ability to quantify any types of dependence including non-monotone, non-linear dependence and also the flexibility to be applicable to two random vectors in arbitrary, not necessarily equal dimensions, a lot of research work has been done to extend and apply distance covariance into many modern statistical problems; see e.g. Kong et al. (2012), Li, Zhong and Zhu (2012), Zhou (2012), Lyons (2013), Székely and Rizzo (2014), Dueck et al. (2014), Shao and Zhang (2014), Park, Shao and Yao (2015), Matteson and Tsay (2017), Zhang et al. (2018), Edelmann, Richards and Vogel (2017), Yao, Zhang and Shao (2018) among others. In this paper, we shall revisit the test proposed by Székely and Rizzo (2013), which seems to be the only test in the high dimensional setting that captures nonlinear and nonmonotonic dependence. Unlike the positive finding reported in Székely and Rizzo (2013), we obtained some negative and shocking results that show the limitation of distance covariance/correlation in the high dimensional context.

Specifically, we show that for two random vectors $X = (x_1, \ldots, x_p) \in \mathbb{R}^p$ and $Y = (y_1, \ldots, y_q) \in \mathbb{R}^q$ with finite component-wise second moments, as $p, q \to \infty$ and $n$ can either be fixed or grows to infinity at a slower rate,

\begin{equation}
\text{dCov}_n^2(X, Y) \approx \frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(X_i, Y_j),
\end{equation}

where $X_k \overset{d}{=} X$ and $Y_k \overset{d}{=} Y$ are independent samples, $X_i$ and $Y_j$ are the component-wise samples, $X = (X_1, X_2, \ldots, X_n)^T = (X_1, X_2, \ldots, X_p)$ and $Y = (Y_1, Y_2, \ldots, Y_n)^T = (Y_1, Y_2, \ldots, Y_q)$ denote the sample matrices, $\text{dCov}_n^2(X, Y)$ is the unbiased sample distance covariance, $\tau$ is a constant quantity depending on the marginal distributions of $X$ and $Y$ as well as $p$ and $q$, $\text{cov}_n^2(X_i, Y_j)$ is an unbiased sample estimate of $\text{cov}^2(x_i, y_j)$ to be defined later. To the best of our knowledge, this is the first work in the literature uncovering the connection between sample distance covariance and sample covariance, the latter of which can only measure the linear dependence between two random variables. This approximation suggests that the distance covariance can only measure linear dependence in the high dimensional setting although it is well-known to be capable of capturing non-linear dependence in the fixed dimensional case.

Gretton et al. (2008) proposed Hilbert-Schmidt independence criterion (aka Hilbert-Schmidt covariance in this paper), which can be seen as a generalization of distance covariance by kernelizing the $L^2$ distance as shown by Sejdinovic et al. (2013). Despite the kernelization process, we show that the Hilbert-Schmidt covariance ($hCov$) enjoys similar approximation property.
under high dimension low/medium sample size setting, i.e.

$$(2) \quad hCov_n^2(X, Y) \approx A_p B_q \times \frac{1}{\tau^2} \sum_{i=1}^{p} \sum_{j=1}^{q} cov_n^2(X_i, Y_j),$$

where $hCov_n^2(X, Y)$ is the unbiased sample Hilbert-Schmidt covariance, $A_p$ and $B_q$ both converge in probability to constants that depend on the pre-chosen kernels. This approximation also suggests that when the dimension is high, the Hilbert-Schmidt covariance ($hCov$) applied to the whole components of the vectors also exhibits the loss of power when $X$ and $Y$ are non-linearly dependent, but component-wisely uncorrelated or weakly correlated.

As a natural remedy, we propose a distance covariance based marginal test statistic, i.e.,

$$mdCov_n^2(X, Y) = \sqrt{\binom{n}{2}} \sum_{i=1}^{p} \sum_{j=1}^{q} dCov_n^2(X_i, Y_j).$$

This test statistic is an aggregate of the componentwise sample distance covariances and captures the component by component nonlinear dependence. Similarly, the marginal Hilbert-Schmidt covariance ($mhCov$) is defined as

$$mhCov_n^2(X, Y) = \sqrt{\binom{n}{2}} \sum_{i=1}^{p} \sum_{j=1}^{q} hCov_n^2(X_i, Y_j).$$

The distance covariance, Hilbert-Schmidt covariance, marginal distance covariance and marginal Hilbert-Schmidt covariance based tests can be carried out by standard permutation procedures. The superiority of $mdCov$ and $mhCov$ based tests over its joint counterparts in power is demonstrated in the simulation studies. On the other hand, Székely and Rizzo (2013) discussed the distance correlation ($dCor$) based $t$-test under HDLSS and derived the limiting null distribution of the test statistic under suitable assumptions. We consider the same $t$-test statistic and further extends to Hilbert-Schmidt covariance ($hCov$), marginal distance covariance ($mdCov$) and marginal Hilbert-Schmidt covariance ($mhCov$). To derive the asymptotic distribution of studentized version of $dCov, hCov, mdCov$ and $mhCov$ under both the null of independence (for HDLSS and HDMSS setting) and some specific alternative classes (for HDLSS setting), we develop a novel unified approach. In particular, we define a unified quantity ($uCov$) based on the bivariate kernel $k$ and show that under HDLSS setting, properly
scaled $dCov^2_n$, $hCov^2_n$ and $mdCov^2_n$ are all asymptotically equal to $uCov^2_n$ up to different choices of kernels, i.e.

\[
\begin{align*}
    dCov^2_n(x, y) & \approx a \times uCov^2_n(x, y) \\
    hCov^2_n(x, y) & \approx A_pB_q \times uCov^2_n(x, y) \\
    mdCov^2_n(x, y) & = b \times uCov^2_n(x, y)
\end{align*}
\]

(3) when $k(x, y) = |x - y|^2$,

where $a, b$ are constants and $A_p, B_p$ both converge in probability to constants. Next, we show that

\[
\begin{align*}
    uCov^2_n(x, y) & \xrightarrow{d} \frac{2}{n(n-3)} c^T M d, \quad \text{under HDLSS,} \\
    C_{n,p,q}uCov^2_n(x, y) & \xrightarrow{d} N(0, 1), \quad \text{under HDMSS,}
\end{align*}
\]

where $c, d$ are jointly Gaussian, $M$ is a projection matrix and $C_{n,p,q}$ is a normalizing constant. Thus, we can easily apply the above results to $dCov$, $hCov$ and $mdCov$-based $t$-test statistics using (3). The unified approach still works for $mhCov$-based $t$-test if we consider the bandwidth parameters appeared in the kernel distance to be fixed constants. However, we encounter technical difficulties if the bandwidth parameters along each dimension depends on the whole component-wise samples, since this makes the pair-wise sample distance correlated with each other and complicates the asymptotic analysis.

We obtain the same limiting null distribution as Székely and Rizzo (2013) and further show that this test statistic has a trivial power against the alternative where $X$ and $Y$ are non-linearly dependent, but component-wise uncorrelated. This clearly demonstrates that the distance covariance/correlation based joint independence test (i.e., treating all components of a vector as a whole jointly) fails to capture the non-linear dependence in high dimension. This phenomenon is new and was not reported in Székely and Rizzo (2013). It shows that there might be some intrinsic difficulties for distance covariance to capture the non-linear dependence when the dimension is high and provide a cautionary note on the use of distance covariance/correlation directly to the whole components of high dimensional data.

Besides, we have the following additional contributions relative to Székely and Rizzo (2013): (i) we relax the component-wise i.i.d. assumption used for asymptotic analysis; (ii) the limiting distributions are derived under both the null and certain classes of alternative hypothesis for the HDLSS framework; (iii) our unified approach holds for any bivariate kernel that has continuous second order derivative in a neighborhood containing 1; (iv) the limiting null distribution is also derived under the HDMSS setting.
1.1. Notations. In this paper, random data samples are denoted as, for each \( i = 1, 2, \cdots, n \), \( X_i \overset{d}{=} X = (x_1, \cdots, x_p)^T \in \mathbb{R}^p \), \( Y_i \overset{d}{=} Y = (y_1, \cdots, y_q)^T \in \mathbb{R}^q \). Next, let \( X = (X_1, X_2, \cdots, X_n)^T \) and \( Y = (Y_1, Y_2, \cdots, Y_n)^T \) denote the random sample matrices. In addition, the random component-wise samples are denoted as \( X_1, \cdots, X_p \) and \( Y_1, \cdots, Y_q \), which are illustrated in the following table,

\[
\begin{array}{cccc}
X_1 & X_2 & \cdots & X_p \\
\downarrow & & & \\
X_1^T &=& [x_{11}, x_{12}, \cdots, x_{1p}] \\
X_2^T &=& [x_{21}, x_{22}, \cdots, x_{2p}] \\
\vdots & & & \\
X_n^T &=& [x_{n1}, x_{n2}, \cdots, x_{np}] \\
\end{array}
\begin{array}{cccc}
Y_1 & Y_2 & \cdots & Y_q \\
\downarrow & & & \\
Y_1^T &=& [y_{11}, y_{12}, \cdots, y_{1q}] \\
Y_2^T &=& [y_{21}, y_{22}, \cdots, y_{2q}] \\
\vdots & & & \\
Y_n^T &=& [y_{n1}, y_{n2}, \cdots, y_{nq}] \\
\end{array}
\]

Furthermore, matrices are denoted by upper case boldface letters (e.g. \( \mathbf{A}, \mathbf{B} \)). For any matrix \( \mathbf{A} = (a_{st}) \in \mathbb{R}^{n \times n} \), we use \( \tilde{\mathbf{A}} = (\tilde{a}_{st}) \in \mathbb{R}^{n \times n} \) to denote the \( \mathcal{U} \)-centered version of \( \mathbf{A} \), i.e.,

\[
\tilde{a}_{st} = \begin{cases} 
   a_{st} - \frac{1}{n-2} \sum_{v=1}^{n} a_{sv} - \frac{1}{n-3} \sum_{u=1}^{n} a_{ut} + \frac{1}{(n-1)(n-2)} \sum_{u,v=1}^{n} a_{uv}, & s \neq t \\
   0, & s = t
\end{cases}
\]

Following Székely and Rizzo (2014), the inner product between two \( \mathcal{U} \)-centered matrices \( \tilde{\mathbf{A}} = (\tilde{a}_{st}) \in \mathbb{R}^{n \times n} \) and \( \tilde{\mathbf{B}} = (\tilde{b}_{st}) \in \mathbb{R}^{n \times n} \) is defined as

\[
(\tilde{\mathbf{A}} \cdot \tilde{\mathbf{B}}) := \frac{1}{n(n-3)} \sum_{s \neq t} \tilde{a}_{st} \tilde{b}_{st}.
\]

Next, we use \( \mathbf{1}_n \) to denote the \( n \) dimensional column vector whose entries are all equal to 1. Similarly, we use \( \mathbf{0}_n \) to denote the \( n \) dimensional column vector whose entries are all equal to 0. Finally, we use \( | \cdot | \) to denote the \( L^2 \) norm of a vector, \( (X', Y') \) and \( (X'', Y'') \) to be independent copies of \( (X, Y) \) and \( X \perp Y \) to indicate that \( X \) and \( Y \) are independent.

We utilize the order in probability notations such as stochastic boundedness \( O_p \) (big O in probability), convergence in probability \( o_p \) (small o in probability) and equivalent order \( \asymp_p \), which is defined as follows: for a sequence of random variables \( \{Z_s\}_{s \in \mathbb{Z}} \) and a sequence of numbers \( \{a_s\}_{s \in \mathbb{Z}} \), \( Z_s \asymp_p a_s \) if and only if \( Z_s/a_s = O_p(1) \) and \( a_s/Z_s = O_p(1) \) as \( s \to \infty \). For more details about these notations, please see DasGupta (2008).
2. High Dimension Low Sample Size. The analyses in this section are conducted under the HDLSS setting, i.e., the sample size \( n \) is fixed and the dimensions \( p \wedge q \to \infty \).

2.1. Distance Covariance and Variants. In this section, we introduce the following test statistics based on distance covariance (\( d\text{Cov} \)), marginal distance covariance (\( m\text{dCov} \)), Hilbert-Schmidt covariance (\( h\text{Cov} \)) and marginal Hilbert-Schmidt covariance (\( m\text{hCov} \)). In addition, their asymptotic behaviors under the HDLSS setting are derived. The following moment conditions will be used throughout the paper.

**Assumption D1.** For any \( p, q \), the variance and the second moment of any coordinate of \( X = (x_1, x_2, \cdots, x_p)^T \) and \( Y = (y_1, y_2, \cdots, y_q)^T \) is uniformly bounded below and above, i.e.,

\[
0 < a \leq \inf_i \text{var}(x_i) \leq \sup_i E(x_i^2) \leq b < \infty,
\]

\[
0 < a' \leq \inf_j \text{var}(y_j) \leq \sup_j E(y_j^2) \leq b' < \infty,
\]

for some constants \( a, b, a', b' \).

Next, denote \( \tau_X^2 = E|X - X'|^2 \), \( \tau_Y^2 = E|Y - Y'|^2 \) and \( \tau^2 := \tau_X^2 \tau_Y^2 = E|X - X'|^2 E|Y - Y'|^2 \). Notice that under assumption D1, it can be easily seen that

\( \tau_X \asymp \sqrt{p}, \tau_Y \asymp \sqrt{q} \) and \( \tau \asymp \sqrt{pq} \).

The statistics we study in this work use the pair-wise \( L^2 \) distance between data points. The following proposition presents an expansion formula on the normalized \( L^2 \) distance when the dimension is high, which plays a key role in our theoretical analysis.

**Proposition 2.1.1.** Under Assumption D1, we have

\[
\frac{|X - X'|}{\tau_X} = 1 + \frac{1}{2} L_X(X, X') + R_X(X, X'),
\]

where

\[
L_X(X, X') := \frac{|X - X'|^2 - \tau_X^2}{\tau_X^2},
\]

and \( R_X(X, X') \) is the remainder term. If we further assume that as \( p \wedge q \to \infty \), \( L_X(X, X') = o_p(1) \), then \( R_X(X, X') = O_p(L_X(X, X')^2) \). Similar result holds for \( Y \).
In order for the approximations in equations (1) and (2) to work well, it is required that \( L_X(X_s, X_t) \) and \( L_Y(Y_s, Y_t) \) should decay relatively fast as \( p \wedge q \to \infty \). The following assumption specifies the order of \( L_X(X_s, X_t) \) and \( L_Y(Y_s, Y_t) \).

**Assumption D2.** \( L_X(X, X') = O_p(a_p) \) and \( L_Y(Y, Y') = O_p(b_q) \), where \( a_p, b_q \) are sequences of numbers such that

\[
    a_p = o(1), \quad b_q = o(1),
\]

\[
    \tau^2 a_p^3 = o(1), \quad \tau^2 b_q^3 = o(1), \quad \tau a_p b_q^2 = o(1).
\]

**Remark 2.1.1.** A sufficient condition for \( L_X(X, X') = o_p(1) \) is that \( E[L_X(X, X')^2] = o(1) \). Let \( \Sigma_X = \text{cov}(X) \). By a straightforward calculation, we obtain

\[
    |X - X'|^2 = \sum_{j=1}^{p} (x_j - x'_j)^2, \quad E|X - X'|^2 = 2 \sum_{j=1}^{p} \text{var}(x_j) = 2 \text{tr}(\Sigma_X),
\]

and

\[
    E[L_X(X, X')^2] = \frac{\sum_{j,j'=1}^{p} \text{cov}(x_j, x'_j)^2 + 2 \text{cov}^2(x_j, x'_j)}{2 \text{tr}^2(\Sigma_X)}.
\]

Therefore, \( E[L_X(X, X')^2] = o(1) \) holds if the component-wise dependence within \( X \) is not too strong. To illustrate this point, we consider the factor model,

\[
    X_{p \times 1} = A_{p \times s_1} U_{s_1 \times 1} + \Phi_{p \times 1}, \quad Y_{q \times 1} = B_{q \times s_2} V_{s_2 \times 1} + \Psi_{q \times 1},
\]

where \( A, B \) are constant matrices such that \( \|A\|_F^2 = O(p^{1/2}) \) and \( \|B\|_F^2 = O(q^{1/2}) \), where \( \| \cdot \|_F \) is the Frobenius norm. In addition, the components in \( U = (u_1, \ldots, u_{s_1})^T, \ V = (v_1, \ldots, v_{s_2})^T \) are independent, \( \Phi = (\phi_1, \ldots, \phi_p)^T \) is independent of \( U \) and \( \Psi = (\psi_1, \ldots, \psi_q)^T \) is independent of \( V \). Furthermore, the 4th moment of each component of \( U, V, \Phi, \Psi \) are bounded, i.e.

\[
    \max \left\{ \sup_s \text{E}[u_{s}^4], \sup_t \text{E}[v_{t}^4], \sup_i \text{E}[\phi_{i}^4], \sup_j \text{E}[\psi_{j}^4] \right\} < \infty.
\]

Under Assumption D1, the above factor model satisfies Assumption D2 with \( a_p = 1/\sqrt{p} \) and \( b_q = 1/\sqrt{q} \), see Section B.2 of Appendix for more details.

2.1.1. **Distance Covariance.** Distance covariance was first introduced by Székely, Rizzo and Bakirov (2007) to measure the dependence between two random vectors of arbitrary dimensions. For two random vectors \( X \in \mathbb{R}^p \) and \( Y \in \mathbb{R}^q \), the (squared) distance covariance is defined as

\[
    d\text{Cov}^2(X, Y) = \int_{\mathbb{R}^{p+q}} \frac{|\phi_{X,Y}(t, s) - \phi_{X}(t)\phi_{Y}(s)|^2}{c_p c_q |t|^{1+p} |s|^{1+q}} dtds,
\]

where \( c_p, c_q \) are constants depending on the distribution of \( X \) and \( Y \).
where \( c_p = \pi^{(1+p)/2}/\Gamma((1+p)/2) \), \(|\cdot|\) is the (complex) Euclidean norm defined as \(|x| = \sqrt{\bar{x}^T x}\) for any vector \( x \) in the complex vector space (\( \bar{x} \) denotes the conjugate of \( x \)), \( \phi_X \) and \( \phi_Y \) are the characteristic functions of \( X \) and \( Y \) respectively, \( \phi_{X,Y} \) is the joint characteristic function. According to Theorem 7 of Székely and Rizzo (2009), an alternative definition of distance covariance is given by

\[
(4) \quad dCov^2(X, Y) = E|X - X'||Y - Y'| + E|X - X'|E|Y - Y'| - 2E|X - X'||Y - Y''|
\]

where \((X', Y')\) and \((X'', Y'')\) are independent copies of \((X, Y)\). It has been shown that \( dCov^2(X, Y) = 0 \) if and only if \( X \) and \( Y \) are independent. Therefore, it is able to measure any type of dependence including non-linear and non-monotonic dependence between \( X \) and \( Y \), whereas the commonly used Pearson correlation can only measure the linear dependence and the rank correlation coefficients (Kendall’s \( \tau \) and Spearman’s \( \rho \)) can only capture the monotonic dependence.

Notice that in the above setting, \( p, q \) are arbitrary positive integers. Therefore, distance covariance is applicable to the high dimensional setting, where we allow \( p, q \to \infty \). However, it is unclear whether this metric can still retain the power to detect the nonlinear dependence or not when the dimension is high. Distance correlation \((dCor)\) is the normalized version of distance covariance, which is defined as

\[
dCor^2(X, Y) = \begin{cases} \frac{dCov^2(X, Y)}{\sqrt{dCov^2(X, X)dCov^2(Y, Y)}}, & dCov^2(X, X)dCov^2(Y, Y) > 0, \\ 0, & dCov^2(X, X)dCov^2(Y, Y) = 0. \end{cases}
\]

Following Székely and Rizzo (2014), we introduce the \( \mathcal{U} \)-centering based unbiased sample distance covariance \((dCov_n^2)\) as follows.

\[
dCov_n^2(X, Y) = (\tilde{A} \cdot \tilde{B}),
\]

where \( \tilde{A}, \tilde{B} \) are the \( \mathcal{U} \)-centered versions of \( A = (a_{st})_{s,t=1}^n, B = (b_{st})_{s,t=1}^n \) respectively and \( a_{st} = |X_s - X_t|, b_{st} = |Y_s - Y_t| \) for \( s, t = 1, \cdots, n \). Correspondingly, the sample distance correlation \((dCor_n^2)\) is given as

\[
dCor_n^2(X, Y) = \begin{cases} \frac{dCov_n^2(X, Y)}{\sqrt{dCov_n^2(X, X)dCov_n^2(Y, Y)}}, & dCov_n^2(X, X)dCov_n^2(Y, Y) > 0, \\ 0, & dCov_n^2(X, X)dCov_n^2(Y, Y) = 0. \end{cases}
\]
Here we can apply the approximation in Proposition 2.1.1, that is
\[
\frac{a_{st}}{\tau_X} = 1 + \frac{1}{2} L_X(X_s, X_t) + R_X(X_s, X_t),
\]
(5)
\[
\frac{b_{st}}{\tau_Y} = 1 + \frac{1}{2} L_Y(Y_s, Y_t) + R_Y(Y_s, Y_t),
\]
(6)
where
\[
L_X(X_s, X_t) = \frac{|X_s - X_t|^2 - \tau^2_X}{\tau^2_X}, \quad L_Y(Y_s, Y_t) = \frac{|Y_s - Y_t|^2 - \tau^2_Y}{\tau^2_Y},
\]
and \(R_X, R_Y\) are the remainder terms from the approximation. The approximation of the pair-wise \(L^2\) distance in Equations (5) and (6) is our building block to decompose the unbiased sample (squared) distance covariance \(d\text{Cov}^2_n\) into a leading term plus a negligible remainder term under the HDLSS setting. The following main theorem summarizes the decomposition properties of sample distance covariance \(d\text{Cov}^2_n\).

**Theorem 2.1.1.** Under Assumption D1, we can show that

(i)
\[
d\text{Cov}^2_n(X, Y) = \frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}^2_n(X_i, Y_j) + \mathcal{R}_n.
\]

Here
\[
\text{cov}^2_n(X_i, Y_j) = \frac{1}{m} \sum_{s<t<u<v} h(x_{si}, x_{ti}, x_{ui}, x_{vi}; y_{sj}, y_{tj}, y_{uj}, y_{vj}),
\]
and the kernel \(h\) is defined as
\[
h(x_{si}, x_{ti}, x_{ui}, x_{vi}; y_{sj}, y_{tj}, y_{uj}, y_{vj})
\]
\[
= \frac{1}{4!} \sum_{s,t,u,v}^{(s,t,u,v)} \frac{1}{4} (x_{si} - x_{ti})(y_{sj} - y_{tj})(x_{ui} - x_{vi})(y_{uj} - y_{vj}),
\]
where the summation \(\sum_{s,t,u,v}^{(s,t,u,v)}\) is over all permutations of the 4-tuples of indices \((s, t, u, v)\) and \(\mathcal{R}_n\) is the remainder term. \(\text{cov}^2_n(X_i, Y_j)\) is a fourth-order U-statistic and is an unbiased estimator for the squared covariance between \(x_i\) and \(y_j\), i.e., \(E[\text{cov}^2_n(X_i, Y_j)] = \text{cov}^2(x_i, y_j)\).
(ii) Further suppose Assumption D2 holds. Then

\[
\frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}^2_n (X_i, Y_j) = O_p(\tau a_p b_q),
\]

\[
R_n = O_p(\tau a_p^2 b_q + \tau a_p b_q^2) = o_p(1),
\]

thus the remainder term is of smaller order compared to the leading term and therefore is asymptotically negligible.

Equation (7) in Theorem 2.1.1 shows that the leading term for sample distance covariance is the sum of all component-wise squared sample cross-covariances scaled by \( \tau \), which depends on the marginal variances of \( X \) and \( Y \). This theorem suggests that in the HDLSS setting, the sample distance covariance can only measure the component-wise linear dependence between the two random vectors.

**Remark 2.1.2.** It is worth mentioning that the distance correlation and RV coefficient, introduced by Escoufier (1970) (see also Josse and Holmes (2013)), are asymptotically equal in the HDLSS setting, where RV coefficient is another metric for quantifying the association between two random vectors and is defined as,

\[
\text{RV}(X, Y) = \frac{\sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}^2 (x_i, y_j)}{\sqrt{\left(\sum_{i,j=1}^{p} \text{cov}^2 (x_i, x_j)\right) \left(\sum_{i,j=1}^{q} \text{cov}^2 (y_i, y_j)\right)}}.
\]

If we use \( \text{cov}^2_n (X_i, Y_j) \) to estimate \( \text{cov}^2 (x_i, y_j) \), its sample version can be written as

\[
\text{RV}_n(X, Y) = \frac{\sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2 (X_i, Y_j)}{\sqrt{\left(\sum_{i,j=1}^{p} \text{cov}_n^2 (X_i, X_j)\right) \left(\sum_{i,j=1}^{q} \text{cov}_n^2 (Y_i, Y_j)\right)}}.
\]

By taking the limit with respect to \( p \wedge q \), under Assumptions D1, D2, D3
(which will be introduced later) and using Theorem 2.1.1, we have
\[
dCor_n^2(X, Y) = \frac{1}{\sqrt{\sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(X_i, Y_j) (1 + o_p(1))}}
\]
\[
= \frac{1}{\sqrt{\sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(X_i, X_j) (1 + o_p(1))}}
\]
\[
= RV_n(X, Y)(1 + o_p(1)),
\]
which shows that the squared sample distance correlation and sample RV coefficient are approximately equal when the dimension is high. Consequently, they have the same limiting distribution as \( p \wedge q \) goes to infinity. Since it is known from Székely and Rizzo (2013) that the studentized version of sample distance covariance has a limiting \( t \)-distribution, it is expected that the studentized RV coefficient has the same limiting \( t \)-distribution as well.

As argued previously, sample distance covariance \((dCov_n^2)\) based tests suffer from power loss when \( X \) and \( Y \) are component-wisely non-linear dependent but uncorrelated. To remedy this drawback, we can consider the following aggregation of marginal sample distance covariances,
\[
mdCov_n^2(X, Y) = \sqrt{\left(\frac{n}{2}\right)} \sum_{i=1}^{p} \sum_{j=1}^{q} dCov_n^2(X_i, Y_j),
\]
where \( dCov_n^2(X_i, Y_j) = (\tilde{A}(i) \cdot \tilde{B}(j)) \), \( \tilde{A}(i) \) and \( \tilde{B}(j) \) are the \( U \)-centered versions of \( A(i) = (a_{st}(i))_{s,t=1}^{n} \), \( B(j) = (b_{st}(j))_{s,t=1}^{n} \) respectively and \( a_{st}(i) = |x_{si} - x_{ti}| \), \( b_{st}(j) = |y_{sj} - y_{tj}| \).

Note that \( mdCov_n^2 \) captures the pairwise low dimensional nonlinear dependence, which can be viewed as the main effects of the dependence between two high dimensional random vectors. It is natural in many fields of statistics to test for main effects first before proceeding to high order interactions. See Chakraborty and Zhang (2018) for some discussions on main effects and high order effects in the context of joint dependence testing. In the testing of mutual independence of a high dimensional vector, Yao, Zhang and Shao (2018) also approached the problem by testing the pairwise independence using distance covariance and demonstrated that there may be intrinsic difficulty to capture the effects beyond main effects (pairwise dependence in the mutual independence testing problem), as the tests that target joint dependence do not perform well in the high dimensional setting.
2.1.2. Hilbert-Schmidt Covariance. A generalization of the Distance Covariance \((dCov)\) is Hilbert-Schmidt Covariance \((hCov)\), first proposed and aka Hilbert-Schmidt independence criterion \((HSIC)\) by Gretton et al. \((2008)\). In particular, the (squared) Hilbert-Schmidt Covariance \((hCov)\) is obtained by kernelizing the Euclidean distance in equation \((4)\), i.e.,

\[
hCov^2(X,Y) = E[K(X,X')L(Y,Y')] \\
+ E[K(X,X')]E[L(Y,Y')] - 2E[K(X,X')L(Y,Y')],
\]

where \((X',Y'),(X'',Y'')\) are independent copies of \((X,Y)\) and \(K,L\) are user specified kernels. Following the literature, we consider the following widely used kernels

- **Gaussian kernel:** \(K(x,y) = \exp\left(-\frac{|x-y|^2}{2\gamma^2}\right)\),
- **Laplacian kernel:** \(K(x,y) = \exp\left(-\frac{|x-y|}{\gamma}\right)\),

where \(\gamma\) is a bandwidth parameter. For later convenience, we focus on the kernels that can be represented compactly as \(K(x,y) = f\left(\frac{|x-y|}{\gamma}\right)\) for some continuously differentiable function \(f\). For example, the Gaussian and Laplacian kernel can be defined by choosing different function \(f\),

- **Gaussian kernel:** \(K(x,y) = f\left(\frac{|x-y|}{\gamma}\right), f(a) = \exp\left(-\frac{a^2}{2}\right)\),
- **Laplacian kernel:** \(K(x,y) = f\left(\frac{|x-y|}{\gamma}\right), f(a) = \exp(-a)\).

In practice, the bandwidth parameter is usually set as the median of pairwise sample \(L^2\) distance. Thus, a natural estimator for \(hCov^2(X,Y)\) is defined as

\[
hCov^2_n(X,Y) = (\tilde{R} \cdot \tilde{H}),
\]

where \(\tilde{R}\) and \(\tilde{H}\) are the \(\mathcal{U}\)-centered versions of \(R = (r_{st})_{s,t=1}^n, H = (h_{st})_{s,t=1}^n\) respectively and

\[
\begin{align*}
    r_{st} = K(X_s,X_t,X) = f\left(\frac{|X_s-X_t|}{\gamma_X}\right), & \quad \gamma_X = \text{median}\{|X_s-X_t|, s \neq t\}, \\
    h_{st} = L(Y_s,Y_t,Y) = g\left(\frac{|Y_s-Y_t|}{\gamma_Y}\right), & \quad \gamma_Y = \text{median}\{|Y_s-Y_t|, s \neq t\}.
\end{align*}
\]

Similar to the definition of distance correlation, the Hilbert-Schmidt Correlation \((hCor)\) is defined as

\[
hCor^2(X,Y) = \begin{cases} \frac{hCov^2(X,Y)}{\sqrt{hCov^2(X,X)hCov^2(Y,Y)}}, & \text{if } hCov^2(X,X)hCov^2(Y,Y) > 0, \\ 0, & \text{else.} \end{cases}
\]
and the sample Hilbert-Schmidt Correlation ($hCor^2_n$) is defined in the same way by replacing $hCov^2$ with the corresponding sample version. Next, we can extend the decomposition results for sample distance covariance ($dCov^2_n$) to sample Hilbert-Schmidt covariance ($hCov^2_n$) as shown in the following theorem.

**Theorem 2.1.2.** Under Assumption D1, we have

(i)  
\[
\tau \times hCov^2_n(X, Y) = f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) \frac{\tau_X \tau_Y}{\gamma_X \gamma_Y} \frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}^2_n(X_i, Y_j) + R_n,
\]

where $\text{cov}^2_n$ is defined the same as in Theorem 2.1.1 and $R_n$ is the remainder term.

(ii) Further suppose Assumption D2 holds. Then

\[
f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) \frac{\tau_X \tau_Y}{\gamma_X \gamma_Y} \asymp \tau^a p^b q^c,
\]

\[
\frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}^2_n(X_i, Y_j) = O_p(\tau a_p b_q),
\]

\[
R_n = O_p(\tau a_p^2 b_q + \tau a_p b_q^2) = o_p(1).
\]

Thus the remainder term is of smaller order compared to the leading term and is therefore asymptotically negligible.

Notice that different from the decomposition of $dCov^2_n(X, Y)$ as in Theorem 2.1.1, here we decompose $hCov^2_n$ multiplied by $\tau = \tau_X \tau_Y$. This is expected, since in $hCov^2_n$, each pair-wise distance is normalized by $\gamma_X$ or $\gamma_Y$, which has asymptotically the same magnitude as $\tau_X$, $\tau_Y$ respectively. In the high dimensional case, the expansion (8) suggests that $hCov$-based tests also suffer from power loss when $X$ and $Y$ are component-wisely uncorrelated but nonlinearly dependent.

To analyze the asymptotic property of sample Hilbert-Schmidt covariance, most literature would assume the bandwidth parameters to be fixed constants, see e.g. Gretton et al. (2008). In contrast, our approach can handle the case where these bandwidth parameters are selected to be the median of pairwise sample distance, which is random and whose magnitude increases with dimension.
Similar to the marginal distance covariance introduced in Section 2.1.1, we can also aggregate the marginal Hilbert-Schmidt Covariance (mhCov), which is defined as

$$ mhCov^2_n(X,Y) = \sqrt{\binom{n}{2}} \sum_{i=1}^{p} \sum_{j=1}^{q} hCov^2_n(X_i, Y_j) $$

where $hCov^2_n(X_i, Y_j) = (\tilde{R}(i) \cdot \tilde{H}(j)), \tilde{R}(i)$ and $\tilde{H}(j)$ are $U$-centered version of $R(i) = (r_{st}(i))_{s,t=1}^{n}$, $H(j) = (h_{st}(j))_{s,t=1}^{n}$ respectively and

$$ \begin{align*}
    r_{st}(i) &= K(x_{si}, x_{ti}, X_i) = f\left(\frac{|x_{si} - x_{ti}|}{\gamma_{X_i}}\right), \gamma_{X_i} = \text{median}\{|x_{si} - x_{ti}|, s \neq t\}, \\
    h_{st}(j) &= L(y_{sj}, y_{tj}, Y_j) = g\left(\frac{|y_{sj} - y_{tj}|}{\gamma_{Y_j}}\right), \gamma_{Y_j} = \text{median}\{|y_{sj} - y_{tj}|, s \neq t\}.
\end{align*} $$

2.2. Studentized Test Statistics. In this section, we provide studentized version of the statistics introduced in Section 2.1. It is worth mentioning that we provide a unified approach to the asymptotic analysis of studentized $dCov$, $mdCov$ and further extend them to the analysis of studentized $hCov$.

2.2.1. Unified Approach. Firstly, we will present results that will be useful for deriving the studentized version of the interested statistics, i.e. distance covariance ($dCov$), marginal distance covariance ($mdCov$), Hilbert-Schmidt Covariance ($hCov$), marginal Hilbert-Schmidt Covariance ($mhCov$). It can be shown later that many previously mentioned statistics are asymptotically equal to the unified quantity $uCov^2_n(X,Y)$ multiplied by some normalizing factor. Here, $uCov^2_n(X,Y)$ is defined as

$$ uCov^2_n(X,Y) = \frac{1}{\sqrt{pq}} \sum_{i=1}^{p} \sum_{j=1}^{q} (\tilde{K}(i) \cdot \tilde{L}(j)) $$

where $\tilde{K}(i)$ and $\tilde{L}(j)$ are the $U$-centered versions of $K(i) = (k_{st}(i))_{s,t=1}^{n}$, $L(j) = (l_{st}(j))_{s,t=1}^{n}$ respectively and $k_{st}(i), l_{st}(i)$ are the double centered kernel distances, i.e., for bivariate kernels $k$ and $l$,

$$ \begin{align*}
    k_{st}(i) &= k(x_{si}, x_{ti}) - E[k(x_{si}, x_{ti})|x_{si}] - E[k(x_{si}, x_{ti})|x_{ti}] + E[k(x_{si}, x_{ti})], \\
    l_{st}(i) &= l(y_{si}, y_{ti}) - E[l(y_{si}, y_{ti})|y_{si}] - E[l(y_{si}, y_{ti})|y_{ti}] + E[l(y_{si}, y_{ti})].
\end{align*} $$

The advantage of using the double centering kernel distance is that we can have 0 covariance between $k_{st}(i)$ and $k_{uv}(j)$ ($l_{st}(i)$ and $l_{uv}(j)$) for $\{s,t\} \neq \{u,v\}$ as shown in the following proposition.
Proposition 2.2.1. For all $1 \leq i, i' \leq q, 1 \leq j, j' \leq p$, if $\{s, t\} \neq \{u, v\}$, then

$$E[k_{st}(i)k_{uv}(i')] = E[l_{st}(j)l_{uv}(j')] = E[k_{st}(i)l_{uv}(j)] = 0.$$ 

To derive the limiting distribution of the unified quantity, we need the following assumptions.

Assumption D3. For fixed $n$, as $p \land q \to \infty$,

$$
\begin{align*}
\left( \frac{p^{-1/2} \sum_{i=1}^{p} k_{st}(i)}{q^{-1/2} \sum_{j=1}^{q} l_{uv}(j)} \right)_{s < t, u < v} & \xrightarrow{d} \left( \frac{c_{st}}{d_{uv}} \right)_{s < t, u < v},
\end{align*}
$$

where $\{c_{st}, d_{uv}\}_{s < t, u < v}$ are jointly Gaussian. Naturally, we further assume the existence of the following constants that show up in the covariance matrix of $\{c_{st}, d_{uv}\}$,

$$
\begin{align*}
\text{var}[c_{st}] := & \sigma^2_x = \lim_{p} \frac{1}{p} \sum_{i,j=1}^{p} \text{cov}[k_{st}(i), k_{st}(j)] = \\
&= \left\{ \begin{array}{ll}
\lim_{p} \frac{1}{p} \sum_{i,j=1}^{p} d\text{cov}^2(x_i, x_j) \\
\frac{1}{p} \sum_{i,j=1}^{p} 4\text{cov}^2(x_i, x_j)
\end{array} \right., \quad \text{if } k(x, y) = l(x, y) = |x - y|,
\end{align*}
$$

$$
\begin{align*}
\text{var}[d_{st}] := & \sigma^2_y = \lim_{q} \frac{1}{q} \sum_{i,j=1}^{q} \text{cov}[l_{st}(i), l_{st}(j)] = \\
&= \left\{ \begin{array}{ll}
\lim_{q} \frac{1}{q} \sum_{i,j=1}^{q} d\text{cov}^2(y_i, y_j) \\
\frac{1}{q} \sum_{i,j=1}^{q} 4\text{cov}^2(y_i, y_j)
\end{array} \right., \quad \text{if } k(x, y) = l(x, y) = |x - y|,
\end{align*}
$$

$$
\begin{align*}
\text{cov}[c_{st}, d_{st}] := & \sigma^2_{xy} = \lim_{p,q} \frac{1}{\sqrt{pq}} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}[k_{st}(i), l_{st}(j)] = \\
&= \left\{ \begin{array}{ll}
\lim_{p,q} \frac{1}{\sqrt{pq}} \sum_{i=1}^{p} \sum_{j=1}^{q} d\text{cov}^2(x_i, y_j) \\
\frac{1}{\sqrt{pq}} \sum_{i=1}^{p} \sum_{j=1}^{q} 4\text{cov}^2(x_i, y_j)
\end{array} \right., \quad \text{if } k(x, y) = l(x, y) = |x - y|.
\end{align*}
$$
Remark 2.2.1. Notice that when \( \{s, t\} \neq \{u, v\} \), we do not assume the form of \( \operatorname{cov}[c_{st}, c_{uv}] \), \( \operatorname{cov}[d_{st}, d_{uv}] \), \( \operatorname{cov}[c_{st}, d_{uv}] \) in Assumption D3, since it follows easily from Proposition 2.2.1 that \( \operatorname{cov}[c_{st}, c_{uv}] = 0, \operatorname{cov}[d_{st}, d_{uv}] = 0 \) and \( \operatorname{cov}[c_{st}, d_{uv}] = 0 \) if \( \{s, t\} \neq \{u, v\} \).

Remark 2.2.2. The above Central Limit Theorem (CLT) result can be derived under suitable moment and weak dependence assumptions for the components of \( X \) and \( Y \). We refer the reader to Doukhan and Neumann (2008) for a relatively recent survey of weak dependence notions and the CLT results under such weak dependence.

The following theorem is our main result, which shows that the unified quantity converges in distribution to a quadratic form of random variables.

Theorem 2.2.1. Fixing \( n \) and let \( p \wedge q \to \infty \), under Assumptions D1 and D3,

\[
\begin{align*}
\text{uCov}^2_n(X, Y) & \xrightarrow{d} \frac{1}{v} \mathbf{c}^T \mathbf{M} \mathbf{d}, \\
\text{uCov}^2_n(X, X) & \xrightarrow{d} \frac{1}{v} \mathbf{c}^T \mathbf{M} \mathbf{c} = \frac{\sigma_x^2}{v} \chi_v^2, \\
\text{uCov}^2_n(Y, Y) & \xrightarrow{d} \frac{1}{v} \mathbf{d}^T \mathbf{M} \mathbf{d} = \frac{\sigma_y^2}{v} \chi_v^2,
\end{align*}
\]

where \( v := n(n - 3)/2 \), \( \mathbf{M} \) is a projection matrix of rank \( v \) and

\[
\begin{pmatrix}
\mathbf{c} \\
\mathbf{d}
\end{pmatrix} \overset{d}{=} N \left( \mathbf{0}, \begin{pmatrix}
\frac{\sigma_x^2}{v} \mathbf{I}_{n(n-1)/2} & \frac{\sigma_{xy}}{v} \mathbf{I}_{n(n-1)/2} \\
\frac{\sigma_{xy}}{v} \mathbf{I}_{n(n-1)/2} & \frac{\sigma_y^2}{v} \mathbf{I}_{n(n-1)/2}
\end{pmatrix} \right).
\]

Remark 2.2.3. For the exact form of \( \mathbf{M} \), see the proof of Theorem 2.2.1 in the Appendix.

Next, we define the quantity \( T_u \) as

\[
T_u = \sqrt{v - 1} \frac{\text{uCor}^2_n(X, Y)}{\sqrt{1 - (\text{uCor}^2_n(X, Y))^2}},
\]

where

\[
\text{uCor}^2_n(X, Y) = \frac{\text{uCor}^2_n(X, Y)}{\sqrt{\text{uCor}^2_n(X, X) \text{uCor}^2_n(Y, Y)}}.
\]
We then define the constants \( v \) and \( \phi \) that appear in the limiting distribution of \( T_u \). Set \( v = n(n-3)/2 \) and \( \phi = \sigma^2_{xy}/\sqrt{\sigma^2_{xx} \sigma^2_{yy}} \) such that

\[
\phi = \phi_1 I\{k(x,y)=l(x,y)=|x-y|\} + \phi_2 I\{k(x,y)=l(x,y)=|x-y|^2\},
\]

where

\[
\phi_1 := \lim_{p,q} \frac{\sum_{i=1}^p \sum_{j=1}^q dCov^2(x_i, y_j)}{\sqrt{\sum_{i=1}^p \sum_{j=1}^q dCov^2(x_i, x_j) \sum_{i,j}^q dCov^2(y_i, y_j)}},
\]

\[
\phi_2 := \lim_{p,q} \frac{\sum_{i=1}^p \sum_{j=1}^q \text{cov}^2(x_i, y_j)}{\sqrt{\sum_{i=1}^p \sum_{j=1}^q \text{cov}^2(x_i, x_j) \sum_{i,j}^q \text{cov}^2(y_i, y_j)}}.
\]

The limiting distribution of \( T_u \) is derived under both null (\( H_0 \)) and alternative (\( H_A \)) hypothesis, i.e.,

- null hypothesis : \( H_0 = \{(X,Y) \mid X \perp Y\} \),
- alternative hypothesis : \( H_A = \{(X,Y) \mid X \not\perp Y\} \).

In addition, we also consider the local alternative hypothesis \( H_{A_l} \subset H_A \), i.e.,

\[
H_{A_l} = \{(X,Y) \mid X \not\perp Y, \phi = \frac{\phi_0}{\sqrt{v}}\},
\]

where \( v = n(n-3)/2 \), \( \phi_0 = \phi_{0,1} I\{k(x,y)=l(x,y)=|x-y|\} + \phi_{0,2} I\{k(x,y)=l(x,y)=|x-y|^2\} \) and \( 0 < \phi_{0,1}, \phi_{0,2} < \infty \) are constants with respect to \( n \). It is also interesting to compare the asymptotic power under the following class of alternatives \( H_{A_s} \subset H_A \), i.e.,

\[
H_{A_s} = \{(X,Y) \mid x_i \not\perp y_j, \text{cov}(x_i, y_j) = 0 \text{ for all } 1 \leq i \leq p, 1 \leq j \leq q\}.
\]

In summary, the following table illustrates the value of \( \phi \) under different cases we are considering,

| \( k(x,y) = l(x,y) = |x - y| \) | \( H_0 \) | \( H_A \) | \( H_{A_l} \) | \( H_{A_s} \) |
|-----------------|-------|-----|-----|-----|
| 0               | \( \phi_1 \) | \( \phi_{0,1} \) | \( \phi_1 \) |
| \( k(x,y) = l(x,y) = |x - y|^2 \) | 0 | \( \phi_2 \) | \( \phi_{0,2} \) | 0 |

Next, let \( t_a \) denote the student \( t \)-distribution with degrees of freedom \( a \), \( \hat{t}_a(\alpha) \) denotes the \( (1 - \alpha) \)th percentile of \( t_a \), \( t_{a,b} \) denotes the non-central \( t \)-distribution with degrees of freedom \( a \) and non-central parameter \( b \). The asymptotic distribution of \( T_u \) is stated in the following proposition.
**Proposition 2.2.2.** Fix $n$ and let $p \wedge q \to \infty$. If Assumptions D1 and D3 hold, then for any fixed $t \in \mathbb{R}$,

$$
P_{H_0}(T_u \leq t) \to P(t_{v-1} \leq t),$$

$$
P_{H_A}(T_u \leq t) \to E[P(t_{v-1,W} \leq t)],$$

where $W \sim \sqrt{\frac{\phi^2}{1-\phi^2}} \chi^2_v$ and $\chi^2_v$ is the chi-square distribution with degrees of freedom $v$.

**Remark 2.2.4.** For the explicit form of $E[P(t_{v-1,W} \leq t)]$, see Lemma 3 in the Appendix.

Below we derive the large sample approximation of the limiting distribution $E[P(t_{v-1,W} \leq t)]$ under the local alternative hypothesis ($H_{A_l}$).

**Proposition 2.2.3.** Under $H_{A_l}$, if we allow $n$ to grow and $t$ is bounded as $n \to \infty$, $E[P(t_{v-1,W} \leq t)]$ can be approximated as

$$
E_{H_{A_l}}[P(t_{v-1,W} \leq t)] = P(t_{v-1,\phi_0} \leq t) + O\left(\frac{1}{v}\right),
$$

where $\phi_0 = \phi_0,1\mathbb{I}\{k(x,y)=l(x,y)=|x-y|\} + \phi_0,2\mathbb{I}\{k(x,y)=l(x,y)=|x-y|^2\}.$ In particular, the result still holds if we replace $t$ with $t_{v-1}^{(a)}$.

**2.2.2. Studentized Tests.** For testing the null, permutation test can be used to determine the critical value of the distance covariance ($dCov$), Hilbert-Schmidt covariance ($hCov$), marginal distance covariance ($mdCov$) and marginal Hilbert-Schmidt covariance ($mhCov$) respectively. If $dCov^2_n$, $hCov^2_n$, $mdCov^2_n$ or $mhCov^2_n$ is larger than the corresponding critical value, which can be determined by the empirical permutation distribution function, we reject the null. Alternatively, similar to the construction of $T_u$, we transform each of $dCov^2_n$, $hCov^2_n$, $mdCov^2_n$ and $mhCov^2_n$ into a statistic that has asymptotic $t$-distribution under the null. Thus, instead of using permutation test, which can be quite computationally expensive, we can determine the critical value using this asymptotic $t$-distribution. For each $R \in \{dCov, hCov, mdCov, mhCov\}$, the studentized test statistic $T_R$ is defined as

$$
T_R = \sqrt{v-1} \frac{R^*(X,Y)}{\sqrt{1 - (R^*(X,Y))^2}},
$$

where $R^*(X,Y)$ is the empirical estimate of $R(X,Y)$ under the null hypothesis.
where
\[
R^*(X, Y) = \frac{R_n^2(X, Y)}{\sqrt{R_n^4(X, X)R_n^4(Y, Y)}}.
\]

The way to derive the asymptotic distribution of \( T_R \) is to show that for each \( R \in \{dCov, hCov, mdCov\} \), \( R_n^2(X, Y) \) and \( uCov_n^2(X, Y) \) are asymptotically equal up to an asymptotically constant factor, as shown below.

**Proposition 2.2.4.** Under Assumption D1,

(i) When \( k(x, y) = l(x, y) = |x - y|^2 \),
\[
dCov_n^2(X, Y) = \frac{1}{4} \tau p q \sqrt{\frac{n}{2}} \left( f(1) \left( \frac{\tau X}{\gamma X} \right) + g(1) \left( \frac{\tau Y}{\gamma Y} \right) \right) uCov_n^2(X, Y) + R_n',
\]
where \( R_n', R_n'' \) are the remainder terms. Further suppose Assumption D2 holds. Then
\[
uCov_n^2(X, Y) = O_p(\tau a_p^2 b_q),
R_n' = O_p(\tau a_p^2 b_q + \tau a_p b_q^2) = o_p(1),
R_n'' = O_p(\tau a_p^2 b_q + \tau a_p b_q^2) = o_p(1).
\]
Thus the remainder term is of smaller order compared to the leading term and therefore is asymptotically negligible.

(ii) When \( k(x, y) = l(x, y) = |x - y| \),
\[
mdCov_n^2(X, Y) = \sqrt{p q} \sqrt{\frac{n}{2}} uCov_n^2(X, Y).
\]

As shown in Proposition 2.2.4, \( k(x, y) = l(x, y) = |x - y| \) would correspond to the \( mdCov \)-based \( t \)-test and \( k(x, y) = l(x, y) = |x - y|^2 \) would correspond to the \( \{dCov, hCov\} \)-based \( t \)-tests. Then, for each \( R \in \{dCov, hCov, mdCov\} \) the asymptotic distribution of \( T_R \) is given in the following Corollary.

**Corollary 2.2.1.** If Assumptions D1, D2 and D3 hold, for any fixed \( t \) and each \( R \in \{dCov, hCov, mdCov\} \), we have
\[
P_{H_0}(T_R \leq t) \to P(t_{v-1} \leq t),
\]
\[
P_{H_A}(T_R \leq t) \to E \left[ P \left( t_{v-1, W} \leq t \right) \right], \text{ where } W \sim \sqrt{\frac{\phi^2}{1 - \phi^2}} X_v^2.
\]
After knowing the asymptotic distribution of $T_R$ under the null, i.e. $t$-distribution with degrees of freedom $v - 1$, we can set critical value as $t_{\alpha}^{(v-1)}$. Then, from Proposition 2.2.2, under the alternative, the asymptotic power of testing the null can be written as a function of $\phi$, i.e.,

$$\text{Power}_n(\phi) := E \left[ P \left( t_{v-1, W} > t_{\alpha}^{(v-1)} \right) \right],$$

and under $H_{A1}$, if we allow $n$ to grow

$$\text{Power}_\infty(\phi_0) := \lim_{n \to \infty} \text{Power}_n \left( \frac{\phi_0}{\sqrt{v}} \right) = P \left( t_{v-1, \phi_0} > t_{\alpha}^{(v-1)} \right).$$

We then plot $\text{Power}_n(\phi)$ under different combinations of $\alpha$ and $n$, which are shown in Figure 1. It can be seen from Figure 1 that larger $\phi$ results in better power and $\phi = 0$ corresponds to trivial power. Next, we can actually bound the ratio of $\phi_1$ and $\phi_2$ for standard normal random variables.

Proposition 2.2.5. Suppose that

$$\begin{pmatrix} X \\ Y \end{pmatrix} \overset{d}{=} N \left( \begin{pmatrix} l_p \\ \Sigma_{XY}^T \end{pmatrix}, \begin{pmatrix} & \Sigma_{XY} \\ \Sigma_{XY}^T & I_q \end{pmatrix} \right),$$

where $\Sigma_{XY} = \text{cov}(X, Y)$. We have

$$0.89^2 \phi_2 \leq \phi_1 \leq \phi_2.$$
It will be shown later that $\phi_1$ corresponds to the $mdCov$-based test, whereas $\phi_2$ corresponds to the $dCov$ and $hCov$-based tests. Thus considering models described in Proposition 2.2.5, we expect a power loss for the $mdCov$-based test comparing to the $dCov$ and $hCov$-based tests. On the other hand, since $\phi_1$ is bounded below by $0.89^2\phi_2$, the power loss is expected to be moderate.

Using Corollary 2.2.1, we can theoretically compare the power of these $t$-tests under different cases and the results are summarized in the following table:

| Power $T$ | $T_{mdCov}$ | $T_{dCov}, T_{hCov}$ |
|-----------|-------------|------------------|
| under $H_A$ | $Power_n(\phi_1)$ | $Power_n(\phi_2)$ |
| under $H_{A_1}$, allow $n$ growing to infinity | $Power_\infty(\phi_{0,1})$ | $Power_\infty(\phi_{0,2})$ |
| under $H_{A_2}$ | $Power_n(\phi_1)$ | $\alpha$ |

For the studentized version of $mhCov$, if we consider the bandwidth parameters to be fixed constants, then we can use the unified approach to get the limiting $t$-distribution of the transformed $mhCov_n^2$. On the other hand, if $\gamma_{X_i}$ and $\gamma_{Y_j}$ are treated to be median of sample distance along each dimension and are thus random, we encounter technical difficulties to derive the limiting distribution, as in this case the kernelized pair-wise distance along each dimension are correlated with each other. This is due to the choice of the bandwidth parameter and the high dimensional approximation used for $hCov_n^2$ cannot be directly applied, since $\gamma_{X_i}$ and $\gamma_{Y_j}$ are calculated component-wisely. Nevertheless, we shall examine the testing efficiency using $t$-distribution approximation when the bandwidth parameters are chosen to be the median of sample distance in simulation.

3. High Dimension Medium Sample Size. Another type of asymptotics closely related to HDLSS is the high dimension medium sample size (HDMSS) setting [Aoshima et al. (2018)], where $p \wedge q \to \infty$ and $n \to \infty$ at a slower rate comparing to $p, q$. The HDMSS setting has been studied by Fan and Lv (2008) and Yata and Aoshima (2010), among others.

From the previous sections, we know that the distance/Hilbert-Schmidt covariance can only detect linear dependencies between pair-wise components when $p \wedge q \to \infty$ and $n$ fixed. In this section, we show that this surprising phenomenon still holds under the high dimension medium sample size setting. Consequently, a unified approach is used to show that $T_R$ converges in distribution to standard normal under the null hypothesis, but the technical details of handling the leading term and controlling the remainder are totally different from the fixed $n$ case.
3.1. Distance Covariance and Variants. We first state the following assumption which can be seen as an extension of Assumption D2.

**Assumption D4.** Denote $E[L_X(X, X')^2] = \alpha_p^2$, $E[L_Y(Y, Y')^2] = \beta_q^2$, $E[L_X(X, X')^4] = \gamma_p^2$ and $E[L_Y(Y, Y')^4] = \lambda_q^2$, where $\alpha_p, \beta_q, \gamma_p, \lambda_q$ are sequences of numbers such that as $n \land p \land q \to \infty$

$$n\alpha_p = o(1), n\beta_q = o(1),$$

$$\tau_X^2(\alpha_p \gamma_p + \gamma_p^2) = o(1), \tau_Y^2(\beta_q \lambda_q + \lambda_q^2) = o(1), \tau(\alpha_p \lambda_q + \gamma_p \beta_q + \gamma_p \lambda_q) = o(1).$$

**Remark 3.1.1.** For the $m$-dependence structure, i.e., $x_i \perp x_j$ if $|i - j| > m$ and $y_i' \perp y_j'$ if $|i' - j'| > m'$, where $\sup_i E(x_i^8) < \infty$ and $\sup_i E(y_i'^8) < \infty$, we can show that $\alpha_p = O(\sqrt{m/p})$, $\beta_q = O(\sqrt{m'/q})$, $\gamma_p = O(m/p)$ and $\lambda_q = O(m'/q)$. Thus, Assumption D4 holds under the $m$-dependence model if $n$ and $m, m'$ satisfies

$$n^2m = o(p), \quad n^2m' = o(q), \quad m^3 = o(p), \quad m'^3 = o(q), \quad mm'^2 = o(q).$$

The following theorem shows that the decomposition property (7) for distance covariance still holds under high dimension medium sample size setting.

**Theorem 3.1.1.** Under Assumption D1, we can show that

(i) $dCov_n^2(\mathbf{X}, \mathbf{Y}) = \frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(X_i, Y_j) + \mathcal{R}_n.$

Here $\text{cov}_n^2$ is defined the same as in Theorem 2.1.1 and $\mathcal{R}_n$ is the remainder term.

(ii) Further suppose Assumption D4 holds. Then we have

$$\frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(X_i, Y_j) = O_p(\tau \alpha_p \beta_q),$$

$$\mathcal{R}_n = O_p(\tau \alpha_p \lambda_q + \tau \gamma_p \beta_q + \tau \gamma_p \lambda_q) = o_p(1).$$

Similarly, as shown in the following, $hCov$ also has the decomposition property under HDMSS.

**Theorem 3.1.2.** Under Assumption D1, we have
\[(i)\]
\[
\tau \times hCov_n^2(X, Y) = f^{(1)}(\tau X \gamma X) g^{(1)}(\tau Y \gamma Y) \frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(X_i, Y_j) + R_n,
\]
where \(\text{cov}_n^2\) is defined the same as in Theorem 2.1.1 and \(R_n\) is the remainder term.

\[(ii)\]
Further suppose Assumption \(D4\) holds. Then
\[
f^{(1)}(\tau X \gamma X) g^{(1)}(\tau Y \gamma Y) \frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(X_i, Y_j) \approx 1,
\]
\[
\frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(X_i, Y_j) = O_p(\tau \alpha_p \beta_q),
\]
\[
R_n = O_p(\tau \alpha_p \lambda_q + \tau \gamma_p \beta_q + \tau \gamma_p \lambda_q) = o_p(1).
\]

From Equations (9) and (10), we can see that under the HDMSS setting, it is still true that distance/Hilbert-Schmidt covariance can only detect the linear dependence between the components of \(X\) and \(Y\).

3.2. Studentized Test Statistics. Similar to Section 2.2, we provide a unified approach to analyze the studentized \(d\text{Cov}, h\text{Cov}, m\text{dCov}\). Since now the sample size is growing, the element-wise argument used to prove the results in Section 2.2 will no longer work. Inspired by Zhang et al. (2018) and Yao, Zhang and Shao (2018), we derive the asymptotic distribution by constructing a martingale sequence and using martingale CLT.

3.2.1. Unified Approach. For notational convenience, we first define the following metrics,
\[
U(X_s, X_t) := \frac{1}{\sqrt{p}} \sum_{i=1}^{p} k_{st}(i), \quad V(Y_s, Y_t) := \frac{1}{\sqrt{q}} \sum_{i=1}^{q} l_{st}(i),
\]
where \(k_{st}(i)\) and \(l_{st}(i)\) are defined in Section 2.2.1. To show that the studentized test statistic converges to standard normal, we essentially use the martingale CLT [Hall and Heyde (2014)] and the following assumptions are used to guarantee the conditions in martingale CLT.
Assumption D5.

\begin{align}
E \left[ U(X, X')^4 \right] & \sqrt{n} \to 0, \\
\frac{E[U(X, X')U(X', X'')U(X'', X'')]}{(E[U(X, X')^2])^2} & \to 0, \\
\end{align}

and similar assumptions hold for Y.

Remark 3.2.1. When \(k(x, y) = l(x, y) = |x - y|\), Assumption D5 has been studied in Propositions 2.1 and 2.2 of Zhang et al. (2018).

Remark 3.2.2. When \(k(x, y) = l(x, y) = |x - y|^2\), Equations (11) and (12) can be simplified to

\[ \sum_{i,j,r,w=1}^p E^2 \left[ (x_i - E[x_i])(x_j - E[x_j])(x_r - E[x_r])(x_w - E[x_w]) \right] \frac{\sqrt{n}T \sigma^2(X)}{\sigma_\Sigma^2(X)} \to 0, \]

where \(\Sigma_X = \text{cov}(X, X)\).

Notice that \(T \sigma^2(X) = \sum_{i=1}^p \sum_{j=1}^p \text{cov}^2(x_i, x_j)\). Consider the m-dependence model in Remark 3.1.1. Assuming \(\sup_i E[x_i^4] < \infty\), we have \(T \sigma^2(X) = O(m^3p)\) and

\[ \sum_{i,j,r,w=1}^p E^2 \left[ (x_i - E[x_i])(x_j - E[x_j])(x_r - E[x_r])(x_w - E[x_w]) \right] = O(m^2p^2). \]

Consequently, it can be seen that the m-dependence model in Remark 3.1.1 also satisfies Equations (11) and (12) by controlling the orders of \(n, m, m'\).

Then, we can show that the normalized \(u\text{Cov}_{n}^2(X, Y)\) converges to standard normal distribution under the high dimension medium sample size regime.

Theorem 3.2.1. Let \(n \wedge p \wedge q \to \infty\). Under \(H_0\) and Assumption D5, we have

\[ \sqrt{\frac{n}{2}} \frac{u\text{Cov}_{n}^2(X, Y)}{S} \overset{d}{\to} N(0, 1), \]

where \(S^2 = E[U(X, X')^2]E[V(Y, Y')^2]\).

Consequently, we have the following result.
Proposition 3.2.1. Let \( n \wedge p \wedge q \to \infty \). Under \( H_0 \) and Assumption D5, we have

\[
T_u \xrightarrow{d} N(0, 1).
\]

3.2.2. Studentized Tests. The following result shows that as \( n \wedge p \wedge q \to \infty \), scaled \( d\text{Cov}, h\text{Cov} \) and \( m\text{dCov} \) are all equal to \( u\text{Cov} \) up to an asymptotically constant factor.

Proposition 3.2.2. Under Assumption D1,

(i) When \( k(x, y) = l(x, y) = |x - y|^2 \),

\[
d\text{Cov}_n^2(X, Y) = \frac{1}{4} \frac{\sqrt{pq}}{\tau} u\text{Cov}_n^2(X, Y) + R'_n,
\]

\[
\tau \times h\text{Cov}_n^2(X, Y) = \frac{\sqrt{pq}}{4\gamma_X \gamma_Y} f^{(1)} \left( \frac{\tau X}{\gamma_X} \right) g^{(1)} \left( \frac{\tau Y}{\gamma_Y} \right) u\text{Cov}_n^2(X, Y) + R''_n,
\]

where \( R'_n, R''_n \) are the remainder terms. Further suppose Assumption D4 holds. Then

\[
u\text{Cov}_n^2(X, Y) = O_p(\tau \alpha_p \beta_q),
\]

\[
R'_n = O_p(\tau \alpha_p \lambda + \tau \gamma \beta + \tau \gamma \lambda) = o_p(1),
\]

\[
R''_n = O_p(\tau \alpha_p \lambda + \tau \gamma \beta + \tau \gamma \lambda) = o_p(1).
\]

(ii) When \( k(x, y) = l(x, y) = |x - y| \),

\[
m\text{dCov}_n^2(X, Y) = \sqrt{pq} \sqrt{\frac{n}{2}} u\text{Cov}_n^2(X, Y).
\]

Finally, by adopting a unified approach, we have the following Corollary.

Corollary 3.2.1. Let \( n \wedge p \wedge q \to \infty \). Under \( H_0 \) and Assumption D5, we have

(i)

\[
T_{m\text{dCov}} \xrightarrow{d} N(0, 1).
\]

(ii) Further suppose Assumption D4 and

\[
\frac{n}{\sqrt{\frac{1}{p} Tr(\Sigma_X^2) \frac{1}{q} Tr(\Sigma_Y^2)}} \tau (\alpha_p \lambda + \gamma_p \beta + \gamma_p \lambda) = o(1).
\]

Then, for each \( R \in \{d\text{Cov}, h\text{Cov}\} \), we have

\[
T_R \xrightarrow{d} N(0, 1).
\]
Remark 3.2.3. The $m$-dependence model in Remark 3.1.1 can also satisfy Equation (13) by controlling the orders of $n, m, m'$ based on the magnitude of $\text{Tr}(\Sigma_{X}^2)/p$ and $\text{Tr}(\Sigma_{Y}^2)/q$.

4. Conclusion. In this article, we investigate the behavior of the distance covariance and Hilbert-Schmidt covariance in the high dimensional setting. Somewhat shockingly, we discover that the distance covariance and Hilbert-Schmidt covariance, which are well-known to capture nonlinear dependence in low/fixed dimensional context, can only capture linear componentwise cross-dependence (to the first order). We believe that this is a new finding that may have significant implications to the design of tests for independence for high dimensional data. On one hand, we reveal the limitation of distance covariance and variants in the high dimensional context, and suggest to use marginally aggregated (sample) distance covariance as a way out, where the latter targets the low dimensional nonlinear dependence. On the other hand, we speculate whether it is possible to capture all kinds of dependence between high dimensional vectors $X$ and $Y$, in a limited sample size framework. If the sample size is fixed, we would conjecture that an omnibus test does not exist; If the sample size can grow faster than the dimension, it seems possible but unclear to us how to develop an omnibus test in an asymptotic sense. We hope the results presented in this paper shed some light on the challenges in the high dimensional dependence testing and will motivate more work in this area.

SUPPLEMENTARY MATERIAL

Supplement to: “Distance-based and RKHS-based Dependence Metrics in High Dimension” (). This supplement contains simulations and technical details of the results in the paper.
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APPENDIX A: SIMULATION STUDY

Here, we consider some numerical examples to compare the “joint” tests, where the distance/Hilbert-Schmidt covariance is applied to whole components of data jointly, with the “marginal” tests, where distance/Hilbert-Schmidt covariance is applied to one dimensional components and then being aggregated. To this end, we consider the following statistics

\[
\begin{align*}
&\text{“Joint”} \\
&d\text{Cov}: \text{distance covariance (permutation)} \\
&T_{d\text{Cov}}: \text{studentized distance covariance} \\
&h\text{Cov}: \text{Hilbert-Schmidt covariance (permutation)} \\
&T_{h\text{Cov}}: \text{studentized Hilbert-Schmidt covariance} \\

&\text{“Marginal”} \\
&md\text{Cov}: \text{marginal distance covariance (permutation)} \\
&T_{md\text{Cov}}: \text{studentized marginal distance covariance} \\
&mh\text{Cov}: \text{marginal Hilbert-Schmidt covariance (permutation)} \\
&T_{mh\text{Cov}}: \text{studentized marginal Hilbert-Schmidt covariance}
\end{align*}
\]

In the above display, \(d\text{Cov}_n^2\) and \(h\text{Cov}_n^2\) are the two “joint” test statistics to measure the overall dependence between \(X\) and \(Y\), \(md\text{Cov}_n^2\) and \(mh\text{Cov}_n^2\) are the “marginal” test statistics, and these four test statistics are implemented as permutation tests; \(T_{d\text{Cov}}\) from Székely and Rizzo (2013) is the studentized version of \(d\text{Cov}\), our proposed \(t\)-tests \(T_{h\text{Cov}}, T_{md\text{Cov}}, T_{mh\text{Cov}}\) are the studentized version of \(h\text{Cov}, md\text{Cov}, mh\text{Cov}\) respectively. All these four tests are implemented using the \(t\)-distribution based critical value. We examine both the Gaussian kernel and Laplacian kernel for the Hilbert-Schmidt covariance based tests.

For the permutation-based tests, we randomly shuffle the samples \(\{X_1, \ldots, X_n\}\) and get \((X_{\pi(1)}, \ldots, X_{\pi(n)})\), where \(\pi\) is the permutation map from \(\{1, \ldots, n\}\) to \(\{1, \ldots, n\}\). Then we calculate the test statistic based on the permuted sample \((X_{\pi(1)}, \ldots, X_{\pi(n)}), (Y_1, \ldots, Y_n)\). The \(p\)-value for permutation-based
test is defined as the proportion of times that the test statistic based on the permuted samples is greater than the one based on the original sample. All the numerical results from permutation-based tests are based on 200 permutations and the empirical rejection rate of the tests are based on 5000 Monte Carlo repetitions.

We first examine the size of the afore-mentioned tests.

**Example A.1.** Generate i.i.d. samples from the following models for \( i = 1, \ldots, n \).

(i) 
\[
X_i = (x_{i1}, \ldots, x_{ip}) \sim N(0, I_p), \\
Y_i = (y_{i1}, \ldots, y_{ip}) \sim N(0, I_p).
\]

(ii) Let AR(1) denotes the Gaussian autoregressive model of order 1 with parameter \( \phi \),
\[
X_i \sim AR(1), \phi = 0.5, \\
Y_i \sim AR(1), \phi = -0.5.
\]

(iii) Let \( \Sigma = (\sigma_{ij}) \in \mathbb{R}^{p \times p} \) and \( \sigma_{ij} = 0.7^{|i-j|} \),
\[
X_i = (x_{i1}, \ldots, x_{ip}) \sim N(0, \Sigma), \\
Y_i = (y_{i1}, \ldots, y_{ip}) \sim N(0, \Sigma).
\]

From Table 1, we can see that all the tests have quite accurate size. Although the \( t \)-tests are derived under the high dimensional scenario, they still have pretty accurate size even for relatively low dimension (e.g., \( p = 5 \)).

In addition, for data samples from Example A.1 (i), we provide the density plots of the studentized test statistics in Figure 2 as well as the density plots of \( t_{p-1} \). As we can see, for all cases, the empirical densities are fairly close to that of \( t_{p-1} \) and getting closer to \( t_{p-1} \) as dimension increases.

Notice that under the high dimensional case, the “joint” tests can be seen as the aggregation of component-wise sample squared covariances. On the other hand, the “marginal” tests are the accumulation of component-wise sample distance/Hilbert-Schmidt covariances. When \( (X,Y) \) are generated from the model in Proposition 2.2.5, it is expected that there is power loss for \( mdCov \) and \( mhCov \) based permutation test comparing to \( dCov \) and \( hCov \) based permutation tests and similar phenomenon is expected for \( mdCov \) and \( mhCov \) based \( t \)-test comparing to \( dCov \) and \( hCov \) based \( t \)-tests. The following example demonstrates this phenomenon.

**Example A.2.** Generate i.i.d. samples from the following models for \( i = 1, \ldots, n \).
Fig 2: Density plots of the studentized test statistics (solid colored lines) and $t_{n-1}$ (dashed black line).
(i) Let $\rho = 0.5$,

$$
Z_i = (z_{i1}, \cdots, z_{ip}) \sim N(0, I_p),
X_i = (x_{i1}, \cdots, x_{ip}) \sim N(0, I_p),
Y_i = \rho X_i + (1 - \rho) Z_i \sqrt{\rho^2 + (1 - \rho)^2}.
$$

(ii) Let $\rho = 0.7$ and $(X_i, Y_i, Z_i)$ be defined in the same way as in (i).

(iii) Let $\rho = 0.5$ and $\otimes$ denote the Kronecker product. Define

$$
Z_i = (z_{i1}, \cdots, z_{ip}) \sim N(0, I_p),
X_i = (x_{i1}, \cdots, x_{ip}) \sim N(0, I_p),
Y_i = \rho \Sigma X_i + (1 - \rho) Z_i \sqrt{\rho^2 + (1 - \rho)^2},
$$

where $\Sigma = I \otimes A$ and $A$ is an orthogonal matrix defined as

$$
A = \begin{pmatrix}
0 & \sqrt{\frac{1}{4}} & \sqrt{\frac{1}{5}} & -\sqrt{\frac{1}{4}} & -\sqrt{\frac{3}{10}} \\
\sqrt{\frac{1}{6}} & \sqrt{\frac{1}{4}} & \sqrt{\frac{1}{5}} & \sqrt{\frac{1}{4}} & \sqrt{\frac{2}{15}} \\
-\sqrt{\frac{2}{3}} & 0 & \sqrt{\frac{1}{5}} & 0 & \sqrt{\frac{2}{15}} \\
\sqrt{\frac{1}{6}} & -\sqrt{\frac{1}{4}} & \sqrt{\frac{1}{5}} & -\sqrt{\frac{1}{4}} & \sqrt{\frac{2}{15}} \\
0 & -\sqrt{\frac{1}{4}} & \sqrt{\frac{1}{5}} & \sqrt{\frac{1}{4}} & -\sqrt{\frac{3}{10}}
\end{pmatrix}.
$$

From Table 2, we can see that there is indeed a power loss for the “marginal” tests compared to the “joint” tests, but the loss of power appears fairly moderate, which is consistent with our theory. For Example A.2, it can also be observed that the power decrease for the Hilbert-Schmidt covariance based tests is a bit more than the power decrease of distance covariance based tests. Moreover, the power drop is slightly smaller for Gaussian kernel comparing with Laplacian kernel.

As demonstrated in Theorem 2.1.1 and 2.1.2, the leading term in (7) and (8) can only measure the linear dependence as $p \wedge q \to \infty$, therefore we expect the “joint” test based on $dCov^2_n(X, Y)$ or $hCov^2_n(X, Y)$ may fail to capture the non-linear dependence in high dimension. On the other hand, we consider the “marginal” test where we take the sum of pairwise sample distance/Hilbert-Schmidt covariances to measure the low dimensional dependence for all the pairs as the test proposed in Sections 2.1.1 and 2.1.2. The “marginal” test statistic measures the dependence marginally in a low-dimensional fashion so that it can preserve the ability to capture component-wise non-linear dependence. In the following two examples, we demonstrate the superiority of “marginal” tests.
**Example A.3.** Generate i.i.d. samples from the following models for \( i = 1, \ldots, n. \)

(i) 
\[
X_i = (x_{i1}, \ldots, x_{ip}) \sim N(0, I_p), \\
Y_i = (y_{i1}, \ldots, y_{ip}), \quad \text{where } y_{ij} = x_{ij}^2 \text{ for } j = 1, \ldots, p.
\]

(ii) Let \( \Sigma = (\sigma_{ij}) \in \mathbb{R}^{p \times p} \) and \( \sigma_{ij} = 0.7^{|i-j|} \),
\[
X_i = (x_{i1}, \ldots, x_{ip}) \sim N(0, \Sigma), \\
Y_i = (y_{i1}, \ldots, y_{ip}), \quad \text{where } y_{ij} = x_{ij}^2 \text{ for } j = 1, \ldots, p.
\]

(iii)
\[
X_i = (x_{i1}, \ldots, x_{ip}) \sim N(0, I_p), \\
Y_i = (y_{i1}, \ldots, y_{ip}), \quad \text{where } y_{ij} = \log|x_{ij}| \text{ for } j = 1, \ldots, p.
\]

**Example A.4.** Generate i.i.d. samples from the following models for \( i = 1, \ldots, n. \)

(i) Let \( \circ \) denotes the Hadamard product,
\[
X_i = (x_{i1}, \ldots, x_{ip}) \overset{\text{i.i.d.}}{\sim} U(-1, 1), \\
Y_i = X_i \circ X_i.
\]

(ii)
\[
X_i = (x_{i1}, \ldots, x_{ip}) \overset{\text{i.i.d.}}{\sim} U(0, 1), \\
Y_i = 4X_i \circ X_i \circ X_i - 3.6X_i + 0.8.
\]

(iii)
\[
Z_i = (z_{i1}, \ldots, z_{ip}) \overset{\text{i.i.d.}}{\sim} U(0, 2\pi), \\
X_i = \sin(Z_i), \quad Y_i = \cos(Z_i).
\]

Notice that in the above two examples, \( \text{cov}^2(x_i, y_j) = 0 \) but \( d\text{Cov}^2(x_i, y_j) \neq 0 \) for all \((i, j)\)s, that is, \((X, Y) \in H_{A_s}\). From Table 3, we can observe that for Example A.3, the “joint” tests suffer substantial power loss as dimension increases for fixed sample size. The power loss is less severe in case (ii) than the ones in cases (i) and (iii), due to the dependence between the components. On the other hand, the powers corresponding to the marginal test
statistics consistently outperform their joint counterparts with very little to none power reduction as the dimension increases. Similar phenomenon can be observed for Example A.4; see Table 4. In addition, for all the cases in both Example A.3 and Example A.4, the power loss corresponding to Laplacian kernel is consistently less than that for Gaussian kernel. In general, we observe that the tests based on distance covariance, Hilbert-Schmidt covariance with Gaussian kernel, and Hilbert-Schmidt covariance with Laplacian kernel, are all admissible, as none of them dominate the others in all situations.
APPENDIX B: TECHNICAL DETAILS

B.1. Proof of Proposition 2.1.1.

**Proof.** Denote \( f^{(2)}(t) = -\frac{1}{4}(1 + t)^{-\frac{3}{2}} \). The remainder term can be written as

\[
R_X(X_s, X_t) = \int_0^1 \int_0^1 v f^{(2)}(uvL_X(X_s, X_t)) du dv \times (L_X(X_s, X_t))^2.
\]
Table 3
Power comparison under $H_A$, from Example A.3

| $n$ | $p$ | $\alpha$ | $d_{Cov}$ | $m_{Cov}$ | $T_{Cov}$ | $T_{d_{Cov}}$ | $T_{m_{Cov}}$ | $T_{d_{Cov}}$ | $T_{m_{Cov}}$ |
|-----|-----|---------|--------|--------|-------|--------|-------|--------|-------|
| 10  | 5   | 0.010  | 0.113  | 0.285  | 0.144  | 0.321  | 0.110  | 0.493  | 0.138  | 0.116  | 0.172  | 0.801  | 0.226  | 0.813 |
| 10  | 5   | 0.050  | 0.231  | 0.495  | 0.254  | 0.519  | 0.236  | 0.724  | 0.256  | 0.736  | 0.356  | 0.927  | 0.398  | 0.938 |
| 10  | 5   | 0.100  | 0.325  | 0.618  | 0.332  | 0.628  | 0.325  | 0.828  | 0.336  | 0.834  | 0.405  | 0.968  | 0.506  | 0.969 |
| 10  | 5   | 0.010  | 0.032  | 0.286  | 0.028  | 0.267  | 0.032  | 0.543  | 0.030  | 0.513  | 0.044  | 0.848  | 0.041  | 0.838 |
| 10  | 5   | 0.050  | 0.101  | 0.526  | 0.098  | 0.523  | 0.098  | 0.768  | 0.099  | 0.763  | 0.124  | 0.945  | 0.128  | 0.947 |
| 10  | 5   | 0.100  | 0.158  | 0.669  | 0.362  | 0.666  | 0.160  | 0.858  | 0.160  | 0.858  | 0.263  | 0.978  | 0.205  | 0.977 |

(i) $\beta = 0.10$

(ii) $\beta = 0.05$

(iii) $\beta = 0.01$

**Gaussian Kernel**

- $h_{Cov}$
- $h_{m_{Cov}}$

**Laplacian Kernel**

- $h_{Cov}$
- $h_{m_{Cov}}$

**DEPENDENCE METRICS IN HIGH DIMENSION**
Table 4
Power comparison under $H_A$, from Example A.4

| n  | p  | α   | dCov | mdCov | T_{dCov} | T_{mdCov} | T_{H_0} | T_{H_1} | T_{H_2} |
|----|----|-----|------|-------|----------|-----------|--------|--------|--------|
| 10 | 5  | 0.01 | 0.044 | 0.196 | 0.055 | 0.218 | 0.042 | 0.348 | 0.052 | 0.367 | 0.074 | 0.672 | 0.098 | 0.685 |
| 10 | 5  | 0.05 | 0.120 | 0.390 | 0.136 | 0.416 | 0.114 | 0.582 | 0.129 | 0.604 | 0.183 | 0.859 | 0.209 | 0.870 |
| 10 | 5  | 0.10 | 0.201 | 0.542 | 0.209 | 0.546 | 0.191 | 0.722 | 0.197 | 0.731 | 0.262 | 0.927 | 0.364 | 0.931 |
| 10 | 5  | 0.01 | 0.018 | 0.212 | 0.014 | 0.194 | 0.017 | 0.387 | 0.014 | 0.362 | 0.022 | 0.722 | 0.017 | 0.786 |
| 10 | 5  | 0.05 | 0.066 | 0.434 | 0.064 | 0.426 | 0.067 | 0.627 | 0.064 | 0.625 | 0.057 | 0.892 | 0.077 | 0.891 |

(i) 50  | 5  | 0.01 | 0.058 | 0.988 | 0.925 | 0.996 | 0.136 | 0.164 | 0.144 | 0.486 | 1.050 | 1.114 | 0.996 |

(ii) 60  | 5  | 0.05 | 0.181 | 0.811 | 0.611 | 0.601 | 0.539 | 0.637 | 0.573 | 0.713 | 0.106 | 0.742 |

(iii) 70  | 5  | 0.05 | 0.212 | 0.432 | 0.141 | 0.453 | 0.117 | 0.637 | 0.131 | 0.655 | 0.262 | 0.886 | 0.224 | 0.895 |

Laplacian Kernel

| n  | p  | α   | dCov | mdCov | T_{dCov} | T_{mdCov} | T_{H_0} | T_{H_1} | T_{H_2} |
|----|----|-----|------|-------|----------|-----------|--------|--------|--------|

From Example A.4
Set \( \varphi(x) = \int_0^1 \int_0^1 vf^{(2)}(uvx) dudv \). Then \( \varphi(x) \) is continuous at 0. Next, by the continuous mapping theorem, we have

\[
\int_0^1 \int_0^1 vf^{(2)}(uvL(X_s, X_t)) dudv \Rightarrow \int_0^1 \int_0^1 vf^{(2)}(0) dudv.
\]

So, \( R_X(X_s, X_t) \approx_p (L_X(X_s, X_t))^2 \). Similar arguments hold for \( R_Y(Y_s, Y_t) \).

\[\square\]

### B.2. Proof of Remark 2.1.1.

**Proof.** (i) Notice that

\[
\sqrt{\text{var}[L(X_k, X_l)]} \leq \sqrt{\frac{\text{var}[(X_k - X_l)^T(X_k - X_l)]}{p^2}}
\]

\[
= \sqrt{\frac{\text{var}[[A(U_k - U_l) + (\Phi_k - \Phi_l)]^T[A(U_k - U_l) + (\Phi_k - \Phi_l)]]}{p^2}}.
\]

Denote \( C = (c_{ij}) = A^T A \). We obtain that

\[
\text{var}[[A(U_k - U_l) + (\Phi_k - \Phi_l)]^T[A(U_k - U_l) + (\Phi_k - \Phi_l)]]
\]

\[
= \text{var}[(U_k - U_l)^T A^T A (U_k - U_l) + (\Phi_k - \Phi_l)^T (\Phi_k - \Phi_l) + 2(U_k - U_l)^T A^T (\Phi_k - \Phi_l)]
\]

\[
= \text{var} \left[ \sum_{i=1}^{s_1} \sum_{j=1}^{s_1} c_{ij} (u_{ki} - u_{li})(u_{kj} - u_{lj}) + \sum_{i=1}^{p} (\phi_{ki} - \phi_{li})^2 
\right.
\]

\[
+ 2 \sum_{i=1}^{s_1} \sum_{j=1}^{s_1} a_{ji} (u_{ki} - u_{li})(\phi_{kj} - \phi_{lj})
\]

\[
\leq 2 \sum_{i=1}^{s_1} \sum_{j=1}^{s_1} c_{ij}^2 \text{var}[(u_{ki} - u_{li})(u_{kj} - u_{lj})] + \sum_{i=1}^{p} \text{var}[(\phi_{ki} - \phi_{li})^2]
\]

\[
+ 4 \sum_{i=1}^{s_1} \sum_{j=1}^{s_1} a_{ji}^2 \text{var}[(u_{ki} - u_{li})(\phi_{kj} - \phi_{lj})].
\]

Since the 4th moment is bounded uniformly for each \( u_{ki} \) and \( \phi_{ki} \), \( \text{var}[(u_{ki} - u_{li})(u_{kj} - u_{lj})] \), \( \text{var}[(\phi_{ki} - \phi_{li})^2] \) and \( \text{var}[(u_{ki} - u_{li})(\phi_{kj} - \phi_{lj})] \) are all uniformly
bounded by a constant. As $\|A\|_F^2 = O(p^{1/2})$, we have $\|AT A\|_F^2 = O(p)$ by the Cauchy-Schwarz inequality. It follows that

$$\text{var} \{[A(U_k - U_l) + (\Phi_k - \Phi_l)]^T[A(U_k - U_l) + (\Phi_k - \Phi_l)]\} = O(p).$$

Thus, we have $a_p = 1/\sqrt{p}$ and $b_q = 1/\sqrt{q}$.

\section*{B.3. Proof of Theorem 2.1.1.}

\textbf{Proof.} (i) Recall that $dCov^2_n(X, Y) = (\tilde{A} \cdot \tilde{B})$. Using the approximation of $b_{st}$ in Proposition 2.1.1, we have

$$\frac{1}{\tau X} \tilde{A} = \mathbb{I}_{n \times n} + \frac{1}{2} \tilde{L}_X + \tilde{R}_X = \frac{1}{2} \tilde{L}_X + \tilde{R}_X,$$

where $L_X = (L_X(X_s, X_t))_{s,t=1}^n$ and $R_X = (R_X(X_s, X_t))_{s,t=1}^n$. Similarly, $\frac{1}{\tau Y} \tilde{B} = \frac{1}{2} \tilde{L}_Y + \tilde{R}_Y$. Then, we have

$$\frac{dCov^2_n(X, Y)}{\tau} = \left(\frac{1}{2} \tilde{L}_X + \tilde{R}_X\right) \cdot \left(\frac{1}{2} \tilde{L}_Y + \tilde{R}_Y\right)$$

$$= \frac{1}{4} (\tilde{L}_X \cdot \tilde{L}_Y) + \frac{1}{2} (\tilde{L}_X \cdot \tilde{R}_Y) + \frac{1}{2} (\tilde{R}_X \cdot \tilde{L}_Y) + (\tilde{R}_X \cdot \tilde{R}_Y).$$

Let $R_n = \frac{1}{2}(\tilde{L}_X \cdot \tilde{R}_Y) + \frac{1}{2}(\tilde{R}_X \cdot \tilde{L}_Y) + (\tilde{R}_X \cdot \tilde{R}_Y)$. We show that $\frac{1}{4}(\tilde{L}_X \cdot \tilde{L}_Y)$ can be written as sum of sample component-wise cross-covariances up to a constant factor in the following Lemma.

\textbf{Lemma 1.}

$$\frac{1}{4} (\tilde{L}_X \cdot \tilde{L}_Y) = \frac{1}{\tau^2} \sum_{i=1}^p \sum_{j=1}^q \text{cov}^2_n(x_i, y_j).$$

\textbf{Proof.} By Lemma A.1. of Park, Shao and Yao (2015), since all diagonal entries of distance matrices $A$ and $B$ are equal to 0, we have $(\tilde{A} \cdot \tilde{B}) = (A \cdot \tilde{B})$. Then, it can be directly verified that for any $1 \leq s, t \leq n$, $\sum_{u=1}^n b_{st} = \sum_{v=1}^n \tilde{b}_{sv} = 0$ and it further implies that

(i) $\tilde{B} = \tilde{B}$ as long as the diagonal elements of $B$ are 0;
(ii) $\tilde{B} = 0$ if $B = a_1^T$ or $B = 1_n a^T = 0$ for any vector $a \in \mathbb{R}^n$. 


Direct calculation shows that
\begin{equation}
(A \cdot \widetilde{B}) = \frac{1}{(\frac{n}{2})!} \sum_{(s,t) \in I^q_n} a_{st} b_{st} + \frac{1}{n!} \sum_{(s,t,u,v) \in I^q_n} a_{st} b_{uv} - \frac{2}{(\frac{n}{3})!} \sum_{(s,t,u) \in I^q_n} a_{st} b_{su},
\end{equation}
where $I^q_n$ denotes the set of all $m$-tuples drawn without replacement from $\{1, 2, \cdots, n\}$. Equation (14) can be used as equivalent definition of the sample distance covariance. Notice that
\[
\widetilde{L}_X = \widetilde{D}_X - \mathbf{1}_{n \times n} = \tilde{D}_X,
\]
where $D_X = \frac{1}{n} (X_s - X_t)^2 s, t = 1, 2, \cdots, n$. Similarly, $\widetilde{L}_Y = \widetilde{D}_Y$. Then, we can further decompose $\tilde{D}_X$ as follows,
\[
\tilde{D}_X = \tilde{D}_{X,1} + \tilde{D}_{X,2} + \tilde{D}_{X,3} = \tilde{D}_{X,2},
\]
where $\tilde{D}_{X,1} = \frac{1}{n} (X^T X s, t = 1, 2, \cdots, n)$, $\tilde{D}_{X,2} = -\frac{2}{n} \frac{1}{3} (X^T X s, t = 1, 2, \cdots, n)$ and $\tilde{D}_{X,3} = \frac{1}{n} (X^T X s, t = 1, 2, \cdots, n)$. Similarly, $\tilde{D}_Y = \tilde{D}_{Y,2}$. Next, using Equation (14), we have
\[
\tau^2 \times (\tilde{L}_X \cdot \tilde{L}_Y) = \tau^2 \times (\tilde{D}_{X,2} \cdot \tilde{D}_{Y,2}) = 4 \sum_{i=1}^p \sum_{j=1}^q \left\{ \frac{1}{n} \frac{1}{2!} \sum_{(s,t) \in I^q_n} X^T_s X_t Y^T_s Y_t + \frac{1}{n} \frac{1}{4!} \sum_{(s,t,u,v) \in I^q_n} X^T_s X_t Y^T_u Y_v - \frac{2}{n} \frac{1}{3!} \sum_{(s,t,u) \in I^q_n} X^T_s X_t Y^T_s Y_u \right\}
\]
\[
= 4 \sum_{i=1}^p \sum_{j=1}^q \left\{ \frac{1}{n} \frac{1}{2!} \sum_{(s,t) \in I^q_n} x_{si} x_{ti} y_{sj} y_{tj} + \frac{1}{n} \frac{1}{4!} \sum_{(s,t,u,v) \in I^q_n} x_{si} x_{ti} y_{uj} y_{vu} - \frac{2}{n} \frac{1}{3!} \sum_{(s,t,u) \in I^q_n} x_{si} x_{ti} y_{sj} y_{u} \right\}
\]
\[
= 4 \sum_{i=1}^p \sum_{j=1}^q \left\{ \frac{1}{n} \frac{1}{4!} \sum_{k<l<s<t} \frac{1}{4} \sum_{k<l<s<t} x_{ki} x_{li} (y_{kj} - y_{lj}) (x_{si} - x_{ti}) (y_{sj} - y_{tj}) \right\}
\]
\[
= 4 \sum_{i=1}^p \sum_{j=1}^q \text{cov}_n^2 (X_i, Y_j).
\]
Therefore, by Lemma 1, we have the following decomposition,
\[
d\text{Cov}_n^2(X, Y) = \frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(X_i, Y_j) + R_n,
\]
where \( R_n = \tau R_n \).

(ii) Note \( L_X(X_s, X_t) = O_p(a_p) = o_p(1) \) and \( L_Y(Y_s, Y_t) = O_p(b_q) = o_p(1) \) for \( s \neq t \in \{1, \ldots, n\} \). We can then apply Proposition 2.1.1, obtain that \( R_X(X_s, X_t) = O_p(L_X(X_s, X_t)^2) \) and \( R_Y(Y_s, Y_t) = O_p(L_Y(Y_s, Y_t)^2) \). For the leading term \( \tau(\tilde{L}_X \cdot \tilde{L}_Y) \), it can be easily seen from Equation (14) that \( (\tilde{L}_X \cdot \tilde{L}_Y) = O_p(a_p b_q) \). Similarly, for the remainder terms, \( (\tilde{R}_X \cdot \tilde{L}_Y) = O_p(a_p^2 b_q) \) and \( (\tilde{L}_X \cdot \tilde{R}_Y) = O_p(a_p^2 b_q) \). Thus, we have \( R_n = O_p(a_p^2 b_q + a_p b_q^2) \) and \( R_n = \tau R_n = O_p(\tau a_p^2 b_q + \tau a_p b_q^2) = o_p(1) \). Therefore the remainder terms are negligible comparing to the leading term. \(\square\)

B.4. Proof of Theorem 2.1.2.

PROOF. (i) We first show that \( \gamma_X \) is asymptotically equal to \( \tau_X \) (similar result applies to \( \gamma_Y \) and \( \tau_Y \)). Recall that for all \( s \neq t \),
\[
L_X(X_s, X_t) = \frac{|X_s - X_t|^2 - \tau_X^2}{\tau_X^2}.
\]
Since \( L_X(X_s, X_t) = O_p(a_p) = o_p(1) \), we have \( \frac{|X_s - X_t|^2}{\tau_X^2} \overset{p}{\to} 1 \). Then
\[
\frac{\text{median}\{|X_s - X_t|^2\}}{\tau_X^2} \overset{p}{\to} 1
\]
and thus
\[
\frac{\tau_X}{\gamma_X} = \sqrt{\frac{\tau_X^2}{\text{median}\{|X_i - X_j|^2\}}} \overset{p}{\to} 1.
\]
Similar arguments can also be used to show that \( \frac{\tau_Y}{\gamma_Y} \overset{p}{\to} 1 \). Next, under
Proposition 2.1.1, we can deduce that

\[ f \left( \frac{|X_s - X_t|}{\gamma_X} \right) \]

\[ = f \left( \frac{|X_s - X_t| \tau_X}{\gamma_X} \right) \]

\[ = f \left( \left\{ 1 + \frac{L_X(X_s, X_t)}{2} + R_X(X_s, X_t) \right\} \frac{\tau_X}{\gamma_X} \right) \]

\[ = f \left( \frac{\tau_X}{\gamma_X} \right) + f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) \left\{ \frac{L_X(X_s, X_t)}{2} + R_X(X_s, X_t) \right\} \frac{\tau_X}{\gamma_X} + R_f(X_s, X_t), \]

where \( R_f(X_s, X_t) \) is the remainder term. Similarly,

\[ g \left( \frac{|Y_s - Y_t|}{\gamma_Y} \right) = g \left( \frac{\tau_Y}{\gamma_Y} \right) + \]

\[ g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) \left\{ \frac{L_Y(Y_s, Y_t)}{2} + R_Y(Y_s, Y_t) \right\} \frac{\tau_Y}{\gamma_Y} + R_g(Y_s, Y_t). \]

Similar to the proof of Theorem 2.1.1,

\[ hCov^2_n(X, Y) = (\tilde{R} \cdot \tilde{H}) \]

\[ = \frac{1}{4} f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) \frac{\tau_X \tau_Y}{\gamma_X \gamma_Y} (\tilde{L}_X \cdot \tilde{L}_Y) + \frac{1}{2} f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) \frac{\tau_X}{\gamma_X} (\tilde{L}_X \cdot \tilde{R}_Y) + \]

\[ \frac{1}{2} g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) \frac{\tau_Y}{\gamma_Y} (\tilde{R}_X \cdot \tilde{L}_Y) + (\tilde{R}_X \cdot \tilde{R}_Y), \]

where \( L_X = (L_X(X_s, X_t))_{s,t=1}^n \), \( L_Y = (L_Y(Y_s, Y_t))_{s,t=1}^n \) and

\[ R_X = \left( f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) \frac{\tau_X}{\gamma_X} R_X(X_s, X_t) + R_f(X_s, X_t) \right)_{s,t=1}^n, \]

\[ R_Y = \left( g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) \frac{\tau_Y}{\gamma_Y} R_Y(Y_s, Y_t) + R_g(Y_s, Y_t) \right)_{s,t=1}^n. \]

Denote \( R_n = \frac{1}{2} f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) \frac{\tau_X}{\gamma_X} (\tilde{L}_X \cdot \tilde{R}_Y) + \frac{1}{2} g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) \frac{\tau_Y}{\gamma_Y} (\tilde{R}_X \cdot \tilde{L}_Y) + (\tilde{R}_X \cdot \tilde{R}_Y) \) and \( \mathcal{R}_n = \tau R_n \). By Lemma 1, we have

\[ \tau \times hCov^2_n(X, Y) = \]

\[ f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) \frac{\tau_X \tau_Y}{\gamma_X \gamma_Y} \frac{1}{\tau} \sum_{i=1}^p \sum_{j=1}^q \text{cov}^2_n(X_i, Y_j) + \mathcal{R}_n. \]

(ii) We present the following lemma which would be useful in subsequent arguments.
Lemma 2. Suppose $f^{(2)}$ and $g^{(2)}$ are continuous on some open interval containing 1. Then under the assumptions of Theorem 2.1.2,

$$R_f(X_s, X_t) = O_p(L_X(X_s, X_t)^2), \quad R_g(Y_s, Y_t) = O_p(L_Y(Y_s, Y_t)^2).$$

Proof. The remainder term can be written as

$$R_f(X_s, X_t) = \int_0^1 \int_0^1 v f^{(2)} \left( \frac{\tau_X}{\gamma_X} + uv \left\{ \frac{L_X(X_s, X_t)}{2} + R_X(X_s, X_t) \right\} + \frac{\tau_X}{\gamma_X} \right) dudv \times \left( \frac{\tau_X}{\gamma_X} \right)^2 \left( \frac{L_X(X_s, X_t)}{2} + R_X(X_s, X_t) \right)^2.$$

Set $\varphi(x, y) = \int_0^1 \int_0^1 v f^{(2)} (x + uwy) dudv$. Then $\varphi(x, y)$ is continuous at $(1, 0)$. By the continuous mapping theorem, we have

$$\int_0^1 \int_0^1 v f^{(2)} \left( \frac{\tau_X}{\gamma_X} + uv \left\{ \frac{L_X(X_s, X_t)}{2} + R_X(X_s, X_t) \right\} \right) dudv \rightarrow \int_0^1 \int_0^1 v f^{(2)} (1) dudv.$$

So $R_f(X_s, X_t) = O_p(1) \left( \frac{L_X(X_s, X_t)}{2} + R_X(X_s, X_t) \right)^2 = O_p(L_X(X_s, X_t)^2)$. Similar argument holds for $R_g(Y_s, Y_t)$. \qed

Both the Gaussian and Laplacian kernel have continuous second order derivatives. From Lemma 2, we know

$$f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) R_X(X_s, X_t) + R_f(X_s, X_t) = O_p(L_X(X_s, X_t)^2),$$

$$g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) R_Y(Y_s, Y_t) + R_g(Y_s, Y_t) = O_p(L_Y(Y_s, Y_t)^2).$$

Thus, similar arguments in Theorem 2.1.1 can be used to show that $R_n = O_p(\tau a_p b_q + a_p b_q^2) = o_p(1)$. \qed

B.5. Proof of Proposition 2.2.1.

Proof. Clearly, $E [k_{st}(i) l_{uv}(j)] = 0$ when $\{s, t\} \cap \{u, v\} = \emptyset$. For any $1 \leq i, i' \leq p, 1 \leq j, j' \leq q$,

$$E [k_{st}(i) l_{su}(j)] = E [E [k_{st}(i) l_{su}(j) | x_{si}, y_{sj}]]$$

$$= E [E [k_{st}(i) | x_{si}, y_{sj}] E [l_{su}(j) | x_{si}, y_{sj}]].$$
Notice that
\[ E[k_{st}(i)|x_{si}, y_{sj}] \]
\[ = E\{k(x_{si}, x_{ti}) - E[k(x_{si}, x_{ti})|x_{si}] - E[k(x_{si}, x_{ti})|x_{si}, y_{sj}] + E[k(x_{si}, x_{ti})]|x_{si}, y_{sj}\} \]
\[ = E[k(x_{si}, x_{ti})|x_{si}, y_{sj}] - E[k(x_{si}, x_{ti})|x_{si}] - E[k(x_{si}, x_{ti})] + E[k(x_{si}, x_{ti})]\]
\[ = 0. \]
Thus \( E[k_{st}(i)|l_{su}(j)] = 0. \) Similarly, \( E[k_{st}(i)k_{su}(i')] = E[l_{st}(j)|l_{su}(j')] = 0. \)

**B.6. Proof of Theorem 2.2.1.**

**Proof.** Let \( \tilde{K} = (k_{st})_{s,t=1}^n \) and \( \tilde{L} = (l_{st})_{s,t=1}^n \). Notice that
\[ UCov_n^2(X, Y) = (pq)^{-1/2} \sum_{i=1}^p \sum_{j=1}^q \frac{1}{n(n-3)} \sum_{s \neq t} \tilde{k}_{st}(i)\tilde{l}_{st}(j) \]
\[ = \frac{1}{n(n-3)} \sum_{s \neq t} \left( p^{-1/2} \sum_{i=1}^p \tilde{k}_{st}(i) \right) \left( q^{-1/2} \sum_{j=1}^q \tilde{l}_{st}(j) \right). \]

Under Assumption D3, we have
\[ p^{-1/2} \sum_{i=1}^p \tilde{k}_{st}(i) \]
\[ = p^{-1/2} \sum_{i=1}^p k_{st}(i) - \frac{1}{n-2} \sum_{u \neq t} p^{-1/2} \sum_{i=1}^p k_{ut}(i) \]
\[ - \frac{1}{n-2} \sum_{v \neq s} p^{-1/2} \sum_{i=1}^p k_{sv}(i) + \frac{1}{(n-1)(n-2)} \sum_{u \neq v} p^{-1/2} \sum_{i=1}^p k_{uv}(i) \]
\[ \frac{d}{c_{st}} - \frac{1}{n-2} \sum_{u \neq t} c_{ut} - \frac{1}{n-2} \sum_{v \neq s} c_{sv} + \frac{1}{(n-1)(n-2)} \sum_{u \neq v} c_{uv}. \]

Then we get
\[ n(n-3) \times UCov_n^2(X, Y) \xrightarrow{d} \]
\[ \sum_{s \neq t} \left( c_{st} - \frac{1}{n-2} \sum_{u \neq t} c_{ut} - \frac{1}{n-2} \sum_{v \neq s} c_{sv} + \frac{1}{(n-1)(n-2)} \sum_{u \neq v} c_{uv} \right) \]
\[ \times \left( d_{st} - \frac{1}{n-2} \sum_{u \neq t} d_{ut} - \frac{1}{n-2} \sum_{v \neq s} d_{sv} + \frac{1}{(n-1)(n-2)} \sum_{u \neq v} d_{uv} \right). \]
Set

\[ c = (c_{12}, c_{13}, \cdots, c_{1n}, c_{23}, \cdots, c_{2n}, c_{34}, \cdots, c_{n(n-1)})^T, \]

\[ d = (d_{12}, d_{13}, \cdots, d_{1n}, d_{23}, \cdots, d_{2n}, d_{34}, \cdots, d_{n(n-1)})^T. \]

Under Assumption D3 and by Proposition 2.2.1, we know that

\[ \begin{pmatrix} c \\ d \end{pmatrix} \sim N \left( \begin{pmatrix} \sigma_x^2 & \sigma_{xy}^2 \\ \sigma_{xy}^2 & \sigma_y^2 \end{pmatrix}, \begin{pmatrix} \sigma_x^2 I_{n(n-1)/2} & \sigma_{xy}^2 I_{n(n-1)/2} \\ \sigma_{xy}^2 I_{n(n-1)/2} & \sigma_y^2 I_{n(n-1)/2} \end{pmatrix} \right). \]

Define \( C_{st} \) such that \( C_{st} = c_{ts} \) and \( \tilde{C} = (\tilde{c}_{st})_{n, t=1}^n \). Here we assume that \( c_{ss} = 0 \). From the proof of Lemma A.1 of Park et al. (2015), we have

\[ \text{vec}(\tilde{C}) = \text{FSvec}(C), \]

where \( \text{vec}(C) \) is the usual vectorization of matrix \( C \); \( F \) is the matrix of the linear operator that sets the diagonal of a matrix to be 0, i.e., \( \text{vec}(B-D) = F \text{vec}(B) \), \( B-D \) is \( B \) with its diagonal set to be 0; Letting \( J = I_n 1_n^T \), we define \( S \) as

\[ S = I_n \otimes I_n - \frac{1}{n-2} J \otimes I_n - \frac{1}{n-2} I_n \otimes J + \frac{1}{(n-1)(n-2)} J \otimes J. \]

Next, to simplify the following proof, we will use a different vectorization operator, which will align the upper triangular elements first, then the lower triangular elements and lastly the diagonal elements, i.e., define

\[ \text{vec}(C) = (c_u^T, c_l^T, c_d^T)^T, \]

\[ c_u^T = (c_{12}, c_{13}, \cdots, c_{1n}, c_{23}, \cdots, c_{2n}, c_{34}, \cdots, c_{n(n-1)})^T, \]

\[ c_l^T = (c_{21}, c_{31}, \cdots, c_{n1}, c_{32}, \cdots, c_{n2}, c_{43}, \cdots, c_{n(n-1)})^T, \]

\[ c_d^T = (c_{n1}, c_{n2}, \cdots, c_{nn})^T. \]

Notice that there is a permutation matrix \( P_1 \) such that \( \text{vec}(C) = P_1 \text{vec}(C) \). Then

\[ \text{vec}(C) = P_1 \text{FSFP}_1^T \text{vec}(C). \]

Observe that for any matrix \( C \), both the column sum and row sum of \( \tilde{C} \) are 0. We can verify that \( \text{vec}(\tilde{C}) = \text{vec}(C) \). Set \( U = P_1 \text{FSFP}_1^T \). It follows that \( U^2 \text{vec}(C) = U \text{vec}(C) \) and thus

\[ (U^2 - U) \text{vec}(C) = 0. \]
Equation (16) still holds if we replace $c_{ss}$ by some nonzero elements. Since Equation (16) holds for any $\vec{\mathbf{c}}$, we must have $\mathbf{U}^2 = \mathbf{U}$ which implies that $\mathbf{U}$ is an idempotent matrix. Next, let $\mathbf{C}^{u}$ ($\mathbf{C}^{l}$) be the matrix by setting the lower (upper) triangular and diagonal elements in $\mathbf{C}$ to be zero. Denote

$$\mathbf{P}_2 = \begin{pmatrix} 0 & \mathbf{I} & 0 \\ \mathbf{I} & 0 & 0 \\ 0 & 0 & \mathbf{I} \end{pmatrix}, \quad \mathbf{D} = \begin{pmatrix} \mathbf{I} \\ 0 \\ 0 \end{pmatrix}.$$ 

Then, we see that $\vec{\mathbf{c}}(\mathbf{C}^{l}) = \mathbf{P}_2 \vec{\mathbf{c}}(\mathbf{C}^{u})$ and

$$\mathbf{U} \vec{\mathbf{c}}(\mathbf{C}) = \mathbf{U} \vec{\mathbf{c}}(\mathbf{C}^{u}) + \mathbf{U} \mathbf{P}_2 \vec{\mathbf{c}}(\mathbf{C}^{u}) = \mathbf{U}(\mathbf{I} + \mathbf{P}_2) \vec{\mathbf{c}}(\mathbf{C}^{u}) = \mathbf{U}(\mathbf{I} + \mathbf{P}_2) \mathbf{D} \mathbf{c}.$$ 

We note that

$$\mathbf{W} := \mathbf{D}^T(\mathbf{I} + \mathbf{P}_2) \mathbf{U} \mathbf{U}(\mathbf{I} + \mathbf{P}_2) \mathbf{D} = \mathbf{D}^T(\mathbf{U} + \mathbf{U} \mathbf{P}_2 + \mathbf{P}_2 \mathbf{U} + \mathbf{P}_2 \mathbf{U} \mathbf{P}_2) \mathbf{D}.$$ 

We partition $\mathbf{U}$ into three blocks corresponding to the upper triangular, lower triangular and diagonal elements respective, i.e., we write

$$\mathbf{U} = \begin{pmatrix} \mathbf{U}_1 & \mathbf{U}_2 & 0 \\ \mathbf{U}_2 & \mathbf{U}_1 & 0 \\ 0 & 0 & \mathbf{0} \end{pmatrix},$$

where we have used the symmetry for $\mathbf{U}$. Then we have

$$\mathbf{W} = 2(\mathbf{U}_1 + \mathbf{U}_2).$$

Now we argue that $\mathbf{W}^2 = 2\mathbf{W}$. Recall that $\mathbf{U}$ is an idempotent matrix. Thus

$$\mathbf{U}_1^2 + \mathbf{U}_2^2 = \mathbf{U}_1, \quad \mathbf{U}_1 \mathbf{U}_2 + \mathbf{U}_2 \mathbf{U}_1 = \mathbf{U}_2.$$ 

Therefore, we get

$$\mathbf{W}^2 = 4(\mathbf{U}_1 + \mathbf{U}_2)^2 = 4(\mathbf{U}_1^2 + \mathbf{U}_2^2 + \mathbf{U}_1 \mathbf{U}_2 + \mathbf{U}_2 \mathbf{U}_1) = 4(\mathbf{U}_1 + \mathbf{U}_2) = 2\mathbf{W},$$

which indicates that $\mathbf{W}$ has eigenvalues which are either equal to two or zero. It remains to show that the rank of $\mathbf{W}$ is $n(n - 3)/2$ or equivalently, the trace of $\mathbf{W}/2 = \mathbf{U}_1 + \mathbf{U}_2$ is $n(n - 3)/2$. Note that

$$\text{Tr}(\mathbf{W}/2) = \text{Tr}(\mathbf{U}_1 + \mathbf{U}_2) = \sum_{i=1}^{n(n-1)/2} \frac{\mathbf{r}_i^T \mathbf{U} \mathbf{r}_i}{2} = \frac{n(n - 1)}{4} \vec{\mathbf{c}}(\bar{\mathbf{E}}_1)^T \vec{\mathbf{c}}(\bar{\mathbf{E}}_1),$$

where

$$\bar{\mathbf{E}}_1 = \begin{pmatrix} \mathbf{I} \\ 0 \\ 0 \end{pmatrix}.$$
where \( \mathbf{r}_i = (e_i^T, e_i^T, 0^T)^T \) and \( e_i \) is a \( n(n-1)/2 \)-dimensional vector with 1 on the \( i \)th position and zero otherwise; \( \tilde{\mathbf{E}}_i \) denotes the \( \mathcal{U} \)-centering version of the matrix \( \mathbf{E}_i \) such that \( \tilde{\text{vec}}(\mathbf{E}_i) = \mathbf{r}_i \). Direct calculation shows that \[
vec(\tilde{\mathbf{E}}_1)^T \vec(\tilde{\mathbf{E}}_1) = \frac{2(n-3)}{(n-1)^2} + 4(n-2) \frac{(n-3)^2}{(n-1)(n-2)^2} + (n-2)(n-3) \frac{4}{(n-1)^2(n-2)^2} = \frac{2(n-3)}{n-1},
\]
which implies that \( 4^{-1} n(n-1) \tilde{\text{vec}}(\tilde{\mathbf{E}}_1)^T \tilde{\text{vec}}(\tilde{\mathbf{E}}_1) = n(n-3)/2 \). Using the above results and setting \( \mathbf{M} = \mathbf{W}/2 \), we have
\[
\tilde{\text{vec}}(\tilde{\mathbf{C}})^T \tilde{\text{vec}}(\tilde{\mathbf{C}}) = \tilde{\text{vec}}(\tilde{\mathbf{C}})^T \tilde{\text{vec}}(\tilde{\mathbf{C}}) = \tilde{\text{vec}}(\mathbf{C})^T \mathcal{U} \tilde{\text{vec}}(\mathbf{C}) = 2 \mathbf{c}^T \mathbf{M} \mathbf{c} \sim 2 \sigma_x^2 \lambda_{n(n-3)/2}^2.
\]
Thus,
\[
\text{Cov}_n^2(\mathbf{X}, \mathbf{X}) \xrightarrow{d} \frac{2}{n(n-3)} \mathbf{c}^T \mathbf{M} \mathbf{c} \equiv \frac{2}{n(n-3)} \sigma_x^2 \lambda_{n(n-3)/2}^2.
\]
Similarly,
\[
u \text{Cov}_n^2(\mathbf{X}, \mathbf{Y}) \xrightarrow{d} \frac{2}{n(n-3)} \mathbf{c}^T \mathbf{M} \mathbf{d},
\]
\[
u \text{Cov}_n^2(\mathbf{Y}, \mathbf{Y}) \xrightarrow{d} \frac{2}{n(n-3)} \mathbf{d}^T \mathbf{M} \mathbf{d} \equiv \frac{2}{n(n-3)} \sigma_y^2 \lambda_{n(n-3)/2}^2.
\]

B.7. Proof of Proposition 2.2.2.

**Proof.** Since
\[
\begin{pmatrix} \mathbf{c} \\ \mathbf{d} \end{pmatrix} \xrightarrow{d} N(\mathbf{0}, \begin{pmatrix} \sigma_x^2 \mathbf{I}_{n(n-1)/2} & \sigma_{xy} \mathbf{I}_{n(n-1)/2} \\ \sigma_{xy} \mathbf{I}_{n(n-1)/2} & \sigma_y^2 \mathbf{I}_{n(n-1)/2} \end{pmatrix}),
\]
we have
\[
\mathbf{c} | \mathbf{d} \xrightarrow{d} N(\mu \mathbf{d}, \sigma^2 \mathbf{I}_{n(n-1)/2}),
\]
where \( \mu = \sigma_{xy} \sigma_y^2 / \sigma_y^2, \sigma^2 = (\sigma_x^2 \sigma_y^2 - \sigma_{xy}^4) / \sigma_y^2 \). Set
\[
\mathbf{z} = \frac{\mathbf{M} \mathbf{d}}{\sqrt{(\mathbf{d}^T \mathbf{M} \mathbf{d})}}.
\]
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It can be easily seen that conditional on \( d \),

\[
c^T z / \sigma \sim N(\mu z^T d / \sigma, 1),
\]

which implies that \( (c^T z)^2 / \sigma^2 | d \sim \chi_1^2(W^2) \), where \( \chi_1^2(W^2) \) is the non-central chi-squared distribution and \( W^2 = \frac{\sigma^2}{d^T M d} \) is the non-centrality parameter. Note that conditioned on \( d \),

\[
M(I - zz^T) c / \sigma \sim N(0, M(I - zz^T) M),
\]

where we have used the fact that \( M(I - zz^T) d = 0 \). As \( M(I - zz^T) M = M - \frac{M d d^T M}{d d^T M} \) is a projection matrix with rank \( v - 1 \), it is easy to see that conditioned on \( d \),

\[
c^T (I - zz^T) M(I - zz^T) c / \sigma^2 \sim \chi_{v-1}^2.
\]

Next, conditioned on \( d \), as \( z^T c \) and \( (I - zz^T) c \) are independent, we have \((c^T z)^2 / \sigma^2\) and \(c^T (I - zz^T) M(I - zz^T) c\) are independent. Then,

\[
P_{H_A}(T_u < t) \rightarrow P \left( \frac{c^T z}{\sqrt{c^T M c}} \right)^2 < t
\]

\[
= E \left[ P \left( \frac{c^T z}{\sqrt{c^T M c}} \right)^2 < t \mid d \right]
\]

\[
= E \left[ P \left( \frac{c^T z}{\sqrt{c^T M c - (c^T z)^2}} < t \mid d \right)
\]

\[
= E \left[ P \left( \frac{c^T z}{\sqrt{\frac{1}{v-1} c^T (I - zz^T) M(I - zz^T) c}} < t \mid d \right)
\]

\[
= E \left[ P \left( \frac{c^T z}{\sqrt{\frac{1}{v-1} c^T (I - zz^T) M(I - zz^T) c}} < t \mid d \right)
\]

where \( t_{v-1,W} \) is a noncentral \( t \)-distribution with \( v - 1 \) degrees of freedom and noncentrality parameter \( W = \frac{\sigma^2}{\sigma^2 d^T M d} \). By setting \( c = 0 \), we get \( P_{H_0}(T_u < t) \rightarrow P \left( t_{v-1} < t \right) \).
B.8. Proof of Proposition 2.2.3.

Proof. Notice that
\[ \phi = \frac{\phi_0}{\sqrt{v}} \Rightarrow c = \frac{\phi_0}{\sqrt{v - \phi_0^2}} = \frac{\phi_0}{\sqrt{v}} \left( 1 + O \left( \frac{1}{v} \right) \right). \]

Next, by the definition of non-central \( t \)-distribution,
\[
P(t_{v-1,u} < t) = P \left( \frac{Z + u}{\sqrt{\chi^2_{v-1}/(v-1)}} < t \right)
= P \left( Z < t\sqrt{\chi^2_{v-1}/(v-1)} - u \right)
= E \left[ P \left( Z < t\sqrt{\chi^2_{v-1}/(v-1)} - u \bigg| \chi^2_{v-1} \right) \right]
= E \left[ \Phi \left( t\sqrt{\chi^2_{v-1}/(v-1)} - u \right) \right],
\]
where \( \Phi \) is the cdf of standard normal. For notational convenience, set
\[ g(u) = E \left[ \Phi \left( t\sqrt{\chi^2_{v-1}/(v-1)} - u \right) \right]. \]

Notice that \( P(t_{v-1,W} < t) = g(W) \). By the following asymptotic series [see Laforgia and Natalini (2012); Tricomi and Erdélyi (1951)],
\[
\frac{\Gamma(J + 1/2)}{\Gamma(J)} = \sqrt{J} \left( 1 - \frac{1}{8J} + \frac{1}{128J^2} + \frac{5}{1024J^3} - \frac{21}{32768J^4} + \cdots \right)
= \sqrt{J} \left( 1 + O \left( \frac{1}{J} \right) \right),
\]
we can get,
\[
E \left[ (W - \phi_0) \right]
= \frac{\phi_0}{\sqrt{v}} \left( 1 + O \left( \frac{1}{v} \right) \right) \sqrt{2} \frac{\Gamma((v + 1)/2)}{\Gamma(v/2)} - \phi_0
= \phi_0 \left( 1 + O \left( \frac{1}{v} \right) \right) - \phi_0
= O \left( \frac{1}{v} \right).
\]
as well as

\[
E \left[ (W - \phi_0)^2 \right] \\
= \phi_0^2 E \left[ \left( \frac{X_u}{\sqrt{v}} \left( 1 + O \left( \frac{1}{v} \right) \right) - 1 \right)^2 \right] \\
= \phi_0^2 E \left[ \frac{X_u^2}{v} \left( 1 + O \left( \frac{1}{v} \right) \right) - 2 \frac{X_u}{\sqrt{v}} \left( 1 + O \left( \frac{1}{v} \right) \right) + 1 \right] \\
= \phi_0^2 \left\{ \left( 1 + O \left( \frac{1}{v} \right) \right) - 2 \left( 1 + O \left( \frac{1}{v} \right) \right) + 1 \right\} \\
= O \left( \frac{1}{v} \right),
\]

and

\[
E \left[ W(W - \phi_0)^2 \right] \\
= \phi_0^3 E \left[ \frac{X_u}{\sqrt{v}} \left( 1 + O \left( \frac{1}{v} \right) \right) \left( \frac{X_u}{\sqrt{v}} \left( 1 + O \left( \frac{1}{v} \right) \right) - 1 \right)^2 \right] \\
= \phi_0^3 E \left[ \frac{X_u^3}{v^{3/2}} - 2 \frac{X_u^2}{v} + \frac{X_u}{\sqrt{v}} \right] \left( 1 + O \left( \frac{1}{v} \right) \right) \\
= \phi_0^3 \left\{ \frac{(v + 1)}{v^{3/2}} \sqrt{v} \left( 1 + O \left( \frac{1}{v} \right) \right) - 2 + 1 + O \left( \frac{1}{v} \right) \right\} \left( 1 + O \left( \frac{1}{v} \right) \right) \\
= O \left( \frac{1}{v} \right).
\]

We note that

\[
\frac{\partial}{\partial u} \Phi \left( t \sqrt{\frac{X_u}{v - 1} - u} \right) = -\phi \left( t \sqrt{\frac{X_u}{v - 1} - u} \right) \\
\frac{\partial^2}{\partial u^2} \Phi \left( t \sqrt{\frac{X_u}{v - 1} - u} \right) = - \left( t \sqrt{\frac{X_u}{v - 1} - u} \right) \phi \left( t \sqrt{\frac{X_u}{v - 1} - u} \right).
\]
Thus,

\[ |g^{(2)}(u)| = \left| \frac{\partial^2}{\partial u^2} E \left[ \Phi \left( t \sqrt{\frac{v^2 - 1}{v - 1}} - u \right) \right] \right| \]

\[ = E \left| \frac{\partial^2}{\partial u^2} \Phi \left( t \sqrt{\frac{v^2 - 1}{v - 1}} - u \right) \right| \]

\[ \leq E \left[ - \left( t \sqrt{\frac{v^2 - 1}{v - 1}} - u \right) \phi \left( t \sqrt{\frac{v^2 - 1}{v - 1}} - u \right) \right] \]

\[ \leq E \left[ \left( |t| \sqrt{\frac{v^2 - 1}{v - 1}} + u \right) \phi \left( t \sqrt{\frac{v^2 - 1}{v - 1}} - u \right) \right] \]

\[ \leq \left( |t| E \sqrt{\frac{v^2 - 1}{v - 1}} + |u| \right) \]

\[ \leq \sqrt{2}|t| + |u|. \]

Next, we can bound the following integral,

\[ \left| \int_0^1 \int_0^1 ag^{(2)}(\phi_0 + ab(W - \phi_0)) dbda \right| \]

\[ \leq \int_0^1 \int_0^1 \left| ag^{(2)}(\phi_0 + ab(W - \phi_0)) \right| dbda \]

\[ \leq \int_0^1 \int_0^1 \sqrt{2}|t| + |\phi_0 + ab(W - \phi_0)| dbda \]

\[ \leq \int_0^1 \int_0^1 \sqrt{2}|t| + \phi_0 + |W| dbda \]

\[ = \sqrt{2}|t| + \phi_0 + W. \]

To calculate \( E[P(t_{v-1,W} < t)] = E[g(W)] \), taking the Taylor expansion of
$g(W)$ around $\phi_0$, the asymptotic mean of $W$, we get

$$= E[g(W)]$$

$$= g(\phi_0) + g^{(1)}(\phi_0) E[(W - \phi_0)]$$

$$+ E \left[ \int_0^1 \int_0^1 a g^{(2)}(\phi_0 + ab(W - \phi_0)) db da (W - \phi_0)^2 \right]$$

$$= P(t_{v-1, \phi_0} < t) + O \left( \frac{1}{v} \right)$$

$$+ E \left[ \int_0^1 \int_0^1 a g^{(2)}(\phi_0 + ab(W - \phi_0)) db da (W - \phi_0)^2 \right].$$

Notice that,

$$\left| E \left[ \int_0^1 \int_0^1 a g^{(2)}(\phi_0 + ab(W - \phi_0)) db da (W - \phi_0)^2 \right] \right|$$

$$\leq E \left[ \int_0^1 \int_0^1 a g^{(2)}(\phi_0 + ab(W - \phi_0)) db da (W - \phi_0)^2 \right]$$

$$\leq E \left[ (\sqrt{2}|t| + \phi_0 + W) (W - \phi_0)^2 \right]$$

$$\leq (\sqrt{2}|t| + \phi_0) E \left[ (W - \phi_0)^2 \right] + E \left[ W (W - \phi_0)^2 \right]$$

$$= O \left( \frac{1}{v} \right).$$

In conclusion, we have $E[P(t_{v-1,W} < t)] = P(t_{v-1, \phi_0} < t) + O \left( \frac{1}{v} \right)$. Since $t_{v-1, \phi_0}^{(\alpha)} \rightarrow Z^{(\alpha)}$ as $n \rightarrow \infty$, where $Z^{(\alpha)}$ is the $(1 - \alpha)$th percentile of standard normal, $t_{v-1, \phi_0}^{(\alpha)}$ is bounded. Then, all the above analysis still holds if we replace $t$ with $t_{v-1, \phi_0}^{(\alpha)}$.

Let $B(\cdot, \cdot)$ denote the beta function and $I_{y}(\cdot, \cdot)$ denote the regularized incomplete beta function. In the following, we express $E[P(t_{v-1,W} \leq t)]$ as a sum of infinite series.

**Lemma 3.** $E[P(t_{v-1,W} \leq t)]$ can be calculated exactly as

$$E[P(t_{v-1,W} < t)] = \left( \frac{1}{c^2 + 1} \right)^{v/2} \left\{ P(t_{v-1} \leq t) + \sum_{j=1}^{\infty} \left( \frac{c^2}{c^2 + 1} \right)^{j/2} \frac{1}{j B(j/2, v/2)} \left( \frac{-1}{2} \right)^j + I_{\frac{1}{c^2 v + 1}} \left( \frac{j + 1}{2}, \frac{v - 1}{2} \right) \right\}. $$
Proof. Notice that from Walck (1996), the CDF of non-central \( t \)-distribution for \( t \geq 0 \) can be written as

\[
P(t_{v-1,W} < t) = \frac{1}{2\sqrt{\pi}} \times \\
\sum_{j=0}^{\infty} \frac{2^j}{j!} W^j \exp \left\{ -\frac{W^2}{2} \right\} \Gamma \left( \frac{j+1}{2} \right) \left( -1 \right)^j + I_z \left( \frac{j+1}{2}, \frac{v-1}{2} \right),
\]

where

\[
z = \frac{t^2}{t^2 + v - 1}, \quad v = \frac{n(n - 3)}{2},
\]

\( I_y(\cdot, \cdot) \) is the regularized incomplete beta function,

\[
W = \frac{\mu}{\sigma} \sqrt{\text{d}^T \text{Md}} = c \chi_v, \quad c = \frac{\sigma_{xy}^2}{\sqrt{\sigma_{x}^2 \sigma_{y}^2 - \sigma_{xy}^4}}.
\]

Next, we calculate the expectation by constructing a generalized gamma distribution,

\[
E \left[ W^j \exp \left\{ -\frac{W^2}{2} \right\} \right] = \int_0^\infty w^j \exp \left\{ -\frac{w^2}{2} \right\} \frac{1}{c^2^{v/2-1}} \frac{1}{\Gamma(v/2)} \left( \frac{w}{c} \right)^{v-1} \exp \left\{ -\frac{w^2}{2c^2} \right\} dw
\]

\[
= \frac{1}{c^2} \frac{1}{\Gamma(v/2)} \frac{1}{\sqrt{2c^2/(c^2 + 1)}} \int_0^\infty w^{j+v-1} dw
\]

\[
= \frac{1}{c^2} \frac{1}{\Gamma(v/2)} \frac{\Gamma(j/2 + v/2)(\sqrt{2c^2/(c^2 + 1)})^{j+v}}{2} \frac{1}{\sqrt{2c^2/(c^2 + 1)}} \frac{\Gamma(j/2 + v/2)}{\Gamma(v/2)}
\]

Then,

\[
E \left[ P(t_{v-1,W} < t) \right] = \frac{1}{2\sqrt{\pi}} \left( \sqrt{\frac{1}{c^2 + 1}} \right)^v \times \\
\sum_{j=0}^{\infty} \left( \frac{4c^2}{c^2 + 1} \right)^j \frac{\Gamma(j+1/2)\Gamma(j+2+v/2)}{j!\Gamma(v/2)} \left( -1 \right)^j + I_z \left( \frac{j+1}{2}, \frac{v-1}{2} \right).
\]
According to the gamma duplicate formula,
\[ \Gamma \left( \frac{j + 1}{2} \right) = \frac{\sqrt{\pi}}{2^j} \Gamma(j + 1), \]
which further implies that
\[ \frac{\Gamma((j + 1)/2) \Gamma(j/2 + v/2)}{j! \Gamma(v/2)} = \left\{ \begin{array}{ll}
\sqrt{\pi}, & j = 0 \\
\frac{\sqrt{\pi}}{2^{j + 1}} \frac{1}{j!} \frac{\Gamma(j/2)}{\Gamma(v/2)}, & j \geq 1
\end{array} \right. \]
where \( B(\cdot, \cdot) \) is the beta function. Then, the expectation can be further simplified as
\[
E [P(t_{v-1,W} < t)] = \frac{1}{2} \left( \frac{1}{c^2 + 1} \right)^{v/2} \left( 1 + I_z \left( \frac{1}{2}, \frac{v - 1}{2} \right) \right) + \\
\left( \frac{1}{c^2 + 1} \right)^{v/2} \sum_{j=1}^{\infty} \left( \frac{c^2}{c^2 + 1} \right)^{j/2} \frac{1}{j! B(j/2, v/2)} \left( (-1)^j + I_z \left( \frac{j + 1}{2}, \frac{v - 1}{2} \right) \right).
\]
Notice that
\[
\frac{1}{2} \left( 1 + I_z \left( \frac{1}{2}, \frac{v - 1}{2} \right) \right) = P(t_{v-1} \leq t).
\]
Thus,
\[
E [P(t_{v-1,W} < t)] = \left( \frac{1}{c^2 + 1} \right)^{v/2} \left\{ P(t_{v-1} \leq t) + \\
\sum_{j=1}^{\infty} \left( \frac{c^2}{c^2 + 1} \right)^{j/2} \frac{1}{j! B(j/2, v/2)} \left( (-1)^j + I_z \left( \frac{j + 1}{2}, \frac{v - 1}{2} \right) \right) \right\}.
\]

B.9. Proof of Proposition 2.2.5.

**Proof.** Since we have
\[
\begin{pmatrix} X \\ Y \end{pmatrix} \sim N \left( 0, \begin{pmatrix} I_p & \Sigma_{XY} \\ \Sigma_{XY}^T & I_q \end{pmatrix} \right),
\]
from Theorem 7 in Székely, Rizzo and Bakirov (2007), by setting $c = \frac{1}{4(\pi/3 - \sqrt{3} + 1)}$, we obtain

$$c \leq \frac{d\text{Cor}^2(x_i, y_j)}{\text{cor}^2(x_i, y_j)} \leq 1,$$

$\text{cov}^2(x_i, y_j) = \text{cor}^2(x_i, y_j)$ and $d\text{Cor}^2(x_i, y_j) = d\text{Cov}^2(x_i, y_j)\pi/c$. Combine these results, we have

$$c \leq \frac{d\text{Cov}^2(x_i, y_j)\pi/c}{\text{cov}^2(x_i, y_j)} \leq 1.$$

Notice also that $d\text{Cov}^2(x_i, x_i) = d\text{Cov}^2(y_j, y_j) = c/\pi$ and $\text{cov}^2(x_i, x_i) = \text{cov}^2(y_j, y_j) = 1$. We finally get $0.89^2 \phi_2 \leq \phi_1 \leq \phi_2$.

**B.10. Proof of Proposition 2.2.4.**

**Proof.** (i) When $k(x, y) = l(x, y) = |x - y|^2$,

$$k_{st}(i) = -2(x_{si} - E(x_{si}))(x_{ti} - E(x_{ti})),
\quad l_{st}(j) = -2(y_{sj} - E(y_{sj}))(y_{tj} - E(y_{tj})).$$

Thus, letting $D_X(i) = (x_{si}x_{ti})_{s,t=1}^n$ and $D_Y(j) = (y_{sj}y_{tj})_{s,t=1}^n$, we have

$$u\text{Cov}_n^2(X, Y) = \frac{1}{\sqrt{pq}} \sum_{i=1}^p \sum_{j=1}^q (\tilde{K}(i) \cdot \tilde{L}(j)) = \frac{1}{\sqrt{pq}} \sum_{i=1}^p \sum_{j=1}^q 4(\tilde{D}_X(i) \cdot \tilde{D}_Y(j))$$

$$= 4 \frac{1}{\sqrt{pq}} \sum_{i=1}^p \sum_{j=1}^q \left\{ \frac{1}{2} \frac{1}{2!} \sum_{(s,t) \in I_2^n} x_{si}x_{ti}y_{sj}y_{tj} + \frac{1}{4!} \sum_{(s,t,u,v) \in I_4^n} x_{si}x_{ti}y_{uj}y_{vj} - \frac{2}{3!} \sum_{(s,t,u) \in I_3^n} x_{si}x_{ti}y_{sj}y_{uj} \right\}$$

$$= 4 \frac{1}{\sqrt{pq}} \sum_{i=1}^p \sum_{j=1}^q \text{cov}_n^2(X_i, Y_j).$$

Thus,

$$d\text{Cov}_n^2(X, Y) = \frac{1}{r} \sum_{i=1}^p \sum_{j=1}^q \text{cov}_n^2(X_i, Y_j) + \mathcal{R}'_n = \frac{1}{4} \sqrt{pq} u\text{Cov}_n^2(X, Y) + \mathcal{R}'_n.$$
and
\[
\tau \times hCov_n^2(X, Y) = f^{(1)} \left( \frac{\tau_X}{\gamma_X} \right) g^{(1)} \left( \frac{\tau_Y}{\gamma_Y} \right) \frac{\tau_X}{\gamma_X} \frac{\tau_Y}{\gamma_Y} \frac{1}{\tau} \sum_{i=1}^{p} \sum_{j=1}^{q} \text{cov}_n^2(\mathcal{X}_i, \mathcal{Y}_j) + R''_n.
\]

(ii) When \( k(x, y) = l(x, y) = |x - y| \), we have
\[
\tilde{K}(i) = \tilde{K}_1(i) - \tilde{K}_2(i) - \tilde{K}_3(i) + \tilde{K}_4(i) = \tilde{K}_1(i),
\]
where
\[
K_1(i) = (k(x_{si}, x_{ti}))_{s, t=1}^n, \quad K_2(i) = (E[k(x_{si}, x_{ti}) | x_{si}])_{s, t=1}^n,
\]
\[
K_3(i) = (E[k(x_{si}, x_{ti}) | x_{ti}])_{s, t=1}^n, \quad K_4(i) = (E[k(x_{si}, x_{ti})])_{s, t=1}^n.
\]
Similarly, \( \tilde{L}(j) = \tilde{L}_1(j) \) with \( L_1(j) = (l(y_{sj}, l_{tj}))_{s, t=1}^n \). Then, we have
\[
\text{uCov}_n^2(X, Y) = \frac{1}{\sqrt{pq}} \sum_{i=1}^{p} \sum_{j=1}^{q} (\tilde{K}_1(i) \cdot \tilde{L}_1(j)) = \frac{1}{\sqrt{pq}} \sum_{i=1}^{p} \sum_{j=1}^{q} d\text{Cov}_n^2(\mathcal{X}_i, \mathcal{Y}_j) = \frac{1}{\sqrt{pq}} \sqrt{n} \text{mdCov}_n^2(X, Y).
\]

\[\Box\]

**B.11. Proof of Corollary 2.2.1.**

**Proof.** For any fixed \( t \) and each \( R \in \{d\text{Cov}, h\text{Cov}, \text{mdCov}\} \), Proposition 2.2.4 and Theorem 2.2.1 imply that
\[
T_R \xrightarrow{d} \sqrt{v - 1} \frac{\Upsilon}{\sqrt{1 - (T)^2}}, \quad \text{where } \Upsilon = \frac{c^T \text{Md}}{\sqrt{(c^T \text{Mc}) (d^T \text{Md})}}.
\]

Then the results follow similarly from the proof of Proposition 2.2.2. \[\Box\]
B.12. Proof of Remark 3.1.1.

**Proof.** For notational convenience, set $z_i = (x_i - x_i')^2 - E[(x_i - x_i')^2]$. Since $\sup E(x_i^8) < \infty$, we get $\sup_i E(z_i^4) < \infty$. Then, we have

$$\alpha_p^2 \asymp \frac{E \left[(\sum_{i=1}^p z_i)^2 \right]}{p^2} \leq \frac{(2m + 1)p}{p^2} \sup_i E(z_i^2) = O \left( \frac{m}{p} \right)$$

and

$$\gamma_p^2 \asymp \frac{E \left[(\sum_{i=1}^p z_i)^4 \right]}{p^4} \leq \frac{m^3p + m^2p^2}{p^4} \sup_i E(z_i^4) = O \left( \frac{m^2}{p^2} \right)$$

Similarly, we can show that

$$\beta_q^2 = O \left( \frac{m'}{q} \right) \quad \text{and} \quad \lambda_q^2 = O \left( \frac{m'^2}{q^2} \right).$$

Next, it follows that

$$\tau \alpha_p \lambda_q = O \left( \frac{m' \sqrt{m}}{q \sqrt{q}} \right) = o(1).$$

The other results can be proved in a similar fashion. \(\square\)

B.13. Proof of Theorem 3.1.1.

**Proof.** (i)&(ii) Following the proof of Theorem 2.1.1, we only need to check that $R_n = o_p(1)$ still holds as $n \wedge p \wedge q \to \infty$. Recall that the leading term is $\tau \times (\bar{L}_X \cdot \bar{L}_Y)$ and the remainder term is given as

$$R_n = \frac{1}{2} \tau (\bar{L}_X \cdot \bar{R}_Y) + \frac{1}{2} \tau (\bar{R}_X \cdot \bar{L}_Y) + \tau (\bar{R}_X \cdot \bar{R}_Y).$$
Then, using Equation (14), we have

\[
(\tilde{L}_X \cdot \tilde{R}_Y) = \frac{1}{(n/2)} \frac{1}{2!} \sum_{(s,t) \in I_2^n} L_X(X_s, X_t) R_Y(Y_s, Y_t)
\]

\[+ \frac{1}{(n/4)} \frac{1}{4!} \sum_{(s,t,u,v) \in I_4^n} L_X(X_s, X_t) R_Y(Y_u, Y_v)
\]

\[\quad - \frac{2}{(n/3)} \frac{1}{3!} \sum_{(s,t,u) \in I_3^n} L_X(X_s, X_t) R_Y(Y_s, Y_u),
\]

and

\[
(\tilde{R}_X \cdot \tilde{R}_Y) = \frac{1}{(n/2)} \frac{1}{2!} \sum_{(s,t) \in I_2^n} R_X(X_s, X_t) R_Y(Y_s, Y_t)
\]

\[+ \frac{1}{(n/4)} \frac{1}{4!} \sum_{(s,t,u,v) \in I_4^n} R_X(X_s, X_t) R_Y(Y_u, Y_v)
\]

\[\quad - \frac{2}{(n/3)} \frac{1}{3!} \sum_{(s,t,u) \in I_3^n} R_X(X_s, X_t) R_Y(Y_s, Y_u).
\]

To show that \(R_n\) is asymptotically negligible, we consider the events \(B_X, B_Y\) and their complements \(B_c^X, B_c^Y\), where

\[
B_Y = \left\{ \min_{1 \leq s < t \leq n} \left| \frac{Y_s - Y_t}{\tau_X^2} \right| \leq \frac{1}{2} \quad \text{or} \quad \max_{1 \leq s < t \leq n} \left| \frac{Y_s - Y_t}{\tau_X^2} \right| \geq \frac{3}{2} \right\}.
\]

Then, under Assumption D4, as \(n \land p \land q \to \infty\)

\[
P(B_Y) = P \left( \min_{1 \leq s < t \leq n} L_Y(Y_s, Y_t) \leq -\frac{1}{2} \quad \text{or} \quad \max_{1 \leq s < t \leq n} L_Y(Y_s, Y_t) \geq \frac{1}{2} \right)
\]

\[= P \left( \bigcup_{1 \leq s < t \leq n} \left\{ L_Y(Y_s, Y_t) \leq -\frac{1}{2} \quad \text{or} \quad L_Y(Y_s, Y_t) \geq \frac{1}{2} \right\} \right)
\]

\[\leq \sum_{1 \leq s < t \leq n} P \left( \left| L_Y(Y_s, Y_t) \right| \geq \frac{1}{2} \right)
\]

\[< n^2 P \left( \left| L_Y(Y_1, Y_2) \right| \geq \frac{1}{2} \right)
\]

\[\leq 4n^2 E \left[ L_Y(Y_1, Y_2)^2 \right]
\]

\[= o(1).
\]
Also notice that \( P(B_X B_Y^c) \leq P(B_Y) = o(1) \). Similarly, we have \( P(B_X^c) = o(1) \), \( P(B_X^c B_Y^c) = o(1) \) and \( P(YB_X) = o(1) \). By the proof of Proposition 2.1.1, the remainder term can be written as

\[
R_X(X_s, X_t) = \int_0^1 \int_0^1 vf^{(2)}(uvL_X(X_s, X_t)) du dv \times (L_X(X_s, X_t))^2,
\]

where \( f^{(2)}(t) = -(1 + t)^{-3/2} \) and similar formula holds for \( Y \). Conditioned on the event \( B_X^c B_Y^c \), we can easily show that

\[
|R_X(X_s, X_t)| \leq \frac{\sqrt{2}}{4} (L_X(X_s, X_t))^2, \quad |R_Y(Y_s, Y_t)| \leq \frac{\sqrt{2}}{4} (L_Y(Y_s, Y_t))^2.
\]

Notice that

\[
\frac{1}{\binom{n}{2}} \frac{1}{2!} \sum_{(s,t) \in I^0_2} R_X(X_s, X_t) R_Y(Y_s, Y_t)
\]

\[
= \frac{1}{\binom{n}{2}} \frac{1}{2!} \sum_{(s,t) \in I^c_2} R_X(X_s, X_t) R_Y(Y_s, Y_t) I_{(B_X B_Y^c)}
\]

\[
+ \frac{1}{\binom{n}{2}} \frac{1}{2!} \sum_{(s,t) \in I^c_2} R_X(X_s, X_t) R_Y(Y_s, Y_t) I_{(B_X^c B_Y)}
\]

\[
+ \frac{1}{\binom{n}{2}} \frac{1}{2!} \sum_{(s,t) \in I^c_2} R_X(X_s, X_t) R_Y(Y_s, Y_t) I_{(B_X B_Y^c)}
\]

\[
=i + ii + iii + iv.
\]

For any \( \epsilon > 0 \), \( P(|\tau \times ii| > \epsilon) \leq P(B_X B_Y^c) = o(1) \), which implies that \( \tau \times ii = o_p(1) \). Similarly, \( \tau \times iii = o_p(1) \) and \( \tau \times iv = o_p(1) \). For term \( i \), by Equation (17), we have

\[
|i| \leq \left\{ \frac{1}{\binom{n}{2}} \frac{1}{2!} \sum_{(s,t) \in I^0_2} |R_X(X_s, X_t) R_Y(Y_s, Y_t)| \right\} B_X^c B_Y^c
\]

\[
\leq \frac{1}{8} \left( \frac{1}{\binom{n}{2}} \frac{1}{2!} \sum_{(s,t) \in I^0_2} L_X(X_s, X_t)^2 L_Y(Y_s, Y_t)^2 \right)
\]

\[
\leq \frac{1}{8} \left\{ \left( \frac{1}{\binom{n}{2}} \frac{1}{2!} \sum_{(s,t) \in I^0_2} L_X(X_s, X_t)^4 \right) \left( \frac{1}{\binom{n}{2}} \frac{1}{2!} \sum_{(s,t) \in I^0_2} L_Y(Y_s, Y_t)^4 \right) \right\}^{1/2}
\]
Next, by the Markov’s inequality

\[ P \left( \frac{1}{n} \sum_{(s,t) \in \mathbb{I}^2_n} L_X(X_s, X_t)^4 > \epsilon \right) \leq \frac{E \left[ \frac{1}{n} \sum_{(s,t) \in \mathbb{I}^2_n} L_X(X_s, X_t)^4 \right]}{\epsilon} = \frac{1}{\epsilon} E \left[ L_X(X_1, X_2)^4 \right] = \frac{1}{\epsilon} \gamma^2 p. \]

Thus, we have

\[ \frac{1}{n} \sum_{(s,t) \in \mathbb{I}^2_n} L_X(X_s, X_t)^4 = O_p(\gamma^2 p) \]

and similar proof shows that

\[ \frac{1}{n} \sum_{(s,t) \in \mathbb{I}^2_n} L_Y(Y_s, Y_t)^4 = O_p(\lambda^2 q). \]

So, we have

\[ \tau_i = O_p(\tau \gamma p \lambda q) \]

and

\[ \tau = O_p(\tau \gamma p \lambda q). \]

Similarly, it can be shown that

\[ \tau_i = O_p(\tau \alpha p \beta q) \]

and

\[ \tau = O_p(\tau \alpha \beta p q). \]

In conclusion, we have \( \tau(\bar{R}_X \cdot \bar{R}_Y) = O_p(\tau \gamma p \lambda q) \). Similarly, it can be shown that \( \tau(\bar{L}_X \cdot \bar{L}_Y) = O_p(\tau \alpha p \beta q) \), \( \tau(\bar{L}_X \cdot \bar{R}_Y) = O_p(\tau \alpha \beta p q) \) and \( \tau(\bar{R}_X \cdot \bar{L}_Y) = O_p(\tau \gamma p \beta q) \).

### B.14. Proof of Theorem 3.1.2.

**Proof.** (i)&(ii) Continuing with the proof of Theorem 2.1.2, we need to show that \( R_o = o_p(1) \) and \( \gamma_X \) is asymptotically euqal to \( \tau_X \) as \( n \wedge p \wedge q \to \infty \) (similar result applies to \( \gamma_Y \) and \( \tau_Y \)). Recall that for all \( s \neq t \),

\[ L_X(X_s, X_t) = \frac{|X_s - X_t|^2 - \tau_X^2}{\tau_X}. \]
Since for any $\epsilon > 0$, under Assumption D4,
\[
P \left( \frac{\left| \text{median} \{ |X_s - X_t|^2 \} \right| - 1}{\tau_X^2} > \epsilon \right)
\leq P \left( \min_{1 \leq s < t \leq n} L_X(X_s, X_t) \leq -\epsilon \text{ or } \max_{1 \leq s < t \leq n} L_X(X_s, X_t) \geq \epsilon \right)
= P \left( \bigcup_{1 \leq s < t \leq n} \{ L_X(X_s, X_t) \leq -\epsilon \text{ or } L_X(X_s, X_t) \geq \epsilon \} \right)
\leq \sum_{1 \leq s < t \leq n} P (|L_X(X_s, X_t)| \geq \epsilon)
< n^2 P (|L_X(X_1, X_2)| \geq \epsilon)
\leq \frac{1}{\epsilon^2} n^2 E [L_X(X_1, X_2)^2]
= o(1).
\]

Thus, we have $\frac{\text{median} \{ |X_s - X_t|^2 \}}{\tau_X^2} \overset{p}{\to} 1$ and $\frac{\tau_X}{\gamma_X} = \sqrt{\frac{\tau_X^2}{\text{median} \{ |X_s - X_t|^2 \}}} \overset{p}{\to} 1$.

Similar arguments can also be used to show that $\frac{\tau_Y}{\gamma_Y} \overset{p}{\to} 1$.

Notice that conditioned on $B_c \in X \cap B_p \in Y$, for all $1 \leq s < t \leq n$, we have
\[
|L_X(X_s, X_t)| < 1/2 \text{ and } \frac{1}{2} < \frac{|X_s - X_t|^2}{\tau_X^2} < \frac{3}{2}.
\]

Next, Inequalities (17) and (18) together imply that
\[
\left| \frac{\tau_X}{\gamma_X} + uv \left( \frac{L_X(X_s, X_t)}{2} + R_X(X_s, X_t) \right) \frac{\tau_X}{\gamma_X} \right| \leq c,
\]
where $c$ is some constant. Since we choose kernels $k$ and $l$ to be the Gaussian or Laplacian kernel, it can be shown that
\[
\left| \int_0^1 \int_0^1 v f(2) \left( \frac{\tau_X}{\gamma_X} + uv \left( \frac{L_X(X_s, X_t)}{2} + R_X(X_s, X_t) \right) \frac{\tau_X}{\gamma_X} \right) dudv \right| \leq c',
\]
where $c'$ is some constant. Then, we can easily see from Equation (15) that $|R_f(X_s, X_t)| \leq c' L_X(X_s, X_t)^2$. Similar result holds for $Y$. Finally, Theorem 3.1.2 can be shown using similar arguments as in the proof of Theorem 3.1.1.
B.15. Proof of Remark 3.2.2.

PROOF. When \( k(x, y) = l(x, y) = |x - y|^2 \),

\[
    k_{st}(i) = -2(x_{si} - E(x_{si}))(x_{ti} - E(x_{ti})),
    
    l_{st}(j) = -2(y_{sj} - E(y_{sj}))(y_{tj} - E(y_{tj})).
\]

Thus, we have

\[
    E[U(X_s, X_t)^2] = E \left[ \frac{1}{p} \sum_{i=1}^{p} \sum_{j=1}^{p} k_{st}(i) k_{st}(j) \right] = \frac{4}{p} \sum_{i=1}^{p} \sum_{j=1}^{p} E[(x_{si} - E(x_{si}))(x_{ti} - E(x_{ti}))(x_{sj} - E(x_{sj}))(x_{tj} - E(x_{tj}))]
\]

\[
    = \frac{4}{p} \sum_{i=1}^{p} \sum_{j=1}^{p} \text{cov}^2(x_i, x_j)
    
    = -\frac{4}{p} \text{Tr}(\Sigma^2_X),
\]

and

\[
    E[U(X_s, X_t)^4] = E \left[ \frac{1}{p^2} \sum_{i,j,r,w=1}^{p} k_{st}(i) k_{st}(j) k_{st}(r) k_{st}(w) \right]
\]

\[
    = \frac{16}{p^2} \sum_{i,j,r,w=1}^{p} E[(x_{si} - E(x_{si}))(x_{ti} - E(x_{ti}))(x_{sj} - E(x_{sj}))(x_{tj} - E(x_{tj}))]
\]

\[
    (x_{sr} - E(x_{sr}))(x_{tr} - E(x_{tr}))(x_{sw} - E(x_{sw}))(x_{tw} - E(x_{tw}))
\]

\[
    = \frac{16}{p^2} \sum_{i,j,r,w=1}^{p} E^2((x_i - E[x_i])(x_j - E[x_j])(x_r - E[x_r])(x_w - E[x_w]))
\]

\[
    \times \frac{m^3p + m^2p^2}{p^2} \sup_i E^2(x_i^4)
    
    = O(m^2).
\]
Also,

\[ E[U(X_s, X_t)U(X_t, X_u)U(X_u, X_v)U(X_v, X_s)] = E \left[ \frac{1}{p^2} \sum_{i,j,r,w=1}^{p} k_{st}(i)k_{tu}(j)k_{uv}(r)k_{us}(w) \right] \]

\[ = \frac{16}{p^2} \sum_{i,j,r,w=1}^{p} E \left[ (x_{si} - E[x_{si}]) (x_{ti} - E[x_{ti}]) (x_{tj} - E[x_{tj}]) (x_{uj} - E[x_{uj}]) \right] \]

\[ \times (x_{ur} - E[x_{ur}]) (x_{vr} - E[x_{vr}]) (x_{uw} - E[x_{uw}]) (x_{sw} - E[x_{sw}]) \]

\[ = \frac{16}{p^2} \sum_{i,j,r,w=1}^{p} \text{cov}(x_i, x_j) \text{cov}(x_j, x_r) \text{cov}(x_r, x_w) \text{cov}(x_w, x_i) \]

\[ = \frac{16}{p^2} \text{Tr}(\Sigma_X^4) \]

\[ \ll \frac{m^3p}{p^2} \sup_i E^4(x_i^2) \]

\[ = O \left( \frac{m^3}{p} \right). \]

\[ \square \]

**B.16. Proof of Theorem 3.2.1.**

**Proof.** Firstly, the following lemma would be useful.

**Lemma 4.** Under null, we have

\[ \frac{1}{S} u \text{Cov}_n^2(X, Y) = \frac{1}{(n^2)S} \sum_{1 \leq s < t \leq n} H(Z_s, Z_t) + R_n, \]

where \( \sqrt{(n^2)} R_{n,p,q} = o_p(1) \) as \( n \wedge p \wedge q \to \infty \), \( Z_s = (X_s, Y_s) \) and \( H(\cdot, \cdot) \) is defined as

\[ H(Z_s, Z_t) := U(X_s, X_t)V(Y_s, Y_t). \]
PROOF. Firstly, sample $uCov$ can be written as
\[
uCov^2_n(X, Y) = \frac{1}{\sqrt{pq}} \sum_{i=1}^{p} \sum_{j=1}^{q} (\tilde{K}(i) \cdot \tilde{L}(j))
\]
\[
= \left( \frac{1}{\sqrt{p}} \sum_{i=1}^{p} \tilde{K}(i) \cdot \frac{1}{\sqrt{q}} \sum_{j=1}^{q} \tilde{L}(j) \right)
\]
\[
= (\tilde{K} \cdot \tilde{L}),
\]
where $\tilde{K} = (\tilde{k}_{st})_{s,t=1}^{n}$, $\tilde{L} = (\tilde{l}_{st})_{s,t=1}^{n}$, $\tilde{k}_{st} = \frac{1}{\sqrt{p}} \sum_{i=1}^{p} k(x_{si}, x_{ti})$ and $\tilde{l}_{st} = \frac{1}{\sqrt{q}} \sum_{i=1}^{q} l(y_{si}, y_{ti})$. Thus, $uCov^2_n(X, Y)$ is just $dCov^2_n(X, Y)$ with kernel $K$ defined as $K(X_s, X_t) = k_{st}$ and $L(Y_s, Y_t) = l_{st}$. Notice that
\[
\tilde{K}(X_s, X_t) - E[\tilde{K}(X_s, X_t)] = \sum_{1 \leq s < t \leq n} U(X_{s,n}, X_{t,n})V(Y_{s,n}, Y_{t,n}) + R_{n,p,q}
\]
\[
\tilde{L}(Y_s, Y_t) - E[\tilde{L}(Y_s, Y_t)] = \sum_{1 \leq s < t \leq n} H(Z_s, Z_t) + \sqrt{\left(\frac{n}{2}\right)R_{n,p,q}},
\]
where $\sqrt{\left(\frac{n}{2}\right)R_{n,p,q}} = o_p(1)$ as $n \wedge p \wedge q \to \infty$.

By Lemma 4, we have
\[
\sqrt{\left(\frac{n}{2}\right)uCov^2_n(X, Y)} = \frac{1}{\sqrt{\left(\frac{n}{2}\right)S}} \sum_{1 \leq s < t \leq n} H(Z_s, Z_t) + \sqrt{\left(\frac{n}{2}\right)R_{n,p,q}},
\]
where $\sqrt{\left(\frac{n}{2}\right)R_{n,p,q}} = o_p(1)$. By similar proof of Theorem 2.1 in Zhang et al. (2018), under $H_0$, we have
\[
\frac{1}{\sqrt{\left(\frac{n}{2}\right)S}} \sum_{1 \leq s < t \leq n} H(Z_s, Z_t) \overset{d}{\to} N(0, 1).
\]

\[\square\]
B.17. Proof of Proposition 3.2.1.

**Proof.** Notice that by the proof of Theorem 2.2 in Zhang et al. (2018), under null

\[
\frac{\text{uCov}_n^2(X, X)}{E[U(X, X')^2]} \xrightarrow{p} 1, \quad \frac{\text{uCov}_n^2(Y, Y)}{E[V(Y, Y')^2]} \xrightarrow{p} 1.
\]

(19)

So, by Theorem 3.2.1

\[
\sqrt{n} \frac{\text{uCov}_n^2(X, Y)}{\sqrt{\text{uCov}_n^2(X, X) \text{uCov}_n^2(Y, Y)}} \xrightarrow{d} N(0, 1),
\]

and also

\[
\frac{\text{uCov}_n^2(X, Y)}{\sqrt{\text{uCov}_n^2(X, X) \text{uCov}_n^2(Y, Y)}} \xrightarrow{p} 0.
\]

As a consequence, we have \( T_u \xrightarrow{d} N(0, 1) \). \( \square \)

B.18. Proof of Proposition 3.2.2.

**Proof.** Based on Theorem 3.1.1 and 3.1.2, the results follow similarly from the proof of Proposition 2.2.4. \( \square \)

B.19. Proof of Corollary 3.2.1.

**Proof.** (i) If \( R = \text{mdCov} \), the result follows from Proposition 3.2.1 and the following observation

\[
\sqrt{\frac{n}{2}} \frac{R_n^2(X, Y)}{\sqrt{R_n^2(X, X) R_n^2(Y, Y)}} = \sqrt{\frac{n}{2}} \frac{\text{uCov}_n^2(X, Y)}{\sqrt{\text{uCov}_n^2(X, X) \text{uCov}_n^2(Y, Y)}}.
\]

(ii) Recall that when \( k(x, y) = l(x, y) = |x - y|^2 \), \( E[U(X_s, X_t)^2] = \frac{1}{p} \text{Tr}(\Sigma_X^2) \) and \( E[V(Y_s, Y_t)^2] = \frac{1}{q} \text{Tr}(\Sigma_Y^2) \). If \( R = \text{hCov} \), by Proposition 3.2.2, we have

\[
\sqrt{\frac{n}{2}} \tau \times \frac{R_n^2(X, Y)}{S} = A_p B_q \sqrt{\frac{n}{2}} \frac{\text{uCov}_n^2(X, Y)}{S} + \sqrt{\frac{n}{2}} \frac{R_n''}{S},
\]

where \( A_p = \frac{\sqrt{p}}{2} f^{(1)} \left( \frac{r_x}{\tau_x}, \frac{r_x}{\tau_x} \right) \), \( B_q = \frac{\sqrt{q}}{2} g^{(1)} \left( \frac{r_y}{\tau_y}, \frac{r_y}{\tau_y} \right) \). By Theorem 3.2.1,

\[
A_p B_q \sqrt{\frac{n}{2}} \frac{\text{uCov}_n^2(X, Y)}{S} \xrightarrow{d} cN(0, 1),
\]
where $c$ is some constant. Also notice that
\[
\begin{aligned}
\left| \sqrt{n} \frac{R''_n}{S} \right| &\leq \left| \frac{nR''_n}{4\sqrt{\frac{1}{p}Tr(\Sigma_X^2)\frac{1}{q}Tr(\Sigma_Y^2)}} \right| = o_p(1).
\end{aligned}
\]

Thus, we have
\[
\sqrt{n} \frac{R''_n(X, Y)}{S} \overset{d}{\to} cN(0, 1).
\]

Next, under Assumption D4, by Equation (19) and Proposition 3.2.2
\[
\begin{aligned}
\tau \times \sqrt{\frac{R''_n(X, X)R''_n(Y, Y)}{S}} &= \sqrt{\left( \frac{A_2^2u\text{Cov}_n^2(X, X) + R''''}{E[U(X, X')^2]} \right) \left( \frac{B_2^2u\text{Cov}_n^2(Y, Y) + R'''''}{E[U(Y, Y')^2]} \right)} \\
\overset{p}{\to} c.
\end{aligned}
\]

Notice that Under Assumptions D1 and D4, Proposition 3.2.2 also holds similarly when $X = Y$ or $Y = X$. So $R'''$ and $R'''''$ are both negligible.

Thus, we have
\[
\sqrt{n} \frac{R''_n(X, Y)}{\sqrt{R''_n(X, X)R''_n(Y, Y)}} \overset{d}{\to} N(0, 1)
\]

and consequently $T_R \overset{d}{\to} N(0, 1)$. Similarly, it can be proved for $R = d\text{Cov}$.

$\square$