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Abstract

Video generation is one of the most challenging tasks in Machine Learning and Computer Vision fields of study. In this paper, we tackle the text to video generation problem, which is a conditional form of video generation. Humans can listen/read natural language sentences, and can imagine or visualize what is being described; therefore, we believe that video generation from natural language sentences will have important impact on Artificial Intelligence. Video generation is relatively a new field of study in Computer Vision, which is far from being solved. The majority of recent works deal with synthetic datasets or real datasets with very limited types of objects, scenes and motions. To the best of our knowledge, this is the very first work on the text (free-form sentences) to video generation on more realistic video datasets like Actor and Action Dataset (A2D) or UCF101. We tackle the complicated problem of video generation by regressing the latent representations of the first and last frames and employing a context-aware interpolation method to build the latent representations of in-between frames. We propose a stacking “upPooling” block to sequentially generate RGB frames out of each latent representations and progressively increase the resolution. Moreover, our proposed Discriminator encodes videos based on single and multiple frames. We provide quantitative and qualitative results to support our arguments and show the superiority of our method over well-known baselines like Recurrent Neural Network (RNN) and Deconvolution (as known as Convolutional Transpose) based video generation methods.

1. Introduction

Videos and corresponding descriptions and captions are continuously being produced and stored every moment. This amount of joint video and text “big data” makes today the best time ever for Computer Vision and Machine Learning (ML) to formulate and solve tasks related to a joint understanding of videos and text. In practice, Natural Language has been the primary tool for users to communicate with any video-based service. YouTube search query, textual descriptions as meta-data, textual comments for expressing feelings, and IMDB (Internet Movie DataBase) blogs for summarization convince us that natural language is the best way for us to deal with video content. We believe that similar to mentioned use cases, natural language is the best medium to create video content as well. It is easy for humans to express in detail what they want to see in the video, i.e., describing the colors, actions, objects. Plus, language is universal! Any human, with any background and skills, can express what he/she needs to create as a video! Considering all, we believe that generating videos from textual descriptions is a valuable task to study and solve, from both computer vision and real-world usability perspectives.

Realistically, a text to video content generating method must support free-form language and cover a broad set of activities, objects, etc. However, to the best of our knowledge, current works on text to video generation are mainly focused on synthetic datasets, or real datasets with a limited content domain, like only cooking videos. In this paper, we tackle the task of Video Generation with textual inputs for more realistic datasets i.e. videos in the wild; containing more natural videos and sentences compared to prior works. Please refer to Figure 1 for high-level overview of our approach.
A video generation model must be able to produce the spatial and temporal variations which have a natural coherence and consistency of a real video. Meanwhile, having a textual input sentence, while constraints the possible variations of a video, adds more complexity to the generative model, since the context of the input text must be visible and understandable from the generated video. Temporal dynamics is the key difference between videos and images, and makes the video generation a more challenging problem. Traditionally, Recurrent Neural Networks (RNNs) and Deconvolutions have been intuitive options to model the temporal dynamics of videos; however, RNN and Deconvolution based methods add extra parameters to the model and contributes to the complexity of the network. Previous studies suffer from the lack of experiments to show if there is a need in the latent space to model the temporal dynamics with parametric components. In this paper, we propose a novel method to capture temporal dynamics by first regressing the first and last frames’ latent representations from text description and employing a context-aware interpolation method to build up the latent representations of in-between frames. We show that our proposed simple but yet efficient model produces superior results compared to other known techniques like RNNs, or Deconvolution.

Our proposed method can generate high-fidelity videos for complicated datasets containing various kinds of actions, actors, camera view-points, etc. We provide quantitative results on three different datasets: Actor-Action Dataset (A2D), nine classes of UCF101 and Robot dataset with textual human-to-robot commands. To the best of our knowledge, we are the first one to solve the text to video generation problem on such challenging datasets like A2D, and UCF101, and report a comprehensive quantitative and qualitative study.

2. Related Works

Video Generation: Modeling the temporal coherency and consistency of natural video frames makes the video synthesis problem as one of the most challenging generative problems. Several types of the video synthesis have been studied in recent years. Authors in [4] solve the task of video synthesis as a conditional generation problem where the condition is the human pose skeleton; however, the method strongly depends on the human pose estimator and needs separate training data for each of human subjects, and scenes. Similarly, authors in [40] animate any arbitrary object given a driving video sample. This method detects a few key-points in each frame, and estimates a dense warping map by generalizing the key-points motion to all similar points.

Video synthesis can be combined with other computer vision tasks, like object [32] or semantic segmentation [25], Robot manipulation [9], and etc. Authors in [32] utilize video synthesis as an unsupervised technique to learn rich features for the task of Video Object Segmentation (VOS) with limited supervised data. They train a video generator by decomposing any video into a foreground object and a background scene. Similarly, authors in [9] learn unsupervised features for robotic object manipulation tasks. Also, the work proposed in [25] generates videos conditioned on the first (only-first) semantically segmented frame. Similarly, authors in [36] can generate videos out of a sequence of semantically segmented input frames.

Video generation can be also in form of video prediction [9] [18] [21] [35], inpainting [17], etc. Video prediction is to estimate the future frames of a video given the preceding ones. Video prediction is the most established and popular kind of video generation. The video inpainting task [17], similar to image inpainting [39], is to modify a specific spatial region of every single frame in a video.

A simplified form of video generation problem is to generate a video given a class label. Authors in [5] show that it is possible to generate high fidelity videos on a large number of classes. Similarly, the proposed method in [34] decomposes a video into content and motion subspaces and generates a video by sampling a point and a path in the two subspaces, respectively.

Generation by Textual Input: Textual sentences are the simplest form of natural human language; and transforming them into other mediums like video [26] [22] [19], image [38] [13], or speech [2] [14] is one of the most interesting problems in Artificial Intelligence. Authors in [38] propose a progressive [15] text to image generation method which leverages text to image attention at multiple resolutions. Authors in [19], crawl YouTube by some selected search queries, and clean results to obtain a dataset for training the text to video neural network that produces a gist image from a sentence, and animate the gist image. However, sentences in [19] are mostly in the form of “Action” + “Place”, which is a simple-form compared to the sentences of our target dataset, A2D [11]. In this work, we use videos in the wild datasets like A2D [37] [11] and UCF101 [31] (We provide the sentence annotations for nine classes of UCF101 in this paper). Datasets of our interest are not curated for the task of text to video generation and have complicated sentence structures. Authors in [22] solve the task of video generation using text for simpler datasets like MNIST moving digits [33] and KTH action [28], using a Negative-Log-Likelihood (NLL) loss. 3D Deconvolutions and LSTMs have been used in [26] and [20] to generate multiple frames to generate a video. In this work, we propose our novel method to generate any number of needed frames to synthesis a video, and we show the performance of text to video generation on more challenging datasets.
3. Approach

Our proposed method to solve the text to video generation follows the Generative-Adversarial framework, which includes a generator and a discriminator sub-modules. In Figure 2, we show our method diagram, including all the steps in both Generator(G) and Discriminator(D). In the rest of this section, we present the details of our proposed model.

3.1. Text Encoder

Given a sentence as the sequence of words \( S = [w_1,w_2,\ldots,w_N] \), the purpose of the text encoder is to represent \( S \) as a vector of real numbers. Ideally, one can train a neural network from scratch or end-to-end integrate with the rest of the system, similar to \( \text{[26]} \). However, in this paper we target realistic datasets, i.e., A2D and UCF101, and due to the complex nature of such target datasets and annotations, we do not have enough number of examples for each of the words in the dataset. A large portion of the words in our target datasets are rare words; moreover, there are many words in the test set, which are not seen during the training. For example, more than 500 verbs, adjectives, and nouns in the A2D dataset appear only once. Also, this amount of rare words in the test set, which are not seen during the training.

We employ the BERT (Bidirectional Encoder Representations from Transformers) \( \text{[8]} \) sentence encoder, pretrained on English Wikipedia, and provide us with a rich representation of all the sentences even if they contain rare words. We transform the 1024 dimensional output of BERT encoding into 256D using two blocks of Fully-Connected, Batch-normalization, and Leaky-ReLU layers. We denote the encoded sentence by \( e(S) \). Given \( e(S) \), we construct two distributions and draw one sample from each corresponding to latent representations of start \( (z_1) \) and end \( (z_T) \) frames, respectively. We then determine \( T \) latent representations, \( [z_1,z_2,\ldots,z_T] \), corresponding to \( T \) frames, employing a context-aware interpolation in the latent space. We use Conditional Batch-Normalization (CBN, Section 3.3) with \( e(S) \) and noise as the condition. Subsequently, we transform each \( z_i \), into a spatial representation using an FC and reshape layers, and increase its size to the desired resolution through stacked “UpPooling” blocks (Section 3.2.1). Inputs to the Discriminator are encoded sentence \( e(S) \), and the video (real or fake). We augment the video input to the Discriminator by concatenating it with an average frame from the whole batch and edge maps of the frames. The discriminator employs a single and multi-frame based videos encoders along with the encoded sentence by \( e(S) \), to measure if each frame and the video (real or fake). We augment the video input to the Discriminator by concatenating it with an average frame from the whole batch and edge maps of the frames. The discriminator employs a single and multi-frame based videos encoders along with the encoded sentence by \( e(S) \), to measure if each frame and the video (real or fake). We augment the video input to the Discriminator by concatenating it with an average frame from the whole batch and edge maps of the frames. The discriminator employs a single and multi-frame based videos encoders along with the encoded sentence by \( e(S) \), to measure if each frame and the video (real or fake).

3.2. Video Generator

Let \( e(S) \) be the encoded sentence. We estimate two Gaussian distributions \( \mathcal{N}(\mu_s,\sigma_s) \) and \( \mathcal{N}(\mu_e,\sigma_e) \) for the starting and ending frames:

\[
\mu_s,\mu_e,\sigma_s,\sigma_e = \mathcal{F}(e(S);\mathcal{N}(0,1)).
\]

Here, \( \mathcal{F} \) is a Multilayer perceptron (MLP). Concretely, we split the output of the \( \mathcal{F} \) into four equally length vectors, and we use sigmoid non-linearity on top \( \sigma_s \) and \( \sigma_e \). Note that, \( [;] \) denotes concatenation operation throughout this manuscript. We draw one vector from each of the distributions \( \mathcal{N}(\mu_s,\sigma_s) \) and \( \mathcal{N}(\mu_e,\sigma_e) \), and denote them by \( z_1 \) and \( z_T \). To generate a video with \( T \) frames, we employ an interpolation to extract the latent representation for frame \( i \):

\[
z_i = \frac{T-i}{T} z_1 + \frac{i}{T} z_T.
\]
Figure 3. Here we present the frame generator sub-module. We transform each latent vector, $z_i$, which corresponds to $t$th frame of the video, into a spatial representation using a Fully-Connected layer and reshape. We increase the resolution of the spatial representation by a factor of two in each “UpPooling Block”. The UpPooling block has a short and a long path. The short path has only a linear $1 \times 1$ Convolution and the long path, which has two 2D CNNs along with Conditional Batch Normalization (CBN) and Leaky-ReLU. We increase the resolution in both paths by a Nearest Neighbour (NN) interpolation. Note that, the concatenation of the encoded text and a 32 dimensional noise $\mathcal{N}(0, 1) \in \mathbb{R}^{32}$ passes through a Conditional Batch-Normalization (CBN) (see Section 3.3), where the condition is $[c(S) ; \mathcal{N}(0, 1)]$. Normalized latent representations are denoted by $\bar{z}_i$. The CBN module and its effect on the training are briefly explained in Section 3.3. The added random noise $\mathcal{N}(0, 1)$ brings in the needed variability to the final motion. In addition, the CBN provides a stochastic context-aware transformation on each latent representation, to finally produce $\bar{z}_1 \ldots \bar{z}_T$.

3.2.1 Frame Generator

In the second part of our Generator network, we propose a CNN based network to transform each of $z_1$ latent vectors into a RGB frame. First, the latent vectors are transformed into a spatial representation using a linear transformation and reshape. Basicly, each $z_i$ is mapped into a $h_1 \times w_1 \times c_1$ vector using a Fully-Connected layers, and are reshaped into a spatial tensor $\mathbb{R}^{h_1 \times w_1 \times c_1}$ in our experiments, $h_1 = 4$, $w_1 = 4$, and $c_1 = 2048$ are employed.

To build the frames of desired resolution, a CNN based module is employed to increase (up-pooling) the resolution of spatial features (see Figure 3). The proposed module increases the resolution of the given input via two paths, a short path with only one convolution layer, and a longer path with two convolution layers with Conditional Batch-Normalization (Section 3.3) and ReLU activation in between. The short path plays a role of skip-connection that facilitates the training process. However, the longer path increases the capacity of the model by adding non-linearity and normalization. Nearest-Neighbour (NN) interpolation is used to increase the spatial size of each tensor. We tried PixelShuffle [29], and 2D-Deconvolutions as other design choices, however, NN-interpolation consistently produced better results in all experiments.

We stack the “UpPooling” block (as explained in Figure 3) to reach the desired output resolution. In our experiments, our generated frames are $64 \times 64$; thus, we need four blocks of UpPooling Blocks. Finally, we apply a 3D convolution on the output of the final layer with 3 (RGB) filters and $\text{tanh}$ non-linearity to build the final RGB frame.

3.3. Conditional Batch-Normalization (CBN)

Here, we briefly explain the conditional Batch-normalization we employ in our generator. Given an input $x$ and condition $c$ we compute $\bar{x}$ as follows:

$$\bar{x} = \gamma(c)\frac{x - \mu_x}{\sigma_x} + \beta(c)\mu_0,$$

(3)

where $\gamma(.)$ and $\beta(.)$ are neural networks that have the same output shape as shape of $x$. In our case, we use a single linear FC layer to implement each of them. Also, $\gamma(c)_{\mu=b} = \gamma(c) - \mu_{\gamma(c)} + b$ (same for $\beta(c)$, that simply means to shift the mean value of the batch, $\mu_{\gamma(c)}$, to $b$), and we compute the mean $\mu$, and variance $\sigma$ over the batch. Conditional Batch-Normalization, in fact, normalizes the mean and variance of each sample with respect to the statistical data of whole batch, and applies a context-aware affine transformation (scale $\gamma(c)$, and shift $\beta(c)$), where the context is represented as condition $c$, on the normalized input.

3.4. Discriminator

Our proposed Discriminator (D) consists of a frame-based and a video-based encoder sub-modules. The frame-
based sub-module encodes each frame globally and locally using 2D CNN blocks. It encodes each frame into one vector (global frame encoding), and estimates its relevance to the input text, while it uses spatial features, extracted before the global average pooling (see Figure 4), to compute one score for each region of the frame. It helps the discriminator not only to determine if the global context of the video is related to the text, but also each spatial region of the frames is locally natural looking. Similarly, the multi-frame (video-based) sub-module D, leverages 3D CNN blocks to encode all frames of a video, as a sequence, into a vector. To compute the relevance between the encoded video \(v \in \mathcal{R}^{d_v}\), which can be a single or multi-frame based encoded vector, and the encoded sentence \(e(S) \in \mathcal{R}^{d_s}\), we compute the discriminator score by:

\[
D(v, e(s)) = W_D \times (\sigma(W_e \times e(S)) \circ v),
\]

where \(\circ\) represents element-wise multiplication, \(W_D \in \mathcal{R}^{d_v \times 1}\) and \(W_e \in \mathcal{R}^{d_s \times d_u}\). We denote the discriminator scores from 3D CNN multi-frame video-based encoder by \(D_{3D}\), and from 2D CNN frame-based encoder by \(D_{2D}\). Also, we use \(D_r\) for the spatial regions’ scores which is computed along with the single-frame encoder. Note that, \(D_r\) is a function of single frames, and is independent of \(e(S)\). Finally, we take an average of all the scores from all the frames to compute the final \(D_{2D}\) and \(D_r\).

3.4.1 Discriminator Input Enrichment

We observe that using Batch-Normalization or Conditional Batch-Normalization in Discriminator (D) architecture do not facilitate the training process. In our experiments, D containing BN dominates the G in early iterations, and results in severe mode-collapse. To utilize the stochastic batch information, we propose to concatenate each RGB frame with an average RGB frame of all the frames in a batch. In this scenario, D benefits from information in both single sample and batch statistics. This technique reduced the mode-collapse in our experiments; without this technique, we observe that there is a high chance that the model collapses into one or two modes during training, and we need to reload an earlier checkpoint to continue training. Additionally, as shown in previous studies [10], edge information is essential to detect if a frame is blurred. We augment each RGB frame with its Sobel edge map. See Figure 4 for more details.

3.5. Loss Function

We use the hinge-based loss to train our GAN architecture. We compose the Generator loss as:

\[
\mathcal{L}_G = -D_{3D}(G(S), e(S)) - D_{2D}(G(S), e(S)) - D_r(G(S)),
\]

and the discriminator loss as:

\[
\mathcal{L}_D = [1 - D_{3D}(V, e(s))]_+ + [D_{3D}(G(S), e(S)) + 1]_+ + [1 - D_{2D}(V, e(s))]_+ + [D_{2D}(G(S), e(S)) + 1]_+ + [1 - D_r(V)]_+ + [D_r(G(S)) + 1]_+,
\]

where \([x]_+ = \max(0, x)\) and \(V\) is a real video from training set with the text annotation \(S\), and \(G(S)\) is a generated video given \(S\).

4. Experimental Results

4.1. Dataset

Actor and Action (A2D) The A2D dataset is a popular dataset for the actor and action video segmentation task. The authors in [11] provide sentence annotations corresponding to video actor segmentation, and authors in [23] provide frame level bounding box for each actor. A2D contains 3,782 videos with 6,656 sentences corresponding to actor segmentation, including 811 different nouns, 225 verbs, and 189 adjectives. Each sentence corresponds to one actor throughout the whole video. Therefore, there can be more than one sentence annotated for each video, corresponding to multiple actors. We crop the video for each sentence by constructing a maximal bounding box that covers all the instances of the object in all the frames. This way we get one video sequence for each sentence; hence, 6,656 cropped video sequences and sentences.

UCF101 is one of the popular datasets for the task of human action recognition. However, to the best of our knowledge, there has been no video level captioning annotations for UCF101. We have annotated 9 classes of UCF101. The selected classes are: “Fencing”, “Basketball”, “Basketball Dunk”, “Biking”, “Golf Swing”, “Gymnastics”, “Cricket Bowling”, and “Cliff Diving”. We asked the annotators to describe each video by a short sentence. Note that some of videos in each of UCF101 classes are very similar, and we let the annotators use identical annotations based on their judgment. The corpus of video captions have 182 unique words, and the maximum sentence length is 22 words.

Robotic Videos: Authors in [1] provide an object manipulation robotic dataset containing videos and corresponding user-to-robot textual command. This dataset contains “push” and “pick-up” tasks for multiple objects. Sentences are in form of “task + object description”. For example, “pick-up the blue box”. Each video is about 20 seconds, and we randomly pick 16 frames to train the system.

4.2. Evaluation Metrics

Inception Score (IS) [27] is widely used in quality assessment of generative models. Inception Score is computed based on a pre-trained classifier on the dataset. Ultimately, any generated sample must belong to a specific class (high
probability output on a single activation of the classifier), and the model must generate outputs from all the available categories (diversity on the classifier output). A higher IS is better. To compute the Inception Score, we fine-tune the I3D model [3] pre-trained on Kinetics [16] and imagenet [7] on each of the datasets with the same number of classes (in our case, 43,9 and 11 classes for A2D, UCF101, and Robotic datasets, respectively), and other settings like the frame size, frame rate (fps), etc. We fine-tune the pre-trained I3D model [3] on Kinetics [16] and imagenet [7].

Fréchet Inception Distance (FID) [12] compares the statistics of two sets of samples, namely real and fake. We use the same fine-tuned I3D classifier used for the IS score and extract 1024 dimensional features. The lower FID is better. This quantitative measurement for video synthesis is also known as FVD [5].

R-Precision: Following [38], we employ R-Precision, which is a retrieval evaluation metric. To compute the R-Precision, we first train a CNN based retrieval network (again based on pre-trained I3D), that can rank a set of sentences, given a video. The retrieval network architecture consists of a video encoder and a text encoder, and we train it with a hinge ranking loss and cosine similarity until it fully converges on the training data. This network achieves “top-1 accuracy” of 80% and 60% for UCF101 and A2D training data, respectively. Later, given a sentence, we generate a video and using the retrieval network, we rank a set of 100 sentences, including unseen and seen. Assuming that there are $R$ related sentences in the 100 sentences, and $r$ of them are in top $R$ ranked sentences, the R-precision score is: $\frac{r}{R}$. Note that, in contrast to [38], our datasets do not have multiple sentences per video sequence. Or simply, $R = 1$. To overcome this issue, we slightly alter each sentence by randomly dropping/replacing some words. Using this technique, we generate between 6 to 12 related sentences for each video. We believe that if a sentence is slightly changed, it must be still ranked above totally unrelated sentences. We use this metric for A2D and UCF101 datasets. Accuracy: Since there are only 11 unique sentence in the Robotic dataset [1], and some of them have only one word difference, the R-Precision is not a good option for evaluation. Instead, we train a classification network that given a video, classifies which of the 11 classes (unique sentence) the video belongs to. Later, we use this classification network and test it on the generated videos. A higher accuracy is better.

### 4.3. Quantitative Results

We evaluate our trained model on UCF101 and A2D dataset using the explained metrics in Section 4.2. For a comprehensive study, we include some baselines in which we use other design choices from previous works. We provide the following baselines for all A2D, UCF101, and Robotic datasets. Note that the original implementations of baselines are not designed for this dataset and problem, i.e. text to video generation. Hence, to have a fair comparison, we use our best text encoding and discriminator for each baseline. Also, we carefully tune the hyperparameters for each baseline. Only Class Labels: We train the model merely with video class labels. By comparing the results of this method with our final method, we show that sentences are more compelling conditions for the task of video generations; and our generative model benefits from additional information contained in a sentence compared to employing only labels.

SLERP + LSTM: We follow the design of [32] which construct the temporal domain of a video by a Spherical Linear Interpolation (SLERP), and estimates each latent point representation $\bar{z}_t$ using an LSTM.

Deconvolution: In this baseline, similar to [26], we expand the number of generated frames by Stacking Deconvolution layers (also known as Convolution Transpose).

Conv-RNN: Similar to [5], we estimate a distribution out of the input text, and transform it into a spatial representation using a linear transformation and reshape. The resulting spatial representation is repeated $T$ times and is passed to a Convolutional Recurrent Neural Network. We observe that a Convolutional Gated Recurrent Unit (ConvGRU) with layer Normalization is the best choice for this baseline.

Real Data: Evaluation on the “Real Data” gives us a better understanding of what would be a realistic expected value for each of the Inception Score, Fréchet Inception Distance, and R-Precision. We do not expect even on real data, we will get the best possible scores, since neither of I3D or our retrieval network is perfect. Note that, the FID value would be ideally zero on the real data itself; however, we split the set of all the real videos in half and compute the FID between these two sets.

Furthermore, for the A2D dataset, which is the most challenging dataset, we provide more ablation studies (Table 1) to show the contribution of the proposed components in our method. In BilSTM Sentence Encoder experiment,

| Baseline | IS↑ | All-FID↑ | Intra-FID↑ | R-P↑ |
|----------|-----|----------|------------|------|
| Deconvolution [26] | 3.84 ± 0.12 | 31.56 | 108.04 | 0.31 |
| SLERP + LSTM [32] | 4.04 ± 0.17 | 25.74 | 104.13 | 0.34 |
| ConvGRU [5] | 4.91 ± 0.33 | 34.78 | 109.78 | 0.30 |

Table 1. A2D experimental results. All-FID: The FID on all the videos from all classes. Intra-FID: Mean of FID within videos of each class. R-P: R-Precision. IS: Inception Score.
we replace the pre-trained BERT encoder with a simple BiLSTM that trains from the scratch, and the performance of the method drops drastically. This is due to the reasons mentioned in Section 3.1. Moreover, we provide ablation study on the Discriminator. We isolate each of the discriminator terms, namely $D_r$, $D_{2D}$, and $D_{3D}$. By comparing the performance of these ablation studies with the full model, we show that the terms in Equations 5 and 6 are complementary.

For the sake of fairness, we keep the implementation of all the baselines and our proposed method as similar as possible. For example, the discriminator architecture, hardware, and etc. In Tables 1, 2, and 3, we show the results of our proposed method respectively on A2D, UCF101, and Robotic datasets. Our proposed method is competitive to the baselines based on all the evaluation metrics.

### 4.3.1 Qualitative Results

In Figures 5 and 6, we provide qualitative results for A2D and UCF101 datasets. Each figure comes with multiple sentences and generated videos corresponding to each of them. In Figure 7, we show generated videos that contain 16 frames. Note that, for the Robot dataset, each video represents a full task performance, which usually has around 200 frames in the original dataset. These results show that our method can handle datasets with a higher skip frame rate (lower fps). In more realistic and wild datasets like A2D, videos can have various ranges of motion. A video can have minimal motion (static video) or jumpy consecutive frames. We observe that our model can successfully cover various motions. For example, in Figure 5, the top left example (“The bird is climbing the chair”) has much less motion than the bottom left example (“A bird is flying”).

### 4.4. Experimental Setup Details

For both of UCF101, and A2D dataset, we randomly select 5 to 9 frames, with skip rate of 1 frame ($\approx 15$ fps); meaning that the training clips can be from the beginning, middle or end of a video sequence. For the Robotic dataset, we sample 16 frames from a full length demonstration of the robot that can be up to 20 seconds. Thus, the videos shown in Figures 5 and 6 represent about 0.5 of an actual video, and the videos shown in Figure 7 covers a longer range (up to 20 seconds) of time. We train the models on different datasets in slightly different manners. We use 1 Titan X Pascal GPU to train the experiments of UCF101, and 4 GPUs to train the A2D dataset. Due to the higher variance of videos in A2D dataset, it takes more time for our model to start generating meaningful videos. The model takes 1 day to train on UCF101 and Robotic, and 3 days on A2D. We employ Spectral Normalization [24] on both of Generator and Discriminator modules in all training iterations. We train the Generator and Discriminator equally, i.e., training Generator and Discriminator alternatively, with one iteration for each. We use Adam optimizer with learning rate 0.0001 for both of G and D.

Please refer to the Supplementary Materials of this manuscript for more Qualitative examples, videos, and etc. We also provide qualitative results for a “Smooth Transition” test. This test is an important evidence of the model generalization.

### 5. Conclusion

In this paper, we tackle the problem of text to video generation on realistic datasets with free-form sentences. Also, we provide superior results of our proposed Latent Linear Interpolation (LLI) based method compared to well-known approaches. We believe that solving the video content creation using text has a lot of research value and has many real-world usages.

---

**Table 2. UCF 101 Quantitative Results.** Here we report the Inception Score (IS), R-Precision (R-P), Fréchet Inception Distance (FID). For the FID score, all the videos from all the classes of the dataset, are used to compute the FID score. And in another experiment (Intra-Classes FID) we compute the FID score for the videos within each class.

|                         | IS ↑ | R-P ↑ | FID ↓ | Accuracy ↑ |
|-------------------------|------|-------|-------|-------------|
| Only Class Labels       | 3.69 ± 0.19 | N/A   | 60.38 | 163.97      |
| SLERP + LSTM [32]       | 1.02 ± 0.00 | 0.04  | 127.05| 181.59      |
| Deconvolution [26]      | 3.95 ± 0.19 | 0.19  | 51.64 | 126.85      |
| ConvGRU [16]           | 5.93 ± 0.15 | 0.35  | 30.24 | 63.31       |
| Ours                    | 7.01 ± 0.36 | 0.43  | 17.12 | 29.20       |
| Real Data              | 8.24 ± 0.20 | 0.56  | 6.92  | 14.51       |

**Table 3. Robotic experimental results.** All-FID: The FID on all the videos from all classes. Intra-FID: Mean of FID within videos of each class. IS: Inception Score.

|                         | All-FID ↓ | Intra-FID ↓ | Accuracy ↑ |
|-------------------------|-----------|-------------|-------------|
| Only Class Labels       | 1.99 ± 0.19 | 20.39 | 73.2 | 10.4 |
| SLERP + LSTM [32]       | 3.47 ± 0.16 | 4.60 | 18.22 | 73.7 |
| ConvGRU [16]           | 3.17 ± 0.20 | 6.65 | 25.74 | 50.4 |
| Ours                    | 3.36 ± 0.15 | 3.79 | 16.45 | 76.6 |
| Real Data              | 3.64 ± 0.37 | 3.4 | 17.5 | 100 |
“The bird is climbing the chair”

“Red ball rolling”

“Baby crawling on the floor”

“A bird is flying”

“A cat is rolling on the floor”

“Red car rolling on the lawn”

“White cat eating something from hand”

“A cat is running in the snow”

Figure 5. Qualitative Results on A2D dataset. Corresponding to each sentence we show the frames of generated videos. All samples are 6 frames with $64 \times 64$ resolution. Our proposed model can successfully produce diverse videos with different amount of motions, backgrounds and objects.

“Cricket Bowling, front-view of man wearing green”

“Floor Gymnastics, side-view wearing red”

“Side view fencer lunging forward”

“Cricket Bowling, front-view of man wearing green”

“side view wearing white tshirt and black shorts”

“Floor Gymnastics, side-view wearing red”

“Back view with white tshirt and shooting basketball”

“Side view fencer lunging forward”

“Woman riding next to beach”

Figure 6. UCF101 qualitative results. Corresponding to each sentence we show the frames of generated videos. All samples are 6 frames with $64 \times 64$ resolution.

Pick-up the red ring

Push the white plate from left to right

Figure 7. Robotic dataset qualitative results. Corresponding to each user command (sentence) we show the frames of generated videos. All samples are 16 frames with $64 \times 64$ resolution.
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