Impact of Diffusion–Perfusion Mismatch on Predicting Final Infarction Lesion Using Deep Learning
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ABSTRACT
We report a study that validates the impact of diffusion-perfusion mismatch in a deep learning (DL) model predicting the final infarction lesion from baseline magnetic resonance imaging (MRI). From 472 consecutive patients with acute ischemic stroke, we gathered baseline and follow-up MRI having intervals of 3–7 days, and initial and final infarction lesions were segmented. Four U-Net-based DL models from baseline MRI with different combinations of diffusion-weighted imaging (DWI), perfusion-weighted imaging (PWI) maps, and initial diffusion-restricted lesion prediction map (Pred\textsubscript{init} map) were trained to predict the final infarction lesion. Five-fold cross-validation was used for training and testing. As an external test set, 55 patients from another institution were analyzed. Dice similarity coefficient (DSC) was compared between the models and subgroups according to the presence of lesion growth and/or diffusion-perfusion mismatch. The model using the PWI maps and Pred\textsubscript{init} map showed the best mean DSC (0.422 and 0.486 for internal and external test set, respectively). This model showed better performance in predicting rapid lesion growth compared with the baseline model (mean DSC difference, 0.040; 95% confidence interval: 0.018–0.062). Using the PWI map with initial diffusion-restricted lesion prediction improved the performance of DL model in predicting the final infarction lesion from baseline MRI.
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I. INTRODUCTION
Accurate and timely diagnosis is crucial for managing acute ischemic stroke. Particularly, assessing the extent of infarcted brain tissue and the time elapsed from stroke onset at baseline neuroimaging study is important in deciding the most appropriate treatment option. In addition, prediction of the final infarction lesion at baseline imaging is important since it is correlated with the functional outcome [1], [2].

Computed tomography (CT) and magnetic resonance imaging (MRI) are the mainstay of imaging modalities in diagnosing acute ischemic stroke. Although both imaging protocols can be used to assess large vessel occlusion and tissue perfusion status, the initial imaging strategy as to which modality (CT versus MRI) should be used first may differ across different institutions depending on their situations [3], [4].
For MRI, diffusion-weighted MR imaging (DWI) and dynamic susceptibility contrast perfusion-weighted MR imaging (PWI) are widely adopted tools for evaluating ischemic and oligemic regions in patients with acute ischemic stroke. A diffusion-restricted lesion on DWI indicates an infarcted tissue, and a tissue showing perfusion delay on PWI without diffusion restriction on DWI (i.e., DWI-PWI mismatch) is considered to be at risk but not yet infarcted, or ischemic penumbra [7], [8]. Similarly, the mismatch of visibility between DWI and fluid-attenuated inversion recovery (FLAIR) imaging (i.e., DWI-FLAIR mismatch) is known to be useful in estimating the lesion age, since it reflects the net increase of water during the transition of acute ischemic stroke to the subacute stage [9]. Thus, FLAIR, DWI, and PWI are essential in determining the severity of ischemic injury and extent of surrounding tissue at risk.

The recent advances in deep learning (DL) have shown promising results on various imaging modalities. Several studies have shown its effectiveness in the segmentation of acute ischemic stroke lesions on DWI [10], [11].

In this study, we aimed to develop a DL model to predict the final infarction lesion from the baseline (or initial) MRI in patients with acute ischemic stroke. Particularly, we aimed to evaluate the impact of DWI-PWI mismatch in enhancing the performance of final infarction lesion prediction as compared to that using FLAIR and DWI only. To assess our model’s generalizability, we performed external validation using data from another institution. In sum, the contributions of our work are as follows:

- We developed a DL model to predict the final infarction lesion from the initial MR imaging using the real-world dataset, composed of 472 consecutive patients with acute stroke, and performed external validation using additional data of 55 patients from another institution.
- The proposed model was able to predict the final infarction lesion with Dice similarity coefficient of 0.422–0.486.
- The addition of perfusion maps and the probability map of diffusion-restricted lesions on initial MR imaging significantly improved the model performance in predicting the final infarction lesion.

II. MATERIALS AND METHODS

This retrospective study was approved by the institutional review boards of two participating institutions, and informed consent was waived.

A. STUDY POPULATION

At Seoul National University Bundang Hospital (SNUBH), 1140 consecutive patients who underwent an initial MRI study from April 2014 to June 2017 were initially selected from the clinical database using the following inclusion criteria: 1) established diagnosis of acute ischemic stroke in patients aged ≥ 19 years; 2) time from symptom onset to initial MRI of < 24 h; 3) DWI, FLAIR, and PWI included in the initial MRI; and 4) follow-up MRI including DWI and FLAIR 3–7 days after the initial MRI. We excluded 668 patients due to the following conditions: 1) performance of mechanical thrombectomy prior to the follow-up MRI, 2) missing raw data of DWI or PWI required for image processing, and 3) failed automatic co-registration of initial and follow-up studies or inadequate image quality for interpretation. We excluded patients who underwent mechanical thrombectomy because the procedure directly affects the perfusion status, which would subsequently affect the prediction of final infarction lesion by the model (leading to underestimate the lesion growth when such data are used for training). Finally, 472 patients were enrolled in this study as training and internal test datasets. Out of the 668 excluded cases, for 208 patients whose DWI and FLAIR of the initial study were adequate, DWI and FLAIR of the initial study were used for training the DWI lesion segmentation model (Predinit). As an external test dataset, 55 patients who underwent initial MRI studies from January 2016 to December 2016 at Asan Medical Center (AMC) were enrolled using the same inclusion and exclusion criteria (Fig. 5). Although SNUBH followed a CT-based triaging system, AMC adopted an MRI-based triaging system.

The demographic and clinical data of the patients were collected including age, sex, risk factor of stroke such as hypertension, hyperlipidemia, or heart disease, stroke etiology, National Institutes of Health Stroke Scale rating, modified Rankin Scale (mRS), intravenous thrombolysis (IVT), and the time elapsed from the symptom onset to hospital visit (Table 5).

B. MRI EXAMINATION

At SNUBH, MRI scans were performed using 1.5T (Intera; Philips Healthcare, Best, the Netherlands) or 3T (Achieva or Ingenia; Philips Healthcare) MRI scanner. At AMC, all MRI scans were performed on a 1.5T scanner (Magnetom Avanto; Siemens Healthcare, Erlangen, Germany). Imaging sequences of the initial MRI included spin-echo echoplanar DWI, axial turbo spin-echo FLAIR, and gradient-echo echo-planar dynamic susceptibility contrast PWI, and the follow-up MRI included DWI and axial FLAIR. The apparent diffusion coefficient (ADC) map at the standard b-value (b = 1000 s/mm²) was generated from DWI on a voxel-by-voxel basis. Detailed MRI parameters were as follows: for DWI, repetition time (TR), 3000–8000 ms; echo time (TE), 56–103 ms; flip angle (FA), 90°; matrix, 128 × 128; field of view (FOV), 216 × 220–250 × 250 mm²; number of excitations, 1–6; slice thickness, 5 mm; and interslice gap, 1–2 mm; for FLAIR, TR, 9000–11200 ms; TE, 109–140 ms; FA, 90°; matrix, 256 × 162–352 × 264; FOV, 182 × 230–230 × 240 mm²; number of excitations, 1; slice thickness, 5 mm; and interslice gap, 1–2 mm; and for PWI, TR, 1470–1500 ms; TE, 29–40 ms; FA, 90°; matrix, 112 × 88–128 × 128; FOV, 216 × 230–230 × 240 mm²;
number of excitations, 1; slice thickness, 5 mm; and inter-
slice gap, 1–2 mm. For contrast enhancement, gadobutrol
(Gadovist®, Bayer Schering Pharma AG, Berlin, Germany;
0.1 mmol/kg) and gadoterate meglumine (Dotarem®; Guer-
bet, Aulnay-sous-Bois, France; 0.1 mmol/kg) were injected
as a bolus intravenously.

C. IMAGE ANALYSIS AND PROCESSING
Two board-certified neuroradiologists (L.S. and S.C.J.) with
11 and 16 years of clinical experience, respectively, reviewed
the MRIs and determined the reference standard or ground
truth for the final infarction lesion based on consensus.
FLAIR hyperintensity lesion on follow-up MRI corre-
sponding to acute ischemic lesion was considered as the final
infarction lesion. Areas of hemorrhagic transformation of
infarction were included in the infarction lesion. Defi-
nite subacute infarction on the initial MRI was excluded.
The ground truth masks were carefully drawn using
in-house software derived from ImageJ (U.S. National
Institutes of Health, Bethesda, Maryland, USA; available at
https://imagej.nih.gov/ij/).

Time-to-peak (TTP) and Tmax maps were generated
from PWI using the Olea software (Olea Medical Solu-
tions, La Ciotat, France). The Medical Imaging Pro-
cessing, Analysis, and Visualization (MIPAV) software
version 8.0.2 (Center of Information Technology and
National Institute of Health, Bethesda, Maryland, USA) was
used for the co-registration of the initial and follow-up MRI
examinations.

All pairs of MRI examinations were classified accord-
ing to presence of DWI-PWI mismatch and lesion growth.
DWI-PWI mismatch was defined as the mismatch ratio (area
of Tmax or TTP prolongation and that of diffusion-restricted
lesion on DWI) greater than 1.2 and absolute difference of
PWI and DWI abnormality greater than 10 mL [12]. Sim-
ilarly, lesion growth was defined as the ratio of the final
infarction lesion and initial diffusion-restricted lesion on DWI
greater than 1.2 and the final lesion size greater than 10 mL.

Before the training, we resized all images to the common
dimension of 20 × 512 × 512 (depth×height×width) voxels.
We also scaled the intensity level of the images to make all
values lie between 0 and 1, where extremely high values were
set to 1 and background noise was set to 0. Data augmentation
was not applied.

D. MODEL ARCHITECTURE AND TRAINING
To construct a possible prediction model on 3D images,
we developed a DL model that is a streamlined version of
the 3D multiscale residual U-Net [13], which won the first prize
in the Ischemic Stroke Lesion Segmentation (ISLES) Chal-
 lenges consecutively in 2016 and 2017 [14]. Our DL model,
whose architecture is described in the appendix (Table 6),
is simpler and uses less parameters than the original archi-
tecture while performing on par. Architectures based on
the U-Net [15], [16] have reported decent performance in
predicting lesion outcome with multi-spectral MRI despite
the difficulty of the task [14].

For the input images, we considered employing lesion
prediction map at the baseline (Pred\textsubscript{init} map) in addition
to diffusion- and perfusion-weighted maps. We separately
trained a segmentation model with the same architecture
(Table 6) using DWI, ADC, FLAIR, and the ground truth
maps at the same time point (i.e., the baseline lesion mask
was used for the baseline image), and the trained probability
maps obtained from this segmentation model were used as
an input of the prediction model. The inputs for the resulting
models (Models 1–4) are summarized in Table 1.

| Model No. | Input image sequences |
|-----------|-----------------------|
| 1         | DWI, ADC, FLAIR       |
| 2         | DWI, ADC, FLAIR, Tmax, TTP |
| 3         | DWI, ADC, FLAIR, Pred\textsubscript{init} |
| 4         | DWI, ADC, FLAIR, Tmax, TTP, Pred\textsubscript{init} |

For the loss function, we tried to directly optimize the
common criterion for segmentation quality known as Dice
similarity coefficient (DSC), defined as

\[
\text{DSC} = \frac{2N_{TP}}{2N_{TP} + N_{FP} + N_{FN}},
\]

where \(N_{TP}, N_{FP},\) and \(N_{FN}\) denote the number of true positive,
false positive, and false negative voxels predicted, respec-
respectively. By defining the loss function as the continuous version of
DSC,

\[
\ell(y, p) = \frac{2\sum_{i=0}^{N-1} y_i p_i}{[2\sum_{i=0}^{N-1} y_i] + \sum_{i=0}^{N-1} (1-y_i) p_i + \sum_{i=0}^{N-1} (1-p_i)},
\]

where \(y_i\) is the ground truth value (either 0 or 1) and \(p_i\)
is the predicted probability of \(i\)-th voxel, we can compute and
optimize the parameters of the DL model with respect to this
loss function. As we are trying to predict the lesion occurring
for only small regions on an image, DSC is more suitable
than other common losses such as the binary cross-entropy
or mean absolute error loss, because the former tends to favor
true positive predictions over true negatives.

We applied patch sampling for constructing the training
batch. The training batch comprised of 3D patches with a
size of 20 × 64 × 64 voxels, sampled from preprocessed
images. To accelerate the training process (or to save the
memory capacity demanded for the sampling), we randomly
selected at most 100 patients for every 100 iterations, and all
the patches for the training batch were sampled within those
selected patients for that 100 iterations. We optimized the
training loss using ADAM [17] for at most 20,000 iterations.
The early stopping method was applied by computing the
mean DSC of the validation set for every 100 iterations. Then,
the model parameters with the highest validation DSC was
selected.
We applied five-fold cross-validation (CV) by dividing all patients into five sets randomly, where three sets were used in training, one set was used for validation, and one set was used for testing for each fold. All models were trained with an identical split of the folds in a five-fold CV.

For the evaluation of the models, prediction maps about the final infarction lesion on test data were drawn out using a probability threshold of 0.50 for each voxel. Subsequently, DSC, sensitivity, and the positive predictive value (PPV) of the prediction maps were calculated. For SNUBH data, a test prediction map for each patient was obtained from the fold that was not used in training. For AMC data, prediction maps were obtained from majority voting among all five models obtained by five-fold CV.

The implementation of the model training and evaluation was based on Keras (version 2.3.1: https://keras.io) with TensorFlow (version 1.15.0; https://www.tensorflow.org) back-end. Using a workstation with Xeon® Processor E5-2650 version 4 (Intel, Santa Clara, CA, USA) and Titan X graphical processing units (Nvidia, Santa Clara, CA, USA), the computing time was shortest for Model 1 (40 h) and longest for Model 4 (65 h). The implemented training code can be found in https://github.com/sdlee087/deep_medical.

E. STATISTICAL ANALYSIS

Welch’s t-test was conducted to test the difference in the means of the numerical variables, and the chi-squared test was performed for categorical variables to test their homogeneity. We also applied correlation tests to analyze the effect of patients’ clinical information on the performance of these DL models. To compare the performance of the models, the DSC sensitivity and PPV of test prediction maps were compared using paired t-tests between the models. All analyses were processed with the statistical software R (version 3.6.3, R Foundation for Statistical Computing, Vienna, Austria).

III. RESULTS

The two participating institutions showed significant differences in several clinical features such as age, proportion of smokers, atrial fibrillation, coronary heart disease, sleep apnea, and proportion of 3T MRI scanner (Table 5). Approximately 30% and 45% of the patients from SNUBH and AMC, respectively, exhibited DWI-PWI mismatch. In addition, the initial and final infarct volumes of patients from AMC (median: 17.8 mL; interquartile range [IQR]: 3.0–44.8 mL; and median: 22.1 mL; IQR: 4.3–71.8 mL, respectively) were significantly higher than those from SNUBH (median: 0.86 mL; IQR: 0.33–3.44 mL; and median: 1.47 mL; IQR: 0.52–6.67 mL, respectively).

The loss curve of the trained model is presented in Fig. 6. We could notice that the models with Pred\textsubscript{init} (Model 3, Model 4) achieves optimal weight quicker than other models. The test measures of each model are presented in Table 2. Among all models, Model 4 showed the highest DSC for both internal and external test sets (0.422 ± 0.277 [standard deviation] and 0.486 ± 0.252, respectively). See Section IV for further discussions on the impact of Pred\textsubscript{init} to the model.

Compared with the baseline model (Model 1), Model 4 showed a significant difference in mean DSC in total data under 5% significance level. In terms of subgroup analysis, there was a statistically significant difference between two models in subgroups such as internal and external test sets, data with presence of lesion growth, data with DWI-PWI mismatch, and DWI-PWI mismatch with lesion growth. Particularly, the mean DSC increment of the subgroup with lesion growth was 0.040 (95% confidence interval: 0.018–0.062) (Fig. 1). In addition, we could report that the volume of the lesion significantly affects the accuracy of the prediction map; for bigger lesions, the prediction maps from models were more likely to achieve higher DSC, which increases the mean and decreases the variance of the test DSC (Fig. 2). For both models, mean test DSCs were significantly higher in subjects with lesion volume ≥ 10 mL than in those with lesion volume < 10 mL (p < 0.001 for both) on the result of the internal test set. However, the external test set did not show such a significant difference for both models due to the small sample size and high variance in the test DSC (Table 3).

![FIGURE 1. Mean and 95% confidence interval of DSC difference (Model 4 - Model 1) on various subgroups. The intervals above the red dashed line indicate results with statistical significance. DSC = dice similarity coefficient. LG = lesion growth. DPM = DWI-PWI mismatch.](image-url)

The results of the correlation tests between mean DSC and DWI-PWI mismatch or the rate of lesion growth in Model 1, Model 2, and Model 4 are shown in Table 4. For Model 4, DWI-PWI mismatch and lesion growth (growth more than 20%) features were negatively correlated with the test DSC (\(\hat{\rho} = -0.134\) and \(-0.225\), respectively; \(p = 0.002\) and 0.011, respectively). For Model 1, DWI-PWI mismatch exhibited a significant negative correlation with the DSC (\(\hat{\rho} = -0.086, p = 0.049\)), but the effect of lesion growth was uncertain (\(p > 0.05\)). For Model 2, neither
TABLE 3. Mean (standard deviation) of test DSC of Model 1 and Model 4 by lesion volume. The mean (standard deviation) of test DSC for each subgroup is given. The result of Welch’s t-test between the statistics of each subgroup is given as in p-value.

| Data          | Statistic | Subgroup by final lesion volume | p-value |
|---------------|-----------|---------------------------------|---------|
|               |           | < 10mL | > 10mL |         |          |
| Internal test set | DSC (Pred_{\text{init}}) | 0.460 (0.304) | 0.649 (0.263) | < 0.001* |         |
|               | DSC (Model 1) | 0.355 (0.281) | 0.581 (0.244) | < 0.001* |         |
|               | DSC (Model 4) | 0.377 (0.269) | 0.607 (0.230) | < 0.001* |         |
| External test set | DSC (Pred_{\text{init}}) | 0.409 (0.264) | 0.486 (0.262) | 0.299    |         |
|               | DSC (Model 1) | 0.409 (0.276) | 0.419 (0.283) | 0.845    |         |
|               | DSC (Model 4) | 0.410 (0.253) | 0.533 (0.243) | 0.083    |         |

There were 26 cases in which the acute infarction lesion was not detected from the initial MRI scan (i.e., the initial lesion volume is zero), but subsequently developed on the follow-up MRI (internal test set, 25 cases; external test set, 1 case). Among these, Model 4 was able to predict the occurrence of acute infarction lesions in 5 cases (19.2%; internal test set, 4 cases; external test set, 1 case). When all models were considered, at least one model was able to predict the lesion occurrence in 8 cases (30.8%; internal test set, 7 cases; external test set, 1 case) (Fig. 4).

There were 26 cases in which the acute infarction lesion was not detected from the initial MRI scan (i.e., the initial lesion volume is zero), but subsequently developed on the follow-up MRI (internal test set, 25 cases; external test set, 1 case). Among these, Model 4 was able to predict the occurrence of acute infarction lesions in 5 cases (19.2%; internal test set, 4 cases; external test set, 1 case). When all models were considered, at least one model was able to predict the lesion occurrence in 8 cases (30.8%; internal test set, 7 cases; external test set, 1 case) (Fig. 4).

There were 26 cases in which the acute infarction lesion was not detected from the initial MRI scan (i.e., the initial lesion volume is zero), but subsequently developed on the follow-up MRI (internal test set, 25 cases; external test set, 1 case). Among these, Model 4 was able to predict the occurrence of acute infarction lesions in 5 cases (19.2%; internal test set, 4 cases; external test set, 1 case). When all models were considered, at least one model was able to predict the lesion occurrence in 8 cases (30.8%; internal test set, 7 cases; external test set, 1 case) (Fig. 4).

IV. DISCUSSION

The main focus of our study was to generate an algorithm to predict the final infarction lesion from the initial MR imaging using the real-world dataset. To that end, we trained a DL model with a U-Net architecture using the consecutive dataset consisting of 472 patients with acute stroke from a tertiary stroke center. In addition, we performed external validation using the data from another large institution. The results of our study show that the addition of perfusion maps and the...
probability map of diffusion-restricted lesions on initial MRI (Pred_initial map) improve the performance of predicting the final infarction lesion. Although the model was trained using the data from an institution with a CT-based triage system, this trend was confirmed using the dataset from another institution with a MR-based triage system. This suggests that the proposed model can be used in both institutions with CT-based and MR-based triaging systems.

Many studies have applied machine learning or DL approaches for stroke lesion segmentation [10], [11], [18], [19]. Zhang et al. [19] have achieved a DSC of 0.79 using a dataset of DWI and ADC from 242 patients. In a study by Kim et al. [11], overall mean DSC was 0.6. More specifically, the DSC was > 0.75 for lesion volume > 70 mL, whereas the DSC showed high variance for lesion volume < 25 mL. In this study, the mean DSC of segmentation task for the initial lesion on the internal test set was 0.497 (Table 2). Considering that our data has relatively small lesion volume, this result is in line with that of Kim et al. [11], indicating that smaller lesions tend to show a wide distribution of the DSC. On the other hand, in the subgroup having final lesion volume larger than 10 mL, the mean DSC of initial lesion segmentation achieved up to 0.649 (Table 3), which is comparable with previous studies.

In contrast, few studies have applied DL in predicting the final infarction lesion from the initial MRI. The task of the International Stroke Lesion Segmentation (ISLES) 2017 challenge [14] requested predicting the 90-day stroke lesion with only 43 cases as the training dataset, which is a significantly harder task compared to our study. The best model, similar to ours, was based on a U-Net architecture with a mean test DSC of 0.31. Recently, Yu et al. [20] have predicted final ischemic stroke lesions with attention-gated U-Net and fivefold CV and obtained a median DSC of 0.53. Although our result has a lower DSC, we must acknowledge that the lesion size of the dataset used on both studies is relatively different. Yu et al. [20] have reported the median lesion volume of the dataset of 182 patients as 54 mL (IQR: 16–117 mL), whereas the median volume of the final lesion in the internal test set is 1.47 mL (IQR: 0.52–6.67 mL). Considering the mean DSC of 0.649 and for lesion volume larger than 10 mL in the internal dataset used in our study (Table 3), we believe that the performance is comparable between the two studies.

In this study, we consecutively enrolled a relatively large number of acute ischemic stroke patients for training the DL models and validating their performance. A noteworthy aspect of our study is that we used an external test set by bringing in the data from another institution into these models. Whereas the treatment decisions at SNUBH are based on CT, those at AMC are based on MRI. As such, the proportion of large territorial infarctions differs in the two datasets, and small infarctions tended to be more frequent in the SNUBH dataset, which might have affected the prediction pattern in the AMC dataset. However, for both types of test sets, the performance of models using PWI maps was significantly higher than that only using DWI and FLAIR maps. In addition, the setting of this study may reflect the situation of the real world that different triaging methods are currently used across the hospitals.

It is clinically known that DWI-PWI and DWI-FLAIR mismatches are useful in determining the time point of infarction and possibility of the lesion growth [3], [6], but such predictions from analysis of the mismatches are still subjective, and the presence of DWI-PWI mismatch does not always identify lesion growth [21]. In this regard, our proposed method can aid in deciding appropriate treatment options by enabling accurate and timely lesion prediction. To highlight the effects of DWI-PWI mismatch, we adopted a probability map for initial lesion from a segmentation model (Pred_initial map). As a result, although a mere addition of PWI (Model 2) failed to show improvement of DSC, Model 4 (which is composed of DWI, ADC, FLAIR, Tmax, TTP, and Pred_initial map) showed a significantly higher DSC compared to other models. Thus, it seems that the combination of Pred_initial map and PWI maps led the network to pay more attention to DWI-PWI mismatch.

In a recent study by Lin et al. [22], the velocity of infarction lesion growth was found to be associated with the therapeutic benefit of mechanical thrombectomy. More specifically, they found that mechanical thrombectomy increased the odds of good clinical outcome for patients with rapid lesion growth of 25 mL/h. Since our proposed models are designed to predict the final infarction lesion based on initial MRI, we believe that our models, after some modulation, might aid in assessing the clinical outcome by predicting the lesion growth velocity.

Interestingly, we found that the proposed models were able to predict the occurrence of the final infarction lesion for approximately 30% of the cases where the lesion only appeared at the follow-up study and not at the initial study (Fig. 4). Hence, a future study to confirm the utility of the proposed method in distinguishing transient ischemic attack and actual infarction might be helpful.

Of note, the mean DSC of Model 2 (composed of DWI, ADC, FLAIR, TTP, and Tmax maps) of the external test set was lower than the internal test set, whereas the mean DSCs of all the other models of the external test set were higher than the internal test set (Table 5). We hypothesize that this discrepancy may stem from the different magnetic strength of the MRI scanners in the two institutions (Table 5), provoking mispredictions on external validation particularly for the PWI data. Nevertheless, Model 4 demonstrated consistent results, suggesting that using the Pred_initial map may help alleviate this domain effect between PWI maps originating from different MRI scanners.

This study has several limitations. First, the datasets used in this study were retrospectively collected and may not be sufficiently large to address the variability in scanning protocols and hardware implementations across the institutions. Nevertheless, we enrolled consecutive patients with acute ischemic stroke, which outnumber the training dataset of the ISLES 2017 by more than 10-fold, even though the
endpoints are different (3–7 days vs. 90 days). Additionally, we verified our model in the external test set and found consistent results. Second, follow-up MRIs were performed 3–7 days after initial imaging, based on the routine protocol of the two institutions, and served as the ground truth of the final infarction lesion in this study. Although such a time interval may not be optimal to judge the final infarction lesion, many related studies used similar intervals [23], [24], [25]. Finally, we excluded patients who underwent mechanical thrombectomy because the procedure significantly affects the perfusion status and lesion growth. However, since 30-45% of the patients from two participating institutions exhibited DWI-PWI mismatch, we believe that the contribution of DWI-PWI mismatch to lesion growth would have been at least partially learned by the model. Nevertheless, we acknowledge that the exclusion of patients who underwent mechanical thrombectomy may lead to selection bias regarding stroke type and severity. A future study including a larger number of patients undergoing mechanical thrombectomy may provide more valuable information in predicting the final infarct lesion as to whether the procedure would be beneficial.

V. CONCLUSION
In conclusion, the proposed DL model showed potential in predicting the final infarction lesion from the initial MRI. The model with combination of perfusion MRI and initial diffusion-restricted lesion in addition to DWI and FLAIR showed the best performance.

APPENDIX A
ADDITIONAL TABLES AND FIGURES
Figure 5 summarizes the procedure on collecting the study population. Table 5 summarizes overall statistics of the study population. Table 6 summarizes the train architecture.
TABLE 6. Detailed structure of the deep learning architecture. Batch normalization were applied after the convolutional operation of each layer except the last layer. All convolutional layers used in the architecture were padded with “same” mode and initialized with “he_normal” mode [26] supported in Keras. All models in this study follow this structure, and only input shape differs by the number of input images.

| Layer | Operation | Filters | Kernel | Strides | Activation | Linked layer | Output Shape |
|-------|-----------|---------|--------|---------|------------|--------------|--------------|
| Input |           |         |        |         |            |              | [20, 512, 512, k] |
| 1     | Conv      | 16      | 1x1    | 1x1     | ReLU       | Input        | [20, 256, 256, 16] |
| 2     | Conv      | 16      | 1x3x3  | 1x1     | ReLU       | 1            | [20, 256, 256, 16] |
| 3-1   | Conv      | 32      | 1x1x1  | 1x1x1   | ReLU       | 2            | [20, 128, 128, 32] |
| 3-2   | Conv      | 2       | 1x1    | 1x1     | ReLU       | 2            | [20, 256, 256, 2] |
| 4     | Conv      | 16      | 1x1x1  | 1x1     | ReLU       | 3-1          | [20, 128, 128, 16] |
| 5-1   | Conv      | 32      | 1x1x3  | 1x2x2   | ReLU       | 4            | [20, 64, 64, 32] |
| 5-2   | Conv      | 4       | 1x1x1  | 1x1     | ReLU       | 4            | [20, 128, 128, 4] |
| 6     | Conv      | 32      | 3x3x3  | 1x1x1   | ReLU       | 5-1          | [20, 64, 64, 32] |
| 7     | T. Conv   | 16      | 1x1x3  | 1x2x2   | ReLU       | 6            | [20, 128, 128, 16] |
| 8     | T. Conv   | 16      | 1x3x3  | 1x1x1   | ReLU       | 5-2, 7       | [20, 128, 128, 16] |
| 9     | T. Conv   | 16      | 1x3x3  | 1x2x2   | ReLU       | 8            | [20, 256, 256, 16] |
| 10    | T. Conv   | 8       | 1x1x3  | 1x2x2   | ReLU       | 3-2, 9       | [20, 512, 512, 8] |
| Output| Conv      | 1       | 3x5x5  | 1x1x1   | Sigmoid    | Input, 10    | [20, 512, 512, 1] |
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