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Abstract—Artificial neural networks have recently been utilized in many feedback control systems and introduced new challenges regarding the safety of such systems. This paper considers the safe verification problem for a dynamical system with a given feedforward neural network as the feedback controller by using a constrained zonotope-based approach. A novel set-based method is proposed to compute both exact and over-approximated reachable sets for neural feedback systems with linear models, and linear program-based sufficient conditions are presented to verify whether the trajectories of such a system can avoid unsafe regions represented as constrained zonotopes. The results are also extended to neural feedback systems with nonlinear models. The computational efficiency and accuracy of the proposed method are demonstrated by two numerical examples where a comparison with state-of-the-art methods is also provided.

I. INTRODUCTION

With the universal approximation theorem [1], artificial neural networks (ANNs) have become an effective and powerful tool for many complex applications such as image segmentation [2], natural language translation [3], and autonomous driving [4]. Despite its success, many types of ANNs have been shown to lack robustness to small input perturbations [5]. Therefore, for control systems with ANN components, it’s important to formally verify their safety properties before real implementations.

Due to the highly non-convex and nonlinear natures, the reachability analysis and safety verification of ANNs are notoriously difficult: it is shown that even verifying simple properties about ANNs is an NP-complete problem [6]. Recently, analyzing the safety and robustness of ANNs has attracted attention from the machine learning and formal methods research communities. By exploiting the piecewise-linear nature of the Rectified Linear Unit (ReLU) activation function, the analysis of ANNs can be reduced to a constraint satisfaction problem that can be solved by mixed-integer linear programming [7] or satisfiability modulo theory techniques [6]. Methods that rely on different set representations, such as polytopes [8], [9], zonotopes [10], constrained zonotopes [11], and star sets [12] have been proposed to analyze the reachability of ANNs; however, these works above only focus on analyzing ANNs in isolation.

Several recent works propose methods to compute forward reachable sets for neural feedback systems [13], [14], [15], [16], [17], [18]. A reachable set over-approximation method is proposed in [17] based on quadratic constraints and semi-definite programming, and the method is extended in [18] by leveraging linear programming (LP) and set partitioning; however, these relaxation-based methods are unable to compute the exact reachable set of the neural feedback system. Learning-based methods are also proposed to approximate reachable sets for neural feedback systems [19], [20]; however, these methods can only provide a probabilistic guarantee on the correctness of the approximated reachable sets.

In this work, we leverage the properties of constrained zonotopes and deploy set-based analysis techniques to verify the safety of neural feedback systems, which are dynamical systems with a given ReLU-activated feedforward neural network (FNN) as the feedback controller. The contributions of this work are at least threefold: (i) Based on the output reachability analysis of FNNs, two novel methods are proposed to compute the exact and over-approximated reachable sets of neural feedback systems; (ii) LP-based sufficient conditions are proposed to verify the avoidance of unsafe sets for neural feedback systems; (iii) The proposed reachability analysis and safety verification methods are extended to neural feedback systems with nonlinear models. An overview of the proposed framework is illustrated in Figure 1.

The remainder of the paper is laid out as follows: Section II introduces preliminaries on constrained zonotopes and interval arithmetics and presents the problem statement. Section III introduces the constrained zonotope-based output analysis of FNNs in isolation. Section IV presents two reachable set computation methods for linear discrete-time systems with FNN controllers as well as two corresponding sufficient conditions to certify the safety of the neural feedback systems. Section V extends the reachability analysis and safety verification to systems with nonlinear models. Two numerical examples are shown in Section VI before the paper is concluded in Section VII.

II. PRELIMINARIES & PROBLEM STATEMENT

A. Constrained Zonotope

Definition 1: [21] A set $Z \subset \mathbb{R}^n$ is a constrained zonotope if there exists $(c, G, A, b) \in \mathbb{R}^n \times \mathbb{R}^{n \times n_0} \times \mathbb{R}^{n \times n_0} \times \mathbb{R}^n$ such that $Z = \{G\xi + c | \|\xi\|_{\infty} \leq 1, A\xi = b\}$.

Denote the constrained zonotope defined by $(c, G, A, b)$ as $CZ(c, G, A, b)$. Denote the unit hypercube by $B_{\infty}$ and define $B_{\infty}(A, b) = \{\xi \in B_{\infty} | A\xi = b\}$. It’s proven that a constrained zonotope is equivalent to a convex polytope [21, Theorem 1]. Constrained zonotopes are closed under linear map, Minkowski sum and intersection as shown in the following result.
Fig. 1: The top (resp. bottom) flowchart illustrates the exact (resp. over-approximated) constrained zonotope-based reachability analysis, where $\mathcal{R}_t(X_0)$ (resp. $\mathcal{R}_t(X_0)$) denotes the exact (resp. over-approximated) reachable set at time $t$ from initial set $X_0$, $\pi(\mathcal{R}_x)$ (resp. $\hat{\pi}(\mathcal{R}_x)$) denotes the exact (resp. over-approximated) output set of the FNN controller, and $f_{cl}$ (resp. $\hat{f}_{cl}$) is the exact (resp. over-approximated) reachability mapping for the closed-loop neural feedback system.

**Lemma 1:** [21, Proposition 1] For every $R \in \mathbb{R}^{k \times n}$, $Z = CZ\{c_z, G_z, A_z, b_z\} \subseteq \mathbb{R}^n$, and $W = CZ\{c_w, G_w, A_w, b_w\} \subseteq \mathbb{R}^n$, the following three identities hold:

$$
RZ = CZ\{Rc_z, RG_z, A_z, b_z\},
$$

$$
Z \oplus W = CZ\left\{c_z + c_w, [G_z G_w], \begin{bmatrix} A_z & 0 \\ 0 & A_w \end{bmatrix}, b_z + b_w \right\},
$$

$$
Z \cap W = CZ\left\{c_z + c_w, A_z G_z - G_w, b_z + b_w \right\},
$$

where $\oplus$ denotes the Minkowski sum.

Checking the emptiness of a constrained zonotope requires the solution of a LP.

**Lemma 2:** [21, Proposition 2] For every $Z = CZ\{c, G, A, b\} \subseteq \mathbb{R}^n$, $Z \neq \emptyset$ iff $\min\{||\xi||_\infty | A\xi = b\} \leq 1$.

The intersection of a constrained zonotope and a halfspace is still a constrained zonotope as shown in the following result.

**Lemma 3:** [22, Theorem 1] If the constrained zonotope $Z = CZ\{c, G, A, b\} \subseteq \mathbb{R}^n$ intersects the hyperplane $H = \{x \in \mathbb{R}^n | h^T x = f\}$ corresponding to the halfspace $H_+ = \{x \in \mathbb{R}^n | h^T x \leq f\}$, then the intersection $Z_h = Z \cap H_+$ is a constrained zonotope

$$
Z_h = \left\{c, [G \ 0], \begin{bmatrix} A & 0 \\ h^T & d_m \end{bmatrix}, \begin{bmatrix} b \\ f - h^T c - \frac{d_m}{2} \end{bmatrix} \right\}
$$

where $d_m = f - h^T c + \sum_{i=1}^{n} h_i G_i[i,:]$ and $G_i[i,:]$ is the $i$-th column of matrix $G$.

In the following, we denote $e_i$ as the $i$-th canonical vector, $H^+ = \{x \in \mathbb{R}^n | e_i^T x = 0\}$, $H^- = \{x \in \mathbb{R}^n | e_i^T x \leq 0\}$, and $H^+_i = \{x \in \mathbb{R}^n | e_i^T x \geq 0\}$ for $i = 1, \ldots, n$.

**B. Interval Arithmetic**

A real interval $[a, b]$ is a subset of $\mathbb{R}$. Denote $\mathbb{R}$, $\mathbb{R}^n$ and $\mathbb{R}^{n \times m}$ as the set of all real intervals of $\mathbb{R}$, all $n$-dimensional real interval vectors and all $n \times m$ real interval matrices, respectively. Real arithmetic operations on $\mathbb{R}$ can be extended to $\mathbb{R}$ as follows: for $\circ \in \{+, -, \ast, \div\}$, $[a] \circ [b] = \{\inf_{x \in [a], y \in [b]} x \circ y, \sup_{x \in [a], y \in [b]} x \circ y\}$. The classical operations for real vectors and real matrices can be directly extended to interval vectors and interval matrices [23, 24].

For a bounded set $X \subseteq \mathbb{R}^n$, denote $\mathcal{O}(X)$ as the interval hull of $X$. The interval hull $\mathcal{O}Z$ of a constrained zonotope $Z$ can be computed using the LP proposed in [21, 25]. Denote $\preceq([J], Z)$ as the operation of computing a constrained zonotopic enclosure of the product of an interval matrix $[J]$ and a constrained zonotope $Z$ using [25, Theorem 1].

**C. Problem Statement**

We consider the following discrete-time control system:

$$
x(t + 1) = f(x(t)) + B_D u(t)
$$

where $x(t) \in X \subseteq \mathbb{R}^n$ is the state, $u(t) \in \mathbb{R}^m$ is the control input, $f : X \rightarrow \mathbb{R}^n$ is a twice continuously differentiable vector-valued function (i.e., $f$ is of class $C^2$), and $B_D \in \mathbb{R}^{n \times m}$ is a given input matrix. Given an initial state $x(0)$ and a control sequence $u = u(0), u(1), \ldots$, the state trajectory of system (1) is denoted as $x = x(0), x(1), \ldots$.

Assume that the controller in (1) is a state-feedback controller $u(t) = \pi(x(t))$ that is parameterized by an $\ell$-layer FNN with the Rectified Linear Unit (ReLU) activation function. Letting $x(0) = x(t)$ and using the notation from [11], for each layer $k = 1, \ldots, \ell - 1$, the neuron of the FNN is given by

$$
x^{(k)} = ReLU\left(\mathcal{L}\left(x^{(k-1)}, W^{(k-1)}, v^{(k-1)}\right)\right)
$$

where $W^{(k-1)}$ is the $k$-th layer weight matrix, $v^{(k-1)}$ is the $k$-th layer bias vector, $\mathcal{L}(x, W, v) = Wx + v$, and $ReLU(x) = \max(0, x)$. In the last layer, only the linear operation is applied, i.e., $\pi(x(t)) = x(t) = \mathcal{L}(x^{(\ell - 1)}, W^{(\ell - 1)}, v^{(\ell - 1)})$.

The closed-loop system with dynamics (1) and the controller $u(t) = \pi(x(t))$ becomes:

$$
x(t + 1) = f(x(t)) + B_D \pi(x(t)).
$$

Given a set of initial states $X_0 \subseteq \mathbb{R}^n$, the (forward) reachable set of closed-loop system (3) at time $t$ from
the set \( X_0 \) is denoted as \( R_t(X_0) \triangleq \{ x(t) \in \mathbb{R}^n | x(0) \in X_0, x(k + 1) = f(x(k)) + B_d \pi(x(k)), k = 0, 1, \ldots, t-1 \} \), or simply \( R_t \) when \( X_0 \) is clear from context. Denote an over-approximation of the set \( R_t(X_0) \) as \( \hat{R}_t(X_0) \).

In this paper, we investigate the following problems in which the initial set and the unsafe sets are all assumed to be in the form of constrained zonotopes.

**Problem 1:** Given an initial set \( X_0 \) that is represented as a constrained zonotope, the parameters for the FNN controller \( \pi \) and a time horizon \( T \in \mathbb{Z}_{>0} \), compute the exact reachable set \( R_t(X_0) \) or an over-approximated reachable set \( \hat{R}_t(X_0) \) for the closed-loop system (3) where \( t = 1, 2, \ldots, T \).

**Problem 2:** Given unsafe sets \( \{ O_1, O_2, \ldots, O_N \} \) where \( O_i (1 \leq i \leq N) \) is represented as a constrained zonotope, verify whether the state trajectory of the closed-loop system (3) can avoid the unsafe regions for \( t = 1, 2, \ldots, T \).

### III. Output Analysis of FNNs Based on Constrained Zonotopes

#### A. Exact Output Analysis

In this subsection, we will compute the exact output set for a given FNN shown in (2) with an input set represented as a constrained zonotope.

From the definition of the FNN in (2), one can see that the output set of an FNN can be derived layer by layer as the output of layer \( k \) is the input of layer \( k + 1 \) for \( k = 1, \ldots, \ell - 1 \). Therefore, we will focus on finding the input-output relationship for one layer. From Lemma 1, if we pass an input represented as a constrained zonotope \( Z = CZ(c, G, A, b) \) through a linear layer, then we will obtain the output as \( L(Z, W, v) = CZ\{Wc + v, WG, A, b\} \). Thus, the only difficulty remaining is to find the output when passing through the ReLU activation function. In [12], an algorithm is proposed to compute the exact output set for a single neural network layer using the star sets representation. It can be shown that constrained zonotope is a special case of star sets [26]. Therefore, we can apply the algorithm in [12] to compute the exact output set using constrained zonotopes. The details are summarized in Algorithm 1 for which both the input set and the output set are in the form of constrained zonotopes.

Algorithm 1 reveals that given a constrained zonotope as the input set \( Z \) to the FNN \( \pi \), the exact output of the FNN can be represented as a union of constrained zonotopes: \( \pi(Z) = \bigcup^*_i CZ\{c_i, G_i, A_i, b_i\} \), where \( n_\pi \) depends on the depth of the FNN \( \pi \), the number of neurons and the output intersections with halfspaces.

#### B. Over-approximation Output Analysis

One major drawback of Algorithm 1 is that in the worst scenario, the number of constrained zonotopes in the output set will grow exponentially with the number of layers and the number of neurons. Thus, it will dramatically increase the computation burden of output analysis for deep neural networks. In this subsection, we will introduce an algorithm that can over-approximate the output set of an FNN with one constrained zonotope. Similar to the over-approximation methods developed for star sets in [12], we construct the output set of each layer of the FNN as a constrained zonotope using a triangle over-approximation of the ReLU activation function for each neuron. As noted in [12], the star-based over-approximation algorithm is much less conservative than the zonotope-based [10] and abstract domain [27] based approaches in approximating the ReLU function.

Figure 2 shows the main idea of ReLU function over-approximation. Given a range of the \( i \)-th neuron \( x[i] \) as \( [lb_i, up_i] \), the output of the ReLU activation function can be divided into two parts (i.e., \( I_1 \) and \( I_2 \)) that can be covered by the gray triangle area \( I \) (including the boundaries) which is the intersection of three halfspaces: \( y[i] - x[i] \geq 0, x[i] \geq 0 \) and \( (up_i - lb_i)y[i] - up_i(x[i] - lb_i) \leq 0 \). Using this convex relaxation, we modify Algorithm 1 and design Algorithm 2 to compute the over-approximated output set as a single constrained zonotope at each time step.

**Remark 1:** From Line 14 to Line 19 in Algorithm 2, we know that if the lower bound of the neuron is negative and the upper bound of the neuron is positive, then the algorithm will introduce four new variables and three new equality constraints. In the worst case, if we have totally \( M \) number of neurons in the FNN, the number of new variables in the over-approximated output set will be \( 4M \) and the number of new variables.
constraints will be $3M$. This could cause a computational burden issue for a deep FNN. However, it’s possible to utilize the order reduction methods proposed in [21], [22] to reduce the complexity of the approximated constrained zonotopes.

![Convex relaxation of the ReLU activation function](image)

**Algorithm 2**: Over-approximated output analysis for one layer of FNN

**Input**: weight matrix $W$, bias vector $v$, constrained zonotope input set $Z$

**Output**: over-approximated output set $\tilde{R}$

1. **Function $\tilde{R} = \text{OverReachNN}(Z, W, v)$**
   
   2. $I = WZ + v$
   3. $[lb \ u_p] \leftarrow \text{range of } x \text{ in } I$
   4. $\text{map} = \text{find}(lb < 0)$
   5. **for** $i$ **in** $\text{map}$ **do**
      
      6. $I = \text{OverStepReLU}(I, i, lb[i], up[i])$
   7. **return** $\tilde{R}$

2. **Function $\tilde{I} = \text{OverStepReLU}(I, i, l_i, u_i)$**
   
   3. $I = CZZ(c, G, A, b) \subset \mathbb{R}^n$
   4. $E_i = [e_1 \cdots e_{i-1} \ 0 \ e_{i+1} \cdots e_n]$
   5. **if** $u_i \leq 0$ **then**
      
      6. $\tilde{I} = E_i I$
   7. **if** $l_i < 0 \& u_i > 0$ **then**
      
      8. $\tilde{c} = E_i c$
      9. $G = [E_i G \ u_i e_i \ 0_{n_i \times 1} \ 0_{n_i \times 1} \ 0_{n_i \times 1} \ 0_{1 \times n_{G_i}} \ 1 \ 1 \ 0 \ 0 \ -G[i, :] \ u_i \ 0 \ u_i - l_i \ 0 \ -G[i, :] \ u_i - l_i \ 0 \ 0 \ u_i - l_i]$
      10. $b = [b_0 \ 1 \ c[i] + u_i - l_i \ c[i] - u_i]^T$
      11. $\tilde{I} = CZZ(\tilde{c}, G, A, b)$
   12. **return** $\tilde{I}$

IV. REACHABILITY ANALYSIS AND SAFETY VERIFICATION FOR NEURAL FEEDBACK SYSTEM WITH LINEAR MODEL

In this section, we consider a neural feedback system with a linear model and an FNN controller expressed as follows:

$$x(t + 1) = A_d x(t) + B_d \pi(x(t))$$

where $A_d \in \mathbb{R}^{n \times n}$ is a given state matrix and other terms are the same as defined in (1).

A. Reachability Analysis

1) Exact Reachability Analysis: Given an initial set $X_0$ as a constrained zonotope, Algorithm 1 and 2 can be used to compute the exact and over-approximated output set of FNN $\pi(X_0)$ respectively. Now we consider the problem of computing the reachable sets $R_t(X_0)$, $t = 1, 2, \ldots, T$, for the closed-loop system (4). Let $R_0(X_0) = X_0$ and $f_{cl}(x) = A_d x + B_d \pi(x)$. A trivial idea is to compute separately the two terms on the right hand side of (4) by using Lemma 1 and then take their Minkowski sum; however, the resulting set will be a conservative over-approximation of the true reachable set.

In the following theorem, we present the exact form of $f_{cl}(Z)$ for a given constrained zonotope $Z$.

**Theorem 1**: Given any constrained zonotope $Z = CZZ(c, G, A, b) \subset \mathbb{R}^n$, $G \in \mathbb{R}^{n \times n}$, $A \in \mathbb{R}^{n \times n}$, let $\pi(Z)$ be the computed output set using Algorithm 1, i.e.,

$$\pi(Z) = \bigcup_{i=1}^{n_{G_i}} CZZ(c_i, G_i, A_i, b_i)$$

where

$$G_i = A_d [G \ 0_{n \times (n_{G_i} - n_G)}] + B_d G_i$$

$$c_i = A_d c + B_d c_i, \quad A_i = A_i, \quad b_i = b_i$$

**Proof**: Denote the right hand side of (5) as $Z_R$. Firstly we prove $f_{cl}(Z) \subseteq Z_R$. Let $x$ be an arbitrary element of set $Z$, i.e., $x \in Z$. We know there exists $\xi_1$ such that $x = c + G_1 \xi_1 ||\xi_1||_\infty \leq 1$ and $A_1 \xi_1 = b_1$. From the procedures in Algorithm 1 and Lemma 3, it’s easy to check that $n_{G_i} \geq n_G$ and the $(n_{G_i}+1)$-th columns of $G_i$ are all zeros. Also, the first $n_{A}$ rows of $A_i$ are $[A \ 0_{(n_{G_i} - n_G) \times n_A}]$ and the first $n_{A}$ rows of $b_i$ are $b_i$.

Since $\pi(x) \in \pi(Z)$, there must exist $i \in \{1, 2, \ldots, n_{\pi}\}$ such that $\pi(x) \in CZZ(c_i, G_i, A_i, b_i)$. Thus, we know there exists $\xi_i = [\xi_i^1 \ \xi_i^2]^T$ such that $\xi_i \in B_{n_{G_i}}(A_i, b_i)$ and $\pi(x) = c_i + G_i \xi_i$. Therefore, $f_{cl}(x) = A_d x + B_d \pi(x) = A_d(c_i + G_i \xi_i) + B_d(c_i + G_i \xi_i) = A_d c + B_d c_i$.

Next, we show that $Z_R \subseteq f_{cl}(Z)$. Let $z \in Z_R$. Then, $z \in \{1, 2, 3, \ldots, n_{\pi}\}$ such that $z \in CZZ(c_i^1, G_i^1, A_i^1, b_i^1)$. Therefore, $\xi_i \in B_{n_{G_i}}(A_i, b_i)$ such that $z = c_i^1 + G_i^1 \xi_i = A_d c + B_d c_i + (A_d [G \ 0_{n \times (n_{G_i} - n_G)}] + B_d G_i) \xi_i$. Partitioning $\xi_i$ as $[\xi_i^1 \ \xi_i^2]^T$, it follows that $\xi_i \in B_{n_{G_i}}(A_i, b_i)$, $z = A_d c + (A_d [G \ 0_{n \times (n_{G_i} - n_G)}] [\xi_i^1 \ \xi_i^2]^T + B_d c_i + B_d G_i \xi_i = A_d c + A_d G_i \xi_i + B_d c_i + B_d G_i \xi_i$. Let $x = c + G_1 \xi_1$, then $\pi(x) = c_1 + G_1 \xi_1$ which implies $x \in Z$. Thus, $z = A_d x + B_d \pi(x) = f_{cl}(x) \in f_{cl}(Z)$. Since $z$ is arbitrary, $Z_R \subseteq f_{cl}(Z)$. Thus, we conclude that $f_{cl}(Z) = Z_R$.

Theorem 1 can be extended to the case where the input set is a union of constrained zonotopes as shown below.
Corollary 1: Given a union of $M$ constrained zonotopes $Z = \bigcup_{j=1}^{M} Z_j \subset \mathbb{R}^n$, where $Z_j = CZ\{c_j, G_j, A_j, b_j\}$. Let $\pi(Z_j) = \{\pi_1, \pi_2, \ldots, \pi_T\}, \forall j \in \{1, \ldots, N\}$. Note that there are only $N \times T$ LPs in (11), which is a significant reduction than (10).}

\[ f_d(Z) = \bigcup_{j=1}^{M} f_d(Z_j) = \bigcup_{j=1}^{M} f_d(Z_j) \]

where $A_{ij}^{c} = A_{ij}, b_{ij}^{c} = b_{ij}, c_{ij}^{e} = A_{ij}^{c}c_{j} + B_{ij}^{c}c, G_{ij}^{c} = A_{ij}^{c}G_{j} + B_{ij}^{c}G_{j},$ and $n_{G_{ij}}$ the number of columns of $G_{j}$ and $n_{G_{ij}}$ the number of columns of $G_{ij}$.

Using Theorem 1 and Corollary 1, we can compute the exact reachable sets of closed-loop system (4) as follows:

\[ \mathcal{R}_0 = \mathcal{X}_0, \quad \mathcal{R}_t = f_d(\mathcal{R}_{t-1}), \quad t = 1, \ldots, T. \]  

Remark 2: In [17], [18], over-approximation reachability computation algorithms are proposed for discrete-time systems with FNN controllers. The main idea there is to bound the nonlinearities of FNNs with quadratic or linear constraints. In contrast, the method proposed in this work includes the FNN nonlinearities in the set-based operations, and therefore, provides a different way for handling reachability analysis of neural feedback systems without bounding or relaxing the FNN nonlinearities.

The price of accuracy, however, is that the number of constrained zonotopes and the order of constrained zonotopes will grow exponentially. Thus, order reduction techniques as proposed in [21], [22] are needed for analyzing deep neural networks. Nevertheless, as shown in Section VI, the computation time of our exact analysis algorithm is comparable with other state-of-the-art algorithms.

2) Over-approximation Reachability Analysis: It is computationally demanding to carry out the exact reachability analysis based on (7) when $n_o$, which depends on the depth and width of the FNN, is large. The following theorem shows that an over-approximated reachable set can be computed by using Algorithm 2, to achieve a trade-off between accuracy and efficiency for the reachability analysis.

**Theorem 2:** Given any constrained zonotope $Z = CZ\{c, G, A, b\} \subset \mathbb{R}^n$, $G \in \mathbb{R}^{n \times n_o}, A \in \mathbb{R}^{n \times n_o}$, let $\bar{\pi}(Z)$ be the computed output set using Algorithm 2, i.e., $\bar{\pi}(Z) = CZ\{c, G, A, b\} \supseteq \pi(Z)$. Let $n_{\tilde{G}}$ be the number of columns of $G$. Then, an over-approximated range of $f_d(Z)$ can be computed as:

\[ f_d(Z) = CZ\{\tilde{c}_d, \tilde{G}_d, \tilde{A}_d, \tilde{b}_d\} \supseteq f_d(Z) \]

where

\[ \tilde{G}_d = A_d[G \quad 0_{n \times (n_o - n_d)}] + B_dG, \]
\[ \tilde{c}_d = A_dC + B_d\hat{c}, \tilde{A}_d = \hat{A}, \tilde{b}_d = \hat{b}. \]

Proof: From the construction of $G$ in Algorithm 2 Line 17, we have that $n_{\tilde{G}} \geq n_{\tilde{G}}$. For any $x \in Z$, $\exists \xi$ such that $x = c + G\xi$ and $\xi \in B_\infty(A, b)$. Since $\pi(x) \in \pi(Z) \subseteq \bar{\pi}(Z)$, there exists $\xi = [\xi_1, \xi_2]^T$ such that $\pi(x) = \hat{c} + \hat{G}\xi$ and $\xi \in B_\infty(\hat{A}, \hat{b})$. Thus, similar to the proof of Theorem 1, we have $f_d(x) = \tilde{c}_d + \tilde{G}_d\xi$ where $\xi \in B_\infty(\hat{A}, \hat{b})$. Therefore, $f_d(x) \in f_d(Z)$. Since $x$ is arbitrary, we conclude that $f_d(Z) \subseteq f_d(Z)$. ■

Using Theorem 2, we can compute the over-approximated reachable sets of closed-loop system (4) as follows:

\[ \mathcal{R}_0 = \mathcal{X}_0, \quad \mathcal{R}_t = f_d(\mathcal{R}_{t-1}), \quad t = 1, \ldots, T. \]

### B. Safety Verification

Let the exact reachable set at time $t$ computed by (7) be $\mathcal{R}_t(x_0) = \bigcup_{i=1}^{n_o} R_i(x_0) = \bigcup_{i=1}^{n_o} CZ\{c_i^o, G_i^o, A_i^0, b_i^0\}$ for $t = 1, 2, \ldots, T$. Let the $N$ unsafe sets be $O_j = CZ\{c_j^o, G_j^o, A_j^0, b_j^0\}$ for $j = 1, 2, \ldots, N$. The following result provides a sufficient and necessary condition on the safety verification of the closed-loop system (4).

**Proposition 1:** Consider the reachable sets $\mathcal{R}_1, \ldots, \mathcal{R}_T$ and unsafe sets $O_1, \ldots, O_N$ defined above, the state trajectories of the closed-loop system (4) can avoid all the unsafe regions if and only if the following condition is satisfied:

\[ \min\{||\xi||_\infty \big| \begin{bmatrix} A_i^0 & 0 \\ 0 & A_i^o \end{bmatrix} \xi = \begin{bmatrix} b_i^0 \\ b_j^0 \end{bmatrix} \} > 1 \]

\[ \forall t \in \{1, \ldots, T\}, \forall i \in \{1, \ldots, n_i\}, \forall j \in \{1, \ldots, N\}. \]

Proof: Avoiding the unsafe regions can be equivalently expressed as none of the reachable sets intersect with any of the unsafe sets. According to Lemma 1, we know the intersection of the $i$-th constrained zonotope from $\mathcal{R}_t$ and the $j$-th unsafe set is also a constrained zonotope, i.e.,

\[ \mathcal{R}_t \cap O_j = CZ\{c_i^o, G_i^o, 0, b_j^0\}, \quad \mathcal{R}_t \cap O_j = \bigcup_{i=1}^{N_o} CZ\{c_i^o, G_i^o, 0, b_j^0\}. \]

Using Lemma 2, we have that $\mathcal{R}_t \cap O_j$ is empty if and only if (10) is satisfied. Therefore, the avoidance of all unsafe regions can be certified if and only if (10) is satisfied for all $t \in \{1, \ldots, T\}, i \in \{1, \ldots, n_i\}$ and $j \in \{1, \ldots, N\}$. ■

**Remark 3:** Checking (10) requires solving $N\sum_{t=1}^{n_t} LP$s with $n_{G^o} + n_{G^o}$ variables and $2(n + n_{G^o} + n_{G^o} + n_{A^o} + n_{A^o})$ constraints. The computation time could increase exponentially with the order of the system and the order of the constrained zonotopes. To reduce the computational burden, order reduction techniques can be employed to limit the complexity of reachable sets by limiting the order of the constrained zonotopes.

Given over-approximated reachable sets $\mathcal{R}_t(x_0) = CZ(\tilde{e}_i, G_i^o, \tilde{A}_i, b_i^0)$ that are computed by (9), we have the following result similar to Proposition 1.

**Proposition 2:** The state trajectories of the closed-loop system (4) can avoid all the unsafe regions $O_1, \ldots, O_N$ if

\[ \min\{||\xi||_\infty \big| \begin{bmatrix} A_i^0 & 0 \\ 0 & A_i^o \end{bmatrix} \xi = \begin{bmatrix} b_i^0 \\ b_j^0 \end{bmatrix} \} > 1 \]

\[ \forall t \in \{1, \ldots, T\}, \forall j \in \{1, \ldots, N\}. \]

Note that there are only $N \times T$ LPs in (11), which is a significant reduction than (10).
V. REACHABILITY ANALYSIS AND SAFETY VERIFICATION FOR NEURAL FEEDBACK SYSTEM WITH NONLINEAR MODEL

In this section we extend the reachability analysis and safety verification results in the preceding section to the following neural feedback system:

\[ x(t+1) = f(x(t)) + B_d \pi(x(t)) \]

where \( f \) is assumed to be of class \( C^2 \). Let \( f_q \) denote the \( q \)-th component of function \( f \) and \( H f_q \) denote the upper triangular matrix describing half of the Hessian of \( f_q \) (i.e., \( H_{ij} f_q = \frac{\partial^2 f_q}{\partial x_i \partial x_j} \) for \( i < j \) and \( H_{ij} f_q = 0 \) for \( i > j \)). Denote \( f_d(x) = f(x) + B_d \pi(x) \).

The following proposition provides a method to over-approximate the range of \( f \) using constrained zonotopes.

**Proposition 3:** [28, Prop. 2] Let \( f : \mathbb{R}^n \to \mathbb{R}^n \) be of class \( C^2 \), and let \( X = CZ\{e, G, A, b, \} \subset \mathbb{R}^n \) be a constrained zonotope with \( n_{G} \) generators and \( n_A \) constraints. For each \( q = 1, 2, \ldots, n \), let \( Q^{[q]} \in \mathbb{R}^{n \times n} \) be interval matrices satisfying \( [Q^{[q]}] \supseteq H_{ij} f_q(X) \) and \( [Q^{[q]}] \supseteq G^T [Q^{[q]}] G \). Moreover, define \( c, G, G_0, A, \) and \( b_0 \) as \( 2 \)-sets of closed-loop system (12) as follows:

\[ x(t+1) = f(x(t)) + B_d \pi(x(t)) \]

where \( R = c + \hat{G} G_0 B_d (A, b, A, b) \).

\[ f(X) = f(X) + \nabla^T X f(X) (X - c) + R \]

where \( f(X) = CZ\{e, G, A, b, \} \subset \mathbb{R}^n \).

**Theorem 3:** Given any constrained zonotope \( Z = CZ\{e, G, A, b, \} \subset \mathbb{R}^n \), \( \pi(Z) \) be the computed output set using Algorithm 1, i.e., \( \pi(Z) = U_{i=1}^{n_{G}} CZ\{e_i, G_i, A_i, b_i, \} \subset \mathbb{R}^n \). Let \( f(Z) = CZ\{e_f, G_f, A_f, b_f, \} \) be computed as in (14). Let \( n_{Gf} \) be the number of columns of \( G_f \) and \( n_{Af} \) be the number of columns of \( G_f \). Then, an over-approximated range of \( f_d(Z) \) can be computed as:

\[ f_d(Z) = U_{i=1}^{n_{Gf}} CZ\{c_i, \hat{G}_i, \hat{A}_i, \hat{b}_i, \} \supseteq f_d(Z), \]

where

\[ c_i = c + B_d e_i, \quad \hat{G}_i = \frac{A_i 0}{0 A_R}, \quad \hat{b}_i = b_i \]

**Proof:** For any \( x \in Z \), \( \exists \xi \in B_{\infty}(A, b, ) \) such that \( x = c + G \xi \). Since \( \pi(x) \in \pi(Z) \), there must exist \( i \in \{1, 2, \ldots, n_{Gf} \} \) and \( \xi \) such that \( [\xi_i^T]^{T} \in B_{\infty}(A_i, b_i) \) \( \pi(x) = c_i + G_i \xi_i^T \). From \( [\xi_i^T]^{T} \in B_{\infty}(A_i, b_i) \), we have \( A_i \xi_i^T = b_i \). Similarly, let \( x = c + G \xi \) and \( \pi(x) = c_f \). Using \( [\xi_i^T]^{T} \in B_{\infty}(A_f, b_f) \), we can get

\[ A_f \xi_3 = b_f = A_0 \xi_1 + b_0 \Rightarrow \begin{bmatrix} b_1 \\ b_2 \\ b_R \end{bmatrix} \Rightarrow A_R \xi_3 = b_R. \]

**Remark 4:** For replacing \( \pi(Z) \) in Theorem 3 with an over-approximated set \( \hat{\pi}(Z) \) using Algorithm 2, we can reduce the computational complexity of getting \( f_d(Z) \). However, in this case, both the linearization error and the FNN over-approximation error will appear in the set propagation. In [29], an algorithm is proposed to abstract nonlinear functions with a set of optimally tight piecewise linear bounds which can be integrated with the set-based method in this work.

VI. SIMULATION

In this section, we demonstrate the performance of the proposed reachability analysis methods using two simulation examples.
A. Double Integrator Example

Consider a double integrator model [17], [18]:

\[
x(t + 1) = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0.5 \\ 1 \end{bmatrix} u(t).
\]

The feedback controller is set to be a 3-layer FNN with ReLU activation functions and the same parameters as used in [18]. We implement both Algorithm 1 and Algorithm 2 to get exact and over-approximated output sets of the FNN and then utilize Corollary 1 and Theorem 2 to compute the reachable sets of the closed-loop system for \( T = 5 \) time steps. The initial set is given by \([2.5, 3.0] \times [-0.25, 0.25]\).

We denote the proposed exact reachability analysis method based on (7) and Theorem 1 as Reach-CZ and denote the over-approximation reachability analysis method based on (9) and Theorem 2 as Reach-CZ-Approx. We use the open-source Python toolboxes nn_robustness_analysis ([30]) to run the Reach-LP algorithm ([18]) and the Reach-SDP algorithm ([17]), and the versions with Greedy Sim-Guided Partition ([31]) for the initial sets, i.e., Reach-LP-Partition and Reach-SDP-Partition. All the parameters are kept as default. Table I summarizes the computation times and set over-approximation errors for the proposed method and other state-of-the-art methods including Reach-LP, Reach-LP-Partition, Reach-SDP, and Reach-SDP-Partition. The approximation errors are computed based on the difference ratio of sizes of over-approximated reachable sets and exact reachable sets at the last time step. Note that the proposed Reach-CZ method can return the exact reachable sets within a reasonable time. Note also that the proposed Reach-CZ-Approx method provides a better balance between efficiency and accuracy. Using about half the time consumed by Reach-LP-Partition, Reach-CZ-Approx achieves an approximation error that is over 20 times smaller than Reach-LP-Partition. Our constrained zonotope-based algorithms are implemented in Python with MOSEK [32]. All algorithms are tested in a computer with 3.7 GHz CPU and 32 GB memory.

Figure 3 illustrates reachable sets of the double integrator system using different methods. It can be observed that our method provides more accurate reachable sets for all the time steps compared with other methods. This is beneficial to avoid false unsafe detection in the safety verification problem; for example, with the unsafe region given in Figure 3, Reach-CZ and Reach-CZ-Approx can verify the safety of the neural feedback system while other methods can not.

B. Nonlinear System Example

Consider the following discrete-time Duffing Oscillator model from [33]:

\[
x_1(t + 1) = x_1(t) + 0.3x_2(t)
\]

\[
x_2(t + 1) = 0.3x_1(t) + 0.82x_2(t) - 0.3[x_1(t)]^3 + 0.3u(t)
\]

where \( x_1, x_2 \in \mathbb{R} \) are the states and \( u \in \mathbb{R} \) is the control input. We train an FNN controller to approximate the control law described in [33] and apply the algorithm based on Theorem 3 for \( T = 2 \) time steps. Figure 4 shows the computed reachable sets and 1000 randomly generated sample trajectories. The sampled states are contained in the over-approximated reachable sets as expected. For comparison, we also apply the method based on quadratically constrained quadratic programming (QCQP) in [18], denoted as Reach-QCQP, to approximate the reachable sets for the Duffing Oscillator neural feedback system. Figure 4 indicates that although all the three methods only over-approximate the reachable sets, our constrained zonotope-based methods tend to have tiger bounds on the sampled states.

VII. CONCLUSION

In this paper, we proposed a constrained zonotope-based method for analyzing the exact and over-approximated reachable sets of neural feedback systems. The exact reachable set of the neural feedback system is a union of constrained zonotopes and can be computed in a reasonable amount of time. The over-approximated method has much higher time efficiency than the exact method with a slight loss of accuracy. Based on the reachability analysis, we provided two LP-based conditions for safety verification of the neural feedback system. We also extended the proposed methods to a class of nonlinear systems. For future work, we plan...
to explore the tunability of constrained zonotopes to achieve a better trade-off between computational efficiency and approximating accuracy.
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