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Abstract

We propose a constrained maximum partial likelihood estimator for dimension reduction in integrative (e.g., pan-cancer) survival analysis with high-dimensional predictors. We assume that for each population in the study, the hazard function follows a distinct Cox proportional hazards model. To borrow information across populations, we assume that each of the hazard functions depend only on a small number of linear combinations of the predictors (i.e., “factors”). We estimate these linear combinations using an algorithm based on “distance-to-set” penalties. This allows us to impose both low-rankness and sparsity on the regression coefficient matrix estimator. We derive asymptotic results that reveal that our estimator is more efficient than fitting a separate proportional hazards model for each population. Numerical experiments suggest that our method outperforms competitors under various data generating models. We use our method to perform a pan-cancer survival analysis relating protein expression to survival across 18 distinct cancer types. Our approach identifies six linear combinations, depending on only 20 proteins, which explain survival across the cancer types. Finally, to validate our fitted model, we show that our estimated factors can lead to better prediction than competitors on four external datasets.
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1 \hspace{1em} INTRODUCTION

Modeling a patient’s survival time based on omic profiles (e.g., transcriptomic or proteomic) is a difficult, yet fundamentally important problem in cancer research. With the advent of personalized medicine, survival models help clinicians plan a course of treatment, and allow patients to make more informed decisions about their care. From a statistical perspective, the challenges are twofold: first, omic data are often high-dimensional in the sense that the number of predictors (e.g., genes or proteins) can be much larger than the number of patients included in the study (e.g., thousands of genes’ expression measured on tens or hundreds of patients). Second, although numerous consortia have begun collecting multiomic and clinical data on cancer patients (e.g., The Cancer Genome Atlas [TCGA] program), datasets often consist of relatively few patients and have high rates of censoring. Consequently, sample sizes are often too small to identify prognostic predictors or estimate potentially small effects with reasonable accuracy. To address the issues caused by high dimensionality, small sample sizes, and high censoring rates, one approach is to analyze multiple independent datasets jointly, that is, to perform an “integrative” survival analysis (Liu et al., 2014; Maity et al., 2020; Zhang et al., 2016). Integrative analyses can improve efficiency and can identify low-dimensional features that are shared across the multiple populations in the study.
In this article, we propose a new variable selection and dimension reduction method for such integrative survival analyses. Our methodological developments are motivated by a pan-cancer survival analysis in which we model survival as a function of patients’ proteomic profiles jointly across 18 distinct cancer types. The proteome contributes to the complex pathophysiology of cancer in ways that cannot be explained by genomic or transcriptomic factors alone (Baladandayuthapani et al., 2014). Recent studies have demonstrated that protein expression levels can be discordant with DNA copy numbers and RNA expression levels (Akbani et al., 2014; Shankavaram et al., 2007), so using measurements of protein expression directly may provide novel insights regarding disease progression. More generally, pan-cancer survival models have been of recent interest because they may help identify therapeutic targets shared across cancer types (Maity et al., 2020; Wang et al., 2017).

To make matters concrete, suppose that we are interested in modeling survival in $J$ distinct cancer types. For each $j \in \{1, \ldots, J\}$, let $h_{s(j)}(t \mid x)$ be the hazard function for the $j$th cancer type evaluated at time $t$ for a subject with observed protein expression $x \in \mathbb{R}^P$. For any positive integer $m$, we will denote the set $\{1, 2, \ldots, m\}$ by $[m]$. We will model $h_{s(j)}(t \mid x)$ using the Cox proportional hazards model

$$h_{s(j)}(t \mid x) = h_{s(j)0}(t) \exp(x^T b_{s(j)}), \quad j \in [J],$$

(1)

where $h_{s(j)0}(t)$ and $b_{s(j)} \in \mathbb{R}^P$ are the baseline hazard and regression coefficient vector for the $j$th cancer type, respectively. Let $B_s = (b_{s(1)}, \ldots, b_{s(J)}) \in \mathbb{R}^{P \times J}$ be the matrix of unknown regression coefficients. Our proposed method assumes that $B_s$ is both low-rank and has many rows entirely zero. Restated, we assume the parametric restrictions

$$\text{rank}(B_s) \leq r_s \leq \min\{p, J\}, \quad \text{and} \quad \|B_s\|_{0,2} \leq s, \quad s \ll P, \quad s \ll r_s,$$

(2)

where for a matrix $A$ with $l$th row $A_{l, :}$, $\|A\|_{0,2} = \sum_{l} \|A_{l, :}\|_2 = 0$ with $1(\cdot)$ being the indicator function and $\|a\|_2$ being the Euclidean norm of the vector $a$. Hence, for any matrix $A$, $\|A\|_{0,2}$ is the number of nonzero rows of $A$. Under the rank constraint in (2), we can decompose $B_s = U V^T$ with $U \in \mathbb{R}^{P \times r_s}$ and $V \in \mathbb{R}^{J \times r_s}$, so that we can write the linear predictor for a subject with the $j$th cancer type and protein expression $x \in \mathbb{R}^P$ as

$$x^T b_{s(j)} = (x^T u_{1, j})v_{1, j} + (x^T u_{2, j})v_{2, j} + \cdots + (x^T u_{r_s, j})v_{r_s, j}, \quad j \in [J],$$

where $u_l \in \mathbb{R}^P$ is the $l$th column of $U$ and $(v_{1, j}, v_{2, j}, \ldots, v_{r_s, j})^T \in \mathbb{R}^{r_s}$ is the $j$th row of $V$. We may interpret the $f_k(x) = x^T u_k \in \mathbb{R}$ for $k \in [r_s]$ as an unobservable low-dimensional set of “factors” that contain all the useful information from $x$ about survival in all $J$ cancer types. In turn, we may then interpret the rows of $V$ as the distinct regression coefficients for each of the cancer types in the space of the $v_k$. The $(0,2)$-norm assumption on $B_s$ (i.e., $\|B_s\|_{0,2} \leq s$) implies that the same $s$ elements of the vectors $u_k$ can be nonzero. Letting $S_s = \{l : B_{s,l} \neq 0, l \in [P]\}$, this implies that the factors $f_k$ depend only on the predictors indexed by $S_s$, or stated in terms of the hazards, $h_{s(j)}(t \mid x) = h_{s(j)}(t \mid x_{S_s})$ for all $j \in [J]$, where for any vector $a$ and set $S \subseteq [P]$, $a_S$ denotes the subvector of $a$ containing only the elements indexed by $S$. Together, these assumptions improve parsimony and interpretability. For example, the $k$th factor’s biological relevance can be interpreted through the coefficients $u_k$ for $k \in [r_s]$.

Our analysis of the motivating data in Section 6 provides strong evidence that (2) is justifiable in the context of pan-cancer proteomics and survival. In particular, cross-validation estimates $(r_s, s)$ to be $(6, 20)$ (when $J = 18$ and $p = 210$). Many of these 20 selected proteins have been identified in the recent literature. Furthermore, examining the estimated factors (e.g., see Figure 2) reveals that they contain proteomic information that can distinguish cancer types (i.e., the factors do not contradict well-established molecular heterogeneity).

In the next section, we introduce a constrained maximum partial likelihood estimator for $B_s$ under the parametric restriction (2) in high-dimensional settings. In subsequent sections, we propose a new algorithm to compute our estimator and establish asymptotic theory thereof. Our work provides contributions on multiple fronts. Methodologically, we propose a new framework for jointly modeling survival in distinct populations with high-dimensional predictors. In contrast to related methods, our framework allows practitioners to identify interpretable low-dimensional features shared across populations. Computationally, we provide a new procedure for fitting sparse reduced-rank regression models under nonconvex $L_0$-type constraints. Compared to existing algorithms for related problems, our algorithm has closed-form updates and is conceptually simple as it is based on the majorize-minimize principle (Lange, 2016, Chapter 1). Theoretically, we find the asymptotic distribution of our estimator and quantify the gain in information from exploiting the rank constraint in (2). In contrast to classical results in reduced-rank regression (Anderson, 1999), we do not have a closed form for the constrained maximum likelihood estimator of $B_s$, so our proof technique is more general.

For the remainder, let $n_{(j)}$ denote the observed sample size for the $j$th population (e.g., $j$th cancer type), and let $t_{(j)1}, \ldots, t_{(j)n_{(j)}}$ denote the possibly unobserved
survival times for the \( j \)th population. For each \( j \in [J] \), we observe \((y_{(j)1}, \delta_{(j)1}, x_{(j)1}), \ldots, (y_{(j)n_{(j)}}, \delta_{(j)n_{(j)}}, x_{(j)n_{(j)}})\) where \( y_{(j)k} = \min(t_{(j)k}, c_{(j)k}) \), \( c_{(j)k} \) is the censoring time for the \( k \)th subject in the \( j \)th population, \( \delta_{(j)k} = 1(y_{(j)k} = t_{(j)k}) \), and \( x_{(j)k} \in \mathbb{R}^p \) is the vector of predictors (e.g., protein expression) measured on the \( k \)th subject from the \( j \)th population. Let \( d_{(j)i} = \text{cardinality}\{k : y_{(j)k} = y_{(j)i}, \delta_{(j)k} = 1\} \) and \( R_{(j)i} = \{k : y_{(j)k} \geq y_{(j)i}\} \) be the number of subjects in the \( j \)th population with survival time equal to \( y_{(j)k} \) and the \( j \)th population’s risk set at time \( y_{(j)i} \), respectively. Finally, let \( \|A\|_F^2 = \text{tr}(A^T A) \) be the squared Frobenius norm of a matrix \( A \). Throughout, we use upper-case bold letters to denote matrices and lower-case bold symbols to denote vectors.

2 | METHODOLOGY

2.1 | Estimation criterion

To fit the proportional hazards models (1) under the assumption (2), we maximize a constrained partial likelihood. Specifically, to allow for tied events, we propose to maximize a penalized and constrained version of the Breslow approximation of the partial likelihood. That is, the partial log-likelihood (approximation) we use is

\[
\mathcal{L}(B) = \sum_{j=1}^{J} \sum_{i=1}^{n_{(j)}} \delta_{(j)i} \left[ x_{(j)i}^T b_{(j)} - \log \left\{ \sum_{k \in R_{(j)i}} \exp \left( x_{(j)k}^T b_{(j)} \right) \right\} \right].
\]

We thus propose to estimate \( B \) using

\[
\arg\min_{B \in \mathcal{C}_r \cap \mathcal{A}_s} \left\{ -\mathcal{L}(B) + \mu \|B\|_F^2 \right\}
\]

where \( \mathcal{C}_r = \{B \in \mathbb{R}^{p \times J} : \text{rank}(B) \leq r\} \), \( \mathcal{A}_s = \{B \in \mathbb{R}^{p \times J} : \|B\|_{0,2} \leq s\} \), and \( \mu > 0 \) is a small positive tuning parameter. The ridge penalty, controlled by \( \mu \), is used to impose a small degree of shrinkage so that we may consider an effective number of parameters larger than the sample size. In both our simulations and real data analysis, we simply fix \( \mu \) to be some small constant (rather than selecting it by cross-validation). The tuning parameters \( r \) and \( s \), however, should be selected by cross-validation or an information criterion. In Web Appendix B, we propose using a version of the cross-validation criterion from Dai and Breheny (2019) to select tuning parameters.

Though the feasible set \( \mathcal{C}_r \cap \mathcal{A}_s \) in (3) is nonconvex, we will later demonstrate that replacing it with a convex approximation leads to an estimator that is often very biased, difficult to tune, and arguably no easier to compute than (3). For more details, see Web Appendix A.1 and our comparison to such an estimator in Section 5.

2.2 | Related methods and analyses

Dimension reduction methods for survival analysis have primarily focused on single population analyses, for example, using sufficient dimension reduction (Li et al., 1999; Li & Li, 2004) or reduced-rank regression (Fiocco et al., 2005; Perperoglou et al., 2006). Perperoglou et al. (2006) used reduced-rank regression to estimate regression coefficients under the assumption of nonproportional hazards in a single population survival analysis. Fiocco et al. (2005) assumed a low-rank decomposition of the regression coefficient matrix under a Cox proportional hazards model for competing risks. Fiocco et al. (2005) require that multiple event times are measured on each subject from a single population, whereas we are focused on integrative survival analyses.

Numerous methods exist for the integration of multiple cancer datasets. Many of these methods focus on modeling continuous (uncensored) outcomes and the identification of shared nonzero regression coefficients (Huang et al., 2017; Zhao et al., 2015). Similar approaches for variable selection have been proposed under an accelerated failure time (AFT) model (Liu et al., 2014; Zhang et al., 2016). For example, Maity et al. (2020) developed a hierarchical Bayesian AFT model that performs variable selection and borrows information across populations through the correlation structure of the prior distributions. Extending these approaches to the Cox model is nontrivial owing to the computational and theoretical challenges of working with the constrained partial likelihood. Along these lines, Tang et al. (2019) proposed a method for fitting a Cox proportional hazards model when there exist predefined subgroups of subjects in a study. Their approach assumes that all subgroups have the same baseline hazard function and assumes that some regression coefficients are equivalent across pairs of subgroups. These assumptions are somewhat restrictive, but lead to an optimization problem that can be solved using existing algorithms and software.

The work most closely related to our own is the method proposed by Wang et al. (2017), who make a low-rank assumption on \( B \), and propose a nuclear norm penalized maximum partial likelihood estimator. This estimator can impose low-rankness and is the solution to a convex optimization problem, but does not perform variable selection, and thus, can perform poorly in high-dimensional settings. Moreover, the nuclear norm penalty imposes global shrinkage toward the origin, so although one can obtain a low-rank estimate of \( B \), this often comes at the
cost of excess shrinkage. We discuss the method of Wang et al. (2017) and propose a sparse variant thereof in Web Appendix A.1. As we will show in our simulation studies, this approach imposes substantial bias, has poor variable selection performance, and is too difficult to tune to be useful in practice.

Identifying shared prognostic factors across cancer types has also been of recent interest. For example, Hieronymus et al. (2018) found that tumor copy number alteration (CNA) burden was a significant prognostic factor in five distinct cancer types. For each $j \in [J]$, Hieronymus et al. (2018) effectively assumed $h_{ij}(t | c_{ij}) = h_{ij}(t) \exp(c_{ij}v(t))$ where $c_{ij} \in \mathbb{R}$ is the CNA burden for the $i$th subject with the $j$th cancer type and $v(t) \in \mathbb{R}$ is an unknown regression coefficient for the $j$th cancer type. However, CNA burden is simply the proportion of the genome affected by CNAs, so we can express $c_{ij} = x_{ij}^T 1_p / p$ where $x_{ij} \in \{0,1\}^p$ is a vector whose $k$th component equals one if there is a CNA at the $k$th genomic location and zero otherwise for each $k \in [p]$, and $1_p \in \mathbb{R}^p$ is the $p$-dimensional vector of ones. If instead, we replaced $1_p / p$ with $u \in \mathbb{R}^p$, their hazard function for the $j$th cancer type would be $h_{ij}(t) \exp(x_{ij}^T u v(t))$, which corresponds exactly to the rank one version of our model, that is, $B_s = u v^T$ where $v = (v_1, ..., v_J)^T \in \mathbb{R}^J$. Thus, with (3), a practitioner could instead estimate both $u$ and $v$ simultaneously, which would allow for a more flexible factor than CNA burden to be discovered. For example, our method could identify genomic locations at which the CNAs are relevant to survival in multiple cancers by taking a (sparse) weighted sum of CNAs rather than simply taking the proportion of the genome affected by CNAs.

In a separate study, Hong et al. (2020) found that genes among the CASP family serve as useful prognostic factors for breast cancer, hepatocellular carcinoma, and pancreatic cancer. Under (2), this would correspond to taking the $x_{ij}^T$ to be gene expression profiles and assigning $r_s = 1$ with $B_s = u v^T$, but constraining $u$ to be a vector that has zeros in all positions except those corresponding to genes in the CASP family. Hence, Equation (3) could also discover this type of prognostic factor, but without requiring prior specification of a particular gene family.

Finally, we note that the assumptions in (2) are similar to those made in sparse reduced-rank multivariate response regression (Chen & Huang, 2012; She, 2017). The methods of Chen and Huang (2012) and She (2017) are designed for settings where multiple (uncensored) responses are measured on each subject from a single population. As such, these methods cannot be applied in the context of integrative survival analysis. We further elaborate on the distinction between our method and existing methods for sparse reduced-rank regression in Web Appendix H.

## 3 | COMPUTATION

### 3.1 | Penalty method based on “distance-to-set” penalties

To compute (3), we use the penalty method (Nocedal & Wright, 2006, Chapter 17) in concert with the majorize-minimize principle (Lange, 2016, Chapter 1). The penalty method is especially appealing for (3) because we can employ “distance-to-set” penalties, which can be majorized by smooth functions (Keys et al., 2019; Xu et al., 2017). In particular, to compute (3), we solve a sequence of problems of the form

$$
\tilde{B}_p = \arg \min_{B \in \mathbb{R}^{p \times J}} \left\{ -L(B) + \mu \|B\|_F^2 + \frac{\rho}{2} \text{dist}(B, C_r)^2 + \frac{\rho}{2} \text{dist}(B, A_s)^2 \right\},
$$

where $\text{dist}(B, C_r)$ is the Euclidean distance from $B$ and its nearest point in the set $C_r$, that is,

$$
\text{dist}(B, C_r) = \inf_{A \in C_r} \|B - A\|_F = \|B - P_{C_r}(B)\|_F,
$$

with $P_{C_r}$ denoting the projection onto $C_r$. By taking the penalty parameter $\rho \to \infty$, it will occur that $\tilde{B}_p \in C_r \cap A_s$ as any iterate outside the set $C_r \cap A_s$ will lead to a large objective function value. To use this approach in practice, we iteratively compute $\tilde{B}_p$ for an increasing sequence of $\rho$ values—initializing the algorithm for $\tilde{B}_p$ at the solution for the previous (smaller) value of $\rho$. In the next subsection, Section 3.2, we propose a majorize-minimize algorithm for (4) with $\rho$ fixed. In the following subsection, Section 3.3, we detail our implementation of the penalty method for computing (3) more broadly.

### 3.2 | Majorize-minimize algorithm for computing $\tilde{B}_p$

To compute (4), we appeal to the majorize-minimize principle. Following Xu et al. (2017), given current $(k)$th iterate $B^k$, we first majorize both distance penalties using a variation of

$$
\mathcal{M}_{C_r}(B | B^k) = \|B - P_{C_r}(B^k)\|_F^2.
$$

The function $\mathcal{M}_{C_r}(\cdot | B^k)$ majorizes $\text{dist}(\cdot, C_r)^2$ at $B^k$ because

$$
\text{dist}(B^k, C_r)^2 = \mathcal{M}_{C_r}(B^k | B^k) \quad \text{and} \quad \mathcal{M}_{C_r}(B | B^k) \geq \text{dist}(B, C_r)^2
$$

for all $B \in \mathbb{R}^{p \times J}$. Moreover, $\nabla \mathcal{M}_{C_r}(B | B^k) = 2(B - P_{C_r}(B^k))$ when $P_{C_r}(B^k)$ is single valued. An analogous majorizer can be constructed for $\text{dist}(\cdot, A_s)^2$. Because
both \( C_p \) and \( A_p \) are closed, projections onto each are single valued except on a set of matrices with Lebesgue measure zero (Keys et al., 2019, Proposition 6). In addition, both projections can be computed efficiently. Letting \( L^k_r \in \mathbb{R}^{d_r \times d_r} \) and \( R^k_r \in \mathbb{R}^{d_r \times d_r} \) denote the leading \( r \) left and right singular vectors of \( B^k \), respectively, and letting \( D^k_r \in \mathbb{R}^{d_r \times d_r} \) be a diagonal matrix with \( B^k \)'s largest \( r \) singular values along its diagonal, \( P_{A_k} (B^k) = L^k_r D^k_r R^k_r \). Similarly, the projection of \( B^k \) onto \( A_k \) simply requires setting the rows with \((s+1)^{th} \) through \( p^{th} \) largest Euclidean norms to zero. That is, \( P_{A_k} (B^k) = A_k (B^k) B^k \) where \( A_k (B^k) \in \mathbb{R}^{p \times p} \) is a diagonal matrix with \((l,l)^{th} \) element equal to 1 if \( \| L^k_r \|_2 \) is one of the \( s \) largest for all \( l \in [p] \) and 0 otherwise.

Letting \( F_p \) denote the objective function from (4), we can majorize \( F_p \) at \( B^k \) using that

\[
F_p (B) \leq -\mathcal{L}(B) + \mu \| B \|_F^2 + \frac{\rho}{2} \| B - P_{A_k} (B) \|_F^2 + \frac{\rho}{2} \| B - P_{C_k} (B) \|_F^2.
\]

(6)

for all \( B \in \mathbb{R}^{d \times d} \). Thus, if \( B^{k+1} \) minimizes the right-hand side of (6), that is, is defined as

\[
\arg\min_{B \in \mathbb{R}^{d \times d}} \left\{ -\mathcal{L}(B) + \mu \| B \|_F^2 + \frac{\rho}{2} \| B - P_{A_k} (B) \|_F^2 + \frac{\rho}{2} \| B - P_{C_k} (B) \|_F^2 \right\}.
\]

(7)

then we would be ensured that \( F_p (B^{k+1}) \leq F_p (B^k) \) by (5). However, computing (7) is itself a challenging optimization problem. Although (7) can be solved column-by-column of \( B \), each column-wise update would require its own iterative algorithm to compute. To avoid solving this problem at each iteration, we can instead employ a further (approximate) majorization of \( -\mathcal{L}(B) \), which can be minimized efficiently. Let

\[
\mathcal{L}(b_{(j)}) = \sum_{i \in \mathcal{V}(j)} \mathcal{L}(b_{(j)}) = \sum_{i \in \mathcal{V}(j)} \exp \left( \sum_{k \in \mathcal{V}(j)} \mathbf{x}_{(j)}^T \mathbf{a}_{(j)} \right)
\]

denote the \( j \)th population's contribution to the partial log-likelihood for \( j \in \mathcal{J} \). Following Simon et al. (2011), we use a quadratic approximation of \(-\mathcal{L}(b_{(j)})\). Let \( \eta_{(j)}^k = X_{(j)} b_{(j)}^k \) where \( X_{(j)} = (x_{(j)}^1, \ldots, x_{(j)}^{n_{(j)}})^T \in \mathbb{R}^{n_{(j)} \times p} \). For square matrix \( A \), let \( \text{Diag}(A) \) be a matrix with \((j,k)\)th entry equal to \( A_{j,k} \) if \( j = k \) and zero otherwise. Then, letting \( f_{(j)} \) denote the function \( \eta_{(j)} \rightarrow -\mathcal{L}(\eta_{(j)}) \), and letting \( \nabla f_{(j)} \) and \( \nabla^2 f_{(j)} \) denote the gradient and Hessian of \( f_{(j)} \), we have that

\[
-\mathcal{L}(b_{(j)}) \approx -\mathcal{L}(b_{(j)}^k) + \left( X_{(j)} b_{(j)}^k - \mu \right)^T \nabla f_{(j)} (\mu) + \frac{1}{2} \left( X_{(j)} b_{(j)}^k - \mu \right)^T \nabla^2 f_{(j)} (\mu) \left( X_{(j)} b_{(j)}^k - \mu \right).
\]

Hence, letting

\[
g_{(j)} (b_{(j)} | b_{(j)}^k) = -\mathcal{L}(b_{(j)} | b_{(j)}^k) + \left( X_{(j)} b_{(j)} - \mu \right)^T \nabla f_{(j)} (\mu) + \frac{1}{2} \left( X_{(j)} b_{(j)} - \mu \right)^T \nabla^2 f_{(j)} (\mu) \left( X_{(j)} b_{(j)} - \mu \right).
\]

and letting \( [P_{C_k} (B^k)]_{(j)} \) denote the \( j \)th column of the matrix \( P_{C_k} (B^k) \), we define

\[
b_{(j)}^{k+1} = \arg\min_{b_{(j)} \in \mathbb{R}^p} \left\{ g_{(j)} (b_{(j)} | b_{(j)}^k) + \frac{\rho}{2} \| b_{(j)} - [P_{C_k} (B^k)]_{(j)} \|_2^2 \right\}
\]

(8)

for \( j \in \mathcal{J} \), and define \( B^{k+1} = (b^{k+1}_1, \ldots, b^{k+1}_J) \).

Computing (8) may be time-consuming when \( p > n_{(j)} \). In this case, we may use the Woodbury identity, that is, \( X_{(j)} W (\eta_{(j)}^k) X_{(j)} + \lambda I_p \) \(-1\) = \( \lambda^{-1} (X_{(j)} W (\eta_{(j)}^k) X_{(j)}) \) \(-1\) + \( \lambda^{-1} X_{(j)} W (\eta_{(j)}^k) X_{(j)}) \), so that computing \( b^{k+1}_j \) requires inverting only an \( n_{(j)} \times n_{(j)} \) matrix.

We summarize the algorithm for computing \( \bar{B}_p \) (with \( \rho \) fixed in Algorithm 1 and embed this within the penalty method for computing (3) in Algorithm 2. Note that our approach is not strictly adhering to the majorize-minimize principle. The objective function constructed from summing the terms in (8) over all \( j \) is not, strictly speaking, a majorizing function of (4). To ensure that \( B^{k+1} = (b^{k+1}_1, \ldots, b^{k+1}_J) \) yields a decrement of the original objective function \( F_p \), one could replace each \( \text{Diag}(\nabla^2 f_{(j)} (\mu)) \) with \( \phi \| \eta \| \) for some sufficiently large positive constant \( \phi \). In practice, we found that replacing \( \text{Diag}(\nabla^2 f_{(j)} (\mu)) \) is not necessary. Updates based on (8) led to a decrease...
ALGORITHM 1 Majorize-minimize algorithm for (4)

Inputs: \((\mu, r, s, k^{\text{max}}, B^{\text{ini}}, \rho) \in (0, \infty) \times \{\min(p, J)\} \times \{p\} \times \mathbb{N} \times \mathbb{R}^{p \times J} \times (0, \infty)\)

1. Set \(B^0 = B^{\text{ini}}\), \(k = 0\)
2. Compute \(\hat{B} = P_c(B^k) + P_A(B^k)\)
3. For \(j \in \{J\}\) in parallel
   (a) Update \(\eta^{(j)}_{k,j} = X^{(j)}_{k} b^{k}_{(j)}\)
   (b) Update \(b^{k+1}_{(j)} = (X^{(j)}_{k} W^{(j)}_{\eta^{(j)}_{k,j}} X^{(j)}_{k} + (2 \rho + \mu) I)^{-1} X^{(j)}_{k} W^{(j)}_{\eta^{(j)}_{k,j}} Z_{\eta^{(j)}_{k,j}} + \rho b^{k}_{(j)}\)
4. If the objective function value has not converged and \(k \leq k^{\text{max}}\), set \(k = k + 1\) and return to (2); otherwise, terminate

ALGORITHM 2 Penalty method for computing (3)

Inputs: \((\mu, r, s, k^{\text{max}}, \delta_{\text{incr}}, \rho_0, \epsilon) \in (0, \infty) \times \{\min(p, J)\} \times \{p\} \times \{1, \infty\} \times (0, \infty) \times (0, \infty)\)

1. Initialize \(B \in \mathbb{R}^{p \times J}\) and set \(\rho_{\text{old}} = \rho_0\)
2. Compute \(B_{\text{new}}\), the final iterate of Algorithm 1 with inputs \((\mu, r, s, k^{\text{max}}, B, \rho_{\text{old}})\)
3. Set \(B_{\text{old}} = B_{\text{new}}\) and \(\rho_{\text{new}} = \delta_{\text{incr}} \rho_{\text{old}}\)
4. Compute \(B_{\text{new}}\), the final iterate of Algorithm 1 with inputs \((\mu, r, s, k^{\text{max}}, B_{\text{old}}, \rho_{\text{new}})\)
5. If \(\max(\text{dist}(B_{\text{new}}, C), \text{dist}(B_{\text{new}}, A))^2 < \epsilon\), terminate; otherwise, set \(\rho_{\text{old}} = \rho_{\text{new}}\) then return to (3)

in the objective function in every scenario we considered, and led to substantially faster convergence than any other approach we tried. However, this modified version of our algorithm is amenable to convergence analysis.

Proposition 1. Let \(B^{k+1} = (b^{k+1}_{(1)}, \ldots, b^{k+1}_{(J)})\) be defined as in (8) with \(\phi I_{n_{(j)}}\) replacing \(\text{Diag}(\nabla^2 f_{(j)}(\eta^{(j)}_{k,j}))\) for some \(\phi > 0\) sufficiently large and fixed. Then, \(P_{\rho}(B^{k+1}) \leq P_{\rho}(B^{k})\) for \(k = 1, 2, 3, \ldots, \lim_{k \to \infty} \|B^{k+1} - B^{k}\|_F = 0\), and if each limit point of \(\{B^{k}\}_{k=1}^{\infty}\) is isolated, then the iterates converge to a critical point of \(P_{\rho}\).

Proposition 1—which is a direct application of Proposition 9 of Keys et al. (2019)—follows, in part, from the majorize-minimize principle and the strong convexity of \(g_{(j)}(c | b^{(j)}_{(j)})\).

3.3 Implementation details

To use the penalty method, we must apply Algorithm 1 to repeatedly solve (4) for an increasing sequence of penalty parameters \(\rho\). Starting with a relatively small initial value of \(\rho > 0\), we compute \(\hat{B}_{\rho}\) using Algorithm 1. We then increase \(\rho\) by a fixed multiplicative factor, say 1.2, and compute \(\hat{B}_{1.2\rho}\) after initializing the algorithm at \(\hat{B}_{\rho}\). We repeat this procedure until for some sufficiently large \(\rho\) and corresponding \(\hat{B}_{\rho}\), we have both \(\text{dist}(\hat{B}_{\rho}, C)^2 < \epsilon\) and \(\text{dist}(\hat{B}_{\rho}, A)^2 < \epsilon\) for some convergence tolerance \(\epsilon > 0\). We call the limit of this sequence \(\hat{B}\), which can be thought of as (3) for a fixed \(r, s, \mu\). Following Keys et al. (2019), we find that it is not necessary to solve (4) exactly for each penalty parameter \(\rho\). Instead, we can run Algorithm 1 for a fixed number of iterations (e.g., we set \(k^{\text{max}} = 10\) in our implementation) to approximate (4) before incrementing \(\rho\). Often, 10 iterations were enough for convergence for even moderately sized \(\rho\), for example, \(\rho > (1.2)^5 \rho_0\), where \(\rho_0\) is the initial penalty parameter value. The number of allowed iterations, \(\rho_0\), and by what factor \(\rho\) is increased at each iteration of the penalty method can be diagnosed by the user, but we found our default implementation to work well across a range of scenarios. Software implementing this method is available for download from GitHub (Molstad & Patra, 2022).

In addition, we found that using “warm-starting” could also improve estimation accuracy and convergence speed. Suppose that we consider models defined by \((r, s) \in \{r_1, \ldots, r_L\} \times \{s_1, \ldots, s_M\}\) where \(r_1 > r_2 > \ldots > r_L\). Treating \(s = s_1\) as fixed, we start by computing \(\hat{B}\) with \(r = r_1\) after initializing at the matrix of zeros. Then, for computing \(\hat{B}\) with \(r = r_k\), we initialize the algorithm at the solution for \(r = r_{k-1}\) for \(k \in \{2, \ldots, L\}\). We repeat this separately for each candidate \(s\).

4 ASYMPOTIC PROPERTIES

Next, we establish the asymptotic distribution of a version of our estimator. We focus on quantifying the efficiency gained when using the rank constraint by studying (3) with \(s = p\) and \(\mu = 0\). We treat \(p\) as fixed throughout this section. To simplify notation, let \(\hat{B}_r\) denote the rank \(r\) constrained version of (3), that is, define \(\hat{B}_r = \arg \max_{B \in C_r \cap D_M} L(B)\) where \(D_M = \{B \in \mathbb{R}^{p \times J} : \|B\|_F \leq\)
for large constant $M$. The constraint that $\hat{B}_r \in D_M$ serves to regularize the estimator in a manner similar to the ridge penalty. However, we omit notation indicating dependence on $M$ because, for the remainder of this section, we assume that $M$ is taken to be a arbitrarily large constant such that $\|B_\nu\|_F < M < \infty$.

In the following, we establish asymptotic normality, derive the asymptotic variance, and verify that the covariance of each column of the standard maximum partial likelihood estimator minus that of our estimator is positive semidefinite. Together, these results provide a theoretical justification of the efficiency gains observed in our simulation studies in Section 5. Throughout, let $A^+$ be the Moore–Penrose pseudoinverse of a matrix $A$, and let $A_1 \otimes A_2$ be the Kronecker product of matrices $A_1$ and $A_2$. Let $\text{BlockDiag}(A_{jk})_{k \in K}$ be the block diagonal matrix with $k\text{th}$ diagonal block $A_k$ for $k \in K$, and let $\text{vec}(A)$ be the vector formed by stacking the columns of the matrix $A$. Finally, we use the notation $A_1 \geq A_2$ to indicate that $A_1 - A_2$ is positive semidefinite.

Our asymptotic results will require a number of assumptions. First, we assume that $\text{rank}(B_\nu) = r_\nu$ with $r_\nu \leq \min\{p, J\}$, and assume that $r = r_\nu$ (i.e., the rank of (3) is correctly specified). Similarly, letting $n = \sum_{j=1}^J n_{(j)}$, we assume that for all $j \in [J]$, the ratio $n_{(j)}/n \to \kappa_{(j)}$ for some constant $\kappa_{(j)} > 0$ as $n \to \infty$. The remainder of our assumptions applies to each population separately: these are the standard assumptions needed for asymptotic normality under the Cox proportional hazards model with right censoring, for example, see Chapter 6 of Van der Vaart (2002) or Hjort and Pollard (2011). Notably, we do not require anything about the relationships between populations other than the low rankness of $B_\nu$. For the sake of space, we formally state and discuss these assumptions, (A1)–(A7), in Web Appendix D.

Before stating our main result, we first note that when $r = \min\{p, J\}$, $\hat{B}_r$ is equivalent to $J$ separate maximum partial likelihood estimators: one for each column of $B_\nu$. We denote this estimator $\hat{B}$ and define $\hat{b}_{(j)} \in \mathbb{R}^p$ as the $j\text{th}$ column of $\hat{B}$ for $j \in [J]$. Applying standard asymptotic results for the Cox proportional hazards model, we know that as $n \to \infty$ under our assumptions, $\sqrt{n_{(j)}(\hat{b}_{(j)} - b_{(j)})} \overset{d}{\to} N_p(0, D_{(j)}^{-1})$ for $j \in [J]$, where the exact form of $D_{(j)}$ is given in Lemma E.2 of Web Appendix E. As we will show, the asymptotic distribution of $\hat{B}_r$ will depend on the $D_{(j)}$. However, unlike the unconstrained maximum partial likelihood estimator $\hat{B}$, all $D_{(j)}$ affect the asymptotic covariance of each column of $\hat{B}_r$. The following result, proved in Web Appendix D, establishes the asymptotic distribution of the rank-constrained maximum partial likelihood estimator.

**Theorem 1.** Let $U \in \mathbb{R}^{p \times r}$ and $V \in \mathbb{R}^{n \times r}$ be any pair of rank $r$ matrices such that $B_\nu = UV^T$. Define the matrices $T = [V \otimes I_p, I_J \otimes U]$ and $D_{\nu} = \text{BlockDiag}([\kappa_{(j)}D_{(j)}]_{j=1}^J)$. Then under assumptions (A1)–(A7),

$$\sqrt{n}\{\text{vec}(\hat{B}_{r_\nu} - B_{\nu})\} \overset{d}{\to} N_{Jp}(0, T(T^TD_{\nu}T)^+T^T).$$

Before discussing the result, we comment briefly on the proof. There are two fundamental differences between our proof and those of existing asymptotics for reduced-rank regression estimators. First, in contrast to the classical reduced-rank regression asymptotics (Anderson, 1999; Stoica & Viberg, 1996), we do not have closed-form expressions for estimates of a particular $U$ and $V$. Second, we are not dealing with a quadratic objective function, so many other standard techniques could not be applied. Instead, we prove Theorem 1 by first defining a particular identifiable decomposition of $B_\nu$, showing that we estimate the components of this particular decomposition consistently, using this to establish the asymptotic normality of a function of these components, and finally showing that these results hold for any decomposition of $B_\nu$.

To better understand the implication of Theorem 1, we express the asymptotic covariance in terms of any pair $(U, V)$ where $B_{\nu} = UV^T$. Defining $\tilde{D}_{(j)} = \kappa_{(j)}D_{(j)}$ for all $j \in [J]$, $P_{A,B} = A(A^TBA)^{-1}A^TB$, and $P_{A,B} = I - P_{A,B}$ for any projection matrix $P_{A,B}$, we have that asymptotic covariance from Theorem 1 can be expressed

$$T(T^TD_{\nu}T)^+T = \text{BlockDiag}\left[\begin{array}{c} V_{L,} \otimes P_{U,B_{(1)}}^T \\ V_{L,} \otimes P_{U,B_{(2)}}^T \\ \vdots \\ V_{L,} \otimes P_{U,B_{(J)}}^T \end{array}\right] + \left[\begin{array}{c} V_{L,} \otimes P_{U,B_{(1)}}^T \\ V_{L,} \otimes P_{U,B_{(2)}}^T \\ \vdots \\ V_{L,} \otimes P_{U,B_{(J)}}^T \end{array}\right]^T \left[\begin{array}{c} \sum_{j=1}^J V_{j,} V_{j,}^T \otimes \tilde{D}_{(j)} P_{U,B_{(j)}}^T \\ \vdots \\ \sum_{j=1}^J V_{j,} V_{j,}^T \otimes \tilde{D}_{(j)} P_{U,B_{(j)}}^T \end{array}\right],$$

where $V_{j,} \in \mathbb{R}^r$ denotes the $j\text{th}$ row of $V$. That is, the asymptotic covariance consists of the sum of two matrices: a block diagonal matrix whose components depend only on the $\tilde{D}_{(j)}$ and the column space of $U$, and a matrix that depends on the $\tilde{D}_{(j)}$ and the column spaces of $U$ and $V$. The covariance between columns of $\sqrt{n}(\hat{B}_{r_\nu} - B_{\nu})$ comes only from the latter matrix. For example, the covariance between the $l\text{th}$ and $m\text{th}$ columns is

$$\left(\begin{array}{c} V_{L,} \otimes P_{U,B_{(1)}}^T \\ \vdots \\ \sum_{j=1}^J V_{j,} V_{j,}^T \otimes \tilde{D}_{(j)} P_{U,B_{(j)}}^T \\ \vdots \\ \sum_{j=1}^J V_{j,} V_{j,}^T \otimes \tilde{D}_{(j)} P_{U,B_{(j)}}^T \end{array}\right) + \left(\begin{array}{c} V_{L,} \otimes P_{U,B_{(m)}}^T \\ \vdots \\ \sum_{j=1}^J V_{j,} V_{j,}^T \otimes \tilde{D}_{(j)} P_{U,B_{(j)}}^T \\ \vdots \\ \sum_{j=1}^J V_{j,} V_{j,}^T \otimes \tilde{D}_{(j)} P_{U,B_{(j)}}^T \end{array}\right)^T.$$

Note that the asymptotic covariance of the maximum partial likelihood estimator is rank-deficient. It can be
checked that \( \text{rank} \{ \text{var} \{ \text{vec}(\hat{B}_{r_s} - B_s) \} \} \leq (J + p - r_s) r_s \), where \((J + p - r_s) r_s \) is the number of identifiable parameters in \( B_s \), when \( \text{rank}(B_s) = r_s \) and \( \text{var} \) denotes the asymptotic covariance.

Finally, we can use the result of Theorem 1 to verify that the rank restriction leads to an efficiency gain over separate maximum partial likelihood estimators.

**Theorem 2.** Under the conditions of Theorem 1,

\[
\text{var} \{ \sqrt{n}(\hat{b}_{(j)r_s} - b_{(j)r_s}) \} \geq \text{var} \{ \sqrt{n}(\hat{b}_{(j)r_s} - b_{(j)r_s}) \} \text{ for all } j \in [J].
\]

where \( \hat{b}_{(j)r_s} \) is the \( j \)th column of \( \hat{B}_{r_s} \).

Theorem 2 reveals that each column of the rank-constrained estimator has covariance no greater than the unconstrained maximum partial likelihood estimator in the sense that their difference is negative semidefinite. The result of Theorem 2 suggests that the improvements in estimation accuracy, which we observe empirically in Section 5, are the result of lower variance coming from the rank restriction.

### 5 | SIMULATION STUDIES

#### 5.1 | Data generating model

We compare our method to various competitors under the assumption in (2). Specifically, for 100 independent replications, we generate survival times under the Cox proportional hazards models for \( J = 12 \) distinct populations. In each setting, we generate \( n_{(1)} = n_{(4)} = n_{(7)} = n_{(10)} = 100, n_{(2)} = n_{(5)} = n_{(8)} = n_{(11)} = 200, \) and \( n_{(3)} = n_{(6)} = n_{(9)} = n_{(12)} = 300 \) independent survival times for each population. For each subject in our dataset, we first generate predictors \( X_{(j)} \) as a realization of \( N_p(0, \Sigma) \) where \( \Sigma_{l,m} = 0.7^{|l-m|} \) for \((l,m) \in [p] \times [p] \). Given \( X_{(j)} \), we then obtain the true survival time according to the Cox proportional hazards model with Gompertz baseline hazard using \( T_{(j)} = \log(1 - \alpha / \zeta_{(j)}) \log(u) \exp(-X_{(j)}^\top b_{(j)})) / \alpha \) for \( i \in [n_{(j)}] \) and \( j \in [J] \), where \( u \sim \text{Uniform}(0,1) \) independently for all \( (j, i) \) combinations. We set \( \alpha = \pi / (600 \sqrt{6}) \) and \( \zeta_{(j)} = \alpha \exp(-0.5772 - 2 \nu_{(j)}) \) where \( \nu_{(j)} = 2000 + 10(j - 1) \) for \( j \in [J] \). These parameter values are chosen so that the generated survival times mimicked those in the TCPA data analyzed in Section 6. Under this data generating model, the baseline hazards are distinct across populations. See Bender et al. (2005) for more details about this data generating model. Given \( t_{(j)1}, \ldots, t_{(j)n_{(j)}} \) for \( j \in [J] \), we generate censoring times \( \zeta_{(j1)} \) as realizations of an exponential random variable with mean \( q_{\xi}^{-1}(\zeta_{(j1)}) \), where \( q_{\xi} \) denotes the \( \xi \)th quantile of its argument. We allow \( \xi \) to vary across populations. If \( n_{(j)} < 300 \), we use \( \xi = \tau \), whereas if \( n_{(j)} \geq 300 \), we use \( \xi = \tau + 0.20 \) with \( \tau \) varying across simulation settings.

Given censored times, we set \( \zeta_{(j)} = \min \{ c_{(j1)}, t_{(j1)} \} \) and \( \delta_{(j)} = 1(\zeta_{(j)} = t_{(j1)}) \). We generate \( B_s = UV \Sigma V^\top \in \mathbb{R}^{p \times J} \) and each \( \lambda \) is a user-specified tuning parameter. We consider three performance metrics: (1) \( \nu_{(j)} = \nu_{(j1)} \), (2) concordance (C-index) between linear predictors and observed survival times; and (3) Brier score evaluated at the median observed survival time. Concordance and Brier scores are averaged over the \( J \) populations. See Web Appendix C for further descriptions of these metrics.

#### 5.2 | Competing methods

We consider various competing methods, some of which can exploit the low-rankness assumption in (2). Many of the competitors we consider estimate \( B_s \) column-by-column. The \( j \)th column of these estimators can be expressed as:

\[
\arg \max_{b_{(j)} \in \mathbb{R}^p} \left\{ n_{(j)}^{-1} c_{(j)}(b_{(j)} - \lambda_{(j)} \| b_{(j)} \| q_\xi^q) \right\}
\]

where \( \lambda_{(j)} \in (0, \infty) \) is a user-specified tuning parameter for \( j \in [J] \) and \( q \in \{1, 2\} \). Based on (10), we consider the following alternative estimators: Sep-Ridge, (10) with \( q = 2 \) and each \( \lambda_{(j)} \) chosen to minimize the deviance on the \( j \)th population validation set (i.e., separate ridge regressions used for each population); Sep-Lasso, (10) with \( q = 1 \) and \( \lambda_{(j)} \) chosen to minimize the deviance on the \( j \)th population validation set; Proj-Sep-Ridge (respectively, Proj-Sep-Lasso), the nearest rank-\( r \) approximation to separate ridge-penalized (respectively, lasso-penalized) Cox models. To compute Proj-Sep-Ridge, we first obtain (10) with \( q = 2 \) and each \( \lambda_{(j)} \) chosen to minimize the deviance on the \( j \)th population validation set, and then find the nearest rank \( r \) approximation (in squared Frobenius norm) to the estimate. The rank parameter, \( r \), is also chosen to minimize the deviance on the validation set.
We also consider Convex-Approx, the nuclear norm and group lasso penalized estimator of $B_*$ described in Web Appendix A.1. Note that both Proj estimators and Convex-Approx exploit the assumption of low-rankness in $B_*$. Finally, we use our method with $\rho_0 = 50$ (where $\rho_0$ is the initializing value of $\rho$ for the penalty method) and $\mu = 0.1$ fixed across every setting. Tuning parameters $s$ and $r$ are chosen to minimize the validation set deviance. We use LR-Cox to denote (3).

5.3 Results

We display results in Figure 1. In the first row, we display the performance of the estimators as the rank of the true regression coefficient matrix increases with $\tau$ and $p$ held fixed at 0.35 and 250, respectively. In the three settings we consider, we see that in terms of model error, concordance, and Brier score, our method performs the best among all the competitors considered. As the rank increases, the difference in model error between our method and Convex-Approx begins to decrease. In terms of model error, only the performance of LR-Cox degrades as the rank increases. In contrast, when considering both concordance and Brier score, performance of every method (including the proposed LR-Cox) improves as the rank of $B_*$ increases. This can be explained by the fact that under our data generating model, as the rank increases, the signal strength increases. Nevertheless, in each setting, our method outperforms all competitors.

In the second row of Figure 1, we display results as $\tau$, the censoring parameter, increases with $p$ and the rank of $B_*$ held fixed at 250 and 3, respectively. We see the performance of all methods improve in all metrics as the proportion of censoring decreases, but our method's superior performance remains constant across the considered $\tau$. Notably, Proj-Sep-Lasso only slightly outperforms Convex-Approx in terms of concordance, although Convex-Approx is better than Proj-Sep-Lasso in terms of Brier score and model error.

Finally, in the bottom row of Figure 1, we display results as $p$ varies with $\tau$ and the rank of $B_*$ held fixed at 0.35 and 3, respectively. As expected, as $p$ grows, keeping the number of truly important variables fixed at 20, each method's performance tends to degrade. However, the performance of LR-Cox seems to be less affected by the change in $p$ than does the convex approximation Convex-Approx or any of the competing estimators. For example, in terms of Brier score, our method tends to perform similarly for all considered values of $p$, whereas performance of all other methods degrades as $p$ approaches 500.

Interestingly, the difference between Convex-Approx and Proj-Sep-Lasso is relatively small in all three settings. For example, Proj-Sep-Lasso outperforms Convex-Approx in terms of concordance when the rank of $B_*$ is less than three. This lends further evidence to the notion that Convex-Approx leads to overly biased estimates.

5.4 Additional simulation studies

In the Web Appendix, we provide additional simulation study results. In Web Appendix F.1, we compare (3) to an alternative estimator that uses a sample size-weighted version of $L$. In Web Appendix F.2, we assess the sensitivity of (3) to the choice of rank. Unsurprisingly, we see that overspecification of the rank has only a slight effect relative to underspecification. In Web Appendix F.3, we consider comprehensive simulation studies under three alternative data generating models. Specifically, we consider settings where some factors are not shared by subsets of the populations and settings where some predictors are relevant for only a subset of the populations. Finally, in Web Appendix F.4, we present mean-squared estimation error results under the data generating models from Section 5.1.

6 PAN-CANCER SURVIVAL ANALYSIS WITH PROTEIN EXPRESSION

6.1 Data processing

Finally, we perform the pan-cancer integrative survival analysis that motivated our method. The data we analyze is from The Cancer Proteome Atlas (TCPA), detailed in Li et al. (2013). These data consist of clinical information and protein expression measurements from reverse-phase protein arrays for patients with many distinct types of cancer. In our analysis, we use data from all cancer types that had at least 30 patients with recorded failure times and 30 with censored failure times. Kaplan–Meier survival curves for each of the 18 cancer types are displayed in Web Figure 1. The normalized expression (level 4 from Pan-Can 32 from the TCPA database) of the $p = 210$ proteins with no missing expression in the cancer types we analyzed were used as the predictors in our analysis.
FIGURE 1  Averages (plus and minus two standard errors) for each of the six methods over 100 independent replications under the models described in Section 5.1 with (top row) \((p, \tau) = (250, 0.35)\), (middle row) \((p, r_\ast) = (250, 3)\), and (bottom row) \((r_\ast, \tau) = (3, 0.35)\). This figure appears in color in the electronic version of this article.

6.2 Results

We use five-fold cross-validation to select \(r\) and \(s\) for model fitting. For each \(k \in [5]\), we fit the model using all the data outside the \(k\)th fold with \(r \in [10], s \in \{10, 12, 14, ..., 40\}\), \(\mu = 50\), and \(\rho_0 = 50\). In Web Figure 2, we display a heatmap of the cross-validated linear predictor scores (see equation (13) of the Web Appendix). Models with rank less than four all performed poorly, as did models with rank greater than seven and \(s \geq 26\). The minimum overall cross-validated linear predictor score is achieved by \(s = 20\) and \(r = 6\).

We refit the model to the entire dataset using \(s = 20\) and \(r = 6\). This model assumes that there are \(r = 6\) linear combinations of the proteins and each linear combination consists of the same \(s = 20\) proteins. Compared to the full model with \(pJ = 3780\) coefficients to be estimated, there are \((J + s - r)r = 192\) parameters to be estimated in our model. See Web Appendix I for an explanation of the number of parameters in reduced-rank models.

First, we display the estimated factors to show how they separate distinct types of cancer. Specifically, taking the singular value decomposition \(\hat{B} = \hat{U}\hat{D}\hat{R}^\top\) where \(\hat{U} = (\hat{u}_1, ..., \hat{u}_r) \in \mathbb{R}^{p \times r}\), \(x^\top\hat{u}_k\) can be interpreted as the \(k\)th estimated factor for a subject with protein expression \(x \in \mathbb{R}^p\). One can think about these factors as the underlying low-dimensional predictors, and can, in turn, think of \(\hat{V}^\top = \hat{D}\hat{R}^\top\) as the regression coefficient matrix for
FIGURE 2 Pairwise estimated factors for three cancer types: BRCA (purple), LGG (blue), and LUSC (green). Normal ellipses, included for improved visualization, were computed using `stat_ellipse` in `ggplot2`. This figure appears in color in the electronic version of this article: the mentioned colors refer to that version.

FIGURE 3 A heatmap of $\hat{D}\hat{R}^\top$ based on the fitted model described in Section 6.2. Cancer types were sorted by hierarchical clustering. This figure appears in color in the electronic version of this article.

These low-dimensional predictors. In Figure 2, we display all pairwise factors for three cancer types: breast cancer (BRCA, purple), low grade glioma (LGG, blue), and lung squamous cell carcinoma (LUSC, green). We see that the first and third factors nearly entirely separate the three cancer types. In addition, we see that BRCA and LUSC are entirely separated in three of the six plots.

In Figure 3, we also display the matrix $\hat{D}\hat{R}^\top$. Since $\hat{D}\hat{R}^\top$ can be interpreted as the matrix of regression coefficients corresponding to the low-dimensional factors, we can compare coefficients across cancer types. For example, KIRC has a negative coefficient for the third factor, whereas BRCA has a positive coefficient. Similarly, BLCA has a negative coefficient for the second factor, whereas UCEC has a relatively large positive coefficient.

The proteins selected by our method can be found in Table 1. Many of the identified proteins are known to play a role in cancer biology. For example, c-Kit, a tyrosine kinase receptor, is often found in higher amounts on the surface of cancer cells. Recent studies have shown that c-Kit is expressed in aggressive cancers, on circulating tumor cells, and in recurrent and resistant tumors (Foster et al., 2018). Similarly, there is evidence that FASN, which encodes fatty acid synthase, is a metabolic oncogene that plays a central role in tumor progression and survival (Flavin et al., 2010). In addition, Annexin A1 is known to inhibit innate immune cells and promote T-cell activation (Perretti & D’acquisto, 2009), and Paxillin is believed to play a role in tumorigenesis and metastasis (Deakin et al., 2012).

To assess whether our method yields better fitted models than competitors on rare cancer types, we also perform a leave-one-out cross-validation analysis. In terms of both concordance and linear predictor scores, our method performs better than Sep-Lasso, Sep-Ridge, and separate elastic net estimators on four of the five cancer types we considered. In the one cancer type where a competitor performed better, none of the methods had concordance higher than 0.5, which corresponds to randomly guessing the linear predictor ordering. Additional details can be found in Web Appendix G.
**TABLE 1** Proteins with nonzero coefficient estimates using the full dataset with \((r,s) = (6,20)\) chosen by five-fold cross-validation minimizing the cross-validated linear predictor score.

| Protein       | x4E-BP1_pT37_T46 | c-Kit | Caspase-7_cleavedD198 | Caveolin-1 |
|---------------|------------------|-------|------------------------|------------|
| Gab2          | HSP70            |       | IGFBP2                 | MAPK_pT202_Y204 |
| PAI-1         | Paxillin         |       | FASN                   | MYH1I      |
| TFRC          | EPPK1            |       | Acetyl-a-Tubulin-Lys40  | Annexin-1  |
| EGFR          | NF-kB-p65_pS536  |       | NDRG1_pT346            | pl61nk4a   |

**TABLE 2** Average concordance (and standard errors) for each of the four considered methods across 1000 independent replications in each of the four datasets. Bolded cells are those with largest median among the four methods.

| Cancer    | LR-Cox-DR | Sep-Ridge | Sep-Lasso | Sep-En |
|-----------|-----------|-----------|-----------|--------|
| KIRP      | 0.575 (0.007) | **0.672** (0.007) | 0.464 (0.003) | 0.497 (0.006) |
| THCA      | **0.545** (0.008) | 0.528 (0.009) | 0.456 (0.004) | 0.460 (0.007) |
| READ      | **0.529** (0.009) | 0.524 (0.009) | 0.490 (0.005) | 0.534 (0.008) |
| MESO      | **0.618** (0.006) | 0.551 (0.006) | 0.526 (0.004) | 0.544 (0.005) |

### 6.3 | External validation of factors

To further investigate whether our method identifies a useful set of pan-cancer proteomic factors for survival, we use our estimated factors to model survival in other cancer types. Specifically, we focus on four rare cancer types from TCPA that were excluded from our analysis in Section 6.2. These are cancer types that have at least 50 subjects, and both 15 failure and censoring times: kidney renal papillary cell carcinoma (KIRP), thyroid carcinoma (THCA), rectum adenocarcinoma (READ), and mesothelioma (MESO), which have sample sizes 208, 372, 130, and 61, respectively.

For 1000 independent replications, we randomly split each dataset into a training set (90%) and testing set (10%). Recall that in these data, predictors consist of \(p = 210\) proteins. We fit a Cox proportional hazards model to the training data using three methods: Sep-Lasso, Sep-Ridge, and a version of \((10)\) with elastic net penalty (Sep-En). For each method, tuning parameters are chosen by five-fold cross-validation on the training set. We obtain the estimated linear predictors on the testing set based on the fitted model using the tuning parameter that minimized partial likelihood deviance (the default in \(\text{glmnet}\)).

The fourth method we considered, LR-Cox-DR, relies on our dimension-reduced fitted model from Section 6.2. Specifically, letting \(\hat{U}\) be the left singular vectors of the estimate of \(B\) from before, we first set \(\hat{x}_i = \hat{U}^\top x_i \in \mathbb{R}^v\) (where \(x_i\) is the \(i\)th training subject’s predictors) and fit a standard Cox proportional hazards model with \(\hat{x}_i\) as predictors. We do this separately for each of the four cancer types. Then, we transform testing set predictors using the same \(\hat{U}\) and obtain the estimated linear predictor based on the fitted Cox model. It is important to emphasize that the estimate \(\hat{U}\) came from datasets entirely separate from those we consider here. Specifically, \(\hat{U}\) corresponds to the estimated factors from the 18 cancer types analyzed in Section 6.2 that did not include KIRP, THCA, READ, or MESO.

In each replication and cancer type, we measure the concordance between the estimated linear predictor and the true survival outcomes (with appropriate adjustments for censoring). We report averages in Table 2. We see that our method, denoted as LR-Cox-DR in Table 2, performs as well or better than competitors in three of the four external datasets. Ridge regression performs best in one dataset (KIRP), and in another (READ), LR-Cox-DR, Sep-Ridge, and Sep-En were not significantly different. When considering only methods that perform variable selection, LR-Cox-DR performs as well or better than Sep-Lasso and Sep-En in all four datasets. Together, these results suggest that our estimated factor weights may generalize to other cancer types reasonably well.

### 7 | DISCUSSION

There are two directions we plan to explore in future research. First, our estimator relies on a computational approach using distance-to-set penalties. Instead, one could compute \((3)\) using an iterative hard thresholding algorithm (Jain et al., 2014). This could be more efficient than our approach but would require iteratively projecting onto the intersection of the set of row-sparse and low-rank matrices, which is nontrivial. Second, we plan to extend the proposed methodology to models that do not assume proportional hazards, for example, the AFT model. Recent advances in computation for semiparametric AFT models in high dimensions (Suder & Molstad, 2022) may be useful for such extensions.
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