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Abstract: In this concept, analyze two processes model with certain tuning conditions. Design process with nonlinear conditions, disturbance and unstable position along with mutually interaction. Most of the processes are dynamic only w.r.t manipulated variable, disturbances and other unexpected conditions. Two models are resembled as interactive and mutual controlled process through sensors. Compare both processes with and without nonlinearity along with disturbance with tuning condition upto reach set point. Estimate prediction horizon, control horizon, weighted input, weighted rate of input, weighted output and desire trajectory are imposed for both processes by nonlinear predictive control. The main intense to regulate pressure and get desire level with impact of disturbances as temperature, added impurities etc... In this work, can be extended interaction of process with NMPC by adding more complexity and stabilize with certain tuning methods. NMPC is advance method to predictive input as well as output with respected sample time based on prediction horizon and control horizon on receding horizon of axis.

Index Terms: Control horizon, NMPC, nonlinearity, prediction horizon, unstable.

I. INTRODUCTION

In industry, controllers are play vital role for maximum optimization, tuning, adjustment and necessary set points are influenced. The controller can be evolved from classic to advanced predictive level, looking into real time response methods and exhibit better performance. MPC controller is imposed in chemical plants but now, implied for better optimal and computational progress. MPC can be explicitly handle constrains, optimize problem set up and prediction horizon. It can handle and predict input and output simultaneously. The motivation of this work is reference my previous work for interactive loop processes such as quadruple & octal tank process. Extended this work with references of [5], [6] & [7] added various disturbance level and apply tuning techniques for stabilize processes. E. Harinath [1] at all explains the role of MPC for thermo-mechanical pulp for optimization of processing. Even though MPC can be applied in agriculture filed is explained by Ying Ding at all [2] Model predictive control and its application in agriculture. John Espinoza at all defines for Real-Time Implementation of MPC in a Low-Cost Embedded device [3]. Similarly add information for real time implementation for speed control of motor by Mujtaba Jaffery at all [4]. Analyze process integration and control by Mengfei Zhou at all [8]. Functioning and navigation systems are defined by NMPC for process by [9], [10]. In this paper prepare nonlinear unstable and linear unstable processes with source of input as pressure, disturbance as temperature and output as level indicator. The process is viewed by disturbance as temperature and analyzed by different tuning conditions. This work is presented as follows: first the Introduction, then the design of process model, later the predictive controller, after that the performance analysis of processes with result and Conclusions respectively.

II. DESIGN OF PROCESS MODELS

Here consider two processes with manipulated variable as pressure of flow, disturbance of temperature and outputs as level of flow. In general, flow and vacuum are more common interactive variables. It can be extended four tank process in industries with different loop system, but not resemble of FTP. If there is flow in process it may divert into another way, while flow in-stream it can be interrupted with disturbance like pressure, temperature, force and vacuum. Due to nonlinearity of design process the desired set point can be deviated. Similarly instability would be cause for deviate into desired set point.

The plant has two inputs as low pressure and high pressure units of Pa, disturbance as temperature in K with respect to pressure and two outputs as heat flow & level and cool flow & level units of J / S / °C and M. proposed two type processes are one is unstable interactive process and other one is unstable nonlinear interactive process. Both process are working similar method but one process is influenced by nonlinearity condition has shown in fig 1 & 2.

The high pressure is applied at one input passing through filter. At the outset pressure is mixed with low pressure through filter from other input. The pressure level is oscillated because of nonlinearity and exponentially functions. Meanwhile disturbance is added as temperature on process, it reflects to alter expected set point. Here inject different temperature as disturbance in process before reach set point passed through one more filter.

Low pressure is consider at other input and combined with high pressure through unstable interactive filter. Source is applied for unstable closed loop and exhibits oscillate response.
Later response has been passed through 2nd order filter along with nonlinear condition. In this situation, temperature is added from external disturbance before reach set point ahead passing through another filter. Due to unstable, disturbance and nonlinearity condition is consumed more time to expected set point.

In general, most of interactive processes are availed more settling time to approach set point with some tolerance. Analyze and observe response with different disturbance. Similarly examine another process without unstable filter. It is exhibited better response compare with unstable nonlinear process with marginally tolerance only.

Here, specify and express filers below for both processes:

\[ G_1 = \frac{2}{S + 6}, \quad G_2 = \frac{2}{3S + 7}, \]
\[ G_3 = \frac{1}{S + 1}, \quad G_4 = \frac{3}{4S^2 - 4S^2 + 2S + 1}, \]
\[ G_5 = \frac{1}{3S^2 + 1}, \quad G_6 = \frac{2S + 1}{2S^2 + 2S + 1}, \]
\[ H_1 = \frac{1}{S}, \quad H_2 = \frac{1}{2S - 1}. \]

III. PREDICTIVE CONTROLLER

More advanced and expert controller is useful for MIMO systems. This controller have specially designed for predictive and tracking output along with predictive and tune input at each sample time on receding horizon controller is shown in Fig 3.

At each and every sample time, compute current sequence and next step of system state with recomputed. Like every step it computes and track the trajectory of input simultaneously predict further output. NMPC can be consist of cost function, quadratic program, prediction horizon, control horizon, rate of weighted input, weighted input, weighted output and state variable. Compute MPC function can be expressed below as in equation (1).

\[
J \left( x(k / k - 1), u(k / k - 1), P, N \right) =
\min \left\{ \sum_{0}^{P} (x^T(k / k - 1) Q x(k / k - 1)) + \sum_{0}^{N} (u^T(k / k - 1) R u(k / k - 1)) + x^T (k / k - 1) H x(k / k - 1) \right\}
\]

NMPC optimization is a function of input \( u \) and state variable \( x \); these two parameters are tuned externally by \( P \), \( N \) and internally by \( Q, \lambda, R \) as per Eqn. (1). All these parameters are however described underneath in the following sections.

A. Prediction Horizon \( P \)

Predictive output with respect input based on no of level on receding horizon. Main focus of process to reach steady state, it will lead to approach set point without oscillation. The role of \( P \) is to minimize aggressiveness response and adjust the expected value. \( P \) is defined of my reference as given below:

\[
P = k \eta + t_{s} / \eta T_{s}
\]
\[
P \geq \text{int} \left( M + C + \eta k \right) \pm 1
\]
\[
t_{s} < P < T_{p} / \eta k
\]

\( P \) is tuned from the various parameter, like, settling time \( t_{s} \), rise time \( t_{r} \), no of outputs \( k \), higher order of process \( \eta \), no of controller intervals \( C \), model
horizon \( M \), process response time \( T_p \), sampling time \( T_s \), delay time \( t_d \) and response of rise time 60, 80, 90, 95 w.r.t \( T_p \). \( P \) value is calculated as average of number of outputs.

**B. Control horizon \( N \)**

\( N \) is different from \( P \) and oppositely working. Response of process depends on rise time and settling time. It is tune input for track and predict output and control aggressiveness along with \( P \). If increase \( N \) may leads unstable process and consider less than of \( P \). \( N \) is defined as below

\[
N = \min \left( \left\lfloor \frac{t_s}{2} \right\rfloor, \left\lfloor \frac{P}{4} \right\rfloor \right) \pm 1 \quad (5)
\]

\[
N = \left\lfloor \frac{kn}{t_s} \right\rfloor \quad (6)
\]

**C. Output Weighted Matrix Is Represented by \( Q \)**

This matrix has elaborated smooth response of output. It is simulate the output relative weight according process either MIMO or SISO system.

Consider smoothness, expression for both stable and unstable phase will be

\[
Q < 1 \quad (7)
\]

\[
Q \leq \det |\!\! C^T C \!\! | \quad (8)
\]

Here \( C \) is output matrix of linear state space equation.

**D. Weights on the Magnitude of the Inputs \( R \)**

Weighted input is defined as per track of output and input trajectory depends on response of process with delay and disturbance.

The weighting matrices ‘\( Q \)’ and ‘\( R \)’ are tuned until desired performance is achieved. This is a tradeoff between a smooth signal and a fast system performance. If a smooth signal is desirable then the ratio \( Q/R \) is to be low and if one wants a fast system then the ratio should be greater. \( Q \) is defined may be less than equal1.

**E. Weights on The Rate of Change of Inputs \( \lambda \)**

Penalizing the rate of change produces a more robust controller but at the cost of the controller becoming more sluggish. Small value adjustments yield a more aggressive controller. Weight has been applied as rate for tuning manipulated variable for desired set-point without oscillation. Expression are defined as

\[
\lambda < 1/\eta P \quad (9)
\]

**F. Weights on The Rate of Change of Inputs \( \lambda \)**

Trajectory has shown path from input, disturbance and output as defined track shown in fig 3. It is designed between initial value and final value, \( j=1\ldots P \).

\[
\beta_j = \text{closedloopt } / \text{openloopt} \quad (10)
\]

\[
0 < \beta_j < 1 \quad (11)
\]

**IV. PERFORMANCE ANALYSIS OF TWO INTERACTIVE PROCESSES**

Two processes are designed with reference of interactive Quadruple Tank Process (QTP) in addition with unstable, disturbance and nonlinear conditions. In QTP main focus on minimum and non-minimum phase condition only based on water regulation. Here analyze and optimize process with certain conditions of disturbance and impact of process for deviation of expected set-point.

Now come to first processes is shown in fig 1, which is analyzed at various tuning and disturbances. The tuning parameters are tabulated in table 1 for all responses shown in fig 4 & 5 for plant level response with tune of pressure and disturbance of temperature. The disturbances of temperature are applied at 5, 10, and 15 second and analyzed response. Obtain and observe different levels for applied temperature at different amplitude level for 15 seconds delay with tunable pressure level are shown fig 5 & 6.
response with tune of pressure and disturbance of temperature. The disturbances of temperature are applied at 5, 10, and 15 second and analyzed response. Obtain and observe different levels for applied temperature at different amplitude level for 15 seconds delay with tunable pressure level are shown fig 9 & 10.

**Table 1: Data For Unstable Nonlinear Interactive Model**

| OUT PUT | P | N | R | Q | λ | Disturbance and time |
|---------|---|---|---|---|---|---------------------|
| Res1    | 16| 4 | 0.01| 0.9 | 0.09 | no |
| Res2    | 20| 4 | 0.02| 0.8 | 0.09 | Step & 5s |
| Res3    | 20| 5 | 0.01| 0.8 | 0.08 | Step & 10s |
| Res4    | 20| 5 | 0.01| 0.8 | 0.08 | Step & 15s |
| Res5    | 20| 5 | 0.01| 0.8 | 0.08 | 0.5% & 15s |
| Res6    | 20| 5 | 0.01| 0.8 | 0.08 | 0.8% & 15s |
| Res7    | 20| 5 | 0.01| 0.8 | 0.08 | -Ve step & 15s |

**Table 2: Data For Unstable Interactive Model**

| OUT PUT | P | N | R | Q | λ | Disturbance and time |
|---------|---|---|---|---|---|---------------------|
| Res1    | 16| 3 | 0.02| 0.9 | 0.09 | no |
| Res2    | 25| 5 | 0.015| 0.95 | 0.09 | Step & 5s |
| Res3    | 20| 4 | 0.01| 0.99 | 0.09 | Step & 10s |
| Res4    | 20| 5 | 0.01| 0.9 | 0.09 | Step & 15s |
| Res5    | 25| 5 | 0.015| 0.95 | 0.09 | 0.5% & 15s |
| Res6    | 20| 5 | 0.01| 0.8 | 0.08 | 0.8% & 15s |
| Res7    | 16| 3 | 0.02| 0.9 | 0.09 | -Ve step & 15s |

**Fig 5:** Level Responses Of Plant For Different Amplitude Disturbance As 50%, 80% And –Ve 100% For Nonlinear Process

**Fig 6:** Tuning Of Pressure And Applied Temperature Disturbance As 50%, 80% And –Ve 100% For Nonlinear Process
Fig 7: Level responses of plant for different disturbance for linear unstable process

Fig 8: Tuning of pressure and applied temperature as disturbance for linear process

Fig 9: Level responses of plant for different amplitude disturbance as 50%, 80% and –Ve 100% for linear process

Fig 10: Tuning of pressure and applied temperature disturbance as 50%, 80% and –Ve 100% for nonlinear process
V. CONCLUSION

In this work, compare two unstable processes with and without nonlinearity condition meanwhile added various level of disturbance to process. Both processes are exhibit similar response but linear unstable process has small deviation for all disturbances. This process may similar to any industries but conventional controller may not be stabilized nonlinear processes. MPC can stabilize, tune and track path to move desired set point. In both process exhibit better response without disturbances while added disturbances it may exhibit deviations and consume time to move towards desired path. Low pressure path has more deviation compare with high pressure path.
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