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Abstract—Capturing structural similarity has been a hot topic in the field of network embedding (NE) recently due to its great help in understanding node functions and behaviors. However, existing works have paid very much attention to learning structures on homogeneous networks, while the related study on heterogeneous networks is still void. In this article, we try to take the first step for representation learning on heterostructures, which is very challenging due to their highly diverse combinations of node types and underlying structures. To effectively distinguish diverse heterostructures, we first propose a theoretically guaranteed technique called heterogeneous anonymous walk (HAW) and give two more applicable variants. Then, we devise the HAW embedding (HAWE) and its variants in a data-driven manner to circumvent using an extremely large number of possible walks and train embeddings by predicting occurring walks in the neighborhood of each node. Finally, we design and apply extensive and illustrative experiments on synthetic and real-world networks to build a benchmark on heterostructure learning and evaluate the effectiveness of our methods. The results demonstrate our methods achieve outstanding performance compared with both homogeneous and heterogeneous classic methods and can be applied on large-scale networks.

Index Terms—Heterogeneous network, network embedding (NE), role discovery, structural similarity, unsupervised learning.

NOMENCLATURE

- \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) Homogeneous network.
- \( \mathcal{H} = (\mathcal{V}, \mathcal{E}, \Phi, \Psi) \) Heterogeneous network.
- \( \mathcal{V}, \mathcal{E} \) Node set and edge set of \( \mathcal{G} \) or \( \mathcal{H} \).
- \( T, T_{e} \) Sets of node types and edge types in \( \mathcal{H} \).
- \( \Phi(\nu), \Psi(e) \) Node- and edge-type mappings in \( \mathcal{H} \).

I. INTRODUCTION

NETWORK embedding (NE) [1], [2] has been a rolling network science and representation learning bandwagon in recent years. Researchers’ enthusiasm for NE stems from its ability to transform large-scale unstructured data into low-dimensional structured representations. It brings convenient and efficient solutions to a great number of tasks, such as node classification [3], [4], link prediction [5], [6], and knowledge reasoning [7], [8].

The outbreak of NE research dates back to DeepWalk [9] that represents nodes in homogeneous networks. Hitherto, on homogeneous networks, almost all the methods have been devised to individually or simultaneously capture two complementary properties [10]: 1) proximity and 2) structural similarity. The methods on the former, for example, DeepWalk, aim to preserve the closeness among nodes into embeddings, while...
In recent years, structural role-based NE has attracted increasing attention, as it can be of great help in learning the functions and behaviors of nodes [12]. In essence, these methods usually rely on or imitate methods of structural feature extraction [13], [14] and subgraph isomorphism test [15], [16]. It is worth noting that a series of them are developed based on anonymous walks (AWs) [17], [18], [19] to generate structural embeddings or enhance the hot field of graph neural networks (GNNs). Because it is theoretically proved that neighborhood structures of a node can be reconstructed with AWs starting from it [20].

In the real world, heterogeneous networks are more common than homogeneous networks, because the corresponding nodes of entities in the real world usually have multiple types. The heterogeneous structures are much more complex because the status can be amazingly diverse when different connection patterns meet various node types. We give an example via Fig. 1 to demonstrate this fact. The heterogeneous pinwheel has the same connecting patterns as the homogeneous pinwheel. However, with just one more node type, the number of node roles in the former network is three times that of the latter. Therefore, learning representations on heterostructures is a more comprehensive issue, as representing homogeneous structures is only a special case of it.

Nevertheless, little attention has been paid to heterogeneous structural NE. Although NE on heterogeneous networks is also thriving [21], almost all existing heterogeneous NE methods can be considered as extensions of those proximity-based homogeneous works in the view of topology. For example, metapath2vec [22] and heterogeneous information network to vector (HIN2vec) [23] extend DeepWalk and explore meta-paths with biased random walks. Relational graph convolutional network (R-GCN) [24], HetSAGNN [25], and heterogeneous graph transformer (HGT) [26] are aware of relation types with GNN architectures. Thus, these methods flounder on learning heterostructures. To our best knowledge, node2bits [27] is the only existing method that tries to fuse both node types and structural features into embeddings.

In this section, we formally give the problem definition and introduce the AW [20]. The main notations of this article are summarized in Nomenclature.

1For simplicity, we borrow the electronic term “heterostructures” below to refer to the diverse heterogeneous structures.

1) As far as we know, we are the first to directly study NE that captures heterostructures.

2) We propose the novel AW which has a theoretical guarantee on reconstructing heterogeneous neighborhood structures, and its more practical variants BHAW and CHAW.

3) We provide an effective heterogeneous structural NE method HAWE. It generates embeddings by predicting HAWs starting from each node. We also give its variants BHAW and CHAW that applies the same mechanism on BHAWs and CHAWs, respectively.

4) We give the first benchmark on heterostructure learning. The sufficient and intuitive experiments show that our methods achieve excellent performance in distinguishing heterostructures and can be applied to large-scale networks.

The rest of this article is organized as follows. Section II introduces the critical concepts and definitions. In Section III, we provide the details of our proposed method. Section IV verifies the effectiveness of our method compared with numerous baselines on sufficient experiments. Section V is about the related work. We conclude this article and give some ideas about our future works in Section VI.

II. PRELIMINARIES

In this section, we formally give the problem definition and introduce the AW [20].
A. Problem Definition

Definition 1 (Homogeneous Network): A homogeneous network is represented as a graph $G = (V, E)$, where $V$ is the set of nodes and $E \subseteq V \times V$ is the set of edges.

Definition 2 (Heterogeneous Network): A heterogeneous network is defined as $H = (V, E, \Phi, \Psi)$. Here, nodes $V$ and edges $E$ construct the topology. $\Phi$ maps each node $v \in V$ to a node type $\Phi(v) \in T$, where $T$ is the node type set. And $\Psi$ maps each edge $e \in E$ to an edge type $\Psi(e) \in T_e$. Note that the type of an edge is determined by the node type of its two ends in most heterogeneous networks. We omit edge types in this article. And we do not consider the self-loops.

Definition 3 (Network Embedding): Given a homogeneous/heterogeneous network $G/H$, NE aims to map $V$ to low-dimensional vector representations $\{z_v \in \mathbb{R}^d \mid v \in V\}$, where the embedding dimension $d$ is usually much smaller than $|V|$. The obtained embeddings $\{z_v\}_{v \in V}$ should capture as rich information that benefits downstream tasks as possible.

In this article, we do not learn different mappings for different types of nodes, as we consider node types are an important part of the heterostructures. To evaluate the ability to capture heterostructures of our and baseline methods, we consider conducting structural role classification experiments and constructing a targeted benchmark.

B. Anonymous Walks

Definition 4 (Random Walk): A random walk is a sequence of nodes $w = (v_0, v_1, \ldots, v_l)$ where each latter node $v_{i+1}$ is sampled uniformly from the neighbor set of the previous one $\mathcal{N}(v_i)$, $0 < i \leq l$. The length of $w$ is $l$.

Given a network, generating random walks is an effective and efficient way to sample subsets of nodes and edges. While learning the structural patterns formed by the sampled nodes and edges, the node Id information is redundant. Thus, an anonymization process on random walks is usually applied.

Definition 5 (Anonymous Walk): Given a random walk $w = (v_0, v_1, \ldots, v_l)$, the corresponding AW of it is the $l$-length sequence of integers $a = (f(v_0), f(v_1), \ldots, f(v_l))$. $f$ is the position function over $w$ defined as $f(v_i, w) = \{v_0, \ldots, v_i\}$, where $\{v_0, \ldots, v_i\}$ is a subsequence of $w$ starting from $v_0$ and $i'$ is the smallest integer $j$ satisfying $v_j = v_i$. For simplicity, we omit $w$ later when denoting the position of a node in it by $f$.

See the lower-left part of Fig. 2 for some AW examples, where the node types are ignored. After anonymization, the shown five different random walks are mapped to two AWs $(0, 1, 2, 3, 2, 1)$ and $(0, 1, 2, 0, 2, 3)$. Meanwhile, the two AWs can be regarded as two kinds of subgraphs: 1) fourth-path and 2) tailed-triangle, respectively. Therefore, with AWs, we can learn higher-order structures similar to graphlets that are considered the building blocks of networks and node functions [28].

Theorem 1: The number of all possible AWs of the given length $l$ is $B_l$. $B_l$ is the $l$th Bell number that can be computed recurrently: $B_l = \sum_{k=0}^{l-1} \binom{l-1}{k} B_k$, where $B_0 = B_1 = 1$.

Proof: Consider anonymizing the occurred edges instead of nodes in a given AW so that each AW can be translated to a unique new sequence. For example, the AW $(0, 1, 2, 0, 1)$ now can be represented as $(0, 1, 2, 0)$. Then, the counting possible AWs is equivalent to the problem of counting rhyme schemes [29], by which the theorem can be proved.

Theorem 2 [20]: Let $G_{r}(v)$ be a homogeneous subgraph of which all nodes are within $r$ distance from node $v \in V$. Then one can reconstruct $G_{r}(v)$ with $P_r$, where $P_r$ is the distribution of $l$-length AWs starting from $v$ with $l = 2(m + 1)$, and $m$ is the number of edges in $G_{r}(v)$.
Theorem 2 guarantees that structures can be captured with AWs. However, according to Theorem 1, estimating the exact distribution of AWs is hard, even though the used AWs are not very long. Thus, sampling strategies are always used on sizeable scale networks in previous AW-based NE works [17], [18], [19].

### III. Method

#### A. Heterogeneous AWs

As stated, we are interested in learning the heterostructure, a mixture of different structural patterns and node types. Inspired by AWs having excellent ability to capture structures, we consider proposing a technique that can capture underlying structures as AWs do and identify the node types at the same time. Thus, we give the following definition of HAW.

**Definition 6 (Heterogeneous AW):** Given a random walk \( \omega = (v_0, v_1, \ldots, v_l) \) occurring in a heterogeneous network \( H = (V, E, \Phi) \), its corresponding HAW is the \( l \)-length sequence of 2-tuples \( h = (g(v_0), g(v_1), \ldots, g(v_l)) \), where the tuple \( g(v_i) = (f(v_i), \Phi(v_i)) \).

As shown in the bottom part of Fig. 2, the four random walks that mapped to the same AW \((0, 1, 2, 0, 2, 3)\) can be distinguished as three unique HAWs. Each of these HAWs can be used to construct a heterogeneous subgraph. Although the three constructed subgraphs share the same underlying structures, that is, tailed triangles, they are different because of the different distributions of node types. We can still consider the constructed subgraphs as a new kind of graphlets. Empirically, our HAWs are equivalent to position-aware typed graphlets [30] which are aware of not only the type, but also the positions of each node.

More theoretically, we show that HAWs can be used to reconstruct the neighborhood heterostructures of a given node by the following theorem.

**Theorem 3:** Let \( H_r(v) \) be a heterogeneous subgraph of which all nodes are within \( r \) distance from node \( v \in V \). One can reconstruct \( H_r(v) \) with \( Q_l \), where \( Q_l \) is the distribution of \( l \)-length HAWs starting from \( v \) with \( l = 2(m + 1) \), and \( m \) is the number of edges in \( H_r(v) \).

**Proof:** Here, we just provide a nonconstructive proof since our aim is not to design a practical reconstruction algorithm.

We call a HAW \( h \) economical if any ordered pairs \( ((s, \Phi(f^{-1}(s))),(t, \Phi(f^{-1}(t)))\) occurs at most once in it. Define \( S = \bigcup_{v \in V} \text{supp}(Q) \). Let \( H(h) = (V(h), E(h), \Phi) \) be the heterogeneous network reconstructed from \( h = (g(v_0), g(v_1), \ldots, g(v_l)) \), where \( V(h) = \{f(v_i)\} |i \leq l| \), \( E(h) = \{(f(v_i), f(v_{i+1})) |0 \leq i < l\} \), and \( \Phi \) satisfies \( \Phi(s) = \Phi(f^{-1}(s)) \). Then we have \( h \in S \iff H(h) \) is isomorphic to a heterogeneous subgraph of \( H_r \) and the start node \( v_0 \) of \( h \) is mapped to \( f(v_0) = 0 \) in \( H(h) \). Thus, we can enumerate over \( S \) to find the longest \( h^* \in S \) such that both \( h^* \) is economical and \( H(h^*) \) is of radius \( r \) from its central node 0. It is intuitive that \( H(h^*) \) is isomorphic to \( H_r(v_0) \) which is a subgraph of \( H_r \), too. The \( h^* \in S \) must exist as any of the longest economical \( h \) of length \( 2(m + 1) \) covers at least \( m + 1 \) edges of its \( H(h) \).

Though HAWs can be used to capture the heterostructure of each node in light of Theorem 3, the ideal situation for achieving this is that we know the exact distribution of HAWs. Therefore, we wonder how difficult it is to estimate the exact HAW distribution.

**Theorem 4:** The number of all possible HAWs of the given length \( l \) is \(|T|^l B_l\), where \(|T|\) be the number of node types in the given heterogeneous network.

According to Theorem 4, the number of all possible HAWs grows exponentially with respect to walk length and is much more rapid than that of AWs. Although \(|T|^l B_l\) is just the upper bound for a specific heterogeneous network, computing HAW distribution is almost impossible, since the distribution of node types is always complex. Thus, we choose to use a sampling strategy to more efficiently take advantage of HAWs.

#### B. HAW Embedding

In this part, we consider how to preserve the heterostructure information captured by each HAW sample of a node into the corresponding embedding. Unlike proximity-based NE leveraging edges or other closeness measures as the optimization goal [22], [24], [31], [32], the substructure-based relations among nodes are unclear and the goal is hard to design. To solve the problem, some previous works, such as AWE [33] and GraphSTONE [18], draw lessons from the natural language process. They consider that the word-based relations among paragraphs are similar to the substructure-based relations among nodes. We introduce this idea to our embedding method.

From this perspective, we treat the neighborhood of each node as a text paragraph, and the sampled HAWs starting from the same node as the context words that occur together in the corresponding paragraph. The neighborhood heterostructures of a node usually have a theme. For example, an active user in a question-and-answer network behaves like a star-center node because of his/her large amounts of activities, that is, proposing questions and answers, while an expert user may have much less activities but propose much more answers than questions. The heterostructure theme can be expressed by the context words, that is, sampled HAWs, and makes it possible to predict a word in the context when knowing some other context words. Thus, we can construct an embedding model by learning this predictability.

Based on the above idea, we propose HAWE, a method to learn node representations on heterostructures. HAWE imitates the way that the language model distributed memory model of paragraph vectors (PV-DM) [34] generates paragraph representations with word representations. Its overview illustration is shown in Fig. 2.

Like learning language models, we need to generate a heterostructure corpus first. For each paragraph node \( v \in V \) in a given heterogeneous network \( H \), we sample a sequence of \( T \) HAWs \( C^v = (h^1_v, h^2_v, \ldots, h^T_v) \) starting from it as its context words. Let \( L \) be the HAW lexicon over the corpus \( \{C^v\}_{v \in V} \). The size of \( L \) is always smaller than that of the total corpus since there are many common HAWs over all the contexts. And for different nodes, it is their common HAWs that reflect the neighborhood heterostructure similarities between them.
On the corpus $\{C^n\}_{n \in V}$, HAWE learns a set of node embeddings $\{z_n \in \mathbb{R}^d\}_{n \in V}$ as well as a set of HAWEs $\{w_h \in \mathbb{R}^d\}_{h \in L}$, where $d$ is embedding dimension of both node embeddings and HAWEs. For simplicity, we denote the HAWEs corresponding to the HAWs in the sequence $C^n = (h_1^n, h_2^n, \ldots, h_T^n)$ as $w_{h_1}^n, w_{h_2}^n, \ldots, w_{h_T}^n$. HAWE establishes the relations among the paragraphs (i.e., nodes) and words (i.e., HAWs) by predicting words based on the paragraphs they belong to and their contexts sampled via a sliding window of length $\Delta$. More formally, we train HAWE by maximizing the average log probabilities for all the words occurring in the corpus $\{C^n\}_{n \in V}$ as follows:

$$
\frac{1}{|V|} \frac{1}{T} \sum_{v \in V} \sum_{t=1}^{T-\Delta} \log p(w_{t}^v | w_{t-\Delta}^v, \ldots, w_{t+\Delta}^v, z_v)
$$

(1)

where each probability is computed via the softmax function

$$
p(w_{t}^v | w_{t-\Delta}^v, \ldots, w_{t+\Delta}^v, z_v) = \frac{e^{y(w_{t}^v)}}{\sum_{h \in L} e^{y(w_{t}^v)}}
$$

(2)

The un-normalized prediction probability $y(w_{t}^v)$ for word $h_t^v$ is computed as follows:

$$
\tilde{w}_{t}^v = \text{Sum}(w_{t-\Delta}^v, \ldots, w_{t+\Delta}^v)
$$

(3)

$$
y(w_{t}^v) = b + u^T \tilde{w}_{t}^v
$$

(4)

where $b \in \mathbb{R}$ and $u \in \mathbb{R}^{2d}$ are learnable parameters. Here, we sum over the context embeddings together to preserve as much heterostructure information as possible. Because we consider (3) as the pooling mechanism that GNNs need to apply after message-passing. And it is proven that sum-pooling is more effective than other simple poolings such as mean- and max-pooling [13], [35].

In light of the above designs, the node embedding $z_v$ is shared only across the contexts in which all the HAWs start from node $v$ and has nothing to do with other contexts. Therefore, the different heterostructures can be differentiated by the node embeddings $\{z_n\}_{n \in V}$ trained via maximizing (1). And the nodes having similar HAW contexts would have similar embeddings. However, computing the denominator part of (1) needs a very high cost in practice. To mitigate this problem, we use hierarchical softmax [36] to speed up the computation by replacing the multiclass classification task with multilayers of binary classification tasks.

C. BHAW and HAWE

In practice, we can only sample a limited number of HAWs, so some key heterostructures could be missed. For example, the bridge edges should be more important than nonbridge edges for the involved nodes but are more difficult to be sampled due to their low frequencies. For more flexibility, we draw lessons from node2vec [37] and use two positive parameters $p$ and $q$ to bias HAWEs. In a random walk having just traversed the edge $(v^*, v)$, the unnormalized transition probability from node $v$ to one of its neighbors $v'$ is

$$
\frac{1}{p}, \text{ if } v' = v^* \wedge (v, v') \in \mathcal{E}
$$

$$
1, \text{ if } (v, v^*) \in \mathcal{E} \land (v, v') \in \mathcal{E}
$$

$$
\frac{1}{q}, \text{ if } (v', v^*) \notin \mathcal{E} \land (v, v') \in \mathcal{E}
$$

where $p$ and $q$ control the HAWs to sample broader or deeper. In the later article, when we need to discriminate the biased method from the normal method, HAW and HAWE with $p 
eq 1$ or $q 
eq 1$ are especially called BHAW and BHAWE, respectively. With a proper setting of these two parameters, the BHAW can capture more important heterostructures while ignoring the inconsequential ones. And BHAWE might generate a smaller lexicon $\mathcal{L}$ than HAWE.

Algorithm 1 HAWE($H, \Delta, d, T, L, p, q$, Coarsening)

Input: the heterogeneous network $H = (V, E, \Phi)$; window size $\Delta$; embedding dimension $d$; walk sample number per node $T$; walk length $L$; bias parameters $p$ and $q$; Coarsening

Output: network embeddings $\{z_n \in \mathbb{R}^d\}_{n \in V}$

1: Initialize the corpus $\{C^n\}_{n \in V}$ to Empty
2: for each $v \in V$ do
3: for $i = 0$ to $T$ do
4: Sample a HAW word $h = HAW(H, L, p, q)$
5: if Coarsening then
6: $h = \text{Coarsen}(h)$
7: end if
8: Append $h$ to $C^n$
9: end for
10: end for
11: Initialize embeddings $\{w_h \in \mathbb{R}^d\}_{h \in L}$ and $\{z_n \in \mathbb{R}^d\}_{n \in V}$
12: PV-DM($\{z_n\}_{n \in V}, \{w_h\}_{h \in L}, d, \Delta$

$\triangleright$ Eq.(1) $- 4$: $\mathcal{L}$ is the lexicon over the corpus $\{C^n\}_{n \in V}$

D. CHAW and HAWE

In an ideal situation, the proposed HAWE can distinguish the heterostructure captured by each unique HAW. However, the design of HAW is not the most practical in many cases. On the one hand, the node embeddings capture similarities based on the common HAWs occurring in different contexts while ignoring the similarities between the heterostructures captured by different HAWs. On the other hand, on large-scale networks, the biggest HAW sample size for acceptable efficiency is still much smaller than the sample size required for a full understanding of the entire heterogeneous structure (Theorem 4). To deal with these problems, we propose a more practical variant of HAW.

Definition 7 (Coarse HAW): For an HAW $h = (g(v_0), g(v_1), \ldots, g(v_i))$ occurring in the given heterogeneous network $H = (V, E, \Phi)$, its corresponding CHAW is the two-tuple $c = (a, \text{OC}(h))$ composed of the $l$th AW $a = (f(v_0), f(v_1), \ldots, f(v_i))$ and the ordered node type...
count \( OC(h) = ((\phi_0, n_0), (\phi_1, n_1), \ldots, (\phi_h, n_h)) \). \( \phi_i \) is the \( i \)th earliest kind of node type occurring in \( h \) and \( n_1 \) is its presence frequency. \( O \leq |T| \) is the number of all kinds of node types in \( h \).

CHAWs count the node types and still remain a little but important position information by the order of the count list. In the view of graphlets, our CHAWs represent more delicate heterostructures than typed graphlets [30] which only care about node type presence frequency but totally ignore their positions and less delicate heterostructures than position-aware typed graphlets.

Intuitively, lots of HAWs capturing similar heterostructures are grouped and represented by a single CHAW so that the number of all possible CHAWs is much smaller than that of all possible HAWs. Thus, we can alleviate the above problems by replacing the HAWs in HAWE with corresponding CHAWs and getting the variant of embedding model CHAWE.

The pseudocode of the proposed methods is provided in Algorithm 1.

### E. Time Complexity

Sampling an \( L \)-length HAW costs time of \( O(L) \). Thus, the time complexity of obtaining heterogenous corpus is \( O(|T|\sqrt{|V|}) \), as there are \( T \) HAWs sampled for each node. It takes \( O(dT \Delta|V| \log |L|) \) for HAWE to learn representations from the heterogeneous corpus. Compared with HAWE, BHAWE, and CHAWE cost similar time on sampling but usually get a smaller lexicon \( L \) leading to less time cost on embedding generation. Considering the sparsity of real-world networks and most heterogeneous networks having a simple schema graph with no self-loops (i.e., there is no node having neighbors with the same type), \( |L| \) is usually much smaller than \( T|V| \). Therefore, the overall complexity of our methods is almost linear to the number of nodes.

### IV. Experiments

#### A. Real-World Datasets for Benchmark

Before our work, processed datasets for heterostructure learning are scarce. We construct several heterogeneous networks based on real-world datasets for building a benchmark on heterostructure learning, where the node labels indicate their structural roles. See Table I for some detailed statistics.

We construct an air-traffic network based on the data collected by OpenFlights.\(^3\) It has two types of nodes: 1) airports (A) and 2) countries (C). The two types of edges denote air routes between airports and in which countries the airports are situated, respectively. The original dataset misses some detailed information about many airports including their countries. We fill in the missed information manually by searching the corresponding International Air Transport Association (IATA) or International Civil Aviation Organization (ICAO) codes online. We divide the airports into two classes based on their availability of international flights.

The others are Stack Exchange (SE) Q&A networks on different topics.\(^4\) For simplicity, we refer to each of them as a prefix “SE” with a suffix of its topic abbreviation in the following article. They all have three types of nodes: 1) users (U); 2) questions (Q); and 3) answers (A). The three types of edges represent the user giving a question/answer and the answer answering a question, respectively. For each network, we group users based on their reputation (a measurement of how many upvotes/downvotes gained by the user from his/her questions and answers) and answers based on their scores (the difference between its upvotes and downvotes) into balanced multiple classes, respectively. There is also information about upvote and downvote counts for each user, which we use for more detailed demonstration in the experiment of similarity search.

To better understand the labels in SE networks, we compute Spearman correlation coefficients between the user reputation/answer score and some other statistics. The results are shown in Table II. We find the user reputation is more correlated with the number of users’ Q-type neighbors than that of A-type neighbors, as questions are usually easier to gain votes than answers. All answers have the same degree as

---

\(^3\)https://openflights.org/data.html, accessed October 2021.

\(^4\)https://archive.org/download/stackexchange, accessed October 2021.

Abbreviations of SE topics: Anime for anime & manga, CG for computer graphics, Chem for chemistry, CSE for computer science educators, Engr for engineering, FIT for physical fitness, HWR for hardware recommendations, IoT for Internet of Things, Latin for Latin language, Movie for movies & TV.
TABLE II
SPEARMAN CORRELATION COEFFICIENTS (WITH p-VALUES) ON STACK EXCHANGE NETWORKS. THE STRONGER CORRELATION IS IN BOLD

| Dataset | User reputation & #A-type neighbors | User reputation & #Q-type neighbors | Answer score & U-type neighbor reputation | Answer score & A-Q-U-path neighbor reputation |
|---------|-------------------------------------|-------------------------------------|------------------------------------------|------------------------------------------|
| SE-Anime| 0.09 (0.15)                         | 0.52 (0.00)                         | 0.13 (0.00)                              | -0.03 (0.26)                             |
| SE-Beer | 0.13 (0.00)                         | 0.47 (0.00)                         | 0.35 (0.00)                              | 0.15 (0.00)                              |
| SE-CG   | 0.20 (0.00)                         | 0.28 (0.00)                         | 0.31 (0.00)                              | 0.36 (0.00)                              |
| SE-Chem | 0.06 (0.20)                         | 0.46 (0.00)                         | 0.16 (0.00)                              | -0.11 (0.00)                             |
| SE-CSE  | 0.11 (0.00)                         | 0.24 (0.00)                         | 0.18 (0.00)                              | 0.11 (0.00)                              |
| SE-Engr | 0.09 (0.00)                         | 0.23 (0.00)                         | 0.11 (0.00)                              | 0.29 (0.00)                              |
| SE-FIT  | 0.07 (0.00)                         | 0.42 (0.00)                         | 0.39 (0.00)                              | 0.21 (0.00)                              |
| SE-HWR  | 0.17 (0.00)                         | 0.32 (0.00)                         | 0.28 (0.00)                              | 0.37 (0.00)                              |
| SE-IOT  | 0.13 (0.00)                         | 0.21 (0.00)                         | 0.23 (0.00)                              | 0.43 (0.00)                              |
| SE-Latin| 0.09 (0.00)                         | 0.47 (0.00)                         | 0.24 (0.00)                              | 0.11 (0.00)                              |
| SE-Movie| 0.13 (0.00)                         | 0.38 (0.00)                         | 0.02 (0.45)                              | -0.11 (0.00)                             |

When we apply these homogeneous NE methods, we ignore the node types in the input heterogeneous networks. The heterogeneous NE methods are as follows.

1) **HIN2vec** [23] uses random walks to generate node sequences. It learns the relations between nodes by predicting the meta-paths occurring in the sequences and covering the corresponding nodes.

2) **TransE** [43] learns embeddings by translating each triplet (a typed edge and its two endpoints) into embedding distance calculation.

3) **Node2bits** [27] designs biased random walks to aggregate neighbors’ structures of each node and uses a hashing method to generate embeddings.

4) **R-GCN** [24] uses multiple graph convolutional layers to adaptively learn the corresponding type of relations among nodes. It is trained by reconstructing relations.

5) **HDGI** [44] is an unsupervised method inheriting the basic architecture of HAN [4], an attentive GNN model passing massages based on meta-paths.

6) **MAGNN** [31] proposes a massage-passing architecture that prevents from losing the semantics of the intermediate nodes in meta-paths and combines the massages from different meta-paths. It is trained by reconstructing relations.

7) **HGT** [26] models the heterogeneity among nodes and edges with attention mechanisms and generates type-specific embeddings. For each pair of nodes, it tries to preserve the triplet of two node types and the edge type to train the embeddings.

Note that RolX, struc2vec, GraphWave, role2vec, GraphSTONE, and node2bits are designed for structure learning.

In all experiments, the parameters of these baseline methods are finely tuned. For heterogeneous deep graph info-max (HDGI), we employ predefined meta-paths to build typed adjacency matrices. Specifically, we use {ABA, ABBA, BAB, BABA} (A for circle and B for square) on heterogeneous pinwheel network, {AA, ACA} on the air-traffic network. On SE networks, we apply {UAU, UQU, UAQU} for user classification and {AUA, AQA, AQUA} for answer.
classification. The same sets of meta-paths are also used for metapath aggregated graph neural network (MAGNN) and relation-aware heterogeneous graph neural network (R-HGNN).

C. Model Configuration

Except in parameter sensitivity analysis, we do the following configuration for HAWE and its variants. We set sample size $T = 1024$ and window size $\Delta = 5$ on all the networks. For BHAWE, we set $p = q = 4^{-6}$, as long-path sampling from the root node is more needed in the involved networks. For user classification on SE networks, the walk length $L$ is set to 4, while in other situations it is set to 6. Embeddings are trained via stochastic gradient descent for 100 epochs.

D. 2-D-Visualization

We employ our methods and most baseline methods on the synthetic heterogeneous pinwheel network shown in Fig. 1(b) and generate 2-D node embeddings. For GraphWave whose embedding dimension cannot be changed and node2bits whose hashing process is invalid with too small embedding dimension, we generate higher-dimensional embeddings (100-D for GraphWave and 64-D for node2bits) and transform them into 2-D space via principal component analysis (PCA). The 2-D visualization results are shown in Fig. 3.

The nature of some methods is intuitively shown: 1) DeepWalk; 2) LINE; 3) HIN2vec; 4) TransE; and 5) HGT make embeddings of neighbors close while RolX, struc2vec, and node2bits groups the nodes having the same neighborhood structures. We can observe that almost all the baseline methods cannot distinguish heterostructures. HDGI can gather all nodes of the same role at one point because the role can be distinguished via the predefined meta-paths. For example, the blue nodes have no neighbors through the meta-path ABBA. But HDGI does not truly capture the heterostructures as it does not show the relation between nodes having the same underlying structures (e.g., the red and purple green). As we argued, node2bits is the only baseline method that captures both the type and structure of the nodes that make up the heterostructures. However, its hashing process scatters the node in the same heterogeneous roles. All of our methods can effectively distinguish all six heterogeneous structural roles. And they do much better than node2bits as they make the nodes in the same role closer to lower-dimensional embeddings. And they more clearly show relations between the nodes having the same underlying patterns through their relative positions. The two node types are vertically distributed while the three underlying patterns are horizontally distributed in the same order. Compared with the other two proposed methods, BHAWE makes the clusters more uniform in the embedding space, as the long-path BHAWs can better discriminate node roles. Thus, the (B/C)HAWs do capture heterostructures and the embedding model can preserve them into representations.

E. Heterogeneous Structural Role Classification

We conduct heterogeneous structural role classification experiments on real-world networks. Specifically, we apply all methods on these networks and generate 128-D embeddings (100-D for GraphWave). For each method, we take 70% of
generated embeddings as the training set to train a Logistic Regression classifier. Then we apply the trained classifiers on the test set, that is, the other 30% embeddings, and calculate the classification accuracy. We repeat the above process 50 times and report average accuracy in Tables III–V. On each task, the top two results are bold while the best one is marked with the symbol *.

In the air-traffic (original) network, every domestic airport and all of its neighbor airports are connected to the same country node, while the neighbor airports of international airports may belong to different countries. Thus, the essential task is to detect a four-path subgraph in which two connected airports are connected to different countries (i.e., C-A-A-C). As designed for capturing this kind of heterostructure, HAWE and BHAWE unsurprisingly perform the best. As we bias the BHAWs to sample long paths, the corpus is more related to the task so that BHAWE achieves amazing results (see the detailed analysis in Section IV-G). And it is ineluctable for CHAWE to get lower results than HAWE because of the need for delicate detection. We can observe from the reported results that most methods achieve great performance. This is because domestic airports gather as communities so that methods of capturing proximities can also detect them. And international airports usually have a higher degree than domestic airports, which makes methods of learning structures work. For verification, we modify the original air-traffic network by deleting 50% of edges among the domestic airports and redoing the experiments on it. As expected, baseline methods capturing proximities get worse performance in the modified airport network, and the performance of those capturing structures almost stays unchanged. Accuracy of HAWE and its variants increases because the heterostructural traits of the two kinds of airports become more prominent.
Fig. 4. Characteristic visualization of the closest five users in embedding space for some specific users. The circle size denotes the user’s reputation and color depth denotes the upvote/downvote count of the user. (a) Earliest and (b) latest user. User with the (c) highest reputation, (d) lowest reputation, (e) most upvotes, and (f) most downvotes.

### TABLE V

AVERAGE ACCURACY OF AIRPORT CLASSIFICATION ON THE ORIGINAL AND MODIFIED AIR-TRAFFIC NETWORKS

| Method     | Air-traffic (Original) | Air-traffic (Modified) |
|------------|------------------------|------------------------|
| DeepWalk   | 0.8540                 | 0.8269                 |
| LINE       | 0.8116                 | 0.8002                 |
| RolX       | 0.8716                 | 0.8529                 |
| struc2vec  | 0.8372                 | 0.8333                 |
| GraphWave  | 0.8145                 | 0.8258                 |
| role2vec   | 0.5348                 | 0.5462                 |
| GraphSTONE | 0.8288                 | 0.8273                 |
| HIN2vec    | 0.9129                 | 0.9051                 |
| TransE     | 0.8499                 | 0.8501                 |
| node2bits  | 0.8607                 | 0.8601                 |
| R-GCN      | 0.5249                 | 0.5227                 |
| HDGI       | 0.8365                 | 0.8523                 |
| MAGNN      | 0.7211                 | 0.6962                 |
| R-HGNN     | 0.5221                 | 0.5065                 |
| HGT        | 0.8961                 | 0.8841                 |
| HAWE (ours)| **0.9242**             | **0.9351**             |
| CHAWE (ours)| **0.9001**            | **0.9158**             |
| BHAWE (ours)| **0.9889**            | **0.9923**             |

On each SE network, we classify users and answers, respectively. On user classification, RolX, struc2vec, and node2bits outperform other baseline methods over most networks. These methods leverage statistical features which are strongly correlated with user reputation such as node degrees. The other structural embedding methods including GraphWave, role2vec, and GraphSTONE do not achieve competitive results due to the failure of their structure capture mechanisms (e.g., wavelet coefficient distributions and AWs) on heterogeneous networks. In contrast, the feature-based methods show no superiority compared with the other baseline methods on answer classification. This is because the score of the answer is influenced by both the reputation of the respondent and the quality of the answer itself. The latter is not related to the neighborhood heterostructures of answers and cannot be discriminated by all the compared methods. What is more, high-quality answers are usually provided by users having a high reputation. Thus, there is a proximity between high-score answers, which leads to the competitive results of some proximity-based methods such as DeepWalk and HIN2vec. However, in almost all networks, our methods get the top results on both user classification and answer classification because of their superiority in capturing heterostructures.

**F. Similarity Search**

We further design a top-k similarity search experiment to illustrate more details. We compute the Euclidean distances...
between user embeddings generated on the SE-Chem network by each method. Then we retrieve five users whose corresponding embeddings are the closest to that of a target user.

In Fig. 4, we show the search results of HAWE, CHAWE, node2bits, struc2vec, HIN2vec, and DeepWalk on six specific users. Each user is displayed as a circle consisting of two semicircles. The circle size denotes user reputation, and the semicircle color depth denotes the upvote/downvote count range of a user. The ranges are divided in a balanced manner. We also show the user IDs recorded in the raw data. The target users include: (a) the user (U-7) created the account the earliest in 2012; (b) the user (U-110387) created the account the latest in 2021; (c) the user (U-4231) having the highest reputation; (d) the user (U-162) having the lowest reputation; (e) the user (U-23561) having the most upvotes; (f) the user (U-9961) having the most downvotes. Their characteristics are provided in Table VI.

In the ideal case, the users retrieved by a method good at learning heterostructures should have similar circle sizes and semicircle color depths to the target user. With this criterion, we can observe that HAWE and CHAWE are in the top tier of performance. And CHAWE is better than HAWE due to the fuzzy design of CHAWs on similar heterostructures. Methods capturing structures, that is, node2bit and struc2vec achieve the level of the second tier. HIN2vec and DeepWalk often retrieve users with a relatively low reputation which verifies their nature of capturing proximities. Therefore, the results of the similarity search comprehensively show the superiority of our HAWE and CHAWE in learning heterostructures at the microlevel.

G. Parameter Sensitivity Analysis

In this part, we first study how the important parameters including walk length $L$, sample number $T$, embedding dimension $d$, and window size $\Delta$ influence the effectiveness of (B/C)HAWE. Specifically, we employ structural role classification on Air-traffic, SE-Beer, and SE-HWR networks with one parameter changing and the other parameters fixed. When the parameters are fixed, we set $L = 6$, $T = 1024$, $d = 128$, and $\Delta = 5$. The results are demonstrated in Fig. 5. We can observe that each parameter affects the two methods in the same way as follows.

1) When $L$ is the variable, the accuracy increases first and then decreases with the growth of $L$. This is because the sampled (B/C)HAWs have trouble capturing heterostructures when they are too short. When the walk length is too long, the captured heterostructures are overly diverse, and much more samples are needed. The extreme point of $L$ on answer classification is smaller than that on user classification. Because the roles (i.e., quality) of answers are more dependent on the roles of close nodes than the roles of users.

2) The accuracy increases with the growth of $L$. The more walks are sampled, the more delicate distributions of (B/C)HAWs are estimated and the models are trained with more training samples (1).

3) As embedding dimension $d$ increases, the accuracy increases first for more heterostructure information preserved. Then it almost remains constant or decreases.
slightly as the excessive embedding dimension is redundant for preserving heterostructure information and leads to an overfitting problem.

4) The window size $\Delta$ has little effect on the performance when it is large enough. When $\Delta \geq 5$, the information of (B/C)HAWs sampled by the sliding window is enough for predicting an unknown (B/C)HAW in the same context.

Then, we study how $p$ and $q$ affect BHAWE. We keep the other parameters fixed and try the combinations of $p$ and $q$ range between $4^6$ and $4^9$. We report the results on the Air-traffic network in Fig. 6. From Fig. 6(a), we find that $p$ has almost no effects on the classification accuracy. But when $q > 1$ and $q < 1$, the accuracy is improved and the latter improves the results more significantly. To find out the reason for improvement, we study how the sampled corpus changed. We compute the ratio of the discriminative words for international airports, that is, the four-path C-A-A-C HAWs that the root node takes part in [see Fig. 6(b)]. The smaller $q$ is, the ratio is larger due to the deeper sampling. Both $q < 1$ and $q > 1$ reduce the lexicon, but the former shows a more significant influence [see Fig. 6(c)]. Therefore, when $q \neq 1$, especially when $q < 1$, with the effect on sample discriminative words and lexicon size, BHAWE learns more task-relevant and discriminative representations.

H. Runtime Analysis

To evaluate the scalability of our proposed methods, we generate two series of synthetic graphs of which the node numbers range from 100 to 100000 via Erdos-Renyi (ER) model [45] and Barabási-Albert (BA) model [46], respectively. For the ER model, we set the probability of linking two arbitrary nodes to $10/N$ so that the average node degree is approximately fixed to 5. For the BA model, we set the number of edges linked from a new node to existing nodes to 1 so that the generated graphs are trees. The nodes in these networks are aligned to two types randomly. We train HAWE and its variants on these synthetic graphs for 100 epochs with all the parameters fixed: $L = 6$, $T = 1024$, $d = 128$, and $\Delta = 5$. We run the methods on each network five times. The average runtime and lexicon size are illustrated in Fig. 7. Intuitively, the cost time of all methods is linear with the edge number of the network, which verifies our conclusion derived in Section III-E. On ER graphs, (B)HAWE costs more time than CHAWE. On BA graphs, the runtime of the two methods is almost the same. This is because the (B)HAWE generates a much larger lexicon $L$ than CHAWE on ER graphs, while the generated lexicons of these methods on BA graphs have small and similar sizes due to the tree structure. In real-world networks, since there are lots of loops, CHAWE is also more efficient than (B)HAWE.

V. RELATED WORK

A. Homogeneous Structural Embedding

Almost all the existing algorithms of structural node embedding are designed for homogeneous networks [11], [47]. Usually, these works use a strategy of extracting structural properties such as extracting features [39], estimating wavelet distribution [41] and applying graph kernel method [16] before mapping them to vector space [11]. To transform captured structural traits into embeddings, early studies such as RolX [39] and guided learning for role discovery (GLRD) [48] directly factorize processed structural feature matrix. Later, a few works extend random walk-based methods (e.g., DeepWalk [9]). Struc2vec [3] achieves structural similar nodes
tending to occur in the same walk by constructing a new random walk graph based on node degrees. RiWalk [15] makes structural similar nodes have similar walks starting from themselves by proposing a new node labeling method. Recently, using deep learning to generate structural embeddings has attracted more attention. Deep recursive NE (DRNE) [49] captures regular equivalence by aggregating degrees of node neighbors with long short-term memory [50]. Curvature-based network embedding with stochastic equivalence (CNESE) [51] applies variational autoencoder [52] to learn stochastic equivalence by reconstructing the distributions of discrete graph curvature. Some works also introduce more complicated structural properties to guide the learning process [53], [54]. Graph neural networks with local structural patterns (GraLSP) [17] and GraphSTONE [18] use AWs to capture neighborhood structures and learn embeddings through GNN architecture.

Generally, though many structural NE methods have similar overall processes to proximity-based methods, they are very different in detailed steps [10], [11]. In the step of information encoding, structural NE usually leverages or approximates structural feature extraction [39], [51], graph kernels [15], or other approaches to capture the local or global structural patterns; proximity-based methods usually capture the closeness among nodes by random walks [9], message-passing mechanisms [55], and so on. In the step of training, the optimization goal is also specially designed to keep the captured properties. For structural NE, feature reconstruction [51] and structural similarity-based contrastive loss [3] are often used. For proximity-based NE, link reconstruction [18] and co-occurrence prediction [9] are common ideas. Many other choices can be used based on the characteristics of the datasets and tasks.

B. Heterogeneous NE

NE methods on a heterogeneous network are mainly devised for capturing the node proximity [21]. The earliest works of heterogeneous NE study knowledge graphs. These methods, such as TransE [43], train embeddings by learning a scoring function measuring how accurate embeddings represent the heterogeneous triplets. Later, a number of methods extended previous proximity-preserving homogeneous NE methods. Metapath2vec [22] and HIN2vec [23] extend DeepWalk [9] and preserve node proximity with random walks based on meta-paths. Predictive text embedding (PTE) [56] and AspEm [57] extend LINE [38] by designing edge-type-based and aspect-based proximities, respectively. Recently, heterogeneous GNNs (HGGNNs) have become the main branch of heterogeneous NE. These methods use the message-passing mechanism and most of them are semisupervised. For example, heterogeneous GNN (HetGNN) [58] uses random walks and bi-directional long short-term memory (Bi-LSTM) to capture neighborhood information. HAN [4] uses two levels of attention mechanism to aggregate neighborhood features. Heterogeneous graph structural attention neural network (HetSANN) [25] designs a type-aware attention layer to aggregate the embeddings of different types of nodes located in different spaces. It trains the embeddings through multitask learning. Unsupervised HGGNNs have similar encoding mechanisms but are mainly designed for relation/link prediction.

R-GCN [24] applies multiple GCNs [55] to learn the edge heterogeneity. MAGNN [31] aggregates node features within the meta-paths. HDGI [44], an unsupervised version of HAN on which the contrastive architecture of deep graph infomax (DGI) [59], is grafted. It uses both meta-path-based neighbor-level and semantic-level attention mechanisms to aggregate deep heterogeneous proximity information. HGT [26] uses a series of attention mechanisms to reconstruct the typed node pair in each triplet. R-HGNN [32] constructs relation-specific graphs to learn relation-aware and relation-crossing information.

To our best knowledge, existing heterogeneous NE methods except node2bits [27] cannot capture the highly diverse heterostructures. Node2bits extracts structural features for each type of neighbor sampled by random walks and generates embeddings via hashing methods. Its design for efficiency leads to low fineness in capturing heterostructures.

VI. CONCLUSION AND FUTURE WORKS

Learning the complex heterostructures, that is, the combinations of the node types and underlying structures, is a critical but underappreciated problem in the field of heterogeneous NE. In this article, we make a first attempt at NE on heterostructure learning. We propose the promising HAW which has a theoretically guaranteed ability to distinguish heterostructures and their more practical variants BHAW and CHAW. We take advantage of (B/C)HAWs by sampling them as the context of each node’s heterostructure theme and provide an embedding method HAWE and its variants BHAWE and CHAWE by imitating a language model. Finally, we provide the first benchmark for learning heterogeneous structural roles. A number of datasets and tasks are proposed. As expected, our methods show amazing performance on them.

Although the proposed methods have a great ability to capture heterostructures, they are not perfect. Theoretically, the methods should achieve better performance when sampling longer (B/C)HAWs. But sampling overlong samples is not feasible due to the extreme sparsity of the samples. What is more, many sampled (B/C)HAWs are different but corresponded to the same induced heterogeneous subgraph. In other words, there are many synonyms in the generated heterostructure contexts. It is the inevitable result of the sampling strategy using (B/C)HAWs. But if we can reduce the number of synonyms, the effectiveness of our methods will be improved. We leave these problems as our future works.
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