QUANTIFYING UNCERTAINTY FOR TEMPORAL MOTIF ESTIMATION IN GRAPH STREAMS UNDER SAMPLING
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Abstract. Dynamic networks, a.k.a. graph streams, consist of a set of vertices and a collection of timestamped interaction events (i.e., temporal edges) between vertices. Temporal motifs are defined as classes of (small) isomorphic induced subgraphs on graph streams, considering both edge ordering and duration. As with motifs in static networks, temporal motifs are the fundamental building blocks for temporal structures in dynamic networks. Several methods have been designed to count the occurrences of temporal motifs in graph streams, with recent work focusing on estimating the count under various sampling schemes along with concentration properties. However, little attention has been given to the problem of uncertainty quantification and the asymptotic statistical properties for such count estimators. In this work, we establish the consistency and the asymptotic normality of a certain Horvitz-Thompson type of estimator in an edge sampling framework for deterministic graph streams, which can be used to construct confidence intervals and conduct hypothesis testing for the temporal motif count under sampling. We also establish similar results under an analogous stochastic model. Our results are relevant to a wide range of applications in social, communication, biological, and brain networks, for tasks involving pattern discovery.

Key words. graph streams, temporal motifs, networks, sampling, asymptotics, counting process, uncertainty quantification

1. Introduction. In the age of big data, streaming data has become ubiquitous in various modern applications, for example, e-commerce purchases, real-time surveillance, click-streams from websites, and players’ activities in online gaming. Consequently, there is a growing literature on streaming data analysis including clustering, classification, anomaly detection, pattern mining, etc. (see survey papers [9, 29]). Streaming data is a temporally ordered and potentially infinite sequence of objects that arrive continuously over time. A particularly important subclass of such data is the streaming relational data, which arrives not only continuously, but also carries the relational information about a pair of nodes interacting. Examples are data streams from electronic communication (e.g., phone calls, emails), Internet of things (e.g., routers, connected devices) and content sharing platforms (e.g., Facebook, Twitter) that record interactions between two individuals (or entities) with timestamps. Due to its relational nature, this type of streaming data has been closely linked with the literature on network analysis and graph algorithms, and referred to by a variety of names - dynamic/temporal networks, temporal graphs, edge/graph streams, etc. (we use these terms mutually interchangeably in this paper).

Leveraging concepts and tools in network analysis, much work has been done on the analysis of graph streams, including anomaly detection [1, 8], pattern matching [7, 31, 34], etc., among which an important effort revolves around developing scalable approaches for streams with increasingly large volume and high velocity. Sampling has become a central tool and various sampling methods were proposed under this context for a variety of tasks in temporal networks [2, 3, 30, 33]. In this work, we study one such problem in this area, concerning the use of sampling to quantify the frequency of motifs in temporal networks. We provide uncertainty quantification in a certain sampling model by studying the asymptotic properties of the motif count estimator as the stream flows indefinitely. This is relevant to a wide range of applications in social networks [18], communication networks [35, 38], biological networks [6, 28],
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brain networks [4, 37] etc., for pattern discovery (see [20] for a recent survey).

1.1. Related Work. Here we give a summary of the current development on network motif counting and identify the research gap we aim to fill with our work.

Recurring subgraph patterns in static networks, termed ‘motifs’ [23], are considered basic structural elements in understanding networks and their underlying complex systems. Counting motifs has been an important statistical and computational problem in the analysis of static networks. In the context of counting motifs in large network graphs, enumerating all occurrences of a given motif could be prohibitively expensive. Therefore, network sampling and estimation are often used to provide an approximation to the true motif count in a computationally efficient manner. Much work has been done in this direction for estimating motif counts under various sampling schemes for static networks [15, 16]. Very recently, Bhattacharya et al. (2020) [5] made an advance on the development of statistical inference framework for the motif estimation problem in static networks, where they provided results on the asymptotic properties of a motif count estimator in the subgraph sampling model.

On the other hand, as part of the still-emerging field of dynamic (or temporal) networks [11, 12], several ways have been proposed to extend the notion of motifs to the context of graph streams, consisting of a set of vertices and a collection of time-stamped interaction events [13, 17, 26, 34]. One widely used notion is from Paranjape et al. (2017) [26], where temporal motifs are defined as classes of isomorphic induced subgraphs on sequences of temporal edges, considering both edge ordering and duration. Similar to motifs in static networks, temporal motifs are also the fundamental building blocks for temporal structures in dynamic networks.

Several methods have been designed to count the occurrences of temporal motifs in graph streams (see [14] for a survey), with recent work focusing on estimating the count under various sampling schemes along with establishing concentration properties [19, 36, 32]. However, little attention has been given to the problem of uncertainty quantification and the asymptotic statistical properties of these temporal motif count estimators. This paper aims to fill this gap by studying the asymptotics in motif estimation.

1.2. Our Contributions and Paper Outline. In this work, we consider the problem of estimating the temporal motif count (i.e., the number of temporal motifs in a graph stream) under an edge sampling model, where each edge is sampled independently with probability \( p \) and the local motif count around the sampled edge is observed. We provide uncertainty quantification under this sampling model through a study of asymptotic properties. Specifically, we establish the consistency and the asymptotic normality for a certain Horvitz-Thompson type estimator under sampling (proposed by Wang et al. (2020) [36]) in deterministic graph streams, as the number of temporal edges grows indefinitely. We also establish similar results under an analogous stochastic model. These results can be used to construct confidence intervals and conduct hypothesis testing for the temporal motif count under this sampling model. While the proof of the asymptotic results for the deterministic case is relatively straightforward, the proof for the stochastic case is nontrivial. The challenge in the latter case arises from the need to analyze the behavior of a stream of dependent random variables that emerge in our problem as a result of applying a type of sliding window to an underlying marked Poisson point process. More details are provided in proofs in appendix.

The paper is organized as follows. Notation and background are in section 2, our main results are in section 3, experimental results are in section 4, and some discussion
follows in section 5.

2. Background. In this section, we provide essential notation and background.

2.1. Notation and Definitions. We first provide formal definitions for temporal graphs and temporal motifs.

**Definition 2.1 (Temporal graph).** A temporal graph \( T_m = \{(u_i, v_i, t_i) = (e_i, t_i), i = 1, \ldots, m\} \) on node set \( V_m \) is defined as a collection of timestamped directed edges \( e_i \), a.k.a., temporal edges, where each \( u_i \) and \( v_i \) are elements of \( V_m \) with \( u_i \neq v_i \), each \( t_i \) is a timestamp in \( \mathbb{R}^+ \), and \( t_1 \leq t_2 \leq \cdots < t_m \).

**Definition 2.2 (\( \delta \)-temporal motif [26]).** A \( k \)-node, \( l \)-edge \( \delta \)-temporal motif \( H = \{(u_1, v_1, t_1), (u_2, v_2, t_2), \ldots, (u_l, v_l, t_l)\} \) is a sequence of \( l \) edges that are time-ordered within a \( \delta \) duration, i.e., \( t_1 < t_2 < \cdots < t_l \) and \( t_l - t_1 \leq \delta \), such that the induced static graph from the edges is connected and has \( k \) nodes.

**Remark.** The induced static graph \( G \) is obtained from temporal graph \( T \) by ignoring all timestamps of edges, i.e., each edge \((u, v)\) in \( G \) is associated with a temporal edge \((u, v, t)\) in \( T \). Notice that in Definitions 2.1 and 2.2, edges are allowed to be recurrent, meaning that the same edge can occur at different time points. Then the induced static graph from the defined temporal graph or temporal motif could be a multi-graph.

In Definition 2.2, a temporal motif provides a template for a particular pattern in a specified duration of time \( \delta \). We are interested in counting the number of occurrences of such a pattern in a given temporal network. An occurrence of an \( l \)-edge \( \delta \)-temporal motif \( H \) in a given temporal network \( T_m \) is defined as \( l \) temporal edges in \( T_m \) satisfying three conditions: 1) the static multi-graph induced from the \( l \) temporal edges is isomorphic to that induced from the temporal motif; 2) the ordering of the matching edges are the same; 3) the \( l \) temporal edges are within the duration time \( \delta \). It is also referred to as a \( \delta \)-instance of motif \( H \) by Liu et al.[19], the formal definition of which is provided below. Throughout the paper, we usually refer to a \( \delta \)-instance of motif \( H \) simply as an instance of motif \( H \) when no confusion is likely.

**Definition 2.3 (motif \( \delta \)-instance[19]).** A time-ordered sequence \( S = \{(w_1, x_1, t'_1), \ldots, (w_l, x_l, t'_l)\} \) of \( l \) temporal edges from a given temporal graph \( T_m \) is a \( \delta \)-instance of temporal motif \( H = \{(u_1, v_1, t_1), \ldots, (u_l, v_l, t_l)\} \) if 1) there exists a bijection \( f \) on the vertices such that \( f(w_i) = u_i, f(x_i) = v_i, i = 1, \ldots, l \); 2) the edges all occur within duration \( \delta \), i.e., \( t'_1 - t'_1 < \delta \).

**2.2. Temporal Motif Estimator under Edge Sampling Regime.** Suppose \( T_m = \{(u_i, v_i, t_i) = (e_i, t_i), i = 1, \ldots, m\} \) is a temporal graph on node set \( V_m \), \( H \) is a \( k \)-node, \( l \)-edge \( \delta \)-temporal motif. Let \( C(H, T_m) \) denote the number of instances of temporal motif \( H \) in temporal graph \( T_m \). The goal is to estimate \( C(H, T_m) \) via some sampling regime. We now formally describe one of the state-of-the-art sampling methods for temporal motif estimation, the edge sampling regime[36].

The exact count of temporal motif \( H \) in \( T_m \) can be written as

\[
C(H, T_m) = \frac{1}{l} \sum_{i=1}^{m} \eta(e_i),
\]

where \( \eta(e_i) \) is the number of instances of temporal motif \( H \) in \( T_m \) containing an edge \( e_i \), which can be regarded as the local motif count. \( \eta(e_i) \) can be calculated using a well-established backtracking algorithm[21] with time complexity \( O(lr^{l-1}) \), where \( r \)
is the expected number of edges within time span $\delta$. To get the exact count of the number of instances of $H$ in $T_m$, we first obtain the local count $\eta(e_i)$ for each $e_i \in T_m$ and sum them up. Then the total number of instances of $H$ in $T_m$ can be obtained by dividing the sum by $l$ as each instance contains $l$ edges thus being counted $l$ times in obtaining the local counts for all edges in $T_m$.

In an edge sampling regime proposed by [36], each temporal edge in $T_m$ is sampled independently with probability $p \in (0,1)$. Let $\omega_i$ be the indicator of the event that edge $e_i$ is sampled. Then the estimator for $C(H, T_m)$ is

$$
\hat{C}(H, T_m) = \frac{1}{pl} \sum_{i=1}^{m} \omega_i \eta(e_i),
$$

Note that $E[\hat{C}(H, T_m)] = C(H, T_m)$, hence it is an unbiased estimator for the count $C(H, T_m)$. It is also a Horvitz-Thompson type of estimator as it uses inverse probability weighting to achieve unbiasedness.

### 2.3. Asymptotic Notation

We use the following standard notation for the asymptotic behavior of the relative order of magnitude of two sequences of numbers. For two positive sequences $\{a_n\}_{n \geq 1}$ and $\{b_n\}_{n \geq 1}$,

- $a_n = O(b_n)$ means $a_n \leq C_1 b_n$ for all $n$ large enough and positive constant $C_1$.
- $a_n = \Omega(b_n)$ means $a_n \geq C_2 b_n$ for all $n$ large enough and positive constant $C_2$.
- $a_n = \Theta(b_n)$ means $C_2 b_n \leq a_n \leq C_1 b_n$, for all $n$ large enough and positive constants $C_1, C_2$.
- $a_n \asymp b_n$ if $a_n = \Theta(b_n)$. This is sometimes expressed by saying that $a_n$ and $b_n$ are of the same order of magnitude.
- $a_n \leq b_n$ means $a_n = O(b_n)$, $a_n \geq b_n$ means $a_n = \Omega(b_n)$.
- $a_n \gg b_n$ means $b_n = o(a_n)$, i.e. $\lim_{n \to \infty} b_n/a_n = 0$.

When discussing asymptotics of random variables, we use the following standard notation. Let $X_n$ be random variables and $a_n$ positive real numbers, we define

- $X_n = O_p(a_n)$ if for every $\delta > 0$ there exist constants $C_\delta$ and $n_0$ such that $P(|X_n| \leq C_\delta a_n) > 1 - \delta$ for every $n \geq n_0$. This is also expressed by saying that the sequence $X_n/a_n$ is bounded in probability.
- $X_n = o_p(a_n)$ if for every $\epsilon > 0$, $P(|X_n/a_n| > \epsilon) \to 0$, as $n \to \infty$. This is also expressed by saying that the sequence $X_n/a_n$ converges in probability to zero.

Two convergence concepts for random variables are used in this paper.

- $X_n$ converges in probability to the random variable $X$ as $n \to \infty$, shown by $X_n \overset{P}{\to} X$, if $\forall \epsilon > 0$, $P(|X_n - X| > \epsilon) \to 0$, as $n \to \infty$.
- $X_n$ converges in distribution to the random variable $X$ as $n \to \infty$, shown by $X_n \overset{d}{\to} X$, if $P(X_n \leq x) \to P(X \leq x)$, as $n \to \infty$, for every real $x$ that is a continuity point of $P(X \leq x)$.

### 3. Main results

#### 3.1. Consistency and Central Limit Theorem for Deterministic Graph Streams.

For deterministic temporal graph $T_m$, we establish conditions under which $\hat{C}(H, T_m)/C(H, T_m)$ converges to 1 in probability as $m \to \infty$, as shown in Theorem 3.1. To derive the asymptotic normality of the estimator we consider the rescaled statistic, and provide conditions under which the estimator is asymptotically normal in Theorem 3.2. In this setting where $T_m$ is deterministic, edge sampling is the only source of randomness.
Theorem 3.1 (Consistency). Suppose \( T_m = \{(u_i,v_i,t_i) = (e_i,t_i), \ i = 1, \cdots, m\} \) is a temporal graph on node set \( V_m \). \( H \) is a \( k \)-node, \( l \)-edge, \( \delta \)-temporal motif. If

\[
\frac{\sum_{i=1}^{m} \eta^2(e_i)}{\left(\sum_{i=1}^{m} \eta(e_i)\right)^2} \to 0 \text{ as } m \to \infty,
\]

then

\[
\frac{\hat{C}(H,T_m)}{C(H,T_m)} \xrightarrow{p} 1.
\]

Theorem 3.2 (Central Limit Theorem (CLT)). Suppose \( T_m = \{(u_i,v_i,t_i) = (e_i,t_i), \ i = 1, \cdots, m\} \) is a temporal graph on node set \( V_m \). \( H \) is a \( k \)-node, \( l \)-edge, \( \delta \)-temporal motif. If

\[
\frac{\sum_{i=1}^{m} \eta^3(e_i)}{\left(\sum_{i=1}^{m} \eta^2(e_i)\right)^{3/2}} \to 0 \text{ as } m \to \infty,
\]

then

\[
Z(H,T_m) := \frac{\hat{C}(H,T_m) - C(H,T_m)}{\sqrt{\text{var}(\hat{C}(H,T_m))}} \xrightarrow{d} N(0,1), \text{ as } m \to \infty.
\]

The proofs of Theorems 3.1 and 3.2 are given in Appendix A and B, respectively. To better understand the implications of the conditions in (3.1) and (3.2), we offer two alternative assumptions, i.e., Assumption 1 and Assumption 2, and show their relationship with the above consistency/CLT conditions, as summarized in Lemma 3.3.

Assumption 1. For sequence \( \{\eta(e_i)\}^m_{i=1} \), \( \eta(e_i) = O(1) \) (i.e., \( \eta(e_i) \leq C_2 < \infty \) for \( i \) large enough, where \( C_2 \) is a constant), and \( C(H,T_m) \gg m^{1/2} \) (i.e., \( \lim_{m \to \infty} m^{1/2}/C(H,T_m) = 0 \)), as \( m \to \infty \).

Assumption 2. For sequence \( \{\eta(e_i)\}^m_{i=1} \), \( \eta(e_i) = O(1) \), and \( C(H,T_m) \gg m^{2/3} \), as \( m \to \infty \).

Lemma 3.3. Assumption 1 implies assumption (3.1). Assumption 2 implies assumption (3.1) and (3.2).

The proof of Lemma 3.3 is provided in Appendix C. Combining Theorem 3.1, Theorem 3.2 and Lemma 3.3, we can see that to assure consistency and a CLT for the count estimator in (2.2) requires sufficiently frequent appearance of the given temporal motif \( H \) in \( T_m \), but without any particular edge(s) dominating. Note that consistency requires \( C(H,T_m) \gg m^{1/2} \), while the CLT requires \( C(H,T_m) \gg m^{2/3} \) – basically higher frequency of motif appearance is needed for the CLT than for consistency.

Remark. The consistency and CLT for \( \hat{C}(H,T_m) \) provided in Theorem 3.1 and Theorem 3.2 are established under the assumption that the sampling probability \( p \) is a constant. It might be of interest to have it vary with \( m \). Consistency and CLT results can also be obtained under such a scenario. The sufficient conditions will change to \( C(H,T_m) \gg p_m^{-1/2} m^{1/2} \) for consistency to hold and \( C(H,T_m) \gg [p_m(1 - p_m)]^{-1/3} m^{2/3} \) for CLT to hold. These conditions can be naturally derived from the proof for constant \( p \).

We now use the results above to construct asymptotically valid confidence intervals for the count \( C(H,T_m) \), as shown in (3.4) below. To this end, a consistent
estimator for the variance of the count estimator is introduced (Equation (3.3) below). These results are summarized in Proposition 1, the proof of which is provided in Appendix D.

**Proposition 1.** For a temporal graph \( T_m = \{ (u_i, v_i, t_i) = (e_i, t_i), i = 1, \cdots, m \} \), a \( k \)-node, \( l \)-edge \( \delta \)-temporal motif \( H \), and a sampling ratio \( p \). Suppose \( \eta(e_i) = O(1) \) and \( C(H, T_m) \gg m^{2/3} \). Then as \( m \to \infty \), the following holds.

1. Let

\[
\hat{\sigma}^2(H, T_m) := \frac{1 - p}{p^2 m^2} \sum_{i=1}^{m} \omega_i \eta^2(e_i).
\]

Then \( \hat{\sigma}^2(H, T_m) \) is a consistent estimate of \( \sigma^2(H, T_m) := \frac{1 - p}{p^2 m^2} \sum_{i=1}^{m} \eta^2(e_i) \), that is, \( \frac{\hat{\sigma}^2(H, T_m)}{\sigma^2(H, T_m)} \to_p 1 \).

2. \( P \left( C(H, T_m) \in \left[ \hat{C}(H, T_m) - z_{\alpha/2} \hat{\sigma}(H, T_m), \right. \right. \\
\left. \left. \hat{C}(H, T_m) + z_{\alpha/2} \hat{\sigma}(H, T_m) \right] \right) \to 1 - \alpha, \)

where \( z_{\alpha/2} \) is the \( (1 - \frac{\alpha}{2}) \)-th quantile of the standard normal distribution \( N(0, 1) \).

### 3.2. Consistency and CLT for a Stochastic Graph Stream

The results above show that certain characteristics of local/global motif counts for a deterministic temporal network are sufficient to ensure that consistency and a CLT hold for the count estimator under edge sampling. If the temporal networks are instead realizations from a stochastic model, it is natural to ask under what assumptions with respect to that model the consistency and asymptotic normality continue to hold, where the underlying randomness is now in both the edge sampling and the generation of the network.

In this section, we leverage the results in Section 3.1 to derive sufficient conditions for the desired asymptotic behavior under a stochastic model for temporal graphs that is essentially a classical random graph with Poisson arrivals of edges. Instead of \( T_m \), we use \( T(\tau) = \{ (e_i, t_i), i = 1, \cdots, N(\tau) \} \) to represent a random temporal graph, with a random number of edges \( N(\tau) \) occurring in the time interval \((0, \tau]\), in which we assume

(i) \( t_1, t_2, \cdots, t_{N(\tau)} \) are arrival times from a Poisson process with rate \( \lambda \), and

(ii) each \( e_i \) is sampled uniquely among the set of all node pairs, at each arrival time \( t_i \).

Hence, \( N(\tau) \sim \text{Poisson}(\lambda \tau) \). Here we state the main result as Theorem 3.4, the proof of which is deferred to Appendix E.

**Theorem 3.4 (Asymptotics under marked Poisson point process).** Define an observation time interval \([0, \tau]\). Let \( T(\tau) = \{ (e_i, t_i), i = 1, \cdots, N(\tau) \} \) be a random temporal graph as defined above. Let \( |V| \) be the total number of vertices in \( T(\tau) \). Then for any \( k \)-node, \( l \)-edge \( \delta \)-temporal motif \( H \), if the following hold,

1. \( \lambda > 0 \), and \( \lambda = O(1) \), as \( \tau \to \infty \),

2. \( |V| < \infty \) is fixed, as \( \tau \to \infty \),

it follows that \( \hat{C}(H, T(\tau))/C(H, T(\tau)) \overset{P}{\to} 1 \) and the rescaled statistic \( Z(H, T(\tau)) \overset{d}{\to} N(0, 1) \), as \( \tau \to \infty \).
Theorem 3.4 shows that the motif count estimator is consistent and asymptotically normal under this Poisson counting process model whenever the rate of the process is positive and bounded, and the total number of vertices in the edge stream is fixed as the stream continues for an infinite amount of time. There is a rich literature on modeling edge streams by counting process (see [22] for a summary). These assumptions on the rate of edge appearance in the graph stream are more practical for validation on real data than the previous assumptions on the magnitude of true motif counts. Note that the above CLT established for the Poisson counting process model also ensures the validity of the confidence intervals for the motif count shown in (3.4) under this graph stream model.

4. Numerical Illustration. In this section, we perform experiments on both synthetic and real-world data. Using synthetic data, we illustrate the practical impact of consistency and asymptotic normality of the count estimator under both deterministic and stochastic cases. We also evaluate the coverage probability of the confidence intervals on a real data set with different sampling ratios. Code for reproducing our simulation is available at https://github.com/KolaczykResearch/TempMotifEstim.

4.1. Simulation.

Deterministic Case. We consider the sampling distribution of the motif count estimator for a fixed temporal network, which is chosen to be a realization from a random graph model. We present results for two random temporal graph models.

We first choose this fixed temporal network to be a realization from a homogeneous Poisson process model with uniformly chosen edges as described in Section 3.2. We simulate one temporal network with length $m = 7000$ from the model on $|V| = 100$ vertices for each rate $\lambda$ varying between 25 and 250. For each simulated network, we sample with probability 0.03 and estimate the number of cyclic triangles (shown as (d) in Figure 5) in it repeatedly and calculate mean and standard deviation of $\hat{C}(H,T_m)/C(H,T_m)$ over 100 replications. Results are shown in Figure 1 (Left) for a range of 8 rate values. We can see that as $\lambda$ increases, the mean stabilizes at 1 and the size of the error bar decreases, signaling a better estimate of $C(H,T_m)$. This is because more edges are expected to occur under higher $\lambda$ value, thus more temporal triangles are expected to be formed within a certain time duration, and one of the conditions that determines the consistency of $\hat{C}(H,T_m)$ is a relatively high frequency of appearance for the target motif. Figure 1 (Right) illustrates the asymptotic normality of the motif count estimator for the number of cyclic triangles in a fixed temporal network with length $m = 200000$, $|V| = 100$ vertices simulated under rate $\lambda = 250$. We set the sampling ratio to be 0.03, and plot the histogram of $\hat{C}(H,T_m)/C(H,T_m)$ over 5000 replications, which, as expected, is centered around 1 and aligns well with the normal density curve shown in blue.

We then choose this fixed temporal network to be a realization from a Poisson process stochastic block model [22] where interactions between each pair of nodes are counted by a homogeneous Poisson process with intensity driven by the community structure of nodes. This model is a natural extension of the standard stochastic block model to the case of multivariate counting processes for recurrent interaction events. We simulate one temporal network with length $m = 7000$ from the model on $|V| = 100$ vertices with two equally sized blocks, fixed off-diagonal intensity of 0.06, for each diagonal intensity varying between 0 and 0.2, where diagonal intensity refers to the intensity for interactions between two nodes from the same group, and off-diagonal intensity refers to that from different groups. For each simulated network,
we sample with probability 0.03 and estimate the number of cyclic triangles in it repeatedly and calculate mean and standard deviation of \( \hat{C}(H,T_m)/C(H,T_m) \) over 100 replications. Results are shown in Figure 2 (Left) for a range of 8 diagonal intensity values. We can see that as the diagonal intensity increases, the mean stabilizes at 1 and the size of the error bar decreases, signaling a better estimate of \( C(H,T_m) \). This is also because more temporal triangles are expected to be formed within a certain time duration under higher diagonal intensity where individuals from the same group interact more frequently, and again one of the conditions that determines the consistency of \( \hat{C}(H,T_m) \) is a relatively high frequency of appearance for the target motif. Figure 2 (Right) illustrates the asymptotic normality of the motif count estimator under this setting.

**Fig. 1.** Results for deterministic networks simulated from Poisson process uniform model. Left: Empirical 1-standard deviation error bars for \( \hat{C}(H,T_m)/C(H,T_m) \) in estimating the number of temporal triangles (directed and cyclic, \( \delta = 2 \)) for each deterministic network generated from a Poisson process uniform model with rate \( \lambda \) ranging from 25 to 250. Sampling ratio \( p = 0.03 \), 100 replications, \( |V| = 100, m = 7000 \). Right: Histogram of \( \hat{C}(H,T_m)/C(H,T_m) \) in Poisson process uniform model with rate \( \lambda = 250 \), sampling ratio \( p = 0.03 \), 5000 replications, \( |V| = 100, m = 200000 \), and the limiting normal density in blue.

**Fig. 2.** Results for deterministic networks simulated from Poisson process stochastic block model. Left: Empirical 1-standard deviation error bars for \( \hat{C}(H,T_m)/C(H,T_m) \) in estimating the number of temporal triangles (directed and cyclic, \( \delta = 2 \)) for each deterministic network generated from a homogeneous Poisson process stochastic block model with 2 blocks, equal block size, intensity driven by the individuals’ groups memberships, off-diagonal intensity of 0.06, and diagonal intensity varying between 0 and 0.2. Sampling ratio \( p = 0.03 \), 100 replications, \( |V| = 100, m = 7000 \). Right: Histogram of \( \hat{C}(H,T_m)/C(H,T_m) \) in homogeneous Poisson process stochastic block model with 2 blocks, equal block size, off-diagonal intensity 0.06, diagonal intensity 0.2, sampling ratio \( p = 0.03 \), 5000 replications, \( |V| = 100, m = 7000 \), and the limiting normal density in blue.
**Stochastic Case.** We also perform experiments under the two random temporal graph models for stochastic case.

We first simulate temporal networks from the homogeneous Poisson process model with uniformly chosen edges as described in Theorem 3.4, and assess properties of the count estimator as observation time $\tau$ increases. Note that in the stochastic case, we generate a new stream of edges from the temporal graph model with rate $\lambda = 30$ in observation time interval $[0, \tau]$ for each sampling and motif estimation trial, compared to the deterministic case where the stream of edges is fixed over all trial replications. Figure 3 (Left) shows the empirical means and standard deviations of $\tilde{C}(H,T(\tau))/C(H,T(\tau))$ in estimating the number of cyclic triangles calculated over 100 replications (i.e., 100 realizations of temporal networks) as a function of observation time $\tau$ ranging from 200 to 5000. We see that as the observation time increases, the mean gets stabilized at 1 and the size of the error bar decreases, illustrating the consistency of the count estimator as $\tau \to 0$. Meanwhile, Figure 3 (Right) shows a histogram of $\tilde{C}(H,T_m)/C(H,T_m)$ over 5000 replications for observation time $\tau = 9000$, which is centered around 1 and aligns well with the normal density curve shown in blue, illustrating the asymptotic normality of the motif count estimator under this stochastic model.

We also simulate temporal networks from the Poisson process stochastic block model, and assess properties of the count estimator as observation time $\tau$ increases. Multiple sequences of edges are simulated from the temporal graph model, one for each sampling and motif estimation trial. Figure 4 shows the results from the repeated trials, where the left plot illustrates the consistency of the count estimator as $\tau \to 0$, and the right plot shows the asymptotic normality of the motif count estimator under a particular parameter setting of this stochastic model.

![Figure 3](image-url) **Fig. 3.** Results for stochastic networks simulated from Poisson process uniform model. Left: Empirical 1-standard deviation error bars for $\tilde{C}(H,T(\tau))/C(H,T(\tau))$ in estimating the number of temporal triangles (directed and cyclic, $\delta = 2$) in a Poisson process uniform model with rate $\lambda = 30$ in observation time interval $[0, \tau]$. $\tau$ is varying between 200 and 5000. Sampling ratio $p = 0.03$, 100 replications, $|V| = 100$. Right: Histogram of $\tilde{C}(H,T(\tau))/C(H,T(\tau))$ in Poisson process uniform model with rate $\lambda = 30$, $|V| = 100$, $\tau = 9000$, sampling ratio $p = 0.03$, 5000 replications, and the limiting normal density in blue.

**4.2. Application.** In this subsection, we perform experiments on real-world data to evaluate the coverage probability of the estimated 95% confidence interval for the motif count under different sampling ratios for six types of motifs, as shown in Figure 5. In these experiments, we use messaging temporal network data [25], which is comprised of private messages sent on an online social network at the University of California, Irvine. This data includes 59835 interactions among 1899 college
students within a time span of 193 days. We set the time span $\delta$ for the motif to 86400 seconds = 1 day. For each query motif, under one of the sampling ratios in \{0.01, 0.03, 0.05, 0.1, 0.2\}, we estimate the coverage probability of 95% confidence intervals for motif count $C(H, T_m)$ using the relative frequency (RF) of the event that the confidence interval covers the true motif count in 5000 sampling replications. Figure 6 shows the estimated coverage probability as a function of sampling ratio $p$ for the six query motifs. We see that the empirical coverage probabilities of CIs fall below the declared confidence level under low sampling ratios, and get closer as the sampling ratio increases. Also notice that the empirical coverage of the CIs estimated for motif $H_1, H_2$ and $H_3$ (shown as (a), (b), (c) in Figure 5) are better than that for motif $H_4, H_5$ and $H_6$ (shown as (d), (e), (f) in Figure 5). This is because the true counts for the former three motifs (which are 381720, 1201092, 295970, respectively) are greater than that for the latter three (which are 9850, 16064, 271022, respectively). This is a reflection of the role of the CLT condition for $\hat{C}(H, T_m)$ that requires frequent appearance for the target motif.

5. Discussion. In this work, we consider the problem of temporal motif estimation in graph streams under an edge sampling model. We establish conditions under which the count estimator $\hat{C}(H, T_m)$ is consistent and asymptotically normal.
as \( m \to \infty \), for deterministic \( T_m \), and construct asymptotically valid confidence intervals for the motif count \( C(H, T_m) \). We also theoretically derive the conditions w.r.t. a simple counting process model of temporal networks for consistency and asymptotic normality of the count estimator. Simulation studies are conducted to illustrate numerically the consistency and asymptotic normality of the motif estimator under both deterministic and stochastic cases. We also evaluate the true coverage probability of the confidence interval using real data for a variety of motifs.

There are two interesting directions for future work. One is to study the asymptotics of the temporal motif estimator under other sampling models, e.g., the subwindow sampling regime in [19] and [32], where smaller time intervals are sampled from the graph streams, and exact motif counts in the sampled time intervals are used to estimate the total counts. The other direction is to study the asymptotics under more complicated settings of graph stream models, e.g., inhomogeneous counting processes, and correlated multivariate point process for non-independent occurrences of interaction events [27]. These adaptations are relevant to the characteristic of “burstiness” often seen in empirical dynamic network data sets [24].

**Appendix A. Proof of Theorem 3.1.** By Chebyshev’s inequality, for every \( \epsilon > 0 \), we have

\[
P\left( \left| \frac{\hat{C}(H, T_m)}{C(H, T_m)} - 1 \right| > \epsilon \right) = P\left( |\hat{C}(H, T_m) - C(H, T_m)| > \epsilon \cdot C(H, T_m) \right) \leq \frac{\text{var}(\hat{C}(H, T_m))}{\epsilon^2 C^2(H, T_m)} = \frac{1 - p}{\epsilon^2 p l^2} \sum_{i=1}^{m} \eta_i^2(e_i) \cdot \frac{l^2}{(\sum_{i=1}^{m} \eta_i(e_i))^2} = 1 - p \frac{\sum_{i=1}^{m} \eta_i^2(e_i)}{\epsilon^2 p (\sum_{i=1}^{m} \eta_i(e_i))^2} \to 0, \text{ as } m \to \infty.
\]
statistic
\begin{equation}
Z(H,T_m) := \frac{\hat{C}(H,T_m) - C(H,T_m)}{\sqrt{\text{var}[\hat{C}(H,T_m)]}}.
\end{equation}

\textbf{Proof.} Assume } \sigma^2(H,T_m) := \text{var}(\hat{C}(H,T_m)) = \frac{1}{p^2} \sum_{i=1}^{m} \eta^2(\epsilon_i) > 0. \text{ To simplify the notation, we drop the dependency on } H \text{ and } T_m \text{ from } \sigma(H,T_m), Z(H,T_m) \text{ and denote them by } \sigma \text{ and } Z, \text{ respectively when no confusion is possible. Define}
\begin{equation}
Y_i := \frac{\eta(\epsilon_i)}{pl}(\omega_i - p)
\end{equation}
for } i = 1, 2, \cdots, m. \text{ Then}
\begin{align}
Z &= \frac{1}{\sigma}(\hat{C}(H,T_m) - C(H,T_m)) = \frac{1}{\sigma} \sum_{i=1}^{m} \left( \frac{1}{pl} \omega_i \eta(\epsilon_i) - \frac{1}{l} \eta(\epsilon_i) \right) \\
&= \frac{1}{\sigma} \sum_{i=1}^{m} Y_i.
\end{align}

Note that } Y_i \text{'s are independent of each other with } \mu_i := E[Y_i] = 0, \sigma_i^2 := \text{var}[Y_i] = \frac{1}{p^2} \eta^2(\epsilon_i). \text{ Let } S_m := \sum_{i=1}^{m} Y_i, \sigma_m := \sum_{i=1}^{m} \sigma_i^2 = \frac{1}{p^2} \sum_{i=1}^{m} \eta^2(\epsilon_i) = \sigma^2, \text{ then } Z = \frac{S_m}{\sigma_m}. \text{ Using Berry-Esseen’s Theorem (Theorem 6.2 in Chapter 7 of [10]), we have}
\begin{equation}
\sup_{x \in \mathbb{R}} |F_Z(x) - \Phi(x)| \leq C \cdot \frac{\sum_{i=1}^{m} E|Y_i|^3}{(\sum_{i=1}^{m} \sigma_i^2)^{3/2}} \leq \frac{1}{\sigma^3} \sum_{i=1}^{m} E|Y_i|^3,
\end{equation}

where } C \text{ is a constant, } F_Z(x) := P(Z \leq x), \text{ and } \Phi(x) := P(N(0,1) \leq x).

Note that
\begin{equation}
|Y_i| = \begin{cases} 
(1-p)\eta(\epsilon_i) & \text{with prob. } p \\
\frac{p(1-p)}{l} & \text{with prob. } 1-p
\end{cases}
\end{equation}

then } E|Y_i|^3 = \frac{(1-p)((1-p)^2 + p^2)}{p^2 l^2} \eta^3(\epsilon_i). \text{ Thus,}
\begin{align}
\frac{1}{\sigma^3} \sum_{i=1}^{m} E|Y_i|^3 &= \frac{(1-p)((1-p)^2 + p^2)}{p^2 l^2} \cdot \frac{\sum_{i=1}^{m} \eta^3(\epsilon_i)}{\left(\sum_{i=1}^{m} \eta^2(\epsilon_i)\right)^{3/2}} \\
&= \frac{(1-p)^2 + p^2}{\sqrt{p(1-p)}} \cdot \frac{\sum_{i=1}^{m} \eta^3(\epsilon_i)}{\left(\sum_{i=1}^{m} \eta^2(\epsilon_i)\right)^{3/2}} \\
&\lesssim \frac{\sum_{i=1}^{m} \eta^3(\epsilon_i)}{\left(\sum_{i=1}^{m} \eta^2(\epsilon_i)\right)^{3/2}}.
\end{align}

Therefore, if } \frac{\sum_{i=1}^{m} \eta^3(\epsilon_i)}{\left(\sum_{i=1}^{m} \eta^2(\epsilon_i)\right)^{3/2}} \to 0, \text{ as } m \to \infty, \text{ we have}
\begin{equation}
\sup_{x \in \mathbb{R}} |F_Z(x) - \Phi(x)| \lesssim \frac{1}{\sigma^3} \sum_{i=1}^{m} E|Y_i|^3 \to 0, \text{ as } m \to \infty,
\end{equation}

thus } Z \Rightarrow N(0,1), \text{ as } m \to \infty. \quad \square
Appendix C. Proof of Lemma 3.3. Under Assumption 1 that $\eta(e_i) \leq C_2 < \infty$ for sufficiently large $i$, where $C_2$ is a constant, and $C(H, T_m) \gg \sqrt{m}$, we can show as follows that assumption (3.1) holds,

\[(C.1) \quad \frac{\sum_{i=1}^{m} \eta^2(e_i)}{(\sum_{i=1}^{m} \eta(e_i))^2} = \frac{\sum_{i=1}^{m} \eta^2(e_i)}{C^2(H, T_m)} \leq \frac{m}{C^2(H, T_m)} \cdot \frac{C_2^2}{\ell^2} \to 0 \text{ as } m \to \infty.
\]

Hence, Assumption 1 implies assumption (3.1). The rest of Lemma 3.3 can be proved similarly.

Appendix D. Proof of Proposition 1. Note that

\[(D.1) \quad E[\hat{\sigma}^2(H, T_m)] = \frac{1-p}{p \ell^2} \sum_{i=1}^{m} E[\omega_i] \eta^2(e_i) = \sigma^2(H, T_m),
\]

\[(D.2) \quad \text{var}[\hat{\sigma}^2(H, T_m)/\sigma^2(H, T_m)] = \frac{1}{p \ell^2 (\sum_{i=1}^{m} \eta^2(e_i))^2} \sum_{i=1}^{m} \text{var}[\omega_i] \eta^4(e_i)
\]

\[= 1 - \frac{p}{\ell^2} \sum_{i=1}^{m} \eta^4(e_i)
\]

Then by Chebyshev’s inequality, under Assumption 2, for every $\epsilon > 0$

\[(D.3) \quad P \left( \left| \frac{\hat{\sigma}(H, T_m)}{\sigma(H, T_m)} - 1 \right| > \epsilon \right) \leq \frac{\text{var}[\hat{\sigma}^2(H, T_m)/\sigma^2(H, T_m)]}{\epsilon^2}
\]

\[= \frac{1 - \frac{p}{\ell^2} \sum_{i=1}^{m} \eta^4(e_i)}{\epsilon^2} \leq \frac{1 - \frac{p}{\ell^2} \sum_{i=1}^{m} \eta^4(e_i)}{\epsilon^2} \to 0, \text{ as } m \to \infty
\]

Hence $\frac{\hat{\sigma}^2(H, T_m)}{\sigma^2(H, T_m)} \to_{P} 1$. (3.4) is an immediate consequence of this consistency and $Z(H, T_m) \to_{D} N(0, 1)$, i.e.

\[(D.4) \quad \frac{\hat{C}(H, T_m) - C(H, T_m)}{\hat{\sigma}(H, T_m)} = Z(H, T_m) \cdot \frac{\hat{\sigma}^2(H, T_m)}{\sigma^2(H, T_m)} \to_{D} N(0, 1).
\]

Appendix E. Proof of Theorem 3.4. Note that $T(\tau)$ is a marked Poisson point process, where arrival times $t_i$ follow a Poisson process and each is marked by an edge $e_i$. Also note that the random variables $\eta(e_i)$ are defined as functions of this process over windows centered at each $t_i$, and these windows may be overlapping. Thus, in general, the $\eta(e_i)$’s are dependent and $\hat{C}(H, T(\tau)) = \frac{1}{\ell^2} \sum_{i=1}^{N(\tau)} \omega_i \eta(e_i)$ is therefore not a compound Poisson process. The exception is the case when $l = 1$, where we have $\eta(e_i) = 1$, so that the count estimator becomes $\hat{C}(H, T(\tau)) = \frac{1}{\ell^2} \sum_{i=1}^{N(\tau)} \omega_i$. Consistency and the stated CLT hold in this case using standard results for compound Poisson processes, since the $\omega_i$ are i.i.d., independent of $N(\tau)$. Our goal now is to show that the stated results continue to hold for $l \geq 2$, under the two conditions of the theorem w.r.t. the parameters $\lambda, \tau$, and the total number of vertices $|V|$ in the stochastic model of $T(\tau)$.

To prove consistency for $\hat{C}(H, T(\tau))$, we need to show that for every $\epsilon > 0$,

\[(E.1) \quad P \left( \left| \frac{\hat{C}(H, T(\tau))}{\hat{C}(H, T(\tau))} - 1 \right| > \epsilon \right) \to 0, \text{ as } \tau \to \infty.
\]
Let \( \Omega \) denote the sample space on which \( T(\tau) \) is defined, and \( \mathcal{F} \) the \( \sigma \)-algebra on \( \Omega \). For any \( \epsilon_0 > 0 \) and \( C_0 > 0 \), define \( A \in \mathcal{F} \):

\[
(A.2) \quad A := \{ T(\tau) \in \Omega : \frac{N(\tau)^{2/3}}{C(H,T(\tau))} < \epsilon_0, \text{ and } \eta(e_i) \leq C_0 \text{ for } i = 1, \cdots, N(\tau) \}.
\]

Then we have a partition: \( \Omega = A \cup A^c \), where \( A^c \) is the complement of set \( A \).

For every \( \epsilon > 0 \),

\[
(E.3) \quad P \left( \left| \frac{\hat{C}(H,T(\tau)) - 1}{C(H,T(\tau))} - 1 > \epsilon \right| \right) = E \left[ I_{\left\{ \frac{\hat{C}(H,T(\tau))}{C(H,T(\tau))} - 1 \geq \epsilon \right\}} \right] = S_1 + S_2,
\]

where based on the law of total expectation,

\[
S_1 := E \left[ I_{\left\{ \frac{\hat{C}(H,T(\tau))}{C(H,T(\tau))} - 1 \geq \epsilon \right\}} | A \right] P(A) \]

\[
= E \left[ E \left[ I_{\left\{ \frac{\hat{C}(H,T(\tau))}{C(H,T(\tau))} - 1 \geq \epsilon \right\}} | A, T(\tau) = T_m \right] \right] P(A), \quad (E.4)
\]

\[
S_2 := E \left[ I_{\left\{ \frac{\hat{C}(H,T(\tau))}{C(H,T(\tau))} - 1 \geq \epsilon \right\}} | A^c \right] P(A^c),
\]

For the first expectation \( S_1 \), the inner expectation is taken with respect to the sampling distribution of \( \hat{C}(H,T(\tau)) \) conditional on \( T(\tau) \) being a deterministic \( T_m \in A \). The outer expectation is taken with respect to the distribution of \( T(\tau) \) conditional on \( T(\tau) \in A \). Hence, conditional on any deterministic \( T_m \in A \), from the consistency theorem for deterministic graphs \( T_m \), it follows that,

\[
(E.5) \quad E \left[ I_{\left\{ \frac{\hat{C}(H,T(\tau))}{C(H,T(\tau))} - 1 \geq \epsilon \right\}} | A, T(\tau) = T_m \right] = P \left( \frac{\hat{C}(H,T(\tau))}{C(H,T(\tau))} - 1 > \epsilon | A, T(\tau) = T_m \right)
\]

\[
\leq \frac{1 - p}{C_0^2} \frac{\sum_{i=1}^m \eta^2(e_i)}{C_0^2} \left( \frac{m^{1/2}}{\sqrt{p} C(H,T_m)} \right)^2
\]

\[
\leq \frac{1 - p}{C_0^2} \frac{\sum_{i=1}^m \eta^2(e_i)}{C_0^2} \left( \frac{m^{2/3}}{C(H,T_m)} \right)^2
\]

\[
\leq \frac{1 - p}{C_0^2} \frac{\sum_{i=1}^m \eta^2(e_i)}{C_0^2} \left( \frac{m^3}{C(H,T_m)} \right)^2
\]

Hence,

\[
(E.6) \quad S_1 \leq E \left[ \frac{(1 - p)C_0^2}{C_0^2} \cdot \epsilon_0^2 \right] P(A) \leq \frac{(1 - p)C_0^2}{C_0^2} \cdot \epsilon_0^2.
\]

Then for every \( \epsilon \), fixed sampling ratio \( p \), the sum term \( S_1 \) can be made arbitrarily small by making \( \epsilon_0 \) small in the construction of set \( A \). That is, if we set \( \epsilon_0 \rightarrow 0 \), as \( \tau \rightarrow \infty \) in \( (E.2) \), then for every \( \epsilon > 0 \),

\[
(E.7) \quad S_1 \rightarrow 0, \text{ as } \tau \rightarrow \infty.
\]
For the second expectation $S_2$, since $E \left[ I_{\left| \hat{C}(H,T(\tau)) \right| -1 \geq \epsilon} \mid A^c \right] \leq 1$, then

$$S_2 \leq P(A^c) = 1 - P(A) \to 0, \text{ as } \tau \to \infty,$$

if $P(A) \to 1$, as $\tau \to \infty$. Therefore, in order to show consistency in the stochastic case for $T(\tau)$, it suffices to show

$$P(A) \to 1, \text{ as } \tau \to \infty,$$

where in the construction of set $A$, $\epsilon_0 \to 0$, as $\tau \to \infty$. The proof is provided in the supplemental materials.

We now show that the CLT also follows if (E.9) holds. To prove a CLT for $\hat{C}(H,T(\tau))$, we need show that for every $x \in \mathbb{R}$,

$$|P(Z(H,T(\tau)) \leq x) - \Phi(x)| \to 0, \text{ as } \tau \to \infty,$$

where $\Phi(x) := P(N(0,1) \leq x)$. To simplify the notation, we drop the dependency on $H$ and $T(\tau)$ from $Z(H,T(\tau))$, and denote it by $Z(\tau)$, when no confusion is possible.

From the law of total expectation, we have

$$P(Z(\tau) \leq x) = E \left[ I_{\{Z(\tau) \leq x\}} \right]$$

$$= E \left[ I_{\{Z(\tau) \leq x\}} \mid A \right] P(A) + E \left[ I_{\{Z(\tau) \leq x\}} \mid A^c \right] P(A^c),$$

and hence for each fixed $x$,

$$|P(Z(\tau) \leq x) - \Phi(x)| = |P(Z(\tau) \leq x) - \Phi(x)P(A) - \Phi(x)(1 - P(A))| \leq S_3 + S_4,$$

where

$$S_3 := |E \left[ I_{\{Z(\tau) \leq x\}} \mid A \right] - \Phi(x)| \cdot P(A)$$

$$= |E \left[ E \left[ I_{\{Z(\tau) \leq x\}} \mid A, T(\tau) = T_m \right] \right] - \Phi(x)| \cdot P(A)$$

$$\leq E \left[ |E \left[ I_{\{Z(\tau) \leq x\}} \mid A, T(\tau) = T_m \right] - \Phi(x)| \right] \cdot P(A),$$

$$S_4 := |E \left[ I_{\{Z(\tau) \leq x\}} \mid A^c \right] - \Phi(x)| \cdot P(A^c).$$

Conditional on $T(\tau)$ being a deterministic $T_m \in A$, from the CLT theorem for deterministic graphs $T_m$, it follows that

$$|E \left[ I_{\{Z(\tau) \leq x\}} \mid A, T(\tau) = T_m \right] - \Phi(x)| = |P(Z(\tau) \leq x \mid A, T(\tau) = T_m) - \Phi(x)|$$

$$\leq \frac{(1 - p)^2 + p^2}{\sqrt{p(1 - p)}} \cdot \frac{\sum_{i=1}^{m} \eta^3 (e_i)}{(\sum_{i=1}^{m} \eta^2 (e_i))^{3/2}}$$

$$\leq C_0^3 \frac{(1 - p)^2 + p^2}{l^{3/2} \sqrt{p(1 - p)}} \cdot \frac{m^{2/3}}{C(H,T_m)^{3/2}}$$

$$< C_0^3 \frac{(1 - p)^2 + p^2}{l^{3/2} \sqrt{p(1 - p)}} \cdot \epsilon_0^{3/2}.$$
Similarly as in (E.6), for fixed sampling ratio $p$, the term $S_3$ can be made arbitrarily small by making $\epsilon_0$ small. That is, if we set $\epsilon_0 \to 0$, as $\tau \to \infty$ in (E.2), then

$$(E.15) \quad S_3 \to 0, \text{ as } \tau \to \infty.$$  

For the term $S_4$, since $|E \left[ I_{\{Z(\tau) \leq x\}} A^c \right] - \Phi(x)| \leq 2$, then

$$(E.16) \quad S_4 \leq 2 \cdot (1 - P(A)) \to 0, \text{ as } \tau \to \infty,$$

if $P(A) \to 1$, as $\tau \to \infty$. Therefore, in order to show CLT in the stochastic case for $T(\tau)$, it again suffices to show (E.9) holds. The proof of (E.9) is provided in the supplemental materials.
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SUPPLEMENTARY MATERIALS: QUANTIFYING UNCERTAINTY FOR TEMPORAL MOTIF ESTIMATION IN GRAPH STREAMS UNDER SAMPLING

SM1. Proof of (E.9). Write

\begin{equation}
A = A_1 \cap A_2, 
\end{equation}

where

\begin{align*}
A_1 & := \{T(\tau) \in \Omega : \eta(e_i) \leq C_0 \text{ for } i = 1, \ldots, N(\tau)\}, \\
A_2 & := \{T(\tau) \in \Omega : \frac{N(\tau)^{2/3}}{C(H,T(\tau))} < e_0\}.
\end{align*}

To show (E.9) holds, it suffices to show

\begin{align*}
P(T(\tau) \in A_1) & \to 1, \text{ as } \tau \to \infty, \\
P(T(\tau) \in A_2) & \to 1, \text{ as } \tau \to \infty.
\end{align*}

These tasks boil down to showing the following under the two conditions of the theorem:

1. for each \( i = 1, \ldots, N(\tau) \), the random local counts \( \eta(e_i) = O_p(1) \) as \( \tau \to \infty \), (i.e., \( \eta(e_i) \leq C_0 < \infty \) with high probability for \( \tau \) large enough, where \( C_0 \) is a constant),
2. \begin{equation}
\frac{N(\tau)^{2/3}}{C(H,T(\tau))} \to 0, \text{ as } \tau \to \infty.
\end{equation}

We first consider the random local count \( \eta(e_i) \), for \( i = 1, \ldots, N(\tau) \), which is the number of instances of an \( l \)-edge \( \delta \)-temporal motif \( H \) in \( T(\tau) \) containing an edge \( e_i \). Let \( \kappa \) be the number of temporal edges that occur within a time interval of length \( 2\delta \) centered at the (random) time \( t_i \) when \( e_i \) occurs. Then there are at most \( \binom{\kappa}{l} \) edge subsequences of length \( l \) occurring within \( \delta \) of \( e_i \) that could possibly form an instance of motif \( H \). Thus, \( \eta(e_i) \leq \binom{\kappa}{l} \). Since we assume that the underlying Poisson process is stationary, it follows that for each \( \eta(e_i) \), \( \kappa \) is zero-truncated Poisson distributed (reflecting that \( e_i \) is known to occur within this \( 2\delta \) interval) with mean \( \frac{2\lambda\delta}{1-\exp(-2\lambda\delta)} \).

**Remark:** Let \( X \sim \text{ZTPoisson}(\lambda) \), and \( Y \sim \text{Poisson}(\lambda) \), then for \( k = 1, 2, \ldots \), \( P(X = k) = \frac{1}{1-\exp(-\lambda)}P(Y = k) \), and \( E(X^k) = \frac{1}{1-\exp(-\lambda)}E(Y^k) \).

We will use Markov’s inequality to prove our result. Note that \( \eta(e_i) \leq \binom{\kappa}{l} \leq (\frac{e}{l})^l \). Using a bound for moments of the Poisson distribution (Theorem 1 in [SM1]), we have

\begin{equation}
E[\eta(e_i)] \leq \left(\frac{e}{l}\right)^l \cdot E[\kappa^l]
\end{equation}

\begin{equation}
\leq \left(\frac{e}{l}\right)^l \cdot \frac{1}{1-\exp(-2\lambda\delta)} \cdot \left(\frac{l}{\log(l/(2\lambda\delta) + 1)}\right)^l < \infty \text{ if } \lambda < \infty.
\end{equation}

Denote the upper bound on the right-hand side above by \( A(\lambda) \). Hence, the expected local count \( E[\eta(e_i)] \) is bounded above by \( A(\lambda) \) for each edge \( e_i \) occurring in \( (0, \tau] \), SM1
when \( \lambda < \infty \). By analyzing this function, we know that \( A(\lambda) \) is increasing w.r.t. \( \lambda \), \( A(\lambda) \) is finite whenever \( \lambda \neq \infty \), and \( \lim_{\lambda \to 0} A(\lambda) = 0 \).

By Markov’s inequality, \( \forall t > 0 \), we have

\[
(P(\eta(e_i) \geq t) \leq \frac{E[\eta(e_i)]}{t}.
\]

Under condition 1 of the Theorem 3.4, \( \lambda \) is bounded above, say by \( \lambda_0 \in (0, \infty) \), as \( \tau \to \infty \), so \( A(\lambda) \) is also bounded above by \( A(\lambda_0) \) for sufficiently large \( \tau \). Hence, for every \( \epsilon > 0 \), there exists constant \( C = A(\lambda_0)/\epsilon \) and \( \tau_0 \) such that for all \( \tau > \tau_0 \),

\[
P(\eta(e_i) \geq C\epsilon) \leq \frac{E[\eta(e_i)]}{A(\lambda_0)/\epsilon} \leq \frac{A(\lambda)}{A(\lambda_0)/\epsilon} \leq \epsilon.
\]

Thus, \( \eta(e_i) = O_p(1) \), as \( \tau \to \infty \).

We now show that

\[
N(\tau)^{2/3} \bigg/ C(H,T(\tau)) \xrightarrow{p} 0, \text{ as } \tau \to \infty.
\]

Noting that

\[
N(\tau)^{2/3} \bigg/ C(H,T(\tau)) = \frac{N(\tau)^{2/3}}{E[N(\tau)^{2/3}]} \cdot \frac{E[N(\tau)^{2/3}]}{E[C(H,T(\tau))]} \cdot \frac{E[C(H,T(\tau))]}{C(H,T(\tau))},
\]

our proof proceeds by establishing the following three results: (1) \( \frac{N(\tau)^{2/3}}{E[N(\tau)^{2/3}]} \xrightarrow{p} 1 \), as \( \tau \to \infty \) (Lemma SM1.1), (2) \( \frac{E[N(\tau)^{2/3}]}{E[C(H,T(\tau))]} \to 0 \), as \( \tau \to \infty \) (Lemma SM1.2), and (3) \( \frac{E[C(H,T(\tau))]}{C(H,T(\tau))} = O_p(1) \) (Lemma SM1.4). The result then follows by Slutsky’s theorem and the rule that \( O_p(1)O_p(1) = o_p(1) \).

We begin with the following lemma.

**Lemma SM1.1.** Assume that \( \lambda \tau \to \infty \), as \( \tau \to \infty \), then we have

\[
\frac{N(\tau)^{2/3}}{E[N(\tau)^{2/3}]} \xrightarrow{p} 1, \text{ as } \tau \to \infty
\]

*Proof.* Recall that \( N(\tau) \sim \text{Poisson}(\lambda \tau) \). A Taylor expansion for \( N(\tau)^{2/3} \) about the mean \( E[N(\tau)] = \lambda \tau \) yields that in expectation

\[
E \left[ N(\tau)^{2/3} \right] = (\lambda \tau)^{2/3} + \frac{2}{3} (\lambda \tau)^{-1/3} E \left[ (N(\tau) - \lambda \tau) \right] - \frac{1}{9} (\lambda \tau)^{-4/3} E \left[ (N(\tau) - \lambda \tau)^2 \right] + \cdots
\]

\[
= (\lambda \tau)^{2/3} + o((\lambda \tau)^{-1/3}).
\]

Thus,

\[
(E \left[ N(\tau)^{2/3} \right])^2 = (\lambda \tau)^{4/3} + \Theta((\lambda \tau)^{1/3}) + o((\lambda \tau)^{-2/3}).
\]

Similarly, Taylor expansion for \( N(\tau)^{4/3} \) yields

\[
E \left[ N(\tau)^{4/3} \right] = (\lambda \tau)^{4/3} + \Theta((\lambda \tau)^{1/3}) + o((\lambda \tau)^{-2/3})
\]
Combining (SM1.12) and (SM1.13), we have

\[ \text{Var} \left[ N(\tau)^{2/3} \right] = E \left[ N(\tau)^{4/3} \right] - \left( E \left[ N(\tau)^{2/3} \right] \right)^2 = \Theta((\lambda \tau)^{1/3} + o((\lambda \tau)^{-2/3})) \]

By Chebyshev’s inequality, we have for every \( \epsilon > 0 \),

\[ P \left( \left| \frac{N(\tau)^{2/3}}{E[N(\tau)^{2/3}]} - 1 \right| > \epsilon \right) = P \left( \left| N(\tau)^{2/3} - E[N(\tau)^{2/3}] \right| > E[N(\tau)^{2/3}] \epsilon \right) \]

\[ \leq \frac{\text{Var}[N(\tau)^{2/3}]}{(E[N(\tau)^{2/3}])^2 \epsilon^2} = \frac{1}{\epsilon^2} \frac{\Theta((\lambda \tau)^{1/3} + o((\lambda \tau)^{-2/3})}{\Theta((\lambda \tau)^{1/3} + o((\lambda \tau)^{-2/3})} \to 0, \text{ as } \lambda \tau \to \infty. \]

Since \( \lambda \tau \to \infty \), as \( \tau \to \infty \) (this holds under condition 1), the lemma is proved. \( \square \)

**Lemma SM1.2.** Assume that \( \lambda \tau \to \infty \), as \( \tau \to \infty \), then we have

\[ E \frac{N(\tau)^{2/3}}{C(H,T(\tau))} \to 0, \text{ as } \tau \to \infty. \]

**Proof.** Given that \( N(\tau) \sim \text{Poisson}(\lambda \tau) \), using a recent upper bound for moments of the Poisson distribution (Theorem 1 in [SM1]), we have

\[ E \left[ N(\tau)^{2/3} \right] \leq \left( \frac{2/3}{\log(2/(3\lambda \tau) + 1)} \right)^{2/3} \to \infty, \text{ as } \tau \to \infty. \]

We now establish a lower bound for \( E \left[ C(H,T(\tau)) \right] \) and show that it grows faster than the right-hand side of (SM1.17). Noting that

\[ E \left[ C(H,T(\tau)) \right] = E \left[ E \left[ C(H,T(\tau)) \mid N(\tau) \right] \right], \]

we first consider \( E \left[ C(H,T(\tau)) \mid N(\tau) = m \right] \), the expected count of \( k \)-node, \( l \)-edge \( \delta \)-temporal motif \( H \) in \( T(\tau) \), conditional on \( N(\tau) = m \). Hereafter, we will write the random count variable \( C(H,T(\tau)) \) as \( C(H,T_m) \) when conditional on \( N(\tau) = m \).

Recall the property of Poisson processes that conditional on \( N(\tau) = m \), the \( m \) (unordered) arrival times are independent and identically distributed (i.i.d.) with a \( \text{Unif}(0, \tau) \) distribution. Let \( U_1, U_2, \cdots, U_m \) denote the \( m \) unordered arrival times, and \( e_{u_1}, e_{u_2}, \cdots, e_{u_m} \) denote the corresponding edges occurring at each of these arrival times. Under the current specification of our random graph model that edges at each arrival times are sampled uniformly among the set of all possible edges, independent of each other, then \( e_{u_i}, i = 1, \cdots, m \) are independent, each of which is distributed uniformly on the state space \( \mathcal{E} = \{1, 2, 3, \cdots, |V||V| - 1\} \) (assume we consider directed edges), where \( |V| \) is the total number of vertices in the graph.

Let \( X_i = (U_i, e_{u_i}) \) be a random vector, taking values in \( X = [0, \tau] \times \mathcal{E} \), then \( X_i, i = 1, \cdots, m \) are independent and identically distributed conditional on \( N(\tau) = m \), and the two components of each \( X_i \) are also independent. We can see that conditional on \( N(\tau) = m \), \( \{X_1, \cdots, X_m\} \) is an unordered list of timestamped edges in \( T_m = \{(e_i, t_i), i = 1, \cdots, m\} \), which carries the same information as \( T_m \).
Then conditional on \( N(\tau) = m \), the random count \( C(H, T_m) \) can be written as a sum of Bernoulli random variables,

\[
C(H, T_m) = \sum_{i_1 < i_2 < \cdots < i_l} h(X_{i_1}, X_{i_2}, \ldots, X_{i_l}),
\]

where the sum is taken over all \( \binom{m}{l} \) combinations of distinct indices \( 1 \leq i_1 < i_2 < \cdots < i_l \leq m \), and the function \( h : A^l \to \{0, 1\} \) is defined as

\[
h(x_1, x_2, \ldots, x_l) = h((u_1, e_u_1), (u_2, e_u_2), \ldots, (u_l, e_u_l)) = I\{\text{range}(u_1, u_2, \ldots, u_l) \leq \delta\} \cdot I\{e_u_{(1)}, e_u_{(2)}, \ldots, e_u_{(l)} \text{ is isomorphic to } H\},
\]

where \( u_{(1)} < u_{(2)} < \cdots < u_{(l)} \) are the order statistics of \( u_1, u_2, \ldots, u_l \), \( \text{range}(u_1, u_2, \ldots, u_l) = u_{(l)} - u_{(1)} \), and we say a sequence of edges is isomorphic to temporal motif \( H \) if it matches the same edge pattern as \( H \) and all of the edges occur in the right order regardless of time duration.

Hence, by applying function \( h \) to \( l \) distinct time-stamped edges in \( T_m \), we’re checking whether the time ordered sequence of the \( l \) edges forms an instance of the \( \delta \)-temporal motif \( H \), and return 1 if it does, otherwise 0. We then obtain the total motif count by applying \( h \) to all \( \binom{m}{l} \) combinations of distinct time-stamped edges in \( T_m \), and sum up all returned values from function \( h \).

Since \( X_i, i = 1, \cdots, m \) are i.i.d. conditional on \( N(\tau) = m \), then taking conditional expectation on both sides in (SM1.19), we have

\[
E[C(H, T_m) | N(\tau) = m] = \binom{m}{l} E[h(X_1, X_2, \cdots, X_l)].
\]

By the independence of the two components \( U_i \) and \( e_{u_i} \) in \( X_i \), we have

\[
E[h(X_1, X_2, \cdots, X_l)] = P(\text{range}(U_1, U_2, \ldots, U_l) \leq \delta) \cdot P(e_{u_{(1)}}, e_{u_{(2)}}, \ldots, e_{u_{(l)}} \text{ is isomorphic to } H) = \pi_{\delta, l, \tau} \cdot C[V, k],
\]

where

\[
C[V, k] := P(e_{u_{(1)}}, e_{u_{(2)}}, \ldots, e_{u_{(l)}} \text{ is isomorphic to } H) = \binom{|V|}{k} \frac{k!}{|V|(|V| - 1)}^l \approx |V|^{-2l - k}, \text{ for sufficient large } |V| \text{ w.r.t. } k,
\]

and

\[
\pi_{\delta, l, \tau} := P(\text{range}(u_1, u_2, \ldots, u_l) \leq \delta) = \int \cdots \int_{B_t} f(u_1, \ldots, u_l) du_1 \cdots du_l = \int \cdots \int_{\tilde{B}_t} \frac{1}{\tau} du_1 \cdots du_l = \int \cdots \int_{\tilde{B}_t} 1 dz_1 \cdots dz_l, \text{ (obtained by setting } z_i = u_i / \tau).\]
where $f(\cdot)$ is the joint p.d.f of $U_1, \cdots, U_l \overset{i.i.d.}{\sim} \text{Unif}(0, \tau)$, and $B_l$ and $\tilde{B}_l$ are defined as follows,

$$B_l = \{(u_1, u_2, \cdots, u_l) \in [0, \tau]^l : \text{range}(u_1, \cdots, u_l) \leq \delta\},$$
$$\tilde{B}_l = \{(z_1, z_2, \cdots, z_l) \in [0, 1]^l : \text{range}(z_1, \cdots, z_l) \leq \delta/\tau\}.$$

(SM1.25)

Hence, $\pi_{\delta.l.\tau}$ is the volume of the subspace $\tilde{B}_l$ inside the $l$-dimensional cube, then $\pi_{\delta.l.\tau}$ is decreasing w.r.t. $\tau$, and $\pi_{\delta.l.\tau} \to 0$, as $\tau \to \infty$.

When $l = 2$, $\tilde{B}_l$ is the shaded area as shown in Figure SM1.1, we can calculate that for sufficiently large $\tau$,

$$\pi_{\delta.l.\tau} = \text{vol}(\tilde{B}_l) = 1 - (1 - \frac{\delta}{\tau})^2 = \frac{2\delta}{\tau} - \frac{\delta^2}{\tau^2} \approx \frac{1}{\tau}.$$

(SM1.26)

Fig. SM1.1. When $l = 2$, $\tilde{B}_l$ is shown as the shaded area.

For $l \geq 2$, we provide the following lower bound.

**Claim SM1.3.** $\pi_{\delta.l.\tau} \gtrsim \frac{1}{\tau^{l-1}}, l \geq 2$.

To see so, define

$$A_{l,k} = \left\{(z_1, z_2, \cdots, z_l) \in [0, 1]^l : z_1, z_2, \cdots, z_l \in \left[(k-1)\frac{\delta}{\tau}, k\frac{\delta}{\tau}\right]\right\},$$

(SM1.27)

for $k = 1, 2, \cdots, \lfloor \frac{\tau}{\delta} \rfloor$, formed by the small $l$-dimensional hyper-cubes with length $\delta/\tau$ located along the main diagonal line of the large $l$-dimensional hyper-cube with length 1. See Figure SM1.2 for illustration in 2- and 3-dimensional space.

We can see that every point $(z_1, \cdots, z_l) \in A_{l,k}$ satisfies the condition $\text{range}(z_1, \cdots, z_l) \leq \delta/\tau$, and there are at most $\lfloor \frac{1}{\delta/\tau} \rfloor = \lfloor \frac{\tau}{\delta} \rfloor$ mutually disjoint hyper-cubes with length $\delta/\tau$ along the diagonal line of the unit hyper-cube, hence,

$$\bigcup_{k=1}^{\lfloor \frac{\tau}{\delta} \rfloor} A_{l,k} \subseteq \tilde{B}_l.$$

(SM1.28)

Therefore,

$$\pi_{\delta.l.\tau} = \text{vol}(\tilde{B}_l) \geq \sum_{k=1}^{\lfloor \frac{\tau}{\delta} \rfloor} \text{vol}(A_{l,k}) = \lfloor \frac{\tau}{\delta} \rfloor \left(\frac{\delta}{\tau}\right)^l \gtrsim \frac{1}{\tau^{l-1}}.$$

(SM1.29)
This completes the proof of Claim SM1.3.

To complete our proof of the lemma, we note one fact of binomial coefficient \( \binom{m}{l} \) is that \( \binom{1}{l} \leq \binom{m}{l} \leq \binom{e}{l} \), so \( \binom{m}{l} \approx m^l \) when \( m \) is sufficiently large compared with \( l \). Combining (SM1.21) and (SM1.22), and defining \( \binom{m}{l} := 0 \) when \( m < l \), we have for sufficiently large \( \tau \),

\[
E[C(H, T(\tau))] = E[E[C(H, T_m) | N(\tau) = m]] \\
= E\left[\binom{N(\tau)}{l} \cdot \pi_{\delta, l, \tau} C_{|V|, k}\right] \\
= \pi_{\delta, l, \tau} C_{|V|, k} \sum_{m=0}^{\infty} \binom{m}{l} e^{-\lambda \tau} \frac{(\lambda \tau)^m}{m!} \\
\approx \pi_{\delta, l, \tau} C_{|V|, k} \sum_{m=0}^{\infty} m^l e^{-\lambda \tau} \frac{(\lambda \tau)^m}{m!} \\
= \pi_{\delta, l, \tau} C_{|V|, k} E[N(\tau)^l].
\]

Using a recent lower bound for the moments of a Poisson distribution (Section 2.2 Equation 9 in [SM1]), and claim SM1.3, we have

\[
E[C(H, T(\tau))] \gtrsim C_{|V|, k} \cdot \frac{1}{\tau^{l-1}} \cdot (\lambda \tau)^l (1 + \frac{l(l - 1)}{2\lambda \tau}) \gtrsim C_{|V|, k} \cdot \lambda^l \tau
\]

Therefore, combining (SM1.17) and (SM1.31), we have

\[
E\left[N(\tau)^{2/3}\right] \lesssim \left(\frac{2/3}{\log(2/(3\lambda \tau) + 1) + \lambda \tau} \right)^{2/3} \cdot \frac{1}{C_{|V|, k}} \to 0, \quad \text{as} \quad \tau \to \infty.
\]

To see so, we apply L'Hôpital's rule on the denominator and obtain

\[
\lim_{\tau \to \infty} \frac{\log(2/(3\lambda \tau) + 1)}{(\lambda \tau)^{-3/2}} = \lim_{\tau \to \infty} \frac{4}{\tau} \cdot \frac{1}{\frac{2}{3\lambda \tau} + 1} \cdot \tau^{1/2} \cdot \lambda^{3l-1} = \infty.
\]
**Lemma SM1.4.** Assume that $\lambda \tau \to \infty$, as $\tau \to \infty$, then we have

\[(SM1.34)\]
\[
\frac{E[C(H,T(\tau))]}{C(H,T(\tau))} = O_p(1), \quad \text{as } \tau \to \infty.
\]

**Proof.** Write

\[(SM1.35)\]
\[
\frac{E[C(H,T(\tau))]}{C(H,T(\tau))} = \frac{E[C(H,T(\tau))]/E[N(\tau)^l]}{C(H,T(\tau))/N(\tau)^l} \cdot \frac{E[N(\tau)^l]}{N(\tau)^l}.
\]

Note that we have shown in \((SM1.30)\) that for sufficiently large $\tau$,

\[(SM1.36)\]
\[
\frac{E[C(H,T(\tau))]}{E[N(\tau)^l]} \approx \pi_{\delta,l,\tau}C_{|V|,k}.
\]

And similarly to the proof for Lemma \((SM1.2)\), we can show through Taylor expansion that

\[(SM1.37)\]
\[
E[N(\tau)^l] = (\lambda \delta)^l + o((\lambda \delta)^l),
\]
\[
E[N(\tau)^{2l}] = (\lambda \delta)^{2l} + o((\lambda \delta)^{2l}),
\]
\[
\text{Var}[N(\tau)^l] = E[N(\tau)^{2l}] - (E[N(\tau)^l])^2 = o((\lambda \delta)^{2l}).
\]

Then by Chebyshev’s inequality, we have for every $\epsilon > 0$,

\[(SM1.38)\]
\[
P\left( \left| \frac{N(\tau)^l}{E[N(\tau)^l]} - 1 \right| > \epsilon \right) \leq \frac{\text{Var}[N(\tau)^l]}{(E[N(\tau)^l])^2 \epsilon^2} = \frac{1}{\epsilon^2} \frac{\text{Var}[N(\tau)^l]}{(\lambda \delta)^{2l} + o((\lambda \delta)^{2l})} \to 0, \quad \text{as } \lambda \tau \to \infty,
\]

hence \(\frac{N(\tau)^l}{E[N(\tau)^l]} \to 1, \quad \text{as } \tau \to \infty.\) Thus by the continuous mapping theorem, we have

\[(SM1.39)\]
\[
\frac{E[N(\tau)^l]}{N(\tau)^l} \to 1, \quad \text{as } \tau \to \infty.
\]

Therefore, in order to show \(\frac{E[C(H,T(\tau))]}{C(H,T(\tau))/N(\tau)^l} = O_p(1)\), it suffices to show \(\frac{\pi_{\delta,l,\tau}C_{|V|,k}}{C(H,T(\tau))/N(\tau)^l} = O_p(1)\).

From \((SM1.19)\), we can see that \(C(H,T_m)/(\binom{m}{l})\) is a U-statistic with expectation \(E[C(H,T_m)/(\binom{m}{l})] = \pi_{\delta,l,\tau}C_{|V|,k} < \infty.\) By the law of large numbers for U-statistics \([SM2]\), we have \(C(H,T_m)/(\binom{m}{l}) \xrightarrow{p} \pi_{\delta,l,\tau}C_{|V|,k}, \quad \text{as } m \to \infty.\) Since \(\binom{m}{l} \approx m^l, \quad \text{as } m \to \infty,\) then

\[(SM1.40)\]
\[
C(H,T_m)/m^l \xrightarrow{p} \pi_{\delta,l,\tau}C_{|V|,k}, \quad \text{as } m \to \infty.
\]

Thus for an arbitrary $\gamma \in (0,1)$, we have

\[(SM1.41)\]
\[
P\left( C(H,T_m)/m^l \leq \gamma \cdot \pi_{\delta,l,\tau}C_{|V|,k} \right)
= P\left( C(H,T_m)/m^l - \pi_{\delta,l,\tau}C_{|V|,k} < -(1-\gamma)\pi_{\delta,l,\tau}C_{|V|,k} \right)
\leq P\left( |C(H,T_m)/m^l - E[C(H,T_m)/m^l]| > (1-\gamma)\pi_{\delta,l,\tau}C_{|V|,k} \right)
\to 0, \quad \text{as } m \to \infty.
\]
Also note that for any fixed $m$,

$$P(N(\tau) = m) = \frac{(\lambda \tau)^m}{m! \exp(\lambda \tau)} \to 0, \text{ as } \tau \to \infty. \tag{SM1.42}$$

Combining (SM1.41) and (SM1.42), we have that

$$P\left( \frac{\pi_{\delta,I,\tau}C_{[V],k}}{C(H,T(\tau))/N(\tau)} > 1/\gamma \right)$$

$$= P\left( \frac{C(H,T(\tau))/N(\tau)}{m^l} < \gamma \cdot \pi_{\delta,I,\tau}C_{[V],k} \right)$$

$$= \sum_{m=0}^{\infty} P\left( \frac{C(H,T_m)/m^l}{m^l} < \gamma \cdot \pi_{\delta,I,\tau}C_{[V],k} \right) \cdot P(N(\tau) = m) \to 0, \text{ as } \tau \to \infty. \tag{SM1.43}$$

Thus, $\frac{\pi_{\delta,I,\tau}C_{[V],k}}{C(H,T(\tau))/N(\tau)}$ is bounded in probability, and so is $\frac{E[C(H,T(\tau))]}{C(H,T(\tau))}$.
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