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Abstract In the last years, a new generation of interplanetary space missions have been designed for the exploration of the solar system. At the same time, radio-science instrumentation has reached an unprecedented level of accuracy, leading to a significant improvement of our knowledge of celestial bodies. Along with this hardware upgrade, software products for interplanetary missions have been greatly refined. In this context, we introduce Orbit14, a precise orbit determination software developed at the University of Pisa for processing the radio-science data of the BepiColombo and Juno missions. Along the years, many tools have been implemented into the software and Orbit14 capitalized the experience coming from simulations and treatment of real data.

In this paper, we present a review of orbit determination methods developed at the University of Pisa for radio-science experiments of interplanetary missions. We describe the basic theory of the process of parameters estimation and refined methods necessary to have full control on experiments involving spacecraft orbiting millions of kilometers far from the Earth. Our aim is to give both an extensive description of the treatment of radio-science experiments and step-to-step instructions for those who are approaching the field of orbit determination in the context of space missions. We show also the work conducted on the Juno and BepiColombo missions by means of the Orbit14 software. In particular, we summarize the recent results obtained with the gravity experiment of Juno and the simulations performed so far for the gravimetry-rotation and relativity experiments of BepiColombo.
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1 Introduction

Since the 19th century, orbit determination (OD) allowed to reconstruct the orbit of celestial bodies starting from optical observations. They provided also first estimations of bodies’ masses and shapes, even though affected by the limited accuracy of the telescopes of the time. With the starting of space exploration, scientists had the opportunity to collect observations exploiting the proximity of artificial objects to target bodies, like the Moon and planets. In particular, radio communications between ground-based stations and spacecraft provided high-precision Doppler data, which permitted to investigate the atmosphere and the gravitational field of celestial bodies. In this way, radio-science experiments broke through the barrier made of millions of kilometers of void space between the Earth and the other planets of the solar system. Prominent examples are the Mariner missions to the inner planets (Mercury, Venus and Mars) and the Pioneer and Voyager missions to the outer planets (Jupiter, Saturn, Uranus and Neptune). Through fly-bys of these bodies, scientists managed to greatly improve the knowledge of their masses and estimate their main gravitational anomalies (see, e.g., Campbell and Synnott 1985, Anderson et al. 1987, Campbell and Anderson 1989). More recent missions provided spacecraft orbiting around planets, like MESSENGER to Mercury (Santo et al. 2001), Mars Express to Mars (Chicarro et al. 2004), Galileo to Jupiter (Johnson et al. 1992), Cassini-Huygens to Saturn (Matson et al. 2002) and many others. Orbiter missions around gas giants had the great opportunity to perform fly-bys of their moons, providing a precise estimation of the mass and gravitational field of Saturn’s satellites (Jacobson et al. 2006) and the Galilean satellites (Schubert et al. 2004), also through recent reanalyses of the data (see, e.g., Gomez Casajus et al. 2020).

In the last years, OD reached unprecedented levels of accuracy, thanks to sophisticated radio-science instrumentation mounted on a new generation of spacecraft and extended ground-based station networks around the globe. In particular, a Ka-band Transponder (KaT) ensures a Ka/Ka link between the tracking station and the probe that allows a state-of-the-art accuracy in the Doppler data of $3 \times 10^{-4}$ Hz over an integration time of 1000 s. The advantage of this technology is the stability of the high-frequency signal (32-34 GHz), while the coupling with the X-band links allows to partially remove the noise due to the interaction with the space plasma (Asmar et al. 2005). The KaT used on the Cassini-Huygens space mission allowed to estimate relativistic effects with an unprecedented accuracy (Bertotti et al. 2003). KaT technology delivered by Thales Alenia Space is mounted on the NASA Juno mission currently orbiting around Jupiter and on the ESA-JAXA BepiColombo mission currently flying toward Mercury (Ciarcia et al. 2013).

Precise observations are decisive to estimate with a great accuracy important physical and dynamical parameters of celestial bodies, and unveil tiny dynamical effects (see, e.g., Iess and Boscagli 2001). Such parameters are essential for constraining interior models of planets (e.g., Helled 2015) and minor bodies (e.g., Pätzold et al. 2016), and for improving their orbits and generat-
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ing new ephemerides (e.g., Verma et al. 2014). However, this level of precision requires very accurate dynamical and observation models. In order to process radio-science data, space agencies and research institutes put great effort into the realization of sophisticated OD software. Examples are MONTE (Evans et al., 2018), developed by JPL (Jet Propulsion Laboratory), and GINS (Perosanz et al., 2011), developed at CNES (Centre National d’Études Spatiales).

Since 2007, the Celestial Mechanics Group (CMG) of the University of Pisa, along with the spin-off SpaceDys, developed a new precise OD code for interplanetary missions, called Orbit14. This project was born thanks to the financial support of the Italian Space Agency (ASI), which is deeply involved in the radio-science experiment of the BepiColombo space mission (Benkhoff et al., 2010). Initially, the Orbit14 software was intended exclusively for BepiColombo. However, from 2011, because of the participation of ASI in the Juno space mission (Bolton et al., 2017), the code was expanded in order to be used also for the Juno gravity experiment. In this way, not only does ASI provide advanced radio-science instrumentation to top space missions, but with Orbit14 it also ensures the capability of the data analysis.

Orbit14 is written in Fortran90 and its source code is fully accessible to our research group, so that it can be directly modified and updated. So, differently from other OD programs, where generally users have a software license, but they cannot easily modify the source code, with Orbit14 we have full synergy between the code development and its utilization. This provides a certain advantage in the experiments, as we can easily test new effects on the dynamics and observations. On the other hand, however, some effort is required to increase the versatility of the software, and its employment for setups very different from the nominal ones is not straightforward.

The CMG of Pisa worked on the development and implementation of Orbit14, providing also new dedicated methods for interplanetary missions. The code is able to deal with all the aspects of OD experiments: handling of input data, propagation of the dynamics, computation of the observables and estimation process. Moreover, several studies and simulations of the radio-science experiments of BepiColombo and Juno have been performed during the years. Starting from theoretic papers concerning the setup of the BepiColombo experiments (Milani et al., 2002), high-quality formulation of computed data (Tommei et al., 2010) and innovative multi-arc strategy (Alessi et al., 2012), more recently, the CMG of Pisa has been able to perform full simulations of the BepiColombo gravity (Cicalò et al., 2016), relativity (Schettino et al., 2018) and superior-conjunction (Serra et al., 2018) experiments, and Juno gravity experiment (Serra et al., 2016). Orbit14 was used also for preliminary studies of the ESA JUICE mission (Grasset et al., 2013), with a focus on spacecraft’s orbit and the dynamics of the Galilean satellites (Dirkx et al., 2017; Lari and Milani, 2019). With the arrival of the Juno spacecraft at Jupiter and the collection of real data, Orbit14 supported the gravity experiment, contributing to the estimation of the asymmetric gravitational field of Jupiter (Iess et al., 2018).
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A detailed analysis of the first two gravity-dedicated perijoves (PJs) of Juno performed with Orbit14 was presented in Serra et al. (2019b). The CMG of Pisa is carrying out the data processing along with the other research groups involved in the experiment, updating the gravitational parameters as Juno mission continues to orbit Jupiter (Durante et al., 2020). This paper aims to provide a detailed description of the OD methods that have been implemented in the Orbit14 software in order to perform radio-science experiments. We present also a review of the recent results obtained by the CMG of Pisa and we provide new insights about the last simulations and experiments performed with Orbit14. The article is organized as follows: in Sect. 2, we describe the basic theory of OD, while, in Sect. 3, we expand it, reporting common and more recent techniques dedicated to radio-science experiments of interplanetary missions. In Sect. 4, we present detailed mathematical models for the dynamics of a spacecraft in the proximity of a celestial body and for the mathematical formulation of radio-science data. In Sect. 5, we show the results of OD experiments performed with the Juno radio-science data, while, in Sect. 6, we present the current state of the simulations of BepiColombo. Finally, in Sect. 7, we summarize the methods and experiments described in the article and we present possible future perspectives for Orbit14.

2 Orbit determination

Although we will focus on OD for radio-science experiments of interplanetary missions, in this section we want to give a generic formulation of the OD problem and its elements, as presented in Milani and Gronchi (2010).

The aim of OD is to estimate some parameters that define or influence the motion of a celestial body, starting from a suitable set of observations. In this context, the determination is not limited to the orbital elements (or,
equivalently, the position and velocity) of the observed body, but possibly includes physical parameters of a target body, such as its mass.

We consider $m$ observations $r_i$ of a certain celestial or artificial body taken at times $t_i$ ($i = 1, m$). In principle, the observations $r_i$ can be of very different nature. For instance, they can be angular measurements collected by a telescope or distances obtained with a radar. For radio-science experiments, we are mainly interested in the Doppler, which is the variation in frequency of the radio signal because of the non-null velocity of the emitter (e.g., a ground-based station) and the receiver (e.g., the spacecraft). We refer to all these quantities as observed data or observed observables. We can define a mathematical model $R$ in order to predict the numerical outcome of the observation $r_i$ at time $t_i$

$$r(t) = R(t, y(t), \nu),$$

which depends on time $t$, state vector $y$ (positions and velocities) of the bodies involved in the observation and a certain number of parameters $\nu$ that affect the measurement, called kinematic parameters. The evaluation of Eq. (1) at the time $t_i$ of the $i$th observation provides the quantity $r(t_i)$, called computed data or computed observable, that aims to reproduce the actual value obtained with the measurement.

The vector $y(t)$ depends on time, as the state of the bodies changes with the motion. Therefore, in order to compute $r(t)$, we need a dynamical model for propagating the involved bodies:

$$\begin{cases}
\dot{y} = f(t, y, \mu), \\
y(t_0) = y_0.
\end{cases}$$

Eq. (2) defines a Cauchy problem with initial conditions $y_0$. The function $f$ depends on time, on the states of the bodies and on other parameters $\mu$ that influence the motion, called dynamical parameters. Once we have integrated the system in Eq. (2), we are able to calculate $r(t_i)$ through Eq. (1).

From the observed and computed data, we obtain the vector of the residuals

$$\xi = (\xi_i)_{i=1,m}, \quad \text{where} \quad \xi_i = r_i - r(t_i),$$

which describes how our predictions differ from the actual measurements. In principle, the residuals depend on all the parameters we have introduced, i.e., $y_0$, $\mu$, $\nu$. However, we can choose a limited subset of parameters that we want to actually determine with our experiment, while we consider the others as sufficiently known and we keep them fixed. We introduce the vector $x$ of the fit parameters, or solve-for parameters, and we can write $\xi = \xi(x)$.

In order to estimate the fit parameters, we define a target function $Q(\xi(x))$ in such a way that it is convex with respect to the residuals. Our goal is to minimize $Q$ (hence the residuals) and to find the corresponding minimum point $x^*$. This procedure is called least squares method: the expression we use for the target function is

$$Q = \frac{1}{m} \xi^T W \xi,$$
where $W$ is the $m \times m$ matrix of the weights of the observations. It describes the fact that data are not uniform. Moreover, if $W$ is not diagonal, it accounts for correlations between different observations. For the rest of this article, we will consider $W = \text{diag}(w_i)$, with $w_i = 1/\sigma_i^2$ and $\sigma_i$ the nominal accuracy of the $i$th observation. We note that $W$ can simply account for a change of units, in order to handle different sets of data, or it allows to discriminate the observations with respect to their level of accuracy. This is very common in astrometry, where observations can be decades apart, but also in radio-science, where the weather over the tracking station can affect the measurements differently from one day to another.

In order to find the minimum point $x^*$, we derive Eq. (4) and we impose that it is equal to 0:

$$\frac{\partial Q(x^*)}{\partial x} = 0 \quad \Rightarrow \quad 2m B^T W \xi = 0. \quad (5)$$

The $m \times N$ matrix $B = \partial \xi/\partial x$ is called design matrix and it describes how the residuals vary when the fit parameters change in value. From the definition of residuals given in Eq. (3), if $p$ is one of the fit parameters, we have that

$$\frac{\partial \xi}{\partial p} = -\frac{\partial R(t, y, \nu)}{\partial p}. \quad (6)$$

In case $p$ is a kinematic parameter, the derivative is straightforward. Instead, if $p$ is included in $\mu$ or $y_0$, Eq. (6) can be expanded as

$$\frac{\partial \xi}{\partial p} = -\frac{\partial R}{\partial y(t)} \frac{y(t)}{\partial p}, \quad (7)$$

because $y(t)$ depends on dynamical parameters and initial conditions as described in Eq. (2). Therefore, in the OD process, not only do we propagate the state of the bodies through Eq. (2), but it is necessary to propagate the differential equations of the partial derivatives $\partial y/\partial p$ through the system

$$\begin{cases} \frac{d}{dt} \frac{\partial y}{\partial p} = \frac{\partial f}{\partial y} \frac{\partial y}{\partial p} + \frac{\partial f}{\partial p}, \\
\frac{\partial y_0}{\partial p} = a. \end{cases} \quad (8)$$

If $p$ belongs to $\mu$, then $a = 0$; while, if $p$ belongs to $y_0$, $a$ has 0 in each component apart from a 1 in correspondence of the index of $p$ in $y_0$.

In order to solve the system in Eq. (5), we can use the Newton method. At iteration $k + 1$, we have

$$0 = \frac{\partial Q(x^*)}{\partial x} = \frac{\partial Q(x_k)}{\partial x} + \frac{\partial^2 Q(x_k)}{\partial x^2} (x^* - x_k) + \mathcal{O}(|x^* - x_k|^2), \quad (9)$$

where

$$\frac{\partial^2 Q(x_k)}{\partial x^2} = \frac{2}{m} (B^T W B + \xi^T W H) \approx \frac{2}{m} B^T W B \quad (10)$$
and \( H = \partial^2 \xi / \partial x^2 \). The approximation in Eq. (10) holds if the residuals are small, which is the case if the computed data are not so distant from the observed ones.

Using the approximations described in Eqs. (9) and (10), we can compute the updated value \( x_{k+1} \) of the fit parameters solving the system of linear equations

\[
C(x_{k+1} - x_k) = D.
\]

(11)

Such variant of the Newton method is called differential correction. The positive semi-definite \( N \times N \) matrix \( C = B^T W B \) is called normal matrix, while \( D = -B^T \xi \) is the constant term of the equation. Both \( C \) and \( D \) depend on \( x_k \). At convergence of this iterative procedure, we obtain the final value of the fit parameters. If we start from a good first guess \( x_0 \) and the matrix \( C \) is non-degenerate, the last value of \( x_{k+1} \) should be very close to the real minimum \( x^* \) and the residuals should be small, and hopefully flat. An example of residuals before and after the differential corrections is shown in Fig. 1.

As the target function in Eq. (4) is normalized with respect to the number of the observations and to their accuracy, at convergence we expect a value of \( Q \) close to 1. This is possible if our models manage to absorb all the systematic signals, dynamical and kinematic, in the residuals. We cannot hope to reach
The convergence criteria of the iterative process in Eq. (11) are based on the variation of the values of $x$ and $Q$. For the fit parameters, we need a suitable norm to discern if $x_{k+1} - x_k$ is small or not. Following Milani and Gronchi (2010), we define

$$\|b\|_C = \sqrt{b^T C b / N}.$$  (12)

We declare convergence at iteration $k + 1$ if

- $\|x_{k+1} - x_k\|_C \ll 1$, or
- $Q_{k+1} - Q_k \ll 1$ for a certain number of iterations.

In the first case, the small variation in the value of the fit parameters means that we are already close to the stationary point and other iterations do not bring further significant improvement to the solution. Instead, the second criterion allows to stop the differential corrections in cases where the sequence $\{x_k\}_k$ is near the stationary point but it keeps moving around it, because of the flatness of the function $Q$ along some directions around $x^*$, given for example by strong correlations between fit parameters.

In Table 1, we reported the value of the target function and the norm of the parameters’ variation obtained fitting Juno Doppler data collected at PJ03. Convergence occurs at iteration 3 because of the small variation in the fit parameters’ value (threshold set to $5 \times 10^{-2}$).

Apart from computing new values for the fit parameters, the OD process provides also a formal uncertainty of the found solution. Indeed, in a neighborhood of the nominal solution $x^*$, the target function can be expressed as

$$Q(x) = Q(x^*) + \Delta Q,$$  (13)

where $\Delta Q$ is called penalty. From Eqs. (9) and (10), we have

$$\Delta Q \approx (x^* - x)^T C (x^* - x).$$  (14)

We can define a region of the parameters’ space for which the penalty does not exceed a certain control threshold $\sigma$:

$$Z(\sigma) = \{x \mid (x^* - x)^T C (x^* - x) \leq \sigma^2\}.$$  (15)
Fig. 3: Example of a confidence ellipsoid for a two-dimensional parameter space. The ellipsoid has an axis larger than the other, and its inclination is caused by a non-zero correlation between the parameters. In the center, we have the nominal solution $x^*$, while the ellipsoid projections on the Cartesian axes represent the formal uncertainties of the parameters.

As $C$ is positive definite (in a non-degenerate case), $Z(\sigma)$ describes an ellipsoid (see the example in Fig. 3). When we fix a value of $\sigma$, we consider acceptable all the values of the fit parameters inside $Z(\sigma)$. A large $\sigma$ defines a wide confidence region, with a consequent large formal uncertainty in the determination of the parameters, while a small $\sigma$ defines a strict confidence region, which could lead to a too optimistic estimation. Moreover, $Z(\sigma)$ can have axes larger than others and an elongated shape toward their directions, meaning that the corresponding parameters are determined worse than the others.

This is formally described by $\Gamma = C^{-1}$, called covariance matrix. By definition of the confidence ellipsoid in Eq. (15) with $\sigma = 1$ (1-$\sigma$ uncertainty), this matrix contains the uncertainty of the parameters and their correlations:

$$
\sigma(x_i) = \sqrt{\Gamma_{i,i}} \quad (i = 1, N),
$$

$$
\text{corr}(x_i, x_j) = \Gamma_{i,j} / \sqrt{\Gamma_{i,i} \Gamma_{j,j}} \quad (i, j = 1, N).
$$

(16)

If $\sigma \neq 1$, we can just set $\Gamma = \sigma^2 C^{-1}$ and use the same formulas. In general, it is assumed a normal distribution, so that 1-sigma corresponds to a probability of around 68% that the real solution lies in the confidence ellipsoid and 3-sigma around 99.7%.

In the case of two parameters $x_1$ and $x_2$, we can easily draw their confidence ellipsoid as done in Fig. 3. Given their covariance matrix

$$
\Gamma = \begin{bmatrix}
\Gamma_{11} & \Gamma_{12} \\
\Gamma_{21} & \Gamma_{22}
\end{bmatrix},
$$

(17)
which can be extracted from a bigger matrix if the number of parameters is larger than two, we compute its two positive eigenvalues $\lambda_1$ and $\lambda_2$, and the angle $\alpha$ between the $x$-axis and the eigenvector corresponding to the largest eigenvalue. The 1-$\sigma$ confidence ellipsoid is the ellipse centered in the estimated values $\approx (x_1^*, x_2^*)$ of the parameters, with axes $2\sqrt{\lambda_1}$ and $2\sqrt{\lambda_2}$ long and rotated by an angle equal to $\alpha$.

The covariance matrix is essential as it describes the quality of the estimation of parameters. In the first stages of a mission, when real data are not yet available, the computation of the covariance matrix is extremely important to evaluate mission’s goals and performances. The standard procedure is to simulate the data following the trajectory and design of the mission, and to compute the covariance matrix given by the simulated OD experiment. In this way, it is possible to preliminarily assess the level of accuracy with which the fit parameters will be estimated, considering all the possible scenarios.

3 Advanced theory

In Sect. 2 we presented the basic theory of OD, but that is not the whole story. For example, the algorithm we described can not work if some numerical problems occur in the computations. It is the case when the normal matrix $C$ is bad conditioned, so that we cannot invert it and solve the system in Eq. (11). In this section, we want to describe some tools that can help to deal with such obstacles, along with some common strategies for radio-science experiments.

3.1 Apriori

As already stated, the aim of OD experiments is to use a set of data to determine some parameters of interest. However, in many cases, we already have a preliminary estimate $x^P$ of the values of the fit parameters $x$. This knowledge can come from previous experiments performed with other sets of data (taken from Earth or past space missions) or from theoretical studies. Indeed, both sources are very useful not only for building the first guess $x_0$ of the iterative process in Eq. (11), but also to constrain the new solution.

More precisely, this apriori information can be added to the OD process as $m_P$ further observations. We define the $N \times N$ apriori normal matrix

$$C^P = \text{diag}((\sigma^P_i)^{-2}),$$

where $\sigma^P_i$ ($i = 1, m_P$) is the uncertainty with which the parameters are considered already known. In the case we do not have (or we do not want to use) apriori information for some parameters, we can just set to 0 the corresponding weight in $C^P$ ($\sigma^P_i = \infty$). Then we add to the target function a new piece that we require to minimize

$$Q_P(x) = \frac{1}{m_P} (x - x^P)^T C^P (x - x^P).$$

(19)
The new normal matrix reads

\[ C = C^P + B^T W B. \]  \hfill (20)

The purpose of including apriori information is to add a constraint which prevents the new solution from moving away from predetermined values of the parameters. In the case we obtain a new formal uncertainty for a parameter which is largely below its apriori uncertainty, the apriori contribution is generally minimal. Instead, for parameters that do not gain a large improvement, or even are poorly determined by the experiment, apriori have a great impact on the solution. As a matter of fact, they can be an essential tool to make the normal matrix \( C \) invertible and solve bad conditioning problems (see Sect. 3.2).

Apriori are also very useful to investigate tiny dynamical effects. If we suppose that the effect linearly depends on the unknown parameter \( x_k \), we can set \( \tilde{x}_k = 0 \) and assign a small apriori uncertainty. In this way, we introduce the effect associated to \( x_k \) into the fit, but we limit its impact. This strategy is adopted, for example, with the inclusion of random accelerations in the dynamical model of a spacecraft around a celestial body, in such a way to absorb small remaining signals in the Doppler residuals (see [Iess et al. 2019 and Durante et al. 2020]).

### 3.2 Cure to rank deficiencies

Sometimes, not only is the normal matrix not invertible because of lack of observations, but because the experiment is not sensitive to some parameters. This can happen when a dynamical effect we are investigating is too weak. However, in some cases, the observations are not able to reveal the change of value of a certain parameter because of a purely geometric problem.

More precisely, there could exist a subspace \( K \) of the parameters’ space such that

\[ Bv = 0, \quad \forall \ v \in K. \]  \hfill (21)

Therefore, by definition of the design matrix \( B \), the change of the residuals due to a shift \( sv \) in the parameters results to be of the second order in \( s \):

\[ \xi(x + sv) - \xi(x) = sBv + \mathcal{O}(s^2) = \mathcal{O}(s^2). \]  \hfill (22)

This means that the observations are not able to constrain the value of some parameters. Moreover, Eq. (21) implies that the normal matrix \( C \) is not invertible and has a rank deficiency of the order of the dimension of \( K \).

Rank deficiencies are related to geometric symmetries arising in the configuration of the problem we are studying (for details, see [Milani and Gronchi 2010 Chapt. 6]). Sometimes we notice the presence of a rank deficiency because we are unable to invert \( C \), but the symmetry remains concealed. Let \( G \)
be a group of transformations of the fit parameters’ space. We call $G$ a group of exact symmetries if

$$\xi(g(x)) = \xi(x), \quad \forall \ g \in G;$$  \hfill (23)

i.e., the residuals are invariant for every action $g$ of the group $G$.

Examples of exact symmetries in the context of space missions are described in Bonanno and Milani (2002) and Milani and Gronchi (2010), Chapt. 6. Here, we present two symmetries which have been investigated for the Bepi-Colombo mission (see Milani et al. 2002).

We consider the ideal 4-body system composed by the Sun, Mercury, Earth, and a spacecraft orbiting around Mercury. Once we fix the origin, the only parameters involved are the initial conditions of Mercury $y_{M0}$, of the Earth $y_{E0}$, of the spacecraft $y_0$ and the gravitational parameters (or the masses) of the three celestial bodies. We assume that the only measurements of the probe are its distance from the Earth and the time variation of this distance (range and range-rate, see Sect. 4). If we try to estimate $y_{M0}$ and $y_{E0}$ (total dimension 12) with the OD process presented in Sect. 2 we find a rank deficiency of order 3 in the matrix $C$. This deficiency is due to a symmetry for rotations: if we take $G = SO(3)$, which is the group of the rotation of the three-dimensional space, it is easy to show that the residuals do not change for the action of every $g \in SO(3)$ on the space of the parameters. This results from the fact that both equations of the motion of point masses and the considered observations are invariant with respect to the rotation of the space.

Instead, if we assume to have only angular observations of the spacecraft, we find another exact symmetry, this time of dimension 1, which links the gravitational parameter of the Sun and the distances of the bodies. It is the so-called symmetry for scaling and it is due to the fact that if we change all the lengths of the system by a factor $\lambda$, all the masses by a factor $\mu$ and all the times by a factor $\tau$, in such a way that they verify Kepler’s third law $\lambda^3 = \tau^2 \mu$, then the equations of motion remain unchanged. When considering only angular observations, the change of scale remains undetected by the residuals.

The examples given above refer to simplified models of real configurations. In more complete models, exact symmetries are generally broken. For example, because of perturbations present in the dynamical system, the invariance of the equations of motion stops to be valid. However, as these effects are small, an approximate symmetry remains: the residuals under the action of the elements $g$ of the group are not invariant, but they have just a tiny change

$$\xi(g(x)) \approx \xi(x) + \epsilon a;$$  \hfill (24)

with $|a| = 1$ and $\epsilon \ll 1$ a small parameter associated to the perturbation.

Approximate symmetries imply that for some directions $v$

$$Bv = \epsilon a,$$  \hfill (25)

so that matrix $C$ is not degenerate, but it is still bad conditioned. In this case, we say that we are in presence of an approximate rank deficiency.
Therefore, even if in realistic situations we do not find exact symmetries and eigenvalues equal to 0 in the normal matrix, we still face a computational obstacle which needs to be overcome. Several possible solutions have been proposed and adopted during the years and here we give a summary, with a special focus on the radio-science experiment of BepiColombo (see Sect. 6.3).

First, as symmetries depend on the observations, considering different kinds of data in the OD allows to break them. Although radio-science experiments collect radial measurements, angular data of the spacecraft can be provided by other experiments, such as VLBI (see Duev et al. 2012). Obviously, this is not always possible; therefore, other solutions must intervene directly on the computation scheme. For example, we can remove some parameters involved in the symmetries from the list of the fit parameters (descoping); as their impact on the residuals is limited, this should not compromise the quality of the estimation. In Milani et al. (2002), descoping was adopted, removing 4 coordinates of \((y_{M0}^N, y_{E0}^N)\) from the fit parameters. However, this is a real drastic choice, which can be softened: we can add some targeted apriori conditions on the parameters we know are problematic, as described in Sect. 3.1. More sophisticated solutions provide constraints on the parameters which limit the action of the group of symmetry. For example, Schettino et al. (2018) developed conditions to be added in the fit, in order to inhibit the rotations around the Cartesian axes. In Sect. 6.3, we will discuss in more details this symmetry issue in the case of the BepiColombo radio-science experiment.

3.3 Multi-arc strategy

In the context of space missions, when we have sets of data separated in time (sometimes even by weeks or months), a useful approach for simplifying the computation is to divide the observations in \(n\) groups. This is a very common strategy, as high-quality radio-science data are collected when the spacecraft is very near to its target body, such as at the pericenter of its orbit or during a fly-by, because they are more sensitive to the dynamical parameters. For each group, we consider its own initial conditions vector \(y_0^k\) of the spacecraft and we propagate it along the time span which encloses the observations of the group. Therefore, although it exists a whole orbit which covers the entire duration of the mission, we consider instead \(n\) arcs independent from each others. The motivation of this strategy is that, generally, we are not interested in retrieving the orbit of the spacecraft when it is far from the target body, while we want to obtain a good estimation of the position and velocity of the probe just when the observations are collected.

Moreover, typically, it is almost impossible to compute a years-long global orbit, because of unmodeled dynamical effects occurring far from the observation periods (such as maneuvers or non-gravitational forces). Sometimes multi-arc strategy is unavoidable when dealing with radio-science experiments. It is the case of space missions with multiple fly-bys, like Cassini to Saturn and JUICE to Jupiter. As for the latter, Lari and Milani (2019) showed that it is
impossible to retrieve the whole orbit of the probe starting from a single set of initial conditions, as the close approaches with the moons of Jupiter rapidly introduce chaos in the motion, nullifying the effort to propagate accurately the whole tour of the mission once for all.

In the multi-arc approach, we can divide the vector of the fit parameters in two sub-vectors \( \mathbf{x} = [\mathbf{g}, \mathbf{l}] \), where \( \mathbf{g} \) are the global parameters and \( \mathbf{l} \) are the local parameters. With the term global, we mean that they are parameters which affect and intervene in all the arcs, while, with local, we indicate parameters that are exclusive of their corresponding arc. Local parameters can be further subdivided according to the arcs \( \mathbf{l} = [\mathbf{l}_i]_{i=1}^n \). Vector \( \mathbf{l}_i \) includes the initial conditions of the spacecraft of the \( i \)th arc and eventually other parameters that affect only that arc.

Consequently, the residuals of a certain arc are independent from local parameters of another arc. Therefore, the normal matrix \( C \) has a particular arrow shape, as the blocks

\[
C_{1,1} = \begin{pmatrix} \frac{\partial \xi}{\partial \mathbf{l}_i} \end{pmatrix}^T W \begin{pmatrix} \frac{\partial \xi}{\partial \mathbf{l}_j} \end{pmatrix} = 0, \quad \text{if } i \neq j. \quad (26)
\]

This allows to follow a particular scheme (see Milani and Gronchi 2010, Chapt. 15) to solve the linear system defined in Eq. (11), which is computationally less expensive than the direct inversion of the normal matrix \( C \). Such a scheme, that was convenient in the past, is not necessary anymore with the current computational power of the modern CPUs.

A weakness of the classic multi-arc is that it gets rid of the accumulated information contained in the global orbit of the spacecraft. A more sophisticated approach is the so-called constrained multi-arc strategy, developed by Alessi et al. (2012). In this case, local spacecraft’s states are not propagated within the observations’ time span only, but for a much longer period. Taken two subsequent arcs \( j \) and \( j + 1 \), we define the conjunction time \( t_{\text{c}}^j \) as the time in the middle between the two arcs, and we propagate the spacecraft up to that point, both forward from arc \( j \) and backward from arc \( j + 1 \). As the new arcs are longer, they are called extended arcs.
We define the jump between two extended arcs as the discrepancy between the two computed states of the probe at the conjunction time

\[ d_{j,j+1} = \Phi_{t_j}^{t_{j+1}}(y_{0}^{j+1}) - \Phi_{t_j}^{t_{j}}(y_{0}^{j}), \]  

(27)

where \( \Phi_{t_0}(y_0) \) is the solution of Eq. (2) (relative to the spacecraft) at time \( t \) starting from \( t_0 \) and initial condition \( y_0 \) (see Fig. 4). The vector \( d_{j,j+1} = d_{j,j+1}(x) \) depends on the global dynamical parameters, but also on the local parameters of arcs \( j \) and \( j+1 \). In the constrained multi-arc approach, we want to minimize the jumps, in order to recover the information contained in the non-observed part of spacecraft’s orbit.

Therefore, we add a new contribution to the target function:

\[ Q_d = \frac{1}{m_d} \frac{1}{\mu} \sum_{j=1}^{n-1} (d_{j,j+1})^T C_{j,j+1} d_{j,j+1}, \]  

(28)

which must be taken into account in the computation of the normal matrix, as the new design matrix \( B = \partial(\xi, d)/\partial x \) includes also the derivatives of the jumps. In Eq. (28), matrix \( C_{j,j+1} \) is a weight matrix that sets the desired level of the jumps’ size (e.g., meters in position, centimeters per second in velocity), while \( \mu \) is a penalty parameter which fixes the global weight of the jumps constraint in the target function. The integer \( m_d \) is the total number of constraints, i.e. \( 6(n-1) \) if we want to minimize all the six-dimensional jumps between the arcs.

From Eqs. (27) and (28), we have that \( C_{1,1} \neq 0 \), differently from the unconstrained case (see Eq. 29). This means that the normal matrix loses its arrow shape and local parameters of different arcs are not independent anymore.

The constrained multi-arc strategy adds great amount of information to the normal matrix \( C \), as it allows the passage of information between arcs. However, several difficulties arise in the actual computations, because of the large time spans that can separate initial conditions and further dynamical effects that must be taken into account. For these reasons, pure multi-arc strategy is generally preferred to its constrained version. Nevertheless, the latter is currently used in the simulations we carry out for the BepiColombo radio-science experiment (see Sect. 6).

4 Interplanetary missions

In this section, we give the details about the modeling of observation and dynamical Eqs. (1) and (2) in the case of radio-science experiments for interplanetary missions. The standard scenario is a probe orbiting around or fly-by-ing a celestial body, while a tracking station on Earth transmits and receives radio signals to and from the spacecraft.
4.1 Dynamics

In order to setup the dynamical model, we must choose a suitable reference system. A common choice is to employ the so-called J2000 reference frame (also known as EME2000), which corresponds to the Equatorial reference frame defined by Earth’s equator and equinox as computed at J2000 epoch. For construction, it is almost coincident with the International Celestial Reference Frame (ICRF); therefore, we will identify it as $\Sigma_{\text{ICRF}}$. Although, in some cases, it is convenient to take the solar system barycenter (SSB) as origin of the reference system, in proximity of celestial bodies it is more suitable to use a local origin. We choose the center of mass of the target body, which provides a straightforward formulation of several perturbations of the system, but it requires to add inertial forces into the dynamical model.

We describe the states of the bodies in Cartesian coordinates $(r, v)$. In order to implement the system in Eq. (2), we need just to define the accelerations acting on the spacecraft, i.e. the last three components of $\mathbf{f}$. In the next paragraphs, we will present an exhaustive list of effects acting on a spacecraft and we will evaluate their magnitude in the case of the Juno mission. When a force is conservative, we prefer to write down its potential $U$ (per unit of probe’s mass), so that the corresponding acceleration is just $a = \nabla U$.

We consider a spacecraft in the proximity of a target (or primary) body. The main force acting on the probe is the gravitational attraction of the body, modeled as a point mass, whose gravitational parameter is $Gm_0$ (gravitational constant per mass). The associated potential is

$$U_0(r) = \frac{Gm_0}{r},$$

where $r = |\mathbf{r}|$ and $\mathbf{r}$ is the position of the spacecraft with respect the center of mass of the target body (which is the origin of our reference system). $U_0$ is the
potential associated to the well-known Kepler’s problem: under the effect of $U_0$, the spacecraft moves along a conic (an ellipse in case of negative energy).

However, in the context we are analyzing, the number of perturbations is large. Since other bodies, like planets or satellites, are present in the system, we have to consider their gravitational effect on the probe. It is called third-body perturbation and its potential is

$$U_{3b}(r) = \sum_j Gm_j \left( \frac{1}{|r - r_j|} - \frac{r \cdot r_j}{r_j^3} \right),$$  \hspace{1cm} (30)$$

where the sum is over all the bodies (different from the primary) we include in the model, $Gm_j$ is their gravitational parameter and $r_j$ their position. The third-body perturbation consists in the difference of two terms: the first is due to the direct gravitational force on the spacecraft, while the second is indirect and it is due to the attraction that the body $j$ acts on the target body.

Both in Eqs. (29) and (30), we have considered bodies approximated as point masses. However, since the spacecraft is close to the target body, the deviation of its mass distribution from a uniform sphere is the source of significant perturbations. The corresponding potential can be expanded in spherical harmonics series (Kaula, 1966) that, in a body-fixed reference frame $\Sigma_{BF}$, reads

$$U_{sh}(r_{BF}) = \frac{Gm_0}{r} \sum_{\ell=2}^{\ell_{\text{max}}} \frac{R_0}{r} \sum_{m=0}^{\ell} \frac{P_{\ell m}(\sin(\phi))}{r_j} \left[ C_{\ell m} \cos(m\theta) + S_{\ell m} \sin(m\theta) \right],$$ \hspace{1cm} (31)$$

where $R_0$ is the radius of the target body, $P_{\ell m}$ are the so-called Legendre associated functions of degree $\ell$ and order $m$, and $(r, \theta, \phi)$ is the representation in spherical coordinates (distance, longitude, latitude) of the position of the spacecraft $r_{BF}$ in this new frame. Along with the gravitational parameter $Gm_0$, the spherical harmonic coefficients $C_{\ell m}$ and $S_{\ell m}$ describe the whole static gravity field of the primary body. The parameters $J_{\ell} = -C_{\ell 0}$ are called zonal coefficients, while the parameters with $m \neq 0$ are called tesseral (see Fig. 5). In particular, $J_2$ is the main gravitational anomaly, as it is associated with the deformation caused by the spin of the body around its axis, and it is the source of one of the largest perturbations in space dynamics (see Fig. 6).

In order to compute the acceleration associated with Eq. (31) in the reference frame $\Sigma_{ICRF}$ that we use to propagate the dynamics, we must perform a suitable rotation. We define the matrix $R$ at the time $t$ as

$$R(t) = R_3(\psi(t))R_2(\pi/2 - \delta(t))R_3(\alpha(t) + \pi/2),$$ \hspace{1cm} (32)$$

where $R_i(\mathcal{X})$ is the rotation matrix of an angle $\mathcal{X}$ around the $i$th axis. The angles $\alpha$ and $\delta$ are the right ascension and the declination of body’s north pole in $\Sigma_{ICRF}$, while $\psi$ is the angle that defines the position of body’s prime meridian along its equator. They depend on time, because of body’s spin and the precession of its axis. For planets and satellites, they can be retrieved from models developed in literature, such as the ones reported in Archinal et al.
Fig. 6: Accelerations acting on the Juno spacecraft during PJ03. Because of the great accuracy of the data, we need to take into account effects up to about $10^{-6}$ cm/s$^2$ in order to fit the data.

or must be propagated with a suitable dynamics (see, e.g., Folkner et al. 2014). Finally, as $\mathbf{a}_{sh}^{BF} = \nabla U_{sh}(\mathbf{r}^{BF})$ is the acceleration in the body-fixed reference frame, the acceleration in $\Sigma_{ICRF}$ is $\mathbf{a}_{sh} = \mathcal{R}\mathbf{a}_{sh}^{BF}$.

Another important perturbation of gravitational nature is the one associated with the tides raised on the primary by other bodies. While the expression in Eq. (31) describes the static gravity anomalies of the target body, tidal deformation changes with time, because of the motion of the bodies that generate it. Tidal potential is commonly expanded in series by means of the Love numbers $k_\ell$ (Love 1909):

$$U_{tid}(\mathbf{r}) = \sum_j G m_j \frac{1}{r_j} \sum_{\ell=2}^{+\infty} k_\ell \left( \frac{R_0}{r} \right)^{\ell+1} \left( \frac{R_0}{r_j} \right)^\ell P_\ell(\cos \gamma_j),$$

where $P_\ell$ are the so-called Legendre polynomials of degree $\ell$ and $\gamma_j$ is the angle between the position of the spacecraft $\mathbf{r}$ and the external body $\mathbf{r}_j$. Coefficients $k_\ell$ describe the response of the gravitational field of the primary due to the deformation induced by the gravitational attraction of external bodies. Otherwise, the tidal contribution can directly added to the spherical harmonic
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| Parameter | Effect on the metric | GR | BC |
|-----------|----------------------|----|----|
| \(\gamma\) | measure of the curvature of space-time | 1 | * |
| \(\beta\) | measure of the non-linearity of the superimposition law for gravity | 1 | * |
| \(\xi\) | measure of preferred-location effects | 0 | * |
| \(\alpha_1, \alpha_2\) | measure of preferred-frame effects | 0 | * |
| \(\alpha_3\) | measure of preferred-frame effects & measure of the violation of the law of conservation of momentum | 0 | |
| \(\zeta_1, \zeta_2, \zeta_3, \zeta_4\) | measure of the violation of the law of conservation of momentum | 0 | |

Table 2: List of the post-Newtonian parameters as presented in Will (2014) along with their effect on the metric and their value in the General Relativity theory. The asterisks indicate the parameters that will be estimated with the BepiColombo relativity experiment (Schettino et al., 2018); the others are necessarily equal to 0 in every semi-conservative theory of gravity. Actually, in place of the parameter \(\xi\), we can equivalently solve for the Nordtvedt parameter \(\eta\) (see Sect. 6), which measures possible violations of the strong equivalence principle (Will, 2014).

coefficients \(C_{\ell m}\) and \(S_{\ell m}\):

\[
\Delta C_{\ell m} = \frac{k_{\ell m}}{2\ell + 1} \sum_j \frac{m_j}{m_0} \left( \frac{R_0}{r_j} \right)^{\ell+1} P_{\ell m}(\sin \phi_j) \cos(m \lambda_j),
\]

\[
\Delta S_{\ell m} = \frac{k_{\ell m}}{2\ell + 1} \sum_j \frac{m_j}{m_0} \left( \frac{R_0}{r_j} \right)^{\ell+1} P_{\ell m}(\sin \phi_j) \sin(m \lambda_j),
\]

where \(k_{\ell m}\) are the new tidal parameters and \((r_j, \theta_j, \phi_j)\) are the spherical coordinates of the bodies that raise the tides in \(\Sigma_{BF}\).

The proximity to a massive target body, like a planet, can make the Newtonian formulation of the gravity not accurate enough. In order to take into account the deviation described in the General Relativity framework, the dynamical model must include the acceleration

\[
a_{gr}(\mathbf{r}, \mathbf{v}) = \frac{G m_0}{r^3} \left[ \left( 2(\gamma + \beta) \frac{G m_0}{r} - v^2 \right) \mathbf{r} + 2(1 + \gamma)(\mathbf{r} \cdot \mathbf{v})\mathbf{v} \right],
\]

where \(\mathbf{v}\) is the velocity of the probe, \(v = |\mathbf{v}|\) and \(c\) the light speed. In Eq. (35), \(\gamma\) and \(\beta\) are two post-Newtonian parameters (see, e.g., Will 2014), that in General Relativity are equal to 1. Other exotic relativistic effects can intervene in the dynamics, although they can be significant only for the motion of bodies close to the Sun (like Mercury). In Table 2, we reported all the post-Newtonian parameters with their contribution to the metric of the space-time. For a detailed description of their dynamical effects, we refer to Milani et al. (2010).

Apart from the effects described above, there are other minor gravitational and relativistic forces that can be worth including into the dynamical model (e.g., geodetic precession, Lense-Thirring effect and so on). Moreover, other inertial forces due to the choice of the origin appear because of the gravitational
attraction of the external bodies on the non-spherical field of the primary body, such as the so-called indirect oblateness relative to the \( J_2 \) coefficient. In order to investigate if some of these effects have a significant impact in the dynamics of the spacecraft and in the OD experiment, a sensitivity analysis must be carried out (see, e.g., Tommei et al. 2015).

For bodies with an high area-to-mass ratio \( A/m \) like a spacecraft, also non-gravitational forces must be included into the dynamics (Milani et al. 1987). These forces arise from sources of different nature than the presence of a mass in space, like the radiation from the Sun. Indeed, the photons hitting the spacecraft at the speed of light transfer a small momentum to the probe, which generates an acceleration called solar radiation pressure (SRP):

\[
a_{\text{srp}} = -C_{\text{srp}} \frac{A}{c} \frac{\Phi_\odot}{m} \cos(b) \hat{s},
\]

where \( b \) is the angle between the normal \( \hat{n} \) to the hit surface and the direction of the Sun \( \hat{s} \), and \( \Phi_\odot \) is the solar radiation flux at the position of the spacecraft. \( C_{\text{srp}} \) is a parameter whose value depends on the material of the hit surface and is generally close to 1. For very precise modeling of the solar radiation pressure, it is necessary a realistic shape model of the spacecraft, taking into account all its components and their physical properties (see, e.g., Ziebart 2004).

Other non-gravitational forces are the indirect radiation pressure due to the radiation reflected by the target body, space maneuvers and so on. In particular, space maneuvers are generally used far from the periods in which observations are collected; therefore, even if they produce a significant acceleration, they can be neglected in the dynamical model used for the OD experiment (see Sect. 3.3).

In Fig. 6, we reported the magnitude of the forces acting on the Juno spacecraft during PJ03. As it can be noted, the main perturbations are due to the even zonal harmonics of the gas giant.

As showed in Eq. (8), along with the equations of motion in Eq. (2), we must integrate also the differential equations of the partial derivatives with respect to the dynamical parameters and the state of the spacecraft. In Orbit14, we compute analytically the partial derivatives of the accelerations, \( \partial f / \partial p \) and \( \partial f / \partial y \), in order to avoid possible issues in the numerical accuracy of the finite differences computation.

While the propagation of the spacecraft is necessary to perform radio-science experiments, when the experiment is not sensitive to the position and velocity of other bodies, we can take them from ephemerides. There are tables from which we can retrieve the states of celestial bodies at the times needed in the computations. Ephemerides are provided, for instance, by JPL\(^2\) and the Institut de Mécanique Céleste et de Calcul des Éphémérides (IMCCE\(^3\)) and can be handled in the software through the SPICE Toolkit. Also the orientation of the Earth, which is essential to know the position of the tracking antenna in

\(^2\)https://naif.jpl.nasa.gov/pub/naif/generic_kernels

\(^3\)https://www.imcce.fr/services/ephemerides
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ΣICRF, can be obtained from Earth Orientation Parameters provided by the International Earth Rotation and Reference Systems Service (IERS).

However, in some cases, we cannot just propagate the spacecraft, but we need to integrate also other bodies. This happens when we want to fit parameters that affect the dynamics of the target body or we want to improve the knowledge of its orbit. For example, for the BepiColombo radio-science experiment, Mercury is propagated to investigate possible deviations from the General Relativity through the fit of its orbit (Milani et al., 2010). Moreover, multiple fly-bys mission like Cassini and JUICE are excellent sources of data to compute accurate orbits of planet’s satellites and study dynamical effects such as tidal dissipation (Dirks et al., 2017; Lainey et al., 2020).

Therefore, sometimes, we must include other dynamics in Eq. (2) than that of the spacecraft and add new parameters in $y_0$. Typical dynamics we are interested in are: motion of the planets, motion of the satellites of a planet and rotational dynamics of a target body. They can be affected by new parameters that we did not consider in the motion of the spacecraft. Although the new dynamical parameters do not intervene directly in the dynamics of the probe, they have an indirect effect through the state of other celestial bodies. Because of the limited time span covered by space missions and the scarce influence that small changes of certain dynamics have on the others, in first approximation, we can integrate the dynamics according to the following order:

- motion of the barycenters of the planets (using satellites’ ephemerides);
- motion of the satellites (using existing models of the planets’ orientation);
- orientation of the planets and satellites;
- motion of the spacecraft (which does not influence at all other dynamics).

For example, let us assume that we want to estimate a dynamical parameter $p$ that influences the motion of a celestial body B involved in spacecraft’s dynamics. First, we must propagate the state $y^B = (r^B, v^B)$ and its partial derivative $\partial y^B/\partial p$. Then, when we integrate the dynamics of the spacecraft, for computing its acceleration at time $t$, we must take the state of the body $y^B(t)$ from our previous integration. Following Eq. (5), the differential equation for $\partial y/\partial p$ is

$$\frac{d}{dt} \frac{\partial y}{\partial p} = \frac{\partial f}{\partial y} \frac{\partial y}{\partial y^B} \frac{\partial y^B}{\partial p},$$

(37)

where, again, $\partial y^B(t)/\partial p$ is retrieved from the previous integration.

4.2 Computed observables

In Sect. 4.1, we have described the dynamical model (Eq. 2) of a spacecraft, now we need to define the observation function in Eq. (1). For radio-science experiments we have two kinds of data: range and Doppler, or, equivalently, range and range-rate. Range data give a measure of the 2-way light-time travel…
Fig. 7: General configuration of an interplanetary mission and distance vector $\rho$ between the tracking antenna and the spacecraft.

$\tau$ of the radio signal from the tracking station to the spacecraft and return. As the signal moves at the speed of light, $\tau$ is related to the distance $\rho$ of the spacecraft from the station through $\tau = 2\rho/c$. Doppler data measures the change in frequency of the signal from transmission to reception. Indeed, the variation of the distance of the spacecraft $\dot{\rho}$ (range-rate), due to its large speed and to the dynamical effects that it undergoes, is reflected in a Doppler effect in the final received signal.

In order to predict the values of these observables, we can follow the scheme presented in Fig. 7. The distance vector $\rho$ can be expressed as the difference between the position of the spacecraft and the antenna in a reference frame centered in the solar system barycenter. The vector of the spacecraft in such a frame is decomposed as the sum of the vector from SSB to the center of mass of the target body $x_{bx}$ and the vector from the center of the target body to the spacecraft $x_{sc}$, following the structure of the dynamics described in Sect. 4.1.

In the same way, the vector of the antenna is decomposed as the sum of the vector from SSB to the center of mass of the Earth $x_{ea}$ and the vector from the center of the Earth to the antenna $x_{an}$. The scheme in Fig. 7 is the most simple one for an interplanetary mission orbiting around a celestial body, but more complicated configurations can occur (see, e.g., Milani et al. 2002 and Lari and Milani 2019).

In the end, the distance we want to model is given by

$$\tilde{\rho} = |\rho| + S(\gamma) = |(x_{bx} + x_{sc}) - (x_{ea} + x_{an})| + S(\gamma),$$

(38)

where the term $S(\gamma)$ is the Shapiro effect (Shapiro 1964)

$$S(\gamma) = \frac{(1 + \gamma) G m_\odot}{c^2} \ln \left( \frac{r_t + r_r + \tau}{r_t + r_r - \tau} \right),$$

(39)
which accounts for the curvature of the space-time due to the Sun. If the radio signal passes in the proximity of other massive bodies (such as the target one), it could be necessary to add also their effects in Eq. (39). The Shapiro effect depends on the post-Newtonian parameter $\gamma$, while $r_r$ and $r_t$ are the distances of the receiver and the transmitter from the Sun, and $r$ their mutual distance.

However, Eq. (38) is not complete, as it lacks the times at which the vectors are computed. Indeed, radio signal is transmitted from the tracking station on Earth at time $t_t$, it reaches the spacecraft that sends it back at time $t_b$ (bouncing time) after changing the frequency of a factor $\alpha$ (turnaround ratio) and it is received by the ground station at time $t_r$. As the signal covers millions of kilometers, the three times can differ for tens of minutes or even hours. Therefore, when we compute the trip of the radio signal to predict the data value, we have to consider that the Earth moved in this time span, as showed in Fig. 8. Moreover, when the signal arrives and the data point is collected, we know the receiving time $t_r$, but not the corresponding $t_b$ and $t_t$.

Therefore, we need an algorithm to recover these remaining two times starting from $t_r$. We consider the downlink trip, and we rewrite Eq. (38) as:

$$\tilde{\rho}_{do} = |\rho_{do}| + S_{do} = |(x_{ea}(t_r) + x_{sc}(t_b)) - (x_{ea}(t_r) + x_{an}(t_r))| + S_{do}(\gamma), \quad (40)$$

where the first two vectors on the right hand side are computed at the bouncing time, while the last two are computed at the receiving time. The quantity $S_{do}(\gamma)$ is the Shapiro effect on the down path of the signal.

In order to recover $t_b$, we perform an iterative process. We start from a first guess given by taking the positions of the Earth and of the target body at time $t_r$. Then, we compute a first estimation of the downlink range presented in Eq. (40), from which we can compute a new value for the travel time $\tau_{do} = \tilde{\rho}_{do}/c$ of the signal. We update the value of $t_b$ with $t_r - \tau_{do}$. At the following iteration, we use the new value and we remake the computation,
Fig. 9: Contribution of the troposphere on range data (left) and range-rate (right) for Juno’s PJ03. These effects have a signal-to-noise ratio between 10 and 100, therefore they cannot be neglected in the processing of the data.

continuing until the variation in $t_b$ is below a certain threshold (e.g., $10^{-12}$ seconds). More details of this procedure can be found in Tommei et al. (2010).

Once $t_b$ is computed, we consider the uplink trip

$$\tilde{\rho}_{up} = |\rho_{up}| + S_{up} = |(x_{ba}(t_b) + x_{sc}(t_b)) - (x_{ea}(t_t) + x_{an}(t_t))| + S_{up}(\gamma), \quad (41)$$

where, this time, the positions of the Earth and of the antenna are taken at the transmission time. In order to compute $t_t$, we have to perform a similar iterative process to the one used for $t_b$. We can start with $t_t = t_b + \tau_{do}$ as a first guess (light-time travel in uplink is similar, but not equal to the one in downlink), and using Eq. (41), we iterate the computation until we obtain the final value of $t_t$.

In the end, the total 2-way light-time travel is given by $\tau = t_r - t_t$ and the final formulation of the 2-way range is

$$\tilde{\rho}_{2w} = \tilde{\rho}_{do} + \Delta\tilde{\rho}_{do} + \tilde{\rho}_{up} + \Delta\tilde{\rho}_{up}, \quad (42)$$

where $\Delta\tilde{\rho}_{do}$ and $\Delta\tilde{\rho}_{up}$ accounts for the delay due to troposphere and ionosphere, and eventually other exotic effects experienced by the signal along its path (see, e.g., Zannoni et al. [2019] about the Io plasma torus). In particular, the interaction between the radio signal and the Earth’s troposphere produces a significant systematic signal in the observations (see Fig. 9), mostly due to the presence of water vapor molecules (Asmar et al., 2005). For a correct modeling of this effect, it is necessary to have measurements of water vapor over the tracking station, both in transmission and reception. Such measurements can be generically obtained from the atmospheric GPS data, or from high-precision instruments, like the Advanced Water Vapor Radiometer used also during the collection of Juno radio-science data (Asmar et al., 2017).

In order to compute the range-rate, we derive Eq. (42) with respect to time. As the expression for the range contains three different times, we choose
to derive with respect to $t_r$. For the downlink we have
\[
\frac{d\tilde{\rho}}{dt_r} = \rho \left( \frac{\partial (x(t_b) + x_{sc}(t))}{\partial t_b} \frac{dt_b}{dt_r} - \frac{\partial (x_e(t) + x_{an}(t))}{\partial t} \frac{dt}{dt_r} \right) + dS \frac{1}{\rho}.
\]
where vectors $\frac{\partial y(t)/\partial t}$ are the velocities of the bodies at time $t$ and
\[
\frac{dt_b}{dt_r} = 1 - \frac{1}{c} \frac{d\tilde{\rho}}{dt_r}.
\]
In the same way, for the uplink
\[
\frac{d\tilde{\rho}}{dt_r} = \rho \left( \frac{\partial (x(t_b) + x_{sc}(t))}{\partial t_b} \frac{dt_b}{dt_r} - \frac{\partial (x_e(t) + x_{an}(t))}{\partial t} \frac{dt}{dt_r} \right) + dS \frac{1}{\rho}.
\]
where
\[
\frac{dt}{dt_r} = 1 - \frac{1}{c} \frac{d\tilde{\rho}}{dt_r}.
\]
Since the derivatives of the times in Eqs. (44) and (46) contain the quantities we want to compute, the expressions in Eqs. (43) and (45) are not explicit. Therefore, also for the range-rate, we use an iterative procedure. We start from a first guess of $d\tilde{\rho}$ approximating $dt_b/dt_r = 1$ and we iterate up to convergence. Similarly, we compute $d\tilde{\rho}$, so that the final formulation of the range-rate (2-way) is
\[
\frac{d\tilde{\rho}}{dt_r} = \frac{d\tilde{\rho}}{dt_r} + d\frac{\Delta \tilde{\rho}}{dt_r} + d\frac{\Delta \tilde{\rho}}{dt_r}.
\]
For the complete formulas of $dS/dt_r$ in Eq. (43) and $dS/dt_r$ in Eq. (45), we refer to Tommei et al. (2010).

Eq. (47) describes the instantaneous value of the range-rate. However, the actual observation is not an instantaneous measure of the frequency of the radio signal, but it is obtained through an integration over time. Therefore, also the computed data must account for this averaging of the measure. If we assume an integration time $\Delta$, which generally goes from 10 to 1000 s, we have
\[
\frac{d\tilde{\rho}}{dt_r} = \int_{t_r}^{t_r+\Delta/2} d\tilde{\rho}(s) ds.
\]
As range and range-rate are equivalent to the real observations given in terms of the properties of the received signal, for simulations of the radio science experiments we can use them. Indeed, covariance analysis is not affected in any way by this choice.

However, in the case we must process real data, we need the corresponding formulation of Eqs. (42) and (48) in terms of received phase and frequency of the signal. In particular, Doppler data are defined as the received frequency at the tracking station; the total Doppler effect can be computed as the difference between the received and transmitted frequency, once we have accounted for the modulation of the signal at the spacecraft.
Fig. 10: Transmitted (left) and received (right) frequencies at Juno’s PJ03.
On the bottom left, we zoomed the plot on the top, in order to show the ramps’ intervals near the pericenter of Juno’s orbit. On the right, we reported the real received frequencies in blue, while in red we draw the signal without the Doppler effect and accounting only for the frequency modulation at the spacecraft ($\alpha = 3360/3599$).

The transmitted frequency is not necessarily constant, but it can be ramped, as shown in Fig. 10. Ramps make the frequency change and are designed in such a way that the total frequency slope in the data is approximately equal to the frequency slope in transmission. The whole period of transmission from the tracking station can be subdivided in intervals $[T_i^0, T_i^{0+1}]$ for which the frequency of the transmitted signal is

$$f(t) = f_i^0 + \dot{f}^i(t - T_i^0), \quad t \in [T_i^0, T_i^{0+1}], \quad (49)$$

where $f_i^0$ is the base value of the $i$th ramp and $\dot{f}^i$ is the constant rate of the ramp (see Fig. 10).

Moyer (2003) gives an exhaustive description of the formulas for computing radio-science data. In the case of a 2-way ramped signal, Doppler data at the receiving time $t_r$ (integration time $\Delta$) are obtained integrating the transmitted frequency:

$$D(t_r) = \frac{\alpha}{\Delta} \int_{\Delta(t_r)} f(t) dt, \quad t_r = t_e - \tilde{\rho}_2(w(t_r))/c; \quad (50)$$

where $\alpha$ is the modulation factor operated by the spacecraft (see Fig. 10) and $\Delta(t_e)$ is the integration interval at the transmission time corresponding to $\Delta$. 
through the light-time travel $\tilde{\rho}_{2w}/c$. In our implementation, we use a slightly different formulation, considering the integral in Eq. (50) in the receiving time domain

$$D(t_r) = \frac{\alpha}{\Delta} \int_{t_r - \frac{\Delta}{2}}^{t_r + \frac{\Delta}{2}} f(t') \left[ 1 - \frac{1}{c} \frac{d\tilde{\rho}_{2w}(t)}{dt} \right] dt, \quad t' = t - \tilde{\rho}_{2w}(t)/c. \quad (51)$$

In this way, we have an explicit dependence on the range-rate. The integral in Eq. (51) is computed numerically; if in the integration interval $[t_r - \Delta/2, t_r + \Delta/2]$ there is one or more changes of ramp, we subdivide it in sub-intervals according to Eq. (49) and we compute the corresponding integrals separately.

Range data are defined as the difference in phase between the received and transmitted signal. They are given in range units (RU), which corresponds to two cycles of the signal frequency. The formulation for range data as given by Moyer (2003) is

$$R(t_r) = \alpha \int_{t_t}^{t_r} f(t)dt \quad (\text{mod} \ M), \quad t_t = t_r - \tilde{\rho}_{2w}(t_r)/c; \quad (52)$$

where $M$ is a fixed large value ($M \approx 10^9$ RU in the case of Juno). Differently from Eq. (51), this integral can be computed analytically, after having subdivided it according to Eq. (49).

The uncertainties of the data depend on the frequency band. Higher frequency are more insensitive to some dispersive effects (e.g., interaction with ionosphere), reducing the noise of the observables. KaT technology provides a nominal accuracy for the Doppler of about $3 \times 10^{-4}$ Hz over an integration time of 1000 s (Ka band). For interplanetary missions, Doppler data are computed over an integration time of tens of seconds, according to the minimum timescale we are interested for the spacecraft dynamics. In order to assess the nominal uncertainty for different integration times, we can rescale assuming a Gaussian noise model $\sigma^2 = \sigma^{(1000)} \sqrt{1000/\Delta}$, which for $\Delta = 60$ s results in $\sigma^{(60)} \approx 1.2 \times 10^{-2}$ Hz (Ka band). In order to translate the uncertainty of the Doppler to range-rate, we can use

$$\sigma(\dot{\rho}) = \sigma(D) \frac{f}{c}, \quad (53)$$

that for $f \approx 32$ GHz (received Ka frequency) and integration time of 60 s is $\sigma(\dot{\rho}) \approx 1.2 \times 10^{-2}$ mm/s.

Finally, we remind that, in the OD process, we need to calculate also the partial derivatives of the computed observables with respect to the fit parameters, as described in Eq. (6). Computed data depend on the fit parameters through the state of the bodies involved in the definition of range and range-rate (see Eq. (38). Because range and Doppler data as defined in Eqs. (52) and (51) depend on $\dot{\rho}$ and $d\tilde{\rho}/dt_r$, through a derivative chain we obtain $\partial R/\partial x$ and $\partial D/\partial x$. 
4.3 Multi-chart approach

In Fig. 7, all the vectors are meant to be defined in the reference frame centered in SSB. The time associated with this frame is the Barycentric Dynamical Time (TDB), which is the time of planets’ ephemerides. However, the states of the antenna and of the spacecraft are generally computed in a different reference system, which has its own dynamical time. Indeed, as we have described in Sect. 4.1 for the dynamics of the spacecraft, we use a reference frame centered in the center of mass of the target body. Also the state of the antenna is computed in a local reference frame, with origin in the Earth’s center of mass.

Following the relativistic formulation of Klioner et al. (2010), when we choose a reference frame centered in a specific body to describe the dynamics of an object, we should use a local chart with its own space-time coordinates. In order to sum vectors from different charts, as in Eq. (38), we must perform a transformation of coordinates from the local charts to the global chart with origin in SSB and time TDB. In particular, the chart is given in the chart of the Earth with its Terrestrial Dynamical Time (TDT, or TT), while spacecraft’s state is propagated in the chart of the target body with its TDX, where X stays for the name of the body. For example, Tommei et al. (2010) introduced TDM for BepiColombo dynamics around Mercury and Tommei et al. (2015) introduced TDJ for Juno dynamics around Jupiter.

Then, we need the expression of these space-time transformations. For the sake of generality, we consider a generic local chart around a body X, that can be also the Earth. In the next formulas, coordinates and times of the local chart are indicated with $T_X$, while the ones of the global chart with $T_B$.

Following Tommei et al. (2010), the differential equation for the local time $t_X$ in function of the SSB time $t_B$ is

$$\frac{dt_X}{dt_B} = 1 - \frac{1}{c^2} \left( U + \frac{v_X^2}{2} - L_X \right),$$

(54)

where $c$ is the light speed, $U$ is the gravitational potential at the center of the body X due to the Sun and other bodies and $v_X = |v_X|$ is the norm of the velocity of the body X in the SSB chart. The constant $L_X$ is a scaling factor used to remove secular terms in the difference between the definition of the two times (see, e.g. Tursunov et al. 2013). In order to get the time transformation from $t_X$ to $t_B$, the differential Eq. (54) must be integrated for the whole time span we consider for the radio-science experiment (nominally, the duration of the space mission). In literature, there are also some approximate analytical solutions of Eq. (54) (see Fairhead et al., 1988), which can be used to perform the time transformations.

The transformation of the space coordinates $(x, v)$ is given by

$$\begin{align*}
    x^{TB} &= x^X \left( 1 - \frac{U}{c^2} - L \right) - \frac{1}{2} \left( \frac{v^{TB} \cdot x^X}{c^2} \right) v^X, \\
    v^{TB} &= v^X \left( 1 - \frac{U}{c^2} - L \right) - \frac{1}{2} \left( \frac{v^{TB} \cdot v^X}{c^2} \right) v^X \\
    \frac{dt_X}{dt_B} &= dt^{TX}.
\end{align*}$$

(55)
Because of the chain rule of derivative, for the velocities $v^{TB}$ we have to account for the factor $dt^{TX}/dt^{TB}$ defined in Eq. (54).

In Orbit14, in order to fully account for the relativistic corrections to the radio-science experiments, we implemented the multi-chart approach. This choice is also motivated by the fact that Eq. (31), which describes the perturbation due to the gravitational field of the primary body, is formally correct if used in the local chart of the body. Godard et al. (2012) investigated the differences in the propagation of the spacecraft dynamics using the multi and single-chart approaches. They found that, when accounting for all the necessary relativistic transformations to pass from one formulation to the other, the differences in the position and velocity of the probe are very small.

5 Juno gravity experiment

Juno is a NASA space mission orbiting around Jupiter since 2016 (Bolton et al. 2017). Its orbit is polar and highly elliptic, so that, for most of time, the spacecraft is far from the planet. However, at perijoves, Juno reaches altitudes over planet’s surface of a few thousands of kilometers, so that Doppler data are very sensitive to the gravitational field of Jupiter, making Juno an extraordinary source of information to constrain the interior of the planet. Although the original plan provided an engine burn to pass from an initial orbital period of 53.4 days to just 14, a malfunction forced the Science Team to cancel it. Therefore, the nominal mission accounts for a total of 34 perijoves and its end
is set to July 2021. At the time of writing of this paper (March 2021), Juno completed 32 out of 34 perijoves.

In this section, we present a brief summary of the current knowledge achieved so far thanks to the Juno gravity experiment and we show the experiments we performed with the Orbit14 software using radio-science data from the first half of the nominal mission.

5.1 Current state of the mission

In the years before Juno data were available, several studies have been published about the modeling of the internal processes of Jupiter. Scientists implemented sophisticated equations of states to describe the interior of the planet (Helled et al., 2011; Nettelmann et al., 2012; Miguel et al., 2016; Militzer et al., 2016) and to evaluate their effects on its gravitational field. Moreover, they investigated the signatures due to the depth of jet streams (Galanti and Kaspi, 2017), differential rotation (Kaspi et al., 2017), tidal response (Wahl et al., 2016) and normal modes (Durante et al., 2017). These models were meant as a solid basis for the interpretation of the Juno gravity data.

Studies were carried out also to assess the performances of the Juno gravity experiment. Simulations preceding the arrival of the probe in the Jovian system investigated the final uncertainty with which the gravitational field (Finocchiaro and Iess, 2010) and other parameters, like Jupiter’s polar moment of inertia (Le Maistre et al., 2016), would have been determined. The CMG of Pisa performed simulations with the Orbit14 software, carrying out covariance analyses of the gravitational and tidal parameters, the direction of the pole and the angular momentum of Jupiter (Serra et al., 2016). They investigated also the possibility to use ring-shaped mascons to model the local gravity field at the latitudes covered by Juno’s perijoves (Serra et al., 2019a).

Through the data of the first two perijoves, PJ01 and PJ02, it was possible to have a first great improvement on the knowledge of the gravitational coefficients of Jupiter (Folkner et al., 2017). However, only when the gravity perijoves PJ03 and PJ06 were performed, the north-south asymmetry of the gravitational field was revealed (Iess et al., 2018; Serra et al., 2019b). The significant improvement of the even zonal harmonics and the detection of the odd zonal harmonics provided strong constraints on the interior of Jupiter. In particular, from the analysis of the even harmonics, Guillot et al. (2018) found that, although Jupiter’s atmosphere shows zones with very different rotation speeds, the deep interior rotates nearly as a rigid body. Moreover, from the odd harmonics, Kaspi et al. (2018) found that the observed jet streams persist up to a depth of about 3,000 kilometers from the cloud tops. The computed zonal harmonics provided constraints also on the density profile of Jupiter, suggesting the presence of an extended dilute core (Wahl et al., 2017). A comprehensive review of Jupiter’s interior as revealed so far by means of Juno’s measurements of the gravitational and magnetic fields is presented in Stevenson (2020).
Fig. 12: Residuals of the ten arcs considered in the Juno gravity experiment. In blue, we plotted the Ka-band data collected at the close approach, while, in red, the X-band data obtained with the support of secondary tracking stations. For all plots, we considered the same ranges of the x and y axis, in order to have a clear comparison between the arcs, and we reported the RMS for the Ka-band data. Only for PJ01 the Ka-band residuals spread over the $[-0.2, 0.2]$ mm/s interval.

A further analysis of the gravity experiment was carried out by Durante et al. (2020) considering Doppler data up to PJ17, which marked the middle of the nominal mission. Apart from improving the uncertainty of the gravitational parameters, they obtained first hints of a dynamical response of the tides of Jupiter raised by the Galilean satellites. They found also small signals in the
Fig. 13: Residuals of PJ03 (multi-arc experiment) in the case we estimate random accelerations (left) and in the case we do not (right). In the plot on the right, small signals at the close approach are not absorbed.

Doppler data at the close approaches, which could be related to longitudinal or time-varying features of the gravitational field of Jupiter. In the next section, we use the same setup of Durante et al. (2020) and we show the results of OD experiments with Orbit14. We want to stress that most of these results have been already presented in Durante et al. (2020) and that here we focus on the ability of Orbit14 to deal with a real and complex radio-science experiment.

5.2 Experiment with Orbit14

During the first half of the nominal mission, 10 perijoves out of 17 were dedicated to the gravity experiment. Juno’s ground tracks for these perijoves are shown in Fig. 11, where we can appreciate their diagonal path due to the fast rotation of the planet. From the same figure, we can note that the points of closest approach (C/A) over Jupiter’s surface take place at latitudes between $4^\circ$ and $17^\circ$. For gravity-dedicated perijoves, the high-gain antenna of the spacecraft is pointed toward the Earth and provides the Ka-band link with the ground-based stations. Apart from PJ01 and PJ13, during the close approaches, the spacecraft was tracked by the Deep Space Station 25 (DSS-25) at Goldstone and the gravity experiment was supported by both Ka/Ka and X/X links. Moreover, for almost all the ten perijoves, close approaches data were preceded or followed by a few hours of X/X data collected from other tracking stations of the Deep Space Network (DSN).

For each PJ, we consider the Doppler data collected at the close approach and also the observations from supporting stations, provided that between these two subsequent sets of data Juno did not perform any maneuver. The weights we assign to the observables are obtained from an a posteriori evaluation of the RMS of their residuals, obtained with a single-arc fit. For fitting the data of all ten PJs, we use a pure multi-arc strategy, where each arc corresponds to a perijove. Finally, for propagating the dynamics of the spacecraft and compute the observables, we take the states of the planets (including Earth and Jupiter) from JPL ephemerides DE438 and the states of the Jovian...
sate
tes from JPL ephemerides JUP310. Because of the limited time span we are considering in the experiment, we can use a simplified model for the precession of Jupiter’s spin:

\[
\begin{align*}
\alpha(t) &= \alpha_0 + \dot{\alpha}(t - t_0), \\
\delta(t) &= \delta_0 + \dot{\delta}(t - t_0).
\end{align*}
\] (56)

The linear model in Eq. (56) depends on the direction of the pole \((\alpha_0, \delta_0)\) at a certain initial time (e.g., J2000 epoch) and on its rate \((\dot{\alpha}, \dot{\delta})\), which we assume to be constant. Although this is a rough approximation with respect to the model presented in Archinal et al. (2018), it is sufficient to obtain a good fit of the data (see Durante et al. 2020).

The main goal of the experiment is to estimate the gravity field of Jupiter along with its tidal parameters. Moreover, in order to absorb all the signals in the data and flatten the residuals, we need to solve for several parameters:

- gravitational parameter of Jupiter \(Gm_0\) (1),
- zonal gravity coefficients from \(J_2\) to \(J_{30}\) (29),
- tesseral gravity coefficients of degree 2 (4),
- tidal parameters \(k_{22}, k_{31}, k_{33}, k_{42}\) and \(k_{44}\) (5),
- pole direction and (constant) rate (4),
- spacecraft’s state (local, 6 per arc),
- SRP coefficient (local, 1 per arc),
- random accelerations coefficients (local, 36 per arc);

in the parentheses, we reported the total number of the parameters.

Random accelerations are empirical accelerations used to absorb tiny signals near C/A. For the Juno gravity experiment, they are necessary when we process a large number of perijoves. Indeed, as it has been observed by Durante et al. (2020), a purely zonal field is not able to fit properly the data at the closest approaches (see Fig. 13). Random accelerations are modeled as piece-wise constant functions: following Durante et al. (2020), we add them to the dynamical equations of the spacecraft only in the time span \([-1, +1]\) hours from C/A. We subdivide it in intervals of 10 minutes for which we estimate the constant value of the empirical acceleration. At this stage of the mission, we use this formulation because the physical process responsible for the signals in the Doppler data is currently under investigation, even though it is probably related to unmodeled effects of the gravitational field of Jupiter.

For almost all the parameters we solve for, we use large apriori, as Juno data alone allow to improve their knowledge with unprecedented accuracy. Only for the gravitational parameter of Jupiter \(Gm_0\) we use strict apriori, as the Galileo mission (Jacobson et al. 2000) provides a better estimation than the one we obtain with Juno using only perijoves data. Recently, Notaro et al. (2021) showed that including Juno data far from the perijoves allows

\footnote{https://naif.jpl.nasa.gov/pub/naif/JUNO/kernels/spk/}
to improve the determination of Jupiter’s $Gm_0$. Also for random accelerations we use significant apriori ($\sigma^P = 2 \times 10^{-6}$ cm/s$^2$), as we want to limit their magnitudes to fit the observed remaining signals at perijoves (Fig. 13). For building the first guess of the fit parameters vector, we rely on values presented in Iess et al. (2018) (gravitational field), Wahl et al. (2016) (tides) and Archinal et al. (2018) (pole). First guess for the initial conditions of the spacecraft are taken from SPICE kernels provided by NASA.

We use Orbit14 software to process the data. More precisely, we consider Doppler data only and we compress them to an integration time of 60 s in order to remove very short-time signals not related to gravity effects. The OD procedure converges very quickly: at the third iteration the norm of the variation of the parameters is already very small.

In Fig. 12, we plotted the residuals of all the ten arcs we are considering in the OD experiment. Residuals at close approaches (blue dots) appear to be flat, apart from some groups of them that suffer a temporary increase of the noise. Their Root Mean Square (RMS), reported on the top of the plots, can be very different from one arc to another, providing information about the quality of the data. However, apart from PJ01, which shows a very high noise due to the effect of the interplanetary plasma on the X-band uplink, the RMS of the other arcs is satisfying. In particular, for a few of them we find an RMS of about 0.015 mm/s or smaller, which is very near the data nominal accuracy of 0.012 mm/s.

The other residuals (red dots) are computed from data collected by supporting stations. As for these data only the X/X link was available, they suffer the lack of plasma calibrations, showing a larger spread distribution of the residuals, which are not perfectly flat. Despite their inferior quality with respect to the observations from the main station, these data contribute to decorrelate the initial conditions of the spacecraft and the dynamical parameters of Jupiter. Therefore, their inclusion in the gravity experiment is recommended (see Serra et al. 2019b).

As we already mentioned, random accelerations are essential to flatten the residuals near C/A. In Fig. 13, we compared the residuals of PJ03 in the case we estimate random accelerations (as in our nominal setup) and in the case we do not. In the second case, a clear signal remains in the post-fit residuals and increases significantly their RMS.

In light of the good fitting of the data, we can now present the results we obtained about the determination of the parameters. In Fig. 14 we reported the estimated value and uncertainty of the zonal gravitational coefficients $J_\ell$ of Jupiter. These parameters are clearly determined up to degree 10, while, for higher degrees, the formal uncertainty, which increases with $\ell$, is greater than the estimated values. The even harmonics are clearly dominant with respect to the odd ones, due to the strong symmetry with respect to the equator, common to gas giants. However, this symmetry is not perfect, as the odd zonal harmonics are different from 0 (Iess et al. 2018). In Fig. 15 we plotted the gravitational field over Jupiter’s surface removing the main harmonics $J_2$, $J_4$, $J_6$ and $J_8$: the asymmetry with respect to the equator is clear from the different colors present in the south and north hemispheres. As represented in
Fig. 14: Estimated values of Jupiter’s zonal coefficients. Filled circles indicate negative values, while empty circles indicate positive values. From the black solid line, which represents the formal uncertainty of the parameters, we see that only zonal coefficients $J_\ell$ up to $\ell = 10$ are clearly determined. The dashed line is the formal uncertainty of the zonal parameters in the case we do not solve for random accelerations.

Although zonal harmonics approximate with great accuracy the gravitational field of Jupiter, they are not sufficient to have a perfect fit of the data. So far we found that the estimated value of the tesseral harmonics are statistically null (see Table 3), however, the fact that non-negligible signals remain in the Doppler data suggests that something lacks in the model. Random accelerations are an ad-hoc expedient to easily absorb signals at the closest approach, but they are not related to any physical effect. The signals we observe can be due to local longitudinal or time-varying features of the gravitational field of Jupiter, such as normal modes in the interior of the planet (see Durante et al. 2017). It is worth noting that the estimation of random accelerations have significant consequences in the OD, as they make the final formal uncertainty of the gravitational field increase (see Fig. 14).

Finally, results on tidal parameters up to degree 4 are presented in Table 4. In the same table, we reported their theoretical values computed by Wahl et al. (2016) assuming a static response of the tides raised by the Galilean satellites. We note that not all tidal parameters are estimated, as for some of them the theoretical value is null and small deviations would be hardly revealed. As already found by Durante et al. (2020), the estimated values of $k_{22}$ and $k_{42}$ are significantly different from their static values, giving a first hint of possible dynamical contribution due to interaction of the tidal perturbations with the interior of Jupiter (Wahl et al. 2020). It is worth noting that, in
Fig. 15: On the left, Jupiter’s gravitational field removing the contribution of the main harmonics ($J_2$, $J_4$, $J_6$ and $J_8$). We reported the field only in the latitude interval $[-25^\circ, 50^\circ]$, as its formal uncertainty grows up toward the polar regions and the signal-to-noise becomes smaller than 1 outside the considered interval. This is described by the plot on the right, where the black line is the 3-σ uncertainty of the gravitational field and the orange line is the signal due to the minor zonal harmonics. The red vertical line is set to 2 mGal.

In conclusion, we presented an analysis of the Juno radio-science data up to PJ17 carried out with the Orbit14 software. However, Juno performed several other perijoves and many others are planned in the extended mission. For the future experiments with a larger amount of data, some aspects need to be further investigated. First of all, it will be important to see if the remaining signals at the closest approaches will increase in magnitude and if random accelerations will be able to still absorb them or other models related to physical processes will be required (see Durante et al. 2017; Parisi et al. 2020). Moreover, the use of a satellite-dependent formulation of the tides on Jupiter will be essential to confirm possible deviations of the tidal parameters of Jupiter from their static values (see Notaro et al. 2019). Finally, as the time span covered by the mission increases, a linear evolution of the pole of Jupiter is not adequate anymore, but it will be necessary to integrate a complete model of the orientation of Jupiter and to include its polar moment of inertia to the list of the fit parameters (see Le Maistre et al. 2016). Orbit14 has been recently
Table 3: Estimated values and uncertainties of Jupiter’s tesseral coefficients of degree 2. All of them are statistically compatible with 0.

| C_{21} | S_{21} | C_{22} | S_{22} |
|--------|--------|--------|--------|
| 0      | 0      | 0      | 0      |
| 2.3 \times 10^{-10} | 8.2 \times 10^{-10} | 0.7 \times 10^{-10} | 5.0 \times 10^{-10} |
| 19.5 \times 10^{-10} | 15.9 \times 10^{-10} | 9.8 \times 10^{-10} | 9.8 \times 10^{-10} |

Table 4: Estimated values and uncertainties of Jupiter’s tidal parameters. In the second column, we reported the values presented in Wahl et al. (2016) which describe a static tidal response of Jupiter due to Io (response due to other satellites is almost equal, apart from k_{42}).

| Wahl et al. (2016) | estimated value | 3-σ uncertainty |
|---------------------|-----------------|------------------|
| k_{22}              | 0.590           | 0.559            |
| k_{31}              | 0.194           | 0.225            |
| k_{33}              | 0.244           | 0.297            |
| k_{42}              | 1.787           | 1.286            |
| k_{44}              | 0.139           | 0.166            |

improved to deal with all these aspects of the future investigation and an update of the Juno gravity experiment is expected to be published by the Juno team in due course.

6 BepiColombo MORE

BepiColombo is a joint ESA and JAXA mission for the exploration of Mercury (Benkhoff et al., 2010). The mission was launched in October 2018 and it is planned for orbit insertion around the planet in December 2025. It is composed by two spacecrafts, the Mercury Planetary Orbiter (MPO) and the Mercury Magnetospheric Orbiter (MMO), mounted on a common transfer module. At Mercury arrival, they will separate and move to two different orbits around the planet: the MPO altitude range is expected to vary between 400 and 1500 km, the MMO altitude ranges between 590 and 11639 km. The Mercury Orbiter Radio science Experiment (MORE) is one of the experiments on-board the MPO spacecraft, devised to enable a better understanding of the geodesy and geophysics of Mercury, on one side, and of fundamental physics, on the other (see, e.g., Milani et al. 2001, 2002; Iess et al. 2009). Thanks to full on-board and on-ground instrumentation capable to perform very precise tracking from the Earth (Iess and Boscagli, 2001). MORE will have the chance to determine with a very high accuracy the Mercury-centric orbit of the spacecraft and the heliocentric orbit of Mercury and the Earth. This will enable, in turn, to determine the gravitational field (gravimetry experiment) and the rotational state
Table 5: List of the solve-for parameters for BepiColombo divided according to the corresponding experiment.

(continuation)
dump maneuvers to maintain the desired attitude of the spacecraft. In terms of parameters estimation, it is then necessary to add calibration coefficients both for the accelerometer and the maneuvers into the fit.

For the simulations of the BepiColombo radio-science experiment, we assume that the radio tracking observables are affected only by random effects, with a nominal standard deviation of $\sigma_r = 30$ cm for the 2-way range at 300 s and $\sigma_{rr} = 3 \times 10^{-4}$ cm/s for the 2-way range-rate at 1000 s, as provided by the KaT. The end-to-end simulations have a nominal duration of 1 year, subdivided into arcs of about 1 day, and start on 14 March 2026, which is the day the MPO spacecraft reaches its science orbit. Further details concerning the gravimetry and rotation experiments can be found in Cicalò et al. (2016), Schettino and Tommei (2016) and Schettino et al. (2017), while an extensive analysis of the the relativity experiment is presented in Schettino and Tommei (2016) and Schettino et al. (2018). Moreover, a comprehensive review of the MORE experiment has been recently published in Iess et al. (2021).

In the end, the list of the parameters of interest for the three experiments of MORE (relativity, gravimetry, rotation) are the following:

- state vectors of Mercury and the Earth\(^6\) (12),
- post-Newtonian parameters: $\beta$, $\gamma$, $\eta$, $\alpha_1$, $\alpha_2$ (5),

\(^6\) Actually, we compute the state vector of the Earth-Moon barycenter (EMB).
– solar parameters: $J_{2\odot}$, $\mu_\odot$, $\zeta$ and $GS_\odot$ (4),
– harmonic gravitational coefficients of Mercury up to degree and order 25 (672),
– Love number of Mercury $k_2$ (1),
– pole direction of Mercury (2),
– main amplitudes of the libration in longitude of Mercury (2),
– state vector of the MPO spacecraft (local, 6 per arc),
– calibration coefficients for the accelerometer (local, 6 per arc),
– calibration coefficients for the dump maneuvers (local, 3 per maneuver per arc);

in the parentheses, we reported the total number of the parameters. For the sake of clarity, the solve-for parameters are summarized in Table 5.

All the parameters above can be determined simultaneously within a global least squares fit (see Sect. 2), adopting a constrained multiarc strategy (see Sect. 3.3). The complete process of simulation is performed in two steps. The first step consists in simulating the radio observables and the preliminary orbit of the spacecraft. In the second step, the simulated data are processed by the differential corrector, which performs the least squares fit (see Schettino and Tommei 2016 for further details). During the differential correction process, we make use of some assumptions. First of all, following the strategy described in Sect. 3.1, we set an apriori constraint on each solve-for parameter, given by the present knowledge of the parameter. In the case of the PN parameter $\gamma$, we set a more tight constraint\footnote{At present, the uncertainty by which the $\gamma$ parameter is equal to unity has been provided by the Cassini mission at $2.5 \times 10^{-5}$ level (Bertotti et al. 2003). The conservative limit we derived by simulations in Serra et al. 2018 can be set at $1 \times 10^{-5}$ level, which is adopted as the apriori constraint for the in-orbit simulations.} as the result of a set of simulations performed by the authors on the Superior Conjunction Experiment (SCE), which will be held during the cruise phase of BepiColombo from 2021 to 2024 (see Serra et al. 2018). Moreover, we adopt the following important assumption: we link all the PN parameters by the Nordtvedt equation (Nordtvedt, 1970)

$$\eta = 4(\beta - 1) - (\gamma - 1) - \alpha_1 - \frac{2}{3}\alpha_2,$$

which means that we are considering only metric theories of gravity. This constraint has been adopted since the initial conception of the relativity experiment and is motivated by the fact that $\beta$ and $J_{2\odot}$ are expected to show an almost 100% correlation, since their dynamical effect on the orbit of Mercury is comparable (see, e.g., Milani et al. 2002 for an extensive discussion of this symmetry in the case of the MORE relativity experiment). The addition of the constraint removes the degeneracy between $\beta$ and $J_{2\odot}$, but this result is, in turn, obtained at the cost of forcing an almost 100% correlation between $\beta$ and $\eta$.

The results of the MORE simulations have been already extensively described in a number of recent publications (see Schettino and Tommei 2016).
An interesting and remarkable point that we would like to stress here concerns the fact that, although the MORE experiment has been conceived and devised as a unique experiment, in practice, the relativity and the gravimetry-rotation experiments can be considered and performed as two independent experiments. As a matter of fact, the results of the two experiments turn out to be almost perfectly orthogonal. As a consequence, performing a global least squares fit or two separated fits with the same data does not change the results in terms of the covariance analysis.

This fact can be easily understood by looking at the correlations between pairs of parameters \( x_i \) and \( x_j \). Recalling the definition of correlation given in Eq. (16), the two boundary cases can be interpreted in the following way: if \( \text{corr}(x_i, x_j) = 1 \), the two parameters cannot be simultaneously determined within the same least squares fit, since they produce the same dynamical effect and the available data are not capable to discriminate the effect due to one parameter from that due to the other; on the contrary, if \( \text{corr}(x_i, x_j) = 0 \), the two parameters turn out to be totally independent one from the other, thus including one or both in the fit does not undermine the determination of either parameter. In the case of MORE, what happens is that the estimated parameters arrange along blocks: each parameter is correlated with the parameters within the same block, while it shows an almost null correlation with the parameters of the other blocks. In particular, the relativity parameters correlate only marginally with the gravimetry-rotation parameters: this fact allows to handle them as two separate experiments. A general plot of the correlations between the solve-for parameters can be seen in Fig. 16: the relativity and gravimetry-rotation blocks can be clearly identified.

To elucidate this behavior, we can make two remarks. First, gravimetry involves short period phenomena, mainly related with the orbital motion of the MPO around Mercury, whose period is about 2.3 hours. On the other side, relativistic phenomena take place over much longer time scales, of the order of months or years, thus they can be inferred mainly by studying the heliocentric motion of the Earth and Mercury. Secondly, if we compare the standard deviation of range and range-rate over the same integration time, according to Gaussian statistics, we find that \( \sigma_r / \sigma_{rr} \sim 10^5 \) s. As a consequence, range data are more accurate than range-rate when observing phenomena taking place over time scales longer than some days (as the phenomena of interest for the relativity experiment), while the opposite holds in the case of gravimetry.

6.2 An example: tests of alternative theories of gravity

The relativity experiment has been originally conceived as an opportunity to further confirm the validity of Einstein’s theory of General Relativity at the level of the solar system [Milani et al., 2002]. The majority of the solar system tests of gravitation can be set in the context of the slow-motion, weak field limit [Will, 2014], usually known as the post-Newtonian (PN) approximation.
| Parameter | Current knowledge | Sim. 1 | Sim. 2 | Sim. 3 |
|-----------|------------------|--------|--------|--------|
| $\beta$ | $1.8 \times 10^{-5}$ | $3.33 \times 10^{-5}$ | $4.36 \times 10^{-6}$ | $3.33 \times 10^{-5}$ |
| $\gamma$ | $2.3 \times 10^{-5}$ | $1.32 \times 10^{-6}$ | $1.32 \times 10^{-6}$ | $1.32 \times 10^{-6}$ |
| $\eta$ | $4.5 \times 10^{-4}$ | $1.34 \times 10^{-4}$ | $1.66 \times 10^{-5}$ | $1.34 \times 10^{-4}$ |
| $\alpha_1$ | $6.0 \times 10^{-6}$ | $1.16 \times 10^{-6}$ | $9.00 \times 10^{-7}$ | $1.16 \times 10^{-6}$ |
| $\alpha_2$ | $3.5 \times 10^{-5}$ | $1.88 \times 10^{-7}$ | $1.87 \times 10^{-7}$ | $1.87 \times 10^{-7}$ |
| $\mu_\odot$ | $8.0 \times 10^{15}$ | $1.08 \times 10^{14}$ | $8.08 \times 10^{13}$ | $1.08 \times 10^{14}$ |
| $J_2\odot$ | $2.2 \times 10^{-9}$ | $3.12 \times 10^{-9}$ | $9.35 \times 10^{-10}$ | $3.42 \times 10^{-9}$ |
| $\zeta$ | $4.3 \times 10^{-14}$ | $4.03 \times 10^{-14}$ | $3.69 \times 10^{-14}$ | $4.02 \times 10^{-14}$ |

Table 6: Comparison of the formal uncertainty of the PPN parameters $\beta, \gamma, \eta, \alpha_1, \alpha_2$ and related solar parameters $\mu_\odot, J_2\odot, \zeta$ in four cases: current knowledge (see Schettino et al. 2020 for the references), a simulation where all parameters where solved for and no constraints were used (Sim. 1), a simulation where all parameters except four of them were solved for (descoping) and no constraints were used (Sim. 2), a simulation where all parameters were solved for and some apriori constraints were used (Sim. 3; see Schettino et al. 2016 for the apriori constraints). The uncertainty of $\mu_\odot$ is in cm$^3$/s$^2$ and of $\zeta$ in y$^{-1}$.

In this limit, the space-time metric can be written as an expansion about the Minkowski metric in terms of dimensionless gravitational potentials. In particular, adopting the parameterized PN (PPN) formalism, it is possible to express each potential term in the metric by means of a given parameter, which measures a general property of the metric (see Table 2). The MORE relativity experiment originated from the idea of investigating the dependence of the equation of motion from the PN parameters. Indeed, by isolating the effects of each parameter on the motion, it is possible to constrain the parameters values within some accuracy threshold, testing the validity of relativistic predictions. The standard test consists in determining the Eddington parameters $\gamma$ and $\beta$ (both expected to be equal to 1 in General Relativity), the Nordtvedt parameter $\eta$ and the preferred-frame effects parameters $\alpha_1$ and $\alpha_2$ (expected to be all null in General Relativity).

While recently a number of criticalities has emerged, in particular concerning the estimate of $\beta$ and $\eta$ (De Marchi et al. 2016; De Marchi and Cascioli 2020), the unprecedented accuracy that will be achieved in determining the orbit of Mercury around the Sun unfolds the possibility to test and constrain parameters which do not appear in the standard relativistic theory. In particular, we studied the possibility of testing alternative theories of gravity including a detectable space-time torsion, which is expected to vanish in General Relativity. All the details have been extensively described in Schettino et al. (2020), following the theoretical analysis given by March et al. (2011).

The same kind of analysis can be potentially applied to different alternative theories of gravity. Indeed, the basic idea is to suitably express the relativistic effect we want to test in a PPN framework, defining one or more parameters to describe the effect on the metric in the same way of PN parameters. In the case
Fig. 17: Ordered eigenvalues of the global normal matrix in the case of a full MORE relativity experiment simulation. The global normal matrix has dimension 20x20, corresponding to solving for 6 initial conditions of EMB, 6 initial conditions of Mercury, 8 relativity and solar parameters.

of space-time torsion, we included 3 independent torsion parameters (called $t_1$, $t_2$, $t_3$) in the solve-for list, assuming a nominal first-guess value equal to zero (as in General Relativity). Then, we estimated the torsion parameters in the global least squares fit together with the other relativity parameters and we checked: (1) if the torsion parameters can be determined and at which level of accuracy; (2) if the torsion parameters show a significant correlation with the other relativity parameters. In the case of high correlation, a general worsening of the solution is expected: more precisely, a deterioration of the formal uncertainty of the correlated parameters. In general, the addition of a new parameter in the solve-for list must be evaluated by considering the trade-off between the advantage to test additional dynamical effects and the possible worsening of the solution, which needs to be restrained. With the same kind of approach, in the near future we plan to test if other alternative theories of gravitation could be constrained, at the solar system level and within a PPN framework, by means of the MORE relativity experiment.

6.3 Approximate rank deficiency in the MORE experiment

Ever since the first simulations were performed, the MORE experiment has been believed to be affected by an approximate rank deficiency of order 4 (Milani et al. 2002; Schettino et al. 2016). This means that the normal matrix of the fit $C$ is ill-conditioned and has, at least, four eigenvalues close to zero, resulting in a very degraded solution (see Sect. 3.2). As a matter of fact, the formal uncertainty of the PPN parameters, which we discussed in the previous
section, are smaller, even by orders of magnitude, when we eliminate four parameters from the fit (descoping). This seems to show that these parameters are specially affected by the approximate rank deficiency (Table 6, compare columns 3 and 4).

The approximate symmetries that were identified to be responsible for the approximate rank deficiencies are approximate versions of the exact symmetries described in Sect. 3.2, namely the rotational and the scaling symmetry. In all the simulations carried out so far, we adopted the common techniques used to cure rank deficiencies. In Schettino and Tommei (2016), for instance, the authors opted for descoping (four parameters were eliminated by the fit, namely the three coordinates of the EMB velocity and one coordinate of the EMB position), whereas, in Schettino et al. (2016), the authors introduced a set of apriori constraints, i.e., some mathematical relations among the solve-for parameters, aiming to inhibit the effect of the approximate symmetries. The presence of such constraints, though, does not seem to improve the uncertainty of the PPN parameters (Table 6, compare columns 3 and 5).

The presence of an approximate rank deficiency of order 4 should reflect into the presence of 4 small (in some sense to be clarified) eigenvalues of the normal matrix. However, by performing a spectral analysis of such matrix, no evidence of small eigenvalues can be found (Fig. 17).

Therefore, in order to investigate the issue of the presence of the approximate rank deficiencies in the MORE experiment in a more quantitativ way, we started by simulating a simplified experiment, in which we are sure of the presence of exact symmetries. The set-up is the following: Mercury and the Earth (no Moon) as point masses orbiting the solar system barycenter, and a spacecraft orbiting Mercury in a keplerian orbit. Since the relativity experiment relies mainly on range data, in this basic setup we include only them in the fit. The solve-for parameters are the initial conditions of the Earth, Mercury and the spacecraft. In such configuration, we calculate the eigenvalues of the normal matrix and find that there are indeed three eigenvalues much smaller than $10^{-16}$, the machine precision (see Fig. 18). From the spectral analysis there is no evidence of a fourth symmetry. As a matter of fact, the scaling symmetry should only be present if the observables are angles, which is not the case of BepiColombo, where we consider relative distances and velocities.

In order to understand whether the order-3 symmetry breaks into an approximate one, we modified the basic setup described above by introducing three different perturbations, which in our software are computed through the call of external ephemerides and therefore are not affected by the action of the symmetry group. We introduce these effects one at the time, so as to evaluate their impact on the symmetry separately. The three effects that we selected are: Earth’s rotation, which changes the position of the antenna; the presence of the Moon, which influences the orbit of the Earth-Moon barycenter;

---

8 In these simulations we did not solve for the parameter $G_{S\odot}$, as it was not originally included in our experiments. In this way, the comparison of the parameters’ uncertainties in the table and the ones presented in previous papers is more straightforward.
Fig. 18: On the left, ordered eigenvalues of the normal matrix in the case of the basic setup of our toy-model (see the text for the detailed description). On the right, comparison of the smallest three eigenvalues in the case we take into account also the rotation of the Earth (setup 2), the perturbation of the Moon (setup 3) or the perturbation of planets (setup 4).

the gravitational attraction of the other planets, which influence the orbits of Mercury and the EMB.

In Fig. 18, we reported the three smallest eigenvalues of the normal matrices obtained with the different setups introduced above. The most significant impact on the magnitude of the eigenvalues is given by the Earth’s rotation: the smallest eigenvalues in this case is about $10^{-13}$. This might be due to the fact that among the tested effects, the rotation of our planet is the one with the shortest period. On the contrary, the gravitational attraction of the other planets does not change much the eigenvalues: the largest of the three smallest eigenvalues is well below the $10^{-16}$ limit.

In conclusion, we can say that the MORE experiment surely is not characterized by a scaling symmetry, neither exact nor approximate. Moreover, the effect of Earth’s rotation seems to destroy completely the rotation symmetry, which does not even seem to be present in an approximate form. If there are no evident approximate rank deficiencies, it follows that there is no other way to improve the formal uncertainties of the PPN parameters than by changing the experiment, or by adding more observations. This option is currently being studied and was discussed in De Marchi and Cascioli (2020).

7 Conclusion

In this paper, we presented the mathematical methods for performing radio-science experiments. First, we described the basic theory of OD, then we passed to more advanced tools necessary for dealing with interplanetary missions. The extraordinary accuracy of the data requires models increasingly sophisticated,
both for the observations and the dynamical equations. All the elements described in the article have been implemented in the precise OD software Orbit14. The development of the code has taken several years and it is still going on, as the processing of real data always places new challenges and prompts to investigate new dynamical effects. Having full access to the source code, we can directly update the program according to the increasingly demanding requirements of the experiments. In this way, apart from managing to align the performances of Orbit14 with those of fully-tested and versatile OD software products, such as MONTE by JPL/NASA, we are able to carry out independent and innovative analyses.

In Sect. 5, we showed that the code has succeeded in dealing with real data from a space mission. In particular, since 2016, the CMG of Pisa is processing the radio-science data of the NASA Juno mission using Orbit14. Serra et al. (2019b) presented a detailed analysis of OD experiments with the Doppler data from the first Juno gravity perijoves. In this article, we presented the results of OD experiments with the data from the first half of the mission, as previously done by Durante et al. (2020). We found the same features for the gravitational and tidal field of Jupiter, showing further details of the Juno gravity experiment. We demonstrated that Orbit14 is able to provide an independent estimation of the dynamical parameters of Jupiter, working in parallel with other research groups which employ the NASA OD software MONTE (Iess et al., 2018; Parisi et al., 2020).

In Sect. 6, we presented the ongoing study of the ESA/JAXA BepiColombo mission. The spacecraft will arrive at Mercury only at the end of 2025, so that several studies and simulations are being carried out in order to support the future interpretation of the radio-science data. As we have already described, the MORE experiment is twofold: gravimetry and rotation experiments focus on the investigation of the interior of the planet, while the relativity experiment provides a new test to study fundamental physics. Orbit14 has been developed to deal with both of them, as showed in Cicalò et al. (2016). Moreover, the software capitalized on previous works devoted to the cure of the rank deficiencies arising in the mission geometric configuration and to the improvement of the classic multi-arc strategy (Milani et al., 2002; Alessi et al., 2012). Recently, the CMG of Pisa has further focused on the relativity experiment, investigating the testing of alternative theories of the gravitation, such as torsion theories (Schettino et al., 2020).

For the next future, as Juno continues its mission around Jupiter, the processing of its radio-science data goes on. The bigger amount of observations allows to estimate a larger set of parameters of interest, but it implies also further difficulties, as the multi-arc fit of tens of perijoves reveals details of the dynamics that require careful investigations. BepiColombo, instead, is just at the beginning of its mission and many years separate the spacecraft from its insertion in orbit around Mercury. However, in March 2021, the mission executed its first superior-solar conjunction, providing the possibility to perform a first test of the General Relativity.
Although Orbit14 has been developed with the aim to support the BepiColombo and Juno missions, through the years it has acquired a large and general basis, making the software suited also for future space missions. Lari and Milani (2019) showed that, with some efforts, it is possible to employ Orbit14 for missions with very different setups, such as the JUICE mission, which is going to perform multiple fly-bys of the Galilean satellites of Jupiter. Therefore, in the next years, we expect to further develop the code and use it in new challenging space missions.
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