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Featured Application: The proposed data quality metric and visualization is applicable to sets of independent, numeric variables, which are provided as input variables for regression models. The metric measures a task-dependent aspect of data quality requiring an assessment by experts of the data mining task. In this paper, condition monitoring of control valves is used as running example.

Abstract: The so-called ‘Industrie 4.0’ provides high potential for data-driven methods in automated production systems. However, sensor and actuator data gathered during normal operation of the system is often limited to a narrow range of single, specific operating points. This limitation also restricts the significance of condition-based maintenance models, which are trained to the narrow data. In order to reveal the structure of such multi-dimensional data sets and detect deficiencies, this paper derives a data quality metric and visualization. The metric observes the feature space and evaluates the completeness of data. In the best case, the observations utilize the whole feature space, meaning all different combinations of the variables are present in the data. Low metric values indicate missing combinations, reducing the representativeness of the data. In this way, appropriate countermeasures can be taken if relevant data is missing. For evaluation, a data set of an industrial test bed for condition monitoring of control valves is used. It is shown that the state-of-the-art metrics and visualizations cannot detect deficiencies of completeness in multi-dimensional data sets. In contrast, the proposed heat map enables the expert to locate limitations in multi-dimensional data sets.
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1. Introduction

The so-called ‘Industrie 4.0’ provides high potential for data-driven methods in automated Production Systems (aPSs). The gathered sensor and actuator data can be used to model the dependencies of an aPS through machine learning algorithms. The concept of condition monitoring utilized these models to monitor the aPS and detect deviations from normal behavior. In this way, equipment’s defects and faults are being identified early and actions can be taken to avoid unplanned shutdowns (condition-based maintenance). This strategy will increase the availability and the overall equipment effectiveness (OEE) of the aPS.

The control valves of huge plants in the process industry are of particular interest for data-driven condition monitoring since the valve’s internal state cannot be observed easily from the outside. Furthermore, faults of control valves are critical and often lead to unplanned shutdowns of whole plant sections. Therefore, control valves in process plants are removed and opened for inspection in yearly revisions [1]. This procedure is
time- and labor-intensive, leading to high costs. Consequently, condition-based monitoring provides the potential to save resources and money by maintaining control valves only when required. One approach to detect faults in control valves has been introduced by Weiß et al., 2019 [2].

Based on data of stroke, pressure (before the valve) and pressure difference (before and after the valve) a prediction model for the valve’s flow is trained. Deviations between predicted and measured flow indicate defects of the valve. In particular, degradation due to corrosion or cavitation as well as contamination due to chemical reactions of the valve’s surface and the medium passing the valve are considered. The approach is a so-called hybrid approach providing a data-driven model of the valve behavior for model-based fault detection [3]. Hybrid approaches are most promising [4] since they combine the available knowledge regarding the input and output parameters of the system and the available sensor and actuator data to model the details of the system dependencies. However, the accuracy of such approaches is highly dependent on the quality of available training data. The term data quality refers to the characteristics of the data influencing the usefulness of it. The term ‘fitness for use’ is also used to describe data quality [5]. In general, quality is defined by ‘the degree to which a set of inherent characteristics of an object fulfills requirements’ [6].

Regarding data quality in aPS for model-based data-driven condition monitoring, it is required that the data can represent all characteristics of the considered dependencies of the sensor and actuator data to model the behavior of the aPS. However, overlaying closed-loop control cycles induce dependencies to the sensor and actuator data of aPSs that do not represent any physical behavior. Furthermore, the data is influenced by the humans’ routines operating the machines at specific operating points or performing specific recipes to receive a particular product. Consequently, the data is often limited to specific value ranges, even though the number of observations is huge.

In control valves, the operating point is often set at a stroke between 70% and 85%. Therefore, industrial data often contains many observations within this value range and less to no observations in other ranges. The histogram of the valve’s stroke in Figure 1a reveals two operating points with many observations, but no observations with a stroke smaller than 60%. In the considered timeframe of 3 weeks of normal operation in an industrial process plant, the valve was never fully closed (stroke 0%). Training a condition-monitoring model that covers the whole scope of function of a control valve (fully closed to fully opened) is not possible based on the available, incomplete data. The data does not fulfill the requirements to train an effective condition-monitoring model. Therefore, data quality is low. When considering a multi-dimensional feature space, e.g., stroke and pressure, the limitations to specific combinations of these variables further impair data quality.

The feature space describes the multi-dimensional space between the considered variables. In two-dimensional considerations, a scatter plot can visualize the feature space. The scatter plot in Figure 1b reveals that the observations for a pressure between 18 and 19 bar occur with different values of stroke (marked with a gray box). However, higher values for pressure, which might also occur during production, are underrepresented or almost not existing in the data set. The completeness of the available data set is low, since the combinations of the variables are limited to a narrow range and the feature space is not fully utilized. Consequently, the data quality is low.
Figure 1. Data of a control valve in a timeframe of 3 weeks of normal operation in an industrial process plant (a) histogram of stroke and (b) scatter plot of stroke and pressure.

Besides the issue of an incomplete data set, the available data reveals an imbalanced distribution. Some areas of the feature space contain many observations, while other areas only contain few observations (cf. density in Figure 1b). This unbalance raises problems in the training of data-driven models. The imbalanced distribution of the data may bias the training to more frequently occurring observations [7]. Several works have shown the effects of incomplete or unbalanced data on data-driven applications, e.g., Blake and Mangiameli 2011 [8] reveal a decreased classification result with decreasing completeness and Parssian 2006 [9] shows the impact of inaccurate and incomplete data on query results. In the specific example of condition monitoring of control valve (cf. Figure 1), a data-driven prediction model for the valve’s flow cannot achieve accurate results for a stroke of, e.g., 75% and a pressure of 20 bar. Inaccurate results of the data-driven model may cause wrong decision making though. Inaccurate results may raise a maintenance alarm initiating maintenance actions unnecessarily. For this reason, it is necessary to observe and examine in detail the completeness and balance of the training data set. In particular, in multi-dimensional data sets, a simple evaluation based on histograms or scatter plots is impossible. A metric is required to assess data quality and a visualization is demanded [10], allowing for an evaluation by experts of the aPS. This expert evaluation is inevitable since incomplete and unbalanced data sets do not necessarily impair the data’s utility. Particular combinations of variable values might not be feasible physically, so that missing data in this area of the feature space does not affect the quality of the data-driven prediction model. The pressure difference before and after the valve, for example, cannot be higher than the absolute pressure before the valve. The feature space will be empty for $\Delta p > p$. However, the quality of the data is not impaired.

The paper’s main contribution consists of three aspects: First, a data quality attribute describing the completeness and balance of the feature space in multi-dimensional data sets, namely the data set completeness, is defined. This includes the discussion of the different interpretations and measures of completeness in literature. Second, a metric is introduced measuring the data set completeness. Since this data quality dimension is dependent on the use case and the experts’ evaluation, a visualization is further proposed supporting experts in assessing the quality of their data. As a running example and for evaluation, the introduced condition monitoring use case is considered. However, the metric and visualization are applicable to every set of independent, numeric variables, which are provided as input variables for regression models.

The remainder of the paper is as follows: In Section 2, the background of data quality and condition-based maintenance is given. In Section 3, related work in the field of data quality, in particular for completeness, is discussed. Exploring the attributes of completeness in the literature reveals the gap for a metric for data set completeness. In order to fill this gap, a metric and visualization are introduced in Section 4. The evaluation
is carried out based on a data set for condition monitoring of control valves. This data set is introduced in Section 5, including descriptive statistics and a random forest regression model for condition monitoring. Manipulations of this data set are used to reveal the significance of data set completeness and its impact on model accuracy. Therefore, the different data sets are compared based on common descriptive statistics in Section 5.1 and the introduced metric and visualization in Section 5.2. It is shown that the introduced metric and visualization can detect incomplete and unbalanced data in multi-dimensional data sets while common statistics fail to indicate this. The random forest regression results of the different data sets are given in Section 5.3, showing the impact of data set completeness on model accuracy. Finally, a critical discussion of the metric is performed in Section 6 and a conclusion and outlook are given in Section 7.

2. Definitions and Background

The following subsections introduce the field of data quality and condition-based maintenance. Basic concepts and definitions are given providing the basis for this paper.

2.1. Data Quality

Data quality is described in a variety of dimensions [11], e.g., accuracy, completeness or consistency. Each of these dimensions require a different set of tools, metrics and visualizations to assess the data quality [12]. However, a clear specification of a set of distinct quality dimensions and indicators does not exist [13]. Not only the assessment but also the awareness of the challenges is prevented without the specification of data quality dimensions and attributes [14]. A deficiency in data quality is the mismatch between the real system and its data-driven representation [11]. A mismatch is not only induced by incorrect data of the representation but also by incomplete data. Much research has already classified the different data quality dimensions to construct a framework for data quality assessment [15]. However, defining the dimensions in detail and identifying appropriate metrics to assess data quality still is challenging [16] due to the variety of data and use cases.

Several researchers proposed a process for data quality assessment. On the highest level of abstraction, the process is divided into the two phases: Assessment and Improvement [17], while the first phase is divided into the three steps Define, Measure and Analyze [18] (cf. Figure 2). In the first step, the relevant quality dimensions and attributes/elements as well as indicators/metrics are defined in a so-called quality model [19]. Thereby, each dimension can be described by a variety of attributes and the attributes again can be represented by a variety of indicators. Particular attention has to be given to the fact, that the dimensions interact [20]. Interdependencies have to be identified and taken into account in the data quality assessment process. Furthermore, the targets are defined in order to provide a basis for comparison. This step is use case and domain specific and requires respective expert knowledge.

In Measure, the defined quality model is applied on the data. In order to do so, the data is collected from the different data sources, is cleaned and transformed and finally stored into a database. Each data object of the database can be investigated separately or in combination with several other data objects [21]. To measure the structure and characteristics of the data, several methods/techniques including statistical analysis or machine learning algorithms are available. Correlation analysis for example can be used to model the dependencies between sensor signals and thus to identify data value inconsistencies. A report summarizes the results of this step, giving an overview of the data and their structure based on the indicators.
In Analyze, the results are interpreted in order to assess the quality of the data and identify discrepancies to the targets. For this, visualizations should be used to support the decision-making by the experts. In order to plan appropriate actions to increase the data quality, the causes of errors have to be found. Based on this, the improvement of data quality is achieved. Appropriate actions have to be taken, which follow two different strategies. On the one hand, the collected data itself can be corrected or enriched (data-driven strategy). Missing data for example can be replaced. Different approaches are proposed, e.g., a framework for a semantic reasoning engine [22], to correct and enrich data automatically. On the other hand, the mechanisms of the data processing leading to deficiencies in data quality can be eliminated (process-driven strategy). Using different sensors or changing the communication protocol could improve the data gathering process and therefore increase data value consistency.

In this paper, the step Define is focused. The related work in Section 3 discuss the dimension completeness and the attributes and metrics which are introduced by the literature. It is shown that the attribute of data set completeness is not yet covered and that a metric is missing. Further steps of the data quality assessment process such as the improvement of the data quality is not the focus of this paper.

2.2. Condition-Based Maintenance

Condition monitoring of control valves is used as running example to illustrate the need for a data quality metric measuring data set completeness. In order to give some background, the following paragraphs introduce the concept of condition-based maintenance and discuss different approaches.

Maintenance describe all actions that are taken to retain or restore the function of a component, device or system [23]. Different strategies can be pursued to achieve this goal. Condition-based maintenance replaces other maintenance strategies as corrective and time-based preventive maintenance. While latter performs maintenance measures after the breakdown of an equipment or preventively in advance to any deterioration, condition-based maintenance aims at taking action situation- and needs-based [23]. As a prerequisite, the condition of the equipment needs to be monitored. In order to do so, diagnostics and prognostics are the key elements [24]. Detecting faults of an equipment (fault detection), identifying the source of the fault (fault isolation) and specifying the severity of fault (fault identification) are included in diagnostics. In contrast, prognostics aims at predicting the
occurrence of faults or the remaining useful life. Based on the diagnostics and prognostics, measures to retain or restore the function of the monitored component can be taken.

Different approaches can perform diagnosis. They can be differentiated into model-based and model-free approaches (cf. Figure 3). Model-based approaches depend on the development of models describing the input and output dependencies of the monitored equipment [25]. The difference between the modeled and the actual output indicates the condition of the system. Physical modeling ① aims to provide physical models in the form of mathematical equations. This requires expert knowledge, which is difficult in highly complex systems. Besides, model-free approaches can be differentiated into signal-based ② and data-driven. Signal-based approaches do not model the input and output dependencies, but analyze the signal characteristics in order to detect faulty behavior. Limit checking or trend analysis are simple examples. Moreover, a variety of further characteristics, also in frequency-domain, is available to check for unfavorable behavior of the signals.

![Figure 3. Elements of condition monitoring and classification of fault diagnosis approaches.](image)

In contrast to model-based and signal-based approaches, data-driven approaches aim at identifying features for fault diagnosis based on historic data and ML algorithms without expert knowledge. Therefore, data-driven approaches are also referred to as empirical approaches [26]. The machine learning algorithms for fault diagnosis can be differentiated further into classification ③ and novelty detection methods ④. Based on the sensor and actuator data the algorithm classifies different faults or distinguishes between normal and abnormal behavior without knowing the specific fault types, respectively. A disadvantage of these approaches is the requirement of well-sampled massive data. Hybrid approaches aims at combining model-based and model-free approaches to utilize the advantages of both.

Data-driven modeling ⑤ describes the modeling of the input-output-relations based on historic data. The complex physical dependencies can be learned based on sensor and actuator data instead of being modeled by human experts based on physical characteristics. This facilitates model-based condition monitoring significantly. Furthermore, the complexity of the data-driven model is reduced by using the available expert knowledge regarding input features.

This paper takes a data-driven modelling approach ⑤ to monitor the condition of control valves. This combines the advantages of model-based and model-free approaches. However, it is still required, that a well-sample training data set is available. Learning the dependencies of the input and output signals demands a training data set, which includes a variety of different input combinations. In other words, the feature space needs to be well utilized. To measure this, a metric and visualization is introduced in this paper.
3. Related Work in the Area of the Data Quality Dimension Completeness

Completeness is one data quality dimension. It is mentioned as one of the most affecting quality dimensions besides accuracy, timeliness and consistency [27]. Completeness is defined as ‘the extent to which data are sufficient in breadth, depth, and scope for the task at hand’ [15]. This definition reveals already three different aspects of the dimension, namely the breadth, depth and scope. These aspects are data quality attributes representing different viewpoints of the dimension [11]. In order to structure the related work on completeness and to identify the research gap, the attributes introduced in the literature are classified into two categories and four levels.

The category divides the attributes into task-independent and task-dependent. Task-independent attributes are assessed without knowledge about the context of the data mining task. In contrast, task-dependent attributes consider the constraints and requirements of the use case [16]. Consequently, the former can be applied regardless of their usage. In contrast, the latter demands experts’ input in the form of their expectations to assess whether the data is useful for the task at hand or not. Thereby, the user’s constraints and requirements can address expectations on the amount of data as well as the content itself. Other literature refers to these categories as context-independent/context-dependent [28], intrinsic/contextual [15] or internal/external [11].

The four different levels of the classification refer to the data hierarchy (cf. Figure 4). On the lowest level, data quality is evaluated on field/item level [29,30]. One data item refers to a single value of the data set. Furthermore, data is evaluated on variable and record level [29,30], considering one column or one row of the data set, respectively. On the highest level, the schema is the subject of the analysis [13]. The schema specifies the data set structure, given the number of variables and defining the variables’ names and data types.

Based on these categories and levels, research on completeness is classified in Table 1. Besides the level and category, the proposed name of the attribute is given, and it is indicated whether the considerations are based on sensor and actuator data or other data. Latter is an interesting aspect reflecting the trend of addressing data quality in distinct sectors or application areas [31]. Furthermore, the column F.5 of Table 1 link the attributes to the respective example in Figure 5, which is a fictitious data set of stroke and pressure. This should support the theoretical description of the task-independent attributes by applying the respective metrics to a simple example.
### Table 1. Classification of the state-of-the-art research in completeness.

#### Literature, Which Introduces Completeness Qualitatively

| Author                  | Name of the Attribute | Level | Cat. | S | E5 |
|-------------------------|-----------------------|-------|------|--|----|
| Redman 1996 [29]        | Attribute Comple.     | X     | Indep.|  | 0  |
|                         | Entity Comple.        | X     | Indep.|  | 0  |
| Ballou & Pazer 1985 [32]| Compl.                | X     | Indep.|  | -  |
| Wang & Wang 1996 [11]   | Compl.                | X X X | Dep.  |  | 0  |
| Wang & Strong 1996 [15] | Compl.                | X X X | Dep.  |  | -  |

#### Literature, Which Introduces Metrics for Completeness

| Author                  | Name Attribute        | Level | Cat. | S | E5 |
|-------------------------|-----------------------|-------|------|--|----|
| Naumann et al. 2004 [33]| Coverage              | X     | Indep.| - | (1) |
| Scannapieco & Batini 2004 [34]| Value Comple. | X     | Indep.| - | (1) |
| Shankaranarayanan & Cai 2006 [28]| Compl. of Raw Data Element | X     | Indep.| - | (1) |
| Even & Shankaranarayanan 2007 [30]| Data Item Comple. | X     | Indep.| - | (1) |
| Sicari et al. 2014 [35]  | Compl.                | X     | Indep.| - | (1) |
|                         | Column Comple.        | X     | Indep.| - | (2) |
| Pipino et al. 2002 [16] | Population Comple.    | X     | Indep.| - | -  |
|                         | Structural Comple.    | X     | Indep.| - | (2) |
| Ballou & Pazer 2003 [36]| Content Comple.       | X     | Indep.| - | -  |
| Naumann et al. 2004 [33]| Density               | X     | Indep.| - | -  |
|                         | Compl.                | X     | Indep.| - | -  |
| Scannapieco & Batini 2004 [34]| Weak Attribute Comple.| X     | Indep.| - | (2) |
|                         | Strong Attribute Comple.| X     | Indep.| - | -  |
|                         | Weak Relation Comple. | X     | Indep.| - | -  |
|                         | Strong Relation Comple.| X     | Indep.| - | -  |
| Shankaranarayanan & Cai 2006 [28]| Compl. of Info. Product Component | X     | Indep.| - | (2) |
|                         | Perceived Comple.     | X     | Indep.| - | -  |
| ISO/IEC 25,024:2015 [37]| Attribute Comple.     | X     | Indep.| - | (2) |
|                         | Data Value Comple.    | X     | Indep.| - | -  |
| Karkouch et al. 2016 [38]| Compl.                | X     | Indep.| X | (3) |
| Klein & Lehner 2009 [39]| Compl.                | X     | Indep.| X | (3) |
| ISO/IEC 25,024:2015 [37]| Weak Tuple Comple.    | X     | Indep.| - | (4) |
|                         | Strong Tuple Comple.  | X     | Indep.| - | (4) |
|                         | Record Comple.        | X     | Indep.| - | (4) |
| ISO/IEC 25,024:2015 [37]| Data File Comple.     | X     | Indep.| - | (5) |
|                         | Empty Records in a Data File | X | Indep.| - | (5) |
| Pipino et al. 2002 [16] | Schema Comple.        | X     | Indep.| - | -  |
| ISO/IEC 25,024:2015 [37]| Conceptual Data Model Comple.| X | Indep.| - | -  |
|                         | Conceptual Data Model Attribute Comple.| X | Indep.| - | -  |
| Weiß & Vogel-Heuser     | Data Set Comple.      | X     | Indep.| - | -  |

*Level: I = item, V = variable, R = record, S = schema, Cat. = category: Indep. = task-independent, Dep. = task-dependent. S: X = sensor and actuator data, ○ = no specific data mentioned; - = other data, e.g., business data. E5 = Figure 5.*

It is revealed that the state-of-the-art literature introduces many attributes of completeness considering the different levels and categories. The initial research in data quality focuses on describing data quality dimensions qualitatively without proposing metrics. Redman 1996 identified two different attributes for completeness [29]. The so-called Attribute Completeness is task-independent and evaluates the completeness of the single items regardless of the use case. Data sets with single missing values are not complete. In contrast, the Entity Completeness considers whether all possible values of a variable are included in the data or not. This requires prior knowledge of the expected values (task-dependent). The variable stroke from the example in Figure 1 is not complete, since the values ‘fully closed’ (stroke = 0%) and ‘fully opened’ (stroke = 100%) are missing in the data. For Ballou and Pazer, a variable is complete, if all items are available [32].
In contrast, Wand and Wang, as well as Wang and Strong, describe completeness in a broader sense [11,15]. Completeness considers the “breadth, depth and scope of information contained in the data” [15]. It is concerned about “data combinations rather than just null values” [11]. Based on these qualitative fundamentals, much research appeared in recent years introducing metrics for completeness. To discuss and illustrate the application of the proposed metrics, the use case of condition monitoring of control valves and their sensor and actuator data is used as an example.

**Item level:**

- Task-independent: Several authors introduced an attribute concerning the task-independent completeness on item level, e.g., Value Completeness [34] or Data Item Completeness [30]. Besides their different names, the calculation of the metric is the same. The number of empty items (null values) in a data set is divided by the whole sum of items in the data set [28,30,33–35]. Sporadic missing values of sensors caused by, e.g., unstable wireless connection or sensor device outages such as limited battery life or environmental interferences [40], impact this completeness. The example (1) in Figure 5 shows task-independent completeness on item level of 0.79 (3 items out of 14 are NULL).

- Task-dependent: No attribute is introduced. One specific item is either existing or not. It is not reasonable to evaluate task-dependent completeness on single items.

**Variable level:**

- Task-independent: The task-independent attribute on variable level considers the empty items of one variable in relation to the number of available records [16,28,33,34,36,37]. The example (2) in Figure 5 illustrate this attribute which is called, among others, Column Completeness [16], Structural Completeness [36] or Attribute Completeness [37]. Even though several different names are introduced over time, the basic concept and the calculation is similar. However, Scannapieco and Batini 2004 further differentiate in a weak and a strong metric [34]. In contrast to the weak completeness (example (2) in Figure 5), the strong completeness is either 0 or 1 (0 for missing values in a variable and 1 for a complete variable). In Figure 5, the Strong Attribute Completeness is 0 for each variable. For sensor data, a window is defined, calculating the completeness value subsequently [38,39]. Based on a window of one minute, example (3) in Figure 5 reveals task-independent completeness on variable level of 0.67 for stroke and 0.83 for pressure in the first minute.

---

**Figure 5.** Fictitious data set to illustrate the state-of-the-art metrics for the task-independent attributes on item, variable and record level.
• Task-dependent: For this attribute, the expectations concerning the values or the amount of data are considered, respectively [16,28,34,36,37]. Most metrics observe whether all expected values of a variable are included in the data or not. If the valve’s stroke, which can vary from fully closed (stroke = 0%) to fully opened (stroke = 100%), only contains values between 60% and 90%, task-dependent completeness on variable level, e.g., Population Completeness [16] or Weak Relation Completeness [34], is reduced. The strong relation completeness [34] is 0 in this case. In contrast, the Content Completeness [36] refers to the precision of the data. If data does not contain as much information as required, e.g., only one decimal digit instead of the required three decimal digits, the completeness is reduced. Beside the metrics concerning the values of the variables, also metrics evaluating the amount of data of each variable is reasonable. The completeness concerning the amount of data is reduced if the valve’s stroke is gathered for 2 h even though the use case requires 3 h.

Record Level:

• Task-independent: Two different viewpoints are introduced for the record level. The first viewpoint considers and assess each record individually. This completeness is calculated based on the empty items in one record in relation to the number of variables. The record \( t_6 \) (example (4) in Figure 5) has a Weak Tuple Completeness [34] and Record Completeness [37] of 0.5 since one of the two sensor signals is missing. The strong tuple completeness [34] evaluates the completeness of the record \( t_6 \) as 0, since it is not complete. The second viewpoint observes how many records with missing values are contained in the data set [37]. In Figure 5, the Empty Records in a Data File [37] is 0.57 (5).

• Task-dependent: On record level, only one task-dependent attribute is introduced [37] concerning the amount of data rather than the content. The quotient of number of records within a data set and expected number of records describes the Data FileCompleteness [37]. Like the variable level, this completeness is reduced if the entire data set contains data of 2 h even though 3 h are required. A consideration regarding a metric to assess task-dependent completeness on record level concerning the content is not introduced yet. It is not evaluated if the records show all the combinations of values that are expected.

Schema level:

• Task-independent: No attribute is introduced since it is not reasonable. If the schema is complete and contains all the relevant variables, can only be evaluated based on the expectations of the use case.

• Task-dependent: This attribute is evaluated based on the comparison of available and expected variables. If the condition monitoring of control valves requires a sensor for vibration, a data set containing only stroke, pressure and pressure difference is not complete. Consequently, the Schema completeness [16] and Conceptual Data Model Completeness [37] is reduced. Furthermore, the Conceptual Data Model Attribute Completeness [37] considers the format of the variables. If vibration is measured with a vibration velocity transducer providing values in mm/s; however, the values of an accelerometer in m·s\(^{-2}\) is required and the completeness is reduced.

These metrics cover a wide range of attributes for completeness. Besides the literature defining metrics for completeness, further research is performed using and evaluating the introduced metrics for sensor and actuator data. For example, Otalvora et al., 2016 [41] use task-independent record completeness to assess the data quality of sensor data from drilling rigs. However, on record level, the task-dependent attribute is limited to concerns regarding the amount of data. The content, in particular the combinations of variable values in the records, is not considered even though Wand and Wang 1996 [11] already observed that completeness is a question of “data combinations rather than just [...] null values” [11]. On variable level, it is observed whether all possible values are covered by
the data. The stroke of control valves should contain values from fully closed (stroke = 0%) to fully opened (stroke = 100%).

However, none of the introduced completeness metrics is concerned whether the stroke values appear with different combinations of the other variables, e.g., pressure. The task-dependent completeness on record level still is a research gap. Closing the gap, this paper introduces the concept of data set completeness. Data set completeness examines the combinations of variables in a multi-dimensional data set of sensor and actuator data. The proposed metric for data set completeness indicates whether the data set is complete and balanced regarding the different combinations of variable values. The utilization of the feature space is described by the data set completeness.

The paper hypothesizes that the data set completeness metric and its visualization reveal the structure of a multi-dimensional data set in more detail than other commonly used statistics and visualizations in data preparation. Furthermore, it will be shown that a reduction of data set completeness harms model accuracy of data-driven models for condition-based maintenance. Thereby, model accuracy is measured by the coefficient of determination $R^2$ and the root mean squared error (RMSE) of the prediction model. The coefficient of determination (1) measures the variance of the model output that can be explained by the model. A high coefficient of determination indicates a good predictability of the model output based on the model input. The RMSE (2) measures the deviation of the predicted and the actual model output providing information about the precision of the model. Due to the impact on model accuracy, the importance of assessing data set completeness is revealed. The example of condition monitoring in control valves will show that a reduced metric for Record [37], Data File [37], Tuple [34] Completeness and Empty Records in a Data File [37] (cf. Table 1), which are the only metrics on record level in the related literature, and does not reduce the data set completeness and decrease the model accuracy necessarily. However, a reduced data set completeness will decrease model accuracy.

$$R^2 = \frac{\sum(y_i - \hat{y}_i)^2}{\sum(y_i - \bar{y}_i)^2}$$

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum (\hat{y}_i - y_i)^2}$$

with $\hat{y}_i =$ predicted output, $y_i =$ actual output, $\bar{y}_i =$ mean of actual output and $n =$ number of observations.

To develop an efficient metric for data set completeness, four requirements have to be fulfilled [42]. First, the metric requires a defined minimum and maximum value (R1). For data quality, the common definitions set the minimum to 0—perfectly poor data quality—and the maximum to 1—perfectly good data quality. Furthermore, the metric should be interval-scaled (R2), enabling the interpretation of intervals, e.g., completeness of 0.2 is half as complete as completeness of 0.4. Third, the use and the calculation of the metric should be independent of hyper-parameters (R3) to receive an objective measure. It is essential that two different users of the metric obtain the same numerical result. Last, an appropriate aggregation (R4) is required to include the metric in high-level key indicators for data quality. A fifth requirement, economic efficiency, is not considered in this paper.

For a visualization, requirements concerning the usability should be considered. However, this paper leaves the evaluation of the visualization for future work, due to the greater extent. In this paper, the visualization is used to support the plausibility check of the proposed metric.

4. The Concept for the Assessment of Data Set Completeness

The following paragraphs propose a metric and a visualization to assess data set completeness in multi-dimensional data sets of sensor and actuator data.
The multi-dimensional data set $I$ includes $n$ variables (3) and each of these variables $\vec{X}_i$ consists of $m$ expected observations (4) (see also Table 2 Nomenclature p. 16).

$$I = [\vec{X}_1, \ldots, \vec{X}_n]$$  \hspace{1cm} (3)

$$\vec{X}_i = \begin{bmatrix} x_{i1} \\ \vdots \\ x_{im} \end{bmatrix}$$  \hspace{1cm} (4)

The variables $\vec{X}_i$ represent sensor or actuator data along the time axis $t_1 \ldots t_m$ of an aPS. The values $x_{i1} \ldots x_{im}$ are numerical values, continuous or discrete. For condition monitoring of control valves, the variables stroke $s$, pressure $p$ and pressure difference $\Delta p$ are considered.

Table 2. Nomenclature for the concept of data set completeness.

| Parameters |  |
|---|---|
| $I$ | Data set including $n$ variables |
| $n$ | Number of variables |
| $\vec{X}_i$ | Variable $i$ including $m$ observations |
| $m$ | Number of observations |
| $d$ | Distance of two vectors |
| $\eta_j$ | Number of observations in one section |
| $v_j$ | Class vector of class $j$ |
| $s$ | Variable vector |
| $e_j$ | Equally distributed class vector of class $j$ |
| $\omega_j$ | Worst distributed class vector of class $j$ |
| $K$ | Number of sections |
| $k_i$ | Number of classes of variable $i$ |
| $q$ | Flow |
| $s$ | Stroke |
| $p$ | Pressure upstream (before the valve) |
| $\Delta p$ | Pressure difference before and after the valve |
| $p_s$ | Signal pressure |

| Indices |  |
|---|---|
| $j$ | Number of sections of class $j$ |
| $\mu_j$ | Number of minority sections in class $j$ |
| $DSC_j$ | Data set completeness of class $j$ |
| $SV_j$ | Section volume of class $j$ |
| $SB_j$ | Section balance of class $j$ |
| $Min$ | Minimum value |
| $Max$ | Maximum value |
| $Mean$ | Mean value |
| $SD$ | Standard deviation |
| $RSD$ | Relative standard deviation (SD/Mean) |
| $IQR$ | Interquartile range (3rd quartile–1st quartile) |

| Variables |  |
|---|---|
| $i$ | Variable |
| $j$ | Class |

Terms

- variable: A variable represents one sensor or actuator of an aPS. The values of a variable are numerical, either continuous or discrete.
- class: A class describes a specific value interval of a variable. Classes do not overlap but border to each other and cover the whole value range of a variable.
- section: A section represents an area of the $n$-dimensional feature space described by the respective classes of the $n$ variables.
- feature space: The feature space is the $n$-dimensional space, which is created between the variables.

4.1. Assumptions and Prerequisites

Carefully performed data preparation is required before the assessment of data set completeness. This includes identifying relevant data, the data gathering and integration as well as the assessment of other data quality dimensions. It is assumed that possible data quality defects of other data quality dimensions are rectified. Missing synchronicity of sensor and actuator data, for example, leads to a misfit of the time reference. While the observation of one sensor is recorded at time $t$, the observation of another sensor is recorded at time $t + 1$. In this case, it is not possible to bring both sensors into relation. This needs to be solved before the assessment of data set completeness. Furthermore, it is
assumed that the data set includes all relevant variables required to solve the task at hand, meaning high Schema Completeness [16] is given. Also, the variables of this data set are supposed to be independent and high utilization of the feature space is expected. For dependent sensor data, e.g., the positively correlated stroke $s$ and the signal pressure of a control valve $p_s$, a fully utilized features space is not possible since a high signal pressure causes a high stroke. Data with high signal pressure and low stroke is unfeasible and not represented in the data set. Based on these assumptions and prerequisites, the data set completeness can be assessed using the following metric.

### 4.2. Metric for Data Set Completeness

For data set completeness, the presence and balance of the value combinations for the variables $\vec{X}_i$ in $\vec{I}$ are evaluated. High data set completeness is given when observations of the data set equally utilize the feature space. In a three-dimensional case, the utilization of the feature space is easily assessed by a graphical representation. However, such representations are limited in the number of dimensions. Assessing the data set completeness numerically requires a metric to quantify the presence and balance of the value combinations.

To reduce computational complexity, the feature space is partitioned into different sections (cf. Figure 6a). A section is an n-dimensional bin in the feature space. These sections are observed for data set completeness rather than the single values with arbitrary precision. All sections are defined by a specific value interval of each variable. In the example of Figure 6a, observations with a stroke between 75% and 80%, a pressure between 17.5 and 18.5 bar and a pressure difference between 0.0 and 3.0 bar belong to one section (marked as Box example in Figure 6a).

To identify the value intervals of the variables—so-called classes—each variable is partitioned individually into $k_i$ classes. The classes do not overlap but border to each other, representing one specific value interval. A superscript, e.g., $j_l$ and $j_u$ for class $j$, denotes the lower and upper bound of each class, respectively. The lower bound of the first class represents the minimum value, whereas the upper bound of the last class represents the maximum value of the variable. Different approaches can be chosen to partition the values range of the variables. First, the partitioning of each variable can be performed based on simple rules derived from histograms. The optimal width of the classes can be calculated by quotients, based on the number of observations, e.g., Sturges-rule [43], or in combination with the spread of the data, e.g., Freedman–Diaconis rule [44]. In this case, the classes are of equal width. This might not get along with the characteristics of the data.

Two different operational points (e.g., Figure 1a) should be in two different classes to be examined for their combinations with the other variables individually. On the other side, one operating point should not be split into two classes unnecessarily. This is not ensured when using Sturges or Freedman–Diaconis-rule. A second approach, the one-dimensional clustering such as Jenks Natural Breaks [45], partitions the variable into classes with different widths based on the data’s characteristics. The clustering takes into account the potential operating points. While the clustering splits the operating points to separate classes, the Sturges rule and Freedman–Diaconis rule might split one operating point or mix several points together due to the fixed width of the classes. A third approach, avoiding wrong breaks of the value range, performs the partitioning based on expert knowledge. The expert can take specific requirements set by the use case into account. In the following, it is assumed that the experts define the classes of the variables. For future work, the implementation of a one-dimensional clustering is considered, automating the process.
The feature space of the example is partitioned into $K = 4 \cdot 2 \cdot 3 = 24$ sections. For class 2 of variable $X_3$ ($3 < \Delta p < 6$)

- the class vector $\vec{v}_j$ contains $K_2 = 8$ values: $\vec{v}_2 = [9, 23, 16, 5, 3, 9, 6, 1]$
- the variable vector $\vec{s}$ contains $k_{x_3} = 3$ values: $\vec{s} = [\sum \vec{v}_1, 72, \sum \vec{v}_3]$
- the equally distributed vector $\vec{e}_j$ is given by $\vec{e}_2 = [9, 9, 9, 9, 9, 9, 9, 9]$
- the distance of $\vec{v}_2$ and its respective equally distributed vector $\vec{e}_2$ is 21.

\[
d(\vec{v}_2, \vec{e}_2) = 0.5 \cdot (|9 - 9| + |23 - 9| + |16 - 9| + |5 - 9| + |3 - 9| + |9 - 9| + |6 - 9| + |1 - 9|) = 21
\]

- the worst distributed class vector is given by $\vec{w}_2 = [9, 45, 9, 0, 0, 9, 0, 0]$.

**Figure 6.** Schematic visualization of the feature space of a three-dimensional data set and illustration of selected parameters [gray box] (a) class 2 of variable $X_3$ is highlighted (b) two-dimensional scatter plot of class 2 of variable $X_3$ (c) class 3 of variable $X_1$ is highlighted (d) class 2 of variable $X_2$ is highlighted.

Splitting the n-dimensional feature space into its sections based on the classes results in the total number of $K$ (Equation (5)). An example for this parameter and the following is given in the grey box of Figure 6 to increase clarity.

\[
K = \prod_{i=1}^{n} k_i
\]  

(5)

All observations $m$ of the data set $I$ are assigned to their respective section according to the values of the variables $X_j$. The number of observations $\eta$ within one section is considered as a feature for the calculation of the data set completeness. To evaluate the completeness and balance of the sections, each dimension of the feature space, meaning each variable is considered individually. The class vector $\vec{v}_j$ (6) represents the number of observations $\eta$ of the different sections that belong to one specific class $j$ of the considered
variable \( i \) (in order to preserve greater clarity, \( \vec{v}_j \) and all further parameters are written without the index \( i \)). Based on this class vector, the balance of one slice of the feature space can be assessed (cf. class 2 of variable \( X_3 \) in Figure 6a, highlighted in blue). In order to consider the distribution of observations between the classes of one variable \( i \), the variable vector \( s \) is introduced additionally (7). The variable vector \( s \) represents the sum of observations in each class \( j \) of variable \( i \). Based on these two vectors, each dimension is assessed individually: once across the dimension via the class vector and once along the dimension via the variable vector. Figure 6c,d visualize the class and variable vectors for dimension \( X_1 \) and \( X_2 \), respectively.

\[
\vec{v}_j = \left[ \eta_1, \ldots, \eta_{K_j} \right] \quad \forall i = [1 \ldots n] \\
\text{with } K_j = \frac{\sum_j \eta_j}{n} 
\]

\[ 6 \]

\[
\vec{s} = \left[ \sum_j \vec{v}_{1j}, \ldots, \sum_j \vec{v}_{K_jj} \right] \quad \forall i = [1 \ldots n] 
\]

\[ 7 \]

The data set completeness \( DSC_j \) of each class \( j \) (8) consists of two aspects: first, the balance of the class vector \( \vec{v}_{ji} \), called section balance \( SB_{ji} \), and second, the relative number of observations in the considered class, called class volume \( CV_{ji} \). While the section balance \( SB_{ji} \) evaluates the balance of the available observations within one class, the class volume \( CV_{ji} \) evaluates the relative number of observations in the considered class compared to the other classes of variable \( i \) (\( s \)). A perfect data set completeness is characterized by a perfectly balanced distribution of observations around the sections within one class and perfectly equally distributed observations around the classes. In this case, the feature space is equally utilized.

\[
DSC_j = \alpha \Delta SB_{ji} + (1 - \alpha) \Delta CV_{ji} \quad \forall i = [1 \ldots n] \quad \forall j = [1 \ldots k_i] 
\]

\[ 8 \]

The constant factor \( \alpha \) defines the importance of the two aspects. If \( \alpha < 0.5 \), it is more important that the class contains a higher relative number of observations rather than the sections being balanced. This could be a reasonable approach when resampling the data to balance the data set is an appropriate preprocessing step for the use case at hand. A default \( \alpha = 0.5 \) is proposed, given the section balance \( SB_{ji} \) and the class volume \( CV_{ji} \) equal importance.

The metric for the section balance \( SB_{ji} \) measures the balance of observations around the sections of one class. In the best case, each section contains an equal number of observations. The metric is derived by the imbalance degree of Ortigosa-Hernández et al. 2017 [46]. In contrast to other imbalance measures such as imbalanced ratio (amount of data in the smallest section divided by the amount of data in the biggest section) the imbalance degree takes into account the distribution of all sections and not only the smallest and biggest. In order to do so, the distance \( d \) between the class vector \( \vec{v}_{ji} \) and the equally distributed vector \( \vec{e}_{ji} \) is calculated as measure for the imbalance. The higher the distance to the equally distributed vector, the higher the imbalance of vector \( \vec{v}_{ji} \). The distance \( d \) of the two vectors is calculated based on the total variation distance (9). Thereby, the equally distributed vector \( \vec{e}_{ji} \) consists of the same number of sections, contains the same number of observations (\( \sum \eta_j \)), but shows an equal distribution of these observations.

\[
d\left( \vec{v}_{ji}, \vec{e}_{ji} \right) = 0.5 \sum_{z=1}^{K_j} \left| \vec{v}_{jzi} - \vec{e}_{jzi} \right| \quad \forall j = [1 \ldots k_i] \quad \forall i = [1 \ldots n] 
\]

\[ 9 \]

In order to make the distance \( d\left( \vec{v}_{ji}, \vec{e}_{ji} \right) \) interpretable and comparable, it is normalized to a range between 0 and 1. In order to do so, the distance measure is divided by the distance between the equally distributed vector \( \vec{e}_{ji} \) and the worst distributed class vector \( \vec{ω}_{ji} \). The
The quotient then expresses the degree of imbalance in percentage. This worst distributed class vector \( \overrightarrow{\omega} \) complies with the following requirements: \( \overrightarrow{\omega} \) contains the same number of observations as \( \overrightarrow{v_j} \); minority sections of \( \overrightarrow{v_j} \) (\( \overrightarrow{v_j} < \overrightarrow{e_j} \)) are set to 0; majority sections of \( \overrightarrow{v_j} \) (\( \overrightarrow{v_j} > \overrightarrow{e_j} \)) are set to \( \overrightarrow{e_j} \) except for one section containing all remaining observations. Furthermore, the resulting quotient is multiplied by a correction factor taking into account the size of the vector and the number of minority sections within the vector. Otherwise the vector \( \overrightarrow{v} = \overrightarrow{\omega} = [20, 0] \) receives the same imbalance score as vector \( \overrightarrow{v}_B = \overrightarrow{\omega}_B = [20, 10, 10, 0] \), since both are maximal imbalanced for a number of minority sections of 1. However, a vector with less minority sections in relation to the total number of sections, e.g., \( \overrightarrow{v}_B \), is less imbalanced than a vector with more minority sections, e.g., \( \overrightarrow{v}_A \). Therefore, the imbalance metric is multiplied by the quotient of the number of minority sections \( \mu_j \) and the maximum of potential minority sections \( K_j - 1 \). This quotient achieves the maximum of 1, when all sections except for one are minority sections. The minimum of 0 is achieved when zero minority sections are observed which is only the case if the vector \( \overrightarrow{v}_j \) equals \( \overrightarrow{e}_j \). In this way, vector \( \overrightarrow{v}_A \) reveals an imbalance degree of 1 while vector \( \overrightarrow{v}_B \) reveals an imbalance degree of 0.33.

The final section balance \( SB_j \) of class \( j \) equals 1 minus the derived imbalance degree (10). Since the quotient of the two distances \( d \) is between 0 and 1, and the correction factor is also between 0 and 1, the imbalance degree as well as the section balance \( SB \) achieves maximal 1 for perfectly good data quality and minimal 0 for perfectly poor data quality.

\[ SB_j = 1 - \left( \frac{d(\overrightarrow{v}_j, \overrightarrow{e}_j)}{d(\overrightarrow{\omega}_j, \overrightarrow{e}_j)} \right) \Delta \mu_j \]

where \( \Delta = \frac{1}{k_j - 1} \) for \( \forall j \) class and \( \forall i \) variable. In order to evaluate the number of observations \( \sum v_1 \), it is divided by the maximum of observations in one class of variable \( i \) (\( \overrightarrow{s} \)). In the best case, all classes contain the same number of observations leading to a balanced distribution across the variable \( i \). In order to evaluate the number of observations \( \sum v_1 \), it is divided by the maximum of observations in one class of variable \( i \) (11). For a perfectly balanced variable, e.g., \( \overrightarrow{s} = [10, 10, 10, 10] \) the class volume \( CV_j \) equals 1 for each class. For a perfectly unbalanced variable, e.g., \( \overrightarrow{s} = [40, 0, 0, 0] \) the class volume \( CV_j \) for the first class equals 1, while all other classes achieve a class volume \( CV_j \) of 0. This ensures, that the metric for class volume is between 0 and 1, indicating perfectly poor and perfectly good data quality.

\[ CV_j = \frac{\sum v_1}{\max(\overrightarrow{s})} \]

The section balance \( SB_j \) as well as the class volume \( CV_j \) achieve values between 0 and 1. Consequently, the data set completeness \( DSC_j \) (8) take on values between 0 and 1. Perfectly good data quality in terms of data set completeness is achieved when the classes of the variables show an equal number of observations and these observations are balanced around the different sections of each class. In this case, the metric for data set completeness is valued 1.

4.3. Visualization of the Data Set Completeness

The proposed metric for the data set completeness \( DSC_j \) provides values for each class \( j \) of the variable \( i \). In a big data set with several variables and classes, an evaluation based on the numeric values for \( DSC_j \) is not easily accessible for an expert. Therefore, a visualization is required to represent the results clearly and intuitively. A heat map is proposed, coding the data set completeness of each class in a color bar. In this way, the expert can easily access and identify classes with insufficient data set completeness. An abstracted example showing the structure of the visualization is given in Figure 7. Each variable is represented by one bar. The bottom and the top of the bar mark the minimum and the maximum value.
of this variable, respectively. The border of the variable classes segments the bar. Each segment is colorized based on the value for data set completeness of the respective class. The color bar on the right edge of the visualization informs about the interpretation of the colors. The color bar is fixed with a minimum of 0 and a maximum of 1, representing perfectly poor and perfectly good data quality in terms of data set completeness. In order to enable the iterative assessment of the data set completeness, the visualization is implemented as a graphical user interface in Python 3.7 prototypically. Based on the package ‘dash’ (version 1.18.1), a web-based interface is created given the expert the possibility to select and deselect variables of a drop-down menu. The recalculation based on the variable choice is triggered automatically, updating the heat map of the data set completeness.

![Drop-down menu for variable selection](image)

**Figure 7.** Schematic concept of the heat map for visualizing data set completeness in multi-dimensional data sets.

The data set completeness is highly dependent on the composition of the data set. Adding or excluding variables changes the dimensionality of the feature space and the data set completeness for every single class. Therefore, assessing data set completeness and identifying the appropriate composition of variables is an iterative task. Since each variable requires an own bar, the use of the metric and visualization for data set completeness is limited by the width of the plot. Furthermore, the dependency of the metric’s value on the dimensionality of the feature space raises issues regarding the curse of dimensionality [47], particularly the trend of the metric values to equalize each other. In order to preserve clarity and prevent the curse of dimensionality, the number of variables restricts the applicability. However, in model-based data-driven condition monitoring, expert knowledge and data are combined to solve the task. This is not reasonable in systems with several hundred variables or more. In those cases, massive amounts of data are required to extract information with artificial intelligence methods rather than model the dependencies based on the experts’ input. Use cases of smaller systems with the problem of limited amounts of data are the focus of this work. In this case, model-based data-driven condition monitoring is reasonable and a multi-dimensional but not high dimensional feature is expected.

The workflow in Figure 8 shows the assessment of the data set completeness in the context of a data mining process. In the data cleaning process, the prerequisites (cf. Section 4.1) are created. The relevant, independent variables for the task at hand need to be identified and variables with zero variance should be excluded. Subsequent to the data cleaning, the partitioning of the variables is performed. The expert needs to identify the operating points to partition the variables appropriately. Based on this,
the data set completeness of each class of the variables is calculated and visualized. The expert iteratively prepares a data set with high data quality by gathering more data or by excluding variables with low data set completeness. Finally, a well-prepared data set with high data set completeness can be used to train a data-driven model.

Figure 8. Workflow for the assessment of data set completeness in sensor and actuator data of aPSs.

5. Application and Discussion of the Proposed Metric and Visualization

The proposed metric is evaluated based on the use case of condition monitoring of control valves. In this paper, a model-based data-driven approach is chosen. Expert knowledge is used to identify a valve’s relevant input and output parameters (model-based) and data is used to train the dependencies between these parameters (data-driven). In this way, available expert knowledge is utilized, but detailed physical modeling involving fluid mechanics is avoided. In literature, also other approaches are proposed. Signal-based approaches, for example, observe the characteristics of individual signals to detect deviation of normal behavior. Leakage of valves is a common problem that is detected based on the characteristics of the acoustic [48–50] or pressure [51] signal. However, the system dynamics are not considered in signal-based approaches, making them vulnerable to regular changes and movements, raising false alarms. Also, classification algorithms are used, which require a labeled training data set, including fault-free and faulty data. Several signals and combinations of signals serve to identify the patterns, which separate fault-free and faulty data. Acoustic and vibration data [52–54] or parameters such as pressure, temperature and stroke [55] provide features for classification. Furthermore, novelty detection algorithms are applied to identify changes in valve behavior. Neural networks are the most common algorithms for novelty detection [56,57]. Besides, also one-class support vector machines are applied [58]. These methods cause high computational costs for the identification of the best hyper-parameters.

In contrast, model-based data-driven approaches reduce complexity in the training process due to the input of experts regarding the input and output parameters and their relevant features. Therefore, this approach is promising for a broad application in the industry. The approach in this paper aims at predicting the flow of the valve \( q \) considering the valve’s stroke \( s \), pressure \( p \) as well as the pressure difference \( \Delta p \) as input variables [2]. The residuals of the predicted and the actual flow serve as a feature for anomaly detection. High residuals reveal a change of the dependencies between the variables and indicate an anomaly. The relevance of the variables stroke, pressure and pressure difference is explained easily: a higher stroke increases the cross-section of the valve and a higher flow can pass the valve. Analogous to this, a higher pressure or pressure difference leads to a higher flow. A data-driven model trains these dependencies to predict the flow \( q \) of the valve given the values for stroke \( s \), pressure \( p \) and pressure difference \( \Delta p \).
The available data set was gathered at test runs. Experts designed a procedure that covers a wide range of the scope of function for the considered control valve. This enables data-driven models to learn the valve behavior. The test run was repeated 10 times to include the normal volatility of the data in the data-driven model. In total, 27,000 observations with a sampling rate of 0.5 s were considered in the following. It was expected that the completeness of the data set is high. For reasons of anonymization, the variables are normalized between 0 and 1. A train-test-split was performed, isolating 30% of the data for test purposes.

Prior to evaluating the proposed metric and visualization for data set completeness, the descriptive statistics of the training data set are discussed. The stroke $s$ is equally distributed between the minimum and maximum (cf. Figure 9). The distribution shows a mean of 0.50 and a standard deviation of 0.29. The pressure $p$ and the pressure difference $\Delta p$ clearly indicate four different operating points, which were caused by the design of the test runs (cf. histograms of Figure 9). The pressure $p$ shows a higher number of observations for higher values. The boxplot marks lower values of $p$ ($0 < p < 0.25$) as outliers, since these values are rare. A high data set completeness requires equally distributed data around the whole feature space. E.g., high pressure $p$ should occur with high as well as low stroke $s$ and the other way around. Furthermore, a high-pressure difference $\Delta p$ should be observed for high upstream pressure $p$ as well as for low upstream pressure $p$ and the other way around.

![Figure 9](image)

**Figure 9.** Descriptive statistics of the original training data set (normalized) with ca. 27,000 observations (left) and histograms and boxplots of the training data set (right).

To assess the data set completeness of this training data, each variable is partitioned into four classes, representing the operating points. The variable stroke $s$ could also be partitioned into more classes, since no clear operating points are identifiable.

The data set completeness (cf. Figure 10) shows high values for stroke and pressure difference, while the data set completeness decreases for lower values of pressure. Two aspects cause the low data set completeness for lower pressure. First, the absolute number of observations is low for a pressure between 0 and 0.25 (cf. Figure 9). Less than 1000 observations are observed for a single bar of the histogram, while a pressure between 0.75 and 1 shows frequencies of more than 5000 observations. This affects the class volume $CV_j$, decreasing the data set completeness. Second, low pressure does not allow a high-pressure difference. For that reason, the sections of low-pressure and high-pressure difference of the feature space do not contain observations, which decrease the section balance $SB_j$ and data set completeness in these classes, respectively.
However, such physical constraints do not harm the quality of the data. Only the unbalanced distribution of the data for lower and higher pressure (class volume CV) is unfavorable. This is why the expert is still required. The results need to be interpreted appropriately. Even though the data set completeness is minimal for low pressure, the data set still is useful. On average, stroke and pressure difference achieve a data set completeness of 0.79. In contrast, pressure achieves a mean data set completeness of 0.51.

If only stroke and pressure difference are considered, the data set completeness reveals a very high utilization of the feature space (cf. Figure 11a). For this two-dimensional consideration, the metric results for data set completeness can be verified based on a simple scatter plot (cf. Figure 11b) visualizing the observations between the two variables. Each section of the feature space contains several observations, given a reasonable basis to train a valid model to predict the valve’s flow.

Figure 10. Annotated screenshot of the visualization of data set completeness in the training data set.

Figure 11. (a) Screenshot of the visualization of data set completeness for stroke s and pressure difference Δp and (b) two-dimensional scatter plot of stroke s and pressure difference Δp.
To model the dependencies between flow $q$, stroke $s$, pressure $p$ and pressure difference $\Delta p$, a random forest regression was trained using the flow as the dependent and the stroke, pressure and pressure difference as the independent variable. The resulting model represents the benchmark for evaluating the proposed metric and visualization for data set completeness.

The model was trained in Python 3.7 with the random forest regressor of the scikit-learn package (version 0.23.1). A random search was performed, changing the number of generated decision trees, the minimum number of samples in one leaf and the tree’s maximum depth. The evaluation was performed based on the coefficient of determination, RMSE and the computation time required to use the model. In this way, the random forest regressor is pruned, reducing the computational complexity while keeping the accuracy of the model at a maximum. Three-fold cross-validation was performed to receive validated results.

The results show that a random forest regression with a low number of decision trees achieves high coefficients of determination ($R^2 > 0.98$). Due to the conditions during the test runs, noise and other disturbances, such as environmental influences are eliminated. Therefore, the data easily reveals the dependencies of the variables. A deeper look at the trade-off of precision (low RMSE) and computation time (low mean-score time) suggests a random forest with 5 trees, a minimum number of 5 samples in one leaf and a maximum depth of 50 (cf. Figure 12). The Pareto front is a matter of subjective perception (cf. Figure 12 gray lines). Another hyper-parameter combination achieving a lower RMSE based on a higher computation time could also be reasonable. This work will not emphasize this since it is not valuable for the discussion of the hypotheses.

![Figure 12. Hyper-parameter tuning of the random forest regression based on RMSE and mean-score time.](image.png)

The trained random forest regression model receives a mean coefficient of determination of 0.99989. This means the model covers almost the whole variance in the training data set. The mean RMSE of 0.00268 in the test data confirms the validity of the model. The prediction of the flow is exact and deviates from the actual flow value only by $\pm 0.00268$. The feature importance of 0.926 for stroke, 0.001 for pressure and 0.073 for pressure difference show that stroke has the highest impact on the flow by far. This is a reasonable result. A higher stroke increases the flow cross-section, thus influencing the flow significantly. The pressure difference further influences the flow. While keeping the stroke constant, the increase of the pressure difference leads to a higher flow. Pressure $p$ does not have much influence on the model.
In order to prove the hypothesis, the available training data is manipulated. First, 25% of the training data is randomly deleted (data set A). Consequently, the record completeness is reduced to 75%, while the data set completeness stays constant since the data is deleted randomly without changing the structure of the data. It is expected that the metric and visualization of data set completeness and the accuracy of the prediction model trained based on data set A is similar to the original data set. Second, 25% of the training data is deleted in selected distinct sections of the feature space, deteriorating the data structure (data set B). It is expected that the metric and visualization of data set completeness detect the data quality deficiency by a reduced metric value and that the modal accuracy decreases. The following section discusses the descriptive statistics of the different data sets to analyze the structure in more detail.

5.1. Comparison of the Different Data Sets

The original data set and the manipulated data sets A and B are compared to demonstrate the weakness of common metrics and visualizations of data in detecting the utilization of the feature space. The descriptive statistics and the histograms and boxplots of the different data sets are shown in Figure 13. The major difference between the original data set and the manipulated data sets is the absolute number of observations (cf. Figure 13 histograms). The original data set contains frequencies of the stroke up to 1000, while the frequencies of the manipulated data sets are reduced to around 800. However, the structure is unchanged. The histograms of pressure and pressure difference of data set A and B display the four different operating points unaffected. The descriptive statistics show a maximum pressure and pressure difference of 0.92 and 0.95 for data set B (cf. Figure 13 marked cells). This shows that some values in the upper range of the variables are no longer included in the data set. Furthermore, the interquartile range of the pressure difference in data set B is reduced significantly. The missing observations for higher values cause this. For pressure, a reduced interquartile range is not detected due to the still right-skewed distribution. Despite a reduced number of observations and the absence of a small value range in pressure and pressure difference, the common visualizations do not indicate major changes in the data sets structure.

The state-of-the-art metrics (cf. Table 1 on page 8) cannot reveal the differences in data set A and B either. An excerpt of the data set B is given in Figure 14, illustrating the numbers. Since 25% of the observations are deleted in both data sets, the Record Completeness [37] and the Weak Tuple Completeness [34] is 75% for both data sets and the Empty Records in a Data File [37] are 25%, respectively (record level task-independent). In total, 6750 records out of 27,000 are missing. The Strong Tuple Completeness [34] equals 0 for both data sets since one missing record already reduces this metric to 0. Other task-independent metrics concerning the item and variable level are also similar in data set A and B. The completeness on item level is also 75%. In total, 20,250 items out of 81,000 are NULL values. The completeness on variable level is 75% for each variable and the Strong Attribute Completeness [34] is 0 for each variable since each variable includes at least one NULL value. For the task-dependent metrics, only the Data Value Completeness [37] is different in data set A and B. Since data set B is missing values for pressure higher than 0.92 and pressure difference higher than 0.95, the Data Value Completeness is reduced slightly. This was already detected by the descriptive statistics (cf. Figure 13). The completeness regarding the schema is unchanged compared to the original data set. All relevant variables are available.
In conclusion, the state-of-the-art statistics and metrics cannot detect structural differences in data set A and B, which could influence model training and model accuracy.
5.2. Application and Comparison of the Data Set Completeness Metric and Visualization of the Different Data Sets

In contrast to the metrics and visualizations in Section 4.1, the proposed data set completeness reveals the changes in the data set’s structure in data set B (cf. Figure 15). While the random deletion of observations in data set A does not change the utilization of the features space, the manipulation in data set B causes significant changes. Most classes show a reduced data set completeness (cf. Figure 15c). For stroke, the data set completeness decreases further with higher values. On average, stroke and pressure difference in data set B achieve a data set completeness of 0.71 and 0.70, respectively. This is a reduction by 0.08 and 0.09 percentage points compared to the original data set and data set A. The mean data set completeness for pressure in data set B is 0.44, which is 0.07 percentage points less than the original data set and data set A.

Figure 15. Visualization of data set completeness of (a) the original data set, (b) data set A and (c) data set B.

In order to check the metric and the visualization for plausibility, the data sets are examined further based on selected aspects. Since stroke and pressure difference are the variables with influence on flow, a more in-depth look is taken based on two-dimensional scatter plots. The scatter plots visualize the observations of the data set within the two variables (cf. Figure 16). The original data set contains observations in each section of the two-dimensional feature space. High utilization is observed. Data set A has a reduced record completeness. These missing data are distributed randomly around the whole feature space (cf. Figure 16 green box) and the utilization of the feature space is not affected. Data set B is missing four sections, leaving white spots on the feature space (cf. Figure 16 red boxes). Utilization is limited. However, the descriptive statistics do not indicate a change in the data set structure. In contrast, the data set completeness reflects this change by a reduced metric for almost all classes.

Figure 16. Scatter plots of stroke and pressure difference for the original data set (left), data set A with random deletion of observations (center) and data set B with deletion of observations in distinct sections (right).
5.3. Results of the Random forest Regression of the Different Data Sets

The hypothesis implies that the accuracy of data-driven models decreases with decreasing data set completeness. However, reduced record completeness does not necessarily lead to losses in accuracy. In order to evaluate this, a random forest regression model is trained to data set A and B individually, comparing the coefficient of determination and the RMSE to the original data set (cf. Table 3).

Table 3. Coefficient of determination and RMSE of the random forest regression of the original data set, data set A and B.

|                | Original | Data Set A | Data Set B |
|----------------|----------|------------|------------|
| $R^2$          | 0.999    | 0.999      | 0.970      |
| RMSE           | 0.00268  | 0.00283    | 0.04520    |

The random forest regression trained on data set B achieves a coefficient of determination of 0.97. This is a significant loss compared to the original data set. Furthermore, the RMSE increases to 0.045, indicating a loss in accuracy. The prediction of the random forest regression is not as precise as before. The original data set can represent the dependencies of flow, stroke, pressure and pressure difference accurately. However, the reduced data set completeness conceals parts of the dependencies causing losses in prediction accuracy.

In contrast, data set A achieves an accuracy similar to the original data set. This demonstrates that a reduced record completeness to 75% does not influence the accuracy necessarily. The random deletion of observations does reduce the amount of available data. However, this leads to problems only when the remaining data set is so small that the dependencies cannot be learned anymore (data quality attribute Appropriate Amount of Data [15,16]). In data set A, the utilization of the features space is not affected by the reduced record completeness, remaining the essential information regarding the dependencies of the variables in all sections and classes. Therefore, the accuracies of data set A and the original data set are equally high.

Furthermore, the reduced data set completeness in data set B leads to a change of the feature importance. Since the pressure difference in data set B shows significant deficiencies in data set completeness, the random forest regression model shifts the feature importance to the variable stroke. Due to the missing data in pressure difference, the models need to focus on stroke for the prediction. The feature importance of stroke is increased from 0.926 to 0.970, while the feature importance of pressure difference is decreased from 0.073 to 0.028.

These results prove the hypothesis claimed in Section 1. While a reduced record completeness does not influence the model accuracy, the reduced data set completeness causes significant losses in the coefficient of determination and RMSE. This emphasized the need for a detailed and careful assessment of the data quality, especially the data set completeness. Raising the awareness for data set completeness supports experts and data analysts in taken appropriate actions for efficient data modelling. On the one hand, further data can be acquired to prevent defects in data set completeness. On the other hand, specific methods can be used to prevent the damage of data quality defects. In case of data set completeness, approaches such as resampling could balance the data to ensure unbiased model training [59]. Furthermore, ensemble algorithms such as boosting, which combines several classifiers, can increase the validity of a model [60]. However, the identification and measuring of the data quality defects is a prerequisite to take appropriate countermeasures.

6. Evaluation of the Metric

The results show that the metric and visualization of data set completeness is able to identify the inner structure of a multi-dimensional data set. Furthermore, the random forest regression in the preceding section proves the influence of data set completeness on model accuracy. Besides the evaluation of the metric based on the specific example
of condition monitoring of control valves, the metric should be discussed based on the requirements [42] given in Section 1. The following table (Table 4) gives a short explanation and a rating if the requirement is fulfilled or not.

### Table 4. Discussion of the requirements for efficient data quality metrics.

| Requirement                                                                 | Fulfilled |
|----------------------------------------------------------------------------|-----------|
| **Existence of Minimum and Maximum Metric Values (R1)**                    |           |
| The proposed indicator for data set completeness \( DSC_j \) consists of two factors: section balance \( SB_j \) \( \text{CV}_j \) \( SB_j \) quantifies the unbalance of the observation in one class compared to the worst possible distribution of this class for the given data set. In this way, the factor ranges from 0 to 1, representing the worst possible distribution and the best possible distribution, respectively. The class volume \( \text{CV}_j \) quantifies the balance of the observations in one variable. This factor also ranges from 0 to 1, representing a maximal unbalanced distribution and an equal distribution of the observations in one variable. Consequently, the data set completeness \( DSC_j \) has a minimum value of 0, indicating perfectly poor data quality in terms of the utilization of the future space. The maximum value of 1, indicating perfectly good data quality, is reached by equally distributed data in the whole feature space. The existence of a minimum and a maximum metric value is given and the requirement is rated as fulfilled. |           |
| **Interval-scaled metric values (R2)**                                   | fulfilled |
| The metric for data set completeness \( DSC_j \) express the quality of the data relative to the best – case scenario and worst – case scenario, respectively. A data set completeness \( DSC_j \) of 0.4 is half as good as a data set completeness \( DSC_j \) of 0.8. Therefore, the requirement for an interval-scaled metric value is rated as fulfilled. |           |
| **Quality of the configuration parameters (R3)**                         | not yet fulfilled |
| The calculation of the data set completeness only requires the experts’ input regarding the partitioning of the variables. The experts need to identify the operating points of the considered machine to define the classes that the proposed metric should evaluate. No further input or parameter tuning is required. However, the partitioning highly influences the data set completeness metric results due to changes in the allocation of observations. Therefore, two different experts might receive different results in terms of data quality due to a different opinion on the partitioning of the variables. Automatic partitioning of every single variable based on one – dimensional clustering can solve this. Implementing and evaluating such an approach is intended for future work. Nevertheless, the requirement concerning the quality of the configuration parameters has to be rated as not yet fulfilled at the current stage. Another aspect concerns the parameter \( \alpha \) which determine the balance between \( SB_j \) and \( \text{CV}_j \). The default of 0.5 weights both factors equally. However, the user of the metric can adjust \( \alpha \) if required. In order to evaluate the impact and the result further research on the sensitivity of \( \alpha \) is required. |           |
| **Sound aggregation of the metric values (R4)**                          | fulfilled |
| The proposed metric for data set completeness is calculated for each class individually, representing the utilization of the feature space in multi-dimensional data sets. To further aggregate the data set completeness, the mean value for each variable is proposed. Furthermore, the standard deviation should be considered providing information about the homogeneity of the classes of one specific variable. A further aggregation is possible by taking the mean value for the whole data set. |           |

In order to increase the informative value of the metric, a further aspect should be considered: Even though the example of condition monitoring of control valves proves the impact of the data set completeness on the accuracy of prediction models, it is not possible to quantify the impact. The aim would be to provide information about the height of losses in accuracy based on a decreased data set completeness, e.g., a decrease of data set completeness of 0.1 causes a loss of accuracy of X percent. However, this is not easily done due to the variety of different algorithms and models. Modeling complex, highly nonlinear dependencies require a high data set completeness to receive a valid data-driven model. In contrast, a simple linear dependency can be modeled based on a few observations without high utilization of the feature space. The linear model can extrapolate to sections with less or no data. The impact of the data set completeness on model accuracy is also affected by the dependencies between variables and model output. Low data set completeness for a variable with low influence on the model output, e.g., the pressure in the example above, will not affect the model accuracy as much as low data set completeness for a variable with strong influence. Consequently, the expert’s opinion is still required to derive conclusions from the metric and visualization of the data set completeness.

The metric of the data set completeness offers the possibility to identify the structure of the data set and the utilization of the feature space indicating deficiencies in data quality. The metric enables to derive focused measures, e.g., the generation of data in specific
sections of the feature space, increasing data quality. In this way, efficient and accurate models can be trained. The metric and visualization of the data set completeness provide a meaningful advance in data quality assessment of multi-dimensional data sets.

7. Conclusions

Data quality assessment is a crucial part of data understanding and preparation in order to ensure valid data-driven results in data mining. Completeness of data is one of the most affecting quality dimensions, often discussed in the literature. However, the literature review reveals a gap for a task-dependent assessment of completeness at record level. The state-of-the-art considerations of completeness do not provide insights into the utilization of the feature space, the availability and distribution of the different combinations of variable values in this data set should be observed. This paper introduces a metric and visualization for the so-called data set completeness assessing the utilization of the feature space in multi-dimensional data sets with independent input variables. The example of condition monitoring of control valves shows that the metric and visualization of data set completeness can identify the structure of the data set. Deficiencies in terms of missing variable combinations are detected. The state-of-the-art statistics and plots in data preparation are insufficient regarding the assessment of the utilization of the feature space. Besides, it is shown that the data set completeness significantly influences the accuracy of data-driven results. A complete data set achieves a coefficient of determination of 0.99 and a root mean squared error of 0.0026, while a data set with reduced data set completeness (reduction around 0.08 percentage points) achieves values of 0.97 and 0.045, respectively. In contrast to the state-of-the-art metrics for completeness, the introduced metric indicates the deficiencies in the completeness of the data set. Besides the application to the condition monitoring of control valves, the metric is applicable to further data sets with independent and numeric variables. The basic assumption is that a high utilization of the feature space is demanded, meaning the variables values appear in all possible combinations. The introduced metric is interval-scaled, providing values between 0 (perfectly bad data quality) and 1 (perfectly good data quality). This is in accordance with the requirement set for data quality metrics. The visualization facilitates the assessment of the data set completeness in highly dimensional data sets by displaying the values as a heat map. The introduced metric and visualization enable the expert to detect deficiencies and take appropriate countermeasures to increase data quality and model accuracy. In this way, valid data-driven results can be achieved.

In future work, the parametrization should be automated. The proposed metric currently requires the input of the partitioning of the considered variables. In order to automate this task, a one-dimensional clustering should be implemented, partitioning the variables individually based on the characteristics of the distribution of the data. Furthermore, the visualization will be extended to identify the root of the deficiencies in data set completeness. On top of the heat map, a parallel plot should be inserted on request. In this way, the expert can identify which sections of the feature space cause the low data set completeness. To keep the visualization clear, the plot should be partially activated by selecting specific classes that should be examined in detail. Furthermore, the visualization, in particular the user experience with the visualization, has to be evaluated in usability studies. Otherwise, it is not ensured that the valuable information of the visualization is well perceived by the user. The system usability scale [61] could be a measure to assess the user experience.
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