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ABSTRACT: The amplituhedron determines scattering amplitudes in planar $\mathcal{N} = 4$ super Yang-Mills by a single “positive geometry” in the space of kinematic and loop variables. We study a closely related definition of the amplituhedron for the simplest case of four-particle scattering, given as a sum over complementary “negative geometries”, which provides a natural geometric understanding of the exponentiation of infrared (IR) divergences, as well as a new geometric definition of an IR finite observable $\mathcal{F}(g,z)$ – dually interpreted as the expectation value of the null polygonal Wilson loop with a single Lagrangian insertion – which is directly determined by these negative geometries. This provides a long-sought direct link between canonical forms for positive (negative) geometries, and a completely IR finite post-loop-integration observable depending on a single kinematical variable $z$, from which the cusp anomalous dimension $\Gamma_{\text{cusp}}(g)$ can also be straightforwardly obtained. We study an especially simple class of negative geometries at all loop orders, associated with a “tree” structure in the negativity conditions, for which the contributions to $\mathcal{F}(g,z)$ and $\Gamma_{\text{cusp}}$ can easily be determined by an interesting non-linear differential equation immediately following from the combinatorics of negative geometries. This lets us compute these “tree” contributions to $\mathcal{F}(g,z)$ and $\Gamma_{\text{cusp}}$ for all values of the ‘t Hooft coupling. The result for $\Gamma_{\text{cusp}}$ remarkably shares all main qualitative characteristics of the known exact results obtained using integrability.
1 Introduction and summary of results

How does the miracle of AdS/CFT duality [1] come about? Working at large $N$ in $\mathcal{N} = 4$ super Yang-Mills (sYM) with $SU(N)$ gauge group, and in the limit where the ’t Hooft coupling $g^2 \equiv g_{YM}^2 N/(16\pi^2)$ is small, we have a weakly coupled description in term of a theory of gluons, associated with a perturbative expansion in powers of $g^2$ with a finite radius of convergence, while when $g^2$ is large, we have a different weakly coupled description in terms of strings in AdS, giving an asymptotic expansion in powers of $1/g$. At the most basic level, one aspect of the miracle is simply understanding why physical observables have this qualitative property, of having a finite-radius-of-convergence expansion in powers of $g^2$ for $g \ll 1$ and an asymptotic expansion in $1/g$ for $g \gg 1$. 
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6 Outlook
The most famous observable where the transition from weak to strong coupling has been understood exactly is the cusp anomalous dimension $\Gamma_{\text{cusp}}(g)$, which (amongst other things) determines the leading behavior of four-gluon scattering in the theory,

$$A \sim A_{\text{tree}} \times \exp \left\{ -\Gamma_{\text{cusp}}(g) \log(\mu_{\text{soft}}) \log(\mu_{\text{collinear}}) \right\}. \quad (1.1)$$

Here and in the remainder of this paper we tacitly assume the 't Hooft limit. In eq. (1.1) we see the familiar fact that the amplitudes has soft-collinear divergences, so that the exclusive four-particle amplitude is exponentially suppressed. At infinite $N$, $\Gamma_{\text{cusp}}$ has been computed exactly using the machinery of integrability for $N = 4$ sYM [2]. The exact answer takes the form of an integral representation, from which we can learn that it has a finite radius of convergence, $|g_s| = \frac{1}{4}$. The asymptotics of $\Gamma_{\text{cusp}}(g)$ for small and large $g$ are given by [3–5]

$$\Gamma_{\text{cusp}}(g) \rightarrow \begin{cases} 4g^2 - 8g^2 \log^2 \frac{g}{2\pi} + \cdots & g \ll 1 \\ 2g - \frac{3g^2}{2\pi} + \cdots & g \gg 1 \end{cases} \quad (1.2)$$

The leading terms at weak coupling reflect the loop expansion for gluons, while the leading term of order $g$ at strong coupling is the area of the “soap bubble in AdS” anchored to the null-square Wilson loop on the boundary [6], with the $1/g$ expansion reflecting string loop corrections in AdS [7]. Note the familiar characteristic feature that the expansion at small $g$ is in powers of $g^2$, but at large coupling, in powers of $1/g$.

This is a spectacular result, but it is natural to ask whether it is possible to get non-perturbative results without using the heavy machinery of integrability. After all, the weak to strong coupling transition from gauge theories to gravity should be a general, robust phenomenon. There has long been an obvious fantasy for understanding this more directly, certainly in the planar limit of gauge theories: can we simply sum over all the diagrams? A nice toy example for what this might look like is seen in the context of resumming certain infinite classes of loop diagrams, the off-shell ladder diagrams for four-point scattering in $\phi^3$ theory (further interesting infinite classes of diagrams are considered in [8]),
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The behaviour of this sum at strong coupling was analyzed by [9] using a judicious integral representation. Here we wish to mention an alternative approach that will generalize easily to the cases we discuss in this paper. It is based on the fact that that the Laplace equation relates $L$- and $(L - 1)$-loop ladder integrals [10, 11]. Denoting the kinematic variables by

$$\frac{p_1^2 p_2^2}{st} = \frac{z\bar{z}}{(1 - z)(1 - \bar{z})}, \quad \frac{p_2^2 p_3^2}{st} = \frac{1}{(1 - z)(1 - \bar{z})}, \quad (1.4)$$

and the normalized coupling by $\kappa^2 = -g_{\phi}^2/(16\pi^2 s)$, where $g_{\phi}$ is the $\phi^3$ coupling, it is easy to see that the appropriately normalized infinite sum satisfies the equation

$$z\partial_z \bar{z}\partial_{\bar{z}} F(\kappa; z, \bar{z}) - \kappa^2 F(\kappa; z, \bar{z}) = 0. \quad (1.5)$$
It is interesting that while the structure of this equation is determined by inspection of the perturbative expansion of \( F(\kappa) \), with the equation in hand, we can either solve this simple differential equation exactly and extrapolate to strong coupling, or failing that, set up a different perturbation theory around large \( \kappa \).

Obviously the ladder diagrams do not remotely include all the interesting structure of planar theories, missing multi-particle cuts that would be present in generic planar diagrams, such as

\[
\text{(1.6)}
\]

Thus, if we wish to extend the direct resummation strategy to the full theory, there is a qualitative challenge to overcome: we need to find “another direction” to take into account the complexity of general planar diagrams; moreover, in gauge theories, there is the challenge of identifying meaningful classes of gauge-invariant diagrams to resum.

In this paper, we will introduce such a new expansion direction, based on a novel geometric representation of amplitudes as a sum over a collection of “negative geometries” which are suggested by the single “positive geometry” of the amplituhedron. But before introducing these ideas, let us first discuss the simple, completely finite observable that will be our main object of study in this paper.

The on-shell four-particle amplitude in \( \mathcal{N} = 4 \) sYM is infrared divergent; it is useful to instead deal with a closely related simple observable that is completely finite, from which \( \Gamma_{\text{cusp}} \) can be easily extracted. This observable is the expectation value of the four-point Wilson loop defined on a null polygon of points \( x_1, x_2, x_3, x_4 \), with a Lagrangian insertion at a point \( x_0 \) (and normalized by the Wilson loop itself) [12–14],

\[
= \frac{1}{\pi^2} \frac{x_2^2 x_4^2}{x_1^2 x_{10}^2 x_{20}^2 x_{30}^2 x_{24}^2} F(g, z)
\]

\[
\text{(1.7)}
\]

Thanks to the conformal symmetry of the Wilson loop, \( F \) is a function of a single kinematical variable, built from the cusp points of the Wilson loop, and the Lagrangian insertion point, namely

\[
z = \frac{x_{20}^2 x_{40}^2 x_{13}^2}{x_{10}^2 x_{30}^2 x_{24}^2},
\]

\[
\text{(1.8)}
\]
where \( x^2_{ij} = (x_i - x_j)^2 \).

This object is closely related to the logarithm of the four-point Wilson loop. Indeed, taking a derivative in the coupling \( g \partial_g \) of the logarithm of the Wilson loop leads to a Wilson loop with a Lagrangian insertion. More precisely, one obtains the ratio \( F(z) \), but integrated over the insertion point \( x_0 \). In this sense \( F(z) \) can be considered as an especially simple integrand of the logarithm of the Wilson loop, depending on a single variable.

This connection helps to understand why \( F(z) \) is finite in four dimensions. The Wilson loop at \( L \) loops has \( 1/\epsilon^{2L} \) (ultraviolet) divergences, due to cusps formed by adjacent light-like segments. It is well-known that the logarithm of the Wilson loop can be expressed in terms of certain “maximally non-Abelian” diagrams, which only have \( 1/\epsilon^2 \) divergences [15–17]. This is due to the fact that divergences only arise when probing integration regions where entire “web” diagrams come close to the cusps. In other words, there are no lower loop subdivergences, but all \( L \) integrations are required to produce the divergence. This last observation makes it clear why \( F(z) \) is finite: it is the last integration, over the Lagrangian insertion point \( x_0 \), that would produce the \( 1/\epsilon^2 \) divergence. Moreover, given the function \( F \), we can extract \( \Gamma_{\text{cusp}} \) by doing the final loop integration. Since only the leading divergent term is needed, the latter integration simplifies and turns into a certain functional operation on \( F \) [18].

Thanks to the duality between scattering amplitudes and Wilson loops [19–22], this simple interpretation can be equally formulated in terms of (integrands of) scattering amplitudes. Consider the loop integrand for the logarithm of the amplitude, \( \log M \), thought of at \( L \) loops as a function of \( L \) dual integration variables. Physically we know that while the amplitude itself has \( 1/\epsilon^{2L} \) infrared divergences in dimensional regularization, the logarithm of the amplitude is only \( 1/\epsilon^2 \) divergent. In practice, this means that if we leave one of the loop variables un-integrated, the integral over the remaining loop variables is completely finite; it is only the integral over the final variable, say \( x_0 \), that produces the divergence.

In this paper we will formulate the problem of solving for the function \( F(g^2; z) \) by examining the positive geometry of the amplituhedron [23–28]. Let us begin by quickly recollecting the definition of the four-point amplitude given by the amplituhedron. In a nutshell, the amplituhedron defines a geometric region in the kinematics of the scattering process. This includes the external kinematics, as well as conditions on certain scalar products involving loop integration variables and external kinematics. The most novel aspect of the positive geometry, however, is in the interaction between the loops – given two loop integration variables, we have to have “mutual positivity” conditions. The integrand for the \( L \)-loop amplitude is the “canonical form” of this positive geometry – i.e. the unique \( 4L \)-form with logarithmic singularities on, and only on, all the boundaries of the positive geometry.

We can represent any positive geometry of mutual positivities between integration variables \( i \) and \( j \) graphically, by drawing a graph with \( L \) vertices – one for each loop variables \( i \) – and connecting any pair of vertices with a wiggly line, denoting the positivity condition. Thus with this notation, the positive geometry of the amplituhedron just corresponds to the complete graph on \( L \) vertices, where all vertices are connected to each other via wiggly lines. Having done this, we can also define any “negative” geometries, by again drawing a
graph, but now connecting two nodes $i,j$ with a solid line, denoting the mutual \textit{negativity} condition:

\[
\begin{align*}
\langle ABCD \rangle < 0 & \quad (CD) \quad \langle CDEF \rangle < 0 \\
(AB) & \quad (EF)
\end{align*}
\]

Starting from this basic definition of the amplituhedron for four-point scattering, in this note we will see two things:

(1) We will discover that, quite apart from any physical motivation about the exponentiation of infrared divergence, the positive geometry of the loop amplituhedron itself tells us that the logarithm of the amplitude is a natural object to define. Indeed, the integrand of the logarithm of the amplitude will be given as

\[
\log M = \sum_{\text{connected graphs } G} (-1)^{E(G)} (g^2)^L F_G
\]

where $E(G)$ is the number of edges of the graph $G$. Quite beautifully, integrating the canonical form for \textit{any one} of the “negative geometries” $G$ gives us something that is only $1/\epsilon^2$ divergent; and leaving a single loop $x_0$ un-integrated, associates a \textit{completely finite} function $F_G(g^2; z)$. This gives us, for the first time, a direct link between integrating the canonical form of positive geometries, and completely finite polylogarithmic functions, which are as simple as possible, depending only on a single variable $z$. We will give the explicit expressions for these polylogarithmic through to $(L-1) = 2$ integrated loops. We stress that while this expansion of log $M$ in terms of “negative geometries” is naturally handed to us by the amplituhedron, it is an entirely different sort of expansion than then Feynman diagram expansion. While the integrand for each graph $G$ has only local poles, it is in general not related to sums/products of planar Feynman diagrams.

(2) Purely from the perspective of the geometry, there is a clear separation in the complexity involved with understanding these “negative” geometries. Graphs that are “trees” are especially simple, since the mutual negativity can be imposed recursively one loop at a time; and indeed we will find it easy to determine the integrand here explicitly (even though we can get by without seeing it explicitly). But “closed loops” are clearly more complicated, since they impose “global” negativity constraints that cannot be solved one loop at a time.

This motivates us to try and sum the results for all the negative geometries associated with the “tree” graphs, for which the geometry is most easily understood. We will find that this can easily be done: the canonical forms for all the “tree” negative geometries can be computed in a simple recursive way, and precisely the same “Laplace equation” structure mentioned above in the context of the planar $\phi^3$ ladders allows the loop integrations to be easily performed, leaving us with a simple non-linear differential equation that can straightforwardly be solved non-perturbatively for all values of the ’t Hooft coupling.

We denote this object by $F_{\text{tree}}(g, z)$, and find that it is given as

\[
F_{\text{tree}}(g, z) = -A^2 \frac{z^A}{(z^A + 1)^2}, \quad \text{where} \quad \frac{A}{2g \cos \frac{\pi A}{2}} = 1.
\]
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From here, by performing the final loop integration and extracting the coefficient of the $1/\epsilon^2$ divergence, we can easily extract the contribution to $\Gamma_{\text{cusp}}$ at “tree-level”, finding

$$\Gamma_{\text{tree}}(g) = A \left( \frac{4}{\pi} \tan \frac{\pi A}{2} - A \right).$$

(1.12)

Remarkably, $\Gamma_{\text{tree}}(g)$ has all the same qualitative properties as the known exact expression for $\Gamma_{\text{cusp}}(g)$. The asymptotics have exactly the same form, with an expansion in powers of $g^2$ for small $g$, while asymptoting to be linear in $g$ at large $g$, with an asymptotic expansion in powers of $1/g$. The analytic structure in the $g$ plane is also the same, with a branch cut on the imaginary axis, starting at $|g_{*\text{,tree}}| = 0.21 \cdots$. Amusingly, this shows that the radius of convergence of $\Gamma_{\text{tree}}$ is even smaller than for the exact result which is at $g_{*} = 0.25$; in this sense $\Gamma_{\text{tree}}$ incorporates even larger non-perturbative effects than the the full result from $\Gamma_{\text{cusp}}$.

We can also sum a subset of the tree-like negative geometries, corresponding to a single chain; since these are roughly analogous to the “ladder” diagrams we call the corresponding contributions $F_{\text{ladder}}$ and the associated contribution to cusp anomalous dimension $\Gamma_{\text{ladder}}$, for which there is a closed form analytic expression:

$$F_{\text{ladder}}(g, z) = \frac{z^{i\sqrt{2}g} + z^{-i\sqrt{2}g}}{2\cosh(\sqrt{2}g\pi)};$$

(1.13)

$$\Gamma_{\text{ladder}}(g) = \frac{4}{\pi} \log \cosh(\sqrt{2}\pi g).$$

(1.14)

$\Gamma_{\text{ladder}}$ also has an expansion in powers of $g^2$ at small coupling, and asymptotes to being linear in $g$ for large coupling, but has corrections that are powers of of $\exp(-g)$, and thus is missing “string loop corrections” that are a series in $1/g$. The analytic structure is also different than the exact result, with an infinite series of poles on the imaginary $g$ axis rather than a branch cut. This $\Gamma_{\text{ladder}}$ is also amusingly closely related to another sort of anomalous dimension, “$\Gamma_{\text{octagon}}$” [29, 30], which controls the remainder function for six-particle scattering [31], and also appears in scattering amplitudes on the Coulomb branch, in particular limits [32]:

$$\Gamma_{\text{ladder}}(g) = 2\Gamma_{\text{octagon}}\left( \frac{g}{\sqrt{2}} \right).$$

(1.15)

It is fascinating that the truncation of the full negative geometry problem to trees and even further to ladders, produces expressions for $\Gamma$ that are so close to the full exact result, so much so that one might wonder, what is the “point” of the rest of the negative regions with “loops”, necessary for the full result? The answer can readily be seen by looking at the functions $F(g, z)$, which do have qualitative differences from the known exact result. The latter is asymptotic to being linear in $g$ at strong coupling, with as usual string loop corrections in powers of $1/g$. Instead $F_{\text{tree}}$ asymptotes to $g_0$ at large $g$, with corrections that are a series in $1/g$, while $F_{\text{ladder}}$ has a more unusual behavior, oscillating wildly with exponentially falling envelope at large coupling. These differences are washed away in performing the loop integration over $z$ to extract $\Gamma$, but clearly the full negative geometries are needed to correctly capture all aspects of the physics at strong coupling.
The outline of this paper is as follows. In section 2, we briefly review the definition of the Wilson loop with a Lagrangian insertion, and its relationship to scattering amplitudes and the cusp anomalous dimension. In section 3, we introduce the idea of negative geometries, and explain how they naturally lead us to the logarithm of the amplitude, and to the infrared finite quantity $F$. We then show, in section 4, explicit examples of infrared finite functions associated to negative geometries. In section 5, we use differential equations in order to sum, to all orders in the coupling, contributions from “tree” and “ladder” geometries and discuss their contribution to the cusp anomalous dimension. We close by giving an outlook in section 6.

2 Wilson loop with Lagrangian insertion and cusp anomalous dimension

2.1 Definition of the Wilson loop observable $F$ and review of known results

We follow the conventions of [33], except that we write perturbative expansions in terms of the expansion parameter $g^2$, while in that reference $g^2/4$ was used, and that we define Wilson loops in the fundamental representation. Let us quickly review the relevant equations. We define Wilson loops in the fundamental representation as follows,

$$
\langle W_F(x_1, x_2, x_3, x_4) \rangle = \frac{1}{N_F} \langle \text{tr}_F P \exp \left( i \oint_C dx \cdot A(x) \right) \rangle,
$$

(2.1)

where the contour $C$ is a rectangle with vertices located at four points $x_i$ that are light-like separated, $x^2_{i,i+1} = 0$ (with $i = 1, \ldots, 4$ and $i + 4 \equiv i$), and where we normalized the Wilson loop by $N_F = N$, so that its perturbative expansion starts with 1.

$W_F$ has ultraviolet divergences, which in dimensional regularization, with $D = 4 - 2\epsilon$, take the form

$$
\log \langle W_F(x_1, x_2, x_3, x_4) \rangle = -\sum_{L \geq 1} \frac{1}{(L\epsilon)^2} g^{2L} \Gamma_{\text{cusp}}^{(L)} + \mathcal{O}(1/\epsilon),
$$

(2.2)

where $\Gamma_{\text{cusp}}^{(L)}$ are expansion coefficients of the cusp anomalous dimension

$$
\Gamma_{\text{cusp}} = \sum_{L \geq 1} g^{2L} \Gamma_{\text{cusp}}^{(L)},
$$

(2.3)

that was already given in eq. (1.2).

Let us now consider the ratio mentioned in the introduction [12–14]

$$
\frac{\langle W_F(x_1, x_2, x_3, x_4) \mathcal{L}(x_0) \rangle}{\langle W_F(x_1, x_2, x_3, x_4) \rangle} = \frac{1}{\pi^2} \frac{x_1^2 x_2^2 x_3^2 x_4^2}{x_0^2 x_{13}^2 x_{24}^2 x_{30}^2 x_{40}^2} F(g; z).
$$

(2.4)

The fact that the kinematics depends on a single variable follows from conformal symmetry of the Wilson loop (which is dual conformal symmetry as seen from the amplitudes vantage point). Moreover, invariance of the Wilson loop under cyclic permutation of points $x_1, \ldots, x_4$ implies $F(z) = F(1/z)$. 
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In addition, $F$ depends on the rank of the gauge group $N$, and on the Yang-Mills coupling $g_{YM}^2$. In this note we will take the 't Hooft limit, so that we only have the dependence on $g^2$. We expand $F$ in powers of $g^2$,

$$F(z) = g^2 F^{(0)}(z) + g^4 F^{(1)}(z) + g^6 F^{(2)}(z) + O(g^8). \quad (2.5)$$

Note that the expansion starts at order $g^2$, with $F^{(0)}(z) = -1$ being the Born-level contribution.

The first four perturbative orders of $F(z)$ are known (including a non-planar contribution at three loops) \[18, 33\], as well as the leading term at strong coupling \[12\]. We reproduce the first few terms in order to establish our conventions

$$F^{(0)}(z) = -1, \quad (2.6)$$

$$F^{(1)}(z) = \log^2 z + \pi^2, \quad (2.7)$$

$$F^{(2)}(z) = -\frac{1}{2} \log^4 z + \log^2 z \left[ \frac{2}{3} \text{Li}_2 \left( \frac{1}{z + 1} \right) + \frac{2}{3} \text{Li}_2 \left( \frac{z}{z + 1} \right) - \frac{19\pi^2}{9} \right] \quad (2.8)$$

$$+ \log z \left[ 4 \text{Li}_3 \left( \frac{1}{z + 1} \right) - 4 \text{Li}_3 \left( \frac{z}{z + 1} \right) \right] + \frac{2}{3} \left[ \text{Li}_2 \left( \frac{1}{z + 1} \right) + \text{Li}_2 \left( \frac{z}{z + 1} \right) - \frac{\pi^2}{6} \right]^2$$

$$+ \frac{8}{3} \pi^2 \left[ \text{Li}_2 \left( \frac{1}{z + 1} \right) + \text{Li}_2 \left( \frac{z}{z + 1} \right) - \frac{\pi^2}{6} \right] + 8 \text{Li}_4 \left( \frac{1}{z + 1} \right) + 8 \text{Li}_4 \left( \frac{z}{z + 1} \right) - \frac{23\pi^4}{18}. \quad (2.8)$$

At strong coupling, we have \[12\]

$$F(z) \approx \frac{z}{(z - 1)^3} [2(1 - z) + (z + 1) \log z] + \ldots \quad (2.9)$$

As mentioned in the introduction, integration over the insertion point $x_0$ yields the cusp anomalous dimension. As explained in refs. \[18, 33\], this relationship can be formulated as a functional that maps a function $F(z)$ to a number $\Gamma$. The precise relation is as follows,

$$g \partial / \partial g \Gamma_{\text{cusp}}(g) = -2 I [F(g; z)], \quad (2.10)$$

where $I$ acts on individual terms as in

$$I[z^p] = \frac{\sin(\pi p)}{\pi p}. \quad (2.11)$$

For self-contained completeness, we give a slightly different derivation of this fact, using the methods of \[34\]. Let us begin with a usual massless box integral (in terms of the dual notation, $s = x_{13}^2, t = x_{24}^2$),

$$I = s t \int \frac{d^4 x_0}{i\pi^2} \frac{1}{x_{10}^2 x_{20}^2 x_{30}^2 x_{40}^2}, \quad (2.12)$$

and see why it has a double-logarithmic IR divergence. After Feynman parametrizing each loop propagator as

$$\frac{1}{(x_{m0}^2)^n} = \frac{1}{\Gamma(a)} \int_0^\infty d\alpha_i \alpha_i^{a-1} e^{-\alpha_i x_{m0}^2}, \quad (2.13)$$
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(with \(a = 1\)) and carrying out the loop integration, we are left with the familiar

\[
\int d^4\alpha \frac{1}{\text{GL}(1) (s\alpha_2 \alpha_4 + t\alpha_1 \alpha_3)^2}. \tag{2.14}
\]

We can as usual fix the \(\text{GL}(1)\) by setting e.g. \(\alpha_4 \to 1\). Why is the resulting integral \(\log^2\) divergent? The reason is is simple: the integrand has two additional \(\text{GL}(1)\) invariances, under \(\alpha_1 \to a\alpha_1, \alpha_3 \to b\alpha_3, \alpha_2 \to ab\alpha_2\). This pulls out a factor of \(\int \frac{da \, db}{\pi^2}\) from the integral that gives the \(\log^2\) divergence. To get the coefficient of this divergence, we simply further mod-out by these two new \(\text{GL}(1)\)'s. We can do this for instance by setting \(\alpha_{1,3} \to 1\), leaving us with

\[
st \int_0^\infty \frac{d\alpha_2}{(s\alpha_2 + t)^2} = 1 \tag{2.15}
\]

for the coefficient of the \(\log^2\) divergence. We can easily repeat this exercise if the original loop integrand has a factor of \(z^p = \left(\frac{s \alpha_2 + t}{t \alpha_2 + s}\right)^p\), for any power \(p\). We now Feynman parametrize again, using eq. (2.13) for \(a = 1 - p\) and \(a = 1 + p\), depending on the propagator. Note these expressions are formally valid for \(|p| < 1\) but our final expression can be extended to general \(p\) by analytic continuation.

Performing the loop integration, we have

\[
\int d^4\alpha \frac{1}{\text{GL}(1) (\alpha_2 \alpha_4 + \alpha_1 \alpha_3)^2} \left(\frac{\alpha_1 \alpha_3}{\alpha_2 \alpha_4}\right)^p. \tag{2.17}
\]

Again, we can gauge-fix the \(\text{GL}(1)\) by setting \(\alpha_4 \to 1\) as usual, and the integral continues to have the two additional accidental \(\text{GL}(1)\) invariances giving the \(\log^2\) divergence. The coefficient of the divergence is again obtained simply by modding out by these \(\text{GL}(1)\)'s, setting \(\alpha_1 \to 1, \alpha_3 \to 1\) we are left with

\[
st \left(\frac{s}{t}\right)^p \frac{1}{\Gamma(1-p)^2 \Gamma(1+p)^2} \int d^4\alpha \frac{1}{\text{GL}(1) (\alpha_2 \alpha_4 + \alpha_1 \alpha_3)^2} \left(\frac{\alpha_1 \alpha_3}{\alpha_2 \alpha_4}\right)^p. \tag{2.18}
\]

Performing the integral and using \(\Gamma(1+p)\Gamma(1-p) = \frac{\sin p\pi}{\sin p\pi}\) yields \(\frac{\sin p\pi}{\pi^p}\) for the coefficient of the \(\log^2\) divergence.

The action of \(\mathcal{I}\) has been specified on a power \(z^p\), but we can identify \(\frac{\sin p\pi}{\pi^p} = \frac{1}{2\pi i} \int_C \frac{dz}{z} z^p\), where \(C\) is a contour that starts just below the real axis at \(z = -1\), goes around the origin and comes back just above the real axis at \(z = -1\). Thus, for a general function \(F(z)\), we can write

\[
\mathcal{I}[F] = \frac{1}{2\pi i} \int_C \frac{dz}{z} F(z). \tag{2.19}
\]

If one further assumes that \(F\) has a branch cut on the negative real axis only, and is analytic elsewhere (this is the case for the functions \(F\) we encounter in this paper), then one can deform the contour \(C\) to be a unit circle around the origin, with \(z = \exp(i\phi)\). In this way we obtain a further representation of the functional \(\mathcal{I}\),

\[
\mathcal{I}[F] = \frac{1}{2\pi} \int_{-\pi}^\pi d\phi F(e^{i\phi}). \tag{2.20}
\]

\end{verbatim}
One may verify that upon using eq. (2.10) in combination with (2.20) on eqs. (2.6), (2.7), (2.8) and (2.9), one obtains the value quoted for the cusp anomalous dimension in eq. (1.2).

2.2 Integrand for $F$ from planar scattering amplitudes

There are several ways of computing $F$ in perturbation theory. While it is possible to start directly from the definition of the Wilson loops on the LHS of eqs. (2.4) and evaluate the necessary Wilson loop integrals, we can profit from the known duality between Wilson loops and scattering amplitudes. (Alternatively, a duality to correlation functions, in the light-like limit, can also be used, as was done in ref. [33]).

Let $A_4$ be the four-point color-ordered scattering amplitude in planar $\mathcal{N} = 4$ sYM theory. Then we define the loop factor $M$ via

$$M = A_4 / A_4^{(0)},$$

by dividing by the tree-level contribution $A_4^{(0)}$. The duality relation states that

$$\log W_F \sim \log M.$$  

We wrote $\sim$ because eq. (2.22) is rather formal. The reason is that both objects have divergences. The Wilson loop has ultraviolet (short distance, cusp) divergences, cf. eq. (2.2), while the scattering amplitude has infrared (soft and collinear) divergences,

$$\log M = - \sum_{L \geq 1} \frac{g^{2L} \Gamma^{(L)}_{\text{cusp}}}{(L \epsilon)^2} + \mathcal{O}(1/\epsilon).$$

One possibility to make the relation exact is to turn to well-defined (and scheme-independent) finite parts, or ratio functions (in the case of more general helicity configurations). This has the disadvantage that it requires at least six points. Another possibility is to consider eq. (2.22) at the level of the finite integrand of both quantities. This is the route we will take in this note.

How does one formulate eq. (2.22) at the level of loop integrands? For the scattering amplitude $M$, one writes the loop contributions in terms of dual (or region) coordinates, which eliminate the issue of ambiguity under momentum rerouting. Moreover, requiring the correct pole structure fixes a potential total derivative ambiguity, so that the integrand is well defined, and can be computed, for example, using the loop-level BCFW recursion relations [35]. For the Wilson loop, one uses the well-known Lagrangian insertion method - roughly speaking, the Wilson loop with $L$ Lagrangian insertions at Born level corresponds to the $L$-loop integrand. The equivalence of the integrand of $W_F$ and $M$ (and to the integrand of correlation functions) has been well studied in the literature, see for example references [36, 37].

Therefore we can profit from the fact that advanced techniques exist to obtain integrands for planar scattering amplitudes $M$. In this note our starting point will be the

---

1Recall that in this paper we work in the ’t Hooft limit. The first non-planar corrections to eq. (2.23) occur at four loops, and have been evaluated in [33].
powerful amplituhedron construction, as reviewed and developed further in the following two sections.

Given the definition (2.4) it is clear that the knowledge of the Wilson loop with $L$ Lagrangian insertions at Born level, or equivalently the $L$-loop integrand for $M$, allows us to define the integrand of $F^{(L-1)}$. More concretely, let us introduce the notation $\Omega$ for the integrand of $\log M$,

$$\log M = 1 + \sum_{L \geq 1} g^{2L} \int \frac{d^D x_5 \ldots d^D x_{4+L}}{(i\pi)^{D/2}L} \Omega^{(L)}(x_1, \ldots, x_4, x_5, \ldots, x_{4+L}), \quad (2.24)$$

where we assume that $\Omega$ is explicitly symmetrized between all loop integration variables $x_5, \ldots, x_{4+L}$. Then, taking into account that at integral level $M$ and $W_F$ are equivalent, as well as the Lagrangian insertion formula $g^2 \partial_x^2 \langle \cO \rangle = -i \int d^D x_0 \langle \cO \cL(x_0) \rangle$, as well as the definition (2.4), one finds that $F^{(L-1)}$ is given by

$$F^{(L-1)}(z) = L \frac{2^2 10^2 30^2 40^2}{x_{13} x_{24}^2} \int \frac{d^4 x_6 \ldots d^4 x_{4+L}}{(i\pi)^{2L-1}} \Omega^{(L)}(x_1, \ldots, x_4, x_6, \ldots, x_{4+L}). \quad (2.25)$$

Notice that in eq. (2.25), one of the integration points, $x_6$ has been “frozen” to be $x_0$, and is left unintegrated. As a result, $F$ does not require regularization and can be computed, in principle, in four dimensions.

Here we show, for illustration and to set our conventions, the first few loop orders. The four-point amplitude has the following expansion

$$M = 1 + g^2 M^{(1)} + g^4 M^{(2)} + O(g^6). \quad (2.26)$$

The one- and two-loop contributions are given in terms of box integrals. In dual notation, they read

$$M^{(1)} = - \int \frac{d^D x_5}{i\pi^{D/2}} \frac{x_{13}^2 x_{24}^2}{x_{15}^2 x_{25}^2 x_{35}^2 x_{45}^2}, \quad (2.27)$$

and

$$M^{(2)} = \int \frac{d^D x_5 d^D x_6}{(i\pi^{D/2})^2} \frac{1}{2} \left[ \frac{(x_{13}^2 / x_{24}^2, x_{13}^2 / x_{24}^2)}{x_{15}^2 x_{25}^2 x_{35}^2 x_{45}^2} + \frac{x_{24}^2 (x_{13}^2 / x_{24}^2)}{x_{15}^2 x_{25}^2 x_{35}^2 x_{45}^2} + \frac{x_{13}^2 (x_{24}^2 / x_{13}^2)}{x_{15}^2 x_{25}^2 x_{35}^2 x_{45}^2} + \frac{x_{24}^2 (x_{13}^2 / x_{24}^2)}{x_{15}^2 x_{25}^2 x_{35}^2 x_{45}^2} \right]. \quad (2.28)$$

The first two summands in the first line correspond to the (normalized) $s$-channel and $t$-channel ladder integrals. The second line corresponds to the same integrals, symmetrized in the integration variables $x_5, x_6$. Taking into account the duality with the Wilson loop, and eqs. (2.4) and (2.5), one finds [38]

$$F^{(0)} = -1, \quad (2.29)$$

$$F^{(1)} = \int \frac{d^4 x_6}{i\pi^2} \frac{[x_{16}^2 x_{24}^2 x_{30}^2 + x_{26}^2 x_{13}^2 x_{40}^2 + x_{36}^2 x_{24}^2 x_{10}^2 + x_{46}^2 x_{13}^2 x_{20}^2 - x_{06}^2 x_{13}^2 x_{24}^2]}{x_{16}^2 x_{26}^2 x_{36}^2 x_{46}^2 x_{06}^2}. \quad (2.30)$$
Here, the last term in the second line comes from the contribution of $-1/2(M^{(1)})^2$ to $\log M$. The linear combination appearing in the numerator of eq. (2.30) is exactly (up to an overall sign) that appearing in the finite combination of box and triangle integrals discussed in section 6 of [39]. As discussed there, the integral is manifestly finite in four dimensions. Upon integration, this is in agreement with eq. (2.7).

A comment is due on the nature of the integrals contributing to $F$. By definition, one could always express $\log M$, and hence $F$, as sums of products of planar integrals. In general, the latter will be individually divergence (such as the box and triangle integrals contributing to eq. (2.30), and it is only their sum that is finite in four dimensions.

What is more, we will introduce a geometric decomposition of $\log M$ that expresses the answer in terms of finite contributions, just like eq. (2.30), which however are not expressible (in general) in terms of standard planar integrals. Instead, the geometric decomposition is a completely new representation of the answer. We will introduce methods for computing certain classes of these diagrams directly in four dimensions, without needing the standard machinery of loop integration [33].

2.3 Momentum twistor notation

In the following we will use momentum twistor variables [40], as they considerably streamline the geometric analysis and the discussion of infrared finiteness. In this language, the external kinematics is described by four momentum twistors $Z_1, Z_2, Z_3, Z_4$. The Lagrangian insertion point corresponds to a line $Z_A Z_B$, and loop integration points are denoted by $Z_C Z_D, Z_E Z_F$, etc. at low loop orders, or by $(Z_A Z_B)_L$ in general. Then we have

$$z = \frac{\langle 12AB \rangle \langle 34AB \rangle}{\langle 14AB \rangle \langle 23AB \rangle}.$$  \hfill (2.31)

Likewise, we can write the loop integrals in momentum twistor space (see e.g. [41]). Following closely section 3 of [18], the expression in eq. (2.30) becomes

$$F^{(1)} = \int_{CD} \frac{\mathcal{N}}{(41CD) \langle 12CD \rangle \langle 23CD \rangle \langle 34CD \rangle \langle ABCD \rangle},$$ \hfill (2.32)

with

$$\mathcal{N} = \langle 12CD \rangle \langle 34AB \rangle \langle 4123 \rangle \langle 12AB \rangle \langle 34CD \rangle \langle 4123 \rangle + \langle 1234 \rangle \langle 23CD \rangle \langle 41AB \rangle$$
$$+ \langle 1234 \rangle \langle 23AB \rangle \langle 41CD \rangle - \langle 1234 \rangle \langle 1234 \rangle \langle CDAB \rangle.$$  \hfill (2.33)

This expression can be rewritten using a twistor identity,

$$\mathcal{N} = - \langle 1234 \rangle [\langle AB13 \rangle \langle CD24 \rangle + \langle AB24 \rangle \langle CD13 \rangle].$$  \hfill (2.34)

In this form, the infrared finiteness of the integral is obvious, cf. [18], and upon integration we recover eq. (2.7).

In the next section, we will present a novel method to obtain the integrand for $\log M$, and hence for $F$, directly. It will be given in a form that makes the infrared properties of the objects manifest, i.e. $\log M$ will be given in terms of contributions that are only $1/\epsilon^2$ divergent each, and $F$ will be given as a sum of finite contributions.
3 Geometry of integrands

3.1 Review of four-point amplituhedron

We start with reviewing the amplituhedron geometry \[23, 26\] for MHV four-point amplitudes. The external kinematical data is given by four momentum twistors \(Z_1, Z_2, Z_3, Z_4\) with \(\langle 1234 \rangle \equiv \epsilon_{abcd}Z^a_1Z^b_2Z^c_3Z^d_4 > 0\). The one-loop amplituhedron \(A_1(AB)\) is a collection of all lines \(AB\) in \(\mathbb{R}^3\), where \(Z_A\) and \(Z_B\) are two arbitrary points on that line, with the following conditions

\[
A_1(AB) : \{\langle AB12\rangle, \langle AB23\rangle, \langle AB34\rangle, \langle AB14\rangle > 0, \langle AB13\rangle, \langle AB24\rangle < 0\}. \tag{3.1}
\]

We can choose a convenient parametrization of the line

\[
Z_A = Z_1 + xZ_2 + yZ_4, \quad Z_B = Z_3 - zZ_2 + wZ_4. \tag{3.2}
\]

The conditions (3.1) then force all parameters (3.2) to be positive,

\[
x, y, z, w > 0. \tag{3.3}
\]

There is a unique form \(\Omega_1(AB)\) with logarithmic singularities on the boundaries of \(A_1(AB)\). This form reproduces the four point one-loop integrand, and the one-loop amplitude \(M^{(1)}\) is given by integrating over all lines \(AB\),

\[
M^{(1)} = \int_{AB} \Omega_1(AB). \tag{3.4}
\]

The contour is chosen such that the corresponding loop momentum \(\ell\) is real.

At two-loops, the amplituhedron geometry is a configuration of two lines \(AB\) and \(CD\) (for lucidity we use this notation rather than \((AB)_1, (AB)_2\) where each line is in the one-loop amplituhedron with additional mutual condition \(\langle ABCD \rangle = \epsilon_{abcd}Z^a_AZ^b_BZ^c_CZ^d_D > 0\),

\[
A_2(AB, CD) = \{AB, CD \in A_1, and \langle ABCD \rangle > 0\}. \tag{3.5}
\]

We again parametrize the respective lines \(AB, CD\) as in (3.2) and the one-loop amplituhedron inequalities (3.1) force \(x, y, z, w > 0\). The mutual positivity condition is a non-trivial relation between all eight parameters,

\[
-(x_1 - x_2)(z_1 - z_2) - (w_1 - w_2)(y_1 - y_2) > 0. \tag{3.6}
\]

Here we introduce a graphic notation: for each loop line we draw a dot and mutual positive condition is represented by blue dashed line. The figure then represents a dlog form on the positive geometry,

\[
\boxed{\begin{array}{c}
\text{AB} \\
\bullet\cdots\bullet \\
\text{CD}
\end{array}} \equiv \Omega(A_2) \tag{3.7}
\]

At \(L\)-loops we demand that each line \((AB)_i\) lives in the one-loop amplituhedron and each pair of lines satisfies mutual positivity condition, \(\langle (AB)_i(AB)_j \rangle > 0\),

\[
A_L = \{(AB)_k \in A_1, and \langle (AB)_i(AB)_j \rangle > 0 for each pair i,j\}. \tag{3.8}
\]
Finding the dlog form $\Omega_L$ on $A_L$ for general $L$ (and hence the four point $L$-loop integrand) is a huge task and very complicated challenge. While some progress has been made for certain lower dimensional boundaries (cuts of the amplitude) [24, 27], the general strategy for the triangulation is still missing.

In the graphical representation, $\Omega_L$ corresponds to a completely connected graph,

$$\Omega(A_L) = \text{(diagram)}$$

Each dot represents loop $(AB)_i$ and each edge is a negativity condition $\langle (AB)_i(AB)_j \rangle < 0$.

### 3.2 Negative geometries

The mutual positivity conditions $\langle (AB)_i(AB)_j \rangle > 0$ are essential to the definition of the amplituhedron. From the geometry point of view, an equally interesting case is when $\langle (AB)_i(AB)_j \rangle < 0$.

Let us start at two loops. We can define the positive geometry of two lines $AB, CD$, each of them being in the one-loop amplituhedron, further satisfying $\langle ABCD \rangle < 0$.

We denote by $\tilde{\Omega}_2$ the canonical dlog form for this space. We again use the graphic notation where the vertices represent the loop lines, and the “negative link" $\langle ABCD \rangle < 0$ is represented by a red thick line. The connection between $\Omega_2$, $\tilde{\Omega}_2$ and $\Omega_{1,1}$ is then

$$\tilde{\Omega}_2 = \{AB, CD \in A_1, \text{and} \langle ABCD \rangle < 0\}$$

There is a natural question if this form has any physical significance. Using the relation (3.11) we see that at the level of integrands of amplitudes we have

$$\tilde{\Omega}_2 \sim M^{(2)} - \frac{1}{2}(M^{(1)})^2,$$

where the relative factor of $1/2$ comes from symmetrization in lines $AB$ and $CD$. This is nothing else than the two-loop logarithm of the four point amplitude. In the next subsections, we will see that this is not an accidental connection.

Finally, we can use the relation (3.11) multiple times on the general $L$-loop connected graph (3.9), and rewrite all positive links (blue dashed lines) in terms of negative links (red thick lines) and no links at all. As a result, we get a sum over all graphs with red links only,

$$\Omega(A_L) = \text{(diagram)} = \sum_{\text{all } G} (-1)^{E(G)}$$

(3.13)
Here the graph on the right hand side is just a representative, we sum over all graphs $G$. As an example, we give the $L = 3$ expansion,

$$
\begin{align*}
\text{(3.14)}
\end{align*}
$$

Each diagram is implicitly symmetrized in all lines $(AB)_i$. In particular, for the three-loop case we denote these lines by $AB$, $CD$, $EF$ for convenience, and each unlabeled diagram in (3.14) then represents

$$
\begin{align*}
\text{(3.15)}
\end{align*}
$$

$$
\begin{align*}
\text{(3.16)}
\end{align*}
$$

$$
\begin{align*}
\text{(3.17)}
\end{align*}
$$

$$
\begin{align*}
\text{(3.18)}
\end{align*}
$$

where each diagram represents a positive geometry with certain set of inequalities

$$
\begin{align*}
\langle ABEF \rangle < 0
\end{align*}
$$

$$
\begin{align*}
\langle ABCD \rangle < 0
\end{align*}
$$

Now we decorate the relation (3.13) with $(g^2)^L$ and sum over all $L$,

$$
\Omega(g) = \sum_{L=0}^{\infty} (-g^2)^L \Omega(A_L),
$$

where $\Omega(A_0) = 1$. Now, as familiar in many settings, the generating function for a sum over all graphs, is the exponential of the generating function for connected graphs. Thus
using (3.13) we find the expansion for $\Omega(g)$ as the exponential of the sum over connected graphs,

$$\Omega(g) = \exp \left\{ \sum_{\text{all connected graphs } G} (-1)^{E(G)} (g^2)^L \right\}$$  \hspace{1cm} (3.21)

Again, the graph in the equation above is just one representative, we have to sum over all connected graphs. Note that the graph with $L$ vertices and $E(G)$ edges is decorated with the coefficient $(-1)^{E(G)} (g^2)^L$. Now we can take the logarithm of this expression,

$$\log \Omega(g) = \sum_{\text{all connected graphs } G} (-1)^{E(G)} (g^2)^L$$ \hspace{1cm} (3.22)

We can now expand $\log \Omega(g)$ in coupling $g$, and write the graphic expansion for the coefficient of $(g^2)^L$. We denote this form $\tilde{\Omega}_L$.

$$\tilde{\Omega}_L = \sum_{\text{all connected graphs } G \text{ with } L \text{ vertices}} (-1)^{E(G)}$$ \hspace{1cm} (3.23)

We succeeded in formulating the problem of finding the $L$-loop integrand for the logarithm of the amplitude in a purely geometric language. Each term in (3.23) represents a $\text{dlog}$ form on a positive geometry given by the inequalities $\langle (AB)_i (AB)_j \rangle < 0$ encoded by the graph. This is an analogue of the expansion (3.13) for the $L$-loop amplitude, with the difference that in (3.13) we sum over all graphs and in (3.23) only over all connected graphs.

This raises the question: What is special about connected graphs with negative links? We will see in the following discussion that the answer is related to collinear regions and IR divergences.

### 3.3 Collinear safety

The negativity condition $\langle ABCD \rangle < 0$ (or generally $\langle (AB)_i (AB)_j \rangle < 0$) has an important implication on the allowed boundaries of the positive geometry. In particular, we look at the collinear configuration when the line $AB$ passes through point $Z_2$ and lies in the plane $(Z_1Z_2Z_3)$,

$$\langle AB \rangle$$ \hspace{1cm} (3.24)
We can choose $Z_A = Z_2$ and $Z_B = -Z_1 + \alpha Z_3$, where $\alpha > 0$ due to the one-loop positivity conditions. The mutual positivity condition with $CD$ is then

$$\langle ABCD \rangle = \langle CD12 \rangle + \alpha \langle CD23 \rangle < 0$$

(3.25)

Because $\langle CD12 \rangle$, $\langle CD23 \rangle$, $\alpha$ are all positive, this forces $\langle ABCD \rangle > 0$ which is in conflict with the negativity condition. Therefore this configuration is not allowed.

This extends to higher loops and more general positive geometries. Consider a line $(AB)_i$ which has a negative link with another line $(AB)_j$, i.e. $\langle (AB)_i(AB)_j \rangle < 0$. Placing either $(AB)_i$ or $(AB)_j$ into a collinear region violates this condition, and therefore such configurations are inconsistent with the positive geometry. As a result, if a graph with negative links is connected, then none of the lines $(AB)_i$ can be placed into a collinear region.

There is a more involved situation when some subset of all lines $(AB)_1, \ldots, (AB)_k$ are placed into a collinear region at the same time, while the remaining lines $(AB)_{k+1}, \ldots, (AB)_L$ are kept generic,

$$\langle (AB)_i(AB)_j \rangle = 0 \quad i,j \in \text{collinear}$$

(3.27)

However, if the graph is connected there is at least one inequality which includes one line in the collinear region and one generic line. This bracket is positive and the negativity condition is violated,

$$\langle (AB)_i(AB)_j \rangle > 0 \quad i \in \text{collinear}, \ j \in \text{generic}$$

(3.28)

Consequently, the only way how to preserve the negativity conditions and send some lines to the collinear region is to send all lines to the collinear region at the same time.
In that case all mutual brackets are zero, \( \langle (AB)_i (AB)_j \rangle = 0, i, j = 1, \ldots, L \) and nothing is violated. This is indeed an allowed boundary of the positive geometry.

It is worth mentioning an important aspect of the mutual positivity conditions \( \langle (AB)_i (AB)_j \rangle > 0 \): they enforce “planarity” in the sense of the expansion in terms of planar diagrams. Let us put \((AB)_1\) and \((AB)_2\) in one-loop amplituhedra, respectively. We have to ensure that any lower-dimensional boundary inconsistent with planarity is forbidden by imposing \( \langle (AB)_1 (AB)_2 \rangle > 0 \). For example, we can localize \((AB)_1\) to intersect lines (12), (34) and \((AB)_2\) to intersect lines (23), (14). This is indeed cut inconsistent with planarity.

\[
\begin{align*}
&\text{Z}_1 \quad \text{(AB)}_1 \\
&\text{Z}_2 \quad \text{(AB)}_2 \\
&\text{Z}_3 \\
&\text{Z}_4
\end{align*}
\]

In the parametrization (3.2) this sets \( y_1 = z_1 = x_2 = w_2 = 0 \) and reduces the quadratic inequality (3.6) to

\[
- x_1 w_1 - y_2 z_2 > 0
\]

which is inconsistent with all parameters being positive. One can check more intricate planarity-violating configurations at higher loops but always the mutual positivity conditions come to rescue.

Let us summarize the results of this part:

- The positivity condition \( \langle (AB)_i (AB)_j \rangle > 0 \) is related to the planarity of the integrand, in a sense of the expansion in terms of planar diagrams. The object is planar only if all \( \langle (AB)_i (AB)_j \rangle > 0 \) are enforced, which is the case of the \( L \)-loop amplituhedron.

- The negativity condition \( \langle (AB)_i (AB)_j \rangle < 0 \) ensures that neither line \((AB)_i\) nor \((AB)_j\) can access the collinear region individually. If the graph with negative links is connected only the collection of all lines can access the collinear region at the same time.

### 3.4 Infrared finite observable

The collinear region of the integrand is closely related to the presence of IR divergences post-integration. In the context of planar \( \mathcal{N} = 4 \) SYM theory, if the integrand does not have support when one of the loops is localized in the collinear region, then the corresponding integral is IR finite. This can happen with special numerators for the integrand, which vanish in collinear regions, rendering the integrals finite. A simple example is the integral (3.34), where the collinear regions are present, as demonstrated by the presence of relevant poles in the denominator, but the numerator vanishes whenever the line \((AB)\) enters any of the collinear regions. As discussed earlier, our situation is different: for each connected
graph we can not send individually any line \((AB)_j\) to the collinear region (as it would violate negativity conditions), but we can send all lines collectively there. As a result, this generates a mild \(1/\epsilon^2\) divergence after integration,

\[
\int \Omega_{\Gamma} = \frac{1}{\epsilon^2} (\ldots) + O\left(\frac{1}{\epsilon}\right).
\]

As the \(L\)-loop logarithm is the sum over all connected graphs with \(L\) vertices, the integration reveals the same degree of divergence. This is in agreement with eq. (2.23).

Consider now a situation when we freeze one of the loops in the connected graph and integrate over all others. As noted earlier, the integration region now does not contain the collinear region and such an object is IR finite. We denote this object \(F_{\Gamma}\) for each graph and the frozen loop \(AB_0 \equiv AB_L\), and we integrate over all other loops \(AB_1, \ldots, AB_{L-1}\). The function \(F_{\Gamma}\) depends on a single cross-ratio \(z\) defined in (2.31),

\[
F_{\Gamma}(z) = N_0 \int_{AB_1} \int_{AB_2} \cdots \int_{AB_{L-1}} \Omega_{\Gamma},
\]

where \(N_0\) is a simple normalization factor

\[
N_0 = \left(\frac{\langle 1234\rangle^2}{\langle AB_012\rangle \langle AB_023\rangle \langle AB_034\rangle \langle AB_014\rangle}\right)^{-1}.
\]

which ensures that the \(F_{\Gamma}(z)\) associated with a single dot (no integration to be done) is equal to 1. We use the graphic notation for \(F_{\Gamma}\) where the graph represents an integral (3.34) with line \(AB_0\) left frozen (denoted by white vertex with cross),

\[
F_{\Gamma}(z) = \unitlength 1cm
\begin{picture}(2,2)
\put(0,0){\circle{0.2}}
\put(0.8,1.2){\circle{0.2}}
\put(0.3,0.7){\circle{0.2}}
\put(0.8,0.2){\circle{0.2}}
\put(0.1,0.8){\circle{0.2}}
\put(0.3,0.7){\line(1,0){0.5}}
\put(0.3,0.7){\line(1,1){0.5}}
\put(0.8,1.2){\line(-1,1){0.5}}
\put(0.1,0.8){\line(-1,0){0.5}}
\end{picture}
\]

For the \(L\)-loop logarithm of the amplitude we define the IR finite function \(F_L(g, z)\) as an integral of \(\tilde{\Omega}_L\) over \(AB_1, \ldots, AB_{L-1}\), which is also the sum of \(F_{\Gamma}\) over all connected diagrams with \(L\) vertices,

\[
F_L(g, z) = N_0 \int_{AB_1} \int_{AB_2} \cdots \int_{AB_{L-1}} \tilde{\Omega}_L.
\]

Once we label this diagram we have to symmetrize over all loop lines \(AB_1, \ldots, AB_{L-1}\). However, all these loops are integrated, so there is no need to label them in the diagram.

Using this definition we find the graphic expansion for \(F(g, z)\) starting from \(\log \Omega(g)\). For \(L = 2\) there is only one connected graph,
while for $L = 3$ we get two connected graphs,

\[(3.39)\]

In the first figure, we see the symmetry factor $1/2$ which comes from the fact that both the graph on the left and the first term on the right represent two permutations, while the second term on the right is only one permutation. For $L = 4$ we have multiple graphs, two of them are

\[(3.41)\]

\[(3.42)\]

As before we can now dress each term with $(g^2)^L$ and sum over $L$ giving us

\[(3.43)\]

In the graphic notation we get,

\[(3.44)\]

The function $\mathcal{F}(g, z)$ defined by this formula is directly related to $F(g, z)$ defined in the previous section as

\[(3.45)\]
so these are the same physical quantities (up to some rescaling). The representation (3.44) is a purely geometric expansion in terms of integrated dlog forms on negative geometries, it has no physical analogue.

4 Examples of canonical forms and functions associated to negative geometries

The positive geometry is defined by the set of inequalities, positive or negative conditions on the lines $(AB)_j$. The next step is to find the “dlog” form $\Omega$ which has logarithmic singularities on the boundaries of the positive geometry. While we have many powerful tools to find these forms [35, 41–51], it is hard to find the solution for the general case.

The most natural approach is the triangulation of the space, ie. dividing the full positive space into subregions with trivial dlog forms. This method was followed in [24] with many non-trivial results. Here our objective is to find the dlog forms for the graphs with negative links. We will see that, surprisingly, for a class of tree graphs we can solve this problem in complete generality.

4.1 One- and two-loop results

In this subsection we give some examples of dlog forms associated with graphs $\Omega_{\Gamma}$ and functions $F(z)$. Let us start with the simplest case, $L = 1$. The dlog form $\Omega_{\Gamma}$ is represented by a single dot,

$$ AB = \frac{d\mu_{AB} (1234)^2}{\langle AB12 \rangle \langle AB23 \rangle \langle AB34 \rangle \langle AB14 \rangle} . $$

and the associated function $F_{\Gamma}(z)$ is just 1 as there is no integral to be done,

$$ \times = 1 $$

For $L = 2$ we have a single graph. The integrand form is

$$ AB \hspace{1em} CD = \frac{d\mu_{AB} d\mu_{CD} (1234)^2 n_{12}}{\langle AB12 \rangle \langle AB23 \rangle \langle AB34 \rangle \langle AB14 \rangle \langle CD12 \rangle \langle CD23 \rangle \langle CD34 \rangle \langle CD14 \rangle \langle ABCD \rangle} $$

where the numerator $n_{12}$ is given by

$$ n_{12} = -\langle 1234 \rangle \left[ \langle AB13 \rangle \langle CD24 \rangle + \langle AB24 \rangle \langle CD13 \rangle \right] . $$

After integration over $AB$, renaming $CD \to AB_0$ we get and factorizing out $N_0$ we get,

$$ \times = \log^2 z + \pi^2 . $$
4.2 Complete three-loop result

As noted earlier, for $L = 3$ we have three different graphs. The associated forms are,

$$
\langle AB \rangle \langle AB \rangle \langle AB \rangle \langle AB \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle EF \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle CD \rangle \langle EF
The expression for the loop graph is more interesting, and we find,

\[
= 8H_{0,0,0,0} + 8H_{-1,0,0,0} - 16H_{1,-1,0,0} + 8H_{2,0,0,0} - 8\zeta_3(2H_{-1} - H_0)
+ 4\pi^2(H_{1,0} - H_{-1,1} + H_{-2}) + \frac{13\pi^4}{45}.
\]  

(4.13)

Here \(H\) are harmonic polylogarithms of argument \(z\) [53]. They can be re-expressed in terms of classical polylogarithms of certain arguments, cf. [18].

\[
= \frac{1}{3}\log^4 z - 2\log^2 z \left[ -\frac{2}{3}\text{Li}_2\left(\frac{1}{z + 1}\right) - \frac{2}{3}\text{Li}_2\left(\frac{z}{z + 1}\right) + \frac{\pi^2}{9} \right]
\]

\[ - 2\log z \left[ 4\text{Li}_3\left(\frac{z}{z + 1}\right) - 4\text{Li}_3\left(\frac{1}{z + 1}\right) \right] + \frac{4}{3} \left[ \text{Li}_2\left(\frac{1}{z + 1}\right) + \text{Li}_2\left(\frac{z}{z + 1}\right) - \frac{\pi^2}{6} \right]^2
\]

\[ + \frac{16}{3}\pi^2 \left[ \text{Li}_2\left(\frac{1}{z + 1}\right) + \text{Li}_2\left(\frac{z}{z + 1}\right) - \frac{\pi^2}{6} \right] + 16\text{Li}_4\left(\frac{1}{z + 1}\right) + 16\text{Li}_4\left(\frac{z}{z + 1}\right) + \frac{\pi^4}{9}. \]

(4.14)

We see that both the forms and the integrals are particularly simple for “tree” graphs, while “loop” graphs are more involved. In fact, we can find the form for arbitrary tree graphs for any \(L\). If we add the contributions (4.11), (4.12), (4.14), dressed with the correct combinatorial factors from (3.44), we reconstruct the formula for the two-loop function \(F(2)(z)\) from section 2, namely (2.8).

There is an interesting question of uniform positivity (or negativity) of expressions we found. This is motivated by [52, 54] where the integrands and also the integrated amplitudes were found to be uniformly positive (or negative) for the positive kinematics. It was suggested [46, 52, 55] that the positivity is closely related to the existence of the dual Amplituhedron where the amplitudes would correspond to volumes which are naturally positive. Though this relation should only apply to integrands, hence the uniform positivity or negativity of final (integrated) amplitudes is an even more surprising property.

Motivated by this we now inspect the positivity properties of explicit expressions for \(F\). The kinematics is now represented by a single parameter \(z\). Looking at terms (4.11), (4.12), (4.14) we can check that they are all uniformly positive for \(z > 0\).

Furthermore, if we now look at the function \(F(g,z)\) and the perturbative expansion (2.6), (2.7), (2.8), which at each order is given by the sum of expressions for the negative geometries, we see that

\[
F^{(0)}(z) < 0, \quad F^{(1)}(z) > 0, \quad F^{(2)}(z) < 0 \quad \text{for } z > 0
\]  

(4.15)

Based on these (limited) data it is reasonable to conjecture that the \(L\)-loop function \(F^{(L)}(z) > 0\) for \(L\) odd and \(F^{(L)}(z) > 0\) for even \(L\). This is reminiscent of the manifest positivity (or negativity) in the Amplituhedron triangulations for the integrand. Note that in the expansion (3.44) for \(F^{(2)}(z)\) there are non-trivial cancellations between individual terms as (4.11), (4.12) contribute with negative sign, while (4.14) contributes positively due to the \(-1/2\) prefactor.
4.3 Forms for all tree graphs

For a general tree graph, the dlog form takes the form

\[ \tilde{\Omega} = \prod_{k=1}^{L} \frac{d\mu_k}{D_k} \times \prod_{\Gamma} N_{ij}, \]

where the measure for each loop is \( d\mu_k = \langle (AB)_k d^2A_k \rangle \langle (AB)_k d^2B_k \rangle \), and we denoted the denominator factor

\[ D_k = \langle (AB)_k12 \rangle \langle (AB)_k23 \rangle \langle (AB)_k34 \rangle \langle (AB)_k14 \rangle. \]

The last factor is a product of \( N_{ij} \) for each edge in the graph,

\[ \text{(4.18)} \]

It is given by the two-loop numerator for loops \((AB)_i\) and \((AB)_j\), divided by the propagator \( \langle (AB)_i(AB)_j \rangle \),

\[ N_{ij} = -\frac{\langle (AB)_i13 \rangle \langle (AB)_j24 \rangle + \langle (AB)_i24 \rangle \langle (AB)_j13 \rangle}{\langle (AB)_i(AB)_j \rangle}. \]

(4.19)

It is surprising that the general \( L \)-loop dlog form for tree graphs factorizes in this very simple way.

As an example, we can work out two tree graphs for \( L = 4 \),

\[ \text{(4.20)} \]

\[ \text{(4.21)} \]

Finally, let us comment on the derivation and validity of (4.16). The logic of the expression is simple and it nicely connects to the geometry: thinking about the form \( \tilde{\Omega} \) as the numerator factor over the denominator (set of all poles), the numerator is fixed by two conditions:

1. Remove all singularities from the form (cuts) which violate \( \langle (AB)_i(AB)_j \rangle < 0 \) conditions.
2. Ensure the form is logarithmic.

The numerator $N_{ij}$ does the first job by construction for a single negative link. Taking the product of all $N_{ij}$ then manifestly removes all the cuts which violate one or more negativity conditions. The second point is more subtle and one has to analyze what type of double (or multiple) poles can appear in the form when evaluated on deeper residues. It is easy to see that all double poles which involve cutting two loops $(AB)_i$ and $(AB)_j$ are removed (again just a consequence that $N_{ij}$ is a two-loop numerator). It is more difficult to see that no additional double pole can appear when we consider cuts involving more than two loops. In this case, it is the tree nature of the graph that prevents these multiple poles to appear.

In fact, in order to generate such higher poles we need to have a "closed loop" of negativity links. That is the reason why for $L = 3$ the complete graph had more complicated form. If we only consider the first term in (4.8), which is the product of two-loop numerators $N_{ij}$, the resulting form has double poles. The additional term $R$ in (4.8) is there to remove these double poles, while not introducing any forbidden cuts.

5 Summing “ladders” and “trees”

In this section we focus on tree diagrams and also a special subset of tree diagrams which we call “ladders” because of some similarities with $\phi^3$ ladder diagrams.

5.1 Generating functions

In section 3, we have seen that $F$, or equivalently $F(g, z)$, admits a geometric expansion. To each geometry one associates a canonical form, which in turn integrates to a finite function of $z$. We have seen examples of canonical forms and integrated function in section 4.

Calculating $F(g, z)$ for any value of coupling is hard: it requires both finding the forms for general connected graphs, and integrating these forms. Because of the simplifications we saw in the last section, we define a new object $F_{\text{tree}}(g, z)$ which is a perturbative sum of only tree graphs,

\[
F_{\text{tree}}(g, z) = \bigotimes - (g^2) \bigotimes \bigotimes + (g^2)^2 \left\{ \bigotimes + \frac{1}{2!} \bigotimes \right\} - (g^2)^3 \left\{ \bigotimes + \frac{1}{2!} \bigotimes + \frac{1}{3!} \bigotimes \right\} + \ldots
\]

(5.1)

It is also useful to define $H_{\text{tree}}(z)$ to be the generating function for all graphs that begin with the $(AB)_0$ vertex, and attach via a single line to another vertex, before branching out into any tree-structure they like,

\[
F_{\text{tree}}(g, z) = \bigotimes \quad H_{\text{tree}}(g, z) = \bigotimes
\]

(5.2)
The perturbative expansion for $H_{\text{tree}}(g, z)$ is

$$H_{\text{tree}}(g, z) = -(g^2) \otimes \bullet + (g^2)^2 \otimes \bullet - (g^2)^3 \left\{ \otimes \bullet \right. + \left. \frac{1}{2!} \otimes \bullet \right\} + \ldots \tag{5.3}$$

Now, there is a very simple relationship between these two generating functions; we have that

$$F_{\text{tree}}(g) = e^{H_{\text{tree}}(g)} \tag{5.4}$$

This relation can be proved by explicitly expanding the exponential and collecting all terms.

Note that $F_{\text{tree}}(g, z)$ is a certain approximation of $F(g, z)$ when we omit the graphs with internal loops. A priori, it is not clear how good this approximation is as we obviously omit a vast majority of diagrams. We will study this in detail in the following subsections.

Finally, we will define one more quantity $F_{\text{ladder}}(g, z)$, which is a further simplification of $F_{\text{tree}}(g, z)$ when only “ladder” graphs are considered,

$$F_{\text{ladder}}(g, z) = \otimes -(g^2) \otimes \bullet + (g^2)^2 \otimes \bullet - (g^2)^3 \otimes \bullet + (g^2)^4 \otimes \bullet + \ldots \tag{5.5}$$

We are now ready to turn to resumming all the “ladder” and “tree” diagrams. Instead of the direct integration of the dlog forms associated with ladder or tree negative geometries, we derive differential equations for these quantities.

5.2 ‘Laplace’-type differential equation for “tree” and “ladder” geometries

To begin with, we recall that $F^{(0)} = 1$. Now, the simplest non-trivial “tree”-diagram is at one loop. As shown in section 3, it is given by

$$F^{(1)} = \otimes = \int_{CD} \langle 1234 \rangle \left[ \langle AB13 \rangle \langle CD24 \rangle + \langle AB24 \rangle \langle CD13 \rangle \right]. \tag{5.6}$$

We recall that by abuse of notation, we use the same graphical notation for differential forms, and integrated function. The meaning should be clear from the context.

It is easy to see that this graph satisfies a Laplace equation [10, 11], very similar to the one for the ladder diagrams in $\phi^3$ theory. The key point is that the dependence on $AB$ is especially simple; with only a linear factor upstairs and a pole downstairs, connecting $AB$ to a single other vertex $CD$. Because of this, it satisfies an extremely simply “boxing” equation, which says in effect that if we write

$$F^{(1)} = \langle AB13 \rangle F_{24}^{(1)} + \langle AB24 \rangle F_{13}^{(1)}, \tag{5.7}$$
then acting with the Laplace operator on $F^{(1)}_{24}$ or $F^{(1)}_{13}$ simply collapses the propagator connecting $AB$ to $CD$, giving us a new graph where $CD$ is replaced with $AB$. In this way, we have, schematically,

\[
\square x_0 \bigotimes x_0 \sim x_1 = \bigotimes x_1
\] (5.8)

Since $F$ is a function of a single variable only, we can rewrite this equation in the following concise form,

\[
\frac{1}{2} (z \partial_z)^2 F^{(1)} + F^{(0)} = 0.
\] (5.9)

Let us see this in more detail. Following [10, 11], we are considering loop integrals of the form

\[
G = \int_{CD} \langle AB \rangle \langle CD24 \rangle \langle 1234 \rangle \langle 12 \rangle \langle 23 \rangle \langle 34 \rangle \langle 41 \rangle \langle CDAB \rangle H^{(13)}(x) (x_0-x_+)^2, \quad (CD24) \equiv \langle CD \rangle \langle 24 \rangle (x-x_-)^2.
\] (5.10)

In order to use the Laplace equation trick, we switch to dual notation, writing $x_0 \sim CD, x_0 \sim AB$, and $\langle AB13 \rangle = \langle AB \rangle \langle 13 \rangle (x_0-x_+)^2, \quad (CD24) \equiv \langle CD \rangle \langle 24 \rangle (x-x_-)^2$. In this way, we have

\[
G = \left( x_0 - x_1^2 \right) \left( 13 \langle 24 \rangle \langle 1234 \rangle \langle 12 \rangle \langle 23 \rangle \langle 34 \rangle \langle 41 \rangle \right) \times \int d^4x \frac{(x-x_-)^2}{i\pi^2 (x-x_1)^2 \ldots (x-x_4)^2} H \left( \frac{x_{13}^2 (x-x_2)^2 (x-x_4)^2}{x_{24}^2 (x-x_1)^2 (x-x_3)^2} \right).
\] (5.11)

Clearly if we divide the above by $(x_0 - x_{13})^2$, acting with $\square x_0$ will simply collapse the propagator

\[
\square x_0 \left( \frac{1}{x_0-x_+} \right)^2 = -4i\pi^2 \delta^4 (x-x_0).
\] (5.12)

In this way we trivially have

\[
(x_0 - x_+)^2 \square x_0 \left[ \frac{1}{(x_0-x_+)^2} G(z) \right] = 4 \left( \frac{x_{24}^2}{x_{02}^2 x_{04}^2} + \frac{x_{13}^2}{x_{01}^2 x_{03}^2} \right) H(z)
\] (5.13)

We can then simply use the chain rule to simplify the LHS of eq. (5.13), for any function $G(z)$. The result is

\[
(z \partial_z)^2 G(z) = -H(z).
\] (5.14)

Let us now apply this result to our function $F^{(1)}$ given in eq. (5.6). It corresponds to $G$ of eq. (5.10) with $H = 1$, up to one detail: note that it is the sum of two terms, with the $\langle AB13 \rangle$ and $\langle AB24 \rangle$ numerators. However, eq. (5.14) holds for each of them separately, and hence for the sum we find eq. (5.9), as claimed. This is our manifestation of the “boxing trick”.

\[\text{− 27 −}\]
Looking at the canonical form for $F_{\text{ladder}}$, cf. eq. (5.5), we thus see that the Laplace operator trick also works for us, and we obtain

$$\frac{1}{2}(z\partial_z)^2 F_{\text{ladder}} + g^2 F_{\text{ladder}} = 0.$$  \hfill (5.15)

This differential equation can be easily exactly solved; but we need to know two boundary conditions. The first one is obvious: under cyclic action, we have that $z \to 1/z$, and thus we should have an even function of $\log(z)$. The second one is slightly more interesting, it turns out to be $F_{\text{ladder}}(z \to -1) = 1$. To see this, note that the numerators always have factors of $(AB_013)$ or $(AB_024)$, and hence the integrals always vanish when $(1 + z) = (AB_013)(AB_024)/(AB_023)(AB_041) \to 0$. The solution reads

$$F_{\text{ladder}} = \frac{\cos(\sqrt{2}g \log z)}{\cosh(\sqrt{2}g\pi)}. \hfill (5.16)$$

Now, let us generalize this to the tree-graphs that are contained in the generating function $H_{\text{tree}}$. Recall that the integrand takes a special form, cf. eqs. (5.1) and (5.3). Repeating the above steps, it is easy to see that the action of the Laplace operator simply collapses the propagator connecting $(AB)_0$ to $(AB)_1$, giving us a new graph where $(AB)_1$ is replaced with $(AB)_0$. For example

$$\begin{array}{c}
\begin{array}{c}
\Box \quad x_0 \\
\times \quad x_0 \\
\bullet \quad x_1 \\
\bullet \quad x_2 \\
\bullet \quad x_3 \\
\bullet \quad x_4 \\
\end{array}
\end{array} = 
\begin{array}{c}
\begin{array}{c}
\times \quad x_1 \\
\bullet \quad x_2 \\
\bullet \quad x_3 \\
\bullet \quad x_4 \\
\end{array}
\end{array} \hfill (5.17)
$$

and at the level of the generating functions we have, schematically,

$$\begin{array}{c}
\begin{array}{c}
\Box \quad x_0 \\
\times \\
\end{array}
\end{array} = -g^2 \begin{array}{c}
\times
\end{array} \hfill (5.18)
$$

Given that all the integrals only depend on the single variable $z$, and recalling eq. (5.4), we can rewrite eq. (5.18) as

$$\frac{1}{2}(z\partial_z)^2 H_{\text{tree}} + g^2 e^{H_{\text{tree}}} = 0. \hfill (5.19)$$

Note that this equation has some similarity to the equation for resumming the $\phi^3$ ladders, eq. (1.5), that we began our discussion with, except it is importantly nonlinear, involving $e^{H_{\text{tree}}}$. This shows us concretely where the vague “extra direction” we alluded to can come from: not from extra kinematic variables, but from a panoply of different “negative geometric regions”, which at least at “tree-level”, are easily captured combinatorially by the exponential. We will return later to discuss a bit more what precisely is being captured by this “extra-direction”, non-linear structure.
The differential equation (5.19) can be easily exactly solved, with the boundary conditions $\mathcal{H}_{\text{tree}}(z \to -1) = 0$ and $\mathcal{H}_{\text{tree}}(1/z) = \mathcal{H}_{\text{tree}}(z)$. We find
\[
\mathcal{F}_{\text{tree}}(g, z) = \frac{A^2}{g^2} \frac{z^A}{(z^A + 1)^2}, \quad \text{where} \quad \frac{A}{2g\cos zA} = 1,
\]
where the integration constant $A$ is determined by imposing the second boundary condition, which implies that $\mathcal{F}_{\text{tree}}(z \to -1) = 1$.

5.3 Computation of $\Gamma_{\text{ladder}}$ and $\Gamma_{\text{tree}}$
Having obtained the result for $\mathcal{F}_{\text{ladder}}$ and $\mathcal{F}_{\text{tree}}$, we turn to computing the corresponding contributions to the cusp anomalous dimension. To wit, recall the translation is most easily made when $\mathcal{F}(z)$ is expressed as a sum over powers of $z$. Note that
\[
\mathcal{F}_{\text{tree}} = A z \partial_z \frac{1}{1 + z^A} = A \sum_{m=0}^{\infty} (mA)(-1)^m z^{mA},
\]
and recalling that the rules given in eqs. (2.10) and (2.11) we have that
\[
g \partial_g \Gamma_{\text{tree}} = -2A \sum_{m=0}^{\infty} (-1)^m (mA) \frac{\sin(\pi mA)}{\pi mA} = -2A \sum_{m=0}^{\infty} (-1)^m \sin(\pi mA) \tag{5.22}
\]
The infinite sum can be performed as a geometric series by writing $\sin(kx) \to \frac{1}{2i}(w^k - w^{-k})$ with $w = e^{ix}$. Note that for real $x$ the sum is evaluated exactly on the radius of convergence $|w| = 1$ of $\sum w^{\pm k} = \frac{1}{1-w^{\pm i}}$. We find
\[
\sum_{k=1}^{\infty} (-1)^k \sin(kx) = -\frac{1}{2} \tan \frac{x}{2}
\]
(5.23)
We can of course obtain exactly the same result without expanding in powers of $z^p$, but using the form of $\mathcal{I}[F]$ given in eq. (2.19) for a general function $F$. Using that $\mathcal{F}_{\text{tree}}$ is a total derivative, the integral over the contour $C$ trivializes to a difference between the endpoints at $x = -1$, and we find $\frac{4}{\pi} \frac{1}{1+e^{-ix}} - \frac{1}{1+e^{ix}} = \frac{4}{\pi} \tan \frac{4x}{2}$.

Employing this formula, we finally obtain
\[
g \partial_g \Gamma_{\text{tree}} = \frac{4A}{\pi} \tan(\pi A/2). \tag{5.24}
\]
We can readily integrate this equation to obtain $\Gamma_{\text{tree}}(g)$. Using the chain rule we have $\partial_A \Gamma_{\text{tree}} = 2\tan(\frac{\pi}{2}) (\frac{2}{\pi} + \text{Atan}(\frac{4x}{2}))$. The boundary condition that $\Gamma_{\text{tree}} \to 0$ as $g \to 0$ also tells us that it vanishes as $A \to 0$, so we can integrate to obtain $\Gamma_{\text{tree}}$:
\[
\Gamma_{\text{tree}} = A \left( \frac{4}{\pi} \tan \frac{\pi A}{2} - A \right). \tag{5.25}
\]
In a similar way we can associate to \( F_{\text{ladder}} \) its contribution to \( \Gamma_{\text{ladder}} \), which has the extremely simple form

\[
\Gamma_{\text{ladder}}(g) = \frac{4}{\pi} \log \cosh(\sqrt{2\pi g}).
\] (5.26)

It is amusing that almost the same expression has occurred as another sort of “anomalous dimension”, the so-called “\( \Gamma_{\text{octagon}} \)” [29, 30] controlling the remainder function for six-particle scattering in a particular limit [31], and also appears in scattering amplitudes on the Coulomb branch in a certain limit [32]. The two differ simply by rescaling \( g \):

\[
\Gamma_{\text{ladder}}(g) = 2 \Gamma_{\text{octagon}}\left(\frac{g}{\sqrt{2}}\right).
\] (5.27)

### 5.4 Analytic structure, weak and strong coupling asymptotics

Finally, let us analyze the exact formulas we obtained for \( F_{\text{ladder}}, F_{\text{tree}}, \Gamma_{\text{ladder}}, \) and \( \Gamma_{\text{tree}} \).

It is straightforward to expand \( F_{\text{ladder}} \), given in eq. (5.16), at weak coupling,

\[
F_{\text{ladder}}(g; z) = 1 + g^2(-\pi^2 - \log^2 z) + \frac{1}{6} g^4(\pi^2 + \log^2 z)(5\pi^2 + \log^2 z) + O(g^6).
\] (5.28)

At strong coupling, we see that, similar to the \( \phi^3 \) ladders [9], the result wildly oscillating but exponentially suppressed,

\[
|F_{\text{ladder}}(g; z)| \leq \frac{1}{\cosh(\sqrt{2g\pi})} \leq 2e^{-\sqrt{2g\pi}} \xrightarrow{g \to +\infty} 0.
\] (5.29)

This is very different from the full strong coupling result, given in eq. (2.9), which behaves as \( F \sim g \).

Let us turn analyze \( F_{\text{tree}} \). The asymptotics of \( A \) in eq. (5.20) for small and large \( g \) are readily understood. We find that \( A \) has the following expansions,

\[
A \to \begin{cases} 
2g - \pi^2 g^3 + \frac{13}{12} \pi^4 g^5 + \cdots & g \ll 1 \\
1 - 1/(g\pi) + 1/(g\pi)^2 + \cdots & g \gg 1.
\end{cases}
\] (5.30)

It is easy to see why we get an expansion in powers of \( g^2 \) for small \( g \), but an expansion in powers of \( 1/g \) for large \( g \). The function \( A/\cos(\pi A/2) \) is odd in \( A \); but when we expand around \( g \to 0 \), we are expanding around \( A \to 0 \), and so this is reflected in a symmetry of the coefficients under \( g \to -g \). However, when we expand around large \( g \to +\infty \), we are breaking that \( g \to -g \) symmetry, and so the expansion of \( A \) does not reflect any symmetry in \( g \), and has all powers of \( 1/g \). Note further that while \( A \) is completely analytic around the origin, the expansion in power of \( 1/g \) is asymptotic, with corrections of order \( \exp(-g) \).

Given eq. (5.30), we readily find the weak coupling expansion,

\[
F_{\text{tree}}(g; z) = 1 + g^2(-\pi^2 - \log^2 z) + \frac{2}{3} g^4(\pi^2 + \log^2 z)(2\pi^2 + \log^2 z) + O(g^6).
\] (5.31)

At strong coupling, we find

\[
F_{\text{tree}} = -\frac{z}{(1+z)^2} + O\left(\frac{1}{g}\right).
\] (5.32)
This result is closer in structure to the exact result than what we found with the “ladder” approximation. Unlike the ladder which is exponentially small at strong coupling, it asymptotes to \( g^0 \), and has corrections that are a series expansion in \( 1/g \). Of course it still disagrees with the exact result which scales as \( g^4 \) at strong coupling; clearly the negative geometries with “loops” are important for both the correct qualitative and quantitative behaviors of \( F(g^2, z) \) at strong coupling.

Interestingly, while \( F(g^2, z) \) itself differs significantly between the “ladders”, “trees”, and the known exact results, the expression for \( \Gamma \) extracted from them are much more similar. Indeed the expression (5.24) has all the correct behavior seen in the exact result for \( \Gamma_{\text{tree}} \) at both weak and strong coupling, in detail

\[
\Gamma_{\text{tree}}(g) \rightarrow \left\{ \begin{array}{ll}
4g^2 - 8\zeta_2 g^4 + \cdots & g \ll 1 \\
8g + \frac{11}{3} g + \cdots & g \gg 1
\end{array} \right.
\]  

(5.33)

It is easy to determine the radius of convergence of the expansion for \( \Gamma_{\text{tree}}(g) \). Note that when \( g \) is real we can always find solutions to \( A/(2\cos(\pi A/2)) = g \). But suppose \( g \) is pure imaginary, \( g = ig \). Then we have to that \( A \) is pure imaginary \( A = i\bar{A} \), and we must solve

\[
\frac{A}{2\cosh(\pi A/2)} = \bar{g}.
\]  

(5.34)

For small \( \bar{g} \) we can always solve this equation and indeed find two solutions; but as a function of \( \bar{A} \), the function \( \frac{A}{2\cosh(\pi A/2)} \) goes up from the origin and then down at infinity, with a maximum value of 0.21 \cdots in between. Right when \( \bar{g} = 0.21 \cdots \) equals this maximum value, the two solutions for \( \bar{g} \) collider and for larger \( \bar{g} \) we can’t find solutions, so \( \Gamma_{\text{tree}} \), which is a function of \( A(g) \), must have a branch point at \( g = i \times 0.21 \cdots \).

The asymptotics of \( \Gamma_{\text{ladder}}(g) \) are also interesting. We have an expansion in powers of \( g^2 \) for small \( g \), and asymptotic to being linear in \( g \) at large \( g \). But there are no “string loop” corrections in powers of \( 1/g \) at large \( g \); instead we only have the non-perturbative corrections of order \( \exp(-g) \):

\[
\Gamma_{\text{ladder}}(g) \rightarrow \left\{ \begin{array}{ll}
4g^2 - 8\zeta_2 g^4 + \cdots & g \ll 1 \\
4\sqrt{2}g - 4\log^2 \frac{\pi}{g} + \frac{1}{4} e^{-2\sqrt{2}g} + \cdots & g \gg 1
\end{array} \right.
\]  

(5.35)

The analytic structure in the \( g \) plane also differs significantly from the exact result for \( \Gamma_{\text{cusp}} \), with an infinite series of poles on the imaginary \( g \) axis, instead of a branch cut. Finally, the radius of convergence of \( \Gamma_{\text{ladder}} \) is \( |g_*| = \sqrt{2}/4 = 0.35 \cdots \). Note this is larger than the radius of convergence \( |g_*| = 1/4 \) of the exact result; so \( \Gamma_{\text{ladder}} \) is “less non-perturbative” than the exact result, in contrast with \( \Gamma_{\text{tree}}(g) \) for which as we saw above, \( |g_*| = 0.21 \cdots \) and is “more non-perturbative” than the exact result.

It is also interesting to ask, how do the coefficients in the perturbative expansions of \( \Gamma_{\text{cusp}}, \Gamma_{\text{ladder}}, \) and \( \Gamma_{\text{tree}} \) compare numerically? Given the series expansions \( \Gamma_a = \sum_{k \geq 1} g^{2k} c_{a,k} \), we can look at the ratios of coefficients \( c_{a,k} \); a deviation from 1 gives us a measure of how close we are from the true answer. The ratio of the coefficients between the exact result and the “ladder” approximation are
\begin{align}
\frac{r_{\text{ladder/cusp}}}{g^2} &= g^4 \quad g^6 \quad g^8 \quad g^{10} \quad g^{12} \quad g^{14} \quad \cdots \\
\frac{1}{1} &= 0.73 \quad 0.44 \quad 0.25 \quad 0.14 \quad 0.07 \quad \cdots \tag{5.36}
\end{align}

The first two coefficients are unity by construction. The “tree” result appears to be larger than the cusp anomalous dimension, so here we prefer to take the inverse ratio,

\begin{align}
\frac{r_{\text{cusp/tree}}}{g^2} &= g^4 \quad g^6 \quad g^8 \quad g^{10} \quad g^{12} \quad g^{14} \quad \cdots \\
\frac{1}{1} &= 0.92 \quad 0.83 \quad 0.74 \quad 0.63 \quad 0.53 \quad \cdots \tag{5.37}
\end{align}

Just to illustrate what the numbers mean, for example the coefficients at \( g^{12} \) numerically are roughly \(-128921 \) (cusp) and \(-203607 \) (tree), respectively, so they are of the same order of magnitude. For the ladder case, the same coefficient is approximately 17707, so it differs already by one order of magnitude.

It is peculiar that the functions \( F \) which are so different at large \( g \) between “ladders”, “trees” and the exact result, can be so similar in extracting the coefficient of the leading IR divergence when integrating over \( z \) to extract \( \Gamma_{\text{cusp}} \). This is presumably due to the fact that the functional form of \( F(z) \) differs qualitatively between the examples, which using the algebraic procedure for extracting \( \Gamma \) from the expansion of \( F \) in powers of \( z \) produces relatively similar expressions for \( \Gamma \). For instance, from the \( \cos(\sqrt{2}\log z) \) factor in \( F_{\text{ladder}}(z) \) shows wild oscillation in \( z \) at large \( g \), which is absent in both \( F_{\text{ladder}}(z) \) and the exact \( F(z) \). Meanwhile \( F_{\text{tree}}(z) \) has a pole at \( z = -1 \), which is absent in the exact result which instead has a pole at \( z = 1 \). It is interesting that these significant differences appear to be largely washed out in extracting \( \Gamma \) from \( F \).

6 Outlook

In this paper we have seen that the positive geometry of the loop-amplituhedron for four-point scattering can naturally be understood as a sum over complementary negative geometries, which in turn can be recognized as the exponential of the sum over “connected” negative geometries. Quite beautifully, while the full positive geometry has boundaries corresponding to all the soft and collinear singularities of the amplitude, and hence integrates to something with the usual \( 1/\epsilon^{2L} \) IR divergences at \( L \) loops, the negative geometries only have these boundaries when all \( L \) loops are taken into the soft-collinear region, and hence each connected negative geometry only has the mildest possible \( 1/\epsilon^2 \) divergence. This gives a purely positive-geometric understanding of the exponentiation of IR divergences, and an intrinsic geometric motivation for defining \( \log M \) as an interesting object of study. Furthermore, if just one loop is left un-integrated, the remaining \( (L-1) \) integrations are guaranteed to yield a finite function \( F(g,z) \), dually interpreted as the expectation value of the Wilson loop with a single Lagrangian insertion, with a perturbative expansion in given by polylogarithms in \( z \). This provides a long-sought connection between each negative geometry and their canonical “dlog” forms in loop momentum space, and finite polylogs for integrated expressions, un-infected by IR divergences.
The negative geometries do not have a direct association with planar Feynman diagrams; only the complete sum over all geometries is associated with the final physical observable \( F(g, z) \). While our starting point was in terms of planar amplitudes, the individual terms in the negative geometry expansion are intrinsically non-planar. This expansion is reminiscent of the non-Abelian exponentiation property for Wilson loops, where the logarithm of the Wilson loop is given directly in terms of certain “maximally non-Abelian web” diagrams. In the case of Wilson loops with a non-light-like cusp, each for the web diagrams only has an overall \( 1/\epsilon_{\text{UV}} \) divergences, as opposed to \( 1/\epsilon_{\text{UV}}^L \) poles for a generic \( L \)-loop diagram. However, there is also a difference: if one takes cusp to be formed of light-like segments, the logarithm of the Wilson loops has a double pole, \( 1/\epsilon_{\text{UV}}^2 \), but individual webs typically have higher divergences. As far as we are aware, it is not known in general how to organize the web expansion in terms of manifestly \( 1/\epsilon_{\text{UV}}^2 \) divergent terms. (See reference \[56\] for interesting work in this direction.) Our geometric expansion does provide such a decomposition for the scattering amplitude integrals that are dual to the light-like Wilson loops. It would be fascinating to understand more closely the relationship between webs and our geometric expansion.

We then studied the canonical forms and integrated expressions associated with an infinite class of negative geometries with a “tree” structure for the negativity conditions, and showed how this infinite set of contributions can be resummed via a simple non-linear differential equations, at all values of the ’t Hooft coupling, leading to non-perturbative expressions for these contributions \( F_{\text{tree}}(g, z) \) and \( \Gamma_{\text{tree}}(g, z) \). It is remarkable that an essentially trivial aspect of amplituhedron combinatorics which determines \( \Gamma_{\text{tree}}(g) \) already captures all the qualitative features (and is not terribly far off quantitatively) of the weak \( \rightarrow \) strong coupling behavior of \( \Gamma_{\text{cusp}}(g) \). This is encouraging, since we also know that the positive geometry of the amplituhedron is not restricted to supersymmetric theories. The geometry of the amplituhedron captures the most complicated universal parts of all the long-distance/IR singularities of planar amplitudes in any “adjoint-like” planar theory. The novelty of non-SUSY theories is the presence of new kinds of singularities, in the UV, that are not present in \( \mathcal{N} = 4 \) sYM, for instance reflected in the UV running of coupling constants. But we expect that the more universal aspects of amplituhedral geometries, especially the “negative geometries” associated with the log of the amplitude, might extend to more general theories, and the sort of weak to strong extrapolation we have found here might be a more robust and general phenomenon.

On the other hand, the non-perturbative expressions for \( F_{\text{tree}}(g, z) \) itself does not capture all the correct qualitative behavior at strong coupling—missing the leading \( O(g) \) behavior, so clearly the more interesting negative geometries with “loops of loops” for negativity conditions, must play an important role in the full physics, but in a way that is interestingly largely washed out in extracting \( \Gamma_{\text{cusp}} \). It would be interesting to find a more systematic way of thinking about the performing the loop integrations associated with the negative geometries with closed loops, perhaps beginning with the simplest case of “one-loop” graphs. Clearly a more systematic way of thinking about the loop integrations is needed. For trees, the “boxing trick” we used in this paper shows a simple recursive relationship between the integrated expressions for different negative-geometry-graphs: a simple differential operator
on a more complicated tree reduces to a simpler tree by collapsing an edge. Optimistically, one might hope that a recursive structure of this type generalize for any graph, with some simple operation on more complicated graphs being determined by simpler ones. Since all these geometries are associated with finite integrals, at the very least we have a perfectly well-posed mathematical question—closely connected to understanding the cohomology of these negative geometric spaces—that has a plausible chance of having a natural answer, and which could give the correct generalization for the “new directions” we have already seen reflected in our non-linear differential equations arising from the recursive structure of the “boxing trick” just for “tree” graphs.

As we have stressed, the truncation to negative geometries that are “trees” is natural from the perspective of positive geometries, but does not have an obvious diagrammatic interpretation. It would be interesting to see whether there is a physically natural deformation of $\mathcal{N} = 4$ sYM amplitudes that might correspond to only keeping these geometries. Along these lines, it would be instructive to consider the finite Wilson loops with Lagrangian insertion for higher multiplicity $n$ of particles [57], for which explicit results at $n = 5$ are forthcoming [58]. This observable also has an expansion in terms of the negative geometries [59], and we again expect a significant simplification of the analysis for “tree” negative geometries, so it would be interesting to understand what the strong coupling limit of this truncation to “trees” looks like for general $n$, which might tell us more about a possible physical interpretation of this sector of geometries.
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