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Abstract—Quarter sampling and three-quarter sampling are novel sensor concepts that enable the acquisition of higher resolution images without increasing the number of pixels. This is achieved by non-regularly covering parts of each pixel of a low-resolution sensor such that only one quadrant or three quadrants of the sensor area of each pixel is sensitive to light. Combining a properly designed mask and a high-quality reconstruction algorithm, a higher image quality can be achieved than using a low-resolution sensor and subsequent upsampling. For the latter case, the image quality can be further enhanced using super resolution algorithms such as the very deep super resolution network (VDSR). In this paper, we propose a novel end-to-end neural network to reconstruct high resolution images from non-regularly sampled sensor data. The network is a concatenation of a locally fully connected reconstruction network (LFCR) and a standard VDSR network. Altogether, using a three-quarter sampling sensor with our novel neural network layout, the image quality in terms of PSNR for the Urban100 dataset can be increased by 2.96 dB compared to the state-of-the-art approach. Compared to a low-resolution sensor with VDSR, a gain of 1.11 dB is achieved.

Index Terms—Non-Regular Sampling, Image Reconstruction

I. INTRODUCTION

Using quarter sampling [1], the spatial resolution of an imaging sensor can be increased. This is achieved by physically covering three quarters of each pixel of a low-resolution sensor as it is illustrated in Figure 1. Effectively, this leads to a non-regular sampling of the image with respect to a higher resolution grid with twice the resolution in both spatial dimensions. Since the sampling is non-regular, it leads to reduced visible aliasing artifacts conventionally occurring for regular sampling [2]–[4]. The missing pixels need to be reconstructed from the sampled data. For a proper reconstruction, high-quality reconstruction algorithms such as the frequency selective reconstruction (FSR) [5] need to be used in combination with optimized quarter sampling patterns such as those in [6]. FSR has shown to be a successful reconstruction scheme for various inpainting and extrapolation tasks [7]–[9] and showed best results for non-regular sampling and quarter sampling in [1], [5], [6]. An advancement of quarter sampling is called three-quarter sampling [10]. It increases the light sensitivity as well as the resolution per pixel. Here, more advanced reconstruction techniques such as the (local) joint-sparse deconvolution and extrapolation (L-JSDE) need to be used [10], [11]. A three-quarter sampling sensor is illustrated in Figure 1.

Another approach to acquire high resolution images without increasing the number of measured pixels is to upscale an image from a low-resolution sensor as it is also shown in Figure 1. Unfortunately, using standard interpolation methods leads to a blurred and degraded image. A higher image quality can be achieved using super-resolution algorithms. During the last decade, great progress has been made in this field using sparse representation based approaches [12] as well as convolutional neural network based approaches [13]. Still one of the best approaches is the very deep super resolution (VDSR) network [14]. It does not use a low-resolution image as input but enhances an image that was previously upsampled with bicubic interpolation (BIC) by learning the residuum between the unavailable high resolution image and the upsampled image. Using a rather simple deep network structure, VDSR achieves a high quality reconstruction especially at sharp edges.

Recently, a VDSR-like network has also been successfully
used to increase the reconstruction quality for quarter sampling surpassing single-image super-resolution with VDSR. This approach is called VDSR-QS [15]. It appends a VDSR-like network to an initial reconstruction with FSR. Additionally, a special data augmentation technique that is only possible for quarter sampling is used. As a downside, VDSR-QS requires more computation time than VDSR, because the initial reconstruction with FSR is computationally expensive and requires most of the processing time.

In this paper, we aim at increasing the reconstruction quality for (three-)quarter sampling even further. Therefore, we propose a novel end-to-end neural network that is capable of reconstructing different non-regular sensor layouts such as quarter sampling and three-quarter sampling. Other than VDSR-QS, we do not require any classical reconstruction method as pre-processing making our approach purely neural network based. Effectively, we combine the theoretical advantages of quarter sampling compared to regular sampling with state of the art techniques from machine learning. Such a combination is different due to the non-regularity of the measurement process. Whereas a regular sampling, as it is done in single-image super-resolution, is a translationally invariant task, non-regular sampling is no longer translationally invariant. We compare our results with single image super-resolution as well as other (three-)quarter sampling reconstruction techniques.

This paper is organized as follows: In Section II, we briefly introduce the VDSR and VDSR-QS networks from literature. In Section III, we present our newly designed neural network and explain how we deal with the non-existent translation invariance of the (three-)quarter sampling sensor measurements. In Section IV, we perform experiments that compare both processing chains and the used adaptations. We furthermore evaluate and discuss the results and provide visual examples. In Section V, we summarize the paper and give an outlook on future work.

II. STATE-OF-THE-ART IMPLEMENTATIONS FOR LOW-RESOLUTION SENSORS AND QUARTER SAMPLING SENSORS

A. VDSR for a Low Resolution Sensors

For a low-resolution sensor as it is shown in Figure 1, the acquisition of the image can be described as the filtering of a high resolution reference image \( f_{ij} \) with a \( 2 \times 2 \) filtering kernel of ones followed by a twofold sub-sampling in both spatial dimensions. Effectively, each pixel measures the mean value of four high resolution pixels from a \( 2 \times 2 \) neighborhood. Prior to the application of a super-resolution algorithm such as the VDSR [14], the image is upsampled using bicubic interpolation leading to an approximate solution \( \hat{f}_{ij} \). In order to enhance the resolution of the upsampled image \( \hat{f}_{ij} \), it is fed into VDSR [14] being a convolution neural network trained to infer the residual \( r_{ij} = f_{ij} - \hat{f}_{ij} \). The resulting image is calculated by summing the input and output of VDSR, i.e.,

\[ \tilde{f}_{ij} = \hat{f}_{ij} + r_{ij}. \]

The full processing chain for the case of the low-resolution sensor is shown in Figure 2 (a).

For the network architecture, we use a custom TensorFlow [16] and Keras [17] implementation of the original work in [14]. The same strategies and settings were used as in the original work expect for the weights being adapted using the Adam optimizer [18] with an initial learning rate of \( 10^{-4} \) which is decreased by a factor of 10 after every 10-th epoch. In total, the network is trained for 100 epochs. To increase the number of patches, and thus avoid overfitting during training, data augmentation is used by flipping and rotating the patches before feeding into the network.

B. VDSR-QS for Quarter Sampling Sensors

For the case of the quarter sampling sensor, a very similar processing chain is followed in [15]. The non-regular sub-
sampling of the quarter sampling sensor can be described as an element-wise multiplication of the reference image \( f_{ij} \) with a binary mask \( b_{ij} \). At this point, the sampled image \( (f_{ij}, b_{ij}) \) contains as many non-zero entries as pixels of the quarter sampling sensor. In order to reconstruct the missing pixels on the high-resolution grid, FSR [5] is used as initial reconstruction \( \hat{f}_{ij} \). This reconstructed image is then fed into a VDSR network. Since FSR leaves the pixels that were actually measured with the quarter sampling sensor untouched, it is reasonable to set the residual at the output of the neural network to zero for those positions. The final image then reads

\[
\hat{f}_{ij} = \hat{f}_{ij} + r_{ij} \cdot (1 - b_{ij}).
\]

This adaptation of VDSR is named VDSR-QS [15] and is shown in Figure 2 (b).

For VDSR-QS the same set of hyper-parameters as in [15] is used. Regarding the quarter sampling mask, we use the optimized quarter sampling mask from [6] because it shows an improved reconstruction quality for \( f_{ij} \). This mask is of size 32 × 32 pixels and is repeated periodically until the respective reference image is covered. Conveniently, such periodicity is beneficial for a future hardware implementation.

### III. Proposed Method

In this paper, we propose to use an end-to-end neural network for non-regular sampling sensors. As input, the network uses the values measured on the sensor, e.g., a quarter sampling sensor, a three-quarter sampling sensor, or a low-resolution sensor. At the output, the network shall output the reconstructed high-resolution image. Our proposed network consists of two separate parts that are concatenated as shown in Figure 2 (c). The first part shall use the measurements from a fixed sensor and perform an initial reconstruction \( \hat{f}_{ij} \). This initial reconstruction is then fed into a standard VDSR network to further enhance the image quality.

The basic building block of neural networks such as VDSR are convolutional layers. These convolutional layers are translationally invariant in the sense that shifted inputs lead to shifted outputs. Such translational invariance is not observed for a quarter sampling sensor due to the non-regularity of the sampling mask. In order to be able to meaningfully use convolutional neural networks, we need to re-introduce translational invariance into the sensor. This is achieved by using a sampling mask that repeats every 8 × 8 pixels. More precisely, we use an optimized mask of size 8 × 8 pixels from [6]. As a side effect, using periodically repeating masks can also be considered advantageous for the hardware manufacturing.

As the mask repeats periodically, our task is reduced to the reconstruction of a 8 × 8 target block from the measurements. All other target blocks can then be reconstructed with the same operations. This is the case because the relative geometric positions of the measurements are the same for each target block as a consequence of the periodicity of the mask. Our neural network is designed to reconstruct all pixel values inside an 8 × 8 target block from the measurements geometrically lying inside this 8 × 8 block as well as those lying inside its surrounding support border with a width of 4 pixels. Effectively, this means that the measurements from within a 16 × 16 block are used to reconstruct all values inside its central 8 × 8 target block. For the next 8 × 8 target block, some of the measurements are used again since the support blocks overlap. This concept can be understood as a so-called sliding window reconstruction which recently proved to be useful even for arbitrary local measurements [11].

The reconstruction of the \( 8^2 = 64 \) pixel values in the target block shall be performed using several fully connected layers connecting them with the \( 16^2/4 = 64 \) measurements in the support block. Fully connected layers are required due to the lack of translational invariance on this scale. Since the same fully connected layers are used locally for every target block, we call our approach a locally fully connected reconstruction (LFCR) network. In the implementation, we use a slightly smarter representation of the locally fully connected layers and avoid manual slicing and stacking such that a purely convolutional neural network can be derived.

First, the measurements inside each 16 × 16 support block are accumulated in a vectorized form using a non-trainable convolutional layer with kernel size 16 × 16, depth \( 16^2/4 = 64 \), stride \( 8 \times 8 \), and padding 4. The convolution is applied to the reference image and the weights of the kernel are set such that a sampling with a (three-)quarter sampling sensor is mimicked. Next, the reconstruction of the \( 8^2 = 64 \) values in the target block from the \( 16^2/4 = 64 \) measurements shall be performed using several fully connected layers. Each fully connected layer containing \( F \) neurons can be written as a convolutional layer with kernel size of \( 1 \times 1 \) and \( F \) channels. The convolution is followed by a PReLU [19] activation function as non-linearity. The number of channels \( F \), should be considerably larger than the number of missing pixels. We choose

\[
F = 4 \cdot \frac{3 \times 8^2}{4} = 192,
\]

where the additional factor of four gives the neural network enough freedom during training. After ten such convolutions, we concatenate the \( 8^2/4 = 16 \) measurement channels from the beginning to the output. This way, the information such as the local mean value can be directly used by the de-convolution layer with stride \( 8 \times 8 \) and kernel size \( 8 \times 8 \) that is applied next. It uses the vectorized information at each position to find the pixel values in the target block of size \( 8 \times 8 \) pixels. In the de-convolution, the target blocks are also stacked next to each other forming an the output image \( f_{ij} \). The complete structure of the proposed LFCR network is shown in Fig.3.

The just explained LFCR network is used as initial reconstruction network. Afterwards, its output is enhanced further using a VDSR-like network [14]. The very deep convolutional layers shall further improve the image quality. This idea is similar to [14], [15], where the outputs of classical upsampling/reconstruction algorithms are enhanced with VDSR. Slightly different to those works, we use the mean squared
error as loss function, no kernel regularizer and the trainable PReLU activation function.

Overall, the LFCR+VDSR network features about $10^6$ trainable parameters. The first part (LFCR) uses $3.6 \cdot 10^5$ parameters and the second part (VDSR) uses $6.6 \cdot 10^5$ parameters. The entire network can be trained end-to-end. The two parts can be trained jointly as well as separately. For the loss function, we therefore define loss functions

$$\mathcal{L}_{\text{LFCR}} = \text{MSE}(\hat{f}_{ij}, f_{ij}),$$
$$\mathcal{L}_{\text{LFCR+VDSR}} = \text{MSE}(\tilde{f}_{ij}, f_{ij})$$

for the intermediate reconstruction result after the first part and the final reconstruction result, respectively. Training the two parts completely separately and sequentially was found to be more effective and resulted in a faster training and lower training losses. During the second training phase, the learning rate is reduced by a factor of ten compared to the initial learning rate since the network is already partially trained. An additional joint training phase reduced the training loss further. However, since the validation loss did not reduce further we omit the joint training in our simulations.

Similar to VDSR-QS [15], the non-regularity of the sensor layout allows for an additional dimension of data augmentation. Therefore, we shift the reference image by 0, 2, 4, and 6 pixels in both spatial directions. While this results in different measurements for the non-regular sensor layouts, using such shifts for a low-resolution sensor is not meaningful. Effectively, shifting the reference images leads to an additional 16-fold data augmentation for the given sensor layouts.

IV. SIMULATIONS AND RESULTS

In this section, we evaluate the performance of the different reconstruction networks for measurements using a quarter sampling sensor, a three-quarter sampling sensor, and a low-resolution sensor.

For training of the neural networks, we use custom TensorFlow [16] implementations. Our implementations of VDSR and VDSR-QS were tested to show comparable results with respect to the original work in [14], [15].

In terms of the training data, we use the same training data as in [14], [15], i.e., the Set291 consisting of 291 images of various natural content. Slightly overlapping patches with a size of $41 \times 41$ pixels and $48 \times 48$ were generated for the standard VDSR/VDSR-QS and our LFCR+VDSR network, respectively. The total number of measurements used for each case is comparable. We simulate the monochrome sensors by converting all color images to grayscale with 8 bit depth scaled from 0 . . . 255. Three-quarter sampling is simulated by averaging three high-resolution pixels as in [10]. All training patches are rotated and flipped such that an 8-fold data augmentation as achieved.

To evaluate the quality of the resulting images, we calculate the mean PSNR and the mean structural similarity (SSIM) [20] for the images of the Urban 100 dataset from [21] as well as for the Tecnick dataset [22]. Both datasets consist of natural image content. While the Tecnick images show a broad variety of content, the Urban100 images mainly focus on urban architecture.

In Table I, we find that using the concatenation of the LFCR and the VDSR network results in more than 0.5 dB higher PSNR values than only using the LFCR. Secondly, Table I confirms that using three-quarter sampling instead of quarter sampling results in higher reconstruction qualities not only with classical algorithms [10] but also with our neural network

\footnote{Please note that some works in literature scale the data from 16 . . . 235 without taking such scaling into account during their PSNR calculations, systematically resulting in 1.32 dB higher PSNR values.}
Fig. 4. Impact of different amounts of shift data augmentation. The PSNR gain in dB relative to the case without using the shift data augmentation is shown as a function of the shift data augmentation factor. The Urban 100 dataset is used. QS: Quarter sampling sensor, TQS: Three-quarter sampling sensor, LR: Low-resolution sensor.

Next, we analyze the impact of the special data augmentation technique that is possible for non-regular sampling cases as explained in Section III and first proposed similarly in [15]. For this purpose, we performed additional trainings using reference images shifted by 0, 2, 4 and 6 pixels in both spatial dimensions. To understand the dependency on this kind of data augmentation, different amounts of such shifts are used and for each amount we retrained our proposed network as well as the standard VDSR. As can be seen in Fig. 4, using the shift data augmentation increases the reconstruction quality in terms of PSNR up to more than 1.5 dB in case of quarter sampling and the Urban 100 dataset. Interestingly, for three-quarter sampling, a saturation is reached and using 8 or 16 different shifts only makes a small difference. For the low-resolution sensors, using the shifted inputs does not provide the networks with significant information. This explains the much smaller gains below 0.5 dB for this scenario. From now on, all results are therefore shown focusing on LFCR+VDSR reconstruction.

In Figure 5, we additionally show visual examples for two sections from the Urban 100 dataset and one section from the Tecnick dataset. Regions with high frequency content are affected from severe aliasing in case of the low-resolution sensor, regardless of using VDSR or not. Other than that, using three-quarter sampling in combination with the proposed LFCR+VDSR reduces the aliasing significantly. This can be seen especially for the window shutters (marker by a red arrow) as well as the ventilation slit of the train (marker by a red arrow). We can also see that our neural network based approach outperforms the classical L-JSDE algorithm though L-JSDE can also make use of the non-regularity especially in case of very fine structures.

V. CONCLUSION

In this paper, we propose a novel end-to-end neural network approach consisting of two concatenated networks, the proposed LFCR and a standard VDSR. The combined LFCR+VDSR network is the first purely neural network based reconstruction approach for non-regular quarter sampling and three-quarter sampling sensor measurements. This approach outperforms other reconstruction techniques for the non-regular sampling methods and additionally outperforms and other (classical) reconstruction methods in Table II. For this evaluation, we use the Tecnick dataset in addition to the Urban100 dataset.

From Table II, we find that using three-quarter sampling in combination with the novel LFCR+VDSR neural network outperforms all other sensor layouts and reconstruction methods. Compared to a low-resolution sensor with VDSR, we observe a gain of 1.11 dB and 0.46 dB for the Urban100 and the Tecnick dataset, respectively. Compared to the classical reconstruction algorithms (FSR and L-JSDE), we observe gains of 2.96 dB and 2.44 dB. We would like to note that the key difference to single-image super-resolution is not the exact choice of the neural network but the underlying sampling method being non-regular. The SSIM values also reported in Table II are in accordance with the PSNR results.
data-driven approaches for single-image super-resolution. We combine the structural advantages of a non-regular sensor layout with the advantages of data-driven reconstruction. In designing the neural network, special care was taken to cope with the missing shift-invariance of the non-regular sampling sensors.

Using a three-quarter sampling sensor in combination with our proposed LFCR+VDSR network, we outperform the classical L-JSDE by 2.96 dB on the Urban100 dataset. Compared to single-image super-resolution using a low-resolution sensor and VDSR, we gain 1.11 dB for this dataset. Future work may investigate the usage of other neural networks from single-image super-resolution using a low-resolution sensor (LR + BIC + VDSR), designing the neural network, special care was taken to cope with the missing shift-invariance of the non-regular sampling sensors.

![Table with data](image)

Fig. 5. Visual examples from sections of the Urban100 dataset and the Tecnick. While the low-resolution (LR) sensor leads to severe aliasing, the three-quarter sampling sensor (TQS) enables higher visual quality in combination with the proposed LFCR+VDSR. (Please pay attention, additional aliasing may be caused by printing or scaling. Best to be viewed enlarged on a monitor.)
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