Physics-guided deep learning for data scarcity
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Abstract

Data are the core of deep learning (DL), and the quality of data significantly affects the performance of DL models. However, high-quality and well-annotated databases are hard or even impossible to acquire for use in many applications, such as structural risk estimation and medical diagnosis, which is an essential barrier that blocks the applications of DL in real life. Physics-guided deep learning (PGDL) is a novel type of DL that can integrate physics laws to train neural networks. It can be used for any systems that are controlled or governed by physics laws, such as mechanics, finance and medical applications. It has been shown that, with the additional information provided by physics laws, PGDL achieves great accuracy and generalisation when facing data scarcity. In this review, the details of PGDL are elucidated, and a structured overview of PGDL with respect to data scarcity in various applications is presented, including physics, engineering and medical applications. Moreover, the limitations and opportunities for current PGDL in terms of data scarcity are identified, and the future outlook for PGDL is discussed in depth.
Introduction

Deep learning (DL) has experienced significant development and has become one of the most promising machine learning techniques in recent decades. Great successes in using DL have been witnessed in various fields, including biostructure exploration\(^1\), disease prediction\(^2\) and financial prediction\(^3\). These remarkable successes are an incitant for researchers from different backgrounds and thus stimulate great interest in exploring new possibilities via DL techniques\(^4\). Deep learning provides us with a powerful tool to extract features and unveil the underlying relationships that hide behind raw data\(^5\). Data play an essential role in DL applications, and implementing DL without sufficient data is like ‘making bricks without straw’. Deep learning models with data scarcity can suffer from severe failures in terms of low prediction accuracy, biased training and poor generalisation\(^6\). Therefore, having sufficient high-quality data is essential for any successful DL application and can significantly boost the performance of DL models.

However, obtaining sufficient data for DL is quite challenging for some applications. Despite significant developments and improvements in experimental fields, some of the data remain deeply hidden and are hard to measure directly\(^7\), such as the quantities (such as stress and displacement) and topology inside solid structures or substances\(^8\). In addition, high quality data annotation and curation can be costly\(^9\). In fact, many fields, such as medicine and healthcare, currently possess significant unlabelled data\(^10\). However, changing those unlabelled data to high-quality annotated data requires expertise.

When using DL to deal with some problems, there are physics laws or equations that can describe those problems and have been summarised by previous researchers; however, they seldomly contribute to training DL models\(^11\). For example, early combinations between fluid dynamics and DL focused on using DL models to map the relations between measured data and observations\(^12\). However, the well-known Navier–Stokes equations that are widely used in fluid dynamics are usually excluded from DL models\(^13\). In fact, the Navier–Stokes equations can effectively and efficiently describe most fluid systems and have been studied extensively for many decades.

Recently, a novel type of DL technique – physics-guided deep learning (PGDL) – has been proposed\(^13\). In PGDL, physics laws can be incorporated to train neural networks by tailoring physics-informed loss functions. With physics-informed loss functions, physics laws, equations and even empirical knowledge can be transferred as training data as the remedy for
data scarcity\textsuperscript{14}. Furthermore, those transferred data are naturally annotated. Physics-guided deep learning is applicable to any system that is governed by physics or equations. It has been proven that even with fewer data, PGDL can still exhibit favourable predictions and a good generalisation ability\textsuperscript{15}. A typical example of PGDL is shown in Fig. 1. Hence, PGDL has attracted increasing attention in many applications\textsuperscript{11,16}. In what follows, a brief introduction of PGDL is firstly presented. Then, examples of PGDLs for data scarcity are highlighted, and the limitations and opportunities for PGDL are listed. Finally, the future outlook for PGDL is discussed.

**Fig. 1.** Example of physics-guided deep learning (PGDL) for solving Poisson’s equation. a, Consider a square problem domain where only limited observation data (cross signs) are available on the boundary lines. b, The problem domain is potentially governed by Poisson’s equation (physics laws) with corresponding boundary conditions. c, Predictions from both the data-driven DL model and the PGDL model. The result from the PGDL aligns well with the ground truth solution, while the result from the DL model fails to capture the contour. d, The structure of the PGDL used in this problem. A PGDL model comprises a neural network and a physics-informed loss function. Note that the partial differential terms can be analytically obtained through automatic differentiation\textsuperscript{17}. Poisson’s equation and the corresponding data are embedded in the physics-informed loss function. (The code for this problem is available at https://github.com/JinshuaiBai/PGDL_review.)

**Physics-guided deep learning**

Physics-guided deep learning comprises a neural network and a physics-informed loss function\textsuperscript{13}. In PGDL, the neural network is used to map nonlinear relationships, while the
physics-informed loss function qualifies the performance of the neural network via physics laws. Here, the physics laws can be the conservation laws or empirical mathematical models that potentially govern the change of the quantities within the problem domain (such as the conservation of momentum in mechanics problems and the Black–Scholes equation in finance). In this manner, sample points in the problem domain can be arbitrarily generated and evaluate the performance of neural networks via physics laws. Note that neural network mapping can be the exact solution to the problem only when the residual or error from every sample point in the problem domain vanishes to zero. Thus, optimisers will be applied to modify neural network mapping with the help of the physics-informed loss function until convergence.

Advantages of PGDL over data-driven DL

**Trustworthy data.** Trustworthy data are an essential prerequisite for establishing trustworthy DL. Neural networks can train poorly due to the use of incomplete or biased data. By integrating physics laws, PGDL can provide trustworthy data for training neural networks. Those physics laws and equations offer additional knowledge that can supplement information for incomplete, imperfect or biased training data. Additionally, it is worth noting that the data generated from physics laws are naturally annotated and of high quality, i.e. the residuals of every generated sample should be zero. Thus, PGDL improves the performance of neural networks when facing data scarcity. For example, as presented in Fig. 1, the initial observation data are all located at the boundary of the problem domain. Additional data that follow the governing equation (physics laws) are manually generated in the problem domain. With these additional data, PGDL produces accurate predictions while the data-driven DL fails to capture the features in the in-domain area.

**Generalisation.** By training neural networks through physics laws, PGDL is capable of achieving favourable generalisation properties even with limited observation data. This is because physics laws or equations describe phenomena from a higher perspective than direct observations. For example, using data-driven DL with observation data can be regarded as low-order curve fitting. In contrast, by embedding physics laws, higher-order constraints are added during curve fitting processes. Note that the higher-order derivative fitting algorithms are considered to be more accurate than the lower-order curve fitting algorithms. In this case, satisfying or enforcing physics laws can significantly affect the predictions of neural networks. The strong generalisation property of PGDL with limited data attracts considerable attention.
for extrapolation problems, such as forecasting the evolution of infectious diseases\textsuperscript{20} and predicting the physical phenomenon with initial-boundary conditions\textsuperscript{7,21}.

**Interpretability and uncertainty control.** Meanwhile, the use of physics-informed loss functions improves the interpretability of neural networks, and makes PGDL a way for explainable artificial intelligence (XAI)\textsuperscript{11}. The residual from the physics-informed loss function indicates which physics laws contribute to the poor performance of neural networks. Since PGDL has good interpretability, uncertainty control in PGDL can be easy and straightforward. It is possible to approximate arbitrary probability densities governed by physics laws through PGDL\textsuperscript{14,22}. Furthermore, other uncertainty qualification methods (such as the Bayesian distribution) can also be introduced in PGDL to avoid overfitting with substantial noise\textsuperscript{22}. With a view towards uncertainty control, PGDL has great potential to conduct comprehensive studies of uncertain systems with noisy limited data where repetitive experiments are prohibitive or impossible.

The following section highlights examples of using PGDL for data scarcity, focusing on the areas of physics, engineering and medical applications. More PGDL applications are summarised in Table 1.

**Physics**

The discipline of physics investigates fundamental mechanisms, constituents and behaviours of matter\textsuperscript{24}. Physics knowledge is accumulated and summarised by physics phenomena of the observable universe. However, observing such physics phenomena can be difficult. For example, atomic interactions occur at the microscale, which makes their observation and quantification challenging. Therefore, data scarcity is one of the essential difficulties that hinder DL applications for physics. Fortunately, many principles and laws have been established for various physics systems. Therefore, with these established principles and laws, PGDL can be an ideal choice to address the data scarcity in physics and significantly contribute to physics exploration. Herein, typical PGDL models for data scarcity in physics are presented as examples.

- **Case studies. (Material science)** Physics-guided deep learning has been leveraged to aid in exploring materials at the microscale\textsuperscript{25}. For example, understanding the interaction between atoms can help with modelling microscale phenomena at the atomic level as well as revealing the mechanism of material properties at the macroscale\textsuperscript{26}. However, experimentally quantifying interactions between atoms can be difficult\textsuperscript{27}.
Another way to acquire interaction data is to conduct density functional theory (DFT) calculations, but the extremely expensive computational cost makes it prohibitive to obtain sufficient interaction data for diverse atomic types. Therefore, PGDL is applied to integrate physics constraints (virial tensor) with limited DFT results to train neural networks. It has been proven that frameworks based on PGDL can achieve higher accuracy in predicting the energy and force fields of molecules than data-driven DL models (Fig. 2a). Furthermore, such PDGL frameworks also perform well for extended molecular-level systems that are not provided in training datasets. Another study applied PGDL to establish force fields for different materials with limited force interaction data (Fig. 2b). The force fields predicted by PGDL with additional physics maintain high accuracy outside the training set, where data-driven DL fails to produce large deviations. Currently, PGDL-based frameworks have profoundly decreased the cost of exploring emerging new materials at the microscale, which was previously restricted due to data scarcity, thus opening a new avenue for material exploration.

In addition, PGDL has also been applied to infer the microscale information of materials. For example, a PGDL framework has been introduced to evaluate the microstructure of polycrystalline nickel using ultrasonic surface acoustic wavefield data, offering great potential for the evaluation of non-destructive materials.

- **Case studies. (Biological science)** Additionally, PGDL enables the exploration of biological systems. For example, a PGDL-based framework has been proposed to study the food drying process, which is an essential method of food preservation. With a better understanding of the drying process, the process can be optimised to obtain better quality results and reduce the energy consumption. However, the heterogeneous, hygroscopic and porous microstructures of food materials greatly increase the difficulties for experimental investigations. Note that the drying process is governed by diffusion laws. In this manner, these laws are seamlessly embedded in the physics-informed loss function to train neural networks. As shown in Fig. 2c, although both DL and PGDL can reconstruct cellular moisture concentration for the training dataset, the DL can produce significant errors when predicting the moisture concentration for the testing dataset. In contrast, PGDL can maintain high accuracy for the moisture distribution for the testing dataset, indicating that it is more generalisable than DL with limited training data. In another study, a biologically-informed PDGL model was proposed for biological mechanistic modelling with sparse data.
Fig. 2 Examples of physics-guided deep learning (PGDL) for physics applications. 

a. Comparisons of the performances between PGDL and data-driven DL for predicting different molecular systems. The mean absolute error of the predicted energy (meV) and force (meV/Å) fields with respect to ground truths are listed in the table. The data-driven DL is trained via pure density functional theory (DFT) calculation results, while the PGDL is trained via virial tensor and the DFT result. The table was re-generated from Ref.27.

b. Comparisons of predicted energy between the PGDL and data-driven DL models with respect to the simple cubic (top figure) and diamond cubic (bottom figure) molecular systems. The PGDL model accurately predicts the energy of the systems outside the training set, while data-driven DL exhibits a poor generalisation property for both systems outside the training set. The figures were reproduced from Ref.30.

c. Comparisons of the in-cell moisture distribution predicted by data-driven DL and PGDL. Although both DL and PGDL can achieve high accuracy for the training set (top figures), DL produces large errors compared with PGDL for the testing set (bottom figures). The figures were reproduced from Ref.35.

Engineering

Engineering is an area that has been closely related to DL. Many DL models have been proposed for engineering purposes. However, when collecting training data in engineering, difficulties can arise from various aspects. Despite the significant development of experimental equipment, most experiments are restricted to limited small domains or laboratory settings, and some quantities inside structures or substances are challenging or even impossible to measure even with state-of-the-art equipment. Furthermore, since novel materials with complex constitutive properties keep emerging, it is impossible to obtain a well-developed database that covers all material properties. Hence, data scarcity greatly hinders the application of DL in engineering.
PGDL has alleviated the data scarcity problem of DL in this field. Note that the responses of engineering systems normally satisfy the governing equations of conservation laws and material models, and the governing equations of mechanics have been extensively studied. In this manner, the governing equations can be leveraged as training data via PGDL, and the insufficient representative information due to deficient data can be enhanced by the governing equations.

- **Case studies. (Structural analysis)** In general, only observation data on the boundaries or surfaces of structures are accessible for structural analysis. When DL models are trained only with surface data, they produce large error for structural analysis because they do not generalise well to prediction inside structures. By implementing physics laws for training neural networks, PGDL greatly improves the accuracy of structural analysis by using neural networks\(^{39-41}\). Furthermore, the nature of the material (such as hyperelasticity and elastoplasticity) and internal topology (such as the geometry of voids inside structures) are interpretable via limited responses of the structure under loadings\(^{8,39,42}\) (Fig. 3a).

Extending to real applications, PGDL exhibits great potential for complex engineering systems. For example, PGDL has been applied to study hypersonic vehicles with limited training data and knowledge-based engineering\(^{43}\). Compared with data-driven DL, PGDL achieves higher accuracy for maximum take-off weights, especially with limited training data. Furthermore, PGDL improves the efficiency of generating design data generation. PGDL has also contributed to structural topology optimisation. Data is the key to data-driven DL-based topology optimisation\(^{44}\). However, it is impossible to create a complete database that covers every loading and geometry scenario. In this manner, design targets (such as lightweight designs or alleviating stress concentrations) are treated as physics to train neural networks, exploring the ideal designs under different senarios\(^{45,46}\).

- **Case studies. (Fluid mechanics)** Fluid mechanics is another field that benefits from PGDL. The Navier–Stokes equations serve as physics laws in PGDL to produce favourable predictions for fluid flows. For example, Raissi et al.\(^7\) proposed hidden fluid mechanics (HFM) that can infer velocity and pressure fields via local incomplete observation data (Fig. 3b). It is worth noting that before PGDL, DL-based models trained with limited fluid videos or snapshots were mostly confined to the animation and gaming engine fields due to their low accuracy\(^{47}\). Currently, various PGDL-based
frameworks have been invented for hydrodynamics modelling only with initial and boundary conditions\textsuperscript{48-52}. Meanwhile, PGDL has also been applied to fluid-related fields that suffer from data scarcity. For example, wind field information can provide valuable assessments for wind resources and wind turbine control\textsuperscript{53}. Nevertheless, it is difficult to obtain large amount of wind field data due to the limitations of the current sensor technology\textsuperscript{54}. Instead, only sparse local measurements are available. Therefore, with the incorporation of Navier–Stokes equations with sparse data, a PGDL framework was proposed that successfully predicts the spatiotemporal wind field. The study in Ref.\textsuperscript{55} applied a PGDL to reconstruct the surficial velocity and pressure fields of structures under vibration. In that work, acoustic holographic data and the Kirchhoff–Helmholtz equation were implemented to train a convolutional neural network (CNN).

\textbf{Fig. 3} Examples of physics-guided deep learning (PGDL) for engineering. a, Predicting the deformed configurations of the geometries with limited displacement data. The displacement data are only accessible at the measurement points on the boundaries (red crosses). Amid training, the PGDL predictions align well with the ground truths. The figures were reproduced from Ref.\textsuperscript{8}. b, Predicting quantities deeply hidden in fluid flows using
PGDL with limited observations (passive scalar). The limited observation data (bottom-left figure) are generated within the shape of the flower inside the channel (top-left figure). A PGDL framework leverages the limited observations and Navier–Stokes equations to further predict the velocity and pressure fields (right figures) inside the flower-shaped domain. The figures were reproduced from Ref. 7.

**Medical applications**

Deep learning has been widely applied for medical applications, including disease diagnosis and case predictions, and the great success of DL for medical purposes has been witnessed\(^5^6\). Although much of the data in medical applications can now be recorded thanks to the development of medical engineering, most data are raw and not annotated\(^1^0\). The raw data must be annotated by experts, making it both tedious and costly. Furthermore, for some problems, the severe conditions of tissues or microscale situations can present significant barriers to measurement. More importantly, given that each patient has their own unique patient history, DL models trained with limited data can induce severe generalisation problems when applied to predict the behaviour of new patients. These dilemmas can be alleviated by introducing physics laws for training neural networks.

- **Case studies. (Medical diagnosis)** Physics-guided deep learning is now increasingly applied to extract information with limited observation data (such as medical images) and help with diagnosing diseases. For example, artificial intelligence velocimetry (AIV) – a PGDL-based framework – was proposed to characterise the potential risk factors in microaneurysms\(^5^7\) (Fig. 4a). The limited data from 2D medical images of microaneurysms are seamlessly incorporated with fluid mechanics knowledge to train neural networks. In so doing, the well-trained neural networks can accurately approximate the 2D and 3D velocity and pressure fields inside the microaneurysms, thereby offering a better understanding of pathophysiology. In addition, the no-slip flow can be identified with the help of filtered velocity fields, from which it is possible to rebuild the motion and position of the artery wall and extract disease predictors in terms of dissipation of kinetic energy, wall pressure and stresses.

Furthermore, numerous studies have focused on integrating physics laws to investigate the condition of organs using limited magnetic resonance imaging (MRI) or computed tomography imaging (CTI) in clinics\(^5^8-^6^0\). It has been demonstrated that PGDL can significantly improve personalised predictions and treatment planning (Fig. 4b). It is also worth noting that MRI and CTI observations usually suffer from poor resolution, with heavy outliers. Great efforts regarding data reconstruction and de-noise manipulations are necessary to process these images, making it more costly to obtain.
the training data for DL models\textsuperscript{61}. By using PGDL, the inherent uncertainty and error can be identified and quantified with the help of physics laws. Thus, minimising the physics-informed loss function can improve errors and outliers in noisy measurements\textsuperscript{61}.

- **Case studies. (Case predictions/epidemiology)** Additionally, PGDL has contributed to case predictions, which is challenging for data-driven DL models. Physics-guided deep learning integrates the knowledge from epidemiology to provide additional information that guides neural network training\textsuperscript{20}. For example, one study applied a well-known epidemiology model, the susceptible–exposed–infectious–removed (SEIR) model, to the PGDL with the previously reported data for predicting COVID-19 cases\textsuperscript{62}. The proposed PGDL framework accurately forecasted the COVID-19 spread within 15 days. Besides, Bayesian inference can be integrated into PGDL to provide uncertainty qualification for a seasonal endemic infectious disease\textsuperscript{63}. Compared with data-driven DL that only trains neural networks via previously reported data, PGDL achieves better accuracy for predicting future case data with the help of the SEIR model (Fig. 4c). Consequently, even with imperfect and incomplete training data, PGDL can effectively and accurately predict the evolution of new cases and holds great potential for providing insights into more complex infectious diseases\textsuperscript{62}. Accurate epidemiology prediction is vital for evaluating the consequences and efficacy of various measures to contain the spread of infectious illnesses. Policy and decision-making can be rationally influenced by probabilistic projections of a pandemic’s progress.
Fig. 4. Examples of physics-guided deep learning (PGDL) for medical applications. a. Predicting the 3D velocity, pressure and wall shear stress fields of a microaneurysm via artificial intelligence velocimetry (AIV) with limited microfluid images. The figures were reproduced from Ref.57. b, A PGDL framework for a personalised left-ventricular study. Magnetic resonance imaging (MRI) observations and physics laws are used to train the neural network. The MRI observations provide a personalised geometry of the left ventricle, and physics laws govern the quantities in the left ventricle. The personalised left-ventricular conditions in terms of microstructure, tissue properties and systemic parameters are fed as inputs, and the PGDL framework predicts the dynamics and functions of the personalised left-ventricular model. The figures were reproduced from Ref.59. c, Comparisons between DL and PGDL for predicting future COVID-19 cases using previously recorded data. The figures were reproduced from Ref.63.

Limitations and opportunities

Currently, PGDL is in its infancy despite its successful application in various fields. In this section, the limitations of current PGDL are identified, and potential opportunities and solutions are discussed.

Imbalanced loss. Since most PGDL models simply sum up the residuals from physics laws, the differences in magnitude between different loss terms may induce severe bias in training problems.64 Consequently, balancing the weights of different physics-informed loss terms is essential for the effectiveness and efficiency of PGDL. If the weights of different loss terms are not adequately balanced, optimisers may only focus on minimising the loss terms with a relatively larger magnitude while ignoring the others.

Solutions. One of the accessible ways of addressing this problem is to apply adaptive learning, i.e. introducing additional hyperparameters to balance loss terms and automatically optimising them during the training process. Thus, the optimisers can pay more attention to the loss terms that are naturally of a low magnitude during training, and thus alleviate the biased training. Examples of adaptive schemes based on physics,65 the Gaussian probabilistic model50 and neural tangent kernel (NTK) theory66 have been proposed. It has been reported that PGDL with adaptive learning can achieve additional accuracy as well as efficiency. Nonetheless, the existing adaptive learning schemes are problem based. A more general and effective adaptive learning scheme still calls for more in-depth research.

Another effective way is to establish specific physics-informed loss functions that naturally balance the loss terms or unify the loss terms into the same unit. For example, the principle of potential energy can be equivalently used as the physics laws for static mechanics problems. In contrast to governing equations with corresponding boundary conditions, the physics-informed loss function based on the energy principle expresses all the loss terms in an energy unit.39,64 Comparisons between the use of partial differential equation (PDE) based and energy-based loss functions suggest that the energy-based loss function can effectively predict
displacement fields and accurately capture local stress concentration, while the PDE-based loss function can fail to regenerate stress concentration due to imbalanced loss terms\textsuperscript{64}.

**Complex physics.** The effectiveness and robustness of PGDL are still limited by challenging and complex physics (such as non-linear equations) even though PGDL has been successfully applied to applications with complex PDEs. These complex equations make training neural networks a non-convex optimization problem. As a consequence, the training is likely to achieve local optima instead of the global optimum.

**Solutions.** The non-convex optimisation problem can be solved with transfer learning (TL). By leveraging neural networks that have been trained based on related problems, the knowledge embedded in the trained neural networks can be used to solve new problems as well as to enhance the efficiency of the training process\textsuperscript{6}. For example, a well-trained neural network for predicting the deflection field of a plate was used for other plate problems with different materials\textsuperscript{67}. The results showed that PGDL with TL could maintain accuracy while significantly decreasing the training cost for new scenarios. However, how to effectively apply TL in PGDL is an important issue. Criteria and standards need to be established to qualify the correlation between the two physical systems.

Domain decomposition is another way of alleviating the influences caused by challenging complex physics. Dividing the problem domain into pieces can decrease the complexity of targets. For example, the study in Ref.\textsuperscript{68} combined PGDL with domain decomposition towards various nonlinear functions, including the nonlinear Helmholtz equation, the advection equation, the diffusion equation and the viscous Burgers’ equation. The study in Ref.\textsuperscript{69} utilised domain decomposition to deal with variational problems. By using multiple neural networks to approximate solutions, it has been proven that PGDL can achieve higher accuracy with smaller neural networks than using a single neural network for global approximation. Furthermore, decomposed PGDL problems are suitable for parallel computing, which can significantly improve the computational efficiency of PGDL applications\textsuperscript{70}. However, domain decomposition inevitably generates new boundaries. Information transformation between different domains via boundaries is also an essential issue that must be considered.

**Extreme conditions.** Numerous complex systems are governed by equations with singularity and discontinuity, such as structural fractures\textsuperscript{71} and multi-degree-of-freedom friction problems\textsuperscript{72}. Physics laws containing extreme conditions (such as singularity and discontinuity) can also be challenging for formulating physics-informed loss functions.
Solutions. To address this problem, existing numerical schemes that simplify extreme physics can be integrated into PGDL. For example, the commonly used phase-field method can be integrated with PGDL to denote the discontinuities in fracture problems.\cite{73,74} Another study incorporated the peridynamics differential operators to deal with sharp gradient elastoplastic deformation.\cite{75} Note that the sharp gradient in elastoplastic problems can induce severe local deformation; therefore, using a single neural network to predict the deformation globally may fail to capture the local phenomenon. The partial differential terms obtained from peridynamics operators offer strong constraints to gradient predictions obtained from automatic differentiation. Coupling PGDL with other numerical schemes significantly enhances the capability of PGDL to cope with extreme conditions, thus broadening its application scope.

Customising specific neural network structures in PGDL can be another solution for extreme conditions. Currently, most PGDL models are based on feedforward neural networks (FNN), and more efforts should be made to explore the possibility of integrating other DL models into PGDL. For example, the study in Ref.\cite{62} implemented a long short-term memory (LSTM) neural network to deal with temporal-dependent predictions. On the other hand, the components inside neural networks, such as the output layer and activation function, can be also tailored to help the neural networks face extreme conditions. Examples can be found in refs\cite{39,48,76}, where the output layers of neural networks were designed to naturally satisfy boundary conditions. It has been demonstrated that PGDL with a tailored output layer can accurately impose boundary conditions for complex geometries.\cite{76} Furthermore, the boundary conditions are no longer required in formulating the physics-informed loss function with the tailored output layers, which simplifies the complexity of training neural networks.

Theoretical support. Finally, despite the widespread attempts to apply PGDL in various fields, rigorous mathematical proof is still required to build confidence in PGDL.

Solutions. To provide rigorous mathematical support for PGDL, general DL theories and techniques can be migrated into PGDL. Since PGDL is a branch of DL, it shares many common features with other DL models. For example, the study in Ref.\cite{66} extended NTK theory to PGDL to study the dynamic training process and convergence rate. Furthermore, in that study, using NTK, the authors proposed a gradient descent training scheme that enhances the efficiency of the PGDL training process. Another study applied the Hölder regularisation to PGDL and provided convergence theory for PGDL.\cite{77} Certainly, theoretical investigations based on the particularity of PGDL are also encouraged. For example, the study in Ref.\cite{78} focused on studying the generalisation error control from the physics-informed loss function. Besides, an
abstract formalism was proposed to separately assess uncertainties from the training error and volume of training data. More importantly, Ref.\textsuperscript{78} demonstrated that PGDL can achieve sufficient accuracy by satisfying some conditions. However, only limited studies regarding the theoretical support have been conducted for PGDL. Investigations regarding PGDL from the theoretical point of view need to be further strengthened.

**Conclusions**

Fuelled by the recent development of PGDL, the performances of neural networks in terms of accuracy, reliability and generalisation have been greatly improved via physics laws when facing data scarcity. Physics-guided deep learning has become a powerful technology as a result of these merits and benefits to provide trustworthy data, strong generalisation, interpretability and uncertainty control, which have led to remarkable widespread achievements in diverse fields. Nevertheless, PGDL is still in its infancy, and many challenges in terms of robustness, embedding challenging and complex physics remain to be addressed. In addition, rigorous proof regarding the capability and limitations of PGDL is required. Therefore, via this review, we hope to inspire the further development of PGDL and stimulate future research and applications that will embrace diverse opportunities for PGDL, such as in the fields of physics, engineering and medical application.
| Field               | Specific Area          | Reference | Difficulties faced by data-driven DL                                                                 | Physics laws                                                                                       | Advantages/Comment                                                                                     |
|---------------------|------------------------|-----------|-----------------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------|
| **Physics**         | Material science       | 27,29,31,33,79-83 | 1. Phenomena and mechanisms in microscale systems are hard to observe; 2. The number of features of the system under investigation is extraordinarily high. | Bond-order potential; Virial stress. Departure from the nucleate boiling model; Full-vector Maxwell’s equations. | 1. PGDL is effective for studying microscale systems that are hard to obtain; 2. PGDL can maintain accuracy for extended microscale systems. |
|                     | Nuclear engineering    | 84,85     |                                                                                                     |                                                                                                   |                                                                                                   |
|                     | Chemical engineering   | 86-91     |                                                                                                     | Electrochemical–thermal model; Diffusion equation.                                                  |                                                                                                   |
|                     | Biological science     | 35,36,92-94 |                                                                                                     | Diffusion laws; Constitutive models.                                                                |                                                                                                   |
| **Engineering**     | Structure analysis     | 8,39, 43,46,64,67,71,95-102 | 1. Limited and incomplete data (such as surficial observations) due to the limitations of experimental equipment; 2. Infinite possibilities (such as emerging new materials and different loading scenarios) challenge the generalisation ability of DL models. | Solid mechanics; Constitutive models. Vibration function.                                           | 1. PGDL can extract information that is deeply hidden inside structures and substances; 2. PGDL can perform well in different scenarios that are not included in the training set. |
|                     | Dynamics system control| 63,103    |                                                                                                     |                                                                                                   |                                                                                                   |
|                     | Fluid mechanics        | 7,21,48-52 |                                                                                                     |                                                                                                   |                                                                                                   |
|                     | Environmental science  | 54,104,105 |                                                                                                     |                                                                                                   |                                                                                                   |
| **Medical application** | Diagnosis             | 57,59,61,93,106-109 | 1. Limited observation data with uncertainties (such as low-resolution MRI or CTI); 2. Costly to annotate data; 3. Generalisation for different patients; 4. Extrapolating the predictions based on limited previous data. | Solid and fluid mechanics. Epidemiology.                                                          | 1. PGDL can accurately predict the dynamics and functions of organs via limited MRI or CTI. 2. PGDL can help with identifying uncertainties and errors in MRI or CTI. 3. PGDL trained with physics can take patients’ personalisation into account. 4. PGDL can accurately predict the evolution of infectious cases using previously reported cases. |
|                     | Case prediction         | 20,62,63,110,111 |                                                                                                     |                                                                                                   |                                                                                                   |
Table 2. Challenges and potential solutions of current physics-guided deep learning (PGDL).

| Challenge            | Description                                                                 | Potential solution                                      | Example reference |
|----------------------|-----------------------------------------------------------------------------|---------------------------------------------------------|-------------------|
| Imbalanced loss/data | Scale difference of loss terms induces bias training.                       | Adaptive training.                                       | 50,65,66          |
|                      |                                                                             | Specific loss function.                                  | 39,42,64,69,95    |
| Complex physics      | Training process becomes a non-convex optimisation problem due to complex physics. | Transfer learning.                                       | 67,73,96          |
|                      |                                                                             | Domain decomposition.                                    | 68-70,112         |
| Extreme physics      | Extreme conditions, including singularity and discontinuity, are hard to embed. | Coupling with other numerical schemes.                   | 73-75             |
|                      |                                                                             | Customisation of neural network structures.              | 39,48,62,76       |
| Theoretical support  | Rigorous mathematical analysis regarding the PGDL’s limitations and capabilities is required. | Migration from general DL theories.                      | 66,77,78          |
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