STABILITY AND BIFURCATION ANALYSIS IN A DELAY-INDUCED PREDATOR-PREY MODEL WITH MICHAELIS-MENTEN TYPE PREDATOR HARVESTING
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Abstract. The present paper considers a delay-induced predator-prey model with Michaelis-Menten type predator harvesting. The existence of the non-trivial positive equilibria is discussed, and some sufficient conditions for locally asymptotically stability of one of the positive equilibria are developed. Meanwhile, the existence of Hopf bifurcation is discussed by choosing time delays as the bifurcation parameters. Furthermore, the direction of Hopf bifurcation and the stability of the bifurcated periodic solutions are determined by the normal form theory and the center manifold theorem for functional differential equations. Finally, some numerical simulations are carried out to support the analytical results.

1. Introduction. Any population in an ecosystem does not exist in isolation, and there must be certain relationships between different populations, such as competition [3, 12], symbiosis [11], predation [2] and so on. Predation relationship plays a very important role in ecosystems and has attracted significantly and widely attention from lots of biologists, mathematicians and ecologists [9, 13, 20]. Predator-prey models are basic differential or difference equation models for describing the predation relationship between two or more species, and are among the most interested topics in mathematical biology and ecology. The researchers want to reveal the possible complex dynamics between predators and their prey by studying the dynamical behavior of predator-prey models. There are many factors which affect dynamical properties of biological and mathematical models, such as harvesting and time delays.

On the one hand, from the view of human needs, the exploitation of biological resources and the harvesting of populations are usually human purpose of achieving the economic interest in fishery and wildlife management. The harvesting is a very realistic and meaningful topic in nature and it also has crucial effect on the dynamics of model and ecological balance [29]. Therefore, it is important to study the harvesting in many predator-prey models [41]. Effects of harvesting in various types of prey-predator models have been considered by many researchers [7, 15, 33, 34, 39, 47]. It has shown that harvesting has a strong influence on the dynamical behavior of a predator-prey model [1, 19, 21, 37, 42]. Such as appearance
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of numerous kinds of bifurcations, including saddle-node bifurcation, Hopf bifurcation, repelling and attracting Bogdanov-Takens bifurcations of codimensions 2 and 3. Zhu and Lan [47] studied a Leslie-Gower predator-prey system with constant harvesting in prey. They demonstrated that the predator free equilibria are saddles, saddle-nodes or unstable nodes relying on the choices of the parameters involved while the interior positive equilibria in the first quadrant are saddles, stable or unstable nodes, saddle-nodes, centers, foci or cusps. Sen et al. [34] have paid great attention to study the global dynamics of a predator-prey model when predator is provided with additional food as well as harvested at a constant rate. Xiao et al. [42] also have focused on the effect of constant-yield harvesting in predator-prey model. In [21], the existence of Bogdanov-Takens bifurcations of codimensions 2 and 3 for predator-prey model with harvesting was proved analytically.

As is known to all, because of the complexity of the actual ecosystem, constant-yield harvesting and constant-effort harvesting [31] can not completely describe all the real situations, and the nonlinear harvesting can offset some deficiencies correspondingly, nonlinear harvesting is more realistic from biological and economical points of view. In [8], a harvesting term $h = qEx/(cE + lx)$ which is named Michaelis-Menten type functional form of catch rate is put forward for the first time, where $q$ is the catch ability coefficient, $E$ is the external effort devoted to harvesting, $c$ and $l$ are constants. In [19], the authors considered saddle-node bifurcation, transcritical bifurcation, Hopf bifurcation and Bogdanov-Takens bifurcation of a predator-prey model with Michaelis-Menten type harvesting in predator, of the following form

$$\begin{align*}
\dot{x} &= r_1 x \left(1 - \frac{x}{K}\right) - ax y, \\
\dot{y} &= r_2 y \left(1 - \frac{y}{bx}\right) - \frac{qEy}{cE + ly},
\end{align*}$$

(1)

where $x(t)$ and $y(t)$ represent prey and predator densities at time $t$, respectively. All the parameters in the model are positive. $a$ is the maximum value attained by the per capita reduction rate of the prey. $b$ is the role of a prey-dependent carrying capacity for predators. $r_1$ and $r_2$ are the growth rates of the prey and predator. $K$ is the carrying capacity of the prey in the ecosystem.

On the other hand, time delays often occur in nature. In population ecology, especially in predator-prey models, time delay effects are ubiquitous, such as the time it takes for predators to hunt prey, the time it takes predators and prey to mature, and the time it takes predators to digest prey and convert it into energy. A lot of delayed models are formulated to investigate ecological systems, more and more scholars have studied delayed predator-prey models and affirmed that delays can have very complex impacts on the dynamics of a model [5, 14, 30, 32, 40, 44, 45]. Actually, any model of species dynamics without time delays is an approximation at best [22] and time delays may significantly influence the overall properties of dynamical systems [4, 24, 25, 35, 38]. The time delays will cause the stable configuration of the equilibrium points of model to change greatly. Generally, the loss of stability, various oscillations and periodic solutions can be caused by time delays.

In model (1), there exist the delays in maturation time of predator and gestation time of prey, and these types of time delays should be considered. Motivated by these, this present work will propose a delay-induced predator-prey model with
Michaelis-Menten type predator harvesting as follows

\[
\begin{align*}
x &= r_1 x \left(1 - \frac{x(t - \tau_1)}{K}\right) - a xy, \\
y &= r_2 y \left(1 - \frac{y}{b x}\right) - \frac{q E y(t - \tau_2)}{c E + l y(t - \tau_2)},
\end{align*}
\]  

(2)

where \(\tau_1\) represents the delay in gestation time of prey and \(\tau_2\) is the delay in maturation time of predator.

This paper is organized as follows. In Section 2, some sufficient conditions for the existence of the nontrivial positive equilibria are obtained. In Section 3, by analyzing the characteristic equation of the linearized model of (2) at one of the positive equilibria, the sufficient conditions ensuring the local stability of the positive equilibrium and the existence of Hopf bifurcation are obtained. Some explicit formulas determining the direction and stability of periodic solutions bifurcating from Hopf bifurcations are demonstrated by applying the normal form method and center manifold theory in Section 4. To verify our theoretical predictions, some numerical simulations are also included in Section 5.

2. The equilibria of model (2). In order to simplify model (2), the following transformations as [19] are taken

\[
\begin{align*}
\bar{t} &= r_1 t, \quad \bar{x} = \frac{x}{K}, \quad \bar{y} = \frac{a y}{r_1},
\end{align*}
\]

dropping the bars, then the model (2) can be rewritten as

\[
\begin{align*}
\dot{x} &= x(1 - x(t - \tau_1)) - x y, \\
\dot{y} &= y \left(\delta - \beta y\right) - \frac{\alpha y(t - \tau_2)}{\gamma + y(t - \tau_2)},
\end{align*}
\]  

(3)

where \(\delta = \frac{r_2}{r_1}, \beta = \frac{r_2}{ab K}, \alpha = \frac{q E}{ir_1}, \) and \(\gamma = \frac{a E}{ir_1}\) are positive constants. We can regard \(\alpha\) as the maximum harvesting rate of the predator species. When \(\gamma\) equals the number of predator species, harvested biomass reaches one-half of the maximum harvesting rate in model (3). This model characterizes the behavior of a commercial harvesting company when both the revenue and cost of harvesting determined the company’s harvesting strategy.

About the number of equilibria of model (3), we have the following theorem [19].

**Theorem 2.1.** The equilibria of model (3) are as follows: model (3) always has a boundary equilibrium given by \(E_0(1, 0)\) for all positive parameters. And for the positive equilibrium point(s), we have:

(a) If \(\alpha > \alpha_1\), then model (3) has no positive equilibria.

(b) If \(\alpha = \alpha_1\) and \(\gamma < \frac{\delta}{\beta}\), then model (3) has a unique positive equilibrium

\[
E_1(x_1, y_1), \text{ where } x_1 = \frac{\sqrt{\beta(\beta+\delta)(\gamma+1)}}{\beta+\delta}, \quad y_1 = \frac{\beta+\delta-\sqrt{\beta(\beta+\delta)(\gamma+1)}}{\beta+\delta}.
\]

(c) If \(\gamma\delta < \alpha < \alpha_1\) and \(\gamma < \frac{\delta}{\beta}\), then model (3) has two distinct positive equilibria

\[
E_2(x_2, y_2), E_3(x_3, y_3), \text{ where } x_{2,3} = \frac{\gamma+2\beta+\gamma+\delta-\alpha+\sqrt{\Delta}}{2(\beta+\delta)}, \quad y_{2,3} = 1 - x_{2,3}.
\]

(d) If \(\alpha = \gamma\delta\) and \(\gamma < \frac{\delta}{\beta}\), then \(E_3\) coincides with \(E_0\) and model (3) has a unique positive equilibrium \(E_2(x_2, y_2)\), where \(x_2\) and \(y_2\) can be simplified as

\[
x_2 = \frac{\gamma+\beta}{\beta+\delta}, \quad y_2 = \frac{\delta-\beta}{\delta+\beta}.
\]

(e) If \(0 < \alpha < \gamma\delta\), then model (3) has a unique positive equilibrium \(E_2(x_2, y_2)\), where \(x_2\) and \(y_2\) are the same as in case (c).
where \( \alpha_1 = \beta \gamma + 2 \beta + \gamma \delta + \delta - 2\sqrt{\beta (\beta + \delta) (\gamma + 1)} \), \( \alpha_2 = \beta \gamma + 2 \beta + \gamma \delta + \delta + 2\sqrt{\beta (\beta + \delta)(\gamma + 1)} \), \( \Delta = \alpha^2 - 2(\beta \gamma + 2 \beta + \gamma \delta + \delta) \alpha + (\delta + \gamma \delta + \beta \gamma)^2 \).

3. The stability of equilibrium \( E_2 \) and existence of Hopf bifurcation. We will discuss the stability of the equilibrium \( E_2(x_2, y_2) \) of model (3). The equilibrium is translated to the origin by letting \( \bar{x} = x - x_2 \), \( \bar{y} = y - y_2 \), then

\[
\begin{align*}
\dot{x} &= -\left(\bar{x} + x_2\right)(\bar{x}(t - \tau_1) + \bar{y}), \\
\dot{y} &= \left(\bar{y} + y_2\right)\left(\bar{y} - \frac{\beta(y + y_2)}{x + x_2}\right) - \frac{\alpha(\bar{y}(t - \tau_2) + y_2)}{\gamma y(t - \tau_2) + y_2}.
\end{align*}
\]

Let \( f(\bar{x}, \bar{y}) = (\bar{y} + y_2)\left(\delta - \frac{\beta(y + y_2)}{x + x_2}\right) h(\bar{y}(t - \tau_2)) = -\frac{\alpha(\bar{y}(t - \tau_2) + y_2)}{\gamma y(t - \tau_2) + y_2} \). Taylor expanding \( f(\bar{x}, \bar{y}) \) at \( \bar{x} = 0, \bar{y} = 0, h(\bar{y}(t - \tau_2)) \) at \( \bar{y}(t - \tau_2) = 0 \) and in order to simplify the discussion rewriting \( \bar{x} \) and \( \bar{y} \) as \( x, y \), respectively, we can obtain

\[
\begin{align*}
\dot{x} &= -\left(x + x_2\right)(x(t - \tau_1) + y), \\
\dot{y} &= \beta \left(\frac{y_2}{x_2}\right)^2 x + \left(\delta - \frac{2\beta y_2}{x_2}\right) y - \frac{\alpha \gamma}{\gamma y_2} t y(t - \tau_2) + \beta(y^2 + 2y_2 y) \frac{1}{(x_2)^2} x \\
& \quad - \beta(y + y_2)^2 \sum_{n=3}^{\infty} (-1)^{n-1} \frac{1}{(x_2)^n} x^{n-1} + \sum_{n=2}^{\infty} \frac{1}{n!} h^{(i)}(0) y^n(t - \tau_2),
\end{align*}
\]

then the origin is an equilibrium of model (5), where \( h^{(i)}(0) \) denotes the \( n \)th derivative of \( h(\bar{y}(t - \tau_1)) \) evaluated at the equilibrium \( \bar{y} = 0 \), and model (5) linearized about this equilibrium is given by

\[
\begin{align*}
\dot{x} &= -x_2 x(t - \tau_1) - x_2 y, \\
\dot{y} &= \beta \left(\frac{y_2}{x_2}\right)^2 x + \left(\delta - \frac{2\beta y_2}{x_2}\right) y - \frac{\alpha \gamma}{\gamma y_2} t y(t - \tau_2).
\end{align*}
\]

Let \( M \) be the Jacobian matrix of model (6) and \( \lambda \) be an eigenvalue of \( M \), then

\[
M = \begin{pmatrix}
-x_2 e^{-\lambda \tau_1} & \beta \left(\frac{y_2}{x_2}\right)^2 \\
\delta - \frac{2\beta y_2}{x_2} & -x_2 - \frac{\alpha \gamma}{\gamma y_2} e^{-\lambda \tau_2}
\end{pmatrix},
\]

hence the characteristic equation of \( M \) is given by

\[
\lambda^2 + h_1 \lambda + h_2 \lambda e^{-\lambda \tau_1} + h_3 \lambda e^{-\lambda \tau_2} + h_4 e^{-\lambda \tau_1} + h_5 e^{-\lambda (\tau_1 + \tau_2)} + h_6 = 0,
\]

where

\[
\begin{align*}
h_1 &= -\delta + \frac{2\beta y_2}{x_2} h_2 = x_2, h_3 = -\frac{\alpha \gamma}{\gamma y_2}, \\
h_4 &= 2\beta y_2 - x_2 \delta, h_5 = -\frac{\alpha \gamma}{\gamma y_2}, h_6 = \frac{\beta y_2^2}{x_2^2}.
\end{align*}
\]

We know that the stability of zero equilibrium \( (0, 0) \) of model (5) is relying on the real parts of roots of (8). If all the roots of (8) have negative real parts, then the equilibrium \( (0, 0) \) is asymptotic stable, or else, the equilibrium \( (0, 0) \) is unstable. For this purpose, we will study the distribution of roots of (8) to confirm the stability of the equilibrium.

In the following, we will consider the distribution of roots of (8) while \( \tau_1 \) and \( \tau_2 \) are different given values. Five cases are considered as follows [18].

**Case 1.** \( \tau_1 = \tau_2 = 0 \). Then the characteristic equation (8) becomes

\[
\lambda^2 + (h_1 + h_2 + h_3) \lambda + h_4 + h_5 + h_6 = 0.
\]

Employing the Routh-Hurwitz stability criterion, we get the following necessary and sufficient conditions of local stability of the zero equilibrium of model (5) at once.
Lemma 3.1. If constants $h_i$ ($i = 1, 2, \ldots, 6$) defined by (9) satisfy
\[
(H_1): h_1 + h_2 + h_3 > 0 \quad \text{and} \quad h_4 + h_5 + h_6 > 0,
\]
then all the roots of (10) have negative real parts, and hence the equilibrium (0, 0) of model (5) is locally asymptotically stable. That is, the equilibrium $E_2(x_2, y_2)$ of model (3) is locally asymptotically stable.

Case 2. $\tau_1 = 0, \tau_2 > 0$. Then the characteristic equation (8) becomes
\[
\lambda^2 + (h_1 + h_2)\lambda + h_3 e^{-\lambda \tau_2} + h_5 e^{-\lambda \tau_2} + h_4 + h_6 = 0.
\]
To obtain the critical values of stability change, supposing $\lambda = i\varpi(\varpi > 0)$ is a root of (12), we can have that $\varpi$ satisfies the following equation
\[
(i\varpi)^2 + (h_1 + h_2)(i\varpi) + h_3(i\varpi)e^{-(i\varpi)\tau_2} + h_5e^{-(i\varpi)\tau_2} + h_4 + h_6 = 0,
\]
i.e.,
\[
(i\varpi)^2 + (h_1 + h_2)(i\varpi) + h_3(i\varpi)(\cos(\varpi \tau_2) - i \sin(\varpi \tau_2)) + h_5(\cos(\varpi \tau_2) - i \sin(\varpi \tau_2)) + h_4 + h_6 = 0.
\]
We separate the real and imaginary parts of (13), and have the following equations
\[
\begin{cases}
\varpi(h_1 + h_2) + \varpi h_3 \cos(\varpi \tau_2) - h_5 \sin(\varpi \tau_2) = 0, \\
-\varpi^2 + h_4 + h_6 + h_3 \varpi \sin(\varpi \tau_2) + h_5 \cos(\varpi \tau_2) = 0,
\end{cases}
\]
then
\[
\begin{align*}
\sin(\varpi \tau_2) &= \frac{\varpi(h_2 h_3 - h_2 h_5 - h_3 h_6)}{h_3^2 \varpi^2 + h_5^2}, \\
\cos(\varpi \tau_2) &= -\frac{h_1 h_3 \varpi^2 + h_4 h_5 + h_5 h_6}{h_3^2 \varpi^2 + h_5^2}.
\end{align*}
\]
By using $\sin^2(\varpi \tau_2) + \cos^2(\varpi \tau_2) = 1$, we can obtain
\[
\varpi^4 + \epsilon_1 \varpi^2 + \epsilon_2 = 0,
\]
where $\epsilon_1 = h_1^2 + h_2^2 - h_3^2 - 2h_6, \epsilon_2 = (h_4 + h_5)^2 - h_5^2$. Denote $z = \varpi^2$, then (15) can be denoted simply as the following equation
\[
z^2 + \epsilon_1 z + \epsilon_2 = 0.
\]
For (16) we have the following lemma.

Lemma 3.2. For the polynomial equation (16), we have the following results:
\begin{itemize}
\item[(i)] If $\epsilon_2 \geq 0$ and $\epsilon_1 \geq 0$, equation (16) has no positive roots;
\item[(ii)] If $\epsilon_2 < 0$, or $\epsilon_2 > 0, \epsilon_1 < 0, \epsilon_1^2 - 4\epsilon_2 \geq 0$, equation (16) has at least one positive root.
\end{itemize}
Suppose that (16) has positive roots, without loss of generality, we assume that it has two positive roots, denoted by $z_1$ and $z_2$, respectively. Hence, equation (15) has two positive roots $\varpi_1 = \sqrt{z_1}, \varpi_2 = \sqrt{z_2}.$ According to (14), we have
\[
\cos(\varpi_i \tau_2) = -\frac{h_2 h_3 \varpi_i^2 + h_4 h_5 + h_5 h_6}{h_3^2 \varpi_i^2 + h_5^2}, \quad (i = 1, 2).
\]
Define
\[
\tau_{2i}^{(j)} = \frac{1}{\varpi_i} \left\{ \arccos \left[ -\frac{h_2 h_3 \varpi_i^2 + h_4 h_5 + h_5 h_6}{h_3^2 \varpi_i^2 + h_5^2} \right] + 2j\pi \right\}, \quad (i = 1, 2; j = 0, 1, 2, \ldots),
\]
where $\varpi_i = \sqrt{z_i}$.
then when \( \tau_2 = \tau_{2i}^{(j)} (i = 1, 2; j = 0, 1, 2, \ldots) \), equation (12) has a pair of purely imaginary roots \( \pm \iota \omega_i \). Thus, a possible Hopf bifurcation occurs when \( \tau_2 = \tau_{2i}^{(j)} (i = 1, 2; j = 0, 1, 2, \ldots) \), defining

\[
\tau_{20} = \min \left\{ \tau_{2i}^{(j)} \right\}, \omega_{20} = \omega_{i0}, (i = 1, 2; j = 0, 1, 2, \ldots).
\]

Let \( \lambda(\tau_2) = \alpha(\tau_2) + i \omega(\tau_2) \) be a root of (12) satisfied \( \alpha(\tau_{20}) = 0, \omega(\tau_{20}) = \omega_{20} \), near \( \tau_2 = \tau_{20} \). For this pairs of conjugate complex roots, we have the following result.

**Lemma 3.3.** If constants \( h_i(i = 1, 2, \ldots, 6) \) defined by (9) and the following assumption

\[
(H_2): [h'(z)]_{\tau_2 = \tau_{2i}^{(j)}} > 0, (i = 1, 2; j = 0, 1, 2, \ldots)
\]

hold, then \( \frac{d(\text{Re}\lambda)}{d\tau_2} \big|_{\tau_2 = \tau_{2i}^{(j)}} > 0 (i = 1, 2; j = 0, 1, 2, \ldots) \), where \( h(z) = z^2 + \epsilon_1 z + \epsilon_2 \) and \( h'(z) = 2z + \epsilon_1 \).

**Proof.** Differentiating (12) with respect to \( \tau_2 \) and by direct calculation, we derive that

\[
\left( \frac{d\lambda}{d\tau_2} \right)^{-1} = \frac{(2\lambda + h_1 + h_2)e^{-\lambda \tau_2} + h_3}{h_3 \lambda^2 + h_5 \lambda} - \frac{\tau_2}{\lambda},
\]

which leads to

\[
\text{Re} \left( \frac{d\lambda}{d\tau_2} \right)^{-1} = \text{Re} \left\{ \frac{(2\lambda + h_1 + h_2)e^{-\lambda \tau_2} + h_3}{h_3 \lambda^2 + h_5 \lambda} - \frac{\tau_2}{\lambda} \right\}
\]

\[
= \text{Re} \left\{ \frac{(2\lambda + h_1 + h_2)e^{-\lambda \tau_2} + h_3}{h_3 \lambda^2 + h_5 \lambda} \right\}
\]

\[
= \text{Re} \left\{ \frac{(2i \omega + h_1 + h_2)(\cos(\omega \tau_2) + i \sin(\omega \tau_2)) + h_3}{h_3(i \omega)^2 + h_5 i \omega} \right\}
\]

\[
= \frac{\omega^2(h_2^2 + \omega^2)(h_1^2 + h_2^2 - h_3^2 + 2\omega^2 - 2h_6)}{\omega^4 + h_5^2 \omega^2 - 2h_6^2}
\]

\[
= \omega^2(h_2^2 + \omega^2)(h_1^2 + h_2^2 - h_3^2 + 2\omega^2 - 2h_6)
\]

Since \( \text{sgn} \left\{ \frac{d(\text{Re}\lambda)}{d\tau_2} \right\} \big|_{\tau_2 = \tau_{2i}^{(j)}} = \text{sgn} \left\{ \text{Re} \left( \frac{d\lambda}{d\tau_2} \right)^{-1} \right\} \big|_{\tau_2 = \tau_{2i}^{(j)}} = \text{sgn} \{h'(z)\} \), if the condition \( (H_2) \) holds, then \( \text{sgn} \left\{ \frac{d(\text{Re}\lambda)}{d\tau_2} \right\} \big|_{\tau_2 = \tau_{2i}^{(j)}} > 0 (i = 1, 2; j = 0, 1, 2, \ldots) \). \( \square \)

From the above discussion, we can obtain the following theorem.

**Theorem 3.4.** If constants \( h_i(i = 1, 2, \ldots, 6) \) defined by (9) satisfy the conditions \((H_1)\) and \((H_2)\), then the following results hold:

(i) If \( \epsilon_2 \geq 0 \) and \( \epsilon_1 \geq 0 \), all the roots of (12) have negative real parts when \( \tau_1 = 0 \), \( \tau_2 > 0 \), the equilibrium \( E_2(x_2, y_2) \) of model (3) is locally asymptotically stable.

(ii) If \( \epsilon_2 < 0 \), or \( \epsilon_2 > 0, \epsilon_1 < 0, \epsilon_1^2 - 4\epsilon_2 \geq 0 \), equation (16) has at least one positive root, and all the roots of (12) have negative real parts when \( \tau_1 = 0 \), \( 0 < \tau_2 < \tau_{20} \), the equilibrium \( E_2(x_2, y_2) \) of model (3) is locally asymptotically stable for all \( \tau_1 = 0, 0 < \tau_2 < \tau_{20}; \) when \( \tau_1 = 0, \tau_2 > \tau_{20} \), the equilibrium \( E_2(x_2, y_2) \) of model (3) is unstable.
Then when $\tau = \tau_2$, the equilibrium $E_2(x_2, y_2)$ becomes

$$\mu^2 + \mu^4 + (h_1 + h_3)\lambda + h_2\lambda e^{-\lambda\tau_2} + (h_4 + h_5)e^{-\lambda\tau_2} + h_6 = 0.$$  \hfill (23)

Supposing $\lambda = i\omega(\omega > 0)$ is a root of (23), we hence obtain that $\omega$ satisfies the following equation

$$\left\{ \begin{array}{l}
(i\omega)^2 + (h_1 + h_3)(i\omega) + h_2(i\omega)(\cos(\omega\tau_1) - i\sin(\omega\tau_1)) \\
+ (h_4 + h_5)(\cos(\omega\tau_1) - i\sin(\omega\tau_1)) + h_6 = 0.
\end{array} \right.$$  \hfill (24)

By separating the real and imaginary parts of (24) yields the following equations

\begin{align*}
\sin(\omega\tau_1) &= \frac{\omega(h_2\omega^2 - h_1h_4 - h_1h_5 - h_2h_6 + h_4h_3 + h_3h_5)}{h_2^2\omega^2 + (h_4 + h_5)^2}, \\
\cos(\omega\tau_1) &= \frac{(h_1h_2 + h_4)\omega^2 - h_4h_6 - h_5h_6}{h_2^2\omega^2 + (h_4 + h_5)^2}.
\end{align*}  \hfill (25)

Using $\sin^2(\omega\tau_1) + \cos^2(\omega\tau_1) = 1$, we have

$$\omega^4 + \varepsilon_1 \omega^2 + \varepsilon_2 = 0,$$  \hfill (26)

where $\varepsilon_1 = (h_1 - h_3)^2 - 2h_6 - h_2^2$, $\varepsilon_2 = -(h_4 + h_5)^2 + h_6^2$. Denoting $v = \omega^2$, then (26) can be denoted simply as the following equation

$$v^2 + \varepsilon_1 v + \varepsilon_2 = 0.$$  \hfill (27)

**Lemma 3.5.** For the polynomial equation (27), we have the following results:

(i) If $\varepsilon_2 \geq 0$ and $\varepsilon_1 \geq 0$, equation (27) has no positive roots;

(ii) If $\varepsilon_2 < 0$, or $\varepsilon_2 > 0$, $\varepsilon_1 < 0$, $\varepsilon_1^2 - 4\varepsilon_2 \geq 0$, equation (27) has at least one positive root.

Suppose that (27) has positive roots, without loss of generality, we assume that it has two positive roots, denoted by $\omega_1, \omega_2$, respectively. Hence, equation (26) has two positive roots $\omega_1 = \sqrt{\varepsilon_1}$, $\omega_2 = \sqrt{-\varepsilon_2}$.

According to (25), define

$$\tau_{3i}^{(j)} = \frac{1}{\omega_i} \left\{ \arccos \left[ \frac{(h_1h_2 + h_4)\omega_i^2 - h_4h_6 - h_5h_6}{h_2^2\omega_i^4 + (h_4 + h_5)^2} \right] + 2j\pi \right\},$$  \hfill (28)

then when $\tau_1 = \tau_{3i}^{(j)}(i = 1, 2; j = 0, 1, 2, ...)$, equation (23) has a pair of purely imaginary roots $\pm i\omega_i$. Thus, a possible Hopf bifurcation occurs when $\tau_1 = \tau_{3i}^{(j)}(i = 1, 2; j = 0, 1, 2, ...)$, defining

$$\tau_{30} = \min \left\{ \tau_{3i}^{(j)} \right\}, \omega_{30} = \omega_{i0}, (i = 1, 2; j = 0, 1, 2, ...).$$  \hfill (29)

Let $\lambda(\tau_1) = \alpha(\tau_1) + i\omega(\tau_1)$ be a root of (23) satisfied $\alpha(\tau_{30}) = 0, \omega(\tau_{30}) = \omega_{30}$ near $\tau_1 = \tau_{30}$. For this pairs of conjugate complex roots, we have the following result.
Lemma 3.6. If constants $h_i (i = 1, 2, ..., 6)$ defined by (9) and the following assumption

$$(H_3) : |g'(v)|_{	au_1=r_{3i}^{(i)}} > 0, (i = 1, 2; j = 0, 1, 2,...)$$

hold, then $$\left[ \frac{d(\text{Re} \lambda)}{d\tau} \right]_{\tau_1=r_{3i}^{(i)}} > 0 (i = 1, 2; j = 0, 1, 2,...),$$

where $g(v) = v^2 + \varepsilon_1 v + \varepsilon_2$ and $g'(v) = 2v + \varepsilon_1$.

Then we can obtain the following results.

Theorem 3.7. If constants $h_i (i = 1, 2, ..., 6)$ defined by (9) satisfy the conditions $(H_1)$ and $(H_3)$, then the following results hold:

(i) If $\varepsilon_2 \geq 0$ and $\varepsilon_1 \geq 0$, all the roots of (23) have negative real parts when $\tau_1 > 0$, $\tau_2 = 0$, thus the equilibrium $E_2(x_2, y_2)$ of model (3) is locally asymptotically stable.

(ii) If $\varepsilon_2 < 0$ or $\varepsilon_2 > 0$, $\varepsilon_1 < 0$, $\varepsilon_1^2 - 4\varepsilon_2 \geq 0$, (27) has at least one positive root, and all the roots of (23) have negative real parts when $\tau_2 = 0$, $0 < \tau_1 < \tau_{3_0}$, the equilibrium $E_2(x_2, y_2)$ of model (3) is locally asymptotically stable for all $\tau_2 = 0$, $0 < \tau_1 < \tau_{3_0}$; when $\tau_2 = 0$, $\tau_1 > \tau_{3_0}$, the equilibrium $E_2(x_2, y_2)$ of model (3) is unstable.

(iii) If the condition of (ii) is satisfied, model (3) exhibits a Hopf bifurcation at $E_2(x_2, y_2)$ when $\tau_2 = 0$, $\tau_1$ crosses through each critical value $r_{3i}^{(i)} (i = 1, 2; j = 0, 1, 2,...)$. That is, a family of nonconstant periodic solutions can bifurcate from the equilibrium $E_2(x_2, y_2)$.

Case 4. $\tau_1 = \tau_2 = \tau \neq 0$. Then the characteristic equation (8) becomes

$$\lambda^2 + h_1 \lambda + (h_2 + h_3) \lambda e^{-\lambda \tau} + h_4 e^{-\lambda \tau} + h_5 e^{-2\lambda \tau} + h_6 = 0.$$  \hspace{1cm} (31)

Clearly, $i\varpi$ ($\varpi > 0$) is a root of (31) if and only if $\varpi$ satisfies the following equation

$$(\cos(\varpi \tau) + i\sin(\varpi \tau))(i\varpi)^2 + h_1(i\varpi) + h_6) + (h_2 + h_3)(i\varpi) + h_4$$

$$+ h_5(\cos(\varpi \tau) - i\sin(\varpi \tau)) = 0,$$  \hspace{1cm} (32)

by separating the real and imaginary parts of (32) and using $\sin^2(\varpi \tau) + \cos^2(\varpi \tau) = 1$, we have

$$\varpi^8 + m_1 \varpi^6 + m_2 \varpi^4 + m_3 \varpi^2 + m_4 = 0,$$  \hspace{1cm} (33)

where

$$m_1 = 2h_1^2 - h_2^2 - 2h_2h_3 - h_3^2 - 4h_6;$$

$$m_2 = h_1^4 - h_1^2h_3^2 - 4h_2^2h_6 - 2h_1h_2h_4 - 2h_1h_3h_4 + 2h_2^2h_5 + 2h_2^2h_6$$

$$+ 4h_2h_3h_4 + 4h_2^2h_5h_6 + 2h_2^2h_5 + 2h_3^2h_6 - 2h_2^2 + 6h_6^2;$$

$$m_3 = - h_1^2h_4^2 - 2h_1^2h_5^2 - 2h_2h_4h_5^2 - 2h_1h_2h_4h_5 + 2h_1h_2h_4h_6 + 4h_1h_3h_4h_5$$

$$- h_2^2h_5h_6 - h_2^2h_5h_6 + h_3^2h_6 - 2h_2h_3h_4h_5 + 2h_2h_3h_4h_6 - 2h_2h_3h_5h_6 - 2h_2h_3h_6^2$$

$$- h_3^2h_5^2 - 2h_2h_6^2 - 2h_3^2h_6^2 + 4h_3^2h_6 - 4h_6^3;$$

$$m_4 = - h_1^2h_5^2 + 2h_2h_4h_5h_6 - h_4^2h_6^2 + h_3^2 - 2h_2^2h_5^2 + h_4^2.$$  \hspace{1cm} (34)

We assume

$$(H_{4.1}) : \text{Equation (33) has at least one positive real root.}$$

Since (33) can be treated as a fourth order equation by the transformation $u = \varpi^2$, equation (33) has at most four real roots $u$ which implies that there exist at
most four positive roots \( \varpi_i (i = 1, 2, 3, 4) \). Without loss of generality, we assume that it has four positive roots, denoted by \( \varpi_i (i = 1, 2, 3, 4) \).

If we define
\[
\tau_{4i}^{(j)} = \frac{1}{\varpi_i} \left\{ \arccos \left[ \frac{-(h_1 h_2 + h_1 h_3 - h_4) \varpi_i^2 - h_4 h_5 + h_4 h_6}{\varpi_i^4 + (h_7^2 - 2h_6) \varpi_i^2 + h_6^2 - h_7^2} \right] + 2j\pi \right\}, \quad (i = 1, 2, 3, 4; j = 0, 1, 2, \ldots),
\]
when \( \tau_1 = \tau_2 = \tau_{4i}^{(j)} (i = 1, 2, 3, 4; j = 0, 1, 2, \ldots) \), equation (31) has a pair of pure imaginary roots \( \pm i\varpi_i \), defining
\[
\tau_{40} = \min \left\{ \tau_{4i}^{(j)} \right\}, \quad \varpi_{40} = \varpi_{40}, (i = 1, 2, 3, 4; j = 0, 1, 2, \ldots). \tag{36}
\]

We assume
\[(H_{4i}) : U_R V_R + U_I V_I > 0,\]
then \[\left[ \frac{d(\Re \lambda)}{d\tau} \right]_{\tau = \tau_{4i}^{(j)}} > 0 (i = 1, 2, 3, 4; j = 0, 1, 2, \ldots), \]
where \( U_R, U_I, V_R, V_I \) represent the real part of \( U \), the imaginary part of \( U \), the real part of \( V \) and the imaginary part of \( V \), respectively. If the condition \((H_{4i}) : U_R V_R + U_I V_I > 0 \) holds, then \[\left[ \frac{d(\Re \lambda)}{d\tau} \right]_{\tau = \tau_{4i}^{(j)}} > 0 (i = 1, 2, 3, 4; j = 0, 1, 2, \ldots). \tag{38}\]

**Theorem 3.8.** If model (3) satisfies the conditions \((H_1), (H_{4i})\) and \((H_{4i})\) when \( \tau_1 = \tau_2 = \tau \), then

(i) If \( 0 < \tau < \tau_{40} \), the equilibrium \( E_2(x_2, y_2) \) of model (3) is locally asymptotically stable; if \( \tau > \tau_{40} \), the equilibrium \( E_2(x_2, y_2) \) of model (3) is unstable.

(ii) Model (3) exhibits a Hopf bifurcation at \( E_2(x_2, y_2) \) when \( \tau \) crosses through each critical value \( \tau_{4i}^{(j)} (i = 1, 2, 3, 4; j = 0, 1, 2, \ldots) \). That is, a family of nonconstant periodic solutions can bifurcate from the equilibrium \( E_2(x_2, y_2) \).

**Case 5.** \( \tau_1 > 0, \tau_2 > 0 \) and \( \tau_1 \neq \tau_2 \). We suppose characteristic equation (8) with \( \tau_2 \) in its stable interval, i.e., \( \tau_2 \in [0, \tau_{20}] \), and regard \( \tau_1 \) as a parameter. Let \( i \varpi \) \( (\varpi > 0) \) be a root of (8), then we have
\[
(\varpi)^2 + h_1 (i \varpi) + h_2 (i \varpi) (\cos(\varpi \tau_1) - i \sin(\varpi \tau_1)) + h_3 (i \varpi) (\cos(\varpi \tau_2) - i \sin(\varpi \tau_2)) + h_4 (\cos(\varpi \tau_1) - i \sin(\varpi \tau_1)) + h_5 (\cos(\varpi \tau_1 + \varpi \tau_2) - i \sin(\varpi \tau_1 + \varpi \tau_2)) + h_6 = 0, \tag{39}
\]
separating the real and imaginary parts of the above equation yields the following equations

\[
\begin{aligned}
&\begin{cases}
-h_5 \cos(\varpi \tau_2) - h_4 \sin(\varpi \tau_1) + (-h_5 \sin(\varpi \tau_2) - h_2 \varpi) \cos(\varpi \tau_1) \\
+h_3 \varpi \cos(\varpi \tau_2) + h_1 \varpi = 0,
\end{cases}
\end{aligned}
\]

\[
\begin{aligned}
&\begin{cases}
(h_5 \sin(\varpi \tau_2) + h_2 \varpi) \sin(\varpi \tau_1) + (-h_5 \cos(\varpi \tau_2) - h_4) \cos(\varpi \tau_1) \\
+h_3 \varpi \sin(\varpi \tau_2) - \varpi^2 + h_6 = 0.
\end{cases}
\end{aligned}
\]

(40)

Adding up the squares of the corresponding sides of (40) yields the following algebra equation with respect to \( \varpi \)

\[
M_1 \varpi^6 + M_2 \varpi^5 + M_3 \varpi^4 + M_4 \varpi^3 + M_5 \varpi^2 + M_6 \varpi + M_7 = 0,
\]

(41)

where

\[
M_1 = h_2^2;
\]

\[
M_2 = -4h_3^2 h_3 \sin(\varpi \tau_2);
\]

\[
M_3 = h_4^2 \left(4h_3^2 \cos^2(\varpi \tau_2) + 4h_1 h_3 \cos(\varpi \tau_2) + 2h_1^2 - h_2^2 + 6h_3^2 - 2h_6\right);
\]

\[
M_4 = -4h_3^2 h_3 \sin(\varpi \tau_2) \left(2h_1 h_3 \cos(\varpi \tau_2) + h_1^2 - h_2^2 + h_3^2 - \frac{3}{2} h_6\right);
\]

\[
M_5 = h_4^2 \left[4h_3^2 (h_1^2 + h_2^2 + h_6) \cos^2(\varpi \tau_2) + 4h_1 h_3 (h_1^2 - h_2^2 + h_3^2 - h_6) \cos(\varpi \tau_2)
\right.
\]

\[
\left. + h_4^2 - (2h_1^2 + 2h_6)h_3^2 + h_1^2 - (2h_1^2 + 2h_6)h_3^2 + h_6^2\right];
\]

\[
M_6 = 4h_3^2 h_3 \sin(\varpi \tau_2) \left[\left(h_2 + \frac{1}{2} h_6\right) (2h_1 h_3 \cos(\varpi \tau_2) + h_3^2) - \frac{1}{2} h_6^2\right];
\]

\[
M_7 = -h_2^2 \left(2h_1 h_3 \cos(\varpi \tau_2) + h_4^2 + h_3^2\right) \left(2h_1 h_3 \cos(\varpi \tau_2) + h_4^2 h_2^2 + h_4^2 h_3^2 - h_6^2\right).
\]

(42)

We assume

\[(H_{5i}) : \text{Equation (41) has at least one positive real root.}\]

Without loss of generality, we assume that it has six positive roots, denoted by \( \varpi_i (i = 1, 2, ..., 6) \). If we define

\[
\tau_{5i}^{(j)} = \frac{1}{\varpi_i} \arccos \left[- \frac{(h_3 h_4 - h_1 h_5) \varpi_i \sin(\varpi_i \tau_2) + h_5 h_6 \cos(\varpi_i \tau_2) + h_4 h_6}{h_2^2 \varpi_i^2 - 2h_2 h_5 \varpi_i \sin(\varpi_i \tau_2) + 2h_4 h_5 \cos(\varpi_i \tau_2) + h_4^2 + h_5^2}\right]
\]

\[
+ 2j\pi \right), (i = 1, 2, ..., 6; j = 0, 1, 2, ...),
\]

(43)

when \( \tau_1 = \tau_{5i}^{(j)} (i = 1, 2, ..., 6, j = 0, 1, 2, ...) \), equation (8) has a pair of pure imaginary roots \( \pm i \varpi_i \), defining

\[
\tau_{50} = \min \left\{ \tau_{5i}^{(j)} \right\}, \varpi_{50} = \varpi_{i0}, (i = 1, 2, ..., 6; j = 0, 1, 2, ...).
\]

(44)

We assume

\[(H_{5z}) : \frac{d(\text{Re} \lambda)}{d\tau_1} |_{\tau_1 = \tau_{5i}^{(j)}} > 0, \quad (i = 1, 2, ..., 6; j = 0, 1, 2, ...),
\]

then we have the following theorem.

**Theorem 3.9.** If model (3) satisfies the conditions \((H_1), (H_2), (H_{5i})\) and \((H_{5z})\), when \( \tau_2 \in [0, \tau_{20}) \), then
(i) If \(0 < \tau_1 < \tau_{50}, \tau_2 \in [0, \tau_{20})\), the equilibrium \(E_2(x_2, y_2)\) of model (3) is locally asymptotically stable, if \(\tau_1 > \tau_{50}, \tau_2 \in [0, \tau_{20})\), the equilibrium \(E_2(x_2, y_2)\) of model (3) is unstable.

(ii) Model (3) exhibits a Hopf bifurcation at \(E_2(x_2, y_2)\) when \(\tau_2 \in [0, \tau_{20})\) and \(\tau_1\) crosses through each critical value \(\tau^{(j)}_{50}\) \((i = 1, 2, \ldots, 6; j = 0, 1, 2, \ldots)\), that is, a family of nonconstant periodic solutions can bifurcate from the equilibrium \(E_2(x_2, y_2)\).

4. Properties of Hopf bifurcation. In the fifth case of the previous section, we have obtained the sufficient conditions that the Hopf bifurcation occurs at \(\tau_1 = \tau_{50}\), when \(\tau_2 \in [0, \tau_{20})\). In this section, we shall discuss properties of the Hopf bifurcation obtained by Theorem 3.9 and the stability of bifurcated periodic solutions occurring through the Hopf bifurcation by using the normal form theory and the center manifold reduction for retarded functional differential equations (RFDES) due to Hassard, Kazarinoff and Wan [17].

Without loss of generality, we assume \(\tau^*_2 < \tau_{50}(\tau^*_2 \in [0, \tau_{20})\)), \(\tau_1 = \tau_{50} + \mu\), then \(\mu = 0\) is the Hopf bifurcation value of model (3) at the positive equilibrium \(E_2(x_2, y_2)\). Since model (3) is equivalent to model (5), in the following discussion we will mainly study model (5). Letting \(u_1(t) = x(\tau_1 t), u_2(t) = y(\tau_1 t)\) to normalize the delays so that model (5) can be rewritten as a model of RFDEs in phase space \(\mathbb{C} = \mathbb{C}([-1, 0], \mathbb{R}^2)\) of the following form

\[
\begin{align*}
\dot{u}_1(t) &= -(u_1(t) + \tau_1 u_2(t - 1) + u_2), \\
\dot{u}_2(t) &= \beta \left( \frac{u_2}{x_2} \right)^2 u_1 + \left( \delta - \frac{2y_2 u_2}{x_2} \right) u_2 - \frac{\alpha}{(\gamma + y_2) x_2} u_2 \left( t - \tau^*_2 \right) + \beta \left( u_2^2 + 2y_2 u_2 \right) \frac{1}{(x_2)^2} u_1 - \beta (u_2 + y_2)^2 \sum_{n=3}^{\infty} (-1)^{n-1} \frac{1}{(x_2)^n} u_1^{n-1} \\
& \quad + \sum_{n=2}^{\infty} \frac{1}{n!} h^{(i)}(0) \left( u_2 \left( t - \frac{\tau^*_2}{\tau_{50}} \right) \right)^n.
\end{align*}
\]

We assume that \(L_{\mu} : \mathbb{C} \to \mathbb{R}^2\) is a one-parameter family of continuous linear operators and the operator \(\mathcal{F} : \mathbb{R} \times \mathbb{C} \to \mathbb{R}^2\) contains the nonlinear terms, beginning with at least quadratic terms, model (45) can be written in a more compact form:

\[
\dot{u}(t) = L_{\mu}(u_t) + \mathcal{F}(\mu, u_t),
\]

where \(u(t) = (u_1(t), u_2(t))^T \in \mathbb{R}^2, u_t(\theta) = u(t + \theta) = (u_1(t + \theta), u_2(t + \theta))^T \in \mathbb{C}\) and \(L_{\mu}, \mathcal{F}\) are given respectively by

\[
L_{\mu} \phi = (\tau_{50} + \mu) A_1 \begin{pmatrix} \phi_1(0) \\ \phi_2(0) \end{pmatrix} + (\tau_{50} + \mu) A_2 \begin{pmatrix} \phi_1 \left( -\frac{\tau^*_2}{\tau_{50}} \right) \\ \phi_2 \left( -\frac{\tau^*_2}{\tau_{50}} \right) \end{pmatrix} + (\tau_{50} + \mu) A_3 \begin{pmatrix} \phi_1(-1) \\ \phi_2(-1) \end{pmatrix},
\]

and

\[
\mathcal{F}(\mu, \phi) = (\tau_{50} + \mu) \left( \frac{-\phi_1(0) \phi_1(-1) - \phi_1(0) \phi_2(0)}{\tau_{50}} \right) + \beta \sum_{n=3}^{\infty} \frac{1}{(x_2)^n} \phi_1^{n-1}(0) + \sum_{n=2}^{\infty} \frac{1}{n!} h^{(i)}(0) \left( \phi_2^n \left( t - \frac{\tau^*_2}{\tau_{50}} \right) \right)
\]
where \( \phi = (\phi_1(\theta), \phi_2(\theta))^T \in \mathbb{C} \), and

\[
A_1 = \begin{pmatrix} 0 & -x_2 \\ \beta \left( \frac{y_2}{x_2} \right)^2 & \delta - 2 \beta \frac{y_2}{x_2} \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 \\ -\alpha \gamma \left( \frac{y_2}{x_2} \right) & 0 \end{pmatrix}, \quad A_3 = \begin{pmatrix} -x_2 & 0 \\ 0 & 0 \end{pmatrix}. \tag{49}
\]

By the Riesz representation theorem, there exists a \( 2 \times 2 \) matrix function \( \eta(\theta, \mu) \), \(-1 \leq \theta \leq 0\), whose elements are of bounded variation such that

\[
\mathcal{L}_\mu \phi = \int_{-1}^{0} d\eta(\theta, \mu) \phi(\theta) \quad \text{for} \quad \phi \in \mathbb{C}(\mathbb{R}^2).
\]

In fact, we can choose

\[
\eta(\theta, \mu) = \begin{cases} (\tau_{50} + \mu)(A_1 + A_2 + A_3), & \theta = 0, \\ (\tau_{50} + \mu)(A_2 + A_3), & \theta = \left[-\frac{\tau^2_{50}}{\tau_{50}}, 0\right), \\ (\tau_{50} + \mu)A_3, & \theta = \left[-1, -\frac{\tau^2_{50}}{\tau_{50}}\right), \\ 0, & \theta = -1. \end{cases} \tag{50}
\]

For \( \phi \in \mathbb{C}^1([-1, 0], \mathbb{R}^2) \), define

\[
\mathcal{N}(\mu)\phi(\theta) = \begin{cases} \frac{d\phi(\theta)}{d\theta}, & \theta \in [-1, 0), \\ \int_{-1}^{0} d\eta(\xi, \mu) \phi(\xi) = \mathcal{L}_\mu \phi, & \theta = 0 \end{cases} \tag{51}
\]

and

\[
\mathcal{R}(\mu)\phi(\theta) = \begin{cases} 0, & \theta \in [-1, 0), \\ \mathcal{F}(\mu, \phi), & \theta = 0, \end{cases} \tag{52}
\]

since \( du_i/d\theta = du_i/dt \), then model (46) becomes

\[
\dot{u}_t = \mathcal{N}(\mu)u_t + \mathcal{R}(\mu)u_t. \tag{53}
\]

For \( \varphi \in \mathbb{C}^1([0, 1], (\mathbb{R}^2)^* \), define

\[
\mathcal{N}^*(\mu)\varphi(s) = \begin{cases} -\frac{d\varphi(s)}{ds}, & s \in (0, 1], \\ \int_{-1}^{0} d\eta^T(t, \mu)\varphi(-t), & s = 0 \end{cases} \tag{54}
\]

and a bilinear inner product

\[
\langle \varphi(s), \phi(\theta) \rangle = \varphi(0) \cdot \phi(0) - \int_{\theta = -1}^{0} \int_{\xi = 0}^{\theta} \varphi^T(\xi - \theta) \eta(\theta) \phi(\xi) d\xi, \tag{55}
\]

where \( \eta(\theta) = \eta(\theta, 0) \). Here, for \( a \) and \( b \) in \( \mathbb{C}^n \), \( a \cdot b \) means \( \sum_{i=1}^{n} a_i b_i \), where the \( a_i \) and \( b_i \) are the components of the vectors \( a \) and \( b \), respectively. Then \( \mathcal{N}(0) \) and \( \mathcal{N}^*(0) \) are adjoint operators. Furthermore, \( \langle \varphi, \mathcal{N} \phi \rangle = \langle \mathcal{N}^* \varphi, \phi \rangle \).

Noting that the above scaling transformation, the corresponding characteristic exponents and the associated frequencies are transformed into \( \tau_1 \lambda \) and \( \tau_1 \varpi \). Hence, when \( \mu = 0 \), \( \pm \varpi \tau_{50} \) are the eigenvalues of \( \mathcal{N}(0) \). Therefore, they are also eigenvalues of \( \mathcal{N}^*(0) \). Let \( q(\theta) \) be the eigenvector for \( \mathcal{N}(0) \) corresponding to \( \varpi \tau_{50} \) and \( q^*(s) \) be the eigenvector for \( \mathcal{N}^*(0) \) corresponding to \( -\varpi \tau_{50} \). That is

\[
\mathcal{N}(0)q(\theta) = i\varpi \tau_{50} q(\theta), \tag{56}
\]

\[
\mathcal{N}^*(0)q^*(s) = -i\varpi \tau_{50} q^*(s). \tag{57}
\]
From (51), we can immediately rewrite (56) as follows
\[
\begin{cases}
\frac{dq(\theta)}{d\theta} = i\omega \tau_{50} q(\theta), & \theta \in [-1, 0), \\
\mathcal{L}_0 q(0) = i\omega \tau_{50} q(0), & \theta = 0.
\end{cases}
\] (58)

Using (58), we have
\[q(\theta) = Ke^{i\omega \tau_{50} \theta}, \quad \theta \in [-1, 0],\] (60)
where \( K = (k_1, k_2)^T \) is a constant vector, and from (59), the constant vector \( K \) must satisfy
\[\left( A_1 + A_2 e^{-i\omega \tau_{50}^*} + A_3 e^{-i\omega \tau_{50}} - i\omega I \right) K = 0,\]
i.e.,
\[\begin{pmatrix}
-x_2 e^{-i\omega \tau_{50}} - i\omega \\
\beta \left( \frac{y_2}{x_2} \right)^2 - 2\frac{\beta y_2}{x_2} - \frac{-x_2}{(\gamma + y_2)^2} e^{-i\omega \tau_{50}^*} - i\omega
\end{pmatrix}
\begin{pmatrix}
k_1 \\
k_2
\end{pmatrix}
= 0,
\]
where \( I \) denotes the \( 2 \times 2 \) identity matrix, the above algebraic equation has an infinite number of solutions. Without loss of generality, setting \( k_1 = 1 \), we have
\[k_2 = \frac{i\omega + x_2 e^{-i\omega \tau_{50}}}{-x_2}.
\]

Similarly, from (54), we rewrite (57) as follows
\[
\begin{cases}
\frac{dq^*(s)}{ds} = i\omega \tau_{50} q^*(s), & s \in (0, 1], \\
\int_{-1}^0 \eta^T(t, 0) \varphi(-t) = \tau_{50} A_1^T \varphi(0) + \tau_{50} A_2^T \varphi \left( \frac{\tau_{50}^*}{\tau_{50}} \right)
\end{cases}
\] (61)
where \( \mathcal{P} \) and \( K^* = (k_1^*, k_2^*)^T \) are a constant and constant vector, respectively. From (62), the constant vector \( K^* \) satisfies
\[\left( A_1^T + A_2^T e^{i\omega \tau_{50}^*} + A_3^T e^{i\omega \tau_{50}} + i\omega I \right) K^* = 0,\]
i.e.,
\[\begin{pmatrix}
-x_2 e^{-i\omega \tau_{50}} + i\omega \\
-x_2 \\
\delta - 2\frac{\beta y_2}{x_2} - \frac{\beta \left( \frac{y_2}{x_2} \right)^2}{(\gamma + y_2)^2} e^{-i\omega \tau_{50}^*} + i\omega
\end{pmatrix}
\begin{pmatrix}
k_1^* \\
k_2^*
\end{pmatrix}
= 0,
\]
where \( I \) denotes the \( 2 \times 2 \) identity matrix. Setting \( k_1^* = 1 \), we have
\[k_2^* = \frac{-i\omega + x_2 e^{i\omega \tau_{50}}}{\beta \left( \frac{y_2}{x_2} \right)^2}.
\]

Next, we will find an appropriate constant \( \mathcal{P} \) to normalize \( q(\theta) \) and \( q^*(s) \) by the condition \( \langle q^*(s), q(\theta) \rangle = 1 \). Since
\[\langle q^*(s), q(\theta) \rangle = \mathcal{P} (k_1, k_2^*) (k_1, k_2)^T - \int_{\theta = -1}^0 \int_{\xi = 0}^\theta \mathcal{P} (k_1, k_2^*) e^{-i\omega \tau_{50} (\xi - \theta)} d\eta(\theta) (k_1, k_2)^T e^{i\omega \tau_{50} \xi} d\xi
\]
and then it follows from (65) that

\[ \langle q^*(s), q(\theta) \rangle = 1 \quad \text{and} \quad \langle q^*(s), \bar{q}(\theta) \rangle = 0, \]

thus, we can choose \( \mathcal{P} \) as

\[
\mathcal{P} = \left( \begin{array}{c}
\kappa_1 \kappa_2^* \\
\kappa_2 \kappa_1^*
\end{array} \right) - \frac{\alpha \gamma}{(\gamma + y_2)^2} \left( \begin{array}{c}
k_2^* \kappa_2^* e^{-i\omega \tau_2} \\
k_2 \kappa_1^* e^{i\omega \tau_2}
\end{array} \right)
\]

for assuring \( \langle q^*(s), q(\theta) \rangle = 1 \) and \( \langle q^*(s), \bar{q}(\theta) \rangle = 0 \), we, thus, can choose \( \mathcal{P} \) as

\[
\mathcal{P} = \frac{1}{\kappa_1 \kappa_2^* + \kappa_2 \kappa_1^* - \frac{\alpha \gamma}{(\gamma + y_2)^2} \left( \begin{array}{c}
k_2^* \kappa_2^* e^{-i\omega \tau_2} \\
k_2 \kappa_1^* e^{i\omega \tau_2}
\end{array} \right)}
\]

We first compute the coordinates to describe the center manifold \( C_0 \) at \( \mu = 0 \) [17]. Let \( X_\delta \) be the solution of (53) when \( \mu = 0 \). Define

\[
z(t) = \langle q^*, X_\delta \rangle, \ V(t, \theta) = X_\delta(\theta) - z(t) q(\theta) - \bar{z}(t) \bar{q}(\theta) = X_\delta(\theta) - 2\text{Re}\{z(t)q(\theta)\},
\]

On the center manifold \( C_0 \), we have \( V(t, \theta) = V(z(t), \bar{z}(t), \theta) \), where

\[
V(z(t), \bar{z}(t), \theta) = V_{20}(\theta) \frac{z^2(t)}{2} + V_{11}(\theta) \bar{z}(t) z(t) + V_{02}(\theta) \frac{\bar{z}^2(t)}{2} + V_{30}(\theta) \frac{z^3(t)}{6} + \cdots,
\]

\[
z(t) \text{ and } \bar{z}(t) \text{ are local coordinates for center manifold } C_0 \text{ in the directions of } q^* \text{ and } \bar{q}^*.
\]

Note that \( V \) is real if \( X_\delta \) is, we shall deal with real solutions only. For the solution \( X_\delta \in C_0 \) of (53), since \( \mu = 0 \), we have

\[
\dot{z}(t) = \langle q^*, X_\delta \rangle = \langle q^*, \mathcal{N}(0) X_\delta + \mathcal{R}(0) X_\delta \rangle = \langle q^*, \mathcal{N}(0) X_\delta \rangle + \langle q^*, \mathcal{R}(0) X_\delta \rangle
\]

\[
= \langle \mathcal{N}^*(0) q^*, X_\delta \rangle + \mathcal{R}^*(0) \cdot \mathcal{F}(0, X_\delta)
\]

\[
= i\omega \tau_0 z(t) + \bar{q}^*(0) \cdot \mathcal{F}(0, \mathcal{V}(z(t), \bar{z}(t), 0) + 2\text{Re}\{z(t)q(0)\})
\]

\[
= i\omega \tau_0 z(t) + \bar{q}^*(0) \cdot \mathcal{F}(0, \mathcal{V}(z(t), \bar{z}(t), 0) + 2\text{Re}\{z(t)q(0)\}).
\]

We rewrite this equation as

\[
\dot{z}(t) = i\omega \tau_0 z(t) + h(z(t), \bar{z}(t)),
\]

where \( h(z(t), \bar{z}(t)) = \bar{q}^*(0) \cdot \mathcal{F}(0, \mathcal{V}(z(t), \bar{z}(t), 0)) \), and expand \( h(z(t), \bar{z}(t)) \) in powers of \( z(t) \) and \( \bar{z}(t) \), that is

\[
h(z(t), \bar{z}(t)) = h_{20} \frac{z^2(t)}{2} + h_{11} z(t) \bar{z}(t) + h_{02} \frac{\bar{z}^2(t)}{2} + h_{21} \frac{z^2(t)}{2} \bar{z}(t) + \cdots,
\]

then it follows from (65) that

\[
\mathcal{X}_\delta(\theta) = \mathcal{V}(t, \theta) + 2\text{Re}\{z(t)q(\theta)\} = V_{20}(\theta) \frac{z^2(t)}{2} + V_{11}(\theta) z(t) \bar{z}(t)
\]

\[
+ V_{02}(\theta) \frac{\bar{z}^2(t)}{2} + (k_1, k_2)^T e^{i\omega \tau_0 \theta} z(t) + (\bar{k}_1, \bar{k}_2)^T e^{-i\omega \tau_0 \theta} \bar{z}(t) + \cdots.
\]
It follows together with (48) that

\[ h(z(t), \dot{z}(t)) = q^*(0) \mathcal{F}_0(z(t), \dot{z}(t)) = q^*(0) \mathcal{F}_0(0, \tau_0) \]

\[ = q^*(0) \tau_{50} \left\{ \begin{array}{l}
- (\nu^{(1)}(0) + z k_1 + \tau K_1) \left( \nu^{(1)}(-1) + z k_1 e^{-i \omega \tau_{50}} + \tau K_1 e^{i \omega \tau_{50}} \right) \\
- (\nu^{(1)}(0) + z k_1 + \tau K_1) \left( \nu^{(2)}(0) + z k_2 + \tau K_2 \right) \\
- \frac{\beta}{x_2} \left( \nu^{(2)}(0) + z k_2 + \tau K_2 \right)^2 - \beta \left( \nu^{(2)}(0) + z k_2 + \tau K_2 \right) + y_2^2 \\
\times \left( \sum_{n=1}^{\infty} (\nu^{(1)}(0) + z k_1 + \tau K_1) (\nu^{(2)}(0) + z k_2 + \tau K_2)^2 + 2y_2 \\
\times (\nu^{(2)}(0) + z k_2 + \tau K_2) + \sum_{n=2}^{\infty} \frac{1}{n!} h^{(i)}(0) \left( \nu^{(2)} \left( - \frac{\tau_i^2}{\tau_{50}} \right) \right) \\
\left( + z k_2 e^{-i \omega \tau_i^2} + \tau K_2 e^{i \omega \tau_i^2} \right)^n \right) \left( - \frac{\nu^{(1)}(0) + z k_1 + \tau K_1}{2} + \nu^{(1)}(0) z \bar{z} + \nu^{(1)}(0) \frac{z^2}{2} + z k_1 + \tau K_1 + \ldots \right) \times \\
\left( - \frac{\nu^{(1)}(0) + z k_1 + \tau K_1}{2} + \nu^{(1)}(0) z \bar{z} + \nu^{(1)}(0) \frac{z^2}{2} + z k_1 + \tau K_1 + \ldots \right) \\
- \left( \nu^{(1)}(0) + z k_1 + \tau K_1 \right) \left( \nu^{(1)}(0) + z k_1 + \tau K_1 \right) \left( \nu^{(2)}(0) + z k_2 + \tau K_2 \right) + y_2^2 \\
\times \left( \sum_{n=1}^{\infty} (\nu^{(1)}(0) + z k_1 + \tau K_1) (\nu^{(2)}(0) + z k_2 + \tau K_2)^2 + 2y_2 \\
\times (\nu^{(2)}(0) + z k_2 + \tau K_2) + \sum_{n=2}^{\infty} \frac{1}{n!} h^{(i)}(0) \left( \nu^{(2)} \left( - \frac{\tau_i^2}{\tau_{50}} \right) \right) \\
\left( + z k_2 e^{-i \omega \tau_i^2} + \tau K_2 e^{i \omega \tau_i^2} \right)^n \right) \left( - \frac{\nu^{(1)}(0) + z k_1 + \tau K_1}{2} + \nu^{(1)}(0) z \bar{z} + \nu^{(1)}(0) \frac{z^2}{2} + z k_1 + \tau K_1 + \ldots \right) \times \\
\left( - \frac{\nu^{(1)}(0) + z k_1 + \tau K_1}{2} + \nu^{(1)}(0) z \bar{z} + \nu^{(1)}(0) \frac{z^2}{2} + z k_1 + \tau K_1 + \ldots \right) \\
- \left( \nu^{(1)}(0) + z k_1 + \tau K_1 \right) \left( \nu^{(1)}(0) + z k_1 + \tau K_1 \right) \left( \nu^{(2)}(0) + z k_2 + \tau K_2 \right) + y_2^2 \\
\times \left( \sum_{n=1}^{\infty} (\nu^{(1)}(0) + z k_1 + \tau K_1) (\nu^{(2)}(0) + z k_2 + \tau K_2)^2 + 2y_2 \\
\times (\nu^{(2)}(0) + z k_2 + \tau K_2) + \sum_{n=2}^{\infty} \frac{1}{n!} h^{(i)}(0) \left( \nu^{(2)} \left( - \frac{\tau_i^2}{\tau_{50}} \right) \right) \\
\left( + z k_2 e^{-i \omega \tau_i^2} + \tau K_2 e^{i \omega \tau_i^2} \right)^n \right) \right) \right\}. \]
Comparing the coefficients with (68), we obtain
\[ h_{20} = \mathcal{P}_{\tau_0} \left[ \left( \frac{2\alpha \gamma}{(\gamma + y_2)^2} - \frac{2\beta}{x_2} \right) k_2^2 \kappa^* - \left( \frac{2(y_2)^2}{(x_2)^3} \kappa^* \bar{\kappa}_2 + e^{-i\pi\tau_0} \bar{\kappa}_1 \right) k_1^2 \right] + \left( \frac{-2k_1^* + 4y_2^2 \beta}{(x_2)^2} \kappa^* \right) k_1 k_2 ; \]
\[ h_{11} = \mathcal{P}_{\tau_0} \left[ \left( \frac{-2\beta}{x_2} + \frac{2\alpha \gamma}{(\gamma + y_2)^2} \right) k_2 \kappa^* \kappa^*_1 - \frac{2\beta(y_2)^2}{(x_2)^3} k_1 \kappa^*_1 \kappa^*_2 + \frac{2\beta y_2}{(x_2)^2} k_1 \kappa^*_2 \kappa^*_1 e^{-i\pi\tau_0} \right] ; \]
\[ h_{02} = \mathcal{P}_{\tau_0} \left[ \left( \frac{-2\beta}{x_2} + \frac{2\alpha \gamma}{(\gamma + y_2)^2} \right) \kappa^* \kappa^*_1 - \left( \frac{2\beta(y_2)^2}{(x_2)^3} \kappa^* \kappa^*_1 \right) k_1 \right] + \left( \frac{-2k_1^* + 4\beta y_2 \kappa^*}{(x_2)^2} \kappa^*_1 \kappa^*_2 \right) k_1 k_2 ; \]
\[ h_{21} = \mathcal{P}_{\tau_0} \left[ \left( -2V_{11}(0) + 2V_{11}^{(2)}(0) \right) k_1 \kappa^*_1 + \left( -\frac{2\beta}{x_2} + \frac{2\alpha \gamma}{(\gamma + y_2)^2} \right) \kappa^*_1 \kappa^*_2 + \frac{2\beta}{(x_2)^3} \kappa^*_1 \kappa^*_1 \kappa^*_2 \right] ; \]
\[ h_{12} = \mathcal{P}_{\tau_0} \left[ \left( -2V_{01}(0)e^{-i\pi\tau_0} + 2V_{11}(0) \right) \kappa^*_1 + \left( -\frac{2\beta}{x_2} + \frac{2\alpha \gamma}{(\gamma + y_2)^2} \right) \kappa^*_1 \kappa^*_2 + \frac{2\beta}{(x_2)^3} \kappa^*_1 \kappa^*_1 \kappa^*_2 \right] ; \]
\[ h_{03} = \mathcal{P}_{\tau_0} \left[ \left( -2V_{01}(0)e^{-i\pi\tau_0} + 2V_{11}(0) \right) \kappa^*_1 + \left( -\frac{2\beta}{x_2} + \frac{2\alpha \gamma}{(\gamma + y_2)^2} \right) \kappa^*_1 \kappa^*_2 + \frac{2\beta}{(x_2)^3} \kappa^*_1 \kappa^*_1 \kappa^*_2 \right] ; \]
\[ h_{30} = \mathcal{P}_{\tau_0} \left[ \left( -2V_{01}(0)e^{-i\pi\tau_0} + 2V_{11}(0) \right) \kappa^*_1 + \left( -\frac{2\beta}{x_2} + \frac{2\alpha \gamma}{(\gamma + y_2)^2} \right) \kappa^*_1 \kappa^*_2 + \frac{2\beta}{(x_2)^3} \kappa^*_1 \kappa^*_1 \kappa^*_2 \right] . \]

Since there are \( V_{20}(\theta) \) and \( V_{11}(\theta) \) in \( h_{21} \), we still need to compute them. From (53), (65) and (67), we have
\[ \hat{\mathcal{N}} = \hat{X}_1 - \hat{z}q - \hat{\bar{z}}q \]
\[ = \left\{ \begin{array}{ll}
\mathcal{N} \mathcal{V} - 2\text{Re}\{\bar{\mathcal{F}}(0) \cdot \mathcal{F}_0(z, \bar{z})q(\theta)\}, & \theta \in [-1, 0) \\
\mathcal{N} \mathcal{V} - 2\text{Re}\{\mathcal{F}(0) \cdot \mathcal{F}_0(z, \bar{z})q(0)\} + \bar{\mathcal{F}}_0(z, \bar{z}), & \theta = 0 \\
\end{array} \right. \quad (70) \]
\[ \triangleq \mathcal{N} \mathcal{V} + \mathcal{G}(z, \bar{z}, \theta), \]
where
\[ \mathcal{G}(z, \bar{z}, \theta) = \mathcal{G}_{20} \left( \frac{z^2}{2} + \mathcal{G}_{11}(\theta)z\bar{z} + \mathcal{G}_{02}(\theta) \frac{\bar{z}^2}{2} + \cdots \right). \quad (71) \]

On the other hand, on \( C_0 \) near to the origin, we have \( \hat{\mathcal{V}} = V_z \hat{z} + V_{\bar{z}} \hat{\bar{z}} \). Using (66) and (67) to replace \( V_z \) and \( \hat{z} \) and their conjugates by their power series expansions, comparing the coefficients with the right hand side of (70), we obtain
\[ (2i\pi\tau_0 I - \mathcal{N}) V_{20}(\theta) = \mathcal{G}_{20}(\theta), \quad -\mathcal{N} V_{11}(\theta) = \mathcal{G}_{11}(\theta), \quad (72) \]
where \( I \) denotes the \( 2 \times 2 \) identity matrix.
From (70), we know that for $\theta \in [-1,0)$,
\[
G(z, \bar{z}, \theta) = -\bar{\eta}(0) \cdot \mathcal{F}(z, \bar{z}) q(\theta) - q^*(0) \cdot \mathcal{F}(z, \bar{z}) \bar{q}(\theta)
\]
\[
= -h(z, \bar{z}) q(\theta) - \bar{h}(z, \bar{z}) \bar{q}(\theta).
\]
(73)
Substituting (68) into (73) gives
\[
G(z, \bar{z}, \theta) = \left[-h_{20} q(\theta) - \bar{h}_{02} \bar{q}(\theta)\right] \frac{z^2}{2} + \left[-h_{11} q(\theta) - \bar{h}_{11} \bar{q}(\theta)\right] z \bar{z}
\]
\[
+ \left[-h_{02} q(\theta) - \bar{h}_{02} \bar{q}(\theta)\right] \frac{z^2}{2} + \cdots.
\]
(74)
Comparing the coefficients in (74) with those in (71) gives that
\[
\mathcal{G}_{20}(\theta) = -h_{20} q(\theta) - \bar{h}_{02} \bar{q}(\theta), \quad \mathcal{G}_{11}(\theta) = -h_{11} q(\theta) - \bar{h}_{11} \bar{q}(\theta).
\]
(75)
From (72), (75) and the definition of $\mathcal{N}$, we have
\[
\dot{V}_{20}(\theta) = 2i\varpi \tau_{50} \mathcal{V}_{20}(\theta) + h_{20} q(\theta) + \bar{h}_{02} \bar{q}(\theta).
\]
(76)
Notice that $q(\theta) = (k_1, k_2)^T e^{i\varpi \tau_{50}} = q(0)e^{i\varpi \tau_{50}}$, hence, using the method of variation of constants, the solution of (76) is given by
\[
V_{20}(\theta) = \frac{ih_{20}}{\varpi \tau_{50}} q(0)e^{i\varpi \tau_{50}} + \frac{i\bar{h}_{02}}{3\varpi \tau_{50}} \bar{q}(0)e^{-i\varpi \tau_{50}} + \mathcal{W}_1 e^{2i\varpi \tau_{50}},
\]
(77)
where $\mathcal{W}_1 = \left(\mathcal{W}_1^{(1)}, \mathcal{W}_1^{(2)}\right)^T \in \mathbb{R}^2$ is a constant vector.
Similarly, from (72), (75) and the definition of $\mathcal{N}$, we have
\[
\dot{V}_{11}(\theta) = h_{11} q(\theta) + \bar{h}_{11} \bar{q}(\theta),
\]
(78)
and
\[
V_{11}(\theta) = -\frac{ih_{11}}{\varpi \tau_{50}} q(0)e^{i\varpi \tau_{50}} + \frac{i\bar{h}_{11}}{\varpi \tau_{50}} \bar{q}(0)e^{-i\varpi \tau_{50}} + \mathcal{W}_2,
\]
(79)
where $\mathcal{W}_2 = \left(\mathcal{W}_2^{(1)}, \mathcal{W}_2^{(2)}\right)^T \in \mathbb{R}^2$ is also a constant vector.
In what follows, we shall seek appropriate constant vectors $\mathcal{W}_1$ and $\mathcal{W}_2$ in (77) and (79), respectively. From (72) and the definition of $\mathcal{N}$, we know that when $\theta = 0$,
\[
\mathcal{N}(0) \mathcal{V}_{20}(\theta) = \int_{-1}^{0} d\eta(\theta) \dot{V}_{20}(\theta) = 2i\varpi \tau_{50} \mathcal{V}_{20}(0) - \mathcal{G}_{20}(0)
\]
(80)
and
\[
\mathcal{N}(0) \mathcal{V}_{11}(\theta) = \int_{-1}^{0} d\eta(\theta) \dot{V}_{11}(\theta) = -\mathcal{G}_{11}(0),
\]
(81)
where $\eta(\theta) = \eta(\theta, 0)$. And from (70), we can obtain when $\theta = 0$,
\[
\mathcal{G}_{20}(0) = -h_{20} q(0) - \bar{h}_{02} \bar{q}(0) + 2\tau_{50}
\]
\[
\times \begin{pmatrix}
-\frac{\beta}{x_2} k_2^2 - \frac{\beta(y_2)^2}{(x_2)^3} k_1^2 + \frac{2\beta y_2}{(x_2)^2} k_1 k_2 + \frac{\alpha y_2^3}{(y_2 + y_2)^2} e^{-2i\varpi \tau_{50}}
\end{pmatrix},
\]
(82)
\[
\mathcal{G}_{11}(0) = -h_{11} q(0) - \bar{h}_{11} \bar{q}(0) + \tau_{50}
\]
\[
\times \begin{pmatrix}
-\frac{2\beta}{x_2} k_2 \bar{k}_2 - \frac{2\beta y_2^2}{(x_2)^2} k_1 \bar{k}_1 + \frac{2\beta y_2}{(x_2)^2} (k_1 \bar{k}_1 + \bar{k}_1 k_2) + \frac{2\alpha y_2^3}{(y_2 + y_2)^2} k_2 \bar{k}_2
\end{pmatrix},
\]
(83)
therefore, when \( \mu = 0 \), we have
\[
\int_{-1}^{0} e^{2i\pi \tau_{50} \theta} d\eta(\theta) = \mathcal{N}(\mu) e^{2i\pi \tau_{50} \theta} = \mathcal{L}_{\mu} e^{2i\pi \tau_{50} \theta},
\]
therefore, we have
\[
W_{1} = 2 \left( \begin{array}{cc}
2i\omega + x_{2} e^{-2i\pi \tau_{50}} & x_{2} \\
-\beta (x_{2})^{2} & 2i\omega - \delta + 2\beta \frac{y_{2}}{x_{2}} + \frac{\alpha \gamma k_{2}^{2}}{(\gamma + y_{2})^{2}} e^{-2i\pi \tau_{50}}
\end{array} \right)
\]
\phantom{1} \times \left( \begin{array}{cc}
-\beta \frac{k_{2}^{2}}{x_{2}} + \frac{\alpha \gamma y_{2}^{2}}{(x_{2})^{2}} k_{2}^{2} + \frac{2\beta y_{2}}{(x_{2})^{2}} k_{1} k_{2} + \frac{\alpha \gamma k_{2}^{2}}{(\gamma + y_{2})^{2}} e^{-2i\pi \tau_{50}}
\end{array} \right).
\]

Similarly, substituting (77) and (79) into (81), we obtain
\[
\int_{-1}^{0} d\eta(\theta) W_{2} = - \left( \begin{array}{cc}
-\frac{x_{2}}{2x_{2} k_{2}} e^{-2i\pi \tau_{50}} & \frac{x_{2}}{2x_{2} k_{2}} \\
\beta (x_{2})^{2} & \delta - 2\beta \frac{y_{2}}{x_{2}} - \frac{\alpha \gamma}{(\gamma + y_{2})^{2}}
\end{array} \right)_{1} + \frac{2\beta y_{2}}{(x_{2})^{2}} (k_{1} k_{2} + \bar{k}_{1} k_{2}) + \frac{2\alpha \gamma}{(\gamma + y_{2})^{2}} k_{2} \bar{k}_{2},
\]
\phantom{1} \times \left( \begin{array}{cc}
-\frac{\beta \gamma y_{2}^{2}}{(x_{2})^{2}} k_{2} + 2\beta y_{2} k_{1} k_{2} + \frac{\alpha \gamma k_{2}^{2}}{(\gamma + y_{2})^{2}} e^{-2i\pi \tau_{50}}
\end{array} \right).
\]

Thus, we can compute the following quantities:
\[
C_{1}(0) = \frac{i}{2 \pi \tau_{50}} \left( h_{11} h_{20} - 2|h_{11}|^{2} - \frac{|h_{02}|^{2}}{3} \right) + \frac{h_{21}}{2},
\]
\[
\beta_{2} = 2 \text{Re}(C_{1}(0)),
\]
\[
\mu_{2} = - \frac{\text{Re}(\mathcal{C}(\tau_{50}))}{\text{Re}(\mathcal{C}(\tau_{50}))},
\]
\[
T_{2} = \frac{\text{Im}(C_{1}(0)) + \mu_{2} \text{Im}(\mathcal{C}(\tau_{50}))}{\pi},
\]
5. **Numerical simulations.** In this section, we will give some numerical simulations of model (3) to support our analytical results obtained in Sections 3 and 4. When \( \tau_1 = \tau_2 = 0 \), we consider model (3) with coefficients \( \alpha = 0.1, \beta = 2, \gamma = 1 \). Obviously, model (3) has a positive equilibrium \( E_2(0.68, 0.32) \). Then we can obtain \( h_1 + h_2 + h_3 = 1.59 > 0, h_4 + h_5 + h_6 = 0.91 > 0 \). Hence, the condition (H1) is satisfied. From **Lemma 3.1**, we know that the equilibrium point \( E_2 \) is locally asymptotically stable when \( \tau_1 = \tau_2 = 0 \), as illustrated in Fig. 1.
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**Figure 1.** The diagram (a) shows the time series of \( x(t) \), \( y(t) \) and the diagram (b) shows the phase portrait of model (3) with \( \tau_1 = \tau_2 = 0 \). The positive equilibrium point \( E_2(0.68, 0.32) \) is locally asymptotically stable. Here the initial value is \((0.8, 0.6)\).

First, we verify the correctness of the **Theorem 3.4.** In this case, we consider model (3) with coefficients \( \alpha = 9, \beta = 0.4, \delta = 0.9, \gamma = 19 \). We can compute: \( h_1 + h_2 + h_3 = 0.90 > 0, h_4 + h_5 + h_6 = 0.43 > 0, h'(\omega_{30}) = 0.42 > 0, \tau_{30} = 2.91 \). Hence, conditions (H1) and (H2) are satisfied. Based on the **Theorem 3.4**, we know that the positive equilibrium point \( E_2 \) is locally asymptotically stable when \( \tau_1 = 0, \tau_2 = 2.8 < \tau_{30} = 2.91 \), as shown in Fig. 2. And it is unstable when \( \tau_1 = 0, \tau_2 = 2.92 > \tau_{20} = 2.91 \), and model (3) undergoes a Hopf bifurcation at the positive equilibrium \( E_2 \) when \( \tau_2 \) crosses through the critical value \( \tau_{20} \), a periodic solution bifurcated from \( E_2 \), as illustrated in Fig. 3.

Now, we are going to check the correctness of the **Theorem 3.7.** In this case, we consider model (3) with coefficients \( \alpha = 0.3, \beta = 0.4, \delta = 0.8, \gamma = 0.2 \). We can compute: \( h_1 + h_2 + h_3 = 0.57 > 0, h_4 + h_5 + h_6 = 0.18 > 0, g'(\omega_{30}) = 0.73 > 0, \tau_{30} = 2.11 \). Hence, conditions (H1) and (H3) are satisfied. Based on the **Theorem 3.7**, we know that the positive equilibrium point \( E_2 \) is locally asymptotically stable when \( \tau_2 = 0, \tau_1 = 2 < \tau_{30} = 2.11 \), as shown in Fig. 4. And it is unstable when \( \tau_2 = 0, \tau_1 = 2.1185 > \tau_{30} = 2.11 \), and model (3) undergoes a Hopf bifurcation at the positive equilibrium \( E_2 \) when \( \tau_1 \) crosses through the critical value \( \tau_{30} \), a periodic solution bifurcated from \( E_2 \), as illustrated in Fig. 5.

Next, we will examine the conditions of the **Theorem 3.8.** In this case, we consider model (3) with coefficients \( \alpha = 0.3, \beta = 0.4, \delta = 0.8, \gamma = 0.2 \). Obviously, condition (H1) is satisfied. We can compute: \( \omega_1 = 0.12, \omega_2 = 0.78 \) (two roots of \((33)\)), \( \tau_4^{(0)} = 11.27, \tau_4^{(0)} = 1.92 \) and \( \tau_{30} = 1.92 \), \( (U_R V_R + U_I V_I)_{\tau = \tau_{30}} = 0.22 > 0 \). Hence, from **Theorem 3.8**, we know that the positive equilibrium point \( E_2 \) is locally asymptotically stable when \( \tau_1 = \tau_2 = \tau \) increase from zero to the critical
Figure 2. The diagram (a) shows the time series of $x(t)$, $y(t)$ and the diagram (b) shows the phase portrait of model (3) with $\tau_1 = 0$, $\tau_2 = 2.8 < \tau_{20} = 2.91$. The positive equilibrium point $E_2(0.48, 0.52)$ is locally asymptotically stable. Here the initial value is $(0.5, 0.5)$.

Figure 3. The diagram (a) shows the time series of $x(t)$, $y(t)$ and the diagram (b) shows the phase portrait of model (3) with $\tau_1 = 0, \tau_2 = 2.92 > \tau_{20} = 2.91$. The positive equilibrium point $E_2(0.48, 0.52)$ is unstable. Here the initial value is $(0.5, 0.5)$.

value $\tau_{40} = 1.92$, say $\tau_1 = \tau_2 = \tau = 1.85$ (see Fig. 6). Then the equilibrium point will lose its stability and a Hopf bifurcation occurs once $\tau_1 = \tau_2 = \tau > \tau_{40} = 1.92$, say $\tau_1 = \tau_2 = \tau = 1.926$ (see Fig. 7).

Finally, we give some numerical simulations for the Theorem 3.9 to verify its validity. In this case, we consider model (3) with coefficients $\alpha = 9$, $\beta = 0.4$, $\delta = 0.9$, $\gamma = 19$. Hence, the conditions (H$_1$) and (H$_2$) are satisfied. When $\tau_2 = 1.8 \in [0, \tau_{20}) = [0, 2.91)$, we obtain one root of (41) is $\omega_0 = 0.05, \tau_{50} = 4.90. \left[d\lambda(\tau_1)\right]_{\tau_1 = \tau_{50}} = 0.00003 - 0.00387i$. Thus, from the Theorem 3.9, we know that the equilibrium point $E_2$ is locally asymptotically stable when $\tau_2 = 1.8 \in [0, \tau_{20}) = [0, 2.91)$, $\tau_1 = 3 < \tau_{50} = 4.90$, and unstable when $\tau_1 = 6 > \tau_{50} = 4.90$. When $\tau_1$ crosses through the critical value $\tau_{50} = 4.90$, the positive equilibrium $E_2$ loses its stability and a Hopf bifurcation occurs, i.e., a periodic solution bifurcates from the
Figure 4. The diagram (a) shows the time series of $x(t)$, $y(t)$ and the diagram (b) shows the phase portrait of model (3) with $\tau_1 = 2.0 < \tau_3 = 2.11$, $\tau_2 = 0$. The positive equilibrium point $E_2(0.53, 0.47)$ is locally asymptotically stable. Here the initial value is $(0.5, 0.5)$.

Figure 5. The diagram (a) shows the time series of $x(t)$, $y(t)$ and the diagram (b) shows the phase portrait of model (3) with $\tau_1 = 2.1185 > \tau_3 = 2.11$, $\tau_2 = 0$. The positive equilibrium point $E_2(0.53, 0.47)$ is unstable. Here the initial value is $(0.5, 0.5)$.

equilibrium $E_2$. The corresponding waveforms and the phase plots are shown in Figs. 8-9.

When $\tau_{50} = 4.90$, $\tau_2 = 1.8$, we may obtain $C_1(0) = -241.46 + 633.60i$, $\mu_2 = 7.10 \times 10^6 > 0$, $\beta_2 = -482.91 < 0$, $T_2 = 5.94 \times 10^5 > 0$. Therefore, we know that model (3) can undergo a supercritical Hopf bifurcation at the equilibrium $E_2$. $\beta_2 < 0$ demonstrated that the bifurcated periodic solution occurring through the Hopf bifurcation is orbitally asymptotically stable on the center manifold. $T_2 > 0$ means that the period of bifurcating periodic solutions are increasing.

6. Discussion. This paper mainly studies a delay-induced predator-prey model with Michaelis-Menten type predator harvesting. Firstly, the existence of the non-trivial positive equilibrium of the proposed model are given. Secondly, some sufficient conditions are proposed to ensure the local asymptotic stability of one of the
positive equilibria. The existence of Hopf bifurcation is analyzed in details if taking the delays as the bifurcation parameters. Meanwhile, according to the normal form theory and the center manifold reduction for RFDEs, some explicit formulas are given for determining the direction of the Hopf bifurcation and the stability of bifurcated periodic solutions. Some numerical simulations are carried out for illustrating these analytical results.

Compared with the model (1) without time delays, we have the following observations. First, this study can be thought as a supplement to model (1). The main purpose of our present work is to investigate the effect that delays have been placed in the model (1), as far as stability of equilibria and the nature of oscillations are considered. Generally, the population growth rate of a single species is often described as the famous logistic or Pearl-Verhulst equation. However, it is difficult to fit data
Figure 8. The diagram (a) shows the time series of $x(t)$, $y(t)$ and the diagram (b) shows the phase portrait of model (3) with $\tau_1 = 3 < \tau_{50} = 4.90$, $\tau_2 = 1.8$. The positive equilibrium point $E_2(0.48, 0.52)$ is locally asymptotically stable. Here the initial value is $(0.55, 0.6)$.

Figure 9. The diagram (a) shows the time series of $x(t)$, $y(t)$ and the diagram (b) shows the phase portrait of model (3) with $\tau_1 = 6 > \tau_{50} = 4.90$, $\tau_2 = 1.8$. The positive equilibrium point $E_2(0.48, 0.52)$ is unstable. Here the initial value is $(0.55, 0.6)$.

to a logistic curve even for a simple, controlled laboratory experiments[10]. As pointed out by F. Smith[36], the main reason is due to time delays in the growth rate response to density changes. Second, the periodic oscillations generated by Hopf bifurcation caused by the system parameter $\alpha$ were investigated in previous work of model (1). Actually, periodic oscillations are often observed in such laboratory experiments and attributed to time delayed responses[6, 10]. Hence, it is necessary to consider periodic oscillation caused by time delays. However, our current work only makes a theoretical and qualitative analysis and gives some numerical simulations to reveal the rationality of our improved model (2) and the correctness of analysis. It will be very interesting and meaningful to find some more realistic examples that show the applicability and utility of the new model and new conditions and we leave them for future consideration.
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