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ABSTRACT

This paper considers the problem of effective feature extraction of acoustic signals from oil and gas pipelines under different working conditions. A feature extraction of pipeline leakage detection method is proposed based on multi-feature entropy fusion and local linear embedding (LLE). First, seven kinds of commonly used entropy which can reflect the characteristics of the signal better are extracted from the pipeline signal through experiments, including permutation entropy, envelope entropy, approximate entropy, fuzzy entropy, energy entropy, sample entropy and dispersion entropy. The seven-dimensional feature vectors are obtained by feature fusion. Second, the LLE algorithm is used to reduce the dimension of the feature vector to complete the secondary feature extraction. Finally, the support vector machine (SVM) is used to identify the working conditions of the pipeline. The experimental results show that, compared with other dimensionality reduction methods, single-feature entropy method and multi-feature entropy fusion method, the proposed method can identify the types of pipeline working conditions effectively and reduce the problems of false negatives and false positives in pipeline leakage detection.

1. Introduction

Pipeline transportation is widely used in the transportation of oil and gas because of its low cost and low power consumption (H. Lu et al., 2020). In recent years, due to the continuous increase of pipeline operating life, the aging degree is becoming more and more serious. Man-made destruction and theft are also a serious threat to the safety of oil and gas pipelines, and the risk of leakage is increasing gradually (Wang et al., 2019). It is a very meaningful topic to monitor pipeline leakage accurately in real time.

At present, there are many pipeline leakage detection methods, including negative pressure wave detection (L. Sun et al., 2010), acoustic detection (J. Lu et al., 2018), magnetic flux leakage detection (Liu et al., 2015), optical fibre detection (Li et al., 2012), etc. Among them, the sound wave method has been widely used because of its high detection accuracy, high sensitivity, low false alarm rate and low installation and maintenance cost (J. Lu et al., 2021; Yang et al., 2022). Therefore, the acoustic detection method is used to collect pipeline signals in this paper.

Feature extraction is one of the key steps in pipeline leakage detection, which directly affects the diagnosis results. With the improvement of detection accuracy, the technology of feature extraction has attracted more and more attention. To identify the rotor state accurately, the characteristic frequency band energy entropy is used to extract the defect feature of the rotor in Pang et al. (2018) and input it into support vector machine (SVM) for recognition. In J. Sun et al. (2016), the signal of gas pipelines is collected and decomposed by local mean deposition. The root mean square entropy of the decomposed components is extracted and the feature vector is constructed, which is input into SVM to identify the aperture of the pipeline. In Ni et al. (2014), the characteristic entropy of pipeline signal is extracted and input into the SVM optimized by Particle Swarm Optimization. The experimental results show that the recognition effect of the proposed method is better under the condition of high noise. However, extracting a certain feature of the pipeline signal often cannot get a high recognition rate in different external environments, thus it is necessary to extract a variety of features to reflect more information of the signal (J. Lu et al., 2019). In Zhou et al. (2020), 30 groups of features of pipeline signals are extracted, and 12 of the most sensitive features are selected to form feature vectors, which are fed into SVM for working condition recognition. In Feng et al. (2015), the sample entropy and power spectrum
distribution features of the signal are extracted and input into SVM for classification. The feature combination can distinguish the common noise around the pipeline accurately. In Zhu et al. (2021), a bearing fault feature extraction method is proposed to extract the time-frequency features of the signal and do further feature extraction to retain the fault sensitive features and remove the insensitive features. Finally, the extracted feature matrix is used as the input of SVM for bearing fault diagnosis.

The fault diagnosis method based on multi-feature entropy fusion can reduce the risk of loss of effective information in the signal; however, it will lead to redundant information in the extracted features, which will affect the accuracy of further fault identification. Therefore, it is necessary to use dimensionality reduction algorithm for secondary extraction of features. The kernel principal component analysis is used to reduce the dimension of the original feature set in Cheng et al. (2016), and it is input to learning vector quantization neural network for identification to complete the fault diagnosis of planetary gear. In Wan et al. (2018), the vibration signal is decomposed into several components by variational mode decomposition. The multi-feature entropy of each component is calculated to form the feature matrix, and it is dimensionalized by principal component analysis (PCA). In Attoui et al. (2017), the collected rolling bearing signal is decomposed by second-order wavelet packet, and the short-time Fourier transform is used to calculate the peak value of each harmonic main frequency band and the energy distribution of wavelet packet decomposition. The high-dimensional feature set of rolling bearing fault signal is constructed, and then linear discriminant analysis is used to reduce dimensionality, and finally adaptive neuro-fuzzy inference system is used for online fault identification.

In this paper, a feature extraction method of pipeline leakage detection based on multi-feature entropy fusion and local linear embedding (LLE) is proposed. First, a variety of entropy values containing more information of the data set are extracted from the pipeline signal for fusion. Second, the LLE algorithm is used to extract secondary features from the fused feature vector to improve the recognition accuracy. Finally, the pipeline leakage detection is carried out by using the SVM to identify the pipeline signals accurately under different working conditions. The effectiveness and superiority of the proposed method are verified by experiments.

This paper is organized as follows. Section 2 introduces the theories of multi-feature entropy fusion, LLE and SVM. In Section 3, the performance of the Entropy fusion-LLE-SVM model is analysed and experiments are made to compare it with other algorithms. Finally, our work is summarized and concluded in Section 4.

2. Theory and methods

2.1. Multi-feature entropy fusion

In a physical sense, complexity reflects the rate at which a time series generates new patterns with the increase of the length of the series (Xu et al., 2015). The greater the complexity value of the sequence, the more new changes of the data over time, the faster the frequency of data changes, i.e. the data changes are irregular and chaotic; when the frequency of new changes in the sequence becomes slower, the data of the sequence changes regularly and has obvious periodicity. Therefore, the change of the state of a system can be described by the complexity of its time series.

In view of the heuristic thought of thermodynamics entropy, information entropy was first propounded by Shannon to evaluate the complication of system (Ai et al., 2017). However, there are various definitions of entropy, and it is an important direction to apply entropy and complexity to describe and identify the implied regularity of dynamical systems for nonlinear time series. The magnitude of the entropy value can visually reflect the complexity of the fault signal, and the larger the entropy value, the greater the complexity of the signal.

Entropy can usually measure the degree of uncertainty of information. The problem in practical application is that the single entropy value of the extracted signal is not enough to reflect the characteristics of the pipeline leakage signal, thus it is necessary to extract multiple entropy values from different perspectives. In this paper, seven kinds of entropy which can better reflect the characteristics of the signal are selected, namely permutation entropy $T1$ (Bandt & Pompe, 2002), envelope entropy $T2$ (J. Sun et al., 2014), approximate entropy $T3$ (Pincus, 1991), fuzzy entropy $T4$ (Chen et al., 2007), energy entropy $T5$ (Gao et al., 2020), sample entropy $T6$ (Alcaraz & Rieta, 2010) and dispersion entropy $T7$ (Rostaghi & Azami, 2016). The seven characteristic entropies are combined, and the multi-characteristic entropy values of groups of signals are calculated and combined as the feature vector as follows:

$$A = \begin{pmatrix} T1_1 & T1_2 & \cdots & T1_n \\ T2_1 & T2_2 & \cdots & T2_n \\ \vdots & \vdots & \ddots & \vdots \\ T7_1 & T7_2 & \cdots & T7_n \end{pmatrix},$$

where $n$ represents the number of samples.

2.2. Locally linear embedding

LLE is a nonlinear dimensionality reduction algorithm, which reflects the global characteristics by analysing
the local characteristics. LLE uses the set weight coefficient to keep the structural characteristics of the original dataset unchanged and maps the high-dimensional dataset to the low-dimensional coordinate system in order to obtain the low-dimensional features with good clustering. Moreover, the LLE method can exploit the low-dimensional features fully in the high-dimensional nonlinear dataset and exclude redundant information. The LLE dimension reduction is carried out on the high-dimensional dataset \(X_{D \times n}\), which is composed of \(n\) D-dimensional data, and the data \(Y_{d \times n}\) of \(n\) d-dimensional data \((d \ll D)\) in the low-dimensional coordinate system is obtained. The specific steps of the algorithm are as follows:

1. The number of nearest neighbour points \(k\) and the embedding dimension \(d\) of data point \(X(i)\) are selected, and the Euclidean distance between \(X(i)\) and other arbitrary data points \(X(j)\) is calculated.

2. Define an error function:

\[
\min \varepsilon(\omega) = \sum_{i=1}^{n} \left| X(i) - \sum_{j=1}^{k} \omega_{ij} X(j) \right|^2 ,
\]

where \(k\) is the number of nearest neighbour points, \(\omega_{ij}\) is the weight coefficient of the \(j^{th}\) nearest neighbour point of \(X(i)\), and the restriction condition of \(\omega_{ij}\) is set to \(\sum_{j=1}^{k} \omega_{ij} = 1\).

The \(k\) weight factors \(\omega_{ij}\) of \(X(i)\) are solved by Lagrange multiplier method, and the weight coefficient matrix \(W\) is reconstructed by filling the corresponding position 0 with all the weight coefficients.

3. Define a reconstruction error function:

\[
\min \varepsilon(\varphi) = \sum_{i=1}^{n} \left| Y(i) - \sum_{j=1}^{k} WY(j) \right|^2 ,
\]

where the limiting condition of \(Y(i)\) is \(\frac{1}{n} \sum_{i=1}^{n} Y(i)\) \(Y(i)^T = I_n\) \((I_n\) represents \(n\)-dimensional identity matrix), and \(Y\) is obtained by eigenvalue solution.

### 2.3. Support vector machine

SVM is a machine learning algorithm proposed by Vapnik in 1995, which is based on statistical learning theory and structural risk minimization principle (Cortes & Vapnik, 1995). It transforms the input space into a linearly differentiable high dimensional space by defining an appropriate kernel function. Then a nonlinear transformation is implemented to find the optimal linear hyperplane of the high dimensional space. The parameter selection of SVM is an important problem in the process of modelling. In fault diagnosis and pattern recognition, satisfactory diagnosis and recognition results can only be obtained by selecting appropriate kernel functions and appropriate parameters for a given sample set. Among them, the function of penalty parameter is to balance model complexity and training error, and its value affects the complexity and the stability of the model. By selecting the appropriate penalty parameters, the SVM can achieve the desired balance between the fitting ability of the training sample set and the generalization ability of the test sample set. In addition, the selection of the parameters of the radial basis kernel function determines the mapping space, which determines the dimension of the sample distribution in the data space (Cherkassky & Ma, 2004).

### 3. Experimental analysis

#### 3.1. Data acquisition

The experimental data used in this paper are from the simulation experimental platform of natural gas pipeline leakage detection in Northeast University of Petroleum. The total length of the pipeline is 169 m, the diameter is 150 mm, and the wall thickness of the pipeline is 20 mm. The transportation of gas and liquid can be realized in the pipeline. There are several leakage points on the pipeline to simulate the leakage of the pipeline in the field, and the relevant parameters of the pipeline can be monitored by the monitoring station. The interval between the leakage points is 10 m, the pipeline pressure is 0.3 MPa, the flow velocity is 16 m/s, and the leakage diameter is 16 mm. The experimental software adopts the LABVIEW programming environment. The signal is collected by the acquisition board of NI company. The simulation experimental platform for pipeline leakage detection is shown in Figure 1.

The pipeline signal data of three different working conditions are collected in this paper, including normal signal, knocking signal and leakage signal. The normal signal is the signal collected when the valve is closed and the gas in the pipeline is transported normally. The knocking signal is the interference signal collected when the valve is closed and the pipeline is knocked artificially. The leakage signal is through the installation of a 10-m-high pressure acoustic attenuation tube at the leakage point, a plug with a leakage aperture of 1 mm and a ball valve with a 0.4 mm at the end of the pipe, and then quickly switch the valve switch to simulate the signal collected by the pipeline leakage, and the sampling frequency is 3 kHz. The time domain waveforms and their frequency spectrum of the three working conditions of the pipeline are shown in Figures 2–4.
Figure 1. The laboratory platform: (a) pipeline system and (b) console.

Figure 2. Time domain waveform of normal signal and its frequency spectrum.

Figure 3. Time domain waveform of knocking signal and its frequency spectrum.
3.2. The algorithm flow

The method proposed in this paper extracts multi-feature entropy fully from pipeline signals to constitute a feature matrix. The extracted feature matrix contains more information in the signal; however, there is also a large amount of redundant information and irrelevant information, which will inevitably affect the accuracy of pipeline leakage detection if the directly constructed feature matrix is identified. Therefore, the multi-feature entropy and LLE are combined to obtain the main features with low dimensionality and high sensitivity by using the processing ability of the manifold learning algorithm for non-linear complex data, and the extracted low-dimensional features are identified by SVM to achieve the purpose of pipeline leakage detection. The algorithm flow is shown in Figure 5.

3.3. Feature extraction

The pipeline acoustic signals under three different working conditions are collected by the experimental platform in this paper. The multi-features of the pipeline signals are extracted, including permutation entropy, envelope entropy, approximate entropy, fuzzy entropy, energy entropy, sample entropy and dispersion entropy. There are three types of labels in the data samples, among which the label of normal signal is 0, the label of knocking signal is 1 and the label of leakage signal is 2. A total of 100 samples are selected for each type of label. Further, 784 sampling points are intercepted from each data sample. Different entropy values are extracted from the signal to reflect the state characteristics of the pipeline signal, as shown in Figure 6.

Entropy can describe the disorder and complexity of the signal. The normal signal characteristics of the pipeline have high disorder and large entropy, because the shock characteristics of the pipeline are less during normal operation. When there is leakage or interference in the pipeline, the shock characteristics become stronger, the disorder of the signal becomes lower, thus the entropy decreases. It can be seen in Figure 6 that different entropies have different sensitivities to the classification of pipelines under different working conditions, and a single entropy cannot reflect the characteristics of the signal accurately.
3.4. Multi-feature entropy dimensionality reduction

Seven kinds of feature entropy extracted are fused from pipeline signal. From the obtained multi-feature entropy curve, most of the feature entropy has a small degree of discrimination to normal signals, knocking signals or leakage signals, which can lead to subsequent misclassification easily. Therefore, it is necessary to fuse the multi-feature entropy. The feature vector matrix with
multi-feature entropy will contain more information of the data set, however there is also a lot of redundant and irrelevant information. If the fused feature vector matrix is recognized directly, it is bound to affect the effect of pattern recognition.

In this paper, the LLE algorithm is used to reduce the dimension of the feature vector matrix. Set the number of nearest neighbour points to 13 and the target dimension to 3. The visualization result after dimension reduction by LLE is shown in Figure 7. It can be seen in Figure 7 that LLE can distinguish the types of pipeline signals effectively, the characteristics of knocking signals are separated completely, and the gathering places of each type of pipeline signals are more concentrated. As a comparison, the SNE method (Kerstin et al., 2012) and the PCA method (Kirby & Sirovich, 2002) are used to reduce the dimension of the feature vector matrix. Figure 8 shows the visualization results of the two methods. It can be seen in Figure 8 that the two dimensionality reduction methods cannot effectively distinguish between normal and knocking conditions, there is a certain degree of intersection and overlap between samples, and the sample characteristics of leakage conditions are scattered relatively. Combining Figures 7 and 8, we can see that the dimensionality reduction effect of LLE is better than that of SNE and PCA, which verifies that the method used in this paper has a good dimensionality reduction effect.

3.5. Pattern recognition

To further demonstrate the effectiveness of this method, the SVM is used to classify and identify the extracted low-dimensional features. In the experiment, a total of 300 groups of samples were divided into two groups randomly according to the proportion of 8:2, in which 240 groups of samples constructed training set and 60 groups of samples constructed test set. The SVM is trained with the training set, and then the test set is input into the trained SVM for prediction. The classification result of the SVM on the test set is shown in Figure 9.
The method of Entropy fusion-LLE-SVM proposed in this paper has an accuracy of 100% for the recognition of pipeline signals under various working conditions. This method can accurately identify the signals of three different working conditions on the test set. As a comparison, the SVM is also used to classify multi-feature entropy.

Figure 10. Multi-feature entropy of pipeline signal: (a) classification results of the entropy fusion-SNE-SVM on the test set; (b) classification results of the entropy fusion-PCA-SVM on the test set; (c) classification results of the entropy fusion-SVM on the test set; (d) classification results of the permutation entropy-SVM on the test set; (e) classification results of the envelope entropy-SVM on the test set; (f) classification results of the approximate entropy-SVM on the test set; (g) classification results of the fuzzy entropy-SVM on the test set; (h) classification results of the energy entropy-SVM; (i) classification results of the sample entropy-SVM on the test set and (j) classification results of the dispersion entropy-SVM on the test set.
and SNE dimensionality reduction, multi-feature entropy and PCA dimensionality reduction, multi-feature entropy non-dimensionality reduction and single entropy. The comparison results are shown in Figure 10. Most of the methods can accurately identify pipeline leakage signals, which can effectively reduce the false alarm rate. However, the error recognition rate of the signal during the normal operation of the pipeline is improved, that is, the normal signal is mistakenly regarded as an interference signal or a leakage signal. This may be due to the fact that the partial entropy cannot well identify the normal signal and the interference signal, and there is no distinction between the two signal characteristics. Therefore, the experiments show that the proposed method can better distinguish the working conditions of pipeline signals and has a better recognition effect.

To illustrate more intuitively the superiority and effectiveness of the proposed method in oil and gas pipeline leakage detection, Table 1 shows the classification accuracy and recognition ratio of different methods on the test set. Aiming at the research of oil and gas pipeline leakage detection, the experimental results show that the method of multi-feature entropy fusion and LLE proposed in this paper has the best recognition effect. The conclusions are as follows: (1) the dimensionality reduction effect of LLE is better than that of SNE and PCA. (2) Multi-feature entropy of pipeline signal is extracted and fused into the feature vector matrix, which can contain more information of data. (3) There is redundant information after multi-feature entropy fusion, and the recognition accuracy is improved greatly after dimensionality reduction. To sum up, the identification effect of the proposed method is the best compared with different methods, which verifies the superiority and effectiveness of this method in oil and gas pipeline leakage detection.

| Method                              | Accuracy (%) | Recognition ratio |
|-------------------------------------|--------------|-------------------|
| Entropy fusion-LLE-SVM              | 100          | (60/60)           |
| Entropy fusion-SNE-SVM              | 95           | (57/60)           |
| Entropy fusion-PCA-SVM              | 88.33        | (53/60)           |
| Entropy fusion-SVM                  | 98.33        | (59/60)           |
| Permutation entropy-SVM             | 66.67        | (40/60)           |
| Envelope entropy-SVM                | 66.67        | (40/60)           |
| Approximate entropy-SVM             | 38.33        | (23/60)           |
| Fuzzy entropy-SVM                   | 75           | (45/60)           |
| Energy entropy-SVM                  | 95           | (57/60)           |
| Sample entropy-SVM                  | 71.67        | (43/60)           |
| Dispersion entropy-SVM              | 78.33        | (47/60)           |

The multi-feature entropy fusion method contains more effective information compared with the single-feature entropy, and the recognition accuracy is improved greatly.

This method has high recognition accuracy and effectively addresses the issues of false negatives and false positives in the process of leakage detection of oil and gas pipelines.

In the actual pipeline operation environment, it is easy to collect the pipeline signal in the normal state, but it is difficult to collect the abnormal signal. Therefore, there is a problem of sample imbalance. In the future, we will study the problem of pipeline leakage detection under the condition of unbalanced samples. In addition, it is also a meaningful research topic to improve the LLE algorithm to improve the effect of dimensionality reduction.

4. Conclusion

Aiming at the problem of effective feature extraction of acoustic signals from oil and gas pipelines under different working conditions, a feature extraction of pipeline leakage detection method has been proposed based on multi-feature entropy fusion and LLE. Through the experimental analysis of the original pipeline signal collected, the conclusions are described as follows:

(1) The multi-feature entropy fusion method contains more effective information compared with the single-feature entropy, and the recognition accuracy is improved greatly.

(2) There is redundant information after multi-feature entropy fusion. After dimension reduction by LLE algorithm, the differentiation of pipeline signals under various working conditions is improved.

Disclosure statement

No potential conflict of interest was reported by the author(s).

Funding

This work was supported in part by the National Natural Science Foundation of China (U21A2019, 61873058, 61933007 and 62103096), China Petroleum Science and Technology Innovation Fund (2018D-5007-0302), The Natural Science Foundation of Heilongjiang Province (LH2020F005), Youth Science Foundation Project of Northeast Petroleum University (2018QNL-33), The Project Supported by The Open Fund of The Key Laboratory for Metallurgical Equipment and Control of Ministry of Education in Wuhan University of Science and Technology (MECOF2019B01).

References

Ai, Y., Guan, J., Fei, C., Jing, T., & Zhang, F. (2017). Fusion information entropy method of rolling bearing fault diagnosis based on n-dimensional characteristic parameter distance. Mechanical Systems & Signal Processing, 88(2017), 123–136. https://doi.org/10.1016/j.ymssp.2016.11.019.

Alcaraz, R., & Rieta, A. (2010). A review on sample entropy applications for the non-invasive analysis of atrial fibrillation electrocardiograms. Biomedical Signal Processing and Control, 5(1), 1–14. https://doi.org/10.1016/j.bspc.2009.11.001

Attoui, I., Fergani, N., Boutasseta, N., Oudjani, B., & Deliou, A. (2017). A new time-frequency method for identification and classification of ball bearing faults. Journal of Sound and

415 Systems Science & Control Engineering: An Open Access Journal
Vibration, 397(2017), 241–265. https://doi.org/10.1016/j.jsv.2017.02.041
Bandt, C., & Pompe, B. (2002). Permutation entropy: A natural complexity measure for time series. Physical Review Letters, 88(17), Article 174102. https://doi.org/10.1103/PhysRevLett.88.174102
Chen, W., Wang, Z., Xie, H., & Yu, W. (2007). Characterization of surface emg signal based on fuzzy entropy. IEEE Transactions on Neural Systems and Rehabilitation Engineering, 15(2), 266–272. https://doi.org/10.1109/TNSRE.2007.897025
Cheng, G., Chen, X., Li, H., Li, P., & Liu, H. (2016). Study on planetary gear fault diagnosis based on entropy feature fusion of ensemble empirical mode decomposition. Measurement, 91(2016), 140–154. https://doi.org/10.1016/j.measurement.2016.05.059
Cherkassky, V., & Ma, Y. (2004). Practical selection of SVM parameters and noise estimation for SVM regression. Neural Networks, 17(1), 113–126. https://doi.org/10.1016/S0893-6080(03)00169-2
Cortes, C., & Vapnik, V. (1995). Support-vector networks. Machine Learning, 20(3), 273–297. https://doi.org/10.1007/BF00914018
Feng, X., Wen, Y., & Zhen, J., et al. (2015). Characteristic analysis of acoustic vibrational signals of pipeline leakage. Audio Technique, 34(5), 413–418. https://doi.org/10.16300/j.cnki.1000-3630.2015.05.007
Gao, S., Li, T., & Zhang, Y. (2020). Rolling bearing fault diagnosis of PSO-LSSVM based on CEEMDentrophy fusion. Transactions of the Canadian Society for Mechanical Engineering, 44(3), 405âĂŞ418. https://doi.org/10.1139/tsme-2019-0114
Kerstin, B., Sven, H., Michael, B., & Thomas, V. (2012). Stochastic neighbor embedding (SNE) for dimension reduction and visualization using arbitrary divergences. Neurocomputing, 90(8), 23–45. https://doi.org/10.1016/j.neucom.2012.02.034.
Kirby, M., & Sirovich, L. (2002). Application of the Karhunen-Loeve procedure for the characterization of human faces. IEEE Transactions on Pattern Analysis and Machine Intelligence, 12(1), 103–108. https://doi.org/10.1109/34.41390
Li, Z., Wang, Y., & Li, D. (2012). Diagnosis system of light hydrocarbon leakage in pipeline transportation based on optical fiber. Petroleum and Chemical Equipment, 15(11), 52–55. https://doi.org/10.1155/2012/760757
Liu, B., Cao, Y., Zhang, H., Lin, Y., Sun, W., & Xu, B. (2015). Weak magnetic flux leakage: A possible method for studying pipeline defects located either inside or outside the structures. NDT & E International, 74(2015), 81–86. https://doi.org/10.1016/j.ndteint.2015.05.008
Lu, H., Iseley, T., Behbahani, S., & Fu, L. (2020). Leakage detection techniques for oil and gas pipelines: State-of-the-art. Tunnelling and Underground Space Technology, 98(2020), 103249. https://doi.org/10.1016/j.tust.2019.103249
Lu, J., Ma, W., Ye, D., & Jiang, C. (2018). Research on sound signal enhancement algorithm based on VMD. Journal of Mechanical Engineering, 54(10), 10–15. https://doi.org/10.3901/JME.2018.10.010
Lu, J., Qu, X., Wang, D., Yue, J., & Li, G. (2021). Signal filtering method of variational mode decomposition and Euclidean distance based on optimizing parameters of classification particle swarm optimization algorithm. Transactions of the Institute of Measurement and Control, 43(1), Article 014233122198900. https://doi.org/10.1177/0142331221989003
Lu, J., Yue, J., Jiang, C., Liang, H., & Zhu, L. (2019). Feature extraction based on variational mode decomposition and support vector machine for natural gas pipeline leakage. Transactions of the Institute of Measurement and Control, 42(4), 759–769. https://doi.org/10.1177/0142331219874161
Ni, L., Jiang, J., Pan, Y., & Wang, Z. (2014). Leak location of pipelines based on characteristic entropy. Journal of Loss Prevention in the Process Industries, 30(2014), 24–36. https://doi.org/10.1016/j.jlp.2014.04.004
Pang, B., Tang, G., Zhou, C., & Tian, T. (2018). Rotor fault diagnosis based on characteristic frequency band energy entropy and support vector machine. Entropy, 20(12), 932. https://doi.org/10.3390/e20120932.
Pincus, M. (1991). Approximate entropy as a measure of system complexity. Proceedings of the National Academy of Sciences of the United States of America, 88(6), 2297–2301. https://doi.org/10.1073/pnas.88.6.2297
Rostaghi, M., & Azami, H. (2016). Dispersion entropy: A measure for time-series analysis. IEEE Signal Processing Letters, 23(5), 610–614. https://doi.org/10.1109/LSP.2016.2542881
Sun, J., Xiao, Q., Wen, J., & Wang, F. (2014). Natural gas pipeline small leakage feature extraction and recognition based on LMD envelope spectrum entropy and svm. Measurement, 55(9), 434–443. https://doi.org/10.1016/j.measurement.2014.05.012
Sun, J., Xiao, Q., Wen, J., & Zhang, Y. (2016). Natural gas pipeline leak aperture identification and location based on local mean decomposition analysis. Measurement, 79(2016), 147–157. https://doi.org/10.1016/j.measurement.2015.10.015
Sun, L., Wang, J., & Zhao, L. (2010). Analysis on detectable leakage ratio of liquid pipeline by negative pressure wave method. Shiyou Xuebao/Acta Petrolei Sinica, 31(4), 654–658. https://doi.org/10.1016/S1876-3804(11)60008-6
Wan, S., Chen, L., Dou, L., & Zhou, J. (2018). Mechanical fault diagnosis of HVCBs based on multi-feature entropy fusion and hybrid classifier. Entropy, 20(11), 847. https://doi.org/10.3390/e20110847
Wang, C., Zhang, Y., Song, J., Liu, Q., & Dong, H. (2019). A novel optimized SVM algorithm based on PSO with saturation and mixed time-delays for classification of oil pipeline leak detection. Systems Science & Control Engineering, 7(1), 75–88. https://doi.org/10.1080/21642583.2019.1573386
Xu, B., Li, Y., Hao, F., Wang, J., & Jin, S. (2015). A location method using sensor arrays for continuous gas leakage in integrally stiffened plates based on the acoustic characteristics of the stiffener. Sensors, 15(9), 24644–24661. https://doi.org/10.3390/s150924644
Yang, D., Hou, N., Lu, J., & Ji, D. (2022). Novel leakage detection by ensemble 1DCNN-VAPSO-SVM in oil and gas pipeline systems. Applied Soft Computing, 115(2022), 108212. https://doi.org/10.1016/j.asoc.2021.108212.
Zhou, Y., Zhang, Y., Yang, D., Lu, J., Dong, H., & Li, G. (2020). Pipeline signal feature extraction with improved VMD and multi-feature fusion. Systems Science & Control Engineering, 8(1), 318–327. https://doi.org/10.1080/21642583.2020.1765218
Zhu, H., He, Z., Wei, J., Wang, J., & Zhou, H. (2021). Bearing fault feature extraction and fault diagnosis method based on feature fusion. Sensors, 21(7), 2524. https://doi.org/10.3390/s21072524.