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Abstract

For piezoelectric tensors, Olive (2014) proposed a minimal integrity basis of 495 hemitropic invariants, which is also a functional basis. In this article, we construct a new functional basis of hemitropic invariants of piezoelectric tensors, using the approach of Smith and Zheng. By eliminating invariants that are polynomials in other invariants, we obtain a new functional basis with 260 polynomially irreducible hemitropic invariants. Thus, the number of hemitropic invariants in the new functional basis is substantially smaller than the number of invariants in a minimal integrity basis.
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1 Introduction

In the early 1880s, Curie brothers [7, 8] discovered the piezoelectricity in certain crystalline materials with no centrosymmetry, which describes a conversion from mechanical energy into electricity or vice-versa [4, 9, 31]. The piezoelectric tensor arises form a linear electromechanical interaction and hence is a third order tensor with the last two indices symmetric in a three-dimensional physical space. Piezoelectric tensor is one of the most important tensors which has extensive applications in physics and engineering. For instance, it has been widely used in crystal study [9, 11, 13, 14, 31] and also been applied to production and detection of sound, generation of high voltages, electronic frequency generation, microbalances, and ultra fine focusing of optical assemblies [11].
The theory of representations for tensor functions is also of prime importance in the rational of material behaviors [2, 30, 24]. It was introduced to describe general consistent invariant forms of the nonlinear constitutive equations and to determine the number and the type of scalar variables involved. In the latter half of the twentieth century, representations in complete and irreducible forms of vectors, second order symmetric tensors and second order skew-symmetric tensors for both isotropic and hemitropic invariants in two- and three-dimensional physical spaces, were well established by Spencer [22], Wang [25, 26, 27], Smith [20], Boehler [11], Pennisi and Trovato [19] and simplified by Zheng [30]. In recent years, a series of breakthroughs for third and fourth order tensors have been achieved in this field [17, 16, 18, 5, 6, 12].

The piezoelectric tensor contains eighteen independent elements in a three-dimensional physical space, since the last two indices are symmetric. As a special case of piezoelectric tensors, the third order symmetric and traceless tensor has seven independent elements. Smith and Bao [21] gave a minimal integrity basis of 4 isotropic invariants for third order symmetric and traceless tensors. Chen, Hu, Qi and Zou [5] proved that the Smith–Bao minimal integrity basis is also a minimal functional basis of isotropic invariants of third order symmetric and traceless tensors. The third order symmetric tensor is another special piezoelectric tensor and it has ten independent elements. By the recent work of Olive and Auffray [17], a minimal integrity basis of third order symmetric tensors contains 13 isotropic invariants. Remarkably, Chen, Liu, Qi, Zheng and Zou [6] claimed that eleven out of thirteen isotropic invariants in the Olive–Auffray basis form a minimal functional basis of third order symmetric tensors. Liu, Ding, Qi and Zou [12] proposed a set of 10 isotropic invariants which forms a minimal integrity basis as well as a minimal functional basis of third order Hall tensors. In addition, Olive, Kolev and Auffray [18] presented a minimal integrity of 297 isotropic invariants for fourth order elasticity tensors.

In 2014, Olive [15] presented a minimal integrity basis of hemitropic invariants of the piezoelectric tensor, which consists of 495 hemitropic invariants. Is it possible to find a functional basis of hemitropic invariants of the piezoelectric tensor, which consists of polynomial invariants, such that the number of hemitropic invariants in that basis is substantially smaller than 495? We will give a positive answer to this question in this paper.

In this article, to obtain a functional basis of piezoelectric tensors, we apply a constructive method which was developed by Smith [20] and Zheng [29]. For a group of second order symmetric tensors, second order skew-symmetric tensors, and vectors, Smith [20] constructed a set of invariants of the tensor group, such that all tensors in the group could be determined from these invariants under a certain orthonormal basis. Zheng [28, 29] refined this method further. The constructive method provides several intermediate tensors with order one and two. Generally speaking, for recovering a higher order piezoelectric tensor, it is better to start from intermediate tensors than to begin with only zero order tensors. This is the motivation of our paper.

By the orthogonal irreducible decomposition [32] of tensors, the piezoelectric tensor is factorized into four parts: a third order symmetric and traceless tensor, a second order symmetric and traceless tensor, and two vectors. Since functional bases of second order tensors and vectors are well-studied, the third order symmetric and traceless tensor is the only undetermined tensor. By exploring contraction of indices of different tensors, we construct nine intermediate tensors: five
second order symmetric tensors and four vectors. Using the approach of Smith [20] and Zheng [29], we obtain a functional basis of 393 hemitropic invariants of these nine intermediate tensors. Next, starting from these nine intermediate tensors, we recover seven independent elements of the third order symmetric and traceless tensor under a proper orthonormal basis. This means that the functional basis of 393 hemitropic invariants of nine intermediate tensors is also a functional basis of hemitropic invariants of the piezoelectric tensor. Finally, by eliminating hemitropic invariants that are polynomials of other invariants in the functional basis, we obtain a polynomially irreducible functional basis of piezoelectric tensors which contains 260 hemitropic invariants.

This paper is organized as follows. In Section 2.1, we introduce some basic definitions of tensor spaces and the orthogonal irreducible decomposition of piezoelectric tensors. In Section 2.2, preliminary definitions of invariants and functional bases of second order tensors and vectors are presented. In Section 3, starting from a set of nine intermediate tensors related to a piezoelectric tensor, we prove that the piezoelectric tensor is determined by these intermediate tensors. For this reason, a functional basis of the piezoelectric tensor is equivalent to a functional basis of these intermediate tensors. In Section 4, we present a polynomially irreducible functional basis of 260 hemitropic invariants of piezoelectric tensors as a final result. Moreover, some special cases are considered to partially verify the correctness of our work. Finally, some concluding remarks are addressed in Section 5.

2 Preliminary

In this section, we introduce some basic definitions and related results on the theory of representations for tensor functions.

2.1 Decomposition of a piezoelectric tensor

We denote \( \text{Piez} \) as the linear space of piezoelectric tensors with order three in a three-dimensional physical space. Clearly, a piezoelectric tensor contains 18 independent elements:

\[
P_{111}, \ P_{122}, \ P_{133}, \ P_{123}, \ P_{113}, \ P_{112}, \\
P_{211}, \ P_{222}, \ P_{233}, \ P_{223}, \ P_{213}, \ P_{212}, \\
P_{311}, \ P_{322}, \ P_{333}, \ P_{323}, \ P_{313}, \ P_{312}.
\]

Let \( T_{ijk} \) and \( T_{(ijk)} \) be the real linear space of third order tensors and the real linear space of third order symmetric tensors in a three-dimensional physical space, respectively. Here, the notation \( (..) \) means invariance under all permutations of indices in parentheses. In this sense, we may denote \( \text{Piez} = T_{i(jk)} \).

Given a positive oriented orthonormal basis \( \{ \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \} \) of the three-dimensional physical space, a tensor \( T \in T_{ijk} \) could be represented as

\[
T = T_{ijk} \cdot \mathbf{e}_i \otimes \mathbf{e}_j \otimes \mathbf{e}_k,
\]

where \( T_{ijk} \) is a three-way array and \( \otimes \) stands for the tensor product. We call \( T_{ijk} \) the representing array of the tensor \( T \) and denote \( T = (T_{ijk}) \) for a given coordinate system.
Let $\text{SO}(3)$ be the rotation group in dimension three. Under an orthonormal basis, every rotation is described by an orthogonal 3-by-3 matrix $g$ with $\det(g) = 1$. An $\text{SO}(3)$-action on $T_{ijk}$ is denoted by $\ast$ and defined by

$$
\ast : \text{SO}(3) \times T_{ijk} \to T_{ijk}; \quad (g, T) \mapsto T' := g \ast T \text{ with } T'_{ijk} = g_{ir}g_{js}g_{kt}T_{rst}.
$$

A subspace $F \subseteq T_{ijk}$ is $\text{SO}(3)$-stable if for all $T \in F$, it holds that $g \ast T \in F \forall g \in \text{SO}(3)$.

Generally, an $\text{SO}(3)$-stable space may be decomposed into smaller $\text{SO}(3)$-stable subspaces. If a space contains no proper non-trivial $\text{SO}(3)$-stable subspace, we call it irreducible under the $\text{SO}(3)$-action.

Let $H^n$ be the space of $n$th order symmetric and traceless tensors. Here, traceless means that $T_{iji} = T_{iji} = T_{jii} = 0, \forall j$ provided $(T_{ijk}) \in T_{ijk}$. Since there is a classical isomorphism in the three-dimensional physical space between $H^n$ and $n$th-degree harmonic homogeneous polynomials, a symmetric and traceless tensor is also called a harmonic tensor. All scalars and vectors are naturally harmonic. It is a classical statement that $H^n$ is irreducible under $\text{SO}(3)$-actions [17]. Since $\text{Piez} \supset T_{(ijk)} \supset H^3$, Piez is not irreducible.

Now, we factorize the space of piezoelectric tensors $\text{Piez}$ into four irreducible subspaces [32]:

$$
\text{Piez} \to H^3 \oplus H^1 \oplus H^2 \oplus H^1.
$$

Using the approach given in [22], we split a piezoelectric tensor $P$ into four parts $(A, u, D, v)$. The process is illustrated as follows

where $S$ is a third order symmetric tensor with traces, $N$ is a second order traceless tensor but it is asymmetric.

Let us see more details. We denote $\varepsilon_{ijk}$ the Levi-Civita symbol and $\delta_{ij}$ the Kronecker delta:

$$
\varepsilon_{ijk} =
\begin{cases} 
1 & \text{if } (i, j, k) \in \{(1, 2, 3), (2, 3, 1), (3, 1, 2)\}, \\
-1 & \text{if } (i, j, k) \in \{(1, 3, 2), (2, 1, 3), (3, 2, 1)\}, \\
0 & \text{otherwise},
\end{cases}
\quad \text{and} \quad
\delta_{ij} =
\begin{cases} 
1 & \text{if } i = j, \\
0 & \text{otherwise}.
\end{cases}
$$

For a given piezoelectric tensor $P = (P_{ijk})$, we first compute a second order traceless tensor $N = (N_{ij})$ and a third order symmetric tensor $S = (S_{ijk})$ by

$$
N_{ij} = \varepsilon_{k\ell j}P_{\ell ki} \quad \text{and} \quad S_{ijk} = P_{ijk} - \frac{1}{3}(\varepsilon_{j\ell i}N_{\ell k} + \varepsilon_{k\ell i}N_{\ell j}),
$$
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respectively. Second, from the second order traceless tensor \( N = (N_{ij}) \), we calculate a vector \( v = (v_k) \) and a second order symmetric and traceless tensor \( D = (D_{ij}) \), where

\[
v_k = \varepsilon_{ijk}N_{ij} \quad \text{and} \quad D_{ij} = N_{ij} - \frac{1}{2}\varepsilon_{ijk}v_k.
\]

Finally, by the harmonic decomposition of the third order symmetric tensor \( S = (S_{ijk}) \), we obtain a vector \( u = (u_k) \) and a third order symmetric and traceless tensor \( A = (A_{ijk}) \) via

\[
u_k = S_{iik} \quad \text{and} \quad A_{ijk} = S_{ijk} - \frac{1}{5}(u_i\delta_{jk} + u_j\delta_{ik} + u_k\delta_{ij}).
\]

Next, we address existing results on hemitropic invariants of lower order tensors.

### 2.2 A functional basis of hemitropic invariants of second-order symmetric tensors and vectors

Before we start, we give some preliminary definitions. If for all \( T \in \mathbb{T}_{ijk} \), a scalar-valued function \( I(\cdot) \) satisfies

\[I(T) = I(g^*T) \quad \forall g \in \text{SO}(3),\]

we call \( I \) a hemitropic invariant of \( \mathbb{T}_{ijk} \). When we restrict scalar-valued functions in homogeneous polynomials, the algebra of invariant polynomials on \( \mathbb{T}_{ijk} \) is finitely generated, according to invariant theory [10].

**Definition 2.1.** Let \( \{I_1, I_2, \ldots, I_r\} \) be a finite set of hemitropic invariants of \( \mathbb{T}_{ijk} \) that are all homogeneous polynomials. If all hemitropic invariant polynomials of \( \mathbb{T}_{ijk} \) are polynomials in \( I_1, I_2, \ldots, I_r \), we call the set \( \{I_1, I_2, \ldots, I_r\} \) an integrity basis of \( \mathbb{T}_{ijk} \). An integrity basis is minimal if none of its proper subset is an integrity basis.

If we relax invariants from polynomials to scalar-valued functions, we get the functional basis.

**Definition 2.2.** A finite set of hemitropic invariants \( \{I_1, I_2, \ldots, I_r\} \) of \( \mathbb{T}_{ijk} \) is called a functional basis of \( \mathbb{T}_{ijk} \) if

\[I_i(T_1) = I_i(T_2) \quad \forall i = 1, \ldots, r\]

imply \( T_1 = g^*T_2 \) for some \( g \in \text{SO}(3) \). A functional basis is minimal if none of its proper subset is a functional basis.

For a given tensor \( T \), a set of tensors

\[\text{SO}(3) * T = \{g * T : g \in \text{SO}(3)\}\]

is called the \( \text{SO}(3) \)-orbit of \( T \). Clearly, the functional basis has the property of separating \( \text{SO}(3) \)-orbits [18]. Since integrity bases are also functional bases [3], both integrity bases and functional bases could separate orbits. In a geometric viewpoint, a piezoelectric material is a point in the orbit space \( \text{Piez}/\text{SO}(3) \).

Once a typical tensor \( T_1 \) in the \( \text{SO}(3) \)-orbit \( (\text{SO}(3) * T_1) \) is determined by the set of hemitropic invariants \( \{I_1, I_2, \ldots, I_r\} \), we compute any hemitropic invariant of tensor in \( (\text{SO}(3) * T_1) \) from \( T_1 \)
directly, which is clearly a scalar-valued function in $I_1, I_2, \ldots, I_r$. Thus, the set \(\{I_1, I_2, \ldots, I_r\}\) is named a functional basis of a tensor space.

Smith [20] proposed a constructive approach for determining a functional basis of second-order symmetric tensors \(A_1, \ldots, A_M\), second order skew-symmetric tensors \(W_1, \ldots, W_N\), and first order vectors \(v_1, \ldots, v_p\) in a common coordinate system. Whereafter, Boehler [1] refined Smith’s functional basis. Pennisi and Trovato [19] proved that the refined functional basis is minimal. A summarize work was due to Zheng [30].

Let \(\{e_1, e_2, e_3\}\) be a positive oriented orthonormal basis. The Levi-Civita tensor \(\varepsilon = \varepsilon_{ijk} e_i \otimes e_j \otimes e_k\) is a constant tensor under the SO(3)-action. Hence, there is a one-to-one correspondence between skew-symmetric tensors \(W = (W_{ij})\) and its axial vectors \(v = (v_i)\) [29]:

\[
W = -\varepsilon v \quad \text{and} \quad v = -\frac{1}{2} \varepsilon[W],
\]

where \(\varepsilon v := \varepsilon_{ijk} v_k e_i \otimes e_j\) and \(\varepsilon[W] := \varepsilon_{ijk} W_{jk} e_i\). Here, we only consider the functional basis of second-order symmetric tensors \(A_1, \ldots, A_M\) and vectors \(v_1, \ldots, v_p\), which contains the following hemitropic invariants [29, 30]:

\[
\begin{align*}
\{ & v_\alpha \cdot v_\alpha, \ v_\alpha \cdot v_\beta, \ [v_\alpha, v_\beta, v_\gamma], \\
& \text{tr} A_\mu, \ \text{tr} A_\mu^2, \ \text{tr} A_\mu^3, \ \text{tr} A_\mu A_\nu, \ \text{tr} A_\mu A_\nu^2, \ \text{tr} A_\mu A_\nu A_\sigma, \\
& v_\alpha \cdot A_\mu v_\alpha, \ v_\alpha \cdot A_\mu^2 v_\alpha, \ [v_\alpha, A_\mu v_\alpha, A_\mu^2 v_\alpha], \\
& v_\alpha \cdot \varepsilon[A_\mu A_\nu], \ v_\alpha \cdot [v_\alpha, A_\mu A_\nu], \ v_\alpha \cdot [v_\alpha, A_\mu A_\nu^2], \ [v_\alpha, A_\mu v_\alpha, A_\mu A_\nu v_\alpha], \\
& v_\alpha \cdot A_\mu v_\beta, \ [v_\alpha, v_\beta, A_\mu v_\alpha], \ [v_\alpha, v_\beta, A_\mu A_\nu v_\alpha] \} \ 
\end{align*}
\]

(2)

where \(\alpha, \beta, \gamma \in \{1, 2, \ldots, P\}\) with \(\alpha < \beta < \gamma\), \(\mu, \nu, \sigma \in \{1, 2, \ldots, M\}\) with \(\mu < \nu < \sigma\), and \([u, v, w] = v \cdot (\varepsilon u) w\) is the scalar triple product.

### 3 Recovery of a piezoelectric tensor

According to the decomposition of piezoelectric tensors [11], we know

\[
P_{ijk} = A_{ijk} + \frac{1}{3}(\varepsilon_{jkl} D_{lj} + \varepsilon_{ilk} D_{lk}) + \frac{1}{5}(\delta_{ij} u_k + \delta_{ik} u_j + \delta_{jk} u_i) + \frac{1}{6}(\varepsilon_{ijl} \varepsilon_{km} v_m + \varepsilon_{ilk} \varepsilon_{ljm} v_m),
\]

(3)

where \(A = (A_{ijk}) \in \mathbb{H}^3\), \(D = (D_{ij}) \in \mathbb{H}^2\), and \(u = (u_i), v = (v_i) \in \mathbb{H}^1\). For convenience, we define some tensors:

\[
\begin{align*}
B & := A_{ikl} A_{jkl} e_i \otimes e_j, \quad c := A_{ijk} B_{jk} e_i, \quad F := A_{ijk} u_k e_i \otimes e_j, \quad G := A_{ijk} v_k e_i \otimes e_j, \\
E & := A_{ikl} \varepsilon_{jml} D_{km} e_i \otimes e_j, \quad w := -\frac{1}{2} \varepsilon[E], \quad H := E + \varepsilon w,
\end{align*}
\]

where \(B = (B_{ij})\) is a second order symmetric tensor, \(F = (F_{ij})\) and \(G = (G_{ij})\) are second order symmetric and traceless tensors, \(E = (E_{ij})\) is a second order traceless and asymmetric tensor, which is a sum of a symmetric and traceless tensor \(H\) and a skew-symmetric tensor \((-\varepsilon w)\), and \(c = (c_i)\) and \(w\) are vectors. Clearly, \(E\) is equivalent to \(H\) and \(w\).
The outline of the process for constructing a functional basis of piezoelectric tensors is as follows. Using the approach of Smith [20] and Zheng [29], we estimate a group of nine intermediate tensors
\[ c, u, v, w, B, D, F, G, \text{ and } H \] (4)
from a set of hemitropic invariants (which will be addressed in Section 4) under a certain positive oriented orthonormal basis. In a certain SO(3)-orbit, there are infinitely many group of tensors which are equivalent, so we only need to determine any one of them, i.e., a typical group of tensors is servable for identifying the SO(3)-orbit. The key point is to deal with a group of tensors under a common positive oriented orthonormal basis. We may further rotate tensors in the group (4) simultaneously to recover the third order symmetric and traceless tensor \( A \). Once \( D, u, v, \text{ and } A \) are determined in a common positive oriented orthonormal basis, the piezoelectric tensor \( P \) is computed from (3) straightforwardly and hence the set of hemitropic invariants is a functional basis of piezoelectric tensors.

In the remainder of this section, we focus on the recovery of the only undetermined tensor \( A = (A_{ijk}) \) provided that tensors in the group (4) are known under a proper positive oriented orthonormal basis.

Smith’s method is our fundamental tool for recovering a piezoelectric tensor from a set of hemitropic invariants, i.e., its functional basis. A valuable tool in Smith’s method is the composition of rotations such that multiple tensors have better structure. For example, we consider two nonzero vectors \( u \) and \( v \) that are not collinear. At the first step, we may rotate the coordinate system such that the direction of 1-axis is along with the vector \( u \). Hence, we have \( u = u_1e_1 \) where \( u_1 = \sqrt{u \cdot u} \). Second, since 2- and 3- components of \( u \) are all zeros, we could fix 1-axis and further rotate 2- and 3-axes of the coordinate system such that \( v = v_1e_1 + v_2e_2 \) with \( v_2 > 0 \), while keeping \( u = u_1e_1 \). It is well-known that the composition of two rotations is still a rotation. In a word, we say that, under a proper positive oriented orthonormal basis \( \{e_1, e_2, e_3\} \), two vectors \( u \) and \( v \) could be represented as
\[ u = u_1e_1 \quad \text{and} \quad v = v_1e_1 + v_2e_2, \]
respectively. If \( u \) and \( v \) are not collinear, we can further obtain \( u_1 > 0 \) and \( v_2 > 0 \).

Furthermore, we define \( g(\theta) \) as a rotation in the 2-3 plane with a representing array
\[
(g(\theta))_{ij} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & -\sin \theta \\ 0 & \sin \theta & \cos \theta \end{pmatrix}.
\]
As mentioned earlier, we have \( g(\theta) * e_1 = e_1 \) for all \( \theta \) and hence \( g(\theta) * (e_1 \otimes e_1) = e_1 \otimes e_1 \). By linear algebra, the second order symmetric and traceless tensor
\[
d_0 = -2e_1 \otimes e_1 + e_2 \otimes e_2 + e_3 \otimes e_3 \]
(5)
satisfies \( g(\theta) * d_0 = d_0 \) for all \( \theta \). The skew-symmetric tensor \( (e_2 \otimes e_3 - e_3 \otimes e_2) \) also satisfies \( g(\theta) * (e_2 \otimes e_3 - e_3 \otimes e_2) = e_2 \otimes e_3 - e_3 \otimes e_2 \) for all \( \theta \).
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Now, we consider third order symmetric and traceless tensors
\[
d_1(\alpha, \beta, \gamma) = \gamma(-2e_1 \otimes e_1 \otimes e_1 + e_1 \otimes e_2 \otimes e_2 + e_2 \otimes e_1 \otimes e_2 + e_2 \otimes e_2 \otimes e_1 \\
+ e_1 \otimes e_3 \otimes e_3 + e_3 \otimes e_1 \otimes e_3 + e_3 \otimes e_3 \otimes e_1) \\
+ \alpha(e_2 \otimes e_2 \otimes e_2 - e_2 \otimes e_3 \otimes e_3 - e_3 \otimes e_2 \otimes e_3 - e_3 \otimes e_3 \otimes e_2) \\
+ \beta(e_2 \otimes e_2 \otimes e_3 + e_2 \otimes e_3 \otimes e_2 + e_3 \otimes e_2 \otimes e_2 - e_3 \otimes e_3 \otimes e_3).
\]
(6)

By calculations, it yields that
\[
g(\theta) \ast d_1(\alpha, \beta, \gamma) = d_1(\tilde{\alpha}, \tilde{\beta}, \gamma) \quad \text{and} \quad \alpha^2 + \beta^2 = \tilde{\alpha}^2 + \tilde{\beta}^2,
\]
(7)
where \(\tilde{\alpha} = \alpha \cos 3\theta - \beta \sin 3\theta\) and \(\tilde{\beta} = \alpha \sin 3\theta + \beta \cos 3\theta\). Clearly, we have \(g(\theta) \ast d_1(0, 0, \gamma) = d_1(0, 0, \gamma)\) for all \(\theta\) and \(\gamma\). We note that patterns \(e_1, e_1 \otimes e_1, e_2 \otimes e_3 - e_3 \otimes e_2, d_0,\) and \(d_1\) are useful for the following analysis on recovering the tensor \(A\).

The third order symmetric and traceless tensor \(A\) has a representing array \(A_{ijk}\):
\[
\begin{pmatrix}
A_{111} & A_{112} & A_{113} \\
A_{121} & A_{122} & A_{123} \\
A_{131} & A_{132} & A_{133}
\end{pmatrix}
= \begin{pmatrix}
A_{111} & A_{122} & -A_{112} \\
A_{122} & A_{222} & -A_{123} \\
-A_{111} & -A_{122} & -A_{112}
\end{pmatrix},
\]
which has seven independent elements \(A_{111}, A_{122}, A_{123}, A_{112}, A_{222}, A_{113}, A_{223}\), and \(A_{123}\). To determine these elements, we consider the following cases. Before we start, we give two propositions.

**Proposition 3.1.** If \(I_2 := \text{tr}B = 0\) or \(I_4 := \text{tr}B^2 = 0\), \(A_{ijk}\) is a zero tensor.

**Proof.** It is straightforward to see that \(A_{ijk} = 0\) for all \(i, j,\) and \(k\) if \(I_2 = A_{ijk}A_{ijk} = 0\). On the other hand, if \(I_4 = B_{ij}B_{ij} = 0\), we have \(B_{ij} = 0\) for all \(i\) and \(j\). Thus, \(B_{ii} = I_2 = 0\) and hence \(A_{ijk} = 0\) for all \(i, j,\) and \(k\).

**Proposition 3.2.** Let \(\gamma, \zeta,\) and \(\Delta \geq 0\) be constants and let \(\alpha\) and \(\beta\) be two undetermined parameters. Suppose vectors \(u,\) and \(v\) are parallel to \(e_1, D = \zeta d_0\) and \(A = d_1(\alpha, \beta, \gamma)\) with \(\alpha^2 + \beta^2 = \Delta\), under a positive oriented orthonormal basis \(\{e_1, e_2, e_3\}\). Then, for all \(\alpha\) and \(\beta\) satisfying \(\alpha^2 + \beta^2 = \Delta\), tensor groups \((A = d_1(\alpha, \beta, \gamma), D, u, v)\) are in the same \(\text{SO}(3)\)-orbit with a typical group \((d_1(\sqrt{\Delta}, 0, \gamma), D, u, v)\).

**Proof.** Denote \(u = u_1e_1\) and \(v = v_1e_1\). By direct computations, we have
\[
\begin{align*}
B &= 2(\gamma^2 + \Delta)d_0 + (10\gamma^2 + 4\Delta)e_1 \otimes e_1, \\
E &= -3\gamma\zeta(e_2 \otimes e_3 - e_3 \otimes e_2), \\
F &= u_1\gamma d_0, \\
G &= v_1\gamma d_0, \\
c &= 4\gamma(\Delta - 2\gamma^2)e_1.
\end{align*}
\]
Clearly, when we fix 1-axis and rotate 2- and 3-axes of the positive oriented orthonormal basis \(\{e_1, e_2, e_3\}\), tensors \(B, D, E, F, G, c, u, v\) are invariant. For the tensor \(A\), on one hand, under these rotation in the 2-3 plane, the rotated tensor \(\tilde{A}\) could also be represented by the pattern
\[
\tilde{A} = d_1(\tilde{\alpha}, \tilde{\beta}, \gamma),
\]

where
\[ \tilde{\alpha}^2 + \tilde{\beta}^2 = \Delta. \] (8)

On the other hand, all possible tensors \( d_1(\tilde{\alpha}, \tilde{\beta}, \gamma) \) satisfying (8) are located in the same \( \text{SO}(3) \)-orbit and hence are equivalence. In this sense, the \( \text{SO}(3) \)-orbit of tensor \( A \) is determined. For simplicity, we set \( A = d_1(\sqrt{\Delta}, 0, \gamma) \) in a typical tensor group.

If \( \text{tr}B = 0 \), we have \( A = 0 \) by Proposition 3.1. It is straightforward to construct the piezoelectric tensor from (3). In the following analysis, we suppose \( A \neq 0 \).

**Case I: Vectors \( c, u, \) and \( v \) are not collinear.** At the beginning, we introduce a tensor
\[
K := A_{ijk}c_k e_i \otimes e_j = \left( 2B_{ij}B_{ij} - I_2 B_{ij} - \frac{2I_4 - I^2}{3} \delta_{ij} \right) e_i \otimes e_j,
\] (9)

where \( I_2 = \text{tr}B \) and \( I_4 = \text{tr}B^2 \) are defined in Proposition 3.1 and the last equality is verified directly by computation. Clearly, \( K = (K_{ij}) \) is completely determined by \( B \). Next, we use equations \( A_{ijk}c_k = K_{ij} \) and \( A_{ijk}u_k = F_{ij} \), and \( A_{ijk}v_k = G_{ij} \) for recovering elements of \( A_{ijk} \).

Without loss of generality, we assume that two nonzero vectors \( c \) and \( u \) are not collinear. By choosing a positive oriented orthonormal basis \( \{e_1, e_2, e_3\} \), we have
\[ c = c_1 e_1 \quad \text{and} \quad u = u_1 e_1 + u_2 e_2, \]

where \( c_1 = \sqrt{c \cdot c} > 0 \) and \( u_2 > 0 \). Recalling equations \( A_{ijk}c_k = K_{ij} \) and \( A_{ijk}u_k = F_{ij} \), we have
\[
\begin{align*}
A_{111} &= \frac{1}{c_1} K_{11}, \\
A_{112} &= \frac{1}{c_1} K_{12}, \\
A_{113} &= \frac{1}{c_1} K_{13}, \\
A_{122} &= \frac{1}{c_1} K_{22}, \\
A_{123} &= \frac{1}{c_1} K_{23}, \\
A_{222} &= \frac{1}{u_2} (F_{22} - A_{122}u_1), \\
A_{223} &= \frac{1}{u_2} (F_{23} - A_{123}u_1).
\end{align*}
\]

All elements of \( A_{ijk} \) are known and hence the third order symmetric and traceless tensor \( A \) is determined under the basis \( \{e_1, e_2, e_3\} \).

By a similar discussion, when \( c \) and \( v \) (resp. \( u \) and \( v \)) are not collinear, we use \( A_{ijk}c_k = K_{ij} \) and \( A_{ijk}v_k = G_{ij} \) (resp. \( A_{ijk}u_k = F_{ij} \) and \( A_{ijk}v_k = G_{ij} \)) to determine \( A \).

In the remainder two cases II and III, we suppose that vectors \( u, v, \) and \( c \) are collinear.

**Case II: \( D = 0 \).**
Case II.1: Vectors $u$, $v$, and $c$ are not all zero vectors. Since $u$, $v$, and $c$ are collinear, we choose a proper positive oriented orthonormal basis $\{e_1, e_2, e_3\}$ such that $u = u_1 e_1$, $v = v_1 e_1$, $c = c_1 e_1$ and the representing array of $B$ has the form

\[
B_{ij} = \begin{pmatrix}
B_{11} & B_{12} & B_{13} \\
B_{12} & B_{22} & 0 \\
B_{13} & 0 & B_{33}
\end{pmatrix}.
\]

If $u \neq 0$, we solve $A_{ijk} u_k = F_{ij}$ and obtain five elements of $A_{ijk}$:

\[
\begin{align*}
A_{111} &= \frac{1}{u_1} F_{11}, \\
A_{112} &= \frac{1}{u_1} F_{12}, \\
A_{113} &= \frac{1}{u_1} F_{13}, \\
A_{122} &= \frac{1}{u_1} F_{22}, \\
A_{123} &= \frac{1}{u_1} F_{23}.
\end{align*}
\]

In a similar way, we compute $A_{112}, A_{113}, A_{122},$ and $A_{123}$ from $A_{ijk} v_k = G_{ij}$ and $A_{ijk} c_k = K_{ij}$ if $v \neq 0$ and $c \neq 0$, respectively.

Case II.1.1: $B_{22} \neq B_{33}$. From $A_{ijk} B_{jk} = c_i = 0$ for $i \in \{2, 3\}$, we have

\[
\begin{align*}
(B_{22} - B_{33}) A_{222} &= -A_{112} (B_{11} - B_{33}) - 2A_{122} B_{12} - 2A_{123} B_{13}, \\
(B_{22} - B_{33}) A_{223} &= -A_{113} (B_{11} - B_{33}) - 2A_{123} B_{12} + 2 (A_{111} + A_{122}) B_{13}.
\end{align*}
\]

Hence, we get $A_{222}$ and $A_{223}$ immediately.

Case II.1.2: $B_{22} = B_{33}$. Since $A_{ik} A_{jk} = B_{ij}$, combining $B_{23} = 0$ and $B_{22} - B_{33} = 0$, we establish a linear system

\[
\begin{align*}
A_{113} A_{222} - A_{112} A_{223} &= 2A_{111} A_{123} - 2A_{112} A_{113}, \\
A_{112} A_{222} + A_{113} A_{223} &= -A_{111}^2 - 2A_{111} A_{122} - A_{113}^2.
\end{align*}
\]

The determinant of this linear system is obviously $A_{112}^2 + A_{113}^2 \geq 0$.

Case II.1.2.1: $A_{112} \neq 0$ or $A_{113} \neq 0$. Clearly, we solve $A_{222}$ and $A_{223}$ from the system (10) straightforwardly.

Case II.1.2.2: $A_{112} = A_{113} = 0$. The linear system (10) reduces to

\[
\begin{align*}
2A_{111} A_{123} &= 0, \\
A_{111} (A_{111} + 2A_{122}) &= 0.
\end{align*}
\]

Case II.1.2.2.1: If $A_{111} \neq 0$. From the system (11), we have

\[
A_{123} = 0 \quad \text{and} \quad A_{111} = -2A_{122}.
\]
By examining the equation $A_{2jk}A_{2jk} = B_{22}$, we find

$$A_{222}^2 + A_{223}^2 = \frac{1}{2}B_{22} - A_{122}^2. \quad (12)$$

Owing to $A_{112} = A_{113} = A_{123} = 0$ and $A_{111} = -2A_{122}$, the tensor $A$ satisfies the pattern $A = d_1(A_{222}, A_{223}, A_{122})$. Furthermore, $A = d_1(A_{222}, A_{223}, A_{122})$ with $d = 0$, $u = u_1e_1$, and $v = v_1e_1$ satisfy assumptions of Proposition 3.2. Hence, for simplicity, we set

$$A_{222} = \sqrt{\frac{1}{2}B_{22} - A_{122}^2} \quad \text{and} \quad A_{223} = 0.$$  

Case II.1.2.2: $A_{111} = 0$. Equations $A_{i\ell\ell}A_{j\ell\ell} = B_{ij}$ reduce to

$$\begin{cases} A_{122}^2 + A_{123}^2 = \frac{1}{2}B_{11}, \\ A_{222}^2 + A_{223}^2 = \frac{1}{2}(B_{22} - B_{11}), \\ A_{223}A_{122} - A_{222}A_{123} = \frac{1}{2}B_{13}, \\ A_{222}A_{122} + A_{223}A_{123} = \frac{1}{2}B_{12}. \end{cases} \quad (13)$$

We claim that $B_{12} = B_{13} = 0$. Otherwise, we assume $B_{12}^2 + B_{13}^2 > 0$ for contradiction. Since $A_{111} = A_{112} = A_{113} = 0$ and $B_{22} = B_{23}$, equations $A_{ijk}B_{jk} = c_i$ for $i \in \{2, 3\}$ are indeed

$$\begin{cases} 2B_{12}A_{122} + 2B_{13}A_{123} = 0, \\ -2B_{13}A_{122} + 2B_{12}A_{123} = 0. \end{cases}$$

Clearly, the determinant of this linear system is positive. Hence $A_{122} = A_{123} = 0$, which contradicts the last two equations in (13).

Clearly, when $B_{11} = B_{22}$, we get $A_{222} = A_{223} = 0$ by solving the second equation in (13).

Then, we consider the case $B_{11} \neq B_{22}$. By the second equation in (13), we have $A_{222}^2 + A_{223}^2 > 0$, which is the determinant of the last two linear equations in (13). Since $B_{13} = B_{12} = 0$, we get $A_{122} = A_{123} = 0$. By now, we know $A_{111} = A_{112} = A_{113} = A_{122} = A_{123} = 0$ and hence $A = d_1(A_{222}, A_{223}, 0)$. Furthermore, $B_{11} = 0$, $B_{22} > 0$, and

$$A_{222}^2 + A_{223}^2 = \frac{1}{2}B_{22}. \quad (14)$$

Clearly, $A = d_1(A_{222}, A_{223}, 0)$ with $d = 0$, $u = u_1e_1$, and $v = v_1e_1$ satisfy assumptions of Proposition 3.2. Hence, for convenience, we set

$$A_{222} = \sqrt{\frac{1}{2}B_{22}} \quad \text{and} \quad A_{223} = 0.$$  

Case II.2: $u = v = c = 0$. Hence, tensors $D, E, F, G, K$ are zeros. From (9), we get

$$K_{ij} = 2B_{i\ell}B_{\ell j} - I_2B_{ij} - \frac{2I_4 - I_2^2}{3}\delta_{ij} = 0 \quad \forall i, j.$$
We now choose a proper positive oriented orthonormal basis \{e_1, e_2, e_3\} such that the representing matrix of \( B \) is diagonal. Clearly, the above equations with \( i \neq j \) are trivial. Then, we consider the above equation with \( i = j \) and obtain

\[
2B_{ii}^2 - I_2B_{ii} - \frac{2I_4 - I_2^3}{3} = 0 \quad \forall i = 1, 2, 3,
\]

where the repeated subscript \( i \) with underline is not summarized. Hence, we claim that three diagonal elements \( B_{11}, B_{22}, \) and \( B_{33} \) are all roots of a quadratic equation

\[
2x^2 - I_2x - \frac{2I_4 - I_2^3}{3} = 0. \tag{15}
\]

Hence, at least two diagonal elements of \( B_{ij} \) are equivalent. Thus, we assume

\[
B = B_{11}e_1 \otimes e_1 + B_{22}(e_2 \otimes e_2 + e_3 \otimes e_3).
\]

**Case II.2.1:** \( B_{11} \neq B_{22} \). By \( A_{ijk}B_{jk} = c_i = 0 \) that are

\[
\begin{align*}
(B_{11} - B_{22})A_{111} &= 0, \\
(B_{11} - B_{22})A_{112} &= 0, \\
(B_{11} - B_{22})A_{113} &= 0,
\end{align*}
\]

we immediately have \( A_{111} = A_{112} = A_{113} = 0 \). Equations \( A_{ijk}A_{jk\ell} = B_{ij} \) reduce to

\[
\begin{align*}
A_{122}^2 + A_{123}^2 &= \frac{1}{2}B_{11}, \\
A_{222}^2 + A_{223}^2 &= \frac{1}{2}(B_{22} - B_{11}), \\
A_{223}A_{122} - A_{222}A_{123} &= 0, \\
A_{222}A_{122} + A_{223}A_{123} &= 0.
\end{align*}
\]

Since \( B_{11} \neq B_{22} \), the determinant \( A_{222}^2 + A_{223}^2 \) of the last two linear equations are nonzero. Hence, we have

\[
A_{122} = A_{123} = 0,
\]

\[
B_{11} = 0 \quad \text{and} \quad B_{22} > 0.
\]

Hence, \( A = d_1(A_{222}, A_{223}, 0) \) with \( A_{222}^2 + A_{223}^2 = \frac{1}{2}B_{22}, D = 0, u = 0, \) and \( v = 0 \) satisfy assumptions of Proposition 5.2. Hence, for convenience, we set

\[
A_{222} = \sqrt{\frac{1}{2}B_{22}} \quad \text{and} \quad A_{223} = 0.
\]

**Case II.2.2:** \( B_{11} = B_{22} = 0 \) and hence \( B_{ij} = B_{11}\delta_{ij} \). We could choose the positive oriented orthonormal basis \{e_1, e_2, e_3\} freely. Let \( e_1 \) be the maximizer of \( f(x) = A_{ijk}x_ix_jx_k \) on the unit sphere \( \{(x_1, x_2, x_3) : x_1^2 + x_2^2 + x_3^2 = 1\} \) and let \( e_2 \) be the maximizer of \( f(x) = A_{ijk}x_ix_jx_k \) in the circle \( \{(0, x_2, x_3) : x_2^2 + x_3^2 = 1\} \). By KKT condition and some calculations, we have

\[
A_{112} = A_{113} = A_{223} = 0, \quad \text{and} \quad A_{111} \geq A_{222} \geq 0.
\]

We suppose \( A_{111} > 0 \); Otherwise \( A_{ijk} \) is a zero array. By the equation \( A_{2jk}A_{3jk} = B_{23} \), we immediately have

\[
A_{123} = 0.
\]
Equation $A_{1jk}A_{2jk} = B_{12}$ reduces to $A_{222}(A_{111} + 2A_{122}) = 0$.

(a) Assume $A_{222} = 0$. Equations $A_{i\ell}A_{j\ell} = B_{ij}$ with $i = j$ reduce to

$$A_{111}^2 + A_{111}A_{122} + A_{122}^2 = A_{122}^2 = A_{111}^2 + 2A_{111}A_{122} + A_{122}^2 = \frac{1}{2}B_{11}.$$  

By subtraction, we have $A_{111}A_{122} = 0$ and hence $A_{111}^2 = 0$, which contradicts the assumption $A_{111} > 0$.

(b) Hence, $A_{122} = -\frac{1}{2}A_{111}$. Equations $A_{i\ell}A_{j\ell} = B_{ij}$ with $i = j = 1, 2$ reduce to

$$\frac{3}{4}A_{111}^2 = \frac{1}{4}A_{111}^2 + A_{222}^2 = \frac{1}{2}B_{11}.$$  

Hence, by $A_{111} \geq A_{222} \geq 0$, we get

$$A_{111} = \sqrt{\frac{2B_{11}}{3}}, \quad A_{222} = \sqrt{\frac{B_{11}}{3}}, \quad \text{and} \quad A_{122} = -\sqrt{\frac{B_{11}}{6}}.$$  

**Remark.** We can process Case II.2 by introducing the characteristic polynomial of $B$. Because $B_{ij}$ is a diagonal matrix, its diagonal elements are all eigenvalues of $B$. Thus, we consider the characteristic polynomial of $B$ which is a cubic function. Applying the Cayley-Hamilton theorem for a 3-by-3 tensor $B$, we get

$$B^3 - (\text{tr}B)B^2 + \frac{1}{2}((\text{tr}B)^2 - \text{tr}B^2)B - \det(B)I = 0,$$

where $I = \delta_{ij}e_i \otimes e_j$ is an identity tensor. By taking the trace operation, it yields that

$$\det(B) = \frac{1}{6}((\text{tr}B)^3 - 3\text{tr}B^2\text{tr}B + 2\text{tr}B^3).$$

Recalling $B_{ij} = A_{i\ell}A_{j\ell}$ and $c_i = A_{ijk}B_{jk} = 0$, we have

$$\text{tr}B^3 = -\frac{1}{6}((\text{tr}B)^3 - 3\text{tr}B^2\text{tr}B - 3c \cdot c) = -\frac{1}{6}((\text{tr}B)^3 - 5\text{tr}B^2\text{tr}B).$$

Hence, combining the above three equations, we obtain

$$B^3 - (\text{tr}B)B^2 + \frac{1}{2}((\text{tr}B)^2 - \text{tr}B^2)B - \frac{1}{9}((\text{tr}B)^3 - 2\text{tr}B^2\text{tr}B)I = 0,$$

that is,

$$B^3 - I_2B^2 + \frac{I_2^2 - I_4}{2}B - \frac{I_2^3 - 2I_4I_2}{9}I = 0.$$  

When the representing matrix of $B$ is diagonal, its diagonal elements must satisfy a cubic equation

$$x^3 - I_2x^2 + \frac{I_2^2 - I_4}{2}x - \frac{I_2^3 - 2I_4I_2}{9} = 0.$$  

Clearly, this is the characteristic polynomial of $B$. Moreover, there is no factor decomposition in the cubic function in (16).

We know that three diagonal elements $B_{111}, B_{222}, B_{333}$ of the diagonal matrix $B_{ij}$ satisfy equations (15) and (16) simultaneously, i.e.,

$$\begin{cases} 2x^2 - I_2x - \frac{2I_4 - I_2^2}{3} = 0, \\ x^3 - I_2x^2 + \frac{I_2^2 - I_4}{2}x - \frac{I_2^3 - 2I_4I_2}{9} = 0. \end{cases}$$
That is to say, the above system has common roots. By the resultant theory in Algebra, this system of two polynomials has a common root if and only if its resultant vanishes:

\[
\det \begin{pmatrix}
2 & -I_2 & -\frac{2I_4-I_2^2}{3} & 0 & 0 \\
0 & 2 & -I_2 & -\frac{2I_4-I_2^2}{3} & 0 \\
0 & 0 & 2 & -I_2 & -\frac{2I_4-I_2^2}{3} \\
1 & -I_2 & \frac{I_2^2-I_4}{2} & -\frac{I_3-I_4I_2}{2} & 0 \\
0 & 1 & -I_2 & \frac{I_2^2-I_4}{2} & -\frac{I_3^2-2I_4I_2}{9}
\end{pmatrix} = 0.
\]

By direct calculations, the resultant is indeed

\[
\frac{1}{162}(I_2^3 - 3I_4)(I_4^2 - 2I_4)^2 = 0.
\]

Hence, we only need to consider the following two cases.

- When \(I_2^2 - 3I_4 = 0\), the characteristic polynomial of \(B\) could be rewritten as

\[
x^3 - I_2x^2 + \frac{I_2^2}{3}x - \frac{1}{27}I_2^3 = \left(x - \frac{I_2}{3}\right)^3 = 0.
\]

Hence \(B_{11} = B_{22} = B_{33} = \frac{1}{3}I_2\), which is exactly Case II.2.2.

- When \(I_2^2 - 2I_4 = 0\), the characteristic polynomial of \(B\) reduces to

\[
x^3 - I_2x^2 + \frac{I_2^2}{4}x = x \left(x - \frac{I_2}{2}\right)^2 = 0.
\]

Hence \(B_{11} = 0, B_{22} = B_{33} = \frac{1}{2}I_2\). This is exactly Case II.2.1.

Hence, discussion of Case II is complete. Next, we study the last case.

**Case III: \(D \neq 0\).** Since \(D\) is a second order symmetric and traceless tensor, we choose a proper positive oriented orthonormal basis \(\{e_1, e_2, e_3\}\) such that

\[
D = D_{11}e_1 \otimes e_1 + D_{22}e_2 \otimes e_2 + (D_{11} + D_{22})e_3 \otimes e_3.
\]

Clearly, if \(D_{11} = D_{22} = -D_{11} - D_{22}\), we have \(D_{11} = D_{22} = 0\) which contradicts the assumption \(D \neq 0\). Whereafter, we only need to consider the following two subcases:

- (III.A) \(D_{11} \neq D_{22}, D_{11} \neq -D_{11} - D_{22}\), and \(D_{22} \neq -D_{11} - D_{22}\),

- (III.B) \(D_{11} \neq D_{22} = -D_{11} - D_{22}\),

for recovering the third order symmetric and traceless tensor \(A\).
(III.A) Equations $E_{ij} = A_{ik\ell} \varepsilon_{jmk} D_{km}$ are represented as

$$
\begin{align*}
(D_{11} + 2D_{22})A_{123} &= E_{11},
(D_{11} + 2D_{22})A_{223} = E_{21},
-(D_{11} + 2D_{22})(A_{112} + A_{222}) = E_{31},
-(2D_{11} + D_{22})A_{113} &= E_{12},
-(2D_{11} + D_{22})A_{123} = E_{22},
(2D_{11} + D_{22})(A_{111} + A_{122}) = E_{32},
(D_{11} - D_{22})A_{112} &= E_{13},
(D_{11} - D_{22})A_{122} = E_{23},
(D_{11} - D_{22})A_{123} &= E_{33}.
\end{align*}
$$

(17)

By the assumption of (III.A), we have $D_{11} + 2D_{22} \neq 0$, $2D_{11} + D_{22} \neq 0$, and $D_{11} - D_{22} \neq 0$. Hence, seven independent elements $A_{111}, A_{112}, A_{112}, A_{222}, A_{113}, A_{223}$, and $A_{123}$ are all solvable from (17).

(III.B) Suppose $D_{11} \neq D_{22} = -D_{11} - D_{22}$. Since the nonzero tensor $D$ is traceless, we have $D_{11} = -2D_{22}, D_{22} \neq 0$, and hence $D = D_{22}d_{0}$. Now, we solve (17) for

$$
\begin{align*}
A_{111} &= -\frac{E_{32} - E_{23}}{3D_{22}},
A_{122} &= -\frac{E_{23}}{3D_{22}},
A_{112} &= -\frac{E_{13}}{3D_{22}},
A_{113} &= -\frac{E_{12}}{3D_{22}},
A_{123} &= -\frac{E_{22}}{3D_{22}}.
\end{align*}
$$

Equations $A_{ijk}B_{jk} = c_{i}$ for $i \in \{2, 3\}$ are written as

$$
\begin{align*}
(B_{22} - B_{33})A_{222} + 2B_{23}A_{223} &= c_{2} + (B_{33} - B_{11})A_{112} - 2B_{12}A_{122} - 2B_{13}A_{123},
-2B_{23}A_{222} + (B_{22} - B_{33})A_{223} &= c_{3} + (B_{33} - B_{11})A_{113} - 2B_{12}A_{123} + 2B_{13}(A_{111} + A_{122}) + 2B_{23}A_{112}.
\end{align*}
$$

Clearly, the determinant of a coefficient matrix of the above linear system in $A_{222}$ and $A_{223}$ is $(B_{22} - B_{33})^2 + 4B_{23}^2 \geq 0$.

(III.B.1) If $B_{22} - B_{33} \neq 0$ or $B_{23} \neq 0$, we solve $A_{222}$ and $A_{223}$ from the above linear system.

(III.B.2) Otherwise, we suppose $B_{22} = B_{33}$ and $B_{23} = 0$. Equations $B_{33} = B_{22} = 0$ and $B_{23} = 0$ reduce to

$$
\begin{align*}
A_{112}A_{222} + A_{113}A_{223} &= -A_{111}^2 - 2A_{111}A_{122} - A_{113}^2, \\
A_{113}A_{222} - A_{112}A_{223} &= 2A_{111}A_{123} - 2A_{112}A_{113}.
\end{align*}
$$

(18)

The determinant of the above linear system in $A_{222}$ and $A_{223}$ is $-A_{112}^2 - A_{113}^2 \leq 0$.

(III.B.2.1) If $A_{112} \neq 0$ or $A_{113} \neq 0$, we solve $A_{222}$ and $A_{223}$ from the above linear system.
(III.B.2.2) Otherwise, we assume $A_{112} = A_{113} = 0$. Then, the system (18) reduces to

$$\begin{align*}
A_{111}(A_{111} + 2A_{122}) &= 0, \\
2A_{111}A_{123} &= 0.
\end{align*}$$

(III.B.2.2.1) If $A_{111} \neq 0$, we have $A_{111} = -2A_{122}$ and $A_{123} = 0$. From the equation $A_{2jk}A_{2jk} = B_{22}$, we have

$$A_{222}^2 + A_{223}^2 = \frac{1}{2}B_{22} - A_{122}^2. \quad (19)$$

Thus $A = d_1(A_{222}, A_{223}, A_{122})$.

Now, we turn to $A_{ijk}u_k = F_{ij}$ which implies

$$\begin{align*}
u_2A_{222} + u_3A_{223} &= F_{22} - u_1A_{122}, \\
-u_3A_{222} + u_2A_{223} &= F_{23}.
\end{align*}$$

If $u_2^2 + u_3^2 \neq 0$, we solve the above linear system and obtain $A_{222}$ and $A_{223}$ immediately. Otherwise, we have $u_2 = u_3 = 0$ and hence $u = u_1e_1$.

When $v \neq 0$ and $c \neq 0$, we process a similar discussion using $A_{ijk}v_k = G_{ij}$ and $A_{ijk}c_k = K_{ij}$, respectively.

Whereafter, we consider the case that $u, v, c$ are parallel to $e_1$. Since $D = D_{22}d_0$, $A = d_1(A_{222}, A_{223}, A_{122})$ satisfying (19), we may set

$$A_{222} = \sqrt{\frac{1}{2}B_{22} - A_{122}^2} \quad \text{and} \quad A_{223} = 0$$

by Proposition 3.2.

(III.B.2.2.2) Suppose $A_{111} = 0$. Equations on $B_{12}$ and $B_{13}$ reduce to

$$\begin{align*}
A_{122}A_{222} + A_{123}A_{223} &= \frac{1}{2}B_{12}, \\
-A_{123}A_{222} + A_{122}A_{223} &= \frac{1}{2}B_{13}.
\end{align*}$$

The determinant of the above linear system in $A_{222}$ and $A_{223}$ is $A_{122}^2 + A_{123}^2 \geq 0$. If $A_{122} \neq 0$ or $A_{123} \neq 0$, we solve $A_{222}$ and $A_{223}$ from the above linear system. Otherwise, we assume $A_{122} = A_{123} = 0$. Moreover, the equation $A_{2jk}A_{2jk} = B_{22}$ means

$$A_{222}^2 + A_{223}^2 = \frac{1}{2}B_{22}. \quad (20)$$

Hence, $A = d_1(A_{222}, A_{223}, 0)$.

Next, we consider $A_{ijk}u_k = F_{ij}$, which yields

$$\begin{align*}
u_2A_{222} + u_3A_{223} &= F_{22}, \\
-u_3A_{222} + u_2A_{223} &= F_{23}.
\end{align*}$$

If $u_2^2 + u_3^2 \neq 0$, we solve the above linear system and obtain $A_{222}$ and $A_{223}$ straightforwardly. Otherwise, we have $u_2 = u_3 = 0$ and hence $u = u_1e_1$. 
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When \( v \neq 0 \) and \( c \neq 0 \), we process a similar discussion using \( A_{ijk}v_k = G_{ij} \) and \( A_{ijk}c_k = K_{ij} \), respectively.

Finally, we consider the case that \( u, v, c \) are all parallel to \( e_1 \). Moreover, it holds that \( A = d_1(A_{222}, A_{223}, 0) \) satisfying (20) and \( D = D_{22}d_0 \). By Proposition 3.2, we may set
\[
A_{222} = \sqrt{\frac{1}{2}B_{22}} \quad \text{and} \quad A_{223} = 0.
\]

In sum, we establish the following theorem.

**Theorem 3.3.** The SO(3)-orbit of the piezoelectric tensor \( P = (P_{ijk}) \) is determined by a group of tensors
\[
D, \quad B, \quad F, \quad G, \quad H, \quad u, \quad v, \quad w, \quad \text{and} \quad c.
\]

### 4 A polynomially irreducible functional basis of piezoelectric tensors

According to Theorem 3.3, we consider 9 intermediate tensors: four vectors \( u, v, w, c \), four second order symmetric and traceless tensors \( D, H, F, G \), and a second order symmetric tensor \( B \). Using the approach of Smith \[20\] and Zheng \[29\], we directly obtain a set of 393 hemitropic invariants which constitute a functional basis of these 9 intermediate tensors. Since the SO(3)-orbit of the piezoelectric tensor \( P \) is determined by these 9 intermediate tensors, the set of 393 hemitropic invariants also form a functional basis of the piezoelectric tensor. Furthermore, because elements of 9 intermediate tensors are polynomials of 18 independent elements of the piezoelectric tensor, these 393 hemitropic invariants may polynomially reducible, i.e., some hemitropic invariants may be polynomials in the others. With computations by Mathematica, we eliminate all the hemitropic invariants that can be polynomially represented by the others; See the Supporting Material for details. Finally, we get a polynomially irreducible functional basis of piezoelectric tensors, which contains 260 hemitropic invariants. We conclude this result in the following theorem.

**Theorem 4.1.** A functional basis of piezoelectric tensors has 260 hemitropic invariants presented in Table 1. In addition, these 260 hemitropic invariants are polynomially irreducible.

In the remainder of this section, we compare our result with some existing works. First, we consider a special case that the piezoelectric tensor is a third order symmetric and traceless tensor, i.e., \( D = 0, u = v = 0 \) and hence \( P = A \in \mathbb{H}^3 \). According to Olive and Auffray \[17\], a set of five hemitropic invariants with degrees two, four, six, ten, and fifteen forms a minimal integrity basis of third order symmetric and traceless tensors. For our result, there are only five nonzero hemitropic invariants from Table 1 in this case:
\[
I_2, \quad I_4, \quad I_6, \quad I_{10}, \quad \text{and} \quad [c, Bc, B^2c].
\]
Clearly, degrees of these five polynomially irreducible hemitropic invariants are two, four, six, ten, and fifteen, respectively. Moreover, the set of five hemitropic invariants in (22) and the one of Olive and Auffray \[17\] are equivalent.
Table 1: A polynomially irreducible functional basis of hemitropic invariants of piezoelectric tensors.

| Degree | Invariants | Number |
|--------|------------|--------|
| 2      | $I_2 := A_{ijk} A_{ijk}$, $u \cdot u$, $v \cdot v$, $u \cdot v$, $trD^2$, | 5       |
| 3      | $u \cdot w$, $v \cdot w$, $trD^3$, $trDB$, $u \cdot Du$, $v \cdot Dv$, $u \cdot Dv$, | 7       |
| 4      | $I_4 := B_{ij} B_{ij}$, $w \cdot w$, $u \cdot c$, $v \cdot c$ $[u,v,w]$, $trH^2$, $trF^2$, $trG^2$, $trHF$, $trHG$, $trFG$, $trD^2H$, $trD^2F$, $trD^2G$, $u \cdot Hu$, $v \cdot Hv$, $u \cdot Fu$, $v \cdot Fv$, $u \cdot Gu$, $v \cdot Gv$, $u \cdot D^2u$, $v \cdot D^2v$, $u \cdot \varepsilon[DH]$, $u \cdot \varepsilon[DG]$, $v \cdot \varepsilon[DH]$, $[u,v, Du]$, $[u,v, Dv]$, | 27      |
| 5      | $w \cdot c$, $[u, v, c]$, $trDH^2$, $trDF^2$, $trDG^2$, $trDHF$, $trDGH$, $trDHB$, $trDFG$, $trDFB$, $trDGB$, $w \cdot Dw$, $u \cdot \varepsilon[BH]$, $u \cdot \varepsilon[FG]$, $v \cdot \varepsilon[BH]$, $v \cdot \varepsilon[FG]$, $w \cdot \varepsilon[DF]$, $w \cdot \varepsilon[DG]$, $u \cdot \varepsilon[D^2H]$, $u \cdot \varepsilon[D^2F]$, $u \cdot \varepsilon[D^2G]$, $v \cdot \varepsilon[D^2H]$, $v \cdot \varepsilon[D^2F]$, $v \cdot \varepsilon[D^2G]$, $u \cdot \varepsilon[D^2u]$, $v \cdot \varepsilon[D^2v]$, $u \cdot B^2u$, $v \cdot B^2v$, $w \cdot D^2w$, $[u,Du,D^2u]$, $[v,Dv,D^2v]$, $w \cdot \varepsilon[HF]$, $w \cdot \varepsilon[HG]$, $w \cdot \varepsilon[FG]$, $c \cdot \varepsilon[DF]$, $c \cdot \varepsilon[DG]$, $w \cdot \varepsilon[D^2B]$, $w \cdot \varepsilon[D^2F]$, $w \cdot \varepsilon[D^2G]$, $u \cdot \varepsilon[D^2H]$, $u \cdot \varepsilon[D^2F]$, $u \cdot \varepsilon[D^2G]$, $v \cdot \varepsilon[DF]$, $v \cdot \varepsilon[DG]$, $[u,Du,Bu]$, $[u,Du,Hu]$, $[u,Du,Fu]$, $[u,Du,Gu]$, $[v,Dv,Fv]$, $[v,Dv,Gv]$, $v \cdot Fc$, $[u,w,Bu]$, $[u,w,Gu]$, $[v,Dv,Bv]$, $[v,Dv,Hv]$, $[v,w,Bv]$, $[v,w,Fv]$, $[u,c,Du]$, $[v,c,Dv]$, $[u,w,Dw]$, $[v,w,Dw]$, | 35      |
| 6      | $I_6 := c_{ij}c_{ij}$, $[u,w,c]$, $[v,w,c]$, $trH^3$, $trF^3$, $trG^3$, $trH^2F$, $trH^2B$, $trF^2G$, $trHF^2$, $trHG^2$, $trHB^2$, $trFG^2$, $trFB^2$, $trGB^2$, $trD^2H^2$, $trD^2F^2$, $trD^2G^2$, $trHFG$, $w \cdot Bw$, $w \cdot Hw$, $w \cdot Fw$, $w \cdot Gw$, $u \cdot H^2u$, $v \cdot H^2v$, $u \cdot F^2u$, $v \cdot F^2v$, $v \cdot G^2v$, $u \cdot B^2u$, $v \cdot B^2v$, $w \cdot D^2w$, $[u,Du,D^2u]$, $[v,Dv,D^2v]$, $w \cdot \varepsilon[HF]$, $w \cdot \varepsilon[HG]$, $w \cdot \varepsilon[FG]$, $c \cdot \varepsilon[DF]$, $c \cdot \varepsilon[DG]$, $w \cdot \varepsilon[D^2B]$, $w \cdot \varepsilon[D^2F]$, $w \cdot \varepsilon[D^2G]$, $u \cdot \varepsilon[D^2H]$, $u \cdot \varepsilon[D^2F]$, $u \cdot \varepsilon[D^2G]$, $v \cdot \varepsilon[DF]$, $v \cdot \varepsilon[DG]$, $[u,Du,Bu]$, $[u,Du,Hu]$, $[u,Du,Fu]$, $[u,Du,Gu]$, $[v,Dv,Fv]$, $[v,Dv,Gv]$, $v \cdot Fc$, $[u,w,Bu]$, $[u,w,Gu]$, $[v,Dv,Bv]$, $[v,Dv,Hv]$, $[v,w,Bv]$, $[v,w,Fv]$, $[u,c,Du]$, $[v,c,Dv]$, $[u,w,Dw]$, $[v,w,Dw]$, $[c-Dc]$, $c \cdot \varepsilon[FG]$, $c \cdot \varepsilon[B^2H]$, $u \cdot \varepsilon[B^2F]$, $u \cdot \varepsilon[B^2G]$, $u \cdot \varepsilon[H^2F]$, $u \cdot \varepsilon[H^2G]$, $u \cdot \varepsilon[F^2G]$, $v \cdot \varepsilon[B^2H]$, $v \cdot \varepsilon[B^2G]$, $v \cdot \varepsilon[H^2F]$, $v \cdot \varepsilon[H^2G]$, $v \cdot \varepsilon[F^2G]$, $c \cdot \varepsilon[D^2B]$, $c \cdot \varepsilon[D^2H]$, $c \cdot \varepsilon[D^2F]$, $c \cdot \varepsilon[D^2G]$, $u \cdot \varepsilon[BH^2]$, $u \cdot \varepsilon[BF^2]$, $u \cdot \varepsilon[BG^2]$, $u \cdot \varepsilon[H^2G]$, $v \cdot \varepsilon[BH^2]$, $v \cdot \varepsilon[BF^2]$, $v \cdot \varepsilon[BG^2]$, $v \cdot \varepsilon[H^2F]$, $v \cdot \varepsilon[FG^2]$, $w \cdot \varepsilon[DB^2]$, $w \cdot \varepsilon[D^2H]$, $w \cdot \varepsilon[DF^2]$, $w \cdot \varepsilon[D^2G]$, $[u,Bu,Hu]$, $[u,Bu,Fu]$, $[u,Bu,Gu]$, $[u,Hu,Fu]$, $[u,Hu,Gu]$, $[u,Fu,Gu]$, $[v,Bv,Hv]$, $[v,Bv,Fv]$, $[v,Bv,Gv]$, $[v,Hv,Fv]$, $[v,Hv,Gv]$, $[v,Fv,Gv]$, $w \cdot Fc$, $[w,Gc]$, $[u,c,Hu]$, $[v,c,Hv]$, $[u,w,Bw]$, $[u,w,Hw]$, $[u,w,Fw]$, $[u,w,Gw]$, $[v,w,Bw]$, $[v,w,Hw]$, $[v,w,Fw]$, $[v,w,Gw]$, | 45      |
| 7      | $c \cdot \varepsilon[FG]$, $u \cdot \varepsilon[B^2H]$, $u \cdot \varepsilon[B^2F]$, $u \cdot \varepsilon[B^2G]$, $u \cdot \varepsilon[H^2F]$, $u \cdot \varepsilon[H^2G]$, $u \cdot \varepsilon[F^2G]$, $v \cdot \varepsilon[B^2H]$, $v \cdot \varepsilon[B^2G]$, $v \cdot \varepsilon[H^2F]$, $v \cdot \varepsilon[H^2G]$, $v \cdot \varepsilon[F^2G]$, $c \cdot \varepsilon[D^2B]$, $c \cdot \varepsilon[D^2H]$, $c \cdot \varepsilon[D^2F]$, $c \cdot \varepsilon[D^2G]$, $u \cdot \varepsilon[BH^2]$, $u \cdot \varepsilon[BF^2]$, $u \cdot \varepsilon[BG^2]$, $u \cdot \varepsilon[H^2G]$, $v \cdot \varepsilon[BH^2]$, $v \cdot \varepsilon[BF^2]$, $v \cdot \varepsilon[BG^2]$, $v \cdot \varepsilon[H^2F]$, $v \cdot \varepsilon[FG^2]$, $w \cdot \varepsilon[DB^2]$, $w \cdot \varepsilon[D^2H]$, $w \cdot \varepsilon[DF^2]$, $w \cdot \varepsilon[D^2G]$, $[u,Bu,Hu]$, $[u,Bu,Fu]$, $[u,Bu,Gu]$, $[u,Hu,Fu]$, $[u,Hu,Gu]$, $[u,Fu,Gu]$, $[v,Bv,Hv]$, $[v,Bv,Fv]$, $[v,Bv,Gv]$, $[v,Hv,Fv]$, $[v,Hv,Gv]$, $[v,Fv,Gv]$, $w \cdot Fc$, $[w,Gc]$, $[u,c,Hu]$, $[v,c,Hv]$, $[u,w,Bw]$, $[u,w,Hw]$, $[u,w,Fw]$, $[u,w,Gw]$, $[v,w,Bw]$, $[v,w,Hw]$, $[v,w,Fw]$, $[v,w,Gw]$, | 54      |
In this case, we have $P_{ijk} = A_{ijk} + \frac{1}{5}(u_i\delta_{jk} + u_j\delta_{ik} + u_k\delta_{ij}) \in T_{(ijk)}$.

Thus, $P$ only refers to $\mathbf{B}, \mathbf{c}, \mathbf{u},$ and $\mathbf{F}$. From Table 1, there are exactly 20 nonzero hemitropic invariants in Table 2 which form a functional basis of third order symmetric tensors. So we have 7 less hemitropic invariants than Olive and Auffray’s basis.

On one hand, since $\{i_2, j_2, \ldots, i_{15}\}$ forms a minimal integrity basis, the above 20 hemitropic invariants $\{J_2, \ldots, [c, \mathbf{B}, B^2 \mathbf{c}]\}$ can absolutely be polynomial represented by $\{i_2, j_2, \ldots, i_{15}\}$. On the other hand, because we have seven less hemitropic invariants, there exist some invariants in $\{i_2, j_2, \ldots, i_{15}\}$ that are not polynomials in $J_2, \ldots, [c, \mathbf{B}, B^2 \mathbf{c}]$. It means that our functional basis is not a subset of Olive’s minimal integrity basis. With further calculations, we find all the possible polynomial representations of $\{i_2, j_2, \ldots, i_{15}\}$ as Table 3. Here, “$a \sim b \oplus c$” means $a$ can be linear represented by $b$ and $c$. We notice that $i_7, k_9, l_9, m_9, n_9, i_{11}, j_{11}, i_{13}$ cannot be polynomial represented by $\{J_2, \ldots, [c, \mathbf{B}, B^2 \mathbf{c}]\}$, which agrees with our inference.

Finally, we list in Table 4 numbers of hemitropic invariants in different degrees of our poly-

| Degree | Invariants | Number |
|--------|------------|--------|
| 8      | $\text{tr}H^2 F^2, \text{tr}H^2 G^2, \text{tr}H^2 B^2, c \cdot Hc, c \cdot Fc, c \cdot Gc, c \cdot D^2 c, w \cdot H^2 w, w \cdot \varepsilon[B^2 F], w \cdot \varepsilon[B^2 G], w \cdot \varepsilon[H^2 F], w \cdot \varepsilon[H^2 G], w \cdot \varepsilon[B^2 F], w \cdot \varepsilon[B^2 G], w \cdot \varepsilon[F^2 G], c \cdot \varepsilon[D^2 H], c \cdot \varepsilon[D^2 F], c \cdot \varepsilon[D^2 G], [w, c, Dw][u, c, Dc], [v, c, Dc] | 23 |
| 9      | $[u, Bu, B^2 u], [u, Fu, F^2 u], [u, Gu, G^2 u], [v, Bv, B^2 v], [v, Gv, G^2 v], [w, Dw, D^2 w], c \cdot \varepsilon[B^2 F], c \cdot \varepsilon[B^2 G], c \cdot \varepsilon[H^2 F], c \cdot \varepsilon[H^2 G], c \cdot \varepsilon[B^2 F], c \cdot \varepsilon[B^2 G], [w, Dw, Bw], [w, Dw, Haw], [w, Dw, Fw], [w, Dw, Gw], [w, c, Bw], [w, c, Hw], [w, c, Fw], [w, c, Gw], [u, c, Gc], [v, c, Fc] | 23 |
| 10     | $I_{10} := A_{ijk c_i c_j c_k}, [w, Bw, Haw], [w, Bw, Fw], [w, Bw, Gw], [w, Haw, Fw], [w, Haw, Gw], [w, Fw, Gw], [w, c, Bc], [w, c, Fc], [w, c, Gc] | 10 |
| 12     | $[w, Bw, B^2 w], [c, Dw, Bc], [c, Dw, Hc], [c, Dc, Fc], [c, Dc, Gc] | 5 |
| 13     | $[c, Bc, Hc], [c, Bc, Fc], [c, Bc, Gc], [c, Hc, Fc], [c, Hc, Gc], | 5 |
| 15     | $[c, Bc, B^2 c] | 1 |
| Total  | | 260 |
Table 2: A minimal integrity basis of third order symmetric tensors has 27 hemitropic invariants.

| Degree | Hemitropic Invariants       | Degree | Hemitropic Invariants       |
|--------|-----------------------------|--------|-----------------------------|
| 2      | $i_2, j_2, i_9, j_9, k_9, l_9, m_9, n_9, o_9$ | 9      | $i_10,$                     |
| 4      | $i_4, j_4, k_4, l_4,$         | 10     | $i_11, j_11,$               |
| 6      | $i_6, j_6, k_6, l_6, m_6$     | 11     | $i_13, i_{15,}$             |
| 7      | $i_7, j_7, k_7,$             | 13     |                             |
| 8      | $i_8,$                       | 15     |                             |

Table 3: A functional basis of third order symmetric tensors contains 20 hemitropic invariants.

| Degree | Hemitropic Invariants | Number |
|--------|-----------------------|--------|
| 2      | $I_2, u \cdot u,$     | 2      |
| 4      | $I_4, u \cdot c, \ tr F^2, \ u \cdot F u,$ | 4      |
| 6      | $I_6, \ tr F^3, \ tr F B^2, \ u \cdot F^2 u, \ u \cdot B^2 u, \ u \cdot \ v,$ | 5      |
| 7      | $u \cdot \ v [B F^2], [u, B u, F u],$ | 2      |
| 8      | $c \cdot F c,$        | 1      |
| 9      | $[u, B u, B^2 u], [u, F u, F^2 u], \ c \cdot \ v [B^2 F], \ c \cdot \ v [B F^2]$ | 4      |
| 10     | $I_{10},$             | 1      |
| 15     | $[c, B c, B^2 c]$     | 1      |

nomially irreducible functional basis (FB) and Olive’s minimal integrity basis (MIB). Compared with Olive’s result, the number of hemitropic invariants in the new functional basis is nearly a half of Olive’s one.

5 Final remarks

A polynomially irreducible functional basis of 260 hemitropic invariants of piezoelectric tensors has been constructed in this paper. There are 125 odd order hemitropic invariants and 135 even order hemitropic invariants in the new functional basis. We note that this polynomially irreducible functional basis of piezoelectric tensors are not necessary a minimal functional basis.

At last, we claim that functional bases of piezoelectric tensors are more complex than that of elasticity tensors. On one hand, hemitropic invariants of a piezoelectric tensor are not necessary isotropic, since the piezoelectric tensor is of odd order. Nevertheless, hemitropic invariants and isotropic invariants of even order elasticity tensors are equivalent. So we focus on hemitropic invariants that forms a functional basis of piezoelectric tensors in this paper.

On the other hand, by the orthogonal irreducible decomposition of tensors, the elasticity tensor is factorized into a fourth order symmetric and traceless tensor, two second order symmetric and traceless tensors, and two scalars. Beside two scalars which are invariants naturally, we only need to consider invariants and joint invariants of three symmetric and traceless tensors for functional bases of elasticity tensors. However, according to (1), we must study invariants and joint invariants of four symmetric and traceless tensors for functional bases of piezoelectric
Table 4: Polynomial relations.

| Degree | Polynomial Relation                     |
|--------|-----------------------------------------|
| 2      | \(i_2 \sim (\text{trB}), j_2 \sim (u \cdot u),\) |
| 4      | \(i_4 \sim (\text{trB})^2 \oplus (\text{trB}^2),\) \(j_4 \sim (u \cdot c),\) \(k_4 \sim (\text{trF}^2) \oplus ((\text{trB})(u \cdot c)),\) \(l_4 \sim (u \cdot Fu),\) \(i_6 \sim (c \cdot c),\) \(j_6 \sim (\text{trFB}^2 \oplus ((\text{trB})(u \cdot c)),\) |
| 6      | \(k_6 \sim ((\text{trB})(\text{trF}^2)) \oplus ((\text{trB})^2(u \cdot c)) \oplus ((\text{trB})^2(u \cdot c)) \oplus (u \cdot B^2u),\) \(l_6 \sim ((\text{trB})(u \cdot Fu)) \oplus ((u \cdot u)(u \cdot c)) \oplus \text{trF}^3,\) \(m_6 \sim ((\text{trB})(u \cdot u)) \oplus ((u \cdot u)(\text{trF}^2)) \oplus (u \cdot F^2u),\) |
| 7      | \(j_7 \sim (u \cdot \varepsilon[BF^2]), k_7 \sim ([u, Bu, Fu]),\) |
| 8      | \(i_8 \sim (c \cdot Fc),\) |
| 9      | \(i_9 \sim (c \cdot \varepsilon[B^2F]), j_9 \sim (c \cdot \varepsilon[BF^2]),\) \(o_9 \sim [(u \cdot u)([u, Bu, Fu])] \oplus ([u, Fu, F^2u]),\) |
| 10     | \(i_{10} \sim (A_{ijk}c_i c_j c_k),\) |
| 15     | \(i_{15} \sim ([c, Bc, B^2c]).\) |

Table 5: Numbers of hemitropic invariants in different degrees.

| Degree | FB | MIB | Degree | FB | MIB |
|--------|----|-----|--------|----|-----|
| 2      | 5  | 5   | 9      | 23 | 55  |
| 3      | 7  | 7   | 10     | 10 | 14  |
| 4      | 27 | 28  | 11     | 0  | 10  |
| 5      | 35 | 45  | 12     | 5  | 6   |
| 6      | 65 | 105 | 13     | 5  | 1   |
| 7      | 54 | 126 | 14     | 0  | 1   |
| 8      | 23 | 91  | 15     | 1  | 1   |
| Total  | 260| 495 |        |     |     |

tensors. In this sense, the polynomially irreducible functional basis of 260 hemitropic invariants of piezoelectric tensors is also significant for the theory of representations for tensor functions.
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