MULTIFUNCTORIAL INVERSE K-THEORY
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ABSTRACT. We show that Mandell’s inverse K-theory functor is a categorically-enriched non-symmetric multifunctor. In particular, it preserves algebraic structures parametrized by non-symmetric operads. As applications, we describe how ring categories arise as the images of inverse K-theory.
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1. INTRODUCTION

Segal’s construction of Γ-spaces from permutative categories [Seg74] provides a functor

\[ K^\text{Seg} : \text{PermCat} \rightarrow \Gamma\text{-sSet}, \]

where \( \text{PermCat} \) denotes the category of small permutative categories and \( \Gamma\text{-sSet} \) denotes the category of \( \Gamma \)-simplicial sets. Stable equivalences of permutative categories are created by \( K^\text{Seg} \). Work of Thomason [Tho95] shows that \( K^\text{Seg} \) induces an equivalence of stable homotopy categories. For a detailed description of Segal K-theory, see [JY∞, Chapter 8].

Mandell [Man10, 4.3] defines a homotopy inverse to \( K^\text{Seg} \) as a composite

\[ (1.1) \quad \Gamma\text{-sSet} \xrightarrow{S_\ast} \Gamma\text{-Cat} \xrightarrow{P} \text{PermCat}^{\text{sus}}. \]

We review the definition of \( P \) in Section 5 below and discuss \( S_\ast \) after Theorem 1.3. Here \( \Gamma\text{-Cat} \) denotes the category of small \( \Gamma \)-categories, and \( \text{PermCat}^{\text{sus}} \) denotes the subcategory of \( \text{PermCat} \) consisting of strictly unital strong symmetric monoidal
functors. Following earlier work of Thomason [Tho80, Cis99], the functor $S_*$ induces a Quillen equivalence between the stable model structure on $\Gamma$-$sSet$ and a corresponding model structure on $\Gamma$-$Cat$.

We let $K^{\text{inv}} = P \circ S_*$ denote the composite (1.1), denoted by $P$ in [Man10, 4.3]. We use the term inverse $K$-theory to refer to either $K^{\text{inv}}$ or $P$, depending on the context. The main results of [Man10] combine to show that $K^{\text{inv}}$ induces an adjoint equivalence of stable homotopy categories. This result provides a new proof and a sharpening of the stable equivalence due to Thomason [Tho95].

**Theorem 1.2 ([Man10]).** The functors $K^{\text{Se}}$ and $K^{\text{inv}}$ induce an adjoint equivalence of stable homotopy categories.

In this paper we show that $P$ in (1.1) is a non-symmetric multifunctor in the Cat-enriched sense. This result implies that $P$ preserves algebraic structures parameterized by non-symmetric operads such as the associative operad. The context for our main theorem is the following.

- The category $\Gamma$-$Cat$ is bicomplete and closed symmetric monoidal, with monoidal products given by Day convolution of pointed diagrams. As a consequence, $\Gamma$-$Cat$ is a Cat-enriched multicategory. We review these structures in Section 4.
- There is a Cat-enriched multicategory structure on $\text{PermCat}^{\text{sus}}$, with operations given by multilinear functors and multilinear transformations. We review this in Section 3.

Now we state the main result.

**Theorem 1.3.** The inverse $K$-theory functor

$$\Gamma$-$Cat \xrightarrow{P} \text{PermCat}^{\text{sus}}$$

is a non-symmetric Cat-enriched multifunctor.

Two remarks are in order.

1. The functor $S_*$ in (1.1) is not a multifunctor even in the non-symmetric sense because it is the levelwise application of the composite functor

   $$\xymatrix{\text{sSet} \ar[r]^-{\text{Sd}} \ar@/^/[r]^S & \text{sSet} \ar[r]^-h & \text{Cat}.}$$

   Here
   - $\text{Sd}$ is the subdivision functor, and
   - $h$ is the left adjoint of the nerve functor $N : \text{Cat} \to \text{sSet}$.
   The subdivision functor $\text{Sd}$ is not a monoidal functor, although it is oplax monoidal.

2. While Theorem 1.3 shows that $P$ is a non-symmetric multifunctor in the Cat-enriched sense, it is not a multifunctor in the symmetric sense. In Remark 8.10 we explain that the symmetry diagram for $P$ commutes up to isomorphism, but does not strictly commute in general.

As noted in [EM06, pages 181–182], the Segal $\Gamma$-category functor

$$\text{PermCat}^{\text{su}} \xrightarrow{(-)^F} \Gamma$-$Cat$$
is not a multifunctor, even ignoring the symmetry axiom, because its definition is incompatible with any potential pairing on a permutative category \( C \). This limitation of \((-)^{\times} \), and hence also \( K_{\text{Se}} \), is the main motivation for the work of Elmendorf-Mandell in [EM06, EM09]:

- replacing the indexing category \( \mathcal{F} \) in Segal \( K \)-theory with the more elaborate category \( \mathcal{G} \) and
- developing the associated Elmendorf-Mandell \( K \)-theory

\[
\text{PermCat}^{\text{sus}} \overset{K_{\text{EM}}}{\longrightarrow} \text{SymSp},
\]

which is a simplicially-enriched multifunctor to symmetric spectra and is level equivalent to Segal \( K \)-theory.

Therefore it is somewhat unexpected that the functor \( P \), whose domain \( \Gamma \)-Cat uses the indexing category \( \mathcal{F} \), is compatible with the multicategory structures of \( \Gamma \)-Cat and \( \text{PermCat}^{\text{sus}} \). In this sense, Mandell’s inverse \( K \)-theory is better behaved than Segal \( K \)-theory. As an application, we observe in Section 9 that \( P \) sends associative monoids in \( \Gamma \)-Cat to those in \( \text{PermCat}^{\text{sus}} \) (Corollary 9.3).

Outline. Sections 2 through 4 cover definitions and basic results that we will use. Most of that material is well-known to experts, and we give references for more detailed treatment in the literature. The definition of Mandell’s inverse \( K \)-theory functor, \( P \), is in Section 5. The proof that \( P \) is a non-symmetric multifunctor occupies the next three sections:

- The assignment on multimorphisms is given in Section 6.
- The linearity constraints of each \( PF \) are defined in Section 7.
- The non-symmetric enriched multifunctoriality axioms for \( P \) are checked in Section 8.

In Section 9 we give an application with the associative operad and ring category structures.

Alternative Approach. While this article was under review, the authors became aware of independent prior work of Elmendorf [Elm∞] that contains a multifunctoriality result similar to that of Theorem 1.3. The approach of [Elm∞] is substantially different from our approach below, and is of independent interest. Our approach here develops the Cat-enrichment that is necessary for our applications in Section 9.

Acknowledgment. The authors would like to thank Tony Elmendorf and the referee for helpful comments on earlier versions of this paper.

2. General Background

In this section we outline the basic definitions, terminology, and notation to be used below. We refer the reader to [JY21, JY∞] for a more detailed treatment.

Symmetric Monoidal Categories.

Definition 2.1. A symmetric monoidal category \((C, \otimes, \mathbb{1}, \alpha, \lambda, \rho, \xi)\) consists of

- a category \( C \);
- a functor \( \otimes : C \times C \to C \), which is called the monoidal product;
- an object \( \mathbb{1} \in C \), which is called the monoidal unit;
a natural isomorphism

\[(X \otimes Y) \otimes Z \xrightarrow{\alpha_{X,Y,Z}} X \otimes (Y \otimes Z)\]

for all objects \(X, Y, Z \in C\), which is called the **associativity isomorphism**;

- natural isomorphisms

\[\mathbb{1} \otimes X \xrightarrow{\lambda_X} X \quad \text{and} \quad X \otimes \mathbb{1} \xrightarrow{\rho_X} X\]

for all objects \(X \in C\), which are called the **left unit isomorphism** and the **right unit isomorphism**, respectively; and
- a natural isomorphism

\[X \otimes Y \xrightarrow{\xi_{X,Y}} Y \otimes X\]

for objects \(X, Y \in C\), which is called the **braiding or symmetry isomorphism**.

The associativity and unit isomorphisms satisfy unity and pentagon axioms. The braiding isomorphism satisfies further symmetry, unit, and hexagon axioms. See [JY∞, 1.1.1, 1.1.23] for a complete description.

**Definition 2.2.** Suppose \((C, \otimes, \mathbb{1}^C)\) and \((D, \otimes, \mathbb{1}^D)\) are symmetric monoidal categories. A **symmetric monoidal functor** \((F, F^2, F^0)\) from \(C\) to \(D\), also called a **symmetric lax monoidal functor**, consists of

- a functor

\[F : C \longrightarrow D,\]

- a monoidal constraint

\[F^{2}_{X,Y} : FX \otimes FY \longrightarrow F(X \otimes Y),\]

and

- a unit constraint

\[F^{0} : \mathbb{1}^D \longrightarrow F(\mathbb{1}^C)\]

satisfying axioms for associativity, unity, and symmetry. See [JY∞, 1.1.6, 1.1.23] for a complete description. We say that \((F, F^2, F^0)\) is

- **unital** if \(F^0\) is invertible;
- **strictly unital** if \(F^0\) is an identity;
- **strong** if both \(F^0\) and \(F^2\) are invertible; and
- **strict** if both \(F^0\) and \(F^2\) are identities.

A **symmetric oplax monoidal functor** \((F, F^2, F^0)\) from \(C\) to \(D\) consists of

- a functor

\[F : C \longrightarrow D,\]

- an oplax monoidal constraint

\[F^{2}_{X,Y} : F(X \otimes Y) \longrightarrow FX \otimes FY,\]

and

- an oplax unit constraint

\[F^{0} : F(\mathbb{1}^C) \longrightarrow \mathbb{1}^D\]

satisfying oplax associativity, unity, and symmetry axioms.
Definition 2.3. A permutative category is a symmetric monoidal category whose associativity and unit morphisms are identities. We let PermCat denote the 2-category of small permutative categories, symmetric monoidal functors, and monoidal natural transformations. We also use the following locally-full sub 2-categories consisting of the same objects but restricting the 1-cells.

- PermCat$^u$ has 1-cells given by unital symmetric monoidal functors.
- PermCat$^{su}$ has 1-cells given by strictly unital symmetric monoidal functors.
- PermCat$^{sus}$ has 1-cells given by strictly unital strong symmetric monoidal functors.
- PermCat$^{st}$ has 1-cells given by strict symmetric monoidal functors.

In each case the 2-cells are given by monoidal natural transformations. We use the same notation for each of the underlying 1-categories.

Multicategories. We sketch the definitions of $V$-enriched multicategories, multifunctors, and multinatural transformations. Our two cases of interest will be $(V, \otimes) = (\text{Set}, \times)$ and $(V, \otimes) = (\text{Cat}, \times)$. All of this material is covered in [JY∞, 6.1] with complete details, additional context, and examples. See [YJ15] and [Yau20] for further development of the theory.

Definition 2.4. Suppose $C$ is a class.

1. Denote by
   $$\text{Prof}(C) = \bigsqcup_{n \geq 0} C^\times_n$$
   the class of finite ordered sequences of elements in $C$. An element in $\text{Prof}(C)$ is called a $C$-profile.

2. A typical $C$-profile of length $n = \text{len}(c)$ is denoted by $(c) = (c_1, \ldots, c_n) \in C^\times_n$ or by $(c)_i$ to indicate the indexing variable. The empty $C$-profile is denoted by $\langle \rangle$.

3. We let $\oplus$ denote the concatenation of profiles, and note that $\oplus$ is an associative binary operation with unit given by the empty tuple $(\langle \rangle)$.

4. An element in $\text{Prof}(C) \times C$ is denoted as $(\langle c \rangle; c')$ with $c' \in C$ and $\langle c \rangle \in \text{Prof}(C)$.

Definition 2.5. Suppose $(V, \otimes, 1)$ is a symmetric monoidal category. A $V$-enriched multicategory $(M, \gamma, 1)$ consists of the following data.

- $M$ is equipped with a class $\text{Ob } M$ of objects. We write $\text{Prof}(M)$ for $\text{Prof}(\text{Ob } M)$.
- For $c' \in \text{Ob } M$ and $(c) = (c_1, \ldots, c_n) \in \text{Prof}(M)$, $M$ is equipped with an object of $V$
  $$M((c); c') = M(c_1, \ldots, c_n; c') \in V$$
  called the $n$-ary operation object with input profile $(c)$ and output $c'$.
- For $(\langle c \rangle; c') \in \text{Prof}(M) \times \text{Ob } M$ as above and a permutation $\sigma \in \Sigma_n$, $M$ is equipped with an isomorphism in $V$
  $$M(\langle c \rangle; c') \xrightarrow{\sigma} M(\langle c \rangle; c')$$
  called the right action or the symmetric group action, in which
  $$\langle c \rangle \sigma = (c_{\sigma^{-1}(1)}, \ldots, c_{\sigma^{-1}(n)})$$
  is the right permutation of $(c)$ by $\sigma$.  

• For $c \in \text{Ob } M$, $M$ is equipped with a morphism
  \[
  1_c : 1 \rightarrow M(c; c),
  \]
called the $c$-colored unit.

• For $c'' \in \text{Ob } M$, \(\langle c'\rangle = (c'_1, \ldots, c'_n) \in \text{Prof}(M)\), and \(\langle c\rangle = (c_{j,1}, \ldots, c_{j,k_j}) \in \text{Prof}(M)\) for each $j \in \{1, \ldots, n\}$, let \(\langle c\rangle = \oplus_j \langle c_j\rangle \in \text{Prof}(M)\) be the concatenation of the \(\langle c_j\rangle\). Then $M$ is equipped with a morphism in $V$

\[
(2.6) \quad \text{ } M(\langle c'\rangle ; c'' ) \oplus_{j=1}^n M(\langle c_j\rangle ; c'_j) \xrightarrow{\gamma} M(\langle c\rangle ; c'')
\]
called the composition.

These data are required to satisfy axioms for the symmetric group action, associativity, unity, and two equivariance conditions. See [JY\(\infty\), 6.1.1] for a detailed description. A $V$-enriched multicategory is small if its class of objects is a set.

**Definition 2.7.**

1. A $V$-enriched multicategory with only one object is called a $V$-enriched operad. If $M$ is a $V$-enriched operad, then its object is of $n$-ary operations is denoted by $M_n \in V$.
2. A multicategory is a Set-enriched multicategory, where $(\text{Set}, \times)$ is the symmetric monoidal category of sets and functions with the Cartesian product as the monoidal product. An operad is a Set-enriched operad.
3. Each small permutative category $(C, \oplus)$ has an associated endomorphism multicategory denoted $\text{End}(C)$. The objects of $\text{End}(C)$ are those of $C$ and the operations are given via the monoidal product in $C$ as

\[
\text{End}(C)((X); Y) = C(\oplus_i X_i, Y).
\]

An empty $\oplus$ means the monoidal unit in $C$.
4. For an object $c$ in a $V$-enriched multicategory $M$, the $V$-enriched endomorphism operad $\text{End}(c)$ has a single object $c$ and $n$-ary operation object

\[
\text{End}(c)_n = M(\langle c\rangle_{i=1}^n ; c) \quad \text{for } n \geq 0.
\]

Its symmetric group action, unit, and composition are restrictions of those in $M$.
5. The terminal multicategory $\mathbf{T}$ has a single object and a single $n$-ary operation for each $n \geq 0$.
6. The initial operad $I$ has a single object and no non-identity operations.

**Definition 2.8.** A $V$-enriched multifunctor $F : M \rightarrow N$ between $V$-enriched multicategories $M$ and $N$ consists of the following data:

- an assignment

\[
F : \text{Ob } M \rightarrow \text{Ob } N,
\]
where $\text{Ob } M$ and $\text{Ob } N$ are the classes of objects of $M$ and $N$, respectively, and

- for each $(\langle c \rangle ; c') \in \text{Prof}(M) \times \text{Ob } M$ with $(c) = (c_1, \ldots, c_n)$, a morphism in $V$

\[
F : M(\langle c \rangle ; c') \rightarrow N(F(c'; c'),
\]
where $F(c) = (Fc_1, \ldots, Fc_n)$. 
These data satisfy axioms for preservation of the symmetric group action, the colored units, and the composition. See [JY∞, 6.1.10] for a detailed description.

A non-symmetric \( V \)-enriched multifunctor \( F : M \rightarrow N \) is defined by the same data above—an object assignment and component \( V \)-morphisms—but it is not required to preserve the symmetric group action of \( M \) and \( N \). Thus a non-symmetric \( V \)-enriched multifunctor is only required to preserve the colored units and composition.

Definition 2.9. Suppose \( P \) is a \( V \)-enriched operad and \( M \) is a \( V \)-enriched multicategory. A \( P \)-algebra in \( M \) is a pair

\[
(c, \theta)
\]

consisting of an object \( c \) in \( M \) and a \( V \)-enriched multifunctor

\[
\theta : P \rightarrow M
\]

that sends the single object of \( P \) to \( c \). Equivalently, \( \theta \) is a \( V \)-enriched operad morphism

\[
\theta : P \rightarrow \text{End}(c).
\]

We say that \( (c, \theta) \) is a non-symmetric \( P \)-algebra if

\[
\theta : P \rightarrow \text{End}(c)
\]

is a non-symmetric \( V \)-enriched multifunctor.

Definition 2.10. Suppose \( F, G : M \rightarrow N \) are \( V \)-multifunctors as in Definition 2.8. A \( V \)-enriched multinatural transformation \( \alpha : F \rightarrow G \) consists of morphisms in \( V \)

\[
\alpha_c : I \rightarrow N(Fc; Gc) \quad \text{for} \quad c \in \text{Ob} M
\]

satisfying a \( V \)-naturality axiom for each \( (c; c') \in \text{Prof}(M) \times \text{Ob} M \). See [JY∞, 6.1.15] for a detailed description.

Pointed Objects, Smash Products, and Pointed Homs.

Definition 2.11. Suppose \( (C, \otimes, I, \text{Hom}) \) is a complete and cocomplete symmetric monoidal closed category with terminal object \( T \). We let \( C_* \) denote the category under \( T \). Its objects are morphisms

\[
i^X : T \rightarrow X \in C,
\]

which are called pointed objects with \( i^X \) the basepoint of \( X \). The morphisms of \( C_* \) are called pointed morphisms and are those morphisms of \( C \) that preserve the structure morphisms \( i \).

Moreover, we have the following constructions for pointed objects \( X \) and \( Y \).

Wedge: The wedge sum \( X \lor Y \) is the pushout in \( C \) of the span

\[
X \leftarrow T \rightarrow^Y Y.
\]

Equivalently, it is the coequalizer of the two induced morphisms

\[
T \xrightarrow{i^X} X \coprod Y \rightarrow^i \rightarrow X \lor Y.
\]
**Smash:** The smash product $X \wedge Y$ is the following pushout in $C$.

\[
\begin{array}{ccc}
(X \otimes T) \coprod (T \otimes Y) & \xrightarrow{(1_X \otimes 1_T) \coprod (1_T \otimes 1_Y)} & X \otimes Y \\
\downarrow & & \downarrow \\
T & \xrightarrow{} & X \wedge Y
\end{array}
\] (2.12)

The smash unit $E$ is defined by adjoining a disjoint basepoint to the unit of $C$:

\[E = \mathbb{1}_+ = \mathbb{1} \coprod T.\]

**Pointed Hom:** The pointed hom $\operatorname{Hom}_*(X, Y)$ is the following pullback in $C$.

\[
\begin{array}{ccc}
\operatorname{Hom}_*(X, Y) & \xrightarrow{} & T \\
\downarrow & & \downarrow \\
\operatorname{Hom}(X, Y) & \xrightarrow{} & \operatorname{Hom}(T, Y)
\end{array}
\] (2.13)

The composite

\[T \cong \operatorname{Hom}(X, T) \longrightarrow \operatorname{Hom}(X, Y) \longrightarrow \operatorname{Hom}(T, Y)\]

induced by the structure morphisms for $X$ and $Y$ is equal to the vertical morphism in (2.13), and therefore induces a canonical structure morphism $T \longrightarrow \operatorname{Hom}_*(X, Y)$ making $\operatorname{Hom}_*(X, Y)$ a pointed object.

The coproduct of pointed objects is given by the wedge product. Coequalizers of pointed objects are given by coequalizers in $C$ equipped with the induced basepoint. Similarly, products and equalizers in $C_*$ are given in $C$ and equipped with the basepoints induced by these constructions. Therefore $C_*$ is complete and cocomplete if $C$ is so. The smash product and pointed hom provide a symmetric monoidal closed structure with monoidal unit $E$.

**Theorem 2.14** ([EM09, 4.20], [JY∞, 4.2.3]). Suppose $(C, \otimes, \mathbb{1}, \operatorname{Hom})$ is a complete and cocomplete symmetric monoidal closed category with terminal object $T$. Then

\[\left(C_* = \wedge, E, \operatorname{Hom}_*\right)\]

is a complete and cocomplete symmetric monoidal closed category.

We will use Theorem 2.14 in the following cases:

- $(C, \otimes, \mathbb{1}, T) = (\text{FinSet}, \times, *, +)$, the category of finite sets, and
- $(C, \otimes, \mathbb{1}, T) = (\text{Cat}, \times, \mathbf{1}, \mathbf{1})$, the category of small categories.

**Remark 2.15.** The smash product of small pointed multicategories is defined by taking $(C, \otimes, \mathbb{1}, T) = (\text{Multicat}, \otimes, \mathbb{1}, T)$, where $\otimes$ is the Boardman-Vogt tensor product. See [JY∞, 5.6] for description of these products and their properties. Although we will not have use for it in this article, Proposition 3.9 gives a description of multilinear functors and transformations using the smash product of endomorphism multicategories.
3. The Multicategory of Small Permutative Categories

In this section we give the definitions of multilinear functor between permutative categories and multilinear transformation from [EM06] and [JY∞, 6.5]. These define the objects and morphisms for a Cat-enriched multicategory also denoted PermCat\textsuperscript{su} in Definition 3.11 below. Unless otherwise indicated, we generally use the following notation for permutative categories:

- \@ denotes the monoidal product.
- \e denotes the monoidal unit.
- \z denotes the braiding.

Definition 3.1. Suppose given permutative categories \(\mathcal{C}_1, \ldots, \mathcal{C}_n\) and suppose \(\langle X \rangle = \prod_j \mathcal{C}_j\) is a tuple of objects.

- For an object \(X'_i \in \mathcal{C}_i\) with \(i \in \{1, \ldots, n\}\), we let \(\langle X \circ_i X'_i \rangle\) denote the tuple whose \(j\)th entry is \(X_j\) for \(j \neq i\), and whose \(i\)th entry is \(X'_i\).
- Similarly, for objects \(X'_i \in \mathcal{C}_i\) and \(X''_i \in \mathcal{C}_i\) with \(i, k \in \{1, \ldots, n\}\) and \(i \neq k\), we let \(\langle X \circ_i X'_i \circ_k X''_i \rangle\) denote the tuple whose \(j\)th entry is that of \(\langle X \circ_i X'_i \rangle\) for \(j \neq k\) and whose \(k\)th entry is \(X''_k\).

Definition 3.2 (Multilinear Functors). Suppose \(\mathcal{C}_1, \ldots, \mathcal{C}_n\), and \(D\) are permutative categories. An \(n\)-linear functor from \(\mathcal{C}\) to \(D\) is a functor

\[
F : \mathcal{C}_1 \times \cdots \times \mathcal{C}_n \rightarrow D
\]

together with, for each \(i \in \{1, \ldots, n\}\), a natural transformation \(F_i^2\) called the \(i\)th linearity constraint with components

\[
F_i^2 : F(X \circ_i X_i) \circ F(X \circ_i X'_i) \rightarrow F(X \circ_i (X_i \oplus X'_i))
\]

for \(\langle X \rangle \in \prod_j \mathcal{C}_j\) and \(X'_i \in \mathcal{C}_i\). These data satisfy the following axioms.

Unity: If any \(X_j = e\), the unit of \(\mathcal{C}_j\), then \(F(X) = e\), the unit in \(D\). Moreover, \(F(f \circ_1 e) = 1_e\) for any morphisms \(f \in \mathcal{C}_i\) for \(i \neq j\).

Constraint Unity: If any \(X_j = e\) or if \(X'_j = e\), then \(F_i^2\) is an identity morphism.

Constraint Associativity: The following diagram commutes for each \(i \in \{1, \ldots, n\}\) and \(\langle X \rangle \in \prod_j \mathcal{C}_j\), with \(X'_i, X''_i \in \mathcal{C}_i\):

\[
\begin{array}{ccc}
F(X \circ_i X_i) \circ F(X \circ_i X'_i) \circ F(X \circ_i X''_i) & \xrightarrow{1 \circ F_i^2} & F(X \circ_i (X_i \oplus X'_i)) \circ F(X \circ_i X''_i) \\
F_i^2 \circ 1 & & F_i^2 \\
F(X \circ_i (X_i \oplus X'_i)) \circ F(X \circ_i X''_i) & \xrightarrow{F_i^2} & F(X \circ_i (X_i \oplus X_i \oplus X''_i))
\end{array}
\]

(3.3)

Constraint Symmetry: The following diagram commutes for each \(i \in \{1, \ldots, n\}\) and \(\langle X \rangle \in \prod_j \mathcal{C}_j\), with \(X'_i \in \mathcal{C}_i\):

\[
\begin{array}{ccc}
F(X \circ_i X_i) \circ F(X \circ_i X'_i) & \xrightarrow{F_i^2} & F(X \circ_i (X_i \oplus X'_i)) \\
\xi & & \xi \\
F(X \circ_i X'_i) \circ F(X \circ_i X_i) & \xrightarrow{F_i^2} & F(X \circ_i (X'_i \oplus X_i))
\end{array}
\]

(3.4)

Constraint 2-By-2: The following diagram commutes for each \(i \neq k \in \{1, \ldots, n\}\), \(\langle X \rangle \in \prod_j \mathcal{C}_j\), \(X'_i \in \mathcal{C}_i\), and \(X'_k \in \mathcal{C}_k\).
A 0-linear functor is a choice of object in \( D \), regarded as a functor
\[
F : 1 \longrightarrow D
\]
from the empty product. We say that \( F \) is a multilinear functor if it is \( n \)-linear for some \( n \geq 0 \). We say that a multilinear functor \( F \) is
- **strong** if \( F_i^2 \) is an isomorphism for each \( i \) and
- **strict** if \( F_i^2 \) is an identity for each \( i \).

**Example 3.6.** In the context of Definition 3.2 with \( n = 1 \), comparing the axioms above with those of Definition 2.2 shows that a 1-linear functor is precisely a strictly unital symmetric monoidal functor.

**Definition 3.7** (Multilinear Transformations). Suppose \( C_1, \ldots, C_n \), and \( D \) are permutative categories. Suppose
\[
F, F' : \langle C \rangle \longrightarrow D
\]
are \( n \)-linear functors. An \( n \)-linear transformation is a natural transformation of underlying functors
\[
\alpha : F \longrightarrow F'
\]
that satisfies the following two multilinearity conditions.

1. The diagram
\[
\begin{array}{ccc}
F(X \circ_i X_j) & \overset{F_i^2}{\longrightarrow} & F(X \circ_i (X_j \oplus X'_j)) \\
\downarrow_{\alpha \circ_i \alpha} & & \downarrow_{\alpha} \\
F'(X \circ_i X_j) & \overset{(F')_i^2}{\longrightarrow} & F'(X \circ_i (X_j \oplus X'_j))
\end{array}
\]
commutes for each \( i \in \{1, \ldots, n\} \) and \( (X) \in \prod_i C_j \) with \( X'_j \in C_j \).

2. The component of \( \alpha \) at a tuple \( (X) \) is an identity if any \( X_i = e \).

The two multilinearity conditions make \( \alpha \) a monoidal natural transformation in each variable separately. We say that \( \alpha \) is a multilinear transformation if it is \( n \)-linear for some \( n \geq 0 \).

**Remark 2.15** above reviews the smash product of small pointed multicategories. Although we will not have use for it in this article, we point out that multilinearity can be defined equivalently via multifunctors and multinatural transformations out of a smash product of endomorphism multicategories.
Proposition 3.9 ([JY∞, 6.5.10 and 6.5.13]). For small permutative categories $C_1, \ldots, C_n$, and $D$, the category of $n$-linear functors and $n$-linear transformations

$$\langle C \rangle \longrightarrow D$$

is isomorphic to the category of multifunctors and multinatural transformations

$$(3.10) \quad \Lambda_{i=1}^n \text{End}(C_i) \longrightarrow \text{End}(D).$$

Definition 3.11. Let $\text{PermCat}^{su}$ denote the Cat-enriched multicategory whose category of $n$-ary operations

$$\text{PermCat}^{su} ((C) ; D)$$

is the category of $n$-linear functors and $n$-linear transformations

$$\langle C \rangle \longrightarrow D.$$  

The Cat-enriched multicategory axioms for $\text{PermCat}^{su}$ follow from Proposition 3.9 and the symmetric monoidal axioms of the smash product. Independently, a direct verification is given in [JY∞, 6.6]. We let $\text{PermCat}^{sus}$ denote the Cat-enriched sub-multicategory whose $n$-ary operations consist of strong $n$-linear functors and $n$-linear transformations.

Remark 3.12. The multicategory structure on $\text{PermCat}^{su}$ is not the endomorphism multicategory of a symmetric monoidal structure. For example, the unit for the smash product of multicategories is not a permutative category. See [JY∞, 5.7.23 and 10.2.17] for further discussion of this point.

4. Symmetric Monoidal Closed Categories of $\Gamma$-Objects

In this section we recall the definitions of $\Gamma$-categories and $\Gamma$-simplicial sets.

Definition 4.1. Let $\text{FinSet}_*$ denote the category of pointed finite sets and pointed functions. Let $\mathcal{F}$ denote the full subcategory of $\text{FinSet}_*$ whose objects are $n = \{0, \ldots, n\}$ with basepoint 0, for natural numbers $n \geq 0$. The pointed finite set 0 is both initial and terminal in $\mathcal{F}$. 

Definition 4.2. Suppose $\underline{m}$ and $\underline{n}$ are objects of $\mathcal{F}$. The lexicographic order for $\underline{m} \wedge \underline{n}$ is the bijection of pointed finite sets

$$L : \underline{m} \wedge \underline{n} \cong \underline{mn}$$

given by

$$L(x, y) = \begin{cases} 
0 & \text{if } x = 0 \text{ or } y = 0, \\
(n(x - 1)) + y & \text{if } x > 0 \text{ and } y > 0.
\end{cases}$$

Using the lexicographic order, the smash product of pointed finite sets induces a monoidal product on $\mathcal{F}$ that we also denote $\wedge$. Elementary algebra with the formula for $L$ shows that this product is strictly associative and unital with strict monoidal unit $\underline{1}$. We state this as the following result.

Proposition 4.3. With the lexicographic ordering of smash products, $(\mathcal{F}, \wedge, \underline{1})$ is a permutative category.

Definition 4.4.

(1) A pointed category is a pair $(C, \ast)$ consisting of a category $C$ and a distinguished object $\ast$, called the basepoint.
(2) For pointed categories \((C, \ast)\) and \((D, \ast)\), a pointed functor
\[
(C, \ast) \xrightarrow{F} (D, \ast)
\]
is a functor \(F : C \rightarrow D\) that preserves the basepoint: \(F(\ast) = \ast\). Identity and composite pointed functors are defined by the underlying functors.

(3) Suppose \(F, G : (C, \ast) \rightarrow (D, \ast)\) are pointed functors. A pointed natural transformation \(\theta : F \rightarrow G\) is a natural transformation with identity basepoint component:
\[
\theta_\ast = 1_\ast : F(\ast) = \ast \rightarrow \ast = G(\ast) \in D.
\]

Identity, horizontal composite, and vertical composite pointed natural transformations are defined by the underlying natural transformations.

Definition 4.5. Suppose \((C, \ast)\) is a pointed category with \(\ast\) terminal in \(C\). A \(\Gamma\)-object in \(C\) is a pointed functor
\[
X : (F, 0) \rightarrow (C, \ast).
\]
The category of \(\Gamma\)-objects in \(C\), denoted \(\Gamma\)-\(C\), is
\[
\text{Cat}_\ast((F, 0), (C, \ast)),
\]
the category of pointed functors from \((F, 0)\) to \((C, \ast)\) and pointed natural transformations.

If \(C\) is a symmetric monoidal category, then functors from another symmetric monoidal category, such as \(F\), have a symmetric monoidal product given by Day convolution. To show that this preserves basepoints, and therefore induces a symmetric monoidal product on \(\Gamma\)-\(C\), we use enrichment over the category of pointed sets, \(\text{Set}_\ast\), via the following result.

Lemma 4.6 ([JY∞, 4.3.5]). Suppose \((B, \ast)\) and \((C, \ast)\) are pointed categories in which the basepoints are both initial and terminal.

1. Taking zero morphisms as basepoints of their hom sets, both \(B\) and \(C\) are enriched categories over \(\text{Set}_\ast\).
2. There is an equivalence of categories
\[
\text{Cat}_\ast((B, \ast), (C, \ast)) \cong (\text{Set}_\ast\text{Cat})(B, C),
\]
where the right hand side denotes the category of \(\text{Set}_\ast\)-enriched functors and natural transformations.

Our applications below take \((B, \ast)\) to be \((F, \emptyset)\) and take \((C, \ast)\) to be either \((\text{Cat}_\ast, 1)\) or \((\text{sSet}_\ast, \ast)\).

Definition 4.8. Suppose \((C, \otimes, 1, \ast)\) is a symmetric monoidal closed category that is complete and cocomplete with chosen terminal object \(\ast\).

1. For \(a\) and \(b\) in \(F\), we use the notation
\[
\mathcal{F}^\flat(a, b) = (\mathcal{F}(a, b))^\flat
\]
for the subset of nonzero morphisms.

2. We let \(\mathcal{F}\) denote \(F\) equipped with the pointed unitary enrichment over \(C_\ast\) defined by
\[
\mathcal{F}(a, b) = \bigvee_{\mathcal{F}(a, b)} S_0
\]
where $S^0 = 1 \coprod *$ is the monoidal unit of $(C_\ast, \wedge)$. The empty wedge is the terminal object $*$ of $C$.

(3) The monoidal product of $C_\ast$-categories is denoted $\wedge$ and, in particular, $\widehat{F} \wedge \widehat{F}$ has objects given by pairs and hom objects given by

$$\left(\widehat{F} \wedge \widehat{F}\right)((a, a'), (b, b')) = \widehat{F}(a, b) \wedge \widehat{F}(a', b')$$

for natural numbers $a, a', b, b'$.

**Definition 4.11.** Suppose $(C, \otimes, S^0, [-], *)$ is a symmetric monoidal closed category that is complete and cocomplete with chosen terminal object $*$. Suppose given $\Gamma$-objects $X$ and $Y$. We define a mapping object $\text{Map}_\ast(X, Y)$ in $C_\ast$ and $\Gamma$-objects $X \wedge Y$, $\text{Hom}_\ast(X, Y)$, and $J$ as follows.

- The Day convolution product of $X$ and $Y$ is

$$X \wedge Y = \int_{(b, c) \in \widehat{F} \wedge \widehat{F}} \left( \prod_{F((b, c), (-))} [Xb, Yc]_\ast \right) \vee S^0.$$  

- The hom diagram for $X$ and $Y$ is

$$\text{Hom}_\ast(X, Y) = \int_{(b, c) \in \widehat{F} \wedge \widehat{F}} \left( \prod_{F((b, c), (-))} [Xb, Yc]_\ast \right) \vee [b]_\ast$$

where $[\cdot, \cdot]_\ast$ denotes the pointed internal hom of $(C_\ast, \wedge)$.

- The mapping object for $X$ and $Y$ is

$$\text{Map}_\ast(X, Y) = \int_{b \in \widehat{F}} [Xb, Yb]_\ast = (\text{Hom}_\ast(X, Y))\downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow$$

where the second equality holds because $1$ is a strict unit in $\mathcal{F}$.

- The monoidal unit diagram is

$$J = \widehat{F}(1, -) = \bigvee_{\mathcal{F}(1, -)} S^0.$$  

- The braiding

$$X \wedge Y \longrightarrow Y \wedge X$$

is the natural transformation induced by the symmetry of the smash product

$$Xa \wedge Yb \xrightarrow{\epsilon} Yb \wedge Xa$$

the symmetry in $\mathcal{F}$, and the universal properties of coproducts and coends. These define a symmetric monoidal closed structure for $\Gamma$-$C$ by [Joy, 4.3.37].

Moreover, evaluation at $1$ defines a symmetric monoidal functor

$$L_1 : C_\ast \longrightarrow \Gamma$-$C : \text{ev}_1.$$  

The left adjoint $L_1$ is defined for $A \in C_\ast$ by composition

$$A \wedge J : \widehat{F} \longrightarrow C_\ast \longrightarrow C_\ast.$$
Theorem 4.19 ([JY∞, 4.3.37 and 9.2.18]). Suppose \((\mathcal{C}, \otimes, \mathbb{1}, [\cdot, \cdot], *)\) is a symmetric monoidal closed category that is complete and cocomplete with chosen terminal object \(*\). Then \(\Gamma - \mathcal{C}\) is a complete and cocomplete symmetric monoidal closed category that is enriched, tensored, and cotensored over \(\mathcal{C}_*\).

5. Mandell’s Inverse K-Theory Functor \(\mathcal{P}\)

In this section we review Mandell’s inverse K-theory functor \(\mathcal{P}\) [Man10]. For an integer \(n \geq 0\),

- \(\pi\) denotes the unpointed finite set \(\{1, \ldots, n\}\) with \(\emptyset = \emptyset\), and
- \(\underline{n}\) denotes the pointed finite set \(\{0, 1, \ldots, n\}\) with basepoint 0.

For a pointed finite set \(a\) with basepoint \(*\), we write

\[ a^b = a \setminus \{*\} \]

for the unpointed finite set obtained from \(a\) by removing the basepoint. Note that \(\underline{n}^b = \pi\).

First recall from [Man10, Section 4] that, for a \(\Gamma\)-category \(X\), the small permutative category \(\mathcal{P}X\) is defined as the Grothendieck construction

\[ \mathcal{P}X = \int_A AX. \]

The Category \(A\). The indexing category \(A\) has, as objects, finite sequences of positive integers. A morphism

\[ m = (m_1, \ldots, m_p) \xrightarrow{\phi} (n_1, \ldots, n_q) = n \in A \]

is a map of unpointed finite sets

\[ \bigsqcup_{i=1}^p \overline{m_i} \xrightarrow{\phi} \bigsqcup_{j=1}^q \overline{n_j} \]

such that the preimage of each \(\overline{n_j}\) is either empty or contained in a single \(\overline{m_i}\), with the index \(i\) determined by the index \(j\). Note that, however, each \(\overline{m_i}\) may hit several different \(\overline{n_j}\).

The Functor \(AX\). On objects the functor

\[ A \xrightarrow{AX} \text{Cat} \]

is the assignment, for \(m_1, \ldots, m_p > 0\),

\[ (AX)(m_1, \ldots, m_p) = \begin{cases} \prod_{i=1}^p Xm_i & \text{if } p > 0 \text{ and } X0 = 1 \text{ if } p = 0. \end{cases} \]

For a morphism \(\phi : m \rightarrow n\) in \(A\) as in (5.2), the functor

\[ (AX)(m) \xrightarrow{\phi_*(AX)(\phi)} (AX)(n) \]
is the identity functor of the terminal category $1$ if $q = 0$, which forces $p = 0$. If $p = 0$ and $q > 0$, then the composite of $\phi_*$ with the $j$-th coordinate projection, for $j \in \{1, \ldots, q\}$, is the following composite.

\[
1 \xrightarrow{\phi_*} (AX)(n) = \prod_{j=1}^{q} X_{n_j} \xrightarrow{\text{project}} X_{n_j}
\]

The bottom horizontal arrow is induced by the pointed map $\overline{0} \longrightarrow n_j$ in $F$. Its image is the basepoint of $X_{n_j}$.

For $p, q > 0$ and $j \in \{1, \ldots, q\}$, if $\phi^{-1}(\overline{n_j}) = \emptyset$, then the composite of $\phi_*$ with the $j$-th coordinate projection is the following composite, whose image is the basepoint of $X_{n_j}$.

\[
(AX)(m) = \prod_{i=1}^{p} X_{m_i} \xrightarrow{\phi_*} (AX)(n) = \prod_{j=1}^{q} X_{n_j} \xrightarrow{\text{project}} X_{n_j}
\]

If $\phi^{-1}(\overline{n_j}) \neq \emptyset$, then there is a unique index $i \in \{1, \ldots, p\}$ such that

\[
\emptyset \neq \phi^{-1}(\overline{n_j}) \subset \overline{m_i}.
\]

Define the map of pointed finite sets

\[
(5.4) \quad m_i \xrightarrow{\phi_{i,j}} n_j \in F
\]

by

\[
\phi_{i,j}(x) = \begin{cases} 
\phi(x) & \text{if } x \in \phi^{-1}(\overline{n_j}) \subset \overline{m_i} \text{ and } \\
0 & \text{if } x \in m_i \setminus \phi^{-1}(\overline{n_j})
\end{cases}
\]

The composite of $\phi_*$ with the $j$-th coordinate projection is the following composite.

\[
(AX)(m) = \prod_{i=1}^{p} X_{m_i} \xrightarrow{\phi_*} (AX)(n) = \prod_{j=1}^{q} X_{n_j} \xrightarrow{\text{project}} X_{n_j}
\]

**Remark 5.6.** In [Man10, page 777, line 2] the description of the map $\phi_{i,j}$ is slightly incorrect. The correct definition of $\phi_{i,j}$, given above, is from [GJO17, Notation 5.8].
The Category $\mathcal{P}X$. An object in the Grothendieck construction $\mathcal{P}X = \int_A \mathcal{AX}$ is a pair $(m, x)$ with

- $m = (m_1, \ldots, m_p)$ an object in $\mathcal{A}$ and
- $x = (x_1, \ldots, x_p)$ an object in $(\mathcal{AX})(m)$ with each $x_i \in X_{m_i}$.

A morphism

$$ (m, x) \xrightarrow{(\phi, f)} (n, y) \in \mathcal{P}X $$

consists of

- a morphism $\phi : m \rightarrow n$ in $\mathcal{A}$ as in (5.2) and
- a morphism $f : \phi(x) \rightarrow y \in (\mathcal{AX})(n)$ with $\phi = (\mathcal{AX})\phi$ as in (5.3).

Composition is defined as

$$ (\psi, g) \circ (\phi, f) = (\psi \circ (\phi \ast f)) $$

The identity morphism of an object $(m, x)$ is the pair $(1_m, 1_x)$ of identity morphisms.

For a $\Gamma$-category morphism $F : \mathcal{X} \rightarrow \mathcal{Y}$, the functor $\mathcal{P}F : \mathcal{P}X \rightarrow \mathcal{P}Y$ is defined on objects by

$$ (\mathcal{P}F)(m, x) = (m, Fx) $$

with $Fx = (Fx_1, \ldots, Fx_p)$ and similarly on morphisms.

Moreover, $\mathcal{P}X$ is a permutative category with monoidal product on objects given by concatenation in each variable, as in

$$ (m, n) \boxtimes (n, y) = ((m, n), (x, y)) \in \mathcal{P}X $$

with

$$ (m, n) = (m_1, \ldots, m_p, n_1, \ldots, n_q) \in \mathcal{A} $$

$$ (x, y) = (x_1, \ldots, x_p, y_1, \ldots, y_q) \in (\mathcal{AX})(m, n). $$

The monoidal product on morphisms is defined similarly, using the fact that $\mathcal{A}$ is a permutative category under concatenation of sequences with $()$ as the monoidal unit. The pair

$$ (((), *)) \in \mathcal{P}X $$

consisting of

- the empty tuple $()$ in $\mathcal{A}$ and
- the unique object $* \in X_0 = 1$

is defined as the strict unit for $\boxtimes$. The braiding

$$ (m, x) \boxtimes (n, y) \xrightarrow{\zeta = (\tau, 1)} (n, y) \boxtimes (m, x) \in \mathcal{P}X $$

consists of

- the isomorphism

$$ \tau : (m, n) \xrightarrow{\tau} (n, m) \in \mathcal{A} $$

given by the block swapping

$$ (\bigcup_{i=1}^p m_i) \sqcup \left( \bigcup_{j=1}^q n_j \right) \xrightarrow{\tau} \left( \bigcup_{j=1}^q n_j \right) \sqcup \left( \bigcup_{i=1}^p m_i \right) $$
of unpointed finite sets and
• the identity morphism of \((y, x)\).

As stated in [Man10, 4.5], the above definitions define a functor

\[
\Gamma\text{-Cat} \xrightarrow{\mathcal{P}} \text{PermCat}^{\text{st}}
\]

with \(\text{PermCat}^{\text{st}}\) the category of small permutative categories and strict symmetric monoidal functors. We also let \(\mathcal{P}\) denote the composite with the inclusion

\[
\text{PermCat}^{\text{st}} \hookrightarrow \text{PermCat}^{\text{sus}}
\]

of strict symmetric monoidal functors among strictly unital strong symmetric monoidal functors.

6. MULTIMORPHISM ASSIGNMENT

To show that

\[
\Gamma\text{-Cat} \xrightarrow{\mathcal{P}} \text{PermCat}^{\text{sus}}
\]

is a non-symmetric Cat-enriched multifunctor, suppose \(X_1, \ldots, X_k\), and \(Z\) are \(\Gamma\)-categories for \(k \geq 0\), and

\[
(X_1, \ldots, X_k) \rightarrow Z
\]

is a \(k\)-morphism in the multicategory \(\Gamma\text{-Cat}\). This is a \(\Gamma\)-category morphism

\[
\bigwedge_{i=1}^{k} X_i \xrightarrow{F} Z
\]

(6.1)

with \(\bigwedge\) being the Day convolution of pointed diagrams from Definition 4.11. Unless otherwise specified, an iterated monoidal product, such as \(\bigwedge_{i=1}^{k}\), is assumed to be left normalized. We need to construct its image \(k\)-morphism

\[
(\mathcal{P}X_1, \ldots, \mathcal{P}X_k) \rightarrow \mathcal{P}Z
\]

in the multicategory \(\text{PermCat}^{\text{sus}}\). This is a strong \(k\)-linear functor

\[
\prod_{i=1}^{k} \mathcal{P}X_i \xrightarrow{\left(\left(\mathcal{P}F, \left(\mathcal{P}F\right)^{2}_{i-1}\right)\right)} \mathcal{P}Z
\]

(6.2)

between small permutative categories. There are two cases depending on whether \(k = 0\) or \(k > 0\).

The case \(k = 0\). If \(k = 0\), then the given \(\Gamma\)-category morphism in (6.1) is

\[
J = \bigvee_{\mathcal{F}^{2}(\mathcal{L})} S^{0} \xrightarrow{F} Z
\]

(6.3)

with

• \(J \in \Gamma\text{-Cat}\) the monoidal unit with respect to \(\bigwedge\),
• \(\mathcal{F}^{2}(\mathcal{L})\) the set of nonzero morphisms \(1 \rightarrow n\) in \(\mathcal{F}\) for each \(n\), and
• \(S^{0} = \{0, 1\}\) the two-object discrete category with basepoint 0.
For each $n \geq 0$, there is a bijection
\[ \mathcal{F}^b(\underline{1}, n) \cong n^b = \{1, \ldots, n\}. \]
There is a pointed functor
\[ J_\underline{n} = \bigvee_{\mathcal{F}^b(\underline{1}, n)} S^0 \cong n \xrightarrow{F_\underline{n}} Z_\underline{n} \]
that is natural in $\underline{n} \in \mathcal{F}$. For each $j \in \{1, \ldots, n\}$, the pointed map
\[ 1 \longrightarrow \underline{n} \in \mathcal{F} \]
\[ 1 \longrightarrow j \]
yields a commutative diagram of pointed functors
\[ 1 \cong J_1 \longrightarrow Z_1 \]
\[ \underline{n} \cong J_\underline{n} \longrightarrow Z_\underline{n} \]
that sends $1 \in J_1$ to $F_1(1) \in Z_1$ and then to $F_j(j) \in Z_\underline{n}$. So $F$ is completely determined by $F_1(1)$.

The desired 0-linear functor to $\mathcal{P}Z$ in (6.2) is a choice of an object in $\mathcal{P}Z$. We define the image of the 0-morphism $F$ in (6.1) as $\langle (1) \in A, F_1(1) \in (AZ)(1) = Z_1 \rangle \in \mathcal{P}Z$.

This finishes the definition of the 0-linear functor $\mathcal{P}F$ in (6.2) when $k = 0$.

**Object assignment for $k > 0$.** For $k > 0$, the given $\Gamma$-category morphism $F$ in (6.1) consists of component pointed functors
\[ (\bigwedge_{i=1}^k X_i)_r = \bigvee_{\mathcal{F}^b(\bigwedge_{i=1}^k X_i)}^{(p_1, \ldots, p_k) \in \mathcal{F}^b} \bigwedge_{i=1}^k (X_i p_i) \xrightarrow{F_r} ZL \]
for $r \in \mathcal{F}$ that are natural in $r$. In the $\text{Cat}_+^\ast$-coend above, an empty wedge is the terminal category 1. We will sometimes omit the subscript $r$ in $F_r$.

Equivalently, by the universal property of the $\text{Cat}_+^\ast$-coend in (6.5), $F$ is a pointed natural transformation between pointed functors (Definition 4.4) as follows.

\[ \mathcal{F} \xrightarrow{\bigwedge_{i=1}^k X_i p_i} \text{Cat}_+^\ast \]

In the top horizontal arrow, we use $\bigwedge$ to denote the smash product of pointed functors, which is different from the Day convolution in (4.12). Unpacking the above pointed natural transformation, $F$ is uniquely determined by component pointed functors
\[ \bigwedge_{i=1}^k X_i p_i \xrightarrow{F} Z(p_1 \cdots p_k) \]
for \((p_1, \ldots, p_k) \in \mathcal{F}^{\otimes k}\) that are compatible with morphisms in \(\mathcal{F}^{\otimes k}\). The composite pointed functor (6.14) below is of this form.

To define the \(k\)-linear functor \(PF\) in (6.2), first we define its assignment on objects. Suppose given, for each \(i \in \{1, \ldots, k\}\), an object

\[(6.7) \quad (m^i, x^i) \in \mathcal{P}X_i\]

with

\[m^i = (m^i_1, \ldots, m^i_{r_i}) \in A\]

\[x^i = (x^i_1, \ldots, x^i_{r_i}) \in (AX_i)(m^i) = \prod_{j=1}^{r_i} X_i^j m^i_j.\]

If \(r_i = 0\) for some \(i\), then

\[(m^i, x^i) = ((), \ast) \in \mathcal{P}X_i\]

is the monoidal unit, and we define the image object

\[(6.8) \quad (\mathcal{P}F)((m^1, x^1), \ldots, (m^k, x^k)) = ((), \ast) \in \mathcal{P}Z,\]

the monoidal unit in \(\mathcal{P}Z\), as part of the definition of \(\mathcal{P}F\) in (6.2). The definition (6.8) is forced by the unity axiom of a multilinear functor in Definition 3.2.

Suppose \(r_i > 0\) for each \(i \in \{1, \ldots, k\}\). Given \(j_i \in \{1, \ldots, r_i\}\) for each \(i\), we first define the positive integer

\[(6.9) \quad m^1_{j_1, \ldots, j_k} = \prod_{i=1}^{k} m^i_{j_i}.\]

Letting each \(j_i\) run through \(\{1, \ldots, r_i\}\), we define the object

\[(6.10) \quad m^1_{j_1, \ldots, j_k} = \{\cdots \{m^1_{j_1, \ldots, j_k} \}_{j_1=1}^{r_1} \cdots \}_{j_k=1}^{r_k} \in A\]

with length \(r_1 \cdots r_k\). In other words, the displayed integer \(m^1_{j_1, \ldots, j_k}\) is entry number

\[j_1 + \sum_{i=2}^{k} [r_1 \cdots r_{i-1}(j_i - 1)]\]

in the sequence \(m^1_{j_1, \ldots, j_k}\). To understand the definitions (6.9) and (6.10), we arrange the objects \(m^1, \ldots, m^k \in A\) as follows.

\[m^1 = (m^1_1, \ldots, m^1_{r_1})\]

\[\vdots\]

\[m^k = (m^k_1, \ldots, m^k_{r_k})\]

The positive integer \(m^1_{j_1, \ldots, j_k}\) is a vertical product in this arrangement, taking the \(j_i\)-th entry in the \(i\)-th row for each \(i \in \{1, \ldots, k\}\). In the object \(m^1_{j_1, \ldots, j_k} \in A\), these positive integers are ordered reverse lexicographically by first comparing \(j_k\), then \(j_{k-1}\), and so forth, with \(j_1\) compared last.

Similarly, define the objects

\[(6.12) \quad x^1_{j_1, \ldots, j_k} = (x^1_{j_1}, \ldots, x^k_{j_k}) \in \bigwedge_{i=1}^{k} (X_i m^i_j).\]
Define the object
\[ F(x_{i_1 \ldots i_k}^1) \in Z(m_{i_1 \ldots i_k}^1) \]
as the image of \( x_{i_1 \ldots i_k}^1 \) under the following composite of pointed functors.
\[
\left( \bigwedge_{i=1}^k X_i \right)(m_{i_1 \ldots i_k}^1) = \int_{(p_1, \ldots, p_k) \in \mathcal{E}^{\times k}} \bigwedge_{i=1}^k \left( X_i, p_i \right) \xrightarrow{F} Z(m_{i_1 \ldots i_k}^1)
\]
In (6.14), \( \omega \) is the composite of (i) the coend structure morphism for the index
\[ (p_1, \ldots, p_k) = (m_{i_1}^1, \ldots, m_{i_k}^k) \in \mathcal{F}^{\times k} \]
and (ii) the wedge factor inclusion corresponding to the identity morphism of
\[ \bigwedge_{i=1}^k m_i^1 = m_{i_1 \ldots i_k}^1 \in \mathcal{F} \]
in the wedge index. Alternatively, the composite in (6.14) is a component of the form (6.6). With entries from (6.13), define the object
\[ F(x_{1 \ldots k}^1) = \left\{ \left( F(x_{j_1 \ldots j_k}^1) \right)_{j_1=1}^{r_1} \ldots \right\}_{j_k=1}^{r_k} \]
\[
\in \prod_{j_k=1}^{r_k} \prod_{j_1=1}^{r_1} Z(m_{i_1 \ldots i_k}^1) = (AZ)(m_{1 \ldots k}^1).
\]
Using (6.10) and (6.16), we define the image object
\[ (PF)(m_1^1, x_1^1, \ldots, m_k^k, x_k^k) = (m_{1 \ldots k}^1, F(x_{1 \ldots k}^1)) \in \mathcal{P}Z. \]
We can actually regard the image object (6.8), when \( r_i = 0 \) for some \( i \), as a special case of (6.17) as follows:
- \( m_{1 \ldots k}^1 \in A \) has length \( r_1 \ldots r_k = 0 \), so it is the empty sequence (\( () \)).
- \( F(x_{1 \ldots k}^1) \in (AZ)(\cdot) = 0 = 1 \) is the unique object.
This finishes the definition of the object assignment of \( PF \) in (6.2) when \( k > 0 \). In Remark 8.21 we explain in detail that we can also use the lexicographic ordering consistently instead of the reverse lexicographic ordering in the construction of \( PF \).

**Morphism assignment for** \( k > 0 \). To define \( PF \) in (6.2) on morphisms, suppose given, for each \( i \in \{1, \ldots, k\} \), a morphism
\[ (m_i^i, x_i^i) \xrightarrow{(\phi_i, f_i)} (n_i^i, y_i^i) \in \mathcal{P}X_i \]
with \( (m_i^i, x_i^i) \) as in (6.7), objects
\[ n_i^i = (n_{i_1}^i, \ldots, n_{i_k}^i) \in A \]
(6.19)
\[ y_i^i = (y_{i_1}^i, \ldots, y_{i_k}^i) \in (AX_i)(n_i^i) = \prod_{\ell=1}^{s_i} X_i n_{i_{\ell}}^i \]
and morphisms

\[(6.20)\]

\[
m^i \xrightarrow{\phi^i} n^i \in A
\]

\[
\phi^i(x^i) \xrightarrow{f^i} y^i \in (AX_i)(n^i).
\]

We want to construct a corresponding morphism

\[
(\phi : m^{1\cdots k} \to n^{1\cdots k}, f \circ \phi_F(x^{1\cdots k}) \to F(y^{1\cdots k})) \in PZ
\]

as in (5.7).

First we define the morphism in \(A\)

\[(6.21)\]

\[
\phi : m^{1\cdots k} \to n^{1\cdots k}
\]

\[
\prod_{j_1=1}^{s_1} \cdots \prod_{j_k=1}^{s_k} m_{j_1,\ldots,j_k}^{1\cdots k} \xrightarrow{\phi = (\phi^j)^{1\cdots k}} \prod_{\ell_1=1}^{s_1} \cdots \prod_{\ell_k=1}^{s_k} n_{\ell_1,\ldots,\ell_k}^{1\cdots k}
\]

with \(m_{j_1,\ldots,j_k}^{1\cdots k}\) as in (6.9) and similarly

\[
n_{\ell_1,\ldots,\ell_k}^{1\cdots k} = \prod_{i=1}^{k} n_{\ell_i}^{j_i} \quad \text{for} \quad 1 \leq \ell_i \leq s_i,
\]

as the following map of unpointed finite sets.

\[(6.22)\]

\[
\prod_{j_1=1}^{s_1} \cdots \prod_{j_k=1}^{s_k} m_{j_1,\ldots,j_k}^{1\cdots k} \xrightarrow{\phi = (\phi^j)^{1\cdots k}} \prod_{\ell_1=1}^{s_1} \cdots \prod_{\ell_k=1}^{s_k} n_{\ell_1,\ldots,\ell_k}^{1\cdots k}
\]

More precisely, for each \(k\)-tuple of elements

\[
a = (a_1,\ldots,a_k) \in \prod_{i=1}^{k} m_{j_i}^{1\cdots k} \cong m_{j_1,\ldots,j_k}^{1\cdots k}
\]

with each \(a_i \in m_{j_i}^{1\cdots k}\), the given map of unpointed finite sets

\[
\prod_{j_i=1}^{r_i} m_{j_i}^{1\cdots k} \xrightarrow{\phi^j} \prod_{\ell_i=1}^{s_i} n_{\ell_i}^{1\cdots k}
\]

sends \(a_i\) to an element

\[(6.23)\]

\[
\phi^j(a_i) \in n_{\ell_i}^{1\cdots k}
\]

for some unique index \(\ell_i \in \{1,\ldots,s_i\}\). This yields the \(k\)-tuple of elements

\[
\phi(a) = (\phi^1(a_1),\ldots,\phi^k(a_k)) \in \prod_{i=1}^{k} n_{\ell_i}^{1\cdots k} \cong n_{\ell_1,\ldots,\ell_k}^{1\cdots k}
\]

which is in one of the coproduct summands in the codomain of \(\phi\) in (6.22). Since each \(\phi^j : m^i \to n^i\) is a morphism in \(A\), the condition

\[
\emptyset \neq (\phi^j)^{-1}(n_{\ell_i}^{1\cdots k}) \subset m_{j_i}^{1\cdots k} \quad \text{for} \quad 1 \leq i \leq k
\]

implies the condition

\[(6.24)\]

\[
\emptyset \neq \phi^{-1}(n_{\ell_1,\ldots,\ell_k}^{1\cdots k}) \subset m_{j_1,\ldots,j_k}^{1\cdots k}.
\]
This ensures that \( \phi \) in (6.21) is a morphism in \( \mathcal{A} \).

The other component of the desired morphism in \( \mathcal{P} Z \) is a morphism

\[
\phi_* F(x^{1,...,k}) \xrightarrow{f} F(y^{1,...,k}) \in (AZ)(n^{1,...,k}).
\]

To define \( f \), first note that in the setting of (6.23), there is an induced map of pointed finite sets

\[
m^i_j \xrightarrow{\phi^i_{j\ell_i}} n^i_j \in \mathcal{F}
\]

as in (5.4). The morphism \( \phi : m^{1,...,k} \rightarrow n^{1,...,k} \) in (6.21) induces a functor

\[
(AZ)(m^{1,...,k}) \xrightarrow{\phi_* = (AZ)\phi} (AZ)(n^{1,...,k})
\]

as in (5.3). In the nontrivial cases, the coordinates of \( \phi_* \) are induced by the morphisms \( \phi^i_{j\ell_i} \) in (6.26). More precisely, for a coordinate that satisfies the condition (6.24), \( \phi_* \) in (6.27) is given by the following composite.

\[
\begin{array}{c}
\prod_{j=1}^{r_k} \cdots \prod_{j=1}^{r_1} Z(m^{1,...,k}_{j_1,...,j_k}) \xrightarrow{\phi_*} \prod_{\ell_k=1}^{s_k} \cdots \prod_{\ell_1=1}^{s_1} Z(n^{1,...,k}_{\ell_1,...,\ell_k}) \\
\text{project}
\end{array}
\]

The bottom horizontal functor is the image under \( \pi \) of the morphism

\[
m^{1,...,k}_{j_1,...,j_k} = \bigwedge_{i=1}^{k} m^i_j \xrightarrow{\bigwedge_{i=1}^{k} \phi^i_{j\ell_i}} \bigwedge_{i=1}^{k} n^i_j = n^{1,...,k}_{\ell_1,...,\ell_k} \in \mathcal{F},
\]

which uses the definition (6.15) of the smash product in \( \mathcal{F} \).

The given morphism \( f^i : \phi^i_*(x^i) \rightarrow y^i \) in \( (AX_i)(n^i) \) in (6.20) consists of component morphisms

\[
(\phi^i_{j\ell_i})_* (x^i_{j_i}) \xrightarrow{f^i_{j_i}} y^i_{\ell_i} \in X_i n^i_{\ell_i} \quad \text{if} \quad \emptyset \neq (\phi^i)^{-1}(n^i_{\ell_i}) \subset m^i_j,
\]

with the functor

\[
(\phi^i_{j\ell_i})_* : X_i m^i_j \xrightarrow{f^i_{j_i}} X_i n^i_{\ell_i}.
\]

The \( \ell_i \)-th entry of \( f^i \) is a morphism

\[
\begin{array}{c}
x \xrightarrow{f^i_{j_i}} y^i_{\ell_i} \in X_i n^i_{\ell_i} \quad \text{if} \quad (\phi^i)^{-1}(n^i_{\ell_i}) = \emptyset.
\end{array}
\]
For a factor of \((AZ)(n^{1,...,k})\) that satisfies the condition \((6.24)\), the composite pointed functor

\[
(6.31) \quad \wedge_{i=1}^{\ell} (X_n^{j_i}) \xrightarrow{F \circ \omega} Z(n^{1,...,k}_{1,...,\ell}),
\]
defined as in \((6.14)\), sends the morphism

\[
(6.32) \quad \{f^i_{j_i}\}_{i=1}^{k} \in \wedge_{i=1}^{k} (X_n^{j_i}),
\]
with each component of the form \((6.29)\), to a morphism

\[
(6.33) \quad F\{(\phi^{i}_{j_i})_*(x^{j_i})\}_{i=1}^{k} \xrightarrow{\phi^{1,...,k}} F(y^{1,...,k}_{1,...,\ell}) \in Z(n^{1,...,k}_{1,...,\ell}).
\]

Since \(F\) in \((6.5)\) is natural in the morphisms in \(\mathcal{F}\), the domain in \((6.33)\) is also given by

\[
F\{(\phi^{i}_{j_i})_*(x^{j_i})\}_{i=1}^{k} = \left(\wedge_{i=1}^{k} \phi_{j_i}\right)\left(F(x^{1,...,k}_{1,...,\ell})\right).
\]

In this case, the \(Z(n^{1,...,k}_{1,...,\ell})\) component of the desired morphism \(f\) in \((6.25)\) is defined as the morphism in \((6.33)\).

For a factor of \((AZ)(n^{1,...,k})\) that does not satisfy \((6.24)\), we have

\[
(\phi^i)^{-1}(\lambda^{j_i}) = \emptyset
\]
for at least one index \(i \in \{1,...,k\}\). The pointed functor \(F \circ \omega\) in \((6.31)\) sends the morphism \\{\(f^i_{j_i}\)\}_{i=1}^{k} in \((6.32)\), with at least one component of the form \((6.30)\), to a morphism

\[
(6.34) \quad \ast \xrightarrow{\phi^{1,...,k}} F(y^{1,...,k}_{1,...,\ell}) \in Z(n^{1,...,k}_{1,...,\ell}).
\]

In \((6.34)\) the domain is the basepoint \(\ast\) because

- \(F \circ \omega\) is a pointed functor and
- at least one entry in the input object is the basepoint, namely, \(\ast \in X_n^{j_i}\),

which yields the basepoint in \(\wedge_{i=1}^{\ell} (X_n^{j_i})\).

In this case, the \(Z(n^{1,...,k}_{1,...,\ell})\) component of the desired morphism \(f\) in \((6.25)\) is defined as the morphism in \((6.34)\).

In summary, given the morphisms \((6.18)\) in \(\mathcal{P}X_i\) for \(i \in \{1,...,k\}\), we define the morphism

\[
(6.35) \quad (PF)((\phi^1,f^1),...,(\phi^k,f^k)) = (\phi,f) \in \mathcal{P}Z
\]
with

- \(\phi : m^{1,...,k} \rightarrow n^{1,...,k} \in \mathcal{A}\) as in \((6.21)\) and
- \(f : \phi_* F(x^{1,...,k}) \rightarrow F(y^{1,...,k})\) in \((6.25)\) having components \((6.33)\) and \((6.34)\).

This finishes the definition of the morphism assignment of \(PF\) in \((6.2)\) for \(k > 0\).

The functoriality of \(PF\) follows from the definitions \((6.22)\), \((6.33)\), and \((6.34)\), and the functoriality of \(F \circ \omega\) in \((6.31)\).
7. Linearity Constraints

To make $\mathcal{P}F$ in (6.2) for $k > 0$ into a strong $k$-linear functor, next we construct its $k$ linearity constraints $\{(\mathcal{P}F)^k_b\}_{b=1}^k$ as in Definition 3.2. Suppose given

- objects $(m^i, x^i) \in \mathcal{P}X_i$ for $i \in \{1, \ldots, k\}$ as in (6.7),
- an index $b \in \{1, \ldots, k\}$, and
- an object

$$(\bar{m}^b, \bar{x}^b) \in \mathcal{P}X_b$$

with

$$\bar{m}^b = (\bar{m}_1^b, \ldots, \bar{m}_k^b) \in A$$

$$\bar{x}^b = (\bar{x}_1^b, \ldots, \bar{x}_k^b) \in (AX_b)(\bar{m}^b) = \prod_{j=1}^k X_b \bar{m}_j^b.$$

With the notation

$$(m, x) = (((m^1, x^1), \ldots, (m^k, x^k)) \in \prod_{i=1}^k \mathcal{P}X_i$$

$$(\nabla) (m, x) \circ_b (\bar{m}^b, \bar{x}^b) = (((m^1, x^1), \ldots, (\bar{m}_b^b, \bar{x}_b^b), \ldots, (m^k, x^k)) \quad b$$

the corresponding $b$-th linearity constraint of $\mathcal{P}F$,

$$(\mathcal{P}F)(m, x) \square (\mathcal{P}F)(\nabla) (m, x) \circ_b (\bar{m}^b, \bar{x}^b)$$

(7.2)

$$(\mathcal{P}F)(\nabla) (m, x) \circ_b ((m^b, x^b) \square (\bar{m}^b, \bar{x}^b))$$

is the isomorphism in $\mathcal{P}Z$ defined as follows.

**The Domain.** In the domain of $(\mathcal{P}F)^k_b$ in (7.2), the factor

$$(\mathcal{P}F)(m, x) = (m^{1\ldots k}, F(x^{1\ldots k})) \in \mathcal{P}Z$$

is defined in (6.17). Replacing $(m^b, x^b)$ with $(\bar{m}^b, \bar{x}^b)$ yields the other factor,

$$(\mathcal{P}F)(\nabla) (m, x) \circ_b ((m^b, x^b) \square (\bar{m}^b, \bar{x}^b)) = (\bar{m}^{1\ldots k}, F(\bar{x}^{1\ldots k})) \in \mathcal{P}Z,$$
with the following notation adapted from (6.9), (6.10), (6.12), (6.13), and (6.16).

\[ \tilde{m}^{1,\ldots,k}_{j_1,\ldots,j_k} = m_1^{j_1} \cdots m_k^{j_k} \quad \text{(with } 1 \leq j_b \leq \bar{r}_b) \]

\[ \tilde{m}^{1,\ldots,k} = \{ \ldots \{ \tilde{m}^{1,\ldots,k}_{j_1,\ldots,j_k} \}_{j_1=1}^{\bar{r}_{j_1}} \ldots \}_{j_k=1}^{\bar{r}_{j_k}} \in A \]

\[ \tilde{x}^{1,\ldots,k}_{j_1,\ldots,j_k} = (x_1^{j_1}, \ldots, x_b^{j_b}, \ldots, x_k^{j_k}) \]

(7.4)

\[ F(\tilde{x}^{1,\ldots,k}) = \{ \ldots \{ F(\tilde{x}^{1,\ldots,k}_{j_1,\ldots,j_k}) \}_{j_1=1}^{\bar{r}_{j_1}} \ldots \}_{j_k=1}^{\bar{r}_{j_k}} \]

\[ \in \prod_{j_1=1}^{\bar{r}_{j_1}} \ldots \prod_{j_k=1}^{\bar{r}_{j_k}} \prod_{j_1=1}^{r_{j_1}} \ldots \prod_{j_k=1}^{r_{j_k}} Z(\tilde{m}^{1,\ldots,k}_{j_1,\ldots,j_k}) = (AZ)(\tilde{m}^{1,\ldots,k}) \]

In each of the definitions of \( \tilde{m}^{1,\ldots,k}_{j_1,\ldots,j_k} \) and \( \tilde{x}^{1,\ldots,k}_{j_1,\ldots,j_k} \) above, the entry involving \( \bar{r}_b \) appears in the \( b \)-th spot. The monoidal product \( \Box \) in the domain of \((PF)^2_b \) in (7.2) is taken in \( PZ \) as in (5.8). Thus the domain of \((PF)^2_b \) in (7.2) is the object

\[ (m^{1,\ldots,k}, F(x^{1,\ldots,k})) \\Box (\tilde{m}^{1,\ldots,k}, F(\tilde{x}^{1,\ldots,k})) \]

(7.5)

with second entry the object \( (F(x^{1,\ldots,k}), F(\tilde{x}^{1,\ldots,k})) \in P \) \( X_b \).

The Codomain. In the codomain of \((PF)^2_b \) in (7.2), \( \Box \) is taken in \( PX_b \). Thus it contains the object

\[ (m^b, m^b) \Box (\tilde{m}^b, \tilde{x}^b) = (\tilde{m}^b, \tilde{x}^b) \in PX_b \]

with the following entries.

\[ \tilde{m}^b = (m^b, \tilde{m}^b) \]

\[ = (m_1^b, \ldots, m_k^b, \tilde{m}_1^b, \ldots, \tilde{m}_k^b) \in A \]

\[ \tilde{x}^b = (x^b, \tilde{x}^b) \]

\[ = (x_1^b, \ldots, x_b^b, \tilde{x}_1^b, \ldots, \tilde{x}_{\bar{r}_b}^b) \]

\[ \in (AX_b)(m^b, \tilde{m}^b) = \left\lfloor \prod_{j=1}^{r_b} X_b m^b_j \right\rfloor \times \left\lfloor \prod_{j=1}^{\bar{r}_b} X_b \tilde{m}^b_j \right\rfloor \]

Note that for \( y \in \{ m, x \} \), \( \bar{y}^b \) has entries

\[ \bar{y}^b = \begin{cases} y^b_j & \text{if } 1 \leq j \leq r_b, \\ y_{j-r_b}^b & \text{if } r_b + 1 \leq j \leq r_b + \bar{r}_b. \end{cases} \]

(7.7)
Replacing the \( b \)-th entry in \( (m, x) \) with (7.6) yields the object
\[
(m, x) \circ_b (\overline{m}^b, \overline{x}^b)
\]
\[= \left( (m^1, x^1), \ldots, (\overline{m}^b, \overline{x}^b), \ldots, (m^k, x^k) \right) \in \prod_{i=1}^k \mathcal{P} X_i.
\]
(7.8)

Similar to (7.4), we define the following:
\[
\tilde{m}^{1, \ldots, k}_{j_1, \ldots, j_k} = m^1_{j_1} \cdots m^b_{j_b} \cdots m^k_{j_k} \quad \text{(with } 1 \leq j_b \leq r_b + \overline{r}_b)\]
\[
\tilde{m}^{1, \ldots, k}_{j_1, \ldots, j_k} = \{ \cdots \{ \tilde{m}^{1, \ldots, k}_{j_1, \ldots, j_k} \}_{j_1=1}^{r_1} \cdots \}_{j_k=1}^{r_k} \in A
\]
\[
\tilde{x}^{1, \ldots, k}_{j_1, \ldots, j_k} = (x^1_{j_1}, \ldots, \overline{x}^b_{j_b}, \ldots, x^k_{j_k})
\]
\[\in (X_1 m^1_{j_1}) \wedge \cdots \wedge (X_b \overline{m}^b_{j_b}) \wedge \cdots \wedge (X_k m^k_{j_k})
\]
\[
F(\tilde{x}^{1, \ldots, k}_{j_1, \ldots, j_k}) = \{ \cdots \{ F(\tilde{x}^{1, \ldots, k}_{j_1, \ldots, j_k}) \}_{j_1=1}^{r_1} \cdots \}_{j_k=1}^{r_k}
\]
\[\in \prod_{j_k=1}^{r_k} \cdots \prod_{j_1=1}^{r_1} Z(\tilde{m}^{1, \ldots, k}_{j_1, \ldots, j_k}) = (AZ)(\overline{m}^{1, \ldots, k})
\]
(7.9)

In each of the definitions of \( \tilde{m}^{1, \ldots, k}_{j_1, \ldots, j_k} \) and \( \tilde{x}^{1, \ldots, k}_{j_1, \ldots, j_k} \) above, the entry involving \( \overline{x}^b_{j_b} \) appears in the \( b \)-th spot. By definition (6.17), applying \( PF \) to (7.8) yields the codomain of \( (PF)^2_b \) in (7.2):
\[
(PF)\left( (m, x) \circ_b (m^b, x^b) \square (\overline{m}^b, \overline{x}^b) \right)
\]
\[= (\overline{m}^{1, \ldots, k}, F(\overline{x}^{1, \ldots, k})) \in \mathcal{P} Z.
\]
(7.10)

The Permutation. The first entries in the domain and the codomain of \( (PF)^2_b \) in (7.5) and (7.10) are, respectively, the objects
\[
(m^{1, \ldots, k}, \overline{m}^{1, \ldots, k}) \quad \text{and} \quad \overline{m}^{1, \ldots, k} \in A.
\]
(7.11)

Each of these two objects is a sequence of positive integers. By (6.10), (7.4), and (7.7), and (7.9), there is a permutation
\[
\sigma_{(r_i)_{i=1}^k; b \overline{r}_b} \in \Sigma_{r_1 \cdots r_{b-1}(r_b + \overline{r}_b)r_{b+1} \cdots r_k}
\]
(7.12)

that takes the first object in (7.11) to the second object there.

More explicitly, if \( b = k \), then
\[
\sigma_{(r_i)_{i=1}^k; b \overline{r}_b} = \text{id} \in \Sigma_{r_1 \cdots r_{k-1}(r_k + \overline{r}_k)}
\]
(7.13)

is the identity permutation. Next suppose \( 1 \leq b < k \). For \( 1 \leq j_i \leq r_i \) and \( 1 \leq i \leq k \), the permutation \( \sigma_{(r_i)_{i=1}^k; b \overline{r}_b} \) is given by
\[
\begin{aligned}
j_1 + \left[ \sum_{i=2}^k r_1 \cdots r_{i-1} (j_i - 1) \right] & \mapsto j_1 + \left[ \sum_{i=2}^k r_1 \cdots (r_b + \overline{r}_b) \cdots r_{j_i-1} (j_i - 1) \right].
\end{aligned}
\]
On the other hand, if $1 \leq j_b < \overline{r}_b$, then the permutation $\sigma_{(r_i)_{i=1}^k, b\overline{r}_b}$ is given by

\[
(r_1 \cdots r_k) + j_1 + \left[ \sum_{i=2}^k r_1 \cdots \overline{r}_b \cdots r_{i-1}(j_i - 1) \right] \longrightarrow j_1' + \left[ \sum_{i=2}^k r_1 \cdots (r_b + \overline{r}_b) \cdots r_{i-1}(j'_i - 1) \right]
\]

with

\[
j'_i = \begin{cases} 
  j_i & \text{if } i \neq b, \\
  r_b + j_b & \text{if } i = b.
\end{cases}
\]

Thus the permutation $\sigma_{(r_i)_{i=1}^k, b\overline{r}_b}$ in (7.12) defines an isomorphism

(7.14) \[
\sigma_{(r_i)_{i=1}^k, b\overline{r}_b} : (m^{1 \cdots k}, \overline{m}^{1 \cdots k}) \xrightarrow{\cong} \overline{m}^{1 \cdots k} \in A
\]

that block permutes the unpointed finite sets

\[
\begin{bmatrix}
  r_1 & \cdots & r_1 & m^{1 \cdots k} \\
  j_1 & \cdots & j_1 & h_1 \cdots h_k \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
  r_1 & \cdots & r_1 & \overline{m}^{1 \cdots k} \\
  j_1 & \cdots & j_1 & h_1 \cdots h_k \\
\end{bmatrix}
\]

according to the permutation $\sigma_{(r_i)_{i=1}^k, b\overline{r}_b}$. It does not permute the elements within each unpointed finite set $m^{1 \cdots k}$ or $\overline{m}^{1 \cdots k}$.

The same permutation $\sigma_{(r_i)_{i=1}^k, b\overline{r}_b}$ in (7.12) also takes the second entry in the domain of $(PF)_A^k$ in (7.5), which is $F(x^{1 \cdots k}, F(\overline{x}^{1 \cdots k}))$, to the second entry in the codomain of $(PF)_A^k$ in (7.10), which is $F(\overline{x}^{1 \cdots k})$. Thus there is an identity morphism

(7.15) \[
1 : (\sigma_{(r_i)_{i=1}^k, b\overline{r}_b}^* F(x^{1 \cdots k}), F(x^{1 \cdots k})) \xrightarrow{\cong} F(\overline{x}^{1 \cdots k}) \in (AZ)(\overline{m}^{1 \cdots k}).
\]

Using (7.5), (7.10), (7.14), and (7.15), we define the component of the $b$-th linearity constraint of $PF$ in (7.2) as the isomorphism

(7.16) \[
(PF)^k_A = \left\{ \begin{array}{c}
(\sigma_{(r_i)_{i=1}^k, b\overline{r}_b}^* 1) \\
(\overline{m}^{1 \cdots k}, F(\overline{x}^{1 \cdots k}))
\end{array} \right\}
\]

in $\mathcal{P}Z$. The naturality of $(PF)^k_A$ follows from the fact that $\sigma_{(r_i)_{i=1}^k, b\overline{r}_b}$ in (7.14) is a block permutation, while (7.15) is the identity morphism. The unity and constraint unity axioms for a $k$-linear functor follow for the same reasons and from the fact that the monoidal unit in $\mathcal{P}X$ is the pair $()$ as in (5.9). The constraint associativity, symmetry, and 2-by-2 axioms all follow from the fact that, between any two permuted words of the same length, there exists a unique permutation that takes one to the other. Therefore, we have constructed a strong $k$-linear functor

\[
(PF, \{(PF)^k_A\}_i) : \prod_{i=1}^k PX_i \longrightarrow \mathcal{P}Z
\]
as in (6.2).

Note that if \( k = 1 \), then
\[
\left( P_F(\mathcal{P}F)^2 \right) : \mathcal{P}X_1 \to \mathcal{P}Z
\]
is a strict symmetric monoidal functor because, in this case,
\[
\sigma_{\tau_1; \tau_1} = \text{id} \in \Sigma_{\tau_1 + \tau_1}
\]
is the identity permutation, as noted in (7.13). Thus, in the case \( k = 1 \), we recover Mandell’s definition of \( \mathcal{P}F \) in [Man10].

8. Non-Symmetric Enriched Multifunctoriality

Next we observe that the assignment
\[
\Gamma\text{-Cat} \xrightarrow{\mathcal{P}} \text{PermCat}^{\text{sus}}
\]
on objects (5.1) and multimorphisms (6.2) is a non-symmetric \( \text{Cat} \)-enriched multifunctor as in Definition 2.8 with \( V = \text{Cat} \).

**Non-Symmetric Multifunctoriality.** The definition of \( \mathcal{P} \) at a multimorphism in \( \Gamma\text{-Cat} \) is in (6.17), (6.35), and (7.16). Colored units in \( \Gamma\text{-Cat} \) are identity \( \Gamma \)-category morphisms, and \( \mathcal{P} \) sends them to identity symmetric monoidal functors.

**Preservation of Composition: Context.** To see that \( \mathcal{P} \) preserves composition of multimorphisms, consider \( \Gamma \)-category morphisms
\[
\bigwedge_{i=1}^k X_i \xrightarrow{F} Z \quad \text{and} \quad \bigwedge_{j=1}^{n_i} W_{ij} \xrightarrow{F_i} X_i
\]
for \( i \in \{1, \ldots, k\} \), with \( F \) a \( k \)-morphism as in (6.1) and \( F_i \) an \( n_i \)-morphism. We omit the comma in the subscript to simplify the notation, so \( W_{ij} = W_{ij} \). Their composite in the multicategory \( \Gamma\text{-Cat} \) is the \((n_1 + \cdots + n_k)\)-morphism
\[
\bigwedge_{i=1}^k \bigwedge_{j=1}^{n_i} W_{ij} \xrightarrow{\bigwedge_{i=1}^k F_i} \bigwedge_{i=1}^k X_i \xrightarrow{F} Z.
\]
Using (6.6) the composite \( F \circ \left( \bigwedge_{i=1}^k F_i \right) \) is determined by component composite pointed functors
\[
\bigwedge_{i=1}^k \bigwedge_{j=1}^{n_i} W_{ij} p_{ij} \xrightarrow{\bigwedge_{i=1}^k F_i} \bigwedge_{i=1}^k X_i p_i \xrightarrow{F} Z \left( p_1 \cdots p_k \right)
\]
for objects \( p_{ij} \in \mathcal{F} \), where
\[
p_i = \prod_{j=1}^{n_i} p_{ij} \quad \text{for} \quad i \in \{1, \ldots, k\}.
\]
The image of (8.2) under \( \mathcal{P} \) is the strong \((n_1 + \cdots + n_k)\)-linear functor
\[
\prod_{i=1}^k \prod_{j=1}^{n_i} \mathcal{P}W_{ij} \xrightarrow{\mathcal{P}(F \circ (\bigwedge_{i=1}^k F_i))} \mathcal{P}Z.
\]

On the other hand, the images of \( F \) and \( F_i \) in (8.1) under \( \mathcal{P} \) are strong multilinear functors
\[
\prod_{i=1}^k \mathcal{P}X_i \xrightarrow{\mathcal{P}F} \mathcal{P}Z \quad \text{and} \quad \prod_{i=1}^{n_i} \mathcal{P}W_{ij} \xrightarrow{\mathcal{P}F_i} \mathcal{P}X_i.
\]
Their composite in the multicategory \( \text{PermCat}^{\text{sus}} \) is the strong \((n_1 + \cdots + n_k)\)-linear functor
\[
\prod_{i=1}^k \prod_{j=1}^{n_i} \mathcal{P}W_{ij} \xrightarrow{\prod_i \mathcal{P}F_i} \prod_{i=1}^k \mathcal{P}X_i \xrightarrow{\mathcal{P}F} \mathcal{P}Z.
\]
We must show that (8.4) and (8.5) are equal on objects, morphisms, and linearity constraints.

**Preservation of Composition: Objects and Morphisms.** To check that (8.4) and (8.5) are equal on objects, consider objects

\[(m^j, x^j) \in \mathcal{P}W_{ij}\]

for \(i \in \{1, \ldots, k\}\) and \(j \in \{1, \ldots, n_i\}\), with the following component objects.

\[m^j = (m_{ij}^j, \ldots, m_{ij}^j) \in A\]

\[x^j = (x_{ij}^1, \ldots, x_{ij}^j) \in (AW_{ij})(m^j) = \prod_{\ell=1}^{r_{ij}} W_{ij} m_{ij}^{r_{ij}}\]

First we compute the image of the object

\[
\left\{ \left\{ (m^j, x^j) \right\}_{j=1}^{n_j} \right\}_{i=1}^{k} \in \prod_{i=1}^{k} \prod_{j=1}^{n_j} \mathcal{P}W_{ij}
\]

under the functor \((PF) \circ (\prod_i PF_i)\) in (8.5).

For each \(i \in \{1, \ldots, k\}\), applying \(PF_i\) to the objects in (8.6) for \(j \in \{1, \ldots, n_i\}\) yields the object

\[
(PF_i) \left\{ \left\{ (m^j, x^j) \right\}_{j=1}^{n_j} \right\}_{i=1}^{k} = (m^i, x^i) \in \mathcal{P}X_i
\]

with the following notation adapted from (6.9), (6.10), and (6.12).

\[m_{i_1 \ldots i_{r_{ij}}}^{l_{i_1} \ldots l_{i_{r_{ij}}}} = \prod_{j=1}^{n_j} m_{j}^{l_{j}}\]

for \(l_{ij} \in \{1, \ldots, r_{ij}\}\)

\[m^i = \left\{ \ldots \left\{ m_{i_1 \ldots i_{r_{ij}}}^{l_{i_1} \ldots l_{i_{r_{ij}}}} \right\}_{j=1}^{r_{ij}} \ldots \right\}_{i=1}^{r_{ij}} \in A\]

\[x^i = \left\{ \ldots \left\{ F(x_{i_1 \ldots i_{r_{ij}}}^{l_{i_1} \ldots l_{i_{r_{ij}}}}) \right\}_{j=1}^{r_{ij}} \ldots \right\}_{i=1}^{r_{ij}} \in \prod_{i=1}^{r_{ij}} X_i \left( m_{i_1 \ldots i_{r_{ij}}}^{l_{i_1} \ldots l_{i_{r_{ij}}}} \right) = (AX_i)(m^i)\]

We omit some commas to simplify the notation, so \(r_{in} = r_{i,n_i}\) and \(l_{in} = l_{i,n_i}\).

Next, applying \(PF\) to the objects in (8.8) for \(i \in \{1, \ldots, k\}\) yields the object

\[
(PF) \left\{ \left\{ (m^j, x^j) \right\}_{j=1}^{k} \right\}_{i=1}^{k} = (m^{1\ldots k}, F(x^{1\ldots k})) \in \mathcal{P}Z
\]

with the following component objects.

\[m^{1\ldots k} = \left\{ \ldots \left\{ \prod_{j=1}^{k} m_{i_1 \ldots i_{r_{ij}}}^{l_{i_1} \ldots l_{i_{r_{ij}}}} \right\}_{l_{i_1}=1}^{l_{i_{r_{ij}}}} \ldots \right\}_{i_1=1}^{l_{i_{r_{ij}}}} \in A\]

\[F(x^{1\ldots k}) = \left\{ \ldots \left\{ F(x_{i_1 \ldots i_{r_{ij}}}^{l_{i_1} \ldots l_{i_{r_{ij}}}}) \right\}_{j=1}^{r_{ij}} \ldots \right\}_{i_1=1}^{r_{ij}} \in \prod_{i_1=1}^{r_{ij}} \prod_{j=1}^{l_{i_{r_{ij}}}} Z \left( \prod_{j=1}^{r_{ij}} m_{i_1 \ldots i_{r_{ij}}}^{l_{i_1} \ldots l_{i_{r_{ij}}}} \right) = (AZ)(m^{1\ldots k})\]

In summary, the object in (8.9) is the result of applying the functor \((PF) \circ (\prod_i PF_i)\) in (8.5) to the object in (8.7).
On the other hand, for the functor in (8.4), the object equality
\[ P(F \circ (\wedge_i F_i))\left(\left\{\left\{(m^{ij}_i, x^{ij}_i)\right\}\}_{j=1}^{\eta_i}\right\}_{i=1}^{k}\right) = (m^{1\ldots,k}, F(x^{1\ldots,k})) \in PZ \]
also holds.
- For the \(A\)-component, this holds because, for \(\ell_{ij} \in \{1, \ldots, r_{ij}\}\), there is an equality of positive integers
  \[ \prod_{i=1}^{k} \prod_{j=1}^{\eta_i} m^{ij}_{ij} = \prod_{i=1}^{k} m^{1\ldots,k}_{ij}. \]
- For the second component, we use the component pointed functors in (8.3).

This proves that (8.4) and (8.5) are equal on objects. A similar analysis shows that they are equal on morphisms. Thus they are equal as functors.

Preservation of Composition: Linearity Constraints. To see that (8.4) and (8.5) are equal on the linearity constraints, we use the fact that, between any two permuted words of the same length, there is a unique permutation that takes one to the other, while the second factor in (7.16) is an identity morphism. Thus \(P\) is a non-symmetric multifunctor of underlying multicategories. The Cat-enrichment of \(P\) is discussed below.

Remark 8.10 (Non-Preservation of Symmetric Group Action). We note that \(P\) does not preserve the symmetric group action. Let \((-)^\sigma\) denote the right action of a permutation \(\sigma \in \Sigma_k\) on the \(k\)-ary operations of \(\Gamma\)-Cat and \(\text{PermCat}^\text{sus}\), for \(k > 0\). Then from (6.17) we have
\[
(PF)^\sigma((m^1, x^1), \ldots, (m^k, x^k)) = (PF)[\sigma((m^1, x^1), \ldots, (m^k, x^k))]
= (m^\sigma^{-1}(1), \ldots, m^\sigma^{-1}(k), F(x^\sigma^{-1}(1), \ldots, x^\sigma^{-1}(k)))
\]
(8.11)
and
\[
(P(F^\sigma))((m^1, x^1), \ldots, (m^k, x^k)) = (m^{1\ldots,k}, F^\sigma(x^{1\ldots,k}))
= (m^{1\ldots,k}, \pi^{-1}_{\sigma} F(x^{\sigma^{-1}(1), \ldots, x^{\sigma^{-1}(k)})},
\]
(8.12)
where \(\pi\) denotes the permutation of tuples that takes \(m^{1\ldots,k}\) to \(m^{\sigma^{-1}(1), \ldots, \sigma^{-1}(k)}\) and \(x^{1\ldots,k}\) to \(x^{\sigma^{-1}(1), \ldots, x^{\sigma^{-1}(k)}},\) induced by \(\sigma\) permuting the rows of (6.11). In (8.12), the second component uses the action of \(\Sigma_k\) on \(\Gamma\)-Cat, induced by the Day convolution braiding (4.17), together with naturality of \(F\) with respect to morphisms in \(\mathcal{F}\). Then \((\pi, 1)\) provides an isomorphism in \(PZ\)—generally not an identity—from (8.12) to (8.11).

Cat-Enrichment. As in Theorem 4.19 with \(C = \text{Cat}\), the category of \(k\)-morphisms
\[ \Gamma\text{-Cat}(X_1, \ldots, X_k; Z) \]
has
- as objects, \(\Gamma\)-category morphisms
  \[ F : \bigwedge_{i=1}^{k} X_i \to Z \]
as in (6.1), and
as morphisms, pointed modifications

\[ (8.13) \]
\[
\begin{array}{ccc}
\bigwedge_{i=1}^k X_i & \xrightarrow{\psi} & Z \\
\downarrow \theta & & \downarrow \\
G & & G
\end{array}
\]

between \( \Gamma \)-category morphisms.

Using the component pointed functors in (6.6), such a pointed modification \( \theta : F \to G \) consists of, for each \( k \)-tuple of objects

\[ (8.14) \]
\[
\langle p \rangle = (p_1, \ldots, p_k) \in \mathcal{F}^{\times k},
\]
a pointed natural transformation

\[ (8.15) \]
\[
\begin{array}{ccc}
\bigwedge_{i=1}^k (X_i, p_i) & \xrightarrow{\psi^\theta (p_i)} & Z(p_1 \cdots p_k) \\
\downarrow \theta & & \downarrow \\
G(p_1 \cdots p_k) & & G(p_1 \cdots p_k)
\end{array}
\]

that satisfies the modification axiom. The latter encodes compatibility of \( \theta \) with morphisms in \( \mathcal{F}^{\times k} \).

On the other hand, recalling Definition 3.11, the category of \( k \)-morphisms

\[ \text{PermCat}^{\text{sus}} (\mathcal{P} X_1, \ldots, \mathcal{P} X_k ; \mathcal{P} Z) \]

has

- as objects, strong \( k \)-linear functors

\[ (H, \{ H^2_i \}_{i=1}^k) : \prod_{i=1}^k \mathcal{P} X_i \to \mathcal{P} Z, \]

and

- as morphisms, \( k \)-linear transformations

\[ (8.16) \]
\[
\begin{array}{ccc}
\prod_{i=1}^k \mathcal{P} X_i & \xrightarrow{\psi^\theta} & \mathcal{P} Z \\
\downarrow \theta & & \downarrow \\
\mathcal{P} (F, \{(F^2_i)\}) & & \mathcal{P} (G, \{(G^2_i)\})
\end{array}
\]

between \( k \)-linear functors.

Given a pointed modification \( \theta : F \to G \) as in (8.13), its image under \( \mathcal{P} \) is the \( k \)-linear transformation

\[ (8.17) \]
\[
\begin{array}{ccc}
\prod_{i=1}^k \mathcal{P} X_i & \xrightarrow{\psi \mathcal{P} \theta} & \mathcal{P} Z \\
\downarrow \theta & & \downarrow \\
\mathcal{P} (F, \{(F^2_i)\}) & & \mathcal{P} (G, \{(G^2_i)\})
\end{array}
\]

defined as follows. If \( k = 0 \), then the \( \Gamma \)-category morphism

\[ F : I \to Z \]
as in (6.3) is completely determined by the object \( F_1(1) \in Z_1 \), and similarly for \( G \). Using (6.4), the 0-linear transformation \( \mathcal{P}\theta \) is determined by the morphism

\[
\mathcal{P}\theta : (1, F_1(1)) \rightarrow (1, G_1(1)) \in \mathcal{P}Z
\]

consisting of

- the identity morphism
  \[ 1 : (1) \rightarrow (1) \in A \]
  and
- the given component morphism
  \[
  \theta_1 : F_1(1) \rightarrow G_1(1) \in Z_1.
  \]

For \( k > 0 \), suppose given objects

\[ (m^i, x^i) \in \mathcal{P}X_i \quad \text{for} \quad i \in \{1, \ldots, k\} \]

as in (6.7). With the shorthand \((m, x)\) in (7.1) and the definition of \((\mathcal{P}F)(m, x)\) in (6.17), the component morphism

\[
(m^{1, \ldots, k}, F(x^{1, \ldots, k})) \xrightarrow{(\mathcal{P}\theta)(m, x)} (m^{1, \ldots, k}, G(x^{1, \ldots, k})) \in \mathcal{P}Z
\]

consists of

- the identity morphism
  \[ 1 : m^{1, \ldots, k} \rightarrow m^{1, \ldots, k} \in A \]
  and
- the given component morphisms
  \[
  F(x^{1, \ldots, k}) \xrightarrow{\theta_{j_1 \ldots j_k}^{x_1 \ldots x_k}} G(x^{1, \ldots, k}) \in Z(m^{1, \ldots, k}_{j_1 \ldots j_k})
  \]
  for \( 1 \leq j_i \leq r_i \) and \( 1 \leq i \leq k \).

This finishes the definition of \( \mathcal{P}\theta \).

Next we check the \( k \)-linear transformation axioms for \( \mathcal{P}\theta \).

- The naturality of \( \mathcal{P}\theta \) follows from
  - the naturality of each component \( \theta_{(p)} \) in (8.15) and
  - the fact that each component of \( \mathcal{P}\theta \) has an identity morphism in \( A \) as its first component.

- If any \((m^i, x^i)\) is the monoidal unit, then \((\mathcal{P}\theta)(m, x)\) is the identity morphism of the monoidal unit \(((), \ast)\) in \( \mathcal{P}Z \) because the given \( \theta \) is a pointed modification, with each \( \theta_{(m)} \) a pointed natural transformation.

- In the compatibility diagram (3.8) for \( \mathcal{P}\theta \) with the monoidal constraints of \( \mathcal{P}F \) and \( \mathcal{P}G \), in each of the two composites, the \( A \)-component in \( \mathcal{P}\theta \) is an identity morphism, while for \((\mathcal{P}F)^2_b\) and \((\mathcal{P}G)^2_b\) it is the same permutation in (7.12). In the other component, \((\mathcal{P}F)^2_b\) and \((\mathcal{P}G)^2_b\) have identity morphisms as in (7.15), while \( \mathcal{P}\theta \) is given by the components of \( \theta \) as in (8.18) and (8.19).
Thus $P\theta$ is a $k$-linear transformation between $k$-linear functors. Next we observe that the assignment

$$\Gamma\text{-Cat}(X_1, \ldots, X_k; Z) \xrightarrow{P} \text{PermCat}^{\text{sus}}(P X_1, \ldots, P X_k; P Z)$$

is a functor.

- The assignment $P$ sends an identity modification $1_F$ to the identity $k$-linear transformation $1_{P F}$ because the component morphisms of $\theta = 1_F$ in (8.18) and (8.19) are identity morphisms.
- The assignment $P$ preserves composition of pointed modifications because, on the one hand, composition in the domain category of $P$ is given by vertical composition of pointed natural transformations as in (8.15), which is objectwise composition in a component category of $Z$. On the other hand, composition in the codomain category of $P$ is given by vertical composition of natural transformations as in (8.16), which is objectwise composition in $P Z$. Thus it follows from the definitions (8.18) and (8.19) that $P$ preserves composition.

Non-symmetric multifunctoriality of $P$ with respect to multimorphisms is explained above. The preservation of colored units and composition at the level of pointed modifications (8.13) both follow from the definition of $P\theta$ as having

- an identity morphism in $A$ as its first component and
- component morphisms of $\theta$, (8.18) and (8.19), in the other component.

Thus

$$\Gamma\text{-Cat} \xrightarrow{P} \text{PermCat}^{\text{sus}}$$

is a non-symmetric Cat-enriched multifunctor. This finishes the proof of Theorem 1.3.

**Remark 8.21.** In the definition of the strong $k$-linear functor $PF$ in (6.17), we can redefine

1. $m^1_{1,\ldots,k}$ in (6.10) to

$$m^1_{1,\ldots,k} = \left\{ \ldots \{ m^1_{j_1,\ldots,j_k} \}_{j_k = 1} \ldots \right\}_{j_1 = 1}^{r_1}$$

and

2. $F(x^1_{1,\ldots,k})$ in (6.16) to

$$F(x^1_{1,\ldots,k}) = \left\{ \ldots \{ F(x^1_{j_1,\ldots,j_k}) \}_{j_k = 1} \ldots \right\}_{j_1 = 1}^{r_1}$$

using the lexicographic ordering instead of the reverse lexicographic ordering with respect to $j_1, \ldots, j_k$. Likewise, we can make a corresponding redefinition of $PF$ on morphisms (6.35) and linearity constraints (7.16). Call this $P'F$. Then $P'F$ is another strong $k$-linear functor as in (6.2). Similarly, we can define $P'\theta$ (8.17) with the same components (8.19) but ordered lexicographically.

There is a canonical invertible $k$-linear transformation

$$\alpha : PF \xrightarrow{\cong} P'F$$

whose component at $((m^i, x^i))$ is the isomorphism in $PZ$

$$(PF)((m^i, x^i)) = (m^1_{1,\ldots,k}, F(x^1_{1,\ldots,k})) \xrightarrow{\alpha^i, 1} (P'F)((m^i, x^i)) = (m^1_{1,\ldots,k}, F(x^1_{1,\ldots,k})).$$
In the $A$-component, 

$$
\alpha^A : m_1^{\ldots,k} \to m_1^{\ldots,k}
$$

is the isomorphism given by the block permutation of unpointed finite sets determined by the permutation that takes $m_1^{\ldots,k}$ to $m_1^{\ldots,k}$. The functor 

$$(AZ)(\alpha^A) : (AZ)(m_1^{\ldots,k}) \to (AZ)(m_1^{\ldots,k})$$

is a permutation isomorphism that takes the object $F(x_1^{\ldots,k})$ to $F(x_1^{\ldots,k})$. The second component in $(\alpha^A,1)$ is the identity morphism of $F(x_1^{\ldots,k})$.

The multilinearity diagram (3.8) commutes in $\mathcal{P}Z$ because $(\mathcal{P}F)^2_0$ is componentwise of the form $(\sigma,1)$ with $\sigma$ the block permutation of unpointed finite sets determined by the universal permutation $\sigma$ in (7.12), and likewise for $(\mathcal{P}'F)^2_0$. In (3.8) the first components of the two composites are equal as morphisms in $A$ by uniqueness of such permutations. The second component is an identity morphism for each composite. With these consistent changes, $\mathcal{P}'$ is another extension of the functor $\mathcal{P}$ to a non-symmetric Cat-enriched multifunctor.

9. Application: Inverse K-Theory Preserves Associative Algebras

As a consequence of Theorem 1.3, the Cat-enriched inverse $K$-theory $\mathcal{P}$ preserves algebraic structures parametrized by non-symmetric Cat-enriched multi-categories, in particular, the Cat-enriched associative operad.

We begin with a description of $E_1$-algebras in permutative categories.

**Definition 9.1 ([EM06]).** A ring category is a tuple

$$(C, (\oplus, 0, \xi^\oplus), (\otimes, \mathbb{1}), (\partial^l, \partial^r))$$

consisting of the following data.

- **The Additive Structure:** $(C, \oplus, 0, \xi^\oplus)$ is a permutative category.
- **The Multiplicative Structure:** $(C, \otimes, \mathbb{1})$ is a strict monoidal category.
- **The Factorization Morphisms:** $\partial^l$ and $\partial^r$ are natural transformations

$$
(A \otimes C) \oplus (B \otimes C) \xrightarrow{\partial^l_{A,B,C}} (A \oplus B) \otimes C
$$

$$
(A \otimes B) \oplus (A \otimes C) \xrightarrow{\partial^r_{A,B,C}} A \otimes (B \oplus C)
$$

for objects $A, B, C \in C$, which are called the left factorization morphism and the right factorization morphism, respectively.

We often abbreviate $\otimes$ to concatenation, with $\oplus$ always taking precedence over $\otimes$ in the absence of clarifying parentheses. The subscripts in $\xi^\oplus$, $\partial^l$, and $\partial^r$ are sometimes omitted.

The above data are required to satisfy the following seven axioms for all objects $A, A', A'', B, B', B'', C$, and $C'$ in $C$. Each diagram is required to be commutative.

**The Multiplicative Zero Axiom:**

$$
\begin{align*}
1 \times C & \xrightarrow{\varepsilon} C & C & \xrightarrow{\varepsilon} C \times 1 \\
0 \times 1_C \downarrow & & 1_C \times 0 \downarrow \\
C \times C & \xrightarrow{\delta} C & C \times C & \xrightarrow{\delta} C \times C
\end{align*}
$$
In this diagram, the top horizontal isomorphisms drop the 1 argument. Each 0 denotes the constant functor at 0 ∈ C and 1_0.

The Zero Factorization Axiom:
\[
\partial^l_{0,B,C} = 1_{B⊗C} \quad \partial^r_{0,B,C} = 1_0 \\
\partial^l_{A,0,C} = 1_{A⊗C} \quad \partial^r_{A,0,C} = 1_{A⊗C} \\
\partial^l_{A,B,0} = 1_0 \quad \partial^r_{A,B,0} = 1_{A⊗B}
\]

The Unit Factorization Axiom:
\[
\partial^l_{A,B,1} = 1_{A⊗B} \\
\partial^r_{A,B,1} = 1_{B⊗C}
\]

The Symmetry Factorization Axiom:
\[
AC ⊗ BC \xrightarrow{\varepsilon\otimes 1_C} (A ⊕ B)C \\
BC ⊗ AC \xrightarrow{1\otimes \varepsilon} (B ⊕ A)C
\]

The Internal Factorization Axiom:
\[
AB ⊗ A'B ⊗ A''B \xrightarrow{\partial\otimes 1} (A ⊕ A')B ⊗ A''B \\
AB ⊗ (A' ⊕ A''B) \xrightarrow{\partial} (A ⊕ A'C)B
\]

The External Factorization Axiom:
\[
ABC ⊗ ABC' \xrightarrow{\partial\otimes 1} (A ⊕ A'C)B \\
A(BC ⊕ BC') \xrightarrow{1\otimes \partial} AB(C ⊕ C')
\]

The 2-By-2 Factorization Axiom:
This finishes the definition of a ring category. Moreover, a ring category is said to be tight if \( \partial^l \) and \( \partial^r \) in (9.2) are natural isomorphisms.

Let \( \text{As} \) denote the Cat-enriched associative operad, as in [JY∞, 11.1.1]. By [JY∞, 11.2.16], Cat-enriched multifunctors from \( \text{As} \) to \( \text{PermCat}^{\text{su}} \) parametrize ring categories. Since \( \text{As} \) is the free symmetric operad on the terminal non-symmetric operad, which we denote \( \text{As}' \), ring categories are also parametrized by non-symmetric Cat-enriched multifunctors

\[
\text{As}' \rightarrow \text{PermCat}^{\text{su}}.
\]

Since the multilinear functors in \( \text{PermCat}^{\text{su}} \) are strong, \( \text{As}' \)-algebras in \( \text{PermCat}^{\text{su}} \) have invertible factorization morphisms and are, therefore, tight ring categories. Combining this characterization with Theorem 1.3 yields the following result.

**Corollary 9.3.** The non-symmetric Cat-enriched inverse K-theory multifunctor

\[
\Gamma - \text{Cat} \rightarrow \text{PermCat}^{\text{su}}
\]

in Theorem 1.3 sends each monoid in \( \Gamma - \text{Cat} \) to a tight ring category (Definition 9.1).

Thus, tight ring categories arise naturally as the outputs of the Cat-enriched inverse K-theory, \( \mathcal{P} \).
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