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Abstract—Nowadays, intelligent highway traffic network is playing an important role in modern transportation infrastructures. A variable speed limit (VSL) system can be facilitated in the highway traffic network to provide useful and dynamic speed limit information for drivers to travel with enhanced safety. Such system is usually designed with a steady advisory speed in mind so that traffic can move smoothly when drivers follow the speed, rather than speeding up whenever there is a gap and slowing down at congestion. However, little attention has been given to the research of vehicles’ behaviours when drivers left the road network governed by a VSL system, which may largely involve unexpected acceleration, deceleration and frequent lane changes, resulting in chaos for the subsequent highway road users. In this paper, we focus on the detection of traffic flow anomaly due to drivers’ lane change intention on the highway traffic networks after a VSL system. More specifically, we apply graph modelling on the traffic flow data generated by a popular mobility simulator, SUMO, at road segment levels. We then evaluate the performance of lane changing detection using the proposed Lane-GNN scheme, an attention temporal graph convolutional neural network, and compare its performance with the proposed Lane-GNN scheme, an attention temporal graph convolutional neural network (TCNN) as our baseline. Our experimental results show that the proposed Lane-GNN can detect drivers’ lane change intention within 90 seconds with an accuracy of 99.42% under certain assumptions. Finally, some interpretation methods are applied to the trained models with a view to further illustrate our findings.

I. INTRODUCTION

At present, Intelligent Transportation Systems (ITS) is playing an important role in addressing various challenges to maximize its impact on safety and sustainability for citizens travelling in cities [1]. A road-side camera monitoring system, for instance, can be deployed in a highway network to track moving vehicles by leveraging advanced computer vision techniques and modern telecommunication networks. Useful information including averaged speed and density of vehicles on a given stretch of road can be obtained using big data analysis and artificial intelligence techniques. Real-time data and insight can be exchanged to city stakeholders through different channels using dedicated application programming interfaces (APIs) [2]. In this context, a variable speed limit (VSL) system can be deployed and integrated with intelligent infrastructures to alleviate traffic congestion and maximize traffic flows in different scenarios [3], [4]. For instance, Fig. 1 illustrates a VSL system currently deployed in the highway network (M50) in Dublin, Ireland. The VSL system is designed in a way that vehicles on each lane of the road network can drive at a safe speed in km/h shown below the overhead gantry signboard 1. It is worth noting that although driving at a lower speed below the VSL is legal, it is usually not recommended as it will easily lead to a bottleneck for subsequent vehicles trying to follow the speed, and thus reducing traffic flow 2.

Fig. 1. Variable speed limits (80km/h) are shown for four lanes of the M50 highway traffic networks in Dublin city, Ireland 1.

A large body of work has been found in the literature for the optimal design of advisory speed for different application purposes, see papers [5]–[12] in this direction. However, little attention has been given for the study of drivers’ behaviours after the road segments with speed advisory, where a driver may intend to drive freely with acceleration/de-acceleration, frequent lane-changing according to a psychological study in [13]. More specifically, Fig. 2 illustrates the M50 highway traffic network, where the VSL system is implemented on the segment in green and a subsequent segment in red without a VSL system. This implies that once vehicles leave the road segment in green, it is more likely that vehicles may drive freely and change lane frequently on the road segment in red. Thus, it is important to understand how likely drivers will change lanes by using the observable information collected from the road networks. This is the exact research challenge to be addressed in this work. With this in mind, our main contributions of this paper can be summarised as follows:

1. We model highway traffic networks using graphs with lanes as nodes and connectivity between lanes as edges to extract the graph features for lane changing detection. Given this setup, we propose Lane-GNN, an attention temporal graph convolutional neural network, to predict drivers’ lane changing intention.

2. We evaluate the performance of our proposed scheme using data generated from a mobility simulator namely
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SUMO [14]. The performance of the scheme is compared with a solution based on temporal convolutional neural network (TCNN) as our baseline. In comparison with the baseline algorithm, our proposed Lane-GNN method shows superiority under certain assumptions.

3. Temporal and spectral domain analysis, including standard deviation and spectral information divergence for features, are carried out to further interpret our models and findings.

The remaining parts of the paper are organized as follows. We review some deep learning based analysis for traffic flow and lane change detection in Section II. The experiment design, data processing and neural network architecture are demonstrated in Section III. Experimental results and further details regarding to the results are discussed in Section IV. Finally, we conclude our work in Section V.

II. RELATED WORKS

Many works have been found in the literature using deep learning methods for traffic flow analysis. More recently, deep belief networks [15], autoencoder [16] and recurrent neural network (RNN) based approaches [17] have been implemented to analyze the sequential traffic flow data leveraging the long term temporal dependencies. Jointly working with sequential deep learning models, by segmenting the city into multiple areas and grids, CNN architectures with temporal units have been devised to access both spatial and temporal information where the traffic flow is processed into sequential 2-D data [18] [19]. However, the above methods meet with common limitations for traffic flow analysis since they neglect the natural non-Euclidean property (e.g., graph) in road networks. Also, some previous works have shown the effectiveness of lane change detection, using HMM [20] and LSTM based methods [21], but these methods can not leverage the natural geographical information (e.g., the connection between lanes) sufficiently.

In general, traffic networks are naturally represented in graph format, where the roads are natural edges and connections between roads act as nodes. In order to overcome the significant limitation of the previous mentioned deep learning methods in traffic flow detection, graph neural networks (GNNs) are applied as an ideal approach to detection problems on traffic networks since spatial dependencies between different nodes have been represented in graph structure. With the input of graph features, variants of GNN architectures have been proposed as the state-of-the-art approach and obtained promising performances in various scenarios [22] for detection problem. For instance, Diffusion Convolutional Recurrent Neural Network (DCRNN) [23], Graph Wavenet [24] and spatial-temporal Graph convolutional network (STGCN) [25] have been designed to leverage the spatial-temporal information and improve the traditional GNN architecture, which can boost the performance of detection algorithm in highway traffic networks. Tanwi et al. [26] refined the DCRNN to transfer the common spatial-temporal information between cities with similar geographical structure to improve the detection performance. Yu et al. [25] proposed STGCN to leverage the spatial and temporal dependencies between different areas of city, to improve the performance of traffic demand forecasting.

Inspired by the successful application of graph modelling, we detect the intention of lane changing based on GNN, in which the graph modelling can extract the spatial information between lanes and enhance the detection performance. Existing works related to detecting lane-change behaviours mainly focus on vehicle-level detection [27], [28]. These works try to answer if a specific vehicle has an intention to change lanes while driving on the road to avoid potential collisions. Our work is different in that we aim to detect drivers’ lane changing intentions using aggregated information from road-level rather than using the information from individual vehicle. Our focus is to indicate the chaotic level of the current road network so that different levels of traffic intervention may need to be enforced later. Thus, the main objective in our work is not to devise certain strategies to help change drivers’ behaviours but to estimate the likelihood of drivers’ lane-changing intention using observable information which is not directly collected from individual vehicles but from smart road-side units, e.g., from a camera monitoring system.

III. METHODOLOGY

A. Simulation & experiment design

In this section, the traffic flow data generated by different driving intentions is simulated using SUMO [14]. SUMO is open-source software for the simulation of urban mobility, which is prevalent for simulation based studies for intelligent transportation systems. To begin with, we select a specific road segment, i.e., the red segment in Fig. 2 with length 3.36 km on the motorway M50 in Dublin city, for predicting drivers’ lane changing intention. We assume that vehicles will follow VSL on the segment in green but may drive freely.
as soon as they leave the segment in green, i.e., entering the segment in red shown in Fig. 2.

In our experiment, the car-following model is set in SUMO using a modified version of Krauss model [29]. A new vehicle is generated per simulation step (i.e., 1 second) on the lane recommended by SUMO, with safety checks off for driving speed (i.e., speed mode is set as “32” in SUMO). In a normal situation, all vehicles are driving at maximum speed suggested by VSL without frequent lane changes on the highway traffic network, where the VSL is set as 80 km/h. However, considering that different driving intentions could happen in the real world, we consider the possibility of driving intentions when generating the traffic flow data. Specifically, driving intentions include violating VSL and frequent lane changing and these intentions may have impacts on traffic flow in our real-world transportation. Violating VSL is defined as driving at a speed that is different from maximum speed of VSL in a given range (e.g, 5%, 10%, 20% of VSL) and lane changing is defined as the vehicle randomly switches to any lane of the highway traffic network. With this in mind, each vehicle has the possibility (i.e., VSL probability 0.1, 0.5 and 0.9) that drive at maximum of VSL and each vehicle has the possibility (i.e., lane probability 0.1, 0.5 and 0.9) that keep driving at the same lane at each simulation step while driving on the highway traffic network. Fig. 3 shows a case where VSL probability = 0.1, lane probability = 0.9 and 20% of VSL. This implies that each vehicle has 0.1 probability to drive at maximum of VSL (i.e., 80 km/h) or has 0.9 probability to drive at a speed from 64 km/h to 96 km/h uniformly (i.e., 20% of VSL speed). Each vehicle has 0.9 probability to drive at the current lane (i.e., 0.1 probability changing to other lanes). In a real-world setup, each camera can be set to monitor the movement of vehicles on each lane and access the vehicle number on each lane, e.g., using bounding-box based calculation for each frame. In our setup, we access the average speed and number of vehicles on each lane from SUMO interface to detect drivers’ lane change intentions.

### B. Feature selection and model training

In our setup, the average driving speed and vehicle number on each lane are collected per simulation step (i.e., 1 second) as features for model training. With this information in place, we intend to estimate the probability of lane changing in scenarios where speed changes of vehicles fall into the following three categories, i.e., 5%, 10%, 20% of VSL. Therefore, different models for lane changing detection need to be trained with respect to different VSL probability for different range of speed changes. We label the data based on different lane changing intentions (i.e., lane probability). The traffic flow data used for model training, validation and testing are generated for 3600, 1800 and 3600 simulation steps, corresponding to monitoring the traffic flow for 1 hour, a half-hour and 1 hour respectively in real world scenarios.

### C. Traffic flow on graph

In this section, we model traffic flow data using graph. More specifically, we use $G = (V, E)$ to represent a highway network, where $V$ denotes the nodes representing the set of lane segments $V = \{l_i | i = 1, 2, \ldots, N\}$, where $N$ denotes the maximum number of nodes in the graph. Let $E$ be edges representing connections between a pair of nodes in the graph $G$. The adjacency matrix is denoted by $A$. The connectivity of the graph is set as fully connected as the vehicle may change lanes from one to any other while driving on the road segment without a VSL system. To better illustrate this point, Fig. 4 demonstrates our detailed modelling process. The highway network is divided into two road segments with each segment consisting of four lanes, i.e., eight lanes in total $N = 8$. The feature set for lane $i$ at each time step $t$ is denoted by $X_i(t) = (S_i(t), D_i(t))$, where $D_i(t)$ and $S_i(t)$ denote the number of vehicles and the average moving speed on the lane $i$ at time $t$, respectively. Finally, the length of input time window for model training is denoted by $T$ for each of the lane segment.

Fig. 3. An example of the setting of driving intention, with setting VSL probability = 0.1, lane probability = 0.9 and 20% of VSL. Each vehicle has 0.1 probability to drive at maximum of VSL (i.e., 80 km/h) or has 0.9 probability to drive between 64 km/h to 96 km/h, and has 0.9 probability to remain in the current lane. The vehicles are driving at a constant speed during the whole journey once their desired speeds are set.

Fig. 4. Graph modelling of two consecutive road segment of the M50 highway network. Each lane denotes a node (red points) and the connectivity between different lanes denotes an edge (blue lines). A vehicle can change lane or remain on its current lane depending on its driving intention.
D. Network architecture

- Temporal convolutional neural networks (TCNN). TCNN is designed as a baseline to evaluate the ability of CNN in detecting the intentions given the traffic flow data. The architecture of TCNN is refined from [25] and is demonstrated in Fig. 5. Graph features extracted from each temporal segment are conveyed to three identical 2-D convolutional layers. The output from the first convolutional layer is activated by a sigmoid function to have normalized values between 0 and 1. Output from the other two convolutional layers is added with normalized values and then activated by a ReLU function, followed by a fully-connection layer.

- Attention-based temporal graph convolutional networks (Lane-GNN). Referring to the work presenting the ST-GCN architecture [25] and built upon our previous work [30], we introduce TGCN with attention mechanism, consisting of two attention temporal convolution blocks (ATCs) and a fully-connection output layer as our architecture. Each ATC consists of two temporal convolution blocks used in TCNN, with attention mechanism applied to process temporal information, as shown in Fig. 6. Note that Lane-GNN has the latent static spatial information since the nodes are fully connected to each other fixedly as aforementioned in Section III-C.

E. Network setup

In our network setup, the number of nodes is 8, indicating 8 lane segments in the considered traffic network. The number of features for each lane is 2, corresponding to the averaged speed and number of vehicles on each lane segment collected as the graph features. The length of temporal segment $T$ is set to 30, 60 and 90 respectively, which will be examined later by our algorithm. For TCNN architecture, each convolution layer has 2 input channels (e.g., corresponding to the number of features) and 64 output channels, with the kernel size as 3. In each input channel, 2-D traffic data slice with a dimension of $[T, 8]$, indicating the specific feature from 8 lanes in a given temporal segment, is used for the model training. Therefore The fully-connection layer receives the input size as $[T \times 8 \times 64]$ and output size as 3, corresponding to the 3 categories of anomalies that will be discussed in Section IV-A. We set the batch size as 32 indicating there are 32 2-D traffic data slices for each training iteration. The Lane-GNN architecture shares the same setting with TCNN architecture in relation to the temporal convolution layer and fully connection layer. The averaged 3-D pooling operator processes the data along with the dimension of $T$, with the output vector with a size of $[1, T]$. This vector conducts dot product operation with the output of the temporal convolution module, realizing the attention effect on temporal information. Table I summarised common settings when training the Lane-GNN and TCNN.

\[
\begin{array}{|c|c|}
\hline
\text{Parameters} & \text{Values} \\
\hline
\text{Nodes} & 8 \text{ (only for Lane-GNN)} \\
\text{Length of temporal segment} & 30, 60, 90 \\
\text{Intention categories} & 3 \\
\text{Feature dimension} & 2 \\
\text{Batch size} & 32 \\
\text{Initial learning rates} & 0.001 \\
\text{Optimizer} & \text{Adam algorithm} \\
\text{Weight decay} & 0.001 \\
\hline
\end{array}
\]

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we present our experimental results and discuss our findings.

A. Lane changing detection

Here we evaluate the deep learning algorithms for detecting lane changing intentions. In order to exclude the effect of speed violation when detecting the traffic flow caused by lane changing, the data is divided under three conditions, that is data generated under possibilities (i.e., VSL probability 0.1, 0.5 and 0.9) of speed violation. Detection for intentions of lane changing is investigated in these conditions separately.
The detection also considers the effect of temporal segments when processing the graph data. We select three temporal segments with different lengths (i.e., \( T = 30, 60, 90 \)) when generating the sample of graph data. With these settings, the algorithm detects the lane changing intention every 30, 60 and 90 seconds respectively in a real-world application. Every two contiguous samples have an overlap time steps of \( T/2 \) given the specific length of temporal segment \( T \).

Table II and Table III demonstrate the results of lane changing detection using Lane-GNN and TCNN respectively. On the one hand, the averaged accuracies based on Lane-GNN are better than that based on TCNN for different ranges of speed change. For each category of speed change, the detection based on Lane-GNN obtains the highest averaged accuracy given the length of temporal segment \( T = 90 \), which outperforms the performances of TCNN. For instance, Lane-GNN achieves the highest accuracy 99.42\% and TCNN obtains accuracy 98.12\% given \( T = 90 \). On the other hand, the length of a temporal segment is an important factor in our detection task. For Lane-GNN, as the length of temporal segments becomes larger, the accuracy of detecting lane changing behaviours gets better for most conditions regardless of the factor on speed change. For instance, when vehicles have only a 0.1 probability to follow VSL, and the speed changes within the range of 20\% of VSL, increasing the length of a temporal segment from \( T = 30 \) to \( T = 90 \) will increase the averaged detection accuracy from 96.06\% to 99.13\%. The average result also aligns well with this finding. In contrast, increasing the length of the temporal segment for TCNN will not have to lead better detection accuracy which can be easily observed from the results reported in Table III. The results from Table II and Table III also indicate that the averaged detection accuracy for both Lane-GNN and TCNN can get better with increasing level of diversity on speed change. However, even in the worst case scenario with 5\% of VSL, Lane-GNN still shows better averaged detection accuracy (97.39\%) than the TCNN method 95.62\%.

### TABLE II

**Detection accuracy using Lane-GNN**

| Speed change | Conditions | \( T = 30 \) | \( T = 60 \) | \( T = 90 \) |
|--------------|------------|--------------|--------------|--------------|
| 5\% of VSL   | VSL prob = 0.1 | 90.85\%      | 96.00\%      | 97.39\%      |
|              | VSL prob = 0.5 | 86.62\%      | 90.57\%      | 94.78\%      |
|              | VSL prob = 0.9 | 98.17\%      | 98.86\%      | 100.00\%     |
|              | Average     | 91.88\%      | 95.14\%      | 97.39\%      |
| 10\% of VSL  | VSL prob = 0.1 | 91.69\%      | 95.71\%      | 97.39\%      |
|              | VSL prob = 0.5 | 90.42\%      | 97.14\%      | 98.26\%      |
|              | VSL prob = 0.9 | 97.61\%      | 98.86\%      | 97.83\%      |
|              | Average     | 93.24\%      | 97.24\%      | 97.83\%      |
| 20\% of VSL  | VSL prob = 0.1 | 96.06\%      | 98.00\%      | 99.13\%      |
|              | VSL prob = 0.5 | 95.07\%      | 98.29\%      | 100.00\%     |
|              | VSL prob = 0.9 | 96.20\%      | 98.86\%      | 99.13\%      |
|              | Average     | 95.78\%      | 98.38\%      | **99.42\%**  |

### V. CONCLUSIONS

In this paper, we model the traffic flow data on highway traffic networks using graph and leverage temporal graph convolutional network architecture embedded with attention mechanism to detect the lane changing intentions of drivers. The experiments compared the detection performance of...
Lane-GNN with that of TCNN. Our results have shown that the attention mechanism enhances the ability in capturing the key temporal information and improves the detection accuracy. With Lane-GNN, lane changing behaviour can be identified within 90 seconds with the highest accuracy of 99.42%. In fact, TCNN is also a promising alternative when a shorter time window, e.g., 30- and 60-second window, is applied, while a longer time window with the Lane-GNN can achieve the best performance overall.

To conclude, we believe that the paper releases implications for future works in lane changing detection for intelligent transportation: 1) graph modelling on traffic flow suits the nature of highway networks and helps to enhance the knowledge representation. 2) The length of the temporal segment affects the performance of anomaly detection. When lane change intentions are required to be detected accurately in important segments of highway traffic networks, delicate models deserve more consideration. On the contrary, if lane changes will not cause severe threats to the driving safety (e.g., in the situation when the driving speed varies within a small range) and can be monitored infrequently, the simpler model can be applied to reduce the computation cost while securing the competitive detection accuracy.

In future works, advanced feature selection and the effect of components of GNN, such as spatial attention and adaptive adjacency matrix, will be investigated. Finally, we wish to note that the VSL system will cover all parts of M50 highway network in the near future. However, this expansion will not affect the generality of the proposed approach as long as there is a link between a VSL governed road segment and a non-VSL road network, such as M50 to N3/N4 in the Irish road networks. In this context, different attributes of the road segments, e.g., length of lanes, number of lanes, are required to be redesigned for a better modelling of the graph, which forms another part of our future work.
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