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ABSTRACT This study aims to solve the context-sensitive spelling error problem for English documents. There are two types of spelling errors in English: non-word spelling errors and context-sensitive spelling errors. Non-word spelling errors are simple to correct because they can only be detected by matching the words in sentences with those in a dictionary; however, context-sensitive spelling errors entail increased difficulty of correction because the relationship between the word to be corrected and the surrounding context must be known. Spelling errors are considered noise in every field that uses text information, and preprocessing via document correction is necessary to minimize this problem. Context-sensitive spelling errors include homophone errors (which arise from the incorrect use of words that sound the same but are spelled differently), typographical errors (caused by striking an incorrect key on a keyboard), grammatical errors (which occur when the user does not know the correct grammatical rules), and cross word boundary errors (which arise from incorrect spacing between words). This study focuses on typographical errors. The context-sensitive spelling error problem is solved using the deep learning method, which is not an existing statistical method. The deep learning language model-based correction approach is divided into four parts, namely, correction based on word embedding information, contextual embedding information, an auto-regressive (AR) language model, and an auto-encoding (AE) language model. In this study, the best correction performance was obtained for the AE language model-based approach, and we verified its performance through a detailed correction test.

INDEX TERMS Context-sensitive spelling error correction, natural language processing, word embedding, contextual embedding, auto-regressive, auto-encoding, permutation language model.

I. INTRODUCTION

Spelling errors can be classified into two categories: non-word and context-sensitive spelling errors. The former occur when a word is spelt with a non-conventional spelling, such as “fron.” Thus, it is easy to detect these errors by analyzing a word morphologically. An example of the latter error type is when a word such as “fake” is used with “pretty” to yield “a pretty fake.” It is only possible to detect such errors by considering the morphological and semantic characteristics of the words. In Table 1, the four categories of context-sensitive spelling errors are listed: homophone errors, typographical errors, grammatical errors, and cross word boundary errors. In this study, we address typographical errors, which are errors caused by the user incorrectly typing on the keyboard. The details of this error type are described in the subsections related to context-sensitive spelling error correction in Section 3. Notably, it was previously found that context-sensitive spelling errors accounted for 30–40% [1], [2] of the total spelling errors in pre-corrected documents in English. Furthermore, correcting these errors had a significant influence on the overall performance of the spell checker.

The methods used to correct context-sensitive spelling errors can be separated into three categories: rule-based, statistical, and deep learning-based method. Rule-based methods have a high probability of correcting a spelling error with
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**FIGURE 1.** Comparison of architecture between a) SS correction and b) SD correction.

**TABLE 1.** List of context-sensitive spelling error types.

| Error type       | Cause of error                        | Example |
|------------------|---------------------------------------|---------|
| homophone error  | words that sound that same, but are  | peace / piece |
|                  | spelled differently                     |         |
| typographical    | striking an incorrect key on a keyboard| from / form |
| error            |                                        |         |
| grammatical      | the user did not know exactly what the | among / between |
| error            | difference between grammars            |         |
| cross word       | wrong blank between words              | maybe / may be |
| boundary error   |                                        |         |

Deep learning-based correction can be applied with regard to not only morphological approaches, such as rule-based and statistical methods, but also to gain a deep semantic understanding of context. Figure 1 presents an example of a correction experiment that is conducted in three stages. First, the error-free document to be employed in the correction experiment is input, and a sentence in the document is used to generate the error word, which is replaced by the correct word. The error documents are then created by including the generated error words in the sentences, instead of the correct answer words. Finally, the error document is actually corrected and the performance is measured. At each stage, the language model performs a variety of actions. In the generation stage of the experimental document, the error word is created. In the correction stage, the search for the error word, the generation of the correction candidate word, and the final correction are performed. The block diagram in Figure 1(a) corresponds to the existing statistical language model, which performs all the aforementioned actions. Figure 1(b) presents a method of combining statistics and deep learning. The statistical language model performs the tasks of error word generation and error word search, and the deep learning language model performs the final correction of the error word. As shown in Figure 1, both the statistical method-based error detection model (SS) and deep learning-based correction model (SD) search for error words using a statistical language model because it is difficult to search for errors in documents using a deep learning language model. For this reason, the statistical language model only produces and compares candidate words for co-occurrence words of error target words. In contrast, all the words learned by the deep learning language model are considered when searching for the target error words. If the deep learning language model is used to search for the error word, the correction speed is slower and the correction accuracy is lower because the entire word of the correction document is judged as an error word and the correction is executed.

In this study, we apply various recently developed deep learning language models to context-sensitive spelling error correction and suggest the direction of a correction experiment. The correction experiment was conducted on typographical errors, and the performance of the model was measured by subdividing the errors that may arise from typing on a keyboard.

This paper is structured as follows: Section 2 presents related research, Section 3 discusses the context-sensitive spelling errors considered in this study, Section 4 elucidates the correctional language model, Section 5 presents an analysis of the experiment and results, and finally, Section 6 presents the conclusion and future research.

**II. RELATED RESEARCH**

Research on context-sensitive spelling error correction is conducted via two broad methods. The first one entails the method of generating the correction candidate word, and the second employs the relationship between the candidate word and the context to determine the final correction word. The
initial candidate word generation method calculates the edit distance between the target correction word and the corresponding dictionary word [3]. Subsequently, it was developed and applied to the method [4] that restricts candidate generation by considering the edit distance and the distance from the corresponding alphabet on the keyboard, based on the keyboard input environment. Recently, a method that employs contextual information [5] was developed to overcome the necessity of comparing words. This method was used in the present study for generating and searching error words. The method of generating candidate words using contextual information is called 3-gram. In the present study, various high-quality candidate words were generated using information extracted from ten quadrillion words contained in the English corpus.

The next research aim is to find the optimal correction candidate, i.e., to develop or select an appropriate correction language model. Correction language models used in context-sensitive spelling error correction have been developed using both the statistical correction method and the deep learning-based correction method. The statistical correction method has been typically employed thus far, such as in the noisy channel model [3] or the n-gram-based language model [6]. The statistical methods that have been researched in the context of the Korean language include smoothing, interpolation, and improvement of the n-gram search structure [4], [5], [7] based on the noisy channel model.

Recently, a correction method has been developed using deep learning, and studies have been conducted on correction models based on recurrent neural networks and convolutional neural networks [8], [9] in addition to corrections performed using word embedding [10], [11]. In recent years, there has been a lack of research on context-sensitive spelling errors; however, the correction of documents is worthy of research because it is substantially advantageous in text-related research or document writing.

The context-sensitive spelling error correction addressed in this paper is conducted on various words, in a wide range of documents. In the context-sensitive spelling error correction process, it is difficult to obtain correct answers to spelling errors for all words; therefore, we chose a deep learning language model based on unsupervised learning. We propose a context-sensitive spelling error correction method using various deep learning language models.

III. CORRECTION OF CONTEXT-SENSITIVE SPELLING ERRORS

A. CONTEXT-SENSITIVE SPELLING CORRECTION PROCEDURE

In this study, context-sensitive spelling error correction is performed in the same order as that shown in Figure 2. The figures shows the steps (1.1–1.3) of creating the error document used in the experiment and the steps (2.1–2.5) of correcting the generated error document or correcting the actual document. Note that when the actual correction is performed, the first three steps are excluded. If included, it is for the correction performance experiment through the correct answer. First, in step 1.1, an accurate document or sentence is input to generate an error sentence to be used for the experiment. In step 1.2, the error word is created for the input sentence. This word is different from the target word, and the extent of this difference is defined as the edit distance, which the experimenter establishes. In the example, the target word is “some” in the sentence “...some portion of these available ...,” and a set of error words (same, dome, sole, rome, home, etc.) with an edit distance of 1 are produced. In step 1.3, the final error word is randomly selected from the candidate error words. It is important to note that candidate error word generation uses a statistical language model. Steps 1.1–1.3 are repeated, and error words are created for the entire input sentence. When several error words are generated for one sentence, in each experiment, the target word in the answer sentence is replaced according to the selected candidate error word, and the correction experiment is performed independently. Next, in step 2.1, the error sentence
generated in steps 1.1–1.3 is inputted. In steps 2.2 and 2.3, the entire phrase is searched sequentially, without the error word being known. Furthermore, if an appropriate correction word candidate exists within the target edit distance, the correction is performed. In the example, the candidate correction words (sane, save, name, game, sale, etc.) appeared for the sentence “...same portion of these available ...” with regard to the error in “same,” which is judged as the target correction word. We search for error words using statistical language models, such as error word generation models. In step 2.4, the final correction word is selected by calculating and comparing the distance between the surrounding sentence and the candidate word. In the correction stage, the entire sentence is circulated, and the process of steps 2.2 and 2.3 is repeated. The details regarding the candidate error word generation performed in step 1.2 are explained in Section 5A, and the description of the generation of correction candidate words and the selection of the final correction word in steps 2.2 and 2.3 is provided in Section 3B. Section 4 explains the types of language models used for context-sensitive spelling error correction.

**B. CONTEXT-SENSITIVE SPELLING CORRECTION TECHNIQUE**

Context-sensitive spelling error correction techniques that employ language models are divided into four main categories: word embedding information based, contextual embedding information based, auto-regressive (AR) language model based, and auto-encoding (AE) language model based correction techniques. In the case of the permutation language model, training is performed via the AR method, but the sentence is shuffled. The bidirectional context information is obtained, and the correction method is applied in the same way as that in the AE method.

First, we formulate context-sensitive spelling error correction based on word embedding information using Equations (1) and (2). In Equation (1), \( x_t \) represents a candidate correction word for the target correction word, and the \( \text{dis} \) function sums the inner product values of the words and the window size contexts. The sum of the inner product values is equated with the probability value of the context. The smaller the distance between the target word and the correction word, the higher the probability value. Thus, Equation (1) is a method to obtain the probability of the correction candidate. The symbol \( i \) represents the order of the correction candidate words generated for the target correction words selected in the sentence, and \( C \) is the maximum number of candidate correction words.

\[
\text{argmax} \ \text{dis}(\text{sentence}, x_t), \quad (0 \leq i \leq C) \quad (1)
\]

Equation (2) entails the sum of the inner product values consistent with the correction candidate word \( x_t \) and the surrounding context in Equation (1). Furthermore, \( t \) of \( x_t \) is the position of the word in which the whole candidate set \( C \) of \( x_t \) is located. The term \( \lambda \) indicates the size of the surrounding context of the correction candidate word, and \( \cos(x_t, x_j) \) is a function to obtain the inner product between the correction candidate word and the context word. This function applies the distance value between words in the embedding language model. Finally, \( \lambda \) is the smoothing value for out of vocabulary (OOV) cases.

\[
\text{dis}(\text{sentence}, x_t) = \sum_{j=\text{win}}^{t+\text{win}} \cos(x_t, x_j) + \lambda, (x_t = x_i) \quad (2)
\]

Equation (2) is typically used in word-by-word embedding (Word2Vec [12], GloVe [13], fastText [14], etc.) in a way that limits the distance of the reference context because a larger distance between the target correction word and the context decreases the correlation. As an example, in the fastText model, which overcomes OOV cases using sub-word information, zero is processed.

Equation (3) is used for the whole sentence, without restriction, for correction based on contextual embedding. With regard to Equation (3), \( \text{dis}(\text{sentence}, x_t) \) computes the inner product for the word \( x_t \) with the whole context \( T \), except for the target correction word \( x_t \), and sums the resulting values. Unlike Equation (2), there is no smoothing value \( \lambda \) because context-based embedding uses subwords in the learning process; therefore, OOV processing is performed.

\[
\text{dis}(\text{sentence}, x_t) = \sum_{j=\text{win}}^{t} \cos(x_t, x_j), (x_t = x_i) \quad (3)
\]

The following is the correction method based on the AR language model. This is the characteristic of the AR language model, owing to the unidirectional (forward and backward) information used for the correction. The sentence \( (x_1, x_2, \ldots, x_T) \) is inputted into the model based on Equation (4). The set of correction candidate words selected in the error search process is called \( C \), and \( \hat{C} \) selects \( \text{dis}(x_1, x_2, \ldots, C, \ldots, x_T-1, x_T) \) with the maximum context-sensitive spelling error correction distance value.

\[
\hat{C} = \text{argmax}_c \text{dis}(x_1, x_2, \ldots, C, \ldots, x_T-1, x_T) \quad (4)
\]

The set \( C \), which represents the set of candidate correction words with regard to Equation (4), uses the edit distance function \( \text{EDF} \), as in Equation (5), and obtains the candidate words for correction \( N \) that satisfy the entire word embedding vocabulary of the mask language model and the set edit distance, based on the central word \( x_t (\in C) \). The term \( V \) represents the number of whole word embedding vocabularies learned by the language model.

\[
C = \text{EDF} (x_t, \text{embedding voca}_{1:V}) = \text{candidate}_{1:N} (V \geq N) \quad (5)
\]

The distance between each candidate and context is obtained using the bi-direction function \( \text{BiDF} \), given by Equation (6). In \( \text{BiDF} \), the vector information of the corresponding candidate and the surrounding context, obtained
from the forward and backward directions, is summed and compared by considering the unidirectional characteristic, which is the characteristic of the AR language model.

\[
\text{dis}(x_1, x_2, \ldots, C, \ldots, x_{T-1}, x_T) = \text{BiDF}(\text{sentence}, \text{candidate}_{1:N}) = \text{sum}
\]

\[
\left(\text{forward}(\text{sentence}, \text{candidate}_{1:N}), \text{backward}(\text{sentence}, \text{candidate}_{1:N})\right) = \text{candidate distance}_{1:N}
\]

Finally, the correction word is determined by masking the target correction word in the correction sentence using the correction method based on the AE language model. Referring to Equation (4), for a sentence \((x_1, x_2, \ldots, x_T)\) input into a model such as the AR language model, the set of correction candidates selected during the error search process is called \(C\). The set \(C\) is obtained via the same method as that elucidated with regard to Equation (5), described in the correction of the AR language model method. Furthermore, \(\hat{C}\) selects the \(\text{dis}(x_1, x_2, \ldots, C, \ldots, x_{T-1}, x_T)\) for which the context-sensitive spelling error correction distance value is maximum. The \(\text{dis}\) function obtains the distance value between each candidate and context using the masked language model function \(\text{MLMF}\) as the masking sentence and \(N\) correction candidate words as the input, as in Equation (7).

\[
\text{dis}(x_1, x_2, \ldots, C, \ldots, x_{T-1}, x_T) = \text{MLMF}(\text{sentence}, \text{candidate}_{1:N}) = \text{candidate distance}_{1:N}
\]

1) GENERATION OF CANDIDATE WORDS IN CONTEXT-SENSITIVE SPELLING CORRECTION

The candidate correction words should be created based on the words identified as error words using statistical methods. The error search method uses the 3-gram information extracted from the corpus (Google Web 1T [15]) and determines the context based on the location of the correction object word, as shown in Figure 3. The location of the error word search target word is called \(i\), and the element word of the context that can be combined with the 3-gram information has \(x_{i-2}, x_{i-1}, x_{i+1}, x_{i+2}\). All the words that can potentially appear in the position of \(x_i\) will be retrieved from three directions using 3-gram. If the edit distance is not limited, tens of thousands of words may be searched. Therefore, the correction candidate is selected by calculating the edit distance with \(x_i\), and the correction is performed if the candidate word corresponding to the target word of the error search exists. This method is the same as that used to generate error words in the documents used in the correction experiment, described in Section 5A, and the methodology is detailed in that section.

In the correction method based on embedding, correction is performed using statistically obtained candidate words. In the other deep learning language model, the candidate words are determined and corrected based on each learning embedding vocabulary. For example, when the target correction word is “toes,” “His political career” is entered into the model and the probability value is calculated for the whole embedding vocabulary to predict the word that will appear after “career.” For sentence generation, the word with a ranking of 1 should be finally selected. However, for correction, the word with the highest probability value is determined as the final correction word from the words, determined by calculating the target correction word and the edit distance, that are below the preset edit distance. Figure 4 presents an example using Generative...
Pre-Training 2 (GPT-2) [16], which is a method that considers only the forward direction. In an AR language model such as GPT-2, the reverse string can be input in the same way as the forward string to refer to the information corresponding to the backward direction; the results can be obtained after the learning process. Figure 5 is a typical example of bidirectional encoder representations from transformers (BERT) [17] as an AE language model, and the probability value is obtained by performing a Softmax calculation for the entire embedding vocabulary by masking the target correction word. The correction word is determined by calculating the edit distance, with the original word masked in the sentence, instead of selecting the word with the highest probability as the correction word, as with GPT-2. To correct a larger volume of information, we can correct the information corresponding to the backward direction by combining the information entailed in Equation (6). Additionally, we can utilize the AE language model using bidirectional information, such as that entailed in Equation (7).

### Table 2. Classification of typographical errors.

| Code | Classification              | Example       | Edit distance |
|------|-----------------------------|---------------|---------------|
| OX   | Omission of a letter        | major / maior | 1             |
| XO   | Addition of a letter        | this / thuis  | 1             |
| DOUB12| Single letter instead of double letter | operation / opperation | 1 |
| DOUB21| Double letter instead of single letter | succeeded / succeeded | 1 |
| XY   | Substitution of one letter  | continue / continu | 1 |
| SWAP | Interchange of two adjacent letters | atlanta / atlanta | 2 |
| MANY | Two or more of the same type or of different types | paid / paid | 2-N |

#### 2) Selection of Candidate Words for Correction Considering the Edit Distance

For the selection of correction candidate words, it is necessary to identify the type of typographical error-related errors. In Table 2, there are cases in which the surroundings of the keyboard could not be pressed (XO, XY), the key was pressed twice too quickly (SWAP), the typing of a key was missed (OX, DOUB21), and a key was accidentally pressed (DOUB12). The selection of correction candidate words must be considered by calculating the edit distance. The distribution of errors in general documents, except for spacing errors or apostrophe errors in the criteria divided into the spelling error detail classification, is as follows [18]: errors with an edit distance of 1 (OX, XO, DOUB12, DOUB21, XY) constitute 46.84% of the total number of errors; those with an edit distance of 2 (SWAP) constitute 22.78%; and those with an edit distance of 2 is not in the category of Table 2 or more (MANY) is 30.38%. This study attempts to correct errors in a wide range of documents (for all the aforementioned cases except MANY). However, for words that have lost more than half of their alphabets, it is difficult to infer the original word; thus, this study does not attempt to correct such words.

### IV. CONTEXT-SENSITIVE SPELLING CORRECTION LANGUAGE MODEL

The context-sensitive spelling error problem considered in this study is solved based on the deep learning language model, which recently showed good performance in various tasks of natural language processing. The language model used in this study can be divided into three categories, shown in Table 3. First, an AR language model uses unidirectional (forward, backward) and bidirectional contextual information, and the vector expression of the word varies according to the surrounding context. This method has the advantage of reflecting contextual information in the word vector better than existing word embedding methods. However, the AR language model has limitations in bidirectional learning. Furthermore, it is not enough that it is a bidirectional learning model in the true sense because long short-term memory [19] learning performed in the forward and backward directions is independent, and the results are combined in the last layer in the pre-training process. AR language models include the embeddings from language model (ELMo) [20], generative pre-trained transformer (GPT) [21], and GPT-2 [16]. In this study, context-sensitive spelling error correction experiments were conducted using pre-training data provided by AllenNLP and OpenAI. The learning method of the AR language model can be explained using Equation (8). The probability \( p(x) \) of the input sequence \( (x_1, x_2, \ldots, x_T) \) is represented by the product of the conditional probability \( p(x_t | x_{<t}) \) in the forward (backward possible) direction. The model learns these conditional distributions as the objective. The negative-log probability of the AR model should be directional, and only unidirectional information is used. Therefore, it may be difficult to understand the sentence deeply using the bidirectional context.

\[
\text{input sequence}: x = (x_1, x_2, \ldots, x_T) \\
\text{forward likelihood}: p(x) = \prod_{t=1}^{T} p(x_t | x_{<t}) \\
\text{training objective (forward)}: \\
\max_{\theta} \log p_{\theta}(x) = \max_{\theta} \sum_{t=1}^{T} \log p(x_t | x_{<t}) \quad (8)
\]

The AE language model entails a technique of restoring input values. It focuses on matching the words that are masked to learn the process of restoring the words using noise (masking) in some of the sentences. The AE language model is primarily developed by applying various masking techniques, based on word restoration methods. It is also called the denoising auto-encoder. The AE language
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TABLE 3. Classification and pre-training data information of language models used in the paper.

| Model name        | Developer        | Pre-training data volume                                      | Embedding model classification |
|-------------------|------------------|----------------------------------------------------------------|--------------------------------|
| GloVe[13] (2014)  | Stanford Univ.   | 600B tokens (Common Crawl)                                      | word embedding                 |
| fastText[14] (2017) | Facebook AI      | 840B tokens (Common Crawl)                                      |                                |
| ELMo[20] (2018.3) | AllenNLP         | 5.5B words (Wikipedia 1.9B + WMT 2008-2012 3.6B)                |                                |
| GPT[21] (2018)    | OpenAI           | 800M words (Book corpus)                                       | AR                             |
| GPT-2[16] (2019.2) | OpenAI           | 40GB (8million web page data set)                              |                                |
| BERT[17] (2019.1) | Google AI        | 16GB BERT data (Book corpus + Wikipedia 3.3 Billion words)      | contextual embedding           |
| RoBERTa[22] (2019.7) | Facebook AI     | 160GB (16 GB BERT data + 144GB additional)                     |                                |
| XLM-RoBERTa[23] (2019.11) | Facebook AI | 2.5T (data across 100 languages)                               | AE                             |
| BART[24] (2019.10) | Facebook AI     | 160GB (16 GB BERT data + 144GB additional)                     |                                |
| T5[25] (2019.10)  | Google           | 7T (C4/Colossal Clean Crawled Corpus dataset)                  |                                |
| XLNet[26] (2019.6) | Google Brain     | 113GB (16GB BERT data + 97GB additional 33 Billion words)      | Permutation                    |

models used in this study are BERT [17], the robustly optimized BERT approach (RoBERTa) [22], the cross-lingual language model RoBERTa (XLM-RoBERTa) [23], denoising sequence-to-sequence pre-training (BART) [24], and the text-to-text transfer transformer (T5) [25]. The context-sensitive spelling error correction experiment was conducted using pre-training data provided by Google AI and Facebook AI. The learning method of the AE language model can be explained with reference to Equation (9). We create a corrupted input that replaces the “[MASK]” token in the input sequence \((x_1, x_2, \ldots, x_T)\). The probability that the “[MASK]” token appears is not independent, but it is assumed to be independent. It is therefore represented by the product of each probability. The probability \(p(\bar{x} | \hat{x})\) of the AE language model uses an objective function that maximizes it; \(m_t = 1\) in the case of \(x_t\) being the “[MASK]” token and \(m_t = 0\) in other cases. The objective function predicts only the “[MASK]” token using \(m_t\). The AR language model has the advantage of using bidirectional self-attention to match the “[MASK]” token. However, there is a disadvantage that all “[MASK]” tokens are independently predicted via independency assumptions, and the dependency between them cannot be learned.

\[
\begin{align*}
\text{input sequence: } & \bar{x} = (x_1, x_2, \ldots, x_T) \\
\text{corrupted input: } & \hat{x} = (x_1, \ldots, [\text{MASK}], \ldots, x_T) \\
\text{likelihood: } & p(\bar{x} | \hat{x}) \approx \prod_{t=1}^{T} p(x_t | \hat{x}) \\
\text{training objective: } & \max_{\theta} \sum_{t=1}^{T} m_t \log p(x_t | \hat{x}) 
\end{align*}
\]

The permutation language model was proposed to overcome the limitations of the AR and AE language models. It is a learning technique with a bidirectional learning effect because it learns unidirectionally using shuffled sentences. The permutation language model employed in this study is the generalized autoregressive pre-training model (XLNet) [26]. In this study, context-sensitive spelling error
correction experiments were conducted using pre-training data, provided by the Google Brain team. The learning method of the permutation language model can be explained using Equation (10). A permutation is generated considering the index order of the input sequence \((x_1, x_2, \cdots, x_T)\), and the length of the sequence is the same as the factorial of \(T\), i.e., the sequence \(x\) has the permutation of \(T\)!. The term \(Z_T\) is the set of all permutations of sequences with the length \(T\), \(z_t\) is the \(t\)-th element, and \(z_{\lt t}\) can be expressed as the objective when it is the \(t-1\) element of permutation \(z \in Z_T\). It is difficult to maximize the log probability in all permutations.

input sequence \(x = (x_1, x_2, \cdots, x_T)\)

likelihood \(E_{z \sim Z_t} \prod_{i=1}^{T} p(x_t | x_{\lt t})\)

training objective \(\max_{\theta} E_{z \sim Z_t} \sum_{i=1}^{T} \log p_{\theta}(x_t | x_{\lt t})\)

\(\text{(10)}\)

V. EXPERIMENT
A. ERROR WORD GENERATION WITH CONTEXT REFERENCE

It can be difficult to obtain a large test corpus for experiments entailing context-sensitive spelling errors. The reason is that natural spelling errors should be collected while writing sentences, and if sentences that include these errors in small quantities are tested, it is difficult to measure a creditworthy performance for a wide range of words. Therefore, in this study, we create error words based on accurate sentences without errors, and we attempt to replace the error word with the sentence. In the method of generating error words, it is simple to replace the words of the sentence without errors using the edit distance. However, to measure the correction performance more reliably, the error word candidate is created based on context information. Finally, the spelling error is reflected in the sentence.

To generate a large number of candidate error words that are similar to actual spelling errors, the Google Web 1T corpus with ten quadrillion word tokens is used, as shown in Table 4. The Google Web 1T corpus omits information with a frequency of 40 or less and is divided into an n-gram form, from 1-gram to 5-gram. Using the 3-gram from among the various n-grams, we attempt to generate error words. The reason for using 3-gram is that the number of candidate words is too high when using 2-gram, but too low when using 4-gram or higher. Referring to Equation (11), if an error candidate is found, it is operation to find a word set of “*“ that three 3-grams \((w_{t-2} w_{t-1} *, w_{t-1} * w_{t+1})\), and \((* w_{t+1} w_{t+2})\) commonly contain. The term \((w_{t-2} w_{t-1} *)\) has the word and frequency of the third position of all 3-grams starting with “\(w_{t-2} w_{t-1}\)”. Based on this operation, the result of obtaining all the words that can appear in “*”, the position of the error generation candidate word, is called the candidate lexicon \((CL)\), defined in Equation (11).

\[
CL = < w_{t-2}, w_{t-1}, *, > \cup < w_{t-1}, *, w_{t+1} > \\
\cup < *, w_{t+1}, w_{t+2} > \tag{11}
\]

Figure 6 presents a schematic of the error candidate search method, defined in Equation (11), showing the process of finding all “*” that satisfy \((a b *) \cup (b * c) \cup (* c d)\) in the sentence “\(a b * c d\)”. In the frequency dictionary of 3-gram extracted from the corpus, three candidates (“\(a b e\)”, “\(a b w\)”, and “\(a b b\)”) satisfying “\(a b *\)” two candidates (“\(b v c\)” and “\(b q c\)” satisfying “\(b * c\)” and two candidates (“\(q c d\)” and “\(e c d\)”) satisfying “\(* c d\)” can be found. If the search 3-gram is sorted through a combination operation, the duplicated word is removed and the final word “\(e, w, b, v, q\)” corresponding to “*” is obtained. In this process, the total number of pre-accesses for the search of the total 3-gram is 7, and the total number of final words extracted through the combined operation is 5.

FIGURE 6. Union calculation in Default operation.

As in Figure 6, finding a candidate set for “*” does not complete the error candidate set. Filtering is required to find the error candidate. The criteria are described below. In the correct sentence, the edit distance between the word of the candidate word set and the error generation target word (position in the place of “*”) is calculated, and the word corresponding to the closest distance is selected. For example, when an edit distance of 2 (below 2) is used for the error-generating target word “Wors,” as shown in Table 5, the candidate sets will have a set of error words such as “world,” “ears,” and “work.” The error is classified based on the obtained candidate error word set, as shown in Table 2. An error word can randomly be selected from the obtained candidate error word set or using sentence probability with reference to frequency information. From the frequency information in Table 5, it can be observed that it is difficult for a 3-gram in three directions to appear in duplicate in the corpus of ten quadrillion words. The error candidate also includes words that are not in the dictionary. In fact, this is an error extracted from the 3-gram, obtained for a frequency of 40 or more, and it can be considered as a spelling error that users often commit in a keyboard input environment. This method of

| TABLE 4. Scale of Google Web 1T. |
|---------------------------------|
| text tokens  | 3-gram        |
| Count        | 1,024,908,267,229 | 977,069,902 |
error generation will measure the reliability of results in the experiment of context-sensitive spelling error correction.

As shown in Table 4, the 3-gram extracted from the corpus of ten quadrillion words contains approximately 1 billion data points, and the search cost of the total 3-gram is significantly high in the error set generation process. To overcome this limitation, the experiment in this study was performed by changing the structure to be more convenient for searching, as shown in Figure 7.

Figure 7 shows an example of the data structure constructed for the ‘’∗’’ search operation. The number of 3-grams extracted from the Google Web 1T corpus is very large; therefore, a sequential search of statistical information is time intensive. To address this issue, we propose a simple high-speed search method. First, to explain the 3-gram ‘’Court which has’’ in Figure 7, we divide the three words into three parts because we do not know which of the three words will correspond to ‘’∗’’. In the case of ‘’Court which have’’, the possible positions are

```
("Court") which have
"Court (which) have"
"Court which (have)"
```

In the next step, each word in the ‘’∗’’ position is moved to the right.

```
("Court") which have
"which have ("Court")"
"Court (which) have"
"Court have ("which")"
"Court which ("have")"
"Court which ("have")"
```

When data is obtained by the ‘’∗’’ included in the whole 3-gram, it can be observed that various words, shown in Figure 8, are in co-occurrence. If data is stored in this way, not only can the storage data be reduced, as in Table 6, but the search time can also be reduced. Table 6 shows that the storage capacity has decreased by approximately 42%. There is also a significant difference in the search speed, shown in Table 7.

1) ERROR WORD GENERATION IN TEST DOCUMENTATION

Figure 9 displays a frequency graph of error words extracted from the Brown Corpus, based on the error types in Table 2. The context information was referenced using 3-grams, and each error word is the actual word shown in context. The
information of the total error words was searched, based on Google Web 1T 3-gram, and the error types of OX and XY were observed to be most frequent. Figure 10 shows examples of errors of the OX type in Brown Corpus; the red words correspond to error words. The error words used in the experiment are searched for all the words that can appear in the target position through the search of 3-gram, selected by considering the edit distance, and selected the sentence and the probabilistic high word among the several error candidates. Each error word is assumed to have occurred independently, except when two or more occur simultaneously.

B. PERFORMANCE INDICATORS IN CONTEXT-SENSITIVE SPELLING CORRECTION EXPERIMENT

The performance measurement criteria of the context-sensitive spelling error detection and correction experiment are divided into precision and recall, respectively, as shown in Equation (12). Precision and recall are not different from the denominator values in the conventional equation; however, the value of the numerators is different. The numerators in the detection equation apply all cases where they are replaced by other candidates through probability value comparison, and the numerators in the correction equation apply the correct answer by selecting it from the values obtained from the detection.

\[
\text{Precision (Detection)} = \frac{\text{Corrected word of count}}{\text{count of word judged to be error}}
\]

\[
\text{Precision (Correction)} = \frac{\text{Correctly corrected word count}}{\text{count of word judged to be error}}
\]

\[
\text{Recall (Detection)} = \frac{\text{Corrected word of count}}{\text{Error word of total count}}
\]

\[
\text{Recall (Correction)} = \frac{\text{Correctly corrected word count}}{\text{Error word of total count}}
\]

The F-measure (or F1-score) can be used to represent more simply the previously obtained equations. The F-measure is also called a harmonious mean because it overcomes the imbalance of data and processes values with balanced data to calculate and adjust the same case in all cases. Because the precision and recall obtained under different conditions are unbalanced, the harmonic mean, which gives uniformity to the performance value, is highly reliable. The F-measure is expressed by Equation (13).

\[
F - \text{measure} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

C. COMPARISON OF EMBEDDING-BASED CORRECTION PERFORMANCE

In this subsection, we compare the embedding-based correction performance. The word embedding language models used in this study are two language models, GloVe and fastText, mentioned in Table 3. The other language model corresponds to a contextual embedding language model, in which embedding information changes according to contextual information.

In the experiment, the statistical model was used to search for errors and the creation of candidate words, and the embedding information of each language model was used for correction. Pre-training data, provided by the researchers of each language model, were used. The context-dependent spelling error correction test was performed using the Brown Corpus, a balanced corpus constructed by a specialist. This test was performed on 930 randomly selected sentences (100,557 words / MS word document with 45 pages). The error words in the experiment were generated according to the error types in Table 2, and the edit distance used in the correction model for the correction calculation was not limited.

First, the performance presented in Table 8 and Figure 11 was obtained by employing a contextual information left/right window size of 10, based on the target correction word. As a result, most sentence lengths do not exceed 21 words; therefore, the entire sentence is referred. Figure 11 shows how the performance changes as the window size of contextual information increases. The reason the overall prediction detection is higher than the other experimental values in Table 8 is owing to the performance of the statistical language model responsible for the function.
of the error search. Even if the statistical language model correctly judged that an instance may correspond to an error, the embedding-based correction method often failed to make the final correction; thus, the other values are low. The F1 values of detection and correction in Figure 11 show that the word embedding techniques, GloVe and fastText, show higher experimental performance than the contextual embedding language models in context-sensitive spelling error correction, based on embedding information. Among them, XLM-RoBERTa is a metric model based on RoBERTa; however, its performance is significantly lower than that of RoBERTa. This is owing to the high level of noise generated by learning 100 languages for translation. By observing the overall results, we can confirm that performing corrections via the comparison of words with words results in a superior correction performance, based on embedding information.

**D. COMPARISON OF CORRECTION PERFORMANCE BASED ON AR AND AE LANGUAGE MODELS**

In this subsection, we compare the performance of context-sensitive spelling error correction, based on AR and AE language models. The experimental conditions are the same as those for the correction based on embedding, in Section 5C.
**TABLE 10.** Detailed correction performance based on AR and AE language models.

| SWAP    | Detection | | | | | | | | |
|---------|-----------|---|---|---|---|---|---|---|---|
|         | Precision | Recall | F1  | Precision | Recall | F1  | | |
| RoBERTa | 99%       | 99%    | 99% | 99%       | 99%    | 99% |
| BART    | 99%       | 97%    | 98% | 99%       | 97%    | 98% |
| BERT    | 99%       | 68%    | 80% | 99%       | 54%    | 64% |
| GPT     | 99%       | 87%    | 93% | 99%       | 87%    | 93% |
| GPT2    | 99%       | 93%    | 96% | 99%       | 92%    | 95% |
| T5      | 99%       | 97%    | 98% | 99%       | 88%    | 89% |
| XLM-RoBERTa | 99%     | 88%    | 93% | 99%       | 85%    | 90% |
| XLNet   | 99%       | 81%    | 89% | 99%       | 81%    | 88% |

| XY      | Detection | | | | | | | | |
|---------|-----------|---|---|---|---|---|---|---|---|
|         | Precision | Recall | F1  | Precision | Recall | F1  | | |
| RoBERTa | 97%       | 94%    | 95% | 96%       | 93%    | 94% |
| BART    | 97%       | 91%    | 94% | 94%       | 88%    | 91% |
| BERT    | 96%       | 67%    | 79% | 98%       | 56%    | 66% |
| GPT     | 96%       | 77%    | 86% | 90%       | 72%    | 80% |
| GPT2    | 97%       | 83%    | 89% | 91%       | 78%    | 84% |
| T5      | 97%       | 94%    | 95% | 83%       | 80%    | 82% |
| XLM-RoBERTa | 96%     | 77%    | 85% | 92%       | 73%    | 81% |
| XLNet   | 94%       | 46%    | 62% | 87%       | 42%    | 57% |

| DOUB12  | Detection | | | | | | | | |
|---------|-----------|---|---|---|---|---|---|---|---|
|         | Precision | Recall | F1  | Precision | Recall | F1  | | |
| RoBERTa | 100%      | 100%   | 100%| 98%       | 98%    | 98% |
| BART    | 100%      | 97%    | 98% | 98%       | 97%    | 97% |
| BERT    | 100%      | 77%    | 87% | 78%       | 60%    | 68% |
| GPT     | 100%      | 82%    | 90% | 95%       | 78%    | 86% |
| GPT2    | 100%      | 90%    | 95% | 95%       | 87%    | 91% |
| T5      | 100%      | 93%    | 97% | 86%       | 80%    | 83% |
| XLM-RoBERTa | 100%     | 93%    | 97% | 86%       | 80%    | 83% |
| XLNet   | 100%      | 75%    | 86% | 91%       | 68%    | 78% |

| DOUB21  | Detection | | | | | | | | |
|---------|-----------|---|---|---|---|---|---|---|---|
|         | Precision | Recall | F1  | Precision | Recall | F1  | | |
| RoBERTa | 99%       | 96%    | 97% | 99%       | 96%    | 97% |
| BART    | 99%       | 94%    | 96% | 99%       | 94%    | 96% |
| BERT    | 99%       | 76%    | 86% | 91%       | 70%    | 79% |
| GPT     | 99%       | 85%    | 92% | 99%       | 85%    | 92% |
| GPT2    | 99%       | 90%    | 94% | 99%       | 90%    | 94% |
| T5      | 99%       | 96%    | 98% | 87%       | 85%    | 85% |
| XLM-RoBERTa | 99%     | 82%    | 90% | 94%       | 78%    | 85% |
| XLNet   | 99%       | 55%    | 71% | 95%       | 54%    | 69% |

| OX      | Detection | | | | | | | | |
|---------|-----------|---|---|---|---|---|---|---|---|
|         | Precision | Recall | F1  | Precision | Recall | F1  | | |
| RoBERTa | 96%       | 96%    | 96% | 96%       | 95%    | 96% |
| BART    | 96%       | 94%    | 95% | 92%       | 90%    | 91% |
| BERT    | 95%       | 69%    | 80% | 79%       | 57%    | 66% |
| GPT     | 95%       | 79%    | 86% | 88%       | 73%    | 80% |
| GPT2    | 96%       | 88%    | 92% | 90%       | 83%    | 86% |
| T5      | 96%       | 93%    | 95% | 85%       | 83%    | 84% |
| XLM-RoBERTa | 96%     | 81%    | 87% | 90%       | 76%    | 83% |
| XLNet   | 94%       | 55%    | 69% | 89%       | 52%    | 66% |

| XO      | Detection | | | | | | | | |
|---------|-----------|---|---|---|---|---|---|---|---|
|         | Precision | Recall | F1  | Precision | Recall | F1  | | |
| RoBERTa | 98%       | 97%    | 97% | 98%       | 97%    | 97% |
| BART    | 98%       | 93%    | 95% | 95%       | 90%    | 93% |
| BERT    | 97%       | 71%    | 82% | 76%       | 56%    | 65% |
| GPT     | 97%       | 77%    | 86% | 91%       | 72%    | 81% |
| GPT2    | 97%       | 88%    | 93% | 95%       | 86%    | 90% |
| T5      | 98%       | 94%    | 96% | 91%       | 87%    | 89% |
| XLM-RoBERTa | 97%     | 91%    | 94% | 95%       | 89%    | 92% |
| XLNet   | 96%       | 60%    | 74% | 91%       | 57%    | 70% |
The error word detection is performed by the statistical language model, and the deep learning-based language model is responsible for the correction. As with the embedding-based correction experiment, the training data of the language model used for correction were pre-training data provided by researchers of each language model. Table 9 shows the result of correcting the context information left/right window size of 10 based on the target correction word.

The F1 performance obtained for detection and correction in this case is significantly higher than that of the embedding-based correction method elucidated in Section 5C. As observed from Figure 12, the method of correcting using the permutation language model resulted in the lowest performance. The permutation language model learns sentences by shuffling, and it is advantageous that the bidirectional sentence information can be referred to in the learning method of the AR language model. For context-sensitive spelling error correction, it is determined that the learning method that employs sentence shuffle entails noise that reduces correction performance. BART and RoBERTa, which resulted in a high performance, show that the AE language model is the most suitable for context-sensitive spelling error correction. The most significant reason for this is that learning creates a random mask in a sentence and restores it by referring to a bidirectional context. The GPT-2 performance is lower than that of BART and RoBERTa; however, the AR language model shows good correction performance. The AR language model learns by predicting the next word of the sentence. The performance is lower than that of the learning method of the AE language model, as it refers to the unidirectional context. GPT and BERT, which are early models of the AR and AE language models, generally have a lower performance than the metric model. BERT uses the word piece model of tokenizer, therefore, it is robust for OOV cases, but shows poor performance in the correction of error words. XLM-RoBERTa, a metric model of RoBERTa, is considered to have a lower correction performance than other BERT metric models, owing to noise generated by learning multiple languages for translation. T5, which is a learning method specializing in the fill-in-the-blank operation, showed good detection performance; however, it was confirmed that the correction performance was lower than that of other BERT metric models. The most significant reason for the decreased performance of T5 learning using sentinel tokens, which function as a large mask in one sentence, is that it is vulnerable to correcting spelling errors where only one correction word is observed because it can be applied to several words where sentinel tokens are gathered. Table 10 subdivides the performances displayed in Table 9 according to the error types presented in Table 2, based on the AR and AE language models.

VI. CONCLUSION

In this study, we applied various deep learning language models to correct context-sensitive spelling errors. The results show that the correction of context-sensitive spelling errors accounts for the detection and correction of more than 96%(F1) of errors. In this paper, we propose an approach to correcting various context-sensitive spelling errors based on deep learning. This includes a basic correction method that employs the distance value in word-to-word learning in a unidirectional context, a correction method that employs the AR language model, which predicts the next word through the uni-directional context, and a correction method that employs the AE language model, which restores the word using bidirectional context information. Correcting spelling errors is one of the functions of a spell checker, and the problem of other spelling or spacing errors in sentences must be addressed in the future. This research will therefore continue for as long as humans use language.
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