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Abstract

There exist various defect-brane backgrounds in supergravity theories which arise as the low energy limit of string theories. These backgrounds typically have non-trivial monodromies, and if we move a charged probe around the center of a defect, its charge will be changed by the action of the monodromy. During the process, the charge conservation law seems to be violated. In this paper, to resolve this puzzle, we examine a dynamics of the charge changing process and show that the missing charge of the probe is transferred to the background. We then explicitly construct the resultant background after the charge transfer process by utilizing dualities. This background has the same monodromy as the original defect brane, but has an additional charge which does not have any localized source. In the literature, such a charge without localized source is known to appear in the presence of Alice strings. We argue that defect branes can in fact be regarded as a realization of Alice strings in string theory and examine the charge transfer process from that perspective.
1 Introduction

String theory has various defect branes (or codimension-two branes), including the well-known D7-brane and various exotic branes. In the supergravity description, some of the corresponding backgrounds are called non-geometric backgrounds or U-folds [1], since the transition functions between coordinate patches are given by U-duality transformations. In particular, the authors in [2] pointed out that the background of $5^2$-branes [3] has a T-duality monodromy and it is a concrete example of non-geometric backgrounds in string theory.

The non-trivial monodromies of defect branes, which is familiar for a D7-brane, generally raise a perplexing problem related to the charge conservation law. Let us consider a charged probe brane in a defect-brane background. If we move the probe around the center of the defect, its charge will change due to the action of the monodromy. Where does the original charge of the probe go and how is the charge conservation law kept intact? In [4], it was proposed that the charge is indeed conserved if we measure the charge by using the Page charge [5, 6, 4], which is one of the possible definitions of charge. However, in defect-brane backgrounds, the definition of the (Page) charge depends on the choice of a cycle for a flux integral (see [4] and section 3.2). Thus, it is desirable to define the charge in a consistent manner to analyze the (apparent) charge changing phenomena.

In the literature, the similar issue was discussed in a certain class of (1 + 3)-dimensional gauge theories which admit vortex solutions with non-trivial monodromies [7, 8, 9]. One of the most famous and studied example is a vortex called an Alice string [7], whose monodromy is given by a charge conjugation. That is, after a particle with charge $q$ goes around an Alice string, the sign of its charge flips. In the presence of Alice strings, “a charge with no localized source,” called a Cheshire charge [8, 9], plays an important role in the discussion of the charge conservation law. In this paper, we will examine an analogy between Alice strings and defect branes in string theory (see [16] for an earlier study on a realization of Alice string in string theory).

In order to discuss the issue of the charge conservation law in defect-brane backgrounds more concretely, let us consider a Kaluza-Klein (KK) vortex (or smeared KK monopole) background [17, 18, 3] as an example. A key feature of the KK-vortex background different from other defect-brane backgrounds is that the monodromy of the KK-vortex background is just a coordinate transformation, which enables us to understand the charge changing

---

1 The physics of Alice string and the variants has been studied in various fields from cosmological physics [10, 11, 12, 13] to condensed matter physics [14, 15].
phenomena geometrically. The KK-vortex background is given by
\[
d s^2 = -d t^2 + H(r) \left( d r^2 + r^2 d \theta^2 + d x_3^2 \right) + H^{-1}(r) \left[ d x^4 - \sigma (\theta/2\pi) d x^3 \right]^2 + dx_{56789}^2, \tag{1.1}
\]
\[e^{2\hat{\phi}} = 1, \quad \hat{B}^{(2)} = 0, \quad H(r) \equiv (\sigma/2\pi) \log(r_c/r). \tag{1.2}\]

Here, we defined \(\sigma \equiv R^-_4/R_3\) where \(R_i\) (\(i = 3, \ldots, 9\)) is the compactification radius in the \(x^i\)-direction, and \(r_c\) is a cutoff radius of the geometry; the geometry gives a good description only for \(r \ll r_c\). If we gather the \(x^3\)-\(x^4\) components of the metric and \(B\)-field into the generalized metric of a 4 \(\times\) 4 matrix
\[
\mathcal{H}^{-1} = \begin{pmatrix} \hat{G}^{-1} & -\hat{G}^{-1} \hat{B} \\ \hat{B} \hat{G}^{-1} & \hat{G} - \hat{B} \hat{G}^{-1} \hat{B} \end{pmatrix}, \tag{1.3}
\]
the monodromy around the center, \(r = 0\), is given by the matrix \(\Omega_{KKM}\):
\[
\mathcal{H}^{-1}(\theta = 2\pi) = \Omega_{KKM}^T \mathcal{H}^{-1}(\theta = 0) \Omega_{KKM}, \tag{1.4}
\]
\[
\Omega_{KKM} = \begin{pmatrix} \omega^T & 0 \\ 0 & \omega^{-1} \end{pmatrix}, \quad \omega \equiv \begin{pmatrix} 1 & 0 \\ \sigma & 1 \end{pmatrix}. \tag{1.5}
\]
The monodromy matrix \(\Omega_{KKM}\) characterizes the existence of the KK vortex at the center.

Due to the existence of the non-trivial monodromy, if we put a probe string with \(F_1(3)\) charge and move it once around the center counterclockwise, its charge will change as
\[
\begin{pmatrix} (1/R_3) \times \#P(3) \\ (1/R_4) \times \#P(4) \\ (R_3/l_3^2) \times \#F_1(3) \\ (R_4/l_4^2) \times \#F_1(4) \end{pmatrix} \rightarrow \Omega_{KKM}^{-1} \begin{pmatrix} 0 \\ 0 \\ (R_3/l_3^2) \times 1 \\ (R_4/l_4^2) \times 1 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ (R_3/l_3^2) \times 1 \\ (R_4/l_4^2) \times 1 \end{pmatrix}. \tag{1.6}
\]
The change in the winding charge can be understood geometrically; the monodromy \(\Omega_{KKM}\) of the KK vortex corresponds to the diffeomorphism on a 3-4 torus:
\[
x^3 = x^3, \quad x^4 = x^4 + \sigma x^3. \tag{1.7}
\]
As described in Figure 1 (left), the probe is initially extending along the \(x^3\)-direction. After it goes around the center of the defect, in the above primed coordinates, the probe string extends from \((x^3, x^4) = (0, 0)\) to \((2\pi R_3, 2\pi R_4)\). That is, if we count the winding number using the primed coordinates, the resulting charge is \(F_1(3) + F_1(4)\), which agrees with (1.6).  

*The geometry also has a singularity near the center, which can be resolved in string theory (see e.g. [18]).

*See Appendix A for the notation of various brane charges.
The reason why we use the primed coordinates for the purpose of measuring the winding charge will be discussed in section 3.2.

If the total charge is to be conserved, we expect that the background after the probe rotated should carry a flux that compensates the charge change of the probe. In this paper, we examine in detail the dynamical process in which the winding charge of a probe string is transferred to the background, and discuss on the charge conservation during this process. Then, we explicitly construct a deformed defect-brane background with an additional charge by utilizing the four-dimensional electric-magnetic duality. We show that the additional charge is exactly the same as that left behind by the probe brane and thus the background can be regarded as the resultant background after the probe goes around the defect.

We also examine the charge transfer process in the 5\textit{2}\textit{-brane background. Compared with the KK-vortex, the case is rather difficult to understand geometrically since the monodromy is not the usual coordinate transformation but a T-duality transformation. We will circumvent this obstacle by introducing the double field theory [20, 21, 22, 23, 24, 25].

This paper is organized as follows. In section 2, we consider a probe string rotating around a KK vortex and examine the detailed dynamics of the charge transfer process explained above, based on the analysis of [26]. In section 3, we review the notions of Alice strings and Cheshire charges and discuss their relevance to defect branes in string theory. In section 4, we review the construction of the KK-dyon solution following [27], which uses the electric-magnetic duality in four-dimensional theory. We then find that this background has F1 charges which do not have localized source, just like Cheshire charges. Moreover, using a smearing procedure, we construct a dyonic KK-vortex solution and discuss its relevance

\footnote{See [19] for a work with a similar motivation; the authors considered the unwinding process in a fuzzball geometry and constructed a fuzzball geometry with a non-trivial field strength.}
to the charge transfer process considered in section 2. In section 5, we first construct the \( 5_2^2 \) background with F1 charges (with no localized source) by using a duality transformation and show that it is a \( T \)-fold, whose monodromy is the same as that of the pure \( 5_2^2 \) background. Then, we consider the charge transfer process in the \( 5_2^2 \) background, and argue that the change of charge can be geometrically understood if we describe the \( 5_2^2 \) background as a doubled geometry. In section 6, using successive \( U \)-dualities, we obtain various defect-brane backgrounds with Cheshire charges. We then find another construction of such backgrounds without the use of the electric-magnetic duality in four dimensions. Section 7 is devoted to discussions and conclusion.

2 Monodromy and charge transfer process

As we discussed in the introduction, once a probe brane moves around a defect brane, it is natural to expect that some charges are transferred from the probe brane to the background. In this section, we examine the charge transfer process following the analysis of [26].

Concretely, we consider a probe string with a winding charge, F1(4), rotating around the center of the KK-vortex background (1.2). In the following, we dimensionally reduce the \( x^4, \ldots, x^9 \)-directions, and thus the probe string here is smeared along these directions (i.e. it has codimension two). For generality, we make the following ansatz for the background fields:

\[
\begin{align*}
\text{d}s^2 &= \hat{G}_{MN}\text{d}x^M\text{d}x^N = g_{\mu\nu}\text{d}x^\mu\text{d}x^\nu + G_{44}(\text{d}x^4 + A^4)^2 + \text{d}x_{5\ldots9}^2, \\
\hat{B}^{(2)} &= \frac{1}{2}\hat{B}^{(2)}_{MN}\text{d}x^M\wedge\text{d}x^N = \frac{1}{2}(B_{\mu\nu} + A^4_\mu A^4_\nu)\text{d}x^\mu\wedge\text{d}x^\nu + A_4\wedge(\text{d}x^4 + A^4) \\
[A^4] &= A^4_\mu\text{d}x^\mu, \quad A_4 = A_{4\mu}\text{d}x^\mu, \quad \mathcal{A}^I \equiv (A^4, A_4)^T, \quad \mu, \nu = 0, \ldots, 3.
\end{align*}
\]

By considering a compactification to four dimensions, we obtain the following action:

\[
S = S_{\text{bulk}} + S_{\text{probe}}, \quad S_{\text{bulk}} \equiv \frac{1}{2\kappa_4^2} \int \text{d}^4x \sqrt{-g} e^{-2\phi} \left[R - \frac{1}{12} H_{\mu\nu\rho} H^{\mu\nu\rho} - \frac{1}{4}(M^{-1})_{IJ} F_I^{\mu\nu} F_J^{\mu\nu} + \cdots\right],
\]

\[
S_{\text{probe}} \equiv -\frac{1}{4\pi l_s^2} \int d^2\sigma d^4x \delta^4(x - X(\sigma)) \left[\eta^{ab} \hat{G}_{MN} + \epsilon^{ab} \hat{B}^{(2)}_{MN}\right] \partial_a X^M \partial_b X^N
= -\frac{1}{4\pi l_s^2} \int d^2\sigma d^4x \delta^4(x - X(\sigma))
\times \left[\eta^{ab} (h_{ab} + G_{44} V_a V_b) + \epsilon^{ab} (b_{ab} + A^4_a A_{4b} + 2A_{4a} V_b)\right],
\]

\footnote{See Appendix B for the detailed definitions of four-dimensional fields.}
where \((\sigma) = (\sigma^0, \sigma^1)\) \((0 \leq \sigma^1 \leq 1)\) are worldsheet coordinates and we defined
\[
\mathcal{F}^I \equiv dA^I, \quad M^{-1} \equiv \begin{pmatrix} G_{44} & 0 \\ 0 & G_{44}^{-1} \end{pmatrix}, \quad H \equiv dB - \frac{1}{2} (A^4 \wedge \mathcal{F}_4 + A_4 \wedge \mathcal{F}^4),
\]
\[
h_{ab} \equiv g_{\mu\nu} \partial_a X^\mu \partial_b X^\nu, \quad V_a \equiv \partial_a X^4 + A^4_\mu \partial_\mu X^\nu, \quad b_{ab} \equiv B_{\mu\nu} \partial_\mu X^\mu \partial_\nu X^\nu,
\]
and \(\epsilon^{10} = -\epsilon^{01} = 1\), and assumed \(X^\alpha(\sigma) = \text{const} \) \((\alpha = 5, \ldots, 9)\).

The equations of motion for \(B_{\mu\nu}\) and \(A^I\) are then given by
\[
\partial_\mu (\sqrt{-g} e^{-2\phi} H^{\mu\rho}) = \frac{\kappa_4^2}{\pi l_s^2} \int d^2 \sigma \delta^4(x - X(\sigma)) e^{ab} \partial_a X^\nu \partial_b X^\rho, \tag{2.8}
\]
\[
\partial_\mu [\sqrt{-g} e^{-2\phi} (M^{-1})_{IJ} \mathcal{F}^{J\mu\nu}] = -\frac{\sqrt{-g}}{2} e^{-2\phi} H^{\nu\rho} L_{IJ} \mathcal{F}^J_{\rho\nu} + \frac{\kappa_4^2}{\pi l_s^2} \int d^2 \sigma \delta^4(x - X(\sigma)) T_I^{ab} V_a \partial_b X^\nu, \tag{2.9}
\]
with \((T_I^{ab}) \equiv (G_{44} \eta^{ab}, -\epsilon^{ab})\) \(^T\) and \((L_{IJ}) \equiv \begin{pmatrix} 0 & 1 \end{pmatrix} \).

We define a physical electric charge \(Q_I\) \([28]\) by
\[
Q_I \equiv \int_V \ast_{4E} j_I = \frac{1}{2\kappa_4^2} \int_{\partial D \times I_3} e^{-2\phi} (M^{-1})_{IJ} \ast_{4E} \mathcal{F}^J
\]
\[
\ast_{4E} j_I \equiv \frac{1}{2\kappa_4^2} \int_{\partial D \times I_3} \delta [e^{-2\phi} (M^{-1})_{IJ} \ast_{4E} \mathcal{F}^J], \quad j^\nu_I \equiv \frac{1}{2\kappa_4^2} \nabla_\nu [e^{-2\phi} (M^{-1})_{IJ} \mathcal{F}^{J\mu\nu}], \tag{2.10}
\]
where \(\ast_{4E}\) is the Hodge star operator associated with the four-dimensional Einstein frame and \(V\) is a solid cylinder \(D \times I_3\) \((D: \) a disk with the radius \(r_\infty\) in the transverse two-dimensional space, \(I_3: \) an interval \([0, 2\pi R_3]\) in the \(x^3\)-direction\). We also define the duality covariant charge vector by
\[
\left(\begin{array}{c} p^I \\ q_I \end{array}\right) \equiv \left(\begin{array}{c} -\frac{1}{2\kappa_4^2} \int_{\partial D \times I_3} \mathcal{F}^I \\ -\frac{1}{2\kappa_4^2} \int_{\partial D \times I_3} G_I \end{array}\right), \quad G_I \equiv -e^{-2\phi} (M^{-1})_{IJ} \ast_{4E} \mathcal{F}^J - \chi L_{IJ} \mathcal{F}^J, \tag{2.11}
\]
where \(\chi\) is the axion field defined in \([13,17]\). Then, each component of the charge vector \(p^I, p_4, q^I,\) and \(q_4\) corresponds to KKM(56789,4), NS5(56789), P(4), and F1(4) charge, respectively. The units of these charges are given by
\[
q_{\text{KKM}} \equiv \frac{2\pi R_4}{2\kappa_4^2}, \quad q_{\text{NS5}} \equiv \frac{(2\pi l_s^2)^2}{2\kappa_4^2 (2\pi R_4)}, \quad q_{\text{P}} \equiv \frac{1}{R_4}, \quad q_{\text{F1}} \equiv \frac{2\pi R_4}{2\pi l_s^2}, \tag{2.12}
\]
with \(V_{i_1 \cdots i_n} \equiv (2\pi R_{i_1}) \cdots (2\pi R_{i_n})\). Note that the difference between the physical and the duality covariant electric charge is in the term proportional to the axion.\(^6\)

\(^6\)Note that the embedding functions describe a trajectory of the probe string before smearing.
With the above definitions, the equations of motion for gauge fields can be written as

\[
J^\mu_I(x) = -\frac{1}{4\kappa_4^2} e^{-2\phi} H^{\mu
u\rho} L_{IJ} J_{\nu\rho} + \frac{1}{2\pi l_s^2} \int d^2 \sigma \frac{\delta^4 (x - X(\sigma))}{\sqrt{-g}} T^{ab}_{IJ} V_a \partial_b X^\mu , \quad (2.13)
\]

or

\[
J^\mu_I(x) = -\frac{1}{2\kappa_4^2} \left( \ast_{4E} d G_I \right)^\mu = \frac{1}{2\kappa_4^2} \nabla_\nu \left[ e^{-2\phi} (M^{-1})_{IJ} \tilde{F}^{J\mu
u} - \chi L_{IJ} \tilde{F}^{\mu
u} \right] = \frac{1}{2\pi l_s^2} \int d^2 \sigma \frac{\delta^4 (x - X(\sigma))}{\sqrt{-g}} T^{ab}_{IJ} V_a \partial_b X^\mu . \quad (2.14)
\]

The current \( J^\mu_I(x) \) counts only the brane source charge while the physical current \( j^\mu_I(x) \) additionally includes the charges dissolved into the flux.

Now, we consider the following trajectory of the probe string:

\[
X^t = \sigma^0, \quad X^r = r_0, \quad X^\theta = 2\pi \sigma^0, \quad X^3 = 2\pi R_3 \sigma^1, \quad X^4 = x^4 = \text{const}. \quad (2.15)
\]

By assuming that the time-derivative term \( \partial_t \left( \sqrt{-g} e^{-2\phi} H^{t\theta 3} \right) \) can be neglected\(^7\), the equation of motion for \( B_{\mu\nu} \) becomes

\[
\partial_t \left( \sqrt{-g} e^{-2\phi} H^{t\theta 3} \right) = -\frac{2\kappa_4^2}{l_s^2} \delta(r - r_0) \delta(\theta - 2\pi t) . \quad (2.16)
\]

This can be integrated to obtain

\[
\sqrt{-g} e^{-2\phi} H^{t\theta 3} = \frac{2\kappa_4^2}{l_s^2} \Theta(r_0 - r) \delta(\theta - 2\pi t) , \quad (2.17)
\]

where \( \Theta(r) \) is the Heaviside step function. This non-zero field strength is produced by the probe string, although \( B_{\mu\nu} = 0 \) for the original background. By using the explicit form of gauge fields in the KK-vortex background, \( A^t = -\sigma (\theta/2\pi) \) \( \mathrm{d}x^3 \) and \( \mathcal{F}^4 = -(\sigma/2\pi) \) \( \mathrm{d}\theta \wedge \mathrm{d}x^3 \), the F1(4)-charge current takes the following form:

\[
J^\mu_4(x) = -\frac{1}{2\kappa_4^2} e^{-2\phi} H^{t\theta 3} \mathcal{F}^4_{\theta 3} - \frac{1}{2\pi l_s^2} \int d^2 \sigma \frac{\delta^4 (x - X(\sigma))}{\sqrt{-g}} \epsilon^{ab} V_a \partial_b X^\mu \]

\[
= \frac{\sigma}{2\pi l_s^2 \sqrt{-g}} \left[ \Theta(r_0 - r) \delta^\mu_t + \frac{\theta}{2\pi} \delta(r - r_0) \partial_b X^\mu \right] \delta(\theta - 2\pi t) . \quad (2.18)
\]

The first term represents the outflow of the F1(4) charge to the probe string while the second term represents the F1(4) charge which is localized on the probe string (see Figure 2). The

\(^7\)This assumption can be justified by considering an adiabatic limit of the process, namely, by replacing \( X^t = \sigma^0 \) in (2.13) with \( X^t = \kappa \sigma^0 \) and taking the limit \( \kappa \to \infty \). This process is equivalent to the original trajectory (2.15) in the background with \( \mathrm{d}s^2 = -\kappa^2 \mathrm{d}t^2 + \cdots \). The time-derivative term vanishes in the adiabatic limit \( \kappa \to \infty \) due to the factor \( H^{t\theta 3} = g^{t\theta} H^t_{\theta 3} \).
total amount of the F1(4) charge localized on the probe string at $\theta$ is

$$q_4(\theta) = \int_V * 4 \mathbf{E} j_4(x) = q_{F1} \frac{\theta}{2\pi}.$$  (2.19)

Thus, after the probe goes around the KK vortex once (i.e. $\theta = 0 \to 2\pi$), its F1(4) charge is increased by $q_{F1}$, which agrees exactly with the expectation from the monodromy (1.6).

We can also describe the charge transfer process from another approach based on a collective coordinate of the KK vortex [26]. As is discussed in [29], the (unsmeared) KKM background has a zero-mode deformation associated with the $B$-field; $\delta \hat{B}^{(2)} = \beta \Omega_{TN}$ with $\Omega_{TN}$ a harmonic self-dual two form in the Taub-NUT space. After smearing, this zero-mode deformation takes the following form (see e.g. Appendix A in [30]):

$$\delta \hat{B}^{(2)} = \beta \left[ d \left( H - \frac{1}{2} \frac{\sigma}{r_\infty} \right) \right].$$  (2.20)

In the following, we analyze the zero-mode excitation by promoting $\beta$ to a dynamical variable $\beta(t)$. The relevant term in the action for the background fields is

$$- \frac{1}{2 \kappa_{10}^2} \int \frac{1}{2} \hat{H}^{(3)} \wedge *_{10} \hat{H}^{(3)} = \frac{2\pi V_{3..9}}{2 \kappa_{10}^2} \int \frac{dt}{r} \int_0^{r_\infty} dr \frac{2\pi}{r\sigma \left[ \log (r_c/r) \right]} \beta(t)^2 = \frac{\sigma V_{3..9}}{4 \kappa_{10}^2 H^2 (r_\infty)} \int \frac{dt}{\beta(t)^2},$$  (2.21)

where we have introduced an upper cutoff $r_\infty (\leq r_c)$ in the integral of radius $r$. We also have the following contribution from the action of the probe string:

$$- \frac{1}{4\pi l_s^2} \int d^2 \sigma \ d^4 x \hat{B}^{(2)}_{MN} \partial_\sigma X^M \partial_\theta X^N$$

$$= \frac{\sigma R_3}{2\pi l_s^2} \int dt \frac{\beta(t)}{H^2(X^r)} \partial_\theta \left[ H(X^r) X^\theta \right],$$  (2.22)
where we have chosen \( X^t(\sigma) = \sigma^0, X^3(\sigma) = 2\pi R_3 \sigma^1, X^r(\sigma) \) and \( X^\theta(\sigma) \) arbitrary but \( X^r(\sigma) \) is large. To proceed with the analysis, we need to regularize the pathological divergence of the background at large radius. Here, we use an ad hoc procedure given in [2]; we put \( H(r_\infty) \sim 1 \) and \( H(X^r) \sim 1 \) as if the background is asymptotically flat. Then, the equation of motion for \( \beta(t) \) becomes

\[
\ddot{\beta}(t) = \frac{H^2(r_\infty)}{H^2(X^r)} \frac{\kappa_{10}^2}{2\pi l_s^2 V_{4-9}} \partial_0 [H(X^r) X^\theta] \sim \frac{\kappa_{10}^2}{2\pi l_s^2 V_{4-9}} \partial_0 X^\theta,
\]

and we obtain

\[
\dot{\beta}(t) = \frac{2\kappa_{10}^2}{2\pi l_s^2 V_{4-9}} \frac{X^\theta}{2\pi}.
\]

Thus, once the probe string goes around the center \( (X^\theta = 0 \rightarrow 2\pi) \), \( \dot{\beta} \) becomes

\[
\dot{\beta} = \frac{2\kappa_{10}^2}{2\pi l_s^2 V_{4-9}},
\]

and, by using this value of \( \dot{\beta} \), the flux integral associated with the F1(4) charge becomes

\[
\sigma_{F1(4)}^{-1} \int_{\partial D} \iota_9 \cdots \iota_5 \iota_3 \ast_10 \hat{H}^{(3)} = -\beta \frac{2\pi l_s^2 \sigma V_{35-9}}{2\kappa_{10}^2 H(r_\infty)} \sim -1,
\]

where \( \partial D \) is a circle with the radius \( r_\infty \), \( \iota_i \) is the interior product of the coordinate basis \( \partial_i \) with differential forms, and \( \sigma_{F1(4)} \) is a parameter defined in \( \sigma \) (see Appendix \( \sigma \) for the Page charges of defect branes). That is, just a unit of F1(4) charge is transferred from the background to the probe string during the process. Repeating the process arbitrary times, we can obtain a background with arbitrary number of F1(4) charges.

In section 4, we explicitly construct a KK-vortex solution which has the same \( H \)-flux with that obtained from the \( B \)-field (2.20) (with \( \dot{\beta} = \text{const.} \)). Before that, in the next section, we review the notions of Alice string and Cheshire charge, which play important roles in the discussion of the charge conservation law.

### 3 Alice string and defect brane

In this section, we first give a detailed review of the notions of Alice string and Cheshire charge, which appear in a certain type of \((1 + 3)\)-dimensional gauge theories. We then argue that defect branes in string theory can be regarded as Alice strings and discuss the charge changing process in the KK-vortex background from this point of view.
3.1 Alice string and Cheshire charge

Alice strings [7] and Cheshire charges [8, 9] appear in (1+3)-dimensional gauge theories where a charge conjugation is a gauge symmetry of the theories. For clarity, we explain Alice strings and Cheshire charges by using one of the simplest models which admits Alice strings [7, 8, 31]. Consider a (1+3)-dimensional gauge theory with gauge symmetry $G = SO(3)$ and a scalar field in 5-dimensional representation, which we denote as a real symmetric traceless $3 \times 3$ matrix $\Phi_{ij}(x)$. By choosing a quartic potential $V(\Phi)$ with appropriate coefficients, the classical vacuum configuration is given by

$$\langle \Phi \rangle = \Phi_0 \equiv \begin{pmatrix} v & 0 & 0 \\ 0 & v & 0 \\ 0 & 0 & -2v \end{pmatrix},$$

(3.1)

in a certain gauge. If we denote the generators of $G = SO(3)$ as $(t_k)_{ij} = -i\epsilon_{ijk} (i, j, k = 1, 2, 3)$, the unbroken gauge symmetry (which keeps the vacuum configuration $\Phi_0$ invariant) is a subgroup $H = U(1) \rtimes \mathbb{Z}_2$, where the $U(1)$ transformation is generated by $Q_0 \equiv t_3$ and the $\mathbb{Z}_2$ transformation is generated by

$$X \equiv e^{i\pi t_1} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{pmatrix}.$$  

(3.2)

Since $Q_0$ and $X$ satisfy $X Q_0 X^{-1} = -Q_0$, $X$ corresponds to charge conjugation associated with the unbroken $U(1)$ gauge symmetry.

In this model, an Alice string solution can be constructed as follows. In order to make the energy of the configuration finite, we first impose $D_\mu \Phi = 0$ at spatial infinity where $D_\mu$ is a covariant derivative associated with the $SO(3)$ gauge field. This condition is satisfied with

$$\Phi(\theta) \equiv \lim_{r \to \infty} \Phi(r, \theta) = U(\theta) \Phi_0 U^{-1}(\theta), \quad U(\theta) \equiv P e^{i\int_0^\theta d\theta A_\theta}|_{r \to \infty},$$

(3.3)

where we have set $\Phi(\theta = 0) = \Phi_0$ and $(r, \theta)$ are polar coordinates in the two-dimensional space transverse to the string. Secondly, we impose the condition that $U(\theta = 2\pi)$ be in the disconnected part of the gauge group;

$$U(\theta = 2\pi) \in H_d, \quad H_d \equiv \{ X e^{i\alpha Q_0} \mid 0 \leq \alpha < 2\pi \}.$$  

(3.4)

This is the defining property of Alice strings. Concretely, we will choose $U(\theta = 2\pi) = X$, which can be realized by setting $A_\theta|_{r \to \infty} = t_1/2$. This leads to the following ansatz for the
global behavior of an Alice string:

\[ A_\theta = f(r) \frac{t_1}{2}, \quad \Phi(r, \theta) = e^{i\theta t_1/2} g(r) e^{-i\theta t_1/2}. \]  

(3.5)

The functions \( f \) and \( g = (g_{ij}) \) can be determined numerically from the equations of motion (see e.g. [31]) although we will not need it here.

According to the \( \theta \)-dependence in (3.3), the embedding of \( U(1) \rtimes \mathbb{Z}_2 \) into \( G = SO(3) \) is non-trivially rotated around the string. Namely, if we define the unbroken subgroup of \( G \) at \( \theta \) by \( H(\theta) \equiv \{ g \in G \mid g \Phi(\theta) g^{-1} = \Phi(\theta) \} \), equation (3.3) leads to

\[ H(\theta) = U(\theta) H(\theta = 0) U^{-1}(\theta). \]  

(3.6)

Correspondingly, the \( U(1) \) generator \( Q(\theta) \) of \( H(\theta) \) is related with the \( U(1) \) generator \( Q(\theta = 0) \) of \( H(\theta = 0) \) as

\[ Q(\theta) = U(\theta) Q(\theta = 0) U^{-1}(\theta). \]  

(3.7)

If we set \( Q(\theta = 0) \) to be \( Q_0 \), for \( \theta = 2\pi \), we have

\[ Q(\theta = 2\pi) = e^{i\pi t_1} Q_0 e^{-i\pi t_1} = X Q_0 X = -Q_0. \]  

(3.8)

That is, the sign of the \( U(1) \) generator becomes opposite as one goes around the string once. This property is the reason why the vortex is called an Alice string; the monodromy works as a “charge-conjugation looking glass” [7, 32]. Since \( Q(\theta = 4\pi) = Q_0 \), the \( U(1) \) generator is double-valued in the transverse two-dimensional space.

In the presence of Alice strings, the electrodynamics associated with the unbroken \( U(1) \) gauge group is called Alice electrodynamics. It is locally similar to the usual electrodynamics but has a strange phenomenon; when a charged particle goes around the Alice string once, the sign of the charge flips like \( q \rightarrow -q \) due to property (3.8). Apparently this phenomenon seems to be in conflict with the charge conservation law.

In order to discuss the charge conservation in the Alice string background more precisely, we need to explain another issue closely related with the charge flipping phenomenon. In the presence of a single Alice string, the electric field is double-valued due to the double-valuedness (3.8) of the \( U(1) \) generator. If we introduce a branch cut on a half line, \( \theta = 0 \) (see Figure 3), and consider two branches which are glued together at the cut, the property (3.8) means that the electric fields on two branches have opposite signs. Thus, the flux integral on a large surface is not well-defined, and we cannot define the total charge in the system.
In contrast to an isolated string, we can define a total charge for a pair of an Alice string and an anti-Alice string (see Figure 4). In this case, as we go around a circle which encloses the pair of strings, the $U(1)$ generator comes back to the original value since the (untraced) Wilson loop $U(2\pi)$ associated with the Alice string is canceled by that associated with the anti-Alice string. Namely, an asymptotic observer who never crosses the branch cut is always sitting on one side of the branch, and we can unambiguously define the total electric charge as an integral of the electric flux on the branch.

Before we proceed further, we should comment on the definition of the electric field. For convenience, we take a unitary gauge in which the asymptotic value of the scalar field becomes constant except for on the branch cut; $\Phi = \Phi_0$. In this (singular) gauge, the flipping of $U(1)$ generator occurs just above the branch cut. Then, the charge of a particle is invariant as long as it does not cross the cut, and its charge is flipped discontinuously only when it crosses the cut. We can then define the electric field at a point $x$ by measuring the force at $x$ felt by a test particle with charge $+q$ which is taken from an asymptotic region without crossing the branch cut. According to this definition, the electric field must change its sign at the branch cut since the force felt by the test particle should not change discontinuously.

Now, we can state the notion of Cheshire charge. A Cheshire charge is a charge without
localized source that appears when a charged particle goes around the Alice string. In Figure 5, we sketched how such a charge can appear in the process. In step (a) and (b), a particle with charge $+q$ is approaching the branch cut from below. In the step from (b) to (c), the particle crossed the branch cut and the charge has become $-q$. After the configuration described in (c), we take the particle to infinity without crossing the cut. The resulting configuration is drawn in (d), where there appears non-zero electric flux emanating from the branch cut. Since the branch cut is just an artifact of the singular unitary gauge, there is no localized source of the electric flux. This kind of charge (without localized source) is called a Cheshire charge. The total amount of the Cheshire charge can be obtained from a flux integral around the cut, which gives $+2q$. Thus, the charge conservation law is kept intact in the whole process.

![Figure 5: The process in which the Cheshire charge appears.](image)

### 3.2 Defect branes as Alice strings

Here, we explain an analogy between defect branes and Alice strings, by using the KK-vortex as an example of defect branes. Then, by using the analogy, we discuss the charge transfer process in the KK-vortex background.

If we introduce the generalized metric for the KK-vortex background (1.3), it takes the following $\theta$-dependence:

$$
\mathcal{H}^{-1}(\theta) = \Omega_{\text{KKM}}^T(\theta) \mathcal{H}^{-1}(\theta = 0) \Omega_{\text{KKM}}(\theta),
$$

(3.9)
\[ \Omega_{\text{KKM}}(\theta) \equiv \begin{pmatrix} \omega(\theta)^T & 0 \\ 0 & \omega(\theta)^{-1} \end{pmatrix}, \quad \omega(\theta) \equiv \begin{pmatrix} 1 & 0 \\ \sigma(\theta/2\pi) & 1 \end{pmatrix}. \tag{3.10} \]

By using the same matrix \( \Omega_{\text{KKM}}(\theta) \), the charge vector of the rotating probe string at \( \theta \) can be written as [see (2.19)]

\[ \vec{q}(\theta) \equiv \begin{pmatrix} (1/R_3) \times \#P(3) \\ (1/R_4) \times \#P(4) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} = \Omega_{\text{KKM}}^{-1}(\theta) \vec{q}(\theta = 0). \tag{3.11} \]

This relation is reminiscent of equation (3.7). Since the charge vector is non-trivially twisted around the center, the KK vortex (or general defect branes with non-trivial monodromies) can be regarded as Alice strings. Note that the discrete gauge symmetry \( \mathbb{Z}_2 \) (in the case of the above model of Alice strings) is generalized to U-duality group in the case of string theory.

As is the case with a single Alice string, we do not have a globally well-defined notion of the total winding charge in a KK-vortex background. However, in this case, it will be natural to define the “total charge” by

\[ \vec{Q} = \sum_i \Omega_{\text{KKM}}(\theta_i) \vec{q}_i \quad (-\infty < \theta_i < \infty), \tag{3.12} \]

where \( \theta_i \) is the value of the angular variable associated with the \( i \)-th particle. This definition is essentially the same as that used in [4], and, with this definition, the charge of the probe does not change. Indeed, for the case of the rotating probe string, the winding charge of a probe string at \( \theta \) is given by \( \vec{q}(\theta) = \Omega_{\text{KKM}}^{-1}(\theta) \vec{q}(\theta = 0) \) [see (3.11)] and \( \Omega_{\text{KKM}}(\theta) \vec{q}(\theta) \) is independent of \( \theta \); i.e., no F1(4) charge appears. However, in the field theoretical analysis performed in section 2, the probe produces a non-zero flux (2.17) associated with the F1(4) charge during the rotation, and it will be more natural to invent a definition such that the probe charge can change in time.

We thus define the “total charge” by

\[ \vec{Q} = \sum_i \Omega_{\text{KKM}}(\theta_i) \vec{q}_i \quad (0 \leq \theta_i < 2\pi). \tag{3.13} \]

Conceptually, this definition can be realized by the following procedure. We first fix a base point on \( \theta = 0 \) and introduce a curve which encloses all charged particles but does not cross the branch cut (see Figure 6). Then, by shrinking the curve, we assemble all charged particles to the base point. Now, since all particles have the same basis for the charge vector,
Figure 6: The conceptual procedure to define the “total charge” \( \vec{Q} \).

we can just add up the components of their charge vectors to compute the “total charge” \( \vec{Q} \). With this definition, as is the case of \( \vec{Q} \), the charge remains constant during the rotation of a probe string as long as the string does not cross a branch cut. However, if the probe string crosses the branch cut, its winding charge must discretely change since the matrix discretely jump from \( \Omega_{\text{KKM}}(2\pi) \) to \( \Omega_{\text{KKM}}(0) \):

\[
\vec{Q} = \Omega_{\text{KKM}}(2\pi - 0) \begin{pmatrix}
0 \\
0 \\
(R_3/l_s^2) \times 1 \\
(R_4/l_s^2) \times \frac{2\pi - 0}{2\pi}
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
(R_3/l_s^2) \times 1 \\
0
\end{pmatrix}
\]

\[\rightarrow \quad \vec{Q} = \Omega_{\text{KKM}}(+0) \begin{pmatrix}
0 \\
0 \\
(R_3/l_s^2) \times 1 \\
(R_4/l_s^2) \times \frac{2\pi + 0}{2\pi}
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
(R_3/l_s^2) \times 1 \\
(R_4/l_s^2) \times 1
\end{pmatrix}.
\]

That is, if we adopt the definition, the situation is similar to the case where the singular unitary gauge is taken in the presence of Alice strings, and the discrete change of the probe charge should be compensated by the Cheshire charge, which corresponds to the zero-mode deformation associated with the \( B \)-field.

Geometrically, the discrete jump (3.14) when a probe crossed the branch cut can be realized as a change of coordinates given by (1.7). This is the reason why we did not use the original coordinate \((x^3, x^4)\) but used \((x'^3, x'^4)\) to calculate the winding number in the introduction. For more general cases where there are multiple probe strings, it will be more effective to perform an active diffeomorphism

\[
x'^3 = x^3, \quad x'^4 = x^4 + \sigma x^3,
\]

when a probe string crosses the branch cut, although the winding number is always measured with the use of the original coordinates.
4 Kaluza-Klein dyon and dyonic Kaluza-Klein vortex

In this section, we first review the construction of the KK-dyon solution in four-dimensional theory [27]. We point out that, if we uplift the solution to ten dimensions, the background has F1(4) charges although there is no localized source, just like Cheshire charges. We then construct a KK-vortex solution with an arbitrary number of F1(4) Cheshire charges, which we call a dyonic KK vortex, and discuss the relation to the charge transfer process considered in section 2.

4.1 Kaluza-Klein dyon

The KK-monopole solution in ten-dimensional spacetime is given by

\[ ds^2 = -dt^2 + H(r) \left( dr^2 + r^2 d\Omega_2^2 \right) + H^{-1}(r) \left( dx^4 + \omega \right)^2 + dx_{56789}^2, \]
\[ e^{2\phi} = 1, \quad \hat{B}^{(2)} = 0, \quad H(r) \equiv 1 + \frac{R_4}{2r}, \quad d\Omega_2^2 \equiv d\theta^2 + \sin^2 \theta d\varphi^2, \]
\[ \omega = -\frac{R_4}{2} (1 - \cos \theta) d\varphi. \]

where \( R_4 \) is the radius of the \( x^4 \)-direction and \( \omega \) satisfies \( d\omega = \hat{*}_3 dH(r) \) (\( \hat{*}_3 \): Hodge star operator in a flat three-dimensional space), which can be solved by

\[ \lambda \equiv \chi + i e^{-2\phi} = \frac{i}{2} H^{-1/2}(r), \]
\[ ds_{4E}^2 = e^{-2\phi} ds_4^2 = -H^{-1/2}(r) dt^2 + H^{1/2}(r) \left( dr^2 + r^2 d\Omega_2^2 \right), \]
\[ \begin{pmatrix} F^4 \\ F_A \end{pmatrix} = \begin{pmatrix} dA^4 \\ dA_A \end{pmatrix}, \quad \begin{pmatrix} A^4 \\ A_A \end{pmatrix} = \begin{pmatrix} \omega \\ 0 \end{pmatrix}. \]

Here, \( ds_{4E}^2 \) is the line element in the four-dimensional Einstein frame while \( ds_4^2 \) is that in the string frame.

As we will see later, the dyonic KK vortex is different from a usual dyon in that one of the charges of the dyonic KK vortex does not have any localized source.
duality in four dimensions (see Appendix B) to obtain the following KK-dyonic solution [27]:

\[
\text{d} s^2_{16} = -H^{-1/2}(r) \text{d}t^2 + H^{1/2}(r) \left( \text{d}r^2 + r^2 \text{d}\Omega_2^2 \right),
\]

\[
\lambda = \chi + i e^{-2\phi} \frac{a \, c + b \, d \, H(r)}{c^2 + d^2 \, H(r)} + i \frac{H^{1/2}(r)}{c^2 + d^2 \, H(r)},
\]

\[
\begin{pmatrix}
F^1 \\
F_4
\end{pmatrix} = \begin{pmatrix}
d A^4 \\
A_4
\end{pmatrix} = \begin{pmatrix}
d \omega \\
\frac{c}{H(r)} \text{d}t
\end{pmatrix}.
\]

We use the following parameterization of the SL(2, \mathbb{R}) matrix [27]:

\[
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix} = \begin{pmatrix}
\chi_0 \, e^{\phi_0} \sin \alpha + e^{-\phi_0} \cos \alpha & \chi_0 \, e^{\phi_0} \cos \alpha - e^{-\phi_0} \sin \alpha \\
e^{\phi_0} \sin \alpha & e^{\phi_0} \cos \alpha
\end{pmatrix},
\]

where \( \phi_0, \chi_0 \) and \( \alpha \) are real free parameters to be fixed below. Under this SL(2, \mathbb{R}) transformation, the charge vector transforms as [see (B.21) and (B.22)]

\[
\begin{pmatrix}
p^1 \\
p_4 \\
q^4 \\
q_4
\end{pmatrix} = \begin{pmatrix}
d & -c \\
-b & a
\end{pmatrix} \begin{pmatrix}
\Delta^{1/2}_{\text{KKM}} \\
0 \\
0 \\
-\beta \Delta^{1/2}_{\text{KKM}}
\end{pmatrix} = \begin{pmatrix}
d \Delta^{1/2}_{\text{KKM}} \\
0 \\
0 \\
-\beta \Delta^{1/2}_{\text{KKM}} \gamma_{\text{F1}}
\end{pmatrix}.
\]

with \( L = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) and \( \gamma \equiv q_{\text{KKM}}/q_{\text{F1}} = g_s^{-2} V_{4\ldots9}/(2\pi l_s)^6 \). We require that each component of the charge vector is an integral multiple of the elementary charge:

\[
d \Delta^{1/2} \equiv \begin{pmatrix} 0 \end{pmatrix} \in \mathbb{Z} \quad \text{and} \quad b \Delta^{1/2} \gamma \equiv \begin{pmatrix} Q \end{pmatrix} \in \mathbb{Z}.
\]

Using the integers \( P \) and \( Q \), the SL(2, \mathbb{R}) matrix can be written as

\[
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix} = \begin{pmatrix}
\gamma P - \chi_0 (Q - \chi_0 \gamma P) \\
-\chi_0 \gamma P & Q
\end{pmatrix} = \begin{pmatrix}
\Delta^{1/2} \\
-\chi_0 \gamma P & \Delta^{1/2}
\end{pmatrix},
\]

\[
\Delta^{1/2} = \sqrt{P^2 + \gamma^{-2} (Q - \chi_0 \gamma P)^2},
\]

where we have set \( \phi_0 = 0 \) since the \( \phi_0 \) dependence can be absorbed into a redefinition of coordinates and the ten-dimensional dilaton.

From the above solution, we can reconstruct the ten-dimensional solution:

\[
ds^2 = -\frac{c^2 + d^2 \, H(r)}{H(r)} \, \text{d}t^2 + \left[ c^2 + d^2 \, H(r) \right] \left( \text{d}r^2 + r^2 \, \text{d}\Omega_2^2 \right) + H^{-1}(r) \left( \text{d}x^4 + d \omega \right)^2 + dx^2_{56789},
\]

\[
e^{2\phi} = \frac{c^2 + d^2 \, H(r)}{H(r)} , \quad \hat{B}^{(2)} = \frac{c}{H(r)} \, \text{d}t \wedge \left( \text{d}x^4 + d \omega \right),
\]

\[
\hat{H}^{(3)} = -c \, \text{d}t \wedge d\left[ \frac{1}{H(r)} \left( \text{d}x^4 + d \omega \right) \right].
\]
As the charge vector (4.11) indicates, this background includes $P$ KK-monopoles as well as $(-Q)$ F1(4) charge. The flux integral associated with F1(4) charge is calculated as

$$
\frac{1}{2\kappa_{10}^2} \int_{S^2 \times T_{56789}^5} e^{-2\phi} *_{10} \hat{H}^{(3)} = -\mu_{F1} (Q - \chi_0 \gamma P) \quad (\mu_{F1} \equiv \frac{1}{2\pi l_s^2}),
$$

where we have used $c^2 + d^2 = 1$, $c \Delta^{1/2} = -\gamma^{-1} (Q - \chi_0 \gamma P)$, and

$$
e^{-2\phi} *_{10} \hat{H}^{(3)} = \left\{ \begin{array}{ll}
d \left[ \frac{c/d}{c^2 + d^2 H(r)} \left( dx^4 + \frac{d \Delta^{1/2} R_4}{2} (1 - \cos \theta) d\varphi \right) \right] \wedge dx^5 \wedge \ldots \wedge dx^9 & (d \neq 0), \\
R_4 \Delta^{1/2} \sin \theta d\theta \wedge d\varphi \wedge dx^5 \wedge \ldots \wedge dx^9 & (d = 0).
\end{array} \right.
$$

In the case of $d \neq 0$, the flux integral over a sphere with the radius $r_0 (\times T_{56789}^5)$ gives

$$Q_{F1(4)}^0 \equiv -\mu_{F1} \frac{Q - \chi_0 \gamma P}{c^2 + d^2 H(r_0)}. $$

Since the flux integral increases monotonically from 0 to $-\mu_{F1} (Q - \chi_0 \gamma P)$ as we vary $r_0$ from 0 to $\infty$, we may conclude that the F1 charge is distributed over the non-compact three-dimensional space except the origin, $r = 0$. However, if we consider a flux integral over an arbitrary closed surface which does not enclose the origin, the integral gives zero. Thus, it does not make sense to consider the local distribution of the source. We can just associate the F1 charges to a non-trivial cycle $S^2_\infty$, as in the case of the Cheshire charge.

### 4.2 Dyonic Kaluza-Klein vortex

Here, we first construct the dyonic KK-vortex solution, and compute the charges both in the four-dimensional viewpoint and in the ten-dimensional viewpoint. It turns out that the background has F1(4) Cheshire charges. We will then relate the background with the charge transfer process considered in section 2.

By smearing the Kaluza-Klein dyon along the $x^3$-direction, we obtain the following background (see e.g. [2][18] for the smearing procedure):

$$
ds^2 = -\frac{c^2 + d^2 H(r)}{H(r)} dt^2 + \left[ c^2 + d^2 \frac{H(r)}{H(r)} \right] (dx^2 + r^2 d\theta^2 + dx_3^2) + H^{-1}(r) (dx^4 + d\omega)^2 + dx_{56789}^2,
$$

$$e^{2\phi} = \left[ \frac{c^2 + d^2 H(r)}{H(r)} \right], \quad \hat{B}^{(2)} = \frac{c}{H(r)} dt \wedge (dx^4 + d\omega),
$$

$$\hat{H}^{(3)} = -c dt \wedge d \left[ \frac{1}{H(r)} (dx^4 + d\omega) \right].$$
where \( H(r) = (\bar{\sigma}/2\pi) \log(r_c/r), \bar{\sigma} \equiv \sigma \Delta^{1/2} = (R_4/R_3) \Delta^{1/2} \), and \( \omega = -\bar{\sigma} (0/2\pi) \, dx^3 \), which satisfies \( d\omega = \hat{\omega}_3 dH(r) \).

The above background is a special case of the following general background with \( \rho(z) = i(\bar{\sigma}/2\pi) \log(r_c/z) = H(r) + i(\bar{\sigma} \theta/2\pi) \) and \( f(z) = 1 \) \((z \equiv re^{i\theta})\):

\[
\begin{align*}
\eta^2 &= (c^2 + d^2 \rho_2) \left[ -\rho_2^{-1} \, dt^2 + |f(z)|^2 \, dz^2 + dx_3^2 \right] \\
+ \rho_2^{-1} (d^4 - d \rho_1 \, dx^3)^2 + dx_5^2 \, , \\
e^{2\phi} &= \frac{c^2 + d^2 \rho_2}{\rho_2}, \\
\hat{B}^{(2)} &= \frac{c}{\rho_2} \, dt \wedge (d^4 - d \rho_1 \, dx^3). 
\end{align*}
\]

This satisfies the equations of motion as long as \( f(z) \) and \( \rho(z) \equiv \rho_1 + i \rho_2 \) are holomorphic functions.\(^3\)

**Charges calculated in four-dimensional viewpoint**

By compactifying on the six-torus \( T^6_{4..9} \), we obtain the following four-dimensional configuration:

\[
\begin{align*}
ds_{4E}^2 &= -\rho_2^{-1/2} \, dt^2 + \rho_2^{1/2} \left( |f|^2 \, dz \, dz + dx_3^2 \right), \\
M &= \begin{pmatrix} \rho_2 & 0 \\ 0 & \rho_2^{-1} \end{pmatrix}, \\
\lambda &= \chi + i \, e^{-2\phi} = \frac{a \, c + b \, d \, \rho_2}{c^2 + d^2 \rho_2} + i \frac{\rho_2^{1/2}}{c^2 + d^2 \rho_2}, \\
\begin{pmatrix} F^4 \\ F_4 \end{pmatrix} &= \begin{pmatrix} d(\rho_1 \, dx^3) \\ \frac{d a \, dt}{\rho_2} \end{pmatrix}, \\
\begin{pmatrix} G^4 \\ G_4 \end{pmatrix} &= \begin{pmatrix} d \left( \frac{-a \, dt}{\rho_2} \right) \\ d \left( b \rho_1 \, dx^3 \right) \end{pmatrix}. 
\end{align*}
\]

The duality covariant charge vector is given by

\[
\hat{Q} = \begin{pmatrix} p^4 \\ p_4 \\ q^4 \\ q_4 \end{pmatrix} = \begin{pmatrix} \frac{d(2\pi R_4)}{2\pi^2} \int_C \, d\rho_1 \\ 0 \\ 0 \\ -\frac{b(2\pi R_3)}{2\pi^2} \int_C \, d\rho_1 \end{pmatrix} = \begin{pmatrix} P \, q_{KKM} \\ 0 \\ 0 \\ -Q \, q_{F1} \end{pmatrix},
\]

where \( C \) is an arbitrary closed curve on the \( z \)-plane which encloses the origin \( z = 0 \) once, and we used \( \int_C \, d\rho_1 = \bar{\sigma} \), which follows from the choice \( \rho = i(\bar{\sigma}/2\pi) \log(r_c/z) \). Thus the background contains \( P \) KKM\((56789,4)\) and \((-Q)\) F1\((4)\) charges.

\(^3\)In our convention, we take the value of the dilaton at infinity to be zero. Thus, for a general \( \rho(z) \), we need to perform a constant shift of the dilaton in order to satisfy this condition.
On the other hand, the physical electric charge is calculated as

\[
\left( \frac{Q^4}{Q_4} \right) = \frac{1}{2\kappa_4^2} \left( \int_{C_0 \times S^1} e^{-2\phi} (M^{-1})^{44} *_{4E} F_4 \right) - \int_{C_0 \times S^1} e^{-2\phi} (M^{-1})^{44} *_{4E} F_4 \left( 0 \right) = \left( 0 \right) = \left( -q_{F1} Q - \chi_0 \gamma P \right).
\]

where \( C_0 \) is a circle with the radius \( r_0 \) and \( S^1 \) is a circle in the \( x^3 \)-direction, and we used \( \rho(z) = i(\tilde{\sigma}/2\pi) \log(r_c/z) \). The dependence on the radius \( r_0 \) means that the charge is distributed over the branch cut (although the position of the branch cut is not physical). If we take the limit of taking \( r_0 \) large and assume that \( H(r_0) \to 1 \) in the limit as in section 2, the physical electric charge then becomes \( Q_4 = -q_{F1} (Q - \chi_0 \gamma P) \).

**Charges calculated in ten-dimensional viewpoint**

In the ten-dimensional viewpoint, the KKM(56789,4) charge is given by

\[
Q_{KKM(56789,4)} = -\sigma^{-1}_{KKM(56789,4)} \int_C d\left( \tilde{G}_{43} / G_{44} \right) = \sigma^{-1}_{KKM(56789,4)} \int_C d\rho_1 = \sigma^{-1}_{KKM(56789,4)}.
\]

where we used \( \int_C d\rho_1 = \sigma^{-1}_{KKM(56789,4)} \). On the other hand, by using

\[
e^{-2\phi} *_{10} d\tilde{H}^{(3)} = \frac{c^2 \rho_1 dx^3 + d^2 \rho_2 dx^4}{c(c^2 + d^2 \rho_2)} \wedge dx^5 \wedge \cdots \wedge dx^9,
\]

we can calculate the F1(4) charge as

\[
\sigma^{-1}_{F1(4)} \int_C t_9 \cdots t_5 t_3 e^{-2\phi} *_{10} \tilde{H}^{(3)} = -\frac{Q - \chi_0 \gamma P}{c^2 + d^2 H(r_0)},
\]

where \( C \) is an arbitrary curve which encloses the origin once counterclockwise and crosses the branch cut at \( r = r_0 \). This expression coincides with the physical electric charge in four dimensions.

Although we can also compute the local distribution of the charges on the branch cut, the position of the branch cut is unphysical, and so is the local charge distribution. Thus, we can just conclude that the branch cut emanating from the KK vortex, in total, has \(-(Q - \chi_0 \gamma P)\) unit of F1(4) charge. In the following, we call this kind of charges without localized source Cheshire charges. That is, the dyonic KK-vortex background has \(-(Q - \chi_0 \gamma P)\) F1(4) Cheshire charges.

\[\text{By differentiating (4.33) with respect to } r_0, \text{ we find that most charges are concentrated around the branch point } z = 0 \text{ although the charge density vanishes on } z = 0.\]
Finally, we argue that the dyonic KK-vortex solution can be regarded as a resultant background after a string goes around the vortex. To see this, we first note that the $H$-flux given in (4.23) is the same as that obtained from the $B$-field (2.20) with $\beta(t) = -c \Delta^{1/2} t$. In section 2, we considered the case of a single KK vortex (i.e. $P = 1$). In order to relate the dyonic KK-vortex background with the KK-vortex background with non-zero $B$-field (considered in section 2), (2.24) indicates that we should choose $-c \Delta^{1/2} = \mu F_1 (2\kappa_0^2 / V_{3\ldots9}) Q$, i.e., $\chi_0 = 0$. Thus, we will set $P = 1$ and $\chi_0 = 0$, which makes $c = -Q/(\Delta^{1/2} \gamma)$, $d = \Delta^{-1/2}$, and $\Delta^{1/2} = \sqrt{1 + \gamma^{-2} Q^2}$. With the above choice of parameters, we can interpret the dyonic KK-vortex background as a resultant geometry after the charge transfer process.

Energy

Before closing this section, we make a brief comment on the mass of the dyonic KK vortex. The mass can generally be computed by the following formula,

$$m = \frac{1}{2\kappa_3^2} \int d^2 x \sqrt{\gamma} R(\gamma),$$

(4.34)

where $\gamma$ is the transverse two-dimensional metric and $2\kappa_3^2 \equiv 2\kappa_0^2 / V_{3\ldots9}$. In the three-dimensional Einstein frame, the dyonic KK-vortex solution has the following metric:

$$ds^2 = -dt^2 + \rho_2 |f(z)|^2 \, dz \, d\bar{z}.$$  

(4.35)

Since the dyonic deformation parameters do not appear here, the mass of the dyonic KK vortex is the same as that of the non-dyonic KK vortex.

5 $5_2^2$ background with F1 Cheshire charge

If we take a $T$-duality along the $x^3$-direction in the dyonic KK-vortex background, we obtain the following background:

$$ds^2 = (c^2 + d^2 \rho_2) \left( -\rho_2^{-1} \, dt^2 + |f|^2 \, dz \, d\bar{z} \right)$$

$$+ \frac{\rho_2 \left( dx^3 - \frac{c d \rho_1}{\rho_2} \, dt \right)^2 + (c^2 + d^2 \rho_2) \, dx_4^2}{c^2 \rho_2 + d^2 |\rho|^2} + dx_{56789}^2,$$

(5.1)

$$e^{2\hat{\phi}} = \frac{c^2 + d^2 \rho_2}{c^2 \rho_2 + d^2 |\rho|^2},$$

(5.2)

$$\hat{B}^{(2)} = c \left( \frac{c^2 + d^2 \rho_2}{c^2 \rho_2 + d^2 |\rho|^2} \right) dt \wedge dx^4 + \frac{d \rho_1}{c^2 \rho_2 + d^2 |\rho|^2} \, dx^3 \wedge dx^4,$$

(5.3)

$$\hat{B}^{(6)} = \frac{c \rho_1 c^2 + d \left( c^2 \rho_2 + d^2 |\rho|^2 \right) \rho_1}{c^2 + d^2 \rho_2} \, dt \wedge dx^5 \wedge \cdots \wedge dx^9.$$  

(5.4)
Here, we choose the holomorphic function as $\rho(z) = i(\bar{\sigma}_{52}/2\pi) \log(r_c/z)$ with $\bar{\sigma}_{52} \equiv \Delta_{g}^{1/2} \sigma_{52}$ and $\sigma_{52} \equiv R_3 R_4/l_s^2$. If we set $c = 0$ and $d = 1$, this reproduces the standard $5_2^2$-brane background $[3, 2, 33]$. By using the generalized metric $\mathcal{H}^{-1}$, we find the following relation:

$$\mathcal{H}^{-1}(\theta = 2\pi) = \Omega_{52^2-F1}^T \mathcal{H}^{-1}(\theta = 0) \Omega_{52^2-F1},$$

$$\Omega_{52^2-F1} \equiv \begin{pmatrix} 1 & 0 \\ d \bar{\sigma}_{52} & 1 \end{pmatrix}, \quad \varepsilon = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$

which follows from the discrete shift $\rho_1 \rightarrow \rho_1 + \bar{\sigma}_{52}$ under the rotation $\theta = 0 \rightarrow 2\pi$. The monodromy matrix is exactly the same with that of the $5_2^2$ background $[2]$, which we denote by $\Omega_{52}$, since we have chosen $d \Delta_{g}^{1/2} = 1$. Since the background fields are patched together with the use of a $T$-duality transformation, this background is a $T$-fold.

We can compute the $F1(4)$ charge as

$$\sigma_{F1(4)}^{-1} \int_C \left( \tau_9 \cdots \tau_{5^2} \hat{B}(6) \right) = \sigma_{F1(4)}^{-1} \int_C \left( \frac{c \rho_1}{c^2 + d^2 \rho_2} \right) = -\frac{Q}{c^2 + d^2 H(r_0)},$$

where we used $\gamma^{-1} = g^{-2} (2\pi R_3)^2 V_{4\ldots 9}/(2\pi l_s^4)$. This $F1(4)$ charge becomes $-Q$ if we use the prescription $H(r_0) \rightarrow 1$.

In the absence of Ramond-Ramond fields, the NS5($56789$) and $5_2^2(56789,34)$ charges are given by [see (C.11) and (C.15)]

$$Q_{NS5} = \int_V \ast_{10} j_{NS5} = \sigma_{NS5}^{-1} \int_{\partial V} \hat{B}_{34}^{(2)},$$

$$Q_{5_2^2} = \int_V \ast_{10} j_{5_2^2} = \sigma_{52}^{-1} \int_{\partial V} \left( \frac{\hat{B}_{34}^{(2)}}{\text{det}(\hat{G}_{ab} + \hat{B}_{34}^{(2)})} \right).$$

In the above background, these charges become

$$Q_{NS5} = \sigma_{NS5}^{-1} \int_{\partial V} \left( \frac{d \rho_1}{c^2 \rho_2 + d^2 |\rho|^2} \right), \quad Q_{5_2^2} = d \sigma_{52}^{-1} \int_{\partial V} d\rho_1 = 1,$n

where $\partial V$ is a closed curve which encloses the center once counterclockwise, and we used $\rho = i(\bar{\sigma}_{52}/2\pi) \log(r_c/z)$ for the latter expression. Since $|\rho|^2 = (\bar{\sigma}_{52}/2\pi)^2 \left[ \log^2(r_c/z) + \theta^2 \right]$ is a multi-valued function, the integral in $Q_{NS5}$ along the closed curve $\partial V$ depends on the choice of the starting point (i.e. if we choose $\partial V$ as a circle, $\int_{\partial V} = \int_{\theta \rightarrow 2\pi},$ the integral depends on $\theta$) and we cannot define a meaningful charge for NS5-brane $[4]$. This kind of peculiar charge also appears in other duality frames. For example, in the D7 background $[6,3]$, which we will show later, there apparently exist non-zero NS7 charges $Q_{NS7} \propto \int_C d(\tilde{C}^{(0)}/|\tilde{C}^{(0)} + i e^{-\phi}|^2)$.

However, it does not have a meaningful value in the same reasoning with the above NS5 charge (see e.g. section 5 of [17] for discussions of seven-brane charges from other viewpoints).

---

11See [34] for a monodromy charge of a defect $(p, q)$ five-brane, which is a bound state of $p$ defect NS5-branes and $q$ exotic $5_2^2$-branes.
5.1 Winding process in the “doubled” $5_2^2$ background

The above background can be interpreted as a resultant background after a probe with $P(3)$ charge has rotated around the center of the $5_2^2$ background. Indeed, as a probe moves around the center once, its charge changes by the action of the $T$-duality monodromy as

$$
\begin{pmatrix}
\frac{1}{R_3} \times \#P(3) \\
\frac{1}{R_4} \times \#P(4) \\
(R_3/l_2^2) \times \#F1(3) \\
(R_4/l_2^2) \times \#F1(4)
\end{pmatrix}
\rightarrow
\left(\begin{array}{cc}
\frac{1}{R_3} \times 1 \\
0 \\
0 \\
0
\end{array}
\right)
\times
\Omega_{5_2^2}^{-1}
\left(\begin{array}{cc}
\frac{1}{R_3} \times 1 \\
0 \\
0 \\
0
\end{array}
\right),
$$

and the charge of the probe brane becomes $P(3) + F1(4)$. The additional $F1(4)$ charge should be compensated by the background flux as it was the case in the T-dual frame (i.e. in the KK-vortex frame). We can again perform a similar analysis for the $5_2^2$ background. However, it is rather difficult to understand intuitively how a probe string with just a momentum charge can be converted into a winding string. In order to understand the winding process geometrically, it will be beneficial to describe the $5_2^2$ background in terms of a doubled geometry, which was found in the study of string field theory [35] and the double field theory [20, 21, 22, 23, 24, 25] (see also [36, 37, 38] for reviews of the double field theory).

Let us decompose the ten-dimensional local coordinates as $(x^M) = (x^\mu, x^a)$, where $x^\mu$ are the coordinates in the non-compact spacetime ($\mu = 0, 1, \ldots, 9 - d$) and $x^a$ are the coordinates on the $d$-torus ($a = 10 - d, \ldots, 9$). In the double field theory, in addition to the coordinates $x^a$ (associated with momentum excitations $p_a = -i \partial_a$), we introduce new (periodic) coordinates, $\tilde{x}_a$ (associated with winding excitations $w^a = -i \tilde{\partial}_a \equiv -i \partial / \partial \tilde{x}_a$), and deal with these coordinates $(x^I) \equiv (x, x^a)$ on an equal footing. With these $(10 + d)$ coordinates $(x^A) \equiv (x^\mu, x^I)$, the low energy effective theory becomes manifestly covariant under the T-duality $O(d, d)$ transformations, and the original gauge symmetries in the NS-NS fields (i.e. diffeomorphisms on the $d$-torus and gauge transformations associated with the $B$-field) are included in the symmetry. As is shown in [39], under the generalized coordinate transformation, a generalized tensor transforms as

$$
V'_j(x') = \mathcal{F}^I_j \cdot V_j(x),
$$

where the matrix $\mathcal{F} \equiv (\mathcal{F}^I_J)$ is given by

$$
\mathcal{F}^I_J \equiv \frac{1}{2} \left( \frac{\partial x^K}{\partial x^I} \frac{\partial x'_K}{\partial x'_J} + \frac{\partial x'_I}{\partial x^K} \frac{\partial x'_J}{\partial x^K} \right), \quad (x_I) \equiv (\eta_{IJ} x^J) = (x^a, \tilde{x}_a).
$$

Since the generalized metric $H^{-1}$ behaves as a tensor under the generalized coordinate
transformations, we have
\[ \mathcal{H}'^{-1} = \mathcal{F} \mathcal{H}^{-1} \mathcal{F}^T, \quad \mathcal{H}^{-1} = \begin{pmatrix} \hat{G}^{-1} & -\hat{G}^{-1} \hat{B} \\ \hat{B} \hat{G}^{-1} & \hat{G} - \hat{B} \hat{G}^{-1} \hat{B} \end{pmatrix}. \] (5.14)

Now, we go back to the case of the 5\(2 (56789, 34)\) background. In this case, associated with the 3-4 torus, we introduce two winding coordinates \( (\tilde{x}_3, \tilde{x}_4) \) with periods \( (2\pi l_3^2/R_3, 2\pi l_4^2/R_4) \) and consider the 12-dimensional background. The \( T \)-duality monodromy of the 5\(2 \) background can be realized as the following generalized coordinate transformation:
\[ x'^4 = x^4 + \sigma_{52} \tilde{x}_3, \quad x'^3 = x^3, \quad \tilde{x}'_a = \tilde{x}_a. \] (5.15)

Now, let us consider a probe string with a \( P(3) \) charge. Just like a probe string with a winding charge, \( F1(3) \), wraps around the \( x^3 \)-direction once, a string with a momentum charge, \( P(3) \), wraps around the \( \tilde{x}_3 \)-direction once. Then, the above coordinate transformation implies that, after the string with a \( P(3) \) charge goes around the center of the 5\(2 \) background, it gets an additional winding charge in the \( x'^4 \)-direction. Since the length of the string in the \( x'^4 \)-direction is given by \( \sigma_{52} \times 2\pi l_s^2/R_3 = 2\pi R_4 \), the string wraps around the direction exactly once. In this way, the charge change (5.11) can be understood geometrically even in the non-geometric 5\(2 \) background.

This is quite similar to the case of the rotating string in the KK-vortex background discussed in the introduction. If there is a more general formulation in which the \( U \)-dualities can be realized as some kind of diffeomorphism, this kind of charge transfer process can be understood geometrically in any duality frame.

6 Alice string backgrounds with Cheshire charges

We can construct various Alice string backgrounds by taking the following dualities:

\[
\begin{align*}
\left( \text{KKM}(356789, 4)_{\text{Alice}} \right) & \xrightarrow{T_3} \left( 5_2(56789, 34)_{\text{Alice}} \right) \xrightarrow{S^*} \left( 5_3(56789, 34)_{\text{Alice}} \right) \\
\left( \text{F1}(4)_{\text{Cheshire}} \right) & \xrightarrow{T_3} \left( \text{F1}(4)_{\text{Cheshire}} \right) \\
\left( \text{D0}_{\text{Cheshire}} \right) & \xrightarrow{T_3} \left( \text{D1}(3)_{\text{Cheshire}} \right) \\
\left( \text{D7}(3456789)_{\text{Alice}} \right) & \xrightarrow{T_3} \left( \text{D7}(3456789)_{\text{Alice}} \right) \\
\left( \text{F1}(3)_{\text{Cheshire}} \right) & \xrightarrow{T_3} \left( \text{F1}(3)_{\text{Cheshire}} \right).
\end{align*}
\]

where \( S^* \) represents the inverse of the \( S \)-duality transformation.
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In the following, we construct various Alice string backgrounds and show that the Cheshire charges disappear in the last three duality frames. In addition, we show that these backgrounds can be obtained from a pure F1 background by a sequence of $T$-dualities and $SL(2)$ dualities in type IIB theory.

D7 Alice + F1 Cheshire charge

By the above chain of dualities, we obtain the D7 background with F1(3) Cheshire charge:

$$
\begin{align*}
\text{ds}^2 &= (c^2 + d^2 \rho_2)^{1/2} \left[ \rho_2^{-1} (-\text{d}t^2 + \text{d}x_3^2) + |f|^2 \text{d}z \text{d}\bar{z} \right] + (c^2 + d^2 \rho_2)^{-1/2} \text{d}x_{456789}^2, \\
e^{2\phi} &= \frac{1}{\rho_2 (c^2 + d^2 \rho_2)}, \\
\hat{B}^{(2)} &= -\frac{c}{\rho_2} \text{d}t \wedge \text{d}x^3, \\
\hat{B}^{(6)} &= \frac{c \rho_1}{c^2 + d^2 \rho_2} \text{d}x^4 \wedge \cdots \wedge \text{d}x^9, \\
\hat{C}^{(0)} &= \text{d} \rho_1, \\
\hat{C}^{(2)} &= \frac{c \text{d} \rho_1}{\rho_2} \text{d}t \wedge \text{d}x^3, \\
\hat{C}^{(4)} &= 0.
\end{align*}
$$

(6.1)

The D7-brane charge is given by

$$
Q_{D7} = \sigma_{D7}^{-1} \int_C \text{d} \hat{C}^{(0)} = 1 \quad (\sigma_{D7} \equiv g_s),
$$

(6.4)

where we used $d \Delta^{1/2} = 1$. Note that the monodromy of the background is exactly the same as that of the pure D7 background:

$$
\tau(z) \equiv \hat{C}^{(0)} + i e^{-\phi} \to \tau(z) + 1, \quad \left( \hat{C}^{(2)} \hat{B}^{(2)} \right) \to \left( \begin{array}{cc} 1 & -1 \\ 0 & 1 \end{array} \right) \left( \hat{C}^{(2)} \hat{B}^{(2)} \right),
$$

(6.5)

where $\hat{C}^{(p)} \equiv g_s^{-1} \hat{C}^{(p)}$. In addition, we can calculate the F1(3) Cheshire charge as

$$
\sigma_{F1(3)}^{-1} \int_C \frac{c \rho_1}{c^2 + d^2 \rho_2} = -Q,
$$

(6.6)

where we used $c^2 + d^2 H(r_0) = 1$. Note that although there is non-zero $\hat{C}^{(2)}$, there are no D5 Page charges since $\hat{C}^{(2)} + \hat{B}^{(2)} \hat{C}^{(0)} = 0$.

D1 Alice + “F1 Cheshire charge”

By further taking $T_{456789}$-duality, we obtain

$$
\begin{align*}
\text{ds}^2 &= (c^2 + d^2 \rho_2)^{1/2} \left[ \rho_2^{-1} (-\text{d}t^2 + \text{d}x_3^2) + |f|^2 \text{d}z \text{d}\bar{z} + \text{d}x_{456789}^2 \right], \\
e^{2\phi} &= \frac{(c^2 + d^2 \rho_2)^2}{\rho_2}, \\
\hat{B}^{(2)} &= -\frac{c}{\rho_2} \text{d}t \wedge \text{d}x^3, \\
\hat{C}^{(0)} &= \frac{c}{d (c^2 + d^2 \rho_2)} \text{d} \rho_1, \\
\hat{C}^{(2)} &= \frac{1}{d \rho_2} \text{d}t \wedge \text{d}x^3, \\
\hat{C}^{(4)} &= 0, \\
\hat{C}^{(6)} &= \text{d} \rho_1 \text{d}x^4 \wedge \cdots \wedge \text{d}x^9, \\
\hat{C}^{(8)} &= \frac{c d \rho_1}{\rho_2} \text{d}t \wedge \text{d}x^3 \wedge \cdots \wedge \text{d}x^9.
\end{align*}
$$

(6.7)

(6.8)

(6.9)

(6.10)
In fact, this background can be obtained by acting the $SL(2)$ transformation (in type IIB theory) to the pure D1(3) background (i.e. the above background with $c = 0$ and $d = 1$):

$$
\tau = \frac{-1}{c g_s} \left( i g_s^2 - \frac{1}{2} \rho_2^1/2 \right) + d, \quad \left( \hat{\mathcal{C}}^{(2)} \right) = \left( \begin{array}{cc} \frac{d^{-1}}{g_s} \rho_2 & 0 \\ -c g_s & d \end{array} \right) \left( \begin{array}{c} 0 \\ d^{-1} \rho_2 \end{array} \right), \quad (6.11)
$$

Strangely enough, in this frame, there are no expected F1(4) Cheshire charges. Indeed, we have

$$
\hat{B}^{(6)} + \hat{C}^{(4)} \wedge \hat{C}^{(2)} - \frac{\hat{C}^{(0)} \hat{C}^{(2)} \wedge \hat{C}^{(2)} \wedge \hat{C}^{(2)}}{6 |\tau|^4} = 0, \quad (6.12)
$$

and, from (C.12), we have $\int_V *_{10} j_{F1} = 0$ for any region $V$.

**F1 Alice + “D1 Cheshire charge”**

By taking $S$-duality, we obtain

$$
ds^2 = d^{-1} \left[ \rho_2^1/2 (3d^2 + dx_3^2) + |f|^2 dz d\bar{z} + dx_4^2 \right], \quad (6.13)
$$

$$
e^{2\hat{\phi}} = \frac{1}{d^{\rho_2}}, \quad \hat{B}^{(2)} = \frac{-1}{d^{\rho_2}} dt \wedge dx^3, \quad \hat{B}^{(6)} = d \rho_1 dx^4 \wedge \cdots \wedge dx^9, \quad (6.14)
$$

$$
\hat{C}^{(0)} = -c d, \quad \hat{C}^{(2)} = -\frac{c}{\rho_2} dt \wedge dx^3, \quad \hat{C}^{(p)} = 0 \quad (p = 4, 6, 8). \quad (6.15)
$$

As in the case of the above D1 background, this background also does not have Cheshire charge. In addition, we note that this background can be obtained by acting the $SL(2)$ transformation (in type IIB theory) to the F1(3) background;

$$
\tau = \frac{d \left( i g_s^2 - \frac{1}{2} \rho_2^1/2 \right) - c g_s^{-1}}{0 + d^{-1}}, \quad \left( \hat{\mathcal{C}}^{(2)} \right) = \left( \begin{array}{cc} d & c g_s^{-1} \\ 0 & d^{-1} \end{array} \right) \left( \begin{array}{c} 0 \\ -\frac{1}{\rho_2} \rho_2 \end{array} \right) \hat{C}^{(2)} \wedge \hat{C}^{(3)} \wedge \hat{C}^{(2)} \wedge \hat{C}^{(2)} \wedge \hat{C}^{(2)} \wedge \hat{F}^{(3)}, \quad (6.16)
$$

In section 4 we constructed the dyonic KK-vortex by using the electric-magnetic duality in four-dimensional theory. However, as we found here, we can construct the background only from the ten-dimensional point of view, without considering the compactification to four dimensions.

**F1 background**

By taking $T_{456789}$-duality, we obtain

$$
ds^2 = d^{-1} \left[ \rho_2^1/2 (3d^2 + dx_3^2) + |f|^2 dz d\bar{z} + dx_4^2 \right], \quad (6.17)
$$

$$
e^{2\hat{\phi}} = \frac{d^2}{\rho_2}, \quad \hat{B}^{(2)} = \frac{-1}{d^{\rho_2}} dt \wedge dx^3, \quad \hat{B}^{(6)} = d \rho_1 dx^4 \wedge \cdots \wedge dx^9, \quad (6.18)
$$

$$
\hat{C}^{(0)} = 0, \quad \hat{C}^{(2)} = 0, \quad \hat{C}^{(4)} = 0, \quad \hat{C}^{(6)} = -c d dx^4 \wedge \cdots \wedge dx^9, \quad \hat{C}^{(8)} = -\frac{c}{\rho_2} dt \wedge dx^3 \wedge \cdots \wedge dx^9. \quad (6.19)
$$

$$
\hat{C}^{(6)} = -c d dx^4 \wedge \cdots \wedge dx^9, \quad \hat{C}^{(8)} = -\frac{c}{\rho_2} dt \wedge dx^3 \wedge \cdots \wedge dx^9. \quad (6.20)
$$
Note that all the standard (i.e. $p \leq 4$) Ramond-Ramond potentials $\hat{C}^{(p)}$ are zero. Thus, we conclude that this background is exactly the same as the F1 background.

Indeed, in the democratic formulation of supergravity \cite{40, 41}, there is a gauge invariance under (see e.g. Appendix A in \cite{42}, which uses the same conventions)

$$
\delta \hat{C}^{(6)} = d\Lambda^{(5)}, \quad \delta \hat{C}^{(8)} = -\hat{B}^{(2)} \wedge d\Lambda^{(5)}. \quad (6.21)
$$

Using this gauge transformation with $d\Lambda^{(5)} = c \, dx^1 \land \cdots \land dx^9$, we can totally remove the Ramond-Ramond potentials. After the transformation, we can obtain the standard F1 background by making the shift of the dilaton and rescaling of coordinates.

7 Conclusion and discussions

Among various objects in string theory, defect branes have distinguished features that their background geometries have non-trivial monodromies. In this paper, we examined a similarity between defect branes in string theory and Alice strings in four-dimensional gauge theories. By using the analogy, U-duality monodromies of defect-brane backgrounds can be thought of as a generalization of the charge-conjugation $\mathbb{Z}_2$-transformation of Alice strings. In order to develop the analogy further, we first examined a rotating probe brane in a defect-brane background and showed that the missing charge of the probe brane is transferred into the background and thus the whole amount of charge is conserved during the process.

We then explicitly constructed a dyonic defect-brane solution, i.e. a defect-brane background with additional charges that are the same as the charges transferred from the probe brane. Curiously enough, it turns out that the additional charges have no localized sources, and so they can be regarded as Cheshire charges. In this way, we argued that the dyonic defect-brane background corresponds to the resulting configuration after the probe brane goes around the defect.

Though we shed light on puzzling aspects of defect branes in string theory in this paper, there are many directions that remain to be explored further. These include the following problems. The authors hope to report these issues in the near future.

- As we showed in section 4, the unsmeared KK-dyon background does have a Cheshire-like charge, namely, a charge with no localized source. While Cheshire charges are generally associated with a branch cut which extends between Alice strings, in the KK-dyon background, the fields are single-valued and there is no branch cut. In this
case, as discussed in [26], the Cheshire-like charge appears as a result of the unwinding of a probe string in the KKM background, which is caused by a coordinate singularity of $S^3$:

$$d\ell_{S^3}^2 = \left[ dx^4 + \left( R_4/2 \right) (1 - \cos \theta) d\varphi \right]^2 + r^2 d\Omega_2^2,$$

(7.1)

at the south pole, $\theta = \pi$. It will be interesting to explore a topological understanding further for the Cheshire-like charge in the KK-dyon solution as in the case of a Cheshire charge in an Alice string background [32].

- In section 6, by taking dualities, we obtained the duality frames where a Cheshire charge is absent. Since the existence of the Cheshire charge in the original KK-vortex background is related to the existence of the zero-mode deformation associated with the $B$-field, the disappearance of the Cheshire charge may imply that there are no zero-mode deformations in the D1 or F1 background associated with $\hat{C}^{(2)}$ or the $B$-field. It would be interesting to study this point further. Moreover, by further taking dualities, we obtained an F1 background which has non-zero Ramond-Ramond $p$-form with $p > 5$ [see (6.20)]. We found that this background can be obtained from the pure F1-background by the action of a gauge transformation associated with the 5-form gauge parameter $\Lambda^{(5)}$. On the other hand, the background (6.15), which is $T_{456789}$-dual to the background (6.20), can also be obtained by acting an $SL(2)$ duality (6.16) to the pure F1-background. In this sense, the $SL(2)$-duality transformation can be realized a combination of the $T$-dualities and the gauge transformations associated with the Ramond-Ramond fields of higher degree. It will be interesting to study the relation between the general $SL(2)$-duality transformation in type IIB theory and the gauge transformations of Ramond-Ramond fields and $T$-dualities further.

- In order to understand the charge changing process in defect-brane backgrounds in a completely geometrical way, a duality covariant formulation for supergravity and probe action is desired. For example, as discussed in section 5, the double field theory gives an intuitive interpretation of the charge changing process in the $5^5_2$ background. However, to obtain a complete description of the dynamics, a T-duality covariant string action, that is, so-called the double sigma model [15, 11, 43, 46] is needed. It is interesting to explore more on how the charge changing process can be described within the double sigma model. Further, it would be much more advantageous to reformulate the low energy supergravity theory in a fully U-duality covariant manner (see, for example,
and realize the U-duality transformations as geometric transformations, like the generalized diffeomorphism in the double field theory. In such formulation, we can geometrically describe the charge transfer process in any defect-brane background (e.g. D1 → D1 + F1 process in the D7 background). It would be also interesting to apply such a U-duality covariant formulation for other charge changing process in string theory, such as the Hanany-Witten transition [54].

- In section 5, we found that the defect-brane backgrounds with Cheshire charges can be constructed not from the four-dimensional electric-magnetic duality but more directly from dualities in ten-dimensional supergravity. By using the ten-dimensional dualities, we can easily construct various supertube solutions with (dipole) Cheshire charges, e.g., from the F1-P system considered in [41]; the explicit form of these backgrounds and the analysis of their properties will be given elsewhere. It will be more interesting to construct a supertube solution with Cheshire charges which can be observed at infinity but does not have localized source, and examine their roles as black hole microstates in the fuzzball program [55, 56, 57, 58].
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A Conventions and notations

We denote the degree of a $p$-form as $\alpha^{(p)}$, and use the following definition of the Hodge dual:

\[
*_{d}(dx^{\mu_1} \wedge \cdots \wedge dx^{\mu_p}) \equiv \frac{1}{(d-p)!} \epsilon^{\mu_1 \cdots \mu_p \nu_1 \cdots \nu_{d-p}} dx^{\nu_1} \wedge \cdots \wedge dx^{\nu_{d-p}}, \tag{A.1}
\]

\[
(*_{d} \alpha^{(p)})_{\mu_1 \cdots \mu_{d-p}} = \frac{1}{p!} \epsilon^{\nu_1 \cdots \nu_{p} \mu_1 \cdots \mu_{d-p}} \alpha_{\nu_1 \cdots \nu_{p}} \tag{A.2}
\]

with $\epsilon^{01 \cdots (d-1)} = -1/\sqrt{-g}$ and $\epsilon_{01 \cdots (d-1)} = +\sqrt{-g}$. Then, the following relation follows:

\[
\alpha^{(p)} \wedge *_{d} \beta^{(p)} = \beta^{(p)} \wedge *_{d} \alpha^{(p)} = \frac{1}{p!} \alpha_{\mu_1 \cdots \mu_{p}} \beta^{\mu_1 \cdots \mu_{p}} \sqrt{-g} \, d^d x. \tag{A.3}
\]
We denote various charges of branes in string theory in the following way. For a Dp-brane which is (spatially) extending in the \( x^i, \ldots, x^p \)-directions, its charge is denoted by \( \text{Dp}(i_1 \cdots i_p) \). The winding and momentum charge of a string are also denoted in the same way; \( \text{F1}(i) \) and \( \text{P}(i) \). For various defect branes which are extending or smeared in the seven-torus \( T_{3456789} \) and have the following mass, the charge is denoted by \( b_i'(i_1 \cdots i_b, j_1 \cdots j_c) \):

\[
M = \frac{(2\pi R_i) \cdots (2\pi R_n)(2\pi R_j)^2 \cdots (2\pi R_k)^2}{g_s^3 (2\pi l_s)^{b+2c+1}},
\]

where \( R_i \) is the compactification radius in the \( x^i \)-direction and \( g_s \) is the string coupling constant. In particular, for well-known branes, we denote \( \text{NS5}(i_1 \cdots i_5) \equiv 5_2(i_1 \cdots i_5) \), \( \text{KKM}(i_1 \cdots i_5, j) \equiv 5_2'(i_1 \cdots i_5, j) \), and \( \text{NS7}(3 \cdots 9) \equiv 7_3(3 \cdots 9) \). See [3] for greater detail.

### A.1 Supergravity actions and duality rules

In our convention, the action for type II supergravity is given by

\[
S_{\text{IIA}} = \frac{1}{2\kappa_{10}^2} \int e^{-2\hat{\phi}} \left( \star_{10} \hat{R} + 4 \, d\hat{\phi} \wedge \star_{10} d\hat{\phi} - \frac{1}{2} \hat{H}^{(3)} \wedge \star_{10} \hat{H}^{(3)} \right) - \frac{1}{4\kappa_{10}^2} \int \left( \hat{C}^{(2)} \wedge \star_{10} \hat{G}^{(2)} + \hat{G}^{(4)} \wedge \star_{10} \hat{G}^{(4)} - \hat{B}^{(2)} \wedge d\hat{C}^{(3)} \wedge d\hat{C}^{(3)} \right),
\]

\[
S_{\text{IIB}} = \frac{1}{2\kappa_{10}^2} \int e^{-2\hat{\phi}} \left( \star_{10} \hat{R} + 4 \, d\hat{\phi} \wedge \star_{10} d\hat{\phi} - \frac{1}{2} \hat{H}^{(3)} \wedge \star_{10} \hat{H}^{(3)} \right) - \frac{1}{4\kappa_{10}^2} \int \left( \hat{C}^{(4)} \wedge \star_{10} \hat{G}^{(4)} + \hat{G}^{(3)} \wedge \star_{10} \hat{G}^{(3)} + (1/2) \hat{G}^{(5)} \wedge \star_{10} \hat{G}^{(5)} \right) - \frac{1}{4\kappa_{10}^2} \int \left( \hat{C}^{(4)} + \frac{1}{2} \hat{B}^{(2)} \wedge \hat{C}^{(2)} \right) \wedge d\hat{C}^{(2)} \wedge \hat{H}^{(3)},
\]

where \( 2\kappa_{10}^2 \equiv (2\pi l_s)^7 l_s g_s^2 \) and the field strengths are defined by

\[
\hat{G}^{(p)} \equiv d\hat{C}^{(p-1)} + \hat{H}^{(3)} \wedge \hat{C}^{(p-3)} \quad (1 \leq p \leq 5),
\]

and we choose the asymptotic value of the dilation \( \hat{\phi} \) to be zero; \( e^{\hat{\phi}} = g_s^{-1} \exp(\hat{\Phi}) \) (\( \hat{\Phi} \): ten-dimensional dilaton). The Bianchi identities are given by

\[
d\hat{H}^{(3)} = 0, \quad d\hat{G}^{(p)} = 0 \quad (p = 1, 2), \quad d\hat{G}^{(p)} + \hat{H}^{(3)} \wedge \hat{G}^{(p-2)} = 0 \quad (p = 3, 4),
\]

and the equations of motion become

\[
\text{IIA:} \quad d\left( e^{-2\hat{\phi}} \star_{10} \hat{H}^{(3)} \right) + \hat{G}^{(2)} \wedge \star_{10} \hat{G}^{(4)} + \frac{1}{2} \hat{G}^{(4)} \wedge \hat{G}^{(4)} = 0, \quad \text{(A.9)}
\]

\[
d\hat{G}^{(p)} + \hat{H}^{(3)} \wedge \hat{G}^{(p-2)} = 0 \quad (p = 6, 8), \quad \text{(A.10)}
\]

\[
\text{IIB:} \quad d\left( e^{-2\hat{\phi}} \star_{10} \hat{H}^{(3)} \right) + \hat{G}^{(1)} \wedge \star_{10} \hat{G}^{(3)} - \hat{G}^{(5)} \wedge \hat{G}^{(3)} = 0, \quad \text{(A.11)}
\]

\[
d\hat{G}^{(p)} + \hat{H}^{(3)} \wedge \hat{G}^{(p-2)} = 0 \quad (p = 5, 7, 9), \quad \text{(A.12)}
\]
where $\hat{G}^{(p)}$ for $p = 6, \ldots, 9$ is defined by the following relation (which is valid for any $p$)

$$
\hat{G}^{(p)} = (-1)^{\frac{(p-1)}{2}} \ast_{10} \hat{G}^{(10-p)}.
$$

(A.13)

The equation of motion for the $B$-field can be written as the Bianchi identity associated with $\hat{B}^{(6)}$ (i.e., $d^2 \hat{B}^{(6)} = 0$), if we define the dual field $\hat{B}^{(6)}$ as

$\text{IIA:} \quad d \hat{B}^{(6)} \equiv e^{-2\phi} \ast_{10} \hat{H}^{(3)} - \frac{1}{2} \hat{G}^{(2)} \wedge \hat{C}^{(5)} + \frac{1}{2} \hat{G}^{(4)} \wedge \hat{C}^{(3)} + \frac{1}{2} \ast_{10} \hat{G}^{(4)} \wedge \hat{C}^{(1)},
$$

(A.14)

$\text{IIB:} \quad d \hat{B}^{(6)} \equiv e^{-2\phi} \ast_{10} \hat{H}^{(3)} - \hat{C}^{(4)} \wedge d \hat{C}^{(2)} + \frac{1}{2} \hat{C}^{(2)} \wedge \hat{C}^{(2)} \wedge \hat{H}^{(3)} + \hat{C}^{(0)} \ast_{10} \hat{G}^{(3)}.
$$

(A.15)

Duality rules

If we write the background fields as

$$
ds^2 = \tilde{G}_{\tilde{M}\tilde{N}} \, dx^\tilde{M} \, dx^\tilde{N} + \hat{G}_{yy} \left(dy + \hat{A}\right)^2,
$$

(A.16)

$$
\hat{B}^{(2)} = \hat{B}^{(2,2)} + \hat{B}^{(2,1)} \wedge \left(dy + \hat{A}\right),
$$

(A.17)

$$
\hat{C}^{(p)} = \hat{C}^{(p,p)} + \hat{C}^{(p,p-1)} \wedge \left(dy + \hat{A}\right),
$$

(A.18)

the fields after we perform T-duality along the $y$-direction are given by

$$
\tilde{G}^{r}_{\tilde{M}\tilde{N}} = \tilde{G}_{\tilde{M}\tilde{N}}; \quad \hat{G}_{yy} = \frac{1}{G_{yy}}, \quad \hat{A} = \hat{B}^{(2,1)},
$$

(A.19)

$$
e^{2\phi} = \frac{e^{2\phi}}{G_{yy}}, \quad \hat{B}^{(2)} = \hat{B}^{(2,2)} + \hat{A} \wedge dy,
$$

(A.20)

$$
\hat{C}^{(p)} = \hat{C}^{(p+1,p)} + \hat{C}^{(p-1,p-1)} \wedge \left(dy + \hat{B}^{(2,1)}\right).
$$

(A.21)

In addition, the radius and fundamental constants transform as

$$
R_y' = \frac{l_s^2}{R_y}, \quad g'_s = g_s \left(l_s/R_y\right), \quad l'_s = l_s.
$$

(A.22)

The $SL(2)$-duality transformation rule in type IIB theory is given by

$$
\tau' = \frac{a \tau + b}{c \tau + d} \quad (\tau \equiv \hat{C}^{(0)} + i \ e^{-\phi}),
$$

(A.23)

$$
\begin{pmatrix}
\hat{C}^{(2)} \\
\hat{B}^{(2)}
\end{pmatrix} = \begin{pmatrix}
a & -b \\
-c & d
\end{pmatrix} \begin{pmatrix}
\hat{C}^{(2)} \\
\hat{B}^{(2)}
\end{pmatrix},
$$

(A.24)

$$
\hat{C}^{(4)} = \hat{C}^{(4)} + \hat{B}^{(2)} \wedge \hat{C}^{(2)}, \quad \hat{G}^{r}_{\tilde{M}\tilde{N}} = |c \tau + d| \hat{G}_{MN},
$$

(A.25)

$$
*_{10}^{(p\text{-form})} = |c \tau + d|^{5-p} \ast_{10} \hat{G}^{(10-p)},
$$

(A.26)

where $C^{(p)} \equiv g_s^{-1} C^{(p)}$ and $ad - bc = 1$.  
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In particular, the S-duality transformation rule is given by the \( SL(2) \) transformation with \( a = 0 = d, c = -b = 1 \), followed by a rescaling of background fields \( \hat{G}_{MN} \rightarrow g_s \hat{G}_{MN} \), \( \hat{B}^{(2)} \rightarrow g_s \hat{B}^{(2)}, \hat{C}^{(2)} \rightarrow g_s \hat{C}^{(2)}, \) and \( \hat{C}^{(4)} \rightarrow g_s^2 \hat{C}^{(4)} \), where \( g_s \) is the string coupling constant before the \( SL(2) \) transformation. In total, the transformation rule for the background fields is given by

\[
\tau' = -1/\tau, \quad \hat{G}_{\mu\nu}' = |\tau| \hat{G}_{\mu\nu}, \quad \hat{B}^{(2)}' = -\hat{C}^{(2)}, \quad \hat{C}^{(2)}' = \hat{B}^{(2)},
\]

(A.27)

where \( \tau \equiv g_s \tau = C^{(0)} + i e^{-i \hat{\phi}} \). For the fundamental constants, it is given by

\[
g'_s = 1/g_s, \quad l'_s = g_1/2 l_s.
\]

(A.28)

Note that the latter follows from the requirement that the action for type IIB supergravity is invariant under the above rescaling of the fields.

**B Electric-magnetic duality in four dimension**

We here consider the NS-NS sector of supergravity in ten dimensions:

\[
\frac{1}{2\kappa_{10}^2} \int d^{10}x \sqrt{-\hat{G}} e^{-2\hat{\phi}} \left( \hat{R} + 4 \hat{G}^{MN} \partial_M \hat{\phi} \partial_N \hat{\phi} - \frac{1}{12} \hat{H}^{(3)MNL} \hat{H}^{(3)MNL} \right).
\]

(B.1)

We then consider a compactification on a six-torus \( T^6 \), and decompose the metric \( \hat{G}_{MN} \) as

\[
(\hat{G}_{MN}) = \begin{pmatrix} g_{\mu\nu} + A_\mu^\alpha G_{\alpha\beta} A_\nu^{\beta} & A_\mu^\gamma G_{\gamma\beta} \\ G_{\alpha\gamma} A_\gamma^\nu & G_{\alpha\beta} \end{pmatrix}, \quad (\hat{G}^{MN}) = \begin{pmatrix} g^{\mu\nu} & -g^{\mu\rho} A_\rho^\beta \\ -A_\rho^\alpha g^{\rho\nu} & G^{\alpha\beta} + A_\rho^\alpha g^{\rho\nu} A_\nu^{\beta} \end{pmatrix}.
\]

(B.2)

Here, indices \( \alpha, \beta, \cdots \) are for coordinates of the internal manifold, while indices \( \mu, \nu, \cdots \) are for four-dimensional coordinates.

The four-dimensional action becomes

\[
\frac{1}{2\kappa_4^2} \int d^4x \sqrt{-g} e^{-2\phi} \left[ R + 4 g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \frac{1}{4} g^{\mu\nu} \partial_\mu G_{\alpha\beta} \partial_\nu G^{\alpha\beta} - \frac{1}{4} G_{\alpha\beta} F_\mu^{\alpha} F_\nu^{\beta} \\ - \frac{1}{4} H_{\mu\alpha\beta} H^{\mu\alpha\beta} - \frac{1}{4} H_{\mu\nu\alpha} H^{\mu\nu\alpha} - \frac{1}{12} H_{\mu\nu\rho} H^{\mu\nu\rho} \right],
\]

(B.3)

if we define \( 2\kappa_4^2 \equiv 2\kappa_{10}^2/V_{4-9} \) and

\[
F_\mu^{\alpha} \equiv \partial_\mu A_\nu^\alpha - \partial_\nu A_\mu^\alpha, \quad e^{2\phi} \equiv e^{2\hat{\phi}}/(\det G_{\alpha\beta})^{1/2},
\]

(B.4)

\[
H_{\mu\alpha\beta} \equiv \hat{H}_{\mu\alpha\beta}^{(3)}, \quad H_{\mu\nu\alpha} \equiv \hat{H}_{\mu\nu\alpha}^{(3)} - 2 A_\mu^\beta \hat{H}_{\nu\alpha\beta}^{(3)},
\]

(B.5)

\[
H_{\mu\nu\rho} \equiv \hat{H}_{\mu\nu\rho}^{(3)} - 3 A_\mu^\alpha \hat{H}_{\nu\rho\alpha}^{(3)} + 3 A_\mu^\alpha A_\nu^\beta \hat{H}_{\rho\alpha\beta}^{(3)}.
\]

(B.6)
In addition, we define
\[ B_{\alpha\beta} \equiv \hat{B}_{\alpha\beta}^{(2)}, \quad A_{\alpha\mu} \equiv \hat{B}_{\mu\alpha}^{(2)} A^{\beta}_{\alpha\beta} \equiv \dot{\hat{B}}^{(2)}_{\alpha\beta} A_{\mu\nu}, \tag{B.7} \]
\[ B_{\mu\nu} \equiv \hat{B}_{\mu\nu}^{(2)} + \frac{1}{2} \left( A_{\mu}^{\alpha} A_{\alpha\nu} - A_{\nu}^{\alpha} A_{\alpha\mu} \right) - \dot{\hat{B}}^{(2)}_{\alpha\beta} A^{\alpha}_{[\mu} A^{\beta}_{\nu]}, \tag{B.8} \]
and then by using \( \dot{H}^{(3)} = d\hat{B}^{(2)} \) we obtain
\[ H_{\mu\alpha\beta} \equiv \partial_{\mu} B_{\alpha\beta}, \quad H_{\mu\nu\alpha} = F_{\alpha\mu\nu} - B_{\alpha\beta} F_{\mu\nu}^{\beta}, \tag{B.9} \]
\[ H_{\mu\nu\rho} = 3 \partial_{\mu} B_{\nu\rho} - \frac{3}{2} L_{IJ} \mathcal{A}_{\mu}^{I} \mathcal{F}_{\nu\rho}^{J} \quad (\mathcal{F}^{I} \equiv dA^{I}). \tag{B.10} \]
Here, the gauge fields are collected into \( (A_{\mu}^{I}) \equiv (A_{\mu}^{\alpha}, A_{\alpha\mu}) \) \( (I = 1, 2, \ldots, 12) \), and \( L_{IJ} \) is the \( O(6, 6) \)-invariant metric defined by
\[ (L_{IJ}) \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \equiv (L^{IJ}). \tag{B.11} \]
In addition, if we define a matrix
\[ M = \begin{pmatrix} G^{-1} & -G^{-1} B \\ B G^{-1} & G - B G^{-1} B \end{pmatrix} \in \text{SO}(6, 6), \tag{B.12} \]
\[ M^{-1} = \begin{pmatrix} G - B G^{-1} B & B G^{-1} \\ -G^{-1} B & G^{-1} \end{pmatrix} = L M L, \tag{B.13} \]
the four-dimensional action becomes
\[ \frac{1}{2\kappa_{4}^{2}} \int d^{4}x \sqrt{-g} e^{-2\phi} \left[ R + 4 g^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi - \frac{1}{12} H_{\mu\nu\rho} H^{\mu\nu\rho} \right. \]
\[ - \frac{1}{4} (M^{-1})_{IJ} \mathcal{F}_{\mu\nu}^{I} \mathcal{F}_{\nu\rho}^{J} + \frac{1}{8} \text{Tr}(g^{\mu\nu} \partial_{\mu} M \partial_{\nu} M^{-1}) \left. \right]. \tag{B.14} \]
In the four-dimensional Einstein frame \( g_{\mu\nu}^{E} = e^{-2\phi} g_{\mu\nu} \), the action takes the following form:
\[ \frac{1}{2\kappa_{4}^{2}} \int d^{4}x \sqrt{-g^{E}} \left[ R_{E} - 2 g^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi - \frac{e^{-4\phi}}{12} H_{\mu\nu\rho} H^{\mu\nu\rho} \right. \]
\[ - \frac{e^{-2\phi}}{4} (M^{-1})_{IJ} \mathcal{F}_{\mu\nu}^{I} \mathcal{F}_{\nu\rho}^{J} + \frac{1}{8} \text{Tr}(g^{\mu\nu} \partial_{\mu} M \partial_{\nu} M^{-1}) \right]. \tag{B.15} \]
The equations of motion of the theory are equivalent to those obtained by the action,
\[ \frac{1}{2\kappa_{4}^{2}} \int d^{4}x \sqrt{-g} \left[ R_{E} - 2 g^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi - \frac{e^{4\phi}}{2} g^{\mu\nu} \partial_{\mu} \chi \partial_{\nu} \chi + \frac{1}{8} \text{Tr}(g^{\mu\nu} \partial_{\mu} M \partial_{\nu} M^{-1}) \right. \]
\[ - \frac{e^{-2\phi}}{4} (M^{-1})_{IJ} \mathcal{F}_{\mu\nu}^{I} \mathcal{F}_{\nu\rho}^{J} - \frac{1}{4} \sqrt{L_{I}} \mathcal{F}_{I}^{\mu\nu} \mathcal{F}_{IJ}^{\mu\nu} \right]. \tag{B.16} \]
where we defined
\[ H^{(3)} = -e^{4\phi} \ast_{4E} d\chi, \quad \tilde{F}^{(2)} \equiv \ast_{4E} F^{(2)}. \quad (B.17) \]

Finally, defining the axion-dilaton,
\[ \lambda \equiv \lambda_1 + i\lambda_2 \equiv \chi + i e^{-2\phi}, \quad (B.18) \]

we obtain the following four-dimensional action:
\[ S_{4d} = \frac{1}{2\kappa_4^2} \int d^4x\sqrt{-g_E} \left[ R_E - \frac{g^{\mu\nu}}{2} \partial_{\mu} \lambda \partial_{\nu} \lambda + \frac{1}{8} \text{Tr} \left( g^{\mu\nu} \partial_{\mu} M \partial_{\nu} M^{-1} \right) \right. \]
\[ \left. - \frac{1}{4} \lambda_2 (M^{-1})^{IJ} F_{\mu\nu}^I F_{\mu\nu}^J - \frac{1}{4} \lambda_1 L_{IJ} F_{\mu\nu}^I \tilde{F}^J_{\mu\nu} \right]. \quad (B.19) \]

If we define
\[ G_I \equiv -e^{-2\phi} (M^{-1})^{IJ} \ast_{4E} F^J - \chi L_{IJ} F^J, \quad (B.20) \]

the equations of motion and the Bianchi identities (with source term s) become
\[ d \left( F^I / G_I \right) = -2\kappa_4^2 \sum_p \delta^4(x - x_p) \left( \frac{p_I}{p} , \frac{p_I}{q_I} \right) \equiv \left( -\frac{1}{2\kappa_4^2} \int_{S^2} F^I , \frac{1}{2\kappa_4^2} \int_{S^2} G_I \right). \quad (B.21) \]

This set of equations is invariant under the $SL(2,\mathbb{Z})$ transformation
\[ \left( F^I / G_I \right) = \left( \frac{d \delta^I_{\ J} }{-b L_{IJ} } a \delta^J_{\ I} \right) \left( F^J / G_J \right), \quad (B.22) \]
\[ \lambda' = \frac{a \lambda + b}{c \lambda + d} \quad (a d - b c = 1), \quad (B.23) \]

which is called the electric-magnetic duality of the theory. The duality transformation rule for $F^I$ can be written as
\[ F'^I = (c \lambda_1 + d) F^I + c \lambda_2 L^{IJ} (M^{-1})_{JK} \ast_{4E} F^K. \quad (B.24) \]

### C Page charges

Page charge [5] (see also [6, 4]) is one of the possible charge definitions for theories with Chern-Simon terms, such as supergravity that describes string theory at low energy. We here obtain the expression of Page charges for various defect branes which are extending or smeared along a seven-torus $T^7_{3456789}$. As is the case of the D7-brane, the flux integral for
defect branes can always be written as an integral of a 1-form along a closed curve which encloses the vortex once.

The Page current for $D_p$-brane is given by (see e.g., [4])

\[
(2\pi l_s)^{7-p} g_s \ast_{10} j_{D_p} = d\left(e^{\hat{B}^{(2)}} G^{(8-p)}\right) = d\left(\hat{G}^{(8-p)} + \hat{B}^{(2)} \wedge \hat{G}^{(6-p)} + \ldots\right),
\]  

(C.1)

where we introduced the polyform $G \equiv \hat{G}^{(1)} + \cdots + \hat{G}^{(9)}$ and the superscript $(8-p)$ on the square bracket represents extracting the $(8-p)$-form part.\(^{12}\) Since Page charges obey the Dirac quantization condition, it will be natural to assume that Page currents change covariantly under the action of $T$- and $S$-dualities. Namely, for example, under the action of the $T_3$-duality, the Page current for $D7(3456789)$-brane, $\ast_{10} j_{D7}$, will become that for (smeared) $D6(456789)$-brane, $\ast_{10} j_{D6}$. In the following, starting from the Page current for $D7(3456789)$-brane, we obtain Page currents for various branes by taking dualities.

The Page current for $D7(3456789)$-brane and the Page charge contained in a region $V \in \mathbb{R}^2$ ($\mathbb{R}^2$: $x^1$-$x^2$ plane or $z$-plane) are given by

\[
\ast_{10} j_{D7} = g_s^{-1} \int d\hat{G}^{(1)} = \sigma_{D7}^{-1} \int d\hat{C}^{(0)} \quad (\sigma_{D7} \equiv g_s),
\]

(C.2)

and

\[
Q_{D7} = \int_V \ast_{10} j_{D7} = \sigma_{D7}^{-1} \int_{\partial V} d\hat{C}^{(0)}.
\]

(C.3)

The value of the dimensionless quantity $\sigma_{D7}$ changes according to the duality transformation rules, and it takes the following form for various defect branes which appear in this paper:

\[
\sigma_{Dp(i_1 \ldots i_p)} = g_s (2\pi l_s)^{7-p} \frac{V_{i_1 \ldots i_p}}{V_{3 \ldots 9}}, \quad \sigma_{NS7} = g_s^{-1}, \quad \sigma_{6j(456789, 3)} = \frac{2\pi R_3}{g_s (2\pi l_s)},
\]

\[
\sigma_{NS5(56789)} = \frac{(2\pi l_s)^2}{V_{34}}, \quad \sigma_{KKM(56789, i)} = \frac{(2\pi R_i)^2}{V_{34}} \quad (i = 3 \text{ or } 4),
\]

\[
\sigma_{5j(56789, 34)} = \frac{V_{34}}{(2\pi l_s)^2}, \quad \sigma_{5j(56789, 34)} = \frac{V_{34}}{g_s (2\pi l_s)^2}, \quad \sigma_{F1(i)} = \frac{g_s^2 (2\pi l_s)^6 (2\pi R_i)}{V_{3 \ldots 9}}.
\]

(C.4)

As long as no confusion arises, we will use the simple notation such as $\sigma_{KKM}$ or $\sigma$. Note that $\sigma_{KKM(56789, 4)}$, $\sigma_{5j(56789, 34)}$, and $\sigma_{D7}$ are the same with $\sigma$’s defined in the bulk of this paper.

Now, by taking $T_3$-duality, we obtain

\[
\ast_{10} j_{D6} = \sigma_{D6}^{-1} d^2 \iota_3 \hat{G}^{(1)} = \sigma_{D6}^{-1} \iota_3 d\hat{G}^{(2)},
\]

where $\iota_i$ represents the interior product of the coordinate basis $\partial_i$ ($i = 3, \ldots, 9$) with differential forms, and we used the fact that $\iota_i$ anti-commutes with $d$ since $\partial_i$ is a Killing vector.

\(^{12}\)In the presence of NS5-brane sources, we should include additional terms to $G$ which have support only on the NS5-brane worldvolume [4], although we are here assuming the absence of such terms.
The Page charge is thus given by
\[ Q_{D6} = \int_V *_{10} j_{D6} = \sigma_{D6}^{-1} \int_{\partial V} dt_3 \hat{C}^{(1)}. \]
By further taking \( T_4 \)-duality, we obtain
\[ *_{10} j_{D5} = \sigma_{D5}^{-1} d^2 t_4 \left[ (\partial_t \hat{C}^{(2)} + \hat{C}^{(0)} (dx^4 - t_4 \hat{B}^{(2)}) \right] \]
\[ = \sigma_{D5}^{-1} d^2 t_4 t_3 [\hat{C}^{(2)} + \hat{C}^{(0)} \hat{B}^{(2)}] = \sigma_{D5}^{-1} t_4 t_3 d (\hat{C}^{(3)} + \hat{B}^{(2)} \wedge \hat{C}^{(1)}), \]
where we used \( t_3 dx^4 = 0 \) and \( \{t_i, t_j\} = 0 \). By repeating this kind of calculations, the Page current and Page charge for the defect \( D^p \)-brane become
\[ *_{10} j_{Dp} = \sigma_{Dp}^{-1} d^2 [t_{9-p} \cdots t_3 e \hat{B}^{(2)} C]^{(0)} \]
\[ = \sigma_{Dp}^{-1} d^2 t_{9-p} \cdots t_3 d [e \hat{B}^{(2)} C]^{(8-p)}, \]
\[ Q_{Dp} = \int_V *_{10} j_{Dp} = \sigma_{Dp}^{-1} \int_C d [t_{9-p} \cdots t_3 e \hat{B}^{(2)} C]^{(0)} \]
\[ = \frac{1}{(2\pi l_s)^{7-p} g_s} \int_{C \times T_{9-p-3}} [e \hat{B}^{(2)} C]^{(8-p)}. \]
In the last expression, we replaced the interior product by the integral on the \((7-p)\)-torus (divided by its volume) over which the \( D^p \)-brane is smeared out. This expression is similar to the known result for the (unsmearred) \( D^p \)-brane \((C.1)\).

For the \( D^p \)-brane, the continuity equation for the Page current, or the Bianchi identity, can be written as [recall that the \( D^p \)-brane is smeared in \((7-p)\) directions]
\[ d *_{10} j_{Dp} = \sum_i \delta^2 (x - x_i) dx^1 \wedge dx^2, \]
where we have included the source terms on the right hand side, which violates the Bianchi identity. Since the right hand side is invariant under the duality transformations, this kind of continuity equation holds for any Page currents derived below.

Now, considering the \( S \)-dual of \( *_{10} j_{D7}, *_{10} j_{D5}, \) and \( *_{10} j_{D1}, \) we obtain the following Page currents for NS7-brane, NS5(56789)-brane in type IIB theory, and F1(9)-brane in type IIB theory:
\[ *_{10} j_{NS7} = -\sigma_{NS7}^{-1} d^2 \left( \frac{\hat{C}^{(0)}}{|\tau|^2} \right), \quad *_{10} j_{NS5}^{(56789)} = \sigma_{NS5}^{-1} d^2 \left( \hat{B}_{34}^{(2)} + \hat{C}_{34}^{(2)} \frac{\hat{C}^{(0)}}{|\tau|^2} \right), \]
\[ *_{10} j_{F1} = \sigma_{F1}^{-1} t_8 \cdots t_3 d \left[ e^{-2\hat{\phi}} *_{10} \hat{H}^{(3)} + C^{(0)} *_{10} \hat{C}^{(3)} + C^{(2)} \wedge \hat{C}^{(5)} \right. \]
\[ - \frac{1}{2} \hat{C}^{(2)} \wedge \hat{C}^{(2)} \wedge \hat{H}^{(3)} - d \left( \frac{\hat{C}^{(0)} \hat{C}^{(2)} \wedge \hat{C}^{(2)} \wedge \hat{C}^{(2)}}{6 |\tau|^2} \right) \]
\[ = \sigma_{F1}^{-1} d^2 t_8 \cdots t_3 \left[ \hat{B}^{(6)} + \hat{C}^{(4)} \wedge \hat{C}^{(2)} - \frac{\hat{C}^{(0)} \hat{C}^{(2)} \wedge \hat{C}^{(2)} \wedge \hat{C}^{(2)}}{6 |\tau|^2} \right], \]
where $\tau = g_s \tau = C^{(0)} + i e^{-\hat{\phi}}$. Note that the expression for $*_{10j_{\text{NS5}}}$ is not invariant under the action of $T$-dualities in the $x^5, \ldots, x^9$-directions while the NS5(56789)-brane is invariant under these $T$-dualities. Although we do not have a full understanding on this point, the difference in the expression does not change the actual value of the charge for typical examples.

By taking $T_4$-duality for $*_{10j_{\text{NS5}}}$, we obtain the Page current for KKM(56789,4)-brane in type IIA theory:

$$*_{10j_{\text{KKM}}} = -\sigma^{-1}_{\text{KKM}} d^2 \left( \frac{\hat{G}_{34} + e^{2\phi} \hat{C}_{34}^{(1)} \hat{C}_{4}^{(1)}}{\hat{G}_{44} + e^{2\phi} (\hat{C}_{4}^{(1)})^2} \right).$$

By taking $T_3$-duality further, we obtain the following expression for $*_{5^2_2j_{\text{NS5}}}$ in type IIB theory:

$$*_{10j_{5^2_2}} = \sigma^{-1}_{5^2_2} d^2 \left( \frac{\hat{B}_{34}^{(2)} + e^{2\phi} \hat{C}^{(0)} (\hat{C}_{34}^{(2)} + \hat{B}_{34}^{(2)} \hat{C}_{4}^{(0)})}{\det(\hat{G}_{ab} + \hat{B}_{ab}^{(2)}) + e^{2\phi} (\hat{C}_{34}^{(2)} + \hat{B}_{34}^{(2)} \hat{C}_{4}^{(0)})^2} \right),$$

where $(\hat{G}_{ab} + \hat{B}_{ab}^{(2)})$ is defined in eq. (C.18). In particular, in the absence of the Ramond-Ramond fields, we simply have

$$*_{10j_{5^2_2}} = \sigma^{-1}_{5^2_2} d^2 \left( \frac{\hat{B}_{34}^{(2)}}{\det(\hat{G}_{ab} + \hat{B}_{ab}^{(2)})} \right).$$

Finally, we will comment on the relation between the Page current $*_{10j_{5^2_2}}$ and the $Q$-flux known in the literature \[59, 60, 61, 62\]. In the formulation of $\beta$-supergravity \[63, 61\], we introduce new fields $(\hat{g}_{MN}, \beta^{MN}, \hat{\phi})$ by

$$\hat{g} \equiv (\hat{G} - \hat{B}) \hat{G}^{-1} (\hat{G} + \hat{B}), \quad \beta \equiv (\hat{G} + \hat{B})^{-1} \hat{B} (\hat{G} - \hat{B})^{-1},$$

$$\mathcal{H}^{-1} = \begin{pmatrix} \hat{G}^{-1} & -\hat{G}^{-1} \hat{B} \\ \hat{B} \hat{G}^{-1} & \hat{G} - \hat{B} \hat{G}^{-1} \hat{B} \end{pmatrix} \equiv \begin{pmatrix} \hat{g}^{-1} - \beta \hat{g} \beta & -\beta \hat{g} \\ \hat{g} \beta & \hat{g} \end{pmatrix},$$

and treat them as fundamental variables. This redefinition of background fields enables us to describe some non-geometric backgrounds geometrically. In this formulation, instead of the usual $H$-flux, we can naturally define different fluxes, called $Q$-flux and $R$-flux. The field strength $Q^{(1)MN}$, which is associated with the $Q$-flux, is defined by

$$Q^{(1)MN} = Q^P_M dx^P \equiv d\beta^{MN} + 2 \beta^{P[M} \partial_P \epsilon_{N]} A^A, \quad \tilde{e}^A \equiv \tilde{e}^A_M dx^M. \quad (C.19)$$

\[13\] We would like to thank David Andriot and André Betz for useful discussions about this appendix.
Here, $\tilde{e}_M^A$ is the vielbein associated with the “dual” metric; $\tilde{g}_{MN} = \tilde{e}_M^A \tilde{e}_N^B \eta_{AB}$, and $A, B, \cdots$ are the tangent space indices and $\eta_{AB}$ is the flat metric. In the presence of the “$Q$-brane,” which is nothing but the $5_2^2$-brane, the field strength satisfies the following Bianchi identity $[62]$: \begin{align}
ondisplaymath
\frac{d}{d x^1} Q^{(1)MN} + \left( 2 Q^{P[M}_C \partial_P \tilde{e}^N_D \right) - \tilde{e}^M_A \tilde{e}^N_B \beta^{P[A} \partial_P J^{B]}_{CD} \right) & \tilde{e}^C \wedge \tilde{e}^D \\
&= \sigma_{5_2^2} \sum_i \delta^2(x - x_i) \, dx^1 \wedge dx^2 \\
\left( Q^{PM}_C \equiv \hat{\tilde{e}}^N_C Q^{PM}_N \right), \quad (C.20)
\end{align}
where the right hand side is the source term and the structure constant $f^{A}_{BC}$ is defined by \begin{align}

f^{A}_{BC} \equiv -2 \tilde{e}^M_C \partial_B \tilde{e}^A_M, \quad [\tilde{e}^Q_B \partial_Q, \tilde{e}^R_C \partial_R] = f^{A}_{BC} \tilde{e}^P_A \partial_P. \quad (C.21)
\end{align}
If we assume that $\beta^{MN}$ does not have $M = 1, 2$ components, it follows that $\beta^{MN} \partial_N$ acted on any field becomes zero since we are now assuming the isometries in 03456789-directions. In this case, we simply have \begin{align}

Q^{(1)MN} = d\beta^{MN}, \quad dQ^{(1)MN} = \sigma_{5_2^2} \sum_i \delta^2(x - x_i) \, dx^1 \wedge dx^2, \quad (C.22)
\end{align}
where we used $Q^{PN}_M \partial_N = 0$, which follows from the above assumption.

Now, in order to relate the above Bianchi identity with that for the Page charge $(C.15)$, we assume that there are no mixing between $x^3$-$x^4$ directions and the other directions in the generalized metric $\mathcal{H}^{-1}$. Then, the $x^3$-$x^4$ components of $\beta$ becomes \begin{align}

(\beta^{ab}) = \frac{1}{\det(\hat{G}_{ab} + \hat{B}^{(2)}_{ab})} \begin{pmatrix}
0 & \hat{B}^{(2)}_{34} \\
-\hat{B}^{(2)}_{34} & 0
\end{pmatrix}, \quad (C.23)
\end{align}
and the above Bianchi identity gives \begin{align}
\frac{dQ^{(1)34}}{d^2} = d^2 \beta^{34} = d^2 \left( \frac{\hat{B}^{(2)}_{34}}{\det(\hat{G}_{ab} + \hat{B}^{(2)}_{ab})} \right) = \sigma_{5_2^2} \sum_i \delta^2(x - x_i) \, dx^1 \wedge dx^2, \quad (C.24)
\end{align}
which is nothing but the Bianchi identity for the Page charge $(C.15)$.

\footnote{Here, we have rewritten equation (1.12) in $[62]$ by using the curved indices $M, N, \cdots$. Note that, in $[62]$, the flat indices are $a, b, \ldots, l$ while the curved ones are $m, n, \ldots, z$.}
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