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Abstract
We prove that the derived parabolic induction functor, defined on the unbounded derived category of smooth mod $p$ representations of a $p$-adic reductive group, admits a left adjoint $L(U, -)$. We study the cohomology functors $H^i \circ L(U, -)$ in some detail and deduce that $L(U, -)$ preserves bounded complexes and global admissibility in the sense of Schneider–Sorensen. Using $L(U, -)$ we define a derived Satake homomorphism and prove that it encodes the mod $p$ Satake homomorphisms defined explicitly by Herzig.
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1 Introduction

1.1 The setting

This article is devoted to the investigation of the left adjoint of the derived parabolic induction functor in natural characteristic. Let $G$ be a $p$-adic reductive group, that is, the group of $\mathbb{F}$-points of a connected reductive group defined over a finite field extension $\mathbb{F}/\mathbb{Q}_p$. Let $k$ be a coefficient field of characteristic $p$ and denote $\text{Rep}_k(G)$ the category of smooth $G$-representations on $k$-vector spaces. Since several important functors fail to be exact, like the functor of $K$-invariants for compact open subgroups $K \subseteq G$, Schneider [37] introduced the derived category $\mathcal{D}(G) := \mathcal{D}(\text{Rep}_k(G))$ of unbounded cochain complexes to remedy this problem. The main result of op. cit. proves that, given a torsion-free open pro-$p$ subgroup $K \subseteq G$, taking derived $K$-invariants induces a derived equivalence of $\mathcal{D}(G)$ with the derived category $\mathcal{D}(\mathcal{H}_K^\bullet)$ of dg-modules over a certain differential graded algebra $\mathcal{H}_K^\bullet$. This strongly suggests that the study of smooth mod $p$ representations is best done on the derived level.

Let $P = UM$ be a parabolic subgroup of $G$ with Levi subgroup $M$ and unipotent radical $U$. The parabolic induction functor $i^G_M : \text{Rep}_k(M) \longrightarrow \text{Rep}_k(G)$ is defined as the composition

$$\text{Rep}_k(M) \xrightarrow{\text{Inf}^M_P} \text{Rep}_k(P) \xrightarrow{\text{Ind}^G_P} \text{Rep}_k(G),$$

where $\text{Inf}^M_P$ is the inflation along the canonical projection $P \longrightarrow M$ and $\text{Ind}^G_P$ is the smooth induction functor. The functors $\text{Inf}^M_P$ and $\text{Ind}^G_P$ are exact. Hence also $i^G_M$ is exact and extends to a functor

$$\text{Ri}^G_M : \mathcal{D}(M) \longrightarrow \mathcal{D}(G)$$

on the derived categories: Here, $\text{Ri}^G_M$ is given by applying $i^G_M$ termwise to a complex. (The different notation serves the only purpose of being able to distinguish between underived and derived parabolic induction.) The compatibility of $\text{Ri}^G_M$ with an analogous functor on $\mathcal{D}(\mathcal{H}_K^\bullet)$ is explored in [36], which also discusses the existence of left and right adjoints of $\text{Ri}^G_M$, referring for the former to my unpublished notes.

At this point one might ask why one should care about a left adjoint. I propose two answers: for one, in the classical theory of smooth representations, the left adjoint is exact and plays an essential role in the classification of irreducible smooth representations in terms of parabolic induction, namely, the irreducible representations which do not appear as a subrepresentation of a parabolically induced representation are precisely those in the kernel of the corresponding left adjoint. This strongly indicates that the left adjoint for derived parabolic induction will take a fundamental position in understanding the category $\mathcal{D}(G)$ as a whole. The second
answer is that the derived left adjoint will be an important tool to compute higher Ext-groups between parabolically induced representations. There are already some computations which use Emerton’s higher ordinary parts functor, [13, 15, 16]. But the strongest of these results are conditional to an open conjecture of Emerton, which states that the higher ordinary parts functor is a right derived functor. In the follow-up paper [22] I use the derived left adjoint to unconditionally compute these Ext-groups.

Let me briefly discuss why it is not immediate that $Ri^G_M$ admits a left adjoint. It is well-known that the Jacquet-functor $\text{Rep}_k(G) \to \text{Rep}_k(M)$, $V \mapsto V_U$, is left adjoint to $i^G_M$. The left derived functor of $(\cdot)_U$ would be a promising candidate for the left adjoint of derived parabolic induction. Unfortunately, the category $\text{Rep}_k(G)$ does not have enough projectives, since $\text{char}(k) = p$. (It is a folklore conjecture that there exist no non-zero projectives at all; first evidence in this direction is contained in [11, Rmk. 2.20], which proves the statement for compact $G$; see also [9, Thm. 3.1] for the more general statement about profinite groups.) Therefore, one cannot use projective resolutions to prove that the left derived functor exists.

A second approach is to show that $Ri^G_M$ commutes with arbitrary small products and to then use a variant of Brown representability to deduce the existence of a left adjoint. It is easy to show that $i^G_M$ preserves arbitrary products, but since products in $D(M)$ and $D(G)$ are not computed by taking products of representing complexes, it is not obvious that $Ri^G_M$ should have the same property.

In view of these concerns it was surprising that $Ri^G_M$ does in fact commute with small products. The initial proof was rather technical and relied on an analysis of Hochschild–Serre spectral sequences associated with $K_P \cap U \leq K_P$, where $K_P$ is a compact open subgroup of $P$, and analyzing how these behave with respect to restriction to smaller subgroups. The more conceptual proof presented here is by appealing to one of the main results of [1]. The key ingredient is the observation that the derived functor $RH^0(U \cap K_P, -) : D(K_P) \to D(K_P/U \cap K_P)$ preserves compact objects provided $K_P$ and $K_P/U \cap K_P$ are torsion-free.

1.2 Main results

Note that $Ri^G_M = R \text{Ind}^G_P \circ R \text{Inf}^M_P$ so that it suffices to determine the left adjoints of $R \text{Ind}^G_P$ and $R \text{Inf}^M_P$ separately. The left adjoint of $R \text{Ind}^G_P$ is easily seen to be the restriction functor $R \text{Res}^G_P : D(G) \to D(P)$, and hence it remains to show that $R \text{Inf}^M_P$ admits a left adjoint.

 Granted the existence, the next task would then be to find an explicit description of said left adjoint. In view of this it is convenient to study the derived inflation functor $R \text{Inf}^T_S : D(T) \to D(S)$ along a surjective open monoid homomorphism $f : S \to T$ with kernel $U$, where $S$ and $T$ are open submonoids of some $p$-adic Lie groups. The most relevant example is the following: Fix a compact open subgroup $K_U$ of $U$ and consider the positive monoid $T = M^+$ consisting of those elements $m \in M$ with $mK_U m^{-1} \subseteq K_U$ as well as the open submonoid $S = K_U M^+$ of $P$ (in which case the kernel of $S \to T$ is $K_U$). This added flexibility is useful to deduce precise statements about the left adjoint of $R \text{Inf}^M_P$.

In this general setting, the first main result is:

**Theorem A (Theorem 3.2.3)** The functor $R \text{Inf}^T_S : D(T) \to D(S)$ admits a left adjoint $L_U$.

**In particular,** $Ri^G_M$ admits a left adjoint $L(U, -)$.

We deduce the theorem from a variant of Brown representability by proving that $R \text{Inf}^T_S$ commutes with small products. Observing that restriction to compact open subgroups is conservative and product preserving, we reduce to the case where $S$ and $T$ are torsion-free.
compact $p$-adic Lie groups. We then verify that the categories $D(T)$ and $D(S)$ are rigidly-compactly generated (in the sense of [1, 1.2. Hyp.]) and that the right adjoint $RH^0(U, -)$ of $R\ Inf^T_S$ preserves compact objects. With these hypotheses in place, the theorem follows from [1, 3.3. Thm.]. In fact, under these restrictions on $S$ and $T$, the shifted invariants functor $RH^0(U, -)[\dim U]$ is a left adjoint of $R\ Inf^T_S$.

As a special case of Theorem A we obtain that $R\ Inf^M_P$ admits a left adjoint, which we denote by $L_U$. The next task then is to try to explicitly compute $L_U$, or at least its cohomology functors $L^i_U$. A formal argument shows $L^i_U \cong 0$, for $i > 0$, and that $L^0_U$ is the usual functor of $U$-coinvariants (i.e., the left adjoint of $\text{Inf}^P$). In order to analyze $L^0_U$ for $i < 0$, we employ $p$-adic monoids. To motivate the idea, we recall a different description of the (underived) coinvariants functor $L^0_U$. The unipotent radical $U$ is the union of compact open subgroups, say $U = \bigcup_{r \in \Lambda} H_r$. It is a well-known and easy fact that $L^0_U \cong \colim_{r \in \Lambda} L^0_{H_r}$. Although this isomorphism describes $L^0_U$ in terms of functors of coinvariants with respect to compact open subgroups (which should be easier to understand), it is in this formulation difficult to extend to the derived setting. This is where the positive monoid enters the stage: Fixing a torsion-free compact open subgroup $K_U$ of $U$, the positive monoid $M^+$ of elements $m \in M$ with $mK_U k^{-1} \subseteq K_U$ acts naturally on $L^0_{K_U}(V)$, for $V \in \text{Rep}_k(P)$. It is well-known that there exists a central positive element $z \in M$ such that $U = \bigcup_{i \geq 0} z^{-i} K_U z^i$.

There is a natural isomorphism $\colim_z L^0_{z^{-1} K_U z^i}(V) \cong \colim_z L^0_{K_U}(V)$, where the transition maps in the latter colimit are given by multiplication with $z$. In fact, $\colim_z$ is the (exact) functor $\text{Rep}_k(M^+) \rightarrow \text{Rep}_k(M)$ given by inverting the action of $z$. It is left adjoint to the restriction functor $\text{Res}^{M^+}_{M^+}$ and also denoted $\text{ind}^M_{M^+}$. Thus, there is a natural isomorphism $L^0_{K_U}(V) \cong \text{ind}^M_{M^+} L^0_{K_U}(V)$, which can easily be extended to the derived categories. Concretely, writing $P^+ := K_U M^+$ (it is an open subgroup in $P$), the derived inflation $R\ Inf^M_{P^+}$ admits a left adjoint $L_{K_U} : D(P^+) \rightarrow D(M^+)$, and we find a natural isomorphism

$$R\ \text{ind}^M_{M^+} L_{K_U} R\ \text{Res}^P_{P^+} \cong L_U$$

of functors $D(P) \rightarrow D(M)$ (Proposition 3.4.6). The group $K_U$ is a compact, torsion-free $p$-adic Lie group and hence has finite cohomological dimension by a result of Lazard and Serre (see [40, Cor. (1)]). We deduce from this fact in Corollary 3.4.20 that $L_{K_U}$ is naturally isomorphic to $RH^0(K_U, \omega_{P^+} \otimes_k -)$, where $\omega_{P^+}$ is a certain smooth character of $P^+$ sitting in cohomological degree $-\dim U$, and $RH^0(K_U, -)$ is the right derived functor of $H^0(K_U, -) : \text{Rep}_k(P^+) \rightarrow \text{Rep}_k(M^+)$ where the $M^+$-action on each $H^0(K_U, V)$ is the “Hecke action” from [12]. To summarize:

**Theorem B** (Corollary 3.4.22) One has an isomorphism $\text{ind}^M_{M^+} RH^0(K_U, \omega_{P^+} \otimes_k -) \text{Res}^P_{P^+} \cong L_U$ of functors $\text{Rep}_k(P) \rightarrow \text{Rep}_k(M)$.

An immediate consequence of Theorem B is that $L_U$ restricts to the bounded derived categories.

Similar results trivially also follow for the left adjoint $L(U, -) := L_U \circ R\ \text{Res}^G_{M}$ of derived parabolic induction $Ri^G_M$. It is well-known that $i^G_M$ and the Jacquet-functor $L^0(U, -)$ preserve admissible representations, and it is a natural question whether the same still holds on the derived level. The correct notion of admissibility for $D(G)$ was introduced by Schneider–Sorensen in [38]: A complex $X$ in $D(G)$ is called **globally admissible** if for some torsion-free compact open pro-$p$ subgroup $K \subseteq G$ and all $i \in \mathbb{Z}$ the cohomology groups $H^i(K, X)$ are finite-dimensional $k$-vector spaces. They then proceed to show that globally admissible
complexes are precisely the reflexive objects for a natural duality functor on D(G). In this direction, we prove:

**Theorem C** (Theorem 4.2.1) The functors $\text{Ri}_M^G$ and $L(U, -)$ preserve globally admissible complexes.

We finally compute $L'(U, V)$ for the irreducible smooth $\overline{F}_p[\text{GL}_2(\mathbb{Q}_p)]$-representations $V$ and all $i \in \mathbb{Z}$, where $U$ consists of the upper triangular unipotent matrices. For $i \in \{-1, 0\}$ the representations $L'(U, V)$ are listed in Table 1 while for $i \notin \{-1, 0\}$ these representations are zero.

The proof uses a derived variant of the Satake homomorphism, which I will now describe. Let $K$ be a compact open subgroup of $G$ satisfying $G = PK$. Given $V \in D(K)$, there is a natural isomorphism $L(U, \text{ind}_G^K V) \cong \text{ind}_M^M L(K \cap U, V)$, where we write $L(K \cap U, -) := L_K \cap U \mathbf{Res}^K_{K \cap P}$. Hence, the functor $L(U, -)$ induces a $k$-algebra homomorphism

$$S_V : \text{End}_{D(G)}(\text{ind}_K^G V) \rightarrow \text{End}_{D(M)}(\text{ind}_M^M L(K \cap U, V))$$

which we call the derived Satake homomorphism.1 In a different context, a version of the derived Satake homomorphism was defined and studied by Ronchetti, [35]. The relation between these homomorphisms is still unclear: The fact that $L(K \cap U, V)$ is a proper complex (even when $V = 1$ is the trivial representation) makes a comparison difficult. However, it is possible to relate $S_V$ with the (underived) mod $p$ Satake homomorphisms introduced by Herzig, [20, Thm. 2.6 and §2.3]. Composing $S_V$ with the $(-n)$-th cohomology functor $H^{-n}$ yields a $k$-algebra homomorphism

$$S^n_V : \text{End}_{\text{Rep}_k(G)}(\text{ind}_K^G V) \rightarrow \text{End}_{\text{Rep}_k(M)}(\text{ind}_M^M L^{-n}(K \cap U, V)),$$

and we prove:

**Theorem D** (Theorem 4.3.2) The mod $p$ Satake homomorphisms constructed in [20] coincide with $S^0_V$ and $S_{\text{dim} U}^* V$.

In particular, Theorem D shows that the mod $p$ Satake homomorphisms appearing in the literature are induced by explicit functors. For $S^0_V$, this is essentially contained in [17, Section 2], where Henniart–Vignéras give a functorial description without, however, explicitly mentioning the functor inducing $S^0_V$. It was also known that $S_{\text{dim} U}^0$ and $S^0_V$ are related by taking duals, see [20, Lem. 2.11] or [17, Prop. 2.4].

In the forthcoming work [22] I use $L(U, -)$ to prove a geometrical lemma à la Bernstein–Zelevinsky and apply it to the computation of some Ext-groups of parabolically induced representations.

### 1.3 Structure of the paper

In Sect. 2 we recall several fundamental concepts starting with a recap of adjoint functors and the calculus of mates in Sect. 2.1. In Sect. 2.2 we introduce $p$-adic monoids and give a quick overview of their smooth representation theory. The subject of Sect. 2.3 is the derived category $D(S)$ of smooth representations of a $p$-adic monoid $S$. We recall Brown representability, the

---

1 In fact, $S_V$ is the 0-th cohomology of the morphism induced by $L(U, -)$ on RHom-complexes, but we will not make use of this generality.
tensor triangulated structure on $D(S)$, and how to obtain spectral sequences using truncation functors.

In Sect. 3 we prove that the derived inflation functor $R \operatorname{Inf}^T_S$ admits a left adjoint. We first prove this in the case where $T$ and $S$ are torsion-free compact $p$-adic Lie groups, see Sect. 3.1. The general case is then deduced from the compact case in Sect. 3.2. In Sects. 3.3 and 3.4 we specialize to $p$-adic Lie groups and show that $L_U$ satisfies a projection formula and compute more explicit descriptions of the $L^i_U$.

In Sect. 4 we investigate the left adjoint of derived parabolic induction. In Sect. 4.2 we show that $R_i^G$ and $L(U, -)$ preserve global admissibility, and Sect. 4.3 is concerned with the derived Satake homomorphism.

The explicit computations of $L^i(U, V)$, for irreducible smooth $\mathbb{F}_p[\GL_2(\mathbb{Q}_p)]$-representations $V$, are the subject of Sect. 5.

### 1.4 Notation and conventions

Throughout this article, $k$ will denote a coefficient field, which will be assumed to be of characteristic $p > 0$ from Sect. 3 onwards. The category of $k$-vector spaces is denoted $	ext{Vect}_k$, and we write $D(k)$ for the unbounded derived category of $\text{Vect}_k$.

If $S$ is a locally profinite monoid, we denote $\operatorname{Rep}_k(S)$ the abelian category of smooth $S$-representations on $k$-vector spaces and by $D(S)$ the unbounded derived category of $\operatorname{Rep}_k(S)$. Given $V \in \operatorname{Rep}_k(S)$, we denote by $V[0]$ (or just $V$ if no confusion is likely) the representation $V$ viewed as a complex concentrated in degree 0.

We make the convention that a diagram of functors, say,

$$
\begin{array}{ccc}
\mathscr{A} & \xrightarrow{a} & \mathscr{A}' \\
\downarrow f & & \downarrow f' \\
\mathscr{B} & \xrightarrow{b} & \mathscr{B}'
\end{array}
$$

commutes if there exists a natural isomorphism $b \circ f \overset{\sim}{\longrightarrow} f' \circ a$, which will usually be specified in the proof if it is unclear which natural isomorphism is meant.

If $G$ is a group, $K \subseteq G$ is a subgroup and $g \in G$, we write $^g K := g K g^{-1}$ and $K^g := g^{-1} K g$.

### 2 Foundations

This section is devoted to collecting facts about adjoint functors (Sect. 2.1), smooth representations of locally profinite monoids (Sect. 2.2), and the derived category of smooth representations (Sect. 2.3).

#### 2.1 About adjoint functors

In this section we recall well-known facts about adjoint functors. For references and more details we refer to [24] and [29].

Let $\mathcal{C}, \mathcal{D}$ be categories. We fix two functors $L : \mathcal{C} \to \mathcal{D}$ and $R : \mathcal{D} \to \mathcal{C}$. 

\[ \mathbb{F}_p[\GL_2(\mathbb{Q}_p)] \]
Definition We say \( L \) is left adjoint to \( R \) (or \( R \) is right adjoint to \( L \)), written \( L \dashv R \), if there is a bijection
\[
\text{Hom}_\mathcal{D}(L(C), D) \cong \text{Hom}_\mathcal{C}(C, R(D))
\]
(2.1.1)
which is natural in both \( C \in \mathcal{C} \) and \( D \in \mathcal{D} \).

Remark 2.1.2 If \( L : \mathcal{C} \to \mathcal{D} \) is an additive functor between additive categories, then a right adjoint \( R \) (if it exists) is additive as well and the map (2.1.1) is an isomorphism of abelian groups, see [29, IV.1, Thm. 3].

It follows immediately from the definition that one can compose adjunctions:

Lemma 2.1.3 ([24, Prop. 1.5.5]) Consider the functors
\[
\mathcal{C} \xrightarrow{L} \mathcal{D} \xleftarrow{R} \mathcal{E} \xrightarrow{L'} \mathcal{D}
\]
Assume that \( L \) and \( L' \) are left adjoint to \( R \) and \( R' \), respectively. Then \( L' \circ L \) is left adjoint to \( R \circ R' \).

Lemma 2.1.4 The following assertions are equivalent:
(a) \( L \) is left adjoint to \( R \).
(b) There exist natural transformations \( \eta : \text{id}_\mathcal{C} \Rightarrow RL \) and \( \varepsilon : LR \Rightarrow \text{id}_\mathcal{D} \), called the unit and the counit of the adjunction, respectively, satisfying the “triangle identities”
\[
R\varepsilon \circ \eta R = \text{id}_R \quad \text{and} \quad \varepsilon L \circ L\eta = \text{id}_L.
\]

Proof For the details we refer to [29, IV.1]. If \( L \) is left adjoint to \( R \), the map \( \eta_C \) is given by the image of \( \text{id}_{L(C)} \) under (2.1.1) and \( \varepsilon_D \) is given by the preimage of \( \text{id}_{R(D)} \) under (2.1.1). It is then easily checked that \( \eta \) and \( \varepsilon \) are natural transformations and satisfy the triangle identities.

Conversely, if \( \eta \) and \( \varepsilon \) are as in (b) one checks that the compositions
\[
\text{Hom}_\mathcal{D}(L(C), D) \xrightarrow{R} \text{Hom}_\mathcal{E}(RL(C), R(D)) \xrightarrow{(\eta_C)^*} \text{Hom}_\mathcal{D}(C, R(D))
\]
and
\[
\text{Hom}_\mathcal{E}(C, R(D)) \xrightarrow{L} \text{Hom}_\mathcal{D}(L(C), LR(D)) \xrightarrow{(\varepsilon_D)^*} \text{Hom}_\mathcal{D}(L(C), D)
\]
are inverse to each other.

Lemma 2.1.5 ([24, Prop. 1.5.6]) Assume that \( L \) is left adjoint to \( R \).
(a) The functor \( R \) is fully faithful if and only if the counit \( \varepsilon : LR \Rightarrow \text{id}_\mathcal{D} \) is an isomorphism.
(b) The functor \( L \) is fully faithful if and only if the unit \( \eta : \text{id}_\mathcal{C} \Rightarrow RL \) is an isomorphism.

The following result shows that adjoints are uniquely determined.

Theorem 2.1.6 ([24, Thm. 1.5.3]) The right adjoint of \( L \) (if it exists) is unique up to unique isomorphism. Moreover, \( L \) admits a right adjoint if and only if the functor \( \text{Hom}_\mathcal{D}(L(-), D) : \mathcal{D} \to (\text{Sets}) \) is representable for every \( D \in \mathcal{D} \).

Dually, the left adjoint of \( R \) (if it exists) is unique up to unique isomorphism. Moreover, \( R \) admits a left adjoint if and only if the functor \( \text{Hom}_\mathcal{C}(C, R(-)) : \mathcal{C} \to (\text{Sets}) \) is representable for every \( C \in \mathcal{C} \).
Proposition 2.1.7 ([24, Prop. 2.1.10]) If \( L : \mathcal{C} \rightarrow \mathcal{D} \) admits a right adjoint, then \( L \) commutes with all colimits that exist in \( \mathcal{C} \).

Dually, if \( R : \mathcal{D} \rightarrow \mathcal{C} \) admits a left adjoint, then \( R \) commutes with all limits that exist in \( \mathcal{D} \).

For a stronger (and dual) version of the next extremely useful result, see [23, II, Prop. 10.2].

Lemma 2.1.8 Assume that \( \mathcal{C} \) and \( \mathcal{D} \) are abelian categories and \( R : \mathcal{D} \rightarrow \mathcal{C} \) is an additive functor admitting an exact left adjoint. Then \( R \) preserves injective objects.

Proof Let \( I \in \mathcal{D} \) be an injective object. The functor \( \text{Hom}_\mathcal{C}(-, R(I)) \cong \text{Hom}_\mathcal{D}(L(-), I) \) is exact, which means that \( R(I) \in \mathcal{C} \) is injective.

Finally, we discuss the formalism of “mates” of natural transformations involving adjoint functors. As usual, given two functors \( F, G : \mathcal{C} \rightarrow \mathcal{D} \), we denote by \( \text{Nat}(F, G) \) the class of natural transformations from \( F \) to \( G \).

Proposition 2.1.9 ([25, Prop. 2.1]) Consider a diagram of functors\(^{(2.1.10)}\)

\[
\begin{array}{ccc}
\mathcal{C} & \xleftarrow{L} & \mathcal{D} \\
\downarrow F & & \downarrow G \\
\mathcal{C}' & \xleftarrow{L'} & \mathcal{D}'
\end{array}
\]

and denote \( \eta : \text{id}_\mathcal{C} \Rightarrow RL \), \( \varepsilon : LR \Rightarrow \text{id}_\mathcal{D} \) and \( \eta' : \text{id}_{\mathcal{C}'} \Rightarrow R'L' \), \( \varepsilon' : L'R' \Rightarrow \text{id}_{\mathcal{D}'} \) the units and counits. There is a natural bijection

\[
\text{Nat}(L'F, GL) \cong \text{Nat}(FR, R'G),
\]

\[
\alpha \leftrightarrow (\varepsilon' \beta) \circ (R' \alpha)_R \circ (\eta' \beta)_F,
\]

(\(2.1.11\))

If \( \alpha : L'F \Rightarrow GL \) corresponds to \( \beta : FR \Rightarrow R'G \) under (\(2.1.11\)), we say that \( \alpha \) is the left mate of \( \beta \) and \( \beta \) is the right mate of \( \alpha \).

The “naturality” above means that the bijection (\(2.1.11\)) is compatible with horizontal and vertical composition of squares of the form (\(2.1.10\)), see [25, Prop. 2.2] for a precise statement.

Example 2.1.12 Let us make explicit two special cases of vertical composition. Suppose we are in the setting of Proposition 2.1.9.

(i) Let \( L_1 : \mathcal{C} \rightarrow \mathcal{D} \) be a functor with right adjoint \( R_1 \), and let \( \alpha : L \Rightarrow L_1 \) be a natural transformation with right mate \( \beta : R_1 \Rightarrow R \). Then the diagram

\[
\begin{array}{ccc}
\text{Nat}(L'F, GL) & \xleftarrow{\cong} & \text{Nat}(FR, R'G) \\
\downarrow (G\alpha)_\ast & & \downarrow (F\beta)_\ast \\
\text{Nat}(L'F, GL_1) & \xleftarrow{\cong} & \text{Nat}(FR_1, R'G)
\end{array}
\]

commutes.
(ii) Let $L'_1: \mathcal{C}' \rightarrow \mathcal{D}'$ be a functor with right adjoint $R'_1$, and let $\alpha': L'_1 \rightarrow L'$ be a natural transformation with right mate $\beta': R' \Rightarrow R'_1$. Then the diagram

\[
\begin{array}{ccc}
\text{Nat}(L'F, GL) & \xrightarrow{\cong} & \text{Nat}(FR, R'G) \\
(\alpha'_F)^* & \downarrow & (\beta'_G)^* \\
\text{Nat}(L'_1F, GL) & \xrightarrow{\cong} & \text{Nat}(FR, R'_1G)
\end{array}
\]

commutes.

It is not true in general that (2.1.11) preserves isomorphisms. However, in very special cases this does hold.

**Example 2.1.13** Let $L_i: \mathcal{C} \rightarrow \mathcal{D}$ be a functor admitting a right adjoint $R_i$, for $i = 1, 2, 3$. Let $\alpha: L_3 \Rightarrow L_2$ be a natural transformation with mate $\beta: R_2 \Rightarrow R_3$. It follows from Example 2.1.12 that the diagram

\[
\begin{array}{ccc}
\text{Nat}(L_2, L_1) & \xrightarrow{\cong} & \text{Nat}(R_1, R_2) \\
\alpha^* & \downarrow & \beta_* \\
\text{Nat}(L_3, L_1) & \xrightarrow{\cong} & \text{Nat}(R_1, R_3)
\end{array}
\]

commutes. Hence, if $\alpha': L_2 \Rightarrow L_1$ has mate $\beta': R_1 \Rightarrow R_2$, then the mate of $\alpha' \circ \alpha$ is $\beta' \circ \beta$. Note also that under $\text{Nat}(L_3, L_3) \xrightarrow{\cong} \text{Nat}(R_3, R_3)$ the mate of $\text{id}_{L_3}$ is $\text{id}_{R_3}$; this is a reformulation of the fact that the unit and counit of the adjunction $L_3 \dashv R_3$ satisfy the triangle identities.

It follows from this discussion that $\alpha: L_3 \Rightarrow L_2$ is an isomorphism if and only if its mate $\beta: R_2 \Rightarrow R_3$ is an isomorphism. This is a strengthening of the uniqueness statement in Theorem 2.1.6.

### 2.2 Smooth representations

For our purposes it is useful to consider smooth representations over locally profinite monoids. Everything in this section is well-known for locally profinite groups, see, e.g., [8] or [42], and so we will restrain ourselves to a very brief treatment. We fix a coefficient field $k$.

#### 2.2.1 General properties of smooth representations

**Definition** A **locally profinite monoid** is an open submonoid of a locally profinite group. A **$p$-adic monoid** is an open submonoid of a $p$-adic Lie group. A morphism between locally profinite monoids (resp. $p$-adic monoids) is a continuous monoid homomorphism.

**Example 2.2.1** Let $\mathfrak{g}$ be a finite extension of $\mathbb{Q}_p$ and consider a connected reductive group $G$ defined over $\mathfrak{g}$. Then every closed subgroup of $G(\mathfrak{g})$ is a $p$-adic Lie group [10, 9.6 Thm.]. Let $P = MU$ be a parabolic subgroup of $G$. Fix a compact open subgroup $K_P \subseteq P(\mathfrak{g})$ such that $K_P = M_K M_U$, where $M_K := K_P \cap M(\mathfrak{g})$ and $K_U := K_P \cap U(\mathfrak{g})$. Then $M^+ := \left\{ m \in M(\mathfrak{g}) \mid mK_U m^{-1} \subseteq K_U \right\}$ contains $M_K$ and hence is a $p$-adic monoid.
The topological monoid $P^+ := K_U M^+$ contains $K$ and is therefore a $p$-adic monoid.\footnote{Observe, however, that $M^+ K_U$ is not a monoid.}

Note that there is a surjective monoid homomorphism $P^+ \longrightarrow M^+$ with kernel $K_U$.

**Lemma 2.2.2** Let $S$ be a locally profinite monoid and $S' \subseteq S$ a submonoid. Then $S'$ is open if and only if $S'$ contains an open subgroup of $S$.

**Proof** One direction follows from the fact that the neutral element in a $p$-adic Lie group admits a fundamental system of open neighborhoods which are profinite subgroups. The other direction is clear. \qed

**Definition** Let $S$ be a locally profinite monoid. Let $V$ be a representation of $S$ on a $k$-vector space, i.e., a (left) module over the monoid algebra $k[S]$.

(i) A vector $v \in V$ is called smooth if the stabilizer $\{ s \in S \mid sv = v \}$ of $v$ is open in $S$. We denote by $V^{\text{sm}} \subseteq V$ the subset of smooth vectors in $V$.

(ii) $V$ is called smooth if $V = V^{\text{sm}}$.

We denote by $\text{Rep}_k(S)$ the full subcategory of the category $\text{Mod}(k[S])$ of $k[S]$-modules consisting of smooth representations of $S$.

**Lemma 2.2.3** Let $S$ be a locally profinite monoid and let $V$ be a $k[S]$-module.

(a) Let $v \in V$. The following assertions are equivalent:

- (i) The vector $v \in V$ is smooth.
- (ii) There exists an open subgroup $S_0 \subseteq S$ fixing $v$.

(b) $V^{\text{sm}}$ is a smooth $S$-subrepresentation of $V$.

**Proof** The equivalence in (a) follows immediately from Lemma 2.2.2. We now prove (b). Let $v, w \in V^{\text{sm}}$ and $s \in S$. It suffices to show $v + w \in V^{\text{sm}}$ and $sv \in V^{\text{sm}}$. By (a) there exist open subgroups $S_v$ and $S_w$ fixing $v$ and $w$, respectively. Then $S_v \cap S_w$ fixes $v + w$, and then (a) implies $v + w \in V^{\text{sm}}$. Since multiplication in $S$ is continuous and $sS_v$ is open in $S$, there exists an open subgroup $S_v' \subseteq S$ such that $S_v' s \subseteq sS_v$. But then $S_v'$ fixes $sv$ which, by (a) again, shows $sv \in V^{\text{sm}}$. \qed

We list some immediate consequences of Lemma 2.2.3.

**Corollary 2.2.4** Let $S$ be a locally profinite monoid.

(a) A $k[S]$-module $V$ is smooth if and only if $V$ is smooth when considered as a $k[S_0]$-module for some open profinite subgroup $S_0 \subseteq S$.

(b) $\text{Rep}_k(S)$ is an abelian subcategory of $\text{Mod}(k[S])$.

Let $S' \subseteq S$ be a closed submonoid of a locally profinite monoid $S$. The restriction functor

$$\text{Res}_{S'}^S : \text{Rep}_k(S) \longrightarrow \text{Rep}_k(S')$$

is exact. It admits a right adjoint which we will now describe. Given a smooth $k[S']$-module $V$, we obtain a smooth $k[S]$-module

$$\text{Ind}_{S'}^S V := \text{Hom}_{k[S']}(k[S], V)^{\text{sm}},$$

called the smooth induction of $V$. Here, $S$ acts on $\text{Ind}_{S'}^S V$ via right multiplication on $k[S]$. One easily verifies that

$$\text{Ind}_{S'}^S V \cong \left\{ f : S \longrightarrow V \mid f(s' s) = s' f(s) \text{ for all } s \in S, s' \in S', \exists K \subseteq S \text{ open with } f(sx) = f(s) \text{ for all } s \in S, x \in K \right\},$$
where $S$ acts on $f : S \to V$ via $(sf)(t) = f(ts)$, for all $s, t \in S$. We will often implicitly make this identification.

**Lemma 2.2.5** (Frobenius reciprocity I) The smooth induction $\text{Ind}_S^V : \text{Rep}_k(S') \to \text{Rep}_k(S)$ is a right adjoint of $\text{Res}_S^V$, that is, there is a natural bijection

$$\text{Hom}_{\text{Rep}_k(S')}(\text{Res}_S^V, V, W) \cong \text{Hom}_{\text{Rep}_k(S)}(V, \text{Ind}_S^V W)$$

for all $V \in \text{Rep}_k(S)$, $W \in \text{Rep}_k(S')$. In particular, $\text{Ind}_S^V$ is left exact and preserves injective objects.

**Proof** The last assertion is a formal consequence of the fact that $\text{Ind}_S^V$ admits an exact left adjoint, see Lemma 2.1.8.

**Remark 2.2.6** If $S$ and $S'$ are profinite groups, the projection $S \to S/S'$ admits a continuous section by [41, Ch. I, Prop. 1]. Hence, $\text{Ind}_S^V : \text{Rep}_k(S') \to \text{Rep}_k(S)$ is exact by [21, Prop. 5].

**Corollary 2.2.7** The category $\text{Rep}_k(S)$ has enough injectives.

**Proof** Let $V \in \text{Rep}_k(S)$. The map $\varphi : V \to \text{Ind}_S^V \text{Res}_S^V V$, $\varphi(v)(x) := xv$, is clearly injective. Since $\text{Res}_S^V V$ is injective in the category of $k$-vector spaces, it follows from Lemma 2.2.5 that $\text{Ind}_S^V \text{Res}_S^V V$ is injective in $\text{Rep}_k(S)$.

If $S' \subseteq S$ is open, then $\text{Res}_S^V$ also admits a left adjoint. For a smooth $k[S']$-module $V$ we define

$$\text{ind}_S^V : k[S] \otimes k[S'] V,$$

called the compact induction of $V$. The smoothness of $\text{ind}_S^V V$ follows from Lemma 2.2.3.(b) and the fact that $\text{ind}_S^V V$ is generated as a $k[S]$-module by $V$, which consists of smooth vectors.

**Remark 2.2.8** Suppose that $S' \subseteq S$ is an open subgroup. Given $s \in S$ and $v \in V$, we define $[s, v] \in \text{Ind}_S^S V$ by

$$[s, v](t) := \begin{cases} ts \cdot v, & \text{if } ts \in S', \\ 0, & \text{otherwise}. \end{cases}$$

In other words, $[s, v]$ is the $S'$-equivariant function $S \to V$ supported on $S's^{-1}$ with value $v$ at $s^{-1}$. In this case we have a canonical injective $S$-equivariant map

$$\text{ind}_S^V : V \to \text{Ind}_S^S V,$$

$$s \otimes v \mapsto [s, v].$$

It is customary to identify $\text{ind}_S^S V$ with its image in $\text{Ind}_S^S V$.

**Lemma 2.2.9** (Frobenius reciprocity II) Assume that $S' \subseteq S$ is an open submonoid. Then compact induction $\text{ind}_S^V : \text{Rep}_k(S') \to \text{Rep}_k(S)$ is left adjoint to $\text{Res}_S^V$, that is, there is a natural bijection

$$\text{Hom}_{\text{Rep}_k(S)}(\text{ind}_S^V V, W) \cong \text{Hom}_{\text{Rep}_k(S')}(V, \text{Res}_S^V W),$$

for all $V \in \text{Rep}_k(S')$, $W \in \text{Rep}_k(S)$. In particular, $\text{ind}_S^V$ is right exact.

**Proof** This follows from standard properties of the tensor product.
Remark I do not know whether the extension \( k[S'] \subseteq k[S] \) is flat in general. But it is flat (and hence \( \text{ind}^S_{S'} \) is exact) in the following situations:

(i) \( S' \) is a group; in this case, \( k[S] \) is even free over \( k[S'] \) since, by definition, \( S \) is contained in a group.

(ii) In the context of Example 2.2.1, the extensions \( k[P^+] \subseteq k[P] \) and \( k[M^+] \subseteq k[M] \) are flat (Lemma 3.4.4).

Corollary 2.2.10 Let \( S' \subseteq S \) be an open submonoid. For all \( V \in \text{Rep}_k(S) \) the map

\[
\text{Hom}_{\text{Rep}_k(S)}(\text{ind}^S_{S'} 1, V) \xrightarrow{\sim} H^0(S', V) := \left\{ v \in V \mid sv = v \text{ for all } s \in S' \right\},
\]

\( \varphi \mapsto \varphi(1 \otimes 1) \)

is a natural bijection. In particular, \( \left\{ \text{ind}^S_{S'} 1 \mid S' \subseteq S \text{ open} \right\} \) is a set of generators for \( \text{Rep}_k(S) \).

Proof For the definition of a set of generators we refer to [24, Def. 5.2.1]. The first assertion is an easy consequence of Lemma 2.2.9. Therefore, in order to prove the last statement, it suffices to prove that a morphism \( V \rightarrow W \) in \( \text{Rep}_k(S) \) is an isomorphism if the induced maps \( V^{S'} \rightarrow W^{S'} \) are bijective, for all open submonoids \( S' \). But this follows from the fact that \( V \) and \( W \) are smooth.

Proposition 2.2.11 The category \( \text{Rep}_k(S) \) is Grothendieck abelian.

Proof By Corollaries 2.2.4 and 2.2.10 we know that \( \text{Rep}_k(S) \) is abelian and admits a set of generators. Given a family \( \left\{ V_i \right\}_{i \in I} \) of smooth representations, the direct sum \( \bigoplus_{i \in I} V_i \) is again smooth. It follows that \( \text{Rep}_k(S) \) has all colimits and that they can be computed in \( \text{Mod}(k[S]) \). Therefore, all filtered colimits are exact, i.e., \( \text{Rep}_k(S) \) satisfies the Grothendieck axiom AB5. Moreover, the representation \( \left( \prod_{i \in I} V_i \right)^{\text{sm}} \) is a categorical product in \( \text{Rep}_k(S) \), so that \( \text{Rep}_k(S) \) satisfies the axiom AB3a.

Remark 2.2.12 If \( \text{char} \, k \) divides the pro-order of every open profinite subgroup of \( S \), the formation of infinite direct products is not exact in \( \text{Rep}_k(S) \). As an example, consider \( S = \mathbb{Z}_p \) and \( k = \mathbb{F}_p \). For each \( n \geq 1 \) the map \( f_n : k[\mathbb{Z}_p/p^n\mathbb{Z}_p] \rightarrow k, x + (p^n) \mapsto 1 \), is a surjection between smooth \( \mathbb{Z}_p \)-representations, where \( \mathbb{Z}_p \) acts trivially on \( k \). Note that, for \( m < n \), the induced map \( H^0(p^m\mathbb{Z}_p, k[\mathbb{Z}_p/p^n\mathbb{Z}_p]) \rightarrow k \) on \( p^m\mathbb{Z}_p \)-invariants is zero (this uses \( \text{char} = k = p \)). Therefore, the map

\[
\left( \prod_{n \geq 1} k[\mathbb{Z}_p/p^n\mathbb{Z}_p] \right)^{\text{sm}} \xrightarrow{(f_n)_{n \geq 1}} \left( \prod_{n \geq 1} k \right)^{\text{sm}} = \prod_{n \geq 1} k
\]

takes values in \( \bigoplus_{n \geq 1} k \) and hence is not surjective.

The failure of having exact direct products means that \( \text{Rep}_k(S) \) does not have enough projective objects, see [34, Thm. 1.3]. (In fact, it is conjectured that \( \text{Rep}_k(S) \) has no non-zero projectives at all. For profinite groups this is resolved in [9, Thm 3.1].) This is the source of many difficulties in the theory of smooth mod \( p \) representations of \( p \)-adic Lie groups.

2.2.2 Inflation

Let \( f : S \rightarrow T \) be a surjective open morphism of locally profinite monoids with kernel \( U \). Inflation along \( f \) defines an exact functor \( \text{Inf}^f_S : \text{Rep}_k(T) \rightarrow \text{Rep}_k(S) \).
**Proposition 2.2.13** \( \text{Inf}_S^T \) admits a left and a right adjoint. More concretely:

(a) The functor

\[
L_U^0 : \text{Rep}_k(S) \longrightarrow \text{Rep}_k(T),
\]

\[
V \longmapsto L_U^0(V) := k[T] \otimes_{k[S]} V
\]

is a left adjoint of \( \text{Inf}_S^T \) and, in particular, right exact.

(b) The functor

\[
\Pi_U : \text{Rep}_k(S) \longrightarrow \text{Rep}_k(T),
\]

\[
V \longmapsto \Pi_U(V) := \text{Hom}_{k[S]}(k[T], V)_{\text{sm}}
\]

is a right adjoint of \( \text{Inf}_S^T \) and, in particular, left exact.

**Proof**

(a) We write \( \text{Inf}_S^T W = \text{Hom}_{k[T]}(k[T], W) \), where \( S \) acts on the right on \( k[T] \). The assertion follows from the \( \otimes \)-Hom adjunction, [3, Lem. 2.8.2]:

\[
\text{Hom}_{k[S]}(V, \text{Hom}_{k[T]}(k[T], W)) \cong \text{Hom}_{k[T]}(k[T] \otimes_{k[S]} V, W).
\]

(b) We write \( \text{Inf}_S^T W = k[T] \otimes_{k[T]} W \), where \( S \) acts on the left on \( k[T] \). By loc. cit. we have

\[
\text{Hom}_{k[S]}(k[T] \otimes_{k[T]} W, V) \cong \text{Hom}_{k[T]}(W, \text{Hom}_{k[S]}(k[T], V))
\]

\[
\cong \text{Hom}_{k[T]}(W, \text{Hom}_{k[S]}(k[T], V)_{\text{sm}}),
\]

where the second bijection comes from the fact that every homomorphic image of a smooth representation is smooth.

\( \square \)

**Remark 2.2.14** The description of the left and right adjoints of \( \text{Inf}_S^T \) is quite different from the more familiar description in the case where \( S \) (and hence \( T, U \)) is a group. It is instructive to make precise the distinction between both descriptions.

(i) Given \( V \in \text{Rep}_k(S) \), put \( V(U) := \text{span}_k \{ uV - v \mid u \in U, v \in V \} \), where \( \text{span}_k \{ \ldots \} \) denotes the \( k \)-linear span. There is a canonical \( k \)-linear surjection

\[
V_U := V / V(U) \longrightarrow k[T] \otimes_{k[S]} V, \tag{2.2.15}
\]

given by mapping the coset of \( v \) to \( 1 \otimes v \). Note that, if \( sU \subseteq Us \) for all \( s \in S \), then there is a natural \( k[S] \)-action on \( V_U \). If even \( f^{-1}(f(s)) = Us \) for all \( s \in S \), then this action induces a \( k[T] \)-action on \( V_U \). In this case, the kernel of \( k[S] \longrightarrow k[T] \) is generated as a right ideal by \( \{ u - 1 \mid u \in U \} \), and hence (2.2.15) is an isomorphism of smooth \( T \)-representations.

(ii) Evaluation at \( 1 \in k[T] \) induces an injective \( k \)-linear map

\[
ev_1 : \Pi_U(V) \longrightarrow \text{H}^0(U, V).
\]

We observe that, if \( Us \subseteq sU \) for all \( s \in S \), then there is a natural \( k[S] \)-action on \( \text{H}^0(U, V) \). If even \( f^{-1}(f(s)) = Us \) for all \( s \in S \), then this action induces a \( k[T] \)-action on \( \text{H}^0(U, V) \). In this case, the kernel of \( k[S] \longrightarrow k[T] \) is generated as a left ideal by \( \{ u - 1 \mid u \in U \} \), and hence \( \text{ev}_1 \) is an isomorphism of smooth \( T \)-representations.
Example 2.2.16 In order to see where some of the above conditions may fail, let us consider
the positive monoid, cf. Example 2.2.1. More concretely, let \( P \subseteq \text{GL}_2(\mathbb{Q}_p) \) be the subgroup of upper triangular matrices, \( M \) the subgroup of diagonal matrices, and \( U \) the subgroup of upper triangular unipotent matrices. Put \( K_P = P \cap \text{GL}_2(\mathbb{Z}_p) \), \( K_M = M \cap K_P \), and \( K_U = U \cap K_P \). Consider now the positive monoid \( M^+ = \{ m \in M \mid mK_U m^{-1} \subseteq K_U \} \) and put \( P^+ = K_U M^+ \). Let \( f : P^+ \to M^+ \) be the canonical projection with kernel \( K_U \).

It is obvious that \( f^{-1}(m) = K_U m \), for all \( m \in M^+ \), and hence \( V_{K_U} \cong L^0_{K_U}(V) \) as smooth \( M^+ \)-representations, for all \( V \in \text{Rep}_k(P^+) \).

However, for \( m := \text{diag}(p, 1) \in M^+ \), we have \( K_U m \not\subseteq mK_U \). Therefore \( H^0(K_U, V) \) is not stable under the \( M^+ \)-action and \( \text{ev}_1 : \Pi_{K_U}(V) \to H^0(K_U, V) \) is not surjective. We remark that \( H^0(K_U, V) \) can be endowed with a “Hecke action”, cf. [12, Lem. 3.1.4], making it a smooth \( M^+ \)-representation.

2.2.3 Symmetric monoidal structure

Given \( V, W \) in \( \text{Rep}_k(S) \), we let \( S \) act diagonally on the tensor product \( \otimes_k V \); this is again a smooth representation. Therefore, \( \text{Rep}_k(S) \) carries the structure of a symmetric monoidal category, where the \( \otimes \)-unit is given by the trivial representation \( k \).

Proposition 2.2.17 The symmetric monoidal category \( \text{Rep}_k(S) \) is closed, that is, for each \( V \) in \( \text{Rep}_k(S) \) the functor

\[
- \otimes_k V : \text{Rep}_k(S) \to \text{Rep}_k(S)
\]

admits a right adjoint \( \text{hom}_{\text{Rep}_k(S)}(V, -) : \text{Rep}_k(S) \to \text{Rep}_k(S) \). Moreover, there is a natural \( S \)-equivariant isomorphism

\[
\text{hom}_{\text{Rep}_k(S)}(U \otimes_k V, W) \cong \text{hom}_{\text{Rep}_k(S)}(U, \text{hom}_{\text{Rep}_k(S)}(V, W)) .
\]

Proof Let \( V, W \in \text{Rep}_k(S) \). We let \( S \) act diagonally on \( k[S] \otimes_k V \) and then on the \( k \)-vector space \( \text{Hom}_{k[S]}(k[S] \otimes_k V, W) \) via \((sf)(s' \otimes v) := f(s's \otimes v)\). One easily verifies that the maps

\[
\varphi \quad \xmapsto \quad [u \mapsto [s \otimes v \mapsto \varphi(su \otimes v)]]
\]

are natural and inverse to each other. Hence, \( \text{hom}_{\text{Rep}_k(S)}(V, -) := \text{Hom}_{k[S]}(k[S] \otimes_k V, -)^{\text{sm}} \) is right adjoint to \(- \otimes_k V \). Let \( X, U, V, W \in \text{Rep}_k(S) \). Now, there are natural bijections

\[
\text{Hom}_{\text{Rep}_k(S)}(X, \text{hom}_{\text{Rep}_k(S)}(U \otimes_k V, W)) \cong \text{Hom}_{\text{Rep}_k(S)}(X \otimes_k U \otimes_k V, W) \cong \text{Hom}_{\text{Rep}_k(S)}(X \otimes_k U, \text{hom}_{\text{Rep}_k(S)}(V, W)) \cong \text{Hom}_{\text{Rep}_k(S)}(X, \text{hom}_{\text{Rep}_k(S)}(U, \text{hom}_{\text{Rep}_k(S)}(V, W))).
\]

The last claim follows from this together with the Yoneda lemma.

Remark 2.2.18 If \( S \) is a group, the right adjoint of \(- \otimes_k V \) has a more familiar description: The map \( \sigma : k[S] \otimes_k V \to k[S] \otimes_k V, s \otimes v \mapsto s \otimes s^{-1} v \) is an isomorphism of \( k[S] \)-modules.
if we let $S$ act diagonally on the left hand side and on the first factor on the right hand side. There is a natural $k[S]$-linear isomorphism
\[
\text{Hom}_k(V, W) \cong \text{Hom}_{k[S]}(k[S] \otimes_k V, W) \xrightarrow{\sigma^*} \text{Hom}_{k[S]}(k[S] \otimes_k V, W)
\]
if we let $S$ act on the left hand side via $(sf)(v) = s \cdot f(s^{-1}v)$. Therefore, the right adjoint of $\otimes_k V$ is in this case given by $\text{Hom}_k(V, -)^{\text{sm}}$.

2.3 The derived category

2.3.1 Derived functors

Let $S$ be a locally profinite monoid. We denote by $C(S)$ the category of unbounded cochain complexes of smooth $S$-representations and by $K(S)$ its homotopy category. Then $K(S)$ carries the structure of a triangulated category [24, Prop. 11.2.8]. We denote by $D(S) := D(\text{Rep}_k(S))$ the derived category of unbounded complexes in $\text{Rep}_k(S)$. It arises from $K(S)$ by localization at the class of quasi-isomorphisms [24, §13.1]. Note that $D(S)$ inherits the structure of a triangulated category from $K(S)$ such that the localization functor $q : K(S) \rightarrow D(S)$ is triangulated. The shift of a complex $C$ (in $K(S)$ or $D(S)$) will be denoted $C[1]$, defined by $(C[1])^n := C^{n+1}$ and with differential $d_{C[1]} = -d_C$. We recall the most important properties of $D(S)$, which are summarized in [24, Thm. 14.3.1]. The derived category $D(S)$ admits infinite direct sums, and they can be computed on complexes. By the main result of [39, Thm. 3.13] or by [24, Cor. 14.1.8] every complex $X$ in $K(S)$ admits a quasi-isomorphism $X \xrightarrow{\text{qis}} I$ into a K-injective complex $I$. (Recall that a complex $J$ in $K(S)$ is called $K$-injective if $\text{Hom}_{K(S)}(Y, J) = 0$ for all acyclic complexes $Y$. This amounts to saying that $q$ admits a fully faithful triangulated right adjoint
\[
i : D(S) \rightarrow K(S)
\]
which identifies $D(S)$ with the full subcategory of $K(S)$ consisting of $K$-injective complexes. In particular, $D(S)$ is locally small. It also follows that right derived functors always exist:

Proposition 2.3.1 Let $\mathcal{A}$ be an abelian category and $F : \text{Rep}_k(S) \rightarrow \mathcal{A}$ a left exact functor. A right derived functor $R\ F : D(S) \rightarrow D(\mathcal{A})$ exists and is given by the composition
\[
R\ F : D(S) \xrightarrow{i} K(S) \xrightarrow{K(F)} K(\mathcal{A}) \xrightarrow{q_{\mathcal{A}}} D(\mathcal{A}),
\]
where $q_{\mathcal{A}}$ denotes the localization functor and $K(F)$ the natural extension of $F$ to the homotopy categories.

Notation 2.3.2 If $F : \text{Rep}_k(S) \rightarrow \mathcal{A}$ happens to be exact, we simply write $F : D(S) \rightarrow D(\mathcal{A})$ for the right derived functor of $F$. This is justified by the fact that in this case the right adjoint can be computed by applying $F$ termwise to the complex.

Here is a useful and well-known lemma:
Lemma 2.3.3 Let \( L : \mathcal{A} \to \mathcal{B} \) be an exact functor between abelian categories admitting a right adjoint \( R \).

(a) \( K(R) : K(\mathcal{B}) \to K(\mathcal{A}) \) preserves \( K \)-injective complexes.

(b) Assume moreover that the localization functors \( q_{\mathcal{A}} : K(\mathcal{A}) \to D(\mathcal{A}) \) and \( q_{\mathcal{B}} : K(\mathcal{B}) \to D(\mathcal{B}) \) admit right adjoints \( i_{\mathcal{A}} \) and \( i_{\mathcal{B}} \), respectively. Then there is a natural isomorphism

\[
K(R) i_{\mathcal{B}} \cong i_{\mathcal{A}} RR \text{ of functors } D(\mathcal{B}) \to K(\mathcal{A}).
\]

(c) Under the hypotheses of (b), the functor \( RR \) is a right adjoint of \( L : D(\mathcal{A}) \to D(\mathcal{B}) \).

Proof Note that \( L \dashv R \) extends to an adjunction \( K(L) \dashv K(R) \). Let \( I \in K(\mathcal{B}) \) be \( K \)-injective and \( Y \in K(\mathcal{A}) \) an acyclic complex. Then \( K(L)(Y) \) is acyclic and hence

\[
\text{Hom}_{K(\mathcal{B})}(Y, K(R)(I)) \cong \text{Hom}_{K(\mathcal{A})}(K(L)(Y), I) = 0.
\]

This proves (a).

We now prove (b). Note that the unit \( \text{id}_{K(\mathcal{A})} \Rightarrow i_{\mathcal{A}} q_{\mathcal{A}} \) is an isomorphism on the \( K \)-injective complexes. Since \( K(R) \) preserves \( K \)-injective complexes, it follows that the map \( K(R) i_{\mathcal{B}} \Rightarrow i_{\mathcal{A}} q_{\mathcal{A}} K(R) i_{\mathcal{B}} = i_{\mathcal{A}} RR \) is an isomorphism.

For (c), note that \( K(R) \) is right adjoint to \( K(L) : K(\mathcal{A}) \to K(\mathcal{B}) \). There are natural bijections

\[
\text{Hom}_{D(\mathcal{A})}(q_{\mathcal{A}} X, RRY) \cong \text{Hom}_{K(\mathcal{A})}(X, i_{\mathcal{A}} RRY)
\]

\[
\cong \text{Hom}_{K(\mathcal{B})}(X, K(R) i_{\mathcal{B}} Y)
\]

(by (b))

\[
\cong \text{Hom}_{K(\mathcal{B})}(K(L) X, i_{\mathcal{B}} Y)
\]

\[
\cong \text{Hom}_{D(\mathcal{B})}(q_{\mathcal{B}} K(L) X, Y)
\]

\[
\cong \text{Hom}_{D(\mathcal{B})}(L q_{\mathcal{B}} X, Y)
\]

for all \( X \in K(\mathcal{A}) \) and \( Y \in D(\mathcal{B}) \). This implies (c). \( \square \)

Example 2.3.4 Let \( K \subseteq S \) be an open subgroup.

(a) The functor \( \text{Hom}_{\text{Rep}_K}(I, -) : \text{Rep}_k(K) \to \text{Vect}_k \) is canonically isomorphic to \( H^0(K, -) \). This extends to a natural isomorphism \( \text{Hom}^\bullet_{\text{Rep}_k(K)}(I, -) \cong K(H^0(K, -)) \) of functors \( K(K) \to K(\text{Vect}_k) \), which induces a natural isomorphism

\[
R\text{Hom}_{\text{Rep}_k(K)}(I, -) \cong R H^0(K, -)
\]

of functors \( D(K) \to D(k) \).

(b) The functor \( H^0(K, -) \text{Res}_K^S : \text{Rep}_k(S) \to \text{Vect}_k \) of \( K \)-invariants is left exact and hence admits a right derived functor \( R(\text{H}^0(K, -) \text{Res}_K^S) : D(S) \to D(k) \). We observe that he diagram

\[
\begin{array}{ccc}
D(S) & \to & D(K) \\
\downarrow & & \downarrow \\
R(\text{H}^0(K, -) \text{Res}_K^S) & \to & R H^0(K, -)
\end{array}
\]

commutes. Indeed, since \( K \subseteq S \) is a subgroup, \( \text{Res}_K^S \) admits an \textit{exact} left adjoint \( \text{ind}_K^S \) (Lemma 2.2.9). By Lemma 2.3.3 we have

\[
R H^0(K, -) \text{Res}_K^S = q H^0(K, -) i \text{Res}_K^S \cong q H^0(K, -) \text{Res}_K^S i = R(\text{H}^0(K, -) \text{Res}_K^S).
\]

For this reason, we often allow ourselves to omit \( \text{Res}_K^S \) when it does not lead to confusion.
Recall that, by definition, every smooth \( S \)-representation \( V \) satisfies \( V = \lim_{\rightarrow K} \text{HomRep}_k(K)(1, V) \), where \( K \) runs through the compact open subgroups of \( S \). This property continues to hold on the level of derived categories as well as the following proposition makes precise.

**Proposition 2.3.5** Let \( X \in D(S) \). There exists a natural isomorphism

\[
\lim_{\rightarrow K \leq S} \text{RHomRep}_k(K)(1, \text{Res}_K^S X) \cong \text{Res}^S_1 X \quad \text{in } D(k). \tag{2.3.6}
\]

**Proof** Since taking filtered colimits is exact in \( \text{Vect}_k \), the maps

\[
\lim_{\rightarrow K \leq S} \text{RHomRep}_k(K)(1, \text{Res}_K^S X) \cong \lim_{\rightarrow K \leq S} \text{RHom}_0(K, X)
\]

\[
\cong \lim_{\rightarrow K \leq S} \text{qH}_0(K, i X)
\]

\[
\cong \text{qRes}_1^S i X
\]

\[
\cong \text{Res}_1^S X
\]

are natural isomorphisms. \( \square \)

**Remark 2.3.7** If \( S \) is a locally profinite group, one can make sense of the left hand side of (2.3.6) even as an object of \( D(S) \) and show that there is a natural isomorphism

\[
\lim_{\rightarrow K \leq S} \text{RHomRep}_k(K)(1, \text{Res}_K^S X) \cong X \quad \text{in } D(S).
\]

### 2.3.2 Brown representability

We will now formulate the Brown representability theorems. We make the assumption that \( S \) is a \( p \)-adic monoid and \( k \) has characteristic \( p \). Then \( S \) admits a compact open subgroup \( K \) which carries the structure of a \( p \)-adic Lie group of dimension, say, \( d \). Replacing \( K \) by an open subgroup, we may even assume that \( K \) is torsion-free. Then \( K \) is a Poincaré group by [40, Cor. (1)] and [27, V.2.5.8]. In particular, the cohomology groups \( H^i(K, k) \) are finite-dimensional, and \( H^i(K, \_ ) = 0 \) provided \( i > d \).

**Proposition 2.3.8** Let \( S \) be a \( p \)-adic monoid and let \( K \subseteq S \) be a torsion-free compact open subgroup. Then \( D(S) \) is compactly generated by \( \text{ind}_K^S 1 \).

**Proof** This is precisely [37, Prop. 6] in the case where \( S \) is a \( p \)-adic Lie group, and the proof is general. We only have to observe that \( \text{ind}_K^S \) is an exact functor, since \( K \) is a group, and hence the adjunction \( \text{ind}_K^S \dashv \text{Res}_K^S \) (Lemma 2.2.9) extends to the derived categories. \( \square \)

**Theorem 2.3.9** (Brown representability) Denote by \( \text{Ab} \) the category of abelian groups.
Let $H : D(S)^{\text{op}} \to (\text{Ab})$ be a cohomological functor commuting with small products. Then $H$ is representable, that is, there exists an object $X \in D(S)$ and a natural isomorphism $\text{Hom}_{D(S)}(-, X) \cong H$. In particular, $D(S)$ admits small products.

Let $H : D(S) \to (\text{Ab})$ be a cohomological functor commuting with small direct sums. Then $H$ is corepresentable, that is, there exists an object $X \in D(S)$ and a natural isomorphism $\text{Hom}_{D(S)}(X, -) \cong H$.

**Proof** See [32, Thm. 8.3.3] or [26, Thm. A] for (a) and [26, Thm. B] for (b).

The following corollary is a standard application of Brown representability.

**Corollary 2.3.10** Let $\mathcal{C}$ be a triangulated category and $F : D(S) \to \mathcal{C}$ a triangulated functor.

(a) $F$ admits a triangulated right adjoint if and only if $F$ commutes with small direct sums.

(b) $F$ admits a triangulated left adjoint if and only if $F$ commutes with small products.

**Proof** We only prove (b) and leave (a) as an exercise. It is clear that $F$ commutes with small products if $F$ admits a left adjoint (see Proposition 2.1.7).

Conversely, if $F$ commutes with small products, the functor $\text{Hom}_{\mathcal{C}}(X, F(-)) : D(S) \to (\text{Ab})$ is cohomological and commutes with small products. By Theorem 2.3.9 this functor is representable. From Theorem 2.1.6 it follows that $F$ admits a left adjoint, which, by [32, Lem. 5.3.6], is even triangulated.

### 2.3.3 Tensor triangulated structure

The category $D(S)$ carries the structure of a closed symmetric monoidal category, which was introduced and investigated in [38] when $S$ is a group. The tensor product of cochain complexes endows the triangulated category $K(S)$ with a symmetric monoidal structure. The $\otimes$-unit is given by $1 := k[0]$, that is, $k$ viewed as a complex concentrated in degree 0. Since, for any $X, Y \in K(S)$, the complex $X \otimes_k Y$ is acyclic whenever either $X$ or $Y$ is acyclic, the induced symmetric monoidal structure on $D(S)$ is again given by $- \otimes_k -$.

**Proposition 2.3.11** The symmetric monoidal category $D(S)$ is closed.

**Proof** Let $X \in D(S)$. Then $- \otimes_k X$ is a triangulated functor commuting with small direct sums. By Corollary 2.3.10(a), it admits a right adjoint.

**Remark 2.3.12** The internal Hom objects in $D(S)$ are explicitly given as follows: Let $X, Y \in C(S)$ be complexes and define a new complex $\text{Hom}(X, Y)$ in $C(S)$ by

$$\text{Hom}^n(X, Y) := \left( \prod_{i \in \mathbb{Z}} \text{Hom}_{k[S]}(k[S] \otimes_k X^i, Y^{i+n}) \right)^{\text{sm}},$$

with differential $(df)^i = d_Y^{n+i} \circ f^i - (-1)^n f^{i+1} \circ (1 \otimes d_X^i)$, for $f \in \text{Hom}^n(X, Y)$; here, $S$ acts diagonally on $k[S] \otimes_k X^i$. This yields a $k$-linear bifunctor $\text{Hom} : C(S)^{\text{op}} \times C(S) \to C(S).$ \hspace{1cm} (2.3.13)

---

3 This means that $H$ sends small direct sums in $D(S)$ to products in $(\text{Ab})$. 

 Springer
A direct computation shows

\[ H^0(\text{Hom}(X, Y)) \cong \lim_{S' \leq S \text{ open}} \text{Hom}_{K(S)}(k[S/S'] \otimes_k X, Y). \]  

(2.3.14)

As in the proof of Proposition 2.2.17 one constructs a natural isomorphism

\[ \text{Hom}(X \otimes_k Y, Z) \cong \text{Hom}(X, \text{Hom}(Y, Z)). \]

Taking cohomology and then \(S\)-invariants yields a natural isomorphism

\[ \text{Hom}_{K(S)}(X \otimes_k Y, Z) \cong \text{Hom}_{K(S)}(X, \text{Hom}(Y, Z)). \]

This has the following immediate consequences:

(i) The bifunctor (2.3.13) descends to a bifunctor \( \text{Hom} : K(S)^{\text{op}} \times K(S) \to K(S) \) making \( K(S) \) a closed symmetric monoidal category.

(ii) As a right adjoint of \( - \otimes_k Y \), the functor \( \text{Hom}(Y, -) \) is triangulated, by [32, Lem. 5.3.6]. It is also true that \( \underline{\text{Hom}}(-, Y) \) preserves distinguished triangles, cf. [24, Prop. 11.6.4.(ii)].

(iii) If \( Z \) is \( K \)-injective, then the complex \( \underline{\text{Hom}}(Y, Z) \) again is \( K \)-injective.

(iv) If \( Z \) is \( K \)-injective and \( Y \) is acyclic, then \( \text{Hom}(Y, Z) \) is contractible and, in particular, acyclic. Consequently, \( \underline{\text{Hom}}(-, Z) \) preserves quasi-isomorphisms.

The last property shows that the right derived functor

\[ R \text{Hom} : D(S)^{\text{op}} \times D(S) \to D(S) \]

exists and is computed by \( R \text{Hom}(X, Y) \cong \underline{\text{Hom}}(X, iY) \). Using (iii) above, one shows that there is a natural isomorphism

\[ \text{Hom}_{D(S)}(X \otimes_k Y, Z) \cong \text{Hom}_{D(S)}(X, R \underline{\text{Hom}}(Y, Z)). \]

Therefore, \( R \text{Hom}(Y, -) \) is the right adjoint of \( - \otimes_k Y \). Moreover, (2.3.14), applied to \( iY \), shows that there is a natural isomorphism

\[ H^0(R \text{Hom}(X, Y)) \cong \lim_{S' \leq S \text{ open}} \text{Hom}_{D(S)}(k[S/S'], \otimes_k X, Y). \]

If, in addition, \( S \) is a group, then Remark 2.2.18 implies that there is a natural isomorphism

\[ H^0(R \underline{\text{Hom}}(X, Y)) \cong \lim_{S' \leq S \text{ open}} \text{Hom}_{D(S')} (X, Y). \]  

(2.3.15)

**Notation 2.3.16** Given \( X \in D(S) \), we denote the right adjoint of \( - \otimes_k X \) by \( \text{hom}_{D(S)}(X, -) \) or just \( \text{hom}(X, -) \) if the category is clear from the context.

We call \( X^\vee := \text{hom}(X, 1) \) the *dual* of \( X \) in \( D(S) \).

**Warning 2.3.17** The internal Hom complex \( \text{hom}_{D(S)}(X, Y) \in D(S) \) should not be confused with the RHom complex \( R\text{Hom}_{\text{Rep}_k(S)}(X, Y) \), which is only an object of \( D(k) \). In general, there is the relation

\[ R H^0(S, -) \circ \text{hom}_{D(S)}(X, Y) \cong R \text{Hom}_{\text{Rep}_k(S)}(X, Y), \]

(2.3.18)

which follows from (iii) above, i.e., the fact that \( \underline{\text{Hom}}(X, -) \) preserves \( K \)-injective complexes.
2.3.4 Rigidly-compact generation

Let $K$ be a compact torsion-free $p$-adic Lie group and $k$ a field of characteristic $p$. The next crucial observation allows us to appeal to the results of [1].

**Proposition 2.3.19** The category $D(K)$ is rigidly-compactly generated.

**Proof** We know from Proposition 2.3.8 that $D(K)$ is compactly generated by $1$. It remains to show that the set of compact objects coincides with the set of rigid objects. Recall that $X \in D(K)$ is called compact if for every family $\{Y_i\}_{i \in I}$ in $D(K)$ the natural map

$$\bigoplus_{i \in I} \text{Hom}_{D(K)}(X, Y_i) \longrightarrow \text{Hom}_{D(K)}\left(X, \bigoplus_{i \in I} Y_i\right)$$

is bijective. Recall also that $X$ is called rigid if for all $Y \in D(K)$ the natural map

$$X^\vee \otimes_k Y \longrightarrow \text{hom}(X, Y)$$

is an isomorphism in $D(K)$. Since $1$ is compact and $\text{Hom}_{D(K)}(1, \text{hom}(X, Y)) = \text{Hom}_{D(K)}(X, Y)$, it is immediate that rigid objects are compact. For the converse, it is easy to see that $1$ is rigid and that the strictly full subcategory of rigid objects is triangulated and closed under direct summands (closure under direct summands can either be checked directly or by observing that split idempotents are absolute equalizers [5, Prop. 6.5.4]). Therefore, the strictly full, thick, triangulated subcategory $\langle 1 \rangle$ generated by $1$ consists of rigid objects. Now, [31, Lem. 2.2] shows that $\langle 1 \rangle$ consists of all the compact objects in $D(K)$. $\square$

2.3.5 Spectral sequences

Lacking a good reference, we explain how to construct spectral sequences using the canonical $t$-structure on $D(\mathcal{A})$, for $\mathcal{A}$ an abelian category. Everything in this paragraph is well-known and holds in much greater generality, cf. [28, 1.2.2].

Our main reference is [4, 3.2], which constructs spectral sequences from filtered complexes. Our treatment is very similar, yet not the same, and so we refer to loc. cit. for the proofs, which apply verbatim in our case if the notation is reinterpreted accordingly.

First, let us recall the canonical $t$-structure on $D(\mathcal{A})$, for an abelian category $\mathcal{A}$. Given a cochain complex $(C, \{d^i\}) \in C(\mathcal{A})$, the truncated complexes $\tau^{\leq n} C$ and $\tau^{\geq n} C$ in $C(\mathcal{A})$ are defined by

$$\tau^{\leq n} C : \cdots \longrightarrow C^{n-2} \overset{d^{n-2}}{\longrightarrow} C^{n-1} \overset{d^{n-1}}{\longrightarrow} \text{Ker}(d^n) \longrightarrow 0 \longrightarrow \cdots$$

and

$$\tau^{\geq n} C : \cdots \longrightarrow 0 \longrightarrow \text{Coker}(d^{n-1}) \overset{d^n}{\longrightarrow} C^{n+1} \overset{d^{n+1}}{\longrightarrow} C^{n+2} \overset{d^{n+2}}{\longrightarrow} \cdots$$

The truncation functors $\tau^{\leq n}$ and $\tau^{\geq n}$ preserve quasi-isomorphisms and hence give rise to truncation functors on $D(\mathcal{A})$. For each complex $C$ there is a distinguished triangle

$$\tau^{\leq n} C \longrightarrow C \longrightarrow \tau^{\geq n+1} C \overset{+}{\longrightarrow}$$

in $D(\mathcal{A})$, and we have $\text{Hom}_{D(\mathcal{A})}(\tau^{\leq n} C, \tau^{\geq n+1} D) = 0$, for all $C, D \in D(\mathcal{A})$, $n \in \mathbb{Z}$. This defines the canonical $t$-structure on $D(\mathcal{A})$. Note also that

$$H^n(C)[−n] \cong \tau^{\leq n} \tau^{\geq n} C \cong \tau^{\geq n} \tau^{\leq n} C, \quad \text{for each } C \in D(\mathcal{A}).$$
Let \( F \) be the way-out in both directions (e.g., left t-exact) and \( X \) is left bounded;  
- \( F \) is way-out right (e.g., left t-exact) and \( X \) is left bounded;  
- \( F \) is bounded.

Then there exists a convergent spectral sequence

\[
E_2^{i,j} = (H^i F)(H^{-j}(X)) \Rightarrow H^{i+j}(FX).
\]

(b) Let \( F : D(\mathcal{A})^{op} \rightarrow D(\mathcal{B}) \) be a triangulated functor. Assume that one of the following properties is satisfied:

- \( F \) is way-out right and \( X \) is right bounded;
- \( F \) is way-out in both directions;
- \( X \) is bounded.

Then there exists a convergent spectral sequence

\[
E_2^{i,j} = (H^i F)(H^{-j}(X)) \Rightarrow H^{i+j}(FX).
\]

Proof

The following construction is adapted from [4, §3.2] although we use slightly different notation. We refer to loc. cit. for details about the proofs.

(a) Put \( X(r) := \tau_{<r} X \) for each \( r \in \mathbb{Z} \). Given \( s \geq r \), we define \( X(r, s) \) by the distinguished triangle \( X(s) \rightarrow X(r) \rightarrow X(r, s) \xrightarrow{+} \) in \( D(\mathcal{A}) \); note that \( X(r, r + 1) \cong H^{-r}(X)[r] \). Applying \( F \), we obtain a distinguished triangle

\[
FX(s) \rightarrow FX(r) \rightarrow FX(r, s) \xrightarrow{+} \text{ in } D(\mathcal{B}).
\]

For \( s = r + 1 \) we contemplate the induced long exact sequence in cohomology

\[
\cdots \rightarrow H^n(FX(r + 1)) \xrightarrow{i_1} H^n(FX(r)) \xrightarrow{j_1} H^n(FX(r, r + 1)) \xrightarrow{k_1} H^{n+1}(FX(r + 1)) \rightarrow \cdots.
\]

Define \( D_1^{r+s} := H^{r+s}(FX(r)) \) and \( E_1^{r+s} := H^{r+s}(FX(r, r + 1)) \), for all \( r, s \in \mathbb{Z} \). We obtain an exact couple

\[
D_1^{r,s} \xrightarrow{i_1} D_1^{r,s} \xleftarrow{k_1} E_1^{r,s},
\]

that is, we have \( \text{Im}(i_1) = \text{Ker}(j_1) \), \( \text{Im}(j_1) = \text{Ker}(k_1) \), and \( \text{Im}(k_1) = \text{Ker}(i_1) \). We denote by \( d_1 = j_1 \circ k_1 : E_1^{r,s} \rightarrow E_1^{r+1,s} \) the associated differential. Taking derived couples yields a spectral sequence \( \{(E_n, d_n)\}_{n \geq 1} \).

For each \( n \geq 1 \) we put

\[
Z_n^{r,s} := \text{Im}(H^{r+s}(FX(r, r + n)) \rightarrow H^{r+s}(FX(r, r + 1))),
\]
and
\[ B_{r,s}^n := \text{Ker}(H^{r+s}(F X(r, r + 1)) \rightarrow H^{r+s}(F X(r - n + 1, r + 1))) \]
and then \( Z_{r,s}^n := \bigcap_n Z_{r,s}^n, B_{r,s}^\infty := \bigcup_n B_{r,s}^n. \) Now, \([4, \text{Prop. 3.2.4}]\) shows \( E_{r,s}^n = Z_{r,s}^n / B_{r,s}^n. \) Put \( E_{r,s}^\infty := Z_{r,s}^\infty / B_{r,s}^\infty. \) We define a descending filtration on \( H^{r+s}(F X) \) by
\[ \mathcal{F}il^r H^{r+s}(F X) := \text{Im}(H^{r+s}(F X(r)) \rightarrow H^{r+s}(F X)). \]
We now verify that \( ((E_{r,s}^n, d_n))_n \) is biregular, that is:

(i) For all \( r, s \in \mathbb{Z} \) there exists \( n \gg 0 \) such that \( Z_{r,s}^n = Z_{r,s}^\infty \) and \( B_{r,s}^n = B_{r,s}^\infty. \)
(ii) For all \( m \in \mathbb{Z} \), we have \( \mathcal{F}il^r H^m(F X) = 0, \) for \( r \gg 0, \) and \( \mathcal{F}il^r H^m(F X) = H^m(F X), \) for \( r \ll 0. \)

It then follows that the spectral sequence converges to \( H^*(F X). \)

- If \( X \) is left bounded, then we have \( Z_{r,s}^n = Z_{r,s}^\infty, \) for \( n \gg 0, \) and \( \mathcal{F}il^r H^m(F X) = 0, \) for fixed \( m \in \mathbb{Z} \) and all \( r \gg 0. \) Indeed, there exists \( n \gg 0 \) such that \( X(r + n) = 0. \) From the distinguished triangle \( X(r + n) \rightarrow X(r) \rightarrow X(r + n + 1) \) we deduce \( X(r) \cong X(r, r + n). \) This implies \( H^{r+s}(F X(r, r + n)) \cong H^{r+s}(F X(r)) \) and hence \( Z_{r,s}^n = Z_{r,s}^\infty, \) for \( n \gg 0. \) Moreover, for all \( r \gg 0, \) we have \( X(r) = 0 \) and hence \( H^m(F X(r)) = 0, \) that is, \( \mathcal{F}il^r H^m(F X(r)) = 0, \) for \( r \gg 0. \)

- If \( X \) is right bounded, then we have \( B_{r,s}^n = B_{r,s}^\infty, \) for \( n \gg 0, \) and \( \mathcal{F}il^r H^m(F X) = H^m(F X), \) for fixed \( m \in \mathbb{Z} \) and all \( r \ll 0. \) Indeed, there exists \( n \gg 0 \) such that \( X(r - n + 1) \cong X(r - n' + 1), \) for all \( n' \geq n. \) This implies \( H^{r+s}(F X(r - n' + 1, r + 1)) \cong H^{r+s}(F X(r - n + 1, r + 1)) \) and hence \( B_{r,s}^n = B_{r,s}^\infty. \) Moreover, for all \( r \gg 0 \) we have \( X(r) = X(r - n') \) and hence \( \mathcal{F}il^r H^m(F X) = H^m(F X). \)

- If \( F \) is way-out right, then we have \( B_{r,s}^n = B_{r,s}^\infty, \) for \( n \gg r + s, \) and \( \mathcal{F}il^r H^m(F X) = H^m(F X), \) for all \( r \ll -m. \) Indeed, we have \( H^{r+s}(F X(r - n' + 1, r - n + 1)) = 0 \) whenever \( n' \geq n \gg r + s. \) Hence, from the distinguished triangle
\[ FX(r - n' + 1, r + 1) \rightarrow FX(r - n + 1, r + 1) \rightarrow FX(r - n + 1, r - n' + 1) \rightarrow, \]
we deduce an isomorphism
\[ H^{r+s}(F X(r - n + 1, r + 1)) \cong H^{r+s}(F X(r - n' + 1, r + 1)), \]
which shows \( B_{r,s}^n = B_{r,s}^\infty. \) Similarly, we have \( H^m(F X(r)) \cong H^m(F X), \) whenever \( r \ll -m, \) and hence \( \mathcal{F}il^r H^m(F X) = H^m(F X). \)

- If \( F \) is way-out left, then we have \( Z_{r,s}^n = Z_{r,s}^\infty, \) for all \( n \gg -2r - s, \) and \( \mathcal{F}il^r H^m(F X) = 0, \) for \( r \gg -m. \) Indeed, we have \( H^{r+s}(F X(r + n, r + n')) = 0 \) whenever \( n' \geq n \gg -2r - s. \) From the distinguished triangle
\[ FX(r + n, r + n') \rightarrow FX(r, r + n') \rightarrow FX(r, r + n) \rightarrow, \]
we deduce an isomorphism \( H^{r+s}(F X(r, r + n')) \cong H^{r+s}(F X(r, r + n)), \) which shows \( Z_{r,s}^n = Z_{r,s}^\infty. \) Moreover, for \( r \gg -m \) we have \( H^m(F X(r)) = 0, \) so that \( \mathcal{F}il^r H^m(F X) = 0. \)

By \([4, \text{Thm. 3.2.9}]\) we have
\[ \mathcal{F}il^r H^{r+s}(F X) / \mathcal{F}il^{r+1} H^{r+s}(F X) \cong E_{\infty}^{r,s}. \]
Therefore, the spectral sequence indeed computes $H^*(FX)$. Note that

$$E_1^{r,s} = H^{r+s}(FX(r, r+1)) = (H^{r+s}F)(H^{-r}(X)[r]) = (H^{2r+s}F)(H^{-r}(X)).$$

Hence, reindexing $(i, j):=(2r + s, -r)$ yields the desired spectral sequence $E_2^{i,j} = E_1^{i,s} = (H^i F)(H^{-j}(X)) \Rightarrow H^{i+j}(FX)$.

(b) Of course, this follows by duality from (a), but let us nevertheless give the construction in this case. Put $X(r) := r^{-r}X$ for each $r \in \mathbb{Z}$. Given $r \leq s$, we have a distinguished triangle $X(r, s) \rightarrow X(r) \rightarrow X(s) \rightarrow$ in $D(\mathcal{A})$; note that $X(r, r+1) \cong H^r(X)[-r]$. Applying $F$, we obtain a distinguished triangle

$$FX(s) \rightarrow FX(r) \rightarrow FX(r, s) \rightarrow$$

in $D(\mathcal{B})$.

Put $D_1^{r,s} := H^{r+s}(FX(r))$ and $E_1^{r,s} := H^{r+s}(FX(r, r+1))$. As in (a) this gives rise to a spectral sequence $\{E_n\}$ which converges to $H^*(FX)$. We compute

$$E_1^{r,s} = H^{r+s}(FX(r, r+1)) = (H^{r+s}F)(H^r(X)[-r]) = (H^{2r+s}F)(H^r(X)).$$

Again, reindexing $(i, j):=(2r + s, -r)$ yields the desired spectral sequence $E_2^{i,j} = E_1^{i,s} = (H^i F)(H^{-j}(X)) \Rightarrow H^{i+j}(FX)$.

\[\square\]

3 The left adjoint of derived inflation

From now on, $k$ denotes a field of characteristic $p > 0$.

3.1 The compact case

Let $f : K_P \longrightarrow K_M$ be a surjective homomorphism of torsion-free, compact $p$-adic Lie groups with kernel $K_U$. Note that $f$ is automatically open as a surjection between profinite groups. Being torsion-free $p$-adic Lie groups, these groups are pro-$p$, and [40, Cor. (1)] combined with [27, V.2.5.8] shows that the groups $K_P$, $K_M$, and $K_U$ are Poincaré, cf. [41, Ch. I, §4.5]. Recall that a pro-$p$ group $K$ is called Poincaré of dimension $n$ if $H^i(K, \mathbb{F}_p)\neq 0$ is finite for all $i$, $\dim_{\mathbb{F}_p} H^0(K, \mathbb{F}_p) = 1$, and the cup-product $H^i(K, \mathbb{F}_p) \times H^{n-i}(K, \mathbb{F}_p) \longrightarrow H^0(K, \mathbb{F}_p)$ is a non-degenerate bilinear form.

Notation 3.1.1 If $K'_P \subseteq K_P$ is an open subgroup, we write $K'_M := f(K'_P)$ and $K'_U := K_U \cap K'_P$.

By Proposition 2.3.19 the categories $D(K_P)$ and $D(K_M)$ are rigidly-compactively generated. Note that inflation along $f$ yields an exact functor $\text{Inf}_{K_P}^{K_M} : \text{Rep}_k(K_M) \longrightarrow \text{Rep}_k(K_P)$ that is strictly monoidal, which means $\text{Inf}_{K_P}^{K_M}(1) = 1$ and $\text{Inf}_{K_P}^{K_M}(V \otimes_k W) \cong \text{Inf}_{K_P}^{K_M}(V) \otimes_k \text{Inf}_{K_P}^{K_M}(W)$, for all $V, W \in \text{Rep}_k(K_M)$. The right adjoint is given by the functor of invariants $H^0(K_U, -)$. For later use we record the following result:

$$\text{Inf}_{K_P}^{K_M} : D(K_M) \longrightarrow D(K_P)$$

with right adjoint $\text{RH}^0(K_U, -)$. For later use we record the following result:
Lemma 3.1.2 (Projection formula) The natural map
\[ X \otimes_k \text{RH}^0(K_U, Y) \xrightarrow{\sim} \text{RH}^0(K_U, \text{Inf}^{K_M}_{K_P}(X) \otimes_k Y) \]
is an isomorphism, for all \( X \in D(K_M) \) and \( Y \in D(K_P) \). In particular, \( X \otimes_k \text{RH}^0(K_U, 1) \xrightarrow{\sim} \text{RH}^0(K_U, \text{Inf}^{K_M}_{K_P}(X)), \) for all \( X \in D(K_M) \).

**Proof** This follows from \([1, 2.15. \text{Prop.}]\) together with Proposition 2.3.19. \( \square \)

Our goal in this section is to prove the existence of the left adjoint of \( \text{Inf}^{K_M}_{K_P} \) and to determine it explicitly. To start, we observe that \( \text{RH}^0(K_U, -) \) admits a right adjoint.

Lemma 3.1.3 The functor \( \text{RH}^0(K_U, -) : D(K_P) \rightarrow D(K_M) \) admits a right adjoint, denoted \( F^{K_M}_{K_P} \). More precisely, there is a natural isomorphism
\[ \text{RHomRep}_k(K_P)(X, F^{K_M}_{K_P}(Y)) \xrightarrow{\sim} \text{RHomRep}_k(K_M)(\text{RH}^0(K_U, X), Y) \]
in \( D(k) \), for all \( X \in D(K_P) \) and \( Y \in D(K_M) \).

Further, for each open subgroup \( K'_P \subseteq K_P \), the following diagram of functors commutes:

\[
\begin{array}{ccc}
D(K_M) & \xrightarrow{F^{K_M}_{K_P}} & D(K_P) \\
\downarrow_{\text{Res}^{K_M}_{K'_P}} & & \downarrow_{\text{Res}^{K_P}_{K'_P}} \\
D(K'_M) & \xrightarrow{F^{K_M}_{K_P}} & D(K'_P) \\
\end{array}
\]

**Proof** The functor \( \text{Inf}^{K_M}_{K_P} \) satisfies \([1, \text{Hyp. 1.2}]\) and hence \([1, \text{Cor. 2.14}]\) shows that the right adjoint \( F^{K_M}_{K_P} \) of \( \text{RH}^0(K_U, -) \) exists. Then \([1, (2.18)]\) shows that there is a natural isomorphism
\[ \text{RH}^0(K_U, \text{hom}_{D(K_P)}(X, F^{K_M}_{K_P}(Y))) \xrightarrow{\sim} \text{hom}_{D(K_M)}(\text{RH}^0(K_U, X), Y) \]
in \( D(K_M) \). Applying \( \text{RH}^0(K_M, -) \), and using \( \text{RH}^0(K_M, -) \circ \text{RH}^0(K_U, -) \equiv \text{RH}^0(K_P, -) \) and \((2.3.18)\), yields the isomorphism \((3.1.4)\).

Let now \( K'_P \subseteq K_P \) be an open subgroup. It is obvious that there is a natural isomorphism \( \text{Inf}^{K'_M}_{K'_P} \text{Res}^{K_M}_{K'_P} \approx \text{Res}^{K'_P}_{K'_P} \text{Inf}^{K'_M}_{K'_P} \). Passing to the right adjoints, see Example 2.1.13, yields a natural isomorphism \( \text{RH}^0(K_U, -) \text{Ind}^{K'_M}_{K'_P} \approx \text{Ind}^{K'_M}_{K'_P} \text{RH}^0(K_U', -) \). Since \( K'_P \subseteq K_P \) is open, the functor \( \text{Res}^{K_P}_{K'_P} \) is also right adjoint to \( \text{Ind}^{K'_M}_{K'_P} \). Similarly, \( \text{Res}^{K'_P}_{K'_P} \) is the right adjoint of \( \text{Ind}^{K'_M}_{K'_P} \).

Hence, passing to the right adjoints again yields a natural isomorphism \( F^{K'_M}_{K'_P} \text{Res}^{K'_P}_{K'_P} \approx \text{Res}^{K'_P}_{K'_P} F^{K'_M}_{K'_P} \). \( \square \)

Lemma 3.1.5 Let \( f' : K_M \rightarrow K_L \) be another surjective homomorphism of torsion-free \( p \)-adic Lie groups. Then the following diagram of functors commutes:

\[
\begin{array}{ccc}
D(K_L) & \xrightarrow{F^{K_L}_{K_M}} & D(K_M) \\
\downarrow_{F^{K_L}_{K_P}} & & \downarrow_{F^{K_M}_{K_P}} \\
D(K_P) & & \\
\end{array}
\]
Proof Clearly, we have a natural isomorphism $\text{Inf}_{K_P}^K \text{Inf}_{K_M}^K \cong \text{Inf}_{K_P}^K$. Passing to the right adjoints, cf. Example 2.1.13, yields an isomorphism $RH^0(\text{Ker}(f' \circ f), -) \cong RH^0(\text{Ker}(f'), -) \circ RH^0(\text{Ker}(f), -)$. The statement follows by passing to the right adjoints again. 

Proposition 3.1.6 The functor $RH^0(K_U, -): D(K_P) \to D(K_M)$ preserves compact objects.

Proof Since $K_U$ a Poincaré group, the object $RH^0(K_U, 1) \in D(K_M)$ is represented by a bounded complex with finite-dimensional cohomologies. Since $1 \in D(K_M)$ is compact by Proposition 2.3.8, and because the subcategory of compact objects is triangulated, it suffices to show that $RH^0(K_U, 1)$ is contained in the strictly full triangulated subcategory $\langle 1 \rangle$ of $D(K_M)$ generated by $1$. This follows from a standard argument which we recall for the benefit of the reader. Let $X \in D(K_M)$ be bounded with finite-dimensional cohomology groups. If there exist integers $a \leq b$ with $\tau^{\leq i} X \cong 0$ for $i < a$ and $\tau^{\geq i} X \cong 0$ for $i > b$. Then $\tau^{\geq b} X \cong H^b(X)[-b]$ is finite-dimensional and concentrated in degree $b$. We obtain a distinguished triangle $\tau^{\leq b-1} X \to X \to H^b(X)[-b] \to$. Hence, by induction on $b-a$ we are reduced to the case where $X$ is a finite-dimensional smooth $K_M$-representation concentrated in one degree, say $X \cong V[i]$. Then $H^0(K_M, V)$ non-zero (since $K_M$ is a proper group) and contained in $\langle 1 \rangle$, because $\langle 1 \rangle$ is closed under finite direct sums. By induction on $\dim_k V$ the quotient $V/H^0(K_M, V)$ is contained in $\langle 1 \rangle$. As $\langle 1 \rangle$ is triangulated and $H^0(K_M, V) \to V \to V/H^0(K_M, V) \to$ is a distinguished triangle in $D(K_M)$, it follows that $V$, hence also $X$, is contained in $\langle 1 \rangle$.

We draw two important consequences of Proposition 3.1.6, but first we make a definition.

Definition The object $\omega_{K_P} := F_{K_P}^K(1)$ in $D(K_P)$ is called the dualizing object.

Corollary 3.1.7 (Grothendieck duality) For all $X, Y \in D(K_M)$ there is a natural isomorphism

$$F_{K_P}^K(X) \otimes_k F_{K_P}^K(Y) \cong F_{K_P}^K(X \otimes_k Y).$$



In particular, we have a natural isomorphism $\omega_{K_P} \otimes_k F_{K_P}^K(Y) \cong F_{K_P}^K(Y)$.

Proof This follows from Proposition 3.1.6 and [1, 3.2. Prop.].

Corollary 3.1.8 The functor $\text{Inf}_{K_P}^K: D(K_M) \to D(K_P)$ preserves small products. In particular, it admits a left adjoint $L_{K_U}: D(K_P) \to D(K_M)$. Moreover, there is a natural isomorphism

$$RH^0(K_U, \omega_{K_P} \otimes_k -) \cong L_{K_U}. \tag{3.1.9}$$

Proof By Proposition 3.1.6 the adjunction $\text{Inf}_{K_P}^K \dashv RH^0(K_U, -)$ restricts to an adjunction on the full subcategories of compact objects $D(K_M)^c \subseteq D(K_M)$ and $D(K_P)^c \subseteq D(K_P)$. The argument in [1, Lem. 3.1] shows that the inflation functor $D(K_M)^c \to D(K_P)^c$ admits a left adjoint, and then [1, Lem. 2.6(b)] shows that $\text{Inf}_{K_P}^K$ preserves small products. By the Corollary 2.3.10.(b) to Brown representability it follows that the left adjoint $L_{K_U}$ exists. The isomorphism (3.1.9) is the ur-Wirthmüller isomorphism [1, (3.10)].

To finish our discussion of $L_{K_U}$ we determine the dualizing complex $\omega_{K_P}$ explicitly.

\[ \text{Springer} \]
**Proposition 3.1.10** One has $\omega_{K_P} \cong k[\dim K_U]$ in $D(K_P)$. In particular, $\omega_{K_P}$ is $\otimes$-invertible.

**Proof** We apply Lemma 3.1.5 to the surjection $f': K_M \rightarrow \{1\}$, and together with Corollary 3.1.7 we obtain isomorphisms

$$F_{K_P}^1(1) \cong F_{K_M}^1(F_{K_M}^1(1)) \cong \omega_{K_P} \otimes_k \text{Inf}_{K_P}^K(F_{K_M}^1(1)).$$

Hence, if we can show $F_{K_P}^1(1) \cong k[\dim K_P]$ and $F_{K_M}^1(1) \cong k[\dim K_M]$, the assertion follows from $\dim K_P = \dim K_M + \dim K_U$, cf. [10, 4.8 Thm.].

It remains to prove that $F_{K_P}^1(1) \cong k[\dim K]$ provided $K$ is a torsion-free $p$-adic Lie group. We have the following isomorphisms in $D(k)$:

$$\text{Res}_K^1 F_{K}^1(1) \cong \lim_{K' \leq K} \text{RHom}_{\text{Rep}_k(K')} (1, \text{Res}_K F_{K}^1(1)) \quad \text{(Proposition 2.3.5)}$$

$$\cong \lim_{K' \leq K} \text{RHom}_{\text{Rep}_k(K')} (1, F_{K'}^1(1)) \quad \text{(Lemma 3.1.3)}$$

$$\cong \lim_{K' \leq K} \text{RHom}_{\text{Vec}_k} (\text{RH}^0(K', 1), 1) \quad \text{(by (3.14)).}$$

Passing to the $i$-th cohomology yields isomorphisms

$$H^i(F_{K}^1(1)) \cong \lim_{K' \leq K} \text{Hom}_{D(k)}(\text{RH}^0(K', 1), 1[i])$$

$$\cong \lim_{K' \leq K} \text{Hom}_k(H^{-i}(K', 1), k).$$

Here, the transition maps are induced by the corestriction

$$\text{cores}: H^{-i}(K'', 1) \rightarrow H^{-i}(K', 1),$$

for $K'' \subseteq K'$. Now, (5) in the proof of [41, Ch. I, Prop. 30] implies $H^i(F_{K}^1(1)) = 0$ provided $i \neq - \dim K$. By (4) in the proof of loc. cit. the above corestriction maps are isomorphisms for $i = - \dim K$. Therefore, we have $F_{K}^1(1) \cong H^{\dim K} (K, 1)^*[\dim K]$. Since $H^{\dim K} (K, 1)$ is one-dimensional, it follows that $F_{K}^1(1) \cong \delta[\dim K]$, for some smooth character $\delta: K \rightarrow k^\times$. Since $K$ is a pro-$p$ group and $\text{char} k = p$, it follows that $\delta$ is the trivial character, which proves $F_{K}^1(1) \cong k[\dim K]$. \hfill \Box

**Corollary 3.1.11** Put $f^{(n)} := \omega_{K_P} \otimes_k \text{Inf}_{K_P}^K$ and $f(n) := \text{RH}^0(K_U, \omega_{K_P} \otimes_k -)$, for $n \in \mathbb{Z}$. There is an infinite chain of adjunctions

$$\cdots \rightarrow f^{(-1)} \rightarrow f(1) \rightarrow f(1) \rightarrow f(0) \rightarrow f(0) \rightarrow f(1) \rightarrow f(1) \rightarrow f(-1) \rightarrow \cdots$$

**3.2 The general case**

In this section we fix an open surjective morphism $f: S \rightarrow T$ of $p$-adic monoids with kernel $U$. The functor $\text{Inf}^T_S: D(T) \rightarrow D(S)$ is strictly monoidal and admits the right adjoint $R\Pi_U$, cf. Proposition 2.2.13 and Lemma 2.3.3.(c). The goal of this section is to show that $\text{Inf}^T_S$ also admits a left adjoint and study its properties. We make the following observation:

**Proposition 3.2.1** For all $X \in D(S)$ and $Y \in D(T)$ the natural map

$$\text{hom}_{D(T)}(Y, R\Pi_U(X)) \cong R\Pi_U(\text{hom}_{D(S)}(\text{Inf}^T_S Y, X))$$
is an isomorphism in $D(T)$.

**Proof** Let $W \in D(T)$. Since $\text{Inf}_S^T$ is strictly monoidal, the natural transformation

$$(\text{Inf}_S^T Y \otimes_k -) \circ \text{Inf}_S^T \cong \text{Inf}_S^T \circ (Y \otimes_k -)$$

is an isomorphism of functors $D(T) \to D(S)$. Passing to the right adjoints, see Example 2.1.13, shows that the natural map

$$\text{hom}_{D(T)}(Y, -) \circ \text{R} \Pi U \cong \text{R} \Pi U \circ \text{hom}_{D(S)}(\text{Inf}_S^T Y, -)$$

is an isomorphism of functors $D(S) \to D(T)$.

**Lemma 3.2.2** Let $K_S \subseteq S$ be an open subgroup. The restriction functor $\text{Res}^S_{K_S} : D(S) \to D(K_S)$ is conservative and preserves small products and small coproducts.

**Proof** Note that if $\varphi$ is a morphism in $C(S)$, then $\text{Res}^S_{K_S}(\varphi)$ is a quasi-isomorphism if and only if $\varphi$ is a quasi-isomorphism. This implies that $\text{Res}^S_{K_S} : D(S) \to D(K_S)$ is conservative.

Since $K_S \subseteq S$ is an open subgroup, the functor $\text{Res}^S_{K_S} : \text{Rep}_k(S) \to \text{Rep}_k(K_S)$ admits an exact left adjoint $\text{ind}^S_{K_S}$ and a left exact right adjoint $\text{Ind}^S_{K_S}$, by Lemmas 2.2.9 and 2.2.5, respectively. But then the induced functors $\text{ind}^S_{K_S}, \text{RInd}^S_{K_S} : D(K_S) \to D(S)$ are left adjoint, resp. right adjoint, to $\text{Res}^S_{K_S}$. By Proposition 2.1.7, $\text{Res}^S_{K_S}$ preserves small products and small coproducts.

**Theorem 3.2.3** The functor $\text{Inf}_S^T : D(T) \to D(S)$ preserves small products. In particular, it admits a left adjoint, denoted $L_U$.

**Proof** Let $K_S \subseteq S$ be an open, compact, torsion-free $p$-adic Lie group such that $K_T := f(K_S) \subseteq T$ is open and torsion-free.

Let $I$ be a set, and take $Y_i \in D(T)$, for $i \in I$. We show that the natural map

$$\alpha_S : \text{Inf}_S^T \prod_{i \in I} Y_i \to \prod_{i \in I} \text{Inf}_S^T Y_i.$$ 

is an isomorphism in $D(S)$. Note that $\text{Res}^S_{K_S} \text{Inf}_S^T \cong \text{Inf}^S_{K_T}$ as functors $D(T) \to D(K_S)$. By Lemma 3.2.2 the functors $\text{Res}^S_{K_S}$ and $\text{Inf}^T_{K_T}$ preserve small products. Now, the diagram

$$\begin{array}{ccc}
\text{Res}^S_{K_S} \text{Inf}_S^T \prod_{i \in I} Y_i & \xrightarrow{\text{Res}^S_{K_S}(\alpha_S)} & \text{Res}^S_{K_S} \prod_{i \in I} \text{Inf}_S^T Y_i \\
\cong & & \cong \\
\text{Inf}^T_{K_T} \prod_{i \in I} \text{Res}^T_{K_T} Y_i & \xrightarrow{\alpha_K} & \prod_{i \in I} \text{Inf}^T_{K_S} \text{Res}^S_{K_S} Y_i
\end{array}$$

is commutative. By Corollary 3.1.8 the bottom map is an isomorphism in $D(K_S)$. Therefore, the top map $\text{Res}^S_{K_S}(\alpha_S)$ is an isomorphism in $D(K_S)$. By Lemma 3.2.2 again, $\text{Res}^S_{K_S}$ is conservative, which shows that $\alpha_S$ is an isomorphism in $D(S)$. Hence, $\text{Inf}_S^T$ preserves small products. By the Corollary 2.3.10.(b) of Brown representability, it follows that $\text{Inf}_S^T$ admits a left adjoint.

In fact, the adjunction $L_U \dashv \text{Inf}_S^T$ holds on the level of RHom complexes.
Corollary 3.2.4 There is a natural isomorphism

\[ \operatorname{RHom}_{\text{Rep}_k(T)}(L_U(X), Y) \xrightarrow{\sim} \operatorname{RHom}_{\text{Rep}_k(S)}(X, \operatorname{Inf}_S^T Y) \quad \text{in } D(k). \quad (3.2.5) \]

Proof Since \( \operatorname{Inf}_S^T \) is an exact functor, it induces a natural morphism

\[ \operatorname{RHom}_{\text{Rep}_k(T)}(Y_1, Y_2) \longrightarrow \operatorname{RHom}_{\text{Rep}_k(S)}(\operatorname{Inf}_S^T Y_1, \operatorname{Inf}_S^T Y_2), \quad (3.2.6) \]

for all \( Y_1, Y_2 \in D(T) \). Let now \( X \in D(S) \) and \( Y \in D(T) \), and denote \( \eta_X : X \longrightarrow \operatorname{Inf}_S^T L_U(X) \) the unit of the adjunction. Then (3.2.5) is given as the composite

\[ \operatorname{RHom}_{\text{Rep}_k(T)}(L_U(X), Y) \xrightarrow{(3.2.6)} \operatorname{RHom}_{\text{Rep}_k(S)}(\operatorname{Inf}_S^T L_U(X), \operatorname{Inf}_S^T Y) \xrightarrow{(\eta_Y)^*} \operatorname{RHom}_{\text{Rep}_k(S)}(X, \operatorname{Inf}_S^T Y). \]

On the \( n \)-th cohomology it is given by the adjunction isomorphism

\[ \operatorname{Hom}_{D(T)}(L_U(X), Y[n]) \xrightarrow{\sim} \operatorname{Hom}_{D(S)}(X, \operatorname{Inf}_S^T Y[n]). \]

Therefore, (3.2.5) is an isomorphism in \( D(k) \).

\[ \square \]

Notation 3.2.7 Given \( n \in \mathbb{Z} \), we denote by \( L^n_U : \text{Rep}_k(S) \longrightarrow \text{Rep}_k(T) \) the \( n \)-th cohomology functor of \( L_U \), i.e.,

\[ L^n_U(V) := H^n(L_U V[0]), \quad \text{for all } V \in \text{Rep}_k(S). \]

Proposition 3.2.8 The functor \( L_U : D(S) \longrightarrow D(T) \) is right \( t \)-exact. More precisely, we have \( L^n_U = 0 \) for all \( n > 0 \), and \( L^0_U \) is the left adjoint of \( \operatorname{Inf}_S^T : \text{Rep}_k(T) \longrightarrow \text{Rep}_k(S) \).

Proof. The right \( t \)-exactness is a formal consequence of the (left) \( t \)-exactness of \( \operatorname{Inf}_S^T \). Let us show that \( L^0_U \) is the left adjoint of \( \operatorname{Inf}_S^T \). Let \( D^{\geq 0}(T) \) be the full subcategory of \( D(T) \) consisting of complexes \( Y \) with \( H^n(Y) = 0 \) for all \( n < 0 \). The truncation functor \( \tau^{\geq 0} : D(T) \longrightarrow D^{\geq 0}(T) \) is left adjoint to the inclusion. Hence, given \( V \in \text{Rep}_k(S) \) and \( W \in \text{Rep}_k(T) \), we compute

\[ \operatorname{Hom}_{\text{Rep}_k(T)}(L^0_U(V), W) \cong \operatorname{Hom}_{D^{\geq 0}(T)}(\tau^{\geq 0}L_U(V), W) = \operatorname{Hom}_{D(T)}(L_U(V), W) \cong \operatorname{Hom}_{D(S)}(V, \operatorname{Inf}_S^T W) \cong \operatorname{Hom}_{\text{Rep}_k(S)}(V, \operatorname{Inf}_S^T W). \]

\[ \square \]

Remark Proposition 3.2.8 implies that there is a natural transformation

\[ L_U \circ q_S \Longrightarrow q_T \circ L^0_U \]

of functors \( K(S) \longrightarrow D(T) \). I do not know whether the left derived functor of \( L^0_U \) exists and, if it does exist, whether it coincides with \( L_U \).

Corollary 3.2.9 Given \( V \in \text{Rep}_k(S) \) and \( W \in \text{Rep}_k(T) \), there is a convergent first-quadrant spectral sequence

\[ E^{i,j}_2 = \operatorname{Ext}_{\text{Rep}_k(T)}^i(L^j_U(V), W) \Longrightarrow \operatorname{Ext}_{\text{Rep}_k(S)}^{i+j}(V, \operatorname{Inf}_S^T W). \]
In particular, there is a five-term exact sequence

$$0 \to \Ext_{\Rep_k(T)}^1(L^0_U(V), W) \to \Ext_{\Rep_k(S)}^1(V, \Inf^T_S W) \to \Hom_{\Rep_k(T)}(L^{-1}_U(V), W) \to \Ext_{\Rep_k(T)}^2(L^0_U(V), W) \to \Ext_{\Rep_k(S)}^2(V, \Inf^T_S W)$$

Proof The functor $R\Hom_{\Rep_k(T)}(-, W)$ is left $t$-exact and $L_U(V)$ is right bounded by Proposition 3.2.8. Now, Lemma 2.3.20.(b) together with Corollary 3.2.4 yields the desired spectral sequence.

Proposition 3.2.10 Let $f': T \to T'$ be another open surjective morphism of $p$-adic monoids. Write $U' = \Ker(f')$ and $U'' = \Ker(f' \circ f)$.

(a) The diagram

$$D(S) \xrightarrow{L_{U'}} D(T) \xrightarrow{L_{U''}} D(T')$$

is commutative.

(b) Given $V \in \Rep_k(S)$, there is a convergent third-quadrant spectral sequence

$$E_2^{i,j} = L^i_{U'}(L^j_U(V)) \to L^{i+j}_{U''}(V).$$

In particular, there is a five-term exact sequence

$$L^{-2}_{U''}(V) \to L^{-2}_{U'}(L^0_U(V)) \xrightarrow{d^{-2,0}_{L_{U'}}} L^0_{U'}(L^{-1}_U(V)) \to L^{-1}_U(V) \to L^{-1}_U(L^0_U(V)) \to 0.$$

Proof (a) follows from the natural isomorphism $\Inf^T_S \Inf^{T'}_S \sim \Inf^{T'}_S$ by passing to the left adjoints, see Example 2.1.13. Now, (b) follows from (a) by applying Lemma 2.3.20.(a) and observing that the functors $L_{U'}$ and $L_U$ are right $t$-exact by Proposition 3.2.8.

Proposition 3.2.11 Let $S' \subseteq S$ be an open submonoid and put $T' := f(S') \subseteq T$. Put $U' := U \cap S'$. Assume further that $k[S]$ is flat over $k[S']$ and $k[T]$ is flat over $k[T']$. The following diagram is commutative:

$$D(S') \xrightarrow{L_{U'}} D(T') \xrightarrow{\ind_{S'}^T} D(S) \xrightarrow{\ind_T^S} D(T).$$

In particular, there is, for each $n \in \mathbb{Z}$, a natural isomorphism $\ind^T_{T'} L^0_{U'} \sim L^n_U \ind^{S}_{S'}$ of functors $\Rep_k(S') \to \Rep_k(T)$.

Proof Clearly there is a natural isomorphism $\Res_{T'}^S \Inf^T_{S'} \sim \Inf^{T'}_{S'} \Res_{T'}^S$. Passing to the left adjoints, see Example 2.1.13, yields the first assertion. The second assertion follows from the first by passing to the $n$-th cohomology and using that $\ind^T_{T'}$ and $\ind^{S}_{S'}$ are exact.

Proposition 3.2.12 Let $\chi: T \to k^\times$ be a smooth character viewed as a character of $S$ via inflation along $f$. There is a natural isomorphism $L_U(\chi \otimes_k V) \sim \chi \otimes_k L_U(V)$, for each $V \in D(S)$.
Proof The functor $\chi \otimes_k -$ is an equivalence of triangulated categories with quasi-inverse $\chi^{-1} \otimes_k -$. In particular, $\chi \otimes_k -$ is left adjoint to $\chi^{-1} \otimes_k -$. Moreover, there is a natural isomorphism $\text{Inf}_S^T(\chi^{-1} \otimes_k W) \xrightarrow{\cong} \chi^{-1} \otimes_k \text{Inf}_S^T(W)$, for $W \in \text{D}(T)$. Passing to the left adjoints, see Example 2.1.13, yields the result. \qed

Remark 3.2.13 If $S$ and $T$ are $p$-adic Lie groups, we will obtain in Corollary 3.3.5 a stronger version of the above proposition.

Next, we will study how $L_U$ behaves under restriction. This requires some preparatory lemmas. We will employ a version of the Mackey decomposition for derived categories.

Notation 3.2.14 Let $G$ be locally profinite group and $S \subseteq G$ a closed submonoid. Given $g \in G$ and $V \in \text{Rep}_k(S)$, we define a smooth representation of $gSg^{-1}$ on $V$ via $(gsg^{-1})^*v := sv$, for all $s \in S$, $v \in V$. We denote this modified representation by $g^*V$. In this way, we obtain a functor $g^*: \text{Rep}_k(S) \longrightarrow \text{Rep}_k(gSg^{-1})$ which is easily seen to be an equivalence of categories. The induced equivalence on the derived categories is again denoted $g^*$.

Lemma 3.2.15 (derived Mackey decomposition) Assume that $S$ is a locally profinite monoid. Let $K, H \subseteq S$ be two subgroups with $K$ open and $H$ closed.

(a) There is a natural isomorphism of functors $\text{D}(H) \longrightarrow \text{D}(K)$,

$$\text{Res}_K^S \text{RInd}_H^S \cong \prod_{s \in H \setminus S/K} \text{Ind}_{H \cap sK}^K s_*^* \text{Res}_{H \cap sK}^H s_*^{-1}.$$ 

(b) There is a natural isomorphism of functors $\text{D}(K) \longrightarrow \text{D}(H)$,

$$\text{Res}_H^K \text{ind}_K^S \cong \bigoplus_{s \in H \setminus S/K} \text{ind}_{H \cap sK}^H s_* \text{Res}_{H \cap sK}^K s_*^{-1}.$$ 

Proof Note that $\text{Ind}_{S \cap H}^K$ is exact by Remark 2.2.6. Both statements follow from the Mackey decomposition, \[44, \text{Thm. 1.1}\], by passing to the derived categories. For (a) we observe that the functors $\text{Res}_H^K$ and $\text{Ind}_{H \cap sK}^K$ preserve $K$-injective complexes by Lemma 2.3.3.(b), since they all admit exact left adjoints. \qed

Recall that we denoted by $U$ the kernel of $f: S \longrightarrow T$.

Lemma 3.2.16 Let $H_S \subseteq S$ be a subgroup and put $H_T := f(H_S)$. Assume that $f$ induces a bijection $H_S \setminus S \xrightarrow{\cong} H_T \setminus T$.

(a) One has $sU \subseteq H_S$, for all $s \in S$. In particular, $U \subseteq H_S$ is a group.

(b) Let $K_S \subseteq S$ be a subgroup and put $K_T := f(K_S)$. The map $f$ induces a bijection $H_S \setminus S/K_S \xrightarrow{\cong} H_T \setminus T/K_T$.

Proof The first assertion in (a) is immediate from the hypothesis, because $f(sU) = \{f(s)\} \subseteq H_T f(s)$ is contained in a single coset. For $s = 1$ this shows $U \subseteq H_S$. Thus, $U = U \cap H_S$ is the kernel of the group homomorphism $f|_{H_S}$, hence a group. For (b), note that $K_S$ acts on $H_S \setminus S$ by right multiplication. By (a), this action factors through $K_T$, and this implies the assertion. \qed
Lemma 3.2.17 Let $K_P$ be a profinite group and $K_U \subseteq K'_P \subseteq K_P$ closed subgroups with $K_U$ normal in $K_P$. Write $K_M := K_P / K_U$ and $K'_M := K'_P / K_U$.

The natural transformation

$$\operatorname{Inf}^{K_M}_{K'_M} \operatorname{Ind}^{K'_M}_{K_M} \cong \operatorname{Ind}^{K_M}_{K_P} \operatorname{Inf}^{K'_M}_{K'_P} \quad (3.2.18)$$

is an isomorphism of functors $D(K'_M) \rightarrow D(K_P)$.

**Proof** It suffices to show that (3.2.18) is an isomorphism of functors $\operatorname{Rep}_k(K'_M) \rightarrow \operatorname{Rep}_k(K_P)$, since by Remark 2.2.6, the underived functors $\operatorname{Ind}^{K_M}_{K'_M}$ and $\operatorname{Ind}^{K_M}_{K_P}$ are exact. But this can be checked directly or by observing that the natural map $L^0_U \operatorname{Res}^{K_P}_{K'_P} \cong \operatorname{Res}^{K_M}_{K'_M} L^0_U$ is obviously an isomorphism of functors $\operatorname{Rep}_k(K_P) \rightarrow \operatorname{Rep}_k(K'_M)$, and then passing to the right adjoints, see Example 2.1.13.

For the rest of this section we assume that $S$ and $T$ are open submonoids of $p$-adic Lie groups $P$ and $M$, respectively, and that $f$ arises from a continuous surjection $P \twoheadrightarrow M$. This condition will be satisfied for the $p$-adic monoids we consider. Note that, since $M$ with the quotient topology is a $p$-adic Lie group, [10, Thm. 9.6 (i)], and the $p$-adic analytic structure on $M$ is unique, [10, Cor. 9.5], it follows that $P \twoheadrightarrow M$ is a quotient map of topological groups, hence is open. Therefore, $f$ is automatically open.

**Proposition 3.2.19** Let $H_S \subseteq S$ be a closed subgroup and put $H_T := f(H_S) \subseteq T$. Assume that $f$ induces a bijection $H_S \setminus S \cong H_T \setminus T$. The diagrams

$$
\begin{align*}
& \xymatrix{ D(H_T) & D(H_S) \ar[l]_{\operatorname{Res}^{S}_{H_S}} \\
& D(T) & D(S) \ar[l]_{\operatorname{Inf}^{S}_{H_S}} \\
& \ar[r]_{\operatorname{RLInd}^{T}_{H_T}} & \ar[r]_{\operatorname{Inf}^{T}_{H_T}} & D(H_T) & D(S) & D(T) & D(H_S) & D(T) & D(H_T) \ar[l]_{\operatorname{Res}^{T}_{H_T}} \ar[l]_{\operatorname{RLInd}^{T}_{H_T}} \ar[l]_{\operatorname{Res}^{S}_{H_S}} }
\end{align*}
$$

commute.

**Proof** Note that $H_T$ is closed, since Lemma 3.2.16.(a) implies $U \subseteq H_S$ so that $T \setminus H_T = f(S \setminus H_S)$ is open. Consider the natural transformation

$$\beta : \operatorname{Inf}^{T}_{S} \operatorname{RLInd}^{T}_{H_T} \Longrightarrow \operatorname{RLInd}^{S}_{H_S} \operatorname{Inf}^{H_T}_{H_S},$$

which arises as the right mate of the natural map $\operatorname{Res}^{S}_{H_S} \operatorname{Inf}^{T}_{S} \cong \operatorname{Inf}^{H_T}_{H_S} \operatorname{Res}^{T}_{H_T}$ by Proposition 2.1.9. It suffices to show that $\beta$ is an isomorphism, because then its mate $\operatorname{L}_U \operatorname{Res}^{S}_{H_S} \Longrightarrow \operatorname{Res}^{T}_{H_T} \operatorname{L}_U$ is an isomorphism as well by Example 2.1.13, and hence both diagrams commute.

Fix an open profinite subgroup $K_S \subseteq S$ so that $K_T := f(K_S)$ is open in $T$. Since $\operatorname{Res}^{S}_{H_S}$ is conservative by Lemma 3.2.2, it suffices to show that $\operatorname{Res}^{S}_{K_S}(\beta)$ is an isomorphism.

We compute the source and target of $\operatorname{Res}^{S}_{K_S}(\beta)$ using the derived Mackey decomposition, Lemma 3.2.15, and the fact that $\operatorname{Inf}^{K_T}_{K_S}$ preserves small products, Theorem 3.2.3:

$$
\begin{align*}
\operatorname{Res}^{S}_{K_S} \operatorname{Inf}^{T}_{S} \operatorname{RLInd}^{T}_{H_T} & \cong \operatorname{Inf}^{K_T}_{K_S} \operatorname{Res}^{T}_{K_T} \operatorname{RLInd}^{T}_{H_T} \\
& \cong \operatorname{Inf}^{K_T}_{K_S} \prod_{t \in H_T \setminus T/K_T} \operatorname{Ind}^{K_T}_{t^{-1}H_T \cap K_T} t^{-1} \operatorname{Res}^{H_T}_{H_T \cap K_T t^{-1}}.
\end{align*}
$$
\[ \prod_{t \in H_T \backslash T / K_T} \text{Ind}^{K_T}_{K_S} \text{Ind}^{K_T}_{t^{-1} H_T \cap K_T} t^{-1} \text{Res}^{H_T}_{H_T \cap t K_T t^{-1}} \]

and

\[ \text{Res}^S_{K_S} \text{RInd}^T_{H_S} \text{Ind}^{H_T}_{H_S} \cong \prod_{s \in H_S \backslash S / K_S} \text{Ind}^{K_S}_{s^{-1} H_S \cap K_S} s^{-1} \text{Res}^{H_S}_{H_S \cap s K_S} \text{Ind}^{H_T}_{H_S} \]

By Lemma 3.2.16 we may identify the double coset spaces \( H_S \backslash S / K_S \) and \( H_T \backslash T / K_T \).

Let now \( s \in S \) and write \( s := f(s) \in T \). By Lemma 3.2.16.(a), we have \( U \cap K_S \subseteq s^{-1} H_S s \cap K_S \), so that \( f(s^{-1} H_S s \cap K_S) = \overline{s}^{-1} H_T \overline{s} \cap K_T \). To shorten the notation, we write

\[ \Psi_s := \text{Ind}^{K_S}_{s^{-1} H_S s \cap K_S} s^{-1} \text{Res}^{H_S}_{H_S \cap s K_S} \]

and

\[ \Psi_T := \text{Ind}^{K_T}_{s^{-1} H_T \overline{s} \cap K_T} \overline{s}^{-1} \text{Res}^{H_T}_{H_T \cap s K_T} \overline{s}^{-1} \]

It follows from Lemma 3.2.17 that the natural map

\[ \beta_s : \text{Inf}^{K_T}_{K_S} \Psi_T \cong \Psi_s \text{Inf}^{H_T}_{H_S} \]

is an isomorphism. Let us verify that \( \text{Res}^S_{K_S} (\beta) \) corresponds to \( \prod_{s \in H_S \backslash S / K_S} \beta_s \) under the above identifications; it then follows that \( \text{Res}^S_{K_S} (\beta) \) is an isomorphism, which finishes the proof.

It remains to show that the diagram

\[ \text{Res}^S_{K_S} \text{Inf}^T_{H_S} \text{RInd}^T_{H_T} \xrightarrow{\cong} \text{Inf}^{K_T}_{K_S} \text{Res}^T_{K_T} \text{RInd}^T_{H_T} \xrightarrow{\cong} \prod_{s \in H_S \backslash S / K_S} \text{Inf}^{K_T}_{K_S} \Psi_T \]

\[ \xrightarrow{\gamma} \text{Res}^S_{K_S} \text{RInd}^T_{H_S} \text{Inf}^{H_T}_{H_S} \xrightarrow{\cong} \prod_{s \in H_S \backslash S / K_S} \text{Psi}_s \text{Inf}^{H_T}_{H_S} \]

commutes. The left vertical map \( \gamma \) is defined so as to make the triangle commute. The commutativity of the square can be checked componentwise. Therefore, it suffices to show that the diagram

\[ \text{Inf}^{K_T}_{K_S} (\text{Res}^T_{K_T} \text{RInd}^T_{H_T}) \xrightarrow{\text{Inf}^{K_T}_{K_S} \rho_T} \text{Inf}^{K_T}_{K_S} \Psi_T \]

\[ \xrightarrow{\gamma} (\text{Res}^S_{K_S} \text{RInd}^S_{H_S}) \text{Inf}^{H_T}_{H_S} \xrightarrow{(\rho_s)_s} \text{Psi}_s \text{Inf}^{H_T}_{H_S} \]

commutes, where \( \rho_T \) and \( \rho_s \) are the natural maps coming from the Mackey decomposition. The left mate of \( \rho_s \) is the map

\[ \lambda_s : \Phi_s := \text{Ind}^{H_S}_{K_S \cap K_S} s \text{Res}^S_{s^{-1} H_S \cap K_S} \xrightarrow{\cong} \text{Res}^S_{K_S} \text{Ind}^T_{H_S} \]

that is the \( s \)-th component of the isomorphism in the Mackey decomposition for compact induction. The analogous statement holds for the left mate

\[ \lambda_T : \Phi_T := \text{Ind}^{H_T}_{K_T \cap K_T} \overline{s} \text{Res}^T_{\overline{s}^{-1} H_T \cap K_T} \xrightarrow{\cong} \text{Res}^T_{K_T} \text{Ind}^T_{H_T} \]
of $\rho_\tau$. By Example 2.1.12 the commutativity of (3.2.20) is equivalent to the commutativity of

$$
(\text{Res}_{H_S}^S \text{ind}_{K_S}^S) \text{Inf}_{K_S}^T \xleftrightarrow{(\lambda_\tau)} \text{Inf}_{K_S}^T \xrightarrow{\alpha_s} \Phi_s \text{Inf}_{K_S}^{HT}
$$

$$
\xrightarrow{\alpha_s}
\xleftarrow{\alpha_s}
$$

where $\alpha$ (resp. $\alpha_s$) is the left mate of $\gamma$ (resp. $\beta_s$). But this can be checked explicitly on the underived level, because all functors involved are exact.

**Remark 3.2.21** Under the hypotheses of Proposition 3.2.19 it follows that the natural map

$$
R(\text{Ind}_{H_S}^S \text{Inf}_{H_S}^{HT}) \xrightarrow{\cong} R\text{Ind}_{H_S}^S \text{Inf}_{H_S}^{HT}
$$

is an isomorphism. Thus, if $I \in \text{Rep}_k(H_T)$ is injective, then $\text{Inf}_{H_S}^{HT} I$ is acyclic for $\text{Ind}_{H_S}^S$.

**Remark 3.2.22** One can show the following analog of Proposition 3.2.19: Let $K_S \subseteq S$ be an open subgroup and $K_T := f(K_S) \subseteq T$. Assume that $f$ induces a bijection $S/K_S \xrightarrow{\cong} T/K_T$. Then the diagrams

$$
\begin{align*}
D(K_T) \xrightarrow{\text{Inf}_{K_T}^T} & D(K_S) \\
\text{ind}_{K_T}^T \downarrow & \downarrow \text{ind}_{K_S}^S \\
D(T) \xrightarrow{\text{Inf}_{S}^T} & D(S)
\end{align*}
\quad
\begin{align*}
D(S) \xrightarrow{R\Pi_U} & D(T) \\
\text{Res}_{K_S}^S \downarrow & \downarrow \text{Res}_{K_T}^T \\
D(K_S) \xrightarrow{R\Pi_U} & D(K_T)
\end{align*}
$$

commute. Indeed, the bijection $S/K_S \xrightarrow{\cong} T/K_T$ implies that $U$ is a subgroup of $K_S$ and that the natural map

$$
k[S] \otimes_{k[K_S]} \text{Inf}_{K_S}^{K_T}(-) \cong \text{Inf}_{S}^T \circ (k[T] \otimes_{k[K_T]} -)
$$

is an isomorphism of functors $\text{Rep}_k(K_T) \longrightarrow \text{Rep}_k(S)$. As all functors involved are exact, we deduce that the left diagram commutes. The commutativity of the right diagram then follows by passing to the right adjoints, see Example 2.1.13.

**Warning 3.2.23** Let $H_S \subseteq S$ be a subgroup and put $H_T := f(H_S)$. Then $H_S \setminus S \xrightarrow{f} H_T \setminus T$ does not imply (and is not implied by) $S/H_S \xrightarrow{f} T/H_T$.

For example, this generally fails for the $p$-adic monoids considered in Sect. 3.4. Let us make this explicit: Consider the $p$-adic submonoid $S = P^+$ of $\text{GL}_2(\mathbb{Q}_p)$ consisting of upper triangular matrices $\begin{pmatrix} a & b \\ 0 & d \end{pmatrix}$ satisfying $\text{val}_p(a) \geq \text{val}_p(d)$ and $\text{val}_p(b) \geq \text{val}_p(d)$, where $\text{val}_p$ denotes the $p$-adic valuation on $\mathbb{Q}_p$. Let $T = M^+$ be the $p$-adic submonoid of $P^+$ consisting of diagonal matrices. The canonical projection $f : P^+ \longrightarrow M^+$ (given by forgetting the upper entry) is surjective with kernel $U = \begin{pmatrix} 1 & \mathbb{Z}_p \\ 0 & 1 \end{pmatrix}$. Now, $P^+ = UM^+$ and hence $U/P^+ \xrightarrow{\cong} M^+$ via $f$. On the other hand, for any $m = \text{diag}(a, d)$ in $M^+$ with $\text{val}_p(a) > \text{val}_p(d)$ we have $mUm^{-1} \subsetneq U$, from which it follows that the map

$$
P^+/U = UM^+/U \cong \bigsqcup_{m \in M^+} U/mUm^{-1} \longrightarrow \bigsqcup_{m \in M^+} \{m\} = M^+
$$
is (surjective but) not injective.

**Corollary 3.2.24** Assume that $U$ is a group and that $f$ induces a bijection $U \setminus S \xrightarrow{\cong} T$. There is a natural isomorphism

$$\text{Hom}_{D(k)}(\text{Res}_1^T(L_U X), Y) \cong \text{Hom}_{D(U)}(\text{Res}_U^S X, \text{Inf}_I Y),$$

for all $X \in D(S)$ and $Y \in D(k)$. In particular, whenever $n \in \mathbb{Z}$, $V \in \text{Rep}_k(S)$, and $W \in \text{Vec}_k$, there is a natural isomorphism

$$\text{Hom}_k\left(L_{U^{-n}}(V), W\right) \cong \text{Ext}_U^n(V, W).$$

**Proof** Applying Proposition 3.2.19 with $H_S = U$ and $H_T = \{1\}$ and Theorem 3.2.3 yields natural isomorphisms

$$\text{Hom}_{D(k)}(\text{Res}_1^T(L_U X), Y) \cong \text{Hom}_{D(k)}(L_U(\text{Res}_U^S X), Y) \cong \text{Hom}_{D(U)}(\text{Res}_U^S X, \text{Inf}_I Y),$$

for each $X \in D(S)$ and $Y \in D(k)$. The last statement follows from the first by taking $X = V[0]$ and $Y = W[n]$ for $V \in \text{Rep}_k(S)$ and $W \in \text{Vec}_k$. \hfill \Box

**Corollary 3.2.25** Retain the hypotheses of Proposition 3.2.19 and suppose that $H_S$ and $H_T$ are compact, open, and torsion-free. Then $L_U : D(S) \longrightarrow D(T)$ preserves small products and, in particular, is also a right adjoint.

**Proof** Note that Lemma 3.2.16 implies that $U \subseteq H_S$ is compact and torsion-free. Let $I$ be a set, and take $X_i \in D(S)$, for $i \in I$. We show that the natural map

$$\alpha : L_U \prod_{i \in I} X_i \longrightarrow \prod_{i \in I} L_U(X_i)$$

is an isomorphism in $D(T)$. By Proposition 3.2.19 there is a natural isomorphism

$$\text{Res}_{H_T}^T L_U \cong L_U \text{Res}_{H_S}^S.$$ 

Now observe that the diagram

$$\begin{array}{ccc}
\text{Res}_{H_T}^T L_U \prod_{i \in I} X_i & \xrightarrow{\cong} & L_U \prod_{i \in I} \text{Res}_{H_S}^S X_i \\
\text{Res}_{H_T}^T(\alpha) \downarrow & & \downarrow \alpha' \\
\text{Res}_{H_T}^T \prod_{i \in I} L_U X_i & \xrightarrow{\cong} & \prod_{i \in I} L_U \text{Res}_{H_S}^S X_i
\end{array}$$

is commutative, where $\alpha'$ is the canonical map. Since $\text{Res}_{H_S}^S$ and $\text{Res}_{H_T}^T$ are conservative and preserve small products, by Lemma 3.2.2, it suffices to verify that the natural map

$$\alpha' : L_U \prod_{i \in I} \text{Res}_{H_S}^S(X_i) \longrightarrow \prod_{i \in I} L_U(\text{Res}_{H_S}^S X_i)$$

is an isomorphism in $D(H_T)$. But this follows from the fact that $L_U : D(H_S) \longrightarrow D(H_T)$ admits a left adjoint (Corollary 3.1.11), which finishes the proof. \hfill \Box

\copyright Springer
3.3 The case of p-adic Lie groups

We fix a continuous surjection \( f : P \rightarrow M \) of p-adic Lie groups with kernel \( U \).

The crucial result we need is the following:

**Lemma 3.3.1** Let \( G \) be a locally profinite group and \( K \subseteq G \) an open subgroup. The natural map

\[
\Res^G_K (\hom_{D(G)}(X, Y)) \xrightarrow{\sim} \hom_{D(K)}(\Res^G_K X, \Res^G_K Y)
\]

(3.3.2)

is an isomorphism, for all \( X, Y \in D(G) \).

**Proof** The map (3.3.2) is an isomorphism on cohomology by (2.3.15), hence an isomorphism.

\[ \square \]

**Proposition 3.3.3** For all \( X, Y \in D(M) \) the natural map

\[
\alpha_{X, Y} : \Inf^M_P \hom_{D(M)}(X, Y) \xrightarrow{\sim} \hom_{D(P)}(\Inf^M_P X, \Inf^M_P Y)
\]

is an isomorphism in \( D(P) \).

**Proof** The natural transformation \( \alpha_{X, \_} : \Inf^M_P \circ \hom_{D(M)}(X, \_ \rightarrow) \Rightarrow \hom_{D(P)}(\Inf^M_P X, \_ \rightarrow) \circ \Inf^M_P \) arises as the mate of the canonical isomorphism

\[
(\Inf^M_P X \otimes_k -) \circ \Inf^M_P \xrightarrow{\sim} \Inf^M_P \circ (X \otimes_k -),
\]

see Proposition 2.1.9.

Let \( K_P \subseteq P \) be a compact open subgroup such that \( K_M := f(K_P) \) is torsion-free. By Lemma 3.2.2 the functor \( \Res^P_{K_P} \) is conservative. Therefore, it suffices to show that \( \Res^P_{K_P}(\alpha_{X, Y}) = \Res^M_{K_M} X, \Res^M_{K_M} Y \) is an isomorphism in \( D(K_P) \).

Thus, we may assume from the beginning that \( P \) is compact and \( M \) is torsion-free and compact. Let \( \mathcal{T} \) be the full subcategory of \( D(M) \) with objects those \( X \in D(M) \) for which \( \alpha_{X, Y} \) is an isomorphism for all \( Y \in D(M) \). It is clear that \( \mathcal{T} \) is triangulated. Since \( \Inf^M_P \) preserves small products, by Theorem 3.2.3, and small coproducts, it easily follows that \( \mathcal{T} \) is localizing, i.e., closed under small coproducts. Now, \( \hom_{D(M)}(1, Y) \cong Y \) and \( \hom_{D(P)}(\Inf^M_P 1, \Inf^M_P Y) \cong \Inf^M_P Y \). Under these identifications we have \( \alpha_{1, Y} = \text{id}_{\Inf^M_P Y} \), which shows \( 1 \in \mathcal{T} \). By Proposition 2.3.8, \( D(M) \) is compactly generated by \( 1 \). This implies \( \mathcal{T} = D(M) \), which proves the assertion.

\[ \square \]

**Warning 3.3.4** Despite the result in Proposition 3.3.3, the functor \( \Inf^M_P \) is in general not fully faithful. For example, the counit \( L_U(1) \equiv L_U(\Inf^M_P 1) \rightarrow 1 \) is not an isomorphism by Corollary 3.1.7 provided \( P \) and \( M \) are compact and torsion-free.

**Corollary 3.3.5** (Projection formula) For all \( X \in D(P) \) and \( Y \in D(M) \) the natural map

\[
L_U(\Inf^M_P X \otimes_k Y) \xrightarrow{\sim} X \otimes_k L_U(Y)
\]

is an isomorphism in \( D(M) \). In particular, \( L_U \Inf^M_P Y \equiv L_U(1) \otimes_k Y \) for all \( Y \in D(M) \).

**Proof** By Proposition 3.3.3 the natural map

\[
L_U(\Inf^M_P Y, \_ \rightarrow) \xrightarrow{\sim} \hom_{D(P)}(\Inf^M_P Y, \_ \rightarrow) \circ \Inf^M_P
\]
is an isomorphism of functors $D(M) \longrightarrow D(P)$. Passing to the left adjoints, see Example 2.1.13, shows that the induced map

$$L_U \circ (\text{Inf}_P^M Y \otimes_k -) \cong (Y \otimes_k -) \circ L_U$$

is an isomorphism of functors $D(P) \longrightarrow D(M)$.

**Proposition 3.3.6** Given $X \in D(P)$ and $Y \in D(M)$, the natural map

$$\text{RH}^0(U, \text{hom}_{D(P)}(X, \text{Inf}_P^M Y)) \cong \text{hom}_{D(M)}(L_U X, Y)$$

is an isomorphism in $D(M)$.

**Proof** The natural map

$$\text{RH}^0(U, -) \circ \text{hom}_{D(P)}(X, -) \circ \text{Inf}_P^M \longrightarrow \text{hom}_{D(M)}(L_U(X), -)$$

arises from $- \otimes_k L_U(X) \cong L_U \circ (- \otimes_k X) \circ \text{Inf}_P^M$ by passing to the left adjoints, see Example 2.1.13. The latter map is an isomorphism by Corollary 3.3.5, hence so is the first. □

Recall that we denote by $X^\vee = \text{hom}(X, 1)$ the dual object, see Notation 2.3.16.

**Corollary 3.3.7** There is a natural isomorphism $\text{RH}^0(U, X^\vee) \cong (L_U X)^\vee$ for all $X \in D(P)$.

**Proof** Apply Proposition 3.3.6 with $Y = 1$. □

### 3.4 Computing the left adjoint using positive monoids

We suppose now that $P = U \rtimes M$ is a semidirect product of $p$-adic Lie groups. Let $f : P \longrightarrow M$ be the canonical projection. We fix a compact open torsion-free subgroup $K_P$ of $P$. As before, we write $K_U = K_P \cap U$ and $K_M = f(K_P)$. We make the following hypothesis:

**Hypothesis 3.4.1** There exists a strictly positive element $z \in M$, i.e., an element $z$ in the center of $M$ such that $z K_U z^{-1} \subseteq K_U$ and

$$\bigcup_{n>0} z^{-n} K_U z^n = U.$$  

We fix a strictly positive element $z \in M$. Note that the existence of a strictly positive element necessitates that $U$ be the union of its compact open subgroups.

**Example 3.4.2** The example one should have in mind is the following: Let $\mathfrak{g}/\mathbb{Q}_p$ be a finite extension and $G$ a connected reductive group defined over $\mathfrak{g}$. Fix a parabolic subgroup $P$ of $G$ with unipotent radical $U$. Let $\overline{P}$ be the opposite parabolic subgroup with respect to $P$, that is, the unique parabolic subgroup $\overline{P}$ of $G$ such that $M:=P \cap \overline{P}$ is a Levi subgroup for $P$ and $\overline{P}$. Denote $\overline{U}$ the unipotent radical of $\overline{P}$. Let $K \subseteq G(\mathfrak{g})$ be a compact open subgroup with an Iwahori decomposition

$$K = (K \cap U(\mathfrak{g}))(K \cap M(\mathfrak{g}))(K \cap \overline{U}(\mathfrak{g})).$$

By [7, (6.14)] there exists a strongly positive element for the choice $K_P := (K \cap U(\mathfrak{g}))(K \cap M(\mathfrak{g}))$. Note that the strongly positive elements in the sense of op. cit. are strictly positive in our sense.
The following definition is standard, cf. [7, (6.5)], [43, II.4], or [12, §3.1].

**Definition** An element \( m \in M \) is called **positive** if \( mK_U m^{-1} \subseteq K_U \). We denote \( M^+ \) the monoid of positive elements in \( M \). Note that \( M^+ \) is a \( p \)-adic monoid, since \( K_P \cap M \subseteq M^+ \).

The \( p \)-adic monoid \( P^+ := K_U M^+ \) satisfies \( K_U \setminus P^+ \cong M^+ \).

**Remark 3.4.3** We allow for \( U \) to be compact. In this case, Hypothesis 3.4.1 amounts to saying that \( U = K_U \) is torsion-free and \( M = M^+ \).

Our goal in this section is to give a more precise description of the functor \( L_U \) using positive monoids. We first collect some elementary facts.

**Lemma 3.4.4** The following assertions hold:

(a) \( M \) (resp. \( P \)) is generated as a monoid by \( M^+ \) and \( z^{-1} \) (resp. \( P^+ \) and \( z^{-1} \)).

(b) Let \( S = \{ z^n \}_{n \geq 0} \) be the multiplicative set generated by \( z \). Then \( k[M] = S^{-1} k[M^+] \) is the left Ore localization of \( k[M^+] \) at \( S \). In particular, the ring extension \( k[M^+] \subseteq k[M] \) is flat.

Similarly, \( k[P] = S^{-1} k[P^+] \) is the left Ore localization of \( k[P^+] \) at \( S \), and hence the ring extension \( k[P^+] \subseteq k[P] \) is flat.

(c) The functors \( \text{ind}_{M^+}^M : \text{Rep}_k(M^+) \rightarrow \text{Rep}_k(M) \) and \( \text{ind}_{P^+}^P : \text{Rep}_k(P^+) \rightarrow \text{Rep}_k(P) \) are exact.

**Proof**

(a) Let \( m \in M \). Since \( mK_U m^{-1} \) is a compact subgroup of \( U = \bigcup_{n \geq 0} z^{-n} K_U z^n \), there exists \( n \) such that \( mK_U m^{-1} \subseteq z^{-n} K_U z^n \). Then \( z^n m \in M^+ \), proving the assertion for \( M \). Similarly, let \( u \in U \) and \( m \in M \) be arbitrary. Let \( n \gg 0 \) such that \( u \in z^{-n} K_U z^n \) and \( z^n m \in M^+ \). Then \( z^n um = z^n uz^{-n} \cdot z^n m \in P^+ \), proving the assertion for \( P \).

(b) We prove the assertion for \( k[P^+] \); the case of \( k[M^+] \) is similar but easier. Note that \( k[P^+] \) embeds into the bigger ring \( k[P] \) in which the elements of \( S \) are invertible. Moreover, \( S \) satisfies the left Ore condition, meaning that for all \( s \in S \) and \( r \in k[P^+] \) there exist \( s' \in S \) and \( r' \in k[P^+] \) such that \( s'r = r's' \); indeed this is clear for \( s' := s \) and \( r' := srs^{-1} \in k[P^+] \). Now, [30, Lem. 2.1.13.(ii)] shows that \( S \) is a left denominator set in \( k[P^+] \). Then (a) implies that \( k[P] \) is the left Ore localization of \( k[P^+] \) with respect to \( S \). The flatness assertion follows from op. cit. Proposition 2.1.16.

(c) This follows immediately from (b).

Recall that \( \text{Res}_{P^+}^P : D(P) \rightarrow D(P^+) \) admits a left adjoint \( \text{ind}_{P^+}^P \) (by Lemma 3.4.4.(c)) and a right adjoint \( \text{RInd}_{P^+}^P \).

**Lemma 3.4.5** The following equivalent assertions hold:

(i) The unit \( \eta : \text{id}_{D(P)} \xrightarrow{\cong} \text{RInd}_{P^+}^P \text{Res}_{P^+}^P \) is an isomorphism.

(ii) \( \text{Res}_{P^+}^P : D(P) \rightarrow D(P^+) \) is fully faithful.

(iii) The counit \( \varepsilon : \text{ind}_{P^+}^P \text{Res}_{P^+}^P \xrightarrow{\cong} \text{id}_{D(P)} \) is an isomorphism.

**Proof** The fact that (i), (ii), and (iii) are equivalent follows from Lemma 2.1.5. Since both \( \text{ind}_{P^+}^P \) and \( \text{Res}_{P^+}^P \) are exact, it suffices for (iii) to show that the counit

\[ \varepsilon : \text{ind}_{P^+}^P \text{Res}_{P^+}^P \Rightarrow \text{id}_{\text{Rep}_k(P)} \]

of the underived adjunction is an isomorphism. But this follows from the fact that \( \text{ind}_{P^+}^P = k[P] \otimes_{k[P^+]} \) is a localization functor by Lemma 3.4.4.(b).

\[ \square \]
By Theorem 3.2.3 the functor $\text{Inf}_{P^+}^M : D(M^+) \rightarrow D(P^+)$ admits a left adjoint $L_{KU}$.

**Proposition 3.4.6** There is a natural isomorphism

$$\text{ind}_{M^+}^M L_{KU} \text{Res}_{P^+}^P \cong L_U$$

of functors $D(P) \rightarrow D(M)$.

**Proof** The functor $\text{ind}_{M^+}^M : D(M^+) \rightarrow D(M)$ exists by Lemma 3.4.4.(c) and is left adjoint to $\text{Res}_{M^+}^M$. From Lemma 3.4.5 it follows that the composite

$$\text{Inf}_P^M \cong R\text{Ind}_{P^+}^P \text{Res}_{P^+}^P \text{Inf}_P^M \cong R\text{Ind}_{P^+}^P \text{Inf}_{M^+}^M \text{Res}_{M^+}^M$$

is a natural isomorphism. The assertion follows by passing to the left adjoints, cf. Example 2.1.13. \qed

**Corollary 3.4.7** The functors $L_{U^n}^n : \text{Rep}_k(P) \rightarrow \text{Rep}_k(M)$ vanish for $n \notin \{0, 1, \ldots, \dim U\}$. In particular, $L_U$ preserves bounded complexes.

**Proof** Let $n \in \mathbb{Z} \setminus \{0, 1, \ldots, \dim U\}$. Since $\dim K_U = \dim U$, Corollary 3.1.8 and Proposition 3.1.10 imply

$$L_{KU}^n = H^{\dim K_U - n} (K_U, -) = 0.$$  

Now, Proposition 3.4.6 shows $L_{U^n}^n = \text{ind}_{M^+}^M L_{KU}^n \text{Res}_{P^+}^P = 0$. \qed

**Corollary 3.4.8** The functors $L_U : D^b(P) \longrightarrow D^b(M) : \text{Inf}_P^M$ define an adjunction on the derived categories of bounded complexes.

**Proof** This is immediate from Corollary 3.4.7. \qed

We finish this section by giving another description of $L_{KU} : D(P^+) \rightarrow D(M^+)$ similar to Corollary 3.1.8. To start, let $V \in \text{Rep}_k(P^+)$ be a smooth $P^+$-representation. There is an action of $M^+$ on $H^0(K_U, V)$ called the Hecke action, cf. [12, 3.1.3 Def.]. Concretely, $m \in M^+$ acts on $H^0(K_U, V)$ as the composition

$$H^0(K_U, V) \xrightarrow{\text{conjugation}} H^0(m K_U m^{-1}, V) \xrightarrow{\text{cores}} H^0(K_U, V),$$

$$v \mapsto m v \mapsto m \ast v := \sum_{u \in K_U / m K_U m^{-1}} u m v;$$

note that the restriction of the Hecke $M^+$-action to $K_M$ gives the usual action. We obtain a left exact functor $H^0(K_U, -) : \text{Rep}_k(P^+) \rightarrow \text{Rep}_k(M^+)$, hence also a right derived functor

$$R\text{H}^0(K_U, -) : D(P^+) \rightarrow D(M^+). \quad (3.4.9)$$

**Warning 3.4.10** The functor (3.4.9) is not the right adjoint of $\text{Inf}_{P^+}^M$, see also Remark 2.2.14.

The following lemma resolves the ambiguity in the notation of $R\text{H}^0(K_U, -)$:
Lemma 3.4.11 The diagram

\[
\begin{array}{cccc}
D(P^+) & \rightarrow & RH^0(KU, \_ I) & \rightarrow D(M^+) \\
\downarrow & & \downarrow & \\
D(K_P) & \rightarrow & RH^0(KU, \_ I) & \rightarrow D(K_M) \\
\downarrow & & \downarrow & \\
D(K_U) & \rightarrow & RH^0(KU, \_ I) & \rightarrow D(k) \\
\end{array}
\]

is commutative.

Proof Observe that Res\(^{P+}_{K_P}\) admits an exact left adjoint, by Lemma 3.4.4.(c) and hence preserves K-injective complexes, see Lemma 2.3.3.(a). Thus, the commutativity of the top square can be checked on the underived level, where it is clear.

Since H^0(KU, \_ I) \rightarrow Rep_k(KP) \rightarrow Rep_k(KM) have finite cohomological dimension, [14, Cor. 5.3.γ] shows that both derived functors can be computed using acyclic resolutions. As Res\(^{K_P}_{K_U}\) preserves H^0(KU, \_ I)-acyclic objects, see, e.g., [33, (1.3.6) Prop. (ii)], it follows that also the bottom square commutes.

\[\square\]

Lemma 3.4.12 The functor (3.4.9) admits a right adjoint F\(^{M+}_{P+}\) : D(M+) \rightarrow D(P+).

Proof By Brown representability, Corollary 2.3.10, it suffices to show that RH^0(KU, \_ I) commutes with small direct sums. So let \( \{Y_i\}_{i \in I} \) in D(P+) be a family. The inclusions \( Y_j \rightarrow \bigoplus_{i \in I} Y_i \) induce a canonical map

\[\alpha: \bigoplus_{i \in I} RH^0(KU, Y_i) \rightarrow RH^0(KU, \bigoplus_{i \in I} Y_i).\]

By Lemma 3.4.11, and because Res\(^{M+}_{K_M}\) and Res\(^{P+}_{K_P}\) commute with small direct sums, we obtain a commutative diagram

\[
\begin{array}{ccc}
Res^{M+}_{K_M} \bigoplus_{i \in I} RH^0(KU, Y_i) & \xrightarrow{Res^{M+}_{K_M} \alpha} & Res^{M+}_{K_M} RH^0(KU, \bigoplus_{i \in I} Y_i) \\
\cong \downarrow & \cong & \downarrow \\
\bigoplus_{i \in I} RH^0(KU, Res^{P+}_{K_P} Y_i) & \cong & RH^0(KU, \bigoplus_{i \in I} Res^{P+}_{K_P} Y_i). \\
\end{array}
\]

The lower horizontal map is an isomorphism, since RH^0(KU, \_ I) : D(KP) \rightarrow D(KM) admits a right adjoint by Lemma 3.1.3. Therefore, Res\(^{M+}_{K_M}\) \( \alpha \) is an isomorphism. As Res\(^{M+}_{K_M}\) is conservative by Lemma 3.2.2, it follows that \( \alpha \) is an isomorphism.

\[\square\]

Lemma 3.4.13 The diagram

\[
\begin{array}{ccc}
D(M^+) & \xrightarrow{F^{M+}_{P+}} & D(P^+) \\
\downarrow & & \downarrow Res^{P+}_{P} \\
D(K_M) & \xrightarrow{F^{K_M}_{K_P}} & D(K_P) \\
\end{array}
\]

is commutative.
Lemma 3.4.11 gives a natural isomorphism \( \text{RH}^0(K_U, -) \cong \text{Res}_{K_P}^{P^+} \text{Res}_{K_M}^{M^+} \text{RH}^0(K_U, -) \). Passing to the left mate, see Proposition 2.1.9, we obtain a natural transformation

\[
\alpha: \text{ind}_{K_M}^{M^+} \text{RH}^0(K_U, -) \Longrightarrow \text{RH}^0(K_U, -) \text{ind}_{K_P}^{P^+}.
\]  

(3.4.14)

We claim that \( \alpha \) is an isomorphism. Since \( \text{Res}_{K_P}^{P^+} \) is conservative, it suffices to check that

\[
\text{Res}_{K_M}^{M^+} \text{ind}_{K_M}^{M^+} \text{RH}^0(K_U, -) \xrightarrow{\text{Res}_{K_P}^{P^+} \alpha} \text{Res}_{K_P}^{P^+} \text{RH}^0(K_U, -) \text{ind}_{K_P}^{P^+} \cong \text{RH}^0(K_U, -) \text{Res}_{K_P}^{P^+} \text{ind}_{K_P}^{P^+}
\]

(3.4.15)

is an isomorphism. Since \( P^+ = K_U M^+ \), the inclusion \( M^+ \subseteq P^+ \) induces a bijection \( M^+ / K_M \cong K_U / P^+ / K_P \). Let \( \Gamma \subseteq M^+ \) be a complete representing system for \( K_U / P^+ / K_P \). By the Mackey decomposition (Lemma 3.2.15), we have an isomorphism

\[
\bigoplus_{m \in \Gamma} \text{ind}_{mK_U m^{-1}}^{K_U} \text{Res}_{mK_P m^{-1}}^{mK_P m^{-1}} m_* \cong \text{Res}_{K_U}^{P^+} \text{ind}_{K_P}^{P^+}
\]

(3.4.16)

of functors \( \text{D}(K_P) \rightarrow \text{D}(K_U) \), where we have used \( K_U \cap mK_P m^{-1} = mK_U m^{-1} \).

Similarly, we have \( \bigoplus_{m \in \Gamma} \text{Res}_{mK_M m^{-1}}^{mK_M m^{-1}} m_* \cong \text{Res}_{K_M}^{M^+} \text{ind}_{K_M}^{M^+} \). Since \( \text{RH}^0(K_U, -) \) has finite cohomological dimension, it can be computed by \( H^0(K_U, -) \)-acyclic complexes, see [14, Cor. 5.3 γ]. Now, each of the functors \( m_* \), \( \text{Res}_{mK_P m^{-1}}^{mK_P m^{-1}} \), and \( \text{ind}_{mK_U m^{-1}}^{mK_U m^{-1}} \) preserves injective objects, since each admits an exact left adjoint. As every \( H^i(K_U, -) \) commutes with small direct sums by Lemma 3.4.12, it follows from (3.4.16) that \( \text{Res}_{K_U}^{P^+} \text{ind}_{K_P}^{P^+} \) sends injective objects to \( H^0(K_U, -) \)-acyclic objects. It follows that (3.4.15) arises from the natural map

\[
\beta: \text{ind}_{K_M}^{M^+} H^0(K_U, V) \longrightarrow H^0(K_U, \text{ind}_{K_P}^{P^+} V),
\]

\[
[m, v] \mapsto m*[1, v] = \sum_{u \in K_U / mK_U m^{-1}} [um, v]
\]

by passing to the right derived functors. Thus, it suffices to show that \( \beta \) is an isomorphism. Using the Mackey decomposition, we have a commutative diagram

\[
\begin{array}{ccc}
\text{ind}_{K_M}^{M^+} H^0(K_U, V) & \xrightarrow{\beta} & H^0(K_U, \text{ind}_{K_P}^{P^+} V) \\
\cong & & \cong \\
\bigoplus_{m \in \Gamma} H^0(K_U, V) & \xrightarrow{\oplus m \beta m} & \bigoplus_{m \in \Gamma} H^0(K_U, \text{ind}_{mK_U m^{-1}}^{K_U} m_* V)
\end{array}
\]

(3.4.17)

of \( k \)-linear maps, where each \( \beta_m: H^0(K_U, V) \longrightarrow H^0(K_U, \text{ind}_{mK_U m^{-1}}^{K_U} m_* V) \) is defined by

\[
\beta_m(v) := \sum_{u \in K_U / mK_U m^{-1}} [u, v].
\]

Now, it is easy to check that the map induced by \( f \mapsto f(1) \) is the inverse of \( \beta_m \), hence \( \beta_m \) is an isomorphism. We deduce from (3.4.17) that \( \beta \) and then that \( \alpha \) is an isomorphism. Finally, passing to the right adjoints in (3.4.14), we obtain the natural isomorphism \( \text{Res}_{K_P}^{P^+} F_{P^+}^{M^+} \cong F_{K_P}^{K_M} \text{Res}_{K_M}^{M^+} \).

\( \square \)
Proposition 3.4.18 There is a natural isomorphism
\[ F_{p+}^M(X) \otimes_k \text{Inf}_{p+}^M(Y) \cong F_{p+}^M(X \otimes Y). \]
In particular, \( F_{p+}^M \cong \omega_{p+} \otimes_k \text{Inf}_{p+}^M \), where \( \omega_{p+} := F_{p+}^M(1) \) is a smooth character of \( P^+ \) sitting in cohomological degree \( \dim K_U \).

Proof Note that, for \( V \in \text{Rep}_k(P^+) \) and \( W \in \text{Rep}_k(M^+) \) the natural map
\[ H^0(K_U, V) \otimes_k W \rightarrow H^0(K_U, V \otimes_k \text{Inf}_{p+}^M W), \]
\[ v \otimes w \mapsto v \otimes w \] (3.4.19)
is an isomorphism in \( \text{Rep}_k(M^+) \). Indeed, bijectivity is clear, and for every \( v \in H^0(K_U, V) \), \( w \in W \), and \( m \in M^+ \) we have \( m^*v \otimes mw = \sum_{u \in K_U/mK_Um^{-1}} umv \otimes mw = \sum_{u \in K_U/mK_Um^{-1}} um(v \otimes w) = m^*(v \otimes w) \), which shows that (3.4.19) is \( M^+ \)-equivariant.

The map (3.4.19) extends to a natural isomorphism
\[ H^0(K_U, X) \otimes_k Y \cong H^0\left(K_U, X \otimes_k \text{Inf}_{p+}^M Y\right) \]
of bifunctors \( K(P^+) \times K(M^+) \rightarrow K(M^+) \). For any \( Y \in \text{D}(M^+) \) we obtain a natural transformation
\[ \text{RH}^0(K_U, -) \otimes_k Y \cong \text{RH}^0\left(K_U, - \otimes_k \text{Inf}_{p+}^M Y\right) \]
\[ \Rightarrow \text{RH}^0(K_U, -) \circ (\otimes_k \text{Inf}_{p+}^M Y). \]

We claim that the map denoted \( \alpha \) is an isomorphism. Recall (e.g., from the proof of Lemma 3.4.11) that \( \text{RH}^0(K_U, -) \) can be computed using \( H^0(K_U, -) \)-acyclic resolutions. Note that, if \( V \in \text{Rep}_k(P^+) \) is \( H^0(K_U, -) \)-acyclic and \( W \in \text{Rep}_k(M^+) \) is arbitrary, then \( V \otimes_k \text{Inf}_{p+}^M W \) is \( H^0(K_U, -) \)-acyclic: indeed, by Lemma 3.4.11 this can be checked after applying \( \text{Res}_{K_U}^{p+}(V \otimes_k \text{Inf}_{p+}^M W) \cong V \otimes /I \), where \( I \) parametrizes a \( k \)-basis of \( W \), and then the claim follows from the fact that each \( H^i(K_U, -) \) commutes with small direct sums (Lemma 3.4.12). It follows that if \( X \in \text{K}(P^+) \) is a complex consisting of \( H^0(K_U, -) \)-acyclic objects and \( Y \in \text{K}(M^+) \) is arbitrary, then \( X \otimes_k \text{Inf}_{p+}^M Y \) consists of \( H^0(K_U, -) \)-acyclic objects. We deduce that \( \alpha \) is an isomorphism, cf. [24, Cor. 14.3.5].

Thus, we have constructed a natural isomorphism
\[ \text{RH}^0(K_U, -) \circ (\otimes_k \text{Inf}_{p+}^M Y) \cong (\otimes_k Y) \circ \text{RH}^0(K_U, -). \]

Passing to the right mate yields a natural map \( \beta : F_{p+}^M X \otimes_k \text{Inf}_{p+}^M Y \rightarrow F_{p+}^M (X \otimes Y) \).

Now, we have a commutative diagram
\[ \begin{array}{ccc}
\text{Res}_{K_p}^{p+}(F_{p+}^M X \otimes_k \text{Inf}_{p+}^M Y) & \xrightarrow{\text{Res}_{K_p}^{p+} \beta} & \text{Res}_{K_p}^{p+}(F_{p+}^M (X \otimes Y)) \\
\cong & & \cong \\
F_{K_p}^{KM} \text{Res}_{K_p}^{M+} X \otimes_k \text{Inf}_{K_p}^{M+} \text{Res}_{K_p}^{M+} Y & \xrightarrow{\cong} & F_{K_p}^{KM} \text{Res}_{K_p}^{M+} X \otimes_k \text{Res}_{K_p}^{M+} Y,
\end{array} \]

where the vertical maps are isomorphisms by Lemma 3.4.13 and the bottom horizontal map is the isomorphism from Corollary 3.1.7. Hence, the top horizontal map is an isomorphism. As \( \text{Res}_{K_p}^{p+} \) is conservative by Lemma 3.2.2, we deduce that \( \beta \) is an isomorphism.

Finally, Lemma 3.4.13 and Proposition 3.1.10 show \( \text{Res}_{K_p}^{p+}(\omega_{p+}) = \omega_{K_p} = k[\dim K_U] \), which proves the last statement. \( \square \)
Corollary 3.4.20 There is a natural isomorphism $\text{RH}^0(K_U, \omega_{P^+} \otimes_k -) \cong L_{K_U}$ of functors $D(P^+) \to D(M^+)$. 

Proof The natural map in the assertion, say, $\alpha$ arises, by passing to the left mate, from the natural isomorphism $(\omega_{P^+} \otimes_k -) \cong F_{P^+}$. We then have a commutative diagram

$$
\begin{array}{ccc}
\text{Res}_{K_M}^{P} \text{RH}^0(K_U, \omega_{P^+} \otimes_k -) & \xrightarrow{\text{Res}_{K_M}^{P} \alpha} & \text{Res}_{K_M}^{P} L_{K_U} \\
\cong & & \cong \\
\text{RH}^0(K_U, \omega_{K_P} \otimes_k -) \text{Res}_{K_P}^{P} & \xrightarrow{\text{Res}_{K_P}^{P}} & L_{K_U} \text{Res}_{K_P}^{P},
\end{array}
$$

where the left vertical map is an isomorphism by Lemmas 3.4.11 and 3.4.13, the right vertical map is an isomorphism by Proposition 3.2.19, and the bottom horizontal map is an isomorphism by Corollary 3.1.8. Hence, $\text{Res}_{K_M}^{P} \alpha$ is an isomorphism. As $\text{Res}_{K_M}^{P}$ is conservative by Lemma 3.2.2, it follows that $\alpha$ is an isomorphism. \hfill \Box

Remark 3.4.21 One can show $\omega_{P^+} = \text{Res}_{P^+}^{P+} \omega_P$, where $\omega_P = \delta_P [\dim U]$ and $\delta_P$ is a smooth character of $P$ (which is necessarily trivial on $U$). Hence, $\omega_{P^+}$ is in fact $\otimes$-invertible. (Note that this fails for general characters of monoids.)

In fact, $\delta_P$ is the (inflation to $P$ of the) character $\alpha^u$ defined in [13, 3.6].

Corollary 3.4.22 One has a natural isomorphism

$$\text{inf}_{P^+}^{M^+} \text{RH}^0(K_U, \omega_{P^+} \otimes_k -) \text{Res}_{P^+}^{P^+} \cong L_U$$

of functors $D(P) \to D(M)$. 

Corollary 3.4.23 Let $f : P \to M$ be a continuous surjection of $p$-adic Lie groups with kernel $U$, and let $K_U \subseteq U$ be a torsion-free compact open subgroup. Assume there is an automorphism $\varphi : U \cong U$ of topological groups such that $\bigcap_{n \geq 0} \varphi^n(K_U) = \{0\}$ and $\bigcup_{n \geq 0} \varphi^{-n}(K_U) = U$. The following equivalent properties are satisfied:

(i) $\text{Inf}_{P}^{M} : D(M) \to D(P)$ is fully faithful;

(ii) The counit $\varepsilon : L_U \text{Inf}_{P}^{M} \cong \text{id}_{D(M)}$ is an isomorphism;

(iii) $L_U(1_P) \cong 1_M$ in $D(M)$;

(iv) $L_U(1_U) \cong 1$ in $D(k)$.

Proof For (i) $\iff$ (ii), see Lemma 2.1.5, and the equivalence (ii) $\iff$ (iii) follows from the projection formula 3.3.5; note that (iii) is satisfied if and only if $\varepsilon 1_P$ is an isomorphism. The equivalence (iii) $\iff$ (iv) follows from Proposition 3.2.19.

The hypothesis on $\varphi$ shows that there exists $n_0 \geq 0$ with $\varphi^{n_0}(K_U) \subseteq K_U$. Hence, replacing $\varphi^{n_0}$ by $\varphi$ if necessary, we may assume that $\varphi$ is positive, meaning that $\varphi(K_U) \subseteq K_U$. By (iii) $\iff$ (iv), we may assume $P = U \ltimes M$, where $M \cong \mathbb{Z}$ is generated by an element $z$ acting through conjugation on $U$ via $\varphi$. Let $M^+$ be the monoid generated by $z$ and put $P^+ = K_U M^+$. 

If $U$ has the discrete topology, the compact group $K_U$ is finite. As $\varphi$ is positive, we must have $\varphi^n(K_U) = K_U$ for all $n \in \mathbb{Z}$, and hence the hypothesis shows $K_U = \{1\}$ and then $U = \{1\}$, in which case the assertion is trivial.
If $U$ is not discrete, the hypothesis implies that $U$ contains no compact open subgroup which is normalized by $M$. In particular, $U$ is not compact. By Corollary 3.4.22, there is a natural isomorphism

$$\text{ind}_{M^+}^M \colon H^{d+i}(K_U, \delta_{p^+}) \xrightarrow{\cong} L_U^i(\mathbf{1}),$$

where $\omega_{p^+} = \delta_{p^+}[d]$ and $d = \dim U$. Fix $i \neq 0$. As $K_U$ is a Poincaré group, the $k$-vector space $H^{-i}(K_U, \mathbf{1})$ is finite-dimensional, and the cup product $H^{-i}(K_U, \mathbf{1}) \times H^{d+i}(K_U, \mathbf{1}) \rightarrow \mathbf{1}$ is a perfect pairing. Therefore, $H^{-i}(K_U, \mathbf{1})$ identifies with the $k$-linear dual of $H^{d+i}(K_U, \mathbf{1})$, and for each $m \in M^+$ the diagram

$$H^{d+i}(mK_U m^{-1}, \mathbf{1}) \xrightarrow{\cong} H^{-i}(mK_U m^{-1}, \mathbf{1})^*$$

$$\text{cores} \downarrow \quad \text{res}^*$$

$H^{d+i}(K_U, \mathbf{1}) \xrightarrow{\cong} H^{-i}(K_U, \mathbf{1})^*$

is commutative. As $H^{-i}(K_U, \mathbf{1})$ is finite-dimensional and $i \neq 0$, we find (by the hypothesis) some $n \gg 0$ such that for $m := z^n$ the right vertical map vanishes. Hence, also the left vertical map is zero. As the Hecke-action of $m$ on $H^{d+i}(K_U, \delta_{p^+})$ is given by the composite

$$H^{d+i}(K_U, \delta_{p^+}) \xrightarrow{\delta_{p^+}(m) \cdot \text{conj}_m} H^{d+i}(mK_U m^{-1}, \delta_{p^+}) \xrightarrow{\text{cores}} H^{d+i}(K_U, \delta_{p^+}),$$

where $\text{conj}_m$ is the conjugation by $m$ on cohomology, we deduce that $\text{ind}_{M^+}^M \colon H^{d+i}(K_U, \delta_{p^+}) = \{0\}$. Therefore, $L_U^i(\mathbf{1}) = \{0\}$. Finally, it is clear that $L_U^0(\mathbf{1}) = \mathbf{1}$ (cf. Proposition 3.2.8).

**Example 3.4.24** If $U$ is the group of $\mathbb{Q}_p$-points of a connected unipotent linear algebraic group, then the functor $\text{Inf}_M^P : \text{D}(M) \rightarrow \text{D}(P)$ is fully faithful. Indeed, by Proposition 3.2.10(a) the class of groups $U'$ satisfying $L_U^i(1_{U'}) \cong \mathbf{1}$ is closed under extensions. Now, $U$ admits a composition series with components isomorphic to $\mathbb{Q}_p$, so we may assume $U = \mathbb{Q}_p$. But then the hypothesis of Corollary 3.4.23 is satisfied for $K_U = \mathbb{Z}_p$ and $\phi$ being multiplication by $p$.

### 4 The left adjoint of derived parabolic induction

As in Sect. 3 we fix a field $k$ of characteristic $p > 0$.

#### 4.1 General results

Let $G$ be a $p$-adic reductive group, i.e., the group of $\mathfrak{F}$-points of a connected reductive group defined over a finite field extension $\mathfrak{F}/\mathbb{Q}_p$. Let $P$ be a parabolic subgroup of $G$ with Levi quotient $M$ and unipotent radical $U$.

The functor of parabolic induction

$$i_M^G := \text{Ind}_P^G \circ \text{Inf}_P^M : \text{Rep}_k(M) \rightarrow \text{Rep}_k(G)$$

is exact and hence defines a functor $i_M^G : \text{D}(M) \rightarrow \text{D}(G)$ on the derived categories.

**Theorem 4.1.1** The derived parabolic induction $i_M^G$ admits a left adjoint, denoted $L(U, \cdot)$.

In fact, there is a natural isomorphism

$$\text{RHom}_{\text{Rep}_k(M)}(L(U, X), Y) \xrightarrow{\cong} \text{RHom}_{\text{Rep}_k(G)}(X, i_M^G(Y)) \quad \text{in } \text{D}(k),$$

\[\mathfrak{S}\text{ Springer}\]
for all $X \in \text{D}(G)$ and $Y \in \text{D}(M)$.

**Proof** By Lemma 2.1.3 and Theorem 3.2.3 it follows that $L(U, -) = L_U \circ \text{Res}_P^G$ is the left adjoint of $i_M^G$. The last statement is analogous to Corollary 3.2.4 (use that Ind$_P^G$ is exact). □

**Notation 4.1.2** For any $n \in \mathbb{Z}$ we denote by $L^n(U, -) : \text{Rep}_k(G) \to \text{Rep}_k(M)$ the $n$-th cohomology functor of $L(U, -)$, that is,

$$L^n(U, V) := H^n(L(U, V[0])), \quad \text{for } V \in \text{Rep}_k(G).$$

We record the following consequence of Theorem 4.1.1:

**Corollary 4.1.3** Given $V \in \text{Rep}_k(G)$ and $W \in \text{Rep}_k(M)$, there is a convergent first-quadrant spectral sequence

$$E_2^{i,j} = \text{Ext}^i_{\text{Rep}_k(M)}(L^{-j}(U, V), W) \implies \text{Ext}^{i+j}_{\text{Rep}_k(G)}(V, i_M^G W).$$

In particular, there is a five-term exact sequence

$$0 \to \text{Ext}^1_{\text{Rep}_k(M)}(L^0(U, V), W) \to \text{Ext}^1_{\text{Rep}_k(G)}(V, i_M^G W) \to \text{Hom}_{\text{Rep}_k(M)}(L^{-1}(U, V), W) \xrightarrow{d_{2,0}^{0,1}}$$

$$\text{Ext}^2_{\text{Rep}_k(M)}(L^0(U, V), W) \to \text{Ext}^2_{\text{Rep}_k(G)}(V, i_M^G W).$$

**Proof** The functor $R\text{Hom}_{\text{Rep}_k(M)}(\cdot, W)$ is left $t$-exact and $L(U, V)$ is right bounded. We obtain the spectral sequence from Lemma 2.3.20(b) combined with Theorem 4.1.1. □

**Proposition 4.1.4** Let $Q \subseteq P$ be a parabolic subgroup of $G$ with Levi quotient $L$ and unipotent radical $U'$.

(a) The diagram

$$
\begin{array}{ccc}
\text{D}(G) & \xrightarrow{L(U,-)} & \text{D}(M) \\
L(U',-) & \xrightarrow{L(U'/U,-)} & \text{D}(L)
\end{array}
$$

is commutative.

(b) Given $V \in \text{Rep}_k(G)$, there is a convergent third-quadrant spectral sequence

$$E_2^{i,j} = L^i(U'/U, L^j(U, V)) \implies L^{i+j}(U', V).$$

In particular, there is a five-term exact sequence

$$L^{-2}(U', V) \to L^{-2}(U'/U, L^0(U, V)) \xrightarrow{d_{2,0}^{2,0}} L^0(U'/U, L^{-1}(U, V)) \to L^{-1}(U', V) \to L^{-1}(U'/U, L^0(U, V)) \to 0.$$
(b) The functors $L(U'/U, -)$ and $L(U, -)$ are right $t$-exact (as left adjoints of $t$-exact functors). Now, Lemma 2.3.20.(a) applied to (a) yields the desired spectral sequence. □

Fix a compact, open, torsion-free subgroup $K$ of $G$. For any closed subgroup $H$ of $G$ we write $K_H := K \cap H$. Let $M^+$ and $P^+$ be the positive monoids of Sect. 3.4 associated with $K_P$. Then [7, (6.14)] shows that Hypothesis 3.4.1 is satisfied.

**Proposition 4.1.5** There is a natural isomorphism

$$\text{ind}^M_{M^+} \text{RH}^0(KU, \omega_{P^+} \otimes_k -) \text{Res}^{G}_{P^+} \cong L(U, -)$$

of functors $D(G) \longrightarrow D(M)$. In particular, $L^{-n}(U, -)$ vanishes provided $n \notin \{0, 1, \ldots, \dim K_U\}$.

**Proof** Immediate from Corollary 3.4.22. □

**Remark 4.1.6** From Corollary 3.4.22 and [13, Thm. 3.4.7(1) and Lem. 3.2.1(1)] it follows that on (locally) admissible representations the $\delta$-functor $L^\bullet(U, -)$ is isomorphic to the $\delta$-functor $H^\bullet(U, -) = H^{\dim U - \bullet} \text{Ord}_P(-) \otimes \delta_P$ considered in [16, §4.2].

**Corollary 4.1.7** There are adjunctions

$$L(U, -): D^+(G) \xleftarrow{\sim} D^+(M): i^G_M,$$

$$L(U, -): D^b(G) \xrightarrow{\sim} D^b(M): i^G_M.$$

**Proof** This is immediate from Proposition 4.1.5. □

As an immediate consequence of Corollary 3.2.24 we have the following result:

**Proposition 4.1.8** There is a natural isomorphism

$$\text{Hom}_{D(k)}(\text{Res}_1^M L(U, X), Y) \equiv \text{Hom}_{D(U)}(\text{Res}_U^G X, \text{Inf}_U^1 Y)$$

for all $X \in D(G)$, $Y \in D(k)$. In particular, for every $n \in \mathbb{Z}$ there exists a natural $k$-linear isomorphism

$$\text{Hom}_k(L^{-n}(U, V), W) \cong \text{Ext}^n_{\text{Rep}_k(U)}(V, \text{Inf}_U^1 W),$$

for all $V \in \text{Rep}_k(G)$ and $W \in \text{Vect}_k$.

### 4.2 Preservation of global admissibility

Retain the notation of Sect. 4.1. Let $\overline{P}$ be the parabolic subgroup of $G$ opposite $P$ with unipotent radical $\overline{U}$ and Levi quotient $M$. We make the further assumption that the compact, open, torsion-free subgroup $K \subseteq G$ admits an Iwahori decomposition:

$$K = K_{\overline{U}} K_M K_U.$$

Recall from [38, Def. 4.2] the following definition:
Definition Let $H$ be a $p$-adic Lie group and $H' \subseteq H$ a compact, open, torsion-free subgroup. A complex $X \in D(H)$ is called globally admissible if for every $i \in \mathbb{Z}$ the $k$-vector space $H^i(H', X)$ is finite-dimensional. By [38, Cor. 4.6], this definition is independent of the choice of $H'$.

The strictly full triangulated subcategory of $D(H)$ consisting of the globally admissible complexes is denoted $D(H)^a$.

In this section we prove the following result:

**Theorem 4.2.1** There is an adjunction

$$\text{L}(U, -): D(G)^a \rightleftharpoons D(M)^a : i_M^G.$$ 

We will prove separately that $\text{L}(U, -)$ and $i_M^G$ preserve globally admissible complexes. Before turning to the proofs, let us observe an immediate consequence.

Given a $p$-adic Lie group $H$, we denote by $D_{\text{adm}}^+(H)$, resp. $D_{\text{adm}}^b(H)$, the strictly full triangulated subcategory of $D^+(H)$, resp. $D^b(H)$, consisting of those complexes $X$ such that $H^i(X)$ is admissible, for every $i \in \mathbb{Z}$.

**Corollary 4.2.2** There are adjunctions

$$\text{L}(U, -): D_{\text{adm}}^+(G) \rightleftharpoons D_{\text{adm}}^+(M) : i_M^G,$$

$$\text{L}(U, -): D_{\text{adm}}^b(G) \rightleftharpoons D_{\text{adm}}^b(M) : i_M^G.$$ 

**Proof** By [38, Prop. 4.9] we have $D_{\text{adm}}^+(G) = D^+(G) \cap D(G)^a$ and, a fortiori, $D_{\text{adm}}^b(G) = D^b(G) \cap D(G)^a$; similarly with $G$ replaced by $M$. As $\text{L}(U, -)$ and $i_M^G$ preserve bounded complexes, the claim follows from Theorem 4.2.1. \hfill \Box

### 4.2.1 Parabolic induction preserves global admissibility

It is well-known that the parabolic induction functor $i_M^G: \text{Rep}_k(M) \rightarrow \text{Rep}_k(G)$ preserves admissibility, [42, II.2.1]. In order to prove that derived parabolic induction $i_M^G = \text{Ind}_P^G \text{Inf}_P^M$ preserves global admissibility, we show separately that $\text{Inf}_P^M$ and $\text{Ind}_P^G$ preserve global admissibility.

**Lemma 4.2.3** One has $\text{Ind}_P^G(D(P)^a) \subseteq D(G)^a$.

**Proof** Let $X \in D(P)^a$ be globally admissible. We need to show that $H^i(K, \text{Ind}_P^G X)$ is finite-dimensional, for all $i \in \mathbb{Z}$. Note that, for every $g \in G$ the subgroup $P \cap gKg^{-1} \subseteq P$ is compact, open, and torsion-free. Applying the derived Mackey decomposition, Lemma 3.2.15.(a), we deduce

$$\text{RH}^0(K, \text{Ind}_P^G X) \cong \text{RH}^0(K, \prod_{g \in P \setminus G/K} \text{Ind}_P^G_{g^{-1}Pg \cap K} g^{-1} \text{Res}_{P \cap gKg^{-1}} X)$$

$$\cong \prod_{g \in P \setminus G/K} \text{RH}^0(K, \text{Ind}_P^G_{g^{-1}Pg \cap K} g^{-1} \text{Res}_{P \cap gKg^{-1}} X)$$

$$\cong \prod_{g \in P \setminus G/K} \text{RH}^0(g^{-1}P \cap K, g^{-1} \text{Res}_{P \cap gKg^{-1}} X).$$

\hfill \Box

Springer
\[ \prod_{g \in P \setminus G/K} \operatorname{RH}^0(P \cap gKg^{-1}, \operatorname{Res}_{P \cap gKg^{-1}}^P X). \]

Note that the product is finite, because \( P \setminus G \) is compact and \( K \) is open. The second isomorphism holds, since \( \operatorname{RH}^0(K, -) \) is an additive functor. For the third isomorphism, observe that there is a natural isomorphism \( \operatorname{Inf}_1^{P, g^{-1}} P g \cap K \cong \operatorname{Res}^K_{g^{-1} P g \cap K} \operatorname{Inf}_1^K \), so that passing to the right adjoints (see Example 2.1.13) yields an isomorphism \( \operatorname{RH}^0(K, -) \operatorname{Ind}^K_{g^{-1} P g \cap K} \cong \operatorname{RH}^0(g^{-1} P g \cap K, -) \). The last isomorphism is given by conjugation.

As \( X \) is globally admissible, the right hand side in the above computation has finite-dimensional cohomology, hence so does the left hand side. Consequently, \( \operatorname{Ind}^G_P X \) is globally admissible. \( \square \)

Before proving that \( \operatorname{Inf}^M_P \) preserves global admissibility, we recall a well-known general fact.

**Lemma 4.2.4** Let \( \mathcal{C} \) be a tensor triangulated category which is compactly generated by the tensor unit \( 1 \). Let \( \mathcal{T} \) be a full triangulated subcategory of \( \mathcal{C} \) which is closed under direct summands. One has \( T \otimes X \in \mathcal{T} \) for every \( T \in \mathcal{T} \) and every compact \( X \in \mathcal{C} \).

**Proof** Consider the full subcategory \( \mathcal{J} \) of \( \mathcal{C} \) consisting of those \( X \) such that for all \( T \in \mathcal{T} \) it holds that \( T \otimes X \in \mathcal{T} \). As \( \mathcal{T} \) is triangulated and closed under direct summands, it is clear that \( \mathcal{J} \) is triangulated and closed under direct summands. By [31, Lem. 2.2] the full triangulated subcategory \( \langle 1 \rangle \) generated by \( 1 \) and closed under direct summands contains precisely the compact objects. Since \( 1 \in \mathcal{J} \), we deduce \( \langle 1 \rangle \subseteq \mathcal{J} \), that is, \( \mathcal{J} \) contains all compact objects. This implies the assertion. \( \square \)

**Lemma 4.2.5** One has \( \operatorname{Inf}^M_P (D(M)^a) \subseteq D(P)^a \).

**Proof** Given \( X \in D(M) \), we observe that \( \operatorname{Res}^M_{K_M} (X) \) is globally admissible if and only if \( X \) is; similarly with \( M \) replaced by \( P \). Therefore, it suffices to prove \( \operatorname{Inf}^M_P (D(K_M)^a) \subseteq D(K_P)^a \). Let \( X \in D(K_M)^a \) be globally admissible. By Proposition 3.1.6 we know that \( \operatorname{RH}^0(K_U, 1) \) is compact. Now, Lemma 4.2.4 implies \( X \otimes_k \operatorname{RH}^0(K_U, 1) \in D(K_M)^a \). Applying the projection formula, Lemma 3.1.2, we deduce that

\[
\operatorname{RH}^0(K_P, \operatorname{Inf}^M_{K_P} X) \cong \operatorname{RH}^0(K_M, \operatorname{RH}^0(K_U, \operatorname{Inf}^M_{K_P} X)) \cong \operatorname{RH}^0(K_M, X \otimes_k \operatorname{RH}^0(K_U, 1))
\]

has finite-dimensional cohomology. Therefore, \( \operatorname{Inf}^M_{K_P} X \) is globally admissible. \( \square \)

**Proposition 4.2.6** Derived parabolic induction restricts to a functor \( i^G_M : D(M)^a \longrightarrow D(G)^a \).

**Proof** Combine Lemmas 4.2.3 and 4.2.5. \( \square \)

**4.2.2 \( L(U, -) \) preserves global admissibility**

Fix a positive central element \( z_0 \in M \) satisfying the conditions in [7, (6.14)]. In particular, \( z_0 \) is strictly positive and satisfies \( z_0 K_T z_0^{-1} \supseteq K_T \). Let \( C \) be the central subgroup of \( M \) generated by \( z_0 \). Then \( C^+ := M^+ \cap C \) is the submonoid generated by \( z_0 \). Note that \( K_M C \) is a direct product, since \( C \cap K_M = \{1\} \).
Lemma 4.2.7 The diagram
\[
\begin{array}{ccc}
D(G) & \xrightarrow{L(U,-)} & D(M) \\
\downarrow \text{Res}_{K_P C^+} & & \downarrow \text{Res}_{K_M C} \\
D(K_P C^+) & \xrightarrow{L_K P} & D(C^+) \\
\end{array}
\]
is commutative. In particular, there is a natural \(k\)-linear isomorphism
\[
H^i(K_M, L(U, X)) \cong \text{ind}_{C^+} \text{dim}_{K(U)} (K_P, X)
\]
for every \(X \in D(G)\).

Proof We compute
\[
\begin{align*}
L_{K_M} \text{Res}^M_{K_M C} L(U, -) &= L_{K_M} \text{Res}^M_{K_M C} L_U \text{Res}^G_P \\
&\cong L_{K_M} L_U \text{Res}^P_{K_M C} \text{Res}^G_P \\
&\cong L_{K_M} \text{ind}_{K_M C^+} L_{K_P} \text{Res}^U_{K_M C} \text{Res}^G_{K_M C} \\
&\cong \text{ind}_{C^+} L_{K_M} L_{K_P} \text{Res}^G_{K_P C^+} \\
&\cong \text{ind}_{C^+} L_{K_P} \text{Res}^G_{K_P C^+}
\end{align*}
\]
which proves the first assertion. Now, applying Corollary 3.4.20, we deduce a \(C^+\)-equivariant natural isomorphism
\[
\text{RH}^0(K_M, \omega_{K_M C} \otimes L(U, X)) \cong \text{ind}_{C^+} \text{RH}^0(K_P, \omega_{U_{K_M C^+}} \otimes X).
\]
Restricting to \(k\) and passing to cohomology yields the final assertion, since \(\omega_{K_M C}\) is concentrated in degree \(-\text{dim } K_M\) and \(\omega_{U_{K_M C^+}}\) is concentrated in degree \(-\text{dim } K_P\), and because \(\text{dim } K_P - \text{dim } K_M = \text{dim } K_U\).

We recall the Hecke action of \(C^+\) on \(H^0(K, V)\), for \(V \in \text{Rep}_k(G)\): Note first that the inclusion \(K_U \subseteq K\) induces, for each \(z \in C^+\), a bijection
\[
K_U / z K_U z^{-1} \cong K / K_P z K_U z^{-1},
\]
(4.2.8)
since \(K = K_U K_P\). (By our choice of \(z_0, K_P z K_U z^{-1} = K \cap z K z^{-1}\) is an open subgroup of \(K\).) Then the composite
\[
z*(\_): \xrightarrow{z} H^0(K, V) \xrightarrow{\text{cores}} H^0(K_P z K_U z^{-1}, V) \xrightarrow{u \mapsto \sum u \in K_U / z K_U z^{-1} u z u} H^0(K, V),
\]
defines the Hecke action of \(C^+\) on \(H^0(K, V)\) such that the natural inclusion \(H^0(K, V) \subseteq H^0(K_P, V)\) is \(C^+\)-equivariant. We obtain a left exact functor \(H^0(K, -): \text{Rep}_k(G) \longrightarrow \text{Rep}_k(C^+)\) and hence a derived functor
\[
\text{RH}^0(K, -): D(G) \longrightarrow D(C^+)
\]
on the derived categories.

Lemma 4.2.9 The inclusion \(H^0(K, -) \hookrightarrow H^0(K_P, -)\) induces a natural isomorphism
\[
\text{ind}_{C^+} \text{RH}^0(K, -) \cong \text{ind}_{C^+} \text{RH}^0(K_P, -) \text{Res}^G_{K_P C^+}.
\]
Proof We first show that $\text{Res}^G_{K_p C^+}$ sends injective objects to $H^0(K_p, -)$-acyclic objects. As $K_p$ is open in $K_p C^+$, it follows that $\text{Res}^G_{K_p C^+}$ admits an exact left adjoint and hence preserves injective objects (Lemma 2.1.8). As $H^i(K_p, -)$ has finite cohomological dimension, the functor $\text{RH}^0(K_p, -)$ can be computed using acyclic objects, see [14, Cor. 5.3 γ]. Hence, there is an isomorphism

$$\text{Res}^C_{i} \text{RH}^0(K_p, -) \cong \text{RH}^0(K_p, -) \text{Res}^G_{K_p C^+}.$$ 

Now, if $J$ in $\text{Rep}_k(G)$ is injective, then so is $\text{Res}^G_{K_p}(J)$ by [13, Prop. 2.1.11] and therefore,

$$\text{Res}^C_{i} H^i(K_p, \text{Res}^G_{K_p C^+}(J)) = H^i(K_p, \text{Res}^G_{K_p}(J)) = 0, \quad \text{for all } i > 0.$$

Hence, $\text{Res}^G_{K_p C^+}(J)$ is $H^0(K_p, -)$-acyclic.

We are thus reduced to showing that the natural map

$$\text{ind}^C_{C^+} H^0(K, V) \longrightarrow \text{ind}^C_{C^+} H^0(K_p, V) \quad (4.2.10)$$

is bijective, for all $V \in \text{Rep}_k(G)$. As $\text{ind}^C_{C^+}$ is exact, the injectivity is clear. The surjectivity follows from the same argument as in [13, Lem. 3.4.5] which we recall here for the benefit of the reader: Let $v \in H^0(K_p, V)$ be arbitrary. As $V$ is smooth, there exists $z \in C^+$ such that $v$ is fixed by $z^{-1} K_{Pz} K_p = z^{-1} K_z \cap K$. Now, we have

$$z \ast v = \sum_{u \in K_U / z K_U z^{-1}} u z v \in H^0(K, V),$$

because $z v$ is fixed by $K_{Pz} K_U z^{-1}$ and $u$ runs through a representing system of $K / K_{Pz} K_U z^{-1}$, see (4.2.8). Therefore, $z^{-1} \otimes z \ast v$ maps to $1 \otimes v \in \text{ind}^C_{C^+} H^0(K_p, V)$ under (4.2.10). This finishes the proof. 

Lemma 4.2.11 Let $V \in \text{Rep}_k(C^+)$ be a finite-dimensional representation. The canonical map

$$V \longrightarrow \text{ind}^C_{C^+} V,$$

$$v \mapsto 1 \otimes v$$

is surjective.

Proof This is immediate from the proof of [13, Lem. 3.2.1 (1)].

Proposition 4.2.12 The functor $L(U, -)$ restricts to a functor $D(G)^a \longrightarrow D(M)^a$.

Proof Let $X$ in $D(G)^a$ be a globally admissible complex and let $i \in \mathbb{Z}$ be arbitrary. Since $\text{Res}^C_{i} H^i(K, -) \cong H^i(K, -) \text{Res}^G_{K}$, we know that $H^i(K, X)$ is a finite-dimensional smooth $C^+$-representation. Now, the sequence of maps

$$H^i(K, X) \longrightarrow \text{ind}^C_{C^+} H^i(K, X) \quad \text{(Lemma 4.2.11)}$$

$$\cong \text{ind}^C_{C^+} H^i(K_p, X) \quad \text{(Lemma 4.2.9)}$$

$$\cong H^{i-\text{dim} K_U}(K_M, L(U, X)) \quad \text{(Lemma 4.2.7)}$$

shows that $H^{i-\text{dim} K_U}(K_M, L(U, X))$ is finite-dimensional. Therefore $L(U, X)$ is globally admissible. 

Finally, Propositions 4.2.6 and 4.2.12 together imply Theorem 4.2.1.
4.3 On the Satake homomorphism

The functor $\text{L}(U, -): \text{D}(G) \rightarrow \text{D}(M)$ can be used to define a derived version of the Satake homomorphism, which we will now describe.

We fix an open compact mod center subgroup $K \subseteq G$ satisfying the Iwasawa decomposition $G = PK$ and $K_P = K_UK_M$. Writing $\text{L}(K_U, -) := \text{L}_{K_U} \circ \text{Res}_{K_P}^K : \text{D}(K) \rightarrow \text{D}(K_M)$, there are natural isomorphisms

$$\text{L}(U, -) \text{ind}_U^G = \text{L}_U \text{Res}^G_P \text{ind}_K^G \xrightarrow{\sim} \text{L}_U \text{ind}_{K_P}^K \text{Res}^K_{K_P} \xrightarrow{\sim} \text{ind}_{K_M}^M \text{L}(K_U, -),$$

where the first isomorphism follows from the Iwasawa decomposition and the last is the one from Proposition 3.2.11.

**Definition** Given $X \in \text{D}(K)$, we call the $k$-algebra homomorphism

$$S_X : \text{End}_{\text{D}(G)}(\text{ind}_K^G X) \rightarrow \text{End}_{\text{D}(M)}(\text{ind}_{K_M}^M \text{L}(K_U, X))$$

induced by $\text{L}(U, -)$ the *derived Satake homomorphism*.

If $V \in \text{Rep}_k(K)$, composing $S_V$ with the cohomology functor $H^{-n}$ yields a homomorphism

$$S^n_V : \text{End}_{\text{Rep}_k(G)}(\text{ind}_K^G V) \rightarrow \text{End}_{\text{Rep}_k(M)}(\text{ind}_{K_M}^M H^{-n}(K_U, V))$$

of $k$-algebras, which we call the *$n$-th Satake homomorphism*. (As usual, we write $H^{-n}(K_U, V) := \text{H}^{-n}(\text{L}(K_U, V[0]))$.) Note that $S^n_V$ is zero whenever $n \notin \{0, 1, \ldots, \dim K_U\}$.

**Remark 4.3.1** One could also define a variant of the derived Satake homomorphism via

$$\text{RHom}_{\text{Rep}_k(G)}(\text{ind}_K^G V, \text{ind}_K^G V) \rightarrow \text{RHom}_{\text{Rep}_k(M)}(\text{ind}_{K_M}^M \text{L}(K_U, V), \text{ind}_{K_M}^M \text{L}(K_U, V)).$$

It might be interesting to relate the induced map on the cohomology algebras to Ronchetti’s derived Satake homomorphism. [35].

The aim of this section is to show that $S^n_V$ and $S^\dim K_U$ are the well-known variants of the Satake homomorphism that were introduced by Herzig, [20], and extensively studied by Herzig and Henniart–Vignéras, [17–19].

**Theorem 4.3.2** Let $V \in \text{Rep}_k(K)$.

(a) Denote $\eta: V \rightarrow L^0(K_U, V)$ the natural projection map. The map $S^0_V$ is explicitly given by

$$\text{End}_{\text{Rep}_k(G)}(\text{ind}_K^G V) \rightarrow \text{End}_{\text{Rep}_k(M)}(\text{ind}_{K_M}^M L^0(K_U, V)),$$

$$S^0_V(\Phi)([1, \eta(v)])(m) = \eta\left( \sum_{u \in K_U \setminus U} \Phi([1, v])(um) \right)$$

for all $\Phi \in \text{End}_{\text{Rep}_k(G)}(\text{ind}_K^G V), v \in V$, and $m \in M$.

(b) The map $S^\dim K_U$ is explicitly given by

$$\text{End}_{\text{Rep}_k(G)}(\text{ind}_K^G V) \rightarrow \text{End}_{\text{Rep}_k(M)}(\text{ind}_{K_M}^M H^0(K_U, V)),$$

$$S^{\dim K_U}_V(\Phi)([1, v])(m) = \sum_{u \in U/K_U} \Phi([1, v])(mu)$$

for all $\Phi \in \text{End}_{\text{Rep}_k(G)}(\text{ind}_K^G V), v \in H^0(K_U, V)$, and $m \in M$. 

\(\text{Springer}\)
Explanation 4.3.3 Since $\delta_P \otimes -$ is an equivalence of categories, there are natural isomorphisms $H^0(K_U, -) \circ (\delta_P \otimes -) \cong (\delta_P \otimes -) \circ H^0(K_U, -)$ and $(\delta_P \otimes -) \circ \text{ind}_{K_M}^M \cong \text{ind}_{K_M}^M (\delta_P \otimes -)$. By Corollary 3.4.20 we have a natural isomorphism $L^{-\dim K_U} (K_U, V) \cong H^0(K_U, \delta_P \otimes V) \cong \delta_P \otimes H^0(K_U, V)$. Consequently, the target of $S_{K_U}^{\dim K_U}$ may be identified with

$$\text{End}_{\text{Rep}_k(M)}(\text{ind}_{K_M}^M L^{-\dim K_U} (K_U, V)) \cong \text{End}_{\text{Rep}_k(M)}(\text{ind}_{K_M}^M H^0(K_U, V)),$$

which justifies the formulation in Theorem 4.3.2.(b).

The proof of Theorem 4.3.2.(b) needs some preparation and is deferred until the end of the section. Statement (a) is well-known. Since I could not find a precise reference to the literature, I will recall the easy proof for the convenience of the reader.

**Proof of Theorem 4.3.2.(a)** By definition the diagram

$$\begin{CD}
\text{ind}_K^G V @>\eta_U>> L^0(U, \text{ind}_K^G V) @>\cong>> \text{ind}_{K_M}^M L^0(K_U, V) \\
\Phi @VV\Phi(V, \Phi) V @VV\Phi(V, \Phi) V \\
\text{ind}_K^G V @>\eta_U>> L^0(U, \text{ind}_K^G V) @>\cong>> \text{ind}_{K_M}^M L^0(K_U, V)
\end{CD}$$

is commutative, where the horizontal compositions are given explicitly by

$$[g, v] \longmapsto [\text{pr}_M(g), \eta(v)], \quad \text{for } g \in P \text{ and } v \in V.$$

(Recall that $G = PK$.) Fix a complete representing system $\mathcal{M}$ of $K_M \setminus M$ in $M$. Then the map

$$(K_U \setminus U \times \mathcal{M}) \xrightarrow{\cong} K_P \setminus P,$$

$$(K_U u, m) \longmapsto K_P \Phi^{-1}(m),$$

is bijective. Using $\Phi([1, v]) = \sum_{u \in K_U \setminus U} \sum_{m \in \mathcal{M}} [(um)^{-1}, \Phi([1, v])(um)]$, we compute

$$S_{K_U}^0(\Phi)([1, \eta(v)]) = \sum_{u \in K_U \setminus U} \sum_{m \in \mathcal{M}} [m^{-1}, \eta(\Phi([1, v])(um))],$$

$$= \sum_{m \in \mathcal{M}} [m^{-1}, \eta(\sum_{u \in K_U \setminus U} \Phi([1, v])(um))],$$

which shows $S_{K_U}^0(\Phi)([1, \eta(v)])(m) = \eta(\sum_{u \in K_U \setminus U} \Phi([1, v])(um))$ for all $m \in \mathcal{M}$.  

4.3.1 Finishing the proof of Theorem 4.3.2.(b)

Fix $W \in \text{Rep}_k(K_P)$ and recall from Corollary 3.4.22 the isomorphism

$$L^{-\dim K_U} (\text{ind}_K^P W) \cong \text{ind}_{M+}^M H^0(K_U, \delta_P \otimes \text{ind}_K^P W) \cong \delta_P \otimes \text{ind}_{M+}^M H^0(K_U, \text{ind}_K^P W).$$

As was already remarked, the character $\delta_P$ can be neglected for the computation of the Satake homomorphism. The $M^+$-action on $H^0(K_U, \text{ind}_K^P W)$ is given by

$$m \star f := \sum_{u \in K_U / m K_U} u mf,$$
for \( m \in M^+ \) and \( f \in \text{ind}^P_{K_P} W \). By the Mackey decomposition, Lemma 3.2.15, we have a natural isomorphism
\[
H^0(K_U, \text{ind}^P_{K_P} W) \cong \bigoplus_{g \in K_U \setminus P/K_P} H^0(K^g_U \cap K_P, W),
\]
where \( K^g_U := g^{-1}K_U g \). We deduce that \( H^0(K_U, \text{ind}^P_{K_P} W) \) is generated by elements of the form
\[
[K_U g, w] := \sum_{u \in K_U/K_U \cap K^g_U} [ug, w], \quad \text{for } w \in H^0(K^g_U \cap K_P, W),
\]
where \( g \) runs through a representing system for \( K_U \setminus P/K_P \). In order to describe the \( M^+ \)-action on the \([K_U g, w]\) we make the following definition:

**Definition** Given \( m \in M^+ \) and \( g \in P \), we define the “projection map”
\[
\mu_{m,g} : H^0(K^g_U \cap K_P, W) \to H^0(K^g_U \cap K_P, W),
\]
\[
w \mapsto \sum_{u \in K^m_U \cap K_P} u w.
\]
As \( m \) is positive, we have \( K^m_U \cap K_P \supseteq K^g_U \cap K_P \), and hence \( \mu_{m,g} \) is well-defined.

**Lemma 4.3.5** Let \( g \in P \) and \( m, m_1, m_2 \in M^+ \).

(a) \( \mu_{m,g} = \text{id} H^0(K_U, W) \) provided \( g \in P^+ = K_U M^+ \).
(b) \( \mu_{m_1,g} = \mu_{m_2,g} \) provided \( m_1 g, m_2 g \in P^+ \).
(c) \( \mu_{1,g} = \text{id} H^0(K^g_U \cap K_P, W) \).
(d) \( \mu_{m_1 m_2,g} = \mu_{m_1,g} \circ \mu_{m_2,g} \).
(e) \( \mu_{m, ugh}(w) = h^{-1} \mu_{m,g}(hw) \) for each \( u \in K_U, h \in K_P, w \in H^0(K^g_U, W) \).

**Proof** Note that, if \( h \in P^+ \), then \( K^h_U \cap K_P = K_U \). Now, (a) follows by applying this observation to \( h = g \) and \( h = mg \), and (b) follows by applying it to \( h = m_1 g \) and \( h = m_2 g \).

(c) is trivial and (d) is straightforward. For (e) note that \( K^u_U = K_U \) and \( K^{mu}_U = K^m_U \), because \( u, mum^{-1} \in K_U \).

**Notation 4.3.6** Given \( g \in P \), we put
\[
\mu^*_g := \mu_{m,g} : H^0(K^g_U \cap K_P, W) \to H^0(K_U, W),
\]
where \( m \in M^+ \) is any element satisfying \( mg \in P^+ \). (Such elements exist by Hypothesis 3.4.1.) By Lemma 4.3.5.(b) the definition of \( \mu^*_g \) is independent of the chosen \( m \).

**Lemma 4.3.7** For all \( g \in P \), \( w \in H^0(K^g_U \cap K_P, W) \) and \( m \in M^+ \) we have
\[
m \cdot [K_U g, w] = [K_U mg, \mu_{m,g}(w)] \quad \text{in } H^0(K_U, \text{ind}^P_{K_P} W).
\]

**Proof** We compute
\[
m \cdot [K_U g, w] = \sum_{n \in K_U/K_U^m} \sum_{u \in K_U/K_U \cap K^g_U} [nmug, w]
\]
\[
= \sum_{n \in K^m_U/K_U^m} \sum_{u \in K^g_U/K_U^g \cap K_P} [mgnu, w]
\]
The left adjoint of derived parabolic induction

\[ \sum_{n \in K_U^{mg}/K_U^{mp}} [mgn, w] \]
\[ = \sum_{n \in K_U^{mg}/K_U^{mp} \cap K_P} \sum_{u \in K_U^{mg} \cap K_P/K_U^{mp} \cap K_P} [mgnu, w] \]
\[ = \sum_{n \in K_U/K_U \cap K_P^{(mg)^{-1}}} \left( \sum_{u \in K_U^{mg} \cap K_P} u \right) w \]
\[ = [K_U mg, \mu_{m,g}(w)]. \]

Proposition 4.3.8 The natural map

\[ \text{ind}^M_{M^+} H^0(K_U, \text{ind}^P_{K P} W) \xrightarrow{\sim} \text{ind}^M_{M^+} H^0(K_U, W), \]
\[ 1 \otimes [K_Ug, w] \longmapsto [pr_M(g), \mu_g(w)] \]

is an \( M \)-equivariant isomorphism.

Proof We first observe that the inclusion \( \text{ind}^P_{K P} W \subseteq \text{ind}^P_{K P} W \) induces an isomorphism

\[ \text{ind}^M_{M^+} H^0(K_U, \text{ind}^P_{K P} W) \xrightarrow{\sim} \text{ind}^M_{M^+} H^0(K_U, \text{ind}^P_{K P} W). \]

Indeed, injectivity is clear, since \( H^0(K_U, -) \) and \( \text{ind}^M_{M^+} \) are left exact. The surjectivity follows from the fact that for every \( g \in P \) there exists \( m \in M^+ \) such that \( mg \in P^+ \). Concretely, the inverse map is given by

\[ \text{ind}^M_{M^+} H^0(K_U, \text{ind}^P_{K P} W) \longrightarrow \text{ind}^M_{M^+} H^0(K_U, \text{ind}^P_{K P} W), \]
\[ 1 \otimes [K_Ug, w] \longmapsto m^{-1} \otimes [K_U mg, \mu_{m,g}(w)], \] (4.3.9)

where \( m \in M^+ \) is chosen such that \( mg \in P^+ \). (Note that the same \( m \) works if \( g \) is replaced by any other element in \( K_Ug \).)

We now prove that the map

\[ H^0(K_U, \text{ind}^P_{K P} W) \xrightarrow{\sim} \text{ind}^M_{K M} H^0(K_U, W), \]
\[ [K_U m, w] \longmapsto [m, w], \] (4.3.10)

where \( m \in M^+ \), is an \( M^+ \)-equivariant isomorphism. The \( M^+ \)-equivariance of the map follows from Lemma 4.3.7 together with \( \mu_{m',m} = \text{id} \), for all \( m', m \in M^+ \) (Lemma 4.3.5.(a)). As for (4.3.4) the Mackey decomposition provides a canonical isomorphism

\[ H^0(K_U, \text{ind}^P_{K P} W) \cong \bigoplus_{m \in K_U \backslash P^+ / K_P} H^0(K_U, W). \]

Since the projection map \( K_U \backslash P^+ / K_P \longrightarrow M^+ / K_M \) is bijective, we deduce that (4.3.10) is an isomorphism.

The map in the proposition is now given by (4.3.9) composed with \( \text{ind}^M_{M^+} (4.3.10) \) and hence is an isomorphism.

Lemma 4.3.11 The following assertions hold:
(a) 
\[ K_P g K_U = \bigsqcup_{u \in K_U / (K_U \cap gK_U)g^{-1}} K_M ugK_U, \quad \text{for all } g \in P. \]

(b) 
\[ K_M \backslash P / K_U \cong K_M \backslash M \times U / K_U. \]

**Proof** (a) is easy and (b) is trivial. \(\square\)

Finally, we finish the proof of Theorem 4.3.2.

**Proof of Theorem 4.3.2.** Let \( V \in \text{Rep}_k(K) \) and \( \Phi \in \text{End}_{\text{Rep}_k(G)}(\text{ind}_K^G V) \). Recall that we want to show

\[ S_{\gamma V} \dim_{KU} (\Phi)([1, v])(m) = \sum_{u \in U / KU} \Phi([1, v])(mu) \]

for all \( v \in H^0(K_U, V) \) and \( m \in M \). Recall also that the Iwasawa decomposition \( G = PK \) allows us to identify \( \text{ind}_K^G V \) with \( \text{ind}_P^K P V \).

Note that \( KP g K U = \bigsqcup u \in KU / (KU \cap gKU)g^{-1} K UgK_U \). Therefore, we have

\[ \Phi([1, v]) = \sum_{g \in KP \backslash P} [g^{-1}, \Phi([1, v])(g)] \]

\[ = \sum_{g \in KP \backslash P / KU} \sum_{u \in KU / KU \cap K_P \backslash KU} [u^{-1}g^{-1}, \Phi([1, v])(gu)] \]

\[ = \sum_{g \in KP \backslash P / KU} \sum_{u \in KU / KU \cap K_P \backslash KU} [u^{-1}g^{-1}, \Phi([1, v])(g)], \]

where the last equality uses \( v \in H^0(K_U, V) \) and the \( K_U \)-equivariance of \( \Phi \). Viewing \( S_{\gamma V} \dim_{KU} (\Phi) \) as an endomorphism on \( \text{ind}_M^K H^0(K_U, \text{ind}_P^K P V) \) we deduce

\[ S_{\gamma V} \dim_{KU} (\Phi)(1 \otimes [KU, v]) = \sum_{g \in KP \backslash P / KU} 1 \otimes [KU g^{-1}, \Phi([1, v])(g)]. \]

Now, applying the isomorphism in Proposition 4.3.8, we view \( S_{\gamma V} \dim_{KU} (\Phi) \) as an endomorphism of \( \text{ind}_M^K H^0(K_U, V) \) and compute

\[ S_{\gamma V} \dim_{KU} (\Phi)([1, v]) = \sum_{g \in KP \backslash P / KU} [\text{pr}_M(g^{-1}), \mu_{g^{-1}}(\Phi([1, v])(g))] \]

\[ = \sum_{g \in KP \backslash P / KU, u \in KU / KU \cap gKug^{-1}} [\text{pr}_M(g^{-1}), \Phi([1, v])(ug)] \quad \text{(def. of } \mu_{g^{-1}}) \]

\[ = \sum_{g \in KM \backslash P / KU} [\text{pr}_M(g^{-1}), \Phi([1, v])(g)] \quad \text{(Lemma 4.3.11.(a))} \]

\[ = \sum_{m \in KM \backslash M} [m^{-1}, \sum_{u \in KU / KU} \Phi([1, v])(mu)] \quad \text{(Lemma 4.3.11.(b))}, \]

where for the second equality we have used \( K_P \cap gK_U g^{-1} = K_U \cap gK_U g^{-1} \) (recall that \( U \) is normalized by \( P \)). This implies the claim. \(\square\)
5 The example of $GL_2(Q_p)$

In this section we put $G:=GL_2(Q_p)$ and let $B$ be the Borel subgroup of upper triangular matrices with unipotent radical $U$ and $T$ the Levi subgroup of diagonal matrices. Further, we fix the maximal compact open subgroup $K:=GL_2(Z_p)$ and denote by $Z$ the center of $GL_2(Q_p)$. We fix an algebraically closed coefficient field $k$ of characteristic $p$.

We will compute $L^\bullet(U, V)$ for all irreducible smooth representations $V$ of $G$.

5.1 The weights of $K$

The irreducible smooth representations of $K$ have been classified by Barthel–Livné in [2, Prop. 4]. We recall the classification and set up some notation.

**Definition** Given $0 \leq r \leq p - 1$ and $0 \leq e < p - 1$, we consider

$$\text{Sym}^r(k^2) \otimes \text{det}^e.$$  

(5.1.1)

Every irreducible smooth representation of $K$ is isomorphic to some representation of the form (5.1.1). We identify $\text{Sym}^r(k^2)$ with the subvector space of homogeneous polynomials of degree $r$ in $k[x, y]$. Under this identification, $K$ acts through its quotient $GL_2(F_p)$ via

$$\left( \begin{array}{cc} a & b \\
 c & d \end{array} \right) \cdot f(x, y) := f(ax + cy, bx + dy), \quad \text{for all} \quad \left( \begin{array}{cc} a & b \\
 c & d \end{array} \right) \in GL_2(F_p).$$

Thus, a $k$-basis of $\text{Sym}^r(k^2)$ is given by $x^r, x^{r-1}y, \ldots, y^r$, and we have

$$H^0(K_U, \text{Sym}^r(k^2)) = \text{span}_k \{ x^r \},$$

$$L^0(K_U, \text{Sym}^r(k^2)) = \text{Sym}^r(k^2)/\text{span}_k \{ x^r, x^{r-1}y, \ldots, xy^{r-1} \},$$

where $\text{span}_k \{ \ldots \}$ denotes the $k$-linear span.

5.2 Irreducible smooth representations of $GL_2(Q_p)$

We view $\text{Sym}^r(k^2)$ as a smooth $ZK$-representation by letting $p$ act trivially. Denote by $X$ (resp. $Y$) the $k$-linear projection of $\text{Sym}^r(k^2)$ onto $\text{span}_k \{ x^r \}$ (resp. $\text{span}_k \{ y^r \}$) with respect to the basis $x^r, x^{r-1}y, \ldots, y^r$. We define the endomorphism $\Phi \in \text{End}_{\text{Rep}_k(G)}(\text{ind}^G_{ZK} \text{Sym}^r(k^2))$ by

$$\Phi([1, v]) := \left[ \left( \begin{array}{cc} p & 0 \\
 0 & 1 \end{array} \right)^{-1}, Y(v) \right] + \sum_{i=0}^{p-1} \left[ \left( \begin{array}{cc} 1 & i \\
 0 & p \end{array} \right)^{-1}, X(1, i, 0, 1) \cdot v \right].$$

Then [2, Prop. 8] shows that $\text{End}_{\text{Rep}_k(G)}(\text{ind}^G_{ZK} \text{Sym}^r(k^2)) \cong k[\Phi]$ as $k$-algebras.

**Definition** For $0 \leq r \leq p - 1$ and $\lambda \in k$ we define the smooth $G$-representation $V(r, \lambda)$ by the short exact sequence

$$0 \longrightarrow \text{ind}^G_{ZK} \text{Sym}^r(k^2) \overset{\Phi - \lambda}{\longrightarrow} \text{ind}^G_{ZK} \text{Sym}^r(k^2) \longrightarrow V(r, \lambda) \longrightarrow 0.$$

Note: $\Phi - \lambda$ is injective by [2, Thm. 19]. Given a smooth character $\chi : Q_p^\times \longrightarrow k^\times$, we put

$$V(r, \lambda, \chi) := (\chi \circ \det) \otimes V(r, \lambda).$$
Notation 5.2.1 For each $\lambda \in k$ we consider the characters
\[ \mu_\lambda : \mathbb{Q}_p^\times \rightarrow k^\times, \quad x \mapsto \lambda^{\text{val}_p(x)} \] and
\[ \omega : \mathbb{Q}_p^\times \cong \mathbb{Z}/p\mathbb{Z} \times \mathbb{Z}_p^\times \rightarrow \mathbb{F}_p^\times \subseteq k^\times, \quad (p^n, x) \mapsto x \mod p. \]
If $\chi_1, \chi_2 : \mathbb{Q}_p^\times \rightarrow k\times$ are smooth characters, we write
\[ \chi_1 \boxtimes \chi_2 : T \rightarrow k^\times, \quad \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix} \mapsto \chi_1(a)\chi_2(d). \]

The representations $V(r, \lambda, \chi)$ are now described as follows:

Theorem 5.2.2 ([2, Thm. 30], [6, Thm. 1.1]) Let $(r, \lambda) \in \{0, 1, \ldots, p-1\} \times k$ and let $\chi : \mathbb{Q}_p^\times \rightarrow k\times$ be a smooth character.

(a) If $(r, \lambda) \notin \{(0, \pm 1), (p-1, \pm 1)\}$, then $V(r, \lambda, \chi)$ is irreducible.

(b) There are non-split short exact sequences
\[ 0 \rightarrow (\chi \mu_{\pm 1} \circ \text{det}) \otimes \text{Sp} \rightarrow V(0, \pm 1, \chi) \rightarrow \chi \mu_{\pm 1} \circ \text{det} \rightarrow 0 \]
and
\[ 0 \rightarrow \chi \mu_{\pm 1} \circ \text{det} \rightarrow V(p-1, \pm 1, \chi) \rightarrow (\chi \mu_{\pm 1} \circ \text{det}) \otimes \text{Sp} \rightarrow 0, \]
where $\text{Sp} = i_T^G(1_T)/1_G$ is the Steinberg representation, and where $1_T$ and $1_G$ are the trivial representations of $T$ and $G$, respectively.

(c) If $(r, \lambda) \neq (0, \pm 1)$ and $\lambda \neq 0$, there is a $G$-equivariant isomorphism
\[ V(r, \lambda, \chi) \cong i_T^G(\chi \mu_{\lambda-1} \boxtimes \chi \mu_{\lambda} \omega^r). \]

(d) $V(r, \lambda, \chi)$ is supersingular if and only if $\lambda = 0$.

By [2, Thm. 33], every smooth irreducible representation of $G$ admitting a central character is a quotient of some $V(r, \lambda, \chi)$.

5.3 Computation of the left adjoint on irreducibles

Recall the endomorphism $\Phi$ on the representation $\text{ind}^G_Z \text{Sym}^r(k^2)$ from the previous section. The character $\delta_B : B \rightarrow k^\times$ is (by Remark 3.4.21) explicitly given by
\[ \delta_B = \text{Inf}_T^B(\omega \boxtimes \omega^{-1}). \]

Lemma 5.3.1 Let $0 \leq r \leq p-1$ and recall the map $\eta : \text{Sym}^r(k^2) \rightarrow L^0(K_U, \text{Sym}^r(k^2)) \cong 1 \boxtimes \omega^r$.

(a) The endomorphism $S_0^{\text{Sym}^r(k^2)}(\Phi)$ on $\text{ind}_Z^K T(1 \boxtimes \omega^r)$ is given by
\[ S_0^{\text{Sym}^r(k^2)}(\Phi)([1, \eta(x^r)]) = \left[ \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix}^{-1}, \eta(x^r) \right]. \]

(b) The endomorphism $S_1^{\text{Sym}^r(k^2)}(\Phi)$ on $\text{ind}_Z^K T \delta_B \otimes \text{span}_k\{x^r\} \cong \text{ind}_Z^K T(\omega^{r+1} \boxtimes \omega^{-1})$ is given by
\[ S_1^{\text{Sym}^r(k^2)}(\Phi)([1, x^r]) = \left[ \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix}^{-1}, x^r \right]. \]
The left adjoint of derived parabolic induction

Proof. By Theorem 4.3.2 we have
\[ S^0_{\text{Sym}'(k^2)}(\Phi)([1, \eta(y^r)]) = \sum_{t \in K_F \setminus T} \left[ t^{-1}, \eta\left( \sum_{u \in K_U \setminus U} \Phi([1, y^r])(ut) \right) \right] \]
\[ = \left[ \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} \right]^{-1}, \eta(Y(y^r)) + \left[ \begin{pmatrix} 1 & i \\ 0 & p \end{pmatrix} \right]^{-1}, \eta \left( \sum_{i=0}^{p-1} X \left( \begin{pmatrix} 1 & i \\ 0 & 1 \end{pmatrix} \cdot y^r \right) \right] \]
\[ = \left[ \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} \right]^{-1}, \eta(y^r). \]
where we have used that the second summand in the second line is zero: If \( r > 0 \), this follows from \( \text{Im}(X) \subseteq \text{Ker}(\eta) \); if \( r = 0 \), we use \( \text{char}(k) = p \). This proves (a). For (b) we compute in a similar fashion:
\[ S^1_{\text{Sym}'(k^2)}(\Phi)([1, x^r]) = \sum_{t \in K_F \setminus T} \left[ t^{-1}, \sum_{u \in K_U / U} \Phi([1, x^r])(tu) \right] \]
\[ = \left[ \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} \right]^{-1}, \sum_{i=0}^{p-1} \left( \begin{pmatrix} 1 & i \\ 0 & 1 \end{pmatrix} \right) \cdot Y(x^r) \]
\[ = \left[ \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix} \right]^{-1}, \chi(x^r). \]
\[ \square \]

Proposition 5.3.2 Let \((r, \lambda) \in \{0, 1, \ldots, p-1\} \times k\) and let \( \chi : \mathbb{Q}_p^\times \to k^\times \) be a smooth character. One has
\[ L^{-i}(U, V(r, \lambda, \chi)) = \begin{cases} \chi \mu_{\lambda-1} \boxtimes \chi \mu_\lambda \omega^r, & \text{if } i = 0 \text{ and } \lambda \neq 0, \\ \chi \mu_\lambda \omega^{r+1} \boxtimes \chi \mu_{\lambda-1} \omega^{-1}, & \text{if } i = 1 \text{ and } \lambda \neq 0, \\ 0, & \text{otherwise}. \end{cases} \]

Proof By Proposition 3.2.12 we have \( L(U, V(r, \lambda, \chi)) \cong (\chi \circ \text{det}) \otimes L(U, V(r, \lambda)) \). We may therefore assume from the start that \( \chi = 1 \) is the trivial character. As \( \dim U = 1 \), we know from Proposition 4.1.5 that \( L^{-i}(U, V(r, \lambda)) = 0 \) provided \( i \notin \{0, 1\} \). Consider the short exact sequence
\[ 0 \to \text{ind}^G_{Z_K} \text{Sym}'(k^2) \xrightarrow{\Phi-\lambda} \text{ind}^G_{Z_K} \text{Sym}'(k^2) \to V(r, \lambda) \to 0. \] (5.3.3)
It is immediate from Lemma 5.3.1.(a) that \( S^0_{\text{Sym}'(k^2)}(\Phi) - \lambda \) is injective. Hence, the long exact sequence associated with \( L(U, -) \) and (5.3.3) splits into the following two short exact sequences:
\[ 0 \to \text{ind}^T_{Z_K} (1 \boxtimes \omega^r) \xrightarrow{\left( \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} \right)^{-1} - \lambda} \text{ind}^T_{Z_K} (1 \boxtimes \omega^r) \to L^0(U, V(r, \lambda)) \to 0, \]
and
\[ 0 \to \text{ind}^T_{Z_K} (\omega^{r+1} \boxtimes \omega^{-1}) \xrightarrow{\left( \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix} \right)^{-1} - \lambda} \text{ind}^T_{Z_K} (\omega^{r+1} \boxtimes \omega^{-1}) \to L^{-1}(U, V(r, \lambda)) \to 0. \]
The assertion now follows easily. \[ \square \]

Corollary 5.3.4 Let \( \chi, \chi_1, \chi_2 : \mathbb{Q}_p^\times \to k^\times \) be smooth characters with \( \chi_1 \neq \chi_2 \), and let \( 0 \leq r \leq p-1 \). The \( T \)-representations \( L^{-i}(U, V) \), for irreducible smooth \( G \)-representations \( V \) and \( i \in \{0, 1\} \), are as presented in Table 1. \[ \square \]
By Proposition 3.2.12 we may assume $L_0$.

Table 1: Computing $L^{-i}(U, V)$ for irreducible $V$

| Type            | $V$          | $L^{-1}(U, V)$ | $L^0(U, V)$ |
|-----------------|--------------|----------------|-------------|
| Character       | $\chi \circ \det$ | 0              | $\chi \otimes \chi$ |
| Special series  | $(\chi \circ \det) \otimes \text{Sp}$ | $\chi \omega \otimes \chi \omega^{-1}$ | 0           |
| Principal series| $i_d^G(\chi_1 \boxtimes \chi_2)$ | $\chi_2 \omega \otimes \chi_1 \omega^{-1}$ | $\chi_1 \boxtimes \chi_2$ |
| Supersingular   | $V(r, 0, \chi)$ | 0              | 0           |

**Proof** If $V \cong \chi \circ \det$, the assertion follows from Corollary 3.4.23. If $V$ is supersingular, then $L(U, V) = \{0\}$ by Proposition 5.3.2. Let now $V \cong i_d^G(\chi_1 \boxtimes \chi_2)$ for two (not necessarily distinct) smooth characters $\chi_1, \chi_2: \mathbb{Q}_p^\times \to k^\times$. Write $\chi_j = \mu_{\lambda_j} \omega^{r_j}$ for some $\lambda_j \in k^\times$ and $0 \leq r_j \leq p - 1$ and take $\lambda \in k^\times$ such that $\lambda^2 = \lambda_1 \lambda_2$. We have $i_d^G(\chi_1 \boxtimes \chi_2) \cong V(r_2 - r_1, \lambda_2 \lambda^{-1}, \mu_\lambda \omega^{r_1})$ by Theorem 5.2.2.(c). Applying Proposition 5.3.2 we compute

$$L^0(U, V) \cong \mu_{\lambda_2} \omega^{r_1} \mu_{\lambda_3 \lambda_2^{-1}} \boxtimes \mu_{\lambda_1} \omega^{r_1} \mu_{\lambda_2 \lambda_1^{-1}} \omega^{r_2 - r_1} \cong \chi_1 \boxtimes \chi_2$$

and

$$L^{-1}(U, V) \cong \mu_{\lambda_2} \omega^{r_1} \mu_{\lambda_2 \lambda_1^{-1}} \omega^{r_2 - r_1 + 1} \boxtimes \mu_{\lambda_1} \omega^{r_1} \mu_{\lambda_2 \lambda_1^{-1}} \omega^{-1} \cong \chi_2 \omega \boxtimes \chi_1 \omega^{-1}.$$  

This settles the principal series case. Finally, we deduce the special series case as follows: By Proposition 3.2.12 we may assume $\chi = 1$. By Theorem 5.2.2.(b) there is a short exact sequence

$$0 \to \text{Sp} \to V(0, 1) \to 1 \to 0.$$  

The long exact sequence associated with $L(U, -)$ yields

$$0 \to L^{-1}(U, \text{Sp}) \to L^{-1}(U, V(0, 1)) \to L^{-1}(U, 1) \to L^0(U, \text{Sp}) \to L^0(V(0, 1)) \to \varphi \to L^0(U, 1) \to 0.$$  

Since $L^{-1}(U, 1) = \{0\}$, we deduce $L^{-1}(U, \text{Sp}) \cong L^{-1}(U, V(0, 1)) \cong \omega \boxtimes \omega^{-1}$. As $L^0(V(0, 1)) \cong 1 \boxtimes 1 \cong L^0(U, 1)$, it follows that $\varphi$ is an isomorphism, whence $L^0(U, \text{Sp}) = \{0\}$.
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