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Abstract The aim of this article is to examine the actual degree of monetary policy independence in a small open economy with floating exchange rate that is integrated with the world economy. It is frequently argued that for such a country the primary cost of participation in a currency area is the loss of monetary policy independence. The article raises the question if the proposition of monetary independence provided by floating exchange rate applies to a small open economy, operating within highly liberalised capital flows and highly integrated financial markets. We examine the actual degree of monetary policy independence in Poland using a vector error correction mechanism model and the data for the years 2001–2014. We obtain evidence pointing to the lack of such independence, and we show that this result is robust to extensive changes in specification, including impulse saturation.
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Introduction

The assumption of monetary policy independence in an open economy with floating exchange rates lies at the heart of most analyses concerning the effects of the
European Monetary Union (EMU). Numerous studies of monetary policy independence, which are based on the now classical concepts of “impossible trinity” and theory of optimum currency areas, argue that the primary long-run cost of participation in a common currency area is the loss of independence of monetary policy.

Monetary policy independence is understood as the ability of the central bank to set interest rates independently of international rates (Aizenman et al. 2013). This can be questioned especially in terms of small open economies with highly integrated financial markets. Let us consider the case of an interest rate shock in the larger monetary area that would lead to deviation between its interest rate and the rates of a small open economy. This would lead to depreciation in the small open economy in the absence of interest changes. However, this depreciation is costly both in terms of balance sheet effects and inflation. These factors should be incorporated into the small open economy’s central bank loss function, which would give the monetary authority of the small open economy an incentive to use the interest rate to carry out the adjustment instead of allowing its currency to depreciate. Under these conditions, a monetary authority in the small open economy may not enjoy monetary independence even under a more flexible exchange rate regime because it lacks credibility.

This credibility could be particularly low if the economy is highly integrated financially with a larger monetary area such as the dollar or the euro area because an interest rate deviation could lead to a relatively high volume of financial flows that could destabilise the small economy. Thus, the central bank has no choice but to change interest rates in response to changes in the monetary policy of a leading country—probably the country with the largest financial market in the region—to avoid differences in interest rates causing large capital flows and exchange rate volatility (Ehrmann and Fratzscher 2002). Di Giovanni and Shambaugh (2008) suggest that the interest rates are the channel of transmission through which the large country’s monetary policy influences smaller markets. Frankel et al. (2004) show that countries with flexible exchange rates experience full transmission of world interest rates. Some authors, for instance Taylor (2007), Hofmann and Bogdanova (2012), or Rey (2016) even go as far as to say that interest rate dependence applies to large economies, and prior to the financial crisis the European Central Bank (ECB) was not carrying out an independent monetary policy stance but was merely copying the decisions made by the US Federal Reserve Bank (the Fed).

We analyse whether monetary policy in the focus economy—Poland—was ‘determined’ abroad—that is, if it was largely influenced by the policies of the larger monetary area. The reasons for this are related to increasing integration with the Eurozone and external conditions. The first explanation is growing business cycle correlation between Poland and the Eurozone. In this sense, the adoption of foreign interest rates can be seen as a result of increased economic integration through trade and financial markets, which resulted in the synchronisation of business cycles, as suggested by the endogenous theory of optimum currency areas (see Frankel and Rose 1998). Therefore, monetary policy convergence will increase with trade and capital links between these areas.
Another possible cause might be a common component of global inflation; in such cases the central banks of both regions react in the same way to disturbances that are exogenous to their decisions. The high degree of similarity in policies between the domestic and foreign central bank is therefore a reflection of not so much a lack of independence in an institutional sense, but rather of the symmetry of shocks affecting the domestic and foreign economies.

The lack of monetary independence could in fact be a manifestation of the fear-of-floating phenomenon in Poland. The ability to conduct an independent monetary policy in a country characterised by a fear-of-floating exchange rate is limited because management of interest rates may be in fact reduced to an implicit exchange rate management tool.

However, all of these causes of lack of monetary policy independence lead to the same effect; in a positive sense, the monetary policy in the smaller country will not be independent.

The main hypothesis of the article is that Poland currently has very little de facto independence in monetary policy, and the changes in the Polish monetary policy are largely a consequence of the monetary policy changes led by the European Central Bank. This has important policy implications. This actual lack of monetary policy independence in small open economies with highly integrated financial markets would imply that Poland does not lose this independence during accession to the EMU, as this cost has already been borne.

The main hypothesis of the paper is verified using cointegration testing of nominal interest rates in Poland and the EMU. Based on the results of cointegration testing, the vector error correction mechanism (VECM) model has been constructed. The model is used to test several parametric hypotheses concerning the speed and asymmetry of adjustment between interest rates in Poland and the EMU that allow for the causality to be determined between monetary policies of both currency areas.

The first part of this article presents a literature review of monetary independence in small open economies. The second part describes the empirical strategy and parametric hypotheses that are verified using the VECM model. The third part presents the results concerning historical relationships between interest rates in Poland and the EMU. The fourth part provides a discussion of the robustness of the results. The article concludes with a discussion of policy implications of the results in the context of Poland’s joining the Eurozone. The research presented in this paper is an attempt to complement the existing state of the art in the field of economic research on the benefits and costs of Poland’s adoption of the euro. Therefore, the investigation of the de facto independence of monetary policy and exchange rate conditions has fundamental consequences for assessing the effects of introducing the euro as a legal tender in Poland.

1 Literature review

A central result in international macroeconomics is the policy trilemma (Obstfeld et al. 2005): if a country has a credible fixed exchange rate and is open to international financial flows, its interest rate must follow that of the anchor country, which
implies sacrificing monetary independence. If not, an increase in the anchor country’s interest rate that is not matched by an increase in the domestic country’s rates would lead to investors shifting funds to assets denominated in the higher interest rate currency, which generates depreciation of the exchange rate. Thus, monetary autonomy requires that a country must either allow the exchange rate to float or restrict international capital movement (Klein and Shambaugh 2013). However, it could be argued that there is no convincing empirical evidence to support the assertion of a link between exchange rate flexibility and monetary independence because the policies of small open economies with integrated capital markets are generally not credible.

Rey (2016) argues that we tend to think in line with the trilemma. Therefore, in a financially integrated world, fixed exchange rates export the monetary policy of the centre country to the periphery and the corollary is that if there are free capital flows, it is possible to have independent monetary policies only by having the exchange rate float; thus, the floating exchange rates enable monetary policy independence. The author, however, questions whether the scale of financial globalization put even this into question. Are the financing conditions set in the global financing centres setting the interest for the rest of the world, regardless of the exchange rate regime?

Hausmann et al. (2001) find that interest rates in countries with floating exchange rate regimes are as dependent on and responsive to US monetary policy shocks as are those countries with fixed currency regimes. Frankel (1999) examines a broad sample of countries and also fails to detect a strong link between exchange rate flexibility and interest rate autonomy. Edwards (2015) analyses whether countries with flexible exchange rates from Latin America are able to pursue an independent monetary policy, as suggested by traditional theory. His results allow him to argue for a significant “policy contagion,” and that these countries tend to “import” Fed policies.

Ball and Reyes (2008) analysed the problem of the fear of floating in inflation targeting countries. They show that because of fear of floating the volatility of interest rates is higher than the changes in inflation and appears to be strongly associated with exchange rate volatility. These results are not sensitive to the existing exchange rate regime, which confirms empirically the lack of independence of monetary policy in a country characterised by the fear of floating. The occurrence of the fear-of-floating phenomenon is confirmed by the results obtained by D’Adamo (2010) and van Dijk et al. (2011). European countries that have not adopted the euro show a higher volatility (pursuing the inflation targeting policy), but it is not as high as in other non-European countries. It seems that a certain weight in monetary policy is given to the stability of the exchange rate against the euro. Moreover, van Dijk et al. (2011) show that the correlation between the exchange rates of the main EU countries outside the euro area against the dollar and the euro rose after the introduction of the euro. Countries outside the area may wish to keep the exchange rates of their currencies stabilised to the euro, which results in lower exchange rate volatility, without a definite need for a full abandonment of independent monetary policy. However, de facto independence of monetary policy in a country characterised by the fear of floating will be limited as such policy will not be credible.
Those findings contradict the predictions of the classical concept of the impossible trinity. Floating exchange rates do not necessarily indicate the independence of monetary policy. In this context, it could be questioned even if larger economies such as Italy, the Netherlands, or France had any independence from the interest rates set by the Bundesbank before monetary unification. Reade and Volz (2011) analysed relationships between the interest rates of European countries prior to EMU creation. The results support the conclusion that the actual loss of monetary independence could refer exclusively to Germany. Other European countries that joined the EMU could not lose what they did not have.

Buscher and Gabrisch (2011) performed similar analyses for Sweden, Denmark and the UK. The study confirmed the presence of a high level of correlation between short-term Euribor rates and short-term interbank interest rates in these countries. The authors confirmed the existence of this dependence not only in times of peace but also in times of disturbances, indicating that the ECB’s policy has a significant impact on the domestic interest rates and, therefore, monetary policy independence cannot be indicative of the benefits of staying outside the euro area. Using the cointegrated VAR, Reade and Volz (2010) show that the market interest rates in Sweden are correlated with the Euribor rates, and monetary policy in Sweden is largely a copy of the decisions made by the ECB.

The possible loss of monetary policy independence is being indicated as the main cost of monetary integration for Poland (NBP 2009). Gradzewicz and Makarski (2009) tried to estimate the possible cost of losing monetary policy independence by using a simulation study based on the DSGE model. However, the study assumes de facto independence of Polish monetary policy, but this assumption has not been tested. D’Adamo (2009) argues that Poland belongs to a small group of inflation targeting countries that has shown exchange rate volatility over the last 10 years, which is comparable to the variability of the exchange rates of benchmark country currencies from the sample. However, tests for foreign reserves volatility have shown that after the introduction of the euro volatility of foreign exchange reserves increased significantly in all countries in the sample (the same goes for Poland). The estimated coefficient between the change in exchange rate and the change in reserves is positive and stable for most countries of the region, and the importance attached to stability in relation to the euro is not clearly defined, but estimated to be somewhere between 0.4 and 0.5. This again suggests a lack of full independence in conducting monetary policy in the countries staying out of the EMU. On the other hand Baranowski and Gajewski (2015) find Polish monetary policy fully credible. This result is, however, limited to forward guidance period in Poland.

Polish monetary policy independence was also analysed in Cuaresma and Wojcik (2006). The authors investigate a DCC-MGARCH model of real interest rates in Germany and three eastern European economies and conclude that these countries do not enjoy monetary policy independence. Moreover, they have shown that in the case of Poland the increase in flexibility of the exchange rate regime went hand in hand with the correlation between interest rates in Poland and Germany, which is contrary to the Mundell–Fleming paradigm. It is necessary to note, however, the limited and dated choice of the studied period. The investigation was carried out using data that span the period of 1994–2002. In contrast, the exchange rate of Polish zloty was officially
floted in mid-2000, so the period of most significant interest spanned less than two years. In addition, the use of a large number of dummy variables could potentially render some of the conclusions less strong.

On the other hand, Windberger et al. (2012), while analysing different methods of estimating the volatility of interest rates and exchange rates, conclude that Poland has had a significant degree of monetary independence in the last decade. The data span the period starting from 2002, but the authors include structural breaks in their model to obtain estimates that are more reliable. However, the procedure for choosing the timing of those breaks is unclear. The authors also do not discuss the diagnostic problems, which we found to be relevant for weekly frequency of interest rates in the case of Poland.

2 Empirical methodology and specification

Let us consider the following Uncovered Interest Parity (UIP) condition:

\[ i_t = i_t^* + E_t(e_{t+1} - e_t) + \rho, \tag{1} \]

\( i \), the domestic nominal interest rate, \( i^* \), the foreign nominal interest rate, \( E \) is the expectation operator, \( e \) is the nominal exchange rate, \( \rho \) is the risk premium, and \( t \) is the time index.

Moving (1) into first differences, we obtain:

\[ \Delta i_t = \Delta i_t^* + \Delta E_t(e_{t+1} - e_t) + \Delta \rho, \tag{2} \]

where \( \Delta \) is the difference operator.

In a fixed exchange rate regime, the exchange rate is constant, and the depreciation term becomes zero. Assuming that the risk premium does not affect the change in interest rates and the expected future exchange rate remain the same, the domestic interest rate moves one on one with the foreign rate change, that is, there is a full transmission of foreign interest rates:

\[ \Delta i_t = \Delta i_t^* \tag{3} \]

According to the target zone models, the interest rates may diverge persistently under a flexible exchange rate regime only if the domestic policies are credible and the monetary authority primarily targets domestic economic variables such as inflation and output. Therefore, the size and the length of the deviation can be used to measure the degree of monetary policy independence. This may be interpreted as the degree to which domestic interest rates follow international interest rates. If a steady-state relationship exists between interest rates in the two monetary areas, and furthermore, one country adjusts to this relationship while the other does not, then this is the evidence in favour of monetary dependence of the adjusting country on the non-adjusting one.

Interbank interest rates are the most appropriate measures of the monetary policy stance in two currency areas (Bernanke and Blinder 1992). If domestic interbank
interest rates react to changes in the domestic monetary policy stance according to expectations, this means that this country enjoys a large degree of monetary policy independence. If, however, interbank interest rates react mostly to foreign interest rate changes or if the two economies are intricately linked, as dictated by close movements of their three-month interbank interest rates, it is unlikely that domestic monetary policy exerts much independence. An alternative to this approach would be the use of the reference rates of the relevant central banks. These variables, however, change very infrequently and show low variance. Moreover, it could be argued that these do not take into account market expectations; however, most importantly, it could be that the central bank does not have any policy effectiveness despite setting its reference interest rates relatively far from the interest rate parity. Hence, interbank interest rates provide an effective means for investigating monetary policy independence and, based on the above listed reasons, it could be argued that the measures of interest rates chosen for the empirical model estimated in the article are indeed appropriate. Based on this conclusion, in this empirical analysis 3-month Wibor and Euribor interest rates are used during the period 2001–2014 (after the floatation of PLN and joining the EU by Poland) with daily, weekly and monthly frequency.

The data-generating process for interest rates is commonly accepted to be integrated of order one according to the empirical literature on interest rates, even though it might not be plausible from a theoretical economic viewpoint. This result was also found in our data. Even so, the treatment of processes close to non-stationarity as non-stationary in the econometric approach is more appropriate and less harmful than acting upon a theoretical economic consistency.  

Let us consider two time series for domestic and international interest rates that form a bivariate data vector $X_t$ given by:

$$X_t = \begin{pmatrix} i \\ i^* \end{pmatrix}_t$$

(4)

The domestic interbank interest rate (Wibor_3M) is denoted by $i_t$, and the international interbank interest rate (Euribor_3M) is denoted by $i^*_t$. The two variables are used to form a vector autoregressive (VAR) model described by the following equation:

$$X_t = \Pi_0 + \Pi_1 t + \sum_{i=1}^{K} \Pi_i X_{t-i} + u_t$$

(5)

where the error term $u_t \sim N \left( 0, \sigma^2 \right)$ is uncorrelated over $t$, the data vector $X_t$ is $p \times T$ dimension, $K$ is the number of lags, and $\Pi_i$ is the deterministic coefficient matrix (constant and trend) of a dimension $p \times p$. If the data generation process is non-stationary in levels and stationary in first differences, then Eq. (5) can be rearranged to form a vector error correction mechanism:

1 See Moon and Perron (2007).
\[ \Delta X_t = \Pi^* X^*_{t-1} + \sum_{i=1}^{K-1} \Gamma_i \Delta X_{t-i} + u_t \]  

(6)

where \( X^*_{t-1} = (X_{t-1}, 1, t)' \), \( \Pi^* = (\Pi, \Pi_0, \Pi_1) \), \( \Pi = \sum_{i=1}^{K} \Pi_i - I \) and \( \Gamma_i = -\sum_{j=i+1}^{K} \Pi_j \). For the ease of exposition the coefficients for the lagged regressors and the deterministic terms were grouped together, which is similar to the taking of this problem in most econometric packages. Under the assumption that \( X_t \sim I(1) \) and \( u_t \sim I(0) \), the matrix \( \Pi \) is of reduced rank for Eq. (3) to be balanced. If \( \Pi \) is of reduced rank, then there exists \( p \times r \) matrices \( \alpha \) and \( \beta \) such that \( \Pi = \alpha \beta' \) and Eq. (3) can be transformed to a form taking into account the decomposition of long-run coefficients:

\[ \Delta X_t = \alpha \beta' X^*_{t-1} + \sum_{i=1}^{K-1} \Gamma_i \Delta X_{t-i} + u_t. \]  

(7)

The term \( \beta' X^*_{t-1} \) is the cointegrating vector\(^2\) showing the steady-state relationship between the interest rates. In the context of interest rates those are linear combinations, which themselves are non-stationary, but the relationship between them is stationary with a steady-state cointegrating vector forming uncovered interest rate parity.

If the matrix \( \Pi \) is of rank one, it means that a single cointegrating vector exists, and \( \beta' \) is \( 1 \times p + 2 \) (constant and trend in the cointegrating relationship). The cointegrating vector can then be rewritten as follows:

\[ \beta' X^*_{t-1} = (\beta_0, \beta_1, \beta_2, \beta_3) \begin{pmatrix} 1 \\ t \\ i_t \\ i_t^* \end{pmatrix} = \beta_0 + \beta_1 t + \beta_2 i_t + \beta_3 i_t^* \]  

(8)

If it is found during the empirical analysis of the two interest rates that the rank is indeed one, this means that there exists a single cointegration vector—a single steady-state relationship. This is an indication of monetary policy dependence in the currency areas. However, it could be argued that this relationship does not have bilateral causality or feedback properties. From a theoretical viewpoint, it is very probable that Poland’s target zone is not credible enough for domestic interest rate deviation from the international rates to hold over prolonged periods because the Polish economy is integrated financially and economically with the Eurozone. In contrast, an opposite relationship is quite unlikely to hold; it seems impossible that Polish interest rates influence the interest rates of the currency area orders of enormity larger than the Polish economy. This corresponds to the weak exogeneity of Eurozone interest rates.

The properties of these relationships can be verified using a parametric test concerning coefficients from the matrix \( \alpha \). The statistical significance and the sign of the \( \alpha \) coefficients indicate how a given interest rate reacts to disequilibrium from the cointegrating vector. This means that it is possible to indicate which of the interest rates adjusts to the other, at what speed and to what degree. In the analysed case, it is

\(^2\) Under the condition that \( \Pi \) is of a reduced rank.
therefore expected that the Wibor rate changes towards the steady-state relation with the Euribor and Euribor is weakly exogenous. This is testable through the hypothesis that the adjustment coefficient is insignificant in the Euribor equation and significant in the Wibor equation.

The specification of the cointegrating equation allows for the analysis of the steady-state equilibrium holding between the interest rates in both currency areas. It is expected that the interbank market in the smaller currency area will exhibit a higher risk premium. This hypothesis can be verified by testing the sign and significance of the intercept in the cointegrating equation. At the same time, it could be argued that because of Poland’s expected entry into the EMU and the intensifying financial integration of Poland into European capital markets since the early 1990s, this premium is expected to fall. This should be observed in the long-run convergence of the two interest rates. This phenomenon can be measured using the linear trend term coefficient in the cointegrating equation.

Summing up the argument—the parametric hypotheses can be outlined as follows:

1. $H_0$: $\Pi$ is of rank one—there exists a long-run steady-state relationship between the interest rates in Poland and the Eurozone.
2. $H_0$: $\beta_0 \leq 0$—test of the existence of a positive risk premium in Poland.
3. $H_0$: $\beta_1 = 0$—no long-run convergence in risk premium between the two areas.
4. $H_0$: $\alpha_1 < 0$—limited monetary independence in Poland, adjustment to the steady-state relationship with the Eurozone.
5. $H_0$: $\alpha_2 = 0$—weak exogeneity of euro interest rates: no adjustment of Euribor to the interest rates in Poland.
6. $H_0$: $\beta_1 = -1$—total homogeneity—the interest rates move jointly in a one-by-one fashion and if equilibrium is disturbed by a movement in a country’s interest rate, then the smaller country’s interest rate must move by the same amount to restore equilibrium.

3 Empirical model results

As a first step, the unit root tests were run to check the stationarity of the time series in the bivariate data sample. In this context, the unit root presence was verified using standard unit root tests and tests allowing a structural break in the stochastic process. The authors determined that the stochastic processes of all of the investigated series are integrated of order one at the 5% level of significance. This was again confirmed for the analysed data.

The next step was to develop an unrestricted vector autoregressive (VAR) model to determine the optimal number of lags using information criteria separately for all three data frequencies. The Schwarz information criterion (SIC) has pointed to two lags as the optimal number. Moreover, the lag exclusion testing provided the result that all of the lags are significantly different from zero.

Subsequently, the Johansen cointegration test was performed in its three versions: choosing rank based on trace statistic, the maximum eigenvalue and the minimisation

---

3 Using ADF, KPSS, Ng-Perron and Zivot–Andrews tests.
of an information criterion. All three methods are based on the Johansen’s maximum likelihood estimator of the parameters of a cointegrating VECM, with different cointegrating equation assumptions and data trends specifications. During verification, the economic-theoretical meaning of each type of assumption was taken into account, which relates to the six hypotheses given earlier. A positive intercept in the cointegrating equation relates to a positive risk premium in the smaller country over the larger economy. The trend term relates to the expectations that Poland’s participation in the EMU should manifest itself in long-run interest rate convergence. This should be observable in the long-run fall of the interest rate risk premium in Poland (as argued in Goczek and Mycielska 2016). These results in various specifications are summarised in Table 1.

In all analysed cases, except for the assumption of a quadratic trend in the data, the selected number of cointegrating equations was equal to one. The case of quadratic trend should be rejected, however, both under theoretical considerations and due to statistical results pointing towards no trend in the data. As in the lag-length selection problem, choosing the specification of the cointegration equation that minimises either the Schwarz information criterion (SIC) or the Akaike information criterion (AIC) provides a consistent estimator of the steady-state equilibrium. Of the two criteria SIC was the preferred measure. Table 2 summarises the results. Based on them it can be concluded that there exists a single long-run cointegrating relationship. Furthermore, it was determined that there exists an intercept in the cointegrating equation without a trend term.

Table 3 presents the results of the Johansen tests. Regardless of the data frequency, the results are highly statistically significant. This evidence is overwhelmingly in favour of a steady-state relationship between Wibor and Euribor.4 The obtained $P$ value for the hypothesis that there is no cointegration is at most 0.0001 for monthly data. The obtained $P$ value for the hypothesis that there is at most one cointegrating equation ranges from 0.73 in monthly data to 0.99 in daily data. This test outcome is very conclusive and it is unlikely that any size distortions in the trace test could have affected the test enough to bias this particular outcome. At this point it can be argued that there exists a long-run steady-state relationship between the interest rates in Poland and the Eurozone, and thus, monetary policy in Poland is not independent. This confirms the first hypothesis of the article.

Based on the above results, a VECM model was constructed to estimate the level of dependence of domestic interest rates on international ones. VECM was specified without an intercept in VAR and a constant in the cointegrating equation (no trend). Next, the AR Roots of the characteristic polynomial were calculated to determine whether the VECM model was stable. All roots except one lie inside of the unit circle. This is not of a concern because the error correction mechanism assumed in the VECM model imposes one unit root.

More diagnostic tests followed. The results of LM autocorrelation test showed different autocorrelation order of residuals for each data frequency. To tackle this problem, the number of lags in the VECM models has been increased over the SIC

---

4 Rank test is robust to ARCH effects.
Table 1  Summary of unrestricted cointegration rank test (trace) for the Wibor and Euribor pair

| Number of cointegrating relations by model* | Monthly | Weekly | Daily |
|-------------------------------------------|---------|--------|-------|
| Data trend:                                | None    | None   | None  |
| Data frequency:                            | Linear  | Linear | Linear |
| Test type                                  | No trend| Trend  | Trend |
| Trace                                      | 1       | 1      | 1     |
| Max-Eig                                    | 1       | 1      | 1     |

*Relating to the rejection of the hypothesis at the 0.05 level
| Data frequency: | Monthly | Weekly |
|----------------|---------|--------|
| Data trend: None | Linear | Linear | Linear | Quadratic | None | Linear | Linear | Quadratic |
| Rank or No intercept | No trend | No trend | No trend | Trend | No trend | No trend | No trend | Trend |
| No. of CEs | No trend | No trend | No trend | Trend |
| AIC by rank (rows and model (columns)) | | | |
| 0 | $-3.149429$ | $-3.149429$ | $-3.132215$ | $-3.132215$ | $-3.110868$ | $-5.623849$ | $-5.623849$ | $-5.623562$ | $-5.623562$ | $-5.626457$ |
| 1 | $-3.216651^*$ | $-3.207408$ | $-3.197906$ | $-3.206393$ | $-3.194711$ | $-5.655691^*$ | $-5.653161$ | $-5.650450$ | $-5.648313$ |
| 2 | $-3.180404$ | $-3.165089$ | $-3.165089$ | $-3.190691$ | $-3.190691$ | $-5.644479$ | $-5.644479$ | $-5.644761$ | $-5.644761$ |
| SIC by rank (rows) and model (columns) | | | |
| 0 | $-2.761130$ | $-2.732906$ | $-2.714654$ | $-2.655346$ | $-5.471867$ | $-5.471867$ | $-5.458915$ | $-5.458915$ | $-5.449144$ |
| 1 | $-2.769828^*$ | $-2.769828^*$ | $-2.704425$ | $-2.663269$ | $-5.467864$ | $-5.472046^*$ | $-5.463184$ | $-5.454140$ | $-5.445671$ |
| 2 | $-2.648963$ | $-2.595687$ | $-2.583329$ | $-5.433884$ | $-5.429171$ | $-5.429171$ | $-5.416788$ | $-5.416788$ |

| Data frequency: Daily |
|-----------------------|
| Data trend: None | Linear | Linear | Quadratic |
| Rank or No intercept | No trend | No trend | No trend | Trend |
| No. of CEs | No trend | No trend | No trend |
| AIC by rank (rows) and model (columns) | | | |
| 0 | $-8.885098$ | $-8.885098$ | $-8.886690$ | $-8.886690$ | $-8.889323$ |
| 1 | $-8.896003$ | $-8.897876^*$ | $-8.897457$ | $-8.896914$ | $-8.896540$ |
| 2 | $-8.893564$ | $-8.894888$ | $-8.894888$ | $-8.894397$ | $-8.894397$ |
| SIC by rank (rows) and model (columns) | | | |
| 0 | $-8.853961$ | $-8.853961$ | $-8.851661$ | $-8.851661$ | $-8.850402$ |
| 1 | $-8.857083^*$ | $-8.857009$ | $-8.854644$ | $-8.852156$ | $-8.849835$ |
| 2 | $-8.846859$ | $-8.844291$ | $-8.844291$ | $-8.839908$ | $-8.839908$ |

*Denotes model selection
Table 3  Unrestricted cointegration rank test (trace) for intercept no trend CE specification for the pair Wibor and Euribor. *Source: Own*

| Data frequency: | Monthly | Weekly | Daily |
|----------------|---------|--------|-------|
| Hypothesised No. of CE(s) | Trace Statistic | 0.05 | Critical value | Prob. | Trace Statistic | 0.05 | Critical value | Prob. | Trace Statistic | 0.05 | Critical value | Prob. |
| None          | 21.04902 | 12.32090 | 0.0014* | 34.93640 | 20.26184 | 0.0002* | 50.38783 | 20.26184 | 0.0000* |
| At most 1     | 2.091745 | 4.129906 | 0.1746 | 1.882763 | 9.164546 | 0.8009 | 0.724693 | 9.164546 | 0.9807 |

*Denotes rejection of the hypothesis at the 0.05 level*
Table 4  VECM models for the Wibor and Euribor pair. Source: own

| Data frequency | Monthly | Weekly | Daily |
|----------------|---------|--------|-------|
| $\beta_3$ (Euribor) | -0.853305 | -0.729910 | -0.922274 |
| (0.23840) | (0.27422) | (0.26045) |
| [-3.57934] | [-2.66175] | [-3.54110] |

| Error correction: | $\alpha_1$ (Wibor) | $\alpha_2$ (Euribor) | $\alpha_1$ (Wibor) | $\alpha_2$ (Euribor) | $\alpha_1$ (Wibor) | $\alpha_2$ (Euribor) |
|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
|                   | -0.077904 | -0.006481 | -0.008950 | -0.001101 | -0.002547 | -0.00008 |
|                   | (0.01806) | (0.00574) | (0.00159) | (0.00054) | (0.00036) | (0.00008) |
|                   | [-4.31335] | [-1.12843] | [-5.61353] | [-2.03097] | [-7.06496] | [-0.95875] |

Standard errors in (), z statistics in [], the CE vector is normalized to zero resulting in a negative sign for the positive relationship.

criterion, mostly at hand with the Akaike criterion, the exception being daily data. The models of the final form included 10, 38 and 12 lags, respectively, for monthly, weekly and daily frequencies. The final specification results for different data frequencies are shown in Table 4.

The constant term in the cointegrating equation is positive. This points towards positive risk premium associated with investing in Poland. A model with the trend term was also run to verify the hypothesis of long-run convergence in interest rate and diminishing risk premium, even though this specification was not selected under the above specification selection procedure. Nevertheless, this approach generally failed because the trend term in the cointegrating equation proved to be insignificant. This allows us to conclude that there are no grounds to reject the hypothesis that there is no long-run convergence in risk premium between the two areas.

The estimated coefficient on Euribor suggests that the increase in this variable by one percentage point causes an increase in Wibor by 0.73–0.92 percentage point. That would suggest that the transmission of international rates onto Wibor is not full; however, the value of a one-to-one transmission lies within the confidence interval for all data frequencies and this gives no grounds to reject the null hypothesis of a full transmission of foreign interest rates.

The overall adjustment speed is significant only for the Wibor rate, meaning that only the Polish rates adjust to the relation, while Euribor rates do not. The estimates for the alpha term relating to the speed of adjustment to the long-run relation differ quite markedly for each data frequency. The results suggest that, with the exception of the marginal significance for the weekly data, the weakly exogeneity of Euribor cannot be rejected. Thereby, we give more weight to the results for monthly data for interest rates that should portray the long-run relationships.

Based on the above results, it can be concluded that the empirical verification has brought the following results:

1. There exists a long-run steady-state relationship between the interest rates in Poland and the Eurozone.
2. There exists a positive risk premium for investing a Poland.
3. There are no grounds to reject the hypothesis of no nominal interest rate convergence between Poland and the Eurozone. The risk premium for investing in Poland does not diminish in a steady state.

4. The results allow us to argue that the degree of monetary independence in Poland is low and that Polish interest rates adjust to the changes in interest rates in the Eurozone for a given disequilibrium to the steady state.

5. As expected, Euribor is weakly exogenous and Eurozone rates do not depend on changes in monetary policy in Poland.

6. The hypothesis of a one-to-one relationship between Polish and Eurozone interest rates cannot be rejected.

4 Robustness

It should be stressed that the model selection was based on econometric theory. During these selections, models with the most conservative predictions were selected. Most of the rejected models have shown a much higher degree of Polish monetary policy dependence. It can be therefore concluded based on this assertion that the results are robust to the changes in the frequency of the data, the number of selected lags, the choice of the decomposition method, etc.

An argument could be made that the results shown above can be criticised for lack of robustness alongside a few other dimensions. These critiques can be divided into the following list:

1. Robustness of the method
2. Choice of the sample period
3. ARCH effects
4. Model incompleteness, inclusion of the exchange rate as in the UIP condition (1)
5. Presence of structural breaks (inclusion of impulse saturation)

Upon considering the first argument, it is necessary to investigate whether the methodology is able to determine monetary independence correctly. In other words, it is necessary to check whether the chosen methodology allows discriminating between a significant relationship among interest rates in a pair of currency areas that are integrated and lack of such a relationship in the case of two non-integrated currency areas. In that way, as robustness checks the same methodology was used to examine the relationship between Wibor and USD Libor rate. At the outset, it was expected that the dependence of Polish interest rates on the Libor is smaller than the dependence on Euribor. To verify the hypothesis, the same VECM methodology was applied to Wibor and Libor three-month interbank interest rates. The model specification was selected using the same procedure as the model of Wibor and Euribor. The results of modelling of Wibor and Libor pair are shown in Tables 6 and 7 in Appendix. Cointegration tests show no significant relationship between these rates. Moreover, in calculating VECM the Libor terms are insignificant in the cointegrating equation. The
variance decomposition exercise shows that there was no relationship between Libor and Wibor, which would allow us to refer to it as any type of dependence in monetary stance between these monetary areas. This allows us to argue that the methodology correctly permits discriminating between dependence and independence in domestic monetary policy.

The second potential critique may concern the choice of the study period. The analysed sample starts in the first months after the floatation of the zloty when the process of developing the long-term relationship between the interest rates had only just begun. This problem is illustrated by the plot of the residuals from the cointegrating relationship; in the initial period, the postulated relationship was only developing. It seems that this adjustment took the form of an adjustment on the side of the exchange rate because before the floatation the zloty was probably considerably overvalued. It can therefore be presumed that the inclusion of 2001–2002 period could potentially bias the results. This type of bias would lead to underestimation of the lack of freedom of monetary policy, i.e., it is on the “safe” side of the main hypothesis. To test the robustness of the results to the choice of the study period, the same methodology was applied for the following periods: 2003–2014, 2004–2014, 2005–2014 and 2006–2014. In each case, the obtained Johansen test results clearly indicated cointegration.

A third possible weakness of the study may be observed in the phenomenon of variance clustering in daily data. It can be argued, however, that the Johansen trace test used in the study is robust to this phenomenon. In addition, the usage of the weekly and monthly frequency of the data undermines the ARCH effect.

Even though the proposed modelling approach in the article of interest rates alone is representative of the independence of monetary policy, the third potential criticism concerns the possibility of testing a model with incomplete specification. Indeed, according to the theory of uncovered interest rate parity, analysis of the relationship between interest rates in two countries should take into account changes in the nominal exchange rate. Following in the footsteps of many other empirical studies of monetary policy independence, the study included only interest rates. As Juselius (2007) explains, each existing cointegration vector relates to a long-term relationship that will be preserved in all of the more general specifications of the model. (This is called sectoral specific-to-general property.) Thus, the cointegrated vector autoregressive model framework allows the modelling of partial systems as long as the rank test outcome is valid, so any cointegrating vectors found in that system should be found in any enlarged system (Juselius 2007). Therefore, as explained in Reade and Volz (2010) making of an econometric model based on an established cointegrating relationship solely for the interest rates should transfer to more complex models involving these rates, e.g., models relating to interest rate parities taking into account the exchange rate, the output gap, inflation and other factors affecting the external balance of the country.

Although due to these properties of the VECM model, any omission of a variable should not significantly affect the obtained results, the problem was subject to additional robustness analysis. The most pronounced concept including these rates is the uncovered interest rate parity. In this theory, interest rates are defined as the price of assets that are subject to financial arbitrage by international investors. In this article,
Table 5 Impulse saturated coefficients for Euribor in Wibor equation. Source: Own

|          | Coefficient | SE    | T Stat  | P value   |
|----------|-------------|-------|---------|-----------|
| Daily    | 0.6959700   | 0.0118994 | 58.487987 | 0.0000000 |
| Weekly   | 1.0727753   | 0.0407112 | 26.3508609 | 0.0000000 |
| Monthly  | 0.6721297   | 0.0446633 | 15.0488319 | 0.0000000 |

these rates are treated instead as a realisation of activities in the field of monetary policy due to possible criticism; the model included this additional variable in the deprecation rate of the euro against zloty to move the model into the uncovered interest rate parity. However, in order to test the robustness of the results to the omitted variable problem we incorporated the nominal exchange rate of euro against zloty into the model. The main results are presented in Appendix (Table 8). Overwhelmingly, the tests results allow to reject the hypothesis of three cointegrating equations and gave no grounds to reject the hypothesis of two cointegrating equations. In line with the postulated property of VECM models indicated in the article, the relationship between interest rates in Poland and the Eurozone was strengthened after taking into account the exchange rate model. These results suggest that the design of the baseline model is correct and there are no indications of testing a model with incomplete specification.

Lastly, another objection may be raised against the omission of dummy variables in the model, which would relate to specific phenomena in the money markets that took place during the analysed period. For instance, a large number of such variables were applied in studies by Cuaresma and Wojcik (2006) and Reade and Volz (2010). The presence of structural breaks can produce bimodal residual distributions (Johansen 1995). In order to check the sensitivity of the results to the existence of structural brakes, we have estimated model using the methodology presented in Doornik et al. (2013). In this methodology the number and location of potential structural brakes are endogenous in the sense that they are estimated from the data using step indicator algorithm and not arbitrarily determined. The results obtained using this approach are generally lower than in the original investigation as shown in Table 5. The impulse saturation method resulted in the Euribor parameters being similar for daily and monthly and comparably stronger for weekly data, pointing to a stronger reaction of the monetary authorities in Poland to the foreign interest rate.5

The VECM approach set out in Juselius (2007) is predicated on ensuring that normality of the residuals exists; without it one cannot fully trust the test statistics that are produced (for example, the trace test for rank and subsequent likelihood ratio tests). Table 9 lists the results of the skewness and Shapiro–Wilk and Jarque–Bera normality tests. The test statistics for the Wibor equation indicate a symmetric distribution across all frequencies. In contrast, as indicated by the normality tests, outliers in the daily

---

5 For instance, Goczek (2015) analyses interbank data for Romania and attributes monetary overreaction to a disinflation period in the sample.
and weekly data create fatter tails than would be supported by a normal distribution. However, for the sample sizes we are using the small albeit significant deviations from normal distribution should not substantially distort the size of Johansen test (Silvapulle and Podivinsky 2000). Nonetheless, the results based on monthly data can be considered fully robust.

Conclusions

The independence of monetary policy within the framework of liberalised international capital flows and the floating exchange rate regime is considered one of the most important objectives of open economy macroeconomics. In the context of monetary integration, the loss of independence in carrying out monetary policy is regarded as the single most serious cost of a country’s accession into a common currency area. However, the insights from theoretical considerations suggest that the actual extent of the freedom to conduct monetary policy in a small open economy is significantly limited, even in the case of a floating exchange rate. It could be argued that small open economies such as Poland, fully integrated financially with a larger monetary area, do not lose monetary independence when they decide to enter a common currency area. This is because it is impossible to enjoy this independence while being so dependent on financial flows from the major financial area. The confirmation of the hypothesis of low monetary independence in Poland in the empirical model described in the paper allows us to make the case that joining the EMU would potentially have smaller costs than is usually argued because a country cannot lose something that it does not have.

It seems that even now due to increasing integration with the Eurozone Polish monetary policy is a reflection of the policy carried out by the ECB. The proposed model does not allow us to provide an exact explanation of these empirical results for the observed phenomenon. However, a few explanations can be discussed ex post in more detail. These explanations can be divided into exogenous and endogenous factors to the monetary policy conducted in Poland. The first endogenous reason for this correspondence is an increasing level of correlation between business cycles in Poland and Germany. In this sense, the established direct transmission of European interest rates can be thought of as a general result of the continuing process of integration of the small open economy cases by increasing trade and financial flows, as the endogenous optimal currency areas theory posits (Frankel and Rose 1998). This business cycle convergence is likely to grow with the increasing interdependence in trade and capital flows; therefore, the independence of monetary policy is likely to decrease further.

The second endogenous explanation for this relatively high level of correlation of monetary policy in the two areas is a simultaneous reaction of both the ECB and the NBP sides, to a common or global component of inflation. Under this justification, central banks of both areas simply react to common international shocks in prices. This allows us to argue not for interdependence of these policies, but rather point towards the symmetry of shocks in both monetary areas. However, this argument can be contrasted with the fact that the ECB always leads the change in the monetary policy
and the NBP only follows. This result would support the view that the Eurozone as a key global player transmits its conditions onto small open economies, albeit with a lag.

Conversely, these results can point towards exogenous problems. First, the fear-of-floating phenomenon in the Polish monetary policy, in which interest rate setting acts as a way to dampen exchange rate shocks, could be to blame for the apparent following of the ECB monetary stance. However, under this explanation the presented approach could understate the actual degree of monetary independence offered by the floating exchange rate regime because the Polish monetary authorities simply did not opt for making use of their monetary independence—whether due to the fear of floating or because the cycle at home and abroad happens to require very similar monetary policy stances. Second, it is worth mentioning the possibility of a fear-of-floating behaviour. The fact that central banks respond similarly to external shocks is an indication that they could actually not be behaving optimally as long as the shocks they face are local or asymmetric.

Future research should focus on discriminating between the explanations given above. Nevertheless, it is important to note that whatever the explanation, whether endogenous or exogenous in a positive sense, monetary policy in Poland seems to be dependent on ECB policy in an almost one-by-one fashion. Therefore, the costs of joining the EMU by Poland could be potentially smaller than was argued in the NBP (2009) report on costs and benefits of joining the EMU upon the *a priori* assumption of full monetary policy dependence.
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**Appendix**

See Tables 6, 7, 8 and 9.
| Test type | Trace | Max-Eig |
|-----------|-------|---------|
| No intercept | 0     | 0       |
| Intercept  | 0     | 0       |
| Trend      | 1     | 1       |

\*Denotes rejection of the hypothesis at the 0.05 level
### Table 7  Model selection for the Wibor and Libor pair.  Source: Own

| Data frequency: | Monthly | Weekly | Daily |
|----------------|---------|--------|-------|
| Data trend:     | None    | None   | None  |
| Rank or No. of CEs | No trend | No trend | No trend |
| Intercept      | No trend | No trend | No trend |
| Trend          | Intercept | Intercept | Intercept |

#### Log likelihood by rank (rows) and model (columns)

| Rank or No. of CEs | Monthly | Weekly | Daily |
|--------------------|---------|--------|-------|
| 0                  | 62.354  | 62.354 | 62.354 |
| 1                  | 66.012  | 66.012 | 66.012 |
| 2                  | 66.755  | 66.755 | 66.755 |

#### AIC by rank (rows) and model (columns)

| Rank or No. of CEs | Monthly | Weekly | Daily |
|--------------------|---------|--------|-------|
| 0                  | 0.650*  | 0.650* | 0.650* |
| 1                  | 0.737   | 0.737  | 0.737  |
| 2                  | 0.864   | 0.864  | 0.864  |

#### SIC by rank (rows) and model (columns)

| Rank or No. of CEs | Monthly | Weekly | Daily |
|--------------------|---------|--------|-------|
| 0                  | 0.650*  | 0.650* | 0.650* |
| 1                  | 0.737   | 0.737  | 0.737  |
| 2                  | 0.864   | 0.864  | 0.864  |

*Denotes model selection
Table 8  VECM models for the Wibor, Euribor and the EURPLN exchange rate. *Source:* Own

| Data frequency | Monthly | Weekly | Daily |
|---------------|---------|--------|-------|
| $\beta_3$ (Euribor) | $-1.193904$ | $-1.173445$ | $-1.293036$ |
| | (0.30180) | (0.32303) | (0.33558) |
| | $[-3.95591]$ | $[-3.63257]$ | $[-3.85316]$ |

Error correction: $\alpha_1$ (Wibor) $\alpha_2$ (Euribor) $\alpha_3$ (EURPLN) $\alpha_1$ (Wibor) $\alpha_2$ (Euribor) $\alpha_3$ (EURPLN) $\alpha_1$ (Wibor) $\alpha_2$ (Euribor) $\alpha_3$ (EURPLN)

| Monthly | Weekly | Daily |
|---------|--------|-------|
| $-0.043685$ | $-0.009586$ | $0.001312$ |
| (0.00672) | (0.00381) | (0.00272) |
| $[-6.49746]$ | $[-2.51497]$ | $[0.48167]$ |

Standard errors in (), z statistics in [], the CE vector is normalized to zero resulting in a negative sign for the positive relationship.
Table 9  Normality tests for the Wibor and Euribor pair. Source: Own

|                      | Wibor equation |        | Euribor equation |        |
|----------------------|----------------|--------|------------------|--------|
|                      | Statistic      | P value| Statistic        | P value|
| Skewness test statistic |                |        |                  |        |
| Daily                | 9.551          | 0.998  | 21.342           | 1.000  |
| Weekly               | 0.051          | 0.178  | 35.825           | 1.000  |
| Monthly              | 1.006          | 0.684  | 0.592            | 0.558  |
| Shapiro–Wilk normality test |            |        |                  |        |
| Daily                | 0.808          | 0.000  | 0.843            | 0.000  |
| Weekly               | 0.900          | 0.000  | 0.888            | 0.000  |
| Monthly              | 0.987          | 0.117  | 0.922            | 0.000  |
| Jarque–Bera normality test |          |        |                  |        |
| Daily                | 14,432.510     | 0.000  | 9,920.656        | 0.000  |
| Weekly               | 897.217        | 0.000  | 871.924          | 0.000  |
| Monthly              | 2.270          | 0.321  | 72.345           | 0.000  |
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