Asymptotic of the smallest eigenvalues of the continuous Anderson Hamiltonian in $d \leq 3$
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Abstract
We consider the continuous Anderson Hamiltonian with white noise potential on $(-L/2, L/2)^d$ in dimension $d \leq 3$, and derive the asymptotic of the smallest eigenvalues when $L$ goes to infinity. We show that these eigenvalues go to $-\infty$ at speed $(\log L)^{(2-d)/2}$ and identify the prefactor in terms of the optimal constant of the Gagliardo–Nirenberg inequality. This result was already known in dimensions 1 and 2, but appears to be new in dimension 3. We present some conjectures on the fluctuations of the eigenvalues and on the asymptotic shape of the corresponding eigenfunctions near their localisation centers.
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1 Introduction
Given a white noise $\xi$ on $\mathbb{R}^d$, we consider the truncated continuous Anderson Hamiltonian

$$\mathcal{H}_L := -\Delta + \xi, \quad \text{on } Q_L := (-L/2, L/2)^d,$$
where $\Delta$ is the continuous Laplacian, boundary conditions are taken to be homogeneous Dirichlet and the dimension $d$ is either 1, 2 or 3.

This operator belongs to the class of random Schrödinger operators. The particularity of the present setting is the singularity of the white noise potential, which is only distribution-valued. In dimension 1, the operator $\mathcal{H}_L$ can be defined with standard tools and rather complete results are available on the asymptotic behaviour as $L \to \infty$ of its eigenvalues and eigenfunctions, see [6–8, 22].

On the other hand, the mere definition of the operator in dimensions 2 and 3 is a priori unclear. Indeed, the regularity of white noise is too low for the operator to be defined by classical arguments, and it actually needs to be renormalised by infinite constants. New techniques in the field of stochastic PDEs have provided the appropriate tools to carry out such a construction. Building on the paracontrolled calculus of Gubinelli, Imkeller and Perkowski [11], Allez and Chouk [1] constructed $\mathcal{H}_L$ in dimension 2 under periodic b.c. This construction was extended to dimension 3 under periodic b.c. in [13], under Dirichlet b.c. in dimension 2 in [4] and to 2-dimensional manifolds in [23]. On the other hand, a construction under periodic and Dirichlet b.c. and for any dimension $d \leq 3$ was presented in [18] using the theory of regularity structures [14]: in the present article we rely on this construction for convenience.

Let us provide a brief description of the aforementioned renormalisation procedure. Consider the operator $\mathcal{H}_{\varepsilon, L} = -\Delta + \xi_{\varepsilon} + C_{\varepsilon}$ associated with a regularized noise $\xi_{\varepsilon} = \xi \ast \rho_{\varepsilon}$, where $\rho_{\varepsilon}$ is a smooth function that lives at scale $\varepsilon$. This operator is well-defined since $\xi_{\varepsilon}$ is a smooth function. In the references above, it is shown that if one chooses properly the renormalisation constant $C_{\varepsilon}$, then $\mathcal{H}_{\varepsilon, L}$ converges in norm resolvent sense to some limit that we call $\mathcal{H}_L$. Note that, as $\varepsilon \downarrow 0$, $C_{\varepsilon}$ diverges logarithmically in dimension 2 and polynomially in dimension 3. We refer the reader to Sect. 3 for further details.

In fine, these constructions yield a self-adjoint operator $\mathcal{H}_L$ on $L^2((-L/2, L/2)^d)$ with pure point spectrum bounded from below: we let $(\lambda_k, L)_{k \geq 1}$ be its eigenvalues in non-decreasing order and $(\varphi_k, L)_{k \geq 1}$ be the corresponding eigenfunctions normalised in $L^2$. In contrast with dimension 1, very little is known on the spectrum of $\mathcal{H}_L$: in dimension 2, the asymptotic behaviour as $L \to \infty$ of the smallest eigenvalues was derived in [4] while the existence of a density of states was proven in [21]; in dimension 3, essentially no result on the spectrum is available.

For later use, let us recall the Gagliardo–Nirenberg inequality—also referred to as Ladyzhenskaya’s inequality

$$\| f \|_{L^4(\mathbb{R}^d)} \leq C \| \nabla f \|_{L^2(\mathbb{R}^d)}^{d/4} \| f \|_{L^1(\mathbb{R}^d)}^{1-d/4},$$

and let $\kappa_d$ be the associated optimal constant, that is

$$\kappa_d := \sup_{f \in H^1(\mathbb{R}^d)} \frac{\| f \|_{L^4(\mathbb{R}^d)}}{\| \nabla f \|_{L^2(\mathbb{R}^d)}^{d/4} \| f \|_{L^2(\mathbb{R}^d)}^{1-d/4}}.$$  

The main result of this article is as follows.
Theorem 1 Fix $d \in \{1, 2, 3\}$ and $n \in \mathbb{N}$. Then almost surely

$$\lambda_{n,L} \sim -(C_d \log L)^{\frac{1}{2} - \frac{d}{2}}, \quad L \to \infty.$$ (1.3)

The constant $C_d$ can be expressed in terms of the Gagliardo–Nirenberg constant through the relation

$$C_d = \frac{d^{1 + \frac{d}{2}} (4 - d)^{2 - \frac{d}{2}}}{8} \kappa_d^4.$$ (1.4)

Let us make some comments on this result. In dimension 1, the Gagliardo–Nirenberg constant is known to be $\kappa_1 = 3^{-1/8}$ and the result rewrites

$$\lambda_{n,L} \sim -\left(\frac{3}{8} \log L\right)^{2/3}, \quad L \to \infty.$$ This asymptotic is already covered by more precise results [6, 22], in which not only the asymptotic behaviour of $\lambda_{n,L}$ but also its fluctuations are derived, see the end of the introduction for more details. It can also be connected to a result of Chen [3] on the total-mass of the associated parabolic Anderson model.

In higher dimension the Gagliardo–Nirenberg constant $\kappa_d$ is not explicit anymore.

In dimension 2, the asymptotic is

$$\lambda_{n,L} \sim -\kappa_2^4 \log L, \quad L \to \infty,$$

and was recently established by Chouk and van Zuijlen [4] (see also [10] for related results for smooth Gaussian noises). A minor improvement over their result is that our convergence holds almost surely over $L \to \infty$, and not only over sequences $L_k \to \infty$, see Remark 2.2 for some explanations. In dimension 3, the asymptotic is

$$\lambda_{n,L} \sim -\frac{243}{64}\kappa_3^8 (\log L)^2, \quad L \to \infty,$$

and in that case, the result is new.

Our proof is carried out simultaneously in all dimensions $d \leq 3$ in order to emphasise the dependence on $d$ of the arguments and of the overall result. Let us point out that we follow the same strategy of proof as Chouk and van Zuijlen [4] who covered the case of dimension 2. In fact, the proof essentially boils down to establishing a tail estimate on the principal eigenvalue: this is the content of the next (more general) result.

Theorem 2 Fix $\eta \in (0, 1)$ and $n \geq 1$. There exist $\gamma_2 > \gamma_1 > 0$ and $x_0 > 0$ such that the following inequalities hold: for all $L \geq 1$ and all $x \geq x_0$ we have

$$\exp \left[ -\gamma_2 x^{d/2} e^{d \log L - (1-\eta) \rho x^{2-d/d^2}} \right] \leq P(\lambda_{n,L} \geq -x) \leq \exp \left[ -\gamma_1 x^{d/2} e^{d \log L - (1+\eta) \rho x^{2-d/d^2}} \right]$$ (1.5)
with \( \rho = d/C_d \).

Observe that in the limit \( L \to \infty \) and for small \( \eta \) (take \( \eta = 0 \) for simplicity), the leftmost and rightmost functions in (1.5) pass abruptly from 0 to 1 around the critical value \( x_c = (C_d \log L)^{1/(2-d/2)} \) where the exponent \( d \log L - \rho x^{2-d/2} \) vanishes. This implies that the distribution function \( x \mapsto \mathbb{P}(\lambda_{n,L} \geq -x) \) is close to 0 for \( x \ll x_c \) and close to 1 for \( x \gg x_c \), and therefore that the distribution of \( -\lambda_{n,L} \) concentrates near this critical value. Given this result, the derivation of Theorem 1 is relatively elementary.

We conclude this introduction with some conjectures. Let \( a_L \) be the unique solution to the equation

\[
\frac{d}{2} \log a_L + d \log L - \rho a_L^{2-d/2} = 0,
\]

and set

\[
b_L := \frac{C_d}{d(2 - \frac{d}{2})^{\frac{1-d}{2}}}.\]

Note that the asymptotic expansion of \( a_L \) is given by

\[
a_L^{2-d/2} := (C_d \log L) \left[ 1 + \frac{1}{4-d} \frac{\log \log L}{\log L} + o \left( \frac{\log \log L}{\log L} \right) \right]. \tag{1.6}
\]

**Conjecture 1.1** Take \( d \in \{1, 2, 3\} \). The point process \( \left( \frac{\lambda_{n,L} + a_L}{b_L} \right)_{n \geq 1} \) converges in law as \( L \to \infty \) to a Poisson point process on \( \mathbb{R} \) of intensity \( e^x \, dx \). In particular, the r.v. \( \frac{-\lambda_{1,L} + a_L}{b_L} \) converges in law to a Gumbel random variable.

Our second conjecture concerns the asymptotic behaviour of the eigenfunctions near their maxima. We let \( U_{n,L} \in [-L/2, L/2]^d \) be the point where \( |\varphi_{n,L}| \) reaches its global maximum. Let \( Q \) be the unique radial positive solution on \( \mathbb{R}^d \) of

\[
-\Delta Q - Q^3 = -Q.
\]

It is known that—up to translations, dilatations and rescalings—\( Q \) is the unique optimiser of the Gagliardo–Nirenberg inequality (1.1), see [9] and references therein. One can deduce from [19, Sec.5] that \( \|Q\|_{L^4}^4 = \frac{2d}{C_d} \).
Conjecture 1.2 Take \( d \in \{1, 2, 3\} \). For any \( n \geq 1 \), the following convergence holds in probability as \( L \to \infty \):

\[
\left( \frac{1}{a_L^{d/4}} |\psi_{n,L}| \left( U_{n,L} + \frac{x}{\sqrt{a_L}} \right), x \in \mathbb{R}^d \right) \Rightarrow \psi_*,
\]

\[
\left( \frac{1}{a_L} \xi \left( U_{n,L} + \frac{x}{\sqrt{a_L}} \right), x \in \mathbb{R}^d \right) \Rightarrow -\frac{\psi_*^2}{\|\psi_*\|^2_{L^4(\mathbb{R}^d)}} \sqrt{\frac{2d}{C_d}},
\]

with \( \psi_*(x) = Q(x)/\|Q\|_{L^2} \).

In Conjecture 1.2 the first convergence holds in a space of distributions; the abuse of notation regarding the scaling on \( \xi \) shall be interpreted in the distributional sense, i.e. passing the scaling operations to test functions.

In dimension 1, these two conjectures were actually proven by Dumaz and Labbé [6] (the convergence to a Gumbel r.v. was proven earlier by McKean [22]). In that case, we have

\[
a_L \sim \left( \frac{3}{8} \log L \right)^{2/3}, \quad b_L = \frac{1}{4 \sqrt{a_L}}, \quad \psi_* = \frac{1}{\sqrt{2 \cosh}}, \quad \frac{\psi_*^2}{\|\psi_*\|^2_{L^4(\mathbb{R}^d)}} \sqrt{\frac{2d}{C_d}} = \frac{2}{\cosh^2}.
\]

The present work is organized in the following way. In Sect. 2, we collect intermediate ingredients and provide the proofs of Theorem 2 and Theorem 1, together with the proofs of the ingredients that do not necessitate regularity structures. In Sect. 3, we prove some technical results on the Anderson Hamiltonian and present the proof of a large deviation estimate stated in Sect. 2. The Appendix collects some technical results.

## 2 Proofs of the main theorems

We start this section by collecting some simple properties of the operator \( \mathcal{H}_L \): actually, we will consider a more general framework where the spatial domain can be taken to be any given square box \( Q \subset \mathbb{R}^d \), and where white noise comes with a prefactor \( \beta > 0 \), as it will be required later on. The second subsection presents a large deviation estimate for the main eigenvalue of \( \mathcal{H}_L \) with a small noise \( (\beta \downarrow 0) \), along with some information on the associated rate function. These properties of the rate function and some results about the associated variational problem are proved in the third subsection. In the fourth subsection, we provide the proofs of the main theorems. Finally, the last subsection gives some heuristic explanations on Conjecture 1.2.

From now on, we call box any open bounded square box of \( \mathbb{R}^d \) of side-length at least one and \( d \) is always assumed to lie in \( \{1, 2, 3\} \).
2.1 Simple properties of the operator

Let $Q$ be either a box in $\mathbb{R}^d$ or $\mathbb{R}^d$ itself, take $V \in L^2(Q)$, and define the operator
\[
\mathcal{H}(Q, V) := -\Delta + V, \quad \text{on } Q,
\]
endowed with Dirichlet b.c. It is well-known \cite{15, 20} that for $d \leq 3$, this operator is self-adjoint and bounded below. When $Q$ is bounded, its spectrum is discrete and we denote its eigenvalues in non-decreasing order by $(\lambda_n(Q, V))_{n \geq 1}$. When $Q = \mathbb{R}^d$, we let $\lambda_1(Q, V)$ be the infimum of its spectrum.

The next result constructs the operator as a limit of regularised versions in the case where $V$ is white noise. As recalled in the introduction, in dimension $d = 2, 3$ one needs to renormalise these regularised versions for the limit to exist.

Fix some even, smooth function $\rho$ integrating to 1 and supported in the unit ball of $\mathbb{R}^d$. Set $\rho_\varepsilon := \varepsilon^{-d} \rho(\cdot / \varepsilon)$ for any $\varepsilon > 0$ and define $\xi_\varepsilon := \xi * \rho_\varepsilon$ for some white noise $\xi$. For any $\beta > 0$, we consider the renormalisation constant $C_\varepsilon(\beta)$ associated to the noise $\beta \xi_\varepsilon$; in order not to clutter the presentation, their precise expressions are provided in Appendix A. The proof of the following result is postponed to Sect. 3.2 as it requires notions from regularity structures.

**Proposition 2.1** Fix some parameter $\beta > 0$. There exists a sequence $\varepsilon_k \downarrow 0$ and an event $\Omega_0(\beta)$ of probability one on which the following holds:

1. For every box $Q$, the sequence $\mathcal{H}(Q, \beta \xi_\varepsilon_k + C_\varepsilon(\beta))$ converges in norm resolvent sense to a self-adjoint operator, denoted $\mathcal{H}(Q, \beta \xi)$ with a slight abuse of notation, with pure point spectrum bounded from below. We denote $(\lambda_n(Q, \beta \xi))_{n \geq 1}$ its eigenvalues in non-decreasing order.
2. For all $n \geq 1$ and all boxes $Q \subset Q'$, we have $\lambda_n(Q', \beta \xi) \leq \lambda_n(Q, \beta \xi)$.
3. For all $L \geq 1$, all $n \geq 1$ and all disjoint boxes $Q(1), \ldots, Q(n) \subset Q$, we have
\[
\lambda_n(Q, \beta \xi) \leq \max_{1 \leq i \leq n} \lambda_1(Q(i), \beta \xi).
\]

In the particular case $Q = Q_L = (-L/2, L/2)^d$ and $\beta = 1$, we abbreviate $\mathcal{H}(Q_L, \xi)$ into $\mathcal{H}_L$ and $\lambda_n(Q_L, \xi)$ into $\lambda_{n,L}$.

**Remark 2.2** Note that we construct the operator $\mathcal{H}(Q, \xi)$ simultaneously for all boxes $Q$, and this allows us to consider almost sure convergence of $\lambda_{n,L}$ as $L \to \infty$. This is to be compared with the construction in \cite{4} that holds up to a $\mathbb{P}$-null set that possibly depends on $Q$. The fundamental reason for our simultaneous construction is that all the stochastic objects (the so-called model in the theory of regularity structures) are constructed at once on the full space, while the dependence over the given box $Q$ only goes through the deterministic weights chosen near the boundary of $Q$, see \cite{18}.

Let us now collect some simple properties of these operators.

**Proposition 2.3** (Scaling, independence and invariance properties)
1. There exists a deterministic constant $\delta_\beta$ such that $\delta_\beta$ tends to 0 as $\beta \downarrow 0$ and such that for all $L \geq 1$, $\beta > 0$ and $n \geq 1$ the following equality in law holds

$$\beta^2 \lambda_n(Q_L, \xi) = \lambda_n(Q_{L/\beta}, \beta^{2-d/2} \xi) + \delta_\beta.$$ 

2. For all disjoint boxes $Q_1, \ldots, Q_k$, the operators $\mathcal{H}(Q_1, \beta \xi), \ldots, \mathcal{H}(Q_k, \beta \xi)$ are independent.

3. For all boxes $Q, Q'$ with the same side-length, $\mathcal{H}(Q, \beta \xi)$ and $\mathcal{H}(Q', \beta \xi)$ have the same law.

**Remark 2.4** Properties 2 and 3 should be understood at the level of the resolvents of the operators. Note that the resolvents at stake are random variables taking values in the space of compact operators on $L^2(Q)$, which, equipped with the operator norm, is a separable Banach space.

**Proof** The second and third properties are consequences of the independence and translation invariance properties of white noise, and of the construction of the operator $\mathcal{H}(Q, \beta \xi)$ as a limit of regularised operators. We concentrate on the first property. Let $\tilde{\xi}_\varepsilon(x) := \beta^2 \xi_{\varepsilon}(x \beta)$ for all $x \in \mathbb{R}^d$. Consider the self-adjoint operator

$$\tilde{\mathcal{H}}_\varepsilon := -\Delta + \tilde{\xi}_\varepsilon + C_{\varepsilon/\beta}(\beta^{2-d/2}), \text{ on } Q_{L/\beta}.$$ 

Let $\lambda_{n,L,\varepsilon}$ and $\varphi_{n,L,\varepsilon}$ be the $n$-th eigenvalue and eigenfunction of $-\Delta + \xi_{\varepsilon} + C_{\varepsilon}(1)$ on $Q_L$. A computation shows that

$$\tilde{\mathcal{H}}_\varepsilon \varphi_{n,L,\varepsilon}(\cdot \beta) = \left(\beta^2 \lambda_{n,L,\varepsilon} + C_{\varepsilon/\beta}(\beta^{2-d/2}) - \beta^2 C_{\varepsilon}(1)\right)\varphi_{n,L,\varepsilon}(\cdot \beta).$$

We thus deduce that the $n$-th eigenvalue of $\tilde{\mathcal{H}}_\varepsilon$ coincides with $\beta^2 \lambda_{n,L,\varepsilon} + C_{\varepsilon/\beta}(\beta^{2-d/2}) - \beta^2 C_{\varepsilon}(1)$.

It turns out that $\tilde{\xi}_\varepsilon$ has the same law as $\beta^{2-d/2} \xi_{\varepsilon/\beta}$, and therefore $\tilde{\mathcal{H}}_\varepsilon$ has the same law as $\mathcal{H}(Q_{L/\beta}, \beta^{2-d/2} \xi_{\varepsilon/\beta} + C_{\varepsilon/\beta}(\beta^{2-d/2}))$. Passing to the limit along the sequence $\varepsilon_k$ by using Proposition 2.1, we deduce the equality in law

$$\lambda_n(Q_{L/\beta}, \beta^{2-d/2} \xi) = \beta^2 \lambda_n(Q_L, \xi) - \delta_\beta,$$

where $\delta_\beta := \lim_{k \downarrow 0} \left(\beta^2 C_{\varepsilon}(1) - C_{\varepsilon/\beta}(\beta^{2-d/2})\right)$. From the asymptotic expressions of the renormalisation constants collected in Appendix A, we can deduce that $\delta_\beta = 0$ in dimension 1 while in dimensions 2 and 3, $\delta_\beta = O(\beta^2 \ln \beta^{-1})$ as $\beta \downarrow 0$.

Finally, we state an estimate that allows to approximate, from above and below, the main eigenvalue over $Q_L$ in terms of the main eigenvalues over smaller boxes. This is a general result, which is originally due to Gärtner and König [12] in the case where the potential is smooth.

 Springer
Proposition 2.5 (Estimation by division into sub-boxes. See Appendix C) There exists a constant $K > 0$ such that for all $\beta > 0$ and all $L > r \geq 1$, we have almost surely

$$\min_{k \in \mathbb{Z}^d : |k|_\infty \leq \frac{L}{r} + \frac{3}{4}} \lambda_1(rk + Qr/2, \beta \xi) - \frac{K}{r^2} \leq \lambda_1(QL, \beta \xi)$$

$$\leq \min_{k \in \mathbb{Z}^d : |k|_\infty < \frac{L}{r} - \frac{1}{2}} \lambda_1(rk + Qr, \beta \xi) \quad (2.1)$$

2.2 A large deviation estimate

The proof of the tail estimates stated in Theorem 2 revolves around the following large deviations estimate for the main eigenvalue. Its proof requires notions from the theory of regularity structures and is therefore postponed to the next section. From now on, we will often abbreviate $\lambda_1(Q, V)$ into $\lambda(Q, V)$.

Proposition 2.6 (See Sect. 3) Fix $L \geq 1$. The collection of random variables $(\lambda(QL, \beta \xi))_{\beta > 0}$ satisfies for all $c \in \mathbb{R}$ the following large deviations estimate:

$$- \inf_{x \in (-\infty, c]} I_L(x) \leq \liminf_{\beta \to 0} \beta^2 \log \mathbb{P}(\lambda(QL, \beta \xi) \in (-\infty, c]) \leq \limsup_{\beta \to 0} \beta^2 \log \mathbb{P}(\lambda(QL, \beta \xi) \in (-\infty, c]) \leq - \inf_{x \in (-\infty, c]} I_L(x),$$

where the rate function $I_L : \mathbb{R} \to [0, \infty]$ is defined by

$$I_L(x) = \inf \left\{ \frac{1}{2} \|V\|^2_{L^2(QL)} : V \in L^2(QL), \lambda(QL, V) = x \right\}, \quad x \in \mathbb{R}.$$

Remark 2.7 For any $x \in \mathbb{R}$ and any box $Q$, there exists $V$ such that $\lambda(Q, V) = x$. Indeed, it suffices to take $V$ constant equal to $x - x_0$ where $x_0 := \lambda(Q, 0)$ is the lowest eigenvalue of $-\Delta$ on $Q$.

We will use the notation LD($\beta^2$, $I_L$) as a shortcut for the large deviations estimate of rate $\beta^2$ and rate function $I_L$. We adopt the notation $I_L(J) := \inf_{x \in J} I_L(x)$ for any set $J \subset \mathbb{R}$ and we define the constant

$$\rho := \inf_{L > 0} I_L((-\infty, -1]) = \lim_{L \to \infty} I_L((-\infty, -1]), \quad (2.2)$$

where the second equality comes from the fact that $L \mapsto I_L((-\infty, x])$ is non-increasing.

Proposition 2.8 (Study of $\rho$. See Sect. 2.3) The following properties hold:

1. For all $L \geq 1$, the map $x \mapsto I_L((-\infty, x])$ is continuous.
2. For all \( b \in \mathbb{R} \) and all real sequence \((a_L)_{L \geq 1}\) such that \( L^{d/2} a_L \to 0 \) as \( L \to \infty \), we have

\[
\lim_{L \to \infty} I_L((-\infty, b + a_L]) = \lim_{L \to \infty} I_L((-\infty, b]) = \lim_{L \to \infty} I_L((-\infty, b)).
\]

3. The constant \( \rho \) can be evaluated through a variational problem:

\[
\rho = \frac{1}{2} \left( \sup_{\|\psi\|_{L^2} = 1} \left( \|\psi\|_{L^4}^2 - \|\nabla \psi\|_{L^2}^2 \right) \right)^{-\frac{2}{d-2}}.
\]

In particular, we have \( C_d = d / \rho = \left( d^{1+d/2} (4 - d)^{2-d/2} / 8 \right) \kappa_d^d \). Moreover, optimizers for this variational problem are properly rescaled optimizers of the Gagliardo–Nirenberg inequality.

### 2.3 Properties of the rate function

Recall the Gagliardo–Nirenberg inequality (1.1) and the associated optimal constant \( \kappa_d \) defined in (1.2). In the study of the rate function of the large deviation estimate will appear a variational problem that is closely related to the Gagliardo–Nirenberg inequality: in the following result we collect a few facts on this variational problem.  

**Lemma 2.9** We have

\[
\sup_{\|\psi\|_{L^2} = 1} \left( \|\psi\|_{L^4}^2 - \|\nabla \psi\|_{L^2}^2 \right) = \left( \frac{d}{4} \right)^{\frac{d}{4}} \left( \frac{4 - d}{4} \right)^{8/4-d} \kappa_d^{8/4-d} = \left( \frac{C_d}{2d} \right)^{\frac{1}{2-d}}
\]

where \( C_d \) is given by (1.4).

Moreover, a function \( w \) with unit \( L^2 \) norm is an optimizer of (2.4) if and only if \( w = \lambda^{d/2} u(\lambda \cdot) \) with \( \lambda^{2-d/2} = \frac{d \|u\|_{L^4}^2}{4 \|\nabla u\|_{L^2}^2} \), where \( u \) is an optimizer of the Gagliardo–Nirenberg inequality with unit \( L^2 \) norm.

Finally, we also have

\[
\sup_{\|\psi\|_{L^2} = 1} \left( \|\psi\|_{L^4}^2 - \|\nabla \psi\|_{L^2}^2 \right) = \sup_{V \in L^2(\mathbb{R}^d)} -\lambda(\mathbb{R}^d, V).
\]

**Proof** For any \( u \in H^1(\mathbb{R}^d) \) such that \( \|u\|_{L^2} = 1 \), we write \( J(u) := \|u\|_{L^4}^2 - \|\nabla u\|_{L^2}^2 \).

Consider the family of functions \( w(x) = \lambda^{d/2} u(\lambda x) \) indexed by \( \lambda > 0 \). Plugging \( w \) into the functional \( J \) gives us

\[
J(w) = \lambda^{d/2} \|u\|_{L^4}^2 - \lambda^2 \|\nabla u\|_{L^2}^2.
\]
for all \( \lambda > 0 \). The RHS is maximized for \( \lambda^{2-d/2} = \frac{d\|u\|_{L^4}^2}{4\|\nabla u\|_{L^2}} \), which results in the identity

\[
\sup_{\lambda > 0} J(w) = \left( \frac{d}{4} \right)^{\frac{d}{4-d}} \left( \frac{4 - d}{4} \right)^{\frac{8}{4-d}} \kappa_d^{\frac{8}{4-d}}.
\]

We distinguish two cases. Either \( u \) (and therefore all the \( w \)’s) optimizes the Gagliardo–Nirenberg inequality (1.1), in which case

\[
\sup_{\lambda > 0} J(w) = \left( \frac{d}{4} \right)^{\frac{d}{4-d}} \left( \frac{4 - d}{4} \right)^{\frac{8}{4-d}} \kappa_d^{\frac{8}{4-d}}.
\]

Or \( u \) (and therefore all the \( w \)’s) are not optimizers of the Gagliardo–Nirenberg inequality, and then

\[
\sup_{\lambda > 0} J(w) < \left( \frac{d}{4} \right)^{\frac{d}{4-d}} \left( \frac{4 - d}{4} \right)^{\frac{8}{4-d}} \kappa_d^{\frac{8}{4-d}}.
\]

This proves (2.4). Moreover, this shows that \( w \) is an optimizer of \( J \) (over the functions of unit \( L^2 \) norm) if and only if \( w = \lambda^{d/2} u(\lambda \cdot) \) with \( \lambda^{2-d/2} = \frac{d\|u\|_{L^4}^2}{4\|\nabla u\|_{L^2}} \), where \( u \) is an optimizer of the Gagliardo–Nirenberg inequality with unit \( L^2 \) norm.

To prove the final identity of the statement, note that

\[
\sup_{V \in L^2(\mathbb{R}^d), \|V\|_{L^2} = 1} -\lambda(d, V) = \sup_{\psi \in H^1, \|\psi\|_{L^2} = 1} \sup_{V \in L^2(\mathbb{R}^d), \|V\|_{L^2} = 1} \int \left( -|\nabla \psi|^2 - V\psi^2 \right)
\]

\[
= \sup_{\psi \in H^1(\mathbb{R}^d), \|\psi\|_{L^2} = 1} \left( \|\psi\|_{L^4}^2 - \|\nabla \psi\|_{L^2}^2 \right)
\]

where we have chosen \( V = -\psi^2 / \|\psi\|_{L^4}^2 \) to attain the supremum over \( V \). \( \square \)

**Proof** (Proof of Proposition 2.8) 1. & 2. Notice that for \( V \in L^2 \) and \( a \in \mathbb{R} \), we have \( \lambda(Q_L, V + a1_{Q_L}) = \lambda(Q_L, V) + a \) and that for all \( \delta > 0 \), \( \pm 2\langle a1_{Q_L}, V \rangle = \pm 2\langle a/\sqrt{\delta}1_{Q_L}, \sqrt{\delta}V \rangle \leq \delta \|V\|^2 + \delta^{-1}a^2 \|L\|^d \). As a result,
\[ I_L((-\infty, b+a]) = \inf \left\{ \frac{1}{2} \| V \|^2 : \lambda(Q_L, V) \leq b+a \right\} \]
\[ = \inf \left\{ \frac{1}{2} \| V \|^2 : \lambda(Q_L, V-a1_{Q_L}) \leq b \right\} \]
\[ = \inf \left\{ \frac{1}{2} \| V + a1_{Q_L} \|^2 : \lambda(Q_L, V) \leq b \right\} \]
\[ \leq (1 + \delta) I_L((-\infty, b]) + \frac{1}{2} (1 + \delta^{-1}) a^2 L^d \]
\[ \geq (1 - \delta) I_L((-\infty, b]) + \frac{1}{2} (1 - \delta^{-1}) a^2 L^d \]

This easily entails 1. and the first equality of 2. Combining the following inequalities

\[ \inf I_L((-\infty, b]) \leq \inf I_L((-\infty, b)) \leq \inf I_L((-\infty, b - L^{-d}]), \]

with the arguments above yields the second equality of 2.

3. Given (2.5), the statement follows if we can establish

\[ \rho = \frac{1}{2} \inf_{V \in L^2(\mathbb{R}^d)} \| V \|^2_{L^2}, \]

and

\[ \inf_{V \in L^2(\mathbb{R}^d)} \| V \|^2_{L^2} = \inf_{V \in L^2(\mathbb{R}^d)} \| V \|^2_{L^2} = \left\{ \sup_{W \in L^2(\mathbb{R}^d)} -\lambda(\mathbb{R}^d, W) \right\}^{-(2-d/2)}. \]

Both equalities in (2.7) are proven by an argument of scaling. Let us start with the second. By Lemma 2.9, the rightmost term of (2.7) is strictly positive and therefore

\[ \left\{ \sup_{W \in L^2(\mathbb{R}^d)} -\lambda(\mathbb{R}^d, W) \right\}^{-(2-d/2)} = \left\{ \sup_{W \in L^2(\mathbb{R}^d)} -\lambda(\mathbb{R}^d, W) \right\}^{-(2-d/2)} \]

\[ = \inf_{W \in L^2(\mathbb{R}^d)} \left[ \frac{1}{[-\lambda(\mathbb{R}^d, W)]^{2-d/2}} \right] \]
Consequently, it suffices to show that

\[
\inf_{V \in L^2(\mathbb{R}^d)} \frac{\|V\|^2_{L^2}}{\lambda(\mathbb{R}^d, V) - 1} = \inf_{W \in L^2(\mathbb{R}^d)} \frac{1}{\|W\|^2_{L^2}} \left\{ -\lambda(\mathbb{R}^d, W) \right\}^{2-d/2}. \tag{2.9}
\]

Consider the map \( V \mapsto W \) defined by: for any \( V \in L^2(\mathbb{R}^d) \) such that \( \lambda(\mathbb{R}^d, V) = -1 \), set \( W(x) = r^2 V(rx) \) with \( r \) defined by \( r^{4-d} = \|V\|^2_{L^2} \). A simple computation shows that \(-\lambda(\mathbb{R}^d, W) = -r^2 \lambda(\mathbb{R}^d, V) = r^2\) and \( \|W\|^2_{L^2} = r^{4-d} \|V\|^2_{L^2} = 1 \). It is thus immediate to deduce that our map \( V \mapsto W \) is a bijection between the two sets that appear in (2.9), and by construction, we have \( \|V\|^2_{L^2} = \frac{1}{\|W\|^2_{L^2}} \left\{ -\lambda(\mathbb{R}^d, W) \right\}^{2-d/2} \). The second equality of (2.7) is thus proved.

We turn to the first equality in (2.7). Recall that for \( d \leq 3 \), the operator \(-\Delta + V\) is bounded below whenever \( V \in L^2 \). Consequently \( \lambda(\mathbb{R}^d, V) > -\infty \). Take \( V \in L^2(\mathbb{R}^d) \) such that \( \lambda(\mathbb{R}^d, V) < -1 \) and set \( W(x) = r^2 V(rx) \) with \( r \) defined by \( r^2 = -1/\lambda(\mathbb{R}^d, V) \). The previous computations show that \( \lambda(\mathbb{R}^d, W) = -1 \) and \( \|V\|^2_{L^2} > \|W\|^2_{L^2} \). Hence,

\[
\inf_{V \in L^2(\mathbb{R}^d)} \|V\|^2_{L^2} \geq \inf_{W \in L^2(\mathbb{R}^d)} \|W\|^2_{L^2}.
\]

The converse inequality is obvious.

Now it remains to show (2.6), or in other words,

\[
\inf_{V \in L^2(\mathbb{R}^d)} \|V\|^2_{L^2} = \inf_{L > 0} \inf_{V \in L^2(Q_L)} \|V\|^2_{L^2(Q_L)}. \tag{2.10}
\]

The fact that l.h.s. \( \leq \) r.h.s. is a direct consequence of the inequality \( \lambda(\mathbb{R}^d, V 1_{Q_L}) \leq \lambda(\mathbb{R}^d, V) \). On the other hand, fix any \( \varepsilon > 0 \) and pick \( V_\varepsilon \in L^2(\mathbb{R}^d) \) such that \( \lambda(\mathbb{R}^d, V_\varepsilon) \leq -1 \) and

\[
\|V_\varepsilon\|^2_{L^2} < (1 + \varepsilon) \inf_{V \in L^2(\mathbb{R}^d)} \|V\|^2_{L^2}. \tag{2.11}
\]

Let \( \tilde{V}_\varepsilon := \alpha^2 V_\varepsilon(\alpha \cdot) \) with \( \alpha = \sqrt{1+\varepsilon} \). By the scaling property \( \lambda(\mathbb{R}^d, \tilde{V}_\varepsilon) = \alpha^2 \lambda(\mathbb{R}^d, V_\varepsilon) \), we have

\[
\|\tilde{V}_\varepsilon\|^2_{L^2} = \alpha^{4-d} \|V_\varepsilon\|^2_{L^2} < (1 + \varepsilon)^{3-d/2} \inf_{V \in L^2(\mathbb{R}^d)} \|V\|^2_{L^2} \tag{2.12}
\]

\[
\lambda(\mathbb{R}^d, \tilde{V}_\varepsilon) = \alpha^2 \lambda(\mathbb{R}^d, V_\varepsilon) \leq -\alpha^2 = -1 - \varepsilon \tag{2.13}
\]
It can be checked that as $L \to \infty$, $\lambda(Q_L, \tilde{V}_\varepsilon) \to \lambda(R^d, \tilde{V}_\varepsilon)$, and therefore for all $L$ large enough we have

$$\lambda(Q_L, \tilde{V}_\varepsilon) \leq -1.$$ 

thus implying for all $L$ large enough

$$\inf_{V \in L^2(Q_L)} \|V\|_{L^2(Q_L)}^2 \leq \|\tilde{V}_\varepsilon\|_{L^2(Q_L)}^2 \leq (1 + \varepsilon)^{3-d/2} \inf_{V \in L^2(R^d)} \|V\|_{L^2(R^d)}^2 \leq \|\tilde{V}_\varepsilon\|_{L^2(Q_L)}^2 \leq \|\tilde{V}_\varepsilon\|_{L^2(R^d)}^2 \leq (1 + \varepsilon)^{3-d/2} \inf_{V \in L^2(R^d)} \|V\|_{L^2(R^d)}^2.$$

(2.6) is then proved by taking an infimum over $L$ and making $\varepsilon$ shrink to zero.

Combining (2.6), (2.5) and (2.7), (2.3) is then established, whereas the expression for $C_d$ and the properties satisfied by the optimizer are consequences of Lemma 2.9.

2.4 Proofs of Theorems 1 and 2

We can now proceed to the proof of the tail estimates.

Proof of Theorem 2 We will only consider $n = 1$ as this is the only case needed for the proof of Theorem 1. To treat the general case $n \geq 1$, it suffices to argue as in the proof of Theorem 1 below, see in particular (2.11). For $x > 0$, we write $\beta = 1/\sqrt{x}$.

We begin by applying the scaling property of Proposition 2.3:

$$\mathbb{P}(\lambda_1(Q_L, \xi) \geq -x) = \mathbb{P}(\beta^2 \lambda_1(Q_L, \xi) \geq -1) = \mathbb{P}(\lambda_1(Q_{L/\beta}, \beta^2 - d/2 \xi, \beta^2 + \delta_\beta \geq -1).$$

At this point, for any $1 \leq r \leq L/\beta$ we squeeze the domain $Q_{L/\beta}$ in between unions of boxes of size $r$ and $3r/2$ respectively:

$$\bigcup_{k \in \mathbb{Z}^d: |k|_\infty \leq \frac{L}{\beta r} - \frac{1}{2}} \{rk + Q_r\} \subset Q_{L/\beta} \subset \bigcup_{k \in \mathbb{Z}^d: |k|_\infty \leq \frac{L}{\beta r} + \frac{3}{4}} \{rk + Q_{3r/2}\}.$$

Note that the number of boxes in both unions is of order $(\frac{L}{\beta r})^d$ as $\beta \downarrow 0$ uniformly over all $L \geq 1$, so that for any given $c_1 < 1 < c_2$ there exists $\beta_1 = \beta_1(r)$ such that for all $\beta < \beta_1$ and all $L \geq 1$ these two numbers are comprised in between $c_1(\frac{L}{\beta r})^d$ and $c_2(\frac{L}{\beta r})^d$. Applying the estimation by division into small boxes of Proposition 2.5 at the first line and the independence property of Proposition 2.3 at the second line, we thus get for all $x \geq x_1 := \beta_1^{-2}$

$$\mathbb{P}(\lambda_1(Q_L, \xi) \geq -x) \leq \mathbb{P}\left(\min_{k \in \mathbb{Z}^d: |k|_\infty < \frac{L}{\beta r} - \frac{1}{2}} \lambda_1(rk + Q_r, \beta^2 - d/2 \xi) \geq -1 - \delta_\beta\right) \leq \left[1 - \mathbb{P}(\lambda_1(Q_r, \beta^2 - d/2 \xi) < -1 - \delta_\beta)\right]^{c_1(\frac{L}{\beta r})^d}.$$
Regarding the lower bound we also apply Proposition 2.5. However the r.v. that appear are no longer independent so we use a union bound at the third line to get

\[
\mathbb{P}(\lambda_1(Q_L, \xi) \geq -x) \geq \mathbb{P}\left( \min_{k \in \mathbb{Z}^d: |k|_{\infty} < \frac{L}{r^d} + \frac{3}{4}} \lambda_1(rk + Q_{3r/2}, \beta^{2-d/2}\xi) \geq -1 - \delta_\beta + \frac{K}{r^2} \right)
\geq 1 - \mathbb{P}\left( \min_{k \in \mathbb{Z}^d: |k|_{\infty} < \frac{L}{r^d} + \frac{3}{4}} \lambda_1(rk + Q_{3r/2}, \beta^{2-d/2}\xi) < -1 - \delta_\beta + \frac{K}{r^2} \right)
\geq 1 - c_2 \left( \frac{L}{\beta r} \right)^d \mathbb{P}\left( \lambda_1(Q_{3r/2}, \beta^{2-d/2}\xi) < -1 - \delta_\beta + \frac{K}{r^2} \right).
\]

Since \(\delta_\beta\) goes to 0 deterministically as \(\beta \to 0\) and given the continuity of the rate function stated as item 1. of Proposition 2.8, the term \(\delta_\beta\) does not affect large deviation behaviors. Consequently the large deviations estimate of Proposition 2.6 implies that for fixed \(r\) and as \(\beta \downarrow 0\)

\[
\lambda_1(Q_r, \beta^{2-d/2}\xi) + \delta_\beta \sim \text{LD}(\beta^{4-d}, I_r), \quad \lambda_1(Q_{3r/2}, \beta^{2-d/2}\xi) + \delta_\beta \sim \text{LD}(\beta^{4-d}, I_{3r/2}).
\]

Moreover the properties on the rate function collected in Proposition 2.8 show that

\[
\rho = \lim_{r \to \infty} I_r((-\infty, -1)) = \lim_{r \to \infty} I_{3r/2((-\infty, -1 + K/r^2))} > 0.
\]

Fix some \(\eta > 0\). Choosing \(r\) large enough we thus have

\[
\rho(1 - \eta) < I_{3r/2((-\infty, -1 + K/r^2))}, \quad I_r((-\infty, -1)) < \rho(1 + \eta).
\]

The aforementioned large deviations estimates imply that for all \(r\) large enough, we have

\[
\limsup_{\beta \downarrow 0} \beta^{4-d} \log \mathbb{P}(\lambda_1(Q_{3r/2}, \beta^{2-d/2}\xi) < -1 - \delta_\beta + K/r^2) \\
\leq -I_{3r/2((-\infty, -1 + K/r^2))} < -\rho(1 - \eta),
\]

\[
\liminf_{\beta \downarrow 0} \beta^{4-d} \log \mathbb{P}(\lambda_1(Q_r, \beta^{2-d/2}\xi) < -1 - \delta_\beta) \\
\geq -I_r((-\infty, -1)) > -\rho(1 + \eta).
\]

We can thus find \(\beta_0 \leq \beta_1\) such that for all \(\beta \leq \beta_0\) (that is, for all \(x \geq x_0 := \beta_0^{-2}\):

\[
1 - c_2 \left( \frac{L}{\beta r} \right)^d e^{-(1-\eta)\rho\beta^{-4+d}} \leq \mathbb{P}(\lambda_1(Q_L, \xi) \geq -x) \leq \left( 1 - e^{-(1+\eta)\rho\beta^{-4+d}} \right)^{c_1\left( \frac{L}{\beta r} \right)^d}.
\]
Since we have \( e^{-2y} \leq 1 - y \leq e^{-y} \) for all \( y \geq 0 \) small enough, the previous inequalities yield (up to possibly diminishing \( \beta_0 \)):

\[
\exp \left( -\frac{2c_2}{\beta d r d} e^{d \log L - (1-\eta)\rho \beta^{-4+d}} \right) \leq \mathbb{P}(\lambda_1(Q_L, \xi) \geq -x) \leq \exp \left( -\frac{c_1}{\beta d r d} e^{d \log L - (1+\eta)\rho \beta^{-4+d}} \right).
\]

Setting \( \gamma_1 = c_1 / r d, \gamma_2 = 2c_2 / r d \), and replacing \( \beta \) by \( 1 / \sqrt{x} \), we obtain the desired bound for \( n = 1 \).

With Theorem 2 at hand, we are now able to prove our main result.

**Proof of Theorem 1** In this proof, we set for convenience the quantity \( a_L := (C d \log L)^{-1/d} \) for \( L \geq 1 \) (which is the first term in (1.6)). Assume that for all \( \delta > 0 \) and all \( n \geq 1 \)

\[
\mathbb{P} \left( \liminf_{m \to \infty} \left\{ -(1 + \delta) a_{2^m} \leq \lambda_{n,2^m} \leq -(1 - \delta) a_{2^m} \right\} \right) = 1. \tag{2.10}
\]

To deduce the statement of the theorem, it suffices to extend this asymptotic from \( L \in \{2^m, m \geq 1\} \) to general \( L \in [1, \infty) \). This can be done as follows. For all \( L \geq 1 \), there exists \( m \in \mathbb{N} \) such that \( 2^m \leq L < 2^{m+1} \). By item 2. of Proposition 2.1, on the event \( \Omega_0(1) \) and provided \( \lambda_{n,2^m} \leq 0 \) we have

\[
\frac{\lambda_{n,2^{m+1}}}{a_{2^m}} \leq \frac{\lambda_{n,L}}{a_L} \leq \frac{\lambda_{n,2^m}}{a_{2^{m+1}}}.
\]

Since \( a_{2^m} / a_{2^{m+1}} \to 1 \) as \( m \to \infty \), we deduce from (2.10) that the middle term goes to \(-1\) almost surely as \( L \to \infty \).

We are left with the proof of (2.10). By item 3. of Proposition 2.1 we have on the event \( \Omega_0(1) \) and for all \( n \geq 1 \)

\[
\lambda_{1,L} \leq \lambda_{n,L} \leq \max_{1\leq i\leq n} \lambda_{(i)} \tag{2.11}
\]

where \( \lambda_{(i)} \) is the principal eigenvalue of the operator \( \mathcal{H}(Q_{(i)}, \xi) \) and the boxes \( Q_{(i)} \) are \( n \) disjoint sub-boxes of \( Q_L \), whose side-lengths are \( L/n \). By item 3. of Proposition 2.3, the \( \lambda_{(i)} \)'s are i.i.d. with the same law as \( \lambda_{1,L}/n \). Specialising these inequalities to \( L = 2^m \), we deduce that (2.10) follows from

\[
\mathbb{P} \left( \limsup_{m \to \infty} \{ \lambda_{1,2^m} < -(1 + \delta) a_{2^m} \} \right) = 0, \tag{2.12}
\]

\[
\mathbb{P} \left( \limsup_{m \to \infty} \{ \max_{1\leq i\leq n} \lambda_{(i)} > -(1 - \delta) a_{2^m} \} \right) = 0. \tag{2.13}
\]
Take $\eta > 0$ such that $(1 - \eta)(1 + \delta)^{-\frac{d}{2}} > 1$. By Theorem 2 and using the inequality $1 - e^{-y} \leq y$ that holds for all $y \in \mathbb{R}$, we find for all $m \geq 1$ large enough

$$
\mathbb{P} \left( \lambda_{1,2m} < -(1 + \delta)a_{2m} \right) = 1 - \mathbb{P} \left( \lambda_{1,2m} \geq -(1 + \delta)a_{2m} \right) \leq \gamma_2 (1 + \delta)^{d/2} \left( C_d \log 2^m \right)^{\frac{d^2}{2 - d/2}} 2^{-md(1 - \eta)(1 + \delta)^{-\frac{d}{2}} - 1}.
$$

The Borel-Cantelli Lemma allows to deduce (2.12).

Recall that the $\lambda_{(i)}$’s are i.i.d. with the same law as $\lambda_{1,2m}/n$ so that

$$
\mathbb{P} \left( \max_{1 \leq i \leq n} \lambda_{(i)} > -(1 - \delta)a_{2m} \right) \leq n \mathbb{P} \left( \lambda_{1,2m}/n > -(1 - \delta)a_{2m} \right).
$$

Take $\eta > 0$ such that $(1 + \eta)(1 - \delta)^{-\frac{d}{2}} < 1$. By Theorem 2 again, we thus find for all $m \geq 1$ large enough

$$
\mathbb{P} \left( \lambda_{1,2m}/n > -(1 - \delta)a_{2m} \right) \leq \exp \left[ -\gamma_1 n^{-\delta} (1 - \delta)^{d/2} \left( C_d \log 2^m \right)^{\frac{d^2}{2 - d/2}} 2^{-md(1 - (1 + \eta)(1 - \delta)^{-\frac{d}{2}}) - 1} \right].
$$

Applying again the Borel–Cantelli Lemma, we deduce (2.13), thus concluding the proof of Theorem 1.

2.5 About Conjecture 1.2

Recall that the optimizers of the Gagliardo–Nirenberg inequality are exactly the functions $aQ(bx + c)$ with $a, b \in \mathbb{R} \setminus \{0\}, c \in \mathbb{R}^d$ where $Q$ is the unique positive radial solution of $-\Delta Q = Q^3 = -Q$.

Proposition 2.10 The optimizers of (2.4) coincide with the set of functions $\{\pm w_*(\cdot + c), c \in \mathbb{R}^d\}$, where

$$
w_* := \frac{\mu^{d/2}}{\|Q\|_{L^2}} Q(\mu \cdot), \quad \mu = \left( \frac{C_d}{2d} \right)^{\frac{1}{4 - d}}.
$$

Proof From Lemma 2.9, we know that any optimizer $w$ is of the form $w = \lambda^{d/2}u(\lambda \cdot)$ where $\lambda^{2-d/2} = \frac{d\|u\|_{L^4}^4}{4\|\nabla u\|_{L^2}^2}$ and $u$ is a Gagliardo–Nirenberg optimizer with unit $L^2$-norm. Also, from the property recalled at the beginning of this subsection, any such $u$ takes the form $aQ(bx + c)$ with $a = \pm |b|^{d/2}\|Q\|_{L^2}^{-1}, b \in \mathbb{R} \setminus \{0\}$ and $c \in \mathbb{R}^d$. A computation then shows that $w$ is an optimizer to (2.4) if and only if it is of the form

$$
\pm \frac{|b\lambda|^{d/2}}{\|Q\|_{L^2}} Q(b\lambda \cdot + c)
$$

where $|b\lambda|$ is a fixed value given by $\left( \frac{d\|Q\|_{L^4}^4}{4\|\nabla Q\|_{L^2}^2} \right)^{\frac{2}{2 - d/2}}$. Set $w_* = \frac{|b\lambda|^{d/2}}{\|Q\|_{L^2}} Q(|b\lambda| \cdot)$. Then indeed all optimizers to (2.4) are given by $\{\pm w_*(\cdot + c), c \in \mathbb{R}^d\}$. 

\(\Box\) Springer
The value of $|b\lambda|$ can be determined by an indirect argument. Recall that (2.4) can be reformulated into the constrained variational problem

$$\tilde{J}(w, t) = J(w) - t(\|w\|_{L^2}^2 - 1),$$

where $J$ is the functional introduced in the proof of Lemma 2.9 and $t \in \mathbb{R}$ is the Lagrange multiplier. Routine variational calculus arguments (taking $\delta \tilde{J} = 0$, see for example [2, page 9]) show that any optimizer $w$ satisfies the PDE

$$\begin{cases} -\Delta w - \frac{w^3}{\|w\|_{L^4}^4} = - \left( \frac{C_d}{2d} \right)^{\frac{1}{2-d/4}} w \\ \|w\|_{L^2} = 1 \end{cases}$$

of which $w_*$ is a positive, radial solution. Set $v(x) = (\mu \|w_*\|_{L^4})^{-1} w(x/\mu)$ with $\mu$ as in the statement. Recall from the introduction that $\|Q\|_{L^4}^4 = \frac{2d}{C_d}$. A computation shows that $v$ is a positive, radial solution of

$$\begin{cases} -\Delta v - v^3 = -v \\ \|v\|_{L^4}^4 = \mu^{d-4} = \frac{2d}{C_d}, \end{cases}$$

and therefore $v = Q$. This leads to the identity

$$v(x) = \left( \frac{|b\lambda|}{\mu} \right)^{d/4} Q(|b\lambda|x) = Q(x),$$

which evaluated at $x = 0$, and given $Q(0) \neq 0$ since $Q$ is positive, ensures that $|b\lambda| = \mu$ and therefore

$$w_*(x) = \frac{|b\lambda|^{d/2}}{\|Q\|_{L^2}} Q(|b\lambda|x) = \frac{\mu^{d/2}}{\|Q\|_{L^2}} Q(\mu x).$$

\[\square\]

Take $\beta^2 = 1/a_L$. By the rescaling property stated in Proposition 2.3, the event $\{\lambda(Q, \xi) \asymp -\beta^{-2}\}$ is “equivalent” to the event $\{\lambda(Q/L, \beta^{2} \xi(\cdot\beta)) \asymp -1\}$. (Recall that $\beta^{2} \xi(\cdot\beta)$ has the same law as $\beta^{2-d/4} \xi$.) By the subdivision into sub-boxes of Proposition 2.5, the latter event “coincides” with

$$\left\{ \min_{\|k\| \leq \frac{L}{2r}} \lambda(kr + Q_r, \beta^{2} \xi(\cdot\beta)) \asymp -1 \right\}.$$

The r.v. involved in the min are independent. For such an event to be satisfied, typically only one of these r.v. is of order $-1$. The large deviation estimate of Proposition 2.6 shows that the probability of $\{\lambda(Q, \beta^{2} \xi(\cdot\beta)) \asymp -1\}$ is roughly

$$\exp(-\beta^{d-4} I_r(-\infty, -1)).$$
Heuristically, to achieve \( \{ \lambda(Q_r, \beta^2 \xi(\cdot \beta)) \approx -1 \} \), one needs \( \beta^2 \xi(\cdot \beta) \approx V_* \) where \( V_* \) is the argmin of \( I_r \). Taking \( r \) large enough, this argmin should be close to the argmin of \( I_\infty \) and we can thus assume that \( V_* \) is the argmin of \( I_\infty \).

The computations in the proofs of Proposition 2.8 and Lemma 2.9 show that \( V_* = \mu^2 - W_*(y/\mu) \), with \( \mu = \left( \frac{C_d}{d^2} \right)^{\frac{1}{4d}} \) and \( W_*(u) = - \frac{w^2(u)}{\|w_*\|_L^2} \) where \( w_* \) is the radial optimizer of (2.4) with unit \( L^2 \) norm defined in Proposition 2.10. From Proposition 2.10, we deduce \( W_* = - \frac{\psi_*^2}{\|\psi_*\|_{L^4(R^d)}^2} \sqrt{\frac{2d}{C_d}} \) where \( \psi_* = Q/\|Q\|_{L^2} \). Note that \( \lambda(R^d, V_*) = -1 \) and that

\[
-\Delta \psi + V_* \psi = -\psi, 
\]

so that \( \psi_* \) is the eigenfunction associated to the smallest eigenvalue of \(-\Delta + V_*\).

The above discussion suggests that \( \xi \) has a deterministic behavior at space-scale \( 1/\sqrt{aL} \) around \( U_{n,L} \):

\[
\left( \frac{1}{aL} \xi \left( U_{n,L} + \frac{x}{\sqrt{aL}} \right), x \in R^d \right) \Rightarrow V_*. 
\]

If we assume that for some function \( \psi \) (of unit \( L^2 \) norm) we have

\[
\left( \frac{1}{aL} |\phi_{n,L}| \left( U_{n,L} + \frac{x}{\sqrt{aL}} \right), x \in R^d \right) \Rightarrow \psi, 
\]

then a formal passage to the limit as \( L \to \infty \) on

\[
-\Delta \phi_{n,L} + \xi \phi_{n,L} = \lambda_{n,L} \phi_{n,L},
\]

yields

\[
-\Delta \psi + V_* \psi = -\psi, 
\]

and we deduce that \( \psi = \psi_* \).

### 3 Regularity structures and the large deviations estimate

Let us briefly summarize the construction of \( \mathcal{H} = \mathcal{H}(Q, \beta \xi) \) carried out in [18]. It consists in constructing the resolvents \( (\mathcal{H} - a)^{-1} \) associated to this operator. The advantage of dealing with the resolvents is that they satisfy, at least formally, an SPDE that one can hope to solve. Indeed, formal computations show that for any \( g \in L^2(Q, (\mathcal{H} + a)^{-1} g \) should be a fixed point of the map

\[
u \mapsto (-\Delta + a)^{-1} g - (-\Delta + a)^{-1} (\beta \xi u), \quad (3.1)
\]
where \((-\Delta + a)^{-1}\) is the resolvent of the Laplacian endowed with Dirichlet b.c. on \(Q\). While the above procedure can be performed by standard arguments when \(\xi\) is smooth, the case of white noise is singular. Indeed, an iteration of the fixed point map yields a term with the same regularity as \(\xi \cdot (-\Delta + a)^{-1} \xi\), and it happens that such a quantity blows up in dimension \(d \geq 2\).

This is where the theory of regularity structures [14] is applied. The first ingredient is the notion of model: this is a random object that encapsulates the values of the noise but also of non-linear functionals associated to it. For smooth driving noise \(\xi\), there is an associated canonical model that can be constructed generically. On the other hand, for singular \(\xi\) such as white noise, some non-linear functionals are ill-defined and the construction of the model is performed through a limiting procedure: starting from a regularised noise \(\xi_\varepsilon\) for which all non-linear functionals are well-defined, one subtracts some renormalisation constants that typically diverge as \(\varepsilon \downarrow 0\), but that allow to pass to the limit on the non-linear functionals.

The second ingredient is a calculus developed at the level of the so-called modelled distributions, that allows to prove existence and uniqueness of fixed point maps such as (3.1): this part of the theory will not be needed in the present work.

### 3.1 Regularity structures

**Definition 3.1** A regularity structure is a triplet \((A, T, G)\) with the following properties:

1. \(A \subset \mathbb{R}\) is a locally finite set of indices that is bounded from below and contains 0.
2. \(T = \bigoplus_{\alpha \in A} T_\alpha\) is a graded vector space, where for each \(\alpha \in A\), \(T_\alpha\) is a finite-dimensional Banach space equipped with the norm \(\|\cdot\|_\alpha\). In particular, we demand \(T_0 \cong \mathbb{R}\) with the unit vector 1. For any vector \(\tau\) in a finite-dimensional subspace of \(T\), we write \(\|\tau\|\) to be its Euclidean norm.
3. \(G\) is a group acting on \(T\) such that every element \(\Gamma\) of \(G\) satisfies \(\Gamma 1 = 1\) and for all \(\tau \in T_\alpha\), \(\Gamma \tau - \tau \in T_{<\alpha}\) := \(\bigoplus_{\beta \in A_{<\alpha}} T_\beta\) where \(A_{<\alpha} = A \cap (-\infty, \alpha)\).

The prototype for Definition 3.1 is the polynomial regularity structure, where \(A = \mathbb{N}\), \(T_n\) is the vector space spanned by all \(X^k\) such that \(|k| = n\) and \(G\) is the group formed by all the transformations \(\Gamma_h\) that translate any polynomial \(P\) by the vector \(h\): \(\Gamma_h P(X) = P(X + h)\). (Note that we have used the multi-index notation \(X^k = X_1^{k_1} \cdots X_d^{k_d}\) and \(|k| = k_1 + \cdots + k_d\).)

Let us now introduce the regularity structure associated to the Anderson Hamiltonian, which is an “enlargement” of the polynomial regularity structure. We consider the abstract symbol \(\Xi\) that represents \(\xi\) at the level of the model space \(T\). We define the sets \(\mathcal{F}\) and \(\mathcal{U}\), as the smallest sets of symbols such that \(\mathcal{F}\) contains the noise symbol \(\xi\) and \(\mathcal{U}\) contains all polynomials \(X^k\) and

\[
\tau \in \mathcal{U} \iff \tau \Xi \in \mathcal{F} \text{ and } \tau \in \mathcal{F} \iff \mathcal{I}(\tau) \in \mathcal{U}.
\]

Here \(\tau \Xi\) and \(\mathcal{I}(\tau)\) denote new symbols that need to be considered. In some sense, \(\mathcal{U}\) allows to describe the solution \(u\) of the fixed point problem while \(\mathcal{F}\) allows to describe the product \(u\xi\).
Each expression $\tau$ is assigned a number $|\tau|$ called homogeneity, which is calculated by the following rules: (1) $|X^k| = |k|$, (2) $|\Xi| = -d/2 - \kappa$ for some fixed $\kappa \in (0, 1/8)$, (3) for any $\tau$, $\tau' - |\tau| = |\tau+'|$, (4) for any $\tau$, $|\mathcal{I}(\tau)| = |\tau| + 2$. Note that $\mathcal{I}$ stands for an integration map associated to our convolution kernel (the Green function of $-\Delta + m$ for some $m > 0$, see below), which improves regularity by 2 and this explains (4).

Let therefore $A := \{ |\tau| : \tau \in \mathcal{F} \cup \mathcal{U} \}$ and for $\alpha \in A$, and let $\mathcal{I}_\alpha$ be the vector space spanned by all $\tau \in \mathcal{F} \cup \mathcal{U}$ such that $|\tau| = \alpha$. For the construction of the structure group $\mathcal{G}$, we refer the reader to [14, Sec. 8.1].

From now on, we will always restrict $\mathcal{U}$ (resp. $\mathcal{F}$) to symbols whose homogeneities are below some $\gamma \in (3/2, 2 - 4\kappa)$ (resp. $\gamma - d/2 - \kappa$). This yields (in the order of increasing homogeneity):

$$\mathcal{U} = \begin{cases} \{1, X_i, \mathcal{I}(\Xi)\} & \text{if } d = 1 \\ \{1, \mathcal{I}(\Xi), X_i\} & \text{if } d = 2 \\ \{1, \mathcal{I}(\Xi), \mathcal{I}(\Xi \mathcal{I}(\Xi)), X_i, \mathcal{I}(\Xi \mathcal{I}(\Xi \mathcal{I}(\Xi))), \mathcal{I}(\Xi X_i)\} & \text{if } d = 3 \end{cases}$$

On the other hand, the collection $\mathcal{F}$ is obtained by multiplying the elements in $\mathcal{U}$ by $\Xi$. The regularity structure $(A, \mathcal{T}, \mathcal{G})$ is now fixed once and for all.

We can define the notion of *admissible models* that, roughly speaking, map abstract objects in $\mathcal{T}$ to genuine distributions. Below we denote by $\mathcal{B}^r$ the space of all $\varphi \in C^r$ supported in the unit ball of $\mathbb{R}^d$ and such that $\|\varphi\|_{C^r} \leq 1$, for some $r > 0$. We also introduce the notation $\varphi^\lambda_x = \lambda^{-d} \varphi((\cdot - x)/\lambda)$. For every $m > 0$, let $P^{(m)}$ be the Green’s function of $-\Delta + m$ on $\mathbb{R}^d$, see [18, Sec. 3] for its explicit expression. Following [18, Def 2.1], we consider a decomposition of the kernel $P^{(m)}$ into the sum $P^{(m)}_+ + P^{(m)}_-$ where $P^{(m)}_+$ is a smooth function that coincides with $P^{(m)}$ outside $B(0, 2^{-n_m + 1})$ and $P^{(m)}_+$ is compactly supported in $B(0, 2^{-n_m + 1})$ and coincides with $P^{(m)}$ in $B(0, 2^{-n_m - 1})$. Here $n_m$ is the smallest integer such that $2^{-n_m} \leq 1/\sqrt{m}$. We refer to Lemma A. 1 for more details.

**Definition 3.2** Fix $\gamma \in (3/2, 2 - 4\kappa)$, $r > -\min A = d/2 + \kappa$ and $m > 0$. An admissible model associated to $P^{(m)}_+$ is a couple $Z = (\Pi, \Gamma)$, where $\Pi = (\Pi_x)_{x \in \mathbb{R}^d}$ is a collection of maps from $\mathcal{T}$ to the space of distributions $\mathcal{D}'(\mathbb{R}^d)$, $\Gamma = (\Gamma_{x,y})_{x,y \in \mathbb{R}^d}$ is a collection of elements of $\mathcal{G}$, that satisfy the following conditions:

- $\Gamma_{x,z} = \Gamma_{x,y} \Gamma_{y,z}$ and $\Pi_x = \Gamma_{x,y} \Pi_y$ for $x, y, z \in \mathbb{R}^d$.
- We have for every $k \in \mathbb{N}^d$, $\Pi_x X^k(y) = (y - x)^k$ together with

$$\Pi_x \mathcal{I}(\tau)(y) = (P^{(m)}_+ \ast \Pi_x \tau)(y) - \sum_{k \in \mathbb{N}^d : |k| < |\mathcal{I}(\tau)|} \partial^k (P^{(m)}_+ \ast \Pi_x \tau)(x) \frac{(y - x)^k}{k!}.$$  

- For any given compact set $Q \subset \mathbb{R}^d$, we have

$$\|\Pi^{(m)}\|_Q := \sup_{x \in Q} \left\|\Pi^{(m)}\right\|_x < \infty,$$
where
\[
\left\| \Pi^{(m)}_x \right\| := \sup_{\varphi \in \mathcal{B}} \sup_{\lambda \in (0, 2^{-nm}]} \sup_{\alpha \in \mathcal{A}_{< \gamma} \tau \in \mathcal{T}_\alpha} \left\| \left( \Pi^{(m)}_x \tau, \varphi^\lambda_{\alpha} \right) \right\| \| \tau \|_\alpha \lambda^\alpha .
\]

- For any given compact set \( Q \subset \mathbb{R}^d \), we have
\[
\left\| \Gamma^{(m)}_Q \right\| := \sup_{x, y \in Q; |x - y| \leq 2^{-nm}} \left\| \Gamma^{(m)}_Q \right\|_{x, y} < \infty,
\]
where
\[
\left\| \Gamma^{(m)}_Q \right\|_{x, y} := \sup_{\alpha \leq \beta \in \mathcal{A}_{< \gamma}} \sup_{\tau \in \mathcal{T}_\beta} \left\| \Gamma_{x, y} \right\|_\alpha \beta |x - y|^\beta - \alpha.
\]

For any box \( Q \subset \mathbb{R}^d \), we set
\[
\left\| Z^{(m)}_Q \right\| := \left\| \Pi^{(m)}_Q \right\| + \left\| \Gamma^{(m)}_Q \right\|.
\]

Denote by \( M_m \) the space of all admissible models with respect to \( P_+^{(m)} \). We equip the space \( M_m \) with the pseudometric
\[
\left\| Z, \bar{Z} \right\|_Q := \left\| \Pi - \bar{\Pi} \right\|_Q + \left\| \Gamma - \bar{\Gamma} \right\|_Q.
\]

for \( Z = (\Pi, \Gamma) \), \( \bar{Z} = (\bar{\Pi}, \bar{\Gamma}) \) elements of \( M_m \) and for any given box \( Q \). We can thus consider the quotient space \( \mathcal{M}_m, Q \) associated to this pseudometric.

For any \( V \in L^2_{\text{loc}}(\mathbb{R}^d) \), there exists a unique admissible model \( Z^{(m)}_m(V) = (\Pi^V, \Gamma^V) \) that satisfies \( \Pi^V \Xi(y) = V(y) \) and for all \( \tau \in \mathcal{U}, \Pi^V \tau \Xi = (\Pi^V \tau)(\Pi^V \Xi) \), see Appendix B. In particular, \( V \) can be taken equal to the regularised noise \( \beta \xi_{\varepsilon} := \beta \xi \ast \rho_\varepsilon \). To alleviate the notations, we will omit the superscript \( V \) of \( \Pi \) and \( \Gamma \), and only express the dependency on the potential function through the notation \( Z^{(m)}_m(V) \) if necessary.

Unfortunately, in dimensions 2 and 3 the corresponding model does not converge as \( \varepsilon \downarrow 0 \) to an admissible model. However, it was proved in [18] that one can build a renormalised model \( Z^{(m)}_{\varepsilon}(\beta \xi_{\varepsilon}) \) associated to \( \beta \xi_{\varepsilon} \) that converges in probability to an admissible model that we denote \( Z^{(m)}(\beta \xi) \). This last model can be interpreted as the model associated with the white noise \( \beta \xi \). We refer to Appendix A for the definitions of the renormalisation constants and some details on the renormalisation procedure.

In fine, for every \( m > 0 \), for every box \( Q \) and every \( \delta > 0 \), we have
\[
\lim_{\varepsilon \to 0} \mathbb{P} \left( \left\| Z^{(m)}_{\varepsilon}(\beta \xi_{\varepsilon}); Z^{(m)}(\beta \xi) \right\|_Q > \delta \right) = 0.
\]

(3.3)
For convenience we sometimes only write the shorthands $Z^{(m)}$ and $Z^{(m)}_{\xi}$ without specifying the potential.

Now fix $\beta \xi$ as potential. For later use, we introduce a sequence $(\varepsilon_k)_{k \geq 1}$ and an event $\Omega'$ of probability one on which we have convergence simultaneously on all boxes $Q$ of the renormalised models $Z^{(m)}_{\varepsilon_k}$ towards $Z^{(m)}$. It follows from a diagonal argument. Recall that $QL = (-L/2, L/2)^d$. We construct the sequence $(\varepsilon_k)_{k \geq 1}$ as follows:

1. For $n = 1$, we pick a sequence $(\varepsilon_{1,k})_{k \geq 1}$ such that $\mathbb{P}\left( \left\| Z^{(m)}_{\varepsilon_{1,k}}; Z^{(m)} \right\|_{Q_1} \to 0 \right) = 1$.

2. Having chosen the sequence $(\varepsilon_{n,k})_{k \geq 1}$ such that $\mathbb{P}\left( \left\{ \left\| Z^{(m)}_{\varepsilon_{i,k}}; Z^{(m)} \right\|_{Q_i} \to 0 \right\} \right) = 1$, we choose a subsequence $(\varepsilon_{n+1,k})_{k \geq 1}$ of $(\varepsilon_{n,k})_{k \geq 1}$ such that $\mathbb{P}\left( \left\{ \left\| Z^{(m)}_{\varepsilon_{i,k}}; Z^{(m)} \right\|_{Q_i} \to 0 \right\} \right) = 1$.

3. Take $\varepsilon_k := \varepsilon_{n,k}$.

Let $\Omega_m := \{ \forall \text{ box } Q : \left\| Z^{(m)}_{\varepsilon_k}; Z^{(m)} \right\|_Q \to 0 \text{ as } k \to \infty \}$. Since $(\varepsilon_k)_{k \geq n}$ is a subsequence of $(\varepsilon_{n,k})_{k \geq n}$ we obtain

\[
\mathbb{P}(\Omega_m^c) = \mathbb{P}\left( \exists Q : \left\| Z^{(m)}_{\varepsilon_k}; Z^{(m)} \right\|_Q \not\to 0 \text{ as } k \to \infty \right) \\
= \mathbb{P}\left( \exists n \geq 1 : \left\| Z^{(m)}_{\varepsilon_k}; Z^{(m)} \right\|_{Q_n} \not\to 0 \text{ as } k \to \infty \right) \\
\leq \mathbb{P}\left( \exists n \geq 1 : \left\| Z^{(m)}_{\varepsilon_{n,k}}; Z^{(m)} \right\|_{Q_n} \not\to 0 \text{ as } k \to \infty \right) = 0,
\]

i.e. $\mathbb{P}(\Omega_m) = 1$ for all $m \in \mathbb{N}$. We thus define the event $\Omega' := \cap_{m \geq 1} \Omega_m$ of probability one.

### 3.2 Construction of the operator

The operator $\mathcal{H}(QL, \beta \xi)$ will be defined as the limit of the operators $-\Delta + \beta \varepsilon \xi + C_\varepsilon(\beta)$ as $\varepsilon \downarrow 0$, where $C_\varepsilon(\beta)$ is the renormalisation constant introduced in Appendix A. The limit will be taken in the norm resolvent sense: for all $a$ large enough, the operator $(-\Delta + \beta \varepsilon \xi + C_\varepsilon(\beta) + a)^{-1}$ converges in norm to some limit that we denote $(-\Delta + \beta \xi + a)^{-1}$. This limit happens to be invertible and self-adjoint, and the operator $-\Delta + \beta \xi$ can then be defined by inversion.

Recall that $\mathcal{M}_{m,Q}$ is the space of all admissible models associated with the convolution kernel $P_{+}^{(m)}$ and restricted to $Q$. For any constant $K > 0$ we define the following subset

\[
\mathcal{M}_{m,Q,K} := \{ Z \in \mathcal{M}_{m,Q} : \left\| Z; Z(0) \right\|_Q \leq K \},
\]
where \( Z^{(m)}(0) \) denotes the admissible model associated with the null potential \( V \equiv 0 \) and the kernel \( P^{(m)}_e \). Note that \( \mathcal{M}_{m,Q,K} \) is a closed subset of \( \mathcal{M}_{m,Q} \).

**Proposition 3.3** Fix \( m > 0 \) and a box \( Q \). There exists a constant \( K = K(m) > 0 \) and a continuous map \( \Phi_{m,Q} \) from \( \mathcal{M}_{m,Q,K} \times (-2, 2) \) into the set of bounded operators on \( L^2(Q) \) endowed with the operator norm topology, such that:

1. for any \( V \in L^2(Q) \), if the canonical model \( Z(V) \) belongs to \( \mathcal{M}_{m,Q,K} \) then for any \( b \in (-2, 2) \) we have \( \Phi_{m,Q}(Z, b) = (-\Delta + V + m + b)^{-1} \),
2. if the renormalised model \( Z^{(m)}(\beta \xi_k) \) belongs to \( \mathcal{M}_{m,Q,K} \), then for any \( b \in (-2, 2) \) we have \( \Phi_{m,Q}(Z^{(m)}(\beta \xi_k), b) = (-\Delta + \beta \xi_k + C_\beta(\beta) + m + b)^{-1} \).

Moreover, the constant \( K(m) \) increases to infinity with \( m \).

**Proof** This is a consequence of the fixed point result [18, Prop. 3.7], combined with the reconstruction theorem [18, Thm. 3] and some computations as in [18, Lem 4.5]. \( \square \)

**Proof of Proposition 2.1** Fix \( \beta > 0 \). Properties 2. and 3. come from standard applications of the min-max formula when the potential is in \( L^2(Q) \), in particular for \( \beta \xi_k + C_\beta(\beta) \). Consequently, on the event where 1. holds, one can pass to the limit on \( \epsilon_k \) and deduce 2. and 3. We are therefore left with the proof of Property 1.

Let us introduce the event

\[
\tilde{\Omega}_m \cap \hat{\Omega}_m := \{ Z^{(m)}(\beta \xi_k) \in \mathcal{M}_{m,Q_n,\frac{1}{2}K(m)} \}.
\]

It was proven\(^1\) in [18, Prop 4.1] that for any given \( n \geq 1 \) and any given constant \( C > 0 \), we have \( \mathbb{P}(Z^{(m)}(\beta \xi_n) \in \mathcal{M}_{m,Q_n,C}) \to 1 \) as \( m \to \infty \) sufficiently fast so that \( \mathbb{P}(\liminf_{m \to \infty} \tilde{\Omega}_m) = 1 \) by Borel-Cantelli. Consequently, the event

\[
\hat{\Omega} := \bigcap_{n \geq 1} \liminf_{m \to \infty} \tilde{\Omega}_m
\]

has probability one.

We now argue deterministically on the event \( \Omega' \cap \hat{\Omega} \) of probability one. For any box \( Q \), taking \( n \geq 1 \) such that \( Q \subset Q_n \), there exists \( m_0 \geq 1 \) such that for all \( m \geq m_0 \)

\[
Z^{(m)} \in \mathcal{M}_{m,Q_n,\frac{1}{2}K(m)} \subset \mathcal{M}_{m,Q,\frac{1}{2}K(m)},
\]

and

\[
\left\| Z^{(m)}_{\xi_k} - Z^{(m)} \right\|_Q \to 0, \quad k \to \infty.
\]

Consequently for all \( k \) large enough we have

\[
Z^{(m)}_{\xi_k} \in \mathcal{M}_{m,Q,K(m)} \subset \mathcal{M}_{m,Q,K(m)}.
\]

\(^1\) The proof is presented for \( \beta = 1 \) in that reference but the arguments are exactly the same for a general \( \beta \).
Note that for all \( a > m_0 - 2 \), we can always find a pair \((m, b) \in \mathbb{N} \times (-2, 2)\) such that \( a = m + b \) and \( m \geq m_0 \). For all such \( a \), we define

\[
G_a := \Phi_{m, Q}(Z^{(m)}, b), \quad G^\epsilon_a := \Phi_{m, Q}(Z^\epsilon_{m}, b).
\]

Proposition 3.3 thus ensures that \( G^\epsilon_a \) converges in norm to \( G_a \) as \( k \to \infty \). Note that this definition of \( G_a \) does not depend on the choice of the pair \((m, b)\) made above: indeed, choosing some alternative parameters \((m', b')\) we have

\[
\Phi_{m', Q}(Z^{(m')}, b') = (-\Delta + \beta \xi_{m'} + m' + C_{m'}(\beta) + b')^{-1} = (-\Delta + \beta \xi_{m'} + m + C_{m}(\beta) + b)^{-1} = \Phi_{m, Q}(Z^{(m')}, b),
\]

so that by passing to the limit on \( k \) we get \( \Phi_{m, Q}(Z^{(m)}, b) = \Phi_{m', Q}(Z^{(m')}, b') \).

The arguments in [18, Prop 4.2] finally show that there exists a self-adjoint operator \( \mathcal{H}(Q, \beta \xi) \) with pure point spectrum bounded from below whose resolvent is given by \( (\mathcal{H}(Q, \beta \xi) + a)^{-1} = G_a \). In addition, \( G^\epsilon_a = (\mathcal{H}(Q, \beta \xi_{m'}) + C_{m'}(\beta) + a)^{-1} \) converges in norm to \( (\mathcal{H}(Q, \beta \xi) + a)^{-1} \) thus concluding the proof.

\[ \square \]

### 3.3 Proof of Proposition 2.6

We now turn to the proof of the large deviations estimate of Proposition 2.6. From now on, we work on the box \( Q_L \) for some \( L \geq 1 \) fixed once and for all.

The proof relies on the following result of Hairer and Weber. We would like to point out that, although this result is originally spelled out in the regularity structure built for the dynamical \( \Phi_3 \) model, the proof relies on a large deviations principle for Wiener chaos, and, as mentioned on [17, p.59], it is applicable to all equations that can be treated with the theory of regularity structures, in particular to our case.

**Theorem 3** (Theorem 4.3 in [17]) Fix \( m \geq 1 \). The collection \((Z^{(m)}(\beta \xi))_{\beta \in (0, 1)}\) of admissible models in \( \mathcal{M}_{m, Q_L} \) satisfies a large deviation principle with rate \( \beta^2 \) and rate function

\[
I_{\mathcal{M}}(Z) := \inf \left\{ \frac{1}{2} \| V \|^2_{L^2(Q_L)} : Z^{(m)}(V) = Z \right\}
\]

where \( Z^{(m)}(V) \) is the canonical model associated to the deterministic noise \( V \).

For \( m \geq 1 \) introduce the event \( E_{m, L}(\beta) \) on which the operator \( \Phi_{m, Q_L}(Z^{(m)}(\beta \xi), 0) \) is well-defined and positive, i.e. \( E_{m, L}(\beta) \) is the event on which

1. the model \( Z^{(m)}(\beta \xi) \) belongs to \( \mathcal{M}_{m, Q_L, K(m)} \), where \( K(m) \) is the constant of Proposition 3.3,
2. \( \Phi_{m, Q_L}(Z^{(m)}(\beta \xi), 0) \) is a positive operator on \( L^2(Q_L) \).

The event \( E_{m, L}(\beta) \) occurs with high probability, as shown by the following estimate.
Lemma 3.4 There exist some constants \( \alpha, M, \nu > 0 \) such that for all \( m \geq 1 \) large enough, all \( L \geq 1 \) and all \( \beta \in (0, 1] \) we have

\[
P \left( (E_{m,L}(\beta))^C \right) \leq ML^d e^{-\frac{\alpha m^n}{\beta^\nu}}.
\]

**Proof of Lemma 3.4** Suppose that \( Z^{(m)} = Z^{(m)}(\beta \xi) \in \mathcal{M}_{m,L,\frac{1}{2}K(m)} \), then the arguments in the proof of Proposition 2.1 combined with Proposition 3.3 show that \( (\mathcal{H}(Q, \beta \xi) + a) \) is invertible for all \( a \in (m_0 - 2, +\infty) \). We thus deduce that if for every \( m \geq m_0 \), we have \( Z^{(m)} \in \mathcal{M}_{m,L,\frac{1}{2}K(m)} \), then \( (\mathcal{H}(Q, \beta \xi) + a) \) is invertible for all \( a \in (m_0 - 2, +\infty) \), thus implying that all these operators \((\mathcal{H}(Q, \beta \xi) + a)^{-1}\) are positive, in particular \( \Phi_m Q_L (Z^{(m)}, 0) \).

Now let \( m_0 \in \mathbb{N} \) be arbitrary. We deduce that

\[
P \left( (E_{m_0,L})^C \right) \leq P \left( \sup_{m \geq m_0} \left\| Z^{(m)}; Z(0) \right\|_{Q_L} \geq \frac{1}{2} K(m) \right)
\]

\[
\leq \sum_{m \geq m_0} P \left( \left\| Z^{(m)}; Z(0) \right\|_{Q_L} \geq \frac{1}{2} K(m) \right).
\]

Write \( Z^{(m)}(\beta \xi) = (\Pi^{(m)}, \beta, \Gamma^{(m)}, \beta) \). By [18, Lemma 2.3 and Lemma 3.1], there exists a constant \( C > 0 \) such that for all \( m \geq 1 \) we have

\[
P \left( \left\| Z^{(m)}; Z(0) \right\|_{Q_L} \geq \frac{1}{2} K(m) \right) \leq P \left( \left\| \Pi^{(m)}, \beta \right\|_{\Lambda, Q_L} \geq \frac{1}{2} CK(m) \right)
\]

where

\[
\left\| \Pi^{(m)}, \beta \right\|_{\Lambda, Q_L} : = \sup_{\zeta \in \mathcal{A}_{=0}} \sup_{\tau \in \mathcal{A}_\xi} \left\| \Pi^{(m)}, \beta \tau \right\|_{\Lambda, Q_L}
\]

and, for some scaling function \( \varphi \) of a compactly supported wavelet basis

\[
\left\| \Pi^{(m)}, \beta \tau \right\|_{\Lambda, Q_L} : = \sup_{n \geq n_m} \sup_{x \in Q_L \cap (2^{-n} \mathbb{Z}^d)} \left( \left| \Pi^{(m)}_x, \beta \varphi_{\xi, 2^{-n}} \right| \right) \left\| \tau \right\|_{\xi, 2^{-n}\xi}.
\]

Let \( \Pi^{(m)} = \Pi^{(m)}, 1 \) be the model associated to the noise \( \xi \) with scaling factor \( \beta = 1 \). We note that \( \Pi^{(m)}_x, \beta \tau = \beta \left\| \tau \right\| \Pi^{(m)}_x, \beta \tau \), where \( \left\| \tau \right\| \) is the number of occurrences of \( \Xi \) in the symbol \( \tau \). By [18, Lemma 4.11] there exist \( \lambda, \nu > 0 \) such that

\[
M := \sup_{m \geq 1} \sup_{L \geq 1} \frac{1}{L^d} \sum_{\tau \in \mathcal{A}_{=0}} \mathbb{E} \left[ \exp \left( \lambda m^\nu \left\| \Pi^{(m)}, \beta \tau \right\|_{\Lambda, Q_L} \right) \right] < \infty.
\]
A simple computation thus yields the existence of a constant $\alpha > 0$ such that for all $m \geq 1$ and all $L \geq 1$

$$\mathbb{P}\left(\| \Pi^{(m)}_{\Lambda, Q_L} \| \geq \frac{1}{2} CK(m) \right) \leq ML^d e^{-\alpha \frac{m^\nu}{\beta^2}} ,$$

which concludes the proof upon summing for $m \geq m_0$.

\[ \square \]

**Proof of Proposition 2.6** Fix any $m \geq 1$. On the event $E_{m, L}(\beta) \cap \Omega' \cap \widetilde{\Omega}$ (recall the proof of Proposition 2.1), the operator $\Phi_{m, Q_L}(Z^{(m)}(\beta), 0)$ coincides with the operator $(H(Q_L, \beta \xi) + m)^{-1}$; it is positive, self-adjoint and compact, implying that its spectrum consists of positive eigenvalues that we denote $(\mu_{n, L})_{n \geq 1}$ in non-increasing order. These eigenvalues can be related to those of $H(Q_L, \beta \xi)$, that we denote $(\lambda_{n, L})_{n \geq 1}$ in non-decreasing order, through:

$$\lambda_{n, L} = (\mu_{n, L})^{-1} - m .$$

Fix some $c \in \mathbb{R}$ and observe that $I_L((-\infty, c])$ and $I_L((-\infty, c))$ are finite.

**Upper bound.** Recall the constant $K = K(m)$ of Proposition 3.3. On the set $\mathcal{M}_{m, Q_L, K}$, we define the continuous mapping $\varphi_m : \mathcal{M}_{m, Q_L, K} \to \mathbb{R}$ by $Z \mapsto \mu$ where $\mu$ is the supremum of the spectrum of the operator $\Phi_{m, L}(Z, 0)$. The continuity of $\varphi_m$ is a consequence of the continuity of $\Phi_{m, L}$ and of the variational formula for the supremum of the spectrum. Take $m$ large enough such that $m + c > 0$, we can write

$$\mathbb{P}(\lambda_{1, L} \leq c; E_{m, L}(\beta)) = \mathbb{P}(\mu_{1, L} \geq \frac{1}{m+c}; E_{m, L}(\beta))$$

$$\quad = \mathbb{P}\left(Z^{(m)}(\beta \xi) \in \varphi_m^{-1}\left(\left(\frac{1}{m+c}, \infty\right)\right); E_{m, L}(\beta)\right) .$$

Therefore

$$\mathbb{P}(\lambda_{1, L} \leq c) \leq \mathbb{P}\left(Z^{(m)}(\beta \xi) \in \varphi_m^{-1}\left(\left(\frac{1}{m+c}, \infty\right)\right)\right) + \mathbb{P}\left(E_{m, L}(\beta)\right) .$$

Assume that we can show that for all $m \geq 1$, we have

$$\limsup_{\beta \to 0} \beta^2 \log \mathbb{P}\left(Z^{(m)}(\beta \xi) \in \varphi_m^{-1}\left(\left(\frac{1}{m+c}, \infty\right)\right)\right) \leq -I_L((-\infty, c]) . \quad (3.4)$$

Then by Lemma 3.4 we deduce that

$$\limsup_{\beta \to 0} \beta^2 \log \mathbb{P}(\lambda_{1, L} \leq c) \leq \max \left\{ -I_L((-\infty, c]), -cm^\nu \right\} .$$

\[ ^2 \] Implicitly any subset of $\mathcal{M}_{m, Q_L, K}$ is viewed as a subset of $\mathcal{M}_{m, Q_L}$; in particular, $\varphi_m^{-1}(A)$ for any set $A \subset \mathbb{R}$.

\[ \copyright \] Springer
Choosing \( m \) large enough so that \( am^v > I_L((-\infty, c]) \), we obtain the desired upper bound of the large deviation estimate. We are left with proving (3.4).

Since \( \mathcal{M}_{m, Q_L, K} \) is a closed subset of \( \mathcal{M}_{m, Q_L}, \varphi_m^{-1}([\frac{1}{m+c}, \infty)) \) is itself a closed subset of \( \mathcal{M}_{m, Q_L} \). The large deviations principle stated in Theorem 3 thus yields

\[
\limsup_{\beta \to 0} \beta^2 \log P \left( Z^{(m)}(\beta \xi) \in \varphi_m^{-1} \left( \left( \frac{1}{m + c}, \infty \right) \right) \right) \leq -I_M(\varphi_m^{-1}((\frac{1}{m + c}, \infty))).
\]

At this point, observe that for any \( V \in L^2(Q_L) \) such that \( Z^{(m)}(V) \in \mathcal{M}_{m, Q_L, K} \), the operator \( (-\Delta + V + m)^{-1} \) is well-defined and \( \mu = \varphi_m(Z^{(m)}(V)) \) is its largest positive eigenvalue. A priori we do not know whether this operator is positive so that \( \mu \) does not necessarily correspond to the smallest eigenvalue \( \lambda_1(Q_L, V) \) of \( -\Delta + V \) and we only have the inequality

\[
\lambda_1(Q_L, V) \leq \frac{1}{\mu} - m.
\]

As a consequence we find

\[
I_M \left( \varphi_m^{-1} \left( \left[ \frac{1}{m + c}, \infty \right) \right) \right) = \inf \left\{ \frac{\|V\|_{L^2(Q_L)}^2}{2} : Z^{(m)}(V) \in \mathcal{M}_{m, Q_L, K}, \frac{1}{\mu} - m \leq c \right\} \geq \inf \left\{ \frac{\|V\|_{L^2(Q_L)}^2}{2} : \lambda_1(Q_L, V) \leq c \right\}.
\]

The above implies

\[
\limsup_{\beta \to 0} \beta^2 \log P(\lambda_{1, L} \leq c) \leq -I_L((-\infty, c]),
\]

as required.

**Lower bound.** We consider the open subset of \( \mathcal{M}_{m, Q_L} \) defined by

\[
\mathcal{M}_{m, Q_L, K_-} := \left\{ Z \in \mathcal{M}_{m, Q_L} : \|Z; Z^{(m)}(0)\|_{Q_L} < K \right\}.
\]

with the constant \( K = K(m) \) of Proposition 3.3. On the set \( \mathcal{M}_{m, Q_L, K_-} \), we consider the continuous mapping \( \varphi_m : \mathcal{M}_{m, Q_L, K_-} \to \mathbb{R} \) by \( Z \mapsto \mu \) where \( \mu \) is the supremum of the spectrum of the operator \( \Phi_{m, L}(Z, 0) \). Here again \( \varphi_m \) is continuous. Again take \( m \) large enough such that \( m + c > 0 \). From similar arguments as before we have

\[
P(\lambda_{1, L} < c) \geq P \left( Z^{(m)}(\beta \xi) \in \varphi_m^{-1} \left( \left( \frac{1}{m + c}, \infty \right) \right) \right) - P \left( E_{m, L}(\beta)^{\circ} \right).
\]
Note that $\varphi_m^{-1}\left(\left(\frac{1}{m+c}, \infty\right)\right)$ is an open set. Therefore the large deviations principle stated in Theorem 3 yields

$$\liminf_{\beta \to 0} \beta^2 \log \mathbb{P}\left( Z^{(m)}(\beta \xi) \in \varphi_m^{-1}\left(\left(\frac{1}{m+c}, \infty\right)\right) \right) \geq -I_M\left( \varphi_m^{-1}\left(\left(\frac{1}{m+c}, \infty\right)\right) \right).$$

Note that

$$\inf I_M\left( \varphi_m^{-1}\left(\left(\frac{1}{m+c}, \infty\right)\right) \right) = \inf \left\{ \frac{\|V\|_{L^2}^2}{2} : Z^{(m)}(V) \in M_{m,Q_L,K}, \frac{1}{\mu} - m < c \right\}.$$

We would like to compare this quantity to $I_L((-\infty, c))$: here again the operator $(-\Delta + V + m)^{-1}$ may not be positive so that the supremum of its spectrum may not be related to $\lambda_1(Q_L, V)$.

Recall that $I_L((-\infty, c)) < \infty$ so for any given $\delta > 0$, there exists some function $V \in L^2$ such that $\lambda(Q_L, V) \in (-\infty, c)$ and such that $\|V\|_{L^2}^2 / 2 \leq \inf I_L((-\infty, c)) + \delta$. Recall from Proposition 3.3 that the constant $K(m)$ increases to infinity as $m \to \infty$; hence for this particular $V$, by (3.5) we can find $m$ sufficiently large such that $Z^{(m)}(V) \in M_{m,Q_L,K}$ and such that $\lambda_1(Q_L, V) + m > 0$. This implies $1/\mu - m = \lambda_1(Q_L, V) \in (-\infty, c)$ and thus proves that for $m$ large enough

$$I_M\left( \varphi_m^{-1}\left(\left(\frac{1}{m+c}, \infty\right)\right) \right) \leq I_L((-\infty, c)) + \delta.$$

On the other hand, by Lemma 3.4 we know that, provided $m$ is large enough, $\mathbb{P}\left(E_{m,L}(\beta)\right)$ is negligible compared to the term that we have just controlled and therefore

$$\liminf_{\beta} \beta^2 \log \mathbb{P}(\lambda < c) \geq -I_L((-\infty, c)) - \delta,$$

for any given $\delta > 0$. This suffices to conclude. \qed
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**Appendix A: Renormalisation constants**

We let $G$ be the Green’s function of $-\Delta$, and $P^{(m)}$ be the Green’s function of $-\Delta + m$, we refer to [18, Sec 3.1] for the expressions. Recall that $n_m$ is the smallest integer such that $2^{-n_m} \leq 1/\sqrt{m}$.

**Lemma A.1** Fix $r > 0$. For every $m \geq 1$, there exists a decomposition $P^{(m)} = P_+^{(m)} + P_-^{(m)}$ such that:
1. $P^{(m)}_+$ is supported in $B(0, 2^{-n_{m+1}})$ and satisfies $P^{(m)}_+ = P^{(m)}$ on $B(0, 2^{-n_{m-1}})$, while $P^{(m)}_-$ is $C^\infty$ and vanishes on $B(0, 2^{-n_{m-1}})$.

2. For all $k \in \mathbb{N}^d$ such that $|k| < r$ we have $\int x^k P^{(m)}_+(x)dx = 0$.

3. There exists a constant $C > 0$, independent of $m \geq 1$, such that for all $k \in \mathbb{N}^d$ such that $|k| < r$ we have

$$|\partial^k P^{(m)}_+(x)| \leq C|\partial^k G(x)|, \quad x \in \mathbb{R}^d.$$

**Proof** This is a consequence of [18, Lemma 3.1] except for the property “$P^{(m)}_+ = P^{(m)}$ on $B(0, 2^{-n_{m-1}})$” that was not stated there. However, this property follows if one picks carefully the functions $\eta_k$ in that proof: namely, it suffices to impose to the functions $\eta_k$ to be supported in $B(0, 1) \setminus B(0, 1/2)$. This can always be achieved, see for instance [5, Lemma 8.1].

We introduce the renormalisation constants as follows. In dimension 1, we set $C^{(m)}_\varepsilon(\beta) := 0$. In dimension 2, we set

$$C^{(m)}_\varepsilon(\beta) := \varepsilon^2 \int_{\mathbb{R}^2} P^{(m)}_+(x)\rho^{*2}_\varepsilon(x)dx.$$

A computation shows that there exists a constant $\bar{c}_\rho(m)$ independent of $\beta$ such that $C^{(m)}_\varepsilon(\beta) = \varepsilon^2(2\pi)^{-1} \ln \varepsilon^{-1} + \beta^2 \bar{c}_\rho(m) + o(1)$ as $\varepsilon \downarrow 0$.

In dimension 3, we set $C^{(m)}_\varepsilon(\beta) := \beta^2 \bar{c}^{(m)}_\varepsilon(\rho) + \beta^4 \bar{c}^{(m),1,1}_\varepsilon + \beta^4 \bar{c}^{(m),1,2}_\varepsilon$ where

$$\bar{c}^{(m)}_\varepsilon := \int P^{(m)}_+(x)\rho^{*2}_\varepsilon(x)dx,$$

$$\bar{c}^{(m),1,1}_\varepsilon := \int \int \int P^{(m)}_+(x_1)P^{(m)}_+(x_2)P^{(m)}_+(x_3)\rho^{*2}_\varepsilon(x_1 + x_2)\rho^{*2}_\varepsilon(x_2 + x_3) dx_1 dx_2 dx_3,$$

$$\bar{c}^{(m),1,2}_\varepsilon := \int \int \int P^{(m)}_+(x_1)P^{(m)}_+(x_2)(P^{(m)}_+(x_3)\rho^{*2}_\varepsilon(x_3) - c_\varepsilon \delta_0(x_3))\rho^{*2}_\varepsilon(x_1 + x_2 + x_3) dx_1 dx_2 dx_3.$$

There exist some constants $c_\rho, \bar{c}_\rho, \bar{c}_\rho^{1,1}(m), c_\rho^{1,2}$ independent of $\beta$ such that as $\varepsilon \downarrow 0$

$$c^{(m)}_\varepsilon = \frac{c_\rho}{\varepsilon} + \bar{c}_\rho \sqrt{m} + o(1),$$

$$c^{(m),1,1}_\varepsilon = \ln \frac{1}{\varepsilon} + \bar{c}^{1,1}_\rho(m) + o(1),$$

$$c^{(m),1,2}_\varepsilon = c_\rho^{1,2} + o(1).$$

Note that the only constant that depends on $m$ is $\bar{c}^{1,1}_\rho(m)$, and its expression is a bit involved so we refrain from writing it explicitly. On the other hand, if we let
G(x) = \frac{1}{4\pi|x|} \quad \text{(which is nothing but the Green's function of } -\Delta), \text{ we have } c_\rho = \int_{\mathbb{R}^3} G(y)\rho^{s_2}(y)dy, \quad \tilde{c}_\rho = -\int_{\mathbb{R}^3} G(y)|\rho^{s_2}(y)dy, \text{ and }

\begin{align*}
\tilde{c}_\rho^{1,2} &= \iiint_{\mathbb{R}^3} G(y_1)G(y_3)\left(G(z_2 - y_3) - G(z_2) - (\nabla G(z_2), y_3)\right)\rho^{s_2}(y_3)\rho^{s_2}(y_1 + z_2) \, dy_1dy_2dy_3.
\end{align*}

The construction of the renormalised model $Z_{\xi}^{(m)}(\beta)$ follows along the lines of [16] and [18]. However, we take slightly different renormalisation constants compared to [18]: instead of taking the constants built from the kernel $P_{\xi}^{(m)}$, we take those associated to $P_{\xi}^{(1)}$. Namely, in dimension 2, we take $C_\varepsilon := C_\varepsilon^{(1)}$ and in dimension 3, we take the three constants $c_\varepsilon^{(1)}$, $c_\varepsilon^{(1),1,1}$ and $c_\varepsilon^{(1),1,2}$. This produces a limiting renormalised model that differs from the one in [18] by finite constants, as shown by the above asymptotics: this does not modify the final operator, but greatly simplify its definition (in particular, one does not need to deal with constants like $C^{(m)-1}$ as in [18]).

Let us finally mention that the renormalised model satisfies for $d = 2$

$$\Pi_x^{(m),\varepsilon}(\beta)\Xi I(\Xi)(x) = -C_\varepsilon(\beta),$$

and for $d = 3$

$$\Pi_x^{(m),\varepsilon}(\beta)\Xi I(\Xi)(x) = -c_\varepsilon^{(1)}(\beta), \quad \Pi_x^{(m),\varepsilon}(\beta)\Xi I(\Xi I(\Xi I(\Xi(\Xi))))(x) = -c_\varepsilon^{(1),1,1}(\beta) - c_\varepsilon^{(1),1,2}(\beta).$$

**Appendix B: Canonical model**

The aim of this section is to construct a canonical admissible model $Z^{(m)}(V) := (\Pi_x^{(m)}(V), \Gamma_{xy}^{(m)}(V))$ associated to some potential function $V \in L^2_{\text{loc}}(\mathbb{R}^d)$ and to show that

$$\sup_{m \geq 1} \left\| Z^{(m)}(V), Z^{(m)}(0) \right\|_{\mathcal{Q}} < \infty. \quad (3.5)$$

for all box $Q \subset \mathbb{R}^d$. If $V$ were smooth, then [14, Prop. 8.27] would ensure that the model is admissible. Moreover, once the model is defined, (3.5) essentially follows from Lemma A.1 since the kernel $P_{\xi}^{(m)}$ is controlled by $G$ uniformly over all $m$. However, here $V$ is only in $L^2_{\text{loc}}(\mathbb{R}^d)$, which necessitates some adjustments in order to obtain the required analytical bounds. In the sequel, we fix $V \in L^2_{\text{loc}}(\mathbb{R}^d)$.

The set of symbols $\mathcal{T} = \mathcal{U} \cup \mathcal{F}$ introduced in Sect. 3.1 can be obtained through a recursive construction: let $\mathcal{U}_0 = \{1, X^k\}$, and for $n \geq 0$ we define recursively

$$\mathcal{F}_n := \{\Xi \tau : \tau \in \mathcal{U}_n\},$$

$$\mathcal{U}_{n+1} := \{1, X^k\} \cup \{\mathcal{I}(\tau) : \tau \in \mathcal{F}_n, |\tau| + 2 < \gamma\}.$$
for $\gamma = 2 - 4k$. Subsequently we have $F = \bigcup_{n \geq 0} F_n$ and $U = \bigcup_{n \geq 0} U_n$. Note that all elements in $U$ are of positive homogeneity.

Given this recursive structure, we can define the model $\Pi^{(m)}$ in the following manner: for $m \geq 1$, $x, y \in \mathbb{R}^d$, we set

$$
\Pi^{(m)}_x 1(y) = 1, \quad \Pi^{(m)}_x x^k(y) = (y - x)^k, \quad \Pi^{(m)}_x \varphi(y) = \varphi(y)
$$

and then recursively

$$
\Pi^{(m)}_x (\tau \varphi)(y) = (\Pi^{(m)}_x \tau)(y) \cdot \varphi(y), \quad \Pi^{(m)}_x (T\tau)(y) = \int P^{(m)}_+(y - z) \Pi^{(m)}_x \tau(z) dz - \sum_{|k| < |\tau| + 2} \frac{(y - x)^k}{k!} \int D^k P^{(m)}_+(x - z) \Pi^{(m)}_x \tau(z) dz
$$

for all $\tau \in U$ and $\bar{\tau} \in F$. Since $V$ is a function, all these expressions are well-defined.

We need the following estimate, that follows from standard arguments based on Lemma A. 1. If $f_x$ is a function that satisfies

$$
|f_x(y)| \lesssim |x - y|^{\xi},
$$

uniformly over all $y \in \mathbb{R}^d$ such that $|x - y| \leq C$, then

$$
\left| \int P^{(m)}_+(y - z) V(z) f_x(z) dz - \sum_{|k| < |\tau| + 2} \frac{(y - x)^k}{k!} \int D^k P^{(m)}_+(x - z) V(z) f_x(z) dz \right| \lesssim |x - y|^{\xi + 2 - \frac{d}{2}},
$$

uniformly over all $y \in \mathbb{R}^d$ such that $|x - y| \leq C - 1$ and over all $m \geq 1$.

Let us now prove recursively the required analytical bounds on $\Pi^{(m)}$ for some fixed box $Q$. Pick a large constant $C > 0$. Suppose that for all $\tau \in U_n$, we have $|\Pi^{(m)}_x \tau(y)| \lesssim |y - x|^{|\tau|}$ uniformly over all $x \in Q$ and all $y \in \mathbb{R}^d$ such that $|x - y| \leq C$ and over all $m \geq 1$. For any $\tau \in U_n$ we have, by the Cauchy-Schwarz inequality

$$
|\langle \Pi^{(m)}_x \varphi, \varphi^\lambda \rangle| \lesssim \lambda^{|\tau|} \int |V(y)||\varphi^\lambda(y)| dy \lesssim \lambda^{|\tau|} \|V 1_{B(x, C)}\|_{L^2} \lambda^{-\frac{d}{2}} \lesssim \lambda^{|\tau|},
$$

uniformly over all $x \in Q$, all $m \geq 1$, all $\varphi \in B^r$ and all $\lambda \in (0, C]$. Furthermore, by the estimate above

$$
|\Pi_x (T\tau)(y)| \leq |x - y|^{|\tau| + 2 - \frac{d}{2}},
$$

uniformly over all $x \in Q$ and all $y \in \mathbb{R}^d$ such that $|x - y| \leq C - 1$ and over all $m \geq 1$. 
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Since only finitely many iterations suffice to exhaust the whole set \( U \cup F \), we deduce that
\[
\left| \left( \Pi^{(m)}_x \tau, \varphi^\lambda_x \right) \right| \lesssim \lambda |\tau|
\]
uniformly over all \( x \in Q \), all \( m \geq 1 \), all \( \varphi \in \mathcal{B}^r \), all \( \lambda \in (0, 1] \) and all \( \tau \in U \cup F \).

Regarding the construction of \( \Gamma^{(m)}_1 \), we argue that it is uniquely determined once \( \Pi^{(m)}_1 \) is specified on the negative levels of the regularity structure, see for example [17, Thm. 2.10]. Now that the model \( Z^{(m)}(V) \) is defined with respect to \( V \in L^2_{\text{loc}} \) and that the bound on \( \left\| \Pi^{(m)}_1 \right\|_Q \) is independent of \( m \), we can invoke [18, Lem. 2.3] to conclude \( \left\| Z^{(m)}(V) ; Z^{(m)}(0) \right\|_Q \) is bounded by a constant independent of \( m \), whence (3.5) follows.

**Appendix C: Proof of Proposition 2.5**

The goal of this subsection is to prove Proposition 2.5, which is basically an extension of a result by Gärtner and König [12] where they have considered the case of smooth bounded potential. We begin by proving a variation to their Proposition 1 in [12].

**Proposition C.1** For fixed \( L > r > 0 \) and any bounded smooth potential \( V \), there exists a constant \( K > 0 \) such that
\[
\lambda(Q_L, V) \geq \min_{k \in \mathbb{Z}^d : |k|_{\sup} \leq \frac{L}{2r^2} + \frac{3}{4}} \lambda(rk + Q_{3r/2}, V) - \frac{K}{r^2}.
\]

**Proof** The proof is built upon a specific choice of partition of unity: Let \( \eta : \mathbb{R}^d \to [0, 1] \) be a smooth function supported in \( Q_{3r/2} \) such that it gives 1 on \( Q_{r/2} \), \( \sum_{k \in \mathbb{Z}^d} \eta_k^2(x) = 1 \) and that \( \sum_{k \in \mathbb{Z}^d} |\nabla \eta_k|^2(x) \leq K/r^2 \) for all \( x \in \mathbb{R}^d \), where \( \eta_k(x) := \eta(rk + x) \). We will give a construction of such partition later in the proof.

Note first that we have the following variational formulation for the principal eigenvalue of the operator \(-\Delta + V\) on a domain \( D \subset \mathbb{R}^d\):
\[
\lambda(D, V) = \inf_{\psi \in C_0^\infty(D) \atop \|\psi\|_{L^2}=1} \int_{\mathbb{R}^d} |\nabla \psi|^2 + V \psi^2 =: \inf_{\|\psi\|_{L^2}=1} G^V(\psi).
\]

Given the desired partition of unity (\( \eta_k \)), we take \( \psi \in C_0^\infty(Q_L) \) such that \( \|\psi\|_{L^2} = 1 \) and set \( \psi_k = \eta_k \psi \). With the fact that \( |\nabla \psi_k|^2 = \eta_k^2 |\nabla \psi|^2 + \psi^2 |\nabla \eta_k|^2 + \nabla(\eta_k^2) \cdot \nabla(\psi^2) / 2 \), it follows that \( \sum_k |\nabla \psi_k|^2 = |\nabla \psi|^2 + \sum_k |\nabla \eta_k|^2 \psi^2 \). Therefore
\[
\sum_{k \in \mathbb{Z}^d} \|\psi_k\|_{L^2}^2 G^V(\psi_k / \|\psi_k\|_{L^2}) = \sum_{k \in \mathbb{Z}^d} \int_{\mathbb{R}^d} (|\nabla \psi_k|^2 + V \psi_k^2) \leq G^V(\psi) + \frac{K}{r^2}.
\]
where we have used the property \( \sup_{x \in \mathbb{R}^d} \sum_k |\nabla \eta_k|^2(x) \leq K/r^2 \) in the last inequality. Since \( \psi \) is supported in \( Q_L \), the sum over \( k \) is in fact a finite sum as we can restrict ourselves to those \( k \)'s such that \( r|k|_\infty - 3r/4 < L/2 \). Hence

\[
G^V(\psi) + \frac{K}{r^2} \geq \sum_{|k|_\infty < \frac{L}{2r} + \frac{1}{2}} \|\psi_k\|_L^2 \min_{k \in \mathbb{Z}^d: |k|_\infty < \frac{L}{2r} + \frac{3}{4}} \lambda(Q_{kr+3r/2}, V)
\]

\[
= \min_{|k|_\infty < \frac{L}{2r} + \frac{1}{2}} \lambda(Q_{kr+3r/2}, V).
\]

We then have our desired inequality by taking an infimum over \( \psi \).

Finally, we finish this proof by constructing the function \( \eta \) with desired properties. The \( d \)-dimensional construction can be first reduced to a 1-dimensional one by setting \( \eta(x) = \xi(x_1) \cdots \xi(x_d) \) for \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) with \( \xi \) being the 1-dimensional version of \( \eta \). On the other hand \( \xi \) can be constructed as follows. Let \( \varphi(x) := c \int_{-\infty}^{x} e^{1/(1-u^2)} 1_{|u|<1} \), where the constant \( c \) is chosen so that \( \varphi(x) = 1 \) for \( x \geq 1 \). Note that \( \varphi(x) = 0 \) for \( x \leq -1 \) and that \( \varphi(x) + \varphi(-x) = 1 \) for all \( x \in \mathbb{R} \). One can also verify that \( \sqrt{\varphi} \) is smooth. Now set

\[
\xi(x) = \sqrt{\varphi(2(r+2x)/r)}\varphi(2(r-2x)/r).
\]

One can see that \( \xi(x) = 1 \) if \( |x| \leq r/4 \), \( \xi(x) = 0 \) if \( |x| > 3r/4 \) and \( \sum_k \xi^2(2rk+x) = 1 \) for all \( x \). Moreover, since the function \( \varphi \) is independent of \( r \), we have \( \|\nabla \eta\|_{\infty} \lesssim 1/r \) with the proportionality constant depending only on the function \( \varphi \), thus giving the bound \( \sup_{x \in \mathbb{R}^d} \sum_k |\nabla \eta_k|^2(x) \leq K/r^2 \) for some constant \( K > 0 \).

**Proof of Proposition 2.5** To prove Proposition 2.5, we first consider the same assertions with \( \xi \) replaced by the mollified and renormalized white noise \( \xi_k \). In this case, the lower bound of (2.1) follows from Proposition C.1, while the remaining assertions are consequences of the variational formation of eigenvalues

\[
\lambda_n(D, V) := \inf_{F \subseteq C^\infty(D)} \sup_{\psi \in F \atop \text{dim}(F) = n} \|G^V(\psi)\|_{L^2} = 1
\]

( where the functional \( G^V \) is defined in the proof of Lemma C.1) for any domain \( D \subset \mathbb{R}^d \) and bounded smooth potential \( V \).

Assertions being established for all smooth bounded \( V \), now it remains to take \( V_\varepsilon = \beta \xi_\varepsilon + C_\varepsilon(\beta) \) and to pass to the limit. By Proposition 2.1, the eigenvalues of the renormalized Hamiltonian \( \mathcal{H}(Q_L, \beta \xi_k + C_\varepsilon(\beta)) \) converge almost surely to those of \( \mathcal{H}(Q_L, \beta \xi) \), which implies immediately the desired almost sure inequality (2.1).  
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