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Abstract
The Neural Tangent Kernel (NTK) characterizes the behavior of infinitely wide neural nets trained under least squares loss by gradient descent [JGH18]. However, despite its importance, the super-quadratic runtime of kernel methods limits the use of NTK in large-scale learning tasks. To accelerate kernel machines with NTK, we propose a near input sparsity time algorithm that maps the input data to a randomized low-dimensional feature space so that the inner product of the transformed data approximates their NTK evaluation. Our transformation works by sketching the polynomial expansions of arc-cosine kernels. Furthermore, we propose a feature map for approximating the convolutional counterpart of the NTK [ADH+19b], which can transform any image using a runtime that is only linear in the number of pixels. We show that in standard large-scale regression and classification tasks a linear regressor trained on our features outperforms trained Neural Nets and Nyström approximation of NTK kernel.

1 Introduction
The Neural Tangent Kernel (NTK), introduced by [JGH18], characterizes the behavior of infinitely wide fully connected neural nets trained by gradient descent. In fact, for least-squares loss, an ultra-wide network trained by gradient descent is equivalent to kernel regression with respect to the NTK. This kernel is shown to be central in theoretical understanding of the generalization and optimization properties of neural networks [CG19, NTS15, AZLS19, ADH+19a, DZPS18]. More recently, [ADH+19b] extended this result by proving an analogous equivalence between convolutional neural nets with an infinite number of channels and Convolutional NTK (CNTK). Besides the aforementioned theoretical advances, several papers have explored the algorithmic use of this kernel. [ADL+19] and [GYK+20] showed that NTK-based kernel models can outperform trained nets with finite width. Furthermore, [ADH+19b] showed that kernel regression using CNTK sets an impressive performance record on CIFAR-10 for kernel methods without trainable kernels.

While plugging these kernels into kernelized learning methods, such as kernel regression or kernel SVM, can effectively capture the power of a fully-trained deep net by a pure kernel-based method, this approach faces serious scalability challenges as it operate on the kernel matrix (Gram matrix of data), whose size scales quadratically in the number of training samples. In particular, for a dataset of \( n \) images \( x_1, x_2, \ldots, x_n \in \mathbb{R}^{d_1 \times d_2} \), only writing down the kernel matrix corresponding to the CNTK requires \( \Omega(d_1^2 d_2^2 \cdot n^2) \) operations [ADH+19b]. Running regression or PCA on the resulting kernel matrix takes additional cubic time in \( n \). We address this issue by designing feature maps with low-dimensional feature spaces so that the inner product between a pair of transformed data points approximates their kernel evaluation for the important NTK and CNTK kernels.
Problem Definition. For the NTK $\Theta_{ntk} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$, we propose an explicit randomized feature map $\Psi_{ntk} : \mathbb{R}^d \to \mathbb{R}^s$ with small target dimension $s$ such that, for any pair of points $y, z \in \mathbb{R}^d$:

$$\Pr[(\Psi_{ntk}(y), \Psi_{ntk}(z)) \in (1 \pm \epsilon) \cdot \Theta_{ntk}(y, z)] \geq 1 - \delta,$$

We construct feature spaces that uniformly approximate the NTK $\Theta_{ntk}(\cdot, \cdot)$ to within $(1 \pm \epsilon)$ multiplicative factor with probability $1 - \delta$ with only $s = O\left(\epsilon^{-2} \log \frac{1}{\delta}\right)$ dimensions. Furthermore, our feature map can transform any data point $x \in \mathbb{R}^d$ using a runtime which is nearly proportional to the sparsity of that point, i.e., $\tilde{O}(\text{nnz}(x))$ runtime. Additionally, we present a mapping that achieves analogous approximation guarantee for the CNTK corresponding to a convolutional deep net that can transform any image $x \in \mathbb{R}^{d_1 \times d_2}$ using a runtime that scales only linearly in the number of pixels of the image, i.e., $\tilde{O}(d_1 d_2)$ runtime.

Consequently, we can simply transform the input dataset with our feature maps, and then apply fast linear learning methods to approximate the answer of the corresponding nonlinear kernel method with NTK kernels. In particular, the kernel regression can be solved approximately in time $O(s^2 \cdot n)$, which is significantly faster than the exact kernel regression when $n$ is large.

1.1 Overview of Techniques and Contributions

One of our main results is an efficient data oblivious feature map for uniformly approximating the NTK using a runtime that is linearly proportional to the sparsity of the input dataset. The key insight behind the design of our sketching methods is the fact that the NTK of a fully connected deep net with ReLU activation is a normalized dot-product kernel which can be fully characterized by a univariate function $K_{\text{relu}} : [-1, 1] \to \mathbb{R}$, plotted in Figure 1. As shown by [BM19], this function is obtained by composition and product of arc-cosine kernels, therefore, the NTK feature map is the tensor product of the features of arc-cosine kernels.

Our methods rely on sketching the feature space of arc-cosine kernels defined by their Taylor expansion. By careful truncation of their Taylor series, we approximate the arc-cosine kernels with bounded-degree polynomial kernels. Because the feature space of a polynomial kernel is the tensor product of its input space, its dimensionality is exponential in the degree of the kernel. Fortunately, [AKK+20] have developed a linear sketch known as POLYSKETCH that can reduce the dimensionality of high-degree tensor products very efficiently, therefore, we can sketch the resulting polynomial kernels using this technique. We then combine the transformed features from consecutive layers by further sketching their tensor products. Note that naïve construction of the features would incur an exponential loss in the depth of the NTK, due to the tensor product of features generated in consecutive layers. Thus, utilizing POLYSKETCH for efficiently sketching the tensor products is crucial.

Our method also applies to the CNTK and can transform images using a runtime that is linear in the number of pixels of the input images. The main difference between our sketching methods for NTK and CNTK is that in the latter case we have an extra operation which sketches the direct sum of the features of neighbouring pixels at each layer that precisely corresponds to the convolution operation in CNNs. We carefully analyze the errors introduced by polynomial approximations and various sketching steps in our algorithms and also bound their runtimes in Theorems 2 and 3.

This is the first data oblivious method that can quickly sketch the NTK and CNTK kernels. In particular, our CNTK sketch maps an entire dataset of $n$ images of size $d_1 \times d_2$ pixels to an $s = \tilde{O}(\epsilon^{-2})$-dimensional feature space using a total runtime of $O\left(\text{poly}(L, \epsilon^{-1}) \cdot d_1 d_2 \cdot n\right)$. Thus, we can approximately solve the CNTK kernel regression problem in total time $O\left(\text{poly}(L, \epsilon^{-1}) \cdot d_1 d_2 \cdot n\right)$. This is extremely faster than exact kernel regression, which takes $\Omega\left(L \cdot (d_1 d_2)^2 \cdot n^2 + n^3\right)$.
Finally, we investigate our NTK feature maps on standard large-scale regression and classification datasets and show that our method competes favorably with trained MLPs and Nystrom approximation of the NTK. Furthermore, we classify CIFAR-10 dataset at least 150× faster than exact CNTK.

1.2 Related Work

There has been a long line of work on the correspondence between deep or convolutional neural nets and kernel machines \[LBN^{+18}, MHR^{+18}, NXB^{+18}, GARAT^{+18}, Yan^{19}\]. Furthermore, in recent years there has been a lot of effort in understanding the convergence and generalization of neural networks in the over-parameterized regime \[DLL^{+19}, DZPS^{18}, LL^{18}, DH^{19}, AZLL^{19}, AZLS^{19}, CG^{19}, ADH^{+19a}, Yan^{19}, ADL^{+19}, BM^{19}\], all of which are related to the notion of neural tangent kernel \[JGH^{18}\]. More recently, \[ADH^{+19b}\] gave an efficient procedure to compute the convolutional extension of neural tangent kernel, which they name CNTK.

So far, there is little known about how to speed up learning with these kernels. \[NXB^{+18}\] tried accelerating CNTK computations via Monte Carlo methods by taking the gradient of a randomly initialized CNN with respect to its weights. Although they do not theoretically bound the number of required features, the fully-connected version of this method is analyzed in \[ADH^{+19b}\]. Particularly, for the gradient features to approximate the NTK up to \(\varepsilon\), the network width needs to be \(\Omega(L^6 \log L^\varepsilon)\), thus, transforming a single vector \(x \in \mathbb{R}^d\) requires \(\Omega(L^{13} \log^2 L^\varepsilon + L^6 \log L^\varepsilon \cdot \text{nnz}(x))\) operations, which is slower than our Theorem 2 by a factor of \(L^3/\varepsilon^2\). Furthermore, \[ADH^{+19b}\] shows that the performance of these random gradients is worse than exact CNTK by a large margin, in practice. More recently, \[LSS^{+20}\] proposed leverage score sampling for the NTK, however, their work is primarily theoretical and suggests no practical way of sampling the features. Another line of work on NTK approximation is an explicit feature map construction via tensor product proposed by \[BM^{19}\]. These explicit features can have infinite dimension in general and even if one uses a finite-dimensional approximation to the features, the computational gain of random features will be lost due to expensive tensor product operations.

In the literature, much work has focused on scaling up kernel methods by producing low-rank approximations to kernel matrices \[AM^{15}, ACW^{17}, ZNV^{+20}\]. A popular approach for accelerating kernel methods is based on Nystrom sampling. We refer the reader to the work of \[MM^{17}\] and the references therein. This method can efficiently produce a spectral approximation to the kernel matrix, however, it is not data oblivious and needs multiple passes over the entire dataset in order to select the landmarks. In contrast, instead of approximating the kernel matrix, our work approximates the kernel function directly using a data oblivious random mapping, providing nice advantages, such as one-round distributed protocols and single-pass streaming algorithms.

Another popular line of work on kernel approximation problem is based on the Fourier features method \[RR^{07}\], which works well for shift-invariant kernels and with some modifications can embed the Gaussian kernel near optimally \[AKM^{+17}\]. However, it only works for shift-invariant kernels and does not apply to NTK or CNTK.

In linear sketching literature, \[ANW^{14}\] proposed a subspace embedding for the polynomial kernel. The runtime of this method, while nearly linear in sparsity of the input dataset, scales exponentially in kernel’s degree. Recently, \[AKK^{+20}\] improved this exponential dependence to polynomial which enabled them to sketch high-degree polynomial kernels and led to near-optimal embeddings for Gaussian kernel. In fact, this sketching technology constitutes one of the main ingredients of our proposed methods. Additionally, combining sketching with leverage score sampling can improve the runtime of the polynomial kernel embeddings \[WZ^{20}\].
2 Preliminaries and Notations

Definition 2.1 (Tensor product). Given \( x \in \mathbb{R}^m \) and \( y \in \mathbb{R}^n \) we define the twofold tensor product \( x \otimes y \) as
\[
x \otimes y = \begin{bmatrix}
x_1y_1 & x_1y_2 & \cdots & x_1y_n \\
x_2y_1 & x_2y_2 & \cdots & x_2y_n \\
\vdots & \vdots & \ddots & \vdots \\
x_my_1 & x_my_2 & \cdots & x_my_n
\end{bmatrix} \in \mathbb{R}^{m \times n}.
\]

Tensor product can be naturally extended to matrices, which results in 4-dimensional objects, i.e., for \( X \in \mathbb{R}^{m \times n} \) and \( Y \in \mathbb{R}^{m' \times n'} \), the tensor product \( X \otimes Y \) is in \( \mathbb{R}^{m \times n \times m' \times n'} \).

Although tensor products are multidimensional objects, it is often convenient to associate them with single-dimensional vectors. In particular, we often associate \( x \otimes y \) with a single dimensional vector \((x_1y_1, x_2y_1, \ldots, x_my_1, x_1y_2, x_2y_2, \ldots, x_my_2, \ldots, x_my_n)\).

Given \( v_1 \in \mathbb{R}^{d_1}, v_2 \in \mathbb{R}^{d_2}, \ldots, v_p \in \mathbb{R}^{d_p} \) we define the \( p \)-fold tensor product \( v_1 \otimes v_2 \otimes \cdots \otimes v_p \in \mathbb{R}^{d_1 \times d_2 \times \cdots \times d_p} \) in the same fashion. For shorthand, we use the notation \( x^{\otimes p} \) to denote \( \underbrace{x \otimes x \otimes \cdots \otimes x}_p \), the \( p \)-fold self-tensoring of \( x \).

Another related operation that we use is the direct sum of vectors: \( x \oplus y := \begin{bmatrix} x \\ y \end{bmatrix} \). We also use the notation \( \odot \) to denote the hadamard product of tensors. For instance, the hadamard product of 3-dimensional tensors \( X, Y \in \mathbb{R}^{m \times n \times d} \) is a tensor in \( \mathbb{R}^{m \times n \times d} \) defined as \([X \odot Y]_{i,j,l} := X_{i,j,l} \odot Y_{i,j,l}\). We need notation for slices of a tensor. For instance, for a 3-dimensional tensor \( Y \in \mathbb{R}^{m \times n \times d} \) and every \( l \in [d] \), we denote by \( y_{[;i,:,:]} \) the \( m \times n \) matrix that is defined as \([Y_{[;i,:,:]}]_{i,j} := Y_{i,j,l}\) for \( i \in [m], j \in [n] \). For two univariate functions \( f \) and \( g \) we denote their twofold composition by \( f \circ g \), defined as \( f \circ g(\alpha) := f(g(\alpha)) \). Finally, we use \( \mathcal{N}(\mu, \sigma^2) \) to denote the normal distribution with mean \( \mu \) and variance \( \sigma^2 \).

2.1 Sketching Background

We use the Subsampled Randomized Hadamard Transform (SRHT ) \cite{AC09} to reduce the dimensionality of the intermediate vectors that arise in our computations. The SRHT is a norm-preserving dimensionality reduction that can be computed in near linear time using the FFT algorithm.

Lemma 1 (SRHT Sketch). For every positive integer \( d \) and every \( \epsilon, \delta > 0 \), there exists a distribution on random matrices \( S \in \mathbb{R}^{m \times d} \) with \( m = O\left(\frac{1}{\epsilon^2} \cdot \log^2 \frac{1}{\delta}\right) \), called SRHT , such that for any vector \( x \in \mathbb{R}^d \), \( \Pr \left( \|Sx\|_2 \in (1 \pm \epsilon)\|x\|_2 \right) \geq 1 - \delta \). Moreover, \( Sx \) can be computed in time \( O\left(\frac{1}{\epsilon^2} \cdot \log^2 \frac{1}{\delta} + d \log d\right) \).

Our method relies on linear sketches that can be applied to high-degree polynomial kernels. We use the POLYSKETCH introduced in \cite{AKK+20} which preserves the norm of vectors in \( \mathbb{R}^{d_p} \) and can be applied to tensor product vectors of the form \( v_1 \otimes v_2 \otimes \cdots \otimes v_p \) very quickly. The main building block of this sketch is TENSORSRHT which is a generalization of the SRHT that can be applied to the tensor product of two vectors in near linear time using FFT algorithm \cite{AKK+20}. The POLYSKETCH extends the idea behind TENSORSRHT to high-degree tensor products by recursively sketching pairs of vectors in a binary tree structure. The following Lemma, summarizes Theorem 1.2 of \cite{AKK+20} and is proved in Appendix A.
The main result of this section is an efficient oblivious sketch for the Neural Tangent Kernel (NTK) for fully connected layers. The NTK can be fully characterized by a univariate function \( K_{\text{relu}}^{(L)} : [-1, 1] \to \mathbb{R} \), and exploiting this special structure is the key to designing efficient sketching methods for this kernel.

**Lemma 2 (PolySketch).** For every integers \( p, d \geq 1 \), every \( \epsilon, \delta > 0 \), there exists a distribution on random matrices \( Q^p \in \mathbb{R}^{m \times d^p} \) with \( m = O \left( \frac{p^2 \log^2 \frac{d}{\epsilon^2}}{\epsilon^2} \log^3 \frac{1}{\epsilon \delta} \right) \), called degree-\( p \) PolySketch, such that the following hold,

1. For every \( y \in \mathbb{R}^{d^p} \), \( \Pr \left[ \| Q^p y \|^2_2 \in (1 \pm \epsilon) \| y \|^2_2 \right] \geq 1 - \delta \).
2. For any \( x \in \mathbb{R}^d \), if \( e_1 \in \mathbb{R}^d \) is the standard basis vector along the first coordinate, the total time to compute \( Q^p \left( x^\otimes_{p-1} \otimes e_1^\otimes_1 \right) \) for all \( j = 0, 1, \ldots, p \) is
   \[ O \left( \frac{p^2 \log^2 \frac{d}{\epsilon^2} \log^3 \frac{1}{\epsilon \delta}}{\epsilon^2} \right) + \min \left\{ \frac{p^{3/2} \log \frac{d}{\epsilon}}{\epsilon^2} \cdot \text{nnz}(x), p \cdot d \cdot \log \frac{1}{\delta} \right\}. \]
3. For any collection of vectors \( v_1, v_2, \ldots, v_p \in \mathbb{R}^d \), the total time to compute \( Q^p \left( v_1 \otimes v_2 \otimes \cdots \otimes v_p \right) \) is bounded by \( O \left( \frac{p^2 \log^2 \frac{d}{\epsilon^2} \log^3 \frac{1}{\epsilon \delta}}{\epsilon^2} + \frac{p^{3/2} \cdot d \cdot \log \frac{1}{\delta}}{} \right) \).

### 3 Fully Connected Neural Tangent Kernel

The main result of this section is an efficient oblivious sketch for the Neural Tangent Kernel (NTK) corresponding to a fully connected multi-layer network. We start by considering the expression for the fully connected NTK. [ADH+19b] showed how to exactly compute the \( L \)-layered NTK with activation \( \sigma : \mathbb{R} \to \mathbb{R} \) using the following dynamic program:

1. For every \( y, z \in \mathbb{R}^d \), let \( \Sigma^{(0)}(y, z) := \langle y, z \rangle \) and for every layer \( h = 1, 2, \ldots, L \), recursively define the covariance \( \Sigma^{(h)} : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) as:
   \[
   \Lambda^{(h)}(y, z) := \begin{pmatrix}
   \Sigma^{(h-1)}(y, y) & \Sigma^{(h-1)}(y, z) \\
   \Sigma^{(h-1)}(z, y) & \Sigma^{(h-1)}(z, z)
   \end{pmatrix}, \\
   \Sigma^{(h)}(y, z) := \frac{\mathbb{E}_{(u,v) \sim \mathcal{N}(0, \Lambda^{(h)}(y, z))} [\sigma(u) \cdot \sigma(v)]}{\mathbb{E}_{x \sim \mathcal{N}(0, 1)} \| \sigma(x) \|^2}.
   \]
2. For \( h = 1, 2, \ldots, L \), define the derivative covariance as,
   \[
   \dot{\Sigma}^{(h)}(y, z) := \frac{\mathbb{E}_{(u,v) \sim \mathcal{N}(0, \Lambda^{(h)}(y, z))} [\dot{\sigma}(u) \cdot \sigma(v)]}{\mathbb{E}_{x \sim \mathcal{N}(0, 1)} \| \sigma(x) \|^2}.
   \]
3. Let \( \Theta_{ntk}^{(0)}(y, z) := \Sigma^{(0)}(y, z) \) and for every integer \( L \geq 1 \), the depth-\( L \) NTK expression is defined recursively as:
   \[
   \Theta_{ntk}^{(L)}(y, z) := \Theta_{ntk}^{(L-1)}(y, z) \cdot \dot{\Sigma}^{(L)}(y, z) + \Sigma^{(L)}(y, z).
   \]

While using this DP, one can compute the kernel value \( \Theta_{ntk}^{(L)}(y, z) \) for any pair of vectors \( y, z \in \mathbb{R}^d \) in \( O(d + L) \) operations, it is hard to gain insight into the structure of this kernel using the expression above. In particular, the NTK expression involves recursive applications of nontrivial expectations, so it is unclear whether there exist efficient sketching solutions for this kernel in its current form. However, we show that for the important case of ReLU activation \( \sigma(\alpha) = \max(\alpha, 0) \), this kernel takes an extremely nice and highly structured form. We prove that the NTK in this case can be characterized by the composition of arc-cosine kernels, which can be approximated effectively. In fact, the NTK can be fully characterized by a univariate function \( K_{\text{relu}}^{(L)} : [-1, 1] \to \mathbb{R} \), and exploiting this special structure is the key to designing efficient sketching methods for this kernel.
3.1 ReLU-NTK

The $L$-layered NTK corresponding to ReLU activation $\sigma(\alpha) = \max(\alpha, 0)$ can be fully characterized by a univariate function $K_{relu}^{(L)} : [-1, 1] \rightarrow \mathbb{R}$ that we refer to as ReLU-NTK. This function, which is closely related to the arc-cosine kernel functions [CS09] and was recently derived in [BM19] is defined as follows:

**Definition 3.1** (ReLU-NTK function). For every integer $L > 0$, the $L$-layered ReLU-NTK function $K_{relu}^{(L)} : [-1, 1] \rightarrow \mathbb{R}$ is defined via the following procedure, for every $\alpha \in [-1, 1]$:

1. Let functions $\kappa_0(\cdot)$ and $\kappa_1(\cdot)$ be $0^{th}$ and $1^{st}$ order arc-cosine kernels [CS09] defined as follows,
   \[
   \kappa_0(\alpha) := \frac{1}{\pi} \left( \pi - \arccos(\alpha) \right), \quad \kappa_1(\alpha) := \frac{1}{\pi} \left( \sqrt{1 - \alpha^2} + \alpha \cdot (\pi - \arccos(\alpha)) \right). \tag{4}
   \]

2. Let $\Sigma_{relu}^{(0)}(\alpha) := \alpha$ and for every $h = 1, 2, \ldots, L$, define $\Sigma_{relu}^{(h)}(\alpha)$ as follows:
   \[
   \Sigma_{relu}^{(h)}(\alpha) := \underbrace{\kappa_1 \circ \kappa_1 \circ \cdots \circ \kappa_1}_{h\text{-fold self composition}}(\alpha). \tag{5}
   \]

3. For every $h = 1, 2, \ldots, L$, define $\Sigma_{relu}^{(h)}(\alpha)$ as follows:
   \[
   \Sigma_{relu}^{(h)}(\alpha) := \kappa_0(\Sigma_{relu}^{(h-1)}(\alpha)). \tag{6}
   \]

4. Let $K_{relu}^{(0)}(\alpha) := \Sigma_{relu}^{(0)}(\alpha) = \alpha$ and for $h = 1, 2, \ldots, L$, define $K_{relu}^{(h)}(\alpha)$ recursively as follows:
   \[
   K_{relu}^{(h)}(\alpha) := K_{relu}^{(h-1)}(\alpha) \cdot \Sigma_{relu}^{(h)}(\alpha) + \Sigma_{relu}^{(h)}(\alpha). \tag{7}
   \]

The connection between ReLU-NTK function $K_{relu}^{(L)}$ and the kernel function $\Theta_{ntk}^{(L)}$ is formalized in the following theorem, which is proved in Appendix [B]

**Theorem 1.** For every integer $L \geq 1$, if we let $K_{relu}^{(L)} : [-1, 1] \rightarrow \mathbb{R}$ be the ReLU-NTK function as in Definition 3.1, then the Neural Tangent Kernel (NTK) of fully-connected $L$-layered network with ReLU activation, $\sigma(\alpha) = \max(\alpha, 0)$, satisfies the following for any $y, z \in \mathbb{R}^d$,

\[
\Theta_{ntk}^{(L)}(y, z) \equiv \|y\|_2\|z\|_2 \cdot K_{relu}^{(L)} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right).
\]

Theorem 1 shows that the NTK is a normalized dot-product kernel which can be fully characterized by $K_{relu}^{(L)} : [-1, 1] \rightarrow \mathbb{R}$. This function is smooth and can be efficiently computed using $O(L)$ operations at any desired point $\alpha \in [-1, 1]$. We plot the family of ReLU-NTK functions for a range of values of $L \in \{2, 4, 8, 16, 32\}$ in Figure [I]. It is evident that for relatively larger values of $L$, the function $K_{relu}^{(L)}(\cdot)$ converges to a **knee shape**. More precisely, it has a nearly constant value of roughly $0.3 \cdot (L + 1)$ on the interval $\alpha \in [-1, 1 - O(1/L)]$, and on the interval $\alpha \in [1 - O(1/L), 1]$ its value sharply increases to $L + 1$ at point $\alpha = 1$. 


Figure 1: (Left) Normalized ReLU-NTK function \( \frac{1}{L+1} \cdot K_{\text{relu}}^{(L)} \) for various depths \( L \in \{2, 4, 8, 16, 32\} \) and (Right) a degree-8 polynomial approximation of the depth-3 ReLU-NTK \((L = 3)\).

### 3.2 NTK Sketch

Given the tools we have introduced so far, we can design our oblivious sketch for the depth-\( L \) NTK with ReLU activation in this section. As shown in Definition 3.1 and Theorem 1 the NTK \( \Theta_{\text{ntk}}^{(L)} \) is constructed by recursive composition of arc-cosine kernel functions \( \kappa_1(\cdot) \) and \( \kappa_0(\cdot) \). Thus, we crucially need efficient methods for approximating these functions in order to design efficient sketches for the NTK. We design our algorithms by applying fast sketching methods to the truncated Taylor series expansion of these functions. Specifically, our main tool is approximating the arc-cosine kernels with low-degree polynomials, and then applying PolySketch to the resulting polynomial kernels. The features for multi-layered NTK are the recursive tensor product of arc-cosine sketches at consecutive layers, which in turn can be sketched efficiently using PolySketch. We present our oblivious sketch in the following definition.

**Definition 3.2 (NTK Sketch Algorithm).** For every input vector \( x \in \mathbb{R}^d \), every network depth \( L \), and every error and failure parameters \( \epsilon, \delta > 0 \), the **NTK Sketch** \( \Psi^{(L)}_{\text{ntk}}(x) \) is computed as follows,

- Choose integers \( s = O \left( \frac{L^2}{\epsilon^2} \log^2 \frac{L}{\delta} \right), \ n = O \left( \frac{L^6}{\epsilon^4} \log^3 \frac{L}{\delta} \right), \ n_1 = O \left( \frac{L^4}{\epsilon^2} \log^3 \frac{L}{\delta} \right), \ r = O \left( \frac{L^6}{\epsilon^2} \log^2 \frac{L}{\delta} \right), \ m = O \left( \frac{L^8}{\epsilon^6} \log^3 \frac{L}{\delta} \right), \ m_2 = O \left( \frac{L^6}{\epsilon^4} \log L \right), \ s^* = O \left( \frac{1}{\epsilon^2} \log \frac{1}{\delta} \right) \) appropriately.

- For \( p = \left[2L^2/\epsilon^4/3\right] \) and \( p' = \left[9L^2/\epsilon^2\right] \), polynomials \( P_{\text{relu}}^{(p)}(\cdot) \) and \( \phi_{\text{relu}}^{(p')}(\cdot) \) are defined as,

\[
P_{\text{relu}}^{(p)}(\alpha) \equiv \sum_{j=0}^{2p+2} c_j \cdot \alpha^j : = \frac{1}{\pi} + \frac{\alpha}{2} + \frac{1}{\pi} \sum_{i=0}^{p} \frac{2^{2i}(i)!}{(2i+1)(2i+1)} \cdot \alpha^{2i+2},
\]
\[
\phi_{\text{relu}}^{(p')}(\alpha) \equiv \sum_{j=0}^{2p'+1} b_j \cdot \alpha^j : = \frac{1}{2} + \frac{1}{\pi} \sum_{i=0}^{p'} \frac{2^{2i}(i)!}{(2i+1)} \cdot \alpha^{2i+1}.
\]

1. Let \( Q^1 \in \mathbb{R}^{n \times d} \) be an instance of the degree-1 PolySketch as per Lemma 2. Additionally, let \( S \in \mathbb{R}^{r \times n} \) be an instance of the SRHT as in Lemma 1. Compute \( \phi^{(0)}(x) \in \mathbb{R}^r \) as follows,

\[
\phi^{(0)}(x) \leftarrow \frac{1}{\|x\|_2} \cdot S \cdot Q^1 \cdot x.
\]
2. Let \( Q^{2p+2} \in \mathbb{R}^{m \times r^{2p+2}} \) be an instance of the degree-\((2p + 2)\) POLYSKETCH. Also, let \( T \in \mathbb{R}^{r \times ((2p+3)-m)} \) be an instance of the SRHT. For every \( h = 1, 2, \ldots L \) and \( l = 0, 1, 2, \ldots 2p+2 \), compute the mappings \( Z_{l}^{(h)}(x) \in \mathbb{R}^{m} \) and \( \phi^{(h)}(x) \in \mathbb{R}^{r} \) as,

\[
Z_{l}^{(h)}(x) \leftarrow Q^{2p+2} \left( \left[ \phi^{(h-1)}(x) \right] \otimes e_{1}^{2p+2-l} \right)
\]

\[
\phi^{(h)}(x) \leftarrow T \cdot \left( \bigoplus_{l=0}^{2p+2} \sqrt{c_{l}} Z_{l}^{(h)}(x) \right).
\] (10)

3. Let \( Q^{2p'+1} \in \mathbb{R}^{m_{1} \times r^{2p'+1}} \) be an instance of the degree-\((2p' + 1)\) POLYSKETCH. Also, let \( W \in \mathbb{R}^{s \times ((2p'+2)-m_{1})} \) be an instance of the SRHT. For every \( h = 1, 2, \ldots L \) and \( l = 0, 1, 2, \ldots 2p' + 1 \), compute the mappings \( Y_{l}^{(h)}(x) \in \mathbb{R}^{m_{1}} \) and \( \phi^{(h)}(x) \in \mathbb{R}^{s} \) as,

\[
Y_{l}^{(h)}(x) \leftarrow Q^{2p'+1} \left( \left[ \phi^{(h-1)}(x) \right] \otimes e_{1}^{2p'+1-l} \right)
\]

\[
\phi^{(h)}(x) \leftarrow W \cdot \left( \bigoplus_{l=0}^{2p'+1} \sqrt{b_{l}} Y_{l}^{(h)}(x) \right).
\] (11)

4. Let \( Q^{2} \in \mathbb{R}^{m_{2} \times s^{2}} \) be an instance of the degree-2 POLYSKETCH. Additionally, let \( R \in \mathbb{R}^{s \times (m_{2}+r)} \) and \( V \in \mathbb{R}^{s \times r} \) be independent instances of the SRHT sketch. For every integer \( h = 1, 2, \ldots L \), the mapping \( \psi^{(h)}(x) \in \mathbb{R}^{s} \) is computed recursively as:

\[
\psi^{(0)}(x) \leftarrow V \cdot \phi^{(0)}(x),
\]

\[
\psi^{(h)}(x) \leftarrow R \cdot \left( Q^{2} \left( \psi^{(h-1)}(x) \otimes \phi^{(h)}(x) \right) \oplus \phi^{(h)}(x) \right).
\] (12)

5. Let \( G \in \mathbb{R}^{s \times s} \) be a matrix of i.i.d. normal entries with distribution \( \mathcal{N}(0, 1/s^{4}) \). Compute the mapping \( \Psi_{ntk}^{(L)}(x) \in \mathbb{R}^{s^{4}} \) as,

\[
\Psi_{ntk}^{(L)}(x) \leftarrow ||x||_{2} \cdot G \cdot \psi^{(L)}(x).
\] (13)

Now we present our main theorem on NTK Sketch as follows,

**Theorem 2.** For every integers \( d \geq 1 \) and \( L \geq 2 \), and any \( \epsilon, \delta > 0 \), if we let \( \Theta_{ntk}^{(L)} : \mathbb{R}^{d} \times \mathbb{R}^{d} \to \mathbb{R} \) be the \( L \)-layered NTK with ReLU activation defined in [1], [2], and [3], then there exists a randomized map \( \Psi_{ntk}^{(L)} : \mathbb{R}^{d} \to \mathbb{R}^{s^{4}} \) for some \( s^{4} = O \left( \frac{1}{\epsilon^{2}} \log \frac{1}{\delta} \right) \) such that the following invariants holds,

1. For any vectors \( y, z \in \mathbb{R}^{d} \):

\[
\Pr \left[ \left\| \left[ \Psi_{ntk}^{(L)}(y), \Psi_{ntk}^{(L)}(z) \right] - \Theta_{ntk}^{(L)}(y, z) \right\| > \epsilon \cdot \Theta_{ntk}^{(L)}(y, z) \right] \leq \delta.
\]

2. For every vector \( x \in \mathbb{R}^{d} \), the time to compute \( \Psi_{ntk}^{(L)}(x) \) is \( O \left( \frac{L^{11}}{\epsilon^{2} \cdot \log \frac{L}{\epsilon \delta}} + \frac{L^{8}}{\epsilon^{2} \cdot \log \frac{L}{\epsilon \delta} \cdot \text{nnz}(x)} \right) \).

For a proof of the above theorem see Appendix [C]. One can observe that the runtime of our NTKSketch is faster than the gradient features of an ultra-wide random DNN, studied by [ADH+19b], by a factor of \( L^{3} / \epsilon^{2} \).
4 Convolutional Neural Tangent Kernel

In this section, we design and analyze an efficient oblivious sketch for the Convolutional Neural Tangent Kernel (CNTK), which is the kernel function corresponding to a CNN with infinite number of channels. [ADH+19b] gave DP solutions for computing two variants of CNTK; one is the vanilla version which performs no pooling, and the other performs Global Average Pooling (GAP) on its top layer. For conciseness, we focus mainly on the CNTK with GAP, which also exhibits superior empirical performance [ADH+19b]. However, we remark that the vanilla CNTK has a very similar structure and hence our techniques can be applied to it, as well.

Using the DP of [ADH+19b], the number of operations needed for exact computation of the depth-$L$ CNTK value $\Theta^{(L)}_{\text{cntk}}(y, z)$ for images $y, z \in \mathbb{R}^{d_1 \times d_2}$ is $\Omega((d_1 d_2)^2 \cdot L)$, which is extremely slow particularly due to its quadratic dependence on the number of pixels of input images $d_1 d_2$. Fortunately, we are able to show that the CNTK for the important case of ReLU activation is a highly structured object that can be fully characterized in terms of tensoring and composition of arc-cosine kernels, and exploiting this special structure is key in designing efficient sketching methods for the CNTK.

4.1 ReLU-CNTK

Here we present our derivation of the ReLU CNTK function. Unlike the fully-connected NTK, the CNTK is not a simple dot-product kernel function. The key reason being that CNTK works by partitioning its input images into patches and locally transforming the patches at each layer, as opposed to the NTK which operates on the entire input vectors. We prove that the depth-$L$ CNTK corresponding to ReLU activation is highly structured and can be fully characterized in terms of tensoring and composition of arc-cosine kernels $\kappa_1(\cdot)$ and $\kappa_0(\cdot)$. We show how to recursively compute the ReLU CNTK as follows,

**Definition 4.1 (ReLU-CNTK).** For every positive integers $q, L$, the $L$-layered CNTK for ReLU activation function and convolutional filter size of $q \times q$ is defined as follows

1. For $x \in \mathbb{R}^{d_1 \times d_2 \times c}$, every $i \in [d_1]$ and $j \in [d_2]$ let $N^{(0)}_{i,j}(x) := q^2 \cdot \sum_{i=1}^{q-1} |x_{i+a,j+b}|^2$, and for every $h \geq 1$, recursively define,

   $$N^{(h)}_{i,j}(x) := \frac{1}{q^2} \cdot \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} N^{(h-1)}_{i+a,j+b}(x).$$

   \hspace{1cm} (14)

2. Define $\Gamma^{(0)}(y, z) := \sum_{t=1}^c y_{(\cdot,:t)} \odot z_{(\cdot,:t)}$. Let $\kappa_1 : [-1, 1] \rightarrow \mathbb{R}$ be the function defined in [ADH+19b] of Definition 3.2. For every layer $h = 1, 2, \ldots, L$, every $i, i' \in [d_1]$ and $j, j' \in [d_2]$, define $\Gamma^{(h)} : \mathbb{R}^{d_1 \times d_2 \times c} \times \mathbb{R}^{d_1 \times d_2 \times c} \rightarrow \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2}$ recursively as:

   $$\Gamma^{(h)}_{i,j,i',j'}(y, z) := \frac{\sqrt{N^{(h)}_{i,j}(y) \cdot N^{(h)}_{i',j'}(z)}}{q^2} \cdot \kappa_1(A),$$

   \hspace{1cm} (15)

   where $A := \frac{\sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \Gamma^{(h-1)}_{i+a,j+b,i'+a,j'+b}(y, z)}{\sqrt{N^{(h)}_{i,j}(y) \cdot N^{(h)}_{i',j'}(z)}}$. 


3. Let \( \kappa_0 : [0, 1] \rightarrow \mathbb{R} \) be the function defined in (4) of Definition 3.1. For every \( h = 1, 2, \ldots, L \), every \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \), define \( \hat{\Gamma}^{(h)}(y, z) \in \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2} \) as:

\[
\hat{\Gamma}^{(h)}_{i,j,i',j'}(y, z) := \frac{1}{q^2} \cdot \kappa_0(A),
\]

where \( A \) is defined in (15).

4. Let \( \Pi^{(0)}(y, z) := 0 \) and for every \( h = 1, 2, \ldots, L - 1 \), every \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \), define \( \Pi^{(h)} : \mathbb{R}^{d_1 \times d_2 \times c} \times \mathbb{R}^{d_1 \times d_2 \times c} \rightarrow \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2} \) recursively as:

\[
\Pi^{(h)}_{i,j,i',j'}(y, z) := \sum_{a=-\frac{k}{2}+1}^{\frac{k}{2}} \sum_{b=-\frac{k}{2}+1}^{\frac{k}{2}} B_{i+a,j+b,i'+a,j'+b},
\]

where \( B := \Pi^{(h-1)}(y, z) \odot \hat{\Gamma}^{(h)}(y, z) + \Gamma^{(h)}(y, z) \).

Furthermore, for \( h = L \) define:

\[
\Pi^{(L)}(y, z) := \Pi^{(L-1)}(y, z) \odot \hat{\Gamma}^{(L)}(y, z).
\]

5. The final CNTK expressions for ReLU activation is:

\[
\Theta_{cntk}^{(L)}(y, z) := \frac{1}{d_1^2 d_2^2} \cdot \sum_{i,i' \in [d_1]} \sum_{j,j' \in [d_2]} \Pi^{(L)}_{i,j,i',j'}(y, z).
\]

We present the main properties of the ReLU-CNTK function in Appendix D.

4.2 CNTK Sketch

Similar to NTK Sketch, our method relies on approximating the arc-cosine kernels with low-degree polynomials via Taylor expansion, and then applying PolySketch to the resulting polynomial kernels. Our sketch computes the features for each pixel of the input image, by tensor product of arc-cosine sketches at consecutive layers, which in turn can be sketched efficiently by PolySketch. Additionally, the features of pixels that lie in the same patch get locally combined at each layer via direct sum operation. This precisely corresponds to the convolution operation in neural networks. We start by presenting our CNTK Sketch algorithm in the following definition.

**Definition 4.2 (CNTK Sketch Algorithm).** For every image \( x \in \mathbb{R}^{d_1 \times d_2 \times c} \), compute the CNTK Sketch, \( \Psi^{(L)}_{cntk}(x) \), recursively as follows,

- Let \( s = O \left( \frac{L^2}{\epsilon^2} \log^2 \frac{d_3 d_4 L}{\epsilon^6} \right) \), \( r = O \left( \frac{L^6}{\epsilon^2} \log^2 \frac{d_1 d_2 L}{\epsilon^6} \right) \), \( m_2 = O \left( \frac{L^4}{\epsilon^2} \log^3 \frac{d_1 d_2 L}{\epsilon^6} \right) \), \( n = O \left( \frac{L^4}{\epsilon^2} \log^3 \frac{d_3 d_4 L}{\epsilon^6} \right) \), \( m = O \left( \frac{L^8}{\epsilon^{16/3}} \log^3 \frac{d_1 d_2 L}{\epsilon^6} \right) \), and \( s^* = O \left( \frac{1}{\epsilon^2} \log \frac{1}{\delta} \right) \) be appropriate integers and \( P^{(p)}_{\text{relu}}(\alpha) = \sum_{l=0}^{2p+2} c_l \cdot \alpha_l \) and \( \Phi^{(p)}_{\text{relu}}(\alpha) = \sum_{l=0}^{2p+1} b_l \cdot \alpha_l \) be the polynomials defined in (5).

1. For every \( i \in [d_1], j \in [d_2], \) and \( h = 0, 1, 2, \ldots, L \) compute \( N^{(h)}_{i,j}(x) \) as per (14) of Definition 4.1

2. Let \( S \in \mathbb{R}^{r \times c} \) be an SRHT. For every \( i \in [d_1] \) and \( j \in [d_2] \), compute \( \phi_{i,j}^{(0)}(x) \in \mathbb{R} \) as,

\[
\phi_{i,j}^{(0)}(x) \leftarrow S \cdot x(i,j,:) .
\]
3. Let \( Q^{2p+2} \in \mathbb{R}^{m \times (q^2 r)^{2p+2}} \) be a degree-\((2p + 2)\) POLYSKETCH, and let \( T \in \mathbb{R}^{s \times ((2p+3) \cdot m)} \) be an SRHT. For every layer \( h = 1, 2, \ldots, L \), every \( i \in [d_1] \) and \( j \in [d_2] \), and \( l = 0, 1, 2, \ldots, 2p + 2 \) compute,

\[
\mu_{i,j}^{(h)}(x) \leftarrow \frac{1}{\sqrt{N_{i,j}^{(h)}(x)}} \cdot \bigoplus_{a=-\frac{2}{2}}^{\frac{2}{2}} \bigoplus_{b=-\frac{2}{2}}^{\frac{2}{2}} \phi_{i+a,j+b}^{(h-1)}(x) \\
\left[Z_{i,j}^{(h)}(x)\right]_l \leftarrow Q^{2p+2} \cdot \left(\left[\mu_{i,j}^{(h)}(x)\right]^{\otimes l} \otimes e_1^{\otimes 2p+2-l}\right), \\
\phi_{i,j}^{(h)}(x) \leftarrow \frac{\sqrt{N_{i,j}^{(h)}(x)}}{q} \cdot T \cdot \left(\bigoplus_{l=0}^{2p+2} \sqrt{c_l} \left[Z_{i,j}^{(h)}(x)\right]_l\right),
\]

(21)

4. Let \( Q^{2p+1} \in \mathbb{R}^{n \times (q^2 r)^{2p+1}} \) be a degree-\((2p + 1)\) POLYSKETCH, and let \( W \in \mathbb{R}^{s \times ((2p+2) \cdot n)} \) be an SRHT. For every \( h = 1, 2, \ldots, L \), every \( i \in [d_1] \) and \( j \in [d_2] \), and \( l = 0, 1, 2, \ldots, 2p + 1 \) compute,

\[
\left[Y_{i,j}^{(h)}(x)\right]_l \leftarrow Q^{2p+1} \cdot \left(\left[Y_{i,j}^{(h)}(x)\right]^{\otimes l} \otimes e_1^{\otimes 2p+1-l}\right), \\
\phi_{i,j}^{(h)}(x) \leftarrow \frac{1}{q} \cdot W \cdot \left(\bigoplus_{l=0}^{2p+1} \sqrt{c_l} \left[Y_{i,j}^{(h)}(x)\right]_l\right),
\]

(22)

where \( \mu_{i,j}^{(h)}(x) \) is computed in (21).

5. Let \( Q^2 \in \mathbb{R}^{m_2 \times s^2} \) be a degree-2 POLYSKETCH, and let \( R \in \mathbb{R}^{s \times (q^2 (m_2 + r))} \) be an SRHT. Let \( \psi_{i,j}^{(0)}(x) \leftarrow 0 \) and for every \( h \in [L - 1] \), and \( i \in [d_1], j \in [d_2] \), compute the mapping \( \psi_{i,j}^{(h)}(x) \in \mathbb{R}^s \) as:

\[
\eta_{i,j}^{(h)}(x) \leftarrow Q^2 \cdot \left(\psi_{i,j}^{(h-1)}(x) \otimes \phi_{i,j}^{(h)}(x)\right) \oplus \phi_{i,j}^{(h)}(x), \\
\psi_{i,j}^{(h)}(x) \leftarrow R \cdot \left(\bigoplus_{a=-\frac{2}{2}}^{\frac{2}{2}} \bigoplus_{b=-\frac{2}{2}}^{\frac{2}{2}} \eta_{i+a,j+b}^{(h)}(x)\right).
\]

(23)

(for \( h = L \))

\[
\psi_{i,j}^{(L)}(x) \leftarrow Q^2 \cdot \left(\psi_{i,j}^{(L-1)}(x) \otimes \phi_{i,j}^{(L)}(x)\right).
\]

(24)

6. Let \( G \in \mathbb{R}^{s \times m_2} \) be a random matrix of i.i.d. normal entries with distribution \( \mathcal{N}(0, 1/s^*) \). The CNTK Sketch is the following:

\[
\Psi_{cntk}^{(L)}(y, z) := \frac{1}{d_1 d_2} \cdot G \cdot \left(\sum_{i \in [d_1]} \sum_{j \in [d_2]} \psi_{i,j}^{(L)}(x)\right).
\]

(25)

Now we present our main theorem on the performance guarantee of our CNTK Sketch:

**Theorem 3.** For every positive integers \( d_1, d_2, c \) and \( L \geq 2 \), and every \( \epsilon, \delta > 0 \), if we let \( \Theta_{cntk}^{(L)} : \mathbb{R}^{d_1 \times d_2 \times c} \times \mathbb{R}^{d_1 \times d_2 \times c} \rightarrow \mathbb{R} \) be the L-layered CNTK with ReLU activation and GAP given in [ADH+19], then there exists a randomized map \( \Psi_{cntk}^{(L)} : \mathbb{R}^{d_1 \times d_2 \times c} \rightarrow \mathbb{R}^{s^*} \) for some \( s^* = O\left(\frac{1}{\epsilon^2} \cdot \log \frac{1}{\delta}\right) \) such that:
1. For any images \( y, z \in \mathbb{R}^{d_1 \times d_2 \times c} \):

\[
\Pr \left[ \langle \Psi^{(L)}_{cntk}(y), \Psi^{(L)}_{cntk}(z) \rangle \notin (1 \pm \epsilon) \cdot \Theta^{(L)}_{cntk}(y, z) \right] \leq \delta.
\]

2. For every image \( x \in \mathbb{R}^{d_1 \times d_2 \times c} \), \( \Psi^{(L)}_{cntk}(x) \) can be computed in time \( O \left( \frac{L_1^{11} \cdot (d_1 d_2) \cdot \log^3 \frac{d_1 d_2 L_1}{\epsilon^3}}{\epsilon^6} \right) \).

This theorem is proved in Appendix E. Runtime of our CNTKSketch is only linear in the number of image pixels \( d_1 d_2 \), which is in stark contrast to quadratic scaling of the exact CNTK computation [ADH+19b].

5 Experiments

In this section, we empirically show that running least squares regression on the features generated by our methods is an extremely fast and effective way of approximately learning with NTK and CNTK kernel machines and can compete with various baseline methods. One of the baselines that we consider is an MLP with ReLU activation that is fully-trained by stochastic gradient descent. Another baseline is the Nyström kernel approximation method of [MM17] applied to the NTK kernel function with ReLU activation. Finally, we also compare our CNTK Sketch against the gradient features of an ultra-wide random CNN [NXB+18] as the third baseline.

Reproducibility. All the codes used to produce our experimental results are publicly available at this link: [https://github.com/amirzandieh/NTK-CNTK-Sketch.git](https://github.com/amirzandieh/NTK-CNTK-Sketch.git).

5.1 NTK Sketch: Classification and Regression

We first show that our proposed NTK Sketch algorithm achieves better runtime and accuracy trade-off compared to the Nyström method of [MM17] as well as fully-trained MLPs. We benchmark all algorithms on a variety of large-scale classification and regression datasets. To apply the algorithms to classification problem, we encode class labels into one-hot vectors with zero-mean and solve a ridge regression problem.

Optimizing NTK Sketch for Deeper Nets As shown in Theorem 1, the NTK is a normalized dot-product kernel characterized by the function \( K^{(L)}_{\text{relu}}(\alpha) \). This function can be easily computed using \( O(L) \) operations at any desired \( \alpha \in [-1, 1] \), therefore, we can efficiently fit a polynomial to this function using numerical methods (for instance, it is shown in Fig. 1 that a degree-8 polynomial can tightly approximate the depth-3 ReLU-NTK function \( K^{(3)}_{\text{relu}} \)). Then, we can efficiently sketch the resulting polynomial kernel using POLYSKETCH, as was previously done for Gaussian and general dot-product kernels [AKK+20, WZ20]. Therefore, we can accelerate our NTK Sketch for deeper networks (\( L > 2 \)), using this heuristic.

In Figure 2, we compare the runtime and accuracy of all algorithms on various datasets and using various network depths \( L \). We also plot the trade-off between the accuracy and runtime of different methods. The accuracy vs runtime graph for the MLP method is obtained by varying the width of the hidden layers and training the model for different widths.

Fig. 2a shows the test set accuracy and the total training and estimation time for classifying MNIST dataset using networks of depth \( L = 1 \) (1-hidden layer MLP or depth-1 NTK \( \Theta^{(1)}_{ntk} \)). One can see that while the Nyström method achieves better accuracy, its runtime is extremely slower...
(a) Classification on MNIST dataset using approximate NTKs of depth 1 as well as MLP with 1 hidden layer. The regularizer is $\lambda = 0.3$.

(b) Classification on Forest CoverType dataset using approximate NTKs of depth 3 as well as MLP with 3 hidden layer. The regularizer is $\lambda = 0.03$.

(c) Regression on CT Location dataset using approximate NTKs of depth 1 as well as MLP with 1 hidden layer. The regularizer is $\lambda = 0.3$.

Figure 2: The runtime, test accuracy, and test RMSE of various classification and regression methods. Comparison between our NTK Sketch, the Nystrom method of [MM17] applied to the NTK kernel, and SGD-trained MLP with ReLU activation.

than our sketching method and in fact, our method achieves the best trade-off between runtime and accuracy, even better than fully trained MLP.

Fig. 2b shows the results for classifying Forest CoverType dataset using networks of depth $L = 3$ (3-hidden layer MLP or depth-3 NTK $\Theta^{(3)}_{ntk}$). In terms of accuracy, the Nystrom method and our method are quite similar, but the runtime of our sketching method is extremely faster and thus, our method achieves the best trade-off between runtime and accuracy with a large margin.

Fig. 2b shows the RMSE of the regression on CT Location dataset using networks of depth $L = 1$. While the Nystrom method achieves better RMSE, its runtime is extremely slower than our sketching method and in fact, our method achieves better trade-off between runtime and accuracy.
Figure 3: The runtime and test accuracy of classifying the CIFAR-10 dataset using CNTK Sketch and Gradient Features for depth 3 convolutional networks. The regularizer is $\lambda = 0.01$

than the Nystrom method. However, in this experiment, the trained MLP has the best performance.

**CNTK Sketch: Classification of CIFAR-10**  We base this set of experiments on the CIFAR-10 dataset. We compare the performance of our CNTK Sketch against the Monte Carlo method of [NXB+18] which generates features by taking the gradient of a randomly initialized CNN with finite width. We choose a convolutional network of depth $L = 3$ with GAP (CNN with 3 convolutional layers or depth-3 CNTK $\Theta_{cntk}^{(3)}$) and compare the runtime and test accuracy of both methods for various feature dimensions.

The results are provided in Figure 3. Our CNTK Sketch achieves the best test accuracy for any fixed features dimension while the Gradient Features is much faster. An interesting but expected observation is that the accuracy of the Gradient Features has a high variance which resulted in large error bars in Fig. 3. This is caused by approximating an infinitely wide CNN by a finite one. Another interesting observation is that increasing the number of features of the Gradient Features does not always improve the test accuracy and in fact the test accuracy saturates at some point and even declines. As a result, the plot on the right of Fig. 3 shows that Gradient features performs better when the runtime budget is small but its accuracy peaks at about 62% while our method can achieves higher accuracies by consuming more computational resources.
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Figure 4: The structure of sketch $Q^p$ proposed in Theorem 1.2 of [AKK+20]: the sketch matrices in nodes of the tree labeled with $S_{\text{base}}$ and $T_{\text{base}}$ are independent instances of TensorSRHT and OSNAP, respectively.

A Sketching Background: PolySketch

Our sketching algorithms use the PolySketch to reduce the dimensionality of the tensor products that arise in our computations. Here we present the proof of Lemma 2.

Proof of Lemma 2: By invoking Theorem 1.2 of [AKK+20], we find that there exists a random sketch $Q^p \in \mathbb{R}^{m \times dp}$ such that $m = C \cdot \frac{p}{\varepsilon^2} \log^3 \frac{1}{\delta}$, for some absolute constant $C$, and for any $y \in \mathbb{R}^{dp}$,

$$\Pr \left[ \|Q^p y\|_2^2 \in (1 \pm \varepsilon)\|y\|_2^2 \right] \geq 1 - \delta.$$ 

This immediately proves the first statement of the lemma.

As shown in [AKK+20], the sketch $Q^p$ can be applied to tensor product vectors of the form $v_1 \otimes v_2 \otimes \ldots v_p$ by recursive application of $O(p)$ independent instances of OSNAP transform [NN13] and a novel variant of the SRHT, proposed in [AKK+20] called TensorSRHT, on vectors $v_i$ and their sketched versions. The sketch $Q^p$, as shown in Figure 4, can be represented by a binary tree with $p$ leaves where the leaves are OSNAP sketches and the internal nodes are the TensorSRHT. The use of OSNAP in the leaves of this sketch structure ensures excellent runtime for sketching sparse input vectors. However, note that if the input vectors are not sparse, i.e., $\text{nnz}(v_i) = \Omega(d)$ for input vectors $v_i$, then we can simply remove the OSNAP transforms from the leaves of this structure and achieve improved runtime, without hurting the approximation guarantee. Therefore, the sketch $Q^p$ that satisfies the statement of the lemma is exactly the one introduced in [AKK+20] for sparse input vectors and for non-sparse inputs is obtained by removing the OSNAP transforms from the leaves of the sketch structure given in Figure 4.

Runtime analysis: By Theorem 1.2 of [AKK+20], for any vector $x \in \mathbb{R}^d$, $Q^p x^\otimes p$ can be computed in time $O\left( pm \log m + \frac{p^{3/2}}{\varepsilon} \log \frac{1}{\delta} \cdot \text{nnz}(x) \right)$. From the binary tree structure of the sketch, shown in Figure 4, it follows that once we compute $Q^p x^\otimes p$, then $Q^p (x^{\otimes p-1} \otimes e_1)$ can be computed by updating the path from one of the leaves to the root of the binary tree which amounts to applying an instance of OSNAP transform on the $e_1$ vector and then applying $O(\log p)$ instances of
TENSORSRHT on the intermediate nodes of the tree. This can be computed in a total additional runtime of $O(m \log m \log p)$. By this argument, it follows that $Q^p \left( x^{(p-j)} \otimes e_1 \right)$ can be computed sequentially for all $j = 0, 1, 2, \ldots, p$ in total time $O \left( p n \log p \log m + \frac{p^{\frac{3}{2}}}{\varepsilon} \log \frac{1}{\delta} \cdot \text{nnz}(x) \right)$. By plugging in the value $m = O \left( \frac{p^2}{\varepsilon^2} \log^3 \frac{1}{\varepsilon^3} \right)$, this runtime will be $O \left( \frac{p^2 \log^2 p}{\varepsilon^2} \log^3 \frac{1}{\varepsilon^3} + \frac{p^{\frac{3}{2}}}{\varepsilon} \log \frac{1}{\delta} \cdot \text{nnz}(x) \right)$, which gives the second statement of the lemma for sparse input vectors $x$. If $x$ is non-sparse, as we discussed in the above paragraph, we just need to omit the OSNAP transforms from our sketch construction which translates into a runtime of $O \left( \frac{p^2 \log^2 p}{\varepsilon^2} \log^3 \frac{1}{\varepsilon^3} + p d \log d \right)$. Therefore, the final runtime bound is $O \left( \frac{p^2 \log^2 p}{\varepsilon^2} \log^3 \frac{1}{\varepsilon^3} + \min \left\{ \frac{p^{\frac{3}{2}}}{\varepsilon} \log \frac{1}{\delta} \cdot \text{nnz}(x), p d \log d \right\} \right)$, which proves the second statement of the lemma.

Furthermore, the sketch $Q^p$ can be applied to tensor product of any collection of $p$ vectors. The time to apply $Q^p$ to the tensor product $v_1 \otimes v_2 \otimes \ldots \otimes v_p$ consists of time of applying OSNAP to each of the vectors $v_1, v_2, \ldots, v_p$ and time of applying $O(p)$ instances of TENSORSRHT to intermediate vectors which are of size $m$. This runtime can be upper bounded by $O \left( \frac{p^2 \log^2 p}{\varepsilon^2} \log^3 \frac{1}{\varepsilon^3} + \frac{p^{\frac{3}{2}}}{\varepsilon} d \log \frac{1}{\delta} \right)$, which proves the third statement of Lemma 2.

\[ \square \]

## B ReLU-NTK Expression

In this section we prove Theorem 1. First note that the main component of the DP given in (1), (2), and (3) for computing the NTK of fully connected network is what we call the Activation Covariance. The activation covariance is defined with respect to the activation function $\sigma(\cdot)$ as follows,

**Definition B.1 (Activation Covariance).** For any continuous activation function $\sigma: \mathbb{R} \to \mathbb{R}$, we define the Activation Covariance function $k_\sigma: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ as follows:

\[
k_\sigma(y, z) := \mathbb{E}_{w \sim \mathcal{N}(0, I_d)} \left[ \sigma(w^\top y) \cdot \sigma(w^\top z) \right]
\]

for every $y, z \in \mathbb{R}^d$.

Additionally, we define the Derivative Activation Covariance function $\hat{k}_\sigma: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ as follows:

\[
\hat{k}_\sigma(y, z) := \mathbb{E}_{w \sim \mathcal{N}(0, I_d)} \left[ \hat{\sigma}(w^\top y) \cdot \hat{\sigma}(w^\top z) \right]
\]

for every $y, z \in \mathbb{R}^d$.

It is worth noting that one can prove the activation covariance function $k_\sigma$ as well as the derivative activation covariance function $\hat{k}_\sigma$ are positive definite and hence they both define valid kernel functions in $\mathbb{R}^d \times \mathbb{R}^d$. The connection between the ReLU activation covariance functions and arc-cosine kernel functions defined in (4) of Definition 3.1 is proved in [CS09]. We restate this result in the following claim,

**Claim 1 (Covariance of ReLU Activation).** For ReLU activation function $\sigma(\alpha) = \max(\alpha, 0)$, let $k_\sigma$ and $\hat{k}_\sigma$ denote the activation covariance function and the derivative activation covariance function defined in Definition B.1. If we let $\kappa_0(\cdot)$ and $\kappa_1(\cdot)$ be the zeroth and first order arc-cosine kernels defined in (4) of Definition 3.1, then for every positive integer $d$ and every $y, z \in \mathbb{R}^d$ we have:

\[
k_\sigma(y, z) = \frac{\|y\|_2 \|z\|_2}{2} \cdot \kappa_1 \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right)
\]

and

\[
\hat{k}_\sigma(y, z) = \frac{1}{2} \cdot \kappa_0 \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right)
\]
Now we are ready to prove theorem 1.

**Proof of Theorem 1.** Consider the NTK expression given in (1), (2), and (3). We first prove by induction on \( h = 0, 1, 2, \ldots L \) that the covariance function \( \Sigma^{(h)}(y, z) \) defined in (1) satisfies:

\[
\Sigma^{(h)}(y, z) = \|y\|_2 \|z\|_2 \cdot \Sigma^{(h)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right).
\]

The base of induction is trivial for \( h = 0 \) because \( \Sigma^{(0)}(y, z) = \|y\|_2 \|z\|_2 \cdot \Sigma^{(0)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \).

To prove the inductive step, suppose that the inductive hypothesis holds for \( h - 1 \), i.e.,

\[
\Sigma^{(h-1)}(y, z) = \|y\|_2 \|z\|_2 \cdot \Sigma^{(h-1)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right).
\]

The 2 × 2 covariance matrix \( \Lambda^{(h)}(y, z) \), defined in (1), can be decomposed as \( \Lambda^{(h)}(y, z) = \begin{pmatrix} f^\top & g \end{pmatrix} \cdot \begin{pmatrix} f & g \end{pmatrix} \), where \( f, g \in \mathbb{R}^2 \). Now note that \( \|f\|_2^2 = \Sigma^{(h-1)}(y, y) \), hence, by inductive hypothesis, we have,

\[
\|f\|_2^2 = \|y\|_2^2 \cdot \Sigma^{(h-1)}_{\text{relu}} \left( \frac{\langle y, y \rangle}{\|y\|_2^2} \right) = \|y\|_2^2 \cdot \Sigma^{(h-1)}_{\text{relu}}(1) = \|y\|_2^2.
\]

Using a similar argument we have \( \|g\|_2^2 = \|z\|_2^2 \). Therefore, by Claim 1, we can write

\[
\Sigma^{(h)}(y, z) = \frac{1}{\mathbb{E}_{x \sim \mathcal{N}(0, I)} \|\sigma(x)\|^2} \cdot \mathbb{E}_{w \sim \mathcal{N}(0, I_2)} \left[ \sigma(w^\top f) \cdot \sigma(w^\top g) \right]
\]

\[
= \frac{2}{\kappa_1(1)} \cdot \mathbb{E}_{w \sim \mathcal{N}(0, I_2)} \left[ \sigma(w^\top f) \cdot \sigma(w^\top g) \right]
\]

\[
= \|f\|_2 \|g\|_2 \cdot \kappa_1 \left( \frac{\langle f, g \rangle}{\|f\|_2 \|g\|_2} \right) = \|y\|_2 \|z\|_2 \cdot \kappa_1 \left( \frac{\langle f, g \rangle}{\|y\|_2 \|z\|_2} \right).
\]

Since we assumed that \( \Lambda^{(h)}(y, z) = \begin{pmatrix} f^\top & g \end{pmatrix} \cdot \begin{pmatrix} f & g \end{pmatrix} \), we have \( \langle f, g \rangle = \Sigma^{(h-1)}(y, z) \). By inductive hypothesis along with (5), we find that

\[
\Sigma^{(h)}(y, z) = \|y\|_2 \|z\|_2 \cdot \kappa_1 \left( \Sigma_{\text{relu}}^{(h-1)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right) = \|y\|_2 \|z\|_2 \cdot \Sigma_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right),
\]

which completes the induction and proves that for every \( h \in \{0, 1, 2, \ldots L\} \),

\[
\Sigma^{(h)}(y, z) = \|y\|_2 \|z\|_2 \cdot \Sigma_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right).
\]

For obtaining the final NTK expression we also need to simplify the derivative covariance function defined in (2). Recall that we proved before, the covariance matrix \( \Lambda^{(h)}(y, z) \) can be decomposed as \( \Lambda^{(h)}(y, z) = \begin{pmatrix} f^\top & g \end{pmatrix} \cdot \begin{pmatrix} f & g \end{pmatrix} \), where \( f, g \in \mathbb{R}^2 \) with \( \|f\|_2 = \|y\|_2 \) and \( \|g\|_2 = \|z\|_2 \). Therefore, by Claim 1, we can write

\[
\hat{\Sigma}^{(h)}(y, z) = \frac{1}{\mathbb{E}_{x \sim \mathcal{N}(0, I)} \|\sigma(x)\|^2} \cdot \mathbb{E}_{w \sim \mathcal{N}(0, I_2)} \left[ \hat{\sigma}(w^\top f) \cdot \hat{\sigma}(w^\top g) \right]
\]

\[
= \frac{2}{\kappa_1(1)} \cdot \mathbb{E}_{w \sim \mathcal{N}(0, I_2)} \left[ \hat{\sigma}(w^\top f) \cdot \hat{\sigma}(w^\top g) \right]
\]

\[
= \kappa_0 \left( \frac{\langle f, g \rangle}{\|y\|_2 \|z\|_2} \right).
\]
Since we assumed that $\Lambda(h, y, z) = \langle f^\top, g \rangle = \langle f, g \rangle = \Sigma^{(h-1)}(y, z) = \|y\|_2\|z\|_2 \cdot \Sigma^{(h-1)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right)$.

Therefore, by (6), for every $h \in \{1, 2, \ldots, L\}$,

$$\Sigma^{(h)}(y, z) = \kappa_0 \left( \Sigma^{(h-1)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right) \right) = \Sigma^{(h)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right). \quad (27)$$

Now we prove by induction on integer $L$ that the NTK with $L$ layers and ReLU activation given in (3) satisfies

$$\Theta^{(L)}_{\text{ntk}}(y, z) = \|y\|_2\|z\|_2 \cdot K^{(L)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right).$$

The base of induction, trivially holds because, by (26):

$$\Theta^{(0)}_{\text{ntk}}(y, z) = \Sigma^{(0)}(y, z) = \|y\|_2\|z\|_2 \cdot K^{(0)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right).$$

To prove the inductive step, suppose that the inductive hypothesis holds for $L - 1$, that is $\Theta^{(L-1)}_{\text{ntk}}(y, z) = \|y\|_2\|z\|_2 \cdot K^{(L-1)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right)$. Now using the recursive definition of $\Theta^{(L)}_{\text{ntk}}(y, z)$ given in (3) along with (26) and (27) we can write,

$$\Theta^{(L)}_{\text{ntk}}(y, z) = \Theta^{(L-1)}_{\text{ntk}}(y, z) \cdot \Sigma^{(L)}(y, z) + \Sigma^{(L)}(y, z)
= \|y\|_2\|z\|_2 \cdot K^{(L-1)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right) \cdot \Sigma^{(h)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right) + \|y\|_2\|z\|_2 \cdot \Sigma^{(h)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right)
= \|y\|_2\|z\|_2 \cdot K^{(L)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2\|z\|_2} \right),$$

which gives the theorem.

C NTK Sketch: Claims and Invariants

We start by proving that the polynomials $P^{(p)}_{\text{relu}}(\cdot)$ and $\hat{P}^{(p)}_{\text{relu}}(\cdot)$ defined in (8) of Definition 3.2 closely approximate the arc-cosine functions $\kappa_1(\cdot)$ and $\kappa_0(\cdot)$ on the interval $[-1, 1]$.

Remark. Observe that $\kappa_0(\alpha) = \frac{d}{d\alpha} (\kappa_1(\alpha))$.

Lemma 3 (Polynomial Approximations to $\kappa_1$ and $\kappa_0$). If we let $k_{\text{relu}}(\cdot)$ and $\kappa_0(\cdot)$ be defined as in (4) of Definition 3.1, then for any integer $p \geq \frac{1}{\sqrt{2}\beta}$, the polynomial $P^{(p)}_{\text{relu}}(\cdot)$ defined in (8) of Definition 3.2 satisfies,

$$\max_{\alpha \in [-1, 1]} \left| P^{(p)}_{\text{relu}}(\alpha) - \kappa_1(\alpha) \right| \leq \epsilon.$$

Moreover, for any integer $p' \geq \frac{1}{\sqrt{\epsilon}}$, the polynomial $\hat{P}^{(p')}_{\text{relu}}(\cdot)$ defined as in (8) of Definition 3.2 satisfies,

$$\max_{\alpha \in [-1, 1]} \left| \hat{P}^{(p')}_{\text{relu}}(\alpha) - \kappa_0(\alpha) \right| \leq \epsilon.$$
Proof. We start by Taylor series expansion of $\kappa_0(\cdot)$ at $\alpha = 0$, $\kappa_0(\alpha) = \frac{1}{2} + \frac{1}{\pi} \cdot \sum_{n=0}^{\infty} \frac{(2n)!}{2^{2n} \cdot (n!)^2 \cdot (2n + 1)} \cdot \alpha^{2n+1}$. Therefore, we have

$$
\max_{\alpha \in [-1, 1]} \left| \tilde{P}_{relu}(\alpha) - \kappa_0(\alpha) \right| = \frac{1}{\pi} \cdot \sum_{n=p+1}^{\infty} \frac{(2n)!}{2^{2n} \cdot (n!)^2 \cdot (2n + 1)} \\
\leq \frac{1}{\pi} \cdot \sum_{n=p+1}^{\infty} \frac{e \cdot e^{-2n} \cdot (2n)!}{2^{2n} \cdot n \cdot (2n + 1)} \\
= \frac{e}{\sqrt{2\pi}^2} \cdot \sum_{n=p+1}^{\infty} \frac{1}{\sqrt{n \cdot (2n + 1)}} \\
\leq \frac{e}{\sqrt{2\pi}^2} \cdot \int_{p}^{\infty} \frac{1}{\sqrt{x} \cdot (2x + 1)} dx \\
\leq \frac{e}{\sqrt{2\pi}^2} \cdot \frac{1}{6} \cdot \frac{1}{3} \leq \epsilon.
$$

To prove the second part of the lemma, we consider the Taylor expansion of $\kappa_1(\cdot)$ at $\alpha = 0$. Observe that $\kappa_0(\alpha) = \frac{d}{d\alpha} (\kappa_1(\alpha))$, therefore, the Taylor series of $\kappa_1(\alpha)$ can be obtained from the Taylor series of $\kappa_0(\alpha)$ as follows,

$$\kappa_1(\alpha) = \frac{1}{\pi} + \frac{\alpha}{2} + \frac{1}{\pi} \cdot \sum_{n=0}^{\infty} \frac{(2n)!}{2^{2n} \cdot (n!)^2 \cdot (2n + 1) \cdot (2n + 2)} \cdot \alpha^{2n+2}.$$

Hence, we have

$$
\max_{\alpha \in [-1, 1]} \left| P_{relu}(\alpha) - \kappa_1(\alpha) \right| = \frac{1}{\pi} \cdot \sum_{n=p+1}^{\infty} \frac{(2n)!}{2^{2n} \cdot (n!)^2 \cdot (2n + 1) \cdot (2n + 2)} \\
\leq \frac{1}{\pi} \cdot \sum_{n=p+1}^{\infty} \frac{e \cdot e^{-2n} \cdot (2n)!}{2^{2n} \cdot n \cdot (2n + 1) \cdot (2n + 2)} \\
= \frac{e}{\sqrt{2\pi}^2} \cdot \sum_{n=p+1}^{\infty} \frac{1}{\sqrt{n \cdot (2n + 1) \cdot (2n + 2)}} \\
\leq \frac{e}{\sqrt{2\pi}^2} \cdot \int_{p}^{\infty} \frac{1}{\sqrt{x} \cdot (2x + 1) \cdot (2x + 2)} dx \\
\leq \frac{e}{\sqrt{2\pi}^2} \cdot \frac{1}{6} \cdot \frac{1}{3} \leq \epsilon.
$$

Therefore, it is possible to approximate the function $\kappa_0(\cdot)$ up to error $\epsilon$ using a polynomial of degree $O\left(\frac{1}{\epsilon^2}\right)$. Also if we want to approximate $\kappa_1(\cdot)$ using a polynomial up to error $\epsilon$ on the interval $[-1, 1]$, it suffices to use a polynomial of degree $O\left(\frac{1}{\epsilon^2}\right)$. One can see that since the Taylor expansion of $\kappa_1$ and $\kappa_0$ contain non-negative coefficients only, both of these functions are positive definite. Additionally, the Polynomial approximations $P_{relu}(\alpha)$ and $P_{relu}^{(p')}(\alpha)$ given in (8) of Definition 3.2 are positive definite functions.

In order to prove Theorem 2 we also need the following lemma on the error sensitivity of polynomials $P_{relu}(\alpha)$ and $P_{relu}^{(p')}(\alpha)$.
Lemma 4 (Sensitivity of $P_{\text{relu}}^{(p)}$ and $\dot{P}_{\text{relu}}^{(p)}$). For any integer $p \geq 3$, any $\alpha \in [-1, 1]$, and any $\alpha'$ such that $|\alpha - \alpha'| \leq \frac{1}{6p}$, if we let the polynomials $P_{\text{relu}}^{(p)}(\alpha)$ and $\dot{P}_{\text{relu}}^{(p)}(\alpha)$ be defined as in (8) of Definition 3.2, then

$$|P_{\text{relu}}^{(p)}(\alpha) - P_{\text{relu}}^{(p)}(\alpha')| \leq |\alpha - \alpha'|,$$

and

$$|\dot{P}_{\text{relu}}^{(p)}(\alpha) - \dot{P}_{\text{relu}}^{(p)}(\alpha')| \leq \sqrt{p} \cdot |\alpha - \alpha'|.$$

Proof. Note that an $\alpha'$ that satisfies the preconditions of the lemma, is in the range $\left[-1 - \frac{1}{6p}, 1 + \frac{1}{6p}\right]$. Now we bound the derivative of the polynomial $\dot{P}_{\text{relu}}^{(p)}$ on the interval $\left[-1 - \frac{1}{6p}, 1 + \frac{1}{6p}\right]$,

$$\max_{\alpha \in \left[-1 - \frac{1}{6p}, 1 + \frac{1}{6p}\right]} \left| \frac{d}{d\alpha} \left( \dot{P}_{\text{relu}}^{(p)}(\alpha) \right) \right| = \frac{1}{\pi} \cdot \sum_{n=0}^{p} \frac{(2n)!}{2^{2n} \cdot (n!)^2} \cdot \left( 1 + \frac{1}{6p} \right)^{2n}$$

$$\leq \frac{1}{\pi} + \frac{e^{4/3}}{\sqrt{2\pi^2}} \cdot \sum_{n=1}^{p} \frac{1}{\sqrt{n}}$$

$$\leq \frac{1}{\pi} + \frac{e^{4/3}}{\sqrt{2\pi^2}} \cdot \int_{0}^{p} \frac{1}{\sqrt{x}} \, dx$$

$$\leq \sqrt{p},$$

therefore, the second statement of lemma holds.

To prove the first statement of lemma, we bound the derivative of the polynomial $P_{\text{relu}}^{(p)}$ on the interval $\left[-1 - \frac{1}{6p}, 1 + \frac{1}{6p}\right]$ as follows,

$$\max_{\alpha \in \left[-1 - \frac{1}{6p}, 1 + \frac{1}{6p}\right]} \left| \frac{d}{d\alpha} \left( P_{\text{relu}}^{(p)}(\alpha) \right) \right| = \frac{1}{\pi} \cdot \sum_{n=0}^{p} \frac{(2n)!}{2^{2n} \cdot (n!)^2} \cdot \left( 1 + \frac{1}{6p} \right)^{2n+1}$$

$$\leq \frac{19}{18\pi} + \frac{e^{25/18}}{\sqrt{2\pi^2}} \cdot \sum_{n=1}^{p} \frac{1}{\sqrt{n} \cdot (2n+1)}$$

$$\leq \frac{19}{18\pi} + \frac{e^{25/18}}{\sqrt{2\pi^2}} \cdot \int_{0}^{p} \frac{1}{\sqrt{x} \cdot (2x+1)} \, dx$$

$$\leq 1,$$

therefore, the second statement of the lemma follows.

For the rest of this section, we need two basic properties of tensor products and direct sums.

$$\langle x \otimes y, z \otimes w \rangle = \langle x, z \rangle \cdot \langle y, w \rangle, \quad \langle x \oplus y, z \oplus w \rangle = \langle x, z \rangle + \langle y, w \rangle$$

(28)

for vectors $x, y, z, w$ with conforming sizes.

Now we are in a position to analyze the invariants that are maintained throughout the execution of NTK Sketch algorithm (Definition 3.2):

Lemma 5 (Invariants of the NTK Sketch algorithm). For every positive integers $d$ and $L$, every $\epsilon, \delta > 0$, every vectors $y, z \in \mathbb{R}^d$, if we let $\Sigma_{\text{relu}}^{(h)} : [-1, 1] \to \mathbb{R}$ and $K_{\text{relu}}^{(h)} : [-1, 1] \to \mathbb{R}$ be the functions defined in (5) and (7) of Definition 3.1, then with probability at least $1 - \delta$ the following invariants hold for every $h = 0, 1, 2, \ldots L:$
1. The mapping $\phi^{(h)}(\cdot)$ computed by the NTK Sketch algorithm in (9) and (10) of Definition 3.2 satisfy
\[
\left| \langle \phi^{(h)}(y), \phi^{(h)}(z) \rangle - \Sigma_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right| \leq (h + 1) \cdot \frac{\epsilon^2}{60L^3}.
\]
2. The mapping $\psi^{(h)}(\cdot)$ computed by the NTK Sketch algorithm in (12) of Definition 3.2 satisfy
\[
\left| \langle \psi^{(h)}(y), \psi^{(h)}(z) \rangle - K_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right| \leq \epsilon \cdot \frac{h^2 + 1}{10L}.
\]

**Proof.** The proof is by induction on the value of $h = 0, 1, 2, \ldots$ More formally, consider the following statements for every $h = 0, 1, 2, \ldots$:

**$P_1(h):$**
\[
\left| \langle \phi^{(h)}(y), \phi^{(h)}(z) \rangle - \Sigma_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right| \leq (h + 1) \cdot \frac{\epsilon^2}{60L^3},
\]
\[
\|\phi^{(h)}(y)\|_2^2 - 1 \leq (h + 1) \cdot \frac{\epsilon^2}{60L^3}, \text{ and } \|\phi^{(h)}(z)\|_2^2 - 1 \leq (h + 1) \cdot \frac{\epsilon^2}{60L^3}.
\]

**$P_2(h):$**
\[
\left| \langle \psi^{(h)}(y), \psi^{(h)}(z) \rangle - K_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right| \leq \epsilon \cdot \frac{h^2 + 1}{10L},
\]
\[
\|\psi^{(h)}(y)\|_2^2 - K_{\text{relu}}^{(h)}(1) \leq \epsilon \cdot \frac{h^2 + 1}{10L}, \text{ and } \|\psi^{(h)}(z)\|_2^2 - K_{\text{relu}}^{(h)}(1) \leq \epsilon \cdot \frac{h^2 + 1}{10L}.
\]
We prove by induction that the following holds,
\[
\Pr[P_1(0)] \geq 1 - O(\delta/L), \text{ and } \Pr[P_2(0)|P_1(0)] \geq 1 - O(\delta/L),
\]
Additionally, we prove that for every $h = 1, 2, \ldots$,
\[
\Pr[P_1(h)|P_1(h-1)] \geq 1 - O(\delta/L), \text{ and } \Pr[P_2(h)|P_2(h-1), P_1(h), P_1(h-1)] \geq 1 - O(\delta/L).
\]

**Base of induction ($h = 0$):** By (9), $\phi^{(0)}(y) = \frac{1}{\|y\|_2} \cdot S \cdot Q^1 \cdot y$ and $\phi^{(0)}(z) = \frac{1}{\|z\|_2} \cdot S \cdot Q^1 \cdot z$, thus, Lemma 1 implies the following
\[
\Pr \left[ \left| \langle \phi^{(0)}(y), \phi^{(0)}(z) \rangle - \frac{1}{\|y\|_2 \|z\|_2} \cdot \langle Q^1 y, Q^1 z \rangle \right| \right] \leq O \left( \frac{\epsilon^2}{L^3} \right) \cdot \frac{\|Q^1 y\|_2 \|Q^1 z\|_2}{\|y\|_2 \|z\|_2} \geq 1 - O(\delta/L).
\]
By using the above together with Lemma 2 and union bound as well as triangle inequality we find that the following holds,
\[
\Pr \left[ \left| \langle \phi^{(0)}(y), \phi^{(0)}(z) \rangle - \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right| \right] \leq O \left( \frac{\epsilon^2}{L^3} \right) \geq 1 - O(\delta/L).
\]

Similarly, we can prove
\[
\Pr \left[ \left| \|\phi^{(0)}(y)\|_2^2 - 1 \right| \leq O \left( \epsilon^2/L^3 \right) \right] \geq 1 - O(\delta/L),
\]
\[
\Pr \left[ \left| \|\phi^{(0)}(z)\|_2^2 - 1 \right| \leq O \left( \epsilon^2/L^3 \right) \right] \geq 1 - O(\delta/L).
\]
Using union bound, this proves the base of induction for statement $P_1(h)$, i.e., $\Pr[P_1(0)] \geq 1 - O(\delta/L)$.
Moreover, by Lemma 4, $\psi^{(0)}(y) = V \cdot \phi^{(0)}(y)$ and $\psi^{(0)}(z) = V \cdot \phi^{(0)}(z)$, thus, Lemma 1 implies that,

$$\Pr \left[ \left| \langle \psi^{(0)}(y), \psi^{(0)}(z) \rangle - \langle \phi^{(0)}(y), \phi^{(0)}(z) \rangle \right| \leq O \left( \frac{\epsilon}{L} \right) \cdot \|\phi^{(0)}(y)\|_2 \|\phi^{(0)}(z)\|_2 \right] \geq 1 - O(\delta/L).$$

By conditioning on $P_1(0)$ and using the above together with triangle inequality it follows that,

$$\Pr \left[ \left| \langle \psi^{(0)}(y), \psi^{(0)}(z) \rangle - K_{\text{relu}}^{(0)} \left( \frac{y, z}{\|y\|_2 \|z\|_2} \right) \right| \leq \frac{\epsilon}{10L} \right] \geq 1 - O(\delta/L).$$

Similarly we can prove that with probability $1 - O(\delta/L)$ we have $\|\psi^{(0)}(y)\|_2^2 - K_{\text{relu}}^{(0)}(1) \leq \frac{\epsilon}{10L}$ and $\|\psi^{(0)}(z)\|_2^2 - K_{\text{relu}}^{(0)}(1) \leq \frac{\epsilon}{10L}$, which proves the base of induction for the second statement, i.e., $\Pr[P_2(0)|P_1(0)] \geq 1 - O(\delta/L)$. This completes the base of induction.

(2) Inductive step: Assuming that the inductive hypothesis holds for $h - 1$. First, note that by Lemma 1 and using (10) we have the following,

$$\Pr \left[ \left| \langle \phi^{(h)}(y), \phi^{(h)}(z) \rangle - \sum_{j=0}^{2p+2} c_j \langle Z_j^{(h)}(y), Z_j^{(h)}(z) \rangle \right| \leq O \left( \frac{\epsilon^2}{L^3} \right) \cdot \|A\| \right] \geq 1 - O(\delta/L), \quad (29)$$

where $A := \sqrt{\sum_{j=0}^{2p+2} c_j \|Z_j^{(h)}(y)\|_2^2} \cdot \sqrt{\sum_{j=0}^{2p+2} c_j \|Z_j^{(h)}(z)\|_2^2}$ and the collection of vectors $\{Z_j^{(h)}(y)\}_{j=0}^{2p+2}$ and $\{Z_j^{(h)}(z)\}_{j=0}^{2p+2}$ and coefficients $c_0, c_1, c_2, \ldots , c_{2p+2}$ are defined as per (10) and (8), respectively.

By Lemma 2 together with union bound, the following inequalities hold true simultaneously for all $j \in \{0, 1, 2, \ldots , 2p+2\}$, with probability at least $1 - O(\frac{\delta}{T})$:

$$\left| \langle Z_j^{(h)}(y), Z_j^{(h)}(z) \rangle - \langle \phi^{(h-1)}(y), \phi^{(h-1)}(z) \rangle \right| \leq O \left( \frac{\epsilon^2}{L^3} \right) \cdot \|\phi^{(h-1)}(y)\|_2 \|\phi^{(h-1)}(z)\|_2 \quad (30)$$

Therefore, by plugging (30) back to (29) and using union bound, triangle inequality and Cauchy–Schwarz inequality we find that,

$$\Pr \left[ \left| \langle \phi^{(h)}(y), \phi^{(h)}(z) \rangle - P_{\text{relu}}^{(p)} \left( \langle \phi^{(h-1)}(y), \phi^{(h-1)}(z) \rangle \right) \right| \leq O \left( \frac{\epsilon^2}{L^3} \right) \cdot \|B\| \right] \geq 1 - O(\delta/L), \quad (31)$$

where $B := \sqrt{P_{\text{relu}}^{(p)} (\|\phi^{(h-1)}(y)\|_2^2)} \cdot \sqrt{P_{\text{relu}}^{(p)} (\|\phi^{(h-1)}(z)\|_2^2)}$ and $P_{\text{relu}}^{(p)}(\alpha) = \sum_{j=0}^{2p+2} c_j \cdot \alpha^j$ is the polynomial defined in (8). Using the inductive hypothesis $P_1(h - 1)$, we have that

$$\|\phi^{(h-1)}(y)\|_2^2 - 1 \leq h \cdot \frac{\epsilon^2}{60L^3}, \quad \text{and} \quad \|\phi^{(h-1)}(z)\|_2^2 - 1 \leq h \cdot \frac{\epsilon^2}{60L^3}.$$

Therefore, by Lemma 4 we have

$$\left| P_{\text{relu}}^{(p)} (\|\phi^{(h-1)}(y)\|_2^2) - P_{\text{relu}}^{(p)}(1) \right| \leq h \cdot \frac{\epsilon^2}{60L^3}, \quad \text{and} \quad \left| P_{\text{relu}}^{(p)} (\|\phi^{(h-1)}(z)\|_2^2) - P_{\text{relu}}^{(p)}(1) \right| \leq h \cdot \frac{\epsilon^2}{60L^3}.$$
Consequently, because $P_{\text{relu}}^{(p)}(1) \leq P_{\text{relu}}^{(+\infty)}(1) = 1$, we find that $B \leq \frac{11}{10}$. By plugging this into (31) we have,

$$
\Pr \left[ \left| \langle \phi(h)(y), \phi(h)(z) \rangle - P_{\text{relu}}^{(p)} \left( \langle \phi(h-1)(y), \phi(h-1)(z) \rangle \right) \right| \leq O \left( \frac{\epsilon^2}{L^3} \right) \right] \geq 1 - O(\delta/L). \tag{32}
$$

Furthermore, the inductive hypothesis $P_i(h-1)$ implies that

$$
\left| \langle \phi(h-1)(y), \phi(h-1)(z) \rangle - \Sigma_{\text{relu}}^{(h-1)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right| \leq h \cdot \frac{\epsilon^2}{60L^3}.
$$

Hence, by invoking Lemma [4] we find that,

$$
\left| P_{\text{relu}}^{(p)} \left( \langle \phi(h-1)(y), \phi(h-1)(z) \rangle \right) - P_{\text{relu}}^{(p)} \left( \Sigma_{\text{relu}}^{(h-1)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right) \right| \leq h \cdot \frac{\epsilon^2}{60L^3}.
$$

By incorporating the above inequality into (32) using triangle inequality we find that,

$$
\Pr \left[ \left| \langle \phi(h)(y), \phi(h)(z) \rangle - P_{\text{relu}}^{(p)} \left( \Sigma_{\text{relu}}^{(h-1)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right) \right| \leq \frac{h \cdot \epsilon^2}{60L^3} + O \left( \frac{\epsilon^2}{L^3} \right) \right] \geq 1 - O(\delta/L). \tag{33}
$$

Now, by invoking Lemma [3] and using the fact that $p = \left[ 2L^2/\epsilon^4/3 \right]$ we have,

$$
\left| P_{\text{relu}}^{(p)} \left( \Sigma_{\text{relu}}^{(h-1)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right) - \kappa_1 \left( \Sigma_{\text{relu}}^{(h-1)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right) \right| \leq \frac{\epsilon^2}{76L^3}.
$$

By combining the above inequality with (33) using triangle inequality and using the fact that $\kappa_1 \left( \Sigma_{\text{relu}}^{(h-1)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right) = \Sigma_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right)$ (by [5]), we get the following bound,

$$
\Pr \left[ \left| \langle \phi(h)(y), \phi(h)(z) \rangle - \Sigma_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right| \leq (h + 1) \cdot \frac{\epsilon^2}{60L^3} \right] \geq 1 - O(\delta/L).
$$

Similarly, we can prove that

$$
\Pr \left[ \left| \|\phi(h)(y)\|^2_2 - 1 \right| > \frac{(h + 1) \cdot \epsilon^2}{60L^3} \right] \leq O \left( \frac{\delta}{L} \right), \quad \text{and}
$$

$$
\Pr \left[ \left| \|\phi(h)(z)\|^2_2 - 1 \right| > \frac{(h + 1) \cdot \epsilon^2}{60L^3} \right] \leq O \left( \frac{\delta}{L} \right).
$$

This is sufficient to prove the inductive step by union bound, i.e., $\Pr[P_2(h)] \geq 1 - O(\delta/L)$.

Now we prove the inductive step for statement $P_2(h)$, that is, we prove that conditioned on $P_2(h-1), P_1(h), P_1(h-1)$, statement $P_2(h)$ holds with probability at least $1 - O(\delta/L)$. First, note that by Lemma [7] and using (11) we have,

$$
\Pr \left[ \left| \langle \hat{\phi}(h)(y), \hat{\phi}(h)(z) \rangle - \sum_{j=0}^{2p'+1} b_j \langle Y_j^{(h)}(y), Y_j^{(h)}(z) \rangle \right| \leq O \left( \frac{\epsilon}{L} \cdot \hat{A} \right) \right] \geq 1 - O(\delta/L), \tag{34}
$$

where $\hat{A} := \sqrt{\sum_{j=0}^{2p'+1} b_j \|Y_j^{(h)}(y)\|^2_2 \cdot \sum_{j=0}^{2p'+1} b_j \|Y_j^{(h)}(z)\|^2_2}$ and the collection of vectors $\{Y_j^{(h)}(y)\}_{j=0}^{2p'+1}$ and coefficients $b_0, b_1, b_2, \ldots b_{2p'+1}$ are defined as per (11) and (8), respectively.
By invoking Lemma 2 along with union bound, with probability at least $1 - O\left(\frac{\delta}{L}\right)$, the following inequalities hold true simultaneously for all $j \in \{0, 1, 2, \ldots, 2p' + 1\}$

$$\left| \left\langle Y_j^{(h)}(y), Y_j^{(h)}(z) \right\rangle - \left\langle \phi^{(h-1)}(y), \phi^{(h-1)}(z) \right\rangle \right| \leq O\left(\frac{\varepsilon}{L}\right) \cdot \left\| \phi^{(h-1)}(y) \right\|_2 \cdot \left\| \phi^{(h-1)}(z) \right\|_2$$

$$\left\| Y_j^{(h)}(y) \right\|_2^2 \leq \frac{11}{10} \cdot \left\| \phi^{(h-1)}(y) \right\|_2^{2j}$$

$$\left\| Y_j^{(h)}(z) \right\|_2^2 \leq \frac{11}{10} \cdot \left\| \phi^{(h-1)}(z) \right\|_2^{2j}$$

(35)

Therefore, by plugging (35) into (34) and using union bound, triangle inequality and Cauchy–Schwarz inequality we find that,

$$\Pr \left[ \left| \left\langle \phi^{(h)}(y), \phi^{(h)}(z) \right\rangle - \hat{P}_{\text{relu}}^{(p')} \left(\left\langle \phi^{(h-1)}(y), \phi^{(h-1)}(z) \right\rangle \right) \right| \leq O\left(\frac{\varepsilon}{L}\right) \cdot \hat{B} \right] \geq 1 - O(\delta/L),$$

(36)

where $\hat{B} := \sqrt{\hat{P}_{\text{relu}}^{(p')} (\left\| \phi^{(h-1)}(y) \right\|_2^2) \cdot \hat{P}_{\text{relu}}^{(p')} (\left\| \phi^{(h-1)}(z) \right\|_2^2)}$ and $\hat{P}_{\text{relu}}^{(p')} (\alpha) = \sum_{j=0}^{2p'+1} b_j \cdot \alpha^j$ is the polynomial defined in (8). By inductive hypothesis $P_{1}(h-1)$ we have $\left\| \phi^{(h-1)}(y) \right\|_2^2 - 1 \leq h \cdot \frac{\varepsilon^2}{60L^2}$ and $\left\| \phi^{(h-1)}(z) \right\|_2^2 - 1 \leq h \cdot \frac{\varepsilon^2}{60L^2}$. Therefore, using the fact that $p' = [9L^2/\varepsilon^2]$ and Lemma 4,

$$\left\| \phi^{(h-1)}(y) \right\|_2^2 - \hat{P}_{\text{relu}}^{(p')} (\alpha) \leq h \cdot \frac{\varepsilon^2}{20L^2} \quad \text{and} \quad \left\| \phi^{(h-1)}(z) \right\|_2^2 - \hat{P}_{\text{relu}}^{(p')} (\alpha) \leq h \cdot \frac{\varepsilon^2}{20L^2}.$$  Consequently, because $\hat{P}_{\text{relu}}^{(p')} (1) \leq \hat{P}_{\text{relu}}^{(+\infty)} (1) = 1$, we find that

$$\hat{B} \leq \frac{11}{10}.$$  

(37)

By plugging this into (36) we have,

$$\Pr \left[ \left| \left\langle \phi^{(h)}(y), \phi^{(h)}(z) \right\rangle - \hat{P}_{\text{relu}}^{(p')} \left(\left\langle \phi^{(h-1)}(y), \phi^{(h-1)}(z) \right\rangle \right) \right| \leq O\left(\frac{\varepsilon}{L}\right) \right] \geq 1 - O(\delta/L).$$

Furthermore, inductive hypothesis $P_{1}(h-1)$ implies $\left| \left\langle \phi^{(h-1)}(y), \phi^{(h-1)}(z) \right\rangle - \Sigma_{\text{relu}}^{(h-1)} \left(\frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2}\right) \right| \leq h \cdot \frac{\varepsilon^2}{60L^2}$, hence, by invoking Lemma 4 we find that,

$$\left| \hat{P}_{\text{relu}}^{(p')} \left(\left\langle \phi^{(h-1)}(y), \phi^{(h-1)}(z) \right\rangle \right) - \hat{P}_{\text{relu}}^{(p')} \left(\Sigma_{\text{relu}}^{(h-1)} \left(\frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2}\right) \right) \right| \leq h \cdot \frac{\varepsilon^2}{20L^2}.$$  

By plugging the above inequality into (37) using triangle inequality we find that,

$$\Pr \left[ \left| \left\langle \phi^{(h)}(y), \phi^{(h)}(z) \right\rangle - \hat{P}_{\text{relu}}^{(p')} \left(\Sigma_{\text{relu}}^{(h-1)} \left(\frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2}\right) \right) \right| \leq h \cdot \frac{\varepsilon^2}{20L^2} + O\left(\frac{\varepsilon}{L}\right) \right] \geq \Pr \left[ \left| \left\langle \phi^{(h)}(y), \phi^{(h)}(z) \right\rangle - \Sigma_{\text{relu}}^{(h-1)} \left(\frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2}\right) \right| \right] \geq 1 - O(\delta/L).$$

Now, by invoking Lemma 3 and using the fact that $p' = [9L^2/\varepsilon^2]$ we have,

$$\left| \hat{P}_{\text{relu}}^{(p')} \left(\Sigma_{\text{relu}}^{(h-1)} \left(\frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2}\right) \right) - \kappa_0 \left(\Sigma_{\text{relu}}^{(h-1)} \left(\frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2}\right) \right) \right| \leq \frac{\varepsilon}{15L}.$$  

By combining the above inequality with (38) using triangle inequality and using the fact that $\kappa_0 \left(\Sigma_{\text{relu}}^{(h-1)} \left(\frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2}\right) \right) = \Sigma_{\text{relu}}^{(h)} \left(\frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2}\right)$ (by (6)) we get the following bound,

$$\Pr \left[ \left| \left\langle \phi^{(h)}(y), \phi^{(h)}(z) \right\rangle - \Sigma_{\text{relu}}^{(h)} \left(\frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2}\right) \right| \leq \frac{\varepsilon}{8L} \right] \geq 1 - O(\delta/L).$$

(39)
Similarly we can show that,

\[ \Pr \left[ \left| \left\| \phi^{(h)}(y) \right\| - 1 \right| \leq \frac{\epsilon}{8L} \right] \geq 1 - O(\delta/L), \]

\[ \Pr \left[ \left| \left\| \phi^{(h)}(z) \right\| - 1 \right| \leq \frac{\epsilon}{8L} \right] \geq 1 - O(\delta/L). \] (40)

Now if we let \( f := \psi^{(h-1)}(y) \otimes \phi^{(h)}(y) \) and \( g := \psi^{(h-1)}(z) \otimes \phi^{(h)}(z) \), then by Lemma 1 and using (12) we have the following,

\[ \Pr \left[ \left\langle \psi^{(h)}(y), \psi^{(h)}(z) \right\rangle - \left\langle Q^2 f \oplus \phi^{(h)}(y), Q^2 g \oplus \phi^{(h)}(z) \right\rangle \right] \leq O(\epsilon/L) \cdot D \geq 1 - O(\delta/L), \] (41)

where \( D := \left\| Q^2 f \oplus \phi^{(h)}(y) \right\|_2 \left\| Q^2 g \oplus \phi^{(h)}(z) \right\|_2 \). By the fact that we conditioned on \( P_1(h) \), we have,

\[ D \leq \sqrt{\left\| Q^2 f \right\|_2^2 + \frac{11}{10}} \cdot \sqrt{\left\| Q^2 g \right\|_2^2 + \frac{11}{10}}. \]

By Lemma 2 we can further upper bound the above as follows,

\[ D \leq \frac{11}{10} \cdot \sqrt{\left\| f \right\|_2^2 + 1} \cdot \sqrt{\left\| g \right\|_2^2 + 1}. \]

Now note that because we conditioned on \( P_2(h-1) \) and using (40), with probability at least \( 1 - O(\delta/L) \) the following holds:

\[ \left\| f \right\|_2^2 = \left\| \psi^{(h-1)}(y) \right\|_2^2 \left\| \phi^{(h)}(y) \right\|_2^2 \leq \frac{11}{10} \cdot \hat{K}_{\text{relu}}^{(h-1)}(1) = 11h/10. \]

Similarly, \( \left\| g \right\|_2^2 \leq 11h/10 \) with probability at least \( 1 - O(\delta/L) \), thus, by union bound:

\[ \Pr[D \leq 2(h+1)|P_2(h-1), P_1(h), P_1(h-1)] \geq 1 - O(\delta/L). \]

Therefore, by combining the above with (41) via union bound we find that,

\[ \Pr \left[ \left\langle \psi^{(h)}(y), \psi^{(h)}(z) \right\rangle - \left\langle Q^2 f \oplus \phi^{(h)}(y), Q^2 g \oplus \phi^{(h)}(z) \right\rangle \right] \leq O(\epsilon h/L) \geq 1 - O(\delta/L), \] (42)

Now note that \( \left\langle Q^2 f \oplus \phi^{(h)}(y), Q^2 g \oplus \phi^{(h)}(z) \right\rangle = \left\langle Q^2 f, Q^2 g \right\rangle + \left\langle \phi^{(h)}(y), \phi^{(h)}(z) \right\rangle \). We proceed by bounding the term \( \left| \left\langle Q^2 f, Q^2 g \right\rangle - \left\langle f, g \right\rangle \right| \) using Lemma 2 as follows,

\[ \Pr \left[ \left| \left\langle Q^2 f, Q^2 g \right\rangle - \left\langle f, g \right\rangle \right| \leq O(\epsilon/L) \cdot \left\| f \right\|_2 \left\| g \right\|_2 \right] \geq 1 - O(\delta/L). \]

We proved that conditioned on \( P_2(h-1) \) and \( P_1(h-1) \), \( \left\| f \right\|_2^2 \leq 11h/10 \) and \( \left\| g \right\|_2^2 \leq 11h/10 \) with probability at least \( 1 - O(\delta/L) \). Hence, by union bound we find that,

\[ \Pr \left[ \left| \left\langle Q^2 f, Q^2 g \right\rangle - \left\langle f, g \right\rangle \right| \leq O(\epsilon h/L) \right] \geq 1 - O(\delta/L). \] (43)

Note that \( \left\langle f, g \right\rangle = \left\langle \psi^{(h-1)}(y), \psi^{(h-1)}(z) \right\rangle \cdot \left\langle \phi^{(h)}(y), \phi^{(h)}(z) \right\rangle \), thus by conditioning on inductive hypothesis \( P_2(h-1) \) and (39) we have,

\[ \left| \left\langle f, g \right\rangle - K_{\text{relu}}^{(h-1)} \left( \frac{\left\langle y, z \right\rangle}{\left\| y \right\|_2 \left\| z \right\|_2} \right) \cdot \hat{\Sigma}_{\text{relu}}^{(h)} \left( \frac{\left\langle y, z \right\rangle}{\left\| y \right\|_2 \left\| z \right\|_2} \right) \right| \leq \frac{\epsilon}{8L} \cdot \left( h + \epsilon \cdot \frac{(h-1)^2 + 1}{10L} \right) + \epsilon \cdot \frac{(h-1)^2 + 1}{10L}. \]
By combining the above inequality, (43), \( P_1(h) \), and (42) using triangle inequality and union bound we get the following inequality,

\[
\Pr \left[ \left\| \psi^{(h)}(y), \psi^{(h)}(z) \right\| - K_{\text{relu}}^{(h-1)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \Sigma_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) - \Sigma_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) > \epsilon \cdot \frac{h^2 + 1}{10L} \right] \leq O(\delta/L).
\]

By noting that \( K_{\text{relu}}^{(h-1)} (\cdot) \cdot \Sigma_{\text{relu}}^{(h)} (\cdot) + \Sigma_{\text{relu}}^{(h)} (\cdot) = K_{\text{relu}}^{(h)} (\cdot) \) (see (7)) we have indeed proved that

\[
\Pr \left[ \left\| \psi^{(h)}(y), \psi^{(h)}(z) \right\| - K_{\text{relu}}^{(h)} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \right] \leq O(\delta/L).
\]

Similarly we can prove the following inequalities hold with probability at least \( 1 - O(\delta/L) \),

\[
\left\| \psi^{(h)}(y) \right\|_2^2 - K_{\text{relu}}^{(h)}(1) \leq \epsilon \cdot \frac{h^2 + 1}{10L}, \quad \text{and} \quad \left\| \psi^{(h)}(z) \right\|_2^2 - K_{\text{relu}}^{(h)}(1) \leq \epsilon \cdot \frac{h^2 + 1}{10L}.
\]

This proves the inductive step for the statement \( P_2(h) \) follows, i.e.,

\[
\Pr[P_2(h)|P_2(h-1), P_1(h), P_1(h-1)] \geq 1 - O(\delta/L).
\]

Therefore, by union bounding over all \( h = 0, 1, 2, \ldots, L \), it follows that the statements of the lemma hold simultaneously for all \( h \) with probability at least \( 1 - \delta \), which completes the proof.

---

We now analyze the runtime of the NTK Sketch algorithm:

**Lemma 6** (Runtime of the NTK Sketch). For every positive integers \( d \) and \( L \), every \( \epsilon, \delta > 0 \), every vector \( x \in \mathbb{R}^d \), the time to compute the NTK sketch \( \Psi_{\text{ntk}}^{(L)}(x) \in \mathbb{R}^{s^*} \), for \( s^* = O \left( \frac{1}{\epsilon^2} \cdot \log \frac{1}{\delta} \right) \), using the procedure given in Definition 3.2 is bounded by,

\[
O \left( \frac{L^{11}}{\epsilon^{6.7}} \cdot \log^3 L \frac{L}{\epsilon \delta} + \frac{L^3}{\epsilon^2} \cdot \log \frac{L}{\epsilon \delta} \cdot \text{nnz}(x) \right).
\]

**Proof.** There are three main components to the runtime of this procedure that we have to account for. The first is the time to apply the sketch \( Q^1 \) to \( x \) in (9). By Lemma 2, the runtime of computing \( Q^1 \cdot x \) is \( O \left( \frac{L^6}{\epsilon^6} \cdot \log^3 \frac{L}{\epsilon \delta} + \frac{L^3}{\epsilon^2} \cdot \log \frac{L}{\epsilon \delta} \cdot \text{nnz}(x) \right) \). The second heavy operation corresponds to computing vectors \( Z_j^{(h)}(x) = Q^{2p+2} \cdot \left( \phi^{(h-1)}(x) \right)_{\otimes j} \otimes e_1 \otimes e_2 \) for \( j = 0, 1, 2, \ldots, 2p + 2 \) and \( h = 1, 2, \ldots, L \) in (10). By Lemma 2, the time to compute \( Z_j^{(h)}(x) \) for a fixed \( h \) and all \( j = 0, 1, 2, \ldots, 2p + 2 \) is bounded by,

\[
O \left( \frac{L^{10}}{\epsilon^{20/3}} \cdot \log^2 (L/\epsilon) \log^3 \frac{L}{\epsilon \delta} + L^8 / \epsilon^{16/3} \cdot \log^3 \frac{L}{\epsilon \delta} \right) = O \left( \frac{L^{10}}{\epsilon^{6.7}} \cdot \log^3 \frac{L}{\epsilon \delta} \right).
\]

The total time to compute vectors \( Z_j^{(h)}(x) \) for all \( h = 1, 2, \ldots, L \) and all \( j = 0, 1, 2, \ldots, 2p + 2 \) is thus \( O \left( \frac{L^{11}}{\epsilon^{6.7}} \cdot \log^3 \frac{L}{\epsilon \delta} \right) \). Finally, the last computationally expensive operation is computing vectors \( Y_j^{(h)}(x) = Q^{2p'+1} \cdot \left( \phi^{(h-1)}(x) \right)_{\otimes j} \otimes e_1 \otimes e_2 \) for \( j = 0, 1, 2, \ldots, 2p' + 1 \) and \( h = 1, 2, \ldots, L \) in (11). By Lemma 2, the runtime of computing \( Y_j^{(h)}(x) \) for a fixed \( h \) and all \( j = 0, 1, 2, \ldots, 2p' + 1 \) is bounded by,

\[
O \left( \frac{L^6}{\epsilon^6} \cdot \log^2 (L/\epsilon) \log^3 \frac{L}{\epsilon \delta} + L^8 / \epsilon^6 \cdot \log^3 \frac{L}{\epsilon \delta} \right) = O \left( \frac{L^8}{\epsilon^6} \cdot \log^3 \frac{L}{\epsilon \delta} \right).
\]
Hence, the total time to compute vectors $Y^{(h)}_j(x)$ for all $h = 1, 2, \ldots L$ and all $j = 0, 1, 2, \ldots 2p' + 1$ is $O \left( \frac{L^3}{\epsilon^2} \cdot \log^3 \frac{L}{\delta} \right)$. The total runtime of the NTK Sketch is obtained by summing up these three contributions.

Now we are ready to prove the main theorem on the NTK Sketch.

**Proof of Theorem 2**: Let $\psi^{(L)} : \mathbb{R}^d \to \mathbb{R}^s$ for $s = O \left( \frac{L^2}{\epsilon^2} \cdot \log^2 \frac{L}{\delta} \right)$ be the mapping defined in (12) of Definition 3.2. By (13), the NTK Sketch $\Psi^{(L)}_{ntk}(x)$ is defined as

$$
\Psi^{(L)}_{ntk}(x) := \|x\|_2 \cdot G \cdot \psi^{(L)}(x).
$$

Because $G$ is a matrix of i.i.d normal entries with $s^* = C \cdot \frac{1}{\epsilon^2} \cdot \log \frac{1}{\delta}$ rows for large enough constant $C$, by [DC03], $G$ is a JL transform and hence $\Psi^{(L)}_{ntk}$ satisfies the following,

$$
\Pr \left[ \left\langle \Psi^{(L)}_{ntk}(y), \Psi^{(L)}_{ntk}(z) \right\rangle - \|y\|_2 \|z\|_2 \cdot \left\langle \psi^{(L)}(y), \psi^{(L)}(z) \right\rangle \leq O(\epsilon) \cdot A \right] \geq 1 - O(\delta),
$$

where $A := \|y\|_2 \|z\|_2 \left\| \psi^{(L)}(y) \right\|_2 \left\| \psi^{(L)}(z) \right\|_2$. By Lemma 5 and using the fact that $K^{(L)}_{\text{relu}}(1) = L + 1$, the following bounds hold with probability at least $1 - O(\delta)$:

$$
\left\| \psi^{(L)}(y) \right\|_2^2 \leq \frac{11}{10} \cdot (L + 1), \text{ and } \left\| \psi^{(L)}(z) \right\|_2^2 \leq \frac{11}{10} \cdot (L + 1).
$$

Therefore, by union bound we find that,

$$
\Pr \left[ \left\langle \Psi_{ntk}^{(L)}(y), \Psi_{ntk}^{(L)}(z) \right\rangle - \|y\|_2 \|z\|_2 \cdot \left\langle \psi^{(L)}(y), \psi^{(L)}(z) \right\rangle \leq O(\epsilon \ell) \cdot \|y\|_2 \|z\|_2 \right] \geq 1 - O(\delta).
$$

Additionally, by Lemma 5, the following holds with probability at least $1 - O(\delta)$:

$$
\left\langle \psi^{(L)}(y), \psi^{(L)}(z) \right\rangle - K^{(L)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \leq \frac{\ell(L + 1)}{10}.
$$

Hence by union bound and triangle inequality we have,

$$
\Pr \left[ \left\langle \Psi_{ntk}^{(L)}(y), \Psi_{ntk}^{(L)}(z) \right\rangle - \|y\|_2 \|z\|_2 \cdot K^{(L)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) \leq \frac{\ell(L + 1)}{9} \cdot \|y\|_2 \|z\|_2 \right] \geq 1 - O(\delta).
$$

Now note that by Theorem 1, $\|y\|_2 \|z\|_2 \cdot K^{(L)}_{\text{relu}} \left( \frac{\langle y, z \rangle}{\|y\|_2 \|z\|_2} \right) = \Theta^{(L)}_{ntk}(y, z)$, and also note that for every $L \geq 2$ and any $\alpha \in [-1, 1]$, $K^{(L)}_{\text{relu}}(\alpha) \geq (L + 1)/9$, therefore,

$$
\Pr \left[ \left\langle \Psi_{ntk}^{(L)}(y), \Psi_{ntk}^{(L)}(z) \right\rangle - \Theta^{(L)}_{ntk}(y, z) \right\rangle \leq \epsilon \cdot \Theta^{(L)}_{ntk}(y, z) \right] \geq 1 - \delta.
$$

**Remark on the fact that $K^{(L)}_{\text{relu}}(\alpha) \geq (L + 1)/9$ for every $L \geq 2$ and any $\alpha \in [-1, 1]$.**

Note that from the definition of $\Sigma^{(h)}_{\text{relu}}$ in [5], we have that for any $\alpha \in [-1, 1]$: $\Sigma^{(0)}_{\text{relu}}(\alpha) \geq -1$, $\Sigma^{(1)}_{\text{relu}}(\alpha) \geq 0$, $\Sigma^{(2)}_{\text{relu}}(\alpha) \geq \frac{1}{\pi}$, and $\Sigma^{(h)}_{\text{relu}}(\alpha) \geq \frac{1}{2}$ for every $h \geq 3$ because $\kappa_1(\cdot)$ is a monotonically increasing function on the interval $[-1, 1]$. Moreover, using the definition of $\Sigma^{(h)}_{\text{relu}}$ in [6], we have that for any $\alpha \in [-1, 1]$: $\Sigma^{(1)}_{\text{relu}}(\alpha) \geq 0$, $\Sigma^{(2)}_{\text{relu}}(\alpha) \geq \frac{1}{2}$, and $\Sigma^{(h)}_{\text{relu}}(\alpha) \geq \frac{3}{2}$ for every $h \geq 3$ because $\kappa_1(\cdot)$ is a monotonically increasing function on the interval $[-1, 1]$. By an inductive proof and using the definition of $K^{(L)}_{\text{relu}}$ in [7], we can show that $K^{(L)}_{\text{relu}}(\alpha) \geq (L + 1)/9$ for every $L \geq 2$ and any $\alpha \in [-1, 1].$

**Runtime:** By Lemma 6, time to compute the NTK Sketch is $O \left( \frac{L^2}{\epsilon^3} \cdot \log^3 \frac{L}{\delta} + \frac{L^3}{\epsilon^2} \log \frac{L}{\delta} \cdot \text{nnz}(x) \right)$.
D ReLU-CNTK: Expression and Main Properties

In this section we prove that Definition 4.1 computes the CNTK kernel function corresponding to ReLU activation and additionally, we present useful corollaries and consequences of this fact. We start by restating the DP proposed in [ADH19b] for computing the L-layered CNTK kernel corresponding to an arbitrary activation function $\sigma : \mathbb{R} \to \mathbb{R}$ and convolutional filters of size $q \times q$, with global average pooling (GAP):

1. Let $y, z \in \mathbb{R}^{d_1 \times d_2 \times c}$ be two input images, where $c$ is the number of channels ($c = 3$ for standard color images). Define $\Gamma^{(0)} : \mathbb{R}^{d_1 \times d_2 \times c} \times \mathbb{R}^{d_1 \times d_2 \times c} \to \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2}$ and $\Sigma^{(0)} : \mathbb{R}^{d_1 \times d_2 \times c} \times \mathbb{R}^{d_1 \times d_2 \times c} \to \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2}$ as follows for every $i, i' \in [d_1]$ and $j, j' \in [d_2]$:

$$\Gamma^{(0)}(y, z) := \sum_{l=1}^{c} y_{i;\cdot;\cdot} \otimes z_{i;\cdot;\cdot}, \quad \text{and} \quad \Sigma^{(0)}_{i,i',j,j'}(y, z) := \sum_{a=-q^{-1}}^{q^{2}} \sum_{b=-q^{-1}}^{q^{2}} \Gamma^{(0)}_{i+a,j+b,i'+a,j'+b}(y, z). \quad (44)$$

2. For every layer $h = 1, 2, \ldots, L$ of the network and every $i, i' \in [d_1]$ and $j, j' \in [d_2]$, define $\Gamma^{(h)} : \mathbb{R}^{d_1 \times d_2 \times c} \times \mathbb{R}^{d_1 \times d_2 \times c} \to \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2}$ recursively as:

$$\begin{align*}
\Lambda^{(h)}_{i,j,i',j'}(y, z) := & \begin{pmatrix}
\Sigma^{(h-1)}_{i,j,i,j}(y, z) & \Sigma^{(h-1)}_{i,j',i',j'}(y, z) \\
\Sigma^{(h-1)}_{i',j,i,j}(z, y) & \Sigma^{(h-1)}_{i',j',i',j'}(z, y)
\end{pmatrix}, \\
\Gamma^{(h)}_{i,j,i',j'}(y, z) := & \frac{1}{q^2} \cdot E_{u \sim N(0,1)} \left[ \left| \sigma(w) \right|^2 \right] \cdot E_{(u,v) \sim N(0,0)} \left[ \sigma(u) \cdot \sigma(v) \right], \\
\Sigma^{(h)}_{i,j,i',j'}(y, z) := & \sum_{a=-q^{-1}}^{q^{2}} \sum_{b=-q^{-1}}^{q^{2}} \Gamma^{(h)}_{i+a,j+b,i'+a,j'+b}(y, z),
\end{align*}$$

3. For every $h = 1, 2, \ldots, L$, every $i, i' \in [d_1]$ and $j, j' \in [d_2]$, define $\hat{\Gamma}^{(h)}(y, z) \in \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2}$ as:

$$\begin{align*}
\hat{\Gamma}^{(h)}_{i,j,i',j'}(y, z) := & \frac{1}{q^2} \cdot E_{u \sim N(0,1)} \left[ \left| \sigma(w) \right|^2 \right] \cdot E_{(u,v) \sim N(0,0)} \left[ \hat{\sigma}(u) \cdot \hat{\sigma}(v) \right]. \\
\end{align*}$$

4. Let $\Pi^{(0)}(y, z) := 0$ and for every $h = 1, 2, \ldots, L - 1$, every $i, i' \in [d_1]$ and $j, j' \in [d_2]$, define $\Pi^{(h)} : \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2} \times \mathbb{R}^{d_1 \times d_2 \times c} \to \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2}$ recursively as:

$$\Pi^{(h)}_{i,j,i',j'}(y, z) := \sum_{a=-q^{-1}}^{q^{2}} \sum_{b=-q^{-1}}^{q^{2}} \left[ \Pi^{(h-1)}(y, z) \odot \hat{\Gamma}^{(h)}(y, z) + \Gamma^{(h)}(y, z) \right]_{i+a,j+b,i'+a,j'+b}, \quad (47)$$

also let $\Pi^{(L)}(y, z) := \Pi^{(L-1)}(y, z) \odot \Gamma^{(L)}(y, z)$.

5. The final CNTK expression is defined as:

$$\Theta^{(L)}_{cntk}(y, z) := \frac{1}{d_1^2 d_2^2} \cdot \sum_{i,i' \in [d_1]} \sum_{j,j' \in [d_2]} \Pi^{(L)}_{i,j,i',j'}(y, z). \quad (48)$$

In what follows we prove that the procedure in Definition 4.1 precisely computes the CNTK kernel function corresponding to ReLU activation and additionally, we present useful corollaries and consequences of this fact.
Lemma 7. For every positive integers \(d_1, d_2, c\), odd integer \(q\), and every integer \(h \geq 0\), if the activation function is ReLU \(\sigma(\alpha) = \max(\alpha, 0)\), then the tensor covariances \(\Gamma^{(h)}(y, z) : \mathbb{R}^{d_1 \times d_2 \times c} \times \mathbb{R}^{d_1 \times d_2 \times c} \rightarrow \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2}\) defined in (45) and (46), are precisely equal to the tensor covariances defined in (15) and (16) of Definition 4.1, respectively.

Proof. To prove the lemma, we first show by induction on \(h = 1, 2, \ldots\) that \(\Sigma_{i,j}^{(h-1)}(x, x)\) for every \(x \in \mathbb{R}^{d_1 \times d_2 \times c}\) and every \(i \in [d_1]\) and \(j \in [d_2]\), where \(\Sigma^{(h-1)}(x, x)\) is defined as per (44) and (45). The base of induction trivially holds for \(h = 1\) because by definition of \(\Sigma^{(1)}(x, x)\) and (44) we have,

\[
N_{i,j}^{(1)}(x) = \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} |x_{i+a,j+b}|^2 = \Sigma_{i,j,i,j}^{(0)}(x, x).
\]

To prove the inductive step, suppose that the inductive hypothesis \(\Sigma_{i,j}^{(h-1)}(x, x)\) holds for some \(h \geq 2\). Now we show that conditioned on the inductive hypothesis, the inductive claim holds. By (45), we have,

\[
\begin{align*}
\Sigma_{i,j,i,j}^{(h-1)}(x, x) &= \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \Gamma_{i+a,j+b,i+a,j+b}^{(h-1)}(x, x) \\
&= \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} E_{u,v} \sim N\left(0, \sigma^{(h-1)}(x, x) + \sigma(u) \cdot \sigma(v)\right) \|\sigma(u)\|^2 \\
&= \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} E_{u,v} \sim N\left(0, \Sigma_{i+a,j+b,i+a,j+b}^{(h-2)}(x, x)\right) \|\max(0, u)\|^2 \\
&= \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \frac{1}{q^2} \cdot \Sigma_{i+a,j+b,i+a,j+b}^{(h-2)}(x, x) \\
&= \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \frac{1}{q^2} \cdot N_{i+a,j+b}^{(h-1)}(x, x) \equiv N_{i,j}^{(h)}(x). \quad \text{(by (14))}
\end{align*}
\]

Therefore, this proves that \(N_{i,j}^{(h)}(x) \equiv \Sigma_{i,j,i,j}^{(h-1)}(x, x)\) for every \(x\) and every integer \(h \geq 1\).

Now, note that the \(2 \times 2\) covariance matrix \(\Lambda_{i,j,i',j'}^{(h)}(y, z)\), defined in (45), can be decomposed as \(\Lambda_{i,j,i',j'}^{(h)}(y, z) = \begin{pmatrix} f^T & g \end{pmatrix} \begin{pmatrix} f & g \end{pmatrix}\), where \(f, g \in \mathbb{R}^2\). Also note that \(\|f\|_2^2 = \Sigma_{i,j,i,j}^{(h-1)}(y, y)\) and \(\|g\|_2^2 = \Sigma_{i',j',i',j'}^{(h-1)}(z, z)\), hence, by what we proved above, we have,

\[
\|f\|_2^2 = N_{i,j}^{(h)}(y), \quad \|g\|_2^2 = N_{i',j'}^{(h)}(z).
\]
Therefore, by Claim 1 we can write:

\[
\Gamma_{i,j,i',j'}^{(h)}(y,z) = \frac{1}{q^2 \cdot \mathbb{E}_{w \sim \mathcal{N}(0,1)}[\sigma(w)^2]} \cdot \mathbb{E}_{(u,v) \sim \mathcal{N}(0,\Lambda^{(h)}_{i,j,i',j'}(y,z))}[\sigma(u) \cdot \sigma(v)]
\]

\[
= \frac{1}{q^2 \cdot \mathbb{E}_{w \sim \mathcal{N}(0,1)}[\sigma(w)^2]} \cdot \mathbb{E}_{u \sim \mathcal{N}(0,I_d)}[\sigma(u^\top f) \cdot \sigma(u^\top g)]
\]

\[
= 2 \cdot \|f\|_2 \cdot \|g\|_2 \cdot \frac{1}{q^2 \cdot \kappa_1(1)} \cdot \kappa_1(\frac{\langle f, g \rangle}{\|f\|_2 \cdot \|g\|_2})
\]

\[
= \sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)} \cdot \frac{\sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \Gamma^{(h-1)}_{i+a,j+b,i'+a',j'+b}(y,z)}{q^2 \cdot \kappa_1(1)}
\]

where the third line follows from Claim 1 and fourth line follows because we have \(\langle f, g \rangle = \sum_{i,j,i',j'}^{(h-1)}(y,z)\). The fifth line above follows from (15). This proves the equivalence between the tensor covariance defined in (15) and the one defined in (15) of Definition 4.1. Similarly, by using Claim 1 we can prove the statement of the lemma about \(\hat{\Gamma}_{i,j,i',j'}^{(h)}(y,z)\) as follows,

\[
\hat{\Gamma}_{i,j,i',j'}^{(h)}(y,z) = \frac{1}{q^2 \cdot \mathbb{E}_{w \sim \mathcal{N}(0,1)}[\sigma(w)^2]} \cdot \mathbb{E}_{(u,v) \sim \mathcal{N}(0,\Lambda^{(h)}_{i,j,i',j'}(y,z))}[\hat{\sigma}(u) \cdot \hat{\sigma}(v)]
\]

\[
= \frac{1}{q^2 \cdot \mathbb{E}_{w \sim \mathcal{N}(0,1)}[\sigma(w)^2]} \cdot \mathbb{E}_{u \sim \mathcal{N}(0,I_d)}[\hat{\sigma}(u^\top f) \cdot \hat{\sigma}(u^\top g)]
\]

\[
= 2 \cdot \|f\|_2 \cdot \|g\|_2 \cdot \frac{1}{q^2 \cdot \kappa_1(1)} \cdot \kappa_1(\frac{\langle f, g \rangle}{\|f\|_2 \cdot \|g\|_2})
\]

\[
= \sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)} \cdot \frac{\sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \Gamma^{(h-1)}_{i+a,j+b,i'+a',j'+b}(y,z)}{q^2 \cdot \kappa_0(1)}
\]

\[
= \frac{1}{q^2 \cdot \kappa_0(1)} \cdot \frac{\sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \Gamma^{(h-1)}_{i+a,j+b,i'+a',j'+b}(y,z)}{\sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)}}
\]

\[
= \frac{1}{q^2 \cdot \kappa_0(1)} \left( \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \Gamma^{(h-1)}_{i+a,j+b,i'+a',j'+b}(y,z) \right)
\]

\[
\leq \frac{\sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)}}{q^2}
\]

\[
\square
\]

**Corollary 2** (Consequence of Lemma 7). Consider the preconditions of Lemma 7. For every \(x \in \mathbb{R}^{d_1 \times d_2 \times c}\), \(N_{i,j}^{(h)}(x) \equiv \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \Gamma^{(h-1)}_{i+a,j+b,i'+a',j'+b}(x,x)\).

We describes some of the basic properties of the function \(\Gamma^{(h)}(y,z)\) defined in (15) in the following lemma.

**Lemma 8** (Properties of \(\Gamma^{(h)}(y,z)\)). For every images \(y, z \in \mathbb{R}^{d_1 \times d_2 \times c}\), every integer \(h \geq 0\) and every \(i, i' \in [d_1]\) and \(j, j' \in [d_2]\) the following properties are satisfied by functions \(\Gamma^{(h)}\) and \(N^{(h)}\) defined in (15) and (14) of Definition 4.1.

1. Cauchy–Schwarz inequality: \(|\Gamma_{i,j,i',j'}^{(h)}(y,z)| \leq \frac{\sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)}}{q^2}\).
2. **Norm value:** \( \Gamma_{i,j,i,j}^{(h)}(y, y) = \frac{N_{i,j}^{(h)}(y)}{q^2} \geq 0. \)

**Proof.** We prove the lemma by induction on \( h \). The **base of induction** corresponds to \( h = 0 \). In the base case, by \( \square \) and \( \square \) and Cauchy–Schwarz inequality, we have

\[
\left| \Gamma_{i,j,i,j}^{(0)}(y, z) \right| \leq \sqrt{\sum_{l=1}^{c} |y_{i,j,l}|^2 \cdot \sum_{l=1}^{c} |z_{i',j',l}|^2} = \sqrt{N_{i,j}^{(0)}(y) \cdot N_{i',j',j}^{(0)}(z)}.
\]

This proves the base for the first statement. Additionally we have, \( \Gamma_{i,j,i,j}^{(0)}(y, y) = \sum_{l=1}^{c} y_{i,j,l}^2 = \frac{N_{i,j}^{(0)}(y)}{q^2} \geq 0 \) which proves the base for the second statement of the lemma. Now, in order to prove the inductive step, suppose that statements of the lemma hold for \( h - 1 \), where \( h \geq 1 \). Then, conditioned on this, we prove that the lemma holds for \( h \). First note that by conditioning on the inductive hypothesis, applying Cauchy–Schwarz inequality, and using the definition of \( N^{(h)} \) in \( \square \), we can write

\[
\left| \sum_{a=-q^{-1}}^{q^{-1}} \sum_{b=-q^{-1}}^{q^{-1}} \sum_{c=-q^{-1}}^{0} \frac{\Gamma_{i+a,j+b,i'+a,j'+b}^{(h-1)}(y, z)}{\sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j',j}^{(h)}}} \right| \leq \sum_{a=-q^{-1}}^{q^{-1}} \sum_{b=-q^{-1}}^{q^{-1}} \sum_{c=-q^{-1}}^{0} \frac{\sqrt{N_{i+a,j+b}^{(h-1)}(y) \cdot N_{i'+a,j'+b}^{(h-1)}(z)}}{q^2} \frac{N_{i,j}^{(h)}(y) \cdot N_{i',j',j}^{(h)}}{q^2} \leq 1.
\]

Thus, by monotonicity of function \( \kappa_1 : [-1, 1] \rightarrow \mathbb{R} \), we can write,

\[
\left| \Gamma_{i,j,i,j}^{(h)}(y, z) \right| \leq \frac{\sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j',j}^{(h)}}}{q^2} \cdot \kappa_1 \left( \frac{\sum_{a=-q^{-1}}^{q^{-1}} \sum_{b=-q^{-1}}^{q^{-1}} \sum_{c=-q^{-1}}^{0} \frac{\Gamma_{i+a,j+b,i'+a,j'+b}^{(h-1)}(y, z)}{\sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j',j}^{(h)}}}}{q^2} \right) \leq \frac{\sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j',j}^{(h)}}}{q^2} \cdot \kappa_1(1)
\]

where the second line above follows because of the fact that \( \kappa_1(\cdot) \) is a monotonically increasing function. This completes the inductive step for the first statement of lemma. Now we prove the inductive step for the second statement as follows,

\[
\Gamma_{i,j,i,j}^{(h)}(y, y) = \frac{N_{i,j}^{(h)}(y)}{q^2} \cdot \kappa_1 \left( \frac{\sum_{a=-q^{-1}}^{q^{-1}} \sum_{b=-q^{-1}}^{q^{-1}} \sum_{c=-q^{-1}}^{0} \frac{\Gamma_{i+a,j+b,i+a,j+b}^{(h-1)}(y, y)}{\sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j',j}^{(h)}}}}{q^2} \right) \leq \frac{N_{i,j}^{(h)}(y)}{q^2} \cdot \kappa_1(1)
\]

\[
= \frac{N_{i,j}^{(h)}(y)}{q^2} \geq 0,
\]
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where we used Corollary 2 to conclude that \( \sum_{a=-q-1}^{q-1} \sum_{b=-q-1}^{q-1} \Gamma_{i+a,j+b,i+a,j+b}^{(h-1)}(y,y) = N_{i,j}^{(h)}(y) \) and then used the fact that \( N_{i,j}^{(h)}(y) \) is non-negative. This completes the inductive proof of the lemma.

We also describe some of the basic properties of the function \( \hat{\Gamma}^{(h)}(y,z) \) defined in (16) in the following lemma,

**Lemma 9** (Properties of \( \hat{\Gamma}^{(h)}(y,z) \)). For every images \( y, z \in \mathbb{R}^{d_1 \times d_2 \times \infty} \), every integer \( h \geq 0 \) and every \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \) the following properties are satisfied by function \( \hat{\Gamma}^{(h)} \) defined in (16) of Definition 4.4:

1. **Cauchy–Schwarz inequality**: \( |\hat{\Gamma}^{(h)}_{i,j,i',j'}(y,z)| \leq \frac{1}{q^2} \).

2. **Norm value**: \( \hat{\Gamma}^{(h)}_{i,j,i',j'}(y,y) = \frac{1}{q^2} \geq 0 \).

**Proof.** First, note that by Lemma 8 and the definition of \( N^{(h)} \) in (14), we have,

\[
\left| \sum_{a=-q-1}^{q-1} \sum_{b=-q-1}^{q-1} \frac{\Gamma_{i+a+j+b,i+j+b}^{(h-1)}(y,z)}{\sqrt{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)}} \right| \leq \frac{1}{q^2} \left| \sum_{a=-q-1}^{q-1} \sum_{b=-q-1}^{q-1} \frac{N_{i+a,j+b}^{(h-1)}(y)}{\sqrt{q^2}} \cdot \frac{N_{i'+j'+b}^{(h-1)}(z)}{\sqrt{q^2}} \right| \leq 1.
\]

Thus, by monotonicity of function \( \kappa_0 : [-1,1] \rightarrow \mathbb{R} \) and using (16), we can write, \( \hat{\Gamma}^{(h)}_{i,j,i',j'}(y,z) \leq \frac{1}{q^2} \cdot \kappa_0(1) = \frac{1}{q^2} \). Moreover, the equality is achieved when \( y = z \) and \( i = i' \) and \( j = j' \). This proves both statements of the lemma. \( \square \)

We also need to use some properties of \( \Pi^{(h)}(y,z) \) defined in (17) and (18). We present these properties in the next lemma,

**Lemma 10** (Properties of \( \Pi^{(h)} \)). For every images \( y, z \in \mathbb{R}^{d_1 \times d_2 \times \infty} \), every integer \( h \geq 0 \) and every \( i \in [d_1] \) and \( j \in [d_2] \) the following properties are satisfied by the function \( \Pi^{(h)} \) defined in (17) and (18) of Definition 4.4:

1. **Cauchy–Schwarz inequality**: \( \Pi_{i,j,i',j'}^{(h)}(y,z) \leq \sqrt{\Pi_{i,j,i,j}^{(h)}(y,y) \cdot \Pi_{i',j',j',j'}^{(h)}(z,z)} \).

2. **Norm value**: \( \Pi_{i,j,i,j}^{(h)}(y,y) = \begin{cases} h \cdot N_{i,j}^{(h+1)}(y) & \text{if } h < L \\ \frac{L-1}{q^2} \cdot N_{i,j}^{(L)}(y) & \text{if } h = L \end{cases} \).

**Proof.** The proof is by induction on \( h \). The base of induction corresponds to \( h = 0 \). By definition of \( \Pi_{i,j,i,j}^{(0)} = 0 \) in (17), the base of induction for both statements of the lemma follow immediately.

Now we prove the inductive hypothesis. Suppose that the lemma statement holds for \( h-1 \). We prove that conditioned on this, the statements of the lemma hold for \( h \). There are two cases. The first case corresponds to \( h < L \). In this case, by definition of \( \Pi_{i,j,i,j}^{(h)}(x,x) \) in (17) and using
Lemma 8 and Lemma 9 we can write,
\[
\left| \Pi_{i,j,i',j'}^{(h)}(y, z) \right| = \left| \Pi_{i,j,i',j'}^{(h-1)}(y, z) \odot \hat{\Gamma}^{(h)}(y, z) + \Gamma^{(h)}(y, z) \right|_{i+a,j+b,i'+a,j'+b} \\
\leq \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sqrt{\Pi_{i+a,j+b,i+a,j+b}^{(h-1)}(y, y) \cdot \Pi_{i+a,j+b,i+a,j+b}^{(h-1)}(z, z) + \frac{N^{(h)}_{i+a,j+b}(y) \cdot N^{(h)}_{i+a,j+b}(z)}{q^2}} \\
\leq \sqrt{\Pi_{i,j,i,j}^{(h)}(y, y) \cdot \Pi_{i',j',i',j'}^{(h)}(z, z)}
\]
where the second line above follows from inductive hypothesis along with Lemma 8 and Lemma 9. The third and fourth lines above follow by Cauchy–Schwarz inequality. The second case corresponds to \( h = L \). In this case, by definition of \( \Pi_{i,j,i',j'}^{(L)}(y, z) \) in (18) and using Lemma 8 and Lemma 9 along with the inductive hypothesis we can write,
\[
\left| \Pi_{i,j,i',j'}^{(L)}(y, z) \right| = \left| \Pi_{i,j,i',j'}^{(L-1)}(y, z) \cdot \hat{\Gamma}^{(L)}_{i,j,i',j'}(y, z) \right| \\
\leq \sqrt{\Pi_{i,j,i,j}^{(L-1)}(y, y) \cdot \Pi_{i',j',i',j'}^{(L-1)}(z, z) + \frac{N^{(L)}_{i,j,i,j}(y) \cdot N^{(L)}_{i',j',i',j'}(z, z)}{q^2}} \\
= \sqrt{\Pi_{i,j,i,j}^{(L)}(y, y) \cdot \Pi_{i',j',i',j'}^{(L)}(z, z)},
\]
where the second line above follows from inductive hypothesis along with Lemma 9. This completes the inductive step and in turn proves the first statement of the lemma.

To prove the inductive step for the second statement of lemma we consider two cases again. The first case is \( h < L \). In this case, note that by using inductive hypothesis together with Lemma 8 and Lemma 9 we can write,
\[
\Pi_{i,j,i,j}^{(h)}(y, y) = \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \left[ \Pi_{i+j,b,i+a,j+b}^{(h-1)}(y, y) \odot \hat{\Gamma}^{(h)}(y, y) + \Gamma^{(h)}(y, y) \right] \\
= \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \left( h - 1 \right) \cdot N^{(h)}_{i+a,j+b}(y) + \frac{N^{(h)}_{i+a,j+b}(y)}{q^2} \\
= h \cdot \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \frac{N^{(h)}_{i+a,j+b}(y)}{q^2} \\
= h \cdot N^{(h+1)}_{i,j}(y),
\]
where the last line above follows from definition of \( N^{(h)} \) in (14). The second case corresponds to \( h = L \). In this case, by inductive hypothesis together with Lemma 8 and Lemma 9 we can write,
\[
\Pi_{i,j,i,j}^{(L)}(y, y) = \Pi_{i,j,i,j}^{(L-1)}(y, y) \cdot \hat{\Gamma}^{(L)}_{i,j,i,j}(y, y) \\
= (L - 1) \cdot N^{(L)}_{i,j}(y) \\
= (L - 1) \cdot N^{(L)}_{i,j}(y).
\]
This completes the inductive step for the second statement and in turn proves the second statement of the lemma.

\[ \square \]

E  CNTK Sketch: Claims and Invariants

In this section we prove our main result on sketching the CNTK kernel, i.e., Theorem 3. In the following lemma, we analyze the correctness of the CNTK Sketch method by giving the invariants that the algorithm maintains at all times,

Lemma 11 (Invariants of the CNTK Sketch). For every positive integers \( d_1, d_2, c, \) and \( L \), every \( \epsilon, \delta > 0 \), every images \( y, z \in \mathbb{R}^{d_1 \times d_2 \times c} \), if we let \( N^{(h)} : \mathbb{R}^{d_1 \times d_2 \times c} \to \mathbb{R}^{d_1 \times d_2}, \Gamma^{(h)}(y, z) \in \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2} \) and \( \Pi^{(h)}(y, z) \in \mathbb{R}^{d_1 \times d_2 \times d_1 \times d_2} \) be the tensor functions defined in (14), (15), (17), and (18) of Definition 4.2 respectively, then with probability at least \( 1 - \delta \) the following invariants are maintained simultaneously for all \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \) and every \( h = 0, 1, 2, \ldots, L \): 

1. The mapping \( \phi^{(h)}_{i,j}(\cdot) \) computed by the CNTK Sketch algorithm in (20) and (21) of Definition 4.2 satisfy the following,

\[
\left| \left\langle \phi^{(h)}_{i,j}(y), \phi^{(h)}_{i',j'}(z) \right\rangle - \Gamma^{(h)}_{i,j,i',j'}(y, z) \right| \leq (h + 1) \cdot \frac{\epsilon^2}{60L^3} \cdot \sqrt{N^{(h)}_{i,j}(y) \cdot N^{(h)}_{i',j'}(z)}.
\]

2. The mapping \( \psi^{(h)}_{i,j}(\cdot) \) computed by the CNTK Sketch algorithm in (23) and (24) of Definition 4.2 satisfy the following,

\[
\left| \left\langle \psi^{(h)}_{i,j}(y), \psi^{(h)}_{i',j'}(z) \right\rangle - \Pi^{(h)}_{i,j,i',j'}(y, z) \right| \leq \begin{cases} 
\frac{\epsilon^2}{10} \cdot \frac{h^2}{L+1} \cdot \sqrt{N^{(h+1)}_{i,j}(y) \cdot N^{(h+1)}_{i',j'}(z)} & \text{if } h < L \\
\frac{\epsilon^2}{10} \cdot \frac{L-1}{q^2} \cdot \sqrt{N^{(L)}_{i,j}(y) \cdot N^{(L)}_{i',j'}(z)} & \text{if } h = L.
\end{cases}
\]

Proof. The proof is by induction on the value of \( h = 0, 1, 2, \ldots, L \). More formally, consider the following statements for every \( h = 0, 1, 2, \ldots, L \):

**P\(_1(h)\)**: Simultaneously for all \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \):

\[
\begin{align*}
\left| \left\langle \phi^{(h)}_{i,j}(y), \phi^{(h)}_{i',j'}(z) \right\rangle - \Gamma^{(h)}_{i,j,i',j'}(y, z) \right| & \leq (h + 1) \cdot \frac{\epsilon^2}{60L^3} \cdot \sqrt{N^{(h)}_{i,j}(y) \cdot N^{(h)}_{i',j'}(z)} \\
\left\| \phi^{(h)}_{i,j}(y) \right\|_2 - \Gamma^{(h)}_{i,j,i,j}(y, y) & \leq \frac{(h + 1) \cdot \epsilon^2}{60L^3} \cdot \frac{N^{(h)}_{i,j}(y)}{q^2}, \\
\left\| \phi^{(h)}_{i',j'}(z) \right\|_2 - \Gamma^{(h)}_{i',j',i',j'}(z, z) & \leq \frac{(h + 1) \cdot \epsilon^2}{60L^3} \cdot \frac{N^{(h)}_{i',j'}(z)}{q^2}.
\end{align*}
\]

**P\(_2(h)\)**: Simultaneously for all \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \):

\[
\begin{align*}
\left| \left\langle \psi^{(h)}_{i,j}(y), \psi^{(h)}_{i',j'}(z) \right\rangle - \Pi^{(h)}_{i,j,i',j'}(y, z) \right| & \leq \begin{cases} 
\frac{\epsilon^2}{10} \cdot \frac{h^2}{L+1} \cdot \sqrt{N^{(h+1)}_{i,j}(y) \cdot N^{(h+1)}_{i',j'}(z)} & \text{if } h < L \\
\frac{\epsilon^2}{10} \cdot \frac{L-1}{q^2} \cdot \sqrt{N^{(L)}_{i,j}(y) \cdot N^{(L)}_{i',j'}(z)} & \text{if } h = L
\end{cases}, \\
\left\| \psi^{(h)}_{i,j}(y) \right\|_2 - \Pi^{(h)}_{i,j,i,j}(y, y) & \leq \frac{\epsilon^2}{10} \cdot \frac{h^2}{L+1} \cdot N^{(h+1)}_{i,j}(y), \\
\left\| \psi^{(h)}_{i',j'}(z) \right\|_2 - \Pi^{(h)}_{i',j',i',j'}(z, z) & \leq \frac{\epsilon^2}{10} \cdot \frac{h^2}{L+1} \cdot N^{(h+1)}_{i',j'}(z).
\end{align*}
\]
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We prove that probabilities \( \Pr[P_1(0)] \) and \( \Pr[P_2(0)|P_1(0)] \) are both greater than \( 1 - O(\delta/L) \). Additionally, for every \( h = 1, 2, \ldots, L \), we prove that the conditional probabilities \( \Pr[P_1(h)|P_1(h-1)] \) and \( \Pr[P_2(h)|P_2(h-1), P_1(h), P_1(h-1)] \) are greater than \( 1 - O(\delta/L) \).

The base of induction corresponds to \( h = 0 \). By (20), \( \phi_{i,j}^{(0)}(y) = S \cdot y_{(i,j,:)} \) and \( \phi_{i',j'}^{(0)}(z) = S \cdot z_{(i',j',:)} \), thus, Lemma 1 implies the following

\[
\Pr \left[ \left\| \phi_{i,j}^{(0)}(y), \phi_{i',j'}^{(0)}(z) \right\| - \left\langle y_{(i,j,:)}, z_{(i',j',:)} \right\rangle \geq O \left( \frac{\epsilon^2}{L^3} \right) \cdot \|y_{(i,j,:)}\|_2 \|z_{(i',j',:)}\|_2 \right] \geq 1 - O \left( \frac{\delta}{d_1^2 d_2^2 L} \right),
\]

therefore, by using (14) and (15) we have

\[
\Pr \left[ \left\| \phi_{i,j}^{(0)}(y), \phi_{i',j'}^{(0)}(z) \right\| - \Gamma_{i,j,i',j'}^{(0)}(y, z) \geq O \left( \frac{\epsilon^2}{L^3} \right) \cdot \frac{\sqrt{N_{i,j}^{(0)}(y) \cdot N_{i',j'}^{(0)}(z)}}{q^2} \right] \geq 1 - O \left( \frac{\delta}{d_1^2 d_2^2 L} \right).
\]

Similarly, we can prove that with probability at least \( 1 - O \left( \frac{\delta}{d_1^2 d_2^2 L} \right) \), the following hold

\[
\left\| \phi_{i,j}^{(0)}(y) \right\|_2 \leq O \left( \frac{\epsilon^2}{L^3} \right) \cdot \frac{N_{i,j}^{(0)}(y)}{q^2},
\]

\[
\left\| \phi_{i',j'}^{(0)}(z) \right\|_2 \leq O \left( \frac{\epsilon^2}{L^3} \right) \cdot \frac{N_{i',j'}^{(0)}(z)}{q^2}.
\]

By union bounding over all \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \), this proves the base of induction for statement \( P_1(h) \), i.e., \( \Pr[P_1(0)] \geq 1 - O(\delta/L) \).

Moreover, by (23), we have that \( \psi_{i,j}^{(0)}(y) = 0 \) and \( \psi_{i',j'}^{(0)}(z) = 0 \), thus, by (17), it trivially holds that \( \Pr[P_2(0)|P_1(0)] = 1 \geq 1 - O(\delta/L) \). This completes the base of induction.

Now, we proceed to prove the inductive step. That is, by assuming the inductive hypothesis for \( h - 1 \), we prove that statements \( P_1(h) \) and \( P_2(h) \) hold. More precisely, first we condition on the statement \( P_1(h-1) \) being true for some \( h \geq 1 \), and then prove that \( P_1(h) \) holds with probability at least \( 1 - O(\delta/L) \). Next we show that conditioned on statements \( P_2(h-1), P_1(h), P_1(h-1) \) being true, \( P_2(h) \) holds with probability at least \( 1 - O(\delta/L) \). This will complete the induction.

First, note that by Lemma 1 union bound, and using (21), the following holds simultaneously for all \( i, i' \in [d_1] \) and all \( j, j' \in [d_2] \), with probability at least \( 1 - O \left( \frac{\delta}{L} \right) \),

\[
\left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle - \left\langle N_{i,j}^{(h)}(y)N_{i',j'}^{(h)}(z) \right\rangle \geq O \left( \frac{\epsilon^2}{L^3} \right) \cdot \sum_{l=0}^{2p+2} c_l \left\langle \left[ Z_{i,j}^{(h)}(y) \right]_l, \left[ Z_{i',j'}^{(h)}(z) \right]_l \right\rangle \leq O \left( \frac{\epsilon^2}{L^3} \right) \cdot A,
\]

where \( A := \frac{\sqrt{N_{i,j}^{(h)}(y)N_{i',j'}^{(h)}(z)}}{q^2} \cdot \sqrt{\sum_{l=0}^{2p+2} c_l \left\| \left[ Z_{i,j}^{(h)}(y) \right]_l \right\|_2^2} \cdot \sqrt{\sum_{l=0}^{2p+2} c_l \left\| \left[ Z_{i',j'}^{(h)}(z) \right]_l \right\|_2^2} \) and the collection of vectors \( \left\{ Z_{i,j}^{(h)}(y) \right\}_{l=0}^{2p+2} \) and \( \left\{ Z_{i',j'}^{(h)}(z) \right\}_{l=0}^{2p+2} \) and coefficients \( c_0, c_1, c_2, \ldots, c_{2p+2} \) are defined as per (21) and (8), respectively. Additionally, by Lemma 2 and union bound, the following inequalities hold, with probability at least \( 1 - O \left( \frac{\delta}{L} \right) \), simultaneously for all \( l = 0, 1, 2, \ldots, 2p+2 \), all \( i, i' \in [d_1] \).
and all \( j, j' \in [d_2] \):

\[
\left| \left( Z_{i,j}^{(h)}(y) \right)_t, \left( Z_{i',j'}^{(h)}(z) \right)_t \right| - \left( \mu_{i,j}^{(h)}(y), \mu_{i',j'}^{(h)}(z) \right) \right| \leq O \left( \left( \frac{c^2}{L^4} \right) \left( \mu_{i,j}^{(h)}(y) \right)_{i} \left( \mu_{i',j'}^{(h)}(z) \right)_{i} \right).
\]

\[
\left\| Z_{i,j}^{(h)}(y) \right\|_{2}^2 \leq \frac{11}{10} \left\| \mu_{i,j}^{(h)}(y) \right\|_{2}^{2L}.
\]

\[
\left\| Z_{i',j'}^{(h)}(z) \right\|_{2}^2 \leq \frac{11}{10} \cdot \left\| \mu_{i',j'}^{(h)}(z) \right\|_{2}^{2L}.
\]

Therefore, by plugging (50) back to (49) and using union bound and triangle inequality as well as Cauchy–Schwarz inequality, we find that with probability at least \( 1 - O \left( \frac{\beta}{L} \right) \), the following holds simultaneously for all \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \):

\[
\left| \left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle \right| - \left\langle \phi_{i,j}^{(h-1)}(y), \phi_{i',j'}^{(h-1)}(z) \right\rangle \right| \leq O \left( \frac{c^2}{L^3} \right) \cdot B, \tag{51}
\]

where \( B := \frac{\sqrt{N_{i,j}^{(h)}(y)N_{i',j'}^{(h)}(z)}}{q^2} \cdot \sqrt{P_{\text{relu}}^{(p)}(\left\| \mu_{i,j}^{(h)}(y) \right\|_{2}^2) \cdot P_{\text{relu}}^{(p)}(\left\| \mu_{i',j'}^{(h)}(z) \right\|_{2}^2)} \) and \( P_{\text{relu}}^{(p)}(\alpha) = \sum_{l=0}^{2p+2} c_l \cdot \alpha^l \) is the polynomial defined in [8]. By using the definition of \( \mu_{i,j}^{(h)}(\cdot) \) in (21) we have,

\[
\left\langle \phi_{i,j}^{(h-1)}(y), \phi_{i',j'}^{(h-1)}(z) \right\rangle \right| = \frac{\sum_{a=-q-1}^{q+1} \sum_{b=-q-1}^{q+1} \left\langle \phi_{i+a,j+b}^{(h-1)}(y), \phi_{i',a,j'+b}^{(h-1)}(z) \right\rangle}{\sqrt{N_{i,j}^{(h)}(y)N_{i',j'}^{(h)}(z)}},
\]

\[
\left\| \mu_{i,j}^{(h)}(y) \right\|_{2}^2 = \frac{\sum_{a=-q-1}^{q+1} \sum_{b=-q-1}^{q+1} \left\| \phi_{i+a,j+b}^{(h-1)}(y) \right\|_{2}^2}{N_{i,j}^{(h)}(y)}, \tag{52}
\]

\[
\left\| \mu_{i',j'}^{(h)}(z) \right\|_{2}^2 = \frac{\sum_{a=-q-1}^{q+1} \sum_{b=-q-1}^{q+1} \left\| \phi_{i'+a,j'+b}^{(h-1)}(z) \right\|_{2}^2}{N_{i',j'}^{(h)}(z)}.
\]

Hence, by conditioning on the inductive hypothesis \( P_1(h - 1) \) and using (52) and Corollary 2 we have,

\[
\left\| \mu_{i,j}^{(h)}(y) \right\|_{2}^2 - 1 \leq h \cdot \frac{e^2}{60L^2}, \text{ and } \left\| \mu_{i',j'}^{(h)}(z) \right\|_{2}^2 - 1 \leq h \cdot \frac{e^2}{60L^2}.
\]

Therefore, by invoking Lemma 4, it follows that

\[
\left| P_{\text{relu}}^{(p)}(\left\| \mu_{i,j}^{(h)}(y) \right\|_{2}^2) - P_{\text{relu}}^{(p)}(1) \right| \leq h \cdot \frac{\varepsilon^2}{60L^2} \text{ and } \left| P_{\text{relu}}^{(p)}(\left\| \mu_{i',j'}^{(h)}(z) \right\|_{2}^2) - P_{\text{relu}}^{(p)}(1) \right| \leq h \cdot \frac{\varepsilon^2}{60L^2}.
\]

Consequently, because \( P_{\text{relu}}^{(p)}(1) \leq P_{\text{relu}}^{(p)}(1) = 1 \), we find that

\[
B \leq \frac{11}{10} \cdot \frac{\sqrt{N_{i,j}^{(h)}(y)N_{i',j'}^{(h)}(z)}}{q^2}.
\]

For shorthand we use the notation \( \beta := \frac{\sqrt{N_{i,j}^{(h)}(y)N_{i',j'}^{(h)}(z)}}{q^2} \). By plugging this into (51) and using the notation \( \beta \), we find that the following holds simultaneously for all \( i, i' \in [d_1] \) and all \( j, j' \in [d_2] \), with probability at least \( 1 - O \left( \frac{\beta}{L} \right) \),

\[
\left| \left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle - \beta \cdot P_{\text{relu}}^{(p)}(\left\langle \mu_{i,j}^{(h)}(y), \mu_{i',j'}^{(h)}(z) \right\rangle) \right| \leq O \left( \frac{e^2}{L^3} \right) \cdot \beta, \tag{53}
\]
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Furthermore, by conditioning on the inductive hypothesis $P_i(h-1)$ and combining it with (52) and applying Cauchy–Schwarz inequality and invoking Corollary 2 we find that,

$$\left|\left\langle \mu_i^{(h)}(y), \mu_{i'}^{(h)}(z) \right\rangle - \sum_{a=-\frac{q-1}{2}}^{a=\frac{q-1}{2}} \sum_{b=0}^{b=q-1} \frac{\Gamma^{(h-1)}_{i+a+j+b,a',j'+b+b}(y,z)}{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)} \right| \leq \sum_{a=-\frac{q-1}{2}}^{a=\frac{q-1}{2}} \sum_{b=0}^{b=q-1} \frac{\Gamma^{(h-1)}_{i+a+j+b,a',j'+b+b}(y,z)}{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)} \cdot h \cdot \epsilon^2.$$  \tag{54}$$

where the last line follows from (14).

For shorthand, we use the notation $\gamma := \sum_{a=-\frac{q-1}{2}}^{a=\frac{q-1}{2}} \sum_{b=0}^{b=q-1} \frac{\Gamma^{(h-1)}_{i+a+j+b,a',j'+b+b}(y,z)}{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)}$. Note that by Lemma 8 and (14), $-1 \leq \gamma \leq 1$. Hence, we can invoke Lemma 4 and use (54) to find that,

$$\left| P_{\text{relu}}^{(p)} \left( \left\langle \mu_i^{(h)}(y), \mu_{i'}^{(h)}(z) \right\rangle \right) - P_{\text{relu}}^{(p)} (\gamma) \right| \leq h \cdot \frac{\epsilon^2}{60L^3}.$$  

By incorporating the above inequality into (53) using triangle inequality we find that, with probability at least $1 - O \left( \frac{6}{L} \right)$, the following holds simultaneously for all $i, i' \in [d_1]$ and all $j, j' \in [d_2]$:

$$\left| \left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle - \beta \cdot P_{\text{relu}}^{(p)} (\gamma) \right| \leq \left( O \left( \frac{\epsilon^2}{L^3} \right) + \frac{h \cdot \epsilon^2}{60L^3} \right) \cdot \beta. \tag{55}$$  

Additionally, since $-1 \leq \gamma \leq 1$, we can invoke Lemma 3 and use the fact that $p = \left\lceil 2L^2 / \epsilon^4 / 3 \right\rceil$ to conclude,

$$\left| P_{\text{relu}}^{(p)} (\gamma) - \kappa_1(\gamma) \right| \leq \frac{\epsilon^2}{76L^3}.$$  

By combining the above inequality with (55) via triangle inequality and using the fact that, by (15), $\beta \cdot \kappa_1(\gamma) \equiv \Gamma^{(h)}_{i,j,i',j'}(y,z)$ we get the following inequality, with probability at least $1 - O \left( \frac{\delta}{L} \right)$

$$\left| \left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle - \Gamma^{(h)}_{i,j,i',j'}(y,z) \right| \leq (h + 1) \cdot \frac{\epsilon^2}{60L^3} \cdot \frac{\sqrt{N_{i,j}^{(h)}(y)N_{i',j'}^{(h)}(z)}}{q^2}.$$  

Similarly, we can prove that with probability at least $1 - O \left( \frac{\delta}{L} \right)$ the following hold, simultaneously for all $i, i' \in [d_1]$ and $j, j' \in [d_2]$,

$$\left\| \phi_{i,j}^{(h)}(y) \right\|_2^2 - \Gamma^{(h)}_{i,j,i',j'}(y,y) \leq \frac{(h + 1)\epsilon^2}{60L^3} \cdot \frac{N_{i,j}^{(h)}(y)}{q^2},$$

$$\left\| \phi_{i',j'}^{(h)}(z) \right\|_2^2 - \Gamma^{(h)}_{i',j',i,j'}(z,z) \leq \frac{(h + 1)\epsilon^2}{60L^3} \cdot \frac{N_{i',j'}^{(h)}(z)}{q^2}.$$
This is sufficient to prove the inductive step for statement \( P_1(h) \), i.e., \( \Pr[P_1(h)|P_1(h-1)] \geq 1 - O(\delta/L) \).

Now we prove the inductive step for statement \( P_2(h) \). That is, we prove that conditioned on \( P_2(h-1), P_1(h) \), and \( P_1(h-1), P_2(h) \) holds with probability at least \( 1 - O(\delta/L) \). First, note that by Lemma 3 and using (22) and union bound, we have the following simultaneously for all \( i, i' \in [d_1] \) and all \( j, j' \in [d_2] \), with probability at least \( 1 - O\left(\frac{\delta}{T}\right) \),

\[
\left\| \left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle - \frac{1}{q^2} \sum_{l=0}^{2^p+1} b_l \left( \left\langle Y_{i,j}^{(h)}(y), [Y_{i',j'}^{(h)}(z)]_l \right\rangle \right) \right\|_2 \leq O\left(\frac{\epsilon}{L}\right) \tilde{A}, \tag{56}
\]

where \( \tilde{A} := \frac{1}{q^2} \sqrt{\sum_{l=0}^{2^p+1} b_l \left\| \left[Y_{i,j}^{(h)}(y)\right]_l \right\|_2^2} \cdot \sqrt{\sum_{l=0}^{2^p+1} b_l \left\| \left[Y_{i',j'}^{(h)}(z)\right]_l \right\|_2^2} \) and the collection of vectors \( \left\{ \left[Y_{i,j}^{(h)}(y)\right]_l \right\}_{l=0}^{2^p+1} \) and \( \left\{ \left[Y_{i',j'}^{(h)}(z)\right]_l \right\}_{l=0}^{2^p+1} \) and coefficients \( b_0, b_1, \ldots, b_{2^p+1} \) are defined as per (22) and (8), respectively. By Lemma 2 and union bound, with probability at least \( 1 - O\left(\frac{\delta}{T}\right) \), the following inequalities hold true simultaneously for all \( l \in \{0, 1, 2, \ldots, 2^p + 1\} \), all \( i, i' \in [d_1] \) and all \( j, j' \in [d_2] \),

\[
\left\| \left\langle Y_{i,j}^{(h)}(y), [Y_{i',j'}^{(h)}(z)]_l \right\rangle - \left\langle \mu_{i,j}^{(h)}(y), \mu_{i',j'}^{(h)}(z) \right\rangle \right\|_2 \leq O\left(\frac{\epsilon}{L}\right) \cdot \left\| \mu_{i,j}^{(h)}(y) \right\|_2 \cdot \left\| \mu_{i',j'}^{(h)}(z) \right\|_2, \tag{57}
\]

Therefore, by plugging (57) into (56) and using union bound and triangle inequality as well as Cauchy–Schwarz inequality, we find that with probability at least \( 1 - O\left(\frac{\delta}{T}\right) \), the following holds simultaneously for all \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \)

\[
\left\| \left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle - \frac{1}{q^2} \cdot \hat{P}_{\text{relu}}^{(p')} \left( \left\langle \mu_{i,j}^{(h)}(y), \mu_{i',j'}^{(h)}(z) \right\rangle \right) \right\|_2 \leq O\left(\frac{\epsilon}{L}\right) \cdot \tilde{B}, \tag{58}
\]

where \( \tilde{B} := \frac{1}{q^2} \sqrt{\sum_{l=0}^{2^p+1} b_l \left\| \mu_{i,j}^{(h)}(y) \right\|_2^2} \cdot \hat{P}_{\text{relu}}^{(p')}(\left\| \mu_{i',j'}^{(h)}(z) \right\|_2^2) \) and \( \hat{P}_{\text{relu}}^{(p')}(\alpha) := \sum_{l=0}^{2^p+1} b_l \alpha^l \) is the polynomial defined in (8). By conditioning on the inductive hypothesis \( P_1(h-1) \) and using (52) and Corollary 2 we have \( \left\| \mu_{i,j}^{(h)}(y) \right\|_2^2 - 1 \leq h \cdot \frac{c^2}{60L^2} \) and \( \left\| \mu_{i',j'}^{(h)}(z) \right\|_2^2 - 1 \leq h \cdot \frac{c^2}{60L^2} \). Therefore, using the fact that \( p' = \left\lceil 9L^2/c^2 \right\rceil \) and by invoking Lemma 4 it follows that \( \hat{P}_{\text{relu}}^{(p')}(\left\| \mu_{i,j}^{(h)}(y) \right\|_2^2) - \hat{P}_{\text{relu}}^{(p')}(1) \leq \frac{h \cdot c^2}{20L^2} \) and \( \hat{P}_{\text{relu}}^{(p')}(\left\| \mu_{i',j'}^{(h)}(z) \right\|_2^2) - \hat{P}_{\text{relu}}^{(p')}(1) \leq \frac{h \cdot c^2}{20L^2} \). Consequently, because \( \hat{P}_{\text{relu}}^{(p')}(1) \leq \hat{P}_{\text{relu}}^{(\infty)}(1) = 1 \), we find that

\[
\tilde{B} \leq \frac{11}{10} \cdot \frac{\epsilon}{q^2}. \tag{59}
\]

By plugging this into (58) we get the following, with probability at least \( 1 - O\left(\frac{\delta}{T}\right) \),

\[
\left\| \left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle - \frac{1}{q^2} \cdot \hat{P}_{\text{relu}}^{(p')} \left( \left\langle \mu_{i,j}^{(h)}(y), \mu_{i',j'}^{(h)}(z) \right\rangle \right) \right\|_2 \leq O\left(\frac{\epsilon}{q^2 \cdot L}\right). \tag{59}
\]

Furthermore, recall the notation \( \gamma = \sum_{a=0}^{q-1} \sum_{b=0}^{q-1} \sum_{c=0}^{q-1} \sum_{d=0}^{q-1} \gamma_{a,a,b,b'}^{(h-1)} \cdot \hat{P}_{\text{relu}}^{(h-1)}(\left\langle \gamma_a^{(h-1)}(y), \gamma_{b,b'}^{(h-1)}(z) \right\rangle) \) and note that by Lemma 8 and (14), \(-1 \leq \gamma \leq 1\). Hence, we can invoke Lemma 4 and use the fact that \( p' = \left\lceil 9L^2/c^2 \right\rceil \)
to find that (54) implies the following,
\[ |\tilde{P}_{\text{relu}}(\rho') \left( \left\langle \mu_{i,j} \left( y \right), \nu_{i',j'} \left( z \right) \right\rangle \right) \right] - \tilde{P}_{\text{relu}}(\gamma) \leq \frac{h \cdot \epsilon}{20L^2}. \]

By incorporating the above inequality into (59) using triangle inequality, we find that, with probability at least \( 1 - O \left( \frac{\delta}{L} \right) \), the following holds simultaneously for all \( i, i' \in [d_1] \) and all \( j, j' \in [d_2] \):
\[ \left| \left\langle \tilde{\phi}_{i,j} \left( y \right), \tilde{\phi}_{i',j'} \left( z \right) \right\rangle - \frac{1}{q^2} \cdot \tilde{P}_{\text{relu}}(\gamma) \right| \leq O \left( \frac{\epsilon}{q^2 L^2} \right) + \frac{h}{q^2} \cdot \frac{\epsilon}{80L^2}. \]  
(60)

Since \(-1 \leq \gamma \leq 1\), we can invoke Lemma 5 and use the fact that \( p' = \left[ 9L^2 / \epsilon^2 \right] \) to conclude,
\[ \left| \tilde{P}_{\text{relu}}(\gamma) - \kappa_0(\gamma) \right| \leq \frac{\epsilon}{15 L}. \]

By combining the above inequality with (60) via triangle inequality and using the fact that, by (16), \( \frac{1}{q^2} \cdot \kappa_0(\gamma) \equiv \hat{\Gamma}_{i,j, i', j'}(y, z) \) we get the following bound simultaneously for all \( i, i' \in [d_1] \) and all \( j, j' \in [d_2] \), with probability at least \( 1 - O \left( \frac{\delta}{L} \right) \):
\[ \left| \left\langle \tilde{\phi}_{i,j} \left( y \right), \tilde{\phi}_{i',j'} \left( z \right) \right\rangle - \hat{\Gamma}_{i,j, i', j'}(y, z) \right| \leq \frac{1}{q^2} \cdot \frac{\epsilon}{8L}. \]  
(61)

Similarly we can prove that with probability at least \( 1 - O \left( \frac{\delta}{L} \right) \), the following hold simultaneously for all \( i, i' \in [d_1] \) and all \( j, j' \in [d_2] \),
\[ \left\| \tilde{\phi}_{i,j}^{(h)} \left( y \right) \right\|_2^2 - \hat{\Gamma}_{i,j, i', j'}(y, z) \leq \frac{1}{q^2} \cdot \frac{\epsilon}{8L}, \text{ and } \left\| \tilde{\phi}_{i',j'}^{(h)} \left( z \right) \right\|_2^2 - \hat{\Gamma}_{i,j, i', j'}(y, z) \leq \frac{1}{q^2} \cdot \frac{\epsilon}{8L}. \]  
(62)

We will use (61) and (62) to prove the inductive step for \( P_2(h) \).

Next, we consider two cases for the value of \( h \). When \( h < L \), the vectors \( \psi_{i,j}^{(h)}(y), \psi_{i',j'}^{(h)}(z) \) are defined in (23) and when \( h = L \), these vectors are defined differently in (24). First we consider the case of \( h < L \). Note that in this case, if we let \( \eta_{i,j}^{(h)} \left( y \right) \) and \( \eta_{i',j'}^{(h)} \left( z \right) \) be the vectors defined in (23), then by Lemma 1 and union bound, the following holds simultaneously for all \( i, i' \in [d_1] \) and all \( j, j' \in [d_2] \), with probability at least \( 1 - O \left( \frac{\delta}{L} \right) \):
\[ \left| \left\langle \psi_{i,j}^{(h)} \left( y \right), \psi_{i',j'}^{(h)} \left( z \right) \right\rangle - \sum_{a=-q-1}^{q-1} \sum_{a'=-q-1}^{q-1} \left\langle \eta_{i+a,j+b}^{(h)}(y), \eta_{i'+a',j'+b}^{(h)}(z) \right\rangle \right| \leq O \left( \frac{\epsilon}{L} \right) \cdot D, \]  
(63)

where \( D := \sqrt{\sum_{a=-q-1}^{q-1} \sum_{a'=-q-1}^{q-1} \left\| \eta_{i+a,j+b}^{(h)}(y) \right\|_2^2} \cdot \sqrt{\sum_{a=-q-1}^{q-1} \sum_{a'=-q-1}^{q-1} \left\| \eta_{i'+a',j'+b}^{(h)}(z) \right\|_2^2} \). Now, if we let \( f_{i,j} := \tilde{\phi}_{i,j}^{(h-1)}(y) \circ \tilde{\phi}_{i,j}^{(h)}(y) \) and \( g_{i',j'} := \psi_{i',j'}^{(h-1)}(z) \circ \psi_{i',j'}^{(h)}(z) \), then by (23), \( \eta_{i,j}^{(h)} \left( y \right) = (Q^2 \cdot f_{i,j}) \circ \phi_{i,j}^{(h)}(y) \) and \( \eta_{i',j'}^{(h)} \left( z \right) = (Q^2 \cdot g_{i',j'}) \circ \phi_{i',j'}^{(h)}(z) \). Thus by Lemma 2 and union bound, with probability at least \( 1 - O \left( \frac{\delta}{L} \right) \), we have the following inequalities simultaneously for all \( i, i' \in [d_1] \) and \( j, j' \in [d_2] \):
\[ \left| \left\langle \eta_{i,j}^{(h)} \left( y \right), \eta_{i',j'}^{(h)} \left( z \right) \right\rangle - \left\langle f_{i,j}, g_{i',j'} \right\rangle - \left\langle \tilde{\phi}_{i,j}^{(h)} \left( y \right), \tilde{\phi}_{i',j'}^{(h)} \left( z \right) \right\rangle \right| \leq O \left( \frac{\epsilon}{L} \right) \cdot \left\| f_{i,j} \right\|_2 \cdot \left\| g_{i',j'} \right\|_2 \]
\[ \left\| \eta_{i,j}^{(h)} \left( y \right) \right\|_2^2 \leq \frac{11}{10} \cdot \left\| f_{i,j} \right\|_2^2 + \left\| \tilde{\phi}_{i,j}^{(h)} \left( y \right) \right\|_2^2 \]
\[ \left\| \eta_{i',j'} \left( z \right) \right\|_2^2 \leq \frac{11}{10} \cdot \left\| g_{i',j'} \right\|_2^2 + \left\| \tilde{\phi}_{i',j'}^{(h)} \left( z \right) \right\|_2^2 \]  
(64)
Therefore, if we condition on inductive hypotheses $P_1(h)$ and $P_2(h - 1)$, then by using Corollary 2, Lemma 10, inequality (62) and Lemma 9 along with the fact that $\|f_{i,j}\|_2^2 = \|\psi_{i,j}^{(h-1)}(y)\|_2^2 \cdot \|\phi_{i,j}^{(h)}(y)\|_2^2$; we have:

\[
\sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \|\eta_{i+a,j+b}^{(h)}(y)\|_2^2 \leq \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \frac{11}{10} |f_{i+a,j+b}|_2^2 + \Gamma_{i+a,j+b,i+a,j+b}(y,y) + \frac{N_{i+a,j+b}^{(h)}(y)}{10q^2} \]

\[
= \frac{11}{10} \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \|\psi_{i+a,j+b}^{(h-1)}(y)\|_2^2 \cdot \|\phi_{i+a,j+b}^{(h)}(y)\|_2^2 + \Gamma_{i+a,j+b,i+a,j+b}(y,y) \]

\[
\leq \frac{12}{10} \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \Pi_{i+a,j+b,i+a,j+b}(y,y) \cdot \Gamma_{i+a,j+b,i+a,j+b}(y,y) + \Gamma_{i+a,j+b,i+a,j+b}(y,y) \]

\[
= \frac{12}{10} \cdot \Pi_{i,j,i,j}(y,y) = \frac{12}{10} \cdot h \cdot N_{i,j}^{(h+1)}(y),
\]

where the fourth line above follows from the inductive hypothesis $P_2(h - 1)$ along with (62) and Lemma 9 and Lemma 10. The last line above follows from (17) and Lemma 10. Similarly we can prove, $\sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \|\eta_{i+a,j'+b}^{(h)}(z)\|_2^2 \leq \frac{12}{10} \cdot h \cdot N_{i',j'}^{(h+1)}(z)$, then conditioned on $P_2(h - 1), P_1(h), P_1(h - 1)$, with probability at least $1 - O\left(\frac{\delta}{T}\right)$:

\[
D \leq \frac{12}{10} \cdot h \cdot \sqrt{N_{i,j}^{(h+1)}(y) \cdot N_{i',j'}^{(h+1)}(z)}.
\]

By incorporating this into (63) it follows that if we condition on $P_2(h - 1), P_1(h), P_1(h - 1)$, then, with probability at least $1 - O\left(\frac{\delta}{T}\right)$, the following holds simultaneously for all $i, i' \in [d_1]$ and all $j, j' \in [d_2]$,

\[
\left| \left\langle \psi_{i,j}^{(h)}(y), \psi_{i',j'}^{(h)}(z) \right\rangle - \sum_{a=-\frac{q-1}{2}}^{\frac{q-1}{2}} \sum_{b=-\frac{q-1}{2}}^{\frac{q-1}{2}} \left\langle \eta_{i+a,j+b}^{(h)}(y), \eta_{i'+a,j'+b}^{(h)}(z) \right\rangle \right| \leq O\left(\frac{\epsilon h}{L}\right) \cdot \sqrt{N_{i,j}^{(h+1)}(y) \cdot N_{i',j'}^{(h+1)}(z)}.
\]

Now we bound the term $\left| \left\langle \eta_{i,j}^{(h)}(y), \eta_{i',j'}^{(h)}(z) \right\rangle - \left\langle f_{i,j}, g_{i',j'} \right\rangle - \left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle \right|$ using (64), (62), and Lemma 9 along with inductive hypotheses $P_2(h - 1)$ and Lemma 10. With probability at least $1 - O\left(\frac{\delta}{T}\right)$ the following holds simultaneously for all $i, i' \in [d_1]$ and all $j, j' \in [d_2]$:

\[
\left| \left\langle \eta_{i,j}^{(h)}(y), \eta_{i',j'}^{(h)}(z) \right\rangle - \left\langle f_{i,j}, g_{i',j'} \right\rangle - \left\langle \phi_{i,j}^{(h)}(y), \phi_{i',j'}^{(h)}(z) \right\rangle \right| \leq O\left(\frac{\epsilon}{L}\right) \cdot \sqrt{\Pi_{i,j,i,j}^{(h-1)}(y,y) \cdot \Gamma_{i,j,i,j}^{(h)}(y,y) \cdot \Pi_{i',j',i',j'}^{(h-1)}(z,z) \cdot \Gamma_{i',j',i',j'}^{(h)}(z,z) \cdot \frac{N_{i,j}^{(h)}(y) \cdot N_{i',j'}^{(h)}(z)}{q^2}}.
\]
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where the last line above follows from Lemma 10 together with the fact that $\Gamma_{i,j,i,j}(y,y) = \Gamma_{i',j',i',j'}(z,z) = \frac{1}{q^2}$.

By combining the above with inductive hypotheses $P_1(h)$, $P_2(h-1)$ and 10 via triangle inequality and invoking Lemma 10 we get that the following holds simultaneously for all $i, i' \in [d]$ and all $j, j' \in [d]$, with probability at least $1 - O\left(\frac{\delta}{L}\right)$,

\[
\begin{align*}
&\left|\left\langle \eta_{i,j}(y), \eta_{i',j'}(z) \right\rangle - \Pi_{i,j,i',j'}(y,z) \cdot \Gamma_{i,j,i',j'}(y,y) - \Gamma_{i,j,i',j'}(z,z) \right| \\
\leq &\frac{\epsilon}{10} \cdot \frac{(h - 1)^2}{L + 1} \cdot \sqrt{N_{i,j}(y) \cdot N_{i',j'}(z)} \left( \left| \Gamma_{i,j,i',j'}(y,z) \right| + \frac{1}{q^2} \cdot \frac{\epsilon}{8L} \right) + \frac{1}{q^2} \cdot \frac{\epsilon}{8L} \cdot \left| \Pi_{i,j,i',j'}(y,z) \right| \\
&+ \frac{(h + 1) \cdot \epsilon^2}{60 L^3} \cdot \frac{(h - 1)^2}{L + 1} \cdot \sqrt{N_{i,j}(y) \cdot N_{i',j'}(z)} + O\left(\frac{\epsilon \cdot h}{L}\right) \cdot \sqrt{N_{i,j}(y) \cdot N_{i',j'}(z)} \\
\leq &\frac{\epsilon}{10} \cdot \frac{h^2 - h/2}{L + 1} \cdot \sqrt{N_{i,j}(y) \cdot N_{i',j'}(z)}.
\end{align*}
\]

By plugging the above bound into (65) using triangle inequality and using 17 we get the following with probability at least $1 - O\left(\frac{\delta}{L}\right)$:

\[
\begin{align*}
&\left|\left\langle \psi_{i,j}(y), \psi_{i',j'}(z) \right\rangle - \Pi_{i,j,i',j'}(y,z) \right| \\
\leq &O\left(\frac{ch}{L}\right) \cdot \sqrt{N_{i,j}^{(h+1)}(y) \cdot N_{i',j'}^{(h+1)}(z)} \\
&+ \frac{\epsilon}{10} \cdot \frac{h^2 - h/2}{L + 1} \cdot \sum_{a=-\frac{h-1}{2}}^{\frac{h-1}{2}} \sum_{b=-\frac{h-1}{2}}^{\frac{h-1}{2}} \sqrt{N_{i+a,j+b}^{(h)}(y) \cdot N_{i'+a,j'+b}^{(h)}(y)} \\
\leq &O\left(\frac{ch}{L}\right) \cdot \sqrt{N_{i,j}^{(h+1)}(y) \cdot N_{i',j'}^{(h+1)}(z)} \\
&+ \frac{\epsilon}{10} \cdot \frac{h^2 - h/2}{L + 1} \cdot \sqrt{N_{i,j}^{(h+1)}(y) \cdot N_{i',j'}^{(h+1)}(z)}.
\end{align*}
\]

Similarly, we can prove that with probability at least $1 - O\left(\frac{\delta}{L}\right)$ the following hold simultaneously for all $i, i' \in [d]$ and all $j, j' \in [d]$, \[
\begin{align*}
&\left\|\psi_{i,j}(y)\right\|^2 - \Pi_{i,j,i,j}(y,y) \leq \frac{\epsilon}{10} \cdot \frac{h^2}{L + 1} \cdot N_{i,j}^{(h+1)}(y), \\
&\left\|\psi_{i',j'}(z)\right\|^2 - \Pi_{i',j',j'}(z,z) \leq \frac{\epsilon}{10} \cdot \frac{h^2}{L + 1} \cdot N_{i',j'}^{(h+1)}(z).
\end{align*}
\]

This is sufficient to prove the inductive step for statement $P_2(h)$, in the case of $h < L$, i.e., $\Pr[P_2(h)|P_2(h-1), P_1(h), P_1(h-1)] \geq 1 - O(\delta/L)$.
Now we prove the inductive step for $P_2(h)$ in the case of $h = L$. Similar to before, if we let $f_{i,j} := \psi \left( \phi_{i,j}^L \right) (y, y)$ and $g_{i',j'} := \psi \left( \phi_{i',j'}^L \right) (z, z)$, then by (24), we have $\psi^L_i(y) = (Q^2 \cdot f_{i,j})$ and $\psi^L_{i'}(z) = (Q^2 \cdot g_{i',j'})$. Thus by Lemma 2 and union bound, we find that, with probability at least $1 - O \left( \delta \frac{1}{L} \right)$, the following inequality holds simultaneously for all $i, i' \in [d_1]$ and $j, j' \in [d_2]$:

$$\left| \left\langle \psi_{i,j}^L(y), \psi_{i',j'}^L(z) \right\rangle - \langle f_{i,j}, g_{i',j'} \rangle \right| \leq O \left( \frac{\epsilon}{L} \right) \cdot \| f_{i,j} \|_2 \| g_{i',j'} \|_2.$$ 

Therefore, using (62) and Lemma 9 along with inductive hypotheses $P_2(L - 1)$ and Lemma 10, with probability at least $1 - O \left( \frac{\delta}{L} \right)$, the following holds simultaneously for all $i, i' \in [d_1]$ and $j, j' \in [d_2]$,

$$\left| \left\langle \psi_{i,j}^L(y), \psi_{i',j'}^L(z) \right\rangle - \langle f_{i,j}, g_{i',j'} \rangle \right|$$

$$\leq O \left( \frac{\epsilon}{L} \right) \cdot \sqrt{\frac{\Pi_{i,j,i',j'}^L(y, y) \cdot \Gamma_{i,j,i',j'}^L(y, y) \cdot \Pi_{i',j',i',j'}^L(z, z) \cdot \Gamma_{i',j',i',j'}^L(z, z)}{q^2}}.$$

By combining the above with inductive hypotheses $P_1(L), P_2(L - 1)$ and (61) via triangle inequality and invoking Lemma 10 and also using the definition of $\Pi_{i,j,i',j'}^L(y, z)$ given in (18), we get that the following holds, simultaneously for all $i, i' \in [d_1]$ and $j, j' \in [d_2]$, with probability at least $1 - O \left( \frac{\delta}{L} \right)$,

$$\left| \left\langle \psi_{i,j}^L(y), \psi_{i',j'}^L(z) \right\rangle - \Pi_{i,j,i',j'}^L(y, z) \right|$$

$$\leq \frac{\epsilon}{10} \left( \frac{(L - 1)^2}{L + 1} \cdot \sqrt{\frac{N_{i,j}^L(y) \cdot N_{i',j'}^L(z)}{q^2}} \cdot \left( 1 + \frac{\epsilon}{q^2} \right) + \frac{\epsilon}{q^2} \cdot \frac{\epsilon}{q^2} \cdot \frac{\epsilon}{q^2} \cdot \frac{\epsilon}{8L} \cdot \Pi_{i,j,i',j'}^L(y, z) \right)$$

$$+ \frac{(L + 1) \cdot \epsilon^2}{60L^3} \cdot \frac{\sqrt{N_{i,j}^L(y) \cdot N_{i',j'}^L(z)}}{q^2} + O \left( \epsilon \right) \cdot \sqrt{\frac{N_{i,j}^L(y) \cdot N_{i',j'}^L(z)}}{q^2}$$

$$\leq \frac{\epsilon}{10} \left( \frac{(L - 1)^2}{L + 1} \cdot \sqrt{\frac{N_{i,j}^L(y) \cdot N_{i',j'}^L(z)}{q^2}} \right) \cdot \left( 1 + \frac{\epsilon}{8L} \right) + \frac{\epsilon}{8q^2} \cdot \sqrt{\frac{N_{i,j}^L(y) \cdot N_{i',j'}^L(z)}}{q^2}$$

$$+ \frac{(L + 1) \cdot \epsilon^2}{60L^3} \cdot \frac{\sqrt{N_{i,j}^L(y) \cdot N_{i',j'}^L(z)}}{q^2} + O \left( \epsilon \right) \cdot \sqrt{\frac{N_{i,j}^L(y) \cdot N_{i',j'}^L(z)}}{q^2}$$

$$\leq \frac{\epsilon \cdot (L - 1)}{10} \cdot \sqrt{\frac{N_{i,j}^L(y) \cdot N_{i',j'}^L(z)}}{q^2}.$$

This proves the inductive step for statement $P_2(h)$, in the case of $h = L$, i.e., $P_2(L), P_1(L), P_1(L - 1) \geq 1 - O(\delta/L)$. The induction is complete and hence the statements of lemma are proved by union bounding over all $h = 0, 1, 2, \ldots, L$.  

In the following lemma we analyze the runtime of the CNTK Sketch algorithm,

**Lemma 12 (Runtime of the CNTK Sketch).** For every positive integers $d_1, d_2, c,$ and $L$, every $\epsilon, \delta > 0$, every image $x \in \mathbb{R}^{d_1 \times d_2 \times c}$, the time to compute the CNTK Sketch $\psi^L_{\text{cntk}}(x) \in \mathbb{R}^{s^*}$, for $s^* = O \left( \frac{1}{\epsilon^2} \cdot \log \frac{1}{\delta} \right)$, using the procedure given in Definition 4.2 is bounded by $O \left( \frac{L^2}{\epsilon^2} \cdot (d_1 d_2) \cdot \log \frac{1}{\delta} \cdot \frac{d_1 d_2 L}{\epsilon^3} \right)$. 
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Proof. First note that the total time to compute \( N_{i,j}^{(h)}(x) \) for all \( i \in [d_1] \) and \( j \in [d_2] \) and \( h = 0, 1, \ldots, L \) as per (14) is bounded by \( O \left( q^2 L \cdot d_1 d_2 \right) \). Besides the time to compute \( N_{i,j}^{(h)}(x) \), there are two other main components to the runtime of this procedure. The first heavy operation corresponds to computing vectors \( \left[ Z_{i,j}^{(h)}(x) \right]_l = Q^{2p+2} \cdot \left[ \left( \mu_{i,j}(x) \right)^\otimes_l \otimes e_1^{\otimes_{2p+2-l}} \right] \) for \( l = 0, 1, 2, \ldots, 2p + 2 \) and \( h = 1, 2, \ldots, L \) and all indices \( i \in [d_1] \) and \( j \in [d_2] \), in (21). By Lemma 2 the time to compute \( \left[ Z_{i,j}^{(h)}(x) \right]_l \), for a fixed \( h \), fixed \( i \in [d_1] \) and \( j \in [d_2] \), and all \( l = 0, 1, 2, \ldots, 2p + 2 \) is obtained by summing up these three contributions. By (25), the runtime of computing vectors \( \left[ Z_{i,j}^{(h)}(x) \right]_l \) for all \( h = 1, 2, \ldots, L \) and all \( l = 0, 1, 2, \ldots, 2p + 2 \) and all indices \( i \in [d_1] \) and \( j \in [d_2] \) is thus bounded by \( O \left( \frac{L^{10}}{\epsilon^2} \cdot \log^2 \frac{d_1 d_2 L}{\epsilon \delta} \right) \). The next computationally expensive operation is computing vectors \( \left[ Y_{i,j}^{(h)}(x) \right]_l \) for \( l = 0, 1, 2, \ldots, 2p' + 1 \) and \( h = 1, 2, \ldots, L \), and all indices \( i \in [d_1] \) and \( j \in [d_2] \), in (22). By Lemma 2 the runtime of computing \( \left[ Y_{i,j}^{(h)}(x) \right]_l \), for a fixed \( h \), fixed \( i \in [d_1] \) and \( j \in [d_2] \), and all \( l = 0, 1, 2, \ldots, 2p' + 1 \) is bounded by,

\[
O \left( \frac{L^6}{\epsilon^6} \cdot \log^2 \frac{L}{\epsilon} \cdot \log^3 \frac{d_1 d_2 L}{\epsilon \delta} \right).
\]

Hence, the total time to compute vectors \( \left[ Y_{i,j}^{(h)}(x) \right]_l \) for all \( h = 1, 2, \ldots, L \) and \( l = 0, 1, 2, \ldots, 2p' + 1 \) and all indices \( i \in [d_1] \) and \( j \in [d_2] \) is \( O \left( \frac{L^6}{\epsilon^6} \cdot \log^2 \frac{L}{\epsilon} \cdot \log^3 \frac{d_1 d_2 L}{\epsilon \delta} \right) \). The total runtime bound is obtained by summing up these three contributions. 

Now we are ready to prove Theorem 3.

Proof of Theorem 3: Let \( \psi^{(L)} : \mathbb{R}^{d_1 \times d_2 \times s} \rightarrow \mathbb{R}^{d_1 \times d_2 \times s} \) for \( s = O \left( \frac{L^4}{\epsilon^2} \cdot \log^3 \frac{d_1 d_2 L}{\epsilon \delta} \right) \) be the mapping defined in (24) of Definition 4.2. By (25), the CNTK Sketch \( \Psi_{\text{cntk}}^{(L)}(x) \) is defined as

\[
\Psi_{\text{cntk}}^{(L)}(x) := \frac{1}{d_1 d_2} \cdot G \cdot \left( \sum_{i \in [d_1]} \sum_{j \in [d_2]} \psi^{(L)}_{i,j}(x) \right).
\]

The matrix \( G \) is defined in (25) to be a matrix of i.i.d. normal entries with \( s^* = C \cdot \frac{1}{\epsilon^2} \cdot \log \frac{1}{\delta} \) rows for large enough constant \( C \). [DG03] shows that \( G \) is a JL transform and hence \( \Psi_{\text{cntk}}^{(L)} \) satisfies the following,

\[
\Pr \left[ \left\langle \Psi_{\text{cntk}}^{(L)}(y), \Psi_{\text{cntk}}^{(L)}(z) \right\rangle - \frac{1}{d_1 d_2} \sum_{i \in [d_1]} \sum_{j \in [d_2]} \langle \psi^{(L)}_{i,j}(y), \psi^{(L)}_{i,j}(z) \rangle \right\rangle \leq O(\epsilon) \cdot A \right] \geq 1 - O(\delta),
\]

where

\[
A := \frac{1}{d_1 d_2} \cdot \left\| \sum_{i \in [d_1]} \sum_{j \in [d_2]} \psi^{(L)}_{i,j}(y) \right\|_2 \cdot \left\| \sum_{i \in [d_1]} \sum_{j \in [d_2]} \psi^{(L)}_{i,j}(y) \right\|_2.
\]

By triangle inequality together with Lemma 11 and Lemma 10, the following bounds hold with probability at least \( 1 - O(\delta) \):

\[
\left\| \sum_{i \in [d_1]} \sum_{j \in [d_2]} \psi^{(L)}_{i,j}(y) \right\|_2 \leq \frac{11}{10} \cdot \frac{\sqrt{L - 1}}{q} \cdot \sum_{i \in [d_1]} \sum_{j \in [d_2]} \sqrt{N_{i,j}^{(L)}(y)},
\]

\[
\left\| \sum_{i \in [d_1]} \sum_{j \in [d_2]} \psi^{(L)}_{i,j}(z) \right\|_2 \leq \frac{11}{10} \cdot \frac{\sqrt{L - 1}}{q} \cdot \sum_{i \in [d_1]} \sum_{j \in [d_2]} \sqrt{N_{i,j}^{(L)}(z)},
\]
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Therefore, by union bound we find that, with probability at least $1 - O(\delta)$:

$$
\left| \langle \Psi^{(L)}_{cntk}(y), \Psi^{(L)}_{cntk}(z) \rangle - \frac{1}{d_1^2 d_2^2} \cdot \sum_{i,i' \in [d_1]} \sum_{j,j' \in [d_2]} \langle \psi^{(L)}_{i,j}(y), \psi^{(L)}_{i',j'}(z) \rangle \right| 
\leq O \left( \frac{\epsilon L}{q^2 d_1^2 d_2^2} \right) \cdot \sum_{i,i' \in [d_1]} \sum_{j,j' \in [d_2]} \sqrt{N_{i,j}^{(L)}(y) \cdot N_{i',j'}^{(L)}(z)}. 
$$

Be combining the above with Lemma 11 using triangle inequality and union bound and also using (19), the following holds with probability at least $1 - O(\delta)$:

$$
\left| \langle \Psi^{(L)}_{cntk}(y), \Psi^{(L)}_{cntk}(z) \rangle - \Theta^{(L)}_{cntk}(y,z) \right| \leq \frac{\epsilon \cdot (L - 1)}{9q^2 \cdot d_1^2 d_2^2} \cdot \sum_{i,i' \in [d_1]} \sum_{j,j' \in [d_2]} \sqrt{N_{i,j}^{(L)}(y) \cdot N_{i',j'}^{(L)}(z)}. 
$$

(67)

Now we prove that $\Theta^{(L)}_{cntk}(y,z) \geq \frac{L - 1}{9q^2 d_1^2 d_2^2} \cdot \sum_{i,i' \in [d_1]} \sum_{j,j' \in [d_2]} \sqrt{N_{i,j}^{(L)}(y) \cdot N_{i',j'}^{(L)}(z)}$ for every $L \geq 2$.

First note that, it follows from (15) that $\Gamma^{(1)}_{i,j,i',j'}(y,z) \geq 0$ for any $i, i', j, j'$ because the function $\kappa_1$ is non-negative everywhere on $[-1, 1]$. This also implies that $\Gamma^{(2)}_{i,j,i',j'}(y,z) \geq \sqrt{\kappa_1^{(2)}(y) \cdot \kappa_1^{(2)}(z)}$ because $\kappa_1(\cdot) \geq \frac{1}{2}$ for every $\alpha \in [0, 1]$. Since, $\kappa_1(\cdot)$ is a monotone increasing function, by recursively using (14) and (15) along with Lemma 8, we can show that for every $h \geq 1$, the value of $\Gamma^{(h)}_{i,j,i',j'}(y,z)$ is lower bounded by $\sqrt{\kappa_1^{(h)}(y) \cdot \kappa_1^{(h)}(z)} \cdot \Sigma_{\text{relu}}^{(h)}(-1)$, where $\Sigma_{\text{relu}}^{(h)} : [-1, 1] \to \mathbb{R}$ is the function defined in (5).

Furthermore, it follows from (16) that $\tilde{\Gamma}_{i,j,i',j'}^{(1)}(y,z) \geq 0$ for any $i, i', j, j'$ because the function $\kappa_0$ is non-negative everywhere on $[-1, 1]$. Additionally, $\tilde{\Gamma}_{i,j,i',j'}^{(2)}(y,z) \geq \frac{1}{2q^2}$ because $\kappa_0(\cdot) \geq \frac{1}{2}$ for every $\alpha \in [0, 1]$. By using the inequality $\Gamma^{(h)}_{i,j,i',j'}(y,z) \geq \sqrt{\kappa_1^{(h)}(y) \cdot \kappa_1^{(h)}(z)} \cdot \Sigma_{\text{relu}}^{(h)}(-1)$ that we proved above along with the fact that $\kappa_0(\cdot)$ is a monotone increasing function and recursively using (16) and Lemma 8, it follows that for every $h \geq 1$, we have $\tilde{\Gamma}_{i,j,i',j'}^{(h)}(y,z) \geq \frac{1}{2q^2} \cdot \Sigma_{\text{relu}}^{(h)}(-1)$.

By using these inequalities and Definition of $\Pi^{(h)}_{i,j}$ in (17) together with (14), recursively, it follows that, for every $i, i', j, j'$ and $h = 2, \ldots, L - 1$:

$$
\Pi^{(h)}_{i,j,i',j'}(y,z) \geq \frac{h}{4} \cdot \sqrt{N_{i,j}^{(h+1)}(y) \cdot N_{i',j'}^{(h+1)}(z)},
$$

Therefore, using this inequality and (18) we have that for every $L \geq 2$:

$$
\Pi^{(L)}_{i,j,i',j'}(y,z) \geq \frac{L - 1}{4} \cdot \sqrt{N_{i,j}^{(L)}(y) \cdot N_{i',j'}^{(L)}(z)} \cdot \frac{\Sigma_{\text{relu}}^{(L)}(-1)}{q^2} 
\geq \frac{L - 1}{9q^2} \cdot \sqrt{N_{i,j}^{(L)}(y) \cdot N_{i',j'}^{(L)}(z)}. 
$$

Now using this inequality and (19), the following holds for every $L \geq 2$:

$$
\Theta^{(L)}_{cntk}(y,z) \geq \frac{L - 1}{9q^2 d_1^2 d_2^2} \cdot \sum_{i,i' \in [d_1]} \sum_{j,j' \in [d_2]} \sqrt{N_{i,j}^{(L)}(y) \cdot N_{i',j'}^{(L)}(z)}. 
$$
Therefore, by incorporating the above into (67) we get that,

\[ \Pr \left[ \left| \langle \Psi^{(L)}_{\text{cntk}}(y), \Psi^{(L)}_{\text{cntk}}(z) \rangle - \Theta^{(L)}_{\text{cntk}}(y, z) \right| \leq \epsilon \cdot \Theta^{(L)}_{\text{cntk}}(y, z) \right] \geq 1 - \delta. \]

**Runtime:** By Lemma 12, time to compute the CNTK Sketch is \( O \left( \frac{L^{11}}{\epsilon^5 \cdot 2^7} \cdot (d_1 d_2) \cdot \log^3 \frac{d_1 d_2 L}{\epsilon \delta} \right). \)