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Abstract: Smart transportation a smart city application where traditional individual models are transforming to shared and distributed ownership. These models are used to serve commuters for inter- and intra-city travel. However, short-range urban transportation services within campuses, residential compounds, and public parks are not explored to their full capacity compared to the distributed vehicle model. This paper aims to explore and design an adequate framework for battery-operated shared mobility within a large community for short-range travel. This work identifies the characteristics of the shared mobility for battery-operated vehicles and accordingly proposes an adequate solution that deals with real-time data collection, tracking, and automated decisions. Furthermore, given the requirement for real-time decisions with low latency for critical requests, the paper deploys the proposed framework within the 3-tier computing model, namely edge, fog, and cloud tiers. The solution design considers the power consumption requirement at the edge by offloading the computational requests to the fog tier and utilizing the LoRaWAN communication technology. A prototype implementation is presented to validate the proposed framework for a university campus using e-bikes. The results show the scalability of the proposed design and the achievement of low latency for requests that require real-time decisions.
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1. Introduction

The recent survey shows that the main smart transportation models have shared mobility services, demand-responsive transport, autonomous driving systems, intelligent transportation systems, and alternative fuel systems [1]. Compared to the traditional transportation model, the shared mobility services provide better public transportation, improved traffic flow, control, a more environmentally friendly option, and better resource utilization [2]. Nowadays, cars share is used for long distances, and bike share is used for short distances [2–4]. With the expansion of university campuses, gated residential compounds, public parks, and sports fields, it is getting increasingly difficult to move across these infrastructures in a timely manner, especially under hot or cold weather conditions. For example, on many universities’ campuses, most students live off-campus. Some even live in other cities. As a result, it is difficult for most students to bring their inner-campus transportation even if they want to.

Moreover, universities worldwide are pushing to create smart campuses that utilize the Internet of Things (IoT) applications to have sustainable and future-facing campuses throughout their infrastructure. On the other hand, larger communities may require vehicles as a medium of transportation. Hence, such communities might make use of electric vehicles that can be shared on-demand.

This work is an extension of our work in [5] and implements a community-based on-demand smart shared transportation system. By smart transportation, we mean electric vehicle (EV) share their knowledge and can make decisions specifically during emergencies.
within the environment. This is becoming more feasible due to the advancements in the field of IoT and the existence of the Low Power Wide Area Network (LoRaWAN) communication protocol—a long-range, low power transmission protocol, easier access to solar charging, and the increasing popularity of EV as a mode of transportation for small to medium distances.

This paper aim is to propose an adequate reference model that enables EV sharing in small and medium-size communities. Since EVs are battery-operated, the solution must consider minimizing the power consumption. When building the EV sharing system, two essential elements must be considered, namely: compute resources, and communication protocols. Deploying software components at the edge tier (in the EV) that require heavy computation can consume CPU power and impact the EV operation. Furthermore, 4G/5G and WiFi communication technologies are known for their high-power consumption. Hence, using them within the EV sharing system is inadequate.

Moreover, EV sharing system requires some decisions to be done in real-time such as accident detection, safety hazards, and theft, to name a few. Such an environment does not tolerate latency in the decision and must be supported with a resilient infrastructure to accommodate this requirement. The traditional approach where IoT devices are supported by cloud computing is not feasible given the high latency between the edge nodes and the cloud data centers. Hence, to achieve those main requirements, we propose an architectural approach that utilizes LoRaWAN with the adoption of the three-tier deployment, Edge, Fog, and Cloud tiers. To the best of the authors’ knowledge, the combination of LoRaWAN within the three-tier computing model and the application of deploying the EV sharing system has not been presented in the literature.

This paper extends on the proposed approaches in the literature with the following main contributions:
- A framework that provides the ability to transform the physical space to the digital space given the characteristics of the physical space such as university campuses, public parks, residential communities, and large corporates compounds environments, as well as other requirements related to the low power consumption by EVs while transmitting data.
- Proposed a LoRaWAN architecture solution for Fog computing that is applied to shared mobility.
- Modular services that provide the ability to manage, control, and share the physical assets for shared mobilities in smart spaces.
- The implementation of the proposed framework in a case study within a university campus using electric bikes.

The rest of the paper is organized as follows: a literature survey is presented in Section 2, the proposed shared mobility framework is presented in Section 3, a case study prototype implementation and validation are discussed in Section 4, the proposed architecture is evaluated and discussed in Section 5, and a conclusion is presented in Section 6.

2. Literature Review

The inclusion of shared public transportation has a noticeable effect on society and the environment. In the case of Beijing city, the implementation of shared transportation systems in the form of Electric Vehicles (EVs) such as electric cars and electric bikes had significant energy consumption and nitrogen emission reductions [6]. The adoption of bike-sharing systems, for example, is linked to the availability of other public transportation systems near docking stations [7], thus further reducing the reliance on personal vehicles.

Public EV sharing systems have had a presence in the larger metropolitan cities for several years now. Notable examples were implemented in Oslo, London, Beijing, Shanghai, and Hangzhou [8–10]. The system implemented in London was very effective in reducing travel times but was plagued with losses due to vandalism and bike theft. The study in Oslo notes that mobility as a service initiative is more popular than urban car mobility. It must synergize with alternatives to traditional car usage and be universally accessible to
various population segments. However, the bike-sharing model is more sustainable and is less likely to be affected by factors unrelated to the system’s operation.

A public EV sharing system needs to be deployable to a small to medium range area, but each EV in the system needs to be tracked individually. The individual tracking via location beacons provides security of the EV and accurate distance and cost estimates for monetization purposes. Naturally, EVs have to communicate to a server, and connectivity via WiFi is too inefficient. The current 4G and 5G systems cover large areas but use a lot of power for transmissions. LoRaWAN technology can be used to overcome such inefficiency, as it provides long-range communication (10 to 15 km in rural areas) with low power consumption transmissions, which makes it ideal for IoT applications [10]. Each LoRaWAN gateway can be configured to connect to potentially thousands of end nodes, making this technology extremely scalable [11]. LoRaWAN setups also have network and transport layer-based security and robustness against interference, which is common in urban areas [12]. The payload size for a LoRaWAN packet can range from 19 to 250 bytes, and the transmission power determines the transmission rate, bandwidth, carrier frequency, and encoding scheme [13,14].

To build a resilient infrastructure that supports EV sharing, compute resources must process the collected data in real-time and provide accurate decisions. In the era of the Internet of Things (IoT), computing paradigms have emerged as suitable solutions based on the needs of enterprises and consumers. Cloud computing has served and continues to serve a wide variety of applications. However, with the emergence of 5G and IoT infrastructure, cloud computing will likely encounter a severe limitation when the applications require a small end-to-end delay. This is due to the fact that the cloud computing infrastructure might be located far away from end-users and, therefore, the encountered networking delays might be prohibitively significant. Applications with stringent time delay require that the computing services be located close to the network’s edge. Such a paradigm is referred to as fog computing [15].

With the introduction of fog computing, the computing paradigm is commonly modeled as a three-tier architecture as presented in Figure 1, which consists of the edge tier, the fog tier, and the cloud tier [16,17]. The edge tier includes end-users IoT devices such as EV, sensors, actuators, and smartphones. Nodes in the edge tier are generally viewed as having limited storage and computing resource capabilities. On the other hand, the fog tier is the intermediate tier that interconnects the edge and the cloud. It is commonly modeled to house thousands of networking devices such as base stations, routers, and gateways which do not only support different communication technologies, such as WiFi, LoRaWAN and 5G, but also have the storage and computational capabilities that can accommodate the computational needs of many edge nodes. Finally, the cloud layer represents cloud datacenters that have very high computational and storage capabilities. The cloud tier is expected to deliver on-demand computing services with high availability and rapid elasticity [18,19].

The edge tier is built using embedded systems. This system composes a set of computer hardware, software, mechanical, and electrical components that work together to accomplish a specific task. Sensors continuously gather information from the environment while the embedded system processes the data to signal actuators in accordance with the mechanics of the controlled process. The microcontrollers accelerate the development of digital gadgets and interactive things that can perceive and manipulate physical objects [20].

The sensor data is evaluated against some parameters in this first step of IoT data processing. This is important because sensors used in EVs are susceptible to noise, which can cause the sensed data to be distorted when communicated. As a result, validating and evaluating the sensor data assures that it is accurate. The data is discarded if it is found to be corrupted. The validation is done at the edge, which saves bandwidth and minimizes the transmission of unneeded data to the Fog and Cloud tiers [21]. After the data has
been verified, it is supplemented with additional information to create metadata: the unit, timestamp, location, and unique ID of the sensor.
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**Figure 1. The 3-Tier Computing Model.**

To the best of the authors’ knowledge, the combination of LoRaWAN within the three-tier computing model and the application of deploying the EV sharing system has not been presented in the literature to deliver on the environment requirement. Hence, this work analysis, designs, implements, and evaluates a LoRaWAN based three-tier solution for the shared mobility system.

### 3. Methodology and Proposed Approach

To design an adequate shared mobility system, it is essential to understand the physical environment. Furthermore, to manage the physical assets within the shared mobility environment, a digital transformation of the physical environment is also an essential part of the system. This section explores the shared mobility requirements and characteristics through Figure 2 and is described in detail in the subsections. Each presented layer depends on the layer below it. Furthermore, given the low latency and power consumption requirements, the 3-tier deployment model is presented in Figure 1. The proposed framework objective of the community shared mobility transportation is to:

1. Create a digital copy of the physical shared transportation environment for communities.
2. Minimize the power consumption of edge computing within the EV by offloading the critical tasks that require real-time decisions to the fog tier with adequate low power communication protocols using LoRaWAN.
3. Capture the physical operation of the EV and transfer it to the software layer to deliver on the required core functionalities. The software component instances for critical decisions are to be deployed on the Fog computing tier. The other software component instances are deployed on the cloud computing tier.
4. Enable core functionalities to individual users within a community to use the shared EVs and track their usage. Those functionalities must have a modular design for future extensions to the framework.
5. Locate the EV within the community and generate specific rules on the usage within the boundaries of the community. The rules govern any notification and alert decisions within the system while tracking the EV in the case of any miss usage. Those decisions based on the defined rules must be done in real-time.
This work proposes the EV shared mobility layered reference model in Figure 2 where the top layer depends on the layer below it to meet the objectives.

Given the two requirements related to the real-time response for latency-sensitive requests and minimizing power consumption from the edge device powered by the EV, we propose the deployment of the designed shared mobility system presented in Figure 2, on the tree-tier computing model presented in Figure 1. Furthermore, selecting an adequate communication protocol is essential to meet the edge power consumption requirement and the support of a long-range communication network. Many works in the literature presented the integration of the LoWRaWAN communication technology to support the low power in communication and the long range support with the public cloud computing integration. To the best of the authors’ knowledge, no work was done in utilizing the LoWRaWAN communication when integrated with the 3-tier computing model for EV shared mobility. This work provides the design and implementation of the LoWRaWAN communication technology in the university campus using electric bikes. The latency in the proposed 3-tier model of the implemented system is observed and reported for batch-based requests between 1000 and 10,000 generated from the electric bikes. Experiment results show that the 3-tier deployment has less latency when executing requests when compared to cloud computing. The energy consumption was also observed throughout the experimentation process with and without the edge node.

The detailed description of each layer and its deployment is presented in the subsections.

3.1. Physical Layer

This is the foundation layer of the shared EV transportation infrastructure. This layer specifies the physical entities that operate within the edge tier, such as:

- Electric vehicle (EV): contains an integrated motor to assist or replace riders pedaling. It also uses a rechargeable battery that is used to operate the motor on the EV.
- Microcontroller: used for data collection and processing at the EV node. This includes the main components: processor, storage, and network at the edge.
- GPS Module: this is used for tracking purposes.

This layer also specifies the protocols to enable the integration with the communication layer and processes that allow the physical entities to perform their functions and serve other layers of the EV shared mobility platform. A key function of this layer is to execute the requests generated from the control and management layer. Examples of requests include but are not limited to the warning message to be displayed on the EV screen, applying
the brakes on the EV if the individual travels outside of the community boundaries, or unlocking the EV when an individual requests to use an EV.

3.2. Communication Layer

This layer deals with the adequate communication and network technology utilized to enable the transmission and the interaction between the software control and management layer and the physical layer. This layer must also support low-power communication technology for EV shared mobility. Hence, this layer adopts the LoRaWan protocol that consists of the following elements [22] and is presented in Figure 3.

![Figure 3. Standard LoRaWAN Elements.](image)

- End-devices: this can be sensors that are capable of communicating wirelessly with gateways using LoRa RF modulation. Those devices are part of the edge tier and battery-powered.
- Gateway: the gateway exists within the LoRaWAN network and is the interface with the IP network such as Ethernet or WiFi. It takes the request packets as an input to the LoRaWAN network, transforms them into IP packets, and forwards the packets to the network server.
- Network server: performs network management within the LoRaWAN network. Among other features, the network server filtrates duplicate or unnecessary packets and handle adaptive data rate schemes. It routes packets from end devices to the associated application server.
- Application server: contains the software components from the control and management layers and the Interface layer.

This layer is built on the fog tier. Fog computing enables the computational power at the network close to the edge. Hence, in our deployment of the communication layer within the three-tier computing model, we present a LoRaWAN Fog architecture in Figure 4.

The presented LoRaWAN Fog architecture in Figure 4 integrates the LoRaWAN elements into a single unit. Therefore, in addition to receiving, transforming, and transmitting packets, the LoRaWAN fog tier provides the ability to manage the private network and the modules deployed within the application servers. With such deployment, the fog tier is capable of providing a faster response to critical requests that require low latency. Some of the control and management layer components are to be instantiated at the fog application server.

Requests that are not latency sensitive may not be required to be processed at the fog tier. Hence, those specific requests are forwarded to the cloud servers. Data collected from the EVs that are not required for processing in real-time are forwarded from the fog-tier to the cloud servers directly without consuming the fog computing resources. Furthermore, from the proposed reference model, for example, the interface layer is deployed on the cloud server. Hence, any requests through the EV shared mobility portal can be requested from the cloud directly since those requests are not considered latency-sensitive.
3.3. Control and Management Layer

This layer deals with managing the operation of the EV shared mobility to deliver on the system’s required functionality. One of the key requirements of the framework is to enable the transformation of the physical EV entities (in the physical layer) to a software entity that can be managed and controlled within the control and the management layer. Hence, one of the key modules that deliver on this transformation is the “Data access and Integration.” Once the data is integrated, the core software modules: Inventory management, User Management and Tracking, and Campus map, depend on the data access and integration module. The subsections describe each module in detail.

3.3.1. Data Access and Integration Module

It provides data operation services for sensory devices within the physical layer. It also provides the interfaces with the capabilities to access and store data in the database. The data operation request raised by the modules presented on top of the “Data access and Integration” and the requests from the e-bikes within the physical layer can be categorized as deletion, insertion, query, and update. Despite which type of operation is requested by any consumer modules, the data access module will perform the following tasks: (1) Start transaction management. (2) Access data source through data connection. (3) Check if any extra data operations (such as transformation) is required, and if so, execute them.

Moreover, devices within the physical layer can insert and update data into the database. The data access module will perform the following tasks for devices requests from the physical layer: (1) Start transaction management; (2) Recognize the operation from device ID and event type; (3) Translate generated data from devices to the data source schema. (4) Access data source through data connection. Accessing the database is done by calling the provided interfaces by this module. This hides all the technical details of the operation from the devices and the modules using the data access service.

One of the core functionalities within the data access and integration module is the “Data Transformation.” It provides the necessary transformation of unstructured data to structured data wherever applicable. Mostly, when an EV generates an event, it produces unstructured data that needs to be transformed into structured data in an understandable format by the different modules that consume it.

Figure 4. LoRaWAN Fog-Tier Architecture.
This module is deployed in both tiers, the fog, and the cloud tiers. In the fog tier, the module monitors the incoming data. If the incoming data is classified as part of the latency-sensitive requests, the data is processed at the fog application server. Any actions are to be transferred back to the edge node. Otherwise, the fog’s “Data Access and Integration” module forwards the acquired data to the “Data Access and Integration” module deployed on the cloud.

3.3.2. Inventory Management

This module provides the ability to add a new EV to the system by registering it, update the data associated with the EV and its availability at a specific time. It also enables deregistering an EV. The inventory management module has the following main functionalities:

- **Registration**: this module handles the registration of the EV into the system. It takes in the following parameters: name, identification, and current location.
- **Status update**: this module allows the status update of the EV at a specific time. The EV status can be in one of the following:
  - Available: an individual can use the EV.
  - Unavailable: in use by a particular individual.
  - Attention: admins need to check on the EV physically, and it will be unavailable for usage.
- **Maintenance**: the EV is under maintenance and unavailable for use.
- **Unregister**: this enables admins to unregister an EV from the system.

3.3.3. User Management and Tracking Module

This module provides the ability to add, delete, and update individuals within the community to allow them to use an available EV within the community-defined boundaries. Each user can be in one of the following statuses:

- **Active**: once a user is registered in the system, they have the active status. A user with the active status is allowed to use an available EV.
- **Suspended**: a user that misuses the EV will have the suspended status. A user with the suspended status is not allowed to use an EV.

3.3.4. Tracking Module

This module provides the ability to track the EV’s location and the usage of each individual while using the EV. It provides one of the foundations of rules created to enable the usage of the EV within a defined boundary of the community.

3.3.5. Community Map Module

This module enables the customization of the community map. The module provides the ability to:

- Add and delete a community map.
- Identify roads for the EV to be used within the map.
- Identify the availability of charging stations.
- Identify the available pick and drop off locations within the community.
- Identify specific landmarks within the community.

3.3.6. Rules Module

This module provides the ability to add specific constraints related to the community as the EV are consumed by individuals. Some of these rules can be related to driving the EV beyond the allowed boundaries. The rule can take the form of “if condition, then action.” The rules module consists of the following main functionalities:

- Create/delete/edit conditions.
- Create/delete/edit actions.
- Associate one and/or more conditions to one and/or more action.

The defined rules can be further classified as time-sensitive or not. The defined rules as time-sensitive are transferred to the fog tier for monitoring. The other rules that are not time-sensitive are to be monitored at the cloud tier.

3.3.7. Monitoring and Decision Module

This module monitors the created rules conditions. This module is deployed in both the fog tier and the cloud tier. The module monitors the time-sensitive rules within the fog tier and executes the actions if the defined condition is true. At the cloud tier, the rules that are not time-sensitive are continuously monitored and executes on the actions if the condition evaluates to true.

3.4. Interface Layer

The interface layer specifies the entities that can interface with the system through a provided user interface. An admin portal and the regular user portal are presented to the different user roles. A key function of this layer is to present the information about all the services offered to the specific user role. For the regular user, it exposes the services offered by the EV shared mobility system that includes various information about the services, such as the description of the services, the types of services, cost, rules, etc. Furthermore, this layer enables regular users to access and manage rented service instances. The requests are passed on to the control and management layer to fulfill those requests. The interface layer also exposes functionalities to the administrator user role, allowing them to view and manage the operation of the EV assets and the overall platform.

3.5. Security Layer

Security is a cross-layer, which specifies the adoption of administrative and technical mechanisms to minimize security threats and provide a secure EV shared mobility platform. This cross-layer supports all the presented layers—physical, communication, control and management, and interface—to provide secure services to the consumers. The layer supports both administrative and technical mechanisms to provide a safe execution of the provided services by the EV shared mobility system.

The detailed risks, vulnerability, attacks, and defense mechanisms are beyond the scope of this paper.

3.6. Operation Continuity Layer

Operation continuity is a cross-layer function that specifies the adoption of proactive and reactive measures that enable the EV shared mobility platform to mitigate the impact of planned and unplanned downtime. Proactive measures include activities, tasks, processes such as impact analysis, risk assessment, and technology solutions deployment (such as backup and replication). Reactive measures include activities, tasks, processes to be invoked in the event of a failure. It supports all the layers—physical, communication, control and management, and service—to provide uninterrupted services to the consumers.

The details of the risks, proactive and reactive mechanisms are beyond the scope of this paper.

4. Prototype Implementation

To validate the proposed system architecture presented in Section 3, the proposed shared mobility platform was implemented in a University campus environment using e-bikes. Figure 5 illustrates the edge, fog, cloud computing implementation prototype, and deployment.
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The LoRa gateway enables LoRa packets to be communicated over IP networks. The sensor data from the LoRa end-node on the e-bike is sent to the LoRa gateway, which in turn sends the packet to a software packet forwarder.

The components used for creating the LoRa Endnode are Arduino and Dragino LoRa + GPS shield. The assembled hardware and connection diagram for the prototype implementation of the LoRa Endnode is presented in Figure 7.
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**Figure 7.** LoRa Endnode Hardware and Connection Diagram.

A LoRa Endnode connects to a LoRaWAN gateway to send the sensor’s data. This LoRa Endnode is attached to the bike to transmit sensor information such as GPS coordinates for location tracking. This is powered by the bike’s internal battery, making it an edge device. The LoRa Endnode has a radio frequency transmitter module that utilizes LoRa modulation on the sub-gigahertz radio frequency band (868 MHz). The low frequency of the LoRa technology allows for transmission of packets over large distances; during the testing of transmission distances, a range of over a kilometer with a gateway antenna of only 3 dBi was achieved. The radiofrequency module is attached to a shield that has a GPS module attached. This allows the software written on the embedded device to interface with both the frequency module as well as the GPS module, the software was written in the C language. The GPS module uses the traditional technique of communicating with satellites to triangulate the location of the bike. The latitude and longitude floating precision value is encoded into an 8-byte array memory buffer. Since the ID of the bike the embedded device is on also needs to be specified, an integer is encoded into a 4-byte array and appended onto the previously mentioned buffer creating a 12-byte array memory buffer. These encoded 12-bytes are then encrypted using an application and network key and transmitted using LoRa modulation to the LoRaWAN. The total size of the payload is around 25 bytes and the LoRa module uses a Chirp Spread Spectrum (CSS) technique making it robust to channel noise.

The packet forwarder sends the packets to a network server hosted on campus premises. The packets are decrypted and forwarded to the application server within campus premises over Message Queuing Telemetry Transport (MQTT). Figure 8 shows the decrypted payload by the network server. The data is then collected by the “data access and integration component” deployed on the fog tier in the Application server, which monitors the incoming data, and publishes to the subscribed services within the fog tier the required data needed to make decisions. The data that is not registered to be integrated at the fog tier is forwarded to the cloud data access and integration component that is deployed on the cloud server.
Mobile and web interfaces were implemented as part of the interface layer presented in Figure 1 and deployed on the cloud server to use the shared mobility application. The web administration interface enables administrators to monitor and modify the working of the shared bike system. The web portal is implemented using HTML, CSS, Javascript, and Bootstrap. Using the administration interface, admins can add new e-bikes and bike slots, create other admin users, and get all the near real-time information of any bike in the system through the control and management layer. Moreover, the cost feature in the web application allows the administrators to see a breakdown of revenue generated.

Figure 9 presents the main features provided to administrators and are classified as Manage, Plan, and User safety. In brief, the Manage section allows the administrator to register a bike, register a slot, view the status of any bike, view system reports, and view the financial center.

The manage feature of the dashboard allows administrators to add other administrator users and register new e-bikes to the system as presented in Figure 10 by providing its Bike ID and the Slot ID to where the bike is placed. The administrator can register a slot for different locations on campus. Any of the statuses of the e-bikes can be viewed by clicking on the respective e-bike label. The battery level of the electric bike and its current location is presented on a map. By clicking on the button to view the e-bike data, a request

| Field          | Value                                      |
|----------------|--------------------------------------------|
| bike_ID        | 974,                                      |
| bike_status    | 25-312206,                                |
| bike_type      | 55-42024                                  |

**Figure 8.** Decoded decrypted payload with sensor information at the network server.

**Figure 9.** Main presented features for the admin users.
will be sent to the server for the respective data. As a response, the server will return the geographical coordinates and the bike’s battery level, which the user interface will show. Furthermore, the administrator can view the number of slots allocated to each location and the number of e-bikes currently parked at each location. The control and management layer updates this data, which presents the administrator dashboard information on the current slots used and the e-bikes in use at respective locations.

**Manage**

**Register a new bike**

| Bike ID | Slot ID |
|---------|---------|
|         |         |

**Register a slot**

| Location Slot Number |
|-----------------------|
|                       |

**View Bike Status**

| Bike 1 | Bike 2 |
|--------|--------|

![Map of American University of Sharjah](image)

**Figure 10.** Manage view to register a new e-bike and view registered e-bike status.

As part of the planning, the administrator can also view the activity hotspots in real-time. This map shows the administrator the areas that are currently covered by the e-bikes in use. The Plan Bike Routes is a feature that the management can use to allocate more bike routes if there is a demand. The server returns a list of geographical coordinates, which the administrator dashboard converts into activity hotspots on the map.

The administrator may also track users and their behavior in real-time. The administrator can view which e-bike is being operated by which user and if any users have reserved a bike. If they receive complaints about certain users or the bike sensors detect irrational bike riding, the administrator can either warn, fine, or ban users. The server returns the list of the users as it stores the list of users and their respective information in the MongoDB database, as shown in Figure 11. A request is sent to the server to perform the appropriate action by clicking on warn or ban.

An essential feature of the web portal is adding rules that define reckless riders and accidents. In the prototype implementation, a speed-related rule, bike drop rule, and geofencing rule were created by the admin user. Those specific rules were pushed into
the fog layer to be monitored with the particular data required to be monitored for the defined rules, such as accelerometer and gyroscopes, and location data. As the stream of data arrives at the fog’s data access and integration layer, the rules are monitored and a decision is to warn the rider in the case of speeding. A defined rule to fine the rider if they ignore the speeding warning three times.

![Table of User Violations and Warn or Ban Users](image)

| Name           | AU ID  | Role       | Description       | State      | Action |
|----------------|--------|------------|-------------------|------------|--------|
| Danique Khan   | 69350  | Developer  | Normal Behavior   | Inactive   | Warning Ban |
| Ahmed Razz     | 70620  | Student    | Normal Behavior   | Reserved   | Warning Ban |
| Sheba Sani     | 67567  | Student    | May be reckless   | Riding Bike 1 | Warning Ban |
| Mostafa        | 62049  | Faculty    | Dangerous Riding  | Riding Bike 2 | Warning Ban |

**Figure 11.** Track Users Administrator View in the Web Portal.

Furthermore, if a fall is detected, a message is sent to the rider and monitoring the movement through the accelerometer sensor data for the specific bike. If no activity within a set threshold, 15 s is the set threshold in the implemented prototype, a campus security officer within range is messaged with the e-bike location. Fall detection could be a sign of health hazard or injury, and it could be a misuse of the e-bike. Accordingly, the system will provide the security to respond to the option if the rider requires medical attention; if the option is selected, the ambulance number is called. Otherwise, if it was a misuse of the e-bike, the “report misuse” option is selected by the security officer, and they provide the details and an image of the current state of the e-bike. Such a case is escalated further with the maintenance team to report the cost of the misuse.

Another implemented rule to be monitored by the fog tier is the location of the e-bike. If the rider takes the e-bike outside the defined boundary, a warning message is sent to the rider, and the “brake” action is applied gradually to the e-bike to prevent them from moving any further. The security officer within the range of the rider will be notified for further action.

In order to use the shared mobility services, users must install the developed mobile application. This application enables the user to reserve an e-bike, claim the e-bike after reserving it, view ride history and cost center, receive warnings of careless usage and emergencies, and contact the administration.

To book and claim an e-bike, the logged-in user may view the university campus map with available charging stations indicated with icons of a blue bike, as shown in Figure 12. To book a ride, the user must tap on the icon of a charging station to view all the current available e-bikes on the selected charging station. The displayed e-bikes are the ones that are not in use nor reserved. The user can tap on one of the e-bikes to reserve it, as shown in Figure 12. Suppose the reservation is successful (indicated by a response of {status:1} from the server). In that case, a five-minute timer (a configurable timer by the administrator within the system) is started on the server. The user must claim the bike within this time limit. Otherwise, the reservation is canceled, and the e-bike will be available for others to reserve. The user will be unable to reserve or claim bikes if they have already reserved a bike, are currently in a ride or have been banned by the system.
To book and claim an e-bike, the logged-in user may view the university campus map with available charging stations indicated with icons of a blue bike, as shown in Figure 12. To book a ride, the user must tap on the icon of a charging station to view all the current available e-bikes on the selected charging station. The displayed e-bikes are the ones that are not in use nor reserved. The user can tap on one of the e-bikes to reserve it, as shown in Figure 12. Suppose the reservation is successful (indicated by a response of {status:1} from the server). In that case, a five-minute timer (a configurable timer by the administrator within the system) is started on the server. The user must claim the bike within this time limit. Otherwise, the reservation is canceled, and the e-bike will be available for others to reserve. The user will be unable to reserve or claim bikes if they have already reserved a bike, are currently in a ride, or have been banned by the system.

Figure 12. User Mobile Interface (a) Map of Campus with charging stations. (b) Reserve an e-bike interface. (c) QR code scanner.

To claim an e-bike, the user must go up to the charging station and locate the reserved bike. They must then scan the QR code on the bike slot. This QR code will be decoded, and the resulting string will be sent to the server for confirmation. If successful, the user will be able to claim the bike. The server notes down the starting time and position of the bike, as these parameters are a part of the ride history. To return an e-bike to a charging station, the user must go up to a free parking spot and park the borrowed bike, and then scan the QR code on the bike slot where they parked the bike. If they scanned the QR code of a free bike slot, their ride ends. The user can see the details of the ride in the history section of the application.

The user can view all previous rides in the history section of the application, as presented in Figure 13a. Also, the cost, initial and final destinations, and the ride duration are displayed, as shown in Figure 13b. All the features mentioned above in the user and admin interfaces are functionalities exposed by the control and management layer, as discussed in Section 3.

The physical implementation and testing dealt with a single e-bike. Other bikes were simulated within the university campus environment to test the system’s scalability to support multiple e-bikes and users. The prototype implementation presented the adequacy of the proposed architecture with the university campus and its ability to scale to multiple e-bikes and users.
displayed, as shown in Figure 13b. All the features mentioned above in the user and admin interfaces are functionalities exposed by the control and management layer, as discussed in Section 3.

Figure 13. User interface profile and ride history: (a) User rides history (b) User profile interface.

5. Results and Discussion

Given the proposed architecture in Figure 5, and since the time dimension with the fog computing architecture is a critical factor, this section presents the conducted experiments to measure the execution time of the gateway, network server, and application server within the fog tier. The execution time of each element was measured as follows:

- Gateway: from the time the message was received until it was forwarded to the network server.
- Network server: from the time the network server received the message until the message was processed and forwarded to the application server.
- Application server: from the time the message is received until the decrypted payload is added to the database.

The experiment was conducted with 1000, 5000, and 10,000 requests. The average execution time for the experiments is presented in Tables 1–3, respectively.

Table 1. Average Execution Time of the Fog Components for 1000 Requests.

| Component         | Average Execution Time |
|-------------------|------------------------|
| Gateways          | 0.14 ms                |
| Network server    | 189.48 ms              |
| Application server| 12.14 ms               |

Table 2. Average Execution Time of the Fog Components for 5000 Requests.

| Component         | Average Execution Time |
|-------------------|------------------------|
| Gateways          | 0.19 ms                |
| Network server    | 196.32 ms              |
| Application server| 18.12 ms               |
Table 3. Average Execution Time of the Fog Components for 10,000 Requests.

| Component       | Average Execution Time |
|-----------------|------------------------|
| Gateways        | 0.21 ms                |
| Network server  | 202.43 ms              |
| Application server | 23.16 ms             |

From Table 1, the average latency of 1000 requests within the fog computing tier is 201.76 ms. As the number of requests increases to 5000 and 10,000 requests, the average latencies are 214.63 ms and 225.80 ms, respectively. Hence, given the nature of the smart mobility community, it is expected to receive requests within the range of 1000 to 10,000 requests at a specific point in time. Therefore, the proposed solution scales as the number of requests increase. Furthermore, the proposed architecture is modular, and as the number of requests increases, and if there is a need to have additional network and applications servers, more compute nodes can be added at run-time using network and application load balancers.

Further experimentation was conducted to examine the execution of tasks using cloud computing without the Fog computing implementation. The results are presented in Table 4 for 1000, 5000, and 10,000 requests. The execution time was calculated from the time the requests were initiated from edge devices until the request was processed and transmitted back to the edge device. For this experiment, a public cloud provider is used, and the developed framework is deployed on a server in the US East region. The difference in average execution time is noticeable when compared fog only versus cloud only execution, as shown in Figure 14.

![Figure 14. Average execution times of requests on Fog only and Cloud only for 1000, 5000, and 10,000 requests.](image-url)
Table 4. Average Latency using Cloud Computing for 1000, 5000, 10,000 requests.

| Request Number | Cloud Average Latency |
|----------------|-----------------------|
| 1000           | 9215 ms               |
| 5000           | 11,423 ms             |
| 10,000         | 13,621 ms             |

The power consumption was also observed while the e-bike was in use with the utilized LoRaWAN technology. The e-bike operation time with an average use was observed with and without the utilization of the LoRaWAN end node sending packets. There was no noticeable power drainage during the operation of the e-bike while transmitting the LoRaWAN packets. In both scenarios, with and without sending the LoRaWAN packets, the e-bike was able to travel a range between 40 and 50 KMs.

6. Conclusions

This work proposed an architectural design for e-vehicles within a community setting. The proposed architecture was validated through a prototype implementation using e-bikes within a university campus. The proposed architecture consists of four main layers: the physical layer, communication layer, control and management layer, interface layer, operation continuity layer, and security layer. A mobile application was developed to enable regular users to use the system’s main functionalities and a web interface for administrators to register and track the e-bikes in the physical environment. The e-bike can be used in university campuses, public parks, large malls and closed residential communities, and sports complexes. The work conducted a set of experiments to examine the adequacy of the proposed architecture using the LoRaWAN technology for fog computing in smart mobility sharing with respect to latency, scalability, and energy consumption. The results show that with the LoRaWAN fog computing for smart mobility was able to handle the execution of requests between 1000 and 10,000 with an average execution time in fractions of seconds when compared with cloud computing. Furthermore, the system’s modular design provides the ability to deploy components in different nodes with the ability to provision additional servers at run-time for components to scale when there is a high number of requests at a specific point in time. We also observed the power consumption in the prototype implementation with the e-bike shared mobility with and without the LoRaWAN end node. It was observed that LoRaWAN does not consume a noticeable power from the e-bike battery during a normal operation. Future work will examine other network protocols that utilize WiFi and 5G networks. We will further collect real data from users within the university campus community and extend the proposed architecture with the analytics and prediction services.
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