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Abstract

This article analyzes whether Canada’s present approach to regulating health-related artificial intelligence (AI) can address relevant safety-related challenges. Focusing primarily on Health Canada’s regulation of medical devices with AI, it examines whether the existing regulatory approach can adequately address general safety concerns, as well as those related to algorithmic bias and challenges posed by the intersections of these concerns with privacy and security interests. It identifies several issues and proposes reforms that aim to ensure that Canadians can access beneficial AI while keeping unsafe products off Canadian markets and motivating safe, effective use of AI products for appropriate purposes and populations.
Résumé
Cet article cherche à savoir si l’approche actuelle du Canada en matière de réglementation de l’intelligence artificielle (IA) dans les soins de santé permet de relever les défis pertinents en matière de sécurité. Se concentrant principalement sur la réglementation de Santé Canada pour les dispositifs médicaux qui intègre l’IA, l’article cherche à savoir si l’approche réglementaire en place peut répondre adéquatement aux préoccupations générales en matière de sécurité, ainsi qu’à celles liées aux biais algorithmiques et aux défis sous-jacents en matière de confidentialité et de sécurité. L’article repère plusieurs problèmes et propose des réformes qui visent à garantir l’accès à une IA bénéfique tout en gardant les produits dangereux hors des marchés canadiens et en motivant une utilisation sûre et efficace des produits d’IA pour les groupes appropriés.

Introduction
Artificial intelligence (AI) refers to machines (including software) that perform functions that normally require human cognition without direct human aid (WHO 2021). The use of AI in healthcare settings engenders fierce debates as to its benefits and risks. Health-related AI offers possibilities of more accurate diagnoses, more finely tailored treatment plans, shorter wait times, and greater patient involvement in directing care (CIFAR 2020, 2021; CMA 2020; Reznick et al. 2020). Yet, at the same time, health-related AI raises concerns, for example, about how to ensure that an AI product is both itself safe and used safely by healthcare professionals; how to apportion liability for harm as between manufacturers, professionals, and institutions; what informed consent should entail in AI settings; the threat of algorithmic bias/discrimination; and potential AI-related privacy and security breaches (Blasimme and Vayena 2020; Flood and Régis 2021; Gerke et al. 2020; Murphy et al. 2021).

The great challenge, then, concerns how to ensure the benefits of AI while eliminating (or at least limiting) any adverse outcomes of AI use. To meet this challenge, we need sophisticated decision making by humans, particularly with respect to choices as to how to regulate health-related AI.

There are layers of uncoordinated laws that will (often indirectly) impact how AI is used in the Canadian healthcare system (or systems, given provincial legal variations). Regulations include “hard” laws – such as provincial laws regulating hospitals and the operation of safety committees therein, privacy laws and anti-discrimination laws – and “soft” laws – such as hospital accreditation standards, as well as clinical guidelines and educational standards set by professional colleges. There are also incentives flowing from tort law and contract law; over time, judges will develop a body of case law that will help guide how to apportion liability should a patient be harmed as a result of the use (or non-use) of health-related AI (Flood and Régis 2021).

In this paper, we consider one location of regulation of health-related AI, namely, Health Canada. We look at Health Canada’s role in approving medical devices as sufficiently safe for sale within Canadian markets. We take this approach as regulation at the federal level
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impacts healthcare systems, healthcare providers, patients and AI innovators across Canada: reform here offers an important window of opportunity for national rules/policies. Health Canada also recently adopted a new regulatory pathway to better permit the licensing of health-related AI, including adaptive machine learning (explained further later). As it is presently seeking some input on how best to operationalize this new regulatory pathway (Health Canada 2021, e-mail communication, June 21, 2021), we hope our analysis can inform that process. Likewise, while health-related AI implicates a broad range of important legal concerns, here we focus on product safety – i.e., safety of a given health-related AI tool. However, product safety is entwined with the problem of algorithmic bias and, more indirectly, by privacy/data access issues, so we include these issues within our analysis.

Thus, in what follows, we outline three safety-related concerns (general safety, algorithmic bias and privacy/security) specific to Health Canada’s regulation of medical devices. For each, we discuss how existing regulation may address the issue and offer recommendations regarding regulatory reform as needed.

(General) Safety of Health-Related AI

The concern(s)
Existing evidence from research settings suggests that many health-related AI tools outperform their human counterparts (Topol 2019a, 2019b). However, AI will make mistakes. For instance, IBM Watson for Oncology was not trained on real patient data and made erroneous treatment recommendations (Gerke et al. 2020: 302–03). Errors were identified before it was implemented in clinical practice, but developers did not disclose the problems for over a year (Gerke et al. 2020). More recently, the Epic Sepsis Model designed to predict sepsis cases based on electronic health records was found to miss two-thirds of cases (Wong et al. 2021). One hopes that such examples will be rare. But for AI to spark a seismic shift toward improved safety of healthcare, professionals, patients and the public must be able to trust that regulatory systems will weed out unsafe AI.

The last decade saw a rapid expansion of machine learning (ML), a subfield of AI that now powers most AI applications across industry. ML models learn from data and are designed to improve their performance over time from new data without being explicitly (re-)programmed. Adaptive ML that can evolve and continuously learn from real-world health data, as opposed to remaining static, is a potential game changer in terms of safety. It offers a major advantage over other technologies, such as a drug or a hard medical device that does not improve itself over time. Unlike other tools, ML might realize its errors and correct its performance issues. But, at the same time, this aspect of ML creates real challenges: if an ML tool is “approved” as safe prior to entry to the market but then evolves, how can a regulator guarantee that it remains safe for use as it evolves?

Presently, regulation of medical devices assumes that AI software is of lower risk if there is a “human in the loop”; that is, if a healthcare professional oversees the use of AI.
However, many scholars raise concerns that algorithms are “black boxes”: healthcare professionals cannot know how a particular diagnosis or treatment recommendation has been reached (Pasquale 2015; Price 2018). Some of these concerns may be overstated given the status quo. Physicians may not, for example, fully understand different clinical interventions (e.g., common medications such as acetaminophen, for which the mechanism of action is not entirely clear [Gerriets et al. 2021]), but they are trained to understand their mechanisms in a general sense and are alert for potential problems. Such general understanding may be all that we should require with respect to AI. Regulators could, in turn, seek transparency on ML decision making; there is an increased emphasis by some on the need for “explainability” tools (e.g., Lundberg et al. 2020; Yap et al. 2021). However, easy fixes in this regard are unlikely. For instance, recent research suggests that this potential technical “fix” can backfire when people put too much trust in “interpretable” models and do not correct their mistakes (Poursabzi-Sangdeh et al. 2021).

Other safety issues relate to how healthcare providers interact with AI tools. There are two sides to this problem: underutilization and overreliance. With respect to underutilization, providers who are uncertain about how AI works may be reluctant to trust and unwilling to adopt AI that could reduce medical errors, which results in an estimated 20,000 Canadian deaths per annum (Baker et al. 2004; Risk Analytica 2017). With respect to overreliance, there are risks if providers rely reflexively on an AI tool without deliberating on, for example, whether it has been trained on unrepresentative data; in such cases, the tool’s advice/diagnosis for a particular patient may not be correct (CIFAR 2020). Some experts worry that physicians may even feel compelled to rely on AI against their professional judgment if AI use becomes the standard of care and not using AI results in liability (Froomkin et al. 2019). There are also deeper safety issues inherent in any human-computer interface related to human factors engineering, including how the algorithm presents information and if it does so in a way that minimizes the chance of human error in application.

**Existing regulations**

Our focus here is, again, on Health Canada, which regulates medical devices, including those with AI, via a licensing regime. This regime is authorized and established under the *Food and Drugs Act* (1985) and *Medical Devices Regulations* (1998). Software that meets the definition of “medical device” under the *Food and Drugs Act* (1985) and *Medical Devices Regulations* (1998) falls under this licensing regime even if it is not part of a hard physical device (Health Canada 2019). Once Health Canada approves a medical device, it is deemed safe for general distribution and sale in Canada and may be adopted into public health plans or sold privately.

There are gaps in this federal regulatory framework (as detailed further in Da Silva et al. 2022). One is that Health Canada’s “pre-market” licensing scheme for medical devices only requires that higher-risk devices provide explicit evidence (from studies) of product safety and efficacy. Lower-risk devices can be approved for distribution and sale without providing even
a summary of studies on which safety claims are made. Companies initially self-select the risk category and thus the degree of regulatory oversight. There are no public records as to the extent to which Health Canada reviews this selection process.

A further gap is found in Health Canada’s guidance documents interpreting the Food and Drugs Act’s (1985) and Medical Devices Regulations’ (1998) application to software. Current guidance largely excludes AI software from licensing requirements if it is “not intended to acquire, process, or analyze a medical image or signal,” “intended to display, analyze, or print medical information,” “only intended to support” provider decision making, and “not intended to replace … clinical judgment” (Health Canada 2019). While these criteria are not meant to be “determinative” of whether software falls under the Medical Devices Regulations (1998), it is again primarily up to innovators themselves to apply these criteria and select their own licensing category. The rationale behind this regulatory carve-out is, presumably, that having a human in the loop can ensure the safety of a given AI tool. But no such exception is made for prescription drugs (i.e., having a physician prescribe the drug does not negate rigorous requirements for testing in the pre-market stage), and it seems unlikely that most healthcare professionals would be able to sufficiently assess any hidden safety issues in AI alone. Furthermore, such an approach would result in underuse of AI by risk-averse physicians, who could not rely on the fact that the product has been cleared as safe by the regulator.

Apart from concerns about gaps in regulatory oversight, ML applications will require ongoing regulatory oversight of a different nature and quality as they evolve over time. Under section 21 of the Medical Devices Regulations (1998), all software must be “validated” before entering Canadian markets. This effectively prohibits approval of “adaptive” ML algorithms that learn from new data and change how they operate based on their own real-world performance without human intervention. Under the existing law, this kind of algorithmic change would mean that the application would have to be repeatedly re-licensed. To respond to this, Health Canada is developing a new regulatory pathway for the approval of medical devices with adaptive ML (Health Canada, e-mail communication, June 21, 2021). Yet details on this pathway remain to be seen apart from principles and statements regarding Health Canada plans to work closely with industry partners and “innovate” in the “regulatory sandbox” (Vural et al. 2021).

**Recommendations**

Health Canada must meet the challenge of how to regulate health-related AI, particularly ML, as safe for use in Canadian markets. To support this task, we offer five brief recommendations.

a. **Transparency:** First, Health Canada will need to be transparent about its plans to regulate and report regularly on performance to garner the trust of patients, healthcare
professionals, the public and even innovators themselves. For example, if AI tools continue to be regulated based on the category of risk that they pose, we suggest that there needs to be transparency in how innovators’ choice of licensing category is reviewed. Information should be publicly available on how these choices are audited, how often innovators are required to resubmit to a higher licensing category, and which innovators are required to resubmit. Similarly, as Health Canada develops a new regulatory pathway for ML tools (in the so-called “regulatory sandbox”), it must be transparent regarding what evidence is being relied upon to assess safety prior to market entry and what safety standards will be applied in the post-market stage.

b. Human in the loop: Health Canada’s current exemption for licensing of health-related AI in some circumstances where there is a healthcare provider “in the loop” should be removed. Providers are not yet trained to assess the risks of health-related AI (Reznick et al. 2020). For the same reason, the mere presence of a human in the loop also should not necessarily trigger lesser scrutiny or a lower risk classification.

c. Post-market surveillance: Health Canada should ensure effective post-market surveillance of and transparent reporting on the safety and quality of AI in/as medical devices, particularly for ML. When it comes to post-market surveillance, where risk criteria are set at the pre-market stage, Health Canada should require regular reporting (indexed to risk) within those parameters. Regular random audits by the regulator to ensure that tools are working as intended will be key to successful regulation.

d. Strong pre-market and post-market oversight: There may be pressure from some innovators to follow in the footsteps of the US Food and Drug Administration’s pilot project, under which “excellent” companies could receive “pre-certification” of new software technologies in exchange for post-market surveillance (US FDA 2020). However, while post-market surveillance is critical for ML tools, this should not be at the expense of appropriate pre-market review. A focus on the track record of the innovator, rather than the product, may be appealing to innovators in terms of having, at least at first blush, a lighter regulatory impact. However, this kind of regulatory oversight could backfire by disadvantaging smaller start-ups without a significant track record but with an excellent product.

Furthermore, as we discuss below with respect to the problem of algorithmic bias, the initial design of the ML device is critical to how it will perform over time, and appropriate pre-market licensing requirements can ensure that high standards are met in terms of design. Where one unsafe AI tool could produce significant public pushback (Terry 2018), innovators too should support pre-market review – addressing traditional safety concerns and algorithmic bias and cybersecurity issues discussed below – to weed out bad products before they come to market and cause harm to patients.

e. Regulatory burden assessment: While it is vital for Health Canada to appropriately regulate the safety of health-related AI, they must also evaluate the regulatory burden that falls upon AI innovators, particularly for start-ups and small companies, so that they are not deterred from bringing excellent products to the market. Constant attention must be
paid to achieving the goal of patient safety while minimizing unnecessary regulatory bar-
riers. After all, unduly keeping otherwise safe health-related AI with huge potential for
improving health outcomes off the market will not improve patient safety.

Algorithmic Bias and Safety Worries

The concern(s)
Health-related AI is designed by humans, who have explicit and implicit biases. The algo-
rithms that humans develop could accordingly be inadvertently biased against marginalized
groups/patients. AI innovators make many design choices that may increase or decrease algo-
rithmic bias risks, such as decisions about whether or not to pursue and build upon data sets
that are more representative but may be more costly or otherwise difficult to obtain. Even
representative data sets may prove problematic if, for example, the data were originally col-
lected in ways that encode researchers’ bias or are input into an algorithm that itself encodes
biases and accordingly has differential impacts (Cirillo et al. 2020).

Beyond the biases/limitations of the programmers/developers themselves, there is the
question of whether data sets are themselves representative. There is already discrimination
against different groups (e.g., women, racialized populations, sexual and gender minorities)
in healthcare (Ayhan et al. 2020; Ben et al. 2017; Dusenbery 2018). Health-related AI might
help by providing recommendations that could cause providers to “check” their inherent
biases/judgments. Yet AI trained on data that themselves systematically under-represent
groups because of discrimination already within the system may not cure, but replicate, exist-
ing discrimination problems, resulting in AI recommendations that are subpar for patients
from marginalized populations (McCradden et al. 2020; Obermeyer et al. 2019). This could
entrench or exacerbate existing inequalities. Consider, for example, the well-known under-
clusion of pregnant women in psychiatric trials (Cirillo et al. 2020; WHO 2009) or the
under-treatment of both women and black individuals for cardiovascular disease (Vaccarino
et al. 2005). Not all recorded differences in the data are bad biases. Where there are clinical
differences scientifically grounded in gender, sex, age or race, this specificity is welcome for
it leads to better diagnoses, treatment plans and ultimately health outcomes. But the risks of
wrongful bias demand regulatory attention.

Existing regulations
Present medical device regulations in Canada do not specifically address the problem of
algorithmic bias. One could look to federal and provincial human rights laws to combat dis-
crimination that results from undesirable algorithmic bias in healthcare settings. However,
unlike upstream device regulations, human rights laws will only have impact after dis-
criminatory action occurs, and it will be difficult for individual patients to show causation
between upstream decisions made in AI innovation and the harms that they experience
(Henderson et al. 2022).
The scope of human rights laws presents further limits. Canada’s supreme human rights law, the constitutional *Canadian Charter of Rights and Freedoms* (1982), only applies to governmental action so its protections cannot directly apply to developers or (normally) healthcare professionals. Provincial human rights laws, like the Saskatchewan Human Rights Code ([https://saskatchewanhumanrights.ca/your-rights/saskatchewan-human-rights-code/](https://saskatchewanhumanrights.ca/your-rights/saskatchewan-human-rights-code/)), do apply to private actors and prohibit discrimination on grounds such as race and gender. So, at least theoretically, an AI tool that is not trained on an appropriately representative database may violate the provincial laws. But claimants would face steep evidentiary burdens (Henderson et al. 2022), and we have yet to see judgments requiring collection of “representative” data or, otherwise, clearly protecting against algorithmic bias (Krishnamurthy 2021).

**Recommendations**

Health Canada alone likely cannot eliminate the threat of algorithmic bias stemming from health-related AI, but we have recommendations on how the federal government can use its powers to at least minimize the algorithmic bias-based risks most likely to have an impact on patient safety.

a. **Assess risk of algorithmic bias in pre-market review**: Health Canada should assess the risk of algorithmic bias as part of safety review. Health Canada should, for instance, require that developers of all health-related AI applications, regardless of risk classification, take all reasonable steps to collect and use training data that are representative of the populations for whom an AI tool will be used. It should also carefully review its present expedited processes for adoption of devices approved by regulators in foreign jurisdictions to ensure that this does not mean that adoption of health-related AI is inapt for Canadian needs. This is particularly so if international regulators try to speed up or lighten regulatory oversight to “support” their own local AI innovators. For Canadian innovators, Health Canada could assess which other mechanisms exist to spur better data inclusiveness, such as whether the Tri-Council (Canadian Institutes of Health Research, Natural Sciences and Engineering Research Council of Canada and Social Sciences and Humanities Research Council 2018) guidelines on research ethics sufficiently speak to this issue.

In some cases, using representative data may not be feasible, given the unavailability or prohibitive cost of acquiring it. Race-specific data are not even collected in some jurisdictions, preventing some biases from being assessed. The salience of, for example, race or gender to diagnosis or treatment may vary by clinical context, and risks posed by algorithmic bias may vary accordingly. It is thus essential that in every circumstance, significant effort is put into understanding for whom this algorithm will work by properly characterizing the population on which it was trained and thus providing information as to its limitations for use in clinical settings. While Health Canada may already attend
to these issues (and representatives suggest that this is the case), an explicit and transparent requirement is needed to engender trust on the part of healthcare professionals and patients.

b. **Assess algorithmic bias as part of post-market review:** Beyond the initial point of licensure, Health Canada should also monitor the extent to which AI tools may be perpetuating or exacerbating existing inequalities via life-cycle surveillance of AI in the real world (e.g., examining if any adverse errors disproportionately impact those underrepresented in training data sets).

c. **The federal government should fund data set development:** As we discuss further in the context of privacy issues, Health Canada should also spearhead with other federal departments and agencies the building and liberalization of representative data sets to support the development of health-related AI.

**Safety, Privacy and Security**

*The concern(s)*

Many worry that “big data” collection by governments or multinational corporations (e.g., Google, IBM, Facebook) will inevitably produce privacy violations. Users worry that their personal health data might be used to, for example, deny insurance or risk-rate premiums or adversely affect employment opportunities. High-profile personal information breaches, such as an agreement between Google DeepMind and the National Health Service that gave Google 1.5 million patients’ records in 2015, which Google sought to bring to the US, underscore these concerns (BBC News 2021). The UK Privacy Commission found that there were insufficient privacy protections in that case, which is now the subject of a class action suit (BBC News 2021). However, large, representative data sets remain necessary to build safe, effective AI and to mitigate risks of algorithmic bias.

Privacy concerns are further complicated by related cybersecurity issues. Even where data holders and users acquire data in a justified manner, they must ensure that they have sufficient security safeguards to protect the data from falling into the hands of persons without legitimate claims to access them. Canada’s healthcare systems are, in practice, operated by a plethora of different actors and entities (non-profit hospitals, private clinics, small general practices, large pharmacy chains) with varying capacity to ensure secure systems.

From a safety lens, privacy concerns may make it more difficult for AI innovations to be built from aggregate data that are representative of populations they will serve. Members of Indigenous, Black and other communities that have been marginalized may oppose sharing data because of historical and present-day abuses of their data by governments and private actors. Yet there is a risk of error in diagnosis and treatment if data are not included from such populations. Data “de-identification,” in which identifying information is stripped away, reduces privacy risks but is not always possible. There is a risk too, with large data sets involved in most health-related AI projects, of “re-identification” and misuse by less
scrupulous actors (Cohen and Mello 2018). International actors and other jurisdictions are
developing best practice standards for protecting data used in AI, and even basic cyberse-
curity standards can help minimize these risks. But the risks remain. Innovators may also
face challenges acquiring representative data from excessive privacy restrictions and/or the
multiple layers of restrictions operating at federal, provincial and sub-provincial (e.g., hospi-
tal) levels.

Existing regulations
Across Canada, there is a lattice of federal and provincial law relating to privacy of health
information. At the heart of federal and provincial privacy protections are requirements that
Canadians normally must give consent to the disclosure and sharing of their personal health
information. Access to data is, however, difficult across Canada, and given the large data sets
needed to create AI tools, it is more likely that AI will seek out extant data sets, even if not
sourced in Canada. This is almost always viewed as more feasible than building data sets
themselves, avoiding the need to obtain patient consent. Indeed, many AI tools rely on the
same data sets from foreign jurisdictions, like US-based MIMIC data sets (Nagaraj et al.
2020).

Canadian privacy laws also do not generally require consent for the use of de-identified
data, but triangulation of data and AI could be used to re-identify persons. Recent amend-
ments to Ontario’s Personal Health Information Protection Act (PHIPA) (2004), prohibit
re-identification of health information and penalize rule-breakers, and PHIPA sets some
minimal cybersecurity standards that different types of medical tools must meet. But these
kinds of protections are not uniform across Canada.

Recommendations
Health Canada also cannot address issues regarding safety, privacy and security on its own,
but there are at least three ways that the federal government, likely including Health Canada,
can minimize related concerns.

a. International security standards: First, as part of pre-market clearance and ongoing post-
market surveillance of ML applications, Health Canada should require compliance
with international cybersecurity standards, similar to what regulators have proposed in
Germany (FIDMD 2021). For instance, it could require completion of a checklist by
the applicant “on data protection, information security and quality,” including whether
the manufacturer has met international (specifically ISO) and domestic standards with
respect to information security and management (FIDMD 2021). These kinds of basic
requirements are, of course, not a panacea. Yet they will minimize the chances of at least
some kinds of privacy violations, which is a good outcome on its own and should help
foster the development of more inclusive data sets.
b. **Punishment for re-identification:** Second, to deliver on the promise of safer healthcare for groups who have been marginalized by society, AI requires large representative data sets, and yet the same historically marginalized groups who may benefit from AI built on more representative data do not necessarily trust our governance systems. To address this problem, the federal government of Canada should assess whether existing federal and provincial laws adequately prevent sharing of identifiable information and reconstituting of previously de-identified information and work with others to ensure an adequate framework exists. Importantly, particularly as the technological capacity of re-identification becomes more feasible with ML, there must be a review of whether penalties for re-identification are sufficient to deter bad actors. Presently, there are many ethical AI innovators who cannot access the data they need because of re-identification concerns. All else being equal, it would seem better to heavily punish bad actors as opposed to inhibiting access to data for all.

This broader problem is likely one beyond Health Canada’s jurisdiction and points to broader systemic concerns — hence the move away from our specific focus and discussion regarding “the federal government,” rather than Health Canada, in the preceding paragraphs — but Health Canada should consider whether it can require as part of both pre-market and post-market oversight that patients’ and users’ privacy is sufficiently protected, given the connections among robust privacy protections, data representativeness and safety. These issues may simply stem from a more general failure to protect data outside Health Canada’s jurisdiction, but that should not stop Health Canada from examining if/how they can contribute to better protections. Insofar as Health Canada is not enabled to address these issues, in turn, the federal government may consider providing it with the authority to consider them within safety analyses. Regardless of what one thinks of that proposal, it is clear that the federal government must ensure that someone is attending to these important concerns.

c. **A pan-Canadian strategy on data creation and protection:** Finally, we agree with the Public Health Agency of Canada (2021) Expert Advisory Group on the Pan-Canadian Health Data Strategy’s recent statement on the need to enable safe, national pooling of representative data sets. This will require the federal government to use its convening power to lead all provinces and territories into common standards for data sharing and support Indigenous governments and communities that have been marginalized in data sharing (Black Health Equity Working Group 2021).

Once again, Health Canada may not be able to resolve these issues alone, but the federal government could support and fund Indigenous peoples, Black and other visible minority groups for “better data collection to ensure fair and inclusive AI in medicine” (Pasquale 2020: 39). Health Canada could consider funding partnerships between AI innovators and marginalized groups — provided it is more than a tokenistic exercise — to foster data inclusivity.
Conclusion
AI promises a safer future for Canadian patients, overall, but to realize that future, legal governance of health-related AI must support safe innovations and weed out poor products and unethical innovators. In other words, Health Canada as the regulator must have as its primary goal protection of patient safety and with it a fundamental commitment to transparency, particularly as it experiments with different kinds of regulatory approaches and standards of evidence for AI products that evolve over time.

The regulatory challenge here is significant for health-related AI (particularly ML) is not static: Health Canada as the regulator must be nimble but, at the same time, relentlessly transparent with its successes and failures to garner trust in the safety of health-related AI. Of course, the goal should be to ensure that the regulatory touch consistent with patient safety does not bury innovations in red tape, which will not help Canadian patients. However, this should not be an excuse to aim for minimal or ineffective regulation in a bid to foster Canadian innovation and support Canadian innovators. Furthering innovation consistent with protecting patient safety, Health Canada’s primary goal, requires that Health Canada conduct both pre- and post-market review of medical devices with AI that attends to the safety-related risks, including those relating to algorithmic bias, privacy and cybersecurity. Health Canada’s resources will need to be bolstered to achieve these goals, so that the resulting regulatory framework ensures that the safety and quality of health-related AI products are maintained over time. This will help foster trust on the part of all stakeholders and the use of beneficial health-related AI that rightly makes it onto Canadian markets.
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