Axion energy density, bottle neck period, and $\bar{\theta}$ ratios between early and late times
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The possibility of the “invisible” axion being cold dark matter relies on the acceptable estimates of the current axion energy density. The estimate depends on the nature of QCD phase transition at a few hundred MeV and the evolution of the misalignment angle $\vartheta$. The onset of $\vartheta$ oscillation undergoes a bottleneck period which occurred during the QCD phase transition. In addition, the anharmonic coupling of order $a^4$ affects the $\vartheta$ evolution. From the time that the anharmonic effect is negligible, it is rather simple to calculate the ratio of $\vartheta$’s between early and late times. For multi GHz oscillations, the current age of the Universe needs at least $10^{27}$ oscillations which limits an exact calculation of $\vartheta$. We establish a stepwise approximation for numerical solutions of the differential equation and obtain $\theta_{\text{now}}/\theta_{f} \approx 3 \times 10^{-17}$ for $m_a \simeq 10^{-4}$ eV, where $t_f$ is the first time that the full hadronic phase (after the QCD phase transition) was established.
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I. INTRODUCTION

There have been increasing efforts to find out the QCD axion in the mass range $10^{-5}$ eV $\sim 10^{-4}$ eV [1,3]. This range corresponds to the so-called “invisible” axion [4–7] which has survived until now. Usually, the axion search limit is presented in the axion-to-photon conversion rate ($\sigma_{a\rightarrow\gamma} \propto |c_{a\gamma\gamma}|^2$) versus the axion mass $m_a$ (or the decay constant $f_a$) plane where the axion mass is the key parameter in determining the classical motion of the axion field. In these plots, the theory curves are simply the relations between the axion-photon-photon coupling $|c_{a\gamma\gamma}|$ versus the axion mass and hence do not depend on the axion evolution history in the Universe. But, the experimental search limits in these plots are presented under the assumption that the axion contribution to the energy density of cold dark matter (CDM) in the Universe is about 27% [32]. So, it is of utmost importance to know the current axion energy density in the Universe as accurately as possible.

The shift symmetry direction $\bar{\theta}$ (or $\alpha/f_a$) is the direction of the global phase symmetry. If it were an exact symmetry, the so-called Peccei-Quinn (PQ) symmetry [9], then the corresponding Goldstone boson would be exactly massless but as is well-known all global symmetries are always broken [10]. For the PQ symmetry, it is broken only by gauge the so-called Peccei-Quinn (PQ) symmetry [9], then the corresponding Goldstone boson would be exactly massless.

In these plots, the theory curves are simply the relations between the axion-photon-photon coupling $|c_{a\gamma\gamma}|$ versus the axion mass and hence do not depend on the axion evolution history in the Universe. But, the experimental search limits in these plots are presented under the assumption that the axion contribution to the energy density of cold dark matter (CDM) in the Universe is about 27% [32]. So, it is of utmost importance to know the current axion energy density in the Universe as accurately as possible.

The shift symmetry direction $\bar{\theta}$ (or $\alpha/f_a$) is the direction of the global phase symmetry. If it were an exact symmetry, the so-called Peccei-Quinn (PQ) symmetry [9], then the corresponding Goldstone boson would be exactly massless but as is well-known all global symmetries are always broken [10]. For the PQ symmetry, it is broken only by gauge anomalies always including the QCD anomaly and not anywhere else, especially not including breaking terms in the potential $V$. The breaking terms by the QCD anomaly gives mass to the axion as noted by Weinberg and Wilczek [11,12]. The PQ shift symmetry is a chiral symmetry involving quark fields, $u_{L,R} \rightarrow e^{\pm i\alpha_{u}}u_{L,R}, d_{L,R} \rightarrow e^{\pm i\alpha_{d}}d_{L,R}$ (or simply $u \rightarrow e^{i\alpha_{u}\gamma_{5}}u, d \rightarrow e^{i\alpha_{d}\gamma_{5}}d$), etc. This chiral symmetry is respected by the kinetic energy terms of the quark fields but is broken by the quark mass terms and is proportional to $m_{u}\Lambda_{QCD}^{3}$. Translated into the axion mass, the axion mass square is proportional to $m_{u}^{2}\Lambda_{QCD}^{2}$, which is an expression in the quark and gluon phase ($qg$-phase).

So, the axion mass has been scrutinized for a long time. If one considers the hadronic phase ($h$-phase), the axion mass expression is proportional to the hadronic parameters $m_{u0}$ and $f_{v0}$ in which case also the mass should vanish in the chiral limit, i.e. in the limit $m_{u} \rightarrow 0$. Since any quark mass can be used for the chiral limit, it vanishes as $m_{u}m_{d}m_{s}/(m_{u}m_{d} + m_{u}m_{s} + m_{d}m_{s})$ [13,14]. Here, the light quark masses are the values above the QCD phase transition. The axion mass at zero temperature, i.e. in the $h$-phase, must satisfy the chiral property without directly using the absolute values of the current quark masses but only their ratios [13,14]. So, the axion mass operators in the $qg$-phase and $h$-phase are given by, in case of two quark flavors,$^{1}$

$$\text{Quark and gluon phase with } \Lambda_{QCD} : \left( \frac{m_{u}}{1+Z} \right)^{2} \Lambda_{QCD}^{2} \left( \frac{1}{2} \theta^{2} \right),$$

$$\text{Hadronic phase with } f_{v0}^{2}, m_{u0}^{2} : \frac{Z}{(1+Z)^{2}} f_{v0}^{2}, m_{u0}^{2} \left( \frac{1}{2} \theta^{2} \right),$$

(1)

$^{1}$ Consideration of the strange quark $s$ will change the result only at a 5% level, and for simplicity we neglect $s$ in this paper. Equation [1] is for $\vartheta \approx 0$, and the exact symmetry relation is given in [15,16].
where $\tilde{\theta} = a/f_a$ and $Z = m_u/m_d$. Note that in the $q&g$-phase the single particle parameters such as the current quark masses and $\Lambda_{\text{QCD}}$ are used and in the $h$-phase parameters of the many-body condensed phenomena are used. Note that $Z$ is just a ratio descending from the high energy scale. So, the evolution of the “invisible” axion energy density requires the knowledge on the QCD phase transition below 1 GeV until the completion of the phase transition from the $q&g$-phase to the $h$-phase. Two of us considered this region carefully and concluded that the phase transition was completed by the time $t_f \approx 63 \mu s$ corresponding to the cosmic temperature $T_f \simeq 126$ MeV [15].

In axion cosmology, the onset temperature $T_1$ of axion field oscillation is the crucial parameter, which is determined by the condition $m_a(T_1) = 3H(T_1)$ which is satisfied in the $q&g$-phase. Usually, $T_1$ is determined at around 1 GeV, and the subsequent axion oscillation has been studied. In Ref. [15], it was argued that $T_1$ can be significantly different from 1 GeV.

If $T_1$ is given, one can calculate $\tilde{\theta}$ evolution in the Universe. There is the bottleneck period from $t_1$ (at cosmic temperature $T_1$) to $t_{osc}$ (at cosmic temperature $T_{osc}$) where $t_{osc}$ is some time when the anharmonic effect is negligible. The bottleneck period has been known before [17, 18]. $T_{osc}$ is above the critical temperature $T_c \simeq 165$ MeV below 1 GeV. From $t_c$ (the time at the critical temperature $T_c$), the phase transition from the $q&g$-phase to the $h$-phase begins, which is completed at $t_f$ (at temperature $T_f$).

In this paper, we study the axion evolution equation in the bottleneck period

$$\dot{\theta} + 3H\frac{\theta}{\theta} + m_a^2 \sin \theta = 0,$$

where $\tilde{\theta} = a/f_a$, and subsequent decrease factor of $\theta$. In Sec. II, we set up the phase transition for chiral symmetry breaking and the decrease factor of $\theta$ for the later sections. In Sec. III, we introduce the bottleneck period analytically as much as possible, and then present a numerical calculation of the $\theta$ evolution in the anharmonic regime until $t_f$. In Sec. IV, we present the $\theta$ evolution in the $h$-phase, from $t_f$ until now. Section V is a conclusion.

II. THE CHIRAL SYMMETRY BREAKING

It was considered that the QCD phase transition is of the first order in studies of axion cosmology [18, 19], starting at cosmic time $t_1 \simeq t_c$. In the lattice community, it seems that it was so. Long time ago, Ref. [20] concluded that a lattice calculation with two light quarks with mass 7.5 MeV allows the first order phase transition. About 10 years ago, Ref. [21] showed the first order phase transition in the region of two light quarks and massive strange quark in the $m_u,d - m_s$ phase diagram, where it is stated explicitly, “It is numerically well-established the phase transition is the first order in the quenched limit, and there is strong numerical evidence for first order in the chiral limit [20]”. Within this first order phase transition idea, the following energy density and pressure of three pions in the $h$-phase were used in the MIT bag model [19],

$$\rho_\pi = \frac{3\pi^2}{30} T^4, \ \ \ P_\pi = B + \frac{3\pi^2}{90} T^4,$$

where $B$ is the bag parameter.

Recently, this view of the first order phase transition has been changed to cross over transition [22] where it was observed that the susceptibility does not increase as the volume increase, and the critical temperature is cited as $154 \pm 1 \pm 8$ MeV. Since the hint of the cross over transition appears around 164 MeV [22], we use the critical temperature $T_c$ given in [23, 25]

$$T_c = 165 \text{ MeV}.$$  

(4)

A. Bubble formation rate

In a humongous Universe, phase transitions are not likely to occur instantaneously but are assumed to be processed by formation of bubbles and their expansion [26]. However, the field theoretic prescription [27, 28] is difficult to directly apply in the evolving Universe. Thus, this phase transition was replaced by the tunneling idea with a phenomenological Lagrangian with parameter $\epsilon$ in [29]. Recently, in Ref. [14] the bubble formation and expansion have been presented from the first principles, using the Gibbs free energy which is conserved during the phase transition [30]. The differential equation for the evolution of hadronic fraction $f_h$, starting from size $R_i$ was given as

$$\frac{df_h}{dt} = \alpha(t)(1 - f_h) + \frac{3}{(1 + C f_h(1 - f_h))(t + R_i)} f_h, \quad (5)$$

where $\alpha(t)$ and $C$ are

$$\alpha(t) = \frac{1}{3} \beta \rho, \ \ C = \frac{1}{3} \beta \rho$$

with $\beta = \frac{1}{24} \rho_\pi T^2$.
FIG. 1: Formation of hadronic bubbles at $T < T_c$. $f_h$ is the volume fraction of $h$-phase bubbles. In the right figure, four scales of bubbles formed at four different time scales are shown.

where the initial condition is $f_h(t = 0) = 0$. Since one size of bubbles are created in this effective description, it is consistent with the cross over phase transition: in the beginning the second order phase transition creating a typical size $R_i$ is effective and later many size bubbles are present as shown in right side of Fig. 1 behaving like the first order phase transition. The variables of Gibbs free energy are temperature and pressure. Conservation of Gibbs free energy in the phase transition requires the same temperature and pressure in the $q&g$- and $h$-phases; thus $h$-phase bubbles are formed at rest in the $q&g$-phase as shown in left side of Fig. 1. Conservation of the Gibbs free energy enables one to calculate the pion pressure at the critical temperature $T_c$. Knowledge of the pion pressure at $T_c$ is used to define a phenomenological differential equation of $f_h$ given in Eq. (5), and $\alpha(t)$ is calculated. The parameter $C$ effectively parametrizes the overlapping portions in the expansion of bubbles. The above differential equation determines the completion of the phase transition by the cosmic time $t_f \simeq 63 \mu s$ (at temperature $T_f \simeq 126$ MeV).

We present $\bar{\theta}$ evolution with the QCD phase transition idea discussed above. In the expanding RD Universe, the initial bubble radius $R_i$ is increased to $R_i + t$, and the volume to $(R_i + t)^3$, and the volume of the $h$-phase bubble expands with the rate $3/R(t)$ where $R(t) = t + R_i$. Therefore, including the Hubble expansion, the fraction $f_h$ of $h$-phase is approximately described by Eq. (5). The temperature of pions is equilibrated with collisions of leptons and photons and hence after the phase transition, we use the cosmic temperature $T$ rather than the pion temperature, for the evolution in the $h$-phase.

The time–temperature relation, in seconds and MeV units in the RD epoch, is approximated by

$$T \simeq 5.07^{1/2}10^5 \frac{1}{t^{1/2} \text{MeV}^{1/2}} \text{MeV} = \frac{1}{t^{1/2} \text{MeV}^{-1} \text{MeV}^{1/2}} \text{MeV},$$

such that at the radiation–matter equality point around $3.15 \times 10^{11}$ s, the temperature is

$$T_{eq} \simeq 4.22 \text{ eV},$$

where the radiation energy is

$$\rho_{\text{rad}} \bigg|_{eq} = \rho_{\text{matter}} \bigg|_{eq} \simeq g_* \frac{\pi^2}{30} T_{eq}^4 = 3.54 T_{eq}^4 \simeq 1.12 \times 10^{-21} \text{ MeV}^4,$$

where $g_* = 43/4$ is used. Note that $H$ is given by

$$H = \left( \frac{g_*}{3} \right)^{1/2} \frac{T^2}{M_p} \simeq 1.89 \frac{T^2}{M_p}.$$
After $N$ axion oscillations from the time $t_f$, time increases to $t_f + Nm_a^{-1}$ and the temperature drops in the RD Universe by the factor

$$\frac{t_f^{1/2}}{(t_f + Nm_a^{-1})^{1/2}},$$

and the Hubble parameter becomes

$$H_N(t) \simeq 1.89 \frac{T_f^2 t_f^{1/2}}{M_p(t_f + Nm_a^{-1} + t)^{1/2}},$$

$$\dot{H}_N(t) \simeq \frac{\dot{H}_N(t)}{2(t_f + Nm_a^{-1} + t)}.$$  

Let us find out how much $\bar{\theta}$ decreases in one oscillation. In the linear regime, the evolution of $\bar{\theta}$ satisfies

$$L\ddot{\bar{\theta}} + m_a^2 \bar{\theta} = -3H \frac{d}{dt} \bar{\theta}, \quad \bar{\theta} = \theta_0 + \bar{\theta}_\text{in}$$

where $L = (d/dt)^2 + m_a^2$ and $\theta_0$ is the solution without the $H$ term. We neglect the part of the solution of $O(H^2)$. The Green function $G(t-t')$ of $L$ satisfies $LG = \delta(t-t')$,

$$G(t-t') = \begin{cases} c_1 \cos m_a(t'-t) + c_2 \sin m_a(t'-t), & \text{for } t' < t \\ c_3 \cos m_a(t'-t) + c_4 \sin m_a(t'-t), & \text{for } t' > t \end{cases}$$

$$\frac{d}{dt}G(t-t') = \begin{cases} -c_1 \sin m_a(t'-t) + c_2 \cos m_a(t'-t), & \text{for } t' < t \\ -c_3 \sin m_a(t'-t) + c_4 \cos m_a(t'-t), & \text{for } t' > t \end{cases}, \quad \text{with the condition } G_{t+\epsilon} = 1.$$  

$c_4 - c_2 = m_a^{-1}.$

The homogeneous solution $\theta_0$ starts from a cosine function at $t = 0$ and we consider one oscillation, $\delta = \pi m_a^{-1}$. The boundary condition we choose is $\theta_0(0) = A$, i.e. $\theta_0(t) = A \cos m_at$ and $\theta_0(t) = -m_aA \sin m_at$. The inhomogenous solution $\bar{\theta}_\text{in}$ is given by

$$\bar{\theta}_\text{in}(t) = \int_0^\delta dt' (-3H_N(t'))G(t-t') \hat{\theta}_0(t')$$

$$= \left[ \int_0^t dt' (-3H_N(t'))[c_1 \cos m_a(t'-t) + c_2 \sin m_a(t'-t)](-m_aA \sin m_at') \right. \\
\left. + \int_t^\delta dt' (-3H_N(t'))[c_3 \cos m_a(t'-t) + (m_a^{-1} + c_2) \sin m_a(t'-t)](-m_aA \sin m_at') \right].$$

For a large $N \gg 1$, $H_N(t')$ can be taken as a constant within the short interval,

$$\bar{\theta}_\text{in}(t) = 3m_aAH_N(0) \left[ \int_0^t dt' [c_1 \cos m_a(t'-t) + c_2 \sin m_a(t'-t)] \sin m_at' \\
+ \int_t^\delta dt' [c_3 \cos m_a(t'-t) + (m_a^{-1} + c_2) \sin m_a(t'-t)] \sin m_at' \right],$$

$$\frac{d\bar{\theta}_\text{in}(t)}{dt} = 3m_aAH_N(0) \left[ \int_0^t dt' [c_1 \sin m_a(t'-t) - c_2 \cos m_a(t'-t)] \sin m_at' \\
+ \int_t^\delta dt' [c_3 \sin m_a(t'-t) - (m_a^{-1} + c_2) \cos m_a(t'-t)] \sin m_at' \right] + 3m_aAH_N(0)(c_1 - c_3) \sin m_at.$$

At $t = 0$,

$$\bar{\theta}_\text{in}(0) = 3m_aAH_N(0) \left[ \int_0^\delta dt' [c_3 \cos m_at' + (m_a^{-1} + c_2) \sin m_at'] \sin m_at' \right] + \frac{3}{4}AH_N(0)[c_3(1 - \cos 2m_0\delta) + (m_a^{-1} + c_2)(2 - \sin 2m_0\delta)]$$
where we choose for one oscillation
\[ c_2 = -m_a^{-1}, \delta = \frac{2\pi}{m_a}, \] (18)
such that \( \bar{\theta}_{in} \) grows from 0. Then,
\[ \dot{\bar{\theta}}_{in}(0) = 3m_a AH_N(0) \int_0^\delta dt' c_3 \sin^2 m_a t' = \frac{3c_3 AH_N(0)}{2}\pi, \] (19)
where \( c_3 \) is not fixed. \( \bar{\theta}_{in} \) grows from \( t = 0 \) to \( t = \delta \),
\[ \bar{\theta}_{in}(\delta) = 3m_a AH_N(0) \int_0^\delta dt' \left[ c_1 \cos m_a (t' - \delta) + c_2 \sin m_a (t' - \delta) \right] \sin m_a t' \]
\[ = 3m_a AH_N(0) \int_0^\delta dt' \left[ c_1 \cos m_a \delta \cos m_a t' - c_1 \sin m_a \delta \sin m_a t' \right. \]
\[ - m_a^{-1} \cos m_a \delta \sin m_a t' + m_a^{-1} \sin m_a \delta \cos m_a t' \sin m_a t' \]
\[ = 3m_a AH_N(0) \int_0^\delta dt' \left[ \left( m_a^{-1} \sin m_a \delta + c_1 \cos m_a \delta \right) \frac{\sin 2m_a t'}{2} \right. \]
\[ - \left. \left( m_a^{-1} \cos m_a \delta + c_1 \sin m_a \delta \right) \frac{1 - \cos 2m_a t'}{2} \right] \]
\[ = 3m_a AH_N(0) \left[ \left( m_a^{-1} \sin m_a \delta + c_1 \cos m_a \delta \right) \frac{1 - \cos 2m_a \delta}{4m_a} \right. \]
\[ - \left. \left( m_a^{-1} \cos m_a \delta + c_1 \sin m_a \delta \right) \frac{\delta}{2} \sin 2m_a \delta \frac{1}{4m_a} \right] \]
\[ = - \frac{3\pi AH_N(0)}{m_a}, \]
where we used (18). So, the amplitude \( A \) decreases to \( A(1 - \frac{3\pi H_N(0)}{m_a}) \) where we neglected \( O(H_N^2) \).

Until \( t_{now} \approx 4 \times 10^{17} \text{s} \), corresponding to \( T_{now} \approx 2.35 \times 10^{-4} \text{ eV} \), the axion with \( m_a = 10^{-4} \text{ eV} \) oscillated \( N_{now} = 0.6 \times 10^{29} \) times. For \( N_{now} \) oscillations from \( t_f \), we multiply the following \( N_{now} \) factors to obtain the current \( \bar{\theta} \),
\[ \frac{\bar{\theta}_{now}}{\bar{\theta}} = \prod_{N=1}^{N_{now}} \left( 1 - \frac{3\pi H_N(0)}{m_a} \sqrt{\frac{1}{N}} \right), \] (21)
which cannot be performed in simple ways. A different method will be used in Sec. [IV] after discussing the linearization regime before \( t_f \).

III. WAITING FOR LINEARIZATION REGIME: BOTTLE NECK PERIOD

Consider the evolution of axion field \( A = f_a \theta \) in the standard big Bang cosmology,
\[ \ddot{A} + 3H \dot{A} + \frac{m_a^2 f_a}{2} \sin \theta = 0. \] (22)
Once the linearization is realized, \( \sin \theta \simeq \theta \) is used for its evolution. In the nonlinear regime, however, the linearization is no longer valid and a proper treatment is needed [18]. Namely, we must include the dissipation term, which postpones effectively the beginning of oscillation and lowers the temperature of the commencement time of oscillation. With the above sinusoidal form, let us introduce a conformal time \( \tau(t) \) as a function of \( t \) such that the first derivative term of \( \theta \) with respect to \( \tau \) in the differential equation (2) is absent. Then, we obtain
\[ \theta'' + \frac{m_a^2}{\tau^2} \sin \theta = 0, \] (23)
where prime denote the derivative with respect to \( \tau \) and \( \ddot{\tau}/\dot{\tau} = -3H \), and
\[ m_a^2 = \frac{m_0^2}{2}. \] (24)
Since the scale factor $a(t)$ has a power law with respect to $t$ in the radiation dominated (RD) and matter dominated (MD) universes, let us parametrize the Hubble parameter as $H = \dot{a}/a = n/t$. Then,

$$\dot{t} = \exp \left[ -3 \int H(t')dt' \right]$$

$$= \begin{cases} 
-3Ht & \text{for constant } H, \\
(t/t_0)^{-3n} & \text{with } n = \frac{1}{2} \text{ in RD and } n = \frac{2}{3} \text{ in MD.}
\end{cases}$$

Thus,

$$\tau = \begin{cases} 
-\frac{1}{3H}e^{-3Ht} & \text{for constant } H, \\
\frac{t_0}{1-3n(t/t_0)^{-3n+1}} & \text{with } n = \frac{1}{2}, \frac{2}{3} \text{ respectively in the RD and MD universes.}
\end{cases}$$

(25)

which gives

$$-2t_0 \left( \frac{t}{t_0} \right)^{-1/2} \text{ and } -t_0 \left( \frac{t}{t_0} \right)^{-1},$$

in the RD and MD Universes, respectively. At around $T \lesssim 1$ GeV, we will use $n = \frac{1}{2}$ the RD Universe value in Sects. III 1 and III 2. Thus, $\theta$ evolves according to the parametrization $H = 1/2t$. The $t$ range $(0, +\infty)$ is mapped into the $\tau$ range $(-\infty, 0)$.

We use the following $t$ dependence of $\bar{m}$,

$$\theta'' + \bar{m}^2(\tau) \sin \theta = 0,$$

with $\bar{m}^2(\tau) = 2^{21.32}m_0^2 \left( \frac{\tau}{t_0} \right)^{-22.32}$.

(26)

where $'$ denotes derivative with respect to $\tau$. In this section, we introduce the bottle neck period analytically, starting with a constant mass.

In the following two subsections, we discuss the evolution for a constant $\bar{m}$, firstly on the harmonic solution and second on the asymptotic analytic solution. Then, in Sec. IV, the time dependence of $m$ is used.

1. To the linearization regime with constant $\bar{m}$

Before considering the $\tau$ dependence of $\bar{m}$, let us consider it a constant $\bar{m}$ to acquaint with the bottle neck period. When $\theta$ falls down to a sufficiently small value, we can approximate $\sin \theta \simeq \theta$, and Eq. (26) is simplified to

$$\theta'' + \bar{m}^2 \theta = 0.$$  

(27)

In the limit $\tau \to -\infty$, $\theta$ approaches to a constant $\theta_0$. The linearization solution is to disregard this constant and we expand the linearization solution as descending functions of $\theta_k$

$$\theta(\tau) = \sum_{k=0}^{\infty} \theta_k(\tau).$$

(28)

Assuming $\bar{m}(\tau)$ is sufficiently small compared to $\tau^{-1}$, we obtain recursion relations,

$$\theta_1'' = -\bar{m}^2(\tau)\theta_0,$$

$$\theta_2'' = -\bar{m}^2(\tau)\theta_1(\tau),$$

$$\ldots$$

$$\theta_{k+1}'' = -\bar{m}^2(\tau)\theta_k(\tau),$$

and the Neumann series solution is

$$\theta_{k+1}(\tau) = -\int_{-\infty}^{\tau} d\tau' \int_{-\infty}^{\tau'} d\tau'' \bar{m}^2(\tau'')\theta_k(\tau'').$$

(29)
Since $\theta_0$ is taken as a constant, $\theta_k(\tau)$ can be expressed as a multiple integral,

$$
\theta_k(\tau) = \theta_0 \int_{-\infty}^{\tau} d\tau_{2k} \int_{-\infty}^{\tau_{2k-1}} d\tau_{2k-1} \left[ -\bar{m}^2(\tau_{2k-1}) \right] \\
\times \int_{-\infty}^{\tau_{2k-2}} d\tau_{2k-2} \int_{-\infty}^{\tau_{2k-3}} d\tau_{2k-3} \left[ -\bar{m}^2(\tau_{2k-3}) \right] \\
\times \int_{-\infty}^{\tau_{2k}} d\tau_2 \int_{-\infty}^{\tau_1} d\tau_1 \left[ -\bar{m}^2(\tau_1) \right] \\
= (-1)^k \theta_0 \left\{ \prod_{j=1}^{k} \int_{-\infty}^{\tau_{2j+1}} d\tau_{2j} \int_{-\infty}^{\tau_{2j-1}} d\tau_{2j-1} \left[ \bar{m}^2(\tau_{2j-1}) \right] \right\}.
$$

For $n > \frac{1}{3}$, with $\alpha = 1/(3n - 1)$, $\theta_k$ is given by

$$
\theta_k(\tau) = \theta_0 \frac{\Gamma(\frac{1}{2\alpha} + 1)}{\Gamma(k+1)\Gamma(\frac{1}{2\alpha} + k + 1)} \left[ -\frac{1}{4} m^2 t_0^2 \left( \frac{|\tau|}{\alpha t_0} \right)^{-2\alpha} \right]^k,
$$

(31)

$$
\theta_k(t) = \theta_0 \frac{\Gamma(\frac{1}{2\alpha} + 1)}{\Gamma(k+1)\Gamma(\frac{1}{2\alpha} + k + 1)} \left[ -\frac{1}{4} m^2 t^2 \right]^k.
$$

(32)

By Mathematica, one can sum the series to find the hypergeometric function of the first kind,

$$
\theta(t) = {}_0F_1 \left( \frac{1}{2\alpha} + 1, -\frac{1}{4} m^2 t^2 \right) \theta_0.
$$

(33)

2. Approximate solution in the (anharmonic) nonlinear regime

With the trick shown above, let us now study the region with a large value of $\theta_0$, i.e. in a deep anharmonic regime,

$$
\theta_0 \gg \sum_{k=1}^{\infty} \theta_k(\tau).
$$

(34)
Then, \( \sin(\theta_0 + \sum_{k=1} \theta_k(\tau)) \approx \sin \theta_0 + \cos \theta_0 \sum_k \theta_k \). Thus, the recursion relations are

\[
\begin{align*}
\theta_1' &= -\bar{m}^2(\tau) \sin \theta_0, \\
\theta_2' &= -\bar{m}^2(\tau) \cos \theta_0 \theta_1(\tau), \\
&\quad \vdots \\
\theta_{k+1}' &= -\bar{m}^2(\tau) \cos \theta_0 \theta_k(\tau),
\end{align*}
\]

leading to

\[
\theta_k(\tau) = (-1)^k \cos^{k-1} \theta_0 \sin \theta_0 \left\{ \prod_{j=1}^{k} \int_{\tau_{2j-1}}^{\tau_{2j+1}} d\tau_{2j} \int_{-\infty}^{\tau_{2j}} d\tau_{2j-1} [\bar{m}^2(\tau_{2j-1})] \right\}_{\tau_{2k+1}=\tau}. \tag{35}
\]

An asymptotic solution in the linear regime is expressible in terms of a hypergeometric function,

\[
\theta(t)_{\text{asymptotic}} = \theta_0 - \tan \theta_0 \left[-1 + \text{F}_1\left(\frac{5}{4}, -\frac{1}{4} \bar{m}^2 t^2 \cos \theta_0\right)\right]. \tag{36}
\]

Two solutions given in Eqs. (33) and (36) are shown in Fig. 2, in gray and red colors, together with the numerical solution of [18]. We can express the solution in the entire region by two hypergeometric functions by joining two at a reasonable \( \bar{m} \) where the analytic solutions almost match the numerical solution.

IV. NUMERICAL SOLUTION FOR THE \( \tilde{\theta} \) EVOLUTION

In fact, the bottle neck effect is more pronounced than that commented for a constant \( \bar{m} \) in the previous subsection. As temperature is increased, the axion mass tends to zero very fast, which implies a much longer period for one oscillation. In other words, as temperature drops, the oscillation period becomes shorter and shorter. This behavior is shown in Fig. 3 for \( m_a = 10^{-4} \text{ eV} \), starting with \( \theta_1 = 0.99 \pi \). This is because of the high power temperature dependence of the axion mass: \( m_a \propto T^{-8.2} \). Between the \( \rho \) meson mass scale and \( T_c \), we used the phenomenological power \( \propto T^{-4.403} \) to match smoothly to the zero temperature value at \( T_c \). The numerical solution is shown in Fig. 3. We note that from the first maximum the anharmonic effects are negligible and we conclude that the bottleneck period has been finished after the first maximum.

In Ref. [15], the axion mass dependence of \( \tilde{\theta} \) during the QCD phase transition has been given as

\[
\tilde{r}_{f/1} = \tilde{\theta}_f / \tilde{\theta}_1 \simeq 0.02 \left( \frac{m_a}{10^{-4} \text{ eV}} \right)^{-0.591 \pm 0.008}. \tag{37}
\]

In Eq. (37), the number of multiplication factors for cosmologically interesting axions was shown, which cannot be calculated by direct computation. For \( m_a \simeq 10^{-4} \text{ eV} \), the axion field oscillation is 152 GHz, having oscillated \( \approx 0.65 \times 10^{29} \) times until now. We need to find out a method to deal with this huge number of oscillations.

After \( t_f \), the evolution equation (37) can be approximated by the linear differential equation

\[
\dot{\theta} + 3H \theta + \frac{m_a^2}{2} \theta \simeq 0. \tag{38}
\]

Equation (38) has a symmetry

\[
\begin{align*}
m_0 &\to 10^{-n} m_0, \\
\theta &\to 10^n \theta.
\end{align*} \tag{39}
\]

So, if we decrease the axion mass by a factor \( 10^{-n} \), the needed number of oscillations will be decreased by a factor \( 10^{-n} \). Then, the calculated \( \tilde{\theta} \) must be 10\(^{+n}\) times larger than the unit in the previous oscillation. Let us choose \( n = 2 \). Even though the linear equation (38) is useful to observe the factor increase of \( \tilde{\theta} \) shown in Eq. (39), we solve the exact equation numerically, rather than solving Eq. (38). This method of decreasing the axion mass is confirmed in Fig. 4, where two evolutions with two different axion masses differing by the factor \( 10^2 \) are shown. In Fig. 4, the reference time points are marked from \( P1 \) to \( P14 \). \( P1 \) is the point at \( T_1 \), and \( CP \) is the point at the critical temperature. The factor increase from \( P2 \) to \( P14 \) are by \( 10^2 \). From the point \( P4 \) to \( P5 \), the \( \theta \) evolutions corresponding to axion masses \( 10^{-12} \text{ eV} \) and \( 10^{-14} \text{ eV} \) are explicitly presented. In the lower part of Fig. 4, the \( \theta \) scale in the \( y \)-axis is logarithmic.
FIG. 3: \( \bar{\theta} \) oscillation for the temperature dependent axion mass \( m_a \simeq 10^{-4} \text{ eV} \) at \( T = 0 \) with \( m_a(T) \propto T^{-8.2} \), starting in the anharmonic regime \( \theta_0 = 0.99\pi \) at \( T = 1 \text{ GeV} \).

FIG. 4: Comparison of \( \bar{\theta} \) evolutions for axion masses of \( 10^{-12} \text{ eV} \) and \( 10^{-14} \text{ eV} \). In each step between the points from \( P2 \) to \( P14 \) are differing by \( 10^{2} \). \( CP \) is the point at the critical temperature. \( P1 \) is the point at \( T_1 \). In the lower part, the orange curves are overlapping in our thickness of curves, and the unit of the horizontal axis is in seconds and the vertical value for \( \bar{\theta} \) is in the log scale. \( \bar{\theta} \) oscillation is calculated in the orange region with \( m_a = 10^{-12} \text{ eV} \) and in the red region with \( m_a = 10^{-14} \text{ eV} \). The oscillation figures in the overlapping region shown as the lavender bar between \( P4 \) and \( P5 \) are used in our calculation. This process of overlapping is continued from the steps \([P1 \text{ and } P2]\) to \([P13 \text{ and } P14]\).

We repeat this process of decreasing axion mass using \( n = 2 \) in each step and find out the increased \( \bar{\theta} \) at the present time \( t_U \simeq 4 \times 10^{17} \text{ s} \), which is shown in Fig. 5. In this way, for \( \bar{\theta}_1 = 1 \) and \( m_a = 10^{-4} \text{ eV} \) we obtain,

\[
\frac{\bar{\theta}_{\text{now}}}{\bar{\theta}_f} \simeq 3.07758 \times 10^{-17}.
\]

Thus, we obtain \( r_{\text{now}/1} \simeq 6 \times 10^{-19} \) for \( m_a = 10^{-4} \text{ eV} \), and the current axion energy density as a function of \( \bar{\theta}_1 \) near \( m_a = 10^{-4} \text{ eV} \) is

\[
\rho_a \left[ \text{eV}^{-3} \right] \simeq 5.68 \cdot 10^{-6} \bar{\theta}_1^2 \left( \frac{m_a}{10^{-4} \text{ eV}} \right)^{-3.182\pm0.016} \simeq 2.1 \cdot 10^{-6} \bar{\theta}_1^2 \left( \frac{f_a}{10^{11} \text{ GeV}} \right)^{3.182\pm0.016},
\]

where we included the \( \chi \) decrease factor 2 in the exponent. Equation (41) can be compared to the current critical
energy density $\rho_e \simeq 10^{-11}$ eV$^4$. If 27\% of critical energy density is QCD axions, we need $\bar{\theta}_1 \simeq 10^{-3}$ and $3 \times 10^{-5}$, respectively, for $f_a = 10^{11}$ GeV and $10^{12}$ GeV. These numbers prefer higher axion masses compared to the previous estimates [32]. This study may alleviate the tension created by the axions created from the string-wall system [33, 34].

V. CONCLUSION

The evolution of misalignment angle $\bar{\theta}$ after passing through the bottle neck period is calculated. Knowledge of this evolution is crucial to determine the current energy density of cold axions. The onset of $\bar{\theta}$ oscillation after the initial value $\bar{\theta}_1$ at temperature $T_1$, satisfying $m_a(T_1) = 3H(T_1)$, undergoes a bottleneck period which occurred during the QCD phase transition. In addition, the anharmonic coupling of order $a^4$ affects the $\bar{\theta}$ evolution. The time $t_{osc}$ that the anharmonic effect is negligible is taken as the onset of the first oscillation after the bottle neck period. From that time, the finishing time $t_f$ of the cross over phase transition was calculated before [15]. We calculate the evolution of $\bar{\theta}_{now}$ from $t_f$ based on our observation of the symmetry [39] with the ratio $O(10^{-17})$ presented in Eq. [40]. This enables us to estimate the axion energy density in terms of the initial misalignment angle $\bar{\theta}_1$.

Acknowledgments

J.E.K. thanks Deog Ki Hong, Duchul Kim, and A. Ringwald for helpful communications. This work is supported in part by the National Research Foundation (NRF) grant funded by the Korean Government (MEST) (NRF-2015R1D1A1A01058449). J.E.K. is supported also in part by IBS-R017-D1-2018-a00, and S. K. supported in part also by NRF-2015aR1D1A1A09059301.

[1] J. Jeong et al, Phase-matching of multiple-cavity detectors for dark matter axion search, Astropart. Phys. 97 (2017) 33 [arXiv:1707.05925 [astro-ph.IM]].
[2] J. Jeong et al, Concept of multiple-cell cavity for axion dark matter search, Phys. Lett. B 777 (2018) 412 [arXiv:1710.06969 [astro-ph.IM]].
[3] J. Redondo, Axions: from QCD to the Dark Universe, Talk presented at European Phys. Soc. HEP meeting, Venice, Italy, 11 July 2017.
[4] J. E. Kim, Weak interaction singlet and strong CP invariance, Phys. Rev. Lett. 43 (1979) 103 [doi: 10.1103/Phys-RevLett.43.103].
[5] M. A. Shifman, V. I. Vainstein, V. I. Zakharov, *Can confinement ensure natural CP invariance of strong interactions?*, Nucl. Phys. B **166** (1980) 4933 [doi: 10.1016/0550-3213(80)90209-6].

[6] M. Dine, W. Fischler, and M. Srednicki, *A simple solution to the strong CP problem with a harmless axion*, Phys. Lett. B **104** (1981) 199 [doi: 10.1016/0370-2693(81)90590-6].

[7] A. R. Zhitnitsky, *On possible suppression of the axion hadron interactions*, Sov. J. Nucl. Phys. **31** (1980) 260.

[8] J. E. Kim and S. Carosi, *Axions and the strong CP problem*, Rev. Mod. Phys. **82** (2010) 557 [arXiv:0807.3125 [hep-ph]].

[9] R. D. Peccei and H. R. Quinn, *CP conservation in the presence of instantons*, Phys. Rev. Lett. **38** (1977) 1440 [doi:10.1103/PhysRevLett.38.1440].

[10] J. E. Kim, S. Nam, and Y. K. Semertzidis, *Fate of global symmetries in the Universe: QCD axion, quintessential axion and trans-Planckian inflaton decay-constant*, Int. J. Mod. Phys. A **33** (2018) 1830002 [arXiv:1712.08648 [hep-ph]].

[11] S. Weinberg, *A new light boson?*, Phys. Rev. Lett. **40** (1978) 223 [doi:10.1103/PhysRevLett.40.223].

[12] J. B. Kogut and D. K. Sinclair, *The thermodynamics of SU(3) lattice gauge theory with a light isodoublet of quarks*, Phys. Rev. D **245** (1984) 480 [doi:10.1016/0550-3213(84)90115-1].

[13] F. Wilczek, *Problem of strong p and t invariance in the presence of instantons*, Phys. Rev. Lett. **38** (1977) 279 [doi:10.1103/PhysRevLett.38.279].

[14] V. Baluni, *CP violating effects in QCD*, Phys. Rev. D **19** (1979) 2227 [doi:10.1103/PhysRevD.19.2227].

[15] J. E. Kim and S.-J. Kim, *“Invisible” QCD axion rolling through the QCD phase transition*, Phys. Rev. D **45** (1992) 3394 [doi:10.1103/PhysRevD.45.3394].

[16] J. E. Kim, *Light pseudoscalars, particle physics and cosmology*, Phys. Rep. **150** (1987) 1 [doi:10.1016/0370-1573(87)90017-2].

[17] D. Lyth, *Axions and inflation: Sitting in the vacuum*, Phys. Rev. D **45** (1992) 3394 [doi:10.1103/PhysRevD.45.3394].

[18] K. J. Bae, J.-H. Huh, and J. E. Kim, *Updating the axion cold dark matter energy density*, JCAP **09** (2009) 005 [arXiv:0806.0497 [hep-ph]].

[19] W. A. Bardeen and S.-H. H. Tye, *Current algebra applied to properties of the light Higgs boson*, Phys. Lett. B **74** (1978) 229 [doi:10.1016/0370-2693(78)90560-9].

[20] L. B. Okun, *Bubbles in metastable vacuum*, Sov. J. Nucl. Phys. **20** (1975) 644; Yad. Fiz. **18** (1974) 1229.

[21] J. B. Kogut and D. K. Sinclair, *The thermodynamics of SU(3) lattice gauge theory with a light isodoublet of quarks*, Nucl. Phys. B **245** (1984) 273 [doi:10.1016/0550-3213(84)90115-1].

[22] P. de Forcrand and O. Philipsen, *The chiral critical line of N_f = 2 + 1 QCD at zero and non-zero baryon density*, JHEP **0701** (2007) 077 [arXiv:hep-lat/0607017].

[23] T. Bhattacharya et al., *QCD phase transition with chiral quarks and physical quark masses*, Phys. Rev. Lett. **113** (2014) 082001 [arXiv:1402.5175 [hep-lat]].

[24] G. Grilli di Cortona, E. Hardy, J. P. Vega, and G. Villadoro, *The QCD axion, precisely*, JHEP **1601** (2016) 034 [arXiv:1511.02867 [hep-ph]].

[25] P. Petreczky, H-P. Schadler, and S. Sharma, *The topological susceptibility in finite temperature QCD and axion cosmology*, Phys. Lett. B **762** (2016) 498 [arXiv:1606.03145 [hep-lat]].

[26] Sz. Borsanyi et al., *Calculation of the axion mass based on high-temperature lattice quantum chromodynamics*, Nature **539** (2016) 69 [arXiv:1606.07494 [hep-lat]].

[27] B. Liu, *Bubbles in metastable vacuum*, Sov. J. Nucl. Phys. **20** (1975) 644; Yad. Fiz. **18** (1974) 1229.

[28] C. G. Callan and S. R. Coleman, *The fate of the false vacuum. 2. First quantum corrections*, Phys. Rev. D **16** (1977) 1762 [doi:10.1103/PhysRevD.16.1762].

[29] K. Huang, *Introduction to Statistical Physics* (Taylor & Francis, London, 2001).

[30] J.-H. Huh’s plot, 2016.

[31] O. Wantz and E. P. S. Shellard, *Axion cosmology revisited*, Phys. Rev. D **82** (2008) 123508 [arXiv:0810.1666 [astro-ph.CO]].

[32] T. Hiramatsu, M. Kawasaki, K. Saito, and T. Sekiguchi, *Production of dark matter axions from collapse of string-wall systems*, Phys. Rev. D **85** (2012) 105020 and Erratum: ibid. **86**, 089902 (2012) [arXiv:1202.5851 [hep-ph]].