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Abstract. We study the classical limit of a tensor product of Kirillov-Reshetikhin modules over a quantum loop algebra, and show that it is realized from the classical limits of the tensor factors using the notion of fusion products. In the process of the proof, we also give defining relations of the fusion product of the (graded) classical limits of Kirillov-Reshetikhin modules.

1. Introduction

Let \( \mathfrak{g} \) be a complex simple Lie algebra, and \( L_\mathfrak{g} = \mathfrak{g} \otimes \mathbb{C}[t, t^{-1}] \) the associated loop algebra. The theory of finite-dimensional representations over the quantum loop algebra \( U_q(L_\mathfrak{g}) \) has been intensively studied from various viewpoints over the past two decades. Kirillov-Reshetikhin modules (KR modules, for short) are a subclass of finite-dimensional simple \( U_q(L_\mathfrak{g}) \)-modules, and have attracted a particular interest because of their rich combinatorial structures and several applications to mathematical physics (see [KR87, HKO+99, Nak03, Her06, OS08, CH10, Ked11, Nao13a] and references therein).

One approach which has been used to explore the structure of a finite-dimensional \( U_q(L_\mathfrak{g}) \)-module is to study its classical limit, or graded limit. A classical limit is an \( L_\mathfrak{g} \)-module which is obtained from a \( U_q(L_\mathfrak{g}) \)-module by specializing the quantum parameter \( q \) to 1. In addition, in many interesting cases, by restricting a classical limit to the current algebra \( \mathfrak{g}[t] = \mathfrak{g} \otimes \mathbb{C}[t] \subseteq L_\mathfrak{g} \) and taking a pull-back with respect to an automorphism, we obtain a graded \( \mathfrak{g}[t] \)-module, which is called the graded limit. After the pioneering work of Chari and Pressley [CP01], several formulas of characters and multiplicities are obtained for KR modules [Cha01, CM06] and their generalizations called minimal affinizations [Mou10, Nao13a, Nao14, LN16], by analyzing their classical or graded limits.

Moreover, graded limits are important as well in view of the theory of finite-dimensional graded \( \mathfrak{g}[t] \)-modules, since they provide nontrivial and probably interesting such modules. (Though the original motivation to study finite-dimensional graded \( \mathfrak{g}[t] \)-modules was mainly an application to the theory of \( U_q(L_\mathfrak{g}) \)-modules, they are now also of independent interest, since they have connections with problems arising in mathematical physics such as the \( X = M \) conjecture [AK07, DFK08, Nao12a], and theory of symmetric functions such as Macdonald polynomials [CI15].) In fact, in [CV15] the authors have constructed a short exact sequence of \( \mathfrak{g}[t] \)-modules as a graded limit analog of the \( T \)-system, which is a distinguished exact sequence of \( U_q(L_\mathfrak{g}) \)-modules (see [Her06]). This is an interesting example of the study of graded \( \mathfrak{g}[t] \)-modules, motivated by the notion of graded limits. Since the process of obtaining a graded limit from a classical limit is elementary, we will mainly focus on classical limits in this paper.
One difficulty in studying classical limits is the noncommutativity between the operations of tensor product and taking the limit. Namely, the limit of a tensor product of $U_q(Lg)$-modules is not necessarily isomorphic to the tensor product of their limits. There are several examples (which will be listed below) which suggest that, to obtain the limit, we have to replace (some of) tensor products with fusion products. Here fusion products are graded analogs of tensor products of graded $\mathfrak{g}[t]$-modules introduced by Feigin and Loktev in [FL99]. The purpose of this paper is to show the statement for an arbitrary tensor product of KR modules.

Let $I$ be the index set of simple roots of $\mathfrak{g}$. We denote a KR module by $W_q^{i_1,\ell_1}(a_1) \otimes \cdots \otimes W_q^{i_p,\ell_p}(a_p)$, which is parametrized by an index $i \in I$, a positive integer $\ell$ and a rational function $a \in \mathbb{C}(q)$. The graded limit of $W_q^{i_1,\ell_1}(a_1)$ is denoted by $W^{i_1,\ell_1}(a_1)$ (which does not depend on $a$). We now state the main theorem of this paper (Theorem 3.1).

**Theorem A.** Assume that a given tensor product $W_q^{i_1,\ell_1}(a_1) \otimes \cdots \otimes W_q^{i_p,\ell_p}(a_p)$ of KR modules has a classical limit (for the precise conditions, see Theorem 3.1).

(i) If $a_1(1) = \cdots = a_p(1) = c \in \mathbb{C}^\times$, then the following isomorphism of $\mathfrak{g}[t]$-modules holds:

$$W_q^{i_1,\ell_1}(a_1) \otimes \cdots \otimes W_q^{i_p,\ell_p}(a_p) \cong \varphi^*_c(W^{i_1,\ell_1} \ast \cdots \ast W^{i_p,\ell_p}).$$

Here the left-hand side is the classical limit, $\ast$ denotes the fusion product, and $\varphi^*_c$ the pull-back with respect to the automorphism $\varphi_c$ of $\mathfrak{g}[t]$ defined by $\varphi_c(x \otimes f(t)) = x \otimes f(t+c)$.

(ii) In the general case, the following isomorphism of $\mathfrak{g}[t]$-modules holds:

$$W_q^{i_1,\ell_1}(a_1) \otimes \cdots \otimes W_q^{i_p,\ell_p}(a_p) \cong \bigotimes_{c \in \mathbb{C}^\times} \varphi^*_c(W^{i_k,\ell_k}),$$

where $\ast W^{i_k,\ell_k}$ denotes the fusion product of $W^{i_k,\ell_k}$'s.

We remark that the assertion (i) implies that the graded limit of the tensor product is isomorphic to the fusion product of their graded limits. There are several special cases where the theorem has already been proved, which we list here.

- In the case where $\ell_1 = \cdots = \ell_p = 1$, the result follows from [CL06, FL07, Nao12b].
- In the case of type $A$ with $i_1 = \cdots = i_p$ and $a_1 = \cdots = a_p$, the result is proved in [BP15].
- For a special class of tensor products appearing in the $T$-system, the result follows from [CV15].

Our proof is valid for arbitrary $\mathfrak{g}$ and an arbitrary tensor product of KR modules, even if it is reducible (as long as the classical limit exists). It should be mentioned that a special class of tensor products in type $A$, whose factors are not necessarily isomorphic to KR modules, is treated in [BCM15].

The proof of Theorem A is carried out in two steps. In the first step, we give defining relations of the fusion product of the graded limits of KR modules. Let us mention the precise statement. Let $\varpi_i$ ($i \in I$) be the fundamental weights. Let $\mathfrak{g} = \mathfrak{n}_+ \oplus \mathfrak{h} \oplus \mathfrak{n}_-$ be a triangular decomposition, and denote the Chevalley generators by $e_i, h_i, f_i$ ($i \in I$). We show the following theorem (Theorem 3.3), which is a generalization of the result for $\mathfrak{g} = \mathfrak{sl}_2$ in [FP02, CV15].
Theorem B. A fusion product \( W^{r_1, \ell_1} \ast \cdots \ast W^{r_p, \ell_p} \) is isomorphic to the \( g[t] \)-module generated by a single vector \( v \) with relations

\[
\begin{align*}
\mathfrak{n}_+[t]v &= 0, \\
(h \otimes f(t))v &= f(0)\langle h, \lambda \rangle v \quad \text{for } h \in \mathfrak{h}, f(t) \in \mathbb{C}[t], \\
\left(F_i(z)^r \right)_s v &= 0 \quad \text{for } i \in I, r > 0, s < -\sum_{k, i_k = i} \min\{r, \ell_k\},
\end{align*}
\]

where we set \( \lambda = \sum_{i=1}^p \ell_i (-\varepsilon_i) \), and \( (F_i(z)^r) \in U(g[t]) \) denotes the coefficient of \( z^s \) in the \( r \)-th power of \( F_i(z) = \sum_{k=0}^{\infty} (f_i \otimes t^k)z^{-k-1} \in U(g[t])[[z^{-1}]] \).

This theorem answers affirmatively the question raised in [FH14, Introduction] (see Remark 3.3(a) of the present paper). Note that the presentation is more refined than that given in [Nao15] in type \( A \). The main tool we use for the proof is the functional realization of the dual of \( U(L_{n \ell}) \), which has been introduced in [FS94] and further developed in [FKL02, AKS06, AK07]. In particular, in [AKS06, AK07] the authors also study fusion products of \( W^{r, \ell} \)'s using the functional realization (though with a different motivation), which inspired our proof.

Using Theorem B, we can reduce the proof of Theorem A to the case \( g = \mathfrak{sl}_2 \) (the key to this is the fact that the relations in Theorem B essentially contain only root vectors corresponding to simple roots). Then in the second step, we show the case of \( \mathfrak{sl}_2 \) independently. This is an outline of the proof of Theorem A.

The plan of this paper is as follows. In Section 2, we give preliminary definitions and basic results. In Section 3, we reduce the proof of Theorem A to the case \( g = \mathfrak{sl}_2 \) and Theorem B. In Section 4 we prove Theorem B, but we postpone some proofs of assertions concerning with the functional realization to Appendix A. In Section 5 we show Theorem A for \( g = \mathfrak{sl}_2 \). Finally in Appendix A, we give proofs postponed in Section 4.

2. Preliminaries

2.1. Lie algebras. Let \( \tilde{C} = (c_{ij})_{0 \leq i, j \leq n} \) be a Cartan matrix of nontwisted affine type, and assume that the indices are ordered as \( [\text{Kac90}, \text{Section 4.8}] \). Let \( C = (c_{ij})_{1 \leq i, j \leq n} \), which is a Cartan matrix of finite type. Set \( I = \{1, \ldots, n\} \) and \( \hat{I} = \{0\} \cup I \). Fix a diagonal matrix \( \tilde{D} = \text{diag}(d_0, \ldots, d_n) \) such that \( d_i \in \mathbb{Z}_{\geq 0} \) and \( \tilde{D} \tilde{C} \) is symmetric.

Let \( g \) be the complex simple Lie algebra associated with \( C \), and fix a triangular decomposition \( g = \mathfrak{n}_+ \oplus \mathfrak{h} \oplus \mathfrak{n}_- \). Let \( \alpha_i \in \mathfrak{h}^* \) be the simple roots, and \( \omega_i \in \mathfrak{h}^* \) the fundamental weights \( (i \in I) \). Let \( P \) and \( Q \) be the weight and root lattices respectively, and set

\[
P^+ = \sum_{i \in I} \mathbb{Z}_{\geq 0} \omega_i, \quad Q^+ = \sum_{i \in I} \mathbb{Z}_{\geq 0} \alpha_i.
\]

For \( \gamma = \sum_{i \in I} m_i \alpha_i \in Q^+ \), let \( \text{ht}(\gamma) = \sum_{i \in I} m_i \) denote the \textit{height} of \( \gamma \). Denote by \( R \) the root system, and by \( R^+ \) the set of positive roots. For each root \( \alpha \in R \) denote by \( h_\alpha \in \mathfrak{h} \) its coroot. Let \( W \) be the Weyl group with simple reflections \( \{s_i \mid i \in I\} \). Let \( \theta \in R^+ \) be the highest root.

Denote by \( g_\alpha \) \( (\alpha \in R) \) the root spaces, and for each \( \alpha \in R^+ \) fix vectors \( e_\alpha \in g_\alpha \) and \( f_\alpha \in g_{-\alpha} \) satisfying \( [e_\alpha, f_\alpha] = h_\alpha \). We also use the notations \( e_i = e_{\alpha_i}, f_i = f_{\alpha_i}, h_i = h_{\alpha_i} \).
For \( i \in I \), denote by \( \mathfrak{s}_\mathfrak{l}_2, i \) the Lie subalgebra of \( \mathfrak{g} \) spanned by \( e_i, f_i, h_i \). For \( \lambda \in P^+ \), denote by \( V(\lambda) \) the finite-dimensional simple \( \mathfrak{g} \)-module with highest weight \( \lambda \).

Let \( \varpi_i^\vee \in \mathfrak{h} \) \( (i \in I) \) be the fundamental coweights, and \( P^\vee = \bigoplus_{i \in I} \mathbb{Z} \varpi_i^\vee \subseteq \mathfrak{h} \) the coweight lattice. The group 
\[
\tilde{W} = W \ltimes P^\vee
\]
is called the extended affine Weyl group. Write \( w \) for \( (w, 0) \in \tilde{W} \), and \( t_x \) for \( (id, x) \in \tilde{W} \). Let \( \hat{Q} = Q \oplus \mathbb{Z} \delta \) be the affine root lattice, where \( \delta \) is the null root. \( \tilde{W} \) acts on \( \hat{Q} \) by
\[
w(\lambda + a \delta) = w(\lambda) + a \delta \quad \text{and} \quad t_x(\lambda + a \delta) = \lambda + (a - \langle x, \lambda \rangle) \delta,
\]
where \( w \in W \), \( x \in P^\vee \), \( \lambda \in \hat{Q} \), \( a \in \mathbb{Z} \). Set \( a_0 = \delta - \theta \in \hat{Q} \) and \( s_\theta = s_{\theta t_{-\theta}} \in \tilde{W} \), where \( s_\theta \) is the reflection with respect to \( \theta \). Let
\[
\tilde{W} = \langle s_i \mid i \in \hat{I} \rangle \subseteq \tilde{W}
\]
be the affine Weyl group. Denote by \( \Gamma \) the subgroup of \( \tilde{W} \) consisting of the elements preserving the set \( \{ a_i \mid i \in \hat{I} \} \). Then \( \Gamma \) also acts on the set \( \hat{I} \) as permutations, and is identified with a subgroup of the Dynkin diagram automorphisms of \( \hat{C} \). It follows that \( \tilde{W} = \Gamma \ltimes \tilde{W} \), where \( \tau \in \Gamma \) acts on \( \tilde{W} \) so that
\[
\tau s_i \tau^{-1} = s_{\tau(i)} \quad \text{for} \quad i \in \hat{I}.
\]

Given a complex Lie algebra \( \mathfrak{a} \), its loop algebra \( \mathfrak{L} \mathfrak{a} \) is defined by the tensor product \( \mathfrak{a} \otimes \mathbb{C}[t, t^{-1}] \), whose Lie algebra structure is given by
\[
[x \otimes f(t), y \otimes g(t)] = [x, y] \otimes f(t)g(t).
\]
Denote by \( \mathfrak{a}[t] \) and \( t^k \mathfrak{a}[t] \) for \( k \in \mathbb{Z}_{\geq 0} \) the Lie subalgebras \( \mathfrak{a} \otimes \mathbb{C}[t] \) and \( \mathfrak{a} \otimes t^k \mathbb{C}[t] \), respectively. The Lie algebra \( \mathfrak{a}[t] \) is called the current algebra associated with \( \mathfrak{a} \). For \( c \in \mathbb{C} \), define a Lie algebra automorphism \( \varphi_c = \varphi_c^\mathfrak{a} \) on \( \mathfrak{L} \mathfrak{a} \) by
\[
\varphi_c(x \otimes f(t)) = x \otimes f(t + c) \quad \text{for} \quad x \in \mathfrak{a}, \; f(t) \in \mathbb{C}[t].
\]

2.2. Fusion product. Here we recall the notion of fusion products introduced in [FL99]. Note that the degree grading on \( \mathbb{C}[t] \) induces \( \mathbb{Z} \)-gradings on \( \mathfrak{g}[t] \) and \( U(\mathfrak{g}[t]) \). Denote by \( \mathfrak{g}[t]^k \) and \( U(\mathfrak{g}[t])^k \) the subspaces with degree \( k \). We say a \( \mathfrak{g}[t] \)-module \( M \) is graded if a \( \mathbb{Z} \)-grading \( M = \bigoplus_{k \in \mathbb{Z}} M^k \) is given and \( \mathfrak{g}[t]^k M^\ell \subseteq M^{k+\ell} \) holds for all \( k, \ell \in \mathbb{Z} \).

Let \( M_1, \ldots, M_p \) be cyclic finite-dimensional graded \( \mathfrak{g}[t] \)-modules with respective generators \( v_1, \ldots, v_p \), and \( c_1, \ldots, c_p \) pairwise distinct complex numbers. For each \( 1 \leq j \leq p \), define a \( \mathfrak{g}[t] \)-module \( (M_j)_{c_j} \) by the pull-back \( \varphi_{c_j}^\mathfrak{a} \) of \( M_j \), and set \( M = (M_1)_{c_1} \otimes \cdots \otimes (M_p)_{c_p} \).

It follows from [FL99] that \( M \) is generated by the single vector \( v_1 \otimes \cdots \otimes v_p \) as a \( \mathfrak{g}[t] \)-module. The module \( M \) is not graded, but a filtration is defined on \( M \) by
\[
F^{\leq k}(M) = \sum_{\ell \leq k} U(\mathfrak{g}[t])^\ell (v_1 \otimes \cdots \otimes v_p).
\]
The associated graded space \( \bigoplus_k F^{\leq k}(M)/F^{\leq k-1}(M) \) has a natural graded \( \mathfrak{g}[t] \)-module structure, which is called the fusion product of \( M_1, \ldots, M_p \) and denoted by
\[
M_1 * M_2 * \cdots * M_p.
\]
Although the definition depends on the parameters \( c_i \) and the generators \( v_i \), we omit them for ease of notation. All fusion products appearing below are known not to depend
on the parameters up to isomorphism, and the choices of the generators will be clear from the context. Note that the fusion product does not depend on the order of the factors up to isomorphism.

2.3. Quantum loop algebras. Let \( q \) be an indeterminate. For \( \ell \in \mathbb{Z}, s, s' \in \mathbb{Z}_{\geq 0} \), set

\[
[q]_q = \frac{q^\ell - q^{-\ell}}{q - q^{-1}}, \quad [s]_q! = [s]_q[s - 1]_q \cdots [1]_q, \quad \left[ \begin{array}{c} s \\ q \end{array} \right] = \frac{[s]_q!}{[s']_q! [s - s']_q!}.
\]

Write \( q_i = q^{d_i} \) for \( i \in \widehat{I} \). The quantum loop algebra \( U_q(L\mathfrak{g}) \) is a \( \mathbb{C}(q) \)-algebra generated by \( k_i^\pm, X_i^\pm \; (i \in \widehat{I}) \) with relations

\[
k_i k_i^{-1} = k_i^{-1} k_i = 1, \quad k_i k_j = k_j k_i, \quad k_i X_i^\pm k_i^{-1} = q_i^{\pm c_{ij}} X_j^\pm, \quad k_i = 1,
\]

\[
[X_i^+, X_j^-] = \delta_{ij} k_i - k_i^{-1}, \quad \sum_{k=0}^s (-1)^k \left[ \begin{array}{c} s \\ q_i \end{array} \right] (X_i^\pm)^k (X_i^\pm)^{s-k} = 0 (i \neq j),
\]

where \( k_\delta = \prod_{i \in \widehat{I}} k_i^{d_i} \) with \( \delta = \sum a_i \alpha_i \), and \( s = 1 - c_{ij} \). Let \( U_q(\mathfrak{g}) \subseteq U_q(L\mathfrak{g}) \) be the \( \mathbb{C}(q) \)-subalgebra generated by \( k_i^\pm, X_i^\pm \; (i \in I) \), which is the quantized enveloping algebra associated with \( \mathfrak{g} \). The algebra \( U_q(L\mathfrak{g}) \) has a Hopf algebra structure \([\text{Lus93, CP94}]\), and the comultiplication is given by

\[
\Delta(X_i^+) = X_i^+ \otimes 1 + k_i \otimes X_i^+, \quad \Delta(X_i^-) = X_i^- \otimes k_i^{-1} + 1 \otimes X_i^-, \quad \Delta(k_i) = k_i \otimes k_i.
\]

For \( i \in \widehat{I} \), let \( T_i = T_{i,1}^\tau \) be the algebra automorphism of \( U_q(L\mathfrak{g}) \) in \([\text{Lus93}, \text{Chapter 37}]\). Given \( w = \tau w' \in \widehat{W} \) with \( \tau \in \Gamma \) and \( w' \in \widehat{W} \), choose a reduced expression \( w' = s_{i_1} \cdots s_{i_k} \) and set \( T_w = T_{i_1} T_{i_2} \cdots T_{i_k} \), where \( T_{\tau} \) is the algebra automorphism on \( U_q(L\mathfrak{g}) \) naturally induced from the diagram automorphism \( \tau \). The automorphism \( T_w \) does not depend on the choice of the expression. For \( x \in P^\vee \), write \( T_x = T_{x_\tau} \) for ease of notation.

There is another presentation of \( U_q(L\mathfrak{g}) \) \([\text{Dri87, Bec94}]\). In this presentation, \( U_q(L\mathfrak{g}) \) is a \( \mathbb{C}(q) \)-algebra with generators

\[
x_{i,r}^\pm (i \in I, r \in \mathbb{Z}), \quad k_i^{\pm 1} (i \in I), \quad h_{i,m} (i \in I, m \in \mathbb{Z} \setminus \{0\})
\]

and the following defining relations \((i, j \in I, r, r' \in \mathbb{Z}, m, m' \in \mathbb{Z} \setminus \{0\})\):

\[
k_i k_i^{-1} = k_i^{-1} k_i = 1, \quad [k_i, k_j] = [k_i, h_j, m] = [h_i, m, h_j, m'] = 0, \quad k_i x_{j,r}^{\pm} k_i^{-1} = q_i^{\pm c_{ij}} x_{j, r}^{\pm}, \quad [h_{i,m}, x_{j,r}^{\pm}] = \pm \frac{1}{m} [m c_{ij}]_{q_i} x_{j, r+m}^{\pm},
\]

\[
[x_{i,r}^{\pm}, x_{j,r'}^{\pm}] = \delta_{ij} \frac{\phi_{i,r-r'} - \phi_{i,r+r'}^{-1}}{q_i - q_i^{-1}},
\]

\[
x_{i,r+1}^{\pm} x_{j,r'}^{\pm} - q_i^{\pm c_{ij}} x_{j,r'}^{\pm} x_{i,r+1}^{\pm} = q_i^{\pm c_{ij}} x_{j,r'}^{\pm} x_{i,r}^{\pm} x_{i,r+1}^{\pm} - x_{j,r'}^{\pm} x_{i,r+1}^{\pm} x_{i,r}^{\pm},
\]

\[
\sum_{\sigma \in S_k} (-1)^k \left[ \begin{array}{c} s \\ q_i \end{array} \right] x_{i,r(s(k))}^{\pm} \cdots x_{i,r(s(k+1))}^{\pm} x_{j,r(s(k+1))}^{\pm} \cdots x_{i,r(s(\sigma(s)))}^{\pm} = 0 \quad (i \neq j)
\]
for all sequences of integers \( r_1, \ldots, r_s \), where \( s = 1 - c_{ij} \), \( \mathfrak{S}_s \) is the symmetric group on \( s \) letters, and \( \phi_{i,r}^\pm \)'s are determined by equating coefficients of powers of \( u \) in the formula

\[
\sum_{r=0}^{\infty} \phi_{i,r}^\pm u^{r} = k_i^\pm \exp \left( \pm(q_i - q_i^{-1}) \sum_{m=1}^{\infty} h_{i,m} u^{m} \right),
\]

and \( \phi_{i,r}^\pm = 0 \) for \( r > 0 \). Let \( o: I \to \{ \pm 1 \} \) be a map satisfying \( o(i) = -o(j) \) whenever \( c_{ij} < 0 \). Then we have

\[
x_{i,m}^\pm = o(i)^m T_{\omega_i^m}(X_i^\pm).
\]

Let \( U_q(\mathfrak{L}n_\pm) \) be the subalgebras of \( U_q(\mathfrak{L}g) \) generated by \( \{ x_{i,r}^\pm \mid i \in I, r \in \mathbb{Z} \} \), and \( U_q(\mathfrak{L}h) \) the subalgebra generated by \( \{ k_i^{\pm 1}, h_{i,m} \mid i \in I, m \in \mathbb{Z} \setminus \{ 0 \} \} \). It is easily proved from the defining relations that

\[
U_q(\mathfrak{L}g) = U_q(\mathfrak{L}n_-) U_q(\mathfrak{L}h) U_q(\mathfrak{L}n_+).
\]

A \( U_q(\mathfrak{g}) \)-module \( M \) is said to be of type 1 if

\[
M = \bigoplus_{\lambda \in P} M_{\lambda}, \quad M_{\lambda} = \{ \chi \in M \mid k_i^{\pm 1} \chi = q_i^{\pm(h_{i,\lambda})} \chi \}.
\]

In this paper, we will only consider \( U_q(\mathfrak{g}) \)-modules (and \( U_q(\mathfrak{L}g) \)-modules) of type 1. For \( \lambda \in P^+ \), denote by \( V_q(\lambda) \) the simple \( U_q(\mathfrak{g}) \)-module (of type 1) with highest weight \( \lambda \).

Let \( P_q^+ \) denote the monoid (under coordinate-wise multiplication) of \( I \)-tuples of polynomials \( \pi = (\pi_1(u), \ldots, \pi_n(u)) \) such that each \( \pi_i(u) \) is expressed as

\[
\pi_i(u) = (1 - a_1u)(1 - a_2u) \cdots (1 - a_ku)
\]

for some \( k \geq 0 \) and \( a_j \in \mathbb{C}(q)^\times \). Define a map \( \text{wt}: P_q^+ \to P^+ \) by

\[
\text{wt}(\pi) = \sum_{i \in I} (\deg \pi_i) \omega_i.
\]

We say a \( U_q(\mathfrak{L}g) \)-module \( V \) is \( \ell \)-highest weight with \( \ell \)-highest weight vector \( \chi \) if it holds that

\[
x_{i,r}^\pm \chi = 0 \quad \text{for} \quad i \in I, r \in \mathbb{Z}, \quad U_q(\mathfrak{L}h)\chi = \mathbb{C}(q)\chi, \quad V = U_q(\mathfrak{L}g)\chi.
\]

It follows from [CP93] that for every \( \pi \in P_q^+ \), there exists a unique (up to isomorphism) simple finite-dimensional \( \ell \)-highest weight \( U_q(\mathfrak{L}g) \)-module, which we denote by \( L_q(\pi) \), such that its \( \ell \)-highest weight vector \( \chi(\pi) \) (which is unique up to a scalar multiplication) satisfies

\[
k_i^{\pm 1} \chi(\pi) = q_i^{\pm(h_{i,\text{wt}(\pi)})} \chi(\pi), \quad h_{i,m} \chi(\pi) = [m]_{q_i} d_{i,m} \chi(\pi) \quad \text{for} \quad i \in I, m \in \mathbb{Z} \setminus \{ 0 \},
\]

where \( d_{i,m} \in \mathbb{C}(q) \) are determined by the formula

\[
\exp \left( -\sum_{m=1}^{\infty} d_{i,m} u^{m} \right) = \pi_i^+(u).
\]

Here \( \pi_i^+(u) = \pi_i(u) \), and \( \pi_i^-(u) = (1 - a_1^{-1}u) \cdots (1 - a_k^{-1}u) \) if \([2.3]\) holds. If \( V \) is an \( \ell \)-highest weight module and its \( \ell \)-highest weight vector \( \chi(\pi) \) satisfies \([2.3]\), we say that the \( \ell \)-highest weight of \( V \) is \( \pi \). The following lemma is a consequence of [FM01, Corollary 6.9].
Lemma 2.1. There exists a bijection \( I \ni i \mapsto \tilde{i} \in I \) and an integer \( K \) such that, if we set \( \pi^i = (\pi_i(q^K u))_{i \in I} \) for \( \pi \in \mathbb{P}_q^+ \), then the dual module \( L_q(\pi)^* \) is isomorphic to \( L_q(\pi^*) \).

In this paper, we are mainly interested in the following special simple modules.

**Definition 2.2.** Given \( i \in I, \ell \in \mathbb{Z}_{>0} \) and \( a \in \mathbb{C}(q) \), define \( \pi_{i,\ell,a} \in \mathbb{P}_q^+ \) by

\[
\begin{align*}
(\pi_{i,\ell,a})_j(u) &= \begin{cases} 
\prod_{k=0}^{j-1}(1 - aq_i^{2k}u) & \text{if } j = i, \\
1 & \text{otherwise}.
\end{cases}
\end{align*}
\]

The simple \( U_q(\mathfrak{Lg})\)-module \( L_q(\pi_{i,\ell,a}) \) is called the Kirillov-Reshetikhin module (KR module for short) associated with \( i, \ell, a \), and denoted by \( W^i_{q,\ell}(a) \).

We end this subsection by recalling the following lemma.

**Lemma 2.3.** (i) For \( \pi, \pi' \in \mathbb{P}_q^+ \), the simple \( U_q(\mathfrak{Lg})\)-module \( L_q(\pi \otimes \pi') \) is isomorphic to a quotient of the \( U_q(\mathfrak{Lg})\)-submodule of \( L_q(\pi) \otimes L_q(\pi') \) generated by the tensor product of \( \ell \)-highest weight vectors. In particular if \( L_q(\pi) \otimes L_q(\pi') \) is simple, then we have

\[
L_q(\pi) \otimes L_q(\pi') \cong L_q(\pi') \otimes L_q(\pi)
\]

as \( U_q(\mathfrak{Lg})\)-modules.

(ii) Let \( W^i_{q,1}(a_1) \) and \( W^i_{q,2}(a_2) \) be two KR modules, and assume that \( a_1 \notin q^{2}a_2 \). Then we have

\[
W^i_{q,1}(a_1) \otimes W^i_{q,2}(a_2) \cong W^i_{q,1}(a_2) \otimes W^i_{q,2}(a_1).
\]

**Proof.** The assertion (i) is proved in [CP94, CP95]. It follows from [Bae92, Theorem 6.1] and Lemma 2.1 that the module \( W^i_{q,1}(a_1) \otimes W^i_{q,2}(a_2) \) in (ii) and its dual are both \( \ell \)-highest weight, and hence simple. Now the assertion (ii) follows from (i), and the proof is complete.

2.4. **Subalgebras \( U_{q,i} \).** For \( i \in I \), let \( U_{q,i} \) be the \( \mathbb{C}(q) \)-subalgebra of \( U_q(\mathfrak{Lg}) \) generated by \( x^\pm_{i,r} \) (\( r \in \mathbb{Z} \)) and \( k^\pm_{i,0} \). Denote by \( U_{q}(\mathfrak{Ls}_{12})_{d_i} \) the quantum loop algebra associated with \( \tilde{C} = \begin{pmatrix} 2 & -2 \\ -2 & 2 \end{pmatrix} \) and \( \tilde{D} = \begin{pmatrix} d_i & 0 \\ 0 & d_i \end{pmatrix} \). By [Bec94, Proposition 3.8], there is a \( \mathbb{C}(q) \)-algebra isomorphism \( \Psi_i : U_q(\mathfrak{Ls}_{12})_{d_i} \rightarrow U_{q,i} \) such that

\[
\begin{align*}
\Psi_i(k^\pm_{i,1}) &= k^\pm_{i,1}, \\
\Psi_i(k^\pm_{0,1}) &= k^\pm_{0,1}, \\
\Psi_i(X^\pm_{i,0}) &= -a(i)x^\pm_{i,-1}k_i.
\end{align*}
\]

It should be remarked that \( U_{q,i} \) is not a sub-coalgebra, and hence \( \Psi_i \) is not a coalgebra isomorphism. The following lemma is needed later.

**Lemma 2.4.** Let \( \pi^1, \ldots, \pi^p \) be a sequence of elements of \( \mathbb{P}_q^+ \), and assume that \( L_q(\pi^1) \otimes \cdots \otimes L_q(\pi^p) \) is \( \ell \)-highest weight. Then the \( U_{q,i} \)-submodule

\[
U_{q,i}(v_{\pi^1} \otimes \cdots \otimes v_{\pi^p}) \subseteq L_q(\pi^1) \otimes \cdots \otimes L_q(\pi^p)
\]

generated by the tensor product of \( \ell \)-highest weight vectors is isomorphic, as a \( U_q(\mathfrak{Ls}_{12})_{d_i} \)-module, to

\[
L_q(\pi^1_i(u)) \otimes \cdots \otimes L_q(\pi^p_i(u)).
\]
Proof. Let \( \lambda = \sum_{k=1}^{n} \text{wt}(\pi^k) \in P^+ \). Since \( L_q(\pi^1) \otimes \cdots \otimes L_q(\pi^p) \) is \( \ell \)-highest weight, we easily see from (2.2) and the weight consideration that
\[
U_{q,i} (v_{\pi^1} \otimes \cdots \otimes v_{\pi^p}) = \bigoplus_{k \in \mathbb{Z}_{\geq 0}} \left( L_q(\pi^1) \otimes \cdots \otimes L_q(\pi^p) \right)_{\lambda - \kappa a_i}
\]
\[
= (U_{q,i} v_{\pi^1}) \otimes \cdots \otimes (U_{q,i} v_{\pi^p}).
\]
By [CP96, Lemma 2.3], each \( U_{q,i} v_{\pi^k} \) is isomorphic to \( L_q(\pi^k(u)) \) as a \( U_q(\mathfrak{sl}_2)_d \)-module. Note that, the module (2.7) is defined through the coproduct of \( U_q(\mathfrak{sl}_2)_d \), and hence it is not obvious that this is isomorphic to the module in (2.7), which is defined through the coproduct of \( U_q(\mathfrak{l}) \). However this is proved in [loc. cit., Lemma 2.2], and hence the lemma follows. \( \square \)

2.5. Classical limits. Let \( \mathcal{A} \) be the local subring of \( \mathbb{C}(q) \) defined by
\[
\mathcal{A} = \left\{ f/g \mid f, g \in \mathbb{C}[q], \ g(1) \neq 0 \right\}.
\]
An \( \mathcal{A} \)-lattice \( L \) of a \( \mathbb{C}(q) \)-vector space \( V \) is a free \( \mathcal{A} \)-submodule such that \( V \cong \mathbb{C}(q) \otimes_{\mathcal{A}} L \). Let \( U_\mathcal{A}(\mathfrak{l}) \subseteq U_q(\mathfrak{l}) \) be the \( \mathcal{A} \)-subalgebra generated by \( k^\pm_i, x^\pm_{i,r} (i \in I, r \in \mathbb{Z}) \), and define \( U_\mathcal{A}(\mathfrak{ln}_+) \subseteq U_q(\mathfrak{ln}_+) \), \( U_\mathcal{A}(\mathfrak{l}) \subseteq U_q(\mathfrak{l}) \) and \( U_{\mathcal{A},i} \subseteq U_q(\mathfrak{ln}_+) \) for all \( i \in I \) by the \( \mathcal{A} \)-subalgebras generated by the given generators of the respective \( \mathbb{C}(q) \)-algebras. It is easily seen from the defining relations that \( h_{i,m} \in U_\mathcal{A}(\mathfrak{l}) \), and then it is proved that
\[
U_\mathcal{A}(\mathfrak{l}) = U_\mathcal{A}(\mathfrak{ln}_-) U_\mathcal{A}(\mathfrak{l}) U_\mathcal{A}(\mathfrak{ln}_+). \tag{2.8}
\]

Lemma 2.5. The \( \mathcal{A} \)-subalgebra \( U_\mathcal{A}(\mathfrak{l}) \) coincides with the \( \mathcal{A} \)-subalgebra generated by \( k^\pm_i, X^\pm_i (i \in I) \). In particular, \( U_\mathcal{A}(\mathfrak{l}) \) is an \( \mathcal{A} \)-lattice [Lus90] and a sub-coalgebra.

Proof. Let \( \tilde{U}_\mathcal{A}(\mathfrak{l}) \) denote the \( \mathcal{A} \)-subalgebra generated by \( k^\pm_i, X^\pm_i (i \in I) \). Since \( T^\pm_w (w \in \hat{W}) \) preserve \( \tilde{U}_\mathcal{A}(\mathfrak{l}) \), the containment \( U_\mathcal{A}(\mathfrak{l}) \subseteq \tilde{U}_\mathcal{A}(\mathfrak{l}) \) follows from (2.7). To show the opposite containment, we shall prove first that \( T^\pm_w (w \in \hat{W}) \) also preserve \( U_\mathcal{A}(\mathfrak{l}) \), which is equivalent to that \( T^\pm_{\alpha_i} \) and \( T^\pm_{\alpha_j} \) for all \( i \in I \) preserve \( U_\mathcal{A}(\mathfrak{l}) \) by [Lus90, Lemma 2.8]. The former is easily proved from the fact \( T^\pm_{\alpha_i} (x^\pm_{j,r}) = x^\pm_{j,r} \) for \( i \neq j \) [Bec94, Corollary 3.2]. To show the latter, we need to prove that \( T^\pm_{\alpha_j} (x^\pm_{j,r}) \subseteq U_\mathcal{A}(\mathfrak{l}) \) and \( T^\pm_{\alpha_i} (x^\pm_{j,r}) \subseteq U_\mathcal{A}(\mathfrak{l}) \) for all \( i, j \in I \) and \( r \in \mathbb{Z} \). We prove the first assertion (the other is similarly proved). If \( i \neq j \), then
\[
T^\pm_{\alpha_i} (x^\pm_{j,r}) = o(j)^r T^\pm_{\alpha_j} (x^\pm_{j,r}) = o(j)^r T^\pm_{\alpha_j} (X^\pm_{j,r})
\]
(see [Lus90, Lemma 2.2]), which belongs to \( U_\mathcal{A}(\mathfrak{l}) \) since \( T^\pm_{\alpha_j} (X^\pm_{j,r}) \) is contained in the \( \mathcal{A} \)-subalgebra generated by \( k^\pm_a \) and \( X^\pm_a \) for \( a \in I \). Assume that \( i = j \), then consider the isomorphism \( \Psi_i : U_q(\mathfrak{sl}_2)_d \to U_q(\mathfrak{ln}_+) \) By [Bec94, Corollary 3.8], we have \( \Psi_i \circ T_i = T_i \circ \Psi_i \) and \( \Psi_i \circ T^\gamma_{\alpha_i} = T^\gamma_{\alpha_i} \circ \Psi_i \). Hence it follows that
\[
T^\pm_{\alpha_i} (x^\pm_{j,r}) = o(i)^r \Psi_i \left( T^\pm_{\alpha_j} (X^\pm_{j,r}) \right) \in \Psi_i \left( \tilde{U}_\mathcal{A}(\mathfrak{ln}_+) \right).
\]
It is easily seen from (2.5) that \( \Psi_i \) maps \( \tilde{U}_\mathcal{A}(\mathfrak{ln}_+) \) into \( U_\mathcal{A}(\mathfrak{l}) \), and hence we have \( T^\pm_{\alpha_i} (x^\pm_{j,r}) \subseteq U_\mathcal{A}(\mathfrak{l}) \), as required.
Let \( w \in \widetilde{W} \) and \( i \in I \) be such that \( w(\alpha_i) = \alpha_0 \). By [Lus93], we have \( T_w(X_i^\pm) = X_0^\pm \), and hence \( X_0^\pm \in U_A(L_0) \) follows from the assertion proved above. This implies \( U_A(L_0) \supseteq \tilde{U}_A(L_0) \), and the proof is complete. \( \square \)

Let \( P_A^+ \) be the submonoid of \( P_q^+ \) consisting of \( \pi = (\pi_1(u), \ldots, \pi_n(u)) \) such that \( \pi_i^+(u) \in A[u] \) for all \( i \in I \). The following lemma in simply-laced or classical types follows from [CP01, Cha01], and the proof can be extended to general types. For completeness we give a more elementary proof here (in the papers cited above the assertion is proved over \( \mathbb{C}[q,q^{-1}] \), and therefore the proof is more involved).

**Lemma 2.6.** Assume that \( V \) is a finite-dimensional \( \ell \)-highest weight \( U_q(L_0) \)-module with \( \ell \)-highest weight \( \pi \in P_A^+ \), and let \( v_\pi \) be an \( \ell \)-highest weight vector. Then the \( U_A(L_0) \)-submodule \( L = U_A(L_0)v_\pi \subseteq V \) is an \( A \)-lattice of \( V \).

**Proof.** By (2.4) and (2.5), we have \( L = U_A(L_n)v_\pi \). Let \( N = \max\{\deg \pi_i(u) \mid i \in I\} \). We first show the claim that any vector of the form

\[
x_{i_1,k_1}^{-}x_{i_2,k_2}^{-} \cdots x_{i_p,k_p}^{-}v_\pi
\]

(2.9)

can be written as an \( A \)-linear combination of vectors

\[
x_{i_1,k_1}^{-}x_{i_2,k_2}^{-} \cdots x_{i_p,k_p}^{-}v_\pi, \quad |k_j'| < N + p.
\]

We proceed by the induction on \( p \). The case \( p = 1 \) follows from [CP01, Proposition 4.3]. Let \( p > 1 \), and assume that \( k_1 \geq 0 \) (the case \( k_1 < 0 \) is similarly proved). By the induction hypothesis we may assume that \( |k_j| < N + p - 1 \) for \( 2 \leq j \leq p \). Then using the relation

\[
x_{i_1,k_1}^{-}x_{i_2,k_2}^{-} = q_{i_1}^{-c_{i_1,i_2}}x_{i_2,k_2}x_{i_1,k_1}^{-} + q_{i_1}^{-c_{i_1,i_2}}x_{i_1,k_1-1}x_{i_2,k_2+1}^{-}x_{i_1,k_1-1}^{-},
\]

and applying the induction hypothesis on \( p \) again, we easily see that the claim is proved by the induction on \( k_1 \).

Since \( V \) is finite-dimensional, vectors of the form (2.9) are 0 when \( p \) is sufficiently large. Hence it follows from the claim that \( L \) is finitely generated as an \( A \)-module. Since \( L \) is obviously torsion-free, the lemma follows. \( \square \)

Denote by \( \overline{\pi} : A \to \mathbb{C} \) the \( \mathbb{C} \)-algebra homomorphism defined by \( \overline{\pi} = 1 \). Given an \( \mathcal{A} \)-module \( M \), denote by \( M_C \) the \( \mathbb{C} \)-vector space \( \mathbb{C} \otimes \mathcal{A} M \) where \( \mathcal{A} \) acts on \( \mathbb{C} \) via \( \overline{\pi} \). For an element \( v \in M \), write \( \overline{\pi} = 1 \otimes v \in M_C \). \( U_A(L_0)_C \) has a natural \( \mathbb{C} \)-algebra structure, and there exists a surjective \( \mathbb{C} \)-algebra homomorphism (see [CP94, Proposition 9.2.3])

\[
U_A(L_0)_C \to U(L_0)_\mathbb{C} : x_{i,r}^+ \mapsto e_i \otimes t^r, \quad x_{i,r}^- \mapsto f_i \otimes t^r, \quad k_i^\pm \mapsto 1, \quad h_{i,m} \mapsto h_i \otimes t^m,
\]

whose kernel is the ideal of \( U_A(L_0)_C \) generated by \( \overline{k_i} - 1 \) (\( i \in I \)). Assume that \( V \) is a finite-dimensional \( \ell \)-highest weight \( U_q(L_0)_C \)-module with \( \ell \)-highest weight \( \pi \in P_A^+ \) and \( \ell \)-highest weight vector \( v_\pi \), and set \( \overline{L} = U_A(L_0)_Cv_\pi \subseteq V \). Then through the algebra homomorphism \( \overline{\ell} \) becomes an \( L_0 \)-module, which is called the classical limit of \( V \) and denoted by \( \overline{\ell} \). By Lemma 2.6 we have \( \dim_{\mathbb{C}(q)}(V) = \dim_{\mathbb{C}(\overline{q})}(\overline{V}) \), and it is also easy to see that

\[
\left[ V : V_q(\lambda) \right]_{U_q(g)} = \left[ \overline{V} : V(\lambda) \right]_{\overline{g}}
\]
When \( \gamma \otimes \) algebra homomorphism \( W \) induced by the Taylor expansion, in an indeterminate \( \text{Proposition 2.8.} \)

Theorem 2.9. Assume that \( \text{The following is one of the main results in [FF02] (see also [CV15, Section 6].} \)

For by a vector \( v = v_{i, \ell, c} \) with relations

\[
\begin{align*}
   n_+ [t] v = 0, & \quad (h \otimes f(t)) v = \ell f(c) \langle h, \omega_i \rangle v \quad \text{for } h \in \mathfrak{h}, \ f(t) \in \mathbb{C}[t], \\
   f_{i+1}^{\ell} v = (f_i \otimes (t - c)) v = 0, & \quad f_j v = 0 \quad \text{for } j \in I \setminus \{ i \}. \quad (2.10)
\end{align*}
\]

When \( c = 0 \), we simply write \( W^{i, \ell} = W^{i, \ell}(c) \).

Note that \( \varphi^* \left( W^{i, \ell}(c') \right) = W^{i, \ell}(c + c') \). It is easily seen that, for sufficiently large \( N \), \( \mathfrak{g} \otimes (t - c)^N \mathbb{C}[t] \) acts trivially on \( W^{i, \ell}(c) \). Hence when \( c \neq 0 \), by considering the Lie algebra homomorphism

\[
\mathbb{L} \mathfrak{g} \to \mathfrak{g} \otimes (\mathbb{C}[t - c]/(t - c)^N \mathbb{C}[t - c]) \cong \mathfrak{g} \otimes (\mathbb{C}[t]/(t - c)^N \mathbb{C}[t]) \quad (2.11)
\]

induced by the Taylor expansion, \( W^{i, \ell}(c) \) is uniquely lifted to an \( \mathbb{L} \mathfrak{g} \)-module.

Proposition 2.8. Let \( i, \ell \in \mathbb{Z}_{>0} \) and \( a \in \mathcal{A}^\times \). The classical limit \( \overline{W_q^{i, \ell}(a)} \) of the KR module \( W_q^{i, \ell}(a) \) is isomorphic to \( W^{i, \ell}(\varpi) \) as an \( \mathbb{L} \mathfrak{g} \)-module.

Proof. It is easy to check that the relations (2.10) with \( \mathbb{C}[t] \) replaced by \( \mathbb{C}[t, t^{-1}] \) are the defining relations of \( W^{i, \ell}(c) \) (\( c \neq 0 \)) as an \( \mathbb{L} \mathfrak{g} \)-module. Then the existence of a surjection \( W^{i, \ell}(\varpi) \to \overline{W_q^{i, \ell}(a)} \) is proved as in [Cha01, Lemmas 2.3 and 2.4]. Hence it suffices to show that \( \dim_{\mathbb{C}(q)} W_q^{i, \ell}(a) = \dim_{\mathbb{C}} W^{i, \ell}(\varpi) \). This is proved in [Cha01] for classical types, and deduced in general types as the special case of a single tensor factor of [Ked11, Corollary 5.1].

By the proposition, the pull-back \( \varphi^* \left( \overline{W_q^{i, \ell}(a)} \right) \) is isomorphic to \( W^{i, \ell} \), which has a graded \( \mathfrak{g}[t] \)-module structure. In this reason, \( \varphi^* \left( \overline{W_q^{i, \ell}(a)} \right) \) is called the graded limit of \( W_q^{i, \ell}(a) \).

We end this subsection with recalling a theorem in the case \( \mathfrak{g} = \mathfrak{sl}_2 \). In this case \( I = \{1\} \) is a singleton set, and therefore we write \( e, h, f \) for \( e_1, h_1, f_1 \), \( W^{1, \ell}(c) \) for \( W^{1, \ell}(c) \), and \( W^{\ell} \) for \( W^{1, \ell} \). Note that \( W^{\ell}(c) \) is just the pull-back of the \((\ell + 1)\)-dimensional simple \( \mathfrak{sl}_2 \)-module with respect to the evaluation map at \( t = c \):

\[
\mathfrak{sl}_2[t] \to \mathfrak{sl}_2: x \otimes f(t) \mapsto f(c)x \quad \text{for } x \in \mathfrak{sl}_2, \ f(t) \in \mathbb{C}[t].
\]

The following is one of the main results in [FF02] (see also [CV13, Section 6]).

Theorem 2.9. Assume that \( \mathfrak{g} = \mathfrak{sl}_2 \), and define a power series \( F(z) \in U(\mathfrak{sl}_2[t])[z^{-1}] \) in an indeterminate \( z \) by

\[
F(z) = \sum_{k=0}^{\infty} (f \otimes t^k) z^{-k-1}.
\]
For a sequence $\ell_1, \ldots, \ell_p$ of positive integers, the fusion product $W^{\ell_1} \ast \cdots \ast W^{\ell_p}$ is isomorphic to the $\mathfrak{sl}_2[t]$-module generated by a vector $v$ with relations
\[(e \otimes \mathbb{C}[t])v = 0, \quad (h \otimes f(t))v = (\ell_1 + \cdots + \ell_p)f(0)v \quad \text{for} \quad f(t) \in \mathbb{C}[t],\]
\[
(F(z)^r) = 0 \quad \text{for} \quad r > 0, s < -\sum_{k=1}^{p} \min\{r, \ell_k\},
\]
where $(F(z)^r) \in U(\mathfrak{sl}_2[t])$ denotes the coefficient of $z^s$ in the $r$-th power of $F(z)$.

3. Main Theorem

3.1. The statement of the main theorem. The following is the main theorem of this paper.

**Theorem 3.1.** Let $i_1, \ldots, i_p \in I$, $\ell_1, \ldots, \ell_p \in \mathbb{Z}_{>0}$, and $a_1, \ldots, a_p \in A^\times$, and assume that the tensor product $W^{i_1, \ell_1}_q(a_1) \otimes \cdots \otimes W^{i_p, \ell_p}_q(a_p)$ is $\ell$-highest weight.

(i) If $a_1(1) = \cdots = a_p(1) = c \in \mathbb{C}^\times$, then the classical limit of the tensor product is isomorphic as a $\mathfrak{g}[t]$-module to the pull-back with respect to $\varphi_c$ of the fusion product of $W^{i_k, \ell_k}$ $(1 \leq k \leq p)$, i.e.,

\[W^{i_1, \ell_1}_q(a_1) \otimes \cdots \otimes W^{i_p, \ell_p}_q(a_p) \approx \varphi_c^*(W^{i_1, \ell_1} \ast \cdots \ast W^{i_p, \ell_p}).\]

(ii) In the general case, define a finite subset $C = \{a_k(1) \mid 1 \leq k \leq p\} \subseteq \mathbb{C}^\times$. Then the following isomorphism of $\mathfrak{g}[t]$-modules holds:

\[W^{i_1, \ell_1}_q(a_1) \otimes \cdots \otimes W^{i_p, \ell_p}_q(a_p) \approx \bigotimes_{c \in C} \varphi_c^* \left( \ast_{k; a_k(1)=c} W^{i_k, \ell_k} \right),\]

where $\ast W^{i_k, \ell_k}$ denotes the fusion product of $W^{i_k, \ell_k}$'s.

**Remark 3.2.** (a) As far as the author knows, no necessary and sufficient conditions are known for a tensor product of KR modules to be $\ell$-highest weight, but a sufficient condition has been obtained in [Cha02].

(b) In the setting of the assertion (i), the graded $\mathfrak{g}[t]$-module

\[\varphi_c^* \left( W^{i_1, \ell_1}_q(a_1) \otimes \cdots \otimes W^{i_p, \ell_p}_q(a_p) \right)\]

is called the graded limit of $W^{i_1, \ell_1}_q(a_1) \otimes \cdots \otimes W^{i_p, \ell_p}_q(a_p)$. In this terminology, the assertion (i) claims that the graded limit of the tensor product is isomorphic to the fusion product of the graded limits.

(c) The $\mathfrak{g}[t]$-module $\varphi_c^* (W^{i_1, \ell_1} \ast \cdots \ast W^{i_p, \ell_p})$ in the assertion (i) is uniquely lifted to an $L_C$-module via the Lie algebra homomorphism (2.11), and then the isomorphism in (i) becomes that of $L_C$-modules. The isomorphism in (ii) is also lifted to that of $L_C$-modules in the same way.
3.2. Reduction to $U_q(\mathfrak{sl}_2)$ case. Theorem 3.3 is proved by reducing it to the case of $U_q(\mathfrak{sl}_2)$, and for the reduction we need to prove another theorem which gives defining relations of the fusion product of $W^{i_1,\ell_1}\cdots W^{i_p,\ell_p}$ (Theorem 3.3). In this subsection we will present the statement of Theorem 3.3, and then show that Theorem 3.3 is indeed reduced to the $U_q(\mathfrak{sl}_2)$ case (Proposition 3.5) via this theorem. The proofs of Theorem 3.3 and Proposition 3.5 will be given in the next two sections.

Define for each $i \in I$ a power series $F_i(z) \in U(q[t])[[z^{-1}]]$ by

$$F_i(z) = \sum_{k=0}^{\infty} (f_i \otimes t^k)z^{-k-1}.$$  

For any formal series $f(z)$ in $z$, denote by $f(z)_s$ ($s \in \mathbb{Z}$) the coefficient of $z^s$. In Section 4, we will show the following theorem, which is a generalization of Theorem 2.4.

**Theorem 3.3.** Suppose that sequences $i_1, \ldots, i_p$ of elements of $I$ and $\ell_1, \ldots, \ell_p$ of positive integers are given. Set $\lambda = \sum_{k=1}^{p} \ell_k \omega_{i_k}$, and define a subset

$$S_i = \{1 \leq k \leq p \mid i_k = i\}$$

for each $i \in I$. Then the fusion product $W^{i_1,\ell_1}\cdots W^{i_p,\ell_p}$ is isomorphic to the $g[t]$-module generated by a single vector $v$ with relations

$$n_+[t]v = 0, \quad (h \otimes f(t))v = f(0)(h,\lambda)v \quad \text{for } h \in \mathfrak{b}, f(t) \in \mathbb{C}[t],$$

$$\left(F_i(z)^r\right)_s v = 0 \quad \text{for } i \in I, r > 0, s < -\sum_{k \in S_i} \min\{r, \ell_k\}. \tag{3.1}$$

**Remark 3.4.** (a) For an $I$-tuple of partitions $\mu = (\mu^{(1)}, \ldots, \mu^{(n)})$ with $\mu^{(i)} = (\mu_1^{(i)} \geq \ldots \geq \mu_{p_i}^{(i)})$, denote by $W(\mu)$ the fusion product $\ast_{i \in I} W^{i,\mu^{(i)}}$. Then Theorem 3.3 implies the following fact: if two $I$-tuples of partitions $\mu = (\mu^{(1)}, \ldots, \mu^{(n)})$ and $\nu = (\nu^{(1)}, \ldots, \nu^{(n)})$ satisfy $|\mu^{(i)}| = |\nu^{(i)}|$ and $\mu^{(i)} \leq \nu^{(i)}$ (with respect to the dominance order) for all $i \in I$, then there exists a surjective $g[t]$-module homomorphism $W(\mu) \to W(\nu)$.

Indeed for every $i \in I$ and $r > 0$, setting $k_r = \max\{k \mid \mu_k^{(i)} > r\}$, the assumption implies that

$$\sum_{k \geq 1} \min\{r, \mu_k^{(i)}\} = rk_r + \sum_{k > k_r} \mu_k^{(i)} \geq r k_r \geq \sum_{k \geq 1} \min\{r, \mu_k^{(i)}\},$$

and hence a surjection $W(\mu) \to W(\nu)$ exists by Theorem 3.3. This surjection can be viewed as an extension of the Schur positivity of KR-modules proved in [FH14] to the current algebra setting (see also [Nao15]).

(b) In [CV15], the authors have introduced a collection of $g[t]$-modules $V(\xi)$ indexed by an $R^+$-tuple of partitions $\xi = (\xi^{(\alpha)})_{\alpha \in R^+}$ satisfying $|\xi^{(\alpha)}| = (h_{\alpha},\mu)$ for some $\mu \in P^+$. In their terminology, Theorem 3.3 says that the module $W^{i_1,\ell_1}\cdots W^{i_p,\ell_p}$ is isomorphic to $V(\xi)$, where $\xi = (\xi^{(\alpha)})_{\alpha \in R^+}$ is defined by

$$\xi^{(\alpha)} = \begin{cases} \partial \{\ell_k \mid k \in S_i\} & \text{if } \alpha = \alpha_i, \\ \{h_{\alpha},\lambda\} & \text{if } \alpha \text{ is not simple}. \end{cases}$$

Here part $T$ for a multiset of positive integers $T$ denotes the partition obtained by ordering the elements of $T$.  

We will prove the following proposition in Section 3. Though this is just a special case of Theorem 3.1 (i) for $\mathfrak{g} = \mathfrak{sl}_2$, we write the precise statement here for later reference (we write $W^\ell_q(a)$ for $W^\ell_{q,1}(a)$ and $W^\ell$ for $W^\ell_{q,1}$).

**Proposition 3.5.** Assume that $\mathfrak{g} = \mathfrak{sl}_2$. Let $\ell_1, \ldots, \ell_p \in \mathbb{Z}_{>0}$ and $a_1, \ldots, a_p \in A^\times$ be sequences such that $a_1(1) = \cdots = a_p(1) = c \in \mathbb{C}^\times$ and $W^\ell_{q,1}(a_1) \otimes \cdots \otimes W^\ell_{q,1}(a_p)$ is $\ell$-highest weight. Then by Theorem 2.9, the vector $\bar{v}$ is isomorphic to $\varphi^e_c(W^\ell_{q,1} \ast \cdots \ast W^\ell_{q,1})$ as $\mathfrak{sl}_2[t]$-modules. 

Now we deduce Theorem 3.1 in full generality, assuming Theorem 3.3 and Proposition 3.5. First we show the assertion (i). Let $v_k (1 \leq k \leq p)$ denote an $\ell$-highest weight vector of $W^\ell_{q,1}(a_k)$. In this proof we use the following abbreviations:

$$W_q = W^\ell_{q,1}(a_1) \otimes \cdots \otimes W^\ell_{q,1}(a_p), \quad v = v_1 \otimes \cdots \otimes v_p \in W_q.$$ 

Note that $v$ is an $\ell$-highest weight vector of $W_q$ by the assumption. Fix $i \in I$ for a moment, and let $k_1, \ldots, k_{p_i}$ be the subsequence of $1, \ldots, p$ such that

$$\{k_1, \ldots, k_{p_i}\} = \{1 \leq k \leq p \mid i_k = i\}.$$ 

By Lemma 2.4, the $U_{q,i}$-submodule $U_{q,i}v$ of $W_q$ is isomorphic, as a $U_q(L\mathfrak{sl}_1)_d$-module, to

$$W^\ell_{q,1}(a_{k_1}) \otimes \cdots \otimes W^\ell_{q,1}(a_{k_{p_i}}).$$ 

Obviously this is an $\ell$-highest weight $U_q(L\mathfrak{sl}_2)_{d_i}$-module. Now we consider the classical limit $\overline{U_{q,i}v} = \mathbb{C} \otimes_A U_{A,i}v$, which is an $L\mathfrak{sl}_2$-module. By Proposition 3.3, $\overline{U_{q,i}v}$ is isomorphic to $\varphi^e_c(W^\ell_{q,1} \ast \cdots \ast W^\ell_{q,1})$ as an $\mathfrak{sl}_2[t]$-module, and hence it holds that

$$\varphi^e_c\overline{U_{q,i}v} \cong W^\ell_{q,1} \ast \cdots \ast W^\ell_{q,1}.$$ 

Then by Theorem 2.9, the vector $\bar{v} = 1 \otimes v \in \varphi^e_c\overline{U_{q,i}v}$ satisfies the relations

$$(c_i \otimes \mathbb{C}[t])\bar{v} = 0, \quad (h_i \otimes f(t))\bar{v} = f(0)\langle h_i, \lambda \rangle \bar{v} \quad \text{for } f(t) \in \mathbb{C}[t],$$

$$(F_i(z)^r)_{s} \bar{v} = 0 \quad \text{for } r > 0, s < -\sum_{j=1}^{p_i} \min\{r, \ell_{i_k}\}, \quad (3.2)$$

where $\lambda = \sum_{k=1}^{p_i} \ell_k \varpi_{i_k}$. Moreover there is an $\mathfrak{sl}_2[t]$-module homomorphism $\overline{U_{q,i}v} \to W_q$ since $U_{A,i}v \subseteq U_{A}(L\mathfrak{sl}_2)v$, which induces a homomorphism $\varphi^e_c\overline{U_{q,i}v} \to \varphi^e_cW_q$. Hence $\bar{v} \in \varphi^e_c\overline{W_q}$ also satisfies the relations (3.2). Now applying this argument to all $i \in I$, it follows from Theorem 3.3 that there exists a surjective $\mathfrak{g}[t]$-module homomorphism

$$W^\ell_{q,1} \ast \cdots \ast W^\ell_{q,1} \to \varphi^e_cW_q.$$ 

It follows from Proposition 2.8 that the dimensions of these modules are equal. Hence this is an isomorphism and the assertion (i) is proved.

Now the assertion (ii) of Theorem 3.1 is deduced from (i) as follows. For each $c \in C$, set

$$W^c_q = \bigotimes_{k:a_k(1)=c} W^\ell_{q,1}(a_k),$$
where the factors are ordered so that \( W_{q}^{r_{1},\ell_{1}}(a_{r}) \) is left to \( W_{q}^{j_{s},\ell_{s}}(a_{s}) \) if \( r < s \). It follows from Lemma 2.3 (ii) that

\[
W_{q}^{r_{1},\ell_{1}} \otimes \cdots \otimes W_{q}^{r_{p},\ell_{p}} \cong \bigotimes_{c \in C} W_{q}^{(c)},
\]

where the order of the right-hand side is arbitrary. Hence each \( W_{q}^{(c)} \) is \( \ell \)-highest weight since so is \( W_{q}^{r_{1},\ell} \otimes \cdots \otimes W_{q}^{r_{p},\ell_{p}} \). Let \( v^{(c)} (c \in C) \) be an \( \ell \)-highest weight vector of \( W_{q}^{(c)} \). Since \( U_{A}(L_{q}) \) is a sub-coalgebra, we have

\[
U_{A}(L_{q}) \bigotimes_{c \in C} v^{(c)} \subseteq \bigotimes_{c \in C} U_{A}(L_{q}) v^{(c)}
\]

in \( \bigotimes_{c} W_{q}^{(c)} \), and hence we obtain by (i) an \( L_{q} \)-module homomorphism

\[
\bigotimes_{c \in C} W_{q}^{(c)} \to \bigotimes_{c \in C} W_{q}^{(c)} \cong \bigotimes_{c \in C} \varphi_{c}^{*}(\bigstar W_{q}^{i_{k},\ell_{k}}).
\]

By \cite[Proposition 1.4]{FL99} the module \( \bigotimes_{c \in C} \varphi_{c}^{*}(\bigstar W_{q}^{i_{k},\ell_{k}}) \) is generated by the image of \( \bigotimes_{c} v^{(c)} \), and hence the homomorphism is surjective. Then the comparison of the dimensions shows that this is an isomorphism, and (ii) is proved.

4. PROOF OF THEOREM 3.3

4.1. REDUCTION TO A STUDY OF A QUOTIENT SPACE OF U(Ln_−). This section is devoted to the proof of Theorem 3.3. Fix sequences \( i_{1}, \ldots, i_{p} \) of elements of \( I \) and \( \ell_{1}, \ldots, \ell_{p} \) of positive integers. As in the theorem, set \( \lambda = \sum_{k} \ell_{k} a_{i_{k}} \) and \( S_{i} = \{ 1 \leq k \leq p \mid i_{k} = i \} \).

Write \( W = W_{q}^{r_{1},\ell_{1}} \ast \cdots \ast W_{q}^{r_{p},\ell_{p}} \), and let \( M \) denote the \( \mathfrak{g}[t] \)-module generated by a vector \( v \) with relations (3.1). We begin with the following lemma.

**Lemma 4.1.** There exists a surjective \( \mathfrak{g}[t] \)-module homomorphism from \( M \) to \( W \).

**Proof.** Let \( v_{k} (1 \leq k \leq p) \) denote the generator of \( W_{q}^{i_{k},\ell_{k}} \). For \( i \in I \), it is clear from the defining relations that the \( \mathfrak{sl}_{2,i}[t] \)-submodule \( U(\mathfrak{sl}_{2,i}[t])v_{k} \subseteq W_{q}^{i_{k},\ell_{k}} \) is isomorphic to \( W_{q}^{\ell_{k}} \) if \( k \in S_{i} \), and a trivial module otherwise. Hence, letting \( c_{1}, \ldots, c_{p} \) be pairwise distinct complex numbers, there is an injective \( \mathfrak{sl}_{2,i}[t] \)-module homomorphism

\[
\bigotimes_{k \in S_{i}} \varphi_{c_{k}}^{*} W_{q}^{\ell_{k}} \hookrightarrow \bigotimes_{k=1}^{p} \varphi_{c_{k}}^{*} W_{q}^{i_{k},\ell_{k}}.
\]

By the definition of the fusion product, this induces, for every \( i \in I \), an \( \mathfrak{sl}_{2,i}[t] \)-module homomorphism from the fusion product \( \bigast_{k \in S_{i}} W_{q}^{\ell_{k}} \) to \( W \). Then it follows from Theorem 2.9 that the generator of \( W \) satisfies the relations (3.1). Hence there is a \( \mathfrak{g}[t] \)-module homomorphism from \( M \) to \( W \), which is obviously surjective. The lemma is proved. \( \square \)

Since both \( M \) and \( W \) are finite-dimensional \( \mathfrak{g} \)-modules, Lemma 4.1 implies that, for the proof of Theorem 3.3, it suffices to show the inequalities

\[
[M : V(\mu)] \leq [W : V(\mu)]
\]
of multiplicities as \( g \)-modules for all \( \mu \in P^+ \). To show this, we will give an upper bound of \( \left[ M : V(\mu) \right] \) below.

To begin with, note that the following equality follows from the finite-dimensional representation theory of \( g \):

\[
\left[ M : V(\mu) \right] = \dim \left( M/\n_-M \right)_\mu. \tag{4.1}
\]

Here \( M/\n_-M \) is \( P \)-graded by the action of \( h \).

To shorten the notation we write \( U^- \) for \( U(\n_-[t]) \) from now on. Let \( \mathcal{I} \) be the left \( U^- \)-ideal generated by the vectors

\[
\{ (F_i(z)^r)_s \mid i \in I, r > 0, s < -\sum_{k \in S_i} \min\{r, \ell_k\} \}.
\]

The \( \n_-[t] \)-module \( U^-/\mathcal{I} \) is naturally graded by \( -Q^+ \), and obviously there exists a surjective \( \n_-[t] \)-module homomorphism from \( U^-/\mathcal{I} \) to \( M \), which maps \( (U^-/\mathcal{I})_{-\gamma} \) for \( \gamma \in Q^+ \) onto \( M_{\lambda-\gamma} \). Then this homomorphism yields the following surjective linear map

\[
(U^-/(\n_-U^- + \mathcal{I}))_{-\gamma} \twoheadrightarrow (M/\n_-M)_{\lambda-\gamma},
\]

which implies the inequality

\[
\dim \left( U^-/(\n_-U^- + \mathcal{I}) \right)_{-\gamma} \geq \left[ M : V(\lambda - \gamma) \right]. \tag{4.2}
\]

by (4.1).

Next we will define a quotient space of \( U(\Ln_-) \) which is linearly isomorphic to \( U^-/(\n_-U^- + \mathcal{I}) \). In the sequel we write \( U^-_L = U(\Ln_-) \) for ease of notation. Fix a sufficiently large positive integer \( N \), and let \( \tilde{F}_i(z) \in U^-_L(z) \) be the formal Laurent series defined by

\[
\tilde{F}_i(z) = \sum_{k=-\infty}^N (f_i \otimes t^k)z^{-k-1}.
\]

Denote by \( \mathcal{J} \) the left \( U^-_L \)-ideal generated by the vectors

\[
\{ f_i \otimes t^k \mid i \in I, k > N \} \cup \left\{ (\tilde{F}_i(z)^r)_s \mid i \in I, r > 0, s < -\sum_{k \in S_i} \min\{r, \ell_k\} \right\}.
\]

The definition of \( \mathcal{J} \) does not depend on the choice of \( N \), since

\[
\tilde{F}_i(z)_{-k-1} = f_i \otimes t^k \in \mathcal{J} \quad \text{for} \quad \#S_i \leq k \leq N.
\]

**Lemma 4.2.** (i) The left ideal \( U^-_L \mathcal{I} \) coincides with \( \mathcal{J} \).

(ii) There exists a linear isomorphism

\[
U^-_L/(\n_-[t^{-1}]U^-_L + \mathcal{J}) \cong U^-/(\n_-U^- + \mathcal{I})
\]

preserving their \( -Q^+ \)-gradings.
Proof. (i) We show \( U_L^{-} I \subseteq J \) (the other containment is similarly proved). For \( i \in I \), set
\[
Z_i = \{ (r, s) \mid r > 0, s < - \sum_{k \in S_i} \min \{ r, \ell_k \} \} \subseteq \mathbb{Z}_{>0} \times \mathbb{Z},
\]
and \( F'_i(z) = \sum_{k=0}^{N} (f_{i} \otimes t^k) z^{-k-1} \). Since \( f_i \otimes t^k \in J \) for \( k > N \), it suffices to show that \( (F'_i(z)^{r})_{s} \in J \) if \( (r, s) \in Z_i \). We show by the induction on \( k \) that
\[
(F'_i(z)^{k} F_i(z)^{r-k})_{s} \in J \quad \text{if} \quad (r, s) \in Z_i,
\]
which with \( k = r \) completes the proof. For \( k = 0 \) there is nothing to prove. When \( k > 0 \), we have
\[
\begin{align*}
(F'_i(z)^{k} F_i(z)^{r-k})_{s} &= (F'_i(z)^{k-1} F_i(z)^{r-k+1} - \sum_{a<0} z^{-a-1} (f_{i} \otimes t^{a}) F'_i(z)^{k-1} F_i(z)^{r-k})_{s} \\
&= (F'_i(z)^{k-1} F_i(z)^{r-k+1})_{s} - \sum_{a<0} f_{i} t^{a} (F'_i(z)^{k-1} F_i(z)^{r-k})_{s+a+1}.
\end{align*}
\]
Since \( (r, s) \in Z_i \) implies \((r-1, s+a+1) \in Z_i \) for all \( a < 0 \), the right-hand side belongs to \( J \) by the induction hypothesis. The proof is complete.
(ii) By the Poincaré-Birkhoff-Witt theorem, we have
\[
U_L^{-} = (t^{-1} n_{-}[t^{-1}]) U_L^{-} \oplus U^{-}.
\]
Consider the composition
\[
U_L^{-} \rightarrow U^{-} \rightarrow U^{-}/(n_{-} U^{-} + I),
\]
where the first map is the projection with respect to the above decomposition, and the second is the canonical one. Obviously the kernel of this linear map is
\[
(t^{-1} n_{-}[t^{-1}]) U_L^{-} + n_{-} U^{-} + I,
\]
which we denote by \( \mathcal{K} \). It suffices to show that
\[
\mathcal{K} = n_{-}[t^{-1}] U_L^{-} + J,
\]
and the containment \( \subseteq \) is clear from (i). We show the other containment. Since \( \text{ad}(n_{-})(t^{-1} n_{-}[t^{-1}]) \subseteq t^{-1} n_{-}[t^{-1}] \), we have
\[
n_{-} U_L^{-} = n_{-} ((t^{-1} n_{-}[t^{-1}]) U_L^{-} \oplus U^{-}) \subseteq (t^{-1} n_{-}[t^{-1}]) U_L^{-} + n_{-} U^{-} \subseteq \mathcal{K},
\]
and hence \( n_{-}[t^{-1}] U_L^{-} \subseteq \mathcal{K} \) holds. On the other hand, it also follows from (i) that
\[
J = U_L^{-} I = ((t^{-1} n_{-}[t^{-1}]) U_L^{-} \oplus U^{-}) I \subseteq (t^{-1} n_{-}[t^{-1}]) U_L^{-} + I \subseteq \mathcal{K}.
\]
Therefore \( \mathcal{K} \supseteq n_{-}[t^{-1}] U_L^{-} + J \) follows, as required. \( \square \)

In conclusion, the proof of Theorem \ref{thm:1.3} is now reduced to the following proposition by (1.2) and Lemma \ref{lem:4.2} (ii), which will be proved in Subsection 4.3.
Proposition 4.3. For each $\gamma \in Q^+$ such that $\lambda - \gamma \in P^+$, the inequality
\[
\dim \left( U_L^-(n_{-1}) U_L + J \right) \leq \left[ W : V(\lambda - \gamma) \right]
\]
holds.

4.2. Functional realization of the dual space of $U_L^-$. Proposition 4.3 is proved using the functional realization of the dual space of $U_L^-$ introduced in [FS94] (see also [FKL+02], [AKS06], [AK07]). Here we give a detailed exposition of the realization.

For $i, j \in I$, write $c_{ij} = \max\{1 - c_{ij}, 1\}$. Let $\gamma = \sum_{i \in I} m_i \alpha_i \in Q^+$, and define $\mathcal{U}_\gamma$ by the subspace of the space of rational functions in the variables
\[
x_\gamma = \{x_r^{(i)} \mid i \in I, 1 \leq r \leq m_i\},
\]
consisting of the functions $g(x_\gamma)$ of the form
\[
g(x_\gamma) = \frac{g'(x_\gamma)}{\prod_{i < j} \prod_{1 \leq r < s \leq m_i} (x_r^{(i)} - x_s^{(j)})},
\]
where $g'(x_\gamma) \in \mathbb{C}[\{x_r^{(i)}\}^{\pm 1} \mid i, r]$ is a Laurent polynomial, symmetric under the exchange of variables $x_r^{(i)} \leftrightarrow x_s^{(j)}$ with the same superscript, and vanishes provided $x_1^{(i)} = x_2^{(i)} = \cdots = x_{c_{ij}}^{(i)} = x_1^{(j)}$ for $i \neq j$. We will write $x_\gamma$ simply as $x$ when $\gamma$ is obvious from the context. Let $\mathcal{U} = \bigoplus_{\gamma \in Q^+} \mathcal{U}_\gamma$.

For $\gamma \in Q^+, i \in I$ and $k \in \mathbb{Z}$, define a map $R_{i,k} : \mathcal{U}_\gamma \rightarrow \mathcal{U}_{\gamma - \alpha_i}$ by
\[
R_{i,k} (g(x)) = \text{Res}_{x_1^{(i)}} (x_1^{(i)})^k g(x),
\]
and extend it on $\mathcal{U}$ linearly. Here the residue $\text{Res}_x g(x)$ for a variable $x$ is defined as follows: first regard $g(x)$ as a formal Laurent series in $x$ by expanding all $(x - x_r^{(i)})^{-1}$ in positive power of $x/x_r^{(i)}$, and then take the coefficient of $x^{-1}$.

Remark 4.4. Precisely to say, in order to define $R_{i,k}(g(x))$ as a function in $\mathcal{U}_{\gamma - \alpha_i}$, we need to reindex the variables $\{x_2^{(i)}, \ldots, x_{m_i}^{(i)}\}$ to $\{x_1^{(i)}, \ldots, x_{m_i-1}^{(i)}\}$ (any reindex produces a same function because of the symmetry). In the sequel, we always assume such an obvious reindexing is done, if necessary, without any mention.

If a rational function $g(x,y)$ in two variables $x$ and $y$ has no poles except at $x = 0$, $y = 0$ and $x = y$, it follows from the Cauchy’s residue theorem that
\[
(\text{Res}_y \text{Res}_x - \text{Res}_x \text{Res}_y) g(x,y) = -\text{Res}_y \text{Res}_x = y g(x,y).
\]
From this, a useful formula is deduced as follows. Suppose that $h \in \mathbb{Z}_{>0}$, $i_1, \ldots, i_h \in I$ and $k_1, \ldots, k_h \in \mathbb{Z}$ are given. Set $\beta = \alpha_{i_1} + \cdots + \alpha_{i_h}$, and rename the variables $x_\beta$ into $\{x_1, \ldots, x_h\}$ by
\[
x_r = x_{\# \{s \leq r \mid i_s = i_r \}} \quad \text{for } 1 \leq r \leq h.
\]
Then in view of (4.3), we have
\[
[R_{i_h,k_h}, [R_{i_{h-1},k_{h-1}}, \ldots, [R_{i_2,k_2}, R_{i_1,k_1}], \ldots, \ldots]] g(x)
\]
\[
= (-1)^{h-1} \text{Res}_{x_h} \left( x_h^{k_h} \text{Res}_{x_{h-1}}(x_{h-1}^{k_{h-1}} \cdots \text{Res}_{x_1}(x_1^{k_1} g(x)) \cdots) \right)
\]
for \( g(x) \in \mathcal{U} \). Moreover, for each \( 2 \leq r \leq h - 1 \), it can be proved that the function

\[
x_r^k \text{Res}_{x_{r-1}} x_r^k \ldots \text{Res}_{x_1} x_1^k g(x) \ldots
\]

has at most a simple pole at \( x_r = x_{r+1} \) (we will give a proof of this fact in Appendix A.2 since we have not found one in the literature). Hence the above formula is rewritten in the following simpler form:

\[
\left[ R_{i_h,k_h} \left[ R_{i_{h-1},k_{h-1}}, \ldots, [R_{i_2,k_2}, R_{i_1,k_1}] \right] \right] g(x)
= \text{Res}_{x_h} \left\{ \prod_{r=2}^{h} (x_r - x_{r-1}) g(x) \right\}_{x_1 = x_2 = \ldots = x_h} (x_h)^{k_1 + \ldots + k_h}.
\] (4.4)

In the sequel, we write \( f_{\alpha,k} = f_\alpha \otimes t^k \) and \( f_{i,k} = f_i \otimes t^k \) to shorten the notation. Define a bilinear map \( \langle \ , \ \rangle: \mathcal{U}_{\mathbf{L}}^\ast \times \mathcal{U} \to \mathcal{U} \) by

\[
\left\langle f_{i_1,k_1} f_{i_2,k_2} \ldots f_{i_N,k_N}, g(x) \right\rangle = R_{i_1,k_1} R_{i_2,k_2} \ldots R_{i_N,k_N} g(x),
\]

where \( i_1, \ldots, i_N \in I \) and \( k_1, \ldots, k_N \in \mathbb{Z} \).

**Proposition 4.5.** The bilinear map \( \langle \ , \ \rangle \) is well-defined.

**Proof.** Since \( \mathcal{U}_{\mathbf{L}}^\ast \) is generated by \( \{f_{i,k} \mid i \in I, k \in \mathbb{Z} \} \) with relations

\[
[f_{i,k_{ij}}, [f_{i,k_{ij}}^{-1}, \ldots, [f_{i,k_1}, f_{j_1}], \ldots]] = 0 \quad (i, j \in I, k, l \in \mathbb{Z}),
\]

and

\[
[f_{i,k,h_1}, [f_{i_{h-1},k_h}, \ldots, [f_{i_2,k_2}, f_{i_1,k_1}], \ldots]] = [f_{i_h,h_1}, [f_{i_{h-1},h_{h-1}}, \ldots, [f_{i_2,l_2}, f_{i_1,l_1}], \ldots)]
\]

\((h \in \mathbb{Z}_{>0}, i_r \in I, k_r, l_r \in \mathbb{Z} \text{ such that } k_1 + \ldots + k_h = l_1 + \ldots + l_h)\),

it suffices to show for arbitrary \( g \in \mathcal{U} \) that

\[
[R_{i_h,k_h}, [R_{i_{h-1},k_{h-1}}, \ldots, [R_{i_2,k_2}, R_{i_1,k_1}], \ldots]] g = 0,
\]

and

\[
[R_{i_h,k_h}, [R_{i_{h-1},k_{h-1}}, \ldots, [R_{i_2,k_2}, R_{i_1,k_1}], \ldots]] g = [R_{i_h,h_1}, [R_{i_{h-1},h_{h-1}}, \ldots, [R_{i_2,l_2}, R_{i_1,l_1}], \ldots]] g.
\]

These are easily deduced from (4.4) and the definition of \( \mathcal{U} \), and hence the assertion is proved.

For \( \gamma \in Q_+ \), \( \langle \ , \ \rangle \) defines a pairing \( (\mathcal{U}_{\mathbf{L}}^\ast)_{-\gamma} \times \mathcal{U}_{\gamma} \to \mathbb{C} \). Note that \( (\mathcal{U}_{\mathbf{L}}^\ast)_{-\gamma} \) is naturally \( \mathbb{Z} \)-graded by the degree of polynomials, and so is \( \mathcal{U}_{\gamma} \) by the total degree. It is easily checked that, for \( F \in (\mathcal{U}_{\mathbf{L}}^\ast)_{-\gamma} \) and \( g \in \mathcal{U}_{\gamma} \), \( \langle F, g \rangle = 0 \) unless \( k + l = -\text{ht}(\gamma) \).

Let \( \mathcal{U}_{\gamma} \) be the subspace of \( \mathcal{U}_{\gamma} \) consisting of \( g(x) \) such that

\[
\langle f_{i,k}(\mathcal{U}_{\mathbf{L}}^\ast)_{-\gamma+\alpha_i}, g(x) \rangle = 0 \quad \text{for all } i \in I, k \in \mathbb{Z}_{\leq 0}.
\]

By the definition of the pairing, this is equivalent to that, if we regard \( g(x) \) as a formal Laurent series in \( (x_1^{(i)})^{-1} \) by expanding all \( (x_1^{(i)} - x_s^{(j)})^{-1} \) in positive power of \( x_s^{(j)}/x_1^{(i)} \), then the coefficient of \( (x_1^{(i)})^{-k-1} \) is 0 for all \( k \in \mathbb{Z}_{\leq 0} \). Hence the following lemma holds.

**Lemma 4.6.** We have

\[
\overline{\mathcal{U}}_{\gamma} = \{ g(x) \in \mathcal{U}_{\gamma} \mid \text{deg}_{x_1^{(i)}} g(x) \leq -2 \text{ for all } i \in I \},
\]
where \( \deg_{x_i^{(j)}} \) is defined by setting \( \deg_{x_i^{(j)}} x_r^{(j)} = \delta_{(i,1),(i,r)} \) and
\[
\deg_{x_i^{(j)}}(x_r^{(j)} - x_s^{(j)})^{-1} = \begin{cases} 
-1 & \text{if } (j, r) = (i, 1) \text{ or } (j', s) = (i, 1), \\
0 & \text{otherwise}.
\end{cases}
\]

Set \( \overline{U}_L^{-} = U_L^{-}/(n_{-}[t^{-1}]U_L^{-}) \). Obviously \( \langle \ , \ \rangle \) induces a pairing between \( (\overline{U}_L^{-})_{-\gamma} \) and \( \overline{U}_\gamma \), and moreover the following proposition holds.

**Proposition 4.7.** The pairing induces a linear isomorphism \( \overline{U}_\gamma \cong (\overline{U}_L^{-})_{-\gamma}^\vee \), where \( (\overline{U}_L^{-})_{-\gamma}^\vee \) denotes the restricted dual \( \bigoplus_{k \in \mathbb{Z}} (\overline{U}_L^{-})^{k}_{-\gamma} \).

This proposition is proved in Appendix [A.3].

### 4.3. Proof of Proposition 4.3

Now we return to the setting of Subsection [4.1]. Through the isomorphism \( \overline{U}_\gamma \cong (\overline{U}_L^{-})_{-\gamma}^\vee \), the dual space of \( (U_L^{-}/(n_{-}[t^{-1}]U_L^{-} + J))_{-\gamma} \) is regarded as a subspace of \( \overline{U}_\gamma \), consisting of the functions \( g(x) \) satisfying \( \langle J, g(x) \rangle = 0 \).

Set \( \tilde{F}_i(z) = \sum_{k=-\infty}^{\infty} f_{i,k} z^{-k-1} \). Then for \( r > 0 \), we have
\[
\langle \tilde{F}_i(z)^r, g(x) \rangle = g(x)|_{x_1^{(i)} = \cdots = x_r^{(i)} = z}.
\]

(Here the coefficients of \( \tilde{F}_i(z)^r \) belong to a completion of \( U_L^{-} \), but the pairing is still well-defined.) Let \( \mathcal{V}_\gamma \) denote the subspace of \( \overline{U}_\gamma \) consisting of the functions \( g(x) \) such that, for every \( i \in I \) and \( r > 0 \), the order of the pole of \( g(x)|_{x_1^{(1)} = \cdots = x_r^{(i)} = z} \) at \( z = 0 \) is at most \( \sum_{k \in S_i} \min\{r, \ell_k\} \). Then it follows from the definition of \( J \) that
\[
(U_L^{-}/(n_{-}[t^{-1}]U_L^{-} + J))_{-\gamma}^\ast \cong \mathcal{V}_\gamma.
\]

Moreover, an upper bound of the dimension of \( \mathcal{V}_\gamma \) is given as follows.

**Lemma 4.8.** Let \( \lambda = \sum_k \ell_k \varpi_{i_k} \). For \( \gamma \in Q^+ \) such that \( \lambda - \gamma \in P^+ \), we have
\[
\dim \mathcal{V}_\gamma \leq \sum_{\{m_a^{(i)}\}} \prod_{i \in I} \left( p_a^{(i)} + m_a^{(i)} \right),
\]
where
\[
p_a^{(i)} = \sum_{k \in S_i} \min\{a, \ell_k\} + \sum_{j \in I \setminus \{i\}} \min\{|c_{ij}|a, |c_{ij}|b\} m_b^{(j)} - 2 \sum_{b > 0} \min\{a, b\} m_b^{(i)},
\]
and the sum \( \sum_{\{m_a^{(i)}\}} \) is taken over \( \{m_a^{(i)} \in \mathbb{Z}_{\geq 0} \mid i \in I, a > 0\} \) satisfying \( p_a^{(i)} \geq 0 \) for all \( i, a \), and \( \gamma = \sum_{i,a} a \varpi_{i}^a \).

This lemma is proved by a similar argument given in [AK07]. For the reader’s convenience, we reproduce it in Appendix [A.4].
5. Proof of Proposition 3.3

5.1. Quantum loop algebra of type $A_1^{(1)}$. Throughout this section we focus on the case $g = sl_2$ only. In what follows, we fix a positive integer $d$, and denote by $U_q(Lsl_2)$ the quantum loop algebra associated with $\hat{C} = \begin{pmatrix} 2 & -2 \\ -2 & 2 \end{pmatrix}$ and $\hat{D} = \begin{pmatrix} d & 0 \\ 0 & d \end{pmatrix}$ (which implies $q_0 = q_1 = q^{d}$). Let $\tilde{q} = q^{d}$.

Here we collect several results concerning finite-dimensional modules over $U_q(Lsl_2)$ (recall that we write $W^f_q(a)$ for $W^f_q(a)$).

Lemma 5.1. (i) $W^f_q(a)$ is simple as a $U_q(sl_2)$-module and of dimension $\ell + 1$.

(ii) The $U_q(Lsl_2)$-submodule of $W^f_q(a_1) \otimes W^f_q(a_2)$ generated by the tensor product of $\ell$-highest weight vectors is proper and simple if

$$a_2/a_1 \in \{q^{2k} | \max\{\ell_1 - \ell_2, 0\} < k \leq \ell_1\}.$$ 

(iii) $W^f_q(a_1) \otimes W^f_q(a_2)$ is simple if

$$a_2/a_1 \notin \{q^{2k} | -\ell_2 \leq k < \min\{\ell_1 - \ell_2, 0\}, \max\{\ell_1 - \ell_2, 0\} < k \leq \ell_1\}.$$ 

In particular if this condition holds, then it follows from Lemma 2.2 (i) that

$$W^f_q(a_1) \otimes W^f_q(a_2) \cong W^f_q(a_2) \otimes W^f_q(a_1).$$

(iv) If $\ell_1 + \cdots + \ell_p = \ell$, then the $U_q(Lsl_2)$-submodule of

$$W^f_q(a) \otimes W^f_q(q^{2\ell_1}a) \otimes \cdots \otimes W^f_q(q^{2(\ell_1+\cdots+\ell_p-1)}a)$$

generated by the tensor product of $\ell$-highest weight vectors is isomorphic to $W^f_q(a)$.

Proof. The proofs of (i)–(iii) are found in [CP91] (note that the coproduct in the paper is different from ours). Then (iv) follows from (ii). \[\square\]

The modules $W^1_q(a)$ are called fundamental modules. The following lemma is deduced from (the proof of) [CP91, Lemma 4.10] (see also [Cha02, Theorem 2.6]).

Lemma 5.2. The tensor product of fundamental modules $W^1_q(a_1) \otimes \cdots \otimes W^1_q(a_p)$ is $\ell$-highest weight if

$$a_s/a_r \neq \tilde{q}^2 \text{ for all } 1 \leq r < s \leq p.$$
5.2. **Realization of fusion products.** Write $e, f, h$ for $e_1, f_1, h_1 \in \mathfrak{sl}_2$, and $W^\ell$ for the \( \mathfrak{sl}_2[t] \)-module $W^{\ell, \ell}$. Here we will recall a certain realization of a fusion product of $W^\ell$'s, and for that we prepare some notation.

Let \( \widehat{\mathfrak{sl}}_2 = \mathfrak{sl}_2 \otimes \mathbb{C}[t, t^{-1}] \oplus \mathbb{C}K \) be the affine Lie algebra of type $A_1^{(1)}$ (without a degree operator). Here $K$ is the canonical central element. Note that \( \mathfrak{sl}_2 \) and the current algebra \( \mathfrak{sl}_2[t] \) are naturally regarded as Lie subalgebras of \( \widehat{\mathfrak{sl}}_2 \). Let \( \widehat{\mathfrak{h}} = \mathbb{C}h \oplus \mathbb{C}K \), and \( \Lambda_0, \Lambda_1 \in \widehat{\mathfrak{h}}^* \) be the fundamental weights defined by

\[
(h, \Lambda_0) = 0, \quad (h, \Lambda_1) = 1, \quad \langle K, \Lambda_0 \rangle = \langle K, \Lambda_1 \rangle = 1.
\]

Define a Borel subalgebra \( \widehat{\mathfrak{b}} \subseteq \widehat{\mathfrak{sl}}_2 \) by

\[
\widehat{\mathfrak{b}} = \widehat{\mathfrak{h}} \oplus \mathbb{C}e \oplus t\mathfrak{sl}_2[t].
\]

Let \( \widehat{\mathfrak{p}}_1 \) and \( \widehat{\mathfrak{p}}_0 \) be the Lie subalgebras of \( \widehat{\mathfrak{sl}}_2 \) defined respectively by

\[
\widehat{\mathfrak{p}}_1 = \mathbb{C}f \oplus \widehat{\mathfrak{b}} = \mathfrak{sl}_2[t] \oplus \mathbb{C}K, \quad \widehat{\mathfrak{p}}_0 = \mathbb{C}(e \otimes t^{-1}) \oplus \widehat{\mathfrak{b}},
\]

which are minimal parabolic subalgebras. Let \( \tau \) be the Lie algebra automorphism on \( \mathfrak{sl}_2 \) induced from the unique nontrivial Dynkin diagram automorphism. Explicitly, \( \tau \) is defined as follows:

\[
\tau(e \otimes t^k) = f \otimes t^{k+1}, \quad \tau(h \otimes t^k) = -h \otimes t^k + \delta_{k0}K, \quad \tau(K) = K, \quad \tau^2 = \text{id}.
\]

Given a finite-dimensional \( \widehat{\mathfrak{p}}_1 \)-module \( D \) which is \( \widehat{\mathfrak{h}} \)-semisimple, we define a new \( \widehat{\mathfrak{p}}_1 \)-module \( F(D) \) as follows. Let \( \tau^* \) be the pull-back with respect to \( \tau \), which is a \( \widehat{\mathfrak{p}}_0 \)-module since \( \tau(\widehat{\mathfrak{p}}_0) = \widehat{\mathfrak{p}}_1 \). We consider \( \tau^* \) as a \( \widehat{\mathfrak{b}} \)-module by restriction, and then \( F(D) \) is defined by the unique maximal finite-dimensional \( \widehat{\mathfrak{p}}_1 \)-module quotient of the induced module \( U(\widehat{\mathfrak{p}}_1) \otimes U(\widehat{\mathfrak{b}})^\tau \) (which exists by \cite{FL99}, Proposition 2.1).

For \( \ell \in \mathbb{C} \), denote by \( \mathbb{C}e_{\ell, \Lambda_0} \) the 1-dimensional \( \widehat{\mathfrak{p}}_1 \)-module on which \( K \) acts as a scalar multiplication by \( \ell \) and \( \mathfrak{sl}_2[t] \) acts trivially. Now the following lemma is a reformulation of \cite[Theorem 2.5]{FL99} (for the present formulation, see \cite[Theorem 6.1]{Na012a}).

**Proposition 5.3.** Given a partition \( (\ell_1 \geq \cdots \geq \ell_{p-1} \geq \ell_p) \), it follows that

\[
W^{\ell_1} \ast \cdots \ast W^{\ell_{p-1}} \ast W^{\ell_p} \cong F\left( \mathbb{C}(e_{\ell_1-\ell_2})\Lambda_0 \otimes \cdots \otimes F\left( \mathbb{C}(e_{\ell_p-\ell_{p-1}})\Lambda_0 \otimes F(\mathbb{C}_{\ell_p}\Lambda_0) \right) \right)
\]

as \( \mathfrak{sl}_2[t] \)-modules.

We need a slightly alternative realization. Let \( \widehat{V}_0 \) (resp. \( \widehat{V}_1 \)) be the simple highest weight \( \widehat{\mathfrak{sl}}_2 \)-module with highest weight \( \Lambda_0 \) (resp. \( \Lambda_1 \)). Let \( m \in \mathbb{Z}_{\geq 0} \). If \( m \) is even (resp. odd), let \( v_m \) denote an extremal weight vector of \( \widehat{V}_0 \) (resp. \( \widehat{V}_1 \)) with weight \( m\Lambda_1 - (m-1)\Lambda_0 \). Note that \( \tau^*(\widehat{V}_0) \cong \widehat{V}_1 \) and \( \tau^*(\widehat{V}_1) \cong \widehat{V}_0 \) hold, and these isomorphisms map \( \tau^*(v_m) \) to an extremal weight vector with weight \( m\Lambda_0 - (m-1)\Lambda_1 \), which we denote by \( v_m^- \). It is easily checked that

\[
(f \otimes t)v_m^- = 0, \quad (e \otimes t^{-1})^m v_m^- \in \mathbb{C}^*v_{m+1}, \quad (e \otimes t^{-1})^{m+1} v_m^- = 0.
\]

(5.1)

For a sequence \( m_1, \ldots, m_p \) of positive integers, define an \( \mathfrak{sl}_2[t] \)-module \( D(m_1, \ldots, m_p) \) by

\[
D(m_1, \ldots, m_p) = U(\mathfrak{sl}_2[t])(v_{m_1} \otimes \cdots \otimes v_{m_p}) \subseteq \widehat{V}_{m_1} \otimes \cdots \otimes \widehat{V}_{m_p},
\]

where \( \bar{m} \) is 0 if \( m \) is even, and 1 if \( m \) is odd.
Lemma 5.4. For a sequence $\ell = (\ell_1, \ldots, \ell_p)$ of positive integers, set

$$L = \max\{\ell_1, \ldots, \ell_p\} \quad \text{and} \quad m_j = \# \{1 \leq k \leq p \mid \ell_k \geq j\} \quad \text{for} \quad 1 \leq j \leq L.$$ 

Then we have

$$W^{\ell_1} \ast \cdots \ast W^{\ell_p} \cong D(m_1, \ldots, m_L)$$

as $\mathfrak{sl}_2[t]$-modules.

Proof. Without loss of generality we may assume that $\ell$ is a partition, and then by Proposition 5.3 it suffices to show that

$$F\left(\mathbb{C}^{(\ell_1-\ell_2)\Lambda_0} \otimes \cdots \otimes F(\mathbb{C}^{(\ell_{p-1}-\ell_p)\Lambda_0} \otimes F(\mathbb{C}^{\ell_p\Lambda_0}) \cdots) \right) \cong D(^t\ell), \quad (5.2)$$

where $^t\ell$ is the transposed partition. We will show this by the induction on $p$. The case $p = 1$ is easily checked. Assume $p > 1$, and set $\ell' = (\ell_2, \ldots, \ell_p)$. Since

$$D(^t\ell') = U(\widehat{\mathfrak{p}_1})(v_{m_1-1} \otimes \cdots \otimes v_{m_{\ell_2}-1}),$$

we have

$$\tau^*(\mathbb{C}^{(\ell_1-\ell_2)\Lambda_0} \otimes D(^t\ell')) \cong \tau^*(U(\widehat{\mathfrak{p}_1})(v_0^{(\ell_1-\ell_2)} \otimes v_{m_1-1} \otimes \cdots \otimes v_{m_{\ell_2}-1}))$$

$$\cong U(\widehat{\mathfrak{p}_0})(v_1^{(\ell_1-\ell_2)} \otimes v_{m_1-1} \otimes \cdots \otimes v_{m_{\ell_2}-1})$$

$$= U(\widehat{\mathfrak{p}})(v_1^{(\ell_1-\ell_2)} \otimes v_{m_1} \otimes \cdots \otimes v_{m_{\ell_2}}),$$

where the equality follows from (5.1). Hence by the definition of $F$, there exists a surjective $\widehat{\mathfrak{p}_1}$-module homomorphism

$$F(\mathbb{C}^{(\ell_1-\ell_2)\Lambda_0} \otimes D(^t\ell')) \twoheadrightarrow U(\widehat{\mathfrak{p}_1})(v_1^{(\ell_1-\ell_2)} \otimes v_{m_1} \otimes \cdots v_{m_{\ell_2}}) \cong D(^t\ell),$$

which induces a surjection

$$F\left(\mathbb{C}^{(\ell_1-\ell_2)\Lambda_0} \otimes \cdots \otimes F(\mathbb{C}^{(\ell_{p-1}-\ell_p)\Lambda_0} \otimes F(\mathbb{C}^{\ell_p\Lambda_0}) \cdots) \right) \twoheadrightarrow D(^t\ell)$$

by the induction hypothesis. Since the dimensions of these modules coincide by [LLM02, Theorem 5] and [Nao12a, Corollary 6.2], this is an isomorphism. Hence (5.2) is proved, as required.

Finally we recall the following proposition.

Proposition 5.5. Assume that $a_1, \ldots, a_p \in A^\times$ satisfy $a_1(1) = \cdots = a_p(1) = c \in \mathbb{C}^\times$, and $W_q^1(a_1) \otimes \cdots \otimes W_q^1(a_p)$ is $\ell$-highest weight. Then we have

$$W_q^1(a_1) \otimes \cdots \otimes W_q^1(a_p) \cong \varphi_c^*D(p)$$

as $\mathfrak{sl}_2[t]$-modules.

Proof. This follows from [CP01, Theorem 5] and [CL06, Corollary 1.5.1].
5.3. Proof of Proposition 3.5. As in Proposition 3.5, let \( \ell_1, \ldots, \ell_p \in \mathbb{Z}_{>0} \) and \( a_1, \ldots, a_p \in \mathcal{A}^\times \) be such that \( a_1(1) = \cdots = a_p(1) = c \in \mathbb{C}^\times \) and \( W_{q^{\ell_1}}(a_1) \otimes \cdots \otimes W_{q^{\ell_p}}(a_p) \) is \( \ell \)-highest weight.

Lemma 5.6. There exists a permutation \( \sigma \) on the set \( \{1, \ldots, p\} \) satisfying

\[
a_{\sigma(s)}/a_{\sigma(r)} \notin q^{2\mathbb{Z}_{>0}} \quad \text{for all } 1 \leq r < s \leq p,
\]

and

\[
W_{q^{\ell_1}}(a_1) \otimes \cdots \otimes W_{q^{\ell_p}}(a_p) \cong W_{q^{\ell_{\sigma(1)}}}(a_{\sigma(1)}) \otimes \cdots \otimes W_{q^{\ell_{\sigma(p)}}}(a_{\sigma(p)}).
\]

Proof. We show the assertion by the induction on \( p \). There is nothing to prove when \( p = 1 \). Assume that \( p > 1 \). By the induction hypothesis, we may assume that

\[
a_{s}/a_{r} \notin q^{2\mathbb{Z}_{>0}} \quad \text{for } 1 \leq r < s \leq p - 1.
\]

If \( a_{p}/a_{p-1} \notin q^{2\mathbb{Z}_{>0}}, \) then the assertion holds with \( \sigma = \text{id} \), since \( a_{p}/a_{p-1} \notin q^{2\mathbb{Z}_{>0}} \) and \( a_{p-1}/a_{r} \notin q^{2\mathbb{Z}_{>0}} \) imply \( a_{p}/a_{r} \notin q^{2\mathbb{Z}_{>0}} \). Assume that \( a_{p}/a_{p-1} \notin q^{2\mathbb{Z}_{>0}} \). If

\[
a_{p}/a_{p-1} \in \{ q^{2k} \mid \max\{\ell_{p-1} - \ell_{p}, 0\} < k \leq \ell_{p} \},
\]

then the submodule of \( W_{q^{\ell_{p-1}}}(a_{p-1}) \otimes W_{q^{\ell_{p}}}(a_{p}) \) generated by the tensor product of \( \ell \)-highest weight vectors is proper by Lemma 5.4 (ii), which contradicts that \( W_{q^{\ell_{i}}}(a_1) \otimes \cdots \otimes W_{q^{\ell_{p}}}(a_p) \) is \( \ell \)-highest weight. Hence \( W_{q^{\ell_{p-1}}}(a_{p-1}) \otimes W_{q^{\ell_{p}}}(a_{p}) \) is simple by Lemma 5.4 (iii), and we have

\[
W_{q^{\ell_{1}}}(a_1) \otimes \cdots \otimes W_{q^{\ell_{p-1}}}(a_{p-1}) \otimes W_{q^{\ell_{p}}}(a_{p}) \cong W_{q^{\ell_{i}}}(a_1) \otimes \cdots \otimes W_{q^{\ell_{p}}}(a_{p}) \otimes W_{q^{\ell_{p-1}}}(a_{p-1}).
\]

Now by applying the induction hypothesis to \( W_{q^{\ell_{1}}}(a_1) \otimes \cdots \otimes W_{q^{\ell_{p-2}}}(a_{p-2}) \otimes W_{q^{\ell_{p}}}(a_{p}) \), we obtain the required result.

By this lemma, we may (and do) assume that

\[
a_{s}/a_{r} \notin q^{2\mathbb{Z}_{>0}} \quad \text{for all } 1 \leq r < s \leq p.
\]

Put \( L = \max\{\ell_{k} \mid 1 \leq k \leq p\} \), and

\[
M_j = \{1 \leq k \leq p \mid \ell_{k} \geq j \} \quad \text{for } 1 \leq j \leq L.
\]

Lemma 5.7. There exists an injective \( U_q(\mathcal{L} \mathbf{s}_q) \)-module homomorphism

\[
\iota: W_{q^{\ell_{1}}}(a_1) \otimes \cdots \otimes W_{q^{\ell_{p}}}(a_{p}) \hookrightarrow \bigotimes_{k \in M_1} W_{q^{\ell_{k}}}(a_k) \otimes \bigotimes_{k \in M_2} W_{q^{\ell_{k}}}(q^{2a_{k}}) \otimes \cdots \otimes \bigotimes_{k \in M_L} W_{q^{\ell_{k}}}(q^{2L-2a_{k}})
\]

mapping an \( \ell \)-highest weight vector to a tensor product of \( \ell \)-highest weight vectors. Here each \( \bigotimes_{k} W_{q^{\ell_{k}}}(q^{2a_{k}}) \) are ordered so that \( W_{q^{\ell_{k}}}(q^{2a_{k}}) \) is left to \( W_{q^{\ell_{k}}}(q^{2a_{r}}) \) if \( r < s \).

Proof. We show the assertion by the induction on \( p \). If \( p = 1 \), it follows from Lemma 5.1 (iv). Assume that \( p > 1 \). We claim that, for each \( 1 \leq j \leq \ell_1 - 1 \), there exists an injective homomorphism

\[
W_{q^{\ell_{1}+1-j}}(q^{2j-2}a_1) \otimes \bigotimes_{k \in M_j \setminus \{1\}} W_{q^{\ell_{k}}}^{1}(q^{2j-2}a_{k}) \hookrightarrow \bigotimes_{k \in M_j} W_{q^{\ell_{k}}}^{1}(q^{2j-2}a_{k}) \otimes W_{q^{\ell_{1}-j}}^{1}(q^{2j}a_{1}).
\]
Indeed, putting $T = \{ k \in M_j \mid a_k = a_1 \}$, it follows from (3.3) and Lemma 5.1 that
\[
W_q^{\ell_1 + j}(q^{2j-2}a_1) \otimes \bigotimes_{k \in M_j \setminus \{1\}} W_q^1(q^{2j-2}a_k)
\]
\[
\cong W_q^1(q^{2j-2}a_1)^{\otimes (\# T - 1)} \otimes W_q^{\ell_1 + j}(q^{2j-2}a_1) \otimes \bigotimes_{k \in M_j \setminus T} W_q^1(q^{2j-2}a_k)
\]
\[
\cong W_q^1(q^{2j-2}a_1) \otimes W_q^1(q^{2j-2}a_1) \otimes \bigotimes_{k \in M_j \setminus T} W_q^1(q^{2j-2}a_k)
\]
and hence the claim is proved.

By composing the homomorphisms induced from (5.4), we obtain an injective homomorphism
\[
W_q^{\ell_1}(a_1) \otimes \bigotimes_{k \in M_1 \setminus \{1\}} W_q^1(a_k) \otimes \cdots \otimes \bigotimes_{k \in M_L \setminus \{1\}} W_q^1(q^{2L-2}a_k)
\]
\[
\hookrightarrow \bigotimes_{k \in M_1} W_q^1(a_k) \otimes \cdots \otimes \bigotimes_{k \in M_L} W_q^1(q^{2L-2}a_k).
\]
Since there is an injective homomorphism from $W_q^{\ell_1}(a_1) \otimes \cdots \otimes W_q^{\ell_p}(a_p)$ to the left-hand side by the induction hypothesis, the assertion is proved. \qed

Note that, by Lemma 5.2 and (5.3), $\otimes_{k \in M_j} W_q^1(q^{2j-2}a_k)$ are $\ell$-highest weight for all $j$. Let $v \in W_q^{\ell_1}(a_1) \otimes \cdots \otimes W_q^{\ell_p}(a_p)$ and $v_j \in \otimes_{k \in M_i} W_q(q^{2j-2}a_k)$ be $\ell$-highest weight vectors satisfying $\iota(v) = v_1 \otimes \cdots \otimes v_{\ell L}$. By Lemma 2.7 we have
\[
\iota(U_A(\mathfrak{sl}_2) v) \subseteq U_A(\mathfrak{sl}_2) v_1 \otimes \cdots \otimes U_A(\mathfrak{sl}_2) v_{\ell L},
\]
and hence $\iota$ induces an $\mathfrak{sl}_2$-module homomorphism
\[
\tau : W_q^{\ell_1}(a_1) \otimes \cdots \otimes W_q^{\ell_p}(a_p) \rightarrow \bigotimes_{k \in M_i} W_q^1(a_k) \otimes \cdots \otimes \bigotimes_{k \in M_L} W_q^1(q^{2L-2}a_k).
\]
Set $m_j = \# M_j (1 \leq j \leq L)$. By Proposition 3.5, the right-hand side is isomorphic to
\[
\varphi_\ell^* D(m_1) \otimes \cdots \otimes \varphi_\ell^* D(m_L) = \varphi_\ell^* (D(m_1) \otimes \cdots \otimes D(m_L)),
\]
and the image of the composition of this isomorphism with $\tau$ is $\varphi_\ell^* (W^{\ell_1} \ast \cdots \ast W^{\ell_p})$, which is isomorphic to $\varphi_\ell^* (W^{\ell_1} \ast \cdots \ast W^{\ell_p})$ by Lemma 5.4. Hence we obtain a surjective homomorphism
\[
W_q^{\ell_1}(a_1) \otimes \cdots \otimes W_q^{\ell_p}(a_p) \rightarrow \varphi_\ell^* (W^{\ell_1} \ast \cdots \ast W^{\ell_p}),
\]
and it is easy to see that the dimensions of the two modules are equal. Hence Proposition 3.5 is proved.
Appendix A.

In this appendix, we will give proofs of the results mentioned in Section 4. We use freely the notations introduced in the section. For $\gamma = \sum m_i \alpha_i \in Q^+$ we write

$$\Delta_{\gamma} = \prod_{i < j} \prod_{1 \leq r \leq m_i, 1 \leq s \leq m_j} (x_s^{(i)} - x_r^{(j)})$$

for ease of notation.

A.1. Filtration on $\mathcal{U}_\gamma$. Let $\gamma = \sum m_i \alpha_i \in Q^+$. Following [AK07], we will define a filtration on $\mathcal{U}_\gamma$, which plays an important role in the next subsections.

Let $\mu = (\mu^{(i)})_{i \in I}$ be an $I$-tuple of partitions satisfying $|\mu^{(i)}| = m_i$, and denote by $m_a^{(i)}$ the number of rows of length $a$ in $\mu^{(i)}$ (here, as usual, we identify partitions with Young diagrams). Let $y_\mu$ be the set of variables indexed by the rows of $\mu^{(i)}$'s:

$$y_\mu = \{ y_{a,u}^{(i)} \mid i \in I, a > 0, 1 \leq u \leq m_a^{(i)} \}.$$  

We will define a specialization map $\varphi_\mu$ from $\mathcal{U}_\gamma$ to the space of rational functions $\mathbb{C}(y_\mu)$ in $y_\mu$. For each $i \in I$, reindex (arbitrarily) the variables $\{ x_r^{(i)} \mid 1 \leq r \leq m_i \}$ into

$$\{ x_{a,u}^{(i)} \mid a > 0, 1 \leq u \leq m_a^{(i)} \} \cup \{ x_m^{(i)} \mid 1 \leq v < a \},$$

which are parametrized by the boxes of $\mu^{(i)}$. Then let $\varphi_\mu : \mathcal{U}_\gamma \to \mathbb{C}(y_\mu)$ be the linear homomorphism naturally defined from the map

$$x_\gamma \mapsto y_\mu : x_{a,u}^{(i)} \mapsto y_{a,u}^{(i)},$$

which does not depend on the reindexing due to the symmetry.

Define a lexicographic ordering $\leq$ on the set of $I$-tuples of partitions by $\mu < \nu$ if and only if there exists $i \in I$ such that $\mu^{(i)} = \nu^{(i)}$ for $j < i$ and $\mu^{(i)} < \nu^{(i)}$. Here the ordering on partitions are the usual lexicographic one. Let

$$\Gamma_\mu = \bigcap_{\nu > \mu} \ker \varphi_\nu \subseteq \mathcal{U}_\gamma,$$

which defines a filtration $\mathcal{U}_\gamma = \bigcup_\mu \Gamma_\mu$. We also define $\Gamma'_\mu = \bigcap_{\nu > \mu} \ker \varphi_\nu \subseteq \mathcal{U}_\gamma$. The zeros and poles of the functions in the image $\varphi_\mu(\Gamma_\mu) \approx \Gamma_\mu/\Gamma'_\mu$ are described by the following lemma. For the proof, see [AK07, Appendix A].

**Lemma A.1.** Assume that $g(x) \in \Gamma_\mu$.

(i) The function $\varphi_\mu(g(x))$ has a zero of order at least $2 \min\{a,b\}$ whenever $y_{a,u}^{(i)} = y_{b,v}^{(i)}$.

(ii) For $i, j \in I$ with $i \neq j$, $\varphi_\mu(g(x))$ has a pole of order at most $\min\{c_{ji}|a|, c_{ij}|b|\}$ whenever $y_{a,u}^{(i)} = y_{b,v}^{(j)}$.

By this lemma, we see that $\varphi_\mu(g(x))$ for $g(x) \in \Gamma_\mu$ is of the form

$$\frac{\prod_{i \in I} \prod_{a<u} (y_{a,u}^{(i)} - y_{b,v}^{(i)})^{2 \min\{a,b\}}}{\prod_{i<j} \prod_{a<u} (y_{a,u}^{(i)} - y_{b,v}^{(j)})^{\min\{c_{ji}|a|, c_{ij}|b|\}}} \cdot h_0(y_\mu),$$

where $h_0(y_\mu)$ is a Laurent polynomial in $y_\mu$ and symmetric under the exchange of variables $y_{a,u}^{(i)} \leftrightarrow y_{a,v}^{(i)}$. 

A.2. Simplicity of poles. The purpose of this subsection is to prove the following lemma.

**Lemma A.2.** Let \( \gamma \in Q^+ \), and \( i_1, i_2, \ldots \) be a sequence of elements of \( I \). Define a sequence of variables \( x_1, x_2, \ldots \) by \( x_r = x^{(i_r)}_{\#\{s \leq r | i_s = i_r\}} \). Take \( g_1(x) \in U_\gamma \) arbitrarily, and define functions \( g_r(x) \) (\( r = 1, 2, \ldots \)) inductively by

\[
g_r(x) = \text{Res}_{x_{r-1} = x_r} g_{r-1}(x).
\]

Then each \( g_r(x) \) has at most a simple pole at \( x_r = x_{r+1} \).

Let \( \mathbb{C}[x_\gamma] \) denote the polynomial algebra in \( x_\gamma \), and define a subspace \( U'_\gamma \subseteq U_\gamma \) by

\[
U'_\gamma = U_\gamma \cap \{ g'(x)/\Delta_\gamma \mid g'(x) \in \mathbb{C}[x_\gamma] \}.
\]

Obviously \( U'_\gamma \) is a \( \mathbb{Z} \)-graded subspace with respect to the total degree.

**Lemma A.3.** Assume that \( \gamma \neq 0 \) and \( g(x) \in U'_\gamma \) is homogeneous. Then we have

\[
\deg g(x) > -\text{ht}(\gamma).
\]

**Proof.** Take \( \mu = (\mu^{(1)}, \ldots, \mu^{(n)}) \) so that \( g(x) \in \Gamma_\mu \setminus \Gamma'_\mu \), and let \( m_a^{(i)} \) be the number of rows of length \( a \) in \( \mu^{(i)} \). The image \( \varphi_\mu(\Gamma_\mu) \) is also \( \mathbb{Z} \)-graded by the total degree, and it is enough to show that

\[
\deg \varphi_\mu(g(x)) > -\text{ht}(\gamma)
\]

since \( \varphi_\mu \) preserves the degree. Since \( g(x) \in U'_\gamma \), it is clear that \( \varphi_\mu(g(x)) \) is of the form \( (A.4) \) with \( h_0(y_\mu) \) being a polynomial. Hence we have

\[
\deg \varphi_\mu(g(x)) \geq 2 \sum_{i \in I} \sum_{(a,u) < (b,v)} \min\{a, b\} - \sum_{i < j} \sum_{(a,u),(b,v)} \min\{c_{ij}, a, c_{ij}, b\},
\]

and the right-hand side is larger than \( -\text{ht}(\gamma) \) by Lemma A.4 given below. Hence the assertion is proved. \( \square \)

**Proof of Lemma A.2.** We show the lemma by the induction on \( r \). The case \( r = 1 \) is trivial. Assume that \( r > 1 \), and set \( \beta = \alpha_{i_1} + \alpha_{i_2} + \cdots + \alpha_{i_{r-1}} \). We may assume that \( \gamma - \beta \in Q^+ \), since otherwise \( g_r(x) \) does not contain the variable \( x_{r+1} \) and hence the assertion trivially holds. Then, since

\[
U_\gamma \subseteq \mathbb{C}[x,(x - x')^{-1} | x \in x_\gamma \setminus x_\beta, x' \in x_\gamma] \cdot U_\beta,
\]

it is enough to show the assertion in the case \( \gamma = \beta \). Therefore we assume \( \gamma = \beta \) in the sequel.

Without loss of generality we may assume that \( g_1(x) \) is homogeneous, and since multiplying a monomial \((x_1 x_2 \cdots x_{r+1})^a \) preserves \( U_\beta \) and does not affect the orders of the poles we are considering, we may further assume that \( g_1(x) \in U'_\beta \). Write \( g_1(x) = g'_1(x)/\Delta_\beta \), and set \( N = \deg g'_1(x) \).

Let \( \mathbb{C}[x_\beta]' \) denote the \( \mathbb{C} \)-subalgebra of \( \mathbb{C}[x_\beta] \) generated by the vectors \((x_k - x_l)\) for \( 1 \leq k < l \leq r + 1 \). Since \( \mathbb{C}[x_\beta] = \mathbb{C}[x_{r+1}] \cdot \mathbb{C}[x_\beta]' \) holds, \( g'_1(x) \) is uniquely written as

\[
g'_1(x) = \sum_{k=k_0}^{N} x_{r+1}^{-k} q_k(x),
\]
where $q_k(x)$ is a homogeneous polynomial in $\mathbb{C}[x_\beta]'$ with degree $k$, and $q_{k_0}(x) \neq 0$. We claim that $q_{k_0}(x)/\Delta_\beta \in U'_\beta$. Indeed, it is easy to check that $g'_1(x)\bigg|_{x_1^{(i)}=\ldots=x_{\hat{c}ij}^{(i)}=x_1^{(j)}} = 0$ implies $q_k(x)\bigg|_{x_1^{(i)}=\ldots=x_{\hat{c}ij}^{(i)}=x_1^{(j)}} = 0$ for all $k$. Moreover, the symmetry of $g'_1(x)$ under the exchange of variables $x_s^{(i)} \leftrightarrow x_s^{(i')} \implies \Delta_\beta$ implies the same symmetry on $q_k(x)$, since

$$x_s^{N-k} = (x_{r+1} - (x_{r+1} - x_s))^{N-k} \in x_{r+1}^{N-k} + \mathbb{C}[x_{r+1}] \cdot (\mathbb{C}[x_\beta])^{>0}.$$ 

Hence the claim is proved.

Therefore we have $\deg(q_{k_0}(x)/\Delta_\beta) \geq -r$ by Lemma A.3, which implies

$$\deg(q_k(x)/\Delta_\beta) \geq -r \quad \text{for all } k \text{ such that } q_k(x) \neq 0. \quad (A.2)$$

Note that, by the induction hypothesis, we have

$$g_r(x) = \prod_{s=2}^{r}(x_{s-1} - x_s)g_1(x)\bigg|_{x_1=\ldots=x_r} = \sum_{k=k_0}^{N} x_{r+1}^{N-k} \left(\prod_{s=2}^{r}(x_{s-1} - x_s)q_k(x)/\Delta_\beta\right)\bigg|_{x_1=\ldots=x_r}.$$ 

Since $q_k(x) \in \mathbb{C}[x_\beta]'$, we have

$$\left(\prod_{s=2}^{r}(x_{s-1} - x_s)q_k(x)/\Delta_\beta\right)\bigg|_{x_1=\ldots=x_r} \in \mathbb{C}[(x_r - x_{r+1})^{\pm1}]$$

for all $k$, and its degree is equal to or more than $-1$ by (A.2). Hence the assertion is proved.

It remains to prove the following.

**Lemma A.4.** Let $\bm{\mu} = (\mu^{(1)}, \ldots, \mu^{(n)})$ be an $I$-tuple of partitions such that $\mu^{(i)}$ has $m_a^{(i)}$ rows of length $a$, and assume that at least one of the partitions is nonzero. Set $R(\mu^{(i)}) = \{(a, u) \mid a > 0, 1 \leq u \leq m_a^{(i)}\}$, and define

$$P(\bm{\mu}) = 2 \sum_{i \in I} \sum_{(a, u), (b, v) \in R(\mu^{(i))}} \min\{a, b\} - \sum_{i \neq j} \sum_{(a, u) \in R(\mu^{(i)}) \setminus (a, u) < (b, v)} \sum_{(b, v) \in R(\mu^{(j)})} \min\{|c_{ij}|a, |c_{ij}|b\}.$$

Then we have $P(\bm{\mu}) > -\sum_i |\mu^{(i)}|$.

**Proof.** We prove the assertion by the induction on $\sum_i |\mu^{(i)}|$. The case $\sum_i |\mu^{(i)}| = 1$ is easily checked.

Assume that $\sum_i |\mu^{(i)}| > 1$. For $i \in I$, set

$$c_i = \begin{cases} 1 & \text{if } \alpha_i \text{ is long}, \\ 2 & \text{if } \mathfrak{g} \text{ is of type } BCF \text{ and } \alpha_i \text{ is short}, \\ 3 & \text{if } \mathfrak{g} \text{ is of type } G_2 \text{ and } \alpha_i \text{ is short}, \end{cases}$$

where we say every $\alpha \in R^+$ is long when $\mathfrak{g}$ is of type $ADE$. Let

$$L = \max\{[\mu^{(i)}/c_i] \mid i \in I\},$$

and define $\mathcal{R}(\bm{\mu})$ and $P(\bm{\mu})$ as above. Then

$$P(\bm{\mu}) = P(\mathcal{R}(\bm{\mu})) + \sum_{i \in I} |\mu^{(i)}| - 1.$$
where $[a]$ is the smallest integer equal to or larger than $a$. Let $N_i$ ($i \in I$) denote the number of boxes in $\mu^{(i)}$ strictly right to the $c_i(L - 1)$-th column;

$N_i = m_L^{(i)} (c_i = 1), \; N_i = 2m_{2L}^{(i)} + m_{2L-1}^{(i)} (c_i = 2), \; N_i = 3m_{3L}^{(i)} + 2m_{3L-1}^{(i)} + m_{3L-2}^{(i)} (c_i = 3)$.

Set $\beta = \sum_i N_i \alpha_i \in Q^+$. Since $g$ is of finite type, there exists $j \in I$ such that $\langle \alpha_j^\gamma, \beta \rangle > 0$. Fix such an index $j$. We claim that there exists a partition $\mu'$ of $|\mu^{(j)}| - 1$ such that

$$P(\mu) - P(\mu') \geq -1,$$

where $\mu'$ is the $I$-tuple of partitions obtained from $\mu$ by replacing $\mu^{(j)}$ with $\mu'$. By the induction hypothesis, this completes the proof.

Let us prove the claim. First assume that $c_j = 1$. Note that $m_{L}^{(j)} > 0$ holds since $\langle \alpha_j^\gamma, \beta \rangle > 0$. Let $\mu'$ be the partition obtained from $\mu^{(j)}$ by removing one box in the $L$-th column. Then it is directly checked that

$$P(\mu) - P(\mu') = 2(m_L^{(j)} - 1) - \sum_{i \in I, c_{ij} < 0} N_i = \langle \alpha_j^\gamma, \beta \rangle - 2 \geq -1,$$

where $\mu'$ is defined as above. Hence the claim is proved in this case.

Next assume that $c_j = 2$, and let us further assume that both $m_{2L-1}^{(j)}$ and $m_{2L}^{(j)}$ are nonzero. For $k = 0, 1$, let $\mu'[k]$ denote the partition obtained from $\mu^{(j)}$ by removing one box in the $(2L - k)$-th column, and set $\mu'[k]$ to be the $I$-tuple of partitions obtained from $\mu$ by replacing $\mu^{(j)}$ with $\mu'[k]$. Then it follows that

$$P(\mu) - P(\mu'[k]) = 2(m_{2L}^{(j)} + \delta_k m_{2L-1}^{(j)} - 1) - \sum_{i \in I, c_{ij} = -2} m_L^{(i)} - \sum_{i \in I, c_{ij} = -1} (m_{2L}^{(i)} + \delta_k m_{2L-1}^{(i)}).$$

Hence we have

$$(P(\mu) - P(\mu'[0])) + (P(\mu) - P(\mu'[1])) = \langle \alpha_j^\gamma, \beta \rangle - 4 > -4,$$

which implies that there is $k \in \{0, 1\}$ such that $P(\mu) - P(\mu'[k]) \geq -1$. When $m_{2L-k}^{(j)} = 0$ for either $k = 0$ or $k = 1$, we can show similarly that $P(\mu) - P(\mu'[k']) \geq -1$ for $k' \neq k$. Hence the claim is verified in this case.

The case $c_j = 3$ is proved similarly, and we omit the detail. \hfill \Box

A.3. Proof of Proposition 4.7. We will define functions $g_{\gamma,k}(x) \in \overline{U}_\gamma$ for $\gamma \in R^+$ and $k \in \mathbb{Z}_{>0}$. Let $(\ , \ )$ denote the unique nondegenerate $W$-invariant symmetric bilinear form on $P$ normalized so that the square length of $\theta$ is 2.

First assume that $g$ is not of type $G_2$, and set $I_{sh} = \{ i \in I \mid \alpha_i \text{ is short} \}$. Fix $\gamma = \sum_i m_i \alpha_i \in R^+$, and write $\overline{\gamma} = \sum_{i \in I_{sh}} m_i \not\in \mathbb{Z}_{\geq 0} \alpha_i$. It follows that $(\gamma, \gamma) + (\overline{\gamma}, \overline{\gamma}) = 2$. Let

$$h_{\gamma}(x) = \prod_{i \in I \setminus I_{sh}} \prod_{r < s} (x_r^{(i)} - x_s^{(i)})^2 \prod_{r < s} (x_r^{(i)} - x_r^{(j)})^2 \prod_{i, j \in I_{sh}; r \text{ even}, s \text{ odd}} (x_i^{(i)} - x_j^{(j)}).$$
For $i \in I$ and $1 \leq r \leq m_i$, put

$$\gamma^{(i,r)} = \begin{cases} \gamma - (-1)^{s_i} & \text{if } i \in I_{sh}, \\ \gamma & \text{otherwise,} \end{cases}$$

and define

$$g_{\gamma,k}(x) = \text{Sym} \left( \frac{x^{-k+1} \prod_{i \in I} \prod_{r=1}^{m_i} (x_r^{(i)})^{-(\alpha_i, \gamma^{(i,r)})} \cdot h_{\gamma}(x)}{\prod_{s < j \in I \cap k \neq 0} (x_r^{(i)} - x_s^{(j)})} \right)$$

for $k \in \mathbb{Z}$, where Sym denotes the symmetrization over $n$ sets of variables $\{x_r^{(i)} : 1 \leq r \leq m_i\}$ ($i \in I$), and $x \in x_i$. $x_i$ is an arbitrarily fixed variable. We easily check that $g_{\gamma,k}(x) \in U_{\gamma}$. Moreover, it follows from a direct calculation that

$$\deg h_{\gamma}(x) = \sum_{i \in I_{sh}} m_i (m_i - 1) + \sum_{i \in I_{sh}} \left[ \frac{m_i (m_i - 2)}{2} \right] + \sum_{i,j \in I_{sh}} \left[ \frac{m_i m_j}{2} \right]$$

$$= \frac{1}{2} \left[ (\gamma, \gamma) + (\overline{\gamma}, \overline{\gamma}) \right] - ht(\gamma) + \sum_{i,j} m_i m_j = 1 - ht(\gamma) + \sum_{i,j} m_i m_j,$$

and then we have by (A.4) that

$$\langle f_{\gamma,k}, g_{\gamma,k}(x) \rangle = \mathbb{C}_{x}, \quad \langle f_{\gamma',k'}, g_{\gamma,k}(x) \rangle = 0 \text{ if } \gamma - \gamma' \notin Q^+, \text{ or } \gamma = \gamma', k \neq k'. \quad \text{(A.3)}$$

It is also proved from Lemma 4.6 that $g_{\gamma,k}(x) \in U_{\gamma}$ if $k > 0$.

When $\mathfrak{g}$ is of type $G_2$, define $g_{\gamma,k}(x) \in U_{\gamma}$ for $\gamma \in R^+$ and $k \in \mathbb{Z}_{> 0}$ by

$$g_{\gamma,k}(x) = \begin{cases} (x_1^{(i)})^{-k-1} & \text{if } \gamma = \alpha_i, \\ (x_1^{(i)})^{-k-m-1} \prod_{r=1}^{m} (x_r^{(2)})^{-1}/\Delta_{\gamma} & \text{if } \gamma = \alpha_1 + m \alpha_2, \\ \text{Sym} \left( (x_1^{(i)})^{-k} (x_2^{(i)})^{-1} (x_1^{(i)} - x_2^{(i)})^2/\Delta_{\gamma} \right) & \text{if } \gamma = 2 \alpha_1 + 3 \alpha_2, \end{cases}$$

where $\alpha_1$ is long and $\alpha_2$ is short. We easily check that these $g_{\gamma,k}(x)$ also satisfy (A.3).

Now we show Proposition 4.7. The proof is carried out in a similar line as \cite{FKL}, Proposition 3.1.3, in which the case $\mathfrak{g} = \mathfrak{sl}_3$ is treated.

**Proof of Proposition 4.7.** The injectivity is proved as follows. Let $0 \neq g(x) \in U_{\gamma}$, and consider it as a formal Laurent series by expanding all $(x_r^{(i)} - x_s^{(j)})^{-1}$ ($i < j$) in positive power of $x_r^{(i)} / x_s^{(j)}$. If the coefficient of a monomial $\prod_r (x_r^{(1)})^{k^{(1)}} \cdots \prod_r (x_r^{(n)})^{k^{(n)}}$ in the series is $c \neq 0$, then taking $F = \prod \ f_{i_n-k_{n-1}^{(n)}} \cdots \prod \ f_{i_1-k_{1}^{(1)}}$, we have $\langle F, g(x) \rangle = c \neq 0$. Hence the injectivity is proved.

Next we prove that for any $F \in (U_{\gamma})_{-\gamma}$ there exists $g(x) \in U_{\gamma}$ such that $\langle F, g(x) \rangle \neq 0$, which implies the surjectivity and completes the proof. We may assume $F \in U(tn_{-t}^{[t]})$ by the Poincaré-Birkhoff-Witt theorem. Fix a total ordering $\preceq$ on $R^+$ such that $\alpha \preceq \beta$ holds if $\beta - \alpha \in Q^+$. We also denote by $\preceq$ the lexicographic ordering on $R^+ \times \mathbb{Z}_{> 0}$. Let $B$ be the Poincaré-Birkhoff-Witt basis of $U(tn_{-t}^{[t]})$ with respect to this ordering;

$$B = \{ f_{\beta_N,k_N} \cdots f_{\beta_2,k_2} f_{\beta_1,k_1} \mid \beta_a \in R^+, k_a \in \mathbb{Z}_{> 0}, (\beta_N,k_N) \preceq \cdots \preceq (\beta_1,k_1) \}.$$
Write $F = \sum_{b \in B} c_b b$ with $c_b \in \mathbb{C}$, and let $b_0 = f_{\beta_N,k_N}\cdots f_{\beta_2,k_2}f_{\beta_1,k_1} \in B$ be the minimum vector with respect to the right-to-left lexicographic order such that $c_{b_0} \neq 0$. Then define $g(x) \in \mathcal{U}_\gamma$ by
\[
g(x) = \text{Sym} \left( \psi_{\beta < N} \left( g_{\beta_N,k_N} (x) \right) \cdots \psi_{\beta < 2} \left( g_{\beta_2,k_2} (x) \right) \right),
\]
where we set $\beta_{<a} = \beta_1 + \cdots + \beta_{a-1}$, and $\psi_{\beta}$ for $\beta = \sum_i m_i \alpha_i$ to be the algebra homomorphism defined by $\psi_{\beta}(x_i^{(j)}) = x_i^{(j) m_i}$. It is proved from (A.3) that
\[
\langle b_0, g(x) \rangle \in \mathbb{C}^X, \quad \langle b', g(x) \rangle = 0 \quad \text{for } b' \in B \text{ such that } b' > b_0,
\]
and hence we have $\langle F, g(x) \rangle \neq 0$, as required. The proof is complete. \hfill \Box

A.4. **Proof of Lemma 4.8.** Let $\lambda = \sum_k \ell_k \omega_{i_k} \in P^+$ and $\gamma = \sum_i m_i \alpha_i \in Q^+$ be as in Lemma 4.8. Let $\mu$ be an $I$-tuple of partitions such that $|\mu(i)| = m_i$ and $\mu(i)$ has $m_i$ rows of length $a$, and assume that $g(x) \in \mathcal{V}_\gamma \cap \Gamma_\mu$. By Lemma A.7 and the definition of $\mathcal{V}_\gamma$, the function $\varphi_\mu(g(x))$ is written as $\varphi_\mu(g(x)) = h_0(y_\mu) h_1(y_\mu)$, where
\[
h_0(y_\mu) = \frac{\prod_{i \in I} \prod_{(a,u) < (b,v)} (y_{i,a}^{(i)} - y_{b,v}^{(i)})^{2 \min\{a,b\}}}{\prod_{i \in I} \prod_{(a,u)} (y_{i,a}^{(i)})^{\sum_{k \in S_i} \min\{a,\ell_k\}} \prod_{i < j} \prod_{(a,u),(b,v)} (y_{i,a}^{(i)} - y_{b,v}^{(j)})^{\min\{\ell_j,|a|,|c_j|\}|b\}}.
\]
and $h_1(y_\mu)$ is a polynomial symmetric under the exchange $y_{a,u}^{(i)} \leftrightarrow y_{a,v}^{(i)}$. Moreover by Lemma A.7, we have
\[
\deg_{y_{a,u}^{(i)}} \varphi_\mu(g(x)) \leq -2a
\]
for all $i,a,u$. Since $\deg_{y_{a,u}^{(i)}} h_0(y_\mu) = -p_a^{(i)} - 2a$, we have $\deg_{y_{a,u}^{(i)}} h_1(y_\mu) \leq p_a^{(i)}$ for all $i,a,u$. Hence it follows that $\varphi_\mu(\mathcal{V}_\gamma \cap \Gamma_\mu) = 0$ if $p_a^{(i)} < 0$ for some $i,a$, and otherwise
\[
\dim \varphi_\mu(\mathcal{V}_\gamma \cap \Gamma_\mu) \leq \prod_{i < j} \left( p_a^{(i)} + m_a^{(i)} \right)^{\min\{\ell_j,|a|,|c_j|\}|b\}}.
\]
Since $\varphi_\mu(\mathcal{V}_\gamma \cap \Gamma_\mu) \cong (\mathcal{V}_\gamma \cap \Gamma_\mu)/(\mathcal{V}_\gamma \cap \Gamma_\mu')$ and
\[
\dim \mathcal{V}_\gamma = \sum_{\mu} \dim(\mathcal{V}_\gamma \cap \Gamma_\mu)/(\mathcal{V}_\gamma \cap \Gamma_\mu'),
\]
the lemma follows.
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