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Abstract

For arbitrary two probability measures on real d-space with given means and variances (covariance matrices), we provide lower bounds for their total variation distance.

I. INTRODUCTION

The f-divergence \([12]\) is an important class of divergence measures, defined by means of convex functions \(f\), includes many important divergences such as the total variation (TV) distance and the Kullback-Leibler (KL) divergence \([7]\). Given means and variances of two probability measures, closed-form lower bounds for the f-divergence are useful in practice because they can be directly evaluated based on only moments of distributions. These bounds are now beginning to be applied to nonequilibrium physics \([5]\), \([13]\), \([4]\).

In our previous works, we provided tight lower bounds for the KL-divergence and the squared Hellinger distance \([6]\) on real line \([11]\), \([8]\). We generalized these bounds for the asymmetric \(\alpha\)-divergence \([1]\) with \(\alpha \in [-1, 2]\) \([9]\). We also provided a sufficient condition that an arbitrary symmetric f-divergence has a closed-form expression for lower bound \([10]\). Although the TV distance is a symmetric f-divergence, it does not satisfy this sufficient condition. On the other hand, for the TV distance between single Gaussians or Gaussian mixtures on real d-space, the closed-form expressions for lower bounds have recently been derived \([2]\), \([3]\).

In this work, we study closed-form lower bounds for the TV distance between arbitrary probability measures on real d-space with given means and variances (covariance matrices). In particular, we provide a nearly-tight bound for two probability measures on real line with approximately equal variances. For the shared variance case, this bound is tight. If probability measures have different variances, we leave a tight bound as an open problem.

II. MAIN RESULTS

A. Preliminaries

We provide definitions which are used in this paper.

Definition 1. Let \(P\) and \(Q\) be probability measures defined on a common measurable space \((\mathcal{A}, \mathcal{F})\). Let \(\mu\) be a dominating measure of \(P\) and \(Q\) (i.e., \(P, Q \ll \mu\)), and let \(p := \frac{dP}{d\mu}\) and \(q := \frac{dQ}{d\mu}\) be the densities of \(P\) and \(Q\) with respect to \(\mu\). The total variation (TV) distance between \(P\) and \(Q\) is given by

\[
d_{TV}(P, Q) := \frac{1}{2} \int |p - q|d\mu = \sup_{\mathcal{F} \in \mathcal{F}} |P(\mathcal{F}) - Q(\mathcal{F})|.
\]

Definition 2. Let \(P\) and \(Q\) be probability measures on \(\mathbb{R}\). Let \(m_P, m_Q, \sigma_P^2\), and \(\sigma_Q^2\) denote the means and the variances of \(X \sim P\) and \(Y \sim Q\), i.e.,

\[
m_P := \mathbb{E}[X], \quad m_Q := \mathbb{E}[Y],
\]

\[
\sigma_P^2 := \mathbb{E}[(X - m_P)^2], \quad \sigma_Q^2 := \mathbb{E}[(Y - m_Q)^2].
\]

A set of pairs of probability measures \((P, Q)\) with given means \((m_P, m_Q)\) and variances \((\sigma_P^2, \sigma_Q^2)\) is defined as \(\mathcal{P}[m_P, \sigma_P; m_Q, \sigma_Q]\). Similarly, a set of pairs of probability measures \((P, Q)\) on \(\mathbb{R}^d\) with given means \((m_P, m_Q)\) and covariance matrices \((\Sigma_P, \Sigma_Q)\) is defined as \(\mathcal{P}[m_P, \Sigma_P; m_Q, \Sigma_Q]\), where \(\Sigma_P := \mathbb{E}[(X - m_P)(X - m_P)^T]\) and \(\Sigma_Q := \mathbb{E}[(Y - m_Q)(Y - m_Q)^T]\).
B. Lower bounds for the TV distance

Our main result is the following lower bound between a pair of arbitrary probability measures on real line with given means and variances.

**Theorem 1.** Let \((P, Q) \in \mathcal{P}[m_P, \sigma_P; m_Q, \sigma_Q]\).

(a) If \(m_P \neq m_Q\), then

\[
\frac{a^2}{2(\sigma_P^2 + \sigma_Q^2) + a^2} \leq \inf d_{TV}(P, Q) \leq \frac{a^2}{(\sigma_P + \sigma_Q)^2 + a^2},
\]

where \(a := m_P - m_Q\).

Furthermore, if \(\sigma_P = \sigma_Q =: \sigma\), the inequality \((1)\) reduces to

\[
\min d_{TV}(P, Q) = \frac{a^2}{4\sigma^2 + a^2}.
\]

(b) When \(\sigma > 0\), the lower bound on the right side of \((2)\) is attained by \(P\) and \(Q\) which are defined on a common three-element set \(\{x_1, x_2, x_3\}\), and

\[
p := \frac{a^2}{4\sigma^2 + a^2} \in (0, 1),
\]

\[
P = (1 - p, p, 0), \quad Q = (1 - p, 0, p),
\]

\[
x_1 = m_P - \frac{a}{2}, \quad x_2 = m_P + \frac{2\sigma^2}{a}, \quad x_3 = m_Q - \frac{2\sigma^2}{a}.
\]

(c) If \(m_P = m_Q\), then

\[
\inf d_{TV}(P, Q) = 0.
\]

The minimum and infimum in \((1), (2), \text{and } (6)\) are taken over all \((P, Q) \in \mathcal{P}[m_P, \sigma_P; m_Q, \sigma_Q]\).

**Proof.** See Section III.

It should be noted that the first inequality in \((1)\) gives a nearly-tight bound when \(\frac{(\sigma_P - \sigma_Q)^2}{2(\sigma_P^2 + \sigma_Q^2) + a^2} \ll 1\) by combining \(2(\sigma_P^2 + \sigma_Q^2) = (\sigma_P + \sigma_Q)^2 + (\sigma_P - \sigma_Q)^2\) with the second inequality in \((1)\). For KL-divergence, \(\chi^2\)-divergence and squared Hellinger distance, their divergences between probability measures \(R = (1 - r, r)\) and \(S := (1 - s, s)\) attain lower bounds with given means and variances. However, the TV distance does not have this property for the following reason. By Theorem 2 in \([11]\), we have \(r = s + \frac{a|a|}{v}\), where \(v := \sqrt{(\sigma_Q^2 - \sigma_P^2)^2 + 2a^2(\sigma_P^2 + \sigma_Q^2) + a^4}\). When \(\sigma_P\) and \(\sigma_Q\) are positive, by combining \(d_{TV}(R, S) = |r - s| = \frac{a^2}{v}\) and \((\sigma_P + \sigma_Q)^2 + a^2 > v\) with \((1)\), we have \(d_{TV}(R, S) > \inf d_{TV}(P, Q)\).

We next provide a lower bound for probability measures on \(\mathbb{R}^d\).

**Proposition 1.** Let \(P\) and \(Q\) be probability measures on \(\mathbb{R}^d\), and let \((P, Q) \in \mathcal{P}[m_P, \Sigma_P; m_Q, \Sigma_Q]\). Then,

\[
d_{TV}(P, Q) \geq \frac{\mathbf{a}^T \mathbf{a}}{2(\text{tr}(\Sigma_P) + \text{tr}(\Sigma_Q)) + \mathbf{a}^T \mathbf{a}},
\]

where \(\text{tr}(A)\) denotes the trace of a matrix \(A\), and \(\mathbf{a} := m_P - m_Q\).

**Proof.** See Section III.
A. Proofs of Lemmas

Before proving Theorem 1, we prove the following lemmas.

Lemma 1. Let \( P = (1 - p, p, 0) \) and \( Q = (1 - p, 0, p) \) be probability measures on a common three-element set \( \{x_1, x_2, x_3\} \). Let \( (P, Q) \in \mathcal{P}[m_P, \sigma_P; m_Q, \sigma_Q] \) for \( \sigma_P > 0, \sigma_Q > 0, \) and \( m_P \neq m_Q \). Then, there exist probability measures \( P \) and \( Q \) such that

\[
d_{TV}(P, Q) = \frac{a^2}{(\sigma_P + \sigma_Q)^2 + a^2}. \tag{8}
\]

Proof. The moment constraints reduce to

\[
\begin{align*}
(1 - p)x_1 + px_2 &= m_P, \\
(1 - p)x_1^2 + px_2^2 &= m_P^2 + \sigma_P^2, \\
(1 - p)x_1 + px_3 &= m_Q, \\
(1 - p)x_1^2 + px_3^2 &= m_Q^2 + \sigma_Q^2.
\end{align*} \tag{9}
\]

Subtracting the square of the first equation in (9) from its second equation, we have

\[
x_1 - x_2 = \pm \sigma_P \sqrt{\frac{1}{p(1 - p)}}. \tag{10}
\]

We first consider the first option in (10). Solving simultaneously this relation and the first equation in (9), we obtain

\[
\begin{align*}
x_1 &= m_P + \sigma_P \sqrt{\frac{p}{1 - p}}, \\
x_2 &= m_P - \sigma_P \sqrt{\frac{1 - p}{p}}. \tag{11}
\end{align*}
\]

Similarly, from the third and the forth equation in (9), we obtain

\[
\begin{align*}
x_1 &= m_Q \mp \sigma_Q \sqrt{\frac{p}{1 - p}}, \\
x_3 &= m_Q \pm \sigma_Q \sqrt{\frac{1 - p}{p}}. \tag{14}
\end{align*}
\]

By combining (11) with the first option in (13), we have

\[
- \frac{a}{\sigma_P + \sigma_Q} = \sqrt{\frac{p}{1 - p}}, \quad a < 0. \tag{15}
\]

Solving this equation for \( p \), we have

\[
p = \frac{a^2}{(\sigma_P + \sigma_Q)^2 + a^2} \in (0, 1). \tag{16}
\]

It can be verified that \( x_1, x_2, \) and \( x_3 \) are different from each other from (11)-(14). Since \( d_{TV}(P, Q) = p \), we have

\[
d_{TV}(P, Q) = \frac{a^2}{(\sigma_P + \sigma_Q)^2 + a^2}. \tag{17}
\]

We next consider the second option in (10). By replacing \( \sigma_P \rightarrow -\sigma_P \) in (11), and combining it with the second option in (13), we obtain (16) and (17) for \( a > 0 \). One can verify that (11), (12), (14), and (16) satisfy (9) for \( a < 0 \). Similarly, solutions for \( a > 0 \) satisfy (9) .
**Lemma 2.** Let $P = (1 - p, p)$ and $Q = (1, 0)$ be probability measures on a common two-element set $\{m_Q, x\}$. Let $(P, Q) \in \mathcal{P}[m_P, \sigma_P; m_Q, 0]$ for $\sigma_P > 0$, and $m_P \neq m_Q$. Then, there exist probability measures $P$ and $Q$ such that

$$d_{TV}(P, Q) = \frac{a^2}{\sigma_P^2 + a^2}.$$

(18)

When $\sigma_P = 0$ and $\sigma_Q > 0$, a similar result holds by switching $P$ and $Q$.

**Proof.** The moment constraints reduce to

\[
\begin{cases}
(1 - p)m_Q + px = m_P, \\
(1 - p)m_Q^2 + px^2 = m_P^2 + \sigma_P^2.
\end{cases}
\]

(19)

In the similar way to the proof of Lemma 1 we have

$$m_Q = m_P \pm \sigma_P \sqrt{\frac{p}{1 - p}},$$

(20)

and

$$x = m_P \mp \sigma_P \sqrt{\frac{1 - p}{p}}.$$  

(21)

From the first option in (20), we obtain

$$p = \frac{a^2}{\sigma_P^2 + a^2} \in (0, 1), \quad a < 0.$$  

(22)

The second option in (20) gives the same result for $p$ when $a > 0$. It can be verified that (20)-(22) satisfy (19). Since the TV distance between $P$ and $Q$ is given by $d_{TV}(P, Q) = p$, we obtain (18). Switching $P$ and $Q$ complete the proof.

**B. Proof of Theorem 1**

**Proof.** We first prove Item (a) in Theorem 1. Since the TV distance is invariant under transformation $x \rightarrow x - \frac{m_P + m_Q}{2}$, one can assume $(P, Q) \in \mathcal{P}[\frac{a}{2}, \sigma_P; -\frac{a}{2}, \sigma_Q]$ without any loss of generality. By the Cauchy-Schwarz inequality, we have

$$\left( \int (p - q) |x| d\mu \right)^2 = \left( \int |p - q| \sqrt{\int (p - q)^2 d\mu} \right)^2 
\leq \int |p - q| d\mu \int (p + q) x^2 d\mu
= 2d_{TV}(P, Q) \left( \sigma_P^2 + \sigma_Q^2 + \frac{a^2}{2} \right).$$

(23)

By combining this inequality with $\int |p - q| |x| d\mu \geq \int |(p - q) x d\mu| = |a|$ gives the first inequality in (11). Its second inequality follows from Lemma 1 and Lemma 2 since the case when $\sigma_P = \sigma_Q = 0$ is trivial. We obtain the equation (2) by substituting $\sigma = \sigma_P = \sigma_Q$ into (11). Item (b) also follows from Lemma 1 by substituting $\sigma = \sigma_P = \sigma_Q$ into (11), (12), (14), and (16) when $a < 0$. Similarly, we obtain the result for $a > 0$.

We next prove Item (c) in Theorem 1. Since (6) is symmetric with respect to $P$ and $Q$, it is sufficient to prove for $\sigma_P > \sigma_Q$. Let $m := m_P = m_Q$, and let

$$P_k(x) := \begin{cases}
\frac{1}{2k} - \frac{1}{2k}, & x = m \pm \sigma_Q, \\
\frac{1}{2k}, & x = m \pm \sqrt{(\sigma_P^2 - \sigma_Q^2)k + \sigma_Q^2},
\end{cases}$$

and

$$Q_k(x) := \begin{cases}
\frac{1}{2}, & x = m \pm \sigma_Q, \\
0, & x = m \pm \sqrt{(\sigma_P^2 - \sigma_Q^2)k + \sigma_Q^2}
\end{cases}$$

for sufficiently large $k$. As $k \rightarrow \infty$, we have $d_{TV}(P_k, Q_k) = \frac{1}{k} \rightarrow 0$. \hfill \qed
C. Proof of Proposition 1

By transformation $x \rightarrow x - \frac{m_P + m_Q}{2}$ and using a similar calculation in (23), we have

$$2d_{TV}(P, Q) \left( (\Sigma_P)_{kk}^2 + (\Sigma_Q)_{kk}^2 + \frac{a_k^2}{2} \right) \geq a_k^2. \quad (24)$$

Taking the sum over $1 \leq k \leq d$ for this inequality gives (7).

IV. Conclusion

We provided lower bounds for the TV distance between probability measures on real $d$-space with given means and variances. When $d = 1$ and two probability measures have the same variance, the tight bound was given. We finally conclude with a conjecture.

**Conjecture:** When probability measures on $\mathbb{R}$ have different variances, a tight lower bound is given by $P$ and $Q$ defined on a common $n$-point set $\{x_1, x_2, \cdots, x_n\}$ such that

$$P(x_1) = p_1, \quad Q(x_1) = q_1,$$
$$P(x_2) = p_2, \quad Q(x_2) = q_2,$$
$$P(x_i) = Q(x_i) = p_i, \quad \text{for } 3 \leq i \leq n,$$

where $\sum_{i=3}^{n} p_i = 1 - p_1 - p_2 = 1 - q_1 - q_2$, and $p_i, q_i \in [0, 1]$ for all $1 \leq i \leq n$.
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