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Abstract

In Active Domain Adaptation (ADA), one uses Active Learning (AL) to select a subset of images from the target domain, which are then annotated and used for supervised domain adaptation (DA). Given the large performance gap between supervised and unsupervised DA techniques, ADA allows for an excellent trade-off between annotation cost and performance. Prior art makes use of measures of uncertainty or disagreement of models to identify ‘regions’ to be annotated by the human oracle. However, these regions frequently comprise of pixels at object boundaries which are hard and tedious to annotate. Hence, even if the fraction of image pixels annotated reduces, the overall annotation time and the resulting cost still remain high. In this work, we propose an ADA strategy, which given a frame, identifies a set of classes that are hardest for the model to predict accurately, thereby recommending semantically meaningful regions to be annotated in a selected frame. We show that these set of ‘hard’ classes are context-dependent and typically vary across frames, and when annotated help the model generalize better. We propose two ADA techniques: the Anchor-based and Augmentation-based approaches to select complementary and diverse regions in the context of the current training set. Our approach achieves 66.6 mIoU on GTA5 → Cityscapes dataset with an annotation budget of 4.7% in comparison to 64.9 mIoU by MADA [22] using 5% of annotations. Our technique can also be used as a decorator for any existing frame-based AL technique, e.g., we report 1.5% performance improvement for CDAL [1] on Cityscapes using our approach.

1. Introduction

One of the major stumbling blocks for development of robust semantic segmentation techniques is the associated cost for obtaining annotated samples from a variety of target domains. For instance, it takes 90 minutes to annotate a single Cityscapes [6] image. One of the ways to mitigate data annotation effort/cost is by synthetically generating data with dense labels using 3D simulation platforms and game engines [28, 29]. However, Deep Neural Networks (DNNs) trained entirely on the synthetic data fail to generalize well in the real-world setting due to the domain shift. To address this issue several unsupervised [39, 42, 19, 14, 20, 24], semi-supervised [4, 43, 30] and self-training [21, 44, 47] based DA techniques were proposed.
However, despite the immense effort, the performance still lags far behind the fully supervised models.

To maximize model performance with minimal labeling effort, recently, ADA techniques [22, 33] have been proposed where the most informative samples from the unlabeled target domain are selected for the annotation. MADA [22], a frame selection approach, labels target samples that are most complementary to source domain anchors. LabOR [33] is a pixel-based approach which obtains labels for those uncertain pixels in an image where two classifiers disagree on their predictions. Both the approaches have shown significant performance improvement, but are highly inefficient in terms of annotation cost. On one hand, MADA wastes annotation budget by labeling redundant pixels in a selected frame (c.f. Fig. 1(b)). On the other hand, LabOR selects sparse pixels belonging to different classes (c.f. Fig. 1(c)), which are tedious and time-consuming to annotate by a human annotator. By choosing to work at a pixel level, where diversity is hard to compute, LabOR fails to consider annotated regions across the frames.

We argue that to gain cost efficiency, it is critical to select semantically meaningful target domain regions which are hard/novel for a model. Choosing the semantic regions rather than individual pixels maintains the simplicity of annotation task for a human oracle, and at the same time allows an automated algorithm to use dataset-wide criterion such as diversity, and novelty. E.g., if a model has only seen straight roads for the road label, it will likely struggle in images containing road with turns, thus making road as a hard label in those frames. It is important to point out the contextual nature of the hard classes, which may be quite different from the difficulty arising from the imbalanced classes. Consequently, we take an intuitive approach and define semantically meaningful regions as instances of the hard classes in a frame for the annotation.

Contributions: (1) We introduce two ADA techniques for selecting hard classes in the frames selected by any contemporary frame selection strategy such as CDAL [1]. Our Anchor-based approach (c.f. Section 3.2) selects class instances novel with respect to class-wise anchors chosen from the target dataset. This helps strengthen the per class representation in the feature space. Our Augmentation-based (c.f. Section 3.3) approach follows the self-supervised uncertainty estimation, and chooses class instances based on the disagreement in the prediction probabilities for the corresponding weakly and strongly corrupted samples. (2) To specifically understand our contribution of choosing semantic regions instead of pixels or frames in ADA, we ablate using a hypothetical IoU-based (Section 3.4) selection approach. Here, we select low confident classes in a frame based on the difference in their IoU values from the current model to a hypothetical fully supervised model. We show that using this approach one can achieve performance equal to a fully supervised model using only $\sim 7\%$ of the annotated data. This validates the significance of choosing semantic regions. (3) We compare with state-of-the-art (SOTA) UDA and ADA techniques, reducing the error margin (difference in mIoU from the fully supervised model) from 4.7 to 3 in GTA5→Cityscapes and from 5.7 to 3.2 in Synthia→Cityscapes at an annotation budget of merely 5%. Complete source-code and pre-trained models for this work will be publicly released post-acceptance.

2. Related Work

Domain Adaptation: Unsupervised Domain Adaptation (UDA) addresses the problem of domain shift between the labeled source and unlabeled target domains and has been extensively explored for image classification [7], object detection [5, 37] and semantic segmentation [39, 42, 20]. UDA is majorly categorized into two groups, based on (a) maximum mean discrepancy MMD [16, 17, 41] or (b) using adversarial learning [39, 42, 9]. Adversarial learning based approaches are more popular, and have been used to align source and target distributions at image [8, 13, 38], feature [39, 42], and output [40, 23] stages. Despite extensive interest, there is still a significant performance gap between supervised learning and UDA-based approaches [22]. To reduce the performance gap, semi-supervised learning (SSL) [4, 43, 30] based DA approaches have been proposed which utilize a small portion of randomly selected labeled target data for training. The implicit assumption is that the randomly selected set maintains the relationship between labeled and unlabeled data distribution [18].

Active Learning: Instead of labeling randomly selected samples, AL algorithms choose the most valuable samples to be labeled by a human annotator [32]. Since, annotating is far more expensive than collecting the data, several AL strategies have been proposed [27], based on ideas like membership query [10], stream-based sampling [11], and pool-based sampling [31, 1]. Problems of interest include image classification [31, 34], object detection [1] and semantic segmentation [34, 1]. Despite the enormous effort required in annotation for semantic segmentation, there has been a limited amount of work in this domain.

Active Domain Adaptation: Active Domain adaptation (ADA) techniques adopt active learning for the task of domain adaptation, where most valuable samples from the unlabeled target domain are labeled. Recently, ADA techniques have been proposed for image classification [25, 26]. Our focus in this paper is on semantic segmentation, where the SOTA techniques include MADA [22], and LabOR [33]. Whereas, MADA [22] annotates target domain frames most complementary to the anchors from the source domain, LabOR [33] annotates most uncertain regions based on the
classifier disagreement in each image. As highlighted in Section 1 both the existing ADA approaches are highly inefficient in terms of annotation cost.

3. Methodology

In this section we firstly discuss the preliminaries and the problem setup. Then, we present the proposed class selection approaches, Aug-Based (3.2), Anchor-Based (3.3), the ground truth based skyline IoU-Based (3.4), and finally our training objective (3.5). Fig. 2 shows the overview of our proposed approach.

3.1. Problem Overview and Background

In UDA, given the source dataset $\mathcal{X}_s = \{x_s\}^{n_s}$ with pixel-level labels $\mathcal{Y}_s = \{y_s\}^{n_s}$, the goal is to learn a segmentation model $M(\theta)$ which can correctly predict pixel-level labels for the target domain samples, $\mathcal{X}_t = \{x_t\}^{n_t}$ without using $\mathcal{Y}_t = \{y_t\}^{n_t}$, where $\mathcal{Y}_s$ and $\mathcal{Y}_t$ share the same label space of $C$ classes and $n_s$ and $n_t$ are the number of images from the source and target domains. In Active Domain Adaptation (ADA) the task is to select a set of $n_b$ images in each iteration, $S_t^{\text{lb}} \subset \mathcal{X}_t^{n_t}$ with $n_b \ll n_t$ as the annotation budget, to be labeled by a human oracle such that $M(\theta)$ achieves good performance on the target domain with only a few annotations.

Usually, traditional Active Learning approaches either annotate the entire frame or annotate regions within a frame based on measures like uncertainty. Such measures are based on the model’s performance, and may lead to semantically inconsistent regions that straddle class or object boundaries and are therefore harder to annotate manually. Contrary to this approach, we propose to select semantically meaningful regions as instances of certain classes in the selected frames to be annotated. Thus our Anchor-based and Aug-based identifies classes in the frames to be labeled. For our experiments we have used CDAL [1], but we further analyze the effectiveness of class selection in other frame selection techniques.

Let the frame selection function be $\Delta$, such that $S_t^{n_b} = \Delta(\mathcal{X}_t^{n_t}, n_b)$, where $n_b$ is the annotation budget for each active learning iteration. The labeled pool is initialized as the set $\mathcal{X}_t[0] = \emptyset$ and in the $k^{th}$ iteration, is updated as $\mathcal{X}_t[k] = \{\mathcal{X}_t[k-1] \cup S_t^{n_b}\}$. In the first iteration, we initialize the model, $M(\theta)$ with the warm-up weights from [39], and fine-tune it using the fully annotated frames from $\mathcal{X}_t[1]$. For every subsequent AL iteration, i.e., $k = 2, 3, \ldots , \Delta$ selects a fresh subset $S_t^{n_b}$ from $\{\mathcal{X}_t^{n_t} \setminus \mathcal{X}_t[k]\}$, where $\setminus$ denotes the set difference operation. Our proposed class selection methods aim to select the most diverse and informative classes in each image $\mathcal{I} \in S_t^{n_b}$, given the model trained on the most recent labeled set $\mathcal{X}_t[k]$.

Given $M(\theta)$ and image $\mathcal{I}$, we extract class specific confusion $P_c$ for class $c \in C$ as proposed by [1].

$$P_c(\mathcal{I}, M(\theta)) = \frac{1}{|N_c|} \sum_{i \in N_c} \frac{w_i \times p_i(y_i|x; M(\theta))}{\sum_{i \in N_c} w_i}$$ (1)
where $N_c$ is the set of pixels that have been classified as class $c$ and

$$ w_i = -\sum_{c \in C} p_i[y|\mathcal{I}; M(\theta)] \log_2 p_i[y|\mathcal{I}; M(\theta)] $$

is the Shannon’s entropy for the $i^{th}$ pixel, and $p_i$ is the softmax probability vector as predicted by the model $M(\theta)$, and $\hat{y}$ is the random variable corresponding to the predicted class for a pixel $i$ in image $\mathcal{I}$. The class-specific confusion vector $P^c(\mathcal{I}, M(\theta))$ was introduced in [1] as an entropy weighted mixture of softmax probabilities of the pixels predicted as class $c$. It can be interpreted as a weighted average of soft pseudo-labels, where more uncertain pixels are assigned larger weights and highly confident pixels carry minimal weights. This weighted averaging of softmax probabilities results in a probability mass function that amplifies the probabilities of classes competing with class $c$, thus effectively capturing class confusion. Now we discuss our Anchor-based and Aug-based techniques, followed by IoU-based and training objective.

### 3.2. Anchor-Based Class Selection

Based on the observation that in the feature vectors corresponding to pixels of the same class belong to the same cluster [46], we compute class representative anchors at each AL iteration using the labeled target data annotated thus far. These class anchors capture the class-specific confusion in the model predictions, which in turn helps in selecting the most informative classes in the selected pool $S^n_t$ which when included in the labeled set helps the model improve the overall class representation.

For computing the class representative anchors in the $k^{th}$ AL iteration, we construct a set of feature vectors $Z^c$ using eq. (3), which stores the class-specific confusion for a class $c$ in the labeled pool $X_t[k]$.

$$ Z^c = \bigcup_{x \in X_t[k]} P^c(x, M(\theta)) $$

Once we have $Z^c$, we compute $\Lambda_i^c$, a $c^{th}$ class representative anchor, by computing average over $Z^c$

$$ \Lambda_i^c = \text{average}(Z^c). $$

Each target class anchor $\Lambda_i^c$ serves as a representative of the $c^{th}$ class in the feature space. Now, in order to identify classes that are informative in the sense of class confusion in each unlabeled image $\mathcal{I}$

$$ D^c(\mathcal{I}) = \|\Lambda_i^c - P^c(\mathcal{I}, M(\theta))\|_2; \mathcal{I} \in S^n_t, c \in C $$

where $\| \cdot \|_2$ denotes the $L_2$ norm of a vector. $D^c(\mathcal{I})$ stores the disparity between the class anchors $\Lambda_i^c$ and class specific confusion for image $\mathcal{I}$. We say that a class $c$ in $\mathcal{I}$ is selected to be labeled if $D^c_\mathcal{I} > \delta$, where $\delta$ is a threshold set to 0.5.

### 3.3. Aug-Based Class Selection

In the proposed augmentation-based method, the core idea is to capture the disagreement in the class confusion from model predictions over strong and weakly augmented data. Strong augmentations are intended to make the predictions harder, which helps in identifying classes which are more difficult for the model to learn. We use strong and weak augmentations at test time with the same model $M(\theta)$. For weak augmentations, we use transforms like $hflip(0.5)$, while we use $\{\text{brightness}(0.3), \text{saturation}(0.1), \text{contrast}(0.3), \text{hflip}(0.5), \text{rotate}(0.2)\}$ for strong augmentations.

For an image $\mathcal{I} \in S^n_t$, we extract class confusion using eq. (1), and compute the disparity amongst class confusion from weak and strong augmented models as follows

$$ D^c(\mathcal{I}) = \|P^c(\mathcal{I}_w, M(\theta)) - P^c(\mathcal{I}_s, M(\theta))\|_2; c \in C $$

where $\mathcal{I}_w$ and $\mathcal{I}_s$ denote the weakly and strongly augmented versions of the image $\mathcal{I}$, respectively. A class $c$ in $\mathcal{I}$ is selected to be labeled if $D^c_\mathcal{I} > \delta$, where $\delta$ is a threshold set to 0.5.

### 3.4. IoU-Based Class Selection

We use IoU-based class selection as a setting to establish a skyline performance. Here, we assume that we

---

**Algorithm 1 Algorithm for class selection**

**Given:** Segmentation Model $M(\theta)$, unlabeled target domain $\mathcal{X}_t^n$, frame selection function $\Delta$, budget $n_b$, $X_t[0] = \phi$.

**Stage 1 (Active Labeling):**

1. Warmup $M(\theta)$ with adversarial UDA [39] weights
2. $X_t[1]^{n_b} = \Delta(X_t, n_b)$
3. Fine-tune $M(\theta)$ using $X_t[1]^{n_b}$
4. for $k = 2:n$
5. $S^n_t = \Delta(X_t^n \setminus X_t[k-1])$
6. Selecting class to be labeled for an image $\mathcal{I} \in S^n_t$
7. if class selection == Anchor-based:
8. $Z^c = \bigcup_{x \in X_t[k]} P^c(x, M(\theta))$
9. $\Lambda_i^c = \text{average}(Z^c)$
10. $D^c(\mathcal{I}) = \|\Lambda_i^c - P^c(\mathcal{I}, M(\theta))\|_2$
11. if class selection == Aug-based:
12. $D^c(\mathcal{I}) = \|P^c(\mathcal{I}_w, M(\theta)) - P^c(\mathcal{I}_s, M(\theta))\|_2$
13. if class selection == IoU-based:
14. $D^c(\mathcal{I}) = (IoU^c_T(M(\theta))_{\sup} - IoU^c_T(M(\theta)))$
15. A class $c$ in $\mathcal{I}$ is labeled if $D^c_\mathcal{I} > \delta(0.5)$
16. $L_{CE} = \frac{1}{|\mathcal{I}|} \sum_{\mathcal{I} \in \mathcal{I}} \sum_{c \in C} \hat{y}^c \log p^c[\hat{y}]$
17. **Stage 2 (Self-training):**
18. $L_{pseudo} = L_{CE}(\{X_t[k] \setminus X_t[k]\}, \hat{y}_t)$
19. $L_{seg} = L_{CE}(X_t[k], \hat{y}_t) + L_{pseudo}$
have a model $M(\theta)_{sup}$ trained on the entire labeled target domain. The class selection is now based on the discrepancy between the class-wise IoU score between $M(\theta)$ (which is trained on $X_{k}[k]$ in the $k^{th}$ AL iteration) and that of $M(\theta)_{sup}$. Bigger the gap between the two class-wise IoU scores, harder is the class. For an image $I \in S_{i}^{pk}$, we construct $D^c_{\mathcal{I}}$, measuring the difference in IoU score for a class $c$ when predicted using $M(\theta)$ and $M(\theta)_{sup}$

$$D^c_{\mathcal{I}} = (IoU^c(M(\theta))_{sup} - IoU^c(M(\theta)); c \in C$$

A class $c \in \mathcal{I}$ is selected to be labeled if $D^c_{\mathcal{I}} > \delta$, where $\delta$ is a threshold set to 0.5.

### 3.5. Training Objective

Using all the actively labeled data, either by Anchor-based or Aug-based in the target domain, we can fine-tune the network to learn exclusive target domain information. Similar to MADA [22], our training process comprises of two stages in each AL iteration. In the first stage, we use the standard cross entropy (CE) loss to train the network over the labeled data. To further exploit the available unlabeled data, in the second stage we use a self-training approach using the pseudo-labels obtained from the model trained in the first stage, such that $\hat{y}_t = \arg\max p^c$ for the remaining unlabeled samples

$$L_{pseudo} = L_{CE}(\{X_{\mathcal{I}}^t \setminus X_{t}[k], \hat{y}_t \) \right)$$

Thus the overall loss function for segmentation model is given as

$$L_{seg} = L_{CE}(X_{t}[k], \hat{y}_t) + L_{pseudo}$$

The overall training pipeline is summarized in Algo.1.

### 4. Dataset and Evaluation

**Dataset:** For evaluation we use two common “synthetic-2-real” segmentation setups as used in the contemporary SOTA approaches [22, 33], namely GTA5→Cityscapes and Synthia→Cityscapes. GTA5[28] contains 24966 (1914x1052) images, sharing 19 classes with Cityscapes [6]. Synthia[29] contains 9400 (1280x760) images, sharing 16 classes. Cityscapes includes high resolution real world images of 2048x1024, with a split of 2975 training and 500 validation images. Fig. 3 shows samples from the three datasets used to
Table 2. Comparison with state-of-the-art DA techniques on Synthia→Cityscapes. Number in bracket represents % of annotated data.

| Method          | Road (5909) | Sidewalk | Building | Wall* | Fence* | Pole* | Sign | Trafic | Vego | Sky | Person | Rider | Car | Bus | Motorcycle | Bicycle | mIoU | mIoU* |
|-----------------|-------------|----------|----------|-------|--------|-------|------|--------|------|-----|--------|-------|-----|----|------------|---------|-----|-----|
| AdaptNet[39]    | 79.2        | 37.2     | 78.8     | -     | -      | 9.9   | 10.5 | 78.2   | 80.5 | 53.5 | 19.6   | 67.0  | 29.5 | 21.6 | 31.3       | -       | 45.9 |
| AdvEnt[42]      | 85.6        | 42.2     | 79.7     | 8.7   | 0.4    | 25.9  | 8.1  | 80.4   | 84.1 | 57.9 | 23.8   | 73.3  | 36.4 | 14.2 | 33.0       | 41.2    | 48.0 |
| CBST[48]        | 68.0        | 29.9     | 76.3     | 10.8  | 1.4    | 33.9  | 22.8 | 29.5   | 77.6 | 78.3 | 60.6   | 81.6  | 23.5 | 18.8 | 39.8       | 42.6    | 48.9 |
| PyCDDA[14]      | 75.5        | 30.9     | 83.3     | 20.8  | 0.7    | 32.7  | 27.3 | 33.5   | 84.7 | 85.0 | 64.1   | 25.4  | 85.0 | 45.2 | 32.0       | 46.7    | 53.3 |
| IAST[20]        | 81.9        | 41.5     | 83.3     | 17.7  | 4.6    | 32.3  | 30.9 | 28.8   | 83.4 | 85.0 | 65.5   | 30.8  | 86.5 | 38.2 | 33.1       | 49.8    | 57.0 |
| ProDA[45]       | 87.8        | 45.7     | 84.6     | 37.1  | 0.6    | 44.0  | 37.0 | 88.1   | 84.4 | 74.2 | 24.3   | 88.2  | 51.1 | 40.5 | 45.6       | 55.5    | 62.0 |
| WDA[24]         | 94.9        | 63.2     | 85.0     | 27.3  | 24.2   | 34.9  | 37.3 | 50.8   | 84.4 | 88.2 | 60.6   | 36.3  | 86.4 | 43.2 | 36.5       | 61.3    | 63.7 |
| CAG[46]         | 84.7        | 40.8     | 81.7     | 7.8   | 0.0    | 35.1  | 13.3 | 22.7   | 84.5 | 76.6 | 64.2   | 27.8  | 80.9 | 19.7 | 22.7       | 44.5    | 50.9 |
| AADA[36] (5%)   | 91.3        | 57.6     | 86.9     | 37.6  | 48.3   | 45.0  | 50.4 | 85.5   | 88.2 | 90.3 | 69.4   | 37.9  | 89.9 | 44.5 | 32.8       | 62.5    | 61.9 |
| MADA[22] (5%)   | 96.5        | 74.6     | 88.8     | 45.9  | 43.8   | 46.7  | 52.4 | 60.5   | 89.7 | 92.2 | 74.1   | 51.2  | 90.9 | 60.3 | 52.4       | 69.4    | 73.3 |
| Aug Based (4.9%)| 97.1        | 78.8     | 90.9     | 48.4  | 45.7   | 48.9  | 50.4 | 65.5   | 90.7 | 93.2 | 75.9   | 49.9  | 92.7 | 69.9 | 52.9       | 71.4    | 75.3 |
| Anchor Based (4.7%) | 97.2     | 79.6     | 90.5     | 45.5  | 50.8   | 48.7  | 55.4 | 67.1   | 90.2 | 93.2 | 76.1   | 53.2  | 90.1 | 73.3 | 53.9       | 70.9    | 76.1 |
| IoU Based (5.1%)| 97.7        | 80.9     | 90.8     | 49.1  | 56.1   | 52.3  | 59.1 | 68.5   | 90.8 | 93.1 | 75.8   | 54.1  | 93.1 | 78.4 | 71.1       | 72.9    | 77.7 |
| Fully Supervised | 97.6        | 81.3     | 91.1     | 49.8  | 57.6   | 53.8  | 59.6 | 69.1   | 91.2 | 94.4 | 76.7   | 55.6  | 93.3 | 79.9 | 77.2       | 73.8    | 78.4 |

Illustrate the significant distribution shift between the datasets.

Implementation Details: We have followed the experimental setup of MADA [22], and have used DeepLabV3+ [3] with a ResNet-101 backbone for fair comparison. We have initialized the model with warm-up weights from AdaptNet [39], an adversarial unsupervised domain adaptation framework. For training we have used 50 epochs with a batch size of 4 across all the experiments. For evaluation we have used mIoU as a metric to measure model performance on Cityscapes validation set. We also report error margin for various techniques defined as the difference between the particular ADA approach (at a certain annotation budget), and a fully supervised technique using the same backbone.

5. Experiments and Results

Quantitative Results: We first show quantitative results on the two settings, GTA5→Cityscapes and Synthia→Cityscapes, in Tables 1 and 2 respectively. We compare our results with existing UDA [39, 42, 48, 45, 20], semi-supervised [46], weakly supervised [24] and frame based ADA [36, 22] techniques. We observe that both of our proposed approaches, aug-based and anchor-based, surpass the SOTA techniques, reducing the error margin from 4.7 to 3 in GTA5→Cityscapes and from 5.7 to 3.2 in Synthia→Cityscapes using merely 5% of the annotated data when compared to a fully supervised model.

Effectiveness of Proposed AL Strategies: In Table 3 we break down the results of the two stages used in our pipeline: active learning, and pseudo labeling, and report mIoU at each stage for both GTA5→Cityscapes and Synthia→Cityscapes setups. The purpose is to highlight the significant improvement of our active learning strategy over the MADA (row 1,3,5). In GTA5→Cityscapes we observe an mIoU improvement of 4.1 (61.6 to 66.1) and 3.9 (61.6 to 65.5) for anchor-based and aug-based approaches respectively. In future, we wish to work on improving our stage-2 performance by effectively using the pseudo labels complimentary to our labeled samples.

Discussion: (1) It is noteworthy that our proposed approach helps in increasing the IoU for most of the class labels. We also wish to highlight the simplicity of our approach in comparison to MADA [22] which selects target samples based on source anchors and multiple add-on components in the training process such as soft-anchor alignment loss, and updating target anchors with EMA. (2) We observe reduction in annotation cost for both the proposed approaches, but anchor-based performs better. We speculate this is due to inability of aug-based approach in capturing contextual diversity. This is inline with the earlier works [1] emphasizing the role of contextual diversity in AL.

Result Visualization: In Fig. 4 we visualize the output gen-

1Code: https://github.com/sharat29ag/contextual_class
Figure 4. Qualitative results on Cityscapes Validation set after Domain Adaptation from GTA5 → Cityscapes. We compare our results of Augmentation-based and Anchor-Based with MADA [22]. We can clearly see the improvement in the highlighted regions of each image.

Figure 5. Qualitative samples of selecting classes using Aug-based (row-2) and Anchor-based (row3) approaches. Both the approaches reduces the annotation cost by selecting contextually diverse and informative classes. Notice, how the road regions frequently observed in the target domain remains unlabeled in the frames selected by Anchor-based approach, but are labeled in Aug-based approaches due to the low confidence of the model.

Ablation Study for Effect of Frame Selection Strategy: As stated in Section 3.5, we have used CDAL [1] as our base frame selection technique over which we reduce the annotation effort by selecting informative classes. To understand the impact of frame selection strategy, we replace CDAL [1] with other frame selection techniques, such as Core-Set [31], MADA [22] and Random selection. Table 4 shows the results. We observe a significant improvement in performance using both our approaches for each of the frame selection strategies.

Improvements Obtained at Various Annotation Budgets: We measure the impact of using various AL strategies at various annotation budget levels for the ADA problem on the GTA5 → Cityscapes experimental setup. The challenge for each technique is to reach the performance supervised model, 69.6, with minimum annotation budget. For frame based techniques we increase the budget of 50 frames (1.7%) at each AL step. Similarly, for our approaches we select 50 frames at each active cycle using CDAL and annotate classes either using one anchor-based,
Figure 6. Comparison of state-of-the-art ADA, and AL techniques at different annotation budgets. We use IoU-based as a skyline since it uses whole supervised information. We observe significant improvement in mIoU using our techniques for all annotation budgets.

We note that it is difficult to control the exact annotation budget at each step in our approaches as we are annotating certain selected classes entirely. We now briefly discuss the baselines used in this experiment:

1. Random-sampling: For each active learning budgets, samples are randomly selected from the unlabeled pool.
2. Coreset [31]: A subset selection approach, using K-center greedy algorithm for selecting diverse samples.
3. AdvEnt [42]: Samples were selected using the entropy maps of each samples predicted using [42] in the target domain.
4. CDAL [1]: Selects contextually diverse samples exploiting the contextual information among the frames.
5. MADA [22]: Selects samples complementary to the source anchors.

Fig. 6 shows the results. Both of our proposed approaches, aug-based and anchor-based, surpass the baselines with a significant margin. We also note that we are very close to IoU-based selection at low annotation budgets. We also observe that using only 10% annotation our anchor-based approach is able to achieve the performance of full supervised model.

Source Free Domain Adaptation: To show the extended utility of our approach beyond ADA, we also compare our Anchor-based and Aug-based approaches in a Source-Free Domain Adaptation (SFDA) setting. In SFDA, the source dataset is unavailable due to privacy issues, but we have a segmentation model trained on the source dataset. The existing ADA technique, MADA [22] fails to adapt in the SFDA setting due to its dependency on the source data for computing source anchors to select the samples from target dataset. Table 5 shows the results comparing with state-of-the-art SFDA approaches like [35, 15, 2, 12]. We observe an improvement of 7.5 and 8.3 using our two approaches, over the baseline of 53.4, using only 3.3% and 3.0% of the annotated data.

6. Discussion

In this paper, we have proposed a novel and intuitive approach to reduce annotation effort by labeling certain informative classes in a frame instead of wasting the annotation budget by labeling redundant regions. Through extensive experiments and comparison with different ADA and Active Learning baselines, we highlight the improvement in performance using both proposed Aug-based and Anchor-based approaches. We also validate that our approaches can be used as a decorator for any frame-based active learning approaches, which helps reduce annotation cost and increases the model performance beyond the existing state-of-the-art. While our work can effectively utilize a given annotation budget by selecting most informative samples, we have used some off-the-shelf techniques for generating pseudo-labels. In future, we would like to explore generating pseudo labels complementary to the labeled data from the target domain, as well as exploit label distribution and extracting useful information from the abundantly available source labeled data.
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