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Abstract
With the recent developments of technology and the advances in artificial intelligence and machine learning techniques, it has become possible for the robot to understand and respond to voice as part of Human-Robot Interaction (HRI). The voice-based interface robot can recognize the speech information from humans so that it will be able to interact more naturally with its human counterpart in different environments. In this work, a review of the voice-based interface for HRI systems has been presented. The review focuses on voice-based perception in HRI systems from three facets, which are: feature extraction, dimensionality reduction, and semantic understanding. For feature extraction, numerous types of features have been reviewed in various domains, such as time, frequency, cepstral (i.e. implementing the inverse Fourier transform for the signal spectrum logarithm), and deep domains. For dimensionality reduction, subspace learning can be used to eliminate the redundancies of high-dimensional features by further processing extracted features to reflect their semantic information better. For semantic understanding, the aim is to infer from the extracted features the objects or human behaviors. Numerous types of semantic understanding have been reviewed, such as speech recognition, speaker recognition, speaker gender detection, speaker gender and age estimation, and speaker localization. Finally, some of the existing voice-based interface issues and recommendations for future works have been outlined.
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I. INTRODUCTION

Social robotics, an effective robotics branch, has lately attracted increased interest in several disciplines such as mechatronics, computer vision, and artificial intelligence, whereas many social robots were evolved. A precise description of the social robot remains elusive and has been identified by various practitioners from different perspectives [1]. According to Yan et al. [1], one can define a social robot as follows: "A social robot is a robot which can execute designated tasks, and the necessary condition turning a robot into a social robot is the ability to interact with humans by adhering to certain social cues and rules".

Human-Robot Interaction (HRI) has currently received the attention of the research community, as well as of the industrial world. The HRI has been concerned with the lookup community as a subject of interaction and communication into human beings with robots. Robots have already started transferring out of the laboratory or manufactured environments into more complex human cause environments, such as homes, offices, hospitals, or even principal space. The layout, regarding appearance, robotic behavior, and cognitive, yet social advantage is tremendously challenging, yet requires interdisciplinary assistance between classic robotics, cognitive sciences, or psychology [2].

Perception methods can be considered as one of the most important capabilities in HRI, especially for a social robot which is an important branch of robotics. Of all the perception methods for robots, a voice-based perception has been of great importance recently. With such a growing number of applications involving social HRI, adaptive socially responsive speech interfaces are increasingly needed. In HRI, people prefer to view robots consciously as non-living mechanics but unconsciously engage robots in essentially social ways. People respond similarly when it comes to voice-based interfaces, by applying automatic and unconscious social responses [3].

The perception system of a social robot is to assist the robot realize the surroundings excellently. It can use audio signal, visual signal, laser reading signal, and tactile to interact with humans. Having gained these signals, it is helpful for robots’ perception systems to know how to...
process them to gain valuable information. Social robot's perception tasks require very important requirements, such as autonomy and low computational cost, besides high accuracy in recognition. For real-time applications, the methods of perception that have low computational costs are desirable, such that the robot can immediately respond to humans. The ultimate goal, for social robots, is to get them to work in real environments.

The main contributions of this work are highlighted and summarized as follows:

1) HRI taxonomies and the role of adaptivity in HRI have been described, in which one can distinguish between an autonomous robot and an adaptive robot.
2) The voice-based perception methods for HRI in social robots have been reviewed, which summarizes perception strategies out of three aspects: feature extraction, dimensionality reduction, and semantic understanding. Moreover, a review of voice-based feature and voice-based semantic understanding is presented.
3) Representative voice-based social robot methods and techniques have been reviewed.
4) The challenging issues in the voice-based interface for HRI have been addressed.

The organization of the remaining sections of this work is as follows. One can start by giving a brief definition of HRI and illustrate the HRI taxonomies that impact the interactions between humans and robots and the role of adaptivity in HRI in section two. Section three reviews the voice-based perception method from three aspects: feature extraction methods, dimensionality reduction methods, and semantic understanding methods. A review of representative voice-based social robots is presented in section four. Discussion and recommendations for future works are presented in section five. Finally, section six gives a brief conclusion of this work.

II. HUMAN-ROBOT INTERACTION (HRI)

HRI is an area of study devoted to designing, understanding, and evaluating robotic systems for utilization with or by humans. By definition, interaction means communication among humans and robots. This communication can be performed in many forms, but these forms are greatly affected by if the robot and the human whether they are in close proximity to each other or not. Thus, interaction or communication can be divided into two common categories [4]:

1) Proximate Interaction: Robots and humans are collocated.
2) Remote Interaction: The robots and the human are separated temporally or spatially.

By taking advantage of the categories above, one can distinguish between applications that need mobility, physical manipulation, or social interaction [4].

A. HRI Taxonomies

In essence, many taxonomies impact the interactions between humans and robots can be affected by a designer. Such taxonomies include task type, task criticality, robot morphology, a ratio of people to robots, composition of robot teams, level of shared interaction among teams, type of human-robot physical proximity, decision support for operators, autonomy level/amount of intervention, and information exchange [4], [5]. Of these taxonomies, the most used in HRI describes below:

1) Autonomy Level / Amount of Intervention: One of the factors determining the interaction between a robot and a human being is the amount of intervention required to control the robot, where the amount of intervention ranges from a remote control to complete self-control. If a robot has greater autonomy, hence, less interaction is required, while constant interaction is required at the teleoperation level. The percentage of time the robot spends on its task, measures the level of autonomy, while the percentage of time that the human operator controls a robot, and measures the level of intervention. These two measures sum to 100% [5].

2) Interaction Roles: The number of roles a person may play when interacting with robots is five: (supervisor, operator, teammate, programmer, and bystander). When a person’s role is supervisory, he does not need direct control of the robot but only monitors its behavior, while the operator needs to interact more with the robot. Humans and robots can work in one team as a teammate to accomplish a certain task, while the programmer needs to modify or change robots’ software or hardware. A bystander does not control the robot but only understands what the robot does [5].

3) Type of Human-Robot Physical Proximity: HRI may be at different distances depending on the tasks or purpose of this interaction. In the event that humans and the robot are collocated, there are five forms of physical proximity between the robot and humans (avoiding, passing, following, approaching, and touching), where these forms are arranged from least to most physical interaction [5].

4) Robot Morphology: In terms of the external appearance, robots can take many forms, as humans interact with the robot differently depending on their appearance. Robot morphology is given three values: anthropomorphic (i.e. The appearance here is somewhat similar to the human form), zoomorphic (i.e. The appearance here is related to the shape of an animal), and, Functional (i.e. The appearance here is related to the nature of the robot’s function, neither human nor animal) [5].

5) Information Exchange: Here the efficiency of the HRI is measured by the time taken to communicate between the robot and the human being; the amount of information that is exchanged through this interaction, and the amount of common understanding or common ground between the robot and the human [4].

To determine the way information is exchanged between humans and robots, there are two main dimensions: the format of the communications and the communications medium. By three senses, namely hearing, touch, and vision
media was delineated. These media are presented in HRI as follows [4]:
1) **Gestures**: including facial and hand movements.
2) **Visual displays**: presented as graphical user interfaces or augmented reality interfaces.
3) **Natural language and speech**: which include both auditory speech and text-based responses.
4) **Physical interaction and haptics**: frequently used in teleoperation or in augmented reality to mention a sense of presence, and also frequently used proximately to promote social, emotional, and assistive exchanges.

The quality of the information that is exchanged between humans and robots may vary depending on domains. Communication can be through the natural language and speech based on a specific official language, or this language can be restricted to a sub-language or a specific domain. In Haptic and through this type of communication, warnings can be given by vibrations. Audio information presentation can include 3D awareness, auditory alerts, and a speech-based exchange of information. Graphical user interfaces display information in ways including windows-type interactions, ecological displays, and immersive virtual reality [4].

**B. Adaptivity in HRI**

To obtain an accurate definition of Adaptive Robot Interfaces (ARIs), it is necessary first to distinguish between an adaptive robot and an autonomous robot. ARI is an autonomous or semi-autonomous robot where the robot decision is made based on the awareness of environmental information from the user, where this information may include user profile, user emotions, user past interactions, and user personality. One or more of the following HRI adaptation capabilities could be used by ARI: Communication through dialogue, learning according to user responses, emotions understanding and exhibiting, establishing a social relationship, having different roles and social characteristics, and, reacting accordingly to different social situations [6].

According to Ahmad et al. [6], one of the biggest challenges in the field of social robotics is the development of an adaptive robotic system in the real world. Different applications of adaptive social robotic systems have been proposed by researchers over the last decade that was able to display one or more of the aforementioned abilities.

**III. VOICE-BASED PERCEPTION IN HRI**

One of the most important capabilities of a social robot is its perception. A social robot’s HRI is composed of three parts: perception, action, and an intermediate mechanism. Perception represents the unit for acquiring and analyzing environmental information. An action represents the robot’s response after it receives control signals. The intermediate mechanism linking perception and action to produce control signals is by using the results of the perception analysis module. Because it is considered a bridge between the social robot and the external environment, the perceptual system dominates an entire HRI. The better the robot understands the surrounding world; the more meaningful responses it can give [1]. This work reviews the voice-based perception method of HRI in social robots due to the great importance of a voice-based perceptual system.

As seen in Fig. 1, social robots’ voice-based perception can be fundamentally included in three steps: feature extraction, dimensionality reduction, and semantic understanding. The feature extraction process aims to get feature descriptors for subsequent understanding tasks by converting a raw audio signal from the sensor. Dimensionality reduction aims to minimize the computation complexity after the feature extraction process. Semantic understanding aims to infer the behaviors of humans or objects from the extracted features. Standard semantic understanding tasks, for voice-based perception, include speech recognition, speaker recognition, speaker emotion recognition, rhythms recognition, speaker gender detection, speaker age estimation, and speaker localization. On the other hand, the social robot’s action is represented by a speech response through the use of the Text to Speech (TTS) method [1].

**A. Feature Extraction**

One can define the feature extraction as the process of highlighting the most distinctive characteristics of a signal. The extracted feature is appropriate when it mimics the characteristics of the signal extracted from it, in a somewhat compact manner. The audio features evolution can be subclassified into time, frequency, joint time-frequency, and deep domains. Although the time domain features are among the oldest and simplest features, they still play a significant role in audio classification and analysis. Some frequency domain features have been developed to analyze the spectrum of audio signals and have been used in many applications so far. This was followed by developing the joint time-frequency feature extraction algorithms. On the other hand, the deep features are broadly used in various applications; deep features for the audio signal processing were used in the area of speaker recognition, audio-video analysis, and acoustic scene classification [7].

Fig. 1: Voice-based Perception in HRI.
The concept of windowing is very important when dealing with the time domain. All audio signals are considered as a time series signal which evolves with time; when the signal reflects stationary properties over time, the time domain analysis of this signal is simple. However, the audio signals are non-stationary in real-time; hence windowing technique must be employed to analyze such non-stationary signals when a long non-stationary signal is analyzed as short quasi-stationary signal chunks [7]. The most important time-domain features used in audio signals are shown in Fig. 2 and described below.

![Time-Domain based Audio Features](image)

Fig. 2: Time-Domain based Audio Features.

1) **Zero-Crossing Rate (ZCR):** It is known as the rate of an audio frame’s signal sign change. In other words, it is the number of times the signal changes from the negative to the positive, and vice versa, divided by the frame length. By using ZCR, one can determine if a speech frame is voiced, unvoiced, or silent because ZCR is higher in the unvoiced speech frames compared with voiced speech frames [7]. ZCR is used for various applications like a method for calculating speech signal Fundamental Frequency (F0), design discriminator and classifier, detects voice activity [8], [9], vowel analysis and detection [10], music/speech discrimination [11], and speaker gender and age recognition [12].

2) **Amplitude based Features:** This type of feature is based on signal temporal envelope analysis. The most important type of such feature is the Shimmer feature [7]. Shimmer calculates cycle-to-cycle amplitude variations within a waveform. It is used in speaker verification [13], speaker age classification [14], and speaker age and gender estimation [15], [16].

3) **Energy-based Features:** There are several types of an energy-based feature used in audio signals, the most used type of such features is Short Time Energy (STE) [7], [17]. As aforementioned, by using the framing and windowing method, one can transform non-stationary sound signals into small portions of quasi-stationary signals. STE can be defined as an average energy per frame. For unvoiced segments, STE is low, while for the voiced segment, STE is high. STE is used in speaker gender and age recognition [12], detect the unvoiced-voiced segments [9], vowel detection, and analysis [10].

4) **Autocorrelation based Features:** In the time domain, the measure of self-similarity between the signal and its delayed version can be defined as autocorrelation. The autocorrelation value of (+1), (-1), and (0) represents a positive association, a negative association, and no association respectively. It is widely used to estimate signal F0 [7].

5) **Rhythm-based:** Rhythm is generally a frequent recurrence of pattern over time. Rhythm can be found in musical instruments, environmental sounds, and speech [7]. This feature is sometimes used in HRI as in the dancing robot in [18].

In audio signal processing, one of the most important tools is the frequency domain analysis. As aforementioned, the time-domain shows the signal variation concerning time. Hence by using auto-regression or Fourier transform analysis, the time-domain signal is converted into a frequency-domain signal to analyze a signal in terms of frequency. The main frequency domain features are shown in Fig. 3 and discussed below [7], [19]:

![Frequency-Domain based Audio Features](image)

Fig. 3: Frequency-Domain based Audio Features.

1) **Auto-Regression based Features:** These types of features are extracted from linear prediction analysis of a signal. Linear Predictive Coding (LPC) is one of the most important features based on auto-regression. LPC removes redundancy from a signal and attempts to determine the following values by linearly combining the previously known coefficients. LPC based features are used mainly for audio retrieval and segmentation [7].

2) **Short-Time Fourier Transform (STFT):** it is a time-frequency domain of a signal where such signal having a frequency on one axis and time on another. Generally, such a domain can be called as Time-Frequency Representation (TFR). The time-domain shows over the period, the variations in signal amplitude. On the other hand, the frequency domain gives frequency information about signal magnitude with no time information. To bridge this gap, TFR provides time and frequency information. The most efficient way to get a TFR is by using STFT [7].

3) **Chroma Related Features:** it can be computed from the logarithmic STFT of the sound signal. It is a powerful and interesting representation of music audio in which the entire spectrum is mapped into 12 bins that represent the 12 semitones (or Chroma) of the musical octave. It is also called chromatogram [7]. It is used in the accent recognition system as in [20].
4) **Tonality based Features**: In music, tonality organizes the notes of the musical scale. Tonality based features are also called prosodic features. The main tonality based features are Fundamental Frequency (F0), Harmonicity, and jitter [7], [21]. In general, F0 is a periodic waveform lowest frequency. It is also the first peak of the temporal autocorrelation function of the local normalized spectra. F0 is also known as voice pitch when a pitch is a sound wave perceptual property detectable by the human ear. The pitch may be measured as a frequency but it is not a physical property that is completely objective. It is a psychoacoustic, subjective attribute of sound. In the real world, people can identify the pitch of multiple sounds in real-time and separate each sound from a mixture of these. F0 or voice pitch has a significant parameter for classifying speech between male and female; for an adult male's voiced speech, F0 can vary between 85 and 180 Hz, and for an adult female, it may vary between 165 and 255 Hz. F0 is reported as above 200 Hz for kids. Hence, F0 is one of the most important features that are used in speaker gender and age estimation [12], [16]. Harmonicity features used to differentiate between the sounds of noise and the sounds of tones. To find sound periodicity, this feature uses autocorrelation function in the time or frequency domain. The ratio of the harmonic part of the signal to the rest of the signal can be calculated as Harmonic-to-Noise Ratio (HNR). It is widely used in sick voice analysis [22]. Jitter can be computed as F0 variations, that is, the mean absolute difference between consecutive speaking periods. It is used in determining vocal and non-vocal sounds [23], speaker recognition [13], speaker’s gender and age estimation [14], [24].

5) **Spectrum Shape-based Features**: It is considered as one of the most important features in the audio signal. There are many types of spectrum-based features including spectral centroid, spectral roll-off, spectral spread, spectral skewness, spectral kurtosis, spectral slope, spectral decrease, spectral bandwidth, spectral flatness, spectral entropy, and spectral flux [7], [25]. Such features used in many areas like music mood classification [26], speech classification [27], Parkinson’s disease detection from speech [28], speaker gender detection [21], [29], speaker age estimation [21], [30], and speaker emotion estimation [17]. The wavelet transform is another way to transform the time domain audio signal into a time-frequency representation. It computes the inner product of the signal with a member from family of wavelets. There are two types of wavelets: Continuous Wavelet Transform (CWT) and Discrete Wavelet Transform (DWT). The DWT has the capacity to extract information from non-stationary signals like audio. It overcomes the shortcomings of the STFT that provides uniform time-frequency resolution. DWT gives high time resolution and low frequency resolution for higher frequencies and high frequency resolution and low time resolution for lower frequencies. The approximations and detailed coefficients are generated by the wavelet transform that gives the information about a signal. These approximations and detailed coefficients are called as wavelet features [7]. By implementing the inverse Fourier transform for the signal spectrum logarithm, one can obtain the cepstral domain. There is power, real, complex, and phase cepstral. Of all of these, the power cepstrum is the most pertinent for the processing of speech signals. The cepstrum features are used primarily in speech recognition, pitch detection, speaker recognition, and speech enhancement [7]. The cepstrum features are shown in Fig. 4 and explained below.

![Fig. 4: Cepstral -Domain based Audio Features.](image)

1) **Mel Frequency Cepstral Coefficients (MFCCs)**: MFCC is originated from audio cepstral representation, it is recognized as one of the basic feature vectors in most acoustic pattern recognition problems. MFCC can symbolize the amplitude of speech signals concisely. In general, the resonance characteristics of the speaker's voice are affected by the shape of the vocal tract articulators, such as the teeth, nasal cavity, and tongue. This shape can give a precise illustration of the phoneme being formed if it is controlled precisely. The envelope of the short-time power spectrum can contain the vocal tract shape, hence, the MFCC purpose is to represent this envelope accurately. In MFCC, to closely mimic the human auditory system, the frequency bands should be equally spaced on the mel-scale. This makes MFCC as an audio signal processing key feature. In the existence of background noise, MFCC features are not exactly accurate and might not be well suited for generalization, and also it is sensitive to the environments [19], [21]. MFCCs has been widely used in different audio applications, such as speech recognition [31], speech enhancement [32], speaker recognition [33], [34], speaker authentication [35], voice activity detection [36], speaker gender detection [37], speaker age and gender estimation [38], [39], and speaker emotion recognition [40].

2) **Linear Prediction Cepstral Coefficients (LPCCs)**: LPCC came from the transformation of previously mentioned LPC features into the cepstral domain; this may improve LPC efficiency because LPC is too sensitive to numerical precision. Transformation is done by taking DFT of the LPC logarithmic magnitude spectrum. LPCC is a typical example of representing features coefficients with less correlation, and that would be more efficient. Compared to LPC features,
LPCC features yield a lower error rate; however, LPCC has low vulnerability to noise [19]. It is used in the speech recognition system as in [41].

3) Perceptual Linear Prediction (PLP) Cepstral Coefficients: The PLP coefficients are based on three concepts, which are: critical band spectral resolution, intensity loudness power law, and equal-loudness curve. By using auto-regressive modeling preceded by perceptual processing. The PLP coefficients are produced from the LPC [19]. This feature used in several applications like speech recognition [42] and speaker emotion recognition [43].

4) Relative Spectral Transform PLP (RASTA-PLP): To incorporate the noise cancellation feature of the human auditory system, the RASTA-PLP features are presented. The RASTA-PLP features make PLP features robust to noise [21]. This hybrid feature is widely employed in gender classification [44], speaker age and gender estimation [21], and speech signals analysis [45].

5) Gamma-Tone Cepstral Coefficients (GTCCs): Noise reduction is one of the main problems of the speech recognition system. In recent years, GTCCs has shown noise robustness in numerous such system. It is based on gamma-tone filter banks; these filter banks provide a frequency-time representation of a signal name as cochleagram. Except that the 'Mel' filter bank is replaced by gamma-tone filter bank, the extraction process of GTCCs is similar to that of MFCCs [7]. These groups of cepstral features are mainly used in speech recognition [46]. But it is also used in speech emotion recognition [47].

From low-level information, deep learning is considered as one of the most powerful and efficient techniques for extracting high-level features. These features’ names as deep features can be extracted from various deep learning layers. The deep features could be extracted from any deep leaning model, like Deep Neural Networks (DNNs), Recurrent Neural Networks (RNNs), Convolutional Neural Networks (CNNs), unidirectional Long Short Term Memory network (LSTM), Bi-directional Long Short Term Memory (BLSTM) and other similar models [7].

In DNN, the deep features, extracted from lower layers, can be considered as speaker adapted features. On the other hand, deep features, extracted from DNN upper layers, can be considered as class-based discriminatory features. The deep features could be extracted from a DNN's bottleneck layers too. In CNN, there are three types of layers: convolution layers, pooling layers, and fully connected layers. By taking the spectrogram image of an audio signal, convolution layers apply some convolutional filters to produce feature map layers. For dimensionality reduction, pooling layers are conducted on feature map layers. Finally, global features are extracted from local map features by using fully connected layers. The deep features could be extracted from any of these three layers. RNNs are mainly used for sequential knowledge modeling, it can memorize information internally. There are two types of memory elements in RNNs: Unidirectional or bi-directional LSTM. The information processing flow is forward in unidirectional LSTM, while it is both forward and backward in BLSTM. The deep features could be extracted from any LSTM-RNN deep layers [7].

In audio signal processing, deep features have been used in speech recognition [48], gender recognition [49], speaker age and gender estimation [50], classification of acoustic scene [51], emotion recognition [52], spoofing detection [53], audio-video analysis [54], and speech-music discrimination [55].

B. Dimensionality Reduction

Predominantly, there is some redundancy in the extracted high-dimensional features. Subspace learning can be used to eliminate these redundancies by further processing extracted features to reflect their semantic information better. Subspace learning aims at revealing and preserving the original signals' essential features by mapping high-dimensional features space into a low-dimensional feature space. Representative methods include Principle Component Analysis (PCA), Locality Preserving Projections (LPP), and Linear Discriminant Analysis (LDA) [1]. If one has n-dimensions features vector to be reduced, PCA tries to search for k-dimensions that can be efficiently used for representing these features, where (k ≤ n). This results in dimensionality reduction by projecting the high dimensional features onto a much smaller space. By creating an alternative smaller set of variables, PCA combines the essence of feature dimensions. PCA often reveals relationships that were not suspected before and thus allows interpretations that would not normally result [56].

The aim of LPP, which is one of the manifold learning methods is to preserve the original data intrinsic geometry structure in addition to keeping locality relationships after projection by making the samples present in a neighborhood. To characterize the training set neighborhood relationship, LPP constructs one affinity graph. After that, it seeks a low-dimensional embedding to preserve the local structure and intrinsic geometry [1].

LDA uses cases where the within-class frequencies are unequal, and their performance has been investigated on data collected randomly. LDA ensures maximum separability in any dataset by maximizing the ratio of the between-class variance to the within-class variance. LDA does data classification, while PCA does more of feature classification. This can be considered as the difference between them. In PCA, when transformed into a different space, the location and shape of the original data sets change, whereas LDA does not change the location but only attempts to provide more class separability and draw a region of decision between the given classes [57].

C. Semantics Understanding

For social robots, semantic understanding tasks must be conducted after the features extraction process. In general, various tasks involve different methods of semantic understanding for voice-based perception; for example, speech recognition, speaker recognition, speaker gender detection, speaker age estimation, and speaker localization. These tasks have several HRI applications.

1) Speech Recognition: This task is considered as the ability to recognize spoken language words or phrases
and then convert them to a machine-readable format. Hence, the process of recognizing the person's spoken words are automatically based on speech signal information called Automatic Speech Recognition (ASR) \cite{58}, \cite{59}. The development of ASR systems began with simple digit recognition systems, then isolated words, continuously spoken words in a silent environment, up to the recognition of spontaneous speech in a noisy environment. There were three important moments in the development of ASR systems: introduction of MFCC, the introduction of statistical methods such as Hidden Markov Model (HMM), and Gaussian Mixture Model (GMM), and introduction of DNN \cite{60}.

2) **Speaker Recognition**: Speaker recognition is a biometric authentication process, in which human voice characteristics are used as the attribute. The typical speaker recognition system consists of a modeling scheme to characterize the speaker's voice features using a statistical approach and a classification scheme for the unknown utterance characteristics. Generally, such a recognition system can be classified into two processes, which are speaker verification and speaker identification. The main difference between these two categories is that the speaker verification performs a binary decision to verify the speaker's identity whereas speaker identification performs multiple decisions and it consists of comparing the voice of the person speaking to some reference templates in an attempt to identify the speaker \cite{34}, \cite{61}.

3) **Speaker Gender Detection**: Speech signals can contain some information in addition to speaker identity, like speaker age, speaker gender, and speaker emotional state. Speaker gender is one of the most specific speech information; if one can identify the gender of the speaker, this can be useful in many fields. Gender dependent speech recognition system shows a decrease in word error rate compared with the basic system. On the other hand, the prediction of other speaker traits, such as age and emotion, can be improved if gender identification was conducted first. In general, gender identification is important for ever more natural and personalized dialog systems \cite{29}, \cite{37}.

4) **Speaker Age Estimation**: Speech signal paralinguistic information, like speaker identity, speaker emotional state, speaker gender, and speaker age, can guide HRI systems to automatically adapt to different user needs. One of the most challenging tasks is to identify the age of speakers from a short speech utterance. Age information helps to adapt interactive voice response systems to the user and that can give more natural HRI. The speed of the speech synthesis system also may change depending on the user age. A better understanding of speaker age will help improve voice analysis for a variety of applications including computers, cell phones, and robots. While human listeners are generally believed to be able to judge a speaker's age within ±10 years, few proposals can accomplish this task yet. The use of gender detection before the process of age estimation has a major impact on improving results, hence most of the proposals to estimate the speaker age are preceded by gender detection \cite{24}, \cite{61}.

5) **Speaker Localization**: In HRI, this method is usually used to locate a speaker so that the robot's attention is directed to this speaker. Initially, the speaker's audio signal is received through the robots' microphones, after that the temporal shifts between audio signals are calculated by the cross-power spectrum phase. Finally, the speaker's location is determined by the corresponding microphone by calculation the time delay of arrival from the temporal shift \cite{1}.

D. **Text-To-Speech Synthesis**

It is a system that converts normal language text into speech. There are a lot of differences among human and machine speech production, but the increase in the ability of machine learning paradigms to simulate human speech production mechanism will increase the accuracy and naturalness of TTS. The first full TTS system for English was introduced in 1968. It was an articulatory-based system that could perform text analysis and determine pauses in the text using a sophisticated parser. However, it was not until concatenative synthesizers were invented, that TTS gained widespread usage. The idea of concatenative TTS is to concatenate appropriate parts of a prerecorded database. This method is extremely inflexible in terms of changing the speaking style or the voice of the speaker; it requires a whole new database to be recorded and annotated. DNN was effectively used for mapping input linguistic features to output acoustic features, enabling nonlinear mappings. Although DNN with several hidden layers and sigmoid or tangent hyperbolic activations are sufficient for the production of intelligible and natural-sounding synthetic speech, the introduction of LSTM units has brought further improvement into the quality of synthesized speech. DNNs have not only just enabled generating synthetic speech of high quality but also introduced many possibilities for the production of speech in different voices and speaking styles \cite{60}.

IV. **REPRESENTATIVE VOICE-BASED SOCIAL ROBOTS METHODS AND TECHNIQUES**

Despite all the challenges encountered when implementing social robots in real-world applications, there are some social robots developed to help our daily lives. Some representative voice-based social robot methods and techniques are presented in this section. Table 1. summarizes these works from three aspects, namely feature type, semantic understanding type, and core algorithm.

Breazeal et al. \cite{62} proposed a system to identify the intention of emotional speech directed to the robot, where social learning is built between the robot and its human caregiver. That leads to the human caregiver’s ability to directly modulate the emotional state of the robot through verbal communication. They used GMM as a classifier, and pitch and energy as a speech feature.
# Table 1.

| Authors          | Year | Type of Feature | Semantic Understanding Task                        | Core algorithm       |
|------------------|------|-----------------|---------------------------------------------------|----------------------|
| Betkowska et al. [65] | 2007 | Cepstral Based  | Speech Recognition                                 | FHMM                 |
| Granata et al. [68]   | 2010 | n/a             | Speech Recognition                                 | n/a                  |
| Strait et al. [69]     | 2015 | n/a             | Speech Recognition                                 | n/a                  |
| Poncela et al. [72]   | 2014 | Julius          | Speech Recognition                                 | Julius               |
| Lee et al. [38]       | 2012 | MFCC, LPCC      | Gender and Age Group Recognition                   | SVM, C4.5 Decision Tree |
| Kim et al. [14]       | 2007 | MFCC            | Gender and Age Recognition                         | GMM                  |
| Schmitz et al. [67]   | 2009 | Time Delay      | Sound Localization                                 | Beam-Forming         |
| Niculescu et al. [71] | 2011 | Pitch           | Voice Attraction                                   | n/a                  |
| Breazeal et al. [62]  | 2002 | Pitch, Energy   | Emotion Recognition                                | GMM                  |
| Ruvolo et al. [63]    | 2008 | STBF-based      | Emotion Recognition                                | Boosting             |
| Austermann et al. [66] | 2005 | Prosody Based   | Emotion Recognition                                | Fuzzy Logic          |
| Tahon et al. [70]     | 2016 | Multi-level     | Emotion Recognition                                | SVM                  |
| Kraft et al. [64]     | 2005 | MFCC            | Sound Classification                               | HMM, GMM             |

Ruvolo et al. [63] presented an auditory mood detection approach, which was raised from their experience immersing social robots in classrooms. Their approach to recognize auditory categories has been inspired by the machine learning methods used in computer vision. After converting the auditory signal into a sonogram, which is an image of the acoustic signal, they use a new collection of enormous lightweight spatio-temporal filters. Their approach showed good performance in a human speech regarding the problem of emotional state recognition.

Kraft et al. [64] presented a robot used in a kitchen environment for a sound classification task. They used a temporal extension of Independent Component Analysis (ICA) as a feature extraction method, while, they used GMM and HMM as classifiers in their approach.

Betkowska et al. [65] highlighted the speech recognition problem in the existence of nonstationary sudden noise, which will most probably happen in home environments. They used the Factorial Hidden Markov Model (FHMM) architecture which was developed from a sudden-noise and a clean-speech HMM. To assess their proposed method, they used a personal robot to record their database in home environments. Their experiments have shown that their proposed method is effective under noisy conditions.

Austermann et al. [66] presented a speech-based emotion recognition approach by using a robot. They used fuzzy logic for a prosody analysis in natural speech. In their approach, they realized a speaker-dependent mode as well as a speaker-independent mode because the robot can communicate with well-known humans or with unknown humans. Based on a training database, their approach selects the most significant features automatically from a set of twenty analyzed features. According to their results, this is important, since the set of significant features differs significantly between the distinguished emotions.

Schmitz et al. [67] stated that one of the basic components for natural HRI is an audio system. Hence, they presented an audio perception module with a 6 microphone array for sound localization tasks. This task is implemented using the beam-forming algorithm which assigns the probability of sound to each virtual measuring point in the robot environment. Ultimately, the filtering module uses the beam-former output to produce sector maps, which minimize
a large amount of data to the localization process essential information.

Lee et al. [38] presented a comparative study in gender and age group recognition for HRI applications. They concentrate on audio-based techniques from multichannel microphones and soundboards equipped with robots, among different HRI components. For comparative purposes, they carry out the performance comparison of LPCC and MFCC in the feature extraction step, Quinlan’s earlier Decision Tree (C4.5) method, and Support Vector Machine (SVM) in the classification step. Finally, they deal with the usefulness of HRI recognition for gender and age groups in home service robot environments.

Kim et al. [14] presented speech-based gender and age recognition for HRI. They use MFCC as a feature and GMM as a classifier to assign service applications for robots that can satisfy users by providing services tailored to the specific needs of specific groups of users, including females and males, adults, and children. The main aim of their work is to extract voice-based gender and age information to classify these characteristics for HRI.

Granata et al. [68] presented a multimodal approach for HRI dedicated to the elderly. To facilitate the robot’s use, they used clear and simple voice and graphical-based interfaces. Despite voice interactions, seen as the most common way in which people express their needs, they claimed older users were less likely to communicate by speech. Hence, they propose a multimodal approach to make older users interact comfortably with the machine. Their voice-based interface consists of an automatic speech recognition interpreting the human voice, a dialog manager selecting the appropriate response, and a TTS module synthesizing the chosen response.

Strait et al. [69] stated that a robot using politeness modifiers in its speech perceives human interaction more favorably than a robot using direct speech. They have found that polite speech by a robot is influenced by other factors as well, such as gender and age; for example, females tend to interact with robots through polite speech more than men. Besides, the elderly and children tend to have this type of interaction as well.

Tahon et al. [70] presented voice-based detection of emotions in the context of HRI for both the elderly and children. Their system is based on multi-level processing of the audio cues. They estimate their performance of the emotion detection system in cross-corpus conditions since their models are built with data recording, and the system will test real-life data.

Niculescu et al. [71] presented a social robot receptionist evaluation in terms of the robot voice pitch effect. In their experiments, they used two types of robots, one with low pitch; the other with a high pitch. Their results show that robots with high pitch perceived more attraction in terms of behavior, personality, and voice. Their study would like to highlight the importance of voice in general and voice pitch in social robot design in particular.

Poncela et al. [72] presented an HRI for teleoperation a robotic platform using user speech. Hence, they designed a user-dependent acoustic model based on Spanish speakers to teleoperated a robot with a collection of verbal commands. Their results have been successful, both in robot navigation under the user’s voice commands, and a high recognition rate.

V. DISCUSSIONS

As described in this review, the voice-based perception for HRI can be primarily included in three steps: feature extraction, dimensionality reduction, and semantic understanding. On the other hand, the social robot's action is represented by a speech response through the use of the TTS method.

In the feature extraction step, the voice-based feature can be extracted from a variety of domains such as time, frequency, cepstral, or deep domain. For each voice-based semantic understanding tasks, there is a certain type of feature that suits it. For instance, recently, speaker gender detection and age estimation are among the most common areas of research. According to the literature review, the most discriminatory and suitable features have been proven for machine learning techniques in such areas that include ZCR, Shimmer, STE, F0, Jitter, Spectral Features, MFCC, and Deep Features. Hence, the social robots' semantic understanding task is an important factor in selecting and developing a voice-based features extraction method.

In the dimensionality reduction step, subspace learning can be used to eliminate the redundancies of high-dimensional features by further processing extracted features to reflect their semantic information better. PCA has been considered as the most common method for unsupervised reduction, while LDA is the most common method for supervised reduction.

In the semantic understanding step, some voice-based semantic understanding tasks have been explained. For each application, there is a certain type of voice-based semantic understanding task that suits it, especially for social robots. The voice-based semantic understanding mainly relies either on classification methods or regression methods. For instance, between all of the voice-based semantic understanding tasks, one of the most popular research areas recently is speaker gender detection and age estimation, which is used classification method for gender detection, and, regression method for age estimation. According to the literature review, the most discriminatory and suitable machine learning methods have been proven that for this semantic understanding task include SVM, GMM, HMM, and Boosting. It can be seen that how to develop voice-based semantic understanding tasks mainly depends on the application area. Hence, the researchers must choose carefully the machine learning method for the semantic understanding task that suits their application.

On the other hand, DNN-based synthetic speech has already attained such a quality that is difficult to distinguish from human speech. With the flexibility of changing speaker and style.

Despite all the efforts made and all research developed in the voice-based HRI field, some challenges remain to be addressed in future works:

1) Numerous features can be extracted from an audio signal, each of which suits one or more specific applications. However, choosing the appropriate feature
that gives the best performance for a specific application remains a challenge.

2) One way to improve semantic understanding task performance is feature fusion. However, how to integrate them efficiently remains a challenge.

3) There are great differences between the laboratory environment in which the system was built, and the actual environment in which the system was used. How to implement a robust system in real environments still a challenge.

4) There are numerous semantic understanding methods based on voice, each of which fits a specific application. How to choose the appropriate semantic understanding method for a specific application while ensuring that the appropriate features are used, remains something that needs to be investigated further.

5) Supervised machine learning algorithms can be replaced by Reinforcement-based machine learning algorithms, which will, in turn, bring about progress in areas where large data sets are not available, as is the case in speech synthesis.

6) Lots of researchers working on social robots’ perception tasks have accomplished promising performance. However, how to improve these results remains to be investigated more to obtain high autonomy and lower computational costs.

VI. CONCLUSIONS

Among all kinds of interactions between robots and humans, voice-based interaction is the most realistic. This work provided a comprehensive review of the voice-based interface for HRI systems from three aspects: feature extraction, dimensionality reduction, and semantic understanding. Besides, representative voice-based social robot methods and techniques have been reviewed. The main challenges that face researchers when building such systems have been given. Moreover, recommendations and trends for future works and further explorations of this area have been also outlined.
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