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Abstract
Practical ultrasonic structural health monitoring systems must be able to deal with temperature changes and some signal amplitude/phase drift over time; these issues have been investigated extensively with low-frequency-guided wave systems but much less work has been done on bulk wave systems operating in the megahertz frequency range. Temperature and signal drift compensation have been investigated on a thick copper block specimen instrumented with a lead zirconate titanate disc excited at a centre frequency of 2 MHz, both in the laboratory at ambient temperature and in an environmental chamber over multiple 20°C–70°C temperature cycles. It has been shown that the location-specific temperature compensation scheme originally developed for guided wave inspection significantly out-performs the conventional combined optimum baseline selection and baseline signal stretch method. The test setup was deliberately not optimised, and the signal amplitude and phase were shown to drift with time as the system was temperature cycled in the environmental chamber. It was shown that the ratio of successive back wall reflections at a given temperature was much more stable with time than the amplitude of a single reflection and that this ratio can be used to track changes in the reflection coefficient from the back wall with time. It was also shown that the location-specific temperature compensation method can be used to compensate for changes in the back wall reflection ratio with temperature. Clear changes in back wall reflection ratio were produced by the shadow effect of simulated damage in the form of 1-mm diameter flat-bottomed holes, and the signal-to-noise ratio was such that much smaller defects would be detectable.
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Introduction
One of the major barriers to the wider replacement of periodic inspection (non-destructive testing (NDT)) by structural health monitoring (SHM) is that NDT often involves scanning a transducer over the area of structure to be inspected and this cannot be done with the fixed transducers used in SHM. This has led to great interest in ultrasonic-guided wave methods, since guided waves provide full volume coverage of large regions of structure from one1,2 or a modest number3–5 of transducer positions and so make large volume coverage economically feasible.6 However, guided wave inspection typically operates in the tens to hundreds kilohertz (kHz) range and so is much less sensitive to small defects than megahertz (MHz) bulk ultrasonic wave inspection. The sensitivity of guided wave inspection can be significantly improved by comparing the current signal with a baseline obtained when the structure was defect-free or in a known defective condition. This requires compensation for signal changes caused by changes in the environmental conditions, notably temperature, and there has been a great deal of work on temperature compensation methods.3–5,7–11 These compensation schemes now work very well, and sensitivity improvements in guided wave monitoring of a factor of ~5 over the performance obtained in one-off NDT have been obtained in a blind trial.1 Recent work has further improved the compensation so that another factor of 5–10 improvement over that reported in the blind trial is possible.12
The most common industrial application of guided wave monitoring is corrosion monitoring in pipes. Here, the best likely sensitivity with low-frequency (tens kHz) guided wave monitoring is of the order of 0.1% cross-sectional loss;\textsuperscript{12} in a typical 12-inch-diameter pipe with 10-mm wall thickness, this is equivalent to a defect of 3 mm (30% wall thickness) deep and \sim 3 mm in circumferential extent, and in many cases, the sensitivity achieved at an acceptable false call rate will be less good than this. It is possible to use higher order guided wave modes\textsuperscript{13} at a cost of greater signal complexity or to use a fundamental mode operating just below the cut-off frequency of the higher order modes.\textsuperscript{14} These strategies give somewhat improved sensitivity at a cost of reduced volume coverage from each transducer position.

In thick structures where guided waves are not appropriate, or if significantly smaller defects need to be detected and/or if the likely defect location is well defined, it would be attractive to use an SHM system based on bulk ultrasonic wave testing in the MHz frequency range. Permanently installed bulk wave ultrasonic systems to monitor wall loss due to corrosion and erosion by simply measuring the arrival time of the back wall echo have been extensively applied,\textsuperscript{15–18} and many of these systems compensate for changes in the speed of sound with temperature; there has also been some work on crack detection,\textsuperscript{19–21} largely using the signal processing or imaging methods used in conventional inspection. If the methods to compensate the signals for changing environmental conditions developed for guided wave monitoring could be applied to the bulk wave case, it would be possible to use lower frequencies for crack detection than would typically be employed in one-off NDT; this would improve the economic case for the SHM system by increasing the volume covered by each transducer,\textsuperscript{22} the sensitivity lost by operating at a lower frequency being recovered by tracking the signal with time.

This article investigates the use of the location-specific temperature compensation (LSTC) method that has proved very successful in guided wave monitoring\textsuperscript{12,23} to the bulk wave case, and this new method is also compared with the well-known optimal baseline selection (OBS) technique. Laboratory tests on a thick copper block specimen are reported with simple defects in the form of flat-bottomed holes being introduced. The effect of repeated temperature cycling on the signals is then investigated, and a scheme for reducing the effect of signal drift with time is introduced.

Section ‘Test specimen and sequence of experiments’ describes the test specimen and test protocols. Section ‘Temperature compensation’ then describes the temperature compensation schemes used and the following section ‘Effect of temperature cycling with no damage growth’ shows how the signals with no change in damage state vary over repeated small and large temperature cycles. A method of compensating for signal drift with time is introduced in section ‘Use of back wall echo ratio to reduce influence of drift’, the resulting scatter in the processed signals with time in a constant damage state and the effect of damage introduction being reported in section ‘Results using back wall echo ratio’. This is followed by the conclusions of the article.

Test specimen and sequence of experiments

The test specimen shown in Figure 1 was a simple 120 \times 120 \times 50 mm\textsuperscript{3} copper block with a 0.25-mm thick, 13-mm diameter lead zirconate titanate (PZT) disc (PIC255, Physik Instrumente Ltd) operating in thickness mode bonded to the centre of the sample surface using an epoxy adhesive. To avoid reflections of surface waves from the edges of the small sample, the top surface was coated with a layer of ‘Stoapaq’, a proprietary bitumen-like material (Seal Forlife Industries).

Figure 1. Specimen used: (a) photograph and (b) schematic diagram (not to scale).
This setup was originally designed to illustrate the benefits of reducing the test frequency in monitoring applications; it is not suggested that it is an optimal design for long term monitoring, since stability problems with adhesive bondlines have commonly been reported and the properties of the Stopaq coating are strongly temperature dependent. A USB oscilloscope and arbitrary waveform generator (HandyScope HS5) was used to generate the excitation signal and measure the reflections, which were amplified by 40 dB. In the initial laboratory tests, the interest was in investigating the effect of frequency on the volume coverage so the excitation used was a relatively broadband three cycle, 2-MHz Hanning windowed toneburst and in Liu et al., the response was band-pass filtered at different centre frequencies; a 1.5–2.5 MHz band-pass filter was used in the results reported here. In the new tests of this article, a five cycle, 2-MHz Hanning windowed excitation toneburst was employed and the received signals were passed through a digital 500-kHz high-pass filter to remove any low-frequency noise. A thermocouple was attached to the sample surface to measure the temperature during monitoring via a Pico TC-08 instrument.

Readings were collected in the laboratory at ~10-min intervals over 6 days before the introduction of model defects in the form of flat-bottomed holes; the laboratory temperature varied by about 2.5°C over a daily cycle. Two holes were introduced sequentially, both being 1-mm diameter and 10-mm deep; the first was on-axis and the second was 10-mm off-axis, as shown in Figure 1(b). For the tests of Liu et al., the second hole was extended to 2-mm diameter and 20-mm deep, but this extension is not relevant to this article. Readings were taken over 2 days following the introduction of each hole before further damage was introduced.

After the laboratory tests with defects were complete, the specimen was placed in an environmental chamber where it was subjected to 18 temperature cycles over 6 days before the introduction of model defects. The laboratory temperature varied by about 2.5°C over a daily cycle. This enabled the operation of temperature compensation to be tested over a representative range and for the stability of the system to be investigated.

**Temperature compensation**

Two widely used methods for the temperature compensation of guided wave signals are baseline signal stretch (BSS) and OBS. While BSS requires only one baseline signal that is used as a reference to which any current measurement is compressed or stretched in time to minimise the residuals, in OBS, a set of baseline signals is stored so that the one deemed most similar to the specific current measurement is used for amplitude subtraction, often after also applying BSS on the selected baseline. Both these techniques are, in principle, applicable to bulk wave as well as guided wave signals. There have also been several attempts to deal with the difficulty of temperature compensation on multi-mode-guided wave signals, but this is not generally an issue in bulk wave ultrasound as it is relatively easy to obtain either a pure longitudinal or pure shear wave signal.

Recently, Mariani et al. developed a new temperature compensation method denoted as LSTC that has been successfully applied to torsional-guided wave signals collected by permanently installed monitoring systems on pipes. Unlike the BSS, OBS and other previous methods that consider the whole signal in a single process, LSTC treats each point on the signal, corresponding to a particular location on the test structure, separately. The method comprises a calibration phase and a monitoring operation phase. In calibration, a set of baseline signals is acquired across the temperature range of interest, which is used to construct a calibration curve for each signal sample, that is, each point on the captured waveform. Each curve shows how the expected signal amplitude at each location in the absence of damage varies with temperature. In the monitoring operation phase, when a new measurement is acquired, at each point, the expected value at the relevant temperature obtained from the calibration curves is subtracted from the measurement itself. Thus, in the absence of damage, the expected value of the residual signal is zero. Further details are given in the Appendix and in Mariani et al. where it was also shown that the sequence of residuals obtained at any signal sample follows a normal distribution with approximately zero mean and with a standard deviation related to the incoherent noise level affecting the measurement. This makes it possible to apply change tracking algorithms such as the generalised likelihood ratio (GLR).

In this article, as in Mariani et al., the LSTC method was applied after first applying BSS compensation; this initial ‘global’ compensation corrects for wave speed changes with temperature and so ensures that the different signals are correctly ‘registered’, that is, a given sample point on each signal corresponds to the same location on the structure. While in the experiments reported here, the specimen temperature was measured and so could be used to identify the appropriate point on the calibration curves for each measurement, it is also possible to use the BSS factor as a surrogate temperature measurement.

**Effect of temperature cycling with no damage growth**

**Laboratory tests around ambient temperature**

The initial tests on the sample before the introduction of damage were conducted in the laboratory over a
period of 6 days. The temperature at each measurement point over the 6-day period is shown in Figure 2(a) and a typical A-scan signal showing longitudinal wave reflections from the back wall is presented in Figure 2(b), the amplitude being normalised to the maximum of the first-back wall reflection. The initial part of the A-scan signal corresponding to the excitation signal and amplifier recovery has been gated out, after which the first-back wall reflection and two reverberations can be seen; the 4000 samples in the A-scan correspond to a duration of 80 $\mu$s. The signal-to-noise ratio is poor as multiple small signals appear throughout the time trace; these are probably largely due to reverberations in the transducer assembly, though there is also some grain noise coming from the copper sample. No attempt was made to optimise the transducer or to identify the relative amplitudes of the sources of this coherent noise, as the purpose of this article is to investigate the ability of the monitoring scheme to subtract out the coherent noise; the noisy signal obtained here presents a more challenging case than an optimally designed system giving a very good signal to coherent noise ratio.

The first day of data shown in red in Figure 2(a) was used as the calibration data set and Figure 2(c) shows an example LSTC calibration curve showing the signal amplitude as a function of temperature at sample 1111 marked in Figure 2(b). The LSTC calibration curve shown in black was fitted to the red points from the first, calibration, cycle using a second-order polynomial, while the blue points show the data from the subsequent cycles. The residual at each of the blue points was obtained by subtracting the value of the calibration curve at the relevant temperature from the amplitude of the blue point; the temperature range in these tests was only about 2.5°C so the signal changes are modest. Figure 2(d) shows the residual signal obtained from the LSTC compensation procedure at each of the blue measurement points of Figure 2(a). These superposed signals have zero mean (this would be expected as both signals are high-pass filtered, so any dc component is removed and the residual is formed by subtracting the

---

**Figure 2.** (a) Temperature at each measurement time in laboratory tests. Red – calibration data, blue – ‘current’ data. (b) Typical A-scan signal normalised to maximum absolute envelope value. The 4000 samples correspond to an overall duration of 80 $\mu$s. (c) Typical LSTC calibration curve corresponding to sample 1111 marked with circle in (b). (d) Residual signals from each of the blue measurement points in (a).
two zero-mean signals) and a standard deviation of 0.20%. There is no apparent trend with position in the signal, showing that the subtraction to obtain the residual works well even when the original signal is large, for example, at the locations of the back wall echoes.

**Tests in environmental chamber**

After the experiments with damage introduction were concluded, the specimen was moved to an environmental chamber where it was subjected to 18 temperature cycles over \(20^\circ\text{C} - 70^\circ\text{C}\), as shown in Figure 3(a), readings being taken at \(70\)-s intervals; each cycle took about 20 h. There was a power interruption to the control system after about 16,000 readings when the temperature stayed at around its maximum value, as shown in Figure 3(a). Figure 3(b) shows the maximum amplitude of the first back wall echo as a function of measurement number. There is clear temperature dependence and drift with time; the maximum amplitude increases slightly with time over the first \(4000\) readings but then decreases gradually, the value after \(18,000\) readings being about 5% lower than the peak. The computed stretch factor in the BSS compensation shown in Figure 3(c) also varies with temperature and time; the variation with temperature is expected as the stretch factor accounts for the ultrasonic velocity change compared to the baseline (reading 5510 at \(45^\circ\text{C}\)) that changes roughly linearly with temperature difference, but at a given temperature, the stretch factor is expected to be constant with time, whereas Figure 3(c) shows that the minimum stretch value (corresponding to the minimum temperature and so highest velocity) changes from 0.9963 to 0.9956 over the 18 cycles.

This suggests that there is some distortion to the signal that changes the optimum value of stretch required to minimise the difference between the baseline and stretched current signals. Figure 4(a) shows the first-back wall echo from signals 1578 and 17,610, both of which were at \(44.7^\circ\text{C}\): (a) as captured, (b) signals of (a) after phase compensation, (c) signals of (b) after amplitude normalisation and (d) zoom of tail region of (c).

*Figure 3.* Tests in environmental chamber. (a) Temperature history over 18,131 measurements taken over \(\sim 15\) days. Measurements marked in black and red are those used in Figure 5. (b) Maximum amplitude of first-back wall echo normalised to maximum value obtained in any test. (c) BSS factor relative to baseline (reading 5510 at \(45^\circ\text{C}\)).

*Figure 4.* First-back wall echo in signals 1578 and 17,610, both of which were at \(44.7^\circ\text{C}\): (a) as captured, (b) signals of (a) after phase compensation, (c) signals of (b) after amplitude normalisation and (d) zoom of tail region of (c).
zoomed plot of Figure 4(d). However, the back wall echo will be affected by damage, so normalising it to a baseline value will tend to obscure damage growth. Therefore, amplitude normalisation is unlikely to be an appropriate way to deal with the drift in amplitude with time, so another calibration method is required; this is addressed in the next section.

The drift in amplitude and phase with time is probably caused by changes in the bonding of the PZT disc to the test piece and also in the damping provided by the Stopaq covering; this hypothesis is supported by the presence of changes in the reverberation seen immediately after the end of the excitation signal in the initial region gated out in Figure 2(b). As discussed above, the goal of the tests reported here was to explore issues in the application of SHM using bulk wave ultrasound, rather than to produce an optimised transduction system, so the cause of the drift was not investigated further.

The transduction system is relatively stable over a small number of cycles. For example, Figure 5(a) shows the sixth and seventh cycles that are plotted in black and red, respectively, in Figure 3(a). It is advantageous to take multiple baseline readings and ideally these will be spread fairly evenly across the range of temperatures. This is particularly important when the OBS and BSS compensation are used singly or in combination, and the work of Mariani and Cawley showed that multiple baselines, even taken around the same temperature, improve performance over a single reading. As an example, suppose that six clusters of five readings at ~10°C intervals in the region of the points marked in blue in Figure 5(a) are used as baseline readings; this corresponds to a case where the temperature does not vary smoothly over the period when it is possible to take baselines. Figure 5(b) shows the residual signals obtained for each measurement in the second (red) temperature cycle of Figure 5(a) when using the LSTC temperature compensation method. The standard deviation of the residual signal is about 0.22% which is very similar to that obtained in Figure 2(d) when the temperature variation was only about 2.5°C, compared to the 5°C in this test. In contrast, Figure 5(c) shows the corresponding result when combined OBS and BSS temperature compensation was used with the same set of

![Figure 5. Temperature compensation over wide temperature range when transduction system is stable. (a) Sixth and seventh cycles of Figure 3(a) with measurement numbers set to zero at start of sixth cycle. Six clusters of five readings at ~10°C intervals in region of points marked in blue used as baseline readings. (b) Residual signals at each of points in red cycle of (a) using LSTC temperature compensation. (c) Corresponding plot to (b) but using OBS + BSS temperature compensation. (d) Variation in residual amplitude with measurement number at sample 1162 (maximum absolute value of back wall reflection in Figure 4(a)) using LSTC and OBS + BSS compensation; measurement number set to zero at the start of red cycle of (a).](image-url)
baseline readings. The peak-to-peak range of residual is now ~9% compared to about 2% with LSTC in Figure 5(b), the peak residuals being around the location of the first back wall echo, as would be expected since the residual here is the difference between two large quantities. Figure 5(d) shows the variation of residual amplitude at sample number 1162 (the peak of the first back wall echo shown in Figure 4(a)) with measurement number using the two compensation methods. The LSTC residual is always small, whereas the OBS + BSS residual exhibits a sawtooth pattern, the residual being low when the temperature corresponding to the measurement number is close to that of one of the six calibration points. The jumps from negative to positive amplitudes in the residual occur when the optimum baseline selected switches from a baseline taken above to one at a lower temperature or vice versa.

These results demonstrate that the LSTC method is superior to the conventional OBS + BSS technique; this finding mirrors that seen with guided waves. Therefore, if a stable transduction system is designed, the LSTC method will provide very effective temperature compensation with bulk wave ultrasonic signals.

Use of back wall echo ratio to reduce influence of drift

Achenbach et al. proposed a self-calibration scheme for ultrasonic inspection. In a normal incidence configuration, such as that used in this article, it involves comparing successive reverberant reflections from the same reflector. Consider the setup of Figure 6 which is a schematic representation of the experimental arrangement of Figure 1. The transducer is shown separate from the top surface to emphasise the presence of an adhesive coupling layer, and the beam paths are shown non-normal to enable successive echoes to be distinguished. Interface 1 at the top surface is between the adhesive layer and the copper block, while interface 2 at the bottom surface is between the copper block and air. The first- and second-back wall echoes, $S_1$ and $S_2$, are given by

$$S_1 = PT_1AR_2AT_1P$$

$$S_2 = PT_1AR_2AR_1AR_2AT_1P$$

where $P$ is the transduction sensitivity of the transducer (written as equal in transmit and receive, but this is not essential), $A$ is the attenuation over the specimen thickness (including beam spread), $R_i$ is the reflection coefficient from interface $i$, and $T_i$ is the transmission coefficient for interface $i$. Then

$$\frac{S_2}{S_1} = R_1R_2A^2$$

Since defects in the beam path will affect the back wall reflection, we are interested in tracking the value of $R_2$. The baseline value is $R_{20}$, so we have

$$R_1A^2 = \frac{1}{R_{20}} \left( \frac{S_2}{S_1} \right)_0$$

where $(S_2/S_1)_0$ is the baseline back wall signal ratio. Hence, from equation (3), if $R_1$ is constant

$$\frac{R_2}{R_{20}} = \left( \frac{S_2}{S_1} \right)_0$$

We can, therefore, track changes in $R_2$ with time on the assumption that $R_1$ is constant. Unfortunately, $R_1$ will be affected by adhesive property changes and so may not be constant. The sum of the squares of the amplitude reflection and transmission coefficients is unity, so

$$R_1^2 + T_1^2 = 1$$

Suppose the transmission coefficient decreases by $\delta T_1$. Then

$$2R_1\delta R_1 + 2T_1\delta T_1 = 0$$

and considering a fractional change, $\delta T_1/T_1$, which would give a corresponding reduction in ultrasonic amplitude for constant transducer excitation

$$R_1^2 \frac{\delta R_1}{R_1} + T_1 \frac{\delta T_1}{T_1} = 0$$

Hence

$$\left| \frac{\delta R_1}{R_1} \right| = \frac{T_1^2}{R_1^2} \left| \frac{\delta T_1}{T_1} \right|$$
There is a substantial acoustic impedance mismatch between copper (41.6 MRayl) and epoxy (~3 MRayl), so the transmission coefficient across the interface is small relative to the reflection coefficient and the fractional change in the reflection coefficient from equation (9) is about one-third of the change in the transmission coefficient. Therefore, the ratio of equation (5) will be less affected by changes in the impedance of the epoxy layer than the absolute back wall reflection amplitudes, and the ratio is completely unaffected by changes in the piezoelectric properties or the excitation voltage. Therefore, we expect the ratio $S_2/S_1$ to be more stable with time than $S_1$ alone; this is tested in the next section.

**Results using back wall echo ratio**

Figure 7 shows the outcome of LSTC temperature compensation on all measurements taken in the environmental chamber, using the six clusters of five readings in the region of points marked in blue in Figure 5(a) as baselines. The large excursions around sample 1150 correspond to the location of the first-back wall echo; it would be expected that uncompensated effects would have the largest effect at the location of the biggest reflector, since the residual signal at this location is the difference between two large quantities. Excluding the points in this region, the standard deviation is about 0.25% which is quite similar to the result of Figure 5(b). However, it is often of interest to detect defects close to the back surface or to see the shadowing effects on the back wall echo produced by defects in the body of the test piece, so obtaining a stable result at the location of the back wall echo is particularly important.

Figure 8 shows the results obtained using the back wall ratio method in section ‘Use of back wall echo ratio to reduce influence of drift’. The variation of the amplitude of the first-back wall echo with time as the temperature was cycled was shown in Figure 3(b) and the second-back wall echo followed a similar pattern, as would be expected. Figure 8(a) shows the ratio of the second-back wall echo amplitude to that of the first over the full duration of the tests in the environmental chamber; there are significant oscillations corresponding to the temperature cycling. Figure 8(b) shows the LSTC calibration curve for the back wall echo ratio obtained from the ratio values of all the points in the first cycle of Figure 3(a), a fourth-order polynomial being used for the fit; a higher order was used than in Figure 2(c) as the temperature range covered was much larger. Figure 8(c) shows the result of applying LSTC compensation to the results of Figure 8(a) after the first, calibration, cycle. The ordinate of Figure 8(c) is the residual given by LSTC for the ‘current’ signal, expressed as a percentage of the baseline ratio. The moving average increases slightly up to about sample 8000 and then stabilises, in contrast to the back wall amplitude of Figure 3(b) that first increased and then decreased markedly with time. It is likely that the initial changes in the echo amplitudes and their ratio are caused by further curing of the adhesive as it is exposed to high temperatures for extended periods, the original cure having been at room temperature. This would cause irreversible acoustic impedance changes that will not be perfectly compensated by taking the ratio of successive back wall reflections, as explained in section ‘Use of back wall echo ratio to reduce influence of drift’; however, as indicated by equation (9), the ratio is less affected than the raw echo amplitude. The echo ratio is temperature-dependent, as seen in Figure 8(a) and (b), but the temperature dependence is consistent with time, so once the adhesive has stabilised, the LSTC compensated ratio is stable, as seen in Figure 8(c) from reading 8000 onwards. Therefore, the ratio method has compensated the downwards drift in the raw amplitudes shown in Figure 3(b). The standard deviation of the moving average line is about 0.22%.

Figure 9 shows the residual back wall ratio corresponding to that of Figure 8(c) obtained in the initial laboratory tests at ambient temperature as damage was introduced, the red lines showing the average residual ratio at each step. The standard deviation of the readings about the averages is 0.21% which encouragingly is very similar to that of Figure 8(c), indicating that there is no significant increase in scatter as more temperature compensation is required. The steps in the back wall echo ratio as first the on-axis hole of Figure 1(b) and then the off-axis hole was introduced can clearly be seen. The steps in the ratio are not equal,
but this is to be expected as the shadowing effect of the defects on the back wall echo will be different for on- and off-axis holes. The ratio of the change in back wall echo ratio on introduction of the first hole to the standard deviation of the readings is ~6 so it is clear that the defect is very reliably detected and it would be feasible to detect much smaller defects, provided frequent readings were obtained to remove the effects of the scatter, for example, the GLR algorithm. Application of the algorithm is dependent on the scatter in the signal used being normally distributed. The degree to which the three clusters of residuals at each step of Figure 9 individually fit a normal distribution was checked by applying the Shapiro and Wilk test which yielded p-values of 0.33, 0.83 and 0.56, thus, all comfortably passing the normality test at a 5% significance level, which requires the p-value to be greater than 0.05. Therefore, the echo ratio signals are appropriate for application of the GLR algorithm.

The results of Figure 8(c) show that the back wall echo ratio is much more stable than the back wall echo amplitude of Figure 3(b), even when values in Figure 3(b) are taken at a particular temperature (this can be seen from the changes in the maxima and minima with time). This suggests that the method can be used to address the problem of transducer drift, including...
changes in its bonding to the structure. Another problem that it will be important to address in some cases is corrosion causing changes in the roughness profile of the back wall and hence in the echo shape as well as its arrival time.\textsuperscript{32} It has been shown that it is possible to obtain reliable thickness changes even in the presence of varying roughness profiles,\textsuperscript{33} but the changing nature of the back wall echo will make it impossible to detect small defects from changes in the back wall signal or the ratio of successive signals. Therefore, alternative compensation schemes will have to be devised.

**Conclusion**

Temperature and signal drift compensation of a bulk ultrasonic wave SHM system has been investigated. Tests have been carried out on a thick copper block specimen instrumented with a PZT disc excited at a centre frequency of 2 MHz both in the laboratory at ambient temperature and in an environmental chamber over multiple 20°C–70°C temperature cycles. It has been shown that the LSTC scheme originally developed for guided wave inspection works very well with bulk ultrasonic wave signals and significantly out-performs the conventional combined OBS and BSS method.

The test setup was deliberately not optimised, and the signal amplitude and phase were shown to drift with time as the system was temperature cycled in the environmental chamber. In the normal incidence setup used here, it was shown that the ratio of successive back wall reflections at a given temperature was much more stable with time than the amplitude of a single reflection, and that this ratio can be used to track changes in the reflection coefficient from the back wall with time. It was also shown that the LSTC method can be used to compensate for changes in the back wall reflection ratio with temperature. Clear changes in back wall reflection ratio were produced by the shadow effect of simulated damage in the form of 1-mm diameter flat-bottomed holes, and the signal-noise ratio was such that much smaller defects would be detectable. The LSTC residuals at each damage step were normally distributed about their mean value; this facilitates the application of change detection methods such as the GLR to track damage progression.

**Declaration of conflicting interests**

The author(s) declared no potential conflicts of interest with respect to the research, authorship and/or publication of this article.

**Funding**

The author(s) disclosed receipt of the following financial support for the research, authorship and/or publication of this article: This work was supported by the fund from the ORCA hub, EPSRC (Grant No. EP/R026173/1) and also by a grant from NDEvR Ltd, representing the industrial members of the UK Research Centre in NDE (RCNDE) consortium.

**ORCID iDs**

Stefano Mariani https://orcid.org/0000-0001-7027-3117
Yuan Liu https://orcid.org/0000-0002-6841-7078
Peter Cawley https://orcid.org/0000-0002-1768-5304

**References**

1. Heinlein S, Cawley P, Vogt T, et al. Blind trial validation of a guided wave structural health monitoring system for pipework. Mater Eval 2018; 76: 1118–1126.
2. Herdovics B and Cegla FB. Structural health monitoring using torsional guided wave electromagnetic acoustic transducers. Struc Health Monit 2018; 17: 24–38.
3. Clarke T, Cawley P, Wilcox PD, et al. Evaluation of the damage detection capability of a sparse array guided wave SHM system applied to a complex structure under varying thermal conditions. *IEEE T Ultrason Ferr Freq Control* 2009; 56: 2666–2678.
4. Lu Y and Michaels J. A methodology for structural health monitoring with diffuse ultrasonic waves. *Ultrasonics* 2005; 43: 717–731.
5. Konstantinidis G, Wilcox PD and Drinkwater BW. An investigation into the temperature stability of a guided wave structural health monitoring system using permanently attached sensors. *IEEE Sens J* 2007; 7: 905–912.
6. Cawley P. Structural health monitoring: closing the gap between research and industrial deployment. *Struc Health Monit* 2018; 17: 1225–1244.
7. Lobkis O and Weaver RL. Temperature dependence of diffuse field phase. *Ultrasonics* 2000; 38: 491–494.
8. Harley JB and Moura JM. Scale transform signal processing for optimal ultrasonic temperature compensation. *IEEE T Ultrason Ferr Freq Control* 2012; 59: 2226–2236.
9. Douglass A and Harley JB. “Dynamic time warping temperature compensation for guided wave structural health monitoring. *IEEE T Ultrason Ferr Freq Control* 2018; 65: 851–861.
10. Sohn H. Effects of environmental and operational variability on structural health monitoring. *Philos Trans Royal Soc A* 2007; 365: 539–560.
11. Di Scalea FL and Salamone S. Temperature effects in ultrasonic Lamb wave structural health monitoring systems. *J Acoust Soc Am* 2008; 124: 161–174.
12. Mariani S and Cawley P. Change detection using the generalized likelihood ratio method to improve the sensitivity of guided wave structural health monitoring systems. *Struct Health Monit. Submitted for Publication* 2020 IN PRESS.
13. Travaglini C, Bescond C, Viens M, et al. “Feasibility of high frequency guided wave crack monitoring. *Struct Health Monit* 2017; 16: 418–427.
14. Chua CA and Cawley P. Crack growth monitoring using fundamental shear horizontal guided waves. *Struct Health Monit* 2020; 19(5): 1311–1322.

15. Cegla FB, Cawley P, Allin J, et al. “High-temperature (>500°C) wall thickness monitoring using dry-coupled ultrasonic waveguide transducers. *IEEE T Ultrason Ferr Control* 2011; 58: 156–167.

16. Isla J and Cegla FB. Optimisation of the bias magnetic field of shear wave EMAT. *IEEE T Ultrason Ferr Control* 2016; 63: 1148–1160.

17. Permasense Ltd, www.permasense.com

18. Cosasco, http://www.cosasco.com/ultracorr-high-resolution-online-pipe-thickness-monitor.html

19. Cegla FB, Davies J and Jarvis A. High temperature crack monitoring using SH waves. *NDT&E Int* 2011; 44: 669–679.

20. Kande, http://www.kande.net/pdf/Baltica%20VIII%20Presentation.pdf

21. Stolz C and Neumair M. Automated damage detection system for hot spot monitoring using imaging ultrasonic system technology and its interface to an integrated health monitoring system. In: *Proceedings of the 5th European workshop on SHM*, Naples, 28 June–4 July 2010.

22. Liu Y, Nagy PB and Cawley P. Design optimization of permanently monitored installation system for polycrystalline materials. *Struct Health Monit*. Epub ahead print 26 August 2020. DOI: 10.1177/1475921720950197.

23. Mariani S, Heinlein S and Cawley P. Location specific temperature compensation of guided wave signals in structural health monitoring. *IEEE T Ultrason Ferr Control* 2020; 67: 146–157.

24. Attarian VA, Cegla FB and Cawley P. Long-term stability of guided wave structural health monitoring using adhesively bonded piezoelectric transducers. *Struct Health Monit* 2014; 13: 265–280.

25. Haider MF, Yu L, Lin B, et al. Characterization of piezo electric wafer active sensors after exposure to high temperature. In: *Proceedings of the ASME pressure vessels and piping conference, Vancouver, BC, Canada*, 17–21 July 2016.

26. Fendzi C, Rébillat M, Mechbal M, et al. A data-driven temperature compensation approach for structural health monitoring using lamb waves. *Struct Health Monit* 2016; 15: 525–540.

27. Zoubi AB, Kim S, Adams DO, et al. “Lamb wave mode decomposition based on cross-winger-ville distribution and its application to anomaly imaging for structural health monitoring. *IEEE T Ultrason Ferr Control* 2019; 66: 984–997.

28. Mariani S, Heinlein S and Cawley P. Compensation for temperature-dependent phase and velocity of guided wave signals in baseline subtraction for structural health monitoring. *Struct Health Monit* 2020; 19: 26–47.

29. Clarke T, Simonetti F and Cawley P. Guided wave health monitoring of complex structures by sparse array systems: influence of temperature changes on performance. *J Sound Vib* 2010; 329: 2306–2322.

30. Achenbach J, Komsky I, Lee YC, et al. Self-calibrating ultrasound technique for crack depth measurement. *J NDE* 1992; 11: 103–108.

31. Shapiro SS and Wilk MB. An analysis of variance test for normality (complete samples). *Biometrika* 1965; 52: 591–611.

32. Benstock D, Cegla F and Stone M. The influence of surface roughness on ultrasonic thickness measurements. *J Acoust Soc Am* 2014; 136: 3028–3039.

33. Gajdacsi A and Cegla F. The effect of corrosion induced surface morphology changes on ultrasonically monitored corrosion rates. *Smart Mater Struct* 2016; 25: 115010.

### Appendix

**Location-specific temperature compensation (LSTC)**

Figure 10 shows a schematic of the LSTC method, which consists of a calibration (Steps 1–3) and a monitoring operation phase (Steps 4–7). In the calibration phase, a set of signals are acquired within a temperature range $T_{low}$–$T_{high}$ (Step 1) and are then processed via a time-stretch compensation algorithm, such as the BSS technique or the method of Mariani et al., to compensate the changing wave speed with temperature (Step 2). Then, the set of radio frequency (RF) signal amplitudes registered at any given position within the signal (e.g. Figure 2(c) shows the case of sample 1111) are fitted with an appropriate curve that captures the underlying signal oscillations occurring as the temperature varies over the available $T_{low}$–$T_{high}$ range (Step 3). Practically, polynomial fits yield excellent results. The required degree of polynomial fitting depends on the extent of the available range of temperatures; for example, second-order polynomials were sufficient to fully capture the oscillations across the 3°C variation of section ‘Laboratory tests around ambient temperature’ (see Figure 2(c)), while fourth-order polynomials were used for the 50°C variation of the data set described in section “Tests in environmental chamber”. These values are appropriate for measurements using bulk wave ultrasound; when LSTC is applied to ultrasonic-guided wave measurements involving a plurality of modes that interact with each other, the signal can oscillate more rapidly with temperature, so higher polynomial degrees must be used. For example, in Mariani and Cawley, the authors showed that a twelfth-order polynomial was required to fit the coherent noise variations produced by multimodal interactions sensed by a pipe monitoring system.

Once calibration curves are computed, in the monitoring operation phase, any current signal $S_i$ acquired at temperature $T_i$ is time-stretched using the same technique chosen for Step 2 (Step 5) before being further processed according to Step 6. At any given signal position (i.e. at any signal sample), the value given by the specific calibration curve for that position at temperature $T_i$, which represents the expected signal amplitude...
in the absence of new damage, is subtracted from the measured amplitude. For example, Figure 2(d) shows a superposition of the residual signals obtained from all blue measurements indicated in Figure 2(a).

Interestingly, LSTC can be applied to any feature extracted from the measurements that is expected to be temperature dependent, as shown, for example, in Figure 8(b) and (c), where it has been successfully applied to the back wall ratio method introduced in section ‘Use of back wall echo ratio to reduce influence of drift’. Note that, depending on the specific targeted feature, Steps 2 and 5 may be superfluous. More details of the method and its application can be found in Mariani et al.23