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Abstract This paper focuses on the problem of the event-triggered adaptive containment control for a class of nonlinear multiagent systems (MASs) with prescribed performance and immeasurable states. First, the radial basis function neural networks (RBFNNs) are adopted to approximate the uncertain smooth nonlinear function, and the neural network-based state observer is designed to estimate the unmeasurable state. Besides, to reduce the control resource consumption and get a better balance between the system performance and network constraints, the switching threshold-based event-triggered control strategy is introduced. Based on this, the novel distributed containment controller is designed by utilizing the adaptive backstepping technique and the dynamic surface control (DSC) technique to guarantee that the output of each follower converges to the convex hull formed by multileader. Moreover, the containment errors can be converged to the prescribed boundary and all signals in closed-loop system are semi-global uniformly ultimately bounded (SGUUB) as well. Finally, the simulation examples are carried out to illustrate the efficiency of the proposed controller.
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1 Introduction

Over the past decades, cooperative control of multiagent systems (MASs) has gained growing popularity on account of its extensive applications in various fields, such as sensor networks [1, 2] and marine vessels [3, 4] as well as spacecraft formation flying [5], to name just a few. According to the number of the leaders, cooperative control problem can be segmented into three categories including leaderless consensus control [6], leader-following consensus control [7, 8] and the containment control [9]. The fundamental characteristic of the containment control is that the MASs are composed of multiple leaders and all followers converge to the convex hull limited by multileader. In view of this, quite a few researches on containment control are designed for linear multiagent systems [10–13].

As is known to all, nonlinear systems [14–17] are more suitable for describing practical application scenarios than linear ones. However, the dynamics of nonlinear multiagent systems are often difficult to obtain, which means the traditional adaptive control method is not suitable any more. Recently, the approximate capacity of the neural network (NN) and the fuzzy logic system (FLS) have shed some insightful light on the investigations of the adaptive control problem for nonlinear multiagent systems. Mei et al. [18]...
applied the universal approximation property of radial basis function neural networks (RBFNNs) to tackle the obstacle of uncertain nonlinearities and proposed the NN-based distributed adaptive containment control scheme for second-order MASs with unknown nonlinear dynamics. Yoo [19] extended this approach to cope with consensus problems in high-order nonlinear strict-feedback multiagent systems under a directed graph topology, which can be better applied to the engineering systems. Besides, Wang and Tong [20] utilized FLSs to identify the unknown nonlinear functions and cope with the containment control problem for full-state-constrained nonlinear strict-feedback systems. However, the results described in [18–20] are based upon a quite ideal situation that the states of all followers are measurable, while it is inevitable that some states cannot be obtained directly because of economic constraints or technological limitations. In this case, Tong and Li [21] introduced the fuzzy adaptive observer to estimate unmeasured states for single-input and single-output (SISO) nonlinear systems. Subsequently, an adaptive fuzzy backstepping dynamic surface control (DSC) method was introduced for multiple-input and multiple-output (MIMO) nonlinear systems in [22]. Note that, the DSC technique shares the merit in overcoming the “explosion of complexity” issue inherent in each adaptive backstepping design step. The general idea of this technique is to introduce the first-order filter in each process of the backstepping design procedure.

Recently, as system performance has become significantly important for practical systems, a number of control schemes with prescribed performance, especially coordinated transformation-based prescribed performance, become major concerns as open for nonlinear multiagent systems [23–26]. The primary objective of prescribed performance is to guarantee that the control errors gather to the predefined performance bounds. In [26], the state feedback control approach was established to address the trouble of unknown pure-feedback nonlinear systems. Tong and Li [23] proposed the output feedback prescribed performance control method for SISO switched nonstrict-feedback nonlinear systems. The authors in [25] focused on the nonlinear large-scale systems consisting of immeasurable states and unknown time-varying delays. Ni et al. [27] investigated the fixed-time recurrent neural network control for uncertain strict-feedback nonlinear systems in the presence of unknown dead-zone output. More recently, by using FLSs, a quantized cooperative control strategy with the prespecified performance approach for MASs with unknown gains and input quantization was developed in [28]. Wang et al. [29] dealt with the issue of adaptive fuzzy containment control for nonlinear MASs with prescribed performance, unknown disturbance and unknown dead zone. However, the aforementioned results are time-triggered control, which will result in unnecessary resource consumption due to the continuously information transmission through the communication topology.

It should be mentioned that the researches of event-triggered control scheme for nonlinear systems are of extraordinary significance as it can further improve the control efficiency as well as decrease heavy communication burden and cost than classical time-triggered strategy [30]. Xing et al. [31] put forward the original event-triggered control method named the switching threshold strategy based on the framework of the fixed threshold strategy [32] and the relative threshold strategy [33, 34]. The proposed adaptive controller was able to compensate for the measurement errors so that the input-to-state stability (ISS) assumption is no longer needed. In [35], the event-triggered-based output feedback control mechanism was investigated for uncertain nonlinear systems. To decrease the communication channel bandwidth, the authors proposed the new 1-bit signal transmission rule which has been proved to be effective. Ma et al. [36] designed the observer-based adaptive event-triggered control method for the stochastic nonlinear systems along with full-state constraints and actuator faults. In order to obtain accurate tracking performance, it is essential to extend the event-triggered control from nonlinear systems to MASs. Consequently, Zhang et al. [37] developed the event-triggered tracking control scheme for nonlinear MASs with unknown disturbances that can be estimated by a disturbance observer. The problem of distributed adaptive output control for uncertain nonlinear MASs with unmeasured states and uncertain control gains was addressed, and the Nussbaum function was used to compensate for the uncertain control gains in [38]. Besides, Qiu et al. [39] applied the fixed threshold event-triggered control mechanism to pure-feedback nonlinear systems with prescribed performance and unavailable system states. It is worth noting that the problem of event-triggered adaptive containment control for nonlinear MASs with immeasurable states and predefined performance is still to be studied.
Motivated by the analysis mentioned above, this paper is concerned with the event-triggered adaptive containment control problem for a class of high-order uncertain nonlinear multiagent systems in strict feedback form with prescribed performance and immeasurable states. It aims to tackle with the following challenging issues:

1. how to analyze the influence induced by the immeasurable states as well as the event-triggered strategy on the tracking performance?
2. how to formulate the adaptive containment control scheme for the nonlinear MASs with the immeasurable states and prescribed performance?
3. how to design a threshold-based event-triggering condition for the adaptive tracking problem? Therefore, to solve this issues, RBFNNs are utilized to approximate the unknown nonlinear function of the system dynamic, as well as the NN-based observer is applied to estimate the unavailable states. Combined with the Lyapunov stability theorem and backstepping technique, the novel distributed adaptive containment control approach is proposed. The major contributions of this paper can be stated as follows: (1) By means of extending the switching threshold event-triggered strategy to the containment control of MASs, not only the communication burden can be alleviated but also the system performance can be ensured. In addition, the proposed control scheme can achieve the containment control objective. (2) Under the framework of prescribed performance control, the containment errors can converge to a predefined arbitrarily small compact set with rapid convergence speed and high accuracy. (3) The proposed control method can overcome the differentiation explosion by using the DSC technique, and thus, the designed controller becomes more effective than conventional adaptive backstepping controller, and the containment control also gains superior performance. All variables of the MASs are semi-global uniformly ultimately bounded (SGUUB) as well.

The rest of this paper is described as follows. In Sect. 2, the system formulation and preliminary knowledge are given. The controller design and stability analysis are shown in Sect. 3. The effectiveness of this proposed strategy is verified by the simulation results in Sect. 4. Section 5 finally draws the conclusion.

2 Problem formulation and preliminaries

2.1 Graph theory

The exchange of information among agents can be expressed as the directed graph $G = (\mathcal{V}, \mathcal{A}, \mathcal{W})$, with the set of vertexes $\mathcal{V} = \{1, 2, ..., N, N + 1, ..., N + M\}$ and the set of edges $\mathcal{A} = \{(i, j) | i \in \mathcal{V}, j \neq i\}$. The followers are labeled as $1, ..., N$, while “$N + 1, ..., N + M$” represent the leaders. $\mathcal{A} = [a_{i,j}] \in \mathbb{R}^{(N+M) \times (N+M)}$ stands for the adjacency matrix, where $(i, j) \in \mathcal{A}$ means that there exists an information flow from agent $j$ to agent $i$, and $a_{i,j} > 0$ when $(i, j) \in \mathcal{A}$, otherwise $a_{i,j} = 0$. The neighbors set of node $i$ is defined as $\mathcal{N}_i = \{j | (i, j) \in \mathcal{A}\}$. Let $L = [l_{i,j}] \in \mathbb{R}^{(N+M) \times (N+M)}$ be the Laplacian matrix, and $l_{i,j} = -a_{i,j}$ for all $j \neq i$, otherwise, $l_{i,j} = \sum_{j \in \mathcal{N}_i} a_{i,j}$. The Laplacian matrix equals to $L = D - A$, where $D = \text{diag}[d_1, ..., d_{N+M}]$ with $d_i = \sum_{j \in \mathcal{N}_i} a_{i,j}$ denotes the degree matrix of the digraph $G$. It is assumed that each follower owns at least one neighbor, while leaders own none. Then, the Laplacian matrix $L$ of the digraph $G$ can be partitioned into

$$
L = \begin{bmatrix}
L_1 & L_2 \\
0_{M \times N} & 0_{M \times M}
\end{bmatrix}
$$

Assumption 1 For each follower, there is at least one leader that possesses a directed path to it.

Remark 1 A directed path from node $i$ to node $j$ is a sequence of edges which is in the form of $(i, i_1), (i_1, i_2), ..., (i_l, j)$ in a directed graph. Assumption 1 is presented to ensure that each follower can obtain information from the leader.

Lemma 1 [40] Based on Assumption 1, each eigenvalue of matrix $L_1$ has a positive real part. Each row of $-L_1^{-1}L_2$ has a sum that equals to 1, and each entry of $-L_1^{-1}L_2$ is nonnegative.

Assumption 2 The outputs of the leaders $y_{li,r}$ ($l = N + 1, ..., N + M$) are adequately smooth function of $t$, and $y_{li,r}, \dot{y}_{li,r}, \ddot{y}_{li,r}$ are bounded, i.e., there exists a positive constant $\sigma$, such that

$$
||y_{li,r}||^2 + ||\dot{y}_{li,r}||^2 + ||\ddot{y}_{li,r}||^2 \leq \sigma
$$

Remark 2 Assumption 2 is presented to ensure that the leaders’ signals are bound, which is an important part
of illustrating that all signals in the closed-loop system are semi-global uniformly ultimately bounded.

**Definition 1** [19] A set $\mathcal{C}$ is convex, if for any $X_1, X_2 \in \mathcal{C}$ and any $\theta \in [0, 1], \theta X_1 + (1 - \theta) X_2 \in \mathcal{C}$. The convex hull of a set $\mathcal{C}$, denoted by $\mathcal{C}(X) = X_1, ..., X_n$, is the smallest convex set that contains all points in $X$. Concretely, $\mathcal{C}(X) = \{\sum_{k=1}^n \theta_k X_k | X_k \in X, \theta_k > 0, \sum_{k=1}^n \theta_k = 1\}$.

2.2 Model formulation

Consider a strict-feedback nonlinear multiagent system composed of $N$ agents. The dynamics of the $i$th ($i=1,...,N$) agent are described as follows:

$$
\dot{x}_{i,n} = K_i \tilde{x}_{i,n} + A_i y_i + \sum_{j=1}^n B_{i,j} f_i,j(\tilde{x}_{i,n}) + C_i u_i
$$

$$
y_i = D_i^T \tilde{x}_{i,n}, \quad i = 1, 2, ..., N
$$

where $\tilde{x}_{i,n} = [x_{i,1}, x_{i,2}, ..., x_{i,m}]^T \in \mathbb{R}^m$ are state vectors, $y_i \in \mathbb{R}$ and $u_i(t) \in \mathbb{R}$ are the system output and the control input, respectively. $f_i,j(\cdot)$ denotes the unknown smooth nonlinear function. In this paper, it is assumed that only the output variables $y_i$ are available, while other states are unmeasurable during the controller design procedure.

Rewrite system (1) as:

$$
\tilde{x}_{i,n} = K_i \tilde{x}_{i,n} + A_i y_i + \sum_{j=1}^n B_{i,j} f_i,j(\tilde{x}_{i,n}) + C_i u_i
$$

$$
y_i = D_i^T \tilde{x}_{i,n}, \quad i = 1, 2, ..., N
$$

where

$$K_i = \begin{bmatrix}
-k_{i,1} & I_{(N-1) \times (N-1)} \\
-k_{i,2} & \vdots \\
-k_{i,n} & 0 & \cdots & 0
\end{bmatrix},
$$

$$A_i = \begin{bmatrix}
k_{i,1} & k_{i,2} & \cdots & k_{i,n}
\end{bmatrix}^T,$$

$$B_{i,j} = \begin{bmatrix}
0, ..., 0, 1, 0, ..., 0
\end{bmatrix}^T_{j-1},$$

$$C_i = [0, ..., 0, 1]^T, \quad D_i = [1, 0, ..., 0]^T.$$

The vector $A_i$ is selected so that $K_i$ is a strict Hurwitz matrix; thus, given any positive definite matrix $Q_i$ with $Q_i = Q_i^T > 0$, there is a positive symmetric matrix $P_i$ satisfying

$$K_i^T P_i + P_i K_i = -Q_i
$$

2.3 RBFNN and state-observer design

The universal approximation property of RBFNNs is used to approximate an unknown smooth function $\Psi(X) : \mathbb{R}^n \rightarrow \mathbb{R}^m$ defined on a compact set $\Omega_\varepsilon$; there exists an RBFNN as

$$\Psi(X) = W^*^T S(X)$$

where $X \in \Omega_\varepsilon \subset \mathbb{R}^n$ is the input vector, $W^* \in \mathbb{R}^{l \times m}$ is the ideal weight matrix, $l > 1$ represents the number of neurons, $S(X) = [S_1(X), S_2(X), ..., S_l(X)]^T$ is the Gaussian basis function vector, and $S_i(X) = \exp[\frac{-|X - \varrho_i|^2}{\varsigma_i}]$ for $i = 1, 2, ..., l$, where $\varrho_i = [\varrho_{i,1}, \varrho_{i,2}, ..., \varrho_{i,n}]^T$, $i = 1, 2, ..., l$ denotes the center of the receptive field, and $\varsigma_i$ represents the width of the Gaussian function.

As is known to all, RBFNNs can approximate any continuous nonlinear function to a desired accuracy on a compact space. On account of the excellent ability of RBFNNs, the unknown smooth function $f_i,j(\tilde{x}_{i,n}) \in \mathbb{R}^m$ can be approximated as

$$\hat{f}_i,j(\tilde{x}_{i,n})|\hat{W}_{i,j}) = \hat{W}_{i,j}^T S_{i,j}(\tilde{x}_{i,n})$$

where $\hat{W}_{i,j}$ represents the estimation of the optimal weight matrix $W_{i,j}^*$.

Let $\hat{x}_{i,j} = [\hat{x}_{i,1}, ..., \hat{x}_{i,n}]^T$ denote the estimation of the state vector $\tilde{x}_{i,j}$, one has

$$\hat{f}_i,j(\hat{x}_{i,n})|\hat{W}_{i,j}) = \hat{W}_{i,j}^T S_{i,j}(\hat{x}_{i,n})$$

The optimal weight matrix $W_{i,j}^*$ is expressed as

$$W_{i,j}^* := \arg \min_{\hat{W}_{i,j} \in \mathbb{R}^{l \times m}} \left\{ \sup_{\tilde{x}_{i,j} \in \mathbb{R}^{l \times m}} \left| \hat{f}_i,j(\hat{x}_{i,n})|\hat{W}_{i,j}) - f_i,j(\hat{x}_{i,n}) \right| \right\}$$
where $\mathcal{S}_{i,j}$, $\mathcal{S}_{i,j}$, and $\mathcal{S}_{i,j}$ are compact sets for $\hat{x}_{i,j}$, $\hat{x}_{i,j}$, and $\hat{W}_{i,j}$, respectively.

Defining the corresponding minimal approximation errors $\lambda_{i,j}$ and the approximation errors $\mu_{i,j}$, respectively, as

$$
\lambda_{i,j} = f_{i,j}(\hat{x}_{i,j}) - \hat{f}_{i,j}(\hat{x}_{i,j}|W^*_{i,j})
$$

$$
\mu_{i,j} = f_{i,j}(\hat{x}_{i,j}) - \hat{f}_{i,j}(\hat{x}_{i,j}|\hat{W}_{i,j})
$$

Assumption 3 The corresponding minimal approximation errors $\lambda_{i,j}$ and the approximation errors $\mu_{i,j}$ are bounded, i.e., existing the constants $\lambda^0_{i,j} > 0$, $\mu^0_{i,j} > 0$ such that $||\lambda_{i,j}|| < \lambda^0_{i,j}$, $||\mu_{i,j}|| < \mu^0_{i,j}$. Defining

$$
r_i = \begin{cases} 
-(1 + \varepsilon_i) \left[ \alpha_i \tanh \left( \frac{s_{i,n} \alpha_i n}{\varepsilon} \right) + \tilde{a} \tanh \left( \frac{s_{i,n} \tilde{a}}{\varepsilon} \right) \right], & \varepsilon_i |u_i(t)| + a \geq m_i \\
\alpha_i n - \tilde{m}_i \tanh \left( \frac{s_{i,n} \tilde{m}_i}{\varepsilon} \right), & \varepsilon_i |u_i(t)| + a < m_i
\end{cases}
$$

By combining (1), (9), and (10), one obtains

$$
\hat{x}_{i,j} = \tilde{x}_{i,j} + 1 + k_{i,j}(x_{i,j} - \hat{x}_{i,j}) + \hat{f}_{i,j}(\hat{x}_{i,j} | \hat{W}_{i,j}),
$$

$$
\hat{x}_{i,n} = u_i + k_{i,n}(x_{i,n} - \hat{x}_{i,n}) + \hat{f}_{i,n}(\hat{x}_{i,n} | \hat{W}_{i,n})
$$

2.4 Event-triggered design

Different from the control strategy in [32, 33, 38, 39], the switching threshold event-triggered control strategy is given below, which can alleviate the communication burden while ensuring the system performance. The intermediate control function is defined as follows

$$
\tilde{u}_i(t) = \alpha_i \left[ u_i(t) + a \right] + \tilde{m}_i \tanh \left( \frac{s_{i,n} \tilde{m}_i}{\varepsilon} \right),
$$

where $\alpha_i$ is virtual control function to be designed later. $\varepsilon_i$, $\varepsilon_i$, $m_i$, $\tilde{m}_i, a$ and $\tilde{a} > a/(1 - \varepsilon_i)$ are positive design parameters, $0 < \varepsilon_i < 1$.

Define the triggering event as

$$
u_i(t) = r_i(t^k_i) \quad \forall t \in [t^k_i, t^{k+1}_i)
$$

$$
t^{k+1}_i = \inf \left\{ t \in \mathbb{R} | \tau_i(t) \geq \max \left\{ \varepsilon_i |u_i(t)| + a, m_i \right\} \right\}
$$

where $\tau_i(t) = r_i(t) - u_i(t)$ denotes the measurement error, $t^k_i, k \in \mathbb{Z}^+$ is the update time, i.e., when (14) is triggered, the time will be recorded by $t^{k+1}_i$, and the control value will be marked as $u(t^{k+1}_i)$. During the period $t \in [t^k_i, t^{k+1}_i)$, the control signal holds as $r_i(t^k_i)$.

From (13) and (14), we have

$$
\tau_i(t) = \begin{cases} 
\delta_{i,1}(t) \varepsilon_i u_i(t) + \delta_{i,2}(t) a, & \varepsilon_i |u_i(t)| + a \geq m_i \\
\delta_{i,3}(t) m_i, & \varepsilon_i |u_i(t)| + a < m_i
\end{cases}
$$

where $\delta_{i,1}(t), \delta_{i,2}(t)$ and $\delta_{i,3}(t)$ are continuous time-varying parameters with $\delta_{i,1}(t^k_i) = \delta_{i,2}(t^k_i) = \delta_{i,3}(t^k_i) = 0, \delta_{i,1}(t^{k+1}_i) = \pm 1, \delta_{i,2}(t^{k+1}_i) = \pm 1, \delta_{i,3}(t^{k+1}_i) = \pm 1, |\delta_{i,1}(t)| \leq 1, |\delta_{i,2}(t)| \leq 1, |\delta_{i,3}(t)| \leq 1, \forall t \in [t^k_i, t^{k+1}_i)$. Then, one has
\[ u_i(t) = \begin{cases} r_i, & 1 + \delta_{1,1}(t)\epsilon_i > m_i \\ \frac{\delta_{1,2}(t)a}{1 + \delta_{1,1}(t)\epsilon_i}, & \epsilon_i|u_i(t)| + a \geq m_i \\ \frac{\delta_{1,3}(t)m_i}{r_i}, & \epsilon_i|u_i(t)| + a < m_i \end{cases} \]

(16)

**Remark 3** This switching threshold-based controller has the advantages of the fixed threshold strategy and the relative threshold strategy. As there is a high magnitude of control signal \( u_i(t) \), the relative threshold strategy is chosen to obtain longer update intervals, while when \( u_i(t) \) is approaching to zero, the fixed threshold strategy is applied to obtain better system performance. The Zeno behavior can be avoided as well.

**Lemma 2** [31] The hyperbolic tangent function \( \tanh(\cdot) \) satisfies the following property

\[ 0 \leq |t| - t \tanh \frac{t}{\epsilon} \leq 0.2785\epsilon \]

where \( \epsilon \) is an arbitrary positive constant, and \( t \in \mathbb{R} \).

### 2.5 Prescribed performance

According to [26], the prescribed performance is accomplished by ensuring that the containment error surfaces \( v_{i,1} = \sum_{j=1}^{N} a_{i,j}(y_i - y_j) + \sum_{k=N+1}^{N+M} a_{i,k}(y_i - y_{i,r}) \) evolve strictly within predefined decaying bounds as follows

\[ -\eta_{i,\text{min}}\omega_i(t) < v_{i,1}(t) < \eta_{i,\text{max}}\omega_i(t), \quad \forall t \geq 0 \]

(17)

where \( \eta_{i,\text{min}} \) and \( \eta_{i,\text{max}} \) are positive parameters. The prescribed performance function \( \omega_{i}(t) = (\omega_{i,0} - \omega_{i,\infty})e^{-\zeta_{i}t} + \omega_{i,\infty} \) is a strictly decreasing smooth function satisfying \( \lim_{t \to \infty} \omega_{i}(t) = \omega_{i,\infty} > 0, \omega_{i,0} = \omega_{i}(0) > \omega_{i,\infty}, \zeta_{i} > 0 \) such that \( -\eta_{i,\text{min}}\omega_{i}(0) < v_{i,1}(0) < \eta_{i,\text{max}}\omega_{i}(0) \), and we can obtain \( |v_{i,1}(t)| < \max\{|\eta_{i,\text{min}}\omega_{i}(0), \eta_{i,\text{max}}\omega_{i}(0)\}\).

To achieve the desired performance, the constrained containment error is converted into an equivalent unconstrained one. Letting

\[ v_{i,1}(t) = \omega_{i}(t)\Theta_{i}(\beta_{i}(t)), \quad \forall t \geq 0 \]

(18)

where \( \beta_{i} \) is the converted error, and the smooth function \( \Theta_{i}(\beta_{i}) \) is strictly monotonic increasing, and

\[ \Theta_{i}(\beta_{i}) = \frac{\eta_{i,\text{max}}e^{\beta_{i}} - \eta_{i,\text{min}}e^{-\beta_{i}}}{e^{\beta_{i}} + e^{-\beta_{i}}} \]

The inverse function can be represented as

\[ \beta_{i}(t) = \Theta_{i}^{-1}\left( \frac{v_{i,1}(t)}{\omega_{i}(t)} \right) = \frac{1}{2} \ln \frac{\Theta_{i} + \eta_{i,\text{min}}}{\eta_{i,\text{max}} - \Theta_{i}} \]

(19)

and

\[ \dot{\beta}_{i}(t) = \pi_{i}\left( \dot{v}_{i,1} - \omega_{i}\dot{v}_{i,1} \right) \]

(20)

where \( \pi_{i} = \frac{1}{2\omega_{i}} \left[ \frac{1}{\Theta_{i} + \eta_{i,\text{min}}} - \frac{1}{\Theta_{i} - \eta_{i,\text{max}}} \right] \)

Define the following state transformation

\[ s_{i,1} = \beta_{i}(t) - \frac{1}{2} \ln \frac{\eta_{i,\text{min}}}{\eta_{i,\text{max}}} \]

(21)

the transformation state dynamics are

\[ \dot{s}_{i,1} = \pi_{i}\left( \dot{v}_{i,1} - \frac{\omega_{i}\dot{v}_{i,1}}{\omega_{i}} \right) \]

(22)

Similar to [26], it is obvious that \( v_{i,1} \) satisfies the prescribed performance expressed by (17) when \( s_{i,1} \) is bounded.

**Remark 4** Different form the control strategy in [25] and [28] which cannot be applied to the MASs with multileader, this paper attempts to deal with the containment control problems for MASs. Moreover, the unmeasured states and the switching threshold-based event-triggered strategy are incorporated in this work.

### 3 Controller design and stability analysis

In this section, an adaptive neural network-based controller and parameter adaptive laws are presented by the backstepping technique and DSC technique. All signals of closed-loop system (1) are SGUUB, and the containment error \( v_{i,1} \) is as small as possible.

To design n-step adaptive backstepping consensus controller, the coordinate transformations are defined as

\[ s_{i,j} = \hat{s}_{i,j} - v_{i,j}, \quad z_{i,j} = v_{i,j} - \alpha_{i,j-1}, \quad i = 1, \ldots, N, \quad j = 2, \ldots, n \]

(23)
where $s_{i,j}$ is an error surface, $v_{i,j}$ is a filtered virtual control, which is obtained through a first-order filter on virtual control function $a_i \cdot j-1$, and $z_{i,j}$ is the output error of the first-order filter.

**Lemma 3** [29] Letting $y_i = [y_1, ..., y_N]^T$, and $s_{i,n} = [s_{1,1}, ..., s_{N,1}]^T$. Then, the following inequality holds

$$|| y_i + \mathcal{L}_1^{-1} \mathcal{L}_2 y_i, r || \leq || s_{i,n} || / || \tilde{\sigma}(\mathcal{L}_1) ||$$

where $|| \tilde{\sigma}(\mathcal{L}_1) ||$ is the minimum singular value of $\mathcal{L}_1$.

**Step 1:** Combining (1), (7), (10) with (23), the time derivative of $y_{i,1} = \sum_{j=1}^N a_i \cdot j(y_i - y_j) + \sum_{l=N+1}^{N+M} a_i \cdot l(y_i - y_{l,r})$ is

$$\dot{v}_{i,1} = \sum_{j=1}^N a_i \cdot j(y_i - y_j) + \sum_{l=N+1}^{N+M} a_i \cdot l(y_i - y_{l,r})$$

$$= \sum_{j=1}^N \dot{x}_{i,j} - \sum_{l=N+1}^{N+M} a_i \cdot l\dot{y}_{i,l}$$

$$= \sum_{j=1}^N \dot{x}_{i,j} + f_i(x_i, 1, e_{i,1})$$

$$= \sum_{j=1}^N \dot{x}_{i,j} + \tilde{W}_1 \cdot S_i (\tilde{x}_{i,j}) + \tilde{W}_1 T \cdot S_i (\tilde{x}_{i,j}) + \dot{\lambda}_{i,1} + e_{i,2}$$

$$= \sum_{j=1}^N \dot{x}_{i,j} + \tilde{W}_1 \cdot S_i (\tilde{x}_{i,j}) + \tilde{W}_1 T \cdot S_i (\tilde{x}_{i,j}) + \dot{\lambda}_{i,1} + e_{i,2}$$

where $\tilde{W}_1 \cdot = W^*_1 - \tilde{W}_1$, $j = 1, ..., n$.

Consider the following Lyapunov function candidate

$$V_{i,1} = e^T P_i e_i + \frac{1}{2} \dot{y}_{i,1}^2 + \frac{1}{2} \tilde{W}_1 T \cdot \tilde{W}_1$$

$$+ \sum_{j=1}^N \frac{a_i \cdot j}{2 \chi_{j,1}} \tilde{W}_{j,1}^T \cdot \tilde{W}_{j,1} \quad (25)$$

where $y_{i,1}$, $\chi_{j,1}$ are both positive design constants.

The time derivative of $V_{i,1}$ along (3), (10) and (22) is

$$\dot{V}_{i,1} = -e_i^T Q_i e_i + 2 e_i^T P_i \mu_i + s_{i,1}^T \pi_i \left( \dot{y}_{i,1} - \frac{\hat{\omega}_i v_{i,1}}{\omega_i} \right)$$

$$- \frac{1}{\gamma_{i,1}} \tilde{W}_{i,1}^T \cdot \tilde{W}_{i,1} - \sum_{j=1}^N \frac{a_i \cdot j}{\chi_{j,1}} \tilde{W}_{j,1}^T \cdot \tilde{W}_{j,1} \quad (26)$$

Using the Young’s inequality $2a^T b \leq ||a||^2 + ||b||^2$, one has

$$2e_i^T P_i \mu_i \leq ||e_i||^2 + ||P_i||^2 ||\mu_i||^2 \quad (27)$$

$$s_{i,1}^T \pi_i \left( d_i(\lambda_{i,1} + e_{i,2}) - \sum_{j=1}^N a_i \cdot j(\lambda_{j,1} + e_{j,2}) \right) \leq \pi_i^2 ||s_{i,1}||^2 + \frac{1}{2} ||\mathcal{L}_1||^2 ||\lambda_{i,1}||^2 + \frac{1}{2} ||\mathcal{L}_1||^2 ||e_{i,2}||^2 \quad (28)$$

Substituting (24), (27), (28) into (26) results in

$$\dot{V}_{i,1} \leq -I_{min} ||e_i||^2 + ||P_i||^2 ||\mu_i||^2$$

$$\sum_{j=1}^N \frac{a_i \cdot j}{\chi_{j,1}} \tilde{W}_{j,1}^T \cdot \tilde{W}_{j,1}$$

$$- \frac{1}{\gamma_{i,1}} \tilde{W}_{i,1}^T \cdot \tilde{W}_{i,1} - \sum_{j=1}^N \frac{a_i \cdot j}{\chi_{j,1}} \tilde{W}_{j,1}^T \cdot \tilde{W}_{j,1}$$

$$+ s_{i,1}^T \pi_i \left( d_i(\lambda_{i,1} + e_{i,2}) - \sum_{j=1}^N a_i \cdot j(\lambda_{j,1} + e_{j,2}) \right) - \pi_i^2 ||s_{i,1}||^2 + \frac{1}{2} ||\mathcal{L}_1||^2 ||\lambda_{i,1}||^2 + \frac{1}{2} ||\mathcal{L}_1||^2 ||e_{i,2}||^2$$

$$- \sum_{j=1}^N a_i \cdot j(\lambda_{j,1} + e_{j,2}) - \sum_{j=1}^N a_i \cdot j(\lambda_{i,1} + e_{i,2})$$

$$\quad \left(29\right)$$
where \( l_{\text{min}} = \min(\lambda_{\text{min}}(Q_i) - 1 - \frac{1}{2}||L_1||_F^2) \), and \( \lambda_{\text{min}}(Q_i) \) is the smallest eigenvalue of matrix \( Q_i \).

Design the virtual control function \( \alpha_{i,1} \) and the parameter adaptive law \( \dot{W}_{i,1}, \dot{W}_{j,1} \) as follows

\[
\alpha_{i,1} = \frac{1}{d_i} \left[ -\frac{c_{i,1}}{\pi_i} s_{i,1} + \pi_i s_{i,1} \right] + \sum_{j=1}^{N} a_{i,j} (\dot{x}_{j,2} + \dot{W}_{j,1}^T S_{j,1}(\dot{x}_{j,1}) \right) + \sum_{l=N+1}^{N+M} a_{i,j} \dot{y}_{l,r} + \dot{\omega}_{i,j} v_{i,1} \left( \frac{\omega_i}{\omega_i} \right) - \dot{W}_{i,1}^T S_{i,1}(\dot{x}_{i,1})
\]

\[
\dot{W}_{i,1} = \gamma_{i,1} \left( \pi_i d_i s_{i,1} S_{i,1}(\dot{x}_{i,1}) - \alpha_{i,1} \dot{W}_{i,1} \right)
\]

\[
\dot{W}_{j,1} = \chi_{j,1} \left( -\pi_i s_{j,1} S_{j,1}(\dot{x}_{j,1}) - \varphi_{j,1} \dot{W}_{j,1} \right)
\]

where \( c_{i,1} > 0, \sigma_{i,1} > 0 \) and \( \varphi_{j,1} > 0 \) are design parameters.

By invoking (30)–(32), we can obtain

\[
\dot{V}_{i,1} \leq -l_{\text{min}} ||e_i||^2 - c_{i,1} s_{i,1}^2 + \pi_i d_i s_{i,1} (z_{i,2} + s_{i,2}) + \sigma_{i,1} \dot{W}_{i,1}^T \dot{W}_{i,1} + \sum_{j=1}^{N} a_{i,j} \dot{v}_{j,1} + \rho_{i,1}
\]

\[
V_{i,1} = V_{i,1} + \frac{1}{2} s_{i,2}^2 + \frac{1}{2} \dot{z}_{i,2}^2 + \frac{1}{2} \gamma_{i,2} \dot{W}_{i,1}^T \dot{W}_{i,2} - \gamma_{i,2} \dot{v}_{i,2}
\]

where \( \gamma_{i,2} \) is a positive design constant.

The time derivative of \( V_{i,2} \) along (7), (8), (23), (33)–(35) is

\[
\dot{V}_{i,2} \leq -l_{\text{min}} ||e_i||^2 - c_{i,1} s_{i,1}^2 + \pi_i d_i (z_{i,2} + s_{i,2}) + \sigma_{i,1} \dot{W}_{i,2}^T \dot{W}_{i,1} + \rho_{i,1}
\]

\[
\dot{V}_{i,2} + \dot{W}_{i,2} S_{i,2} (\dot{\hat{x}}_{i,2}) + \dot{W}_{i,2}^T S_{i,2} (\dot{\hat{x}}_{i,2}) - \dot{v}_{i,2} \leq -l_{\text{min}} ||e_i||^2 - c_{i,1} s_{i,1}^2 + \pi_i d_i (z_{i,2} + s_{i,2}) + \sigma_{i,1} \dot{W}_{i,2}^T \dot{W}_{i,1} + \rho_{i,1}
\]

\[
\frac{1}{2} z_{i,2}^2 + \dot{z}_{i,2}^2 + \dot{\hat{x}}_{i,2}^2 + \dot{\hat{x}}_{i,1}^2 + \dot{\hat{x}}_{i,2}^2 + \dot{\hat{x}}_{i,3}^2 + \dot{\hat{x}}_{i,4}^2 + \dot{\hat{x}}_{i,5}^2 + \dot{\hat{x}}_{i,6}^2 \leq -l_{\text{min}} ||e_i||^2 - c_{i,1} s_{i,1}^2 + \pi_i d_i (z_{i,2} + s_{i,2}) + \sigma_{i,1} \dot{W}_{i,2}^T \dot{W}_{i,1} + \rho_{i,1}
\]

According to Young’s inequality, we have

\[
s_{i,j} (\lambda_{i,j} - \mu_{i,j}) \leq \frac{1}{2} s_{i,j}^2 + \frac{1}{2} ||n_{i,j}||^2
\]

By invoking (38), we can obtain

\[
\dot{V}_{i,2} \leq -l_{\text{min}} ||e_i||^2 - c_{i,1} s_{i,1}^2 + \pi_i d_i (z_{i,2} + s_{i,2}) + \sigma_{i,1} \dot{W}_{i,2}^T \dot{W}_{i,1} + \rho_{i,1}
\]

\[
\dot{V}_{i,2} + \dot{W}_{i,2} S_{i,2} (\dot{\hat{x}}_{i,2}) + \dot{W}_{i,2}^T S_{i,2} (\dot{\hat{x}}_{i,2}) - \dot{v}_{i,2} \leq -l_{\text{min}} ||e_i||^2 - c_{i,1} s_{i,1}^2 + \pi_i d_i (z_{i,2} + s_{i,2}) + \sigma_{i,1} \dot{W}_{i,2}^T \dot{W}_{i,1} + \rho_{i,1}
\]
\[
- \frac{1}{\tau_{i,2}} \dot{z}_{i,2}^2 + z_{i,2}M_{i,2}(-) - \frac{1}{\gamma_{i,2}} \dot{W}_{i,2}^T \dot{W}_{i,2} \\
+ \sum_{j=1}^{N} a_{i,j} \dot{Q}_{j,1} \dot{W}_{j,1} + \rho_{i,1} + \frac{1}{2} ||\eta_{i,2}^0||^2 (39)
\]

Construct the virtual control function \(\alpha_{i,2}\) and the parameter adaptive law \(\dot{W}_{i,2}\) as

\[
\alpha_{i,2} = -c_{i,2} s_{i,2} - \tau_{i,1} d_{i,1} s_{i,1} - \frac{1}{2} s_{i,2} + k_{i,2} \hat{x}_{i,1} - k_{i,2} x_{i,1} \\
- \dot{W}_{i,2}^T \dot{s}_{i,2}(\hat{x}_{i,1}) + \ddot{v}_{i,2} (40)
\]

\[
\dot{W}_{i,2} = \gamma_{i,2} \left(s_{i,2} \dot{s}_{i,2}(\hat{x}_{i,1}) - \sigma_{i,2} \dot{W}_{i,2}\right) (41)
\]

where \(c_{i,2} > 0\) and \(\sigma_{i,2} > 0\) are design parameters.

From (39), (40) and (41), one has

\[
\dot{V}_{i,2} \leq -\min \{||e||^2 - c_{i,1} s_{i,1}^2 + s_{i,1}^T \tau_{i,1} d_{i,1} z_{i,2} \\
- c_{i,2} s_{i,2}^2 + s_{i,2}^T \tau_{i,3} z_{i,3} + \sigma_{i,2} \dot{W}_{i,2}^T \dot{W}_{i,2} + \sum_{j=1}^{N} a_{i,j} \dot{Q}_{j,1} \dot{W}_{j,1} + \rho_{i,2} \\
- \frac{1}{\tau_{i,2}} \dot{z}_{i,2}^2 + z_{i,2}M_{i,2}(-)\} (42)
\]

where \(\rho_{i,2} = \rho_{i,1} + \frac{1}{2} ||\eta_{i,2}^0||^2\).

**Step j** (\(3 \leq j < n\)): Similar to the derivation in Step 2, from (23), we obtain

\[
\dot{s}_{i,j} = s_{i,j+1} + z_{i,j+1} + \alpha_{i,j} - k_{i,j} \hat{x}_{i,j} \\
+ k_{i,j} x_{i,j} + \dot{W}_{i,j}^T \dot{s}_{i,j}(\hat{x}_{i,j}) - \ddot{v}_{i,j} (43)
\]

Choose the Lyapunov function candidate as

\[
V_{i,j} = V_{i,j-1} + \frac{1}{2} \dot{s}_{i,j}^2 + \frac{1}{2} \dot{Z}_{i,j}^2 + \frac{1}{2} \gamma_{i,j} \dot{W}_{i,j}^T \dot{W}_{i,j} (44)
\]

where \(\gamma_{i,j}\) is a positive design constant.

The time derivative of \(V_{i,j}\) along (42) and (43) is

\[
\dot{V}_{i,j} \leq -\min \{||e||^2 + s_{i,1}^T \tau_{i,1} d_{i,1} z_{i,2} \\
- \sum_{k=1}^{j-1} c_{i,k} s_{i,k}^2 + \sum_{k=1}^{j-1} \sigma_{i,k} \dot{W}_{i,k}^T \dot{W}_{i,k} \\
+ \sum_{j=1}^{N} a_{i,j} \dot{Q}_{j,1} \dot{W}_{j,1} + \sum_{k=1}^{j-1} s_{i,k} z_{i,k+1} + \sum_{k=2}^{j-1} \rho_{i,j} + \frac{1}{2} \dot{Z}_{i,j}^2\} (45)
\]

where \(\rho_{i,j} = \rho_{i,j-1} + \frac{1}{4} ||\eta_{i,j}^0||^2\).

**Step n**: In the final design step, from (11) and (23), one obtains

\[
\dot{s}_{i,n} = u_{i} - k_{i,n} \hat{x}_{i,1} + k_{i,n} x_{i,1} + \dot{W}_{i,n}^T s_{i,j}(\hat{x}_{i,n}) - \ddot{v}_{i,n} (49)
\]
Choose the Lyapunov function candidate as
\[ V_{i,n} = V_{i,n-1} + \frac{1}{2} \beta_i^2 + \frac{1}{2} z_{i,n}^2 + \frac{1}{2} y_{i,n} \tilde{W}_{i,n}^T \tilde{W}_{i,n} \] (50)
where \( y_{i,n} \) is a positive design constant.

The time derivative of \( V_{i,n} \) along (48) and (49) is
\[
\dot{V}_{i,n} \leq -l_{\min} |\varepsilon_i|^2 + s_{i,1}^T \pi_i d_i z_{i,2} - \sum_{k=1}^{n-1} c_{i,k} \beta_i^2_k \\
+ \sum_{k=1}^{n} \sigma_{i,k} \tilde{W}_{i,k}^T \tilde{W}_{i,k} + \sum_{j=1}^{N} a_{i,j} \eta_j 1 \tilde{W}_{j,1}^T \tilde{W}_{j,1} \\
+ s_{i,n-1} s_{i,n} + \sum_{k=2}^{n-1} s_{i,k} \tilde{z}_{i,k+1} + \frac{1}{2} s_{i,n} |\varepsilon_i|^2 \\
+ \rho s_{i,n-1} + \frac{1}{2} |\eta_{i,n}|^2 \\
- \frac{1}{y_{i,n}} \tilde{W}_{i,n}^T \tilde{W}_{i,n} + s_{i,n} \left( u_i - k_{i,n} \hat{x}_{i,1} + k_{i,n} x_{i,1} \right) \\
+ \tilde{W}_{i,n}^T \tilde{W}_{i,n} \tilde{x}_{i,n} + \frac{1}{2} s_{i,n} - \dot{\varepsilon}_i, 
\] (51)

Construct the virtual control function \( \alpha_{i,n} \) and the parameter adaptive law \( \tilde{W}_{i,n} \) as
\[
\alpha_{i,n} = -c_{i,n} s_{i,n} - s_{i,n-1} - \frac{1}{2} \beta_i^2 s_{i,n} + k_{i,n} \tilde{x}_{i,1} - k_{i,n} x_{i,1} \\
- \dot{W}_{i,n}^T s_{i,n} \tilde{x}_{i,n} + \dot{\varepsilon}_i, \quad \tilde{W}_{i,n} = y_{i,n} \left( s_{i,n} s_{i,n-1} \tilde{W}_{i,n} - \sigma_{i,n} \tilde{W}_{i,n} \right) \] (52)

where \( c_{i,n} > 0 \) and \( \sigma_{i,n} > 0 \) are design parameters.

From (12) and (16), one has
\[
u_i(t) = \begin{cases} \\
- \frac{1}{1 + \delta_{i,1}(t) \xi_i + \delta_{i,2}(t) \eta_i} \left( \alpha_{i,n} \tanh \left( \frac{s_{i,n} \alpha_{i,n}}{\epsilon} \right) + \tilde{a} \tanh \left( \frac{s_{i,n} \tilde{a}}{\epsilon} \right) \right) - \frac{\delta_{i,2}(t) a}{1 + \delta_{i,1}(t) \xi_i}, \\
\varepsilon_i |u_i(t)| + a \geq m_i \\
\alpha_{i,n} - \tilde{m}_i \tanh \left( \frac{s_{i,n} \tilde{m}_i}{\epsilon} \right) - \delta_{i,3}(t) m_i, \\
\varepsilon_i |u_i(t)| + a < m_i 
\end{cases} 
\] (54)

Since \( \forall a \in \mathbb{R} \) and \( \varepsilon > 0 \), \( -\tanh(\xi_i/\epsilon) \leq 0 \), in the interval \([t_k, t_{k+1}]\), from (12) we have \( s_{i,n} r_i \leq 0 \). As \( \delta_{i,1}(t) \in [-1, 1] \), \( \delta_{i,2}(t) \in [-1, 1] \), we have \( s_{i,n} r_i (1 + \delta_{i,1}(t) \xi_i) \leq s_{i,n} r_i (1 + \xi_i) \), and \( \delta_{i,2}(t) a (1 + \delta_{i,1}(t) \xi_i) \leq a (1 - \xi_i) \).

From (51)–(54), when \( \varepsilon_i |u_i(t)| + a \geq m_i \), we have
\[
\dot{V}_{i,n} \leq -l_{\min} |\varepsilon_i|^2 + s_{i,1}^T \pi_i d_i z_{i,2} - \sum_{k=1}^{n-1} c_{i,k} \beta_i^2_k \\
+ \sum_{k=1}^{n} \sigma_{i,k} \tilde{W}_{i,k}^T \tilde{W}_{i,k} + \sum_{j=1}^{N} a_{i,j} \eta_j 1 \tilde{W}_{j,1}^T \tilde{W}_{j,1} \\
+ s_{i,n-1} s_{i,n} + \sum_{k=2}^{n-1} s_{i,k} \tilde{z}_{i,k+1} - \frac{1}{2} s_{i,n} |\varepsilon_i|^2 \\
+ \rho s_{i,n-1} + \frac{1}{2} |\eta_{i,n}|^2 \\
- \frac{1}{y_{i,n}} \tilde{W}_{i,n}^T \tilde{W}_{i,n} + s_{i,n} \left( u_i - k_{i,n} \hat{x}_{i,1} + k_{i,n} x_{i,1} \right) \\
+ \tilde{W}_{i,n}^T \tilde{W}_{i,n} \tilde{x}_{i,n} + \frac{1}{2} s_{i,n} - \dot{\varepsilon}_i \] (55)

when \( \varepsilon_i |u_i(t)| + a < m_i \), we have
\[
\dot{V}_{i,n} \leq -l_{\min} |\varepsilon_i|^2 + s_{i,1}^T \pi_i d_i z_{i,2} - \sum_{k=1}^{n-1} c_{i,k} \beta_i^2_k \\
+ \sum_{k=1}^{n} \sigma_{i,k} \tilde{W}_{i,k}^T \tilde{W}_{i,k} + \sum_{j=1}^{N} a_{i,j} \eta_j 1 \tilde{W}_{j,1}^T \tilde{W}_{j,1} \\
+ s_{i,n-1} s_{i,n} + \sum_{k=2}^{n-1} s_{i,k} \tilde{z}_{i,k+1} - \frac{1}{2} s_{i,n} |\varepsilon_i|^2 \\
+ \rho s_{i,n-1} + \frac{1}{2} |\eta_{i,n}|^2 \\
- \frac{1}{y_{i,n}} \tilde{W}_{i,n}^T \tilde{W}_{i,n} + s_{i,n} \left( u_i - k_{i,n} \hat{x}_{i,1} + k_{i,n} x_{i,1} \right) \\
+ \tilde{W}_{i,n}^T \tilde{W}_{i,n} \tilde{x}_{i,n} + \frac{1}{2} s_{i,n} - \dot{\varepsilon}_i \] (55)

when \( \varepsilon_i |u_i(t)| + a < m_i \).
According to Young’s inequality, we have

\[ |\dot{\tilde{z}}_{i,k+1} + M_{i,k+1}(\cdot)| \leq \frac{z_{i,k+1}^2}{2} + \frac{1}{2}\tilde{z}_{i,k+1}^2 \]

where \( \rho_i = \rho_{i,n} + \frac{\xi}{2}(n-1) + \sum_{k=1}^{n} \frac{1}{2} \sigma_{i,k} W_{i,k}^* T W_{i,k}^* + \sum_{j=1}^{N} \frac{1}{2} a_{i,j} 1 \ W_{j,1}^* T W_{j,1}^* \).

**Assumption 4** For all initial conditions in the closed-loop system, there is a positive constant \( b \) satisfying \( V(0) \leq b \).

**Remark 5** It is worth noting that the proposed containment control scheme has the following advantages by means of the DSC technique. In [31] and [39], as the neighbors’ observer state information and the approximation term of the neighbors’ nonlinearities and the leaders’ nonlinearities are presented in the first virtual controller, the actual controller requires repeated differentiation of the virtual controllers during the backstepping design step. Hence, the complexity of the actual controller sharply increases. With the increasing of agents’ number and systems’ order, this problem becomes more acute. However, the proposed approach based on the DSC technique does not require such repeated derivative terms owing to the introduction of first-order filter (34). Therefore, the proposed controller is much simpler than the traditional backstepping one.

**Remark 6** Different from the classical sample-data control framework, the condition that the controller should trigger at any time instant in [30] is changed here. In this article, the controller will be triggered only when the measurement error meets a certain condition, which can further improve the control efficiency as well as decrease unnecessary resource consumption.
Based on the proposed event-triggered control, the main results can be concluded as follows.

**Theorem 1** Consider nonlinear MASs (1) in the fixed directed communication topology with prescribed performance and unmeasured states with adaptive updating laws (31) (32) (41) (47) (53) and proposed adaptive controller (30) (40) (46) (52) (54) subject to triggered signal (13) (14). Based on Assumption 1–4, all signals of the closed-loop system are SGUUB and the containment control objective is achieved with the containment errors converge to a small residual set nearing the origin with prescribed performance. Moreover, the Zeno behavior is thoroughly excluded.

**Proof** Take into account the Lyapunov function candidate for the whole system as

\[
V = \sum_{i=1}^{N} V_{i,n}
\]

Consider the set \( \Gamma_i = \{ \sum_{k=1}^{n} [s_{i,k}^2 + \frac{1}{\eta\sqrt{k}} \tilde{W}_i^T \tilde{W}_i, k] + \sum_{k=1}^{n-1} e_i k + \sum_{j=1}^{1} \frac{a_{i,j}}{\tau_{i,j}} e_i k \tilde{W}_i, j \tilde{W}_i, j + \epsilon_i^T P_i e_i, \leq 2b, \}
\]

\( i = 1, \ldots, N. \) Since \( \Gamma_i \) is a compact set, and \( M_i, j+1 \) is a continuous function, there exists a positive constant \( Q_{i,j+1} \) so that \( |M_{i,j+1}(\cdot)| \leq Q_{i,j+1} \) on \( \Gamma_i \).

Therefore, the time derivative of \( V \) is

\[
\dot{V} \leq \sum_{i=1}^{N} \left\{ -l_{min} ||e_i||^2 - c_{i,1}s_{i,1}^2 + \frac{\pi_i^2 d_i^2}{2} - s_i^2, -c_{i,1} \right\} - \sum_{k=2}^{n} (c_{i,k} - \frac{1}{2}) s_i k - \sum_{k=1}^{n} \frac{1}{2} \sigma_i k \tilde{W}_i, k \tilde{W}_i, k - \sum_{j=1}^{1} \frac{1}{2} a_{i,j} \tilde{W}_i, j \tilde{W}_i, j - \sum_{k=1}^{n-1} \left( \frac{1}{\tau_{i,k+1}} - \frac{Q_i^2, k+1}{2|l|} - \frac{1}{2} \right) s_{i,k+1}^2 + \rho_i \leq -\kappa V + R
\]

where

\[
\kappa = \min \left\{ l_{min}, \frac{\pi_i^2 d_i^2}{2} \right\},
\]

\[
2(c_{i,j} - \frac{1}{2}) \frac{\eta_{i,j}}{\sigma_{i,j}} \frac{\chi_{i,j}}{\tau_{i,j}} + 2(\frac{1}{\tau_{i,k+1}} - \frac{Q_i^2, k+1}{2\xi} - \frac{1}{2}) \right\}
\]

\[ i = 1, \ldots, N, \ j = 2, \ldots, n, \ p = 1, \ldots, n, \ k = 1, \ldots, n - 1. \]

\[
R = \sum_{i=1}^{N} \rho_i
\]

Inequality (65) implies \( \dot{V} < 0 \) on \( V = b \) when \( \kappa > R/b. \) Hence, \( V \leq b \) is an invariant set, i.e., if \( V(0) \leq b, \) for all \( t \geq 0, \) one has \( V(t) \leq b. \)

Integrating (65) over \([0,t], \) it is easy to obtain that

\[
V(t) \leq e^{-\kappa t} V(0) + \frac{R}{\kappa} \left[ 1 - e^{-\kappa t} \right]
\]

Using \( \frac{||s_{i,1}||^2}{2} \leq V, \) we have \( ||s_{i,1}||^2 \leq 2e^{-\kappa t} V(0) + \frac{2R}{\kappa} \left[ 1 - e^{-\kappa t} \right]. \) As time increases, \( e^{-\kappa t} \rightarrow 0, \) \( ||s_{i,1}||^2 \leq \frac{1}{||\sqrt{2\xi}||} \sqrt{2R/\kappa} \) holds; we can conclude that the containment errors are bounded with prescribed performance. According to Assumption 2–4, it can be obtained that all signals of the closed-loop system are SGUUB.

Furthermore, from \( \tau_{i}(t) = r_{i}(t) - u_{i}(t), \) we have \( d||\tau_{i}(t)||/dt = sign(\tau_{i}(t)) ||\tau_{i}(t)|| \leq ||\tau_{i}(t)||. \) According to (12), it is known that \( \dot{r}_{i}(t) \) is bounded, which means there exists positive constant \( H \) with \( \dot{r}_{i}(t) \leq H. \) From \( \tau_{i}(t) = 0, \) and \( \lim_{t \rightarrow \infty} \tau_{i}(t) = m_{i}, k \in \mathbb{Z}^{+}, \) one can obtain that there exists \( t^{*}, \) and \( \dot{t}_{i}^{k+1} - \dot{t}_{i}^{k} \geq t^{*} \geq m_{i}/H, \) so we conclude that\( Zeno \) behavior is avoided.

The proof is completed. \( \blacksquare \)

**4 Simulation results**

In this section, the effectiveness of the proposed approach is validated via two examples.

**A. Numerical example**

To validate the effectiveness of the proposed containment control method, an example of three followers and two leaders is utilized, and the fixed communication graph \( G \) is depicted in Fig. 1; we choose \( a_{i,j} = 1 \) on \( (i, j) \in \mathbb{R}, \) \( a_{i,j} = 0 \) otherwise. The dynamics of
three followers are modeled as

\[
\begin{align*}
\dot{x}_{i,1} &= x_{i,2} + \frac{1}{4} x_{i,1} \sin(x_{i,1}) \\
\dot{x}_{i,2} &= u_i + x_{i,2} \sin(x_{i,1}) \quad i = 1, 2, 3 \\
y_i &= x_{i,1}
\end{align*}
\]

The dynamics of the leaders are described as

\[
\begin{align*}
y_{4d} &= \sin(t + 1.86) - 0.6 \\
y_{5d} &= \sin(t + 1.86) + 0.6
\end{align*}
\]

The prescribed performance function is \(w_i(t) = (4.5 - 1.2)e^{-1st} + 1.2\). The RBFNN contains 36 nodes, which centers spaced in the range of [-6,6]. The Gaussian basis function vectors is \(\varsigma = \left[\exp(\eta \sigma), \eta \sigma, \eta \sigma^2, \eta \sigma^3, \eta \sigma^4, \eta \sigma^5, \eta \sigma^6, \eta \sigma^7, \eta \sigma^8, \eta \sigma^9, \eta \sigma^{10}, \eta \sigma^{11}, \eta \sigma^{12}, \eta \sigma^{13}, \eta \sigma^{14}, \eta \sigma^{15}, \eta \sigma^{16}, \eta \sigma^{17}, \eta \sigma^{18}, \eta \sigma^{19}, \eta \sigma^{20}, \eta \sigma^{21}, \eta \sigma^{22}, \eta \sigma^{23}, \eta \sigma^{24}, \eta \sigma^{25}, \eta \sigma^{26}, \eta \sigma^{27}, \eta \sigma^{28}, \eta \sigma^{29}, \eta \sigma^{30}, \eta \sigma^{31}, \eta \sigma^{32}, \eta \sigma^{33}, \eta \sigma^{34}, \eta \sigma^{35}, \eta \sigma^{36}\right]^T\), and the width of Gaussian function is \(\varsigma_k = 2, k = 1, 2, ..., 36\). Choose correlative design parameters as \(k_{1,1} = k_{2,1} = k_{3,1} = 15, k_{1,2} = k_{2,2} = 13, k_{3,2} = 14, \gamma_{1,1} = 1.6, \gamma_{1,2} = 8, \gamma_{2,1} = 3.3, \gamma_{2,2} = 8, \gamma_{3,1} = 1.6, \gamma_{3,2} = 8, \sigma_{1,1} = \sigma_{1,2} = \sigma_{2,1} = \sigma_{2,2} = \sigma_{3,1} = \sigma_{3,2} = 3, \chi_{1,1} = \chi_{2,1} = \chi_{3,1} = 8, \epsilon_{1,1} = \epsilon_{2,1} = \epsilon_{3,1} = 3, \eta_{1 \text{min}} = \eta_{2 \text{min}} = \eta_{3 \text{min}} = 0.6, \eta_{1 \text{max}} = \eta_{2 \text{max}} = \eta_{3 \text{max}} = 0.9, \tau = 0.02, c_{1,1} = 16, c_{2,1} = 16, c_{3,1} = 15, c_{1,2} = 110, c_{2,2} = 100, c_{3,2} = 30, \mu_1 = \mu_2 = \mu_3 = 0.8, \hat{m}_1 = \hat{m}_2 = \hat{m}_3 = 1, a = 0.1, \alpha = 0.5, \epsilon = 8, \epsilon_1 = 0.5, \epsilon_2 = 0.4, \epsilon_3 = 0.5\).

Choose initial conditions as \(x_{1,1}(0) = 0.5, x_{2,1}(0) = 0.5, x_{3,1}(0) = 0.4, x_{1,2}(0) = 0.5, x_{2,2}(0) = 0.5, x_{3,2}(0) = 0.4, \hat{x}_{1,1}(0) = 0.5, \hat{x}_{2,1}(0) = 0.5, \hat{x}_{3,1}(0) = 0.4\).

Figures 2, 3, 4, 5, 6 and 7 describe the simulation results. Figure 2 shows the containment result that the outputs of all followers asymptotically converge to the convex hull formed by the two leaders. Figure 3 plots the second-order states of three followers. Figure 4 presents the states \(x_{i,1}\) and \(\dot{x}_{i,2}(i = 1, 2, 3)\) and their corresponding observers, and it is shown that the system outputs can be well estimated by NN-based observer. The containment errors and performance bounds are shown in Fig. 5, which indicate the control scheme can impose \(v_{ij}\) to remain within the prescribed bounds. Figure 6 shows the trajectories of the event-triggered control signals \(u_i\). The event-triggered times for three followers are expressed in Fig. 7. From the simulation results, the efficiency of the proposed control scheme can be verified.

### B. Multiple single-link robot systems

Consider a multiagent system consisting of three followers and two leaders. Each follower is modeled by the following single-link robot system.

\[
M \ddot{\phi}_i + \frac{1}{2} mgl \sin(p_i) = R_i
\]

where \(i = 1, 2, 3\), \(p_i\) is the angle position, \(R_i\) is the control force of the link, \(g\) is the acceleration of gravity.
$m$ is the mass, and $l$ is the length of the robot. The parameters are chosen as $M = 0.5, m = 1, l = 1$. Let $x_{i,1} = p_1, x_{i,2} = \dot{p}_1$ and $u_{i} = R_i$. Then, the system can be rewritten as

$$
\begin{align*}
\dot{x}_{i,1} &= x_{i,2} \\
\dot{x}_{i,2} &= 2u_{i} + f_{i,2} & i = 1, 2, 3 \\
y_{i} &= x_{i,1} 
\end{align*}
$$

where $f_{i,2} = -\frac{1}{2}mglsin(x_{i,1})$.

The dynamics of the leaders are described as

$$
\begin{align*}
y_{4d} &= 0.2 \sin(1.5t) + 5.6 \\
y_{5d} &= 6.5 - \exp(-t)
\end{align*}
$$

The communication topology and the RBFNNs are same as the numerical one. The prescribed performance function is $\omega_{i}(t) = (8.8 - 1.8)e^{-0.46t} + 1.8$. Choose correlative design parameters as $k_{1,1} = k_{2,1} = k_{3,1} =$

---

Fig. 4 States and their observers

Fig. 5 Curves of containment errors $v_{i,1}(i = 1, 2, 3)$ and performance bounds

Fig. 6 Control signals $u_{i}(i = 1, 2, 3)$
Based on the above results, we can consider that the proposed control scheme is feasible for single-link robot systems.

Figure 7 The triggered number under the switching threshold strategy

\[ 15, k_{1,2} = k_{2,2} = k_{3,2} = 15, \gamma_{1,1} = 1.6, \gamma_{1,2} = 8, \gamma_{2,1} = 3.3, \gamma_{2,2} = 8, \gamma_{3,1} = 1.6, \gamma_{3,2} = 8, \sigma_{1,1} = \sigma_{1,2} = \sigma_{2,1} = \sigma_{2,2} = \sigma_{3,1} = \sigma_{3,2} = 3, \chi_{1,1} = \chi_{2,1} = \chi_{3,1} = 8, \vartheta_{1,1} = \vartheta_{2,1} = \vartheta_{3,1} = 3, \eta_{1\min} = \eta_{2\min} = \eta_{3\min} = 0.6, \eta_{1\max} = \eta_{2\max} = \eta_{3\max} = 0.9, \tau = 0.015, c_{1,1} = 11, c_{2,1} = 11, c_{3,1} = 10, c_{1,2} = 110, c_{2,2} = 120, c_{3,2} = 30, m_1 = m_2 = m_3 = 0.8, \tilde{m}_1 = \tilde{m}_2 = \tilde{m}_3 = 1, a = 0.1, \bar{a} = 0.5, \epsilon = 8, \varepsilon_1 = 0.4, \varepsilon_2 = 0.4, \varepsilon_3 = 0.4. \]

Choose initial conditions as \( x_{1,1}(0) = 5.5, x_{2,1}(0) = 5.5, x_{3,1}(0) = 5.5, x_{1,2}(0) = 5.5, x_{2,2}(0) = 5.5, x_{3,2}(0) = 5.5, \hat{x}_{1,1}(0) = 0, \hat{x}_{2,1}(0) = 0, \hat{x}_{3,1}(0) = 0. \)

The leader-following consensus performance is shown in Figure 8, and it can be seen that the followers converge into the convex hull limited by the leaders, which means that the containment control is achieved. Figure 9 plots the second-order states of three followers. The local neighborhood containment errors and performance bounds are shown in Figure 10, which indicated the containment errors can converge into the specified boundary. The trajectories of the event-triggered control input signals \( u_i \) are described in Figure 11. The event-triggered times for three followers are expressed in Figure 12. Based on the above results, we can consider that the proposed control scheme is feasible for single-link robot systems.

Figure 8 Trajectories of \( x_{i,1}(i = 1, 2, 3) \) and leaders \( y_{4d} \) and \( y_{5d} \)

Figure 9 Trajectories of \( x_{i,2}(i = 1, 2, 3) \)

Figure 10 Curves of containment errors \( v_{i,1}(i = 1, 2, 3) \) and performance bounds
5 Conclusion

In this paper, the adaptive event-triggered containment control scheme has been investigated for a class of strict-feedback nonlinear MASs with prescribed performance and unmeasured states which can be estimated by NN-based observers. Based on the backstepping control and DSC technique, the adaptive consensus controllers are developed. The proposed control method can figure out not only the problem of the explosion of complexity inherent in the backstepping design step but also the problem of unavailable states. Different from the classical time-triggered strategy, the event-triggered strategy can decrease the heavy communication burden and improve the control efficiency. It is proved that the containment control purpose has been accomplished. In particular, the control signals have been updated by switching threshold event-triggered mechanism, which provides more elasticity in the balance of network constraints and system performance. On account of the prescribed performance function, the local neighborhood containment errors converge into a prescribed set. According to the Lyapunov stability theory, it is demonstrated that all signals of the closed-loop system are SGUUB. Finally, the effectiveness of the proposed containment control approach is confirmed by simulation examples. Future research topics could include considering the updating of both the control signal and the adaptive parameters.

Funding This work was supported by Natural Science Foundation Project of Chongqing under Grant cstc2019jcyj-msxmX036 and also in part by the open funding project of the Guangdong Provincial key Laboratory of Intelligent Decision and Coordination Control under grant F2021098.

Data availability All data generated or analyzed during this study are included in this published article.

Declarations

Conflict of interest The authors declare that they have no conflict of interest.

Ethical approval This article does not contain any experiments with human or animal participants performed by any of the authors.

References

1. Ogren, P., Fiorelli, E., Leonard, N.E.: Cooperative control of mobile sensor networks: adaptive gradient climbing in a distributed environment. IEEE Trans. Autom. Control 49(8), 1292–1302 (2004)
2. Zhao, L., Yu, J.P., Shi, P.: Command filtered backstepping-based attitude containment control for spacecraft formation. IEEE Trans. Syst. Man Cybern. Syst. 51(2), 1278–1287 (2021)
3. Peng, Z.H., Wang, D., Shi, Y., Wang, W.: Containment control of networked autonomous underwater vehicles with model uncertainty and ocean disturbances guided by multiple leaders. Inf. Sci. 316, 163–179 (2015). (Nature-Inspired Algorithms for Large Scale Global Optimization)
5. Dong, X.W., Yu, B.C., Shi, Z.Y., Zhong, Y.S.: Time-varying formation control for unmanned aerial vehicles: Theories and applications. IEEE Trans. Control Syst. Technol. 23(1), 340–348 (2015)

6. Mei, J., Ren, W., Ma, G.F.: Distributed containment control for lagrangian networks with parametric uncertainties under a directed graph. Automatica 48(4), 653–659 (2012)

7. Hong, Y.G., Hu, J.P., Gao, L.X.: Tracking control for multiagent consensus with an active leader and variable topology. Automatica 42(7), 1177–1182 (2006)

8. Saktihivel, R., Kaviarasaran, B., Ahn, C.K., Karimi, H.R.: Observer and stochastic faulty actuator-based reliable consensus protocol for multiagent system. IEEE Trans. Syst. Man Cybern. Syst. 48(12), 2383–2393 (2018)

9. Ji, M., Ferrari-Trecate, G., Egerstedt, M., Buffa, A.: Containment control in mobile networks. IEEE Trans. Autom. Control 53(8), 1972–1975 (2008)

10. Li, Z.K., Wen, G.H., Duan, Z.S., Ren, W.: Designing fully distributed consensus protocols for linear multi-agent systems with directed graphs. IEEE Trans. Autom. Control 60(4), 1152–1157 (2015)

11. Li, Z.K., Ren, W., Liu, X.D., Fu, M.Y.: Distributed containment control of multi-agent systems with general linear dynamics in the presence of multiple leaders. Int. J. Robust Nonlinear Control 23(5), 534–547 (2013)

12. Haghshenas, H., Badamchizadeh, M.A., Baradarannia, M.: Containment control of heterogeneous linear multi-agent systems. Automatica 54, 210–216 (2015)

13. Kaviarasaran, B., Kwon, O.M., Park, M.J., Saktihivel, R.: Stochastic faulty estimator-based non-fragile tracking controller for multi-agent systems with communication delay. Appl. Math. Comput. 392, 125704 (2021)

14. Wang, J., Huang, Z.G., Wu, Z.G., Cao, J.D., Shen, H.: Extended dissipative control for singularly perturbed pdt switched systems and its application. IEEE Trans. Circuits Syst. I Regul. Pap. 67(12), 5281–5289 (2020)

15. Wu, L.B., Park, J.H.: Adaptive fault-tolerant control of uncertain switched nonaffine nonlinear systems with actuator faults and time delays. IEEE Trans. Syst. Man Cybern. Syst. 50(9), 3470–3480 (2020)

16. Wang, J., Xia, J.W., Shen, H., Xing, M.P., Park, J.H.: $h_{\infty}$ synchronization for fuzzy markov jump chaotic systems with piecewise-constant transition probabilities subject to pdt switching rule. IEEE Transactions on Fuzzy Systems. to be published, https://doi.org/10.1109/TFUZZ.2020.3012761

17. Wu, L.B., Park, J.H., Xie, X.P., Gao, C., Zhao, N.N.: Fuzzy adaptive event-triggered control for a class of uncertain nonaffine nonlinear systems with full state constraints. IEEE Trans. Fuzzy Syst. 29(4), 904–916 (2021)

18. Mei, J., Ren, W., Li, B., Ma, G.F.: Distributed containment control for multiple unknown second-order nonlinear systems with application to networked lagrangian systems. IEEE Trans. Neural Netw. Learn. Syst. 26(9), 1885–1899 (2015)

19. Yoo, S.J.: Distributed adaptive containment control of uncertain nonlinear multi-agent systems in strict-feedback form. Automatica 49(7), 2145–2153 (2013)

20. Wang, W., Tong, S.C.: Adaptive fuzzy containment control of nonlinear strict-feedback systems with full state constraints. IEEE Trans. Fuzzy Syst. 27(10), 2024–2038 (2019)

21. Tong, S.C., Li, Y.M.: Observer-based fuzzy adaptive control for strict-feedback nonlinear systems. Fuzzy Sets Syst. 160(12), 1749–1764 (2009). (Theme: Control Engineering)

22. Tong, S.C., Li, Y.M., Feng, G., Li, T.S.: Observer-based adaptive fuzzy backstepping dynamic surface control for a class of mimo nonlinear systems. IEEE Trans. Syst. Man Cybern. B (Cybernetics) 41(4), 1124–1135 (2011)

23. Li, Y.M., Tong, S.C., Liu, L., Feng, G.: Adaptive output-feedback control design with prescribed performance for switched nonlinear systems. Automatica 80, 225–231 (2017)

24. Bechlioulis, C.P., Rovithakis, G.A.: Robust adaptive control of feedback linearizable mimo nonlinear systems with prescribed performance. IEEE Trans. Autom. Control 53(9), 2090–2099 (2008)

25. Li, Y.M., Tong, S.C.: Prescribed performance adaptive fuzzy output-feedback dynamic surface control for nonlinear large-scale systems with time delays. Inf. Sci. 292, 125–142 (2015)

26. Bechlioulis, C.P., Rovithakis, G.A.: A low-complexity global approximation-free control scheme with prescribed performance for unknown pure feedback systems. Automatica 50(4), 1217–1226 (2014)

27. Ni, J.K., Ahn, C.K., Liu, L., Liu, C.X.: Prescribed performance fixed-time recurrent neural network control for uncertain nonlinear systems. Neurocomputing 363, 351–365 (2019)

28. Liang, H.J., Zhang, Y.H., Huang, T.W., Ma, H.: Prescribed performance cooperative control for multiagent systems with input quantization. IEEE Trans. Cybern. 50(5), 1810–1819 (2020)

29. Wang, W., Liang, H.J., Pan, Y.N., Li, T.S.: Prescribed performance adaptive fuzzy containment control for nonlinear multiagent systems using disturbance observer. IEEE Trans. Cybern. 50(9), 3879–3891 (2020)

30. Wang, T., Zhang, Y.F., Qiu, J.B., Gao, H.J.: Adaptive fuzzy backstepping control for a class of nonlinear systems with sampled and delayed measurements. IEEE Trans. Fuzzy Syst. 23(2), 302–312 (2015)

31. Xing, L.T., Wen, C.Y., Liu, Z.T., Su, H.Y., Cai, J.P.: Event-triggered adaptive control for a class of uncertain nonlinear systems. IEEE Trans. Autom. Control 62(4), 2071–2076 (2017)

32. Garcia, E., Antsaklis, P.J.: Model-based event-triggered control with time-varying network delays. In: 2011 50th IEEE Conference on Decision and Control and European Control Conference, pp. 1650–1655, (2011)

33. Tabuada, P.: Event-triggered real-time scheduling of stabilizing control tasks. IEEE Trans. Autom. Control 52(9), 1680–1685 (2007)

34. Wu, L.B., Park, J.H., Xie, X.P., Liu, Y.J.: Neural network adaptive tracking control of uncertain mimo nonlinear systems with output constraints and event-triggered inputs. IEEE Trans. Neural Netw. Learn. Syst. 32(2), 695–707 (2021)

35. Xing, L.T., Wen, C.Y., Liu, Z.T., Su, H.Y., Cai, J.P.: Event-triggered output feedback control for a class of uncertain nonlinear systems. IEEE Trans. Autom. Control 64(1), 290–297 (2019)
36. Ma, H., Li, H.Y., Liang, H.J., Dong, G.W.: Adaptive fuzzy event-triggered control for stochastic nonlinear systems with full state constraints and actuator faults. IEEE Trans. Fuzzy Syst. 27(11), 2242–2254 (2019)
37. Zhang, Y.H., Sun, J., Liang, H.J., Li, H.Y.: Event-triggered adaptive tracking control for multiagent systems with unknown disturbances. IEEE Trans. Cybern. 50(3), 890–901 (2020)
38. Xi, C.J., Dong, J.X.: Event-triggered adaptive fuzzy distributed tracking control for uncertain nonlinear multi-agent systems. Fuzzy Sets Syst. 402, 35–50 (2021). (Theme: Control Engineering)
39. Qiu, J.B., Sun, K.K., Wang, T., Gao, H.J.: Observer-based fuzzy adaptive event-triggered control for pure-feedback nonlinear systems with prescribed performance. IEEE Trans. Fuzzy Syst. 27(11), 2152–2162 (2019)
40. Meng, Z.Y., Ren, W., You, Z.: Distributed finite-time attitude containment control for multiple rigid bodies. Automatica 46(12), 2092–2099 (2010)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.