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ABSTRACT
Stochastic reduced models are an important tool in climate systems whose many spatial and temporal scales cannot be fully discretized or underlying physics may not be fully accounted for. One form of reduced model, the linear inverse model (LIM), has been widely used for regional climate predictability studies - typically focusing more on tropical or mid-latitude studies. However, most LIM fitting techniques rely on point estimation techniques deriving from fluctuation-dissipation theory. In this methodological study we explore the use of Bayesian inference techniques for LIM parameter estimation of sea surface temperature (SST), to quantify the skillful decadal predictability of Bayesian LIM models at high latitudes. We show that Bayesian methods, when compared to traditional point estimation methods for LIM-type models, provide better calibrated probabilistic skill, while simultaneously providing better point estimates due to the regularization effect of the prior distribution in high-dimensional problems. We compare the effect of several priors, as well as maximum likelihood estimates, on (1) estimating parameter values on a perfect model experiment and (2) producing calibrated 1-year SST anomaly forecast distributions using a pre-industrial control run of the Community Earth System Model (CESM). Finally, we employ a host of probabilistic skill metrics to determine the extent to which a LIM can forecast SST anomalies at high latitudes. We find that the choice of prior distribution has an appreciable impact on estimation outcomes, and priors that emphasize physically relevant properties enhance the model’s ability to capture variability of SST anomalies.

1. Introduction
Inter-annual variability in sea surface temperatures (SSTs) is an important indicator of the variability of the global climate system and has long been studied as relating to other atmospheric variables (Davis and Davis 1976; McKinnon and Deser 2018; Révelard et al. 2018). Forecasting variations in SSTs themselves has been an area of open research: there is interest not only in the time scale of predictability (Davis and Davis 1976; Branstator and Teng 2010; Guemas et al. 2012; Stock et al. 2015a), but also on regional phenomena such as the El-Niño-Southern Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO) (Thomas et al. 2018; DiNezio et al. 2017; Penland 1996; Penland et al. 1993; Hawkins and Sutton 2009; Wittenberg et al. 2014) which can have global impacts through atmospheric teleconnections. Stochastic reduced models, like the linear inverse model (LIM), have been widely used for regional climate predictability studies. A LIM is a linear stochastic differential equation model for the evolution of a climate field, such as SSTs. Often, and is done in this paper, the empirical orthogonal functions (EOFs) of said field are modeled (see Penland (1989) for a discussion of the use of EOFs in LIMs). The most prominent application of LIMs are to sub-annual prediction of SSTs for ENSO forecasting (Penland et al. 1993; Penland and Sardeshmukh 1995), but there are also applications to decadal timescales and mid-latitude regions (Alexander et al. 2008; Newman 2007, 2013; Dias et al. 2018; Delsole et al. 2013), extensions to systems with nonlinear and memory effects (Kravtsov et al. 2009; Kondrashov et al. 2015; Chen et al. 2016), as well as a variety of other contexts (Hawkins and Sutton 2009; Penland and Matrosova 2001; Wu et al. 2018; Martinez-Villalobos et al. 2018; Alexander et al. 2008; Barnston et al. 1999).

The high-latitudes have long been the subject of numerous climate predictability studies, with Arctic sea ice in particular garnering considerable attention. While practical needs drive predictions of Arctic sea ice on subsea-
sonal to seasonal timescales, many studies have also pushed the forecast horizons to interannual to decadal timescales (Guemas et al. 2016 and references therein). In general, interest in decadal climate predictions has been increasing over the last several years (Meehl et al. 2014), including focus on SSTs (Hawkins et al. 2011) and high latitudes, particularly in the Southern Ocean (Latif et al. 2017; Zhang et al. 2017), where interannual to decadal scale variability plays a strong role in oceanic forcing on the Antarctic ice sheet, particularly to the vulnerable West Antarctic Ice Sheet (Jenkins et al. 2016).

The main focus in this paper is the implementation, calibration and evaluation of the LIM framework as applied to the forecasting of high latitude SST anomalies using modern Bayesian statistical strategies and probabilistic scoring. We make use of the 1800 year fully-coupled pre-industrial control run of the Community Earth System Model version 1 (CESM1) Large Ensemble project (Kay et al. 2015), and was chosen to ensure that there was enough data to perform validation of the methodology and to avoid complicating factors of non-stationarity, data sparsity or bias. We adopt a Bayesian perspective because of the regularization effect that the use of prior distribution have in high-dimensional estimation problems (Hastie et al. 2017; Vogel 2002) and the ability to produce better probabilistic calibration when compared to point estimation (Samaniego 2010).

The parameters of a LIM, i.e. the drift and diffusion matrices, must be inferred from data. The inference of the drift term is traditionally, e.g. in (Penland 1989), achieved by using fluctuation-dissipation theory (FDT) relating the matrices and the data covariances. Estimation of the drift and incremental noise covariance matrices in this way are also equivalent to the Maximum Likelihood (ML) estimates as also shown in (Penland 1989) and presented in section 3. To simplify the estimation problem, the dynamics of the system are assumed linear and Markovian so that the eigenfunctions – or so called principal oscillation patterns (POPs) – of the propagating matrices can be analyzed for spatial patterns (von Storch and Bruns 1988; Hasselmann 1988). This technique produces point estimates for the parameters which allows for scientists to infer the physical characteristics of the EOFs from the system parameters (i.e. the spectrum of the drift matrix) and to forecast climate statistics using a reduced model. ML and Frequentist approaches can be used to obtain sample statistics like confidence intervals, and skewness and kurtosis estimates, as in Martinez-Villalobos et al. 2018, which provides insight to parameter uncertainty but we argue that the Bayesian perspective provides a complete framework to specify prior information and propagate parameter uncertainty through the forecasting model.

To facilitate the main focus of this paper, the secondary objective is to consider the LIM problem from a Bayesian perspective and explore implementation strategies. Bayesian parameter estimation diverts from prevailing frequentist statistical estimation by defining the parameters as random variables with probability distributions and the subsequent role of diverse prior probabilities given to the estimands. For a brief review of Bayesian techniques in parameter estimation see Gelman et al. 2013. Notably, filtering approaches, as, for example, in Hansen and Penland (2007) and Zhao et al. 2019, offer convenient approaches to state and parameter estimation at the cost of the assumption of Gaussian or particle filter distributions. The filtering approach can be beneficial for time-dependent parameters, but may also have difficulty with filter divergence or with exploring the entire posterior probability space (Särkkä 2010). Because the LIM parameters are not time dependent, we have chosen in this paper a MCMC variant approach to estimate the posterior distribution of the parameters.

In our application there are two primary motivations for a Bayesian approach to parameter estimation. First, we argue that the likelihood distribution induced by a LIM is relatively weak, so that the posterior distribution is highly sensitive to a prior distribution and this sensitivity leads to improvements in parameter recovery and forecast skill. In other words, the problem is high-dimensional and the relative amount of information per parameter is relatively low. The introduction of prior densities in the Bayesian framework is a way to add additional information to, or regularize, the parameter distributions. It is known that, in parameter estimation, the Bayesian estimates will outperform the frequentist estimate as long as the Bayesian prior does not both have large error in mean and relative large weight (Samaniego 2010). Second, we argue that propagating parameter uncertainties through the model can produce better calibrated forecast distributions. In the traditional ML approach, only the point estimates are typically used to produce forecast distributions, although cross-validation methods provide another way to regularize parameter estimates and produce an ensemble of forecasts. The Bayesian approach provides a framework and means to characterize the distribution of parameter uncertainties and their effect on the model and forecast distribution. By fully characterizing this uncertainty, we believe that the Bayesian methods detailed in this paper are better suited to reproduce observation distributions when compared to a traditional point-estimate approach.

The third thrust of this paper is a focus on the performance of the Bayesian perspective (in relation to MLE/FDT) as a function of the specific prior implemented. Using nontrivial priors in time series analysis has a long history in economics, where Bayesian methods are used to estimate coefficients (often) of Vector Auto-Regressive (VAR) models (Litterman 1986; Giannone et al. 2015 Partridge and Rickman 1998; Doan et al. 1983). There have been various attempts to introduce Bayesian learning of parameters in stochastic differential equations, but usually
require some assumptions or approximations of the underlying likelihood distribution [Eraiker 2001; Beskos et al. 2006; Karimi and McAuley 2016; Batz et al. 2018]. Introduction of nontrivial prior beliefs about the parameters can complicate the process of describing the necessary parameters since the densities resulting from stochastic differential equations do not generally have closed form expressions. Consideration of complex prior distributions in parametric models is underdeveloped, but the effect of prior densities in non-parametric modeling has been studied in [van Zanten 2013].

Statistical estimation of stochastic models has a long history starting with ML and least square estimates as a simplification, see [Le Breton 1977] and [Delsole and Yang 2010]. In application to climate statistics, reviews can be found in [Delsole et al. 1999] and [Delsole et al. 2003] and comparisons in [Mason et al. 2002], [Nummelin et al. 2018]. From [Penland 1989], the use of FDT approximations for the LIM to derive closed-form parameter estimation formulas makes this approach the method of choice in geoscience applications [Penland 1989; Penland and Sardeshmukh 1995; Nummelin et al. 2018; Barnston et al. 1999; Colman and Davey 2003], particularly over various autoregressive models [DelSole et al. 2003; Penland et al. 1993]. Barnston et al. [2012] compares LIMs and other physical and statistical based models in IRI ENSO prediction plume. In this paper, we use a statistical framework to show that the same estimates can be achieved from maximizing a natural parameter likelihood function and that the introduction of prior distributions in a Bayesian sense is a natural extension.

The regression interpretation of LIMs gives us reasoning to believe why regularization is necessary. The Gauss-Markov Theorem ensures that the MLE for LIMs have the smallest variance of all unbiased estimates, it is known in general that these estimates can be improved by various methods of regularization like Ridge Regression, LASSO and cross-validation that reduce estimator variance [Hastie et al. 2017]. The need for regularization may be the result of the presence of confounding variables or model error and the lack of data relative to the number of parameters. In fact, the use of a Bayesian prior can be seen as a type of regularization that aims to address these limitations.

In what follows we briefly discuss the theoretical underpinnings and results of LIMs, MLE for these models, and Bayesian Methods for Parameter Estimation. The aim of this paper is then to provide insight into the use of a Bayesian framework with nontrivial prior distributions and how they can be used to generate well-calibrated SST anomaly forecasts. To this point, in the results section, we give two experiments to compare the use of ML and Bayesian estimation methods. First, in a perfect model methodology, we compare convergence of parameter estimations. Second, we apply these methods to a LIM of SST anomalies and analyze the forecast performance of each using a variety of traditional and probabilistic skill metrics. We find that the use of Bayesian methods with informative priors is significantly more skillful in forecasts and can better estimate the underlying probability distribution of the data.

2. Linear Inverse Modeling

Consider the linear stochastic differential equation,

\[ dx_t = Bx_t dt + dW_t, \]  

where \( x \in \mathbb{R}^m, B \in \mathbb{R}^{m \times m} \) and \( W \) is an \( m \)-dimension Wiener process with zero mean and covariance given by \( Q \in \mathbb{R}^{m \times m} \). We denote the covariance of the process \( x \): \( \langle x x^T \rangle = \Lambda \). The values of \( B \) or \( Q \) are not known a priori and the fitting of a LIM requires the estimation of these \( m^2 + \frac{1}{2} m(m+1) \) total parameters, since \( Q \) is symmetric.

The solution to (1) at a time \( t + \tau \) is given by

\[ x_{t+\tau} = G(\tau) x_t + \xi, \quad \xi_t \sim N(0, \Sigma(\tau)) \]  

where

\[ G(\tau) = e^{B\tau} \]  

is referred to as the propagating matrix of lead time \( \tau \), but in the literature it is also called the Green’s function for this differential equation, the incremental noise process satisfies the relation

\[ \Sigma(\tau) = \Lambda - G(\tau)\Lambda G(\tau), \]  

and the fluctuation-dissipation relation gives

\[ B^T \Lambda + \Lambda^T B = -Q \]  

(see [Penland 1989] for detailed calculations). Both \( Q \) and \( \Sigma \) must be symmetric positive definite, while \( B \) must have eigenvalues with negative real part in order for the solution (2) to be stable. See [Penland and Sardeshmukh 1995] for a lengthier discussion on tests for the applicability of the assumptions of LIMs and resulting approximations.

3. Maximum Likelihood Estimation

Now consider observations of the random process \( y_n = x(t_n) \) for \( n = 1, \ldots, T \), abbreviated as \( y_{1:T} \) when considering a range of observations. We assume that the observation process is exact, but the introduction of observational noise can be accommodated with only minor adjustments to the methods described below. The conditional probability density function, typically called the conditional marginal likelihood, for these observations conditioned on matrices \( G \) and \( \Sigma \) defined above is Gaussian and given by

\[ p \left( y_{1:T} \mid G, \Sigma \right) = \prod_{n=1}^{T-\tau} N (y_{n+\tau} - G(\tau) y_n, \Sigma(\tau)) \]  

where
Taking the derivative of the marginal likelihood with respect to $\mathbf{G}(\tau)$ and $\mathbf{\Sigma}(\tau)$, we can derive formulas for the so-called maximum likelihood (ML) estimates

$$
\hat{\mathbf{G}}(\tau) = \left( \sum_{n=1}^{T-\tau} \mathbf{y}_{n+\tau} \mathbf{y}_{n+\tau}^T \right)^{-1} \left( \sum_{n=1}^{T-\tau} \mathbf{y}_n \mathbf{y}_n^T \right),
$$

$$
\hat{\mathbf{\Sigma}}(\tau) = \frac{1}{T-\tau-1} \sum_{n=1}^{T-\tau} \left( \mathbf{y}_{n+\tau} - e^{B^T \mathbf{y}_n} \right) \left( \mathbf{y}_{n+\tau} - e^{B^T \mathbf{y}_n} \right)^T
= \left( \mathbf{y}_{T,T} \mathbf{y}_{T,T}^T - \hat{\mathbf{G}}(\tau) \left( \mathbf{y}_{1:T-\tau} \mathbf{y}_{1:T-\tau}^T \right) \hat{\mathbf{G}}(\tau)^T \right).
$$

From these matrices, one calculates the matrices $\hat{\mathbf{B}}$ using (3) and $\hat{\mathbf{Q}}$ using (5) by approximating $\mathbf{A}$ with ensemble averages. While $\hat{\mathbf{Q}}$ is formally obtained from the fluctuation dissipation relation, we will also refer to this as the ML estimate of $\mathbf{Q}$ since it is obtained from using the ML estimate of $\mathbf{B}$. Note that (5) is approximately equal to (4) under the assumption of stationarity.

As a numerical example, consider the 1 dimensional case. In Fig. 1 a stochastic process $\mathbf{x}_t$ was generated using chosen values $\mathbf{B} = -3$ and $\mathbf{Q} = 0.8$ and sampled to generate 1000 observations $\mathbf{y}_k$. We then compute $p(\mathbf{y}_{1:T} | \mathbf{G}, \mathbf{\Sigma})$, where we simply use $\tau = 1$. For the scalar case, trace plots of $p(\mathbf{y}_{1:T} | \mathbf{B}, \mathbf{Q})$ can be obtained from $p(\mathbf{y}_{1:T} | \mathbf{G}, \mathbf{\Sigma})$ since $\mathbf{G}$ and $\mathbf{Q}$ have the simple relationship $\mathbf{G} = e^{B^T} - 1 \mathbf{Q}/2 \mathbf{B}$ from solving (4) and (5). The traceplots for $\mathbf{Q}$ and $\mathbf{B}$ are displayed in the first and third image respectively, adjoined by their Bayesian estimates as described further in section 4. The location of the maximum of these trace plots give ML estimate $\hat{\mathbf{B}}$, and $\hat{\mathbf{Q}}$, whose experimental relative error was found to be approximately 146%, and 6% respectively, while the relative error for $\hat{\mathbf{G}}$ was approximately 0.5%. Since the transformation $\mathbf{B} = \log(\mathbf{G})/\tau$ increases the variance of the marginal likelihood and amplifies the relative error, it is conceivable from this experiment alone that reasonable forecasts results can be achieved with $\hat{\mathbf{G}}$ while the numerical value of $\hat{\mathbf{B}}$ differ significantly from the 'true' value $\mathbf{B}$. Additionally, observe that the marginal likelihood places significant probability on values of $\mathbf{B}$ which are positive, something which we know leads to unstable dynamics and is physically impossible. Regularization of the marginal likelihood can help constrain estimates from undesirable regions; the Bayesian approach can be seen as a particular justification of this regularization.

4. Bayesian Methods for Parameter Estimation

Determining the most likely values and distributions for the LIM parameters is inherently a high-dimensional problem with hundreds, if not thousands, of parameters needing estimation. Because the ratio of the number of parameters to data points may be close to or larger than unity, regularization is needed to constrain possible parameter values and prevent over-fitting. In the statistical sense, regularization provides a way to balance bias and variance in the estimates. A Bayesian probabilistic framework provides a mechanism to formally regularize the maximum likelihood distribution by incorporating prior beliefs about the uncertainty of the parameters that is equivalent to Tikhonov regularization (Vogel 2002), also known as ridge regression.

Bayesian philosophy assumes that the parameters $\theta \in \mathbb{R}^d$ are random variables with joint prior probability distribution $p(\theta)$. This prior distribution represents any a priori knowledge we have about the nature and structure of the parameters. A state space model with model states $x(t_k)$, observations $y_k$, and unknown parameters may be written as

$$
\begin{align*}
\theta & \sim p(\theta), \\
x(t_0) & \sim p(x(t_0), \theta), \\
x(t_n) & \sim p(x(t_n), x(t_{n-1}), \theta), \\
y_n & \sim p(y_n | x(t_n), \theta),
\end{align*}
$$

where we label the initial uncertainty $p(x(t_0), \theta)$, the transition probability density $p(x(t_n)|x(t_{n-1}), \theta)$, and observation uncertainty $p(y_k | x(t_k), \theta)$. To simplify the above relations, it is assumed that the initial condition and observation uncertainty are independent of the parameters $\theta$. The full posterior distribution, with these assumptions, can be written using Bayes’ rule:

$$
p(x(t_0:T), \theta, \theta | y_{1:T}) = \frac{p(x(t_0)|\theta, \theta)}{p(y_{1:T} | x(t_0:T))} \prod_{n=1}^{T} p(y_n | x(t_n)) p(x(t_n)|x(t_{n-1}), \theta) \quad (10)
$$

Note that (10) gives the joint posterior distribution for both the state $x_{0:T}$ and the parameters $\theta$ and estimating it solves not only the parameter estimation problem but also the filtering/smoothing problem. The distribution of only the parameters requires marginalizing out the state variables,

$$
p(\theta | y_{1:T}) = \int p(x(t_0:T), \theta | y_{1:T}) dx(t_0:T). \quad (11)
$$

Computation of this integral can be difficult, but possible using Monte Carlo methods; some possibilities are presented in the appendix. We make the standard approximation that the marginal distribution is given by

$$
p(\theta | y_{1:T}) \propto p(y_{1:T} | \theta) p(\theta). \quad (12)
$$

Taking the maximum of (12) yields the Maximum A Posteriori (MAP) point estimate, $\hat{\theta}_{\text{MAP}}$,

$$
\hat{\theta}_{\text{MAP}} = \arg\max \left[ p(\theta | y_{1:T}) \right]. \quad (13)
$$

Point estimates, like the MAP, are only simple statistics of the underlying posterior distribution, and fail to signal the overall variability of likely parameters, but it will be useful to use $\hat{\theta}_{\text{MAP}}$ when comparing results of estimation from ML and Bayesian techniques.

From (12), it will be sufficient to consider only the prior distribution of parameters and the conditional marginal.
The presence of a large number of hyper-parameters can increase the storage and computational costs of producing random samples from the posterior distribution.

We discuss several options of priors for both $B$ and $Q$ of varying degree type that we will perform experiments with. A simple prior would be to assign a normal distribution uniformly to all parameters,

$$B_{ij} \sim N(\mu, 1) \quad Q_{ij} \sim N(0, 1),$$

where $N(\mu, 1)$ is the Normal distribution with mean $\mu$ and variance $1$. Choosing the normal distribution as a prior does not convey sign information and so it does not enforce $Q$ to be positive definite, nor does it enforce the eigenvalues of $B$ to be negative. Instead, this choice of prior is a simple and computationally efficient way to weakly enforce the center of mass of the parameters via location and scale information, i.e. it forces the values of $B$ to be somewhat close to $\mu$ and values of $Q$ to be small. Variations to inform sign could be the half-Normal, $N^+(\mu, \sigma)$, half-Cauchy, Cauchy$^+(0, \gamma)$, or $\beta(\alpha, \beta)$.

Consider again the 1-dimensional example problem of estimating $B$ and $Q$ from 1000 sampled data $y$, but now from a Bayesian approach. In Fig. 1, the priors $Q \sim N^+(0, 1)$ and $B \sim N(-1, 1)$ are used in conjunction with the marginal likelihood to produce the Bayesian posterior in the second and fourth image respectively. In this example, the truth and Maximum A Posteriori values are calculated. For $B$, the error in the MAP estimate of roughly 60% is an improvement over the MLE. While for $Q$, the MAP estimate is marginally worse than the MLE.

Using more sophisticated combinations of distributions, we can leverage knowledge about the structures of the matrix parameters in the LIM. Decompose $Q$ as

$$Q = \sigma LL^T \sigma,$$

where $\sigma$ is a diagonal matrix with $\sigma_{ii} = \sqrt{Q_{ii}}$ and $L$, a lower triangular matrix, is the Cholesky decomposition of the remaining correlation matrix. We impose simple half-Normal or half-Cauchy prior distributions on the diagonal elements of $\sigma$. For the $m(m+1)/2$ elements of $L$, a popular
choice in the literature is to place a LKJ prior on $LL^T$ (Lewandowski et al. 2009), whose distribution is uniform over the space of correlation matrices.

While mathematical constraints on the spectrum of $B$ pose a possible source of prior information, placing priors directly on an eigenvalue decomposition of $B$ is difficult because it would require specification of probabilities in the complex plane and increases the number of parameters needed to be estimated. Furthermore, the eigenvalue decomposition is sensitive to random perturbations in the input matrix to the order of the condition number of the matrix times the perturbation (Stoer and Bulirsch 2002) - enough to possibly misidentify elements of the spectrum of $B$. Instead, we use distributions that indirectly produce these qualities by inducing sparsity (only few non-zero elements) and a (nearly) diagonal matrix. By inducing sparsity, we are hypothesizing that EOFs are weekly coupled and this coupling decays with the explained variance of the EOF. We focus on two types of distributions that have been used to induce this kind of sparsity to varying degrees, the Minnesota (Litterman) and (Finnish) Horseshoe priors (see Appendix A). The extent to which sparsity is induced is data-driven and determined by hyper-parameter values, meaning that we do not impose a strict prior belief of sparse interaction between EOFs.

The Minnesota-Litterman prior (Litterman 1986; Doan et al. 1983) prior expresses the belief that the elements of $\kappa$ should be approximately an uncoupled random walk through each dimension. This prior places unit normal priors on the diagonal of $G(\tau)$ and zero normal priors on the off diagonal components. The variance of these off-diagonal components is then proportional to the variance of the underlying dynamics. This mechanism has the effect of pushing an off-diagonal element to zero if there is not much interaction between the corresponding state variables. There are a total of two hyper-parameters that are used to also control the over-all level of sparsity in the matrix, making this a computationally attractive prior.

Similar to the Minnesota-Litterman prior, the horseshoe prior (Carvalho et al. 2009) was developed to allow for greater control of matrix sparsity. With the horseshoe prior, all entries of $B$ are given a centered normal distribution whose variance is controlled by a global and local sparsity hyper-parameter. The global hyper-parameter sets a certain variance level for all elements of the matrix, while each entry has its own local hyper-parameter. Therefore, using a horseshoe prior for $B$, say, requires the learning and sampling of $1 + 2n^2$ total parameters. The horseshoe formulation, while increasing the storage cost and producing a more topologically complicated posterior distribution to sample from, can, in principle, produce a more nuanced sparsity pattern than the Minnesota-Litterman prior. In practice, a regularized, or Finnish horseshoe prior is used.

Once an adequate prior has been chosen, all that remains is to sample the posterior distribution (11) or the approximation (12). There are several methods to achieve this, but in this paper we use a variant of the Markov Chain Monte Carlo method (MCMC)(Brooks 2011), Hamiltonian Monte Carlo (HMC)(Neal 2012), see the Appendix B for details of the theory and implementation. This method is chosen, in particular, because the need for an algorithm scalable to large parameter spaces. HMC utilizes gradient information to produce samples from the target distribution quicker than traditional MCMC methods, reducing the storage and computational costs required.

5. Parameter Estimation Results

We aim to present a test application to demonstrate that the advantages of enhanced estimation and forecast calibration gained from the Bayesian approach is significant. We compare a suite of estimation techniques, including the ML and various MAP estimators corresponding to combinations of the various aforementioned priors. Furthermore, we test the forecast ability using probabilistic metrics to understand the ability of each method to capture the proper forecast distribution.

We consider the task of forecasting yearly SST anomalies. We use SST data from the fully-coupled 1800 year pre-industrial control run from the CESM1 Large Ensemble project (Kay et al. 2015), which are averaged to annual values to produce a time series of 1800 data points for each surface ocean location on a roughly 1° global grid. The control run is used here in order to test the impact of data availability on parameter estimation, not necessarily to comment on the associated dynamics from forecasting, and to avoid the effects of uncertainty in atmospheric forcing. This study is intended to showcase the potential benefits from a Bayesian approach by directly comparing it with the classical ML methodology in a fair manner. Further research is necessary to come to a comprehensive conclusion about the benefits of the Bayesian approach on realistic data sets. An Empirical Orthogonal Function (EOF) decomposition is performed to reduce the more than 86,000 spatial points to 10 global EOF spatial patterns that capture approximately 55% of the explained variance. Let $\{x_i\}$ represent the time series representing the dynamics of the 10 spatial patterns over the 1800 year time frame. A roughly 900 year fraction of this is taken as training data, 500 years is reserved as test data with the remaining portion saved for validation purposes. The matrices $B, \Omega$ require $10 \times 10 = 100$ elements each to be estimated; i.e. the ratio of data points to parameters is 10:1. Increasing the number of EOF spatial patterns reduces this ratio while only obtaining marginal increases in explained variance. We focus our attention on the predictability of the high-latitude regions, and the evidence we display will be concerned with each method’s performance in these regions. We believe that using global EOFs may capture possible teleconnections
between regions, but recognize that strictly higher-latitude EOFs may capture regional variability using fewer modes.

Here we aim to compare the estimation capabilities of the ML method and the Bayesian approach with a suite of prior distributions. This study performs two experiments: first, a perfect model experiment in order to determine the accuracy of ML and MAP estimates of parameters, and, second, a forecasting experiment in order to test the calibration of the various parameter densities.

\section{Perfect Model Methodology}
In this perfect model scenario, we test the ability of each estimation technique to accurately estimate the mean parameter values given data. Using the truncated EOFs, we first estimate MAP values for the parameters $B$ and $Q$ using HMC (see the appendix). Using these MAP values, we discretize $(1)$ using the standard Euler-Maruyama numerical method and simulate a path with integration time step $\Delta t = 10^{-3}$ years. To sub-sample from this path, we take observations at intervals $\tau = k \Delta t = 1$, to construct annual time series of length $N = 50, 100, 1000$. With these time series as data, the mean likelihood or posterior estimates are constructed and compared against the ‘true’ parameter values for $B$ and $Q$. The benefit of using data-inspired parameter values, as opposed to specifying values arbitrarily (e.g. diagonal matrices), is to not pre-impose prior beliefs on the test data or true parameter values and potentially incur bias in the test results. Because of the randomness in the construction of the sample paths and Markov chain construction, the use of HMC estimated parameters as truth should not introduce bias results towards this method.

For each of the prior distributions that we have discussed, we measure the relative errors (as a percent) of point estimates, $\arg \max_p(\theta | y_1, t)$, from the ‘true’ parameter values and results are shown in Fig. 2. There are three main conclusions from this experiment. First, as should be no surprise, the relative errors decrease, although somewhat unevenly, as more data is available. The lack of clear convergence, as a result of the ‘limited’ data, should serve as a precaution to those relying on the Central Limit Theorem for asymptotic guarantees. Second, the Bayesian methodology can produce estimates 4-6× more accurate than ML alone. The choice of Minnesota prior for $B$ and either LKJ or Horseshoe for $Q$ produced nearly identical results and features slightly less than 100% relative error in the large data scenario. Finally, imposing structure in a concise manner is a critical component when considering a prior distribution. There are obviously some prior combinations that perform just as poorly as MLE, such as the normal priors, but priors with many hyper-parameters (like using the Horseshoe prior for $B$) can also be underwhelming.

The errors in this experiment may seem unreasonably high to an observer given the relative success of applying LIMs to similar applications. We address this concern in two ways. First, the signal in the yearly averaged CESM control run data is likely much weaker than those used in other papers, such as those from regional or monthly data sets that include atmospheric forcing. The stronger the mean of the signal compared to the variance, the better the parameter estimation results will be. There are also some artificial/ad hoc ways to reduce noise in the data to achieve the same ends, such as smoothing, that we do not perform in this analysis. It should also be noted that while statistical bootstrapping techniques are common ways to improve estimation by inflating the sample size, we did not find discernable advantages of performing such re-sampling and choose not to report the details in this paper. Second, we will see in the next experiment, an accurate ML or MAP estimate is not necessary for producing reasonable forecasts. While this experiment measures the error in the mean of the posterior distribution, it does not comment on the overall calibration of the probability distributions or how their uncertainties are propagated through to state forecasts. Therefore, it is not necessary contradictory in practice for there to be both large relative errors in parameter recovery while forecast errors are relatively low.

\section{CESM1 Data Experiments}
When using a LIM, there is traditionally only one source of uncertainty when computing sample paths of the SDE: the noise process with covariance $Q$. In the Bayesian framework there is an additional source of uncertainty: the distribution of the parameters $B$ and $Q$ themselves. Therefore, we hypothesize that forecasts computed with the MLE alone are too conservative and mis-estimate the variance and resulting distribution of the underlying physical process. The goal of this section is to measure the calibration, i.e. how well the method reproduces the true forecast probability distribution, of various sample posterior distributions $p(x_i|B, Q, y_{i-1})$.

To perform each experiment we calculate a 100-member ensemble of with lead time $tau$ using parameters drawn from their respective posterior distribution (in the ML case this is taken to be only the point estimate). The posterior distributions are estimated from the training set of 900 years. Forecasts are initialized from the test data set, independent of the training data set. For this test, the data sets are smoothed with a 3 year backward-looking moving average. For the Bayesian estimates, a value for $B$ and $Q$ are drawn anew for each ensemble member for each one-step prediction. From this ensemble, we calculate an array of statistics and metrics to judge the induced accuracy and calibration from each choice of prior distribution. Not only will we compute the correlation coefficient, an oft-used statistic in time-series forecasting, but we will also calculate the empirical distribution function for the posterior distribution of sample paths and compare to the distribution of the original data using probabilistic metrics.
Fig. 2. $\| \cdot \|$ Relative errors (%) for $B$ and $Q$ using a variety of prior densities and estimation techniques from the perfect model experiment. Data was generated from an Euler-Maruyama discretization ($\Delta t = 10^{-3}$) of a linear SDE with prescribed drift and diffusion coefficients $B$ and $Q$. From this series, $N$ points were uniformly observed for the estimation data set. Relative errors are taken with respect to the ML or MAP estimates of the parameters. We use the notation PriorB_PriorQ, with 'ML', 'N', 'MINN', 'LKJ', 'HORSE' referring to Maximum Likelihood, Normal, Minnesota, LKJ, and Horseshoe priors respectively.

in order to have a holistic view of the ability of each method to capture the underlying uncertainty.

Table 1 displays the correlation coefficient between the median sample path and test data. In practice a correlation coefficient greater than .6 represents a heuristic for skillful forecasts (Collins 2002). All fully Bayesian forecasting methods exceed this threshold and Hybrid methods with normal and horseshoe priors for $B$ also produce skillful forecast that rival the fully Bayesian forecasts. Only using a MLE for $B$ produces poor forecast skill. These two facts together suggest that under-specification of $p(B)$, not $p(Q)$, is one of the major causes of poor forecast performance. The spatial, graphical, results for ML and Bayesian estimation using Minnesota and LKJ priors can be seen in Fig. 3 and Fig. 4 for 1 and 2 year lead times, respectively. For forecasts with 1 year lead time, the ML estimates are generally skillful in the Arctic Ocean with exceptions in the Nares strait and Beaufort and Kara seas. In the Southern Ocean, the ML estimates are only skillful off of East Antarctica and in pockets in the Ross and Weddell seas. The Bayesian forecasts has exceptional skill in both polar regions. For forecasts with 2 year lead time, the overall skill of either technique is markedly lower. The ML estimates are not skillful in any region. The Bayesian forecasts are consid- ered skillful still in many areas of both polar regions. In particular we see high correlation skill off of West Antarctica in the Amundsen-Bellingshausen seas, whose climate is known to be strongly influenced by tropical Pacific SSTs (Steig et al. [2012], Ding et al. [2011], Lachlan-Cope and Connolley [2006]). The correlation metric, then, is very sensitive to proper accounting of the uncertainty in $B$, but this is not a comprehensive view of the calibration of the forecasts.

A view of the correlation coefficient of various methods as a function of lead time is given in Fig. 5. Here, we plot both the global mean (dashed) and global max (solid) correlation coefficients of the ML forecasts, Bayesian forecasts with Minnesota and LKJ priors, and Vector AutoRegressive (VAR) forecasts with 2 and 3 terms. These VAR models are fit with a optimization-based maximum likeli- hood approach, and are included as a means of comparison of LIMs against other typical time-series forecasting tech- niques. In general, the ML LIM forecasts are much less skillful than either the Bayesian LIM or VAR models, with the latter models having roughly identical skill. In particular, the low global correlation coefficients and sharp decline of skill at small lead times from the ML forecasts are extreme in comparison to the other methods. Notice
that while the ML forecasts have skillful globally averaged correlation coefficients, the low quality of the average correlation coefficients indicates that there is much greater variance of region dependent skill when compared to the other methods, especially for short lead times. All methods, however, produce forecasts that are not skillful on average with a lead time of greater than 3 years.

To begin to measure the calibration of probabilistic forecasts, we use the ensemble forecast members to construct conditional cumulative distribution functions, from which quantiles can be calculated and compared to the empirical distribution function for the observations,

$$\hat{F}(t) = \frac{1}{T} \sum_{n=1}^{T} \mathbf{1}_{(y_n - y_{n-\tau}) < t}$$

To be clear, under the assumption of stationarity, this average is performed temporally but for clarity in presentation we also integrate spatially to consider a 1-dimensional distribution function. Fig. 6 plots the observed and forecast distribution functions against each other, where the discrepancy between forecasted and observed frequencies are plotted. A perfect method would have 1:1 agreement between the forecasts and the observations and have zero residual forecast probability, as denoted in the plot by the dashed (red) line. The distribution of the ML forecasts (dashed) are generally below the dotted line, especially for more frequent events, representing that the method underestimates the uncertainty in the data. The forecasts generated with a Minnesota prior for $B$ and a Horseshoe prior for $Q$ have generally good agreement with the ob-

Fig. 3. Correlation Coefficient between mean forecasts with 1 year lead time and test data; higher correlation coefficients are more predictive. (Top) ML estimates were used for the parameter values of $B$ and $Q$. (Bottom) Minnesota and LKJ priors were used for $p(B)$ and $p(Q)$ respectively.
servations, but slightly overestimate the uncertainty in unlikely events. We include Vector Auto-Regressive models for a wider comparison of methods, these VAR models are fitted with an optimization based maximum likelihood model. The VAR models suffer more strongly from over- and under-estimation than the Bayesian methods. All of the Bayesian methods outperform the ML techniques in this metric, showing again that regularizing using reasonable prior densities and having access to the entire probability distribution produces more skillful forecasts.

**Fig. 7** presents the relative $L_2$ error between the distribution of forecasts at a lead time of 1 year and of observations, what we call the "Calibration Error", as a function of space. Here a lower Calibration Error represents a smaller percent discrepancy between the forecast probability distribution from the empirical observational distribution. Generally, the ML forecasts are at least 1.5 to 2 times as less calibrated than the Bayesian forecasts.

6. Conclusion

In this paper we advocate for a Bayesian approach to LIMs as a way to 1) address the ill-conditioned nature of high-dimensional parameter estimation by providing a formal way to regularize the parameter distributions and 2) produce well-calibrated predictive uncertainties. This strategy has been tested and compared to traditional LIM modeling at recovering LIM parameter values and at forecasting high-latitude SST anomalies. The evidence presented in this paper suggests that a Bayesian approach to
statistical forecasting may produce significant recovery and calibration benefits, especially in terms of regional predictability, when compared to simple point-estimation.

Bayesian approaches to parameter estimation for stochastic differential equations are rare in the literature for a number of factors: there is a lack of closed form solutions to key probability densities, prohibitive computational cost make estimation difficult, and the recent historic performance of various levels of simplifying approximations have not spurred the need to apply the Bayesian approach. Given the increasing amount of computational resources now commonly available, development of efficient sampling algorithms, and evolving view of statistical estimation have set a fertile field for the adoption of the Bayesian framework. This paper advocates for the intelligent use of a Bayesian framework with nontrivial prior distributions to formulate the LIM problem and provides an accounting of how well these approaches reconstruct and forecast the appropriate probability distributions.

Maximum Likelihood and least square approaches to parameter estimation in LIMs have asymptotic convergence guarantees, but may not be optimal when the available data is sparse, the underlying signal is not strong, there are confounding variables present, or when confronted with model error. As demonstrated by the simple example in Fig. 1 and Fig. 2, researchers should be cautious about using such estimators in the LIM framework. We found that, even in a relatively large data set, relative errors often exceeded 100%. Furthermore, our results also suggest that it would be hazardous to conclude that forecast skill is a reflection of parameter reconstruction Table 1.

The main hypothesis of this paper is that using ML point estimates can result in overly conservative forecasts, especially when compared to results from a Bayesian framework. Using both traditional and probabilistic forecast metrics, we found that predictions from a Bayesian approach are more accurate than their ML competitors. Comparing the empirical distribution functions from forecasts and the metrics in Table 1, Fig. 6 and Fig. 7 affirms that the Bayesian approach better captures the probability distribution of the dynamics and makes clear that the benefits from using a Bayesian framework in forecasting can be significant.

There are several possible avenues to continue and extend the analysis in this paper. Immediately, this analysis should be extended to observational data sets so that comparisons can start to be used with other papers, e.g. [Penland and Sardeshmukh 1995]. It is still an open question of whether a Bayesian framework can be used to reliably improve the performance of LIMs in forecasting decadal predictability of SSTs (Hawkins and Sutton 2009), Branstator and Teng 2010, Guemas et al. 2012, and this area can be pursued with either a global or regional scope. Second, further exploration of relevant prior distributions should be pursued with the goal of producing physically meaningful prior densities. In particular, we can explore the use of global climate models in the Bayesian framework. There are several extensions to LIMs where one could feasibly implement a Bayesian approach. First, investigation of LIM frameworks that incorporate state-dependent noise, as in Sardeshmukh et al. 2015 and Martinez-Villalobos et al. 2019, can also be formulated in a Bayesian way given an appropriate approximate likelihood distribution.
Finally, one could depart from the parametric form that a linear stochastic differential equation imposes and attempt a Bayesian framework with more complicated, non-parametric physically constrained statistical models such as in Majda and Harlim (2013), Wikle and Holan (2011) or machine learning techniques such as Bayesian networks in McDermott and Wikle (2019a) and McDermott and Wikle (2019b).
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APPENDIX A

Prior Matrix Distributions

a. LKJ

The so-called LKJ prior (Lewandowski et al. 2009) (named after authors: Lewandowski, Kurowicka, and Joe) is the result of work that extended methods designed to sample random correlation matrices in a computationally efficient manner. In implementation, there is a single hyper-parameter to the distribution, η, and the distribution can be defined as

\[ \text{LKJ}(\Sigma|\eta) \propto \det(\Sigma)^{\eta-1}. \] (A1)

From the definition, if \( \eta = 1 \), the LKJ distribution is uniform over all correlation matrices. For \( \eta > 1 \), the distribution places mass closer to 1, resulting in samples close to the unit matrix. In other words, \( \eta \) controls the expected amount of correlation, with \( \eta > 1 \) favoring less correlation, while \( \eta < 1 \) expecting more correlation.

b. Minnesota-Litterman

The Minnesota-Litterman prior (Litterman 1986; Doan et al. 1983) has two hyper-parameters, \( \lambda \) and \( \theta \), that allow
Fig. 7. Calibration errors that represent the relative difference between forecast cumulative distribution and the empirical observation distribution. Smaller errors represent a better calibrated forecast. (Top) ML estimates were used for parameter values. (Bottom) Minnesota and LKJ priors were used for $p(B)$ and $p(Q)$ respectively.

for controlling the degree of sparsity in the matrix and differentiating between diagonal and off-diagonal terms. The prior distributions are given by

$$
\begin{align*}
G_{ii} &\sim N(1, \lambda), \\
G_{ij} &\sim N \left( 0, \lambda \theta \frac{\Sigma_{ii}}{\Sigma_{jj}} \right) \quad i \neq j, \\
\lambda &\sim \text{Cauchy}^+ (0, 1) \\
\theta &\sim \mathcal{U}(0, 1),
\end{align*}
$$

(A2)

where $\mathcal{U}(a, b)$ is the uniform distribution on $[a, b]$.

This formulation allows for the distinct treatment of diagonal from off-diagonal parameters. $\lambda$ acts as a global covariance hyper-parameter, controlling the overall uncertainty in the elements of the matrix. If $\lambda = 0$, then the prior would collapse to a distribution around the identity matrix. For $\lambda \neq 0$, the off-diagonal terms $\lambda \theta \Sigma_{ii} / \Sigma_{jj}$ shrinks $\lambda$ by a multiple, $\theta$, of the relative size of the respective variances. This combination is a natural choice since it controls the sparsity of the matrix according to the relative uncertainty and size of the dynamics of elements of $x_t$.

c. (Finnish) Horseshoe

Similar to the Minnesota-Litterman prior, the horseshoe prior (Carvalho et al. 2009) was originally derived to allow for specification of sparsity and has hyper-parameters $\lambda$ and $\tau$. $\lambda \in \mathbb{R}^{m \times m}$, however, has $m^2$ elements $\lambda_{ij}$ - one for
In general, however, numerical techniques are needed to books written on this technique, see Gelman et al. (2013). chosen conjugate to the likelihood, then the posterior distribution
transformation (14) and need only estimate like the Minnesota prior, this prior can be applied to both
prior and estimated along with the other parameters. Unless
be estimated by considering the understanding of the size
are near some predetermined threshold.

$$
\bar{\lambda}_{ij} = \lambda_{ij} \frac{\lambda_{ij}^2}{1 + \tau^2 \lambda_{ij}^2 / c^2}.
$$

If $\tau^2 \lambda^2 \ll c^2$, then $\bar{\lambda} \approx \lambda$ and the regularized horseshoe behaves similarly to the original horseshoe prior. On the other-hand, if $\tau^2 \lambda^2 \gg c^2$ then $\bar{\lambda} \ll \lambda$ and $\bar{\lambda}$ is a regularization. This transformation penalizes values of $\lambda$ and $\tau$ that are near some predetermined threshold $c^2$. Like $\tau$, $c$ can be estimated by considering the understanding of the size of the parameters, or can be given some non-informative prior and estimated along with the other parameters. Unlike the Minnesota prior, this prior can be applied to both $B$ and $Q$. Of course, when estimating $Q$, we follow the transformation (14) and need only estimate $L$.

APPENDIX B

Bayesian Computational Techniques

To make full use of the Bayesian framework, instead of relying on maximal parameter estimates, we must be able to draw samples of the parameters from their respective probability distributions. If the marginal likelihood function $p(y_{1:T} | \theta)$ is normal and the prior distribution $p(\theta)$ is chosen conjugate to the likelihood, then the posterior distribution can be calculated analytically. There are numerous books written on this technique, see Gelman et al. (2013). In general, however, numerical techniques are needed to sample from an arbitrary posterior distribution. In particular, Markov Chain Monte Carlo (MCMC) algorithms are standard practice to generate independent samples from the posterior. We will review MCMC in order to motivate Hamiltonian Monte Carlo (HMC), which is the algorithm we use for the studies in this paper. This appendix is only meant as a brief description of the types of methods employed in this paper, for more detailed and comprehensive discussions see Brooks (2011).

1) Markov Chain Monte Carlo

A Markov chain is a sequence of random variables \{\epsilon_1, \epsilon_2, \ldots\} where

$$
p(\epsilon_1, \epsilon_2, \ldots, \epsilon_N) = p(\epsilon_1) \prod_{k=2}^{N} p(\epsilon_k | \epsilon_{k-1}),
$$

i.e. a member of the sequence, given the previous value, is conditionally independent of all other elements in the sequence. The goal of MCMC is to generate a Markov chain such that elements of the chain come from the posterior distribution. The elements of the Markov chain are then the requested samples. The basic MCMC algorithm consists of specifying an initial distribution $p(\epsilon_1)$, proposing a next element using a transition distribution $p(\epsilon_k | \epsilon_{k-1})$, and a method for accepting or rejecting the proposed value. In the LIM case, the initial distribution could be specified by the ML distribution since one has analytical representations for the mean and standard deviation. For this method to generate a proper Markov chain that has $p(\theta | y_{1:T})$ as its equilibrium distribution the transition density and acceptance criterion must meet certain theoretical conditions. If these conditions are met, then $p(\epsilon_k)$ is stationary, $p(\epsilon_k) = p(\epsilon_{k'})$ for all $k, k'$ and $\epsilon_k$ is independent of $\epsilon_{k'}$. This stationary distribution is then guaranteed to be equal to $p(\theta | y_{1:T})$. In practice, ensuring that generated Markov chains are independent and come from the required distribution is non-trivial. We will not discuss these theoretical concerns, but assume such conditions have been met and refer the reader to the literature. In order to avoid some of these technical difficulties, we rely on using the Hamiltonian Monte Carlo algorithm.

2) Hamiltonian Monte Carlo

Hamiltonian Monte Carlo (HMC) uses the dynamics from an associated Hamiltonian dynamical system to construct a transition density $p(\epsilon_k | \epsilon_{k-1})$ that is theoretically guaranteed to produce the required posterior distribution. These dynamics are defined by the pair of differential equations

$$
\frac{dp}{dt} = \frac{\partial H}{\partial q},
$$

$$
\frac{dq}{dt} = \frac{\partial H}{\partial p},
$$

where $(p, q)$ are coordinates of the state system (representing momentum and position). $H$ is the Hamiltonian defined.
\[ H(p, q) = K(p, q) + U(p, q), \]

where \( K \) is called the "kinetic energy" and \( U \) is the "potential energy". HMC utilizes this framework by introducing a conjugate momentum variable \( \rho \sim N(0, M) \) and seeking to draw from the joint density \( p(\rho, \theta) = p(\rho|\theta)p(\theta|y_1:T) \). This joint density defines the Hamiltonian,

\[
\begin{align*}
H(\rho, \theta) &= -\log p(\rho, \theta) \\
&= -\log p(\rho|\theta) - \log p(\theta|y_1:T) \\
&= K(\rho, \theta) + U(\theta)
\end{align*}
\]

(B4)

We assume that the momentum is independent of the target density, so \( p(\rho|\theta) = p(\rho) \) and \( K(\rho, \theta) = K(\rho) = \frac{1}{2}p^T M^{-1} \rho \). To generate transitions for the Markov chain we evolve the system (B2) starting from an initial value for \( \theta \) and a draw \( \rho \) from \( p(\rho) \). In particular, we solve

\[
\begin{align*}
\frac{d\theta}{dt} &= \frac{\partial K}{\partial \rho}, \\
\frac{d\rho}{dt} &= -\frac{\partial U}{\partial \theta}.
\end{align*}
\]

(B5)

Solving (B5) in general requires discretization of \( \rho \) and \( \theta \) into their respective Markov chains and numerical integration. While there are numerous numerical integrators for Hamiltonian systems, the most common in practice is the Leapfrog, or Störmer-Verlet integrator with step size \( \Delta t \)

\[
\begin{align*}
\rho_{n+\frac{1}{2}} &= \rho_n - \frac{\Delta t}{2} \frac{\partial U}{\partial \theta}, \\
\theta_{n+1} &= \theta_n + \Delta t M^{-1} \rho_{n+\frac{1}{2}}, \\
\rho_{n+1} &= \rho_{n+\frac{1}{2}} - \frac{\Delta t}{2} \frac{\partial U}{\partial \theta}.
\end{align*}
\]

(B6)

The probability that these values are accepted is given by

\[
\min(1, \exp(H(\rho_n, \theta_n) - H(\rho_{n+1}, \theta_{n+1}))).
\]

If the generated values are not accepted then \( \theta_{n+1} = \theta_n \) and the algorithm continues for a total number of \( L \) time steps.

It is proven that this algorithm produces samples that converge to the target distribution given certain conditions. Often this convergence is quicker, in terms of samples needed, than standard MCMC algorithms. As a trade off for speed, the HMC requires calculation of derivatives at each time step. Furthermore, the time step \( \Delta t \) may need to be taken excessively small in order to ensure stability of the scheme, meaning that more time steps are required to adequately explore the state space. Modifications to the original HMC algorithm, the no-U-turn sampler in particular, help automatically adjust the step size and number of steps. We leave the details of these algorithms to [Neal 2012]. For out-of-the-box implementation of this algorithm, see the programming language Stan [Carpenter et al. 2017].
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