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Abstract

Video dubbing aims to translate the original speech in a film or television program into the speech in a target language, which can be achieved with a cascaded system consisting of speech recognition, machine translation and speech synthesis. To ensure the translated speech to be well aligned with the corresponding video, the length/duration of the translated speech should be as close as possible to that of the original speech, which requires strict length control. Previous works usually control the number of words or characters generated by the machine translation model to be similar to the source sentence, without considering the isochronity of speech as the speech duration of words/characters in different languages varies. In this paper, we propose VideoDubber, a machine translation system tailored for the task of video dubbing, which directly considers the speech duration of each token in translation, to match the length of source and target speech. Specifically, we control the speech length of generated sentence by guiding the prediction of each word with the duration information, including the speech duration of itself as well as how much duration is left for the remaining words. We design experiments on four language directions (German $\rightarrow$ English, Spanish $\rightarrow$ English, Chinese $\leftrightarrow$ English), and the results show that VideoDubber achieves better length control ability on the generated speech than baseline methods. To make up the lack of real-world datasets, we also construct a real-world test set collected from films to provide comprehensive evaluations on the video dubbing task.

1 Introduction

Video dubbing$^1$ aims to translate the original speech in a movie or TV from a source language to the speech in a target language. Generally, automatic video dubbing system consists of three cascaded sub-tasks, i.e., Automatic Speech Recognition (ASR) (Yu and Deng 2016), Neural Machine Translation (NMT) (Vaswani et al. 2017a) and Text-to-Speech (TTS) (Tan et al. 2021, 2022). Specifically, ASR transcribes the original speech into text in the source language, which can be omitted when subtitles are available. NMT aims to translate text in the source language to the target language, and TTS finally synthesizes the translated text into target speech. Different from speech-to-speech translation (Wahlster 2013), video dubbing requires strict isochronous constraints between the original source speech and the synthesized target speech to ensure that the speech matches the original video footage in terms of length and thus provide immersive watching feeling, which brings additional challenges.

In the cascaded video dubbing system, both NMT and TTS can determine the length of translated speech, i.e., the number of translated words is determined by the NMT model, while the length of the synthesized speech can be controlled by TTS via adjusting the pause and duration of words. Previous automatic video dubbing systems control the speech isochrony separately, by first controlling the number of generated target words/characters similar to that of the source words, and then adjusting the speaking rate to ensure the duration of synthesized speech similar to that of the source speech. However, as the speech duration of words/characters in different languages varies, the same number of words/characters in the source and target sentences does not guarantee the same length of speech. Therefore, TTS has to adjust the speaking rate of each word in a wide range to match the total speech length, which will affect the fluency and naturalness of synthesized speech (e.g., the speaking rates may be inconsistent with those of adjacent sentences).

In this paper, we tackle the length control problem in a systematic way. Our idea starts from a simple motivation: matching the length of the synthesized speech with the original one while avoiding speaking rate inconsistency of adjacent sentences. To preserve high hearing quality, we should assign the responsibility for length control more to NMT and less to TTS, which requires NMT can be controlled by original speech length while maintaining translation quality. To achieve this goal, we propose the following techniques. Firstly, to control the speech duration when translating the
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target sentence, we make the model aware of how much duration is left at each time-step as well as the speech duration of each word, by representing it as two kinds of positional embeddings which are added to the original one and taken as input of the decoder. Secondly, we introduce a special pause word [[P]] which is inserted between each target word, in order to control the speech length more smoothly by considering the prosody (language-related tempo, rhythm and pause) of speech through adjusting the duration of [[P]]. Finally, while training, we calculate the alignment between the target speech and text to obtain the speech duration of each target word instead of using only the number of words/characters. Also we introduce a neural network component named duration predictor to explicitly model the speech duration of each word. In inference, given the source speech length, the duration predictor works together with the decoder to generate high quality translations with similar speech length to the source. Moreover, considering the scarcity of real-world video dubbing dataset (i.e., motion pictures with golden cross-lingual source and target speech available), we construct a test set collected from dubbed films to provide comprehensive evaluations of video dubbing systems.

The main contributions of this work are summarized as follows:

- We propose VideoDubber, a machine translation system tailored for the task of video dubbing, which directly controls the speech length of generated sentence by calculating and encoding the speech duration of each word into the model.
- We conduct experiments on four language directions, with both objective and subjective evaluation metrics. Experiment results shows that VideoDubber achieves better length control compared with baseline method in all languages.
- Due to the scarcity of the video dubbing test dataset, we construct a real-world test set collected from films to provide comprehensive evaluation on the video dubbing task.

2 Background

We first provide the problem definition of the video dubbing task.

**Problem Definition** Given the source speech $s$ with duration $T_s$ and its transcription $x = (x_1, ..., x_{|x|})$, we aim to generate the translated text sequence $y = (y_1, ..., y_{|y|})$ as well as the synthesized speech $t$ with duration $T_t$, where $T_t$ should be as close to $T_s$ as possible, while maintaining the high translation quality of $y$ as well as the rhythmic and fluency of $t$.

Existing video dubbing works (Öktem, Farrús, and Bonafonte 2019; Federico et al. 2020b; Lakew et al. 2021; Sharma et al. 2021; Effendi et al. 2022; Lakew et al. 2022; Virkar et al. 2022; Tam et al. 2022) are usually based on a cascaded speech-to-speech translation system (Federico et al. 2020a) with ad-hoc designs, mainly concentrating on the Neural Machine Translation (NMT) and Text-To-Speech (TTS) stages. In the NMT stage, related works achieve the length control by assuming that similar number of words/characters should have similar speech length, and therefore encourage a model to generate target sequence with similar number of words/characters to the source sequence (Federico et al. 2020a). They compute the length ratio between source and target text sequences as the
The overall architecture of VideoDubber with speech-aware length control for video dubbing. PE stands for positional embedding and \([P]\) indicates the special pause token. We set \(N = 5\) and follow Equation (2) to calculate the relative duration PE.

3 Proposed Method

We introduce VideoDubber in this section. Specifically, we control the speech length of generated sentence by guiding the prediction of each word with duration information. An illustration of the model architecture is shown in Figure 2.

3.1 Overview

To match the length of synthesized speech with the original one while maintaining fluency and naturalness, we should assign the responsibility for length control more to NMT and less to TTS. Thus, the goal becomes how to achieve speech-aware length control on NMT while maintaining high translation quality. To achieve this goal, we first obtain the speech duration \(d = (d_1, ..., d_T)\) of each target word and then incorporate it into the NMT model.

Specifically, we integrate the duration information by designing two kinds of duration-aware positional embeddings. One is absolute duration positional embedding which indicates the accumulated duration information at the current time-step, the other is relative duration positional embedding calculated as the ratio between the absolute duration and the total duration, indicating how much duration is left for future tokens. In this way, the model is trained to jointly consider the semantic and duration information when making predictions. We also take pauses into consideration to control the speech length with more flexibility by introducing a special pause token \([P]\).

To obtain the speech duration for each target word, while training, we first calculate the alignment between speech and text in phoneme-level through Montreal forced alignment (MFA) (McAuliffe et al. 2017). Then, we introduce a duration predictor, which is a neural network component consisting of convolutional layers and being inserted on the top of the decoder, to predict the duration of each word conditioned on the hidden output of decoder. Next in inference, given a

\[d = (d_1, ..., d_T)\]
total speech length (i.e., the length of source speech), the decoder will determine the appropriate translation conditioned on both the semantic representation and the duration information at each step in an autoregressive manner as shown in Figure 2. We dive into details in the following section.

3.2 Model Architecture

Duration-aware Position Embedding To take account of the speech duration in translation, we integrate the duration information via designing duration-aware positional embeddings for each token. Here, we design two kinds of positional embedding to provide the absolute and relative speech-aware duration information respectively.

We denote the original positional embedding in Transformer (Vaswani et al. 2017b) as \( p^o \). Then given the \( i \)-th target token \( y_i \) and its duration \( d_i \), we define the absolute duration positional embedding \( p_i^a \) by the accumulated speech duration up-to-now, which can be written as:

\[
p_i^a = PE\left(\sum_{j=1}^{i} d_j\right),
\]

where \( PE(\cdot) \) indicates the lookup function over the sinusoidal positional embedding matrix.

The introduced \( p^o \) tells the model the up-to-now speech length of generated words. Moreover, to make the model aware of how much duration is left and therefore plan the generation by choosing words with the appropriate duration, we also introduce a relative duration positional embedding \( p^r \) to incorporate the global duration information. It is calculated as the ratio between the accumulated duration and the total duration:

\[
p_i^r = PE\left(q_N\left(\frac{\sum_{j=0}^{i} d_j}{\sum_{j=0}^{T_y} d_j}\right)\right),
\]

where \( q_N(x) = \lfloor x \times N \rfloor \) quantizes the float duration ratio from \([0, 1]\) into integers within \([0, N]\]. Finally, given the word embedding of the \( i \)-th target token \( w_i \), we add the three positional embeddings with it to construct the input to decoder:

\[
h_i = w_i + p_i^o + p_i^a + p_i^r.
\]

The proposed two position embeddings are complementary to each other, and we evaluate their effectiveness in experiments.

Pause Token We further consider the pauses between words and adjust their duration to ensure the flexibility of length control, i.e., we can increase or decrease the duration of pauses automatically to share some responsibility for length control, which can avoid uneven speaking rate between adjacent sentences and is crucial for the fluency of speech. As a byproduct, pauses can also be utilized to model the prosody of the speech. Specifically, we explicitly model the pauses in speech by introducing a special token \([P]\), which is inserted between each word (instead of subwords) in both the source and target sentences. For example, the phrase “A painting” is tokenized as “A pain@@

3.3 Discussion

Overall Length Control Pipeline After text translation with speech-aware length control as we introduced in Section 3.2, we further achieve more precise length control through duration adjustment in TTS stage. We employ AdaSpeech 4 (Wu et al. 2022), a zero-shot TTS model which can adjust duration directly. Instead of uniform duration adjustment which scales the duration of each phoneme by a same factor, we only adjust the duration of vowels and keep the length of consonants unchanged, since the duration of consonants is not significantly changed when people slow down or speed up their speech in natural (Kruspe 2015). With this systematic approach on NMT and TTS, we can achieve precise and flexible speech length control, so as to ensure the translated speech to be well aligned with the corresponding video in video dubbing scenario.

About the Pause Token Some related works (Federico et al. 2020a; Virkar et al. 2021) also introduce the pause token into the video dubbing framework, by inserting the pause token between phrases in the translated text with a dynamic programming algorithm. VideoDubber differs from theirs from two perspectives. Firstly, we provide more fine-grained control of the pause by inserting the pause token into each word instead of phrase. Secondly, the speech duration of each pause token can be different in different context and end-to-end learned by the model, which provides better flexibility on length control and prosody modeling of synthesized speech.
About Video Dubbing Dataset Due to the scarcity of video dubbing dataset, we usually conduct experiments on speech-to-speech translation datasets, where the lengths of the source and target speech in the training and test data are not guaranteed to be similar. Thus, this is actually different from the real-world video dubbing, where the length of source and target speech exactly match. It is not accurate to evaluate the semantic translation quality of the video dubbing system using the reference translation that is not in same length of the source speech (i.e., the controlled speech length in NMT model). Therefore, we try to alleviate this issue in two aspects: 1) In evaluation, we use the length of source and target speech respectively to control the NMT model, where the length of source speech is consistent with what we practically use in video dubbing, and the length of target speech is used to evaluate how our model performs when the length of reference sentence is the same as the control length. 2) We additionally construct a real-world video dubbing test set from dubbed films, where the source and target speech have exactly the same length. In this way, the constructed test set can be used to evaluate the video dubbing system in practical scenarios.

Another potential issue is that the NMT model is trained to generate text with the target speech length (which is different from the source speech length), but in inference, it is used to generate text with the source speech length, which causes mismatch. However, it is really hard to mitigate this issue since large-scale training data with the same source and target length is very difficult to collect. Nevertheless, we plan to construct a training dataset with the same speech length in the source and target utterances by knowledge distillation, where the distilled target sentences are controlled by our NMT model to have the same speech length with the source sentences. We leave it for future work.

4 Real-World Video Dubbing Test Set

Considering the scarcity of real-world video dubbing dataset (i.e., motion pictures with golden cross-lingual source and target speech), we construct a test set collected from dubbed films to provide comprehensive evaluations of video dubbing systems.

Specifically, we select nine popular films translated from English to Chinese, which are of high manual translation and dubbing quality, and contain rich genres such as love, action, scientific fiction, etc. We cut 42 conversation clips from them with the following criteria: 1) The clip duration is around 1 ∼ 3 minutes. 2) More than 10 sentences are involved in each clip, which contains both long and short sentences. 3) The face of speaker is visible mostly during his or her talks, especially visible lips at the end of speech.

After that, we extract audios from video clips and remove background sounds to get clean speech. Then, we perform speech recognition and manual correction to obtain text transcripts in source and target languages. In addition, we split clips into sentences based on semantics and speakers. We discard silence frames between sentences to make sure there is no more than 0.5s of silence at the beginning and end of each split.

Finally, we obtain the test dataset with a total duration of 1 hour, including the original movie, source speech with transcripts, and human-dubbed speech with transcripts. It contains 892 sentences for sentence-level evaluation8.

5 Experimental Setup

5.1 Datasets

Training Data We train VideoDubber on four language directions: Chinese → English (Zh-En), English → Chinese (En-Zh), German → English (De-En), Spanish → English (Es-En). Since the absence of real-world video dubbing dataset, we train and test VideoDubber in the speech translation dataset. For language direction from Others → English, we use public speech-to-speech translation dataset CVSS (Jia et al. 2022), which contains multilingual-to-English speech-to-speech translation corpora derived from the CoVoST2 dataset (Wang et al. 2021). For the direction from English to Chinese, we use the En-Zh subset of MuST-C (Cattoni et al. 2021), an English → Others speech translation corpus built from English TED Talks. Since the Must-C dataset does not have corresponding speech in the target language, we use a well trained Chinese TTS model, FastSpeech 2 (Ren et al. 2021), to generate Chinese speech from the translated text.

Evaluation Data We consider two datasets in evaluation. One is the standard test set from the speech translation dataset that follows the settings of previous works, and the other is the constructed real-world test set for the video dubbing scenario, to test the overall performance in the real-world setting.

5.2 Evaluation Metrics

We adopt both subjective and objective evaluation metrics to evaluate the compared video dubbing systems.

Objective Metrics We use BLEU and speech length compliant to evaluate the semantic quality of the translated text and the length control ability of the model.

• BLEU. BLEU (Papineni et al. 2002) score is a widely used automatic evaluation metric of machine translation task. We report the tokenized BLEU score to keep consistent with previous works.

• Speech Length Compliant. To evaluate the speech length control performance, inspired by Lakew et al. (2022), we design the Speech Length Compliant (SLCp) score. SLCp refers to the percentage of sentences whose ratio ∈ [1 − p, 1 + p], where the ratio is defined as:

\[
\text{ratio} = \frac{\sum_{i=0}^{T_s} d_i}{\sum_{j=0}^{T_s} d_j},
\]

where \(d_i, d_j\) represent the duration of token \(i, j\) from source speech and translated speech respectively. SLCp refers to the percentage of sentences that ratio ∈ [1 − p, 1 + p]. Federico et al. (2020b) set \(p = 0.4\) to

8The test set can be built following https://speechresearch.github.io/videodubbing/
Subjective Metrics  In addition to objective metrics, we also introduce some subjective metrics to evaluate VideoDubber on the real-world video dubbing scenario.

- **Translation quality.** Translation quality measures the quality of translated text of the dubbed video through human evaluation. It should be mentioned that judges will rate the translation quality according to the original video, which is more suitable for video dubbing scenario.

- **Isochronism.** Isochronism score measures whether the original video matches the translated speech in video dubbing scenario.

- **Naturalness.** Naturalness score measures the overall performance of the video with dubbed speech. The judges will consider both the translation quality and the isochronicity.

### 5.3 Model Configurations

We follow the Transformer (Vaswani et al. 2017b) based encoder-decoder framework as the backbone of our translation model. For all settings, we set the hidden dimension as 512 for the model, 2048 for the feed-forward layers. For both encoder and decoder, we use 6 layers and 8 heads for the multi-head attention. The duration-aware positional embeddings are added only at the input to the decoder stacks, and the encoder architecture is consistent with the original Transformer.

The duration predictor consists of a two-layer convolutional network with ReLU activation, each followed by the layer normalization and the dropout layer. The extra linear layer outputs a scalar, which is the predicted token duration. Note that this module is jointly trained with the Transformer model to predict the duration of each token with the mean square error (MSE) loss. We predict the duration in the logarithmic domain, which makes them easier to train. It should be mentioned that duration predictor is only used in inference stage, since the ground truth duration can be directly used in training.

In TTS stage, we employ a pre-trained zero-shot TTS model, AdaSpeech 4 (Wu et al. 2022). Given a reference speech, it can synthesize voice for unseen speakers. Here, we regard source speech as reference, generating speech with duration adjustment.

### 5.4 Baseline

We compare VideoDubber with well applied baseline (Federico et al. 2020a), which control the length of translated text in NMT by using the number of words. According to the target/source token number ratio, it splits the sentences from training dataset into three groups (short, normal, long). At training phrase, it pretends the corresponding length ratio token to source sequence. At inference phrase, the desired length token (i.e. normal) is pretended to source sequence to control the length of translated text.

### 6 Results

#### 6.1 Automatic Evaluation

We show the machine translation quality and the length control performance of related models on four language directions in Table 1. As discussed in Section 3.3, we also list the results when controlling the translation with the length of the golden target speech, to show the upper-bound performance of our model. When considering the length control ability measured by SLC<sub>p</sub>, VideoDubber consistently outperforms considered baselines with a large margin, illustrating that the proposed speech-aware length control achieves better speech duration isochronism than controlling the numbers of words/characters (Federico et al. 2020a). Especially, on the En-Zh direction, we find that VideoDubber brings significant improvements over the token number controlling baseline. The reason may be the large inconsistency between the token number and speech duration in Chinese, i.e., the token in Chinese may contain several Chinese characters instead of only a sub-word in English. As a result, even small mismatch on the token number may cause large difference on the speech duration in Chinese. VideoDubber alleviates this problem by directly controlling the speech length.

| Settings          | Es-En | De-En | Zh-En | En-Zh |
|-------------------|-------|-------|-------|-------|
|                   | BLEU  | SLC<sub>p</sub> | BLEU  | SLC<sub>p</sub> | BLEU  | SLC<sub>p</sub> | BLEU  | SLC<sub>p</sub> |
| Transformer       | 41.70 | 0.4    | 41.89 | 0.4    | 39.92 | 0.4    | 42.19 | 0.4    | 15.46 | 0.4    | 80.33 | 0.4    | 41.80 | 0.4    | 15.31 | 0.4    | 38.24 | 0.4    | 13.82 |
| Baseline          | 32.61 | 0.2    | 31.03 | 0.2    | 31.32 | 0.2    | 70.65 | 0.2    | 41.19 | 0.2    | 13.60 | 0.2    | 62.64 | 0.2    | 54.37 | 0.2    | 14.12 | 0.2    | 57.76 | 0.2    | 24.09 |
| VideoDubber (Target) | 41.67 | 0.30   | 52.87 | 0.30   | 39.10 | 0.30   | 78.12 | 0.30   | 48.82 | 0.30   | 14.66 | 0.30   | 91.43 | 0.30   | 68.82 | 0.30   | 14.32 | 0.30   | 72.19 | 0.30   | 60.05 |
| VideoDubber (Source) | 39.60 | 0.79   | 45.31 | 0.79   | 36.64 | 0.79   | 75.76 | 0.79   | 44.83 | 0.79   | 13.77 | 0.79   | 90.10 | 0.79   | 57.03 | 0.79   | 13.95 | 0.79   | 74.55 | 0.79   | 41.96 |

Table 1: BLEU scores and SLC<sub>p</sub> score (↑) on CVSS Es-En, CVSS De-En, CVSS Zh-En, MuST-C En-Zh. Here, we set p = 0.4 and p = 0.2 respectively. We compare our method with Transformer (Vaswani et al. 2017b) (without any length control strategy) and baseline (Federico et al. 2020a) (with text length control). And “VideoDubber (Source)” and “VideoDubber (Target)” represents controlling the translation with the length of the source speech and golden target speech respectively.
Regarding the BLEU scores, although with slightly drop compared with the vanilla Transformer model, VideoDubber outperforms the length control baseline, especially in Es-En and De-En. The baseline method performs coarse length control, with the same length control embedding for all sentences. It may lead to unstable translation ability in some datasets. In addition, it is worth noting that the source and target sentences in the test set do not have the same speech length. It is unfair to judge the translation quality with BLEU scores. Therefore we propose a new real-world test set and conduct fair comparisons on it, as illustrated in Section 6.3.

### 6.2 Ablation Study
To verify the effectiveness of the duration-aware positional embedding, we conduct ablation studies on three kinds of PEs on four language directions, as shown in Table 2. We can find that the absolute and relative duration PE are both crucial to achieve better speech-aware length control results.

### 6.3 Results on Real-world Test Set
To compare the performance of related methods on the real-world video dubbing scenario, we conduct experiments on the real-world test set constructed by us. Results are shown in Table 3.

With objective evaluation, VideoDubber achieves the highest BLEU and SLC\(_p\) score compared with Transformer and the token number control baseline. It proves that in the real test set when the speech isochronous is considered, the proposed NMT model with speech-aware length control can achieve better isochronous control ability as well as the translation quality.

Also we conduct subjective evaluation to evaluate the translation quality, the synchronization with the original film footage, and the overall quality of the synthesized speech. We hired 8 judges who are good at both Chinese and English, asking them to rate the samples generated from different method on the 5 scale. From Table 3, aligned with the objective evaluation, we observe that VideoDubber achieves the highest translation quality and the isochronicity of speech. Moreover, our method achieves significantly better performance regarding the Naturalness score, which reflects the overall quality of the automatic dubbed video. Demo samples are available at https://speechresearch.github.io/videodubbing/.

### 7 Conclusion
In this paper, we propose VideoDubber, a machine translation model with speech-aware length control for the task of video dubbing. To ensure the translated speech to be well aligned with the original video, we directly consider the speech duration of each token in translation. Firstly, we guide the prediction of each word with the duration information, by representing it as two kinds of positional embeddings. Secondly, we introduce a special pause word \([\text{P}]\), which is inserted between each word, in order to control the speech length more smoothly by considering the prosody. Thirdly, we construct a real-world test set collected from dubbed films to provide more actual evaluations of video dubbing systems. Experimental results demonstrate that VideoDubber achieves better translation quality and isochronous control ability than related works. For future work, we plan to construct a training dataset with the same speech length in the source and target utterances by knowledge distillation, where the distilled target sentences are controlled by our NMT model to have the same speech length with the source sentence.
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