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ABSTRACT. We show that the homology of ordered configuration spaces of finite trees with loops is torsion free. We introduce configuration spaces with sinks, which allow for taking quotients of the base space. Furthermore, we give a concrete generating set for all homology groups of configuration spaces of trees with loops and the first homology group of configuration spaces of general finite graphs. An important technique in the paper is the identification of the $E^1$-page and differentials of Mayer-Vietoris spectral sequences for configuration spaces.

1. Introduction

For a topological space $X$ and a finite set $S$ we define the configuration space of $X$ with particles labeled by $S$ as

$$\text{Conf}_S(X) := \{ f: S \to X \text{ injective} \} \subset \text{map}(S, X).$$

For $n \in \mathbb{N}$ we write $\mathbf{n} := \{1, 2, \ldots, n\}$ and $\text{Conf}_n(X) := \text{Conf}_n(X)$. This is usually called the $n$-th ordered configuration space of $X$. Let $G$ be a finite connected graph (i.e. a connected 1-dimensional CW complex with finitely many cells). We are interested in the homology of configurations of $n$ ordered particles in $G$, that is, $H_*(\text{Conf}_n(G))$.

A main ingredient in proving results about configurations in graphs is the existence of combinatorial models for the configuration spaces. In [Abr00], Abrams introduced a discretized model for the configuration space of $n$ points in a graph which is a cubical complex, allowing the spaces to be studied using techniques from discrete Morse theory and connecting them with right-angled Artin groups (see [FS05], [CW04]). A similar discretized model for non-$k$-equal configuration spaces in a graph, where up to $k - 1$ points are allowed to collide, was constructed in [Che16], providing inspiration for the configuration with sinks introduced in this paper.

Not long after the introduction of Abrams’ model, Świątkowski introduced a cubical complex which is a deformation retract of the space of unordered configurations of $n$ points in a graph (see [Swi01]). In this model, instead of the points moving discrete distances along the graph, the points move from an edge to a vertex of valence at least two or vice versa. This gives a sharper bound for the homological dimension of these configuration spaces as the dimension of the complex is bounded from above by the number of vertices in the graph (see [Ghr01], [FS05] for proofs that this bound also holds for Abrams’ model). An analogous model holds for ordered configurations (see [Liu14]), by keeping track of the order of points on an

Key words and phrases. configuration spaces; graphs.
edge. The combinatorial model for configurations with sinks has structure similar to the latter models.

In order to describe the homology of Conf\(_n\)(G) we will compare it to a modified version of configuration spaces: we add “sinks” to our graphs. Sinks are special vertices in the graph where we allow particles to collide. For ordinary configuration spaces, if we collapse a subgraph \(H\) of \(G\) then this does not induce a map

\[
\text{Conf}_n(G) \rightarrow \text{Conf}_n(G/H)
\]

because some of the particles could be mapped to the same point in \(G/H\). If, however, we turn the image of \(H\) under \(G \rightarrow G/H\) into a sink, there is now an induced map on configuration spaces.

Our first theorem shows that in the ordered case, there is no torsion and a geometric generating system for a large class of finite graphs.

**Definition 1.1.** A finite connected graph \(G\) is called a tree with loops if it can be constructed as an iterated wedge of star graphs and copies of \(S^1\).

**Definition 1.2.** A homology class \(\sigma \in H_q(\text{Conf}_n(G))\) is called the product of classes \(\sigma_1 \in H_{q_1}(\text{Conf}_{T_1}(G_1))\) and \(\sigma_2 \in H_{q_2}(\text{Conf}_{T_2}(G_2))\) for \(q_1 + q_2 = q\) if it is the image of \(\sigma_1 \otimes \sigma_2\) under the map

\[
H_q(\text{Conf}_n(G_1 \sqcup G_2)) \rightarrow H_q(\text{Conf}_n(G))
\]

induced by an embedding \(G_1 \sqcup G_2 \hookrightarrow G\). Analogously, iterated products are induced by embeddings \(G_1 \sqcup G_2 \sqcup \ldots \sqcup G_n \hookrightarrow G\).

For \(k \geq 3\) let Star\(_k\) be the star graph with \(k\) leaves, \(H\) the tree with two vertices of valence three and \(S^1\) a circle with one vertex of valence 2. We call a class \(\sigma \in H_q(\text{Conf}_n(G))\) a product of basic classes if \(\sigma\) is an iterated product of classes in groups of the form \(H_j(\text{Conf}_n(G_i))\) where \(j\) equals 0 or 1 and \(G_i\) is a star graph, the H-graph, the circle \(S^1\) or the interval \(I\).

**Theorem A.** Let \(G\) be a tree with loops and let \(n\) be a natural number. Then the integral homology \(H_q(\text{Conf}_n(G); \mathbb{Z})\) is torsion-free and generated by products of basic classes for each \(q \geq 0\).

A 1-class in \(S^1\) moves all particles around the circle, a 1-class in a star graph uses the essential vertex to shuffle around the particles, and a 1-class in the H-graph uses one of the vertices to reorder the particle and then undoes this reordering using the other vertex. The proof of **Theorem A** will show that 2-classes in an H-graph are given by sums of products of 1-classes in the two stars, and there are no higher dimensional classes in these three types of graphs.

The proof of **Theorem A** rests on an inductive argument on the number of essential vertices of a graph. We construct a basis for the configuration space of a star graph with loops such that the \(E^1\)-page of the Mayer-Vietoris spectral sequence induced by our gluing splits over that basis. We can identify a part of the homology of the \(E^1\)-page with configuration spaces where some of the points have been forgotten, and the rest of the homology with a configuration space where the star graph has been collapsed to a sink (see Section 2 for the definition of sink configuration spaces). The gluing process does not create torsion, so torsion-freeness follows from explicit calculations of the homology of ordered configurations in star graphs with loops. An explicit generating set of homology classes with known relations is essential to our proof. A basis for the homology of ordered configurations of two points in a tree...
was first constructed in \cite{Che16}, which highlighted the role of basic classes of the \(H\) graph in the configuration space of wedges of graphs. See also \cite{BF09} and \cite{FH10} for descriptions of product structure in configurations of two points on planar and non-planar graphs. The Mayer-Vietoris principle was previously used to compute the homology of (unordered) configuration spaces of graphs in \cite{MS16}.

For more general graphs, the analogous theorems do not hold:

**Theorem B.** If \(G\) is any finite graph and \(n\) a natural number, then the first homology group \(H_1(\text{Conf}_n(G))\) is generated by basic classes. However, for each \(i \geq 2\) there exists a finite graph \(G\) and a number \(n\) such that \(H_i(\text{Conf}_n(G))\) is not generated by products of 1-classes.

We provide explicit examples for the second statement. Abrams and Ghrist were aware of the second part of this result in 2002 (\cite{AG02}), but their example does not generalize to arbitrary dimensions. More specifically, they showed that \(\text{Conf}_2(K_5)\) and \(\text{Conf}_2(K_{3,3})\) are homotopic to surfaces of genus 6 and 4 respectively, where \(K_5\) is the complete graph on five vertices and \(K_{3,3}\) is the complete bipartite graph on 3 + 3 vertices.

Both theorems above can be generalized to the case where arbitrary subsets of the vertices are turned into sinks.

In between versions of this paper, Ramos considered configurations where all the vertices of a graph are sinks, approaching them through the lens of representation stability (\cite{Ram17}). His theorems concerning torsion-freeness and bounds on homological dimension are special cases of the theorems above.

In an earlier version of this paper, we asserted torsion-freeness for arbitrary finite graphs. However, our proof relied on a basis which we discovered does not split the Mayer-Vietoris spectral sequence in the way we described it. Our investigation of obstructions to constructing an appropriate basis led us to the counterexamples in \cite{Che16}. Such a basis may still exist, and we believe the following:

**Conjecture 1.3.** Let \(G\) be a finite graph and \(n\) a natural number. Then the integral homology \(H_q(\text{Conf}_n(G); \mathbb{Z})\) is torsion-free for each \(q \geq 0\).

To answer this question for general graphs, more work is needed on relations in the homology of configuration spaces of graphs with many cycles.

The paper proceeds as follows: we introduce a combinatorial model for configurations with “sinks” in order to calculate the homology of a few specific examples in Section 2. After the Mayer-Vietoris spectral sequence is established in Section 2.3, we construct our desired basis and argue inductively by gluing on stars with loops in Section 3. The case of the first homology in an arbitrary graph comprises Section 4 with counterexamples for higher homology. Our techniques in this section are substantially different since we no longer have bases which split the spectral sequence.
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2. Quotient and Mayer-Vietoris constructions

In order to describe the homology of $\text{Conf}_n(G)$ we will compare it to a modified version of configuration spaces: we add “sinks” to our graphs. Sinks are special vertices in the graph where we allow particles to collide, and they enable us to collapse subgraphs and get an induced map on configuration spaces. This does not work for ordinary configuration spaces: if we collapse a subgraph $H$ of $G$ then this does not induce a map $\text{Conf}_n(G) \to \text{Conf}_n(G/H)$ because some of the particles could be mapped to the same point in $G/H$.

For a number $n \in \mathbb{N}$, a graph $G$ and a subset $W$ of $G$’s vertices we define the following configuration space with sinks:

$$\text{Conf}_{\text{sink}}^n(G,W) = \{ (x_1, \ldots, x_n) \mid \text{for } i \neq j \text{ either } x_i \neq x_j \text{ or } x_i = x_j \in W \} \subset G^n.$$ 

Looking at the collapse map $G \to G/H$ again, there is now an induced map on configuration spaces if we turn the image of $H$ under $G \to G/H$ into a sink:

$$\text{Conf}_n(G) \to \text{Conf}_{\text{sink}}^n(G/H,H/H).$$

2.1. A combinatorial model. We can extend the techniques of [Swi01] and [Lü14] to obtain a cube complex model of configuration spaces with sinks. More precisely we will define a deformation retraction $r: \text{Conf}_{\text{sink}}^n(G,W) \to \text{Conf}_{\text{sink}}^n(G,W)$ such that the image of $r$ has the structure of a finite cube complex. Each axis of such a cube will correspond to the combinatorial movement of one particle. A combinatorial movement here is either given by the movement from an essential non-sink vertex onto an edge or along a single edge from one sink to the other. Each vertex and each such edge can only be involved in one of those combinatorial movements at a time, so the dimension of this cube complex will be restricted by the number of essential non-sink vertices and the edges connecting two sinks.

**Definition 2.1** (Cube Complex, see [BH99, Definition I.7.32]). A cube complex $K$ is the quotient of a disjoint union of cubes $X = \bigcup_{\lambda \in \Lambda} [0,1]^{|\lambda|}$ by an equivalence relation $\sim$ such that the quotient map $p: X \to X/\sim = K$ maps each cube injectively into $K$ and we only identify faces of the same dimensions by an isometric homeomorphism.

**Remark 2.2.** The definition above differs slightly from the original definition by Bridson and Häfliger, in that it allows two cubes to be identified along more than one face. This is a necessary property for the complex we wish to describe.

**Proposition 2.3.** Let $G$ be a finite graph, $W$ a subset of the vertices and $n \in \mathbb{N}$. Then $\text{Conf}_{\text{sink}}^n(G,W)$ deformation retracts to a finite cube complex of dimension $\min\{n, |V_{\geq 2}| + |E_W|\}$, where $V_{\geq 2}$ is the set of non-sink vertices of $G$ of valence at least two and $E_W$ is the set of edges incident to two sinks.

**Proof.** The naive approach would be to retract particles in the interior of an edge to positions equidistant throughout the edge. However, this fails to be continuous as the number of particles in the interior changes, such as when a particle moves off a vertex. To fix this, we construct an additional parameter which controls the distance of the outermost particles on an edge from the vertices.

Give $G$ the path metric such that every edge has length 1. For this proof, we define half edges in $G$: every edge consists of two distinct half edges $h_e^+$ and $h_e^-$. For each half edge $h$ we denote by $v(h)$ the vertex incident to $h$ and by $e(h)$ the edge...
corresponding to $h$ with the orientation determined by the half edge. If $h$ is a half edge, then $\overline{h}$ is the other half of $e(h)$, and $e(h) = -e(\overline{h})$.

The general idea is now the following: the retraction $r$ only changes the position of particles inside (closed) edges of the graph. We move as many particles of a given configuration $x = (x_1, \ldots, x_n)$ as possible into the sinks, so that $r(x)$ has at most one particle in the interior of any edge incident to a sink. Furthermore, the particles of $r(x)$ on each single edge will be equidistant, except for the outermost particles, which may be closer to the vertices, see Figure 1. The main difficulty will be to define for each configuration $x$ and each half edge $h$ the parameter $t_h \in [0, 1]$ determining the distance of the particles from the corresponding vertex. Decreasing $t_h$ to zero represents moving the particle on the edge that is nearest to the vertex $v(h)$ towards that vertex. To avoid multiple particles approaching the same vertex, we therefore require that for any pair of half edges $h \neq h'$ with $v(h) = v(h')$ only one of the two values $t_h$ and $t_{h'}$ can be strictly smaller than 1.

\[
\begin{align*}
&\quad \text{Figure 1. Equidistant particles on } e. \\
&\quad \text{For fixed } (x_1, \ldots, x_n) \in \operatorname{Conf} \text{sink}_n(G, W) \text{ we now define the image } r(x). \text{ The first step is to construct the parameter } t_h. \text{ Let } v \in V(G) \text{ be a vertex and denote by } H_v \text{ the set of half edges } h \text{ with } v(h) = v. \text{ If } H_v \text{ has only one element, then we set } t_h = 1 \text{ because we do not want to move particles towards a vertex of valence } 1. \text{ Also, if } v \text{ is occupied by one of the particles } x_i, \text{ then we set } t_h = 1 \text{ for all } h \in H_v \text{ because we do not want to move particles towards an occupied vertex.} \\
&\quad \text{Now assume that the valence of } v \text{ is at least two and it is not occupied by a particle. If for a half edge } h \in H_v \text{ the edge } e(h) \text{ contains no particles or } v(h) \text{ is a sink, set } t_h = 1. \text{ Otherwise, the particles on } e(h) \text{ cut the edge into segments, and we order these segments according to the orientation of } e(h) \text{ given by } h. \text{ Let } \ell_h \text{ be the quotient of the length of the first segment by the length of the second segment, capped to the interval } [0, 1], \text{ unless } v(\overline{h}) \text{ is a sink. If it is a sink, let } \ell_h \text{ be the length of the first segment. We treat these cases differently because particles on edges incident to sinks move from vertex to vertex instead of from edge to vertex. We now define} \\
&\quad t_h := \min \left\{ 1, \min_{h' \in H_v - \{h\}} \frac{\ell_h}{\ell_{h'}} \right\}. \\
&\quad \text{Notice:} \\
&\quad \bullet \text{ if } \ell_h = \ell_{h'}, \text{ then } t_h = t_{h'} = 1, \\
&\quad \bullet \text{ if only one of the } \ell_h \text{ goes to zero, then also } t_h \text{ goes to zero, and} \\
&\quad \bullet \text{ at most one of the } t_h \text{ for } h \in H_v \text{ is strictly smaller than } 1. \\
&\quad \text{Given these parameters } t_h \text{ for all half edges } h \text{ we now construct the configuration } r((x_1, \ldots, x_n)). \text{ The particles on the vertices are not moved by the retraction, so}
it remains to describe the change of position for the particles in the interior of an edge \( e \). We will not change the order of the particles but only their position within the edge, and to make the description more concise we choose once and for all an isometric identification of each edge \( e \) with \([0, 1]\) such that \( v(h^e_\iota) = 0 \).

If \( e \) is not incident to a sink vertex the new position of the \( j \)-th vertex on \( e \) will be given by \((t h^e_\iota + j - 1) \cdot c_e\), where \( k_e \geq 1 \) is the number of particles in the interior of \( e \) and \( c_e := (t h^e_\iota + k_e - 1 + t h^e_T)^{-1} \) will be the distance between the particles on that edge. This gives all particles on the edge the same distance and only modifies the distances from the vertices, see Figure 1. It remains to be shown that the positions of the particles on the edge vary continuously as \( t_h \) goes to 0. This is true when \( t h^e_\iota > 0 \), and notice that for \( t h^e_\iota = 0 \) the images of the particles will be the same as if we considered the first particle to be on \( v(h^e_\iota) \) and \( t h^e_\iota = 1 \): this would change \( t h^e_\iota \) from 0 to 1 and reduce \( k_e \) by one, so that \( c_e \) will be exactly the same. The analogous result also holds for \( h^e_T \). This shows that the position of the particles on this closed edge after applying \( r \) is continuous in the original configuration.

If \( e \) is incident to precisely one sink vertex then we can assume that this sink vertex corresponds to \( 0 \in [0, 1] \). All particles on \( e \) except the last one are then moved to \( 0 \), the last particle is moved to \( 1 - t h^e_T \in [0, 1] \).

If both vertices incident to \( e \) are sinks we slide all particles away from \( 1/2 \in [0, 1] \) with speed given by their distance from \( 1/2 \) until at most one particle is left in the interior \((0, 1)\) of the interval. This gives a configuration having one particle on \( e \) and the rest on the sinks.

The map described above is continuous and a retraction, i.e. satisfies \( r^2 = r \). In the description we only changed the positions of particles on individual edges, so there is an obvious homotopy from the identity to \( r \) by just adjusting the positions of the particles on each edge individually.

The image of \( r \) has the structure of a cube complex: the 0-cells are configurations where all particles in the interior of each interval cut the interval into pieces of equal length, and additionally no particle is in the interior of an edge with one or two sinks. A \( k \)-cube is given by choosing such a 0-cell, \( k \) distinct particles which are either outmost on their edge or on a sink and move them to an adjacent vertex. Such a choice of \( k \) movements determines a \( k \)-cube if and only if we can realize the movements independently, namely if

- no two particles move along the same edge,
- no two particles move towards the same non-sink vertex and
- no particle moves towards an occupied non-sink vertex.

Each direction of the cube corresponds to the movement of one of the particles. By the description of the choices involved for finding \( k \)-cubes we immediately get the restriction on the dimension. For more details about the general construction of the cube complex (without sinks), see [Lü14].

It will be useful for subsequent proofs to have a notion for pushing in new particles from the boundary of the graph.
Definition 2.4. Let $G$ be a graph and $e$ be a leaf. For a finite set $S$ and an element $s \in S$, define the map

$$\iota_{e,s} : \text{Conf}_{S-\{s\}}(G,W) \to \text{Conf}_S(G,W)$$

by slightly pushing in the particles on $e$ and putting $s$ onto the univalent vertex of $e$.

Definition 2.5. Let $G$ be a graph. For finite sets $S' \subset S$, define the map

$$\pi_{S'} : \text{Conf}_S(G,W) \to \text{Conf}_{S'}(G,W)$$

by forgetting the particles $S-S'$. If $S' = \{s\}$ then we write instead $\pi_s := \pi_{\{s\}}$.

Notice that the composition $\pi_{S-\{s\}} \circ \iota_{e,s}$ is homotopic to the identity.

Definition 2.6. Let $X = \Sigma_i \alpha_i X_i$ be a cellular chain in the combinatorial model of $\text{Conf}_S(G,W)$. The particle $s$ is called a fixed particle of $X$ if there exists a cell $c$ of the graph $G$ such that $\pi_s(X_i)$ is contained in the interior of $c$ for all $X_i$. Here, the interior of a vertex is the vertex itself.

Notice that fixed particles may still move inside their edge to preserve equidistance, but they never leave their edge or vertex.

2.2. The homology for small graphs. For later use we calculate the homology of some of these configuration spaces with sinks.

Proposition 2.7.

$$H_i(\text{Conf}_n^\text{sink}(I,\emptyset)) = \begin{cases} \mathbb{Z} \Sigma_n & i = 0 \\ 0 & \text{else} \end{cases}$$

$$H_i(\text{Conf}_n^\text{sink}(S^1,\emptyset)) = \begin{cases} \mathbb{Z}(\Sigma_n/\text{shift}) \cong \mathbb{Z}^{(n-1)!} & i = 0,1 \\ 0 & \text{else} \end{cases}$$

$$H_i(\text{Conf}_n^\text{sink}(I,\{\emptyset\})) = \begin{cases} \mathbb{Z} & i = 0 \\ 0 & \text{else} \end{cases}$$

$$H_i(\text{Conf}_n^\text{sink}(I,\{0\})) = \begin{cases} \mathbb{Z}^{(n-2)2^{n-1}+1} & i = 1 \\ 0 & \text{else} \end{cases}$$

$$H_i(\text{Conf}_n^\text{sink}(S^1,\{0\})) = \begin{cases} \mathbb{Z} & i = 0 \\ \mathbb{Z}^n & i = 1 \\ 0 & \text{else} \end{cases}$$

Proof. The first two are clear. The interval with one sink has contractible configuration space: we can just gradually pull all particles into the sink. For the last two cases, note that the spaces are obviously connected by pulling all particles onto one of the sinks. Furthermore, by Proposition 2.3 they are homotopic to 1-dimensional cube complexes. Computing the Euler characteristic gives the described ranks:

$\chi(\text{Conf}_n^\text{sink}(I,\{0,1\}))$: There is a zero cube for every distribution of particles onto the two sinks, which means that there are $2^n$ of them. We have a 1-cell for each choice of one moving particle and every distribution of the remaining ones onto the two sinks, so there are $n2^{n-1}$ many 1-cells. Notice that this is the 1-skeleton of the
n-dimensional cube. Thus, the Euler characteristic is \((2^n - 1)^2\), which determines the rank of the first homology group.

\(\chi(\text{Conf}_{\text{sink}}^n(S^1, \{0\}))\): There is precisely one zero cell, namely the one where all particles are on the sink. There is one 1-cell for each choice of one particle moving along the edge, giving \(n\) 1-cells and therefore the Euler characteristic \(1 - n\). Notice that this is a bouquet of circles.

**Remark 2.8.** Cycles in \(H_1(\text{Conf}_{\text{sink}}^n(I, \{0, 1\}))\) can be regarded as cycles in the ordinary configuration space of the H-graph \(\text{Conf}_n(H)\), see Figure 2. Replace both spaces by their combinatorial models and define a continuous map as follows: take a 0-cell of the configuration space with sinks and replace particles sitting on a sink vertex with them sitting on the corresponding lower leaf of the H-graph in their canonical ascending order. Moving a particle \(x\) from one sink vertex to the other is then given by moving all particles blocking \(x\)'s path to the vertex to the upper leaf, moving \(x\) onto the horizontal edge, moving the particles on the upper leaf back to the lower leaf and repeating the same game on the other side in reverse. This determines a continuous map between combinatorial models and thus induces a map on cellular 1-cycles.

![Figure 2. Comparing \(\text{Conf}_{\text{sink}}^n(I, \{0, 1\})\) and \(\text{Conf}_n(H)\)](image)

This map is injective in homology: composing the map with the map collapsing the two pairs of leaves to sinks gives a map that is homotopic to the identity, showing that the homology of \(\text{Conf}_{\text{sink}}^n(I, \{0, 1\})\) is a direct summand of the homology of \(\text{Conf}_n(H)\).

### 2.3. A Mayer-Vietoris spectral sequence for configuration spaces.

To compute the homology of the configuration space of a space \(X\) we can decompose \(X\) into smaller spaces and patch together local results. A structured way to do this is by using the Mayer-Vietoris spectral sequence associated with a countable open cover.

**Definition 2.9** (Mayer-Vietoris spectral sequence). Let \(J\) be a countable ordered index set and \(\{V_j\}_{j \in J}\) an open cover of \(X\), then we define the following countable open cover \(U(\{V_j\})\) of \(\text{Conf}_n(X)\): for each \(\phi: n \to J\) we define \(U_\phi\) to be the set of all those configurations where each particle \(i\) is in \(V_{\phi(i)}\), i.e.

\[
U_\phi := \bigcap_{i \in n} \pi_i^{-1}(V_{\phi(i)}).
\]

These sets are open and cover the whole space, so they define a spectral sequence

\[
E^1_{p,q} = \bigoplus_{\phi_0, \ldots, \phi_p} H_q(U_{\phi_0} \cap \cdots \cap U_{\phi_p}) \Rightarrow H_{p+q}(\text{Conf}_n(X))
\]

converging to the homology of the whole space. For a proof of the convergence of this spectral sequence, see [Che16 Proposition 2.1.9, p. 13].
Notice that
\[ U_{\phi_0} \cap \cdots \cap U_{\phi_p} = \bigcap_{i \in N} \bigcap_{0 \leq j \leq p} \pi_i^{-1}(V_{\phi_j(i)}). \]
For brevity, we will also write
\[ U_{\phi_0} \cdots \phi_p := U_{\phi_0} \cap \cdots \cap U_{\phi_p}. \]
The boundary map \( d_1 \) is given by the alternating sum of the face maps induced by
\[ U_{\phi_0} \cap \cdots \cap U_{\phi_p} \hookrightarrow U_{\phi_0} \cap \cdots \cap \hat{U}_{\phi_i} \cap \cdots \cap U_{\phi_p} \]
forgetting the \( i \)-th open set from the intersection. Of course, this construction generalizes to configuration spaces with sinks.

3. Configurations of particles in trees with loops

We will more generally prove Theorem A for all graphs as in the statement of the theorems with any (possibly empty) subset of the vertices of valence one turned into sinks. The proof will proceed by induction over the number of essential vertices (i.e. vertices of valence at least three). We first prove the base case:

**Proposition 3.1.** Let \( G \) be a finite connected graph with precisely one essential vertex and \( W \) a subset of the vertices of valence 1. Then \( H_1(\text{Conf}_n^{\text{sink}}(G,W)) \) is free and generated by basic classes.

Notice that if we talk of \( H \)-classes in a graph with sinks \((G,W)\) then we allow some of the leaves of \( H \) to be collapsed to a sink under the map \( H \to G \). In the proof, we will need the following definition:

**Definition 3.2.** For finite sets \( T \subset S \), a finite graph \( G \), a subset \( K \subset G \), and sinks \( W \subset V(G) \) write \( \Gamma = (G,K) \) and define
\[ \text{Conf}_{S,T}^{\text{sink}}(\Gamma, W) = \{ f: S \to G | f(T) \subset K \} \subset \text{Conf}_S^{\text{sink}}(G,W). \]
As a consequence of the definition, we get
\[ \text{Conf}_{S,\emptyset}^{\text{sink}}(\Gamma, W) = \text{Conf}_S^{\text{sink}}(G,W) \]
and
\[ \text{Conf}_{S,S}^{\text{sink}}(\Gamma, W) = \text{Conf}_S^{\text{sink}}(K,W \cap K). \]

**Proof of Proposition 3.1.** By Proposition 2.3 \( \text{Conf}_n^{\text{sink}}(G,W) \) is homotopy equivalent to a graph, so the first homology is free. To see that it is generated by basic classes, we inductively use a Mayer-Vietoris long exact sequence.

For a sink \( w \in W \) let \( \Gamma_w = (G,G - \{ w \}) \). Notice that
\[ \text{Conf}_{S,\emptyset}^{\text{sink}}(\Gamma_w, W) = \text{Conf}_S^{\text{sink}}(G,W), \]
and
\[ \text{Conf}_{S,S}^{\text{sink}}(\Gamma_w, W) = \text{Conf}_S^{\text{sink}}(G - \{ w \}, W - \{ w \}) \]
\[ \simeq \text{Conf}_S^{\text{sink}}(G, W - \{ w \}), \]
where the last homotopy equivalence follows because \( w \) has valence 1. For two sinks \( w_0 \neq w_1 \) we therefore have
\[ \text{Conf}_{S,S}^{\text{sink}}(\Gamma_{w_0}, W) \simeq \text{Conf}_{S,\emptyset}^{\text{sink}}(\Gamma_{w_1}, W - \{ w_0 \}). \]
Moving elements from $S - T$ to $T$ and using the above identifications, we will show by induction on $|S - T|$ and the number of sinks $|W|$ that the first homology of all spaces $\text{Conf}^\text{sink}_{S,T}(\Gamma, W)$ is generated by basic classes.

In the base case, we have $T = \emptyset$ and $W = \emptyset$, so the space we are investigating is the ordinary configuration space $\text{Conf}_S(G)$, which is generated by basic classes by Proposition 4.2 (this is not a circular argument, the proposition is only stated and proven later since it is the main step to compute the first homology of configuration spaces of arbitrary finite graphs). For the induction step, choose an arbitrary $s \in S - T$ and take the open covering $\{V_1, V_2\}$ of $\text{Conf}^\text{sink}_{S,T}(\Gamma_{w_0}, W)$ given by the subsets

$$V_1 := \pi_s^{-1}(G - \{w_0\}) \quad \text{and} \quad V_2 := \pi_s^{-1}\{x \in G \mid d_G(x, w_0) < 1\}.$$
is a homeomorphism onto the corresponding connected components of \( V_2 \) because those particles in \( T \) prevent \( s \) from moving to the sink \( w_0 \). The image of that restricted inclusion is disjoint from the image of the remaining components, so to find elements in the kernel of

\[
H_0(V_1 \cap V_2) \rightarrow H_0(V_1) \oplus H_0(V_2)
\]

we can restrict ourselves to the union \( X \) of components where no element of \( T \) is on the \( w_0 \)-side of \( s \).

The inclusions \( X \rightarrow V_1 \) and \( X \rightarrow V_2 \) map all these connected components to the same component of \( V_1 \) and \( V_2 \), respectively, because we can use either the sink or the essential vertex to reorder the particles. Therefore, the kernel of the map to \( H_0(V_1) \oplus H_0(V_2) \) is generated by differences of distinct ways of putting particles in \( S - T \) to the two sides of \( s \), and the lifting process turns these differences into \( H \)-classes involving \( w_0 \) and the central vertex, proving the claim.

\[\square\]

3.1. A basis for configurations in graphs with one essential vertex. The key to proving the induction step is choosing for each leaf \( e \) a particular system of bases for all first homology groups \( H_1(\text{Conf}_{\text{sink}}(G, W)) \) with the following property: if a representative of a basis element has fixed particles on the leaf \( e \) then changing the order of these particles should give another basis element, and all these basis elements should be distinct. Furthermore, adding and forgetting fixed particles of representatives of basis elements should again give elements in the chosen system of bases. For the description of such a system of bases, fix the graph \( G \), the set of sinks \( W \) and the leaf \( e \).

For all finite sets \( S \) we will choose a system of spanning trees \( T_S \) in the combinatorial model of \( \text{Conf}_{\text{sink}}(G, W) \). As constructed in Proposition 2.3, this model is a graph. For each edge \( \xi \) in the combinatorial model, the system \( T_{\bullet} \) will have the following properties:

- The edge \( \xi \) determines a set \( F_\xi \) of fixed particles on the leaf \( e \). The symmetric group \( \Sigma_{F_\xi} \leq \Sigma_n \) acts on the combinatorial model by precomposition, and we want that the orbit \( \Sigma_{F_\xi} \cdot \xi \) is completely contained in either \( T_S \) or \( G - T_S \).
- Given \( s \notin S \) we have a map \( \text{Conf}_{\text{sink}}(G, W) \rightarrow \text{Conf}_{\text{sink}}(G, W) \) by adding the particle \( s \) to the end of the leaf \( e \). Then \( \xi \) should be in \( T_S \) if and only if the image of \( \xi \) under that map is contained in \( T_{S \cup \{s\}} \).

We now inductively choose the system of spanning trees \( T_S \). For \( S = \emptyset \), we define \( T_\emptyset = \emptyset \). Given a non-empty set \( S \), complete the forest

\[
\bigcup_{s \in S} \iota_{v, s}(T_{S - \{s\}})
\]

to a spanning tree \( T_S \) in an arbitrary way. If \( S' \subset S \) then \( T_{S'} \) appears as subtrees of \( T_S \) by adding the particles \( S - S' \) to the leaf \( e \) in all different orders. While completing this forest we only add edges that have no fixed particles on \( e \), otherwise, one of the trees \( T_{S - \{s\}} \) was not maximal in \( \text{Conf}_{\text{sink}}(G, W) \). This yields a spanning tree \( T_S \) of \( \text{Conf}_{\text{sink}}(G, W) \), inductively describing spanning trees for all finite sets \( S \) with the properties listed above.

This defines a system of bases \( B_\bullet \) of \( H_1(\text{Conf}_{\text{sink}}(G, W)) \) with the following properties:
for $\sigma \in B_S$ the class $\sigma^\eta$ given by adding a set of particles $T$ in some order $\eta$ to the end of the leaf $e$ is an element of $B_{S \cup T}$.

- for $\sigma \in B_S$ the classes $\sigma^\eta$ and $\sigma^{\eta'}$ for two orderings $\eta \neq \eta'$ of $T$ are distinct,

- every $\sigma \in B_S$ has precisely one minimal representative $\sigma_{\text{min}} \in B_{S'}$ for $S' \subset S$ such that $(\sigma_{\text{min}})^\eta = \sigma$ for some ordering $\eta$ of $S - S'$ (meaning that the set $S'$ is minimal with respect to this property) and

we always have $(\sigma^\eta)_{\text{min}} = \sigma_{\text{min}}$.

Given $\sigma \in B_S$ and the corresponding minimal cycle $C$, define $S'$ to be the set of fixed particles of $C$ which are on $e$. Then $\pi_{S - S'}(\sigma)$ defines the minimal representative $\sigma_{\text{min}} \in B_{S - S'}$. With this definition it is straightforward to check the four properties described above.

3.2. The spectral sequence for the induction step. Let $(G, W)$ be a tree with loops with any subset of the vertices of valence one turned into sinks, and $v$ an essential vertex which is connected to precisely one other essential vertex $w$ via an edge $e$. Define the following two open subspaces of $G$:

$$L := \{ x \in G \mid d_G(x, v) < 1 \}$$

and

$$K := \{ x \in G \mid d_G(x, G - L) < 1 \},$$

where $d_G$ is the path metric giving every internal edge of $G$ length 1 and every leaf length $1/2$. In other words, $K$ is the connected component of $G - \{v\}$ containing $w$, see Figure 4.

The intersection $L \cap K$ is the interior of the edge $e$. The graph $K$ has strictly fewer essential vertices than $G$, so by induction we can assume that its configuration spaces (with sinks) of any number of particles are torsion-free and generated by products of basic classes.

As described in Section 2.3 construct the open cover $\mathcal{U}(\{K, L\})$ of $\text{Conf}^\text{sink}_n(G, W)$ and look at the corresponding Mayer-Vietoris spectral sequence $E_{2, \bullet}^\infty$. The open cover has one open set for each map $\phi: n \to \{K, L\}$, restricting particle $i$ to the open set $\phi(i)$.
We have
\[ U_{\phi_0 \cdots \phi_p} = U_{\phi_0} \cap \cdots \cap U_{\phi_p} \]
\[ = \bigcap_{i \in n} \bigcap_{0 \leq j \leq p} \pi_i^{-1}(V_{\phi_j(i)}) \]
\[ \simeq \prod_{j \in J} \text{Conf}_{S^L_J}^\text{sink}(L, W_L) \times \text{Conf}_{T^K_J}^\text{sink}(K, W_K), \]

where \( J \) is a finite index set, \( S^L_J \cup T^K_J \subset n \) and \( W_L \) and \( W_K \) are the sinks of \( L \) and \( K \), respectively. To see this, notice that each connected component of such an intersection has three types of particles:
- particles which can move everywhere in \( L \),
- particles which can move everywhere in \( K \),
- particles which are restricted to the intersection \( L \cap K \).

A particle \( x \) of the last type either has \( \{ \phi_0(x), \ldots, \phi_p(x) \} = \{ K, L \} \) or is trapped by another particle. Since each connected component of the configuration space of particles in the interval \( L \cap K \) is contractible, we get an identification as described above simply by forgetting the particles restricted to the intersection. The order of the particles on this intersection will be important for the face maps given by going from \((p+1)\)-fold intersections to \(p\)-fold intersections by forgetting one of the open sets.

The \( E^1 \)-page consists at position \((p,q)\) of the \( q \)-th homology of all \((p+1)\)-fold intersections of the open sets \( U_\phi \). By the identification above and the Künneth theorem, each \( E^1_{p,q} \) is given as
\[ E^1_{p,q} \cong \bigoplus_{j \in J'} \bigoplus_{q_L + q_K = q} H_{q_L}(\text{Conf}_{S^L_J}^\text{sink}(L, W_L)) \otimes H_{q_K}(\text{Conf}_{S^K_J}^\text{sink}(K, W_K)), \]

where \( J' \) is some finite indexing set. Here we used that we know that the configuration spaces of \( L \) have free homology. Recall that attached to each of those summands there is an ordering of the particles \( n - S^L_J - S^K_J \), which are sitting on the interior of \( e \). The face maps forgetting one of the open sets from a \((p+1)\)-fold intersection yielding a \(p\)-fold intersection only affect the particles restricted to the intersection \( L \cap K \): for some (but possibly none) of them the restriction is removed, allowing them to move in all of either \( L \) or \( K \). Under the identification above, these particles are added to the sets \( S^L_J \) or \( S^K_J \) and put to the edge \( e \) of \( L \) or \( K \), respectively, in the order determined by their order on \( L \cap K \).

Since the configuration space of \( L \) is 1-dimensional by Proposition 2.3 these summands of \( E^1_{p,q} \) are only non-trivial for \( q_L \in \{0,1\} \). The horizontal boundary map \( d_1 \) preserves \( q_L \), so the \( E^1 \)-page splits into two parts \((0E^1, 0d_1)\) and \((1E^1, 1d_1)\) consisting of all direct summands with \( q_L = 0 \) and \( q_L = 1 \), respectively. The key point is now that \( 1E^2 \) is concentrated in the zeroth column, we understand \( 0E^\infty \), and the two spectral sequences don’t interact.

3.3. The homology of \( 1E^1 \). As described in Section 3.1 choose a system of bases \( B_\ast \) for \( H_1(\text{Conf}_{\ast}^\text{sink}(L, W_L)) \) for the edge of \( L \) corresponding to \( e \). This determines a
direct sum decomposition of the direct summands of every module $1E^1_{p,q}$ as follows:

$$H_1(Conf^\text{sink}_{S_L}(L, W_L)) \otimes H_{q-1}(Conf^\text{sink}_{S_K}(K, W_K))$$

$$\cong \bigoplus_{\sigma \in B_{S_L}} \mathbb{Z}_\sigma \otimes H_{q-1}(Conf^\text{sink}_{S_K}(K, W_K)).$$

Here, $\mathbb{Z}_\sigma$ is the free abelian group on the single generator $\sigma$.

By the description of the face maps above and the properties of the system of bases, the boundary map $1d_1$ does not change the minimal representative of the first tensor factor. Grouping these summands by their corresponding minimal representative $\sigma_0$ yields a decomposition of each row $1E^1_{\bullet, q}$ into summands denoted by $(E^1[\sigma_0], d^1_{\sigma_0})$, which is a decomposition as chain complexes. We now compute the homology of one of these chain complexes $E^1_{\bullet, q}[\sigma_0]$ for fixed $\sigma_0$ and $q \geq 0$.

Let a minimal $\sigma_0 \in B_S$ for some $S \subset n$ be given (i.e. $(\sigma_0)_{\min} = \sigma_0$), then every $\sigma \in B_S$ appearing in one of the second tensor factors of the modules in the chain complex $E^1_{\bullet, q}[\sigma_0]$ is given by adding fixed particles $S' - S$ to $\sigma_0$, putting them in some ordering to the end of $e$ (away from $v$). Since there are no relations between the different orderings of the particles $S' - S$, we can forget the particles $S$ and replace $L$ by an interval.

Let $K E^1_{\bullet, \bullet}$ be the Mayer-Vietoris spectral sequence for $Conf^\text{sink}_{n-S}(K, W_K)$ corresponding to the cover $\{K, L\}$ pulled back by the inclusion $K \hookrightarrow G$. The chain complex $E^1_{\bullet, q}[\sigma_0]$ is isomorphic to the chain complex $K E^1_{\bullet, q}$ by forgetting the particles $S$ involved in $\sigma_0$ and looking at cycles of the remaining particles.

The open cover of $K$ is very special: one of the open sets is the whole space itself. We will now show that because of that, the $E^2$-page is concentrated in the zeroth column. The open cover of $Conf^\text{sink}_{n-S}(K, W_K)$ is indexed by maps $\psi : n - S \rightarrow \{K, L \cap K\}$. For the map $\psi_{\text{all}}$ sending everything to $K$, we have $U_{\psi_{\text{all}}} = Conf^\text{sink}_{n-S}(K, W_K)$. Hence, for each tuple $(\psi_0, \ldots, \psi_p)$ with $\psi_i \neq \psi_{\text{all}}$ for all $i$ the inclusion

$$U_{\psi_0} \cap \cdots \cap U_{\psi_p} \cap U_{\psi_{\text{all}}} \rightarrow U_{\psi_0} \cap \cdots \cap U_{\psi_p}$$

and therefore the face maps

$$H_q(U_{\psi_0} \cap \cdots \cap U_{\psi_p} \cap U_{\psi_{\text{all}}}) \rightarrow H_q(U_{\psi_0} \cap \cdots \cap U_{\psi_p})$$

are the identity. Notice that precisely one of the $p + 2$ face maps with that source lands in an intersection without $U_{\psi_{\text{all}}}$. By adding $K d_1$ boundaries we can thus assume that every homology class of the chain complex $(K E^1_{p,q}, K d_1)$ has a representative which is trivial in all direct summands $H_q(U_{\psi_0} \cdots \psi_p)$ where none of the $\psi_i$ is $\psi_{\text{all}}$.

The composition of maps

$$\bigoplus_{\psi_0 \cdots \psi_p} H_q(U_{\psi_0} \cdots \psi_p) \xrightarrow{K d_1} \bigoplus_{\psi_0 \cdots \psi_{p-1}} H_q(U_{\psi_0} \cdots \psi_{p-1}) \rightarrow \bigoplus_{\psi_0 \cdots \psi_{p-1}} H_q(U_{\psi_0} \cdots \psi_{p-1}),$$

where the second map collapses all direct summands with one of the $\psi_i$ equal to $\psi_{\text{all}}$, is injective by the observation above (actually the images of the direct summands intersect trivially, and restricted to one such summand the map onto its image is given by either the identity or multiplication by $-1$). In particular, the map $K d_1$ restricted to the intersections including $U_{\psi_{\text{all}}}$ is injective (unless we are in the zeroth degree), and the homology is trivial.
Therefore, the homology of $E^1_{\ast,q}[\sigma_0]$ is zero in degrees $i \neq 0$ and given by

$$Z_{\sigma_0} \otimes H_{q-1}\left(\text{Conf}^{\text{sink}}_{n-2}(K,W_K)\right)$$

for $i = 0$, which by induction is free and generated by products of basic classes.

In conclusion, the homology of $E^1$ is free, concentrated in the zeroth column and generated by products of basic classes. Denote this bigraded module by $E^\infty[K]$.

### 3.4. The homology of $0E^1$ and the $E^\infty$-page.

The other part, $0E^1$, is actually the first page of the Mayer-Vietoris spectral sequence $E^\ast\ast[G/L]$ of $G$ with $L = e$ collapsed to a sink with respect to the image of the open cover $U((K,L))$. By induction, this spectral sequence $E^\ast\ast[G/L]$ converges to a free infinity page, and the corresponding homology is generated by products of basic classes.

The $E^2$-page of our original spectral sequence is hence given by the direct sum of the two bigraded modules $E^2[G/L]$ and $E^\infty[K]$, which differs from $E^2[G/L]$ only in the zeroth column. We will now show that for each $2 \leq l \leq \infty$ the $E^l$-page is the direct sum of $E^l[G/L]$ and $E^\infty[K]$.

For $p > 0$ and $q \geq 0$ look at the map $d_2$ starting in $E^2_{p,q}$. This map is constructed by representing each class in $E^2_{p,q}$ on the chain level (i.e. on the $E^0$-page), mapping it via the horizontal boundary map to $E^0_{p-1,q}$, lifting it to $E^0_{p-1,q+1}$ and applying the horizontal map again, landing in $E^0_{p-2,q+1}$. The element of $E^2_{p-2,q+1}$ represented by this cycle is the image of the class we started with under $d_2$. The lifting of the particles in $L$ always connects pairs of distinct orderings of particles on $e$ via a path through the central vertex of $L$. The end result does not depend on the choice of such a lift, so we always take the following one: choose (once and for all) two leaves $e_1,e_2$ of $L$ that are different from $e$, then connecting two orderings $\nu \neq \nu'$ of a $S = \{s_1,\ldots,s_m\}$ is given by starting with the configuration $\nu$ on $e$, sliding all particles between $s_1$ and the central vertex to $e_2$, moving $s_1$ to $e_1$, moving the other particles back to $e$ and repeating this for all particles $s_2,\ldots,s_m$. Repeating the same for $\nu'$ we get two paths which glued together give a path $\gamma[\nu,\nu']$ between the two configurations.

By construction it is clear that $\gamma[\nu,\nu'] + \gamma[\nu',\nu''] = \gamma[\nu,\nu'']$, so the only closed loop arising in such a way is the trivial path. The construction of the image of a class under $d_2$ as described above produces segments $\gamma[\nu,\nu']$ adding up to a cycle, which hence must be trivial. This shows that $d_2$ maps to zero in $E^\infty[K]$ and hence that $E^3 \cong E^3[G/L] \oplus E^\infty[K]$. By the same reasoning, this is true for all pages, proving that

$$E^\infty \cong E^\infty[G/L] \oplus E^\infty[K].$$

In conclusion, the $E^\infty$-page is torsion-free and the corresponding homology is generated by products of basic classes.

**Proof of Theorem A.** For graphs with precisely one vertex of valence at least three and any subset of the vertices of valence 1 turned into sinks the theorems follow from Proposition 3.1. By induction on the number of essential vertices, we then use the calculation of the spectral sequence above to prove this for any graph as in the statement of the two theorems with any subset of the vertices of valence 1 turned into sinks. In particular, this proves the statement for the case where none of the vertices are sinks. \(\square\)
4. Configurations of particles in general finite graphs

In this section we prove that the first homology of configuration spaces of graphs with rank at least one is generated by basic classes. In contrast to the case of trees with loops, we prove that in general the higher homology groups are not generated by products of 1-classes.

4.1. The first homology of configurations in general graphs. For a graph $G$, we choose distinct edges $e_1, \ldots, e_\ell$ such that cutting those edges in the middle yields a tree. Fix identifications of $[0,1]$ with each of the $e_i$ and denote for $x \in [0,1]$ by $x_{e_i}$ the corresponding point on the edge $e_i$. Then, define the tree $K$ as

$$K = G - \bigcup_{1 \leq i \leq \ell} [1/3, 2/3]_{e_i},$$

where $[1/3, 2/3]_{e_i} = \{x_{e_i} | x \in [1/3, 2/3]\}$. The idea is now to start with the configuration space of $K$ embedded into the configuration space of $G$ and to release the particles into the bigger graph $G$ one at a time.

For $\Gamma = (G,K)$ recall the definition of $\text{Conf}^{\text{sink}}_{S,T}(\Gamma,W)$ (Definition 3.2). We will prove that $H_1(\text{Conf}^{\text{sink}}_{S,T}(\Gamma,W))$ is always generated by basic classes. The second part of Theorem B will be proven in the next section. We will again proceed by constructing an open cover and investigating the Mayer-Vietoris spectral sequence.

Let $\text{Conf}^{\text{sink}}_{S,T}(\Gamma,W)$ with $S - T$ non-empty be given, then choose an arbitrary element $s \in S - T$ and construct the following open cover: for each $i$, define two open subsets $U_{+e_i}$ and $U_{-e_i}$ of $\text{Conf}^{\text{sink}}_{S,T}(\Gamma,W)$ by

$$U_{+e_i} = \{f: S \to G | f(s) \not\in [1/3, 2/3]_{e_j} \text{ for } j \neq i \text{ and } f(s) \neq 2/3_{e_i} \}$$

$$U_{-e_i} = \{f: S \to G | f(s) \not\in [1/3, 2/3]_{e_j} \text{ for } j \neq i \text{ and } f(s) \neq 1/3_{e_i} \}.$$
The inclusions induced by going from p-fold intersections to (p - 1)-fold intersections are homotopic to the identity on the components \( \text{Conf}^\text{sink}_{S, T}(\Gamma, W) \) and given by adding the particle \( s \) to \( 1/2 e_i \) for the configurations in each component \( \text{Conf}^\text{sink}_{S - \{s\}, T}(\Gamma', W) \). These latter components are not hit by any such inclusion.

**Proof.** If the intersection of any number of these open sets contains open sets \( U_{\pm e_i} \) and \( U_{\pm e_j} \) for \( i \neq j \) then the particle \( s \) is restricted from entering all \([1/3, 2/3]_{e_i} \), so this intersection is actually precisely the same as \( \text{Conf}^\text{sink}_{S, T}(\Gamma, W) \). Since every intersection of \( \geq 3 \) of those sets contains two such open sets, there are only two cases remaining, namely 1-fold intersections and the intersection \( U_{-e_i} \cap U_{+e_i} \).

The space \( U_{+e_i} \) is almost the same as \( \text{Conf}^\text{sink}_{S, T}(\Gamma, W) \), the only difference is that the particle \( s \) is also allowed in the segment \([1/3, 2/3]_{e_i} \). By sliding \( s \) back into the interval \([0, 1/3]_{e_i} \) whenever necessary and moving all particles between \( 0_{e_i} \) and \( s \) accordingly, we see that this space is homotopy equivalent to \( \text{Conf}^\text{sink}_{S, T}(\Gamma, W) \). The analogous reasoning identifies \( U_{-e_i} \).

The intersection \( U_{-e_i} \cap U_{+e_i} \) has two connected components: the component where \( s \) is in \((1/3, 2/3)_{e_i} \) and the one where it is in \( K \). The second component is again on the nose equal to \( \text{Conf}^\text{sink}_{S', T}(\Gamma', W) \). Modify the first component by a homotopy moving \( s \) to \( 1/2 e_i \) and sliding all other particles on \( e_i \) away from \( s \) into the intervals \([0, 1/3]_{e_i} \) and \([2/3, 1]_{e_i} \), then forgetting the particle \( s \) gives an identification with \( \text{Conf}^\text{sink}_{S - \{s\}, T}(\Gamma', W) \), proving the first claim.

By our identification above the description of the inclusion maps given by forgetting one of the intersecting open sets is easily deduced. If one of these inclusions would hit a component \( \text{Conf}^\text{sink}_{S - \{s\}, T}(\Gamma', W) \), then the particle \( s \) would need to be on the interval \([1/3, 2/3]_{e_i} \), which it never is for any triple intersection. \( \square \)

This allows us to describe generators for the first homology of the configuration space of any finite graph. We formulate this as a separate proposition in order to use it for the case where \( K \) is a graph with precisely one essential vertex since this case is needed to prove Theorem A.

**Proposition 4.2.** Let \( G \) be a connected finite graph, \( K \subset G \) a tree defined as above and \( W \) a subset of the vertices. If \( H_1(\text{Conf}^\text{sink}_S(K, W)) \) is generated by basic classes for all finite sets \( S \) then also \( H_1(\text{Conf}^\text{sink}_S(\Gamma, W)) \) is generated by basic classes for all pairs of finite sets \( T \subset S \), where \( \Gamma = (G, K) \).

**Proof.** We prove this by looking at the spectral sequence constructed from the open cover described above. To prove the statement we only need to show that moving one element out of \( T \) preserves the property that the homology is generated by basic classes. We can assume that the configuration space of \( K \) is connected since the only case where this is not true is if \( G \) is \( S^1 \) without sinks, and this case is true by definition. We will now argue by induction on the number of elements in \( S - T \). The induction start \( S = T \) is precisely that \( H_1(\text{Conf}^\text{sink}_S(K, W)) \) is generated by basic classes, so we only need to check the induction step.

In the induction step, we only get 1-classes at \( E_{1,1}^\infty \) and \( E_{1,0}^\infty \). The module \( E_{1,1}^\infty \) is a quotient of \( E_{1,1}^1 \), which is generated by 1-classes of \( U_{\pm e_i} \simeq \text{Conf}^\text{sink}_{S', T}(\Gamma', W) \), so by induction by classes of the required form.

The chain complex \( E_{1,0}^1 \) is given by the chain complex of the nerve of the cover (which is a simplex) and one additional copy of \( Z \) for each intersection \( U_{e_i} \cap U_{-e_i} \).
Restricted to $H_0(U_{e_i} \cap U_{e_i}) \cong \mathbb{Z} \oplus \mathbb{Z}$ the face maps

$$Z \oplus \mathbb{Z} \cong H_0(U_{e_i} \cap U_{e_i}) \to H_0(U_{\pm e_i}) \cong \mathbb{Z}$$

are given by $(x, y) \mapsto \pm (x + y)$. Therefore, all elements $(x, -x)$ are in the kernel of $d_1$. These elements correspond to $S^1$ movements of $s$ along the edge $e_i$: by mapping $U_{e_i} \cap U_{e_i} \hookrightarrow U_{-e_i}$ the particle $s$ is allowed to leave $(1/3, 2/3)_{e_i}$ via one of the sides, connecting it to a configuration where $s$ is on the tree $K$. The other inclusion allows $s$ to leave via the other side, connecting it to that same configuration with $s$ on $K$. Mapping this to $\text{Conf}_{\mathcal{S}, T}(\Gamma, W)$ yields a cycle where $s$ moves along $K$ and $e_i$. We can choose a representative such that all other particles are fixed and that this movement follows an embedded circle in $G$.

Subtracting such kernel elements, we can modify every cycle of $(E_1^{*, 0}, d_1)$ such that it is zero in all copies of $H_0(\text{Conf}_{\mathcal{S} - \{s\}, T}(\Gamma', W))$. Since the remaining part of the chain complex is the chain complex of a simplex, there are no other 1-classes, concluding the argument.

\textbf{Proof of Theorem B} — first homology group. By [Theorem A] the homology group $H_1(\text{Conf}_{\mathcal{S}}(K))$ is generated by basic classes for any finite tree $K$, so the theorem follows from [Proposition 4.2].

4.2. Non-product generators. In this section, we describe an example of a homology class of the configuration space of a graph that cannot be written as a sum of product classes.

The easiest example we were able to find so far is a 2-class of $\text{Conf}_{\mathcal{S}}(B_3)$, where $B_3$ is the banana graph of rank three, i.e. two vertices $v, w$ connected via four edges, see Figure 6.

To construct the class, we first construct classes in $\text{Conf}_2(\text{Star}_3)$. Let $S \subset 3$ be a set of two particles, then the first homology group of $\text{Conf}_S(\text{Star}_3)$ is one-dimensional, a generator can be represented by a sum of twelve edges, each with coefficient $+1$: start with both particles on different edges, then in turns move the particles to the free edge until the initial configuration is restored.

![Figure 6. Including Star3 into the banana graph B3 at v in one of four ways.](image)

Now choose a bijection of $3$ with the leaves of $\text{Star}_3$ and $4$ with the leaves of $\text{Star}_4$. This defines four 1-cycles in $\text{Conf}_S(\text{Star}_4)$ by including $\text{Star}_3$ into $\text{Star}_4$ in all order-preserving ways (with respect to these identifications). Now we add those four cycles together with the following signs: each inclusion of $\text{Star}_3$ is determined by the edge $i \in 4$ that is missed. The 1-cycle corresponding to this $i$ gets the sign $(-1)^i$. This sum is actually equal to zero:

The 1-cells of these cycles are given by one particle moving from one edge to the central vertex and the other particle sitting on another edge. Each such cell appears
precisely twice, once for each way of choosing a third edge from the remaining two leaves. If these two remaining leaves are cyclically consecutive in 4 the corresponding cycles have different signs, otherwise, these two cells inside the 1-cycles appear with different signs, so in both cases, they add up to zero.

Including Star4 into B3 (mapping the central vertex to v) gives a sum of four 1-cycles coming from embedding Star3 into B3 in different ways (see Figure 6), which evaluates to zero.

Now let t be the third particle, i.e. S ∪ {t} = 3, then take for each of those four 1-cycles in ConfS(B3) the product of the cycle with the 1-cell moving particle t from the remaining one of the four edges to the vertex v.

Doing this construction for all three choices of S gives a sum of 144 2-cells, and the claim is that this is, in fact, a 2-cycle in the combinatorial model of the configuration space. We can think of this cycle as 12 cylinders of a 1-cycle in the star of v multiplied with another particle moving to the other vertex w, whose boundary 1-cells get identified in a certain way, see Figure 7.

Let t ∈ 3, then one part of the boundary of four of those cylinders is given by the 1-cycles of the particles 3 − {t} with t sitting on w. By construction, those four 1-cycles add up to zero.

It remains to investigate the parts where the third particle is in the middle of the edge. These 1-cells are precisely given by two particles sitting in the middle of two edges and a third particle moving from another edge to v. Each such cell appears precisely twice: once for every choice of which one of the fixed particles moves to w and which one belongs to the star movement. By analogous reasoning, these two occurrences have opposite signs, so the total contribution is zero.

Thus, the boundary cells of the twelve cylinders add up to zero, yielding a non-trivial cycle. By the dimension of our combinatorial model, there are no three-cells, so this does not represent the zero class. Notice that there are no product classes since every S1 generator uses both vertices and there are too few particles for two H-classes or star classes. By looking at the identifications and calculating the Euler characteristic, one sees that the resulting cycle is, in fact, a closed surface of genus 13 embedded into the combinatorial model of the configuration space. In fact, by pushing in 2-cells where strictly less than three edges are involved (starting with those involving only one edge, followed by those involving precisely two edges) and afterward pushing in the 1-dimensional intervals where particles move to an occupied edge it is straightforward to show the following:

\[ \text{Figure 7. Each of the twelve cylinders making up the cycle is given by twelve two cells of this form, where all particles are on different edges.} \]
Proposition 4.3. \( \text{Conf}_3(B_3) \) is homotopy equivalent (equivariantly with respect to the action of the symmetric group \( \Sigma_3 \)) to a closed surface of genus 13.

Remark 4.4. In between versions of this paper, Wiltshire-Gordon independently showed this homotopy equivalence using explicit computer calculations of the groups \( H_*(\text{Conf}_3(B_3)) \), see [WG17, Example 2.1, p. 4].

We now prove the rest of Theorem B whose first part was proven in Section 4.1.

Proof of Theorem B — non-product classes. A counterexample for the second homology group was described above, all that remains is to describe how to use this to construct counterexamples for higher homology groups.

By adding \( k \) disjoint \( S^1 \) graphs, connecting each of them to \( v \) via a single edge and adding \( k \) particles we can take the product of this non-product cycle with the \( k \)-cycle given by the product of the \( k \) particles moving inside the \( S^1 \)'s. This gives a class in the \( (k + 2) \)-nd homology group of the configuration space of \( k + 3 \) particles in this graph, which by analogous reasoning cannot be written as a sum of product classes. This shows that this phenomenon appears in every homology degree except for the zeroth and first.

\[ \square \]
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