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Abstract

We show that there is “no stable free field of index \alpha \in (1, 2)”, in the following sense. It was proved in [4] that subject to a fourth moment assumption, any random generalised function on a domain \(D\) of the plane, satisfying conformal invariance and a natural domain Markov property, must be a constant multiple of the Gaussian free field. In this article we show that the existence of (1 + \varepsilon) moments is sufficient for the same conclusion. A key idea is a new way of exploring the field, where (instead of looking at the more standard circle averages) we start from the boundary and discover averages of the field with respect to a certain “hitting density” of Itô excursions.
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1 Introduction

The Gaussian free field (GFF) is a universal object believed (and in many cases proved) to govern the fluctuation statistics of many natural random surface models [10, 18, 17, 12, 6, 3, 2, 7, 16] (see, e.g., [1, 20] for an introduction and survey of some recent developments). Although the GFF can be defined in any dimension, this article is concerned with the planar continuum version, which satisfies two special properties; namely, conformal invariance and a domain Markov property. The former roughly entails that applying a conformal map to a GFF in any domain produces a GFF in the image domain. The latter says, informally, that for any \(D' \subset D \subset \mathbb{C}\), the conditional law of the GFF on \(D\) restricted to \(D'\), given its behaviour outside of \(D'\), is that of the harmonic extension of the GFF from \(\partial D\) to \(D'\) plus an independent GFF in \(D'\). However,
one major technical issue with defining the GFF is that it cannot be made sense of as a random function. It is instead defined as a random generalised function, which in this article we view as a stochastic process indexed by smooth, compactly supported test functions. As a result, some preparation is required in order to rigorously formulate the above properties.

We will now formally state our assumptions, which are essentially the same as in [4] except for the moment condition and the Dirichlet boundary condition (we will comment after the theorem on the necessity of this adaptation).

Assumptions 1.1.

\( h^D = (h^D_\phi)_{\phi \in C^\infty_c(D)} \) indexed by test functions is given. Assume further that each \( h^D \) is linear in \( \phi \): that is, for any \( \lambda, \mu \in \mathbb{R} \) and \( \phi, \phi' \in C^\infty_c(D) \),

\[
h^D_{\lambda \phi + \mu \phi'} = \lambda h^D_\phi + \mu h^D_{\phi'} \text{ almost surely.}
\]

We then write, with an abuse of notation,

\[
(h^D, \phi) := h^D_\phi \text{ for } \phi \in C^\infty_c(D).
\]

We denote by \( \Gamma^D \) the law of the stochastic process \( h^D \). Thus \( \Gamma^D \) is a probability distribution on \( \mathbb{R} C^\infty_c(D) \) equipped with the product topology. By Kolmogorov’s extension theorem \( \Gamma^D \) is characterised by its consistent finite-dimensional distributions: i.e., by the joint law of \( (h^D_1, \phi_1), \ldots, (h^D_k, \phi_k) \) for any \( k \geq 1 \) and any \( \phi_1, \ldots, \phi_k \in C^\infty_c(D) \).

We finally recall that the \( H^{-1}(D) \) norm of a function \( f \in C^\infty_c(D) \) is given by

\[
(f, f)_{-1} := ((-\Delta)^{-1/2} f, (-\Delta)^{-1/2} f) = (f, (-\Delta^{-1} f) = \iint_{D \times D} G_D(x, y) f(x) f(y) \, dx \, dy \quad (1.1)
\]

where \( G_D \) is the Green function with Dirichlet boundary conditions in \( D \).

In the following, we write \( D = \{ w \in \mathbb{C} : |w| < 1 \} \) and for \( z \in \mathbb{C}, \varepsilon > 0 \), we set \( B_z(\varepsilon) := \{ w \in \mathbb{C} : |w - z| < \varepsilon \} \). When \( z \) lies in an open set \( U \subset \mathbb{C} \), we write \( d(z, \partial U) := \inf_{y \in \partial U} |y - z| \).

Let \( D \subset \mathbb{C} \) be a proper simply connected open domain, and let \( h^D \) be a sample from \( \Gamma^D \).

**Assumptions 1.1.** We make the following assumptions.

(i) **(Moments)** For every \( \phi \in C^\infty_c(D) \) and some \( \xi > 1 \):

\[
\mathbb{E}[(h^D, \phi)] = 0 \quad \text{and} \quad \mathbb{E}[(h^D, \phi)^\xi] < \infty.
\]

(ii) **(Continuity and Dirichlet boundary conditions)** If \( \phi_n \to \phi \) in \( C^\infty_c(D) \), then \( (h^D, \phi_n) \to (h^D, \phi) \) in probability as \( n \to \infty \). Moreover, suppose that \( (\phi_n)_{n \geq 1} \) is a sequence of non-negative test functions in \( C^\infty_c(D) \), such that \( d_n := \sup_{z \in \partial D} d(z, \partial D) : z \in \text{Support}(\phi_n) \to 0 \) as \( n \to \infty \), and \( \phi_n \to 0 \) in \( H^{-1}(D) \). Then we have that \( (h^D, \phi_n) \to 0 \) in probability and in \( L^1 \) as \( n \to \infty \).

(iii) **(Conformal invariance.)** Let \( f : D \to D' \) be a bijective conformal map. Then \( \Gamma^D = \Gamma^{D'} \circ f \), where \( \Gamma^{D'} \circ f \) is the law of the stochastic process \( (h^{D'}, (f^{-1})^2(\phi \circ f^{-1}))_{\phi \in C^\infty_c(D')} \).

(iv) **(Domain Markov property).** Suppose \( D' \subset D \) is a simply connected Jordan domain. Then we can decompose \( h^D = h^D_D + \varphi^D_D \), where:

* \( h^D_D \) is independent of \( \varphi^D_D \):

\[1\]We use the terminology “Dirichlet” and “zero” boundary conditions for the same notion throughout.
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\[ (\varphi'_D, \phi)_{D \in C^\infty_c(D)} \] is a stochastic process indexed by \( C^\infty_c(D) \) that is a.s. linear in \( \phi \) and such that when we restrict to \( C^\infty_c(D') \),

\[ (\varphi'_D, \phi)_{D \in C^\infty_c(D')} \]

a.s. corresponds to integrating against a harmonic function in \( D' \).

\[ ((h^D, \phi))_{D \in C^\infty_c(D)} \] is a stochastic process indexed by \( C^\infty_c(D) \), such that the process \( (h^D, \phi)_{D \in C^\infty_c(D')} \) has law \( \Gamma^{D'} \) and \( (h^D, \phi) = 0 \) a.s. for any \( \phi \) with Support(\( \phi \)) \( \subset \bar{D} \setminus D' \).

Observe that in light of (iii), the Dirichlet boundary condition (ii) holds in one simply connected domain \( D \) if and only if it holds in all simply connected domains. Indeed, suppose that it holds in \( D \) and let \( f : D \rightarrow D' \) be a conformal map. Then if \( (\phi_n)_n \rightarrow 0 \in H^{-1}(D') \), we have by conformal invariance of the Green function that \( \tilde{\phi}_n := |f|^2(\phi_n \circ f) \) converges to 0 in \( H^{-1}(D) \), and since \( (h^D, \phi_n) \) is equal in law to \( (h^D, \tilde{\phi}_n) \), that \( (h^D, \phi_n) \rightarrow 0 \) in probability and in \( L^1 \) as \( n \rightarrow \infty \).

We now comment on the main changes with respect to the assumptions in [4]. As already mentioned, the main change is the fact that we have replaced a moment of order four in (i) with a moment of order \( \xi \) where \( \xi > 1 \). Beyond this, we have slightly adapted the Dirichlet boundary condition (assumption (ii)). Indeed, it may not even be apparent to the reader at first sight why we call (ii) a Dirichlet boundary condition. Suppose \( \phi_n \) is a sequence of functions in \( C^\infty_c(D) \), whose support converges to a subset of the boundary \( \partial D \), in the sense that \( d_n \rightarrow 0 \) (where \( d_n \) is defined in (ii)). If \( h \) is a Gaussian free field in \( D \) (with Dirichlet boundary conditions), we may be tempted to believe that \( (h, \phi_n) \rightarrow 0 \).

Unfortunately, without any additional assumption this is not necessarily the case, even if \( \|\phi_n\|_1 \) is bounded (to see why, consider the uniform distribution in a ball of radius \( \epsilon \) at distance \( \epsilon \) from the boundary). Instead, in order for \( (h, \phi_n) \) to converge to zero we need an extra condition which guarantees that the mass of \( \phi_n \) is sufficiently “spread out”. There are several different ways that such a condition could be formulated. In [4] we assumed that for \( D = D, (h, \phi_n) \rightarrow 0 \) for sequences \( \phi_n \) which are bounded in \( L^1 \) and rotationally symmetric. However, in the present article, we will need \( \phi_n \) to be asymptotically supported on a proper subset of the boundary (see the definition of \( p_n \) in (3.1)) and so rotational invariance of the support of \( \phi_n \) is not sufficient. Instead we assume that \( \phi_n \) converges to 0 in \( H^{-1}(D) \). This turns out to be the most convenient meaning of “sufficiently spread out” in the present setting.

Before stating our results, we recall the definition of a Gaussian free field (with Dirichlet boundary conditions) on a domain \( D \subset \mathbb{C} \).

**Definition 1.2.** A mean zero Gaussian free field \( h_{\text{GFF}} = h_{\text{GFF}}^D \) with zero boundary conditions is a stochastic process indexed by test functions \( (h_{\text{GFF}}, \phi)_{D \in C^\infty_c(D)} \) such that:

- \( h_{\text{GFF}} \) is a centered Gaussian field; for any \( n \geq 1 \) and any set of test functions \( \phi_1, \ldots, \phi_n \in C^\infty_c(D) \), \( ((h_{\text{GFF}}, \phi_1), \ldots, (h_{\text{GFF}}, \phi_n)) \) is a Gaussian random vector with mean 0;
- for any two test functions \( \phi_1, \phi_2 \in C^\infty_c(D) \),

\[
E[(h_{\text{GFF}}, \phi_1), (h_{\text{GFF}}, \phi_2)] = \int_D G^D(z, w)\phi_1(z)\phi_2(w)dzdw
\]

where \( G^D \) is the Green’s function with Dirichlet boundary conditions on \( D \).

The main technical content of this paper is summarised by the following proposition, whose most important aspect states that moments of order \( \xi \) as in Assumptions 1.1,
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together with domain Markov property and conformal invariance, imply a moment of order 4.

**Proposition 1.3.** Assume that \( (\Gamma^D)_D \) satisfies Assumptions 1.1. Then in fact:

1. \( \mathbb{E}[(h^D, \phi)^2] < \infty \) for every \( \phi \in C^\infty_c(D) \);
2. the bilinear form \( K^D_2 \) on \( C^\infty_c(D) \times C^\infty_c(D) \) defined by
\[
\mathbb{E}[(h^D, \phi)(h^D, \phi')] = K^D_2(\phi, \phi'), \quad \phi, \phi' \in C^\infty_c(D)
\]
is continuous; and
3. the convergence in (ii) of Assumptions 1.1 also holds in \( L^2 \).

As a direct consequence we obtain the following theorem, which is the main result of this paper.

**Theorem 1.4.** Suppose the collection of laws \( \{\Gamma^D\}_{D \subset \mathbb{C}} \) satisfy Assumptions 1.1 and let \( h^D \) be a sample from \( \Gamma^D \). Then there exists \( \sigma \geq 0 \) such that \( h^D = \sigma h^D_{\text{GFF}} \) in law, as stochastic processes.

**Proof.** This is a direct consequence of Proposition 1.3 and [4, Theorem 1.6]. \(\square\)

**Proof idea:** In order to explain the new ideas required for Theorem 1.4, it is helpful to first recall the main steps in the proof of [4, Theorem 1.6].

**Sketch of proof of [4, Theorem 1.6].** The proof of Theorem 1.6 in [4] can be broken into two distinct parts: (1) showing that the field is Gaussian (i.e., that \( h^D \) is a Gaussian process for each \( D \)) and (2) showing that it has the correct covariance structure. In fact, once Gaussianity is known, proving (2) is rather straightforward. It boils down to the fact that the Greens’ function is characterised by harmonicity away from the diagonal and logarithmic blow-up along the diagonal – see [4].

Proving (1) is rather more challenging. The key step in [4] is to show that “circle averages” around points are jointly Gaussian. That is, for any finite set of points, the joint law of the circle averages is Gaussian. The circle average process of a Gaussian free field \( h^D \) around a point \( z \in D \) is, roughly speaking, the process \( (h, \phi_t)_{t \geq 0} \) where \( \phi_t \) is uniform measure on the circle of radius \( e^{-t} \) around \( z \). More precision is required for a rigorous definition, since the \( \phi_t \) are not smooth test functions, but this can be dealt with by approximating the \( \phi_t \) appropriately. Once it is known that circle averages are jointly Gaussian, it is easy to deduce (1), because the field can be approximated by circle averages with small radii, and limits of Gaussians are Gaussian.

To address the question of showing Gaussianity of circle averages, let us consider the case where \( D = \mathbb{D} \) is the unit disc, and we take averages around a single point: the origin. It is well known and easy to see that for a GFF in \( D \), the circle average process around \( z = 0 \) is a constant multiple of Brownian motion. For our given process \( h^D \), the domain Markov property together with scale invariance (a special case of conformal invariance) shows that the circle average process has independent and stationary increments. However, one cannot immediately deduce that it is Brownian motion, which would of course yield Gaussianity. More work is required to eliminate processes with jumps (e.g. compound Poisson processes, symmetric stable processes etc.). In [4], a fourth moment assumption on the field was used to apply Kolmogorov’s criterion, and thereby prove that the circle average process possesses an almost surely continuous modification. This modification must then be Brownian motion and, in particular, Gaussian. In fact, we can generalise this argument to show that arbitrary linear combinations of circle averages around multiple points must also be Gaussian, which completes the key step of the proof.
Sketch of proof of Proposition 1.3. The major challenge in this article is to reach the same conclusion without the fourth moment assumption. In contrast to the above approach, we will simply aim to prove Gaussianity of single circle averages, rather than linear combinations of averages around multiple points. Note that this does not immediately imply joint Gaussianity of circle averages (for which significantly more work would be needed). However, it is enough (with a little extra work) to prove existence of fourth moments (Proposition 1.3) and given the result of [4], this concludes the proof of Theorem 1.4.

To summarise: the main step of the proof in this article is to show existence of an a.s. continuous modification of the circle average process around $z = 0$ for $h^D$ (the given field in the disk $D$) assuming only $\xi$th moments of the field for some $\xi > 1$. See Corollary 5.7 and Proposition 5.8. Achieving this is not merely a technical upgrade of the idea used in [4]; a new input is required.

Namely, in (3.1) we introduce a certain sine-average process for the field $h^H$, on semi-circles in the upper half plane. Its value at a given semi-circle can be viewed as the average of $h^H$ with respect to a hitting measure for half plane Itô excursions from 0. As a result, one can easily construct a parametrisation (with respect to the semi-circle radius), under which the resulting process satisfies:

- (one-dimensional) Brownian scaling; and crucially
- a certain “harness” property, as introduced by Hammersley in [11] (see also [21, 22]).

The increments of this process are easily checked to be independent; however, there is no reason a priori why they should be stationary. Nonetheless, we are able to formulate a (new) characterisation of Brownian motion in terms of this harness property and use this to show that the sine-average process must be a Brownian motion. This characterisation is given in Proposition 4.1, and is an extension of a result proved in [21]. Crucially, our extension does not require as many moments as [21]; in fact moments of any order $\xi > 0$ suffice.

From this point, we use rotational invariance and the domain Markov property to “average out” the semi-circle sine-averages of $h^H$ and relate them to circle averages of $h^D$. The consequence is existence of a continuous modification of the circle-average process around 0 for $h^D$. For this last step, one needs to precisely control the behaviour of the harmonic part in a domain Markov decomposition of $h^D$, which forms the main technical part of the argument. This is where the assumption $\xi > 1$ is used. Having done this, the proof of Proposition 1.3 is concluded.

Remark 1.5. Consider a family of fields $(h^D)_D$ in simply connected domains $D$, that assign values $(h^D, \phi)$ to smooth test functions $\phi$. Theorem 1.4 shows that conformal invariance and the domain Markov property (in the sense of Assumptions 1.1) are incompatible with these $(h^D, \phi)$s having $\alpha$-stable (rather than Gaussian) distributions, for any value of the index $\alpha \in (1, 2)$. Comparing to the better understood one-dimensional situation, a (1d) $\alpha$-stable process has different scaling properties to those of (1d) Brownian motion. Since scaling is a special type of conformal mapping, this suggests that “natural $\alpha$-stable analogues” of the GFF cannot enjoy conformal invariance. Our Theorem can be viewed as a rigorous justification of this informal heuristic when $\alpha \in (1, 2)$.

We mention here that some variants of higher dimensional stable fields have been defined and studied before, see [14] and also [5] for a limiting construction. It will be interesting to find a suitable characterisation theorem for such fields.

In view of the above remark, it is natural to wonder whether any moments assumptions are needed to characterize the GFF.
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**Question 1.6.** What are the minimal moment assumption necessary for Theorem 1.4 to hold? Do moments of order ξ for any ξ > 0 suffice?
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## 2 Some elementary results and estimates

### 2.1 Independent random variables

**Lemma 2.1.** Suppose that (X, Y) are real-valued random variables defined on the same probability space, and that X and Y are independent. Then for any ξ > 0,

\[ E[|X + Y|^\xi] < \infty \iff E[|X|^\xi] < \infty \text{ and } E[|Y|^\xi] < \infty. \]

**Proof.** Fix some M such that \( P(|Y| \leq M) \geq 1/2 \) and note that

\[ |X/(X + Y)|1_{|Y| \leq M, |X| \geq 2M} \leq 2 \]

(it is less than 1 if X and Y have the same sign, and less than 2 otherwise). Then \( E[|X|^\xi 1_{|X| \leq M}] \leq (2M)^\xi \) and

\[ E[|X|^\xi 1_{|X| \geq 2M}] \leq 2E\left[\frac{X}{X + Y}\right]^\xi |X + Y|^\xi 1_{|Y| \leq M, |X| \geq 2M} \leq 2^{1+\xi}E[|X + Y|^\xi] < \infty. \]

Symmetrically, \( E[|Y|^\xi] < \infty. \)

**Lemma 2.2** (Von Bahr–Esseen [19]). Let \( r \geq 1. \)

(i) Suppose that X, Y are random variables with \( E[|X|^r] < \infty, E[|Y|^r] < \infty, E[Y|X] = 0 \) a.s. Then \( E[|X + Y|^r] \geq E[|X|^r]. \)

(ii) Suppose in addition that \( r \leq 2 \) and that \( (X_1, \ldots, X_n) \) are independent, centred random variables with \( E[|X_j|^r] < \infty \) for \( 1 \leq j \leq n. \) Then \( E[|\sum_{j=1}^n X_j|^r] \leq 2\sum_{j=1}^n E[|X_j|^r]. \)

### 2.2 Immediate consequences of the domain Markov property

**Lemma 2.3.** The assumption of zero boundary conditions implies that the domain Markov decomposition from (iv) is unique.

**Proof.** This is very similar to the proof of [4, Lemma 1.4], but we include it since some arguments are slightly different.

Suppose that we have two such decompositions:

\[ h^D = h^D' + \varphi^D_D = h^D' + \tilde{\varphi}^D_D. \quad (2.1) \]

Pick any \( z \in D' \) and let \( f : D' \to D \) be a conformal map that sends \( z \) to 0. Further, let \( (\phi_n)_{n \geq 1} \) be a sequence of nonnegative radially symmetric, mass one functions in \( C_c^\infty(D), \) that are eventually supported outside any \( K \subseteq D. \) It is easy to check that \( \phi_n \to 0 \) in \( H^{-1}(D) \) as \( n \to \infty, \) and if we set \( \tilde{\phi}_n := |f'|^2(\phi_n \circ f) \) for each \( n, \) then (as discussed...
below assumptions 1.1) \( \hat{\phi}_n \) converges to 0 in \( H^{-1}(D') \) as well. Hence, the assumption of Dirichlet boundary condition implies that \((h_{D'} - \hat{\phi}_n, \phi_n) \to 0\) in probability as \( n \to \infty \). In turn, by (2.1), this means that \((\varphi_{D'} - \varphi_{D'}, \phi_n) \to 0\) in probability.

However, since \((\varphi_{D'} - \varphi_{D'})\) restricted to \( D' \) is a.s. equal to a harmonic function, and since the \( \phi_n 's \) are radially symmetric with mass one, we have that

\[
(\varphi_{D'} - \varphi_{D'}, \phi_n) = ((\varphi_{D'} - \varphi_{D'}) \circ f^{-1}, \phi_n) = (\varphi_{D'} - \varphi_{D'}) \circ f^{-1}(0) = \varphi_{D'}'(z) - \varphi_{D'}(z)
\]

for every \( n \). This implies that for each fixed \( z \in D' \), \( \varphi_{D'}'(z) = \varphi_{D'}'(z) \) a.s. Applying this to a countable dense subset of \( z \in D' \), together with the fact that \((h_{D}, \phi) = (\varphi_{D'}, \phi) = (\varphi_{D'}, \phi) \) a.s. for any \( \phi \) supported outside of \( D' \), then implies that \( \varphi_{D'}' \) and \( \varphi_{D'} \) are a.s. equal as stochastic processes indexed by \( C^\infty_c (D) \).

Now, suppose that \( D'' \subset D' \subset D \) and \( h_{D''} \) is a sample from \( \Gamma_{D''} \). Applying the domain Markov property to \( h_{D''} \) in \( D' \) and \( D'' \) respectively, we can write \( h_{D''} = h_{D'} + \varphi_{D} + \varphi_{D'}' \). We can further decompose \( h_{D} = h_{D'} + \varphi_{D} + \varphi_{D'} \) by applying the domain Markov property to \( h_{D} \) in \( D'' \).

**Lemma 2.4.** As stochastic processes indexed by \( C^\infty_c (D) \), we have that \( h_{D''} = \varphi_{D} ' \) and \( \varphi_{D''} = \varphi_{D} ' + \varphi_{D'} ' \) a.s. (where the latter is an independent decomposition).

**Proof.** This follows by writing \( h_{D''} = h_{D''} ' + \varphi_{D} ' \) and \( h_{D''} = h_{D} ' + \varphi_{D} ' + \varphi_{D'} ' \) and applying Lemma 2.3.

**Lemma 2.5.** Suppose \( D \) is simply connected and that \( D' \subset D \) is a simply connected Jordan domain. Then if \( h_{D} = h_{D} ' + \varphi_{D} ' \) is the domain Markov decomposition of \( h_{D} \) in \( D' \) and \( f : D \to f(D) \) is conformal, with \( f(D') \subset f(D) \) a Jordan domain and \( h_{f(D)} = h_{f(D')} + \varphi_{f(D)} ' \), we have that

\[
\varphi_{D} ' = \varphi_{f(D)} ' \circ f \text{ in law}
\]

as harmonic functions in \( D' \).

**Proof.** For \( \phi \in C^\infty_c (D') \) let us denote \( \phi f(z) = |(f^{-1})'|^2 \phi \circ f^{-1}(z) \), so that \( \phi f \in C^\infty_c (f(D')) \). Then by conformal invariance (assumptions 1.1(iii)) it follows that

\[
(h_{f(D)}, \phi) \overset{(d)}{=} (h_{f(D)}, \phi f) \text{ and } (h_{D'}, \phi) \overset{(d)}{=} (h_{f(D')}, \phi f).
\]

By uniqueness of the domain Markov decomposition (Lemma 2.3), it then follows that

\[
(\varphi_{D'} ' , \phi) \overset{(d)}{=} (\varphi_{f(D')} ' , \phi f)
\]

and since \( \varphi \) is harmonic, this is exactly the statement that

\[
\int_{D'} \varphi_{D'} '(z) \phi(z) dz \overset{(d)}{=} \int_{f(D')} \varphi_{f(D')} '(z) \phi f(z) dz = \int_{D'} \varphi_{f(D')} '(f(w)) \phi(w) dw,
\]

where the last equality is just the change of variables formula. Since this holds for all \( \phi \in C^\infty_c (D') \), this completes the proof.

### 2.3 A priori moment bounds

We are going to give some bounds on the moments of harmonic functions arising from the domain Markov property. Note that if \( z \in D' \subset D \) and \( \varphi_{D'} ' \) is such a function, then by harmonicity we can write \( \varphi_{D'} '(z) = (\varphi_{D'} ', \phi) = (h_{D}, \phi) - (h_{D}, \phi) \) for some properly chosen
$\phi \in C_0^\infty(D') \subset C_0^\infty(D)$ (e.g., take $\phi$ to be a spherically symmetric bump function which integrates to 1). Therefore

$$E[|\varphi_D''(z)|^p] < \infty$$

for all $0 \leq p \leq \xi$. Moreover, if $D'' \subset D'$, then by Lemma 2.4 and Lemma 2.2(i), we have

$$E[|\varphi_D'''(z)|^p] \leq E[|\varphi_D''(z)|^p]$$

(2.2)

for all $p \in [1, \xi]$. (Note that $E[|\varphi_D''''(z)|^p] = 0$, since $\varphi_D'''$ and $\varphi_D''$ are independent and $E(\varphi_D''''(z)) = E((h_D', \phi) - (h_D''', \phi)) = 0$ by assumption. Thus we are justified in applying Lemma 2.2(ii).)

**Lemma 2.6.** Suppose that $D' \subset D$ and that $z \in D'$. Then there exists a universal constant $C$ (i.e., not depending on $z, D, D'$) such that for all $p \in [0, \xi < 2]$

$$E[|\varphi_D''(z)|^p] \leq C \left( \log \left( \frac{d(z, \partial D)}{d(z, \partial D')} \right) + 1 \right)$$

**Proof.** Let $r := d(z, \partial D')/2$ and $R := d(z, \partial D)/2$. By Jensen’s inequality we need only consider the case $p = \xi$. In this case, since $\xi > 1$ and $B_z(r) \subset D'$, we may further assume by (2.2) that $D' = B_z(\xi r)$. Now we iteratively apply Lemma 2.4. Let $B_k = B_z(2^k r)$ for $k \in \mathbb{N}_0$, and let $N := \sup_{k \in \mathbb{N}_0} B_k \subset D$ so that $N \leq \log(R/r)/\log(2)$. Then we may write

$$\varphi_D''(z) = \varphi_D^{B_N}(z) + \sum_{k=0}^{N-1} \varphi_k(z)$$

where the $\varphi_k(z)$ are independent and, by conformal invariance, each distributed as $\varphi_D^{D/2}(0)$. Therefore by Lemma 2.2(ii), it follows that

$$E[|\varphi_D''(z)|^p] \leq 2\{E[|\varphi_D^{B_N}(z)|^p] + NE[|\varphi_D^{D/2}(0)|^p]\}.$$ 

Now $E[|\varphi_D^{D/2}(0)|^p]$ is bounded by some universal constant. Moreover, so is $E[|\varphi_D^{B_N}(z)|^p]$; if $f : D \rightarrow D$ maps $z$ to 0, then $f(B_N) \supset (1/32)D$ by the Koebe quarter theorem, and it therefore follows from conformal invariance and (2.2) that $E[|\varphi_D^{B_N}(z)|^p] \leq E[|\varphi_D^{(1/32)D}(0)|^p]$. This completes the proof. \hfill $\Box$

### 3 Sine-averages and harmonic functions

In the following we will denote the upper unit semi disc $D \cap H$ by $D^+$. For $r > 0$, we denote by $rD^+$ the scaled semi disc $\{z \in H : |z| < r\}$, and for compactness, write

$$D_u := \frac{1}{\sqrt{u}}D^+; \text{ for } u > 0.$$ 

For $u > 0$, we define $p_u$ to be the measure that integrates against $\phi \in C_c(C)$ as

$$(\phi, p_u) = p_u(\phi) := \sqrt{u} \int_0^\pi \sin(\theta)\phi \left( \frac{e^{i\theta}}{\sqrt{u}} \right) d\theta.$$ 

(3.1)

Note that $p_u$ is supported on the circle of radius $r_u = 1/\sqrt{u}$ and that its total mass is $2/r_u = 2\sqrt{u}$.

The motivation for defining these measures comes from the fact that $h(re^{i\theta}) = \frac{1}{r}\sin(\theta)$ is harmonic in the upper half plane with zero boundary conditions (except at the origin).
In fact, $\zeta$ can be interpreted as the hitting density on a circle of radius $r$, for an Itô excursion in the upper half plane starting from zero. While our proofs can be written without referring to this interpretation, it may be useful for the intuition nonetheless, so we will now explain how to state this more precisely.

We start by recalling some background about such excursions (see Chapter 5.2 in [15] for further details). Let $P_{ic}$ denote the law of Brownian motion starting from $ic$, killed when it leaves the upper half plane $\mathbb{H}$. By definition, the Itô excursion measure from zero is the (infinite) measure $\mathcal{N}$ obtained as the vague limit

$$\mathcal{N} := \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} P_{ic}$$

which is supported on continuous trajectories $\omega$ starting from zero, such that $\omega(t) \in \mathbb{H}$ for $t \in (0, \zeta)$ where $\zeta = \zeta(\omega)$ is the lifetime of the excursion, and such that $\omega(t) = \omega(\zeta) \in \mathbb{R}$ for any $t > \zeta$. A “sample” from $\mathcal{N}$ will later be called a half plane excursion. More generally, the corresponding excursion measure can be defined on any simply connected domain $D$ from an analytic boundary point $z \in \partial D$ (meaning that there is a conformal map $f : D \to \mathbb{H}$ mapping $z$ to 0 that extends analytically to a neighbourhood of $z$ on $\partial D$) and we then denote it by $\mathcal{N}_{z,D}$. These measures are conformally covariant, in the sense that for a conformal map $f : D \to \mathbb{H}$ as above, the image of $\mathcal{N}_{z,D}$ under $f$ is given by $|f'(z)| \mathcal{N}_{f(0),\mathbb{H}}$ [15, p126].

Note that even though $\mathcal{N}$ has infinite mass we can easily make sense of conditional laws $\mathcal{N}(\cdot | E)$ when $\mathcal{N}(E) \in (0, \infty)$, thus resulting in probability measures. We record the following lemma.

**Lemma 3.1.** The total mass of half plane excursions reaching $\partial(rD) \cap \mathbb{H}$ is $4/\pi r$. In fact, the mass of excursions leaving $rD \cap \mathbb{H}$ through the arc $(re^{i\alpha}, re^{i\beta})$ is precisely

$$\frac{2}{\pi r} \int_{\alpha}^{\beta} \sin(\theta) d\theta$$

for any $0 \leqslant a \leqslant b \leqslant \pi$.

**Proof.** Note that when $D = \mathbb{H}$ and $z = \infty$, the measure $\mathcal{N}_{\infty, \mathbb{H}}(X(\zeta) \in [a, b]) = (b - a)/\pi$ on $\mathbb{R}$, is nothing but Lebesgue measure (here $\zeta$ denotes the first time that the excursion $X$ leaves the domain $D$, i.e., its lifetime). This is easy to check, as starting from a point $ir$ (with $r > 0$) the hitting distribution of $\mathbb{R}$ by a Brownian motion has the Cauchy distribution scaled by $r$, which tends to $\pi^{-1}$ times Lebesgue measure on $\mathbb{R}$ as $r \to \infty$.

For $r > 0$, consider the conformal maps

$$f(z) = z + \frac{r^2}{z} = r \left( \frac{r}{z} + \frac{z}{r} \right),$$

that map $\mathbb{H}\setminus(rD)$ to $\mathbb{H}$ and satisfy $f(\infty) = \infty$ with $|f'(\infty)| = 1$. Note that $f(re^{i\theta}) = 2r \cos(\theta)$. In particular $f$ sends the semicircle of radius $r$ to the interval $[-2r, 2r]$, of length $4r$. Hence if $\tau_r$ is the first hitting time of this circle, we have

$$\mathcal{N}_{\infty, \mathbb{H}}(\tau_r < \zeta) = 4r/\pi.$$

The first claim of the lemma follows from this after applying the inversion map $z \mapsto -1/z$ (which sends $\infty$ to 0, leaves $\mathbb{H}$ invariant, and transforms $rD$ into $(1/r)D$). The second claim follows easily after noting that the derivative in $\theta$ of $f(re^{i\theta})$ is $-2r \sin(\theta)$. \qed

**Remark 3.2.** For later reference, it may be useful to note that half plane excursions enjoy the following Markov property: conditionally upon hitting the circle of radius $r$,
We remark that it is possible to write down an explicit expression for \( p \) (e.g., \(
abla \)) and associated sine-averages for \( h \) near the point at \( \infty \). As a consequence, we may deduce that the process is Brownian motion – see Section 4. However, the reader may recall from the introduction that we really want circle averages, say for \( h^D \), to be Brownian motions. Since these processes are easily shown to have independent and stationary increments, this would be immediate if we knew that they satisfied Brownian scaling. Unfortunately, this seems very hard to deduce directly from assumptions 1.1. So, we introduce the measures 

**Lemma 3.4.**

(a) Suppose that \( u \geq 0 \) and \( \varphi \) is a harmonic function in \( D_u \), that can be extended continuously to a function on \( \overline{D_u} \cup (\frac{1}{\sqrt{u}}, \frac{1}{\sqrt{u}}) \) that is equal to zero on 

\[ (-\frac{1}{\sqrt{u}}, \frac{1}{\sqrt{u}}) \text{.} \]  

Then \( (\varphi, p^\delta)_{\varphi \in (u, \infty)} \) is constant.

(b) Suppose that \( u > 0 \) and \( \varphi \) is a harmonic function in \( H \setminus \overline{D_u} \) that can be extended continuously to 0 on 

\[ (-\infty, -\frac{1}{\sqrt{u}}) \cup (\frac{1}{\sqrt{u}}, \infty) \text{.} \]  

Then \( (\varphi, p^\delta)_{\varphi \in (0, u)} \) is a linear function of \( s \).
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(c) Suppose that 0 < s < r < \infty and \phi is a harmonic function in \mathbb{D} \backslash \overline{\mathbb{D}} that can be extended continuously to 0 on \left(-\frac{1}{\sqrt{u}}, -\frac{1}{\sqrt{r}}\right) \cup \left(\frac{1}{\sqrt{r}}, \frac{1}{\sqrt{u}}\right). Then (\varphi, p_u)_{u\in(s, r)} is a linear function of u.

**Remark 3.5.** We observe that (a) is easily seen from the perspective of Itô excursions. By Lemma 3.1, we can represent (\varphi, p_r) for any r > u by \frac{\pi}{2} N_{0, H}(\varphi(X_{\tau(1/\sqrt{u}), \zeta})) where \tau(1/\sqrt{u}) is the first hitting time of the semicircle of radius (1/\sqrt{u}) centred at 0. For s \geq r, since \phi is assumed to be 0 on (-1/\sqrt{u}, 1/\sqrt{u}), we can apply the Markov property, Remark 3.2, of the excursion X at \tau(1/\sqrt{u}) \wedge \zeta. This gives (\varphi, p_r) = \sqrt{2} \int_0^1 \sin(\theta)E_{\epsilon, \theta} [\varphi(B_{\tau(1/\sqrt{u})})] d\theta for B a complex Brownian motion. By harmonicity of \phi, this quantity is equal to (\varphi, p_s) as required.

Actually, it can be seen from the argument above that the constant value of (\varphi, p_r) for r > u, is equal to \pi/2 times the normal derivative, directed into \mathbb{H}, of \varphi at the origin. Indeed, we saw that for any such r,

(\varphi, p_r) = \frac{\pi}{2} N_{0, H}(\varphi(X_{\tau(1/\sqrt{u}), \zeta})) = \frac{\pi}{2} \lim_{\epsilon \to 0} \epsilon^{-1} \lim_{\epsilon \to 0} \epsilon^{-1} \varphi(i\epsilon),

where the second equality is by definition of N_{0, H} and the third is by harmonicity of \varphi.

Since it is simpler for (b) and (c), the full proof of Lemma 3.4 below is of a more deterministic nature.

**Proof.** Write \varphi(re^{\theta}) = \varphi(r, \theta) and f(u) = (\varphi, p_u) = \sqrt{u} \int_0^1 \sin(\theta) \varphi(1/\sqrt{u}, \theta) d\theta. We will show that f'' = 0 on (s, r), which implies (c). This in turn implies (b), by taking s to 0.

Take any u \in (s, r). Let us first remark, in order to justify differentiation under the integral and integration by parts in what follows, that \varphi is in fact very regular in open neighbourhoods of ±(1/\sqrt{u}) inside \mathbb{D} \backslash \overline{\mathbb{D}}. Indeed since \varphi extends continuously to 0 on neighbourhoods of ±(1/\sqrt{u}) in \mathbb{R}, it can be extended by Schwarz reflection to a harmonic function in open balls B_{±1/\sqrt{u}}(\epsilon) \subset \mathbb{C} for some \epsilon. See, for example, [13, §7.5.2]. In particular \frac{\partial^2 \varphi}{\partial \theta^2} remains bounded in neighbourhoods of ±1/\sqrt{u}. Now we compute

\[\frac{d^2}{du^2}(\sqrt{u}\varphi(1/\sqrt{u}, \theta)) = \frac{1}{4u^{3/2}} \left(\frac{\partial^2 \varphi}{\partial \theta^2}(1/\sqrt{u}, \theta) + \frac{\partial \varphi}{\partial r}(1/\sqrt{u}, \theta) - u\varphi(1/\sqrt{u}, \theta)\right)\]

\[= -\frac{1}{4u^{3/2}} \left(\frac{\partial^2 \varphi}{\partial \theta^2}(1/\sqrt{u}, \theta) + \varphi(1/\sqrt{u}, \theta)\right),\]

using harmonicity of \varphi for the final identity. Differentiating under the integral in the expression for f(u), and apply integration by parts twice with respect to \theta, we see that f''(u) = 0.

**Proposition 3.6.** Let \(h^\mathbb{H}\) be a sample from \(\Gamma^\mathbb{H}\). Then for any \(u \in (0, \infty)\) the limits

\[\lim_{d \to 0} (h^\mathbb{H}, p^\text{in}_u) \quad \text{and} \quad \lim_{d \to 0} (h^\mathbb{H}, p^\text{out}_u)\]

exist in probability and in \(L^1\), and are equal a.s. We define this limiting quantity to be the \((1/\sqrt{u})\)-sine average of \(h^\mathbb{H}\), and denote it (with a slight abuse of notation) by \((h^\mathbb{H}, p_u)\).

Recall the notation \(h^\mathbb{H} = h^\mathbb{D} + \varphi^\mathbb{D}\) for the domain Markov decomposition of \(h^\mathbb{H}\) in \(D \subset \mathbb{H}\). We also have that with probability one:

\[(h^\mathbb{H}, p_u) = (\varphi^\mathbb{D}_u, p_r) \text{ for all } r > u \quad \text{and} \quad (h^\mathbb{H}, p_u) = \frac{u}{s} (\varphi^\mathbb{H}_u, p_s) \text{ for all } s < u.\]
(1 + \varepsilon) moments suffice to characterise the GFF

**Remark 3.7.** This directly implies that for any finite collection \( u_1, \cdots, u_n \in (0, \infty) \), the limits in (3.2) hold jointly in probability, and (3.3) holds jointly almost surely. In particular, this defines a consistent family of finite dimensional marginals, from which we may define the stochastic process

\[
(\mathcal{h}^H, p_u)_{u \in (0, \infty)}.
\]

Before we begin the proof of Proposition 3.6, we need the following lemma. It says (albeit in a more specific setting) that if we apply the domain Markov property to our field in a subdomain that shares a section of boundary with the original domain, then the harmonic function can be extended continuously to 0 on the common section of boundary. This should seem very intuitive, but the proof is a little trickier than one might guess (see for example Fatou’s theorem [9] for the kind of conditions that guarantee existence of non-tangential limits for harmonic functions at the boundary).

**Lemma 3.8.** Suppose that \( h^H = h^D_* + \varphi^D_* \) is the domain Markov decomposition of \( h^H \) in \( D^+ \). Then \( \varphi^D_* \) can almost surely be extended continuously to 0 on \((-1, 1)\).

**Proof.** We first show that for any \( y \in (-1, 1) \):

\[
\varphi^D_0 (y + i\delta) \to 0 \text{ in distribution (so also in probability) as } \delta \to 0. \tag{3.4}
\]

Without loss of generality, the other cases being very similar, let us assume that \( y = 0 \). Observe that by Lemma 2.5 and harmonicity we have that

\[
\varphi^D_0 (i\delta) \overset{(d)}{=} \varphi^D (1) \overset{(d)}{=} \varphi^D (1),
\]

where \( \psi \in C_0^\infty (C) \) is non-negative with \( \int_C \psi = 1 \), supported in \( B_i (1/2) \) and rotationally symmetric about \( i \). Moreover, by definition of the domain Markov decomposition and conformal invariance, we have that

\[
(h^H, \psi) \overset{(d)}{=} (h^{1/\delta D^+}, \psi) + (\varphi^{1/\delta D^+}, \psi) \text{ with } h^{1/\delta D^+}, \varphi^{1/\delta D^+} \text{ independent.}
\]

On the other hand, it is easy to see by conformal invariance of \( h \) that \((h^{1/\delta D^+}, \psi)\) converges in distribution to \((h^H, \psi)\) as \( \delta \to 0 \). This implies that

\[
(\varphi^{1/\delta D^+}, \psi) \to 0
\]

in distribution and probability as \( \delta \to 0 \), by standard arguments (for example, considering characteristic functions).

This completes the proof of (3.4). We immediately observe that the sequence in (3.4) is uniformly integrable by Lemma 2.6, and so (3.4) can be strengthened to say that

\[
\mathbb{E} [|| \varphi^D_0 (y + i\delta) ||] \to 0 \text{ as } \delta \to 0. \tag{3.5}
\]

With (3.5) in hand, let us now take \( I = [a, b] \subset (-1, 1) \) arbitrary: we will show that \( \varphi^D_* \) can almost surely be continuously extended to 0 on \( I \). We denote \( \varphi = \varphi^D_* \) from now on, and fix \( J \) such that \( I \subset J \subset [-1, 1] \).

First, observe that by dominated convergence and Lemma 2.6, (3.5) implies that \( \mathbb{E} [\int_I |\varphi (y + i\delta_0) | \, dy] \to 0 \) as \( \delta \to 0 \) and hence that for some sequence \( \delta_k \to 0 \), \( \Delta_k := \int_I |\varphi (y + i\delta_k) | \, dy \) converges to 0 almost surely. We also have by Lemma 2.6 that if \( S_J \) is the semicircle centered on \( J \), then \( M := \int_{S_J} |\varphi (z) | \, dz \) is almost surely finite. Finally, by harmonicity of \( \varphi \), and by dominating the exit density from \( H + i\delta \) for Brownian motion started from \( z \) with \( \Im (z) \geq 2\delta \) by a Cauchy density, we know that there exists some
constant $C$ (deterministic, depending on $I, J$) such for any $z \in \mathbb{D}^+$ that is sufficiently close to $I$, $|\varphi(z)| \leq MP(z) + C3(z)^{-1}a_k$ for all $k$ large enough, where $P(z)$ is the probability that a Brownian motion started from $z$ hits $S_J$ before $J$. Taking $k \to 0$ gives that $|\varphi(z)| \leq MP(z)$ a.s. for all such $z$, and so $\varphi$ can almost surely be continuously extended to 0 on $I$.

Now we can use Lemma 3.4 to prove Proposition 3.6.

**Proof of Proposition 3.6.** Observe that for any $u > 0$, $\varphi^{D_u}_H$ can a.s. be extended continuously to 0 on $(-1/\sqrt{u}, 1/\sqrt{u})$ by scaling and Lemma 3.8. Hence by Lemma 3.4, on an event of probability one,

$$\langle \varphi^{D_u}_H, \nu \rangle = : c$$

(3.6) is constant for all $r > u$. This implies (since $\eta^\delta$ has mass one and by definition of $\nu_u^{\delta, in}$) that with probability one,

$$\langle \varphi^{D_u}_H, \nu_u^{\delta, in} \rangle - c = \int_0^\delta \left( \langle \varphi^{D_u}_H, \nu_u(x+1) \rangle - \langle \varphi^{D_u}_H, \nu_u(1) \rangle \right) \eta^\delta(x) \, dx$$

for all $\delta$ small enough. Noting by Lemma 2.6 that the right-hand side goes to 0 in $L^1$ as $\delta \to 0$, we can deduce that

$$\langle \varphi^{D_u}_H, \nu_u^{\delta, in} \rangle \to c \text{ in probability and in } L^1$$

as $\delta \to 0$.

Therefore, to show that the first limit in (3.2) exists in probability and in $L^1$, and is equal to $c$ almost surely, we need only show that

$$\lim_{\delta \to 0} \int_0^\delta (h^\delta - \varphi^{D_u} - \nu_u^{\delta, in}) = \lim_{\delta \to 0} \int_0^\delta (h^\delta - \varphi^{D_u} - \nu_u^{\delta, in}) = 0$$

in probability and in $L^1$. However, this follows by applying the zero boundary condition assumption to the field $h^{D_u}$.

An almost identical line of reasoning using part (b) of Lemma 3.4 implies that the second limit in (3.2) exists a.s. and is equal to the constant value of the second expression in (3.3). Observe that

$$\langle \varphi^{D_u}_H, \nu_u \rangle \to 0$$

in probability and in $L^1$ as $s \to 0$ (for example, by bounding its first moment using Lemma 2.6).

Thus all that remains is to show that the two limits in (3.2) (or equivalently in (3.3)) coincide a.s. For this, we will prove that

$$c = \lim_{\delta \to 0} \langle \varphi^{D_u-\delta}_H, \nu_u \rangle \quad (a) = \lim_{\delta \to 0} \langle \varphi^{D_u-\delta}_H, \nu_u \sqrt{\frac{\epsilon}{\epsilon-1}} - 1, out \rangle \quad (b) = \lim_{\delta \to 0} \langle h^\delta, \nu_u \sqrt{\frac{\epsilon}{\epsilon-1}} - 1, out \rangle \quad (c) = \lim_{\delta \to 0} \langle h^\delta, \nu_u \sqrt{\frac{\epsilon}{\epsilon-1}} - 1, out \rangle \quad (d)$$

(3.7) where all limits are in probability. From this we may conclude, since we already showed that the first limit in (3.2) was a.s. equal to $c$, and the right hand side above is equal to the second limit in (3.2) (which we also know exists in probability.)

We will now prove the equalities (a), (b) and (c) from eq. (3.7) in turn. For (a), note that by Lemma 3.4 and scale invariance,

$$\langle \varphi^{D_u-\delta}_H, \nu_u^{\delta, in} \rangle - \langle \varphi^{D_u-\delta}_H, \nu_u \rangle = \langle \varphi^{D_u}_H, f_\delta \rangle$$

(3.8) where $f_\delta$ are a sequence of uniformly bounded smooth functions supported in vanishing
neighbourhoods of \( \{\pm 1\} \). The difference (3.8) therefore converges to 0 in probability as \( \delta \to 0 \). Moreover, by Lemma 2.4, we have

\[
(\varphi_{D_{u,-\delta},p_{u}^{\delta,\text{in}}}) - (\varphi_{D_{u},p_{u}^{\delta,\text{in}}}) = (\varphi_{D_{u,-\delta},p_{u}^{\delta,\text{in}}})_{\text{a.s.}} = (\varphi_{D_{u},p_{u}^{\delta,\text{in}}})_{\text{d}} = (h_{D_{u,-\delta},p_{u}^{\delta,\text{in}}}) - (h_{D_{u},p_{u}^{\delta,\text{in}}}).
\]

Both terms on the right-hand side also converge to 0 in probability as \( \delta \to 0 \) by scaling again, and the Dirichlet boundary condition assumption. Putting these facts together gives (a).

Equality (b) follows by a very similar distributional equality to (3.8), again using Lemma 3.4. Finally (c) holds, since

\[
(\varphi_{D_{u,-\delta},p_{u}^{\delta,\text{in}}}) - (h_{D_{u},p_{u}^{\delta,\text{in}}}) = (h_{D_{u,-\delta},p_{u}^{\delta,\text{in}}}) - (h_{D_{u},p_{u}^{\delta,\text{in}}})
\]

almost surely and the right hand side (again by scaling) can be seen to converge to 0 in probability as \( \delta \downarrow 0 \).

\[
(1 + \varepsilon) \text{ moments suffice to characterise the GFF}
\]

4 A characterisation of Brownian motion

**Proposition 4.1.** Suppose that \( (Y(u))_{u \in (0,\infty)} \) is a centred stochastic process. For \( u > 0 \), write \( F_{u}^{+} := \sigma(Y_{s} : s \geq u) \), \( F_{u}^{-} := \sigma(Y_{s} : s < u) \), and for \( 0 < s < r \) let \( F_{s,r} \) be the \( \sigma \)-algebra generated by \( F_{s}^{-} \) and \( F_{r}^{+} \). Suppose that:

(i) \((Y(u))_{u \in (0,\infty)} \) is stochastically continuous, i.e., for any \( u_{0} \in (0, \infty) \), \( Y_{u} \to Y_{u_{0}} \) in probability as \( u \to u_{0} \);

(ii) for some \( \xi > 0 \), \( \mathbb{E}[|Y(u)|^{\xi}] < \infty \) for all \( u \in (0, \infty) \);

(iii) \( Y \) satisfies Brownian scaling, that is, \((Y(cu))_{u > 0} \) has the same law as \((\sqrt{c}Y(u))_{u > 0} \) for any \( c > 0 \);

(iv) for any \( u > 0 \), \( (Y(s) - Y(u))_{s \geq u} \) is independent of \( F_{u}^{-} \);

(v) for any \( 0 < s < r \) \((Y(u) - (\frac{u-s}{r-s}Y(r) + \frac{r-u}{r-s}Y(s)))_{u \in (s,r)} \) is independent of \( F_{s,r} \).

Then there exists a modification of \( Y \) that is equal to \( \sigma B \) in law for some \( \sigma \geq 0 \), where \( B \) is a standard one-dimensional Brownian motion.

Observe that for this characterisation we only require \( \xi > 0 \), we will comment later on why we need existence of \((1 + \varepsilon) \) moments for the main result of this paper. Also observe that by scaling, for any process \( Y \) as in the statement of the proposition, \( Y(\delta) \) is equal in distribution to \( \sqrt{\delta}Y(1) \) for every \( \delta \), and so tends to 0 in probability as \( \delta \to 0 \).

This proposition is very close to the main result of [21], which is essentially the same but requires square-integrability of the process \( Y \). Indeed, we will prove the proposition by showing square-integrability and then appealing to [21].

We also remark that there is a similar characterisation of Brownian motion in [4, Theorem 1.9]; the major difference being item (vi). In [4] we assumed that the process in (vi) has the law of a scaled version of the original process. This is stronger than the statement here, which assumes nothing about the law. On the other hand, only finiteness of logarithmic moments was assumed in [4], which is (slightly) weaker than the moment assumption (ii) above.

For some motivation, let us first see the important corollary of this characterisation for the purposes of the present article. The proof of Proposition 4.1 will follow immediately after:
where the right hand side is as defined in Proposition 3.6 and Remark 3.7. Then \( Y \)

(i)-(vi) of Proposition 4.1.

Assumption 1.1, (i). This suggests that the answer to Question 1.6 is positive.

We note that this result actually holds even if we only have
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Proof.

Since \( Y(u) \) is the \( L^1 \) limit of \((h^\mathcal{H}, p^{\mathcal{H}, \infty}_u)\) as \( \delta \to 0 \), and \((h^\mathcal{H}, p^{\mathcal{H}, \infty}_u)\) is centred for every \( \delta \) and \( u \), it follows that \( Y \) is a centred process. So, it suffices to prove the conditions (i)-(vi) of Proposition 4.1.

(i) Equality (a) from (3.7) in the proof of Proposition 3.6, plus Lemma 3.4, tells us that

\[
(h^\mathcal{H}, p_1) - (h^\mathcal{H}, p_{1-\delta}) \to 0
\]

in probability as \( \delta \to 0 \). Moreover by scale invariance (see (iii) below) we have that \([h^\mathcal{H}, p_u] - (h^\mathcal{H}, p_1)\) is equal in distribution to \( \sqrt{\sigma(1 - \theta)} [h^\mathcal{H}, p_1] - (h^\mathcal{H}, p_{(s \wedge t)/(s \vee t)})\].

This gives the stochastic continuity.

(ii) This holds with \( \xi = 1 \) since \( Y(u) \) is defined as a limit in \( L^1 \) for all \( u \).

(iii) (Scale invariance) We assume without loss of generality that \( c > 1 \). First, we claim that

\[
(z \mapsto \varphi^\mathcal{D}_u(z), z \in D_{cu})_{u \geq 0} \text{ and } (z \mapsto \varphi^\mathcal{D}_u(\sqrt{c}z), z \in D_{cu})_{u \geq 0}
\]

have the same law as processes (of harmonic functions) in \( u \), in the sense that the finite dimensional marginals of both sides have the same laws.

The statement for one dimensional marginals is a special case of Lemma 2.5. For the higher dimensional marginals, since the argument with \( n \) points is very similar, we will just show equality in law for the joint distribution at two points \( u < u' \). For this, we use uniqueness of the domain Markov decomposition to write

\[
(h^\mathcal{D}_u, \varphi^\mathcal{D}_u) \overset{(d)}{=} (h^\mathcal{D}_u, \varphi^\mathcal{D}_u + \varphi^\mathcal{D}_{u'}) \text{ and } (h^\mathcal{D}_u, \varphi^\mathcal{D}_u) \overset{(d)}{=} (h^\mathcal{D}_u, \varphi^\mathcal{D}_u + \varphi^\mathcal{D}_{u'})
\]

where \( \varphi^\mathcal{D}_{u'} \) is independent of \( \varphi^\mathcal{D}_u \) and \( \varphi^\mathcal{D}_{u'} \) is independent of \( \varphi^\mathcal{D}_u \). Using this independence, and Lemma 2.5 again, we obtain (4.1).

Now we complete the proof of scale invariance as follows. Fix \( u > 0 \). By definition of the measures \( p_u \),

\[
(h^\mathcal{H}, p_{cu}) \overset{(3.3)}{=} (h^\mathcal{H}, p_{2cu}) = \sqrt{2cu} \int_0^\pi \sin(\theta) \varphi^\mathcal{D}_u(\frac{e^{i\theta}}{\sqrt{2cu}}) d\theta = \sqrt{c} \sqrt{2u} \int_0^\pi \sin(\theta) \varphi^\mathcal{D}_u(\sqrt{c} \frac{e^{i\theta}}{\sqrt{2cu}}) d\theta = \sqrt{c}(\varphi^\mathcal{D}_u, p_{2u}) \overset{(3.3)}{=} \sqrt{c} (h^\mathcal{H}, p_{2u})
\]

where we used eq. (4.1) in the third equality. Applying the same string of equalities for finite dimensional marginals, we get the result.
(1 + \varepsilon) \text{ moments suffice to characterise the GFF}

(iv) Fix \( u \geq 0 \) and observe that since \( Y(s) = \lim_{\delta \to 0}(h^H_p, p^D_\delta) = \lim_{\delta \to 0}(\varphi_{H,\delta}^D, p^D_\delta) \) for \( s \leq u \), \( F^u \) is independent of \( D^u \). This means that when we write (see Lemma 2.4)

\[
\varphi_{H,\delta}^D = \varphi_{H}^D + \varphi_{D}^\delta, \quad r \geq u,
\]

we have that \( \varphi_{D}^\delta \) is independent of \( F^u \). Then since

\[
Y(r) = (3.3) (\varphi_{H}^D, p_{2r}) = (\varphi_{H}^D, p_{2r}) + (\varphi_{D}^\delta, p_{2r}) = Y(u) + (\varphi_{D}^\delta, p_{2r}),
\]

we reach the desired conclusion.

(v) Let us write \( A_{r,s} := D_s \setminus D_r \). Reasoning as in the proof of (iv), we see that in the decomposition

\[
h^H = h^{A_{r,s}} + \varphi_{H}^D,
\]

\( h^{A_{r,s}} \) is independent of \( F_{s,r} \). Hence, we must argue that

\[
(\varphi_{H}^D, p_u) = \frac{u - s}{r - s} Y(r) + \frac{r - u}{r - s} Y(s) \quad \text{for all } u \in (s, r).
\]

Now, by Lemma 3.4 we know that the left hand side of (4.2) is a.s. a linear function of \( u \in (s, r) \), so we just need to prove that its limit as \( u \downarrow s \) is \( Y(s) \), and as \( u \uparrow r \) is equal to \( Y(r) \).

Let us prove the first limit, the second one being very similar. For this, write

\[
\lim_{u \downarrow s}(\varphi_{H}^D, p_u) = \lim_{u \downarrow s}(\varphi_{H}^D, p_u) + \lim_{u \downarrow s}(\varphi_{D}^\delta, p_u) = Y(s) + \lim_{u \downarrow s}(\varphi_{D}^\delta, p_u)
\]

and observe that by assumptions 1.1 (iv),

\( \varphi_{D}^\delta \) is harmonic in \( A_{r,s} \) and goes to zero on \( \partial(D_s) \cup (-\frac{1}{\sqrt{s}}, \frac{1}{\sqrt{r}}) \cup (\frac{1}{\sqrt{r}}, \frac{1}{\sqrt{s}}) \).

This implies that \( |\varphi_{D}^\delta| \) is uniformly bounded in a neighbourhood of \( \partial(D_s) \), and hence, by dominated convergence, we deduce that \( \lim_{u \downarrow s}(\varphi_{D}^\delta, p_u) = 0 \).

**Proof of Proposition 4.1.** This almost follows from [21, Theorem 1], except for the square integrability condition. So first, we will prove that

\[
E[|Y(u)|^2] < \infty \quad \forall u \in [0, \infty).
\]

To do this, pick some \( n \) such that \( 2^{-n} \leq \xi \), so that by assumption \( E[|Y(u)|^{2^{-n}}] < \infty \) for all \( u \). We will prove that for any \( m \geq 0 \),

\[
E[|Y(u)|^{2^{-m}}] < \infty \quad \forall u \in [0, \infty) \Rightarrow E[|Y(u)|^{2^{-m+1}}] < \infty \quad \forall u \in [0, \infty),
\]

from which the result follows by induction, starting with \( m = n \).

So, let us take some \( m \geq 0 \) and assume that the left hand side of (4.4) holds. Denote \( \eta := 2^{-m} \) and first observe that \( E[|Y(2) - Y(1)|^\eta] < \infty \), since \( |x + y|^\eta \leq |x|^\eta + |y|^\eta \). By independence of \( (Y(2) - Y(1)) \) and \( Y(1) \) (condition (iv) of Proposition 4.1), this implies that \( E[|Y(1)(Y(2) - Y(1))|^\eta] < \infty \). Now we apply condition (v) of Proposition 4.1. Applying this with \( s = \delta, u = 1, r = 2 \) for any \( \delta \in (0, 1) \) tells us that we can write

\[
Y(1) = \frac{1 - \delta}{2} Y(2) + \frac{1}{2} Y(\delta) + Z(\delta),
\]

where \( (Z(\delta))_{\delta \in (0, 1)} \) is independent of \( Y(2) \). Sending \( \delta \) to 0 (and using, as noted before, that \( Y(\delta) \to 0 \) in probability as \( \delta \to 0 \)) implies that
\((1+\varepsilon)\) moments suffice to characterise the GFF

\[ Y(1) = Y(2)/2 + Z, \text{ where } Z \text{ is independent of } Y(2). \]

Hence

\[ Y(1)(Y(2) - Y(1)) = \left(\frac{Y(2)}{2} + Z\right)\left(\frac{Y(2)}{2} - Z\right) = \frac{Y(2)^2}{4} - Z^2 \]

has a finite moment of order \(\eta\). Applying Lemma 2.1, we obtain that \(|Y(2)|^2\) has a finite moment of order \(\eta\), and hence by scale invariance (condition (iii) of Proposition 4.1), that \(E[|Y(u)|^p] < \infty\) for all \(u \in [0, \infty)\). This completes the proof of the induction step, (4.4), and therefore of (4.3).

From here, we can appeal to the characterisation in [21, Theorem 1] of stochastic processes with linear conditional expectation and quadratic conditional variance. This says that if \(Y\) is a process as in Proposition 4.1, that in addition

- is defined and stochastically continuous on \([0, \infty)\) with \(Y(0) = 0\),
- has \(Y(u)\) square integrable for every \(u\),
- has \(E[Y(u)Y(s)] = E[(u \land s)^2]\) for some \(\sigma \geq 0\) and all \(u, s \in [0, \infty)\)

then \(Y\) must be \(\sigma\) times a standard Brownian motion. Note that by the discussion immediately after the statement of Proposition 4.1, we can extend \(Y\) to a stochastically continuous process on \([0, \infty)\) with \(Y(0) = 0\). We also get the third point above by the assumption of Brownian scaling, plus the fact that the process is centred with independent increments. Hence [21, Theorem 1] provides the result. \(\square\)

5 Gaussianity of circle averages

In this section we work with a sample \(h^D\) from \(\Gamma^D\). For any \(\varepsilon > 0\) we can define the circle average \(h^D_{\varepsilon}(0)\) at radius \(\varepsilon\) around 0 via

\[ h^D_{\varepsilon}(0) := \varphi^D_{\varepsilon}(0) \]

as in [4]. Our next goal is to relate these circle averages to the sine averages from Section 3. This will allow us to show (using Corollary 4.2) that the circle average process possesses a modification that is continuous in \(\varepsilon\), and will in turn imply that \(h^D_{\varepsilon}(0)\) (which has independent and stationary increments by conformal invariance and the domain Markov property) is a Brownian motion. From this it will follow that \(h^D_{\varepsilon}(0)\) is Gaussian for any \(\varepsilon > 0\).

To begin, we will explain how the sine averages from Section 3 can make sense for \(h^D\) with some specific domains \(D \neq \mathbb{H}\). Essentially, this is due to the domain Markov property, which allows us to relate \(h^D\) with \(h^\mathbb{H}\) in such a way that the sine average of one is the sine average of the other plus the sine average of a harmonic function.

For example, let us start with \(D = \mathbb{D}^+\). By the domain Markov property, we can decompose \(h^\mathbb{H}\) in the upper unit semi disc \(\mathbb{D}^+\) as the independent sum

\[ h^\mathbb{H} = h^{\mathbb{D}^+}_\mathbb{H} + \varphi^{\mathbb{D}^+}_\mathbb{H}, \]

and we already know that:

- for any \(u \geq 1\), \((h^\mathbb{H}, p^\mathbb{H}, L^\mathbb{H}) \rightarrow (h^\mathbb{H}, p_u)\) in probability and in \(L^1\) as \(\delta \to 0\);
- for any \(u > 1\), \((\varphi^{\mathbb{D}^+}_\mathbb{H}, p^\mathbb{D}^+_u) \rightarrow (\varphi^{\mathbb{D}^+}_\mathbb{H}, p_u)\) a.s. and in \(L^1\) as \(\delta \to 0\), where \((\varphi^{\mathbb{D}^+}_\mathbb{H}, p_u)\) is a.s. constant in \(u > 1\);
- \((\varphi^{\mathbb{D}^+}_u, p^\mathbb{D}^+_u)\) converges to this constant value in probability and in \(L^1\) as \(\delta \to 0\) (using (3.6) and the argument explained just after).
(1 + \varepsilon) moments suffice to characterise the GFF

For the first bullet point we have used Proposition 3.6, and for the second, Lemma 3.4 plus the fact that \varphi^{D^+}_D is almost surely harmonic in D^+ and can be extended continuously to 0 on (−1, 1) (Lemma 3.8).

This implies that for each \( u \geq 1, \)
\[
\lim_{\delta \to 0} (h^D_\delta, P^{\delta, in}_u) =: (h^D_\delta, P_u)
\]
exists in probability and in \( L^1. \) Similarly, the joint limit
\[
\lim_{\delta \to 0} ((h^D_\delta, P^{\delta, in}_{u_1}), \ldots, (h^D_\delta, P^{\delta, in}_{u_n}))
\]
exists in probability and in \( L^1 \) for any \((u_1, \ldots, u_n)\) with each \( u_i \in [1, \infty). \) Notice that, by the above observations, the limit of such a vector must be equal in law to \((h^H, P_{u_1}), \ldots, (h^H, P_{u_n})\) plus the (random) vector \((\varphi^{D^+}_D, P_{u_1}), \ldots, (\varphi^{D^+}_D, P_{u_n})\), whose components are almost surely all equal. Notice further that \((h^D_\delta, P_{u_1}) \to 0\) in \( L^1\) and in probability as \( \delta \downarrow 0\) (by the Dirichlet boundary condition assumption), so that \((h^D_\delta, P_1) = 0.\)

Putting all this together with Corollary 4.2, we obtain the following:

**Lemma 5.1.** Let \( h^{D^+} \) be a sample from \( \Gamma^{D^+}. \) Then for any \((u_1, \ldots, u_n)\) with \( u_i \in [1, \infty)\) for \( 1 \leq i \leq n, \) the limit
\[
\lim_{\delta \downarrow 0} (h^{D^+}_{\delta, u_1}, \ldots, h^{D^+}_{\delta, u_n}) = (h^{D^+}, P_{u_1}, \ldots, h^{D^+}, P_{u_n})
\]
exists in probability. Moreover, \((h^{D^+}, P_{1+t})_{t \geq 0}\) has the same finite dimensional distributions as some multiple (which is the same as that in Corollary 4.2) of Brownian motion.

Next, we make sense of sine averages for \( h^D. \) Again we can use the domain Markov property, and decompose
\[
h^D = h^{D^+}_D + \varphi^{D^+}_D. \tag{5.1}
\]
However, deducing something from this is not quite so simple, since \( \varphi^{D^+}_D \) does not extend continuously to 0 on \((−1, 1).\) For example, since \((\varphi^{D^+}_D, P_u)\) should correspond to integrating \( \varphi^{D^+}_D \) on a contour that does touch the real line, it is not immediately obvious that this integral is well defined. We can manage this using that
\begin{itemize}
  \item[(a)] \( \varphi^{D^+}_D \) is not too badly behaved, and
  \item[(b)] the density \( \sin(\theta) \) converges to 0 as \( \theta \to \{0, \pi\}. \)
\end{itemize}
For this some quantitative estimates are required, and we summarise them in the following lemma:

**Lemma 5.2.** There exists a universal constant \( C \in (0, \infty), \) such that for all \( \varepsilon > 0, \)
\[
\mathbb{E}\left[ \sup_{w \in D^+: \Im(w) > \varepsilon} \left| \varphi^{D^+}_D(w) \right| \right] \leq C \varepsilon^{-1/\xi} \log(1/\varepsilon)^{1/\xi}; \quad \text{and} \tag{5.2}
\]
\[
\mathbb{E}\left[ \sup_{r \in [0,1], \theta \in [0, \pi], \Im(re^{i\theta}) > \varepsilon} \left| \frac{\partial}{\partial r} \varphi^{D^+}_D(re^{i\theta}) \right| \right] \leq C \varepsilon^{-1-1/\xi} \log(1/\varepsilon)^{1/\xi}, \tag{5.3}
\]
where \( \xi > 1 \) is such that \( \mathbb{E}[(|h^D, \phi|)\xi] < \infty \) for all \( D \) and \( \phi \in C^\infty_c(D) \) (assumptions 1.1(i)).

**Proof.** It is a standard fact (a consequence of, e.g., [8, §2.2, Theorem 7]) that for a universal \( C' > 0, \) for any function \( \varphi \) that is harmonic in \( B_2(r) \subset C \) and for any \( v \) with modulus 1, \( |\tilde{\gamma}_v \varphi(z)| \leq (C'/r) \sup_{y \in B_2(r)} |\varphi(y)|. \) Hence (5.3) follows from (5.2).
$(1 + \epsilon)$ moments suffice to characterise the GFF

To prove (5.2), let $w \in \mathbb{D}^+$ with $\exists (w) > \epsilon$ be arbitrary, and denote by $D_{\epsilon}$ the domain $\mathbb{D}^+ \cap \{ z : \exists (z) > \epsilon/2 \}$. Let $a_{\epsilon} = \sqrt{1 - \epsilon^2/4}$, and for $y \in [-a_{\epsilon}, a_{\epsilon}]$, let $f_w(y)$ be the density at $y + i\epsilon/2$ of the exit position from $D_{\epsilon}$ for a Brownian motion started from $w$. Then by harmonicity and the fact that $\varphi_D^{\ast}$ extends continuously to 0 on $\partial D_{\epsilon} \cap \partial \mathbb{D}$ (by Lemma 3.8, conformal invariance and the domain Markov property) we have that

$$
\varphi_D^{\ast}(w) = \int_{-a_{\epsilon}}^{a_{\epsilon}} f_w(y) \varphi_D^{\ast}(y + i\epsilon/2) dy.
$$

This implies, using Hölder’s inequality, that

$$
|\varphi_D^{\ast}(w)| \leq \left( \int_{-a_{\epsilon}}^{a_{\epsilon}} f_w(y) dy \right)^{\frac{1}{\xi'}} \left( \int_{-a_{\epsilon}}^{a_{\epsilon}} f_w(y)|\varphi_D^{\ast}(y + i\epsilon/2)|^\xi dy \right)^{1/\xi}
$$

where $\xi'$ is such that $1/\xi + 1/\xi' = 1$. Moreover, by domination with respect to a Cauchy density, there exists a constant $M$ not depending on $\epsilon > 0$, such that

$$
0 \leq f_w(y) \leq M/\epsilon \quad \forall y \in [-1, 1], w \in D_{2\epsilon}.
$$

Putting this together, along with the fact that $\int_{-a_{\epsilon}}^{a_{\epsilon}} f_w(y) dy \leq 1$, we obtain that

$$
\sup_{w \in \mathbb{D}^+; \exists (w) > \epsilon} |\varphi_D^{\ast}(w)|^\xi \leq \frac{M}{\epsilon} \int_{-a_{\epsilon}}^{a_{\epsilon}} |\varphi_D^{\ast}(y + i\epsilon/2)|^\xi dy.
$$

To conclude, we observe that by Lemma 2.6

$$
\mathbb{E}[|\varphi_D^{\ast}(y + i\epsilon/2)|^\xi] \leq C'' \log(1/\epsilon) \quad \forall y \in [-a_{\epsilon}, a_{\epsilon}],
$$

with constant $C''$ not depending on $\epsilon > 0$, so that

$$
\mathbb{E} \left[ \sup_{w \in \mathbb{D}^+; \exists (w) > \epsilon} |\varphi_D^{\ast}(w)|^{\xi} \right]^{\frac{1}{\xi}} \leq C \epsilon^{-1/\xi} \log(1/\epsilon)^{1/\xi}
$$

for some universal constant $C$, as required.

This allows us to deduce the following:

**Lemma 5.3.** Let $h^D$ be a sample from $\Gamma^D$ and recall the decomposition (5.1). Then for each $(u_1, \cdots, u_n)$ with $u_i \in [1, \infty)$ for $1 \leq i \leq n$ the limit

$$
\lim_{\delta \downarrow 0} \left( (h_D^{\ast+}, p_{u_1}^{\delta, l_{i_{1}}}), \ldots, (h_D^{\ast+}, p_{u_n}^{\delta, l_{i_{n}}}) \right) = \left( (h_D^{\ast+}, p_{u_1}), \ldots, (h_D^{\ast+}, p_{u_n}) \right)
$$

exists in probability, and the resulting finite dimensional distributions are those of a multiple (which is the same as that in Corollary 4.2) of Brownian motion. Furthermore, on an event of probability one,

$$
\left( (\varphi_D^{\ast+}, p_{u_1}^{\delta, l_{i_{1}}}) \right)_{u \geq 1} \text{ has a pointwise (in u) limit } \left( (\varphi_D^{\ast+}, p_u) \right)_{u \geq 1} \text{ as } \delta \rightarrow 0,
$$

and this limit is a continuous function. Finally, for any $1 \leq v < w < \infty$, there exists $M(v, w)$ such that,

$$
\mathbb{E} \left[ \sup_{s, t \in [v, w]} \frac{|(\varphi_D^{\ast+}, p_s) - (\varphi_D^{\ast+}, p_t)|}{|s - t|} \right] \leq M(v, w).
$$

**Remark 5.4.** In words, this tells us that the sine-average process of $h^D$ (defined by
Then we have that:

Thus applying the Borel–Cantelli lemma (to the sequence $\varepsilon_n$) makes sense and is a Brownian motion plus a nicely behaved continuous function whose derivative is bounded in expectation, $(5.6)$. The role of this key lemma is to show that when we “average” the sine-average process over rotations (as will soon be made precise) we obtain a process with a continuous modification. The control given by $(5.6)$ is important here to ensure that we retain continuity after averaging, and it is for this that we need the existence of moments with order strictly greater than 1 (we remark that we have also used it in several other places for simplicity).

This is really the crux of the proof, since the resulting “averaged” process will actually turn out to be the circle average process for $h^D_\alpha$ around 0 (recall from the introduction that establishing continuity of circle averages is the main step in our argument).

**Proof.** Since $h^D_\alpha$ has the same law as $h^{D^+}_\alpha$, the statement concerning the limit $(5.4)$ follows from Lemma 5.1. To show that $(5.5)$ holds with probability one note that by Markov’s inequality, for any $0 < \varepsilon_n = 2^{-n}$ we conclude that almost surely, for any $\alpha < 1$,

$$P\left[\sup_{w \in D^+; \Im(w) > \varepsilon} |\varphi_D^+(w)| > \varepsilon^{-a}\right] \leq C\varepsilon^{-1/2} \log(1/\varepsilon)^{1/2}$$

Thus applying the Borel–Cantelli lemma (to the sequence $\varepsilon_n = 2^{-n}$) we conclude that almost surely, for any $\alpha < 1$,

$$|\varphi_D^+(z)| \leq \Im(z)^{-a}$$

for all $z \in D^+$ with $\Im(z)$ sufficiently small. This implies $(5.5)$ (since $\sin(\arg(z))\Im(z)^{-a} \to 0$ as $\Im(z) \to 0$). Similarly, an application of the Borel–Cantelli lemma and $(5.3)$ allows us to deduce that for any $1 + \alpha < b < 2$, on an event of probability one,

$$\frac{\partial}{\partial r} \varphi_D^+(re^{i\theta}) \leq \Im(z)^{-b}$$

for all $z \in D^+$ with $\Im(z)$ sufficiently small. On this event, since $\sum_0^\pi \sin(\theta)^{1-b} < \infty$, $F(u) := (\varphi_D^+, p_u)$ is differentiable in $u$, and for some finite deterministic constants \{M'(v, w)\}_{v < u < w < \infty},

$$|F'(r)| \leq M'(v, w) \int_0^\pi \sin(\theta) |\frac{\partial}{\partial r} \varphi_D^+(e^{i\theta}/\sqrt{r})| d\theta$$

for all $r \in [v, w]$.

From this and $(5.3), (5.6)$ follows in a straightforward manner. \[ \square \]

Now we will relate these quantities to circle averages, by averaging over rotations. Let $h^D_\alpha$ be a sample from $\Gamma^D$ and for $\alpha \in [0, 2\pi)$, let $h^{D,\alpha}$ be the image of $h^D_\alpha$ under an anti-clockwise rotation by angle $\alpha$. That is, $(h^{D,\alpha}, \phi)_{\phi \in C^\infty_\varepsilon(D)} = (h^D_\alpha, \phi \circ f_\alpha)_{\phi \in C^\infty_\varepsilon(D)}$ where $f_\alpha$ denotes the isometry $z \mapsto e^{-i\alpha} z$.

Then by conformal (specifically, rotation) invariance,

$$h^{D,\alpha} = h^D_\alpha$$

(5.7)

for each fixed $\alpha$. Write $h^{D,\alpha}_+ + \varphi^{D,\alpha}_+$ for the domain Markov decomposition of $h^{D,\alpha}_+$ in $D^+$.

Now let $A$ be uniformly distributed on the interval $[0, 2\pi]$ (independently from $h^D_\alpha$). Then we have that:

- for each $(u_1, \ldots, u_n)$ with $1 \leq i \leq n$

$$\lim_{\delta \to 0} \left( (h^{D,\alpha}_+, p_{u_1}^{\delta, in}), \ldots, (h^{D,\alpha}_+, p_{u_n}^{\delta, in}) \right) =: \left( (h^{D,\alpha}_+, p_{u_1}), \ldots, (h^{D,\alpha}_+, p_{u_n}) \right)$$
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exists a.s. and for any \( s, t \geq 1 \)
\[
E[(h_{D,A}^+, p_s) - (h_{D,A}^+, p_t)]^2 \leq c|s-t|^2 \tag{5.8}
\]
for some universal constant \( c \) (because for each angle \( \alpha \) the process \((h_{D,A}^+, p_s)_s\) is a fixed, i.e. not depending on \( \alpha \), multiple of Brownian motion);

- \(((\varphi_{D,A}^{\epsilon, \text{in}}), p_{u+1})_{u \geq 1}\) has a pointwise limit \(((\varphi_{D,A}^{\epsilon, \text{in}}), p_u)_{u \geq 1}\) with probability one as \( \delta \to 0 \), and for any \( 1 < v < w < \infty \), there exists \( M(v, w) \) such that,
\[
E\left[ \sup_{s, t \in [v, w]} \frac{|(\varphi_{D,A}^{\epsilon, \text{in}}, p_s) - (\varphi_{D,A}^{\epsilon, \text{in}}, p_t)|}{|s-t|} \right] \leq M(v, w). \tag{5.9}
\]

This allows us to reach the following conclusion.

**Lemma 5.5.** For every \( u \in [1, \infty) \), the conditional expectation
\[
E[(h_{D,A}^+, p_u) \mid h^D] := E[(h_{D,A}^+, p_u) + (\varphi_{D,A}^{\epsilon, \text{in}}, p_u) \mid h^D]
\]
is well defined. This defines a stochastic process in \( u \) which possesses an a.s. continuous modification.

**Proof.** Since \((h_{D,A}^+, p_u)\) and \((\varphi_{D,A}^{\epsilon, \text{in}}, p_u)\) are random variables in \( L^1(\mathbb{P} \times dA) \) (as can be seen using (5.7)), by first taking expectation over the field given \( A \), and then over \( A \) the conditional expectations
\[
E[(h_{D,A}^+, p_u) \mid h^D] \text{ and } E[(\varphi_{D,A}^{\epsilon, \text{in}}, p_u) \mid h^D]
\]
are well defined for any fixed \( u \). By (5.8), the fact that conditioning is a contraction in \( L^4 \), and Kolmogorov’s continuity criterion, the first of these two stochastic processes has an a.s. continuous modification. To deal with the second process, observe that by (5.9) and Jensen’s inequality, for any \( 1 < v < w < \infty \), we have
\[
E\left[ \sup_{s, t \in [v, w]} \frac{|E[(\varphi_{D,A}^{\epsilon, \text{in}}, p_s) \mid h^D] - E[(\varphi_{D,A}^{\epsilon, \text{in}}, p_t) \mid h^D]|}{|s-t|} \right] \leq E\left[ \sup_{s, t \in [v, w]} \frac{|(\varphi_{D,A}^{\epsilon, \text{in}}, p_s) - (\varphi_{D,A}^{\epsilon, \text{in}}, p_t)|}{|s-t|} \right] \leq M(v, w).
\]
Hence the process \( E[(\varphi_{D,A}^{\epsilon, \text{in}}, p_u) \mid h^D] \) in \( u \) has a modification which is a.s. continuous. \( \square \)

The connection to circle averages is the following. Recall that \( h^D_0(0) \) denotes the radius \( \epsilon \) circle average of \( h^D \) around 0. Recall that this is defined to be equal to \( \varphi^D_{D}(0) \) if \( h^D \) has domain Markov decomposition \( h^D_{\epsilon} + \varphi^D_{D} \) in \( \epsilon \mathcal{D} \).

**Lemma 5.6.** For any \( u \in [1, \infty) \), \( E[(h_{D,A}^+, p_u) \mid h^D] = \sqrt{\epsilon} h^D_{\epsilon} (0) \) a.s.

**Proof.** Fix \( u \in [1, \infty) \). Since \((h_{D,A}^+, p^{\epsilon, \text{in}}_u) \to (h_{D,A}^+, p_u)\) in probability and in \( L^1 \) as \( \delta \to 0 \), we have that
\[
E[(h_{D,A}^+, p_u) \mid h^D] = E[\lim_{\delta \to 0} (h_{D,A}^+, p^{\epsilon, \text{in}}_u) \mid h^D] = \lim_{\delta \to 0} E[(h_{D,A}^+, p^{\epsilon, \text{in}}_u) \mid h^D]
\]
where the rightmost limit holds in probability and in \( L^1 \). By definition of \( A \), the right
hand side is equal to
\[
\lim_{\delta \to 0} \frac{1}{2\pi} \int_0^{2\pi} (h_{\delta,\alpha}^D, \rho_{u,\alpha}^\delta, v_n) \, d\alpha = \lim_{\delta \to 0} \frac{1}{2\pi} \int_0^{2\pi} (h_{\delta,\alpha}^D, \rho_{u,\alpha}^\delta \circ f_n) \, d\alpha
\]
where \(f_u(z) = e^{-i\zeta}z\) is rotation by \(\zeta\). By linearity of \(h^D\) this is equal to
\[
\lim_{\delta \to 0} (h_{\delta}^D, \frac{1}{2\pi} \int_0^{2\pi} p_{u,\alpha}^\delta \circ f_n) \, d\alpha
\]
where the second term above goes to 0 in probability as \(\delta \to 0\) by the Dirichlet boundary condition assumption. Moreover, the function \(\frac{1}{2\pi} \int_0^{2\pi} p_{u,\alpha}^\delta \circ f_n \, d\alpha\) is radially symmetric with total mass tending to \(\sqrt{u}\) as \(\delta \to 0\). By harmonicity, it then follows that
\[
\lim_{\delta \to 0} (\varphi_{\delta}^D, \frac{1}{2\pi} \int_0^{2\pi} p_{u,\alpha}^\delta \circ f_n) \, d\alpha = \sqrt{u} \varphi_{\delta}^D(0) = \sqrt{u} h_{\delta}^D(0)
\]
a.s., as required. \(\square\)

We emphasise that the process in Lemma 5.6 above is not Brownian motion, but rather a time change of it. The corollary is the following:

**Corollary 5.7.** The process \((h_{\delta}^D(0))_{\delta \in (0,1]}\) possesses a continuous modification.

**Proposition 5.8.** The process \((h_{\delta,\alpha}^D(0))_{\delta \geq 0}\) has a modification whose law is that of \((\sigma B_t)_{t \geq 0}\), where \(\sigma \geq 0\) and \(B\) is a standard one-dimensional Brownian motion.

**Proof.** By the assumptions of conformal invariance and the domain Markov property, this process has independent increments, and it is also centred. By Corollary 5.7, it possesses a continuous modification. Since any continuous centred Lévy process must be a multiple of Brownian motion, this implies the result. \(\square\)

**Corollary 5.9.** For any \(D\) and \(z \in D\), let \(F_{\delta}^D\) be the conformal map from \(D \to D\) with \(z \mapsto 0\) and \((F_{\delta}^D)'(z) \in \mathbb{R}_+\). Then the process
\[
\hat{h}_{\delta,\alpha}^D(z) := \varphi_{\delta}^D(F_{\delta}^D)^{-1}(B_{\rho}((e^{-1})))(z)
\]
defined for \(t \geq 0\), has a modification whose law is that of \(\sigma\) times a Brownian motion.

**Proof.** This follows from conformal invariance, assumptions 1.1(iii). \(\square\)

### 6 Conclusion of the proof

**Proof of Proposition 1.3 (1).** Without loss of generality we assume that \(D = \mathbb{D}\). For \(z \in \mathbb{D}\) and \(\varepsilon = \varepsilon(z) < d(z, \partial D) = d(z, \partial D)\). Let
\[
r_\varepsilon(z) := \sup\{r \in [0, 1] : (F_{\delta}^D)^{-1}(B_0(r)) \subset B_\varepsilon(z)\}. \tag{6.1}
\]
Also set \(h_{\delta}^D(z) = \varphi_{\delta}^D(r_\varepsilon(z))\) and define \(\hat{h}_{\delta,\alpha}^D(z)\) via (5.10) and (6.1).

For \(\delta > 0\), define \(\eta_\delta\) to be a smooth radially symmetric function that approximates uniform measure on the unit circle as \(\delta \to 0\). For concreteness, \(\eta_\delta\) can be taken to be a smooth radially symmetric function equal to 1 on the annulus \(\{z : 1 - \delta \leq |z| \leq 1 - \delta/2\}\)
(1 + \varepsilon) \) moments suffice to characterise the GFF

that is 0 outside a \( \delta/10 \) neighbourhood of this annulus. We assume that each \( \eta_\varepsilon \) is normalised to have total integral one. For \( \varepsilon \in (0, 1) \), further define

\[ \eta_\varepsilon^\delta(\cdot) := \frac{1}{\varepsilon^2} \eta_\varepsilon(\varepsilon \cdot) \]

Take \( \phi \in C_c^\infty(D) \). Recall that for Proposition 1.3(1) we need to show that \( (h^D, \phi) \) has finite fourth moment. The idea is to show that

\[ \int_D \hat{h}^D_{r,\varepsilon}(z) \phi(z) \, dz \to (h^D, \phi) \text{ in probability as } \varepsilon \to 0 \tag{6.2} \]

and that

\[ \left( \int_D \phi(z) \hat{h}^D_{r,\varepsilon}(z) \, dz \right)^4 \text{ is uniformly integrable in } \varepsilon \tag{6.3} \]

This means that \( (\int_D \phi(z) \hat{h}^D_{r,\varepsilon}(z) \, dz)^4 \) converges in \( L^1 \) to \( (\phi, h^D)^4 \), and in particular, that \( (\phi, h^D)^4 \) is integrable.

\textbf{Proof of (6.2).} We bound, for \( \delta > 0 \):

\[ \left| \int_P \hat{h}^D_{r,\varepsilon}(z) \phi(z) \, dz - (h^D, \phi) \right| \leq \left| \int_P (\hat{h}^D_{r,\varepsilon}(z) - h^D_{r,\varepsilon}(z)) \phi(z) \, dz \right|
\]

\[ + \left| \int_P h^D_{r,\varepsilon}(z) \phi(z) \, dz - (h^D, \phi * \eta_\varepsilon^\delta) \right| + \left| (h^D, \phi * \eta_\varepsilon^\delta) - (h^D, \phi) \right| \tag{6.4} \]

We start by showing that the first term in (6.4) goes to 0 in probability as \( \varepsilon \to 0 \). For this, observe that the conformal map \( P^D_\varepsilon \) is defined by \( P^D_\varepsilon(w) = (z - w)/(1 - \varepsilon w) \).

Hence for \( \delta < d(z, \partial D) \) we have that

\[ |P^D_\varepsilon(w)| \leq \frac{\delta}{1 - |\varepsilon|^2 + \delta} \Rightarrow |w - z| \leq \frac{\delta (1 - |\varepsilon|^2 + |z| - w)}{1 - |\varepsilon|^2 + \delta} \leq \delta \]

and so

\[ r_\varepsilon(\delta) \geq \frac{\delta}{1 - |\varepsilon|^2 + \delta}. \]

On the other hand,

\[ |y| = \left| \frac{(P^D_\varepsilon)^{-1}(y) - z}{1 - z (P^D_\varepsilon)^{-1}(y)} \right| \geq \frac{\delta}{1 - |\varepsilon|^2 + \delta} \Rightarrow \left| (P^D_\varepsilon)^{-1}(y) - z \right| \geq \frac{\delta (1 - |\varepsilon|^2 - \delta)}{1 - |\varepsilon|^2 + \delta}. \]

which therefore implies that \( (P^D_\varepsilon)^{-1}(B_\varepsilon(r_\varepsilon(\delta))) \) contains the ball of radius \( \delta(1 - 2\delta(1 - |\varepsilon|^2 + \delta)^{-1}) \) around \( z \).

Thus, by conformal invariance and Lemma 2.4,

\[ h^D_{\varepsilon}(z) \sim h^D_{r_\varepsilon(\delta)}(z) \xrightarrow{d} \varphi^D_{D_\varepsilon}(0), \]

where for some \( f(\delta) \) tending to 0 as \( \delta \to 0 \) and every \( z \) in the support of \( \phi \), \( D_\varepsilon \subset D \) contains the ball of radius \( 1 - f(\delta) \) around 0. By (2.2), it then follows that

\[ E[|h^D_{\varepsilon}(z) - h^D_{r_\varepsilon(\delta)}(z)|] \leq E[|\varphi^D_{D_\varepsilon}(1 - f(\delta))(0)|] = E[|h^D_{\varepsilon}(1 - f(\delta))(0)|], \]

and this tends to 0 as \( \delta \to 0 \) by Proposition 5.8. By boundedness of \( \phi \), this proves that the first term of (6.4) goes to 0 in probability as \( \varepsilon \to 0 \).
We also have that the third term of (6.4) goes to 0 in probability as \( \varepsilon \to 0 \), for any fixed \( \delta \). Indeed, \( \phi \ast \eta^c_\delta \to \phi \) in \( C^c_\varepsilon(D) \) as \( \varepsilon \to 0 \) because \( \eta^c_\delta \) is a smooth approximation to the identity for every \( \delta \); see, eg. [8, §5.3]. Thus by assumptions 1.1(i) (stochastic continuity), \( (h^D, \phi \ast \eta^c_\delta) \to (h^D, \phi) \) in probability as \( \varepsilon \to 0 \).

So to show (6.2) we are left to prove that the middle term of (6.4) goes to 0 in probability as \( \delta \to 0 \), uniformly in \( \varepsilon \). That is, for any \( c > 0 \) the probability that this term is bigger than \( c \) goes to 0 as \( \delta \to 0 \), uniformly in \( \varepsilon \). To do this, we note that
\[
(h^D, \phi \ast \eta^c_\delta) = \int \delta \phi(w) \eta^c_\delta(w - z) \, dw
\]
and so by linearity of \( h^D \),
\[
(h^D, \phi \ast \eta^c_\delta) = \int \delta (h^D, \eta^c_\delta(w - \cdot)) \phi(w) \, dw.
\]
Moreover, by the Dirichlet boundary condition assumption and scale invariance, for every \( w \) in the support of \( \phi \)
\[
(h^D, \eta^c_\delta(w - \cdot)) - h^D_\delta(w) \to 0
\]
in probability and in \( L^1 \) as \( \delta \to 0 \), uniformly in \( \varepsilon \). Combined with the boundedness of \( \phi \), this completes the proof.

**Proof of (6.3).** For this, we will show that \( \int \delta \phi(z) h^D_{\varepsilon(r)}(z) \, dz \) is uniformly bounded in \( L^6 \).

For \((z_1, \ldots, z_6)\) in \( \text{Support}(\phi)^6 \), write \( R = R(z_1, \ldots, z_6) \) for the largest \( r \) such that the balls \( B_{z_i}(r) \) are all disjoint. Then for \( \varepsilon < R \), by the domain Markov property and Lemma 2.4, we have that
\[
E\left[\prod_{i=1}^6 h^D_{\varepsilon(z_i)}(z_i)\right] = E\left[\prod_{i=1}^6 \hat{h}^D_{R(z_i)}(z_i)\right].
\]
By repeated application of Hölder’s inequality, the term on the right hand side above is less than \( \prod_{i=1}^6 (E[(h^D_{R(z_i)}(z_i))^6])^{1/6} \), and since each \( h^D_{R(z_i)}(z_i) \) is Gaussian with variance less than some universal constant times \( \log(1/R) \), this is less than a constant times \( |\log(1/R)|^3 \). When \( R < \varepsilon \), we can similarly bound \( E[\prod_{i=1}^6 h^D_{\varepsilon(z_i)}(z_i)] \leq \prod_{i=1}^6 (E[(\hat{h}^D_{\varepsilon(z_i)}(z_i))^6])^{1/6} \leq |\log(\varepsilon)|^3 \leq |\log(R)|^3 \). Thus by expansion we obtain that
\[
E\left[\left(\int \hat{h}^D_{\varepsilon(z)}(z) \phi(z) \, dz\right)^6\right] = C(\phi) \left(1 + \int \prod_{i} \left|\log(R(z_1, \ldots, z_6))\right|^{3/2} \, dz\right) < \infty
\]
where \( C(\phi) \) is a finite constant depending on \( \phi \) but not \( \varepsilon \). Since this bound is uniform in \( \varepsilon \), the proof is complete.

**Proof of Proposition 1.3(2)&(3).** Suppose that \( \phi_n \) is a sequence of functions in \( C^c_\varepsilon(D) \) converging to \( \phi \in C^c_\varepsilon(D) \). Then by the previous part of this proof,
\[
E[(h^D, \phi_n)^4] = \lim_{\varepsilon \to 0} E[(\int_D \phi_n(z) h^D_{\varepsilon(z)}(z) \, dz)^4]
\]
for each \( n \), and this expectation is easily seen to be uniformly bounded in \( n \) (using Hölder’s inequality and the fact that we know the marginal distributions of the \( \hat{h}^D_s \); as above). By the stochastic continuity assumption, we have that \( (h^D, \phi_n) \to (h^D, \phi) \) in probability as \( n \to \infty \). Putting this together with the uniform boundedness in \( L^4 \), we can deduce in particular that \( (h^D, \phi_n) \) converges in \( L^2 \) to \( (h^D, \phi) \) as \( n \to \infty \). This implies the continuity of \( K^D_\varepsilon \) by the Cauchy–Schwarz inequality.
moments suffice to characterise the GFF

The same arguments can be used to show that \((h^p, \phi_n)\) is uniformly bounded in \(L^4\) when \(\phi_n\) is as in assumptions 1.1(ii). This implies that the convergence of this assumption also holds in \(L^2\).
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