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Abstract
Reinforcement learning has the potential to automate the acquisition of behavior in complex settings, but in order for it to be successfully deployed, a number of practical challenges must be addressed. First, in real world settings, when an agent attempts a task and fails, the environment must somehow “reset” so that the agent can attempt the task again. While easy in simulation, this could require considerable human effort in the real world, especially if the number of trials is very large. Second, real world learning is often limited by challenges in exploration, as complex, temporally extended behavior is often times difficult to acquire with random exploration. In this work, we show how a single method can allow an agent to acquire skills with minimal supervision while removing the need for resets. We do this by exploiting the insight that the need to “reset” an agent to a broad set of initial states for a learning task provides a natural setting to learn a diverse set of “reset-skills.” We propose a general-sum game formulation that naturally balances the objective of resetting and learning skills, and demonstrate that this approach improves performance on reset-free tasks, and additionally show that the skills we obtain can be used to significantly accelerate downstream learning.

1 Introduction
For reinforcement learning (RL) methods to be successfully deployed in the real world, they must solve a number of distinct challenges. First, agents that learn in real world settings, such as robotics, must contend with non-episodic learning processes: when the agent attempts the task and fails, it must start from that resulting failure state for the next attempt. Otherwise, it would require a manually-provided “reset,” which is easy in simulated environments, but takes considerable human effort in the real world, thereby reducing autonomy – the very thing that makes RL appealing. Second, complex and temporally extended behaviors can be exceedingly hard to learn with naïve exploration [25, 24]. Agents that are equipped with a repertoire of skills or primitives (e.g., options [43]) could master such temporally extended tasks much more efficiently. These two problems may on the surface seem unrelated. However, the non-episodic learning problem may be addressed by learning additional skills for resetting the system. Could these same skills also provide a natural way to accelerate learning of downstream tasks? This is the question we study in this paper. Our goal is to understand how diverse “reset skills” can simultaneously enable non-episodic reset-free learning and, in the process, acquire useful primitives for accelerating downstream reinforcement learning.

Prior works have explored automated skill learning using intrinsic, unsupervised reward objectives [20, 13, 40], acquiring behaviors that can then be used to solve downstream tasks with user-specified objectives efficiently, often by employing hierarchical methods [11, 43, 12]. These skill discovery methods assume the ability to reset to initial states during this “pre-training” phase, and even then face a challenging optimization problem: without any additional manual guidance, the space of potential
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behaviors is so large that practically useful skill repertoires can only be discovered in relatively simple and low dimensional domains. Therefore, we need a compromise – a more “focused” method that is likely to produce skills that are relevant for downstream problems, without requiring these skills to be defined manually.

In this paper, we study how these issues can be addressed together with removing manual resets. While the problems of skill discovery and reset-free learning may at first appear unrelated, we observe that reset-free learning of a given task can be enhanced by access to varied and diverse “reset skills,” which force the task policy to succeed from a variety of starting states. At the same time, the skills can be forced to acquire more complex behaviors, through an objective that encourages them to discover states that are challenging for the task policy. This means that the same mechanism that can address the “reset” problem can also serve as a skill discovery method. Performing a single given task can be viewed as a “funneling” process: transitioning from a wide distribution over initial conditions to a narrower distribution over states where a given task has been completed successfully. Reversing this process therefore can provide coverage over a broader range of states, while still keeping this exploration process grounded to situations from which the initial task is solvable.

The main contribution of this paper is a “reset game” that implements this idea as a general-sum game between two players: a task policy player that attempts to perform a given task, and a reset policy player, corresponding to a repertoire of distinct skills, that attempts to perturb the state to make the task harder for the task policy while simultaneously producing a diverse set of skills (see Figure 1). The result of this process is a setting where the challenge of learning without resets is instead viewed as an opportunity to learn a diverse set of behavioral primitives, which can then be used to accelerate downstream reinforcement learning, both removing the need for human-provided resets and acquiring skills that can be used for downstream tasks. We show that by grounding the skill learning problem in this way, we can design a method that (1) enables an agent to learn a task without requiring oracle resets, which is a non-trivial requirement in real-world applications, and (2) learns a broader set of skills compared to prior unsupervised approaches, which substantially improves effectiveness on down-stream long-horizon tasks. We demonstrate the efficacy of our approach both on previously studied robotics-themed reset-free RL problems, and tasks that reflect domains studied in prior unsupervised skill learning work, demonstrating both improved reset-free learning performance and improved performance on downstream tasks with hierarchical controllers.

2 Related Work

Learning without access to resets has been studied in prior work with a focus on automation, safety, and learning compound controllers [23, 13, 8]. Eysenbach et al. [13] propose to learn a reset controller for safe learning, but assume access to ground truth rewards and an oracle function that can detect resets. Closely related to our work, Zhu et al. [54] learn a perturbation controller to handle the reset-free setting, but importantly does not learn a set of skills. In contrast, we propose to learn a broad set of skills for performing resets, which are “anchored” to a specific forward RL task by requiring that the reset skills produces states that are diverse and challenging. We show that this anchoring ultimately leads to skills more suited for downstream learning, while improving reset-free performance.

Autonomous acquisition of skills is related to the learning with intrinsic motivation, which considers the unsupervised setting where an agent must learn without extrinsic reward [39, 9, 26, 4, 3]. In the direction of curiosity-driven exploration, recent work has used state novelty to reward an agent [5, 44,
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3 Preliminaries

Our eventual goal is to devise a reset-free, non-episodic learning framework. We first describe standard episodic RL. An RL problem is defined on a Markov decision process (MDP), represented by the tuple: $\mathcal{M} = (\mathcal{S}, \mathcal{A}, \mathcal{P}_0, r, \gamma, \mathcal{P}_\theta)$, where $\mathcal{S}$ is a set of continuous states and $\mathcal{A}$ is a set of continuous actions, $\mathcal{P}_0 : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \to \mathbb{R}$ is the transition probability density, $r : \mathcal{S} \times \mathcal{A} \to \mathbb{R}$ is the reward function, $\gamma$ is the discount factor and $\mathcal{P}_0$ is the initial state distribution. The $\gamma$-discounted return $R(\tau)$ of a trajectory $\tau = (s_0, a_0, \ldots, s_{T-1}, a_{T-1})$ is $\sum_{t=0}^{T-1} \gamma^t r(s_t, a_t)$. In episodic, finite horizon tasks of length $T$, the goal is to learn a policy $\pi_\theta : \mathcal{A} \times \mathcal{S} \to \mathbb{R}$ that maximizes the objective $J(\pi_\theta) = \mathbb{E}_{\pi_\theta, \mathcal{P}_0, \mathcal{P}_s}[R(\tau)]$. Here, $\theta$ denotes the parameters of the policy $\pi_\theta$, which are learned by iteratively sampling episodes, where at the end of each episode, a new initial state is $s_0$ is sampled from the initial state distribution $\mathcal{P}_0$. While such resets can be easily obtained in simulated tasks (e.g., Atari [29]), this is significantly more challenging in real-world physical tasks, as it requires human intervention in the form of manual resets or the availability of a hard coded reset [28, 47, 37, 52, 21].

Our method will simultaneously remove the need for manual resets and, at the same time, learn a varied set of skills by resetting the environment in different ways. To learn this set of skills, we build on previously proposed episodic skill learning methods, which we review here. Following prior work [14, 40], skills can be represented by conditioning the policy on a latent skill index $z$, which is sampled from $\mathcal{P}(z)$ and kept fixed over a temporally extended period. Every distinct value of $z$ should correspond to a distinct behavior. One objective for achieving this proposed in prior work [20, 14, 40, 34] is the mutual information (MI) between skills and the states they visit: $I(s; z) = H(s) - H(s | z)$. Maximizing $I(s; z)$ entails maximizing the state entropy (high state coverage) while minimizing conditional state entropy (high predictability for each $z$). This is typically combined with minimizing the MI between actions (a) and the state/context ($s, z$), so that skills are distinguished by the states they visit rather than the actions they take. The resulting
4.1 The Reset Game

We first describe the reset game that represents the core of our method, and then in Section 4.2 extend this to incorporate multiple skills by conditioning \( \pi^{\text{reset}}_{\phi}(a|s, z) \) on \( z \). Our proposed reset game enables reset-free learning via a competitive interaction between \( \pi_{\theta}(a|s) \) and \( \pi^{\text{reset}}_{\phi}(a|s, z) \), specified as follows:

\[
\max_{\pi_{\theta}} J_{\text{forward}}(\pi_{\theta}, \pi^{\text{reset}}_{\phi}), \quad \max_{\pi^{\text{reset}}_{\phi}} J_{\text{reset}}(\pi_{\theta}, \pi^{\text{reset}}_{\phi}),
\]

Figure 2: An outline of our approach. Our method first begins by (1) sampling a skill from a prior distribution that is used to condition the reset policy. Next, the reset agent acts in the environment in order to bring the agent to the initial state for the forward policy (2). The states of the reset policy are passed to additionally to a learned policy that is used to condition the reset policy. Next, the reset agent acts in the environment in order to bring the agent to the initial state for the forward policy (2). The states of the reset policy are passed to a discriminator which tries to determine which skill was used to generate the final state (3). Next, the forward policy tries to solve the task (4) and all agents attempt to learn by maximizing their respective objective (5).
where $J_{\text{forward}}$ and $J_{\text{reset}}$ are the expected returns, which we define below. Both $J_{\text{forward}}$ and $J_{\text{reset}}$ depend on both $\pi_\theta$ and $\pi_\phi^{\text{reset}}$, since the starting state for each policy is obtained by running the other policy (i.e., $J_{\text{forward}}(\pi_\theta, \pi_\phi^{\text{reset}}) = \mathbb{E}_{\pi_\theta, \pi_\phi^{\text{reset}}, z_\ast}[R(\tau)]$, and vice-versa).

$J_{\text{forward}}$ is the task objective, which forces the task policy $\pi_\theta(a|s)$ to learn to perform the given task. $J_{\text{reset}}$ is an objective that causes the reset policy $\pi_\phi^{\text{reset}}(a|s)$ to discover states from which it is difficult for the task policy to succeed at the task, while at the same time promoting diverse and varied resets. We provide specific definitions for these objectives in Section 4.2, though a number of different options are possible. Crucially, this is not a zero-sum game. However, due to the fact that the reset policy and task policy must alternate, the reset game has a pre-specified turn order. This form of sequential game is known as a Stackelberg game [49], and is closely connected to the field of bi-level optimization [10]. Unlike general games, these games are known to be solvable (using game theoretic measures) by gradient based learning algorithms [15], even when the game is not zero-sum. Formally, a Stackelberg game is defined as an optimization problem where the “leader” must optimize the following optimization problem:

$$\max_{x_1 \in X_1} \{ f_1(x_1, x_2) \mid x_2 \in \arg \max_{y \in x_2} f_2(x_1, y) \}.$$ 

The follower optimizes the function $\arg \max_{x_2 \in X_2} f_2(x_1, x_2)$. Taking the reset policy as the leader in our setting results in the following optimization problem:

$$\max_{\pi_\phi^{\text{reset}}} \{ J_{\text{reset}}(\pi_\theta, \pi_\phi^{\text{reset}}) \mid \pi_\theta \in \arg \max_{\pi_\theta} J_{\text{forward}}(\pi_\theta, \pi_\phi^{\text{reset}}) \}. \quad (3)$$

Based on this connection, we can devise a gradient-based algorithm to solve the reset game in Equation 2, so long as the reset policy and task policy learn at different rates (e.g., with the task policy learning faster). We present such an algorithm in Section 4.3, but first we describe how the reset policy can discover diverse skills during the reset.

### 4.2 Mining Diverse Skills from Diverse Resets

Recall that our goal is to allow the forward policy to learn to optimize its task reward $r$, as if a reset mechanism were present, and for our reset mechanism to provide challenging and diverse resets. Towards our first goal, we propose to optimize the forward RL policy from the initial state distribution implied by executing $\pi_\phi^{\text{reset}}$ for $T_{\text{reset}}$ time steps. Towards our second goal, we propose to use the skill learning reward $r_{\text{skill}}$ defined in Equation 1 to simultaneously acquire a repertoire of reset skills that are forced to diversify. The underlying mutual information objective encourages high coverage of initial states, but to ensure that these states are challenging for $\pi_\theta$, we add the negative return of $\pi_\theta$ to the objective for each reset skill. Putting these terms in the game defined in Equation 3 results in the following optimization problem:

$$\max_\theta \mathbb{E}_{\pi_\theta, a_t \sim \pi_\theta, s_t \sim z_\ast} \left[ \sum_{t=0}^{T_{\text{reset}}-1} \gamma^t r_{\text{skill}}(a_t', s_t') - \lambda \mathbb{E}_{\pi_\theta} \left[ \sum_{t=0}^{T-1} \gamma^t r(a_t, s_t) \right] \right] \quad (4)$$

such that $\theta^* = \arg \max_\theta \mathbb{E}_{\pi_\theta} \left[ \sum_{t=0}^{T-1} \gamma^t r(a_t, s_t) \right]. \quad (5)$

The hyperparameter $\lambda$ controls the relative importance of the two terms of $J_{\text{reset}}(\pi_\theta, \pi_\phi^{\text{reset}})$. Intuitively, setting $\lambda = 0$ reduces the objective of the reset controller to prior skill learning methods [14], while $\lambda > 0$ requires the reset controller to reach more challenging terminal states. As the task policy and reset skills improve, they provide a curriculum for one another, with the task policy pushing the skills to reach more distant states, and the skills pushing the policy to be effective from a larger range of initializations. As we demonstrate in our experiments, this results in more complex and varied skills, as well as faster reset-free learning for $\pi_\theta$. To reflect the synthesis of resets and skill learning, we refer to our specific instantiation of the reset game as Learning Skillful Resets (LSR).

Running this reset game produces an effective forward policy $\pi_\theta(a|s)$, as well as a set of skills defined by $\pi_\phi^{\text{reset}}(a|s, z)$. The latter can be used to solve more complex downstream tasks in a hierarchical RL
We outline the pseudo-code of our approach in Algorithm 1. We could optimize the task policy and reset skills as per Equation 4 via a bi-level optimization, where the parameters of $\pi^\text{reset}_\phi$ are held fixed while $\pi_\theta$ is optimized to convergence. However, in an RL setting, this would require an excessive number of samples. A substantially more efficient method alternates gradient steps on both objectives, with different learning rates. Since the reset game corresponds to a Stackelberg game, gradients-based learning algorithms with respect to these objectives exist that have finite time high probability bounds for local convergence in the case of non zero-sum objectives [15]. Optimizing such a problem can be done approximately by using a two-timescale algorithm, where the leader is optimized at a smaller learning rate [15]. This intuitively results in a reset controller that changes “slower” relative to the forward policy. In our implementation, we approximately optimize $\pi_\theta(a|s)$ and $\pi^\text{reset}_\phi(a|s,z)$ using soft actor-critic (SAC) [22].

We outline the pseudo-code of our approach in Algorithm 1. At each iteration, we sample a reset skill $z \sim p(z)$, execute that skill by following $\pi^\text{reset}_\phi(a_t|s_t, z)$ to reset to a challenging initial state, then execute $\pi_\theta(a|s)$ to attempt the task. The experience collected during these trials is then used to update the corresponding policies.

### 4.3 Algorithm Summary: Optimizing the Reset Game

We could optimize the task policy and reset skills as per Equation 4 via a bi-level optimization, where the parameters of $\pi^\text{reset}_\phi$ are held fixed while $\pi_\theta$ is optimized to convergence. However, in an RL setting, this would require an excessive number of samples. A substantially more efficient method alternates gradient steps on both objectives, with different learning rates. Since the reset game corresponds to a Stackelberg game, gradients-based learning algorithms with respect to these objectives exist that have finite time high probability bounds for local convergence in the case of non zero-sum objectives [15]. Optimizing such a problem can be done approximately by using a two-timescale algorithm, where the leader is optimized at a smaller learning rate [15]. This intuitively results in a reset controller that changes “slower” relative to the forward policy. In our implementation, we approximately optimize $\pi_\theta(a|s)$ and $\pi^\text{reset}_\phi(a|s,z)$ using soft actor-critic (SAC) [22].

We outline the pseudo-code of our approach in Algorithm 1. At each iteration, we sample a reset skill $z \sim p(z)$, execute that skill by following $\pi^\text{reset}_\phi(a_t|s_t, z)$ to reset to a challenging initial state, then execute $\pi_\theta(a|s)$ to attempt the task. The experience collected during these trials is then used to update the corresponding policies.

### 5 Experiments

In this section we aim to experimentally answer the following questions: (1) How does our approach compare to prior methods in the reset free domain? (2) How do the skills learned by our approach compare to prior work? Specifically, can we learn better hierarchical controllers using the primitives learned by our approach (LSR)? We first describe our experimental setup, evaluation metrics, and the prior methods to which we will compare. We leave detailed discussion of hyperparameters and environment parameters to the Appendix 6.

**Experimental setup.** To study reset-free learning, we use the three-fingered hand repositioning task proposed by Zhu et al. [54], where the hand must position an object in the center of a bin, starting from any position. This is the most challenging domain considered by Zhu et al. [54] for reset-free learning. We refer to this environment as the DC2Daw-HandManipulateFreeObject environment. We follow the evaluation protocol of Zhu et al. [54], using an evaluation metric that measures the final

---

**Algorithm 1 Learning Skillful Resets (LSR)**

```
1: Input: Environment
2: Initialize: policy $\pi_\theta$, reset policy $\pi^\text{reset}_\phi$, discriminator $q_\omega(s_t|a_t)$, prior $p(z)$
3: for $N$ iterations do
4: Sample skill $z \sim p(z)$
5: # Set environment
6: for $t \leftarrow 0 \ldots T_{\text{reset}} - 1$ do
7: Sample $a_t \sim \pi^\text{reset}_\phi(a_t|s_t, z)$
8: Step env $s_{t+1} \sim \mathcal{P}_e(s_{t+1}|s_t, a_t)$
9: Compute reward for reset controller $r^\text{reset}_t = q_\omega(s_t|a_t)$
10: end for
11: # Solve task
12: for $t \leftarrow 0 \ldots T - 1$ do
13: Sample $a_t \sim \pi_\theta(a_t|s_t)$
14: Step env $s_{t+1} \sim \mathcal{P}_e(s_{t+1}|s_t, a_t)$, obtain environment reward $r_t$
15: end for
16: Update reset policy’s final reward $r^\text{reset}_T = -\sum_{t=0}^{T} \gamma^t r_t(a_t, s_t)$
17: Update $\pi^\text{reset}_\phi$, $\pi_\theta$ to maximize respective return using SAC
18: Update discriminator $q_\omega$ using Adam.
19: end for
```
Figure 3: Diagram of the hierarchical locomotion tasks considered in this work. The agent must first acquire locomotion skills in a reset game (left), where the task policy must learn to walk to the origin of the workspace. The skills are subsequently used as the action space for a hierarchical policy, which must learn complex hierarchical navigation tasks (second and third image). The far-right image shows the paths taken by a hierarchical policy using our learned reset skills.

Figure 4: Reset-free learning comparison (lower is better). The error bars show 95% bootstrap confidence intervals for average performance. We average each method over 4 seeds. Our method (blue) outperforms prior methods (orange, green). Compared to R3L [54] (orange), our approach converges ~28.6% faster. Our ablations show that the most important aspect of our approach is having multiple resetters. This indicates that reset state convergence is crucial to good performance, in contrast to prior methods [13] that learn an explicit reset policy.

To evaluate our second experimental hypothesis, we evaluate skills acquired with reset-free learning for an ant locomotion task on two hierarchical navigation problem, shown in Figure 3. In these experiments, the agent must first learn a set of skills (without resets) to control an Ant quadrupedal robot to walk to the center of the workspace (far left), and subsequently transfer those skills to a waypoint navigation task and a maze traversal environment, which we refer to as Ant-Waypoint and Ant-MediumMaze (center, right plot respectively). For all methods, we report a return, which we normalize using the return of an agent that successfully solves the task and a random agent.

Comparisons and baselines. We compare our approach to prior methods, which are trained either with or without resets. In the DClaw environments, we compare to two prior methods that learn reset controllers: leave no trace (LNT) [13], and the R3L perturbation controller (R3L) [54]. In order to fairly compare all prior methods, we use the same underlying RL algorithm, soft actor-critic (SAC) [22], across all methods, and use the same exploration bonus used in R3L [54], random network distillation [7], which is added to the reward for all methods.

We also compare to prior skill learning methods on the Ant task: Diversity is All You Need (DIAYN) [14] and Dynamics-Aware Discovery of Skills (DADS) [40]. DADS and DIAYN are unsupervised skill learning procedures that aim to learn a diverse set of skills in an environment. For this domain, prior work has differed in the choice of state representation, either using the full state [14] or a reduced \((x, y)\) coordinate state representation. For our experiments, we use the default state representation, without adding prior knowledge about the importance of \((x, y)\) coordinates. This setting is generally more challenging. We then train a hierarchical controller using the discrete skill representation using DDQN [46]. In the case of DADS [40], which uses continuous skills, we discretize the resulting skill space to allow us to use the same hierarchical learner.

Reset-free learning results. The results in Figure 4 show that our approach substantially improves reset-free performance. In contrast to prior approaches (orange and green), our method converges approximately 200 iterations faster on the most challenging task (DClaw-ManipulateFreeObject), which is a 28.6% improvement. We hypothesize that is due to the improved state coverage of our
Figure 5: A visualization of the learned skills (left) and performance on a hierarchical downstream locomotion task (right). We visualize the \((x, y)\) trajectories of learned skills (left) comparing the reset-free and reset-based setting. In contrast to prior approach, LSR is able to learn skills that are able to move the ant much further from the origin in both settings. This allows us to substantially improve performance in a downstream hierarchical locomotion task (right), where a meta-controller using only the skills is able to navigate a maze much more effectively.

approach, as an explicit reset policy (green curve) \([13]\) performs much worse. This is supported by our ablations, which show that having “Multiple-Resetters” (red), where we remove the diversity bonus, accounts for much of the method’s improvements. Using a single adversary (purple-curve), where we run our approach with a single skill, performs comparably to R3L, and substantially worse than our method. Note that prior techniques that have formulated adversarial games, such as asymmetric self play (ASP) \([42]\), generally use a single adversary.\(^3\)

Skill learning and hierarchical control results. In the Ant domain, our approach allows us to learn reset skills that represent meaningful and useful primitives. We visualize the \((x, y)\) trajectories of the learned reset skills qualitatively in Figure 10 (left), along with skills learned by prior methods with and without resets \([14, 40]\). Note that the discriminators for all methods use the full state, but we show only the \((x, y)\) coordinates for visualization. Both prior methods (DIAYN and DADS) learn short directional walking skills with resets, similar to those reported in prior work \([14, 40]\), but generally fail to learn meaningful skills in the reset-free setting. However, the skills learned by our method are capable of moving the ant much further than prior methods that learn in either the reset-free or reset-based setting, as illustrated in the figure. Finally, we see that the skills produced by our approach improves performance in the simpler Ant-WayPoints navigation domain Fig. 6, and these improvements are much more pronounced in the more challenging Ant-MediumMaze task, where our approach leads to substantially more effective downstream learning, as shown in Fig. 10 (right), compared to prior methods. A visualization of the path taken through the maze by our hierarchical policy is shown in Fig. 3 (far right).

6 Discussion, Limitations and Future Work

We proposed a method that simultaneously addresses two challenges faced by real-world RL systems: learning continually without manually provided resets, and acquiring diverse skills for solving long-horizon downstream tasks. While these two problems may at first appear unrelated, we show that learning diverse skills actually enables more effective reset-free learning, while learning the skills in an adversarial manner with a task policy actually makes the skills themselves more effective, and therefore better suited for downstream long-horizon problems. Our work assumed environments that are reversible, which is very strong assumption assumption in the real world. We also assumed a

\(^3\)While ASP shares many properties with our method, such as the use of a game formulation, it was infeasible to compare on these tasks due to differences in assumptions: ASP does not consider reset-free learning, does not aim to optimize a given task, and requires goal-reaching policy formulations for both players. However, we can view the “Single Adversary” baseline as the closest to ASP in our experiments.
defined forward task, whereas a fully autonomous real world agent would need to have the ability to verify its own task success. A particularly exciting direction for future work would be to extend the reset game to learn a zero or few-shot success classifier, or design a system that explore conservatively and request limited human intervention when encountering a non-communicating state.

**Broader Impact Statement**

The central goal of reinforcement learning is to allow agents to autonomously acquire complex behavior from interacting with the world. The central focus on this work is to address challenges in the deployment of reinforcement learning in the real world, where all learning is continual and sample efficient is important. We introduce our approach to remove the assumption of an oracle reset function and to allow the agent to simultaneously acquire temporal abstraction. In order to maximally benefit from deploying reinforcement learning agents in the real world, these challenges must be address by one method or another.

Nevertheless, as the underlying goal of our research in reinforcement learning is to enable the automatic acquisition of complex behavior, we consider the societal impact of our research to be closely related to automation. While the broader impact of having increased automation is difficult to predict, it is likely to have both negative and positive consequences. Having agents that can be deployed in unstructured environments could have the potential to automate dangerous tasks, but also could be result in more complex consequences, including changes in the employment landscape, and potential for harmful applications such as autonomous weapons.
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