Adiabatic Quantum Computing for Solving the Weapon Target Assignment Problem
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Abstract—Quantum computing promises significant improvements of computation capabilities in various fields such as machine learning and complex optimization problems. Recent technological advancements suggest that the adiabatic quantum computing ansatz may soon see practical applications. In this work, we adopt this computation paradigm to develop a quantum computation based solver of the well-known weapon target assignment problem, an NP-hard nonlinear integer programming optimization task. The feasibility of the presented model is demonstrated by numerical simulation of the adiabatic evolution of a system of quantum bits towards the optimal solution encoded in the model Hamiltonian. Over all, the described method is not limited to the context of weapon management but is, with slight modifications to the model Hamiltonian, applicable to worker-task allocation optimization in general.

Index Terms—adiabatic quantum computing, weapon-target assignment, Ising model

I. INTRODUCTION

Quantum computing is considered the next key technology which will drastically increase computation speed and scalability in a wide range of optimization tasks including applications in machine learning [1]. Besides the quantum gate programming paradigm for general purpose quantum computers and its physical implementations [2], [3], significant progress is made in the field of adiabatic quantum computing [4]–[6] making commercial devices available for applications to various optimization problems. However, due to the underlying physical structure of adiabatic quantum computation hardware, they are best suited to solve quadratic unconstrained binary optimization problems or Ising models. It is thus necessary to reformulate and/or approximate given optimization objectives in terms of an Ising model, as it is done for example in [7] for binary clustering.

The so-called weapon target assignment (WTA) problem is an optimization task that draws great interest in the field of operations research [8]. It is an optimization task, which deals with the general issue of optimized assignment of m weapons or workers to n targets or tasks, based on the probabilities of successful task completion and the (threat) value of the given targets or tasks. It can be characterized as a non-linear integer programming problem and belongs to the class of NP-complete computational complexity.

The goal of this paper is to derive a model of the weapon target assignment problem that can be executed on state of the art adiabatic quantum processing hardware. The paper is therefore structured as follows: In Section II the problem formulation of target based weapon target assignment is introduced in more detail. In Section III we present the derivation of an equivalent formulation using a spin basis and Pauli operators on this basis. In Section IV an Ising-type Hamiltonian only containing two-spin interaction terms and self energies is constructed to reflect the target function attributes of the WTA problem. Finally, in Section V numeric simulations of a minimal practical example are presented.

II. PROBLEM DESCRIPTION AND NOTATION

The WTA problem draws great interest in the field of operations or command and control research in the context of the so-called OODA (observe, orient, decide, act) loop of command systems. There exist several formulations of the optimization objective which are based either on survivability of defended assets (asset based), destruction of attacking targets (target based) [9]. Furthermore a single time step (static WTA) or a dynamically changing scenario (dynamic WTA) may be considered. Oowed to the nature of the optimization method which basically searches for minimum energies of a physical system, this work discusses a target based formulation where the goal is to minimize the value of surviving attackers and thus the threat value they represent. Furthermore, for simplicity the static weapon target assignment (SWTA) problem is considered. The target function of this problem formulation is given by:

\[ T = \sum_{j=1}^{n} V_j \prod_{i=1}^{m} (1 - p_{ij})^{x_{ij}} \]  \hspace{1cm} (1)

with \( i = 1, \ldots, m \) weapons, \( j = 1, \ldots, n \) targets, \( V_j \) the target threat value (penalty for non-completion of task), and \( p_{ij} \in [0, 1] \) the destruction probability if weapon \( i \) engages target \( j \).

The \( N = mn \) entries of the \( x_{ij} \) integer valued decision matrix indicate which engagements are taken (1: chosen engagement, 0: not chosen engagement). The goal is now to choose from the solution space \( G \) with \( |G| = 2^N \) possible solutions the member which minimizes \( T \):

\[ S = \min_{x_{ij} \in G} T(x_{ij}) \]  \hspace{1cm} (2)
under the constraints

\[ \sum_{j=1}^{n} x_{ij} \leq 1 \quad \forall i \]

(3)

assuming that each weapon can be assigned to at most one target.

In the current literature \[9\]–\[14\] several classical algorithms are developed to solve this assignment problem in an (approximately) optimal way. Among the methods are sequential heuristic assignments based on marginal return values and stochastic methods like genetic algorithms, ant-colony algorithms and simulated annealing. To our knowledge however, there are no methods which leverage the emerging capabilities of quantum computing paradigms. Especially quantum annealing can yield improved scalability to large scenarios and significant speedups in finding global optima of optimization problems if the solution to a given problem is properly encoded in the ground state of a Hamilton operator. We therefore aim to reformulate the WTA problem stated in \([1]\) for computation on current spin based adiabatic quantum computers, which is presented in the following chapter.

III. QUANTUM FORMULATION OF THE WTA PROBLEM BASED ON INTERACTING SPINS

The solution which needs to be calculated in WTA optimization is the decision matrix \(x_{ij}\). The idea of the adiabatic quantum computing ansatz to WTA (AQC WTA) is to represent each entry of \(x_{ij}\) with the state of a physical 2-level spin system, denoted as \(|s_{ij}\rangle\) in Dirac notation, as they are used as qubits in current quantum hardware. \(|s_{ij}\rangle\) is a spin\(-\frac{1}{2}\)
 quantum state with basis states

\[ |0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{and} \quad |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \]

(4)

which are eigenstates of the Pauli-operator

\[ \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \]

(5)

with eigenvalues 1 and -1, respectively. Thus, they are also eigenstates of the operator \(\sigma_s = \frac{1}{2}(1 - \sigma_z)\) with

\[ \sigma_s |s\rangle = s |s\rangle \]

(6)

for \(s \in \{0, 1\}\).

The full quantum state can be expressed as a product state of \(N = mn\) coupled qubits over the Hilbert spaces of each individual qubit with the correspondence given above:

\[ |S\rangle = |s_{11}\rangle \otimes \cdots \otimes |s_{mn}\rangle \equiv |s_{11}, \ldots, s_{mn}\rangle . \]

(7)

There exist \(K = 2^N\) basis states of the systems of \(N\) spins, denoted as \(|S_k\rangle\) \((k = 1, \ldots, K)\), and a general time dependent state of the coupled qubit system can be written as a superposition of the basis states with dynamic state coefficients \(c_k(t)\):

\[ |\psi(t)\rangle = \sum_{k=1}^{K} c_k(t) |S_k\rangle . \]

(8)

Under the influence of a time-dependent Hamiltonian \(H(t)\) the behavior of the system described in \((8)\) is determined by the time-dependent Schrödinger equation

\[ \frac{\partial}{\partial t} |\psi(t)\rangle = -i\hbar H(t) |\psi(t)\rangle . \]

(9)

In adiabatic quantum computation the time dependent Hamiltonian is constructed such that it moves from a problem independent Hamilton operator with known ground state to the Hamilton operator which encodes the solution of the optimization problem as its ground state. The adiabatic theorem \([15]\) states that if the system starts in the ground state and the time dependent change only happens gradually, then the system will remain in the ground state of the final Hamilton operator \([3, 16, 17]\). A state measurement can thus yield the optimized solution. Following the guidelines in \([3, 16, 17]\), the target function (1) of the optimization problem is treated similar to a satisfiability problem, where the conditions are not boolean but numeric values, which need to be minimized simultaneously. Due to the structure of \(T\), each term of the sum can be treated as its own condition, which has to be optimized. The Hamiltonian is derived by defining the spin operator \(\sigma_s^{ij}\) on the subspace of each qubit as

\[ \hat{\sigma}_s^{ij} = \mathbb{1}^{1,1} \otimes 1^{1,2} \otimes \cdots \otimes \sigma_s^{ij} \otimes \cdots \otimes 1^{mn} . \]

(10)

In the following, we will not discriminate between \(\hat{\sigma}_s^{ij}\) and \(\sigma_s^{ij}\) if the context is clear.

We can use this to rewrite \(T\) to get the target state Hamiltonian

\[ H_F = \sum_{j=1}^{n} V_j \prod_{i=1}^{m} (1 - p_{ij} \sigma_s^{ij}) . \]

(11)

Here, the product terms behave exactly like the classical formulation with the integer decision matrix entries, i.e. the terms are either 1 for \(x_{ij} = 0\) and \(|s_{ij}\rangle = |0\rangle\) or \((1 - p_{ij})\) for \(x_{ij} = 1\) and \(|s_{ij}\rangle = |1\rangle\). In addition, boundary conditions such as limitations on weapon assignments \([3]\) can be imposed using large energy penalties if the condition is not fulfilled.

However, for more than two weapons (i.e. \(m > 2\)) the Hamiltonian as stated above can no longer be used on current quantum hardware as it contains higher order non-linear spin coupling terms (powers of \(\sigma_s\) greater than 2). Current hardware can only process problems that can be cast into the form of spin Hamiltonians with quadratic interactions, e.g., the widely used Ising model, which has the form

\[ H_I = -\sum_{i,j} J_{ij} \sigma_z^{ij} \sigma_z^{ij} - \mu \sum_j h_j \sigma_z^j , \]

(12)

where \(\mu\) represents the magnetic moment of the spin, \(J_{ij}\) the interaction strength between all pairs of sites and \(h_j\) a local magnetic field on spin at site \(j\). The parameters \(J_{ij}\) and \(h_j\) of the model can be set on the hardware side, which enables inputting an optimization problem into a quantum processor if the problem can be formulated in terms of such an Ising-type Hamiltonian.
IV. ISING-TYPE REFORMULATION OF THE WTA HAMILTONIAN WITH SPIN-SPIN INTERACTIONS

In order to calculate solutions to the WTA problem on adiabatic quantum computing hardware based on spin interactions, $H_F$ has to be cast into the form of an Ising-type Hamiltonian. Because of the higher-order couplings this cannot be done in an exact way. Therefore, we construct a second order approximation including boundary conditions in a heuristic way.

The construction argument is that spins only need to influence spins in the same row ($j = 1, \ldots, n$) and the same column ($i = 1, \ldots, m$). This is based on the structure of the WTA problem and target function $T$. Each weapon can be used only on one target therefore each row $i$ of $x_{ij}$ needs to be optimized separately and simultaneously, while each column represents the decision how many weapons should be used on one target, depending on target value $V_j$ and the overall destruction probabilities. Thus, decision entries that are not in the same column or the same row cannot influence each other directly. We, therefore, only have to consider spin interaction terms within the same row or the same column.

The idea is now to set up a WTA Hamiltonian, which is only to be optimized separately and simultaneously, while each row $i$ of $s_{ij}$ needs to be optimized. Using these blocks, a problem Hamiltonian of arbitrary size can be constructed as long as all pairwise interactions within the same row or the same column.

The first block represents the case of a single weapon $i$ and two targets $j, j'$, which gives inserted in $H_F$ (see (11)):

$$H_{\text{row}}(i; j, j') = V_j (1 - p_{ij} \sigma_z^{ij}) + V_{j'} (1 - p_{ij'} \sigma_z^{ij'}).$$

The boundary conditions (3) can be imposed by the Hamiltonian:

$$H_{\text{bc}}(i; j, j') = C \left( \sigma_z^{ij} \sigma_z^{j'i'} - \frac{1}{4} \left( 1 - \sigma_z^{ij} - \sigma_z^{j'i'} + \sigma_z^{ij} \sigma_z^{j'i'} \right) \right).$$

$H_{\text{bc}}$ punishes each pair of double assignments with an energy term $C$.

The second block, representing the case of a single target and two weapons, gives inserted in $H_F$:

$$H_{\text{col}}(j; i, i') = V_j (1 - p_{ij} \sigma_z^{ij})(1 - p_{ij'} \sigma_z^{ij'}).$$

Using these blocks, a problem Hamiltonian of arbitrary size can be constructed as long as all pairwise interactions within each row and each column are included and summed over.

$$\tilde{H}_F = \sum_{i=1}^{m} \sum_{j' < j=1}^{n} H_{\text{row}}(i; j, j') + H_{\text{bc}}(i; j, j')$$

$$+ \sum_{j=1}^{n} \sum_{i' < i=1}^{m} H_{\text{col}}(j; i, i').$$

In contrast to the original Hamiltonian (4), $\tilde{H}_F$ is of second order in $\sigma_z^{ij}$ and, hence, in $\sigma_z^{ij}$. The overall lowest (ground state) energy of this Hamiltonian encodes the solution of the assignment problem.

Next, the general procedure for the application of adiabatic evolution of the system discussed in the previous section is carried out. For the initial state Hamiltonian $H_B$ and the initial ground state $|\Psi(0)\rangle$ we use the standard form that is prescribed in [7, 15].

$$H_B = -\sum_{ij} \sigma_x^{ij} \text{ with } \sigma_x = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)$$

$$|\Psi(0)\rangle = \prod_{s_{11}=0}^{1} \cdots \prod_{s_{mn}=0}^{1} |s_{11}, \ldots, s_{mn}\rangle.$$ (19)

Following [17], the adiabatic evolution is governed by the time dependent Hamiltonian:

$$H(t) = \left( 1 - \frac{t}{T_a} \right) H_B + \frac{t}{T_a} \tilde{H}_F$$

with the characteristic duration $T_a$ chosen suitably long such that during the adiabatic evolution between the two system states most of the wave function remains in the ground state. Using this Hamiltonian, the time evolution of the system is calculated using the QuTiP package [18] in Python, which solves the time dependent Schrödinger equation

$$|\Psi(t)\rangle = -i \int_0^t H(t') |\Psi(t')\rangle dt'$$

numerically using the Master equation where the states and operators are given in matrix representations.

V. NUMERIC SIMULATIONS

In order to test the validity of the proposed optimization model, we consider three systems with a 12-qubit register each. This number of qubits represents the computational limit of the hardware given by the amount of RAM needed to represent the state basis and operators. The systems treat the cases of (1) 4 weapons and 3 targets, (2) 6 weapons and 2 targets and (3) 2 weapons and 6 targets. The target threat values are chosen w.o.l.g. on the order of 1. For all examples the destruction probabilities are chosen such that at least one of the randomized values yields a very large destruction probability. The Hamiltonian operators are constructed for each system according to (17) and (18).

First, we present a balanced engagement in system (1). Fig. 1 shows the evolution of the eigenenergies of $H(t)$ during the adiabatic transition. Note, that at each time there is a finite gap between the ground state and the first and higher excited states guaranteeing that the adiabatic evolution is viable. In Fig. 2 the state amplitude evolution during the adiabatic transition to the final Hamiltonian $H_F$ is shown. Starting from a state with equally distributed state populations the final state shows clear shifts of probability towards favorable solution states, with the maximum at the position of the optimal solution.
Fig. 1. Energy eigenvalues over time of the 4x3 system. A finite gap between the ground state and all excited states is present at all times.

Fig. 2. Time evolution of state population probabilities over the adiabatic transition process in the 4x3 system. The final state shows a distinct maximum at the position of the optimal solution in binary representation. Thus, a given spin state translates to the position \( k_{\text{sol}} \) of the basis state \( |S_k\rangle \) according to

\[
k_{\text{sol}} = \sum_{i=1}^{m} \sum_{j=1}^{n} s_{ij} 2^{m(j-1)+i-1}\.
\]

Consequently, the inverse transformation to binary can construct the solution from the position of the basis state. Looking at the insets of Fig. 3 which show the threat values \( V_j \) and destruction probabilities \( p_{ij} \) (blue: low values, yellow: high values), it can be seen, that the optimization indeed picked the correct solution of the optimization. The correct convergence was furthermore validated by a separate calculation using the cross entropy (CE) statistical optimization method [19] for the given system, which yields the same result.

The second system (2) represents an imbalanced engagement with superior numbers of weapons. Here, each weapon should select the target with highest destruction probability, which is indeed the case as the evaluation results in figures 4-6 show.

The last system (3) deals with the reverse case of a superior number of targets, which tests the accurate adherence of the optimization to the imposed boundary condition, that each weapon can only engage one target simultaneously. As Figs. 7-9 show, the adiabatic optimization algorithm assigns only one target per weapon and chooses the targets with highest destruction probability. The correct convergence was again
Fig. 5. Time evolution of state population probabilities over the adiabatic transition process in the 6x2 system. The final state shows a distinct maximum at the position of the optimal solution.

Fig. 7. Energy eigenvalues over time of the 2x6 system. A finite gap between the ground state and all excited states is present at all times.

Fig. 6. Same as Fig. 5 but for the 6x2-system.

Fig. 8. Time evolution of state population probabilities over the adiabatic transition process in the 2x6 system. The final state shows a distinct maximum at the position of the optimal solution.

checked using separate CE optimization calculations, which agree with the presented results.

VI. SUMMARY AND CONCLUSIONS

In summary, we showed how the target based formulation of the WTA objective can be reformulated as a second order approximation of the target function in the form of an Ising model Hamiltonian. This in turn can be implemented in adiabatic quantum computation hardware to efficiently solve the WTA problem. We showed the correct convergence of the proposed algorithm to the optimal solution for different WTA scenarios. The scenario size was only limited by the computational capabilities of the available classical hardware. In future work, it is necessary to mathematically prove that the approximate formulation indeed converges to the solution of the full WTA target function. Furthermore, with increasing capabilities of quantum computation hardware the method could be also applied to solve the dynamic weapon target assignment problem which will pose a challenge concerning the implementation of suitable boundary conditions for engagement durations but in principle only extends the solution space $x_{ij}$ by an additional time dimension. Additionally more complex formulations like asset based WTA can be considered. In any case AQC WTA promises fast solution of the assignment optimization with improved scalability to large problem instances making real time applications feasible.
Fig. 9. Same as Fig. 3 but for the 2x6-system.
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