CHARACTERISTIC QUASI-POLYNOMIALS OF IDEALS AND SIGNED GRAPHS OF CLASSICAL ROOT SYSTEMS
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ABSTRACT. With a main tool is signed graphs, we give a full description of the characteristic quasi-polynomials of ideals of classical root systems (ABCD) with respect to the integer and root lattices. As a result, we obtain a full description of the characteristic polynomials of the toric arrangements defined by these ideals. As an application, we provide a combinatorial verification to the fact that the characteristic polynomial of every ideal subarrangement factors over the dual partition of the ideal in the classical cases.

1. INTRODUCTION

In recent years, the “finite field method” for studying hyperplane arrangements have been developed, extended and put into practice. Roughly speaking, suppose that the real hyperplane arrangement $\mathcal{A}(\mathbb{R})$ associated to a list $\mathcal{A}$ of elements in $\mathbb{Z}^\ell$ is given, we can take coefficients modulo a positive integer $q$ and get an arrangement $\mathcal{A}(\mathbb{Z}/q\mathbb{Z})$ of subgroups in $(\mathbb{Z}/q\mathbb{Z})^\ell$. The central theorem in the theory asserts that when $q$ is a sufficiently large prime, the arrangement $\mathcal{A}(\mathbb{Z}/q\mathbb{Z})$ now is defined over the finite field $\mathbb{F}_q$, and the cardinality of its complement $\#\mathcal{M}(\mathcal{A};\mathbb{Z}^\ell,\mathbb{Z}/q\mathbb{Z})$ coincides with $\chi_{\mathcal{A}(\mathbb{R})}(q)$, the evaluation of the characteristic polynomial $\chi_{\mathcal{A}(\mathbb{R})}(t)$ of $\mathcal{A}(\mathbb{R})$ at $q$ (e.g., [Ath96, Theorem 2.2]). Later on, Kamiya-Takemura-Terao showed that $\#\mathcal{M}(\mathcal{A};\mathbb{Z}^\ell,\mathbb{Z}/q\mathbb{Z})$ is actually a quasi-polynomial in $q$ [KTT08], and left the task of understanding the constituents of this quasi-polynomial to be an interesting problem. A number of attempts have been made in order to tackle the problem (e.g., [KTT08], [LTY17], [DFM17]), especially, two interpretations for every constituent via subspace and toric viewpoints have been found [TY18]. The mentioning establishments open a new direction for studying the combinatorics and topology of hyperplane and toric arrangements in one single quasi-polynomial.
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Much of the motivation for the study of the hyperplane and toric arrangements comes from the arrangements that are defined by irreducible root systems. Apart from the theoretical aspects, the “finite field method” and its toric analogue proved to have efficient applications to compute the characteristic (quasi-)polynomials of several arrangements arising from these vector configurations (e.g., [Ath96], [BS98], [KTT07], [ACH15], [Yos18a]). More concrete computational results have also been derived to assist the observation of interesting coincidences, which we choose to mention some important examples in our study. The surprising connection between independent calculations on the Ehrhart quasi-polynomials [Sut98] and the characteristic quasi-polynomials [KTT07] produced a main flavor to the analysis on the deformations of root system arrangements in [Yos18b]. Combining the computation on the arithmetic Tutte polynomials of classical root systems [ACH15] with the previously mentioned calculations provided the authors in [LTY17] with the key observation of the identification between the last constituent of the characteristic quasi-polynomial and the corresponding toric arrangement.

Passing from global to local, one may wish to compute the characteristic quasi-polynomials of subsets of a given root system. A particularly well-behaved class of the subsets is that of ideals with the associated ideal subarrangements are proved to be free in the sense of Terao [ABC+16]. As a consequence, the characteristic polynomial of every ideal sub arrangement factors over the integers with the roots are described combinatorially by the dual partition of the ideal. However, some combinatorial explanations for the factorization may have been hidden because of the freeness. The main goal of this paper is to compute the characteristic quasi-polynomials of the ideals of classical root systems with respect to two different choices of lattices. We were inspired and motivated by the ideas and techniques used in [KTT07] that will greatly help us in doing so. In addition, we wish to provide more combinatorial insights to the understanding of the constituents in connection with the signed graphs.

The remainder of the paper is organized as follows. In Section 2, we recall definitions and basic facts of the characteristic quasi-polynomials, irreducible root systems and their ideals. We also recall the constructions of the classical root systems together with the properties of the associated signed graphs. In Section 3, with a combinatorial ingredient is signed graphs, we compute the characteristic quasi-polynomial of every ideal of a given classical root system with respect to the integer and root lattices. As a result, we obtain a full description of the characteristic polynomials of the toric arrangements defined by the ideals. We will also provide a direct verification
to the factorization of the characteristic polynomial of every ideal subarrangement in the classical cases without using the freeness (Theorem 3.12).

2. Preliminaries

2.1. Characteristic quasi-polynomials. Let $\Gamma := \mathbb{Z}^\ell$. Let $A$ be a finite list (multiset) of elements in $\Gamma$. Let $q \in \mathbb{Z}_{>0}$. For each $\alpha = (a_1, \ldots, a_\ell) \in A$, define the subgroup $H_{\alpha, \mathbb{Z}/q\mathbb{Z}}$ of $(\mathbb{Z}/q\mathbb{Z})^\ell$ by

$$H_{\alpha, \mathbb{Z}/q\mathbb{Z}} := \left\{ z = (z_1, \ldots, z_\ell) \in (\mathbb{Z}/q\mathbb{Z})^\ell \left| \sum_{i=1}^{\ell} a_i z_i \equiv 0 \right. \right\}.$$

Then the list $A$ determines the $q$-reduction arrangement in $(\mathbb{Z}/q\mathbb{Z})^\ell$

$$A(\mathbb{Z}/q\mathbb{Z}) := \{ H_{\alpha, \mathbb{Z}/q\mathbb{Z}} \mid \alpha \in A \}.$$

The complement of $A(\mathbb{Z}/q\mathbb{Z})$ is defined by

$$\mathcal{M}(A; \mathbb{Z}^\ell, \mathbb{Z}/q\mathbb{Z}) := (\mathbb{Z}/q\mathbb{Z})^\ell \setminus \bigcup_{\alpha \in A} H_{\alpha, \mathbb{Z}/q\mathbb{Z}}.$$

For each $S \subseteq A$, write $\Gamma/\langle S \rangle \simeq \bigoplus_{i=1}^{n_S} \mathbb{Z}/d_{S,i} \mathbb{Z} \oplus \mathbb{Z}^{r_S-\ell}$ where $n_S \geq 0$ and $1 < d_{S,i} \leq d_{S,i+1}$. The LCM-period $\rho_A$ of $A$ is defined by

$$\rho_A := \text{lcm}(d_{S,n_S} \mid S \subseteq A).$$

It is proved in [KTT08, Theorem 2.4] that $\#\mathcal{M}(A; \mathbb{Z}^\ell, \mathbb{Z}/q\mathbb{Z})$ is a monic quasi-polynomial in $q$ for which $\rho_A$ is a period. The quasi-polynomial is called the characteristic quasi-polynomial of $A$ (or of $A(\mathbb{Z}/q\mathbb{Z})$), and denoted by $\chi_A^\text{quasi}(q)$. More precisely, there exist monic polynomials $f_A^k(t) \in \mathbb{Z}[t]$ ($1 \leq k \leq \rho_A$) such that for any $q \in \mathbb{Z}_{>0}$ with $q \equiv k \mod \rho_A$, $\chi_A^\text{quasi}(q) = f_A^k(q)$.

The polynomial $f_A^k(t)$ is called the $k$-constituent of $\chi_A^\text{quasi}(q)$. It is known that (e.g., [Ath96], [KTT08]) the $1$-constituent $f_A^1(t)$ coincides with $\chi_A(\mathbb{R})(t)$ the characteristic polynomial (e.g., [OT92, Definition 2.52]) of the real hyperplane arrangement (or $\mathbb{R}$-plexification in the sense of [LYT17]) $A(\mathbb{R}) = \{ H_{\alpha, \mathbb{R}} \mid \alpha \in A \}$ with $H_{\alpha, \mathbb{R}} := \left\{ x \in \mathbb{R}^\ell \mid \sum_{i=1}^{\ell} a_i x_i = 0 \right\}$.

2.2. Root systems and signed graphs. Our standard reference for root systems is [Bou68]. Let $V$ be an $\ell$-dimensional Euclidean space with the standard inner product $(\cdot, \cdot)$. Let $\Phi$ be an irreducible (crystallographic) root system in $V$. Fix a positive system $\Phi^+ \subseteq \Phi$ and the associated set of simple roots (base) $\Delta := \{ \alpha_1, \ldots, \alpha_\ell \} \subseteq \Phi^+$. For $\beta = \sum_{i=1}^{\ell} n_i \alpha_i \in \Phi^+$, the height of $\beta$ is defined by $h(\beta) := \sum_{i=1}^{\ell} n_i$. 
Notation: For simplicity of notation, we use the same symbol $M$ for the realization of the matrix $M$ of size $\ell \times m$ as the finite list of elements in $\Gamma = \mathbb{Z}^\ell$ whose elements are the columns of $M$.

For each $\Psi \subseteq \Phi^+$, we assume that an $\ell \times \#\Psi$ integral matrix $S_\Psi = [S_{ij}]$ satisfies

$$\Psi = \left\{ \sum_{i=1}^\ell S_{ij} \alpha_i \mid 1 \leq j \leq \#\Psi \right\}.$$ 

In other words, $S_\Psi$ is the coefficient matrix of $\Psi$ with respect to the base $\Delta$. Denote $(\mathbb{Z}/q\mathbb{Z})^\times := \mathbb{Z}/q\mathbb{Z} \setminus \{0\}$. We then call $\chi_{\Psi}^\text{quasi}(\Phi, q)$ the characteristic quasi-polynomial of $\Psi$ with respect to the root lattice, and interpret it by the formula

$$\chi_{\Psi}^\text{quasi}(\Phi, q) = \# \{ z \in (\mathbb{Z}/q\mathbb{Z})^\ell \mid z \cdot S_\Psi \in ((\mathbb{Z}/q\mathbb{Z})^\times)^{\#\Psi} \}.$$

We define $\mathcal{H}_\Psi := \{ H_\alpha \mid \alpha \in \Psi \}$, where $H_\alpha = \{ x \in V \mid (\alpha, x) = 0 \}$ is the hyperplane orthogonal to $\alpha$. It is not hard to see that $\mathcal{H}_\Psi$ is the $\mathbb{R}$-plexification of $S_\Psi$ i.e., $\mathcal{H}_\Psi = S_\Psi(\mathbb{R})$. Note also that $\mathcal{H}_{\Psi^+}$ is called the Weyl arrangement of $\Phi^+$, and $\mathcal{H}_\Psi$ is a Weyl subarrangement.

In the remainder of the paper, we are mainly interested in the root system $\Phi$ of classical type $(ABCD)$. Let us recall briefly the constructions of these root systems$^1$ following [Bou68, Chapter VI, §4]. Let $\{ \epsilon_1, \ldots, \epsilon_\ell \}$ be an orthonormal basis for $V$. If $\ell \geq 2$ then

$$\Phi(B_\ell) = \{ \pm \epsilon_i \mid 1 \leq i \leq \ell \}, \pm(\epsilon_i \pm \epsilon_j) \mid 1 \leq i < j \leq \ell \},$$

with $\#\Phi(B_\ell) = 2\ell^2$ is an irreducible root system in $V$ of type $B_\ell$. We may choose a positive system

$$\Phi^+(B_\ell) = \{ \epsilon_i \mid 1 \leq i \leq \ell \}, \epsilon_i \pm \epsilon_j \mid 1 \leq i < j \leq \ell \}.$$

Define $\alpha_i := \epsilon_i - \epsilon_{i+1}$, for $1 \leq i \leq \ell - 1$, and $\alpha_\ell := \epsilon_\ell$. Then $\Delta(B_\ell) = \{ \alpha_1, \ldots, \alpha_\ell \}$ is the base associated with $\Phi^+(B_\ell)$. We may express

$$\Phi^+(B_\ell) = \{ \epsilon_i \mid 1 \leq i \leq \ell \}, \epsilon_i - \epsilon_j = \sum_{i \leq k \leq \ell} \alpha_k (1 \leq i < j \leq \ell),$$

$$\epsilon_i + \epsilon_j = \sum_{i \leq k < j} \alpha_k + 2 \sum_{j \leq k \leq \ell} \alpha_k (1 \leq i < j \leq \ell).$$

For any $\Psi \subseteq \Phi^+(B_\ell)$, we write $T_\Psi = [T_{ij}]$ for the coefficient matrix of $\Psi$ with respect to the orthonormal basis. We then call $\chi_{\Psi}^\text{quasi}(\Phi, q)$ the characteristic quasi-polynomial of $\Psi$ with respect to the integer lattice. The
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$^1$We decided to omit the construction of type $A$ root systems as the calculation on this type follows from those on the other types (e.g., see formula (3.1)).
matrices $T_\Psi$ and $S_\Psi$ are related by $T_\Psi = P(B_\ell) \cdot S_\Psi$, where $P(B_\ell)$ is an unimodular matrix of size $\ell \times \ell$ given by

$$P(B_\ell) = \begin{bmatrix} 1 & 1 & & & \\ -1 & -1 & & & \\ & & \ddots & & \\ & & & 1 & 1 \end{bmatrix}.$$ 

Similarly, let $\ell \geq 2$, an irreducible root system of type $C_\ell$ is given by

$$\Phi(C_\ell) = \{\pm 2\epsilon_i \mid 1 \leq i \leq \ell\},$$
$$\Phi^+(C_\ell) = \{2\epsilon_i \mid 1 \leq i \leq \ell\},$$
$$\Delta(C_\ell) = \{\alpha_i = \epsilon_i - \epsilon_{i+1} \mid 1 \leq i \leq \ell - 1\}, \quad \alpha_\ell = 2\epsilon_\ell,$$
$$\Phi^+(C_\ell) = \{2\epsilon_i = 2 \sum_{i \leq k < \ell} \alpha_k + \alpha_\ell \mid 1 \leq i \leq \ell\},$$
$$\epsilon_i + \epsilon_j = \sum_{i \leq k < j} \alpha_k + 2 \sum_{j \leq k < \ell} \alpha_k + \alpha_\ell \mid 1 \leq i < j \leq \ell\}.$$ 

Finally, let $\ell \geq 3$, an irreducible root system of type $D_\ell$ is given by

$$\Phi(D_\ell) = \{\epsilon_i \pm \epsilon_j \mid 1 \leq i < j \leq \ell\},$$
$$\Phi^+(D_\ell) = \{\epsilon_i \pm \epsilon_j \mid 1 \leq i < j \leq \ell\},$$
$$\Delta(D_\ell) = \{\alpha_i = \epsilon_i - \epsilon_{i+1} \mid 1 \leq i \leq \ell - 1\}, \quad \alpha_\ell = \epsilon_{\ell-1} + \epsilon_\ell,$$
$$\Phi^+(D_\ell) = \{\epsilon_i + \epsilon_\ell = \sum_{i \leq k \leq \ell - 2} \alpha_k + \alpha_\ell \mid 1 \leq i < j \leq \ell\},$$
$$\epsilon_i - \epsilon_j = \sum_{i < k < j} \alpha_k \mid 1 \leq i < j \leq \ell\},$$
$$\epsilon_i + \epsilon_j = \sum_{i \leq k < j} \alpha_k + 2 \sum_{j \leq k < \ell - 1} \alpha_k + \alpha_{\ell-1} + \alpha_\ell \mid 1 \leq i < j \leq \ell\}.$$ 

From the constructions above, we obtain the comparison of the height placements of positive roots in $\Phi(B_\ell)$, $\Phi(C_\ell)$ and $\Phi(D_\ell)$ as in Table 1.

In the language of signed graphs following [Zas81, §5], we can associate to each subset $\Psi \subseteq \Phi^+(B_\ell)$ a signed graph $G := G(\Psi) = (V_G, E_{G+}, E_{G-}, L_G)$ on the vertex set

$$V_G := \{v_i, v_j \mid \epsilon_i \in \Psi \text{ or } \epsilon_i - \epsilon_j \in \Psi \text{ or } \epsilon_i + \epsilon_j \in \Psi\},$$

with the set of positive edges $E_{G+} := \{e_{ij}^+ \mid \epsilon_i + \epsilon_j \in \Psi\}$, the set of negative edges $E_{G-} := \{e_{ij}^- \mid \epsilon_i - \epsilon_j \in \Psi\}$, and the set of loops $L_G := \{\ell_i \mid \epsilon_i \in \Psi\}$. Alternatively, if $\Psi \subseteq \Phi^+(C_\ell)$, we can define $L_G := \{\ell_i \mid 2\epsilon_i \in \Psi\}$. To
Root | Height in $B_{\ell}$ | Height in $C_{\ell}$ | Height in $D_{\ell}$
--- | --- | --- | ---
$\epsilon_i$ (1 ≤ $i$ ≤ $\ell$) | $\ell - i + 1$ | None | None
$2\epsilon_i$ (1 ≤ $i$ ≤ $\ell$) | None | $2(\ell - i) + 1$ | None
$\epsilon_i + \epsilon_j$ (1 ≤ $i < j$ ≤ $\ell$) | $2\ell - i - j + 2$ | $2\ell - i - j + 1$ | $2\ell - i - j$
$\epsilon_i - \epsilon_j$ (1 ≤ $i < j$ ≤ $\ell$) | $j - i$ | $j - i$ | $j - i$

**Table 1.** Height placements in $\Phi(B_{\ell})$, $\Phi(C_{\ell})$ and $\Phi(D_{\ell})$.

extract information from $\Psi$ by using $G(\Psi)$, we associate to it an unordered sequence of nonnegative integers, denoted $SG(\Psi) := (p_1, \ldots, p_\ell)$ with for each $i$ (1 ≤ $i$ ≤ $\ell$)

$$p_i := \# \{ e_{ij}^+ \mid e_{ij}^+ \in E_{G^+} \} + \# \{ e_{ij}^- \mid e_{ij}^- \in E_{G^-} \} + \# \{ \ell_i \mid \ell_i \in L_G \}.$$  

2.3. **Ideals.** Define the partial order $\succeq$ on $\Phi^+$ such that $\beta_1 \succeq \beta_2$ if and only if $\beta_1 - \beta_2 = \sum_{i=1}^{\ell} n_i \alpha_i$ with all $n_i \in \mathbb{Z}_{\geq 0}$. A subset $I$ of $\Phi^+$ is called an ideal if, for $\beta_1, \beta_2 \in \Phi^+$, $\beta_1 \succeq \beta_2, \beta_1 \in I$ then $\beta_2 \in I$. Let us recall the recent advance towards the study of the ideals. Let $\Theta^{(k)} \subseteq \Phi^+$ be the set consisting of positive roots of height $k$. Let $I$ be an ideal of $\Phi^+$ and set $M := \max\{ \text{ht}(\beta) \mid \beta \in I \}$. The height distribution of $I$ is defined as a sequence of positive integers:

$$(i_1, \ldots, i_k, \ldots, i_M),$$

where $i_k := \# \Theta^{(k)}$ for 1 ≤ $k$ ≤ $M$. The dual partition $\mathcal{DP}(I)$ of (the height distribution of) $I$ is given by a sequence of nonnegative integers:

$$\mathcal{DP}(I) := ((0)^{\ell - i_1}, (1)^{i_1 - i_2}, \ldots, (M - 1)^{i_{M-1} - i_M}, (M)^{i_M}),$$

where notation $(a)^b$ means the integer $a$ appears exactly $b$ times. Although the definition of the dual partition seems to esteem the (increasing) order of components in the sequence, this requirement is not important in this paper. Two dual partitions of an ideal are conventionally identical if the partitions differ only by a re-ordering of the components.

**Theorem 2.1** ([ABC+16]). Any ideal subarrangement $H_I$ is free (in the sense of Terao) with the set of exponents coincides with $\mathcal{DP}(I)$.

**Corollary 2.2** ([ABC+16]). For any ideal $I \subseteq \Phi^+$, the characteristic polynomial $\chi_{H_I}(\Phi, t)$ factors as follows:

$$\chi_{H_I}(\Phi, t) = \prod_{i=1}^{\ell}(t - d_i),$$
where $\mathcal{DP}(I) = (d_1, \ldots, d_\ell)$.

When $\Phi$ is of type $B_\ell$ or $C_\ell$, $\mathcal{DP}(I) = \mathcal{SG}(I)$, while $\mathcal{DP}(I) \neq \mathcal{SG}(I)$ if $\Phi$ is of type $D_\ell$. Also, $\mathcal{SG}(I)$ does not determine $I$, for instance, $I_1 = \{\epsilon_4 - \epsilon_5\}$ and $I_2 = \{\epsilon_4 + \epsilon_5\}$ are distinct ideals of $\Phi^+(D_5)$, but $\mathcal{SG}(I_1) = \mathcal{SG}(I_2) = (0, 0, 0, 1, 0)$.

3. Computation on ideals

In the remainder of the paper, we assume that $\Phi$ is of classical type. We summarize some easy cases that the computation of the characteristic quasi-polynomials is manageable thanks to Corollary 2.2. The minimum period coincides with the LCM-period [KTT10, Remark 3.3]. So the minimum period of $\chi_{\mathcal{S}^q_{\mathcal{I}}}(A_\ell, q)$ is 1 for every $I \subseteq \Phi^+$; hence $\chi_{\mathcal{S}^q_{\mathcal{I}}}(A_\ell, q) = \chi_{\mathcal{H}^q_{\mathcal{I}}}(A_\ell, q)$. For other cases, the minimum period of $\chi_{\mathcal{S}^q_{\mathcal{I}}}(\Phi, q)$ is at most 2; hence we know the 1-constituents: $f_{\mathcal{S}^q_{\mathcal{I}}}(\Phi, t) = \chi_{\mathcal{H}^q_{\mathcal{I}}}(\Phi, t)$. We are left with the task of determining $f_{\mathcal{S}^q_{\mathcal{I}}}(\Phi, t)$, or equivalently, $\chi_{\mathcal{S}^q_{\mathcal{I}}}(\Phi, q)$ when $q$ is even, and $\Phi$ is of type $B$, $C$ or $D$. Turning the problem around, we would like to verify Corollary 2.2 by using the information of ideals via signed graphs without relying on the freeness, which we will do in Theorem 3.12.

3.1. Type $B$ root systems. By [KTT07, Theorem 4.1]², if $\Psi \subset \Phi^+(B_\ell)$, 

$$
\chi_{\mathcal{S}^q_{\mathcal{I}}}(B_\ell, q) = \chi_{\mathcal{T}^q_{\mathcal{I}}}(B_\ell, q).
$$

Let $I$ be an ideal of $\Phi^+(B_\ell)$. Assume that $\mathcal{DP}(I) = \mathcal{SG}(I) = (d_1, \ldots, d_\ell)$. For each $k$ ($1 \leq k \leq \ell$), write $d_k = d_k^{(+)}, d_k^{(-)} + d_k^{(0)}$ for a partition of $d_k$ with

$$
d_k^{(0)} := \begin{cases} 0 & \text{if } \epsilon_k \notin I, \\ 1 & \text{if } \epsilon_k \in I. \end{cases}
$$

$$
d_k^{(\pm)} := \# \{ \epsilon_k \pm \epsilon_j \mid \epsilon_k \pm \epsilon_j \in I \}.
$$

The partitions give a partition of $I$ which we call it the $B$-partition, as follows: $I = I^0 \sqcup I^- \sqcup I^+$, where

$$
I^0 := \{ \epsilon_i \mid \epsilon_i \in I \}
$$

$$
I^\pm := \{ \epsilon_i \pm \epsilon_j \mid \epsilon_i \pm \epsilon_j \in I \}.
$$

²Note that the number $b(q)$ in [KTT07, Theorem 4.1] should be read as $b(q) = \prod_{k=1}^\ell \gcd(q, d_k)$, where $d_k$’s are invariant factors of the matrix $P$. In particular, if $\det(P)$ takes the value in $\{1, 2\}$, then $b(q) = \gcd\{q, \det(P)\}$. Hence [KTT07, Theorem 4.1] is valid if $\Phi$ is a classical root system.
If \( \epsilon_i + \epsilon_j \notin I \) for all \( i, j \) (type \( A \)), then for all \( q \in \mathbb{Z}_{>0} \),

\[
\chi_{T_i}^{\text{quasi}}(B_{\ell}, q) = \prod_{i=1}^{\ell} (q - d_i).
\]

(3.1)

Now assume that some \( \epsilon_i + \epsilon_j \in I \) with \( 1 \leq i < j \leq \ell \). In particular, \( \epsilon_k \in I \) for all \( i \leq k \leq \ell \). Set \( s := \min\{1 \leq k \leq \ell \mid \epsilon_k \in I\} \). Denote \( R := I \setminus \{\epsilon_i - \epsilon_j \in I \mid 1 \leq i < s, i < j \leq \ell\} \). Thus \( R \) is an ideal of the root subsystem of \( \Phi(B_{\ell}) \) of type \( B_{\ell-s+1} \) with a base given by \( \Delta(B_{\ell-s+1}) = \{\alpha_s, \ldots, \alpha_{\ell}\} \). Furthermore, for all \( q \in \mathbb{Z}_{>0} \), we have

\[
\chi_{T_i}^{\text{quasi}}(B_{\ell}, q) = \chi_{T_R}^{\text{quasi}}(B_{\ell-s+1}, q) \cdot \prod_{i=1}^{s-1} (q - d_i).
\]

Then it suffices to consider \( s = 1 \) i.e., \( \epsilon_1 \in I \). For such ideals, \( d_k^{(-)} = \ell - k, d_k^{(0)} = 1 \) for \( 1 \leq k \leq \ell \).

**Lemma 3.1.** Let \( I \) be an ideal of \( \Phi^+(B_{\ell}) \) with \( \epsilon_1 \in I \). Set \( J := I \setminus I^0 \).
(a) \( J \) is an ideal of \( \Phi^+(D_{\ell}) \).
(b) \( DP(J) = (p_1, \ldots, p_\ell) \) with \( p_k = d_k^{(-)} + d_{k-1}^{(+)} \) for all \( 1 \leq k \leq \ell \). Here we agree that \( d_0^{(2)} = 0 \).

**Proof.** The proof of (a) is straightforward by the definition of ideals. The proof of (b) follows from the height placements in Table 1. \( \square \)

**Theorem 3.2.** Under the Lemma 3.1’s assumptions, if \( q \in \mathbb{Z}_{>0} \) is even,

\[
\chi_{T_i}^{\text{quasi}}(B_{\ell}, q) = \chi_{T_j}^{\text{quasi}}(D_{\ell}, q-1) = \prod_{i=1}^{\ell} (q - p_i - 1).
\]

**Proof.** The proof of the first equality is similar to (but more general than) that of [KTT07, Lemma 4.4(11)].
\[
\begin{align*}
&= \# \left\{ (t_1, \ldots, t_\ell) \in \mathbb{Z}^\ell \left| \begin{array}{c}
t_i \neq t_j (1 \leq i < j \leq \ell), \\
t_i + t_j \neq q - 1 (\epsilon_i + \epsilon_j \in I), \\
0 \leq t_i \leq q - 2 (1 \leq i \leq \ell)
\end{array} \right. \right\} \\
&= \# \left\{ u \in (\mathbb{Z}/(q - 1)\mathbb{Z})^\ell \left| \begin{array}{c}
\overline{u_i} \neq \overline{u_j} (1 \leq i < j \leq \ell), \\
\overline{u_i + u_j} \neq \overline{0} (\epsilon_i + \epsilon_j \in J)
\end{array} \right. \right\} \\
&= \chi_{\mathcal{D}_J}^{\text{quasi}}(D_\ell, q - 1).
\end{align*}
\]
We have used the following changes of variables
\[
v_i = z_i - \frac{q}{2} \quad \text{and} \quad t_i = \begin{cases} v_i & \text{if } v_i \geq 0, \\ v_i + q - 1 & \text{if } v_i < 0. \end{cases}
\]
The second equality follows from Lemma 3.1 and Corollary 2.2. \hfill \Box

**Example 3.3.** Table 2 shows the \(B\)-partition of an ideal \(I = \{ \alpha \in \Phi^+(B_5) \mid \text{ht}(\alpha) \leq 7 \} \) (in colored region), with \(I^0, I^-, I^+\) are colored in red, yellow, blue, respectively. Table 3 shows the corresponding partition of the ideal \(J = I \setminus I^0 \) in \(\Phi^+(D_5)\). In this case, \(\mathcal{D}(I) = (7, 5, 3, 1)\) and \(\mathcal{D}(J) = (4, 5, 3, 1)\). Hence for even \(q \in \mathbb{Z}_{>0}\), we have
\[
\chi_{\mathcal{D}_J}^{\text{quasi}}(B_\ell, q) = (q - 2)(q - 4)(q - 5)(q - 6)^2.
\]

| Height | \(\epsilon_1 + \epsilon_2\) | \(\epsilon_1 + \epsilon_3\) |
|--------|------------------|------------------|
| 9      |                  |                  |
| 8      |                  |                  |
| 7      | \(\epsilon_1 + \epsilon_4\) | \(\epsilon_2 + \epsilon_3\) |
| 6      | \(\epsilon_1 + \epsilon_5\) | \(\epsilon_2 + \epsilon_4\) |
| 5      | \(\epsilon_1\) | \(\epsilon_2 + \epsilon_5\) | \(\epsilon_3 + \epsilon_4\) |
| 4      | \(\epsilon_1 - \epsilon_5\) | \(\epsilon_2\) | \(\epsilon_3 + \epsilon_5\) |
| 3      | \(\epsilon_1 - \epsilon_4\) | \(\epsilon_2 - \epsilon_5\) | \(\epsilon_3\) | \(\epsilon_4 + \epsilon_5\) |
| 2      | \(\epsilon_1 - \epsilon_3\) | \(\epsilon_2 - \epsilon_4\) | \(\epsilon_3 - \epsilon_5\) | \(\epsilon_4\) |
| 1      | \(\epsilon_1 - \epsilon_2\) | \(\epsilon_2 - \epsilon_3\) | \(\epsilon_3 - \epsilon_4\) | \(\epsilon_4 - \epsilon_5\) | \(\epsilon_5\) |

**Table 2.** The \(B\)-partition of an ideal \(I\) in \(\Phi^+(B_5)\).

**Remark 3.4.** When \(I = \Phi^+(B_\ell)\), \(\mathcal{D}(I) = (2\ell - 1, 2\ell - 3, \ldots , 3, 1)\) and \(\mathcal{D}(J) = (\ell - 1, 2\ell - 3, \ldots , 3, 1)\). Thus for even \(q \in \mathbb{Z}_{>0}\), we have
\[
\chi_{\Phi^+}^{\text{quasi}}(B_\ell, q) = \chi_{\Phi^+}^{\text{quasi}}(B_\ell, q) = (q - 2)(q - 4) \ldots (q - (2\ell - 2))(q - \ell),
\]
which recovers the result of [KTT07, Theorem 4.8] for type $B$ root systems.

3.2. Type $C$ root systems. By [KTT07, Theorem 4.1], for any $\Psi \subseteq \Phi^+(C_\ell)$ and for even $q \in \mathbb{Z}_{>0}$, we have

$$
\chi_{\Psi}^{\text{quasi}}(C_\ell, q) = \frac{1}{2} \left( \chi_{\Psi}^{\text{quasi}}(C_\ell, q) + F_{\Psi}(C_\ell, q) \right),
$$

$$
F_{\Psi}(C_\ell, q) := \# \{ z \in (\mathbb{Z}/q\mathbb{Z})^\ell \mid z \cdot T_{\Psi} + g \cdot S_{\Psi} \in ((\mathbb{Z}/q\mathbb{Z})^\times)^\Psi \},
$$

where $g := (0, 0, \ldots, 1) \in (\mathbb{Z}/q\mathbb{Z})^\ell$.

Let $I$ be an ideal of $\Phi^+(C_\ell)$ with $\mathcal{DP}(I) = S_G(I) = (d_1, \ldots, d_\ell)$. We need only consider $\epsilon_i + \epsilon_j \in I$ for some $1 \leq i < j \leq \ell$. In particular, $2\epsilon_k \in I$ for all $j \leq k \leq \ell$. Set $s := \min\{1 \leq k \leq \ell \mid 2\epsilon_k \in I\}$. Define $R := I \setminus \{ \epsilon_i \pm \epsilon_j \in I \mid 1 \leq i < s, i < j \leq \ell \}$. Thus $R$ itself is the positive system of a root system of type $C_{\ell-s+1}$ with a base given by $\Delta(C_{\ell-s+1}) = \{ \alpha_s, \ldots, \alpha_\ell \}$. Furthermore, for all $q \in \mathbb{Z}_{>0}$, we have

$$
\chi_{R_{\ell}}^{\text{quasi}}(C_\ell, q) = \chi_{R_{\ell-s+1}}^{\text{quasi}}(C_{\ell-s+1}, q) \cdot \prod_{i=1}^{s-1}(q - d_i),
$$

$$
F_{\ell}(C_\ell, q) = F_{\ell-s+1}(C_{\ell-s+1}, q) \cdot \prod_{i=1}^{s-1}(q - d_i).
$$

Then it suffices to consider $s = 1$ or equivalently, $I = \Phi^+(C_\ell)$. The computations of $\chi_{\Phi^+}^{\text{quasi}}(C_\ell, q)$, $F_{\Phi^+}(C_\ell, q)$ and $\chi_{S_{\Phi^+}}^{\text{quasi}}(C_\ell, q)$ were already done.
in [KTT07, Theorem 4.7 and §4.3]. More direct computations are also obtainable. For instance, when $q$ is even, we have

$$
\chi_{\text{quasi}}^{T_0}(C_\ell, q) = \# \{ z \in (\mathbb{Z}/q\mathbb{Z})^\ell \mid z_i \notin \{0, q/2, \pm \frac{z_j}{2}\}, 1 \leq i < j \leq \ell \}
= \prod_{i=1}^{\ell} (q - (d_i + 1)).
$$

**Example 3.5.** Table 4 shows an example of an ideal $I \subseteq \Phi^+(C_5)$ (in enclosed region). In this case, $\mathcal{DP}(I) = (4, 6, 5, 3, 1)$. Hence for even $q \in \mathbb{Z}_{>0}$, we have

$$
\chi_{\text{quasi}}^{S^\ell}(C_\ell, q) = (q - 6)^2(q - 4)^2(q - 2),
F_{\Phi^+}(C_\ell, q) = (q - 6)(q - 4)^2(q - 2)q,
$$

**Table 4.** An ideal $I$ in $\Phi^+(C_5)$.

| Height | $D_{\mathcal{P}(I)}$ |
|--------|-------------------|
| 9      | $2\epsilon_1$    |
| 8      | $\epsilon_1 + \epsilon_2$ |
| 7      | $\epsilon_1 + \epsilon_3$ |
| 6      | $\epsilon_1 + \epsilon_4$ |
| 5      | $\epsilon_2 + \epsilon_4$ |
| 4      | $\epsilon_1 - \epsilon_5$ |
| 3      | $\epsilon_2 - \epsilon_4$ |
| 2      | $\epsilon_1 - \epsilon_3$ |
| 1      | $\epsilon_1 - \epsilon_2$ |

3.3. **Type D root systems.** The computation on this type requires a bit more effort. By [KTT07, Theorem 4.1], if $\Psi \subseteq \Phi^+(D_\ell)$ and $q$ is even,

$$
\chi_{\text{quasi}}^{S_\Psi}(D_\ell, q) = \frac{1}{2} \left( \chi_{\text{quasi}}^{T_0}(D_\ell, q) + F_\Psi(D_\ell, q) \right),
$$

$$
F_\Psi(D_\ell, q) := \# \{ z \in (\mathbb{Z}/q\mathbb{Z})^\ell \mid z \cdot T_\Psi + g \cdot S_\Psi \in ((\mathbb{Z}/q\mathbb{Z})^\times)^\#_\Psi \},
g := (0, 0, \ldots, 1) \in (\mathbb{Z}/q\mathbb{Z})^\ell.
Let $I$ be an ideal of $\Phi^+(D_\ell)$. We need only consider $\epsilon_i + \epsilon_j \in I$ for some $1 \leq i < j \leq \ell$. In particular, $\epsilon_{\ell-1} + \epsilon_\ell \in I$. Define
\begin{equation}
 s := \min\{2 \leq k \leq \ell \mid \epsilon_{k-1} + \epsilon_k \in I\}.
\end{equation}
If $\epsilon_{\ell-1} - \epsilon_\ell \notin I$, we must have $s = \ell$. Then the computation can be reduced (up to a bijection) to that on the type $A$ root systems, which can be done easily. Suppose henceforth that $\epsilon_{\ell-1} - \epsilon_\ell \in I$, and set
\[ r := \min\{1 \leq k \leq \ell \mid \epsilon_k + \epsilon_\ell \in I \text{ and } \epsilon_k - \epsilon_\ell \in I\}. \]
Obviously, $r \leq s - 1$. Assume that $SG(I) = (p_1, \ldots, p_r)$ with for each $i$
\begin{equation}
 p_i = \#\{\epsilon_i - \mu_{i,j} \epsilon_j \in I \mid \mu_{i,j} \in \{\pm 1\}\}.
\end{equation}
Define $R := I \setminus \{\epsilon_i \pm \epsilon_j \in I \mid 1 \leq i < r, i < j \leq \ell\}$. Thus $R$ is an ideal of the root subsystem of $\Phi(D_\ell)$ of type $D_{\ell-r+1}$ with a base given by $\Delta(D_{\ell-r+1}) = \{\alpha_r, \ldots, \alpha_\ell\}$. Furthermore, for all $q \in \mathbb{Z}_{>0}$, we have
\[ \chi_{\ell,i}^{\text{quasi}}(D_\ell, q) = \chi_{\ell,i}^{\text{quasi}}(D_{\ell-r+1}, q) \cdot \prod_{i=1}^{r-1} (q - p_i), \]
\[ F_I(D_\ell, q) = F_R(D_{\ell-r+1}, q) \cdot \prod_{i=1}^{r-1} (q - p_i). \]
Then it suffices to consider $r = 1$ i.e., $\epsilon_1 \pm \epsilon_\ell \in I$. For such ideals, $p_i^{(-)} = p_{i+1}^{(-)} + 1 = \ell - i$ for $1 \leq i \leq \ell - 1$. Moreover, the subset $\{\epsilon_i \pm \epsilon_j \mid s - 1 \leq i < j \leq \ell\} \subseteq I$ is the positive system of a root subsystem of $\Phi(D_\ell)$ of type $D_{\ell-s+2}$. Thus $p_i \leq p_{i+1} + 1$, $p_i^{(+)} \leq p_{i+1}^{(+)}$ for all $1 \leq i \leq s - 3$, and $p_i + 2 = p_{i-1}$ for $s \leq i \leq \ell$. We will need the following lemma.

**Lemma 3.6.** Let $\Psi$ be a subset of $\Phi^+(B_\ell)$ such that $\{\epsilon_i \pm \epsilon_j \mid s - 1 \leq i < j \leq \ell\} \subseteq \Psi$ for some $2 \leq s \leq \ell$. Assume that $SG(\Psi) = (p_1, \ldots, p_s)$ with $p_i \leq p_{i+1} + 1$ for all $1 \leq i \leq s - 3$. Then $\Psi$ is an ideal of $\Phi^+(B_\ell)$.

**Proof.** For $\beta_1, \beta_2 \in \Phi^+(B_\ell)$, $\beta_1 \geq \beta_2$, $\beta_1 \in \Psi$, we will prove that $\beta_2 \in \Psi$. Note that for each $\beta \in \Phi^+(B_\ell)$, we have $\#\{\gamma \in \Phi^+(B_\ell) \mid \beta - \gamma \in \Delta(B_\ell)\} \leq 2$. Since $\beta_1 \geq \beta_2$, there exists a path in the Hasse diagram of $\Phi^+(B_\ell)$ connecting $\beta_1$ and $\beta_2$. It follows that this path must lie entirely within $\Psi$, yielding $\beta_2 \in \Psi$. \hfill \square

Let $\Pi$ be an irreducible root system of type $B_{\ell-1}$ with a base given by $\Delta = \{\alpha_i = \epsilon_i - \epsilon_{i+1} \mid 1 \leq i \leq \ell - 2\}$, $\alpha_{\ell-1} = 1$. We define a sequence of subsets $\{U_k\}_{k=1}^\ell$ (depending on $I$) of $\Pi^+(B_{\ell-1})$ classified into two types as follows:

\footnote{This fact is true for any root system, which is a consequence of, e.g., [Som05, Lemma 3.2].}
(i) Type I, 
\[ \mathcal{S}_G(U_k) = (p_1, \ldots, p_{k-1}, \hat{p}_k, p_{k+1} + 1, \ldots, p_{\ell} + 1), \]
for \( 1 \leq k \leq s - 2 \). Here \( \hat{p}_k \) means omission.

(ii) Type II, 
\[ \mathcal{S}_G(U_k) = (p_1 - \tau_{1,k}, \ldots, p_{s-2} - \tau_{s-2,k}, p_{s-1} - 1, \ldots, p_{\ell - 1} - 1), \]
for \( s - 1 \leq k \leq \ell, 1 \leq n \leq s - 2 \), with
\[ \tau_{n,k} := \begin{cases} 0 & \text{if } \epsilon_n + \epsilon_k \notin I \\ 1 & \text{if } \epsilon_n + \epsilon_k \in I. \end{cases} \]

It is easily seen that \( \tau_{n,k} \leq \tau_{n+1,k} \) (as well as \( \tau_{n,k} \leq \tau_{n,k+1} \)), hence \( p_n - \tau_{n,k} \leq p_{n+1} - \tau_{n+1,k} + 1 \) for all \( 1 \leq n \leq s - 3 \). By Lemma 3.6, the subsets \( \{U_k\}_{k=1}^{\ell} \) are indeed ideals of \( \Pi^+(B_{\ell-1}) \). We also define
\[ K := I \cup \{ \epsilon_k | 1 \leq k \leq \ell \}. \]

Then again by Lemma 3.6, \( K \) is an ideal of \( \Phi^+(B_{\ell}) \) with
\[ \mathcal{S}_G(K) = (p_1 + 1, p_2 + 1, \ldots, p_{\ell} + 1). \]

The following result is a generalization of [KTT07, Lemma 4.4(12)].

Lemma 3.7. Let \( I \) be an ideal of \( \Phi^+(D_{\ell}) \) so that \( \epsilon_1 \pm \epsilon_\ell \in I \). For all \( q \in \mathbb{Z}_{>0} \), we have
\[ \chi_{T_I}^{\text{quasi}}(D_{\ell}, q) = \sum_{k=1}^{\ell} \chi_{T_{U_k}}^{\text{quasi}}(B_{\ell-1}, q) + \chi_{T_K}^{\text{quasi}}(B_{\ell}, q), \]
where \( U_k \) and \( K \) are defined in (3.5), (3.6), (3.7).

Proof. With the notion of contraction lists (e.g., [Tra18, Section 2]), we can write \( \chi_{T_{U_k}}^{\text{quasi}}(B_{\ell-1}, q) = \chi_{A_k}^{\text{quasi}}(B_{\ell}, q) \) with \( A_k := T_{I \cup \{\epsilon_\ell, \epsilon_\ell \}} / T_{\{\epsilon_k\}} \) for \( 1 \leq k \leq \ell \). For all \( q \in \mathbb{Z}_{>0} \), by applying the Deletion-Contraction formula [Tra18, Theorem 3.5] recursively, we get
\begin{align*}
\chi_{T_I}^{\text{quasi}}(D_{\ell}, q) &= \chi_{T_{U_\ell}}^{\text{quasi}}(B_{\ell-1}, q) + \chi_{T_{U_\ell \cup \{\epsilon_\ell\}}}^{\text{quasi}}(B_{\ell}, q) \\
&= \chi_{T_{U_\ell}}^{\text{quasi}}(B_{\ell-1}, q) + \chi_{T_{U_{\ell-1}}}^{\text{quasi}}(B_{\ell-1}, q) + \chi_{T_{I \cup \{\epsilon_\ell, \epsilon_{\ell-1}\}}}^{\text{quasi}}(B_{\ell}, q) \\
&= \ldots \\
&= \sum_{k=1}^{\ell} \chi_{T_{U_k}}^{\text{quasi}}(B_{\ell-1}, q) + \chi_{T_K}^{\text{quasi}}(B_{\ell}, q). 
\end{align*}

In Lemma 3.8 and Theorem 3.9 below, we use the same assumption and notation as in Lemma 3.7.
Lemma 3.8. For even \( q \in \mathbb{Z}_{>0} \), we have

\[
F_I(D_\ell, q) = F_{I \cup \{2e_1, \ldots, 2e_\ell\}}(C_\ell, q) = \prod_{i=1}^{\ell}(q - p_i).
\]

Proof. This follows from the height placements in Table 1. \( \square \)

Theorem 3.9. For even \( q \in \mathbb{Z}_{>0} \), we have

\[
\chi_{\mathcal{S}_I}^{\text{quasi}}(D_\ell, q) = \frac{1}{2} \left( \sum_{k=1}^{\ell} \chi_{\mathcal{S}_{U_k}}^{\text{quasi}}(B_{\ell-1}, q) + \chi_{\mathcal{S}}^{\text{quasi}}(B_{\ell}, q) + \prod_{i=1}^{\ell}(q - p_i) \right).
\]

Proof. This follows from formula (3.2), and Lemmas 3.7, 3.8. \( \square \)

Example 3.10. Table 6 shows an example of the ideal \( I = \{ \alpha \in \Phi^+(D_5) \mid \text{ht}(\alpha) \leq 6 \} \) (in colored region), with positive roots contributing to \( p_1, p_2, p_3, p_4 \) are colored in green, yellow, blue, red, respectively. In this case, \( s = 2 \) since \( \epsilon_2 + \epsilon_3 \in I \), but \( \epsilon_1 + \epsilon_2 \notin I \). We have \( \mathcal{S}(I) = (7, 6, 4, 2, 0) \), and the computation on the ideals \( K \) and \( U_k \) for even \( q \in \mathbb{Z}_{>0} \) is given in Table 5. By Theorem 3.9, for even \( q \in \mathbb{Z}_{>0} \), we have

\[
\chi_{\mathcal{S}_I}^{\text{quasi}}(D_\ell, q) = (q - 2)(q - 4)(q^3 - 13q^2 + 51q - 51).
\]

| Ideals | \( \mathcal{D} \)  |
|--------|-----------------|
| \( K \) | \((8, 7, 5, 3, 1)\) | \(7, 6, 5, 4, 2\) |
| \( U_1, U_2 \) | \((7, 5, 3, 1)\) | \(6, 4, 4, 2\) |
| \( U_3, U_4, U_5 \) | \((6, 5, 3, 1)\) | \(5, 4, 4, 2\) |

Table 5. Computation of Example 3.10.

Remark 3.11. When \( I = \Phi^+(D_\ell) \), \( \mathcal{S}(I) = (2\ell - 2, 2\ell - 4, \ldots, 2, 0) \), \( \mathcal{D}(I) = (\ell - 1, 2\ell - 3, \ldots, 3, 1) \), \( \mathcal{D}(K) = (2\ell - 1, 2\ell - 3, \ldots, 3, 1) \), and \( \mathcal{D}(U_k) = (2\ell - 3, \ldots, 3, 1) \) for all \( 1 \leq k \leq \ell \). Note that \( s = 2 \), so there is no ideal \( U_k \) of type I. Then by Lemma 3.7, for odd \( q \in \mathbb{Z}_{>0} \)

\[
\chi_{\mathcal{S}_{\Phi^+}}^{\text{quasi}}(D_\ell, q) = \chi_{\mathcal{S}_{\Phi^+}}^{\text{quasi}}(D_\ell, q) = (q - 1)(q - 3)\ldots(q - (2\ell - 3))(q - (\ell - 1)),
\]

which agrees with Corollary 2.2. Moreover, for even \( q \in \mathbb{Z}_{>0} \)

\[
\chi_{\mathcal{S}_{\Phi^+}}^{\text{quasi}}(D_\ell, q) = (q - 2)(q - 4)\ldots(q - (2\ell - 4)) \left( q^2 - 2(\ell - 1)q + \frac{\ell(\ell - 1)}{2} \right),
\]

which recovers the result of [KTT07, Theorem 4.8] for type \( D \) root systems.
Characteristic quasi-polynomials of ideals

With a recent study on characteristic quasi-polynomials and toric arrangements [LTY17, Corollary 5.6], our computation gives a full description of the characteristic polynomials of the toric arrangements defined by the ideals. We complete this section by giving a direct verification of Corollary 2.2 when $\Phi$ is any classical root system. We restrict the discussion to type $D$ root systems as the other cases are easy. For any ideal $I \subseteq \Phi^+(D_\ell)$, we write

\[ p_i = p_i^{(+)} + p_i^{(-)}, \]

where, $p_i^{(\pm)} = \# \{ \epsilon_i \pm \epsilon_j \mid \epsilon_i \pm \epsilon_j \in I \}$, for each $1 \leq i \leq \ell$. It is easily seen that $D\mathcal{P}(I) = (d_1, \ldots, d_\ell)$ with

\[ d_i = p_i^{(-)} + p_{i-1}^{(+)}. \]

Here we agree that $p_0^{(+)} = 0$.

**Theorem 3.12.** Let $I$ be an ideal of $\Phi^+(D_\ell)$. For odd $q \in \mathbb{Z}_{>0}$, we have

\[ \chi_{quasi}^{(D_\ell, q)} = \prod_{i=1}^{\ell} (q - d_i). \]

**Proof.** It suffices to prove Theorem 3.12 when $\epsilon_1 \pm \epsilon_\ell \in I$, as the other cases are straightforward. For such ideals, $d_1 = \ell - 1$, $d_i = p_i^{(-)} + p_{i-1}^{(+)} = p_{i-1} - 1$ for all $2 \leq i \leq \ell$. We recall the notation of the parameter $s$ defined in (3.3) that $s = \min \{ 2 \leq k \leq \ell \mid \epsilon_{k-1} + \epsilon_k \in I \}$. It follows from Lemma 3.7 and Remark 3.11 that both sides of (3.9) are divisible by $\prod_{i=s}^{\ell} (q - p_{i-1} + 1)$. Hence we need only prove the following:

\[ A + B + C = (q - \ell + 1) \prod_{i=2}^{s-1} (q - p_{i-1} + 1), \]
where

\[ A := \prod_{i=1}^{s-1} (q - p_i - 1), \]

\[ B := \sum_{k=1}^{s-2} (q - p_1) \cdots (q - p_{k-1})(q - p_{k+1} - 1) \cdots (q - p_{s-1} - 1), \]

\[ C = \sum_{k=s-1}^{\ell} C_k, \quad \text{with} \quad C_k := \prod_{n=1}^{s-2} (q - p_n + \tau_{n,k}), \]

and \( \tau_{n,k} \) is defined in (3.6). Since \( \tau_{n,s-1} = 0 \) for all \( 1 \leq n \leq s - 2 \), \( C_{s-1} = \prod_{n=1}^{s-2} (q - p_i) \). It is routine to check that

\[ A + B + C_{s-1} = \prod_{i=1}^{s-1} (q - p_i). \quad (3.11) \]

Write \( M_{\tau} = [\tau_{n,k}] \) for a matrix of size \( (s - 2) \times (\ell - s + 1) \) whose entries are the \( \tau_{n,k} \)'s (the columns indexed by the set \( \{s, \ldots, \ell\} \)). Then

\[
M_{\tau} = \begin{bmatrix}
0 & \cdots & 0 & \cdots & 0 & 1 & \cdots & 1 \\
0 & \cdots & 0 & \cdots & 1 & 1 & \cdots & 1 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & \cdots & \cdots & 1 & 1
\end{bmatrix},
\]

with the number of 1’s on the \( n \)-th row is exactly \( p_{n}(+) \), and the entries on the \( k \)-th column contribute to the evaluation of \( C_k \). Thus

\[ \sum_{k=s}^{\ell} C_k = \sum_{n=0}^{s-2} \left( p_{n+1}^{(+)} - p_n^{(+)} \right) \prod_{i=1}^{n} (q - p_i) \prod_{i=n+1}^{s-2} (q - p_i + 1). \quad (3.12) \]

Now combining (3.11) and (3.12) with a rigorous check, we obtain (3.10).
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