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In order to further improve the technical level of data cleaning and data mining and better avoid the defects of uncertain knowledge expression in traditional Bayesian networks, a Bayesian network algorithm based on combined data cleaning and mining technology is proposed, and a manual functional data cleaning architecture based on Hadoop is constructed. The results show that the traditional neighbor sorting algorithm with window size of 5 takes the least time to process the same amount of data. The nearest neighbor sorting algorithm with window size 7 is always the longest. The time consumption of the nonfixed window nearest neighbor sorting algorithm is similar to that of the traditional nearest neighbor sorting algorithm with a window size of 5. However, with the increase of data volume, the consumption time increases rapidly until it approaches the consumption time of the traditional sorting nearest neighbor algorithm with window size of 7. Therefore, the algorithm can improve the precision of data cleaning at the expense of cleaning speed, which proves that the artificial intelligence architecture based on combined data significantly improves the efficiency of the algorithm and can effectively analyze and process large data sets.

1. Introduction

The emergence of the Big Age has almost completely changed the outlook for many industries. In addition, the emergence and popularity of intelligent technology have made data storage and data mining even more important; in such cases, data cleaning improves the good information data in big data and helps businesses and users to get more important information. [1]. Therefore, in order to improve the efficiency and quality of data maintenance based on Bayesian networks, this article has established a Bayesian networking organization algorithm based on a combination of data cleaning and deleting technology and manual data cleaning. Hadoop’s to improve the performance of big data.

2. Literature Review

Feng, L. believed that foreign research on data laundering, such as by adjusting the security number in the USA, first appeared in the USA. In the USA, data and business development has boosted research in this area of technology. Research is focused on the detection and removal of abnormal data [2]. Yang, Z. believes that for numerical attributes, abnormal data can be detected and eliminated by comparing the set confidence interval with statistical methods of calculating field mean and standard deviation. For character attributes, common methods include data mining for anomaly detection, clustering based editing distance method, pattern learning based method, and association rule method [3]. Wu, H. D. considers identifying and removing similar information. This procedure is to remove similar equations. The search and removal of similar data is a research focus on data cleaning [4]. Zhou, Y. believes that in the process of integrating different systems, there will be a large number of similar and repeated records, and these information may appear redundant or even contradictory. Field matching and record matching are commonly used to determine whether two records are similar and duplicate [5]. Wu, L. believes that currently, the more commonly used field matching algorithms include basic field matching algorithm, recursive field matching algorithm, and algorithm. The commonly used record matching algorithms are basic neighbor
sorting algorithm its several improved algorithms, such as multineighbor sorting method and priority queue algorithm. Data integration is the primary consideration of data cleaning in data warehouse. It is mainly to map the structure and data in data source to the target structure and domain [6].

Scanagatta, M. believes that the research on data cleaning started late in China, especially the linguistic differences between English and Chinese, resulting in the inability of English-based data cleaning technology to be fully applicable to the situation in China [7]. Costa, G. believes that in recent years, more and more attention has been paid to the research of data cleaning technology in China, and some achievements have been made. For example, the similar duplicate record detection method and the comprehensive multilanguage data duplicate record detection method proposed by the professor team of Fudan University are relatively efficient methods to detect and eliminate similar duplicate records. In terms of data cleaning in the process of data integration, Professor Qing’s team from Peking University solved the problem of data cleaning in the process of data conversion [8]. Iwakami, Y. believes that due to the lack of theoretical research on Chinese data cleaning, Chinese data cleaning tools are rarely seen in the market and seldom applied to engineering projects, resulting in the current situation of single data cleaning function, poor scalability, and universality in engineering. In general, the research on Chinese data cleaning in China is still in the initial stage [9].

3. Related Theories and Techniques

3.1. Bayes’ Theorem. In terms of the result of something happening, the base parameter is considered a random variable, not a fixed number. In the absence of events, the parameter can be obtained from the previous distribution, and if there is a new condition, the parameter can be further modified as received. Thus, the occurrence of random events A and B can be calculated. The causal event is for event A and event B, and the event’s \( P(A|B) \) indicates the probability that incident A will occur in event B. Co-probability: The combination can be represented by \( P(A, B) \) or \( P(AB) \) [10], the probability that event A will occur, such as event B. Edge event: The edge result is the result of a single event A or only B, which can be expressed as \( P(A) \) and \( P(B) \).

Bayes’ theorem can be derived from the above relevant knowledge, and the joint probability can be expressed as

\[
P(A, B) = P(A|B)P(B) = P(B|A)P(A). \tag{1}
\]

When on the right side of the equation is divided by \( P(B) \), Bayes’ theorem can be obtained, that is, the expression of the conditional probability \( P(A|B) \)

\[
P(A|B) = \frac{P(B|A)P(A)}{P(B)}. \tag{2}
\]

If it is difficult to directly calculate the probability of \( P(B) \) for event B, the method of total probability can be used to calculate it. Event B is decomposed into several small events, and the probability of event B is obtained by summing the probabilities of the small events. When event B is decomposed, event B is not decomposed directly, but the sample space is divided into \( A_1, A_2, A_3, \cdots \). An event, and \( A_1, A_2, A_3, \cdots \), constitutes a complete event; that is, two of them do not intersect each other, and their sum is universal [11]. Thus, event B can be defined by events \( B_1, B_2, \cdots, B_n \). When each event \( A_i \) occurs leading to the probability of event B occurs is \( P(B|A_i) \), event B can be expressed as

\[
P(B) = \sum_{i=1}^{n} P(B|A_i)P(A_i). \tag{3}
\]

Then, Bayes’ theorem can be expressed as

\[
P(A_i|B) = \frac{P(A_i)P(B|A_i)}{\sum_j P(A_j)P(B|A_j)}. \tag{4}
\]

In the above formula, \( A_i \) is the cause of event B, and \( P(A_i) \) represents the probability of occurrence of various causes, namely, prior probability or edge probability. \( P(B|A_i) \) is that after event \( A \) occurs, the prior probability is modified, which is the posterior probability, or the conditional probability.

3.2. Bayesian Network. Bayesian network consists of directed acyclic graph and conditional probability table, as shown in Figure 1. Where directed acyclic graph is denoted as \( G(V, E) \), node V in the graph represents random variable, and edge E represents the dependence between nodes. For example, \( V_1 \rightarrow V_2 \) indicates that the occurrence of node \( V_1 \) will lead to the occurrence of node \( V_2 \). \( V_1, V_2 \rightarrow V_3 \), indicating that the simultaneous occurrence of node \( V_1, V_2 \) and \( V_2 \) leads to the occurrence of node 3. Bayesian network considers that the current node is only dependent on its parent node and is independent of other node conditions. The conditional probability table stores the probability of occurrence of the current node under different parent nodes, as shown in Tables 1, 2, and 3. The strength of dependence between nodes can be expressed through conditional probability [12]. Variables in Bayesian networks can be either continuous variables or discrete variables. This paper mainly discusses Bayesian network learning about discrete variables.

The probability of Bayesian networks can calculate the probability of any sample point in a discrete space. The characteristic of Bayesian networks is that they explicitly express conditional independence and dependence between events. The joint probabilities of all \( N \) variables in the network can be obtained by multiplying their local conditional probabilities, as shown in the following formula:

\[
P(X_1, \cdots, X_n) = \prod_{i=1}^{n} P(X_i|\pi_i). \tag{5}
\]

Therefore, any form of \( P(A|B) \) probability can be determined, where \( A \) and \( B \) are sets of variables with known values.
can be seen from Formula (6), it is to find a method to calculate $P(G, D)$ [14]. In a given $G$ Bayesian network structure, and assuming that the independent occurrences and conditional probability density function $f(GP | G)$ are uniform, Formula (7) can be obtained by derivation.

$$\frac{P(G_1)}{P(G_2)} = \frac{P(G_1, D)}{P(G_2, D)}.$$  

$$P(G, D) = P(G) \prod_{i=1}^{n} \prod_{j=1}^{q_i} \frac{(r_i - 1)!}{(N_{i} + r_i - 1)!} \prod_{k=1}^{r_i} N_{ijk}!.$$  

where $N$ is the number of nodes; $r_i$ is the number of random variable $X_i$; $Q_i$ is the number of values of the parent node set $\pi(I)$ of the random variable $X_i$; $N_{ijk}$ is the number of samples in which the random variable $X_i$ takes the $KTH$ value and the parent node takes the $JTH$ value. By $K2$ algorithm, assuming that each network structure $G$ is equally possible, then $P(G)$ can be regarded as a constant and adopts greedy method to maximize $P(G, D)$. Each node and its parent node set are regarded as a local structure, and Equation (8) can be regarded as the product of scores of $n$ local structures of equation; that is, each local structure can be calculated by the following equation:

$$g(X_i, \pi(i)) = \prod_{j=1}^{q_i} \frac{(r_i - 1)!}{(N_{i} + r_i - 1)!} \prod_{k=1}^{r_i} N_{ijk}!.$$  

The $K2$ algorithm starts by assuming that the node lacks a parent, and then, at each step it adds a parent that increases the value of $g(X_i, \pi(I))$. $K2$ stops adding the parent set to the node when the added parent can no longer increase $g(X_i, \pi(I))$. $K2$ algorithm can obtain relatively accurate Bayesian network structure by learning in big data sets. However, it can be seen from the above description that $K2$ algorithm uses scoring function to calculate each searched structure, with high calculation intensity and low learning efficiency in big data sets [15]. Aiming at this problem, this paper improves the $K2$ algorithm by reducing the $K2$ scoring function, reducing the calculation intensity and improving its learning efficiency.

### 3.3. Bayesian Network Learning

#### 3.3.1. Bayesian Network Structure Learning

At present, Bayesian structure learning is divided into dependency based Bayesian network structure learning and scoring based Bayesian network structure learning [13]. (1) The method based on the dependence relationship is mainly to judge the dependence relationship between variables through the conditional independence. If two variables are independent of each other, there will be no dependence relationship; otherwise, there will be, and the method to judge the dependence relationship between variables is mainly mutual information or conditional mutual information. (2) Based on the scoring search method, this method mainly scores the network structure searched to learn the Bayesian network.

This paper mainly uses the second method to construct Bayesian network, and $K2$ is a classical scoring search algorithm. After a given database $D$, the algorithm is used to search with maximum probability $P(G) | DG$ of Bayesian network structure. Assuming two network structures, $G_1$ and $G_2$, the scoring function is used to compare the probability of learning $G_1$ and $G_2$ structure for database $D$. As

#### 3.3.2. Bayesian Network Parameter Learning

Bayesian network parameter learning is to learn the conditional probability table of each node when the structure of Bayesian network is known. The classic method of parameter learning is maximum likelihood estimation algorithm, which is also used in this paper for parameter learning. The following focuses on the method of maximum likelihood estimation. Maximum likelihood estimation takes likelihood function as optimization objective, and the process of parameter estimation can be regarded as optimization process. This parameter is the most likely set of parameters if it makes the data most likely to occur. The likelihood function obtained by discrete random function is the probability of getting this sample. Since each sample is independent, the probability of the sample can be obtained by multiplying
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**Figure 1:** Bayesian network $G$. 

| True     | False |
|----------|-------|
| 0.4      | 0.6   |

**Table 1:** Conditional probability table of node $V1$.

| $V1$ | $V2 = True$ | $V2 = False$ |
|------|-------------|--------------|
| True | 0.6         | 0.4          |
| False| 0.5         | 0.5          |

**Table 2:** Conditional probability table of node $V2$.

| $V1$ | $V2 = True$ | $V2 = False$ |
|------|-------------|--------------|
| True | 0.2         | 0.8          |
| True | 0.3         | 0.7          |
| False| 0.9         | 0.1          |
| False| 0.4         | 0.6          |

**Table 3:** Node 3 conditional probability table.
the probability of each sample, which is the likelihood function [16]. When a given output \( x \), for likelihood function of parameter theta \( L(\theta \mid x) \), theta is equal to the given parameters in numerical variable \( x \) probability:

\[
L(\theta \mid x) = P(X = x \mid \theta).
\]  

(9)

Let us take a simple example. First, assume that the random variable \( X \) is a trivariate distribution, and the variables are randomly 0, 1, 2. The probability distribution of \( X \) is shown in Table 4:

The unknown quantity is in it. The sample value \( X \) is maximum. The probability distribution table of random variable \( X \) is shown in Table 4:

\[
L(\theta) = \theta(1 - 2\theta)\theta\theta(1 - 2\theta) = \theta^4(1 - 2\theta)^2.
\]

(10)

So the logarithm function is zero.

\[
L(\theta) = 4 \ln \theta + 2 \ln (1 - 2\theta).
\]

(11)

Finally, the maximum likelihood estimate is \( \frac{1}{3} \). The above method is extended to Bayesian networks, one consisting of \( N \) variables:

\[
X = \{X_1, X_2, \cdots, X_n\}.
\]

(12)

A Bayesian network \( B \):

\[
\theta = \{\theta_1, \theta_2, \cdots, \theta_n\}.
\]

(13)

It is a set of conditional probability distribution tables, where

\[
\theta_{ik}, \; i = 1, 2, \cdots, n.
\]

(14)

The above equation is the conditional probability distribution table of random variable \( X_i \), and then, each term in \( \theta \) is

\[
\theta_{ik} = P(X_i = k \mid \pi(X_i) = j).
\]

(15)

When Formula (16) is satisfied, the likelihood function is maximum.

\[
\theta_{ijk} = \frac{m_{ijk}}{\sum_{k=1}^{m} m_{ijk}},
\]

(16)

where \( m_{ijk} \) represents the number of samples when the random variable takes the first value \( k \) in the data and its parent node takes a value \( j \). The conditional probability parameters of nodes can be obtained by calculating the frequency of different values of nodes when the values of the given parent node set are calculated [17].

4. Hadoop-Based Manual Functional Data Cleaning Architecture

4.1. Introduction to Experimental Data. The data set of this paper is the user click log data of cloud themed products of a website. The data set contains more than 1.4 million click logs during the campaign. At the same time, it provides the corresponding relationship between commodities and themes and the purchase logs of users in the month before the activity. Based on the above situation, this paper uses relevant technologies of big data Hadoop platform and data cleaning algorithm to clean log data.

4.1.1. Data Set Information. The data set contains fields and definitions as shown in Table 5.

| \( X \) | \( O \) | 1 | 2 |
|---|---|---|---|
| \( p \) | \( \theta \) | \( 1-2\theta \) | \( \theta \) |

4.1.2. Data Set Characteristics. Log data is included in the category of big data, and the 5V features of big data are also the general feature of log data. The five V characteristics of big data, respectively, are as follows:

(1) Volume: According to IDC, up to 8ZB of data are generated globally every year

(2) Variety: Common texts, images, audio and logs, videos, and blogs

(3) Velocity: The speed of massive data leads to the rapid growth of data

(4) Value: Low value density. For example, only one or two frames of a video may be useful

(5) Veracity: Four other features of data determine the uncertainty of data

Log big data not only meets the 5V features of big data, but also because of the uncertainty and periodicity of the network itself, as well as the multiple sources, wide range, and contents of log data, no special cleaning protocol can be used. Log data has its own unique characteristics:

(1) Large amount of data. Log data is generated whenever a user accesses it 24 hours a day. And there is the backup data of the server itself. Moreover, the amount of data is huge, and the growth rate of data is extremely fast

(2) Universality. Log is to record the website, software, and other basic information carrier

(3) Variability. The purchasing power of users varies with seasonal and climatic changes

(4) Diversity. Different companies, different products, different formats stored in servers, different attributes, and different record names, result in data diversity because this information can be set artificially [18]

Based on the above analysis, it can be seen that the main causes of dirty data in log data are as follows: hardware and
network transmission. If the network signal is poor, some records may be lost; data comes from multiple data sources; and the same data may exist in multiple systems. Inconsistent storage standards in different systems will lead to repeated data and inconsistent data in the process of system data integration. Duplicate records cause data redundancy, waste of storage space, and bandwidth consumption, and affect the effect of subsequent data processing. The log generation process determines less inconsistent data than other types of data. Therefore, the main problem existing in the subsequent use of log data is data duplication [19].

4.2. Experimental Environment Construction. Hadoop cluster is running on Linux system, using CentOS7 version. Hadoop version is Hadoop2.7. Zookeeper is installed first. Due to the half-alive, half-agreed, and half-elected mechanisms of Zookeeper, cluster deployment uses three VMS to build a fully distributed Hadoop cluster. A Hadoop cluster consists of Namenode nodes and Datanodes. Namenode stores metadata and manages the running of Datanodes. The other two VMS are Datanodes, which store real data in blocks. The host name settings are shown in Table 6.

A Hadoop cluster needs to be managed by a Zookeeper cluster. Therefore, a Zookeeper cluster needs to be set up first, and then, a Hadoop cluster needs to be set up after the Zookeeper cluster is successfully set up.

(1) The process for setting up a Zookeeper cluster environment is as follows:

(i) Configure the host file: corresponding to the above host name

(ii) Install JDK: JDK1.8. Edit the /etc/profile file: mainly set the path of the JDK. After editing, use the source /etc/profile command to make the configuration changes take effect immediately. Use the java-version command to view the JDK version information. If 1.8.0 is displayed, the configuration is successful

(iii) Configure password-free SSH login

To facilitate the primary node to control other secondary nodes and avoid the need for continuous password authentication every time when establishing a connection between nodes, you can configure SSH on each machine to use password-free public key authentication. The configuration is as follows: Run the ssh-keygen command on centos1 to generate public and private keys. Send the public key to the remote machine: ssh-copy-id root@centos1/centos2/centos3.

(iv) Installing and configuring Hadoop

| Table 5: Fields contained in data set. |
|--------------------------------------|
| The field name | The field type | Field meaning |
| user_id | String | User ID after MD5 |
| theme_id | String | ThemeID |
| item_id | String | Item ID after MD5 |
| clk_cnt | int | The number of times a user clicks on a product on the current page |
| cate_level_id | String | ID of the highest-level category corresponding to an ITEM after MD5 |
| leaf_cate_id | String | Lowest level category ID of an ITEM after MD5 |
| reach_time | String | User arrival time on the page |

| Table 6: Host name settings. |
|-------------------------------|
| The name of the machine | The IP address |
| centos 1 | 192.168.175.129 |
| centos 2 | 192.168.175.130 |
| centos 3 | 192.168.175.131 |

| Table 7: Configuration of Zookeeper storage parameters. |
|--------------------------------------------------------|
| The device name | Storage parameter configuration |
| server.1 | 192.1 68.175. 129:2888:3888 |
| server.2 | 192.1 68. 175.130:2888:3888 |
| server.3 | 192.1 68.175. 131:2888:3888 |

Upload the Zookeeper installation package to the Linux operating system and decompress it. CFG file in the conf directory of the Zookeeper installation directory, copy the parameter configuration template from zoo_sample. This directory is most likely to be empty, so change it. At the same time, add the following configuration to the configuration file: Set 2888 as the atomic broadcast port and 3888 as the election port [20] (see Table 7).

In the directory/home/work/zkdata, create the myID file. The myids of centos1, Centos2, and CentoS3 are 1, 2, and 3, respectively. Assign serial numbers to each node in the cluster for ease of management. Configure other nodes in the cluster: Run the scp-r command to remotely copy the Zookeeper installation package of CENTos1 and all configuration files of the current VM to the corresponding directories of Centos2 and CentoS3 VMS. Change the node IP and myID in each virtual machine. Start Zookeeper: Go to the bin directory and run the start command [21].
Copy the uploaded Hadoop installation package to the `/usr/local` directory on the Master node of the cluster, decompress the package, and configure Hadoop related files. The distributed system configuration files are core-site. XML files are used to configure the parallel computing model. The configuration procedure is as follows:

So far, you have configured the Hadoop environment in centos1 on the master node. Remotely copy all Hadoop configuration files and installation packages configured on CentOS1 on the active node to the same directories on centos2 and centos3.

Start Zookeeper, Journalnode, Namenode of the first and third VMS, Datanode of the three VMS, Yarn of the first VM, and Resourcemanager of the third VM in sequence. If both the second machine and the third machine can run normally, it indicates that the Hadoop cluster environment is successfully deployed [22]. The distribution of all components in the experimental environment in this paper is shown in Figure 2.

Although the Hadoop cluster has been built up to provide a platform for data storage and computation processing, the hadoop-Eclipse-plugin.jar plug-in needs to be installed in order to develop the calculation code and run the algorithm research program. The plug-in is used to connect to the Hadoop cluster through Eclipse and view and calculate files through the API provided by the Apache official website.

Configure JDK in the hadoop-env.sh file:
```bash
export JAVA_HOME=/java/jdk1.8.0_112
```

Configure the core-site. XML file, including the Hadoop cluster name, Hadoop file storage and the storage address and ports of hosts in the Zookeeper cluster.

```xml
<configuration>
	<property>
		<name>fs.defaultFS</name>
		<value>hdfs://ns</value>
	</property>

<configuration>
	<property>
		<name>hadoop.tmp.dir</name>
		<value>/home/software/hadoop-2.7.1/tmp</value>
	</property>

<configuration>
	<property>
		<name>ha.zookeeper.quorum</name>
		<value>centos1:2181, centos2:2181, centos3:2181</value>
	</property>

<configuration>
	<property>
		<name>dfs.replication</name>
		<value>3</value>
	</property>

<configuration>
	<property>
		<name>mapreduce.framework.name</name>
		<value>yarn</value>
	</property>

<configuration>
	<property>
		<name>yarn.resourcemanager.hostname.rm1</name>
		<value>centos1</value>
	</property>

<configuration>
	<property>
		<name>yarn.resourcemanager.hostname.rm2</name>
		<value>centos3</value>
	</property>

<configuration>
	<property>
		<name>yarn.resourcemanager.hostname.rm3</name>
		<value>centos3</value>
	</property>
</configuration>
```

Procedure 1:
To configure the plug-in, place the plug-in JAR package in the Eclipse installation directory and decompress it. Restart Eclipse, click the Map/Reduce TAB in Windows, and enter the IP address of the Namenode node: 192.168.175.129 and port: 50020 in the dialog box.

### 4.3. Cleaning Idea Based on MapReduce Parallelization

#### 4.3.1. Storage of Data

HDFS is used to store the original data and the data after cleaning. HDFS is very friendly for storing and managing large files. According to the size of the data, calculate the number of blocks to be cut, the number of copies, and the Datanodes to store the data through its own Namenode. Then, the HDFS client blocks data to Datanode. To view data files stored in the HDFS, you can use the HDFS API or run the hadoopfs-cat command in Linux.

#### 4.3.2. Calculation of Data

The MapReduce computing model can use APIs to specify paths for reading files, so that any files stored in a distributed system can be read and processed in parallel in a cluster. The processed data is output to a specified file through an OutputStream specified output.
The working mechanism of MapReduce abstracts the entire process into two parts, and the abstract map and reduce interfaces can implement various algorithms. In this paper, for the cleaning module of completely repeated data, the parallel processing characteristics of MapReduce and the written processing rules are utilized to efficiently calculate completely repeated data [23]. The data storage and calculation process are shown in Figure 3.

4.4. Cleaning Design Based on MapReduce Parallelization

4.4.1. Fully Repeated Data Cleaning Implementation

(1) The Map Class Implements. The map class needs to implement the map method in the mapper interface. The map class inputs the file in the LogDriver class. After MapReduce is processed, the input parameters of the map method are changed to key and value formats. The key indicates the byte offset of each line of data in the CSV file, and the value indicates each line of data in the CSV file. The map method outputs keys and values as well. The pseudocode of the map class is shown in Algorithm 1.

(2) Reduce Class Implements. The number and type of the input parameters of the reduce method in the reduce interface must be consistent with the output parameters of the map method. The value here is an iterator, characterized by a collection of values with the same key. Traverse the iterator, get all belong to the same key value, and then, get the value or the value according to their own needs through other processing results. In the reduce method, at this stage in this paper, key is each record, value is the frequency of occurrence of each record, and the number of occurrence of each record is calculated by adding the values of values corresponding to each key. The pseudocode for the reduce phase is shown in Algorithm 2.

(3) Driver Class Implements. The startup class is mainly used to set the map and reduce classes for this processing and the corresponding data output type. In addition, set the path of processing files: to get path and store path. In this document, the original log data is stored in the SY path of vm CENTos1 whose IP address is 192.168.175.129. The final data is output to the theme_click_log_result file in the SY directory of VM CENTos2 whose IP address is 192.168.175.130.

4.5. Analysis of Experimental Results. In this stage, three comparative experiments are conducted. The first group of comparison experiments used SNM algorithm to clean log data and then compared the number of data items in the processed data set to select the value of window size of the traditional SNM algorithm that is relatively more suitable for processing log data. The results are shown in Figures 4 and 5.

In the figure above, 10 window sizes are set for experiments on the basis of three sample data. 100, 300, and 500 samples were selected for verification. The window size is set to 1 to 10, and the step size is 1. The line chart shows the number of remaining data items after data cleaning. For the same data set, the more the number of data items after cleaning is reduced than that before cleaning, the greater the downward trend of the curve in the line graph.

Algorithm: LogMapper
Input: k, v key-value pairs
Output: k, v key-value pairs
1 Public class Mapper extends LogReducer<Text, LongWritable, Text, Text> {
2 @ Override
3 protected void reduce(Text key, Iterable<LongWritable> values, Reducer<Text, LongWritable, Text, Text> context) throws IOException,
4 InterruptedException {
5 String result = "";
6 int sum = 0;
7 for (LongWritable value : values) {
8 sum = sum + value.get() + "\,"
9 context.write(key, new Text(result));
10 }
11 }
12 }
13
Algorithm 2: Reduce class pseudocode.

Figure 4: Cleaning results of different window sizes.
indicating that the number of data items cleaned out is more. As can be seen from the figure, for the same data sample, the larger the sliding window is, the fewer remaining records are cleaned; that is, the more data items are cleaned. The downward trend of broken lines all began to decline rapidly, while the cleaning effect of most window sizes did not change significantly in the following years, which was the case for all three sample data. It is not confirmed that the larger the size of the sliding window, the better the cleaning efficiency.

The three broken lines in the figure above represent the data cleaning time under different window sizes. It is not difficult to see that the length of time is positively correlated with the number of records and the size of the sliding window. According to the above experimental results, for all sample data, when the window size is equal to 5, the cleaning effect is not different from that of the window larger than 5. Taking the time factor into account, the window size of 5 is about equal to the median. Therefore, 5 is selected as the initial window size for subsequent experiments [24]. Based on the first group of experiments, the second group of comparative experiments is to compare processing and results of the selection of appropriate window size of the traditional neighbor sorting algorithm and improved nonfixed window neighbor sorting algorithm. It mainly compares the precision rate and time consuming of data cleaning by the traditional algorithm and the improved algorithm. The results are shown in Figures 6 and 7.

It can be seen from the figure that the cleaning precision of the traditional neighbor sorting algorithm with window size of 5 and the neighbor sorting algorithm with nonfixed window is significantly higher than that of the traditional neighbor sorting algorithm with window size of 7. Moreover, with the increase of data volume, the accuracy of the algorithm is higher than that of the traditional neighbor sorting algorithm with window size 5.

It can be seen from the figure that the traditional neighbor sorting algorithm with window size of 5 takes the least time to process the same amount of data. The nearest neighbor sorting algorithm with window size 7 is always the longest. The time consumption of the nonfixed window neighbor sorting algorithm is similar to that of the traditional neighbor sorting algorithm with a window size of 5. However, with the increase of data volume, the consumption time increases rapidly until it approaches the consumption time of the traditional sorting nearest neighbor algorithm with window size of 7. Therefore, the algorithm can improve the precision of data cleaning at the expense of cleaning speed.
5. Conclusion

With the rapid increase of data volume in the era of big data, data problems have attracted the attention of the industry. In order to meet the requirements of the times, this paper takes the website log data as the processing object and conducts data cleaning research on the repeated data in the log data. Therefore, this paper combines the research status of repeated data cleaning at home and abroad and adopts appropriate cleaning methods for repeated data processing. For completely repeated data and similar repeated data, Hadoop cluster-related technology and data cleaning algorithm are mainly used to clean log data. The first step of similar duplicate data cleaning is the detection of similar duplicate data. A character frequency-based editing distance (CFLD) algorithm is proposed to detect similar repeated data. Based on the traditional editing distance, the algorithm considers the cost of adding, deleting and replacing and the importance of characters. Character importance is measured by the frequency of occurrence of a character. Characters that appear less frequently can be regarded as more important characters, which reduce the operation cost of important characters, and make the editing distance smaller. In calculating the records with the same traditional edit distance, the records containing important characters are matched preferentially, so as to improve the accuracy of algorithm detection. In this paper, the comparison between the traditional edit distance algorithm and CFLD algorithm shows that the accuracy of the latter algorithm reaches 80.4%, which improves 3.2% on the basis of the edit distance algorithm. It is verified that the improved algorithm can improve the accuracy of the detection.
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