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Abstract

In this paper, we propose a novel supervised model for parsing natural language sentences into their formal semantic representations. This model treats sentence-to-λ-logical expression conversion within the framework of the statistical machine translation with forest-to-tree algorithm. To make this work, we transform the λ-logical expression structure into a form suitable for the mechanics of statistical machine translation and useful for modeling. We show that our model is able to yield new state-of-the-art results on both standard datasets with simple features.

1 Introduction

Semantic parsers convert natural language (NL) sentences to logical forms (LFs) through a meaning representation language (MRL). Recent research has focused on learning such parsers directly from corpora made up of sentences paired with logical meaning representations (Artzi and Zettlemoyer, 2011, 2013; Liao and Zhang, 2013; Liao et al., 2015b,a; Lu et al., 2008; Lu and Ng, 2011; Krishnamurthy, 2016; Kwiatkowski et al., 2010, 2011; Zettlemoyer and Collins, 2005, 2007, 2009). And its goal is to learn a grammar that can map new, unseen sentences onto their corresponding meanings, or logical expressions.

While these algorithms usually work well on specific semantic formalisms, it is not clear how well they could be applied to a different semantic formalism. In this paper, we propose a novel supervised approach to learn semantic parsing task using the framework of the statistical machine translation with forest-to-tree algorithm. This method integrates both lexical acquisition and surface realization in a single framework. Inspired by the probabilistic forest-to-string generation algorithm (Lu and Ng, 2011) and the work of Wong and Mooney (2006; 2007a; 2007b) and Wong (2007) that learn for semantic parsing with statistical machine translation, our semantic parsing framework consists of two main components. Firstly it contains a lexical acquisition component, which is based on phrase alignments between natural language sentences and linearized semantic parses, given by an off-the-shelf phrase alignment model trained on a set of training examples. The extracted transformation rules form a synchronous context free grammar (SCFG), for which a probabilistic model is learned to resolve parse ambiguity. The second component is to estimate the parameters of a probabilistic model. The parametric models are based on maximum-entropy. The probabilistic model is trained on the same set of training examples in an unsupervised manner.

This paper is structured as follows. Section 2 describes how we build the framework of the statistical machine translation with forest-to-tree algorithm to develop a semantic parser, and Section 3 discusses the decoder. Then Section 4 presents our experiments and reports the results. Finally, we make the conclusion in Section 5.

2 The Semantic Parsing Model

Now we present the algorithm for semantic parsing, which translates NL sentences into LFs using a reduction-based λ-SCFG. It is based on an extended version of a reduction-based SCFG (Lu and Ng, 2011). Given a set of training sentences paired with their correct logical forms, the main learning task is to induce a set of reduction-based λ-SCFG rules, which we call a lexicon, a probabilistic model for derivations. A lexicon defines the set of derivations that are possible, so the induction of probabilistic model first requires a lex-
icon. Therefore, the learning task can be separated into two sub-tasks: (1) the induction of a lexicon; (2) the induction of a probabilistic model - maximum-entropy model.

2.1 Lexical Acquisition

We introduce the grammar first. Next, we present the generative model for the grammar induction to acquire the grammar rules.

Grammar: We use a weighted $\lambda$-SCFG. The grammar is defined as follows: \[ \tau \rightarrow (h_\omega, p_\lambda, \sim) \]

where $\tau$ is the type associated with the sequence $h_\omega$ consisting of natural language words intermixed with types and the $\lambda$-production $p_\lambda$. The symbol $\sim$ denotes the one-to-one correspondence between nonterminal occurrences in both $h_\omega$ and $p_\lambda$. Specially, the symbol $\sim$ denotes the one-to-one correspondence between terminal occurrence in both $h_\omega$ and $p_\lambda$, where $h_\omega$ is an NL phrase and $p_\lambda$ is the LF translation of $h_\omega$. Then we allow a maximum of two nonterminal symbols in each synchronous rule (Lu and Ng, 2011). This makes the grammar a binary $\lambda$-SCFG.

Grammar Induction: We adopt a generative model for $\lambda$-hybrid tree models the mapping from $\lambda$-sub-expressions to word sequences with a joint generative process, which Lu and Ng (2011) developed. Figure 1 describes the generative process for a sentence together with its corresponding $\lambda$-meaning tree. It results in a $\lambda$-hybrid tree (Lu et al., 2008). Figure 2 gives a part of the example $\lambda$-hybrid tree. Here, grammar rules are extracted from the $\lambda$-hybrid trees. We can use the same grammar for both parsing and generation. Since a SCFG is fully symmetric with respect to both generated strings, the same chart for parsing can be easily adapted for efficient parsing. Now we show how to use the generative model for mapping natural language sentence to $\lambda$-expressions. At first, this model finds the Viterbi $\lambda$-hybrid trees for all training instances, based on the learned parameters of the generative $\lambda$-hybrid tree model. Next, the model extracts grammar rules on the top of these $\lambda$-hybrid trees. Specifically, we extract the following tree types of synchronous grammar rules. They are $\lambda$-hybrid sequence rules, subtree rules and two-level $\lambda$-hybrid sequence rules. Here we give an example in Table 1.

1. $\lambda$-hybrid sequence rules: these conventional rules are constructed from one $\lambda$-production and its corresponding $\lambda$-hybrid sequence.

2. Subtree rules: these rules are constructed from a complete subtree of the $\lambda$-hybrid tree. A mapping between a complete sub-expression and a contiguous sub-sentence can be acquired from each rule.

3. Two-level $\lambda$-hybrid sequence rules: these rules are constructed from a tree fragment with one of its grandchild subtrees being abstracted with its type only. These rules are constructed via substitution and reductions. We show how to construct two-level $\lambda$-hybrid sequence rules through substitution and reductions. Table 2 gives an example based on a tree fragment of the $\lambda$-hybrid tree in Figure 2.

To ground our discussion, we use the phrase alignment in Figure 2 as an example. To represent the logical form in Figure 3, we use its linearized parse — a list of MRL productions that generate the logical form in top-down and left-most order. Since the MRL grammar is unambiguous, every
Figure 2: One example $\lambda-$hybrid tree for the sentence “give me the states bordering states that the Mississippi runs through” together with its logical form “$\lambda x_0. \text{state}(x_0) \land \exists x_1. [\text{loc}(\text{miss}_r, x_1) \land \text{state}(x_1) \land \text{next}_I(x_1, x_0)]$.”

Table 1: Example synchronous rules that can be extracted from the $\lambda-$hybrid tree.

Table 2: Construction of a two-level $\lambda-$hybrid sequence rule through substitution and reductions from a tree fragment. Note that the subtree rooted by $e_2$ : $\text{miss}_r$ gets “abstracted” by its type $e$. The auxiliary variable $y'$ of type $e$ is thus introduced to facilitate the construction process.
logical form has a unique linearized parse. We assume the alignment to be \( n \)-to-1, where each word is linked to at most one MRL production. Basically, a reduction-based \( \lambda \)-SCFG grammar rule and a phrase alignment (Koehn et al., 2003) can be extracted from an \( \lambda \)-hybrid tree where logical variables are explicitly bound by \( \lambda \)-operators. And these grammar rules are extracted in a bottom-up manner, starting with MRL productions at the leaves of the \( \lambda \)-hybrid tree. Rule extraction continues in this manner until the root of the \( \lambda \)-hybrid tree is reached.

2.2 A Maximum-Entropy Model

Once a lexicon is acquired, the next task is to learn a probabilistic model for the semantic parser. We propose a maximum-entropy model that defines a conditional probability distribution over derivations \( d \) given the observed NL string \( w \). Here, the maximum-entropy model is an exponential model:

\[
P_\lambda(d|w) = \frac{1}{Z_\lambda(w)} \exp \sum_i \lambda_i f_i(d)
\]

where the conditional probability, \( P_\lambda(d|w) \), is proportional to the product of weights \( \lambda_i \) assigned to each feature \( f_i \). A feature represents a certain characteristic of a derivation. In this case, the features are the number of times each transformation rule is used in a derivation. The function \( Z_\lambda(w) \), called a partition function, is a normalizing factor such that the conditional probabilities sum to one over all derivations that yield \( w \). A consequence is that feature weights, \( \lambda_i \), can be any positive numbers. In a maximum-entropy model, generation of unseen words can be modeled using an extra feature, \( f_s(d) \), whose value is the number of all words being skipped. Additional features that correspond to domain-specific word classes can be used for more fine-grained smoothing. The fact that these features may interact with each other is not a concern.

3 Decoding

Decoding of a maximum-entropy model can be done as following:

\[
m^* = m(\arg \max_{d \in D(G|w)} P_\lambda(d|w)) = m(\arg \max_{d \in D(G|w)} \exp \sum_i \lambda_i f_i(d)) = m(\arg \max_{d \in D(G|w)} \sum_i \lambda_i f_i(d))
\]

It can be done in the cubic time with respect to sentence length using the Viterbi algorithm. An Earley chart is used for keeping track of all derivations that are consistent with the input. The maximum conditional likelihood criterion is used for estimating a maximum-entropy model parameters \( \lambda_i \). This means that the conditional likelihood of \( f_i \) given \( w \) is maximized. This criterion is chosen because it is much easier to work with, and it allows for a form of discriminative learning that focuses on separating good parses from bad ones. A Gaussian prior \( (\sigma^2 = 1) \) is used for regularizing the model. Since the gold-standard derivations are not available in the training data, correct derivations must be treated as hidden variables. Here, to find a set of parameters \( \lambda^* \) that locally maximize the conditional likelihood, we use a version of improved iterative scaling (IIS) coupled with EM which has been used for estimating probabilistic unification-based grammars. Unlike the fully-supervised case, the conditional likelihood is not concave with respect to \( \lambda \), so the estimation algorithm is sensitive to initial parameters. To assume as little as possible, \( \lambda \) is initialized to zero. The estimation algorithm requires for a statistics that depend on all possible derivations for a sentence or a sentence-MR pair. While it is not feasible to enumerate all derivations, a variant of the Inside-Outside algorithm can be used for efficiently collecting the required statistics. Only rules that are used in the best parses for the training set are retained in the final lexicon, and all other rules are discarded (Wong and Mooney, 2006, 2007b,a; Wong, 2007). This heuristic, commonly known as Viterbi approximation, is used to improve accuracy, when we assume that rules used in the best parses are the most accurate.

4 Experimental Setup

This section describes our experimental setup and comparisons of the result. We follow the setup of Zettlemoyer and Collins (2007) and Kwiatkowski et al. (2010; 2011), including datasets, and initialization as well as systems, as reviewed below. Finally, we report the experimental results.

Datasets: We evaluate on two benchmark closed-domain datasets. GeoQuery is made up of natural language queries to a database of geographical information, while ATIS contains natural language queries to a flight booking system (Zettlemoyer and Collins, 2007). The Geo880 dataset has been
split into a training set of 600 pairs and a test set of 280 ones. The Geo250 dataset is a subset of the Geo880, and is used 10-fold cross validation experiments with the same splits of this subset. The ATIS dataset is split into a 5000 example development set and a 450 example test set.

**Initialization:** For our algorithm learning, we use Och and Ney’s (2003; 2004) GIZA++ implementation of IBM Model 5 for training word alignment models. IBM Models 1-4 are used for initializing the model parameters during training.

**Systems:** We compare this performance to those recently-published and directly-comparable results. For GeoQuery, they include the ZC07 (Zettlemoyer and Collins, 2007), λ-WASP (Wong and Mooney, 2007b; Wong, 2007), UBL (Kwiatkowski et al., 2010) and FUBL (Kwiatkowski et al., 2011). For ATIS, we report results from ZC07, UBL and FUBL.

**Results:** Tables 3-5 present all the results on the GeoQuery and ATIS domains. In all cases, our system achieves at state-of-the-art recall and precision when compared to directly comparable systems and it significantly outperforms ZC07, λ-WASP, UBL and FUBL. The major advantage of our algorithm over other three systems is that it does not require any prior knowledge of the NL syntax. Hence it is straightforward to apply this algorithm to other NL sentences for which training data is available.

## 5 Conclusion

This paper presents a novel supervised method for semantic parsing which adopts the framework of the statistical machine translation with forest-to-tree algorithm. The experiments on both benchmark datasets (i.e., GeoQuery and ATIS) show that our method achieves suitable performances.
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