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We demonstrate the use of symbolic regression in deriving analytical formulas, which are needed at various stages of a typical experimental analysis in collider phenomenology. As a first application, we consider kinematic variables like the transverse mass, \( M_{T_2} \), which are defined algorithmically through an optimization procedure and not in terms of an analytical formula. We then train a symbolic regression and obtain the correct analytical expressions for all known special cases of \( M_{T_2} \) in the literature. As a second application, we reproduce the correct analytical expression for a next-to-leading order (NLO) kinematic distribution from data, which is simulated with a NLO event generator. Finally, we derive analytical approximations for the NLO kinematic distributions after detector simulation, for which no known analytical formulas currently exist.
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I. INTRODUCTION

Being able to describe the data collected from the observations of various physical phenomena with simple analytical equations and formulas is the holy grail in theoretical physics — the physicists who are lucky enough to find such relationships typically get those laws named after them. In the era of big data, this task is becoming increasingly difficult for a human — the data is just too complex and/or very high-dimensional. Recent advances in computer science and theoretical modelling have allowed us to entertain the idea that the discovery process could perhaps be automated (at least as a matter of principle) and novel laws of phenomenological behavior can be constructed entirely with a machine and without any human intervention [1–11]. A less ambitious, but still worthy, task is to simply let the machine re-derive the known classical physics laws from data [12–15].

Spurred by the extensive recent research on symbolic learning in the machine learning community, the above program was recently successfully applied to examples in a wide range of physics areas, e.g. in astrophysics [13, 16, 17], in astronomy for the study of orbital dynamics [18, 19] and exoplanet transmission spectroscopy [20], in collider physics [21–24], in materials science [25], and in behavioral science [26]. A common ML tool used in such studies is symbolic regression — an interpretable machine learning algorithm which searches the space of functions until it finds an algebraic expression that approximates the dataset well. While most current applications of symbolic regression are limited to low-dimensional data, the approach can be easily extended to higher-dimensional spaces by using a neural network as a proxy, as illustrated in Ref. [13] with the example of N-body problems.

The basic task in symbolic regression is to learn an analytical expression \( f(x) \) given some labelled data \((x, y)\), where \( x \) are input features, typically high-dimensional, and \( y \) is the output target label. The learned func-

1 In principle, \( y \) can also be high-dimensional, however, for simplicity in this paper we shall focus on a single \( y \).
tion $f(x)$ can be scrutinized further in three aspects corresponding to fundamental principles of explainable AI.

- **Explanation accuracy.** The first question is, how good is the result, i.e., how well does $f(x)$ fit the training data. Typical datasets are imperfect, due to noise, experimental errors, etc., in which case the fitted function will provide only an approximate description of the data. The fit is only expected to get worse as the errors in the data increase. On the other hand, even if the data is perfect, the fit may be sub-optimal due to factors related to the training of the symbolic regression itself. For example, one may have started with the wrong choice of basis functions, one may have unnecessarily restricted the functional complexity, or the training may simply not converge to the right answer. Our numerical examples considered in this paper shall illustrate many of those situations.

- **Generalizability (knowledge limits).** A system should only operate under conditions for which it was designed. In the case of symbolic regression, extrapolating into the regions away from the training data in principle could be dangerous and should be handled with care. At the same time, physics laws are universal — if we find the correct relationship, it should be valid over the full allowed domain of the input variables. As shown below, this principle could be used to narrow down the list of candidate analytical expressions.

- **Explainability (meaningful).** A system must provide explanations that are understandable to the intended consumers, and furthermore, these explanations must correctly reflect the reason for generating the output and/or the system’s process. A common criticism of deep learning models is that they are black boxes which provide little insight into the fundamental processes that are at work. A symbolic regression is arguably the most intuitive and meaningful approach from the point of view of a theorist — theorists are used to working with analytical formulas and from experience can often find the physical interpretations of the various terms in an analytical expression.

In this paper we consider several applications of symbolic regression to problems in collider physics and specifically particle kinematics. These examples will be presented in order of increasing difficulty, starting from simple cases in which the exact theoretical formula is known. Nevertheless, rederiving those answers with a symbolic regression will serve as an important illustration and validation of our procedure.

Symbolic regression is a promising machine learning method that searches over a large space of functions until it finds an expression which is both a) relatively simple and b) a good fit to the training data. Because the evolutionary algorithm requires diversity in order to effectively explore the search space, the result of the symbolic regression is a collection of several high-scoring models, which need to be scrutinized by the user to identify an approximation that offers a good trade-off between accuracy and simplicity. At the same time, training a symbolic regression is a computationally expensive process, since the function space to be scanned is in principle infinite. This is why, as a proof-of-concept, in this paper we shall limit ourselves to a few simple examples, which do not require a high-performance cluster, and can be done on a personal laptop.

To train a symbolic regression, we shall make use of the PySR software package, which models the data set with a graph neural network before applying symbolic regression to fit different internal parts of the learned model that operate on reduced dimension representations. We shall not attempt any hyperparameter optimization and for the most part will use the default configuration in the PySR version 0.1.0.1 distribution.

The paper is organized as follows. In Section II we shall use parton-level data (in the narrow-width approximation) to re-derive some known analytical results for the Cambridge $M_{T2}$ variable. In Section III we repeat the same exercise and try to derive the splitting function $F(E, \theta)$ for the ISR photon at an $e^+e^-$ collider, which gives us the probability to radiate a photon with a given energy $E$ and a given polar angle $\theta$. We perform two versions of the exercise. First, in Section IIIA we sample the $F$ function directly to create a perfect data sample with no statistical fluctuations. Then, in Section IIIB we use a sample of Monte Carlo (MC) generated events to first obtain a binned estimate of $F$ (which is subject to statistical errors) before applying the symbolic regression. In Section IIIC we perform a more realistic analysis by adding detector resolution effects. Section IV is reserved for a summary and outlook.

II. DERIVING ANALYTIC EXPRESSIONS FOR ALGORITHMICALLY DEFINED KINEMATIC VARIABLES: $M_{T2}$

A standard analysis of particle physics data (such as events from collisions at the Large Hadron Collider (LHC) at CERN) involves the study of distributions of kinematic variables, which are typically defined in terms of the energies and momenta of the particles observed in the detector (for recent reviews of the kinematic variables commonly used in collider phenomenology, see [30–33]). Many of these variables, e.g., invariant mass, missing transverse momentum, etc., are defined in terms of simple analytical expressions and can be readily computed from the collections of particle 4-momenta in the event. However, there also exist another class of kinematic variables, which are defined algorithmically, i.e., through a well-defined optimization procedure which involves the mini-
FIG. 1. The generic $E_T$ event topology applicable to the $M_{T2}$ variable. The parent particles $\mathcal{P}_1$ and $\mathcal{P}_2$ are produced in association with some visible upstream transverse momentum $p_{T\text{ISR}}$. The remaining visible final state particles are divided into two groups (solid black lines), with 4-momenta $p_1$ and $p_2$ and masses $m_1$ and $m_2$, respectively. The two invisible final state particles (red dashed lines) have 4-momenta $q_1$ and $q_2$ and are assumed to have a common mass $m_\chi$.

Normalization (or maximization) of a relevant kinematic function. In that case, the kinematic variable is a quantity which can be computed only once the algorithm has converged, and typically there is no a priori known analytical expression for it in the general case. Examples of such variables include many traditional event shape variables (thrust, sphericity, etc.) [33, 34], some modern substructure variables like N-jettiness [35] and N-subjettiness [36], and many others. Another large class of algorithmic variables which have received a lot of attention in the last 15 years, are the so-called constrained mass variables which are computed via constrained minimization of a kinematic function of the particle 4-momenta [37, 38]. The minimization is typically performed over the energy and momentum components of invisible particles in the event (neutrinos or dark-matter candidates). Examples of constrained mass variables include the Oxbridge variable $M_{\text{T2}}$ [37, 38] and its 4-dimensional generalization $M_2$ [39, 41], the variable $M_{\text{T2C}}$ [42], etc. In this paper, for concreteness we shall focus on the well-known $M_{\text{T2}}$ variable [37, 38], which is algorithmically defined and does not have a known analytical formula in the general case. The advantage of $M_{\text{T2}}$ is that there exist formulas for special cases of certain momentum configurations for the visible final state particles. As a warm-up, in this section we shall use these special $M_{\text{T2}}$ cases to validate and illustrate the use of symbolic regression for the purpose of deriving new formulas for computing kinematic variables.

A well-motivated class of new physics models which generically predict a $E_T$ signature, are models with dark-matter candidates. In such models, the lifetime of the dark-matter particle is typically protected by an exact discrete symmetry, which implies that the collider signals will involve not one, but two decay chains, each terminating in a dark-matter particle invisible in the detector. The simplest $E_T$ event topology of this type is illustrated in Figure 1 where two identical parent particles $\mathcal{P}_1$ and $\mathcal{P}_2$ are produced with additional objects, typically from initial state radiation (ISR). Each parent particle $\mathcal{P}_i$, ($i = 1, 2$), decays to a visible particle system with invariant mass $m_i$ and 4-momentum $p_i = (E_i, \vec{p}_{iT}, p_{iz})$ and an invisible particle $\chi_i$ with 4-momentum $q_i = (\varepsilon_i, \vec{q}_{iT}, q_{iz})$. The masses of the invisible particles are a priori unknown. Here, we shall assume that the invisible particles $\chi_1$ and $\chi_2$ are identical and have a common mass $m_\chi$. Momentum conservation in the transverse plane implies

$$\vec{q}_{1T} + \vec{q}_{2T} = \vec{p}_T,$$

where the missing transverse momentum vector is given by

$$\vec{p}_T = -(\vec{p}_{1T} + \vec{p}_{2T}) - \vec{p}_{T\text{ISR}}.$$

The transverse momentum vectors $\vec{p}_{iT}$, $\vec{q}_{iT}$, $\vec{p}_T$, and $\vec{p}_{T\text{ISR}}$ are illustrated in Figure 2.

The two main ingredients in the $M_{\text{T2}}$ calculation are the transverse masses $M_{T\phi}$ of the two parent particles $\mathcal{P}_i$:

$$M_{T\phi}(\vec{q}_{iT}, m_\chi) = \sqrt{m_i^2 + m_\chi^2 + 2(E_{iT}\varepsilon_{iT} - \vec{p}_{iT} \cdot \vec{q}_{iT})},$$

where the transverse energies are defined as

$$E_{iT} = \sqrt{\vec{p}_{iT}^2 + m_i^2}, \quad \varepsilon_{iT} = \sqrt{\vec{q}_{iT}^2 + m_\chi^2}.$$

The $M_{\text{T2}}$ is defined as [37, 38]

$$M_{\text{T2}}(\hat{m}) = \min \{ \max [M_{T\phi_1}(\vec{q}_{1T}, \hat{m}), M_{T\phi_2}(\vec{q}_{2T}, \hat{m})] \},$$

where the $a\text{ priori}$ unknown invisible daughter mass $m_\chi$ has been replaced with a test mass parameter $\hat{m}$. This
construction guarantees that on an event-by-event basis the computed value of $M_{T2}$ does not exceed the mass of the parent $\mathcal{P}_i$.

In general, the minimization in [5] has to be done numerically. However, for certain special cases, analytical solutions have been derived [38-47]. In this section, we shall apply symbolic regression to rederive several of those analytical solutions.

A. The case of no upstream momentum

The minimization in eq. (5) may result in one of two distinct possibilities: the transverse masses of the parents are equal, $M_{T\mathcal{P}_1} = M_{T\mathcal{P}_2}$, which is known as the balanced solution, or the transverse masses of the parents are unequal, $M_{T\mathcal{P}_1} \neq M_{T\mathcal{P}_2}$, known as the unbalanced case. The analytical expression for $M_{T2}$ in the unbalanced case is simply given by eq. (5) [38], so the balanced case is the only one we need to worry about. Unfortunately, there is no known analytical formula for the balanced $M_{T2}$ solution for generic momentum configurations like the one in Figure 2. However, for the special momentum configuration shown in Figure 3 where $p^{ISR}_T = 0$, the analytical formula for the balanced $M_{T2}$ solution is known to be [35, 46]

$$M^2_{T2}(\hat{m}) = \hat{m}^2 + A_T + \sqrt{\left(1 + \frac{4\hat{m}^2}{2A_T - m_1^2 - m_2^2}\right)(A_T^2 - m_1^2 m_2^2)},$$

(6)

where $A_T$ is a convenient shorthand notation introduced in [47]

$$A_T = E_1T E_2T + \vec{p}_{1T} \cdot \vec{p}_{2T}.$$  

(7)

In order to avoid always taking an extra square root, from now on for convenience we shall focus on the $M_{T2}$ variable squared.

In what follows an important attribute of an analytical expression will be the so-called complexity $C$ (defined as the number of leaf nodes in the binary tree representing the analytical expression) [13, 29]. Clearly, functions of higher complexity in turn will demand more extensive computational resources, including longer computational times. The function $[2]$ is of complexity 24, which is already a formidable challenge. Given a) our rather modest computational budget, and b) our goal of to demonstrate the method as a proof of principle, here we shall limit ourselves to four simple, yet nontrivial, special cases of $[2]$ which have lower complexity, namely

- **Massless visible and massless invisible final state particles.** Setting $m_1 = m_2 = 0$ and $\hat{m} = 0$ in (6), we obtain:

$$M^2_{T2}(\hat{m}) = 2A_T = 2(E_1T E_2T + \vec{p}_{1T} \cdot \vec{p}_{2T}).$$

(8)

- **Massless visible and massive invisible final state particles.** Substituting $m_1 = m_2 = 0$ and $\hat{m} = 0$ into (6), we get:

$$M^2_{T2}(\hat{m}) = \hat{m}^2 + A_T + \sqrt{A_T(A_T + 2\hat{m}^2)}.$$  

(9)

- **Equally massive visible and massless invisible final state particles.** Alternatively, choosing $m_1 = m_2 = m \neq 0$ and $\hat{m} = 0$ in (6), we find:

$$M^2_{T2}(\hat{m} = 0) = A_T + \sqrt{A_T^2 - m^4}.$$  

(10)

- **Equally massive visible and massive invisible final state particles.** Finally, choosing $m_1 = m_2 = m \neq 0$ and $\hat{m} \neq 0$ in (6), we find:

$$M^2_{T2}(\hat{m}) = \hat{m}^2 + A_T + \sqrt{(A_T - m^2 + 2\hat{m}^2)(A_T + m^2)}.$$  

(11)

We shall now try to reproduce each of those expressions [8, 11] with the symbolic regression algorithm implemented in PySR [13, 29]. For this purpose, we shall generate a large sample of events, compute the target variable $M^2_{T2}$ numerically from the defining formula (5), using the python code mt2 1.2.0 [48], and then ask the symbolic regression to “discover” the analytical results [8, 11].

In the case of no upstream momentum ($p^{ISR}_T = 0$) considered in this subsection, there are 7 input degrees of freedom, which naively can be taken to be the two transverse momentum components of each visible particle, $\vec{p}_{1T}$ and $\vec{p}_{2T}$, their masses $m_1$ and $m_2$, and the invisible test mass $\hat{m}$. In principle, one can use this set of primitive variables as inputs to the symbolic regression, but the disadvantage is that the machine will need

\[\text{Note that all of these results would have been completely novel prior to 2007, i.e., only 15 years ago.}\]
to learn the physics principles from scratch. In order to improve and speed up the performance of the symbolic regression, it is crucial to use an optimized set of input variables which reflects the underlying physics principles of the problem. One possibility is to use dimensional analysis and feed only groups of variables which have the proper physics dimensions \[20\]. In our case here, since we are looking for a formula for a mass-squared quantity, \(M^2\), it makes sense if all of our input variables have mass-dimension 2, otherwise the complexity of the function will increase, making it more difficult for the symbolic regression to find it. Furthermore, we know that the answer must be rotationally invariant, back-to-back boost invariant \[16\] \[47\], and symmetric with respect to permutations among the visible particles \(1 \leftrightarrow 2\). These considerations restrict the relevant set of variables to fewer degrees of freedom, which further improves the performance of the symbolic regression. For example, in the case of the function \[8\] we shall consider as inputs the set \(\{E_{1T}E_{2T}, \vec{p}_{1T} \cdot \vec{p}_{2T}, |\vec{p}_{1T} + \vec{p}_{2T}|\}\), in terms of which the answer \[8\] is only of complexity 5. Similarly, in the case of the function \[9\], we shall input the values of \(A_T\) and \(\tilde{\mu} = \tilde{m}^2\), which results in complexity 12. Then for the function \[10\] we shall use the values of \(A_T\) and \(\mu = m^2\) as inputs, and the corresponding complexity is 8. Finally, for the function \[11\] we shall feed in \(\{A_T, \mu, \tilde{\mu}\}\) and the complexity is 15.

In order to train the symbolic regression, we need to create suitable training data. For the exercise in this subsection, we sample the lepton momenta \(\vec{p}_{1T}\) and \(\vec{p}_{2T}\), which also fixes the missing transverse momentum vector as \(\vec{p}_T = -(\vec{p}_{1T} + \vec{p}_{2T})\) (see Figure \[3\]). From those momenta we compute the input features [of mass dimension 2] to the symbolic regression as explained above. The target variable \(M^2_{T2}\) is then calculated numerically with the \(mT2\) code \[18\]. This exercise is performed four different times, depending on the choice for the mass parameters \(\mu\) and \(\tilde{\mu}\) being zero or non-zero, leading to the

| Case | Complexity | Fitted function | MSE | Score |
|------|------------|-----------------|-----|-------|
| \(\mu \equiv 0, \tilde{\mu} = 0\) | 1 | \(\vec{p}_{1T} \cdot \vec{p}_{2T}\) | \(7 \times 10^7\) | 0 |
| \(\mu \equiv 0, \tilde{\mu} = 0\) | 3 | \(|\vec{p}_{1T} + \vec{p}_{2T}|^2\) | \(2.2 \times 10^6\) | 1.74 |
| \(\mu \equiv 0, \tilde{\mu} = 0\) | 5 | \(2(\vec{p}_{1T} \cdot \vec{p}_{2T} + E_{1T}E_{2T})\) | 0 | \(\infty\) |
| \(\mu \equiv 0, \tilde{\mu} = 0\) | 9 | \(2A_T + 1.8(\tilde{\mu} - 3.91)\) | \(7.345 \times 10^3\) | 6.73 \(\times 10^{-3}\) |
| \(\mu \equiv 0, \tilde{\mu} = 0\) | 11 | \(2A_T + \tilde{\mu}/0.56 - 9.51\) | \(7.316 \times 10^3\) | 1.985 \(\times 10^{-3}\) |
| \(\mu \equiv 0, \tilde{\mu} = 0\) | 13 | \(2A_T + \tilde{\mu} + 0.10 \tilde{\mu} A_T^{1/4}\) | \(6.377 \times 10^3\) | 6.870 \(\times 10^{-2}\) |
| \(\mu \equiv 0, \tilde{\mu} = 0\) | 14 | \(\tilde{\mu} + A_T + \sqrt{A_T^2 + 2\tilde{\mu}A_T}\) | 0 | \(\infty\) |
| \(\mu = 0, \tilde{\mu} = 0\) | 5 | \(2.02(A_T - 133.35)\) | \(6.67 \times 10^4\) | 0.23 |
| \(\mu = 0, \tilde{\mu} = 0\) | 7 | \(2.03A_T - 0.44\mu\) | \(3.39 \times 10^4\) | 0.34 |
| \(\mu = 0, \tilde{\mu} = 0\) | 9 | \(2A_T - \mu^2/A_T\) | \(2.06 \times 10^4\) | 0.25 |
| \(\mu = 0, \tilde{\mu} = 0\) | 10 | \(A_T + \sqrt{(A_T - \mu)(A_T + \mu)}\) | 0 | \(\infty\) |
| \(\mu \neq 0, \tilde{\mu} = 0\) | 12 | \(A_T + \sqrt{2}\sqrt{(A_T - \mu + \tilde{\mu})A_T}\) | \(3.90 \times 10^4\) | 0.28 |
| \(\mu \neq 0, \tilde{\mu} = 0\) | 13 | \(A_T + \sqrt{2}\sqrt{(A_T - 0.99\mu)A_T}\) | \(3.34 \times 10^4\) | 0.16 |
| \(\mu \neq 0, \tilde{\mu} = 0\) | 14 | \(A_T + \sqrt{(A_T - \mu + 2.74\tilde{\mu})(A_T + \mu)}\) | \(3.488 \times 10^3\) | 2.26 |
| \(\mu \neq 0, \tilde{\mu} = 0\) | 16 | \(\tilde{\mu} + A_T + \sqrt{(A_T - \mu + 2\tilde{\mu})(A_T + \mu)}\) | \(1.12 \times 10^{-6}\) | 10.93 |

TABLE I. Results from the \(M^2_{T2}\) exercise with no ISR considered in Section [1A]. In each case, we show the best fitted functions at several representative values of the complexity. The correct answers are given by eqns. \[8-11\], with the substitutions \(\tilde{m}^2 \rightarrow \tilde{\mu}\) and \(m^2 \rightarrow \mu\).
four different cases in eqns. (8–11).

In each of these four cases, we train the PySR symbolic regression algorithm on 10,000 events. We mostly use the default hyperparameter configuration in the PySR distribution. Due to the relatively high complexity of our functions, we increased the number of iterations to 10. We allow for the simple arithmetic operators addition (‘+’), subtraction (‘−’), multiplication (‘∗’), division (‘/’), and square root (‘√’). The loss function is the mean squared error (MSE).

The output from a typical PySR run is a set of functions of increasing complexity $C$, together with their MSE and score. The score is calculated by the fractional drop in the MSE over the increase in the complexity from the next best model [13]

$$\text{Score} = -\frac{\Delta \log (MSE)}{\Delta C}.$$  \hfill (12)

The results from the four exercises in this subsection are displayed in Table II. In each case, the symbolic regression was able to eventually reproduce the correct functional dependence, once the required complexity was reached. We note that Eq. (11) turned out to be more challenging than the others, so for that case we increased the population size parameter to 50 and used 40,000 training samples with batchsize 5,000.

Note that sometimes we obtain an equivalent expression of slightly higher complexity. For example, in the case of eq. (9), the answer has expanded the parentheses under the square root, which leads to an equivalent expression, but formally increases the complexity of the function to 14. Also note that since in this exercise the data is sampled from the exact function (no noise or errors), the MSE for the right answer is zero (or very close to it) and the score is infinite (or very large). The successful replication of the known special cases [8–11] validates our use of symbolic regression as implemented in PySR and motivates us to consider more realistic examples in the following sections.

### Table II. Results from the $M_{T2}$ exercise considered in Section II B for the momentum configuration with $p_T = 0$ displayed in Figure 4

| Case | Complexity | Fitted function | MSE | Score |
|------|------------|-----------------|-----|-------|
| $\mu = 0, \bar{\mu} \neq 0$ | 8 | $\sqrt{\mu (\vec{p}_{T1} \cdot \vec{p}_{T2} + E_{T1} E_{T2})/0.468}$ | 26.9 | 2.946 |
| $\mu = 0, \bar{\mu} \neq 0$ | 10 | $\bar{\mu} + \sqrt{\mu (\vec{p}_{T1} \cdot \vec{p}_{T2} + E_{T1} E_{T2})/0.5}$ | $2.91 \times 10^{-5}$ | 6.87 |
| $\mu \neq 0, \bar{\mu} \neq 0$ | 12 | $\bar{\mu} + \sqrt{2\mu (\vec{p}_{T1} \cdot \vec{p}_{T2} + E_{T1} E_{T2})} + 0.005$ | $1.25 \times 10^{-5}$ | $4.24 \times 10^{-1}$ |
| $\mu \neq 0, \bar{\mu} \neq 0$ | 13 | $\bar{\mu} + (\sqrt{\mu}) (\vec{p}_{T1} \cdot \vec{p}_{T2} + E_{T1} E_{T2} \sqrt{2})$ | 0 | $\infty$ |

FIG. 4. The special momentum configuration with $p_T = 0$ displayed in Figure 4.
The case of no missing transverse momentum

The collinear momentum configuration

$\vec{p}_T = \vec{p}_{1T} + \vec{p}_{2T}$

$\vec{q}_T = \vec{q}_{1T} + \vec{q}_{2T} = Q(\vec{p}_{1T} + \vec{p}_{2T})$

$M_{T2}(\tilde{\mu}) = \tilde{\mu} + \mu + \sqrt{2\tilde{\mu}(\mu + E_{1T}E_{2T} + \tilde{p}_{1T} \cdot \tilde{p}_{2T})}$

where to facilitate later comparisons to the PySR output, we have used the mass squared parameters $\tilde{\mu} = \tilde{m}^2$ and $\mu = m^2$.

Once again, we may consider several special cases, depending on the masses of the visible and invisible particles. The case of massless invisible particles ($\tilde{\mu} = 0$) leads to a trivial function $M_{T2} = \mu$ and will not be considered further. On the other hand, the case of massless visible particles ($\mu = 0$ in (13a)) gives a non-trivial function

$M_{T2}(\tilde{\mu}) = \tilde{\mu} + \sqrt{2\tilde{\mu}(E_{1T}E_{2T} + \tilde{p}_{1T} \cdot \tilde{p}_{2T})}$. (14)

Keeping in mind that the answer must be symmetric with respect to interchanging $1 \leftrightarrow 2$, we can use the set of mass-dimension 2 variables $\{E_{1T}E_{2T}, \tilde{p}_{1T} \cdot \tilde{p}_{2T}, \tilde{\mu}\}$, in terms of which the function (14) is of complexity 10.

Proceeding as in Section II A, we train a symbolic regression with the default parameter configuration in PySR on 10,000 events in the $\tilde{p}_T = 0$ configuration of Figure 4. We repeat the exercise twice — once for massless visible particles ($\mu = 0$) and then again for massive visible particles ($\mu \neq 0$). The value of $M_{T2}$ is always computed with massive invisible particles ($\tilde{\mu} \neq 0$). The results are displayed in Table II. In the case $\mu = 0$, the exact formula (14) is reproduced, albeit in a mathematically equivalent form of slightly higher complexity. In the massive case ($\tilde{\mu} \neq 0$), our set of input variables was taken to be $\{\mu, \tilde{\mu}, E_{1T}, E_{2T}\}$, and the result was again successful, reproducing the correct function (13) at complexity level 12.

C. The collinear momentum configuration

A second special case discussed in Ref. 43 is that of the collinear momentum configuration in Figure 5, where the three transverse vectors $\tilde{p}_T$, $\tilde{p}^{ISR}_T$ and $\tilde{p}_{1T} + \tilde{p}_{2T}$ all lie along the same line in the transverse plane. Ref. 43 parametrized this case through a proportionality factor $Q$ defined by

$\tilde{p}_T = Q(\tilde{p}_{1T} + \tilde{p}_{2T}) \equiv Q \tilde{p}_{12}T$.

where we have introduced a shorthand notation $\tilde{p}_{12}T$ for the total visible transverse momentum $\tilde{p}_{1T} + \tilde{p}_{2T}$. Note that $Q$ is unbounded and can take both positive and negative values, i.e., $-\infty < Q < \infty$. For definiteness, in Figure 5 we show the case of $Q < 0$.
Like before, we only consider the case of $\mu = 0$ in which case the formula is

$$M^2_{T2}(\hat{\mu}) = \hat{\mu} - QA_T + \sqrt{A_T(2\hat{\mu} + Q^2A_T)}.$$ \hspace{1cm} (16)

For completeness we also consider separately the special case $\hat{\mu} = 0$ when the formula simplifies to

$$M^2_{T2}(\hat{\mu}) = -QA_T + |QA_T|$$

$$= \begin{cases} 0, & \text{for } Q > 0, \\ 2A_T|Q| = 2A_T\frac{|\vec{p}_T|}{|\vec{p}_{T12}|}, & \text{for } Q < 0. \end{cases} \hspace{1cm} (17)$$

For simplicity we shall only test the non-trivial case given by the second line in (17).

Training PySR as before, we find the results shown in Table III. In the case of $\hat{\mu} = 0$, we choose the variables $A_T, |\vec{p}_T|$ and $|\vec{p}_{T12}|$ as our input features, while in the case of $\hat{\mu} \neq 0$, our input features were $A_T$, $Q$, and $\hat{\mu}$. We see that the correct answers are reproduced at complexities 7 and 18, respectively.

### III. DERIVING ANALYTIC EXPRESSIONS FOR NLO KINEMATIC DISTRIBUTIONS

As our second example, we shall apply symbolic regression to learn the shapes of kinematic distributions at next-to-leading order (NLO). For simplicity, we shall consider the simplest possible process at leading order (LO), namely, the pair-production $e^+e^- \rightarrow \chi\chi$ of two invisible particles at a lepton collider with CM energy $\sqrt{s}$. Here the $\chi$ particles can be neutrinos or stable BSM dark matter candidates that escape undetected. In order to observe such events, we have to tag with a photon from initial state radiation (ISR), i.e., consider the NLO process $e^+e^- \rightarrow \chi\chi + \gamma$.

In general, there is no model-independent exact theoretical prediction for the resulting kinematic distribution of the ISR photon (for model-dependent studies, see [50–53]). However, if the emitted photon is either soft or collinear with the incoming electron or positron, soft/collinear factorization theorems provide an approximate model-independent relation between the LO and NLO differential cross-sections:

$$\frac{d\sigma(e^+e^- \rightarrow \chi\chi + \gamma)}{dx \, d\cos \theta} \approx \mathcal{F}(x, \sin \theta) \, \hat{\sigma}(e^+e^- \rightarrow \chi\chi),$$ \hspace{1cm} (18)

where $\theta$ is the angle between the photon direction and the direction of the incoming electron beam, and the dimensionless quantity

$$x = \frac{2E_\gamma}{\sqrt{s}}$$ \hspace{1cm} (19)

is a measure of the photon energy $E_\gamma$, normalized by the beam energy $\sqrt{s}/2$. Further, $\hat{\sigma}$ is the LO $\chi$ pair-production cross section evaluated at the reduced center of mass energy, $\hat{s} = (1 - x)s$. Finally, $\mathcal{F}$ denotes the splitting function

$$\mathcal{F}(x, \sin \theta) = \frac{\alpha}{\pi} \frac{1 + (1 - x)^2}{x} \frac{1}{\sin^2 \theta},$$ \hspace{1cm} (20)

which upon integration over $\theta$, reproduces the familiar Weizsacker-Williams distribution function. The factor $\mathcal{F}$ is universal: it does not depend on the nature of the (electrically neutral) particles produced in association with the photon.

Note that the normalization of (18) depends on the fine structure coupling constant $\alpha$ appearing in (20). Our main goal in this section will be to apply symbolic regression and learn the shape of the splitting function (20) from a sample of MC events generated either according to the soft/collinear approximation (18) (see Sections III B 1 and III C 1) or using the full matrix element in a specific model (see Sections III B 2 and III C 2). In Section III B (Section III C) the exercise will be performed without (with) detector effects, i.e., smearing the photon energy according to the calorimeter resolution.

| Complexity | Fitted function | MSE   | Score |
|------------|----------------|-------|-------|
| 5          | $(3.73)/\sin^2 \theta$ | $5.56 \times 10^3$ | 0.14  |
| 7          | $1.60/(x \sin^2 \theta)$ | $2.08 \times 10^2$ | 1.64  |
| 9          | $(-1.15 + \frac{0.89}{x})/\sin^2 \theta$ | 8.63  | 1.59  |
| 11         | $(x - 2 + \frac{2}{x})/\sin^2 \theta$ | $5.71 \times 10^{-11}$ | 12.87 |

**TABLE IV. Results from the warm-up symbolic regression exercise considered in Section III A**.

**FIG. 6.** The MSE loss as a function of complexity for the warm-up symbolic regression exercise considered in Section III A.
### A. Warm-up toy exercise: learning the splitting function directly

First we begin with a toy exercise where we create the training data by sampling the function \( F \) directly, i.e., for a given choice of \( x \) and \( \theta \), we compute the target variable \( y \) directly from eq. (20). In other words, our training dataset will be the set

\[
(x, \sin \theta, \frac{F(x, \sin \theta)}{\alpha/\pi})
\]

where for simplicity we have factored out the constant \( \alpha/\pi \). One can view this exercise as corresponding to the case of infinite MC statistics in the absence of any detector effects.

We generate training data \( (21) \) by sampling \( x \in [0.1, 1] \) and \( \sin \theta \in [0.1, 1] \) on a \( 100 \times 100 \) grid. Using the default parameter options in PySR, we obtain the results shown in Table IV for the target function in this case, \( \frac{\xi F(x, \sin \theta)}{\alpha/\pi} \). We see that the correct analytical expression, \( (1 + (1 - x)^2) / (x \sin^2 \theta) \), is recovered at complexity 11, as indicated by the sharp drop of the MSE loss (note also the drastic improvement in the score at complexity 11). This is pictorially illustrated in Figure 6, which shows the evolution of the MSE loss as a function of complexity.

### B. Learning from gen-level MC data

Having validated our symbolic regression procedure with the toy example of the previous subsection, we shall now modify this exercise, making it more realistic in several ways:

- Instead of considering infinite statistics, we shall now limit ourselves to a finite event sample, thereby introducing statistical errors in the target values of the function which are used for the training of the symbolic regression.
- In the toy example of Section III A, we generated the training data by simply looking up the value of the target function at a given \( x \) and \( \sin \theta \) from the correct formula. In reality this will be impossible, and the target values in the training data will have to be determined from experimental or MC simulated data via some sort of density estimation, e.g., through bin counts. Therefore, from now on we shall always rely on MC simulated data to obtain the values for the (unit-normalized) target function from event counts in suitably chosen bins. This approach is a better representation of what would be done in an actual experiment.
  - While in this subsection we shall restrict ourselves to gen-level data, in the next subsection III C we shall account for the finite detector resolution by smearing the photon energy.

#### 1. Data generated using a splitting function

For this version of the symbolic regression exercise, we first generate MC data according to the approximate model-independent differential cross-section (18). We avoid the soft/collinear singularity at \( x = 0 \) and \( \sin \theta = 0 \) by focusing on the previously considered region \( x \in [0.1, 1] \) and \( \sin \theta \in [0, 1] \), binned on a \( 100 \times 100 \) grid. We then sample 100 million events and populate the bins, whose final event counts then serve as the values of the target function (after unit-normalization) to be used in the training. The input features are again \( x \) and \( \sin \theta \) and we use the default parameter setup in PySR.

Our results are shown in Table V and Figure 7, in complete analogy to the earlier Table IV and Figure 6. Once again, PySR finds the correct expression which is now of complexity 13 (the increase by 2 relative to the result in Table IV is due to the numerical prefactor in front of the linear \( x \) term). However, the MSE error this time does not go down to machine precision, and instead saturates at around \( 10^{-4} \), which is due to the statistical uncertainties on the target function values in our training data. Note that “the knee” in Figure 7 is a marker for the true complexity of our target function.

As mentioned in the introduction, an important principle of explainable AI is “generalizability”, i.e., extrapolating into the region away from the training data. In order to demonstrate this, we repeat the exercise, but this time we train only on the data within the restricted domain shown with the dashed rectangle in Figure 7. We

| Complexity | Fitted function | MSE | Score |
|------------|----------------|-----|-------|
| 9          | \((-0.039 + 0.063/x) / \sin^2 \theta\) | \(8.32 \times 10^{-3}\) | 1.59 |
| 11         | \([-0.030 + 0.063/(x - 0.012)] / \sin^2 \theta\) | \(2.72 \times 10^{-3}\) | 0.558 |
| 13         | \((-0.068 + 0.068/x + 0.034 x) / \sin^2 \theta\) | \(1.53 \times 10^{-4}\) | 1.44 |
| 15         | \([(-0.067 + 0.067/x + 0.034 x)] / \sin \theta - 0.001]/ \sin \theta\) | \(1.51 \times 10^{-4}\) | \(6.80 \times 10^{-3}\) |

TABLE V. Results for a few representative complexities from the symbolic regression exercise performed in Section III B 1.
then compare the predictions from the fitted functions found by PySR to the true target function, by plotting the difference as a heatmap in the $(x, \sin \theta)$ plane (see Figure 6 in [20]). Note that in all four cases, the fit within the training domain is reasonably good, but the extrapolation away from it is successful only for the correct answers at complexities 13 and 15. Furthermore, a careful inspection of the plots in the lower row reveals that the extrapolation is better for complexity 13 compared to complexity 15, even though within the training domain the performance is similar. This fact favors the complexity 13 answer over its competitor.

2. Data generated with Madgraph

The training data used in the previous Section III B 1 was generated with the approximate factorized formula

\[ \sqrt{s} = 500 \text{ GeV at the International Linear Collider.} \]

In analogy to the earlier Tables V and VII and Figures 6 and 7, we present the results in Table VI and Figure 9, where for simplicity we focus on the $x$-dependence only.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Complexity & Fitted function & MSE & Score \\
\hline
5 & $17.07 - 98.85x$ & 1.968 & 0.671 \\
7 & $17.08 - 98.85x + x^2$ & 1.968 & $1.6 \times 10^{-5}$ \\
9 & $-11.72 + \frac{2.42 - 0.057}{x}$ & 0.115 & 1.419 \\
11 & $x - 11.97 + \frac{2.44 - 0.057}{x}$ & 0.113 & 0.007 \\
13 & $2x - 12.23 + \frac{2.46 - 0.058}{x}$ & 0.112 & 0.007 \\
15 & $3x - 12.48 + \frac{2.48 + 0.058}{x}$ & 0.111 & 0.006 \\
\hline
\end{tabular}
\caption{The same as Table VII but for the symbolic regression exercise with MadGraph5_aMC@NLO training data performed in Section III B 2.}
\end{table}
The knee in Figure 9 is observed at complexity 9, which also has the highest score in Table VI. The form of the function resembles that of (20), but the coefficients are modified. The expressions at higher complexities (11, 13 and 15), while having comparable MSE, might be disfavored using the method discussed at the end of the previous subsection, see Figure 8.

Since in this example we do not have a simple analytical answer as a point of reference, the only way to judge the quality of the answer is to numerically compare to the distribution in the training data. In Figure 10, we show the unit-normalized distribution of the events in the training data (red) and PYSR output (blue). The results from the current subsection are shown in the left panel, where the blue line corresponds to the fitted function at complexity 9. We see that the symbolic regression was capable of producing a simple analytical expression which describes the data quite well, the main visible discrepancy is in the low statistics tail which is not represented well in the training data, and furthermore, is not relevant for the experimental analysis.

C. Learning from detector-level MC data

So far in this section we have been ignoring any instrumental effects, so that the observed distribution followed the theoretical formula (up to statistical errors). In this section we shall add the effects of the detector resolution which would in principle cause the result from the symbolic regression to differ slightly from the theoretical prediction at gen-level.

1. Data generated using a splitting function

Here we repeat the exercise from Section III B 1 but account for the detector resolution via Gaussian smearing of the energy (but not direction) of the photon with some resolution parameter $\sigma$. By varying the value of $\sigma$, we shall investigate the impact of the detector on our results, which are collected in Table VII for four different values of $\sigma$: 0.01, 0.03, 0.05 and 0.10. In all cases, we observe the expected $\sin^{-2}\theta$ dependence. We note that when the detector effects are relatively mild, $\sigma \lesssim 5\%$, the $x$ dependence is well recovered as well. This fact — that symbolic regression appears to be robust against noise — has been observed in other independent studies as well.

In analogy to Figure 7, in Figure 11 we show the evolution of the MSE loss with the complexity of the fitted function, for several different values of $\sigma$: 0.01, 0.05, 0.10 and 0.20. The “knee” structure is again evident, and the location of the knee depends slightly on the amount of applied smearing.

Since the exercises in this subsection include both errors due to the finite statistics and due to the detector resolution, it is instructive to look at the interplay of the
### Table VII

Results from the symbolic regression exercise performed in Section III C 1 for several values of the detector resolution parameter $\sigma$: 0.01, 0.03, 0.05 and 0.10.

| Complexity | Fitted function | MSE     | Score |
|------------|-----------------|---------|-------|
| $\sigma = 0.01$ |                 |         |       |
| 9          | $(-0.039 + 0.064/x)/\sin^2 \theta$ | $8.41 \times 10^{-3}$ | 1.58  |
| 11         | $0.056/(x\sin^2 \theta(x + 0.82))$ | $5.91 \times 10^{-4}$ | 1.33  |
| 13         | $(-0.068 + 0.068/x + 0.034x)/\sin^2 \theta$ | $2.46 \times 10^{-4}$ | 0.438 |
| 17         | $[(-0.067 + 0.067/x + 0.034x + \sin \theta)/\sin \theta - 1.00]/\sin \theta$ | $2.44 \times 10^{-4}$ | $2.11 \times 10^{-3}$ |
| $\sigma = 0.03$ |                 |         |       |
| 9          | $(-0.039 + 0.064/x)/\sin^2 \theta$ | $8.71 \times 10^{-3}$ | 1.57  |
| 11         | $0.056/(x\sin^2 \theta(x + 0.81))$ | $7.95 \times 10^{-4}$ | 1.20  |
| 13         | $(-0.068 + 0.068/x + 0.034x)/\sin^2 \theta$ | $5.33 \times 10^{-4}$ | 0.20  |
| 15         | $(-0.068 + 0.068/x + 0.034x)/\sin^2 \theta - 1.24 \times 10^{-3}$ | $5.32 \times 10^{-4}$ | $1.06 \times 10^{-3}$ |
| $\sigma = 0.05$ |                 |         |       |
| 9          | $(-0.039 + 0.064/x)/\sin^2 \theta$ | $1.16 \times 10^{-2}$ | 1.44  |
| 11         | $0.056/(x\sin^2 \theta(x + 0.81))$ | $3.89 \times 10^{-3}$ | $5.46 \times 10^{-1}$ |
| 13         | $(-0.067 + 0.068/x + 0.033x)/\sin^2 \theta$ | $3.70 \times 10^{-3}$ | $2.51 \times 10^{-2}$ |
| 15         | $[(-0.067 + 0.068/x + 0.033x)/\sin \theta - 1.10 \times 10^{-3}]/\sin \theta$ | $3.70 \times 10^{-3}$ | $2.78 \times 10^{-4}$ |
| $\sigma = 0.1$ |                 |         |       |
| 9          | $(-0.039 + 0.064/x)/\sin^2 \theta$ | $3.90 \times 10^{-2}$ | $9.00 \times 10^{-2}$ |
| 11         | $0.056/(x\sin^2 \theta(x + 0.82))$ | $3.30 \times 10^{-2}$ | $8.28 \times 10^{-2}$ |
| 13         | $(-0.064 + 0.067/x + 0.029x)/\sin^2 \theta$ | $3.27 \times 10^{-2}$ | $3.60 \times 10^{-3}$ |
| 15         | $0.078/[\sin^2 \theta(1.62x^2 + x + 0.014)]$ | $3.17 \times 10^{-2}$ | $1.75 \times 10^{-2}$ |

![Graph](image)

**FIG. 12.** Loss as a function of the number of events in the training data, for several values of the detector resolution parameter $\sigma$. In each case, we chose to show the PySR result whose complexity is at the “knee” of the corresponding plot from Figure 11.

Two types of errors as a function of the number of events $N_{\text{events}}$ in the training data, see Figure 12. When the detector effects are absent ($\sigma = 0$, black line), the average loss improves as $N_{\text{events}}$ increases, since statistical errors scale as $1/\sqrt{N_{\text{events}}}$. On the other hand, the detector effects are not influenced by $N_{\text{events}}$, and at some point will start to dominate the error budget. As a result, as illustrated in Figure 12, the MSE loss will start to deviate from the benchmark case of $\sigma = 0$. The exact point where this deviation occurs, depends on the size of the detector smearing parameter — the larger the smearing, the earlier the loss saturates.

2. Data generated with MadGraph

Finally, we repeat the exercise from Section III B 2 with the addition of calorimeter detector resolution typical of the ILC, $\delta E/E = 0.17/\sqrt{E}$ [56,59]. The results are displayed in Table VIII and Figure 13, which are the analogues of Table VII and Figure 9 from Section III B 2. The results are as expected, based on what we have observed in the previous subsections. The corresponding predicted differential distribution is shown in the right panel of Fig-
TABLE VIII. Results from the symbolic regression exercise performed in Section III C 2 including detector effects in the training data.

| Complexity | Fitted function                                                                 | MSE | Score |
|------------|---------------------------------------------------------------------------------|-----|-------|
| 5          | $0.724/(x + 0.015)$                                                             | 6.82| 0.051 |
| 7          | $18.07 + 98.855446x$                                                            | 1.97| 0.623 |
| 9          | $-11.72 + \frac{2.42 - 0.057}{x}$                                               | 0.115| 1.419 |
| 11         | $x - 11.97 + \frac{2.44 - 0.057}{x}$                                            | 0.114| 0.007 |
| 13         | $2x - 12.23 + \frac{2.46 - 0.058}{x}$                                           | 0.112| 0.007 |
| 15         | $-x - 9.90 + \frac{2.04 + (-0.03 - 0.0004/x)}{x}$                               | 0.091| 0.102 |

FIG. 13. The same as Figure 9 but adding the effects of the calorimeter resolution as in Section III C 2.

IV. CONCLUSIONS AND OUTLOOK

This study adds to the already wide range of applications of modern machine learning to event generation and simulation-based inference in collider phenomenology [60]. We demonstrated the use of symbolic regression for two common problems in high energy particle physics. First, in the case of kinematic or event variables which are defined through some kind of an algorithm, the symbolic regression produces analytical formulas whose accuracy is limited only by the desired functional complexity. In Section III we showed how to do this in the example of the transverse mass variable $M_{T^2}$ — we were able to rederive all known analytical formulas for $M_{T^2}$ in certain special transverse momentum configurations. Second, the symbolic regression can also produce analytical formulas for certain kinematic distributions of interest, for which theoretical results are unknown or difficult to obtain. In fact, parametrizing the observed distributions in the data with analytical formulas is a standard task in many analyses which attempt to measure the background from data. In Section III we demonstrated that this fit can be done either at the gen-level (Section III B) or at the detector level (Section III C). Note that this last exercise is a non-trivial result, which involves the convolution of the parton-level analytical result with the transfer function describing the detector. To the best of our knowledge, such analytical expressions are rarely discussed in the literature.

The work presented here can be extended in several directions. For example, the $M_{T^2}$ concept can be readily applied to more complex event topologies, where one has several choices of designating parent and daughter particles, leading to a menagerie of different “subsystem” $M_{T^2}$ variables [61, 62]. It would be interesting to see whether the symbolic regression can “derive” the correct answer for $M_{T^2}$ in the general case, for which no analytical formula is known. One could also explore other modern techniques for symbolic regression that are adaptable to high dimensional data [26, 63, 64].
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