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ABSTRACT. We show the existence of global solution for the Wadati-Konno-Ichikawa (WKI) equation with small initial data in the smooth function space. Our approach is based on the scattering and inverse scattering maps in the weighted Sobolev spaces for the WKI spectral problem. In addition, we derive one soliton solution as well as a bursting soliton from our matrix Riemann-Hilbert problem.

1. INTRODUCTION

The paper addresses the initial value problem of the Wadati-Konno-Ichikawa (WKI) equation,

\begin{equation}
\begin{aligned}
\left\{
 iq_t + \left( \frac{q}{\sqrt{1+|q|^2}} \right)_{xx} &= 0, \\
q|_{t=0} &= q_0,
\end{aligned}
\end{equation}

where \( q(x, t) \) is a complex-valued function on \((x, t) \in \mathbb{R} \times [0, \infty) \). The WKI equation is integrable and has an infinite number of conserved quantities. The first two conserved quantities of the WKI equation are

\[ E_1 = \int_\mathbb{R} (\sqrt{1+|q|^2} - 1) dx, \]
\[ E_2 = \int_\mathbb{R} \left( \frac{1}{2} \frac{(q_x)^2}{1+|q|^2} + \frac{q}{q} \frac{1 - \sqrt{1+|q|^2}}{\sqrt{1+|q|^2}} \right) dx, \]

satisfying \( \frac{d}{dt} E_j = 0, \ j = 1, 2 \).

The two WKI equations are introduced in [17]. The first equation is (1) and the second equation is

\begin{equation}
q_t + \left( \frac{q_x}{(1+|q|^2)^{3/2}} \right)_{xx} = 0,
\end{equation}

which can be derived to model oscillation of elastic beams [11].

Shimizu and Wadati first studied the WKI equation (1) by the inverse scattering transformation [16]. They discovered that one soliton solution with a particular parameter becomes a bursting soliton that has infinite height locally in space. Wadati, Konno, and Ichikawa considered a modified version of (2) and obtained a loop soliton solution [12]. Around the same time, the same authors showed that

\[ q_t - 2 \left( \frac{1}{\sqrt{1+q}} \right)_{xxx} = 0 \]
is integrable and has a cusp soliton solution [18], whose slope is infinite at some point.

The above integrable equations admit the exotic soliton solutions that are not smooth. Other well-known soliton equations of this type include the Camassa-Holm equation, the Degasperis-Procesi equation, the Harry-Dym equation, the Short-Pulse equation and so forth. Numerous results on well-posedness and wave breaking are obtained in recent years among these equations. We only list a short-list. See [4] for the Camassa-Holm equation by Constantin and Escher, [14] for the Degasperis-Procesi equation by Liu and Yin, and [15, 13] for the Short-Pulse equation by Liu, Pelinovsky and Sakovich. What above results have in common is that the global well-posedness can be achieved with some initial profile but not every initial profile in the same function space, since there exists an initial profile such that slope of a corresponding solution becomes infinity at some point in a finite time.

The WKI equation admits a bursting soliton whose maximum amplitude is infinity. This type of singularity differs with peakon type solutions. Natural questions rise for the WKI equation what conditions are required for the global existence of solution and whether blow-up phenomena can happen or not. In this paper, we address the first question by the inverse scattering method. We also derive one soliton solution as well as a bursting soliton by the framework of our matrix Riemann-Hilbert problem that appears to be simpler than the original derivation [16]. More exact soliton solutions will be reported in our follow-up work.

Solution of the WKI equation appears in the Wadati-Konno-Ichikawa spectral problem,

\[ \psi_x = \begin{bmatrix} i\lambda \sigma_3 - \lambda M \end{bmatrix} \psi, \quad M = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix}, \]

where \( \lambda \in \mathbb{C} \). Formally, given the time evolution

\[ \psi_t = [-2t\lambda^2 \sigma_3 - 2i \frac{1 - \sqrt{1 + |q|^2}}{\sqrt{1 + |q|^2}} \lambda^2 \sigma_3 + 2 \frac{1}{\sqrt{1 + |q|^2}} \lambda^2 M - i \lambda N] \psi \]

where \( N = \begin{pmatrix} 0 & \left( \frac{q}{\sqrt{1 + |q|^2}} \right)_x \\ \left( \frac{-\bar{q}}{\sqrt{1 + |q|^2}} \right)_x & 0 \end{pmatrix} \), \( \partial_{xt} \psi = \partial_{tx} \psi \) gives the WKI equation (1).

The inverse scattering transform by Shimizu and Wadati [16] is based on the Gelfand-Levitan equation under assumption of compact support for the potential. Boiti, Gerdjikov, and Pempinelli studied the squared solutions of the WKI spectral problem with the potential in the Schwartz function space. A relationship between the Ablowitz-Kaup-Newell-Segur (AKNS) problem and the WKI problem is shown in [10] by Ishimori. One soliton solution is derived for the WKI evolution equations by using the known solitons of the AKNS evolution equations. This relationship between the ANKS and WKI spectral problems is reported by Wadati and Sogo [19] as well. However, it is hard to tell whether existence of solution for a ANKS evolution equation implies that of solution for a WKI evolution equation since the latter solution contains the inverse power of a ANKS solution, e.g., in [10] (equation (3.6)). Furthermore, in [19] (equation (4.9)), the Isotropic Heisenberg equation is related to the WKI equation whose solution contains the inverse power
of the former. This is not the case for relation of the Isotropic Heisenberg equation to the nonlinear Schrödinger equation.

We study the scattering and inverse scattering maps for the potential $q$ in weighted Sobolev spaces. We follow the machinery of the Riemann-Hilbert approach by Deift and Zhou [5, 21, 22]. Their work on long-time asymptotics of the defocusing NLS [6] also contains many important details of the method.

At present we are unable to close regularities of the potential $q$ in a single space under the scattering and inverse scattering maps. We, therefore, require the infinite smoothness of the potential $q$ in order to conclude the solvability of the WKI equation by the inverse scattering transform. Existence of local solution of (1) can be obtained in the same smooth space. We denote $L^2(\mathbb{R})$ as the space of square integrable functions equipped with the norm,

$$\|f\|_{L^2(\mathbb{R})} := \left(\int_{\mathbb{R}} |f(x)|^2 dx\right)^{1/2}.$$

We will denote $X_n$ as the function space defined by

$$X_n := \{f \in L^2(\mathbb{R}) : \langle x \rangle \partial_x^j f \in L^2(\mathbb{R}) \ \forall j = 0, 1, \ldots, n\},$$

where $\langle x \rangle = \sqrt{1 + x^2}$, and $\partial_x$ is the weak partial derivative. When $n = \infty$, we have

$$X_\infty = \{f \in L^2(\mathbb{R}) : \|\langle x \rangle \partial_x^j f\|_{L^2} < \infty \ \forall j \in \mathbb{N}\}.$$

Every function in $X_\infty$ is smooth and any $j$th derivative of a function with a weight $\langle x \rangle$ belongs to $L^2$.

From Theorems 2 and 3, the potential $q \in X_{n+1}$ after a composition of the scattering and the inverse scattering maps is

$$X_{n+1} \ni q \mapsto q \in X_{n-1}, \quad n \geq 2.$$

As Corollary, the following result is obtained.

**Theorem 1.** If $q_0 \in X_\infty$ and

$$\|\langle x \rangle q_0\|_{L^2} + \|\langle x \rangle \partial_x q_0\|_{L^2}$$

is sufficiently small, then there exists a unique solution $q(\cdot, t) \in X_\infty$ of the initial value problem (1) for all $t \in \mathbb{R}^+$. The solution implied in Theorem 1 has no soliton solution because of the smallness condition on an initial data. It is worth mentioning that Theorem 1 requires infinite smoothness of an initial data, and it would be interesting to see existence of local/global solution in lower regularity for the WKI equation.

We note that our work can be readily extended to the study of long-time asymptotic solution by using the steepest descent method. We expect that the leading order decays in the order of $1/\sqrt{t}$, since the WKI equation is formally written as the nonlinear Schrodinger type equation if $|q|$ is small. As for other evolution equations from the WKI hierarchy, the long-time asymptotic solution of the Short-Pulse equation is recently reported in [20].

In the scattering problem, there are mainly three important steps for technical aspects, (i) transformation of the WKI spectral problem to the ANKS spectral problem for existence, analyticity, and estimates of the fundamental solutions, (ii) the change of spectral parameter $\lambda \rightarrow -\frac{1}{\lambda}$ for correct normalization, (iii) the change of the spatial variable that depends on the dependent variable to eliminate the potential $q$ in the jump condition of the Riemann-Hilbert problem. This type of
transformation in (iii) is called the reciprocal transformation or the hodograph transformation in many literatures, e.g., see [7] for integrable discretizations of the WKI elastic beam equation (2).

The paper is organized as follows.

In Section 2, we transform the WKI spectral problem to the AKNS type spectral problem. From the ANKS type spectral problem, we obtain various results and relate them back to the WKI spectral problem.

In Section 3, we introduce the scattering coefficients \( a(\lambda) \) and \( b(\lambda) \) and give their regularity based on regularity of the potential \( q \in X_n \) in Theorem 2.

In Section 4, we make the change of the spectral parameter, \( \lambda \mapsto -\frac{1}{\lambda} \), and give the sectionally analytic matrix function (37) that is normalized to identity at infinity.

In Section 5, we introduce the change of the spatial variable to address an appearance of the potential \( q \) in the jump condition (38). The new spatial variable will be denoted as \( x_H \) and the new potential as \( q_H \) that depends on \( x_H \). We finally give the jump condition (40) for the Riemann-Hilbert problem, used in the inverse problem.

In Section 6, we recover and estimate the potential \( q_H \) on the variable \( x_H \) in Lemma 15 for every \( t \geq 0 \). Finally, we estimate the potential \( q \) on the original variable \( x \) in Theorem 3 for every \( t \geq 0 \).

In Section 7, we derive one soliton solution by using our matrix Riemann-Hilbert formulation.

Notations. We define \(|M| := \left( \sum_{ij} |M_{ij}|^2 \right)^{1/2} \) for a \( n \times m \) matrix \( M \) with an \((i, j)\)th element \( M_{ij} \). If \( M(z) \) is a matrix function on \( z \in \Sigma \) for some contour \( \Sigma \subset \mathbb{C} \), then \( \|M(z)\|_X := \|M(z)\|_X \), where \( \| \cdot \|_X \) is the function norm for the function space \( X \), e.g., the \( L^2 \) space on \( \Sigma \). We denote \( \langle x \rangle = \sqrt{1 + |x|^2} \). When we write \( L^2(\langle x \rangle^2dx) \), we mean the weighted \( L^2 \) space and its norm \( \|f\|_{L^2(\langle x \rangle^2dx)} = \|\langle x \rangle f\|_{L^2} \).

We frequently use the third pauli matrix \( \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \), e.g., \( a^{\sigma_3} = \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix} \) for \( a \in \mathbb{C} \).

2. Transformation to the AKNS-type system

From now on, we adopt the Japanese bracket notation \( \langle \cdot \rangle \) for the potential \( q \), i.e., \( \langle q \rangle := \sqrt{1 + |q|^2} \). We perform the standard eigen decomposition for the operator \( \mathcal{L} = -i\lambda \sigma_3 + \lambda M \),

\[
\mathcal{L} = \mathcal{G} \begin{pmatrix} i\lambda \langle q \rangle & 0 \\ 0 & -i\lambda \langle q \rangle \end{pmatrix} \mathcal{G}^{-1},
\]

where

\[
\mathcal{G} = \frac{1}{\sqrt{2(\langle q \rangle^2 + \langle q \rangle)^{1/2}}} \begin{pmatrix} 1 + \langle q \rangle & -i\langle q \rangle \\ -i\langle q \rangle & 1 + \langle q \rangle \end{pmatrix}.
\]

We observe that \( \mathcal{G} \) invertible since \( \det(\mathcal{G}) = 1 \). We introduce the new matrix function

\[
\phi_1 = \mathcal{G}^{-1}\psi
\]

\[
\phi_1 = \mathcal{G}^{-1}\psi
\]
and expressing (3) in terms of $\phi_1$ gives

$$
\partial_x \phi_1 = [\sigma_3 i \lambda(q) + \mathcal{V}_1] \phi_1, \quad \mathcal{V}_1 = -\mathcal{G}^{-1} \mathcal{G}_x = \begin{pmatrix} B & Q \\ -\bar{Q} & \bar{B} \end{pmatrix},
$$

where

$$
Q = -\frac{i}{4(\langle q \rangle^2 + \langle q \rangle)}(q(q)_x - q_x(1 + \langle q \rangle)), \quad B = \frac{1}{4} \frac{q_x \bar{q} - q \bar{q}_x}{\langle q \rangle^2 + \langle q \rangle}.
$$

We observe that $B$ is purely imaginary. We shall apply the gauge transformation to eliminate the diagonal elements in $\mathcal{V}_1$,

$$
\phi_2 = g_{x_0} \phi_1,
$$

with

$$
g_{x_0} = \exp \left( -\sigma_3 \int_{x_0}^{x} B(y) dy \right).
$$

The subscript $x_0$ is written to keep track of limits $x_0 = +\infty$ or $x_0 = -\infty$. This gauge transformation transforms (8) into

$$
\partial_x \phi_2 = [\sigma_3 i \lambda(q) + \mathcal{V}_2] \phi_2, \quad \mathcal{V}_2 = g_{x_0} \begin{pmatrix} 0 & Q \\ -\bar{Q} \end{pmatrix} g_{x_0}^{-1}.
$$

Observe that $\mathcal{V}_2$ is an off-diagonal matrix. The spectral problem (10) is an analogue to the ANKS system. Lastly, we introduce $\varphi$ to normalize $\phi_2$ as follows

$$
\varphi = \phi_2 e^{-i \lambda \sigma_3 p_{x_0}(x)}
$$

with

$$
p_{x_0}(x) = x + \int_{x_0}^{x} (\langle q \rangle - 1) dy
$$

where we note that $\int_{x_0}^{x} (\langle q \rangle - 1) dx$ is a conserved quantity. From (10), the integral equation for $\varphi$ with the initial condition $\varphi = I$ at $x = x_0$ is given as

$$
\varphi = I + \int_{x_0}^{x} e^{i \lambda (p_{x_0}(x) - p_{x_0}(y)) \sigma_3} \mathcal{V}_2 \varphi e^{-i \lambda (p_{x_0}(x) - p_{x_0}(y)) \sigma_3} dy.
$$

For solution $\varphi$ corresponding with $x_0 = \pm \infty$, we simply denote $\varphi_{\pm}$ for $x_0 = \pm \infty$ above.

We easily get the following estimate on the entry of $\mathcal{V}_2$, if $q \in H^1$ and $q_x \in L^1$, then

$$
\|Q\|_{L^1} \leq \frac{1}{8} (\|q_x^2\|_{L^1} + \|q_x\|_{L^1} + \|q_x \langle q \rangle\|_{L^1})
$$

is bounded. We see that $X_1$ regularity for $q$ is sufficient to have a bounded estimate above since if $q \in X_1$, then $q \in H^1$ and $q_x \in L^1$. Furthermore, the integral that appears in $p_{x_0}$ of (12) is bounded as

$$
\int_{\mathbb{R}} (\sqrt{1 + |q|^2} - 1) dx \leq \int_{\mathbb{R}} |q| dx,
$$

where we used the fact that $\sqrt{1 + s^2} - 1 \leq s$ for $s \geq 0$.

We first address existence and uniqueness of bounded solutions $\varphi_{\pm}(-\lambda)$ of (13) for every fixed $\lambda \in \mathbb{R}$. This follows from the fixed-point argument. If $q \in X_1$, there exist a finite number of sub-intervals of $\mathbb{R}$ such that $Q$ is sufficiently small in $L^1$ norm in each sub-interval for the argument to work. By uniqueness, gluing solutions together, we deduce a unique bounded solutions $\varphi_{\pm}(\cdot, \lambda)$ for every $\lambda \in \mathbb{R}$.
Proposition 1. If \( q \in X_1 \), then there exists unique \( L^\infty \) solution \( \varphi_\pm \) in (13) for every \( \lambda \in \mathbb{R} \).

Furthermore, we have analyticity properties.

Proposition 2. Let \( q \in X_1 \). The first column of \( \varphi_+ \) and the second column of \( \varphi_- \) are analytic in \( \mathbb{C}^+ \). The first column of \( \varphi_- \) and the second column of \( \varphi_+ \) are analytic in \( \mathbb{C}^- \). They are normalized at infinity, i.e.,

\[
[(\varphi_+)_1, (\varphi_-)_2] \to I, \quad [(\varphi_-)_1, (\varphi_+)_2] \to I \quad |\lambda| \to \infty
\]

for \( \lambda \) in their analytic domains.

In order to prove Proposition 2, it is sufficient to check the sign of \( p_{x_0}(x) - p_{x_0}(y) \), i.e.,

\[
(p_{x_0})_1 \equiv (q) - 1 \quad \text{and} \quad (p_{x_0})_2 \equiv y
\]

and find that \( p_{x_0}(x) - p_{x_0}(y) \) is positive when \( y < x \) and negative when \( y > x \), i.e., the sign of the integral \( \int_y^x ((q) - 1) d\tau \) is consistent with that of \( (x - y) \). The full statement of Proposition 2 can be proved analogously as in (1), Lemma 2.1.

In the following, we give useful estimates for the oscillatory integral involving (15) in the exponent, i.e., for \( h \in L^2 \),

\[
\int_x^\infty e^{2i\lambda \ell(x,y)} h(y) dy
\]

where \( \ell(x,y) = y - x + \int_x^y ((q) - 1) d\tau \).

Proposition 3. Let \( q \in X_1 \). If \( h \in L^2 \), then

\[
\| \int_{\pm \infty} x e^{2i\lambda \ell(x,y)} h(y) dy \|_{L^2_\lambda} \leq \sqrt{\pi} \| h \|_{L^2(\mathbb{R})}
\]

and, furthermore, if \( \langle x \rangle h \in L^2 \), then

\[
\| \langle x \rangle \int_{\pm \infty} x e^{2i\lambda \ell(x,y)} h(y) dy \|_{L^2_\lambda} \leq \sqrt{\pi} \| \langle y \rangle h \|_{L^2(\mathbb{R})} \quad \pm x \geq 0,
\]

where \( \ell(x,y) = y - x + \int_x^y ((q(\tau)) - 1) d\tau \).

Proof. We shall use the change of variable \( \xi = \ell(x,y) \). For any fixed \( x \in \mathbb{R} \), we denote \( y(\xi) \) as a function on \( \xi \) that is determined from

\[
\xi = y - x + \int_x^y ((q) - 1) d\tau.
\]

Since \( \frac{d\xi}{dy} = (q) \) and \( \xi = 0 \) if and only if \( y = x \), the change of variable gives

\[
\int_x^\infty e^{2i\lambda \ell(x,y)} h(y) dy = \int_0^\infty e^{2i\lambda \xi} \frac{h(y(\xi))}{\sqrt{1 + |q(y(\xi))|^2}} d\xi.
\]

By the Plancherel’s theorem, we find

\[
\left\| \int_0^\infty e^{2i\lambda \xi} \frac{h(y(\xi))}{\sqrt{1 + |q(y(\xi))|^2}} d\xi \right\|_{L^2_\lambda}^2 = \pi \int_0^\infty \left| \frac{h(y(\xi))}{1 + |q(y(\xi))|^2} \right|^2 d\xi
\]

\[
= \pi \int_x^\infty \frac{|h(y)|^2}{\sqrt{1 + |q(y)|^2}} dy.
\]

(16)
The first estimate in the statement follows from (16).
The second estimate follows from estimating (16) as
\[
\int_{x}^{\infty} \frac{|h(y)|^2}{\sqrt{1+|q(y)|^2}} dy \leq \langle x \rangle^{-2} \int_{x}^{\infty} \langle y \rangle^2 \frac{|q(y)|^2}{\sqrt{1+|q(y)|^2}} dy \quad x \geq 0.
\]
The analogous way works for the integral \(\int_{-\infty}^{x}\) as well.

We shall give various estimates involving the integral equation (13) which is expressed as
\[
(I - K_{\pm\infty}) \varphi_{\pm} = I
\]
with
\[
K_{\pm\infty} \varphi_{\pm} = \int_{\pm\infty}^{x} e^{-i\lambda(x,y)\sigma_3} [\mathcal{N}_2 \varphi] e^{i\lambda(x,y)\sigma_3} dy.
\]
To estimate \(\varphi_{\pm} - I\), we write
\[
(I - K_{\pm\infty})(\varphi_{\pm} - I) = K_{\pm\infty} I.
\]
We recall
\[
Q = \frac{-i}{4(1 + |q|^2 + \sqrt{1 + |q|^2})} (q(\sqrt{1 + |q|^2})_x - qx(1 + \sqrt{1 + |q|^2})),
\]
which appears in \(\mathcal{N}_2 = \begin{pmatrix} 0 & Q \\ -\bar{Q} & 0 \end{pmatrix} \). We can easily check that for \(n \geq 0\)
\[
q \in H^{n+1} \Rightarrow Q \in H^n,
\]
\[
q \in X_{n+1} \Rightarrow Q \in X_n.
\]
Above, we denote \(H^n\) as the Sobolev space defined by
\[
H^n := \{ f \in L^2(\mathbb{R}) : \partial_j^n f \in L^2(\mathbb{R}) \quad \forall j = 0, 1, \ldots, n \}.
\]

The following result tells that smoothness of \(q\) implies weighted \(L^2\) property of \(\varphi_{\pm}\) in the \(\lambda\) variable.

**Lemma 1.** If \(q \in X_1 \cap H^{n+1}\) for \(n \geq 0\), there exist \(\lambda\)-independent matrices \(\{C_j(x)\}_{j=0}^{n}\) with \(C_0 = I\) and \(C_j(x) \in H^{n-j}(dx)\) such that
\[
\|\lambda^k(\varphi_{\pm} - \sum_{j=0}^{k} \frac{1}{\lambda^j} g_{\pm\infty} C_j(x) g_{\pm\infty}^{-1})\|_{L^2_\lambda} < M
\]
for all \(k = 0, 1, \ldots, n\), where \(M\) is a positive constant, independent of \(x\).

**Proof.** The integral operator \((I - K_{\pm\infty})^{-1}\) is a bounded operator from \(L^2_\lambda\) to \(L^2_\lambda\) for every \(x \in \mathbb{R}\) if \(Q \in L^1\) that holds if \(q \in X_1\), i.e., we have the estimate
\[
\| (I - K_{\pm\infty})^{-1} \|_{L^2_\lambda \to L^2_\lambda} \leq e^{2\|Q\|_{L^1}},
\]
where \(f \in L^\infty_\lambda L^2_\lambda\) means \(\|f\|_{L^2_\lambda} \|_{L^\infty_\lambda} < \infty\).

Also, if \(Q \in L^2\), from Proposition 3 we have that \(K_{\pm\infty} I \in L^2_\lambda\). Therefore, from (18), we easily deduce that \(\varphi_{\pm} - I \in L^2_\lambda\) for every \(x \in \mathbb{R}\) if \(q \in X_1\).
By the integration by parts in the right-hand side of (13), we have
\[ K_{\pm \infty} I = \int_{\pm \infty}^{x} e^{-i\lambda f(x,y)\sigma_3} g_{\pm \infty} \begin{pmatrix} 0 & Q \\ -\bar{Q} & 0 \end{pmatrix} g_{\pm \infty}^{-1} e^{i\lambda f(x,y)\sigma_3} dy \]
\[ = \frac{1}{2i\lambda(q)} g_{\pm \infty} M(Q) \sigma_3 g_{\pm \infty}^{-1} + \frac{1}{\lambda} \int_{\pm \infty}^{x} e^{-i\lambda f(x,y)\sigma_3} g_{\pm \infty}  M g_{\pm \infty}^{-1} e^{i\lambda f(x,y)\sigma_3} dy \]
where we denote \( M(Q) = \begin{pmatrix} 0 & Q \\ -\bar{Q} & 0 \end{pmatrix} \), and \( \bar{M} \) is an off-diagonal matrix independent of \( \lambda \). It is easy to check that \( M \in L^2(dx) \) if \( q \in H^2 \).

We can write (18) as
\[ (I - K_{\pm \infty})(\varphi_{\pm} - I - \sum_{j=2}^{k} \frac{1}{\lambda^j} g_{\pm \infty} D_j g_{\pm \infty}^{-1} - \sum_{j=1}^{k} \frac{1}{\lambda^j} g_{\pm \infty} F_j g_{\pm \infty}^{-1}) = \]
\[ + \frac{1}{\lambda^k} \int_{\pm \infty}^{x} e^{-i\lambda f(x,y)\sigma_3} g_{\pm \infty} A_k g_{\pm \infty}^{-1} e^{i\lambda f(x,y)\sigma_3} dy, \]
where \( D_j \) is a diagonal matrix and \( F_j \) is an off-diagonal matrix, and \( D_j, F_j, A_k \) depend only on \( x \). Also, \( D_j \) and \( F_j \) contain at most \( j \) th derivative of \( Q \), and \( A_k \) contains at most \( k \) th derivative of \( Q \). Since \( A_k \in L^2 \) if \( q \in H^{k+1} \), then from Proposition 3 the right hand-side of (20) belongs to \( L^2 \). Since we need \( q \in X_1 \) to invert the operator \( I - K_{\pm \infty} \) in (19), multiplying \( \lambda^k \) to (20), we need \( q \in X_1 \cap H^{k+1} \) to obtain the desired result.

**Lemma 2.** If \( q \in X_{n+1} \) for \( n \geq 0 \), there exist \( \lambda \)-independent matrices \( \{ C_j(x) \}_{j=0}^{n} \) with \( C_0 = I \) and \( C_j \in H^{n-j}(dx) \) such that
\[ \| \lambda^k(\varphi_{\pm} - \sum_{j=0}^{k} \frac{1}{\lambda^j} g_{\pm \infty} C_j(x) g_{\pm \infty}^{-1}) \|_{L^2_{\pm}(\mathbb{R}^2)} < M \]
for all \( k = 0, 1, \ldots, n \), where \( M \) is a positive constant.

**Proof.** The same argument from the above proof applies here. The only difference is that, since \( q \in X_{k+1} \), then \( A_k \) in (20) belongs to \( L^2((x)^2 dx) \). From Proposition 3 (19), and (20), we obtain
\[ \| \lambda^k(\varphi_{\pm} - \sum_{j=0}^{k} \frac{1}{\lambda^j} g_{\pm \infty} C_j(x) g_{\pm \infty}^{-1}) \|_{L^2_{\pm}(\mathbb{R}^2)} \leq M(1 + x^2)^{-1/2}, \quad \pm x \geq 0, \]
where \( M \) is some positive constant, independent of \( x \). This proves the statement. 

The following result tells that weighted \( L^2 \) property of \( q \) implies smoothness property of \( \varphi_{\pm} \) in the \( \lambda \) variable.
Lemma 3. If \( q \in X_{n+1} \) for \( n \geq 0 \), there exist \( \lambda \)-independent matrices \( \{C_j(x)\}_{j=0}^n \) with \( C_0 = I \) and \( C_j \in H^{n-j}(dx) \) such that

\[
\| \partial_{\lambda} \left\{ \lambda^k(\varphi_\pm(0;\lambda) - \sum_{j=0}^k \frac{1}{\lambda^j} \partial_{\lambda}^j g_{\pm \infty}(0)C_j(0)g_{\pm \infty}^{-1}(0)) \right\} \|_{L^2_{\lambda}} < M,
\]

for all \( k = 0, 1, \cdots, n \), where a positive constant \( M > 0 \).

Proof. Differentiating (18) in \( \lambda \) and setting \( x = 0 \), we find that

\begin{equation}
(I - K_{\pm \infty}|_{x=0})\partial_{\lambda} \varphi_\pm = (\partial_{\lambda} K_{\pm \infty}|_{x=0})I + (\partial_{\lambda} K_{\pm \infty}|_{x=0})(\varphi_\pm - I).
\end{equation}

The first term \( (\partial_{\lambda} K_{\pm \infty}|_{x=0})I \) is in \( L^2_{\lambda} \) by Proposition 3 since \( xQ \in L^2 \) if \( q \in X_1 \), i.e.,

\begin{equation}
\| (\partial_{\lambda} K_{\pm \infty}|_{x=0})I \|_{L^2_{\lambda}} \lesssim \| (y)q \|_{L^2} + \| q \|_{L^2} \int_0^\infty (\langle q \rangle - 1)dy,
\end{equation}

where \( \lesssim \) hides some absolute constant.

The second term in (21) is estimated by the Minkowski inequality, \( xQ \in L^2 \), and the boundedness \( \| I - \varphi_\pm \|_{L^2_{\lambda}} \|_{L^2_2(\mathbb{R})} \) from Lemma 2, i.e.,

\begin{equation}
\| (\partial_{\lambda} K_{\pm \infty})(\varphi_\pm - I) \|_{L^2_{\lambda}} \lesssim \| (y)q \|_{L^2} + \| q \|_{L^2} \int_0^\infty (\langle q \rangle - 1)dy \| \| \varphi_\pm - I \|_{L^2_{\lambda}}.
\end{equation}

The right-hand side above is bounded if \( q \in X_1 \). From (21) and two previous inequalities, we deduce that if \( q \in X_1 \), then \( \| \partial_{\lambda} \varphi_\pm(0;\lambda) \|_{L^2_{\lambda}} < M \), where \( M \) is some constant.

If \( q \in X_{k+1} \), then \( A_k \) in equation (20) belongs to \( L^2(\langle x \rangle^2 dx) \), so \( \| xA_k \|_{L^2_{\lambda}} \) is bounded. Differentiating (20) in \( \lambda \), multiplying \( \lambda^k \), and setting \( x = 0 \), we have

\begin{equation}
(I - K_{\pm \infty}|_{x=0})\partial_{\lambda} \left\{ \lambda^k(\varphi_\pm - \sum_{j=0}^k \frac{1}{\lambda^j} \partial_{\lambda}^j g_{\pm \infty}C_j g_{\pm \infty}^{-1}) \right\}
\end{equation}

\begin{equation}
= (\partial_{\lambda} K_{\pm \infty}|_{x=0})g_{\pm \infty}A_k g_{\pm \infty}^{-1} + (\partial_{\lambda} K_{\pm \infty}|_{x=0})\lambda^k(\varphi_\pm - \sum_{j=0}^k \frac{1}{\lambda^j} \partial_{\lambda}^j g_{\pm \infty}C_j g_{\pm \infty}^{-1}).
\end{equation}

From this equation, \( A_k \in L^2(\langle x \rangle^2 dx) \), and Lemma 2, the first term and the second term in the right-hand side of (24) are estimated in the same way as (22) and (23).

We have made a series of transformations (7), (9), and (11). Solution of the WKI spectral problem (3) is related to \( \varphi \) as follows,

\begin{equation}
\psi_\pm e^{-i\lambda \sigma_3 x} = G g_{\pm \infty}^{-1}(\varphi_\pm e^{+i\lambda \sigma_3 \int_0^\infty (\sqrt{1+|q|^2} - 1)dy},
\end{equation}

where \( G \) and \( g_{\pm \infty} \) are independent of \( \lambda \). We shall denote \( m(\pm) = \psi_\pm e^{-i\lambda \sigma_3 x} \). We have obtained various results on \( \varphi_\pm \) which can be used for \( m(\pm) \), which satisfy the following integral equation

\begin{equation}
m(\pm) = I - \lambda \int_\pm^\infty e^{i\lambda(x-y)\sigma_3} M m(\pm) e^{-i\lambda(x-y)\sigma_3} dy.
\end{equation}

From Proposition 1 and (25), we deduce the following result.
Proposition 4. Let \( q \in X_1 \). Then, there exists unique \( L^\infty_x \) solution \( m^{(\pm)} \) of (26) for every \( \lambda \in \mathbb{R} \).

Thanks to analyticity result of \( \varphi_{\pm} \) as well as their asymptotics in Proposition 2 and (25), we deduce the following.

Proposition 5. Let \( q \in X_1 \). Then \( m^{(\pm)} \) share the same analyticity as \( \varphi_{\pm} \) but not the asymptotic behaviors as \( |\lambda| \to \infty \), that is,

\[
\begin{align*}
[m^{(\pm)}]_1 e^{-i\lambda \int f^x_\infty ((q)-1)dy} & \to \frac{1}{\sqrt{2(\langle q \rangle^2 + \langle q \rangle)}^{1/2}} \left( \frac{1 + \langle q \rangle}{-i\bar{q}} \right) e^{f^x_\infty Bdy} \\
[m^{(\pm)}]_2 e^{i\lambda \int f^x_\infty ((q)-1)dy} & \to \frac{1}{\sqrt{2(\langle q \rangle^2 + \langle q \rangle)}^{1/2}} \left( \frac{-iq}{1 + \langle q \rangle} \right) e^{-f^x_\infty Bdy}
\end{align*}
\]

as \( |\lambda| \to \infty \) in \( \mathbb{C}^+ \), and

\[
\begin{align*}
[m^{(\mp)}]_1 e^{-i\lambda \int f^x_\infty ((q)-1)dy} & \to \frac{1}{\sqrt{2(\langle q \rangle^2 + \langle q \rangle)}^{1/2}} \left( \frac{1 + \langle q \rangle}{-i\bar{q}} \right) e^{f^x_\infty Bdy} \\
[m^{(\mp)}]_2 e^{i\lambda \int f^x_\infty ((q)-1)dy} & \to \frac{1}{\sqrt{2(\langle q \rangle^2 + \langle q \rangle)}^{1/2}} \left( \frac{-iq}{1 + \langle q \rangle} \right) e^{-f^x_\infty Bdy}
\end{align*}
\]

as \( |\lambda| \to \infty \) in \( \mathbb{C}^- \).

At this moment, we understood analyticity properties of solution \( m^{(\pm)} \) of (26). As evident in Proposition 5 however, \( m^{(\pm)} \) is not normalized at \( \lambda = \infty \). This issue will be addressed later.

3. Scattering coefficient

We first derive three alternative forms of the scattering coefficients. From the relation (25), apparently

\[
\psi_{\pm} e^{-i\lambda \sigma_3 x} \to I \quad x \to \pm \infty.
\]

We relate \( \psi_{+} \) with \( \psi_{-} \) through the \( 2 \times 2 \) matrix \( T \),

(27)

\[
\psi_{+} = \psi_{-} T, \quad T = \begin{pmatrix} a & d \\ b & c \end{pmatrix}.
\]

Taking \( x \to -\infty \) above yields

(28)

\[
T = I + \lambda \int_R \begin{pmatrix} -qm^{(+)\pm}_{21} & -e^{-2i\lambda y}qm^{(+)\pm}_{22} \\ e^{2i\lambda y}qm^{(+)\pm}_{11} & \bar{q}m^{(+)\pm}_{12} \end{pmatrix} dy.
\]

Using the symmetry of the spectral problem (3), i.e.,

\[
\psi = \begin{pmatrix} \psi_1(\lambda) \\ \psi_2(\lambda) \end{pmatrix} = \begin{pmatrix} -\bar{\psi}_2(\lambda) \\ \bar{\psi}_1(\lambda) \end{pmatrix},
\]

with (28), we verify that

(29)

\[
T = \begin{pmatrix} a(\lambda) & \bar{b}(\lambda) \\ b(\lambda) & a(\lambda) \end{pmatrix}.
\]

(28) is an integral form for \( a \) and \( b \) in terms of \( m^{(\pm)} \), which was conveniently used to obtain relations of scattering coefficients in (29).
It is also useful to introduce another form of $T$ in terms of $\varphi_\pm$. From (25), $
abla_\pm = \nabla T$ can be written as
\[
g_{\pm \infty}^{-1} \varphi_\pm = g_{- \infty}^{-1} \varphi_- e^{i \lambda x \sigma_3 + i \lambda \sigma_3} f_{\pm \infty} \mathcal{H} dx T e^{-i \lambda x \sigma_3 - i \lambda \sigma_3} f_{\pm \infty} \mathcal{H} dy,
\]
where we used notation $\mathcal{H} = \sqrt{1 + |q|^2} - 1$. From this, by taking the limit $x \to -\infty$, we find that
\[
a(\lambda) e^{i \lambda x} \int_0^\infty \mathcal{H} dy + \int_0^B \mathcal{H} dy = 1 - \int_{\mathbb{R}} e^{2 i \lambda x} Bdy \mathcal{Q}(\varphi_+)_2 dy,
\]
where $(\varphi_\pm)_{ij}$ is the $ij$th element of $\varphi_\pm$. Since $(\varphi_+)_21$ is analytic in $\mathbb{C}^+$ and $(\varphi_+)_21 \to 0$ as $|\lambda| \to \infty$ as in Proposition 2 from (30) we have
\[
\text{Proposition 6. If } q \in X_1, a(\lambda) \text{ is analytic in } \mathbb{C}^+ \text{ and } a(\lambda) \text{ is analytic in } \mathbb{C}^- \text{ with limits,}
\]
\[
a(\lambda) e^{i \lambda x} \int_0^\infty \mathcal{H} dy + \int_0^B \mathcal{H} dy \to e^{-f_0 Bdy}
\]
\[
a(\lambda) e^{-i \lambda x} \int_0^\infty \mathcal{H} dy + \int_0^B \mathcal{H} dy \to e^{f_0 Bdy}
\]
as $\lambda \to \infty$ in their analytic domains.

Lastly, we also give formulas of $a$ and $b$ where we have freedom to fix any value of $x \in \mathbb{R}$, i.e.,
\[
a(\lambda) = \det((\psi_+, 1), (\psi_-) 2)
\]
\[
= \det((\mathcal{G}g^{-1}_+, 1), (\mathcal{G}g^{-1}_-, 2)) e^{i \lambda x} \int_0^\infty \mathcal{H} dy
\]
\[
b(\lambda) = \det((\psi_+, 1), (\psi_-) 2)
\]
\[
= \det((e^{2 i \lambda x} (\mathcal{G}g^{-1}_-, 1)) e^{i \lambda x} \int_0^\infty \mathcal{H} dy, (\mathcal{G}g^{-1}_+) e^{i \lambda x} \int_0^\infty \mathcal{H} dy),
\]
where we denoted $g_{\pm} := g_{\pm \infty}$ for convenience and we used the notation $(\cdot)_2$ to denote the $j$th column of the matrix $\cdot$.

We further rewrite (32) into a very useful form for estimates. Denote $R_k = \sum_{j=0}^k \frac{1}{j!} C_j(0)$ in Proposition 1. Setting $x = 0$ in (32), we can express it as
\[
b(\lambda) e^{i \lambda x} \int_0^\infty - \int_0^\infty \mathcal{H} dy = \det((\mathcal{G}g^{-1}_-, (\varphi_- (0; \lambda) - g_- R_k g^{-1}_-), (\mathcal{G}g^{-1}_+ (\varphi_+ (0; \lambda))) + \det((\mathcal{G}g^{-1}_+, (\varphi_+ (0; \lambda) - g_+ R_k g^{-1}_+) + \det((\mathcal{G}g^{-1}_+, (\varphi_+ (0; \lambda) - g_+ R_k g^{-1}_+) + \det((\mathcal{G}g^{-1}_-, (\varphi_- (0; \lambda) - g_- R_k g^{-1}_-) + \det((\mathcal{G}g^{-1}_+, (\varphi_+ (0; \lambda) - g_+ R_k g^{-1}_+) + \det((\mathcal{G}g^{-1}_-, (\varphi_- (0; \lambda) - g_- R_k g^{-1}_-) = 0
\]
since vectors are identical up to multiple and thus linearly dependent. This is why we kept track of $g_{\pm \infty}$.

We shall begin with giving regularity of $b(\lambda)$.

**Lemma 4.** If $q \in X_{n+1}$, then $\lambda^j b \in L^2$ and $\partial_\lambda (\lambda^j b) \in L^2$ for $j = 0, 1, \ldots, n$.

**Proof.** From (33) when $k = 0, b$ is estimated as
\[
\|b\|_{L^2} \leq K \|\varphi_+ (0; \lambda)\|_{L^\infty} \|\varphi_- (0; \lambda)\|_{L^2} + K \|\varphi_+ (0; \lambda)\|_{L^2} - I \|\varphi_- (0; \lambda)\|_{L^2},
\]
where $K$ is some finite positive constant. The left-hand side above is bounded if $q \in X_1$ from Lemmas 3 and 4 in the case of $n = 0$. Setting $x = 0$ in (32) and differentiating in $\lambda$, we have
\[
\partial_\lambda b = cb(\lambda) + \det((\mathcal{G}g^{-1}_-, \partial_\lambda (\varphi_- (0; \lambda))) + \det((\mathcal{G}g^{-1}_+, \partial_\lambda (\varphi_+ (0; \lambda))))
\]
+ $\det((\mathcal{G}g^{-1}_-, \partial_\lambda (\varphi_- (0; \lambda))) + \det((\mathcal{G}g^{-1}_+, \partial_\lambda (\varphi_+ (0; \lambda))))$.
where \( c = -\lambda i \int_{-\infty}^0 -\int_{1}^{\infty} H dy \). The above is estimated analogously if \( q \in X_1 \), i.e.,

\[
\| \partial_\lambda b \|_{L^2} \leq K \| b \|_{L^2} + K \| \varphi_+ (0; \lambda) \|_{L^\infty} \| \partial_\lambda \varphi_- (0; \lambda) \|_{L^2} + K \| \varphi_- (0; \lambda) \|_{L^\infty} \| \partial_\lambda \varphi_+ (0; \lambda) \|_{L^2},
\]

where \( K \) is some positive constant. The right-hand side is bounded if \( q \in X_1 \).

Since \( b \in H^1 \), in order to show that \( \lambda^j b \in L^2 \) and \( \partial_\lambda (\lambda^j b) \in L^2 \) for \( j = 1, 2, \cdots, n \), we need to care only the behavior at infinity. Let \( I = \mathbb{R} \setminus U \), where \( U \) is a neighborhood of the origin. Multiplying \( \lambda^k \) to (33), since the singularity of \( \mathcal{R}_k \) at \( \lambda = 0 \) is bounded away from \( I \), we get the following estimate

\[
\| \lambda^k b \|_{L^2 (I)} \leq K \| \lambda^k (\varphi_- (0; \lambda) - g_- \mathcal{R}_k g_-^{-1}) \|_{L^2 (I)} \| \varphi_+ \|_{L^\infty} + K \| \lambda^k (\varphi_+ (0; \lambda) - g_+ \mathcal{R}_k g_+^{-1}) \|_{L^2 (I)}
\]

for some positive constant \( K \), and the right-hand side is bounded for \( k = 0, 1, \cdots, n \) if \( q \in X_1 \cap H^{n+1} \) from Lemma 1. Next, analogously differentiating (33) in \( \lambda \), multiplying by \( \lambda^k \), we can estimate \( \partial_\lambda (\lambda^j b) \) in \( L^2 (I) \) for \( j = 0, 1, \cdots, n \) if \( q \in X_{n+1} \) from Lemmas 1 and 3.

Next, we turn to estimates on \( a \). We first notice that (31) can be further expressed as

\[
a(\lambda) e^{i \lambda f_\mathcal{H} dy} = \det ((\mathcal{G} g_{-1}^{-1} (\varphi_+ - I))_1, (\mathcal{G} g_{-1}^{-1} \varphi_-)_2) + \det ((\mathcal{G} g_{+1}^{-1})_1, (\mathcal{G} g_{-1}^{-1} (\varphi_+ - I))_2) + e^{-f_\mathcal{R} B dy},
\]

(34)

where we have used that

\[
\det ((\mathcal{G} g_{+1}^{-1})_1, (\mathcal{G} g_{-1}^{-1} \varphi_-)_2) = e^{-f_\mathcal{R} B dy}.
\]

The above equality follows from direction computations. From Lemmas 1 and 3 and equation (34), we deduce the following result.

**Lemma 5.** If \( q \in X_1 \), then \( a(\lambda) e^{i \lambda f_\mathcal{H} dx + f_\mathcal{R} B dy} - 1 \in L^2 \) and \( \partial_\lambda (a(\lambda) e^{i \lambda f_\mathcal{H} dx}) \in L^2 \).

Thanks to Lemma 5, we see that \( a(\lambda) \) is continuous if \( q \in X_1 \). We will show that, in the following, \( a(\lambda) \) has no zero under smallness condition of \( q \in X_1 \). From (30), by the reverse triangular inequality, we have

\[
|a| \geq 1 - \left| \int_{\mathbb{R}} Q (\varphi_+)_2 dy \right|.
\]

(35)

If \( q \in X_1 \), then Proposition 1 states the unique existence of bounded solution \( \varphi_\pm \) of the integral equation (26). Now, if \( q \in X_1 \) is sufficiently small, then one can easily verify the following.

**Proposition 7.** For any \( \delta_1 > 0 \), there exists a \( \delta_2 > 0 \) such that if \( \| q \|_{X_1} < \delta_2 \), then \( \| (\varphi_+)_1 - e_1 \|_{L^\infty} < \delta_1 \) for every \( \lambda \in \mathbb{R} \cup \mathbb{C}^+ \).

We denote \((\varphi_+)_1\) for the first column of \( \varphi_+ \). From (35) and (7), we deduce the following.

**Lemma 6.** If \( \| q \|_{X_1} \) is sufficient small, then \( a(\lambda) \) is bounded away from zero for all \( \lambda \in \mathbb{R} \cup \mathbb{C}^+ \).

We also add another important property that may be apparent from (28). We shall show it rigorously.
Lemma 7. \( \lambda^{-1}(a(\lambda) - 1) \) and \( \lambda^{-1}b(\lambda) \) are continuous at \( \lambda = 0 \).

Proof. From the integral equation (24), we can write
\[
(m^{(\pm)})_1 = e_1 + \lambda I^{(\pm)}(0; \lambda),
\]
where
\[
I^{(\pm)}(0; \lambda) = \int_0^\infty e^{i\lambda(x-y)\sigma_3} \mathcal{M}(m^{(\pm)}) e^{-i\lambda(x-y)\sigma_3} dy.
\]
We note that since, for every \( x \in \mathbb{R}^+ \), \( m^{(\pm)}(x; \lambda) \) is continuous in \( \lambda \), then \( I^{(\pm)}(0; \lambda) \) is also continuous. From (32), using the above notation, we have
\[
b(\lambda) = \lambda \{ \det(e_1, I^{(-)}(0; \lambda)) + \det(I^{(+))(0; \lambda)}, e_1) \} + \lambda^2 \det(I^{(-)}(0; \lambda), I^{(+))(0; \lambda)}).
\]
It is evident that \( \lambda^{-1}b(\lambda) \) is continuous at \( \lambda = 0 \). A similar way applies to showing continuity of \( \lambda^{-1}(a(\lambda) - 1) \) at \( \lambda = 0 \).

Finally, we obtain the following.

Theorem 2. If \( q \in X_{n+1} \) and the norm \( \|q\|_{X_1} \) is sufficiently small, then \( a(\lambda) \) and \( b(\lambda) \) defined in (27) satisfy
\[
\lambda^{-1} \frac{b}{a} \in H^1, \quad \lambda^j \frac{b}{a} \in H^1
\]
for \( j = 0, 1, \ldots, n \).

Proof. Since \( \lambda^j b \in L^2 \) for \( j = 0, \ldots, n \) from Lemma 4 and \( a \) is continuous and bounded away from zero from Lemmas 5 and 6, it is obvious that \( \lambda^j \frac{b}{a} \in L^2 \) for \( j = 0, \ldots, n \). Next, we consider,
\[
\partial_\lambda \left( \lambda^j \frac{b}{a} \right) = \frac{\partial_\lambda (a(\lambda) e^{-i\lambda \int bd\sigma} \lambda^j b(\lambda) e^{i\lambda \int bd\sigma})}{a(\lambda)^2} \lambda^j b(\lambda) e^{i\lambda \int bd\sigma} + \frac{e^{-i\lambda \int bd\sigma}}{a(\lambda)} \partial_\lambda (\lambda^j b(\lambda) e^{-i\lambda \int bd\sigma}).
\]
All terms in the right-hand side above are estimated in \( L^2 \) from Lemmas 4 5 and 6 for \( j = 0, 1, \ldots, n \) if \( q \in X_{n+1} \).

For \( \frac{1 \pm \lambda}{\lambda^a} \), we only care about \( \lambda = 0 \). From Lemma 7, \( \frac{1 \pm \lambda}{\lambda^a} \) is continuous at \( \lambda = 0 \), so it implies that the weak derivative exists and thus \( \frac{1 \pm \lambda}{\lambda^a} \in H^1 \).

The following Corollary will be used in the inverse problem. Its proof is apparent from Lemmas 4 5 6 and Proposition 7 that norms of \( b(\lambda)/a(\lambda) \) are controlled in terms of \( X_n \) norms of \( q \). In particular, we pay our attention to smallness assumption on \( \|q\|_{X_1} \).

Corollary 1. Let \( \delta^* > 0 \) be a small constant such that \( \|q\|_{X_1} < \delta^* \) is small enough in the sense of Theorem 2. For any small \( \delta_1 > 0 \), there exists \( \delta_2 > 0 \) such that if \( \|q\|_{X_1} < \delta_2 < \delta^* \), then
\[
\left\| \lambda^{-1} \frac{b(\lambda)}{a(\lambda)} \right\|_{L^2} + \left\| \frac{b(\lambda)}{a(\lambda)} \right\|_{L^2} < \delta_1,
\]
where \( a \) and \( b \) are defined in (27).
4. THE INVERSE POWER TRANSFORMATION \( z = -\frac{1}{\lambda} \)

Finally, here we put all previous results together to relate solution of the Wadati-Konno-Ichikawa spectral problem to solution of the normalized Riemann-Hilbert problem. Here we make the change of variable in the spectral variable,

\[
z := -\frac{1}{\lambda}.
\]

It is clear that \( \text{Im}(z) \gtrless 0 \) if and only if \( \text{Im}(\lambda) \gtrless 0 \). What follows is that we have the consistent analyticity for \( m^{\pm}(z^{-1}) \) and \( a(z^{-1}) \), i.e., domains of analyticity of \( m^{\pm}(\lambda) \) in the \( \lambda \)-complex plane coincide with domains of \( m^{\pm}(-z^{-1}) \) in the \( z \)-complex plane. What is better in the \( z \)-variable is that the sectionally analytic function \( m(-1/z) \) is normalized as \( z \to \infty \) and gives the useful reconstruction formula for the potential \( q \). From the integral equation (26), we obtain the following result that is given in the \( z \)-variable.

**Proposition 8.** If \( q \in X_1 \), then \( [(m^{(+)})_1, (m^{(-)})_2] \) is analytic in \( \mathbb{C}^+ \), and \( [(m^{(-)})_1, (m^{(+)})_2] \) is analytic in \( \mathbb{C}^- \). Their asymptotic behaviors at infinity are

\[
[(m^{(+)})_1, (m^{(-)})_2] \to I, \quad [(m^{(-)})_1, (m^{(+)})_2] \to I
\]

as \( |z| \to \infty \) in their domains of analyticity. Furthermore, the first term \( m_1 \) in the series

\[
[(m^{(+)})_1, (m^{(-)})_2] = I + \frac{m^{(1)}}{z} + O\left(\frac{1}{z^2}\right)
\]

gives

\[
\partial_z m^{(1)} = \mathcal{M} = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix}.
\]

The same holds for \( [(m^{(-)})_1, (m^{(+)})_2] \).

**Proposition 9.** If \( q \in X_1 \), then \( a(-1/z) \) is analytic in \( \mathbb{C}^+ \) with

\[
a(-1/z) = 1 + O\left(\frac{1}{z^2}\right),
\]

for \( z \in \mathbb{C}^+ \) in the neighborhood of \( \infty \).

We define the reflection coefficient

\[
r(z) := \frac{b(-1/z)}{a(-1/z)}.
\]

In above, if we write \( r(-1/\lambda) \), then it simply means \( r(-1/\lambda) = \frac{b(\lambda)}{a(\lambda)} \). From Theorem 2, \( \lambda^j r(1/\lambda) \) belongs to \( H^1_{\lambda} \) for \(-1 \leq j \leq n \) if \( q \in X_{n+1} \) and \( q \) is sufficiently small in \( X_1 \) norm.

To this end, we define the sectionally analytic matrix function by

\[
m(z) = \begin{cases} \frac{1}{a(-1/z)e^{-\frac{i}{2} \int_{\lambda} \mathcal{H} dy}} (m^{(+)}_1) e^{-\frac{i}{2} \int_{\lambda} \mathcal{H} dy}, (m^{(-)}_2)e^{-\frac{i}{2} \int_{\lambda} \mathcal{H} dy}, & z \in \mathbb{C}^+ \\ \frac{1}{a(-1/z)e^{-\frac{i}{2} \int_{\lambda} \mathcal{H} dy}} (m^{(+)}_2) e^{-\frac{i}{2} \int_{\lambda} \mathcal{H} dy}, (m^{(-)}_1)e^{-\frac{i}{2} \int_{\lambda} \mathcal{H} dy}, & z \in \mathbb{C}^- \end{cases}
\]

Recall \( \mathcal{H} = \langle q \rangle - 1 \). This sectionally analytic matrix is normalized correctly, i.e., \( m(z) \to I \) as \( |z| \to \infty \) and the non-tangential limits of \( m(z) \) as \( |z| \to 0 \) are bounded.
The direct computation can verify that the jump condition on the real line is found as

\begin{equation}
    m_+ = m_- \left( \frac{1 + |r|^2}{r e^{\frac{i}{2} \int_{x}^{\infty} \mathcal{H}dy}} \right) \quad z \in \mathbb{R},
\end{equation}

where \( m_{\pm} \) are the non-tangential limits of \( m(z) \) to \( z \in \mathbb{R} \) from \( C_{\pm} \).

At \( z = 0 \), since \( r(0) = 0 \), we have that \( m_+ = m_- \), i.e., the non-tangential limits coincide at the origin. From Propositions 5 and 6, the non-tangential limits of \( m(z) \) in (37) at \( z = 0 \) are

\[ m(z) \rightarrow \mathcal{G}e^{\sigma_3 \int_{-\infty}^{x} \mathcal{H}dy} \]

as \( z \rightarrow 0 \) for \( z \in C_{\pm} \). This is consistent with \( m_+ = m_- \) at \( z = 0 \), as we found

\[ m_{\pm}(0) = \mathcal{G}e^{\sigma_3 \int_{-\infty}^{x} \mathcal{H}dy} \]

above.

However, the jump condition (38) contains the potential \( q \) in \( \mathcal{H} \) that we want to recover in the inverse problem. In the latter section, we make a final modification to address appearance of \( q \).

5. The RHP after the change of space coordinate

5.1. Change of space coordinate—new notations \( x_{\mathcal{H}} \) and \( q_{\mathcal{H}} \). In order to address appearance of \( q \) in the jump condition, we introduce

\begin{equation}
    x_{\mathcal{H}} := x + \int_{-\infty}^{x} \mathcal{H}(y)dy,
\end{equation}

where \( \mathcal{H} = (q) - 1 \). If \( q \in L^1 \), \( x_{\mathcal{H}} \) is continuous and monotone increasing in \( x \) and \( \int_{-\infty}^{x} \mathcal{H}dy \) is bounded, so we see that for every \( x \in \mathbb{R} \), there exists a unique corresponding value \( x_{\mathcal{H}} \in \mathbb{R} \), i.e., \( x \mapsto x_{\mathcal{H}} \) is one-to-one and onto. In the following, \( x_c \) is a negative value such that \( x_{\mathcal{H}} = x_c + \int_{-\infty}^{x_c} \mathcal{H}dy = 0 \).

\[
\begin{array}{c}
-\infty \quad x_c \quad 0 \quad x \\
\end{array}
\quad
\begin{array}{c}
-\infty \quad 0 \quad \int_{-\infty}^{0} \mathcal{H}dy \\
\end{array}
\quad
\begin{array}{c}
x_{\mathcal{H}} \\
\end{array}
\]

We denote the potential defined on \( x_{\mathcal{H}} \) variable as \( q_{\mathcal{H}}(x_{\mathcal{H}}) \). The relation to \( q(x) \) is simply

\[ q_{\mathcal{H}}(x_{\mathcal{H}}) = q_{\mathcal{H}}(x + \int_{-\infty}^{x} \mathcal{H}dy) = q(x), \]

i.e., \( q(x) \) is obtained by \( q_{\mathcal{H}}(x_{\mathcal{H}}) \) after translation \( \int_{-\infty}^{x} \mathcal{H}dy \) in the argument of \( q_{\mathcal{H}}(x_{\mathcal{H}}) \).

To this end, we reformulate the jump condition (38) as

\begin{equation}
    m_+ = m_- \left( \frac{1 + |r|^2}{r e^{\frac{i}{2} \int_{x_{\mathcal{H}}}^{\infty} \mathcal{H}dy}} \right) \quad z \in \mathbb{R},
\end{equation}

In the \( x_{\mathcal{H}} \) variable, the reconstruction formula \( \partial_x m^{(1)} = \mathcal{M} \) after the change of variable gives

\begin{equation}
    q_{\mathcal{H}}(q_{\mathcal{H}})^{-1} = \partial_{x_{\mathcal{H}}} m^{(1)}_{12},
\end{equation}

where \( m^{(1)}_{12} \) are as before.
where we recall \( \lim_{|z| \to \infty, z \in \mathbb{C}^+} m(z) = m^{(1)} = \begin{pmatrix} m_{11}^{(1)} & m_{12}^{(1)} \\ m_{21}^{(1)} & m_{22}^{(1)} \end{pmatrix} \) and \( \partial_{x_H} \) is a partial derivative with respect to \( x_H \).

5.2. How to construct \( x \) in the inverse problem. However, when the inverse problem concerns, we have no a-priori knowledge of the potential \( q \), which means that the variable \( x \) must be recovered as well after \( q_H \) is recovered. We proceed as follows.

We notice that if \( |\partial_{x_H} m_{12}^{(1)}| < 1 \) we can recover \( q_H \) in (41). Indeed, solve for \( |q_H|^2 \) in (41) and obtain

\[
|q_H|^2 = \frac{|\partial_{x_H} m_{12}^{(1)}|^2}{1 - |\partial_{x_H} m_{12}^{(1)}|^2} < \infty
\]

which needs \( |\partial_{x_H} m_{12}^{(1)}| < 1 \). At this moment, we suppose that \( |\partial_{x_H} m_{12}^{(1)}| < 1 \) as this will be proven later, then we determine \( q_H \) by

\[
q_H = \langle q_H \rangle \partial_{x_H} m_{12}^{(1)}.
\]

In order to recover \( x \), from (39) and using definition \( q(x) = q_H(x + \int_{-\infty}^x \mathcal{H}dy) \), we have

\[
x_H = x + \epsilon(x)
\]

where

\[
\epsilon(x) = \int_{-\infty}^x (\langle q_H(y + \epsilon(y)) \rangle - 1)dy.
\]

To recover \( x \) uniquely, a unique existence of \( \epsilon \) must be established.

**Lemma 8.** Suppose that \( q_H \in X_1 \). Then there exists a unique monotone increasing bounded continuous solution \( \epsilon(x) \) in (42) for \( x \in (-\infty, \infty) \) with \( \epsilon(-\infty) = 0 \).

**Proof.** Construct a sequence \( \{\epsilon_k\} \) from

\[
\epsilon_k(x) = \int_{-\infty}^x (\langle q_H(y + \epsilon_k(y)) \rangle - 1)dy,
\]

and we find that

\[
\epsilon_{k+1}(x) - \epsilon_k(x) = \int_{-\infty}^x \left( \langle q_H(y + \epsilon_k(y)) \rangle - \langle q_H(y + \epsilon_{k-1}(y)) \rangle \right)dy
\]

\[
\leq \int_{-\infty}^x \left| \langle q_H(y + \epsilon_k(y)) \rangle - \langle q_H(y + \epsilon_{k-1}(y)) \rangle \right| dy \| \epsilon_k - \epsilon_{k-1} \|_{L^\infty}
\]

\[
\leq \sup_{\delta \in \mathbb{R}} \left| \frac{\langle q_H(-\delta) \rangle - \langle q_H \rangle}{\delta} \right| \| \epsilon_k - \epsilon_{k-1} \|_{L^1(-\infty, x)}.
\]

If \( q \in X_1 \), then there exists some \( x_0 \in \mathbb{R} \) such that \( M = \sup_{\delta \in \mathbb{R}} \left| \frac{\langle q_H(-\delta) \rangle - \langle q_H \rangle}{\delta} \right| \| \epsilon_k - \epsilon_{k-1} \|_{L^1(-\infty, x_0)} < 1 \). We conclude that the sequence \( \{\epsilon_k(x)\} \) is Cauchy in \( L^\infty(-\infty, x_0) \) space since

\[
\| \epsilon_m - \epsilon_n \|_{L^\infty(-\infty, x_0)} \leq \sum_{j=n}^{m-1} \| \epsilon_{j+1} - \epsilon_j \|_{L^\infty(-\infty, x_0)} \leq \frac{M^n}{1-M} \| \epsilon_1 - \epsilon_0 \|_{L^\infty(-\infty, x_0)} \to 0
\]

as \( n \to \infty \) for \( m > n \).

Next, in order to extend the existence interval, consider \( \epsilon(x) = \epsilon(x_0) + \int_{x_0}^x (\langle q_H(y + \epsilon(y)) \rangle - 1)dy \) and repeat the same argument to conclude a unique existence of \( \epsilon(x) \) in \( L^\infty(x_0, x_1) \) for \( x_1 > x_0 \). Since \( q \in X_1 \), there are a finite number of subintervals of
such that $M < 1$ for each interval. By uniqueness, this proves a unique existence of $\epsilon(x)$ for $x \in (-\infty, \infty)$.

Lastly, the derivative of $\epsilon(x)$ from (12) is $\epsilon'(x) = \langle q_H(x + \epsilon(x)) \rangle - 1 > 0$. Since $q_H \in H^1 \subset X_1$, $\epsilon'(x)$ is bounded. This implies that $\epsilon(x)$ is continuous and monotone increasing.

With $\epsilon(x)$ given in Lemma 8, we see that the variable $x \in \mathbb{R}$ can be uniquely determined from $x_H = x + \epsilon(x)$ with respect to $x_H \in \mathbb{R}$. For example, the solid line below corresponds to $x + \epsilon(x)$,

![Graph showing the relationship between $x$ and $x_H$.]

### 5.3. Useful explicit formula for $x$.

In the previous subsection, we gave a basic procedure to recover $q(x)$ as $q_H \to x \to q(x)$ provided that $q_H \in X_1$. Here, we will give the formula that relates $x$ and $x_H$ in terms of the limit of $m(z)$ defined in (37). We will not use this to estimate $q(x)$, as the procedure above is sufficient, but the following formula is particularly useful in study of long time asymptotic solutions and explicit soliton solutions.

We denote $(m(z))_{11}$ as the $(1,1)$ th matrix element of $m(z)$ defined in (37). From Propositions 8 and 9, we easily see that

$$(m(z))_{11} = 1 + \frac{i}{z} \int_{-\infty}^{x} (\langle q(y) \rangle - 1) dy + O(z^{-2}).$$

From this, we obtain

$$\lim_{z \to \infty} z((m(z))_{11} - 1) = i \int_{-\infty}^{x} Hdy,$$

where $z \to \infty$ is taken in the upper-half plane of $\mathbb{C}$. From (39) and (43), we have the relation

$$x_H - x = \frac{1}{i} \lim_{z \to \infty} z((m(z))_{11} - 1).$$

The right-hand side can be determined from solution of the Riemann-Hilbert problem. This is why it is useful for estimates as well as explicit soliton solutions. We will use (43) to derive soliton solution.
5.4. Final RHP formulation with time parameter. Up to now, we consider the case of $t = 0$. Here we shall give the time evolution of $b/a$ under the time evolution of $q(x,t)$ to set up the RHP including the time parameter $t$.

The existence of local unique solution $q \in X_{\infty}$ for $t \in [0,T)$ for some $T > 0$ can be shown by the most rudimentary way. We write the WKI equation (11) as

$$q = W_i(q), \quad W_i(q) := -iq_0 - i \int_0^t \left( \frac{q}{\langle q \rangle} \right) \, dt.$$ 

We see that $W_i : X_{m+2} \rightarrow X_m$ with $m \geq 0$ and the fixed-point argument can be closed in the space $X_{\infty}$ for a finite time interval $[0,T)$ with some $T > 0$.

For every fixed $t \in [0,T)$, considering the Lax system (3) with the potential $q(\cdot, t) \in X_{\infty}$ of the WKI equation, we deduce that the exactly same results in Section 2 hold for the fundamental solutions $\psi_\pm(x,t; \lambda)$. On the other hand, considering the other Lax system (4) with $q(x,t)$ and taking $|x| \rightarrow \infty$, we obtain $\psi_t = -2i\lambda^2 \sigma_3 \psi$. This implies that the fundamental solutions for the both Lax systems must take form of $\psi_\pm(x,t; \lambda)e^{-2i\lambda^2 t}\sigma_3$.

Following the exactly same definition of the scattering coefficients $a$ and $b$ with $\psi_\pm(x,t; \lambda)$ in (22), we find

$$a(\lambda, t) = \det((\psi_+)_1, (\psi_-)_2) = \det(e^{-2i\lambda^2 t}(\psi_+)_1, e^{2i\lambda^2 t}(\psi_-)_2) = a(\lambda),$$

$$b(\lambda, t) = \det((\psi_-)_1, (\psi_+)_1) = e^{4i\lambda^2 t} \det(e^{-2i\lambda^2 t}(\psi_-)_1, e^{-2i\lambda^2 t}(\psi_+)_1) = e^{4i\lambda^2 t} b(\lambda).$$

The last equalities are due to the fact that the traces of the Lax operators are zeros and that $\psi_\pm(x,t; \lambda)e^{-2i\lambda^2 t}\sigma_3$ are the fundamental solutions. We obtain

$$\frac{b(\lambda, t)}{a(\lambda, t)} = \frac{b(\lambda)}{a(\lambda)}e^{4i\lambda^2 t},$$

and for the reflection coefficient $r$ defined in (36), we write

$$r(z, t) = r(z)e^{4i\lambda^2 t},$$

which corresponds to the time evolution $q_0 \rightarrow q(x,t)$ of the WKI equation (1). The jump condition (10) for $t \in [0,T)$ is finally formulated as

$$(44) \quad m_+ = m_- \begin{pmatrix} 1 + |r|^2 & \bar{r}e^{-2i\lambda^2 t} \\ \bar{r}e^{2i\lambda^2 t} & 1 \end{pmatrix} \quad z \in \mathbb{R}.$$ 

In the inverse problem, we will use the above formulation. The scheme of the inverse problem works as follows.

- show $|\partial_x^m m_{12}^{(1)}| < 1$ (Lemma 14)
- recover $q(xH, t)$ through the reconstruction formula (11)
- estimate $q_H$ in $X_m$ space for some $m \geq 1$ for every $t \geq 0$ (Lemma 14)
- recover the variable $x$ (Lemma 2)
- estimate $q(\cdot, t) \in X_m$ in the $x$ variable for every $t \geq 0$. (Theorem 3)

We will conclude that the the maximal existence time $T$ for a local solution $q(\cdot, t) \in X_{\infty}$ for $t \in [0,T)$ can be extended to an arbitrary large number.
6. The Inverse Problem

6.1. Preliminaries and notations. The sectionally analytic matrix function \( m(z) \) in (37) is viewed as solution of the normalized RHP. In the inverse problem, we are going backwards, i.e., we start with a given data \( r(z) \), obtain \( m(z) \), and construct \( q(z) \). We first define the normalized Riemann-Hilbert problem and introduce notations and concepts used in the following subsections.

Let a general contour \( \Sigma \subset \mathbb{C} \) be a finite union of simple smooth curves that can be either closed on the \( \mathbb{C} \) plane or extended to be closed on the Riemann sphere. The complex plane \( \mathbb{C} \) is divided into finitely many components and a union of their boundaries coincide with \( \Sigma \). We say that a component is positively (negatively) oriented when its boundary is oriented positively (negatively). A positive orientation is a clockwise direction. We say that for a given contour \( \Sigma \) and the \( 2 \times 2 \) matrix \( v, v^{-1} \in L^\infty \), the \( 2 \times 2 \) matrix \( m(z) \) solves the normalized RHP \( (\Sigma, v) \) if

- \( m(z) \) is analytic in \( \mathbb{C} \setminus \Sigma \)
- \( m_+ = m_- v \ z \in \Sigma \)
- \( m \to I \) as \( |z| \to \infty \)

where \( m_\pm(z) \) are non-tangential limits of \( m(z) \) as \( z \) approaches to \( \Sigma \) from \( \pm \) oriented components.

In order to approach the normalized RHP above, we define projection operators \( C^{\pm}_\Sigma \) that are the non-tangential limits of the Cauchy operator \( C_\Sigma \),

\[
C_\Sigma \phi = \frac{1}{2\pi i} \int_{\Sigma} \frac{\phi}{s - z} \, ds
\]

as \( z \) approaches \( \Sigma \) from \( \pm \) oriented components in \( \mathbb{C} \). To summerize the notations, we use the subscript \( \Sigma \) for the operator \( C_\Sigma \) as the integral integrates over \( \Sigma \), and the superscript \( \pm \) to denote the projection operators \( C^{\pm}_\Sigma \) accordingly.

As operators \( C^{\pm}_\Sigma \) are bounded on \( L^p (1 < p < \infty) \), we say, more precisely, that \( m_\pm \) solves the normalized RHP above in \( L^p \) sense if \( m_\pm - I \in L^p \) and \( m_+ = m_- v \) for \( z \in \Sigma \). Indeed, if so, \( m_\pm \) can be written as \( m_+ - I = C^{\pm}_\Sigma m_- v \), which satisfy \( m_+ = m_- v \) by the property that \( C^{\pm}_\Sigma - C^{\pm}_\Sigma = I \). Its analytic extension is given as \( m(z) = I + C^{\pm}_\Sigma m_- v \) that satisfies the conditions of the normalized RHP above.

We can solve the normalized RHP in \( L^p \) sense by addressing the integral equation \( m_\pm - I = C^{\pm}_\Sigma m_- v \). This integral equation can take alternative forms by exploiting factorizations of \( v \), which are useful for various estimates. When a matrix \( v \) admits a factorization \( v = v_-^{-1} v_+ \) with \( v_\pm, v_-^{-1} \in L^\infty \), we denote \( w_+ = -I + v_+ \) and \( w_- = I - v_- \), and a pair \( w = (w_+, w_-) \). We use the \( \theta \) subscript to denote \( v_{\theta \pm} := e^{-i\theta \sigma_3} v_\pm e^{i\theta \sigma_3} \), \( w_{\theta \pm} := e^{-i\theta \sigma_3} w_\pm e^{i\theta \sigma_3} \) where \( \theta \) is a real function on \( z \) and will be chosen later for the WKI case. Introduce the operator \( C_{w_{\theta}, \Sigma} \) given by

\[
C_{w_{\theta}, \Sigma} \varphi := C^{\pm}_\Sigma (\varphi w_{\theta -}) + C^{\pm}_\Sigma (\varphi w_{\theta +}).
\]

We will address the integral equation

\[
(45) \quad \mu = I + C_{w_{\theta}, \Sigma} \mu.
\]

The subscript \( w_{\theta} \) for the operator \( C_{w_{\theta}, \Sigma} \) corresponds to \( w_{\theta} = (w_{\theta +}, w_{\theta -}) \) which appears in definition of \( C_{w_{\theta}, \Sigma} \).

If the operator \( I - C_{w_{\theta}, \Sigma} \) is a bijection on \( L^p \), \( 1 < p < \infty \), then we have a unique solution \( \mu = I \in L^p \) of (45). Defining \( m_\pm := \mu v_{\theta \pm} \), we can easily verify that \( m_+ = m_- e^{-i\theta \sigma_3} ve^{i\theta \sigma_3} \) for \( z \in \Sigma \). In the following subsection, we will consider the...
specific examples of $\Sigma$ and $v$ to address the normalized RHP for the WKI spectral problem. We will discuss solvability and obtain various estimates from the integral form \((46)\).

6.2. The normalized RHP for the WKI problem. We are interested in the normalized RHP \((\mathbb{R}, e^{-id\sigma^3}v_{e^{id\sigma^3}})\), where
\[
v = \begin{pmatrix} 1 + |r|^2 & r e^{-2i\theta} \\ r e^{2i\theta} & 1 \end{pmatrix}, \quad \theta = \frac{xH}{z} + 2 \frac{t}{z^2}, \quad z \in \mathbb{R},
\]
and $r(z)$ satisfies
\[
\lambda^j r(1/\lambda) \in H^1_A
\]
for $-1 \leq j \leq m$ for some $m \in \mathbb{N}$. The above case coincide with \((44)\) and Theorem \([2]\). To avoid confusion, we must emphasize that the regularity of the reflection coefficient $r$ is given in terms of $\lambda$ but not $z = -\frac{1}{\lambda}$. To remind us, we will keep using notation $H^1_A$ to denote for the $H^1$ space with respect to $\lambda$ variable. In previous Sections, we have shown that for a given potential $q$, we have the sectionally analytic matrix function $m(z)$ given in \((47)\) that is solution to the normalized RHP \((\mathbb{R}, e^{-id\sigma^3}v_{e^{id\sigma^3}})\) above. We have shown that the reflection coefficient $r$ is estimated in norms in terms of norms of $q$. For this section, on the other hand, we want to estimate $q$ in terms of $r$ to obtain a global estimate on $q$ in time.

The matrix $v$ can be factorized as $v = v_{-1}v_+$ with
\[
(47) \quad v_- = \begin{pmatrix} 1 & -\tilde{r} \\ 0 & 1 \end{pmatrix}, \quad v_+ = \begin{pmatrix} 1 & 0 \\ r & 1 \end{pmatrix}.
\]
The above triangulations are used in estimates for $x \in \mathbb{R}_-$. For the other half-line $\mathbb{R}_+$, we need to consider different triangulations. To shorten our presentation, we give only the sketch at the end after Lemma \([13]\). We address the integral equation
\[
(48) \quad \mu = I + C_{w_q, \mathbb{R}} \mu,
\]
where $C_{w_q, \mathbb{R}}$ is defined in \((45)\) with $v_\pm$ in \((47)\).

Since $v = v_{-1}v_+$ is hermitian with positive eigenvalues and $v, v_{-1} \in L^\infty$, the solvability of \((48)\) is well-known. We summarize the argument in \([21]\). To show that $I - C_{w_q, \mathbb{R}}$ is Fredholm, one notices that there is another bounded operator $I - C_{w_q, \mathbb{R}}$ on $L^2$ with $\tilde{w} = (w_+, -w_-)$ such that $(I - C_{w_q, \Sigma})(I - C_{w_q, \Sigma}) = (I - C_{\tilde{w}_q, \Sigma})(I - C_{\tilde{w}_q, \Sigma}) = I - T$ where $T$ is a compact operator on $L^2$. This implies that $I - C_{w_q, \mathbb{R}}$ is Fredholm on $L^2$. To show that the Fredholm index is zero, since the Fredholm index is invariant under continuous deformations of Fredholm operators, let $\epsilon w = (\epsilon w_+, \epsilon w_-)$ for $\epsilon \in [0, 1]$ and find that $\text{Ind}(I - C_{w_q, \Sigma}) = \text{Ind}(I) = 0$. Therefore, $I - C_{w_q, \mathbb{R}}$ is a Fredholm operator of the index zero. Lastly, the zero dimensional kernel of $I - C_{w_q, \mathbb{R}}$ is shown by the vanishing lemma (Theorem 9.3 in \([21]\)). The Fredholm alternative can be applied to deduce a unique solution
\[
\mu - I \in L^2 \quad \text{in \((48)\)}
\]
since $C_{w_q, \mathbb{R}}I \in L^2$.

The estimate on the inverse of $I - C_{w_q, \mathbb{R}}$ relies again on the fact that the matrix $v$ is hermitian and has strictly positive eigenvalues. The estimate works for all possible factorizations $v = \tilde{v}_{-1} \tilde{v}_+$ with $\tilde{v}_+, \tilde{v}_{-1} \in L^\infty$.

**Proposition 10.** Let $\|w_\pm\|_{L^\infty} \leq \eta$ for some positive finite constant $\eta$. Then,
\[
\|(I - C_{w_q, \mathbb{R}})^{-1}\|_{L^2(\mathbb{R})} \leq k
\]
where a constant $k > 0$ depends only on $\eta$. 

The above bound is independent of $x_H$ and $t$. As discussed before, using solution $\mu$ in (48), we write $m_{\pm} := \mu v_{x_{\pm}}$. From (48) and the fact that $C_R^+ - C_R^- = I$, we realize that $m_{\pm}$ satisfy

$$m_+ = m_- v_\theta \quad z \in \mathbb{R}.$$ 

An analytic extension of $m_{\pm}$ is given as

$$(49) \quad m(z) = I + C_R \mu(w_\theta + w_\theta) \quad z \in \mathbb{C} \setminus \mathbb{R}.$$ 

The above discussion implies that, defining $\mu$ as $\mu = m_\pm v_\theta - 1 \theta$ where $m_\pm$ correspond with the non-tangential limits of the sectionally analytic matrix function $m(z; x_H, t)$ in (37), we obtain the expression of $m$ in terms of $\mu$ as given in (49).

Following the same notation in Proposition 8, we recall

$$(50) \quad \partial_{x_H} m^{(1)} = \frac{-\sigma_3}{2} \partial_{x_H} \left[ \frac{\sigma_3}{2} \int_{\mathbb{R}} \mu(w_{\theta+} + w_{\theta-}) \text{d}s \right],$$ 

where $[\cdot, \cdot]$ is a Lie bracket, and $\frac{1}{2} \sigma_3 [\sigma_3, A]$ is just the off-diagonal part of $A$. The (1,2) th element of the above formula is an alternative form of (41). From this, we will estimate $q_H$ in terms of the solution $\mu$. We will obtain estimates of $\mu$ from the integral equation (48), i.e.,

$$(51) \quad \mu - I = (I - C_{w_\theta, R})^{-1} C_{w_\theta, R} I$$ 

and by differentiating (48) in $x$ after $n$ times, we also have

$$(52) \quad \partial_{x_H}^n \mu = (I - C_{w_\theta, R})^{-1} \left( \sum_{j=1}^{n-1} C_{\partial_{x_H}^j w_\theta, R} \partial_{x_H}^{n-j} \mu + C_{\partial_{x_H}^n w_\theta, R} \mu \right).$$

From (52), we will use the bootstrap argument once we obtain the estimate of $\mu$.

We shall first estimate $C_{w_\theta, R} I$ in (51). The following estimate is for the case of $t = 0$. Again, we remind that regularity of $r$ is given in $\lambda$ variable.

In the following, $A \lesssim B$ means that there exists a constant $M > 0$ independent of $x_H$ and $t$ such that $A \leq MB$.

**Lemma 9.** If $\lambda^j r(\lambda^{-1}) \in H^1_{\lambda}$ for $-1 \leq j \leq m$ with $m \geq -1$, then

$$\| \partial_{x_H}^k C_{w_{x_H}, R} I \|_{L^2} \lesssim (1 + x_H^2)^{-1/2} \quad x_H \leq 0$$

for all $0 \leq k \leq m + 1$. 

Proof: We shall show the estimate of \( C_{\mathbb{R}}^{-} w_{x_{\mathcal{H}}} \) since that of \( C_{\mathbb{R}}^{+} w_{x_{\mathcal{H}}} \) is done in the same way. We shall consider the following

\[
(C_{\mathbb{R}}^{-} w_{x_{\mathcal{H}}})_{21} = \frac{1}{2\pi i} \lim_{\epsilon \to 0} \int_{\mathbb{R}} \frac{r(s)e^{i2\pi \xi s}}{s - (z - i\epsilon)} \, ds
\]

\[
= \frac{1}{2\pi i} \lim_{\epsilon \to 0} \int_{\mathbb{R}} \frac{\lambda r(\lambda)}{1 - \lambda(z - i\epsilon)} \, d\lambda
\]

\[
= \frac{1}{i2(\pi)^{3/2}} \lim_{\epsilon \to 0} \int_{\mathbb{R}} \frac{e^{i\lambda x_{\mathcal{H}}}}{1 - \lambda(z - i\epsilon)} \lambda d\lambda \mathcal{F}(\lambda^{-1} r(\lambda^{-1}))(\xi) d\xi
\]

\[
= \frac{1}{\sqrt{\pi \xi}} \int_{-2\pi}^{2\pi} e^{i\lambda x_{\mathcal{H}}} \mathcal{F}(\lambda^{-1} r(\lambda^{-1}))(\xi) d\xi.
\]

The second equality is the change of variable, and the third equality is the Fourier inverse of the Fourier transform of \( f \), i.e., \( \mathcal{F}(f) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(\lambda) e^{-i\lambda x_{\mathcal{H}}} d\lambda \) and \( f = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \mathcal{F}(f)(\xi) e^{i\lambda x_{\mathcal{H}}} d\xi \), and the fourth equality is by the complex contour integration. We find that

\[
(C_{\mathbb{R}}^{-} w_{x_{\mathcal{H}}})_{21} \leq \frac{1}{\sqrt{\pi \xi}} \int_{-2\pi}^{2\pi} |\mathcal{F}(\lambda^{-1} r(\lambda^{-1}))(\xi)|^{2} d\xi.
\]

The second equality is the change of variable and the third equality is the Plancherel’s theorem. Since \( \lambda^{-1} r(\lambda^{-1}) \in H_{\mathcal{H}}^{1} \), then for \( x_{\mathcal{H}} \leq 0 \), we have

\[
\int_{-2\pi}^{2\pi} |\mathcal{F}(\lambda^{-1} r(\lambda^{-1}))(\xi)|^{2} d\xi \leq \int_{-2\pi}^{2\pi} \frac{\xi^{2}}{(x_{\mathcal{H}})^{2}} |\mathcal{F}(\lambda^{-1} r(\lambda^{-1}))(\xi)|^{2} d\xi \leq (x_{\mathcal{H}})^{-2} \| \lambda^{-1} r(\lambda^{-1}) \|_{H_{\mathcal{H}}^{1}}^{2}
\]

Lastly, consider

\[
\partial_{x_{\mathcal{H}}}^{m+1} (C_{\mathbb{R}}^{-} w_{x_{\mathcal{H}}})_{21} = \frac{(2i)^{m}}{2\pi i} \lim_{\epsilon \to 0} \int_{\mathbb{R}} \frac{s^{-m-1} r(s)e^{2i\pi \xi s}}{s - (z - i\epsilon)} \, ds = \frac{(2i)^{m}}{2\pi i} \lim_{\epsilon \to 0} \int_{\mathbb{R}} \frac{\lambda^{m} r(1/\lambda)e^{2i\lambda x_{\mathcal{H}}}}{1 - \lambda(z - i\epsilon)} \, d\lambda.
\]

The rest follows in the exactly same way as done in (53) and (54), and we easily see that \( \lambda^{m} r(1/\lambda) \in H_{\mathcal{H}}^{1} \) is needed for \( k = m + 1 \).

The previous Lemma for the case \( \partial_{x_{\mathcal{H}}}^{m} C_{w_{x_{\mathcal{H}}}, \mathbb{R}} I \) requires \( H_{\mathcal{H}}^{1} \) property of \( \lambda^{m} r(1/\lambda) \).

Now, when we consider the time evolution, that is, \( \lambda^{m} r(1/\lambda)e^{i4\lambda x_{\mathcal{H}}t} \), we notice that \( \lambda^{m} r(1/\lambda)e^{-4\lambda x_{\mathcal{H}}t} \) is \( H_{\mathcal{H}}^{1} \) function if \( \lambda^{m} r(1/\lambda) \in H_{\mathcal{H}}^{1} \) and \( \lambda^{m+1} r(1/\lambda) \in L_{\mathcal{H}}^{2} \). We deduce the following.

Lemma 10. If \( \lambda r(\lambda^{-1}) \in H_{\mathcal{H}}^{1} \) for \( -1 \leq j \leq m \) and \( \lambda^{m+1} r(\lambda^{-1}) \in L_{\mathcal{H}}^{2} \) with \( m \geq -1 \), then

\[
\| \partial_{x_{\mathcal{H}}}^{k} C_{w_{x_{\mathcal{H}}}, \mathbb{R}} I \|_{L^{2}} \leq K(t)(1 + x_{\mathcal{H}}^{2})^{-1/2} \quad x_{\mathcal{H}} \leq 0
\]

for \( 0 \leq k \leq m + 1 \), where \( K(t) \) grows at most polynomially in \( t \).
From the integral equations (51) and (52), and the previous Lemma, we obtain the following.

**Lemma 11.** If \( \lambda^j r(\lambda^{-1}) \in H^1_{\lambda} \) for \(-1 \leq j \leq 0\), then
\[
\| \mu - I \|_{L^2} \lesssim \langle x_H \rangle^{-1}, \quad x_H \leq 0, \tag{55}
\]
and furthermore if \( \lambda^j r(\lambda^{-1}) \in H^1_{\lambda} \) for \(-1 \leq j \leq m + 1\) with \( m \geq 0\), then
\[
\| \partial_x^k \mu \|_{L^2} \lesssim K(t) \langle x_H \rangle^{-1}, \quad x_H \leq 0
\]
for \( 1 \leq k \leq m + 1\), where \( K(t) \) grows at most polynomially in \( t \).

**Proof.** From (51) and Proposition 10 for the inverse \((I - C_{w_0, R})^{-1}\) and Lemma 9 for \( C_{w_0, R} I\), if \( \lambda^j r(1/\lambda) \in H^1_{\lambda} \) for \(-1 \leq j \leq 0\) we have
\[
\| \mu - I \|_{L^2} \lesssim \| C_{w_0, R} I \|_{L^2} \lesssim \langle x_H \rangle^{-1}, \quad x_H \leq 0,
\]
which proves (55).

Similarly, from (52), we have
\[
\| \partial_x^k \mu \|_{L^2} \lesssim \| C_{\partial_x^k w_0, R}(\mu - I) - C_{\partial_x^k w_0, R} I \|_{L^2} \tag{58}
\]
\[
\leq \| C_{\partial_x^k w_0, R}(\mu - I) \|_{L^2} + \| C_{\partial_x^k w_0, R} I \|_{L^2}.
\]
The second term of the right-hand side in (58) is estimated from Lemma 10 if \( r(1/\lambda) \in H^1_{\lambda} \). The first term above is estimated as
\[
\| C_{\partial_x^k w_0, R}(\mu - I) \|_{L^2} \lesssim \| z^{-1} r(z) \|_{L^2} \| \mu - 1 \|_{L^2}, \quad x_H \leq 0.
\]
If \( \lambda r(1/\lambda) \in H^1 \subset L^\infty \), then it implies that \( z^{-1} r(z) \in L^\infty \). We showed (51) in the case of \( m = 1\), as we need \( \lambda^j r(1/\lambda) \in H^1_{\lambda} \) for \(-1 \leq j \leq 1\).

Next, to estimate \( \partial_x^2 \mu \) in \( L^2 \) norm, from (52), we need results of (57) and (58). We also have additional terms \( C_{\partial_x^2 w_0, R} I \) and \( z^{-2} r(z) \in L^\infty \). Following the exactly same argument above, we need \( \lambda^j r(1/\lambda) \in H^1_{\lambda} \) for \(-1 \leq j \leq 2\) for (58) with \( m = 2\). The rest follows from the inductive argument.

\[\square\]

6.3. **Estimates on the reconstruction formula** (50). From results above, we obtain the following result.

**Lemma 12.** If \( \lambda^j r(\lambda^{-1}) \in H^1_{\lambda} \) for \(-1 \leq j \leq m + 1\) with \( m \geq 0\), then
\[
\left\| \langle x_H \rangle \partial_x^k \int_{\mathbb{R}} \mu(w_{\theta -} + w_{\theta +}) ds \right\|_{L^2_{x,H}(\mathbb{R})} \leq K(t)
\]
for \( 1 \leq k \leq m + 1\), where \( K(t) \) grows at most polynomially in \( t \).

**Proof.** We make the following decomposition,
\[
\partial_x^k \int_{\mathbb{R}} \mu(w_{\theta -} + w_{\theta +}) ds = \int_{\mathbb{R}} \mu(\partial_x^k w_{\theta -} + \partial_x^k w_{\theta +}) ds + \int_{\mathbb{R}} (\partial_x^k \mu)(w_{\theta -} + w_{\theta +}) ds.
\]
The first term in the right-hand side of (58) is decomposed as
\[
\int_{\mathbb{R}} \mu(\partial_x^k w_{\theta -} + \partial_x^k w_{\theta +}) ds = I + II + III
\]
with
\[ I = \int_{\mathbb{R}} (\partial_{x_n} w_{\theta_-} + \partial_{x_n} w_{\theta_+}) ds \]
\[ II = \int_{\mathbb{R}} \left[ (C_{w, \mathbb{R}} I) (\partial_{x_n} w_{\theta_-} + \partial_{x_n} w_{\theta_+}) ds \right] \]
\[ III = \int_{\mathbb{R}} C_{w, \mathbb{R}} (I - C_{w, \mathbb{R}})^{-1} (C_{w, \mathbb{R}} I) (\partial_{x_n} w_{\theta_-} + \partial_{x_n} w_{\theta_+}) ds. \]

First, we notice that by the Fourier transform, \( I \) can be expressed as
\[ (61) \quad I = 2i \sqrt{\pi} \left( F \left( \frac{1}{\lambda} r(1/\lambda)e^{4i\lambda^2 t} \right)(2x_H) \right). \]

Therefore,
\[ \| \langle x_H \rangle I \|_{L^2} \lesssim \| \langle x_H \rangle F \left( \frac{1}{\lambda} r(1/\lambda)e^{4i\lambda^2 t} \right)(x_H) \|_{L^2} \lesssim \| \frac{1}{\lambda} r(1/\lambda)e^{4i\lambda^2 t} \|_{H^1_{\lambda}} \]
that is bounded if \( \frac{1}{\lambda} r(1/\lambda) \in H^1_{\lambda} \) and \( r(1/\lambda) \in L^2_{\lambda} \).

For \( II \), we use properties of the strictly triangular matrices \( w_{\theta \pm} \), i.e., \( (C^\pm w_{\theta \mp}) w_{\theta \mp} = 0 \), so
\[ (62) \quad II = \int_{\mathbb{R}} (C^+ w_{\theta_-}) \partial_{x_n} w_{\theta_+} + \int_{\mathbb{R}} (C^- w_{\theta_+}) \partial_{x_n} w_{\theta_-} \]
where the last quality used \( (C^+)^2 = C^+ \) and \( (C^-)^2 = -C^- \). From Lemma 10 \( \| \langle x \rangle II \|_{L^2(\mathbb{R})} \) can be estimated by the Minkowski inequality and Lemma 10 if \( \lambda r(\lambda^{-1}) \in H^1_{\lambda} \) for \(-1 \leq j \leq 0\) and \( \lambda r(\lambda^{-1}) \in L^2_{\lambda} \), that is,
\[ \| \langle x_H \rangle II \|_{L^2 \mathbb{N}(\mathbb{R})} \lesssim \| \langle x_H \rangle \|_{L^\infty(\mathbb{R})} \| C^\pm \|_{L^\infty \mathbb{N}(\mathbb{R})} \| \partial_{x_n} w_{\theta \mp} \|_{L^2 \mathbb{N}(\mathbb{R})}. \]

For \( III \), we use the same way as done for \( II \). Writing \( C_{w, \mathbb{R}} (I - C_{w, \mathbb{R}})^{-1} (C_{w, \mathbb{R}} I) = C_{w, \mathbb{R}} (\mu - I) \), we use the same trick in (62), i.e.,
\[ (63) \quad III = \int_{\mathbb{R}} [C^+ (\mu - I) w_{\theta_-} - w_{\theta_+}] w_{\theta_-} + \int_{\mathbb{R}} [C^- (\mu - I) w_{\theta_+} - w_{\theta_-}] w_{\theta_+} \]
Thus, \( \| \langle x_H \rangle III \|_{L^2(\mathbb{R})} \) is estimated by Lemmas 10 and 10 if \( \lambda r(\lambda^{-1}) \in H^1_{\lambda} \) for \(-1 \leq j \leq 0\), that is,
\[ \| \langle x_H \rangle III \|_{L^2(\mathbb{R})} \lesssim \| \mu \|_{L^\infty(\mathbb{R})} \| \| C^\pm \|_{L^\infty \mathbb{N}(\mathbb{R})} \| \| \partial_{x_n} w_{\theta \mp} \|_{L^2 \mathbb{N}(\mathbb{R})}. \]

The second term in the right-hand side of (63) is decomposed as
\[ \int_{\mathbb{R}} (\partial_{x} \mu)(w_{x_-} + w_{x_+}) ds = \int_{\mathbb{R}} [(I - C_{w, \mathbb{R}})^{-1} C_{\partial x, w, \mathbb{R}} \mu](w_{x_-} + w_{x_+}) ds \]
\[ = I' + II' + III' \]
with
\[ I' = \int_{\mathbb{R}} C_{\partial x, w, \nu} I(w_x^- + w_x^+) ds \]
\[ II' = \int_{\mathbb{R}} C_{\partial x, w, \nu} (\mu - I)(w_x^- + w_x^+) ds \]
\[ III' = \int_{\mathbb{R}} C_{w, \nu} (I - C_{w, \nu})^{-1} C_{\partial x, w, \nu} \partial_r \mu (w_x^- + w_x^+) ds. \]

We see that \( \| (x, t) I' \|_{L^2_H} \) is estimated in the same way as done in \( II \) which requires \( \lambda^j r(\lambda^{-1}) \in H_\lambda^1 \) for \( -1 \leq j \leq 0 \) and \( \lambda^j r(\lambda^{-1}) \in L_\lambda^2 \).

For \( III' \), we used the same way as done in (63), and we see that, to estimate \( \| (x, t) II' \|_{L^2_H (\mathbb{R}^-)} \), we need \( \lambda^j r(\lambda^{-1}) \in H_\lambda^1 \) for \( -1 \leq j \leq 1 \) due to \( \| \partial x, w \|_{L^{\infty}} \).

For \( III' \), we carry out in the same way as done in \( III \), and we see that, to estimate \( \| (x, t) III' \|_{L^2_H (\mathbb{R}^-)} \), we need \( \lambda^j r(\lambda^{-1}) \in H_\lambda^1 \) for \( -1 \leq j \leq 1 \) due to \( \| \partial x, \mu \|_{L^{\infty}} \).

Putting together all results, the integral (60) belongs to \( L^2((x, t) dR, \mathbb{R}^2) \) if \( \lambda^j r(\lambda^{-1}) \in H_\lambda^1 \) for \( -1 \leq j \leq 1 \).

The inductive argument can be applied to show that \( \partial_{x, t}^{m+1} \int_{\mathbb{R}} \mu (w_x^- + w_x^+) ds \in L^2((x, t) dR, \mathbb{R}^2) \) when \( \lambda^j r(\lambda^{-1}) \in H_\lambda^1 \) for \( -1 \leq j \leq 1 + m. \)

6.4. \((x, t)\)-uniform bound on \( |\partial x, m|_{L^2} \). Lastly, we will show that \( |\partial x, m|_{L^2} \) is some finite constant independent of \( x, t \). From the previous proofs with slight modifications.

**Lemma 13.** Suppose \( \lambda^j r(\lambda^{-1}) \in H_\lambda^1 \) for \( -1 \leq j \leq 1 \), and the norm
\[ \| \lambda^{-1} r(1/\lambda) \|_{L^2_\lambda} + \| r(1/\lambda) \|_{L^2_\lambda} \]
is sufficiently small. Then,
\[ \| \mu - I \|_{L^2} = o(1), \quad \| \partial x, \mu \|_{L^2} = o(1), \]
uniformly in \( x, t \) and \( t \).

**Proof.** From equation (55), we have
\[ (C_{w, \nu} w_{\theta^+})_{21} \leq K_1 \| \lambda^{-1} r(\lambda^{-1}) \|_{L^2_\lambda}, \]
and similarly
\[ (C_{w, \nu} w_{\theta^+})_{21} \leq K_2 \| r(\lambda^{-1}) \|_{L^2_\lambda}, \]
where \( K_1 \) is some finite constant independent of \( x, t, \) and \( r \). We can easily deduce the same bounds for \( C_{w, \nu} w_{\theta^-} \) as well. From (57) and (55), we have
\[ \| \mu - I \|_{L^2} \leq K_2 \| \lambda^{-1} r(1/\lambda) \|_{L^2_\lambda}, \]
where \( K_2 \) is some constant that contains \( \| r \|_{L^2} \) from Proposition 10 which is bounded since \( r(1/\lambda) \in H_\lambda^1 \). From (58), using the above estimate, we have
\[ \| \partial x, \mu \|_{L^2} \leq K_3 \| \mu - I \|_{L^2} + K_2 \| \lambda^{-1} r(1/\lambda) \|_{L^2_\lambda} \leq K_3 \| \lambda^{-1} r(1/\lambda) \|_{L^2_\lambda} + K_2 \| \lambda^{-1} r(1/\lambda) \|_{L^2_\lambda}. \]
where \( K_3 \) is some constant that contains \( \| z^{-1} r \|_{L^2} \) which is bounded since \( \lambda r(1/\lambda) \in H_\lambda^1 \).
From (51), we have the $(1,2)$ th element of $\partial_{x_n}m^{(1)}$ as

$$\partial_{x_n}m^{(1)}_{12} = -\frac{1}{2\pi i} \partial_z \int_{\mathbb{R}} [\mu(w_\theta^+ + w_\theta^-)]_{12} ds$$

**Lemma 14.** Suppose the same assumption for $r$ in Lemma 13 then

$$|\partial_{x_n}m^{(1)}_{12}| < 1$$

uniformly in $x_H$ and $t$.

**Proof.** We want to estimate (59) uniformly in $x_H$ and $t$.

First, from (61), we easily see that

$$|I| \lesssim \|\frac{1}{x} r(1/\lambda)\|_{L^1_x} \lesssim \|\frac{1}{x} r(1/\lambda)\|_{L^2_x(\lambda^2 d\lambda)}.$$  

The right-hand side above is bounded since $\|\frac{1}{x} r(1/\lambda)\|_{L^2_x} + \|r(1/\lambda)\|_{L^2_x}$ is bounded.

For $II$, from (62), (65) and (66), we estimate as follows

$$|II| \lesssim \|(C^+ w_{\theta^-})\|_{L^2_x} \|(C^+ \partial_{x_n} w_{\theta^+})\|_{L^2_x} + \|(C^- w_{\theta^+})\|_{L^2_x} \|(C^- \partial_{x_n} w_{\theta^-})\|_{L^2_x}$$

$$\lesssim \|\lambda^{-1} r(\lambda^{-1})\|_{L^2_x} \|r(\lambda^{-1})\|_{L^2_x}.$$  

The term $I'$ in (64) is estimated in an analogous way.

Similarly, for $III, II'$ and $III'$, from (65), (66), (67), (68), they can be all estimated as

$$|III|, |II'| \lesssim \|\lambda^{-1} r(\lambda^{-1})\|_{L^2_x}^2$$

and

$$|III'| \lesssim \|\lambda^{-1} r(\lambda^{-1})\|_{L^2_x} \|\lambda^{-1} r(\lambda^{-1})\|_{L^2_x} + \|r(\lambda^{-1})\|_{L^2_x}.$$  

In the above inequalities, $\lesssim$ hides some constant dependent on $\|\lambda^j r(1/\lambda)\|_{L^\infty_x}$, $j = -1, 0$.

**Remark 1.** In the direct problem, Corollary 7 implies that smallness assumption on $r$ in Lemma 13 is satisfied if $q|_{t=0}$ is sufficiently small in $X_1$ norm.

**6.5. Recovery/estimate of $q$ from the reconstruction formula (50).**

**Lemma 15.** Suppose $\lambda^j r(\lambda^{-1}) \in H^1_x$ for $-1 \leq j \leq m + 1$ and

$$\|\lambda^{-1} r(1/\lambda)\|_{L^2_x} + \|r(1/\lambda)\|_{L^2_x}$$

is sufficiently small. Then, the potential $q_H(x_H,t)$ of the form

$$q_H(q_{\mu})^{-1} = \partial_{x_n}m^{(1)}_{12}$$

belongs to $X_m(\mathbb{R}^-)$ for every $t \geq 0$.

**Proof.** From Lemma 14 we have that

$$\frac{1}{1 - |\partial_{x_n}m^{(1)}_{12}|^2}$$

is bounded. This means that $|q_{\mu}|^2 = \frac{1}{1 - |\partial_{x_n}m^{(1)}_{12}|^2}$ is also bounded. Thus,

$$\| \langle x_H \rangle q_H \|_{L^2(\mathbb{R}^-)} = \| \langle x_H \rangle |q_{\mu}| \partial_{x_n}m^{(1)}_{12} \|_{L^2(\mathbb{R}^-)}$$

$$\leq \| (q_{\mu}) \|_{L^\infty(\mathbb{R}^-)} \| \langle x_H \rangle \partial_{x_n}m^{(1)}_{12} \|_{L^2(\mathbb{R}^-)} < \infty,$$
by Lemma [12] if \( \lambda r(\lambda^{-1}) \in H^1_+ \) for \(-1 \leq j \leq 1\). In order to estimate \( \partial_{x_n} q_{H} \), we note that

\[
\partial_{x_n} \frac{q_{H}}{\langle q_{H} \rangle} = \partial_{x_n} q_{H} \left( \frac{1}{2} |q_{H}|^2 + 1 \right) - \frac{1}{2} \frac{q_{H}^2}{\langle q_{H} \rangle} \partial_{x_n} \frac{q_{H}}{\langle q_{H} \rangle} \tag{70}
\]

and the reverse triangle inequality yields

\[
|\partial_{x_n} \frac{q_{H}}{\langle q_{H} \rangle}| \geq \left| \frac{\partial_{x_n} q_{H}}{\langle q_{H} \rangle^3} \right|.
\]

What follows is that \(|\partial_{x_n} q_{H}| \leq \langle q_{H} \rangle^3 |\partial_{x_n} m_{12}^{(1)}|\). This implies that \( \langle q_{H} \rangle \partial_{x_n} q_{H} \in L^2(\mathbb{R}^-) \) by Lemma [12] if \( \lambda r(\lambda^{-1}) \in H^1_+ \) for \(-1 \leq j \leq 2\).

We can do the same trick for the higher derivatives, i.e., differentiation of \( \frac{q_{H}}{\langle q_{H} \rangle} \) in \( x_{H} \) after \( m \) times has form

\[
\partial_{x_n}^m m_{12}^{(1)} = \partial_{x_n}^m \frac{q_{H}}{\langle q_{H} \rangle} = A(\partial_{x_n}^{m-1} q_{H}, \partial_{x_n}^{m-2} q_{H}, \ldots, q_{H}) + \frac{\partial_{x_n}^m q_{H}}{\langle q_{H} \rangle} \left( \frac{1}{2} |q_{H}|^2 + 1 \right) - \frac{1}{2} \frac{q_{H}^2}{\langle q_{H} \rangle} \partial_{x_n}^m \frac{q_{H}}{\langle q_{H} \rangle^2},
\]

where \( A \) contains the lower derivatives. Since the lower derivative terms are estimated already, i.e., \( \langle q_{H} \rangle A \in L^2(\mathbb{R}^-) \), moving \( A \) to the left side and applying the reverse triangle inequality, we have

\[
|\partial_{x_n}^m m_{12}^{(1)}| + |A| \geq \left| \frac{\partial_{x_n}^m q_{H}}{\langle q_{H} \rangle^3} \right|.
\]

This gives \( \langle q_{H} \rangle \partial_{x_n}^m q_{H} \in L^2(\mathbb{R}^-) \) by Lemma [12] if \( \lambda r(\lambda^{-1}) \in H^1_+ \) for \(-1 \leq j \leq 1 + m\). \( \square \)

In Lemma [13] \( q_{H} \) is estimated in the half line \( x_{H} \in \mathbb{R}^- \). In order to address the case of \( \mathbb{R}^+ \), we use the different factorization from (47). Set

\[
\delta(z) = \exp \left( \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{\log(1 + |r(s)|^2)}{s - z} ds \right)
\]

that satisfies \( \delta_+ = \delta_-(1 + |r|^2) \) on \( z \in \mathbb{R} \) and \( \delta(z) \to 1 \) as \( |z| \to \infty \), where \( \delta_\pm \) are the non-tangential limits of \( \delta \) to the real line. One can verify that

\[
\delta_+^{-1} (e^{-i\theta} \delta_+ \delta_- e^{i\theta}) \delta_+^{-1} = \begin{pmatrix} 1 & 0 \\ r\delta_+^{-1} & 1 \end{pmatrix} \begin{pmatrix} 1 & i\delta_- \delta_+ e^{-i\theta} \\ 0 & 1 \end{pmatrix}
\]

and we set

\[
\nu_- = \begin{pmatrix} 1 \\ -\rho e^{i\theta} \end{pmatrix}, \quad \nu_+ = \begin{pmatrix} 1 \\ \rho e^{-i\theta} \end{pmatrix},
\]

\[
\rho = r\delta_+^{-1} \delta_-^{-1}.
\]

In the following, we denote \( \Delta = \delta_+^{-1} \delta_-^{-1} \) and see that \( \bar{\rho} = \bar{r}\Delta \), since \( \delta_+ \delta_- = (\delta_+ \delta_-)^{-1} \) that follows from \( \delta_+ \delta_- = \exp \left( -iH \log(1 + |r|^2) \right) \), where \( H \) is the Hilbert transform, \( Hf = \frac{1}{\pi} \lim_{\epsilon \to 0} \int_{|z-s| > \epsilon} \frac{f(z)}{z-s} ds \). We have the following estimate

\[
\|\lambda \partial_{k}(\delta_+ \delta_-)\|_{L^2} = \|\partial_{k}(\delta_+ \delta_-)\|_{L^2} = \left\| \frac{\partial_{k}(|r|^2)}{1 + |r|^2} \right\|_{L^2} \leq \|\lambda \partial_{k}(|r(\lambda^{-1})|^2)\|_{L^2}.
\]

The right-hand side above is bounded if \( r(1/\lambda), \lambda r(1/\lambda) \in H^1_+ \). Therefore, writing

\[
\partial_{k}(\lambda^k \rho) = \lambda \partial_{k}(\Delta) \lambda^{k-1} r(1/\lambda) + \Delta \partial_{k}(\lambda^k r(1/\lambda)), \quad k \geq 0,
\]
we see that the first and second terms in the right-hand side above are bounded in $L^2$ if $\lambda^j r(1/\lambda) \in H^1_\lambda$ for $j = -1, 0, \ldots, k$ ($k \geq 1$), or $j = -1, 0, 1$ ($k = 0$). Furthermore, $\Delta(1/\lambda)$ at $\lambda = 0$ is continuous, since if $\lambda^{-1} r(1/\lambda) \in H^1_\lambda$, 

$$
\frac{1}{\lambda^2} \log(1 + |r(1/\lambda)|^2) = \frac{1}{\lambda^2} |r|^2 + O(|r|^4/\lambda^2)
$$

for $|\lambda|$ sufficiently small and, thus, $\Delta(1/\lambda)|_{\lambda=0} = 1$ by the change of variables in the Hilbert transform.

The above discussion implies that if $\lambda^j r(1/\lambda) \in H^1_\lambda$ for $j = -1, 0, \cdots, m$ with $m \geq 1$, then $\lambda^j \rho(1/\lambda) \in H^1_\lambda$ for $j = -1, 0, \cdots, m$ with $m \geq 1$.

Repetitions of all previous Proofs with the factorization (71) can show that Lemma 15 is extended to estimating $q_H(x_H)$ for $x_H$ for the whole line.

**Corollary 2** (Corollary of Lemma 8 and Lemma 15). Suppose $\lambda^j r(\lambda^{-1}) \in H^1_\lambda$ for $-1 \leq j \leq m + 1$ with $m \geq 1$ and

$$
||\lambda^{-1} r(1/\lambda)||_{L^2_\lambda} + ||r(1/\lambda)||_{L^2_\lambda}
$$

is sufficiently small. Let $q_H \in X_m$ be determined in Lemma 15. Define $\epsilon(x, t)$ by

$$
\epsilon(x, t) = \int_{-\infty}^x ((q_H(y + \epsilon(y, t), t)) - 1)dy.
$$

Then, for every $t \in [0, \infty)$, there exists a unique monotone increasing bounded continuous solution $\epsilon(\cdot, t)$ in (72) with $\epsilon(-\infty, t) = 0$. Thus, the variable $x$ is uniquely defined from

$$
x_H = x + \epsilon(x, t)
$$

for every $t \in [0, \infty)$.

**Theorem 3.** Suppose $\lambda^j r(\lambda^{-1}) \in H^1_\lambda$ for $-1 \leq j \leq m + 1$ with $m \geq 1$ and

$$
||\lambda^{-1} r(1/\lambda)||_{L^2_\lambda} + ||r(1/\lambda)||_{L^2_\lambda}
$$

is sufficiently small. Let $q_H \in X_m(dx_H)$ be determined in Lemma 15 and let $\epsilon(x, t)$ and $x$ be determined in Corollary 2. Then,

$$
q(x, t) = q_H(x + \epsilon(x, t), t)
$$

belongs to $X_m(\mathbb{R})$ for every $t \geq 0$.

**Proof.** It is fruitful to recall the change of variables,

$$
\int_{\mathbb{R}} q_H(x_H, t)dx_H = \int_{\mathbb{R}} q_H(x + \epsilon(x, t), t)\langle q_H(x + \epsilon(x, t), t) \rangle dx = \int_{\mathbb{R}} q(x, t)\langle q(x, t) \rangle dx.
$$

We have

$$
\|q_H\|_{L^2_\mathbb{R}}^2 = \int_{\mathbb{R}} |q_H(x_H, t)|^2 dx_H = \int_{\mathbb{R}} |q(x, t)|^2 \langle q(x, t) \rangle dx \geq \|q\|_{L^2_\mathbb{R}}^2.
$$

that is, if $q_H \in L^2_{x_H}$, then $q \in L^2_x$.

Since $\langle A \rangle \langle B \rangle \geq \langle A + B \rangle$ for $A, B \in \mathbb{R}$, we have the estimate

$$
\langle x_H \rangle \langle \int_{\mathbb{R}} \mathcal{H} dy \rangle \geq \langle x \rangle.
$$

The weight $\langle x_H \rangle$ bounds $\langle x \rangle$, as $\langle \int_{\mathbb{R}} \mathcal{H} dy \rangle$ is bounded if $q_H \in X_0(dx_H)$. Then, $q_H \in L^2_{x_H}((x_H)^2 dx_H)$ implies $q \in L^2_x((x)^2 dx)$. 
Since \( |q_H| \) is bounded from Lemma \([14]\). Since \( \langle q_H \rangle \partial_{x_n} = \partial_x \), we have 
\[
\|\partial_x q\|_{L^2} \leq \|\langle q_H \rangle \partial_{x_n} q_H\|_{L^2_{x_n}} < \infty.
\]
More generally, we have 
\[
\|\langle x \rangle \partial_x^m q\|_{L^2_x} \leq \|\langle q_H \rangle^m \langle x H \rangle \partial_{x_n}^m q_H\|_{L^2_{x_n}} \leq \|\langle q_H \rangle^m\|_{L^2_{x_n}} \|\langle x H \rangle \partial_{x_n}^m q_H\|_{L^2_{x_n}} < \infty,
\]
if \( q_H \in X_m(dx_H) \).

As summary, we have the following diagram of the scattering and inverse scattering maps, i.e., for \( n \geq 2 \),
\[
X_{n+1} \ni q \quad \lambda^jr(1/\lambda) \in H^{\lambda_j}_{\lambda_j}, \quad 1 \leq j \leq n
\]
\[
X_{n-1} \ni q
\]

The forward arrow follows from Theorem \([2]\). The inverse arrow follows from Theorem \([3]\) where we set \( m = n - 1 \).

Suppose that \( q_0 \in X_{\infty} \) and \( \|q_0\|_{X_{\lambda}} \) is sufficiently small. Let \( q(x,t) \in X_{\infty} \) be a solution of the WKI equation for \( t \in (0,T) \) for some \( T > 0 \) with an initial data \( q(\cdot,0) = q_0 \). Theorem \([2]\) implies that the reflection coefficient \( r \) satisfies \( \lambda^jr(1/\lambda) \in H^{\lambda_j}_{\lambda_j} \) for all \( j \in \mathbb{N} \cup \{-1\} \). Theorem \([3]\) implies that \( q(\cdot,t) \in X_m \) for every \( t \geq 0 \) for all \( m \in \mathbb{N} \). This implies that \( T \) is an arbitrary large number. This proves Theorem \([1]\).

7. **Soliton Solution**

In the scattering problem, we have constructed the sectionally analytic matrix function \( m(z) \) in \([37]\). We shall simply express components of them as
\[
f^+ := (m^{(+)})_1 e^{-\frac{1}{2} \int_{x_{-\lambda}}^{x_{+\lambda}}} Hdy, \quad g^+ := (m^{(+)})_2 e^{-\frac{1}{2} \int_{x_{-\lambda}}^{x_{+\lambda}}} Hdy,
\]
\[
f^- := (m^{(-)})_1 e^{\frac{1}{2} \int_{x_{-\lambda}}^{x_{+\lambda}}} Hdy, \quad g^- := (m^{(-)})_2 e^{\frac{1}{2} \int_{x_{-\lambda}}^{x_{+\lambda}}} Hdy.
\]
and
\[
c(z) := a(-1/z)e^{\frac{1}{2} \int_{x_{-\lambda}}^{x_{+\lambda}}} Hdy.
\]
We simply have the expression
\[
m(z) = \begin{cases} 
\left[ \frac{1}{c(z)} f^+, g^+ \right] & z \in \mathbb{C}^+ \\
\left[ f^-, \frac{1}{c(z)} g^- \right] & z \in \mathbb{C}^-
\end{cases}
\]
For simplicity, we derive one soliton solution. The method is easily generalized to the case of \( N \)-soliton solution. For one soliton case, we suppose that \( r(z) = 0 \), that is,
\[
m_+ = m_-, \quad z \in \mathbb{R}
\]
and \( c(z) \) has a simple zero at \( z_1 \) bounded away from \( \mathbb{R} \). The goal is to recover the potential \( q \) that corresponds to the above assumptions. Since \( c(z_1) = 0 \), then so is \( a(-1/z_1) = 0 \). From \( a = \det((\psi_+)_1,(\psi_-)_2) \) in \([31]\), we see that \( (\psi_+)_1 \) and \( (\psi_-)_2 \) are linearly dependent at \( \lambda_1 = -\frac{1}{z_1} \). One can easily verify that this linear dependence implies
\[
f^+(z_1) = \gamma e^{2\theta(z_1)} g^+(z_1),
\]
where $\gamma \in \mathbb{C}$ is some constant and $\theta(z_1) = \frac{1}{z_1}x_H + \frac{2}{z_1^2}t$. Furthermore, by symmetry of the WKI spectral problem, one can verify that $g^-(\bar{z}_1) = \left(0\ 1\ 0\ -1\right) \bar{f}^+(z_1)$ and $f^-(\bar{z}_1) = \left(0\ 1\ 0\ -1\right) \bar{g}^+(z_1)$. Applying these relations to (74), we have

\begin{equation}
(75) \quad g^-(\bar{z}_1) = -\bar{\gamma} e^{-2i\theta(\bar{z}_1)} f^-(\bar{z}_1).
\end{equation}

Let the contour $C^+ \subset \mathbb{C}^+$ be union of a semi-circle and a small circle that enclose $z_1$ (for the case of $N$-solitons, there are $N$ small circles) as shown below.

Let $C^- \subset \mathbb{C}^-$ be the contour that is the reflected contour of $C^+$ with respect to the $x$ axis after reversing orientations. Small clock-wise circle of $C^-$ encloses $\bar{z}_1$.

By the Cauchy integral formula, we have

\begin{equation}
\frac{1}{2\pi i} \int_{C^\pm} \frac{m(s) - I}{s - z} ds = \begin{cases} m(z) - I & z \in D^\pm \\ 0 & z \in \mathbb{C}^\mp \end{cases}
\end{equation}

We can express

\begin{equation}
(76) \quad m(z) - I = \frac{1}{2\pi i} \left( \int_{C^+} + \int_{C^-} \right) \frac{m(s) - I}{s - z} ds, \quad z \in D^+ \cup D^-.
\end{equation}

In the above equation (76), we carry out the following procedures–take the radius of the semi-circle in $C^\pm$ to infinity and of the small circle in $C^\pm$ to zero, the horizontal line in $C^\pm$ to the real line, and apply relations (73), (74), and (75). The resulting equation of equation (76) is

\begin{equation}
m(z) = I + \bar{\beta} e^{-2i\theta(z_1)} \left(0\ 1\ 0\ 0\ 1\ 0\ -1\ 1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0\ 1\ 0\ -1\ 0}\end{equation}

where $\beta = \gamma/a'(z_1)$. From above, we can solve for $g^+(\bar{z}_1)$ and $f^- (\bar{z}_1)$. In particular, the first components of $f^- (\bar{z}_1)$ and $g^+(\bar{z}_1)$ are found as

\begin{equation}
(f^-(\bar{z}_1))_1 = \frac{1}{1 + \frac{|\beta|^2}{|z_1 - \bar{z}_1|^2} e^{2i\theta(z_1) - 2i\theta(\bar{z}_1)}}, \quad (g^+(\bar{z}_1))_1 = \frac{\bar{\beta}}{\bar{z}_1 - \bar{z}_1}\frac{e^{-2i\theta(\bar{z}_1)}}{1 + \frac{|\beta|^2}{|z_1 - \bar{z}_1|^2} e^{2i\theta(z_1) - 2i\theta(\bar{z}_1)}}.
\end{equation}
Choose $|\beta|/(2\xi_1 - 2\xi_2) = 1$. Also, $\arg\beta = 0$ for convenience. Also, denote $\lambda_1 = \xi + i\eta$ for $z_1 = -1/\lambda_1$. The $(1, 2)$ th element of $\lim_{z \to \infty} z m(z)$ is given by

$$m_{12}^{(1)} = \lim_{z \to \infty} z(m(z))_{12} = -\beta e^{-\theta(z_1)}(g^+(z_1))_1$$

$$= -\frac{2\eta}{\xi^2 + \eta^2} e^{-2i\lambda_1 x + 4i\lambda_1 t} e^{-2i\lambda_1 x + 4i\lambda_1 t}$$

$$= -\frac{2\eta}{\xi^2 + \eta^2} e^{-i(-2\xi x + 4(\xi^2 - \eta^2))t}.$$ 

(77)

The $(1, 1)$ th element of $\lim_{z \to \infty} z(m(z) - I)$ is given by

$$m_{11}^{(1)} = \lim_{z \to \infty} z(m(z) - I)_{11} = -\beta e^{-\theta(z_1)}(g^+(z_1))_1$$

$$= i\frac{2\eta}{\xi^2 + \eta^2} e^{-2ix + 8\xi\eta t} e^{-2ix + 8\xi\eta t}.$$ 

(78)

Differentiating (77) in $x_H$ gives

$$\partial_{x_H} m_{12}^{(1)} = 2\frac{2\eta}{\xi^2 + \eta^2} e^{-i(-2\xi x + 4(\xi^2 - \eta^2))t}[\eta \tanh(*) - i\xi] \text{sech}(*),$$

where $* = 2\eta x_H - 8\xi\eta t$. From (41), the potential $q_H$ is related to $\partial_{x_H} (m_{12}^{(1)})$ as

$$q_H(q_H)^{-1} = \partial_{x_H} m_{12}^{(1)}.$$ 

Since we have

$$|\partial_{x_H} m_{12}^{(1)}|^2 = \frac{2^2\eta^2}{(\xi^2 + \eta^2)^2} [\eta^2 \tanh^2(*) + \xi^2] \text{sech}^2(*),$$

we find

$$|q_H|^2 = \frac{4\eta^2}{\xi^2 + \eta^2} \frac{\cosh^2(*) - \frac{\eta^2}{\xi^2 + \eta^2}}{\cosh^2(*) - \frac{2\eta^2}{\xi^2 + \eta^2}} = \frac{\cosh(*)^2}{\cosh^2(*) - \frac{2\eta^2}{\xi^2 + \eta^2}}.$$ 

Expressing $\partial_{x_H} m_{12}^{(1)}$ as

$$\partial_{x_H} m_{12}^{(1)} = 2i\frac{2\eta}{\sqrt{\xi^2 + \eta^2}} e^{-i(-2\xi x + 4(\xi^2 - \eta^2))t} \cosh(2\eta x_H - 8\xi\eta t + i\alpha) \text{sech}^2(*)$$

where $\frac{\eta}{\xi} = \tan\alpha$, we obtain

$$q_{x_H} = \langle q_{x_H} \rangle \partial_{x_H} m_{12}^{(1)} = 2i \frac{\eta}{\sqrt{\xi^2 + \eta^2}} e^{-i(-2\xi x + 4(\xi^2 - \eta^2))t} \cosh(2\eta x_H - 8\xi\eta t + i\alpha) \text{sech}^2(*)$$

$$\cosh(2\eta x_H - 8\xi\eta t) - \frac{2\eta^2}{\xi^2 + \eta^2}.$$ 

Lastly, recall $x_H = x + \epsilon(x, t)$ and from the formula (43), we can recover $\epsilon$ as

$$\epsilon(x, t) = i^{-1} \lim_{z \to \infty} z(m(z) - I)_{11} = i^{-1} m_{11}^{(1)}.$$ 

We have done this computation in (78), so we obtain the expression

$$\epsilon(x, t) = \frac{\eta}{\xi^2 + \eta^2} [\tanh(2\eta(x - 4\xi t + \epsilon(x, t))) + 1].$$ 

(79)
We finally arrived the one soliton solution
\[
q(x, t) = 2i \frac{\eta}{\sqrt{\xi^2 + \eta^2}} e^{-i(-2\varepsilon(x + \epsilon(x, t)) + 4(\xi^2 - \eta^2)t)} \frac{\cosh(2\eta(x + \epsilon(x, t)) - 8\xi\eta t + i\alpha)}{\cosh^2(2\eta(x + \epsilon(x, t)) - 8\xi\eta t) - \frac{2\eta^2}{\xi^2 + \eta^2}},
\]
where \(\epsilon(x, t)\) is found by an implicit equation (79). This coincides with one soliton in the original paper [16] after the change of parameter \(\lambda \to -\lambda\) because of our Lax pair with opposite sign for \(\lambda\).

![Figure 1. \(|q(x, 0)|\) v.s. \(x\): the solid line corresponds to the case \(\xi = \eta = 1\) and the dashed line corresponds to \(\xi = 3\) and \(\eta = 1\).](image)

The case \(|\xi| > |\eta| > 0\) gives smooth soliton, and the case \(|\xi| = |\eta| > 0\) gives bursting soliton, whose maximum height is infinity.
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