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Abstract

In compressed sensing, in order to recover a sparse or nearly sparse vector from possibly noisy measurements, the most popular approach is \( \ell_1 \)-norm minimization. Upper bounds for the \( \ell_2 \)-norm of the error between the true and estimated vectors are given in [1] and reviewed in [2], while bounds for the \( \ell_1 \)-norm are given in [3]. When the unknown vector is not conventionally sparse but is “group sparse” instead, a variety of alternatives to the \( \ell_1 \)-norm have been proposed in the literature, including the group LASSO, sparse group LASSO, and group LASSO with tree structured overlapping groups. However, no error bounds are available for any of these modified objective functions. In the present paper, a unified approach is presented for deriving upper bounds on the error between the true vector and its approximation, based on the notion of decomposable and \( \gamma \)-decomposable norms. The bounds presented cover all of the norms mentioned above, and also provide a guideline for choosing norms in future to accommodate alternate forms of sparsity.

1 Introduction

The field of “compressed sensing” has become very popular in recent years, with an explosion in the number of papers. In the interests of brevity, we
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refer the reader to two recent papers [2, 4], each of which contains an extensive bibliography. Stated briefly, the core problem in compressed sensing is to approximate a high-dimensional sparse (or nearly sparse) vector \( x \) from a small number of linear measurements of \( x \). Though this problem has a very long history (see the discussion in [2] for example), perhaps it is fair to say that much of the recent excitement has arisen from [5], in which it is shown that if \( x \) has no more than \( k \) nonzero components, then by choosing the matrix \( A \) to satisfy a condition known as the restricted isometry property (RIP), it is possible to recover \( x \) exactly by minimizing \( \|z\|_1 \) subject to the constraint that \( Az = y = Ax \). In other words, under suitable conditions, among all the preimages of \( y = Ax \) under \( A \), the preimage that has minimum \( \ell_1 \)-norm is the sparse signal \( x \) itself. The same point is also made in [6]. Subsequently the RIP was replaced by the null space property [7], which is actually necessary and sufficient for the above statement to be true; see [3, Chapter 4] for precise statements. In case \( y = Ax + \eta \) where \( \eta \) is a measurement error and \( x \) is either sparse or nearly sparse, one can attempt to recover \( x \) by setting

\[
\hat{x} := \arg \min_{z \in \mathbb{R}^n} \|z\|_1 \text{ s.t. } \|y - Az\|_2 \leq \epsilon. \tag{1}
\]

This algorithm is very closely related to the LASSO algorithm introduced in [8]. Specifically, the only difference between LASSO as in [8] and the problem stated above is that the roles of the objective function and the constraint are reversed. It is shown (see [1, Theorem 1.2]) that, under suitable conditions, the residual error \( \|\hat{x} - x\|_2 \) satisfies an estimate of the form

\[
\|\hat{x} - x\|_2 \leq C_0 \sqrt{k} \sigma_k(x, \|\cdot\|_1) + C_2 \epsilon, \tag{2}
\]

where \( \sigma_k(x, \|\cdot\|_1) \) is the “sparsity index” of \( x \) (defined below), and \( C_0, C_2 \) are constants that depend only on the matrix \( A \) but not \( x \) or \( \eta \). The above bound includes exact signal recovery with noiseless measurements as a special case, and is referred to in [1] as “noisy recovery.” Along similar lines, it is shown in [3] that

\[
\|\hat{x} - x\|_1 \leq C_0 \sigma_k(x, \|\cdot\|_1) + C_2 \sqrt{k} \epsilon, \tag{3}
\]

where \( C_0 \) and \( C_2 \) are the same as in (2). See the equation just above [3, Equation (4.16)].

In the world of optimization, the LASSO algorithm has been generalized in several directions, by modifying the \( \ell_1 \)-norm penalty of LASSO to some other norm that is supposed to induce a prespecified sparsity structure on
the solution. Among the most popular sparsity-inducing penalty norms are the group LASSO [9, 10], referred to hereafter as GL, and the sparse group LASSO [11, 12], referred to hereafter as SGL. Now there are versions of these algorithms that permit the groups to have “tree-structured” overlap [13, 14].

It is therefore natural to ask whether inequalities analogous to (2) and (3) hold when the $\ell_1$-norm in (1) is replaced by other sparsity-inducing norms such as those mentioned in the previous paragraph. To the best of the authors’ knowledge, no such error bounds are available in the literature for anything other than $\ell_1$-norm minimization. In principle, it is possible to mimic the arguments in [1] to derive error bounds for each of these algorithms. However, it would be highly desirable to have a unified theory of what properties a norm needs to satisfy, in order that inequalities of the form (2) hold. That is the focus of the present paper. We present a very general result to the effect that any compressed sensing algorithm satisfies error bounds of the form (2) and (3) provided three conditions are satisfied:

1. A “compressibility condition” holds, which in the case of $\ell_1$-norm minimization is that the restricted isometry property (RIP) holds with a sufficiently small constant.

2. The approximation norm used to compute the sparsity index of the unknown vector $x$ is “decomposable” as defined subsequently.

3. The penalty norm used to induce the sparsity of the solution, that is, the norm that is minimized, is “$\gamma$-decomposable” as defined subsequently.

It will follow as a consequence of this general result that GL, and SGL (without or with tree-structured overlapping groups) all satisfy error bounds of the form (2). In addition to the generality of the results established, the method of proof is more direct than that in [1, 2]. In the case of conventional sparsity and $\ell_1$-norm minimization, the results presented here contain those in [1, 2] as special cases, and also include a bound on $\|\hat{x} - x\|_1$, in addition the bound on $\|\hat{x} - x\|_2$.

2 Preliminaries

If $x \in \mathbb{R}^n$, and $\Lambda$ is a subset of $\mathcal{N} = \{1, \ldots, n\}$, the symbol $x_\Lambda \in \mathbb{R}^n$ denotes the vector such that $(x_\Lambda)_i = x_i$ if $i \in \Lambda$, and $(x_\Lambda)_i = 0$ if $i \notin \Lambda$. In other
words, $x_{\Lambda}$ is obtained from $x$ by replacing $x_i$ by zero whenever $i \not\in \Lambda$. Also, as is customary, for a vector $u \in \mathbb{R}^n$, its support set is defined by

$$\text{supp}(u) := \{ i : u_i \neq 0 \}.$$ 

Let $k$ be some integer that is fixed throughout the paper. Next we introduce the notion of a group $k$-sparse set. Some care is required in doing so, as the discussion following the definition shows.

**Definition 1.** Let $G = \{G_1, \ldots, G_g\}$ be a partition of $\mathcal{N} = \{1, \ldots, n\}$, such that $|G_i| \leq k$ for all $i$. If $S \subseteq \{1, \ldots, g\}$, define $G_S := \bigcup_{i \in S} G_i$. A subset $\Lambda \subseteq \mathcal{N}$ is said to be **group $k$-sparse** if there exists a subset $S \subseteq \{1, \ldots, g\}$ such that $\Lambda = G_S$, and in addition, $|\Lambda| \leq k$. The collection of all group $k$-sparse subsets of $\mathcal{N}$ is denoted by $G_k$. A vector $u \in \mathbb{R}^n$ is said to be **group $k$-sparse** if its support set $\text{supp}(u)$ is contained in a group $k$-sparse set.

At this point the reader might ask why a set $\Lambda$ cannot be defined to be group $k$-sparse if it is a subset of some $G_S$, as opposed to being exactly equal to some $G_S$. The reason is that, if every subset of $G_S$ is also called “group $k$-sparse,” then in effect all sets of cardinality $k$ or less can be called group $k$-sparse, thus defeating the very purpose of the definition. To see this, let $\Lambda = \{x_{i_1}, \ldots, x_{i_l}\}$, where $l \leq k$, so that $|\Lambda| = l \leq k$. Then, since the sets $G_1, \ldots, G_g$ partition the index set $\mathcal{N}$, for each $j$ there exists a set $G_j$ such that $x_{i_j} \in G_j$. Let $S \subseteq \{1, \ldots, g\}$ denote the set consisting of all these indices $j$. Then $\Lambda \subseteq G_S$. So with this modified definition, there would be no difference between group $k$-sparsity and conventional sparsity. This is the reason for adopting the above definition. On the other hand, it is easy to see that if $g = n$ and each set $G_i$ equals the singleton set $\{i\}$, then group $k$-sparsity reduces to conventional $k$-sparsity. Note also that a vector is defined to be group $k$-sparse if its support is contained in, though not necessarily equal to, a group $k$-sparse subset of $\mathcal{N}$.

Suppose $\| \cdot \| : \mathbb{R}^n \to \mathbb{R}_+$ is some norm. We introduce a couple of notions of decomposability that build upon an earlier definition from [4].

**Definition 2.** The norm $\| \cdot \|$ is said to be **decomposable** with respect to the partition $\mathcal{G}$ if, whenever $u, v \in \mathbb{R}^n$ with $\text{supp}(u) \subseteq G_{S_u}$, $\text{supp}(v) \subseteq G_{S_v}$, and $S_u, S_v$ are disjoint subsets of $\{1, \ldots, g\}$, it is true that

$$\|u + v\| = \|u\| + \|v\|. \quad (4)$$
As pointed out in [4], because $\| \cdot \|$ is a norm, the relationship (4) always holds with $\leq$ replacing the equality. Therefore the essence of decomposability is that the bound is tight when the two summands are vectors with their support sets contained in disjoint sets of the form $G_{S_u}, G_{S_v}$. Note that it is not required for (4) to hold for every pair of vectors with disjoint supports, only vectors whose support sets are contained in disjoint unions of group $k$-sparse subsets of $N$. For instance, if $\Lambda$ is a group $k$-sparse set, and $u, v$ have disjoint support sets $\text{supp}(u), \text{supp}(v)$ that are both subsets of $\Lambda$, then there is no requirement that (4) hold. It is easy to see that the $\ell_1$-norm is decomposable, and it is shown below that the group LASSO and the sparse group LASSO norm are also decomposable. To generalize our analysis, we introduce a more general definition of decomposability.

**Definition 3.** The norm $\| \cdot \|$ is $\gamma$-decomposable with respect to the partition $G$ if there exists $\gamma \in (0, 1]$ such that, whenever $u, v \in \mathbb{R}^n$ with $\text{supp}(u) \subseteq G_{S_u}, G_{S_v}$, and $S_u, S_v$ are disjoint subsets of $\{1, \ldots, g\}$, it is true that

$$\|u + v\| \geq \|u\| + \gamma \|v\|. \quad (5)$$

Note that if the norm $\| \cdot \|$ is $\gamma$-decomposable with $\gamma = 1$, then (5) and the triangle inequality imply that

$$\|u + v\| \geq \|u\| + \|v\| \implies \|u + v\| = \|u\| + \|v\|. \quad (6)$$

Therefore decomposability is the same as $\gamma$-decomposability with $\gamma = 1$.

Clearly, if $\| \cdot \|$ is a decomposable norm, then (4) can be applied recursively to show that if $\Lambda_0, \Lambda_1, \ldots, \Lambda_s$ are pairwise disjoint group $k$-sparse sets, and $\text{supp}(u_i) \subseteq \Lambda_i$, then

$$\left\| \sum_{i=0}^{s} u_i \right\| = \sum_{i=0}^{s} \|u_i\|. \quad (6)$$

However, such an equality does not hold for $\gamma$-decomposable functions unless $\gamma = 1$, which makes the norm decomposable. On the other hand, by repeated application of (5) and noting that $\gamma \leq 1$, we arrive at the following relationship: if $\Lambda_0, \Lambda_1, \ldots, \Lambda_s$ are pairwise disjoint group $k$-sparse sets, and $\text{supp}(u_i) \subseteq \Lambda_i$, then

$$\left\| \sum_{i=0}^{s} u_i \right\| \geq \|u_{\Lambda_0}\| + \gamma \left\| \sum_{i=1}^{s} u_i \right\|. \quad (7)$$
Equation (6) is somewhat more general than the definition of decomposability given in [4], in that we permit the partitioning of the index set $\mathcal{N}$ into more than two subsets. However, this is a rather minor generalization. It is now shown that the notions of decomposability and $\gamma$-decomposability are general enough to encompass several algorithms such as group LASSO, sparse group LASSO, either without overlapping groups or with groups that overlap but have a tree structure.

**Lemma 1.** Let $\mathcal{G} = \{G_1, \ldots, G_g\}$ be a partition of the index set $\mathcal{N} = \{1, \ldots, n\}$. Let $\|\cdot\|_i : \mathbb{R}^{|G_i|} \to \mathbb{R}^+$ be any norm, and define the corresponding norm on $\mathbb{R}^n$ by

$$
\|x\|_A = \sum_{i=1}^{g} \|x_{G_i}\|_i.
$$

Then the above norm is decomposable.

The proof is omitted as it is obvious. The key point to note is that the exact nature of the individual norms $\|\cdot\|_i$ is entirely irrelevant.

By defining the individual norms $\|\cdot\|_i$ appropriately, it is possible to recover the group LASSO [9, 10], the sparse group LASSO [11, 12], and the overlapping sparse group LASSO with tree-structured norms [13, 14].

**Corollary 1.** The group LASSO norm defined by

$$
\|z\|_{GL} := \sum_{i=1}^{g} \|z_{G_i}\|_2.
$$

is decomposable.

**Proof:** This corresponds to the choice $\|\cdot\|_i = \|\cdot\|_2$. Note that some authors use $\|z_{G_i}\|_2/\sqrt{|G_i|}$ instead of just $\|z_{G_i}\|_2$. This variant is also decomposable, as is easy to see. □

**Corollary 2.** The sparse group LASSO norm defined by

$$
\|z\|_{SGL,\mu} := \sum_{i=1}^{g} [(1 - \mu)\|z_{G_i}\|_1 + \mu\|z_{G_i}\|_2].
$$

is decomposable.

---

$^1$There is a little bit of flexibility in [4] in that one can take two orthogonal subspaces that are not exactly orthogonal complements of each other; but we will not belabor this point.
Proof: This corresponds to the choice
\[ \|z_{G_i}\|_i = (1 - \mu)\|z_{G_i}\|_1 + \mu\|z_{G_i}\|_2. \]
Therefore the norm is decomposable. □

Next let us turn our attention to the case of “overlapping” groups with tree structure, as defined in [13, 14].

Corollary 3. Suppose there are sets \(N_1, \ldots, N_l\), each of which is a subset of \(\mathcal{N}\), that satisfy the condition
\[ N_i \cap N_j \neq \emptyset \implies (N_i \subseteq N_j \text{ or } N_j \subseteq N_i). \] (11)

Define
\[ \|z\|_A = \sum_{i=1}^{l} \|z_{N_i}\|_i, \]
where \(\| \cdot \|_i : \mathbb{R}^{|N_i|} \to \mathbb{R}_+\) is arbitrary. Then this norm is decomposable.

Proof: Though it is possible for some of these sets \(N_i\) to overlap, the condition (11) implies that the collection of sets \(N_1, \ldots, N_l\) can be renumbered with double indices as \(S_{ij}\), and arranged in chains of the form
\[ S_{11} \subseteq \ldots \subseteq S_{1n_1}, \ldots, S_{si} \subseteq \ldots \subseteq S_{sn_s}, \]
where the “maximal” sets \(S_{mi}\) must also satisfy (11). Therefore, given two maximal sets \(S_{mi}, S_{mj}\), either they must be the same or they must be disjoint, because it is not possible for one of them to be a subset of the other. This shows that the maximal sets \(S_{mi}\) are pairwise disjoint once the duplicates are removed, and together span the total feature set \(\mathcal{N} = \{1, \ldots, n\}\). Thus, in a collection of tree-structured sets, the highest level sets do not overlap! Let \(g\) denote the number of distinct maximal sets, and define \(G_i = S_{mi}\) for \(i = 1, \ldots, g\). Then \(\{G_1, \ldots, G_g\}\) is a partition of \(\mathcal{N}\), and each \(N_j\) is a subset of some \(G_i\). Now define a norm \(\| \cdot \|_{G_j}, j = 1, \ldots, g\), by
\[ \|z_{G_j}\|_{G_j} = \sum_{N_i \subseteq G_j} \|z_{N_i}\|_i. \]
Because each \(N_j\) can be a subset of only one \(G_i\), it follows that the above norm is the same as \(\| \cdot \|_A\). Therefore this norm is of the form (8) and is thus decomposable. □

Thus to summarize, the group LASSO norm, the sparse group LASSO norm, and the penalty norms defined in [13, 14] are all decomposable.
With this preparation we can define the sparsity indices and optimal decompositions. Given an integer $k$, let $G_k$ denote the collection of all group $k$-sparse subsets of $\mathcal{N} = \{1, \ldots, n\}$, and define

$$\sigma_{k, G}(x, \| \cdot \|) := \min_{\Lambda \in G_k} \| x - x_\Lambda \| = \min_{\Lambda \in G_k} \| x_{\Lambda_0} \|$$  \hspace{1cm} (12)

to be the group $k$-sparsity index of the vector $x$ with respect to the norm $\| \cdot \|$ and the group structure $G$. Since the collection of sets $G_k$ is finite (though it could be huge), we are justified in writing min instead of inf. Once we have the definition of the sparsity index, it is natural to define the next notion. Given $x \in \mathbb{R}^n$, and a norm $\| \cdot \|$, we call $\{x_{\Lambda_0}, x_{\Lambda_1}, \ldots, x_{\Lambda_s}\}$ an optimal group $k$-sparse decomposition of $x$ if $\Lambda_i \in G_k$ for $i = 0, \ldots, s$, and in addition

$$\| x_{\Lambda_0} \| = \min_{\Lambda \in G_k} \| x - x_\Lambda \|,$$

$$\| x_{\Lambda_i} \| = \min_{\Lambda \in G_k} \left\| x - \sum_{j=0}^{i-1} x_{\Lambda_j} - x_\Lambda \right\|, \quad i = 1, \ldots, s.$$

There are some wrinkles in group sparsity that do not have any analogs in conventional sparsity. Specifically, suppose $x \in \mathbb{R}^n$ and that $\{x_{\Lambda_0}, x_{\Lambda_1}, \ldots, x_{\Lambda_s}\}$ is an optimal $k$-sparse (not optimal group $k$-sparse) decomposition of $x$ with respect to $\| \cdot \|_1$. Then $x_{\Lambda_0}$ consists of the $k$ largest components of $x$ by magnitude, $x_{\Lambda_1}$ consists of the next $k$ largest, and so on. One consequence of this is that

$$\min_j |(x_{\Lambda_i})_j| \geq \max_j |(x_{\Lambda_{i+1}})_j|, \quad \forall i.$$

Therefore

$$\| x_{\Lambda_{i+1}} \|_2 \leq \sqrt{k} \| x_{\Lambda_{i+1}} \|_\infty \leq \frac{1}{\sqrt{k}} \| x_{\Lambda_i} \|_1.$$  \hspace{1cm} (13)

This is the equation just above [1, Equation(10)]. However, when we take optimal group $k$-sparse decompositions, this inequality is no longer valid. For example, suppose $\| \cdot \|_p = \| \cdot \|_1$, let $n = 4, g = 2, k = 2$ and

$$G_1 = \{1, 2\}, G_2 = \{3, 4\}, x = [1 \ 0.1 \ 0.6 \ 0.6]^t.$$

Then it is easy to verify that $s = 2$, and

$$\Lambda_0 = \{3, 4\} = G_2, \Lambda_1 = \{1, 2\} = G_1,$$

$$x_{\Lambda_0} = [0 \ 0 \ 0.6 \ 0.6]^t, x_{\Lambda_1} = [1 \ 0.1 \ 0 \ 0]^t.$$
Here we see that the largest element of $x_{\Lambda_1}$ is in fact larger than the smallest element of $x_{\Lambda_0}$. However, we do not have the freedom to “swap” these elements as they belong to different sets $G_i$. A more elaborate example is the following: Let $n = 8, g = 4, k = 4$, and

$$x = [0.1 1 0.2 0.3 0.4 0.5 0.4 0.7],$$

$G_1 = \{1\}, G_2 = \{2, 3, 4\}, G_3 = \{5, 6\}, G_4 = \{7, 8\}$.

Then

$$\Lambda_0 = G_3 \cup G_4, \Lambda_1 = G_1 \cup G_2.$$

Note that $x_{G_2}$ has higher $\ell_1$-norm than any other $x_{G_j}$. However, since $G_2$ has cardinality 3, it can only be paired with $G_1$, and not with $G_3$ or $G_4$, in order that the cardinality of the union remain less than $k = 4$. And $\|x_{G_1 \cup G_2}\|_1 < \|x_{G_3 \cup G_4}\|_1$. Therefore an optimal group $k$-sparse decomposition of $x$ is $x_{G_3 \cup G_4}$ followed by $x_{G_1 \cup G_2}$.

### 3 Problem Formulation

The general formulation of a compressed sensing algorithm makes use of three distinct norms:

- $\| \cdot \|_A$ is the approximation norm that is used to measure the quality of the approximation. Thus, for a vector $x \in \mathbb{R}^n$, the quantity $\sigma_{k,G}(x, \| \cdot \|_A)$ is the sparsity index used throughout. It is assumed that $\| \cdot \|_A$ is a decomposable norm.

- $\| \cdot \|_P$ is the penalty norm that is minimized to induce a desired sparsity structure on the solution. It is assumed that $\| \cdot \|_P$ is $\gamma$-decomposable for some $\gamma \in (0, 1]$.

- $\| \cdot \|_2$, which is the standard Euclidean or $\ell_2$-norm, and is used to constrain the measurement matrix via the group restricted isometry property (GRIP).

The prototypical problem formulation is this: Suppose $x \in \mathbb{R}^n$ is an unknown vector, $A \in \mathbb{R}^{m \times n}$ is a measurement matrix, $y = Ax + \eta$ is a possibly noise-corrupted measurement vector in $\mathbb{R}^m$, and $\eta \in \mathbb{R}^m$ is the measurement error. It is presumed that $\|\eta\|_2 \leq \epsilon$, where $\epsilon$ is a known prior bound. To estimate $x$ from $y$, we solve the following optimization problem:

$$\hat{x} = \arg\min_{z \in \mathbb{R}^n} \|z\|_P \text{ s.t. } \|y - Az\|_2 \leq \epsilon.$$  

(14)
The penalty norm $\| \cdot \|_P$ that is minimized in order to determine an approximation to $x$ need not be the same as the approximation norm $\| \cdot \|_A$ used to compute the group $k$-sparsity index. If $\| \cdot \|_P$ is the $\ell_1$-, group LASSO, or sparse group LASSO norm, then we take $\| \cdot \|_A = \| \cdot \|_P$. The objective is to determine error bounds of the form

$$\| \hat{x} - x \|_2 \leq D_1 \sigma_{k,G}(x, \| \cdot \|_A) + D_2 \epsilon,$$

(15)

or of the form

$$\| \hat{x} - x \|_A \leq D_3 \sigma_{k,G}(x, \| \cdot \|_A) + D_4 \epsilon,$$

(16)

for some appropriate constants $D_1$ through $D_4$.

The interpretation of the inequality (15) in this general setting is the same as in [1, 2]. Suppose the vector $x$ is group $k$-sparse, so that $\sigma_{k,G}(x, \| \cdot \|_A) = 0$. Then an “oracle” that knows the actual support set of $x$ can approximate $x$ through computing a generalized inverse of the columns of $A$ corresponding to the support of $x$, and the resulting residual error will be bounded by a multiple of $\epsilon$. Now suppose the algorithm satisfies (15). Then (15) implies that the residual error achieved by the algorithm is bounded by a universal constant times that achieved by an oracle. Proceeding further, (15) also implies that if measurements are noise-free so that $\epsilon = 0$, then the estimate $\hat{x}$ equals $x$. In other words, the algorithm achieves exact recovery of group $k$-sparse vectors under noise-free measurements. Similar remarks apply to the interpretation of the bound (16).

Throughout the paper, we shall be making use of four constants:

$$a := \min_{\Lambda \in GkS} \min_{x \neq 0} \frac{\| x \|_P}{\| x \|_A}, \quad b := \max_{\Lambda \in GkS} \max_{x \neq 0} \frac{\| x \|_P}{\| x \|_A},$$

(17)

$$c := \min_{\Lambda \in GkS} \min_{x \neq 0} \frac{\| x \|_2}{\| x \|_A}, \quad d := \max_{\Lambda \in GkS} \max_{x \neq 0} \frac{\| x \|_2}{\| x \|_A}.$$

(18)

Note that these constants depend on the sparsity structure being used. For instance, in conventional sparsity, as shown below, $a = b = c = 1$ and $d = \sqrt{k}$. The factor $\sqrt{k}$ is ubiquitous in conventional sparsity, and as shown below, this is where it comes from.

Suppose for instance that $\| \cdot \|_A = \| \cdot \|_P = \| \cdot \|_1$, which is the approximation as well as penalty norm used in LASSO. Therefore $a = b = 1$. Since

\footnote{The symbol $A$ is unfortunately doing double duty, representing the approximation norm as well as the measurement matrix. After contemplating various options, it was decided to stick to this notation, in the hope that the context would make clear which usage is meant.}
$|\Lambda| \leq k$ for all $\Lambda \in G_kS$, we have by Schwarz’s inequality that
$$\|v\|_1 \leq \sqrt{k}\|v\|_2$$
whenever $\text{supp}(v) \subseteq \Lambda \in G_kS$. In the other direction, we can write
$$v = \sum_{i \in \text{supp}(v)} v_i e_i,$$
where $e_i$ is the $i$-th unit vector. Therefore by the triangle inequality
$$\|v\|_2 \leq \sum_{i \in \text{supp}(v)} \|v_i e_i\|_2 \leq \sum_{i \in \text{supp}(v)} |v_i| = \|v\|_1,$$
and these bounds are tight. Therefore
$$1 = c \leq d = \sqrt{k}.$$Estimates of these constants for other sparsity-inducing norms are given in Section 5.

4 Main Results

In this section we present the main results of the paper. The following definition of the restricted isometry property (RIP) is introduced in [5].

Definition 4. Suppose $A \in \mathbb{R}^{m \times n}$. Then we say that $A$ satisfies the Restricted Isometry Property (RIP) of order $k$ with constant $\delta_k$ if
$$\left(1 - \delta_k\right)\|u\|_2^2 \leq \langle u, Au \rangle \leq \left(1 + \delta_k\right)\|u\|_2^2, \ \forall u \in \Sigma_k,$$
where $\Sigma_k$ denotes the set of all $u \in \mathbb{R}^n$ such that $|\text{supp}(u)| \leq k$. (19)

The first step is to extend the notion of the restricted isometry property (RIP) to the group restricted isometry property (GRIP).

Definition 5. A matrix $A \in \mathbb{R}^{m \times n}$ is said to satisfy the group restricted isometry property (GRIP) of order $k$ with constant $\delta_k \in (0, 1)$ if
$$1 - \delta_k \leq \min_{\Lambda \in G_kS} \min_{\text{supp}(z) \subseteq \Lambda} \frac{\|Az\|_2^2}{\|z\|_2^2} \leq \max_{\Lambda \in G_kS} \max_{\text{supp}(z) \subseteq \Lambda} \frac{\|Az\|_2^2}{\|z\|_2^2} \leq 1 + \delta_k.$$ (20)
Definition 5 shows that the group RIP constant $\delta_k$ can be smaller than the standard RIP constant in Definition 4, because the various maxima and minima are taken over only group $k$-sparse sets, and not all subsets of $\mathcal{N}$ of cardinality $k$. Probabilistic methods for constructing a measurement matrix $A \in \mathbb{R}^{m \times n}$ that satisfies GRIP with specified order $k$ and constant $\delta$ are discussed in Section 6. It is shown that GRIP can be achieved with a smaller value of $m$ than RIP.

In order to state the main results, we introduce a technical lemma.

**Lemma 2.** Suppose $h \in \mathbb{R}^n$, that $\Lambda_0 \in GkS$ is arbitrary, and let $h_{\Lambda_1}, \ldots, h_{\Lambda_s}$ be an optimal group $k$-sparse decomposition of $h_{\Lambda_0}$ with respect to the decomposable approximation norm $\| \cdot \|_A$. Then there exists a constant $f$ such that

$$\sum_{j=2}^{s} \|h_{\Lambda_j}\|_2 \leq \frac{1}{f} \|h_{\Lambda_0}\|_A. \quad (21)$$

**Proof:** It is already shown in [1, Equation (11)], [2, Lemma A.4] that

$$\sum_{j=2}^{s} \|h_{\Lambda_j}\|_2 \leq \frac{1}{\sqrt{k}} \|h_{\Lambda_0}\|_1.$$

Therefore, in the case of conventional sparsity, where $\| \cdot \|_A = \| \cdot \|_P = \| \cdot \|_1$, one can take $f = \sqrt{k}$. In the case of group sparsity, it follows from the definition of the constant $c$ in (18) that

$$\|h_{\Lambda_j}\|_2 \leq \frac{1}{c} \|h_{\Lambda_j}\|_A, j = 2, \ldots, s.$$

Therefore

$$\sum_{j=2}^{s} \|h_{\Lambda_j}\|_2 \leq \frac{1}{c} \sum_{j=1}^{s} \|h_{\Lambda_j}\|_A \leq \sum_{j=1}^{s} \|h_{\Lambda_j}\|_A = \frac{1}{c} \|h_{\Lambda_0}\|_A,$$

where the last step follows from the decomposability of $\| \cdot \|_A$. \qed

Now we state the main theorem for the general optimization problem as stated in (14), and several corollaries for conventional sparsity, group LASSO, sparse group LASSO minimization. All of these are stated at once, followed by a general discussion.

**Theorem 1.** Suppose that

1. The norm $\| \cdot \|_A$ is decomposable.
2. The norm $\| \cdot \|_P$ is $\gamma$-decomposable for some $\gamma \in (0, 1]$.

3. The matrix $A$ satisfies GRIP of order $2k$ with constant $\delta_{2k}$.

4. Suppose the “compressibility condition”

$$\delta_{2k} < \frac{fa\gamma}{\sqrt{2 + fa\gamma/bd}}$$

holds, where $d$ is defined in (18) and $f$ is defined in Lemma 2.

Define

$$\hat{x} = \arg\min_{z \in \mathbb{R}^n} \|z\|_P \text{ s.t. } \|y - Az\|_2 \leq \epsilon.$$  \hspace{1cm} (23)

Then

$$\|\hat{x} - x\|_2 \leq D_1 \sigma_{k,G}(x, \| \cdot \|_A) + D_2 \epsilon,$$  \hspace{1cm} (24)

where

$$D_1 = \frac{r(1 + \gamma)}{f} \cdot \frac{1 + (\sqrt{2} - 1)\delta_{2k}}{1 - (1 + \sqrt{2}rd/f)\delta_{2k}},$$  \hspace{1cm} (25)

$$D_2 = \frac{2(1 + rd/f)\sqrt{1 + \delta_{2k}}}{1 - (1 + \sqrt{2}rd/f)\delta_{2k}}.$$  \hspace{1cm} (26)

Further,

$$\|\hat{x} - x\|_A \leq D_3 \sigma_{k,G}(x, \| \cdot \|_A) + D_4 \epsilon,$$  \hspace{1cm} (27)

where

$$D_3 = \frac{r(1 + \gamma)}{f} \cdot \frac{1 + (\sqrt{2}d/f - 1)\delta_{2k}}{1 - (1 + \sqrt{2}rd/f)\delta_{2k}},$$  \hspace{1cm} (28)

$$D_4 = \frac{2(1 + rd)\sqrt{1 + \delta_{2k}}}{1 - (1 + \sqrt{2}rd/f)\delta_{2k}}.$$  \hspace{1cm} (29)

Corollary 4. (Conventional Sparsity) Define

$$\hat{x}_{CS} = \arg\min_{z} \|z\|_1 \text{ s.t. } \|y - Az\|_2 \leq \epsilon.$$  \hspace{1cm} (30)

Then Theorem 1 applies with $\| \cdot \|_A = \| \cdot \|_P = \| \cdot \|_1,$

$$a = 1, b = 1, c = 1, d = \sqrt{k}, f = \sqrt{k}, \gamma = 1.$$  \hspace{1cm} (31)

Therefore the compressibility condition (22) becomes

$$\delta_{2k} < \sqrt{2} - 1.$$  \hspace{1cm} (32)
This leads to the error bounds
\[
\|\hat{x}_{CS} - x\|_2 \leq D_2 \sigma_k(x, \| \cdot \|_1) + D_2 \epsilon,
\]
\[
\|\hat{x}_{CS} - x\|_1 \leq D_3 \sigma_k(x, \| \cdot \|_1) + D_4 \epsilon,
\]
where
\[
D_1 = \frac{2}{\sqrt{k}} \frac{1 + (\sqrt{2} - 1)\delta_{2k}}{1 - (1 + \sqrt{2}\delta_{2k})},
D_2 = 4 \frac{1 + \sqrt{\delta_{2k}}}{1 - (1 + \sqrt{2}\delta_{2k})},
D_3 = 2 \frac{1 + (\sqrt{2} - 1)\delta_{2k}}{1 - (1 + \sqrt{2}\delta_{2k})} \sigma_k(x, \| \cdot \|_1),
D_4 = 4 \sqrt{k} \frac{1 + \sqrt{\delta_{2k}}}{1 - (1 + \sqrt{2}\delta_{2k})}.
\]

**Corollary 5. (Group LASSO)** Suppose \( \{G_1, \ldots, G_g\} \) is a partition of \( N = \{1, \ldots, n\} \), and that \( l_{\min} \leq |G_j| \leq k \) for all \( j \). Let \( s_{\max} = \lfloor k/l_{\min} \rfloor \), and define the group LASSO norm
\[
\|z\|_{GL} = \sum_{j=1}^{g} \|z_{G_j}\|_2.
\]

Define the estimate
\[
\hat{x}_{GL} = \arg\min_z \| z \|_{GL} \quad \text{s.t.} \quad \| y - Az \|_2 \leq \epsilon.
\]

Then Theorem 1 applies with \( \| \cdot \|_A = \| \cdot \|_P = \| \cdot \|_{GL} \),
\[
a = 1, b = 1, c = 1, d = \sqrt{s_{\max}}, f = 1, \gamma = 1.
\]

Therefore the compressibility condition (22) becomes
\[
\delta_{2k} < \frac{1}{\sqrt{2s_{\max}} + 1}
\]

This leads to the error bounds
\[
\|\hat{x}_{GL} - x\|_2 \leq D_1 \sigma_k(x, \| \cdot \|_{GL}) + D_2 \epsilon,
\]
and
\[
\|\hat{x}_{GL} - x\|_{GL} \leq D_3 \sigma_k(x, \| \cdot \|_{GL}) + D_4 \epsilon,
\]
where
\[
D_1 = \frac{2}{\sqrt{k}} \frac{1 + (\sqrt{2} - 1)\delta_{2k}}{1 - (1 + \sqrt{2s_{\max}}\delta_{2k})},
D_2 = 4 \frac{1 + \sqrt{\delta_{2k}}}{1 - (1 + \sqrt{2s_{\max}}\delta_{2k})},
D_3 = 2 \frac{1 + (\sqrt{2} - 1)\delta_{2k}}{1 - (1 + \sqrt{2s_{\max}}\delta_{2k})} \sigma_k(x, \| \cdot \|_{GL}),
D_4 = 4 \sqrt{s_{\max}} \frac{1 + \sqrt{\delta_{2k}}}{1 - (1 + \sqrt{2s_{\max}}\delta_{2k})}.
\]
Corollary 6. (Sparse Group LASSO) Suppose \( \{G_1, \ldots, G_g\} \) is a partition of \( N = \{1, \ldots, n\} \), and that \( l_{\min} \leq |G_j| \leq l_{\max} \) for all \( j \). Let \( s_{\max} = \lfloor k/l_{\min} \rfloor \), and define the sparse group LASSO norm

\[
\|z\|_{\text{SGL}, \mu} = \sum_{j=1}^{g} \left[ (1 - \mu) \|z_{G_j}\|_1 + \mu \|z_{G_j}\|_2 \right]. \tag{39}
\]

Define the estimate

\[
\hat{x}_{\text{SGL}} = \arg\min_{z} \|z\|_{\text{SGL}, \mu} \text{ s.t. } \|y - Az\|_2 \leq \epsilon. \tag{40}
\]

Then Theorem 1 applies with \( \|\cdot\|_A = \|\cdot\|_P = \|\cdot\|_{\text{SGL}} \),

\[ a = 1, b = 1, c = 1, d = (1 - \mu) \sqrt{l_{\max}} + \mu \sqrt{s_{\max}}, f = 1, \gamma = 1. \tag{41}\]

Therefore the compressibility condition (22) becomes

\[
\delta_{2k} < \frac{d}{\sqrt{2} + d}, \tag{42}
\]

where \( d \) is defined in (41). This leads to the error bounds

\[
\|\hat{x}_{\text{SGL}} - x\|_2 \leq D_1 \sigma_k(x, \|\cdot\|_{\text{SGL}}) + D_2 \epsilon,
\]

and

\[
\|\hat{x}_{\text{SGL}} - x\|_{\text{SGL}} \leq D_3 \sigma_k(x, \|\cdot\|_{\text{GL}}) + D_4 \epsilon,
\]

where the constants \( D_1 \) through \( D_4 \) are the same as in Corollary 5 with the term \( \sqrt{s_{\max}} \) replaced by \( d \) as shown in (41).

Before presenting the proofs of these bounds, we briefly discuss their implications.

1. In the case of conventional sparsity, the bounds on \( \|\hat{x} - x\|_2 \) and \( \|\hat{x} - x\|_1 \) reduce to those proved earlier in [1, 2, 3]. To the best of the authors’ knowledge, there are no bounds of the form (2) and (3) available for other penalty norms. Therefore the bounds in Theorem 1 contain known bounds as special cases and some new bounds as well.

2. In the case of conventional sparsity, the upper bound on \( \|\hat{x} - x\|_1 \) is precisely \( \sqrt{k} \) times the upper bound on \( \|\hat{x} - x\|_2 \). Note that if the vector \( \hat{x} - x \) is \( k \)-sparse, then by Schwarz’ inequality it would follow that \( \|\hat{x} - x\|_1 \leq \sqrt{k} \|\hat{x} - x\|_2 \). It is therefore interesting that a similar relationship holds even though the residual error \( \hat{x} - x \) need not be \( k \)-sparse.
3. In the case of the group LASSO norm, the key parameter is $s_{\text{max}}$, the largest number of sets $G_i$ that can comprise any group $k$-sparse set. If each set $G_i$ is a singleton, then $s_{\text{max}} = k$.

4. The only difference between the bounds for the group LASSO and the sparse group LASSO norms is in the parameter $d$.

5 Proofs of Main Results

The proof of Theorem 1 depends on a few preliminary lemmas.

Lemma 3 should be compared with [1, Lemma 2.1], [2, Lemma A.3].

Lemma 3. Suppose $A \in \mathbb{R}^{m \times n}$ satisfies the group RIP of order $2k$ with constant $\delta_{2k}$, and that $u, v$ are group $k$-sparse with supports contained in disjoint group $k$-sparse subsets of $\mathcal{N}$. Then

$$|\langle Au, Av \rangle| \leq \delta_{2k} \|u\|_2 \cdot \|v\|_2.$$  \hfill (43)

Proof: Since we can divide through by $\|u\|_2 \cdot \|v\|_2$, an equivalent statement is the following: If $u, v$ are group $k$-sparse with supports contained in disjoint group $k$-sparse subsets of $\mathcal{N}$, and $\|u\|_2 = \|v\|_2 = 1$, then

$$|\langle Au, Av \rangle| \leq \delta_{2k}.$$ 

Now the assumptions guarantee that $u \pm v$ are both group $2k$-sparse. Moreover $u^t v = 0$ since they have disjoint support. Therefore $\| u \pm v \|_2^2 = 2$. So the group RIP implies that

$$2(1 - \delta_{2k}) \leq \|Au \pm Av\|_2^2 \leq 2(1 + \delta_{2k}).$$

Now the parallelogram identity implies that

$$|\langle Au, Av \rangle| = \left| \frac{\|Au + Av\|_2^2 - \|Au - Av\|_2^2}{4} \right| \leq \delta_{2k}.$$ 

This is the desired conclusion. \hfill $\square$

Lemma 4. Suppose $h \in \mathbb{R}^n$, that $\Lambda_0 \in GkS$ is arbitrary, and let $h_{\Lambda_1}, \ldots, h_{\Lambda_s}$ be an optimal group $k$-sparse decomposition of $h_{\Lambda_0}$ with respect to the approximation norm $\| \cdot \|_A$. Define $\Lambda = \Lambda_0 \cup \Lambda_1$. Then

$$\|h_\Lambda\|_2 \leq \frac{\sqrt{2}\delta_{2k}}{f(1 - \delta_{2k})}\|h_{\Lambda_0}\|_A + \frac{\sqrt{(1 + \delta_{2k})}}{(1 - \delta_{2k})}\|Ah\|_2.$$  \hfill (44)
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The proof closely mimics that of [2, Lemma 1.3]. But it is presented in detail, in the interests of completeness.

**Proof:** Note that $h_{\Lambda}$ is group 2k-sparse. Therefore by the definition of the group RIP property, it follows that

$$(1 - \delta_{2k})\|h_{\Lambda}\|_2^2 \leq \|Ah_{\Lambda}\|_2^2 \leq (1 + \delta_{2k})\|h_{\Lambda}\|_2^2.$$

Next, observe that

$$\|Ah_{\Lambda}\|_2^2 = \langle Ah_{\Lambda}, Ah_{\Lambda}\rangle.$$

So we will work on a bound for the right side. Note that

$$\langle Ah_{\Lambda}, Ah_{\Lambda}\rangle = \langle Ah_{\Lambda}, Ah\rangle - \langle Ah_{\Lambda}, Ah_{\Lambda}^c\rangle.$$

Next by (27) and Schwarz’s inequality, it follows that

$$\left|\langle Ah_{\Lambda}, Ah_{\Lambda}^c\rangle\right| \leq \sum_{i=0}^{1} \sum_{j=2}^{s} \langle Ah_{\Lambda_i}, Ah_{\Lambda_j}\rangle \leq \delta_{2k} [\|h_{\Lambda_0}\|_2 + \|h_{\Lambda_1}\|_2] \sum_{j=2}^{s} \|h_{\Lambda_j}\|_2 \leq \frac{\sqrt{2}\delta_{2k}}{f} \|h_{\Lambda}\|_2 \|h_{\Lambda}^c\|_A.$$

In the above, we use the known inequality

$$\|h_{\Lambda_0}\|_2 + \|h_{\Lambda_1}\|_2 \leq \sqrt{2}\|h_{\Lambda_0} + h_{\Lambda_1}\|_2 = \sqrt{2}\|h_{\Lambda}\|_2,$$

because $h_{\Lambda_0}$ and $h_{\Lambda_1}$ are orthogonal. Next

$$\left|\langle Ah_{\Lambda}, Ah\rangle\right| \leq \|Ah_{\Lambda}\|_2 \cdot \|Ah\|_2 \leq \sqrt{(1 + \delta_{2k})\|h_{\Lambda_0}\|_2 \cdot \|Ah\|_2}.$$

Combining everything gives

$$(1 - \delta_{2k})\|h_{\Lambda}\|_2^2 \leq \|Ah_{\Lambda}\|_2^2 \leq \|Ah_{\Lambda}\|_2^2 + \sqrt{(1 + \delta_{2k})\|h_{\Lambda_0}\|_2 \cdot \|Ah\|_2}.\]

Dividing both sides by $(1 - \delta_{2k})\|h_{\Lambda}\|_2$ leads to (44).

**Proof of Theorem 1:** Define $\hat{x}$ as in (23), and define $h = \hat{x} - x$, so that $\hat{x} = x + h$. The optimality of $\hat{x}$ implies that $\|x\|_P \geq \|\hat{x}\|_P = \|x + h\|_P$. 
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Let \( \{x_{\Lambda_0}, x_{\Lambda_1}, \ldots, x_{\Lambda_s}\} \) be an optimal group \( k \)-sparse decomposition of \( x \). Then the triangle inequality and the optimality of \( \hat{x} \) together imply that
\[
\sum_{i=0}^{s} \|x_{\Lambda_i}\|_P \geq \|x\|_P \geq \|x + h\|_P. \tag{45}
\]

Now the \( \gamma \)-decomposability of \( \| \cdot \|_P \) implies that
\[
\|x + h\|_P \geq \|x_{\Lambda_0} + h_{\Lambda_0} + x_{\Lambda_c} + h_{\Lambda_c}\|_P \\
\geq \|x_{\Lambda_0} + h_{\Lambda_0}\|_P + \gamma \sum_{i=1}^{s} \|x_{\Lambda_i} + h_{\Lambda_i}\|_P \\
\geq \|x_{\Lambda_0}\|_P + \|h_{\Lambda_0}\|_P + \gamma \sum_{i=1}^{s} \|h_{\Lambda_i}\|_P - \|x_{\Lambda_i}\|_P. \tag{46}
\]

Combining (45) and (46), cancelling the common term \( \|x_{\Lambda_0}\|_P \), and rearranging leads to
\[
\gamma \sum_{i=1}^{s} \|h_{\Lambda_i}\|_P \leq \|h_{\Lambda_0}\|_P + (1 + \gamma) \sum_{i=1}^{s} \|x_{\Lambda_i}\|_P.
\]

Next we make use the definition of the constants \( a \) and \( b \) from (17), the decomposability of \( \| \cdot \|_A \), and the triangle inequality. This leads to
\[
a \gamma \|h_{\Lambda_0}\|_A = a \gamma \sum_{i=1}^{s} \|h_{\Lambda_i}\|_A \\
\leq \gamma \sum_{i=1}^{s} \|h_{\Lambda_i}\|_P \\
\leq \|h_{\Lambda_0}\|_P + (1 + \gamma) \sum_{i=1}^{s} \|x_{\Lambda_i}\|_P \\
\leq b \|h_{\Lambda_0}\|_A + b(1 + \gamma) \sum_{i=1}^{s} \|x_{\Lambda_i}\|_A \\
= b \|h_{\Lambda_0}\|_A + b(1 + \gamma) \|x_{\Lambda_c}\|_A \\
= b \|h_{\Lambda_0}\|_A + b(1 + \gamma) \sigma_A, \tag{47}
\]

where \( \sigma_A \) is shorthand for \( \sigma_{k,G}(x, \| \cdot \|_A) \), the group \( k \)-sparsity index of \( x \). Dividing both sides by \( a \gamma \) gives
\[
\|h_{\Lambda_0}\|_A \leq r \|h_{\Lambda_0}\|_A + r(1 + \gamma) \sigma_A, \tag{48}
\]
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where \( r = b/a\gamma \). Next, it follows from the definition of \( d \) in (18) that

\[
\|h_{\Lambda_0}\|_A \leq d\|h_{\Lambda_0}\|_2 \leq d\|h_{\Lambda}\|_2,
\]

where as before \( \Lambda = \Lambda_0 \cup \Lambda_1 \). Substituting into the previous bound gives

\[
\|h_{\Lambda_0}\|_A \leq rd\|h_{\Lambda}\|_2 + r(1 + \gamma)\sigma_A.
\]

(49)

This is the first of two inequalities that we require.

Next, both \( x \) and \( \hat{x} \) are feasible for the optimization problem in (23). This implies that

\[
\|Ah\|_2 \leq \|A(\hat{x} - x)\|_2 \leq \|A\hat{x} - y\|_2 + \|Ax - y\|_2 \leq 2\epsilon.
\]

Therefore (44) now becomes

\[
\|h_{\Lambda}\|_2 \leq \frac{\sqrt{2}\delta_{2k}}{f(1 - \delta_{2k})}\|h_{\Lambda_0}\|_A + \frac{2\sqrt{1 + \delta_{2k}}}{(1 - \delta_{2k})}\epsilon.
\]

(50)

Define the symbols

\[
g = \frac{\sqrt{2}\delta_{2k}}{f(1 - \delta_{2k})}, \quad r_2 = \frac{2\sqrt{1 + \delta_{2k}}}{(1 - \delta_{2k})},
\]

so that \( g \) and \( r_2 \) depend only the GRIP constant \( \delta_{2k} \). Therefore (52) can be expressed compactly as

\[
\|h_{\Lambda}\|_2 \leq (g/f)\|h_{\Lambda_0}\|_A + r_2\epsilon.
\]

(52)

This is the second inequality we require.

The inequalities (49) and (52) can be written as a vector inequality, namely

\[
\begin{bmatrix}
1 & -rd \\
-\frac{g}{f} & 1
\end{bmatrix}
\begin{bmatrix}
\|h_{\Lambda_0}\|_A \\
\|h_{\Lambda}\|_2
\end{bmatrix}
\leq
\begin{bmatrix}
r(1 + \gamma) \\
0
\end{bmatrix}\sigma_A + \begin{bmatrix} 0 \\ r_2 \end{bmatrix}\epsilon.
\]

The coefficient matrix on the left side has a strictly positive inverse if its determinant \( 1 - grd/f \) is positive. So the “compressibility condition” is \( g < f/rd \), which is the same as (22). Moreover, if \( 1 - grd/f > 0 \), then one can infer from the above vector inequality that

\[
\begin{bmatrix}
\|h_{\Lambda_0}\|_A \\
\|h_{\Lambda}\|_2
\end{bmatrix}
\leq
\frac{1}{1 - grd/f}
\begin{bmatrix}
1 & rd \\
\frac{g}{f} & 1
\end{bmatrix}
\begin{bmatrix}
r(1 + \gamma) \\
0
\end{bmatrix}\sigma_A + \begin{bmatrix} 0 \\ r_2 \end{bmatrix}\epsilon
\]

\[
= \frac{1}{1 - grd/f}
\begin{bmatrix}
1 & rd \\
\frac{g}{f} & 1
\end{bmatrix}r(1 + \gamma)\sigma_A + \begin{bmatrix} rd \\ 1 \end{bmatrix}r_2\epsilon.
\]
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Now by (21),
\[ \| h_{A^c} \|_2 \leq \sum_{j=2}^{s} \| h_{A_j} \|_2 \leq \frac{1}{f} \| h_{A_0^c} \|_A. \]

Therefore, since \( h = h_A + h_{A^c} \), the triangle inequality implies that
\[
\| h \|_2 \leq \| h_{A^c} \|_2 + \| h_A \|_2 \\
\leq \frac{1}{f} \| h_{A_0^c} \|_A + \| h_A \|_2 \\
\leq \frac{1}{1 - \frac{grd}{f}} \left[ \begin{array}{cc} 1/f & 1 \\ g/f & 1 \end{array} \right] \left( \begin{array}{c} r(1 + \gamma)\sigma_A + \left[ \begin{array}{c} rd \\ 1 \end{array} \right] r_2 \epsilon \end{array} \right) \\
= \frac{1}{1 - \frac{grd}{f}} \left[ r(1 + \gamma)(1/f + g/f)\sigma_A + (1 + (rd)/f)r_2 \epsilon \right].
\]

Substituting for the various constants and clearing leads to the bound in (24).

To derive the bound (27) on \( \| \hat{x} - x \|_A \), we adopt the same strategy of deriving a vector inequality and then inverting the coefficient matrix. We already have from (48) that
\[ \| h_{A_0} \|_A \leq \| h_{A_0} \|_2 \leq \frac{gd}{f} \| h_{A_0^c} \|_A + r_2 \epsilon, \]

where \( g \) and \( r_2 \) are defined in (51). These two inequalities can be combined into the vector inequality
\[
\left[ \begin{array}{cc} 1 & -r \\ -gd/f & 1 \end{array} \right] \left[ \begin{array}{c} \| h_{A_0^c} \|_A \\ \| h_{A_0} \|_A \end{array} \right] \leq \left[ \begin{array}{c} r(1 + \gamma)\sigma_A \\ r_2 \epsilon \end{array} \right].
\]

Though the coefficient matrix is different, the determinant is still \( 1 - rdg/f \). Therefore, if (22) holds, then the coefficient matrix has a positive inverse. In this case we can conclude that
\[
\| h \|_A \leq \left[ \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right] \left[ \begin{array}{c} \| h_{A_0^c} \|_A \\ \| h_{A_0} \|_A \end{array} \right] \\
\leq \frac{1}{1 - rdg/f} \left[ \begin{array}{cc} 1 & 1 \\ gd/f & 1 \end{array} \right] \left[ \begin{array}{c} 1 \\ r \end{array} \right] \left[ \begin{array}{c} r(1 + \gamma)\sigma_A \\ r_2 \epsilon \end{array} \right].
\]

After clearing terms, this is the bound (27). \( \square \)
Proof of Corollary 4: If both $\| \cdot \|_A$ and $\| \cdot \|_P$ are equal, it is obvious that $a = b = 1$, as defined in (17). Next, it is a ready consequence of Schwarz’ inequality that $c = 1$ and $d = \sqrt{k}$, as defined in (18). Next, it is shown in [1, Equation (11)], [2, Lemma A.4] that $f$ defined in (21) equals $\sqrt{k}$. Because $\| \cdot \|_P$ is decomposable, we can take $\gamma = 1$. Substituting these values into the bound (24) through (27) establishes the desired bounds (33) and (34).

Proof of Corollary 5: Let $\| \cdot \|_A = \| \cdot \|_P = \| \cdot \|_{GL}$. Then since $\| \cdot \|_P = \| \cdot \|_A$, we have $a = b = 1$. To calculate $c$ and $d$, define $I_{\min}$ to be the smallest cardinality of any $G_i$, and define $s_{\max} := \lfloor k / l_{\min} \rfloor$. Now suppose that $\Lambda \in GkS$. Specifically, suppose $\Lambda = G_{i_1} \cup \ldots \cup G_{i_s}$. Then clearly

$$\| z_\Lambda \|_{GL} = \sum_{j=1}^{s} \| z_{G_{ij}} \|_2,$$

while

$$\| z_\Lambda \|_2 = \left( \sum_{j=1}^{s} \| z_{G_{ij}} \|_2^2 \right)^{1/2}.$$

Thus, if we define the $s$-dimensional vector $v \in \mathbb{R}_+^s$ by

$$v = [\| z_{G_{ij}} \|_2, j = 1, \ldots, s],$$

then

$$\| z_\Lambda \|_{GL} = \| v \|_1, \| z_\Lambda \|_2 = \| v \|_2.$$

Now it is easy to see that

$$\| v \|_2 \leq \| v \|_1 \leq \sqrt{s} \| v \|_2.$$

Moreover, it is clear that the integer $s$, denoting the number of distinct sets that make up $\Lambda$, cannot exceed $s_{\max}$. This shows that

$$1 \leq c_{GL} \leq d_{GL} \leq \sqrt{s_{\max}}. \tag{53}$$

As shown in the proof of Lemma 2, in the case of group sparsity, one can only take $f = c = 1$. Finally, because $\| \cdot \|_P$ is decomposable, it follows that $\gamma = 1$. Substituting these values into (24) through (29) leads to the desired bounds.

Proof of Corollary 6: In this case $\| \cdot \|_A = \| \cdot \|_P = \| \cdot \|_{SGL,\mu}$. Because both norms are equal, it follows that $a = b = 1$. To calculate $c$ and $d$,
suppose \( \Lambda = G_{i_1} \cup \ldots \cup G_{i_s} \). Let \( l_{\max} \) denote the largest cardinality of any \( G_i \). Then
\[
\|z_{G_{ij}}\|_2 \leq \|z_{G_{ij}}\|_1 \leq \sqrt{l_{\max}}\|z_{G_{ij}}\|_2,
\]
whence
\[
\sum_{j=1}^{s} \|z_{G_{ij}}\|_2 \leq \sum_{j=1}^{s} \|z_{G_{ij}}\|_1 \leq \sqrt{l_{\max}} \sum_{j=1}^{s} \|z_{G_{ij}}\|_2. \tag{54}
\]
Combining (53) and (54) leads to
\[
\|z_{\Lambda}\|_2 \leq \|z_{\Lambda}\|_{\text{SGL},\mu} \leq [(1 - \mu)\sqrt{l_{\max}} + \mu \sqrt{s_{\max}}] \|z_{\Lambda}\|_2.
\]
Therefore
\[
1 \leq c_{\text{SGL},\mu} \leq d_{\text{SGL},\mu} \leq (1 - \mu)\sqrt{l_{\max}} + \mu \sqrt{s_{\max}}. \tag{55}
\]
Again, in the case of group sparsity one has to take \( f = c = 1 \). Finally, because \( \|\cdot\|_{\mu} \) is decomposable, we can take \( \gamma = 1 \). Substituting these values into (24) through (29) leads to the desired bounds. \( \square \)

6 Bounds on the Number of Measurements

In this section we study the following problem: Suppose a matrix \( A \in \mathbb{R}^{m \times n} \) is constructed by drawing \( mn \) i.i.d. samples of a fixed random variable \( X \). Suppose we are specified integers \( n, k \ll n \), and real numbers \( \delta, \zeta \in (0, 1) \). The objective is to determine a lower bound on \( m \) such that \( A \) satisfies GRIP or order \( k \) with constant \( \delta \), with probability no smaller than \( 1 - \zeta \).

The approach here follows [17, 3]. Recall that a zero-mean random variable \( X \) is said to be sub-Gaussian if there exist constants \( \alpha, \beta \) such that
\[
\Pr\{|X| > \epsilon\} \leq \alpha \exp(-\beta \epsilon^2), \forall \epsilon > 0. \tag{56}
\]
A normal random variable satisfies (56) with \( \alpha = 2, \beta = 0.5 \). Suppose in addition that \( X \) has unit variance, and define \( A \in \mathbb{R}^{m \times n} \) by drawing \( mn \) i.i.d. samples of \( X/m \). Then it is known ([3, Lemma 9.8]) that
\[
\Pr\{|\|Au\|_2^2 - \|u\|_2^2| > \epsilon \|u\|_2^2 | \leq 2 \exp(-mc\epsilon^2),
\]
where
\[
c = \frac{\beta^2}{4\alpha + 2\beta}. \tag{57}
\]
With this background, we can begin to address the problem under study.
Lemma 5. Given integers \( n, k \ll n \) and a real number \( \delta \in (0, 1) \), and any collection \( \mathcal{J} \) of subsets of \( \mathcal{N} = \{1, \ldots, n\} \) such that \( |T| \leq k \) \( \forall T \in \mathcal{J} \). Let \( X \) be a zero-mean, unit variance, sub-Gaussian random variable satisfying (56), and let \( A \in \mathbb{R}^{m \times n} \) consist of \( mn \) i.i.d. samples of \( X \). Then

\[
(1 - \delta) \|x_T\|_2^2 \leq \|Ax_T\|_2^2 \leq (1 + \delta) \|x_T\|_2^2 \quad \forall T \in \mathcal{J}, \forall x \in \mathbb{R}^n
\]  

with probability no smaller than \( 1 - \zeta \), where \( \zeta \) is given by

\[
\zeta = 2|\mathcal{J}| \left( \frac{12}{\theta} \right)^k \exp(-mc\theta^2),
\]

where \( c \) is defined in (57) and

\[
\theta = 1 - \sqrt{1 - \delta}.
\]  

\textbf{Proof:} It is shown in [17, Lemma 5.1] that, for a given fixed index set \( T \subseteq \mathcal{N} \) with \( |T| \leq k \), the inequality

\[
(1 - \theta) \|x_T\|_2 \leq \|Ax_T\|_2 \leq (1 + \theta) \|x_T\|_2 \quad \forall x \in \mathbb{R}^n,
\]

with probability no smaller than \( 1 - \zeta' \), where

\[
\zeta' = 2 \left( \frac{12}{\theta} \right)^k \exp(-mc\theta^2).
\]

However, the inequality (61) does not quite match the definition of RIP or GRIP, because the inequality involves \( \|Ax_T\|_2 \) and not \( \|Ax_T\|_2^2 \). Therefore, in order to convert (62) into (58), we need to have

\[
1 - \delta \leq (1 - \theta)^2, \quad \text{and} \quad (1 + \theta)^2 \leq 1 + \delta,
\]

or equivalently,

\[
\theta \leq \max\{1 - \sqrt{1 - \delta}, \sqrt{1 + \delta} - 1\}.
\]

It is elementary to show that the first term is always larger than the second, so that (61) implies (58) provided \( \theta \) is defined as in (60).

Next, suppose the collection \( \mathcal{J} \) is specified. Then [17, Lemma 5.1] implies that (61) holds for each fixed set with probability no smaller than \( 1 - \zeta' \). Therefore the union of events bound shows that (58) holds with probability no smaller than \( 1 - |\mathcal{J}|\zeta' \), where \( \zeta' \) is defined in (62). The proof is completed by noting that \( \zeta \) defined in (59) is precisely \( |\mathcal{J}|\zeta' \). \( \square \)

Now we are ready to give estimates for the integer \( m \).
Theorem 2. Suppose integers \( n, k \ll n \) are specified, together with real numbers \( \delta, \zeta \in (0, 1) \). Let \( X \) be a sub-Gaussian zero-mean unit-variance random variable, and define the constant \( c \) as in (57). Let \( A \in \mathbb{R}^{m \times n} \) consist of \( mn \) i.i.d. random samples of \( X/m \). Define \( \theta \) as in (60). Then

1. \( A \) satisfies RIP of order \( k \) with constant \( \delta \), with probability no smaller than \( 1 - \zeta \), provided

\[
m_S \geq \frac{1}{c\theta^2} \left[ \log \frac{2}{\zeta} + k \left( \log \frac{en}{k} \log \frac{12}{\theta} \right) \right].
\]  

2. Suppose \( \{G_1, \ldots, G_g\} \) is a partition of \( \mathcal{N} = \{1, \ldots, n\} \), where \( l_{\min} \leq |G_i| \leq k \) for all \( i \). Define \( s_{\max} = \lfloor k/l_{\min} \rfloor \). Then \( A \) satisfies GRIP of order \( k \) with constant \( \delta \), with probability no smaller than \( 1 - \zeta \), provided

\[
m_{GS} \geq \frac{1}{c\theta^2} \left[ \log \frac{2}{\zeta} + s_{\max} \log \frac{eg}{s_{\max}} + k \log \frac{12}{\theta} \right].
\]

Proof: Suppose a set \( S \) consists of \( s \) elements, and that \( t < s \). Then the number of distinct subsets of \( S \) with \( t \) or fewer elements is given by

\[
\sum_{i=0}^{t} \binom{s}{i} \leq \left( \frac{es}{t} \right)^t,
\]

where the bound is a part of Sauer’s lemma, which can be found in many places, out of which [18, Theorem 4.1] is just one reference. To prove (1), note that the number of distinct subsets of \( \mathcal{N} \) with \( k \) or fewer elements is bounded by \((en/k)^k\) by Sauer’s lemma. Therefore, given \( n, k, \delta, \zeta \), one can choose \( m \) large enough that

\[
2 \left( \frac{en}{k} \right)^k \left( \frac{12}{\theta} \right)^k \exp(-mc\theta^2) \leq \zeta,
\]

which is equivalent to (63), and \( A \) would satisfy RIP of order \( k \) with constant \( \delta \) with probability no less than \( 1 - \zeta \). To prove Item 2, note that every group \( k \)-sparse set is a union of at most \( s_{\max} \) sets among \( G_1, \ldots, G_g \). Therefore the number of group \( k \)-sparse subsets of \( \mathcal{N} \) is bounded by \((eg/s_{\max})^s\). Therefore, given \( n, k, \delta, \zeta \), one can choose \( m \) large enough that

\[
2 \left( \frac{eg}{s_{\max}} \right)^{s_{\max}} \left( \frac{12}{\theta} \right)^k \exp(-mc\theta^2) \leq \zeta,
\]
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which is equivalent to (64), and $A$ would satisfy GRIP or order $k$ with constant $\delta$ with probability no less than $1 - \zeta$.  

One of the nice features of these bounds (62) and (63) is that in both cases the confidence level $\zeta$ enters through the logarithm, so that $m$ increases very slowly as we decrease $\zeta$. This is consistent with the well-known maxim in statistical learning theory that “confidence is cheaper than accuracy.”

Next we compare the number of measurements required with conventional versus group sparsity. It is pointed out in [10] that if random projections are used to construct $A$, then satisfying the group RIP requires fewer samples than satisfying RIP. In particular, suppose all groups have the same size $s$, implying that $n = gs$ where $g$ is the number of groups. Suppose also that $k$ is a multiple of $s$, say $k = sr$. Then satisfying the group RIP condition requires only $O(k + r \log g)$ random projections, whereas satisfying the RIP requires $O(k \log n)$ random projections. The bounds in Theorem 2 generalize these observations, as they do not require that all groups must be of the same size, or that either $n$ or $k$ be a multiple of the group size. Note that, when $\delta$ is very small, $\theta \approx \delta/2$. Therefore a comparison of (62) and (63) shows that $m_S = O(k \log n)/\delta^2$, whereas $m_{GS} = O(k + s_{\text{max}} \log g)/\delta^2$. This is the generalization of the the term involving $s_{\text{max}}$ will dominate the term involving $k$. So in principle group sparsity would require fewer measurements than conventional sparsity. However, since $s_{\text{max}}$ is multiplied by $\log g$, $g$ would have to be truly enormous in order for group sparsity to lead to substantially smaller values for $m$ than conventional sparsity.

The important point is that, unless $n$ is extremely large, neither of the bounds (62) or (63) leads to a value of $m$ that is smaller than $n$. To illustrate this last comment, let us apply the bounds from Theorem 2 to typical numbers from microarray experiments in cancer biology. Accordingly, we take $n = 20,000$, which is roughly equal to the number of genes in the human body and the number of measured quantities in a typical experiment, and we take $k = 20$, which is a typical number of key biomarkers that we hope will explain most of the observations. Since $\delta \leq \sqrt{2} - 1$ is the compressibility condition for conventional sparsity, we take $\delta = 1/4 = 0.25$. We partition the set of 20,000 measurements into $g = 6,000$ sets representing the number of pathways that we wish to study, and we take $l_{\text{min}} = 4$, meaning that the shortest pathway of interest has four genes. Therefore we can take $s_{\text{max}} = \lfloor k/l_{\text{min}} \rfloor = 5$. Finally, let us take $\zeta = 10^{-8}$. With these numbers, it is readily verified that

$$m_S = 53,585, m_{GS} = 29,978.$$  

In other words, both values of $m$ are larger than $n$! Therefore one can only
conclude that these bounds for $m$ are too coarse to be of practical use at least in computational biology, though perhaps they might be of use in other applications where $n$ is a few orders of magnitude larger. Interestingly, the “deterministic” approach to the construction of $A$ presented in [19] leads to smaller values of $m$, though in theory $m$ increases as a fractional power of $n$ as opposed to $\log n$. However, the method in [19] does not offer any advantage for group sparsity over conventional sparsity.

7 Conclusions

In this paper we have presented a unified approach for deriving upper bounds between the true but unknown sparse (or nearly sparse) vector and its approximation, when the vector is recovered by minimizing a norm as the objective function. The unified approach presented here contains the previously known results for $\ell_1$-norm minimization as a special case, and is also sufficiently general to encompass most of the norms that are currently proposed in the literature, including group LASSO norm, sparse group LASSO norm, and the group LASSO norm with tree-structured overlapping groups. Estimates for the number of measurements required are derived for group sparse vectors, and are shown to be smaller than for conventionally sparse vectors, when the measurement matrix is constructed using a probabilistic approach.
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