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Abstract. The business environment today is characterized by high competition and saturated markets. Pay-tv platforms there are not an exception. Because of that, the cost to acquire new customers is much higher than the cost of retaining the existing customers. Therefore, it is important for Pay-TV platforms to keep controlled the Customer Churn. Therefore, the paper studies existing models used to predict Customer Churn in other context –like telecommunication companies customer Churn– and adapts them to the Pay-TV context. Another big problem faced in the paper is the fact that, in the data set uses in the paper there are not personal metrics, which are indispensables to solve the problem. Therefore this approach has defined new metrics in order to be able to predict customer churn.
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1. Introduction

We live in a competitive world in which most of services companies have to face the problem of customer churn. Pay-TV platforms are not an exception. The competitiveness in this field has grown up, and now it is more expensive to get new customers. Losing customers always means a loss of revenue/profit to the company, but if we consider also the growing costs of getting new customers, the loss can be unaffordable for the company and this can lead the company to the bankrupt.

In Pay-TV paradigm, we can adopt the same definition that was given in [1]: "Churn is defined to be the activity of customers leaving the company and discarding the services offered by it due to dissatisfaction of the services and/or due to better offering from other providers". In this approach, our goal is to detect customers with high risk of churn in order to be able to take the necessary actions to prevent it.

There are studies about churn in the field of the telecommunication companies [2], e-commerce [3] or even general studies to solve the problem in general [4]. Different algorithms have been studied to build a good model to solve the problem, and in general, decision trees models have showed better results than other models, specially those used with boosting. Also, there are another good models that could be useful in our context like neural networks or linear regressions [5].

Solving the churn problem has to manage the class imbalance. A big variety of solutions have been proven as useful for solving this problem in some contexts [6]. In
this case, different methods has been tested (undersampling, oversampling and one-class SVM classifiers).

Also, a big difference in the process of predicting customer churn in the Pay-TV context with respect to previous works is that the dataset does not contain any personal metric. The method presented in this paper faces all these problems by developing a decision tree with boosting and using specific Pay-TV metrics as time spent viewing Netflix, number of dispositives used by the user, rate of content viewed -considering the series and movies of the topics that the user has ever seen-, number of subscriptions levels changes and rate of content viewed entirely. The paper demonstrates that the model shows equal or better results than a combination of models using Stacking. The rest of the paper is structured as follows, first a review of works related with churn prediction in other areas are presented, then in section 3 the methodology carried out in this paper is explained and then the model defined in presented. Section 5 analysis the results and then conclusions and future works are outlined.

2. State of Art

In [7] a study about the elaboration of a model capable of predicting Customer Churn inside the telecommunication field is presented. In this study, 4 metrics groups were defined: Customer Demography (personal metrics of the customer), Bill and Payment (payment behavior), Call Detail Record (customer behaviour in the company services) and Customer Care Service (customer satisfaction with the company). This model has inspired the model presented in this paper, but in the Pay-TV there is no data about the group Call Detail Record. Therefore, instead of these information the model presented in this paper uses another type of information, called View Detail Record which includes those metrics that define the user behavior within the platform. The new category represents the same idea as the group Call Detail Record of [7], thus respecting the chosen metric structure. [8] presents a study about Customer Churn in mobile market, which uses 5 metrics groups: Demographics, Cost, Features/Marketing, Usage Level and Customer Services. By grouping the categories Cost and and Features/Marketing in a set, the result is a set of metrics very similar to the ones used in this paper.

Many studies have been done about the algorithms that can be use for predicting Customer Churn [9,10,11]. [12] presents a general summary about algorithms performance in Customer Churn prediction, and the results show that the algorithms with higher performance are Neural Networks, Decision Tree and Linear Regression. [7] predicts Customer Churn in the telecom paradigm, and it demonstrates that Decision Tree model always surpasses the Neural Network model in the prediction of churn.

Every company, to be able to perdure, needs the number of customers greater than the customers churned since otherwise the company would lose profits very quickly and would end up in bankrupt. It is because of that the Customer Churn is lower in relation with the total number of customer along the company life and that makes our dataset very imbalanced. Work with an imbalance set always causes problems [13].Trying to solve imbalancement can cause overfitting, making the model accuracy decreases dramatically along with their capability of generalization. Class Imbalance is a very present problem in Customer Churn prediction, and many of the known techniques for solving it have been explored [5]. Among the methods proved useful it is possible to mention
oversampling, undersampling and boosting, which have shown a clear improvement in the model accuracy. These are the methods tested in the model presented.

3. Methodology

The Knowledge Discovery in Databases, also known as KDD, is defined as the "non trivial process of identifying valid, novel, potentially useful and ultimately understandable patterns of in data". The problem faced in this work is to identify each customer as "potentially churner" or "potentially non churner" at the moment where the model is executed. Then, the KDD function for our problem is defined as a classification problem. Having the correct data is as important as having the correct method [14], so the first step is the acquisition and preparation of data.

3.1. Data Acquisition

In this work an actual dataset, with 300,000 customers entries along two years is used, where around 80% of the customers are non-churned and the rest are churned. The dataset belongs to a private Pay-TV company, called Mirada TV which is a leading provider of cutting-edge digital TV technology, committed to future-proofing the platforms of operators and broadcasters worldwide \(^1\). Experts from the company have collaborated actively in this model. Taking into account that the dataset comes from real clients, it is important to mention that very specific details of the dataset are not going to be revealed. Nevertheless, it is possible to define the groups of information used in this work, which are the following:

- **Device information**: Information about the hardware that the client is using to access the services of Mirada TV. This group of metrics can determine the economical level of the customer.
- **Bill and Payments**: Purchases and other transactions than the customer does inside the application. It can determine the satisfaction of the customer with the services, along to its economical level.
- **TV Detail Service**: How the customer uses the platform and how much he uses it. It can determine the level of satisfaction with the products of Mirada TV and the level of consumption that the customer has.
- **Errors**: Errors occurred in any session of a customer. Errors can affect directly the customer’s view of the product. According to the Mirada TV marketing commercials, the errors may be directly related to customer churn.

Notice that, even having the fact that there are sensible information about the clients, there is not information describing the client (i.e. the age, gender of the customer, his/her economical status or laboral situation, offers from competitors, etc). This information is very significant to correctly solve this problem [7], and it represents an additional problem to deal with.

It is also important to point out that there are two different types of metrics in the dataset, which are:

---

\(^1\)https://www.mirada.tv/about/
- **Variables which are dependent of the time**: There are some metrics which are dependent of the time (i.e. the errors per day). Therefore in the model it is important to define a temporal window and these type of metrics would change depending on the temporal windows and their size defined.

- **Variables which are independent of time**: These metrics are totally independent of time (i.e. the day the client signed up for the application) and therefore they do not depend on the temporal window defined.

### 3.2. Exploratory Data Analysis and Data Preparation

One of the problems that it is necessary to address in this model is caused by the very low ratio of clients that leave the platform. This problem generates a very high class imbalance problem. Section 4.2 explains this problem has been managed in this model.

As explained in the previous section, due to the uses of some time dependent metrics it is necessary to define a temporal window to calculate them. The temporal window used has been defined of 6 months. Also, the dataset is reduced by eliminating the metrics that have a correlation higher than 0.9 to another metric by doing a Principal Component Analysis (PCA) (without PCA the computational cost of the model was too high because the big number of features). The result of the PCA is shown in 1. The results show that, according to the elbow method, there are two reasonable options: keep only one dimension (conserving only 20% of the variance) or keep 5 dimensions (thus conserving 51% of the variance).

### 4. Model

As presented in the litterature section, there are several models and techniques that have been proved useful to predict customer churn in other areas. Therefore, different alternatives -including the algorithms used and the way to process the data- have been tested to solve the problem in the area of the Pay-TV platforms. It is important to clarify that the model has been implemented using the library scikit for Python ².

²https://scikit-learn.org
4.1. Techniques

In order to build the model, one classification algorithm has to be selected. In [1,7,8,12] different techniques were proved useful in similar problems. To select the technique with which to build the model, several algorithms were tested using a smaller set of the dataset, and the algorithm which yields better results has been selected.

Specifically next techniques were tested: neural networks (NN), K-neighbors with the variants of centroids (KNCn) and with principal componen analysis (KNCa), support vector classification (SVC) and also SVC with its linear variant (SVCL) and Nu-support vector classification (NuSVC), one class predictor (OCP), decission trees (DT) and DT with boosting based in gradients (GBC) and histograms (HGBC), and finally logistic regression (LR), and LR with crossvalidation (LRCV). All of them were tested with the defaults parameters sets by scikit-learn [15]. More details can be found in [16].

The dataset used in these experiments was a balanced set with 10.000 churned customers and another 10.000 no churned customers, selected randomly from the original dataset, therefore the dataset has been undersampled. This new dataset is only used in the scope of this section. The same partition was used for all methods, with 70% of data for training and 30% for test. Each test was executed 10 times, and the mean of the scores are shown in figure 2. The results shows that most of the algorithms exceed the 75% of score. As HGBC was the method with better results, this was the one selected to build the model.

![Figure 2. Results of initial test methods.](image)

4.2. Class Imbalance Problem

As mentioned before in this paper, our original dataset is very imbalanced because the number of clients abandoning a platform is very low in comparison with the ones that remains as clients (around 80% are non-churn clients). Therefore the original dataset has a predominant class and the model will learn to predict very well this class but not the other, and for the companies the "churn class" which is not the dominant is the most important one. There are several techniques that can apply to solve this problem [13]. In this work two different aproximations has been tested: oversampling and undersampling. Both techniques have been applied to the original dataset using the HGBC algorithm for learning. In both cases the experiment was done 10 times. In average, over-
sampling obtains 78% score and undersampling obtain 77% score. Therefore oversampling was selected as the technique to be used in the final model of this work.

4.3. Oblivion Modeling

We humans do not remember the things that happened today with the same intensity as those that happened a week ago. Therefore, metrics that are time dependent are susceptible to be forgetable. Therefore, the model presented in this paper has tried to model the fact that people forget things by defining a "oblivion model". The transformation \( f \) proposed is an exponential cubic function that, given a day \( t_i \) and the value of that metric in that day \( m_{j,i} \), the new value is calculated as follow

\[
 f(m_{j,i}) = m_{j,i} \cdot e^{\left(\frac{-t_i - t_{\text{max}}}{d}\right)^3}
\]

where \( d \) is the half of the days that the interval to take into account has and \( t_{\text{max}} \) is the value of the max day (normally, the integer value of today). By fixing the \( t_{\text{max}} \) as 1000, \( d \) as 30 and \( m_{j,i} = 1 \) for all \( i \) and for a given \( j \), the resulting function showed in figure 3 is got.

![Figure 3. Function of the oblivion model.](image)

![Figure 4. Comparison between the original model and with the oblivion model.](image)

To test the utility of this model, a new test is defined. A smaller dataset created with the data of 20,000 customers is used, and partitioning it into 70% for training and 30% for test. Again 10 executions were done and saving the average scores. This dataset was used with the original model (adapting the time window to the oblivion model equivalence) and the results were compared with the new method applying transformation for several time dependent variables: first only the errors, then the errors and time spent by the customer in the platform, and finally for all the time dependent metrics. Additionally, the models were tested also applying PCA.

The results of figure 4 show that the results are better by applying this new oblivion model.

5. Results

The final model was developed using the HGBC algorithm. Their parameters were estimated using random search. The dataset used to develop the model was the dataset de-
scribed in section 2, and the transformation of the oblivion model was applied (with a $d$ of 30 days) and making a PCA with the resulting metrics. The partition defined was 60% of the dataset to train, 30% to test and 10% to validate. The model was trained 10 different times and calculating the score average. To manage the imbalance problem oversampling was used in the test and training sets, but no with the validation set in order to calculate the outperformance of the model over a real distribution of the data.

![Pie charts](image)

(a) On the test set  
(b) On the validation set.

**Figure 5.** Results of the final model.

Several thresholds to decide if an instance is negative or positive have been tested, resulting that 50% worked better. The final score of the model was 86% in the test set and 90% for the validation data, as we can see in figure 5. In this model the negatives are the no churned customers and the positives are the customer that churned.

6. Conclusions

In this work, a comparative study of algorithms for predicting the customer churn in the Pay-TV sector has been done. Oversampling and undersampling methods were tested for handing the class imbalance problem inherent in this problem. A new model considering the fact that people forget things happened long time ago is presented and named the oblivion model. This model improves the results got without applying it because the use of metrics that are time dependent. Finally, model wich can discriminate the churn of customers is constructed and presented.
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