PAPER

Nonlocal mechanisms of attosecond interferometry in three-dimensional systems

Denis Jelovina, Armin Scrinzi, Hans Jakob Wörner and Axel Schild

1 Laboratorium für Physikalische Chemie, ETH Zürich, Zürich, Switzerland
2 Physics Department, Ludwig Maximilians Universität, D-80333 Munich, Germany
E-mail: hwoerner@ethz.ch and axel.schild@phys.chem.ethz.ch

Keywords: attosecond, RABBIT, time delays, scattering, laser-assisted scattering

Abstract
Attosecond interferometry (AI) is an experimental technique based on ionizing a system with an attosecond pulse train in the presence of an assisting laser. This assisting laser pulse provides multiple pathways for the photoelectron wave packet to reach the same final states, and interference of these pathways can be used to probe the properties of matter. The mechanism of AI is well-understood for isolated atoms and molecules in the gas phase, but not so much in the condensed phase, especially if the substrate under study is transparent. Then, additional pathways open up for the electron due to (laser-assisted) scattering from neighbouring atoms. We investigate to what extent these additional pathways influence the measured photoionization delays with the help of 1D and 3D model systems. In both cases, we find that the total delay can be expressed as the sum of a local (photoionization) delay and a non-local delay, which contains the effect of electron scattering during transport. The 1D system shows that the non-local delay is an oscillatory function of the distance between the sites where ionization and scattering take place. A similar result is obtained in 3D, but the modulation depth of the non-local delay is found to strongly depend on the effective scattering cross section. We conclude that attosecond interferometry of disordered systems like liquids at low photon energies (20–30 eV) is mainly sensitive to the local delay, i.e. to changes of the photoionization dynamics induced by the immediate environment of the ionized entity, and less to electron scattering during transport through the medium. This conclusion also agrees with the interpretation of recent experimental results.

1. Introduction
Attosecond interferometry (AI) is a technique to probe matter via ionization. This technique has been applied to atoms and molecules [1–7] as well as solids [8, 9]. Recently, it has also been extended to liquids [10, 11]. An attosecond pulse train induces the ionization process and interaction with an assisting laser pulse provides multiple pathways for the ionized system to reach the same final state(s), which leads to interference in the measured photoelectron spectrum. From this spectrum, information can be gained about the state that the electron was in before ionization, its dynamics following ionization, and hence about the quantum-mechanical structure of the system under study.

The mechanism underlying AI is well-understood for atoms and molecules in the gas phase [6, 12–22]. By means of high-harmonic generation, attosecond extreme ultraviolet (XUV) pulse trains are generated from an assisting femtosecond laser with frequency $\omega$, typically in the infrared (IR) regime. The XUV pulse train contains only frequencies that are odd multiples of $\omega$, i.e. frequencies $(q + 1)\omega$ for $q \in 2\mathbb{N}$. The sample is irradiated with the XUV pulse train and with the assisting femtosecond IR laser that was used to generate the XUV pulse. Pulses have a well-defined time offset $\Delta t$ with respect to each other, which we define in terms of the relative delay of the IR. The intensity of the assisting laser is chosen such that the system can absorb or emit an additional IR photon during ionization, thus creating photoelectrons with a kinetic energy $q\omega - E_b$ (we use atomic units throughout the article) corresponding to even multiples of $\omega$, where $E_b$ is the binding
energy of the electron. The intensity $I_{q}^{SB}$ of the photoelectron current for a particular sideband $q$ oscillates with $\Delta t$ as

$$I_{q}^{SB} \propto 1 + \cos(2\omega(\Delta t - \tau)),$$

(1)
due to interference of mainly two pathways: Absorption of a photon with frequency $(q + 1)\omega$ from the ionizing XUV pulse train and emission of a photon of frequency $\omega$ from the assisting laser, or absorption of a photon with frequency $(q - 1)\omega$ and absorption of a photon of frequency $\omega$. Here, $\Delta t = 0$ is defined as the moment when the maximum of both the XUV pulse and the assisting IR pulse coincide. The shift $\tau$ of the oscillation relative to this time zero is called the ‘ionization delay’ and it is the main experimental observable.

AI or related experiments using attosecond streaking [23, 24] have been performed for metals [8, 25–29], where it was assumed that the assisting laser pulse has a negligible effect inside the medium. However, liquids as well as dielectrics and wide-bandgap semiconductors are transparent to IR light. For example, the closely-related technique of attosecond streaking has recently been performed on SiO$_2$ nanoparticles [30]. In a situation where both the ionizing XUV pulse and the assisting IR pulse can enter the medium in the condensed phase, at least two additional effects can be expected compared to the gas phase: First, the electronic structure of a molecule can be different from the gas phase due to interactions with neighboring molecules in the vicinity of the ionized site. As the measured delays directly reflect the electronic structure, a difference in the delays of gas phase and condensed phase can yield valuable information about the molecular properties of the latter. We call the contribution to the ionization delay due to interference of pathways at the ionization site the ‘local’ delay $\tau_l$. A second effect is due to the scattering of the ionized electron during its transport. During each scattering event, photons of the assisting laser can be absorbed or emitted by the system, thus opening up many additional interfering pathways. Consequently, from the AI signal also valuable information about the scattering properties of the considered material might be obtained. This contribution to the ionization delay is called the ‘non-local’ delay $\tau_{nl}$. The main challenge in the analysis of the experimental AI signal for the condensed phase is thus to discern the two effects in order to correctly interpret the results.

The non-local delay due to collisions at places remote from the ionization site has previously been investigated in a one-dimensional model [31], where it was found that the total delay is a sum of the local and the non-local delay,

$$\tau = \tau_l + \tau_{nl}.$$

(2)

Thus, the two delays can be studied independently. With the 1D-model it was shown that the non-local delay due to one collision oscillates with the distance from the ionization to the scattering site, and multiple as well as randomly distributed collisions were also analyzed. Here, we extend this study by considering the 1D model again and by investigating the manifestations of the effect in three spatial dimensions. For this purpose, in section 2 we present the numerical methods and models used in the study, and we discuss a trajectory-based picture that helps to understand the results. Thereafter, our results for the non-local delays of the model systems are presented in section 3. Finally, in section 4 we discuss the implications of our study for the analysis of experimental data, in particular regarding AI measurements in the liquid phase.

2. Theory

2.1. 1D calculations

We consider the 1D model from [31], where an electron is initially in the ground state of the potential

$$V(x) = -V_1 \frac{e^{-|x|/\lambda}}{\sqrt{x^2 + s^2}}.$$

(3)

The parameters $V_1 = 1$ $E_h$, $s = 1.2741$ $a_0$, and $\lambda = 10$ $a_0$ are chosen such that the ground-state binding energy of this potential is that of a hydrogen atom, i.e. $E_h = -E_0 = 0.5E_h$, an essentially arbitrary choice which does not affect the qualitative results.

During a collision of an electron with an atom or molecule the system can absorb or emit photons, thereby changing the kinetic energy of the electron. Due to energy and momentum conservation, the photoelectron propagating in a medium exchanges an additional photon with the laser field only in the presence of a perturbing potential, where it is not the electron but the scattering complex that is responsible for the actual photon absorption/emission. For the 1D model we use a Yukawa potential $V_p$ to represent such a scattering site centered at $r_{sc}$,
\[ V_p(x, r_n) = V_0 \frac{e^{-\frac{|x-r_n|}{s^2}}}{\sqrt{(x-r_n)^2 + s^2}} \]  

(4)

with the height of the potential being \( V_0 = 0.073 \) \( E_0 = 2.0 \) eV, a choice where the photoelectron energy is higher than the potential barrier height, therefore excluding quantum tunneling effects.

Under influence of the laser field the electron is ejected by XUV single-photon absorption, after which it can absorb or emit additional IR photons. The electric field \( E(t) \) describing electromagnetic radiation is composed of an IR pulse with a duration of 40 fs centered at a wavelength of 800 nm (corresponding to the fundamental photon energy \( h\omega = 1.55 \) eV) with intensity \( 3.5 \times 10^{10} \) W cm\(^{-2}\) and its XUV harmonics \( q = 15 \) and \( q = 17 \) (with frequencies \( q\omega \)), both with a duration of 30 fs and peak intensity \( 3.5 \times 10^{9} \) W cm\(^{-2}\). In our previous work on the 1D model, we have shown that the XUV pulse duration has no influence on the non-local delay. Therefore, for computational convenience, we choose relatively long pulses in order to suppress spectral overlap between sidebands, which allows for a straightforward analysis of the calculated photoelectron spectra. The XUV pulses are chosen to have constant phase, while the carrier envelope phase (CEP)

\[ \delta = \omega \Delta t \]  

(5)

of the IR pulse is varied, which corresponds to changing the time offset \( \Delta t \) between the IR pulse and the XUV pulse train. We solve the time-dependent Schrödinger equation (TDSE) in the dipole approximation and in the length gauge,

\[ i \frac{\partial}{\partial t} \Psi(x, t) = \left( -\frac{1}{2} \frac{d^2}{dx^2} + V(x) + V_p(x) + s E(t) \right) \Psi(x, t), \]  

(6)

for the 1D system and calculate the photoelectron spectra. These spectra show the characteristic energy structure with the sideband intensity oscillating as a function of \( \Delta t \) as given in equation (1).

2.2. 3D calculations

As a model system in three spatial dimensions, we consider a hydrogen atom placed at the origin of the coordinate system and initially in the ground state with binding energy \( E_b = -E_0 = 0.5E_0 \). To test the effect of a scattering center on the attosecond interference signal, we place an additional repulsive potential \( V_p(r, \theta) \) (where the sign of the potential changes only the sign of the non-local delay) at some distance from the origin, where \( r \) is the radial coordinate and \( \theta \) is the polar angle in spherical coordinates. The actual potentials are defined below, but we note that all \( V_p(r, \theta) \) used in our study are cylindrically symmetric around the \( z \)-axis. The system is irradiated by an electric field that is linearly polarized in \( z \)-direction.

The wave function for the hydrogen atom is expanded as \( \Psi(r, \theta, \phi) = \sum_{l,m,i} a_{l,m,i} f_i(r) Y_l^m(\theta, \phi) \), where \( Y_l^m \) are spherical-harmonic functions and \( f_i \) are radial functions. Since the system is cylindrically symmetric around the \( z \)-axis, the expansion is limited to \( m = 0 \) terms. The ground state of the system is calculated by diagonalizing the field-free Hamiltonian of the hydrogen atom \( H_0 \). Scattering at the perturber is described by the \( V_p \) potential and the interaction with the electromagnetic field, \( V_e(t) \), is treated within the dipole approximation, both in the length gauge \( V_L(t) = r \cdot F(t) \) and in the velocity gauge \( V_V(t) = A(t) \cdot p \). We solve the TDSE

\[ i \frac{\partial}{\partial t} \Psi(r, t) = \left( H_0 + V_p + V_e(t) \right) \Psi(r, t), \]

with two methods: First, we use a finite element discrete variable representation (FEM-DVR) radial basis and exterior complex scaling [32, 33] for the long-range Coulomb potential, where we extract the photoionization spectrum from the wave function \( \Psi(t_{fin}) \) at the end of the laser pulse by the surface integral technique [32, 34]. Second, we use the tRecX code [35] for short-range binding potentials constructed from Coulomb potentials truncated at 20\( a_0 \) radial distance, with the photoionization spectrum obtained with the t-SURFF method [35]. To describe the potentials accurately and efficiently, we use a two-center expansion with one center being the binding potential and one being the remote scattering potential. Comparison of the two methods suggests that the long range interaction is changing only the photoionization time delay but insignificantly affects the effect introduced by scattering.

In the 3D simulations we use the same laser-field parameters as for the 1D model. As for the 1D simulations, the photoelectron spectra show the characteristic structures of main bands and sidebands, as exemplified in figure 1: two main bands are visible at photoelectron kinetic energies \( E = q\omega - E_b \) corresponding to one-XUV-photon absorption for harmonics \( q = 15 \) and \( q = 17 \), as well as a sideband.
centered in between bands at \( E = 0.41E_0 \), oscillating in intensity with \( \delta \) or \( \Delta t \) and originating from additional IR-photon absorption, see (1) and (5).

2.3. The trajectory-picture and local vs. nonlocal pathways

AI can, to a large extent, be understood in a trajectory picture based on the soft-photon approximation [36–39]. This approximation can be used to express the laser-assisted photoionization and scattering processes with transition amplitudes, while the electron propagation between ionization and scattering sites is assumed to be that of a free electron. The process of absorbing an XUV photon and then absorbing or emitting another photon with frequency \( \omega \) from an assisting laser field is often termed the laser-assisted photoelectric effect (LAPE). Within the soft-photon approximation, the transition amplitudes for a LAPE process can be written as

\[
F_q^{q+\nu} = e^{i\nu(\frac{\pi}{2} + \delta)} f_{\nu} \left( \frac{k_q - F_{0}^{\mathrm{IR}}}{\omega^2} \right) f_{\nu}^{\mathrm{PI}},
\]

where an XUV photon of frequency \((q + \nu)\omega\) is absorbed and \( \nu \) photons of frequency \( \omega \) are absorbed or emitted. In our case, we have \( \nu \in \{-1, 0, 1\} \) because the laser parameters are chosen such that only one-photon exchanges with the assisting laser field happen. Here and in the following, we write that the electron is in a (continuum) state \( q \) if its kinetic energy corresponds to \( q \omega - E_0 \). Thus, \( F_q^{q+\nu} \) describes the transition from state \( q + \nu \) to state \( q \). The relevant quantities in (7) are the field-free photoionization amplitude \( f_{\nu}^{\mathrm{PI}} \) for state \( q + \nu \), the momentum \( k_q \) of the electron in state \( q \), and the maximum amplitude of the assisting laser field \( F_{0}^{\mathrm{IR}} \). The functions \( f_{\nu} \) are Bessel functions of the first kind.

The soft-photon approximation provides a similar equation for laser-assisted electron scattering (LAES) for a transition from state \( q + \nu \) to state \( q \) during a collision,

\[
f_q^{q+\nu} = e^{i\nu(\frac{\pi}{2} + \delta)} f_{\nu} \left( \frac{(k_q - k_{q+\nu}) \cdot F_{0}^{\mathrm{IR}}}{\omega^2} \right) f_{k_q \to k_{q+\nu}}^{\mathrm{ES}},
\]

where \( f_{k_q \to k_{q+\nu}}^{\mathrm{ES}} \) is the field-free scattering amplitude for elastic scattering with momentum transfer \( k_q - k_{q+\nu} \). With these transition amplitudes, complex-valued electron trajectories (in the sense of products of transition amplitudes that represent the individual pathways which the photoelectron can take) can be constructed and the observed interference effects in the photoelectron signal can be explained.

In particular, for the 1D model with one perturbing potential (4) placed at a distance \( r_w \) it was found that the non-local delay oscillates around the local delay as a function of \( r_w \) [31]. Figure 2 shows the arrangement of the potentials (left panel) and the non-local delay (right panel). The frequency of this oscillation as well as the oscillation of the envelope can be explained with a few trajectories within the soft-photon approximation. Specifically, the sideband intensity obtained by solving the TDSE can be reproduced with the amplitude

\[
f_q = F_q^{-1} e^{ik_q r_w} + F_q^{-1} e^{ik_{q+\nu} r_w} + F_q^{-1} e^{ik_{q+\nu} r_w} f_q^{-1} + F_q^{-1} e^{ik_{q+\nu} r_w} f_q^{-1} + F_q^{1} e^{ik_{q} r_w} + F_q^{1} e^{ik_{q+\nu} r_w} f_q^{1} + F_q^{1} e^{ik_{q+\nu} r_w} f_q^{1},
\]

Figure 1. Example of an attosecond interference spectrogram for the three-dimensional model of the hydrogen atom. The detection angle is aligned with the light polarization (\( \theta = 0 \) rad) direction. Clearly visible are the strong main bands and the sideband located at an electron kinetic energy \( E \) in between the two main bands. The intensity of the sideband oscillates with the CEP \( \delta \), i.e. the delay between the ionizing XUV pulse and the assisting IR pulse.
where the six terms correspond to the paths

(i) ionization to state \( q - 1 \), local absorption of a photon to state \( q \), and propagation to the scattering site without scattering,
(ii) ionization to state \( q - 1 \), local absorption of a photon to state \( q \), propagation to the scattering site, and scattering without photon exchange,
(iii) ionization to state \( q - 1 \), propagation to the scattering site, and scattering with photon absorption to state \( q \),
(iv) ionization to state \( q + 1 \), local emission of a photon to state \( q \), and propagation to the scattering site without scattering,
(v) ionization to state \( q + 1 \), local emission of a photon to state \( q \), propagation to the scattering site, and scattering without photon exchange, and
(vi) ionization to state \( q + 1 \), propagation to the scattering site, and scattering with photon emission to state \( q \).

These paths are sketched and labeled in the left panel of figure 2. Paths (i) and (ii), as well as paths (iv) and (v) can be combined into one effective path with amplitude \( (1 + f_q^\text{nl}) \) for scattering at the perturber, resulting in an overall phase introduced by additional scattering in (ii) and (iv). For simplicity, we may also neglect the paths (ii) and (v), which contribute only little, and write the scattering amplitude as

\[
|f_q|^2 = |F_q^{q-1} e^{ik_{q}r_{sc}} + F_q^{q-1} e^{-ik_{q-1}r_{sc}} f_q^{q-1} + F_q^{q+1} e^{-ik_{q}r_{sc}} + F_q^{q+1} e^{ik_{q+1}r_{sc}} f_q^{q+1}|^2 + 2|A| |B| \cos(-2\delta + \arg(AB^*)) ,
\]

with \( A \) and \( B \) defined as

\[
A = F_q^{q-1} e^{ik_{q}r_{sc}} + F_q^{q-1} e^{-ik_{q-1}r_{sc}} f_q^{q-1} ,
B = F_q^{q+1} e^{ik_{q}r_{sc}} + F_q^{q+1} e^{-ik_{q+1}r_{sc}} f_q^{q+1} .
\]

(10)

From (10) we can see that the phase \( \arg(AB^*) \) which provides the scattering delay \( \tau \) is

\[
\arg(AB^*) = \arg\left(F_q^{q-1}F_q^{q+1}\ast + F_q^{q-1}F_q^{q+1}\ast f_q^{q+1} e^{i(k_{q+1}-k_{q+1})r_{sc}} + F_q^{q-1}F_q^{q+1}\ast f_q^{q+1} e^{i(k_{q-1}-k_{q+1})r_{sc}} + F_q^{q-1}F_q^{q+1}\ast f_q^{q+1} e^{i(k_{q+1}-k_{q+1})r_{sc}} + F_q^{q-1}F_q^{q+1}\ast f_q^{q+1} e^{i(k_{q-1}-k_{q+1})r_{sc}} \right) .
\]

(11)

The first term of (12), independent of the perturber distance, defines the local (photoionization) phase. This term, typically the largest in magnitude, is modulated by other terms, which rotate in the complex plane with increasing \( r_{sc} \), with rotation frequencies \( k_{q+1} - k_{q+1} \), \( k_{q+1} - k_{q} \), and \( k_{q} - k_{q-1} \). We will refer to these oscillations as ‘slow’, as we will discuss more rapid oscillations below. Similar conclusions may be derived from perturbation theory [15]. We note, however, that both the LAPE amplitude \( F_q^{q+\nu} \) and the LAES amplitude \( f_q^{q+\nu} \) have a direction-dependence which reduces to a forward-backward dependence in one dimension. In equation (10) and in reference [31] only forward scattering is discussed, while we additionally consider backward scattering below. For LAES the magnitude of the amplitudes can differ for forward and backward scattering due to the momentum difference in the argument of the Bessel function in (8). With the parameters of our model (which correspond to typical experimental parameters), photon absorption or
emission during scattering is considerably more likely to happen when the electron is scattered backwards than when it is scattered in forward direction, hence trajectories that are back-scattered can contribute in some arrangements, as discussed below.

3. Results

In the following, the non-local delay in three spatial dimensions is investigated. To understand some of the results, however, we first turn again to the 1D model described in section 2.1 and used in [31], but with a symmetric arrangement of the perturbing potentials: The centers of two scattering potentials $V_p$ are located symmetrically, at the same distance $r_{sc}$, from the ionization site, as shown in inset (a) of figure 3. The corresponding total delay, obtained from solving the TDSE, is shown as gray line in the figure. An oscillation of the delay with $r_{sc}$ similar to scattering at one potential $V_p$ is observed, with a period of 5.3 nm. The same calculation shows an effective decay on a larger scale of $r_{sc}$, as can be seen in upper panel figure 4, which is a consequence of the finite distance that an electron can reach within the duration of the assisting laser pulse.

These are oscillations of $\tau_{nl}$ around the constant value of the local delay $\tau_l = -43$ as. Additionally, there are also oscillations visible with a much shorter period of ca. 0.18 nm. The difference of the amplitudes of
photoionization to state 1, motion in negative $r$-direction, backscattering at the perturber with photon absorption to state $q$, and motion to the detector in positive $r$-direction.

The bottom panel shows similar pathways but with the non-local pathway originating from photon emission from state $q + 1$, rather than absorption from state $q - 1$. The selected pathways are contributing to the transition amplitude in a coherent sum that can be written in the same way as (10), i.e.

$$f = F_{q+1}^{q-1} e^{i(-\delta + k_r q_2) r} + F_{q+1}^{q+1} e^{i(\delta + k_r q_1) r} + \begin{cases} F_{q-1}^{q-1} e^{i(-\delta + (k_{q-1}+2k_1) r)} f_{q-1}^{-1}, & \text{paths 1} \\
F_{q+1}^{q-1} e^{i(\delta + (k_{q+1}+2k_2) r)} f_{q+1}^{-1}, & \text{paths 2}. \end{cases}$$ (13)

For the amplitudes, we added the direction in which the electron moves after ionization or before and after scattering as superscript and subscript ($\pm$), respectively, indicating motion into positive or negative $x$-direction. From (13), the two sets of trajectories, paths 1 and paths 2, taken independently, result in an oscillation of the non-local delay with frequencies $(k_q + k_{q+1})/2$ and $(k_q + k_{q-1})/2$, respectively. Taking a coherent superposition of the two sets of trajectories, we see the appearance of additional oscillation frequencies, but much smaller in amplitude compared to the main peaks. In general, the magnitude of the oscillatory behavior is determined by the absolute value of the products of transition amplitudes for each
Figure 6. Total time delay from solutions of the one-dimensional model with one scattering potential at \( r_{sc} \) and detection of forward-scattered trajectories ('one perturber, forward'), with one scattering potential at \( r_{sc} \) and detection of back-scattered trajectories ('one perturber, backward'), and with two scattering potentials at \( x = \pm r_{sc} \) ('two perturbers').

oscillatory factor in (12), while the phase will be directly reflected in the measured time delay. We can see that already the four paths used in this model can correctly predict the oscillatory behavior introduced by the additional scattering potential on the left-hand side from the binding potential, i.e. the peaks marked by black and gray dotted horizontal lines in the left panel of figure 5 correspond exactly to the position of the peaks in the TDSE calculation, shown in the bottom panel of figure 4.

The fast oscillations are a result of backscattering, therefore they can be seen even in a setup with one scattering potential but with the photoelectron flux detected on the opposite side from the scattering potential with respect to the binding potential. In figure 6 we compare a 1D TDSE calculation of the non-local delay for three different cases: One perturber and detection of forward-scattered electrons (blue full line), one perturber and backward scattered electrons detected (orange dashed line), and two perturbers (green dotted line). The backscattering is responsible for the 'fast' oscillations (orange and green line) while the 'slow' oscillations are absent in the case without forward scattering, as predicted by the trajectory model. We also note that there is an additional 'fast' oscillation with small amplitude for the case of forward scattering at one perturber coming from the shape of the perturbing potential.

Next, we study AI with scattering for the 3D hydrogen atom. Our first test case is the 3D equivalent of the 1D case, i.e. starting from the 1D scattering potential (4) we construct the corresponding shell-like spherically symmetric potential

\[
V_p(r, r_{sc}) = V_0 e^{-\frac{|r-r_{sc}|}{\lambda}} \sqrt{(r-r_{sc})^2 + s^2},
\]  

which is shown as polar plot in inset (b) of figure 3. The resulting time delay measured in \( \theta = 0 \) rad direction (i.e. in the polarization direction of the laser), plotted as blue line in the figure, shows similar oscillations with \( r_{sc} \) as the 1D case. We find the relatively slow oscillation that is also present for the 1D model with only one perturbing potential, as well as the fast oscillations that are due to backscattering. The oscillations have the same frequency composition as in the 1D case. However, the fast oscillations are weaker in amplitude, suggesting a different scattering cross section. We attribute the weaker amplitude to the reduced symmetry of the process, as the potentials are spherically symmetric but the overall problem is only cylindrically symmetric due to the laser field. A different way of understanding the smaller amplitude is that there is a larger 'phase space' available for the trajectories and a smaller fraction of them interferes, while a large part changes to higher angular momenta without contributing to the interference. Interpreted in a path picture, there is interference of forward-scattered paths with other paths scattered at different angles and experiencing a different potential and thus a different scattering phase shift, leading to a reduction of the oscillation contrast relative to the 1D case.

Next, we modify the 3D scattering potential to reduce the back-scattering contribution, i.e. we introduce an angular dependence by multiplying the potential (14) with the angle-dependent function

\[
V = V_p(r, r_{sc}) \alpha(\theta) \text{ where } \alpha(\theta) = \frac{\cos(\theta) + 1}{2} e^{-\theta}.
\]  

The resulting potential is shown as inset (c) in figure 3 and the corresponding delay is shown as orange line in the figure. Due to its shape, we call this potential the half-shell potential. The delay for the half-shell potential has visible oscillations with the distance \( r_{sc} \) around...
the value of the local delay, too, but the amplitudes are reduced compared to those of the shell potential. The less-pronounced fast oscillation is due to a much smaller back-scattering contribution, which, however, still exists, as the perturbing potential is exactly zero only for $\theta = \pi$ rad. The less-pronounced slow oscillation is due to the fact that the magnitude of the scattering potential is now angle-dependent.

The considered shell and half-shell potentials are not the typical scattering potentials for electron transport in condensed matter. Thus, we consider a spherically symmetric Yukawa potential shifted from the origin to the positive side of the $\hat{z}$-axis, defined by

$$V_p(r, r_{sc}) = V_0 \frac{\exp\left(-\frac{\|\vec{r} - \vec{r}_{sc}\|}{\lambda}\right)}{\sqrt{(r - r_{sc}\hat{z})^2 + s^2}}. \quad (15)$$

In contrast to the previous cases, for this potential we find only very weak oscillations of the delay with $r_{sc}$. Viewed again in a trajectory model, the weaker oscillations are a consequence of averaging over the delays of all possible electron trajectories that reach the detector, or, equivalently, of a reduced forward-scattering amplitude. In contrast to the full-shell potential, where all trajectories always propagate through a potential barrier of the same height, the potential height for different trajectories meeting such a potential varies from 0 to $V_0$, implying a different scattering phase shift for each of them. This effect appears to be sufficient to reduce the non-local delay contributions to a value of a few attoseconds at most (figure 7). In figure 7, the 3D time delay is compared with the 1D results. The results are shown relative to the local delay. We notice that the slow oscillations are reduced by almost an order of magnitude for forward scattering detection. The back-scattering shows clear fast oscillations compared to forward scattering. This is due to the additional scattering on the binding potential and consequently the formation of a standing wave. Compared to the 1D case with two symmetrical perturbers (gray line in figure 3), we can see that the magnitude of these fast oscillations is significantly reduced.

4. Conclusion

In this article, we investigated the influence of scattering centers on the photoionization time delay as a model system for AI experiments in condensed matter. A previous study with one-dimensional model potentials showed that scattering can change the time delay and that the total delay is a sum of the local delay, which encodes the electronic structure of the target, and a non-local delay, which encodes the scattering properties. The distance to the scattering center is important in the 1D case as the magnitude of the delay is sensitive to it. All effects can be explained with the help of a simple trajectory model.

Here, we have extended this 1D study by considering a symmetric arrangement of the scattering potentials, which reveals additional dependencies of the delay on the distance to the scattering center due to backscattering. Similar results have been obtained for a 3D hydrogen atom with scattering of the ionized electron at a shell-like potential with spherical symmetry. However, if the symmetry is reduced by turning the spherical shell potential into a half-shell potential, we find less and less modulation contrast in the non-local
delay. For the case of scattering at a perturber centered around a point remote from the origin the contribution of the non-local delay is significantly reduced.

The previous study [31] has also shown that collisions with multiple randomly distributed perturbing potentials lead to a decay of the non-local delay with the mean free path, thus making the non-local delay negligible if the mean free path is long. Taken together with our results presented here, we conclude that experiments in disordered systems like liquid phases at the low photon energies used in this work, are unlikely to be sensitive to scattering during electron transport. Thus, AI for such systems is expected to mainly be sensitive to changes of the electronic structure of the ionized molecule due to its neighbors, but not to scattering of the photoelectron at other molecules. This is a very important insight, as it helps to analyze AI experiments correctly. This conclusion also agrees with the interpretation of our experimental results presented in [11].

However, for systems with long-range order the non-local effect might be interesting to study further, as the symmetry can lead to interference effects that may provide structural information from AI measurements. Also our seemingly artificial shell and half-shell potentials can serve as a model for atoms and molecules in cavities, such as endohedral fullerenes or other molecular cages, as discussed in [40]. As the delay is sensitive to the size of the shell, our calculations show that AI may be a suitable tool to study such systems.
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