First-principles Calculation of Magnetocrystalline Anisotropy of Y(Co,Fe,Ni,Cu)$_5$ Based on Full-potential KKR Green’s Function Method
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Abstract

The performance of permanent magnets YCo$_5$ can be improved by replacing cobalt with other elements, such as iron, copper, and nickel. In order to determine its optimum composition, it is necessary to perform systematic theoretical calculations in a consistent framework. In this study, we calculated the magnetocrystalline anisotropy constant $K_u$ of Y(Co$_{1-x-y}$Fe$_x$Cu$_y$)$_3$(Co$_{1-z}$Ni$_z$)$_2$ on the basis of the full-potential Korringa-Kohn-Rostoker Green’s function method in conjunction with the coherent potential approximation. The calculated $K_u$ of YCo$_5$ was smaller than the experimental value because of a missing enhancement due to orbital polarization. Although the value of $K_u$ of Y(Co$_{1-x-y}$Fe$_x$Cu$_y$)$_3$(Co$_{1-z}$Ni$_z$)$_2$ was systematically underestimated compared to their experimental counterparts, the doping effect can be analyzed within a consistent framework. The results have shown that YFe$_3$Co$_2$ has much higher $K_u = 5.00 \text{ MJ/m}^3$ than pristine YCo$_5$ ($K_u = 1.82 \text{ MJ/m}^3$), and that nickel as a stabilization element decreases $K_u$ and magnetization in YFe$_3$(Co$_{1-z}$Ni$_z$)$_2$. However, the anisotropy field of $z \sim 0.5$ can compete with the value of YCo$_5$.

I. INTRODUCTION

Permanent magnets have been widely used in many applications, including magnetic memory devices, wind power generators, electric vehicles, etc. As permanent magnets are almost always used above room temperature, their Curie temperature ($T_C$) should be as high as possible. In addition, high magnetization ($J_s$) and high uniaxial magnetocrystalline anisotropy constants ($K_u$) are also essential for high-performance permanent magnets. Ferromagnetic transition metal elements like iron and cobalt usually exhibit high $T_C$ and $J_s$. Large axial anisotropy originates from rare-earth elements with a strong spin-orbit coupling of 4f-electrons.

One of the most extensively used permanent magnets is Nd-Fe-B alloy, which has high uniaxial anisotropy and coercivity [1, 2]; however, its limitation is low $T_C$ without the addition of dysprosium (an expensive element) (Fig.4 in Ref.[3]). Another permanent magnet used is SmCo$_5$, which has high $T_C \sim 1000$ K and $K_u \sim 17.2 \text{ MJ/m}^3$ [4, 5]. Although its magnetic properties do not decay even at high temperatures, its low-temperature magnetization is smaller than that of Nd$_2$Fe$_{14}$B and Sm$_2$Fe$_{17}$N$_3$, as can be seen by the stoichiometric composition ratios of the transition metals and rare-earths. Although cobalt is more expensive than iron, various studies investigate improving the performance of SmCo$_5$ because
samarium is less costly than neodymium and has high-temperature tolerance.

YCo$_5$, which has the same crystal structure as SmCo$_5$, has moderate performance as a magnet with experimental values of $K_u \sim 6.5$ MJ/m$^3$, $T_C = 978$ K and magnetic moment of 8.3 $\mu_B$/f.u. [4, 6–8]. The ferromagnetism and large anisotropy are mainly due to cobalt rather than yttrium, which does not have 4$f$-electrons. Since yttrium is less expensive than neodymium, YCo$_5$ magnets are preferred for mass production. In general, when the anisotropy comes mainly from the 3$d$-electron of the cobalt sublattice instead of 4$f$-electrons, the influence of temperature on the magnetic properties is reduced. Magnetic interactions between cobalt atoms are more significant than 3$d$-4$f$ interactions. In alloys with 4$f$-electrons, the anisotropy rapidly decreases as temperature increases because of their weak magnetic interactions [9, 10]. In YCo$_5$, however, the experiment indicated that the anisotropy hardly changes in the vicinity of the room temperature [4, 7].

In the past decades, the anisotropy and magnetic properties of pristine YCo$_5$ have been theoretically calculated [11–24]. Some researchers replaced a fraction of cobalt with iron and/or copper to enhance the axial anisotropy of YCo$_5$, [18–24], and others investigated the magnetic properties of YCo$_{5-x}$Ni$_x$ [22, 25–28]. Landa et al. presented that proposed YFe$_3$(Co$_{1-z}$Ni$_z$)$_2$ has higher energy products than YCo$_5$, where iron increases the magnetization and nickel thermodynamically stabilizes the 1-5 phases [28]. Many theoretical calculations for both pristine and doped YCo$_5$ are available; however, there are few systematic studies within a consistent framework.

In this study, we have systematically calculated $K_u$ and $J_s$ of Y(Co$_{1-x-y}$Fe$_x$Cu$_y$)$_3$(Co$_{1-z}$Ni$_z$)$_2$ on the basis of the full-potential Korringa-Kohn-Rostoker (FPKKR) Green’s function method [29]. The anisotropic potential is more realistic than spherical potentials, such as muffin-tin potential or the potential obtained by the atomic sphere approximation. The potential in disordered alloys is treated in the framework of the coherent potential approximation (CPA) [30, 31], within which the atomic sites of impurities are thought to be ideally randomized.

II. METHOD

The FPKKR method is based on Green’s function formulation, where the multiple-scattering problem is solved [29]. The potential includes a non-spherical part. The space is
divided into Voronoi cells, and the CPA \cite{30,31} is employed to consider the disorder in the potentials. In contrast to the supercell method, the CPA enables the addition of arbitrary concentrations of impurities to the host material without enlarging the unit cell.

The exchange-correlation functionals are chosen as the local density approximation (LDA) parameterized by Moruzzi-Janak-Williams \cite{32} and the generalized gradient approximation (GGA) parameterized by Perdew-Burke-Ernzerhof \cite{33}. Spin-orbit interaction is included as $l_z s_z$ and the orbital polarization enhancement is not considered. In this study, therefore, the orbital moment of cobalt atoms could be smaller than experimental values \cite{34,35} or other calculations with orbital polarization correction \cite{18}. It is known that calculated $K_u$'s of YCo$_5$-based alloy may be systematically more diminutive than their experimental counterparts.

The number of $k$-points in the first Brillouin zone is 2197. The maximum orbital angular momentum cutoff $l_{\text{max}}$ of each element was set to 3. The width of the energy contour for complex integration was set to 1.0 Ry, where 4$p$ orbitals of yttrium are treated as the core.

The space group of hexagonal CaCu$_5$-type YCo$_5$ is No.191 ($P6/mmm$), and cobalt atoms occupy two inequivalent Wyckoff positions 3g- and 2c-sites. From a crystallographic point of view, the spatial volume occupied by the 2c-site is smaller than that of the 3g-site. The atomic radius of nickel (0.124 Å) is smaller than that of cobalt (0.125 Å), and thus nickel can easily enter the 2c-site \cite{26,36,37}. In contrast, the atomic radii of iron and copper are 0.126 Å and 0.128 Å, respectively. Hence, iron and copper can occupy the 3g-site \cite{36}. We considered 726 different disordered compounds; $Y(Co_{1-x-y}Fe_{x}Cu_{y})_{3}(Co_{1-z}Ni_{z})_{2}$, where the concentration $x$, $y$, and $z$ are varied by 0.1 under $0 \leq x+y \leq 1$ and $0 \leq x, y, z \leq 1$. We optimized the lattice parameters of YCo$_5$, YCo$_3$Ni$_2$, YFe$_3$Co$_2$, YFe$_3$Ni$_2$, YCu$_3$Co$_2$, and YCu$_3$Ni$_2$ within LDA using the Vienna Ab initio Simulation Package (VASP) \cite{38}, and summarized the lattice parameters in Table I. The relative change of the lattice parameter with the addition of the third element is consistent with the relationship between the large and small atomic radii mentioned above. Lattice parameters for the remaining compounds were determined using Vegard’s law with optimized values of the above six materials. The determined lattice parameters are reasonable except for $Y(Co_{1-z}Ni_{z})_{5}$ ($0.4 < z$), where the measured lattice parameters are not monotonically changed with increasing nickel content \cite{27,36}. Vegard’s law is also applicable to the lattice constant of iron doping cases according to the experimental values of YCo$_{5-x}$Fe$_{x}$ ($x < 0.5$) \cite{39}. It is revealed that the lattice
TABLE I. Lattice parameters optimized by VASP with the LDA functional. The uniaxial magnetocrystalline anisotropy energy ($K_u$), saturation magnetization ($J_s$), and anisotropy fields ($H_a$) of YCo$_5$ and pseudo-binary alloys calculated using the full-potential KKR method. Except for YCu$_3$Ni$_2$, all listed compounds are ferromagnetic.

| Compound | $a$ [Å] | $c$ [Å] | $c/a$ | Volume [Å$^3$] | $K_u$ [meV/f.u.] | $H_a$ [T] |
|----------|---------|---------|--------|---------------|-----------------|-----------|
| YCo$_5$  | 4.749   | 3.787   | 0.798  | 73.98         | 0.84            | 1.03      | 4.49      |
| YFe$_3$Co$_2$ | 4.756 | 3.872   | 0.814  | 75.82         | 2.37            | 5.00      | 11.42     |
| YCu$_3$Co$_2$ | 4.785 | 3.980   | 0.832  | 78.91         | 1.72            | 3.48      | 33.34     |
| YCo$_3$Ni$_2$ | 4.724 | 3.834   | 0.812  | 74.11         | 0.49            | 1.05      | 4.11      |
| YFe$_3$Ni$_2$ | 4.730 | 3.919   | 0.828  | 75.93         | 0.29            | 0.62      | 2.01      |
| YCu$_3$Ni$_2$ | 4.760 | 4.027   | 0.846  | 79.01         | —               | —         | 0.00      |

constant determined using LDA is typically underestimated owing to the overestimation of the binding energy of 3$d$ orbitals. In addition to LDA calculations, we also performed GGA calculations to confirm the framework’s accuracy.

The magnetocrystalline anisotropy energy is defined as $K_u = E_{100} - E_{001}$, where $E_{100}$ ($E_{001}$) is the total energy of alloys magnetized along the [100] ([001]) direction in a hexagonal unit cell. The positive $K_u$ corresponds to the uniaxial anisotropy. The dependence of the calculated $K_u$ on the lattice parameters is discussed in Sec. III A. The 3g-site in the $P6/mmm$ is separated into three inequivalent sites when the quantization axis is rotated by 90 degrees.

III. RESULTS AND DISCUSSIONS

A. YCo$_5$

In Table I, the optimized lattice volume of YCo$_5$ in LDA was 73.9 Å, which is close to the volume of the first-order Lifshitz transition [40], but the calculated electronic structure was in a high-spin state with a total magnetic moment of 6.52 $\mu_B$/f.u. ($J_s = 1.03$ T). The moment was smaller than the experimental values, which were in the range of 7.9-8.3 $\mu_B$/f.u. [41]. This might be probably due to the less orbital polarization in the calculation.
As mentioned in Refs. [24, 42], anisotropy is strongly affected by both the crystal structures and choice of exchange-correlation functional. Fig. 1 shows the lattice parameter dependence of $K_u$ using FPKKR with the LDA functional, where both parameters $a$ and $c/a$ are changed. $K_u$ increases as $a$ increases. The $K_u$ calculated with optimized lattice parameters ($a = 4.749 \text{ Å}, \ c/a = 0.798$) was smaller than the $K_u$ calculated with the experimental parameters ($a = 4.948 \text{ Å}, \ c/a = 0.803$ [35]). Even though we used the experimental parameters, the calculated $K_u$ was underestimated compared to the experimental $K_u$. This underestimation is related to the underestimated orbital polarization of cobalt [34, 35]. In the subsequent calculations,
FIG. 2. Calculated total and projected density of states of the transition metal 3d orbital for (a) YCo$_5$, (b) YFe$_3$Co$_2$, (c) YCu$_3$Co$_2$, (d) YCo$_3$Ni$_2$, (e) YFe$_3$Ni$_2$, and (f) YCu$_3$Ni$_2$ using the full-potential KKR method with the LDA functional. Fermi level is set to zero. It is shown that YCu$_3$Ni$_2$ is in paramagnetic states with $J_s = 0$ T.

we used the optimized parameters and their interpolated values by using Vegard’s law to perform the calculations in a consistent way.

Fig. 2(a) shows the calculated total density of states of YCo$_5$, along with the projected density of states for 3d components of cobalt atoms. In YCo$_5$, strong ferromagnetism was realized, as in hcp cobalt. The shape of the density of states was similar to those reported in
previous studies [40, 43, 44]. In the minority spin states, the peak at the Fermi level mainly contributes to cobalt 3d states. In Fig. 2 (b)-(f), the calculated total density of states for doped YCo$_5$ are shown together with the projected density of states of the 3d orbital of transition metals at both 2c- and 3g-sites. Apart from YCu$_3$Ni$_2$, all the compounds are in the ferromagnetic configuration with the finite magnetization listed in Table I. Fig. 2 (c) and (d) show strong ferromagnetic character in spite of the addition of third elements in contrast to the cases of Fig. 2 (e) and (f). In YFe$_3$Ni$_2$ of Fig. 2(e), all cobalt has been substituted by other elements, and no distinct large exchange splitting can be identified. In Fig. 2(f), the Fermi level rises and almost all 3d-bands are occupied ($3d^{8.76}$ and $3d^{0.48}$ for nickel and copper), leading to a non-magnetic state in YCu$_3$Ni$_2$.

B. Y(Co$_{1-x}$Fe$_x$)$_3$Co$_2$

Fig. 3(a) shows the calculated $K_u$ of Y(Co$_{1-x}$Fe$_x$)$_3$Co$_2$ as a function of iron content using FPKKR with LDA and GGA. The LDA result shows two peaks of $K_u$ at $x \sim 0.5$ and
The increase in the anisotropy in low concentrations of iron ($x < 0.5$) is plausibly illustrated in the crystal field theory [45]. According to this model, cobalt atoms at the $3g$-site contribute to the planar anisotropy and replacing them with iron atoms causes a large uniaxial anisotropy. This has been confirmed for iron at the $3g$-site is selectively replaced with cobalt, as well as with uniform replacement at both the $2c$- and $3g$-sites [23]. The first peak is also found for rigid band calculations [18], and the calculations employing virtual crystal approximation [19].

However, the experimental peak is found at around $x = 0.17$ [46], which is smaller than the present calculation. The possible reasons for this discrepancy are threefold: (1) the site preference of iron atoms, (2) the different lattice constants used in the present calculation, and (3) the choice of exchange-correlation functional. Firstly, the iron-site dependence of $K_u$ in YCo$_{5-x}$Fe$_x$ ($x < 0.1$) is theoretically investigated in Ref. [23], where the $K_u$ with iron at the $3g$-site is more significant than that at the $2c$-site. The second is that the dependency of $K_u$ on the iron concentration is different from that with larger lattice constants. The LDA calculation with GGA optimized structures has a peak at $x = 0.2$ with the FPKKR method (not shown). A peak at $x \sim 0.2$ is reported in the LDA calculation by using the lattice constant obtained from experiments [23]. The third reason is evident from Fig. 3(a). In the GGA calculation, the peak found at $x = 0.2$ is moved to a lower concentration region than the peak position of LDA. Hence, the peak position is located on the high iron concentration side only when the LDA calculation is performed using the lattice constants optimized with LDA.

In the GGA case of YCo$_5$, the absolute value of $K_u = 3.68$ MJ/m$^3$ ($a = 4.91$ Å, $c/a = 0.80$) is higher than that of the LDA even when the expanded lattice constants are used, as shown in Fig. 1. In Fig. 3(a), it is shown that there is only one peak in the GGA calculation. In the region above $x = 0.2$, the anisotropy constant monotonically decreases with increasing iron concentration. From the GGA calculations, the uniaxial anisotropy of YFe$_3$Co$_2$ is weaker than that of YCo$_5$. The lower value of anisotropy in YFe$_3$Co$_2$ is also confirmed by earlier theoretical calculations using GGA [28].

Fig. 3(b) shows the calculated $J_s$ as a function of iron content. Unexpectedly, in the LDA, $J_s$ decreases with increasing iron until $x = 0.4$; the reason for this is not identified. However, this trend is not found in the GGA calculation, where the $J_s$ monotonically increases and is more significant than $J_s$ in the LDA case. Therefore, the decrease in magnetization in the
FIG. 4. (a) Calculated uniaxial anisotropy constant $K_u$ and (b) magnetization $J_s$ of $Y(Co_{1-x}Cu_x)_3Co_2$ as a function of copper content using the full-potential KKR method with LDA and GGA. The inset in (a) shows the detailed copper dependence of $K_u$ at high copper concentration using GGA.

Low iron concentration is only seen for the LDA calculations and small lattice constants. In the case of LDA, higher iron concentrations ($x > 0.4$) increase the magnetization, which can be attributed to iron’s more considerable spin magnetic moments, like Fe-Co binary alloys. In $Y(Co_{1-x}Fe_x)_5$ system, we confirmed that the peak of the Slater-Pauling curve appears when the number of $d$-electrons larger than that of $YFe_3Co_2$. In addition, the peak has been theoretically predicted in $YCo_4Fe$ \[20\].

C. $Y(Co_{1-y}Cu_y)_3Co_2$

In Table \[\] the uniaxial anisotropy remains in the $YCu_3Co_2$ ($y = 1.0$), where cobalt atoms at the $3g$-site are fully substituted for copper. From a crystallographic point of view, there are two layers: one includes the $3g$-site with copper, and the other includes yttrium and the $2c$-site with cobalt. Since the local moment of copper is negligibly small (0.001 $\mu_B$), the ferromagnetism in the system is carried by the cobalt with the moment of 0.94 $\mu_B$. Therefore, the anisotropy of the material is mainly due to the magnetic interaction within
the layer containing the 2c-site, not by the magnetic interaction along the perpendicular direction.

Fig. 4(a) shows the calculated $K_u$ of $Y(Co_{1-y}Cu_y)_3Co_2$ as a function of copper by using LDA and GGA. In the LDA, $K_u$ of $Y(Co_{1-y}Cu_y)_3Co_2$ increases as copper increases until it takes maximum at $y \sim 0.6$. This contradicts the fact that the experimental $K_u$ of $YCo_3Cu_2$ ($y = 0.67$) is smaller than the $K_u$ of $YCo_5$ [47]. This discrepancy may be due to the preferential site occupancy of copper. In the low copper concentration, however, the theoretical calculations revealed that a larger $K_u$ is caused by adding copper to the 2c-site rather than the 3g-site [23]. Hence, the small experimental value is probably not explained by the site preference of copper alone.

Compared to the LDA calculation, the peak in the GGA calculation is shifted to the lower copper concentration, like the iron-doped case in Fig. 3(a). At $y \sim 0.67$, the calculated $K_u$ is still larger than that of pristine $YCo_5$ ($y = 0$). As already mentioned, this enhancement of anisotropy contradicts the experimental results in the LDA cases [47]. In contrast, we can estimate $K_u$ of $YCo_4Cu$ from the anisotropy field ($H_a$) at 0 K, which is extrapolated from the $H_a$ from the finite temperature [23, 47]. The experiment indicates that the $K_u$ is enhanced by copper addition, at least in the low copper concentration region ($y \leq 0.33$). Even though the peak locations are different, the present LDA and GGA calculations also confirm the increase in the anisotropy. The inset figure in Fig. 4(a) shows the detailed $K_u$ at high copper concentrations from GGA. A minimum is observed at $y \sim 0.93$, and the further increase in copper enhances the $K_u$. The calculated $K_u = 3.6$ MJ/m$^3$ at $y = 0.93$ is a minimum value but is still comparable to the $K_u$ of $YCo_5$. However, such material with high copper concentration is unsuitable for magnets because the magnetization becomes extremely small. The magnetization calculated for LDA and GGA, shown in Fig. 4(b), decreases drastically as the copper content increases.

D. $YCo_3(Co_{1-z}Ni_z)_2$

Fig. 5(a) shows the $K_u$ of $YCo_3(Co_{1-z}Ni_z)_2$ as a function of nickel calculated using LDA and GGA. The chemical trend in LDA is almost the same as that of GGA except for the anomalous value at $z = 0.6$. The calculations show that a small amount of nickel enhances the $K_u$. A similar enhancement in low nickel concentration can be theoretically obtained
FIG. 5. (a) Calculated uniaxial anisotropy constant $K_u$ and (b) magnetization $J_s$ of YCo$_3$(Co$_{1-z}$Ni$_z$)$_2$ as a function of nickel content obtained using the full-potential KKR method with LDA and GGA.

in Gd(Co$_{1-z}$Ni$_z$)$_5$ [18]. The theoretical calculation indicates that the nickel at the 2c-site enhances the $K_u$ in the gadolinium system. For yttrium, the enhancement of anisotropy has been analyzed using the band filling model in the rigid band picture [12]. An enhancement in anisotropy by the electron addition is similar to the case of copper shown in Fig. 4(a). However, the experiment [37, 49] demonstrated the monotonic decrease of $K_u$ as nickel content increases. This discrepancy is attributed to the preferential occupation of nickel. As the nickel concentration increases, it occupies the 3g-site as well. In fact, the neutron experiment indicates that the composition of $x = 0.2$ for Y(Co$_{1-x}$Ni$_x$)$_5$ is Y(Co$_{0.96}$Ni$_{0.04}$)$_3$(Co$_{0.71}$Ni$_{0.29}$)$_2$ [37]. Therefore, the present assumption that the nickel occupied only the 2c-site does not hold for higher nickel concentration.

Fig. 5(b) shows $J_s$ of YCo$_3$(Co$_{1-z}$Ni$_z$)$_2$ calculated by using LDA and GGA. The values of $J_s$ monotonically decrease as the nickel content increases. This dependency corresponds to the slope of the right half of the Slater-Pauling curve, as in the cases of copper addition. The present calculation underestimates the magnetization as compared to the experiment [27] but qualitatively reproduces the nickel concentration dependence of the experimental magnetization.
In contrast to iron addition in Fig. 3(b), the calculated magnetization shows less significant differences between GGA and LDA. This might be due to the existence of the significant states near the Fermi level in the density of states of YCo$_5$ shown in Fig. 2(a). Iron substitution shifts the Fermi energy to lower energy, which significantly changes the contribution of the significant part and affects the anisotropy in the case of LDA (Fig. 2(b)). In contrast, nickel substitution can suppress this effect, which increases the number of $d$-electrons and compensates for the decrease in the number of $d$-electrons induced by iron doping. Thus, if there is some nickel (e.g. $z = 0.2$ for Y(Co$_{1-z}$Fe$_z$)$_3$(Co$_{1-z}$Ni$_z$)$_2$), it is expected that the dependency of $K_u$ on iron concentration would be moderate (shown in Fig. S1(a) in supplemental materials [50]). In GGA, the dominant states are in a deeper energy region (density of states with GGA in Fig. S7 in supplemental materials [50]). In the case of iron, therefore, the calculated $J_s$ of GGA are significantly different from LDA cases.

It is worth mentioning the anomalous value of the LDA calculation at $z = 0.6$. In contrast to the calculation with higher nickel content [26], the spin-state transition (the first-order Lifshitz transition) does not occur at $z = 0.6$. In the present LDA calculation, Fig. 2(a) and (d) indicate that both YCo$_5$ and YCo$_3$Ni$_2$ are in the high-spin states. In the intermediate concentration range, we also confirmed that YCo$_3$(Co$_{1-z}$Ni$_z$)$_2$ are still in the high-spin states (local density of states of 3$d$ orbitals in Fig. S3 in supplemental materials [50]). At $z = 0.6$, the volume dependence of the magnetic moment also indicates that the system is in the high-spin state at the volume determined by Vegard’s law (Fig. S4). In spite of no transitions, Fig. 5(b) shows that the differential coefficient of magnetization with nickel concentration varies at $z = 0.6$. The changes in the differential coefficients might be related to anomalies in the $K_u$. It is necessary to calculate the contribution to the magnetocrystalline anisotropy from the band structure to investigate this, but this is beyond the scope of this paper.

E. Magnetization vs anisotropy constant

Fig. 6 shows the calculated $J_s$ and $K_u$ of Y(Co$_{1-x-y}$Fe$_x$Cu$_y$)$_3$(Co$_{1-z}$Ni$_z$)$_2$ by LDA except for paramagnetic materials, such as YCu$_3$Ni$_2$ (the contour plots can be available in supplemental materials [50]). The intersection of the solid lines represents the values of YCo$_5$. The magnetization decreases by adding a small amount of the third element, but the anisotropy increases. Fig. 7(a) shows the calculated $H_a = 2K_u/J_s$ of doped YCo$_5$ without copper as a
FIG. 6. Calculated magnetization $J_s$ and anisotropy $K_u$ constant of alloys excluding a few paramagnetic alloys, such as YCu$_3$Ni$_2$, by the full-potential KKR method with LDA functional. The triangles correspond to all materials, the open diamonds to $x = 0.0$, the open squares to $y = 0.0$, the open circles to $z = 0.0$, the filled diamonds to $(x, z) = (0.0, 0.0)$, the filled squares to $(x, y) = (0.0, 0.0)$, and the filled circles to $(y, z) = (0.0, 0.0)$. The vertical and horizontal lines represent the $K_u = 1.82$ MJ/m$^3$ and $J_s = 1.03$ T of YCo$_5$, respectively.

function of iron and nickel content. The $H_a$ of the disordered alloy is more significant than $H_a = 4.49$ T of YCo$_5$ in a relatively wide range.
FIG. 7. Calculated $H_a = 2K_u/J_s$ as functions of impurity contents by the full-potential KKR method with the LDA functional for (a) $Y(\text{Co}_{1-x}\text{Fe}_x)_{3}(\text{Co}_{1-z}\text{Ni}_z)_2$ and (b) $Y(\text{Co}_{1-y}\text{Cu}_y)_{3}(\text{Co}_{1-z}\text{Ni}_z)_2$. The LDA calculation shows the $H_a = 4.49$ T of YCo$_5$ (bottom left).

Fig. 7(b) shows the calculated $H_a$ of doped YCo$_5$ without iron as a function of copper and nickel content. The copper doping also enhances $H_a$ for the low nickel concentration region because the $J_s$ drastically decreases when added copper. This agrees with the previous calculation assuming no site-preference of copper [23]. As mentioned in Sec. III C, $H_a$ in higher copper concentration is different from the experimental result [47]. In addition to the site preference of copper, another origin of the discrepancy is a way to calculate $H_a = 2K_u/J_s$ in the calculation. In the region of large copper concentration, where the magnetic moment is considerably low, it is not appropriate to determine the anisotropic magnetic field using the formula $H_a = 2K_u/J_s$. Consequently, the large $H_a = 33.34$ T of YCu$_3$Co$_2$ should not be observed.

In Fig. 6, when nickel or copper alone is added, $J_s$ and $K_u$ simultaneously increase. The most promising candidate is YFe$_3$Co$_2$, located at the upper right of YCo$_5$ in the figure; herein, both $K_u$ and $J_s$ are more significant than those of YCo$_5$. The 1-5 phases of YFe$_3$Co$_2$ are unstable because iron is unlikely to be dissolved in the 1-5 phases as a solid solution. However, in the previous theoretical calculations for the samarium case, it was shown that nickel stabilized the 1-5 phase and iron-rich SmCoFeNi$_3$ was proposed [51].

Additionally, Landa et al. concluded that nickel stabilized YFe$_3(\text{Co}_{1-z}\text{Ni}_z)_2$ from the calculation of phase diagrams (CALPHAD) [28]. According to this result, higher nickel
content enhances the stabilization of the 1-5 phases. We calculated $K_u$ and $J_s$ using the FPKKR to investigate the magnetic properties of YFe$_3$(Co$_{1-z}$Ni$_z$)$_2$. The results are shown in Fig. 8. The calculated $K_u$ decreases as nickel content increases, which is in line with the earlier theoretical calculations by Landa et al..

Fig. 8 indicates that nickel, as the stabilization element, will deteriorate both the $K_u$ and $J_s$. Therefore, the magnetic performance and stabilization for the 1-5 phases are in a trade-off relation, and optimal nickel content should be determined for practical use. The arrows represent the reference values for YCo$_5$ in the figure, and the magnetization is greater...
than that of YCo$_5$ even when nickel is added up to $z = 0.2$. The anisotropy is also suggested to have a larger $K_u$ than that of YCo$_5$ up to $z = 0.5$. From Fig. 7(a), we can expect the $H_a$ of YFe$_3$(Co$_{1-x}$Ni$_x$)$_2$ to be equal to or higher than that of YCo$_5$. As originally mentioned in Ref. [28], if the 1-5 phase can exist stably, YFe$_3$(Co$_{1-x}$Ni$_x$)$_2$ can be a useful magnet with better performance than YCo$_5$.

IV. SUMMARY

We calculated the magnetocrystalline anisotropy and magnetization of Y(Fe,Cu,Ni)$_5$ in order to determine its optimal composition as a permanent magnet. The systematic calculations are based on the full-potential KKR Green’s function method combined with the coherent potential approximation. The calculated anisotropy of YCo$_5$ strongly depended on lattice parameters. Optimized lattice parameters were used for consistency.

The results obtained using LDA indicate that the anisotropy constant $K_u$ and magnetization are higher than YCo$_5$ when the iron is added, and they reach a maximum in YFe$_3$Co$_2$. However, nickel, used to stabilize the 1-5 phases, decreases the magnetization and anisotropy constant. The magnetic anisotropy and magnetization exhibit higher values than YCo$_5$ up to $z = 0.4$ and $z = 0.2$. The calculated anisotropy field is expected to be larger than the original YCo$_5$ up to $z = 0.5$.

The present systematic calculations shed light on the magnetic properties and anisotropy of YCo$_5$ systems. The underestimation of the magnetocrystalline anisotropy constant is due to the absence of orbital polarization enhancement. The anisotropy constant obtained by the systematic calculations in the YCo$_5$ system is also essential for discussing the contribution of the cobalt sublattice to the anisotropy of the SmCo$_5$ system.
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