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Cognitive radio (CR) has been proposed to mitigate the spectrum scarcity issue to support heavy wireless services on sub-3GHz. Recently, broadband spectrum sensing becomes a hot topic with the help of compressive sensing technology, which will reduce the high-speed sampling rate requirement of analog-to-digital converter. This paper considers sequential compressive spectrum sensing, where the temporal correlation information between neighboring compressive sensing data will be exploited. Different from conventional compressive sensing, the previous compressive sensing data will be fused into prior knowledge in current spectrum estimation. The simulation results show that the proposed scheme can achieve 98.7% detection probability under 3.5% false alarm probability and performs the best compared with the typical BPDN and OMP schemes.

1. Introduction

In recent years, with the explosive growth of wireless devices, the scarcity of spectrum has become an important challenge to support high-speed services to numerous users. In this case, cognitive radio (CR) is considered as an important solution to the problem of spectrum scarcity. The concept of cognitive radio was firstly proposed in the reference [1] in the late 1990s. This technology can alleviate the contradiction between scarce spectrum resources and a large number of wireless services.

However, different researchers have different definitions of CR. Among them, the Federal Communications Commission (FFC) [2] defines CR as a radio that can change its state according to its operating radio environment. Different from traditional communication systems, CR has the characteristics of high intelligence, flexibility, and self-adaptation. CR makes decisions with the help of information collected from the RF front-end environment and can learn and analyse problems from historical information. More specifically, CR enables secondary users (SUs) to perform a series of operations as follows: (1) spectrum sensing to predict what spectrum is available and recognize the presence of the primary user (PU) when a PU reoccupies the licensed channel; (2) spectrum management to select the best available channel from the spectrum pool for special services; (3) spectrum sharing to coordinate access to all available channels with other SUs; and (4) spectrum mobility to vacate the channel as soon as possible when a PU is detected [3]. CR includes spectrum sensing, spectrum allocation, spectrum switching, spectrum mobility management, and other key technologies [4–6]. Spectrum sensing [7] is one of the most important modules, and its performance will directly affect the actions to be taken in the subsequent processing modules. One of the tasks of spectrum sensing is to detect the idle spectrum by sensing the surrounding environment. It also can detect the appearance of PUs in a timely and accurate manner.

Meanwhile, the compressive sensing (CS) theory states that as long as the signal itself or the signal in a certain transform domain is sparse, the original signal can be recovered with samples less than Nyquist samples. Due to the low spectrum utilization on sub-3GHz, the spectrum is usually sparse in frequency domain. Therefore, the CS technology is widely used in the signal acquisition and spectrum sensing of CR. Reference [8] applies CS theory to cognitive radio for the first time, which uses sub-Nyquist sampling rate to acquire wideband signals. Recently, lots of references discuss CR management for Internet for Things (IoT) and Industrial Internet for...
Things (IIoT). Reference [9] proposes a cluster-based cognitive Industrial Internet of Things (CIIoT) to improve sensing and transmission performance of the CIIoT. Reference [10] proposes a multibeam satellite IIoT in Ka-band to realize wide-area coverage and long-distance transmissions, which uses nonorthogonal multiple access (NOMA) for each beam to improve transmission rate. Reference [11] designs a 5G-based IIoT to transfer both 5G and IoT information simultaneously. Compared with the above works, this paper exploits the temporal correlation between adjacent spectrum. This paper proposes a convex optimization model to reconstruct the target spectrum by maximizing the inner product of the prior spectrum and the target spectrum and minimizing the $\ell_1$-norm of the target spectrum. We adopt this CS-based model in spectrum sensing, and thus, the number of sampling rate is reduced with compressive sensing technology. The innovation of this paper is to merge prior information into the process of spectrum sensing, and this method is robust to the slight disturbance in prior information. The proposed algorithm considers the time correlation between the spectrum in the previous time slot and the spectrum in the current time slot. Meanwhile, it considers the spectrum status in the previous time slot as the prior information to obtain the spectrum status in the current time slot.

The rest of this paper is organized as follows. The second section introduces the basic concepts and system model of compressive spectrum sensing. The third section introduces the algorithm flow and complexity analysis of the proposed compressive spectrum sensing algorithm. The fourth section shows the simulation results with performance analysis, which includes standardized mean square error (MSE), the probability of false alarm, and the probability of correct detection. The final section concludes this paper.

2. Cognitive Radio Compressive Spectrum Sensing

2.1. Compressive Sensing (CS) Theory. Compressive sensing (CS) technology includes three parts: the sparse representation of the signal, the measurement of the observation matrix, and the design of the signal reconstruction algorithm. The selection of the observation matrix must meet the Restricted Isometry Property (RIP) [12, 13].

Compressive sensing (CS) concerns the problem of recovering a high-dimensional sparse (or nearly sparse) signal from a relatively small number of noisy measurements

$$ y = Ax^* + n, $$

where $x^* \in \mathbb{R}^n$ denotes the signal to be estimated, $A \in \mathbb{R}^{m \times n}$ is the measurement matrix, and $n \in \mathbb{R}^m$ is the observation noise vector. To reconstruct $x^*$, a standard approach, named Basic Pursuit (BP) [14], was proposed to use $\ell_1$-norm as a surrogate function to promote sparsity, that is,

$$ \min_{x} \|x\|_1 \text{ s.t. } y = Ax, \tag{2} $$

where $\|x\|_p = (\sum_{i=1}^{n}|x_i|^p)^{1/p}$ denotes the standard $\ell_p$-norm of $x$.

When the observation vector is disturbed by noise, researchers propose an approach, namely, Basis Pursuit De Noising (BPDN) [15], that is,

$$ \min_{x} \|x\|_1 \text{ s.t. } y - Ax \leq \delta, \tag{3} $$

where $\delta$ is the upper bound (in terms of the $\ell_1$-norm) of the noise vector $n$. Research shows that CS technology can be well applied to the reconstruction of sparse signals.

2.2. Combination of Compressive Sensing and Cognitive Radio. Nowadays, the utilization rate of broadband wireless spectrum resources is low, and there are a large number of unused "spectrum holes" [16]. Due to the low spectrum utilization on sub-3GHz, the spectrum is usually sparse in frequency domain. Therefore, CS technology can be used in spectrum sensing. With the help of CS technology, establishing a spectrum reconstruction scheme with low sampling rate is very significant for reducing the hardware complexity of spectrum sensing.

With the bandwidth of spectrum sensing becomes wider and wider, in order to sense such broadband signals, traditional sampling method requires a very high sampling rate. Applying CS in spectrum sensing can reduce the amount of sampled data while retaining useful spectrum information. The basis of CR is that at a certain moment, only few frequency bands are used by authorized users, and other valuable spectrum resources are in an idle state. In reality, the authorized users’ spectrum resource utilization rate is low. It is shown in Figure 1.

In Figure 1, we can see the status of the spectrum at a certain moment. Authorized users only use a small portion of spectrum resource. In general, CS technology is to perform compressed observations on discrete signals followed by the reconstruction of the signal itself with a small number of observations, while CR spectrum compressive sensing is to perform compressed observations on PUs’ signals followed by the reconstruction of the corresponding spectrum, so as to analyse the subchannel status in the spectrum. In spectrum compressive sensing [17, 18], cognitive users perform compressed measurements on target authorized signals and finally analyse the status of subchannels in the spectrum to determine the occupancy status of these subchannels, which requires observations for the accurate reconstruction of signal spectral density.

In many practical applications of CS, many prior information of the signal can be obtained. For example, in spectrum sensing, the spectrum in the previous time slot is very similar to the spectrum in the current time slot, so previous spectrum can be used as the prior information for current spectrum estimation. In [19], Mota et al. add the difference between the target signal and prior information as a penalty term to the objective function of the BP method, that is

$$ \min_{x} \|x\|_1 + \lambda g(x - \phi) \text{ s.t. } y - Ax \leq \delta, \tag{4} $$
Figure 1: Sparsity characteristics of spectrum resources.

where \( \lambda > 0 \) is a tradeoff parameter and \( g : \mathbb{R}^n \to \mathbb{R} \) is a function which measures the similarity between \( x^* \) and \( \phi \). In addition, reference [20] also analyses the following two models: \( \ell_1 - \ell_1 \) norm minimization and \( \ell_1 - \ell_2 \) norm minimization. That is to say, when \( g(x - \phi) = \|x - \phi\|_1 \) or \( g(x - \phi) = \|x - \phi\|_2^2 / 2 \), formula (4) can be further written as

\[
\min_x \|x\|_1 + \lambda \|x - \phi\|_1 \quad \text{s.t.} \quad y - Ax \leq \delta, \\
\min_x \|x\|_1 + \frac{\lambda}{2} \|x - \phi\|_2^2 \quad \text{s.t.} \quad y - Ax \leq \delta.
\]  

(5)

The above method has good performance when the prior information is sparse. But when the prior information is not sparse, the reconstruction results of the above methods are worse than the standard \( \ell_1 - \ell_1 \)-norm minimization method. Therefore, the above methods are greatly affected by small disturbances of the prior information. In order to improve the robustness of the recovery model, reference [21] proposes the following CS model, called Maximizing Correlation (MC), that is,

\[
\min_x \|x\|_1 - \lambda \langle x, \phi \rangle \quad \text{s.t.} \quad y - Ax \leq \delta, \tag{6}
\]

where \( \lambda > 0 \) is a tradeoff parameter. The motivation is natural because if \( \phi \) is very similar to \( x^* \), then they may be highly correlated.

Because the spectrum in the previous time slot has a high similarity to the spectrum in the current time slot in CR, the previous spectrum can be used as the prior information to estimate the current spectrum. When the prior information is good enough, model (6) can improve the performance of traditional CS technology. Therefore, in the next section, we merge model (6) into spectrum sensing.

3. Spectrum Sensing Scheme with Temporal-Correlated Prior Knowledge

In this section, we analyse the complexity of model (6) and compare it with other CS technology. In addition, we propose the compressive spectrum sensing scheme with temporal-correlated prior knowledge.

For model (6), reference [22] points out a theorem: let \( A \in \mathbb{R}^{m \times n} \) be a random matrix whose rows \( \{A_i\}_{i=1}^m \) are independent, centered, isotropic, and sub-Gaussian random vectors, and let \( \Gamma_f \) denote the tangent cone of \( f(x) = \|x\|_1 - \lambda \langle x, \phi \rangle \) at \( x^* \). If

\[
\sqrt{m} \geq CK^2 \gamma (\Gamma_f \cap \mathcal{S}^{n-1}) + \varepsilon, \tag{7}
\]

then with probability at least \( 1 - 2 \exp \left( - \gamma^2 (\Gamma_f \cap \mathcal{S}^{n-1}) \right) \), the solution \( \hat{x} \) of (6) satisfies

\[
\|\hat{x} - x^*\|_2 \leq \frac{2 \delta}{\varepsilon}, \tag{8}
\]

where \( \varepsilon, C \) are absolute constants and \( K = \max \|A_i\|_{\ell_2} \).

Reference [22] also defines the following two constants:

\[
v_i \triangleq \max_{u \in \partial \mathcal{J}(x^*)} \|u\|_2^2, \]

\[
u_i \triangleq \|\text{sign}(x^*) - \lambda \phi\|_2^2.
\]  

(9)

Then, according to the lemma: let \( x^* \in \mathbb{R}^n \) be an \( s \)-sparse vector and \( \phi \in \mathbb{R}^n \) be its prior information. Let \( \Gamma_f \) denote the tangent cone of \( f(x) = \|x\|_1 - \lambda \langle x, \phi \rangle \) at \( x^* \). If \( 0 \notin \partial \|x^*\|_1 - \lambda \phi \), then

\[
w^2 (\Gamma_f \cap \mathcal{S}^{n-1}) \leq \min \left\{ n \cdot \left( 1 - \frac{n}{v_i} \cdot \frac{2}{\pi} \left( 1 - \frac{s^2}{n} \right) \right), s + (n - s)u_i \right\}.
\]  

(10)

We combine formulas (7)–(10), and formula (7) can be further written as

\[
\sqrt{m} \geq CK^2 \min \left\{ \sqrt{n \cdot \left( 1 - \frac{n}{v_i} \cdot \frac{2}{\pi} \left( 1 - \frac{s^2}{n} \right) \right)}, s + (n - s)u_i \right\} + \varepsilon.
\]  

(11)

Formula (11) shows the complexity of MC. Table 1 shows the comparison between the complexity of MC and other CS methods. From Table 1, one can see that the complexity of MC does not increase much compared with the traditional CS method. Hence, it verifies the feasibility of applying the compressive sensing method based on the maximizing correlation prior information to spectrum sensing.

This paper merges Markov process and spectrum prior knowledge into spectrum sensing on the basis of model (6) and highlights the correlation of time series. We build the model (12) to dynamically sense the state of the spectrum in CR, that is,

\[
\begin{align*}
t_1 : & \min_{x_{t_1}} \|x_{t_1}\|_1 - \lambda \langle x_{t_1}, 0 \rangle \quad \text{s.t.} \quad y_{t_1} - Ax_{t_1} \leq \delta, \\
t_2 : & \min_{x_{t_2}} \|x_{t_2}\|_1 - \lambda \langle x_{t_2}, \hat{x}_{t_1} \rangle \quad \text{s.t.} \quad y_{t_2} - Ax_{t_2} \leq \delta, \\
t_3 : & \min_{x_{t_3}} \|x_{t_3}\|_1 - \lambda \langle x_{t_3}, \hat{x}_{t_2} \rangle \quad \text{s.t.} \quad y_{t_3} - Ax_{t_3} \leq \delta, \\
& \vdots \\
t_n : & \min_{x_{t_n}} \|x_{t_n}\|_1 - \lambda \langle x_{t_n}, \hat{x}_{t_{n-1}} \rangle \quad \text{s.t.} \quad y_{t_n} - Ax_{t_n} \leq \delta,
\end{align*}
\]  

(12)

where \( x_{t_i} \in \mathbb{R}^n \) denotes the true spectrum information to be estimated at \( t_n \) moment, \( \hat{x}_{t_{n-1}} \in \mathbb{R}^n \) denotes the estimated
Table 1: Number of samples required for different sparse signal reconstruction methods.

| Method | Objective function | Complexity | Reference |
|--------|-------------------|------------|-----------|
| MC     | \( \min_x ||x||_1 - \lambda \langle x, \phi \rangle \) | \( o(v_x \log n) \) | [21] |
| BP     | \( ||x||_1 \) | \( o(s \log n) \) | [14] |
| \( \ell_1-\ell_1 \) | \( \min_x \|x\|_1 + \lambda \|x - \phi\|_1 \) | \( o(h \log n) \) | [20] |
| \( \ell_1-\ell_2 \) | \( \min_x \|x\|_1 + (\lambda/2)\|x - \phi\|_2^2 \) | \( o(v_x \log n) \) | [20] |

Note: \( v_x, s, h, \) and \( v_x \) are constant, and \( n \) is the dimension of the signal to be estimated.

Table 2: The proposed spectrum sensing algorithm flow.

1. Initialize various parameters, including the number of Nyquist samples \( N \), the maximum sparsity \( K \), the energy decision threshold \( \theta \), the number of Monte Carlo cycles \( s \), the orthonormal basis \( \Psi \), the observation matrix \( \Phi \), and the sensing matrix \( A \).

2. For the spectrum at \( t_1 \) moment, use the \( \ell_1 \)-norm convex optimization model to obtain the spectrum measurement value \( \hat{x}_{t_1} \) at \( t_1 \) moment.

3. Consider small changes in the spectrum between \( t_1 \) moment and \( t_2 \) moment. We consider that the probability of a random spectrum change is 3% (in practice, PUs’ spectrum utilization is about 15% according to the report of FCC, and thus, the spectrum state changes with a small probability). The value of such probability depends on the type of service, and the service arriving rate is usually modeled as a Poisson distribution. Hence, the reasonable spectrum change probability is less than 5% according to our experience.

   a. Set a threshold value \( \sigma \). For each element in vector \( \hat{x}_{t_1} \), if the element is smaller than \( \sigma \), set it to 0. And for the other elements, keep the value unchanged.

   b. Use symbolic function to process the \( \hat{x}_{t_1} \) which we get in (a). And set \( \lambda \phi_1 = \text{sign} (\hat{x}_{t_1})/2 \).

4. When we estimate the spectrum at \( t_2 \) moment, we merge the spectrum prior information at \( t_1 \) moment. Process the following information with the steps:

   a. Set a threshold value \( \sigma \). For each element in vector \( \hat{x}_{t_2} \), if the element is smaller than \( \sigma \), set it to 0. And for the other elements, keep the value unchanged.

   b. Use symbolic function to process the \( \hat{x}_{t_2} \) which we get in (a). And set \( \lambda \phi_2 = \text{sign} (\hat{x}_{t_2})/2 \).

5. If the reconstructed spectrum satisfies

   \[ \left\{ \begin{array}{l} t_1 : \min_{x_1} \|x_1\|_1 - \lambda \langle x_1, \phi_1 \rangle \quad \text{s.t.} \quad \|y_{t_1} - Ax_{t_1}\| \leq \delta, \\ t_2 : \min_{x_2} \|x_2\|_1 - \lambda \langle x_2, \phi_2 \rangle \quad \text{s.t.} \quad \|y_{t_2} - Ax_{t_2}\| \leq \delta, \\ \vdots \\ t_{n-1} : \min_{x_{n-1}} \|x_{n-1}\|_1 - \lambda \langle x_{n-1}, \phi_{n-1} \rangle \quad \text{s.t.} \quad \|y_{t_{n-1}} - Ax_{t_{n-1}}\| \leq \delta, \\ \lambda \phi_1 = \text{sign} (\hat{x}_{t_{n-1}})/2, \end{array} \right. \]

   \[ (13) \]

where

\[ \text{sign} (x) = \begin{cases} 1, & x > 0, \\
0, & x = 0, \\
-1, & x < 0. \end{cases} \]

In model (13), we consider temporal correlation between neighboring compressive sensing data. According to model...
(13), we propose the compressive spectrum sensing scheme with temporal-correlated prior knowledge mining. The specific steps of our proposed scheme are shown in Table 2.

4. Performance Analysis

In this section, we test the performance of our proposed temporal-correlated prior knowledge mining algorithm and compare it with BPDN algorithm and OMP algorithm. The BPDN algorithm has been introduced in the second section. The OMP algorithm is a fast greedy strategy that iteratively selects the basis function most aligned with the current residual, and its solution is based on the $\ell_1$-norm [23].

4.1. Performance of Reconstruction Errors. We first study the performance of spectrum map reconstruction errors during the CS inversion process in our proposed temporal-correlated prior knowledge mining algorithm. We use the normalized MSE of the reconstructed spectrum as in [24–26], i.e.,

$$\frac{\| R^P - \hat{R}_\text{reconstructed}^P \|_2}{\| R^P \|_2}. \quad (15)$$

For fairly comparisons, we compare the proposed algorithm with other two classical CS inversion methods (the OMP algorithm and the BPDN algorithm), and the sampling rates are set from 30 to 80. The normalized mean square error (MSE) of the reconstructed signal is plotted in Figure 2.

From Figure 2, it can be seen that as the number of samples increases, the MSE of the three methods gradually decrease, and the performance of our proposed algorithm is better than the BPDN algorithm and the OMP algorithm. In general, compared to the traditional BPDN algorithm,
the reconstruction errors of our proposed spectrum reconstruction algorithm are reduced by 20% to 60% (corresponding to 30 to 80 points of measurements, respectively) in terms of normalized MSE. This improvement is important because it means that we could achieve 60% higher accuracy of spectrum reconstruction in each SU. From Figure 2, one can see that our proposed algorithm has the smallest normalized MSE, which indicates that our scheme has better spectrum-sensing performance than OMP algorithm and BPDN algorithm.

4.2. Performance of Spectrum Sensing. The main goal of spectrum sensing is to detect the characteristics of spectrum holes, and then, these detection results can be used by the spectrum decision module. Hence, here, we present the spectrum hole detection performance for our proposed algorithm. Since the key metrics in spectrum sensing are the probability of correct spectrum detection $P_d$ and the probability of false alarm $P_f$ [27], we evaluate these two metrics by comparing the binary spectrum sparseness decision $\hat{d}$ with the true subcarriers state $d$ as follows [28]:

$$P_d = E \left\{ \frac{d^T \left( d = \hat{d} \right)}{1^T \hat{d}} \right\},$$

$$P_f = E \left\{ \frac{(1-d)^T \left( d \neq \hat{d} \right)}{M-1^T \hat{d}} \right\}. \tag{16}$$

In CRN, we expect that while the spectrum sensing scheme provides a high detection probability $P_d$, its false alarm probability $P_f$ can still maintain a relatively low level. A high probability of correct detection can reduce the
inference to the PUs, whereas the relatively low probability of false alarm can provide more bandwidth to the SUs [27].

In the simulation, we divide a frequency spectrum into 256 subbands with equal bandwidth. The PUs occupy 35 subbands, that is, sparsity is 35/256. In this simulation, we do not think of noise. First, we consider the most ideal prior information, that is \( \lambda \phi = \text{sign}(x^*)/2 \). The comparison of spectrum sensing performance is shown in Figure 3 when the number of CS observation points is 70, 80, 90, and 100.

In Figure 3, we can see that by merging the most ideal prior information into spectrum sensing, the performance of our proposed method is significantly better than the BPDN algorithm.

Next, we merge the actual prior information: \( \lambda \phi_{t_n} = \text{sign} (\hat{x}_{t_n})/2 \). In this simulation, the spectrum is divided into 256 subbands with equal bandwidth. The PUs occupy 20 subbands, that is, the sparsity is 20/256. We also do not think of noise. When the number of observations is 60, 65, 70, and 75, respectively, we compare the spectrum sensing performance of our proposed algorithm, the BPDN algorithm and the OMP algorithm. The simulation result is shown in Figure 4.

In Figure 4, we can see that as the number of observations increases, the performance of the BPDN algorithm and OMP algorithm gradually improves. The more measurement values obtained, the more spectrum information obtained, so we can obtain better spectrum holes detection performance. Figure 4 shows that, under the same \( P_d \) and \( P_f \), our proposed algorithm can further reduce the sampling rate requirements and thus has a lower sampling cost. Compared with the BPDN algorithm and the OMP algorithm, the
performance of our proposed spectrum sensing algorithm is better.

In Figure 4, one can also see the following: (1) when the number of measurements increases, a higher probability of correct detection can be achieved since a richer spectrum information can be exploited in each SU. Meanwhile, the spectrum sensing performance curves start to deviate from the Y-axis more obviously (see Figure 4) since more spectrum information exchange among SUs also helps to reduce the possibility of false alarms. In this case, Figure 4 clearly shows that our proposed scheme has the lowest probability of false alarm among all schemes. (2) In CRN, since it is not allowed to interfere with PU, it may only be interested in the case of $P_d = 1$. In this case (i.e., when $P_d = 1$), Figure 4 shows that the probability of false alarms in our proposed algorithm is reduced by 60% compared with the BPDN algorithm. It also shows that the proposed scheme can achieve 98.7% detection probability under 3.5% false alarm probability when the number of measurements is 75 (see Figure 4(d)). This is because more spectrum holes can be accurately detected through our proposed algorithm.

Finally, on the basis of the above simulation, we merge noise into the frequency spectrum. In this simulation, the frequency spectrum is divided into 256 subbands with equal bandwidth, and the PUs occupy 20 subbands, that is, the sparsity is 20/256. The number of measurements is 70. When the signal-to-noise ratio is 0 dB, 5 dB, and 10 dB, respectively, we compare the spectrum sensing performance of the reconstruction algorithm with temporal-correlated prior knowledge mining, the BPDN algorithm, and the OMP algorithm. The simulation result is shown in Figure 5.

In Figure 5, one can see that as the SNR increases, the performance of the three spectrum-sensing schemes improves. In addition, it can be seen that when the SNR is small, that is, when the radio environment is poor, the advantage of our proposed spectrum sensing scheme is more obvious. In other words, our proposed scheme is more resistant to external interference.

5. Conclusions and Future Works

In this paper, we have proposed a compressive spectrum sensing scheme for CRN with temporal-correlated prior knowledge mining. First, we have considered the time correlation of the spectrum and merged the spectrum changes between the previous time slot and the current time slot in the spectrum sensing algorithm. Second, we have constructed a convex optimization model associated with the prior information obtained by spectrum sensing at the previous time slot to reconstruct the spectrum at the current time slot. Finally, the simulation results have demonstrated the effectiveness of our proposed spectrum sensing algorithm, which utilizes the spectrum prior knowledge at the previous time slot in CR. Our simulation results have shown that (1) compared with the BPDN algorithm and the OMP algorithm, our proposed algorithm has the smallest standardized mean square error. (2) The proposed algorithm has the best spectrum sensing performance in terms of the probability of correct detection and the probability of false alarm. Hence, the spectrum sensing scheme with temporal-correlated prior knowledge mining can be effectively applied to the spectrum sensing of CR.

In the future, we intend to focus on the multitask compressive spectrum sensing with temporal-correlated prior knowledge mining in the cluster-based CRN.
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