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Abstract—We introduce the concept of Bounded Input Dissipativity (BID) for the characterization from an energy perspective of linearized models of nonlinear circuit blocks. Such linearized models are commonly employed in the design of large systems to approximate circuit blocks that operate in the neighborhood of some well-defined and asymptotically stable bias point and lead to a dramatic reduction in circuit simulation runtime. Even if the original circuit block always behaves as a dissipative system, its linearized model may behave as dissipative or non-dissipative depending on the amplitude of its small-signal port voltages and currents, compared to the corresponding constant bias or supply signal components. This paper presents a theoretical framework for the analysis of such a conditional dissipativity and introduces BID criteria based on the feasibility of Bilinear or Linear Matrix Inequalities. These criteria allow to estimate the maximum small-signal input amplitude that guarantees the dissipativity of the linearized model. Various examples demonstrate the validity of the proposed theory, including a test case showing how spurious and physically inconsistent instabilities may arise if the proposed BID conditions are not verified.

I. INTRODUCTION AND MOTIVATIONS

Dissipative systems [1]–[6] are unable to generate energy on their own and can only deliver power if some energy has been previously stored in them. It is well known that, under proper technical assumptions, interconnections of dissipative systems are dissipative [4] and stable [7]. These two aspects have motivated strong interest and numerous efforts during the last few decades aimed at the characterization and enforcement of dissipativity in simulation models, especially in the Signal and Power Integrity communities [8], [9]. Numerical simulations based on dissipative models are guaranteed to be reliable and robust, whereas the presence of even one single non-dissipative model, able to indefinitely supply power to its environment, may lead to oscillations and instabilities. In the particular case of linear systems, the dissipativity conditions can be expressed and verified in several convenient ways, including Linear Matrix Inequalities [10]–[12], spectral conditions on Hamiltonian matrices [9], [13], and Frequency Domain Inequalities [2], [3].

The interested reader can refer to [14] for a review about the relationships between energetic characterizations of linear time invariant systems.

In this work, we consider general nonlinear circuit blocks (e.g. amplifiers and low-dropout voltage regulators) which are designed to operate under small-signal conditions, that is, all port signals exhibit small fluctuations around some constant bias levels. For such circuit blocks, it is a common practice to employ simplified linearized models in analysis and design flows. When such a linearization is associated with a simultaneous Model Order Reduction process [15], overall complexity and runtime in transient circuit simulation can be drastically reduced with respect to detailed transistor-level descriptions, in some cases by orders of magnitude [16]–[18].

Consider a general circuit block that does not include internal independent sources such as batteries, and interacts with the environment through well-defined electrical ports. When its behavior is analyzed at these ports, such circuit block is expected to be dissipative. Even if individual components such as for instance transistors and operational amplifiers are commonly denoted as active, they are in fact dissipative, and any arbitrary circuit block resulting from the interconnection of such components is also dissipative. However, when any of such systems is linearized around a reference operating point defined by externally applied bias/supply signals, the resulting small-signal model is in general not guaranteed to be dissipative, since it could potentially provide at its ports more power than it has been receiving and storing. The main objective of this work is to establish a generalization of the well-known dissipativity conditions, aimed at the precise characterization of the energy behavior of linearized models, so that the energy and power redistribution between bias and small signal components is mathematically evident.

In this paper, we will distinguish between small-signal models, whose inputs and outputs are small-signal variations around some operating point, and linearized models, whose inputs and outputs include also the (constant) bias or supply signals. Only linearized models can seamlessly replace the original circuit blocks in a circuit simulation environment, when the small-signal components of inputs and outputs are small. While small-signal models can be described in terms of regular linear state-space equations, linearized models require a slightly more general affine form (introduced in Sec. II), including a constant term in the output equation and thus taking into account both small variations and bias signals.

In this work, we focus on energy-preserving properties of such affine linearized models. We show that the well-known
dissipativity conditions for (homogeneous) linear state-space models are not applicable to such systems due to the presence of the constant bias/supply components. For this reason, we propose a generalization of these conditions, account for the fact that affine linearized models are meaningful only in the vicinity of a well-defined operating point, with the inputs restricted to a bounded set. We will in fact show that dissipativity of affine linearized models holds locally [19], but only if an explicit constraint on input boundedness is verified. We refer to this property as Bounded-Input Dissipativity (BID). The proposed BID conditions provide a novel theoretical framework, which can be readily applied to enhance robustness in numerical circuit simulation. Specifically, BID conditions can be implemented as automated numerical checks to detect physically inconsistent behavior even during runtime. Examples include possibly diverging voltages and currents due to excess power generated by linearized circuit models operating outside their range of validity. The test cases of Sec. VII will demonstrate this concept.

Our approach is complementary to [20]–[23], where the local dissipativity properties of a nonlinear system are assessed through simplified models. Here the focus is on dissipativity of the simplified model itself, given an original dissipative large-scale nonlinear system. A similar problem is treated in the recent paper [24], which, however, confines the discussion to linear time invariant local models in standard form.

This paper is organized as follows. Sec. II introduces notation and some preliminaries and sets up the problem. Sec. III recalls basic definitions of dissipativity. In Sec. IV, we define BID conditions in integral and differential forms, which, as shown in Sec. V, can be reduced to convenient Bilinear Matrix Inequalities. In Sec. VI, we discuss several approaches for the verification of the proposed BID conditions with simultaneous maximization of the small-signal input amplitude for which the BID property is guaranteed. Several examples are used in Sec. VII to illustrate the above-mentioned concept and to validate the proposed theory and estimation algorithms.

II. BACKGROUND AND PROBLEM SETTING

A. Notation

We denote the δ-ball in $\mathbb{R}^M$ centered at 0 by

$$B_\delta = \{ \tilde{u} \in \mathbb{R}^M : \| \tilde{u} \|_2 \leq \delta \},$$

where $\delta \in \mathbb{R}$ a positive constant and $\| \cdot \|_2$ the standard Euclidean norm. The set of all one-sided signals whose amplitude is uniformly bounded by $\delta$ is denoted by

$$B^1_\delta = \{ \tilde{u}(\cdot) : \tilde{u}(t) \in B_\delta \ \forall t \text{ and } \tilde{u}(t) \equiv 0 \ \forall t \leq 0 \}$$

and the set of corresponding δ-bounded signals with a superimposed DC component $U_0$ is denoted by

$$B^0_{\delta,U_0} = \{ u(\cdot) : u(t) = U_0 + \tilde{u}(t) \ \forall t, \forall \tilde{u} \in B^1_\delta \}.$$  

For a symmetric matrix $W = W^T$, we write $W > 0$ if $W$ is positive definite (all its eigenvalues are positive).

B. Small-signal models

Our discussion starts from a generic nonlinear $M$-port system described in state-space form

$$\dot{\xi}(t) = F(\xi(t), u(t)), $$

$$\eta(t) = G(\xi(t), u(t)),$$

where $u, \eta \in \mathbb{R}^M$ denote the input and output signals, $\xi, \dot{\xi} \in \mathbb{R}^N$ are the internal state vector and its time derivative, and $F, G$ are $C^1$-smooth maps. Each port $m$ defines two electrical variables (a voltage $v_m$ and a current $i_m$), one corresponding to the $m$-th input $u_m(t)$ and the other corresponding to the $m$-th output $\eta_m(t)$. Therefore, only immittance (including impedance, admittance and hybrid) representations are considered. Henceforth all signals $u, \xi, \eta$ are dimensionless, scaled by appropriate reference values $U_{\text{ref}}, \Xi_{\text{ref}}, Y_{\text{ref}}$.

Next, we summarize the main steps that lead to a linearized system whose order $n$ can be much smaller than the dimension of the original state $N$, and whose input-output properties approximate those of (4) in the vicinity of the operating point.

We start by splitting all signals as

$$u(t) = U_0 + \tilde{u}(t), \quad \xi(t) = \Xi_0 + \dot{\xi}(t), \quad \eta(t) = Y_0 + \tilde{\eta}(t),$$

with the following assumptions:

1) $(U_0, \Xi_0, Y_0)$ is a well-defined asymptotically stable equilibrium point [25, Sec. 5], corresponding to the static input $U_0$ with $(\Xi_0, Y_0)$ being the constant solution of (4)

$$0 = F(\Xi_0, U_0),$$

$$Y_0 = G(\Xi_0, U_0)$$

2) $\tilde{u}(t) \equiv 0$ for $t \leq 0$, and thus

$$u(t) = U_0, \quad \xi(t) = \Xi_0, \quad \eta(t) = Y_0, \ \forall t \leq 0.$$  

3) the small-signal condition in the input is imposed by constraining $\tilde{u} \in B^0_\delta$ with a known bound $\delta > 0$.

These assumptions can be justified as follows. Conditions (6)-(7) coincide with the exact operations that are performed by any SPICE-like circuit solver for transient simulation. The operating point (6) is computed first, then transient time-stepping iterations are performed with initial conditions defined by the operating point (7). Furthermore, asymptotic stability of the operating point and small-signal operation are prerequisites for the correct functioning of the specific circuit blocks under investigation (e.g., linear amplifiers and low dropout voltage regulators). If these conditions are not met, using linearized small-signal models is inappropriate in the first place (this scenario is not of interest for this work).

Under assumptions 1)-3), an approximate small-signal model can be obtained by linearizing (4) around $(\Xi_0, U_0)$

$$\dot{\hat{\xi}}(t) \approx \hat{A} \hat{\xi}(t) + \hat{B} \tilde{u}(t), $$

$$\tilde{\eta}(t) \approx \hat{C} \hat{\xi}(t) + \hat{D} \tilde{u}(t),$$

where $\hat{A}, \hat{B}, \hat{C}, \hat{D}$ are the matrices of partial derivatives of maps $F, G$ computed at the equilibrium $(\Xi_0, U_0)$. 
The dimension $N$ of $\xi$ can be large, and Model Order Reduction techniques are often applied to reduce its complexity, leading to a generic small-signal reduced-order model of (4)

$$
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t) + Du(t) + Y_C,
\end{align*}
$$

(9)

with $\dim(\tilde{x}) = n < N = \dim(\xi)$. The corresponding transfer function from $\tilde{u}$ to $\tilde{y}$ approximates the transfer function of (8)

$$
\tilde{H}(s) = D + C(sI - A)^{-1}B \approx \tilde{D} + \tilde{C}(sI - \tilde{A})^{-1}\tilde{B}
$$

(10)

up to an error that depends on the adopted reduction scheme. Classical projection [26] or truncation [27] methods or data-driven fitting approaches [28], [29] can be used for order reduction, for an overview, see [15]. All numerical examples in this paper result from application of the Vector Fitting algorithm [28] to a set of frequency response samples $H_k = \tilde{H}(j\omega_k)$ previously computed by a circuit solver at discrete frequencies $\omega_k$. Henceforth we assume that the reduction process preserves asymptotic stability, so that all eigenvalues of $A$ have a (strictly) negative real part.

C. Affine linearized models

We define the affine linearized model of (4) as a modification of the reduced-order model (9) as follows

$$
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t) + Du(t) + Y_C,
\end{align*}
$$

(11)

where the constant vectors $X_0, Y_C$ are defined as

$$
Y_C = Y_0 - (CX_0 + DU_0) \quad \text{and} \quad X_0 = -A^{-1}BU_0.
$$

(12)

Comparing (11) to (9), one notices that

1) model (11) is fed by the total input $u = U_0 + \tilde{u} \in B_0^{U_0}$ rather than just its small-signal component $\tilde{u} \in B_0^\gamma$;

2) the output contains the constant term $Y_C$, which is needed to provide matching between (4) and (11) at the stationary regime $u(t) \equiv U_0, x(t) \equiv X_0 \implies y(t) \equiv Y_0$;

3) similarly to (5), we can split the signals $x(t)$ and $y(t)$ as

$$
\begin{align*}
x(t) &= X_0 + \tilde{x}(t), \\
y(t) &= Y_0 + \tilde{y}(t),
\end{align*}
$$

(13)

where, due to the initial condition in (11), $\tilde{x}(t) = 0$ and $\tilde{y}(t) = 0$ for $t < 0$. In other words, the circuit is at rest for $t < 0$, where only the constant bias signals are applied. The above conditions provide a consistent framework, where the original nonlinear circuit block can be replaced by its affine linearized model in a circuit simulation environment. Notice that there is no simple relation between the “genuine” equilibrium state $X_0$ and $X_0$. Using (11) instead of (4), however, one has to define the initial condition $X_0$ as in (12) in order to guarantee that the constant components $U_0$ and $Y_0$, henceforth denoted as DC components, match exactly the input and output levels defining the operating point of (4). The signal $\tilde{y}(t) = y(t) - Y_0$ approximates the actual small-signal component $\tilde{y}(t)$ with an error introduced by the linearization and model reduction procedures. With reference to Fig. 1, which illustrates the above affine linearization process in the scalar (one-port) static case, we remark that both models (9) and (11) should be considered as valid approximations of (4) only if the deviations from the equilibrium point are sufficiently small. If this assumption is not verified, then different modeling strategies should be adopted, see e.g. [30].

D. Reachability sets of small-signal and affine linearized models

In order to study the local dissipativity properties of (11), we need a characterization of the set where its state can dwell when the input signal is bounded in amplitude. This reduces to analysis of the reachability set for the small-signal model (9) subjected to input $\tilde{u} \in B_0^\gamma$, defined as follows.

**Definition 1:** The reachability set $R_\gamma$ of (9) is the set of all states $\tilde{x}(t)$ that can be reached (in some finite time) from the initial state $\tilde{x}(0) = 0$ under some input $\tilde{u} \in B_0^\gamma$, for given $\gamma \geq 0$. That is

$$
R_\gamma = \{ \tilde{x}(t) : t \geq 0 \ \text{and} \ (9) \ \text{holds with} \ \tilde{u} \in B_0^\gamma \}.
$$

Due to the linearity, the states of the affine linearized model (11) reachable from $x(0) = X_0$ under inputs $u \in B_0^{U_0}$ constitute the set $X_0 + R_\gamma$, that is, the translation of the small-signal reachability set by the constant state bias $X_0$.

III. BACKGROUND ON CLASSICAL DISSIPATIVE SYSTEMS

Before introducing the BID conditions in Sec. IV, we recall some classical definitions and results on dissipative systems.

A. Classical dissipative systems

We start by recalling the well-known characterization of dissipative systems from [4], formulated in the considered immittance representation.

**Definition 2:** A system is dissipative if there exists a non-negative storage function of the state $E(x(t)) \geq 0$ such that

$$
E(x(t)) - E(x(0)) \leq \int_0^t u(\tau)^T y(\tau) \, d\tau \quad \forall t \geq 0
$$

(14)
for any value of input vector $u$, output vector $y$ and state vector $x$ compliant with the system dynamics.

The storage function $E(x)$ can be interpreted as a level of energy stored in the system for a given value of the state vector $x$. The left-hand side of (14) represents the increase of such energy after $t$ seconds of the system operation. For a dissipative system, such an increase cannot exceed the total energy received from the environment, expressed in the right as the time integral of the net input power flow (assumed positive when inward). We henceforth refer to the integral in (14) as the cumulative energy flow. If the function $E$ is $C^1$-smooth, condition (14) can be cast in differential form as

$$\frac{d}{dt} E(x(t)) \leq u(t)^{\top} y(t) \quad \forall t \geq 0. \quad (15)$$

This last expression states that for a dissipative system the rate of change of the stored energy can not exceed the instantaneous power provided by the environment.

B. A particular case: the Kalman-Yakubovich-Popov Lemma for linear time-invariant systems

Consider the particular case of a linear and time-invariant system, such as (9). It is known [5, Theorem 3] that if a storage function satisfying the dissipation inequality (15) exists, it can be found within the class of positive definite quadratic forms: $E(x) = x^{\top} P x$ with $P > 0$. More formally, a minimal (controllable and observable) system (9) is dissipative if and only if the following Linear Matrix Inequality is feasible

$$\exists P > 0 : \quad z^{\top} \Sigma_0(P) z \leq 0 \quad \forall z$$

where

$$\Sigma_0 = \begin{bmatrix} A^{\top} P + PA & PB - C^{\top} \\ B^{\top} P - C & -D - D^{\top} \end{bmatrix} \quad \text{and} \quad z = \begin{bmatrix} x \\ u \end{bmatrix}.$$ \quad (17)

As discussed in [5], this statement is equivalent to the Kalman-Yakubovich-Popov lemma, and (16) is feasible if and only if the system satisfies the condition of positive realness.

IV. BOUNDED INPUT DISSIPATIVITY: BID

We now proceed to the main contribution of this work, namely the characterization of the energy properties of (11).

A. BID: integral form

Consider affine linearized system (11). In the adopted signal representation, both $u(t)$ and $y(t)$ include a DC and a small-signal component, so the input power flow can be written as

$$p(t) = u(t)^{\top} y(t) = (U_0 + \bar{u}(t))^{\top} (Y_0 + \bar{y}(t)). \quad (18)$$

Here the DC power component $P_0 = U_0^{\top} Y_0$ is fixed based on the operating point, and matches identically the DC power absorbed by the original system (4) in absence of small-signal components. A similar supply rate is used in [31] to characterize the so-called Equilibrium Independent Passivity.

The need for the concept of BID is clarified by the following example, which describes a practically relevant particular case.

Example 1: Let us assume that $P_0 > 0$. The sign of the small-signal power component $\bar{p}(t) = \bar{u}(t)^{\top} \bar{y}(t)$ is unknown and can be even persistently negative $\forall t \geq 0$, which corresponds to a non-dissipative behavior of the small-signal model (consider an amplifier circuit as a typical example). Due to linearity, replacing $\bar{u}$ with $ai\bar{u}$ causes $\bar{p}$ to be rescaled by $a^2$. Then, there exists a critical value $a_e$ for which the total power $p(t)$ becomes negative. We can thus expect that affine system (11) behaves as dissipative for small inputs $\bar{u}$ and as non-dissipative when $\bar{u}$ increases beyond a critical size.

The above qualitative considerations are now made more general and precise. We introduce the following definition.

Definition 3: The affine linearized system (11) is Bounded Input Dissipative (BID) with respect to the input amplitude level $\gamma \geq 0$ if there exists a continuous function $E(x)$ which satisfies (14) for any solution to (11) with input $u \in B_{\gamma}^{U_0}$.

Remark 1: Unlike the standard definition of dissipativity (Definition 2), we consider only solutions starting at the equilibrium point $X_0$, consistently with (11). Also, the assumption $E(x) \geq 0$ is dropped. If a continuous storage function satisfying (14) exists, one can always ensure that $E(x) \geq 0$ whenever $x(t) \in X_0 + R_{\gamma}$ by adding a sufficiently large positive constant $E(x) \leftarrow E(x) + c$. Provided that $u \in B_{\gamma}^{U_0}$, the values $E(x)$ at the points $x \notin X_0 + R_{\gamma}$ play no role.

B. BID: differential form

Assuming that the storage function is smooth, we show that the integral inequality (14) is implied by the following algebraic inequality, which is similar to (15) and can be interpreted as the BID definition in differential form.

Lemma 1: Let $E(x)$ be a $C^1$-smooth function in some vicinity of $X_0 + R_{\gamma}$ satisfying the dissipation inequality

$$\frac{dE(x)}{dx}(Ax + Bu) \leq u^{\top} y,$$ \quad (19)

for any vectors $x, u, y$ such that $x - X_0 \in R_{\gamma}$, $u - U_0 \in B_{\gamma}$, $y = Cx + Du + Y_C$. Then any solution of (11) with $u \in B_{\gamma}^{U_0}$ satisfies the integral inequality (14).

The proof of Lemma 1 is provided in Appendix A. Lemma 1 provides a purely algebraic sufficient condition for BID, entailing the following result to be proved in Appendix B.

Theorem 1: Consider a nonlinear system as in (4) and its affine linearization (11) corresponding to DC bias input $U_0$, state $X_0$, and output $Y_0$. If the system at the bias point is asymptotically stable and dissipates a strictly positive DC power $U_0^{\top} Y_0 > 0$, then there exists a non-zero $\gamma_e > 0$ such that the system is BID for any input $u \in B_{\gamma_e}^{U_0}$ with $\gamma < \gamma_e$.

V. VERIFICATION OF THE BID PROPERTY

The BID property may hold or fail depending on the amplitude $\gamma$ of the small-signal input, e.g. Theorem 1 ensures this property for sufficiently small $\gamma$ whenever $P_0 > 0$. Our aim in this section is to devise a numerically viable approach for checking whether system (11) is BID for a given input amplitude $\gamma$. Our approach will build on the algebraic condition provided by Lemma 1. At the second stage (Sec. VI), we will exploit this tool to estimate the maximum input amplitude $\gamma_{\text{max}}$ for which BID is verified. The resulting bound $\gamma_{\text{max}}$ will thus define a trust region for the small-signal inputs such that the energy behavior of the affine linearized model (11) is qualitatively consistent with the original system (4).
A. Overview

When the input of system (11) is bounded as \( u \in \mathcal{B}_{U_0} \), the corresponding state vector is confined to the reachability set \( x \in X_0 + R_\gamma \). Therefore, verification of the BID property (19) for a given amplitude level \( \gamma \) requires the characterization of the reachability set \( R_\gamma \) defined in II-D, which is in general difficult to obtain in an exact form. Therefore, we will resort to an approximate characterization based on overbounding \( R_\gamma \) by an ellipsoid (Sec. V-C). This will produce an algebraic condition for BID (Sec. V-D) which can be easily tested in finite time, once a suitable parameterization of the storage function \( E \) is given in a sufficiently large class is devised (Sec. V-B).

We remark that our requirements are very different from common scenarios in the control literature, where the original system is a plant, whose behavior is to be made compliant with given performance criteria via control design. Sometimes these criteria are even based on full state constraints, as in the recent works [32], [33]. Here, the states have no particular physical meaning, being the result of a black-box input-output reduced-order identification; therefore, state constraints in any form, including approximate estimation through dedicated observers [34], loose practical significance. Hence, we do not enforce any constraints on the system, but rather wish to check, possibly in runtime during circuit simulation, whether the reduced-order linearized model has an energy behavior that is consistent with the original nonlinear circuit block.

B. Storage functions

As discussed in Sec. III-B, dissipativity of a LTI state-space system implies the existence of a storage function in the class of positive definite quadratic forms in view of the Kalman-Yakubovich-Popov lemma. The BID property instead admits more general storage functions, in particular, the condition of positivity can be discarded. One open problem is to determine a “minimal” class of potential storage functions with a suitable parametrization to be used for numerical BID verification.

In order to address this issue, this paper derives sufficient criteria for BID by employing quadratic storage functions

\[
E(x) = \frac{1}{2} x^\top P x + q^\top x
\]

where \( P = P^\top \) is a symmetric matrix (possibly, with negative eigenvalues), and \( q \) is a vector. This class of functions will still allow us to derive efficient criteria for BID, that work in many practically important cases. Notice that the presence of a linear term in (20) is important and may visibly increase the numerically-determined small-signal input amplitude for which the BID property can be established, see Sec. VII.

C. Approximation of the Reachability Set

The reachability set \( R_\gamma \) discussed in Sec. II-D is a closed and bounded set that includes the origin. Therefore, it is possible to embed and overbound \( R_\gamma \) by an ellipsoid \( E_{W,\gamma} \doteq \{ \tilde{x} : \tilde{x}^\top W \tilde{x} \leq \gamma^2 \} \) parameterized via an appropriate matrix \( W \succ 0 \). The following lemma allows us to find such an ellipsoid by solving a feasibility problem involving a specific Bilinear Matrix Inequality.

**Lemma 2:** Given an input amplitude bound \( \gamma > 0 \), if there exists a matrix \( W \succ 0 \) and a scalar \( \alpha_r \geq 0 \) satisfying the matrix inequality

\[
\begin{bmatrix}
A^\top W + WA + \alpha_r W & WB \\
B^\top W & -\alpha_r I
\end{bmatrix} \leq 0,
\]

then \( R_\gamma \subseteq E_{W,\gamma} \doteq \{ \tilde{x} : \tilde{x}^\top W \tilde{x} \leq \gamma^2 \} \).

The proof of Lemma 2 for input amplitude bound \( \gamma = 1 \) is given in [35]. The extension to general \( \gamma > 0 \) is immediate since due to the linearity of (9) the reachable set for \( \gamma > 0 \) is a \( \gamma \)-inflated version of \( R_1 \), i.e., \( R_\gamma = \gamma R_1 \). Therefore, \( R_1 \subseteq E_{W,1} \) is equivalent to \( R_\gamma \subseteq \gamma E_{W,1} = E_{W,\gamma} \).

D. Algebraic conditions for Bounded Input Dissipativity

We are now going to provide a sufficient condition for bounded input dissipativity.

**Theorem 2:** If for some \( \gamma > 0 \) the following inequality holds

\[
\tilde{z}^\top \Sigma_0(P) \tilde{z} + 2\theta_0(P,q) \tilde{z} + \phi_0 \leq 0,
\]

\( \forall \tilde{x}, \tilde{u} : \tilde{x}^\top W \tilde{x} \leq \gamma^2, \tilde{u}^\top \tilde{u} \leq \gamma^2 \) \hspace{1cm} (22)

where \( \Sigma_0(P) \) and \( \tilde{z} \) are defined in (17),

\[
\theta_0 = \begin{bmatrix}
A^\top (P X_0 + q) - C^\top U_0 \\
B^\top (P X_0 + q) - D^\top U_0 - Y_0
\end{bmatrix},
\]

\[
\phi_0 = -2 U_0^\top Y_0,
\]

and matrix \( W \) satisfies the conditions of Lemma 2, then affine linearized system (11) is BID with input amplitude level \( \gamma \).

**Proof:** Condition (22) can be obtained by substituting the quadratic storage function (20) into the differential BID dissipation inequality (19) together with the assumptions of Lemma 1, and using the state space equations (11) to simplify the resulting expression. Clearly, if (22) holds, then (19) is verified and the system (11) is BID for the given input amplitude level \( \gamma \).

Note that (22) is only a sufficient condition for BID, due to the overbounding approximation of the actual reachable set.

The BID condition (22) to be verified differs from the standard condition (16) employed by the Kalman-Yakubovich-Popov lemma. First, inequality (22) includes some additional terms with a direct physical interpretation. The constant factor \( \phi_0 \) represents the DC power contribution, whereas the linear factor represents the cross-coupling between DC (the various terms in vector \( \theta_0 \)) and small-signal power flows. This factor provides a precise characterization of the stored energy and power redistribution between signal components. Second, whereas (16) does not constrain the stack vector \( \tilde{z} \), the BID condition (22) should hold under two additional constraints on its components. If these constraints are removed (\( \gamma = \infty \), that is, the input is unconstrained), all DC components are set to zero, and the storage function is a positive definite quadratic form, then (22) reduces to condition (16).

A direct numerical verification of condition (22) is problematic due to the quadratic constraints on \( \tilde{u} \) and \( \tilde{x} \). A simpler condition can however be obtained by applying the so-called \( S \)-procedure [36], which gets rid of the constraints on \( \tilde{x}, \tilde{u} \) by introducing two auxiliary variables.
Lemma 3: Given the affine linear system (11) with input amplitude $\gamma$, condition (22) is implied by the existence of two constants $\alpha_x, \alpha_u \geq 0$ such that
\[
\tilde{x}^T \Sigma(P, W, \alpha_x, \alpha_u) \tilde{x} + 2 \theta(P, q)^T \tilde{x} + \phi \leq 0 \quad \forall \tilde{x},
\] (24)
where $\Sigma, \theta, \phi$ are defined as follows
\[
\Sigma = \begin{bmatrix}
A^T P + PA - \alpha_x W & PB - C^T \\
B^T P - C & -D - D^T - \alpha_I I
\end{bmatrix},
\] (25)
where $\alpha, \phi$ are defined in (25). Then the system (11) is BID with respect to input amplitude $\tilde{W}$.

The inequality (24), obtained by applying again the $S$-procedure to the inequalities (22), presents the advantage of having no explicit constraints in $\tilde{x}$ and can therefore be cast as the equivalent Bilinear Matrix Inequality condition
\[
\begin{bmatrix}
\Sigma(P, W, \alpha_x, \alpha_u) & \theta(P, q) \\
\theta(P, q)^T & \phi(\alpha_x, \alpha_u, \gamma)
\end{bmatrix} \leq 0,
\] (26)
with $\Sigma, \theta, \phi$ defined in (25). Then the system (11) is BID with the storage function (20) and the input amplitude level $\gamma$.

Proof: The inequality (26) is equivalent to (24), which by Lemma 3 implies (22). Since $W$ and $\alpha$ are feasible (27), Lemma 2 guarantees that the ellipsoid $\tilde{x}^T W \tilde{x} \leq \gamma^2$ contains all states reachable via inputs $\tilde{u} \in B_\gamma$. Theorem 2 thus implies that system (11) is BID with respect to input amplitude $\gamma$.

The inequalities in (28) are bilinear since $\Sigma$ involves the term $\alpha_x W$, $\phi$ involves the term $(\alpha_x + \alpha_u) \gamma^2$, and (27) involves the term $\alpha_x W$. However, for fixed $\alpha_x, \alpha_u, \alpha_i$ they reduce to usual LMIs with unknowns $W, P, q$ and $\gamma^2$.

VI. MAXIMIZING THE INPUT AMPLITUDE

The BID definition assumes that the small-signal input $\tilde{u}(t)$ belongs to a ball of radius $\gamma$, the latter entering the definition as a parameter. Clearly, if a system is BID for a given $\gamma$, it is also BID for any $\gamma_1$ such that $0 < \gamma_1 < \gamma$. Therefore, our objective will be in the following to identify the largest $\gamma_{\text{max}}$ for which the inequalities (28) are feasible. We propose three different approaches to solve this optimization problem.

1) Direct check of Bilinear Matrix Inequality feasibility: The simplest and most direct approach is to check the feasibility of matrix inequalities (27)-(28). With this strategy, the maximum allowed input amplitude is found by sweeping the variable $\gamma$ and checking for each value the feasibility of the conditions involved in Theorem 3. It is known that checking the feasibility of a Bilinear Matrix Inequality is a non-convex problem; nevertheless, commercial solvers are available which are able to tackle this problem. For this study, the solver Penlab [37] was exploited. We will show in Sec. VII that this direct approach may fail in some cases due to the solver’s peculiarities, so we present two alternative approaches, which are summarized below as Algorithms 1 and 2.

2) Alternate-coordinate optimization: The conditions of Theorem 3 are bilinear, however, once the scalar coefficients $\{\alpha_r, \alpha_u, \alpha_x\}$ are fixed, these conditions are linear in the remaining variables. Hence, an estimate of the maximum $\gamma$ for which BID holds can be found through an alternate-coordinate optimization procedure, iterating two successive steps. We start with initializing $\{\alpha_{r*}, \alpha_{u*}, \alpha_{x*}\}$ to some suitable values.

At step 1, we solve the following semidefinite program:
\[
\begin{align*}
\text{maximize} & \quad P, q, \gamma \\
\text{subject to} & \quad 
\begin{bmatrix}
A^T W + WA + \alpha_r W & WB \\
B^T W & -\alpha_r I
\end{bmatrix} \preceq 0 \\
& \quad \begin{bmatrix}
\Sigma(P, W, \alpha_{x*}, \alpha_{u*}) & \theta(P, q) \\
\theta(P, q)^T & \phi(\alpha_{x*}, \alpha_{u*}, \gamma)
\end{bmatrix} \preceq 0
\end{align*}
\]
(29)
where $\{\alpha_{r*}, \alpha_{u*}, \alpha_{x*}\}$ are fixed. Once the local maximizers of (29) $P, W, q, \gamma$ are obtained, at step 2 another Semidefinite Programming Problem is to be solved:
\[
\begin{align*}
\text{minimize} & \quad \alpha_x + \alpha_u \\
\text{subject to} & \quad 
\begin{bmatrix}
A^T W_* + WA_* + \alpha_r W_* & W_* B \\
B^T W_* & -\alpha_r I
\end{bmatrix} \preceq 0 \\
& \quad \begin{bmatrix}
\Sigma(P, W_*, \alpha_{x*}, \alpha_{u*}) & \theta(P, q) \\
\theta(P, q)^T & \phi(\alpha_{x*}, \alpha_{u*}, \gamma_*)
\end{bmatrix} \preceq 0 \\
& \quad \alpha_x \geq 0, \quad \alpha_u \geq 0, \quad \alpha_r \geq 0, \quad P = P^T
\end{align*}
\]
(30)
where the scalar coefficients $\alpha_x, \alpha_u, \alpha_r,$ and $q, P$ are considered as variables, while $W_*$ and $\gamma_*$ are held fixed. The minimizers of (30), $\alpha_{x*}, \alpha_{u*}$ and $\alpha_{r*}$ can next be used as fixed parameters in (29), and the process is repeated.

The iteration of these two optimization steps allows one to obtain the desired estimate of $\gamma_{\text{max}}$ for which BID holds. The heuristic choice of the cost function $\alpha_x + \alpha_u$ at step 2 is motivated by the structure of $\phi(\alpha, \alpha_u, \gamma)$ in (25): the reduction of $\alpha_x + \alpha_u$ may lead to increase in $\gamma$. We further impose the sequence of $\gamma_*$ values generated by the algorithm to be nondecreasing and stop the iteration as soon as we detect that $\gamma_*$ has decreased with respect to the previous iteration.

From a theoretical point of view, the approach is a heuristic non-convex optimization method, which is not guaranteed to converge to the global optimum. The non-decreasing sequence $\gamma_*$ converges to a limit, being its supremum value and giving a lower estimate for the optimal value of $\gamma$. At the same time, in our experiments we observed rapid convergence, in a few iterations, to good locally optimal points.

3) Decoupling of the Bilinear Matrix Inequality: This approach is based on decoupling the two conditions (27)-(28) and works in two successive steps. First, an approximation of the reachability set $R_*$ is obtained by finding a matrix $W$ of
maximum trace and a scalar \( \alpha_r \) satisfying (27), solving the following optimization problem

\[
\begin{align*}
\text{maximize} & \quad \text{Trace}(W) \\
\text{subject to} & \quad \begin{bmatrix} A^T W + W A + \alpha_r W & W B \\ B^T W - \alpha_r I \end{bmatrix} \preceq 0 \\
& \quad \alpha_r \geq 0 \\
& \quad W \succ 0
\end{align*}
\]

(31)

The maximal trace corresponds to the minimal “size” of the ellipsoid, understood as the sum of its squared semi-axes, and leads to the “tightest” approximation of the reachability set. The maximization can be achieved either by solving the bilinear problem or by sweeping on the variable \( \alpha_r \) and solving the resulting linear matrix inequality. This first step provides a bilinear problem or by sweeping on the variable \( \gamma \).

Algorithm 2 Decoupling of the Bilinear Matrix Inequalities

Input: Linearized model parameters \( A, B, C, D, U_0, Y_0 \)
Input: Search bound \( \alpha_{r,i}^N \), step sizes \( \Delta_{\alpha}, \Delta_{\gamma} \)
Output: Estimated maximum input amplitude \( \gamma_{\text{max}} \)

1: Set \( \gamma \leftarrow 0 \), \( k \leftarrow 0, 1, \ldots, \gamma_k^M \)
do
2: for \( k = 0, 1, \ldots, \gamma_k^M \)
do
3: Set \( \alpha_r \leftarrow k\Delta_{\alpha} \)
4: Find \( W_k \) that solves (31) with fixed \( \alpha_r \)
5: end for
6: Find \( k_r \) for which \( \text{Trace}(W) \) is maximum and set \( W \leftarrow W_{k_r} \)
7: while (32) is feasible with fixed \( \gamma \)
do
8: \( \gamma \leftarrow \gamma \pm \Delta_{\gamma} \)
9: end while
10: \( \gamma_{\text{max}} \leftarrow \gamma \)
end while

Algorithm 1 Alternate-coordinate optimization

Input: Linearized model parameters \( A, B, C, D, U_0, Y_0 \)
Input: stop tolerance \( \epsilon \), maximum iterations \( K \)
Output: Estimated maximum input amplitude \( \gamma_{\text{max}} \)

1: \( \gamma_{\text{max}} \leftarrow 0 \), \( k \leftarrow 1 \)
2: Find initial \( \alpha_{r,s}, \alpha_{u,s}, \alpha_{x,s} \) for which (29) is feasible
3: while \( k \leq K \)
do
4: \( \alpha_r \leftarrow \alpha_{r,s} \), \( \alpha_u \leftarrow \alpha_{u,s} \), \( \alpha_x \leftarrow \alpha_{x,s} \)
5: Solve problem (29) for maximizers \( P, W_s, \gamma, q_s \)
6: \( W \leftarrow W_s \), \( \gamma \leftarrow \gamma_s \), \( \gamma_{\text{max}} \leftarrow \gamma_s \)
7: if \( |\gamma_{\text{max}} - \gamma_{k-1}| \leq \epsilon \) then
8: \( \gamma_{\text{max}} \leftarrow \gamma_{\text{max}} \)
9: break
10: else if \( \gamma_{\text{max}} < \gamma_{k-1} \) then
11: \( \gamma_{\text{max}} \leftarrow \gamma_{\text{max}} \)
12: break
13: end if
14: Solve problem (30) for minimizers \( \alpha_{r,s}, \alpha_{u,s}, \alpha_{x,s} \)
15: \( k \leftarrow k + 1 \)
16: end while
17: return \( \gamma_{\text{max}} \)

VII. EXPERIMENTAL RESULTS

A. General considerations

The numerical assessment of the BID property will be performed by studying five different linearized models. For each of them, we will perform two types of experiments. At first, we will apply the methods exposed in Sec. VI in order to find the maximum amplitude level \( \gamma_{\text{max}} \) ensuring BID; we also show that the choice of purely quadratic candidate storage functions provides more restrictive (conservative) estimates of \( \gamma_{\text{max}} \) with respect to the adopted more general form (20).

Since Theorem 3 provides only a sufficient BID condition, a second empirical verification strategy will be aimed at estimating the degree of conservatism of the computed input bound \( \gamma_{\text{max}} \). This task will be accomplished by running a set of transient analyses aimed at evaluating the behavior of the cumulative energy flow (the integral in (14), i.e., the total energy received by the system from the environment), by increasing the amplitude of a specifically designed small-signal test input. In fact, the divergence of this integral to \(-\infty\) for a given input amplitude level \( \gamma \) provides an empirical proof that the system is not behaving as dissipative, since no storage function obeying (14) can exist under this condition. For this experimental evaluation we will confine ourselves to periodic small-signal inputs, which allow to certify the lack of dissipativity by means of finite-time transient simulations.

1) Designing test signals: We design test signals as follows. Denoting with \( H(\omega) \) the frequency response of the trasfer matrix associated with matrices \( A, B, C, D \) in (11), we consider its Hermitian part \( Q(\omega) = (H(\omega) + H(\omega)^H) \), noting that the quadratic form associated to \( Q(\omega) \) corresponds up to a scaling constant to the active power absorbed by the system under sinusoidal steady-state conditions at frequency \( \omega \). Based on the eigenvector decomposition

\[
Q(\omega)\mu_m(\omega) = \lambda_m(\omega)\mu_m(\omega)
\]

(33)

we find the smallest eigenvalue

\[
\lambda_s = \arg \min_{\omega,m} \lambda_m(\omega)
\]

(34)

with associated eigenvector as \( \mu_s \) and frequency of occurrence \( \omega_s \). A sinusoidal excitation at frequency \( \omega_s \) with phasor input defined by the mode \( \mu_s \) will thus lead to a power flow into the device equal to \( \lambda_s \). If \( \lambda_s < 0 \), then the system is physically supplying power to its environment.

Based on the above considerations, we define each component of a sinusoidal small-signal test input as

\[
\bar{u}^i_1(t) = |\mu^i_1| \cos(\omega_st + \angle \mu^i_1) \quad \forall t > 0
\]

(35)

where \( \mu^i_1 \) is the \( i \)-th component of \( \mu_s \). In our numerical experiments, we have found that a square wave with the same amplitude/phase configuration defined as

\[
\bar{u}^i_2(t) = |\mu^i_1| \text{sgn}(\cos(\omega_st + \angle \mu^i_s)) \quad \forall t > 0
\]

(36)
leads to a less conservative estimation of the BID input bound, therefore the latter will be used in all numerical tests. The actual test signals used for testing a given bound \( \gamma \) are then
\[
\tilde{u}_{1,2}(t) = \gamma \frac{\tilde{u}_{1,2}(t)}{\max_t \| \tilde{u}_{1,2}(t) \|_2}.
\] (37)

The critical value of \( \gamma \) for which the cumulative energy flow becomes persistently negative will be denoted throughout this section as \( \gamma_{\text{exp}} \). As a result, we can guarantee that
- for \( \gamma < \gamma_{\text{max}} \) computed as in Sec. VI the system behaves as BID;
- for \( \gamma \geq \gamma_{\text{exp}} \) the system is guaranteed not to be BID compliant, since a test input signal is found for which the inequality (14) fails to hold.

Therefore, the maximum allowed input amplitude \( \gamma_\ast \) is within the range \([\gamma_{\text{max}}, \gamma_{\text{exp}}]\). The degree of conservatism of the proposed approach can thus be estimated as \( \beta = \gamma_{\text{max}}/\gamma_{\text{exp}} \).

2) A particular case: There is a particular case for which the input amplitude \( \gamma_{\text{exp}} \) of signals \( \tilde{u}_1(t) \) and \( \tilde{u}_2(t) \) for which the system switches from BID to non-BID can be found analytically, providing also a quantitative explanation of why \( \tilde{u}_2(t) \) is more suitable than \( \tilde{u}_1(t) \) for our tests. Consider a 2-port system in form (11) for which the minimum eigenvalue \( \lambda_\ast \) occurs at frequency \( \omega_\ast = \infty \), with a corresponding eigenvector \( \mu_\ast = (1, 0)\). Suppose in addition that the state space matrix \( D \) is symmetric. The test signal (35) and the corresponding small-signal output reduce to
\[
\tilde{u}_1(t) = \gamma \begin{bmatrix} \cos(\omega_\ast t) & 0 \end{bmatrix}, \quad \tilde{y}_1(t) = D\tilde{u}_1(t) = \frac{\lambda_\ast}{2} \tilde{u}_1(t) \quad (38)
\]
Assuming steady-state operation, the integral (14) does not diverge to \(-\infty\) if and only if the active power absorbed by the circuit over one period is positive. Since
\[
p(t) = (\tilde{u}_1(t) + U_0)^\top (\tilde{y}_1(t) + Y_0) = \gamma^2 \frac{\lambda_\ast}{2} \cos(\omega_\ast t)^2 + \gamma \cos(\omega_\ast t)Y_0^\top + \frac{\lambda_\ast}{2} U_0^\top \cos(\omega_\ast t) + U_0^\top Y_0 \quad (39)
\]
we find the maximum value of \( \gamma \) for which the average power over one period is nonnegative as
\[
\int_0^{2\pi} p(t) dt \geq 0 \quad (40)
\]
which leads to the bound
\[
\gamma_1 \leq \gamma_{\text{exp},1} = \sqrt{\frac{4U_0^\top Y_0}{|\lambda_\ast|}}. \quad (41)
\]
The same derivation can be carried out for the square wave test signal (36)
\[
\tilde{u}_2(t) = \gamma \begin{bmatrix} \text{sgn} & \cos(\omega_\ast t) \end{bmatrix}
\]
which leads to the following bound
\[
\gamma_2 \leq \gamma_{\text{exp},2} = \sqrt{\frac{2U_0^\top Y_0}{|\lambda_\ast|}} < \gamma_{\text{exp},1}. \quad (43)
\]
Therefore, the square wave (in this special case) gives a less conservative estimate of the upper bound for \( \gamma \).
small signal response $\tilde{i}(t)$ of the linearized circuit.

The three optimization procedures presented in Sec. VI are then applied to the resulting system to estimate the maximum amplitude $\gamma_{\text{max}}$ that $\tilde{v}$ can attain in order to preserve the BID condition. All three methods return the same result $\gamma_{\text{max}} = 3.53\,\text{V}$. Repeating the experiments by confining the research of purely quadratic storage functions, the bound reduces to $\gamma_{\text{max}}|_{q=0} = 1.66\,\text{V}$ and $\gamma_{\text{max}}|_{q=0} = 0.64\,\text{V}$ for methods 1, 3 and 2, respectively. These results confirm that purely quadratic storage functions are not general enough for BID verification, since the set of allowed input signal is in fact larger when using the proposed more general form (20).

At the second stage, the linearized model was simulated making use of a small signal $\tilde{u}_2$ with amplitude $\gamma = \gamma_{\text{max}}$, and the cumulative energy flow was evaluated numerically. The top panel of Fig. 4 confirms that this energy flow is always positive: the system is continuously absorbing energy in agreement with the physical condition for dissipativity. We now increase the input amplitude until we experimentally verify that the trend of the energy flow changes sign, as depicted in the bottom panel of Fig. 4. The dissipation inequality holds until the amplitude $\gamma_{\exp} = 4.7\,\text{V}$ is reached. Beyond this level, the cumulative energy flow not only becomes negative at a given time horizon, but in fact linearly decreases to $-\infty$. The exact input amplitude bound $\gamma_*$ for which BID holds is in the range $[\gamma_{\text{max}},\gamma_{\exp}]$, with $\beta = 0.75$.

C. A network of coupled oscillators

The second test case is a network of coupled oscillators (Fig. 5). The main building block is a nonlinear LC oscillator (Fig. 6), where the nonlinear resistor has a non-monotonic piecewise-linear current-controlled characteristic shown in Fig. 7. All oscillator cells are connected by RL branches, with a single node connected to a voltage source $v_s(t) = V_s + \tilde{v}_s(t)$. A small-signal current source $i_d(t)$ is connected in parallel to one of the oscillators. Excluding the sources, a two-port system is obtained, which is described in hybrid representation.

The above general structure was tested in many different configurations, by parameterizing number of nodes, connectivity of the coupling network, and component values. We report the results of a 13-cell structure with a fully connected ($R_C = 14.5\,\Omega$, $L_C = 0.15\,\text{mH}$) coupling network. Each oscillator cell has a fixed resistance $R = 0.5\,\Omega$ and a resonance frequency $\frac{1}{\sqrt{LC}}$, which ranges from $\omega_{\text{min}} = 200\,\text{rad/s}$ to $\omega_{\text{max}} = 283\,\text{rad/s}$. The bias voltage is $V_s = 2\,\text{V}$.

For the particular network realization that we report here, we have a DC solution (with small-signals switched off)

$$U_0 = \begin{bmatrix} V_s & I_s \\ I_d & 0 \end{bmatrix} = \begin{bmatrix} 2\,\text{V} & 1.66\,\text{A} \\ 0\,\text{A} & 0.15\,\text{V} \end{bmatrix}. \quad (44)$$

The particular combination of the network parameters was determined by trial and error, such that the nonlinear resistor of each oscillator is biased in the active region, displayed in red in Fig. 7.

The linearized equivalent is cast in form (11) and has dimension $N = 117$. The eigenvalues of the system matrix $A$ have a strictly negative real part. The system is thus asymptotically stable in the vicinity of the operation point, but the resulting small-signal linearization behaves as locally active. As a confirmation, Fig. 8 reports one of the frequency-dependent Hermitian eigenvalues $\lambda(j\omega)$ of the small-signal transfer matrix $H(j\omega)$, which attains negative values in a well-defined frequency band. In order to reduce complexity, the system was subjected to model order reduction, reducing the dimension to $n = 20$. Figure 9 shows that no significant accuracy loss arises from the model order reduction process.

The two methods of Sec. VI-2 and VI-3 lead to the same estimate $\gamma_{\text{max}} = 0.43$ in 5 s and 75 s, respectively. Restricting the storage function to a quadratic form returned instead $\gamma_{\text{max}}|_{q=0} = 0.36$ with method 3, while method 2 is early stopped after the first iteration due to a non-increasing estimate of $\gamma$. Similarly to the previous test case, the transient simulation of the linearized system leads to a larger input bound $\gamma_{\exp} = 0.53$, so that we infer that $\gamma_* \in [0.43,0.53]$, with $\beta = 0.81$. The corresponding cumulative energy flow (diverging to $-\infty$) resulting from the test signal (36) with amplitude $\gamma_{\exp}$ is shown in Fig. 10, confirming that the linearized model behaves as non-dissipative for $\gamma = \gamma_{\exp}$.
Fig. 8. Frequency-dependent trajectory of one eigenvalue of $Q(j\omega) = (H(j\omega) + H(j\omega))^{\text{H}}$ of the coupled oscillator network.

Fig. 9. Coupled oscillator network: frequency responses of selected elements of the transfer matrix. Blue: original system; red: reduced order model.

Fig. 10. Cumulative energy flow (as in Fig. 4) for the coupled oscillators network.

Fig. 11. A Low Noise Amplifier circuit [38].

D. An Low Noise Amplifier circuit

We now consider a Low Noise Amplifier circuit for radio-frequency operation working at 2 GHz, depicted in Fig. 11. See [38] for additional details. Considering an admittance representation, the DC supply/bias levels are

\[
U_0 = \begin{bmatrix} V_{\text{in}} \\ V_{\text{out}} \\ V_{\text{sup}} \end{bmatrix} = \begin{bmatrix} 0 \\ 4.5 \\ 0 \end{bmatrix} \text{ V}, \quad Y_0 = \begin{bmatrix} I_{\text{in}} \\ I_{\text{out}} \\ I_{\text{sup}} \end{bmatrix} = \begin{bmatrix} 0 \\ 13 \end{bmatrix} \text{ mA}
\]

Due to the presence of the lossy transmission line segments, characterized by frequency-domain telegrapher’s equations with frequency-dependent parameters to represent skin and dielectric losses, it is not possible to cast the system dynamics as a finite-dimensional state-space form. Therefore, we identify a local linearized equivalent by means of the Vector Fitting algorithm [28], applied to frequency samples obtained by a small-signal frequency response sweep. The result is an affine state-space form (11) with $n = 30$ states.

For this case study, application of the direct Bilinear Matrix Inequality feasibility check of Sec. VI-1 turned out to be impractical, since the verification of the feasibility of conditions (27) (28) for a single fixed $\gamma$ required more than one hour. Conversely, the other two methods of Sec. VI-2 and Sec. VI-3 returned the same solution $\gamma_{\text{max}} \approx 0.58$ V in approximately 8 s and 64 s, respectively. Unlike the example of Sec. VII-B, the usage of purely quadratic storage functions ($q = 0$) leads a very close bound $\gamma_{\text{max}|q=0} \approx 0.57$ V.

Figure 12 reports the trend of the cumulative energy flow obtained with test signal (36) with $\gamma = \gamma_{\text{exp}} = 0.68$ V. We conclude that the linearized system is compliant with BID conditions with a maximum allowed input amplitude $\gamma_* \in [0.57, 0.68]$ V. Therefore, the computed bound through the proposed approach is at least $\beta = 0.84$ of the exact bound.

E. A Four Stage Amplifier

Here we analyze a basic four stage amplifier circuit in Fig. 13 (see [39, pp. 335-338] for further details). The amplifier is linearized around the operating point

\[
U_0 = \begin{bmatrix} V_{\text{CC}} \\ V_{\text{CS}} \\ V_{\text{IN}} \\ V_{\text{OUT}} \end{bmatrix} = \begin{bmatrix} 5 \\ 3.95 \\ 0 \end{bmatrix} \text{ V}
\] (45)
with corresponding DC steady state outputs

\[ Y_0 = I_0 = \begin{bmatrix} I_{CC} \\ I_{CS} \\ I_{IN} \\ I_{OUT} \end{bmatrix} = \begin{bmatrix} 27.27 \\ 246.2 \times 10^{-3} \\ 77.10 \times 10^{-3} \\ 0 \end{bmatrix} \text{mA} \] (46)

Also in this case a linearized model in form (11) with \( n = 40 \) states was obtained through a frequency-domain identification based on the vector fitting scheme, applied to the samples of the small-signal frequency response provided by SPICE.

Also for this example the strategy of Sec. VI-1 failed to provide an answer in reasonable time, whereas the other two methods of Sec. VI-2 and Sec. VI-3 provided consistent estimates \( \gamma_{\text{max}} = 1.2 \text{ V} \) in 22 s and 149 s, respectively. The estimates for quadratic storage functions \( (q = 0) \) are the same.

Repetition of the same experimental verification based on the cumulative energy flow analysis with the test signal (36) allows to evaluate the conservatism of the estimates. Transition to a persistently negative energy flow (Fig. 14) occurs for \( \gamma_{\text{exp}} = 1.94 \text{ V} \), which is significantly larger the computed bound \( \gamma_{\text{max}} \). Therefore, we can conclude that the exact bound for BID is in the range \( \gamma_s \in [1.2, 1.94] \text{ V} \), with \( \beta = 0.62 \).

### F. A Low Drop-Out Voltage Regulator

The last test case is a Low Drop-Out (LDO) voltage regulator, whose details and schematic are detailed in [40]. The nominal bias DC inputs are defined as

\[ U_0 = \begin{bmatrix} V_{\text{DD}} \\ -I_L \end{bmatrix} = \begin{bmatrix} 1.1 \text{ V} \\ -1.02 \text{ mA} \end{bmatrix}, \quad Y_0 = \begin{bmatrix} I_{\text{DD}} \\ V_L \end{bmatrix} = \begin{bmatrix} 1 \text{ mA} \\ 0.594 \text{ V} \end{bmatrix} \]

where \( V_{\text{DD}} \) is the the DC voltage applied to Port-1, and \( I_L \) is the DC current supplied by Port-2. We analyzed the system using a hybrid representation, and we obtain a reduced-order linearized state-space equivalent as in previous examples, through a frequency-domain rational fitting based on the vector fitting scheme. All voltages and currents are normalized with scaling factors \( V_{\text{ref}} = 1 \text{ V} \) and \( I_{\text{ref}} = 1 \text{ mA} \).

A total runtime of 3 s and 88 s was required by the two methods of Sec. VI-2 and Sec. VI-3, respectively, to estimate the input bound \( \gamma_{\text{max}} = 0.0619 \). For a purely quadratic storage function, the predicted bounds are \( \gamma_{\text{max}}|_{q=0} = 0.0391 \) (method 2) and \( \gamma_{\text{max}}|_{q=0} = 0.015 \) (method 2).

For this test case, the conditions expressed in Sec. VII-A2 hold, and the bound \( \gamma_{\text{exp}} \) can be found analytically for both test signals (35) and (36). The results are

\[ \gamma_{\text{exp},1} = 0.0878 \quad \text{and} \quad \gamma_{\text{exp},2} = 0.0621. \] (47)

The effects of varying \( \gamma \) around \( \gamma_{\text{exp},2} \) is illustrated in Fig. 15, confirming the transition from positive to negative cumulative energy flow. We can conclude that the exact bound supporting BID is in the range \( \gamma_s \in [0.0619, 0.0621] \). The bound in this case seems to be almost non-conservative, with \( \beta = 0.996 \).

Table I summarizes all results on BID characterization.

### G. An example of instability induced by BID violation

We conclude this work by providing an example of how the usage of linearized models in a system level simulation may return results that are not only inaccurate, but totally unrealistic, if the proposed BID condition is violated. To this aim, consider an affine linearization of the LDO (Sec. VII-F) around the working point \( U_0 = [0.9 \text{ V}, -10 \text{ mA}]^\top \). We use of this model to simulate the behavior of the circuit reported in

---

**Fig. 13.** A four stage amplifier circuit.

**Fig. 14.** Cumulative energy flow (as in Fig. 4) for the four-stage amplifier test case.

**Fig. 15.** Cumulative energy flow (as in Fig. 4) for the LDO test case.

**Table I**

| Example                  | \( \gamma_{\text{max}} \) | \( \gamma_{\text{max}}|_{q=0} \) | \( \gamma_{\text{exp}} \) | \( \beta \) |
|--------------------------|---------------------------|-------------------------------|---------------------------|-----------|
| 2nd order circuit       | 3.53                      | 1.66                          | 4.7                       | 75        |
| Oscillator network       | 0.43                      | 0.36                          | 0.53                      | 81        |
| Low noise amplifier      | 0.58                      | 0.58                          | 0.68                      | 84        |
| 4-Stage Amplifier        | 1.2                       | 1.2                           | 1.94                      | 64        |
| LDO                      | 0.0619                    | 0.0391                        | 0.0621                    | 99.6      |

**COMPUTED UPPER BOUND ON INPUT AMPLITUDE**

**DETERMINED LOWEST INPUT AMPLITUDE FOR WHICH SYSTEM IS NOT BID; \( \beta = \gamma_{\text{max}}/\gamma_{\text{exp}} \).**
Fig. 16, where the Port 1 of the regulator is terminated with a reverse current protection diode and a shunt input capacitor. Using reverse current protection diodes is a common practice when dealing with voltage regulators, since inverse current flows, from the output to the input of the device can severely damage the component [41]. These kind of current flows can occur when the output voltage becomes suddenly higher than the input voltage. The protection circuit is thought to prevent the reverse current to last in time, by increasing the input voltage of the device and restoring the desired current direction.

A small-signal input disturbance is overimposed to the bias level of the current supplied by the regulator at Port 2. The complete input signal (which violates the BID threshold $\gamma_{\text{max}} = 0.002$) is reported in the top panel of Fig. 17. The middle and bottom panels of Fig. 17 report the voltages at the two device ports, obtained by transient simulation of both the linearized model and the actual LDO circuit.

It is clear that the simulation results are not only inaccurate, but qualitatively different: under the application of this small-signal input, the mean value of the current flow at Port 1 of the model becomes negative and the model continuously supplies power from both of its ports, thus violating the dissipativity condition. Due to the presence of the protection diode, the voltage across the input capacitor ramps up indefinitely. This instability occurs only for the linearized model, since it is able to generate an infinite amount of energy, whereas the actual nonlinear LDO circuit can bear reverse current flows of this type for a finite time before its operating point changes.

VIII. CONCLUSIONS

In this work, the new concept of Bounded Input Dissipativity (BID) has been introduced. When applied to linearized models of nonlinear circuit blocks, BID conditions ensure that such models behave as dissipative systems, provided that the small-signal components of the port variables are bounded by some given amplitude $\gamma$. In addition to a complete theoretical framework, we have provided a number of algebraic testing methods, which have been applied to various test cases in order to estimate the maximum input amplitude $\gamma_{\text{max}}$ for which the corresponding linearized model behaves as dissipative. It has been shown that this bound should be taken into account whenever a linearized model is exploited to speed up a system level simulation, since its violation can easily lead to unrealistic and nonphysical results.

The BID-preserving input amplitude has been defined here with respect to classical Euclidean norm. This choice has been mainly dictated by simplicity in the development of BID conditions, in particular to obtain a relatively simple characterization of the reachability set and, consequently, efficient numerical verification algorithms. In the future, we will investigate the possibility to extend the same concept to different norms, as required in many applications including analog and mixed signal circuit simulation, where different signals may be subjected to different bounds and ranges of variation, requiring tuning of individual signal components. In addition, future work will address the choice of alternative and more general (non-quadratic) storage functions in order to tighten the estimates for $\gamma$ and thus reduce the conservatism.
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APPENDIX

A. Proof of Lemma 1

Proof: By definition of the reachability set, $\bar{x}(t) = x(t) - X_0 \in R$, for any $t \geq 0$. Since $x(\cdot)$ is an absolutely continuous function and $E(\cdot)$ is $C_1$-smooth, the composition $E(x(\cdot))$ is also absolutely continuous and the derivative exists

$$\frac{d}{dt}E(x(t)) = \frac{\partial E(x(t))}{\partial x} \dot{x}(t) =$$

$$= \frac{\partial E(x(t))}{\partial x}(Ax(t) + Bu(t)) \leq u(t)^T y(t).$$

at almost all $t \geq 0$. The integral inequality (14) is proved now for any input $u \in B_{\mathcal{U}}^{0}$. By integrating the latter inequality.

B. Proof of Theorem 1

Proof: Choosing an arbitrary $C_1$-smooth function $E(x)$ and recalling that $AX_0 + BU_0 = 0$, one notes that

$$\frac{\partial E(X_0)}{\partial x}(AX_0 + BU_0) = 0 < U_0^T Y_0.$$

Consider now an input $u \in B_{\mathcal{U}}^{0}$ with associated small-signal component $u(t)$. Due to the assumed asymptotic stability, there exist constants $\kappa_x$ and $\kappa_y$ such that the small-signal state and
output vectors are bounded as $\| \dot{x}(t) \|_2 < \kappa_2 \gamma$ and $\| \dot{y}(t) \|_2 < \kappa_3 \gamma$ for all $t$. The power supply can thus be expressed as

$$u(t)^\top y(t) = U_0^\top Y_0 + \mathcal{O}(\kappa_p \gamma), \quad \gamma \to 0^+ \quad (49)$$

for a constant $\kappa_p > 0$. Since $E$ is $C^1$-smooth with a vanishing time derivative (48) at the equilibrium, it is easy to show that

$$\frac{dE(x(t))}{dt} = \mathcal{O}(\kappa_E \gamma), \quad \gamma \to 0^+ \quad (50)$$

for some constant $\kappa_E$. Combining (49) and (50), one shows the existence of some $\gamma_0 > 0$ such that the dissipation inequality

$$\frac{dE(x(t))}{dt} < u(t)^\top y(t) \quad \forall t \geq 0 \quad (51)$$

holds $\forall u \in B_{\gamma_0}^\infty$ for all $\gamma < \gamma_0$.
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