Identifying Reactive Sites and Surface Traps in Chalcopyrite Photocathodes
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Abstract: Gathering information on the atomic nature of reactive sites and trap states is key to fine tuning catalysis and suppressing deleterious surface voltage losses in photoelectrochemical technologies. Here, spectroelectrochemical and computational methods were combined to investigate a model photocathode from the promising chalcopyrite family: CuIn$_{0.3}$Ga$_{0.7}$S$_2$. We found that voltage losses are linked to traps induced by surface Ga and In vacancies, whereas operando Raman spectroscopy revealed that catalysis occurred at Ga, In, and S sites. This study allows establishing a bridge between the chalcopyrite’s performance and its surface’s chemistry, where avoiding formation of Ga and In vacancies is crucial for achieving high activity.

Understanding the atomic nature of reactive sites and surface traps is a key enabling step towards optimizing chemical conversion at semiconductor-liquid junctions. The recent development of operando analysis tools has provided deep insights into the operation of specific semiconductor electrodes for solar-driven H$_2$ production via water splitting. However, each material brings a unique atomic and electronic structure that requires the development of specific analysis tools and interpretation. One class of materials that offers a particular challenge is the chalcopyrites Cu(In,Ga)(S,Se)$_2$. These materials are gaining momentum as prospective photocathodes for H$_2$ production in photoelectrochemical (PEC) water splitting cells. Their attractiveness relies on their superb optoelectronic properties, their compatibility with solution-based manufacturing techniques, their ready-to-market photovoltaic performance, and their well-positioned energy bands to trigger the hydrogen evolution reaction (HER), among others. While typical chalcopyrite photocathodes utilize a complex buried junction architecture, recently, a direct chalcopyrite/electrolyte interface has shown hours-stable H$_2$-related saturation photocurrents close to the theoretical limit based on their band gap. While promising, given the multi-atomic surface of chalcopyrites, the origin of the surface reactivity remains to be elucidated, and moreover, an explanation for the inferior turn-on voltages ($V_{on}$) exhibited by these bare chalcopyrites is still missing. Therefore, a deeper understanding of the processes that govern $V_{on}$, such as the surface recombination and catalysis, is urgently needed to guide the optimization of bare chalcopyrites. For this purpose, here, we deployed an assortment of spectroelectrochemical and computational methods which provide new insights into the atomic nature of the reactive sites and trap states on the surface of a model chalcopyrite CuIn$_{0.3}$Ga$_{0.7}$S$_2$ (CIGS).

CIGS photocathodes were fabricated by sulfurizing nanocrystalline films as reported elsewhere. A complete characterization of the morphology, composition, and crystalline structure can be found in Figures S1–S3. The linear sweep voltammogram (LSV) of the CIGS film was recorded to assess the PEC response towards H$_2$ production (Figure 1a). $V_{on}$ is at ca. 0.1 V vs. RHE from where the photocurrent steadily increases up to 7 mA cm$^{-2}$ at −0.4 V vs. RHE. The photocurrent was monitored to be stable over 150 h (Figure S4) under continuous operation showing no evidence of degradation, while the Faradaic efficiency of ca. 97% (Figures S5, S6) confirmed H$_2$ production and ruled out corrosion reactions.

Electrochemical impedance spectroscopy (EIS) was employed to explore the interfacial electronic structure under operation. The Mott–Schottky (M–S) plot (Figure 1a) revealed that the flat band potential ($V_{fb}$) was located at 0.65 V vs. RHE, i.e., 550 mV more positive than $V_{on}$. This late onset could be explained by either Fermi level pinning (FLP) or a large overpotential for the reaction. The analysis under illumination allowed the extraction of the density of surface states (DOS), a proxy for the charge accumulated at the interface under operation, which appeared at the photocurrent onset (Figure 1a). This electronic signature, although not previously reported for HER photocathodes, has often been detected in photoanodes under water oxidation conditions.
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ditions and was interpreted as the build-up of intermediate species at the interface when the catalytic reaction takes place.\cite{17–20} It is plausible to consider that this surface charging is linked to the adsorption of atomic hydrogen, which precedes the hydrogen evolution.

To find the origin of the voltage bottleneck, we decouple the surface recombination and reaction dynamics at the CIGS/electrolyte interface by means of intensity-modulated photocurrent spectroscopy (IMPS).\cite{21} Figure 1b depicts the evolution of the rate constants for charge transfer ($k_{\text{tran}}$) and surface recombination ($k_{\text{rec}}$) as a function of the applied potential. At low applied bias ($>0.1$ V vs. RHE), $k_{\text{tran}}$ steadily increased whereas $k_{\text{rec}}$ remained constant. This is a common sign of FLP (Figure S7).\cite{22} Note that coupling a state-of-the-art Pt HER electrocatalyst barely impinged $V_{\text{on}}$, supporting that voltage losses were primarily governed by FLP (Figure S8).\cite{22} At high applied bias ($<0.1$ V vs. RHE), the behavior of the rate constants reversed, i.e., $k_{\text{tran}}$ appeared to be constant while $k_{\text{rec}}$ steadily dropped with more negative potentials. This is the expected response when a band-edge pinning regime dominates (Figure S7). Note that an extended M–S analysis corroborated the occurrence of FLP both in dark and under illumination (SI Section S11.2). Although these results confirmed the FLP as the main responsible for the voltage bottleneck, the energy and the chemical nature of the surface traps behind the FLP remain to be identified.

Photoluminescence (PL) spectroscopy has been successfully exploited to detect surface energy traps.\cite{24,25} Figure 2a depicts the PL spectrum of the CIGS. The sharp band at ca. 590 nm was assigned to the band-edge emission, which matches with the $E_g = 2.0$ eV estimated from the incident photon-to-current efficiency spectrum (Figure S9). The broad band at longer wavelengths could be attributed to radiative processes involving trap states. Two Gaussian curves centered at 783 nm and 641 nm were required to fit this band, evidencing the presence of at least two emission centers. Several studies have ascribed this signal to the transition from the conduction band edge ($E_{\text{CB}}$) to shallow acceptor levels that lie near the valence band edge ($E_{\text{VB}}$).\cite{24,26,27} Figure 2c shows an estimate of the energy band positions including the location of the traps.\cite{28} Figures 2a,b displays the PL spectrum in terms of potential for the sake of comparison with LSVs (Figure S10). The photocurrent remains negligible until the applied potential surpasses the traps, validating the hypoth-
esis that performance is governed by FLP. To narrow down the energy location of the traps, we tested the PEC response in the presence of the $[\text{Fe(CN)}_6]^{3-}/[\text{Fe(CN)}_6]^{4-}$ redox couple, denoted as Fe$^{3+}/$Fe$^{4+}$. We hypothesized that an outer-sphere redox couple located near the traps would allow to circumvent the voltage bottleneck by scavenging the trapped electrons. Indeed, the presence of Fe$^{3+}/$Fe$^{4+}$ triggered a rapid rise of the photocurrent from $V_{oc}$ onwards with near-zero voltage losses. Nanoscale imaging of the surface photovoltage (SPV) was employed to elucidate the spatial distribution of the traps (Figure S13). The constant value of the SPV throughout the surface suggests that the traps are likely related to the surface’s composition rather than to localized crystallographic defects such as grain boundaries or step edges.

To gain insight into the chemical identity of the traps, the projected density of states (PDOS) of few-layers-thick slab models of CIGS was computed examining the effect of intentionally introduced compositional defects (SI Section S13). Results in Figures 2d,e and S16 suggested that the presence of surface Ga ($V_{Ga}$) and In ($V_{In}$) vacancies caused the appearance of shallow acceptor levels that match well with those revealed by the PL and could act as trap states. Several studies support these findings.[24,27,29] We speculate that the broad PL band could originate from these two types of vacancies.

We next explored the atomic nature of the reactive sites which, despite being crucial for optimizing the HER, remains overlooked in these materials, by implementing operando Raman spectroscopy. As sketched in Figure 3a, the three-electrode setup enables changing the applied potential on the CIGS electrode, while the excitation beam simultaneously initiates the PEC process and allows to collect the Raman spectra of the reactive interface. As shown in Figure 3b, small applied biases (>0 V vs. RHE) delivered featureless spectra. However, higher applied bias (<0 V vs. RHE) led to the appearance of three distinct peaks centered at 1335 cm$^{-1}$, 1571 cm$^{-1}$, and 2560 cm$^{-1}$, whose intensity increased with potential and photocurrent. Therefore, it is reasonable to link them to intermediate species involved in the PEC reaction. Note that bubbles were detected at the laser spot, supporting $H_2$ generation (Figure S17). The peaks were assigned, with caution, to the In–H, Ga–H and S–H vibration, on the basis of simulations and literature references (Table S1). While this result hinted at the participation of In, Ga, and S in the HER, the absence of a Cu–H vibration suggested that Cu did not take part in this reaction. We cannot discount Cu states involved in the HER via a fast kinetic reaction, which would render a low enough steady state concentration of Cu–H to be detected. The chemical states of the reactive interface were characterized by XPS before and after testing. We hypothesized that the oxidation state of the reactive sites could undergo partial reduction due to the electron accumulation and electron current preferentially flowing through them.[30] The analyses revealed that while the Cu 2p spectra remained virtually unaltered, the In 3d, Ga 2p, and S 2p spectra changed during the reaction (Figure S20). The detected low-binding-energy contribution reflects an increased electron density in the surroundings of these ions that can be linked to their participation in the HER (SI Section S17).

With experimental evidence on the catalytic sites set in place, density functional theory calculations were undertaken to simulate the surface chemistry and establish a framework for interpretation (SI Section S13). The Gibbs free energy of atomic hydrogen bonding to the reactive site ($\Delta G_{H}$) is considered a descriptor for the HER.[31] Figure 4 depicts $\Delta G_{H}$ computed for the different adsorption sites available at the CIGS surface in two representative scenarios.[32] Firstly, Figure 4a displays $\Delta G_{H}$ for single adsorption sites, somewhat corresponding to a low surface coverage of atomic hydrogen. The lowest $\Delta G_{H}$ estimated for Ga and In sites suggests that these are the preferential catalytic sites, while the weak adsorption (high $\Delta G_{H}$) predicted for Cu accounts for its minor participation in the HER. Note that Cu orbitals barely contribute to the conduction band.[33,34] In this light, the participation of these sites to PEC HER can be considered unlikely. However, Cu surface concentration plays a major role at defining the p-type behavior as well as the optoelec-
tronic properties of chalcopyrites.\textsuperscript{[24,33,35]} Secondly, $\Delta G_{\text{H}}$ was calculated assuming that adsorption occurs at two sites within minimal distance from each other on our model surface to simulate a high surface coverage situation. Here, Ga and In sites appeared as the preferred adsorption sites. Note that while isolated S was not active for HER (high $\Delta G_{\text{H}}$), the proximity to Ga reduces $\Delta G_{\text{H}}$, activating this site for the reaction and demonstrating that the adsorption characteristics are greatly influenced by the chemical environment.

In conclusion, the origin of the photovoltage bottleneck of chalcopyrites can be traced on the basis of $\Delta G_{\text{H}}$. Note that the latter was estimated for a single configuration and expanding into other In/Ga or defective configurations could reveal the structure–catalysis relationship. These findings correlate the PEC response to the electronic properties of chalcopyrites.\textsuperscript{[24,33,35]} Secondly, Ga and In to suppress FLP and activating this site for the reaction and demonstrating that the adsorption characteristics are greatly influenced by the chemical environment.
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