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Blind source separation (BSS) and related topics such as independent component analysis (ICA), sparse component analysis (SCA), or nonnegative matrix factorization (NMF) have become emerging tools in multivariate signal processing and data analysis and are now one of the hottest and emerging areas in signal processing with solid theoretical foundations and many potential applications. In fact, BSS has become a quite important topic of research and development in many areas, especially speech enhancement, biomedical engineering, medical imaging, communication, remote sensing systems, exploration seismology, geophysics, econometrics, data mining, and so forth. The blind source separation techniques principally do not use any training data and do not assume a priori knowledge about parameters of mixing convolutive and filtering systems. Researchers from various fields are interested in different, usually very diverse aspects of BSS. BSS continues to generate a flurry of research interest, resulting in increasing numbers of papers submitted to conferences and journals. Furthermore, there are many workshops and special sessions conducted in major conferences that focus on recent research results. The International Conference on ICA and BSS is a prime example of the attractiveness and research diversity of this field.

The goal of this special issue is to present the latest research in BSS/ICA. We received more than 25 papers of which 10 were accepted for publication. The topics covered in this issue cover a wide range of research areas including BSS theories and algorithms, sparse representations, nonlinear mixing, and some BSS applications.

Theory and Algorithms for ICA/SCA

In the first paper in this issue, Thomas Melia and Scott Rickard present DESPIRIT algorithm which is an extension of the DUET Blind Source Separation algorithm which can demix an arbitrary number of speech signals using only two anechoic mixtures of the signals. The DUET-ESPRIT (DESPRIT) Blind Source Separation algorithm extends DUET to situations where sparsely echoic mixtures of an arbitrary number of sources overlap in time-frequency. This paper outlines the development of the DESPRIT method and demonstrates its properties through various experiments conducted on synthetic and real world mixtures.

In the second paper Scott Douglas developed new fixed-point algorithms for the blind separation of complex-valued mixtures of non-circularly-symmetric, and non-Gaussian independent source signals. Leveraging recently-developed results on the separability of complex-value signal mixtures, he systematically constructed iterative procedures on a kurtosis-based contrast whose evolutionary characteristics are identical to those of the FastICA algorithm of Hyvarinen and Oja in the real-valued mixtures case. The proposed methods inherit the fast convergence properties, computational simplicity, and ease of use of the FastICA algorithm while at the same time extending this class of techniques to complex signal mixtures. For extracting multiple sources, symmetric and asymmetric signal deflation procedures have been employed. Simulation for both noiseless and noisy mixtures indicate that the proposed algorithms have superior finite-sample performance in data-starved scenarios as compared to existing complex ICA methods while performing about as well as the best of these techniques for larger data record lengths.

In the third paper, Fabian J. Theis et al. consider sparse component analysis problem for an overcomplete model using Hough transform. They propose an algorithm which performs a global search for hyperplane clusters within the mixture space by gathering possible hyperplane parameters within a Hough’s accumulator tensor. This renders the
algorithm immune to the many local minima typically exhibited by the corresponding cost function. In contrast to previous approaches, Hough’s SCA is linear in the sample number and independent of the source dimension as well as robust against noise and outliers. Experiments demonstrate the flexibility of the proposed algorithm.

**Blind Deconvolution: Models and algorithms**

Bin Xia and Liqing Zhang introduced a cascade demixing structure for multichannel blind deconvolution in nonminimum phase systems. To simplify the learning process, they proposed to decompose the demixing model into a causal finite impulse response (FIR) filter and an anticausal scalar FIR filter. A permutable cascade structure is constructed by two subfilters. After discussing the geometrical structure of FIR filter manifold, they proposed to use the natural gradient algorithms for both FIR subfilters. Furthermore, they derived the stability conditions of algorithms using the permutable characteristic of the cascade structure. Finally, computer simulations are provided to show good learning performance of the proposed method.

Stefan Winter et al. addressed the problem of underdetermined BSS. While most previous approaches are designed for instantaneous mixtures, they proposed a time-frequency domain algorithm for convolutive mixtures. Starting from a general maximum a posteriori (MAP) approach, they proposed a two-step approach. In the first step they estimated the mixing matrix based on hierarchical clustering, assuming that the source signals are sufficiently sparse. The assumption of Laplacian priors for the source signals leads in the second step to an algorithm for estimating the source signals. It involves L1-norm minimization of complex numbers due to the time-frequency-domain approach. They compared a combinatorial approach initially designed for real numbers with a second-order cone programming (SOCP) approach for complex numbers. The advantage of the proposed algorithm is lower computational cost for problems with low input/output dimensions.

Robert Aichner et al. proposed an algorithm combining advantages of broadband algorithms with the computational efficiency of narrowband techniques. By selective application of the Szego theorem which relates properties of Toeplitz and circulant matrices, normalization is derived as a special case of the generic broadband algorithm. This results in a computationally efficient and fast converging algorithm without introducing typical narrowband problems such as the internal permutation problem or circularity effects. Moreover, a regularization method for the generic broadband algorithm is presented and subsequently also derived for the proposed algorithm. Experimental results in realistic acoustic environments show improved performance of the novel algorithm compared to previous approximations.

Ricardo Suyama et al. proposed a method for source separation of convolutive mixture based on nonlinear prediction error filters. This approach converts the original problem into an instantaneous mixture problem, which can be solved by any of the several existing methods in the literature. They employed fuzzy-filters to implement the prediction-error filter, and the efficacy of the proposed method is illustrated by some examples.

**Nonlinear ICA**

Thang Viet Nguyen and Jagdish Chandra Patra proposed a geometric approach for nonlinear independent component analysis (ICA). Nonlinear environment is modeled by the standard post nonlinear (PNL) scheme. To eliminate the nonlinearity in the observed signals, a novel linearizing method named as geometric post nonlinear ICA (gpICA) is introduced. Thereafter, a basic linear ICA is applied on these linearized signals to estimate the unknown sources. The proposed method is motivated by the fact that in a multidimensional space, a nonlinear mixture is represented by a nonlinear surface while a linear mixture is represented by a plane, a special form of the surface. Therefore, by geometrically transforming the surface representing a nonlinear mixture into a plane, the mixture can be linearized. Through simulations on different data sets, superior performance of gpICA algorithm has been shown with respect to other algorithms.

**Applications**

Iván Durán-Díaz and Sergio A. Cruces-Alvarez addressed the important problem of the blind detection of a desired user in an asynchronous DS-CDMA communications system with multipath propagation channels. Starting from the inverse filter criterion introduced by Tugnait and Li, they propose to tackle the problem in the context of the blind signal extraction methods for ICA. In order to improve the performance of the detector, they presented a criterion based on the joint optimization of several higher-order statistics of the outputs. An algorithm that optimizes the proposed criterion is described, and its improved performance and robustness with respect to the near-far problem are corroborated through simulations. Additionally, a simulation using measurements on real software-radio platform at 5 GHz has also been performed.

Finally, Loukianos Spyrou et al. presented application of BSS to separation and localization of P300 sources and their constituent subcomponents for both visual and audio stimulations for EEG signals. An effective constrained blind source separation (CBSS) algorithm is developed for this purpose. The algorithm is an extension of the Infomax BSS system for which a measure of distance between a measured P300 and the estimated sources is used as a constraint. During separation, the proposed CBSS method attempts to extract the corresponding P300 signals. The locations of the corresponding sources are then estimated with some indeterminacy in the results. It can be seen that the locations of the sources change for a schizophrenic patient. The experimental results verify the statistical significance of the method and its potential application in the diagnosis and monitoring of schizophrenia.
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