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Quantum simulations of Lattice Gauge Theories (LGTs) are often formulated on an enlarged Hilbert space containing both physical and unphysical sectors in order to retain a local Hamiltonian. We provide simple fault-tolerant procedures that exploit such redundancy by combining a phase flip error correction code with the Gauss’ law constraint to correct one-qubit errors for a \( Z_2 \) or truncated \( U(1) \) LGT in 1+1 dimensions with a link flux cutoff of 1. Unlike existing work on detecting violations of Gauss’ law, our circuits are fault tolerant and the overall error correction scheme outperforms a naïve application of the \([5,1,3]\) code. The constructions outlined can be extended to LGT systems with larger cutoffs and may be of use in understanding how to hybridize error correction and quantum simulation for LGTs in higher space-time dimensions and with different symmetry groups.

I. INTRODUCTION

As gauge theories lie at the heart of the framework governing the interactions and forces described by the Standard Model, considerable effort has been expended in numerical simulations of these theories for computing physical quantities. Lattice gauge theories (LGTs) have been among the most fruitful formulations of non-perturbative approaches amenable for implementation on classical computers [1–5]. In regimes where classical simulations are plagued by an exponential scaling of the computational cost, digital quantum computers have emerged as a promising platform for the efficient simulation of LGTs. Notable examples are real-time simulation for LGTs in higher space-time dimensions and with different symmetry groups.

Despite considerable advances on this front, digital quantum simulation of LGTs can time-evolve a given fiducial state into unphysical sectors due to noise and the approximation error associated with the simulation protocol used. A popular approach to mitigate this problem, especially useful for ground-state calculations but shown to be useful also out-of-equilibrium [10], is to enforce Gauss’ Law by adding an energy penalty to the Hamiltonian (see e.g. [6, 7, 10–12] and also [13] for techniques to reduce the gate cost of adding penalty terms). Another recent proposal for error mitigation in gauge theories uses random gauge transformations to suppress the component of the quantum state in the unphysical Hilbert space [14, 15]. The recent approach proposed in [16], and its generalization to non-Abelian theories [17], uses instead a quantum oracle to detect the presence of gauge violating errors by performing explicit Gauss’ Law checks and flagging an ancilla qubit. These techniques are suitable for error detection but in general do not possess error correction capabilities and are not fault-tolerant.

With the long-time goal of performing quantum simulation of LGT on fault-tolerant protocols, an intriguing possibility is to tailor general purpose error correction schemes to best exploit the structural properties of these theories in order to reduce the resource requirements for early explorations (see e.g. [18] for a recent attempt in this direction using the surface code). The physical intuition behind the approach followed in this work is that error correcting codes can be seen as artificial gauge theories where the logical Hilbert space is determined by states that satisfy a suitable local symmetry. When simulating LGTs which themselves need to satisfy a physical local symmetry, it might then be advantageous to exploit this natural redundancy to reduce the cost of the full error correction encoding.

We develop in this work fault-tolerant algorithms for error correction suitable for \( Z_2 \) or truncated \( U(1) \) lattice gauge theories in 1+1 spacetime dimensions with a cutoff of 1 on the links. These algorithms combine the physical constraint provided by Gauss’ Law with bit and phase flip error correction codes [19] to detect and correct errors occurring on a site or the adjacent links. Error correction for a lattice with 2N links and 2N staggered fermionic sites with periodic boundary conditions is accomplished by tessellating these encodings across the whole lattice so that errors occurring on a particular site and its adjacent link can be detected by a Gauss’ Law check on the next set of sites and links.
In the electric basis used here, a gauge violation is caused by bit-flip errors which can be corrected using a standard encoding based on the repetition code using 12N qubits: 3 for each site and 3 for each link (see the schematic illustration in Figure 1). The error correction procedure proposed here instead requires no bit-flip repetition code for the fermionic sites and a compressed encoding requiring only half of the qubits (3N in total) for the link variables. Full fault-tolerance can then be achieved by concatenation with a standard phase-flip code (similar to what is done in the 9 qubit Shor code [19]) and using fault tolerant gadget design (e.g. using flag qubits [20]). For the simpler case when the fermionic sites are non dynamical, i.e. they can be represented by classical bits, the scheme proposed here requires 9N qubits for unit flux cutoffs with O(1) ancillas. The full construction depicted in Figure 1 involving dynamical fermions requires 15N qubits with O(1) ancillas. These are to be contrasted with the 10N and 20N qubits required for the two cases respectively using the [5,1,3] code for each site and link [21, 22]. It is foreseeable that more space efficient codes could be constructed, with the present work developing a first attempt to exploit the intrinsic redundancy present in gauge theories to reduce the cost of the error correction procedures required for their simulation at large scale.

The structure of the paper is as follows: Section II introduces the structure of U(1) and $Z_n$ Abelian LGTs. Section III surveys the basics of error correction codes and develops the formalism for integrating Gauss’ law with a repetition code. Section IV then presents applications of these ideas for pure gauge theory first before treating the cases of error correction for an LGT with both non-dynamical and dynamical fermions. Section V summarizes the results and discusses future work for extending these results to different symmetry groups, and higher spacetime dimensions and flux cutoffs.

### II. STRUCTURE OF U(1) AND $Z_n$ ABELIAN LATTICE GAUGE THEORIES

We follow the basic outline given in [16] and review the structure of abelian lattice gauge theories, specifically for the general gauge groups $G = Z_n$ and $G = U(1)$ which contain those considered throughout this work. There are several physical models for which the gauge symmetries discussed here are important such as the Schwinger Model, or QED in 1+1 dimensions on a lattice [23, 24]. It is the one of the simplest concrete examples of an Abelian LGT and serves as a convenient setting for the analysis and application of Gauss’ Law symmetries to error correction. This model has been extensively used as an important stepping stone in simulations of lattice field theories using both tensor networks and quantum devices [11, 25–28].

We discretize space on a cubic lattice $L$ with sites labeled by $s$ and links labeled by $l$. We assume that the lattice consists of $N$ sites for even $N \geq 0$ and that a staggered fermion representation is used wherein every second site is positronic. Each link $l$ is associated an independent separable Hilbert space $H_l$ with the same orthonormal basis:

$$\langle m' | m \rangle = \delta_{m', m}, \quad \hat{1} = \sum_m | m \rangle \langle m |$$

with

$$m', m \in \begin{cases} Z_n, & \text{if } G = Z_n \\ Z, & \text{if } G = U(1). \end{cases}$$

The Hamiltonian for this LGT is a function of the link operators $\hat{U}_l$ and their conjugate electric fields $\hat{E}_l$ defined explicitly in this basis by

$$\hat{U}_l = \sum_{m_l} | m + 1 \rangle \langle m |, \quad \hat{E}_l = \sum_{m_l} m_l | m_l \rangle \langle m_l |.$$

From this expression we can see that $\hat{U}_l$ acts as a raising operator and its adjoint as a lowering operator on the Hilbert space $H_l$ of the link. Operators defined on different link Hilbert spaces commute while the same-link commutation relations are given by

$$[\hat{E}_l, \hat{U}_l] = \hat{U}_l, \quad \text{if } G = U(1)$$

$$\hat{Q}_l \hat{U}_l \hat{Q}_l^+ = \hat{U}_l e^{\pi i/n}, \quad \text{if } G = Z_n$$

| Pure Gauge | Dynamical |
|------------|-----------|
| [5,1,3]    | 10N       | 20N       |
| Gauss' Law | 9N        | 15N       |

**TABLE I.** Number of qubits required (excluding ancillas) for performing fault-tolerant error-correction with different encodings on a $Z_2$ or truncated U(1) LGT system with 2N links, 2N staggered fermions, and a flux cutoff of 1. The case with non-dynamical fermions requires the same resources as the pure gauge case and is omitted from the table.

![Schematic illustration of the differences between two error correcting schemes for a simple one-dimensional LGT: a traditional bit-flip encoding scheme and the one proposed here exploiting the Gauss’ Law gauge symmetry.](image)
\[ \hat{Q}_t := e^{2\pi i E_t/n} = \sum_{m_t=0}^{N-1} e^{2\pi im_t/n} |m_t\rangle \langle m_t|. \]

The form of the commutation relation for $\mathbb{Z}_n$ is due to the fact that the electric field values are periodic, so the Hamiltonian depends on $\hat{Q}_t$.

When considering fermionic matter fields on the sites, we work in the occupation number basis where number operators $n_\sigma$ are diagonal with eigenvalues $\{0,1\}$. Here, $\sigma$ is a collective index denoting the relevant species or indices (like flavor or spinor) involved. The global state of the entire lattice is spanned by a basis given by a specification of electric fields on the links of the lattice and occupation numbers on the sites. Due to the locality of the symmetry, we will typically consider a particular site on a lattice and those links attached to it and denote the corresponding basis states by

\[ |\mathbf{E},\rho\rangle \rightarrow \otimes_{l=1}^D |E_l(s)\rangle \otimes_{s=1}^D |E_l(s-\hat{e}_i)\rangle \otimes |n_\sigma\rangle, \]

where $D$ is the spatial dimension of the lattice.

Due to gauge invariance, states in the physical Hilbert space satisfy a local Gauss’ Law which relates the state of a site with the state of the links emanating from it. Gauge-invariant states are in the kernel of the operator

\[ \hat{G}_s := (\nabla \cdot \hat{E})(s) - \hat{\rho}(s) \]

\[ := \sum_{i=1}^D (\hat{E}_i(s) - \hat{E}_i(s-\hat{e}_i)) - \sum_\sigma e_\sigma \hat{n}_\sigma(s), \]

where $e_\sigma = \pm 1$ and the second line is obtained by discretization of the gradient operator on the lattice.

When dealing with a U(1) gauge group, it is necessary to truncate the link electric field values to enable digital quantum simulation with a finite number of qubits. This can be accomplished by “wrapping” the electric field at a cutoff $\Lambda$:

\[ E_l = \sum_{\epsilon = -\Lambda}^{\Lambda-1} \epsilon |\epsilon\rangle_l \langle \epsilon| \]

\[ U_l |\Lambda - 1\rangle_l = | -\Lambda\rangle_l \]

\[ U_l^\dagger | -\Lambda\rangle_l = |\Lambda - 1\rangle_l. \]

This choice of discretization results in a modification of the commutation relations as follows:

\[ [E_l,U_l] = U_l - 2\Lambda | -\Lambda\rangle_l \langle \Lambda - 1|_l \]

\[ [E_l,U_l^\dagger] = -U_l^\dagger + 2\Lambda |\Lambda - 1\rangle_l \langle -\Lambda|_l. \]

Note that with our choice of the lower and upper bound, the link Hilbert spaces are even-dimensional and can therefore be mapped onto a $\lfloor \log(2\Lambda) \rfloor$-qubit Hilbert space. In this work, we will restrict the discussion to $\Lambda = 1$ and comment on the prospects of generalizing our constructions to arbitrary cutoffs in Section V.

### III. ERROR CORRECTION WITH GAUSS’ LAW

We now briefly discuss the bit and phase-flip error correction codes used throughout the paper and show how to integrate them with Gauss Law to reduce the number of qubits required. The overarching idea is to perform an encoding of the link physical qubits into logical states and use the local gauge symmetry to implement a more space efficient error correction code under an error model with arbitrary single-qubit errors.

#### A. Preliminaries on the repetition code

We outline in this section the basics of the bit and phase-flip error correction codes following the treatment given in [29]. First consider a noisy classical communications channel through which we wish to send a bit between two locations and suppose its behavior is such that it flips the bit with probability $p$. To protect the bit against the effects of noise, we can employ what is known as a “repetition code”. This involves replacing the bit with three copies of itself, i.e. $0 \rightarrow 000$ and $1 \rightarrow 111$. These new bit strings are denoted as the “logical 0” and “logical 1” and we send these through the channel. The receiver then attempts to decode what the original bit was. If the output is 010 for instance, then provided the probability $p$ of error is not high and the noise acts independently on each bit, it is likely the second bit was flipped and that the original bit was 0. This is known as majority voting, since the intended original message is determined by whatever bit value appears more in the output. This can obviously fail if more than one bit was flipped. It can be easily determined that with this encoding scheme, the transmission becomes more reliable if $p < 1/2$.

Now consider a noisy quantum channel that applies a bit-flip, or $X$ gate, to a state $|\psi\rangle$ sent through it with probability $p$. We write $|\psi\rangle$ in terms of the computational basis as $|\psi\rangle = a|0\rangle + b|1\rangle$ and encode it in three qubits as $a|000\rangle + b|111\rangle$. In other words, we have a mapping between the “physical” qubits $|0\rangle$ and $|1\rangle$ to the logical qubits $|0\rangle_L = |000\rangle$ and $|1\rangle_L = |111\rangle$ respectively, where the subscript $L$ denotes a logical state. Such an encoding can be accomplished by the circuit in Figure 2.

![FIG. 2. Circuit for creating the encoded logical state $|\psi\rangle_L = a|000\rangle + b|111\rangle$ for the bit-flip code.](image)
TABLE II. Syndrome measurements outcomes, and correction operations for bit flip error correction code.

| $Z_1Z_2$ | $Z_2Z_3$ | Correction |
|----------|----------|------------|
| 1        | 1        | $III$      |
| 1        | -1       | $IXX$      |
| -1       | 1        | $XII$      |
| -1       | -1       | $IXI$      |

Each qubit in the encoded state is passed through a separate bit-flip channel. If a bit-flip occurs on at most one qubit, we can measure the parities of the qubits by performing projective measurements of the operators $Z_1Z_2$ and $Z_2Z_3$, where the tensor product is implied. This process is known as making “syndrome measurements” for the error syndromes $Z_1Z_2$ and $Z_2Z_3$. These operators have eigenvalues of $\pm 1$. $Z_1Z_2$ measures the parities of the first two qubits and yields the eigenvalue $-1$ if they differ and $+1$ if they do not. $Z_2Z_3$ acts in the same way for the second and third qubits. The measurement outcomes of either operator allows us to determine which qubit was flipped. For instance, if eigenvalues of $-1$ are obtained from the measurement of both operators, we know that with high probability the second qubit was flipped. We can then perform error correction by applying an $X$ gate on the 2nd qubit to flip it back to its original state. Note that the measurement of these operators gives no information about the amplitudes $a$ and $b$ of the encoded state and therefore do not destroy the state we wish to perform error detection and correction on. Table II outlines the possible measurement outcomes for the syndromes $Z_1Z_2$ and $Z_2Z_3$ and the error correction operations to perform. Figure 3 gives the full circuit to correct bit-flip errors. An equivalent circuit used for the projective measurement of the stabilizers $Z_1Z_2$ and $Z_2Z_3$ is presented in Figure 4. We will use this decomposition in the rest of this work.

Now suppose we have a noisy quantum channel that applies a phase flip (i.e a $Z$ gate) with probability $p$ to a qubit in the state $|\psi\rangle = a|0\rangle + b|1\rangle$. Unlike the bit-flip encoding, there is no classical analogue of applying a “phase” to a bit. However, we can convert this channel to a bit flip channel by working in the $|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$ and $|−\rangle = (|0\rangle − |1\rangle)/\sqrt{2}$ basis. With respect to this basis, the $Z$ operator takes $|+\rangle$ to $|−\rangle$ and therefore acts as a bit flip. We can then apply the same logic for error correction in the bit-flip case to the present case by switching from the computational basis to the $|+\rangle$ and $|−\rangle$ basis via the Hadamard gate.

In our present work, we will find it convenient to use the logical codeword basis $|0\rangle_L = (|++\rangle + |−−\rangle)/\sqrt{2}$ and $|1\rangle_L = (|++\rangle − |−−\rangle)/\sqrt{2}$. Then to detect errors, we can perform projective measurements of the stabilizers $X_1X_2$ and $X_2X_3$ to determine the parity of the bits. Based on the measurement outcomes, we can apply $Z$ gates to correct the errors accordingly. The encoding circuit and the phase-flip error correction procedure are depicted in Figure 5 and Figure 6 respectively.

The constructions given in [20] allow us to ensure the fault tolerance of the encoding, error detection, and recovery operations in either code. The underlying technique involves introducing an extra “flag” qubit prepared in the $|+\rangle$ state and performing CNOT operations from it on the syndrome ancilla qubit at key points in the circuit (see Figure 3(b) in [20]). This flag qubit is then measured in the $X$ basis and a result of $|−\rangle$ indicates an error of weight two or more on the data qubits. Additional flag qubits can be added between each gate in the stabilizer measurement to ensure a localization of errors. Similar constructions apply in creating fault-tolerant versions of other important subroutines like log-

![FIG. 3. Full circuit for correcting a bit flip errors on a general state $|\psi\rangle$.](image)

![FIG. 4. Equivalent circuit for the measurement of the stabilizers $Z_1Z_2$ and $Z_2Z_3$ for the bit-flip error correction code. This can be obtained from the identity $HZHZ = X$ and the fact that controlled-Z gates are equivalent to a controlled-Z gate with the control and target flipped.](image)

![FIG. 5. Circuit for creating the encoded logical state $|\psi\rangle_L = a|0\rangle_L + b|1\rangle_L$ for the phase-flip code, where $|0\rangle_L = (|++\rangle + |−−\rangle)/\sqrt{2}$ and $|1\rangle_L = (|++\rangle − |−−\rangle)/\sqrt{2}$.](image)
ical state-preparation and stabilizer measurements (see Appendix A in [20]).

B. Integrating the repetition code with Gauss’ Law

We are now in the position to discuss how the expression of Gauss’ Law in Eq. (5) can remove the need to use an explicit bit flip code in fault tolerant LGT simulations. To simplify the discussion we will henceforth consider the one dimensional case \( D = 1 \) with staggered fermionic sites, where only one fermionic flavor with charge \( e_s \) is present on any given site \( s \). The Gauss’ Law operator at site \( s \) between links \( l \) and \( l+1 \) simplifies then to

\[
\hat{G}_s = \hat{E}_{l+1} - \hat{E}_l - e_s \hat{n}(s),
\]

and in the simpler pure gauge case with no matter to

\[
\hat{G}_s = \hat{E}_{l+1} - \hat{E}_l.
\]

We start by discussing the latter case and consider a general state of the two links in the electric basis

\[
|\Psi_{l,l+1}\rangle = \sum_{\epsilon_l} \sum_{\epsilon_{l+1}} \Psi_{\epsilon_l,\epsilon_{l+1}} |\epsilon_l\rangle \otimes |\epsilon_{l+1}\rangle.
\]

Following the discussion in Sec. II, a physical state needs to be in the kernel of the Gauss’ Law operator. Using Eq. (12) above we see that \( \hat{G}_s \) acts on \( |\Psi_{l,l+1}\rangle \) as

\[
\hat{G}_s |\Psi_{l,l+1}\rangle = \sum_{\epsilon_l} \sum_{\epsilon_{l+1}} \Psi_{\epsilon_l,\epsilon_{l+1}} (\epsilon_{l+1} - \epsilon_l) |\epsilon_l\rangle \otimes |\epsilon_{l+1}\rangle,
\]

and is zero only if the coefficient matrix is diagonal

\[
\Psi_{\epsilon_l,\epsilon_{l+1}} (\epsilon_{l+1} - \epsilon_l) = 0 \iff \Psi_{\epsilon_l,\epsilon_{l+1}} = \Psi_{\epsilon_l} \delta_{\epsilon_l,\epsilon_{l+1}}.
\]

This argument, which can be easily generalized to the case where the state of the links is mixed, shows that gauge invariant states are analogous to a bit-flip repetition code with only two copies: \( |0\rangle_L = |0\rangle \otimes |0\rangle \) and \( |1\rangle_L = |1\rangle \otimes |1\rangle \). The distance between these codewords is not sufficient to allow for error correction but is sufficient for error detection (see e.g. [30]). This explains in an intuitive way why oracles like those presented in Ref. [16] are capable of detecting bit-flip errors without requiring additional qubits for the encoding.

It is now easy to see how the use of Gauss’ Law allows for a space reduction in the bit-flip encoding: the standard procedure described above will require three link registers to encode a logical link as

\[
|\Phi_l\rangle_L := \sum_{\epsilon_l} |\epsilon_l\rangle_L \otimes |\epsilon_l\rangle \otimes |\epsilon_l\rangle_L .
\]

The fact that physical states satisfy Eq. (14) means we need only two registers per link and can use one of the two registers for the \( l+1 \) link across a site \( s \) when we measure stabilizers and perform error recovery. Since only three registers are involved in this procedure, we will consider a construction with two qubit registers for even links and only one register for the odd links in order to minimize the memory cost. More explicitly, we will use the alternative encoding

\[
|\Phi_l\rangle_{GLE} := \sum_{\epsilon_l} |\epsilon_l\rangle_{GLE} \otimes |\epsilon_l\rangle \otimes |\epsilon_l\rangle_{GLE},
\]

for the even links in the lattice and

\[
|\Phi_l\rangle_{GLO} := \sum_{\epsilon_l} |\epsilon_l\rangle \otimes |\epsilon_l\rangle_{GLO},
\]

equivalent to a bare encoding, for the odd links. For physical states that satisfy the Gauss’ law constraint in Eq. (15) we have then

\[
|\Phi_{l,l+1}\rangle_{GL} = \sum_{\epsilon_l} \sum_{\epsilon_{l+1}} |\epsilon_l\rangle_{GLE} \otimes |\epsilon_{l+1}\rangle_{GLO},
\]

and we can now use the stabilizer measurements and recovery operation on the three qubits as in the bit-flip repetition code. The second line is obtained by ensuring that the logical state \( |\Phi_{l,l+1}\rangle_{GLE} \) is in the kernel of the logical Gauss Law operator derived from Eq. (12)

\[
\hat{G}^{(GL)}_{s} = \hat{E}^{(GLO)}_{l+1} - \hat{E}^{(GLE)}_{l} = \hat{E}_{l+1} - \hat{E}_{l} \otimes \hat{E}_{l}.
\]

The expressions above apply directly to sites \( s \) between \( l \) even and \( l+1 \) odd, but it is straightforward to generalize them to the site \( s+1 \) where the left link is odd and the
right link is even as follows

\[ |\Phi_{l+1,l+2}\rangle_{GL} = \sum_{\epsilon_{l+1},\epsilon_{l+2}} \Psi_{\epsilon_{l+1},\epsilon_{l+2}} |\epsilon_{l+1}\rangle_{GLO} \otimes |\epsilon_{l+2}\rangle_{GLE} \]

\[ = \sum_{\epsilon_{l+1}} \Psi_{\epsilon_{l+1}} |\epsilon_{l+1}\rangle_{GLO} \otimes |\epsilon_{l+1}\rangle_{GLE} \]

\[ = \sum_{\epsilon_{l+1}} \Psi_{\epsilon_{l+1}} |\epsilon_{l+1}\rangle \otimes |\epsilon_{l+1}\rangle \otimes |\epsilon_{l+1}\rangle . \quad (21) \]

The gauge invariant logical state is again equivalent to the standard bit-flip encoding shown in Eq. (16). Since Gauss’ Law only detects errors in the flux value, which in our representation corresponds to bit-flip errors, each register of qubits in the construction presented above needs to be encoded in a phase-flip code to ensure that all single errors are correctable. With this concatenation, the gauge invariant logical states \( |\Phi_{l+1,l+2}\rangle_{GL} \) and \( |\Phi_{l+1,l+2}\rangle_{GLE} \) become equivalent to a full 9-qubit encoding [19]. However, we encode two full links using the 9-qubit encoding as opposed to each link separately. This encoding therefore has better memory efficiency than error correcting codes that act on individual qubits, the best one requiring 5 qubits [21, 22]. Note that it is still possible to find codes with even higher memory efficiency when multiple logical qubits are encoded. For instance, 3 logical qubits can be encoded into 8 while correcting all single errors (see eg. [31, 32]).

Gauss’ Law only detects errors in the flux value, which in our representation corresponds to bit-flip errors. However, we encode two full links using the 9-qubit encoding as opposed to each link separately. This encoding therefore has better memory efficiency than error correcting codes that act on individual qubits, the best one requiring 5 qubits [21, 22]. Note that it is still possible to find codes with even higher memory efficiency when multiple logical qubits are encoded. For instance, 3 logical qubits can be encoded into 8 while correcting all single errors (see eg. [31, 32]).

Adding fermions to the system modifies the relation between link states across a site so that they do not necessarily need to be the same. The full state across a site \( s \) is a generalization of Eq. (13) and should now be written as

\[ \Psi_{l,l+1}^s = \sum_{\epsilon_l,\epsilon_{l+1}} \sum_{n=0,1} \Psi_{\epsilon_l,\epsilon_{l+1},n}^s |\epsilon_l\rangle \otimes |\epsilon_{l+1}\rangle \otimes |n\rangle_s . \quad (22) \]

The gauge-invariance constraint becomes therefore

\[ \Psi_{\epsilon_l,\epsilon_{l+1},0}^s (\epsilon_{l+1} - \epsilon_l) = 0 , \]

\[ \Psi_{\epsilon_l,\epsilon_{l+1},1}^s (\epsilon_{l+1} - \epsilon_l - \epsilon_s) = 0 . \quad (23) \]

A state belonging to the physically meaningful portion of the Hilbert space is then

\[ \Psi_{l,l+1}^s = \sum_{\epsilon_l,\epsilon_{l+1}} \sum_{n=0,1} \Psi_{\epsilon_l,\epsilon_{l+1},n}^s |\epsilon_l\rangle \otimes |\epsilon_{l+1}\rangle \otimes |n\rangle_s , \quad (24) \]

where we recall that \( \epsilon_s = 1 \) for a fermionic site and \( \epsilon_s = -1 \) for an anti-fermionic site. In order to obtain a useful encoded state for error correction, we can then apply a lowering operator \( \hat{U}_{l+1}^\dagger \) (for \( \epsilon_s = 1 \)) or a raising operator \( \hat{U}_{l+1} \) (for \( \epsilon_s = -1 \)) to the link \( l+1 \) controlled on the state of the site qubit. Calling this operation \( \hat{W}_s \), for a site between an even and an odd link we have that

\[ \hat{W}_s |\Psi_{l,l+1}^s\rangle_{GL} = \sum_{\epsilon_l,\epsilon_{l+1}} \sum_{n=0,1} \Psi_{\epsilon_l,\epsilon_{l+1},n}^s |\epsilon_l\rangle_{GLE} \otimes |\epsilon_{l+1}\rangle_{GLO} \otimes |n\rangle_s , \]

\[ = \sum_{\epsilon_l} \sum_{n=0,1} \Psi_{\epsilon_l,\epsilon_{l+1},n}^s |\epsilon_l\rangle \otimes |\epsilon_l\rangle \otimes |\epsilon_{l+1}\rangle \otimes |n\rangle_s . \quad (25) \]

FIG. 7. Equivalence for logical CNOT between logical qubits and for two logical-to-physical CNOTs.

and the error correction procedure can be carried out on this new state. After one site has been processed, we apply the inverse \( \hat{W}_s^\dagger \) and move to the next site. In this approach, we effectively move from a gauge-invariant encoding that satisfies Eq. (23) to a logical encoding equivalent to the bit-flip code by using \( \hat{W}_s \) and its inverse. This operation needs to be performed fault-tolerantly in order to ensure a controlled propagation of errors. In the next section we will restrict the discussion to the simpler case where the link registers are formed by a single qubit (i.e., the flux cutoff is set to one). In that case, we show that the construction can be done in a fault-tolerant way.

It is preferable to avoid directly implementing the \( \hat{W}_s \) operation in practice as bit-flip errors can propagate from the site used as the control for the \( l+1 \) link. This can be done by adopting a full bit-flip encoding for the site alone and using the measurement of its stabilizers to correct for the induced error in the link. A more efficient strategy however is to compute the parity between the \( l+1 \) link and the adjacent site and store the result in a physical ancilla qubit, as shown schematically in Figure 7. The ancilla qubit can then be used as part of a logical encoding for the even-numbered links. We can catch errors of weight two or higher that occur from errors propagating past the logical CNOTs with the use of flag qubits (see [20]) and an example of this is shown in Figure 9. This construction can be readily extended to situations with large cutoffs if we employ a unary encoding for the flux state using \( m \) qubits per link, in which case we will require \( m \) ancilla qubits. Generalizing the approach to larger cutoff values with various encodings is an important issue which will need to be addressed in future work (see also Sec. V). As we show in more detail in the next section, using ancilla qubits to temporarily store the parity of the two links allows for a fault-tolerant error correction of a gauge theory with dynamical fermions using the unencoded sites directly, providing a significant saving in qubits.

In summary, the number of link registers required for the Gauss’ Law aided bit-flip error correction is \( 3N \) for a system with a total of \( 2N \) links. The total number of qubits required in a pure gauge simulation is therefore \( 9N+O(1) \) when restricting the unit electric cutoff case as done above and accounting for the additional 3 physical qubits required for the phase-flip encoding. With the addition of dynamical fermions on \( 2N \) sites, one can exploit the relationship given by Gauss’ law between the state of a site and its adjacent links to do...
error correction with a total of $15N + O(1)$ qubits, $9N$ for links and $6N$ for sites. These are impossible results if one instead attempts to perform error correction on individual qubits. The total space required would instead be $10N$ for the non-dynamical case and $20N$ for the dynamical one using the perfect 5-qubit encoding from \cite{21, 22}. As mentioned previously, better ratios are possible if one encodes multiple logical qubits at a time and we leave the extension to the more efficient encodings for future work \cite{31, 32}.

\section*{IV. APPLICATIONS}

We hereafter specialize to a $\mathbb{Z}_2$ or truncated $\text{U}(1)$ gauge theory in $1+1$ dimensions with a cutoff of $\Lambda = 1$ for the flux in each link. We work with a system with $2N$ sites and $2N$ links with PBCs. Site $k$, for an integer $k \geq 1$, is denoted by $S_k^L$ and the links coming into and out of the site are written as $L_k^1$ and $L_{k+1}^1$ respectively.

Unless otherwise specified, every circuit in this section is a concatenated one, with every qubit encoded within the phase flip error-correcting code as in Figure 5. Logical qubits arising in this manner will be denoted with the subscript $L$.

This section presents applications of the previous analysis to a few gauge theories in order of increasing generality. Beginning with the pure gauge theory case with no matter present on the sites, Gauss’ Law gives the equality between the incoming and outgoing flux on a site. This allows us to use $|L_k^1\rangle$ and $|L_{k+1}^1\rangle$ as part of a single logical qubit for a concatenated bit-flip error correction procedure, where an additional qubit is introduced only if the links are even-numbered.

This situation is easily generalized to a theory with static charges or non-dynamical fermions on the sites by applying a link lowering operator on an odd-numbered link conditioned on the classical state of the adjacent site. We then perform the error correction procedure on the appropriate logical link qubit before restoring the odd link’s flux value with a raising operator.

The scenario with dynamical fermions is dealt with by computing the parity between an odd-numbered link and its adjacent site and storing the result in a physical ancilla qubit. This qubit is then used as part of a logical encoding for the even-numbered links. Bit-flip checks can be performed on two sets of adjacent links and sites and the information from them can be used to correct errors on all the relevant qubits, provided there is a single bit-flip error per two such checks.

Note that we cannot perform this analysis entirely within the stabilizer formalism since our controlled operations are not logical ones at the level of the bit-flip encoding. While certain aspects of our treatment therefore rely on standard constructions within the stabilizer formalism, others involving Gauss’ Law require us to move between physical and logical states.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig8.png}
\caption{Bit-flip syndrome measurement and correction operations for links. The subscript $L$ denotes the phase-flip encoding of these qubits shown in Figure 5. Each CNOT operation here consists of three individual CNOTs from the qubits in the underlying phase-flip encoding. Here $X$ is the operation $X \otimes X \otimes X$ which acts as a logical $X$.}
\end{figure}

\section*{Pure Gauge Theory}

We adopt the notation $|L_k^n\rangle_L$ and $|S_k^n\rangle_L$ to denote link and site logical qubits respectively in the phase flip code, and $O_k^n$ for operators acting on the $k$-th logical link or site qubit. The case where $n = 1$ in the superscript denotes the original logical qubit and logical qubit operator, while values of $n$ greater than 1 denote the auxiliary link or site qubits introduced for the error correction procedures. If a given logical site or link is the only one of its kind, we will drop the superscript.

In each of the subsequent circuits, we introduce no additional qubits for the odd numbered links and an auxiliary qubit $|L_k^{2n}\rangle_L$ for each even numbered link $|L_k^{2n}\rangle_L$ that is arranged to have the same state as $|L_k^{2n}\rangle_L$. The constraint that the fluxes satisfy Gauss’ Law at site $|S_k^{1n}\rangle_L$ with associated link qubits $\{|L_k^{1n}\rangle_L, |L_k^{2n}\rangle_L, |L_{k+1}^{2n}\rangle_L\}$ will then ensure that $|L_k^{2n}\rangle_L = |L_k^{2n}\rangle_L = |L_{k+1}^{2n}\rangle_L$, or more precisely that the wave-function factorizes as in Eq. (19) above.

As noted in the previous section, the grouping $\{|L_k^{1n}\rangle_L, |L_k^{2n}\rangle_L, |L_{k+1}^{2n}\rangle_L\}$ acts as a 3-qubit logical encoding for the link logical qubit $|L_k^{2n}\rangle_L$, that can be used in the bit flip error correction code outlined in Figure 8. The circuit is however sensitive to single qubit phase flip errors that propagate to weight two or three phase flip errors. This is due to the use of logical to physical CNOT gates, which enable the propagation of physical $Z$ errors from the target of these CNOTs to logical $Z$ errors on the links. We therefore employ the fault-tolerant logical-to-physical CNOT depicted in Figure 9. This CNOT is implicitly used in all the subsequent circuits where logical-to-physical CNOT operations occur.

\section*{Non-Dynamical Fermions}

It is straightforward to generalize the results of the preceding subsection to the case where we have non-dynamical fermions on the sites. Since we know in this
case whether or not a certain physical site $S_{2k}$ (this is not a logical site qubit but a classical binary variable) has a fermion, it is not necessary to introduce an ancilla qubit and use the equivalence in Figure 7. The controlled operation $W_\pi$ introduced above (see Eq. (25)) is instead replaced by its classically controlled counterpart. As such, we apply a classically conditioned link-lowering operator to $|L_{2k+1}\rangle_L$ to “lower” its flux value and have it match that of $|L_{2k}\rangle_L$. We then apply the preceding bit-flip error correction code and restore the flux value of $|L_{2k}\rangle_L$ back to its original value with a classically conditioned link-raising operation.

Given our assumptions on the flux cutoff, we have the circuit in Figure 10 for the non-dynamical fermionic case. This construction also holds for an arbitrary site $S_k$ and not just even numbered ones.

**Dynamical Fermions**

A naïve approach to extend the preceding constructions to the case with dynamical staggered fermions on the sites is to apply a CNOT gate to $|L_{2k+1}\rangle_L$ conditioned on the state of $|S_{2k}\rangle_L$. We could then introduce additional qubits $|S^2\rangle_L$ and $|S^3\rangle_L$ to create a bit-flip encoding of $|S_{2k}\rangle_L$ and thereby protect it from bit-flip errors. Errors propagating to $|L_{2k+1}\rangle_L$, $|L_{2k}\rangle_L$, and $|L_{2k+2}\rangle_L$ can be corrected with a separate bit-flip code involving these qubits, with additional recovery operations included to account for the propagation of $X$ errors past the control of the CNOT.

This construction only involves Clifford operations and can easily be made fault tolerant. It however requires $18N + 6N + 3N = 27N$ qubits for a $2N$ site and $2N$ link system excluding ancillas, which is suboptimal compared to the $20N$ qubits obtained from using the $[5, 1, 3]$ encoding for each site and link.

We instead develop a procedure that further exploits Gauss’ law to reduce the cost to $15N$ qubits. This is achieved by noticing that, as discussed in Sec. III B, given the state on a site $S_{2k+1}$ and its adjacent links $L_{2k+1}$ and $L_{2k+2}$, a bit-flip error on any of these qubits will cause a violation of Gauss’ law. The ambiguity in where the error occurred can be resolved by overlapping Gauss’ law checks on the preceding and subsequent site and their adjacent links. In fact, we will show only two such checks are needed to resolve the ambiguity.

Figure 11 depicts to overlapping Gauss’ law checks $G_{2k}$ and $G_{2k+1}$ on sites $S_{2k}$ and $S_{2k+1}$ respectively. Consider $G_{2k+1}$ in particular. We can compute the parity between $|S_{2k+1}\rangle_L$ and $|L_{2k+1}\rangle_L$ as per Figure 7 and store this result into a physical ancilla qubit $|0\rangle$, which serves as a proxy for $|L_{2k+1}\rangle_L$ but with its flux value reset. We can then treat $|0\rangle$, $|L_{2k+2}\rangle_L$, $|L_{2k+2}\rangle_L$ as a logical qubit for a bit-flip error correction code and uncompute the value in $|0\rangle$ afterwards. These steps constitute $G_{2k+1}$ for the odd sites and their neighboring links and are repeated analogously across the lattice.

To see how the information obtained from the stabilizer measurements employing the last two ancilla qubits in Figure 11 helps us correct errors on the data qubits, consider $G_{2k+1}$ first. The syndrome measurement outcomes 10 and 01 uniquely identify bit-flip errors occurring on the even links $|L_{2k+2}\rangle_L$ and $|L_{2k+2}\rangle_L$ respectively. The remaining non-trivial outcome 11 indicates a bit-flip error on either $|L_{2k+1}\rangle_L$ or $|S_{2k+1}\rangle_L$ with no way to resolve the ambiguity.

If the error occurred on $|S_{2k+1}\rangle_L$, however, we would obtain the syndrome 00 from the check $G_{2k}$ as Gauss’ law is satisfied between $S_{2k}$, $L_{2k}$, and $L_{2k+1}$. If the error occurred on $|L_{2k+1}\rangle_L$, we would then obtain the syndrome 11 from $G_{2k}$. As these two cases yield distinct syndromes, we can resolve the aforementioned ambiguity as shown in Table III. Note that this analysis will only hold if a bit-flip error occurs once during the checks $G_{2k}$ and $G_{2k+1}$.

To assess the fault-tolerance of this construction, we first consider the possibility that single-qubit bit flip errors occurring at the physical level can propagate to undetectable errors at level of the phase-flip code. Con-
FIG. 11. Circuit for using information from Gauss’ Law checks $G_{2k}$ and $G_{2k+1}$ on $S_{2k}$, $S_{2k+1}$, and their adjacent links to correct bit-flip errors on them. Bit-flip errors on even-numbered links can be corrected using the information obtained from one such check. Bit-flip errors on sites and odd-numbered links require information from two such checks to be corrected. See Table III for the corresponding syndrome outcomes.

TABLE III. Table showing how to resolve the ambiguity in the location of a bit-flip error associated to the syndrome 11 for $G_{2k+1}$ using the syndrome results of $G_{2k}$. See Figure 11.

| $G_{2k+1}$ | $G_{2k}$ | Error Location |
|-----------|---------|----------------|
| 00        | 00      | None           |
| 00        | 11      | $|S_{2k}\rangle_L$ |
| 11        | 00      | $|S_{2k+1}\rangle_L$ |
| 11        | 11      | $|L_{2k+1}\rangle_L$ |
A fault-tolerant incrementer can be implemented using only Clifford gates. The more efficient construction relying on ancilla qubits to compute the XOR between a site and a link variable shown in Figure 7 can also be implemented in a straightforward way when using unary encoding. These will not scale well for large values of the cutoff $A$ as the qubit resources will scale linearly with it. However, for a fixed error $\varepsilon$, the cutoff only grows as $\text{polylog}(1/\varepsilon)$ in many physical situations [35].

The scenario with dynamical fermions on the sites is likewise most easily handled by employing a unary encoding on the links. The circuit in Figure 11 then generalizes in the obvious manner, with CNOTs for each qubit in the unary link encoding applied to the proxy qubit $|0\rangle$, and remains fault-tolerant. Generalizations for other types of encodings are less straightforward however and require additional modifications to ensure fault tolerance.

If we consider the case of 2+1 spacetime dimensions, there are four links $l$ connected to each site $s$ and it is always possible to split Gauss’ Law to act on two groups of links at a time. This observation applies more generally to arbitrary spacetime dimensions. With larger dimensions however, there are numerous possible choices for the ways the links can be grouped together. While it is expected that the number of Gauss’ Law iterations required for error correction should scale independently of the number of lattice points as it is a local symmetry, whether or not certain groupings of links will result in speedups is something that needs further investigation.

Most importantly, we do not claim to encode the full continuous gauge group, as this would violate the fact that finite dimensional quantum systems which correct erasure have no continuous symmetries but only a discrete subgroup thereof [36]. As such, we only encode the $U(1)$ symmetry group with a finite cutoff approximation. The construction of error correcting codes analogous to the ones presented here for other structure groups will therefore need to be tailored to their admissible discrete subgroups.

As discussed in Sec. III B, the construction proposed here using an alternating encoding with two qubits per even link and one qubit per odd link requires $9N$ qubits (excluding ancillas) for the theory with non-dynamical fermions and for pure gauge theory. This improvement in space complexity can also be extended to accommodate dynamical fermions by using Gauss’ law to fix errors on the sites and requires $15N$ qubits, excluding ancillas. Such costs cannot be attained from error correcting individual qubits only. The question of whether more efficient encodings could be found by following a more holistic approach as opposed to those using only Gauss’ Law on local degrees of freedom (like sites and links) are left for future work. We also point out that when multiple logical qubits are to be encoded, an even lower physical-to-logical qubit ratio is achievable [31, 32].

We make the final observation that the loop string hadron formalism allows the diagonalization of Gauss’ law for non-abelian gauge theories, converting them into analogues of those in abelian gauge theories [17, 37]. It is expected that this will be an important step in extending these algorithms to more complex theories where additional commuting constraints are needed.
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