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The $A_{Si−Si}$ defect model as one possible explanation for light-induced degradation (LID) in typically boron-doped silicon solar cells, detectors, and related systems is discussed and reviewed. Starting from the basic experiments which led to the $A_{Si−Si}$ defect model, the $A_{Si−Si}$ defect model (A: boron, or indium) is explained and contrasted to the assumption of a fast-diffusing so-called “boron interstitial.” An LID cycle of illumination and annealing is discussed within the conceptual frame of the $A_{Si−Si}$ defect model. The dependence of the LID defect density on the interstitial oxygen concentration is explained within the $A_{Si−Si}$ defect picture. By comparison of electron paramagnetic resonance data and minority carrier lifetime data related to the assumed fast diffusion of the “boron interstitial” and the annihilation of the fast LID component, respectively, the characteristic EPR signal Si-G28 in boron-doped silicon is related to a specific $A_{Si−Si}$ defect state. Several other LID-related experiments are found to be consistent with an interpretation by an $A_{Si−Si}$ defect model.

1. Introduction

Light-induced degradation (LID) in boron-doped silicon which is oxygen contaminated during crystal growth is still a problem in silicon technology such as silicon solar cells or radiation detectors. A recent review of Lindroos and Savin on this topic summarizes the work of more than four decades of research. Recently, a mitigation procedure for LID was established, which introduces a costly separate step in, for example, solar cell production lines. Another more widely used approach to overcome the LID problem in boron-doped silicon is to use gallium-doped silicon for solar cell production. However so far no final, generally adopted solution to the LID problem has been presented.

Due to the impact of LID on solar cell processing, detector processing, and the efficiency, much effort has been and is currently spent on the investigation of the underlying defect. Nevertheless, no consensus was reached regarding the defect composition as well as the defect model. In this contribution, the experimental evidence for an LID scenario, namely, the $A_{Si−Si}$ defect model is critically discussed and reviewed.

2. Basic Experiments on Light-Induced Degradation

The idea for the $A_{Si−Si}$ defect model was developed in 2013 after the discovery of LID in indium-doped silicon. At that time, indium-doped silicon was investigated with respect to acceptor iron pairs, which are well known. During these investigations, it was found that indium-doped silicon shows a similar LID behavior as boron-doped silicon (see Figure 1). A fast and a slow LID component are seen in both cases. This basic experimental finding led to a controversial discussion since an earlier investigation had not observed LID in indium-doped silicon. We confirmed LID in indium-doped silicon by the investigation of indium-doped samples specifically grown at IKZ in Berlin. It has to be noted that the LID defect in these samples is most probably generated during the Czochralski silicon crystal growth and cooling process.

After the discovery of LID in indium-doped silicon, several publications looked for LID in solar cells manufactured from indium-doped silicon. After some negative results, a first indication that LID is indeed present in indium-doped silicon was found by Binns et al. They found a small but unquestionable LID in indium-doped silicon: It was observed by charge carrier lifetime measurements on surface-passivated samples. Later on, a fast and reversible degradation in indium-doped surface-passivated silicon wafers was reported by Murphy et al., again using carrier lifetime measurements. Recently, LID in indium-doped silicon was convincingly verified by Guzman et al. They showed microwave-detected photoconductance decay (MWPCD) lifetime maps before and after illumination and found a strong degradation of the carrier lifetime due to the LID.

In summary, one can state that LID, although being a serious problem in solar cells from boron-doped silicon and observed in...
surface-passivated indium-doped silicon wafers, is generally not found in solar cells made from indium-doped silicon. Possibly, the passivation of LID in indium-doped silicon during a solar cell process is easier compared with the boron case. Thereby passivation by hydrogen is the most likely process as discussed later.

Besides the charge carrier lifetime experiments, a second class of experiments exists which we will discuss in detail because they strongly support the $A_{Si-Si}$ defect theory. It is photoluminescence spectroscopy on indium-implanted silicon. In indium-doped silicon, a characteristic photoluminescence line called “P line” was discovered early but could despite much effort (see references in the study by Lauer et al.\cite{17}) not be identified with a defect in silicon. Fortuitously, after publishing LID in indium-doped silicon,\cite{4} we got specially prepared indium-implanted samples from the company Infineon Technology AG, which allowed in-depth PL investigations of the P line (see Figure 2).\cite{17} Here, we recall three key observations. First, the P line was found in samples, where a silicon interstitial-rich (SIR) region coincides with the peak of the implanted indium profile. The SIR region was generated by carbon coimplantation. At the interface between amorphous and crystalline silicon, an SIR region forms. By varying the carbon implantation energy, the amorphous/crystalline interface and hence the SIR region can be shifted. We found for the group with low-indium dose that the appearance of the P line depends on whether the SIR region is placed on the indium peak or behind the indium peak. The P line only appears if the SIR region is placed on the indium peak. This key observation suggested that the P line could be caused by a defect involving indium and silicon interstitials. One possible, very plausible, candidate for such a defect is the $\text{In}_{\text{Si-Si}}$ defect.\cite{17} If this is the case, the P line intensity should follow the LID cycle as observed for the carrier lifetime in indium-doped silicon. In fact as the second key observation, the P line follows the LID cycle of illumination and annealing\cite{17} as is clearly seen in Figure 2: The maximum P line intensity appears in the intermediate state after 1 h illumination. The P line disappeared completely after long illumination of about 13 h. The process was reversible by 10 min annealing at 200 °C. This was at that time a quite surprising result and strongly supports the identification of the P line as $\text{In}_{\text{Si-Si}}$ defect. A detailed interpretation of these results in the framework of the $A_{Si-Si}$ defect model will be given in Section 4.

The third key observation was that a hydrogen-rich silicon nitride layer on top of the silicon leads to a complete disappearance of the P line after the 200 °C annealing step.\cite{17} This could be explained by passivation of the $\text{In}_{\text{Si-Si}}$ defect by hydrogen, which possibly leads to an $\text{In}_{\text{Si-Si}}$–H defect.\cite{18} A similar passivation of LID in boron-doped silicon was first reported by Herguth et al.\cite{19} The finding of a passivation of LID in indium-doped silicon by hydrogen from a silicon nitride layer would also explain why no LID is observed in commercial indium-doped silicon solar cells. This is because in solar cells usually hydrogen-rich layers are used for passivation of the surface recombination.

3. The $A_{Si-Si}$ Defect Model

Based on the above described experiments, one of the authors proposed the $A_{Si-Si}$ defect to be responsible for LID in boron- and indium-doped silicon.\cite{4} The basic idea for this proposal stems from ab initio simulations of defects, where one acceptor atom and one silicon atom share a lattice position in silicon.\cite{20–23} These simulations showed a striking difference between the
acceptors boron and indium on the one hand and gallium on the other hand. In these simulations, the formation energy of different configurations of this kind of defect was calculated. For the case of boron and indium doping, the lowest formation energy was found for the configuration where the acceptor stays near the substitutional position and the silicon resides on an interstitial position (see Figure 3). Hence, this kind of defect was named $A_{34}$ defects. For gallium doping, the lowest energy configuration is found if gallium leaves the substitutional position and resides on a tetrahedral interstitial position.

In addition, it was found that the charge state of the defect has an impact on the microscopic configuration of the $B_{Si}$ defect. Hakala et al.\cite{20} found that the +1 charge state of the $B_{Si}$ defect has $C_{3v}$ symmetry, whereas the neutral and −1 charge can exist in the $C_{3v}$ or $C_{1h}$ symmetry. For their interpretation, it seems worthwhile to look at the configurations of a silicon interstitial in silicon. Jones et al.\cite{24} simulated three possible positions of a silicon interstitial in silicon. One is the split interstitial ($D$) configuration, where two silicon atoms share one lattice position. Another one is the hexagonal position ($H$), where the silicon interstitial resides in the middle of a ring of six lattice atoms. The third one is the tetrahedral position ($T$), where the interstitial silicon sits in the middle of the triangular pyramid formed by lattice atoms. Jones et al. also calculated the energy barriers in between the three configurations. They plotted a configuration coordinate energy diagram for the case of n-type silicon. From this diagram, we deduced a configuration coordinate energy diagram for the $A_{34}$ defect in p-type silicon: It is illustrated schematically in Figure 4 and involves three configurations $S_1$, $S_2$, and $S_3$, with the three possible charge states ‘+’, ‘neutral,’ and ‘−’.\cite{8} Further, we assumed that the main changes in the $A_{34}$ defect during illumination and annealing steps are due to configuration changes of the silicon interstitial itself.
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**Figure 3.** Formation energies for interstitial B configurations as a function of the position of the Fermi level ($\mu_I$), after the study by Hakala et al.\cite{20} The $B_{Si}$ defect has the lowest formation energy compared with the other interstitial positions $T$, $B$, $S$, and $H$, as discussed in studies by Hakala and Jones et al. in refs. [20] and [24]. Adapted (Figure 2) with permission.\cite{8} Copyright 2000, American Physical Society.
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**Figure 4.** Configuration coordinate energy diagram proposed for the $A_{34}$ defect in p-type silicon. Possible states of the $A_{34}$ defect configurations $S_1$, $S_2$, and $S_3$ are numbered from 1 to 7, see text. Adapted with permission.\cite{8} Copyright 2017, Wiley-VCH.

4. Explanation of the LID Cycle by the $A_{34}$ Defect Model

The density functional theory (DFT) data from literature\cite{24} suggest to identify the different configurations $S_1$, $S_2$, and $S_3$ with the $T$, $H$, and $D$ configurations, respectively, but further work to confirm the interpretation is desirable. The observed LID cycle is now explained by configuration changes of seven possible states of the $A_{34}$ defect, which are actuated by thermal energy after charge state changes.\cite{8} Note that different charge states of the same defect as illustrated in Figure 4 lead to slightly different ion positions (indicated by lateral displacements on the symbolic configuration axis in Figure 4) and as a consequence to different energy barriers for transitions between configurations. The ground state, which is, for example, in the experiment of Figure 1, reached after the 200 °C annealing step, is called state 1. During illumination, two holes are emitted or two electrons are captured by the $A_{34}$ defect, most likely sequentially via state 2, and state 3 is reached. The thermally driven transition from state 3 to 4 is the fast step in the LID process that can be seen, for example, in Figure 1. It is visible in the carrier lifetime as the Shockley–Read–Hall (SRH) parameters in configuration $S_2$ are in this model sufficiently different from those of configuration $S_1$. Obviously, from state 3 to state 4, an energy barrier $E_{14}$ must be surmounted. If the illumination stops here, which is 1 h for typical solar cell conditions, then a hole is captured and the $A_{34}$ defect falls into state 5. The transition from state 5 to state
2 and finally state 1 is referred to hereafter as the annihilation of the fast LID component.

The slow component of LID, which is identified as the transition from state 4 to state 6, has a higher-energy barrier $E_{46}$. Hence, the process is slower at any given temperature than the transition from state 3 to 4. In configuration $S_2$, a transition from state 6 to 7 takes place while a hole is captured. The SRH parameters are again different from those of $S_2$ and hence the transition 4 to 6 becomes visible in the carrier lifetime as well. If now the illumination or carrier injection is turned off, a hole is captured again and the $A_{Si}-Si$ defect stays in configuration $S_3$ as the barrier $E_{37}$ is too high to be surmounted at, for example, room temperature. Only if the temperature is raised to about 200 °C or more for several minutes, enough thermal energy for crossing the barrier $E_{75}$ is available and state 1 can be reached again and the LID cycle is closed.

One important point which is not discussed so far is that the transitions of the defect must be considered as equilibrium reactions.\[8\] This means that, for example, during the slow component of LID (transition 4 to 6) the backward transition (6 to 4) takes place. Finally, an equilibrium will form where still some defects are in state 4. If now a short dark anneal is applied those defects, which were still in state 4, while illumination, they are transferred into their ground state 1. Under following illumination in the extreme case of a very short dark anneal, only a fast LID component would be visible in the carrier lifetime measurements. During the short dark anneal, only a very small number of defects in state 7 are able to surmount the barrier $E_{75}$. Depending on the duration of the short dark anneal, more of the slow LID component would become visible. This behavior was recently impressively demonstrated by Kim et al.\[27\] and also by Schmidt et al.\[28\]. One should expect significant remaining defect activity after a short dark anneal. Not much has been published on this subject, but the lifetimes reported in the study by Schmidt et al.\[28\] support this expectation.

After the interpretation of a typical LID cycle observed in boron- and indium-doped silicon in terms of the $A_{Si}-Si$ defect model, we turn to the behavior of the $P$ line during the LID cycle and its explanation in frame of the $A_{Si}-Si$ defect model: The maximum intensity of the $P$ line is observed after annealing at 200 °C for 10 min and 1 h illumination (see Figure 2). Therefore, we identify state 5 in configuration $S_2$ with the defect state responsible for the $P$ line. It is the neutral $In_{Si}-Si$ defect in configuration $S_2$ which binds the exciton. This bound exciton recombines and the characteristic photon for the sharp $P$ line is emitted. With this identification, the changes in the $P$ line during an LID cycle can be easily explained by the $A_{Si}-Si$ defect model: After long illumination, the $P$ line disappears as the defect is in configuration $S_3$, which has different recombination parameters and is assumed to be not active in photoluminescence. The annealing step transfers most $A_{Si}-Si$ defects into state 1. As a consequence, the $P$ line should also not be visible after the 200 °C for the 10 min annealing step. We attribute the fact that it is still visible, to experimental circumstances. We had to illuminate with the PL excitation laser for a long time (>30 min) at low temperature ($T < 20$ K) to measure the spectra and, most likely, inadvertently populated state 5 of the $In_{Si}-Si$ defect.\[17\]

Unfortunately, we had no information about the status of the sample without any intentional treatment (untreated) with respect to the LID cycle. It seems natural to assume a mix of defect states 1, 5, and 7, with the majority of defects being in state 7. Hence, we find the $P$ line in the untreated case caused by state 5 and the transition of some defects from state 1 to 5 during measurement. During short illumination we find an increase in $P$ line since most of the defects are transferred from state 1 to state 5 now. Further illumination causes the transition from state 4 to 6 and finally to state 7, which leads to a decrease in the $P$ line.

It is clear that the barrier between state 3 and 4 cannot be surmounted thermally at such low temperatures as necessary for low-temperature photoluminescence spectroscopy. Hence, we suspect a recombination-enhanced defect reaction (REDR) mechanism\[29\] to provide the necessary energy. Experimental support for the idea that state 5 is populated at low temperatures by illumination comes from the EPR results discussed in Section 5.2 in this contribution. The EPR signal $SiG_{28}$ becomes visible at low temperatures only after illumination. Carefully designed experiments which are underway are necessary to clarify the behavior of the $P$ line in particular after the dark anneal.

5. Discussion of the $A_{Si}-Si$ Defect Model

The publication of the $A_{Si}-Si$ defect model led to a vivid discussion since it seemed to be incompatible with former experimental data\[10,31\] or, to be precise, with the generally accepted interpretation thereof. However, a closer look reveals that the $A_{Si}-Si$ defect model is consistent with the existing experimental data from other groups but simply provides a slightly different interpretation thereof.\[18\] The main results to be interpreted and their explanation within the $A_{Si}-Si$ defect are briefly reviewed next.

5.1. Role of Oxygen

Early work found an approximately quadratic dependence of the LID defect concentration on the interstitial oxygen concentration.\[30\] Naturally, this led to several defect models which include an oxygen dimer within the defect: First a $B_{Si}-O_{2i}$ defect was suggested where the LID defect cycle was explained by the association and dissociation of the dimer from the substitutional boron assuming fast diffusion of the oxygen dimer.\[30\] Most recently, the formation of an $A_{Si}-O_{2i}$ defect was proposed\[32\] where the LID defect cycle was explained by a charge state change-induced configuration change similar to the $A_{Si}-Si$ defect model. The fundamental difference between the two recent defect models is the incorporation of either a silicon interstitial or an oxygen dimer in the defect.

The argument that a dependence on the oxygen availability implies oxygen-containing defects is less stringent than it appears at first sight. On the one hand, no in-depth explanation is given in the literature so far as to why quadratic dependency of the LID defect concentration implies an oxygen dimer incorporation in the defect. On the other hand, there is at least one efficient mechanism on how the presence of oxygen leads to silicon interstitials:\[18\] If the interstitial oxygen concentration in silicon is above the solubility limit and the temperature is high enough for oxygen diffusion, oxygen tends to form clusters. Theoretically, for two clustering interstitial oxygen atoms, one silicon interstitial is ejected as the $SiO_2$ phase needs more space than the two interstitial oxygen atoms themselves.\[33\] This naturally would explain a quadratic dependency of the Si
interstitial concentration on the interstitial oxygen concentration. A theoretical description is given by Tan and Taylor. Simulations done by Kissinger et al. show also that for small oxygen nuclei, which form during CZ crystal cooling below 1000 °C, the factor for the number of emitted silicon interstitial atoms divided by the number of precipitated oxygen atoms is about 0.5.

Experimentally, some oxygen-clustering experiments show that the clustered oxygen concentration depends quadratically on the interstitial oxygen concentration, which could imply roughly quadratic increase of the silicon interstitials. Also, the scatter in the data, which is observed in the experimental data of the LID defect concentration, fits well to the oxygen-clustering data (see Figure 5). The strong scatter in the data, which is observed in the range from 6 to 10 × 10^17 cm\(^{-3}\), is a strong indication that oxygen is not directly, but rather indirectly, involved in the defect responsible for LID. It has to be noted that the precipitated oxygen fraction as a function of the initial interstitial oxygen concentration depends on the applied thermal processes. A comparison of the CZ crystal growth and cooling process with an annealing at 1050 °C for 16 h, as done in Figure 5, must hence be taken with caution and can be used only as first approximation. A comparison of the LID density and the precipitated oxygen concentration for samples which were treated similarly would be extremely desirable. The ejected silicon interstitial forms then, besides other reactions, the \(A_\text{Si} - \text{Si}\) defect. We will discuss in Section 5.2 that for the cases of boron and indium doping, the so-called “Watkins replacement reaction”, where the substitutional acceptor atom is kicked out to an interstitial position, most likely does not take place.

The explanation of Si\(_\text{i}\) resulting from oxygen clusters suggests a more or less homogenous distribution of oxygen clusters in the as-grown Czochralski silicon crystal. However, in Czochralski silicon crystals, the observed bulk microdefects (BMD) can show depending on the growth process a pronounced pattern, which is explained by the Voronkov model. This pronounced BMD pattern, see in particular the line scans of Figure 6 of the study by Hourai et al., is linked to vacancy or silicon interstitial-rich regions in the crystal. In an experiment related to these regions, no impact of this pattern on the LID could be found. Unfortunately, the usually applied methods to measure the BMD density have a low detection efficiency and typically only about 10% of the existent BMDs become visible, that is, 90% of the oxygen clusters remain invisible. It should also be noted that in nitrogen-doped CZ silicon crystals the discrepancy between the concentrations of visible and invisible oxygen clusters is much smaller. In addition, the BMD measurement is typically made after oxygen precipitate growth treatments like two-step annealing at, for example, 800 and 1000 °C for several hours. Hence the BMD measurements represent mainly the oxygen precipitates which grow under those special conditions. They do not represent the small oxygen nuclei formed during crystal cooling below 1000 °C, which are thought to be responsible for the silicon interstitial emission needed for the \(A_\text{Si} - \text{Si}\) defect formation. These small oxygen nuclei are distributed homogenously irrespective of the crystal-growing regime. Therefore, the \(A_\text{Si} - \text{Si}\) defect model can neither be rejected based on the actual measurements of the BMD density nor by the downstream theories which explain the BMD patterns.

It should be noted that the creation of LID was found in diffusion-oxygenated FZ (DOFZ) silicon wafers treated at 650 °C. Obviously, further carefully designed experiments are necessary which include the solar cell fabrication process.

---

**Figure 5.** Comparison of normalized LID defect concentration and precipitated oxygen concentration after annealing steps as a function of interstitial oxygen concentration (see text).

**Figure 6.** Illustration of the \(B_\text{Si} - \text{Si}\) defect in the \(\text{Si}_1\) (T) configuration indicating the distribution of an extra hole (left) and an extra electron (right), obtained within the LDA approximation using the VASP code, illustrated using the VESTA software. Different charge states of the defect are accompanied by minor local adjustments of the ion positions.
or layer deposition processes to finally prove the impact of silicon self-interstitials on the LID. At present, an \( A_{\text{Si}}\text{–Si} \) defect can neither be ruled out, nor be proven by existing experimental data.

5.2. “Boron Interstitial” Investigated by EPR

Another widely held belief which seemingly contradicts the \( A_{\text{Si}}\text{–Si} \) defect model is the high mobility of the so-called “boron interstitial” \( B_i \).\(^{[31]}\) As early as 1975, Watkins\(^{[31]}\) proposed three models for extra boron in the silicon lattice. In all three models, boron has left its substitutional place and yields a highly mobile defect. From today’s perspective, one has to state that all three models are most probably wrong since all ab initio simulations find the lowest formation energy for configurations with boron staying near a substitutional place.\(^{[30,52–56]}\) The fact that the recent DFT results contradict the established, almost half-a-century-old interpretations of early experiments called for new experiments. Thus, a group around one of the authors had a close look on experimental data related to LID and the so-called “boron interstitial”.\(^{[17]}\) The most relevant result is shown in Figure 7. The neutral “boron interstitial” was found to be strongly correlated to a Si-related electron paramagnetic resonance (EPR) signal called Si-G28.\(^{[31]}\) This signal appeared in boron-doped silicon after electron irradiation and most importantly after subsequent illumination with near-bandgap light. It started to disappear again after warming to, for example, 50 K in the dark. The disappearance rate of this EPR signal as a function of the inverse temperature is replotted for example, 50 K in the dark. The disappearance rate of this EPR signal as a function of the inverse temperature is replotted in Figure 7. In addition, the annihilation of the fast LID component, which was measured by the change in the open-circuit voltage (\( V_{\text{OC}} \)) of solar cells,\(^{[10]}\) is included in Figure 7 as well. Within the frame of the \( A_{\text{Si}}\text{–Si} \) defect model, the annihilation of the fast LID component is identified with the transition from state 5 to state 1. The energy barrier \( E_{\text{S2}} \) must be crossed for transition from state 5 to state 2 and a hole must be captured to reach state 1 from state 2. As shown in Figure 7, the experimental data of the transition rate related to the annihilation of the fast LID component and the disappearance of the light-induced EPR signal in boron-doped silicon agree extremely well. Hence, we conclude that the measured EPR signal SI-G28 in boron-doped silicon most likely stems from the \( B_{\text{Si}}\text{–Si} \) defect in state 5. The observed appearance and disappearance of the EPR signal by illumination and annealing, respectively, can hence be explained by charge state change- induced configuration changes in the \( A_{\text{Si}}\text{–Si} \) defect model. The old assumption of extremely fast diffusion of boron is in this case no longer necessary.

5.3. “Boron Interstitial” Investigated by Other Methods

Next, we review other experiments besides EPR which have been addressed in the discussion of on the one hand the \( A_{\text{Si}}\text{–Si} \) defect model and on the other hand the concept of fast diffusion of the postulated “boron interstitial”. These are deep-level transient spectroscopy (DLTS)\(^{[57–59]}\), infrared (IR) absorption spectroscopy,\(^{[60]}\) channeling experiments,\(^{[61,62]}\) \( \beta \)-radiation-detected nuclear magnetic resonance (\( \beta \)-NMR),\(^{[63,64]}\) and secondary-ion mass spectrometry (SIMS).\(^{[65]}\) A common problem of these methods (except SIMS) is that they cannot distinguish whether the disappearance of a signal is due to motion of atoms or due to a reconfiguration of a defect.

In a series of DLTS experiments,\(^{[57–59]}\) the Watkins group investigated the “boron interstitial”. They found two DLTS signals \( E(0.45) \) and \( E(0.23) \) in electron-irradiated boron and phosphorous-doped n-type silicon.\(^{[57]}\) It should be mentioned that LID is observed not only in boron-doped p-type silicon but also in boron-compensated n-type silicon as well.\(^{[56]}\) The Watkins group attributed the first level to the “boron interstitial” defect. The latter DLTS level was for a while identified by the community as a defect consisting of \( B_i \) and \( O_i \),\(^{[52]}\) but after a careful experiment of Lasse Vines et al.,\(^{[67]}\) the \( E(0.23) \) level should now be treated as unidentified. The Watkins group found that the disappearance of \( E(0.45) \) coincides with the appearance of the \( E(0.23) \) level and that the \( E(0.45) \) level could only be seen in n-type and not in p-type silicon. They also found that the disappearance rate of the \( E(0.45) \) level is enhanced by minority carrier injection. In the second paper of that series,\(^{[58]}\) a third DLTS signal \( E(0.13) \) is found, which is activated by illumination. The last paper in the series\(^{[59]}\) is the most relevant one in the present context because it reopens the discussion of the nature of the defect and now questions the hypothesis of migration of the “boron interstitial” by the Bourgoin–Corbett mechanism which was assumed so far. The authors tried to induce the migration of “interstitial boron” by experimentally cycling between different states of the “boron interstitial” and found no disappearance of the original signal. This shows that cycling is fully reversible and that no trapping after eventual migration occurs. This fits well to the observations of the LID cycle, which is also completely reversible.

We turn to absorption spectroscopy and in particular to an experiment by Tipping and Newman,\(^{[60]}\) who found two IR absorption lines \( 10 R \) and \( 11 R \) which they identify with “interstitial boron”. The identification was made by the frequency ratio of absorption lines resulting from \( 10 B_i \) and \( 11 B_i \). The \( R \) lines were
found to anneal out and new lines denoted by S and Q appeared. If the annealing of the R lines was evaluated assuming first-order kinetics, an activation energy $E_A = 0.43 \text{ eV}$ was found. This is in good agreement with the activation energy we found for the transition from state 5 to 2 (see Figure 7). It is possible that the IR absorption line R is related to state 5 in the $A_{35}$–Si defect model. The S and Q IR absorption lines could be identified with state 2 and 1, respectively. Hence, the reported experimental IR absorption spectroscopy data do not contradict the $A_{35}$–Si defect model, they rather support it.

Another method to investigate the lattice position and the amount of the “boron interstitial” defect is the channeling technique. North and Gibson reported that after room-temperature implantation $\approx 70\%$ of the boron was on an interstitial position. The amount of boron residing in interstitial position increases under annealing slightly up to $\approx 800 \text{°C}$ and then rapidly disappears. These measurements neither support nor contradict the $A_{35}$–Si defect model. It is probable that after room-temperature implantation of boron most of the boron forms the $B_{35}$–Si defect in configuration S, since the boron implantation generates a lot of charge carriers. More charge carriers are generated during the channeling measurement by the proton beam and hence the $B_{35}$–Si defect stays in configuration S. The decrease of the interstitial component above 800 °C could be explained by dissociation of the $B_{35}$–Si defect. It should be mentioned that these channeling studies contradict the idea of Watkins that “interstitial boron” is highly mobile and is trapped by other defects even below room temperature since an “interstitial boron” signal is detected up to 800 °C.

Table 1. Main experimental results which are discussed in Section 5 with its explanation within the $A_{35}$–Si defect model.

| Experimental results                                                                 | Explanation within $A_{35}$–Si defect model                      |
|-------------------------------------------------------------------------------------|------------------------------------------------------------------|
| Quadratic dependency of LID density on O$_3^-$                                    | Oxygen clustering during CZ crystal growth and cooling with interstitial ejection (Section 5.1) |
| No impact of Si or V-rich regions detected by BMD on LID density                   | BMD density does not represent small oxygen nuclei, which form during crystal cooling (Section 5.1) |
| Light-induced EPR signal SiG28                                                    | $B_{35}$–Si in state 5, annihilation rate of SiG28, and fast LID component coincide (Section 5.2) |
| Disappearance of B, observed by infrared absorption spectroscopy                  | Observed activation energy coincides with annihilation of the fast LID component (process 5 $\Rightarrow 1$) (Section 5.3) |
| Annealing of DLTS peaks in boron-compensated n-type silicon                       | Open question, since LID model for n-type silicon is lacking (Section 5.3) |
| B, not at tetrahedral position observed by channeling technique                   | B remains near substitutional place in the $A_{35}$–Si defect model (Section 5.3) |

6. Summary and Outlook

LID is a problem for CZ silicon solar cells. It appears in boron- and indium-doped silicon and reduces considerably the charge carrier lifetime and, in particular in boron-doped silicon, the solar cell efficiency. Despite more than 40 years of research on the defect responsible for LID, no consensus has been reached regarding defect composition and defect model. In a series of experiments and publications, we put forward the $A_{35}$–Si defect model to explain and model the reported LID properties. This model and possible counter arguments as well as ramifications of the $A_{35}$–Si defect model on the interpretation of published data were discussed and reviewed in this contribution.

We started from the experiments which led to the idea of the $A_{35}$–Si defect model, namely, the observation of LID in indium-doped silicon and the correlation of LID with the so-called P line. The model is described and a complete LID cycle of light
absorption, degradation, and annealing is explained in frame of the $A_{Sf}$–Si$_i$ defect model.

The $A_{Sf}$–Si$_i$ defect model has strong implications on the understanding of oxygen nucleation in CZ silicon and on the understanding of the “boron interstitial” defect with its downstream-assumed defect reactions. Careful reexamination of experimental data regarding oxygen nucleation and EPR data of the “boron interstitial” defect shows that the experimental data are not in contradiction to the $A_{Sf}$–Si$_i$ defect model; some data even support the $A_{Sf}$–Si$_i$ defect model. In addition, other methods which are used to investigate the “boron interstitial” are discussed and it is found that it is not possible to rule out the $A_{Sf}$–Si$_i$ defect model by these methods.

The observed quadratic dependency of the LID defect density on the interstitial oxygen concentration could be seen as an argument against the $A_{Sf}$–Si$_i$ model but is explained theoretically and experimentally by oxygen nucleation and silicon interstitial generation. Another concept possibly contradicting the $A_{Sf}$–Si$_i$ defect model is the notion of a highly mobile “boron interstitial” defect. That picture interprets the disappearance of an EPR signal (Si-G28), which was generated by illumination, due to the movement of $B_i$ to another sink such as, for example, $O_i$. However, this implies an extremely fast and hence unlikely diffusion of boron toward these sinks. We showed that the underlying experimental data, which is the disappearance rate of the EPR signal as a function of inverse temperature, coincides with reported experimental data of the annihilation of the fast LID component. Hence, these EPR data can be interpreted as caused by a defect configuration change of the $B_{Si}$–Si$_i$ defect from state 5 to state 1. It should be mentioned that defect reactions related to the “boron interstitial” such as, for example, the formation of so-called “interstitial boron–interstitial oxygen” defect $B_iO_i^{51}$ may be an erroneous and premature interpretation of the experimental data. This misinterpretation may be also the reason for the difficulties to understand the recently observed acceptor removal in low-gain avalanche detectors (LGAD).[70]

Despite the good fit of existing experimental data related to the presumed “boron interstitial” and the oxygen nucleation to the $A_{Sf}$–Si$_i$ defect model, further experimental and theoretical support of the $A_{Sf}$–Si$_i$ defect model idea is necessary. Obviously, quantitative values for the energy barriers $E_{opt}$, with $x$ and $y$ being neighboring states of the $A_{Sf}$–Si$_i$ defect model, see Figure 4, are highly desirable. This refers to on the one hand DFT- and nudged elastic band (NEB)[93]-based theoretical values for the energy barriers between the different configurations at different charge states and on the other hand to energy barriers derived from the temperature-dependent rates observed during LID cycle measurements. Both routes are currently pursued in our labs. It would be an extremely strong support for the correctness of the $A_{Sf}$–Si$_i$ defect model if the experimental and theoretical values for the relevant energy barriers would agree.
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