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Abstract—Theoretical results show that Bayesian methods can achieve lower bounds on regret for online logistic regression. In practice, however, such techniques may not be feasible especially for very large feature sets. Various approximations that, for huge sparse feature sets, diminish the theoretical advantages, must be used. Often, stochastic gradient methods is used with hyper-parameters that must be tuned on some surrogate loss, defeating theoretical advantages of Bayesian methods. The surrogate loss, defined to approximate the mixture, requires techniques as Monte Carlo sampling, increasing computations per example. We propose low complexity algorithm for sparse online logistic and probit regressions that runs linearly in time horizon. Unlike variational inference and other methods, our methods use analytical closed forms, substantially lowering computations. Unlike dense solutions, as Gaussian Mixtures, our methods allow for sparse problems with huge feature sets without increasing complexity. With the analytical closed forms, there is also no need for applying stochastic gradient methods on surrogate losses, and for tuning and balancing learning and regularization hyper-parameters. Empirical results top the performance of the more computationally involved methods.

I. INTRODUCTION

We consider online [8], [44] binary logistic regression over a series of rounds \( t \in \{1, 2, \ldots, T\} \). At round \( t \), a sparse feature vector \( x_t \in [-1, 1]^d \) with \( d_t \ll d \) nonzero values, is revealed, and a prediction for the label \( y_t \in \{-1, 1\} \) must be generated. The dimension \( d \) can be huge (billions), but \( d_t \) is usually tens or hundreds. Logistic regression is used in a huge portion of existing learning problems.

A prediction algorithm attempts to maximize probabilities of the observed labels. Online methods sequentially learn parameters for the \( d \) features. With stochastic gradient methods [7], [14], these are weights \( w_{i,t} \) associated with feature \( i \in \{1, \ldots, d\} \) at round \( t \). Bayesian methods keep track of some distribution over the parameters, and assign an expected mixture probability to the generated prediction [19], [36]. The overall objective is to maximize a sequence likelihood probability, or to minimize its negative logarithm. A benchmark measure of an algorithm’s performance is its regret, the excess loss it attains over an algorithm that uses some fixed comparator values of \( w^* \triangleq (w_1, w_2, \ldots, w_d)^T \) (\( T \) denoting transpose). A comparator \( w^* \) that minimizes the cumulative loss can be picked to measure the regret relative to the best possible comparator in some space of parameter values.

The authors of [22], [15], [47] demonstrated that, in theory, Bayesian methods are capable to achieve regret, logarithmic with the horizon \( T \) and linear with \( d \), that even matches regret lower bounds for \( d = o(T) \). Classical stochastic gradient methods are usually implemented as proper learning algorithms, that determine \( w_t \) prior to observing \( x_t \), and are inferior in the worst-case [17], although, in many cases depending on the data, they can still achieve logarithmic regret [1], [2], [3]. Recent work [21] demonstrated non-Bayesian improper gradient based algorithms with better regret. Unfortunately, superiority of Bayesian methods diminishes by their intractability.

Most Bayesian literature addressed the dense problem, where \( x_t \) consists of mostly nonzero entries for every \( t \), and the dimension \( d \) of the feature space is relatively small. Techniques, like Gaussian Mixtures [18], [34], [33], [37], [38], [48], that may use VB, usually apply matrix computations quadratic in \( d \) on the covariance matrix. In many practical problems, however, a very small feature subset is present in each example. For categorical features, only one of the features in the vector is present at any example. Techniques, useful for the low dimensional dense problem, may thus not be practical.

Paper Contributions: We provide a simple analytical Bayesian method for online sparse logistic and probit regressions with closed form updates. Our results are first to study regret for Bayesian methods that are simple enough to be applied in practice. They provide an example that connects uncertainty and regret, and more broadly the Minimum Description Length (MDL) principle [40], [39], [41], [42], [46], [47]. Empirical results presented in Section IV demonstrate the advantages of our method over computationally involved methods and over other simpler approximations, both by achieving better regret on synthetic data and better loss on real data. As part of the algorithm, uncertainty measures are provided with no added complexity. We specifically demonstrate that it is sufficient to have an approximation focus on the location of the peak of the posterior and its curvature or value, which are most likely to dominate regret, instead of approximating the full posterior, which brings unnecessary complexity missing the real goal of preserving the effects of a good prior. Approximating the posterior may eventually lead to poor generalization and overfitting by focusing on the tails of the posterior. Our approach directly approximates the posterior.

Related Work: The simplest single dimensional online logistic regression problem \((d = 1)\) and \( x_{1,t} = 1, \forall t \) was widely studied. Jefferys’ prior, \( \rho(\theta) \triangleq 1/\left(\pi \sqrt{\theta(1-\theta)}\right) \), is asymptotically optimal [11], [50], [51], [13]. It can be expressed...
in terms of log-odds weights \( w \) as \( \rho(w) = e^{w/2}/[\pi (1 + e^w)] \). Applying a mixture leads to the [24] (KT) add-1/2 estimator \( Q(y_t|y_{t-1}) = \frac{1}{n_{t-1}(y_t) + 0.5}/t \), where \( n_{t-1}(y_t) \) counts occurrences of \( y_t \). We use \( y^t \) to express a sequence from 1 to \( t \). Applying this prior in a Follow The Regularized Leader (FTRL) setting [28] also leads to the KT estimator. This raised the question whether regret optimality generalizes to large dimensions [29], [17] showed that this was not the case for proper methods. Theoretically achievable bounds of Bayesian methods, however, do generalize [22], [15], [47], with large variance Gaussian or uniform prior with diagonal covariance. Peaked priors fail, as for each feature in an example, other features provide a self excluding log-odds prior, that shifts the relation between the overall distribution and the feature weight. While wide priors are good theoretically, because of the intractability of the Bayesian mixture integrals, diagonal approximations that are used unfortunately degrade their effect.

Bayesian methods have been studied extensively for estimating posteriors [4], [26], [43]. There is ample literature researching such techniques in deep networks (see, e.g., [6], [20], [23], [25], [27], [49]). Most of the work focuses on the ultimate posterior after the full training dataset has been visited. One attempts to leverage the uncertainty measurements to aid in inference on unseen examples. Techniques like expectation propagation (EP) [32], [31] (see also [4], [10], [12], [16]) and VB are used to generate estimates of the posterior. In a dense setup, where there is a relatively small number features (or units in a deep network), Gaussian Mixture models can also be learned, where a jointly Gaussian posterior is learned, usually with some kernel that is used to reduce the dimensionality of the parameters. Such methods, however, do not fit the sparse online setup.

II. PRELIMINARIES

For binary logistic regression, the probability of the label given the example and weights, is given by the Sigmoid of the label weighted dot product of the example and weights, that is,

\[
p(y_t|x_t, w) \triangleq \frac{1}{1 + \exp(-y_t x_T^T w)} \triangleq \text{Sigma} \left( y_t x_T^T w \right). \tag{1}
\]

Let \( \rho_1(w) \) be the prior on the weights at round \( t \), where we start by initializing with some \( \rho_1(w) \). We will assume that \( \rho(\cdot) \) is approximated by a diagonal covariance Gaussian, with means \( \mu_{t,i} \) and variances \( \sigma^2_{t,i} \) for component \( i \) at time \( t \). Leveraging results in [22], [15], [47], if we restrict \( w_i \in [-B, B] \), a uniform prior over this interval or a normal prior with standard deviation proportional to \( B \) can be picked. Observing sparse \( x_t \), the prediction for \( y_t \) is given by

\[p_t \triangleq P(y_t|x_t) = \int_w p(y_t|x_t, w)p(w)dw \triangleq \int p_t(y_t, w|x_t)dw. \tag{2}\]

The expected prediction \( p_t \) in (2) marginalizes out the weights \( w \) according to the prior \( \rho_1(\cdot) \) from the joint probability \( w \) and \( y_t \). The prediction \( p_t \) is a function also of all prior pairs sequence \( \{x_{t-1}, y_{t-1}\} \) through the prior \( \rho_1(\cdot) \). After observing \( y_t \), we try to match a (diagonal) posterior \( Q(\cdot) \) to the weights that will equal the next round’s prior

\[p_{t+1}(w) \triangleq Q_t(w) \approx p(w|x^t, y^t) = \frac{p(y_t|x_t, w)p_t(w)}{p_t}. \tag{3}\]

Using \( S_T \triangleq \{x^T, y^T\} \), the logarithmic loss incurred by approximation \( Q(\cdot) \) on the sequence of predictions is

\[L(S_T, Q) \triangleq -\sum_{t=1}^{T} \log p_t. \]

Let \( w^* \) be some fixed comparator in the parameter values’ space. Then, the regret of approximation \( Q(\cdot) \) relative to comparator \( w^* \) is given by

\[R(S_T, Q, w^*) \triangleq L(S_T, Q) - L(S_T, w^*) \]

\[= -\sum_{t=1}^{T} \left( \log p_t + \log(1 + \exp(-y_t x_T^T w^*)) \right). \]

The regret, studied in this paper, measures the excess loss relative to the best possible \( w^* \) comparator.

III. MARGINALIZED BAYESIAN GAUSSIAN

In this section, we describe the proposed method. First, the Sigmoid is approximated by a normal Cumulative Distribution Function (CDF). A prediction for the label of the current example is generated shrinking the cumulative mean score as function of the cumulative variance over all features. The main idea for updating feature distributions is marginalizing away all other covariates for each feature in an example at a given round, such that the mean and variance of the feature can be updated to match the location of the peak and either its curvature or value to the true marginalized posterior. We observe that Probit Regression follows the same steps, except that it does not require the initial approximation so we do not discuss it in details here. It turns out that similar approximation methodology can be used to apply simple multi-dimensional updates instead of a marginalized one, the can be performed when sparsity is limited.

Gaussian Approximation of a Sigmoid: The relation between the logistic distribution and the Normal one was well studied in the statistics literature (see, e.g., [4], [35]). The Sigmoid function in (1) can be viewed as a CDF, which can be approximated by a normal CDF \( \Phi(z) \) (The inverse of \( \Phi(\cdot) \) is the Probit function.) The derivative of the Sigmoid function is the 0-mean Logistic Probability Density Function (PDF). Matching the PDFs, we have \( e^w/(1+e^w)^2 \approx 1/\sqrt{2\pi\sigma^2} \exp \left \{ -w^2/2\sigma^2 \right \} \). This yields that the Sigmoid function can be approximated by a 0-mean Gaussian CDF with variance \( 8/\pi \). Using the standard 0-mean normal \( \Phi(\cdot) \) function, the argument is scaled by the inverse of the standard deviation \( \sqrt{8/\pi} \), giving

\[\text{Sigma}(w) \triangleq \frac{1}{1 + e^{-w}} \approx \Phi \left( \sqrt{\frac{8}{\pi}} \cdot w \right). \tag{5}\]

Approximation approach and some notation: With the diagonal and Gaussian assumptions, for each sparse example (with only \( d_t \ll d \) nonzero entries in \( x_t \)), we can assume that we have a single normal random variable, whose mean is the \( x_t \) weighted mean of covariate weights, and whose variance...
is the quadratically weighted sum of variances. Denote the example total weight, mean, and variance by
\[ w_t \triangleq \sum_{i=1}^{d} x_{i,t} w_{i,t}, \quad \mu_t \triangleq \sum_{i=1}^{d} x_{i,t} \cdot \mu_{i,t}, \quad \sigma^2_t \triangleq \sum_{i=1}^{d} x_{i,t}^2 \cdot \sigma^2_{i,t}. \]

Since we consider a sparse problem, there is benefit to breaking the dependencies between features present in a given example and updating each independently. We can achieve that by marginalizing the prior at \( t \) over all other features. Because we assume all features are jointly independent Gaussians, we can break the joint prior into a product of two components; one, the marginal of the feature, and the other the marginal of all other features together, i.e., the self excluding prior. To match the posterior, we then marginalize on the latter, and match a single dimensional posterior for each feature. The self excluding prior for feature \( i \) at time \( t \), its mean and variance are
\[ w_{-i,t} = \sum_{j \neq i}^{d} x_{j,t} w_{j,t} = \sum_{j \neq i}^{d} x_{j,t} w_{j,t}. \]
\[ \mu_{-i,t} \triangleq \mu_t - x_{i,t} \cdot \mu_{i,t}; \quad \sigma^2_{-i,t} \triangleq \sigma^2_t - x_{i,t}^2 \cdot \sigma^2_{i,t}. \]

**Prediction:** With the probit approximation in (5) and the single dimensional variable \( w_t \), we can compute \( p_t \) in (2), replacing \( p(y_t | x_t, \textbf{w}) \) in (1) by a normal CDF. Approximating this integral (see, e.g., [35], Section 8.4.4.2, and [4]) gives
\[ p_t \approx \text{Sigma} \left( \frac{y_t \cdot \mu_t}{\sqrt{1 + \frac{\pi}{8} \sigma^2_t}} \right). \]

This result demonstrates how the variance shrinks the prediction towards probability 0.5.

**Marginalization:** Given the diagonalization assumption, the prior at \( t \) can be expressed as \( \rho_t(w) = \rho_t(w_i) \cdot \rho_{-i,t}(w_{-i}) \), where \( \rho_{-i,t}(\cdot) \) is the prior on the self excluding prior of \( w_i \). Hence, \( p(y_t, \textbf{w} | x_t) = p(y_t | x_t, \textbf{w}) \rho_{-i,t}(w_i) \rho_{-i,t}(w_{-i}) \).

Marginalizing on \( w_{-i} \) gives
\[ p_t \triangleq \rho_t(w_i) \int_{-\infty}^{\infty} p(y_t | x_t, \textbf{w}) \rho_{-i,t}(w_{-i}) \text{d}w_{-i}. \]

The inner integral \( I_{w_{-i,t}} \), which marginalizes over \( w_{-i} \) with its prior \( \rho_{-i,t}(w_{-i}) \), can be approximated by
\[ I_{w_{-i,t}} = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi \sigma^2_{-i,t}}} \exp \left( \frac{- (w_{-i,t} - \mu_{-i,t})^2}{2 \sigma^2_{-i,t}} \right) \text{Sigma} \left[ y_t \cdot (x_{i,t} w_t + w_{-i}) \right]. \]
\[ = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi \sigma^2_{-i,t}}} \exp \left( \frac{- (w_{-i,t} - \mu_{-i,t})^2}{2 \sigma^2_{-i,t}} \right) \Phi \left( \frac{\sqrt{\pi}}{8} y_t \cdot (x_{i,t} w_t + w_{-i}) \right). \]
\[ = \Phi \left( \frac{\sqrt{\pi}}{8} y_t \cdot (x_{i,t} w_t + w_{-i}) \right) \approx \text{Sigma} \left( \frac{y_t \cdot (x_{i,t} w_t + w_{-i})}{\sqrt{1 + \frac{\pi}{8} \sigma^2_{-i,t}}} \right). \]

Step (a) follows, again, from the approximation in (5). For (b), we apply the change of variables \( z = (w_{-i} - \mu_{-i,t})/\sigma_{-i,t} \), where \( \phi(\cdot) \) is the standard Gaussian PDF. The integral in (b) gives \( \Phi \left( \frac{x_{i,t} w_t}{\sqrt{\pi} \sigma_{-i,t}} \right) \), with \( a = \sqrt{\pi} y_t \cdot (x_{i,t} w_t) + x_{i,t}^2 \sigma_{i,t} \) and \( b^2 = \frac{\pi}{8} \sigma^2_{-i,t} \) to lead to (c). Finally, the approximation in (5) is used to go back from a Normal CDF to a Sigmoid in (d).

**Posterior:** The posterior on \( w_i \) is given by plugging (10) into (9) normalizing by \( p_t \) in (2) leading to:
\[ \rho_{i,t+1}(w_i) = Q_{i,t}(w_i) \approx p(w_i | x^i, y^i) = \frac{1}{p_t} \cdot \rho_i(w_i). \]

The approximation on the right implies matching the current true posterior with the \( i \)th component of the approximate posterior \( Q(\cdot) \). It can be simplified to
\[ \frac{1}{p_t \cdot \sigma_{i,t}} \exp \left( -\frac{(w_i - \mu_{i,t+1})^2}{2 \sigma^2_{i,t+1}} \right) \approx \frac{1}{p_t \cdot \sigma_{i,t}} \exp \left( -\frac{(w_i - \mu_{i,t})^2}{2 \sigma^2_{i,t}} \right) \cdot \text{Sigma} \left( \frac{y_t (x_{i,t} w_t + x_{i,t} \mu_{i,t})}{\sqrt{1 + \frac{\pi}{8} \sigma^2_{i,t}}} \right). \]

**Algorithm GAUSS:** Because the functional form of the posterior is not Gaussian, there are multiple ways to fit a Gaussian. However, we want to ensure that the regions of the true posterior are not scaled down too much, as this will incur additional loss. It is thus desirable to match the peak of the true posterior with the peak of the approximation. One method is to match both the location and height of the peak. The other, Laplace approximation [4], matches the location and curvature at the peak. Both methods give the same approximate for \( \mu_{i,t+1} \), but a somewhat different one for \( \sigma^2_{i,t+1} \).

To give \( \mu_{i,t+1} \), we find \( w_i \) that maximizes the r.h.s. of (12), or minimizes its negative logarithm. Let
\[ p_{i,t+1} \triangleq \text{Sigma} \left( \frac{y_t (x_{i,t} w_t + x_{i,t} \mu_{i,t+1})}{\sqrt{1 + \frac{\pi}{8} \sigma^2_{i,t}}} \right) \]
\[ = \left[ 1 + \exp \left( -\frac{y_t (x_{i,t} w_t + x_{i,t} \mu_{i,t+1})}{\sqrt{1 + \frac{\pi}{8} \sigma^2_{i,t}}} \right) \right]^{-1}. \]

Thus \( p_{i,t+1} \) is the probability predicted for \( y_t \) if we update \( \mu_{i,t} \) and shrink as function of \( \sigma^2_{i,t} \). The minimization of (12) gives
\[ \mu_{i,t+1} = \arg \max_{w_i} \left\{ \frac{1}{p_t \cdot \sigma_{i,t}} \exp \left[ -\frac{(w_i - \mu_{i,t})^2}{2 \sigma^2_{i,t}} \right] \right\}. \]
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which leads, after some algebra, to
\[ \mu_{i,t+1} = \mu_{i,t} + \frac{y_t x_i, t \sigma_{i,t}^2}{1 + \frac{n}{8} \sigma_{i,t}^2} \cdot (1 - p_{i,t+1}). \]

Eq. (14) can be solved iteratively, where Newton’s method can be used. The solution for \( \mu_{i,t+1} \) can be expressed in terms of the \( r \) generalized Lambert W function [30].

Alternatively, to avoid multiple iterations per update when using Newton’s method, we can use a Taylor series approximation of \( 1 - p_{i,t+1} \) around \( 1 - p_{i,t} \), where \( p_{i,t} \) is defined as \( p_t \) in (8) replacing \( \sigma_{i,t}^2 \) by \( \sigma_{i,t}^2 \). Notice that \( p_{i,t} \) is the probability of \( y_t \) as projected by the means of the weights at \( t \), shrunk as function of \( \sigma_{i,t}^2 \) instead of \( \sigma_{i,t}^2 \). More importantly, it depends only on parameters before the update at \( t + 1 \) is applied, giving the following closed form solution
\[ \mu_{i,t+1} = \mu_{i,t} + \frac{y_t x_i, t \sigma_i^2}{1 + \frac{n}{8} \sigma_i^2} \cdot (1 - p_{i,t}) \cdot \left[ 1 + \frac{1}{1 + \frac{n}{8} \sigma_i^2} y_t^2 x_i, t \sigma_i^2 (1 - p_{i,t}) \right]. \]

It may be simpler to store the precision \( 1/\sigma_{i,t}^2 \), in which case, (15) may be easier to compute by normalizing both numerator and denominator by \( \sigma_{i,t}^2 \), applying this normalization on the right term of the denominator. Second or higher orders approximations can also be applied, but may not be necessary, as the first order one already gives identical performance.

After updating \( \mu_{i,t+1} \), we can apply (12) to update \( \sigma_{i,t+1} \). Plugging (14) in (12), we solve for \( \sigma_{i,t+1} \),
\[ \sigma_{i,t+1} = \frac{p_t \sigma_{i,t}}{p_{i,t+1}} \exp \left\{ \frac{(\mu_{i,t+1} - \mu_{i,t})^2}{2 \sigma_i^2} \right\} \]
\[ = \frac{p_t \sigma_{i,t}}{p_{i,t+1}} \exp \left\{ \frac{y_t^2 x_i, t \sigma_i^2}{2 (1 + \frac{n}{8} \sigma_i^2)} \cdot (1 - p_{i,t+1}) \right\}. \]

Alternatively to (16), Laplace derivative of the negative logarithm of the posterior, leading to
\[ \sigma_{i,t+1}^2 = \left[ \frac{1}{\sigma_{i,t}^2} + \frac{y_t^2 x_i, t \sigma_i^2}{1 + \frac{n}{8} \sigma_i^2} \cdot p_{i,t+1} \cdot (1 - p_{i,t+1}) \right]^{-1}. \]

The procedures described are summarized in Algorithm 1 that we call GAUSS. Its running time is \( O(d_t T) \).

**Regret.** The expected logarithmic regret as in (4) can be normalized to give \( r_T \triangleq \mathbb{E}_T / \log T \). It can also be demonstrated as time series behavior using the subsequence normalized \( r_t \triangleq \mathbb{E}_t / \log t \). From [47], [45], we have small \( \epsilon > 0 \),
\[ r_T \triangleq \frac{\mathbb{E}_T}{\log T} \geq (1 - \epsilon) \frac{d}{2}. \]

As simulations in the next section demonstrate, with proper choice of prior, the GAUSS algorithm empirically matches the lower bound with \( r_T \sim d/2 \). However, we leave as an open to prove it theoretically.

### Algorithm 1 GAUSS: Marginalized Bayesian Gaussian Approximation

1. **procedure** MARGINALIZED BAYESIAN GAUSSIAN APPROXIMATION(Parameters: \( \mu_0, \sigma_0^2 \))
2. \[ \forall t \in 1, \ldots, d; \mu_{i,t} \leftarrow \mu_0, \sigma_{i,t}^2 \leftarrow \sigma_0^2. \]
3. **for** \( t = 1, 2, \ldots, T \) **do**
4. \[ \text{Get } x_t. \]
5. \[ \text{Compute } \mu_t, \sigma_t^2 \text{ with (6)}. \]
6. \[ \text{Generate } p_t \text{ for } y_t \in \{-1, 1\} \text{ with (8)}. \]
7. \[ \text{Observe } y_t. \]
8. **for** \( i : x_{i,t} \neq 0 \) **do**
9. \[ \text{Compute } p_{i,t} \text{ with modified (8), and } p_{i,t+1} \text{ with (13) using } \mu_{i,t+1} = \mu_{i,t} \text{ for (13)}. \]
10. **iterate** on (14) and (13) with Newton’s method, or use (15) to update \( \mu_{i,t+1} \).
11. **Update** \( \sigma_{i,t+1}^2 \) with either (16) or (17)
12. **end for**
13. **end for**
14. **end procedure**

### IV. Numerical Results

To benchmark regret of an algorithm, one needs the ground truth of real or loss minimizing parameters. On real data, the loss minimizing parameters are unknown. Furthermore, true benchmark datasets can consist of non-stationary data, and the feature sets selected by a model one trains may misspecify the “true” features of such a model. Thus real data may not give clean evaluation of the proposed methods. We present results on a benchmark dataset, but to measure regret performance of different algorithms, we present results on synthetic data. We emphasize that in all simulations we observed Algorithm 1:GAUSS consistently gives regret close to the lower bound \( d/2 \log T \). The other methods fail to do so consistently in all conditions.

---

**Fig. 1:** \( \mathbb{E}_t / \log t \) vs. round \( t \) for different methods for randomly drawn \( d = 200 \) binary features, with \( d_i = 20 \) and standard deviation 1 of true log-odds.
**Synthetic Data:** We simulated data by setting $d$ features with true log-odds weights that were drawn randomly with some prior (or with multiple priors, each governing a subset of the features). At round $t$, $d_t \ll d$ features were selected in random from the set of $d$ features, where different rules were used for different simulations to draw the $d_t$ features. In the fully random case, we set a random fraction $\alpha = d_t/d$ parameter, and each feature was activated with probability $\alpha$. We either used binary features $x_{t,i} \in \{0, 1\}$, or also drew $x_{t,i}$ randomly in $[0, 1]$. For categorical features, the $d$ features were partitioned into categories, and for every example, one or a preset number of features from each category were randomly selected, with different types of randomness, including fast decaying long tail distributions. Let $\theta$ be the vector of true parameters, then, $\Pr(Y_t = 1) = \Sigma(x_t^T \theta)$. We used Algorithm 1, and other algorithms, to sequentially predict $y_t$ and update posterior parameters. For gradient methods, we used *Stochastic Gradient Descent (SGD)* with AdaGrad scheduling [14].

We ran grids of algorithm hyper-parameters for all algorithms to find optimal ones, and we show results for these optimal hyper-parameters for all algorithms. Since we know the true weights $\theta$, we use them for a comparator baseline $w^*$. Curves show *progressive validation* [5] regret. At round $t$ we measure the cumulative regret up to $t$ given by $R_t \triangleq \sum_{t=1}^{t} \left[ \log p_r + \log(1 + \exp(-y_t x_t^T w^*)) \right]$ and plot $R_t/\log t$. If an algorithm has logarithmic regret, the normalized curve of the algorithm will converge to the constant. This methodology thus allows us to observe whether an algorithm has logarithmic regret or not. Results are shown for Algorithm 1 with its different variations (labeled by Gauss for updates with (14), and by Gauss Approx with (15)). Labels also designate the prior used ($\sigma^2_0$ and $\mu_0$), and which variance approximation was used (G for (16) and L for (17)). Reference results are shown for SGD, multi-dimensional Gaussian approximation update (DimGauss); using *Assumed Density Filtering (ADF)* [32], and marginalized VB (VBAprox).

![Fig. 2: Loss relative to the best SGD on the Criteo benchmark dataset for multiple algorithms.](image)

**Criteo display advertising challenge benchmark Dataset:**

The graph in Fig. 2 gives relative percent aggregate loss performance of the Bayesian algorithms relative to the best configuration we found for an AdaGrad SGD on the Criteo dataset. We trained all algorithms on the over 45M examples in this dataset, which consists of 13 integer valued features, and 26 categorical features with different category counts. For each example, we generated a prediction, computed its log loss on the label, and applied update. The aggregate log loss is a sum of data uncertainty and regret. The first is for all algorithms and linear in the size of the data, where the second is sub-linear in $T$ for a good algorithm. Since in real data, there is no prior knowledge of the true parameters, the measured loss does not distinguish between the two terms. Because the regret, which differentiates between the different algorithms is sub-linear, while the data uncertainty component which is linear in $T$, even small noticeable percent improvements imply possible substantial improvements of regret. Algorithm 1 (using a linear model) achieved 0.465 progressive validation log loss, which is better, for example, than results reported using deep networks in [9]. We observe advantages to the Bayesian methods over SGD, where Algorithm 1 was superior to all methods.

**V. Conclusions**

We introduced a simple Bayesian mixture diagonal Gaussian approximation method based on marginalization for sparse online logistic regression, that attempts to retain the affects of a good prior around the optimal values of the weights. The method does not require the complexities of standard Bayesian methods, as VB, but was empirically shown to achieve regret rates as good and even better.
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