Abstract

Research in Curriculum Learning have shown better performance on the task by optimizing the sequence of the training data. Recent works have focused on using complex reinforcement learning techniques to find the optimal data ordering strategy to maximize learning for a given network. In this paper, we present a simple yet efficient technique based on continuous optimization trained with auto-encoding procedure. We call this new approach Training Sequence Optimization (TSO). With a usual encoder-decoder setup we try to learn the latent space continuous representation of the training strategy and a predictor network is used on the continuous representation to predict the accuracy of the strategy on the fixed network architecture. The performance predictor and encoder enable us to perform gradient-based optimization by gradually moving towards the latent space representation of training data ordering with potentially better accuracy. We show an empirical gain of 2AP with our generated optimal curriculum strategy over the random strategy using the CIFAR-100 and CIFAR-10 datasets and have better boosts than the existing state-of-the-art CL algorithms.

1. Introduction

We observe that humans generally learn through a progression of concepts which build on top of each other. This can be viewed in terms level of complexity at each step. We can see this at work right from a baby learning to walk and even take courses online. In both instances, we start with smaller ideas and work towards more complex concepts. In traditional Machine Learning, all the training examples are randomly presented, ignoring the various complexities of the current model’s dataset and state. Therefore, it is pertinent to ask if we can use the same learning strategy as humans to improve model training. According to early works (Bengio et al., 2009) (Kumar et al., 2010) (Zaremba & Sutskever, 2014) and recent efforts (Fan et al., 2018) (Graves et al., 2017) (Guo et al., 2020) in various applications of machine learning, it seems this can be the case. This research area is called Curriculum Learning (CL); this can be further decomposed into two aspects. One, where we define the Curriculum, which is the set of tasks a model is trained on while the other is the program where we look at the learning state and choose the model’s training tasks.

A more straightforward definition of CL which was first proposed in (Bengio et al., 2009) can be understood as training from easier examples to difficult ones. This has been used as a general training strategy for a wide scoping of applications including supervised learning tasks within computer vision (Guo et al., 2018), natural language processing (Jiang et al., 2014) (Platanios et al., 2019) and more. The advantages of CL can be seen as improving the model performance while accelerating the training process, which is very beneficial for Machine Learning research. It can also be seen as a step which is independent of original training algorithms.

We see many different algorithms being proposed which can be classified within the pre-defined CL, where a human defines the curricula prior and automatic CL, which automatically derives it from the dataset and model. We have seen (Tay et al., 2019) pre-defined CL or hand-designed curricula used to learn to perform mathematical operations with LSTMs (Hochreiter & Schmidhuber, 1997). Further, (Wu & Tian, 2016) used CL to train an RL agent to play Doom and used a small curriculum to improve sample efficiency with imitation learning. All these examples are hand-designed programs, which are fundamentally painful to design and ineffective, leading to catastrophic forgetting with learners (Parisi et al., 2019).

We can say that the pre-defined CL algorithms have a human expert who is the teacher, and the student is the machine learning model. We see the development of automatic CL, where we reduce the dependence on the human expert. The approaches are primarily Self-paced learning (Lee & Grauman, 2011) (Kumar et al., 2011), Transfer teacher (Weinshall et al., 2018) and RL teacher (Graves et al., 2017) (Matisien et al., 2019). In recent works, (Hacohen & Weinshall, 2019) build on the idea of using a scoring function (which is essentially a pre-trained network) to score each
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We propose a novel automatic CL approach, Training Sequence Optimization (TSO) where an encoder model maps the training data sequence into a continuous representation. A regression model is built on top to approximate the final performance of architecture. The optimized representation is then used to produce a training data sequence that will perform better. We employ gradient-based optimization techniques which are both fast and powerful.

We conduct thorough experiments to show performance boosts when the network is trained with our generated strategy. We show a 2AP performance improvement over the random data ordering and better boosts than the state of the art algorithm. We have performed ablation studies taking into account changes of batch sizes, and network architecture which further showcases this approach’s robustness.

We further gain deeper insight into the relationship between the generated strategy and the network size. We show that conventional CL assumptions about easy to hard are not necessarily applicable to all types of networks. Further, we see no transfer of strategy between the same family of networks for a given vision task.

2. Related Works

Using a curriculum to speed up learning is widely used in human learning and animal training. As the field of deep learning has grown, we see a lot more attention to how data is presented to neural networks while training. An assumption that easy to hard training strategy always helps is seen to be invalidated in research. In (Avramova, 2015), it is seen that the most learning comes from the hardest examples and neglect easy ones has minimal damage. Further, we see scenarios where the reverse version of CL give better results on specific tasks (Zhang et al., 2018).

We also have hard example mining (HEM) (Shrivastava et al., 2016), which is a very well studied area of data selection strategy. Here the assumption is the that hardest examples are the most informative and assigned higher weights. We see the usage of current model losses (Loshchilov & Hutter, 2015) (Shrivastava et al., 2016) or the gradient magnitude (Alain et al., 2015) (Gopal, 2016) being used. We have the boosting algorithm in ensemble learning (Freund & Schapire, 1996) that takes the same strategy by uplifting wrongly classified examples.

It is not clear which approach should be applied in what contexts (Hacohen & Weinshall, 2019). Recent work has shown that CL works where there are more noisy labels while HEM works for cleaner datasets. We have seen the combination of both strategies as well with a tradeoff policy by the usage of SPL and boosting in (Pi et al., 2016). However, we can see that fully automatic techniques like RL Teacher would be the better choice between CL and HEM, due to its architecture nature.

We cannot see CL in isolation, and there is a relation with meta-learning and AutoML where the goal is to find hyperparameters of teaching, including data selection and loss functions. We see the research in Active Learning (Settles, 2009) where a learner aims to achieve higher performance with fewer labelled data by asking for supervision to annotate several unlabelled instances for training.

3. TSO: Training Sequence Optimization

3.1. Approach

We propose an iterative gradient-based optimization approach to gradually move towards a better performing training strategy through the iterations. In Figure 1, there are...
three major components of TSO. First is the encoder, an LSTM layer which maps a discrete training strategy into its continuous representation. The second component is a performance predictor, essentially a simple feed-forward layer that maps the embedding onto a scalar value, its predicted performance.

We employ gradient-based optimization techniques which are both fast and powerful, to move the embedding in the direction of the increasing gradient of the predicted performance. Among so many strategies possible, predicted performance acts as a heuristics to move in the direction of a strategy expected to perform better.

To give out the final sequence of training points, a decoder which is also an LSTM layer is used to translate the continuous embedding representation back into the discrete space which is expected to perform better than the original training strategy. Then this TSO assembly is trained, where the performance predictor learns to give a better performance estimate and the decoder learns to map the continuous embedding back into the discrete space. We can break down the complete methodology in 3 parts.

1. Defining the Curriculum Strategy Space
2. Different components of TSO
3. Complete algorithm pipeline

### 3.2. Defining Curriculum Strategy Space

We define the search space of the curriculum strategy, which from now on, will be denoted by \( X \). In this instance, we consider a computer vision task to demonstrate the boost in the performance of a CNN by the proposed algorithm and to make a fair comparison of the generated strategies, \( X \) is initialized with \( M \) randomly sampled strategies.

**Mapping the image dataset to \( X \):** A strategy is a sequence of natural numbers to describe an image dataset where each strategy in \( X \) corresponds to a unique relative ordering of images from the data. Therefore each number represents an image, and the sequence represents the relative ordering of the images. So if there are total \( N \) images in the training dataset, then \( X \)'s upper bound would be \( \text{factorial}(N) \). An example of this is shown in Figure 2. However, such mapping would result in huge sequences and colossal search space which would be computationally difficult to search and optimize. Thus the training dataset is batched to shorten the sequence length and search space, where each number in the sequence represents a group of images, and the order of images within a group is kept constant. So now the problem boils down to optimizing the relative order of the batches. This can be understood from the Figure 2. We consider \( T \) as the final sequence length, where

\[
T = \frac{N}{\text{batch.size}}
\]

Now we consider a basic CNN and train it on \( M \) different strategies from \( X \), and then record the validation accuracies of the \( M \) trained CNNs corresponding to \( M \) different orderings of the training data where the ordering of the validation data is kept the same throughout. So now each strategy \( S_1 \) in \( X \) has a performance \( Y_1 \) which is the CNN’s validation accuracy trained on \( S_1 \).

### 3.3. Components of TSO

There are three main components in the overall framework(also shown in Figure 1):

- Encoder: Maps training strategy into the continuous space
- Performance Predictor: Predicts the accuracy of the continuous representation of the strategy
- Decoder: Maps the continuous representation back to the ordered training dataset

**Encoder:** The role of the encoder is to take the sequence representing a strategy and map it into a continuous space to create an embedding. This primarily enables us to do the gradient-based optimization of the input strategy. So for any sequence \( S \in X \), the embedding created by the encoder can be represented by \( e_S = E(S) \). Here, for encoder we use a single layer LSTM and the hidden states of LSTM at each timestamp are used as the continuous representation of \( S \). Hence, \( e_{S1} = \{h_1, h_2, h_3, ..., h_N\} \in R^{N \times d} \) where \( N \) is the length of input strategy and \( h_i \in R^d \) is the LSTM hidden state at \( i^{th} \) timestamp.

**Performance Predictor:** This component is integrated with the encoder which maps the continuous embedding representation \( e_S \) onto it’s expected performance \( f(E(S)) \) which is a scalar value. So firstly, \( f \) applies mean pooling operation on all the hidden states of \( e_S \) to obtain \( e_{S1} = \frac{1}{N} \sum_{i=1}^{N} h_i \) then use a simple feed forward network to map \( e_{S1} \) to it’s predicted accuracy \( f(e_{S1}) \). Therefore for a strategy \( S \in X \),

**Figure 2. Representation of the training strategy.** Several images are batched to make TSO more efficient. Hence we focus on relative ordering of the batches, internal order of the images in a batch is not changed.
the aim is to make the predicted accuracy as close as possible to the actual accuracy \((Y)\), which is done by minimizing the least square regression loss \((Y_S - f(E(S)))^2\).

**Decoder**: The decoder maps the continuous representation of \(X\) back to the training strategy in \(X\), i.e., taking the embedding generated by encoder \(E\) as input to obtain the sequence of training data. Similar to the encoder, we use a single layer LSTM model with the initial hidden state as \(h_N(S)\) which is the hidden state of the last timestamp of the encoder. The decoder works in an auto-regressive manner which is, that it uses the prediction from the previous timestamp to generate the following output. Since the decoder maps \(e_S\) back into the training strategy so we aim to maximize \(\log_{P_D}(s|E(s))\) for all the strategies.

### 3.4. Training and Inference

**Loss Function**: All three components (Encoder, Performance Predictor and Decoder) are trained together and with that we minimize the combination of least square regression loss of performance predictor \((L1)\) and the reconstruction loss of the decoder \((L2)\):

\[
L = KL_1 + (1 - K)L_2
\]

\[
L_1 = \sum_{s \in X}(Y_s - f(E(s)))^2
\]

\[
L_2 = \sum_{s \in X}\log_{P_D}(s|E(s))
\]

Here, \(X\) is the set of all the strategies \(s\), \(K \in [0, 1]\) is tradeoff parameter and \(Y_s\) is the predicted accuracy of the continuous representations of \(s\).

This loss is used to train on \(M\) training sequences, so with this training framework Encoder learns to create better embedding (continuous representation) of a sequence and Decoder learns to predict back a training sequence given an embedding. After the training is optimized to convergence, better strategies are predicted in the inference mode. So starting with a satisfactory strategy \(S\), we generate it’s continuous representation \(e_S\) and move this embedding along the gradient direction induced by performance predictor \(f\) to finally obtain \(e_S'\) which is expected to have better accuracy. So:

\[
e_S = \{h_1, h_2, h_3 \ldots \ldots \ldots \ldots h_N\}
\]

\[
e_S' = \{h'_1, h'_2, h'_3 \ldots \ldots \ldots \ldots h'_N\}
\]

\[
h'_t = h_t + \eta(\partial f/\partial h_t)
\]

where, \(\eta\) is the step size. Then \(e_S'\) is fed as input to the decoder to convert it back to the training strategy \(S'\) which is probably better than \(S\) because \(f(E(S')) \geq f(E(S))\). The whole process is summed up in the Algorithm 1:

### 4. Experiments

In this section, we highlight the ablation analysis and TSO’s empirical performance on a computer vision task in different settings.

#### 4.1. Datasets

We perform several experiments on following datasets which are also outlined in Table 1:

- **MNIST**: This dataset (LeCun et al., November 1998) is a collection of 70,000 images divided into 60,000 training images and 10,000 testing images across 10 categories. It contains 28x28 pixel grayscale images representing different handwritten digits from 0 to 9, thus having ten different categories.

- **CIFAR-10**: This dataset (Krizhevsky, 2009) contains 32x32 pixels coloured 60,000 images divided into 50,000 training images, and 10,000 testing images. They are spread equally across ten categories: aero-
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Table 2. Performance boost by TSO over the random data ordering after the 1st and 2nd iterations on various datasets and architectures.

| DATASET               | NETWORK ARCHITECTURE | RANDOM STRATEGY | ITERATION 1 | ITERATION 2 |
|-----------------------|----------------------|-----------------|-------------|-------------|
| CIFAR-10              | N1                   | 60.78           | 61.00       | 61.18       |
| CIFAR-10              | N2                   | 63.37           | 63.71       | 63.79       |
| MNIST                 | N3                   | 96.95           | 97.06       | 97.07       |
| SAMPLED CIFAR-100     | N4                   | 47.92           | 48.92       | 48.97       |
| SAMPLED CIFAR-100     | N5                   | 50.39           | 51.98       | 51.93       |

plane, automobile, bird, cat, deer, dog, frog, horse, ship and truck.

• Sampled-CIFAR-100: This dataset is similar to CIFAR-10 with 50,000 training images and 10,000 testing images spread equally across 100 classes which are grouped into 20 super-classes. We consider small mammals super-class of CIFAR-100, a subset of 3000 images spread equally across five classes.

4.2. Settings

We depict the performance boost by TSO on three datasets using 5 CNNs (Table 3): N1, N2, N3, N4 and N5 and as shown in Table 5, we define 4 test cases to conduct an ablation analysis. The batch size to reduce the strategy length and search space-bound was set at 500 in most of the experiments to get a training strategy of length 100. We start with 150 randomly sampled training sequences in X set and pick top 50 sequences in each iteration from the training set for the inference process to generate potentially better strategies and then merge them into the training set for the next iteration. Therefore, for CIFAR-10 with strategy length 100 will have the following parameters N = 50000, M = 150, Batch size = 500, Validation size = 10000, and Sequence length(T) = (50000/500) = 100.

The architecture of the encoder is a single layer LSTM where sequence length is 100 with embedding size and hidden state size as 32 and 96 respectively. Respective hidden states of the encoder at different time stamps are normalized, which constitute the embedding of a strategy: 

\[ e_{S1} = \{h_1, h_2, h_3, \ldots, h_N\} \]

The performance predictor \( f \) is a single layer feed-forward network which takes \( \frac{1}{T} \sum_{t=1}^{T} h_t \) as input and produces a scalar value as the predicted accuracy.

Finally, the decoder is also a single layer LSTM where total timestamps are 100 with hidden state size 128. The whole assembly is then trained on Adam optimizer with the following hyper-parameters: Epochs = 1000, Learning Rate = 0.001 and Trade-off(K) = 0.65.

4.3. Results

We start with 150 randomly sampled strategies and generate 50 new better performing strategies in subsequent iterations.

Table 3. Handcrafted CNN Architectures used.

| NETWORK | LAYERS | OPTIMIZER | TOTAL PARAMETERS |
|---------|--------|-----------|------------------|
| N1      | 8      | ADAM      | 933,290          |
| N2      | 6      | ADAM      | 923,914          |
| N3      | 5      | SGD       | 36,901           |
| N4      | 13     | SGD       | 159,901          |
| N5      | 20     | SGD       | 1,208,101        |

In Table 2, we show the average performance of 50 new generated strategies after 1st and 2nd iterations and observe a consistent performance boost compared to when the network is trained with randomly ordered data. We further conduct two additional experiments up to 10th iteration to observe a similar gradient ascent behaviour and consistent performance surge throughout iterations starting with random data ordering. This is shown in figure 3 and figure 4.

Table 4. Relative percentage boost comparison of TSO and the approach by (Hacohen & Weinshall, 2019) on random data ordering. Test case was performed on Sampled CIFAR-100 dataset on N5 network architecture.

| APPROACH            | RELATIVE PERCENTAGE BOOST |
|---------------------|---------------------------|
| HACOHEN & WEINSHALL | 2.70                      |
| TSO                 | 3.45                      |

Moreover, in Test case-1, we try to replicate the dataset and network architecture used by (Hacohen & Weinshall, 2019) and demonstrate more relative percentage boost in the performance at the end of 3rd iteration. This is also shown in Table 4.

4.4. Ablation Study

We perform an ablation study with the 4 test cases, as shown in Table 5. We vary the network architecture and change the strategy length to further assess the robustness of our approach.
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Table 5. To validate the performance and robustness we define following test cases varying the dataset, Network Architecture and the Strategy length.

| TEST CASE | DATASET(S)         | NETWORK(S) | STRATEGY LENGTH(S) | STEP SIZE(λ) | TOTAL IMAGES(N) |
|-----------|--------------------|------------|---------------------|--------------|-----------------|
| 1         | SAMPLED CIFAR-100  | N5         | 100                 | 5            | 2500            |
| 2         | CIFAR-10           | N1,N2      | 100                 | 7            | 50000           |
| 3         | CIFAR-10           | N2         | 100,200             | 7            | 50000           |
| 4         | SAMPLED CIFAR-100  | N3,N4,N5   | 100                 | 5            | 2500            |

Figure 3. Illustrating the average performance boost of newly generated strategies over the random data ordering (iteration-0) on the Sampled-CIFAR-100 dataset on N3 network architecture.

4.4.1. VARYING NETWORK ARCHITECTURE

We demonstrate TSO’s performance gains by varying the Network Architecture in the 2nd test case. We see an increase in the mean performance of the newly generated strategies over the iterations despite the change in the CNN complexity.

This behaviour can be seen in Table 6 with where CIFAR-10 dataset is kept constant (and using Networks N1 and N2) and also in figure- 3 and figure- 4 where Sampled CIFAR-100 is constant, and Networks N3 and N4 are varied.

Table 6. Illustrating the performance boost over the iterations for different network architectures on same dataset.

| NETWORK | RANDOM STRATEGY | ITER1  | ITER2  |
|---------|-----------------|--------|--------|
| N1      | 60.78           | 61.00  | 61.18  |
| N2      | 63.37           | 63.71  | 63.79  |

4.4.2. VARYING STRATEGY LENGTH

In the 3rd test case, we vary the batch size, which we used to shorten the sequence length and make the algorithm more efficient. Change in batch size leads to change in final sequence length, and we observed an apparent increase in performance as the strategy length was increased, which is following the fact that the longer strategy can hold more information. This is shown in Table 7, where we halved the batch size to double the sequence length to 200 and tested the algorithm on the CIFAR-10 dataset. Although the strategies with larger batch size were at a higher performance at initialization, the performance of lower batch size strategies grew a lot faster and ended with better performance after four iterations. However, this also almost doubles the time taken to complete a step.

5. Observations

5.1. Performance boost

In Table 2, we demonstrate that the mean performance of 50 new generated sequences after each iteration keeps increasing. This increase in performance over the iterations is shown on three different datasets and five different CNNs. This increasing performance is also portrayed in figure 3, figure 4 and Table 7 with different settings.

The proposed algorithm takes on an average less than 0.5 GPU hour to complete each iteration which is a lot more efficient than all the previous attempts at Curriculum Learning involving deep neural networks. In comparison, (Hacohen & Weinshall, 2019) employ a scoring function and a pacing
Table 7. Illustrating the effect of strategy length (or batch size) on the performance boost. Performance grows a lot faster in case of longer strategy but also doubles the time taken.

| STRATEGY LENGTH | BATCH SIZE | TIME PER STEP(MINS) | INITIAL PERFORMANCE | ITER1 | ITER2 | ITER3 |
|-----------------|------------|---------------------|---------------------|-------|-------|-------|
| 200             | 250        | 42                  | 63.58               | 63.74 | 63.86 | 63.87 |
| 100             | 500        | 23                  | 63.60               | 63.64 | 63.78 | 63.83 |

function to score each training example on difficulty level and then sample mini-batches that show an increasing level of difficulty, which is very inefficient and time-consuming.

5.2. Strategy transfer performance

The space of Curriculum Learning has been quite widely explored using varying approaches like by (Weinshall et al., 2018), and (Hacohen & Weinshall, 2019), but there have been no comments around the Curriculum’s dependence on the Network architecture. We believe that the difficulty cannot be absolute and is a perception of the learner, and thus the Curriculum cannot be the same for different learners.

In our work, we empirically show that the optimal order of the training examples depends not just on the training examples but also on the learner, i.e. the network architecture. To show this, we calculate the average distance between the strategies in the final outputs produced by two different networks. We calculate the distance between two strategies $S_1$ and $S_2$ using:

$$\sum_{i=1}^{100} |S_1(i) - S_2(i)|$$

(8)

where, $S_1(i)$ represents position of i in $S_1$. The mean distance between networks N1 and N2 on CIFAR-10 was 32.8 which shows that the optimal strategies generated by both the networks are quite different, as, in case of a sequence of length 100, maximum and minimum possible distances are 0 and 50.5 respectively. This observation is following the fact that as the layers were added to the network, it becomes more capable of holding more information and thus becomes more ignorant to the training dataset’s ordering.

Further, we transfer the discovered optimal strategies of N1 to evaluate them on N2 and vice-versa. We see a deficient performance in both cases. This again proves network dependency of the discovered curriculum strategies.

5.3. Network complexity

In test case 4, we explore the relationship between the increase in accuracy by TSO and network complexity. From Table 3, the complexity of networks vary in following fashion: $N5 > N4 > N3$. In the following Table 8, we can see that the surge in performance reduces as the network grows in size. This observation agrees with our earlier hypothesis that the optimal training strategy or a curriculum depends on the learning network. Moreover, as the learner grows in size, it becomes capable of holding more information and hence starts becoming ignorant to the data order.

Table 8. Variation of performance boost with network architecture complexity. This test case was performed on Sampled CIFAR-100 dataset.

| NETWORK ARCHITECTURE | PERFORMANCE BOOST IN A.P. |
|----------------------|---------------------------|
| N3                   | 2.07                      |
| N4                   | 1.8                       |
| N5                   | 1.74                      |

6. Conclusion

We employ a gradient-based optimization to find a strategy viz Curriculum in which the training examples should be presented to the learner to ensure better performance and faster convergence. We propose an iterative algorithm that performs a lot faster, boosting the performance after each iteration.

With pre-defined CL and even, automatic CL, we see the assumption of the intuitive understanding of the Curriculum, based on difficulty. In (Hacohen & Weinshall, 2019), they sort the data points based on a difficulty score and then sample mini-batches representing increasing order of difficulty. Their work is as per the intuition behind the Curriculum but has no mathematical basis, i.e. why do the training examples sorted by the scoring function perform better than the random order. Our findings indicate that we cannot transfer strategy even for simple network architecture families for the same task, thus indicating the theoretical limitations of existing approaches modelling it as a transfer learning problem.

Our algorithm does not make any assumptions on the Curriculum or difficulty. It optimizes the strategy’s performance using the gradient ascent technique and moves towards optimality with each iteration. We further establish that the Curriculum for a dataset is not absolute but is dependent on the learner network. Our findings are that smaller networks are typically more sensitive to the strategy, which would make it useful for improving the performance of resource-
constraint models without any architecture changes.

We see our approach being applicable across other tasks beyond vision and expect to see improvement gains elsewhere. We would want to explore other optimization techniques and assess their performance as well.
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