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Abstract

A document can be summarized in a number of ways. Reference-based evaluation of summarization has been criticized for its inflexibility. In this paper, we propose a new automatic reference-free evaluation metric that compares semantic distribution between source document and summary by pretrained language models and considers summary compression ratio. The experiments show that this metric is more consistent with human evaluation in terms of coherence, consistency, relevance, fluency.

1 Introduction

Summarization evaluation metrics that measure the quality of generated summaries are very important for the development of summarization systems (Rush et al., 2015; Chopra et al., 2016; Nallapati et al., 2017; Liu et al., 2018, 2022; Lewis et al., 2020; Zhang et al., 2020a, Liu et al., 2021). Most previous summarization evaluation metrics need human-annotated summaries as reference and measure summary quality through the similarity between generated summaries and their reference summaries (Papineni et al., 2002; Lin, 2004; Ganeshan, 2006; Ng and Abrecht, 2015; Zhang et al., 2020b; Zhao et al., 2019). Such reference-based evaluation metrics cannot accurately evaluate the summary, because a document has many correct but different summaries. It is difficult and expensive to write many reference summaries by human for evaluation. Thus, it is useful to develop reference-free evaluation metrics for this task.

In this paper, we focus on reference-free evaluation metrics. As shown in Figure 1, a high-quality summary should be concise and contain the most important information of its document. Some reference-free evaluation metrics (Shao et al., 2017; Gao et al., 2020) unsupervisedly construct a pseudo reference summary by selecting salient sentences from the source document, which also ignore the variety of summaries. Others evaluate the summary quality by measuring how much information from the document is represented in the summary. QA-based evaluation metrics (Chen et al., 2018; Scialom et al., 2019; Durmus et al., 2020) achieve this possibility by first asking the same questions to document and summary and then comparing their answers. The performance of these metrics depends on the quality of question generation and question-answering systems. Shannon score (Egan et al., 2022) intuitively uses a language model to autoregressively generate a document both with and without a summary as a prompt, and then computes the difference in information content between two generated documents. The information of document generated with a better summary, which is better restored, is more similar to the document generated without summary. Although Shannon score is the state-of-the-art (SOTA) summarization eval-

Source Document
Mexican restaurant Chipotle has decided to tap into the $70 billion food delivery market by teaming up with an app to bring burritos straight to customers' doors. The fast-casual chain will work with the Postmates app to begin offering delivery for online and mobile orders in 67 cities. But Mexican food fans should know that the restaurant plans to add a nine per cent service charge - with the delivery fees for Postmates beginning at $5 and up, depending on distance and demand.

High-quality Summary
Chipotle will now be available for delivery with the Postmates app. Online and mobile orders will be available in 67 cities.

Low-quality Summary
67 cities will be available for delivery fees for Chipotle. Postmates app orders will be available in Online and mobile.

Figure 1: A document with its high-quality and low-quality summaries. The heat map marks the salient content in the document. The darker the colour, the more salient the content.
uation metric, its estimation of information content of the document cannot reflect the position and importance of each token in document. However, the position of tokens will impact coherence and the importance will impact salient information, which are very important for summarization evaluation. For example, the low-quality summary contains similar words to the high-quality summary but it is unreadable and loses important information of the source document.

To tackle the problem in Shannon score, we present a new reference-free evaluation metric (SDC) which computes the correlation (semantic distribution correlation) between the probability distribution of tokens in predicted documents with and without a prepended summary. Such sequential probability take account of the position and importance of the tokens. As compression ratio reflects the difficulty of summarization, we introduce compression ratio into SDC (SDC*) and penalize the long summary.

Our contribution are as follows:

- We propose a reference-free summarization evaluation metric (SDC*) which evaluates summaries considering semantic distribution correlation and compression ratio between source document and summary.

- Our proposed SDC and SDC* achieve better performance than the SOTA summarization evaluation metric on CNN/Daily Mail and TAC 2010 datasets.

2 Approach

In this paper, unlike previous metrics using $P(D)$ as the semantic information of $D$, we take $p(x_t|x_{<t})$ as the semantic representation of $x_t$ and use a vector $\mathbf{P}(D)$ to represent the semantic distribution of $D$ generated by language model:

$$\mathbf{P}(D) = [p(x_1), p(x_2|x_{<2}), \ldots, p(x_n|x_{<n})]$$

Such fine-grained semantic representation considers both the order and semantic of the tokens in sequence, which helps to evaluate the coherence and relevance.

To evaluate the quality of a summary $S$ consisting of token $y$, we use language model to predict $D$ with $S$ as a prompt. The better the summary, the better the document can be restored. In other words, a better summary makes the semantic information of documents generated with a summary more similar to that of documents generated without summary. We calculate the semantic distribution of $D$ given $S$ as:

$$\mathbf{P}(D|S) = [p(x_1|S), p(x_2|x_{<2}, S), \ldots, p(x_n|x_{<n}, S)]$$

The $P(D)$ and $P(D|S)$ are illustrated in Figure 2.

Figure 2: Architecture of semantic distribution from auto-regressive language model.

We take the correlation between $\mathbf{P}(D)$ and $\mathbf{P}(D|S)$ as the evaluation score of summary $S$:

$$C(D, S) = \text{Corr}(\mathbf{P}(D), \mathbf{P}(D|S))$$

$$W(D, S) = \frac{\prod P(D|S)}{\prod P(D)}$$

$$SDC(D, S) = W(D, S) \times C_{\text{norm}}(D, S)$$

where Corr is Pearson’s $\gamma$ (Benesty et al., 2009) because we need the change trend of the two distributions for semantic order and need their specific values for information coverage judgement. $W(D, S)$ indicates the extent to which the document $D$ can be predicted by given summary $S$.
Better summaries can get higher $W(D, S)$ scores. $C_{\text{norm}} \in [0, 1)$ is the normalization of $C$. The higher SDC means the better summary quality.

**SDC with Compression Ratio (SDC**). Compression ratio reflects the difficulty of summarizing, which is the length of summary divided by the length of source document: $CR(D, S) = L(S)/L(D)$, where $L$ records the length of text. If $L(S)$ is greater than $L(D)$, $CR(D, S)$ is equal to 1. It is more difficult to generate a shorter summary. Thus, we introduce compression ratio into SDC and get SDC* as:

$$SDC^*(D, S) = 2 \times \frac{SDC \times (1 - CR)}{SDC + (1 - CR)} \quad (7)$$

SDC* ensures that a summary with higher semantic distribution correlation and lower compression ratio achieves a higher evaluation score.

## 3 Experiment

In this section, we first introduce the human-annotated datasets and baseline evaluation metrics. Then we will show the results of our proposed SDC and SDC*, and analyze the effectiveness of semantic distribution correlation and compression ratio used in summarization evaluation.

### 3.1 Datasets

In this experiment, we use 2 summarization evaluation datasets, which consist of source documents, summaries generated by different models and human-annotated scores on summaries.

**CNN/Daily Mail** (CNNDM) (Fabbri et al., 2021) is a single document summarization dataset, which consists of 100 documents from the CNN/DailyMail dataset, each paired with 16 summaries generated by different systems 1. Each summary was scored by 3 experts under four aspects: coherence, consistency, fluency, and relevance.

**TAC 2010** (TAC) 2 is a multi-document summarization dataset, including 92 multi-documents with 43 generated summaries for each multi-document. Each summary has one human-annotated overall score. The overall score was based on both coverage of all required aspects (Pyramid) (Nenkova and Passonneau, 2004) and linguistic quality (readability).

1https://github.com/Yale-LILY/SummEval
2https://tac.nist.gov/data/past/2010/Summ10.html

### 3.2 Baselines

We take 4 reference-based evaluation metrics and 2 reference-free evaluation metrics as baselines.

For reference-based evaluation, ROUGE family is the most popular evaluation metric in summarization, which evaluates the token sequence overlapping. We use F1 scores of ROUGE-1 ($R1$), ROUGE-2 ($R2$) and ROUGE-L ($RL$). BLEU (Papineni et al., 2002) focuses on precision with a brevity penalty. METEOR (MET.) (Banerjee and Lavie, 2005) allows word stems, synonyms and paraphrases matching. BERTScore (BERT.) (Zhang et al., 2020b) greedily maximizes the cosine similarity between token embeddings.

For reference-free evaluation, BLANC (BLA.) (Vasilyev et al., 2020) computes the accuracy of unmasking document tokens with a summary. Shannon (Shan.) (Egan et al., 2022) estimates the information content shared between a document and its summary. As Shannon is the SOTA summarization evaluation metric, we add compression ratio to the information content of generated document with a prepended summary in the same way as Eq.7, which is called Shannon* (Shan.*).

### 3.3 Experimental Setup

In our experiments 3, we follow Egan et al. (2022) to use GPT-2 small language model (Radford et al., 2019) to compute the semantic distribution of text. To evaluate the empirical performance of different summarization evaluation metrics, we correlate the metrics against the provided human judgement via Pearson’s $\gamma$, Spearman’s $\rho$ and Kendall’s $\tau$ correlation coefficients (Benesty et al., 2009; Myers and Sirois, 2004; Abdi, 2007). The metrics with higher correlation with human evaluation scores are more effective.

As TAC is a multi-document summarization dataset, we score the summary with each document in its multi-document set. The averaged score of all documents is engaged as the final score of our proposed metrics.

### 3.4 Results

In this section, we analyze the effectiveness of our metrics using fine-grained semantic distribution correlation and introducing compression ratio.
3.4.1 Main Results

Table 1 shows that the correlation of our proposed SDC and SDC* against human evaluation in different correlation coefficients are in the top 2 for every category of summary quality. Compared with reference-based metrics, our metrics improve significantly in terms of consistency and relevance. Because reference-based metrics depend on the quality and quantity of references. The correlations of SDC and SDC* are similar in terms of consistency since SDC* penalizes long summaries. Long summaries are more likely to express the information consistent with their source documents. Our metrics focus on the information shared with document and summary. Compared with the SOTA reference-free metric (Shan.) measuring the difference in information content between document and summary, our metrics measure the difference in semantic distributions, which better notices the token order in the sequence (coherence and fluency) and the importance of each token (consistency and relevance) with respect to the sequence. Thus, our metrics perform better than Shan.

To show the generalization of our proposed evaluation metrics, we compare the SOTA summarization evaluation metric (Shan.) and our proposed evaluation metrics on TAC in Table 3. Compared with Shan., SDC and SDC* are more consistent with human evaluation on TAC, demonstrating our proposed evaluation metrics can better evaluate generated summaries. As shown in Table 1 and Table 3, as TAC is multi-document summarization evaluation dataset, the improvement of SDC and SDC* on TAC are less than that on CNNNDM. As we compute the average of evaluation scores between the summary and each document in corresponding multiple documents, a good summary may get lower scores. This is because that a good summary may not perfectly restore all the input multiple documents.

3.4.2 Ablation Study

The improvement of our metrics is from semantic distribution correlation and compression ratio. We evaluate the variants of the SOTA summariza-
Table 3: Correlation (%) between human evaluation and automatic metrics on TAC.

| Metric | Overall | γ | ρ | τ |
|--------|---------|---|---|---|
| Shan.  | 75.44   | 63.11 | 45.46 |
| SDC    | 75.91   | 65.14 | 46.57 |
| SDC*   | 75.94   | 66.36 | 47.69 |

Semantic distribution correlation. Semantic distribution is a finer representation of a document, that is, the tokens’ order and tokens’ weight. The tokens’ order decides the linguistic quality of a text, so SDC-based scores are more sensitive to the linguistic quality. As shown in Table 1, SDC and SDC* perform much better than baselines for evaluating coherence and fluency, as these two evaluation directions focus on linguistic quality. Compared with the high-quality summary, the unfluently and the irrelevant summary in Table 2 get the similar Shannon scores and lower SDC scores, which also shows that the semantic distribution is useful. The tokens’ weight points out the important information in the document. Although information content can represent the key content, it cannot compare the importance among adjacent tokens, which weakens the measure of semantic relevance. As shown in Table 1 and Table 2, our metrics improve the evaluation on consistency, relevance and overall score. The difference in SDC-based scores between the irrelevant summary and the high-quality summary is more significant than Shan. score.

Compression ratio. To discuss the impact of compression ratio on summarization evaluation, we introduce compression ratio into Shan. and get Shan.* (See Section 3.2). As shown in Figure 3, after adding compression ratio, the evaluation metrics have a strengthening trend. Meanwhile, the longer summary in Table 2, which is redundant, is more likely to represent more information of the document. Thus, it is necessary to import compression ratio to the metrics only considering information coverage.

4 Conclusion

Semantic distribution correlation can capture the fine-grained information difference between source document and summary. The compression ratio represents an important facet of text summarization problem. We experimentally showed that SDC/SDC* achieves strong correlations with human evaluation scores on summarization tasks.
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