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Abstract. We consider Galton–Watson branching processes with countable typeset $\mathcal{X}$. We study the vectors $q(A) = (q_x(A))_{x \in \mathcal{X}}$ recording the conditional probabilities of extinction in subsets of types $A \subseteq \mathcal{X}$, given that the type of the initial individual is $x$. We first investigate the location of the vectors $q(A)$ in the set of fixed points of the progeny generating vector and prove that $q_x((x))$ is larger than or equal to the $x$th entry of any fixed point, whenever it is different from 1. Next, we present equivalent conditions for $q_x(A) < q_x(B)$ for any initial type $x$ and $A, B \subseteq \mathcal{X}$. Finally, we develop a general framework to characterise all distinct extinction probability vectors, and thereby to determine whether there are finitely many, countably many, or uncountably many distinct vectors. We illustrate our results with examples, and conclude with open questions.
1. Introduction

Branching processes are models for populations where independent individuals reproduce and die. If all individuals have the same reproduction law and live in a single location, then the population can be modelled with a single-type branching process. If individuals have specific characteristics (i.e. their location, or in general their “type”) which impact the evolution of the population, then multitype branching processes are suitable models. Here we focus on (discrete-time) multitype Galton–Watson branching processes (MGWBPs) with countably many types (where countable includes the finite case as well). These processes arise naturally as stochastic models for various biological populations (see for instance Kimmel and Axelrod (2002, Chapter 7)). They can alternatively be interpreted as branching random walks (BRWs) on an infinite graph where the types correspond to the vertices of the graph (see for instance Shi (2015) and references therein).

One of the primary quantities of interest in a branching process is the probability that the population eventually becomes empty or extinct. Extinction in MGWBPs can be of the whole population (global extinction), in all finite subsets of types (partial extinction), or more generally, in any fixed subset of types $A$ (local extinction in $A$). To be precise, let $\mathcal{X}$ denote the (countable) typeset, and let $Z_n = (Z_{n,x})_{x \in \mathcal{X}}$, where $Z_{n,x}$ records the number of type-$x$ individuals alive in generation $n \geq 0$. For $A \subseteq \mathcal{X}$, let $\mathcal{E}(A)$ be the event that the process $\{Z_{n,x}\}_{n \geq 0}$ becomes extinct in $A$, that is, the event that $\lim_{n \to \infty} \sum_{x \in A} Z_{n,x} = 0$. Let $q(A) = (q_x(A))_{x \in \mathcal{X}}$ be a vector whose $x$th entry records the conditional probability of global extinction in $A$, given that the population starts with a single type-$x$ individual, that is,

$$q_x(A) := \mathbb{P}(\mathcal{E}(A) \mid Z_0 = e_x),$$

where $e_x$ is the vector with entry $x$ equal to 1 and all other entries equal to 0. In particular, note that $q(\emptyset) = 1$. We let $q := q(\mathcal{X})$ be the vector containing the conditional probabilities of global extinction, and we let $\tilde{q} = (\tilde{q}_x)_{x \in \mathcal{X}}$ be the vector containing the conditional probabilities of partial extinction, where

$$\tilde{q}_x := \mathbb{P}\left(\bigcap_{A \mid |A| < \infty} \mathcal{E}(A) \mid Z_0 = e_x\right).$$

Several authors have studied properties of $q$ and $\tilde{q}$; see for instance Bertacchi and Zucca (2008); Braunsteins et al. (2019); Gantert and Müller (2006); Spătaru (1989) and most other references herein.

If the process is irreducible, meaning that an individual of any given type may have a descendant of any other type, then

- when $\mathcal{X}$ is finite, $q = q(A) = \tilde{q}$ for all non-empty $A \subseteq \mathcal{X}$, and
- when $\mathcal{X}$ is countably infinite and $A$ is finite, $\tilde{q} = q(A)$ (see for instance Braunsteins and Hautphenne (2020, Corollary 1)).

More generally, for any non-empty $A \subseteq \mathcal{X}$, it is known that

$$q \leq q(A) \leq \tilde{q} \leq 1;$$

in addition, these inequalities may be strict (see for instance Bertacchi and Zucca (2020) and Braunsteins and Hautphenne (2020)). Thus the vectors $q(A)$ are of independent interest. Other than the recent work of Hutchcroft (2020) (which focuses on different questions than those considered here) and references in the remainder of this section, little attention has been paid to properties of the vectors $q(A)$.

The vectors $\{q(A)\}_{A \subseteq \mathcal{X}}$ are all solutions of a common fixed point equation. More precisely, if $G(s) := (G_x(s))_{x \in \mathcal{X}}$ records the probability generating function associated with the reproduction law of each type (defined in (2.1)), then $q(A)$ belongs to the set

$$S := \{s \in [0, 1]^\mathcal{X} : s = G(s)\}.$$
In other words, \( \text{Ext} \subseteq S \), where
\[
\text{Ext} := \{q(A) : A \subseteq \mathcal{X}\}
\]  
(1.2)
is the set of extinction probability vectors. In this paper, we focus on the following three main questions:

(i) Where are the elements of \( \text{Ext} \) located in \( S \)? (Section 3)
(ii) When does \( q(A) \) differ from \( q(B) \) for two sets \( A, B \subseteq \mathcal{X} \)? (Section 4)
(iii) How many distinct elements does \( \text{Ext} \) contain and can these elements be identified? (Section 5)

While the answers to these questions are well established in the finite-type setting, much less is known when there are infinitely many types. Below we discuss the background behind each question and the contributions we make in this paper.

Question (i). It is well known that in the finite-type irreducible setting, the set of fixed points \( S \) contains at most two elements: \( S = \text{Ext} = \{q, 1\} \); see for instance Harris (1963, Chapter 2). When there are countably many types, \( q \) is the minimal element of \( S \); Moyal (1964, Theorem 3.1). More recently, in Braunsteins and Hautphenne (2019) the authors proved that, for a class of branching processes with countably infinitely many types called lower Hessenberg branching processes (LHBPs), \( \tilde{q} \) is either equal to 1 or to the maximal element of \( S \setminus \{1\} \). Theorem 3.1 of the present paper implies that the same result holds for general irreducible MGWBPs. In particular, if there is strong local survival, that is, if \( q = \tilde{q} < 1 \), then Theorem 3.1 implies that \( S = \text{Ext} = \{q, 1\} \), as in the finite-type setting. In addition, this theorem also applies in the reducible setting as we show in general that, for any fixed point \( s \in S \), if \( s_x < 1 \) then \( s_x \leq q_x(\{x\}) \).

Question (ii). Recent work addresses related questions: in Bertacchi and Zucca (2014) and Bertacchi and Zucca (2020), the authors provide equivalent conditions for \( q(A) = q \) for every non-empty \( A \subseteq \mathcal{X} \); in Braunsteins and Hautphenne (2020), the authors give sufficient conditions for \( q(A) \leq q(B) \) that apply to any MGWP and \( A, B \subseteq \mathcal{X} \), as well as sufficient conditions for \( q < q(A) < \tilde{q} \) that apply to block LHBPs. In Theorem 4.1 we present a number of necessary and sufficient conditions for \( q_x(A) < q_x(B) \) for any initial type \( x \); this is a significant improvement on Bertacchi and Zucca (2014, Theorem 3.3) and Bertacchi and Zucca (2020, Theorem 2.4) (see Section 4 for details). One condition in Theorem 4.1 is the existence of an initial type from which, with positive probability, the process survives in \( A \) without ever visiting \( B \); another is the existence of a sequence of types \( \{x_n\}_{n \in \mathbb{N}} \) such that
\[
(1 - q_{x_n}(B))/(1 - q_{x_n}(A)) \rightarrow 0 \quad \text{as} \ n \rightarrow \infty.
\]  
(1.3)
A consequence of (1.3) is that, for any extinction probability vector \( q(A) \neq q \), we have \( \sup_{x \in \mathcal{X}} q_x(A) = 1 \) (Corollary 4.2). In particular, if all the entries of \( \tilde{q} \) are uniformly bounded away from 1, then there is strong local survival \( q = \tilde{q} < 1 \); Corollary 4.4).

Question (iii). When \( q < \tilde{q} \), the set of extinction probability vectors \( \text{Ext} \) may contain more than two distinct elements. For instance, in processes that exhibit non-strong local survival \( (q < \tilde{q} < 1 = q(\emptyset)) \), \( \text{Ext} \) contains at least three distinct elements; see for instance Bertacchi and Zucca (2014); Gantert et al. (2010); Menshikov and Volkov (1997); Müller (2008) for examples of such processes. In recent years, various examples with more than three extinction probabilities have been constructed: for instance, Braunsteins and Hautphenne (2020) contains examples with four and five distinct extinction probability vectors. The set \( \text{Ext} \) can even contain uncountably many distinct elements, as shown in Bertacchi and Zucca (2020, Section 3.1). In the same paper, the authors leave open the question of whether \( \text{Ext} \) can be countably infinite. Up to this point, the literature has focused primarily on specific examples. Here our goal is to develop a unified theory to characterise—and thereby count—the distinct elements of \( \text{Ext} \).

We start by restricting our attention to a more manageable subset of \( \text{Ext} \),
\[
\text{Ext}(A) := \{q(A) : A \in \Sigma(A)\},
\]  
(1.4)
where $\mathcal{A} = \{A_i\}_{i \in \mathcal{K}_A}$ is a (finite or infinite) collection of subsets of $\mathcal{X}$ and $\Sigma(\mathcal{A})$ is the smallest $\sigma$-algebra on $\bigcup_{A \in \mathcal{A}} A$ containing $\mathcal{A}$. The idea is to select $\mathcal{A}$ carefully so that (1) either $\text{Ext} = \text{Ext}(\mathcal{A})$ or $\text{Ext}(\mathcal{A})$ highlights some property of $\text{Ext}$, and (2) $\mathcal{A}$ satisfies some minor assumptions, in which case we call $\mathcal{A}$ regular. We show that we can associate a directed graph $G_\mathcal{A}$ to $\mathcal{A}$, and that if $\mathcal{A}$ is regular, then the analysis of $\text{Ext}(\mathcal{A})$ reduces to the analysis of $G_\mathcal{A}$. More specifically, in this graph, the vertices are the elements of $\mathcal{K}_A$, and there is a directed edge from $i$ to $j$ if and only if $q(A_i) \geq q(A_j)$, where these pairwise relationships can be determined using Theorem 4.1. We show that there is an injective function from the set of edgeless subgraphs of $G_\mathcal{A}$ to the distinct elements of $\text{Ext}(\mathcal{A})$ (Theorem 5.4 and Lemma 5.7); furthermore, if $G_\mathcal{A}$ does not contain a path of infinite length (i.e. an ascending chain as defined in Definition 5.9), we prove that this function is bijective (Theorem 5.4 and Proposition 5.10(i)). If $G_\mathcal{A}$ contains ascending chains, then we show that the set of edgeless subgraphs can be extended so as to define a bijection between this extended set and the distinct elements of $\text{Ext}(\mathcal{A})$ (Theorem 5.4 and Proposition 5.10(ii)). These results translate problems about the distinct extinction probability vectors into much simpler problems about the graph $G_\mathcal{A}$. We use this framework to provide necessary and sufficient conditions for $\text{Ext}(\mathcal{A})$ to contain finitely many, countably many, or uncountably many distinct elements (Theorem 5.12). To provide a rigorous exposition, we introduce an equivalence relation $\sim$ on the set $2^{\mathcal{K}_A}$ (see Definition 5.3) and then study properties of the quotient set $2^{\mathcal{K}_A}/\sim$.

We apply our results to three examples. In Example 1, we consider a specific family of irreducible branching processes where, by varying a single parameter, we can transition smoothly between cases where the process has any finite number of extinction probability vectors, a countably infinite number of extinction probability vectors, and an uncountable number of extinction probability vectors (Proposition 6.1). This resolves the open question in Bertacchi and Zucca (2020). In Examples 2 and 3, we use our general framework to list all distinct extinction probability vectors (Proposition 6.1). For any vectors $x$ and $y$, we write $x \leq y$ if $x_i \leq y_i$ for all $i$, and $x < y$ if $x \leq y$ with $x_i < y_i$ for at least one entry $i$. Finally, we use the shorthand notation $\mathbb{P}_x(\cdot) := \mathbb{P}(\cdot | Z_0 = e_x)$ and $\mathbb{E}_x(\cdot) := \mathbb{E}(\cdot | Z_0 = e_x)$. We remark that, unless otherwise explicitly stated, our results hold for any generic, not necessarily irreducible, MGWBP.

2. Preliminaries

2.1. Definitions. In an MGWBP $\{Z_n\}_{n \geq 0}$ with countable typeset $\mathcal{X}$, each individual lives for one generation and, at death, independently gives birth to a (finite) random number of offspring. For $x \in \mathcal{X}$ and $j = (j_y)_{y \in \mathcal{X}} \in \mathbb{N}^\mathcal{X}$, let $p_{x,j}$ denote the probability that an individual of type $x$ gives birth to $j_y$ children of type $y$, for all $y \in \mathcal{X}$. The associated probability generating function is

$$G_x(s) := \sum_{j : |j| < \infty} p_{x,j} s^j := \sum_{j : |j| < \infty} p_{x,j} \prod_{y \in \mathcal{X}} s_i^{j_y}, \quad s \in [0, 1]^\mathcal{X},$$ (2.1)
where $|j| := \sum_{y \in \mathcal{X}} j_y$, and we let $G(s) := (G_x(s))_{x \in \mathcal{X}}$. Note that $G: [0,1]^\mathcal{X} \to [0,1]^\mathcal{X}$ is nondecreasing and continuous with respect to the pointwise convergence (or product) topology on $[0,1]^\mathcal{X}$. Let $m_{xy} := \mathbb{E}_x[Z_{1,y}] = (\partial G_x(s)/\partial s_y)|_{s=1}$ be the expected number of offspring of type $y$ born to a parent of type $x$, and let $(\mathcal{X}, E_\mathcal{X})$ be the directed graph with vertex set $\mathcal{X}$ and edge set $E_\mathcal{X} = \{(x,y) \in \mathcal{X}^2 : m_{xy} > 0\}$. We write $x \to y$ if there is a path from $x$ to $y$ in $(\mathcal{X}, E_\mathcal{X})$, and we write $x \leftrightarrow y$ if $x \to y$ and $y \to x$. Note that $x \leftrightarrow x$ because there is always a path of length zero from $x$ to itself. The equivalence class $[x]_{\leftrightarrow}$ of $x$ with respect to $\leftrightarrow$ is called the irreducible class of $x$.

The MGWB $\{Z_n\}$ is called irreducible if and only if the graph $(\mathcal{X}, E_\mathcal{X})$ is connected (that is, there is only one irreducible class), otherwise it is reducible. We say that the process is non-singular if, in every irreducible class, there is at least one type whose probability of having exactly one child in that irreducible class is not equal to 1, or, in other words, if for every $x$, there exists $y \leftrightarrow x$ such that $\mathbb{P}_y(\sum_{w \leftrightarrow y} Z_{1,w} = 1) < 1$. This assumption is different from the usual one (which is, for every $x$ there exists $y \leftrightarrow x$ such that $\mathbb{P}_y(\sum_{w \in \mathcal{X}} Z_{1,w} = 1) < 1$), but both definitions are equivalent for irreducible processes.

2.2. Properties of $q(A)$. For $n \geq 0$ and $A \subseteq \mathcal{X}$, we define $q^{(n)}(A) := (q_x^{(n)}(A))_{x \in \mathcal{X}}$ where

$$q_x^{(n)}(A) = \mathbb{P}_x \left( \sum_{\ell \geq n, y \in A} Z_{\ell,y} = 0 \right)$$

is the probability of extinction in $A$ before generation $n$, starting with a single type-$x$ individual. The sequence $\{q^{(n)}(A)\}_{n \geq 0}$ is (pointwise) nondecreasing, and satisfies

$$\begin{align*}
&\begin{cases}
q^{(n)}(A) = G(q^{(n-1)}(A)), & \forall n \geq 1, \\
q_x^{(0)}(A) = 0, & \forall x \in A, \\
q_x^{(0)}(A) = G_x(q^{(0)}(A)) & \forall x \notin A.
\end{cases}
\end{align*}$$

(2.2)

In addition, $q^{(n)}(A)$ converges to $q(A)$ as $n \to \infty$. This implies that, for every $A \subseteq \mathcal{X}$, $q(A)$ belongs to the set of fixed points $\mathcal{S}$ defined in (1.1) (note that $\tilde{q}$ also belongs to $\mathcal{S}$). We observe that $q_x^{(0)}(A) = \mathbb{P}_x(\mathcal{N}(A))$, where $\mathcal{N}(A)$ is the event that the process never visits $A$. In principle, if we knew $q^{(0)}(A)$, we could iteratively apply $G(\cdot)$ and recover $q(A)$ as the limit of the sequence $q^{(n)}(A)$. However, $q^{(0)}(A)$ is not uniquely characterised by Equation (2.2). In other words, $q^{(0)}(A)$ is not necessarily the only element of the set of fixed points

$$\hat{\mathcal{S}}(A) := \{s \in [0,1]^\mathcal{X} : s = \hat{G}(A)(s)\},$$

where the function $\hat{G}(A): [0,1]^\mathcal{X} \to [0,1]^\mathcal{X}$ is defined by

$$\hat{G}_x(A)(s) := \begin{cases}
0, & \text{if } x \in A \\
G_x(s) & \text{if } x \notin A.
\end{cases}$$

We point out that the function $\hat{G}(A)(\cdot)$ can be interpreted as the generating function of the defective process $\{Z_n^{(A)}\}$ obtained by modifying the original process $\{Z_n\}$ so that individuals of type $x \in A$ produce an infinite number of children of all types with probability one at each generation. Note that, if $A \neq \emptyset$, then $1 \notin \hat{\mathcal{S}}(A)$. For $B \subseteq \mathcal{X}$, we define the probability that the process becomes extinct in $B$ and never visits $A$ as $q(B,A) := (q_x(B,A))_{x \in \mathcal{X}}$, where $q_x(B,A) := \mathbb{P}_x(\mathcal{E}(B) \cap \mathcal{N}(A))$. The vectors $q(B,A)$ belong to $\hat{\mathcal{S}}(A)$ for all $B$ (by the same arguments as those used to show $q(A) \in \mathcal{S}$). The following result characterizes $q^{(0)}(A)$.

**Proposition 2.1.** The vectors $q(\mathcal{X}, A)$ and $q^{(0)}(A) = q(\emptyset, A)$ are the (componentwise) minimal and maximal element of $\hat{\mathcal{S}}(A)$ respectively.
Observe that \(q^{(0)}(A)\) is uniquely identified by Equation (2.2) if and only if \(\hat{S}^{(A)}\) is a singleton, which, by Proposition 2.1, occurs if and only if \(q(\mathcal{X}, A) = q^{(0)}(A)\); conditions for \(\hat{S}^{(A)}\) to be a singleton are given in Theorem 4.1. We also point out that, in the irreducible case, \(q^{(0)}(A)\) can be interpreted as the partial extinction probability vector of \(\{Z_n^{(A)}\}\); in practice, \(q^{(0)}(A)\) can then be computed numerically using the method developed in Hautphenne et al. (2013), and \(q(A)\) can be approximated by functional iteration, however it is unclear whether this algorithm converges. An alternative iterative method to compute the vector \(q(A)\) for any \(A \subseteq \mathcal{X}\) can be found in the Appendix.

3. The second largest fixed point

It is well known that \(q\) is the componentwise minimal element of \(S\) while, clearly, \(1\) is the maximal. The next theorem gives an upper bound, namely \(q_x(\{x\})\), for the \(x\)th component of any fixed point, whenever it is different from \(1\). In the irreducible case, we then have that \(\tilde{q}\) is either the largest or second largest element of \(S\): the largest when \(\tilde{q} = 1\), and the second largest when \(\tilde{q} < 1\) (indeed, by Braunsteins and Hautphenne (2020, Corollary 4.1), \(\tilde{q}_x = q_x(\{x\})\)).

**Theorem 3.1.** Suppose \(\{Z_n\}_{n \geq 0}\) is a non-singular MGWBP. If \(s \leq G(s)\), then

(i) for all \(x \in \mathcal{X}\), either \(s_x = 1\) or \(s_x \leq q_x(\{x\})\);
(ii) if \(s_x < 1\), then \(s_y \leq q_y(\{y\})\) for all \(y \in \mathcal{X}\) such that \(y \to x\);
(iii) if the process is irreducible and \(s \neq 1\), then \(s \leq \tilde{q}\).

The following corollary gives further insights into the set of fixed points \(S\) when \(q_x(\{x\}) = q_x\) for all \(x\); note that \(q_x(\{x\}) = q_x < 1\) is usually called strong local survival in \(x\).

**Corollary 3.2.** Suppose \(\{Z_n\}_{n \geq 0}\) is non-singular and let \(s \in S\).

1. If \(q_x(\{x\}) = q_x\) for all \(x\) then, for every \(x \in \mathcal{X}\), either \(s_x = 1\) or \(s_x = q_x(\{x\})\). In this case, any fixed point is an extinction probability vector, that is, \(\text{Ext} = S\).
2. If \(\{Z_n\}_{n \geq 0}\) is irreducible and \(s \neq 1\), then \(s \leq \tilde{q}\). In particular, if \(\tilde{q} = q\), then \(S = \{q, 1\}\).

4. When is \(q(A) \neq q(B)\)?

In order for two extinction probability vectors \(q(A)\) and \(q(B)\) to be different, it is necessary for the process to have a positive chance of survival in the symmetric difference of the sets \(A\) and \(B\). More formally, letting \(S(A) := \mathcal{E}(A)^c\) denote the event that the process survives in \(A\), if \(\mathbb{P}_x(\mathcal{E}(A \triangle B)) = 1\) then \(\mathbb{P}_x(S(A)) = \mathbb{P}_x(S(A \cap B)) = \mathbb{P}_x(S(B))\), that is,

\[q(A) \neq q(B) \implies \exists x \in \mathcal{X} \text{ s.t. } \mathbb{P}_x(\mathcal{E}(A \triangle B)) < 1.\]

A more powerful characterization of \(q(A) \neq q(B)\) is given in the following theorem, which is a significant improvement over Bertacchi and Zucca (2014, Theorem 3.3), where the equivalence between (i) and (v) was proved with \(A = \mathcal{X}\).

**Theorem 4.1.** For any MGWBP and \(A, B \subseteq \mathcal{X}\), the following statements are equivalent:

(i) there exists \(x \in \mathcal{X}\) such that \(q_x(A) < q_x(B)\)
(ii) there exists \(x \in \mathcal{X}\) such that \(q_x(A \setminus B) < q_x(B)\)
(iii) there exists \(x \in \mathcal{X}\) such that \(q_x(A) < q_x^{(0)}(B)\)
(iv) there exists \(x \in \mathcal{X}\) such that, starting from \(x\) there is a positive chance of survival in \(A\) without ever visiting \(B\)
(v) there exists \(x \in \mathcal{X}\) such that, starting from \(x\) there is a positive chance of survival in \(A\) and extinction in \(B\).
Moreover, if $A = \mathcal{X}$ then each of the above conditions is equivalent to

$vii$ $\mathcal{S}(B)$ is not a singleton.

Note that the equivalence between $(i)$ and $(iii)$ was proved in Bertacchi and Zucca (2020, Theorem 2.4).

**Corollary 4.2.** For any MGWBP, every extinction probability vector $q(A) \neq \bar{q}$, satisfies

$$\sup_{x \in \mathcal{X}} q_x(A) = 1.$$  

**Remark 4.3.** In Moyal (1964, Lemma 3.3), the author showed that, if an MGWBP is irreducible, then all fixed points $s \neq \bar{q}$ with $\inf_{x \in \mathcal{X}} s_x > 0$ satisfy $\sup_{x \in \mathcal{X}} s_x = 1$. However, the condition $\inf_{x \in \mathcal{X}} s_x > 0$ was described as unsatisfactory. Corollary 4.2 proves that all extinction probabilities $q(A) \neq \bar{q}$ satisfy $\sup_{x \in \mathcal{X}} q_x(A) = 1$ under no assumptions (not even irreducibility).

In the irreducible case, Corollary 4.2 easily implies the following result.

**Corollary 4.4.** Suppose that $\{Z_n\}$ is irreducible. If $\sup_{x \in \mathcal{X}} \tilde{q}_x < 1$ then $\tilde{q} = q$ and $S = \{q, 1\}$.

Corollary 4.4 applies to irreducible quasi-transitive MGWBPs (see for instance Bertacchi and Zucca (2014, Section 2.4) for the definition) where $\tilde{q} < 1$, extending Bertacchi and Zucca (2014, Corollary 3.2); indeed, in that case the coordinates of $\tilde{q}$ take their value in a finite set and they are all different from 1. It also applies to MGWBPs with an absorbing barrier (see Biggins et al. (1991)) with $\tilde{q} < 1$, for which $\mathcal{X} = \mathbb{N}$ and $\tilde{q}_x$ is decreasing in $x$.

There are special cases where $q(A)$ depends only on the cardinality of $A$. For instance, in an irreducible lower Hessenberg branching process there are (at most) three distinct vectors: $\bar{q}$, $\tilde{q}$, and 1 (see Braunsteins and Hautphenne (2020, Section 4.1)). Indeed, if $A \neq \emptyset$, then $q(A) = \tilde{q}$ when $A$ is finite, whereas $q(A) = q$ when $A$ is infinite. In this simple case, we can completely describe the set Ext.

5. The set of extinction probability vectors

We now turn our attention to the set Ext of extinction probability vectors. Our analysis builds upon an important consequence of Theorem 4.1 (which we state in Corollary 5.1). We start by defining relations between subsets $A, B \subseteq \mathcal{X}$ in a given MGWBP: we write

- $A \Rightarrow B$ if survival in $A$ implies survival in $B$ from every starting point (i.e., $\mathbb{P}_x(S(B) | S(A)) = 1$ for all $x \in \mathcal{X}$),
- $A \Leftrightarrow B$ if there is a positive chance of survival in $A$ and extinction in $B$ from some starting points (that is, $\mathbb{P}_x(S(B) | S(A)) < 1$ for some $x \in \mathcal{X}$),
- $A \Leftrightarrow B$ if survival in $A$ implies survival in $B$ and vice-versa from every starting point,
- $A \Leftrightarrow B$ if there is a positive chance of survival in $B$ and extinction in $A$ from some starting points and vice-versa.

Note that $A \Leftrightarrow A$ for all $A \subseteq \mathcal{X}$. The next corollary is a straightforward consequence of the equivalence between $(i)$ and $(v)$ in Theorem 4.1.

**Corollary 5.1.** Let $A, B \subseteq \mathcal{X}$.

1. $A \Rightarrow B$ if and only if $q(A) \geq q(B)$.
2. $A \Leftrightarrow B$ if and only if $q(A) = q(B)$.
3. $A \Leftrightarrow B$ if and only if there is no order relation between $q(A)$ and $q(B)$.

We point out that any of the six equivalent conditions in Theorem 4.1 can be used to establish the relation between the pair $A, B \subseteq \mathcal{X}$. 

5.1. Regular families of subsets. We will use the pairwise relations between subsets of $\mathcal{X}$ to study Ext. Rather than considering all subsets of $\mathcal{X}$, it is often sufficient to restrict our attention to a particular family of subsets. More precisely, we focus on

$$\text{Ext}(\mathcal{A}) := \{q(A): A \in \Sigma(\mathcal{A})\},$$

where $\mathcal{A} = \{A_1, A_2, \ldots, A_{\kappa_A}\}$, with $\kappa_A \leq \infty$, $A_i \subseteq \mathcal{X}$ for all $i \in K_A := \{1, \ldots, \kappa_A\}$, and $\Sigma(\mathcal{A})$ is the smallest $\sigma$-algebra on $\bigcup_{i \in K_A} A_i$ containing all $A_i$. The idea is to select a suitable family $\mathcal{A}$ so that either $\text{Ext} = \text{Ext}(\mathcal{A})$ as in the examples in Section 6, and in Bertacchi and Zucca (2020, Section 3.2) and Braunsteins and Hautphenne (2020, Example 1), or so that $\text{Ext}(\mathcal{A})$ highlights some property of $\text{Ext}$ as in Bertacchi and Zucca (2020, Section 3.1). Below we show that the analysis of $\text{Ext}(\mathcal{A})$ is substantially simpler under some minor regularity conditions on $\mathcal{A}$ and the associated MGWBP.

**Definition 5.2.** We call $\mathcal{A}$ regular if

(C1) for any $i \neq j \in K_A$, we have $A_i \cap A_j = \emptyset$;

(C2) for any $i \in K_A$, we have $q(A_i) < 1$;

(C3) there does not exist $i \neq j \in K_A$ such that $A_i \lnot A_j$;

(C4) if $A \in \Sigma(\mathcal{A})$ and $I_A := \{i \in K_A: A_i \Rightarrow A\} \neq \emptyset$ then $\bigcup_{i \in I_A} A_i \Rightarrow A$;

(C5) if $i \in K_A$ and $J_i := \{j \in K_A: A_i \Rightarrow A_j\} \neq \emptyset$ then $A_i \Rightarrow \bigcup_{j \in J_i} A_j$.

Condition (C1) allows an easy description of $\Sigma(\mathcal{A})$ in terms of unions of sets in $\mathcal{A}$; in particular, under this condition, $I \mapsto \bigcup_{i \in I} A_i$ is a surjective map from $2^{K_A}$ onto $\Sigma(\mathcal{A})$. If in addition (C2) holds, then $A_i \neq \emptyset$ for all $i \in K_A$ and the map is also injective. Conditions (C2) and (C3) can be viewed as a preprocessing step which removes elements from $\mathcal{A}$ that lead to non-distinct extinction probability vectors. In particular we observe that (C3) “almost implies” (C2), meaning that, if (C3) holds then $q(A_i) = 1$ for at most one $i \in K_A$ (by Corollary 5.1). Thus, (C2) implies that $q\left(\bigcup_{i \in I} A_i\right) = 1$ if and only if $I = \emptyset$, in particular $\emptyset \notin A$. Conditions (C4) and (C5) are minor regularity assumptions that we use to compare the number of distinct elements in $\text{Ext}(\mathcal{A})$ and the cardinality of the quotient set of $2^{K_A}$ with respect to a suitable equivalence relation (see Definition 5.3). On the other hand, (C2) and (C3) allow us to study the cardinality of a particular subset of this quotient set (see Definition 5.6 and Equation (5.1)). We observe that, while (C4) holds when $I_A$ is finite, it might fail if $I_A$ is infinite. Indeed, when $I_A$ is finite, survival in $\bigcup_{i \in I_A} A_i$ implies survival in $A_{i_0}$ for at least one $i_0 \in I_A$, which implies survival in $A$. On the other hand, when $I_A$ is infinite, there may be a positive probability of survival in $\bigcup_{i \in I_A} A_i$ and both extinction in every $A_i$ and extinction in $A$.

5.2. Equivalent subsets of indices. Not all the elements of $\text{Ext}(\mathcal{A})$ are necessarily distinct. For instance, if $A_i \Rightarrow A_j$, then $q(A_i \cup A_j) = q(A_j)$. This motivates the next definition.

**Definition 5.3.** The subsets $I, J \subseteq K_A$ are equivalent, and we write $I \sim J$, if and only if

(i) for every $i \in I$ there exists $j \in J$ such that $A_i \Rightarrow A_j$,

(ii) for every $j \in J$ there exists $i \in I$ such that $A_j \Rightarrow A_i$.

Observe that $\emptyset \sim J$ implies $I = \emptyset$.

We are interested in the number of distinct elements in $\text{Ext}(\mathcal{A})$, which we denote by $|\text{Ext}(\mathcal{A})|$. The next theorem implies that, if $\mathcal{A}$ is regular, then $|\text{Ext}(\mathcal{A})|$ equals the cardinality of the quotient set $2^{K_A}/\sim$, that is, the number of equivalence classes.

**Theorem 5.4.** Given a family $\mathcal{A}$ and $I, J \subseteq K_A$, consider the following relations:

(i) $I \sim J$

(ii) $\bigcup_{i \in I} A_i \lnot \bigcup_{j \in J} A_j$

(iii) $q\left(\bigcup_{i \in I} A_i\right) = q\left(\bigcup_{j \in J} A_j\right)$. 

Then (ii) if and only if (iii).

If (C4) holds then (i) implies (iii); if in addition (C1) holds then \(|\text{Ext}(\mathcal{A})| \leq |2^{K_A/\sim}|\).

If (C2) and (C5) hold then (iii) implies (i) and \(|\text{Ext}(\mathcal{A})| \geq |2^{K_A/\sim}|\).

5.3. Primitive subsets and ascending chains. In order to characterize \(|\text{Ext}(\mathcal{A})|\), the next step is to better understand the structure of the equivalence classes. To help visualize these classes, we associate a directed graph \(G_A = (K_A, E_A)\), with edge set \(E_A := \{(i, j) \in K_A^2: A_i \Rightarrow A_j\}\), to a given MGWBP and family \(\mathcal{A} = \{A_1, A_2, \ldots, A_{K_A}\}\). Observe that

(P1) \((i, j), (j, k) \in E_A\) implies \((i, k) \in E_A\) (by transitivity of the relation \(\Rightarrow\)),

(P2) \((i, i) \in E_A\) for all \(i \in K_A\),

and, under the regularity condition (C3),

(P3) \(G_A\) contains no cycles (of length greater than one).

Note that in \(G_A\), there is a path from \(i\) to \(j\) if and only if \((i, j) \in E_A\). The next lemma states that, given a directed graph \((X, E_X)\) satisfying (P1) and (P3), there exist an MGWBP and a regular family \(\mathcal{A}\) such that \(G_A = (X, E_X)\).

**Lemma 5.5.** Let \((Z, E_Z)\) be a directed graph where

- \(Z\) is at most countable,
- there are no cycles (closed paths).

Then there exists an MGWBP and a regular family \(\mathcal{A} = \{A_i\}_{i \in Z}\) such that \(A_i \Rightarrow A_j\) if and only if there is a path from \(i\) to \(j\) in \((Z, E_Z)\).

For any subset \(I \subseteq K_A\), we define the subgraph induced in \(G_A\) by \(I\) as

\[
G_A[I] := (I, E_A[I]), \quad \text{with } E_A[I] := \{(i, j) \in I^2: A_i \Rightarrow A_j\}.
\]

**Definition 5.6.** We call \(I \subseteq K_A\) primitive if for all \(i, j \in I, i \neq j\), we have \(A_i \not\Rightarrow A_j\). Equivalently, a subset \(I\) is primitive if the induced subgraph \(G_A[I]\) is edgeless. We write \(\mathcal{P}_A\) for the set of primitive subsets of \(K_A\).

The following properties are straightforward:

- \(I := \emptyset\) is primitive and, if (C2) holds, it is the only subset of \(K_A\) such that \(q(\bigcup_{i \in I} A_i) = 1\);
- every singleton \(\{i\}\) is primitive.
- every subset of a primitive subset is primitive;
- if \(\{I_n\}_n\) is a sequence of primitive subsets of \(K_A\) such that \(I_n \subseteq I_{n+1}\) (for all \(n\)) then \(\bigcap_n I_n\) is primitive.

From the definition of \(\sim\), if (C3) holds, then the equivalence class of a primitive subset \(I\) is

\[
[I]_\sim = \left\{ J \subseteq K_A: J \supseteq I, \forall j \in J, \exists i \in I, A_j \Rightarrow A_i \right\}.
\]

(5.1)

In particular, given two primitive subsets \(I_1 \neq I_2\) we have \([I_1]_\sim \neq [I_2]_\sim\). Hence \(\mathcal{P}_A\) can be identified with a (possibly proper) subset of \(2^{K_A/\sim}\). This directly leads us to the next result about the map

\[
f_A: \mathcal{P}_A \to 2^{K_A/\sim} \quad \text{s.t.} \quad f_A(I) = [I]_\sim.
\]

**Lemma 5.7.** If \(\mathcal{A}\) satisfies (C3) then \(f_A\) is injective; in particular \(|\mathcal{P}_A| \leq |2^{K_A/\sim}|\).

We will see that in many situations, the injective map \(f_A\) is actually bijective, in which case, if \(\mathcal{A}\) is regular, then by Theorem 5.4 there is a one-to-one correspondence between the distinct extinction probability vectors in \(\text{Ext}(\mathcal{A})\) and the primitive subsets. We now present two illustrative examples: in Figure 5.1, \(f_A\) is bijective, and in Figure 5.2, \(f_A\) is not surjective because no primitive subset belongs to the equivalence class of \(I = \{3, 4, 5, \ldots\}\).
Relations:
\[ A_1 \Rightarrow A_3, \ A_2 \Rightarrow A_4 \]
\[ A_2 \Rightarrow A_3, \ A_2 \Rightarrow A_4 \]

Figure 5.1. A regular family \( \mathcal{A} = \{A_1, A_2, A_3, A_4\} \) with its associated directed graph \( G_\mathcal{A} \), the set of primitive subsets \( \mathcal{P}_\mathcal{A} \), and the elements in \( \text{Ext}(\mathcal{A}) \). There is a one-to-one correspondence between the primitive subsets and the distinct elements in \( \text{Ext}(\mathcal{A}) \).

\[
\begin{align*}
G_\mathcal{A}: \\
1 & \rightarrow 3 \\
2 & \rightarrow 4
\end{align*}
\]

Figure 5.2. The directed graph \( G_\mathcal{A} \) of a regular family \( \mathcal{A} = \{A_1, A_2, A_3, \ldots\} \). The set of primitive subsets is \( \mathcal{P}_\mathcal{A} = \{\emptyset, \{i\}, \{1, j\}, \{2, 3, \ldots, j\}\} \).

In order for the map \( f_\mathcal{A} \) to be bijective in general, the domain \( \mathcal{P}_\mathcal{A} \) of \( f_\mathcal{A} \) needs to be extended. To understand how to extend \( \mathcal{P}_\mathcal{A} \), we need a more complete description of the codomain \( 2^{K_\mathcal{A}}//_{\sim} \) of \( f_\mathcal{A} \). We consider the following subsets of every \( I \subseteq K_\mathcal{A} \):

\[
\begin{align*}
I_M & := \{i \in I : \forall j \in I, \ j \neq i, \ A_i \Rightarrow A_j\} \\
I_d & := \{i \in I : \exists j \in I_M, \ A_i \Rightarrow A_j\} \\
I_c & := I \backslash I_d.
\end{align*}
\]

Roughly speaking, \( I_M \) contains the vertices with out-degree zero in \( G_\mathcal{A}[I] \), and \( I_d \) is the largest subset of \( I \) equivalent to \( I_M \) (clearly, \( I_M \subseteq I_d \), since \( A_j \Rightarrow A_j \) for every \( j \in K_\mathcal{A} \)). If we think of \( \Rightarrow \) as a partial preorder relation \( \leq \) (it is a partial order relation if (C3) holds), then \( I_M \) can be interpreted as the primitive subset of maximal elements of \( I \), and \( I_d \) as the subset of elements which are smaller than a maximal element. Finally, \( I_c \) is the subset of elements which are not comparable with any maximal element of \( I \); in particular,

\[
I_c = \{i \in I : \exists j \in I_M, \ A_i \Rightarrow A_j\} = \{i \in I : \forall j \in I_M, \ A_i \not\Rightarrow A_j\} = \{i \in I : \not\exists j \in I_d, \ A_i \Rightarrow A_j\}.
\]
As an example, let \( I = K_A = \mathbb{N} \) for the family \( A \) considered in Figure 5.2; then \( I_M = \{1\} \), \( I_d = \{1, 2, 3\} \), and \( I_c = \{4, 5, 6, \ldots \} \).

Clearly \( I \) is primitive if and only if \( I = I_M \); moreover \( [I_M]_\sim = [I_d]_\sim \), and if \( I \neq \emptyset \) then \( [I_d]_\sim \neq [I_c]_\sim \). The next lemma states several other properties of the subsets \( I_M, I_d, \) and \( I_c \); in particular it extends the representation of the equivalence class of a primitive subset given in (5.1) to that of a generic subset (Lemma 5.8(vii)).

**Lemma 5.8.** Let \( I, J \subseteq K_A \).

(i) \( I \sim I_M \) if and only if \( I_c = \emptyset \);

(ii) \( I_M \sim J_M \) if and only if \( I_d \sim J_d \);

Suppose that (C3) holds.

(iii) \( I_M = J_M \) if and only if \( I_d \sim J_d \);

(iv) \( I \sim J \) if and only if \( I_M = J_M \) and \( I_c \sim J_c \);

(v) \( I \sim J \) for some primitive \( J \) if and only if \( I_c = \emptyset \);

(vi) if \( I_c \neq \emptyset \) then \( I_c \) is infinite;

(vii) \( [I]_\sim = \{H \cup W : H, W \subseteq K_A, H_d \sim I_d, W_c \sim I_c, H_c = W_d = \emptyset \} \).

**Definition 5.9.** We call \( I \subseteq K_A \) an ascending chain if \( I = I_c \) (that is, \( I_d = I_M = \emptyset \)).

From Lemma 5.8(vii), any subset \( J \) equivalent to an ascending chain is also an ascending chain (that is, if \( I = I_c \) and \( J \sim I \), then \( J = J_c \)).

Given two equivalent subsets \( I \) and \( J \), observe that

\[
\{i \in K_A : \exists j \in I, A_i \Rightarrow A_j\} = \{i \in K_A : \exists j \in J, A_i \Rightarrow A_j\}.
\]

The largest subset equivalent to \( I \), defined as \( I^+ = \{i \in K_A : \exists j \in I, A_i \Rightarrow A_j\} \), is a natural representative of the equivalence class \([I]_\sim \). We let

\[
\mathfrak{C}_A := \{I \subseteq K_A : \exists J = J_c, J^+ = I\}
\]

be the set of representatives of ascending chains; note that \( \mathfrak{C}_A \) is non-empty since \( \emptyset \in \mathfrak{C}_A \). Moreover \( J \in \mathfrak{C}_A \) if and only if \( J = J_c \) and \( J = J^+ \). As an example, in Figure 5.2 the set \( I = \{3, 4, 5, \ldots \} \) is an example of an ascending chain and \( \mathfrak{C}_A = \{\emptyset, I\} \).

Recall that the domain of \( f_A \) is \( \mathfrak{P}_A \), which is non-empty (since \( \emptyset \) is primitive), and that, by Lemma 5.7, \( f_A \) is injective (under (C3)). The following proposition implies that \( \mathfrak{P}_A \) can be extended by means of \( \mathfrak{C}_A \) to the set

\[
\mathfrak{J}_A := \{(I, J) \in (\mathfrak{P}_A \times \mathfrak{C}_A) : I \cap J = \emptyset, (J \setminus I^+)^+ = J\}.
\]

Clearly \( \emptyset \times \mathfrak{C}_A \) and \( \mathfrak{P}_A \times \{\emptyset\} \) are subsets of \( \mathfrak{J}_A \); in particular \( (\emptyset, \emptyset) \in \mathfrak{J}_A \). We define the map

\[
g_A : 2^{K_A}_\sim \to \mathfrak{J}_A \quad \text{s.t.} \quad g_A([I]_\sim) = (I_M, (I_c)^+) \in \mathfrak{J}_A.
\]

**Proposition 5.10.** If \( A \) satisfies (C3), then \( g_A \) is bijective; in particular,

(i) \( |2^{K_A}_\sim| = |\mathfrak{J}_A| \);

(ii) if there are no ascending chains (i.e. \( \mathfrak{C}_A = \{\emptyset\} \)), then the map \( f_A \) is bijective, that is, every equivalence class contains one (unique) primitive subset.

Note that \( f_A = g_A^{-1} \circ h \) where \( h \) is the natural bijection from \( \mathfrak{P}_A \) onto \( \mathfrak{P}_A \times \{\emptyset\} \). In the example considered in Figure 5.1, \( \mathfrak{C}_A = \{\emptyset\} \), hence \( \mathfrak{J}_A = \mathfrak{P}_A \times \{\emptyset\} \), while in the example considered in Figure 5.2, \( \mathfrak{C}_A = \{\emptyset, \{3, 4, 5, \ldots \}\} \), and

\[
\mathfrak{J}_A = \{(I, \emptyset) : I \in \mathfrak{P}_A\} \cup \{(\emptyset, \{3, 4, 5, \ldots \}\}, ((i), \{3, 4, 5, \ldots \})_{i=1,2}\}.
\]

In Figure 5.3 we provide a modification of the example considered in Figure 5.2 that illustrates why the condition \( I \cap J = \emptyset \) is not sufficient in the definition of \( \mathfrak{J}_A \) in order for \( g_A \) to be bijective: take \( I = \{4', 5', 6', \ldots \} \) and \( J = \{3, 4, 5, \ldots \} \); we have \( I \cap J = \emptyset \), but \( I^+ = I \cup J \), so \( (J \setminus I^+)^+ = \emptyset \neq J \).
In this case, $g_A^{-1}(I, J) = g_A^{-1}(I, \emptyset)$ because $[I \cup J] = [I]$, so $g_A$ is not bijective. Additional examples where we identify $\mathfrak{J}_A$ are given in Section 6.

\[ g_A^{-1}(I, J) = g_A^{-1}(I, \emptyset), \]

**Figure 5.3.** The directed graph $G_A$ of a regular family with an ascending chain (the edges implied by transitivity are omitted).

When combined, Theorem 5.4 and Proposition 5.10 allow us to identify the distinct elements in $\text{Ext}(\mathcal{A})$.

**Proposition 5.11.** If $\mathcal{A}$ is regular, then

$$\text{Ext}(\mathcal{A}) = \left\{ q \left( \bigcup_{i \in (I, J)} A_i \right) : (I, J) \in \mathfrak{J}_A \right\},$$

and distinct elements in $\mathfrak{J}_A$ correspond to distinct extinction probability vectors.

In the example considered in Figure 5.2, the distinct elements of $\text{Ext}(\mathcal{A})$ are therefore

$$\text{Ext}(\mathcal{A}) = \left\{ q \left( \bigcup_{i \in I} A_i \right) : I \in \mathcal{P}_A \right\} \cup \left\{ q \left( A_3 \cup A_4 \cup A_5 \cup \ldots \right), q \left( A_1 \cup A_4 \cup A_5 \cup \ldots \right), q \left( A_2 \cup A_5 \cup \ldots \right) \right\}. \tag{5.3}$$

**5.4. The number of distinct elements in $\text{Ext}(\mathcal{A})$.** Building on the results in the previous section, we are now ready to discuss the number of distinct elements in $\text{Ext}(\mathcal{A})$, $|\text{Ext}(\mathcal{A})|$. In particular, Propositions 5.10 and 5.11 lead to equivalent conditions for the number of distinct elements in $\text{Ext}(\mathcal{A})$ to be finite, countably infinite, or uncountable.

**Theorem 5.12.** Given a family $\mathcal{A}$ satisfying (C3),

(i) $|\text{Ext}(\mathcal{A})|$ is finite if and only if $\mathcal{A}$ is finite (that is, $\kappa_A < \infty$).

If (C2), (C3) and (C5) hold then

(ii) $|\text{Ext}(\mathcal{A})| \geq |\mathcal{P}_A|$. \tag{5.5}

If, in addition, $\mathcal{A}$ is regular and $\mathfrak{C}_A = \{\emptyset\}$, then there is equality in (5.5).

(iii) If $\text{Ext}(\mathcal{A})$ is countably infinite, then there exists a family $\mathcal{A}' \subseteq \mathcal{A}$ satisfying (C2)-(C3)-(C5) with $\kappa_{\mathcal{A}'} = \infty$ such that either $A'_1 \Rightarrow A'_2 \Rightarrow A'_3 \Rightarrow \ldots$ or $A'_1 \Leftarrow A'_2 \Leftarrow A'_3 \Leftarrow \ldots$. In particular if $\mathcal{A}$ is regular, one can choose $\mathcal{A}'$ as a regular family.

If $\mathcal{A}$ is regular, then

(iv) $\text{Ext}(\mathcal{A})$ is countably infinite if and only if $\mathcal{P}_A$ and $\mathfrak{C}_A$ are both countable and at least one of them is countably infinite.

(v) $\text{Ext}(\mathcal{A})$ is uncountable if and only if either $\mathcal{P}_A$ is uncountable or $\mathfrak{C}_A$ is uncountable.
Note that if $\mathcal{A}$ is regular, the condition $\mathcal{C}_A = \{\emptyset\}$ is sufficient but not necessary for the equality in (5.5) to hold. Indeed, in the example considered in Figure 5.2, $\mathcal{C}_A \neq \{\emptyset\}$ while $\text{Ext}(A)$ and $\mathcal{P}_A$ are both countably infinite (see Equation (5.4)).

The next corollary gives a sufficient condition for the existence of an infinite regular family whose associated graph is edgeless and, as a consequence, for the existence of uncountably many distinct extinction probability vectors.

**Corollary 5.13.** If there exists a (infinite) collection of pairwise disjoint subsets $A_1, A_2, \ldots$ of $\mathcal{X}$ such that for each $i \geq 1$ there exists $x_i \in \mathcal{X}$ with

$$\mathbb{P}_{x_i}(S(A_i) \cap E(\mathcal{X}\setminus A_i)) > 0,$$

then there are uncountably many distinct extinction probability vectors.

### 6. Examples

We are ready to answer two important questions:

1. The first question was asked previously in Bertacchi and Zucca (2020): Is it possible to construct an irreducible MGWBP with countably infinitely many extinction probability vectors? Theorem 5.12 not only suggests that the answer is positive, it also gives insight into how such examples may arise. In Example 1 we not only answer this question but we go further by constructing an irreducible family of processes where, by varying a single parameter, we can transition smoothly between cases where the process has any finite number of extinction probability vectors, a countably infinite number of extinction probability vectors, and an uncountably infinite number of extinction probability vectors.

2. Given a regular family $\mathcal{A}$, do we always have $|\text{Ext}(\mathcal{A})| = |\mathcal{P}_A|$? If $\mathcal{P}_A$ is either finite or uncountable, then equality holds. Thus, by Theorem 5.12(v), we may only have $|\text{Ext}(\mathcal{A})| > |\mathcal{P}_A|$ if $\mathcal{P}_A$ is countable and $\mathcal{C}_A$ is uncountable. In Example 2, both $\mathcal{P}_A$ and $\mathcal{C}_A$ are countable, and thus $|\text{Ext}(\mathcal{A})| = |\mathcal{P}_A|$, while in Example 3, $\mathcal{P}_A$ is countable and $\mathcal{C}_A$ is uncountable, and thus $|\text{Ext}(\mathcal{A})| > |\mathcal{P}_A|$. This means the answer to the above question is negative.

Example 1 is an application of the results developed in Sections 4 and 5, and Examples 2 and 3 highlight the framework developed in Section 5.

**Example 1: From finitely many to uncountably many extinction probability vectors.** Consider a process with type set $\mathcal{X} = \mathbb{N}_0^2$, where

- individuals of type $(0, 0)$ have one child of type $(1, 0)$ with probability $q$, and 0 children otherwise;
- individuals of type $(0, j)$, $j \geq 1$, have one child of type $(0, j-1)$ with probability $p < 1$, and 0 children otherwise;
- individuals of type $(i, 0)$, $i \geq 1$, have one child of type $(i, 1)$ with probability 1, and one child of type $(i+1, 0)$ with probability $q$; and
- individuals of type $(i, j)$, $i, j \geq 1$, have a geometric number of children of type $(i-1, j)$ with mean $r^{-j+1}$, and one child of type $(i, j+1)$ with probability 1.

A visual representation of these offspring distributions is given in Figure 6.4. We partition $\mathcal{X}$ in two ways: by *levels*, $\mathcal{L}_i := \{(i,j)\}_{j \geq 0}$ for $i \geq 0$, and by *phases* $\mathcal{P}_j := \{(i,j)\}_{i \geq 0}$ for $j \geq 0$.

Consider the family $\mathcal{A} = \{\mathcal{L}_1, \mathcal{L}_2, \ldots\}$. The next proposition implies that, for any $p, q < 1$, we can choose $r$ such that the process has: (i) any finite number $k \geq 1$ of extinction probability vectors (just pick $p^{1/(k-1)} < r \leq p^{1/k}$), which corresponds to $\mathcal{L}_1 \ll \mathcal{L}_2 \ll \ldots \ll \mathcal{L}_{k-1} \ll \mathcal{L}_k \ll \mathcal{L}_{k+1} \ll \ldots$,

(ii) countably infinite many distinct extinction probability vectors ($r = 1$), which corresponds to $\mathcal{L}_1 \ll \mathcal{L}_2 \ll \mathcal{L}_3 \ll \mathcal{L}_4 \ll \ldots$. 
or (iii) uncountably many distinct extinction probability vectors \((r > 1)\), which corresponds to

\[
\mathcal{L}_1 \iff \mathcal{L}_2 \iff \mathcal{L}_3 \iff \mathcal{L}_4 \iff \ldots
\]

Moreover, the proposition implies that, when \(r \leq 1\), \(\text{Ext} = \text{Ext}(A)\). Note that in this example, \(\mathfrak{C}_A = \emptyset\), and when \(r \leq 1\), the only primitive subsets are singletons. In preparation for the next result, for any \(A \subseteq \mathcal{X}\) we let

\[
\vartheta(A) := \min\{i \geq 0 : |\mathcal{L}_i \cap A| = \infty\},
\]

and set \(\vartheta(A) := \infty\) if the above set is empty.

**Proposition 6.1.** In Example 1,

(i) if \(r < 1\), then there is a finite number \(i^* := \min\{i \geq 1 : r^i \leq p\}\) of distinct extinction probability vectors, namely \(q = \tilde{q}\) if \(i^* = 1\), and

\[
q = q(\mathcal{L}_1) < \ldots < q(\mathcal{L}_{i^*}) = \tilde{q}\quad \text{if } i^* \geq 2.
\]

In particular, if \(\vartheta(A) < i^*\) then \(q(A) = q(\mathcal{L}_{\vartheta(A)})\), whereas if \(\vartheta(A) \geq i^*\) then \(q(A) = \tilde{q}\).

(ii) if \(r = 1\), then there are countably infinite many distinct extinction probability vectors, namely

\[
q = q(\mathcal{L}_1) < q(\mathcal{L}_2) < q(\mathcal{L}_3) < \ldots,
\]

and \(\tilde{q}\). In particular, if \(\vartheta(A) < \infty\) then \(q(A) = q(\mathcal{L}_{\vartheta(A)})\), whereas if \(\vartheta(A) = \infty\) then \(q(A) = \tilde{q}\).

(iii) if \(r > 1\), then there are uncountably many distinct extinction probability vectors.

Figure 6.5 shows the distinct probabilities of extinction \(\{q_{(0,0)}(\mathcal{L}_i)\}_{i \geq 1}\) as a function of \(r\) when \(p = 0.1\) and \(q = 0.5\). Observe that, in accordance with Proposition 6.1, the number of extinction
Figure 6.5. The probabilities of extinction $q_{(0,0)}(L_1)$ (lowest curve), $q_{(0,0)}(L_2)$ (second lowest curve), $q_{(0,0)}(L_3)$, ... as a function of $r$ when $p = 0.1$ and $q = 0.5$. The probabilities increases by one at $r = \sqrt{p}$ for each $i \geq 1$. The probabilities are computed using the iterative method presented in Appendix A.

We now consider what may happen if the family $A$ is not chosen carefully (i.e. is not regular). Consider the family $A' = \{L'_0, L'_1, L'_2, \ldots\}$, where

$$L'_i = \left( \bigcup_{k=0}^\infty \{(i, 2k)\} \right) \cup \left( \bigcup_{k=0}^\infty \{(k, 2i + 1)\} \right), \quad i \geq 0.$$ 

Note that $A'$ does not satisfy (C5): indeed we have that $L'_1 = \bigcup_{j \in J_1} L'_j$, where $J_1 = \{0, 2, 3, 4, \ldots\}$. The next proposition implies that, when $r > 1$, $\mathcal{P}_{A'}$ is uncountable, while $\text{Ext}(A')$ is countable; this shows that, without (C5), Theorem 5.12(ii) might not hold.

**Proposition 6.2.** If $r > 1$, then $L'_i \not\approx L'_j$ for all $i \neq j$ and $\text{Ext}(A')$ is countably infinite.

**Example 2: A BRW on a grid.** Consider a branching process with typeset $\mathbb{N} \times \mathbb{N}$ in which the generating function of type $(i, j)$ is

$$G_{(i,j)}(s) = \frac{1}{3} + \frac{1}{2} s_{(i,j)} + \frac{1}{12} s_{(i,j+1)} + \frac{1}{12} s_{(i+1,j)}.$$ 

In other words, an individual of type $(i, j)$ has no children with probability $1/3$, three children of type $(i, j)$ with probability $1/2$, three children of type $(i, j + 1)$ with probability $1/12$, and three children of type $(i + 1, j)$ with probability $1/12$.

Suppose we would like to determine the distinct elements of $\text{Ext}$. We consider the family $A = \mathcal{X}$ (the set of singletons), in which

$$(i_1, j_1) \Rightarrow (i_2, j_2) \quad \text{ if and only if } \quad i_1 \leq i_2 \text{ and } j_1 \leq j_2,$$ 

and whose associated graph $G_A$ is illustrated in Figure 6.6 (the edges implied by transitivity are omitted). Note that the family $A$ is regular; indeed, $(C_1)$ and $(C_3)$ are immediate, $(C_4)$ and $(C_5)$ can be verified easily (for instance by inspecting the graph $G_A$), and $(C_2)$ follows from the fact that the mean number of type-$(i, j)$ offspring of a type-$(i, j)$ parent is $3/2 > 1$. 


In this example, the primitive subsets are the subsets of $X$ in which no element is strictly greater (componentwise) than any other. More formally,

$$\mathcal{P}_A = \{ A \subset X : \exists (i_1, j_1), (i_2, j_2) \in A \text{ with } i_1 \leq i_2 \text{ and } j_1 \leq j_2 \}. $$

The set of blue nodes in Figure 6.6 is an example of a primitive subset. Note that every element of $\mathcal{P}_A$ is a finite subset, and therefore $\mathcal{P}_A$ is countable. The set of representatives of ascending chains is

$$\mathcal{C}_A = \{(i, j) : 1 \leq i \leq k, j \geq 1\}_{k \in \mathbb{N}} \cup \{(i, j) : i \geq 1, 1 \leq j \leq k\}_{k \in \mathbb{N}} \cup X \cup \emptyset. \quad (6.3)$$

To understand how this expression for $\mathcal{C}_A$ is obtained, observe that there are essentially three kinds of ascending chains: those that take infinitely many steps upwards while only taking finitely many steps to the right (representatives of these chains are given in the first term of $(6.3)$), those that take only finitely many steps upwards while taking infinitely many steps to the right (representatives of these chains are given in the second term of $(6.3)$; the set of green nodes in Figure 6.6 corresponds to $k = 2$), and those that take both infinitely many steps upwards and infinitely many steps to the right (these chains have just a single representative $X$; one such path is illustrated in red in Figure 6.6).

By Proposition 5.11 the set of distinct extinction probability vectors is

$$\text{Ext} = \text{Ext}(A) = \left\{ q \left( \bigcup_{(i, j) \in I \cup J} (i, j) \right) : (I, J) \in \mathcal{I}_A \right\},$$

where

$$\mathcal{I}_A = \{ (I, J) \in (\mathcal{P}_A \times \mathcal{C}_A) : I \cap J = \emptyset, (J \setminus I^+) = J \}$$

and the final equality follows from the fact that for every $I \in \mathcal{P}_A$, $I^+$ is a finite set. One element $(I, J)$ of $\mathcal{I}_A$ is formed by letting $I$ and $J$ be the set of blue and green nodes respectively in Figure 6.6. Because $\mathcal{P}_A$ and $\mathcal{C}_A$ are both countably infinite, by Theorem 5.12, Ext contains a countably infinite number of distinct elements. We have thus constructed an example with ascending chains in which $|\mathcal{P}_A| = |\text{Ext}(A)|$.

**Example 3: A BRW on a modified binary tree.** Consider the modification of an oriented binary tree which is illustrated in Figure 6.7 and is formally constructed as follows. Let $Z := \bigcup_{i=0}^{\infty} \{-1, +1\}^i$ denote the set of vertices, where $\{-1, +1\}^0 = \{\emptyset\}$ represents the root. Note that every vertex is a finite sequence of $-1$ and $+1$. A planar representation of this set is given by the map $\gamma : Z \to \mathbb{R}^2$ where $\gamma(\emptyset) = (0, 0)$ and $\gamma((\alpha_1, \alpha_2, \ldots, \alpha_n)) = \left( \sum_{i=1}^{n} \alpha_i 3^{-i}, n \right)$, for $n \geq 1$. 
Henceforth, when we speak of “left” and “right” we refer to the first coordinate in this planar representation. Given a vertex \( \{ \emptyset \} \) or \( \{ \alpha_1, \ldots, \alpha_n \} \) with \( n \geq 1 \), we define the (oriented) edges as follows

\[
\left\{ \{ \beta_i \}_{i=1}^{m}, \{ \alpha_i \}_{i=1}^{n} \right\}
\]

\[
\begin{cases}
\alpha_i = \beta_i \quad \forall i < m, \\
\beta_i = \alpha_i \quad \forall i \leq n-1, \quad \beta_n = -\alpha_n = 1, \quad \beta_i = -1 \quad \forall i > n \quad \text{if } m + 1 = n \geq 1
\end{cases}
\]

Roughly speaking, the first line defines the usual upward edges in the binary tree (where each parent has exactly two children). The second line draws lateral edges to each point from the sibling on its right (if any) and from each descendent of this siblings in such a way that the resulting graph is isomorphic to a planar graph (see Figure 6.7). We observe that there are no lateral edges pointing to the right, and that from every vertex \( t_{\beta_i}u_{m_i} \) such that \( \beta_i = 1 \) for some \( i \), there is always a lateral edge pointing to the left (to the sibling if \( \beta_n = 1 \), or to the sibling of some ancestor if \( \beta_n = -1 \)).

Denote this collection of edges by \( E_Z \); it is easy to see that there are no cycles.

We can define an MGWBP and a regular family \( A \) with \( G_A = (Z, E_Z) \) in a similar manner as Example 2; however we do not provide an explicit construction here. Note that the graph \( (Z, E_Z) \) satisfies the assumptions of Lemma 5.5, hence such an MGWBP and regular family \( A \) must exist. For simplicity, below we will assume that, as in Example 2, the typeset in our MGWBP is \( X = Z \) and the regular family is \( A = X \) (the set of singletons).

In this example the set of primitive subsets is \( \mathcal{P}_A = X \), i.e., the set of singletons. This is because, by construction, for any \( x, y \in A \), either \( x \Rightarrow y \) or \( y \Rightarrow x \). To identify \( \mathcal{C}_A \) note that there is a one-to-one correspondence between ascending chains and rays starting from the root represented by sequences \( \{ \alpha_i \}_{i=1}^{\infty} \). The representative of the ascending chain is the set of vertices that lie to the right of its corresponding ray. More formally, for each ray \( \{ \alpha_i \}_{i=1}^{\infty} \), we let

\[
h(\{ \alpha_i \}_{i=1}^{\infty}) := \{ \emptyset \} \cup \bigcup_{n=1}^{\infty} \left\{ \{ \beta_i \}_{i=1}^{n} : \sum_{i=1}^{n} 3^{-i} \beta_i \geq \sum_{i=1}^{n} 3^{-i} \alpha_i \right\}
\]

denote the set of vertices to the right of the ray \( \{ \alpha_i \}_{i=1}^{\infty} \). The set of representatives of ascending chains is then

\[
\mathcal{C}_A = \{ h(\{ \alpha_i \}_{i=1}^{\infty}) : \{ \alpha_i \}_{i=1}^{\infty} \in \{-1,+1\}^{\infty} \}.
\]
Note that the set $C_A$ is uncountable because there are uncountably many rays. Here, we have

$$J_A = \{(I, J) \in (P_A \times C_A) : I \cap J = \emptyset, (J \setminus I)^+ = J\}$$

$$= \{(I, J) : I \in P_A \cup \{\emptyset, J : J \in C_A\}. \quad (6.5)$$

To understand Equation (6.5), note that if $I \equiv \{x\} \in P_A$ and $J \in C_A$, then either $x \in J$, in which case $I \cap J \neq \emptyset$, or $x \notin J$, in which case if $y \in J$ then $\{y\} \Rightarrow \{x\}$, thus $J \subseteq I^+$ and therefore $(J \setminus I^+)^+ = \emptyset$; thus if $I \cap J = \emptyset$ and $(J \setminus I^+)^+ = J$ then either $I = \emptyset$ or $J = \emptyset$. By Proposition 5.11, the set of distinct extinction probability vectors is then given by

$$\text{Ext} = \text{Ext}(A) = \{q(I) : I \in P_A \cup C_A\}.$$ 

Because $C_A$ is uncountable, by Theorem 5.12(v), Ext contains uncountably many distinct elements. In addition, because $X$, and therefore $P_A$, is countable, we have thus constructed an example in which $|P_A| < |\text{Ext}(A)|$. Note that in this example the inequality in Equation (5.5) is strict.

7. Open questions

The results in this paper motivate several open questions. Here we consider a very general setting, in which we observe a wide variety of behaviours; for instance, in Example 1, there can be any number of distinct extinction probability vectors. We can then ask whether we observe similarly rich behaviour in more homogeneous settings, such as transitive or quasi-transitive processes. We believe that the answer is negative. In particular, for quasi-transitive BRWs on a graph $G$, like those considered in Stacey (2003) (see also the examples in Candellero and Roberts (2015)), we conjecture that either (i) $|\text{Ext}| = 1$, in which case $q = \tilde{q} = 1$, (ii) $|\text{Ext}| = 2$, in which case $q = \tilde{q} < 1$ or $q < \tilde{q} = 1$, or (iii) $|\text{Ext}|$ is uncountable, such as in Bertacchi and Zucca (2020, Section 3.1). Furthermore, we conjecture that, if the process is quasi-transitive, then (iii) can only occur when it is nonamenable (see Bertacchi and Zucca (2014, Section 2.1) for the definition). Note that, without the quasi-transitivity assumption, the MGWB can exhibit an uncountable number of extinction probability vectors even if both the underlying graph and the process itself are amenable (see Example 1 with $r > 1$). We believe that similar results also hold for irreducible BRWs in an i.i.d. random environment such as those considered in Comets and Popov (2007); Machado and Popov (2003).

Moreover, the exact location of the extinction probability vectors $q(A)$ (different from $q$ and $\tilde{q}$) in the set of fixed points $S$ is yet to be identified. In Braunsteins and Hautphenne (2020), the authors conjecture that the “corners” of the set $S$ correspond to extinction probability vectors $q(A)$; see Braunsteins and Hautphenne (2020, Conjecture 5.1) for a precise statement. In addition, it has been shown that $S$ can contain (uncountably many) fixed points which are not extinction probability vectors; see for instance Bertacchi and Zucca (2017, Example 3.6). Under particular assumptions (i.e. in an irreducible LHBP), it has been shown that there is a continuum of fixed points between $q$ and $\tilde{q}$ and there are no fixed points between $\tilde{q}$ and $1$; see Braunsteins and Hautphenne (2019, Theorem 1). Here we prove that there are no fixed points between $\tilde{q}$ and $1$ in the general irreducible setting (Corollary 3.2); we believe that, like in the setting of Braunsteins and Hautphenne (2019), there is a continuum of fixed points between $q$ and $\tilde{q}$, however this is yet to be established rigorously. Another closely related question is the following: is it possible to have $|\text{Ext}| < |S| < +\infty$?

Finally, here we focused on the distinct elements of $\text{Ext}(A)$, where $A$ is a regular family. In Example 1, we showed that $\text{Ext} = \text{Ext}(A)$, and therefore the study of Ext could be reduced to that of $\text{Ext}(A)$ without losing any information. More generally we may ask under which conditions there exists a regular family $A$ such that $\text{Ext} = \text{Ext}(A)$, and if one exists, can it be described?
8. Proofs

Proof of Proposition 2.1: The usual way to identify the maximal and minimal fixed points of a continuous nondecreasing function in a (partially ordered) set is to generate iteratively two sequences starting from the maximal and minimal elements of the set (if available).

More precisely, observe that if we let \( \tilde{G}^{(A,n+1)}(s) = \tilde{G}^{(A,n)}(\tilde{G}(A)(s)) \), then \( \tilde{G}^{(A,n)}(1) \) is the probability that, given \( Z_0 = e_x \), no type \( y \in A \) individual has been born into the population before generation \( n \). We then have \( \tilde{G}^{(A,n)}(1) \setminus \mathfrak{q}^{(0)}(A) \) as \( n \to +\infty \). The fact that \( \mathfrak{q}^{(0)}(A) \) is the unique componentwise maximal element of the set \( \hat{S}(A) \) then follows from the fact that \( \tilde{G}(A)(s) \) (and therefore its iterates) are increasing in \( s \).

Similarly, \( \tilde{G}^{(A,n)}(0) = q_x^{(n)}(X,A) \), and the limit of this nondecreasing sequence (namely \( q(X,A) \)) is necessarily the minimal element of \( \hat{S}(A) \).

\( \square \)

Proof of Theorem 3.1: (i). Let us fix \( s \) such that \( s \leq G(s) \) and suppose \( s_x < 1 \) for some \( x \in X \).

Define \( \tilde{G}^{(x)} : [0,1]^X \to [0,1]^X \) such that

\[
\tilde{G}^{(x)}(u) = \begin{cases} u_x, & y = x, \\ G_y(u), & \text{otherwise.} \end{cases}
\]

Observe that \( \tilde{G}^{(x)}(\cdot) \) is the generating function of the original process modified so that all type-\( x \) individuals are frozen (at each generation they produce a single copy of themselves). By induction, for any \( n \geq 0 \), we have \( s \leq \tilde{G}^{(x,n)}(s) \), which implies \( s \leq \lim_{n \to \infty} \tilde{G}^{(x,n)}(s) \). By monotonicity of \( G(\cdot) \), this leads to \( G(s) \leq \lim_{n \to \infty} \tilde{G}^{(x,n)}(s) \), which implies

\[ s \leq G(\lim_{n \to \infty} \tilde{G}^{(x,n)}(s)) = G_x(\lim_{n \to \infty} \tilde{G}^{(x,n)}(s)). \]

Moreover, the function

\[ \phi(s_x) = G_x(\lim_{n \to \infty} \tilde{G}^{(x,n)}(1,\ldots,1,s_x,1,1,\ldots)) \]

is the (possibly defective) generating function of the asymptotic number of frozen type-\( x \) individuals in the modified process when we start with a single type-\( x \) individual in generation 0, and we freeze all type-\( x \) individuals after generation 1. If we let this asymptotic number of frozen individuals be \( Y_1 \) and then repeat these steps, with the initial number of type-\( x \) individuals now being \( Y_1 \), to obtain \( Y_2 \) and so on, then we obtain a (possibly defective) Galton-Watson process \( \{Y_k\}_{k \geq 0} \). This process is referred to as the \emph{embedded type-\( x \) process}, and it is known that the probability of extinction in \( \{Y_k\} \) is \( q_x(\{x\}) \) (see for instance the proof of Zucca (2011, Theorem 4.1)). In addition, because \( \{Z_n\} \) is non-singular, \( \{Y_k\} \) is non-singular, which means that for any \( \varepsilon > 0 \) and \( N < \infty \) there exists \( K \) such that

\[ 1 - q_x(\{x\}) - \varepsilon \leq P(Y_k > N) \leq 1 - q_x(\{x\}) + \varepsilon, \]

for all \( k \geq K \). Combining (8.1), (8.2) and (8.3), we then have \( s_x \leq \phi(s_x) \), and for all \( k \geq K \),

\[
s_x \leq \phi \circ \ldots \circ \phi(s_x) = \mathbb{E}(s_x^{Y_k}) \leq (s_x)^N(1 - q_x(\{x\}) + \varepsilon) + q_x(\{x\}) + \varepsilon.
\]

For any \( \eta > 0 \) we may then choose \( \varepsilon < \eta/2 \) and \( N \) large enough so that \( (s_x)^N < \eta/2 \). For these values of \( \varepsilon \) and \( N \) we can then choose \( k \) sufficiently large so that (8.3) holds. Taking \( \eta \downarrow 0 \) we then obtain \( s_x \leq q_x(\{x\}) \).

(ii). Assume \( y \to x \); we need to show that if \( s_x < 1 \) then \( s_y < 1 \), because in that case, (ii) follows from (i). Since \( y \to x \), there exists \( n \geq 1 \) such that \( P_y(Z_{n,x} > 0) > 0 \). Consequently,

\[
s_y = \mathbb{E}_y(s^{Z_n}) \leq \mathbb{E}_y(s_x^{Z_{n,x}}) \leq P_y(Z_{n,x} = 0) + s_x P_y(Z_{n,x} > 0) < 1,
\]
where the equality follows from $s = G(s) = G \circ \ldots \circ G(s) = (E_x(s^{Z_n}))_{x \in \mathcal{X}}$ for any $n \geq 1$.

(iii). In the irreducible case $y \to x$ for all $y \in \mathcal{X}$. Whence $s \neq 1$ implies $s_x < 1$ for all $x \in \mathcal{X}$. Again, the first part of the theorem yields the claim because $\tilde{q}_x = q_x(\{x\})$ (see Braunsteins and Hautphenne (2020, Corollary 4.1)).

**Proof of Corollary 3.2:** We only prove the equality $\text{Ext} = S$ since the rest follows trivially from Theorem 3.1. If $s = 1$ then there is nothing to prove; otherwise consider the (non-empty) set $A := \{x \in \mathcal{X} : s_x < 1\}$; we prove that $s = q(A)$ (which shows that any fixed point is an extinction probability vector). First, by the definition of $A$ and the same argument as in the proof of Theorem 3.1(ii), there are no $y \in A^c$ and $x \in A$ such that $y \to x$. Therefore $q_y(A) = 1 - s_y$ for all $y \in A^c$. On the other hand, if $x \in A$ then $q(A) \leq q(\{x\})$; moreover by Theorem 3.1(i), $q_x \leq s_x \leq q_x(\{x\})$, and we also have $q_x \leq q_x(A) \leq q_x(\{x\})$ for all $x \in A$, which yields the conclusion.

**Proof of Theorem 4.1:** We start by proving the equivalence between (i) and (iii). Theorem 2.4 in Bertacchi and Zucca (2020) implies that, for every fixed point $s$, $q_x(B) > s_x$ for some $x \in \mathcal{X}$ if and only if $q_y(0)(B) > s_y$ for some $y \in \mathcal{X}$. It is enough to take $s = q(A)$.

The fact that (iii) implies (iv) is trivial, since the probability of survival in $A$ is strictly larger than the probability of visiting $B$. The facts that (iv) implies (v) and that (vi) implies (i) are also straightforward.

We now prove that (v) implies (vi). Suppose $P_x(S(A) \cap E(B)) > 0$ and fix $x$ as the type of the initial individual. Let $F_n$ denote the history of the process up to generation $n$ and observe that

$$M_n(A) := P_x(E(A)|F_n) = P_x(E(A)|Z_n) = q(A)Z_n$$
$$M_n(B) := P_x(E(B)|F_n) = P_x(E(B)|Z_n) = q(B)Z_n$$

are martingales. By Doob’s martingale convergence theorem $M_n(A) \to P_x(E(A)|F_\infty) = 1_{E(A)}$ as $n \to \infty$, with the same holding for extinction in $B$. Thus, by assumption

$$P_x(S(A) \cap E(B)) = P_x \left( \lim_{n \to \infty} q(A)Z_n = 0, \lim_{n \to \infty} q(B)Z_n = 1 \right) > 0. \quad (8.4)$$

Now, suppose by contradiction that there exists $c > 0$ such that

$$1 - q_i(B) \geq c(1 - q_i(A)) \quad (8.5)$$

uniformly in $i \in \mathcal{X}$. Then,

$$q(B)Z_n = \prod_{i \in \mathcal{X}} (1 - (1 - q_i(B)))Z_{n,i} \leq \prod_{i \in \mathcal{X}} (1 - c(1 - q_i(A)))Z_{n,i} \leq \exp \left\{ -c \sum_{i \in \mathcal{X}} Z_{n,i}(1 - q_i(A)) \right\}, \quad (8.6)$$

where to obtain (8.6) we use the fact that $1 - y \leq e^{-y}$. In addition, using the inequality $1 - \prod_{i \in I} \alpha_i \leq \sum_{i \in I} (1 - \alpha_i)$ (where $I$ is countable and $\alpha_i \in [0, 1]$ for all $i \in I$) and the subadditivity of the probability measure,

$$1 - q(A)Z_n \leq \sum_{i \in \mathcal{X}} (1 - q_i(A))Z_{n,i} \leq \sum_{i \in \mathcal{X}} Z_{n,i}(1 - q_i(A))$$

so that

$$q(A)Z_n \geq 1 - \sum_{i \in \mathcal{X}} Z_{n,i}(1 - q_i(A)). \quad (8.7)$$
Combining (8.6) and (8.7) we obtain
\[
\mathbb{P}_x \left( \lim_{n \to \infty} q(A)^{Z_n} = 0, \lim_{n \to \infty} q(B)^{Z_n} = 1 \right) \\ 
\leq \mathbb{P}_x \left( \liminf_{n \to \infty} \sum_{i \in X} Z_{n,i}(1 - q_i(A)) \geq 1, \lim_{n \to \infty} \sum_{i \in X} Z_{n,i}(1 - q_i(A)) = 0 \right) \\ 
= 0,
\]
which contradicts (8.4). Thus, the assertion in (8.5) cannot hold.

The equivalence between (i) and (ii) follows from the equality \( S(A) \cap \mathcal{E}(B) = S(A \setminus B) \cap \mathcal{E}(B) \) and the fact that (v) is equivalent to (i) (apply (v) with \( A \setminus B \) instead of \( A \)).

Finally, we prove that (iv) is equivalent to (vii). Assume \( A = \mathcal{X} \). Since \( \tilde{S}(B) \) is non-empty, by Proposition 2.1 it is not a singleton if and only if \( q(\mathcal{X}, B) < q^{(0)}(B) \). Note that \( q^{(0)}(B) - q_x(\mathcal{X}, B) = \mathbb{P}_x(\mathcal{N}(B) \cap \mathcal{S}(\mathcal{X})) \) whence \( q(\mathcal{X}, B) < q^{(0)}(B) \) if and only if there exists \( x \in \mathcal{X} \) such that \( \mathbb{P}_x(\mathcal{N}(B) \cap \mathcal{S}(\mathcal{X})) > 0 \), that is, if and only if (iv) holds.

\[ \square \]

**Proof of Corollary 4.2:** If \( \sup_{x \in \mathcal{X}} q_x = 1 \) there is nothing to prove. Otherwise, suppose \( \sup_{x \in \mathcal{X}} q_x < 1 \); then by Theorem 4.1 (vi) (set \( A = \mathcal{X} \) and \( B = A \)), we have
\[
\inf_{x \in \mathcal{X}} (1 - q_x(A)) \leq \inf_{x \in \mathcal{X}} \frac{1 - q_x(A)}{1 - q_x} = 0,
\]
which yields the claim. \[ \square \]

**Proof of Theorem 5.4:** The equivalence between (ii) and (iii) follows from Corollary 5.1.

Suppose that (C4) holds. Let us prove that (i) implies (ii). Since for all \( i \in I \) we have \( A_i \Rightarrow A_j \) for some \( j \in J \), then \( A_i \Rightarrow \bigcup_{j \in J} A_j \) for all \( i \in I \) which, by (C4), implies \( \bigcup_{i \in I} A_i \Rightarrow \bigcup_{j \in J} A_j \). By exchanging the role of \( I \) and \( J \) we prove the claim. This implies that the map \([I]_\sim \mapsto q(\bigcup_{i \in I} A_i)\) is well defined and, if (C1) holds, it is a surjective map onto \( \text{Ext}(A) \).

Now assume (C2) and (C5). We prove that (ii) implies (i). Suppose that either \( I \) or \( J \) are empty; then (i) holds if and only if they are both empty. The same holds for (iii) and (ii) because \( q(\bigcup_{i \in I} A_i) = 1 \) if and only if \( I = \emptyset \). We can assume henceforth \( I, J \neq \emptyset \). Suppose, by contradiction, that there exists \( i \in I \) such that \( A_i \Rightarrow A_j \) for all \( j \in J \) (if there exists \( j \in J \) such that \( A_j \Rightarrow A_i \) for all \( i \in I \) we proceed analogously): in this case \( J \subseteq I \) and, by (C5), \( A_i \Rightarrow \bigcup_{j \in J} A_j \). This implies \( \bigcup_{i \in I} A_i \Rightarrow \bigcup_{j \in J} A_j \) and yields the claim. Moreover, it implies that \( q(\bigcup_{i \in I} A_i) \mapsto [I]_\sim \) is a well defined surjective map from a subset of \( \text{Ext}(A) \) onto \( 2^{K_A} / \sim \).

\[ \square \]

**Proof of Lemma 5.5:** Fix a family of probability distributions \( \{r_i\}_{i \in Z} \), where \( r_i = \{r_{ij}\}_{j \in Z} \) such that \( r_{ii} = 1/2 \) for all \( i \in Z \) and, when \( i \neq j \), \( r_{ij} > 0 \) if and only if \( (i, j) \in E_Z \). Consider a probability generating function \( \phi(s) \) such that \( \phi'(1) > 2 \).

We define a MGWBP on \( Z \) by the following reproduction rules: a particle living at \( i \) produces a random number of offspring according to the distribution with probability generating function \( \phi \); each newborn particle is placed at random independently according to the distribution \( r_i \). The offspring generating function of this MGWBP is \( G_i(s) := \phi(\sum_j r_{ij}s_j) \). Define the family \( \mathcal{A} \) as the collection of singletons \( A_i := \{i\} \) for \( i \in Z \).

Clearly local survival in \( i \) implies survival in \( j \) if and only if there is a path from \( i \) to \( j \) in \( (Z, E_Z) \). Let us prove regularity. Condition (C1) is trivial and, since there are no closed paths in \( (Z, E_Z) \), then Condition (C3) follows.

The probability of local extinction starting from \( i \) is the smallest nonnegative fixed point of the generating function \( \psi(s) := G_i(s)|_{s_k = s_j = 1, k \neq j; i} \); indeed, every child placed outside \( i \) cannot contribute to the local survival (because there are no closed paths of length strictly larger than 1).
This means that each particle in the progeny has the same (positive) probability 1 - β of generating a population which survives locally and this implies (C2).

Let us pick J ⊆ Z. If the process survives in \( \bigcup_{i \in I} A_i \) then there are infinitely many descendants, and by a Borel-Cantelli argument, almost surely, at least one of them (actually an infinite number of them) will generate a progeny which survives locally. Thus, for every fixed I, survival in \( \bigcup_{i \in I} A_i \) implies survival in \( A_j \) for some \( j \in I \), that is, \( \mathbb{P}_x(S(\bigcup_{i \in I} A_i) \setminus \bigcup_{i \in I} S(A_i)) = 0 \) for all \( x \in \mathcal{X} \). By taking \( I = I_A \) we have that \( \mathbb{P}_x(S(\bigcup_{i \in I} A_i) \setminus \bigcup_{i \in I} S(A_i)) = 0 \) for all \( x \in \mathcal{X} \); moreover, from the definition of \( I_A \), we have \( \mathbb{P}_x(S(\bigcup_{i \in I} A_i) \setminus S(A)) = 0 \) for all \( x \in \mathcal{X} \), whence \( \mathbb{P}_x(S(\bigcup_{i \in I} A_i) \setminus S(A)) = 0 \) for all \( x \in \mathcal{X} \). This proves that Condition (C4) holds.

To prove (C5) it is enough to observe that \( A_i \Rightarrow A_j \) if and only if there is no path from \( i \) to \( j \) in \( (\mathbb{Z}, E_{\mathbb{Z}}) \); thus, if the process starts from \( i \), then the probability of visiting \( \bigcup_{j \in J} A_j = J_i \) is 0, while the probability of survival in \( A_i \) is strictly positive.

Proof of Lemma 5.8: Recall that, by definition, \( [I_d]_\sim = [I_M]_\sim \), that is, \( I_d \sim I_M \).

(i). If \( I_c = \emptyset \) then \( I = I_d \) and \( [I]_\sim = [I_d]_\sim = [I_M]_\sim \). Conversely, if \( I \sim I_M \) then for all \( i \in I \) there exists \( j \in I_M \) such that \( A_i \Rightarrow A_j \), thus \( i \in I_d \). This implies that \( I_C = \emptyset \).

(ii). The claim follows from the chain of equalities \([I_d]_\sim = [I_M]_\sim = [J_M]_\sim = [J_d]_\sim \).

(iii). If \( I_M = J_M \) then \( I_d \sim J_d \) by (ii). Conversely, since \([I_M]_\sim = [I_d]_\sim = [J_d]_\sim \), \( I_M \) and \( J_M \) are primitive subsets, and (C3) holds, we have \([I_M]_\sim = [J_M]_\sim \), which implies \( I_M = J_M \) because these sets are primitive.

(iv). Let us prove that \( I \sim J \) implies \( I_M = J_M \) and \( I_c = J_c \). Let \( I \sim J \) and \( i \in I_M \). If \( j \in J \) such that \( A_j \Rightarrow A_i \), there exists \( i_1 \in I \) such that \( A_j \Rightarrow A_{i_1} \), thus \( A_i \Rightarrow A_{i_1} \) (whence \( i = i_1 = j \) (from the definition of \( I_M \) and from (C3))). Since by the equivalence there exists such a \( j \in J \), we have that \( i \) is an element of \( J \) which does not imply any other element of \( J \), that is, \( i \in J_M \). Thus \( I_M \subseteq J_M \); by exchanging the role of \( I \) and \( J \), we have \( I_M = J_M \). For all \( i \in I_c \), there exists \( j \in J \) such that \( A_i \Rightarrow A_j \) and, by the definition of \( I_c \), there is no \( l \in I_M \) such that \( A_i \Rightarrow A_l \). Since \( I_M = J_M \) then \( j \in J_c \). By exchanging the role of \( I \) and \( J \) we have \( I_c \sim J_c \).

Let us now prove the opposite implication. Let \( i \in I \). If \( i \in I_M = J_M \) then \( i \in J \). If \( i \in I_d \), then, since \( I_d \sim J_d \), \( A_i \Rightarrow A_j \) for some \( j \in J_d \subseteq J \), whence \( A_i \Rightarrow A_j \) for some \( j \in J \). By exchanging the role of \( I \) and \( J \), we have that for all \( j \in J \) there exists \( i \in I \) such that \( A_j \Rightarrow A_i \). This proves that \( I \sim J \).

(v). Note that, from (iv), if \( I \sim J \) then \( I_c = \emptyset \) if and only if \( J_d = \emptyset \). Whence, if \( J \) is primitive and \( I \sim J \) we have \( \emptyset = J_c = I_c \). The converse follows from (i) by taking \( I := I_M \).

(vi). We prove, by induction, that there is a sequence of pairwise distinct elements \( \{i_n\}_{n \in \mathbb{N}} \) such that, for all \( n \in \mathbb{N} \), \( i_n \in I_c \) and \( A_{i_n} \Rightarrow A_{i_{n+1}} \). Since \( I_c \neq \emptyset \) there exists \( i_0 \in I_c \). Suppose that we have \( n + 1 \) distinct elements \( i_0, i_1, \ldots, i_n \in I_c \) satisfying the above relation. Since \( i_n \notin I_M \) there exists \( i_{n+1} \neq i_n \) in \( I \) such that \( A_{i_{n+1}} \Rightarrow A_{i_n} \). By (C3), \( i_{n+1} \neq i_j \) for all \( j < n \). If \( j \in I \) such that \( A_{i_{n+1}} \Rightarrow A_j \) then \( A_j \Rightarrow A_{i_{n+1}} \) because \( j \neq i_M \) since \( i_n \in I_c \); this implies that \( i_{n+1} \in I_c \).

(vii). It follows easily from (iii) and (iv), from the decomposition \( I = I_d \cup I_c \) and from the basic properties discussed above, \( (J_d)_M = (J_M)_M = J_M \), \( (J_d)_d = J_d \), \( (J_M)_c = (J_c)_M = (J_c)_d = \emptyset \) which hold for all \( J \subseteq K_A \).

Suppose that \( J \sim I \) and consider the decomposition \( J = J_d \cup J_c \). Observe that, from (iv) and the basic properties discussed above, \( (J_d)_M = J_M = I_M \), \( (J_d)_c = (J_c)_M = (J_c)_d = \emptyset \). By taking \( H := J_d \) and \( W := J_c \) we prove that \( J \) belong to the set in the right-hand-side. Conversely, let \( J = H \cup W \) belong to the set in the right-hand-side, and let us prove that \( J \sim I \).

If \( i \in I_d \) then \( A_i \Rightarrow A_j \) for some \( j \in I_M \subseteq J \) then \( A_i \Rightarrow A_j \) where \( j \in J \). If \( i \in I_c \) then, by hypotheses there exists \( j \in W \subseteq J \) such that \( A_i \Rightarrow A_j \). If \( j \in I_d \) \( \square \)

Proof of Proposition 5.10: Assume (C3). We make use of Lemma 5.8 to show that the map \( g_A([I]_\sim) = (I_M, (I_c)_+ \) is a bijection from \( 2^{K_A}_\sim \) onto \( \mathfrak{S}_A \). The map is well defined and injective by Lemma 5.8(iv); indeed, note that \( I_c \sim I_d \) if and only if \( (I_c)_+ = (I_d)_+ \). By the definition of
It is clear that for all \( i \in I_M \) and \( j \in I_c \) we have \( A_i \Leftrightarrow A_j \), whence the image of the map is a subset of \( \mathcal{A} \) (take \( J = (I_c)^+ \) and \( \tilde{J} = I_c \) in Equation (5.2)).

We are left to prove that the map is surjective. Note that \( \mathcal{A} \) can be equivalently defined as

\[
\mathcal{A} := \{(I, J) \in (\mathcal{P}_A \times \mathcal{C}_A) : \exists \tilde{J} \sim J, \forall i \in I, \forall j \in \tilde{J}, A_i \Leftrightarrow A_j\}. \tag{8.8}
\]

Let \((I, J) \in \mathcal{A}\) and let \( \tilde{J} \sim J \) such that \( \forall i \in I, \forall j \in \tilde{J}, A_i \Leftrightarrow A_j \). If we define \( \tilde{I} := I \cup \tilde{J} \) we have that \( I_M = I_0 = I \) and \( I_c = \tilde{I} \tilde{I}_0 = \tilde{J} \); clearly \((\tilde{J})^+ = J \) since \( \tilde{J} \sim J \). Then \( g_{\tilde{A}}(\tilde{I} \tilde{J}) = (I, (J)^+) = (I, J) \), whence the map is surjective and \((i)\) is proved.

When \( \mathcal{C}_A = \{\emptyset\} \) then \( \mathcal{A} = \mathcal{P}_A \times \{\emptyset\} \). The claim \((ii)\) follows by the equality \( f_{\tilde{A}} = g_{\tilde{A}}^{-1} \circ h \), where \( h \) is the natural bijection from \( \mathcal{P}_A \) onto \( \mathcal{P}_A \times \{\emptyset\} \).

The proofs of Theorem 5.12 and Corollary 5.13 require the following lemma.

**Lemma 8.1.** Let \( A = \{A_1, A_2, \ldots, A_{\kappa_A}\} \) with \( \kappa_A \leq +\infty \).

(i) \( \kappa_A < \infty \) if and only if \( \mathcal{P}_A \) is finite.

(ii) If \( \kappa_A = \infty \), then the following statements are equivalent:

1. \( \mathcal{P}_A \) is uncountable;
2. there exists an infinite, primitive \( I \);
3. there exists a family \( A' \subseteq A \) such that \( A_i' \Leftrightarrow A_j' \) for all \( A_i', A_j' \in A' \);

**Proof of Lemma 8.1:** (i). Clearly if \( \kappa_A < +\infty \) is finite then \( \mathcal{P}_A \) is finite as well. Conversely, since every singleton \( \{i\} \), where \( i \in K_A \), is a primitive set, the reverse implication holds.

(ii). If \( I \subseteq K_A \) is primitive and infinite, then it must be countably infinite; in this case, every subset of \( I \) is primitive, and the collection of all subsets of \( I \) is uncountable, thus we have \((2) \Rightarrow (1)\). To prove \((1) \Rightarrow (2)\), it is enough to note that \( \{I \subseteq K_A : I \text{ primitive and finite} \} \subseteq \bigcup_{i=0}^{\infty} K_{A_i} \) which is a countably infinite set (provided \( \kappa_A \neq 0 \)). The implication \((2) \Rightarrow (3)\) is straightforward if we take \( A' := \{A_i : i \in I\} \). To prove \((3) \Rightarrow (2)\), just take \( I := \{i \in K_A : A_i \in A'\} \).

**Proof of Theorem 5.12:** (i). Clearly if \( \kappa_A \) is finite then \( \Sigma(A) \) is finite and \( \text{Ext}(A) \) is finite as well (there is no need for (C3) to hold here). Conversely, if \( \text{Ext}(A) \) is finite, then by Theorem 5.4 (which holds without any assumptions on singletons), we have that \( 2^{K_A}/\sim \) is finite. By Lemma 5.7, \( \mathcal{P}_A \) is finite as well. By Lemma 8.1(i) \( \kappa_A \) is finite.

(ii). We observed that, if (C2), (C3) and (C5) hold, then by Lemma 5.7 and Theorem 5.4, there is an injective map from \( \mathcal{P}_A \) into the set \( \text{Ext}(A) \), and this yields Equation (5.5). By regularity, according to Theorem 5.4, \( |\text{Ext}(A)| = 2^{K_A}/\sim \). If, in addition there are no ascending chains, by Proposition 5.10, we have equality in Equation (5.5).

(iii). Suppose \( \text{Ext}(A) \) is countably infinite which, as shown above, implies \( \kappa_A = \infty \). By Lemma 8.1(ii) and Equation (5.5), an infinite primitive \( I \subseteq K_A \) does not exist. Consider the graph \( G_A \) on \( K_A \); let \( I_0 = \emptyset \) and for \( j \geq 1 \), define \( I_j \) recursively so that \( I_j \) is the set of vertices with out-degree zero in the induced graph \( G_A[K_A \setminus \bigcup_{i=0}^{j-1} I_i] \). By construction, \( E_A[I_j] = \emptyset \) for all \( j \), thus there cannot exist \( j \) such that \( |I_j| = \infty \), since \( I_j \) is primitive. In that case, either there exists \( j_0 \geq 1 \) such that \( |I_j| = 0 \) for all \( j \geq j_0 \), or \( 0 < |I_j| < \infty \) for all \( j \geq 1 \). In the former case, because \( \kappa_A = \infty \) and the graph contains no cycles in \( G_A \), there must exist an infinite path \( A_{i_1} \Rightarrow A_{i_2} \Rightarrow A_{i_3} \Rightarrow \ldots \). In the latter case, since for all \( l \in I_{n+1} \) there exists \( r \in I_n \) such that \( A_l \Rightarrow A_r \), by transitivity we have that for all \( l \in \bigcup_{j>n} I_j \) there exists \( r \in I_l \) such that \( A_l \Rightarrow A_r \). Since \( 0 < |I_n| < +\infty \) for all \( n \) and the sets \( \{I_n\}_n \) are pairwise disjoint, we have that \( |\bigcup_{j>n} I_j| = +\infty \) for all \( n \). Besides, we have that for all \( n \), there exists \( i \in I_n \) such that \( d_i := |\{r \in \bigcup_{j>n} I_j : A_r \Rightarrow A_i\}| \) is infinite. Clearly, given any \( i_n \in I_n \) such that \( d_{i_n} = +\infty \), there exists \( i_{n+1} \in I_{n+1} \) such that \( d_{i_{n+1}} = +\infty \) and \( A_{i_{n+1}} \Rightarrow A_{i_n} \). It is possible to construct iteratively a sequence \( \{i_n\}_n \) such that \( i_n \in I_n \), \( d_{i_n} = +\infty \), and \( A_{i_{n+1}} \Rightarrow A_{i_n} \). In both cases the family \( A' = \{A_1', A_2', \ldots\} \), where \( A_n' := A_{i_n} \), satisfies (C2), (C3) and (C5). Moreover it is regular if \( A \) is regular.
(iv) and (v). According to Proposition 5.10 and Theorem 5.4, regularity implies that \( \text{Ext}(A) \), \( 2^A \), and \( \mathfrak{A}_A \) have the same number of (distinct) elements. By Equation (5.2) and the remarks thereafter,

\[
\max(|\mathcal{P}_A|, |\mathcal{E}_A|) \leq |\mathfrak{A}_A| \leq |\mathcal{P}_A \times \mathcal{E}_A|.
\]

By recalling that \( |\mathcal{P}_A| \geq 1 \) and \( |\mathcal{E}_A| \geq 1 \), it is easy to show that \( \max(|\mathcal{P}_A|, |\mathcal{E}_A|) \) and \( |\mathcal{P}_A \times \mathcal{E}_A| \) are simultaneously finite, simultaneously countably infinite, or simultaneously uncountable. Whence, the above double inequality yields the following table,

| \( |\mathcal{E}_A| < \infty \) | \( |\mathcal{P}_A| > \infty \) | \( \mathcal{P}_A \) countably \( \infty \) | \( \mathcal{P}_A \) uncountable |
|-------------------------|------------------|-----------------|------------------|
| \( |\mathcal{E}_A| < \infty \) | \( |\mathcal{P}_A| < \infty \) | \( \mathcal{E}_A \) countably \( \infty \) | \( \mathcal{E}_A \) countably \( \infty \) | \( \mathcal{E}_A \) uncountable |
| \( |\mathcal{E}_A| \) countably \( \infty \) | \( \mathcal{E}_A \) uncountable | \( \mathcal{E}_A \) countably \( \infty \) | \( \mathcal{E}_A \) countably \( \infty \) | \( \mathcal{E}_A \) uncountable |

and this proves the claims.

\( \square \)

**Proof of Corollary 5.13:** Let \( \mathcal{A} = \{A_1, A_2, A_3, \ldots \} \). By assumption, for all \( i \geq 1 \), \( A_i \Rightarrow \mathcal{X} \setminus A_i \), so \( A_i \Rightarrow A_j \) for \( j \neq i \). This implies that \( \mathcal{A} \) is regular and \( I = \mathbb{N} \) is a primitive set. Therefore, by Lemma 8.1(ii) and Theorem 5.12(i), \( \text{Ext}(\mathcal{A}) \) is uncountable.

**Proof of Proposition 6.1:** Assume \( r \leq 1 \) (cases (i) and (ii)). We consider the family \( \mathcal{A} = \{\mathcal{L}_0, \mathcal{L}_1, \mathcal{L}_2, \ldots \} \) and start by showing that for any \( i \geq 1 \), \( \mathcal{L}_{i-1} \subseteq \mathcal{L}_i \), that is, survival in \( \mathcal{L}_i \) implies survival in \( \mathcal{L}_{i-1} \), regardless the initial type. This implies \( q(\mathcal{L}_{i-1}) \leq q(\mathcal{L}_i) \).

Observe that, with probability one, an initial \((i,j)\)-type individual has an infinite line of descent made of all \((i,k)\)-types for \( k \geq j \). Let \( \xi_k \) denote the geometric number of \((i-1,k)\)-type offspring born to the \((i,k)\)-type individual in this line of descent. We have

\[
\sum_{k \geq j} P[\xi_k \geq 1] = \sum_{k \geq j} \frac{1}{1 + r^{k-1}} = \infty;
\]

because this sum is infinite for all \( j \geq 0 \), by the Borel-Cantelli Lemma, if the process ever reaches \( \mathcal{L}_i \), then with probability 1, there are infinitely many individuals in \( \mathcal{L}_i \), who have at least one child in \( \mathcal{L}_{i-1} \); thus, survival in \( \mathcal{L}_i \) implies survival in \( \mathcal{L}_{i-1} \).

We note that global survival implies survival in \( \bigcup_{0 \leq i \leq \ell} \mathcal{L}_i \) for some \( \ell \geq 1 \); in particular, global survival implies survival in \( \mathcal{L}_1 \), and therefore in \( \mathcal{L}_0 \). This leads to \( q = q(\mathcal{L}_0) = q(\mathcal{L}_1) \).

Next, we show that the study of Ext can be reduced to the study of \( \text{Ext}(\mathcal{A}) \); in other words, for any subset \( A \subseteq \mathcal{X} \), if \( \iota(A) = \infty \) then \( q(A) = \tilde{q} \), while if \( \iota(A) < \infty \) then \( q(A) = q(\mathcal{L}_{\iota(A)}) \).

We first assume that \( \iota(A) = \infty \). If \( |A| < \infty \), then clearly \( q(A) = \tilde{q} \) since the process is irreducible, so we take \( |A| = \infty \). In this case survival in \( A \) implies survival in \( \mathcal{P}_0 \). To see why, suppose there is a positive chance of survival in \( A \). If, by contradiction, the process became extinct in \( \mathcal{P}_0 \) there would exist a finite maximum level \( K \) ever reached by the process. Since \( \iota(A) = \infty \), we would have \( |A \cap (\bigcup_{i=0}^K \mathcal{L}_i)| < \infty \), thus survival in \( A \) and extinction in \( \mathcal{P}_0 \) would imply that the process survives locally. However, by irreducibility, local survival implies survival in \( \mathcal{P}_0 \) which yields a contradiction. Hence \( q(A) \geq q(\mathcal{P}_0) \). To show \( \tilde{q} = q((0,0)) = q(\mathcal{P}_0) \) first observe that, by Theorem 3.1(iii), \( \tilde{q} = q(\mathcal{P}_0) \). On the other hand, extinction in \( (0,0) \) implies that a finite number of particles will ever reach \((0,0)\), and since each of them reaches a finite level in \( \mathcal{P}_0 \) almost surely, there is almost sure extinction in \( \mathcal{P}_0 \). When \( \iota(A) = \infty \) we therefore have \( \tilde{q} = q(A) \geq q(\mathcal{P}_0) = \tilde{q} \).

We now assume \( 1 \leq \iota(A) < \infty \). First, observe that survival in \( \mathcal{L}_i \) implies survival in \( A \) whenever \( |\mathcal{L}_i \cap A| = \infty \); for instance when \( i = \iota(A) \). Next, we show that survival in \( A \) implies survival in \( \mathcal{L}_{\iota(A)} \); by definition of \( \mathcal{L}_{\iota(A)} \), \( A \) only contains a finite number of types in the levels below \( \mathcal{L}_{\iota(A)} \), namely the types in \( A_1 := A \cap \bigcup_{i \leq \iota(A)} \mathcal{L}_i \). Therefore, survival in \( A \) implies survival in at least one of \( A_1 \) and \( A \setminus A_1 \). By the argument above, survival in \( A_1 \) implies local survival, which implies survival
in $L_\ell(A)$. On the other hand, survival in $A \setminus A_1$ also implies survival in $L_\ell(A)$ because survival in $L_\ell$ implies survival in $L_{\ell-1}$ for all $\ell \geq 1$ when $r \leq 1$. So $q(A) = q(L_\ell(A))$.

Finally, if $\ell(A) = 0$, then extinction in $A$ implies extinction in $L_1$, and therefore extinction in $L_0$; indeed, by the above argument, survival in $L_1$ implies that infinitely many individuals in $L_1$ will have at least one child in $A \cap L_0$. On the other hand, here $A_1 = \emptyset$, and survival in $A$ implies survival in $L_0$ for the same reason as above. So $q(A) = q(L_0)$.

Thus, for $r \leq 1$, we have at most a countable number of distinct extinction probability vectors.

Assume $r = 1$ (case (ii)). We show that when $r = 1$, the family $A \setminus \{L_0\}$ is regular, and due to the linear structure of $G_A$, the edgeless subgraphs are precisely the countably infinite singletons (individual levels). It is enough to prove that for any $i \geq 1$, $L_i \Rightarrow L_{i+1}$, that is, there exists $x \in X$ such that $q_x(L_i) < q_x(L_{i+1})$. This implies $q(L_i) < q(L_{i+1})$. It suffices to show that, starting from $x$, there is a positive chance of survival in $L_i$ without ever reaching $L_{i+1}$. We consider a $(i, k + 1)$-type individual $(k \geq 0)$ and note that the expected number of its descendants that eventually reach $t = (0, k + j)$ when all particles are frozen as soon as they reach $L_0$, is $(i+j-1)$. Each frozen particle at $(0, k+j)$ independently has probability $p^{k+j}$ of having a descendant that reaches $(0,0)$; we refreeze the particles reaching $(0,0)$. Thus, the expected number of frozen $(0,0)$-type descendants of the initial $(i,k+1)$-type individual is given by

$$p^k \sum_{j=1}^{\infty} \left( \begin{array}{c} i+j-1 \\ j-1 \end{array} \right) p^j < \infty$$

when $p < 1$. Since the sum is finite, we can select $k$ such that the initial type $x = (i,k+1)$ has an expected number of frozen $(0,0)$-type descendants strictly less than 1. By Markov’s inequality there is a positive chance that the original particle has no $(0,0)$-type descendants, and hence has no descendants in $L_{i+1}$. The family $A \setminus \{L_0\}$ satisfies the conditions of Theorem 5.12(v).

Assume $r < 1$ (case (i)). For any $i \geq 1$, we show that if $r^i > p$, then $q(L_i) < q(L_{i+1})$, while if $r^i \leq p$ then $q(L_i) = \tilde{q}$; this implies that $L_i \leadsto L_j$ if and only if $r^i \leq p$ and $r^j \leq p$. Hence the family $A$ does not satisfy (C3), but the subfamily $A' := \{L_1, \ldots, L_{\ell}\}$ does and it is regular.

Assume first that $r^i > p$. We need to show that there exists $x \in X$ such that $q_x(L_i) < q_x(L_{i+1})$. Following similar arguments as in case (ii), it suffices to show that the expected number of frozen $(0,0)$-type descendants of an initial $(i,1)$-type individual is finite. This expected number is bounded above by

$$\sum_{j=1}^{\infty} \left( \begin{array}{c} i+j-1 \\ j-1 \end{array} \right) (r^{-j+1} p)^j,$$

which is finite when $r^i > p$.

Finally, assume $r^i \leq p$. Because $q(L_i) \leq \tilde{q}$, it remains to show that $\tilde{q} \leq q(L_i)$, or equivalently, that survival in $L_i$ implies local survival. Without loss of generality, we consider an initial $(i,1)$-type individual and we show that, with probability 1, it has an infinite number of $(0,0)$-type descendants. Indeed, with probability 1, the initial individual has an infinite line of descendants made of type $(i,j)$ individuals. The probability that any $(i,j)$-type individual in this line of descendants has at least one (frozen) $(0,0)$-type descendant is bounded from below by the probability of having at least one descendant along the direct path from $(i,j)$ to $(0,j)$ in $P_j$ and then along the direct path from $(0,j)$ to $(0,0)$ in $L_0$. This probability is $1 - G^{(i)}_j (1 - p^j)$, where $G^{(i)}_j(s)$ is the composition of $i$ geometric probability generating functions with mean $r^{-j+1}$ and satisfies

$$\frac{1}{1 - G^{(i)}_j(s)} = \frac{(r^{j-1})^i}{1-s} + (1 + r^{j-1} + (r^{j-1})^2 \ldots + (r^{j-1})^{i-1})$$. 
Because
\[ \sum_{j \geq 1} 1 - G_j^{(i)}(1 - p^j) = \sum_{j \geq 1} \left( r^{-1} \left( \frac{r^i}{p} \right)^j + \left( \frac{1 - \left( r^i\right)^{j-1}}{1 - r} \right) \right)^{-1} = \infty, \]
since the general term of the series diverges when \( r^i \leq p \), by the Borel-Cantelli lemma, with probability 1, the \((i, 1)\)-type individual has infinitely many (frozen) \((0, 0)\)-type descendants. By extension the same is true when we start with any \((i, j)\)-type individual. This shows that survival in \( L_i \) implies local survival. In this case \( \Sigma(A) = \Sigma(\{L_i: 1 \leq i \leq i^*\}) \) and Theorem 5.12(i) applies.

Assume \( r > 1 \) (case (iii)). We show that for each \( i, j \geq 1 \),
\[ P_{i,j}(S(L_i) \cap E(X\setminus L_i)) > 0. \] (8.9)
Corollary 5.13 then implies that there are uncountably many distinct extinction probability vectors.

Recall that, with probability one, an initial \((i, j)\)-type individual has an infinite line of descent made of types \((i, k)\) for \( k > j \), and that \( \xi_k \) denotes the geometric number of \((i - 1, k)\)-type offspring born to the \((i, k)\)-type individual in this line of descent. By direct computation,
\[ P(\xi_k = 0 \forall k \geq j) = \prod_{k=j}^{+\infty} \left( 1 - \frac{r^{-k+1}}{1 + r^{-k+1}} \right) > 0 \]
since \( \sum_{k=j}^{+\infty} r^{-k+1} < +\infty \). Thus, for all \( j \geq 1 \), there is positive probability that the descendants of \((i, j)\) never reach \( L_{i-1} \), and therefore (8.9) holds.

Proof of Proposition 6.2: A similar argument as in the proof of Proposition 6.1 \((r > 1)\) can be used to show that \( L_i \Leftrightarrow L_j \) for all \( i \neq j \).

Then, for any \( I \subseteq \mathbb{N} \) with \(|I| = \infty\) we have \( q(\bigcup_{i \in I} L'_i) = q(\mathcal{X}) \), and for any \(|I| < \infty\) we have \( q(\bigcup_{i \in I} L'_i) = q(\bigcup_{i \in I} L_i) \); since the number of finite subsets of \( \mathbb{N}_0 \) is countably infinite, this proves that Ext(\( \mathcal{A}' \)) is countably infinite.

Appendix A. Numerical computation of \( q(A) \)

We describe an iterative method to compute the extinction probability vector \( q(A) \) for any subset \( A \subseteq \mathcal{X} \) in an irreducible MGWBP. Since \( \mathcal{X} \) is countably infinite, we first relabel the types in \( A \) as 1, 2, 3, 4, ..., and the types in \( \mathcal{X} \setminus A \) as \( 1', 2', 3', 4', ... \). For \( k, \ell' \geq 1 \), we then define \( q^{(k, \ell')}(A) \) as the global extinction probability vector of the finite-type modified branching process where the types in \( A \) larger than \( k \) are immortal and the types in \( \mathcal{X} \setminus A \) larger than \( \ell' \) are sterile. More precisely, the offspring generating function \( \tilde{G}^{(k, \ell')}(s) \) of the modified process is such that
\[ \tilde{G}^{(i,k,\ell')}(s) = G_i(s) \quad \text{for all } i \in A, \quad i < k, \]
\[ \tilde{G}^{(i',\ell',k)}(s) = G_{i'}(s) \quad \text{for all } i' \in \mathcal{X} \setminus A, \quad i' < \ell', \]
\[ \tilde{G}^{(i,k,\ell')}(s) = 0 \quad \text{for all } i \in A, \quad i \geq k, \]
\[ \tilde{G}^{(i',\ell',k)}(s) = 1 \quad \text{for all } i' \in \mathcal{X} \setminus A, \quad i' \geq \ell', \]
and \( q^{(k, \ell')}(A) \) is the minimal fixed-point of the (finite) system \( s = \tilde{G}^{(k, \ell')}(s) \), obtained by functional iteration.

Proposition A.1. If the MGWBP is irreducible then
\[ \lim_{k \to \infty} \lim_{\ell' \to \infty} q^{(k, \ell')}(A) = q(A). \]

The proof follows the same arguments as that of Theorem 4.3 in Braunsteins and Hautphenne (2020). Note that the convergence rate of the sequence \( \{q^{(k, \ell')}(A)\}_{k, \ell' \geq 1} \) depends on the way the types are relabelled. In addition, it is often more efficient to let \( k = \ell' \) and let them increase to
infinity together; however, we must be careful since that does not always guarantee convergence, as highlighted in Braunsteins and Hautphenne (2020). The computational method can be optimised depending on the example under consideration.
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