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Abstract
A high-accuracy time discretization is discussed to numerically solve the nonlinear fractional diffusion equation forced by a space-time white noise. The main purpose of this paper is to improve the temporal convergence rate by modifying the semi-implicit Euler scheme. The solution of the equation is only Hölder continuous in time, which is disadvantageous to improve the temporal convergence rate. Firstly, the system is transformed into an equivalent form having better regularity than the original one in time. But the regularity of nonlinear term remains unchanged. Then, combining Lagrange mean value theorem and independent increments of Brownian motion leads to a higher accuracy discretization of nonlinear term which ensures the implementation of the proposed time discretization scheme without loss of convergence rate. Our scheme can improve the convergence rate from $\min\{\frac{\gamma}{2\alpha}, \frac{1}{2}\}$ to $\min\{\frac{\gamma}{\alpha}, 1\}$ in the sense of mean-squared $L^2$-norm. The theoretical error estimates are confirmed by extensive numerical experiments.
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1 Introduction

The anomalous diffusion phenomena are usually modeled macroscopically by partial differential equations (PDFs), describing the distribution of particle concentration in space, at each moment [6,7]. In addition to the inherent laws of particle motion, sometimes the external stochastic disturbances can also affect the distribution of particle concentration. Thus, a noisy force term is included in the model problems [9]. In this paper, we discuss the time discretization of the following model
\[
\frac{\partial u(x, t)}{\partial t} = -(-\Delta)^\alpha u(x, t) + f(u(x, t)) + \dot{B}(x, t)
\]

(1)

with the initial value and homogeneous Dirichlet boundary condition given by

\[
\begin{align*}
    u(x, 0) &= u_0(x), \quad x \in D, \\
    u(x, t) &= 0, \quad (x, t) \in \partial D \times [0, T],
\end{align*}
\]

and \(\alpha \in (0, 1)\). Here \(\dot{B}(x, t) = \frac{\partial B(x, t)}{\partial t}\) is the white noise; \(B(x, t)\) represents an infinite dimensional Brownian motion. The role of nonlinear term \(f\) is to produce or destroy particles. Let \(-\Delta\) be the infinitesimal generator of killed Brownian motion; then \((-\Delta)^{\alpha}\) is the infinitesimal generator of the subordinated killed Brownian motion \([22]\). It shows that \([20,22]\) if \(\{\lambda_i, \phi_i\}_{i=1}^\infty\) are the eigenpairs of \(-\Delta\), then \(\{\lambda_i^\alpha, \phi_i\}_{i=1}^\infty\) are the eigenpairs of \((-\Delta)^{\alpha}\), i.e.,

\[
\begin{cases}
    -\Delta \phi_i = \lambda_i \phi_i, & \text{in } D, \\
    \phi_i = 0, & \text{on } \partial D,
\end{cases}
\]

(2)

and

\[
\begin{cases}
    (-\Delta)^{\alpha} \phi_i = \lambda_i^{\alpha} \phi_i, & \text{in } D, \\
    \phi_i = 0, & \text{on } \partial D.
\end{cases}
\]

(3)

Recently, many efforts have been made in theoretical and numerical studies of the stochastic PDEs. For example, the regularity of the solution for stochastic PDEs was studied \([8,12,23]\). In \([3]\), the semi-implicit Euler scheme has been used to study the time discretization of a parabolic stochastic PDE. Based on an exponential scheme in time and spectral Galerkin methods in space, the posteriori error estimate of the numerical method for the stochastic Allen-Cahn equation was derived \([1]\). A Markov jump process approximation of stochastic PDEs has been introduced \([2]\). The authors of \([17]\) established a numerical scheme whose mean-square convergence order was 1/4 in time. In \([4]\), based on Hölder continuity of the solution, the mean-square convergence order 1/2 was derived in the temporal direction for stochastic Maxwell equations. In \([5]\), the authors used the spectral splitting Crank-Nicolson scheme to obtain the approximation for the solutions of stochastic nonlinear Schrödinger equations, and the temporal convergence order 1/2 in the mean-square sense was obtained. More recently, the authors of \([15]\) discussed a fully discrete scheme for the fractional diffusion equation forced by a tempered fractional Gaussian noise. The existing results show that the temporal convergence order typically depends on the Hölder regularity of solution in time. For instance, these authors of \([4,10,17]\) prove that

\[
\|u(t_n) - u_0\|_{L^2(D, \mathcal{U})} \leq C \tau^{\min\left\{\frac{\alpha}{2}, \frac{1}{2}\right\}} \left(1 + \|u_0\|_{L^2(D, \mathcal{U})}\right),
\]

when the solution in mean-square \(L^2\)-norm is only \(\min\left\{\frac{\alpha}{2}, \frac{1}{2}\right\}\)-Hölder continuous, i.e.,

\[
\|u(t) - u(s)\|_{L^2(D, \mathcal{U})} \leq C(t - s)^{\min\left\{\frac{\alpha}{2}, \frac{1}{2}\right\}} \left(1 + \|u_0\|_{L^2(D, \mathcal{U})}\right).
\]

Here, \(u_n\) denotes the numerical solution of stochastic PDEs forced by a space-time white noise at time \(t_n\). In the existing works, for the time approximation of stochastic PDEs with additive white noise in nonlinear case, the strong convergence rate of Euler-type methods is not more than \(\min\left\{\frac{\alpha}{2}, \frac{1}{2}\right\}\).

With the above introduction, an interesting question arises as to whether it is possible to design a temporal discretization which strongly converges with a rate faster than \(\min\left\{\frac{\alpha}{2}, \frac{1}{2}\right\}\).
in problem (1). In this paper, we provide a positive answer to this question by modifying the semi-implicit Euler scheme. We first transform Eq. (1) into an equivalent form having better regularity than the original one in time by using Ornstein-Uhlenbeck process, i.e.,
\[ dz(t) + A_\alpha z(t)dt = f(u(t))dt, \]
where \( u(t) = z(t) + \int_0^t S(t-s)dB(s) \) and \( S(t-s) = e^{-(t-s)A_\alpha} \). Then using the semi-implicit Euler scheme discretize the above equation:
\[ z_{n+1} - z_n + (t_{n+1} - t_n)A_\alpha z_{n+1} = (t_{n+1} - t_n)f(u_n), \]
where \( u_n = z_n + \int_0^{t_n} S(t_n-s)dB(s) \). In fact, the convergence rate remains unchanged because the accuracy of approximation for nonlinear term \( f \) is not improved. Thanks to independent increment for \( B(t) \) and Lagrange mean value theorem, we can design a higher accuracy discretization of \( f \). In this paper, the proposed scheme possesses the following convergence rate under the mean-square \( L^2 \)-norm:
\[ \| u(t_n) - u_n \|_{L^2(D, U)} \leq C \tau \min\{ \gamma \frac{\nu}{2}, 1 \} \left( 1 + \| u_0 \|_{L^2(D, \dot{U}^\nu)} \right). \]
Recently, an accelerated convergence method based on parallel scheme and correction iteration has been proposed to solve stochastic PDEs [11]. However, in the case of nonlinearity, this method can improve the temporal convergence rate at the expense of requiring a lot of correction iterations. It should be noted that our method improves the convergence order almost without increasing the computation.

This paper is organized as follows. In the next section, we introduce some preliminaries, including definitions, assumptions and properties of Brownian motion. In Sect. 3, we prove the Hölder regularity of the mild solution \( z(t) \) for the equivalent form (7) in mean-squared \( L^2 \)-norm. In Sect. 4, we modify the semi-implicit Euler method to obtain a high order time discretization of (1); and the convergence rate estimate for the proposed discrete scheme is derived. The numerical experiments are performed in Sect. 5. We end the paper with some discussions in Sect. 6.

2 Notations and Preliminaries

In this section, we give some notations, upper bound estimate of eigenvalues for \( -\Delta \), and definitions of function space, which are commonly used in the paper to derive the strong convergence rate of time discretization.

We take \( U = L^2(D; \mathbb{R}) \) to denote the space of real-valued 2-times integrable functions with inner product \( \langle \cdot, \cdot \rangle \) and norm \( \| \cdot \| = \langle \cdot, \cdot \rangle^{\frac{1}{2}} \). We define the unbounded linear operator \( A^\nu \) by \( A^\nu u = (-\Delta)^\nu u \) on the domain
\[ \text{dom}(A^\nu) := \{ A^\nu u \in U : u(x) = 0, \ x \in \partial D \}, \]
where \( \nu \geq 0 \). Let \( \dot{U}^\nu \subset U \) denote the Banach space equipped with the inner product
\[ \langle u, v \rangle^\nu := \sum_{i=1}^\infty \lambda_i^\nu \langle u, \phi_i(x) \rangle \times \lambda_i^\nu \langle v, \phi_i(x) \rangle \]
and norm
\[ \| u \|_\nu := \left( \sum_{i=1}^\infty \lambda_i^\nu \langle u, \phi_i(x) \rangle^2 \right)^{\frac{1}{2}}, \]
where \( \{(\lambda_i, \phi_i)\}_{i=1}^\infty \) are the eigenpairs of \(-1\) with homogeneous Dirichlet boundary condition.

**Lemma 1** [13,14,24] Let \( \Omega \subset \mathbb{R}^d \) denote a bounded domain, \( d \in \{1, 2, 3\} \), \( |\Omega| \) be the volume of \( \Omega \), and \( \lambda_i \) the \( i \)-th eigenvalue of the homogeneous Dirichlet boundary problem for \(-1\) in \( \Omega \). Then

\[
\lambda_i \geq \frac{4d \pi^2}{d+2} i^{\frac{2}{d}} \cdot |\Omega|^{-\frac{2}{d}} \cdot B_d^{-\frac{2}{d}},
\]

where \( i \in \mathbb{N} \), and \( B_d \) is the volume of the unit \( d \)-dimensional ball.

**Assumption 1** The function \( f : U \to U \) satisfies

\[
\|A^{\frac{\gamma}{2}} f(u)\| \lesssim 1 + \|A^{\frac{\gamma}{2}} u\|, \quad u \in \dot{U}^\nu \text{ with } \nu \in [0, \gamma],
\]

where \( \gamma \) is given in Lemma 2.

**Assumption 2** The function \( f : U \to U \) satisfies

\[
\|f'(u)\| < \infty, \quad \|f'(u) - f'(v)\| \lesssim \|u - v\|, \quad u, v \in U.
\]

Let \( \beta(t) \) be the one-dimensional Brownian motion, and it has independent increments, i.e., the random variables \( \beta(t_4) - \beta(t_3) \) and \( \beta(t_2) - \beta(t_1) \) are independent whenever \( 0 \leq t_1 \leq t_2 \leq t_3 \leq t_4 \) [18].

The infinite dimensional Brownian motion can be represented as

\[
B(x, t) = \sum_{i=1}^\infty \sigma_i \beta^i(t) \phi_i(x),
\]

where \( |\sigma_i| \leq \lambda_i^{-\rho}(\rho \geq 0) \), \( \lambda_i \) is given in Lemma 1, \( \{\beta^i(t)\}_{i \in \mathbb{N}} \) are mutually independent real-valued one-dimensional Brownian motions, and \( \{\phi_i(x)\}_{i \in \mathbb{N}} \) is an orthonormal basis of \( U \).

The properties of Brownian motion and definition of \( B(x, t) \) imply \( B(x, t) \) has independent increments.

We use \( L^p(D, U) \) to denote the Banach space consisting of integrable random variables, that is

\[
\|u\|_{L^p(D, U)} := \left( \mathbb{E} \left[ \int_D |u(x)|^p \, dx \right] \right)^{\frac{1}{p}} \leq \infty, \quad p \geq 1.
\]

Next, we define the space \( L^p(D, \dot{U}^\nu) \) with norm

\[
\|u\|_{L^p(D, \dot{U}^\nu)} := \left\| A^{\frac{\gamma}{2}} u \right\|_{L^p(D, U)}, \quad \nu \geq 0.
\]

## 3 Regularity of the Solution

In this section, we recall the regularity of mild solution of Eq. (1). Moreover, the Hölder continuity of the mild solution for Eq. (7) is discussed in time. These results will be used for numerical analysis.

For the sake of brevity, we rewrite Eq. (1) as

\[
\begin{aligned}
\left\{ \begin{array}{ll}
du(t) + A^\alpha u(t) \, dt &= f(u(t)) \, dt + dB(t), & \text{in } D \times (0, T], \\
u(0) &= u_0, & \text{in } D, \\
u(t) &= 0, & \text{on } \partial D,
\end{array} \right.
\end{aligned}
\] (4)
where \( u(t) = u(x, t) \) and \( B(t) = B(x, t) \). There is a formal mild solution \( u(t) \) for Eq. (4), that is

\[
  u(t) = S(t)u_0 + \int_0^t S(t - s)f(u(s)) \, ds + \int_0^t S(t - s)dB(s),
\]

where \( S(t) = e^{-tA\alpha} \).

We first consider the regularity estimate of Ornstein-Uhlenbeck process \( \int_0^t S(t - s)dB(s) \). Using Lemma 1 and Burkholder-Davis-Gundy inequality [19,21] leads to

\[
  E \left\| \int_0^t A^{\gamma} e^{-(t-s)A^\alpha} dB(s) \right\|_p^p \leq C_p \left( \sum_{i=1}^{\infty} \frac{2(\gamma - \alpha - 2\rho)}{d} \right)^{\frac{p}{2}},
\]

where \( 2(\gamma - \alpha - 2\rho) < -1 \).

Next, we use the above inequality to derive the regularity of the solutions \( u(t) \) for Eq. (4).

**Lemma 2** Suppose that Assumption 1 is satisfied, \( \|u(0)\|_{L^p(D,\dot{U}^\gamma)} < \infty \), \( 0 < \epsilon < \frac{1}{4} \), \( \gamma = 2\rho + \alpha - \frac{d + \epsilon}{2} \), \( \rho \geq 0 \) and \( \gamma > 0 \). Then Eq. (4) possesses a unique mild solution

\[
  \|u(t)\|_{L^p(D,\dot{U}^\gamma)} \lesssim \frac{1}{\sqrt{\epsilon}} + \|u_0\|_{L^p(D,\dot{U}^\gamma)}
\]

and

\[
  \|u(t) - u(s)\|_{L^p(D,\dot{U}^\gamma)} \lesssim (t - s)^{\min\{\frac{\gamma}{2}, \frac{1}{2}\}} \left( \frac{1}{\sqrt{\epsilon}} + \|u_0\|_{L^p(D,\dot{U}^\gamma)} \right).
\]

**Proof** Combining the triangle inequality, Eq. (5) and the assumption of \( f \), we have

\[
  \|u(t)\|_{L^p(D,\dot{U}^\gamma)} \lesssim \|S(t)u_0\|_{L^p(D,\dot{U}^\gamma)} + \left\| \int_0^t S(t - s)f(u(s)) \, ds \right\|_{L^p(D,\dot{U}^\gamma)}
  + \left\| \int_0^t S(t - s)dB(s) \right\|_{L^p(D,\dot{U}^\gamma)}
  \lesssim \|u_0\|_{L^p(D,\dot{U}^\gamma)} + \int_0^t \|u(s)\|_{L^p(D,\dot{U}^\gamma)} \, ds + \frac{1}{\sqrt{\epsilon}}.
\]

Then using Grönwall inequality leads to

\[
  \|u(t)\|_{L^p(D,\dot{U}^\gamma)} \lesssim \frac{1}{\sqrt{\epsilon}} + \|u_0\|_{L^p(D,\dot{U}^\gamma)}
\]
Based on above estimate, we derive the following inequality
\[
\|u(t) - u(s)\|_{L^p(D, U)} \lesssim \|S(t-s)u(s) - u(s)\|_{L^p(D, U)} \\
+ \left\| \int_s^t S(t-r) f(u(r)) \, dr \right\|_{L^p(D, U)} \\
+ \left( \int_s^t \left| \sum_{i=1}^{\infty} \lambda_i^{-\rho} e^{-(t-r)\lambda_i^\alpha} \right|^2 \, dr \right)^{1\over p} \\
\lesssim (t-s)^{\min\left\{ \frac{\gamma}{2\rho}, 1 \right\}} \left\| A^{\frac{\gamma}{2}} u(s) \right\|_{L^p(D, U)} \\
+ (t-s) \left( \|u_0\|_{L^p(D, U)} + 1 \right) \\
+ \left( \int_s^t \left| \sum_{i=1}^{\infty} \lambda_i^{-\rho} e^{-(t-r)\lambda_i^\alpha} \right|^2 \, dr \right)^{1\over p} \\
\lesssim (t-s)^{\min\left\{ \frac{\gamma}{2\rho}, 1 \right\}} \left( \frac{1}{\sqrt{\epsilon}} + \|u_0\|_{L^p(D, \dot{U}^{\gamma})} \right) \\
+ \left( \sum_{i=1}^{\infty} \lambda_i^{\gamma-2\rho-\alpha} (t-s)^{\min\left\{ \frac{\gamma}{2\rho}, 1 \right\}} \right)^{1\over 2} \\
\lesssim (t-s)^{\min\left\{ \frac{\gamma}{2\rho}, 1 \right\}} \left( \frac{1}{\sqrt{\epsilon}} + \|u_0\|_{L^p(D, \dot{U}^{\gamma})} \right). 
\]

This completes the proof of Lemma 2. \(\Box\)

In fact, the Hölder regularity of \(u(t)\) shows that if using the semi-implicit Euler method to discretize directly Eq. (4), the strong convergence rate is almost impossible to be bigger than \(\min\left\{ \frac{\gamma}{2\rho}, 1 \right\}\) in time. Therefore, in order to improve the convergence rate of time discretization, we firstly need to get an equivalent form of Eq. (4), the regularity of whose solution is better than the one of the solution of Eq. (4). Let
\[
u(t) = z(t) + \int_0^t S(t-s)dB(s). \tag{6}
\]

Then
\[
dz(t) + A^\alpha z(t)dt = f(u(t)) \, dt. \tag{7}
\]

The formal mild solution of Eq. (7) is as follows:
\[
z(t) = S(t)z_0 + \int_0^t S(t-s) f(u(s)) \, ds. \tag{8}
\]

Our purpose is to obtain a higher strong convergence rate in time than \(\min\left\{ \frac{\gamma}{2\rho}, 1 \right\}\) by discretizing Eqs. (6) and (7). Thus, we need the following estimates to discuss the temporal error convergence.

**Proposition 1** Suppose that Assumption 1 is satisfied, \(0 < \epsilon < \frac{1}{4}\), \(\gamma = 2\rho + \alpha - \frac{d+\epsilon}{2}\), \(\gamma > 0\) and \(\|u_0\|_{L^p(D, \dot{U}^{\max\{3\alpha, \gamma\}})} < \infty\), then
(i) for $0 < \gamma \leq \alpha$,

$$
\left\| A^\frac{\alpha}{2} (z(t) - z(s)) \right\|_{L^2(D, U)} \lesssim (t - s)^{\frac{1}{2} + \frac{\gamma}{2\alpha}} \left( \frac{1}{e \sqrt{\epsilon}} + \frac{1}{\epsilon} \| u_0 \|_{L^2(D, \dot{U}^{\max(3\varphi, \gamma)})} \right);
$$

(ii) for $\gamma > \alpha$,

$$
\left\| A^\frac{\alpha}{2} (z(t) - z(s)) \right\|_{L^2(D, U)} \lesssim (t - s) \left( 1 + \| u_0 \|_{L^2(D, \dot{U}^{\max(3\varphi, \gamma)})} \right).
$$

**Proof** As $0 < \gamma \leq \alpha$, according to the regularity of $u(t)$, Lemma 1 and Eq. (8), we derive

$$
\left\| A^\frac{\alpha}{2} (z(t) - z(s)) \right\|_{L^2(D, U)} \\
\lesssim \left\| A^\frac{\alpha}{2} (S(t) - S(s)) z_0 \right\|_{L^2(D, U)} + \left\| \int_s^t A^\frac{\alpha}{2} S(t - r) f (u(r)) \, dr \right\|_{L^2(D, U)} \\
+ \left\| \int_0^s A^\frac{\alpha}{2} (S(t - r) - S(s - r)) f (u(r)) \, dr \right\|_{L^2(D, U)} \\
\lesssim (t - s)^{\frac{1}{2} + \frac{\gamma}{2\alpha}} \| A^{\alpha + \frac{\gamma}{2}} u_0 \|_{L^2(D, U)} \\
+ \int_s^t \left( \mathbb{E} \left[ \sum_i \lambda_i^\alpha e^{-2\lambda_i^\alpha (t-r)} (f (u(r)) , \phi_i(x))^2 \right] \right)^{\frac{1}{2}} \, dr \\
+ \int_0^s \left( \mathbb{E} \left[ \sum_i \lambda_i^\alpha e^{-2\lambda_i^\alpha (s-r)} (e^{-\lambda_i^\alpha (t-s)} - 1)^2 (f (u(r)) , \phi_i(x))^2 \right] \right)^{\frac{1}{2}} \, dr \\
\lesssim (t - s)^{\frac{1}{2} + \frac{\gamma}{2\alpha}} \| A^{\alpha + \frac{\gamma}{2}} u_0 \|_{L^2(D, U)} \\
+ \int_s^t \left( \mathbb{E} \left[ \sum_i \lambda_i^\alpha \left( \lambda_i^\alpha (t - r) \right)^{-1 + \frac{\gamma}{2\alpha}} (f (u(r)) , \phi_i(x))^2 \right] \right)^{\frac{1}{2}} \, dr \\
+ \int_0^s \left( \mathbb{E} \left[ \sum_i \lambda_i^\alpha \left( \lambda_i^\alpha (s - r) \right)^{-2 + 2\epsilon} (\lambda_i^\alpha (t - s))^{1 + \frac{\gamma}{2\alpha} - 2\epsilon} (f (u(r)) , \phi_i(x))^2 \right] \right)^{\frac{1}{2}} \, dr \\
\lesssim (t - s)^{\frac{1}{2} + \frac{\gamma}{2\alpha}} \| A^{\alpha + \frac{\gamma}{2}} u_0 \|_{L^2(D, U)} + \int_s^t (t - r)^{-\frac{1}{2} + \frac{\gamma}{2\alpha}} \| A^\frac{\alpha}{2} f (u(r)) \|_{L^2(D, U)} \, dr \\
+ (t - s)^{\frac{1}{2} + \frac{\gamma}{2\alpha} - \epsilon} \int_0^s (s - r)^{-1 + \epsilon} \| A^\frac{\alpha}{2} f (u(r)) \|_{L^2(D, U)} \, dr \\
\lesssim (t - s)^{\frac{1}{2} + \frac{\gamma}{2\alpha} - \epsilon} \left( \frac{1}{\epsilon \sqrt{\epsilon}} + \frac{1}{\epsilon} \| A^{\frac{3\varphi}{2}} z_0 \|_{L^2(D, U)} \right).
$$

In the third inequality, we use the fact that $e^{-x} \lesssim x^{-l}$ with $x > 0$, $l \geq 0$. For $\alpha < \gamma < 4\alpha$, similarly we have
\[ \left\| A^{\frac{\gamma}{2}} (z(t) - z(s)) \right\|_{L^2(D,U)} \lesssim \left\| A^{\frac{\gamma}{2}} (S(t) - S(s)) z_0 \right\|_{L^2(D,U)} + \int_s^t \left\| A^{\frac{\gamma}{2}} S(t - r) f(u(r)) \right\|_{L^2(D,U)} \, dr \\
+ \int_0^s \left\| A^{\frac{\gamma}{2}} (S(t - r) - S(s - r)) f(u(r)) \right\|_{L^2(D,U)} \, dr \\
\lesssim (t-s) \left\| A^{\frac{3\gamma}{2}} z_0 \right\|_{L^2(D,U)} + \int_s^t \left\| A^{\frac{\gamma}{2}} f(u(r)) \right\|_{L^2(D,U)} \, dr \\
+ (t-s) \int_0^s \left\| (s-r) A^{\alpha} (1 + \sqrt{\frac{2}{\gamma}}) A^{\frac{3\gamma}{2}} f(u(r)) \right\|_{L^2(D,U)} \, dr \\
\lesssim (t-s) \left( 1 + \left\| A^{\frac{3\gamma}{2}} z_0 \right\|_{L^2(D,U)} \right). \]

If \( \gamma \geq 4\alpha \), then we have the following fact

\[ \left\| A^{\frac{\gamma}{2}} (z(t) - z(s)) \right\|_{L^2(D,U)} \lesssim (t-s) \left\| A^{\frac{3\gamma}{2}} z_0 \right\|_{L^2(D,U)} + \int_s^t \left\| A^{\frac{\gamma}{2}} f(u(r)) \right\|_{L^2(D,U)} \, dr \\
+ (t-s) \int_0^s \left\| A^{\frac{3\gamma}{2}} f(u(r)) \right\|_{L^2(D,U)} \, dr \\
\lesssim (t-s) \left( 1 + \left\| A^{\frac{3\gamma}{2}} z_0 \right\|_{L^2(D,U)} \right). \]

The proof of Proposition 1 is complete. \( \square \)

By changing the conditions in Proposition 1, we can get the following estimate.

**Proposition 2** Suppose Assumption 2 is satisfied, \( |f(0)| < \infty \), \( 0 < \epsilon < \frac{1}{4} \), \( \gamma = 2\rho + \alpha - \frac{d+\epsilon}{2} \), \( 0 < \gamma < 2\alpha + \frac{1}{2} - \alpha \epsilon \), and \( \|u_0\|_{L^p(D,\dot{U}^{\max\{3\alpha,\gamma\}})} < \infty \), we have

\[ \left\| A^{\frac{\gamma}{2}} (z(t) - z(s)) \right\|_{L^2(D,U)} \lesssim (t-s)^{\frac{1}{2} + \min\left\{ \frac{\gamma}{2\alpha}, \frac{\alpha - \epsilon}{2}, \frac{1}{2} \right\}} \left( \frac{1}{\epsilon \sqrt{\epsilon}} + \frac{1}{\epsilon} \left\| u_0 \right\|_{L^2(D,\dot{U}^{\max\{3\alpha,\gamma\}})} \right). \]

**Proof** Using Assumption 2, we have

\[ \|f(u(t)) - f(0)\|_{L^2(D;\mathbb{R})} \lesssim \|u(t)\|_{L^2(D;\mathbb{R})}, \]

which implies

\[ \|f(u(t))\|_{L^2(D;\mathbb{R})} \lesssim 1 + \|u(t)\|_{L^2(D;\mathbb{R})}. \quad (9) \]
According to [25], we define the Sobolev-Slobodeckij norm by

\[ \|u(x)\|_{W^{\alpha,2}} = \|u(x)\|_{L^2(D;\mathbb{R})} + \int_D \int_D \frac{|u(x) - u(y)|^2}{|x - y|^{1+2\alpha}} \, dy \, dx, \quad 0 < \alpha < 1. \]

It is well-known that

\[ \|u(x)\|_v \lesssim \|u(x)\|_{W^{\alpha,2}} \lesssim \|u(x)\|_v, \quad \text{for } 0 < v < \frac{1}{2}. \]

As \(0 < v < \frac{1}{2}\), using Eq. (9) and Assumption 2, we have

\[
\|f(u(x,t))\|_v \lesssim \|f(u(x,t))\|_{W^{\alpha,2}} \\
= \|f(u(x,t))\|_{L^2(D;\mathbb{R})} + \int_D \int_D \frac{|f(u(x,t)) - f(u(y,t))|^2}{|x - y|^{1+2v}} \, dy \, dx \\
\lesssim 1 + \|u(t)\|_{L^2(D;\mathbb{R})} + \int_D \int_D \frac{|u(x,t) - u(y,t)|^2}{|x - y|^{1+2v}} \, dy \, dx \\
= 1 + \|u(x,t)\|_{W^{\alpha,2}} \\
\lesssim 1 + \|u(x,t)\|_v.
\]

Using Eq. (10), we have

\[
\left\| A^{\frac{\gamma}{2}} u(t) \right\|_{L^2(D,U)} \lesssim \left\| A^{\frac{\gamma}{2}} u(0) \right\|_{L^2(D,U)} + \left\| \int_0^t A^{\frac{\gamma}{2}} S(t-s) dB(s) \right\|_{L^2(D,U)} \\
+ \int_0^t \left\| (t-s)^{-1+\frac{\alpha}{2}} A^{\frac{\gamma}{2} - \alpha + \frac{\alpha\epsilon}{2}} f(u(s)) \right\|_{L^2(D,U)} \, ds \\
\lesssim \left\| A^{\frac{\gamma}{2}} u(0) \right\|_{L^2(D,U)} + \frac{1}{\sqrt{\epsilon}} \\
+ \int_0^t (t-s)^{-1+\epsilon} \left( \mathbb{E} \left[ \|f(u(s))\|_{W^{\gamma-2\alpha+\alpha\epsilon,2}}^2 \right] \right)^{\frac{1}{2}} \, ds \\
\lesssim \left\| A^{\frac{\gamma}{2}} u(0) \right\|_{L^2(D,U)} \\
+ \int_0^t (t-s)^{-1+\epsilon} \left( \mathbb{E} \left[ \|A^{\frac{\gamma}{2} - \alpha + \frac{\alpha\epsilon}{2}} u(s)\|^2 \right] \right)^{\frac{1}{2}} \, ds + \frac{1}{\sqrt{\epsilon}} \\
\lesssim \left\| A^{\frac{\gamma}{2}} u(0) \right\|_{L^2(D,U)} + \frac{1}{\sqrt{\epsilon}},
\]

where \(\gamma - 2\alpha + \alpha\epsilon < \frac{1}{2}\). For \(\frac{1}{2} \leq \gamma < 2\alpha + \frac{1}{2} - \alpha\epsilon\), using Eq. (10), we derive

\[
\|A^{\frac{\gamma}{2}(1-3\alpha\epsilon)} f(u(x,t))\|_{L^2(D,U)} \lesssim 1 + \|A^{\frac{\gamma}{2}(1-3\alpha\epsilon)} u(x,t)\|_{L^2(D,U)} \\
\lesssim 1 + \|A^{\frac{\gamma}{2}} u(x,t)\|_{L^2(D,U)}.
\]
Then
\[
\left\| A_\gamma^w (z(t) - z(s)) \right\|_{L^2(D,U)} \lesssim \left\| A_\gamma^w (S(t) - S(s)) z_0 \right\|_{L^2(D,U)} + \left\| \int_s^t A_\gamma^w S(t - r) f (u(r)) \, dr \right\|_{L^2(D,U)}
\]
\[
+ \left\| \int_0^s A_\gamma^w (S(t) - S(s - r)) f (u(r)) \, dr \right\|_{L^2(D,U)}
\]
\[
\lesssim (t - s)^{\min\left\{ \frac{3}{2}, \frac{1}{2} \right\}} \left\| A_\gamma^w + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\} u_0 \right\|_{L^2(D,U)}
\]
\[
+ \left\| \int_s^t ((t - r) A^{\alpha})^{-\frac{1}{2} + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\}} A_\gamma^w f (u(r)) \, dr \right\|_{L^2(D,U)}
\]
\[
+ \left\| \int_0^s (s - r)^{-1 + \frac{\gamma}{2}} ((t - s) A^{\alpha})^{\frac{1}{2} + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\}} A_\gamma^w f (u(r)) \, dr \right\|_{L^2(D,U)}
\]
\[
\lesssim (t - s)^{\min\left\{ \frac{3}{2}, \frac{1}{2} \right\}} \left\| A_\gamma^w + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\} u_0 \right\|_{L^2(D,U)}
\]
\[
+ \left\| \int_s^t (t - r)^{-\frac{1}{2} + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\}} A_\gamma^w f (u(r)) \right\|_{L^2(D,U)} \, dr
\]
\[
+ (t - s)^{\frac{1}{2} + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\}} \int_0^s (s - r)^{-1 + \frac{\gamma}{2}} \left\| A_\gamma^w u(x, t) \right\|_{L^2(D,U)} \, dr
\]
\[
\lesssim (t - s)^{\frac{1}{2} + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\}} \left( \frac{1}{\epsilon \sqrt{\epsilon}} + \frac{1}{\epsilon} \left\| A^w_{\gamma} u(x, t) \right\|_{L^2(D,U)} \right).
\]

Similarly, for \( 0 < \gamma < \frac{1}{2} \), we have
\[
\left\| A_\gamma^w f (u(x, t)) \right\|_{L^2(D,U)} \lesssim 1 + \left\| A_\gamma^w u(x, t) \right\|_{L^2(D,U)}.
\]

Then
\[
\left\| A_\gamma^w (z(t) - z(s)) \right\|_{L^2(D,U)} \lesssim (t - s)^{\min\left\{ \frac{3}{2}, \frac{1}{2} \right\}} \left\| A_\gamma^w + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\} u_0 \right\|_{L^2(D,U)}
\]
\[
+ \left\| \int_s^t ((t - r) A^{\alpha})^{-\frac{1}{2} + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\}} A_\gamma^w f (u(r)) \, dr \right\|_{L^2(D,U)}
\]
\[
+ \left\| \int_0^s (s - r)^{-1 + \frac{\gamma}{2}} ((t - s) A^{\alpha})^{\frac{1}{2} + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\}} A_\gamma^w f (u(r)) \, dr \right\|_{L^2(D,U)}
\]
\[
\lesssim (t - s)^{\frac{1}{2} + \min\left\{ \frac{\gamma}{2}, \frac{\gamma}{2}, \alpha \right\}} \left( \frac{1}{\epsilon \sqrt{\epsilon}} + \frac{1}{\epsilon} \left\| A^w_{\gamma} u(x, t) \right\|_{L^2(D,U)} \right).
\]
Let $\delta = \min\{\frac{\gamma}{2\alpha} - \epsilon, \frac{1}{4\alpha} - \epsilon, \frac{1}{2}\}$. Combining Eqs. (12)-(13) leads to

$$\| A^{q_2} (z(t) - z(s)) \|_{L^2(D,U)} \lesssim (t - s)^\frac{1}{2} + \frac{1}{\sqrt{\epsilon}} A^{\max\{\frac{3\alpha + \gamma}{2}\}} u_0 \|_{L^2(D,U)}.$$ 

\hfill \Box

In addition, we also need to get the regularity estimate of $z(t)$ in time.

**Proposition 3** Suppose that Assumption 1 is satisfied, $\| u_0 \|_{L^2(D,\dot{U}^{\max\{2\alpha,\gamma\}})} < \infty$, $0 < \epsilon < \frac{1}{4}$, $\gamma = 2\rho + \alpha - \frac{d + \epsilon}{2}$ and $\gamma > 0$. Then

$$\| z(t) - z(s) \|_{L^p(D,U)} \lesssim (t - s) \left( 1 + \| u_0 \|_{L^p(D,\dot{U}^{\max\{2\alpha,\gamma\}})} \right).$$

Proving Proposition 3 can refer to the proof of Lemma 2.

### 4 Temporal Discretization

In this section, we will briefly recall the semi-implicit Euler scheme, and then modify this scheme to improve the convergence rate.

Taking fixed size $\tau = k_{k+1} - k_k$ with $k = 0, 1, 2, \ldots, T$. Then using the semi-implicit Euler scheme leads to the temporal semi-discretization of Eq. (7),

$$z_{n+1} - z_n + \tau A^{\alpha} z_{n+1} = \tau f (u_n). \quad (14)$$

The strong convergence rate of scheme (14) is not more than $\min\{\frac{\gamma}{2\alpha}, \frac{1}{2}\}$. This fact can be confirmed by the following error estimate.

$$\left\| \int_{t_n}^{t_{n+1}} f (u(s)) \, ds - \tau f (u_n) \right\|_{L^2(D,U)} \lesssim \left\| \int_{t_n}^{t_{n+1}} (f (u(s)) - f (u(t_n))) \, ds \right\|_{L^2(D,U)} + \| \tau (f (u(t_n)) - f (u_n)) \|_{L^2(D,U)} \lesssim \tau^{1+\min\{\frac{\gamma}{2\alpha}, \frac{1}{2}\}} \left( \frac{1}{\sqrt{\epsilon}} + \| u_0 \|_{L^2(D,\dot{U}^\gamma)} \right) + \| u(t_n) - u_n \|_{L^2(D,U)}.$$

In order to obtain the higher order strong approximation of $u(t)$, we will modify the discrete scheme of $\int_{t_n}^{t_{n+1}} f (u(s)) \, ds$ in Eq. (14). The inspiration of high accuracy discretization for $\int_{t_n}^{t_{n+1}} f (u(s)) \, ds$ comes from Lagrange mean value theorem and independent increments of Brownian motion.

$$\int_{t_n}^{t_{n+1}} (f (u(s)) - f (u(t_n))) \, ds = \int_{t_n}^{t_{n+1}} f' ((1 - \theta_0)u(s) + \theta_0 u(t_n)) (u(s) - u(t_n)) \, ds,$$
where $0 < \theta_0 < 1$. Then, using Eq. (6) leads to
\[
\int_{t_n}^{t_{n+1}} (f(u(s)) - f(u(t_n))) \, ds
= \int_{t_n}^{t_{n+1}} f'((1 - \theta_0)u(s) + \theta_0u(t_n)) \, (z(s) - z(t_n)) \, ds
\]
\[+ \int_{t_n}^{t_{n+1}} f'((1 - \theta_0)u(s) + \theta_0u(t_n)) \int_{0}^{s} S(s - r) \, dB(r) \, ds
\]
\[+ \int_{t_n}^{t_{n+1}} f'((1 - \theta_0)u(s) + \theta_0u(t_n)) \int_{s}^{t_n} S(t_n - r) \, dB(r) \, ds.
\]
(15)

Proposition 3 implies that
\[
\left\| \int_{t_n}^{t_{n+1}} f'((1 - \theta_0)u(s) + \theta_0u(t_n)) \, (z(s) - z(t_n)) \, ds \right\|_{L^2(D,U)}
\lesssim \tau^2 \| u_0 \|_{L^2(D, \hat{U}^{\max(2\alpha, r)})}.
\]

Thus, the rest of the problem is how to get the high accuracy approximation of stochastic integral in Eq. (15). We rewrite stochastic integral as
\[
\int_{t_n}^{t_{n+1}} \left[ \int_{t_n}^{s} S(s - r) \, dB(r) + \int_{0}^{t_n} S(s - r) \, dB(r) - \int_{0}^{t_n} S(t_n - r) \, dB(r) \right] \, ds.
\]

The independent increments of Brownian motion ensures that $\int_{t_n}^{t_{n+1}} \int_{t_n}^{s} S(s - r) \, dB(r) \, ds$ does not prevent us from obtaining the higher convergence rate of the modifying scheme. Therefore, we only consider the following equation.
\[
\int_{t_n}^{t_{n+1}} \left[ \int_{0}^{t_n} S(s - r) \, dB(r) - \int_{0}^{t_n} S(t_n - r) \, dB(r) \right] \, ds
\]
\[= A^{-\alpha} \int_{0}^{t_n} S(t_n - r) \, dB(r) - A^{-\alpha} \int_{0}^{t_n} S(t_{n+1} - r) \, dB(r)
\]
\[+ \tau \int_{0}^{t_n} S(t_n - r) \, dB(r).
\]

Using Itô isometry leads to
\[
E \left[ \left( \int_{0}^{t_n} e^{-\lambda_i^\alpha (t_n - s)} \, d\beta^i(s) \right)^2 \right] = \frac{1 - e^{-2\lambda_i^\alpha t_n}}{2\lambda_i^\alpha},
\]
which implies that
\[
\int_{0}^{t_n} e^{-\lambda_i^\alpha (t_n - s)} \, d\beta^i(s)
\]
is a centred Gaussian random variable with variance $\frac{1 - e^{-2\lambda_i^\alpha t_n}}{2\lambda_i^\alpha}$. Then the simulation of stochastic integral $\int_{0}^{t_n} S(t_n - s) \, dB(s)$ is easily implementable without approximation. Meanwhile, using the similar method get the simulation of $\int_{t_n}^{t_{n+1}} \int_{0}^{t_n} S(s - r) \, dB(r) \, ds$. To sum up, we can get a semi-discretization, whose convergence rate is better than one of Eq. (14) in time. The detailed method is as follows
\[ z_1 - z_0 + \tau A^\alpha z_1 = \tau f(u_0) \]

and for \( n \geq 1, \)

\[
z_{n+1} - z_n + \tau A^\alpha z_{n+1} = \tau f(u_n) - \tau \frac{f(u_n) - f(u_{n-1})}{u_n - u_{n-1}} \int_0^{t_n} S(t_r - r) \, dB(r) \]

\[ + \frac{f(u_n) - f(u_{n-1})}{u_n - u_{n-1}} \int_0^{t_n} A^{-\alpha} \left[ S(t_r) - S(t_{n+1} - r) \right] \, dB(r). \]

Applying the recursion gives

\[
z_{n+1} = \frac{z_0}{(1 + \tau A^\alpha)^{n+1}} + \tau \sum_{k=0}^{n} \frac{f(u_k)}{(1 + \tau A^\alpha)^{n-k+1}} \]

\[ + \tau \sum_{k=1}^{n} \frac{f(u_k) - f(u_{k-1})}{(1 + \tau A^\alpha)^{n-k+1}} \int_0^{t_k} S(t_k - r) \, dB(r) \]

\[ - \sum_{k=1}^{n} \frac{f(u_k) - f(u_{k-1})}{(1 + \tau A^\alpha)^{n-k+1}} \int_0^{t_k} A^{-\alpha} S(t_k - r) \, dB(r) \]

\[ + \sum_{k=1}^{n} \frac{f(u_k) - f(u_{k-1})}{(1 + \tau A^\alpha)^{n-k+1}} \int_0^{t_k} A^{-\alpha} S(t_{k+1} - r) \, dB(r). \]

Using Eq. (6), then we obtain the approximation of \( u(t_n) \) in time

\[ u_n = z_n + \int_0^{t_n} S(t_n - s) \, dB(s), \]

which shows

\[ u(t_n) - u_n = z(t_n) - z_n \]

and

\[ \|u_n\|_{L^2(D,U)} \lesssim \|z_n\|_{L^2(D,U)} + \left\| \int_0^{t_n} S(t_n - s) \, dB(s) \right\|_{L^2(D,U)}. \]

Thus, we analyze directly the stability and error estimates of \( z_n. \)

**Theorem 4** Let \( z_n \) be expressed by Eq. (17). Suppose that Assumption 1 is satisfied, \( 0 < \epsilon < \frac{1}{4}, \|u_0\|_{L^p(D,U \gamma)} < \infty, \gamma = 2 \rho + \alpha - \frac{d + \epsilon}{2}, \rho \geq 0 \) and \( \gamma > 0. \) Then

\[ \|z_n\|_{L^2(D,U)} \lesssim \|z_0\|_{L^2(D,U)} + 1. \]

**Proof** Let

\[ \Psi_1 u_k = (1 - \theta)u_k + \theta u_{k-1}, \quad 0 < \theta < 1. \]
Using triangle inequality and Lagrange mean value theorem leads to

\[
\|z_{n+1}\|_{L^2(D,U)} \lesssim \left\| \frac{z_0}{(1 + \tau A^\alpha)^{n+1}} \right\|_{L^2(D,U)} + \tau \sum_{k=0}^{n} \left\| \frac{f(u_k)}{(1 + \tau A^\alpha)^{n-k+1}} \right\|_{L^2(D,U)} + \tau \sum_{k=1}^{n} \left\| \frac{f(u_k) - f(u_{k-1})}{(1 + \tau A^\alpha)^{n-k+1}} \right\|_{L^2(D,U)} \times \int_0^{t_k} A^{-\alpha} \left[ S(t_k - r) - S(t_{k+1} - r) \right] dB(r) \right\|_{L^2(D,U)} \\
\lesssim \|z_0\|_{L^2(D,U)} + \tau \sum_{k=0}^{n} \left( \|z_k\|_{L^2(D,U)} + \left\| \int_0^{t_k} S(t_k - r) dB(r) \right\|_{L^2(D,U)} \right) + 1 + \tau \sum_{k=1}^{n} \left\| f'(\Psi_1 u_k) \int_0^{t_k} S(t_k - r) dB(r) \right\|_{L^2(D,U)} + \tau \sum_{k=1}^{n} \left\| \int_0^{t_{k+1}} \int_0^{t_k} S(r_1 - r) dB(r) dB(r) \right\|_{L^2(D,U)} dr_1 \\
\lesssim \|z_0\|_{L^2(D,U)} + \tau \sum_{k=0}^{n} \left( \|z_k\|_{L^2(D,U)} + \left\| \int_0^{t_k} S(t_k - r) dB(r) \right\|_{L^2(D,U)} \right) + 1 + \tau \sum_{k=1}^{n} \left\| \int_0^{t_{k+1}} \int_0^{t_k} S(r_1 - r) dB(r) \right\|_{L^2(D,U)} dr_1 \lesssim \tau \sum_{k=0}^{n} \|z_k\|_{L^2(D,U)} + \|z_0\|_{L^2(D,U)} + 1.
\]

Thanks to the discrete Grönwall inequality, we have

\[
\|z_{n+1}\|_{L^2(D,U)} \lesssim \|z_0\|_{L^2(D,U)} + 1.
\]

Next, we discuss the convergence behavior of \( z(t_{n+1}) - z_{n+1} \) in the sense of mean-squared \( L^2 \)-norm. Based on Proposition 1, we have two cases to look at. Let \( e_{n+1} = z(t_{n+1}) - z_{n+1} \). One can obtain the following estimates by using Lemma 2, Proposition 1 and Proposition 3.

**Theorem 5** Let \( z_n \) be expressed by Eq. (17). Suppose that Assumptions 1 and 2 are satisfied, \( 0 < \varepsilon < \frac{1}{4} \), \( \|u_0\|_{L^p(D,U)} < \infty \), \( \gamma = 2\rho + \alpha - \frac{d+\rho}{2}, \rho \geq 0, \gamma > 0 \) and

\[
u = z_n + \int_0^{t_n} S(t_n - s) dB(s).
\]

Then

\[ Springer\]
(i) for $0 < \gamma \leq \alpha$

$$\|e_{n+1}\|_{L^2(D,U)} \lesssim \frac{1}{e^{\sqrt{\epsilon}}} \epsilon^\gamma - \epsilon \left( \|u_0\|_{L^4(D,\dot{U}^{\max}(\alpha,\gamma))} + 1 \right).$$

(ii) for $\gamma > \alpha$

$$\|e_{n+1}\|_{L^2(D,U)} \lesssim \tau \left( \|u_0\|_{L^4(D,\dot{U}^{\max}(\alpha,\gamma))} + 1 \right).$$

**Proof** Using directly Eqs. (8) and (17) to prove Theorem 5 is complicated, thus we consider using Eqs. (7) and (16) to derive the above estimates. Let $\xi \in U$, then the weak formulations of Eqs. (7) and (16) are as follows

$$\langle z(t_{n+1}) - z(t_n), \xi \rangle + \int_{t_n}^{t_{n+1}} A^\alpha z(t) \, dt, \xi \rangle = \int_{t_n}^{t_{n+1}} f(u(t)) \, dt, \xi \rangle \quad (18)$$

and

$$\langle z_{n+1} - z_n, \xi \rangle + \tau A^\alpha z_{n+1}, \xi \rangle = \langle \tau f(u_n), \xi \rangle - \left\{ \tau f(u_n) - f(u_{n-1}) \int_0^{t_n} S(t_n - r) \, dB(r), \xi \rangle \right\}$$

$$+ \int_0^{t_n} A^{-\alpha} [S(t_n - r) - S(t_{n+1} - r)] \, dB(r), \xi \rangle. \quad (19)$$

Let $\xi = e_{n+1}$ and

$$\Psi_2 u(s) = (1 - \theta_1)u(s) + \theta_1 u(t_k), \quad t_k < s < t_{k+1}, \quad 0 < \theta_1 < 1.$$ 

Using Lagrange mean value theorem, Eqs. (18) and (19) leads to

$$\langle e_{n+1} - e_n, e_{n+1} \rangle$$

$$= - \int_{t_n}^{t_{n+1}} A^\alpha [z(s) - z_{n+1}] \, ds + \int_{t_n}^{t_{n+1}} [f(u(s)) - f(u_n)] \, ds, e_{n+1} \rangle$$

$$- \left\{ f'(\Psi_1 u_n) \int_0^{t_n} A^{-\alpha} [S(t_n - r) - S(t_{n+1} - r)] \, dB(r), e_{n+1} \rangle \right\}$$

$$+ \langle \tau f'(\Psi_1 u_n) \int_0^{t_n} S(t_n - r) \, dB(r), e_{n+1} \rangle \right\} \right\}$$

$$= \langle \int_{t_n}^{t_{n+1}} A^\alpha [z(s) - z_{n+1}] \, ds, e_{n+1} \rangle$$

$$- \left\{ \int_{t_n}^{t_{n+1}} [f'(\Psi_2 u(s)) [u(s) - u(t_n)] + f(u(t_n)) - f(u_n)] \, ds, e_{n+1} \rangle \right\}$$

$$- \left\{ \int_{t_n}^{t_{n+1}} f'(\Psi_1 u_n) \int_0^{t_n} [S(s - r) - S(t_n - r)] \, dB(r) \, ds, e_{n+1} \rangle \right\}.$$
Substituting Eq. (6) into Eq. (20), we have

\[
\langle e_{n+1} - e_n, e_{n+1} \rangle = \left\langle - \int_{t_n}^{t_{n+1}} A^\alpha \left[ z(s) - z_{n+1} \right] ds, e_{n+1} \right\rangle
\]

\[
+ \left\langle \int_{t_n}^{t_{n+1}} \left[ f' (\Psi_2 u(s)) [z(s) - z(t_n)] + f (u(t_n)) - f (u_n) \right] ds, e_{n+1} \right\rangle
\]

\[
- \left\langle \int_{t_n}^{t_{n+1}} \left[ f' (\Psi_1 u_n) - f' (\Psi_2 u(s)) \right] \right\rangle
\]

\[
\times \int_0^{t_n} [S(s - r) - S(t_n - r)] dB(r) ds, e_{n+1} \right\rangle
\]

\[
+ \left\langle \int_{t_n}^{t_{n+1}} f' (\Psi_2 u(s)) \int_t^{s} S(s - r) dB(r) ds, e_{n+1} \right\rangle
\]

\[
\frac{1}{2} E \left[ \| e_{n+1} \|^2 - \| e_n \|^2 \right] + \frac{1}{2} E \left[ \| e_{n+1} - e_n \|^2 \right]
\]

\[
= E \left[ \left\langle \left\langle - \int_{t_n}^{t_{n+1}} A^\alpha \left[ z(s) - z_{n+1} \right] ds, e_{n+1} \right\rangle \right\rangle \right]
\]

\[
+ E \left[ \left\langle \left\langle \int_{t_n}^{t_{n+1}} \left[ f' (\Psi_2 u(s)) [z(s) - z(t_n)] + f (u(t_n)) - f (u_n) \right] ds, e_{n+1} \right\rangle \right\rangle \right]
\]

\[
+ E \left[ \left\langle \left\langle \int_{t_n}^{t_{n+1}} f' (\Psi_2 u(s)) \int_t^{s} S(s - r) dB(r) ds, e_{n+1} \right\rangle \right\rangle \right]
\]

\[
+ \left\langle \left\langle \int_{t_n}^{t_{n+1}} \left[ f' (\Psi_2 u(s)) - f' (\Psi_1 u_n) \right] \right\rangle \right\rangle
\]

\[
\times \int_0^{t_n} [S(s - r) - S(t_n - r)] dB(r) ds, e_{n+1} \right\rangle
\]

\[
+ \left\langle \left\langle \int_{t_n}^{t_{n+1}} \left[ f' (u(t_n)) - f' (\Psi_1 u_n) \right] \right\rangle \right\rangle
\]

\[
\times \int_0^{t_n} [S(s - r) - S(t_n - r)] dB(r) ds, e_{n+1} \right\rangle
\]

\[
= J_1 + J_2 + J_3 + J_4 + J_5.
\]
As \( \gamma > 0 \), Proposition 3 shows that the Hölder regularity of \( z(t) \) is independent of \( \gamma \) in time. Thus, the estimate of \( J_2 \) is discussed only in one case.

\[
J_2 \lesssim \int_{t_n}^{t_{n+1}} E \left[ \left\| f' (\Psi_2 u(s)) [z(s) - z(t_n)] \right\| \right] \| e_{n+1} \| \right] ds \\
+ \int_{t_n}^{t_{n+1}} E \left[ \left\| f (u(t_n)) - f (u_n) \right\| \right] \| e_{n+1} \| \right] ds \\
\lesssim \int_{t_n}^{t_{n+1}} E \left[ \left\| f' (\Psi_2 u(s)) [z(s) - z(t_n)] \right\| \right] \| e_{n} \| \| e_{n+1} \| \right] ds + \int_{t_n}^{t_{n+1}} E \left[ \left\| e_n \right\| \right] \| e_{n+1} \| \right] ds \\
\lesssim \int_{t_n}^{t_{n+1}} E \left[ \left\| f' (\Psi_2 u(s)) [z(s) - z(t_n)] \right\|^2 + \right\| e_{n+1} \|^2 \right] ds \\
+ \int_{t_n}^{t_{n+1}} E \left[ \left\| e_n \right\|^2 + \right\| e_{n+1} \|^2 \right] ds \\
= \tau^3 \left( 1 + \| u_0 \right\|^2_{L^2(D,\dot{u}_{max}(\gamma))} \right) + \tau E \left[ \left\| e_n \right\|^2 + \right\| e_{n+1} \|^2 \right].
\]

As \( 0 < \gamma \leq \alpha \), using Proposition 1, Hölder inequality and Young’s inequality leads to the estimate of \( J_1 \).

\[
J_1 = E \left[ - \int_{t_n}^{t_{n+1}} A^\alpha [z(s) - z(t_{n+1}) + z(t_{n+1}) - z_{n+1}] ds, A^\alpha e_{n+1} \right] \\
\lesssim \int_{t_n}^{t_{n+1}} E \left[ \left\| A^\alpha z(s) - z(t_{n+1}) \right\|^2 + \right\| A^\alpha e_{n+1} \|^2 \right] ds - \tau E \left[ \left\| A^\alpha e_{n+1} \right\|^2 \right] \\
\lesssim \tau^{2+\epsilon} \left( \frac{1}{\epsilon^2} + \frac{1}{\epsilon^2} \left\| u_0 \right\|^2_{L^2(D,\dot{u}_{max}(\gamma))} \right).
\]

To make use of independent increments of Brownian motion, \( J_3 \) is decomposed into two parts.

\[
J_3 = E \left[ \int_{t_n}^{t_{n+1}} \left( f' (\Psi_2 u(s)) - f' (u(t_n)) + f' (u(t_n)) \right) \int_{t_n}^{s} S(s-r)dB(r)ds, e_{n+1} \right] \\
\lesssim E \left[ \int_{t_n}^{t_{n+1}} \left( f' (\Psi_2 u(s)) - f' (u(t_n)) \right) \int_{t_n}^{s} S(s-r)dB(r) \right] \| e_{n+1} \| ds \\
+ E \left[ \int_{t_n}^{t_{n+1}} f' (u(t_n)) \int_{t_n}^{s} S(s-r)dB(r)ds, e_{n+1} \right] \\
= J_{31} + J_{32}.
\]
Combining Assumption 2, Lemma 2, Young’s inequality and Burkholder-Davis-Gundy inequality leads to

\[ J_{31} \leq \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( f'(\Psi_2 u(s)) - f'(u(t_n)) \right) \int_{t_n}^{s} S(s - r) dB(r) \, ds \right] + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ \leq \int_{t_n}^{t_{n+1}} \mathbb{E} \left[ \left( f'(\Psi_2 u(s)) - f'(u(t_n)) \right)^2 \right. \left. + \left( \int_{t_n}^{s} S(s - r) dB(r) \right)^2 \right] \, ds + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ = \int_{t_n}^{t_{n+1}} \mathbb{E} \left[ \int_D \left| f'(\Psi_2 u(s)) - f'(u(t_n)) \right|^4 \, dx + \int_D \left| \int_{t_n}^{s} S(s - r) dB(r) \right|^4 \, dx \right] \, ds + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ = \int_{t_n}^{t_{n+1}} \left\| f'(\Psi_2 u(s)) - f'(u(t_n)) \right\|_{L^4(D, U)}^4 \, ds + \int_{t_n}^{t_{n+1}} \left\| \int_{t_n}^{s} S(s - r) dB(r) \right\|_{L^4(D, U)}^4 \, ds + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ \leq \int_{t_n}^{t_{n+1}} \left\| u(s) - u(t_n) \right\|_{L^4(D, U)}^4 \, ds + \int_{t_n}^{t_{n+1}} \left( \sum_{i=1}^{\infty} \lambda_i^{-2\rho} \int_{t_n}^{s} e^{-2\lambda_i^\gamma (s-r)} \, dr \right)^2 \, ds + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ \leq \tau^{1+\frac{2\gamma}{\sigma}} \left( \frac{1}{\epsilon} + \|u_0\|_{L^4(D, U)}^4 \right) + \tau^{1+\frac{2\gamma}{\sigma}} \left( \sum_{i=1}^{\infty} \lambda_i^{-\alpha - 2\rho} \right)^2 + \tau \mathbb{E} [\|e_{n+1}\|^2] . \]

To obtain the error estimate of \( J_{32} \), we need the following auxiliary Eq. (23). Combining Eqs. (8) and (17), we have

\[ J_{32} \leq \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( f'(\Psi_2 u(s)) - f'(u(t_n)) \right) \int_{t_n}^{s} S(s - r) dB(r) \, ds \right] + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ \leq \int_{t_n}^{t_{n+1}} \mathbb{E} \left[ \left( f'(\Psi_2 u(s)) - f'(u(t_n)) \right)^2 \right. \left. + \left( \int_{t_n}^{s} S(s - r) dB(r) \right)^2 \right] \, ds + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ = \int_{t_n}^{t_{n+1}} \mathbb{E} \left[ \int_D \left| f'(\Psi_2 u(s)) - f'(u(t_n)) \right|^4 \, dx + \int_D \left| \int_{t_n}^{s} S(s - r) dB(r) \right|^4 \, dx \right] \, ds + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ = \int_{t_n}^{t_{n+1}} \left\| f'(\Psi_2 u(s)) - f'(u(t_n)) \right\|_{L^4(D, U)}^4 \, ds + \int_{t_n}^{t_{n+1}} \left\| \int_{t_n}^{s} S(s - r) dB(r) \right\|_{L^4(D, U)}^4 \, ds + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ \leq \int_{t_n}^{t_{n+1}} \left\| u(s) - u(t_n) \right\|_{L^4(D, U)}^4 \, ds + \int_{t_n}^{t_{n+1}} \left( \sum_{i=1}^{\infty} \lambda_i^{-2\rho} \int_{t_n}^{s} e^{-2\lambda_i^\gamma (s-r)} \, dr \right)^2 \, ds + \tau \mathbb{E} [\|e_{n+1}\|^2] \]

\[ \leq \tau^{1+\frac{2\gamma}{\sigma}} \left( \frac{1}{\epsilon} + \|u_0\|_{L^4(D, U)}^4 \right) + \tau^{1+\frac{2\gamma}{\sigma}} \left( \sum_{i=1}^{\infty} \lambda_i^{-\alpha - 2\rho} \right)^2 + \tau \mathbb{E} [\|e_{n+1}\|^2] . \]
Substituting (23) into J_{32}, then independent increment of B(t) implies

\begin{align*}
J_{32} &= E \left[ \int_{t_n}^{t_{n+1}} f'(u(t_n)) \right. \\
& \times \int_{t_n}^{s} S(s-r)dB(r) ds \left. + \int_{t_n}^{t_{n+1}} S(t_{n+1}-s) \left[ f(u(s)) - f(u(t_n)) \right] ds \right] \\
& \leq E \left[ \int_{t_n}^{t_{n+1}} \left\| f'(u(t_n)) \right\| \int_{t_n}^{s} S(s-r)dB(r) ds \right. \\
& \quad \left. + \int_{t_n}^{t_{n+1}} \left\| f(u(s)) - f(u(t_n)) \right\| ds \right] \\
& \leq E \left[ \int_{t_n}^{t_{n+1}} \int_{t_n}^{s} \left\| f'(u(t_n)) \right\| S(s-r)dB(r) ds \right. \\
& \quad \left. + \int_{t_n}^{t_{n+1}} \left\| f(u(s)) - f(u(t_n)) \right\| ds \right] \\
& \leq \tau \int_{t_n}^{t_{n+1}} \int_{t_n}^{s} \left\| f'(u(t_n)) \right\| S(s-r)dB(r) ds \\
& \quad + \tau^{2+\frac{\gamma}{2}} \left( \frac{1}{\epsilon} + \| u_0 \|^2_{L^2(D,\dot{U}^\gamma)} \right) \\
& \quad + \tau^{2+\frac{\gamma}{2}} \left( \frac{1}{\epsilon} + \| u_0 \|^2_{L^2(D,\dot{U}^\gamma)} \right) \\
& \leq \tau^{2+\frac{\gamma}{2}} \left( 1 + \| u_0 \|^2_{L^2(D,\dot{U}^\gamma)} \right) + \tau^{2+\frac{\gamma}{2}} \left( \frac{1}{\epsilon} + \| u_0 \|^2_{L^2(D,\dot{U}^\gamma)} \right).
\end{align*}

Combining J_{31} and J_{32}, we obtain the estimate of J_3.

\begin{align*}
J_3 \leq \tau^{1+\frac{2\gamma}{2}} \left( \frac{1}{\epsilon} + \| u_0 \|^2_{L^4(D,\dot{U}^\gamma)} \right) + \tau^{1+\frac{2\gamma}{2}} \left[ \sum_{i=1}^{\infty} \lambda_i^{\gamma-\alpha-2\rho} \right]^2 \\
& + \tau E \left[ \| e_{n+1} \|^2 \right].
\end{align*}

Again, using Burkholder-Davis-Gundy inequality and Hölder inequality, we have
$$J_4 \lesssim \int_{t_n}^{t_{n+1}} \mathbb{E} \left[ \left\| f' (\Psi_2 u(s)) - f' (u(t_n)) \right\|^2 + \tau \| e_{n+1} \|^2 \right] ds$$

$$\lesssim \int_{t_n}^{t_{n+1}} \| f' (u(t_n)) - f' (\Psi_2 u(s)) \|^4_{L^4(D, U)} ds$$

$$+ \int_{t_n}^{t_{n+1}} \left\| \int_0^{t_n} [S (s - r) - S (t_n - r)] dB(r) \right\|^4_{L^4(D, U)} ds + \tau \mathbb{E} \left[ \| e_{n+1} \|^2 \right]$$

$$\lesssim \int_{t_n}^{t_{n+1}} \| u(t_n) - u(s) \|^4_{L^4(D, U)} ds + \tau \mathbb{E} \left[ \| e_{n+1} \|^2 \right]$$

$$+ \int_{t_n}^{t_{n+1}} \left[ \int_0^{t_n} \sum_{i=1}^{\infty} \lambda_i^{-2\rho} \left| e^{-\lambda_i^\alpha (t_n - r)} \left( 1 - e^{-\lambda_i^\alpha (s - t_n)} \right) \right|^2 dr \right] ds$$

$$\lesssim \tau \mathbb{E} \left[ \| e_{n+1} \|^2 + 1 + \| u_0 \|^4_{L^4(D, U)} + \tau^{1+\frac{3\rho}{\omega}} + \frac{1}{\epsilon^2} \right].$$

Similar to the derivation of $J_{31}$ and $J_4$, we have

$$J_5 \lesssim \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left\| f' (u(t_n)) - f' (\Psi_1 u_n) \right\|^2 ds \right]$$

$$+ \left( \int_{t_n}^{t_{n+1}} \left\| \int_0^{t_n} [S (s - r) - S (t_n - r)] dB(r) \right\|^2 ds \| e_{n+1} \| \right]$$

$$\lesssim \int_{t_n}^{t_{n+1}} \| f' (u(t_n)) - f' (\Psi_1 u_n) \|^4_{L^4(D, U)} ds$$

$$+ \int_{t_n}^{t_{n+1}} \left\| \int_0^{t_n} [S (s - r) - S (t_n - r)] dB(r) \right\|^4_{L^4(D, U)} ds + \tau \mathbb{E} \left[ \| e_{n+1} \|^2 \right]$$

$$\lesssim \int_{t_n}^{t_{n+1}} \| f' (u(t_n)) - f' ((1-\theta)u(t_n) + \theta u(t_{n-1})) \|^4_{L^4(D, U)} ds$$

$$+ \int_{t_n}^{t_{n+1}} \| f' ((1-\theta)u(t_n) + \theta u(t_{n-1})) - f' ((1-\theta)u_n + \theta u_{n-1}) \|^4_{L^4(D, U)} ds$$

$$+ \tau^{1+\frac{3\rho}{\omega}} + \frac{1}{\epsilon^2} + \tau \mathbb{E} \left[ \| e_{n+1} \|^2 \right]$$

$$\lesssim \int_{t_n}^{t_{n+1}} \mathbb{E} \left[ \left\| f' ((1-\theta)u(t_n) + \theta u(t_{n-1})) - f' ((1-\theta)u_n + \theta u_{n-1}) \right\|^2 ds \right]$$

$$+ \tau \left\| u(t_n) - u(t_{n-1}) \right\|^4_{L^4(D, U')} + \tau^{1+\frac{3\rho}{\omega}} + \frac{1}{\epsilon^2} + \tau \mathbb{E} \left[ \| e_{n+1} \|^2 \right]$$

$$\lesssim \int_{t_n}^{t_{n+1}} \mathbb{E} \left[ \left\| f' ((1-\theta)u(t_n) + \theta u(t_{n-1})) - f' ((1-\theta)u_n + \theta u_{n-1}) \right\|^2 ds \right]$$

$$+ \tau \left\| u(t_n) - u(t_{n-1}) \right\|^4_{L^4(D, U')} + \tau^{1+\frac{3\rho}{\omega}} + \frac{1}{\epsilon^2} + \tau \mathbb{E} \left[ \| e_{n+1} \|^2 \right]$$

$$\lesssim \tau \mathbb{E} \left[ \| e_{n+1} \|^2 + \| e_n \|^2 + \| e_{n-1} \|^2 \right] + \tau^{1+\frac{3\rho}{\omega}} + \left( \frac{1}{\epsilon^2} + \| u_0 \|^4_{L^4(D, U')} \right).$$
In the third inequality, we use the fact that \( \Psi_1 u_n = (1 - \theta)u_n + \theta u_{n-1} \). In the fifth inequality, we use Assumption 2. Then, based on the above estimates, we have

\[
\frac{1}{2} E \left[ \| e_{n+1} \|^2 - \| e_n \|^2 \right] + \frac{1}{2} E \left[ \| e_{n+1} - e_n \|^2 \right] \lesssim \tau^{1 + \frac{2\gamma}{\alpha}} \left( \frac{1}{\epsilon^3} + \frac{1}{\epsilon^2} \| u_0 \|_{L^4 (D, \dot{U}_{\text{max}}^{(3\alpha, \gamma)})}^4 \right) + \tau \left( \frac{1}{\epsilon^3} + \frac{1}{\epsilon^2} \| u_0 \|_{L^4 (D, \dot{U}_{\text{max}}^{(3\alpha, \gamma)})}^4 \right) \]

which implies

\[
E \left[ \| e_{n+1} \|^2 \right] \lesssim \tau^{\frac{2\gamma}{\alpha} - 2\epsilon} \left( \frac{1}{\epsilon^3} + \frac{1}{\epsilon^2} \| u_0 \|_{L^4 (D, \dot{U}_{\text{max}}^{(3\alpha, \gamma)})}^4 \right) + \tau \left( \frac{1}{\epsilon^3} + \frac{1}{\epsilon^2} \| u_0 \|_{L^4 (D, \dot{U}_{\text{max}}^{(3\alpha, \gamma)})}^4 \right) \]

Using the discrete Grönwall inequality leads to

\[
E \left[ \| e_{n+1} \|^2 \right] \lesssim \tau^{\frac{2\gamma}{\alpha} - 2\epsilon} \left( \frac{1}{\epsilon^3} + \frac{1}{\epsilon^2} \| u_0 \|_{L^4 (D, \dot{U}_{\text{max}}^{(3\alpha, \gamma)})}^4 \right) \]

As \( \gamma > \alpha \), by using similar steps, we can get the following estimates

\[
\frac{1}{2} E \left[ \| e_{n+1} \|^2 - \| e_n \|^2 \right] + \frac{1}{2} E \left[ \| e_{n+1} - e_n \|^2 \right] \lesssim \tau^3 \left( 1 + \| u_0 \|_{L^4 (D, \dot{U}_{\text{max}}^{(3\alpha, \gamma)})}^4 \right) + \tau^3 \left( \frac{1}{\epsilon^3} + \frac{1}{\epsilon^2} \| u_0 \|_{L^4 (D, \dot{U}_{\text{max}}^{(3\alpha, \gamma)})}^4 \right) + \tau E \left[ \| e_{n+1} \|^2 \right] \]

Then

\[
E \left[ \| e_{n+1} \|^2 \right] \lesssim \tau^2 \left( 1 + \| u_0 \|_{L^4 (D, \dot{U}_{\text{max}}^{(3\alpha, \gamma)})}^4 \right) \]

This completes the proof of Theorem 5.

**Remark 1** Under the assumptions of Proposition 2, the scheme (16) possesses the following convergence rate

\[
\| z(t_{n+1}) - z_{n+1} \|_{L^2 (D, U)} \lesssim \frac{1}{\epsilon^3} \epsilon^{\min \left\{ \frac{\gamma}{\alpha} - \epsilon, \frac{1}{3} + \frac{1}{\alpha} - \epsilon, 1 \right\}} \left( \| u_0 \|_{L^4 (D, \dot{U}_{\text{max}}^{(3\alpha, \gamma)})} + 1 \right) \]

5 Numerical Experiments

In this section, we use the proposed scheme to two numerical examples for solving the Eq. (1). The goal is to verify the theoretical results and investigate the effect of the parameter \( \alpha \) on the convergence. All numerical errors are given in the sense of mean-squared \( L^2 \)-norm.

Based on postprocessing the stochastic integral, a modified spectral Galerkin approximation is used in the spatial direction [16]. We solve (1) in the one-dimensional domain...
Table 1  Time convergence rates with M = 500, T = 0.2 and \( \rho = 0.2 \)

| \( N \) | \( \alpha = 0.4 \) | Rate \( (E[err], V) \) | \( \alpha = 0.6 \) | Rate \( (E[err], V) \) | \( \alpha = 0.8 \) | Rate \( (E[err], V) \) |
|-------|----------------|----------------|-------|----------------|-------|----------------|
| 2     | \((0.0254, 2.0e-04)\) | \((0.0492, 8.9e-04)\) | \((0.0456, 3.7e-04)\) |
| 4     | \((0.0147, 6.6e-05)\) | 0.789 | \((0.0279, 3.0e-04)\) | 0.818 | \((0.0227, 9.9e-05)\) | 1.006 |
| 8     | \((0.0083, 2.0e-05)\) | 0.825 | \((0.0153, 8.9e-05)\) | 0.867 | \((0.0109, 2.4e-05)\) | 1.058 |

\( D = (0, 1) \) by the proposed method with Dirichlet eigenpairs \( \lambda_j = \pi^2 j^2 \), \( \phi_j = \sqrt{2} \sin(j \pi x) \) and \( j = 1, 2, \ldots, M \). The numerical results with a smooth initial data \( u(x, 0) = \sin(2 \pi x) \) and nonlinear term \( f(u(x, t)) = \sin(u(x, t)) \) are presented in numerical experiments. Let \( u^M_n \) denote the approximation with fixed time step size \( \tau = \frac{T}{N} \) at time \( t_n = n \tau \). Using the following formula calculates the convergence rates in time:

\[
\text{convergence rate} = \frac{\ln \left( \left\| u^{M}_{2N} - u^{M}_{N} \right\|_{L^2(D, U)} / \left\| u^{M}_{N} - u^{M}_{N/2} \right\|_{L^2(D, U)} \right)}{\ln 2}.
\]

In the numerical simulations, combining the trajectory of \( u^M_N \) and the following equation gets the approximation of \( \left\| u^{M}_{2N} - u^{M}_{N} \right\|_{L^2(D, U)} \):

\[
E[err] = \left( \frac{1}{K} \sum_{k=1}^{K} \left\| u^{M}_{2N,k} - u^{M}_{N,k} \right\|^2 \right)^{\frac{1}{2}}, \tag{24}
\]

where \( K = 2000 \), and \( k \) represents the \( k \)-th trajectory. The error of Monte Carlo approximation depends on \( K \) and standard variance of \( \left\| u^{M}_{2N} - u^{M}_{N} \right\|^2 \). We use the following equation to approximate the standard variance of \( \left\| u^{M}_{2N} - u^{M}_{N} \right\|^2 \):

\[
V = \left( \frac{1}{K - 1} \sum_{k=1}^{K} \left( \left\| u^{M}_{2N,k} - u^{M}_{N,k} \right\|^2 - \frac{1}{K} \sum_{k=1}^{K} \left\| u^{M}_{2N,k} - u^{M}_{N,k} \right\|^2 \right) \right)^{\frac{1}{2}}.
\]

For fixed \( \rho = 0.2 \), as \( \alpha = 0.4, 0.6, \) and \( 0.8 \), Theorem 5 shows that the theoretical convergence rates are approximately \( \frac{3}{2}, \frac{5}{2}, \) and \( \frac{7}{2} \), respectively. The convergence rates of the scheme (16) are tested with \( M = 500 \), which ensures the temporal error is the dominant one. In Table 1, the value of \( V \) shows that the error due to a Monte Carlo approximation is ignored. From Table 1, one can see that the convergence rates of the proposed scheme are at least \( \frac{V}{\alpha} \) and increase with the increase of \( \alpha \). The numerical results confirm the error estimate in Theorem 5.

Next, we observe the behavior of the convergence for \( \gamma > \alpha \). Choosing sufficiently big \( \rho = 1.2 \) and \( M = 100 \) guarantees that the dominant errors arise from the temporal approximation. In this numerical simulation, the maximum value of \( V \) is \( 9.5 \times 10^{-6} \). This shows that the error arising from a Monte Carlo approximation is negligible. Fig. 1 shows that the temporal convergence rates have an order of 1 by using the proposed scheme.
6 Conclusion

In this paper, the temporal discrete scheme for the fractional stochastic PDEs is discussed. We attempt to improve the temporal convergence rate of the semi-implicit Euler scheme. The main challenge comes from the Hölder regularity of $u(t)$ in time. Thus, by transforming Eq. (1) into an equivalent form Eq. (7), whose Hölder regularity of mild solution is improved. Then, using the semi-implicit Euler scheme discretizes Eq. (7); and a higher accuracy discretization of nonlinear term $f$ is deduced by using Lagrange mean value theorem and independent increments of Brownian motion. This scheme can improve the convergence rate in time from \( \min\{\frac{\alpha}{2\alpha}, \frac{1}{2}\} \) to \( \min\{\frac{\alpha}{\alpha}, 1\} \).
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