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Abstract. Clinical data and above all individual patient data are highly sensitive. All the more it is important to protect these critical information while analyzing and exploring their specifics for further research. However, in order to enable students and other researchers to develop decision support systems and to use modern data analysis methods such as intelligent pattern recognition, the provision of clinical data is essential. In order to allow this while completely protecting the privacy of a patient, we present a mixed approach to generate semantically and clinically realistic data: (1) We use available synthetic data, extract information on patient visits and diagnoses and adapt them to the encoding systems of German claims data; (2) based on a statistical analysis of real German hospital data, we identify distributions of procedures, laboratory data and other measurements and transfer them to the synthetic patient's visits and diagnoses in a semi-automated way. This enabled us to provide students a data set that is as semantically and clinically realistic as possible to apply patient-level prediction algorithms within the development of clinical decision support systems without putting patient data at any risk.

Keywords. Synthetic Data Generation, German Claims Data, Education, Data science, Privacy, Medical Informatics Applications

1. Introduction

Concepts like artificial intelligence, big data analyses, and decision support systems show high potential to improve health care and thereby patients’ health, but also come with major risks regarding privacy and security of patient data. In this paper, we present an approach for generating enriched synthetic German claims data that can be used in educational and research settings while completely protecting real patient data.

1.1. Background

The last decades of digitalization have brought a large amount of data to the health care sector. With the risks of this accumulation of mostly highly sensitive data becoming
clearer, privacy law in many regions aggravated barriers and responsibilities for data processing [1,2]. Unfortunately, these barriers may also affect innovation by restricting access to data that is highly needed for education and the development of new technologies. Given the current situation, there is a need for anonymous health data. The generation of synthetic health data is a promising way to deliver realistic data with no re-identification risk [3]. Furthermore, synthetic data could be adopted to any use case necessary with minimal effort. Thereby it could support the innovation of new health care products by delivering a privacy compatible way to develop data-driven technology in the health sector and by enabling teachers to let their students learn with realistic data.

1.2. Requirements

The primary focus of our project was to create data to share with our students without any risk of disclosing private patient data. We are conducting a course on practical medical informatics at the Technical University Dresden focusing on secondary health data use to develop patient-level prediction algorithms. To reach that goal it is necessary to create data that is semantically and clinically realistic. In this context, we understand semantically realistic data as data sets that (1) mimic the clinical parts of German claims data (as defined by §301 SGB V and § 21 KHEntGG [4]), (2) have data formats that one would find in real data sets, and (3) have missing values and other minor issues as one would expect in real-world data. On the other hand, clinically realistic data include data that (1) mimic real patient stays, (2) portray realistic frequencies of diagnoses and procedures, (3) show similar correlations between diagnoses and procedures as real data, and (4) have realistic distributions of measurements and laboratory values. Finally, our solution should be released under an open-source license.

2. State of the art

Several projects provide a solution to data generation [5–14]. All solutions use different approaches to the generated data or the generation mechanism. Some of the tools use simple pseudo-random sampling mechanisms [6], other use machine learning algorithms [8] and some are based on complex state-machine-like models [5,10]. An overview of tools, methods, and projects is available in [5] and [15]. Most projects use a single input table to generate a single output table and often these tables have to be strictly formatted. This reduces the variety of the generated data. It also increases the amount of pre- and post-processing necessary to generate data sets from more complex sources and to achieve results in the needed format. Finally, these approaches are often limited when generating more-dimensional data like data sets including multiple hospital stays with information on multiple measurements, procedures or diagnoses. In addition, many of these projects are in development stage and documentation is limited. To our knowledge, none of the existing projects provides an accessible way to produce data as complex and versatile as claims data, let alone in a format resembling German claims data.
3. Concept

We developed a process that combines freely available US American patient data with distributions taken from real German patient data and enrich them with randomly defined laboratory results. An overview of this process is shown in Figure 1.

![Figure 1: Overview of the Data Generation Process – (1) Extraction of OMOP SynPUF 1k Data; (2) Generating Procedure Data; (3) Assignment of corresponding specialty departments; (4) Creation of Clinical Measurements and Laboratory Results](image)

3.1. Extraction of OMOP SynPUF Data ("FALL", "ICD")

To generate data from patients with multiple stays and realistic diagnosis data, we extracted the information given in the OHDSI OMOP Common Data Model (OMOP CDM) [16] "SynPUF 1k" data set which is based on anonymized American claims data [17]. We used an automated “extraction, transformation, load” (ETL) process to create two tables containing information on hospital visits ("FALL") and diagnoses ("ICD"). We chose this process because we had already used an ETL process to transform German claims data to OMOP CDM. The main reason not to generate this data from scratch was the complexity that different hospital stays with multiple differences e.g. in the length of stay would have posed to a generation process. We did not find this longitudinal aspect of health care data covered very well in any of the available tools. We added any data missing in the “FALL” and “ICD” tables after extraction. A medical expert (SH) determined the distributions of these variables.

3.2. Generating Procedure Data ("OPS")

To generate data on medical procedures, we used the primary diagnosis as a determinant for possible procedures. We therefore used the distributions of procedures for each primary diagnosis based on the claims dataset of our university hospital. We then generated the procedure data according to these distributions and developed a transformation process to create data conformant to §21 procedure data and linked it to the corresponding demographic and encounter data already created. This process seems the most approachable way to create data with dependencies. It does not require special machine learning techniques and can be implemented using standard tools in data
science. Additionally, we were able to remove combinations occurring less than a given threshold to further reduce any remaining re-identification risk.

3.3. Assignment of corresponding specialty departments ("FAB")

To allow a realistic assignment of patient cases to treating departments, a reference table was defined semi manually by a medical expert (SH) that correlates departments and primary diagnoses. Using this reference table each encounter was enriched with the corresponding department identifier. We then used an automated ETL process to extract the corresponding data table ("FAB"). Although possible, we decided not to use the same approach to create department data than procedure data. For our use case the information about the treating departments was less relevant so we decided to define mappings of main diagnoses to departments to decrease implementation time and increase generation speed.

3.4. Creation of Clinical Measurements and Laboratory Results

To further enrich the patient data created, we added laboratory results as well as body height and weight measurements. Latter were generated using German body mass index (BMI) distributions. For each laboratory parameter, a medical expert defined the properties necessary to randomly create result values. Patients were randomly sampled to have these parameters determined and then random "result" values were sampled from normal distributions defined by the properties given to each laboratory parameter. Laboratory results and measurements are in general not part of German hospital claims data but were necessary for our use case. The distribution of BMI values in Germany is freely available [19] and was sufficient for our use case. For laboratory data, similar data could have been gathered in different sources but without any additional value. We decided not to have distributions of all laboratory results for all main diagnoses created in our data integration center because the immense effort did not seem worth the benefits.

4. Implementation

4.1. Extraction of OMOP SynPUF Data ("FALL", "ICD")

We were able to reverse the ETL process, which we had already designed and implemented to load German claims data into the OMOP CDM [19] using semantic mappings of German patient data to standardized OMOP Concepts. The ETL process was designed with the help of Pentaho Data Integration [20]. We generated values in columns not extracted by the ETL process using a python script. For our use case, most variables could be set to constants or sampled from simple distributions. The only parameter that we needed to be distributed in a more complex way was duration of ventilation. Here we used age as a factor to determine if a ventilation was administered and length of stay as a factor to determine the duration of ventilation with some random noise. Table 1 shows key characteristics of the two source data sets and the generated value set.
Table 1: Number of entries in the US DE-SynPUF, German Claims (§21) and Synthetic Data Set.

| Number of entries | SynDat | Claims Data | Synthetic Data |
|-------------------|--------|-------------|----------------|
| Patients          | 842    | ~50,000     | 842            |
| Cases             | 47,457 | ~70,000     | 47,457         |
| Diagnoses         | 99,622 | ~300,000    | 99,622         |
| Procedures        | 0      | ~400,000    | 5,149          |
| Laboratory        | 0      | 0           | 169,337        |

4.2. Generating Procedure Data (“OPS”)

We received relative frequencies of procedures occurring with all primary diagnoses from our data integration center (limited to combinations with 5 or more occurrences for privacy reasons). We used a script written in python to pivot the table with each row containing all relative frequencies of all procedure codes for one diagnosis code. Figure 2 shows relative frequencies of procedures for a given primary diagnosis exemplary for the 100 most common combinations. We merged this table with the “ICD” table and then used the relative frequencies as probability to sample if the given procedure occurred. After unpivoting the resulting table, we added timestamps within the duration of stay and added the missing columns using data from “FALL”. We set some columns to constants that were not necessary for our use case.

![Figure 2: Heatmap of procedure codes by primary diagnosis. Each pixel represents the relative frequency of a procedure given a primary diagnosis.](image)

4.3. Assignment of corresponding specialty departments (“FAB”)

The department file “FAB” closely resembles the case file “FALL” so most columns were copied from there, merging the main diagnosis information from “ICD”. Afterwards the manually created mapping table was used to replace diagnosis codes with corresponding department (“FAB-”) codes.
4.4. Creation of Clinical Measurements and Laboratory Results

To create body height and weight, BMI was sampled from the publicly available data. We generated body height randomly sampling a normal distribution centered at 170 cm and calculated the body weight that would result in the body mass index generated before. (Figure 3, left) We generated laboratory values in a two-step process. First, we randomly sampled binary values for each case corresponding to blood count, liver and kidney parameters and CRP being determined in the respective case. These values were estimated by our medical expert (SH). In the second step, the corresponding laboratory results were randomly sampled from normal distributions. (Figure 3, right)

5. Lessons learned (Discussion)

During the implementation of our data generation process we had several insights. First and foremost, we realized that the generation of synthetic health data is not a trivial task and most of the tools available do not fulfill the requirements that we anticipate in our use cases. To create data as realistic as possible, we planned to use real patient data to determine all distributions of major interest to our use case. We were able to enrich American anonymized data with German procedure data. At this point, we had met almost all requirements stated above (i.e. requirements necessary for our use case) but we needed more resources than planned. Therefore, during implementation, we decided to omit the consideration of laboratory and measurement distributions. Moreover, as these parameters are highly dependent on very complex patient characteristics. Thus, a discrete concept is necessary to identify important parameters and synthesize fully realistic laboratory data and measurements while keeping calculation time reasonable. This came at the cost of our students not being able to use machine learning algorithms that would deliver realistic results (which was not a primary goal of our course) but only results that corresponded to the realism of our data. To use our approach in a research context focused on German characteristics, we aim to substitute the use of US American patient data by realistic data that is synthesized using distributions of German encounter data. Additionally, we aim to reduce manual effort and the need for medical expertise while becoming more realistic regarding e.g. laboratory data.

One major drawback of our approach is the probable loss of information included in multi-dimensional patterns. In our approach we used the combination of time-dimensional data from the SynPUF data set and combined it with distributions from
German claims data. Most other data was derived randomly or using more simple distributions.

6. Conclusion

With our use case driven approach based on US American and German patient data we were able to synthesize sufficiently realistic hospital claims data within a relatively short period. This data set is useful in an educational context without putting patient privacy at any risk. Despite the given limitations and need for future work, we are very confident that we will be able to provide unrestricted access to realistic German patient data in the near future that can then be used in education and development e.g. of applications of artificial intelligence in medicine. We believe that our use case driven approach enables us to bridge the gap between solutions based on predefined models, calculated distributions and random sampling.
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