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Dear Editor,

We read with interest the article by Bullock et al. [1] on the applicability of machine learning (ML) approaches in sports medicine settings. Overall, we agree with the central thrust of this paper—without sufficient interpretability, ML models are not useful in the sports injury domain. As the authors correctly state, black box models can cause problems. If we cannot establish how a model is making its decisions, and the predictive power is low, there is no value to using these models.

However, we feel there are areas of research within ML that have been overlooked that strongly temper the conclusions that the authors make. In the following, we look at how these are being addressed by the ML community.

1 Claim: ML Models are Black Boxes

This assertion depends on the ML model being deployed. While deep learning and boosting approaches may lack interpretability, simpler models, such as decision trees, can be considered ML and are highly interpretable. Newer modelling techniques, such as explainable boosting machines [2], produce great results with interpretability as a cornerstone of their design.

Explainable artificial intelligence techniques can also be used to open the black box of more complex models. While solutions are not yet perfect, advancements such as LIME [3] and Shap [4] allow us to understand the inner workings of complex multivariate models and can help us unravel our algorithms in an interpretable manner.

2 Claim: Existing Evidence Cannot be Used in ML Models

This statement depends on how a ML model is built. While it is true that neural network architectures can achieve state-of-the-art performances on raw data, there are many applications where this approach is inappropriate. The decision is typically based on the goals of your model, for example, whether you are looking for pure performance, or wish to learn something about the underlying truth in your data. Sometimes, this decision can be made for you, based on the availability and quality of your data, which is often messy and incomplete in sporting environments.

Domain knowledge can be incorporated into ML solutions in a variety of ways:

- informing and defining research questions after data exploration;
- feature selection, identifying and using causal features;
- feature engineering, creating new features based on prior knowledge of injuries, or existing research.
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3 Claim: Models Cannot Provide Insight into (1) What Interventions Should be Implemented and (2) the Magnitude of Those Interventions

A further field of ML, beyond predictive modelling, is that of recommender systems (RS) [5]. Typically, RS help users find items they may like, such as films on Netflix or products on Amazon. However, RS techniques have been used in both sporting and medical domains.

In a sporting context, RS have been used to help athletes train and plan for their events in sports such as running [6, 7]. In a medical setting, RS can be used for diet prescription [8] or to aid sleep [9]. In all of these cases, RS techniques are used to identify the type and magnitude of intervention needed. In fact, early research has evaluated injury mitigation using RS in recreational marathon runners [10].

Currently, a holistic medical solution is not yet available, but significant progress is being made in applying RS to sports injuries. An RS solution need not replace the expertise of a practitioner, and can instead act as a decision-support tool in a human-in-the-loop [11] system.

4 Claim: Robust Model Validation is Critical for ML Solutions to be Useful

We agree with the authors that robust validation of models is needed. Without reliable and correctly implemented validation procedures, ML models should not be trusted. However, we believe that it is practically impossible to have a global model for injuries in sport. Sports injury models are dependent on the context in which they are trained, and will vary depending on team practice. For example, a team may have an excellent hamstring rehabilitation programme, and the model will therefore show a negative relationship between injury risk and previous hamstring injuries. In other teams—or on a global level—this is unlikely to be the case, as we know previous injuries tend to be indicative of future injuries. The model with the negative relationship is therefore only relevant for the team it was trained on but this is not a problem provided it is adding value. Injury risk may be governed by thousands of local models, which is fine provided each is adding useful information.

4.1 Advantages of ML Models

With the above in mind, it is important to highlight a few of the advantages that ML models can provide over more simplistic approaches that the authors are advocating for. ML models:

- are not constrained by the same assumptions as simple models, for example, linear relationships or independence;
- can handle a large number of features to produce a multifaceted model of injury risk;
- are less sensitive to noise than simpler models (they can easily handle missing values, which often occur in sports data, e.g., a device has malfunctioned, or no time to conduct a particular test);
- offer many solutions to address the imbalance in injury data, whereas simple models often only predict the majority class in such situations, which teaches us nothing about injury.

5 Conclusions

Overall, we agree with many of the sentiments of the opinion piece [1]. However, there is an immense amount of work being done within the ML (and sport science) community that addresses precisely the issues and concerns the paper has about ML approaches in the sports medicine field. While further progress is needed, and the current solutions may not suit everybody, injury risk analytics can offer transparency and practical insights to support practitioners in their quest to reduce injury rates. We think there is a clear case for the red card to be rescinded upon appeal and propose it might have been a yellow card at worst.
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