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1. Introduction

Environmental problems are considered in the map of economic policy since the mid-1980s. Natural resources are an important input in the production process (Costantini and Monni, 2006). The use of these natural resources has several impacts on the environment depending upon their usage. Change in atmospheric temperature usually known as global warming has gained attention due to its increasing intensity with each passing year. Rise in world air temperatures on average and melting of snow and ice are a few confirmations of a dangerous atmospheric temperature deviation. Global warming is caused due to the emissions of Green House Gases (GHG) which include water vapors, carbon dioxide, methane, and nitrous oxide, and manmade gases that are used for aerosols.

Environmental topics in economic growth theories have been in the limelight in the literature
recently. Most of the economists and environmentalists ponder on the fact that what contribution does output growth have in increasing environmental degradation. According to the current research, a rapidly growing economy causes more carbon dioxide emission instigating from developing countries (Asumadu-Sarkodie & Owusu, 2016a, 2016c, and 2016d). The effects of environmental degradation on human health are enormous and its hazards are causing social issues (Asumadu-Sarkodie & Owusu, 2016b, and 2016e). Biodegradation has a significant effect on the occurrence of natural disasters and their intensity which leads to a fall in economic growth. (Azam, Khan, Abdullah, & Qureshi, 2016).

Pakistan is one of the affected countries by environmental change issues and has been positioned the seventh position among the most antagonistically influenced nations, the reason being global warming. Among crucial steps taken to control the GHG emissions, the Kyoto Protocol emerged due to Global warming, desertification, and deforestation, and its substantial impact on health. After its dissemination in 1997, the Kyoto Protocol has 84 Signatories and 193 Parties including Pakistan. The target of the Kyoto Protocol is to lessen emissions of GHG and other polluted gases under the United Nations Framework Convention on Climate Change. It elevates and creates rules to facilitate endeavors to lessen the disturbing dimensions of an unnatural weather change and to conquer the related issues. Besides, the convention proposes the fact that highly industrialized nations which are including 37 European communities which need to reduce their total emissions by 0.5 percent. Pakistan has likewise marked the climate change convention in 1992 and has endorsed the Protocol in 2005 (GOP, 2003).

Table 1 shows the decade wise situation of Pakistan in terms of Sectoral Growth, Environmental Degradation, and few other variables used in this study. This table illustrates that agriculture sector growth was increasing till the 1990s but after this, it is declining as 2.09 percent. On the other side, industrial sector growth was maximum in the 1970s but after that, it starts declining up to 1990s decade. In the 2000s, it increased slightly and then again declines in the 2010s decade. Considering Services sector growth, it is seen that from the 1970s to 2010s, this sector is continuously declining in Pakistan.

Talking about Growth of Exports, Pakistani export was increased in the 1980s and then declined in 1990s, then again it increased in the 2000s and 2010s decade, it was minimum. Similarly, the growth of energy is also being reduced in Pakistan during these decades. The population growth rate is declining in Pakistan from the 1970s to the 2010s decades.Carbon Dioxide Emission growth has also reduced in Pakistan as evident from table 1.

**Table 1: Average growth rate (decade wise analysis)**

| Variable                  | 1970's | 1980's | 1990's | 2000's | 2010's |
|---------------------------|--------|--------|--------|--------|--------|
| Agriculture sector growth | 2.91   | 4.07   | 4.54   | 2.62   | 2.09   |
| Industry sector growth    | 7.06   | 6.62   | 4.50   | 4.90   | 4.60   |
| Services Sector Growth    | 7.06   | 7.76   | 4.19   | 5.80   | 4.03   |
| Growth of Exports         | 5.27   | 8.82   | 5.15   | 7.78   | 1.94   |
| Growth of energy use      | 1.35   | 2.32   | 1.51   | 0.78   | 0.58   |
| Population growth         | 3.18   | 3.10   | 2.24   | 2.25   | 2.00   |
| CO2 emission growth       | 6.88   | 7.92   | 4.57   | 4.31   | 0.77   |

The increasing focus on the growth nexus has compelled us to divert our attention to the externalities offered along with the growing economy. Environmental degradation has been quiet in discussion for a few years. There are many indicators used as proxies for environmental degradation most important being the resource footprints including Sulphur dioxide (So₂), carbon dioxide (CO₂),
nitrogen oxides, etc. A valid concern is the carbon dioxide delivered from non-renewable energy sources (fossil fuels). Carbon dioxide levels in the air are rising and raising the temperature of Earth, which undermines wide environmental change. This is the reason that Carbon dioxide is used in the majority of studies as an indicator of environmental degradation.

Although this theme of research isn't broadly utilized in the scholarly and research field, the present investigation follows the sequential sensible illustration from past examinations and utilize new factors and their combinations which were not engaged previously. These include sectoral growth (agriculture, industry, and services sectors) along with some other variables which are total population, exports, and energy use. The objective of this study is to check the impact of Sectoral Growth (Agriculture, Industry and Services Sector) on Environmental Degradation in Pakistan.

2. Literature Review

The issue of environmental degradation with economic growth has been in discussion by many socio-economists and environmentalists as well. Vast writing is accessible on the attempted issue at national and international dimensions that are associated with various developed, developing and underdeveloped countries.

Ecological modernization theory attempted to shed some light upon the fact that in what way do the different institutions and social sectors incorporate concerns related to the environment into their daily working leading to the development and their relationship with the outer world (Mol et al., 2009). This theory is based on an old concept discussed in environmental economics which says that the growth of income has a damaging impact on the environment but further it argues that income growth is capable of reduction of this damage in issues like these (Grossman and Krueger, 1991). Moreover, amid prior phase or times of economic development, environmental damage rises, however as development achieve a specific position, the community starts giving more importance to the natural environment which reduces the damage caused.

The phenomenon of the EKC hypothesis gives a summary of the dynamically changing process. But it does not give any clear indication of the time frame. The impact of Economic growth can be explained in three different ways: technological effect, composition effect, and scale effect (Grossman and Krueger, 1991). Scale effect, exhibited by the economic growth has an inverse relationship with the environment which can be observed by the fact that to increase the output produced, more natural resources have to be used which ultimately contributes to increasing the waste and emission of harmful gases, resultantly worsening the damage to the environment. On the other hand, the composition effect leads the economic growth to have a direct impact on the environment: it happens as a consequence of the changing structure of the economy and the transition towards a cleaner environment due to increment in the incomes of the people. As the nation becomes wealthy, it becomes able to promote the R&D (research & development) activities easily by spending more in this sector (Komen et al 1997) which compels to believe that with economic growth leading it’s way higher, technology improves in the respective nation due to which the tattered machines could be replaced by latest technology utilizing machinery; ultimately improving the environment. This fact gives the technique effect of economic growth. It is suggested by the EKC phenomenon that the direct impact of composition effect along with technique effects out weights the impact of scale effect which is negative and is prevalent in the initial stages of growth which lowers the emissions of the polluting gases (Vukina et al 1999)

The Environmental Kuznets Curve display has evoked clashing responses commencing from specialists and the policymakers. There are multiple factors from the context of economic development
that govern the shape of the Environmental Kuznets Curve. Proper insight and attention are needed to analyze those factors rather than focusing on a single factor (Ezzati et al, 2001). The interdependency of these factors makes it hard to agree on the most important factor which governs the shape of the curve. This analysis of the EKC hypothesis is thus to be cautious of due to some deficiencies it offers.

Munir and Khan (2014) checked what impact does energy consumed by fossil fuel has on CO\textsubscript{2} emissions for the country of Pakistan. Long-term results were estimated using Johanson co-integration approach while the short-run relationship was verified using the Vector Error Correction model. Various variables were used during the analysis such as industrial value growth, financial development, energy consumption by fossil fuels, GDP, GDPSQ, and trade openness. The results concluded the presence of a positive relationship between industrial value growth, fossil fuel consumption, GDP, trade openness, and carbon dioxide emissions while an inverse relationship between financial development, GDP square, and carbon dioxide emissions. The study recommended that Pakistan needed to devise a broad scope of environmental strategies that would give impetuses to industries to take on innovations, which could assist in lessening the environmental contamination.

Cole and Neumayer (2004) investigated the question that how do demographic factors impact air pollution. The research was carried out using two pollutants i.e. carbon dioxide (CO\textsubscript{2}) and sulfur dioxide (SO\textsubscript{2}). The CO\textsubscript{2} sample covered 86 countries using data for 24 years (1975 to 1998) while the SO\textsubscript{2} sample covered 54 countries using data for 20 years (1971-1990). The study used ordinary least squares (OLS) and panel-corrected standard errors to estimate the long term results. Variables used in the study as independent were GDP, manufacturing, energy, population, household size while CO\textsubscript{2} and SO\textsubscript{2} were used as a dependant. The estimation results showed a positive relationship of CO\textsubscript{2} with GDP, energy, and population while a negative relationship with manufacturing and household size. The results suggested that for both pollutants an increasing share of global emissions will be accounted for by developing countries.

Kahuthu (2006) observed and analyzed the relationship between economic growth and environmental degradation globally for 84 countries. The analysis was made using panel data over the period from 1960 to 2000. Long run estimates were made using the OLS method of estimation. To portray the effect of environmental degradation, CO\textsubscript{2} emissions and deforestation were used as dependant variables while GDP per capita was used as an independent variable. The long-term results concluded in the confirmation of the EKC model in case of CO\textsubscript{2} emissions moreover the high interaction of countries with the international markets increases the expectation of carbon dioxide emission and a faster process of deforestation.

Ang (2007) investigated the fundamental relationship between three factors i.e. energy consumption, output, and pollutant emissions (carbon dioxide emissions) in France. The research was carried out making use of data in time series over the time from 1960 to 2000 using co-integration analysis. Commercial energy use, the per capita real GDP, and its square were used as independent variables while the dependant variable used was carbon dioxide emissions. Results indicated that the higher the energy use higher CO\textsubscript{2} emissions. Moreover, growth of output contributes to CO\textsubscript{2} emissions and energy consumption to show causal links in the long run.

Ozcan (2013) checked the EKC hypothesis for the case of 12 Middle East countries over the period from 1990 to 2008 by employing panel data methods particularly panel cointegration and FMOLS methods. The variables used were energy consumption, GDP, and GDP square as independent whereas CO\textsubscript{2} was used as a dependant variable. The study concluded by providing evidence favorable to five Middle East countries. Moreover, for UAE, Egypt, and Lebanon inverted U-shaped EKC was found.
whereas no association was established between $\text{CO}_2$ emissions and real output for the other four countries included in the Middle East. It was suggested sustainable growth policies need to be arranged to reduce the rate of emissions of pollutants.

Acar and Tekce (2014) analyzed the relationship between economic development and industrial pollution in selected Mediterranean countries. The analysis used panel data over the period from 1971-2010. The technique used to calculate long term results were panel fixed-effects estimations. Two empirical models were used. Model 1 incorporated GDP per capita as an independent variable while model 2 incorporated Industry value-added, Trade, Population density, urban population, and Energy use as an independent variable. The dependant variable used was per capita industrial $\text{CO}_2$ emissions for both the models used. The study resulted in the positive effect of industry, urbanization, population density, and energy while the negative effect of GDP in cubic form and positive in quadratic form.

Sbia et al. (2014) inspected the behavior of economic growth, electricity consumption, and urbanization to environmental degradation for the United Arab Emirates. The study used many variables such as real GDP, electricity consumption, urban population, and exports which were the independent variables while $\text{CO}_2$ emissions were used as a dependant variable. The analysis concluded that EKC existed as GDP revealed a positive sign while GDP square varied negatively with $\text{CO}_2$ emissions. Moreover, with a rise in energy consumption and exports the $\text{CO}_2$ emissions fell showing a negative relationship. With an increase in urbanization, $\text{CO}_2$ emissions decreased. It was suggested according to the fact that electricity consumption impacts negatively on $\text{CO}_2$ emissions, more energy-efficient technology must be adopted which not only will produce more clean energy but also cut $\text{CO}_2$ emissions.

Ahmed et al. (2017) studied the relationship between carbon dioxide emissions ($\text{CO}_2$) and economic growth in Croatia. Independent variables used were GDP and its square while carbon dioxide emissions as a dependant variable. The GDP coefficient had a positive sign while the GDP square varied negatively. Thus the presence of EKC was confirmed for Croatia in long run. The study suggested that the Croatian government ought to urge development and improvement to handle $\text{CO}_2$ emissions. To get better economic growth, less effective innovations ought to be expelled from production parts with environmentally safe and harmless technologies.

Most of the researchers suggest the use of environment-friendly techniques for production in every production sector moreover promote and develop organic agriculture and the use of renewable energy instead of non-renewable energy is suggested. The analysis improves on the conventional analysis by not only using the separately analyzed impact of the growth of sectors as proxies of the composition effect, in a single model but also by incorporating additional explanatory variables such as total population, energy use, and exports of goods and services. As per our knowledge few of the previous studies used sector-wise growth including agriculture, services, and industry sectors.

3. Data and Methodology

This section comprises all the necessary information related to data, its collection, and the utilization of explicit methods or systems used to recognize select, process, and break down data to understand the issue. For analysis, the selection of data is very necessary and this study considers the time series data of Pakistan over the period from 1972 to 2017 which was collected from World Development Indicators provided on the official website of the World Bank Organization. The analysis of the study is done using ARDL methods of estimation followed by ARDL Bound Test, ARDL long run, ARDL Short-run, and some Diagnostic Analysis, etc. For examining the objective of the study, the following model is formulated,
Model 1

\[
\text{Carbon Dioxide Emission} = f \left( \text{Agriculture Sector,Industrial Sector,} \right. \\
\left. \text{Services Sector,Population,Energy,Exports} \right)
\]

Or econometrically, it can also be written in the form of the equation as

\[
\text{CO}_2 = \alpha + \beta_1 \text{RAGR} + \beta_2 \text{RSER} + \beta_3 \text{RIND} + \beta_4 \text{POP} + \beta_5 \text{EN} + \beta_6 \text{REXP} + \delta
\]

Where \(\alpha\) is the intercept, \(\beta_i\)'s are vectors of coefficient and \(\delta\) is the stochastic error term. Taking the natural log on both sides,

\[
\text{LCO}_2 = \alpha + \beta_1 \text{LRAGR} + \beta_2 \text{LRSER} + \beta_3 \text{LRIND} + \beta_4 \text{LPOP} + \beta_5 \text{LEN} + \beta_6 \text{LREXP} + \delta
\]

Where,

\[
\begin{align*}
\text{LCO}_2 & = \text{log of carbon dioxide emissions (Dependent variable)} \\
\text{LRAGR} & = \text{log of real agriculture value-added} \\
\text{LRSER} & = \text{log of real services value-added} \\
\text{LRIND} & = \text{log of real industry value-added} \\
\text{LPOP} & = \text{log of total population} \\
\text{LEN} & = \text{log of energy use} \\
\text{LREXP} & = \text{log of real exports of goods and services}
\end{align*}
\]

Table 2: Description of variables

| Variables | Description                  | Measurement | Expected Relationship |
|-----------|------------------------------|-------------|-----------------------|
| Co\(_2\)  | Carbon dioxide emissions     | (Co\(_2\) emissions) | Dependent variable    |
| AGR       | Agriculture value-added      | Rupees      | Negative              |
| IND       | Industry value-added         | Rupees      | Positive              |
| SER       | Services value-added         | Rupees      | Negative              |
| EXP       | Exports                      | Rupees      | Negative              |
| POP       | Total population             | Number      | Positive              |
| EN        | Energy use                   | kg          | Positive              |

4. Results and Discussions

4.1 Unit Root test

The results of table 3 reveal that CO\(_2\) Emissions (LCO\(_2\)) and population (LPOP) are uncovered as stationary at a level or I(0) and the variables obtained stationary at first difference or I(1) are agriculture sector output (LRAGR), services sector output (LRSER), industrial output (LRIND), energy use (LEN) and exports (LREXP) are stationary at the first difference I (1) so it may be decided that ARDL (Autoregressive and Distributed Lag model) will be applied for results.
Table 3: ADF test results

| Variables                          | Unit root test in | Test Equation Included in | t-Statistics | Probability | Remarks |
|------------------------------------|-------------------|---------------------------|--------------|-------------|---------|
| Co₂ Emission (LCO₂)               | Level             | Intercept                 | -3.681234    | 0.0077      | I(0)    |
| Agriculture value added (LRAGR)    | Level             | Intercept                 | -0.817773    | 0.8043      | I(1)    |
|                                   | 1<sup>st</sup>    | difference               | -1.778940    | 0.6983      |         |
| Industry value added (LRIND)       | Level             | Intercept                 | -2.409698    | 0.1448      | I(1)    |
|                                   | 1<sup>st</sup>    | difference               | -1.169922    | 0.9046      |         |
| Services value added (LRSER)       | Level             | Intercept                 | -5.01566     | 0.0002      | I(1)    |
|                                   | 1<sup>st</sup>    | difference               | -8.110273    | 0.0000      |         |
| Population (LPOP)                 | Level             | Intercept                 | 1.313825     | 0.6151      | I(1)    |
| Exports of goods and services (LREXP) | Level         | Intercept                 | -1.021604    | 0.9306      |         |
|                                   | 1<sup>st</sup>    | difference               | -6.847167    | 0.0000      |         |
| Energy use (LEN)                   | Level             | Intercept                 | -2.539455    | 0.6151      | I(1)    |
|                                   | 1<sup>st</sup>    | difference               | 0.520892     | 0.9991      |         |

4.2 ARDL Bounds Test

Table 4 shows the results of the ARDL bound test along with calculated and critical values. In the table, the calculated value of the F-statistic is 6.293477 which is greater than the value of upper bound critical value at 1 percent so it may be concluded that there exists a long-run/ cointegrating relationship between the variables.

Table 4: Result of the ARDL bounds test

| Test Statistics | Value       | K  |
|-----------------|-------------|----|
| F-statistic     | 6.293477    | 6  |

| Level of Significance | Lower Bound | Upper Bound |
|-----------------------|-------------|-------------|
| 10%                   | 2.1230      | 3.2324      |
| 5%                    | 2.4512      | 3.6121      |
| 2.5%                  | 2.7504      | 3.9932      |
| 1%                    | 3.1522      | 4.4344      |

Null Hypothesis: long-run relationship does not exist

4.3 ARDL Long-run

ARDL long run results are provided in table 5 in which names of variables are shown in the 1<sup>st</sup> column, coefficient values are given in the 2<sup>nd</sup> column, column 3 gives values of standard error, and column 4 shows the values of t-statistic while the 5<sup>th</sup> column gives the probability values.

The agriculture sector output is inversely related to Co₂ emissions. This may be since the agriculture sector is less polluting as compared to the manufacturing and industrial sector in Pakistan.
Moreover, cultivation of crops involves more plantation and plants photosynthesize through which they absorb CO\textsubscript{2} from the atmosphere which in turn reduces CO\textsubscript{2} emission from the environment. This result is also reached by Jebli and Youssef (2015). Almost, CO\textsubscript{2} emissions will reduce by 1.55 percent due to expansion in agriculture sector output by one percent.

The industrial sector output is directly connected with CO\textsubscript{2} emissions. The reason behind this may be the industries which are being operated using heavy machinery and the raw material which is used is composed of chemicals which are used to make synthetic products for example rubber, textile fiber, etc. The production process of industrial goods involves high carbon dioxide emissions that can be generated by the heating process or by the burning of fuel used by heavy machinery. This result is already concluded by Mulali and Ozturk (2015). Nearly, CO\textsubscript{2} Emmission will augment by 2.35 percent due to expansion in industrial sector output by one percent.

Services sector output is inversely correlated with CO\textsubscript{2} emissions. As confirmed by Anis Omri (2018), the sign of services sector output can vary depending on the financial condition of the respective country. It is expected to be positive for the case of countries that are included in high-income earners while negative for the case of countries lying in the low-income category. This may be due to the reason that high-income countries mostly rely on the output of services and industry for enhanced growth and development as compared to low or middle-income countries. These sectors use more energy so results in high CO\textsubscript{2} emissions. As Pakistan is a middle-income country, most of the earning potential is directed towards the services sector which requires human capital mostly so it is less polluting as compared to the industrial sector. Moreover, the findings of Fried et al (2005) also showed the same effect of services sector output with carbon dioxide emission in Austria. About, CO\textsubscript{2} Emmission will decline by 2.08 percent due to expansion in the services sector output by one percent.

Table 5: Long Run Results

| Variables               | Coefficients | Standard Error | t-Statistic | Probability |
|-------------------------|--------------|----------------|-------------|-------------|
| Agriculture Sector Output | -1.546971    | 0.539360       | -2.868158   | 0.0241      |
| Industrial Sector Output | 2.365219     | 0.850862       | 2.779793    | 0.0273      |
| Services Sector Output  | -2.086130    | 1.061249       | -1.965731   | 0.0901      |
| Exports                 | -0.910531    | 0.312817       | -2.910744   | 0.0226      |
| Population              | 3.771899     | 1.519850       | 2.481757    | 0.0421      |
| Energy Consumption       | 3.010516     | 0.567957       | 5.300607    | 0.0011      |
| Constant                | -14.719430   | 2.529429       | -5.819271   | 0.0007      |

The coefficient value of exports is -0.910531 which says that with a 1 percent increase in the exports may fall CO\textsubscript{2} emissions by 0.910531 percent. A similar result is also reached by Shahbaz et al (2014). The reason for this inverse relationship maybe that foreigners demand environment-safe products so the exports must meet the necessary safety requirements specified by ISO (international organization for standardization). Pakistan being an agrarian country mostly exports agricultural goods, the production of which contributes less to CO\textsubscript{2} emissions. In this context, if the exports of Pakistan rise, the emission of CO\textsubscript{2} reduces.

The probability value of population (POP) is 0.0421 which is less than 0.10 with a value of coefficient as 3.771899 which may be interpreted as with 1 percent increase in the total population of a country, CO\textsubscript{2} emissions increase by 3.771899 percent. This shows that the growth total population (POP) is directly related to CO\textsubscript{2} emissions. This result is also reached by Cole and Neumayer (2004). The justification behind the positive relationship between total population (POP) and carbon dioxide
emission (Co2) might be that with the increase in the population of a country the demand for more facilities (e.g. construction of new houses, transportation facilities, etc) increase, the production of which requires more energy which in turn increases the Co2 emissions.

The value of the coefficient of energy use is 3.010516 which says that with a 1 percent rise in the growth of energy use (EN) Co2 emissions increase by almost 3.010516 percent. This means that energy use in terms of growth is positively linked to Co2 emission. This may be due to the reason that to increase the real output more energy is needed and using more energy results in more carbon dioxide emissions (Co2). This result was also reached by Apergis and Payne (2010).

4.6 ARDL Short-run

In the short-run results of ARDL, COINTEQ is the important term that is associated with a negative sign and probability value less than 0.10 presenting convergence towards long-run results in a response of any problem/ disequilibrium in short-run results or scenario.

Table 6: ARDL Error Correction Model

| Variables          | Coefficients | Standard Errors | T-Statistic | Probability values |
|--------------------|--------------|-----------------|-------------|--------------------|
| D(LCO2(-1))        | -0.745067    | 0.399480        | -1.865093   | 0.1044             |
| D(LCO2(-2))        | -0.346371    | 0.375108        | -0.923390   | 0.3865             |
| D(LCO2(-3))        | 0.260936     | 0.235381        | 1.108569    | 0.3042             |
| D(LRAGR)           | -0.724743    | 0.217750        | -3.328332   | 0.0126             |
| D(LRAGR(-1))       | -0.110128    | 0.153016        | -0.719718   | 0.4950             |
| D(LRIND)           | 1.005053     | 0.344933        | 2.913767    | 0.0126             |
| D(LRIND(-1))       | -0.423421    | 0.191561        | -2.210373   | 0.0628             |
| D(LRIND(-2))       | -0.052264    | 0.177303        | -0.294771   | 0.7767             |
| D(LRIND(-3))       | -0.224620    | 0.229353        | -0.979365   | 0.3600             |
| D(LRSER)           | -0.940202    | 0.466950        | -2.013498   | 0.0839             |
| D(LRSER(-1))       | -0.090239    | 0.391756        | -0.230344   | 0.8244             |
| D(LRSER(-2))       | 0.517712     | 0.318320        | 1.626386    | 0.1479             |
| D(LRSER(-3))       | 0.919047     | 0.360270        | 2.550997    | 0.0380             |
| D(LREXP)           | -0.048065    | 0.053039        | -0.906236   | 0.3949             |
| D(LREXP(-1))       | 0.334929     | 0.096880        | 3.457136    | 0.0106             |
| D(LREXP(-2))       | 0.082952     | 0.045306        | 1.830949    | 0.1098             |
| D(LREXP(-3))       | 0.199099     | 0.060975        | 3.265243    | 0.0138             |
| D(LPOP)            | -0.562743    | 0.625068        | -0.900291   | 0.3979             |
| D(LPOP(-1))        | 0.419193     | 0.615011        | 0.681603    | 0.5174             |
| D(LPOP(-2))        | -2.214296    | 0.952624        | -2.324419   | 0.0530             |
| D(LPOP(-3))        | -2.946230    | 0.776310        | -3.795172   | 0.0068             |
| D(LEN)             | 1.554827     | 0.363828        | 4.273522    | 0.0037             |
| D(LEN(-1))         | 0.388663     | 0.342927        | 1.133371    | 0.2944             |
| D(LEN(-2))         | -0.360898    | 0.366863        | -0.983739   | 0.3580             |
| D(LEN(-3))         | -0.760775    | 0.379938        | -2.002368   | 0.0853             |
| CointEq(-1)        | -1.022311    | 0.359600        | -2.842913   | 0.0249             |

Cointeq = LCO2 - (-1.5470*LRAGR + 2.3652*LRIND -2.0861*LRSER -0.9105*LREXP + 3.7719*LPOP + 3.0105*LEN -14.7194 )
4.7 Diagnostic Statistics

After analyzing the econometric results, it is necessary to check the validity of the results. For this purpose there is a need to apply various diagnostic statistics which are given below;

1) Serial Correlation LM test
2) Normality Test
3) Ramsey Reset Test
4) CUSUM and CUCUMSQ Test

4.7.1 Serial Correlation test

Table 7 provides the results of the Breusch-Godfrey Serial Correlation LM test to identify the issue of autocorrelation enlightening 0.702410 as the value of F-statistics with 0.4341 as its probability value. It indicates that there is no problem of autocorrelation found in the given model.

Table 7

| Test Statistic   | Probability   | Test Statistic    | Probability |
|------------------|---------------|-------------------|-------------|
| F-statistic      | 0.702410      | Prob. F(1,6)      | 0.4341      |
| Obs*R-squared    | 4.191984      | Prob. Chi-Square(1)| 0.1406     |

4.7.2 Normality Test

Figure 1 shows the results of the Jarque-Bera normality test to understand the normality of residuals of the model. The results of the normality test show that the probability value is 0.817931 which is greater than 0.10 which confirms that residuals of the regression model are normally distributed.

Figure 1: Normality Test

4.7.3 Model Specification Test

Table 8 displays the outcome of the Ramsey Reset Test conducted for checking the correct specification of the model. The F- statistics of the Ramsey Reset Test is 0.070217 along with the probability value of 0.7999 which verifies that our ARDL model is correctly specified.
Table 8: Ramsey RESET rest

| Test Statistic | Values   | Degrees of freedom | Probability values |
|----------------|----------|--------------------|--------------------|
| T-stat.        | 0.264986 | 6                  | 0.7999             |
| F-stat.        | 0.070217 | (1, 6)             | 0.7999             |

4.7.4 Dynamic Stability Test

Figures 2 and 3 report CUSUM-Cumulative sum of recursive residuals and CUSUMSQ-Cumulative sum of squares of recursive residuals respectively which examine the dynamic stability of ARDL models. It can be seen clearly that the lines fall between the critical bound lines depicted by red-colored lines in both the graphs. This shows that the model is dynamically stable.

Figure 2: CUSUM Test
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Figure 3: CUSUMSQ Test
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5. Conclusions and Policy Implications

To check the impact of sectoral growth on environmental degradation in Pakistan, time-series data is used over the period from 1972 to 2017 which is obtained from World Development Indicators (WDI). The data is carried out by econometric analysis consisting of ARDL testing approach and the model is obtained in the log-log form to account for elasticities.

ADF-Unit root test is applied to check the stationarity of variables which furnishes that CO2 emission (LCO2) and population (LPOP) are stationary at a level or I(0) while agriculture sector output (LRAGR), services sector output (LRSER), industrial output (LRIND), energy use (LEN) and exports (LREXP) are stationary at first difference or I(1) so the technique used here is ARDL (Autoregressive distributed lag approach).

ARDL Bounds test validates the evidence of the existence of long-run relationship/ Cointegration among variables. The results of ARDL long-run state that the elasticities of CO2 Emission about agriculture value-added, industry value-added, services value-added, exports, population, and energy use are -1.55, 2.36, -2.09, -0.91, 3.77, and 3.01 respectively. The ARDL long-run result points out that Industry value-added, population, and energy use have been discovered as increasing Carbon Dioxide Emissions (CO2 Emissions) in the long run while agriculture value-added, services value-added, and exports are negatively related to CO2 Emissions in Pakistan. Diagnostic analysis of the model authenticates that ARDL results are not having any problem of Autocorrelation, Model Misspecification, Abnormality of residuals, Dynamic instability of the model.

Keeping in view the results it is suggested that Pakistan needs to make its industry sustainable by replacing the old capital stock with new and energy-efficient capital. Moreover, it is favorable to replace less efficient technologies with environmental-friendly technologies to make the production process less polluting. Pakistan should also promote the use of organic agriculture which is more environmentally friendly. Promoting Agriculture would not only help in increasing the development of renewable energy but would also reduce Co2 emissions. Promotion of environment-friendly products meeting the international standards produced via environment safe procedures using the latest technology and enhancing the service sector growth using appropriate policies is suggested.
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