Numerical Investigation of the Turbulent Flame Propagation in Dual Fuel Engines by Means of Large Eddy Simulation
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Abstract: Dual fuel combustion depicts a possible alternative to reduce emissions from large engines and is characterized by injecting a small amount of diesel fuel into a lean natural gas–air mixture. Thereby, the presence of autoignition, diffusive and premixed combustion determine the high complexity of this process. In this work, an Extended Coherent Flame Model was adapted to consider the effect of natural gas on the ignition delay time. This model was afterward utilized to simulate 25 consecutive engine cycles employing LES. In this framework, the ensemble-average flow field was compared to a RANS solution to assess the advantages of LES in terms of the prediction of the in-cylinder flow field. A detailed investigation of the heat release characteristic showed that natural gas already highly contributes to the heat release at the beginning of combustion. Furthermore, a methodology to investigate the turbulent combustion regimes was utilized. It could be ascertained that the combustion mainly occurs in the regime of thin reaction zones. Possible triggers of cycle-to-cycle variations were determined in the velocity fluctuations in the cylinder axis direction and the flame formation in the gaps between the spray plume. The findings support the understanding of dual fuel combustion and serve as a basis for developing future combustion models.
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1. Introduction

The reduction in pollutant and greenhouse gas emissions is one of the most critical issues in the maritime transport sector. A replacement of the internal combustion engine in this area is not foreseeable in the short term and raises the need for cleaner and more efficient engines. Engine manufacturers have to fulfill stricter legal requirements while simultaneously satisfying customer demands for qualities such as performance, durability and low total cost of ownership. The introduction of the so-called Emission Controlled Areas (ECAs) by the International Maritime Organization (IMO) with stringent requirements concerning the emissions of nitrogen and sulfur oxides have further tightened this issue. Inside the ECAs, ships have to comply with the IMO Tier III, limiting the emissions of nitrogen oxides in an area from 2.0 to 3.4 g/kWh depending on the engine’s nominal speed [1]. These limits are virtually impossible to meet with conventional diesel engines without additional exhaust after treatment. Dual fuel engines depict an interesting alternative due to their low engine-out emissions of nitrogen oxides. Furthermore, they provide the opportunity to react to the local availability and prices of liquified natural gas [2]. The combustion of natural gas is additionally favorable due to the lower specific emissions of greenhouse gases [3].

The combustion process is based on the simultaneous combustion of diesel and natural gas. A small amount of diesel fuel is injected into a lean natural gas–air mixture close to the top dead center and starts the combustion by autoignition. Subsequently, the diffusive diesel combustion transitions into premixed natural gas combustion. This process...
is susceptible to the energetic diesel share and the physical properties of the cylinder charge. The additional occurrence of knocking and flame quenching contributes to the high complexity of this combustion process [4,5]. Furthermore, cycle-to-cycle variations (CCVs), known from spark-ignited engines, can be observed for small amounts of pilot fuel. The investigation of these variations is crucial to ensure stable engine operation and reduce the emissions of unburnt hydrocarbons by incomplete combustion. The emission of unburnt methane, in particular, should be avoided due to its high global warming potential. The origin of these fluctuations in the case of dual fuel combustion is not finally clarified. One source is represented by the accuracy of the pilot injection, which is frequently located in the ballistic operating range of the injector subject and, therefore, prone to fluctuations of the individual shots [6]. However, not all of the observed CCVs can be related to the pilot injection. The stochastic character of the turbulent flow field inside the cylinder certainly has a high contribution to the occurrence of CCVs [7].

Computational fluid dynamics can provide a deeper insight into the ongoing processes during dual fuel combustion. Various modeling approaches to describe the ignition and the flame propagation in dual fuel engines have been presented in recent decades to address this issue. The main challenge here is to describe the interaction of the two fuels during autoignition and turbulent combustion. In the case of autoignition, the use of detailed reaction chemistry is able to correctly predict the ignition delay and the formation of the first flame structures, as shown by the authors in [8]. It further offers a deeper insight into the ongoing chemical processes during the autoignition of the pilot fuel, which several authors have investigated through spray simulations [9–12]. In terms of flame propagation, the direct integration of detailed chemistry is somehow limited due to an insufficient resolution of the flame front. The flame front thickness in a lean natural gas–air mixture under engine-like conditions is usually in the range of a few hundred micrometers [13], which raises the need for computational cells with a size one order of magnitude below the size that is usually used to resolve the combustion chamber to ensure an appropriate resolution of the flame front. To overcome the resulting overwhelming computational effort, some authors applied an adaptive mesh refinement to increase the local resolution in the vicinity of the flame front to generate reasonable results within certain limits [14–18]. However, the predicted burn rates are very sensitive to the selection of the reaction mechanism and sometimes need some additional adaptation of single reaction rates [17].

The tremendous computational effort involved in using detailed chemistry can be reduced by using tabulated chemistry in the framework of flamelet-generated manifolds presented by the authors in [19]. They achieved good predictivity of the model in terms of burn rate for small pilot fuel amounts in combination with a significant reduction in computational effort. Another evident approach regarding flame propagation in premixed lean mixtures is applying a combustion model such as the Extended Coherent Flame Model (ECFM). Eder et al. [20] adapted an ECFM model specifically for dual fuel combustion by adding tabulated ignition delays and laminar flame speeds depending on the mixture fraction of the two fuels. Decan et al. [21] also presented a model of this type in terms of dual fuel combustion. The advantage of these models is their reliability in terms of flame propagation, which is given through years of dedication in SI engines.

Despite the many approaches to describe dual fuel combustion, some research is needed to improve the understanding of the physical phenomena occurring during heat release, in order to improve the combustion process modeling further and receive a model with a high predictivity over a wide range of engine operating points. The same applies to the occurrence of cycle-to-cycle variations (CCV), which are usually investigated using multicycle Large Eddy Simulations (LES). This kind of simulation requires a high spatial resolution and discretization schemes of at least second-order accuracy in space and time. Furthermore, a sufficient number of engine cycles has to be calculated to achieve expressive results regarding the fluctuations of the turbulent flow and the combustion, further increasing the computational effort. A lot of work has been carried out in the past
in the field of SI engines, for example, in [22–26], while in terms of dual fuel engines, there are fewer reports available in the literature.

In the present study, the physical phenomena and CCVs occurring during dual fuel combustion were investigated utilizing large eddy simulations of a single-cylinder research engine. For this purpose, an ECFM model was adapted to consider the effect of natural gas on the ignition delay of the pilot fuel. The injection and the ignition of the pilot fuel have been investigated in detail in a previous study [8], which serves as a basis for the present work. The simulations were validated against experimental data from an engine test bench. Furthermore, a detailed evaluation of the in-cylinder flow field, received from the LES simulations, was carried out and the findings were compared with a RANS solution. Based on the simulation results, a detailed analysis of the heat release characteristic was performed to ascertain the participating regions in the combustion chamber and elucidate the transition from diesel to gas combustion. Furthermore, the physics of the turbulent flame were studied based on a temporal evaluation of the combustion regimes in the vicinity of the flame front. The LES simulations were also utilized to investigate the origin of CCVs and their connection to the turbulent flame structures. The applied methodology gives a deeper insight into the combustion regimes occurring during heat release in terms of dual fuel combustion. The findings contribute to a better understanding of the turbulent dual fuel combustion and may serve as a basis for the further development of combustion models.

2. Computational Method

The computational model of the investigated research engine was built up in the commercial CFD code AVL FIRE™ (R2018.1, AVL List GmbH, Graz, Austria). The moving mesh was generated using the integrated automatic mesh generation tool, providing a hexahedral mesh of the engine geometry. The meshing process, the numerical setup and the applied model are explained in detail in the following subsections.

2.1. Mesh Generation

The single-cylinder research engine can be classified as a large high-speed engine with a bore diameter of 170 mm and a stroke of 210 mm. The specifications of the research engine are listed in Table 1. A correct prediction of the in-cylinder flow field requires the modeling of the gas exchange system, so the computational mesh needs to comprise the combustion chamber, the intake and exhaust ports and a part of the intake manifold. A schematic diagram of the included parts of the gas exchange system is depicted in Figure 1a. The sizes of the computational cells selected for the meshing procedure are in the range of 0.125 mm in the vicinity of the injector nozzle to 4 mm in the intake manifold. The combustion chamber is resolved with 0.5 mm cells to ensure a sufficiently fine resolution for the LES. According to Pope [27], the turbulent structures containing 80% of the turbulent kinetic energy should be resolved to achieve a high quality of the LES solution. It is additionally necessary to integrate local refinements in the spray area to correctly capture the propagation of the pilot fuel and the formation of the initial flame structures. The applied refinement structure is depicted in Figure 1b and consists of two additional conical refinements starting with a cell size of 0.125 mm close to the injector tip and a length of 20 mm in the spray axis. A second refinement with a cell size of 0.25 mm and a length of 50 mm supplements the first one and ensures an appropriate resolution in the far-field of the spray. Seven of these structures are integrated into the mesh to capture all spray plumes of the used seven-hole injector. The mesh boundaries are equipped with three boundary layers starting with a first-layer thickness of 0.0075 mm and a layer compression ratio of 1.5. Overall, the cell number of the mesh reaches a maximum of $1.2 \times 10^7$ at BDC.
Table 1. Specifications of the research engine.

| Specification          | Value          |
|------------------------|----------------|
| Bore                   | 170 mm         |
| Stroke                 | 210 mm         |
| Displacement           | 4960 cm³       |
| Compression ratio      | 13.25          |

2.2. Numerical Setup

An accurate depiction of the gas exchange process and the in-cylinder flow field after the closing of the intake valves requires an appropriate selection of the boundary conditions at the inlet and the outlet of the computational domain, shown in Figure 1a. The crank angle resolved mass flow and temperature were specified for the inlet boundary, while the crank angle resolved pressure was specified at the outlet. The necessary data for this purpose were derived from 0D/1D simulations of the engine process that were fed with the experimentally determined pressure and temperature signals. The pressure signals were recorded by three pressure transducers in the intake manifold, the exhaust port and the cylinder head. The temperature was measured in the intake manifold and the exhaust port.

The data from the 0D/1D simulations were also utilized to initialize the flow field of the CFD simulations. The starting point of the simulations was set to the point at which the exhaust valves began to open. For the LES multicycle calculations, a first engine cycle was simulated to precondition the flow field and remove initialization errors. Thereby, the timestep was set to 0.1 °CA during the gas exchange, the compression and the expansion stroke. During the injection, the timestep was decreased to 0.02 °CA to accurately capture the spray propagation and the first ignition spots. Afterward, the timestep was set to 0.05 °CA during combustion to ensure an appropriate resolution of the flame propagation. The temporal and spatial discretization was set to a scheme with second-order accuracy, which depicts a crucial requirement for LES since dissipation and errors increase with lower-order schemes. Here, second-order schemes already represent a compromise for engineering applications, usually dealing with complex meshes, as stated by Rutland [28]. Another critical factor is the choice of the subgrid model, which is used to model the unresolved part of turbulence. In the present study, a coherent structure model was applied to consider the subgrid turbulence. The advantage of this model is that it does not need a wall function to damp the eddy viscosity close to the wall and that it is well applicable to complex geometries [29].

In addition to the LES, a RANS simulation was carried out to investigate the differences in predicting the turbulent flow of both approaches. Thereby, the $k-\varepsilon-f$ turbulence model proposed by Hanjalić et al. [30] was applied. The temporal discretization for the RANS was set to first-order accuracy, while the spatial discretization was kept at second-order accuracy. The settings for the timestep were chosen, similar to the LES.
2.3. Injection of the Pilot Fuel

The injection of the pilot amount of diesel fuel to ignite the natural gas–air mixture was modeled in the CFD code using a discrete droplet approach. A sufficiently high number of parcels was introduced in the simulation domain to depict the fuel spray. These parcels consist of physically identical non-interacting droplets and were tracked through the simulation domain in a Lagrangian manner. Diesel fuel comprises a variety of different chemical components, so a one-component surrogate fuel representing the average physical properties of diesel was used for the simulations. The trajectories of the droplets through the combustion chamber were mainly determined by the drag force, defined by Equation (1) [31].

\[
\rho_l v_d \vec{F}_D = \frac{1}{2} \rho_g C_d A_d \star \left| \vec{u} - \vec{v} \right| \star \left( \vec{u} - \vec{v} \right)
\]  

(1)

The temporal evolution of the droplet size is mainly dependent on evaporation, droplet breakup and collision phenomena. A suitable model for describing the droplet breakup is given by the WAVE model [32]. It is based on the presence of growing oscillations on the droplet surface induced by high relative velocities. Thereby, the stable radius of the child droplets \(r\), defined by Equation (2), and the characteristic breakup time \(\tau\), defined by Equation (3), were determined based on the radius of the parent droplet \(r_p\), the maximum growth rate \(\Omega\) and the corresponding wavelength \(\Lambda\) of the fastest growing surface wave. \(B_0\) and \(B_1\) represent model constants to fit the model to experimental data. Droplet evaporation was modeled using the approach of Dukowicz presented in detail in [33]. The consideration of droplet collision phenomena was waived to keep the spray model as simple as possible.

\[
r = B_0 \star \Lambda
\]  

(2)

\[
\tau = \frac{3.726 B_1 r_p}{\Lambda \Omega}
\]  

(3)

A particular situation is present for the spray modeling in terms of DF combustion due to the fact that the small pilot fuel amounts oblige the injector into the ballistic working regime. This regime is characterized by a ballistic movement of the injector needle leading to strongly transient conditions at the nozzle exit. For this reason, the definition of the boundary conditions, especially for the starting velocity of the droplets, is not straightforward. A methodology to estimate this velocity based on experimental observations from an optically accessible combustion vessel was already presented in a previous study [8]. Thereby, the spray pattern of the seven-hole injector used in the present study was investigated in detail and an approach of momentum conservation was introduced to derive the initial velocity from the temporal evolution of the vapor phase. In addition, an initial droplet spectrum with an SMD of 20 \(\mu\)m was imprinted on the introduced parcels to capture the effect of the ambient temperature on the penetration of the liquid droplets. Finally, a good agreement with the experimental results could be achieved. The findings of this work and the developed methodology directly contribute to the present work.

2.4. Combustion Model

As already mentioned, combustion modeling in terms of DF combustion is accompanied by high complexity due to the occurrence of autoignition, diffusive and premixed combustion. A model that captures all these phenomena in detail for various operating points is not available yet, to the authors’ knowledge. An extensive review concerning the predictivity of combustion modeling in the field of large engines is given by Lauer et al. [34]. However, the model chosen for this study was the ECFM due to its suitability to describe flame progress in the premixed natural gas–air mixture. Furthermore, the computational effort was a decisive factor in terms of multicycle simulations, whereby the ECFM was favorable.
The ECFM must be supplemented with an ignition model to take into account the autoignition of the pilot fuel. The so-called Diesel Ignited Gas Engine (DIGE) model, which was also utilized by the authors in [35] to investigate DF combustion, was applied for this purpose. The DIGE model is based on the Arrhenius-type function, which is used to calculate the ignition delay based on temperature, pressure, fuel and oxygen mass fraction. Since the fuel mass fractions fall back on one component in this model, the mean equivalence ratio of the lean background mixture is calculated and ignition is only predicted in richer regions than the background mixture [36]. This ensures that ignition only occurs in the area of the pilot spray. In the present study, the Arrhenius function, which was originally based on the ignition kinetics of n-heptane, was adapted to consider the prolongation effect of the presence of methane on the ignition of the pilot fuel reported in [8,37]. Therefore, an adjusted reaction mechanism for dual fuel combustion developed by Schuh et al. [38] was utilized for tabulating the ignition delay for different ambient conditions and different diesel–gas mixtures. The resulting ignition delay is depicted in Figure 2 as a function of temperature and the global equivalence ratio for two different ambient pressures. Thereby, the global equivalence ratio was calculated from the sum of the mass fractions of natural gas and diesel, whereby the mass fraction of natural gas was kept constant. Since natural gas and diesel consist of a variety of different components, surrogate fuels with approximately similar properties were defined. At first, natural gas was represented by a mixture of methane and propane with a methane number of 80 to provide similar conditions to the natural gas used at the engine test rig. Second, diesel was represented by n-heptane due to its similar cetane number, which is a common approach in the modeling of DF combustion [19,20,39].

![Figure 2](image)

**Figure 2.** Ignition delay over temperature and equivalence ratio predicted by the reaction mechanism and the ignition function for an ambient pressure of 60 bar (a) and 100 bar (b).

Based on the tabulated ignition delays, the parameters of the Arrhenius function were optimized using MATLAB® (R2019b, The MathWorks Inc., Natick, MA, USA) to fit the ignition delay predicted by the function to the tabulated values. The ignition delays predicted by the resulting function are depicted as the blue surface in Figure 2. Thereby, a good agreement with the tabulated ignition delays from the mechanism could be achieved in the area below 900 K. Above this temperature, the ignition delay predicted by the function is slightly shorter. However, the in-cylinder temperature at the start of injection is in the area of 823 to 873 K, where the deviations are minor.
The flame propagation in terms of ECFM is based on Equation (4), which solves a transport equation for the flame surface density. The flame surface density $\Sigma$ can be described as flame surface per volume element. The viscosity and the turbulent viscosity are represented by $\mu$ and $\mu_t$. The Schmidt number and the turbulent Schmidt number are denoted as $Sc$ and $Sc_t$. The variables $P_1$, $P_2$ and $P_3$ represent terms considering the production of flame surface density by turbulent stretch and mean flow dilatation and modeling the effects of flame thermal expansion and curvature. The term $D$ depicts the destruction of flame surface density by consumption. A detailed description of the model can be found in [40]. The reaction rate of the unburnt fuel $\omega_{uf}$ is according to Equation (5) determined by the flame surface density $\Sigma$, the density of the unburnt mixture $\rho_u$, the mass fraction of the unburnt fuel $y_{uf}$ and laminar flame speed $s_l$. The laminar flame speed is taken from tabulated values for the used methane–propane mixture generated from the reaction mechanism by Schuh et al. [38].

$$\frac{\partial \Sigma}{\partial t} + \frac{\partial}{\partial x_i} \left( \left( \frac{\mu_t}{Sc_t} + \frac{\mu}{Sc} \right) \frac{\partial \Sigma}{\partial p} \right) = (P_1 + P_2 + P_3)\Sigma - D \quad (4)$$

$$\bar{\omega}_{uf} = \rho_u * y_{uf} * s_l * \Sigma \quad (5)$$

### 3. Model Validation

The model validation was conducted using an engine operating point with a high load and 5% energetic diesel share. The corresponding operating conditions are listed in Table 2. This operating point was further utilized for the detailed investigation of the DF combustion and the occurrence of CCVs presented in Section 4.

#### Table 2. Engine operating conditions.

| Parameter                         | Value       |
|-----------------------------------|-------------|
| Engine speed (rpm)                | 1800        |
| Mean effective pressure (bar)     | 19.5        |
| Energetic diesel share            | 5%          |
| Equivalence ratio gas mixture     | 0.55        |
| EGR rate                          | 0.5%        |
| Injection pressure (bar)          | 1000        |
| Start of injection (deg)          | −20 aTDC    |

#### 3.1. Evaluation of the Combustion Process

The large eddy simulations were carried out on the Vienna Scientific Cluster (VSC) on 300 cores, resulting in a runtime of three days for one engine cycle. Thereby, 25 consecutive cycles were calculated, representing a sufficiently high number for evaluating the mean flow quantities and the fluctuation induced by turbulence. An investigation of irregular combustion such as knocking would require an even higher number of cycles to capture the whole spectrum of fluctuations and ensure a meaningful probability to detect these phenomena, as discussed by Lauer et al. in [34].

To validate the simulated pressure traces, 250 measured pressure traces from the test rig were utilized. The simulated, the measured and the averaged pressure traces around top dead center (TDC) are depicted in Figure 3a. The top dead center is referred to as 720 °CA in the following. The start of the pilot injection (SOI) was visualized and the average traces were marked as thick lines. The experimentally determined pressure traces were, on average, well predicted by the simulations. Additionally, the width of the scatter band was correctly described by the model, which suggests that CCVs are sufficiently captured by the model. Three of the simulated cycles show too-high peak pressure and can be qualified as outliers. The reason for this behavior becomes clear through an analysis of the rate of heat release, depicted in Figure 3b.
Figure 3. (a) Measured and simulated in-cylinder pressure traces with their corresponding averaged traces. (b) Rate of heat release calculated from experimental and simulated pressure traces.

The rate of heat release is derived from an analysis of the simulated and measured pressure traces. Here, the too-fast burning cycles are indicated by a too-fast transition from the first peak, which can be assigned to the conversion of the pilot spray, to the following heat release through the premixed gas combustion. Furthermore, the ignition delay time is slightly underpredicted by the model, indicated by an earlier start of heat release of approximately 2 °CA. On the one hand, this may result from small differences between the ignition delay time predicted by the reaction mechanism and the ignition delay derived from the Arrhenius function. On the other hand, the simplified approach of modeling the ignition with only one fuel component may be insufficient to capture the ongoing processes during ignition in their entirety. However, the deviations are overall in a manageable range.

Another important factor for the assessment of the quality of the conducted simulations is the fluctuation intensity. The coefficient of variation (COV) can be utilized to compare the predicted fluctuations from the simulations with the experimentally observed fluctuations at the test rig. Figure 4 illustrates the COV of the peak pressure $P_{\text{max}}$, and the 50% and the 90% mass fraction burnt point calculated from Equation (6) according to [41]. These values represent key figures for the judgment of the combustion process and were therefore chosen to validate the simulations. The fluctuations of the peak pressure are more pronounced in the simulations due to the three outliers depicted in Figure 3a. The same can be ascertained for the MFB 50, which results from the three too-fast burning cycles, which show a too-fast transition from the heat release through the pilot fuel into the premixed gas combustion, depicted in Figure 3b. For the MFB 90 point, a good agreement between simulation and experiment could be achieved. Overall, the fluctuations observed at the engine test rig are sufficiently captured by the model.

$$COV_{P_{\text{max}}} = \frac{\sigma_{P_{\text{max}}}}{P_{\text{max}}} \times 100$$

(6)
In this subsection, the in-cylinder flow field is investigated. For this purpose, a RANS simulation is utilized and compared with the cycle-averaged results of the LES multicycle calculations. A detailed validation of the simulated flow field would raise the need for experimental data from an optically accessible engine test rig, which was not available in the present study. Following this, the flow field could only be investigated utilizing simulations. An important value to quantify the in-cylinder flow in the case of compression-ignition engines is the swirl intensity. The swirl within the cylinder was evaluated for every LES cycle and the RANS solution. Figure 5 depicts the resulting course of the swirl during the compression stroke. For an engine speed of 1800 rpm, the resulting swirl number is in the range of 0.5 to 0.75, which is quite low compared to conventional CI engines.

The single LES cycles show a high variation in the swirl level in the range of 950–1150 1/min, while the swirl stays constant for a long period during compression after the intake valves are closed. When approaching TDC, the swirl level increases due to an amplification effect of the squish flow, which is mainly a result of the design of the piston bowl. The RANS simulation instead does not show a period of constant swirl level. At IVC, a high swirl is present for the RANS simulation, which is located at the upper bound of the scatter band of the LES simulations. Compared with the mean value of the LES cycles, marked as a thick line, the RANS simulation predicts a higher swirl of about 100 1/min. However, the swirl level decreases during the compression to a level similar to the LES close to TDC, due to a higher dissipation characteristic for RANS.
In addition to the swirl level, the detailed velocity distribution in the cylinder is evaluated for a single LES cycle and the ensemble-averaged values derived from all 25 cycles. The resulting distributions are compared to the RANS solution at three different positions during compression in Figure 6. Thereby, the effect of the ensemble averaging becomes obvious when comparing the single LES cycle with the averaged flow field. The averaged LES field is overall in good agreement with the RANS results. This can be attributed to the fact that the RANS solution always depicts the average flow field.

**Figure 6.** In-cylinder velocity field of the RANS, the average LES and a single LES cycle at three different positions during compression.

In contrast, the LES depicts the instantaneous flow field of an individual cycle and so a sufficient number of cycles is needed to derive the average flow field. In terms of the mean flow quantities, a number of 10 cycles could already provide reasonable results, while a higher amount of about 25 cycles is needed to derive the RMS quantities with sufficient accuracy [42]. To minimize statistical inaccuracies, a number of 25 cycles is proposed to predict the mean quantities and a number of 50 cycles is recommended for the prediction of CCVs in [24]. However, the 25 cycles calculated in this study depict a compromise between accuracy and computational effort.

Furthermore, the turbulent kinetic energy is a decisive parameter when it comes to combustion. A higher level of turbulence promotes the mixture preparation of the pilot fuel and the flame speed in the premixed gas–air mixture. The traces of the in-cylinder turbulent kinetic energy (TKE) during compression are illustrated in Figure 7a for RANS and LES. While the TKE is in the case of RANS directly delivered by the turbulence model, it is not straightforward to derive the TKE from the LES. An approach to extract the TKE...
from LES results calculates the TKE as a function of the mean RMS velocities derived from the ensemble averaging proposed in [23,43]. This methodology was also chosen for evaluating the TKE due to its feasibility in terms of computational effort. However, it depicts a simplification as it partially allocates the CCVs of the mean flow to the TKE [41]. An overview of more detailed methods to derive the TKE from velocity data is given in [44].

In the case of LES, the TKE is additionally depicted including the subgrid-scale turbulence (SGS). Comparing this curve to the one without subgrid-scale turbulence illustrates the high amount of resolved turbulence, which is significantly over 90%. Following the chosen mesh resolution seems to be fine enough to fulfill the criterion proposed by Pope.

Shortly after the intake valves are closed at 525 °CA, the LES shows a higher value for the TKE than the RANS. This behavior was also observed in [43] and may result from an inadequate prediction of the turbulence generated by the flow through the intake valves and the shear flow generated by the inflow of the RANS. Furthermore, the RANS is limited due to the fact that it assumes isotropic turbulence, while the LES resolves the bigger turbulent eddies and captures the anisotropy of these complex flow structures. The TKE decreases during compression for both RANS and LES, while it starts to increase again when the piston approaches TDC due to turbulence generation by the squish flow. The values of the TKE are in good agreement between RANS and LES, starting from a crank angle of 630° until the start of injection at a crank angle of 700°.

In addition to the TKE, the integral length and time scales in the cylinder were evaluated based on the RANS solution and are depicted in Figure 7b during compression. The integral length depicts the size of the turbulent eddies, which are mainly responsible for turbulence production. During the intake airflow, the integral length scale can be related to the local thickness of the air jet entering the cylinder [41]. After the closing of the intake valves on the left edge in Figure 7b, the integral length shows a value of 12.8 mm, which is in the area of the maximum valve lift that is a decisive parameter for the air jet thickness. The integral length reaches its maximum in the middle of the compression stroke at 630 °CA and then rapidly decreases when the piston approaches TDC. Heywood [41] proposed estimating the integral length around TDC as 0.22 times the clearance height. The clearance height for the present engine at the start of injection at 700 °CA is 40 mm and can be defined as the highest distance from the piston bowl to the cylinder head. The length scale results in 8.8 mm, which is in the area of the calculated value of 11.3 mm derived from the RANS.

The distribution of the TKE in the cylinder is depicted in Figure 8 for three different crank angles for RANS and LES. On the left side, after a third of the compression stroke, the
overall TKE predicted by the LES is still higher than the TKE derived from the RANS (see Figure 7a), which can be observed by a wider area captured by high TKE values. From a qualitative perspective, the agreement between RANS and LES increases in the second half of the compression stroke. However, there are still higher differences than for the mean velocity fields. This may be a result of the simplified turbulence treatment of the RANS, as already mentioned. In this case, LES provides an improvement of turbulence description and depicts an interesting alternative for future applications in the field of in-cylinder CFD.

4. Results

This section covers the detailed investigation of the combustion process conducted based on the results discussed in Section 3. At first, the heat release characteristics in terms of dual fuel are investigated, followed by a detailed analysis of the physics of the turbulent flame front. Finally, possible reasons for the occurrence of CCVs are ascertained.

4.1. Dual Fuel Combustion

DF combustion constitutes, as already mentioned, a complex process that covers a wide range of combustion regimes. Figure 9 illustrates the distribution of temperature, equivalence ratio and the reaction progress variable (RPV) for three different crank angles around TDC to gain a deeper insight into the course of combustion. The RPV is defined as the ratio of the current combustion products and the theoretical maximum combustion products for a given fuel–air mixture. Temperature and equivalence ratio are evaluated on a conical surface located in the center axis of the spray plumes. The RPV is depicted as an isosurface with a value of 0.5 corresponding to the location of the flame front.
The ignition of the pilot fuel occurs at 706 °CA, indicated by temperature spots with more than 1500 K at three of the seven spray plumes. These plumes are located in the lower-left area and show wide regions of high equivalence ratio. On the right side of the piston bowl, the equivalence ratio is lower, which may be a hint to a higher interaction of the spray with the turbulent flow field, leading to a faster dilution of the ignition precursors and following a longer ignition delay. At 710 °CA, all spray plumes are burning, while there are still gaps between the plumes recognizable, indicating that no coherent flame front has yet formed. This changes at 720 °CA (TDC), where no distinct burning plumes can be spotted and the structure rather resembles a coherent flame front. At 730 °CA, almost the whole piston bowl is captured by the flame and it starts to enter the squish area indicated by the isosurface of the RPV.

During the combustion, a decisive process is the transition from the conversion of the pilot fuel to the premixed combustion of the lean natural gas–air mixture. The investigation of this process requires an analysis of the share of diesel and gas in the heat release given in Figure 10a for the rate of heat release and in Figure 10b for the total heat release. Thereby, the single LES cycles and the ensemble-averaged values (thick lines) are plotted. It is crucial to note that the heat release in Figure 10a,b is derived from the combustion model and can therefore not be directly compared to the heat release derived from the pressure traces in Figure 3b.

Figure 9. Distribution of temperature, equivalence ratio and reaction progress variable (RPV) in the cylinder for three different crank angles around TDC.
Figure 10. (a) Rate of heat release and (b) total heat release divided into the share of diesel and gas for the single LES cycles and the ensemble average.

At the start of combustion, the rate of heat release shows a rapid rise caused by the instantaneous conversion of the ignitable pilot fuel that mixed up with the gas–air mixture during the ignition delay time. The blue diesel curve includes the natural gas entrained into the spray plume since the combustion model only utilizes one fuel component. Thus, the distinction between diesel and gas combustion can only be made by means of the equivalence ratio in the computational cells, whereby the limit was set to 0.6. This value was chosen because it represents an equivalence ratio slightly above the equivalence ratio of the background mixture. Higher equivalence ratios are only present in the spray area, where the diesel combustion occurs. One has to consider that based on this methodology, the heat release of the diesel combustion is calculated as a little too high due to the entrained natural gas that is attributed to it. The amount of entrained gas depends mainly on the injection properties and the gas concentration in the background mixture [45]. The red curve representing the lean gas combustion rapidly rises about 1 °CA after the blue diesel curve and reaches the same level of 0.2 kJ/deg as the diesel curve. This indicates that a significant amount of the lean natural gas–air mixture in the vicinity of the spray plumes is burnt and contributes almost half of the first peak of the sum curve. After the first peak, the heat release of the pilot fuel shows a persistent decline but still significantly contributes to the sum of the heat release. This phase can be characterized as diffusive combustion of the diesel fuel inside the spray plume. The gradient of the gas combustion shows a slight decrease after the first peak but then rises again rapidly. This behavior can be related to the conversion of the natural gas between the spray plumes and the formation of a coherent flame structure that rapidly expands, driven by turbulence, which can be seen in the transition from 710 °CA to 720 °CA in Figure 10. The heat release reaches its maximum at about 726 °CA and after that decreases due to a wide area of the combustion chamber being already captured by the flame and the beginning of the expansion. The observed phenomena during combustion are in good agreement with the experimental findings in [46].

In addition to the subdivision of the heat release conducted in Figure 10, the volume-based probability distribution of the temperature and the equivalence ratio, illustrated in Figure 11 for six different crank angles, can be investigated to gain a deeper insight into the combustion process. Thereby, the area at the back edge of the flame was evaluated based on the RPV limited by 0.9 and 0.95. This methodology was chosen to capture the maximum temperature that occurs in this area due to the fact that a large portion of the fuel is already converted in this area.
The values shown in Figure 11 represent the ensemble average of the LES cycles, whereby the evaluation of every single cycle was conducted before the averaging of the data. Thereby, the red color corresponds to a high probability of this regime in the evaluated area. At the point of ignition at 705 °CA, a wide area concerning the equivalence ratio is burning, including very rich areas in the pilot spray. Afterward, these areas are further mixed with air, leading to a shift in the regions of stoichiometric combustion at 706 °CA and 707 °CA. At 707 °CA, a significant proportion of heat is released in the area of the lean gas–air mixture, which is illustrated by the dashed line at an equivalence ratio of 0.55. This is further intensified in the following progress of combustion depicted at 710° CA and 715 °CA. Here, the share of heat release due to conversion of richer areas diminishes in importance, as already depicted in Figure 10. At 720 °CA (TDC), there is only a small area corresponding to richer combustion in the area of equivalence ratios higher than 0.55 recognizable. The observed distribution of temperature during combustion is the main reason for the lower formation of nitrogen oxides in the case of DF combustion, since high temperatures that promote the formation of nitrogen oxides only occur within a short time frame. Since the formation of nitrogen oxides is not the focus of this study, it is not discussed further.

4.2. Analysis of Combustion Regimes

In this section, the characteristics of the turbulent flame are investigated in detail to gain a deeper insight into the phenomenology of DF combustion. An important tool for this purpose is the regime diagram proposed by Peters [47], which classifies the interactions of the turbulent flow and the flame front into different regimes depending on the ratio of the turbulent fluctuation intensity $u'$ to the laminar flame speed $S_L$ and the ratio of the turbulent length scale $L_x$ to the laminar flame front thickness $\delta_L$. The different regimes are shown in the so-called Borghi–Peters diagram in Figure 12. In the bottom left corner, the laminar flames are separated from the turbulent flames by the dashed line representing a Reynolds number of 1 according to Equation (7). The turbulent flame regime can be subdivided by means of the Damköhler number ($Da$) and the Karlovitz number ($Ka$) defined by Equations (8) and (9). The Damköhler number indicates the influence of the
turbulent flow on the ongoing chemical processes inside the flame and is defined as the ratio of the turbulent time scales $\tau_T$ and the time scales of the flame $\tau_L$. In addition, the Karlovitz number is a measure for the interaction of flame with the smallest scales of turbulence, the Kolmogorov scales. It is defined as the ratio of flame time to Kolmogorov time $\tau_K$.

$$\text{Re} = \frac{u' \cdot L_x}{S_L \cdot \delta_L^2}$$  \hspace{1cm} (7) 

$$Da = \frac{\tau_T}{\tau_L} = \frac{S_L \cdot L_x}{u' \cdot \delta_L}$$  \hspace{1cm} (8) 

$$Ka = \frac{\tau_L}{\tau_K} = \frac{\delta_L^2}{\eta^2}$$  \hspace{1cm} (9) 

![Figure 12. Regime diagram of turbulent premixed combustion according to Peters [47].](image)

The dashed line represented by a Karlovitz number of one separates the corrugated flamelets, where the smallest eddies cannot enter the flame, from the regime of thin reaction zones. For $Ka > 1$, the smallest eddies enter the flame, which leads to a perturbation of the flame and influences scalar and temperature gradients. However, in the regime of thin reaction zones, the smallest eddies cannot penetrate into the reaction zone and do not influence the chemical processes. Peters [47] introduced a second Karlovitz number, $Ka_{\delta}$, where the laminar flame thickness in Equation (9) is replaced by the thickness of the reaction zone, which is usually in the range of one-tenth of the flame thickness. $Ka_{\delta} = 1$ functions as an upper bound for the regime of thin reaction zones. Above this limit, the eddies enter the reaction zone and affect the chemical reactions in the regime of broken reaction zones.

A methodology to extract the combustion regimes from the LES results was developed based on the evaluation of the area in the vicinity of the flame front. This area is specified by the reaction progress variable in the range of 0.1 to 0.5. The properties needed for the Borghi–Peters plot were extracted for every cycle and their ensemble average was used to calculate a mean value for the evaluated area. The integral length was taken from the RANS solution, which depicts a simplification since it is not straightforward to calculate the integral length from the LES. The results are shown in Figure 13a for different crank angles during combustion. To clarify the methodology, an example of the evaluated area is illustrated in Figure 13b as isolines starting from 0.1, represented by the white line, to 0.5, represented by the black line. The lines are shown on a conical surface of the equivalence ratio through the spray plumes at 710 °C.A. At the beginning of the combustion at 706 °CA, the flame is situated close to $Ka_{\delta} = 1$. This is mainly a result of a high turbulence level generated by the pilot injection. After the start of combustion, the flame rapidly moves downwards in the regime diagram due to a transition into the lean gas combustion, driven by the turbulence of the in-cylinder flow.
Figure 13. (a) Turbulent combustion regimes of the ensemble-averaged LES results plotted in the Borghi–Peters diagram for different crank angles. (b) Conical surface through the spray plumes depicting the equivalence ratio and the area in front of the flame by isolines of the RPV.

From about 715 °CA to 740 °CA, the shape is similar to the shape observed by Linse et al. [48] in terms of gasoline engines. From a quantitative point of view, the results in the case of DF combustion are shifted to the upper right compared to gasoline combustion. This is mainly the result of an increased turbulence level and a higher in-cylinder pressure during combustion that reduces the laminar flame thickness. From 725 °CA on, the flame is close to the limit of the corrugated flamelet regime represented by $Ka = 1$. The course of DF combustion covers a wide area of the thin reaction zone’s regime and therefore has to deal with a strongly varying interaction of the turbulent eddies and the flame.

The width of the covered interactions becomes obvious when evaluating the Damkoehler and Karlovitz number during combustion, as illustrated in Figure 14. The Damkoehler number increases by an order of magnitude, clarifying the increasing importance of turbulence on flame propagation. This effect is attributed to the transition from the rapid conversion of the pilot fuel to turbulence-driven gas combustion. In addition, the Karlovitz number decreases by an order of magnitude, indicating a waning influence of the small scales of turbulence on the flame front, which is mainly an effect of the decreasing flame thickness due to a higher cylinder pressure close to TDC.

Figure 14. Karlovitz and Damkoehler number as functions of the crank angle.

A more detailed investigation of the flame is given in Figure 15, whereby the volume-based probability of the occurrence of the different regimes inside the flame is depicted as surface for six different crank angles. At 706 °CA, a wide area of the thin reaction zone’s
regime and a significant part of the broken reaction zone’s regime are covered. Inside the broken reaction zone’s regime, the smallest eddies enter the inner reaction zone of the flame and affect the ongoing chemical reactions. This indicates that turbulence–chemistry interaction (TCI) significantly contributes to the ignition and the conversion of the pilot fuel, while it becomes less important during lean gas combustion. Following these findings, integrating a TCI model may improve the simulation results in the first part of combustion. At 710 °CA, the flame covers a large part of the thin reaction zone’s regime, demonstrating that the transition from the conversion of the pilot fuel to the lean gas combustion is already hardly affected by TCI. Afterward, the surface moves downwards in the regime diagram until a significant share of the flame reaches the regime of corrugated flamelets. Thus, a substantial part of the flame is not affected by entering the smallest eddies into the flame front. In this region, the turbulent flame speed is mainly dependent on the surface increase through the interaction of the flame front with the turbulent flow structures. The findings in this subsection illustrate the complexity of the turbulent flame and deliver detailed information with regard to the phenomena that are necessary to capture by the development of future combustion models in terms of DF combustion.

Figure 15. Cont.
Figure 15. Volume-based probability of the combustion regimes present in the evaluated area in front of the flame for a crank angle of 706° (a), 710° (b), 715° (c), 720° (d), 730° (e) and 740° (f).

4.3. Cycle-to-Cycle Variations

In this subsection, the occurrence of CCVs and their possible origins are addressed in detail. CCVs depict an important factor in ensuring stable engine operation and should be kept as low as possible. There are many different reasons for the occurrence of CCVs in terms of DF combustion that the present study in its entirety cannot investigate. The focus here was on the impact of the turbulent fluctuations of the in-cylinder flow on flame propagation. As mentioned in [7], the pilot injection is also a possible source of CCVs due to strong varying conditions at the nozzle exit. However, this was not considered in the present study.

A crucial factor for CCVs is the interaction of the turbulence with the pilot spray and the flame front. The influence of the turbulence on the peak pressure and thus the combustion speed can be clarified by evaluating the RMS velocities of the in-cylinder flow in the three spatial directions. Figure 16a illustrates the peak pressure’s dependence on the RMS velocity in the x-direction $U_{\text{rms}}$. A certain correlation between the increase in the RMS velocity and the peak pressure can be found. This correlation becomes more obvious in Figure 16b, where the RMS velocity in y-direction $V_{\text{rms}}$ is evaluated. A distinct correlation is present in terms of the RMS velocity in z-direction $W_{\text{rms}}$ depicted in Figure 16c. This observation may result from the turbulence generated by the fluctuations of the squish flow, which enhances scalar transport and flame propagation in the piston bowl. However, an adequate assessment of this effect needs further investigations of the spatial intensity distribution of the turbulent fluctuations.

Figure 16. Peak pressure ($P_{\text{max}}$) as a function of the cylinder-averaged RMS velocities (a) $U$ and (b) $V$ parallel to the cylinder head and (c) $W$ in the direction of the piston axis evaluated at the start of injection.
The ignition and flame propagation for different fast-burning cycles can be visualized using the temperature distribution in the piston bowl depicted as a conical surface through the spray plumes in Figure 17. Thereby, three different cycles are illustrated at four different crank angles around TDC. At the start of combustion at 706°CA, the fastest cycle in the bottom row shows the largest area initially captured by the flame, although only three of the seven spray plumes are already burning. The first ignited spray plumes vary from cycle to cycle and depend on the interaction with the local flow structures. Moving on to 710°CA, the transition into the gas combustion begins. Thereby, the area between the spray plumes mainly containing a lean natural gas–air mixture starts to burn in the fast-burning cycle, while this cannot be observed for the slow-burning cycle. For the intermediate burning cycle in the middle row, there is only one burning gap recognizable. This phenomenon results in an earlier formation of a flame front that propagates through the lean gas–air mixture and enhances heat release. The origin of the higher heat release clarifies at 720°CA, where the flame captures almost the whole piston bowl in the fast-burning case. At 730°CA, this is the case for all cycles and the flame starts to pass into the squish area, which cannot be seen in this illustration due to the position of the conical surface. Finally, the phenomenon of the flame initiation inside the lean gas–air mixture between the spray plumes can be identified as one trigger for fast-burning cycles.

The CCVs can also be addressed by employing the Borghi–Peters diagram, as depicted in Figure 18a. Thereby, the mean values of the evaluated area described in Figure 13b are depicted for the single LES cycle as a function of the corresponding peak pressure for two different crank angles.

![Figure 17](image-url)  
**Figure 17.** Conical surface through the spray plumes representing the temperature field for three different fast-burning cycles at four different crank angles.
The first point at 706 °CA represents the start of combustion and the second point at 715 °CA depicts the angle at which the lean gas combustion is already dominant concerning the rate of heat release. At 706 °CA, there is no recognizable correlation between the combustion regimes and the peak pressure of the corresponding cycle. This changes with increasing gas combustion at 715 °CA, where a distinct correlation between the combustion regime and the peak pressure is recognizable. A higher peak pressure can be related to a higher interaction of the turbulent structures with the flame in terms of enhancement of scalar transport inside the flame front and wrinkling of the flame front. This effect is also recognizable in Figure 18b, where the Damkoehler and Karlovitz number are plotted as a function of the peak pressure over crank angle. In the case of the Karlovitz number, a correlation with the peak pressure is present. The fast-burning cycles line up at the upper bound of the scatter band as soon as the gas combustion becomes dominant at 715 °CA. This results from an enhanced interaction of the turbulent structures with the flame front that speeds up scalar transport and increases the flame surface by wrinkling.

5. Conclusions

In the present work, an extended coherent flame model was adapted to consider the effect of a delayed ignition due to the presence of natural gas. This was conducted by optimizing the parameters of the Arrhenius function utilized for the calculation of the ignition delay, based on tabulated ignition delays derived from a dual fuel reaction mechanism. Based on this model and on a model to describe the pilot injection of the diesel fuel in the ballistic working regime developed in a previous study, 25 consecutive engine cycles were simulated employing LES. The model was validated against experimentally determined pressure traces derived from a single-cylinder engine test rig. Thereby, a good agreement of the pressure traces and the deduced rate of heat release could be achieved. Furthermore, cycle-to-cycle variations were predicted with sufficient accuracy, whereby a large share of the experimentally determined scatter band was captured.

The flow field derived from the LES was ensemble averaged and compared to a RANS solution during the compression stroke, whereby the mean flow quantities were in good agreement. In addition, the turbulence kinetic energy was calculated based on the velocity fluctuations around the ensemble average of the LES. Although this methodology represents a simplification, the results are reasonable and give an insight into the ability of LES to improve the prediction of turbulence. This is caused by a direct resolution of the flow structures containing over 90% of the turbulent kinetic energy. Even the flow around the intake valves and the shear flow in the area of the air jet inside the cylinder during the intake stroke can be captured by LES more suitably.
Furthermore, the dual fuel combustion process was investigated in detail by analyzing the contribution of regimes with different equivalence ratios to the rate of heat release. In the first few degrees of crank angle of combustion, the diesel fuel mixed with air is rapidly converted. Thereby, a significant amount of natural gas that was sucked into the spray plume and in the vicinity of the pilot spray was also burnt. It could be clarified that natural gas contributes almost half of the rate of heat release at this point. In addition, the transition into the premixed gas combustion could be spotted when the area between the spray plumes started to burn and formed a coherent flame front together with the burning spray tips.

A detailed analysis of the turbulent combustion regimes using the Borghi–Peters diagram showed that the dual fuel combustion covers a wide area of different combustion regimes. It mainly occurs in thin reaction zones, wherein the smallest eddies can enter the flame and enhance the scalar transport inside the flame front. At the point of ignition, there is also a significant share of the flame in the regimes of broken reaction zones detectable, where the smallest eddies enter the reaction zone. This leads to the conclusion that including turbulence–chemistry interaction in the modeling approach may improve the prediction of the ignition delay. During the flame propagation in the lean natural gas–air mixture, turbulence–chemistry interaction hardly matters.

Cycle-to-cycle variations were addressed and a distinct dependency of the peak pressure of a single-engine cycle on the velocity fluctuations in the direction of the cylinder axis could be found. This indicated that the turbulence of the squish flow might have a significant influence on cycle-to-cycle variations. Furthermore, the ignition of the natural gas between the spray plumes during the transition to the premixed gas combustion could be spotted as a trigger for cycle-to-cycle variations. Another factor is depicted by the intensity of the interaction with the turbulent flow field, whereby high Karlovitz numbers accompany high peak pressures.

Finally, the findings contribute to the understanding of the dual fuel combustion process and serve as a basis for the development of further combustion models. Thereby, the initialization of the flame surface density in terms of ECFMs and the transition into the premixed gas combustion are the most important points that should be addressed in the future from the authors’ point of view. However, due to the wide area of turbulent combustion regimes that have to be addressed by the modeling, this depicts a great challenge.
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Abbreviations

The following abbreviations are used in this manuscript:

- **BDC**: Bottom Dead Center
- **CA**: Crank Angle
- **CCV**: Cycle-to-Cycle Variation
- **CFD**: Computational Fluid Dynamics
- **COV**: Coefficient of Variation
- **LES**: Large Eddy Simulation
- **DF**: Dual Fuel
- **DIGE**: Diesel Ignited Gas Engine
- **ECA**: Emission Controlled Area
- **ECFM**: Extended Coherent Flame Model
- **IMO**: International Maritime Organization
- **IVC**: Intake Valve Close
- **MFB**: Mass Fraction Burnt
- **RANS**: Reynolds-Averaged Navier–Stokes
- **RPV**: Reaction Progress Variable
- **RMS**: Root Mean Square
- **SGS**: Subgrid-scale
- **TCI**: Turbulence Chemistry Interaction
- **TDC**: Top Dead Center

Nomenclature

- **A**: Area
- **B_{0,1}**: Wave model constants
- **C_d**: Drag coefficient
- **D**: Destruction term
- **Da**: Damköhler number
- **F_D**: Drag force
- **K_a, K_a_d**: Karlovitz number
- **L_x**: Turbulent length scale
- **P**: Pressure
- **P_{1,2,3}**: Production terms
- **r**: Radius
- **Re**: Reynolds number
- **s**: Flame speed
- **Sc**: Schmidt number
- **U, u, V, v, W**: Velocity
- **u'**: Turbulent fluctuation intensity
- **V**: Volume
- **x**: Distance
- **y**: Mass fraction
- **δ**: Flame thickness
- **η**: Kolmogorov length
- **Λ**: Wave length
- **μ**: Viscosity
- **ρ**: Density
- **Σ**: Flame surface density
- **σ**: Standard deviation
- **τ**: Time scale
- **Ω**: Growth rate
- **ω**: Reaction rate
Subscripts

d \quad \text{Droplet} \\
F \quad \text{Fuel} \\
g \quad \text{Gas} \\
i \quad \text{Coordinate direction (x, y, z)} \\
K \quad \text{Kolmogorov} \\
L \quad \text{Laminar} \\
l \quad \text{Liquid} \\
p \quad \text{Parent droplet} \\
T \quad \text{Turbulent} \\
u \quad \text{Unburnt}
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