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Abstract

In computational fluid dynamics, the demand for increasingly multidisciplinary reliable simulations, for both analysis and design optimization purposes, requires transformational advances in individual components of future solvers. At the algorithmic level, hardware compatibility and efficiency are of paramount importance in determining viability at exascale and beyond. However, equally important (if not more so) is algorithmic robustness with minimal user intervention, which becomes progressively more challenging to achieve as problem size and physics complexity increase. We numerically show that low and high order entropy stable discontinuous spatial discretizations based on summation-by-part operators and simultaneous-approximation-terms technique provide an essential step toward a truly enabling technology in terms of reliability and robustness for both under-resolved turbulent flow simulations and flows with discontinuities.
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1. Introduction

Efficient numerical algorithms are sought that exploit $O(10^9)$ flops, $10^9$ times per second, or exaflop/s on next-generation data-centric hardware. Hardware compatibility and efficiency are of paramount importance in determining an algorithm’s viability at exascale. Equally important (if not more so) is algorithmic robustness, which becomes progressively more challenging to achieve as problem size and physics complexity increase. The requirement is that every step of the solution chain executes high level of reliability/robustness to minimize user intervention. In computational fluid dynamics (CFD), very compact high-order accurate methods are natural candidates for next-generation hardware because they are accurate, and their ratio of communications to local computations is reduced relative to low order methods of the same accuracy (see, for instance, [Hadri et al.] for sustained petascale production turbulent flow runs).

Among modern, unstructured high order methods we can mention discontinuous collocation (DC), discontinuous Galerkin (DG), spectral difference (SD), and flux reconstruction (FR) methods, which can produce highly accurate solutions with minimum numerical dispersion and dissipation. Although DC, DG, SD, and FR methods are well suited for smooth solutions, numerical instabilities may occur if the flow contains under-resolved physical features (e.g., under-resolved turbulent flows) or discontinuities (e.g., shocks). A variety of mathematical stabilization strategies are commonly used to alleviate this problem, e.g., filtering [39], artificial dissipation, polynomial de-aliasing through over-integration [32, 50], and weighted essentially non-oscillatory limiters [89], to cite a few. However, such stabilization techniques possess several drawbacks since i) they reduce accuracy [83], ii) they usually
require tuning parameters for each problem configuration, and iii) they do not yet possess rigorous stability proofs. Thus, the use of high-order accurate methods for complex flow applications is still problematic, and most commercial and industrial software rely on robust nominally second-order accurate discretizations.

Over the past few years, there have been rapid developments in entropy stable high order methods, which can be proven rigorously to be nonlinearly stable (entropy stable). These discretizations are expected to be an essential component in future CFD solvers for complex practical flow simulations [76]. High order entropy stable schemes are often based on the well known matrix-vector nodal formulation collocated at quadrature points; see, for instance, [39]. Because of the approximation error induced by quadrature, we no longer have the integration by parts property and the chain rule in all cases [64]. However, since integration by parts is an essential ingredient for stability proofs at the continuous level, it is necessary to transfer this property to the discrete level. This is precisely the design goal of summation-by-parts (SBP) methods. SBP operators were developed at first in the context of finite difference schemes [48] and later transferred to other frameworks such as finite volume [54], flux reconstruction [65], and discontinuous Galerkin schemes [5, 31]. The methods used in this article belong to the latter class. In particular, they are based on collocated Legendre–Gauss–Lobatto (LGL) quadrature rules in one space dimension and the corresponding discrete SBP operators on curvilinear, unstructured tensor product elements [5, 56, 59]. The discrete integral and derivative operators associated with this quadrature were shown to satisfy the SBP property (see [20, 80] for a review of SBP operators).

While SBP operators can be viewed as matrix difference operators that are mimetic of integration by parts, additional techniques are necessary to compensate for the lack of the chain rule. For example, ad hoc split form methods have been provided for some PDEs such as Burgers’ equation and the compressible Euler equations [5, 6, 33]. In [5, 25, 59], Carpenter and co-authors demonstrated the generic logic behind the splitting procedure by showing the flux differencing technique with the telescoping property, i.e., a telescoping flux form at the element level (see also [7]). Flux differencing is essentially a high order difference operation on Tadmor’s entropy conservative fluxes [82], and applies to any system
with any given entropy function. Discrete stability over the whole domain is achieved by combining the SBP operator with suitable inter-element coupling procedures and boundary conditions, e.g., the simultaneous-approximation-terms (SATs); see, for instance, Parsani et al. [58, 59], Svärd and Özcan [81].

Tadmor’s basic idea has led to the construction of several high order and low order entropy stable schemes (see, for instance, [27, 67]). An alternative approach, developed by Olsson and Oliger [55], Gerritsen and Olsson [36] and Yee et al. [88] (see also [73, 75]), relies on choosing entropy functions that result in a homogeneity property on the compressible Euler fluxes. By using this property, splitting of the compressible Euler fluxes are constructed such that when contracted with the entropy variables result in stability estimates analogous in form to energy estimates obtained for linear PDEs. Thus, discretizing the resulting split form using SBP operators, the nonlinear stability analysis performed at the continuous level is mimicked at the semi-discrete level. However, because of the choice of the entropy functions, these approaches cannot be used for the compressible Navier–Stokes equations.

A complementary and general extension of Tadmor’s ideas to finite domains was initiated by Fisher and co-workers [25, 26] who combined the SBP framework, using classical finite difference SBP operators, with Tadmor’s two-point entropy conservative flux. A key feature of this approach is that it extends directly to the compressible Navier–Stokes equations. The resulting schemes follow the continuous entropy analysis, can be shown to be entropy conservative, and can be made entropy stable by adding appropriate interface dissipation in multi-block domains. This nonlinearly stable approach inherits all of the mechanics of SBP-SAT schemes for the imposition of boundary conditions and inter-element coupling. Therefore, it gives a systematic methodology for discretizing problems on complex geometries [58, 59]. Moreover, by constructing schemes that are discretely mimetic of the continuous stability analysis, the need to assume exact integration in the stability proofs is eliminated (see, for example, the work of Hughes et al. [41]). These ideas have been extended to include discontinuous collocated spectral elements [5, 59], fully- and semi-staggered discontinuous collocated spectral elements [7, 56], Cartesian, semi-staggered, discontinuous collocated spectral elements with p-refinement [7], WENO spectral collocation [87], multidimensional SBP
operators [10, 11], multidimensional staggered SBP operators [19], modal decoupled SBP operators [8], $p$- and $hp$-adaptive discontinuous collocated spectral elements [17, 18, 23], and fully discrete entropy stable schemes [29, 66], as well as to a number of PDEs besides the compressible Euler and Navier–Stokes equations (for example, the magneto-hydrodynamics [84] and the shallow water equations [85]).

This paper aims to shed some light on the robustness and cost of high-order accurate entropy stable discontinuous collocation discretizations for compressible viscous flows. The literature that reports robustness studies for standard and entropy stable DC/DG formulations in CFD is scarce and focuses exclusively on inviscid flows [33, 62, 86] or low-speed viscous flows [28, 46]. Hence, a detailed analysis of the numerical simulation of compressible viscous flows with under-resolved physical features or discontinuities is needed, given that the additional dissipation introduced by the viscous terms, despite obvious expectations, may not help in resolving robustness issues.

The paper is organized as follows. In Section 2, we introduce the notation that is extensively used in the article. Section 3 presents the coordinate transformation from physical to computational space and key elements of the general spatial discretization framework in the context of the linear convection-diffusion equation. In Section 4, we briefly introduce the compressible Navier–Stokes equations and give an overview of three algorithms that we use to solve them numerically. These schemes cover entropy stable, split form, and conventional discretization choices. Section 5 presents and discusses the numerical results including accuracy, cost, and robustness of these three discretizations. The test cases used for the study are the propagation of a three-dimensional (3D) isentropic vortex at $Ma_{\infty} = 0.5$, a 3D supersonic viscous problem constructed with the method of manufactured solutions at $Re = 4 \cdot 10^6$ and $Ma \approx 2.14$, the Taylor–Green vortex at a Reynolds number of $Re = 1,600$ and $Ma = 0.05$, a 3D simulation of homogeneous isotropic turbulence at $Re_{\lambda} = 192$ and $Ma_{t} = 0.62$ with the formation of shocklets, and a 3D supersonic flow past a rod with square cross-section at $Re_{\infty} = 10,000$ and $Ma_{\infty} = 1.5$. Conclusions are drawn in Section 6.
2. Notation

Partial differential equations (PDEs) are discretized on tensor-product cells having Cartesian computational coordinates denoted by the triple \((\xi_1, \xi_2, \xi_3)\), where the physical coordinates are denoted by the triple \((x_1, x_2, x_3)\). Vectors are represented by lowercase bold font, for example \(u\), while matrices are represented using sans-serif font, for example, \(B\). Continuous functions on a space-time domain are denoted by capital letters in script font. For example, \(U(\xi_1, \xi_2, \xi_3, t) \in L^2([\alpha_1, \beta_1] \times [\alpha_2, \beta_2] \times [\alpha_3, \beta_3] \times [0, T])\) represents a square integrable function, where \(t\) is the temporal coordinate. The restriction of such function onto a set of mesh nodes is denoted by lowercase bold font. For example, the restriction of \(U\) onto a grid of \(N_1 \times N_2 \times N_3\) nodes is given by the vector

\[
u = [U(\xi^{(1)}), \ldots, U(\xi^{(N)})]^T,
\]

where \(N\) is the total number of nodes \((N = N_1N_2N_3)\), and the square brackets are used to delineate vectors and matrices, as well as ranges for variables (the context will make clear which meaning is being used). Moreover, \(\xi\) is a vector of vectors constructed from the three vectors \(\xi_1, \xi_2,\) and \(\xi_3\), which are vectors of size \(N_1, N_2,\) and \(N_3\) and contain the coordinates of the mesh in the three computational directions, respectively. Finally, \(\xi\) is constructed as

\[
\xi(3(i - 1) + 1 : 3i) = \xi^{(i)} = [\xi_1(i), \xi_2(i), \xi_3(i)]^T,
\]

where the notation \(u(i)\) means the \(i\)th entry of the vector \(u\) and \(u(i : j)\) is the subvector constructed from \(u\) using the \(i\)th through \(j\)th entries (i.e., Matlab notation is used).

Oftentimes, monomials are discussed and the following notation is used:

\[
\xi^l = [(\xi_l(1))^y, \ldots, (\xi_l(N_l))^y]^T,
\]

with the convention that \(\xi^l_j = 0\) for \(j < 0\).

Herein, one-dimensional SBP operators are used to discretize derivatives. The definition of a one-dimensional SBP operator in the \(\xi_l\) direction, \(l = 1, 2, 3\), is \([15, 20, 80]\)
Definition 1. **Summation-by-parts operator for the first derivative**: A matrix operator, \( D^{(1D)}_{\xi} \in \mathbb{R}^{N_l \times N_l} \), is an SBP operator of degree \( p \) approximating the derivative \( \frac{\partial}{\partial \xi} \) on the domain \( \xi \in [\alpha_l, \beta_l] \) with nodal distribution \( \xi_l \) having \( N_l \) nodes, if

1. \( D^{(1D)}_{\xi} \xi_j^i = j \xi_j^{i-1}, j = 0, 1, \ldots, p; \)
2. \( D^{(1D)}_{\xi} = \left( P^{(1D)}_{\xi} \right)^{-1} Q^{(1D)}_{\xi} \), where the norm matrix, \( P^{(1D)}_{\xi} \), is symmetric positive definite;
3. \( Q^{(1D)}_{\xi} = \left( S^{(1D)}_{\xi} + \frac{1}{2} E^{(1D)}_{\xi} \right), S^{(1D)}_{\xi} = - \left( S^{(1D)}_{\xi} \right)^T, E^{(1D)}_{\xi} = \left( E^{(1D)}_{\xi} \right)^T, \)
   \( E^{(1D)}_{\xi} = \text{diag} \left( -1, 0, \ldots, 0, 1 \right) = e_N e_N^T - e_1 e_1^T, e_1 = [1, 0, \ldots, 0]^T, e_N = [0, 0, \ldots, 1]^T. \)

Thus, a degree \( p \) SBP operator is one that differentiates exactly monomials up to degree \( p \).

In this work, one-dimensional SBP operators are extended to multiple dimensions using tensor products (⊗). The tensor product between the matrices \( A \) and \( B \) is given as \( A \otimes B \). When referencing individual entries in a matrix the notation \( \text{A}(i,j) \) is used, which means the \( i^{th} \) \( j^{th} \) entry in the matrix \( A \).

The focus of this paper is exclusively on diagonal-norm SBP operators. Moreover, the same one-dimensional SBP operator is used in each direction, each operating on \( N_l \) nodes. Specifically, diagonal-norm SBP operators constructed on the Legendre–Gauss–Lobatto (LGL) nodes are used, i.e., a discontinuous collocated spectral element approach is utilized (see, for instance, [5, 33, 35, 56, 59]).

When solving PDEs numerically, the physical domain \( \Omega \subset \mathbb{R}^3 \), with boundary \( \Gamma = \partial \Omega \), with Cartesian coordinates \( (x_1, x_2, x_3) \subset \mathbb{R}^3 \), is partitioned into \( K \) non-overlapping elements. The domain of the \( \kappa^{th} \) element is denoted by \( \Omega_\kappa \) and has boundary \( \partial \Omega_\kappa \). Numerically, we solve PDEs in computational coordinates, \( (\xi_1, \xi_2, \xi_3) \subset \mathbb{R}^3 \), where each \( \Omega_\kappa \) is locally transformed to the reference element \( \hat{\Omega}_\kappa \), with boundary \( \partial \hat{\Omega}_\kappa \), using a pull-back curvilinear coordinate transformation which satisfies the following assumption:

**Assumption 1.** Each element in physical space is transformed using a local and invertible curvilinear coordinate transformation that is compatible at shared interfaces, meaning that the push-forward element-wise mappings are continuous across physical element interfaces. Note that this is the standard assumption requiring that the curvilinear coordinate transformation is water-tight.
Precisely, one maps from the reference coordinates \((\xi_1, \xi_2, \xi_3) \in [-1,1]^3\) to the physical element by the push-forward transformation

\[
(x_1, x_2, x_3) = X(\xi_1, \xi_2, \xi_3),
\]

which, in the presence of curved elements, is usually a high-order degree polynomial.

3. The linear convection-diffusion equation

Many of the technical details for constructing conservative and stable discretizations for the compressible Navier–Stokes can be presented in the simple context of the linear convection-diffusion equation. The linear convection-diffusion equation in Cartesian physical coordinates is given as

\[
\frac{\partial U}{\partial t} + \sum_{m=1}^{3} \frac{\partial (a_m U)}{\partial x_m} = \sum_{m=1}^{3} \frac{\partial^2 (b_m U)}{\partial x_m^2}, \quad \forall (x_1, x_2, x_3) \in \Omega, \quad t \geq 0,
\]

\[
U(x_1, x_2, x_3, t) = G^B(x_1, x_2, x_3, t), \quad \forall (x_1, x_2, x_3) \in \Gamma, \quad t \geq 0,
\]

\[
U(x_1, x_2, x_3, 0) = G^0(x_1, x_2, x_3), \quad \forall (x_1, x_2, x_3) \in \Omega,
\]

where \((a_m U)\) are the inviscid fluxes, \(a_m\) are the (constant) components of the convection speed, \(\frac{\partial (b_m U)}{\partial x_m}\) are the viscous fluxes, and \(b_m\) are the (constant and positive) diffusion coefficients. The boundary data, \(G^B\), and the initial condition, \(G^0\), are assumed to be in \(L^2(\Omega)\), with the further assumption that \(G^B\) is prescribed so that either energy conservation or energy stability is achieved.

Since derivatives are approximated with differentiation operators defined in computational space, we use the Jacobian of the push-forward mapping and the chain rule

\[
\frac{\partial}{\partial x_m} = \sum_{l=1}^{3} \frac{\partial \xi_l}{\partial x_m} \frac{\partial}{\partial \xi_l}, \quad \frac{\partial^2}{\partial x_m^2} = \sum_{l,a=1}^{3} \frac{\partial \xi_l}{\partial x_m} \frac{\partial}{\partial \xi_l} \left( \frac{\partial \xi_a}{\partial x_m} \frac{\partial}{\partial \xi_a} \right),
\]

to transform eq. (2) from physical to computational space as

\[
J \frac{\partial U}{\partial t} + \sum_{l,m=1}^{3} J \frac{\partial \xi_l}{\partial x_m} \frac{\partial (a_m U)}{\partial \xi_l} = \sum_{l,a,m=1}^{3} J \frac{\partial \xi_l}{\partial x_m} \frac{\partial}{\partial \xi_l} \left( \frac{\partial \xi_a}{\partial x_m} \frac{\partial (b_m U)}{\partial \xi_a} \right),
\]
where $J$ is the determinant of the metric Jacobian. Bringing the metric terms $J \frac{\partial \xi_l}{\partial x_m}$ inside the derivative, and using the product rule, gives

$$
J \frac{\partial U}{\partial t} + \sum_{l,m=1}^{3} \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} a_m U \right) - \sum_{l,m=1}^{3} a_m U \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} \right) = \\
\sum_{l,a,m=1}^{3} \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} \frac{\partial (b_m U)}{\partial \xi_a} \right) - \sum_{l,a,m=1}^{3} \frac{\partial \xi_a}{\partial x_m} \frac{\partial (b_m U)}{\partial \xi_a} \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} \right).
$$

(4)

The last terms on the left- and right-hand sides of eq. (4) are zero via the GCL relations

$$
\sum_{l=1}^{3} \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} \right) = 0, \quad m = 1, 2, 3,
$$

(5)

leading to the strong conservation form of the convection-diffusion equation in computational space

$$
J \frac{\partial U}{\partial t} + \sum_{l,m=1}^{3} \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} a_m U \right) = \sum_{l,a,m=1}^{3} \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} \frac{\partial (b_m U)}{\partial \xi_a} \right).
$$

(6)

Now, consider discretizing eq. (6) by using the following differentiation matrices

$$
D_{\xi_1} = D_{\xi_1}^{(1D)} \otimes I_{N_2} \otimes I_{N_3}, \quad D_{\xi_2} = I_{N_1} \otimes D_{\xi_2}^{(1D)} \otimes I_{N_3}, \quad D_{\xi_3} = I_{N_1} \otimes I_{N_2} \otimes D_{\xi_3}^{(1D)},
$$

where $I_{N_i}$ is an $N_i \times N_i$ identity matrix and $N_i$ is the number of LGL points per direction in a given element. The diagonal matrix containing the metric Jacobian is defined as

$$
J_\kappa = \text{diag} \left( J(\xi^{(1)}), \ldots, J(\xi^{(N_\kappa)}) \right),
$$

while the diagonal matrix of the metric terms, $\left[ J \frac{\partial \xi_l}{\partial x_m} \right]_\kappa$, has to be chosen to be a discretization of

$$
\text{diag} \left( J \frac{\partial \xi_l}{\partial x_m}(\xi^{(1)}), \ldots, J \frac{\partial \xi_l}{\partial x_m}(\xi^{(N_\kappa)}) \right),
$$

where $N_\kappa = N_1 N_2 N_3$ is the total number of nodes in element $\kappa$. Using this nomenclature, the discretization of eq. (6) on the $\kappa^{th}$ element reads

$$
J_\kappa \frac{d u_\kappa}{d t} + \sum_{l,m=1}^{3} a_m D_{\xi_l} \left[ J \frac{\partial \xi_l}{\partial x_m} \right]_\kappa u_\kappa = \sum_{l,m,a=1}^{3} b_m D_{\xi_l} J_\kappa^{-1} \left[ J \frac{\partial \xi_l}{\partial x_m} \right]_\kappa \left[ J \frac{\partial \xi_a}{\partial x_m} \right]_\kappa D_{\xi_a} u_\kappa + \text{SAT}_\kappa,
$$

(7)
where $\text{SAT}_\kappa$ is the vectors of the SATs used to impose boundary conditions and inter-element connectivity [6, 58]. The $\text{SAT}_\kappa$ vector is in general composed from inviscid and viscous contributions, i.e. $\text{SAT}_\kappa = \text{SAT}^{(i)}_\kappa + \text{SAT}^{(v)}_\kappa$.

Unfortunately, the scheme (7) is not guaranteed to be stable. However, a well-known remedy is to canonically split the inviscid terms into one half of the inviscid terms in (3) and one half of the inviscid terms in (4) (see, for instance, [6]), while the viscous terms are treated in strong conservation form. In the continuum, this process leads to

\[
\sum_{l,m=1}^{3} \left\{ \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} a_m U \right) + J \frac{\partial \xi_l}{\partial x_m} \frac{\partial}{\partial \xi_l} (a_m U) \right\} - \frac{1}{2} \sum_{l,m=1}^{3} \left\{ a_m U \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} \right) \right\} = \sum_{l,a,m=1}^{3} \frac{\partial}{\partial \xi_l} \left( J \frac{\partial \xi_l}{\partial x_m} \frac{\partial}{\partial \xi_a} (b_m U) \right),
\]

where the last set of terms on the left-hand side are zero by the GCL conditions (5). Then, a stable semi-discrete form is constructed in the same manner as the split form (8) by discretizing the inviscid portion of (3) and (6) using $D_{\xi_l}$, $J_\kappa$, and $\left[ J \frac{\partial \xi_l}{\partial x_m} \right]_\kappa$, and by averaging the results. The viscous terms result from the discretization of the viscous portion of eq. (6). This procedure yields

\[
J_\kappa \frac{d u_\kappa}{dt} + \frac{1}{2} \sum_{l,m=1}^{3} a_m \left\{ D_{\xi_l} \left[ J \frac{\partial \xi_l}{\partial x_m} \right]_\kappa \right\} u_\kappa - \frac{1}{2} \sum_{l,m=1}^{3} \left\{ a_m \text{diag} (u_\kappa) D_{\xi_l} \left[ J \frac{\partial \xi_l}{\partial x_m} \right]_\kappa \right\} 1_\kappa = \sum_{l,m,a=1}^{3} b_m D_{\xi_l} J^{-1}_\kappa \left[ J \frac{\partial \xi_l}{\partial x_m} \right]_\kappa \left[ J \frac{\partial \xi_a}{\partial x_m} \right]_\kappa D_{\xi_a} u_\kappa + \text{SAT}_\kappa,
\]

where $1_\kappa$ is a vector of ones of size $N_\kappa$.

As in the continuous case, the semi-discrete form has a set of discrete GCL conditions

\[
\sum_{l=1}^{3} D_{\xi_l} \left[ J \frac{\partial \xi_l}{\partial x_m} \right]_k 1_\kappa = 0, \quad m = 1, 2, 3,
\]

(10)
that, when satisfied, lead to the following telescoping, provably stable, semi-discrete form

\[
\frac{d\mathbf{u}_\kappa}{dt} + \frac{1}{2} \sum_{l,m=1}^{3} a_m \left\{ \mathbf{D}_{\xi_l} \left[ \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \right] + \left[ \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \right] \mathbf{D}_{\xi_l} \right\} \mathbf{u}_\kappa = \\
\sum_{l,m,a=1}^{3} b_m \mathbf{D}_{\xi_i} J^{-1}_\kappa \left[ \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \right] \left[ \mathcal{J} \frac{\partial \xi_a}{\partial x_m} \right] \mathbf{D}_{\xi_a} \mathbf{u}_\kappa + \text{SAT}_\kappa.
\]

(11)

Herein, we consider only conforming interfaces and optimize the metric terms, \( \left[ \mathcal{J} \frac{\partial \xi_i}{\partial x_m} \right]_\kappa \), as presented in [53]:

- The surface metric terms are specified using analytic metrics,
- Each discrete GCL system (10) is highly underdetermined and is solved using an optimization approach that minimizes the difference between the numerical and analytic volume metrics.

In contrast to the metrics for the inviscid terms, the metrics used for the viscous terms need only be, at worst, consistent and design order approximations. Herein, we use the analytic metrics for the viscous terms calculation.

To make the presentation easier and to introduce the general discretization that will later be used for the viscous portion of the compressible Navier–Stokes equations, the inviscid term is lumped into \( \mathcal{I}^{(1)} \), while the viscous terms are simplified. Thus, eq. (8) reduces to

\[
\mathcal{J} \frac{\partial \mathbf{U}}{\partial t} + \mathcal{I}^{(1)} = \sum_{l,a=1}^{3} \frac{\partial}{\partial \xi_l} \left( \widehat{C}_{l,a} \Theta_a \right),
\]

\[
\widehat{C}_{l,a} = \sum_{m=1}^{3} \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \frac{\partial \xi_a}{\partial x_m} b_m, \quad \Theta_a = \frac{\partial \mathbf{U}}{\partial \xi_a}.
\]

(12)

A local discontinuous Galerkin (LDG) and interior penalty approach (IP) approach are used (see references [6, 56, 58]). In the LDG approach, the discretization of the viscous terms in eq. (12) proceeds in two steps. First, the gradients \( \Theta_a \) are discretized, then the derivatives of the viscous fluxes are discretized. Notice that all the metric terms are contained in \( \widehat{C}_{l,a} \), and therefore the critical requirement for stability is to use an SBP operator [6, 22, 58].
Plugging everything together, the final discretization reads
\[ J_\kappa \frac{d u_\kappa}{dt} + I^{(I)}_\kappa = \sum_{l,a=1}^{3} D_{\xi_{l,a}} \left[ \tilde{\mathcal{C}}_{l,a} \right]_\kappa \theta_\kappa + \text{SAT}^{(I)}_\kappa + \text{SAT}^{(V)}_\kappa, \]
\[ \theta_\kappa = D_{\xi_a} u_\kappa + \text{SAT}^{\theta} \]
(13)

where the inviscid contributions are contained in \( I^{(I)}_\kappa \), while \( \text{SAT}^{\theta} \) contains the LDG penalty on the gradient of the variables [58]. The proposed discretization of the viscous terms telescopes the viscous fluxes to the boundary and adds a dissipative term [58]. Thus, it mimics the continuous energy analysis, and leads to a provably energy stable discretization, provided appropriate boundary SATs are used.

4. Discretization of the compressible Navier–Stokes equations

In this section, the algorithm for the convection-diffusion equation presented in the previous section is applied to the compressible Navier–Stokes. These equations in Cartesian coordinates read
\[ \frac{\partial \mathbf{Q}}{\partial t} + \sum_{m=1}^{3} \frac{\partial \mathbf{F}^{(I)}_x}{\partial x_m} = \sum_{m=1}^{3} \frac{\partial \mathbf{F}^{(V)}_x}{\partial x_m}, \quad \forall (x_1, x_2, x_3) \in \Omega, \quad t \geq 0, \]
\[ \mathbf{Q}(x_1, x_2, x_3, t) = \mathbf{G}^{(B)}(x_1, x_2, x_3, t), \quad \forall (x_1, x_2, x_3) \in \Gamma, \quad t \geq 0, \]
\[ \mathbf{Q}(x_1, x_2, x_3, 0) = \mathbf{G}^{(0)}(x_1, x_2, x_3), \quad \forall (x_1, x_2, x_3) \in \Omega, \]
(14)

where the vectors \( \mathbf{Q} \), \( \mathbf{F}^{(I)}_x \), and \( \mathbf{F}^{(V)}_x \) denote the conserved variables, the inviscid fluxes, and the viscous fluxes, respectively. The boundary data, \( \mathbf{G}^{(B)} \), and the initial condition, \( \mathbf{G}^{(0)} \), are assumed to be in \( L^2(\Omega) \), with the further assumption that \( \mathbf{G}^{(B)} \) will be set to coincide with linear, well-posed boundary conditions, prescribed in such a way that either entropy conservation or entropy stability is achieved.

The vector of conserved variables is given by
\[ \mathbf{Q} = [\rho, \rho \mathbf{U}_1, \rho \mathbf{U}_2, \rho \mathbf{U}_3, \rho \mathbf{E}]^T, \]
where \( \rho \) denotes the density, \( \mathbf{U} = [\mathbf{U}_1, \mathbf{U}_2, \mathbf{U}_3]^T \) is the velocity vector, and \( \mathbf{E} \) is the specific total energy. The inviscid fluxes are given as
\[ \mathbf{F}^{(I)}_x = [\rho \mathbf{U}_m, \rho \mathbf{U}_m \mathbf{U}_1 + \delta_{m,1} \mathbf{P}, \rho \mathbf{U}_m \mathbf{U}_2 + \delta_{m,2} \mathbf{P}, \rho \mathbf{U}_m \mathbf{U}_3 + \delta_{m,3} \mathbf{P}, \rho \mathbf{U}_m \mathbf{H}]^T, \]
(15)
where $P$ is the pressure, $H$ is the specific total enthalpy and $\delta_{i,j}$ is the Kronecker delta.

The required constituent relations are

$$
H = c_p T + \frac{1}{2} U^T U, \quad P = \rho R T, \quad R = \frac{R_u}{M_w},
$$

where $T$ is the temperature, $R_u$ is the universal gas constant, $M_w$ is the molecular weight of the gas, and $c_p$ is the specific heat capacity at constant pressure. Finally, the specific thermodynamic entropy is given as

$$
s = \frac{R}{\gamma - 1} \log \left( \frac{T}{T_\infty} \right) - R \log \left( \frac{\rho}{\rho_\infty} \right), \quad \gamma = \frac{c_p}{c_p - R},
$$

where $T_\infty$ and $\rho_\infty$ are the reference temperature and density, respectively (the stipulated convention has been broken here and $s$ has been used rather than $S$ for reasons that will be clear next).

The viscous fluxes $F^{(V)}_{x_m}$ are given by

$$
F^{(V)}_{x_m} = \left[ 0, \tau_{1,m}, \tau_{2,m}, \tau_{3,m}, \sum_{i=1}^{3} \tau_{i,m} U_i - \kappa \frac{\partial T}{\partial x_m} \right]^T,
$$

while the viscous stresses are defined as

$$
\tau_{i,j} = \mu \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} - \delta_{i,j} \frac{2}{3} \sum_{n=1}^{3} \frac{\partial U_n}{\partial x_n} \right),
$$

where $\mu(T)$ is the dynamic viscosity and $\kappa(T)$ is the thermal conductivity.

The compressible Navier–Stokes equations given in eq. (19) have a convex extension, that when integrated over the physical domain, $\Omega$, depends only on the boundary data and negative semi-definite dissipation terms. This convex extension depends on an entropy function, $S$, that is constructed from the thermodynamic entropy as

$$
S = -\rho s,
$$

and provides a mechanism for proving stability in the $L^2$ norm. The entropy variables $\mathbf{W}$ are an alternative variable set related to the conservative variables via a one-to-one mapping. They are defined in terms of the entropy function $S$ by the relation $\mathbf{W}^T = \partial S / \partial \mathbf{Q}$ and they
are extensively used in the entropy stability proofs of the algorithms used herein; see for instance [5, 18, 30, 56]. In addition, they simultaneously symmetrize the inviscid and the viscous flux Jacobians in all three spatial directions. Further details on continuous entropy analysis are available elsewhere [6, 12, 59].

The entropy stability for the viscous terms in the compressible Navier–Stokes equations (19) is readily demonstrated by exploiting the symmetrizing properties of the entropy variables. Thus, we recast the viscous fluxes in terms of the entropy variables

$$\mathcal{F}_{x_m}^{(V)} = \sum_{j=1}^{3} C_{m,j} \frac{\partial W}{\partial x_j},$$

with the flux Jacobian matrices satisfying $C_{m,j} = (C_{j,m})^T$.

Furthermore, in order to apply the algorithm outlined for the convection-diffusion case to the compressible Navier–Stokes equations, we have to recast system (14) in a skew-symmetric form with respect to the metric terms. This procedure results in

$$\mathcal{J} \frac{\partial \mathcal{Q}}{\partial t} + \sum_{l,m=1}^{3} \frac{1}{2} \frac{\partial}{\partial \xi_l} \left( \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \mathcal{F}_{x_m}^{(I)} \right) + \frac{1}{2} \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \frac{\partial \mathcal{F}_{x_m}^{(I)}}{\partial \xi_l} = \sum_{l,m=1}^{3} \frac{\partial}{\partial \xi_l} \left( \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \mathcal{F}_{x_m}^{(V)} \right),$$

where the GCL relations given in eq. (5) are used to obtain eq. (20) from the divergence form (14). Substituting eq. (18) into eq. (19), we arrive at the system of equations

$$\mathcal{J} \frac{\partial \mathcal{Q}}{\partial t} + \sum_{l,m=1}^{3} \frac{1}{2} \frac{\partial}{\partial \xi_l} \left( \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \mathcal{F}_{x_m}^{(V)} \right) + \frac{1}{2} \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \frac{\partial \mathcal{F}_{x_m}^{(V)}}{\partial \xi_l} = \sum_{l,a=1}^{3} \frac{\partial}{\partial \xi_l} \left( \hat{C}_{l,a} \frac{\partial W}{\partial \xi_a} \right),$$

where

$$\hat{C}_{l,a} = \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \sum_{m,j=1}^{3} C_{m,j} \frac{\partial \xi_a}{\partial x_j}.$$
The discretization of the compressible Euler equations, i.e., the inviscid part of (20), is given by

\[ J_\kappa \frac{dq_\kappa}{dt} + \frac{1}{2} \sum_{l,m=1}^{3} \left( D_{\xi_l} \left[ J \frac{\partial \xi_l}{\partial x_m} \right]_\kappa + \left[ J \frac{\partial \xi_m}{\partial x_l} \right]_\kappa \right) \circ F_{x_m}(q_\kappa, q_\kappa) 1_\kappa = SAT_{\kappa}, \tag{22} \]

where the symbol \( \circ \) indicates the Hadamard product, and \( F_{x_m}(\cdot, \cdot) \) is a two argument matrix flux function which, for an entropy conservative schemes, is constructed from a two-point entropy conservative flux function, \( F_{x_m}(Q_i, Q_j) \), (see, for instance, [22]).

Herein, to construct the entropy conservative discretization, we use the two-point entropy conservative flux by Chandrashekar [9] which reads:

\[
F_{x_m}(Q_i, Q_j) = \begin{bmatrix}
\hat{\rho} U_m \\
\hat{\rho} U_m U_1 + \delta_{m,1} \tilde{P} \\
\hat{\rho} U_m U_2 + \delta_{m,2} \tilde{P} \\
\hat{\rho} U_m U_3 + \delta_{m,3} \tilde{P} \\
\hat{\rho} U_m \left( \frac{1}{2(\gamma-1)\beta} - \frac{1}{2} |U|^2 \right) + \overline{U} \cdot \mathcal{M}
\end{bmatrix}, \tag{23}
\]

where, for the generic quantity \( \phi \),

\[
\hat{\phi} = \frac{\phi_i - \phi_j}{\log \phi_i - \log \phi_j}, \quad \overline{\phi} = \frac{\phi_i + \phi_j}{2}
\]

are the logarithmic average and the arithmetic average, respectively,

\[
\tilde{P} = R\rho \frac{T_i T_j}{T}, \quad \beta = \frac{1}{2RT},
\]

and the term \( \mathcal{M} \) corresponds to a vector of the three momentum components of this two-point flux. We will refer to our entropy stable discretization as ES-C.

The Hadamard formalism is capable of compactly representing various split forms, and more importantly, extends to nonlinear equations for which a canonical split form is inappropriate. In this work, we also use this formalism to compute the divergence of the inviscid
fluxes using the cheaper two-point flux of Kennedy and Gruber [44]:

\[
\mathbf{F}_{x_{m}}^{(1)}(Q_i, Q_j) = \begin{bmatrix}
\rho u_m \\
\rho u_m u_1 + \delta_{m,1} p \\
\rho u_m u_2 + \delta_{m,2} p \\
\rho u_m u_3 + \delta_{m,3} p \\
\rho u_m e + p u_m
\end{bmatrix}.
\]  

(24)

We will refer to the discretization that uses the Kennedy and Gruber [44] flux as SF-KG.

Finally, we also compare the above two discretizations with a standard discontinuous collocation type discretization (DC). In this case the divergence of the inviscid fluxes is computed by applying the SBP differentiation matrix to the inviscid flux vector whose components are the direct evaluation of (15) at each node:

\[
\mathbf{F}_{x_{m}}^{(1)}(Q_i) = [\rho u_m, \rho u_m u_1 + \delta_{m,1} p, \rho u_m u_2 + \delta_{m,2} p, \rho u_m u_3 + \delta_{m,3} p, \rho \mathcal{H} u_m]^T.
\]  

(25)

The above flux is the cheapest flux among the fluxes considered herein.

**Remark 1.** It is worth noting the differences in the cost of these discretizations. The computing of logarithms contributes significantly to the cost of the inviscid flux evaluations of the entropy stable discretization. Furthermore, the standard DC methods require fewer inviscid flux evaluations than the other two discretizations with \(O(N^3)\) evaluations instead of the \(O(N^4)\) evaluations in the three-dimensional case. Section 5 presents results exploring the differences in the cost of these discretizations.

Next, recasting the viscous fluxes in terms of entropy variables as shown in eq. (18) yields the following form for the discretization of the divergence of the viscous fluxes

\[
\sum_{l,a=1}^{3} \frac{\partial}{\partial \xi_l} \left( \hat{\mathcal{C}}_{l,a} \frac{\partial \mathcal{W}}{\partial \xi_a} \right) \approx \sum_{l,a=1}^{3} \mathbf{D}_{\xi_l} \left[ \hat{\mathcal{C}}_{l,a} \right] \theta^\kappa_{a}, \quad \theta^\kappa_{a} = \mathbf{D}_{\xi_a} \mathbf{w}_\kappa.
\]  

(26)

Note that eq. (26) is precisely the symmetric generalization of the convection-diffusion operator to a viscous system.
The discretization on the $\kappa$th element reads

$$J_\kappa \frac{dq_\kappa}{dt} + I^{(E)}_\kappa = \sum_{l,a=1}^{3} D_{\xi_l} [\hat{C}_{l,a}] \theta^\kappa_a + \text{SAT}^{(I)}_\kappa + \text{SAT}^{(V)}_\kappa + I^p, \quad \theta^\kappa_a = D_{\xi_a} w_\kappa + \text{SAT}^\theta_\kappa,$$  

(27)

where $I^{(E)}_\kappa$ represents the discretization of the divergence of the inviscid fluxes and the interior penalty term, $I^p$, adds interface dissipation [58]. This term is a design-order zero interface dissipation term that is constructed to damp neutrally stable “odd-even” eigen-modes that arise from the LDG viscous operator. Scheme (27) telescopes to the boundaries where appropriate SATs need to be imposed to obtain a stability statement [56, 60, 79].

5. Numerical results

The curvilinear, unstructured grid, CFD framework used in this article has been developed at the Extreme Computing Research Center (ECRC) at KAUST. The conforming numerical solver is based on the algorithms proposed in [5, 58, 59]. It is built on top of the Portable and Extensible Toolkit for Scientific computing (PETSc) [2], its mesh topology abstraction (DMPLEX) [47] and scalable ordinary differential equation (ODE)/differential algebraic equations (DAE) solver library [1]. The fifth order explicit Runge–Kutta scheme by Dormand and Prince [21] with an adaptive time-stepping based on signal processing [77, 78]) is used to integrate the numerical solution in time. The tolerances of the time integrator used in all test cases are small enough to render the time error negligible.

5.1. Error vs. cost

Convergence studies for 3D flows are conducted, and the serial time to solution is measured. The convergence studies are done on structured cubic domains, using sequences of nested grids. Finally, the $L^2$ norm of error is calculated using the matrix norm (P-norm) associated with the SBP-SAT scheme.

5.1.1. Inviscid flow: 3D isentropic vortex

Although the focus of this paper is on the compressible Navier–Stokes equations, in this section, we study the propagation of an inviscid 3D isentropic vortex. This first test allows us
to verify and characterize the cost and accuracy of the inviscid component of our algorithm, a key element in any compressible or incompressible Navier–Stokes solver [5, 16, 56].

The simulation of an isentropic vortex is a widely used benchmark problem [74] because it has an analytical solution. In particular, for the stationary case, the exact solution is given by

$$\begin{align*}
\rho &= T^{-1/\gamma}, \\
\mathcal{U}_t &= \frac{r^2}{2\pi} \exp\left(\frac{1-r^2}{2}\right), \\
\mathcal{T} &= T_{\infty} - \frac{(\gamma-1)Ma_{\infty}\beta^2}{8\pi} \exp(1 - \gamma^2),
\end{align*}$$

(28)

where $r$ is the distance from the axis of the vortex, and $\mathcal{U}_t$ is the tangential velocity. The moving vortex solution is obtained by applying to (28) a uniform translation in the direction of the velocity vector field.

Herein, the simulation domain is a cube $\Omega = [0, 10]^3$ where the vortex rotates around the axis $(1, 1, 1)^T$, a direction not aligned with the grid. A constant velocity field $\mathcal{U}_m = \mathcal{U}_{m\infty}$ is imposed and the vortex is simulated for a short amount of time. The parameters for this test are $\gamma = 1.4$, $Ma_{\infty} = 0.5$, $\beta = 5$ and $T_{\infty} = 1$.

Figure 1 shows the $L^2$ norm of the error of the density field computed at the final time $t_f = 2.5$ against the serial wall-clock time for the ES-C discretization. We remark that even for large errors, e.g. $10^{-4}$, the smallest time to solution is always achieved with high order discretizations (namely $p = 7$ or even $p = 15$).

5.1.2. Viscous flow: 3D manufactured solution

To extend the error vs. cost discussion to the realm of viscous flows, we use the method of manufactured solutions (MMS). The MMS is a powerful technique for code verification widely used in the scientific community [69, 70] where, in principle, the manufactured solution doesn’t need to satisfy the PDE under investigation. Here, a proposed smooth solution is inserted into the original PDE so that all derivatives can be calculated analytically. The result is then simplified, and the residual obtained is used as a source term that, once added to the original equation, creates a modified problem for which the analytical solution is known. This solution allows for the comparison between the exact and numerical solutions.
In this section, this technique is used to evaluate the accuracy versus wall-clock time for different polynomial degrees using both the conventional DC and ES-C discretizations for a supersonic compressible viscous flow. To do so, we consider a cubic domain Ω = [0,1]³ with the following manufactured solution

\[
\begin{align*}
\rho &= \rho^0 + \rho^x \sin\left(\frac{\alpha_1 x_1}{L}\right) + \rho^y \cos\left(\frac{\alpha_2 x_2}{L}\right) + \rho^z \sin\left(\frac{\alpha_3 x_3}{L}\right), \\
U_1 &= U_1^0 + U_1^x \sin\left(\frac{\alpha_1 x_1}{L}\right) + U_1^y \cos\left(\frac{\alpha_2 x_2}{L}\right) + U_1^z \cos\left(\frac{\alpha_3 x_3}{L}\right), \\
U_2 &= U_2^0 + U_2^x \cos\left(\frac{\alpha_1 x_1}{L}\right) + U_2^y \sin\left(\frac{\alpha_2 x_2}{L}\right) + U_2^z \sin\left(\frac{\alpha_3 x_3}{L}\right), \\
U_3 &= U_3^0 + U_3^x \sin\left(\frac{\alpha_1 x_1}{L}\right) + U_3^y \sin\left(\frac{\alpha_2 x_2}{L}\right) + U_3^z \cos\left(\frac{\alpha_3 x_3}{L}\right), \\
P &= P^0 + P^x \sin\left(\frac{\alpha_1 x_1}{L}\right) + P^y \sin\left(\frac{\alpha_2 x_2}{L}\right) + P^z \cos\left(\frac{\alpha_3 x_3}{L}\right).
\end{align*}
\]

Expressions (29) are similar to those proposed by Roy [70] and Katz and Sankaran [43]. The constants appearing in this manufactured solution are chosen to give supersonic flow in the three spatial directions (cf. Table 1). Therefore, the exact Dirichlet values for all primitive variables are specified on both inflow and outflow boundaries. The value of the parameters are: \( L = 1, \gamma = 1.4, \text{Re} = 4 \times 10^6, \) and \( \text{Ma} \approx 2.14. \) Figure 2 shows a visualization of this
solution.

| Equation, \( \varphi \) | \( \varphi^0 \) | \( \varphi^{x_1} \) | \( \varphi^{x_2} \) | \( \varphi^{x_3} \) | \( \alpha_{\varphi}^{x_1} \) | \( \alpha_{\varphi}^{x_2} \) | \( \alpha_{\varphi}^{x_3} \) |
|-----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( \rho \)      | 1              | 3/20           | -1/10          | 1/5            | 1              | 1/2            | 1              |
| \( U_1 \)       | 800            | 50             | -30            | 50             | 3/2            | 3/5            | 1              |
| \( U_2 \)       | 800            | -75            | 40             | 10             | 1/2            | 3/2            | 3/2            |
| \( U_3 \)       | 800            | 15             | -25            | 20             | 3/2            | 1/2            | 5/4            |
| \( \mathcal{P} \) | 10^5           | 2 \times 10^4 | 5 \times 10^4  | 2/3            | 1              | 3/2            | 1              |

Table 1: Constants for the 3D compressible Navier–Stokes supersonic manufactured solution.

Figure 2: 3D supersonic manufactured solution: (a) density, (b) temperature and (c) velocity magnitude.

Figure 3 shows the results for the \( L^2 \) error of the density field against the time to solution for several solution polynomial degrees. The numbers superimposed to the data series represent the total number of degrees of freedom (DOFs) of each mesh, showing that the wall-clock time is almost constant given a total of DOFs, regardless of the polynomial degree. This observation added to the accuracy of high order solutions can result in higher order discretizations being more economical, given some acceptable error threshold. This observation should serve as a motivation to further explore the behavior of high order DC-type discretizations in more applied settings.
5.2. The cost of entropy stability

We devised a test to compare the cost of the entropy stable discretization with the non-entropy stable ones. In this test, the Taylor–Green vortex (TGV) at $Re = 1,600$ and $Ma = 0.05$ is simulated using a fixed number of DOFs for four different solution polynomial degrees. The initial condition reads

$$\begin{align*}
\rho &= 1 + \frac{2Ma^2}{16} (\cos(2x_1) + \cos(2x_2)) (\cos(2x_3) + 2), \\
U_1 &= \sin(x_1) \cos(x_2) \cos(x_3), \\
U_2 &= -\cos(x_1) \sin(x_2) \cos(x_3), \\
U_3 &= 0, \\
T &= 1.
\end{align*}$$

This problem is generally used to study the transition to turbulence, the energy decay in turbulent flow, the simulation of under-resolved turbulent features and the robustness of solvers [14, 34, 51, 57]. Here we use it as a nontrivial flow pattern where we measure the
cost of our discretizations. The mesh is a structured cube domain \( \Omega = [-\pi, \pi]^3 \) with periodic boundary conditions, discretized with enough elements to guarantee a total of 256 DOFs per direction (for a total of \( 256^3 \) DOFs). We use two nodes of Shaheen XC 40 [37] with a perfectly balanced partition\(^6\). In fact, in our solver, the parallel overhead for this number of nodes is completely negligible. During the execution, a fixed small time step is used and all I/O operations are turned off. The time per time step (TS) is averaged until no noticeable change is observed. The final results are shown in Figure 4.

![Figure 4: Wall-clock time per time step for different solution polynomial degrees and discretizations.](image)

All the results for wall-clock time per time step fall within the same order of magnitude. This similarity is consistent with the results shown in the Section 5 since the computational cost of the discretization mostly depends on the number of DOFs. The differences within this range are caused by two main factors, namely the number of flux evaluations in the volume terms (with its complexity), and the ratio of the volume terms to the surface terms (SATs). Here the former causes discretizations to be more expensive with increasing polynomial degree, while the latter has the opposite effect. The results for both ES-C and SF-KG

\(^6\)Each Shaheen XC 40 node has 32 Intel Haswell cores.
discretizations show this with a minimum time per time step at \( p = 3 \) and \( p = 7 \), respectively, with the SF-KG flux being cheaper. A minimum time per time step for the conventional DC discretization is not found within the studied range of solution polynomial degrees. Obviously, the conventional DC discretization is cheaper because it is characterized by fewer inviscid flux evaluations for all the solution polynomial degree, as discussed in Section 4.

5.3. Robustness

Although high-order accurate methods are well suited for smooth solutions, numerical instabilities may occur if the flow contains under-resolved physical features (e.g., under-resolved turbulent flows) or discontinuities (e.g., shocks). In this section we investigate the robustness of the three discretizations for under-resolved turbulent and non-smooth flows.

5.3.1. Taylor–Green vortex

The Taylor–Green vortex (TGV) problem at \( \text{Re} = 1,600 \) and \( \text{Ma} = 0.05 \) is a flow that degenerates to turbulence over time; therefore its solution is representative of the behavior of the algorithm for the solution of turbulent flows. By simply using coarse grids, this problem can be made a challenging benchmark for the simulation of under-resolved turbulent features, a situation that easily leads to stability issues with high order operators. The study is performed using several nested meshes (see the first column in Table 2) and solution polynomial degrees from \( p = 1 \) to \( p = 15 \). The final time is set to \( t_f = 20 \). Table 2 summarizes the results.

As expected, the DC discretization is frequently unstable and leads to a crash of the solver when coarse meshes with high order solution polynomial degrees are used. On the contrary, the other two methods are always stable. We emphasize that in our test, only the ES-C discretization has a rigorous proof of stability and the particular conditions of the test may be the cause for the perfect score of SF-KG. So it is natural to expect there is a set of problems where even SF-KG is bound to fail. The next section explores further in this difference.
Table 2: Numerical stability for the 3D Taylor–Green vortex. √ = success, × = failure.

| Degree | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|--------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|
| ES-C   | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  |
| SF-KG  | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  |
| DC     | ✓ | ✓ | × | × | × | × | × | × | × | ×  | ×  | ×  | ×  | ×  | ×  |

5.3.2. Compressible homogeneous isotropic turbulence

We select this 3D case as a more challenging problem to further stress the stability properties of our discretizations. This problem is regarded as one of the cornerstones to elucidate the effects of compressibility for compressible turbulence [49]. Based on the previous numerical experiments and theoretical analyses, isotropic compressible turbulence is divided into four main dynamical regimes [71], i.e., the low-Mach number quasi-isentropic regime, the low-Mach number thermal regime, the nonlinear subsonic regime, and the supersonic regime. Most of the numerical schemes developed in the last decade utilized in the simulation of isotropic compressible turbulence with moderate turbulent Mach number to supersonic regimes fail to capture shocklets robustly and accurately resolve smooth regions. For isotropic compressible turbulence in these two regimes, the stronger random shocklets and higher spatial-temporal gradients pose greater difficulties for numerical analyses than other regimes. Both forced isotropic compressible turbulence with solenoidal and dilatational external force [42, 45] and decaying isotropic compressible turbulence [4, 63, 72] are studied in the literature. In this paper, we choose to test with the decaying isotropic compressible
turbulence without external force. The flow domain of numerical simulation is a cube box defined as \( \Omega = [0,2\pi]^3 \), with periodic boundary conditions in all directions. The evolution of this artificial system is determined by initial thermodynamic quantities and two dimensionless parameters, i.e., the initial Taylor microscale Reynolds number \( \text{Re} = \langle \rho \rangle \text{U}_{\text{RMS}} \lambda / \langle \mu \rangle \), and turbulent Mach number \( \text{Ma}_t = \text{U}_{\text{RMS}} / \langle c_s \rangle \), where \( \langle \cdot \rangle \) is the ensemble over the whole computational domain, \( \rho \) is the density, \( \mu \) is the initial dynamic viscosity, \( c_s \) is the sound speed, \( \text{U}_{\text{RMS}} \) is the root mean square of initial turbulent velocity field \( \text{U}_{\text{RMS}} = \langle \text{U} \cdot \text{U} / 3 \rangle^{1/2} \), and the normalized Taylor micro-scale \( \lambda \) is defined by

\[
\lambda = \sqrt{\frac{\text{U}_{\text{RMS}}}{\langle (\frac{\partial \text{U}_1}{\partial x_1})^2 + (\frac{\partial \text{U}_2}{\partial x_2})^2 + (\frac{\partial \text{U}_3}{\partial x_3})^2 \rangle}}. \tag{31}
\]

A 3D solenoidal random initial velocity field \( \text{U} \) can be generated by a specified spectrum, which is given by [61]

\[
E(k) = A_0 k^4 \exp \left(-2k^2/k_0^2\right), \tag{32}
\]

where \( A_0 \) is a constant to get a specified initial kinetic energy, \( k \) is the wave number, \( k_0 \) is the wave number at which the spectrum peaks. In this paper, fixed \( A_0 \) and \( k_0 \) in Equation (32) are chosen for all cases, which are initialized by \( A_0 = 0.00013 \) and \( k_0 = 8 \). Initial strategies play an important role in isotropic compressible turbulence simulation [72], especially for the starting fast transient period during which the divergence of the velocity increases rapidly and negative temperature or pressure often appear. In the computation, the initial pressure \( \mathcal{P}_0 \), density \( \rho_0 \) and temperature \( T_0 \) are set following the procedure of Ristorcelli and Blaisdell [68]. For higher polynomial degree, the hydrodynamic and thermodynamic fields are computed from polynomial order \( p = 1 \) and then mapped onto the particular grid. Simulations are run for a relatively short time interval which is the three order of magnitude of a characteristic eddy turnover time \( \tau = \mathcal{L}_1 / \text{U}_{\text{RMS}} \) where \( \mathcal{L}_1 \) being the integral length scale defined as

\[
\mathcal{L}_1 = \frac{3\pi}{4} \frac{\int_0^\infty E(k)dk/k}{\int_0^\infty E(k)dk}. \tag{33}
\]

To assess the relative robustness of the discretizations, the turbulent Mach number is set to \( \text{Ma}_t = 0.62 \), where shocklets appear and thus the flow belong to the nonlinear subsonic
regime in which compressible effects are important. The number of wavenumber available in the computational box is intentionally limited to values that do not allow a correct representation of the smallest scales of the initially imposed turbulent field. In all flow simulations the turbulent Reynolds number is $\text{Re}_\lambda = 194$.

Several test runs at multiple resolutions and polynomial orders are performed to assess the numerical robustness of the conventional DC, SF-KG and ES-C schemes.

| Degree | 1   | 2   | 3   | 4   |
|--------|-----|-----|-----|-----|
| ES-C   | ✓   | ✓   | ✓   | ✓   |
|        | ✓   | ✓   | ✓   | ✓   |
|        | ✓   | ✓   | ✓   | ✓   |
|        | ✓   | ✓   | ✓   | ✓   |
|        | ✓   | ✓   | ✓   | ✓   |
| SF-KG  | ×   | ✓   | ✓   | ✓   |
|        | ×   | ✓   | ✓   | ✓   |
|        | ×   | ✓   | ✓   | ✓   |
|        | ×   | ✓   | ✓   | ✓   |
|        | ✓   | ✓   | ✓   | ✓   |
| DC     | ×   | ×   | ×   | ×   |
|        | ×   | ×   | ×   | ×   |
|        | ×   | ×   | ×   | ✓   |
|        | ×   | ✓   | ✓   | ✓   |

Table 3: Numerical stability for the compressible homogeneous isotropic turbulence at $\text{Re}_\lambda = 194$ and $\text{Ma}_t = 0.62$. ✓ = success, × = failure.

As summarized in Table 3, only the ES-C scheme shows the numerical robustness to compute this flow for all the selected meshes and solution polynomial degree and produce results past the initial start-up phase. The conventional DC algorithm is numerically unstable at lower resolution at all polynomial orders, while SF-KG crashes if a polynomial order of $p = 1$ is used for a mesh resolution up to $32^3$.

Figure 5 shows both the decaying history of the resolved turbulent kinetic energy $E_K = \langle \rho \mathbf{u} \mathbf{u} \rangle / 2$ versus $t/\tau$ and Reynolds number based on Taylor micro-scale versus $t/\tau$ for the different schemes and polynomial order $p = 1$, where the dashed lines indicate the points of termination (crash).
In Figure 6, the path lines on the boundaries are plotted at two instants for the ES-C scheme using the line integral convolution colored by the magnitude of the velocity. As expected, the velocity field at \( t/\tau = 3 \) clearly contains more small scales than the initial field \( t/\tau = 2 \), which shows the need to use a numerically robust scheme to capture them without filtering and also to properly handle shocklets that quickly form for such a higher turbulent Mach number. It is concluded from this test case that numerical schemes which are entropy stable are more desirable for such a highly strong Mach-number regime. In fact, schemes that satisfy entropy condition are found to lead to stable density fluctuations in compressible isotropic turbulence simulations, while schemes that do not have this property can be unstable with respect to density fluctuations [40, 63].

5.3.3. Supersonic turbulent flows past a bar

The last test we present is the 3D supersonic flow around a square bar, a problem that has been studied in depth in the literature related to supersonic flow around bluff bodies [3, 52, 59]. The similarity parameters are \( \text{Re}_\infty = 10,000 \) and \( \text{Ma}_\infty = 1.5 \). In this regime the flow exhibits a complicated pattern characterized by shocks, expansion zones and separation [59]. This test is chosen as a challenging problem to stress the robustness of our discretizations in the context of supersonic turbulent flow.
Figure 6: Path lines on the surface of velocity field from ES-C with $p = 9$ using $32^3$ for the compressible isotropic turbulence at $\text{Re}_\lambda = 194$ and $\text{Ma}_t = 0.62$.

A 3D square of unit side is placed at the origin of the system of reference and an unstructured quad mesh with refinement is extended out to a box 20 and 50 length units in the upstream and downstream directions, respectively, 25 length units in both normal directions to the bar, and then extruded one length unit in the spanwise direction. Figure 8 shows the resulting mesh with refinements around the shocks and the turbulent wake; we choose a polynomial degree of $p = 3$ as a reasonable accuracy for this mesh. The boundary conditions used are adiabatic wall on the surface of the bar [13, 59], periodic in the spanwise direction and farfield on the remaining boundaries. The initial condition is set to be a uniform supersonic flow. The simulation run until the main bow shock stabilizes.

Figure 7 shows the results for the pressure drag coefficient ($C_d^{(P)}$) and the viscous drag coefficient ($C_d^{(V)}$) for the initial time steps for the ES-C and the SF-KG discretizations. The dashed line indicates the termination time due to the solver crash. Here the DC discretization crashed very early in the simulation ($t \approx 1.3 \times 10^{-3}$) yielding no useful results.

Figure 9 shows a visualization of the last recorded step of the solution given by SF-KG (right side), compared with ES-C (left) at the same time. This result is very early in the simulation when the shock propagating from the leading edge is still close to the wall. Here
we choose color schemes intended to highlight the differences between the two simulations, particularly in the shock region where the (expected) oscillations appear to be more regular for the ES-C case. We remark that this visualization has no evidence for the onset of numerical instability; even though SF-KG immediately crashes at the next time step.

Figure 10 shows the resulting flow pattern for the ES-C discretization at $t = 100$.

![Figure 7: Drag coefficient for the supersonic bar at $Re_\infty = 10,000$ and $Ma_\infty = 1.5$.](image)

![Figure 8: Bi-dimensional view of (left) the 3D mesh used for the supersonic flow around a square bar and (right) zoom at the square bar.](image)

6. Conclusion

This work presents a three-way comparison between one entropy stable, and two non-entropy stable discretizations, in the context of split form and discontinuous collocation
Figure 9: Comparison of the last recorded step for SF-KG (right) and ES-C (left) at $t = 0.36$ for the supersonic bar at $Re_\infty = 10,000$ and $Ma_\infty = 1.5$. 
Figure 10: Instantaneous snapshots of fields at $t = 130$ for the supersonic bar at $Re_\infty = 10,000$ and $Ma_\infty = 1.5$.

discretizations for the simulation of the compressible Navier–Stokes equations. All three algorithms are constructed using SBP-SAT operators. The entropy stable discretization is based on the two-point entropy conservative flux of Chandrashekar [9], the kinetic energy preserving but not entropy stable discretization is built using the splitting of Kennedy and Gruber [44], and the conventional discontinuous collocation method is based on the standard
inviscid flux arising from the compressible Euler equations.

We have started our discussion with a note on the potential superiority of high order discretizations, not only measured in terms of accuracy but also in wall-clock time for the propagation of a 3D isentropic vortex and a 3D supersonic flow constructed with the method of manufactured solutions. Subsequently, by using the Taylor–Green vortex problem, we have shown the impact of the solution polynomial degree on the computational cost of the three discretizations. In DC-type discretizations, the computational cost depends on the number of flux evaluations (multiplied by its computational complexity), and the cost of computing the surface terms (SATs). These costs have opposite behaviors as the polynomial degree increases and therefore, an optimal wall-clock time per time step can be found. The overall observation is that higher degrees ($p = 3$ or higher) yield the lowest wall-clock time per time step. This superiority is of paramount importance in the implementation of such simulation tools for current and future computing hardware. Hence, the emphasis is placed on higher-order discretizations throughout the entire paper.

We then moved on to the analysis of the reliability and robustness of the three discretizations under three stressful experimental conditions: i) turbulent flows with under-resolved features, ii) shocklets in compressible turbulent flow, and iii) shocks in supersonic flow. As expected, only the entropy stable discretization is able to simulate all test cases successfully. This robustness comes at a cost, which we consider to be affordable for reasonably high-order discretizations ($p$ up to 7), especially in large-scale complex simulations where any instability is unacceptable. We interpret these results as significant evidence in favor of the applicability of entropy stable discretizations in future CFD solvers as reported in [76].

We expect to see future extensions to this work addressing more applied aspects of the implementation of entropy stable discretizations such as performance at scale and $hp$-refinement, to name a few.
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