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ABSTRACT

Scientific papers are complex and understanding the usefulness of these papers requires prior knowledge. Peer reviews are comments on a paper provided by designated experts on that field and hold a substantial amount of information, not only for the editors and chairs to make the final decision, but also to judge the potential impact of the paper. In this paper, we propose to use aspect-based sentiment analysis of scientific reviews to be able to extract useful information, which correlates well with the accept/reject decision.

While working on a dataset of close to 8k reviews from ICLR, one of the top conferences in the field of machine learning, we use an active learning framework to build a training dataset for aspect prediction, which is further used to obtain the aspects and sentiments for the entire dataset. We show that the distribution of aspect-based sentiments obtained from a review is significantly different for accepted and rejected papers. We use the aspect sentiments from these reviews to make an intriguing observation, certain aspects present in a paper and discussed in the review strongly determine the final recommendation. As a second objective, we quantify the extent of disagreement among the reviewers refereeing a paper. We also investigate the extent of disagreement between the reviewers and the chair and find that the inter-reviewer disagreement may have a link to the disagreement between the chairman. One of the most interesting observations from this study is that reviews, where the reviewer score and the aspect sentiments extracted from the review text written by the reviewer are consistent, are also more likely to be concurrent with the chair’s decision.

1 INTRODUCTION

Peer reviewing is an integral part in identifying important and relevant research in any specific area of science. This has been adopted by major journals and conferences in many areas of science including computer science. However, peer reviewing is manual and it takes a huge amount of time even for an expert in that particular field to review a scientific document. Researchers have spent approximately 63.4 million hours on peer reviews in 2015 alone [13]. Nevertheless, the process is not foolproof and there have been many recent studies on the inefficiency of the peer-reviewing system and many alternate systems have been proposed. A major conference in the field of computer science did a study in 2014, assigning 10% of their papers to two different groups of reviewers to analyze the reproducibility and subjectivity in reviews. Disagreement over the accept/reject decision was found for a quarter of those papers even when that conference adopts a three-reviewer majority-vote based algorithm for taking the final decision for any paper [14].

Ragone et al. [18] found that there is very little correlation between peer reviewers’ comments and citation counts of these papers. They also report that the peer reviews are not very effective in finding the major flaws in a paper.

These criticisms make studies on peer review dataset very important as it helps to improve science directly by identifying flaws in the scientific process of highlighting best research thus inspiring better feedback mechanisms to draw attention of serious researchers. However, till now, there have been very few studies on this front mainly due to unavailability of peer-review dataset in the public domain.

To address this need, we perform a large scale analysis on the public dataset of peer reviews made available by one of the largest conferences in the area of machine learning – ICLR. ICLR has peer reviews for both the accepted and rejected papers available with rebuttal comments.

We postulate that the reviewers largely follow a well-defined structure while writing reviews identifying the pros and cons of the paper and a peer review corpus is therefore sentiment rich as it is supposed to reflect the qualities of the paper to help the chair/editor understand whether it should be accepted. In particular the reviewers would be organized around various aspects and the reviewers would tend to express varying sentiments across these aspects.

In this paper we adopt the reviewing aspects used in the ACL conferences. We manually inspected the reviewing guidelines of various top CS conferences and finally selected the ACL format. This choice is motivated by the level of details that the ACL format brings on board. As per the ACL reviewing guidelines, the eight different aspects that a paper is rated on are – appropriateness, clarity, originality, empirical/theoretical soundness, meaningful comparison, substance, impact of dataset/software/ideas and recommendation.

However, note that our peer review corpora –ICLR 2017, 2018 and 2019 – are not annotated based on these aspects. Therefore we design an annotation framework to annotate each review with the relevant aspects and the corresponding aspect sentiments present in the review. Following this we perform rigorous data analysis to discover many interesting results illustrated with figures and tables in the later sections. We present the most intuitive explanations of the results in their individual sections as well as in the conclusion. Our specific contributions are enumerated below.

\footnote{https://openreview.net/group?id=ICLR.cc}
We study the disagreement of the reviewers in Section 6. We work in this area. In Section 3 we describe the ICLR review Organisation of the paper

- We collect peer review data for one of the top machine learning conferences – ICLR. In addition, for every paper we also separately collect various metadata like the authors, the abstracts, rebuttal comments, confidence score of the reviews etc.
- We design an annotation framework and manually annotate ∼ 2,500 review sentences at two levels – (i) identify and mark the aspects present (if any) in the sentence and (ii) the sentiment associated with each of the identified aspect. We use an active learning framework to choose the sentences to be annotated.
- We design a supervised algorithm to label the aspects and the sentiments for the rest of the corpus.
- We analyze the machine-labelled data to obtain various interesting insights. The aspect sentiment polarities for the accepted papers are substantially different from those of the rejected papers. For accepted papers, the reviewers express higher positive sentiments in appropriateness, clarity, originality, empirical/theoretical soundness, substance, impact of ideas and recommendation. On the other hand, the rejected papers have higher negative sentiments in aspects like appropriateness, clarity, empirical/theoretical soundness, substance, impact of ideas and recommendation.
- We further identify why the chair might differ from the mean recommendation of the reviewers and establish the importance of review texts through that. In particular, we define inter-reviewer disagreement and establish that aspect level disagreements have clear correlation with aggregate level disagreement. Evidently, the chair disagrees more in cases where the correlation between the recommendation score and the corresponding review aspect sentiments are low, i.e., where scores exhibit individual bias on part of the reviewers (which is different from the normative behavior of the reviewers).
- Finally, one of the most interesting findings is that sentiments associated with aspects like clarity, empirical/theoretical soundness and impact of ideas strongly determine the intended recommendation in a review. In both the methodologies (linear and non-linear), used to determine the importance of the aspects, we come up with similar results. This might be effective in telling the authors which aspects they should focus on in order to get their papers accepted.

Organisation of the paper: The rest of the paper is structured as follows. In Section 2 we review some of the relevant works in this area. In Section 3 we describe the ICLR review dataset that we work on and how we label the data with aspect sentiments. In the next section we perform an exploratory analysis of the aspect sentiment annotated reviews. We study the disagreement of the reviewers in Section 6. We find how the different aspect sentiments in the review text are correlated to the overall recommendation 7. Finally we conclude in Section 8.

2 RELATED WORK

We divide the related work into two broad segments. The first discusses the techniques and developments in sentiment analysis. The second details the studies so far done on peer-review text.

2.1 Sentiment prediction

Detection of sentiment and its classification has been the focus of research in sentiment analysis. Researchers have used unsupervised methods [24], lexicon based methods [12, 16], transfer learning [9, 27], deep learning architectures [15, 26] etc. to predict the sentiments.

Variants of this main task have also been extensively proposed. Apart from the sentiment prediction of the sentence as a whole, other tasks like aspect-level sentiment prediction [10] and target-dependent sentiment prediction [21] are also in place.

For instance, aspect based sentiment analysis has previously been carried out on product reviews [10, 21], movie reviews [22], tweets [3], hotel reviews [1] and so on. It has also been observed that the classifiers trained in sentiment prediction task in one domain do not generalize well when applied on a different dataset from a different domain [17].

The specific task that we solve here does not have an aspect-sentiment annotated peer review dataset and hence we make a crucial contribution by building such a dataset. In addition we use different classifier architectures and perform rigorous experiments on the validation dataset to choose the best among these architectures.

2.2 Analysis of peer review dataset

In absence of a public domain peer review dataset with sufficient datapoints, most works on peer review before 2017 have been on private datasets limiting the number of works. In a case study on peer review data of Journal of High Energy Physics, Sikdar et al. [19] has identified key features to cluster anomalous editors and reviewers whose works are often not aligned with the goal of the peer review process in general. Sikdar et al. [20] show that specific characteristics of the assigned reviewers influence the long-term citation profile of a paper more than the linguistic features of the review or the author characteristics. Gender bias in peer-review data has been studied in [8]. Tomkins et al. [23] established that a single blind reviewing system extends disproportionate advantage to the papers authored by famous scientists and scientists from highly reputed institutions.

Kang et al. [11] collects and analyzes openly available peer-review data for the first time and provides several baselines defining major tasks. Wang and Wan [25] uses state-of-the-art techniques like a Multiple Instance Learning Framework [2, 6] with modifications using attention mechanism using the abstract text for sentiment analysis and recommendation score prediction. Gao et al. [7] shows that author rebuttals play little role in changing the recommendation scores of a paper while a larger peer pressure plays a greater role for the non-conforming reviewer in the rebuttal phase.
Table 1: Number of papers in the ICLR dataset from 2017 to 2019. Note that some of the papers may have been withdrawn and we have removed those entries from the calculations hereafter.

| Year | Oral | Poster | Workshop | Rejected (All tracks) |
|------|------|--------|----------|-----------------------|
| 2017 | 15   | 183    | 48       | 245                   |
| 2018 | 23   | 313    | 195      | 634                   |
| 2019 | 24   | 478    | 108      | 1077                  |

3 DATASET

Machine learning conferences like ICLR have adopted an ‘open review’ model making all the comments, author rebuttals and reviews public. Kang et al. [11] has open sourced the framework to collect data from ICLR. However, on close observation of the data quality, we decided to collect the data again using our own framework to avoid mixing of some parts of the data like author rebuttals with the reviews which might have introduced specific biases in the dataset.

3.1 Description of the raw dataset

ICLR reviews are completely public and all parts of the reviews are readily accessible online. All the comments and author rebuttals are also available. Final score of recommendation is available in a scale of 1-10 for each of the individual reviews. We mined a total of 5,289 ICLR papers (main conference + workshops); however before 2017 this data is very noisy and incomplete. In fact, prior to 2017, the volume of the data is very less and the quality of the data is also poor as the author rebuttals cannot be separated from the reviews automatically owing to the design of the openreview website. Therefore we use the data for the years 2017, 2018 and 2019 only which makes a total of 3,343 papers. The statistics of the data is noted in Table 1.

3.2 Data annotation process

Peer reviews consist of several technical words and most of the sentences in peer reviews are devoid of any sentiment. Thus, it is difficult to come up with a framework to get enough training data labelled to train the classifier where the resource is limited. Therefore, we use a special type of batch-mode active learning framework to annotate the data.

3.2.1 Avoiding cold start. If we start annotating using a random pool of sentences, we may find that most of the sentences are non-informative and devoid of any sentiment. Thus, if we had a mechanism to filter out sentences which are quite likely to have the presence of the aspect sentiments, we may get a more balanced corpus.

We tackle the problem as follows. We choose a set of 50 sentiment-bearing sentences equally distributed across various aspects (mentioned below) from randomly chosen reviews, and generate sentence embeddings using Google’s universal sentence encoder [5]. Then we choose 30 closest sentences in the embedding space in terms of cosine similarity for each of these seed sentences. We repeat the same process once again taking these newly found sentences as seed. Finally, we use the n-gram based Jaccard similarity metric to put these sentences into 300 clusters using K-means clustering and randomly select 1,500 sentences from these clusters with equal representation from each cluster. We finally get a reduced set of 1,321 sentences after the final label selection using the aggregation methodology discussed in the Annotation guidelines section.

3.2.2 Collecting more data for annotation. In order to generate more annotated data we use the standard batch selection method used for active learning. Using the already collected batch of sentences, we train a simple random forest classifier. Now we run this classifier on the rest of the sentences to label them. From this set of automatically labelled sentences, we choose 15,000 sentences, 70% of which are taken from the high entropy zone, i.e., where the classifier is most confused (we take the sentences with entropy larger than 0.5) and the 30% from the rest of the sentences. One can imagine that for the 70% high entropy sentences, the confusion of the classifier is so high that these can be literally considered ‘unannotated’ and hence the need for manual annotation. We again use the n-gram based similarity as earlier and decompose the sentences into 300 clusters and choose another 1,500 sentences randomly representing all the clusters equally.

3.2.3 Annotation guidelines. Each of the above 3,000 sentences are annotated by three experts who are ML/NLP researchers and are quite familiar with the peer-review process in these areas. In our annotation framework, each annotator has to label every sentence with the aspects present in the sentence and the corresponding sentiment that binds to that aspect. For our work, we use the aspect labels used for the ACL 2016\(^2\) reviews. There are eight aspects, namely, appropriateness, clarity, originality, empirical/theoretical soundness, meaningful comparison, substance, impact of dataset/software/ideas and recommendation in this guideline. The sentiment binding to an aspect could be one of the four labels – ‘positive’, ‘negative’, ‘neutral’ and ‘absent’. We ask the annotators to annotate the aspect and the sentiment labels present in each sentence. Note that a particular sentence might not have any aspect (and therefore no sentiments) or multiple aspects with a sentiment binding to each of these aspects. Two annotators work on the annotation at first. In case, two of the annotators agree on a specific label, it is taken for training, else, the third annotator is asked to resolve the disagreement. The third annotator may choose one of the two labels provided by the other two annotators or mark the sentence as ambiguous. We annotated a total of 3,091 sentences and found that the first two annotators agree for 63.1% of the sentences (1,951). Out of the remaining 1,140 sentences, 502 sentences were discarded as ambiguous by the third annotator, leaving us with a total of 2,589 annotated sentences.

After the annotation, we present the statistics for various aspects and sentiments in Table 2.

\(^2\)http://mirror.aclweb.org/acl2016/
Table 2: Distribution of sentiments across various aspects in the annotated 2,589 sentences. Note that, we only present the distributions for the sentences where an aspect is present.

| Aspects                        | Positive | Negative | Neutral |
|--------------------------------|----------|----------|---------|
| Appropriateness                | 12       | 83       | 11      |
| Clarity                        | 198      | 359      | 20      |
| Originality                    | 166      | 65       | 24      |
| Empirical/Theoretical Soundness| 71       | 278      | 64      |
| Meaningful Comparison          | 53       | 182      | 25      |
| Substance                      | 20       | 54       | 2       |
| Impact Of Ideas/Results/Dataset| 171      | 152      | 38      |
| Recommendation                 | 32       | 45       | 9       |

Table 3: Performance of the classifiers in the aspect detection task.

| Classifiers | F1-score |
|-------------|----------|
| MNB         | 0.56     |
| RF          | 0.62     |
| SVM-rbf     | 0.62     |
| SVM-lin     | 0.60     |
| BiLSTM-CNN  | 0.63     |
| FFNN-uni    | 0.71     |
| FFNN-sci    | 0.70     |

Table 4: Class wise sentiment prediction performance for the best model (FFNN-uni). Since the classes are unbalanced, all values reported here are macro average of the class wise results.

| Aspects                        | Precision | Recall | Macro F1 |
|--------------------------------|-----------|--------|----------|
| Appropriateness                | 0.83      | 0.94   | 0.86     |
| Clarity                        | 0.78      | 0.91   | 0.83     |
| Originality                    | 0.69      | 0.79   | 0.72     |
| Emp./Theo. Soundness           | 0.62      | 0.70   | 0.65     |
| Meaningful Comparison          | 0.78      | 0.88   | 0.81     |
| Substance                      | 0.50      | 0.56   | 0.53     |
| Impact of Ideas                | 0.70      | 0.69   | 0.69     |
| Recommendation                 | 0.64      | 0.62   | 0.62     |

4 ASPECT-LEVEL SENTIMENT CLASSIFICATION

We employ several established methods for the aspect-level sentiment classification task. To begin with we use various traditional approaches like Multinomial Naïve Bayes (MNB), Random Forest (RF) and SVM with linear (SVM-lin) and rbf (SVM-rbf) kernels.

Next we use a bunch of modern deep learning techniques like BiLSTM with CNN, FFNN fed with (i) Google’s universal sentence encoder embeddings (FFNN-uni) [5] and (ii) SciBERT embeddings (FFNN-sci) [4]. Micro-F1 scores (to handle the class imbalance problem) using 10-fold cross-validation for the aspect detection task are reported in Table 3 for each aspect.

The results show that the classifier fidelity is reasonably well and can be reliably used for annotating the full dataset. We therefore run the best classifier on the full dataset and perform a rigorous exploratory analysis in the next section.

5 EXPLORATORY DATA ANALYSIS

Using the automatically annotated full dataset, we investigate the connection between the aspect sentiments of the reviews and the final accept/reject decision of a paper.

Aggregation of the results: For the subsequent analysis, we aggregate the results as follows. For a given paper we collect all the review sentences written by all the reviewers. For each aspect, we aggregate the positive and negative sentiment scores separately and normalize each of these scores by the total number of sentences in the reviews for that paper.

5.1 Aspect sentiment distribution

In the 2017 – 2019 block, the total number of accepted ICLR papers is 1,035 and rejected papers is 1,646. The year wise distribution is shown in Table 6. The number of sentences, the average sentence length and the number of unique words are noted in Table 7.

Sentiment distribution: In Figure 1 we plot the distribution of the positive sentiments binding to different aspects across the accepted and the rejected papers. Note that the aggregation has been done as discussed earlier. After obtaining the mean positive (or negative) scores for all the reviews, we normalize these for each contrasting facet. Thus, while for each aspect, the figure shows the distribution between accept and reject papers, the relative heights of the bars across aspects are not comparable. We use the same strategy across all the figures for easy visualization. The results show some very interesting trends. The accepted papers have a substantially higher positive sentiment for all the aspects – appropriateness, originality, clarity, empirical/theoretical soundness, meaningful comparison, substance, impact of ideas and recommendation.

In Figure 2 we plot the distribution of the negative sentiments binding to different aspects across the accepted and the rejected papers. The rejected papers have significantly higher negative sentiment for the aspects appropriateness,
Aspects | Polarity | Sentences
--- | --- | ---
Appropriateness | Positive | in summary, i think the paper can be accepted for iclr.
| Neutral | in the end, it’s a useful paper to read, but it’s not going to be the highlight of the conference.
| Negative | i limit this paper not suitable for iclr.
Clarity | Positive | the paper is clear, well organized, well written and easy to follow.
| Neutral | the writing is fairly clear, though many of the charts and tables are hard to decipher without labels
| Negative | the paper needs major improvements in terms of clarity.
Originality | Positive | the proposed idea is interesting and novel.
| Neutral | this is another simple idea that appears to be effective.
| Negative | since both approaches have been published before, the novelty seems to be limited.
Empirical/Theoretical Soundness | Positive | the experimental results support the theoretical predictions.
| Neutral | lastly, this paper also provides some simulation studies.
| Negative | i don’t think any of the experiments reported actually refute any of the original paper’s claim.
Meaningful Comparison | Positive | they are the best in terms of precision.
| Neutral | however, no comparison is clearly made.
Substance | Positive | pros: - the proposed method leads to state of the art results.
| Neutral | pros: - real hardware results are provided.
| Negative | the experiments do not present any baselines, so it is unclear how well the method performs compared to the alternatives.
Impact of ideas/results/dataset | Positive | evaluation on a very large real dataset demonstrates the usefulness of the model for real world tasks.
| Neutral | the model is tested on a proprietary dataset of real manufacturing product.
| Negative | the study is restricted to 2-dimensional synthetic datasets.
Recommendation | Positive | i strongly recommend to accept this paper.
| Neutral | after reading their feedback i still believe that novelty is incremental and would like to keep my score.
| Negative | overall, i’m afraid i must recommend that this paper be rejected.

Table 5: Examples of detected sentiments for different aspects. The sentences chosen are those where the best classifier (FFNN-uni) predicts with a high confidence.

| Conf. | #Accepted papers | #Rejected papers
|---|---|---
| ICLR 2017 | 198 | 244
| ICLR 2018 | 336 | 486
| ICLR 2019 | 501 | 916

Table 6: Distribution of the accepted and rejected conference papers for the ICLR dataset (not showing withdrawn papers).

| Parameters | Accepted | Rejected |
|---|---|---|
| #Sentences | 20.24±13.34 | 20.77±12.97 |
| Avg. sent. length | 18.59±12.08 | 18.03±11.77 |
| #Unique words | 197.14±93.53 | 195.73±88.82 |

Table 7: Various statistics for the ICLR review dataset. We see that the reviews for the accepted and rejected papers follow very similar distributions in terms of the number of sentences, average sentence length and number of unique words.

5.2 Individual recommendation scores vs the final recommendation decision

We investigate here how the final decision about the paper taken by the chair tallies with the individual reviewer decisions. In order to quantify individual reviewer decision, we consider their recommendation scores of 1-5 to a paper as reject and 6-10 as accept. Next we estimate what percentage of the reviewers disagree with the final recommendation of the chair. If the review scores were completely random this would be 50%. In the ICLR dataset we find this to be 24.9%. If the disagreement is calculated based on majority voting then this comes down to 14.8% which indicates that the chair’s decision may significantly vary from the recommendation of the majority of the reviewers. Also, it indicates that the reviewers tend to be more judicious in deciding which half their review scores will fall in between (1-5) and (6-10) bins than assigning the relative scores within each bin if the chair’s decision is assumed to be correct. We also explicitly compute the correlation of the recommendation scores with the final recommendation decision. The correlation statistics using three different measures is shown in Table 8. Once again we observe that the correlation values never go beyond 0.78.

5.3 Why review texts are important when scores are already present?

As we explored in the previous section, the weighted mean of the scores correlate well with the final recommendation. However, we also find that the final decision matches with
the mean score for almost 90% of the cases. Thus, for the rest of the cases, the chair has to look at the text more thoroughly and make the final decision rather than depending upon the scores given. Also, it will be difficult to identify which papers will fall in that “90%” due to high rate of disagreement among the reviewers and absence of any other good indicator. A possible explanation for this scenario is that there exists disparity between the review written by the reviewers and the scores given by them. We can check the aspect sentiment scores to verify our assumption.

We perform a thorough analysis on the text of the reviews whose score based decision agrees with the chair’s decision vs whose score based decision does not, where we define the decision of the reviewer as “accept” if the review score is greater than 5 and as “reject” otherwise. We run our model to find the aspect sentiment distribution for these reviews. Next we estimate the correlation between each of the aspect sentiment scores with the decision given by that reviewer. We find that the correlation scores are significantly higher in most of the aspects (for other cases the correlation scores are negligible for both cases) for the reviewers whose decisions agree with the chair’s decision. The results of this analysis are shown in Fig. 3 and Fig. 4. We show both the results of rank correlation and correlation by value to strengthen the validity of our results.

Further, we check the average confidence of the reviewers who agree with the chair’s decision vs who do not. The mean confidence of the reviewers who agree is 3.88 which is higher than the mean confidence of the reviewers who do not, which is 3.67. We test the statistical significance of this result for these two distributions and find the \( t \)-statistic to be 6.83 with a \( p \)-value of \( 1.07 \times 10^{-11} \), thus rejecting the null hypothesis considerably. Hence, in conclusion, the reviewers who do not agree with the chair’s overall decision generally have less confidence and have low correlation between the sentiments expressed in their review text and their review decision. This can be used in future to model the reviewers and to identify the best reviewers as some reviewers clearly are more consistent in text and the scores and their reviews are more likely to help the decision of the chair.

We perform a thorough analysis on the text of the reviews whose score based decision agrees with the chair’s decision vs whose score based decision does not, where we define the decision of the reviewer as “accept” if the review score is greater than 5 and as “reject” otherwise. We run our model to find the aspect sentiment distribution for these reviews. Next we estimate the correlation between each of the aspect sentiment scores with the decision given by that reviewer. We find that the correlation scores are significantly higher in most of the aspects (for other cases the correlation scores are negligible for both cases) for the reviewers whose decisions agree with the chair’s decision. The results of this analysis are shown in Fig. 3 and Fig. 4. We show both the results of rank correlation and correlation by value to strengthen the validity of our results.

Further, we check the average confidence of the reviewers who agree with the chair’s decision vs who do not. The mean confidence of the reviewers who agree is 3.88 which is higher than the mean confidence of the reviewers who do not, which is 3.67. We test the statistical significance of this result for these two distributions and find the \( t \)-statistic to be 6.83 with a \( p \)-value of \( 1.07 \times 10^{-11} \), thus rejecting the null hypothesis considerably. Hence, in conclusion, the reviewers who do not agree with the chair’s overall decision generally have less confidence and have low correlation between the sentiments expressed in their review text and their review decision. This can be used in future to model the reviewers and to identify the best reviewers as some reviewers clearly are more consistent in text and the scores and their reviews are more likely to help the decision of the chair.
6 DISAGREEMENT AMONG THE REVIEWERS

In the previous section we already observed that in around 10% cases the mean score of the reviewers do not match with the final recommendation. This observation indicates that there are cases of disagreement among the reviewers of a paper on the scores they awarded. In this section, therefore, we study the reviews for the differences of opinion among the reviewers. Intuitively, the papers which are unanimously accepted or rejected must be different from those in which the reviewers disagree upon. However, for the purpose of this investigation, we first need to have a quantitative definition of disagreement.

6.1 Definition

We define aggregate disagreement as the standard deviation of the recommendation scores normalized by the maximum standard deviation possible in case of \( n \) reviewers assigned to every paper. In our case, \( n = 3 \) and the obvious case of highest disagreement arises when the recommendation scores are 1, 1, 10 or 10, 10, 1. In both the cases, the standard deviation is 4.26 which is used as a constant to normalize the scores.

6.2 Disagreement distribution

In the Figure 5 we plot the average aggregate disagreement values for different bins of average review score that a paper receives. For instance, \( x = 2 \) represents the set of all papers receiving an average reviewer score in the range [1,2) and the average of the aggregate disagreement values of this set of papers is the corresponding \( y \) value. Similarly, \( x = 3 \) denotes [2,3) and so on. We observe that the \( y \) values are centered, i.e., the values are non-decreasing till score of 5 and strictly decreasing thereafter. This is quite obvious though as the cases where reviewers are not confident, they are likely to mark a paper in the boundary (score = [5-6)) making the middle part of the curve high in average aggregate disagreement from other reviewers. An alternative possible explanation may be that there is more space to disagree in case when the mean value is near 5 than when the mean value is at the one of the extremes.

6.3 Disagreement: Aspect level vs aggregate

Here we wish to observe if the disagreement at the aspect level correlates with the aggregate disagreement defined in the previous section. We compute the aspect level disagreement score by taking the standard deviation of the difference of positive and negative sentiment scores for a review. For every paper therefore we obtain an aspect level disagreement score. Next we divide the papers in three bins based on their aspect level disagreement score (low (33rd percentile), high (66th percentile) and mid (between 33rd and 66th percentile)). For the papers in each bin, we compute the average aggregate disagreement score. We plot the results in Fig. 6. The blank columns signify that there is no paper in that bin. We see that higher disagreement at aspect level on average corresponds to higher disagreement at aggregate level for all the aspects.
6.4 When will the chair have to intervene?
In a previous section, we saw that the chair does not go always with the mean decision of the reviewers. We wish to explore if disagreement has some role to play in those cases. We divide the papers in two bins – (i) bin containing papers where the decision of the chair matches with mean score awarded by the reviewer and (ii) bin containing papers where the decision of the chair does not match. The average aggregate disagreement score for bin (i) is 0.175 which is far lower than bin (ii) where the value is 0.229 (~30% higher). Indeed therefore the disagreement among the reviewers is much larger in the latter case needing the chair’s intervention.

7 DETERMINING THE IMPORTANCE OF THE ASPECTS IN RECOMMENDATION

We conduct two different studies here to understand which features contribute more to the final recommendation. First we observe the correlation of the aspect sentiments of the different aspects and the final recommendation. Second we develop a full-fledged deep neural model that uses the aspect sentiments to predict the final recommendation. The aspect sentiment features used in the model are then ranked to identify the most predictive aspects.

7.1 The correlation study
We take the difference of average positive sentiments and average negative sentiments for all sentences in the review as the final sentiment scores at aspect level for each of the aspect. We then compute the Pearson correlation coefficients of the aspect level sentiment values and the final recommendation. The result is shown in the Table 9. We can see that the aspects clarity, empirical/theoretical soundness and impact of ideas have higher correlation values than the other features.

7.2 Deep neural model
For every individual review for a paper, we attempt to predict the intended decision as to whether that review indicates acceptance or rejection of the paper directly from the review text. Since the data is already small, we integrate the reviews of 2017, 2018 and 2019 together for the prediction task. This makes a total of 8151 reviews.

Details of the review text: Each review in the dataset consists of 20.57 sentences on average and each sentence contains 18.37 words on average. The recommendation scores range from 1 – 10, 10 being the best. The distribution of the recommendation scores is shown in Table 10.

Table 9: Correlation of the aspect sentiments with the final recommendation.

| Aspects                      | Pearson Correlation Co-eff |
|------------------------------|-----------------------------|
| Appropriateness              | 0.066                       |
| Clarity                      | 0.212                       |
| Originality                  | 0.028                       |
| Empirical/theoretical soundness | 0.267                     |
| Meaningful Comparison        | 0.101                       |
| Substance                    | 0.010                       |
| Impact of Ideas              | 0.273                       |
| Recommendation               | 0.074                       |

Table 10: Distribution of recommendation scores in the ICLR dataset.

| Scores | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Count  | 16  | 146 | 651 | 1528| 1645| 1874| 1619| 513 | 146 | 13  |

Table 11: Distribution of the reviews for the 2-class classification task.

| Conference | #Accepted (> 5) | #Rejected (≤ 5) |
|------------|----------------|-----------------|
| ICLR 2017  | 776            | 573             |
| ICLR 2018  | 1242           | 1234            |
| ICLR 2019  | 2147           | 2179            |

Model description: We devise our model to show the usefulness of the aspect sentiments in predicting the recommendation intended in a review and to compute the effect of dropout of individual features in the model to understand the hierarchy of importance of the aspects. For this we build aspect sentiment features as follows.

Aspect sentiment features: Recall that we have eight aspects. For each aspect we have three sentiment categories – ‘positive’, ‘negative’ and ‘neutral’. Therefore we construct a $8 \times 3 = 24$ dimensional vector. For each of the eight aspects we keep three cells. We aggregate the sentiments in each cell using the same aggregation method discussed earlier (see section 5).
Table 12: Feature importance study: % drop in classifier performance while dropping each aspect sentiment feature.

| Aspects                              | % difference in accuracy |
|--------------------------------------|--------------------------|
| Accuracy (all aspects)               | 0.0                      |
| Appropriateness                      | 1.11                     |
| Clarity                              | 1.71                     |
| Originality                          | 0.88                     |
| Empirical/theoretical soundness      | 3.84                     |
| Meaningful Comparison                | 1.22                     |
| Substance                            | 0.32                     |
| Impact of Ideas                      | 3.15                     |
| Recommendation                       | 0.11                     |

8 CONCLUSION

In this paper we presented a detailed analysis of the latent aspect sentiments in the peer review text of the papers submitted to/published in one of the top-tier machine learning conferences – ICLR. In particular we made the following contributions.

- We collected the whole ICLR review corpus for the years 2017-19 with all metadata like author names, rebuttal comments, accept/reject/withdrawn information, etc.
- We annotated around 2,500 review sentences with the aspects present in them and the associated sentiments binding to those aspects. We used an active learning framework to annotate the data in steps. We do not know of any such data that already exists and stress that this is an important contribution of our work. We plan to release this dataset upon acceptance.
- We built aspect sentiment detection models that are trained using the above data and obtain a good performance. This allows us to confidently label the rest of the data with appropriate aspects and sentiments.
- We perform an exploratory analysis on this full dataset and investigate how the aspect sentiment distributions vary between accepted and rejected papers. We also establish that the reviewers whose review scores/recommendations are contradicted by the chair’s decision, generally have low correlation between the raw scores and the aspect sentiments coming from text of their review. Thus, the text contains important cues in these cases to make the final decision which cannot be made from their review scores.
- We define inter-reviewer disagreement and perform multiple analysis to establish the connection between aspect level disagreements with aggregate level disagreement empirically.
- We observe very clearly through multiple experiments that certain aspects are more relevant in the prediction of the final recommendation. These aspects can act as guidelines for authors telling them what to focus more on in order to get their papers accepted.

In future we would like to extend this work in multiple directions. One immediate task would be to integrate aspect sentiments in the modern future citation count prediction algorithms and observe if we get additional benefits. Another direction would be to study author specific aspect sentiments, i.e., for a given author can we characterise him/her based on the aspect sentiments present in the reviews of the papers authored by him/her? For instance, are certain aspect sentiments more pronounced for successful/high impact authors? A third line of investigation would be the temporal change in aspect sentiments in the reviews received by an author. Does this change provide early indication of the growth/decline of an author in productivity/citation impact?
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