Synchronization of networks with variable local properties
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We study the synchronization transition of Kuramoto oscillators in scale-free networks that are characterized by tunable local properties. Specifically, we perform a detailed finite size scaling analysis and inspect how the critical properties of the dynamics change when the clustering coefficient and the average shortest path length are varied. The results show that the onset of synchronization does depend on these properties, though the dependence is smooth. On the contrary, the appearance of complete synchronization is radically affected by the structure of the networks. Our study highlights the need of exploring the whole phase diagram and not only the stability of the fully synchronized state, where most studies have been done up to now.
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INTRODUCTION

Emergent collective phenomena have been studied since long time ago. These phenomena arise in many fields of science, ranging from natural to social and artificial systems. They are characterized, among other features, by the collective behavior of many interacting units that show a pattern hard to predict from the individual behavior of the system constituents. Several seminal models of statistical physics and non-linear dynamics have been scrutinized as paradigms of self-organization, emergence and cooperation between the units forming the system. In particular, synchronization phenomena constitute one of the most striking examples because of the many systems showing synchronization patterns in their behavior\textsuperscript{[1,2,3]}.

One of the most celebrated synchronization models is due to Kuramoto\textsuperscript{[4,5]}, who analyzed a model of phase oscillators coupled through a function (sine) of their phase differences. This model owes most of its success to the plenty of analytical insights that one can get through the mean-field approximation originally proposed by Kuramoto. In this approach (KM), the nodes of an all to all, i.e. globally, coupled network, are considered to be oscillators with an intrinsic frequency and their phases evolve in time in such a way that if the coupling between them is larger than a critical threshold, the whole system gets locked in phase and attains complete synchronization.

However, it has been recently discovered that real systems do not show a homogeneous pattern of interconnections among their parts. That is, the underlying structure is not compatible with the original assumption of the KM. It is not even well described by random patterns of interconnections in the vast majority of systems. Therefore, the mean-field approach requires of several constraints that are not usually fulfilled in real systems. Natural, social and technological systems show complex patterns of connectivity that characterize seemingly diverse social\textsuperscript{[6]}; biological\textsuperscript{[7,8]} and technological systems\textsuperscript{[9,10]}. They exhibit common features that can be captured using the tools of graph theory or in more recent terms, network modeling\textsuperscript{[11,12,13]}.

It turns out that many real networks are well described by the so-called scale-free (SF) networks. Their main feature is that the probability that a given node has \( k \) connections to other nodes follows a power-law \( P_k \sim k^{-\gamma} \), with \( 2 \leq \gamma \leq 3 \) in most cases\textsuperscript{[11,13]}. The study of processes taking place on top of these networks has led to reconsider classical results obtained for regular lattices or random graphs due to the radical changes of the system’s dynamics when the heterogeneity of complex networks can not be neglected\textsuperscript{[11,12,13,14,15,16,17]}.

It is then natural to investigate how synchronization phenomena in real systems are affected by the complex topological patterns of interaction. This is not an easy task, as one has to deal with two sources of complexity, the nonlinear character of the dynamics and highly non trivial complex structures. In recent years, scientists have addressed the problem of synchronization capitalizing on the Master Stability Function (MSF) formalism\textsuperscript{[18]} which allows to study the stability of the fully synchronized state\textsuperscript{[19,20,21,22,23,24]}. While the MSF approach is useful to get a first insight into what is going on in the system as far as the stability of the synchronized state is concerned, it tells nothing about how synchronization is attained and whether or not the system under study exhibits a critical point similar to the original KM. To this end, one must rely on numerical calculations and explore the entire phase diagram. Surprisingly, there are only a few works that have dealt with the study of the whole synchronization dynamics in specific scenarios\textsuperscript{[25,26,27,28,29,30]} as compared with those where the MSF is used, given that the onset of synchronization is richer in its behavioral repertoire than the state of complete synchronization.

In this paper, we take a further step in the detailed characterization of the phase diagram and specifically, in the description of the dynamical behavior at the onset of synchronization in SF networks. By performing a standard finite size scaling analysis, we show that the local topology affects the critical properties of the dynamics, though it is less pronounced than what one may expect a priori. We capitalize on a network model that keeps the power-law exponent fixed while varying the clustering coefficient and the average path length. In what
follows, we describe the topological and dynamical model and discuss the results from a global perspective. Finally, in the last section, we state our conclusions.

**NETWORK MODEL AND DYNAMICS**

We implement a network model in which the graph is grown at each time step by linking preferentially new nodes to already existing nodes in the same way as in the Barabasi and Albert (BA) model [31]. The only difference is that the nodes are assumed to have a fitness that characterizes their affinities [32]. In this way, by tuning a single parameter $\mu$, one can go from the BA limit down to a network in which several network properties vary as a function of $\mu$. On the other hand, as the linking mechanism is still the BA preferential attachment rule, the exponent $\gamma$ of the power-law degree distribution is the same (i.e., $\gamma = 3$) regardless of the value of $\mu$. Roughly speaking, the model mimics the situation in which new nodes are attached to an existing core or network but without having knowledge of the whole topology.

The recipe is then as follows [32]. i) Initially, there is a small, fully connected, core of $m_0$ nodes. Assign to each of these $m_0$ nodes a random affinity $a_i$, taken from a probability distribution. In this work, we have used for simplicity a uniform distribution between $(0,1)$. ii) At each time step, a new node $j$ with a random affinity $a_j$ is introduced and $m$ links are established with nodes already present in the network following the rule

$$\Pi(k_i) = \frac{k_i}{\sum_{s \in \Gamma} k_s}, \tag{1}$$

where the set $\Gamma$ contains all nodes that verify the condition $a_i - \mu \leq a_j \leq a_i + \mu$, being $\mu \in (0,1)$ a parameter that controls the affinity tolerance of the nodes. Finally, iii) repeat step (ii) $t$ times such that the final size of the network be $N = m_0 + t$.

In the above model, when $\mu$ is close enough to 1, the BA model is recovered. When it is decreased from 1, the values of some magnitudes such as the clustering coefficient $\langle c \rangle$ and the average path length $\langle L \rangle$ grows with respect to the BA limit [32]. In Fig. 1 we have represented how these properties vary as a function of the parameter $\mu$. Note that the larger variations correspond to the clustering coefficient (a factor greater than 4 as compared to a factor close to 2 for $\langle L \rangle$) and that it is the first property that deviates from the BA limit. This tendency holds up to very small values of $\mu$, where $\langle L \rangle$ rises at a higher rate than $\langle c \rangle$ (not shown in Fig. 1). More important for our purposes is the region of $0.4 \leq \mu \leq 1$. For these values of $\mu$, one observes that $\langle L \rangle$ remains constant while $\langle c \rangle$ starts to grow as soon as it moves away from the BA limit ($\mu = 1$). This allows to decouple the effects of both magnitudes on what we are going to study. As we shall latter see, the structural clustering plays a major role in the synchronization of Kuramoto oscillators, as does in other dynamical processes [33].

![Fig. 1: (color online) Top: Values of the clustering coefficient relatives to those of the BA model against the parameter $\mu$. Bottom: The average cluster length for the network generated relatives to the BA value as a function of $\mu$. All the networks are made up of $N = 1000$ and have an average degree $\langle k \rangle = 6$.](image)

The dynamic ingredient of the model is given by the collective behavior that arises when the nodes are considered to be phase oscillators that follow the Kuramoto model. In this formalism, the population of $N$ interconnected units are coupled phase oscillators where the phase of the $i$-th unit, denoted by $\theta_i(t)$, evolves in time according to

$$\frac{d\theta_i}{dt} = \omega_i + \sum_j A_{ij} \sin(\theta_j - \theta_i) \quad i = 1, ..., N \tag{2}$$

where $\omega_i$ stands for its natural frequency, $A_{ij} = \lambda$ [32] is the coupling strength between units and $A_{ij}$ is the connectivity matrix ($A_{ij} = 1$ if $i$ is linked to $j$ and 0 otherwise). Note that in the original Kuramoto model mean-field interactions were assumed which leads to $A_{ij} = K/N\forall i, j$, for the all-to-all architecture. On the other hand, the model can be solved in terms of an order parameter $r$ that measures the extent of synchronization in a system of $N$ oscillators as:

$$re^{i\Psi} = \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j} \tag{3}$$

where $\Psi$ represents an average phase of the system. The parameter $r$ takes values $0 \leq r \leq 1$, being $r = 0$ the value of the incoherent solution and $r = 1$ the value for total synchronization.
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RESULTS

In order to inspect how the dynamics of the \( N \) oscillators 
depends on the underlying topology, we have performed ex-
tensive numerical simulations of the model. Starting from 
\( \lambda = 0 \), we increase at small intervals its value. The natural 
frequencies and the initial values of \( \theta \) are randomly drawn 
drawn from a uniform distribution in the interval \((−1/2, 1/2)\) and 
\((−\pi, \pi)\), respectively. Then, we integrate the equations of 
motion Eq. [2] using a 4th order Runge-Kutta method over 
a sufficiently large period of time to ensure that the system 
reaches the stationary state, where the order parameter \( r \) is 
computed. The procedure is repeated gradually increasing \( \lambda \).

The results for \( r \) are shown in Fig. [2] against the control para-
eter \( \lambda \) for several networks characterized by different \( \mu \). 
For all values of \( \mu \), when the coupling is increased from small 
values, the incoherent solution prevails and macroscopic syn-
cchronization is not attained. This behavior persists until a certain 
critical value \( \lambda_c(\mu) \) is crossed. At this point some elements 
lock their relative phase and synchronized nodes form. 
This constitutes the onset of synchronization. Beyond this 
value, the population of oscillators splits into a partially syn-
chronized state contributing to \( r \) and a group of nodes whose 
natural frequencies are too spread as to be part of the coherent 
pack. Finally, after further increasing the value of \( \lambda \), more 
and more nodes get entrained around the mean phase and the 
system settles in a completely synchronized state where \( r \approx 1 \) 
(not shown).

A comparison between the results for different values of 
\( \mu \) (and thus different \( \langle c \rangle \) and \( \langle L \rangle \) values) indicate several interesting features of the synchronization process. First, it is 
remarkably that when the clustering coefficient increases, the 
system reaches complete synchronizaton at higher values of 
the coupling. This result agrees with the results reported in 
[27]. where a different network model able to generate topologies with a tunable clustering coefficient was implemented.
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Fig. [1]. where the authors explored a region with higher values of \( \langle c \rangle \) (up to 0.7) and the profile of \( r(\lambda) \) is 
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The second region of interest is the onset of synchronization. From Fig. [2] it is difficult to elucidate how the critical 
 point for the BA limit compares with those at values of \( \mu \leq 1 \). 
At first glance, it seems that \( \lambda_c(\mu) \) shifts rightward as the parameter \( \mu \) is decreased below 1. However, a more detailed 
analysis shows that it is indeed the contrary. To this end, we 
have performed a finite size scaling analysis that allows to deter-
mine the critical points \( \lambda_c(\mu) \). We assume a scaling relation of 
the form

\[
   r = N^{-\alpha} f(N^{\beta}(\lambda - \lambda_c)),
\]

where \( f(x) \) is a universal scaling function bounded as \( x \rightarrow \pm \infty \) and \( \alpha \) and \( \beta \) are critical exponents to be determined. The 
estimation of \( \lambda_c \) can then be done by plotting \( N^\alpha r \) as a function of \( \lambda \) and tuning \( \alpha \) for several system sizes \( N \) until the 
curves cross at a single point, the critical one.
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Fig. 3: (color online) Finite size scaling analysis for several values of $\mu$. From top to bottom and from left to right the values of $\mu$ are: 0.05, 0.15, 0.50, and 0.60. In each panel, it is represented the rescaled order parameter against the control parameter $\lambda$. The insets are a zoom to the regions around the critical points $\lambda_c(\mu)$. The data are averaged over at least 100 realizations for each value of $\lambda$. The sizes of the networks, the critical points $\lambda_c(\mu)$ at which the onset of synchronization takes place, as well as the values of the critical exponents $\alpha$ are those indicated in the plots. See the main text for more details.

to the onset of synchronization at low values of $\lambda$ comes from the raising of the clustering coefficient.

DISCUSSIONS AND CONCLUSIONS

Rounding off, our results point to a nontrivial dependence between the clustering coefficient and the average path length, and the synchronization patterns of phase oscillators. Separately, the onset of synchronization seems to be mainly determined by $\langle c \rangle$, promoting synchronization at low values of the coupling strength with respect to networks not showing high levels of structural clustering. On the other hand, when the coupling is increased beyond the critical point, the effect of $\langle L \rangle$ dominates and the phase diagram is smoothed out (a sort of stretching), delaying the appearance of the fully synchronized state. These results confirm and complement those anticipated in [27] and show that general statements about synchronizability using the MSF are misleading. Whether or not a system is more or less synchronizable than others showing distinct structural properties is relative to the region of the phase diagram in which the system operates [28, 30].

In summary, we have shown that synchronizability of complex networks is dependent on the effective coupling $\lambda$ among oscillators, and on the properties of the underlying network. For small values of $\lambda$, the incoherent solution $r = 0$ first destabilizes as the clustering coefficient is higher, while the coherent solution $r = 1$ is promoted when both the structural clustering and the average path length are small. Finally, we point out that our results are also consistent if a different local order parameter is considered [30]. Moreover, though these results have been obtained for phase oscillators, we think that they should hold for other nonlinear dynamical systems as well. It would be interesting to check this later hypothesis in future works.
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