An efficient method for solving scattering problems in open billiards: Theory and applications.
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We present an efficient method to solve scattering problems in two-dimensional open billiards with two leads and a complicated scattering region. The basic idea is to transform the scattering region to a rectangle, which will lead to complicated dynamics in the interior, but simple boundary conditions. The method can be specialized to closed billiards, and it allows the treatment of interacting particles in the billiard. We apply this method to quantum echoes measured recently in a microwave cavity, and indicate, how it can be used for interacting particles.
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I. INTRODUCTION

The role of two-dimensional billiards in the development of chaos theory in general and of wave chaos in particular is basic. The pioneering work of Sinai [1] has opened the door for a large field of research where work of Bunimovich and others [2, 3] has provided us with a number of interesting shapes, for which chaoticity (at least ergodicity and the Kolmogorov property) have been proven. This has become particularly relevant as for soft potentials, at this point, no such example was found. There is even a wide-spread belief, that no example may exist. The field got additional impulse, from the fact that in scattering systems hyperbolicity may be easily proven e.g. for the two and three disk problem [4], and for the latter there exists a bounded manifold, that is chaotic. For scattering systems this property is also achievable for soft potentials [5]. The study of billiards has also proven interesting in mixed systems, both of the bound (e.g. [6, 7] and open type [8, 9].

In physics, billiards have acquired increasing importance as they are seen to represent relevant aspects of systems as small as quantum dots [10] and as large as planetary rings [11]. Wave realizations of such objects have become even more popular, as experiments with flat microwave cavities become available from an ever larger number of labs [12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. Such experiments emulate single particle properties of mesoscopic devices. Furthermore such billiards provide a very direct and experimentally accessible way to test hypothesis on classical-quantum connections, such as the relation between the classical ensembles of random matrices [22] and chaotic evolution, for spectra [23, 24, 25, 26, 27], wave-functions [28, 29] and scattering properties [30, 31].

Microwave billiards emulate the wave behavior of the corresponding classical billiard and thus they form the most direct way to test hypotheses proposed for classical-quantum or ray-wave connections. For closed billiards extremely efficient algorithms are exist [32, 33], while for scattering situations only some standard finite element programs are available to solve general problems. Recently a new technique has been proposed for special situations, such as the ripple channel [38, 39].
fast Fourier transforms (FFT). In section four we apply this technique to the Darmstadt experiment billiard used in \[8\] to experimentally confirm the existence of scattering echoes due to large integrable islands in the classical system. Note that the original theoretical prediction for a quantum system was made generically using a simple delta-kicked one-dimensional system, and the authors there claim, that a computation of the scattering billiard is not feasible to sufficiently short wave length with available means.\[8\]. In the following section we open the door to further applications as we discuss, how the method can be applied for systems with two-body interactions. We then give some brief conclusions.

II. SCATTERING IN OPEN BILLIARDS

The system we are concerned with is sketched in Fig. 1. It consist of a flat wave guide of width \(w\) that supports \(N\) open modes (or channels) with a rather general scattering region of length \(L\). The specific method we develop, requires two leads (openings are in principle also possible) at opposing ends of a scattering region. We shall arbitrarily fix them to be on the right and on the left, as in the figure. The scattering region between \(n\) the leads or openings shall be described by two single-valued functions of a coordinate say \(x\) defined between the two leads. No additional scatterers in the so defined cavity are allowed. We will assume, that the leads have equal width. The latter is not essential for the method but simplifies notation. The scattering problem will be defined in terms of a \(2N \times 2N\) scattering matrix \(S\). Having nano structures in mind we can rewrite the \(S\)-matrix as

\[
S = \begin{pmatrix} r & t \\ t' & r' \end{pmatrix}, \tag{1}
\]

where \(r \ (r')\) and \(t \ (t')\) are the reflection and transmission matrices for incidence on the left (right) of the scattering region. The dimensionless conductance is obtained from \(S\) as

\[
T = \text{tr}(tt^\dagger). \tag{2}
\]

Our calculations will be based on the traditional R-matrix approach \[34, 35\]. This formalism has been adapted to obtain the \(S\) matrix for a wave guide in previous works \[36, 38, 39\]. Until now only a restricted choices of scattering regions has been investigated. For example only one of the wall was taken of sinusoidal shape while the other one was kept flat (ripple billiard). We want to generalize this approach to a generic open two-lead cavity without obstacles, where one can choose any unique differentiable function of \(P(x)\) and \(Q(x)\) in Fig. 1 to represent the upper and lower walls of the scattering cavity.

We wish to remind the reader, that the \(R\)-matrix approach relates the \(S\)-matrix to a matrix \(R\) determined by boundary conditions relating internal and external functions at the edges, where the leads are connected to the scattering region, such that

\[
\psi|_\Gamma = R \nabla \psi|_\Gamma \tag{3}
\]
at \(x = \Gamma\) as in of the boundaries represented as dotted lines in Fig. 1. \(R\)-matrix can be generalized for number of lead connection and number of modes in the leads. \(R\)-matrix can be related to \(S\)-matrix,

\[
S = \frac{1 - ikR}{1 + ikR} \tag{4}
\]

Rather than recalling details of \(R\)-matrix theory we will evoke the spirit of the method by presenting a trivial one dimensional example.

In Fig. 2 we show the 1D example we want to solve using \(R\)-matrix method. In this example we have 2 asymptotes as in the general case we discuss but the \(r\) and \(t\) are functions instead of a matrices as in the 1 mode case for the real cavity problems. The exact \(S\)-matrix can be found in this case and the transmission probability is given by

\[
T_{\text{exact}}(E) = \frac{1}{(1 + \frac{V_0^2}{(E-V_0)(2\sin(k))})} \tag{5}
\]

for a constant potential step of height \(V_0\) and length 1.

Numerically we use a basis for the Reaction region,(R in Fig. 2), which is given by \(\cos(m\pi x)\), \(m = 0, 1, \ldots \infty\). \(x_0 = 0\) and \(x_1 = 1\) have been chosen. Using this basis, the \(R\)-matrix elements are given by,

\[
R_{rr} = \frac{1}{E-V_0} + \sum_{m=1}^{\infty} \frac{2}{E-m^2\pi^2-V_0} = R_{ll},
\]

\[
R_{rt} = \frac{1}{E-V_0} + \sum_{m=1}^{\infty} \frac{2\cos(m\pi)}{E-m^2\pi^2-V_0} = R_{tr}.
\]

This series should be truncated at some finite value for a numerical calculation; \(m = 1000\) is used in Fig. 2. The
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\caption{(a) An open billiard of length \(L\). (b) the scattering cavity is transformed to a rectangular region in \(u-v\) plane}
\end{figure}
S matrix is obtained from R matrix as

\[
S = \begin{pmatrix} 1 & 0 \\ 0 & e^{-ik} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - ik \begin{pmatrix} R_{rr} & R_{rl} \\ R_{lr} & R_{ll} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & e^{-ik} \end{pmatrix}
\]

Using this S matrix we plot the transmission probability as a function of energy and stars are the numerical calculations. In the inset the geometry of the scattering system is shown. \(I\) indicates the interaction region, \(A\) the asymptotic regions.

III. THE METHOD

We shall thus start by presenting a very efficient method to deal with the problem inside the scattering region. This method can also be applied to closed cavities, as we will point out further down. As we will use transformed coordinates the second step will not be entirely trivial and will be presented once we have the internal solutions.

A. Cavity Region

We want to solve the Schrödinger equation in the cavity with specific boundary conditions, namely Neumann conditions at the open boundaries, and Dirichlet conditions at the walls of the billiard. With other words, the derivative of the wave function is set to be zero at the dotted line in Fig. 1 and the wave function itself is set to zero at surface of the billiard. Thus we have the equation

\[
H|\Psi(x, y)\rangle = -\frac{\hbar^2}{2m}(\nabla_x^2 + \nabla_y^2)\Psi(x, y) = E_n \Psi(x, y),
\]

with the boundary conditions \(\nabla_x \Psi(x, y)|_{x=0} = 0\), \(\nabla_x \Psi(x, y)|_{x=L} = 0\), \(\Psi(x, y)|_{y=P(x)} = 0\) and \(\Psi(x, y)|_{y=Q(x)} = 0\). The eigenvalues and eigenvectors of this equation are used to represent the scattering dynamics inside the cavity.

The solution of the Schrödinger equation in the coordinates \(x, y\) is complicated due to the arbitrary shape of the boundaries so we use following transformation to new coordinates \(u, v\).

\[
\begin{align*}
u & = \frac{y - Q(x)}{P(x) - Q(x)} \\
u & = x
\end{align*}
\]

This change of variable transforms the complicated boundary to a simple one, \(i.e.\) a rectangular region. The price we pay, is that the form of the Schroedinger equation becomes more complicated. The Hamiltonian operator in the \(u-v\) plane can be obtained by using the above transformation and complete derivatives. The final result is

\[
H = \nabla_u^2 + \left(1 + \left[\frac{Q_u + vJ_u}{J}\right]^2\right)\nabla_v^2 - 2\left(\frac{Q_u + vJ_u}{J}\right)\nabla_{u,v} - \left(\frac{Q_u + vJ_u}{J}\right)\nabla_v + 2\left(\frac{Q_u + vJ_u}{J}\right)\nabla_{u,v}(9)
\]

where \(J\) is defined as \(J = P - Q\) and subscripts indicate partial derivatives. In this form the symmetric nature of Hamiltonian is not obvious. Therefore we will represent the same equation in the following matrix form,

\[
H = \frac{1}{J}(\nabla_\alpha g^{\alpha,\beta}\nabla_\beta) \quad \alpha = u, v \quad \beta = u, v
\]

where \(g\) is a metric and equivalent to,

\[
g \equiv \begin{pmatrix} 1 & \frac{-(Q_u + vJ_u)}{J} \\ \frac{-Q_u + vJ_u}{J} & \frac{1 + (Q_u + vJ_u)^2}{J^2} \end{pmatrix}
\]
which satisfies the boundary conditions at $u = 0, v = L$ and $v = 0, w = 1$ automatically. To determine the unknown coefficients $B_{k,n}^{m}$ we will use the orthonormality condition. In the original coordinate plane waves are orthonormal; in terms of $u, v$ they must be orthonormal with a weight function given by the metric

$$< \Psi | \Psi > = \int \int dudvJ(u,v)\Psi_k(u,v)\Psi_{k'}(u,v) = \delta_{k,k'}$$

(13)

After multiplying the eigenvalue equation with another eigenfunction and integrating we obtain the matrix equation,

$$\sum_l \sum_{l'} H_{ll'} B_{l}^{k} = B_{l}^{k}$$

(14)

where we use new indices such that $(n,m) \rightarrow l$ and $(n',m') \rightarrow l'$. Eigenvalues $E_k$ correspond to energy and eigenvectors contain the unknown coefficients $B_{l}^{k}$ of the wavefunction. Using the matrix form of $H$ we have,

$$\int \int dudvJ_{l} \nabla_\alpha J_{l'}g^{\alpha\beta}\nabla_\beta \psi_{l'} = E_{k}\delta_{l,l'}.$$

(15)

We can integrate by parts. The surface terms are zero due to the boundary condition we have chosen. We thus find

$$-\int \nabla_\alpha \psi_{l} J_{l'}g^{\alpha\beta}\nabla_\beta \psi_{l'} = E_{k}\delta_{l,l'}.$$

(16)

Since the metric is symmetric, the matrix obtained from this equation is real symmetric and positive definite which guarantees positive energy eigenvalues.

Once the eigenvalue equation is solved one can obtain scattering wave function for any energy within the range of wave length we allow. This makes the method efficient compared to direct integration of the differential equation by some mesh based method like finite element [38]. The cut off on the number of basis states determines the accuracy and range of validity of the method. In practice it is necessary to decide how many modes to choose in $u$ and $v$ direction. A corresponding integrable geometry gives an idea about these numbers. Also one needs to choose only the lower part of the eigenvalue spectrum in the bound region to ensure that truncation wont bring errors due to poor solutions of the bounded problem. For example $m = 90, n = 50$ and using the first 3000 eigenvalues of the 4500X4500 matrix is suitable for a rectangular region with length twice its width. The limit of the highest wavelength that can be attained in leads is connected to the lead size to the scattering size. If the size of scattering region is much bigger than the size of the leads than the method is limited to only couple of modes in leads due to the cut off on the number of eigenvalues that has to be done in cavity region. In the application we discuss in this paper this is not the case since size of cavity is smaller than leads.

We need an efficient method to calculate the matrix elements. Each matrix elements is a double integral over $u$ and $v$. Due to the form of the metric and sinusoidal nature of the basis states we can achieve this writing the terms of Eq. (10) as follows:

$$< \Psi | H | \Psi > = \int dudv\frac{C_{m}}{\sqrt{J}}\nabla_u C_{m'}\frac{C_{m'}}{\sqrt{J}} \cdot \int dvS_{n}S_{n'}$$

$$+ n'\pi \int dudv\frac{C_{m}}{\sqrt{J}}(-Q_{u})\frac{C_{m'}}{\sqrt{J}} \cdot \int dvS_{n}C_{n'}$$

$$+ n'\pi \int dudv\frac{C_{m}}{\sqrt{J}}(-J_{u})\frac{C_{m'}}{\sqrt{J}} \int dvS_{n}vC_{n'}$$

$$+ r\pi \int dudv\frac{C_{m}}{\sqrt{J}}(-Q_{u})\frac{C_{m'}}{\sqrt{J}} \int dvC_{n}S_{n'}$$

$$+ r\pi \int dudv\frac{C_{m}}{\sqrt{J}}(-J_{u})\frac{C_{m'}}{\sqrt{J}} \int dvC_{n}vS_{n'}$$

$$+ r\pi^2 \frac{1}{J^2} \int dudvC_{m}C_{m'}\frac{(1+Q_{u})}{J^2} \cdot \int dvC_{n}C_{n'}$$

$$+ r\pi^2 \frac{1}{J^2} \int dudvC_{m}C_{m'}\frac{(2J_{u}Q_{u})}{J^2} \cdot \int dvC_{n}C_{n'}$$

$$+ r\pi^2 \frac{1}{J^2} \int dudvC_{m}C_{m'}\frac{(J_{u}^2)}{J^2} \cdot \int dvC_{n}vC_{n}.$$  

Here we use the abbreviations $C_{m} \rightarrow \cos(m\pi u/L), S_{n} \rightarrow \sin(n\pi v)$ and $C_{n} \rightarrow \cos(n\pi v)$. The integral over $v$ can be performed analytically. All the terms except the first one are of the form of a function multiplying a $C_{m}$ term. These integrals can be done using a fast Fourier transform. The first term can be put in the same form, after some algebra:

$$K_1 = \left( \frac{m^2\pi^2}{L^2} \right) \delta_{m,m'} - \int dudvC_{m}\nabla_u (C_{m'})\nabla_u (\log(J)/2)$$

$$- \int dudvC_{m}\nabla_u (C_{m})\nabla_u (\log(J)/2)$$

$$+ \int dudvC_{m}C_{m'}(\nabla_u (\log(J)/2))^2.$$  

Therefore, when the functions $P, Q$ and $J$ are given as an array of dimension $M$, the integral is equal to

$$\int dudvF(u) = \frac{L}{M} Re(FFT(F)_{m-1})$$  

(17)

i.e. the $m - 1$th element of the real part of the Fourier transform of the function is equal to the integral of the same function multiplied by $C_{m}$. Note that one needs to incorporate end point correction [42] to be more accurate; one way is to extend integration function symmetrically at the end point and halve the result. This is very efficient since each array of integrals is calculated by a single Fourier transform. A total of seven Fourier transform is enough to calculate all integrals for this problem. The overall matrix elements can be written using the result
of exact integration in v direction as

\[
\langle \Psi \vert H \vert \Psi \rangle = \delta_{n,n'} \left( \frac{(m-1)^2 \pi^2}{L^2} - F_1(m, m') \right.
\]

\[+ F_1(m', m) + F_2(m, m') \left. + D_1(n', n) F_3(m', m) + D_2(n', n) F_4(m', m) \right.
\]

\[+ D_1(n, n) F_5(m, m') + D_2(n, n) F_6(m, m') \left. + D_3(n, n) F_7(m', m') \right) \]

\[+ D_5(n, n') F_7(m', m'), \]

where \(v\) integrals are obtained analytically,

\[D_1(n, n') = (1 - \delta_{n,n'}) n'n' \left( \frac{-1 + (1)^{(n+n')}}{(n^2 - n'^2)} \right) \]

\[D_2(n, n') = -\frac{\delta_{n,n'}}{4} + (1 - \delta_{n,n'}) n'n' \left( \frac{-1(n+n')}{(n^2 - n'^2)} \right) \]

\[D_3(n, n') = \delta_{n,n'} (n^2 \pi^2 / 2) \]

\[D_4(n', n') = \delta_{n,n'} (n^2 \pi^2 / 4) + (1 - \delta_{n,n'}) n'n' \left( \frac{-1 + (1)^{(n-n')}}{(n^2 - n'^2)} \right) \]

\[D_5(n, n') = \delta_{n,n'} (n^2 \pi^2 / 2)(1/6 + 1/(4n^2 \pi^2)) + (1 - \delta_{n,n'}) n'n' \left( \frac{2(1)^{(n-n')}}{(n^2 - n'^2)} \right) \]

(18)

and \(u\) integrals

\[F_1(m, m') = \frac{L}{M} \text{Re}(FFT_m(\nabla_u (C_{m'}) \nabla_u (\log(J/2)))) \]

\[F_2(m, m') = \frac{L}{M} \text{Re}(FFT_m(C_{m'} \nabla_u (\log(J/2)))) \]

\[F_3(m, m') = \frac{L}{M} \text{Re}(FFT_m(-Q_u \nabla_u (C_{m'} / \sqrt{J})) \]

\[F_4(m, m') = \frac{L}{M} \text{Re}(FFT_m(-J_u \nabla_u (C_{m'} / \sqrt{J}))) \]

\[F_5(m, m') = \frac{L}{M} \text{Re}(FFT_m((C_{m'} + C_{m'} Q_u^2) / J^2)) \]

\[F_6(m, m') = \frac{L}{M} \text{Re}(FFT_m((2C_{m'} - Q_u J_u) / J^2)) \]

\[F_7(m, m') = \frac{L}{M} \text{Re}(FFT_m((C_{m'} J_u^2) / J^2)) \]

(19)

B. Leads and Scattering Matrix

With the knowledge of states in the cavity region it is possible to couple known asymptotic, such as leads to the cavity. The corresponding solution on the left and on the right leads to

\[
\Psi_L^\alpha = \left( \frac{a_n}{\sqrt{k_n}} e^{ik_n x} - \frac{b_n}{\sqrt{k_n}} e^{-ik_n x} \right) \sin \left( \frac{n \pi y}{w} \right)
\]

\[
\Psi_R^\alpha = \left( \frac{c_n}{\sqrt{k_n}} e^{-ik_n x} - \frac{d_n}{\sqrt{k_n}} e^{ik_n x} \right) \sin \left( \frac{n \pi y}{w} \right)
\]

(21)

where \(w\) is the lead width, \(a_n, b_n, c_n\) and, \(d_n\) are scattering amplitudes and the wave vector is given by

\[k_n = \sqrt{\left( \frac{n \pi}{w} \right)^2 - \frac{2mE}{\hbar^2}} \]

(22)

We here assume propagating modes but it is possible to add evanescent modes with complex \(k\) vectors to the calculation. Their effect is discussed in ref. [33].

As shown in references [38][39][36] the energy eigenfunctions \(|E\rangle\) of the total scattering system have contributions from both cavity and leads.

\[
< x, y | E > = \sum_{j=1}^{\infty} \gamma_j \phi_j(x, y) + \sum_{n=1}^{\infty} \left( \Gamma_n^\alpha \Psi_L^\alpha_{n|x_L} + \Gamma_n^R \Psi_R^\alpha_{n|x_R} \right)
\]

(23)

where \(\phi_j\) are basis states calculated for the cavity alone.

The continuity of scattering wave functions at the lead boundary gives the connection between the leads and the cavity region:

\[
\Psi_n^\alpha = \sum_{n'=1}^{\infty} R_{\alpha \alpha'}(n, n') \nabla_x \Psi_{n'|x_L}^\alpha - \sum_{n'=1}^{\infty} R_{\alpha \beta'}(n, n') \nabla_x \Psi_{n'|x_R}^\beta
\]

(24)

where

\[
R_{\alpha \beta}(n, n') = \frac{\hbar^2}{2m} \sum_{j=1}^{\infty} \frac{\phi_j(x_{n \alpha}) \phi_{j,n'}(x_{\beta})}{E - \gamma_j}
\]

(25)

is the \((n,n')\)th matrix element of the R matrix. Here \(\phi_{j,n}\) is the overlap between cavity states and lead functions and given by

\[
\phi_{j,n}(x_a) = \sqrt{\frac{2}{L}} \int_0^L dx \phi_j(x_a) \sin \left( \frac{n \pi y}{w} \right)
\]

(26)

where \(a = L, R\) and \(x_L = 0, x_R = L\) in Fig. 1.
IV. APPLICATION: QUANTUM ECHOES FROM CAVITIES WITH A LARGE INTEGRABLE ISLAND

As an application of our method we solve the scattering problem in the Darmstadt-experiment geometry shown in Fig. 3. A similar geometry to Fig. 3(a) has been used in recent experiments [8]. The analytical curves of upper and lower wall in Fig. 3a(a) are given as follows,

\[ P(x) = \lambda \exp\left(-\frac{\alpha x^2}{\lambda^2}\right) \quad \text{and} \quad Q(x) = \lambda \left(\beta - \frac{\gamma x^2}{\lambda^2}\right). \]  

We use the same parameters as in experiment such as \( \alpha = 0.161, \beta = 0.2 \) and \( \gamma = 0.1 \). While in experiment a scaling factor of \( \lambda = 5 \text{cm} \) is used we use \( \lambda = 0.432 \) in arbitrary units and we shift the origin of the coordinates to the beginning of the left lead for convenience. Note that, that the original experiment does not connect to leads! Rather the opening is arbitrary, though in fact naturally finite. We will return to these differences later.

Apart from the original geometry we also consider a geometry with some small irregularity in the center of the cavity. Such an irregularity should destroy the stability of the central periodic orbit in the classical system and thus at least damage or deform the large regular island significantly. This corresponds to the mentioned introduction of a perturbing scatterer in the experiment, which destroyed the echo [8]. Furthermore we consider that the entire parabolic wall may perturbed in a disordered way.

After calculating the S matrices for these systems we found the total conductance as described in section 1. The results for the 3 different geometries can be seen in Fig. 4. We see that for the geometry used in experiment there are steps in the conductance. These steps do not correspond to the opening of channels in the leads. This is because of the smaller width of the scattering region. The minimum width in channel is \( w_{\text{min}} = 0.3097 \) with corresponding \( k_{eF} = 3.23 \) matches where the first step seems to start in Fig. 4. With other words, this is the point where we pass from evanescent or tunneling transmission to open channels in the necks presented by the Darmstadt-experiment configuration. While the initial rise thus is rather trivial, the step structure is not, as is sensitive to even a small disturbance. The solid line in Fig 4 shows the total conductance through the same geometry but with a small wiggle at the center of the cavity. The exact shape of the wiggle is not very relevant. We choose a sinusoidal perturbation of the upper wall in the form \( 0.01 \sin(10\pi x_s/L) \) where \( x_s \) is the x coordinate in the interval, \( 9L/20 < x_s < 11L/20 \). (In Fig. 4 a 10 times bigger scaled version of perturbation is also shown to give an idea of the shape of perturbation.) The effect of perturbation is huge on conductance data. The step structure tends to be lost for higher energies.

We also show the result of surface disorder on conductance by the dot-dashed curve in Fig. 4. We implemented surface disorder by first dividing the boundary curve into \( n \) pieces and move these pieces by a random amount, \( \eta \) in y direction. We apply a spline interpolation to connect the pieces to form a smooth boundary. We see that for \( \eta = 0.2 \) and \( n = 100 \) the step structure is lost and only resonance transmission can be seen. We note that a partial step can be observed for small disorder parameters.

We calculate the length spectrum by taking a Fourier transform of the transmission amplitude

\[ t_{nm}(L) = \int_{k_{\text{min}}}^{k_{\text{max}}} dk_F t_{nm}(k_F) \exp(-i k_F L). \]  

This identification can be done based on a semi-classical description where one can sum over different periodic orbits to get the transmission amplitudes [8]. In Fig. 5 we show this quantity for \( t_{11}(L) \) over an interval \( 1 < k_F < 19 \) with \( k \) in units of \( \pi/x \). Note that in this interval we have a an increasing transmission matrix size each time a channel opens. We added the first element of each transmission matrix to form \( t_{11} \) over the given k interval. In Fig. 5a we see the periodic oscillations starting at \( L = 4.32 \). Since length can be associated to time for a constant speed, such as expected in an electromagnetic cavity, this is similar to the echos observed in experiment. The period seems to be constant in the data with a second harmonic entering at higher lengths suggesting a shortening in the period. In the experiment a slight shortening of the period for short times appears. This we do not see. On the other hand the experiment does not
show the drastic shortening with the higher harmonics. We must keep in mind, that the problems are not identical, because of the finite diameter leads we attached here. Also we measure transmission to the entire channel, rather than to an antenna placed near a semi-classically significant manifold as the latter is not meaningful in a billiard with leads. On the other hand effects of truncation must be studied carefully in each case. At this point we wish to stress, that the semi-classical structure associated with the scattering echoes again is easily seen, and – as in the experiment – for wave length far from semi-classics.

To get a better impression we look at the power spectrum for the geometry in Fig. 3(a). In Fig. 6(a) we show this spectrum calculated from \( k(\pi/w) = 6 \) to \( k(\pi/w) = 9 \). Since the minimum transmission matrix is 6x6 we sum over 6 modes. This region roughly corresponds to the third plateau in Fig. 4.

\[
P = \sum_{n=1}^{6} \sum_{m=1}^{6} |t_{nm}(L)|^2, \tag{29}
\]

where \( t_{nm} \) is calculated using equation (28) but with appropriate limits for \( k \) integration. In this figure we obtain peak values at \( L_1 = 4.78 \), \( L_2 = 6.65 \), \( L_3 = 8.05 \) and \( L_4 = 9.1, L_5 = 10.2 \). The peak value corresponds to the simplest direct transmission orbit starting at the middle of the channel opening and hitting the center of Gaussian shaped wall before exit. As it can be seen here period decreases with increasing length. We observe oscillations up to high lengths as can be seen in inset.

We also show similar calculations in the interval \( k(\pi/w) = 10 < k(\pi/w) < k(\pi/w) = 13 \) including 10 modes in Fig.6(b). Although we have different limits to the integration and different size of the matrix. We get results very similar to those the Fig. 6(a).
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**FIG. 5:** (a) The length spectrum for the geometry in Fig. 4(a), (b) same for the geometry in Fig. 4(b) (c) same for the geometry in Fig. 4(c).

V. TOWARD MANY-BODY PROBLEMS

Real nano-systems have interacting particles, and treatment of such systems is incipient. We shall show, that the methods presented here is very promising for such situations, at least as long as the particles enter or leave the quantum dot only one at a time. The basic problem he consists of treating two-body interactions, as we may typically encounter in a few-body system. The two particle inside a wave guide will provide the main difficulty. It is also an important system on its own right (see the review in [44]).

Let’s consider two particles inside a cavity region as shown in Fig. 1. We will omit the problems associated with anti-symmetrization or symmetrization for Fermions or Bosons respectively, by assuming distinguishable particles, but standard methods can be used to take care of the corresponding symmetry adaption as necessary. The total Hamiltonian is,

\[
H = \sum_{x} \sum_{y} (\nabla^2_{x} + \nabla^2_{y} + \nabla^2_{x,y} + V(|x_1 - x_2|, |y_1 - y_2|)) \tag{30}
\]

with a potential \( V \) which depends on the distance of the two particles. The interaction term can be written in terms of single particle wave functions as follows,

\[
H_{ijkl} = \int \int dx_1 dx_2 dy_1 dy_2 \phi_i(x_1, y_1) \phi_j(x_2, y_2)
\]

\[
V (|x_1 - x_2|, |y_1 - y_2|) \phi_k(x_1, y_1) \phi_l(x_2, y_2) \tag{31}
\]

where \( \phi_i(x, y) \) is the single particle solution in the cavity. Energies of the interacting particle can be found after diagonalizing this matrix. As the form of the single particle functions is not simple this is not an easy calculation. But as we discussed in this paper, we can transform this integration to u-v plane where we know the expansion of the single particle eigenfunctions in terms of simple harmonics. In u-v coordinates the distance between particles wont be a line but a curve given by the metric. The matrix element in u-v coordinates becomes,

\[
H_{ijkl} = \int \int du_1 du_2 dv_1 dv_2 \phi^i(u_1, v_1) \phi^j(u_2, v_2)
\]

\[
V (u_1, u_2, v_1, v_2) \phi^k(u_1, v_1) \phi^l(u_2, v_2) \tag{32}
\]

![FIG. 6](image)

**FIG. 6:** (a) Power spectrum from \( k(\pi/d) = 6 \) to \( k(\pi/d) = 9 \) including 6 modes. (b) Power spectrum from \( k(\pi/d) = 10 \) to \( k(\pi/d) = 13 \) including 10 modes.
where $\phi'(u, v) = \sum_{m,n} B^i_{m,n} \cos(m\pi u/L) \sin(n\pi v)$ with coefficients $B^i_{m,n}$ calculated from a single particle equation. The harmonic expansion makes the integration simple.

VI. CONCLUSION

We present a new method to treat open billiards, that has significant advantages over older techniques. It is designed for billiards with two leads, though generalizations are possible. The basic limitation is that both irregular boundaries that connect the leads be single valued functions of some space coordinate, that connects the center of the two leads. We then transformed the scattering region into a rectangle and calculate the quantum dynamics which become involved. The boundary conditions now result trivial, and this allows to calculate the R-matrix easily and thus solve the scattering problem. It is possible to write the dynamics of two or more interacting particles in this form, as long as we do not attempt to transform to relative and center of mass coordinates. This would destroy the simple boundary conditions. To show the power of the method we calculated the quantum scattering echoes for such a two lead structure very near to one actually used in a microwave experiment. The results of this experiment were not accessible to a numerical calculation with standard microwave programs, but we obtained results essentially consistent with experiment, though we see a secondary effects not apparent in the experiment. Future research will have to show whether this effect is suppressed in the experiment, whether it is due to the use of leads or whether it is a consequence of the cutoff we use. This should not distract from the fact, that the main effect can be seen clearly. Concerning the example we also note that the calculation reveals a step structure in the transmission, which is directly related to the scattering echoes and was not previously noted.
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