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Abstract

In this paper, we propose the greedy and random Broyden’s method for solving nonlinear equations. Specifically, the greedy method greedily selects the direction to maximize a certain measure of progress for approximating the current Jacobian matrix, while the random method randomly chooses a direction. We establish explicit (local) superlinear convergence rates of both methods if the initial point and approximate Jacobian are close enough to a solution and corresponding Jacobian. Our two novel variants of Broyden’s method enjoy two important advantages that the approximate Jacobians of our algorithms will converge to the exact ones and the convergence rates of our algorithms are asymptotically faster than the original Broyden’s method. Our work is the first time to achieve such two advantages theoretically. Our experiments also empirically validate the advantages of our algorithms.

1 Introduction

In this paper, we mainly consider the following general nonlinear equation system

\[ F(x) = 0, \] (1)

where \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a differentiable vector-valued function. This equation appears in many areas, such as control systems [35], economic systems [3], stationary points of optimization problems, etc. Many numerical methods have been proposed to solve the nonlinear equation, since obtaining an analytical solution is hard. Newton’s method is a classical method for this problem based on the following iteration:

\[ x_{k+1} = x_k - [J(x_k)]^{-1} F(x_k), \]

where \( J(x) \in \mathbb{R}^{n \times n} \) is the exact Jacobian of \( F(x) \). The convergence is quadratic under some mild conditions if \( x_0 \) is sufficiently close to a solution [38]. However, the original Newton’s method suffers from expensive computation cost, particularly due to the inverse calculation of the Jacobian which takes \( O(n^3) \) flops. To remedy the heavy computation cost of Newton’s method, the quasi-Newton
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Algorithm 1 Broyden’s Method

1: Initialization: set $B_0, x_0$.
2: for $k \geq 0$ do
3:   $x_{k+1} = x_k - B_k^{-1}F(x_k)$.
4:   $u_k = x_{k+1} - x_k, y_k = F(x_{k+1}) - F(x_k)$.
5:   Compute $B_{k+1} = B_k + \frac{y_k - B_k u_k}{u_k^T u_k}u_k$.
6: end for

methods \[10, 11, 18, 20, 44, 19, 8, 9, 15\] are proposed which adopt $B_k$ as an approximation of the Jacobian $J(x_k)$:

$$x_{k+1} = x_k - B_k^{-1}F(x_k),$$

and update it to mimic the behavior of the true Jacobian at each iteration. There have been several quasi-Newton methods proposed for solving nonlinear equations such as the stationary Newton’s method \[34\], Newton’s method with “$p$ refinements” \[34\], the discrete Newton’s method \[34\], the Broyden’s method \[8\], ABS \[1\], etc. Among these methods, Broyden’s method, which we show in Algorithm 1 is one of the most prominent quasi-Newton methods for solving nonlinear equations, and there is an ever-growing body of literature available. The surveys \[2, 22, 34\] cover many aspects and provide further references and open problems. Several works also concerned the extension of Broyden’s method to constrained nonlinear systems of equations \[32\], set-valued mappings \[1\] and implicit deep learning \[6, 7\].

Many works have shown that Broyden’s method can achieve a local superlinear convergence rate of $\{x_k\}$ \[12, 28, 17, 21\]. However, the convergence of approximate Jacobian $\{B_k\}$ is still largely open \[31\] and several researchers have mentioned this issue in their works \[16, 34, 22\]. The convergence of $\{B_k\}$ is for example of interest because it is closely related to the rate of convergence of $\{x_k\}$ \[31\]. The only results are established in \[36, 31\], which required uniformly linearly independent $u_k$’s. Unfortunately, conditions that imply uniform linear independence of $u_k$’s are unknown. Moreover, we also discover the gap between $B_k$ and $J_k$ in our numerical experiments. Hence, we try to propose some variants of Broyden’s method to achieve the goal that the approximate Jacobian will converge to the exact one. Recently, Lin et al. \[29\] first gave the explicit superlinear convergence rate of the original Broyden’s method. It is a natural question whether one can design a faster quasi-Newton method than the original Broyden’s method.

In this paper, we try to solve the above two open problems. Revisiting the classical Broyden’s method and inspired by the greedy and random quasi-Newton for minimizing convex functions \[40, 30\], we propose two novel variants of Broyden’s method whose approximate Jacobians will converge to the exact one and they can achieve asymptotic faster convergence rates than the original Broyden’s method. We summarize our contribution as follows.

1. We propose a greedy update of the quasi-Jacobian matrix motivated by maximizing a certain measure of progress. Moreover, we also suggest a random update from common distributions which achieves similar progress in expectation. Accordingly, we present greedy and random Broyden’s method utilizing such update rules.

2. We show that if the initial point $x_0$ is sufficiently close to one solution $x^*$ and the initial Jacobian approximation error $\|B_0 - J(x^*)\|$ is sufficiently small, where matrix $B_0 \in \mathbb{R}^{n \times n}$ is the initial approximate Jacobian, then the sequence $\{x_k\}$ produced by the greedy or random Broyden’s
methods could converge to the solution $x^*$ at a superlinear rate of the form $(1 - 1/n)^{k(k-1)/4}$, and $B_k$ converges to $J(x_k)$ at a linear rate of the form $(1 - 1/n)^{k/2}$.

3. Our methods offer flexible choices of update directions as well as superlinear convergence guarantees. We also verify our theory through numerical experiments.

Organization. The paper is organized as follows. After reviewing related work in Section 2, we establish some preliminaries in Section 3 including showing notation and reviewing Broyden’s update. In Section 4, we introduce the greedy and random updates and propose greedy and random Broyden’s method accordingly. We also present our main results of explicit local superlinear convergence rates of our two algorithms. Section 5 provides the detailed convergence analysis of greedy and random Broyden’s methods. In Section 6, we perform numerical experiments to support our theoretical results. Finally, we conclude our work in Section 7.

2 Related Work

Quasi-Newton methods for solving nonlinear equations have been widely studied and several important algorithms have been proposed [8, 17, 1, 46]. Among all quasi-Newton methods for solving nonlinear equations, Broyden’s method is the most famous and important [8, 9, 28, 38]. For each iteration, Broyden’s method conducts a rank-one update for approximating the true Jacobian, and the updated matrix has to satisfy the secant equation. Broyden et al. [12] provided the first superlinear convergent rate for Broyden’s method. After that, many works gave improved analysis for Broyden’s methods [17, 23, 28, 25, 27, 29].

Recently, for the unconstrained optimization, i.e., $\min_x f(x)$, Rodomanov and Nesterov [40] gave the first explicit superlinear convergence rate for the greedy quasi-Newton methods which take updates by greedily selecting from basis vectors to maximize a certain measure of progress. This work established an explicit non-asymptotic rate of the local superlinear convergence $(1 - 1/n)^{k^2/2}$, where $k$ is the iteration numbers and $\kappa$ is the condition number of the objective function trying to minimize. Lin et al. [30] improved the rates of greedy quasi-Newton updates as well as random quasi-Newton updates and obtained a faster condition-number-free superlinear convergence rate $(1 - 1/n)^{k^2/2}$. Our proposed methods are similar to theirs but mainly applied to general nonlinear equations under Broyden’s methods. Since Broyden’s method can also be applied to such cases by solving $\nabla f(x) = 0$, as well as other important problems, such as fixed-point problems: $x - F(x) = 0$. Therefore, our variants of Broyden’s method for the general nonlinear equation are still meaningful.

Jin and Mokhtari [26] provided a dimension-free superlinear convergence rate for Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [10, 11, 18, 20, 44], and Davidon-Fletcher-Powell (DFP) method [15, 19] if the initial point and approximate Hessian are close enough to the solution and its true Hessian. The assumption used in [26] is much similar to ours. Our work also requires the assumptions that both $\|x_0 - x^*\|$ and $\|B_0 - J(x^*)\|$ should be small enough, but we mainly focus on nonlinear equations. Furthermore, we choose $u_k$ greedily or randomly in the update of the approximate Jacobian which is much different from the one in [26].

There are many variants of Broyden’s method. Here we list some popular implementations and analogical versions of ours. Broyden’s “bad” method [8, 34] directly applies the derivation to
\( H_k := B_k^{-1} \) as below:
\[
H_{k+1} = H_k + \frac{(u_k - H_k y_k) y_k^\top}{y_k y_k}
\]

In contrast, the “bad” method may perform not so well but on a small set of test problems [2]. Martinez [34] also mentioned a combined method that chose the “good” and the “bad” methods according to some conditions.

Moreover, some of the variants focus on handling the singularity of \( B_k \) in Broyden’s update (Line 5 in Algorithm 1), such as choosing the minimum-norm solution using a pseudoinverse minimizer \( B_k^+ \) instead of undefined \( B_k^{-1} \), or a well-known approximation of the pseudoinverse \((B_k^\top B_k + \mu I_n)^{-1} B_k^\top\) with some \( \mu > 0 \) to replace \( B_k^+ \) [34]. Damped Broyden update [2, 36] adopts a modified update rule
\[
B_{k+1} = B_k + \theta_k \frac{(y_k - B_k u_k) u_k^\top}{u_k^\top u_k},
\]

with alternative \( \theta_k \) to guarantee conservative small-variation of \( |\det(B_k)| \). Furthermore, for some specific problems, researchers proposed structured methods [5, 24], such as using \( LU \) decomposition \( B_0 = LU \) throughout the calculations if \( L \) is sparse and its inverse is easy to compute. Another method uses the decomposition \( J(x) = C(x) + D(x) \) if \( C(x) \) is easy to compute, and updates \( D_k \) to approximate \( D(x_k) \) from Broyden’s update. There also have other secant methods. For example, the Column-Updating method (COLUM) [33] is defined as
\[
B_{k+1} = B_k + \frac{(y_k - B_k u_k) e_{jk}^\top}{e_{jk}^\top u_k},
\]

where \( |e_{jk} u_k| = \|u_k\|_\infty \). Such an update could reduce the computational cost of Broyden’s method. Similarly, we also adopt coordinate vectors \( \{e_1, \ldots, e_n\} \) for updating the approximate matrix under a more aggressive strategy mentioned in Section 4.2. Furthermore, some work also employed an update rule as
\[
B_{k+1} = B_k + \frac{(y_k - B_k u_k) v_j^\top}{v_j^\top u_k}, \text{ where } v_k \perp u_{k-1},
\]

which in some sense are close to the multipoint secant methods studied in [14, 13, 43]. These variants make Broyden’s method more practical and stable.

3 Preliminaries

3.1 Notation

We denote vectors by lowercase bold letters (e.g., \( u, x \)), and matrices by capital bold letters (e.g., \( W = [w_{ij}] \)). We use \( [n] := \{1, \ldots, n\} \) and \( I_n \) is the \( \mathbb{R}^{n \times n} \) identity matrix. Moreover, \( \|\cdot\| \) denotes the \( \ell_2 \)-norm (standard Euclidean norm) for vectors, or induced 2-norm (spectral norm) for a given matrix: \( \|A\| = \sup_{\|u\|_2 = 1} \|Au\| \), and \( \|\cdot\|_F \) denotes the Frobenius norm of a given matrix: \( \|A\|_F^2 = \sum_{i=1}^m \sum_{j=1}^n a_{ij}^2 \), where \( A = [a_{ij}] \in \mathbb{R}^{m \times n} \). We also adopt \( s_i(A) \) be its \( i \)-th largest singular value \( (i = 1, \ldots, \min\{m, n\}) \). When \( A \) is nonsingular and \( m = n \), we define its condition number as \( \kappa(A) := s_1(A)/s_n(A) \). For two real symmetric matrices \( A, B \in \mathbb{R}^{n \times n} \), we denote \( A \succeq B \) (or \( B \preceq A \)) if \( A - B \) is a positive semidefinite matrix. We use the standard \( O(\cdot), \Omega(\cdot) \) and \( \Theta(\cdot) \) notation to hide universal constant factors.
3.2 Two Assumptions

To analyze the convergence properties of our novel algorithms, we first list two standard assumptions in convergence analysis of quasi-Newton methods.

Assumption 1. The Jacobian $J(x)$ is Lipschitz continuous related to $x^*$ with parameter $M$ under induced 2-norm, i.e.,

$$\|J(x) - J(x^*)\| \leq M \|x - x^*\|. \quad (2)$$

Such assumption also appears in [26], and the condition in Assumption 1 only requires Lipschitz continuity in the direction of the optimal solution $x^*$. Indeed, that condition is weaker than general Lipschitz continuity for any two points. It is also weaker than the strong self-concordance recently proposed by Rodomanov and Nesterov [40, 41, 42].

In addition, we must show that the sequence $\{B_k\}$ (or $\{H_k\}$) generated by our variants of Broyden’s updates (Algorithm 2) exist and remain nonsingular shown in Assumption 2 below.

Assumption 2. The Broyden sequence $(x_k, H_k)$ in Algorithm 3 is well-defined, that is $H_k$ is nonsingular for all $k$, and $x_{k+1}$ and $H_{k+1}$ can be well-defined by computing from $x_k$ and $H_k$. Moreover, the solution $x^*$ of Eq. (1) is nondegenerate, i.e., $J^* := J(x^*)$ is nonsingular or $J^*_+^{-1}$ exists.

Assumption 2 also appears in [17, 38]. Additionally, along with the classical result on quadratic convergence of Newton’s methods, we need some sort of regularity conditions for the objective Jacobian following Assumption 1.

3.3 Broyden’s Update

Before starting our theoretical results, we briefly review Broyden’s update. We focus on solving a nonlinear equation:

$$F(x) = 0,$$

where $F : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is differentiable. We denote its Jacobian as $J(x) \in \mathbb{R}^{n \times n}$. Similar to quasi-Newton methods, we need iteratively update the approximate Jacobian $\{B_k\}$ to approach the true Jacobian matrix, while updating the parameters $\{x_k\}$ as:

$$x_{k+1} = x_k - B_k^{-1}F(x_k).$$

In several quasi-Newton methods, the alternative matrix $B_k$ need satisfy the secant condition, that is

$$B_k u_k = y_k,$$

with $u_k = x_{k+1} - x_k$, $y_{k+1} = F(x_{k+1}) - F(x_k). \quad (3)$

However, we could not obtain a definite solution with only Eq. (3) because it is an underdetermined linear system with an infinite number of solutions. Previous works adopt several different extra conditions to give a reasonable solution. The most common concern chooses the Jacobian approximation $B_{k+1}$ sequence is as close as possible to $B_k$ under a measure. The Broyden’s update [8, 27] defined as follows

$$B_{k+1} = B_k + \frac{(y_k - B_k u_k) u_k^\top}{u_k^\top u_k}, \quad (4)$$
is obtained by solving the following problem:

$$\min_B ||B - B_k||_F, \ s.t., B u_k = y_k.$$
Additionally, for the practical implementation, researchers would adopt Sherman-Morrison-Woodbury formula \[45\] for updating the inverse of matrix \(H_k := B_k^{-1}\) as follows:

\[
H_{k+1} = H_k - \frac{(H_k y_k - u_k) u_k^\top H_k}{u_k^\top H_k y_k}.
\]

For better understanding the update rules of Broyden’s methods, we turn to a simple linear objective \(F(x) = Ax - b\) for an explanation. When applied to the linear objective, we could simplify the update rules using the fact \(y = Au\), which leads to the definition of Broyden’s update as below.

**Definition 1 (Broyden’s Update).** Letting \(B, A \in \mathbb{R}^{n \times n}, u \in \mathbb{R}^n\), we define

\[
\text{Broyd}(B, A, u) := B + \frac{(A - B) uu^\top}{u^\top u}.
\]

Then, for the simple linear objective \(F(x) = Ax - b\), Broyden’s update can be written as \(B_{k+1} = \text{Broyd}(B_k, A, u_k)\). We list the following well-known properties of Broyden’s update:

**Proposition 1.** Let \(A, B \in \mathbb{R}^{n \times n}, u \in \mathbb{R}^n\) and \(A\) is nonsingular. Denote \(B_+ := \text{Broyd}(B, A, u)\) and set \(\hat{B} := C (B - A), \hat{B}_+ := C (B_+ - A)\) for any nonsingular matrix \(C \in \mathbb{R}^{n \times n}\), then we have

\[
\hat{B}_+ \hat{B}_+^\top = \hat{B} \hat{B}^\top - \frac{\hat{B} uu^\top \hat{B}^\top}{u^\top u}.
\]

Therefore, we also have

\[
\|\hat{B}_+\|_F \leq \|\hat{B}\|_F, \quad \|\hat{B}_+\| \leq \|\hat{B}\|.
\]

**Remark 3.1.** Proposition 1 shows the monotonicity of Broyden’s update under specific measures, e.g. \(\|\cdot\|, \|\cdot\|_F\), which provides controllable sequence \(\{B_n\}\) under iterative Broyden’s update in Eq. \[4\]. These properties motivate our proofs in the subsequent sections when the initial conditions (of \(B_0\)) are benign.

### 4 Greedy and Random Broyden’s Method

In this section, we will first give a detailed algorithmic description and show how our greedy and random Broyden’s methods find the solution of the objective function. Then, we will provide the intuition behind our novel algorithms and give the reason why the approximate Jacobians in these two algorithms can converge to the exact one. Next, we will give the main convergence properties of our two algorithms. Finally, we compare the convergence rates of our algorithms with the original Broyden’s method and show that our algorithms achieve faster asymptotic convergence rates.

#### 4.1 Algorithm Description

The main difference among the greedy, random and classical Broyden’s methods lies in the way to choosing \(u_k\). For the greedy Broyden’s method, we choose \(u_k\) by maximizing the following problem

\[
u_k = \arg\max_{u \in \{e_1, \ldots, e_n\}} \|B_k u - J(x_{k+1}) u\|,
\]
Algorithm 2 Greedy or Random Broyden’s Method.

1: Initialization: set $B_0, x_0$. 
2: for $k \geq 0$ do 
3: Update $x_{k+1} = x_k - B_k^{-1} F(x_k)$. 
4: Choose $u_k$ from 
   1) greedy update: $u_k = \arg \max_{u \in \{e_1, \ldots, e_n\}} \| B_k u - J(x_{k+1}) u \|$, or 
   2) random update: $u_k \sim \text{Unif}(\{e_1, \ldots, e_n\})$. 
5: Compute $B_{k+1} = B_k + \frac{(y_k - B_k u_k) u_k}{u_k u_k}$.
6: end for

where $B_k$ is the current approximate Jacobian and $J(x_{k+1})$ is the exact Jacobian at $x_{k+1}$. Accordingly, we can obtain that 

$$y_k = J(x_{k+1})u_k.$$ (7)

Using the above $u_k$ and $y_k$, we can update the approximate Jacobian by Eq. (4). Combining the algorithmic procedure of the classical Broyden’s method, we can obtain the update rule of the greedy Broyden’ method as follows:

$$
\begin{cases}
  x_{k+1} &= x_k - B_k^{-1} F(x_k) \\
  u_k &= \arg \max_{u \in \{e_1, \ldots, e_n\}} \| B_k u - J(x_{k+1}) u \| \\
  y_k &= J(x_{k+1})u_k \\
  B_{k+1} &= B_k + \frac{(y_k - B_k u_k) u_k}{u_k u_k} 
\end{cases}
$$ (8)

For the random Broyden’s method, we will choose $u_k$ randomly from distribution $u_k \sim \text{Unif}(\{e_1, \ldots, e_n\})$. Note that, $u_k$ can be chosen randomly from a broad class of distribution other than $\text{Unif}(\{e_1, \ldots, e_n\})$ just as shown in the next subsection. $y_k$ can be computed as Eq. (7) and the approximate Jacobian updates as Eq. (4) using obtained $u_k$ and $y_k$. The whole algorithmic procedure of the random Broyden’s method is the same as the one of the greedy Broyden’s method except the way to obtain $u_k$. Thus, the update rule of the random Broyden’s method can be summarized by Eq. (8) but with $u_k \sim \text{Unif}(\{e_1, \ldots, e_n\})$.

The detailed algorithmic description of the greedy and random Broyden’s methods are listed in Algorithm 2.

4.2 Motivation

It is well-known that the approximate Hessian of the quasi-Newton methods for unconstrained optimization will not converge to the true Hessian. Similarly, quasi-Newton methods for solving nonlinear equations will not converge to the true Jacobian either. Many works have provided several counterexamples that the approximate Hessian or Jacobian will not converge to the exact ones [38, 39, 17]. In contrast to the quasi-Newton methods, Newton’s method takes advantage of the current exact Jacobian in each step and achieves the quadratic convergence rate. Such concern leads us to adjust the update rule to make $\{B_k\}$ converge to $J(x^*)$ as close as possible.

Proposition 1 shows, the classical Broyden’s method only guarantees the distance between the approximate Jacobian and the exact one is non-increasing, but can not provide convergence guarantee.
The reason behind this phenomenon lies in the way of choosing $u_k$ shown in Eq. (3) and it is the reason why the approximate Jacobian of classical Broyden’s method can not converge to the exact one. On the other hand, for Broyden’s method, it is free to choose $u_k$. Thus, we try to design novel Broyden’s methods by choosing proper $u_k$ such that the approximate Jacobian can converge to the true one iteratively. Specifically, we use the simple linear objective $F(x) = Ax - b$ as an example and try to minimize the distance between $B_k$ and $A$ for the Frobenius norm. For brevity, we denote $B_+ = Broyn (B, A, u)$ following Definition 1 and $B$ is the current approximate Jacobian. One possible starting point is obtaining the greedy improvement under measure $\|\cdot\|_F$ in each step from Proposition 1. That is, we choose the best update direction $u$ from a certain candidate set $I$:

$$\hat{u} = \arg \max_{u \in I} \left( \|C(B-A)\|_F^2 - \|C(B_+-A)\|_F^2 \right) = \arg \max_{u \in I} \frac{u^\top (B-A)^\top C^\top C(B-A)u}{u^\top u}.$$  

At the same time, the way to find proper $u$ should take the computation cost into consideration. The classical Broyden’s method commonly needs $O(n^2)$ computation complexity for each iteration. Hence, we require that the computation cost of the greedy step for selecting $u$ is no larger than $O(n^2)$. Accordingly, we propose $C = I_n$ and $I = \{e_1, \ldots, e_n\}$, that is,

$$(\text{Greedy}) \quad \hat{u} = \arg \max_{u \in \{e_1, \ldots, e_n\}} u^\top (B-A)^\top (B-A)u = \arg \max_{k \in [n]} \| (B-A)e_k \|^2.$$  

It is easy to check that the greedy step of finding proper $\hat{u}$ takes still $O(n^2)$ computation cost. By the fact that

$$\| (B-A)\hat{u} \| = \max_{k \in [n]} \| (B-A)e_k \|^2 \geq \frac{1}{n} \sum_{k=1}^n \| (B-A)e_k \|^2 = \frac{1}{n} \| B-A \|^2_F,$$

Combining with Eq. (5), we can obtain that

$$\| B_+ - A \|^2_F \leq \left( 1 - \frac{1}{n} \right) \| B-A \|^2_F,$$

that is, by selecting $u$ greedily with respect to the Frobenius norm, the approximate Jacobian can converge to the true one $A$ linearly with rate $1 - \frac{1}{n}$. This is the total intuition to design our greedy Broyden’s method which guarantees that the approximate Jacobian will converge the exact one. At the same, if the approximate Jacobian $B_k$ is close to $A$, then the update

$$x_{k+1} = x_k - B_k^{-1}F(x_k)$$

can obtain a fast converge rate. Since $B_k$ will converge to $A$ linearly, i.e., $B_k$ is getting closer and closer to $A$, the convergence rate of update (10) become faster and faster as $k$ increases. Thus, the greedy Broyden method can achieve superlinear convergence.

Other than greedily selecting $u_k$ which requires extra computation, we may wonder whether we can find $u$ randomly such that a similar result as Eq. (9) also holds in expectation. Fortunately, such $u$’s exist and only need to satisfy that

$$(\text{Random}) \quad u \sim D, \quad \mathbb{E}_{u \sim D} \frac{u}{\|u\|} \cdot \frac{u^\top}{\|u\|} \propto I_n.$$
The above condition requires normalized $\mathbf{u}$ has isotropic second-order moment. There are lots of examples satisfying Eq. (11) such as $\text{Unif} \left( \{ \mathbf{e}_1, \ldots, \mathbf{e}_n \} \right)$, $\text{Unif} (S^{n-1})$ and $\mathcal{N}(0, \mathbf{I}_n)$.

We summarize how the greedily selected $\mathbf{u}$ and the randomly selected $\mathbf{u}$ help to approximate the true Jacobian in the following lemma.

**Lemma 4.1.** Let $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{n \times n}$, $\mathbf{u} \in \mathbb{R}^n$ and $\mathbf{A}$ be nonsingular. Denoting $\mathbf{B}_+ = \text{Broyd} (\mathbf{B}, \mathbf{A}, \mathbf{u})$ with $\mathbf{u}$ selected from the greedy update in Eq. (9), then we have

$$
\| \mathbf{B}_+ - \mathbf{A} \|_F^2 \leq \left( 1 - \frac{1}{n} \right) \| \mathbf{B} - \mathbf{A} \|_F^2.
$$

Moreover, if choosing $\mathbf{u}$ based on the random update in Eq. (11), then it holds that

$$
\mathbb{E}_\mathbf{u} \| \mathbf{B}_+ - \mathbf{A} \|_F^2 = \left( 1 - \frac{1}{n} \right) \| \mathbf{B} - \mathbf{A} \|_F^2.
$$

**Remark 4.2.** The classical Broyden’s update could not provide such an explicit decreasing bound with respect to $\| \cdot \|_F$, since there is no requirement of the direction $\mathbf{u}$. After using greedy update or random update, we can guarantee that the approximate Jacobian converges linearly to the exact Jacobian matrix $\mathbf{A}$.

Lemma 4.1 also provides the intuition of the Jacobian convergence for general nonlinear equations since a general nonlinear can be approximated by a linear function $\mathbf{F}(\mathbf{x}) = \mathbf{F}(\mathbf{x}^*) + \mathbf{J}(\mathbf{x}^*)(\mathbf{x} - \mathbf{x}^*)$ which is the first-order Taylor’s expansion around one solution $\mathbf{x}^*$. In the following subsection, we will give a detailed description that how the approximate Jacobians in greedy and random Broyden’s methods converge to the exact ones for the general nonlinear equation. Accordingly, we also show how the approximate Jacobian helps greedy and random Broyden’s methods to achieve superlinear convergence rates.

### 4.3 Main Results

First, we give a theorem that sketches the convergence properties of our greedy and random Broyden’s methods.

**Theorem 4.3.** Suppose $n \geq 2$, the objective function $\mathbf{F}(\cdot)$ satisfy Assumption 1 and sequences $\{ \mathbf{x}_k \}$ and $\{ \mathbf{H}_k \}$ generated by Algorithm 2 satisfy Assumptions 2. We denote $\| \mathbf{J}^{-1} \| = c$. If the initials $\mathbf{x}_0$ and $\mathbf{B}_0$ satisfy

$$
48\sqrt{n}cM \| \mathbf{x}_0 - \mathbf{x}^* \| + c \| \mathbf{B}_0 - \mathbf{J}(\mathbf{x}_0) \| \leq \frac{1}{3}, \quad (12)
$$

then we have for all $k \geq 0$,

$$
\mathbb{E} \left[ c \| \mathbf{B}_k - \mathbf{J}(\mathbf{x}_k) \| \right] \leq c \left( 1 - \frac{1}{n} \right)^{k/2}, \quad (13)
$$

and

$$
\mathbb{E} \left[ \frac{\| \mathbf{x}_{k+1} - \mathbf{x}^* \|}{\| \mathbf{x}_k - \mathbf{x}^* \|} \right] \leq e \left( 1 - \frac{1}{n} \right)^{k/2}. \quad (14)
$$

The expectation considers randomness of the direction $\mathbf{u}_0, \ldots, \mathbf{u}_k$, and when applied to the greedy method, we can view it with no randomness for the same notation.
Theorem 4.3 tells us two important results. First, Eq. (13) shows that the approximate Jacobian $B_k$ will converge to the exact one linearly. Second, Eq. (14) shows that $\{x_k\}$ superlinearly converges to $x^*$ since
\[
\lim_{k \to \infty} \frac{\|x_{k+1} - x^*\|}{\|x_k - x^*\|} \leq \lim_{k \to \infty} e \left( 1 - \frac{1}{n} \right)^{k/2} = 0.
\]

Based on Theorem 4.3, we are going to provide the explicit convergence rates of greedy and random Broyden’s methods in the following two theorems.

**Theorem 4.4.** Suppose $n \geq 2$, the objective function $F(\cdot)$ and initials $x_0$ and $B_0$ satisfy the properties described in Theorem 4.3. Sequences $\{x_k\}$ and $\{H_k\}$ generated by Algorithm 2 with greedy update satisfy Assumptions 2. Then, for the greedy Broyden’s method, it holds that
\[
\|x_k - x^*\| \leq e^k \left( 1 - \frac{1}{n} \right)^{k(k-1)/4} \|x_0 - x^*\|, \text{ for all } k \geq 1
\]
\[
\|B_k - J_*\|_F \leq 2c^{-1} e \left( 1 - \frac{1}{n} \right)^{k/2}, \text{ when } k \geq 4n + 3.
\]

**Theorem 4.5.** Suppose $n \geq 2$, the objective function $F(\cdot)$ and initials $x_0$ and $B_0$ satisfy the properties described in Theorem 4.3. Sequences $\{x_k\}$ and $\{H_k\}$ generated by Algorithm 2 with random update satisfy Assumptions 2. Then, for the random Broyden’s method, it holds with probability at least $1 - \delta$ with $0 < \delta < 1$ that
\[
\|x_k - x^*\| \leq \left( \frac{4n^2e}{\delta} \right)^k \left( 1 - \frac{1}{n+1} \right)^{k(k-1)/4} \|x_0 - x^*\|, \text{ for all } k \geq 1
\]
\[
\|B_k - J_*\|_F \leq \frac{8n^2c^{-1}e}{\delta} \left( 1 - \frac{1}{n+1} \right)^{k/2}, \text{ when } k \geq 4(n + 1) \ln \frac{4n^2e}{\delta} + 3.
\]

Above two theorems provide the explicit superlinear convergence rates of greedy and random Broyden’s methods with respect to the residual $\|x_k - x^*\|$ and show that the approximate Jacobian $B_k$ will converge to $J_*$ linearly. Furthermore, the results in Theorem 4.5 hold with constant probability. For example, with probability at least 0.9, it holds that
\[
\|x_k - x^*\| \leq (40n^2e)^k \left( 1 - \frac{1}{n+1} \right)^{k(k-1)/4} \|x_0 - x^*\|.
\]

On the other hand, the superlinear convergence rates in the above theorems are meaningful only when $k$ is larger than a threshold. This can be obtained from Eq. (14) that $e \left( 1 - \frac{1}{n} \right)^{k/2}$ should be less than 1, i.e., the superlinear convergence rates are meaningful when $k \geq 2n$. This phenomenon is the same as the greedy and random quasi-Newton methods for minimizing convex functions [30][40][42][41].

### 4.4 Comparison of Rates

First, we provide a comparison between the greedy and random Broyden’s methods. By Eq. (15) and (16), we can observe that the greedy Broyden’s method is a little faster than the random Broyden’s method. However, these two algorithms share almost the same asymptotic convergence rate since
\((1 - 1/n)^{k(k-1)/4}\) and \((1 - 1/(n + 1))^{k(k-1)/4}\) dominate the convergence properties described in Eq. (15) and (16), respectively.

Next, we will compare the convergence rate of the greedy Broyden’s method with the original Broyden’s method obtained recently in [29]. Lin et al. [29] gave an explicit local superlinear convergence rate of the original Broyden’s method as follows:

\[
\lambda_k \leq \left( \frac{1}{k} \right)^{k/2} \lambda_0, \quad \text{with} \quad \lambda_k = \|J^{-1}_x (F(x_k) - F(x^*))\|, \quad (17)
\]

if

\[
48cM \|x_0 - x^*\| + c \|B_0 - J(x_0)\| \leq \frac{1}{3}. \quad (18)
\]

Comparing Eq. (18) with (12), we can conclude that our greedy and random Broyden’s methods require a stronger initial condition. However, our initial condition can reduce to one in [29] if we assume that the Jacobian is \(M\)-Lipschitz continuous with respect to the Frobenius norm, that is, \(\|J(x) - J(x')\|_F \leq M \|x - x'\|_F\).

It is hard to compare the convergence rates in Eq. (17) and (15). We first transform Eq. (17) with respect to \(r_k := \|x_k - x^*\|\). It holds that

\[
\|J^{-1}_x [F(x_k) - F(x^*)] - (x_k - x^*)\| \leq \|J^{-1}_x\| \cdot \|F(x_k) - F(x^*) - J_x (x_k - x^*)\| \leq \frac{cMr_k}{2} \cdot r_k
\]

leading to

\[
\left( 1 - \frac{cMr_k}{2} \right) r_k \leq \lambda_k \leq \left( 1 + \frac{cMr_k}{2} \right) r_k.
\]

The initialization in Eq. (17) and the linear convergence of \(\{r_k\}\) of Broyden’s method [29] shows that \(cMr_k \leq \frac{1}{114}\). Thus it holds that \(\lambda_k = \Theta(r_k)\), and we can obtain

\[
\|x_k - x^*\| = r_k \leq 2 \left( \frac{1}{k} \right)^{k/2} r_0 = 2 \left( \frac{1}{k} \right)^{k/2} \cdot \|x_0 - x^*\|. \quad (19)
\]

Now, we can compare the rate in Eq. (19) with the one in Eq. (15). First, we have

\[
\ln \left[ 2 \left( \frac{1}{k} \right)^{k/2} \right] - \ln \left[ e^{k - \frac{k(k-1)}{4n}} \right] = \ln 2 + \frac{k}{2} \ln \frac{1}{k} - k + \frac{k(k-1)}{4n} = \frac{k}{2} \left[ \frac{k-1}{2n} - \ln k - 2 \right] + \ln 2.
\]

Since \(t - \ln (2nt + 1)\) is increasing when \(t \geq 1\), it holds that when \(k \geq 8n \ln (ne) + 1\) and \(n \geq 2,\)

\[
\frac{k - 1}{2n} - \ln k - 2 \geq \ln \frac{n^4e^2}{8n \ln (ne) + 1} \geq \ln \frac{9n^2}{8n(n - 1 + 1) + 1} \geq \ln \frac{9n^2}{8n^2 + 1} > 0.
\]

where we use the inequality \(0 \leq \ln t \leq t - 1, t \geq 1\). Hence

\[
\ln \left[ 2 \left( \frac{1}{k} \right)^{k/2} \right] - \ln \left[ e^{k - \frac{k(k-1)}{4n}} \right] \geq \frac{k}{2} \ln \frac{9n^2}{8n^2 + 1} + \ln 2 \geq 0,
\]
showing that
\[ 2 \left( \frac{1}{k} \right)^{k/2} \geq e^{k - \frac{k(k-1)}{4n}}. \]

Therefore, when \( k \geq 8n \ln(ne) + 1 = \Theta(n \ln n) \), the greedy Broyden’s method could be faster than the original Broyden’s method.

Since the random Broyden’s method has almost the same asymptotic convergence rate to the greedy Broyden’s method, we can conclude that both greedy and random Broyden’s methods can achieve faster convergence rates than the original Broyden’s method asymptotically.

5 Analysis of Greedy and Random Broyden’s Method

In the last section, we provide the intuition behind the greedy and random Broyden’s methods based on the simple linear objective function and the main results of this paper. Now, we are going to give a detailed analysis of the explicit superlinear convergence rates of greedy and random Broyden’s methods for the general nonlinear equations.

First, for notation convenience, we introduce the measure for variables as
\[ s_k := x_k - x^*, r_k := \|s_k\|. \tag{20} \]
and for its Jacobian as
\[ \sigma_k := \|B_k - J_k\|_F, J_k := J(x_k). \tag{21} \]

Employing these measures, we can build up the relation between \( \sigma_{k+1} \) and \( \sigma_k \), as well as the relation between \( r_{k+1} \) and \( r_k \).

**Lemma 5.1.** Suppose the objective function \( F(\cdot) \) satisfies Assumption 1 and sequences \( \{x_k\} \) and \( \{B_k\} \) generated by Algorithm 2 satisfy Assumption 2. Then we have
\[ \sigma_{k+1}^2 \leq \sigma_k^2 + 2\sigma_k \sqrt{nM} (r_k + r_{k+1}) + nM^2 (r_k + r_{k+1})^2. \tag{22} \]

More rigorously, we have
\[ \mathbb{E}_{u_k} [\sigma_{k+1}^2] \leq \left( 1 - \frac{1}{n} \right) \sigma_k^2 + 2\sigma_k \sqrt{nM} (r_k + r_{k+1}) + nM^2 (r_k + r_{k+1})^2. \tag{23} \]

The expectation only considers the randomness of the direction \( u_k \) (with fixed \( u_0, \ldots, u_{k-1} \)), and when applied to the greedy method, we can view it with no randomness for the same notation.

**Remark 5.2.** The results in Lemma 5.1 depend on the dimension \( n \) which is commonly undesired. This dependency comes the relationship between the spectral norm and the Frobenius norm. We can remove this dependence of \( n \) by assuming that the Jacobian is \( M \)-Lipschitz continuous with respect to the Frobenius norm, that is, \( \|J(x) - J(x^*)\|_F \leq M \|x - x^*\|_F \).

**Lemma 5.3.** Suppose the objective function \( F(\cdot) \) and sequences \( \{x_k\} \) and \( \{B_k\} \) satisfy the properties described in Lemma 5.1. Then, we have
\[ r_{k+1} \leq \frac{3cMr_k^2 + c\sigma_k}{1 - c(\sigma_k + Mr_k)}r_k, \text{ if } c(\sigma_k + Mr_k) < 1, \text{ where } c = \|J_c^{-1}\| > 0. \tag{24} \]
The above two lemmas show that $r_k$ and $\sigma_k$ are interrelated. However, if $\sigma_k$’s and $r_k$’s are small enough, then $\{r_k\}$ converges linearly by Lemma 5.3. Meanwhile, since sequence $\{r_k\}$ is of linear convergence, then $\{r_k\}$ is summable and leads to the boundedness of $\{\sigma_k\}$ by Lemma 5.1. Therefore, we could guarantee a linear convergence rate of $r_k$ under the condition on the benign initialization of $r_0$ and $\sigma_0$.

**Lemma 5.4.** Suppose $n \geq 2$, the objective function $F(\cdot)$ satisfy Assumption 1 and sequences $\{x_k\}$ and $\{B_k\}$ generated by Algorithm 2 satisfy Assumptions 2. We denote $\|J_{*}^{-1}\| = c$. Letting $q \in (0, 1)$, $r_0$ and $\sigma_0$ satisfy

$$c\sigma_0 \leq \frac{q}{q + 1}, \quad \sqrt{ncMr_0} \leq \frac{q(1 - q)}{12} \left( \frac{q}{1 + q} - c\sigma_0 \right),$$

(25)

then we have for all $k \geq 0$,

$$c^2 \sigma_k^2 \leq c^2 \sigma_0^2 + \frac{1 + q}{1 - q} \left( 2c\sqrt{ncMr_0} + nc^2 M^2 r_0^2 \right) \leq \frac{q^2}{(1 + q)^2},$$

(26)

and

$$r_{k+1} \leq qr_k.$$  

(27)

To better quantify the linear convergence rate of $r_k$, we define $q_m$ given the suitable $\sigma_0$ and $r_0$,

$$q_m := \min q, \text{ s.t. } c\sigma_0 \leq \frac{q}{q + 1}, \quad \sqrt{ncMr_0} \leq \frac{q(1 - q)}{12} \left( \frac{q}{1 + q} - c\sigma_0 \right).$$

Such $q_m$ needs a pair of proper $\sigma_0$ and $r_0$ to guarantee a nonempty feasible set, and $q_m$ determines the optimal linear convergence rate provided by Broyden’s method from Lemma 5.4. Then we could obtain a more understandable result.

**Corollary 5.5.** Suppose the objective function $F(\cdot)$ and sequences $\{x_k\}$ and $\{B_k\}$ satisfy the properties described in Lemma 5.4. If $r_0$ and $\sigma_0$ satisfy

$$48\sqrt{ncMr_0} + c\sigma_0 \leq \frac{1}{3},$$

(28)

then $q_m$ is well-defined and we have $q_m = \Theta \left( c\sigma_0 + \sqrt{n^{1/2}cMr_0} \right)$.

Based on the above lemmas, we are going to prove the main results in Section 4. First, we give the detailed proof of Theorem 4.3.

**Proof of Theorem 4.3.** The results in Lemma 5.4 still hold since Corollary 5.5 shows that there exists such a $q$ that satisfies the requirement in Lemma 5.4. Thus, combining with Lemma 5.3 we have

$$r_{k+1} \leq \frac{24}{2} \frac{3cMr_k/2 + c\sigma_k}{1 - c\sigma_k - cMr_k} r_k, \text{ if } c\sigma_k + cMr_k < 1.$$  

(29)

From Lemma 5.4 we have $c\sigma_k + cMr_k \leq \frac{q}{q+1} < 1$, showing that Eq. 29 holds and

$$r_{k+1} \leq (q + 1) \left( \frac{3cMr_k/2 + c\sigma_k}{3cMr_k/2 + c\sigma_k} \right) r_k.$$  

(30)
Thus, we could derive the update of $\sigma_k$ more rigorously by Lemma 5.1 as follows

$$\mathbb{E}_{u_k} \left[ \sigma_{k+1}^2 \right] \leq \left( 1 - \frac{1}{n} \right) \sigma_k^2 + 2\sigma_k \sqrt{nM} (r_k + r_{k+1}) + nM^2 (r_k + r_{k+1})^2$$

$$\leq \left( 1 - \frac{1}{n} \right) \sigma_k^2 + 2\sigma_k \sqrt{nM} (r_k + r_{k+1}) + nM^2 (r_k + r_{k+1})^2$$

$$\leq \left( 1 - \frac{1}{n} \right) \sigma_k^2 + 2\sigma_k (1 + q) \sqrt{nMr_k} + (1 + q)^2 nM^2 r_k^2$$

$$\leq \left( 1 - \frac{1}{n} \right) \left[ \sigma_k + \frac{1}{1 - \frac{1}{n}} (1 + q) \sqrt{nMr_k} \right]^2$$

$$\leq \left( 1 - \frac{1}{n} \right) \left[ \sigma_k + 2(1 + q) \sqrt{nMr_k} \right]^2,$$  

(31)

where the last inequality uses the assumption that

$$\frac{1}{n} \leq \frac{1}{2}, n \geq 2.$$  

(32)

Hence we obtain the update of $\sigma_k$ (in expectation):

$$\mathbb{E}_{u_k} [\sigma_{k+1}] \leq \sqrt{\mathbb{E}_{u_k} [\sigma_{k+1}^2]} \leq \sqrt{\left( 1 - \frac{1}{n} \right) \left( \sigma_k + 2(1 + q) \sqrt{nMr_k} \right)}.$$  

(33)

Now we define $R_k = \sigma_k + 2(1 + q) \sqrt{nMr_k}$. Then, we have

$$\mathbb{E}_{u_k} [R_{k+1}] \leq \sqrt{\mathbb{E}_{u_k} [R_{k+1}^2]} \leq \sqrt{\left( 1 - \frac{1}{n} \right) R_k + 2 \left( 1 - \frac{1}{n} \right) (3Mr_k/2 + \sigma_k) \cdot 2c(1 + q)^2 \sqrt{nMr_k}}$$

$$\leq \sqrt{\left( 1 - \frac{1}{n} \right) R_k + \left( 1 - \frac{1}{n} \right) R_k \cdot 2\sqrt{2c(1 + q)^2 \sqrt{nMr_k}}}$$

$$= \sqrt{\left( 1 - \frac{1}{n} \right) R_k \left( 1 + 2\sqrt{2c(1 + q)^2 \sqrt{nMr_k}} \right)}$$

$$\leq \sqrt{\left( 1 - \frac{1}{n} \right) R_k \exp \left( 2\sqrt{2c(1 + q)^2 \sqrt{nMr_k}} \right)}$$

$$\leq \sqrt{\left( 1 - \frac{1}{n} \right) R_k \exp \left( 2\sqrt{2c(1 + q)^2 \sqrt{nMq^k r_0}} \right)}.$$  
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Now we take expectation for all $u_i$'s in both sides and telescope from $k$ to 0, we get

$$\mathbb{E}[R_k] \leq \left(1 - \frac{1}{n}\right)^{k/2} R_0 \exp \left(2\sqrt{2}c(1 + q)^2 \sqrt{nM} \sum_{i=0}^{k} q_i r_0\right)$$

$$\leq \left(1 - \frac{1}{n}\right)^{k/2} R_0 \exp \left(2\sqrt{2}c(1 + q)^2 \sqrt{nMr_0}/(1 - q)\right)$$

$$\leq \left(1 - \frac{1}{n}\right)^{k/2} R_0 \exp \left\{2\sqrt{2} \cdot \frac{(1 + q)^2}{1 - q} \cdot \frac{q(1 - q)}{12} \cdot \frac{q}{1 + q}\right\}$$

$$= \left(1 - \frac{1}{n}\right)^{k/2} R_0 \exp (q^2) \leq \left(1 - \frac{1}{n}\right)^{k/2} R_0 e. \quad (34)$$

Moreover,

$$cR_0 = c\sigma_0 + 2(1 + q)c\sqrt{nMr_0} \leq c\sigma_0 + \left(\frac{q}{q + 1} - c\sigma_0\right) = \frac{q}{q + 1} < 1. \quad (35)$$

Therefore, we obtain

$$\mathbb{E}[\sigma_k] \leq \mathbb{E}[R_k] \leq \mathbb{E}[\sigma_k] \leq e \left(1 - \frac{1}{n}\right)^{k/2}. \quad (36)$$

Hence Eq. (13) is proved. Furthermore, we could obtain

$$\mathbb{E}\left[\frac{r_{k+1}}{r_k}\right] \leq \mathbb{E}\left[(q + 1)(3cMr_k/2 + c\sigma_k)\right] \leq \mathbb{E}[cR_k] \leq e \left(1 - \frac{1}{n}\right)^{k/2},$$

which concludes the proof. \qed

Based on Theorem 4.3 and above lemmas, we are going to prove Theorem 4.4 as follows.

**Proof of Theorem 4.4.** First, Eq. (14) holds without any randomness since $u_k$ is not a random vector. Thus, we have

$$\|x_k - x^*\| = \prod_{i=1}^{k} \|x_i - x^*\| \cdot \|x_0 - x^*\| \leq e^k \prod_{i=1}^{k} \left(1 - \frac{1}{n}\right)^{i-1} \cdot \|x_0 - x^*\| \leq e^k \left(1 - \frac{1}{n}\right)^{\frac{k(k-1)}{4}} \cdot \|x_0 - x^*\|. \quad (30)$$

Furthermore, when $k \geq 4n + 3$, we get

$$\ln \left[e^k \left(1 - \frac{1}{n}\right)^{\frac{k(k-1)/4}{4}}\right] \leq k - 1 - \frac{k(k-3)}{4n} \leq k - 1 - k \leq 0,$$

showing that

$$e^k \left(1 - \frac{1}{n}\right)^{\frac{k(k-1)/4}{4}} \leq e \left(1 - \frac{1}{n}\right)^{k/2}. \quad (37)$$
From Theorem 4.3, we obtain
\[ c \| B - J \|_F^2 \leq c \| B_k - J_k \|_F + \| J_k - J \|_F \overset{(21,2)}{\leq} c \sigma_k + c \sqrt{nM}r_k \]
\[ \overset{(13,14)}{\leq} c \left( 1 - \frac{1}{n} \right)^{k/2} + e^k \left( 1 - \frac{1}{n} \right)^{k(k-1)/4} c \sqrt{nM}r_0 \]
\[ \overset{(12)}{\leq} c \left( 1 - \frac{1}{n} \right)^{k/2} + e^k \left( 1 - \frac{1}{n} \right)^{k(k-1)/4} \overset{(37)}{\leq} 2e \left( 1 - \frac{1}{n} \right)^{k/2}. \]

Now we are going to prove Theorem 4.5 as follows.

\textbf{Proof of Theorem 4.5.} We consider random variable \( X_k = c\sigma_k, \forall k \geq 0 \) or \( X_k = r_{k+1}/r_k, \forall k \geq 0 \) in the following derivation. Note that \( X_k \geq 0 \), using Markov’s inequality, we have for any \( \epsilon > 0 \),
\[ P \left( X_k \geq \frac{e}{\epsilon} \left( 1 - \frac{1}{n} \right)^{k/2} \right) \leq \frac{E X_k}{\epsilon \left( 1 - \frac{1}{n} \right)^{k/2}} \overset{13 \text{ or } 14}{\leq} \epsilon. \] (38)

Choosing \( \epsilon_k = \delta(1 - q)q^k \) for some positive \( q < 1 \), then we have
\[ P \left( X_k \geq \frac{e}{\epsilon_k} \left( 1 - \frac{1}{n} \right)^{k/2}, \exists k \in \mathbb{N} \right) \leq \sum_{k=0}^{\infty} P \left( X_k \geq \frac{e}{\epsilon_k} \left( 1 - \frac{1}{n} \right)^{k/2} \right) \overset{38}{\leq} \sum_{k=0}^{\infty} \epsilon_k = \sum_{k=0}^{\infty} \delta(1 - q)q^k = \delta. \]

Therefore, we obtain with probability \( 1 - \delta \),
\[ X_k \leq \left( 1 - \frac{1}{n} \right)^{k/2} \cdot \frac{e}{(1 - q)\delta}, \forall k \in \mathbb{N}. \]

If we set \( q = \sqrt{1 - \left( \frac{1}{n} \right)^2} < 1 - \frac{1}{2n^2} \), we could obtain with probability \( 1 - \delta \), for all \( k \in \mathbb{N} \),
\[ X_k \leq \frac{2n^2e}{\delta} \left( 1 + \frac{1}{n} \right)^{-k/2} = \frac{2n^2e}{\delta} \left( 1 - \frac{1}{n+1} \right)^{k/2}. \]

That is, for all \( k \), it holds with probability \( 1 - \delta \) that
\[ \frac{r_{k+1}}{r_k} \leq \frac{4n^2e}{\delta} \left( 1 - \frac{1}{n+1} \right)^{k/2}, \] (39)
and
\[ c\sigma_k \leq \frac{4n^2e}{\delta} \left( 1 - \frac{1}{n+1} \right)^{k/2}. \] (40)
By telescoping from $k$ to $0$, it holds with probability $1 - \delta$ that
\[
r_k = r_0 \cdot \prod_{i=1}^{k} \frac{r_i}{r_{i-1}} \leq r_0 \cdot \left(\frac{4n^2e}{\delta}\right)^{\sum_{i=1}^{k} \left(1 - \frac{1}{n+1}\right)} = \left(\frac{4n^2e}{\delta}\right)^{k} \left(1 - \frac{1}{n+1}\right)^{k(k-1)/4} r_0.
\]

Furthermore, when $k \geq 4(n+1)\ln\frac{4n^2e}{\delta} + 3$, we get
\[
\ln \left(\frac{4n^2e}{\delta}\right)^{k-1} \left(1 - \frac{1}{n+1}\right)^{k(k-3)/4} \leq (k-1)\ln\frac{4n^2e}{\delta} - \frac{k(k-3)}{4(n+1)} \leq 0.
\]
Hence,
\[
\left(\frac{4n^2e}{\delta}\right)^{k} \left(1 - \frac{1}{n+1}\right)^{k(k-1)/4} \leq \left(\frac{4n^2e}{\delta}\right)^{k/2} \left(1 - \frac{1}{n+1}\right)^{k/2}.
\] (41)

Using above equations, we have
\[
c\|B_k - J^*\|_F \leq c \left[\|B_k - J_k\|_F + \|J_k - J^*\|_F\right] \leq c\sigma_k + c\sqrt{nMr_k}
\]
\[
\leq \frac{4n^2e}{\delta} \left(1 - \frac{1}{n+1}\right)^{k/2} + \left(\frac{4n^2e}{\delta}\right)^{k} \left(1 - \frac{1}{n+1}\right)^{k(k-1)/4} c\sqrt{nMr_0}
\]
\[
\leq \frac{4n^2e}{\delta} \left(1 - \frac{1}{n+1}\right)^{k/2} + \left(\frac{4n^2e}{\delta}\right)^{k} \left(1 - \frac{1}{n+1}\right)^{k(k-1)/4}
\]
\[
\leq \frac{8n^2e}{\delta} \left(1 - \frac{1}{n+1}\right)^{(k-1)/4},
\] (42)
which concludes the proof. \qed

6 Experiments

In this section, we conduct numerical experiments for greedy and random Broyden’s methods. We adopt two kinds of common initialization to compare greedy and random versions with the original Broyden’s method.

- **Good Initial**: The first initialization employs $x_0$ and $B_0$ to be close to a solution $x^*$ like our theory mentioned. Specifically, we employ the initial approximate Jacobian $B_0 = J(x_0)$ which is common in practice [38] for Broyden’s method. Moreover, we may use Newton’s method to obtain a (nondegenerate) solution $x^*$ and then choose initial $x_0$ after a little perturbation, or adopt a random $x_0$ for comparison with the “bad initials” below.

- **Bad Initial**: The second initialization adopts a random $x_0$ and $B_0 = sI_n$ with alternative $s > 0$. In general smooth and strongly convex problems, $s$ can be the smooth coefficient, i.e., the upper bound of the maximal eigenvalue of Hessians.
LogSumExp, $n = 200, m = 200, \kappa = 906$

(a) $B_0 = LI_n$.

(b) $B_0 = \nabla^2 f(x_0)$.

Figure 1: Comparison of greedy and random with original Broyden’s methods for Regularized Log-Sum-Exp under the regularized constant $\gamma = 1$. We choose shared $x_0 \sim \text{Unif}(S^{n-1})$, and list the dimension $n$ and the condition number $\kappa$ in each title. (a) $B_0 = LI_n$, where $L = 2\lambda_{\max}(CC^\top) + \gamma$ is the smooth coefficient of $f(x)$. (b) $B_0 = \nabla^2 f(x_0)$. In each sub-figure, we plot $\|\nabla f(x_k)\|$ in the left graph and $\|B_k - \nabla^2 f(x_k)\|_F / \|\nabla^2 f(x_k)\|_F$ in the right graph. Legends explanation: ‘Ori’ is the original Broyden’s method, ‘Gre’ and ‘Rand’ are the greedy and random Broyden’s method.

**Regularized Log-Sum-Exp.** Followed by Rodomanov and Nesterov [40], we present preliminary computational results for the following regularized Log-Sum-Exp function:

$$f(x) := \ln \left( \sum_{j=1}^m e^{c_j^\top x - b_j} \right) + \frac{1}{2} \sum_{j=1}^m (c_j^\top x)^2 + \frac{\gamma}{2} \|x\|^2, x \in \mathbb{R}^n,$$

where $C = (c_1, \ldots, c_m) \in \mathbb{R}^{n \times m}$, $b_1, \ldots, b_m \in \mathbb{R}$, and $\gamma > 0$. We apply Broyden’s methods to solve $F(x) := \nabla f(x) = 0$ and we get $J(x) = \nabla^2 f(x)$. Moreover, the Hessian $\nabla^2 f(x)$ is also differentiable. Thus it is locally Lipschitz continuous restricted in a bounded domain near the optimal solution $x^*$, which satisfies Assumption [1]. We also adopt the same synthetic data as [40, Section 5.1]. That is, we generate a collection of random vectors $\hat{c}_1, \ldots, \hat{c}_m$ with entries, uniformly distributed in the interval $[-1, 1]$. Then we generate $b_1, \ldots, b_m$ from the same distribution and we define

$$c_j := \hat{c}_j - \hat{f}(0), j = [m]$$

where $\hat{f}(x) := \ln \left( \sum_{j=1}^m e^{c_j^\top x - b_j} \right)$.

So the unique minimizer of our test function is $x^* = 0$. We set the same starting point $x_0 \sim \mathcal{N}(0, I_n)$ and $H_0 = B_0^{-1}$, where $B_0 = s\nabla^2 f(x^*)$ or $s\nabla^2 f(x_0)$, where scalar $s$ controls the distance with the optimal $J_* = \nabla^2 f(x^*)$. We also plot $\|\nabla f(x_k)\|$ to trace the objective and $\frac{\|B_k - \nabla^2 f(x_k)\|_F}{\|\nabla^2 f(x_k)\|_F}$ to trace the Hessian approximation error in each epoch in Figure 1.

As Figure 1 depicted, greedy and random Broyden’s methods have comparable performance to the original Broyden’s method, but they have different suitable schemes. From Figure 1a we observe that greedy and random methods are more suitable for the **Bad Initial**, while the original Broyden’s method is still the best for the **Good Initial**. Moreover, greedy and random methods could give a more stable training curve of $||\nabla f(x_k)||$ and a more accurate approximation of the current $\nabla^2 f(x_k)$. Furthermore, the greedy Broyden’s method converges faster than the random version. Although our theory does not apply to such observation, we consider the random-type
We observe that greedy and random methods are suitable for the “bad initial”, while the original performance of greedy and random Broyden’s methods is also good. Training curve more stable and the approximation of $J(x_k)$ in each epoch in Figure 2.

We also try to solve a general nonlinear equation by Broyden’s methods. The next problem is the Chandrasekhar H-equation \cite[Section 5]{38}, which needs to solve $H(x) = 0$. The Chandrasekhar H-equation, $N = 100$, $\kappa = 104506$

However, the greedy Broyden’s method requires extra computation cost to obtain a good direction $u_k$, then the performance improves significantly, showing a staircase curve in Figure 1. Overall, we conclude that greedy and random methods could give a better estimation of current Hessians. And they may have a great scope of suitable initialization.

**The Chandrasekhar H-equation.** We also try to solve a general nonlinear equation by Broyden’s methods. The next problem is the Chandrasekhar H-equation \cite[Section 5]{38}, which needs to solve the following the equation with $\mu_i = (i - 0.5)/N, i \in [N]$: $F(x)_i = x_i - \left(1 - \frac{c}{2N} \sum_{j=1}^{N} \frac{\mu_i x_j}{\mu_i + \mu_j}\right)^{-1}$, where $x = (x_1, \ldots, x_N)^\top \in \mathbb{R}^N$, $F(x) = (F(x)_1, \ldots, F(x)_N)^\top \in \mathbb{R}^N$. It is known \cite{37} that the discrete analog has solutions for $c \in (0, 1)$. Thus it is differentiable, and locally Lipschitz continuous restricting in a bounded domain near the optimal solution $x^*$, which satisfies Assumption \cite{1}. We adopt Broyden’s method to solve $F(x) = 0$, and set the same starting point $x_0 = x^* + 0.1 \cdot ||x^*|| \cdot \epsilon$, where $\epsilon \sim \text{Unif}(S^{N-1})$ and $H_0 = B_0^{-1}$, where $B_0 = sJ(x_0)$ from practice with various $s \in \mathbb{R}$. We also plot $||F(x_k)||$ to trace the objective and $\frac{||B_k - J(x_k)||_F}{||J(x_k)||_F}$ to trace the Hessian approximation error in each epoch in Figure 2.

As Figure 2 depicted, we discover consistent phenomena to Regularized Log-Sum-Exp problem. We observe that greedy and random methods are suitable for the “bad initial”, while the original Broyden’s method is suitable for “good initial”. Moreover, greedy and random methods make the training curve more stable and the approximation of $J(x_k)$ more accurate. Hence, we consider the performance of greedy and random Broyden’s methods is also good.
7 Conclusion

In this work, we have presented two variants of Broyden’s method for solving general nonlinear equations, i.e., the greedy Broyden’s method and random Broyden’s method. We have proved explicit condition-number-free local superlinear convergence rates of these two algorithms. Our algorithms can achieve that the approximate Jacobian will converge to the exact Jacobian and the convergence rates are asymptotically faster than the original Broyden’s method. We hope our variants of Broyden’s method could give a more quantitative understanding of the family of quasi-Newton methods. After all, there are still some remaining questions. For example, whether one can design novel quasi-Newton methods achieving a faster convergence rate than our greedy Broyden’s method. We leave this as future work.
A Auxiliary Theorems

Lemma A.1 (Extension of Dennis Jr and Schnabel [17] Theorem 3.1.4).
Let \( \| \cdot \| \) be any norm on \( \mathbb{R}^{n \times n} \) that obeys \( \| AB \| \leq \| A \| \cdot \| B \| \) for any \( A, B \in \mathbb{R}^{n \times n} \) and \( \| I_n \| = 1 \). Letting \( E \in \mathbb{R}^{n \times n} \) with \( \| E \| < 1 \), then \((I_n - E)^{-1}\) exists and
\[
\left\| (I_n - E)^{-1} \right\| \leq \frac{1}{1 - \| E \|},
\]
and
\[
\left\| (I_n - E)^{-1} - I_n \right\| \leq \frac{\| E \|}{1 - \| E \|}.
\]

Proof. Since \( \| E \| < 1 \), we have \( 0 \leq \liminf_{k \to \infty} \| E^k \| \leq \limsup_{k \to \infty} \| E^k \| \leq \lim_{k \to \infty} \| E \|^k = 0 \), thus \( \lim_{k \to \infty} \| E^k \| = 0 \) and \( \lim_{k \to \infty} E^k = 0 \). Moreover, we could get \( \lim_{k \to \infty} (I_n - E) \left( \sum_{i=0}^{k} E^i \right) = \lim_{k \to \infty} I_n - E^{k+1} = I_n \). Hence
\[
(I_n - E)^{-1} = \sum_{i=0}^{\infty} E^i = I_n + E + E^2 + \ldots.
\]
Therefore \((I_n - E)^{-1}\) exists, and
\[
\left\| (I_n - E)^{-1} \right\| = \left\| \sum_{i=0}^{\infty} E^i \right\| \leq \sum_{i=0}^{\infty} \| E^i \| \leq \sum_{i=0}^{\infty} \| E \|^i = \frac{1}{1 - \| E \|},
\]
and
\[
\left\| (I_n - E)^{-1} - I_n \right\| = \left\| \sum_{i=1}^{\infty} E^i \right\| \leq \sum_{i=1}^{\infty} \| E^i \| \leq \sum_{i=1}^{\infty} \| E \|^i = \frac{\| E \|}{1 - \| E \|}.
\]

The proof is finished.

B Proof of Proposition 1

Proof. The Broyden’s update rule gives
\[
B_+ - A = B + \frac{(A - B) uu^T}{u^T u} - A = (B - A) \left( I_n - \frac{uu^T}{u^T u} \right).
\]
Hence we get
\[
\bar{B}_+ = \bar{B} \left( I_n - \frac{uu^T}{u^T u} \right).
\]
Therefore,
\[
\bar{B}_+ \bar{B}_+^T = \bar{B} \left( I_n - \frac{uu^T}{u^T u} \right) \left( I_n - \frac{uu^T}{u^T u} \right)^T \bar{B}^T = \bar{B} \left( I_n - \frac{uu^T}{u^T u} \right) \bar{B}^T - \frac{\bar{B} uu^T \bar{B}^T}{u^T u}.
\]
Then Eq. (5) is proved.

Now we take the trace in both sides of Eq. (5), we obtain
\[ \|B_+\|^2_F = \|B\|^2_F - \frac{\|Bu\|^2}{\|u\|^2} \leq \|B\|^2_F. \]

Moreover, from Eq. (5), for any \( v \in \mathbb{R}^n \), with \( \|v\| = 1 \), we get
\[ \|B_+^T v\|^2 = \|B^T v\|^2 - \left( \frac{v^T Bu}{\|u\|^2} \right)^2 \leq \|B^T v\|^2 \leq \|B\|^2. \]

Then we obtain
\[ \|B_+\|^2 = \sup_{\|v\|=1, v \in \mathbb{R}^n} \|B_+ v\|^2 \leq \|B\|^2. \]

Thus, Eq. (6) is proved. \( \square \)

Using Assumptions \( \mathbf{1} \) we could give the estimator of objective and its Jacobian around \( x^* \).

**Lemma B.1.** Under Assumption \( \mathbf{1} \) and letting \( J = \int_0^1 J(x + tu) dt \) for some \( x, u \in \mathbb{R}^n \), then the following inequalities hold:
\[ \|F(x) - J(x^*)(x - x^*)\| \leq \frac{M}{2} \|x - x^*\|^2. \] (42)

**Proof.** We denote \( s = x - x^* \). Then from Assumption \( \mathbf{1} \) we get
\[ \|F(x) - J(x^*)(x - x^*)\| = \|F(x) - F(x^*) - J(x^*)(x - x^*)\| = \left\| \int_0^1 [J(x^* + ts) - J(x^*)] s dt \right\| \]
\[ \leq \int_0^1 \|J(x^* + ts) - J(x^*)\| \cdot \|s\| dt \leq \int_0^1 M t \|s\|^2 dt = \frac{M}{2} \|x - x^*\|^2, \]
which shows that Eq. (42) holds. \( \square \)

## C Missing Proofs

### C.1 Proof of Lemma 4.1

**Proof.** For the greedy update, from Proposition 1 with \( C = I_n \), we obtain
\[ (B_+ - A)(B_+ - A)^T = (B - A)^T (B - A) - \frac{(B - A) uu^T (B - A)^T}{u^T u}. \]

Taking the trace in both sides and using Eq. (9), we get
\[ \|B_+ - A\|^2_F = \|B - A\|^2_F - \frac{\max_{u \in \{e_1, \ldots, e_n\}} u^T (B - A)^T (B - A) u}{u^T u} \]
\[ \leq \|B - A\|^2_F - \frac{1}{n} \sum_{i=1}^n e_i^T (B - A)^T (B - A) e_i \]
\[ = \|B - A\|^2_F - \text{tr} \left[ (B - A)^T (B - A) \cdot \frac{1}{n} \sum_{i=1}^n e_i e_i^T \right] \]
\[ = \left( 1 - \frac{1}{n} \right) \|B - A\|^2_F. \]
Therefore, the greedy choice of $u$ leads to

$$\|B_+ - A\|_F^2 \leq \left(1 - \frac{1}{n}\right) \|B - A\|_F^2.$$ 

For the random update, noting that $\text{tr}\left(\mathbb{E}_u \frac{uu^\top}{\|u\|} \cdot \frac{u^\top}{\|u\|}\right) = 1$, we obtain

$$\mathbb{E}_u \left[\frac{uu^\top}{u^\top u}\right] = \mathbb{E}_u \left[\frac{u}{\|u\|} \cdot \frac{u^\top}{\|u\|}\right] = \frac{1}{n} I_n.$$ 

Hence, we obtain

$$\mathbb{E}_u \|B_+ - A\|_F^2 = \|B - A\|_F^2 - \mathbb{E}_u \frac{u^\top (B - A)^\top (B - A) u}{u^\top u}$$

$$= \|B - A\|_F^2 - \text{tr}\left[(B - A)^\top (B - A) \mathbb{E}_u \frac{uu^\top}{u^\top u}\right]$$

$$= \|B - A\|_F^2 - \text{tr}\left[(B - A)^\top (B - A) \cdot \frac{1}{n} I_n\right]$$

$$= \left(1 - \frac{1}{n}\right) \|B - A\|_F^2.$$ 

Therefore, the random choice of $u$ leads to

$$\mathbb{E}_u \|B_+ - A\|_F^2 = \left(1 - \frac{1}{n}\right) \|B - A\|_F^2.$$ 

$\square$

C.2 Proof of Lemma 5.1

Proof. Following the definition of $\sigma_{k+1}$, we have

$$B_{k+1} - J_{k+1} = B_k + \frac{(J_{k+1} - B_k) u_k u_k^\top}{u_k^\top u_k} - J_{k+1} = (B_k - J_{k+1}) \left[I_n - \frac{u_k u_k^\top}{u_k^\top u_k}\right]. \quad (43)$$

Take $\|\cdot\|_F$ in both sides of Eq. (43) and take expectation only on $u_k$ with fixed $u_1, \ldots, u_{k-1}$, we get

$$\mathbb{E}_{u_k} [\sigma_{k+1}^2] \geq \mathbb{E}_{u_k} \left[\|B_{k+1} - J_{k+1}\|_F^2\right] \geq \mathbb{E}_{u_k} \left[\|B_k - J_{k+1}\|_F^2\right]. \quad (21)$$

From Proposition 1, we obtain

$$\left\| (B_k - J_{k+1}) \left[I_n - \frac{u_k u_k^\top}{u_k^\top u_k}\right] \right\|_F^2 \leq \|B_k - J_{k+1}\|_F^2. \quad (44)$$

From Lemma 4.1 we obtain

$$\mathbb{E}_{u_k} \left[\left\| (B_k - J_{k+1}) \left[I_n - \frac{u_k u_k^\top}{u_k^\top u_k}\right] \right\|_F^2\right] \leq \left(1 - \frac{1}{n}\right) \|B_k - J_{k+1}\|_F^2. \quad (45)$$
Note that
\[
\|B_k - J_{k+1}\|^2_F = \|B_k - J_k + J_k - J_{k+1}\|^2_F \\
\leq \|B_k - J_k\|^2_F + 2\|B_k - J_k\|_F \cdot \|J_k - J_{k+1}\|_F + \|J_k - J_{k+1}\|^2_F \\
= \sigma_k^2 + 2\sigma_k \cdot \|J_k - J_{k+1}\|_F + \|J_k - J_{k+1}\|^2_F. 
\]

By Lemma 5.1 we get
\[
\|J_k - J_{k+1}\|_F \leq \sqrt{n} \|J_k - J_{k+1}\| \leq \sqrt{n} \|J_k - J_*\| + \|J_{k+1} - J_*\| \leq M \sqrt{n} (r_k + r_{k+1}). 
\]

Combining Eq. (44), (46), and (47), we get
\[
\sigma_{k+1}^2 \leq \sigma_k^2 + 2\sigma_k \sqrt{nM} (r_k + r_{k+1}) + nM^2 (r_k + r_{k+1})^2. 
\]

Combining Eq. (45), (46), and (47), we obtain
\[
\mathbb{E}_{u_k} [\sigma_{k+1}^2] \leq \left(1 - \frac{1}{n}\right) \sigma_k^2 + 2\sigma_k \sqrt{nM} (r_k + r_{k+1}) + nM^2 (r_k + r_{k+1})^2. 
\]

**Proof.** Note that
\[
s_{k+1} = x_{k+1} - x^* = x_k - B_k^{-1} F(x_k) - x^* \\
= B_k^{-1} \left[ (B_k - J_*) (x_k - x^*) - [F(x_k) - J_* (x_k - x^*)] \right]. 
\]

Now we take the norm \(\|\cdot\|\) in both sides of above equation which leads to
\[
r_{k+1} \leq \|B_k^{-1} J_*\| \cdot \|J_*^{-1}\| \cdot \left( \|B_k - J_k\| + \|J_k - J_*\| \right) \cdot \|x_k - x^*\| + \|F(x_k) - J_* (x_k - x^*)\| \\
\leq c \|B_k^{-1} J_*\| \cdot \left( \sigma_k + M r_k \right) r_k + \|F(x_k) - J_* (x_k - x^*)\| \\
\leq c \|B_k^{-1} J_*\| \cdot \left( \sigma_k + M r_k \right) r_k + \frac{M r_k^2}{2}. 
\]

If \(c (\sigma_k + M r_k) < 1\), we get
\[
\|I_n - J_*^{-1} B_k\| = \|J_*^{-1} (B_k - J_*)\| \leq \|J_*^{-1}\| \cdot \|B_k - J_k\| + \|J_k - J_*\| \leq c (\sigma_k + M r_k) < 1. 
\]

Hence from Lemma A.1 we obtain \(J_*^{-1} B_k\) is nonsingular and
\[
\|B_k^{-1} J_*\| \leq \frac{1}{1 - \|I_n - J_*^{-1} B_k\|} \leq \frac{1}{1 - c (\sigma_k + M r_k)}, \text{ if } c (\sigma_k + M r_k) < 1. 
\]

Finally, we get
\[
r_{k+1} \leq \frac{3 c M r_k / 2 + c \sigma_k}{1 - c (\sigma_k + M r_k)} r_k, \text{ if } c (\sigma_k + M r_k) < 1. 
\]
C.4 Proof of Lemma 5.4

Proof. From Lemma 5.1, we have derived the update of \( \sigma_k \).

\[
\sigma_{k+1}^2 \leq \sigma_k^2 + 2\sigma_k \sqrt{nM} (r_k + r_{k+1}) + nM^2 (r_k + r_{k+1})^2. \tag{50}
\]

From Lemma 5.3, we have obtained the update of \( r_k \).

\[
r_{k+1} \leq \frac{3cMr_k/2 + c\sigma_k}{1 - c(\sigma_k + Mr_k)} r_k, \quad \text{if} \ c(\sigma_k + Mr_k) < 1. \tag{51}
\]

Now we prove by induction.

1) When \( k = 0 \), we have \( c\sigma_0 + 3cM r_0 / 2 \leq c\sigma_0 + \left( \frac{q}{q+1} - c\sigma_0 \right) = \frac{q}{q+1} < 1 \), showing that Eq. (51) holds and

\[
r_1 \leq \frac{3cMr_0/2 + c\sigma_0}{1 - c\sigma_0 - cMr_0 r_0} r_0 \leq \frac{3cMr_0/2 + c\sigma_0}{1 - c\sigma_0 - cMr_0/2} r_0 \leq \frac{q}{1+q} r_0 = q r_0.
\]

Thus the results hold.

2) Let \( k \geq 0 \), and suppose that Eq. (26), and (27) hold for all indices up to \( k \). Then it holds that \( r_k \leq q^k r_0 \leq r_0 \), and

\[
c^2 \sigma_k^2 \leq c^2 \sigma_0^2 + \frac{1+q}{1-q} (2c \sqrt{nMr_0 + nc^2 M^2 r_0^2}) = c^2 \sigma_0^2 + \frac{1+q}{1-q} (2a + a^2), \tag{52}
\]

where we take \( a := \sqrt{ncMr_0} \), and from inductive assumption,

\[
a \leq \frac{q}{2(q+1)}. \tag{53}
\]

When \( t \leq \frac{q(1-q)}{12} \leq \frac{q(1-q)}{3(q+1)^2} < 1 \), we have

\[
1 + q \left( 2t + \frac{q}{q+1} t^2 \right) + \frac{4tq}{ \sqrt{n(q+1)}} \leq \frac{2(1+q) + q}{1-q} \cdot t + \frac{t}{1-q} = \frac{3(q+1)t}{1-q} \leq \frac{q}{1+q}. \tag{54}
\]

Setting \( b := t \left( \frac{q}{q+1} - c\sigma_0 \right) \leq \frac{q}{q+1} t \), and multiplying \( \left( \frac{q}{q+1} - c\sigma_0 \right) \) in both sides of Eq. (54), we obtain

\[
\frac{1+q}{1-q} (2b + b^2) + \frac{4bq}{\sqrt{n}(q+1)} \leq \frac{q}{1+q} \left( \frac{q}{1+q} - c\sigma_0 \right) \leq \left( \frac{q}{1+q} \right)^2 - c^2 \sigma_0^2,
\]

leading to

\[
\left( \frac{q}{q+1} - \frac{2b}{\sqrt{n}} \right)^2 \geq c^2 \sigma_0^2 + \frac{1+q}{1-q} (2b + b^2).
\]

Hence we obtain when \( a \leq \frac{q(1-q)}{12} \left( \frac{q}{1+q} - c\sigma_0 \right) \),

\[
\left( \frac{q}{q+1} - \frac{2a}{\sqrt{n}} \right)^2 \geq c^2 \sigma_0^2 + \frac{1+q}{1-q} (2a + a^2) \quad \text{if} \ c(\sigma_k + Mr_k) < 1.
\]

\[
\frac{2a}{\sqrt{n}} + \sqrt{c^2 \sigma_0^2 + \frac{1+q}{1-q} (2a + a^2)} \leq \frac{q}{q+1}. \tag{55}
\]
This shows that
\[ cMr_k + c \sigma_k \leq 2cMr_k + c \sigma_k \leq 2cMr_0 + c \sigma_k \leq \frac{2a}{\sqrt{n}} + \sqrt{c^2 \sigma_0^2 + \frac{1 + q}{1 - q} (2a + a^2)} \leq \frac{q}{q + 1} < 1. \] (56)

Thus Eq. (51) holds and
\[ r_{k+1} \leq \frac{3cMr_k / 2 + c \sigma_k}{1 - c(\sigma_k + Mr_k)} r_k \leq \frac{(q + 2)cMr_k + c \sigma_k}{1 - (cMr_k + c \sigma_k)} r_k \leq q r_k. \]

Furthermore, from Eq. (50) and \( c \sigma_i < 1, \forall i \leq k \), we could obtain
\[
c^2 \sigma_{k+1}^2 \leq c^2 \sigma_k^2 + 2c^2 \sigma_k \sqrt{nM} (r_k + r_{k+1}) + nc^2 M^2 (r_k + r_{k+1})^2 \\
\leq c^2 \sigma_k^2 + 2c\sqrt{nM}(q+1) r_k + nc^2 M^2(q+1)^2 r_k^2 \leq ... \\
\leq c^2 \sigma_0^2 + 2c\sqrt{nM}(q+1) \sum_{i=0}^{\infty} r_i + nc^2 M^2(q+1)^2 \sum_{i=0}^{\infty} r_i^2 \\
= c^2 \sigma_0^2 + \frac{1 + q}{1 - q} (2c\sqrt{nM}r_0 + nc^2 M^2 r_0^2) = c^2 \sigma_0^2 + \frac{1 + q}{1 - q} (2a + a^2) \\
\leq \left( \frac{q}{q + 1} - \frac{2a}{\sqrt{n}} \right)^2 \leq \left( \frac{q}{q + 1} \right)^2.
\]

Hence \( c^2 \sigma_{k+1}^2 \leq c^2 \sigma_0^2 + \frac{1 + q}{1 - q} (2c\sqrt{nM}r_0 + nc^2 M^2 r_0^2) \leq \frac{q^2}{(1+q)^2} \), showing that Eq. (56) holds for \( k+1 \). \( \square \)

### C.5 Proof of Corollary 5.5

**Proof.** To give an upper and lower bound of \( q_m \), we consider
\[ f(q) := q(1 - q) \left( \frac{q}{1 + q} - c \sigma_0 \right), \quad \frac{q}{q + 1} \geq c \sigma_0. \]

Note that \( q(1 - q) \) is increasing when \( q \leq \frac{1}{2} \), and \( \frac{q}{q + 1} \) is also increasing when \( q > 0 \). Hence \( f(q) \) is increasing when \( \frac{1}{2} \geq q \geq \frac{c \sigma_0}{1 - c \sigma_0} \geq c \sigma_0 \). Moreover, we have
\[ f \left( \frac{1}{2} \right) = \frac{1}{4} \left( \frac{1}{3} - c \sigma_0 \right) \geq 12\sqrt{n}cMr_0, \]
showing that \( q_m \leq \frac{1}{2} \). Then we obtain
\[ 12\sqrt{n}cMr_0 = f(q_m) \geq \frac{q_m}{2} \left( \frac{q_m}{2} - c \sigma_0 \right), \quad q_m \geq c \sigma_0, \]
which gives
\[ q_m \leq c \sigma_0 + \sqrt{c^2 \sigma_0^2 + 48\sqrt{n}cMr_0} \leq 2c \sigma_0 + 7\sqrt{\sqrt{n}cMr_0} \leq 7 \left( c \sigma_0 + \sqrt{\sqrt{n}cMr_0} \right). \] (57)

Furthermore,
\[ 12\sqrt{n}cMr_0 = f(q_m) \leq q_m (q_m - c \sigma_0), \quad q_m \geq c \sigma_0, \]

26
which gives
\[
q_m \geq \frac{c\sigma_0 + \sqrt{c^2\sigma_0^2 + 48\sqrt{ncMr_0}}}{2} \geq \frac{c\sigma_0}{2} + 3\sqrt{ncMr_0} \geq 0.5 \left( c\sigma_0 + \sqrt{ncMr_0} \right).
\]
(58)

Combining Eq. (57) and (58), we obtain
\[
q_m = \Theta \left( c\sigma_0 + \sqrt{ncMr_0} \right).
\]

Remark C.1. We note that Lemma 5.4 has shown that
\[
\sqrt{ncMr_0} \leq \frac{q(1-q)}{12} \left( \frac{q}{q+1} - c\sigma_0 \right) \leq \frac{1}{48} \left( \frac{q}{q+1} - c\sigma_0 \right),
\]
showing that
\[
48\sqrt{ncMr_0} + c\sigma_0 \leq \frac{q}{q+1} = \Theta(1).
\]
Hence we could assume Eq. (28) in Corollary 5.5 holds without loss of generality.
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