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Abstract

The sequential compactness afforded hybrid systems under mild regularity constraints guarantee outer/upper semicontinuous dependence of solutions on initial conditions and perturbations. For reachable sets of hybrid systems, this property leads to upper semicontinuous dependence with respect to initial conditions, time, and perturbations. Motivated by these results, we define a counterpart to sequential compactness and show that it leads to lower semicontinuous dependence of solutions on initial conditions and perturbations. In the sequel, it is shown that under appropriate assumptions, reachable sets of systems possessing this novel property depend lower semicontinuously on initial conditions, time, and perturbations. When those assumptions fail, continuous approximations of reachable sets turn out to be still possible. Necessary and sufficient conditions for the introduced property are given by a combination of geometric constraints, regularity assumptions, and tangentiality conditions. Further applications to simulations and optimal control of hybrid systems are discussed.
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1 Introduction

The regularity of the map from initial conditions to solutions plays a key role in determining the structural properties of a dynamical system. As established in several textbooks on nonlinear continuous-time systems modeled as differential equations (e.g., \cite{20}), this map is continuous (i.e., solutions depend continuously on initial conditions) when the right-hand side of the differential equation is locally Lipschitz. Unfortunately, when the systems under consideration have constraints and/or set-valued dynamics, the problem becomes more challenging, and continuous dependence might be too much to ask. The challenges associated with constraints and set-valued dynamics are amplified for hybrid dynamical systems, since solutions from nearby initial conditions can have drastically different behavior due to the interaction between continuous and discrete dynamics. Nevertheless, in the last decade, it has been shown that semicontinuous dependence (in the upper sense) on initial conditions is enough to confer the set of solutions of a hybrid system with good enough structural properties to generate the following key results \cite{18}: i) the basin of attraction of asymptotically stable compact sets are open; ii) asymptotic stability can be certified using a weak Lyapunov function via the invariance principle; iii) asymptotic stability of a compact set is uniform.

Vaguely speaking, \textit{upper semicontinuous dependence on initial conditions} is the property that, given a nominal initial condition and a solution with perturbed initial condition, there exists a solution from the nominal initial condition that is close over a compact time horizon (in an appropriate sense). Generalizing this property to account for perturbations to the dynamics has enabled further results showcasing robustness of asymptotic stability and existence of smooth Lyapunov functions, thereby laying the foundations of a general modeling framework for hybrid systems called \textit{hybrid inclusions}, which stands out on its emphasis on a robust stability theory \cite{16}. For hybrid inclusions, upper semicontinuous dependence is guaranteed when the set of solutions is sequentially compact; that is, the limit of a convergent sequence of solutions is also a solution. Importantly, as shown originally in \cite{17}, sequential compactness is implied when the data defining the system certifies mild regularity assumptions.
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called the hybrid basic conditions; see [18] Ch. 6]. Among the many properties afforded hybrid systems satisfying the hybrid basic conditions, which is robustness to a large class of perturbations, which has been shown to include singular perturbations [29] and temporal perturbations such as delays [3]. Importantly, the robustness properties inherited from the hybrid basic conditions has been put to use in diverse application areas such as robot locomotion [21], power systems [30], event-triggered control and vehicle platooning [12], network control [19], and desynchronization [14], among many others. Despite these very promising developments, conditions guaranteeing continuous dependence on initial conditions and perturbations have remained elusive, with the notable exception of [9], where a hybrid Filippov-Ważewski relaxation theorem is developed. In this paper, we address this issue, with the following specific contributions.

1) We provide necessary and sufficient conditions for the solutions of hybrid systems to depend lower semicontinuously on initial conditions and perturbations; i.e., given a nominal solution and a perturbation of the initial condition and the dynamics, there exists a solution of the perturbed system from the perturbed initial condition close to the nominal solution.

2) The necessary and sufficient conditions requiring partial knowledge of the solutions, we show how results from viability theory, which depend solely on the data of the system, can be utilized to check that the necessary and sufficient conditions hold.

3) For reachable sets of hybrid systems whose solutions depend upper and lower semicontinuously on initial conditions and perturbations, we show how they depend continuously on initial conditions, perturbations, and time under appropriate assumptions, and how they can be continuously approximated even when those assumptions fail.

The technical developments here are made possible through a natural counterpart of the aforementioned sequential compactness property, introduced in an earlier version of this work [4]. In plain words, the introduced property guarantees the existence of a sequence of solutions convergent to any given nominal solution. In Section 3 of this article, we expand on this property by generalizing it to account for perturbations, and show that solutions of systems possessing this property depend lower semicontinuously on initial conditions and perturbations. To guarantee the existence of a sequence of (perturbed) solutions convergent to a given nominal one, sufficient (and necessary) conditions are given in Section 4 which have not appeared in [4]. As mentioned, these require partial knowledge of solutions, in particular, those of the underlying continuous-time system. However, the viability arguments we put forth in Section 3 which depend only on the data of the hybrid system, ensure that the sufficient conditions hold.

As noted above, an important application of the developed theory concerns reachable sets of hybrid systems, in particular, their continuous dependence on initial conditions, perturbations, and time. For reachable sets, although there has been significant interest on the development of computational algorithms (see, for example [24]), continuity properties have not attracted much attention in the literature, even for differential inclusions. We show in Section 6 that while there are unique challenges associated with the hybrid setting and even for differential inclusions with constraints, upper/lower semicontinuous dependance of solutions on initial conditions and perturbations can be used to continuously approximate reachable sets. Unlike the initial results in [4], the continuous approximation results here do not assume any knowledge of solutions, while allowing state perturbations.

The significance of our results are underlined by their connections to a) continuous approximations of solutions and reachable sets via discretization, and b) regularity properties of value functions and optimal controls, especially those arising in model predictive control [2]. Existing hybrid systems discretization/simulation frameworks guarantee that simulated solutions are not too far off from true solutions by virtue of upper semicontinuous dependence on initial conditions and state perturbations, thereby practically preserving asymptotic stability. However, they do not guarantee that simulated solutions faithfully reproduce all solutions, and as such, cannot reliably verify safety/invariance properties and accurately compute optimal controls. The results of this work set the foundation for these missing links, and will enable a consistent theory of discretization for hybrid systems guaranteeing that true solutions can be recovered as the discretization step size is decreased, in the spirit of [31], where the finite-time reachable set of a Lipschitz differential inclusion is given by an exponential formula corresponding to the forward Euler method; see also [13] for a more general discussion. One particular avenue where such a theory would be particularly useful is model predictive control [2], where quantifiable connections between abstract formulations and their computational algorithms (see, for example [24]), continuity properties have not attracted much attention in the literature, even for differential inclusions.

proof. Naturally, unlike the results here, it does not consider perturbations.

To the best of our knowledge, attention has been restricted mostly to showing upper semicontinuity with respect to the initial conditions, e.g. Theorem 1 in Section 2 of [7] Ch. 2] or [6] Proposition 3.5.5. Corollary 5.3.3 in [6] and Corollary 10.4.2 in [8] establish Lipschitz continuity in the case of Lipschitz inclusions whose solutions do not reach the boundary of the domain of the flow map. We extend these to the more general hybrid case and show continuity with respect to initial conditions, time and perturbations.

Another related result by Frankowska [6] Theorem 3.5.6], which has appeared previously as [15] Corollary 2.6], establishes the right-hand side of the differential inclusion as the infinitesimal generator of the reachable set mapping.
We highlight that the results derived in this article encompass constrained differential inclusions as a special case, for which results are limited\(^4\). Moreover, due to our inherent assumption of set-valued dynamics, the developed tools are applicable to systems with inputs recast as autonomous hybrid inclusions, by virtue of Filippov’s lemma (e.g., [11 Corollary 23.4]). With respect to [9], the results here have a generally different flavor. Aside from our consideration of perturbations, the metric we use to quantify closeness between solutions is consistent with [18], and the viability conditions we employ are more general than those in [9], with the notable exception of convexity of the flow map. The sufficient (and necessary) conditions in Section 4 can also be interpreted to be more general than those in [9], the results here have a generally different flavor. Moreover, due to [9], the results here have a generally different flavor.

## 2 Preliminaries

Throughout the paper, \( \mathbb{R} \) denotes real numbers, \( \mathbb{R}_{\geq 0} \) nonnegative reals, and \( \mathbb{N} \) nonnegative integers. The \( 2 \)-norm is denoted \( || \cdot || \). For a given pair of sets \( S_1, S_2, S_1 \subset S_2 \) indicates \( S_1 \) is a subset of \( S_2 \), not necessarily proper. Let \( A \subset \mathbb{R}^n \) be nonempty. The distance of a vector \( x \in \mathbb{R}^n \) to the set \( A \) is \( || x ||_A := \inf_{a \in A} || x - a || \). The closed unit ball in \( \mathbb{R}^n \) centered at the origin is denoted \( \mathbb{B} \), and \( A + r \mathbb{B} \) for some \( r \in \mathbb{B} \) is the set of all \( x \) such that \( || x ||_A \leq r \) for some \( a \in A \). The closure, interior, and boundary of a set \( S \subset \mathbb{R}^n \) are denoted \( \text{cl} S, \text{int} S, \) and \( \partial S \). The domain of a set-valued mapping \( M : S \rightrightarrows \mathbb{R}^m \), denoted dom \( M \), is the set of all \( x \in S \) such that \( M(x) \) is nonempty. Given a set \( S \subset \mathbb{R}^n \), \( M \mid S \) denotes the restriction of \( M \) to \( S \). A continuous function \( \alpha : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is a class-K function if it is strictly increasing and \( \alpha(0) = 0 \).

### 2.1 Hybrid Inclusions and Hybrid Arcs

We consider hybrid systems given by the combination of a constrained differential and difference inclusion \([18]\):

\[
\mathcal{H} \left\{ \begin{array}{l}
\dot{x} \in F(x) \quad x \in C \\
 x^+ \in G(x) \quad x \in D.
\end{array} \right.
\]  

(1)

Above, the flow map \( F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) defines the continuous-time evolution (flows) of the state \( x \in \mathbb{R}^n \) on the flow set \( C \subset \text{dom} F \), and the jump map \( G : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) defines the discrete transitions (jumps) of \( x \) on the jump set \( D \subset \text{dom} G \). To refer to the hybrid system in (1) and define its data \((C, F, D, G)\), at times, we use the notation \( \mathcal{H} = (C, F, D, G) \). A special case of (1) is when \( D \) is empty, which corresponds to a constrained continuous-time system and is denoted using the compact notation \((C, F)\).

Solutions of the hybrid system \( \mathcal{H} \) belong to a class of functions called hybrid arcs and are parametrized by hybrid time \((t, j)\), where \( t \in \mathbb{R}_{\geq 0} \) denotes the ordinary time and \( j \in \mathbb{N} \) denotes the number of jumps. A function \( x \) mapping a subset of \( \mathbb{R}_{\geq 0} \times \mathbb{N} \) to \( \mathbb{R}^n \) is a hybrid arc if 1) its domain, denoted dom \( x \), is a hybrid time domain, and 2) it is locally absolutely continuous on each connected component of dom \( x \). Formally, a set \( E \subset \mathbb{R}_{\geq 0} \times \mathbb{N} \) is a hybrid time domain if for every \((T, J) \in E\), there exists a nondecreasing sequence \( \{t_j\}_{j=0}^{J+1} \) with \( t_0 = 0 \) such that \( E \cap ([0, T] \times \{0, 1, \ldots, J\}) = \bigcup_{j=0}^{J} (\{t_j, t_{j+1}\} \times \{j\}) \). Then, a function \( x : \text{dom} x \rightarrow \mathbb{R}^n \) is a hybrid arc if dom \( x \) is a hybrid time domain and for every \( j \geq 0 \), the function \( t \mapsto x(t, j) \) is locally absolutely continuous on the interval \( D := \{t : (t, j) \in \text{dom} x\} \). A hybrid arc \( x \) with \((0, 0) \in \text{cl}(C) \cup D \) is a solution of the hybrid system \( \mathcal{H} \) if satisfies the dynamics in \([1]\); see \([13\) Definition 2.6]. In the case of a continuous-time system \((C, F)\), for simplicity, we omit the jump index \( j \) and parametrize the solutions only by ordinary time \( t \).

A hybrid arc \( x \) is called 1) trivial if its domain is a singleton, and nontrivial otherwise; 2) complete if its domain is unbounded; and 3) continuous if it is nontrivial and its domain is connected (i.e., dom \( x \subset \mathbb{R}_{\geq 0} \times \{0\} \)). It is called bounded if its range is bounded. It is said to escape to infinity at hybrid time \((T, J)\) (or have finite escape time) if \( x(t, J) \) tends to infinity as \( t \) tends to \( T \) from the left. If the domain of \( x \) is compact, we say that \((T, J) \in \text{dom} x \) is the terminal (hybrid) time \( t \) of \( x \) if \( t \leq T \) and \( j \leq J \) for all \((t, j) \in \text{dom} x \). Similarly, \( T \) is referred to as the terminal ordinary time \( T \) of \( x \). A hybrid arc \( x \) with terminal time \((T, J) \) is said to terminate on a set \( S \) if \( x(T, J) \in S \). The same terminology is used for hybrid arcs that are solutions of the hybrid system \( \mathcal{H} \); e.g., a solution \( x \) of \( \mathcal{H} \) is bounded if its range is bounded.

A solution \( x \) of the hybrid system \( \mathcal{H} \) is maximal if it cannot be extended to another solution. The notation \( S_{\mathcal{H}}(S) \) refers to the set of all maximal solutions \( x \) of \( \mathcal{H} \) originating from \( S \) (i.e., \( x(0, 0) \in S \) for every \( x \in S_{\mathcal{H}}(S) \)), and \( S_{\mathcal{H}} := S_{\mathcal{H}}(\mathbb{R}^n) \). If every \( x \in S_{\mathcal{H}}(S) \) is bounded or complete, we say that \( \mathcal{H} \) is pre-forward complete from \( S \). We say that \( t \) is a jump time of \( x \) if there exists \( j \) such that \((t, j), (t, j + 1) \in \text{dom} x \). The (nontrivial) solution \( x \) is said to begin with a flow if \([0, \varepsilon] \times \{0\} \subset \text{dom} x \) for some \( \varepsilon > 0 \). It is said to begin with a jump if \((0, 1) \in \text{dom} x \). For the discrete hybrid system \( \mathcal{H} = (C, F, D, G) \), flows are said to be possible at \( x_0 \) if there exists a solution \( x \) of \( \mathcal{H} \) originating from \( x_0 \) that begins with a flow. The set of points where flows are possible is the set

\[
\tilde{C} := \{x_0 : \exists x \in S_{\mathcal{H}}(x_0), \varepsilon > 0 \text{ s.t. } (\varepsilon, 0) \in \text{dom} x\},
\]

(2)
We use $x$ interchangeably to denote both the state of $\mathcal{H}$ (or points in $\mathbb{R}^n$) and solutions of $\mathcal{H}$. When needed, we explicitly write whether $x$ refers to a point or a solution.

2.2 Set-Valued Mapping Background

Let $S \subset \mathbb{R}^n$, $x \in \operatorname{cl} S$, and consider a set-valued mapping $M : S \rightrightarrows \mathbb{R}^m$. The inner limit of $M$ as $x'$ tends to $x$, denoted $\operatorname{lim inf}_{x' \to x} M(x')$, is the set of all $y$ such that for any sequence $\{x_i\}_{i=0}^{\infty} \subset S$ convergent to $x$, there exist $i \geq 0$ and a sequence $\{y_i\}_{i=0}^{\infty}$ convergent to $y$ such that $y_i \in M(x_i)$ for all $i \geq i$. The outer limit of $M$ as $x'$ tends to $x$, denoted $\operatorname{lim sup}_{x' \to x} M(x')$, is the set of all $y$ for which there exists a sequence $\{x_i\}_{i=0}^{\infty} \subset S$ convergent to $x$ and a sequence $\{y_i\}_{i=0}^{\infty}$ convergent to $y$ such that $y_i \in M(x_i)$ for all $i \geq i$. When the inner and outer limits (as $x'$ tends to $x$) are equal, the limit of $M$ as $x'$ tends to $x$, denoted $\lim_{x' \to x} M(x')$, is defined to be equal to them. Limits of sequences of sets are defined in the same manner. Let $X \subset S$ and $x \in \operatorname{cl} X$. Then, the mapping $M$ is said to be inner semicontinuous (respectively, outer semicontinuous) at $x$ relative to $X$ if the inner (respectively, outer) limit of $M|_X$ as $x'$ tends to $x$ contains (respectively, is contained in) $M(x)$. It is said to be continuous at $x$ relative to $X$ if it is both inner and outer semicontinuous at $x$ relative to $X$. In addition, $M$ is locally bounded at $x \in X$ relative to $X$ if there exists $\varepsilon > 0$ such that the set $M(x + \varepsilon B) \cap X$ is bounded. If these properties hold for all $x \in X$, we drop the qualifier “at $x$”, and if $X = S$, we drop the qualifier “relative to $X$”. Also, the mapping $M$ is Lipschitz on $X$ if it has nonempty values on $X$ and there exists $L \geq 0$ such that $M(x) \subset M(x') + L|x - x'|B$ for every $x, x' \in X$.

The definitions of set convergence, semicontinuity, and local boundedness here follow [28] Definitions 4.1, 5.4, and 5.14. For locally bounded set-valued maps with closed values, outer semicontinuity is also equivalent to the property commonly known as upper semicontinuity [5] Definition 1.4.1, see [18] Lemma 5.15. Inner semicontinuity of set-valued maps coincides with the property commonly known as lower semicontinuity [8] Definition 1.4.2.

2.3 Graphical Convergence and Outer Well-Posedness in Hybrid Inclusions

Let $\{x_i\}_{i=0}^{\infty}$ be a sequence of hybrid arcs. The sequence $\{x_i\}_{i=0}^{\infty}$ is locally eventually bounded if for any $\tau \geq 0$, there exist $i \geq 0$ and a compact set $K$ such that $x_i(t, j) \in K$ for every $i \geq i$ and $(t, j) \in \operatorname{dom} x_i$ with $t + j \leq \tau$. It is said to converge graphically to a mapping $M : \mathbb{R}_{\geq 0} \times \mathbb{N} \rightrightarrows \mathbb{R}^n$ if the sequence $\{\operatorname{gph} x_i\}_{i=0}^{\infty}$ converges to $\operatorname{gph} M$ (in the set convergence sense), where $\operatorname{gph}$ denotes the graph of a set-valued mapping. The mapping $M$ is the graphical limit of $\{x_i\}_{i=0}^{\infty}$, and has closed graph since the set limit is always closed.

Graphical convergence is motivated by the fact that solutions of a hybrid system can have different time domains, which renders the uniform norm an insufficient metric to analyze convergence. A related concept that allows one to quantify closeness in the hybrid setting is called $(\tau, \varepsilon)$-closeness [18] Definition 5.23.

Definition 1  Given $\tau \geq 0$ and $\varepsilon > 0$, two hybrid arcs $x$ and $x'$ are said to be $(\tau, \varepsilon)$-close if

- for every $(t, j) \in \operatorname{dom} x$ satisfying $t + j \leq \tau$, there exists $(t', j) \in \operatorname{dom} x'$ such that $|t - t'| < \varepsilon$ and $|x(t, j) - x'(t', j)| < \varepsilon$;
- for every $(t', j') \in \operatorname{dom} x'$ satisfying $t' + j' \leq \tau$, there exists $(t, j) \in \operatorname{dom} x$ such that $|t' - t| < \varepsilon$ and $|x'(t', j') - x(t, j)| < \varepsilon$.

For a locally eventually bounded sequence of hybrid arcs $\{x_i\}_{i=0}^{\infty}$ graphically converging to a hybrid arc $x$, the value of $x$ at the beginning and end of the interval $I := \{t : (t, j) \in \operatorname{dom} x\}$ is given by the limit of corresponding points of the sequence $\{x_i\}_{i=0}^{\infty}$ as shown below. The proof follows easily from [18] Theorem 5.25 and is not included.

Lemma 2 (Convergence of Jumps)  Let $\{x_i\}_{i=0}^{\infty}$ be a locally eventually bounded sequence of hybrid arcs with closed domains. Suppose that the sequence graphically converges to a hybrid arc $x$, and let $t_{i,j} := \min I_i^j$ and $t_{i,j+1} := \sup I_i^j$ for every $i, j \geq 0$ such that the interval $I_i^j := \{t : \exists (t, j) \in \operatorname{dom} x\}$ is nonempty. Given $j \geq 0$, let $I^j := \{t : \exists (t, j) \in \operatorname{dom} x\}$. Then, the following hold.

- The interval $I^j$ is nonempty if and only if there exists $i \geq 0$ such that $t_{i}^{j+1}$ is defined for all $i \geq i$ and the sequence $\{t_i^j\}_{i=0}^{\infty}$ is bounded. Moreover, if there exists such $i$, the sequence $\{(t_i^j, x_i(t_i^j, j))\}_{i=0}^{\infty}$ converges to $(t_j, x(t_j, j))$, where $t_j := \min I^j$.

- The interval $I^j$ is nonempty and bounded if and only if there exists $i \geq 0$ such that $t_{i,j+1}^j$ is defined for all $i \geq i$ and the sequence $\{t_{i,j+1}^j\}_{i=0}^{\infty}$ is bounded. Moreover, if there exists such $i$, the sequence $\{((t_{i,j+1}^j, x_i(t_{i,j+1}^j, j))\}_{i=0}^{\infty}$ converges to $(t_{j+1}, x(t_{j+1}, j))$, where $t_{j+1} := \max I^j$.

In [18], nominally well-posed hybrid systems are defined to have a graphical convergence property that can be interpreted as outer semicontinuous dependence of solutions on initial conditions: for a nominally well-posed system $\mathcal{H}$, the graphical limit $x$ of a locally eventually bounded graphically convergent sequence $\{x_i\}_{i=0}^{\infty}$ of solutions is itself a solution, with $x(0, 0) = \lim_{i \to \infty} x_i(0, 0)$. For this reason, given a set $S$, in this article, hybrid systems possessing the property outlined in [18] Definition 6.2 for sequences of solutions whose initial conditions converge to a point in $S$ are said to be nominally well-posed.
outer well-posed on $S$. Hybrid systems possessing a similar property in the presence of vanishing state perturbations (c.f. [18, Definition 6.29]) are said to be outer well-posed on $S$. The change in terminology is to accommodate the counterpart of these definitions guaranteeing inner semicontinuous dependence of solutions on initial conditions (and perturbations).

By definition, every outer well-posed hybrid system is nominally outer well-posed. Outer well-posedness, being a property motivated by robustness, admits a fairly general class of perturbations called $\rho$-perturbations; see Appendix A. Outer well-posedness (and hence, nominal outer well-posedness) of a hybrid system can be verified by checking that the data of the system satisfies the hybrid basic conditions: [18] Assumption 6.5 and Theorem 6.8).

Theorem 3 A hybrid system $\mathcal{H} = (C, F, D, G)$ is outer well-posed if the following hold.

(A1) The sets $C$ and $D$ are closed.
(A2) The flow map $F$ is locally bounded and outer semicontinuous relative to $C$, and $C \subset \text{dom } F$. Furthermore, for every $x \in C$, the set $F(x)$ is convex.
(A3) The jump map $G$ is locally bounded and outer semicontinuous relative to $D$, and $D \subset \text{dom } G$.

Example 4 (Bouncing Ball) Consider a ball bouncing vertically on a horizontal flat surface. When modeled as a point-mass with height $x_1$ and velocity $x_2$, the motion of the ball can be represented by the hybrid system $\mathcal{H}$ in (1) with state $x := (x_1, x_2)$, where $C = \{x : x_1 \geq 0\}$, $D = \{x : x_1 = 0, x_2 \leq 0\}$, and for every $x \in \mathbb{R}^2$, $F(x) = (x_2, -\gamma)$ and $G(x) = (0, -\lambda x_2)$. Here, $\gamma > 0$ is the gravitational acceleration and $\lambda \in [0, 1]$ is the coefficient of restitution. It is straightforward to see that this system satisfies the hybrid basic conditions and is therefore outer well-posed, since in the case of single-valued maps, (A2) and (A3) are equivalent to continuity of the flow map $F$ on the flow set $C$ and the jump map $G$ on the jump set $D$.

3 Inner Well-Posedness of Hybrid Systems

This section introduces two inner well-posedness concepts that are natural counterparts of the outer well-posedness concepts in Section 2.

3.1 Nominal Inner Well-Posed Hybrid Systems

The notion of nominal outer well-posedness comprises two mutually exclusive cases: when the sequence of solutions in question is locally bounded, the graphical limit $x$ is a solution with closed graph (since the set limit is always closed) that is necessarily bounded or complete, and therefore has closed domain. If it is not locally bounded, then the graphical limit leads to a (maximal) solution $x$ that escapes to infinity. See [18] for details. Consequently, nominally inner well-posed hybrid systems are defined as follows.

Definition 5 (Nominal Inner Well-Posedness) A hybrid system $\mathcal{H} = (C, F, D, G)$ is said to be nominally inner well-posed on a set $S$ if for every solution $x$ of $\mathcal{H}$ originating from $S$, the following holds.

(*) Given any sequence $\{\xi_i\}_{i=0}^{\infty} \incl C \cup D$ convergent to $x(0,0)$, for every $i \geq 0$, there exists a solution $x_i$ of $\mathcal{H}$ originating from $\xi_i$ such that
(a) if $x$ is complete or bounded with $\text{dom } x$ closed, then the sequence of solutions $\{x_i\}_{i=0}^{\infty}$ is locally eventually bounded and graphically convergent to $x$;
(b) if $x$ escapes to infinity at hybrid time $(T, J)$, then the sequence of solutions $\{x_i\}_{i=0}^{\infty}$ is not locally eventually bounded but graphically convergent to a mapping $M$ such that $x = M|_{\text{dom } M \cap (0,T) \times \{0,1,\ldots,J\}}$.

Example 6 (Thermostat) Consider the hybrid system model $\mathcal{H} = (C, F, D, G)$ of a closed-loop thermostat with state $x := (z, q)$, where $z \in \mathbb{R}$ is the room temperature and $q \in \{0,1\}$ is a binary variable denoting whether thermostat is on or off. Given desired minimum and maximum temperatures $z_{\text{min}}$ and $z_{\text{max}}$, respectively, suppose that $z_0 < z_{\text{min}} < z_{\text{min}} < z_0 + z_{\Delta}$, where $z_0$ is the natural temperature of the room and $z_{\Delta} > 0$ is the capacity of the heater to raise the temperature. The data of the system is given as $C = \{x : z \geq z_{\text{min}}, q = 0 \text{ or } z \leq z_{\text{max}}, q = 1\}$, $D = \{z \leq z_{\text{min}}, q = 0 \text{ or } z \geq z_{\text{max}}, q = 1\}$, and $F(x) = (-z + z_0 + q_\Delta, 0)$ and $G(x) = (z, 1-q)$ for all $x \in \mathbb{R}^2$. Note that maximal solutions of this system are unique and with some abuse of notation, let $x = (z, q)$ be the maximal solution of $\mathcal{H}$ originating from $(z_{\text{min}}, 0)$. Consider the sequence in (*) and let $x_i$ be the maximal solution from $\xi_i$ for each $i \geq 0$. For each $i \geq 0$, if $\xi_i = (z_{\text{min}} + \varepsilon_i, 0)$ for some $\varepsilon_i > 0$, $x_i$ flows until reaching $x(0,0) = (z_{\text{min}}, 0)$ and then jumps to $(z_{\text{min}}, 1)$, otherwise, it jumps immediately and flows to reach $(z_{\text{min}}, 1)$. Using this fact and uniqueness of maximal solutions, and also observing that $\lim_{i \to \infty} T_i = 0$, where $T_i$ satisfies $x_i(T_i, 1) = (z_{\text{min}}, 1)$ for all $i \geq 0$, it can be concluded that $\{x_i\}_{i=0}^{\infty}$ is locally eventually bounded and graphically convergent to $x$.

Verifying nominal inner well-posedness directly by definition requires precise knowledge of solutions. As such, necessary and sufficient conditions that depend only on the data of the system are provided via the results in Sections 4 and 5.

5 For the various notions of well-posedness in the paper, for simplicity, we omit the qualifier “on $S$” when $S = \mathbb{R}^n$. Also, we say “at $x_0$” instead of “on $S$” if $S = \{x_0\}$ for some $x_0$. 


Under an absolute continuity assumption during flows, the graphical convergence property in \( \star \) is equivalent to an alternative formulation using \( (\tau, \varepsilon) \)-closeness for bounded or complete solutions \( 3 \) Propositions 3.8 and 3.9. Moreover, for a hybrid system \( \mathcal{H} \), lower semi-continuous dependence on initial conditions \( 7 \) implies nominal inner well-posedness (\( 3 \) Theorem 3.11). The reverse implication is true if \( \mathcal{H} \) is nominally outer well-posed and pre-forward complete (\( 3 \) Theorem 3.12). Hence, solutions of a pre-forward complete nominally inner and outer well-posed system depend upper/lower semicontinuously on initial conditions, uniformly over compact sets of initial conditions \( 3 \) Proposition 3.13.

In general, nominal outer and inner well-posedness do not imply each other. However, when maximal solutions are unique and complete, they turn out to be equivalent.

**Proposition 7** Let \( \mathcal{H} \) be a hybrid system. Given an initial condition \( x_0 \), suppose that \( \mathcal{H} \) has a unique maximal solution originating from \( x_0 \), and there exists \( r > 0 \) such that every maximal solution of \( x_0 + r\mathbb{B} \) is complete. Then, \( \mathcal{H} \) is nominally inner well-posed at \( x_0 \) if it is nominally outer well-posed at \( x_0 \). The reverse implication is true if \( \mathcal{H} \) has a unique maximal solution originating from \( x_0' \) for every \( x_0' \in x_0 + r\mathbb{B} \).

**PROOF.** For the first implication, let \( x \) be the unique maximal solution from \( x_0 \). Take \( \varepsilon > 0 \) and \( \tau \geq \varepsilon + 1 \). Since \( x \) is complete, there exists \( \delta \in (0, r) \) such that the following holds: for any maximal solution \( x' \) with \( x'(0, 0) \in x_0 + \delta \mathbb{B} \), there exists a truncation of \( x \), say \( \tilde{x} \), such that \( \tilde{x} \) and \( x' \) are \( (2\tau, \varepsilon) \)-close by \( 3 \) Proposition 3.13. Take any maximal solution \( x' \) originating from \( x_0 + r\mathbb{B} \), which is complete, and let \( \tilde{x} \) be the corresponding truncation of \( x \) such that \( \tilde{x} \) and \( x' \) are \( (2\tau, \varepsilon) \)-close. Let \( (T', J') := \arg\max\{t + j : (t, j) \in \text{dom } x', t + j \leq 2\tau\} \) and note that \( T' + J' > 2\tau - 1 \). Then, by closeness between \( \tilde{x} \) and \( x' \), there exists \( T > T' - \varepsilon \) such that \( (T, J') \in \text{dom } \tilde{x} \). Hence, \( T + J' > 2\tau - \varepsilon - 1 \). Given \( (t', j') \in \text{dom } x' \) with \( t' + j' \leq \tau \), there exists \( t \) such that \( (t, j) \in \text{dom } \tilde{x} \subset \text{dom } x \), \( |t' - t| \leq \varepsilon \), and \( |x'(t', j) - \tilde{x}(t, j)| = |x'(t', j) - x(t, j)| < \varepsilon \). Now pick \( (t, j) \in \text{dom } x \) such that \( t + j \leq \tau \). Since \( \tau \geq \varepsilon + 1 \), \( t + j \leq T + J' \) and therefore \( (t, j) \in \text{dom } \tilde{x} \). Thus, there exists \( t' \) such that \( (t', j) \in \text{dom } x' \), \( |t - t'| < \varepsilon \), and \( |\tilde{x}(t, j) - x'(t', j)| = |x(t, j) - x'(t', j)| < \varepsilon \). Consequently, \( x \) and \( x' \) are \( (\tau, \varepsilon) \)-close. This implies that for every \( x_0' \in (x_0 + \delta \mathbb{B}) \), there exists a maximal solution \( x' \) originating from \( x_0' \) such that \( x \) and \( x' \) are \( (\tau, \varepsilon) \)-close, so by \( 3 \) Proposition 3.8, \( 6 \) holds. By considering truncations of \( x \), \( \mathcal{H} \) is nominally inner well-posed at \( x_0 \).

For the reverse implication, let \( x \) be the unique maximal solution from \( x_0 \), which is complete by assumption, and has closed domain. Let \( \{x_i\}_{i=1}^{\infty} \) be a graphically convergent sequence of solutions of \( \mathcal{H} \) with \( \lim_{i \to \infty} x_i(0, 0) = x(0, 0) \). By nominal inner well-posedness, \( \star \) holds, so using \( 3 \) Proposition 3.9, it can be concluded in a similar manner that for every \( \varepsilon > 0 \) and \( \tau \geq 0 \), there exists \( \delta > 0 \) such that the following holds: for every maximal solution \( x' \) originating from \( x_0 + \delta \mathbb{B} \) and \( x \) and \( x' \) are \( (\tau, \varepsilon) \)-close, where, then by \( 18 \) Theorem 5.25 and due to uniqueness of solutions, the graphical limit of the sequence \( \{x_i\}_{i=0}^{\infty} \) is precisely \( x \).

In the absence of uniqueness, similar conclusions cannot be reached. A simple counterexample is the nominal outer well-posed differential inclusion \( \dot{x} = F(x) \) on \( \mathbb{R} \), where \( F(x) = 1 \) if \( x > 0 \), \( F(x) = -1 \) if \( x < 0 \), and \( F(0) = [0, 1] \), for which the solution \( x(t) = 0 \) for all \( t \geq 0 \) fails \( \star \) in Definition 5. The need for completeness is demonstrated by the following example.

**Example 8 (Planar Continuous-Time System)** Consider the continuous-time system \( (C, F) \) with flow set \( C = \{x = (x_1, x_2) : x_1 x_2 = 0, x_1 \geq 0\} \) and flow map given as \( F(x) = (1, 0) \) for all \( x \in \mathbb{R}^2 \). Nominal outer well-posedness of this system can be verified directly by Theorem 3. However, this system is not nominally inner well-posed at the origin since maximal solutions from outside the \( x_1 \)-axis are all trivial, while the continuous maximal solution from the origin is complete.

### 3.2 Inner Well-Posed Perturbations of Hybrid Systems

Recall that outer well-posedness of a hybrid system generalizes nominal outer well-posedness so that the effects of state perturbations can be scrutinized. Inspired by this, given a hybrid system \( \mathcal{H} \), roughly speaking, we refer to a family of parametrized hybrid systems \( \{\mathcal{H}_\delta = (C_{\delta}, F_{\delta}, F_{\delta}^s, G_{\delta})\}_{\delta \in (0, 1)} \) as an inner well-posed perturbation of \( \mathcal{H} \) if an analogue of the graphical convergence property in \( \star \) of Definition 5 holds for sequences of solutions of the parametrized family. For a more compact notation, when referring to such families of systems, we omit the subscript \( \delta \in (0, 1) \).

**Definition 9 (Inner Well-Posed Perturbations)** A family of hybrid systems \( \{\mathcal{H}_\delta = (C_{\delta}, F_{\delta}, F_{\delta}^s, G_{\delta})\} \) is said to be an inner well-posed perturbation of a hybrid system \( \mathcal{H} \) on a set \( S \) if \( S \cap (\text{cl}(C) \cup D) \subset \)
\[ \lim_{\delta \to 0} \text{cl}(C_\delta) \cup D_\delta, \text{ and for every solution } x \text{ of } \mathcal{H} \text{ originating from } S, \text{ the following hold:} \]

\[ (\delta) \text{ any sequence } \{\delta_i\}_{i=0}^\infty \in (0, 1) \text{ convergent to zero and any sequence } \{\xi_i\}_{i=0}^\infty \text{ convergent to } x(0, 0) \text{ with } x_i \in \text{cl}(C_{\delta_i}) \cup D_{\delta_i} \text{ for all } i \geq 0, \text{ for every } i \geq 0, \text{ there exists a solution } x_i \text{ of } \mathcal{H}_{\delta_i} \text{ originating from } \xi_i \text{ such that } x_i \text{ are } (\tau, \varepsilon) \text{-close.} \]

At times, we work with family of hybrid systems that can be “upper bounded” by the \( \rho \)-perturbation (recall Definition 11 in Appendix A) of a hybrid system, formalized below.

Definition 13 (Domination by a \( \rho \)-Perturbation)

A family of hybrid systems \( \{\mathcal{H}_\delta = (C_\delta, F_\delta, D_\delta, G_\delta)\} \) is said to be dominated by the \( \rho \)-perturbation of a hybrid system \( \mathcal{H} \) if for every \( \delta \in (0, 1), C_\delta \subseteq C^{\rho_\delta}, F_\delta(x) \subseteq F^{\rho_\delta}(x) \) for all \( x \in \mathbb{R}^n, D_\delta \subseteq D^{\rho_\delta}, \) and \( G_\delta(x) \subseteq G^{\rho_\delta}(x) \) for all \( x \in \mathbb{R}^n, \) where \( (C^{\rho_\delta}, F^{\rho_\delta}, D^{\rho_\delta}, G^{\rho_\delta}) \) is the data of the \( \delta \rho \)-perturbation of \( \mathcal{H} \); see Definition 11.

If an inner well-posed perturbation \( \{\mathcal{H}_\delta\} \) of a pre-forward complete \( \mathcal{H} \) is dominated by a \( \rho \)-perturbation of \( \mathcal{H} \) for some continuous \( \rho \), then solutions of \( \mathcal{H} \) depend lower semicontinuously on initial conditions and perturbations, generalizing [4] Proposition 3.13. The proof is very similar and thus not included.

Proposition 14 Let \( \mathcal{H} \) be a hybrid system, and given a compact set \( K \), suppose that \( \mathcal{H} \) is outer well-posed on \( K \) and pre-forward complete from \( K \). Let \( \{\mathcal{H}_\delta = (C_\delta, F_\delta, D_\delta, G_\delta)\} \) be an inner well-posed perturbation of \( \mathcal{H} \) on \( K \), and suppose that \( \{\mathcal{H}_\delta\} \) is dominated by a \( \rho \)-perturbation of \( \mathcal{H} \) for some continuous function \( \rho \). Then, for all \( \varepsilon > 0 \) and \( \tau > 0 \), there exist \( r, \delta > 0 \) such that the following holds: for any \( x \in S_{\mathcal{H}}(K), \delta \in (0, \delta], \) and \( x_0' \in (x(0, 0) + r \mathbb{B}) \cap (\text{cl}(C_\delta) \cup D_\delta) \), there exists a solution \( x' \) of \( \mathcal{H}_{\delta} \) originating from \( x_0' \) such that \( x \) and \( x' \) are \((\tau, \varepsilon)\)-close.

Remark 3.1 For Proposition 12 to be meaningful, it should be possible to choose scalars \( r > 0 \) and \( \delta > 0 \) such that the set \((x(0, 0) + r \mathbb{B}) \cap (\text{cl}(C_\delta) \cup D_\delta)\) is nonempty for all \( \delta \in (0, \delta]. \) This is indeed the case, which can be observed using the alternative definition of inner semicontinuity in [2].

4 In-Depth Look at Inner Well-Posedness

Let \( \mathcal{H} \) be a nominally inner well-posed system and suppose that \( x \) is a solution of \( \mathcal{H} \) that begins with a (nontrivial) flow and then jumps when it reaches the jump set. Directly by definition and recalling Lemma 3.2 and Proposition 3.9, there must be a neighborhood \( S \) of \((x(0, 0) + r \mathbb{B}) \cap (\text{cl}(C_\delta) \cup D_\delta)\) such that \((x(0, 0) + r \mathbb{B}) \cap (\text{cl}(C_\delta) \cup D_\delta)\) begins with a flow must be able to reach the jump set approximately in the same amount of ordinary time as \( x \). The purpose of this section is to formalize these statements and derive necessary and sufficient conditions for nominal inner well-posedness. Later, we generalize the conditions for inner well-posed perturbations.
4.1 Nominally Inner Well-Posed Systems

The requirement that \( H \) must have solutions that reach the jump set approximately in the same amount of ordinary time as \( x \), postulated above, can be formalized by generalizing nominal inner well-posedness to account for terminal constraints. As such, given a target set \( X \), we look at solutions of \( H \) that terminate on \( X \). By definition, such solutions necessarily have compact domains, but they do not have to be maximal. This generalization bears some similarities to the notions of “relaxation with constraints and a target” \[26, \ref{5}\] and “viability with a target” \[9\], the latter of which is motivated by optimal control problems \[27\].

**Definition 15** A hybrid system \( H = (C, F, D, G) \) is said to be nominally inner well-posed on a set \( S \) with terminal constraint \( \bar{x} \) if for every solution \( x \) of \( H \) originating from \( S \) and terminating on \( X \), the following holds:

\[
(\star \star) \ 	ext{given any sequence } \{\xi_i\}_{i=0}^{\infty} \in \text{cl}(C) \cup D \text{ convergent to } x(0,0), \text{there exists } i \geq 1 \text{ such that for every } i \geq 1, \text{there exists a solution } x_i - \text{of } H \text{ originating from } \xi_i \text{ and terminating on } X; \text{such that the sequence } \{x_i\}_{i=1}^{\infty} \text{is locally eventually bounded and graphically convergent to } x.
\]

Graphical convergence and local boundedness of the sequence \( \{x_i\}_{i=1}^{\infty} \) in \( \star \star \) implies that the sequence of terminal times (respectively, points) of \( \{x_i\}_{i=0}^{\infty} \) converges to the terminal time (respectively, point) of \( x \); see Lemma \[2\]. Consequently, given a hybrid system that is nominally inner well-posed with terminal constraint \( X \), for any solution \( x \) that terminates on \( X \), there exist solutions from a neighborhood of \( x(0,0) \) terminating on \( X \) that are close to \( x \) in the sense of \( \tau, \varepsilon \)-closeness, as in \[3\] Proposition 3.9).

Trivially, a nominally inner well-posed hybrid system \( H = (C, F, D, G) \) is nominally inner well-posed with terminal constraint \( \mathbb{R}^n \) or \( C \cup D \cup G(D) \). Of course, more interesting examples abound.

**Example 16 (Thermostat Revisited)** Consider the closed-loop thermostat model \( H \) in Example \[2\]. By Theorem \[3\] and Proposition \[2\], this system is nominally inner well-posed. In addition, directly by definition of solutions, it can be observed that every solution converges to the set \( X = [z_{\min}, z_{\max}] \times \{0,1\} \) in finite time. Due to uniqueness of maximal solutions, this fact can be used to show that \( H \) is nominally inner well-posed with terminal constraint \( X \).

Sufficient conditions for nominal inner well-posedness require nominal inner-well posedness (with the jump set as the terminal constraint) for the flows of \( H \), along with restrictions on the geometry of the flow and jump sets, and inner semicontinuity of the jump map. For the definition of the set \( \bar{C} \) in the next result, recall \[2\].

**Theorem 17 (Sufficient Conditions)** Given a hybrid system \( H = (C, F, D, G) \), let \( \bar{C} \) be the set of all points where flows are possible. Then, \( H \) is nominally inner well-posed if the following conditions hold:

- \((B1)\) for every \( x \in \bar{C} \), \((x + rB) \cap (\text{cl}(C) \cup D) \subset \bar{C} \) for some \( r > 0 \);
- \((B2)\) for every \( x \in D \), \((x + rB) \cap (\text{cl}(C)\setminus D) \subset \bar{C} \) for some \( r > 0 \);
- \((B3)\) the continuous-time system \((C, F)\) is nominally inner well-posed;
- \((B4)\) the continuous-time system \((C, F)\) is nominally inner well-posed with terminal constraint \( D \);
- \((B5)\) the jump map \( G \) is inner semicontinuous relative to \( D \);
- \((B6)\) the mapping \( \tilde{G} : \mathbb{R}^n \rightarrow \mathbb{R}^n \), defined below, is inner semicontinuous relative to \( D \):

\[
\tilde{G}(x) := G(x) \cap (\bar{C} \cup D) \quad \forall x \in \mathbb{R}^n.
\]

The main idea behind the conditions of Theorem 17 is that inner semicontinuous approximation of flows is possible only by flows, while jumps can be approximated either by flows or jumps. In particular, given a bounded solution \( x \) that begins with a (nontrivial) flow, Lemma \[2\] implies that inner semicontinuous approximation (in the sense of Definition \[2\]) is possible only if given a sequence \( \{x_i\}_{i=0}^{\infty} \in \text{cl}(C) \cup D \) convergent to \( x(0,0) \), there exists \( i \geq 0 \) such that for every \( i \geq 1 \), there exists a continuous solution \( x_i \) originating from \( \xi_i \). This conclusion leads to \((B1)\) and \((B3)\). Condition \((B4)\) further ensures that if \( x \) has a jump at ordinary time \( T \), the approximating sequence \( \{x_i\}_{i=0}^{\infty} \) can be selected such that \( x_i \) has a jump for large enough \( i \). On the other hand, since jumps can be approximated by flows \[2\] \((B2)\), only requires that either a jump or a flow is possible from nearby any initial condition in the jump set. In the case of a solution \( x \) that begins with a jump, \((B5)\) ensures that \( x \) can be inner semicontinuously approximated by solutions that also begin with a jump. Finally, if \( x \) begins with a jump and then either flows or jumps, \((B5)\) ensures that \( x \) can be inner semicontinuously approximated by solutions that begin with a jump and then either flows or jumps.

**Example 18 (Bouncing Ball Revisited)** Consider the bouncing ball model in Example \[3\] and an initial condition \( x = (x_1, x_2) \). For this system, \( x \) is possible if and only if \( x_1 > 0 \), \( \tau = 0 \) and \( x_2 \). Hence, \((B1)\) holds. Similarly, since jumps are possible if and only if \( x_1 < 0 \) and \( x_2 \leq 0 \), \((B5)\) holds. Moreover, one can

---

\[8\] For example, the unique maximal solution of the bouncing ball from the origin, which exhibits only jumps, is approximated in the sense of Definition \[2\] by any sequence of maximal solutions whose initial conditions tend to the origin. Provided the initial conditions are nonzero, maximal solutions of such sequences exhibit flows.
show that (B3), (B4) hold by using the closed-form solutions; see [7, Example 2.12]. Inner semicontinuity of the jump map \( G \) relative to the jump set \( D \) is obvious since the jump map is continuous, so (B5) holds. For (B6) it suffices to note that the mapping \( G \) in (3) is equal to \( G \) on \( D \), as \( \tilde{C} \cup D = C \) and \( G(D) \subset C \). Hence, this system is nominally inner well-posed.

The proof of Theorem 17 is postponed until the end of the section, as it is a special case of the upcoming Theorem 22. For the time being, we note that while some of the sufficient conditions outlined for nominal inner well-posedness are also necessary, the same cannot be said of others. In particular, inner semicontinuity of the jump map and the restricted jump map need not be true at points where flows are possible.

**Proposition 19 (Necessary Conditions)** Given a nominally inner well-posed hybrid system \( \mathcal{H} \) with data \( (C,F,D,G) \), let \( \tilde{C} \) be the set of all points where flows are possible. Then, (B1)–(B4) and the following holds:

\[
(B') \text{ for every } x \in D \cap \text{cl}(D \setminus \tilde{C}), \text{ the jump map } G \text{ and the mapping } \tilde{G} \text{ in (3)} \text{ are inner semicontinuous at } x \text{ relative to } D \setminus \tilde{C}.
\]

**PROOF.** Let \( x \) be a solution of \( \mathcal{H} \) such that (**) holds. Necessity of (B1) and (B3) follow by assuming \( x \) to be continuous and noting that the sequence \( \{x_i\}_{i=0}^{\infty} \) in (**) would then have to be continuous for large \( i \) by Lemma 2. Similar arguments show necessity of (B4) by letting \( x \) to be a solution that begins with a flow, jumps once, and then terminates. Note \( x \) to be a solution that begins with a jump. Then (B5) follows directly, and assuming the sequence \( \{\xi_i\}_{i=0}^{\infty} \) in (**) is in \( D \setminus \tilde{C} \), inner semicontinuity of \( G \) in (B5) follows due to flows not being possible on \( D \setminus \tilde{C} \). Further assuming \( x(0,1) \in \tilde{C} \cup D \) and that \( x \) either flows or jumps after the first jump, inner semicontinuity of \( \tilde{G} \) follows by a simple contradiction argument.

Roughly speaking, nominal inner well-posedness under (B1)–(B4) can be guaranteed if every jump from a point \( x \) can be approximated either by another jump, or by a solution that flows for a short duration of time before jumping. For example, consider the hybrid system \( \mathcal{H} \) with \( C = [0,1/2], \ D = [-1/2,1/2], \ F(x) = -1 \) for all \( x \in \mathbb{R} \), and \( G(x) = x \) if \( x \leq 0 \) and \( G(x) = 1 \) otherwise. This system violates (B5) due to discontinuity of \( G \), but satisfies (B1)–(B4) and (B3). Moreover, it can be verified to be nominally inner well-posed: nominal inner well-posedness away from the origin is obvious, and given a sequence \( \{\xi_i\}_{i=0}^{\infty} \) convergent to zero, the unique maximal solution from the origin can be approximated by letting, \( x_i(t,0) = \xi_i - t \) for all \( t \leq \xi_i \) and \( x_i(t,j) = 0 \) for all \( j \geq i \) if \( \xi_i > 0 \) and \( x_i(0,j) = \xi_i \) otherwise.

### 4.2 Inner Well-Posed Perturbations

As in nominal inner well-posedness, in developing sufficient conditions for inner well-posed perturbations, terminal constraints arise naturally. In Definition 20 below, while we make no assumptions on the family of terminal constraints \( \{X_\delta\} \), assuming that every point belonging to the set \( X \) is reached by a solution of \( \mathcal{H} \) from \( S \), it is obviously necessary to have \( X \subset \lim \inf_{\delta \to 0} X_\delta \) for each \( \delta \).

**Definition 20** A family of hybrid systems \( \{\mathcal{H}_\delta\} \) with data \( \{\{C_\delta,F_\delta,D_\delta,G_\delta\}\} \) and terminal constraints \( \{X_\delta\} \) is said to be a inner well-posed perturbation of \( \mathcal{H} \) with terminal constraint \( X \) on a set \( S \) if \( S \cap (\text{cl}(C) \cup D) \subset \lim \inf_{\delta \to 0} \text{cl}(C) \cup D_\delta \), and for every solution \( x \) of \( \mathcal{H} \) originating from \( \xi \) and terminating on \( X_\delta \) such that the sequence \( \{x_i\}_{i=0}^{\infty} \) is locally eventually bounded and graphically convergent to \( x \).

**Example 21 (Waypoint Navigation)** Let \( (C_q,F_q) \) be a continuous-time system for all \( q \in \{0,1,\ldots,N\} \) and \( \{p_q\}_{q=0}^{N+1} \) be a sequence of points such that for each \( q \leq N \), \( p_q,p_{q+1} \in C_q \), and \( (C_q,F_q) \) has a solution originating from \( p_q \) that terminates at \( p_{q+1} \).

Consider the hybrid system \( \mathcal{H} = (C,F,D,G) \) with state \( x = (z,q) \), where \( C = \cup_{q=0}^{N} (C_q \times \{q\}) \), \( F(z,q) = F_q(z) \times \{0\} \) for all \( (z,q) \in C \), \( D = \cup_{q=0}^{N} \{p_{q+1},q\} \), and \( G(z,q) = (z,q-1) \) for all \( (z,q) \in \mathbb{R}^n \). Note that \( X \) has a maximal solution \( x_4 \) originating from \( (p_0,0) \) that can be interpreted as a waypoint navigation scenario with \( p_0,p_1,p_2,\ldots,p_{N+1} \) the set of waypoints. If the continuous-time system \( (C_0,F_0) \) is not nominally inner well-posed at \( p_0 \) with terminal constraint \( p_1 \), clearly \( \mathcal{H} \) is not nominally inner well-posed at \( (p_0,0) \) (with terminal constraint \( p_{N+1},N+1 \)). Hence, waypoint following is nonrobust: for some \( \tau \geq 0 \) and \( \varepsilon > 0 \), there exists a sequence \( \{\xi_i\}_{i=0}^{\infty} \subset C_0 \) convergent to \( p_0 \) such that for every \( i \geq 0 \), no solution \( x_i \) of \( \mathcal{H} \) from \( (\xi_i,0) \) is such that \( x_i \) and \( x_i \) are \((\tau,\varepsilon)\)-close. Assuming uniqueness of solutions, this could imply, for example, that arbitrarily small perturbations to the initial conditions result in solutions not being able to reach the target \( (p_{N+1},N+1) \).
On the other hand, if each \((C_q,F_q)\) is nominally inner well-posed at \(p_q\) with terminal constraint \(S_{q+1}\) for some \(S_{q+1} \subseteq (C_q \cap C_{q+1})\) containing \(p_{q+1}\), one can construct the family of hybrid systems \(\{H_q\}\) with data \(\{(C_q,F_q, D_q,G_q)\} = \{(C,F,\bar{D},G)\}\), where the jump set \(\bar{D} := \bigcup_{q=0}^{N} (S_{q+1} \times \{q\})\). Then, \(\{H_q\}\) with terminal constraints \(\{X_q\} = \{S_{N+1} \times \{N+1\}\}\) is an inner well-posed perturbation of \(H\) with terminal constraint \(\{S_{N+1} \times \{N+1\}\}\) at \((p_0,0)\). Note that for any \(q\), if \((C_q,F_q)\) is nominally inner well-posed at \(p_q\), then it is also nominally inner well-posed at \(p_q\) with terminal constraint \(S_q\) for any relatively open subset of \(C_q \cap C_{q+1}\).

The following result generalizes Theorem 17. The proof is in Appendix 3.

**Theorem 22 (Sufficient Conditions)** Given a hybrid system \(H = (C,F,D,G)\), let \(\tilde{C}\) be the set of all points where flows are possible. Similarly, given a family of hybrid systems \(\{\tilde{H}_q\} = \{(C_q,F_q, D_q,G_q)\}\), for every \(\delta \in (0,1)\), let \(\tilde{C}_\delta\) be the set of all points that are possible for \(\tilde{H}_\delta\). Then, \(\{\tilde{H}_\delta\}\) is an inner well-posed perturbation of \(H\) if the following conditions hold:

\[
\begin{align*}
(C1) & \text{ for every } x \in \tilde{C}, \text{ there exist } r, \bar{\delta} > 0 \text{ such that for all } \delta \in \bar{\delta}, (x + r\mathbb{B}) \cap (\text{cl}(C_\delta) \cup D_\delta) \subseteq \tilde{C}_\delta; \\
(C2) & \text{ for every } x \in D, \text{ there exist } r, \bar{\delta} > 0 \text{ such that for all } \delta \in \bar{\delta}, (x + r\mathbb{B}) \cap (\text{cl}(C_\delta) \cup D_\delta) \subseteq \tilde{C}_\delta; \\
(C3) & \text{ the family of continuous-time systems } \{(C_\delta,F_\delta)\} \text{ is an inner well-posed perturbation of the continuous-time system } (C,F); \\
(C4) & \text{ the family of continuous-time systems } \{(C_\delta,F_\delta)\} \text{ with terminal constraints } \{D_\delta\} \text{ is an inner well-posed perturbation of the continuous-time system } (C,F) \text{ with terminal constraint } D; \\
(C5) & \text{ for every } x \in D, x \in \lim \inf_{\delta \to 0} D_\delta, x \notin \text{cl}C \text{ implies } x \notin \lim \sup_{\delta \to 0} \text{cl}C_\delta, \text{ and } G(x) \subseteq \lim \inf_{\delta \to 0, \xi \to x} \{G_\delta(\xi)\}; \quad (4) \\
(C6) & \text{ for every } x \in D, \\
G(x) \cap (\tilde{C} \cup D) \subseteq \lim \inf_{\delta \to 0, \xi \to x} \{G_\delta(\xi) \cap (\tilde{C}_\delta \cup D_\delta)\}.
\end{align*}
\]

Just like nominally inner well-posed hybrid systems, some of the sufficient conditions for inner well-posed perturbations turn out to be necessary. The proof resembles that of Proposition 19 and is omitted.

**Proposition 23 (Necessary Conditions)** Given a hybrid system \(H = (C,F,D,G)\), let \(\tilde{C}\) be the set of all points where flows are possible. Let \(\{H_\delta\}\) be an inner well-posed perturbation of \(H\) with data \(\{(C_\delta,F_\delta, D_\delta,G_\delta)\}\), and for every \(\delta \in (0,1)\), let \(\tilde{C}_\delta\) be the set of all points where flows are possible for \(H_\delta\). Then, \((C1)\), \((C2)\) hold and \((C3)\), \((C4)\) hold if cl\(C \subseteq \lim \inf_{\delta \to 0} \text{cl}C_\delta\). Moreover for every \(x \in D\), if there exists a sequence \(\{\delta_i\}_{i=0}^{\infty} \in (0,1)\) convergent to zero and a sequence \(\{\xi_i\}_{i=0}^{\infty}\) convergent to \(x\) such that \(\xi_i \in D_\delta, \tilde{C}_\delta\), then

\[
G(x) \subseteq \lim \inf_{\delta \to 0, \xi \to x} G_\delta(\xi), \\
G(x) \cap (\tilde{C} \cup D) \subseteq \lim \inf_{\delta \to 0, \xi \to x} \{G_\delta(\xi) \cap (\tilde{C}_\delta \cup D_\delta)\}.
\]

To conclude the section, as promised earlier, we provide a proof of Theorem 22 using Theorem 22.

**Proof of Theorem 17** For each \(\delta \in (0,1)\), let \(C_\delta = C, F_\delta = F, D_\delta = D, \text{ and } G_\delta = G\). Then, \(H_\delta = H\) for all \(\delta \in (0,1)\). Similarly, let \(X_\delta = X\) for all \(\delta \in (0,1)\). With this, note that \((C1)\), \((C6)\) can be equivalently expressed as \((B1)\), \((B6)\) so by Theorem 22 \(H\) is nominally inner well-posed.

## 5 Viability Conditions for Inner Well-Posedness

To verify inner well-posedness of a hybrid system \(H\) with data \((C,F,D,G)\) via Theorem 17, one needs to be able to characterize continuous-time dynamics, in the sense that the set \(\tilde{C}\) in \((2)\) needs to be identified, and inner well-posedness of \((C,F)\) (with terminal constraint \(D\)) needs to be verified. This section addresses this issue by laying out viability conditions that characterize where flows are possible and ensures inner well-posedness for the continuous-time system \((C,F)\). The conditions are then generalized so that Theorem 22 can be used to check whether a given family \(\{H_\delta\}\) is an inner well-posed perturbation of \(H\).

### 5.1 Tangent Cones and Viability in Continuous Time

In developing the viability conditions, we rely on two different types of tangent cones. Given a set \(S \subseteq \mathbb{R}^n\) and a point \(x \in \mathbb{R}^n\), the Bouligand tangent cone (also known as the contingent cone) to \(S\) at \(x\) \(\mathbb{R}^n\) (Definition 5.12) or \(\mathbb{R}^n\) (Definition 6.1), denoted \(T_S(x)\), is the set of all \(v\) such that \(v = \lim_{i \to \infty} (x_i - x)/\tau_i\) for a sequence of points \(\{x_i\}_{i=0}^{\infty} \in S\) convergent to \(x\) and a positive sequence \(\{\tau_i\}_{i=0}^{\infty}\) convergent to zero. Similarly, the Dubovitsky-Milutin tangent cone to \(S\) at \(x\) \(\mathbb{R}^n\) (Definition 4.3.1), denoted \(T_S(x)\), is the set of all \(v\) for which there exist \(r, \bar{\delta} > 0\) such that \(x + \delta v \in S\) for all \(\delta \in (0,\bar{\delta})\) and \(v \in \mathbb{R}\). For \(x \in \mathbb{R}^n\), \(T_S(x)\) is a subspace of \(T_S(x)\). For each \(x \in \partial S, M_S(x) = \mathbb{R}^n \setminus T_S(x)\) \(\mathbb{R}^n\) [9, Lemma 4.3.2].

We frequently make use of the following fundamental lemmas. The first one is essentially \(\mathbb{R}^n\) Lemma 5.26,
Lemma 24 (Viability with Outer Semicontinuity)

Given a continuous-time system \((C, F)\), suppose that the flow set \(C\) is closed and \((A2)\) holds. Let \(\tilde{C}\) be the set of all points where flows are possible. Then, \(\text{int } C \subseteq \tilde{C}\). Moreover, given \(x \in \partial C\), if \(F(x) \cap T_C(x)\) is empty, then \(x \notin \tilde{C}\), and if there exists \(r > 0\) such that \(F(x') \cap T_C(x')\) is nonempty for all \(x' \in (x + r\mathbb{B}) \cap \partial C\), then \(x \in \tilde{C}\).

Lemma 25 (Viability with Lipschitz Flow Maps)

Let \((C, F)\) be a continuous-time system and \(\tilde{C}\) be the set of all points where flows are possible. Given \(x \in \text{cl} C\), suppose that \(F(x) \cap M_{\text{int} C} C\) is nonempty, and there exists an extension of \(F|_{\text{cl} C}\) that is closed valued and Lipschitz on a neighborhood of \(x\). Then, \(x \in \tilde{C}\). In particular, if the flow set \(C\) has a nonempty interior and the flow map \(F\) is locally Lipschitz and closed valued on \(\text{int} C\), then \(\text{int} C \subseteq \tilde{C}\).

5.2 Nominally Inner Well-Posed Systems

For a continuous-time system \((C, F)\) with locally Lipschitz flow map \(F\), roughly speaking, nominal inner well-posedness is guaranteed if the data \((C, F)\) satisfies \((A2)\) of the hybrid basic conditions, and the flow set \(C\) is "locally contractive" in the sense that if \(F(x) \cap T_C(x)\) is nonempty, then it must be that \(F(x') \subseteq M_{\text{int} C} C(x')\) for all \(x' \in C\) close to \(x\). The regularity requirement, combined with the tangent cone condition, allows one to invoke Filippov’s theorem \([8]\) Theorem 5.3.1 to reach the \((r, \varepsilon)\)-closeness result assumed in \([4]\) Proposition 3.8, and conclude nominal inner-well-posedness.

For nominal inner well-posedness with terminal constraint \(D\), additional conditions are required on the boundary of \(D\). One of these conditions is that \(F(x)\) should have a vector pointing towards \(\partial C \cap D\); see \((V3)\) and the second item of \((V4)\) in Theorem 26 below. This ensures that any solution terminating at \(x\) can be extended to terminate at the interior of \(D\), and approximating sequences of solutions required for nominal inner well-posedness with terminal constraint \(D\) can be constructed using this extension. Alternatively, one can check that \(D\) contains a relatively open subset of \(C\) that contains \(x\) (first item of \((V4)\)). If each vector of \(F(x)\) is pointing to the exterior of the flow set \(C\), then \(D\) must contain a relatively open subset of \(\partial C\) that contains \(x\) (third item of \((V4)\)). Both of these guarantee that approximating solutions terminate on \(D\).

As in Section 4, the following theorem, which uses the conditions outlined above, is a special case of its upcoming counterpart for parametrized families. The proof is deferred to the end of the section.

Theorem 26 Given a continuous-time system \((C, F)\), suppose that the flow set \(C\) is closed and \((A2)\) holds. Moreover, suppose that the following hold.

((V1)) For every \(x \in C\), there exists an extension of \(F|_{\text{cl} C}\) that is closed valued and Lipschitz on a neighborhood of \(x\).

((V2)) For every \(x \in \partial C\) such that \(F(x) \cap T_C(x)\) is nonempty, there exists \(r > 0\) such that \(F(x') \subset M_{\text{int} C} C(x')\) for all \(x' \in (x + r\mathbb{B}) \cap \partial C\).

Then, \((C, F)\) is nominally inner well-posed. If in addition, the following hold for a given set \(D\), then \((C, F)\) is nominally inner well-posed with terminal constraint \(D\).

((V3)) For every \(x \in D \cap (\text{int} C \cap \partial D)\), \(F(x) \cap M_{\text{int} D} D\) is nonempty.

((V4)) For every \(x \in D \cap (\partial C \cap \partial D)\), either of the following hold:
- \((x + r\mathbb{B}) \cap C \subset D\) for some \(r > 0\);
- \(F(x) \cap M_{\text{int} C \cup \partial D} D\) is nonempty.

The conditions above can also be used to verify \((B1)\) \((B2)\) of Theorem 17.

Theorem 27 Given a continuous-time system \((C, F)\), suppose that the flow set \(C\) is closed and \((A2)\) and \((V2)\) hold. Let \(\tilde{C}\) be the set of all points from where flows are possible. Then, \(\tilde{C} = \text{int} C \cup \{x \in \partial C : F(x) \cap T_C(x) \neq \emptyset\}\). Moreover,

- \((B1)\) holds if and only if for every \(x \in \partial C\) such that \(F(x) \cap T_C(x)\) is nonempty, there exists \(r > 0\) such that \((x + r\mathbb{B}) \cap D \subseteq C\);
- \((B2)\) holds if and only if for every \(x \in D \cap (\partial C \cap \partial D)\) such that \(F(x) \cap T_C(x)\) is empty, there exists \(r > 0\) such that \(F(x') \cap T_C(x')\) is nonempty for all \(x' \in (x + r\mathbb{B}) \cap (\partial C \cap \partial D)\).

In particular, \((B2)\) holds if \((V4)\) holds.

PROOF. By Lemma 24, the set \(\tilde{C}\) contains the interior of \(C\), as well as those points on the boundary of \(C\) such that \(F(x) \cap T_C(x)\) is nonempty, due to \((V2)\) and the fact that \(M_{\text{int} C} C(x') \subset T_C(x')\) for all \(x'\) on the boundary of \(C\). Note also that due to Lemma 24, nonemptiness of \(F(x) \cap T_C(x)\) is necessary for any \(x \in \partial C\) to belong to \(\tilde{C}\). This proves the equality of \(\tilde{C}\), and
the statements regarding (B1), (B2) follow immediately, since $C$ is relatively open in $C$, as a result of (V2). The statement regarding (B2) and (V4) is also due to the Dubovitsky-Miliutin tangent cone being a subset of the Bouligand tangent cone on the boundary of $C$.

In [3] Example 1.2], we verify nominal inner well-posedness of a sample-and-hold control system using Theorems 17, 26 and 27, the conditions of Theorem 1.1 therein used to prove nominal inner well-posedness are derived precisely by the conditions of Theorems 17, 26 and 27 here. Note that when the control law $\kappa$ is continuous and the plant vector field $f$ is Lipschitz (globally) for fixed $u$, nominal inner well-posedness of sample-and-hold control can also be certified by Theorem 4 and Proposition 7 as a result of the Picard-Lindelof theorem.

5.3 Inner Well-Posed Perturbations

To generalize Theorem 26, the following basic conditions are imposed on the parametrized family of continuous-time systems $\{(C_{\delta}, F_{\delta})\}$ with terminal constraints $\{D_{\delta}\}$. Below (P3) can be interpreted as the family of mappings $\{F_{\delta}\}$ uniformly converging to $F^0$ over compact sets.

(P1) For every $\delta \in (0, 1)$, the flow set $C_{\delta}$ is closed, the flow map $F_{\delta}$ is locally bounded and outer semicontinuous relative to $C_{\delta}$, and $C_{\delta} \subset C_{\delta}$. Furthermore, for every $\delta \in (0, 1)$ and $x \in C_{\delta}$, the set $F_{\delta}(x)$ is convex.

(P2) For every $\delta \in (0, 1)$, $C_{\delta} \supset C$.

(P3) For every compact set $K \subset C$ and every $\varepsilon > 0$, there exists $\delta > 0$ such that $F(x) \subset F_{\delta}(x) + \varepsilon B$ for all $x \in K$ and $\delta \in (0, \delta]$.

(P4) For every $\delta \in (0, 1)$, $D_{\delta} \supset C \cap \text{int} D$.

The following theorem generalizes Theorem 26 to establish parametrized families of continuous-time systems as inner well-posed perturbations of a given continuous-time system. The proof can be found in Appendix C.

Theorem 28 Given a continuous-time system $(C, F)$, suppose that the flow set $C$ is closed and (A2) holds. Let $\{(C_{\delta}, F_{\delta})\}$ be a family of continuous-time systems satisfying (P1), (P3) and suppose that the following hold.

(W1) For every $x \in C$, there exist a neighborhood $S$ of $x$, $\delta > 0$, $L \geq 0$, and a family of mappings $\{F_{\delta}\}$ such that for every $\delta \in (0, \delta]$, $F_{\delta}$ is an extension of $F_{\delta}|C_{\delta}$ that is closed valued and Lipschitz on $S$ with Lipschitz constant $L$.

(W2) For every compact $K \subset C$ such that $F(x) \cap T_C(x)$ is nonempty for all $x \in K$, there exist $r, \delta > 0$ such that $F_{\delta}(x') \subset \text{int} C_{\delta}(x')$ for all $x' \in (K + rB) \cap \partial C_{\delta}$ and $\delta \in (0, \delta]$.

(W3) For every $x \in D \cap (\text{int} C \cap \partial D)$, either there exist $r, \delta > 0$ such that $x + rB \subset D_{\delta}$ for all $\delta \in (0, \delta]$, or $F(x) \cap \text{int} C_{\delta}(x)$ is nonempty and $F$ is Lipschitz on a neighborhood of $x$.

(W4) For every $x \in D \cap (\partial C \cap \partial D)$, there exist $r, \delta > 0$, a neighborhood $S$ of $x$, and an extension $\bar{F}$ of $F$ such that either of the following hold.

- (W4a) For every $x \in D \cap (\partial C \cap \partial D)$, there exist $r, \delta > 0$, a neighborhood $S$ of $x$, and an extension $\bar{F}$ of $F$ such that either of the following hold.
- (W4b) For every $x \in D \cap (\partial C \cap \partial D)$, there exist $r, \delta > 0$, a neighborhood $S$ of $x$, and an extension $\bar{F}$ of $F$ such that either of the following hold.

Example 30 (Nonlinear Oscillators) Consider the harmonic oscillator described by the continuous-time system $(C, F)$, where $C$ is the unit circle on $\mathbb{R}^2$ and $F(x) = (x_2, -x_1)$ for all $x \in \mathbb{R}^2$. By Theorem 3 and Proposition 7, this system is nominally inner well-posed. However, this cannot be verified using Theorem 26 since (V2) is violated for every $x \in \partial C = C$, as $F(x)$ belongs to the tangent space to $C$ at $x$. Instead, we consider the family of continuous-time systems $\{(C_{\delta}, F_{\delta})\}$, where for every $\delta \in (0, 1)$, $C_{\delta} := \{x : -\delta \leq x_1^2 + x_2^2 \leq 1 + \delta\}$ and $F_{\delta}(x) = (x_2, -x_1) + (1 - (x_1^2 + x_2^2))(x_1, x_2)$ for all $x \in \mathbb{R}^2$. The perturbed flow map $F_{\delta}$ is an extension of $F|C$. Clearly, (P1), (P3) hold. Outside $C$, $F_{\delta}(x)$ has the additional term $(1 - (x_1^2 + x_2^2))(x_1, x_2)$, which is orthogonal to $F(x)$ and in the direction of $C$, with its magnitude determined by that of $x$. Therefore, (W2) holds with arbitrary $r, \delta > 0$. Moreover, (W1) holds since $F_{\delta}$, which is defined globally, does not depend on $\delta$, and is locally Lipschitz. By Theorem 28, $\{(C_{\delta}, F_{\delta})\}$ is an inner well-posed perturbation of $(C, F)$. 
Here, recalling the discussion in Section II regarding discretization, we note that the simulation of the harmonic oscillator in Example 30 using the forward Euler method is not possible beyond a single integration step, due to the flow map being tangent to the unit circle. While we note that such problems can arise in the simulation of differential equations on manifolds, any solution of the harmonic oscillator can be approximated by solutions of the nonlinear oscillators \( \{(C_\delta, F_\delta)\} \) for small \( \delta \), which in turn can be simulated with desired precision.

Under some of the conditions of Theorem 28 of Theorem 22 simplify.

**Theorem 31** Given a continuous-time system \( (C, F) \), suppose that the flow set \( \mathcal{C} \) is closed and \([A2]\) holds. Let \( \tilde{\mathcal{C}} \) be the set of all points where flows are possible. Then, 

\[
\text{int}(C) \subset \tilde{\mathcal{C}} \subset \text{int}(\mathcal{C}) \cup \{x \in \partial \mathcal{C} : F(x) \cap T_{\mathcal{C}}(x) \neq \emptyset \}.
\]

Similarly, given a family of continuous-time systems \( \{(C_\delta, F_\delta)\} \) satisfying \([P1]\) and \([W2]\) for every \( \delta \in (0,1) \), let \( \tilde{C}_\delta \) be the set of all points where flows are possible for \( \mathcal{H}_\delta \). Then, int \( C_\delta \subset \tilde{C}_\delta \) for all \( \delta \in (0,1) \), and for every compact \( K \subset \partial \mathcal{C} \) such that \( F(x) \cap T_{\mathcal{C}}(x) \) is nonempty for all \( x \in K \), there exist \( r, \delta > 0 \) such that \( (K + rB) \cap \partial \mathcal{C}_\delta \subset \tilde{C}_\delta \) for all \( \delta < \delta. \) Moreover, when \([P2]\) holds, the following hold:

- \([C1]\) holds if for every \( x \in \partial \mathcal{C} \) such that \( F(x) \cap T_{\mathcal{C}}(x) \) is nonempty, there exists \( r, \delta > 0 \) such that \( (x + rB) \cap \mathcal{D}_\delta \subset C_\delta \) for all \( \delta \in (0, \delta] \);
- assuming \( \mathcal{D}_\delta \supset \text{int} \mathcal{D} \) for all \( \delta \in (0,1) \), \([C2]\) holds if for every \( x \in \mathcal{D} \cap \partial \mathcal{D} \cap \partial \mathcal{C} \) such that \( F(x) \cap T_{\mathcal{C}}(x) \) is empty and every \( x \in \mathcal{D} \cap \partial \mathcal{D}(C) \), there exist \( r, \delta > 0 \) such that \( (x + rB) \cap \partial \mathcal{D}_\delta \subset C_\delta \).

**Proof.** The first two inclusions regarding \( \tilde{\mathcal{C}} \) and \( \tilde{C}_\delta \) are due to Lemma 21 and the third inclusion is due to the Dubovitsky-Miliutin cone condition in \([W2]\) c.f. Theorem 27. Since int \( C \subset \text{int} \mathcal{C}_\delta \subset \tilde{C}_\delta \) for all \( \delta \in (0,1) \) under \([P2]\) for \([C1]\) it suffices to only check the boundary of \( C \). Then, given \( x \in \partial \mathcal{C} \) with \( F(x) \cap T_{\mathcal{C}}(x) \) nonempty, if there exist \( r, \delta > 0 \) such that \( (x + rB) \cap \mathcal{D}_\delta \subset C_\delta \) for all \( \delta \in (0, \delta] \), the inclusion \( (x + rB) \cap \mathcal{D}_\delta \subset C_\delta \) is enough to ensure \([C1]\) since \( (K + rB) \cap \partial \mathcal{C}_\delta \subset \tilde{C}_\delta \) for all \( \delta \in (0, \delta] \) without loss of generality, due to the prior conclusion. The second item regarding \([C1]\) then just due to \( D_\delta \supset D \) (by assumption) and int \( C \subset \text{int} \mathcal{C}_\delta \subset \tilde{C}_\delta \) under \([P2]\).

**Remark 32** Under \([P2]\), suppose that for every \( x \in \mathcal{D}(C) \), there exist \( r, \delta > 0 \) such that \( (x + rB) \cap \partial \mathcal{D}_\delta \subset D_\delta \) for all \( \delta \in (0, \delta] \). In this case, to check that \([C2]\) holds, one can rely on Lemmas 24 and 25 to first fully characterize where flows are possible, which is also needed for \([C6]\). Then, some of the conditions of Theorem 28 can be used to guarantee \([C2]\) as in Theorem 27.

The section is concluded with an example demonstrating the application of Theorems 22, 28 and 31 along with the proof of Theorem 26. As mentioned before, we prove Theorem 26 using Theorem 28.

**Example 33 (Bouncing Ball Revisited)** Consider the bouncing ball system \( \mathcal{H} = (C, F, D, G) \) in Example 4. This system is nominally inner well-posed, which can be verified by Proposition 3. Consequently, the continuous-time dynamics of the system is also nominally inner well-posed (with terminal constraint \( D \)) by Proposition 19, but this cannot be verified using Theorem 26 since \([W2]\) is violated when \( x \) is the origin. Instead, for some fixed \( r, c_1, c_2 > 0 \), consider the family of hybrid systems \( \{\mathcal{H}_\delta\} = \{(C_\delta, F_\delta, D_\delta, G_\delta)\} \), where for every \( \delta \in (0,1) \), \( C_\delta = C \cup \{x : x^f_2 \geq -c_2, c_1x_2 \leq c_2x_1\} \), \( D_\delta = \{x : \exists x' \in D, x \in (x' + rB) \cap C_\delta\} \), \( G_\delta = G \), and 

\[
F_\delta(x) = \begin{cases} 
(x_2 - c_2x_1/c_1, -\gamma) & \text{if } c_1x_2 > c_2x_1, x_2 \leq 0 \\
(x_2, -\gamma) & \text{otherwise.}
\end{cases}
\]

Clearly, \([P1]\), \([P4]\) hold, and since \( F_\delta \) does not depend on \( \delta \) and is locally Lipschitz, \([W1]\) holds. For \([W2]\), one needs to only consider compact subsets of the nonnegative half of the \( x_2 \)-axis. Noting that \( F_\delta(x) \subset \text{int} \mathcal{C}_\delta(x) \) for all \( x' \in \partial \mathcal{C}_\delta \) and \( \delta \in (0,1) \) such that \( x_2 > c_2 \), it follows that \([W2]\) holds. Moreover, \([W3]\) automatically holds since \( D_\delta \subset \partial \mathcal{C}_\delta \), and by construction of \( \mathcal{D}_\delta \), the first condition in \([W4]\) holds for all \( x \in D \). Hence, Theorem 28 applies. We also observe that Theorem 31 applies as well, by construction of \( \mathcal{D}_\delta \subset \tilde{\mathcal{C}}_\delta \). Thus, \([C1]\), \([C4]\) hold, and to be able to use Theorem 28 to conclude inner well-posedness, it remains to prove \([C5] \) and \([C6]\). The former holds trivially, as \( G_\delta = G \) is a continuous function. Assume also that \( \lambda \rho < c_2 \). Then, for every \( x = (x_1, x_2) \in D_\delta \), \( G_\delta(x) = (0, -\lambda x_2) \in \tilde{C}_\delta \) since \( -\lambda x_2 > -c_2 \) (due to \( F_\delta \) being locally Lipschitz and the inclusion \( F_\delta(x) \subset \text{int} \mathcal{C}_\delta(x) \) for all \( x' \in \partial \mathcal{C}_\delta \) with \( x_2 > c_2 \), as a result of Theorem 27). This observation and \([C5]\) is sufficient to also conclude that \([C6]\) holds. Therefore, Theorem 28 applies; \( \mathcal{H}_\delta \) is an inner well-posed perturbation of \( \mathcal{H} \) if \( \lambda \rho < c_2 \).

Here, it is noteworthy that in Example 33 the Dubovitsky-Miliutin cone condition of \([W4]\) can never hold since \( D \) has no interior. On the other hand, the tangent cone condition \( F(x) \cap T_{\mathcal{C}}(x) = \emptyset \) holds for every nonzero \( x \in D \), but it does not hold at the origin. Thus, for Theorem 28 to apply, it is necessary for \( D_\delta \) to include the set \( rB \cap \mathcal{C}_\delta \). In addition, unlike Example 30 where the perturbed dynamics \( (C_\delta, F_\delta) \) tends to the nominal dynamics \( (C, F) \) (as \( \delta \) approaches zero) and can be shown to be dominated by a \( \rho \)-perturbation of
the nominal system $\mathcal{H}$, the perturbed bouncing ball $\mathcal{H}_\delta$ does not tend to its nominal version $\mathcal{H}$. It is not obvious how this could be accomplished to satisfy (W1) and (W2) simultaneously. However, by letting $r, c_1, c_2$ tend to zero, the nominal dynamics can be recovered.

**Proof of Theorem 26** For each $\delta \in (0, 1)$, let $C_\delta = C, F_\delta = F, D_\delta = D$, and $G_\delta = G$. Then, (P1)-(P4) automatically hold when $C$ is locally bounded and outer semicontinuous [4, Theorem 4.1]. A consequence of this property is that the reachable set of $\mathcal{H}_\delta$ is locally bounded and outer semicontinuous [4, Theorem 4.2]. Below, we generalize the former result to outer well-posed hybrid systems, to account for perturbations. The proof follows the same steps, so it is not included. For a definition of $\rho$-perturbations, see Definition [41 in Appendix A.

**Theorem 35 (Outer Semicontinuity)** Let $\mathcal{H}$ be a hybrid system. Given an initial condition $x_0$, suppose that $\mathcal{H}$ is outer well-posed at $x_0$ and pre-forward complete from $x_0$. Then, given a continuous function $\rho$, for every $(T, J) \in \mathbb{R}_{\geq 0} \times \mathbb{N}$, there exists $\varepsilon > 0$ such that the set $\{x \in \mathcal{R}_{\mathcal{H}_\delta^\circ}((x_0, T, J) + \varepsilon B) : \delta \in (0, \varepsilon]\} = \mathcal{R}_{\mathcal{H}_\varepsilon^\circ}((x_0, T, J) + \varepsilon B)$ is bounded, and

$$\limsup_{\delta \to 0} \mathcal{R}_{\mathcal{H}_\varepsilon^\circ}(x_0', T', J') \subset \mathcal{R}_{\mathcal{H}}(x_0, T, J).$$

For a nominally inner well-posed system, inner semicontinuity of the reachable set mapping does not require pre-forward completeness. However, every point $\xi$ belonging to the reachable set $\mathcal{R}_{\mathcal{H}}(x_0, T, J)$ must be given by a maximal solution $x$ that exhibits no jumps at ordinary time $T$ and does not terminate at ordinary time $T$; i.e., there exist $x \in \mathcal{S}_{\mathcal{H}}(x_0)$ with $x(T, J) = \xi$ and $\varepsilon > 0$ such that $(T + \varepsilon, J) \in \text{dom } x$ and $(T, J - 1) \notin \text{dom } x$ [4, Theorem 4.3]. A similar conclusion holds for inner well-posed perturbations. Analogous conditions have been used for continuity of the reachability mapping in [22].

**Theorem 36 (Inner Semicontinuity)** Let $\mathcal{H}$ be a hybrid system. Given an initial condition $x_0$ and $(T, J) \in \mathbb{R}_{\geq 0} \times \mathbb{N}$, suppose that for every $\xi \in \mathcal{R}_{\mathcal{H}}(x_0, T, J)$, there exists $x \in \mathcal{S}_{\mathcal{H}}(x_0)$ such that $\xi = x(T, J)$ and $T$ is not a jump time or the terminal ordinary time of $x$. Let $\mathcal{H}_\delta$ be an inner well-posed perturbation of $\mathcal{H}$ at $x_0$. Then,

$$\mathcal{R}_{\mathcal{H}}(x_0, T, J) \subset \liminf_{\delta \to 0} \mathcal{R}_{\mathcal{H}_\delta}(x_0', T', J').$$

**PROOF.** Pick $x \in \mathcal{S}_{\mathcal{H}}(x_0)$ satisfying the required conditions. Take a nonempty interval $[T_{\min}, T_{\max}]$ with $T < T_{\max}$ such that $[T_{\min}, T_{\max}] \times \{J\} \subset \text{dom } x$, further assuming $T < T_{\max}$ if $T > 0$, and noting that such an interval exists as $T$ is not a jump time or the terminal ordinary time of $x$. With no loss of generality, assume $x(T, J)$ is a continuous function, $T \leq \tau$, and $x(T, J)$ is convergent to some $x$. Take any positive sequence $\{\delta_i\}_{i=0}^\infty$ convergent to zero, any $\{t_i\}_{i=0}^\infty$ convergent to $x_0$ with $t_i \in \text{cl}(C_{\delta_i}) \cup D_{\delta_i}$ for all $i \geq 0$, and any $\{T_i\}_{i=0}^\infty$ convergent to $T$. Pick a sequence $\{x_i\}_{i=0}^\infty$ of hybrid arcs that is graphically convergent to $x$ and locally eventually bounded, where, for each $i \geq 0$, $x_i$ is a solution of $\mathcal{H}_{\delta_i}$ originating from $t_i$. By Lemma [2] there exists $i \geq 0$ such that $(T_i, J) \in \text{dom } x_i$ for all $i > i$. Due to local eventual boundedness of $\{x_i\}_{i=0}^\infty$, the sequence $\{(T_i, J, x_i(T_i, J))\}_{i=0}^\infty$ is bounded, hence it has a convergent subsequence. By definition of

6 Applications to Reachable Sets

We apply the various well-posedness notions and results to reachable sets. In particular, we study the semicontinuous dependence of reachable sets on initial conditions and hybrid time by analyzing them within the framework of set-valued mappings.

**Definition 34 (Reachable Set Mappings)** Given a hybrid system $\mathcal{H} = (C, F, D, G)$, the reachable set mapping $\mathcal{R}_{\mathcal{H}} : (\text{cl}(C) \cup D) \times \mathbb{R}_{\geq 0} \times \mathbb{N} \Rightarrow \mathbb{R}^n$ of $\mathcal{H}$ is the set-valued mapping that associates with every $x_0, T,$ and $J$, the reachable set of $\mathcal{H}$ from $x_0$ at time $(T, J)$, i.e., $\mathcal{R}_{\mathcal{H}}(x_0, T, J) := \{x(T, J) : x \in \mathcal{S}_{\mathcal{H}}(x_0), (T, J) \in \text{dom } x\}.$

An alternative formulation motivated by converse safety/invariance problems is found in [22], wherein the reachable set mappings collect the values of all solutions originating from $x_0$ until time $(T, J)$. Yet another definition of reachable set mappings for hybrid inclusions can be found in [18] Section 6.3.2, which collects the values of all solutions originating from $x_0$ for all $(T, J)$ such that $T + J \leq \tau$, given a time horizon parameter $\tau \geq 0$.

We primarily consider outer well-posed systems and inner well-posed perturbations. Corollaries for nominally outer/inner well-posed systems can be generated using [4] Theorem 4.1, and by treating nominally inner well-posed systems as an inner well-posed perturbations of themselves.

6.1 Semicontinuous Dependence on Initial Conditions, Hybrid Time, and Perturbations

For a nominally outer well-posed hybrid system $\mathcal{H}$ that is pre-forward complete, the reachable set mapping $\mathcal{R}_{\mathcal{H}}$ is locally bounded and outer semicontinuous [4, Theorem 4.1]. A consequence of this property is that the reachable set of $\mathcal{H}$ from a compact set of initial conditions over a compact hybrid time horizon is compact [4, Proposition 4.2]. Below, we generalize the former result.

**Theorem 36 (Inner Semicontinuity)** Let $\mathcal{H}$ be a hybrid system. Given an initial condition $x_0$ and $(T, J) \in \mathbb{R}_{\geq 0} \times \mathbb{N}$, suppose that for every $\xi \in \mathcal{R}_{\mathcal{H}}(x_0, T, J)$, there exists $x \in \mathcal{S}_{\mathcal{H}}(x_0)$ such that $\xi = x(T, J)$ and $T$ is not a jump time or the terminal ordinary time of $x$. Let $\mathcal{H}_\delta$ be an inner well-posed perturbation of $\mathcal{H}$ at $x_0$. Then,

$$\mathcal{R}_{\mathcal{H}}(x_0, T, J) \subset \liminf_{\delta \to 0} \mathcal{R}_{\mathcal{H}_\delta}(x_0', T', J').$$

**PROOF.** Pick $x \in \mathcal{S}_{\mathcal{H}}(x_0)$ satisfying the required conditions. Take a nonempty interval $[T_{\min}, T_{\max}]$ with $T < T_{\max}$ such that $[T_{\min}, T_{\max}] \times \{J\} \subset \text{dom } x$, further assuming $T < T_{\max}$ if $T > 0$, and noting that such an interval exists as $T$ is not a jump time or the terminal ordinary time of $x$. With no loss of generality, assume $x(T, J)$ is a continuous function, $T \leq \tau$, and $x(T, J)$ is convergent to some $x$. Take any positive sequence $\{\delta_i\}_{i=0}^\infty$ convergent to zero, any $\{t_i\}_{i=0}^\infty$ convergent to $x_0$ with $t_i \in \text{cl}(C_{\delta_i}) \cup D_{\delta_i}$ for all $i \geq 0$, and any $\{T_i\}_{i=0}^\infty$ convergent to $T$. Pick a sequence $\{x_i\}_{i=0}^\infty$ of hybrid arcs that is graphically convergent to $x$ and locally eventually bounded, where, for each $i \geq 0$, $x_i$ is a solution of $\mathcal{H}_{\delta_i}$ originating from $t_i$. By Lemma [2] there exists $i \geq 0$ such that $(T_i, J) \in \text{dom } x_i$ for all $i > i$. Due to local eventual boundedness of $\{x_i\}_{i=0}^\infty$, the sequence $\{(T_i, J, x_i(T_i, J))\}_{i=0}^\infty$ is bounded, hence it has a convergent subsequence. By definition of
graphical convergence, the limit of every such subsequence must belong to the graph of the outer graphical limit of \( \{ x_i \}_{i=0}^{\infty} \), which is precisely \( x \), and since \( \lim_{i \to \infty} T_i = T \), the limit must be \( (T, J, x(T, J)) \). It follows that \( \lim_{i \to \infty} (T_i, J, x_i(T_i, J)) = (T, J, x(T, J)) \). Therefore, \( x(T, J) \in \lim \inf_{i \to \infty} \mathcal{R}_H(\xi_i, T, J) \).

Combining Theorems 35 and 36, the following results concerning continuity are immediate.

**Theorem 37 (Continuity under Perturbations)**
Let \( H \) be a hybrid system, and given an initial condition \( x_0 \), suppose that \( H \) is outer well-posed at \( x_0 \) and pre-forward complete from \( x_0 \). Let \( \{ H_\delta \} \) be an inner well-posed perturbation of \( H \) at \( x_0 \) that is dominated by a \( \rho \)-perturbation of \( H \) for some continuous function \( \rho \). Moreover, given \( (T, J) \in \mathbb{R}_{\geq 0} \times \mathbb{N} \), suppose that for every \( \xi \in \mathcal{R}_H(x_0, T, J) \), there exists \( x \in S_H(x_0) \) such that \( \xi = x(T, J) \) and \( T \) is not a jump time or the terminal ordinary time of \( x \). Then,

\[
\mathcal{R}_H(x_0, T, J) = \lim_{\delta \to 0} \mathcal{R}_{H_\delta}(x_0', T', J'), \quad (7)
\]

and the set \( \{ \xi \in \mathcal{R}_{H_\delta}(x_0, T, J) + \varepsilon B : \delta \in (0, \varepsilon) \} \) is bounded for some \( \varepsilon > 0 \).

Counterexamples showing the necessity of the assumptions concerning the behavior of solutions in Theorem 36 for inner semicontinuity are easy to construct. For example, for the bouncing ball system Example 6, given a height parameter \( h > 0 \), consider \( x_0 = (h, 0, T = \sqrt{2h}/\gamma \), for which \( \mathcal{R}_H(x_0, T, 0) = (0, \sqrt{2h}) \). On the other hand, for every \( \varepsilon \in (0, h], \mathcal{R}_H(x_0 - (\varepsilon, 0, T, 0)) \) is empty since the first jump of the maximal solution from \( x_0 - (\varepsilon, 0) \) occurs earlier than \( T \). Regardless, the situation is not dire, and the reachable sets can be inner semicontinuously (in fact, continuously) approximated.

6.2 Continuous Approximations of Reachable Sets

One of the main drawbacks of Theorem 36 is that it requires partial knowledge of solutions. Moreover, if there exists \( \xi \in \mathcal{R}_H(x_0, T, J) \) such that \( \xi \) is a maximal solution \( x \) from \( x_0 \) with \( \xi = x(T, J) \) jumps or terminates at ordinary time \( T \), at first glance, it is not clear whether a continuous, or even an inner semicontinuous approximation of \( \mathcal{R}_H(x_0, T, J) \) is possible at all.

With the following results, we show that to be able to continuously approximate the reachable set \( \mathcal{R}_H(x_0, T, J) \), knowledge of solutions can be traded for class-K estimates characterizing lower semicontinuous dependence of solutions on initial conditions and perturbations (Proposition 14). Importantly, these results show that the reachable sets can be continuously approximated even when the solution-based conditions in Theorem 36 are violated. The price to pay for this relaxation is that the approximation requires perturbed reachable sets over nontrivial continuous-time horizons, although as shown later, this can be relaxed.

**Theorem 38 (Continuous-Time Inflations)**
Let \( H \) be a hybrid system, and given a compact set \( K \), suppose that \( H \) is outer well-posed on \( K \) and pre-forward complete from \( K \). Let \( \{ H_\delta \} = \{ C_\delta, F_\delta, D_\delta, G_\delta \} \) be an inner well-posed perturbation of \( H \) on \( K \) that is dominated by a \( \rho \)-perturbation of \( H \) for some continuous function \( \rho \). Then, given a compact set \( T \subset \mathbb{R}_{\geq 0} \times \mathbb{N} \), there exist class-K functions \( \alpha_1, \alpha_2 \) such that for every \( x_0 \in K \) and \( (T, J) \in T \), the following holds: for every \( \varepsilon > 0 \) and \( \delta \in (0, \alpha_1(\varepsilon)) \), the set \( x_0 + \rho(\varepsilon)B \cap (\text{cl}(C_\delta) \cup D_\delta) \) is nonempty if the reachable set \( \mathcal{R}_H(x_0, T, J) \) is nonempty. Moreover,

\[
\lim_{\varepsilon, \delta \to 0, x_0 \in S_H(x_0)} \mathcal{R}_{H_\delta}(x_0', \max\{0, T - \varepsilon\}, T + \varepsilon, J) = \mathcal{R}_H(x_0, T, J) \quad (8)
\]

**PROOF.** Pick \( \tau \geq 0 \) such that \( T + \tau \leq \tau \) for all \((T, J) \in T \). By Proposition 14 and Remark 36, there exist class-K functions \( \alpha_1, \alpha_2 \) such that for all \( \varepsilon > 0 \), the following holds: for every \( x \in S_H(x_0) \) and \( \delta \leq \alpha_1(\varepsilon) \), the set \( S := \{ x + \rho(\varepsilon)B \cap (\text{cl}(C_\delta) \cup D_\delta) \) is nonempty, and for every \( x_0' \in S \), there exists a solution \( x' \) of \( H_\delta \) originating from \( x_0' \) such that \( x \) and \( x' \) are \( (\tau, \varepsilon) \)-close. Letting \( \alpha_1 := \alpha_1 \circ \alpha_2 \), this is sufficient to prove the first statement. To prove (8), one needs to show that the right-hand side contains (respectively, is contained in) the outer (respectively, inner) limit of the left-hand side. That the right-hand side contains the outer limit of the left-hand side is a direct result of Theorem 36. Now let \( x \in S_H(x_0) \) and without loss of generality, assume dom \( x \) to be compact. Pick positive sequences \( \{ \varepsilon_i \}_{i=0}^{\infty} \) and \( \{ \delta_i \}_{i=0}^{\infty} \) tending to zero, where for every \( i \geq 0, \delta_i \leq \alpha_1(\varepsilon_i) \). Take any sequence \( \{ \xi_i \}_{i=0}^{\infty} \) convergent to \( x_0 \) such that \( \xi_i \in x_0 + \rho(\varepsilon_i)B \cap (\text{cl}(C_\delta) \cup D_\delta) \) for all \( i \geq 0 \). Let \( \{ x_i' \}_{i=0}^{\infty} \) be a sequence of hybrid arcs that is graphically convergent to \( x \) and locally eventually bounded, where, for each \( i \geq 0, x_i' \) is a solution of \( H_\delta \) originating from \( \xi_i \). For large enough \( i \) (in the limit as \( i \) tends to infinity), there exists \( T_i \) such that \( |T_i - T| < \varepsilon_i \) and \( T_i, J_i \in \text{dom } x_i' \). The rest of the proof is the same as that of Theorem 36.

**Remark 39** We emphasize nonemptiness of the set \( (x_0 + \rho(\varepsilon)B) \cap (\text{cl}(C_\delta) \cup D_\delta) \), as it implies that the domain of the limit in (8) is “connected”, in the sense that for every \( \varepsilon > 0 \) and \( \delta \leq \alpha_1(\varepsilon) \), there exists \( x_0' \in \text{cl}(C_\delta) \cup D_\delta \) that is \( \rho(\varepsilon) \)-close to \( x_0 \). Consequently, the perturbed reachable set \( \mathcal{R}_{H_\delta}(x_0', \max\{0, T - \varepsilon\}, T + \varepsilon, J) \) is nonempty (for small \( \varepsilon > 0 \)), provided the nominal reachable set \( \mathcal{R}_H(x_0, T, J) \) is nonempty.
The continuous approximation in Theorem 38 requires reachable set computations over hybrid time horizons corresponding to nontrivial continuous-time intervals. However, when flows are always possible after jumps, it suffices to consider computations over two hybrid times.

**Theorem 40 (Continuous-Time Doubling)** Under the conditions of Theorem 38, if $G(D) \subset \tilde{C}$, where $\tilde{C}$ is the set of all points where flows are possible for $H$, there exist $\varepsilon > 0$ and class-$K$ functions $\alpha_1, \alpha_2$ such that for every $x_0 \in K$ and $(T, J) \in T$ satisfying $T + J > 0$ or $x_0 \in \tilde{C}$, the following holds: if the reachable set $R_H(x_0, T, J)$ is nonempty, then for every $\varepsilon > 0$, there exists $\varepsilon^+ > 0$ such that $\varepsilon = \min\{\varepsilon^-, \varepsilon^+\} < \varepsilon$ and every $\delta \in (0, \alpha_1(\varepsilon)], \alpha_2(\varepsilon)]$ hold. Moreover,

$$R_H(x_0, T, J) = \lim_{\varepsilon^-\downarrow 0, \varepsilon^+\downarrow 0, x^0_{\varepsilon^-} \to x_0} S_\delta(x^0_{\varepsilon^-}, \varepsilon^-, \varepsilon^+) \cup (\text{cl}(C_\delta) \cup D_\delta),$$

where $\varepsilon := \min\{\varepsilon^-, \varepsilon^+\}$ and

$$S_\delta(x^0_{\varepsilon^-}, \varepsilon^-, \varepsilon^+) := R_{H_\delta}(x^0_{\varepsilon^-}, \{\max\{0, T - \varepsilon^-\}, T + \varepsilon^+\}, J).$$

**PROOF.** Consider the class-$K$ functions $\alpha_1, \alpha_2$ in the proof of Theorem 38 and rename them as $\tilde{\alpha}_1, \tilde{\alpha}_2$, respectively. Let $\alpha_1(\varepsilon) := \tilde{\alpha}_1(\varepsilon/2)$ and $\alpha_2(\varepsilon) := \tilde{\alpha}_2(\varepsilon/2)$ for all $\varepsilon \geq 0$. The remainder of the proof is similar to that of Theorem 38. One needs to only note that due to the additional assumptions here, given $x_0 \in R_H$, there exists $x \in S_H(x_0)$ with $(T, J) \in \text{dom } x$ such that $(T - \eta, J) \in \text{dom } x$ for some $\eta > 0$.

6.3 Uniformity of Approximations

It is worth stressing that uniformity of approximations can be achieved for all of the results derived in this section. For example, (7) implies that for all $\eta > 0$ there exists $\varepsilon > 0$ such that for every $\delta \in (0, \varepsilon]$, $x_0 \in \text{cl}(C_\delta) \cup D_\delta$, and $(T', J') \in \mathbb{R}_{\geq 0} \times \mathbb{N}$ satisfying $|x^0_{\varepsilon^-} - x_0| \leq \varepsilon$ and $|(T', J') - (T, J)| \leq \varepsilon$, $d(R_H(x_0, T, J), R_{H_\delta}(x^0_{\varepsilon^-}, T', J'))$, where $d(\cdot, \cdot)$ is the Hausdorff distance. Similar relationships hold for (9-10), by [28] Proposition 5.12 and Exercise 5.13.

7 Concluding Remarks

Chiefly due to assuring upper semicontinuous dependence of solutions on initial conditions and perturbations, outer well-posedness of a hybrid system, defined originally in [15], have paved the way for a fairly complete theory of hybrid systems as far as asymptotic stability is concerned. However, from a discretization/simulation standpoint, upper semicontinuous dependence is insufficient for reliable verification of safety properties and accurate computation of optimal controls. The notions of inner well-posedness introduced in this article, combined with outer well-posedness, ensure continuous dependence of solutions initial conditions and perturbations, and should set the stage for a consistent simulation framework for hybrid systems.

Already, we have shown how these novel notions help lead to methods of continuously approximating reachable sets of hybrid systems. Some of these results can be extended to account for terminal constraints, using inner well-posedness with terminal constraints. Weak forward invariance properties [10] will be helpful in this endeavor, and these extensions would be very useful in analyzing optimal control problems with terminal constraints. In addition, we also envision that the viability conditions developed here for inner well-posedness, which depend on tangent cones, can be guaranteed by infinitesimal conditions involving Lyapunov-like functions or barrier functions, using the ideas in [29].
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### A Perturbations of Hybrid Systems

The class of perturbations considered for outer well-posedness ([18, Definition 6.27]) is recalled below.

**Definition 41** (ρ-Perturbation) Given a hybrid system $\mathcal{H} = (\mathcal{C}, \mathcal{F}, \mathcal{D}, G)$ and a function $\rho : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$, the ρ-perturbation of $\mathcal{H}$ is the hybrid system $\mathcal{H}^\rho$ with data $(C^\rho, F^\rho, D^\rho, G^\rho)$, where $C^\rho = \{z : (x + \rho(x)\bar{B}) \cap C \neq \emptyset\}$, $D^\rho = \{x : (x + \rho(x)\bar{B}) \cap D \neq \emptyset\}$, and

$$F^\rho(x) = \text{cl}(\text{con}(F((x + \rho(x)\bar{B}) \cap C) + \rho(x)\bar{B})),$$

$$G^\rho(x) = \{z : z \in y + \rho(y)\bar{B}, y \in G((x + \rho(x)\bar{B}) \cap D)\},$$

for all $x \in \mathbb{R}^n$, where con denotes the convex hull. Moreover, given any $\delta \in (0, 1)$, $\mathcal{H}^{\rho_\delta}$ denotes the ρ-perturbation of $\mathcal{H}$, where $\rho_\delta$ is the function $x \mapsto \delta \rho(x)$.

### B Proof of Theorem 22

We begin by noting that by definition of inner well-posed perturbations, $[C3]$ implies $\text{cl}C \subset \lim\inf_{\delta \to 0} \text{cl}C_\delta$. Hence, by $[C3]$ and $[C5]$, $\text{cl}(C) \cup D \subset \lim\inf_{\delta \to 0} \text{cl}(C_\delta) \cup D_\delta$. In the rest of the proof, we show that the graphical convergence property in $[\delta]$ of Definition 9 holds when the solution $x$ therein has finitely many jumps. Then, using this property, we show that $[\delta]$ holds if $x$ has infinitely many jumps, thanks to Propositions 11 and 12.

#### B.1 The Case of Finite Number of Jumps

Let $x$ be a solution with $J$ jumps, where $J$ is finite. Let $(t_j^i)_{j=1}^J$ be the jump times of $x$ and $t_0 := 0$. For each $j \in \{0, 1, \ldots, J\}$, let $x^j$ be the restriction of $x$ to the set of $(s, i) \in \text{dom} x$ with $s + i \leq t_j + j$, and let $x^{j+1} = x$. Since $x$ has finitely many jumps, the proof will rely on an induction argument. That is, given a positive sequence $\{\delta_i\}_{i=0}^\infty$ convergent to zero and a sequence $\{\xi_i\}_{i=0}^\infty$ convergent to $x(0, 0)$, where $\xi_i \in \text{cl}(C_i) \cup D_i$ for every $i \geq 0$, we show that if there is a locally eventually bounded sequence of hybrid arcs $\{x^{j+i}_{k+i}\}_{i=0}^\infty$ graphically convergent to $x^j$ (with each $x^{j+i}_{k+i}$ a solution of $\mathcal{H}^{\delta_i}$ originating from $\xi_i$), then there is a sequence of hybrid arcs $\{x^{j+1}_{k+1}\}_{i=0}^\infty$ graphically convergent to $x^{j+1}$, where each $x^{j+1}_{k+1}$ is a solution of $\mathcal{H}^{\delta_i}$ that is an extension of $x^{j+i}_{k+i}$. Given $j \leq J$, the induction hypothesis also assumes that there exists $\nu \geq 0$ such that the following holds: i) for every $i \geq \nu$, the interval $P := \{(t, i) \in \text{dom} x^j\}$ is trivial (i.e., $x^j$ does not flow after jump $j$); and ii) if $j < J$ or if $j = J$ and $x^{j+1} = x^{j+1}$ (i.e., if $x$ flows after jump $j = J$), $x^{j+1}_{k+1}$ terminates on $\bar{C}_{\delta_i} \cup D_{\delta_i}$ for all $i \geq \nu$. 
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The base case is obvious since $x^0$ is trivial. In particular, one can simply take the sequence of trivial solutions \( \{x^i_t\}_{i=1}^{\infty} \), where each $x^i$ originates from $\xi_i$. Assuming that $x$ is not trivial, note that (C1), (C2) ensure that these solutions terminate on $\bar{C}_\delta \cup D_i$ for large $i$. Now, given $j \leq J$, let $\{x^j_t\}_{i=1}^{\infty}$ be a locally eventually bounded sequence of hybrid arcs that is graphically convergent to $x^1$, where $x^j$ is a solution of $H_\delta$, originating from $\xi_j$ for all $i \geq 0$. Note that there exists $i \geq 0$ such that for every $i \geq i$, dom $x^j_i$ is bounded (see Lemma 2). Pass to this subsequence without relabeling. Without loss of generality, suppose that for each $i \geq 0$, $x^j_i$ has compact domain and let $\xi'_i$ be the terminal point of $x^j_i$. Recall that by the first bullet in Lemma 2, $\lim_{i \to \infty} \xi'_i = (t_j, j)$. To streamline the remainder of the proof, we rely on the following lemma, stated under the assumptions of Theorem 22. It is used to extend $x^j_i$ to $x^j_{i+1}$ for each $i \geq 0$.

**Lemma 42** Given a solution $z$ of $H$ with compact domain, suppose that $z(T, 1) \in \bar{C} \cup D$ and there exists no $\varepsilon > 0$ such that $(T - \varepsilon, 1) \in$ dom $z$, where $(T, 1)$ is the terminal time of $z$. Let $\{\xi_i\}_{i=1}^{\infty}$ be a positive sequence convergent to zero and $\{\xi'_i\}_{i=1}^{\infty}$ be a sequence convergent to $z(0, 0)$ such that $\xi'_i \in \bar{C} \cup D_i$ for all $i \geq 0$. Then, there exist $i \geq 0$ and a locally eventually bounded sequence of hybrid arcs $\{z_i\}_{i=1}^{\infty}$ graphically convergent to $z$ such that the following holds for all $i \geq i$: $z_i$ is a solution of $H_\delta$, originating from $\xi'_i$ and terminating on $\bar{C}_\delta \cup D_i$, and there exists no $\varepsilon > 0$ such that $(T_i - \varepsilon, 1) \in$ dom $z_i$, where $(T_i, 1)$ is the terminal time of $z_i$.

**Proof.** Let $z'$ be the truncation of $z$ until hybrid time $(T, 0)$. We claim that there exist $i \geq 0$ and a locally eventually bounded sequence of continuous arcs $\{z_i\}_{i=1}^{\infty}$ graphically convergent to $z'$ such that for every $i \geq i$, $z'_i$ is a solution of $H_\delta$, originating from $\xi'_i$ and terminating on $D_i$. Indeed, if $z'$ is nontrivial, then $z(0, 0) \in \bar{C}$, so existence of this sequence is guaranteed by (C4) and (C3). If $z'$ is trivial, then $z(0, 0) \in \bar{D}$ and three cases are of interest. The first case is when $\xi'_i \in \bar{D}$ for large $i$. This is straightforward to handle, as one can select the $z_i'$s to be trivial. The second case is when $\xi'_i \in \bar{C} \cup D_i$ for large $i$. By (C4), this implies that $z(0, 0) \in \bar{C}$, so existence of the sequence is guaranteed by (C3). The third case is the general case, in which $\{\xi'_i\}_{i=1}^{\infty}$ can be partitioned to two (finite) subsequences, say $\{\xi'_i\}_{i=1}^{\infty}$ and $\{\xi''_i\}_{i=1}^{\infty}$, where $\xi'_i \in \bar{C} \cup D_i$ for all $k \geq 0$ and $\xi''_i \in \bar{D}$ for all $l \geq 0$. Consequently, by combining the graphically convergent subsequences corresponding to $\{\xi'_i\}_{i=1}^{\infty}$ and $\{\xi''_i\}_{i=1}^{\infty}$, it is possible to construct $\{z_i\}_{i=1}^{\infty}$.

Now, given the sequence $\{z_i\}_{i=1}^{\infty}$, as a result of Lemma 2, we have that $\lim_{i \to \infty} (T_i, z'_i(T_i, 0)) = (T, 0) = z(T, 0)$, where $T_i$ is the terminal ordinary time of $z'_i$ for all $i \geq 0$. Hence, by (C6) there exists $i \geq 0$ and a sequence $\{z_i\}_{i=1}^{\infty}$, convergent to $z(T, 1)$ such that $z_i \in G(z'_i(T_i, 0)) \cap (\bar{C}_\delta \cup D_i)$ for all $i \geq 0$. Letting, for each $i \geq 0$, $z_i(t, 0) = z'_i(t, 0)$ for all $t \leq T_i$ and $z_i(T_i, 1) = \xi_i$, the proof is complete.

Lemma 42 above allows us to move from induction step $j$ to $j + 1$ if $j < J - 1$. That is, we let $z$ be the solution of $H$ corresponding to $x$ from $(t_j, j)$ to $(t_{j+1}, j + 1)$, construct the sequence $\{z_i\}_{i=1}^{\infty}$ in the lemma. Then, for $i < i$, we let $x^j_{i+1} = x^j_i$, otherwise we extend $x^j_i$ to $x^j_{i+1}$ by concatenating it with $z_i$. It is then straightforward to show that the sequence $\{x^j_{i+1}\}_{i=0}^{\infty}$ is locally eventually bounded and graphically convergent to $x^{j+1} = x$.

The same arguments apply for passing from step $j = J - 1$ to $J$. The only delicate matter is the possibility that $x^j = x^{j+1}$ (i.e., $J > 0$ and $x$ does not flow after jump $J$, or $J = 0$ and $x$ is trivial), as this implies that $x(t, J) \notin \bar{C}$, and it could also be that $x(t, J) \notin \bar{D}$. In such a situation, the lemma above would need to be modified to account for $z$ that terminates on $\bar{R}^n$ and to allow the $z_i$’s to also terminate on $\bar{R}^n$ using (4) of (C5) (instead of (C6)).

Now, consider the case of $j = J$. If $x^j = x^{j+1}$ (in other words, $x$ does not flow after jump $J$), one can simply take the sequence $\{x^j_{i+1}\}_{i=0}^{\infty}$ to be equal to $\{x^j_i\}_{i=0}^{\infty}$. Otherwise, by the induction hypothesis, the terminal point $\xi_j$ belongs to $\bar{C}_\delta \cup D_i$ for large $i$. Moreover, since $x(t, J) \in \bar{C}$, by (C1) and Lemma 2, there exists $i \geq 0$ such that $\xi'_i \in \bar{C}_\delta \cup \bar{C}$ for all $i \geq 0$. Similar to before, let $z$ be the solution of $H$ corresponding to $x$ from $(t, J)$ to $(t_{j+1}, J)$. By (C3) there exists a locally eventually bounded sequence of continuous arcs $\{z_i\}_{i=1}^{\infty}$ that is graphically convergent to $z$, and for each $i \geq 0$, $z_i$ is a solution of $(C_{\delta_i}, F_{\delta_i})$. Thus, for each $i \leq i$, we take $x^j_{i+1} = x^j_i$, otherwise, we take $x^j_{i+1}$ as the concatenation of $x^j_i$ with $z_i$. Again, it can be shown that the sequence $\{x^j_{i+1}\}_{i=0}^{\infty}$ is locally eventually bounded and graphically convergent to $x^{j+1} = x$.

**B.2 When the Solution has Infinitely Many Jumps**

We have shown that any solution $x$ with finitely many jumps satisfies (6). The case of solutions with infinitely many jumps follows from Propositions 11 and 12. In particular, if $x$ is a solution with infinitely many jumps, then for every $\tau \geq 0$, the restriction of $x$ to all $(t, j)$ in dom $x$ with $t + j \leq \tau$, denoted $x^{ij}$, satisfies the following property: given a positive sequence $\{\delta_i\}_{i=1}^{\infty}$ convergent to zero and a sequence $\{\xi_i\}_{i=1}^{\infty}$ convergent to $x(0, 0)$ such that $\xi_i \in \bar{C} \cup D_i$ for all $i \geq 0$, for every $i \geq 0$, there exists a solution $x_i$ of $H_{\delta_i}$ originating from $\xi_i$ such that the sequence $\{x_i\}_{i=1}^{\infty}$ is locally eventually bounded and graphically convergent to $x^j$. Then, by Proposition 12 for every $\varepsilon > 0$ and $\tau \geq 0$, there exist $\tau, \delta > 0$ such that for any $\delta \leq \delta$ and $x_0 \in (x(0, 0) + rB) \cap (\bar{C} \cup D)$, there exists a solution $x'$ of $H_{\delta}$ originating from $x_0$.
such that $x^\tau$ and $x'$ (and therefore, $x$ and $x'$) are $(\tau, \varepsilon)$-close. By Proposition \[11\] it follows that $x$ satisfies \[(*)\] completing the proof.

C Proof of Theorem \[28\]

Observe that $cl\ C \subseteq \liminf_{\delta \to 0} cl\ C_\delta \ $by \[P2\] and let $x$ be a solution of $(C, F)$ with closed graph. Given a positive sequence $\{\delta_i\}_{i=0}^\infty$ convergent to zero, let $\{\xi_i\}_{i=0}^\infty$ be a sequence convergent to $x(0)$, where $\xi_i \in C_\delta$ for all $i > 0$. The solution has the property that if $x(t) \in \partial C$ and $F(x(t)) \cap TC(x(t))$ is empty for some $t$, then $t$ must be the terminal ordinary time of $x$ due to Lemma \[24\].

Given $\tau > 0$ such that the set $\Omega := \{x(t) : t \leq \tau\}$ is bounded, let $S$ be a neighborhood of $\Omega$ and without loss of generality, by \[W1\] suppose that there exists $L > 0$ such that for every $\delta > 0$, since $F_\delta$ is an extension of $F$, $F_\delta$ is closed valued and Lipschitz on $S$ with Lipschitz constant $L \geq 0$. Note that due to \[P1\] this property implies that $F_\delta$ is upper semicontinuous on $S$ and has nonempty and compact images on $S$. By \[P3\] and Filippov's theorem (\[6\] Theorem 5.3.1)), for every $\varepsilon > 0$, there exist $\tau, \delta > 0$ such that for any $0 < \delta < \delta'$ and every $x_{\delta'} \in (x(0) + rB) \cap C_\delta$, there exists a solution $x'$ of $(S, F_\delta)$ originating from $x_{\delta'}$ such that $x$ and $x'$ are $(\tau, \varepsilon)$-close—in fact, closeness can be quantified with the sup norm for the solutions and their derivatives: namely $|x(t) - x'(t)| < \varepsilon$ for all $t \leq \tau$ and $|\dot{x}(t) - \dot{x}'(t)| < \varepsilon$ for almost all $t \leq \tau$.\[10\] If such a neighborhood does not exist, given a cover of $\Omega$ coming from \[W1\] one can extract a finite subcover and apply Filippov's theorem repeatedly using the family of extended mappings $F_\delta$ with $\delta \in (0, \delta]$.

C.1 Inner Well-Posedness

We consider two different cases to show that $\{(C_\delta, F_\delta)\}$ is an inner well-posed perturbation of $(C, F)$. We first show that the graphical convergence property required for inner well-posedness holds when the solution under question is bounded or complete, and has an additional tangent cone property. Afterward, we tackle the case where the solution escapes to infinity or fails to satisfy the aforementioned tangent cone condition.

Case I: Suppose that the solution $x$ chosen above is bounded or complete, and has the property that there exists no $t \geq 0$ such that $x(t) \in \partial C$ and $F(x(t)) \cap TC(x(t))$ is empty. If the range of $x$ is contained in the interior of $C$, then the $(\tau, \varepsilon)$-closeness property established above implies that for every $i \geq 0$, there exists a solution $x_i$ of $(C_\delta_i, F_\delta_i)$ originating from $\xi_i$ such that the sequence $\{x_i\}_{i=0}^\infty$ is locally eventually bounded and graphically convergent to $x$ by Proposition \[11\] due to \[P2\].

The same conclusion applies if the range of $x$ intersects the boundary of $C$: pick any $\tau > 0$ and let $K := \{x(t) \in \partial C : t \leq \tau\}$. By \[W2\] without loss of generality, there exists $r > 0$ such that $F(\psi) \subseteq M_{\text{int}} C_\delta(\psi)$ holds for all $\psi \in (K + rB) \cap \partial C_\delta$ and $\delta > 0$. For every $\delta > 0$, there exists $\eta$ such that $\eta \geq \eta > 0$, due to \[P2\]. Take any $\varepsilon \in (0, \min\{|\eta/2, \varepsilon\})$, any $\delta > 0$, and any solution $x'$ of $(S, F_\delta)$ originating from $C_\delta$. Since $x$ and $x'$ are $(\tau, \varepsilon)$-close, then $x'$ is a solution of $(C_\delta, F_\delta)$. To show this, suppose the opposite, which implies that there exists $t' \geq 0$ such that $x'(t') \in \partial C_\delta$, and a sequence $\{t'_i\}_{i=0}^\infty$ convergent to $t'$ such that $t'_0 > t$ and $x(t'_i) \notin C_\delta$. Since $x$ and $x'$ are $(\tau, \varepsilon)$-close and $\varepsilon > \min\{|\eta/2, \varepsilon\}$, $x'(t') \notin K + rB$. However, by \[6\] Theorem 4.3.6) and as a result of the Dubovitsky-Milutin tangent cone condition, every solution $x'$ of $(S, F_\delta)$ from $x(t')$ stays in $C_\delta$ for some nonzero amount of time $\tau$.\[11\] contradicting the existence of the sequence $\{t'_i\}_{i=0}^\infty$. Since $x'$ is a solution of $(C_\delta, F_\delta)$, again, Proposition \[11\] is applicable.

Case II: Now recall that if there exists $t \geq 0$ such that $x(t) \in \partial C$ and $F(x(t)) \cap TC(x(t))$ is empty, $t$ is the terminal ordinary time of the solution $x$ chosen above. Suppose that either $x(T) \in \partial C$ and $F(x(T)) \cap TC(x(T))$ is empty, where $T$ is the terminal ordinary time of $x$, or $x$ has finite escape time $T$. Let $T_k := T_k/(k + 1)$ for every $k \geq 0$ and fix $\varepsilon > 0$. We build the graphically convergent sequence with a recursive procedure:

- For $k = 0$, we take a locally eventually bounded sequence of solutions $\{x^k_i\}_{i=0}^\infty$ (with each $x^k_i$ a solution of $(C_\delta_i, F_\delta_i)$ originating from $\xi_i$) that is graphically convergent to the solution $\eta_0$, where $\eta_0$ corresponds to $x$ from $T_0 = 0$ to $T_1$. Then, for each $i \geq 0$, we let $x^k_i := x^i_0$. Also, we let $i_0 = 0$.
- For $k \geq 1$, we take a locally eventually bounded sequence of solutions $\{x^k_i\}_{i=0}^\infty$ (with each $x^k_i$ a solution of $(C_\delta_i, F_\delta_i)$ originating from the terminal point of $x^k_{i-1}$) that is graphically convergent to the solution $\eta^k$, where $\eta^k$ corresponds to $x$ from $T_k$ to $T_{k+1}$. Then, for each $i \geq k$, we let $x^k_i$ be the extension of $x^k_{i-1}$ with $x^k_{i-1}$. Also, noting that $\{x^k_i\}_{i=0}^\infty$ is locally eventually bounded and converges to the truncation of $x$ up to $T_{k+1}$, by \[15\] Theorem 5.25, we pick some $i_k > i_{k-1}$ such that $x^k_{i_k}$ and the truncation of $x$ up to $T_{k+1}$ are $(T_{k+1}, \varepsilon/k)$-close for all $i \geq i_k$.

Lastly, for each $i \geq 0$, we let $x_i := x^k_{i_k}$, where $k \geq 0$ is
such that \( i_k \leq i < i_{k+1} \).

The limit of the sequence \( \{ \text{dom } x_i \}_{i=0}^{\infty} \) is precisely \([0, T] \). Moreover, the outer and inner graphical limits of the sequence \( \{ x_i \}_{i=0}^{\infty} \) are mappings \( M_{\text{out}} \) and \( M_{\text{in}} \), respectively, with the following properties: the domains of both mappings contain \([0, T] \) and are subsets of \([0, T] \), and the restriction of both mappings to \([0, T] \) is equal to the restriction of \( x \) to \([0, T] \). This can be observed using Lemma 2 by considering truncations of the \( x_i \)'s; that is, given \( t < T \), for each \( i \geq 0 \), we truncate \( x_i \) until some ordinary time \( t_i \) such that \( \{ t_i \}_{i=0}^{\infty} \) tends to \( t \) and analyze the resulting sequence of solutions.

- If the solution \( x \) is bounded, since the inner and outer set limits are always closed, it follows that graphs of \( M_{\text{out}} \) and \( M_{\text{in}} \) contain \((T, x(T)) \). In addition, by construction (in particular, due to \((T_k + \varepsilon/k, \varepsilon/k)\)-closeness), \( \{ x_i \}_{i=0}^{\infty} \) is locally eventually bounded and \( M_{\text{out}} \) (and therefore \( M_{\text{in}} \)) is single valued at \( T \). Hence, the graphical limit is precisely \( x \).

- On the other hand, if \( x \) has finite escape time, \( \{ x_i \}_{i=0}^{\infty} \) is not locally bounded, as the converse contradicts the fact that \( x \) is unbounded. To show that the graphical limit leads to a set-valued mapping \( M \) that is an extension of \( x \), note that by construction, \( M_{\text{out}}(T) = M_{\text{in}}(T) = \emptyset \): assume \( M_{\text{out}}(T) \) nonempty, and without loss of generality, take a sequence \( \{ t_i \}_{i=0}^{\infty} \) convergent to \( T \) such that \( \{ x_i(t_i) \}_{i=0}^{\infty} \) is convergent.

C.2 Inner Well-Posedness with Terminal Constraints

Let \( x \) be a solution of \((C, F) \) terminating on \( D \), with terminal ordinary time \( T \). Three cases are of interest.

Case I: If \( x(T) \in \text{int } D \), then the graphical convergence property for \( x \) holds without any additional conditions by (C3) and Lemma 2 as a result of (P4).

Case II: Suppose \( x(T) \in \text{int } (C) \cap \partial (D) \). If there exist \( r, \delta > 0 \) such that \( x(T) + rB \subset D \) for all \( \delta \leq \delta \) (see (W3)), the graphical convergence property for \( x \) holds without any additional conditions by (C3) and Lemma 2. Otherwise, if \( F(x(T)) \cap M_{\text{int } D}(x(T)) \) is nonempty and \( F \) is closed valued and Lipschitz on a neighborhood of \( x(T) \) by (W3) we extend \( x \) to another solution, say \( x' \), such that \( x'(t) \in \text{int } (C) \cap \text{int } (D) \) for all \( t \in (T, T') \)—this is possible by Lemma 25 where \( T' > T \) is the terminal ordinary time of \( x' \). For every \( i \geq 0 \), let \( \tilde{x}_i \) be a solution of \((C_\delta, F_\delta) \) originating from \( \xi_i \), such that the sequence \( \{ \tilde{x}_i \}_{i=0}^{\infty} \) is locally eventually bounded and graphically convergent to \( x' \). Note that there exists \( i \geq 0 \) such that for every \( i \geq i \), \( \tilde{x}_i \) terminates on \( \{ \text{int } (C) \cap \text{int } (D) \} \subset D_\delta \), at terminal ordinary time \( T_i > T \), by (P4). For each \( i \geq i \), pick \( T_i \in [T, T_i] \) with \( \tilde{x}_i(T_i) \in D_\delta \) such that the sequence \( \{ T_i \}_{i=0}^{\infty} \) tends to \( T \), and let \( x_i \) be the truncation of \( \tilde{x}_i \) until ordinary time \( T_i \). Existence of such \( \{ T_i \}_{i=0}^{\infty} \) is due to the set limit being closed: local boundedness and graphical convergence of \( \{ \tilde{x}_i \}_{i=0}^{\infty} \) implies that \( \lim_{i \to \infty} \tilde{x}_i \supset [T, T] \), where \( T_i := \{ t \in [T, T_i] : \tilde{x}_i(t) \in D_\delta \} \), due to (P4) and the fact that \( x'(t) \in \text{int } D \) for all \( t \in (T, T') \). Hence \( \{ x_i \}_{i=0}^{\infty} \) is graphically convergent to \( x \).

Case III: Finally, suppose that \( x(T) \in \partial(C) \cap \partial(D) \). If there exist \( r, \delta > 0 \) such that \( (x(T) + rB) \cap C_\delta \subset D_\delta \) for all \( \delta \leq \delta \), we take a locally eventually bounded sequence \( \{ x_i \}_{i=0}^{\infty} \) graphically convergent to \( x \), where each \( x_i \) is a solution of \((C_\delta, F_\delta) \) originating from \( \xi_i \). Then, \( x_i \) terminates on \( D_\delta \) for large enough \( i \). If \( F(x(T)) \cap M_{\text{int } (C) \cap \text{int } (D)}(x(T)) \) is nonempty, then \( x \) can be extended to a solution \( x' \) such that \( x'(t) \in \text{int } (C) \cap \text{int } (D) \) for all \( t \geq T \), as in Case II. The fact that \( x' \) stays in \( \text{int } (C) \cap \text{int } (D) \) is due to the Dubovitsky-Milinut tangent cone condition in (W4) and the invariance property outlined in [6, Theorem 4.3.6]. The locally eventually bounded graphically convergent sequence is then constructed as in Case II, in the same manner.

Otherwise, if \( F(x(T)) \cap \text{To } (x(T)) \) is empty, due to either of the regularity properties of \( F \) in (W4), \( x \) can be extended as in Case II to another function with compact domain. However, this time, the extension \( x' \) is not a solution of \((C, F) \), and there exists a positive sequence \( \{ s_i \}_{i=0}^{\infty} \) convergent to zero such that \( x'(T + s_i) \notin C \) for all \( i \geq 0 \), due to the tangent cone condition \( F(x(T)) \cap \text{To } (x(T)) = \emptyset \) (this precludes existence of solutions from \( x(T) \) by Lemma 24). We use similar arguments as before. We first note that due to (W4), Filipov’s theorem ([6, Theorem 5.3.1]) is again applicable, this time for the extended solution \( x' \). This implies that there exists a locally eventually bounded sequence of continuous arcs \( \{ \tilde{x}_i \}_{i=0}^{\infty} \) graphically convergent to \( x' \), where for each \( i \geq 0 \), \( \tilde{x}_i \) is an extension of a solution \( x\prime_i \) of \((C_\delta, F_\delta) \) originating from \( \xi_i \), and the sequence \( \{ x\prime_i \}_{i=0}^{\infty} \) converges to \( x \). For each \( i \geq 0 \), let \( T_i \) be the terminal time of \( x\prime_i \), and pick \( T_i \geq T_i \) such that the following hold: 1) \( \tilde{x}_i(t) \in C_\delta \) for all \( t < T_i \), 2) \( \tilde{x}_i(T_i) \in C_\delta \cap \text{int } C \), and 3) the sequence \( \{ T_i \}_{i=0}^{\infty} \) converges to \( T \). Given \( i \geq 0 \), let \( x_i \) be the truncation of \( \tilde{x}_i \) until ordinary time \( T_i \). As in the case \( x(T) \in \text{int } (C) \cap \partial (D) \), the sequence \( \{ x_i \}_{i=0}^{\infty} \) is graphically convergent to \( x \) and by Lemma 2 there exists \( i \geq 0 \) such that \( \{ x_i(T_i, 0) \}_{i=0}^{\infty} \) tends to \( x(T, 0) \) and \( x_i(T_i, 0) \in D_\delta \) for all \( i \geq i \).