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Abstract: Natural language processing (NLP) aims to design and build software that will analyze, understand and generate languages that humans use naturally. Machine translation is a very important application in natural language processing. Universal Networking Language (UNL) is an intermediary which exchanges the knowledge from a natural language to allow the access of its content through different languages. In this proposed work, the development of an enconverter (analyzer) process is done in order to overcome language barriers from Tamil sentence to UNL format. The grammar teaching tools like character analyzer for analyzing character, morphological analyzer and verb conjugator for the word level analysis, Parts of speech (POS) tagger, chunker and dependency parser for the sentence level analysis will be developed using machine learning based technology. The purpose is to enconvert the Tamil sentence to UNL format so that it can be easily translated to any other targeted natural languages.

Index Terms: Natural language processing (NLP), Universal Networking Language (UNL), enconverter and Tamil sentence.

I. INTRODUCTION

Natural language processing (NLP) aims to design and build software that will analyze, understand and generate languages that humans use naturally. Machine translation is a very important application in natural language processing. It is a field of computer science, artificial intelligence and linguistics and is an area of research and application that analyze how computers are used for understanding and manipulating natural language text or speech to achieve the desired tasks. NLP is concerned with the interactions between computers and human (natural) languages and it is related to the area of human-computer interaction. Major tasks in NLP involves Automatic Summarization, Coreference Resolution, Discourse Analysis, Machine Translation, Morphological Segmentation, Named Entity Recognition, Natural language generation, Natural language understanding, Parts of speech tagging, Parsing, Question answering, Relationship extraction, Sentence breaking, Sentiment analysis, Speech recognition, Information retrieval, Information extraction, Speech processing and it goes on. Challenges in natural language processing frequently involve speech recognition, natural language understanding, and natural language generation.

II. LITERATURE SURVEY

Balaji et al. [1] encompassed Morpho-Semantic Features for Rule-based Tamil Enconversion. The rich morphology of Tamil enables the enconversion process to be based on morpho-semantic features of the words and their preceding and succeeding context. UNL graphs are used to build a conceptual level index. N.Vignesh et al. [2] introduced automatic question Generator in Tamil which finds application in generating optimal questions which aids better understanding of structural and grammatical aspects of a language. This same technique can be applied to other languages only varying the basic blocks of grammar for the corresponding language. Ananthi Sheshasayye et al. [3] achieved predominant role in machine translation of larger vocabulary tasks. Achieving this goal is not an easy task especially when it comes to languages like Tamil which are agglutinative in nature. Deep analysis is needed at the word level to confine the correct meaning of the word from its morphemes and categories. Language Dependent Features for UNL-Malayalam Deconversion proposed by Biji Nair et al. [4].This system was efficient in generating syntactically unambiguous and semantically equivalent target sentence for the UNL source sentences. Further refinement of the mapping can be done for automating the production of generation rules rather that manual rule generation. Nawab Y. Ali et al. [5] developed UNL-Based Machine Translation Scheme for Bangla Locative Case Constructs. It analyzed various types of Bangla locative case sentences in favor of UNL structure considering the lexicon and UNL relations they create. S. Lushanthan et al. [6] developed Morphological Analyzer and Generator for Tamil Language. It illustrates how the lexicon and the orthographic rules of Tamil language had been written as regular expressions using only finite state operations and how this approach had been implemented to develop a morphological generator/analyzer. Athira.K [7] proposed UNL Enconversion framework for Machine Translation which presents the building of a language independent enconversion framework of UNL. UNL framework is tested for Malayalam and English languages. In these languages the dependencies that generated between the concepts are suitable for unambiguously determining the UNL relations occurring between them. In this, enconverter handles only simple sentences.
M. F. Mridha et al. [8] composed Design and Implementation of an Efficient Enconverter for Bangla Language. It highlights the enconversion analyzing rules for the enconverter and indicates its usage in generating UNL expressions. The Bangla enconverter processes the given input sentence from left to right. It uses two types of windows namely, analysis window and condition window in the processing. Morphological Analyzer for Classical Tamil Text: A Rule-Based Approach developed by R. Aklilan et al. [9] The rule based approach produce the best accuracy of tagged corpus in Classical Tamil texts, based on the 93 rules have been implemented in this analyzer. For the testing and evaluation process 3257 words have been taken as input of the morphological analyzer, it produces the result of 270 words are analyzed correctly 359 (11%) of words are analyzed wrongly and 194 (6%) of words are un-analyzed. Imane Taghablout et al. [10] designed Amazigh verb in the Universal Networking Language. It focuses on morphological analysis and semantic information of Amazigh verbs, with the aim to incorporate them into the Amazigh UNL dictionary. Translation Challenges and Universal Networking Language investigated by Baljeet Kaur Dhindsa et al [11].Universal Networking Language (UNL) based on Interlingua approach used especially for translation among multiple languages because it requires knowledge of UNL and of the language which user wants UNL to support. It has the advantage of saving time and money as it is faster and has high throughput as compared to that by human translator. Data Extraction from Natural Language Using UNL completed by Aloke Kumar Saha et al. [12]. It paves way to introduce a unique technique on data extraction – providing the user with exactly what is asked without any mimicry of unsolicited data.

III. UNIVERSAL NETWORKING LANGUAGE

The Universal Networking Language (UNL) is an electronic language in the form of a semantic network for computers to express and exchange every kind of information. This language is assumed to express meanings in the same standardized way as HTML presents its layout. The UNL represents information, i.e. meaning, sentence by sentence. Sentence information is represented as a hyper-graph having Universal Words (UWs) as nodes and relations as arcs. This hyper-graph is also represented by a set of directed binary relations, each between two of the UWs present in the sentence. The UNL expresses information classifying objectivity and subjectivity. Objectivity is expressed using UWs and relations. Subjectivity is expressed using attributes by attaching them to UWs. Nodes, or Universal Words (UWs) are words loaned from English and disambiguated by their positioning in a knowledge base (KB) of conceptual hierarchies. Function words, such as determiners and auxiliaries are represented in the form of attributes to UWs, provided that these function words contribute to the meaning.

IV. PROPOSED WORK

A process called “Enconversion” which involves various steps like Parts-of-Speech Tagging, Parts-of-Speech Parsing, Entity Identification, Relation identification, building Dictionary, Generation rules. Later on splitting, tokenizing, POS tagging, Chunking process is carried out. Enconverter generates UNL expressions from sentences (or lists of words of sentences) of a Tamil language by applying enconversion rules. The input is given as a Tamil sentence. Enconverter applies enconversion rules to the Node-list. Finally the UNL representation is produced as output. The process of converting a source language (natural language) expression into the UNL expression is referred to as enconversion. Enconversion process involves POS tagging, parsing, Entity Identification, construction of dictionary and rules to produce UNL representation.

Fig 4.1 Proposed Work Architecture

POS tagging and parsing process is carried out by Stanford Parser. A natural language parser is a program that works out the grammatical structure of sentences, for instance, which groups of words go together as "phrases" and which words are the subjects or object of a verb. The Tamil sentence is given as the input text. After the formation of a text, the words can be separated. Then, the morphological analysis is done with the help of Dictionary. POS tagger and chunker are used to obtain the UNL representation. The final UNL enconversion output is obtained to easily translate any targeted natural languages. The Fig 4.1 shows the Proposed Work Architecture.
A. Morphological Analyzer

Morphology is the part of linguistics that deals with the study of words, their internal structure and partially their meanings. Morphological Analysis is the process of providing grammatical information of a word given its suffix. A morphological analyzer is a program for analyzing the morphology of an input word, it detects morphemes of any word. Morphological analysis is the process of segmenting a given word into a sequence of morphemes. The output obtained in this process is also an irregular English sentence but tense of the sentence is to be checked. It will split the sentence into word by word. After that, it will split each and every word into its corresponding root word and its morpheme components. This process can be done by the means of complex words. If suppose the word is simple, it cannot be able to split means it will directly translate into English words with the help of dictionary. The complex sentence splitter from the Tamil language can also be translated into English and based on the tense it can be translated into corresponding English words. With the help of Morphological analysis for Tamil sentence, the input can be splitter and with the Tamil to English Dictionary Tamil to English words are to be retrieved. After translation it can be able to check the tense of the input based on the tense. The corresponding English words are to be written.

A morphological analyzer is a computational tool to analyze word forms into their roots and functional elements. Tamil is one of the Dravidian languages and as such has an agglutinative grammar. It requires deep analysis at the word level to capture the correct meaning of the word from its morphemes and categories. Generally in Tamil language inflections to the root word are post propositional eventually it takes few thousand inflected form of words. Morphological analysis consists of the identification of parts of the words, or more technically, constituents of the words. This method used for analysis makes use of a stem dictionary (for identifying a valid stem), a suffix dictionary containing all possible suffixes that nouns/verbs in the language can have (to identify a valid suffix), morphotactic rules and morphophonemic rules. Morphological analyser is built in used in a way to provide a language independent framework which helps other similar languages also to work by altering the language dependent module. Tamil dictionary is collected and embedded as Btree structure.

B. Pos Tagger

The Part of speech (POS) tagging is the process of labeling a part of speech or other lexical class marker to each and every word in a sentence. It is similar to the process of tokenization for computer languages. Labelling words for POS can be done by dictionary lookup and/or some sort of process. Identifying POS can be seen as a prerequisite to parsing, and/or a result of morphological analysis in its own right. POS tagging is considered as an important process in speech recognition, natural language parsing, information retrieval and machine translation. Tamil being a Dravidian language has a very rich morphological structure which is agglutinative. Tamil words are made up of lexical roots followed by one or more affixes. So tagging a word in a language like Tamil is very complex. The main challenges in Tamil POS tagging are solving the complexity and ambiguity of words. For example, the words are assigned in the grammatical category
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C. Chunker

A subsequent step after tagging focuses on the identification of basic structural relations between groups of words. This is usually referred to as phrase chunking.

a) Input: Word sequence and POS tags
b) Output: A single best Chunk Tag for each word along with its POS tag.

1) A “chunk” is a continuous non-overlapping sequence of words
2) Chunker finds such sequences, often using tagged text as input
3) Chunk rules can be as simple as regular expressions
4) Chunkers can allow embedding, but typically only to a shallow level
5) Tamil being an agglutinative language have a complex morphological and syntactical structure.
6) It is a relatively free word order language but in the phrasal and clausal construction it behaves like a fixed word order language.
For example, Chunk Tags are assigned. The IOB tags are used to indicate the boundaries for each chunk:

- **B** – the current word is the beginning of a chunk, which may be followed by another chunk.
- **O** - indicates the boundary of the sentence.
- **I** – the current word is inside a chunk.

B-NP  B-NP  I-NP  B-NP  I-NP  B-VP

D. **Tamil to English Dictionary**

By using Tamil to English Dictionary the Chunked Tamil sentence is translated to English sentence and then UNL representation is done using the UNL Relations and UNL Attributes. Transliteration is the process of transferring a word from the alphabet of one language to another. Transliteration helps people pronounce words and names in foreign languages. A translation tells the meaning of words in another language. For example, Tamil sentence is translated to English sentence.

Six feet tall bell is in the temple.

E. **UNL Representation**

UNL vocabulary consists of Universal Words, Relations and Attributes.

1) **Universal Words (UWs):** Labels that represent word meanings.

2) **Relation Labels:** Tags that represent the relationship between Universal Words.

3) **Attribute Labels:** represent the further definition or additional information, which appears in the sentence.

Binary relations are the building blocks of UNL expressions. They are made up of a relation and two UWs. There are two forms for expressing the UNL expressions, one is the table form and the other is the list form. The table form of a UNL expression is more readable than the list form, but the list form of a UNL expression is more compact than the table form. Any component, such as a word, phrase or title and a sentence of a natural language can be represented with UNL expressions. A UNL expression therefore consists of a UW or a set of binary relations. In UNL documents, a UNL expression for a sentence is enclosed by the tags {unl} and {/unl}.

Example: Six feet tall bell is in the temple.

[S]
[W]
Six (icl>qua).@generic:0 feet(icl>ben).@generic:1 tall(icl>man). @generic:2
bell(icl>ins). @generic:3
temple(icl>plc>. @generic:4

After the analysing process, the words get separated. The separation of input words are shown in Fig 5.3. The splitting of words taken place in the output. It splits the verb, tense, etc., and it also shows the working of morphological Analyzer. The Fig 5.4 shows the different types of tags. Tags used are English_abbreviated, English_expanded, Tamil_abbreviated and Tamil_expanded. It also use the dictionary. The different types of tags are marked in this snapshot.

1 man 2
2 ins 3
3 plc 4
{/R}
{/UNL}

Here *qua* (quantity), *ben* (beneficiary), *man* (manner), *ins* (instrument) and *plc* (place) are the UNL relations. These UWs have restrictions mentioned in parentheses for the purpose of denoting a unique sense.
V. EXPERIMENTAL RESULTS

The Fig 5.1 shows the input. The input text is given in type of a box. The output forms after the input text is given. The Fig 5.2 forms the output.

Fig 5.1 Input

Fig 5.2 Output

Fig 5.3 Word separate & Analysing Process
Part-of-speech (POS) tagging, also called grammatical tagging, is the process of assigning POS tags to each and every word in a sentence. It is like assigning the grammatical category such as Noun, Verb, Adjective, Adverb etc. It is shown in Fig 5.5

1) Input: a string of words (sentence)
2) Output: a single best tag for each word (POS Tagged sentence)

A subsequent step after tagging focuses on the identification of basic structural relations between groups of words. This is usually referred to as phrase chunking. It is shown in Fig 5.6

1) Input: Word sequence and POS tags
2) Output: A single best Chunk Tag for each word along with its POS tag.
The Fig 5.7 shows the dictionary database which converts Tamil to English dictionary. The Fig 5.8 shows the translation with single Tamil word to different English words. The Fig 5.9 shows the transliteration.
VI. CONCLUSION AND FUTURE IMPROVEMENT

A language independent framework for UNL has been developed, implemented and tested. A tool for Morphological Analyzer is created. Thus, the proposed work has been completed by using enconversion and morphological analysis with the help of universal networking language. Firstly, the input is given as a Tamil sentence. After the splitting of words, the morphological analysis is done. The future work can be further processed by parsing, summarization and also done using different rich techniques. Since the language is morphological rich and are agglutinative in nature building as an accurate system for the Tamil language is a challenging task. Challenges in natural language processing frequently involve speech recognition, natural language understanding, and natural language generation. Finally, the formation of enconversion output can be easily translated to any other targeted languages.
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