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Abstract—To make advanced learning machines such as Deep Neural Networks (DNNs) more transparent in decision making, explainable AI (XAI) aims to provide interpretations of DNNs’ predictions. These interpretations are usually given in the form of heatmaps, each one illustrating relevant patterns regarding the prediction for a given instance. Bayesian approaches such as Bayesian Neural Networks (BNNs) so far have a limited form of transparency (model transparency) already built-in through their prior weight distribution, but notoriously, they lack explanations of their predictions for given instances. In this work, we bring together these two perspectives of transparency into a holistic explanation framework for explaining BNNs. Within the Bayesian framework, the network weights follow a probability distribution. Hence, the standard (deterministic) prediction strategy of DNNs extends in BNNs to a predictive distribution, and thus the standard explanation extends to an explanation distribution. Exploiting this view, we uncover that BNNs implicitly employ multiple heterogeneous prediction strategies. While some of these are inherited from standard DNNs, others are revealed to us by considering the inherent uncertainty in BNNs. Our quantitative and qualitative experiments on toy/benchmark data and real-world data from pathology show that the proposed approach of explaining BNNs can lead to more effective and insightful explanations.

Index Terms—Explainable AI, Bayesian Neural Networks, Deep Neural Networks, LRP.

I. INTRODUCTION

DeEP Neural Networks (DNNs) have achieved significant success over the years, helping to advance Artificial Intelligence (AI). Driven by the exponential growth in available data and computational resources, DNNs achieve state-of-the-art results across various fields of Machine Learning (ML), such as Computer Vision (CV) [11], [12], [13]. Natural Language Processing (NLP) [4], [5], [6], [7] and Reinforcement Learning (RL) [8], [9], [10]. Although current Deep Learning research is still far away from achieving general Artificial Intelligence [11], there are already specific domains where DNNs could surpass human performance, such as gaming or image recognition tasks [12], [13], [14], [10]. DNNs accomplish such high performance by learning mappings from raw data to meaningful representations.

With the increasing complexity of modern Neural Networks [15], it is a difficult task to explain what particular features do influence the prediction. Therefore, DNNs have often been considered as ‘black-box’ [16], [17]. However, especially in security-critical applications (such as autonomous driving or personalized medicine), transparency of the decision-making model is mandatory and therefore the network’s inability to explain its predictions restricts the applicability of ML systems. Indeed, despite showing great performance in test environments, DNNs have not yet reached universal acceptance in the above-mentioned areas [18].

Recently, the field of Explainable AI (XAI) has emerged to address these concerns (see e.g. [19]). XAI aims to develop and study methodologies for explaining the predictions made by advanced learning machines such as DNNs. Recent advances in XAI have led to a variety of novel methods [20], [21], [22]. These can be grouped into global and local explanation methods. While global explanation methods interpret the decision making of DNNs across a population (e.g. by visualizing the ‘prototypical’ cases [23], [24], [25] or by detecting semantic elements [16], [26]), local explanations provide interpretations of the prediction for a particular data example by attributing relevances to the input features [27], [28], [29], [30], [31], [32], [27], [33], [34], [35], [36], [37], [38].

Most of the explanation methods, local and global ones, are developed for DNNs trained in a maximum-a-posteriori (MAP) setting, where the DNN weights are point estimates. In contrast, Bayesian Neural Networks (BNNs) learn a distribution of the network weights, which induces also a distribution on the prediction. For a better intuition on the advantage in explainability of a BNN over a DNN, let us consider the example image shown in Figure 1. Shown on the left is a histopathological image [39], [40] taken from a cancer patient (see e.g. [41], [42], [43]). From this image, smaller patches are extracted and fed into a DNN, trained to classify patches into cancer or non-cancer. In the center of Figure 1, we show the prediction score of a regular (non-Bayesian) DNN for the class cancer. While these scores are usually normalized with a softmax function, these scores do not represent actual probabilities [44] — The DNN provides no information on how certain or uncertain the patches’ relevances are the prediction. This additional information is provided by BNNs (shown on the right), e.g. in the form of the variances shown.
Fig. 1: Illustrating practical benefits of BNNs over regular DNNs. Left: A whole slide image from a cancer patient, divided into smaller patches. Center: The prediction accuracy for the class cancer of a standard DNN (which is identical to the mean prediction of a corresponding BNN using Laplace approximation). Right: Compared with a standard DNN, the BNN gives us additional information, in the form of uncertainties about the respective patch predictions. The Green (red) color here indicates a high (low) level of certainty.

We observe that there are distinct regions where the model is significantly more certain about a patch showing cancer cells (highlighted in blue colors) than in other regions (highlighted in green, with red referring to the most uncertain regions).

Thus, the BNN can not only provide predictions but also evaluate their faithfulness. On the other hand, BNNs are—as regular DNNs—black boxes not yielding explanations out of the box (e.g., in the form of heatmaps).

The present work contributes to closing this gap. We provide a method for explaining BNNs. It translates uncertainty information of a BNN into feature relevance uncertainties (in the input space), thus yielding an explanation with error bars (uncertainty heatmaps) or more general quantile heatmaps. Our model is even applicable to regular DNNs (e.g., CNNs) trained in a non-Bayesian fashion, which can first be translated into BNNs (e.g., using MC dropout [45] or Laplace approximation [46], [47]), and then explained using our proposed method. Thus our approach can enrich the explanation of regular DNNs by additional uncertainty information.

To illustrate this advantage, consider again the medical task illustrated in Fig 1. The first step towards transparency of the shown model is assigning the input features with relevance scores; this is what explanation methods of regular DNNs do. It helps to identify the areas in the image that were relevant for the prediction. Our BNN explanation would additionally provide information on regions where the method is confident about the relevance scores. This may enable an expert to faster identify the most significant cancer areas in an image. On the other hand, the expert might want to look specifically into areas of low confidence to resolve this low confidence by contributing with human expert knowledge to cancer image evaluation. Hence, by determining the level of certainty required by a particular case or by visualizing multiple levels of certainty at once in an explanation, our method can lead to additional insight into the underlying prediction strategy of a model.

In this work, we will propose and investigate different techniques for explaining the decision-making process of (deep) BNNs. Our suggested approaches are method-agnostic, i.e. they can build on any arbitrary explanation method for regular (non-Bayesian) DNNs, which is transformed into a local attribution method for BNNs. The proposed method can be combined with any (approximate) inference procedure of BNNs. In computational experiments, our approach interestingly revealed that BNNs implicitly employ multiple heterogeneous prediction strategies. The reason is that BNNs exhibit numerous modes, and approximately one can think of a mode as a prototypical prediction strategy. In contrast, in a standard non-Bayesian DNN, the prediction is deterministic and thus cannot extract multi-modal explanations. With our proposed method, we are now able to visualize the different modes thus revealing the intrinsic multi-modality in the decision-making of BNNs (and by association: DNNs). For practical purposes and to enable the reader to replicate our results we publish our source code.

In the following we summarize the main contributions of this work:

- We provide a theoretical justification along with a detailed practical explanation for usage of the Mean Explanation as the most simplistic option to explain the decision-making process of a BNN.
- We propose a new method called UAI: Union and Intersection Explanation—a practical approach that is capable of translating the uncertainty information of a BNN’s prediction into input feature uncertainty, thus enriching the XAI explanations with (un)certainty information.
- We investigate the multi-modality and variability of the decision-making process of BNNs by clustering sampled explanations.
- Generality: We observe that local attribution of regular (non-Bayesian) DNNs can be enhanced by Bayesianization procedure: approximating posterior distribution around mode weights.

1The code will be made available on github.
II. BACKGROUND AND RELATED WORK

This section provides a comprehensive overview of BNNs and well established local explanation methods.

A. Bayesian Neural Networks

From a statistical perspective, standard DNNs are usually trained using maximum a-posteriori (MAP) optimization \[45\]:

\[
\hat{W} = \arg\max_W p(W \mid D_{tr}),
\]

\[
= \arg\max_W p(D_{tr} \mid W) + \log p(W),
\]

which reduces to the maximum likelihood estimation when the prior distribution \(p(W)\) is flat. The most commonly used loss functions and regularizers fit into this framework, such as categorical cross-entropy for classification or mean squared error for regression. Although this procedure is efficient since the networks only learn a fixed set of weights, it does not provide uncertainty information about the learned weights and subsequently on the prediction. In contrast, Bayesian neural networks (BNNs) estimate the posterior distribution of weights, and thus, provide uncertainty information on the prediction, which can provide confidence information on predictions. Particularly, in critical real-world applications of deep learning—for instance, medicine \[42\], \[49\], \[41\] and autonomous driving \[50\], \[51\]—where predictions need to be highly precise and wrong predictions could easily be fatal, the availability of prediction uncertainties can be of fundamental advantage.

Let \(f_W : \mathbb{R}^d \rightarrow \mathbb{R}^k\) be a feed-forward neural network with the weight parameter \(W \in W\). Given a training dataset \(D_{tr} = \{x_n, y_n\}_{n=1}^N\), Bayesian learning (approximately) learns the posterior distribution

\[
p(W \mid D_{tr}) = \frac{p(D_{tr} \mid W)p(W)}{\int_W p(D_{tr} \mid W)p(W)dW}, \tag{2}
\]

where \(p(W)\) is the prior distribution of the weight parameter. After training, the output for a given test sample \(x\) is predicted by the distribution:

\[
p(y \mid x, D_{tr}) = \int_W p(y \mid f_W(x))p(W \mid D_{tr})dW. \tag{3}
\]

Since the denominator of the posterior, shown in Eq. (2), is intractable for neural networks, numerous approximation methods have been proposed, e.g., Laplace approximation \[47\], Variational Inference \[52\], \[53\], MC dropout \[54\], Variational Dropout \[55\], \[56\], MCMC sampling \[57\], and SWAG \[58\], \[59\]. With these approximation methods, one can now efficiently draw samples from the approximate posterior distribution of the network parameters (Eq. (3)), and compute statistics, e.g., mean and variance, of the prediction for a given data point \(x\). Classical MAP training procedures could also be seen as performing approximate Bayesian inference, using the approximate posterior \(p(W \mid D_{tr}) \approx \delta(W = \hat{W})\), where \(\delta\) is the Dirac delta function.

B. Local attribution methods

Local explanation methods attribute relevance to the input (features) or intermediate nodes \[28\], \[29\], \[30\], \[33\] by using a relevance attribution operation, which we define as follows:

Definition 1 (Relevance Attribution operator): An operator \(T_{x,W}[]\) that maps an output function \(f_W : \mathbb{R}^d \rightarrow \mathbb{R}^k\) to a relevance function \(R : \mathbb{R}^d \rightarrow \mathbb{R}^d\) is called a relevance attribution operator:

\[
R_W(x) = T_{x,W}[f_W](x). \tag{4}
\]

The above definition postulates that the relevance of an input feature/node depends on the input mainly via the output function, although it can have a direct dependence on \(x\) and \(W\).

In this paper, we demonstrate our novel BNN explanation framework mainly using Layer-wise Relevance Propagation (LRP) \[28\] as the base explanation method, however, we would like to stress that our BNN explanation framework can be applied for any existing explanation method.

a) Gradient explanation: The Gradient explanation method, i.e., \(T_{x,W} = \nabla_x\), where \(\nabla_x\) is the weak derivative w.r.t. \(x\), is one of the most basic explanation methods. It visualizes the possible extend of change made by the predictive function in a local neighbourhood around the original datapoint \(x\) \[23\], \[27\], \[60\].

b) LRP: Layer-wise Relevance Propagation \[28\] is a model-aware explanation technique that can be applied for feed-forward neural networks and can be used for different types of inputs, such as images, videos, or text \[61\], \[62\], \[33\], \[43\]. The underlying idea of the LRP algorithm is to use the network weights and the neural activations computed in the forward-pass to propagate the relevant output back through the network until the input layer is reached. This propagation procedure is subject to a conservation rule — analogous to Kirchoff’s conservation laws in electrical circuits \[63\] — in each backpropagation step, the relevances from the output layer are distributed towards the input layer, while the sum of relevances should remain the same. Existing variations of LRP are, e.g., LRP-0, LRP-ε, LRP-γ, and LRP-CMP \[28\], \[65\].

c) Integrated gradients: Integrated Gradients \[64\] is an axiomatic local explanation algorithm that also addresses the “gradient saturation” issue \[65\]. It assigns relevance scores to each feature by approximating the integral of the gradients of the model output with respect to a scaled version of the input. The relevance attribution function, in this case, can be defined as

\[
T_{x,W}[f_W](x) = (\bar{x} - \bar{x}) \odot \int_0^1 \frac{\partial f_W(\tilde{x} + \alpha(\bar{x} - \bar{x}))}{\partial x} d\alpha,
\]

where \(\odot\) denotes the element-wise product, and \(\bar{x}\) is a reference point that represents the absence of a feature in the input.

III. XAI FOR BNNs

Despite the growing interest in Explainable AI, Bayesian Neural Networks (BNN) have so far lacked the attention of the
Fig. 2: Schematic illustration of proposed methods for explaining Bayesian Neural Networks. Given a particular input – a cat image – we sample models from the posterior distribution and collect local explanations. The Union explanation provides a global overview of the features learned by the BNN by combining various modes, whereas the intersection explanation provides the intersection strategy used by the BNN. Explanations can be further clustered to illustrate the main decision-making strategies.

XAI community. Most of the work on the topic of interpreting the BNNs concentrate on uncertainty quantification and visualization: [66] proposes a method to decompose the moment-based predictive uncertainty into two parts: aleatoric and epistemic: in [67] author proposes a model-agnostic method to visualize the contribution of individual features to predictive, epistemic and aleatoric uncertainty [66]. Recently, it has been shown that explanations of DNN can be enhanced by introducing stochasticities to the model weights [68], which, to some extend, lead to explanations similar to the ones using Diagonal or KFAC Laplace approximation. The so-called NoiseGrad method [68] adds multiplicative Gaussian noise to the model weights, which significantly reduces the gradient shattering effect [69] similar to the SmoothGrad method [70].

IV. EXPLAINING BAYESIAN NEURAL NETWORKS

In the following, we consider a neural network $f_W(x)$ and a relevance function $R_W(x)$ (defined in Eq. 10), using an arbitrary explanation method. Note that $R_W(x)$ is a deterministic mapping for a fixed parameter $W$. Therefore, the posterior distribution of parameter $W$ induces a distribution over the relevances, resulting in a distribution over relevance maps. Given the posterior distribution of $W \sim p(W|D_{tr})$, we can define the distribution of relevance as

$$p(R|x, D_{tr}) = \int R_W(x)p(W|D_{tr})dW.$$  (5)

Relevance samples

$$R \sim p(R|x, D_{tr})$$

can be obtained by drawing weights from the posterior distribution:

$$W \sim p(W|D_{tr}).$$

A schematic illustration of the process of obtaining the explanations, as well as a high-level overview of proposed methods could be found in Figure 2. Here, illustrative we can observe that different samples of the network lead to different explanations of the same input image. By applying aggregation strategies, such as the Intersection, Average, and Union strategy, the model behavior can be mapped more profoundly and could thus serve as support for a better comprehensibility for humans.

A. Average Explanation

For some conditions, the average relevance attribution coincides with the relevance attribution of the average prediction, which we state in the following Lemma:

**Lemma 1:** For any explanation method that can be formalized as in Eq. 10 with a linear operator $T_{x,W} = T_x$ that does not depend on $W$, it holds that

$$T_x [E_W [f_W] (x) = E_W [T_x [f_W] (x)] = E_W [R_W (x)].$$  (6)

The claim holds trivially by the linearity assumption. Eq. 5 in the above Lemma holds for some existing explanation methods, including LRP-0, which is known to be expressed as Eq. 10 with $T_x[W] = T_x [f_W] (x) = x \odot \nabla x [f_W] (x)$. One can still rely on Eq. 10 under a slight violation of linearity.
Fig. 3: Visualization of the multi-modality of Absolute gradient explanations of a BNN (here a LeNet network trained with dropout) are shown exemplary for an image of class "Trousers" from the Fashion MNIST dataset. The explanations were clustered by the SpRAy algorithm into 7 clusters, stated on top, and the first row shows the mean explanation for each cluster respectively, where the shape of the trouser is overlayed over the explanation. The second row depicts the t-SNE visualization of the distribution of explanations, where the points of the particular clusters are highlighted. From the mean cluster explanations, we can observe the variability in the decision-making process of the Bayesian Neural Networks — each mode illustrates one decision-making pattern and the number of elements in each cluster indicate the importance of each cluster to the prediction.

Theorem 1: Eq. (6) holds almost everywhere in $x \in \mathbb{R}^d$ for LRP-0 with ReLU networks, gradient explanation, and IG. The proof is given in the Appendix. Theorem 1 states that the explanation of the predictive mean (LHS of Eq.(6)) can be computed by the sample mean of the relevance maps over the posterior distribution (RHS of (6)).

This is beneficial since it is computationally exhausting to explain the approximate mean predictive function directly (this requires to simultaneously store all the parameters along with their computational graphs for each of the samples from the posterior distribution), using the results from Theorem 1 we can now easily explain it by sampling relevance maps, which drastically eases the process.

B. Exploring multi-modality of explanations

As a result of the non-linear network activations, BNNs are known to have multi-modal predictive functions [71]. Different parameters sampled from the posterior distribution can thus yield to noticeable differences in the decision-making process of the network as shown schematically in Figure 2. This, therefore, implies that when using the mean explanation, i.e., one of the simplest aggregation strategies to explain BNNs, we might lose intrinsic information about the variability of the decision-making processes of a BNN.

To investigate the "prime" strategies of the Bayesian learning machine and to decompose the behavior of BNNs into groups of inter-similar strategies, we propose to cluster the sampled explanations. Although our method does not restrict a user in choosing an algorithm for clustering, we propose to use the SpRAy (Spectral Relevance Analysis) clustering method. This method was initially introduced in [34] to solve a similar task — an analysis of the class-wise learned decision strategies of DNN in order to obtain a global view on the class related relevant patterns, which also supports the identification of undesirable behavior, such as clever Hans artifacts (see Section VI-D for more information about clever Hans behavior). Note that SpRAy originally was constructed to investigate the typical traits in the decision-making process over a large collection of relevance maps, that were obtained from different data points from the training dataset. In contrast to the original setting of SpRAy, we now want to exhibit and understand typical as well as atypical behavior in the BNN decision-making process for a single input image.

Once the clustering has been performed, "prime" prediction strategies of the BNN for the given input image can be identified by the cluster-wise average explanations. Moreover, the number of saliency maps in each cluster (normalized by the number of sampled relevance maps) could be considered as the "strength" of each strategy. We could visualize the explanations, clusters, and average cluster strategies in a two-dimensional embedding using a t-SNE plot[72] as shown in Figure 3, where the explanations of the Fashion MNIST [73] input image is mainly divided into seven different clusters, which indicates the patterns of the main modes of the BNN. More practical details about the clustering process could be found in the appendix.

C. Union and Intersection Explanation

Grasping the multimodality of the network through explanations, can be done in several ways. Each relevance attribution map is an explanation for an individual instance of the Bayesian Neural Network. In our work, we observed that differences between instances of BNN are reflected in the multi-modal distribution of explanations. Therefore, to aggregate differences in explanations for Bayesian Neural Networks, we propose a method called UAI: Union and Intersection. The intuitive idea is illustrated in Figure 2. We treat the relevance of a BNN as a random variable that follows Eq.(5).
Given this distribution of relevance maps \( p(R|x, D_{\omega}) \), we capture the uncertainty information of the BNN as follows:

\[
\text{UAI}_\alpha(x) = \mathcal{P}_\alpha [p(R|x, D_{\omega})],
\]

where \( \mathcal{P}_\alpha \) is an operator computing the entry-wise (e.g. pixel-wise in case of images) percentiles. High percentiles \( (\alpha > 0.5) \) correspond to what we introduce as Union explanation – a resulting relevance map consists of an accumulation of features of various relevance maps, i.e., providing information across modes of the BNN by allocating relevance to features that were considered of high importance by at least a small proportion of samples. In contrast to the Union explanation, small percentiles \( (\alpha < 0.5) \) illustrate the intersection of features, where at least 95% of the explanation agree on. For visualisations, we define Union explanations with \( \alpha = 0.95 \) and Intersection explanations with \( \alpha = 0.05 \).

Furthermore, we introduce \( \text{UAI}_+^\alpha \), as the uncertainty information of the BNN relating to positive class attributions only:

\[
\text{UAI}_+^\alpha(x) = \mathcal{F}_\alpha [p(R|x, D_{\omega})],
\]

where \( \mathcal{F}_\alpha \) is an operator computing the entry-wise (pixel-wise) probabilities of relevance attributed to particular pixel being less than some small predefined value \( \epsilon > 0 \). All proposed approaches (Intersection, Average, Union and \( \text{UAI}_+^\alpha \)) are method-agnostic and the resulting LRP-\( \epsilon \) and IG explanations are illustrated in Figure 4 for the case of MC Dropout network.

As scales of various explanation methods differ, in order to set \( \epsilon \) that will threshold significant positive relevances we perform a group normalization: we normalize all positive relevances in all sampled attributions \( R_i \) by the maximum relevance value:

\[
R_i^\epsilon = \frac{R_i}{\max \left( r_i^j \mid r_i^j \in R_i \land i \in [1, N] \land j \in [1, d_i] \right)},
\]

where \( N \) is the number of sampled attributions from the posterior and \( d \) is the number of features of the input. This way, we can set \( \epsilon \) to a small value on the scale of \([0,1]\), such that it will threshold only significant positive relevances. In our visualisations, we set \( \epsilon = 0.05 \) as we empirically observe this value to be the borderline of visual recognition of positive relevances in the attribution map.

V. Evaluation procedure

In the following, we provide the methodology of the qualitative and quantitative evaluation.

A. Qualitative Evaluation

For visual inspection of the results, we normalize the relevance maps with the MinMax transformation \([28]\), that maps positive relevances onto the interval \([0,1]\) and negative ones to \([-1,0]\). Afterwards, the normalized relevance maps are visualized using the ‘seismic’ colormap \([29]\) which attributes red tones to pixels with positive relevances and blue tones to pixels with negative relevances.

B. Quantitative Evaluation

For quantitative evaluation we use the localisation criterion: in the case of the localization criterion, we are interested in measuring the ability of an explanation method to attribute positive relevance to the object of interest. Hence, exemplary, if the prediction of a model is “cat”, we assume that in the given image parts of the object cat are responsible for the prediction and subsequently yield positive relevance attribution by the explanation method. Thus, in order to correctly measure the ability of the method to “find” the object of interest,

https://matplotlib.org/3.1.0/tutorials/colors/colormaps.html
ground-truth segmentations are required \cite{74, 75, 76, 77, 78, 79, 68}. To measure the localization capability of an explanation method, we employ 2 different metrics, Area Under the ROC Curve and Relevance Mass Accuracy \cite{74}.

- **AUC ROC**: For each explanation (e.g., in form of a heatmap), we calculate the area under the receiver operating characteristic in order to measure how closely the areas of greatest relevance of the explanation correspond to the classified object. Note that for computing the AUC value, the pixel-wise ground-truth segmentation of the object serve as the true label information, whereas the relevance information from the explanation serve as the predicted label information.

- **Relevance Mass Accuracy (MA)**: For each explanation, we measure the proportion of the relevance mass that lies on the object in comparison to the total relevance mass:

\[
MA = \frac{\sum_{i \in O} R_i}{\sum_{j \in I} R_j},
\]

where \( I \) is the set containing all features and \( O \subset I \) is a subset of features that are part of the segmented object itself.

While AUC metric can be used both for explanation methods attributing positive and negative values, as well as for methods attributing just positive relevances, for the correct usage of MA we filter only positive relevances from the explanation method.

**C. Baseline**

In our experiments, we compare the proposed UAI explanations with the baseline explanation, which uses the expected value of the weights \( \mathbb{E}[W] \). In practice, this would corresponds to a MAP classifier, e.g., Laplace approximation or MC Dropout, where the mean weights of the model are used for prediction. Hence, we refer to the baseline explanation as the one explaining the standard deterministic model using the mean weights — this allows us to draw conclusions regarding how standard explanation methods can be enhanced by "Bayesianisation".

**VI. EXPERIMENTS**

In the following, we demonstrate the performance of our proposed method both qualitatively and quantitatively.

**A. Experiment on Custom MNIST data**

We evaluate our proposed methods on the Custom MNIST (CMNIST) dataset \cite{68}, where MNIST digits are plotted on a randomly chosen CIFAR background. This ensures that the decision-making basis for the model should rely only on the number and not on the randomly chosen background. Hence, using the available segmentations of the MNIST digits as a ground-truth indicator of the relevant area the evidence should be distributed to, we are able to measure the goodness of the different explanations. To show that our method is applicable to different types of Bayesian Neural Networks and Network Ensembles we analyze three different settings all based on the same standard Lenet architecture \cite{80}. We employ three different Bayesian approximation methods — Deep Ensemble of 100 different networks, trained with a random initialization respectively, Laplace approximation, and MC Dropout (more details about the model architecture and training parameters can be found in the appendix). Figure 5 illustrates the differences of UAI+ explanations between the three Bayesian scenarios. For each of the three described scenarios, we used a test set of 10000 generated images, which was not used during training. For each image, \( N = 100 \) relevances were sampled using the LRP-ε method from the posterior distribution (in the case of a deep ensemble, each relevance came from a different network instance).

The quantitative results of the localization evaluation for all three scenarios are summarized in Table I. From the results, we can observe that the Union method is best-performing in terms of AUC metric, while the Intersection method shows overwhelmingly best results in terms of the Relevance Mass Accuracy metric. From these results we conclude that the Union method indeed is better in visualizing all the information the Bayesian Network has learned about the object, however, comparatively low MA scores of the Union method imply that explanations attribute positive relevance outside of the object of interest. In comparision, the Intersection method has low AUC scores in almost all scenarios, which imply that the Intersection method does not "cover" the object in interest with positive attributions, but high MA scores show high confidence in positive features — if the Intersection method attributes a positive relevance to a feature, it is most likely to lie inside of object of interest.

**B. Experiment on Imagenet**

We demonstrate the usefulness of the proposed method for explaining the decision-making process for a naturally non-Bayesian model that was trained with dropout regularization. We used the broadly applied pre-trained VGG16 network \cite{81}. This network was pre-trained on Imagenet \cite{82} and is naturally non-Bayesian. To access the uncertainty of this naturally non-Bayesian model, we employed MC Dropout \cite{54} during the test phase, which can be always applied when a model’s architecture comprises at least one dropout layer. Furthermore, as relevance attribution function, we used the LRP-CMP rule as explainability method. For the evaluation of the performance of the proposed methods, we randomly choose a small subset of classes from the Imagenet dataset, consisting of 5 classes: "castle", "lemon", "llama", "wine" and "tiger cat". For each class we downloaded\footnote{To download a subset of Imagenet dataset, the following library was used: https://github.com/mf1024/ImageNet-Datasets-Downloader} 1000 random images. The explanation results for the Intersection, Average, Union, and UAI+ explanation for three randomly chosen images are shown in Figure 6.

**C. Experiment on real-world cancer data**

In the following, we perform a binary classification experiment, where the task is to classify histopathological images
The histopathological dataset consists of the 22302 patches of anonymized non-small-cell lung cancer (NSCLC) cases (n=200) from routine diagnostics from the archives of the Institute of Pathology at the Charité University Hospital which had been digitized using a 3DHistech P1000 whole slide scanner. The data had been annotated by board-certified pathologists for 28 different morphological classes ranging into cancer and non-cancer images. Clearly, the domain of diagnostic pathology requires not only accurate and robust predictions, but most importantly, explanations and insights about why an image was classified as cancerous or not by the learning machine (cf. also [41], [42], [43]).

For this experiment, we trained a VGG-16 [81] network with an additional dropout regularization layer applied in the feature extractor part of the network (after the first and third MaxPool layer). The network was trained in a binary classification fashion for detecting the existence of cancer tissue in a histological slide. We trained the network for 100 epochs, using the cross-entropy loss with stochastic gradient descent, where the initial learning rate was set to 0.001. The trained network achieved an accuracy of 86.96% on the provided test dataset and an F1 score of 0.8205. Afterward, we computed the UAI explanations for different test images, which allows us to provide an additional estimate of the explanation uncertainty. Results for three different prototypical cancer images are shown in Figure 7. The original histopathological image is shown in the left column with the black dots representing expert-labeled cancerous cells.

In the right column of Figure 7 the UAI results are plotted over the original image and highlight the relevant parts of the image regarding their importance for the classifier. In the Intersection explanation (second column from the left) we show the regions, in the image where the classifier is most certain about their relevance to the prediction "cancer", and with gray color, features that are absent from the Average explanation are highlighted. Analogous, for Union explanation we highlight features in green, that are attributed positively in the Union explanation, but not in the Average explanation. Thus we can visually observe differences between Intersection, Average, and Union explanations — while Intersection explanations provide a user with more "conservative" explanations, the Union method allows to observe all the features, that were considered with positive evidence towards the class in question. From the quantitative results shown in Table 1, we can observe that the higher the percentile value the larger the AUC score for the localization criteria of the cancerous cells. Note that in the quantitative experiment we used only the images labeled as cancerous, where the annotations of the cancerous areas were available.

In general, the UAI-based heatmaps with different $\alpha$ values can prove particularly useful with respect to different diagnostic applications. Low $\alpha$ value explanations can help to identify tissue regions with the highest likelihood of cancer. High $\alpha$ percentile explanations may then be used for AI-based screening applications, where it is important not to overlook
Fig. 6: Exemplary explanations of three images taken from Imagenet (red/blue indicates positive/negative relevance). Each row corresponds to a particular input image. From left to right: original image, intersection explanation, baseline (average LRP) explanation, and Union explanations, as well as the UAI$^+$ explanation. We observe that the baseline explanation attributes positive relevance to almost the whole cat except the whiskers. The intersection explanation highlights solely the eyes and the nose of the cat as coherent features whereas the union explanation highlights the same features as the baseline explanation but additionally attributes relevance to the whiskers. The explanation of UAI$^+$ provides a holistic representation of the different feature importance regarding the model decision: red=high importance, (orange, grey, light blue)=intermediate importance, and dark blue=low importance.

TABLE II: Localisation results of different Bayesian explanation methods for detecting malignant cancer cells. We observe that the Union explanation with $\alpha = 99$ achieves the best performance in this experiment.

| Method | AUC Score |
|--------|-----------|
| Baseline | 0.6534 ± 0.1705 |
| Average | 0.6635 ± 0.1712 |
| UAI $\alpha = 1$ | 0.5960 ± 0.1733 |
| $\alpha = 5$ | 0.6138 ± 0.1742 |
| $\alpha = 25$ | 0.6536 ± 0.1716 |
| $\alpha = 50$ | 0.6818 ± 0.1711 |
| $\alpha = 75$ | 0.7026 ± 0.1717 |
| $\alpha = 95$ | 0.7179 ± 0.1694 |
| $\alpha = 99$ | **0.7201 ± 0.1680** |

D. Confirming Clever Hans Effect

In the following experiment, we revisit the work of Lapuschkin et al. [76], [34], [35] on the clever Hans effect. A clever Hans strategy denotes a problematic solution strategy that provides the right answer for the wrong reason: the classic example being the one of the horse Hans, which was able to correctly provide answers to simple computation questions while actually not doing math but rather reading its master. A modern machine-learning example is an artifact or a watermark in the data that happens to be present in one class, i.e., there is a random artifactual correlation that the model systematically and erroneously harvests [76], [34]. The following experiment was conducted on the Pascal V oc 2007 dataset, where, as shown in [34] a clever Hans behavior is learned for the class horse (the detailed experiment description can be found in the appendix). The UAI explanations with respect to the class horse are illustrated in Figures 8. We indeed observe the fact that the watermark in the bottom left corner of the image occurs with a high relevance on both images in the 5-th percentile explanation. In other words, 95% of the samples of relevance maps consider this feature to highly contribute to the class “horse”. Given this finding, we can confirm that the clever Hans is really clever, in the sense that the classification is based on the information from even the tiniest occurrence of tumor cells in tissue samples. Therefore, combining UAI analyses with low and high $\alpha$ may provide high sensitivity and simultaneously points the pathologists to regions where the machine is most confident about its decision. This additional information will improve diagnostic speed and also reduce the risk of overlooking crucial information in the diagnostic process.
Fig. 7: Comparison of the explanation results for the cancer experiment. A VGG16 [81] was trained on a set of Haematoxylin-eosin-stained Lung adeno carcinoma (LUAD) as well as on non cancer histological slides. Three original images labeled as cancer, taken from the test set, are shown on the left, overlaid with black dots, which represent the cancer cells annotated by experts. Behind, the various explanations of the model prediction for the class cancer are shown from left to right as intersection, baseline, union, and UAI+ explanation. For reporting only significant positive relevances, we set a threshold at $\varepsilon = 0.05$ and visualize only relevances that surpass this threshold. We highlight by grey and green the additional information gained by our union and intersection approach in comparison to the baseline explanation. In detail, the intersection is highlighting the most certain areas, which are indicated as parts of the original image, whereas the areas that are not certain, and thus not visualized in the intersection explanation are highlighted in grey. In contrast, the union explanation identifies additional information, which was not shown in the baseline explanation and therefore may point out new areas that may be cancerous, which are highlighted in green. The aggregation of the diverse level of feature importance is summarized in the UAI+ explanation shown on the right.

Fig. 8: Exemplary visualization of the clever hans effect for two images, taken from the Pascal Voc 2007 dataset, depicting a horse respectively. UAI explanations help the user to distinguish between random artifacts on the explanations and systematic behaviour of the learning machine. UAI+ allows us to confirm that the clever Hans effect exists with high certainty (red) on the watermark (top) and on the human riding the horse (bottom).
VII. CONCLUDING DISCUSSION

When tackling real-world learning problems, Bayesian models have been helpful to assess the intrinsic uncertainties encountered when predicting. The field of XAI could introduce a further safety layer into the inference process when using neural networks because explanations can contribute to, e.g., unmasking flaws in a model or data set [44]. So far, however, no XAI method for Bayesian Neural Networks was conceived.

In this paper, we have therefore connected the BNN model class (and their inbuilt uncertainty quantification) with XAI by proposing the (to the best of our knowledge) first practical method for explaining BNNs. As demonstrated, our novel technique (called UAI) is applicable to several popular explanation methods.

By appropriately averaging sampled relevance maps, we can obtain an explanation for the expected predictive function. This allows us to shed light on the decision-making process of BNNs: interestingly, UAI allows us to not only inspect the most relevant pixels for a decision but also their (un)certainties. Our method is thus a formidable starting point for obtaining novel insight into the behavior of Bayesian learning models.

We found that, with a high parameter range of \( \alpha \), UAI explains the behavior of the network more informatively, in comparison to a standard mean explanation baseline. By gauging \( \alpha \) users can understand the rationale behind a network: with small parameters of \( \alpha \), we can observe what features are considered to be contributing towards the prediction regardless of the sampled strategy (intersection explanation). With high parameters \( \alpha \), we can understand the features for which at least a small fraction of strategies attribute them with positive relevance (union explanation). Thus, by choosing the parameter \( \alpha \) users can choose between more or less risk-averse explanations, depending on the task objective. The proposed UAI explanation additionally helps to understand and reflect the multiple explanation modes inherent in a Bayesian ensemble (cf. Figure 2).

The computational complexity of UAI is linear in the number of posterior samples. Already as few as 100 samples turned out to be sufficient for a stable assessment of the explanation uncertainty on a coarse grain in our experiments.

Concluding, our UAI framework now enables a wide range of explanation methods to analyze the complex multi-faceted decision-making process of Bayesian Neural Networks. Moreover, this novel possibility of quantifying uncertainties in explanations of trained Neural Networks may become a profound help to mitigate risks in safety-critical applications. Future studies will focus further on clinical decision-making systems.
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APPENDIX
SUPPLEMENTARY MATERIALS
In the following we provide the supplementary material to our paper Explaining Bayesian Neural Networks.

A. Proof of Theorem 1
For LRP-0, it holds that
\[ R_W(x) = T_x[f_W](x), \]
with \( T_x[f_W](x) = x \odot \nabla_x[f_W](x) \). Furthermore, the linearity
\[ T_x[f_1](x) + T_x[f_2](x) = T_x[\tau_1 f_1 + \tau_2 f_2](x) \]
holds for any \( \tau_1, \tau_2 \in \mathbb{R} \) and any weakly differentiable functions \( f_1, f_2 \) except at the non-strongly-differentiable points of \( f_1 \) and \( f_2 \). We will prove, that in this case
\[ T_x[\mathbb{E}_W[f_W]](x) = \mathbb{E}_W[T_x[f_W]](x) \]
holds except for measure zero points.

Let us fix \( x \). If \( f_W \) is strongly differentiable at \( x \) for all \( W \) on the support of its posterior distribution \( q(W) \), linearity of \( T_x \) holds and therefore Eq. (11) holds due to Lemma 1. Let us define \( W_x = \{ W : f_W \text{ is not strongly differentiable at } x \} \), and \( Z = \{ x : \int \delta(W \in W_x)q(W)dW > 0 \} \), where \( \delta(\cdot) \) denotes the Dirac measure. Eq. (11) still holds for \( x \in Z \), because the contribution from the set of non-differentiable models at \( x \) is zero. For any bounded distribution \( q(x) \) in the input space, it holds that \( \int q(x)\int \delta(W \in W_x)q(W)dWdx = \int q(W)\int q(x)\delta(W \in W_x)dxdW = 0 \) due to the weakly differentiable assumption on \( f_W \). This implies that \( Z \) is a measure zero set, which proves the claim for LRP-0.

Similarly, the gradient explanation, as well as IG, can be written as Eq. (10) with an operator \( T_x \) linear on all strongly-differentiable-points, and the same discussion applies to proving the claim.

B. Details of the clustering procedure
For the image classification task we employ the SpRAy algorithm as follows [34]:

1) Relevance maps sampling
A collection \( \{ R_i \}_{i=1}^N \) of relevance maps is sampled from the posterior distribution.

2) Preprocessing of the relevance maps.
All relevance maps are normalized using the MinMax normalization procedure. If needed, all relevance maps should be made uniform in shape and size, for future clustering.

To speed up the clustering process and to produce more robust results we propose to use downsampling methods on the collection of samples. While the user is free to choose any dimensionality reduction method, we propose to use the Average Pooling method in order to achieve visually different strategies in different clusters.

3) Spectral Cluster (SC) analysis on pre-processed relevance maps.

Pre-processed relevance maps are clustered by Spectral Clustering (SC) method. The affinity matrix, which is necessary for SC method, is based on k-nearest-neighborhood relationships. More detailed, the affinity matrix $M = \{m_{ij}\}_{i,j=1,...,N}$ measures the similarity $m_{ij} \geq 0$ between all $N$ samples $R_i$ and $R_j$ of a source dataset and is constructed in the following way:

$$m_{ij} = \begin{cases} 
1 & \text{if } R_i \text{ is among the k nearest neighbors of } R_j \\
0 & \text{else}
\end{cases}$$

Since this rule is asymmetric, the symmetric affinity matrix $M$ is created by taking $m_{ij} = \max(m_{ij}, m_{ji})$. Authors of the original paper highlight that similar clustering results were obtained using the Euclidean distance, with only small differences in the eigenvalue spectra.

The Laplacian $L$ is computed from $M$ as follows:

$$d_i = \sum_j m_{ij},$$

$$D = \text{diag}[d_1, d_2, ..., d_N].$$

$$L = D - M.$$

The Matrix $D$ is a diagonal matrix, which describe the measure of connectivity of a particular sample $i$ with $D$ being a diagonal matrix with entries $d_i$ describing the degree (of connectivity) of a sample $i$.

4) Identification of interesting clusters by eigengap analysis

By performing an eigenvalue decomposition on the Laplacian $L$, eigenvalues $\lambda_1, \lambda_2, ..., \lambda_N$ are obtained. The number of eigenvalues $\lambda_k = 0$ identifies the number of (completely) disjoint clusters within the analyzed set of data.

The final step of SpRAy assigns cluster labels to the data points, which can then be performed using an (arbitrary) clustering method: in our work we use k-means clustering on the $N$ eigenvectors. The number of clusters can be obtained by eigengap analysis [85]: it can be identified by eigenvalues close to zero as opposed to exactly zero, followed by an eigengap — rapid increase in the difference between two eigenvalues in the sequence $|\lambda_{i+1} - \lambda_i|$ [34].

C. Experimental setup

1) CMNIST experiment: For the CMNIST experiment we used a simple convolutional network similar to LeNet [80]. For the Ensemble and for the Laplace scenarios a standard architecture was used, with only a change in number of input channels adjusted to 3-dimensional RGB inputs. For the Dropout scenario, after 2 Average Pooling layers, a 2-d Dropout layer was inserted with a dropout probability set to 0.25. 2 1D Dropout layers were added in the classification part of the network, with the probability of dropout set to 0.5.

All of the networks were trained with a batch size of 32, and with a Stochastic Gradient Descent algorithm, [86] with a learning rate of 0.01 and 0.9 momentum. A learning rate scheduler was used with the number of steps set to 7 and multiplicative parameter $\gamma = 0.1$. For the Ensemble scenario 100 networks were trained for 20 epochs, and for the Laplace and Dropout the number of epochs was set to 100. For the Laplace approximation, KFAC Laplace approximation was used [87], [88], with Laplace regularization hyperparameters (additive and multiplicative) both set to 0.1.

2) Carcinoma experiment: For the Cancer experiment, we employed a standard VGG-16 [60] with additional 2D Dropout layers after each MaxPooling layer, with the probability of dropout set to 0.1 and 2 1D Dropout layers in the classifier part of the network after each activation function with the probability of 0.5. The network was trained with SGD with 0.001 learning rate and 0.9 momentum. torch.optim.lr_scheduler.ReduceLROnPlateau learning rate scheduler was used with the factor of 0.1 and patience of 10.

3) Clever Hans experiment: For the Pascal VOC 2007 multi-label classification experiment, we employed a standard VGG16 network [81], and adjusted the number of output neurons from 1000 to 20, which is the number of different classes in the Pascal VOC 2007 dataset.

We resized each training image, such that the shorter axis has 224 pixels, keeping the aspect ratio unchanged. Then, we randomly cropped the longer axis and obtained square images with size 224×224. We trained the network for 60 epochs, by minimizing the Binary Cross Entropy loss preceded with a Sigmoid layer. We used the Adam optimizer with its parameters set to $\alpha = 0.0001, \beta_1 = 0.9, \beta_2 = 0.999$. Our trained VGG16 network achieves 91.6% in the multi-label classification on the test set, for which center cropping with square size of 224×224 was applied, instead of random cropping.

4) Fashion MNIST experiment: For the Fashion MNIST experiment we trained a LeNet network with 2 2D Dropout layers with $p = 0.5$ added after each of the Average Polling layers in the feature extractor part of the Network, and 1 1D Dropout layer with $p = 0.5$ after the Flatten Layer. The network was trained on FashionMNIST dataset with several augmentations, such as Color Jittering, Random Affine Transformations, and Random Horizontal Flips. The batch 

https://pytorch.org/docs/master/generated/torch.nn.BCEWithLogitsLoss.html

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.accuracy_score.html
size was set to 64, the Network was trained using the Cross-Entropy loss for 50 epochs with Adam optimizer with standard parameters and a learning rate of 0.001.