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Abstract

In an effort to simulate the involved thermal physical effects that occur in direct energy deposition (DED) a thermodynamically-consistent of phase-field method is developed. Two state parameters, characterizing phase change and consolidation, are used to allocate the proper material properties to each phase. The numerical transient solution is obtained via a finite element analysis. A set of experiments for single tracks scanning were carried out to provide dimensional data of the deposited cladding lines. By relying on a regression analytical formulation to establish the link between process parameters and geometries of deposited layers from experiments, an activation of passive elements in the finite element discretization is considered. The single-track cladding of Inconel 625 powder on tempered steel 42CrMo4 was printed with different power, scanning speed and feed-rate to assess their effect on the morphology of the melt pool and the solidification cooling rate. The predicted dimensions of melt pools were compared with experiments reported in the literature. In addition, this research correlated the used process parameter in the modelling of localized transient thermal with solidification parameters, namely, the thermal gradient (G) and the solidification rate (R).
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1. Introduction

Additive manufacturing (AM) is a transformative approach to industrial production that enables the creation of lighter and stronger parts with higher flexibility in the design to achieve desirable mechanical properties and high dimensional accuracy. The AM processes consolidate feedstock materials such as powder, wire or sheets into a dense metallic part by melting and solidification with the aid of an energy source such as laser, electron beam or electric arc, in a layer by layer manner [1][2]. Directed Energy Deposition (DED) covers a range of terminology including laser engineered net shaping products, directed light fabrication, direct metal deposition and 3D laser cladding [3]. DED is a complex printing process commonly used to repair or add additional material to existing components [4][5]. DED involves injecting a stream of metallic powder that is melted by a laser beam as a heat source in order to deposit material layer-by-layer on a built platform [6]. In DED process, solidification and solid-state transformations, upon heating and cooling, deeply affect the mechanical properties of deposited layer induced by the high-energy input and high cooling rate during the process [7]. The control of the involved physical phenomena like melting, phase changing, vaporization, and Marangoni convection is extremely difficult and sometimes impossible exclusively by means of experimental analyses [8]. Furthermore, it is rather time-consuming and expensive to produce DED fabricated parts. Computational simulation can give precious information on the complex process–structure–property relations and therefore be useful to its design and optimization. The phenomenon has a multi-scale inherent nature which is computationally complex and challenging that, so far, must be tackled at different stages. Temperature prediction and solid-liquid phase fields detection can be defined as the initial stage in the process simulation, that can then be utilized subsequently in thermal-mechanical and material microstructure evolution. The model needs to properly consider the material properties with respect to solid-liquid phase changing, powder-dense material status. Lee et al. presented enhanced models for temperature evolution and phase-dependent thermal conductivity and heat capacity in selective laser melting (SLM) process [9][10]. Roy et al. proposed a purely thermal model which explicitly incorporates two state variables for both the phase and the porosity in SLM. Their model has the ability to capture the consolidation of the material and allowed them to investigate the phase-dependent laser absorptivity [11]. It is worth noting that although a broad number of numerical modeling approaches for selective laser melting (SLM) can be found in recent years, capable of predicting the temperature field, melting and solidification [12] [13], there is a lack of the detailed studies on phase detecting on DED. The origin of this inattention comes from another existing challenge in DED simulation, including the dynamic incorporation of the additive material as the deposited layer into the numerical model. Through activation of a new set of elements in each time step of the finite element solution. Moreover, DED process has a highly localized thermal
behavior which leads to undesirable microstructural features [14] and inconsistent mechanical properties of the fabricated parts. Nevertheless, some significant efforts have been made to simulate solidification kinetics [15] and investigation results on the correlation microstructural features and mechanical properties between thermal characterization of melt pool and solidification parameters, including thermal gradient $G$ and solidification rate, have been reported [16]. The effect of increasing the laser speed and decreasing the power simultaneously on the melt pool size, thermal gradients and cooling rates were illustrated in [17]. Correlation between solidification parameters which can be derived from numerical thermal models based on the Finite Element Method (FEM) were reported in [18][19]. Subsequently, the microstructure was predicted using the solidification map of the specific material. Finally, indirect microstructure control was achieved by relating the predicted microstructure to the derived melt pool dimensional map. To the best of the authors' knowledge, very little attention has been given, so far, to the development of a transient heat numerical model on DED process involving phase changing to predict of the melt pool boundary with varying laser power to extract the solidification parameters.

The present article focuses on the development of a thermal powder deposition evolution for DED process using the commercial FEM software ABAQUS. The transient heat transfer model associated with the phase field concept is implemented by user coding in FORTRAN language, taking into consideration the latent heat of fusion and vaporization. In the present model, the volume fraction of the deposited material is modeled based on the synergistic interactions from experiment-driven equations. Subsequently, the validation procedure is carried out based on experimentally measured melt pool dimensions related to single track fabrication of IN 625 on a 42CrMo4 baseplate. Then the calculated solidification parameters ($G, R$) were compared across the melt pool by changing laser power to shed light on its effect on the microstructure map.

The paper is organized as follows. Section 2 contains the numerical approach consisting of governing equations, describing the transient heat transfer model associated with the phase change concept, material allocations for both deposition and substrate with the concept of the phase-field model and heat source modeling. Section 3 presents the experimental study for single-track lines of IN625 on the tempered substrate 42CrMo4 with different power, scanning speed and feed rate to achieve various penetrations. In section 4, the thermal phenomena based on finite element formulation is implemented in ABAQUS through relevant user interface routines. Subsequently, in section 5 the results from the proposed numerical method are compared with experimental data to assess the efficiency of the model. In Section 6, conclusions are drawn and summarized.
2. Proposed Numerical Approaches

The direct energy deposition (DED) process modelling is presented in detail in the following sections, in terms of heat transfer constitutive equations, allocated material properties with respect to temperature and material states and energy source modelling;

2.1. Governing equation of thermal energy balance

The thermal energy balance equation based on first law of thermodynamic states that change in the total energy equals to the rate of work, which is done on the volumetric boundary of $\Omega$. The adaption of energy balance considering the phase parameters, temperature, flux boundary and initial conditions are represented in Equations.1-3 [20][9][11];

$$\frac{de}{dt} = \nabla \cdot [k(\psi)\nabla(T)] + U(x, t) \quad \text{in} \quad \Omega \tag{1}$$

$$-[k(\psi)\nabla(T)].n = \dot{q} \quad \text{on} \quad \Gamma_2 \tag{2}$$

$$\dot{q} = h(T - T_0) + \varepsilon\sigma(T^4 - T_0^4) \tag{3}$$

where $e$, $k$, $U$ are energy density, thermal conductivity and the volumetric heat source delivered from laser beam. with $\dot{q}$ prescribed heat flux vector on the surface boundary, which can include the heat loss for convection and radiation terms and $n$ is the outward unit normal vector. The parameters $\varepsilon = 0.28, h = 10 \left(\frac{W}{m^2 K}\right)$ and $\sigma = 5.67 \times 10^{-8} \left(\frac{W}{m^2 K^4}\right)$ are the emissivity of the material, heat convection and coefficient Stefan-Boltzmann constant respectively. In addition, the value of, 10 and $5.67 \times 10^{-8}$ are dedicated to these values.

The energy density is expressed in terms of the temperature and state variables as below;

$$e = C_s(\psi)T + p(\phi_f)\left(L_f + [C_l - C_s(\psi)](T - T_m)\right) + L_v p(\phi_v) \quad \text{in} \quad \Omega \tag{4}$$

Here $C_s$, $C_l$ and $L_f, L_v$ are the volumetric heat capacities in the solid and liquid states, the latent heat of fusion-melting [21][22] and latent heat of vaporization respectively. $T_m$ is the average melting temperature, taken as $T_m = 0.5 \ast (T_s + T_l)$, where $T_l$ and $T_s$ are liquidus and solidus temperatures [23].

The used function $p(\phi_{f,v})$ in Equation 4 is defined based on the thermodynamically consistent phase-field approach proposed by Wang et al. [20] such that $p(0) = 0$ and $p(1) = 1$ and $\frac{dp}{d\phi_{f,v}} =$
\[ \frac{d^2p}{d\phi_{f or v}^2} = 0 \text{ at } \phi_{f or v} = 0 \text{ and } \phi_{f or v} = 1 \] [23], where \( \phi_{f or v} \) is the phase parameter. It takes the following form:

\[
p(\phi_{f or v}) = (\phi_{f or v})^3[10 - 15(\phi_{f or v}) + 6(\phi_{f or v})^2]
\] (5)

In Equation 5 the phase parameters \( \phi_f, \phi_v \) are defined as:

\[
\phi_f = \frac{1}{2} \left( \tanh \left( A \left( \frac{T - T_m}{T_l - T_s} \right) + 1 \right) \right)
\] (6)

\[
\phi_v = \frac{1}{2} \left( \tanh \left( A \left( \frac{T - T_v}{T_{vp} - T_{vl}} \right) + 1 \right) \right)
\] (7)

where \( T_{vp} \) is the vaporized temperature, \( T_{vl} \) is the temperature at the liquid-vapor transition and \( T_v \) is the average vaporization temperature taken as \( T_v = 0.5 \cdot (T_{vl} + T_{vp}) \).

Some conditions are considered: \( \phi_f = 0 \) if \( T < T_s \) and \( \phi_f = 1 \) if \( T_l < T \). When \( T_s \leq T \leq T_l \) then \( 0 < \phi_f < 1 \), representing the mushy region. Moreover, \( \phi_v = 1 \) if \( T_{vp} < T \), indicating whether the material is vaporized or not. The parameter \( A \) determines the steepness of change transition [10]. The effect of the choice of \( A \) on the profile of the phase parameter \( p(\phi_f) \) (for sharp transition \( A = 10 \) and for diffuse transition \( A = 5 \)) is shown in Figure 1.

![Figure 1](image_url)

**Figure 1** Effect of sharpness of transition in phase parameter

Regarding Equation 1, the thermal properties of the material, including volumetric heat capacity and thermal conductivity, are defined based on the consolidation parameter \( \psi \) as in Equation 8. This
parameter always keeps the maximum values of $\phi_f$ to characterize the thermal history at each material point.

$$\psi(x,t) = \max\{\phi_f(x,t+dt),\psi(x,t)\}$$  \hspace{1cm} (8)

When $\psi = 0$ the material is still in the powder state and $\psi = 1$ refers to the fully dense region. Table 1 shows the material state relation with the state variables.

|        | Powder                              | Solid porous | Mushy powder-melt | Liquid melt | Mushy melt-dense | Solid dense |
|--------|-------------------------------------|--------------|-------------------|-------------|-----------------|-------------|
| $\phi_f(T)$ | $0$                                 | $0$          | $0 < \phi_f(T) \leq 1$ | $\phi_f(T) = 1$ | $0 \leq \phi_f(T) \leq 1$ | $\phi_f(T) = 0$ |
| $\psi(T)$   | $0 < \psi(T) < 1$                   | $0 < \psi(T) \leq 1$ | $\psi(T) = 1$ | $\psi(T) = 1$ | $\psi(T) = 1$ |

According to Equation 8, $\psi$ which is related to the history of the fusion phase parameter at each material point. The mentioned volumetric heat capacity $C_s(\psi)$ and thermal conductivity $k(\psi)$ in Equations 1 and 2 are determined by the degree of consolidation ($\psi$) defined in Equations 9-10.

$$k(\psi) = (1 - \psi)k_p + \psi k_d$$  \hspace{1cm} (9)

$$C_s(\psi) = (1 - \epsilon_0(1 - \psi))C_d$$  \hspace{1cm} (10)

where $k_p$ and $k_d$ are the thermal conductivity in the powder and dense material, respectively. The volumetric heat capacity depends on the consolidation $\psi$ and $C_d$, the latter being the heat capacity of the fully dense material and $\epsilon_0$ represents the initial porosity of powder and assumed 0.6. In general, the thermal conductivity and heat capacity are also temperature dependent. In the next section, the correlation between materials' thermo-physical properties with state variables are presented.

### 2.2. Material Properties Module

Nickel-based super alloy powder (MetcoClad625®) as cladding powder and 42CrMo4 tempering steel as substrate are considered in this research. MetcoClad625 is used as a blown powder cladding layer and tempering steel is employed as a solid substrate part. Figures 2 and 3 along with the Table 2 represent the thermo-physical material properties depending on the temperature for MetcoClad625 (both powder and solid phase) and steel 42CrMo4. In the DED process, a great part of the blown powder particle undergoes a phase change and turns into a liquid state by a heat source, while the rest of the material remains in mushy powder-melt state. Thereafter, as the material cools down, the melted parts change to a solid state. Since the difference of material properties between the liquid
area with mushy zones and the solid state is very large, the current state of the material should be identified in order to utilize appropriate properties according to the phase change history.

Figure 2 Temperature-dependent material properties of MetcoClad625: (a) Density ($kg/m^3$), (b) Specific Heat Capacity ($J/kg.K$), (c) Thermal Conductivity ($J/m.s.K$).
Figure 3 Temperature-dependent material properties of 42CrMo4 tempered Steel: (a) Density ($kg/m^3$), (b) Specific Heat Capacity ($J/kg.K$), (c) Thermal Conductivity ($J/m.s.K$)

Table 2. Thermo-physical properties of the material

| Material            | $T_s(K)$ | $T_l(K)$ | $L_f(kJ/kg)$ | $T_{vp}(K)$ | $T_{vl}(K)$ | $L_v(kJ/kg)$ |
|---------------------|----------|----------|--------------|-------------|-------------|--------------|
| MetcoClad625        | 1563     | 1723     | 44.34        | 3580        | 3650        | 91.3         |
| 42CrMo4             | 1770     | 1920     | 25.72        | 3560        | 3680        | 104          |

Figure 4 shows the different phases throughout deposition process between solid and liquid phases.

2.3. Heat Source Model

It is important to establish an appropriate heat source model of laser deposition simulations since the heat source not only influences the geometries of melt pools, but also it may have an impact on the
mechanical performance of final products. Heat source models used in DED simulations are typically assumed [24][25], as the following two-dimensional exponentially decaying function of Equation 11 which is schematically represented in Figure 5,

\[ U(x, y, z, t) = \frac{fP}{\pi r_l^2} \exp \left( -f \frac{x^2 + (y - v \cdot t)^2}{r_l^2} \right) \]  

(11)

Figure 5 The schematic of heat source with exponentially decaying method

where \( P \) is the laser power, \( f \) is the distribution of power factor, \( r_l \) is laser beam radius corresponding to the distance between the beam center and the point at coordinates \((x, y)\), \( v \) is the laser speed moving. Figure 6 illustrates the schematic profile of power density with respect to the distribution factor.

Figure 6 The power density distribution with a laser power of 2 kW according to different distribution factors
3. Experimental procedure

A tempered steel (42CrMo4) plate with size of $100 \text{mm} \times 120 \text{mm} \times 15 \text{mm}$ was used as a substrate. In the preparation process, the surface was machined and then cleaned by ethanol. The used powder is commercially the gas-atomised Nickel-based super alloy (MetcoClad 625), similar to Inconel 625. Figure 7 shows the micrography of the powder. Laser cladding experiments were performed by a coaxial laser machine “LDF 3000 – 100” with a fibre-coupled high power laser diode (adjustable wavelength 900-1030 nm that changes depend on power), with 6000 W maximum beam power output. The laser machine was equipped with a 6-axes KUKA KR90 R3100 industrial robot. Based on Table 3, 18 different single tracks, 15 mm in length, were produced by altering three process parameters, namely laser powers $P$ (1, 1.5, 2, 2.5, 3 kW), scanning speeds $v$ (2, 4, 6, 10 mm/s) and powder feed rates $F$ (10, 15, 20 gr/min). All other parameters remained constant throughout the experiments: the laser spot diameter was 2.5 mm with a top-hat beam profile. A high purity argon (99.99%) as the shield gas, with a flow rate equal to 5.5 L/min, was utilized to minimize contamination and oxidisation. The single tracks were cross-sectioned, mounted in resin and polished down to 1 μm diamond suspension as a last stage. The geometry measurements of height, depth and width of the cladding lines produced by the DED technique were achieved using a Leica DVM6 A 2019 digital microscope. Figure 8 (a - f) shows the geometrical measures of the clad section of the molten pool for some samples using software ImageJ. Table 3 presents the measured value from designed experiments for Inconel 625 single tracks cladded on 42CrMo4 entirely.

![Figure 7 SEM micrograph of MetcoClad 625 powder](image-url)
Figure 8 (a-e). Selection of the cross sections of Inconel 625 single tracks clad on 42CrMo4 substrate

Table 3 Measured value sets for width, height and penetration depth in single clads Inconel 625 on 42CrMo4 substrate

| #Set | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    |
|------|------|------|------|------|------|------|------|------|------|
| Power-Velocity-Reed rate (P-V-F) | 1_2_15 | 1_6_15 | 1.5_10_15 | 1.5_10_15 | 2_2_15 | 2_4_15 | 2_6_15 | 2_6_15 | 2_6_20 |
| w (mm) | 2.79 | 3.07 | 3.09 | 3.11 | 3.62 | 3.5 | 3.38 | 3.61 | 3.63 |
| h (mm) | 3.07 | 1.22 | 0.71 | 1.03 | 3.66 | 2.47 | 1.39 | 1.47 | 1.71 |
| d (mm) | 0.25 | 0.06 | 0.43 | 0.23 | 1.28 | 1.12 | 1.16 | 0.51 | 0.56 |

| #Set | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Power-Velocity-Reed rate (P-V-F) | 2_10_10 | 2_10_15 | 2.5_10_15 | 2.5_10_15 | 3_2_15 | 3_4_15 | 3_6_10 | 3_6_15 | 3_6_20 |
| w (mm) | 3.2  | 3.36 | 3.33 | 3.46 | 5.05 | 4.64 | 3.89 | 4.71 | 3.94 |
| h (mm) | 1.2  | 0.81 | 0.86 | 1.23 | 3.4  | 2.06 | 1.85 | 0.78 | 1.55 |
| d (mm) | 0.72 | 0.88 | 1.04 | 1   | 2.06 | 0.89 | 1.08 | 0.68 | 1.34 |
The specific energy $E$ and powder density $D$ are calculated via Equations 12 and 13, where $P$, $D_l$, $v$ and $F$ are laser power, laser diameter, scanning speed and scanning feed rate respectively.

$$E (kW/mm^2) = \frac{P}{D_l \times v} \tag{12}$$

$$D (gr/mm^2) = \frac{F}{D_l \times v} \tag{13}$$

Then, the synergistic interaction between regression-based specific energy and powder density can be represented by Equations 14 and 15. Adjusted R-square values are 86.55% and 75.07% respectively for $H$ (height of cladding layer) and $W$ (width of cladding layer).

$$H (mm) = 0.51761 + 0.00025 \ E + 0.01083 \ D \tag{14}$$

$$W (mm) = 3.12365 + 0.00127 \ E - 0.00654 \ D \tag{15}$$

4. Numerical implementation with finite element method (FEM)

To obtain the thermal model for DED process, including subsequent results such as temperature, melt pool dimensions, interfacial phenomena, a thermal finite element analysis framework was built using the commercial software ABAQUS/Standard. ABAQUS provides the interface for mesh designing, programming user-defined material behavior and boundary conditions. Hereby, the specific features and numerical models of DED introduced in Section 2 associated with experimental results, in section 3, are implemented using provided user subroutines as follows.

4.1. Finite element solution for heat transfer

Using the Galerkin weighted residual method it is possible to obtain from Equations 1 and 2 the following classical integral (weak) form as Equation 16;

$$\int_{\Omega} (w \dot{\varepsilon}(T) + \nabla w \cdot k(T) \nabla T - w U) d\Omega + \int_{\Gamma_2} w \dot{\upsilon} d\Gamma_2 = 0 \tag{16}$$

where $w = w(x)$ is a weighting function, and from which, utilizing the finite element method, a system of ordinary differential equations can be written, in a matrix form as Equation 17:

$$C(T) \dot{T} + K(T) T = F \tag{17}$$

In Equation 17, $T$ is the nodal temperature vector, $\dot{T}$ its time derivative, $C(T)$ a temperature dependent equivalent capacity matrix, resulting terms that include temperature time derivative in
Equation 16, $K(T)$ is the equivalent conductivity matrix, resulting from terms that include temperature in Equation 16 and $F$ is the equivalent time dependent heat source, resulting from independent terms in Equation 16.

Using an implicit time integration scheme to solve Equation 17, in which it is assumed that

$$T^{t+\Delta t} = \frac{1}{\Delta t} (T^{t+\Delta t} - T^t)$$  \hspace{1cm} (18)$$

Then final nonlinear system of equations to be solved results in Equation 19;

$$C \ T^{t+\Delta t} + \Delta t \ K \ T^{t+\Delta t} = \Delta t \ F^{t+\Delta t} + C \ T^t$$  \hspace{1cm} (19)$$

The nonlinear system of equations is iteratively solved, within each time step, resorting to the Newton method, in a three-step procedure at each iteration $i$ as below;

$$R_i = C \ T_i^{t+\Delta t} + \Delta t \ K \ T_i^{t+\Delta t} - \Delta t \ F^{t+\Delta t} - C \ T^t$$  \hspace{1cm} (20)$$

$$(\frac{\partial C}{\partial T} + \Delta t \frac{\partial K}{\partial T}) \ \Delta T_i = -R_i$$  \hspace{1cm} (21)$$

$$T_{i+1}^{t+\Delta t} = T_i^{t+\Delta t} + \Delta T_i$$  \hspace{1cm} (22)$$

Information on the residual force vector of Equation 20 and on the Jacobian matrix in Equation 22 must be given in the implementation of the method in ABAQUS. In particular a special care must be taken on the information from the definition of the terms resulting from the variation of internal energy density with temperature, $\frac{de}{dT}$ as depending on whether the value of $\psi$ parameter is updated or not, the following energy density equations should be utilized as Equations 23 and 24:

$$\frac{de}{dT} = C_s(\psi) + \frac{dp(\phi_f)}{dT} \bigg\{ L_f + [C_i - C_s(\psi)](T - T_m) \bigg\} + p(\phi_f)(C_i - C_s(\psi)) + L_v \frac{dp(\phi_v)}{dT}$$  \hspace{1cm} (23)$$

$$\frac{de}{dT} = \frac{dC_s(\phi_f)}{dT} T + C_s(\phi_f) + \frac{dp(\phi_f)}{dT} \bigg\{ L_f + [C_i - C_s(\phi_f)](T - T_m) \bigg\} - p(\phi_f) \frac{dC_s(\phi_f)}{dT} (T - T_m) + p(\phi_f)(C_i - C_s(\phi_f))L_v \frac{dp(\phi_v)}{dT}$$  \hspace{1cm} (24)$$
4.2. Implementation

At present, there is no ready constitutive model in ABAQUS suitable for additive manufacturing simulation. The material phase change and taking into account the latent heat whether for fusion or vaporization into the thermal analysis, adding the deposited layers and the moving laser heat source are applied by resorting the user-coded subroutines programmed in FORTRAN language. The user subroutine UEPACTIVATIONVOL is utilized to prescribe and update the following variables: height and width of cladding layer. Then, the user-defined subroutine DFLUX is called to define the non-uniform distributed heat source \( U \). In line with purpose of apply thermal constitutive behavior UMATHT subroutine is used and following variables need to update incrementally;

- Internal thermal energy (enthalpy) per unit of mass: \( e \)
- Derivative of internal energy with respect to the temperature: \( \frac{de}{dT} \)
- Heat flux vector with respect to temperature: \( \hat{q} = -k(\psi)\nabla(T) \)
- Variation of heat flux vector to temperature: \( \frac{\partial \hat{q}}{\partial T} \)
- Variation of heat flux vector to the spatial gradient of temperature: \( \frac{\partial \hat{q}}{\partial \nabla x} \) \( (i=1,2,3) \)

Therefore, the material state can be defined by the state variables \( \phi_f \) or \( v, \psi \) with respect to temperature. Finally, a USDFLD subroutine is developed to manage the material states at the end of each time increment. In Figure 9, a general flowchart summarizes the structure combination of used subroutines in ABAQUS.

4.3. Time and space discretization

The dimensional size of the modeled substrate is 100mm×120mm×15mm and the cladding lines are modeled with 5 mm×5 mm×100mm dimensions above the substrate as shown schematically in Figure 9. During the simulation, only a specific volume of the cladding line is activated based on the fed process parameters. This methodology makes the affordable balance for the computational time with the resolution of the results, thus making the simulation times reasonable. In this research, for both deposition layer and substrate, 3D thermal finite element mesh DC3D8 is utilized. The resolution of FEM model was selected to be high enough guarantee stabilization as well as an accurate cooling rate but keeping an affordable computational time. Thus artificial dispersion control introduces a stability limit on the size of the time increment and mesh size such that the local Courant number as Equation 25 [26].

\[
C = |v| \frac{\Delta t}{\Delta x} \quad \text{meanwhile} \quad C \leq 1
\]  
(25)
where $|v|$ is the velocity and $\Delta t$ and $\Delta x$ represent the time increment and characteristic element size in the direction of flow respectively. The larger elements were used far away from the scanned region to reduce calculation time in the substrate. Meanwhile, to ensure a good link between the clad layers surface and the substrate, the mesh is refined as much as to avoid numerical temperature fluctuation due to very high temperature gradient.

4.4. Initial and Thermal boundary condition

All the surfaces of the cladding welding line and the substrate were initially fixed at $T_0 = 298.15 \ K$ and the sink temperature was also fixed at $T_0$ in the bottom of the baseplate. Besides, the tie constraint is applied between the top surface of baseplate and bottom surface of cladding layer to transfer the temperature between the contacted nodes.
**Pre-process**

ABAQUS analysis input

Select of DED process parameters:
- Laser Power, Laser diameter, scanning velocity, feed-rate

Calculation of E & D (12-13)

Initial thermal boundary conditions

**Analysis process and implementation**

Initializing \( \varphi (T), \psi (T) \) for MAT.1 (Inc.625) & \( \varphi (T) \) for MAT.2 (42CrMo4) with UEXTERNALDB Subroutine (LOP=0)

Element activation with UEPACTIVATIONVOL Subroutine by regression-based formulations \( H & W \) (14-15)

Apply the volumetric heat flux (11) and moving according to the activated material in scanning direction with DFLUX subroutine

Calculation of phase parameters \( \phi (T), \phi_v(T) \) based on (6-7) and (8) for MAT.1 (Inc.625) and \( \phi (T), \phi_v(T) \) for MAT.2 (42CrMo4) based on (6-7). Then material equivalence specification by phase filed parameters and temperature (9-10). Update enthalpy and heat flux vector (1-2-3) according to phase parameters by UMATHT subroutine

Managing the materials states and keep the consolidation parameter between two Consecutive increments (8) for MAT.1 (Inc.625) by USDFLD subroutine

Solve the thermal phenomena at increment \( i \)

**Figure 9** FE model structure and the subroutine for the material addition (UEPACATIVATION VOL), the material state variable for the degree of solidification (USDFLD), and heat flux application (DFLUX), solving thermal material constitutive behavior (UMATHT) combinations
5. Result and discussion

In this research, a numerical technique for the thermal part of DED process simulation using ABAQUS was proposed based on the phase-field concept. To demonstrate the thermal model and finite element implementation, firstly the data from experiments was used to predict of height and width of clad geometries, then compared the simulation in the area of melt pool with the experiments of the single laser tracks presented in section 3. The estimation of the temperature field, the spatial variation of the melt pool morphology, the effect of the process parameters on the phase changing, and interfacial solidification were investigated. The analysis of the calculation results are summarized in the following sections:

5.1. Sensitivity analysis to the time and space discretization

The direct energy deposition (DED) processes commonly produce materials with heterogeneities on different length scales, which calls for a requirement of adopting adequate meshes and timescales in simulations in order to achieve accurate results. Previous studies [27][28] showed the effect of the mesh size and time increment in additive manufacturing simulation resolution results. Discretization with finer meshes improves the accuracy but increases the cost of computation and therefore assigning the proper mesh size and time-step is an essential requirement. Hereby, mesh sensitivity analysis is conducted for a cladding line with $P = 1.5\text{kW}, SS = 10\text{mm/s}$ and $FR = 15\text{gr/min}$. Figure 10 (a-b) shows a comparative temperature-location for the points of interest in the building direction and the width of cladding lines at a distance of 1 mm from the edge of the starting point of printing ($y = 1\text{mm}$). Figure 10 (c) shows the temperature distribution, with time, for two grid refinement sizes with two time-steps. It reveals that sensitivity is greatly influenced by spatial discretization. The element size and Courant number were restricted to 0.2 mm and 1 respectively for the success of the simulation.
Figure 10 Comparison of the temperature distribution (a) in the building direction with respect to mesh size, (b) in the width direction with respect to mesh size, (c) effect of time-space sensitivity in the temperature distributing over time.
5.2. Numerical model validation

Three single-track laser scans are simulated firstly to validate the proposed numerical model using the experimentally measured melt pool dimensions. The processing parameters used in the simulation of is shown in Table 3. The real scanning speed, feed rate, laser power are used in the numerical model to better mimic the real phenomena. The predicted melt pool dimension using the described numerical model and the experimental results are shown in Figures 11 and 12. The results show that both melt pool dimensions including width and depth increase as more laser power is used. In other words, by increasing the laser power, the heat per unit time increases as well, and so the melt pool volume increases. The predicted results are also in good agreement with the experimental data-driven. In particular, Table 4 illustrates the comparison between width, depth of melt pool area and height of cladding lines derived from associated regression-based information experimentally and numerically.

| SDIV4 (Avg: 75%) | (+1.000e+00) | (+0.000e+00) |
|------------------|---------------|---------------|

Figure 11 predicted melt pool morphology in Z direction for single-track with $SS = 10 \text{ mm/s, FR = 15gr/min}$

(a) $P = 1.5 \text{ kW}$, (b) $P = 2 \text{ kW}$, (c) $P = 2.5 \text{ kW}$
Figure 12 Predicted melt pool dimensions and the experimental results for single-track scan with the fixed scanning speed $SS = 10\ \text{mm/s}$ and feed rate $FR = 15\ \text{gr/min}$ and varying the laser power.

Table 4 Comparison of simulation results with experimental results

| Process Parameters | Width (Exp.) | Width (Num.) | Depth (Exp.) | Depth (Num.) | Height (Exp.) | Height (Num.) |
|--------------------|--------------|--------------|--------------|--------------|---------------|---------------|
| $P = 1.5\ \text{kW}, SS = 10\ \frac{\text{mm}}{\text{s}}, FR = 15\ \text{gr/min}$ | 3.11 mm | 2.41 mm | 0.23 mm | 0.35 mm | 1.03 mm | 1.10 |
| $P = 2.0\ \text{kW}, SS = 10\ \frac{\text{mm}}{\text{s}}, FR = 15\ \text{gr/min}$ | 3.36 mm | 3.25 mm | 0.88 mm | 0.85 mm | 0.81 mm | 0.8 |
| $P = 2.5\ \text{kW}, SS = 10\ \frac{\text{mm}}{\text{s}}, FR = 15\ \text{gr/min}$ | 3.46 mm | 3.26 mm | 1 mm | 0.814 mm | 1.23 mm | 1.14 |

The red triangles and purple squares in Figure 13 show the average widths and depths of the simulated melt tracks at different scanning speeds. In the Figure, results from the simulation illustrate that both the width and depth of the melt track decrease with increasing scanning speed. Figure 14 provides evidence that by increasing the laser velocity the volume of the melt pool decrease. When the scanning speed is low, the laser remains longer around a local point, thereby generating more heat and resulting in a larger melt volume.
5.3. Transient heat model associated with phase field approach

The presented graphs in Figure 15 (a-c) show the obtained results from the proposed model with a phase-field approach for various laser power from 1.5 kW to 2.5 kW. The results indicate that by increasing the laser power the temperature value remarkably increases and even material vaporization occurs. For two laser powers $2kW$ and $2.5kW$ the temperature reaches vaporization.

The material phase variables include: $\phi_f$, with red dotted lines, which represents the time of material changes from liquid to the solid phase, the parameter $\phi_v$ with purple dotted line which presents a time period of vaporization phase existence, and lastly, dedicated parameter $\psi$ (black solid line) for tracking
consolidation, between powder and melt states. Before laser reaches and starts melting $\psi$ and $\phi_f = 0$, after melting the temperature rises and material state variable $\phi_f$ changes to 1 which means the material state is liquid.

![Diagram](image1)

**Figure 15** Temperature profile and material state variables with $SS = 10 \text{ mm/s}, FR = 15 \text{gr/min}$ (a) $P = 1.5 \text{kW}$, (b) $P = 2 \text{ kW}$, (c) $P = 2.5 \text{ kW}$

Melt pool lifetime refers to the period of time the liquid phase is present. The melt pool lifetime can be observed in Figure 16 for three different laser power values, which is an important parameter that...
determines the stability of the track formation during the process [29]. This graph illustrates when the scanning speed and feed rate are fixed and the laser power increases, the melt pool life time increases, the reason is liquid phase lifetime is not only depended on the scanning speed but also to the heat supply and volume of the melt pool. The liquid phase lifetime for laser power 1.5 \textit{kW} is 54 ms and increases to 64 ms with laser power 2.5 \textit{kW}.

From Figure 16, the different lifetime of melt pool by varying the scanning speed while the laser power and feed rate keep fixed can be obtained. The results indicate that the melt pool lifetime tends to decrease gradually as the speed increase from 30 ms to 92 ms for 15 mm/s and 5 mm/s respectively.

5.4. Local temperature gradient and solidification rate (\(G, R\))

The temperature gradient \(G\) and solidification growth \(R\) are the most significant parameters in determining the solidification microstructure (e.g. planar, cellular, columnar dendritic, and equiaxed
dendritic grain structure). A solidification micro graphical map for In 625 on 42CrMo4 demonstrating the variation in the morphology and size is presented in Figure 18. As can be seen the dendrite morphology, orientations, and micro segregation are different at different locations within the melt pool. This is primarily due to different positions and orientations of the initial nuclei combined with different thermal gradients and solidification velocities along the melt pool boundary.

In the presented model, \( G \) can be calculated from partial derivative of temperature with respect to each Cartesian coordinate as in Equation 22:

\[
G = \sqrt{\left( \frac{\partial T}{\partial x} \right)^2 + \left( \frac{\partial T}{\partial y} \right)^2 + \left( \frac{\partial T}{\partial z} \right)^2}
\]  

(22)

The growth rate is geometrically derived as the projection of laser velocity \( v \) onto the normal vector of solidification front, using the angle \( \theta \), which is the local angle between the surface normal to the liquidus isotherm boundary and the welding direction as in Equation 23 and Figure 19;

\[
R = |v| \cdot \cos(\theta)
\]  

(23)

![Figure 18](image1.png)

Figure 18 (a) Optical micrograph demonstrating transverse cross-sections of melt pool obtained under \( P = 2 \ kW, SS = 10 \ mm/s, FR = 15 gr/min \), (b),(c) enlarged views.

![Figure 19](image2.png)

Figure 19 Schematic of solidification growth rate \( R \) in the melt pool with laser scanning \( V \).
The values of $G$ and $R$ were extracted from macro-scale simulation. The points of interest were selected on the trailing half of the melt pool which is the portion subject to solidification as the melt pool domain. In Figure 20 (a, b), the variation of the $G$ and $R$ along with the centerline of melt pool boundary with increasing depth is explicitly shown. The results reveal that there is an inverse relationship between $R$ and $G$. The maximum $R$ is calculated near the top of the melt pool (with a low solidification front depth) while the minimum is found near the bottom of the melt pool (with a high solidification front depth). In contrast, the maximum $G$ is calculated at the bottom of the melt pool as the minimum $G$ is observed at the top. In the bottom region is exposed at high $G$ and low $R$ and hence corresponds to the planar grains as shown in Figure 18 (b) SEM microstructure evidence. On the other hand, the top regions tend relatively lower $G$ and higher $R$ with the dendrite structure from Figure 18 (c).

![Figure 20](image)

**Figure 20** The calculated (a): $G$ and (b): $R$, along the centerline of the melt pool surface; Variation in relation with the solidification front depth for one set of parameters $P = 2$ kW, $SS = 10$ mm/s, $FR = 15$ gr/min

Figure 21 (a,b) illustrates the cooling rate for two set of parameters including (a): $P = 2$ kW, $SS = 10$ mm/s, $FR = 15$ gr/min and (b): $P = 1.5$ kW, $SS = 10$ mm/s, $FR = 15$ gr/min. It can be seen how the cooling rate, $\dot{T} = G \times R$, varies as a function of the melt pool depth for both cases; the dotted rectangular views emphasize the highest and lowest cooling rate along with the location of the melt pool boundary. Simulation results show that cooling rate increases from bottom to top along the melt pool boundary. The predicted cooling rate varies by changing the laser power. The cooling rate
increases with decreasing the laser power [20][30] and consequently differences in cooling rate leads to variety of solidified microstructures.

6. Conclusion
In the present study, a computational framework for the transient heat phenomena in DED process is developed by coupling a finite element based on phase-field model. In the proposed model three state variables $\phi_f, \phi_v,$ and $\psi$ are defined to track and capture the phase of materials between molten, solid, and even vaporized conditions to allocate the proper thermal-physical material properties. The proposed model is implemented in the commercial finite element software ABAQUS-standard. The capability of numerical model is investigated by comparing melt pool dimensions, including width and depth from simulation for single cladding lines, with the experimental data. Three different laser power values were applied to quantify their effect on the melt pool morphology. The melt pool width and depth have a tendency of becoming greater when a higher laser power is applied. Moreover, the numerical results showcases the inverse correlation between the scanning speed the melt pool volume. The investigation is further proceeded to detect the solidification parameters, the temperature gradient and the growth rate. To achieve this goal, the temperature variation as well as the liquidus isotherm boundary surface information is utilized to calculate these parameters along the solidification front depth path. The planar to dendrite transition was predicted by moving from melt pool boundary to the interior of melt pool. Furthermore, an inverse relationship between $R$ and $G$, can be seen and maximum $R$ is calculated near the top of the melt pool, while the minimum is found near the bottom of the melt pool, which is in agreement with a solidification map obtained by SEM.
Finally, the cooling rate increases from the bottom to the top of melt pool and decreasing laser power leads to an increase of the range of the cooling rate.
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