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Abstract—In this work, we prove new results concerning the combinatorial properties of random linear codes. By applying the thresholds framework from Mosheiff et al. (FOCS 2020) we derive fine-grained results concerning the list-decodability and \(-\)-recoverability of random linear codes. Firstly, we prove a lower bound on the list-size required for random linear codes over \(\mathbb{F}_q\) \(\varepsilon\)-close to capacity to list-recover with error radius \(\rho\) and input lists of size \(L\). We show that the list-size \(L\) must be at least \(\frac{\log_q \left( \frac{1}{\varepsilon} \right)}{\rho} - \frac{R}{\rho^2}\), where \(R\) is the rate of the random linear code. This is analogous to a lower bound for list-decoding that was recently obtained by Guruswami et al. (IEEE TIT 2021B). As a comparison, we also pin down the list size of random codes which is \(\frac{\log_q \left( \frac{1}{\varepsilon} \right)}{\varepsilon^2}\). This result almost closes the \(O\left(\frac{q \log L}{L}\right)\) gap left by Guruswami et al. (IEEE TIT 2021A). This leaves open the possibility (that we consider likely) that random linear codes perform better than random codes for list-recoverability, which is in contrast to a recent gap shown for the case of list-recovery from erasures (Guruswami et al. IEEE TIT 2021B). Next, we consider list-decoding with constant list-sizes. Specifically, we obtain new lower bounds on the rate required for: 1) List-of-3 decodability of random linear codes over \(\mathbb{F}_2\); 2) List-of-2 decodability of random linear codes over \(\mathbb{F}_q\) (for any \(q\)). This expands upon Guruswami et al. (IEEE TIT 2021A) which only studied list-of-2 decodability of random linear codes over \(\mathbb{F}_2\). Further, in both cases we are able to show that the rate is larger than that which is possible for uniformly random codes. A conclusion that we draw from our work is that, for many combinatorial properties of interest, random linear codes actually perform \textit{better} than uniformly random codes, in contrast to the apparently standard intuition that uniformly random codes are best.

Index Terms—List decoding, list recovery, random linear code.

I. INTRODUCTION

Coding theory is concerned with developing efficient means to make data robust to noise. The mathematical objects used for this purpose are \textit{(error-correcting) codes}, which are just subsets \(C \subseteq \Sigma^n\), where \(\Sigma\) is a finite alphabet

\[
|C| \geq \delta^n \geq \frac{1}{n^{\rho/\ell}} \left(1 - \delta\right)^n \geq \frac{1}{n^{\rho/\ell}} \left(1 - \frac{\epsilon}{n}\right)^n.
\]

The integer \(L\) is called the \textit{list-size}. This notion, originally introduced by Elias and Wozencraft [17], [70], finds uses within coding theory and beyond in, e.g., complexity theory [7], [54], [66], cryptography [50], and learning theory [26].

We will also investigate another relaxation of list-decoding: list-recovery. Here, we are given a collection of input lists \(S_1, \ldots, S_n \subseteq \mathbb{F}_q\) of bounded size, and the requirement is that there are not too many codewords that agree too much with any of these input lists. More precisely, for an integer \(\ell \leq q\) we require that

\[
\forall \bar{S} = (S_1, \ldots, S_n) \in \left(\mathbb{F}_q^\ell\right)^n, \quad |\{x \in C : d(x, \bar{S}) \leq \rho\}| < L.
\]

In the above, we are denoting by \(\left(\mathbb{F}_q^\ell\right)\) the family of all \(\ell\)-element subsets of \(\mathbb{F}_q\), and we are extending the Hamming distance notation \(d(\cdot, \cdot)\) via

\[
d(x, \bar{S}) = \frac{1}{n} \left|\{i \in [n] : x_i \notin S_i\}\right|.
\]

1In this case, we will of course insist that \(q\) be a prime power.

2For nonlinear codes this does potentially lose some generality, as the alphabet size in that case could be any integer. We do remark that our results concerning arbitrary codes hold for all integer \(q\), but emphasizing this point is not relevant to our purposes.
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Note that \((\rho, 1, L)\)-list-recovery is equivalent to list-decoding, demonstrating that list-recoverability is indeed a generalization of list-decodability. While list-recovery was initially introduced as a stepping stone towards list-decoding \([22, 23, 24, 25]\) it has since found many new uses in theoretical computer science more broadly \([15, 16, 32, 39, 47, 58]\). In order for a code to provide for efficient information transmission, we would like for the code’s rate to be as large as possible, which is a measure of the amount of information transmitted per symbol of a codeword. More precisely, the code’s rate \(R\) is defined as \(\frac{\log_q |C|}{n}\); when the code is linear, this is simply \(\frac{\dim(C)}{n}\).

At its core, coding theory is concerned with determining the achievable tradeoffs between a code’s rate and its noise-resilience for various noise models. In this work, we focus upon the list-decodability and list-recoverability of codes. An important question we ask is how large the list-size \(L\) must be for these tasks. This is useful in practice, as the main constraint on the run time of most list-decoding/recovery algorithms is due to the need to process the list. Further, in applications of list-recoverable codes to constructions of expanders \([39]\) the quality of the expansion is directly governed by the list-size.

Random Ensembles of Codes: As a stepping-stone towards a thorough understanding of the achievable tradeoffs (which is believed to be a very challenging problem), we take cues from much of the literature and study the behaviour of “typical” codes. That is, we sample codes of a prescribed rate according to natural distributions and investigate their list-decodability/recoverability. In particular, we consider random linear codes, which are uniformly sampled subspaces of \(F_q^n\) of the prescribed dimension. We also study uniformly random subsets of \(F_q^n\) of the prescribed size, which we call (uniformly) random codes.

In our work, we endeavour to provide a more fine-grained understanding of the combinatorial properties of these code ensembles. In this way, we help to uncover the landscape of achievable parameters for various code properties of interest. Beyond its theoretical interest, many code constructions \([5, 13, 25, 34, 45, 46, 48, 52]\) use (small) linear codes as a component, and better list-decodability/recoverability of these inner codes improves these constructions.

In our results, we highlight a (perhaps surprising) fact: for list-decoding/recovery, random linear codes seem to perform better than uniformly random codes. On the one hand, even for the basic property of minimum distance it has already been observed that random linear codes (which achieve the Gilbert-Varshamov bound) outperform uniformly random codes. On the other hand, for problems such as list-decoding and list-recovery much of the literature appears to be focused on showing that random linear codes are “not too much worse” than uniformly random codes. We hope our work encourages the coding theory community to change perspective and endeavour to prove that random linear codes are in fact better.

A. Our Results

1) List-Recoverability of Random Linear Codes: As a first result, we provide a new lower bound on the list-size of random linear codes for list-recoverability. For context, we recall the list-recovery capacity theorem, which gives us some coarse-grained information regarding achievable tradeoffs. For an integer \(1 \leq \ell < q\), error-radius \(\rho \in (1 - \ell/q)\) and \(\varepsilon > 0\) it states the following:

- If \(R \leq 1 - h_{q, \ell}(\rho) - \varepsilon\), there exist \((\rho, \ell, L)\)-list-recoverable codes with \(L = O(\ell/\varepsilon)\).
- If \(R \geq 1 - h_{q, \ell}(\rho) + \varepsilon\), there do not exist \((\rho, \ell, L)\)-list-recoverable codes with \(L = o(q^\omega)\).

In the above, the function \(h_{q, \ell}(\cdot)\) is the \((q, \ell)\)-entropy function; its precise definition is not important at the moment so we defer it to Section II. Informally, when studying codes of rate \(\varepsilon\) below the capacity for a small \(\varepsilon > 0\) we refer to them as capacity-approaching and call \(\varepsilon\) as the gap-to-capacity.

This already tells us that the capacity for \((\rho, \ell, L)\)-list-recovery is \(1 - h_{q, \ell}(\rho)\) if we insist that \(L\) be subexponential in \(n\). However, we can ask for more fine-grained information: in particular, exactly how large must the list-size \(L\) be as a function of \(\varepsilon\) and the other parameters?

For random linear codes, we prove the following lower bound.

Theorem 1 (List-Recoverability Lower Bound for Random Linear Codes, Informal): Let \(1 \leq \ell \leq q\) be integers with \(q\) a prime power and fix \(\rho \in (0, 1 - \ell/q)\). Fix \(\delta > 0\). For sufficiently small \(\varepsilon > 0\), a random code in \(F_q^n\) of rate \(1 - h_{q, \ell}(\rho) - \varepsilon\) is whp not \((\rho, \ell, \left\lfloor \log_{q} \left(1 - (1 - h_{q, \ell}(\rho)) - \delta \right) / \varepsilon \right\rfloor)\)-list-recoverable.

For context, we consider the case of uniformly random codes. In this case, we obtain a tight result.

Theorem 2 (List-Recoverability for Random Codes, Informal): Let \(1 \leq \ell \leq q\) be integers with \(q\) a prime power and fix \(\rho \in (0, 1 - \ell/q)\). Fix \(\delta > 0\). For sufficiently small \(\varepsilon > 0\), a random code in \(F_q^n\) of rate \(1 - h_{q, \ell}(\rho) - \varepsilon\) is whp not \((\rho, \ell, \left\lfloor \log_{q} \left(1 - (1 - h_{q, \ell}(\rho)) - \delta \right) / \varepsilon \right\rfloor)\)-list-recoverable.

On the other hand, for any \(\varepsilon > 0\) and \(n\) sufficiently large, a random code in \(F_q^n\) of rate \(1 - h_{q, \ell}(\rho) - \varepsilon\) is whp \((\rho, \ell, \left\lfloor \log_{q} \left(1 - (1 - h_{q, \ell}(\rho)) - \delta \right) / \varepsilon \right\rfloor + 1)\)-list-recoverable.

In this way, we pin down the optimal list size of the list-recoverability for random codes to one of two or three possible values: \(\left\lfloor \log_{q} \left(1 - (1 - h_{q, \ell}(\rho)) - \delta \right) / \varepsilon \right\rfloor + 0.99\), \(\left\lfloor \log_{q} \left(1 - (1 - h_{q, \ell}(\rho)) - \delta \right) / \varepsilon \right\rfloor\) (if it’s different) or \(\left\lfloor \log_{q} \left(1 - (1 - h_{q, \ell}(\rho)) - \delta \right) / \varepsilon \right\rfloor + 1\).

It worth mentioning that the random codes with alternations can be \((\rho, \ell, \left\lfloor \log_{q} \left(1 - (1 - h_{q, \ell}(\rho)) - \delta \right) / \varepsilon \right\rfloor + 1)\)-list recoverable. The idea is that we first randomly select a subset \(A\) of codewords of size \(N\). By random argument, there exists a subset \(B \subseteq A\) of size \(\Omega(N)\) such that the codewords in this subset does not meet the list recovery radius. Removing \(B\) from \(A\) does not affect the rate of the code and then we claim that \(A \setminus B\) is a code satisfying the list recovery radius. However, we can not claim that such code can be randomly constructed with high probability as the removing process is not random at all.

We present this result in Theorem 30 in the appendix.
Throughout, we also use the following notation (which is with the list, which we also refer to as a list-of-2 decoding problem). Let \( L \) be a positive integer. The regime where we can expect to approach the list-decoding regime when the output is a random code, but this is just speculation and further investigation is required.

2) List-Decoding With Small Lists: Next, we turn our attention to the challenge of list-decoding when the output list-size is small. We do not make any assumptions on the field, which we also refer to as list-of-3 decoding. Here and throughout, we also use the following notation (which is slightly abusive): for \( q \geq 2 \) and nonnegative reals \( x_1, \ldots, x_t \) with \( x_1 + \cdots + x_t \leq 1 \), \( H_q(x_1, \ldots, x_t) = \sum_{i=1}^{t} x_i \log_q \frac{1}{x_i} + (1 - x_1 - \cdots - x_t) \log_q \frac{1}{1 - x_1 - \cdots - x_t} \).

We first prove the following possibility result for random linear codes. In the following, \( B_\rho = \{ (x_1, x_2) \in \mathbb{R}^2 : x_1 + 2x_2 \leq 4\rho, x_1 + x_2 \leq 1, x_1, x_2 \geq 0 \} \).

**Theorem 3 (List-of-3 Decoding Random Linear Binary Codes, Informal):** Let \( \rho \in (0, 5/16) \) and suppose
\[
R < 1 - \frac{1}{3} \max_{(x_1, x_2) \in B_\rho} H_2(x_1, x_2) + 2x_1 + x_2 \log_2 3.
\]
Then a random linear code over \( \mathbb{F}_2 \) of rate \( R \) is whp \((\rho, 4, 3)\)-list-decodable.

For context, we also study the list-of-3 decodability of random codes over the binary alphabet. In this case, we can prove the following:

**Theorem 4 (List-of-3 Decoding Random Binary Codes, Informal):** Let \( \rho \in (0, 5/16) \) and suppose
\[
R > 1 - \frac{1}{4} \max_{(x_1, x_2) \in B_\rho} 1 + H_2(x_1, x_2) + 2x_1 + x_2 \log_2 3.
\]
Then a random code over \{0, 1\} of rate \( R \) is whp \((\rho, 4, 3)\)-list-decodable.

On the other hand, if
\[
R < 1 - \frac{1}{4} \max_{(x_1, x_2) \in B_\rho} 1 + H_2(x_1, x_2) + 2x_1 + x_2 \log_2 3,
\]
then a random code over \{0, 1\} is whp \((\rho, 4, 3)\)-list-decodable.

As \( 1 + \frac{1}{4} \frac{1}{3} \geq \frac{5}{4} \) whenever \( F \leq 3 \), we see that the bound in Theorem 3 is greater than the bound from Theorem 4.

Using terminology that we later make precise, we see that the threshold rate for list-of-3 decoding binary random linear codes strictly exceeds that of binary random codes.

Next, we study list-of-2 decoding over alphabets of size \( q > 2 \). And again, our theorems demonstrate that random linear codes strictly outperform random codes. Define \( D_\rho := \{ (x_1, x_2) \in \mathbb{R}^2 : x_1 + x_2 \leq 3\rho, x_1 + x_2 \leq 1, x_1, x_2 \geq 0 \} \).

**Theorem 5 (List-of-2 decoding Random Linear q-ary Codes, Informal):** Let \( \rho \in (0, 1/3) \) and suppose that
\[
R < 1 - \frac{1}{2} \max_{(x_1, x_2) \in D_\rho} H_q(x_1, x_2) + x_1 \log_q 3(q - 1) + x_2 \log_q (q - 1)(q - 2).
\]
Then a random linear code over \( \mathbb{F}_q \) of rate \( R \) is whp \((\rho, 3)\)-list-decodable.

**Theorem 6 (List-of-2 Decoding Random q-ary Codes, Informal):** Let \( \mathbb{F}_q \) be an alphabet of size \( q \). Let \( \rho \in (0, 1/3) \) and suppose that
\[
R > 1 - \frac{1}{3} \max_{(x_1, x_2) \in D_\rho} 1 + H_q(x_1, x_2) + x_1 \log_q 3(q - 1) + x_2 \log_q (q - 1)(q - 2).
\]
Then a random code over \( \mathbb{F}_q \) of rate \( R \) is whp \((\rho, 3)\)-list-decodable.

On the other hand, if \( R \) is more than
\[
R < \frac{1}{3} \max_{(x_1, x_2) \in B_\rho} 1 + H_q(x_1, x_2) + x_1 \log_q 3(q - 1) + x_2 \log_q (q - 1)(q - 2),
\]
then a random code over \( \mathbb{F}_q \) is whp \((\rho, 3)\)-list-decodable.

Again, we can see that the bound from Theorem 5 is greater than the bound from Theorem 6. We therefore conjecture that this phenomenon of random linear codes outperforming random codes extends to more values of \( L \). To provide more evidence for this conjecture, we extend an argument for binary random linear codes of [21] and [55] to larger values of \( L \), and by comparing it to a computation of the threshold rate for
random binary codes, show that for many parameter regimes of interest we do indeed have random linear codes outperforming random codes.

B. Techniques

In order to obtain our results, we rely on a recently developed toolkit for proving threshold rates for combinatorial properties of random (linear) codes. The toolkit for random linear codes was developed by Mosheiff et al. [57] on the way to proving that LDPC codes achieve list-decoding capacity; recent works [11], [27], [29] have found further uses for the techniques in investigating combinatorial properties of random ensembles of linear codes. An analogous threshold toolkit for random codes was provided in [30].

Broadly speaking, the techniques of [30] and [57] apply when considering a property of codes defined by forbidding a family of “bad” subsets, each of which have constant cardinality (independent of $n$). For example, the property of $(\rho, L)$-list-decodibility is defined by forbidding all $L$-element subsets $B = \{x_1, \ldots, x_L\}$ of a Hamming ball $B(\rho, z) = \{x \in \mathbb{F}_q^n : d(x, z) \leq \rho\}$ from appearing in the code. In [57], it is proved that for any such local property there is a threshold rate $R^\ast$ such that:

- If $R < R^\ast$, a random linear code satisfies the property with high probability;
- If $R > R^\ast$, a random linear code fails to satisfy the property with high probability.

The theorem further characterizes the threshold rate $R^\ast$ as the solution to a certain optimization problem. In this work, we endeavour to compute new bounds on the threshold rate $R^\ast$ for various properties of interest.

In the remainder, we provide intuition for the characterization of the threshold rate from [57]. First, we identify subsets $B \subseteq \mathbb{F}_q^L$ of size $L$ with the matrix in $\mathbb{F}_q^{n \times L}$ whose columns are given by $\theta$ (the choice of ordering is immaterial), and we say that a matrix $M$ is contained in a code $C$ if $C$ contains all of $M$’s columns. For a collection of matrices $M \subseteq \mathbb{F}_q^{n \times L}$, we would like to compute the threshold rate $R^\ast$ for “$M$-freeness,” i.e., the code property of not containing a matrix in $M$.

As we are interested in list-decoding/recovery, we define a set of matrices $M$ such that if $C$ contains a matrix from $M$ then $C$ is not list-decodable/recoverable. We say that the collection $M$ is “bad” for list-decoding/recovery. As intuition, for list-decoding we can just take the set of matrices where each column lies in some ball $B(\rho, z)$. Next, we would like to show that $M$ is “abundant” in the sense that it is very likely that $C$ contains a matrix $M \in M$. In other words, if $X_M$ denotes the indicator random variable for the event $M \subseteq C$, then we should expect $X_M := \sum_{M \in M} X_M \geq 1$.

It is relatively easy to compute $\mathbb{E}[X_M]$ and see when it exceeds 1; however, to conclude that $X_M$ is likely to be large one needs a concentration bound. Such a bound is often provided by estimating the variance of $X_M$. Broadly construed, [57] applies the second moment method to demonstrate that there is really only one reason that $X_M$ would fail to be concentrated: it is because for some compressing matrix $A \in \mathbb{F}_q^{L \times L'}$ with $L' \leq L$ the set $\{MA : M \in M\}$ is too small.

1) List-Recovery: First, we endeavour to prove a lower bound on the list-size for list-recovery. This means that we need to say that if the list-size is too small then the random linear code quite likely contains a matrix from a set $M$ of bad matrices for list-recovery. In light of the above, to conclude our argument we need to show that for any compressing matrix $A$, the set $\{MA : M \in M\}$ remains large.

To do this, we use information-theoretic techniques: we identify each of our bad matrices $M \in M$ with an appropriate type, which is a distribution $\tau \sim \mathbb{F}_q^L$ defined as the empirical distribution of $M$’s rows. A lower bound on $\{MA : M \in M\}$ is then implied by a lower bound on the entropy of the random variable $A \bar{u}$ for $\bar{u} \sim \tau$. We are also free to choose the type $\tau$ which is “bad” for a certain property, in the sense that if a code contains a matrix of type $\tau$ then it fails to satisfy the property.

For the case of $(\rho, L)$-list-recovery, the following type is bad: one samples uniformly $S \in (\mathbb{F}_q^L)$ and then outputs $\bar{u} = (u_1, \ldots, u_L) \in \mathbb{F}_q^L$, where each $u_i$ is independently uniform over $S$ with probability $1 - \rho$ and uniform over $\mathbb{F}_q \setminus S$ otherwise. It thus follows that a lower bound on $\{MA : M \in M\}$ is implied by a lower bound on the entropy of the random variable $A \bar{u}$ for $\bar{u} \sim \tau$.

Obtaining this lower bound requires a rather lengthy argument; we overview the main ideas now. We begin by partitioning the coordinates of $A \bar{u}$ into subsets $J_1, \ldots, J_k \subseteq [L']$, where each $J_i$ depends on at least 2 “fresh” coordinates from $\bar{u}$, along with (perhaps) a set of leftover coordinates $J_{k+1}$. We then provide two arguments depending on the
maximum size of a part. If, say, \(|J_i|\) is large, then we can show that \((A\vec{u})_{J_i}\) already experiences a large entropy increase. This is shown by demonstrating that these coordinates alone already allow us to nontrivially guess the subset \(S\). Otherwise, we argue that all the parts provide a nontrivial increase in the entropy, and since there must be a large number of parts in this case, by summing over all the parts we provide an adequate lower bound.

This result generalizes the list-decoding lower bound that was provided in [27, Theorem IV.1]. The argument in that paper exploited the fact that a sample from the bad type for list-decoding has a simpler structure: it looks like \(\vec{v} + \alpha \vec{1}\), where \(\vec{v}\) is a \(q\)-ary Bernoulli random variable and \(\alpha \in \mathbb{F}_q\) is uniformly random. In our case, we do not have this nice linear structure,\(^5\) making the analysis more intricate.

2) List-Decoding With Small Lists: For our results concerning list-decoding with small lists, we again use the thresholds framework. In this case, we need to consider any type that is bad for \((\rho, 3)\) or \((\rho, 4)\)-list-decoding. For these small values of \(L\), we are able to identify the linear map \(A\) which leads to the maximum relative entropy \(\mathcal{R}(A)\); in each case, it is given by the map sending \((x_1, \ldots, x_L) \mapsto (x_1 - x_L, \ldots, x_{L-1} - x_L)\).

To provide the proof, we break up the vector spaces based on the number of distinct coordinates of the entries, and observe that a type which is bad for list-decodability can only put so much probability mass on each of these parts. To conclude, we rely on the concavity of the entropy function as well as some combinatorial reasoning concerning the subspaces of \(\mathbb{F}_q^2\) and \(\mathbb{F}_q^L\). Even for these small values of \(L\) we need to be quite careful to avoid a massive explosion in the number of cases to consider, as we must look at all compressing linear maps \(A\).

3) Random Codes: For the case of random codes, we can compute the threshold rates for all the properties of interest in a relatively straightforward way, as the characterization from [30] does not require us to consider any sort of compressing mapping on the types. Quite notably, in all cases we see that random linear codes appear to perform better than random codes. This is perhaps in contrast to commonly held beliefs: a main goal of our work is to disseminate this counterintuitive phenomenon.

C. Related Work

In Section I-B we outlined the works [27], [30], [57] which developed and studied the thresholds toolkit that we apply. In this section, first provide a more general introduction to the topic of list-decodable/-recoverable codes and the historical contexts in which they have been studied. We subsequently highlight some additional related works on the topic of random linear codes and their list-decodability/recoverability. In what follows, \(q\) always denotes the alphabet size and \(\varepsilon\) the “gap-to-capacity” for a capacity-approaching code.

1) List Size Lower Bounds for Random (Linear) Codes: As we provide lower bounds for list-recovery of random linear codes, we briefly review the known lower bounds for list-decoding. First, Guruswami and Narayanan [40] showed that capacity-approaching random (linear) codes require lists of size \(\Omega(1/\rho)\): by inspecting the proof one can note that the implied constant tends to 0 as \(\rho \to 1 - 1/q\), or if \(q \to \infty\). While on the surface their approach appears very different to ours, their use of a second-moment method is akin to the proofs underlying the thresholds framework from [57], so the approaches are in fact somewhat similar. Later, Li and Wootters [55] gave a \(\sim 1/\varepsilon\) list-size lower bound for capacity-approaching random codes. Kim et al. [49] generalized their results to \(q\)-ary random codes. Again, the argument relies on the second-moment method. Let \(\ell = 1\) in Theorem 2 and we can recover the results of the list decoding of random codes shown above.

In [27], a lower bound for the list-decodability of capacity-approaching random linear codes is given, showing that lists of size \(\sim \frac{h_q(\rho)}{\varepsilon}\) are required: our list-recovery list-size lower bound is a generalization of this result. Lastly, in [30] the threshold rate for \((\rho, 2)\)-list-decodability is computed, providing a lower bound and an upper bound: this segues us nicely into a discussion of the work on computing upper bounds on list-sizes. In this work, we calculate the threshold rate for \((\rho, 3)\)-list-decodability by providing a lower bound for random codes and an upper bound for random linear codes.

2) List Size Upper Bounds for Random Linear Codes: There has been a long line of work [12, 20, 21, 30, 55, 62, 63, 69, 72] studying the list-decodability of capacity-approaching random linear codes, and we now highlight some relevant results. First, Zyablov and Pinkser [72] demonstrated that capacity-approaching RLCs are indeed \((\rho, L)\)-list-decodable, albeit with \(L = q^{O(1/\varepsilon)}\). Subsequent work has endeavoured to prove list-decodability with \(L = O(1/\varepsilon)\). The existence of such linear codes over \(\mathbb{F}_2\) was first demonstrated by [21]; later, [55] showed that this holds with high probability for randomly sampled linear codes, and subsequently [27] showed this is true for average-radius\(^6\) list-decoding.

As for larger alphabets, [20] showed that lists of size \(O_{\rho,q}(1/\varepsilon)\) do indeed suffice for random linear codes. We further remark that their argument uses a certain Ramsey-theoretic concept called a 2-increasing sequence to choose the order in which to reveal coordinates, which is vaguely reminiscent of the “fresh” coordinates that we have defined by the \(J_i\’s\) in our list-recovery lower bound argument. A drawback of this work is that the implied constant in the \(O_{\rho,q}(\cdot)\) notation degrades as \(\rho \to 1 - 1/q\) or if \(q\) grows too large. In light of this restriction, a line of works [12, 62, 69] has studied the “high noise regime,” where \(\rho = 1 - 1/q - \eta\) and one endeavours to show that lists of size \(O(1/\eta^2)\) suffice for codes of rate \(\Omega(\eta^2)\). These results are still not quite optimal in the sense that the implied constants (even for the rate) lag behind the parameters achievable by random codes. Lastly, for list-recoverability with input list-size \(\ell\) it appears that the best

---

\(^5\)One might be tempted to look at \(\vec{v} + \vec{w}\) where \(\vec{v}\) is \(q\)-ary Bernoulli and \(\vec{w}\) is uniform over \(S\), but note that for \(\ell = 1\) choices for \(v_i \in \mathbb{F}_q\) the sum \(v_i + w_i\) still lies in \(S\).

\(^6\)In this model, it is required that the code does not contain \(L\) points whose average distance from a centre is less than \(\rho\). Thus, it is a stricter requirement than standard list-decoding.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
upper bound on the list-size is due to [63], where it is shown that lists of size \( (q\ell)^{O(\log(\ell)/\varepsilon)} \) suffice.

3) Lower Bounds for List Sizes of Arbitrary Codes: While we exclusively study random (linear) codes, we view these as a proxy for determining the actual achievable tradeoffs. As lists of size \( \Theta(1/\varepsilon) \) are required for random codes, it is natural to wonder if all capacity-approaching \((\rho, L)\)-list-decodable codes require lists of size \( \Omega(1/\varepsilon) \). Blinovsky [9], [10] has shown a lower bound of \( \Omega(\rho)(\log(1/\varepsilon)) \). In the high noise regime, viz., \( \rho = 1 - 1/q - \eta \), Guruswami and Vadhan [40] provided a \( \Omega_q(1/\eta^2) \) lower bound on the list size. Lastly, for \( \text{average-radius list-decoding} \) Guruswami and Narayanan [31] proved a \( \Omega(1/\varepsilon) \) lower bound.

4) List-Decodable Codes More Broadly: As mentioned earlier, list-decodable codes were initially introduced by Elias and Wozencraft [17], [70], and early work on the subject focused on the question of statistical properties of such codes [4], [19], [64], particularly for the case of probabilistic channels. Subsequent work in the 80’s [9], [18], [72] studied combinatorial properties of list-decodable codes. In recent years a long series of works has studied the question of algorithmically list-decoding explicit classes of codes. This direction was pioneered by Guruswami and Sudan [36], [67] where it was proved that Reed-Solomon codes [61] can be list-decoded up to the Johnson bound \( 1 - \sqrt{R - \varepsilon} \). A subsequent line of works [14], [34], [35], [38], [41], [42], [43], [51], [53], [59] demonstrated that many “algebraic” codes (i.e., codes built on top of Reed-Solomon codes, or their generalization algebraic-geometric codes [33]) are list-decodable up to the Singleton bound \( 1 - R - \varepsilon \). Another approach is to start with a small base code with nice properties (e.g., good distance) and then apply some sort of distance amplification technique [2], [5], [13], [23], [24], [45], [46], [48], [52], often by using expander graphs (or even high-dimensional expanders). These works are all somewhat orthogonal to our aim in this work, which is namely to understand more deeply the combinatorial properties of list-decodable codes; in particular, we focus on the regime where \( q \) is quite small, while most of these works require \( q \) at least exponential in \( 1/\varepsilon \) (and in many cases, also require some dependence on the block-length \( n \)). However, as highlighted earlier, proving that (linear) codes with nice list-decodability/recoverability properties exist can have implications for such constructions, as the base code is often small enough to be found by brute-force.

D. Open Problems

In this work, we have progressed our understanding of combinatorial properties of random (linear) codes. A main conclusion of our work is that for list-decoding/recovery, random linear codes perform better. There are many open problems which remain to be studied and we list some below.

- Provide the corresponding upper bounds on the threshold rate for \((\rho, 4)\)-list-decoding binary random linear codes, and the threshold rate for \((\rho, 3)\)-list-decoding \( q \)-ary random linear codes.

- Provide the corresponding lower bound on the threshold rate for \((\rho, \ell, L)\)-list-recovery in the capacity-approaching regime. In fact, for \( q > 2 \), the threshold rate for \((\rho, L)\)-list-decoding is still open. This is quite likely a very challenging problem; the only tight argument we have is due to [21] and [55] (see also [27]) which only applies to list-decoding over the binary field, and this argument appears too “rigid” to apply in more generality.

- Get a better understanding for worst-case codes. In particular, to the best of our knowledge the Plotkin points for \((\rho, L)\)-list-decoding for \( q > 2 \) are not known. That is, compute the minimum value \( \rho^* \) such that for all \( \rho > \rho^* \), there are no \( q \)-ary \((\rho, L)\)-list-decodable code families with positive rate. (Recent work [71] expresses the Plotkin point as a solution to a certain optimization problem, but we do not see how to extract a simple expression from this.)

E. Organization

In the subsequent section, we introduce the necessary notations and definitions that we will use in this work, along with the tools from [30] and [57] that we apply. In Section III, we provide our lower bound on the list-size for the list-recoverability of random linear codes which approach capacity. In Section IV, we lower bound the threshold rate for list-of-2 decoding (for general \( q \)) and list-of-3 decoding (in the binary case). We also compare random linear codes to random codes over the binary alphabet for more values of \( L \).

---

\footnote{Once \( q \) is large enough, i.e., at least \( \exp(1/\varepsilon) \), then the list-decoding capacity and the Singleton bound roughly coincide.}

\footnote{For list-recovery, we admittedly only provide some evidence in this direction.}

---
II. Preliminaries

Miscellaneous Notations: For an integer $n \geq 1$, we denote $[n] := \{1, 2, \ldots, n\}$. For a set $X$ we denote by $\binom{X}{\ell}$ the family of all subsets of $X$ with $\ell$ elements, and similarly $\binom{\subseteq \ell}{\ell}$ denotes the family of all subsets of $X$ with $\leq \ell$ elements. Throughout, $\mathbb{F}_q$ denotes the finite field with $q$ elements, for $q$ a prime power.

For clarity, vectors are typically denoted with an arrow overtop. Given a vector $\vec{x} \in \mathbb{F}_q^n$ and a subset $I \subseteq [n]$ we denote by $\vec{x}_I$ the length $|I|$ vector $(x_i : i \in I) \in \mathbb{F}_q^{|I|}$. We reserve $I$ for the all-1’s vector; if we wish to emphasize its length we subscript it, i.e., $I_q$ denotes the all-1’s vector of length $D$. Random variables are typically written in boldface, e.g., $\vec{x}, \vec{y}$, etc. In particular, random vectors are denoted, e.g., $\vec{u}$.

Coding Theory Terminology: A code $C$ is a subset of $\mathbb{F}_q^n$ for the finite field of order $q$ a prime power. Elements $\vec{c} \in C$ are called codewords, the integer $n$ is the block-length, and the integer $q$ is the alphabet size; such a code is also called $q$-ary. When $q = 2$ the code is deemed binary. We are typically interested in linear codes, which are $\mathbb{F}_q$-linear, i.e., they are subspaces. The rate of a code $C$ is $R = R(C) : = \log |C|_n$ and its minimum distance is $\delta = \delta(C) : = \min \{d(\vec{x}, \vec{y}) : \vec{x} \neq \vec{y}, \vec{x}, \vec{y} \in C\}$, where $d(\vec{x}, \vec{y}) = \frac{1}{n} \{i \in [n] : x_i \neq y_i\}$ is the (relative) Hamming distance from $\vec{x}$ to $\vec{y}$. We also slightly extend this notation as follows: for a vector $\vec{x} \in \mathbb{F}_q^n$ and a tuple of subsets $\bar{S} = (S_1, \ldots, S_n)$, $S_i \subseteq \mathbb{F}_q$, we define $d(\vec{x}, \bar{S}) : = \frac{1}{n} \{|i \in [n] : x_i \notin S_i\}$, i.e., the fraction of coordinates $i$ for which $\vec{x}$ “disagrees” with the corresponding subset of $\bar{S}$.

A random linear code of rate $R$ is a uniformly random subspace of $\mathbb{F}_q^n$ of dimension $Rn$. As this concept will arise regularly in this work, we occasionally use the abbreviation RLC. A random code of rate $R$ is a random subspace of $\mathbb{F}_q^n$ obtained by including each element independently with probability $q^{(R-1)n}$. For this concept, we use the abbreviation RC.

A. List-Decodability and List-Recoverability

In this work, we study combinatorial properties of linear codes. Of primary interest to us are list-decodability and list-recoverability, which we now define.

Definition 7 (List-Decodability): Let $\rho \in (0, 1 - 1/q)$ and $L \geq 1$. A code $\bar{C} \subseteq \mathbb{F}_q^n$ is called $(\rho, L)$-list-decodable if for all $\vec{x} \in \mathbb{F}_q^n$,

$$|\{\vec{c} \in \bar{C} : d(\vec{x}, \vec{c}) \leq \rho\}| < L.$$  

We also use the terminology “list-of-$L$-decoding” for $(\rho, L)$-list-decoding, e.g., list-of-$2$-decoding corresponds to $(\rho, 3)$-list-decoding.

The list-decoding capacity is the value $R^*(\rho)$ such that for any $R < R^*(\rho)$ there exists $L > 1$ such that infinite families of $(\rho, L)$-list-decodable codes of rate at least $R$ exist, but for any $R > R^*(\rho)$ such an infinite family does not exist. It is known that

$$R^*(\rho) = 1 - h_q(\rho),$$

where

$$h_q(\rho) = \rho \log_q \frac{q - 1}{\rho} + \log_q \frac{1}{1 - \rho}$$

is the $q$-ary entropy function.

Definition 8 (List-Recoverability): Let $\rho \in (0, 1 - 1/q)$, $1 \leq \ell < q$. A code $\bar{C} \subseteq \mathbb{F}_q^n$ is called $(\rho, \ell, L)$-list-recoverable if for all tuples of subsets $\bar{S} = (S_1, \ldots, S_n) \in \binom{\subseteq \ell}{\ell}$,

$$|\{\vec{c} \in \bar{C} : d(\vec{c}, \bar{S}) \leq \rho\}| \leq \rho \log_q \frac{q - \ell}{\rho} + (1 - \rho) \log_q \frac{\ell}{1 - \rho}$$

is the $(q, \ell)$-entropy function.

B. Information-Theoretic Concepts

For a random variable $x$ over a domain $\mathcal{X}$ we denote its entropy by

$$H(x) = \sum_{x \in \mathcal{X}} \Pr[x = x] \log \frac{1}{\Pr[x = x]},$$

where we use the convention $0 \log \frac{1}{0} = 0$. If $\tau$ is a distribution then we define $H(\tau)$ to be the entropy of a random variable distributed according to $\tau$.

Given another random variable $y$ supported on a set $\mathcal{Y}$, the conditional entropy of $x$ given $y$ is

$$H(x \mid y) = \mathbb{E}_{y \sim \mathcal{Y}} [H(x \mid y = y)] = \sum_{x \in \mathcal{X}, y \in \mathcal{Y}} \Pr[x = x, y = y] \log \frac{\Pr[x = x]}{\Pr[x = x, y = y]}.$$  

Intuitively, this is the expected amount of entropy remaining in $x$ after revealing $y$. Conditional entropy satisfies the chain rule $H(x, y) = H(x \mid y) + H(y)$, which can be extended by induction to larger collections of random variables.

We also use the notion of mutual information, which is a measure of the amount of information one random variable gives about another and is defined as follows:

$$I(x; y) = H(x) - H(x \mid y) = H(y) - H(y \mid x) = H(x) + H(y) - H(x, y).$$  
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follows:\n\[ \begin{align*}
I(x; y | z) &= H(x | z) - H(x | y, z) \\
&= H(y | z) - H(y | x, z) \\
&= H(x | z) + H(y | z) - H(x, y | z),
\end{align*} \]
where \( z \) is another random variable.

Conditional entropy, mutual information and conditional mutual information all satisfy the data-processing inequality: for any function \( f \) supported on \( Y \) (the support of \( y \)), we have
\[ H(x | f(y)) \leq H(x | y), \quad I(x; y | z) \geq I(x; f(y) | z). \]

We will also use Fano’s inequality, which makes precise the intuition that if \( y \) allows one to guess the value of \( x \) with good probability, then the conditional entropy \( H(x | y) \) cannot be too large.

**Theorem 9 (Fano’s Inequality):** Let \( x \) be a random variable supported on \( X \), \( y \) a random variable supported on \( Y \) and \( f : Y \to X \). Define \( p_{\text{err}} := \Pr[f(y) \neq x] \). Then,
\[ H(x | y) \leq h(p_{\text{err}}) + p_{\text{err}} \cdot \log(|X| - 1). \]

When we wish to change the base of the logarithm with which entropy or mutual information is computer, the desired base is subscripted. That is,
\[ H_q(x) := \frac{H(x)}{\log q}, \quad I_q(x; y) := \frac{I(x; y)}{\log q}, \]
and similarly for the conditional versions of these quantities. Finally, as a slight abuse of notation, we also write
\[ H_q(x_1, \ldots, x_t) = \sum_{i=1}^t x_i \log_q \frac{1}{x_i} + \left(1 - x_1 - \cdots - x_t\right) \log_q \frac{1}{1 - x_1 - \cdots - x_t} \]
if \( x_1, \ldots, x_t \) are positive numbers satisfying \( \sum_{i=1}^t x_i \leq 1 \).

(We caution that for \( q > 2 \), \( H_q(x) \neq h_q(x) \).)

**C. Thresholds**

We now introduce the specialized notations and tools that we will need in order to apply the machinery of [57]. First, for a distribution \( \tau \sim \mathbb{F}_q^b \) and a linear map \( A : \mathbb{F}_q^b \to \mathbb{F}_q^c \), we let \( A\tau \) denote the distribution of the random vector \( A\bar{u} \) for \( \bar{u} \sim \tau \). In more detail, \( A\tau \) has the following probability mass function:
\[ \Pr_{\bar{u} \sim A\tau}[\bar{u} = \bar{y}] = \sum_{x \in A^{-1}(\bar{y})} \Pr_{\bar{u} \sim \tau}[\bar{u} = \bar{x}]. \]

While we are generally concerned with understanding the probability that certain “bad sets” lie in our code, it is in fact more convenient to work with matrices. For a matrix \( M \in \mathbb{F}_q^{b \times c} \) and a code \( \mathcal{C} \subseteq \mathbb{F}_q^c \), we say that \( \mathcal{C} \) contains \( M \) if the columns of \( M \) are contained in \( \mathcal{C} \).

Every matrix is assigned a type, and the type of a matrix is determined by the matrix’s empirical row distribution as follows:

**Definition 10 (**\( \dim(\tau_M, \dim(\tau), \mathcal{M}_{n,\tau}) \):** For a matrix \( M \in \mathbb{F}_q^{b \times n} \), we define its type \( \tau_M \) to be the distribution given by the empirical distribution of \( M \)'s rows. That is, for all \( \bar{v} \in \mathbb{F}_q^b \) we have
\[ \tau_M(\bar{v}) := \frac{|\{i \in [n] : \text{ith row of } M \text{ equals } \bar{v}\}|}{n}. \]

For a distribution \( \tau \) on \( \mathbb{F}_q^b \), \( \dim(\tau) \) denotes the dimension of the span of \( \tau \)'s support, i.e.,
\[ \dim(\tau) := \dim(\text{span}(\text{supp}(\tau))). \]

We denote by \( \mathcal{M}_{n,\tau} \) the set of all matrices in \( \mathbb{F}_q^{b \times n} \) with empirical row distribution \( \tau \). We call a type \( \tau \)-local if \( \tau \sim \mathbb{F}_q^b \); note that a \( \tau \)-local type has \( \dim(\tau) \leq b \).

**Remark 2:** Technically, for a distribution \( \tau \sim \mathbb{F}_q^b \) it could be the case that \( \mathcal{M}_{n,\tau} \) is empty just because, for some \( \bar{v} \in \mathbb{F}_q^b \), \( \tau(\bar{v}) \notin \{0, 1/n, 2/n, \ldots, (n-1)/n, 1\} \). For such \( \tau \), we can define \( \mathcal{M}_{n,\tau} \) to consist of those matrices which contain either \([n \cdot \tau(\bar{v})]\) or \([n \cdot \tau(\bar{v}) - 1]\) copies of \( \bar{v} \). As we are always dealing with the setting where \( n \) is assumed to be sufficiently large compared to all other parameters, this does not affect the analysis. Hence, we may safely ignore this technicality, which we do for the clarity of exposition.

Our target is an understanding of the threshold rate for a combinatorial property of random linear codes. The combinatorial properties that we will study are those that are defined by excluding a set of types, as follows.

**Definition 11 (**\( \tau \)-Freeness, Local Properties):** Given a code \( \mathcal{C} \) and a type \( \tau \), we say that \( \mathcal{C} \) is \( \tau \)-free if \( \mathcal{C} \) does not contain any matrix \( M \in \mathcal{M}_{n,\tau} \), i.e., no matrix \( M \) of type \( \tau \).

For a set \( T \) of types, where each \( \tau \sim \mathbb{F}_q^b \) for some \( b \in \mathbb{N} \), we say that \( \mathcal{C} \) is \( T \)-free if it is \( \tau \)-free for all \( \tau \in T \). We refer to \( T \)-freeness as a \( b \)-local property of codes.

For a more in-depth discussion of the definition, we refer the reader to, [57, Section 2] or [60, Chapter 3]. To provide some intuition, we demonstrate how \( (\rho, \ell, L) \)-list-recoverability may be described as an \( L \)-local property. We define \( T \) to be the set of all types \( \tau \sim \mathbb{F}_q^L \) such that for some (correlated) distribution \( \nu \sim (\mathbb{F}_q^L) \),
\[ \forall i \in [L], \quad \Pr_{\bar{u} \sim \nu \sim (\mathbb{F}_q^L)}[u_i \neq u_j] \leq \rho \] \text{ and furthermore we require } \[ \forall 1 \leq i < j \leq L, \quad \Pr_{\bar{u} \sim \nu}[u_i \neq u_j] > 0 \] (this second condition amounts to requiring that any matrix of type \( \tau \) has distinct columns.) We refer to the collection of all these types as \( T_{\rho, \ell, L} \).

We now characterize (up to \( o(1) \) terms) the threshold rate of a property.

**Theorem 12 (**[60], Theorem 3.3.9: Thresholds for Random Linear Codes):** Fix \( b \in \mathbb{N} \) and let \( T \) be a set of \( b \)-local types. Then the threshold rate for \( T \)-freeness is
\[ 1 - \max_{\tau \in T} \min_A \left\{ \frac{H_q(A)}{\dim(A)} \right\} \pm o_{n \to \infty}(1), \]
where the minimum is taken over all surjective linear maps \( A : \mathbb{F}_q^b \to \mathbb{F}_c^e \) with \( c \leq b \).
Let us specialize to the case of $\tau$-freeness for a single type $\tau$. Suppose that $R > 1 - \min_{\mathcal{A}} \left\{ \frac{H_q(A^T)}{\dim(A^T)} \right\}$. Theorem 12 tells us that it is unlikely that a RLC of rate $R$ is $\tau$-free. Stated differently, we can expect that there is at least one matrix of type $\tau$ contained in such an RLC. In fact, while we do not prove this, it is in fact likely that there will be many such matrices. For this reason, we use the following terminology for types $\tau$ satisfying $R > 1 - \min_{\mathcal{A}} \left\{ \frac{H_q(A^T)}{\dim(A^T)} \right\}$: we call them abundant.

In proving an upper bound $R_{\text{upper}}$ on the threshold rate for a property of interest (e.g., $(\rho, \ell, L)$-list-recovery), we will follow the following steps. First, we define an appropriate type $\tau$ and prove that a code satisfies the property of interest only if it is $\tau$-free. Informally, we refer to this as a proof that $\tau$ is bad for list-decoding, and then show that it has sufficiently large (relative) entropy. This is the more challenging part of the theorem, as the minimization over the set of all linear maps $A$ is quite challenging to control. Nonetheless, we are able to carry out this program for $(\rho, \ell, L)$-list-recovery, as advertised.

In proving a lower bound on $R_{\text{low}}$ on the threshold rate for a property of interest (e.g., $(\rho, 3)$-list-decoding), we need to consider any type that is bad for list-decoding, and then show that it is implicitly rare: that is, for some matrix $A$, there are relatively few matrices of type $A\tau$, and hence it is likely no matrix of that type lies in the RLC. That is, we must upper bound the ratio of the entropy of $A\tau$ with the dimension of $A\tau$. Here, we have the freedom to choose $A$, but the argument must apply to all types $\tau$. This is especially tricky when given a type $\tau$ whose support is contained in a strict subspace, as then the bound on the entropy must be commensurately smaller. It is for this reason that we only consider small values of $L$, as one suffers from a combinatorial explosion in the number of possible support spaces for the types.

1) Thresholds for Random Codes: For thresholds of random codes, the characterization theorem is simpler in the sense that we do not have to minimize over compressive mappings, at least if the property satisfies certain technical conditions. Fortunately, the characterization applies to list-recoverability, and hence also list-decodability.

Theorem 13 ([30], Theorem 2: Thresholds for Random Codes): Let $b \in \mathbb{N}$ and let $T$ be a set of $b$-local types. Let $T$ be a convex approximation for $T$. Then the threshold rate for $T$-freeness is

$$1 - \frac{\max_{\tau \in T} H_q(\tau)}{b}.$$  

Proposition 14 ([30], Lemma 7): $T_{\rho,\ell,L}$ is a convex approximation for the property of $(\rho, \ell, L)$-list-recoverability.

III. LOWER BOUND ON LIST-SIZE FOR LIST-RECOVERY

Throughout this section, the following notations are fixed:

- $q \in \mathbb{N}$ is a (fixed) prime power;\textsuperscript{11}
- $\ell \in \mathbb{N}$ satisfies $1 \leq \ell < q$;
- $\rho \in \mathbb{R}$ satisfies $0 < \rho < 1 - \frac{\ell}{q}$; and
- $\delta > 0$ is a small constant.

\textsuperscript{11}When we discuss random codes, $q$ may be any positive integer.

All these parameters are constants, independent of the growing parameter $n$. Our main result in this section is the following theorem.

Theorem 15: There exists $\varepsilon_{q,\ell,\rho,\delta} > 0$ such that for all $0 < \varepsilon < \varepsilon_{q,\ell,\rho,\delta}$ and $n$ sufficiently large, a random linear code in $\mathbb{F}_q^n$ of rate $1 - h_{q,\ell}(\rho) - \varepsilon$ is not $\left( \rho, \ell, \left\lfloor \log_q \left( \frac{q^\ell}{L} \right) - 1 + h_{q,\ell}(\rho) - \delta \right\rfloor \right)$-list-recoverable with probability $1 - o(1)$.

The proof of this theorem follows the same outline as has been used in, e.g., [27]. Namely, we begin by defining a $L$-local type which we show is bad for $(\rho, \ell, L)$-list-recovery. Later, we prove that the type is indeed abundant, which is the more challenging part of the theorem.

The bad $L$-local type is defined as follows.

Definition 16 (The Bad Type for $(\rho, \ell, L)$-List-Recoverability): Fix $L \in \mathbb{N}$. Define the distribution $\tau \sim \mathbb{F}_q^L$ via the following procedure for sampling a random vector $\mathbf{u} = (u_1, \ldots, u_L)$:

- First, $\mathbf{S} \sim \mathbb{F}_q^L$ is sampled uniformly at random;
- Second, for $i = 1, \ldots, L$, we sample $u_i \sim \mathbb{F}_q$ as

$$\Pr[u_i = x | \mathbf{S} = \mathbf{s}] = \begin{cases} \frac{1}{q} & \text{if } x \in \mathbf{s} \\ \frac{1}{q^{L-x}} & \text{if } x \notin \mathbf{s} \end{cases},$$

and conditioned on $\mathbf{S} = \mathbf{s}$, the coordinates $u_1, \ldots, u_L$ are independent.

Note that such a type does indeed lie in the set $T_{\rho,\ell,L}$. Indeed, if $\nu \sim \mathbf{S}$ we clearly have

$$\forall i \in [L], \quad \Pr_{(\mathbf{u}, \mathbf{s}) \sim (\nu, \nu)} [u_i \notin \mathbf{s}] = \rho$$

and we also readily have $\Pr_{\mathbf{u} \sim \nu} [u_i \neq u_j] > 0$. From Lemma 7 in [30], we conclude that $\tau$ is bad for $(\rho, \ell, L)$-list-recovery.

We now claim that the type $\tau$ is indeed abundant, i.e., that it has sufficiently large (relative) entropy. This is the more technical part of the proof, and its proof is deferred to Section III-A.

Lemma 17: There exists an integer $L_{\rho,\ell}\,\ell,\delta$ such that for all integers $L \geq L_{\rho,\ell}\,\ell,\delta$, the following holds. Let $\tilde{\mathbf{u}} \sim \tau$, and let $A \in \mathbb{F}_q^{L \times L'}$ with $L' \leq L$ and rank($A$) = $L'$. Then

$$H_q(A\tilde{\mathbf{u}}) \geq L' \cdot h_{q,\ell}(\rho) + \log_q \left( \frac{q^\ell}{L'} \right) - 1 + h_{q,\ell}(\rho) - \delta \geq L' \cdot \left( h_{q,\ell}(\rho) + \frac{\log_q \left( \frac{q^\ell}{L} \right) - 1 + h_{q,\ell}(\rho) - \delta}{L} \right).$$

Assuming Lemma 17, we now show that this does indeed yield our target Theorem 15.

Proof: [Proof of Theorem 15] Let $L_{\rho,\ell}\,\ell,\delta/2$ be the promised constant from Lemma 17, and choose $\varepsilon_{q,\ell,\rho,\delta} := \frac{\log_q \left( \frac{q^\ell}{L_{\rho,\ell}\,\ell,\delta/2} \right) - 1 + h_{q,\ell}(\rho)}{L_{\rho,\ell}\,\ell,\delta/2 + 1}$. Let $\varepsilon < \varepsilon_{q,\ell,\rho,\delta}$. Let $L = \left\lfloor \log_q \left( \frac{q^\ell}{L_{\rho,\ell}\,\ell,\delta/2} \right) - 1 + h_{q,\ell}(\rho) - \delta \right\rfloor$, and define $\tau$ as in Definition 16 with this choice of $L$.

By Lemma 17, as $L \geq L_{\rho,\ell}\,\ell,\delta/2$ we have that for all surjective linear maps $A: \mathbb{F}_q^n \rightarrow \mathbb{F}_q^{L'}$,

$$\frac{H_q(A\tau)}{L'} \geq h_{q,\ell}(\rho) + \frac{\log_q \left( \frac{q^\ell}{L} \right) - 1 + h_{q,\ell}(\rho) - \delta/2}{L}.$$
We note further that as $\tau$ has full support the same is true for $A\tau$, i.e., $\dim(A\tau) = L'$. Thus, by Theorem 12 we have that

$$1 - h_{q,\ell}(\rho) = \frac{\log_q (\ell) - 1 + h_{q,\ell}(\rho) - \delta/2}{L} \leq -\alpha_n - \epsilon < 1 - h_{q,\ell}(\rho) - \epsilon,$$

where the last inequality holds for large enough $n$. In other words, a random linear code of rate $1-h_{q,\ell}(\rho) - \epsilon$ contains a matrix $M \in M_{n,\tau}$ with probability $1-o(1)$. As we know that a code $C$ which contains a matrix of type $\tau$ is not $(\rho, \ell, L)$-list-recoverable, our theorem is proved. \hfill $\square$

A. Proof of Lemma 17

In this section we prove Lemma 17.

Proof: Observe that the second inequality is trivial (it just uses that $L \geq L'$), so we focus on the first one.

First, note that for definition for any $i \in [L]$ we have

$$H_q(u_i|S) = h_{q,\ell}(\rho).$$

On the other hand,

$$H_q(u_i) = 1$$

so that it has the form

$$A\bar{u} = \begin{bmatrix} u_1 \\ \vdots \\ u_{L'} \\ u_{L'+1} \end{bmatrix} = \begin{bmatrix} \alpha_1 (u_i^{(1)}) \\ \vdots \\ \alpha_k (u_i^{(1)}) \end{bmatrix},$$

where $k := L - L'$. When $A$ has this form, we can write

$$\bar{u} = \rho, \ell, L \in \mathbb{F}_{q}^L.$$

Define $J_i = \supp(u_i^{(1)}) \setminus \bigcup_{j=1}^{i-1} J_j$ for $i = 1, 2, \ldots, k$ and $J_{k+1} = [L'] \setminus \bigcup_{j=1}^{k} J_j$, i.e., the sets $J_1, J_2, \ldots, J_{k+1}$ form a partition of $[L']$. Note that some of the sets $J_i$ could be empty. We emphasize that if $i \notin \supp(u_i^{(1)}) \cup \cdots \cup \supp(w^{(k)})$, then $i \in J_{k+1}$. Define $\bar{u}_{J_i} = (u_{j})_{j \in J_i}$ and $w_{J_i}$ to be the vector $w^{(j)}$ restricted to the indexes belonging to $J_i$. Thus, by definition, each component of $\bar{u}_{J_i}$ is nonzero. We also set $\alpha_{k+1} = 0$, i.e., we define $\alpha_{k+1} \in \mathbb{F}_q$ to be a random variable of $\mathbb{F}_q$ which is equal to 0 with probability 1.

For intuition, consider computing the entropy of the random variable $A\bar{u} \in \mathbb{F}_{q}^L$ by revealing the coordinates of $J_1$, then the coordinates of $J_2$, and so on. Everywhere we reveal the coordinates of a new set $J_i$, it will depend on a "fresh" coordinate $u_{L'+i}$ of $\bar{u}$, which did not influence $(A\bar{u})_{J_1 \cup \cdots \cup J_{i-1}}$. Thus, there is "new entropy" which we can lower bound, permitting us to incrementally lower bound the entropy of $A\bar{u}$.

We now make the following claim. It allows us to conclude that, for coordinates in one of the $J_i$'s with $i < k + 1$, the (marginal) entropy of the coordinate is strictly greater than $h_{q,\ell}(\rho)$ (after conditioning on $S$).

**Claim 18**: For any indices $1 \leq i \leq L'$ and $1 \leq j \leq k$ and $\beta \in \mathbb{F}_q^*$, we have

$$H_q(u_i + \beta \cdot \alpha_j|S) = \lambda h_{q,\ell}(\rho)$$

for some $\lambda = \lambda_{\rho,\ell} > 1$.

To not distract from the flow of the proof, we defer the proof of Claim 18 to Appendix . We now split the proof into two cases, depending on the maximum size of the sets $J_1, \ldots, J_{k+1}$.

1) Case I: $\max_{i \in [k+1]} |J_i| \leq \frac{L \lambda - 1 - h_{q,\ell}(\rho)}{L}$: In this case, we do not expect any of the $(A\bar{u})_{J_i}$'s to have particularly large entropy. So we can lower bound the entropy of $(A\bar{u}) \text{ "step-by-step"}$, lower bounding the additional entropy after revealing each of the $(A\bar{u})_{J_i}$'s one at a time. Claim 18 allows us to guarantee that we have a sufficiently large increase in entropy.

We begin by applying the chain rule and the definition of mutual information to expand $H_q(A\bar{u})$ as follows:

$$H_q(A\bar{u}) = H_q(A\bar{u}|u_{J_{k+1}}, \alpha_{k+1}) + I_q(A\bar{u}; u_{J_{k+1}}, \alpha_{k+1})$$

Now, we manipulate a bit,

$$H_q(A\bar{u}) = H_q(A\bar{u}|u_{J_{k+1}}, \alpha_{k+1}) + I_q(A\bar{u}; u_{J_{k+1}}, \alpha_{k+1})$$

Iterating this argument, one finds

$$H_q(A\bar{u}) = H_q(A\bar{u}|u_{J_{k+1}}, \alpha_{k+1}) + \ldots + I_q(A\bar{u}; u_{J_{k+1}}, \alpha_{k+1})$$

where in the final equality we used the fact that $J_1, \ldots, J_{k+1}$ form a partition of $[L']$ and hence $u_{J_1}, \ldots, u_{J_{k+1}}$ determine $A\bar{u}$. Now, we manipulate a bit more the mutual information terms in the above summation. For any $1 \leq i \leq k$, we have the term

$$I_q(A\bar{u}; u_{J_i}, \alpha_i|u_{J_{k+1}}, \alpha_{k+1}, \ldots, \alpha_k) \geq I_q((A\bar{u})_{J_i}; u_{J_i}, \alpha_i|u_{J_{k+1}}, \alpha_{k+1}, \ldots, \alpha_k, S)$$

where $J_i = \{ j \in [L'] : \alpha_j \neq 0 \}$ and $S = \{ j \in [L'] : \alpha_j = 0 \}$.

$$I_q((A\bar{u})_{J_i}; u_{J_i}, \alpha_i|u_{J_{k+1}}, \alpha_{k+1}, \ldots, \alpha_k, S)$$

$$= I_q(\bar{u}_{J_i} + \alpha_i \cdot \bar{w}_{J_i}(1), \alpha_i|u_{J_{k+1}}, \ldots, \alpha_k, S)$$

$$= I_q(\bar{u}_{J_i} + \alpha_i \cdot \bar{w}_{J_i}(1), \alpha_i|u_{J_{k+1}}, \ldots, \alpha_k, S)$$

$$= H_q(\bar{u}_{J_i} + \alpha_i \cdot \bar{w}_{J_i}(1)|S)$$

When $i = k + 1$, we wish to lower bound the term

$$I_q(A\bar{u}; u_{J_{k+1}}) \geq I_q((A\bar{u})_{J_{k+1}}; u_{J_{k+1}}) = H_q(u_{J_{k+1}}).$$

Consider first $i \in [k]$, i.e., $i < k + 1$. If $J_i = \emptyset$, then $H_q(u_{J_i} + \alpha_i \cdot \bar{w}_{J_i}(1)|S) = 0$. Otherwise, let $d = |J_i| \geq 1$.
For convenience, we relabel the random vector $\mathbf{u}_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)}$ as

$$ (x_1 + y_1 z, x_2 + y_2 z, \ldots, x_d + y_d z) \quad (6) $$

where $y_1, \ldots, y_d$ are fixed nonzero elements of $F_q^d$ and $x_1, \ldots, x_d$ are, conditioned on $S$, mutually independent random variables satisfying

$$ \Pr[x_i = x | S] = \begin{cases} \frac{1 - \rho}{q - 1} & \text{if } x \in S, \\ \frac{\rho}{q - 1} & \text{if } x \notin S, \end{cases} \quad (7) $$

and $z$ is sampled as the other $x_i$'s.

Recall that, in this case, we are assuming $d \leq \frac{L(\lambda - 1)h_{q,\ell}(\rho)}{\ell}$. From (4),

$$ H_q(x_1 + y_1 z, x_2 + y_2 z, \ldots, x_d + y_d z | S) = H_q(x_1 + y_1 z | S) + H_q(x_2 + y_2 z | S) + \cdots + H_q(x_d + y_d z | S) \geq H_q(x_1 + y_1 z | S) + H_q(x_1 + y_1 z) = \sum_{i=1}^d H_q(x_i | S) + H_q(x_1 + y_1 z) \geq (d + \lambda - 1)h_{q,\ell}(\rho) \geq \frac{d}{L} \left( h_{q,\ell}(\rho) + \frac{\ell}{L} \right). $$

We now proceed to lower bound (5), i.e., the entropy $H_q(u_{J_{k+1}})$. For convenience, relabel the random vector $u_{J_{k+1}}$ as $(x_1, x_2, \ldots, x_d)$. Then,

$$ H_q(x_1, x_2, \ldots, x_d) = H_q(x_1, x_2, \ldots, x_d | S) = \sum_{i=1}^d H_q(x_i | S) + I_q(x_1, x_2, \ldots, x_d; S) \geq dh_{q,\ell}(\rho) + I_q(x_1; S) = h_{q,\ell}(\rho) + H_q(x_1) \geq \frac{d}{L} \left( h_{q,\ell}(\rho) + \frac{\ell}{L} \right). $$

Thus, we have

$$ H_q(A\mathbf{u}) \geq \sum_{i=1}^k H_q(u_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)} | S) + H_q(u_{J_{k+1}}) \geq \sum_{i=1}^k |J_i| \left( h_{q,\ell}(\rho) + \frac{\ell}{L} \right) = \ell' \left( h_{q,\ell}(\rho) + \frac{\ell}{L} \right) $$

as desired.

2) Case 2: $\max_{i \in [k+1]} |J_i| > \ell' \left( h_{q,\ell}(\rho) \right)$. For some $d_{p,q,\ell,\delta}$ to be chosen later, if we require $L \geq \frac{d_{p,q,\ell,\delta}}{(\ell' - 1)h_{q,\ell}(\rho)}$, this implies that there exists some $i \in [k+1]$ with $|J_i| > d_{p,q,\ell,\delta}$.

We will show that the entropy in these coordinates already guarantees that we have a sufficiently large increase in the entropy, even when we use a relatively simple lower bound on the entropy of the other parts. Assuming $i = 1$ (which is almost without loss of generality), we do this by demonstrating that $u_{J_1} + \alpha_1 \cdot \mathbf{w}_{j_1}^{(1)}$ is informative enough to let us guess the set $S$ with very good probability. Fano’s inequality (Theorem 9) implies that $u_{J_1} + \alpha_1 \cdot \mathbf{w}_{j_1}^{(1)}$ has large entropy. The details follow.

It is useful to consider two subcases.

3) Subcase 1: $i \neq k+1$: To ease notation, we may reorder indices so that $i = 1$.

Analogously to equation (3) (but now expanding in the opposite direction), we have

$$ H_q(\mathbf{u}) \geq \sum_{i=1}^{k+1} I_q(u_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)}; \mathbf{u}_{J_i+1}, \ldots, \mathbf{u}_{J_{k+1}}) \geq I_q(u_{J_1} + \alpha_1 \cdot \mathbf{w}_{j_1}^{(1)}; \mathbf{u}_{J_1+1}, \ldots, \mathbf{u}_{J_{k+1}}) \geq \frac{d_{p,q,\ell,\delta}}{L} \left( h_{q,\ell}(\rho) + \frac{\ell}{L} \right). $$

We begin by studying the terms in the above summation with $i > 1$. Observe that for each such $i$, $\mathbf{u}_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)}$ is conditionally independent of $(\mathbf{u}_{J_i-1}, \ldots, \mathbf{u}_{J_1}, \alpha_1, \ldots, \alpha_i, \alpha_i)$ given $S$. That is, we have a Markov chain $\mathbf{u}_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)} \rightarrow S \rightarrow (\mathbf{u}_{J_1-1}, \ldots, \mathbf{u}_{J_1}, \alpha_1, \ldots, \alpha_i, \alpha_i)$.

The data-processing inequality thus implies that

$$ I_q(u_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)}; S) \geq I_q(u_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)}; u_{J_{i-1}}, \ldots, u_{J_1}, \alpha_1, \ldots, \alpha_i) \geq \frac{d_{p,q,\ell,\delta}}{L} \left( h_{q,\ell}(\rho) + \frac{\ell}{L} \right). $$

Thus,

$$ I_q(u_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)}; u_{J_{i-1}}, \ldots, u_{J_1}, \alpha_1, \ldots, \alpha_i) = H_q(u_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)}; u_{J_{i-1}}, \ldots, u_{J_1}, \alpha_1, \ldots, \alpha_i) \geq H_q(u_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)}; u_{J_{i-1}}, \ldots, u_{J_1}, \alpha_1, \ldots, \alpha_i) + I_q(u_{J_i} + \alpha_i \cdot \mathbf{w}_{j_i}^{(i)}; S) \geq \frac{d_{p,q,\ell,\delta}}{L} \left( h_{q,\ell}(\rho) + \frac{\ell}{L} \right). $$

The first inequality is due to Data-Processing Inequality. We now consider the $i = 1$ term of (8), which is

$$ I_q(u_{J_1} + \alpha_1 \cdot \mathbf{w}_{j_1}^{(1)}; u_{J_1}, \alpha_1) = H_q(u_{J_1} + \alpha_1 \cdot \mathbf{w}_{j_1}^{(1)}), $$

and seek an effective lower bound. This again corresponds to lower bounding $H_q(x_1 + y_1 z, \ldots, x_d + y_d z)$, where the $x_i$’s, $y_i$’s and $z$ are defined as in equations (6), (7) and the surrounding text. Recall that we are assuming that $d \geq d_{p,q,\ell,\delta}$. We have

$$ H_q(x_1 + y_1 z, \ldots, x_d + y_d z) \geq H_q(x_1, x_2, \ldots, x_d; S) + I_q(x_1, x_2, \ldots, x_d; S | z) \geq H_q(x_1, x_2, \ldots, x_d, z) + H_q(S | x_1, x_2, \ldots, x_d, z) \geq H_q(x_1, x_2, \ldots, x_d, z) \geq \frac{d_{p,q,\ell,\delta}}{L} \left( h_{q,\ell}(\rho) + \frac{\ell}{L} \right). $$
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The first inequality is due to that conditioning can not increase entropy. The equality in (10) uses the fact that once $z$ is revealed $(x_1, x_2, \ldots, x_d)$ and $(x_1 + y_1 z, x_2 + y_2 z, \ldots, x_d + y_d z)$ have the same entropy. Formally:

$$H_q(\bar{x} + z \bar{y}|z) = \mathbb{E}_{z \sim z} [H_q(\bar{x} + z \bar{y}|z = z)]$$

$$= \mathbb{E}_{z \sim z} [H_q(\bar{x} + z \bar{y})] = \mathbb{E}_{z \sim z} [H_q(\bar{x})] = H_q(\bar{x}).$$

We lower bound the first term of (12).

$$H_q(x_1, x_2, \ldots, x_d, z, \mathcal{S}) = H_q(x_1, x_2, \ldots, x_d | \mathcal{S}) = dh_{q, \ell}(\rho),$$

where the first equality uses the fact that $z$ is conditionally independent of $x_1, \ldots, x_d$, given $\mathcal{S}$. The second equality uses the fact that the $x_i$’s are mutually conditionally independent given $\mathcal{S}$, and each satisfies $H_q(x_i | \mathcal{S}) = h_{q, \ell}(\rho)$.

Next, we look at the $H_q(S | z)$ term of (12). Recalling the distribution of $z$ (it is one of the $u_i$’s, relabeled) we may apply Bayes’ Rule for conditional entropy to get

$$H_q(S | z) = H_q(z | S) - H_q(z) + H_q(S) = h_{q, \ell}(\rho) - 1 + \log_q \left( \frac{q}{\ell} \right).$$

Thus, we have

$$H_q(x_1 + y_1 z, x_2 + y_2 z, \ldots, x_d + y_d z) \geq dh_{q, \ell}(\rho) + \log_q \left( \frac{q}{\ell} \right) - 1 + h_{q, \ell}(\rho) - H_q(S | x_1, \ldots, x_d).$$

Thus, for any $\delta > 0$, there exists $d_{p,q,\ell,\delta}$ such that if $|J_1| = d \geq d_{p,q,\ell,\delta}$ we have $H_q(S | x_1, \ldots, x_d) \leq \delta$. Putting everything together:

$$H_q \left( \bar{u}_{J_1} + \alpha_1 \cdot w_i^{(1)} \right) \geq dh_{q, \ell}(\rho) + \log_q \left( \frac{q}{\ell} \right) - 1 + h_{q, \ell}(\rho) - \delta. \quad (13)$$

Thus, combining Equations (9) and (13), we obtain the desired lower bound on $H_q(\bar{A} \bar{u})$.

$$H_q(A \bar{u}) \geq |J_1| h_{q, \ell}(\rho) + \log_q \left( \frac{q}{\ell} \right) - 1$$

$$+ h_{q, \ell}(\rho) - \delta + \sum_{i=2}^{k+1} |J_i| h_{q, \ell}(\rho)$$

$$= h_{q, \ell}(\rho) \sum_{i=1}^{k+1} |J_i| + \log_q \left( \frac{q}{\ell} \right) - 1 + h_{q, \ell}(\rho) - \delta$$

$$= L' h_{q, \ell}(\rho) + \log_q \left( \frac{q}{\ell} \right) - 1 + h_{q, \ell}(\rho) - \delta.$$

4) Subcase 2: $i = k + 1$: The proof follows almost the same as Subcase 1 except that we now want to prove

$$H_q(x_1, \ldots, x_d) \geq dh_{q, \ell}(\rho) + \log_q \left( \frac{q}{\ell} \right) - \delta$$

as $\alpha_{k+1} = 0$ in this case, and $z$ corresponds to $\alpha_{k+1}$. Observe that this entropy equals

$$H_q(x_1, \ldots, x_d | S) + H_q(S) - H_q(S | x_1, \ldots, x_d)$$

$$= dh_{q, \ell}(\rho) + \log_q \left( \frac{q}{\ell} \right) - H_q(S | x_1, \ldots, x_d).$$

Apply Fano’s inequality in the same manner as in the previous subcase to the last term and we can conclude that $H_q(S | x_1, \ldots, x_d) \leq \delta$ when $d \geq d_{p,q,\ell,\delta}$.

This completes the proof of this case, and therefore also the proof of the lemma.

□

B. List-Recoverability Lower Bound for Random Codes

For context, we provide nearly matching upper and lower bounds for list-recovery for uniformly random codes. There is a similar result for list-recovery provided in [30], but it is not optimized for the case of capacity-approaching codes.

Theorem 19: There exists $\varepsilon_{q,\ell,\rho,\delta} > 0$ such that for all $0 < \varepsilon < \varepsilon_{q,\ell,\rho,\delta}$ and $n$ sufficiently large, a random code in $\mathbb{F}_q^n$ of rate $1 - h_{q, \ell}(\rho) - \varepsilon$ is not $(\rho, \ell, \frac{\log_q \left( \frac{q}{\ell} \right)}{\varepsilon} - \delta)$-list-recoverable.

On the other hand, for any $\varepsilon > 0$ and $n$ sufficiently large, a random code in $\mathbb{F}_q^n$ of rate $1 - h_{q, \ell}(\rho) - \varepsilon$ is $(\rho, \ell, \frac{\log_q \left( \frac{q}{\ell} \right)}{\varepsilon} + 1)$-list-recoverable.
In this way, we can essentially pin-down the list size of a rate \( 1 - h_{q,\ell}(\rho) - \varepsilon \) random code to one of three possible values. This is similar to the result on the list-decodability of binary random linear codes from [27].

Observe that if we want to prove a lower bound on the threshold rate of a random code instead of a random linear code, we can restrict to the case that the matrix \( A \) from Lemma 17 is the identity matrix. We may reuse the lower bound on the entropy \( H_q(x_1, \ldots, x_L) \) from this case, yielding the following lemma.

**Lemma 20:** There exists an integer \( L_{p,q,\ell,\delta} \) such that for all integers \( L \geq L_{p,q,\ell,\delta} \), the following holds. Let \( \vec{u} \sim \tau \). Then

\[
H_q(\vec{u}) \geq L \cdot h_{q,\ell}(\rho) + \log_q \left( \frac{q}{\ell} \right) - \delta = \frac{L}{L_{p,q,\ell,\delta}} \left( h_{q,\ell}(\rho) + \frac{\log_q \left( \frac{q}{\ell} \right) - \delta}{L} \right).
\]

**Proof:** The proof is very similar to the Subcase 2 in the proof of Lemma 17. We present it here for completeness. Observe that

\[
H_q(\vec{u}) = H_q(u_1, \ldots, u_L) = H_q(u_1, \ldots, u_L S) + H_q(S) - H_q(S, u_1, \ldots, u_L) + H_q(S|u_1, \ldots, u_L).
\]

where \( S \sim \left( \frac{q}{\ell} \right) \) is sampled uniformly at random. It is clear that \( H_q(u_1, \ldots, u_L S) = L h_{q,\ell}(\rho) \) and \( H_q(S) = \log_q \left( \frac{q}{\ell} \right) \).

Apply Fano’s inequality in the same manner as in the subcase 1 in the proof of Lemma 17 and we can conclude that \( H_q(S, u_1, \ldots, u_L) \leq \delta \). The proof is completed. \( \square \)

An argumentation analogous to that of the proof of Theorem 15 yields the following corollary.

**Corollary 21:** There exists \( \varepsilon_{q,\ell,\rho,\delta} > 0 \) such that for all \( 0 < \varepsilon < \varepsilon_{q,\ell,\rho,\delta} \) and \( n \) sufficiently large, a random code with rate \( 1 - h_{q,\ell}(\rho) - \varepsilon \) is with high probability not \((\rho, \ell, [\frac{\log_q \left( \frac{q}{\ell} \right) - \delta}]{\varepsilon})\)-list recoverable.

**Proof:** Let \( \varepsilon_{q,\ell,\rho,\delta} > 0 \) be the constant given in Lemma 20. Let \( \varepsilon < \varepsilon_{q,\ell,\rho,\delta} \) and \( L = \left[ \frac{\log_q \left( \frac{q}{\ell} \right) - \delta}{{\varepsilon}} \right] \). Define \( \tau \) as in Definition 16 with this choice of \( L \). By Lemma 20, we have that

\[
\frac{H_q(\tau)}{L} \geq h_{q,\ell}(\rho) + \frac{\log_q \left( \frac{q}{\ell} \right) - 1 - h_{q,\ell}(\rho) - \delta}{L}.
\]

The desired result follows by Theorem 13. \( \square \)

We proceed to pin down the threshold rate of list recovery of random code by showing an upper bound.

**Lemma 22:** Let \( q \) be a prime power, \( 1 \leq \ell \leq q \) an integer and \( \rho \in \left( 0, 1 - \frac{1}{q} \right) \). A random code with rate \( 1 - h_{q,\ell}(\rho) - \log_q \left( \frac{q}{\ell} \right) \) is with high probability \((\rho, \ell, L)\)-list recoverable.

**Proof:** It suffices to prove an upper bound on \( H_q(\tau) \) for any \( \tau \in T(\rho, \ell, L) \). In particular, this means that for some \( \tau \sim \left( \frac{q}{\ell} \right) \) we have

\[
\forall i \in [L], \Pr_{(\vec{u}, S) \sim (\tau, \nu)}[u_i \notin S] \leq \rho.
\]

Note that

\[
H_q(\tau) = H_q(\tau | \tau') + H_q(\tau') - H_q(\tau | \tau') \leq H_q(\tau | \tau') + H_q(\tau') + \log_q \left( \frac{q}{\ell} \right).
\]

We turn to upper bound \( H_q(\tau | \tau') \). Let \( (\vec{u}, S) \sim (\tau, \tau') \) with \( \vec{u} = (u_1, \ldots, u_L) \) and we compute

\[
H_q(\tau | \tau') = H_q(\vec{u} | S) \leq \sum_{i=1}^{L} H_q(u_i | S) \leq L h_{q,\ell}(\rho).
\]

The last inequality is due to

\[
H_q(u_i | S) \leq \Pr[u_i \in S] \log_q \frac{\Pr[u_i \in S]}{\rho} \leq \log_q \frac{\Pr[u_i \notin S]}{\rho} \leq h_{q,\ell}(\rho).
\]

The proof is completed. \( \square \)

Clearly, the combination of Lemmas 20 and 22 yields our target, Theorem 19.

**IV. LIST-DECODING WITH SMALL LISTS**

In this section, we investigate the list-decodability of random codes and random linear codes with constant list sizes. We recall that in [27] it is shown that over the binary field the threshold rate for random linear codes is strictly better than random codes in the capacity-approaching regime. We observe that their techniques can be extended to show that such a trend holds for any constant list size \( L \) (assuming the decoding radius \( \rho \) is not too large). To do this, we first prove a lower bound on the threshold rate of binary random linear codes by applying the argument in [55] and an upper bound on the threshold rate of binary random codes following the argument in [27]. Although our proof resorts to known techniques, such results were not stated before and greatly strengthen our belief that random linear codes perform better than random codes. In light of the available evidence, a reasonable conjecture would be that the for all alphabet sizes, the threshold rate of random linear codes is strictly better than that of random codes.

For list-of-3 decoding over the binary field, we can show that the threshold rate for list-decoding of random linear codes is strictly better than that for list-decoding uniformly random codes. Further, for larger field sizes we are able to show that the threshold rate for list-of-2 decoding is strictly better for random linear codes than for uniformly random codes. This extends the result of [30] which only applies to list-of-2 decoding for binary codes.

For our lower bound on the threshold rates for RLCs, we follow the following procedure. First, we consider any type that is bad for, e.g., \((\rho, 3)\)-list-decoding, i.e., a type from \( T(3, 1, 3) \). For any such type \( \tau \), we upper bound \( H_q(\tau | \tau') \) for the linear map \( A \) sending \((x_1, x_2, x_3) \mapsto (x_1 - x_3, x_2 - x_3) \). This is straightforward when the \( \dim(A) \) is full (requiring essentially only the concavity of the entropy function); when it is smaller, more careful reasoning is required.

**A. List Decoding for Binary Alphabets With Larger Lists**

In this subsection, we observe that the list-decodability of random linear codes is better than random codes over the binary field for any list size \( L \).
We begin by stating our possibility result for random linear codes. The proof is an adaptation of the argument from [21] and [55].

**Theorem 23:** For any fixed list size $L$ and $\delta > 0$, a random linear code over the binary field of rate $1 - h_2(\rho) - \frac{h_2(\rho)}{L-1} - \delta$ is $(\rho, L)$-list decodable with probability $1 - 2^{-\Omega_{L}(n)}$.

For space reasons we just show that a random linear has positive probability of achieving the stated list-decodability, as is done in [21]: for the “with high probability” result the ideas used by [56] apply.

**Proof:** Given a linear code $C \subseteq \mathbb{F}_2^n$, define the function

$$S_C = 2^{-n} \sum_{\bar{x} \in \mathbb{F}_2^n} 2^{|C|} L_c(\bar{x})$$

with $L' = \frac{L-1-2\epsilon}{h_2(\rho)}$ and $L_c(\bar{x}) = |B(\bar{x}, \rho) \cap C|$. It is clear that $S(C) \leq 1 + 2^n h(2(\rho) + 1 - 1)$. We define $C_0 = \{\emptyset\}$ and for $i \geq 1$, $C_i = \text{span}_{\mathbb{F}_2} \{\vec{v}_1, \ldots, \vec{v}_i\}$, i.e., $C_i$ is a random linear code that spanned by $\vec{v}_1, \ldots, \vec{v}_i \in \mathbb{F}_2^n$. Given $C_{-1}$, we now compute the expected value of $S_{C_1}$, where $C_1 = \{0, \vec{v}_1\} + C_{-1}$ for $\vec{v}_1 \in \mathbb{F}_2^n$ sampled uniformly at random.

$$\mathbb{E}[S_{C_1} | C_{-1}] = \mathbb{E} \left[ \sum_{\bar{x} \in \mathbb{F}_2^n} 2^{|C_1|} L_{c_1}(\bar{x}) | C_{-1} \right]$$

$$= 2^{-n} \sum_{\vec{v}_1 \in \mathbb{F}_2^n} 2^{-n} \sum_{\bar{x} \in \mathbb{F}_2^n} 2^{|C_{-1}|} L_{c_{-1}}(\bar{x})$$

$$= 2^{-n} \sum_{\vec{v}_1 \in \mathbb{F}_2^n} 2^{-n} \sum_{\bar{x} \in \mathbb{F}_2^n} 2^{|C_{-1}|} L_{c_{-1}}(\bar{x} + \vec{v}_1)$$

$$\leq S_{C_{-1}}.$$

Therefore, there exists $\vec{v}_1 \in \mathbb{F}_2^n$ such that $S_{C_1} \leq S_{C_{-1}}$.

We continue in this manner to reach $C_k$ with $k = (1 - h_2(\rho) - \frac{1}{L} - \delta)n$. Then, we have

$$S_{C_k} \leq S_{C_{k-1}} \leq 1 + 2^n h(2(\rho) + 1 - 1)^n \leq \exp(2^{h_2(\rho) + \frac{1}{L} - \delta}) = O(1).$$

On the other hand, we have that $C_k$ is $(\rho, L_{\max})$-list decodable, where $L_{\max} = \max_{\bar{x} \in \mathbb{F}_2^n} L_c(\bar{x})$. We now bound $L_{\max}$. Since $L_{c_k}(\bar{x}) = L_{c_k}(\bar{x} + \vec{c})$ for any $\vec{c} \in C_k$, we have

$$S_{C_k} = 2^{-n} \sum_{\bar{x} \in \mathbb{F}_2^n} 2^{|C|} L_{c_k}(\bar{x}) \geq |C| 2^{L_{\max} - n} = 2^{k + \frac{h_2(\rho)}{1 - h_2(\rho)}} - n.$$

Thus, we conclude that $L_{\max} \leq |L' h_2(\rho) + 1 + \delta| = |L - \delta| = L - 1$. This completes the proof.

Next, we provide an upper bound on the list size of a random code. The proof uses the threshold framework.

**Theorem 24:** Let $L$ be a fixed constant list size $\delta$ and be any positive constant. With high probability, a random code with rate $\frac{L-1}{L}(1 - h_2(\rho)) - \frac{h_2(\rho)}{L-1} - \delta$ is $(\rho, L)$-list decodable.

**Proof:** It suffices to bound the entropy $H_{2}(\tau)$ with $\tau = (x_1, z, x_2, \ldots, x_L, z, x_1)$ where $x_1, \ldots, x_L$ are independent random variables drawn according to $\text{Ber}_2(0, \rho)$ and $z$ is a random variable drawn according to $\text{Ber}_2(0, \frac{1}{2})$.

$$H_2(x_1 + z, x_2 + z, \ldots, x_{L+1} + z)$$

$$\geq H_2(x_1 + z, x_2 + z)$$

$$\geq H_2(x_1 + z, x_2 + z)$$

$$= H_2(x_1 + z, x_2 + z) + \sum_{i=3}^{L} H_2(x_i + z | z)$$

$$= H_2(x_1 + z, x_2 + z) + (L - 2)H_2(\rho).$$

It remains to bound $H_2(x_1 + z, x_2 + z)$. We notice that $\Pr[(x_1 + z, x_2 + z) = (0, 0)] = \Pr[(x_1 + z, x_2 + z) = (1, 1)] = \frac{1}{2^{L-2} + 2\rho^2}$ and $\Pr[(x_1 + z, x_2 + z) = (0, 1)] = \Pr[(x_1 + z, x_2 + z) = (1, 0)] = \rho - \rho^2$. This implies

$$H_2(x_1 + z, x_2 + z) = 1 + h_2(2(\rho) - 2\rho^2).$$

This completes the proof.

From these two theorems, we note the following. If we let $\delta$ tend to 0, the upper bound provided by Theorem 24 is smaller than that provided by Theorem 23 as $(3 + \frac{1}{n-1})h_2(\rho) - h_2(2\rho - 2\rho^2) < 1$, assuming $\rho$ is not too large.

**B. List-of-3 Decoding for Binary Alphabet**

In this subsection, we study the threshold rate for list-of-3 decoding binary codes. We recall that the Plotkin point for list-of-3 decoding binary codes, i.e., the maximum value of $\rho$ for which $(\rho, 3)$-list-decoding with positive rate is possible, is $5/16$ [11]. Our main theorem is the following:

**Theorem 25:** Let $\rho \in (0, 5/16)$. The threshold rate for $(\rho, 4)$-list-decoding a random linear code over $\mathbb{F}_2$ is at least

$$1 - \frac{1}{3} \max_{(x_1, x_2) \in \mathcal{D}} \left\{ H_2(x_1 + x_2) + 2x_1 + x_2 \log_2 3 \right\}$$

with $\mathcal{D} = \{(x_1, x_2) \leq 4 \rho, x_1 + x_2 \leq 1, x_1, x_2 \geq 0\}.$

**Proof:** Let $\tau \in \mathcal{T}_{\rho, 4}$, which we recall means $\tau \sim \mathbb{F}_2$ and there is a distribution $\nu \sim \mathbb{F}_2$ for which

$$\forall i \in [4], \quad \Pr_{(\nu, |z| \sim (\tau, \nu))}[u_i \neq z] \leq \rho$$

and furthermore

$$\forall 1 \leq i < j \leq 4, \quad \Pr_{\nu \sim \tau}[u_i \neq u_j] > 0.$$

Note that condition (15) implies

$$\sum_{i=1}^{4} \Pr_{(\nu, |z| \sim (\tau, \nu))}[u_i \neq z] \leq 4\rho.$$  

(16)

Note that if $z = \text{MAJ}(\vec{u})$ then the left-hand-side of (16) can only decrease. Thus, we have

$$\sum_{i=1}^{4} \Pr_{(\nu, |z| \sim \tau)}[u_i \neq \text{MAJ}(\vec{u})] \leq 4\rho.$$  

(17)

Define the sets $A_0 = \{\vec{v} \in \mathbb{F}_2^4 : \text{wt}(\vec{v}) = 0, 4\}$, $A_1 = \{\vec{v} \in \mathbb{F}_2^4 : \text{wt}(\vec{v}) = 1, 3\}$ and $A_2 = \{\vec{v} \in \mathbb{F}_2^4 : \text{wt}(\vec{v}) = 2\}$. It is clear that $|A_0| = 2, |A_1| = 8, |A_2| = 6$. Let $\tau(A_1) = x_1, \tau(A_2) = x_2$ and $\tau(A_0) = 1 - x_1 - x_2$. Observe that (17) implies that $x_1 + x_2 \leq 1$ and $x_1, x_2 \geq 0$.
in the sequel, these two constraints are always assumed to hold for $x_1,x_2$.

We consider $\tau' = A\tau$ where $A : \mathbb{F}_2^4 \to \mathbb{F}_2^3$ is the linear map defined by $(a,b,c,d) \mapsto (a+d,b+d,c+d)$. This implies $\tau'(a,b,c) = \tau(a,b,c,0) + \tau(a+1,b+1,c+1,1)$. We note that $(a,b,c,0)$ and $(a+1,b+1,c+1,1)$ belong to the same set $A_i$. Therefore,

$$H_2(\tau') = \frac{1}{2} \sum_{\vec{v} \in \mathbb{F}_2^4} - (\tau(\vec{v}) + \tau(\vec{v} + \vec{1})) \log_2(\tau(\vec{v}) + \tau(\vec{v} + \vec{1}))$$

$$\leq H_2(x_1,x_2) + 2x_1 + x_2 \log_2 3,$$

due to the concavity of function $f(x) = x \log_2 x$. If $\dim(\tau') = 3$, we have

$$\min_B H_2(B\tau) \leq \max_{x_1+x_2 \leq 4\rho} \frac{H_2(x_1,x_2) + 2x_1 + x_2 \log_2 3}{3}$$

(18)

where the minimization is over all compressing linear maps $B$.

Otherwise, $\dim(\tau') \leq 2$ and so $\dim(\tau) \leq 3$. If $\dim(\tau) = 3$, this implies $(1,1,1,1)$ belongs to the support of $\tau$. This is because if $(1,1,1,1)$ does not belong to $\tau$, $\dim(\tau') = \dim(A\tau) = 3$. There are another two linearly independent vectors $\vec{v}_1, \vec{v}_2$ in its support. We note that it suffices to consider the linearly independent vectors so as to ensure that the matrix generated by $\tau$ has distinct columns. By symmetry, it suffices to consider vectors of weight 1 or weight 2. It is clear that at least one of them must have weight 2. Otherwise, we may assume that the nonzero coordinate of $\vec{v}_1$ and $\vec{v}_2$ are 1 and 2. Any linear combination of $(1,1,1,1), \vec{v}_1$ and $\vec{v}_2$ must produce the same value in the third and fourth index and then $\tau$ can not generate distinct columns. By symmetry, we assume $\vec{v}_1 = (1,1,0,0)$. To generate distinct columns, the first component and the second component of $\vec{v}_2$ must be different and so do the third and fourth component. This implies that $\vec{v}_2 = (0,1,0,1) \text{ or } \vec{v}_2 = (1,0,1,0)$. Due to the symmetry, we only need to consider the case $\vec{v}_1 = (1,1,0,0), \vec{v}_2 = (0,1,0,1)$. Once the support set of $\tau$ is determined, we find that the support set of $\tau$ is exactly $A_0 \cup A_2$. A simple calculation shows

$$H_2(\tau') \leq H_2(x_2) + x_2 \log_2 3,$$

subject to $x_2 \leq 2\rho$. As this bound clearly increases with $x_2$, we have

$$\frac{H_2(\tau')}{2} \leq \frac{H_2(2\rho)}{2} + 2\rho \log_2 3.$$  (19)

To show the upper bound from (18) is indeed larger, one can optimize the equation on the boundary $x_1 + 2x_2 = 4\rho$. To do this, one may take a derivative and solve for the critical point, which is a quadratic equation in $x_2$ whose positive root is

$$2(\rho - 1) + 2\sqrt{1 - 2\rho + 4\rho^2}. $$

A (tedious) computation shows that this bound does dominate $\frac{H_2(2\rho)+2\rho \log_2 3}{4}$; see Figure 1.

Now, we proceed to the case $\dim(\tau) = 2$. In this case, $(1,1,1,1)$ does not belong to the support of $\tau$. Otherwise, $(1,1,1,1)$ together with any other nonzero vectors can not generate distinct columns. There are two linearly independent vectors $\vec{v}_1, \vec{v}_2$ in its support. By symmetry, the same argument shows that the only case is $\vec{v}_1 = (1,1,0,0), \vec{v}_2 = (0,1,0,1)$. We conclude that

$$H_2(\tau) = H_2(0,x_2) + x_2 \log_2 3,$$

subject to $x_2 \leq 2\rho$. The same conclusion applies. The case $\dim(\tau) = 1$ will result in that the matrix generated by $\tau$ does not have distinct columns. We can thus easily rule out this possibility. The proof is completed. □

Next, for context, we consider the threshold rate for $(\rho,4)$-list decoding uniformly random codes.

**Theorem 26:** Let $\rho \in (0,5/16)$. The threshold rate for $(\rho,4)$-list decoding a random code over $\mathbb{F}_2$ is

$$1 - \max_{(x_1,x_2) \not\in D} \frac{1 + H_2(x_1,x_2) + 2x_1 + x_2 \log_2 3}{4}$$

where $D = \{(x_1 + 2x_2 \leq 4\rho, x_1 + x_2 \leq 1, x_1, x_2 \geq 0)\}$.

**Proof:** Let $\tau \in T_{\rho,1,4}$, and again define the sets $A_0 = \{\vec{v} \in \mathbb{F}_2^4 : \text{wt}(\vec{v}) = 0, 3\}, A_1 = \{\vec{v} \in \mathbb{F}_2^4 : \text{wt}(\vec{v}) = 1, 3\}$ and $A_2 = \{\vec{v} \in \mathbb{F}_2^4 : \text{wt}(\vec{v}) = 2\}$. Recall $|A_0| = 2, |A_1| = 8, |A_2| = 6$. Letting $\tau(A_1) = x_1, \tau(A_2) = x_2$ and $\tau(A_0) = 1 - x_1 - x_2$, the same reasoning that we used in the proof of Theorem 25 tells us $x_1 + 2x_2 \leq 4\rho$. Now:

$$H_2(\tau) = \sum_{\vec{v} \in \mathbb{F}_2^4} - \tau(\vec{v}) \log_2(\tau(\vec{v}))$$

$$\leq 1 + H_2(x_1,x_2) + 2x_1 + x_2 \log_2 3,$$

due to the concavity of function $f(x) = x \log_2 x$. This means the threshold rate of $(\rho,4)$-list decoding a random code over $\mathbb{F}_2$ is at least

$$1 - \max_{(x_1,x_2) \not\in D} \frac{H_2(\tau)}{4}$$

$$\geq 1 - \max_{x_1 + 2x_2 \leq 4\rho} \frac{1 + H_2(x_1,x_2) + 2x_1 + x_2 \log_2 3}{4}.$$  

On the other hand, let $x_1$ and $x_2$ be the values achieving the maximum of $1 + H_2(x_1,x_2) + 2x_1 + x_2 \log_2 3$. We construct the distribution $\tau$ such that $\tau(\vec{v}) = \frac{1}{\binom{4}{i}}$ for $\vec{v} \in A_i, i = 0, 1, 2$. It is easy to verify that such $\tau$ achieves the maximum value and
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Theorem 26. This demonstrates that random linear codes do decoding a random code.

Note that \( \frac{\max H_q(x_1, x_2) + 2x_1 + x_2 \log_3 3}{4} \leq 1 \) for some \( \tau \). This implies \( H_2(x_1, x_2) + 2x_1 + x_2 \log_2 3 \leq 3 \). As \( \frac{1 + F}{4} \geq \frac{F}{4} \) for all \( F \leq 3 \), the lower bound on the threshold rate provided by Theorem 25 is greater than the exact value from Theorem 26. This demonstrates that random linear codes do indeed perform better.

To conclude this section, we include a brief comparison of our bound from Theorem 23 with our bound from Theorem 25. This comparison is a bit unfair, as Theorem 23 implicitly requires a sufficiently large block length \( n \), and furthermore there is a constant \( \delta > 0 \) that must be tuned. However, we still believe it is interesting to provide a plot of the bound from Theorem 25 along with bound from Theorem 23 for the case \( L = 4 \) and \( \delta = 0 \); see Figure 2. One can observe that the bound from Theorem 25 is larger, i.e., better (in particular, it remains positive until the limit 5/16, as it should).

C. List-of-2 Decoding for Arbitrary Alphabets

We now study list-of-2 decoding over \( F_q \) for \( q \geq 3 \). Here, the Plotkin point is to the best of our knowledge unknown, and we just prove our result for \( q < 1/3 \).

Theorem 27: Let \( \rho \in (0, 1/3) \). The threshold rate for \((\rho, 3)\)-list decoding random linear code over \( F_q \) with \( q \geq 3 \) is at least

\[
1 - \frac{1}{2} \max_{(x_1, x_2) \in D} H_q(x_1, x_2) + x_1 \log_3 (q - 1) + x_2 \log_2 (q - 1)(q - 2)
\]

where \( D = \{ x_1 + 2x_2 \leq 3 \rho, x_1 + x_2 \leq 1, x_1, x_2 \geq 0 \} \).

Proof: Let \( \tau \in T_{0,1,3} \), which we recall means

\[
\forall i \in [3], \quad \Pr_{(u,z) \sim (\tau,v)} [u_i \neq z] \leq \rho
\]

and furthermore

\[
\forall 1 \leq i < j \leq 3, \quad \Pr_{u \sim \tau} [u_i \neq u_j] > 0.
\]

Let \( A_0 = \{(x, y, z) : x \in F_q \}, A_2 = \{(x, y, z) : x \neq y, y \neq z, x \neq z \} \subseteq F_q^3 \), \( A_2 = F_q^3 / (A_0 \cup A_2) \). Assume that \( \tau(A_1) = x_1, \tau(A_2) = x_2 \) and \( \tau(A_0) = 1 - x_1 - x_2 \). Since the linear code is \((\rho, 3)\)-list decodable, by assuming \( z = MAJ(\bar{u}) \) we observe that \( x_1 + 2x_2 \leq 3\rho \) (this is analogous to the argument from the proof of Theorem 25). Clearly, we also have the constraint \( x_1 + x_2 \leq 1 \) and \( x_1, x_2 \geq 0 \): in the remainder of the proof, these constraints are assumed to be satisfied.

For each distribution \( \tau \), we want to find \( \tau' = Ar \) to reach \( \min_{\tau' \in T} H_q(\tau') / \dim(\tau') \). If \( \dim(\tau) = 3 \), the same argument in Theorem 28 shows that

\[
H_q(\tau) / \dim(\tau) \leq \frac{1}{3} \max \left[ 1 + H_q(x_1, x_2) + x_1 \log_3 (q - 1) + x_2 \log_2 (q - 1)(q - 2) \right.
\]

We now consider \( \tau' \) defined by the linear map \( (x, y, z) \). The kernel of this linear map is \( \{(x, x, x) : x \in F_q \} \). Therefore, \( \tau'(a, b) = \sum_{x \in F_q} \tau(x + a, x + b, x) \). Let \( B_0 = \{(0, 0)\}, B_1 = \{(0, a), (a, 0), (a, a) : a \in F_q \} \) and \( B_2 = F_q^2 / (B_0 \cup B_1) \). Observe that the preimage of the linear map in \( B_1 \) is exactly \( A_1 \), i.e., \( \tau'(B_1) = \tau(A_1) \).

The first inequality is due to the concavity of \( x \log_3 x \). If \( \dim(\tau') = 2 \), we obtain that

\[
H_q(\tau') / \dim(\tau') \leq \frac{1}{2} \left[ H_q(x_1, x_2) + x_1 \log_3 (q - 1) + x_2 \log_2 (q - 1)(q - 2) \right]
\]

This is smaller than the upper bound given by (21) as \( \frac{F}{\tau} \leq \frac{F}{\tau + 1} \) for \( F \leq 2 \). It remains to consider the case \( \dim(\tau') = 1 \) under this linear map. We divide it into two cases.

1) Case I: \( \dim(\tau) = 2 \): In this case, the support of \( \tau \) must contain a nonzero element \( (a, a, a) \) in \( A_0 \). By the linearity of \( A_0 \), we assume that \( (b, c, d) \notin A_0 \) also lies in the support of \( \tau \). First, we claim that \( b, c, d \) must be distinct. Otherwise, without loss of generality, we assume that \( b = c \). Then, the support of \( \tau \) is contained in \( \text{span}_{F_q} \{(a, a, a), (b, b, d)\} \subseteq A_1 \cup A_9 \).

The first two coordinates of \( \tau \) are always the same which contradicts the distinctness requirement. Thus, the support set of \( \tau' \) is contained in \( \{\lambda(b - d, c - d) : \lambda \in F_q\} \subseteq B_0 \cup B_2 \).

This also implies that \( \tau(A_1) = x_1 = 0 \). This leads to

\[
H_q(\tau) / \dim(\tau) \leq \frac{1}{2} \left( \frac{1 - x_2}{q} - x_2 \log_2 \frac{x_2}{q(q - 1)} \right)
\]

Let \( A_0 = \{(x, y, z) : x \in F_q \}, A_2 = \{(x, y, z) : x \neq y, y \neq z, x \neq z \} \subseteq F_q^3 \), \( A_2 = F_q^3 / (A_0 \cup A_2) \). Assume that \( \tau(A_1) = x_1, \tau(A_2) = x_2 \) and \( \tau(A_0) = 1 - x_1 - x_2 \). Since the linear code

\[
H_q(\tau') / \dim(\tau') \leq -1 - x_2 \log_q (1 - x_2) - x_2 \log_2 \frac{x_2}{q(q - 1)}
\]
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Clearly, the latter upper bound is smaller. Its maximum value is attained at \(x_2 = \frac{3\rho}{2}\) for \(x_2 \leq 1 - \frac{1}{q}\). We conclude that

\[
\frac{H_q(r')}{\dim(r')} \leq H_q(0, 3\rho/2) + 3\rho \log_q(q - 1).
\]

(23)

2) Case 2: \(\dim(r) = 1\): The same argument in Case 1 implies that the support of \(\tau\) must contain an element \((x, y, z)\) such that \(x, y, z\) are distinct. It is clear that \(\tau(A_1) = x_1 = 0\). The same argument shows that

\[
H_q(\tau) \leq (1 - x_2) \log_q(1 - x_2) - x_2 \log_q\frac{x_2}{q - 1} = H_q(0, x_2) + x_2 \log_q(q - 1)
\]

subject to \(x_2 \leq \frac{3\rho}{2}\). We obtain the same function appearing in Case 1 and the same conclusion holds.

It remains to compare the upper bound (22) with (23). For \(\rho < \frac{1}{3}\), if we plug \(x_1 = 3\rho, x_2 = 0\) into Equation (22), we obtain that

\[
\frac{1}{2} \max_{x_1 + 2x_2 \leq 3\rho} H_q(x_1, x_2) + x_1 \log_q 3(q - 1) + x_2 \log_q(q - 1)(q - 2) \geq H_q(3\rho, 0) + 3\rho \log_q 3(q - 1).
\]

Observe that

\[
2 \left( H_q\left(0, \frac{3\rho}{2}\right) + \frac{3\rho}{2} \log_q(q - 1) \right) - H_q(3\rho, 0) - 3\rho \log_q 3(q - 1)
\]

\[
= \frac{1}{\log_2 q} \left( 2H_2\left(0, \frac{3\rho}{2}\right) - H_2(3\rho, 0) - 3\rho \log_2 3 \right).
\]

By computer program, one can show that \(H_2(0, 3\rho/2) - H_2(3\rho, 0) - 3\rho \log_2 3\) is always negative for \(\rho < \frac{1}{3}\). This implies that

\[
\max_{\tau \in T_{\rho,1,3}} \min_{r'} \frac{H_q(\tau')}{\dim(\tau')} \leq \frac{1}{2} \max_{x_1 + 2x_2 \leq 3\rho} H_q(x_1, x_2) + x_1 \log_q 3(q - 1) + x_2 \log_q(q - 1)(q - 2).
\]

The proof is completed. □

To visualize our bounds on the threshold rate, please see Figure 3.

For context, we again consider random codes.

**Theorem 28:** Let \(\rho \in (0, 1/3)\). The threshold rate for \((\rho, 3)\)-list decoding random code over \(\mathbb{F}_q\) is

\[
1 - \frac{1}{3} \max_{(x_1, x_2) \in D} H_q(x_1, x_2) + x_1 \log_q 3(q - 1) + x_2 \log_q(q - 1)(q - 2)
\]

where \(D = \{(x_1, x_2) : x_1 + 2x_2 \leq 3\rho, x_1 + x_2 \leq 1, x_1, x_2 \geq 0\}\).

**Proof:** According to Theorem 13, the threshold rate is

\[
1 - \frac{1}{3} \max_{\tau \in T_{\rho,1,3}} H_q(\tau).
\]

We first prove an upper bound on \(\max_{\tau \in T_{\rho,1,3}} H_q(\tau)\). Let \(A_0 = \{(x, x, x) : x \in \mathbb{F}_q\}, A_2 = \{(x, y, z) : x \neq y, y \neq z, x \neq y\} \subseteq \mathbb{F}_q^3\). \(A_1 = \mathbb{F}_q^3/(A_0 \cup A_2)\). It is clear that \(A_0, A_1, A_2\) form a partition of \(\mathbb{F}_q^3\). Moreover, \(|A_0| = q, |A_1| = 3q(q - 1)\) and \(|A_2| = q(q - 1)(q - 2)\). Let \(\tau \in T_{\rho,1,3}\) be any distribution. Following our standard reasoning, we have \(\sum_{x \in A_0} \tau(\bar{x}) + \sum_{x \in A_2} \tau(\bar{x}) \leq 3\rho\) and \(\sum_{x \in A_1} \tau(\bar{x}) = 1\). Under this condition, we try to upper bound

\[
H_q(\tau) = -\sum_{i=0}^{2} \sum_{x \in A_i} \tau(\bar{x}) \log_q(\tau(\bar{x})).
\]

Let \(x_i = \sum_{x \in A_i} \tau(\bar{x})\) and the constraint becomes \(x_0 + x_1 + x_2 = 1, x_1 + 2x_2 \leq 3\rho\) and \(x_0, x_1, x_2 \geq 0\). Then,

\[
-\sum_{x \in A_i} \tau(\bar{x}) \log_q(\tau(\bar{x})) \leq -\left( \sum_{x \in A_i} \tau(\bar{x}) \right) \log_q \left( \frac{\sum_{x \in A_i} \tau(\bar{x})}{|A_i|} \right)
\]

\[
= -x_i \log_q \left( \frac{x_i}{|A_i|} \right)
\]

due to the concavity of the function \(f(x) = x \log_q x\). Therefore,

\[
H_q(\tau) \leq 1 + H_q(x_1, x_2) + x_1 \log_q 3(q - 1) + x_2 \log_q(q - 1)(q - 2)
\]

subject to \(x_1 + 2x_2 \leq 3\rho, x_1 + x_2 \leq 1\) and \(x_1, x_2 \geq 0\).

We proceed to the lower bound argument. It suffices to find a distribution \(\tau^*\) to reach \(\max_{x_1 + 2x_2 \leq 3\rho} \frac{1}{q} \left(1 + H_q(x_1, x_2) + x_1 \log_q 3(q - 1) + x_2 \log_q(q - 1)(q - 2)\right)\). Let \(x_1, x_2\) be the values to reach this maximum. Define the distribution \(\tau\) such that \(\tau^*(\bar{x}) = \frac{1}{q} \left(\frac{x_1}{3q(q-1)}\right) - x_2 \log_q\left(x_1\right)\) for \(x \in A_0\) and \(\tau^*(\bar{x}) = \frac{x_2}{q(q-1)(q-2)}\) for \(x \in A_2\). Then, we have \(\tau^*(A_0) = 1 - \frac{x_1}{q} - \frac{x_2}{q(q-1)(q-2)}\). We proceed to calculate \(H_q(\tau^*)\).

\[
H_q(\tau^*) = (1 - x_1 - x_2) \log_q \left( \frac{q}{1 - x_1 - x_2} \right)
\]

\[
= 1 + \frac{3q(q - 1)}{x_1} + x_2 \log_q \left( \frac{q(q - 1)(q - 2)}{x_2} \right)
\]

\[
= 1 + H_q(x_1, x_2) + x_1 \log_q 3(q - 1)
\]

\[
+ x_2 \log_q(q - 1)(q - 2).
\]

The proof is thus completed. □
Again, by noting $\frac{1+\rho e}{\rho} \geq \frac{e}{2}$ for all $F \leq 2$, we conclude that random linear codes do indeed perform better: the lower bound on the threshold rate furnished by Theorem 27 is strictly greater than the exact threshold rate of Theorem 28.

**APPENDIX**

In this section, we provide the proof of Claim 18, which we repeat here for convenience.

**Claim 29:** For any integers $1 \leq i \leq L'$ and $1 \leq j \leq k$ and $F \in \mathbb{F}_q^*$, we have

$$H_q(u_i + \beta \cdot \alpha_j | S) = \lambda h_q,\ell(\rho)$$

for some $\lambda = \lambda_{\rho,q,\ell} > 1$.

In the following, for a finite set $S$, $\text{Unif}(S)$ denotes the uniform distribution over $S$.

**Proof:** We have

$$H_q(u_i + \beta \cdot \alpha_j | S) = H_q(u_i + \beta \cdot \alpha_j | S, \beta \cdot \alpha_j) + I_q(u_i + \beta \cdot \alpha_j; \beta \cdot \alpha_j | S).$$

Note that

$$H_q(u_i + \beta \cdot \alpha_j | S, \beta \cdot \alpha_j) = H_q(u_i | S) = h_q,\ell(\rho).$$

Thus, to conclude the theorem we need to prove that $I_q(u_i + \beta \cdot \alpha_j; \beta \cdot \alpha_j | S) > 0$. By properties of mutual information, we have that $I_q(u_i + \beta \cdot \alpha_j; \beta \cdot \alpha_j | S) = 0$ if and only if the random variables $(u_i + \beta \cdot \alpha_j)(S = S)$ and $\beta \cdot \alpha_j | (S = S)$ are independent for all choices of $S \in \text{supp}(S) = \mathbb{F}_q^\ast$.

To prove these random variables are not independent, we show that the random variables $(u_i + \beta \cdot \alpha_j | S = S, \beta \cdot \alpha_j = \alpha)$ and $(u_i + \alpha_j | S = S)$ do not follow the same distribution for any $\alpha \in \mathbb{F}_q^\ast$ for which $S + \alpha \neq S$. Note that as $\alpha_j \sim \text{Unif}(\mathbb{F}_q)$ and $\beta \neq 0$, we do have $\mathbb{F}_q^\ast \subseteq \text{supp}(\beta \cdot \alpha_j)$, and furthermore $S + \alpha = S$ for all $\alpha \in \mathbb{F}_q^\ast$ if and only if $S = \mathbb{F}_q$, but as $|S| \leq \ell < q$ we have $S \neq \mathbb{F}_q$. Now, note that

$$(u_i + \beta \cdot \alpha_j | S = S, \beta \cdot \alpha_j = \alpha) \sim p \cdot \text{Unif}(S + \alpha) + (1 - p) \cdot \text{Unif}(S + \alpha)$$

and

$$(u_i + \beta \cdot \alpha_j | S = S) \sim p \cdot \text{Unif}(S) + (1 - p) \cdot \text{Unif}(S).$$

As $p < 1 - \ell / q$ and $S + \alpha \neq S$, we conclude these distributions are distinct, as desired.

**Theorem 30:** Let $1 \leq \ell / q < k$ be integers with $q$ a prime power and fix $\rho \in (0, 1 - \ell / q)$. Fix $\delta > 0$. For sufficiently small $\varepsilon > 0$, there exists a code $C \subseteq \mathbb{F}_q^n$ of rate $R = 1 - h_q,\ell(\rho) - \varepsilon$ which is $(\rho, \ell, \varepsilon, \log_q (\frac{1}{\delta})\left(1 - h_q,\ell(\rho)\right) + 1)$-list-recoverable.

**Proof:** Let $r = 1 - h_q,\ell(\rho) - \varepsilon$ and $L = \left[\log_q (\frac{1}{\delta})\left(1 - h_q,\ell(\rho)\right) + 1\right]$. We pick a subset $A \subseteq \mathbb{F}_q^n$ of size $q^n L\ell$ uniformly at random. Let $\{x_1, \ldots, x_L\}$ be any $L$-subset of $A$. We bound the list recovery radius of this subset. Let $\tilde{X} := (X_1, \ldots, X_n) \in (\mathbb{F}_q^n \ell)$ be a list recovery set. Let $\tilde{u} = (u_1, \ldots, u_n)$ be a vector in $\mathbb{F}_q^n$ picked uniformly at random. The probability that $d(\tilde{u}, \tilde{X}) \leq \rho$ is

$$\sum_{j=0}^{\rho n} (\frac{n}{q})^{n-j} (\frac{1}{q})^{j} = O(q^n (h_q,\ell(\rho)-1)).$$

Thus, the probability that $x_1, \ldots, x_L$ are at least $\rho n$ far from the $(X_1, \ldots, X_n)$ is $O(q^{n h_q,\ell(\rho)-1} L n)$. Taking a union bound over all list recovery set $\tilde{X} \in \mathbb{F}_q^n \ell$, the probability that $\tilde{x}_1, \ldots, \tilde{x}_L$ has list recovery radius $\rho$ with probability at least $O(q^{(h_q,\ell(\rho)-1) L n + n \log_q (\frac{1}{\delta}) + r L})$. This implies that there is expected to have $O(q^{(h_q,\ell(\rho)-1) L n + n \log_q (\frac{1}{\delta}) + r L})$-list-recoverable. The desired result follows as

$$\left(h_q,\ell(\rho) - r\right) L n + n \log_q (\frac{1}{\delta}) + \left(1 - h_q,\ell(\rho) - \varepsilon\right) n = \left(-\varepsilon + \log_q (\frac{1}{\delta})\right) n \leq (1 - h_q,\ell(\rho) - \varepsilon) n = Rn.$$

**ACKNOWLEDGMENT**

Part of this work was conducted while Nicolas Resch was visiting the Simons Institute for the Theory of Computing.

**REFERENCES**

[1] N. Alon, B. Bukh, and Y. Polyanskiy, “List-decodable zero-rate codes,” IEEE Trans. Inf. Theory, vol. 65, no. 3, pp. 1657–1667, Mar. 2019.

[2] N. Alon, J. Edmonds, and M. Luby, “Linear time erasure codes with nearly optimal recovery,” in Proc. IEEE 36th Ann. Found. Comput. Sci., Oct. 1995, pp. 512–519.

[3] O. Alrabiah, V. Gurusswami, and R. Li, “Randomly punctured Reed–Solomon codes achieve list-decoding capacity over linear-sized fields,” 2023, arXiv:2304.09443.

[4] R. Ahlswede, “Channel capacities for list codes,” J. Appl. Probab., vol. 10, no. 4, pp. 824–836, Dec. 1973.

[5] V. L. Alev, F. G. Jeronimo, D. Quintana, S. Srivastava, and M. Tulsiani, “List decoding of direct sum codes,” in Proc. 14th Ann. ACM-SIAM Symp. Discrete Algorithms, 2020, pp. 1412–1425.

[6] J. Brakensiek, M. Dhar, and S. Gopi, “Improved field size bounds for higher order MDS codes,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Jun. 2023, pp. 1243–1248.

[7] L. Babai, L. Fortnow, N. Nisan, and A. Wigderson, “BPP has weakly exponential time simulations unless EXPTIME has publishable proofs,” Comput. Complex., vol. 3, no. 4, pp. 307–318, 1990.

[8] J. Brakensiek, S. Gopi, and V. Makam, “Generic Reed–Solomon codes achieve list-decoding capacity,” in Proc. 55th Ann. ACM Symp. Theory Comput., Jun. 2023, pp. 1488–1501.

[9] V. M. Blinovsky, “Bounds for codes in the case of list decoding of finite volume,” Problems Inf. Transmiss., vol. 22, no. 1, pp. 7–19, 1986.

[10] V. M. Blinovsky, “Code bounds for multiple packings over a nonbinary finite alphabet,” Problems Inf. Transmiss., vol. 41, no. 1, pp. 23–32, Jan. 2005.

[11] X. Chen, K. Cheng, X. Li, and S. Mao, “Random shortening of linear codes and applications,” 2023, arXiv:2308.15746.

[12] M. Cheraghchi, V. Gurusswami, and A. Velingker, “Restricted isometry of Fourier matrices and list-decodability of random linear codes,” in Proc. 24th Ann. ACM-SIAM Symp. Discrete Algorithms, Louisiana, Jan. 2013, pp. 432–442.

[13] I. Dinur, P. Harsha, T. Kaufman, I. L. Navon, and A. Ta-Shma, “List-decoding with double samplers,” SIAM J. Comput., vol. 50, no. 2, pp. 301–349, Jan. 2021.

[14] Z. Dvir and S. Lovett, “Subspace evasive sets,” in Proc. 44th Ann. ACM Symp. Theory Comput., May 2012, pp. 351–358.

[15] D. Doron, D. Moshkovitz, J. Oh, and D. Zuckerman, “Nearly optimal pseudorandomness from hardness,” J. ACM, vol. 69, no. 6, pp. 1–55, 2020.

[16] D. Doron and M. Wootters, “High-probability list-decoding, and applications to heavy hitters,” in Proc. 49th Int. Colloq. Automata, Lang. Program. (ICALP 2022), Oktavio-Allee, Waden, Germany, Schloss Dagstuhl-Leibniz Center Inform., 2022, pp. 1–50.
[67] M. Sudan, “Decoding of Reed Solomon codes beyond the error-correction bound,” J. Complex., vol. 13, no. 1, pp. 180–193, Mar. 1997.

[68] S. P. Vadhan, “Pseudorandomness,” Found. Trends Theor. Comput. Sci., vol. 7, nos. 1–3, pp. 1–3, 2011, doi: 10.1561/0400000010.

[69] M. Wootters, “On the list decodability of random linear codes with large error rates,” in Proc. 45th Annu. ACM Symp. Theory Comput., Palo Alto, CA, USA, Jun. 2013, pp. 853–860.

[70] J. M. Wozencraft, “List decoding,” Quart. Prog. Rep., Res. Lab. Electron., MIT, Cambridge, MA, USA, Tech. Rep., Jan. 1958, pp. 90–95, vol. 48.

[71] Y. Zhang, A. J. Budkuley, and S. Jaggi, “Generalized list decoding,” in Proc. Inf. Theory Appl. Workshop (ITA), Feb. 2020, pp. 511–5183.

[72] V. V. Zyablov and M. S. Pinsker, “List concatenated decoding,” Problemy Peredachi Informatsii, vol. 17, no. 4, pp. 29–33, 1981.

Nicolas Resch received the B.Sc. degree from McGill University in 2015 and the Ph.D. degree from Carnegie Mellon University in 2020. During the Ph.D. study, he was supported by the NSERC PGS-D Fellowship. He was a Post-Doctoral Researcher with the Cryptology Group, Centrum Wiskunde and Informatica (CWI), from 2020 to 2022. He is currently an Assistant Professor with the Theoretical Computer Science Group, Informatics Institute, University of Amsterdam; and a 2022 Dutch Research Council (NWO) Veni Laureate. His research interests include coding theory, cryptology, and pseudorandomness, with a particular emphasis on questions that bridge these fields.

Chen Yuan received the B.S. degree in mathematics and the first Ph.D. degree in computer science from Fudan University in 2008 and 2013, respectively, and the second Ph.D. degree in mathematics from Nanyang Technological University in 2018. He was a Research Fellow with the Division of Mathematical Sciences, Nanyang Technological University, Singapore, from September 2017 to March 2018. After this, he joined the Cryptology Group, Centrum Wiskunde and Informatica, as a Post-Doctoral Researcher, from April 2018 to December 2020. Since January 2021, he has been with Shanghai Jiao Tong University, as an Associate Professor. His research interests include coding theory and its application in cryptography and theoretical computer science.