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Abstract. Hybrid quantum/molecular mechanics (QM/MM) models play a pivotal role in molecular simulations. These models provide a balance between accuracy, surpassing pure MM models, and computational efficiency, offering advantages over pure QM models. Adaptive approaches have been developed to further improve this balance by allowing on-the-fly selection of the QM and MM subsystems as necessary. We propose a novel and robust adaptive QM/MM method for practical material defect simulations. To ensure mathematical consistency with the QM reference model, we employ machine-learning interatomic potentials (MLIPs) as the MM models [13, 31]. Our adaptive QM/MM method utilizes a residual-based error estimator that provides both upper and lower bounds for the approximation error, thus indicating its reliability and efficiency. Furthermore, we introduce a novel adaptive algorithm capable of anisotropically updating the QM/MM partitions. This update is based on the proposed residual-based error estimator and involves solving a free interface motion problem, which is efficiently achieved using the fast marching method. We demonstrate the robustness of our approach via numerical tests on a wide range of crystalline defects.

1. Introduction

Quantum mechanics and molecular mechanics (QM/MM) coupling methods have emerged as indispensable tools for simulating large molecular systems in both materials science and biology [4, 16, 28, 35, 39, 56]. The essence of this methodology lies in the partition of the computational domain into QM and MM regions, where the region of primary interest is described by a QM model embedded in an ambient environment represented by a MM model. The goal of QM/MM coupling methods is to achieve (near-)QM accuracy at (near-)MM computational cost, to make quantitative large-scale atomistic simulations viable.

An important question in the field of QM/MM coupling methods concerns the optimal assignment of atoms to either QM or MM subsystems in order to balance accuracy and computational cost. To address this issue, adaptive QM/MM methods have been developed by providing an on-the-fly partition of QM/MM subsystems based on error estimators during simulations.

Adaptive QM/MM methods have been proposed for various applications such as the analysis of molecular fragments in macromolecules, monitoring of molecules entering/leaving binding sites and tracking proton transfer through the Grotthuss mechanism (as discussed in [20] and references therein). However, the majority of adaptive QM/MM methods developed thus far are for solute-solvent systems and rely on heuristic criteria. Further information can be found in [5, 30, 33, 34, 50, 52, 55]. In the context of materials featuring defects, adaptive computations are often guided by the distance to these defects [16, 35]. Similar concepts can also be observed in the quasi-continuum methods for density functional theory [29, 44].

Adaptive QM/MM methods normally rely on empirical error estimators. By contrast, Chen et al. [7] first introduced mathematically rigorous a posteriori error estimators for the QM/MM model residual inspired by classical adaptive finite element methods [18, 49]. Their approach employed a weighted $\ell^2$-norm on the residual forces, providing an upper bound for the approximation error.
However, it fell short in providing a lower bound, which is essential for ensuring efficiency of adaptive schemes. To overcome this limitation, Wang et al. [51] proposed a reliable and efficient a posteriori error estimator by connecting the natural dual norm of the residual with solving an auxiliary Poisson equation. They developed an inner-outer adaptive strategy with an outer adaptive algorithm for selecting QM and MM regions and an inner algorithm for computing the estimators with the desired accuracy. However, the inner algorithm necessitated a finite element mesh, which introduced additional errors requiring careful handling, not to mention additional algorithmic complexity. More importantly, this work was primarily centered on energy-mixing schemes for simple point defects and the adaptive algorithm only adjusts the radius of QM and MM sub-regions, limiting the ability to capture significant anisotropy in the defect core, elastic field, or defect nucleation observed in practical material simulations.

The purpose of the present work is to develop a more practical adaptive QM/MM method for material defect simulations, while maintaining the rigorous approach of [7, 51]. To ensure consistency of the QM/MM scheme and improve computational efficiency, we employ state-of-art machine-learning interatomic potentials (MLIPs) as the MM models [13, 31]. Next, we propose a practical and flexible approach to obtain the error estimator, essentially replacing the PDE operator from [51] with a generalization of the graph-Laplacian [42]. Algorithmically, this approach fits much better into the setting of atomistic modeling. A practical error estimator is further developed by (i) truncating to a finite computational domain and (ii) facilitating the QM force constant to give a linear approximation of the residual force in the MM region. Moreover, to evolve the QM/MM partitions anisotropically rather than only adjusting the radius, a free interface motion problem (i.e., Eikonal equation [57]) is formulated and solved using the fast marching method [14, 57], where the practical error estimator is regarded as the extending speed. We develop a novel strategy to assign atoms to QM or MM subsystems based on the solution of the corresponding Eikonal equation.

We test our algorithm by performing adaptive computations for three common defect types: edge dislocations, in-plane cracks, and di-interstitials. Our findings reveal that the practical error estimator we introduce attains convergence rates comparable to those of the approximation error, offering substantial computational cost reductions when employing a realistic electronic structure model. The adaptive algorithm showcases robustness by eliminating the need for user a priori input, thereby aligning with our objective of achieving a fully adaptive QM/MM scheme. The analysis and adaptive algorithm presented in this paper demonstrates a considerable degree of independence from the underlying approximation scheme, thereby rendering the proposed framework widely applicable to various coarse-graining or multiscale methods. As a proof of concept, we will focus solely on geometry equilibration problems (statics).

Outline. This paper is organized as follows: Section 2 introduces the variational formulation for defect equilibration and the QM/MM coupling methods we use. Section 3 outlines the construction of our novel a posteriori error estimator, which provides upper and lower bounds for the approximation error, along with practical approximations to enhance its implementation. Section 4 presents our adaptive QM/MM algorithm, incorporating a free interface problem to dynamically update QM/MM partitions using the practical error estimator. We showcase our findings with numerical examples, validating the efficacy of our adaptive algorithm. Section 5 concludes our key findings and outlines future research directions. Appendices provide supplementary information for interested readers.

Notation. We use the symbol $\langle \cdot, \cdot \rangle$ to denote the duality pairing between a Banach space and its dual space. The symbol $|\cdot|$ normally denotes the Euclidean or Frobenius norm, while $||\cdot||$
denotes an operator norm. For the sake of brevity of notation, we will denote \( A \setminus \{ a \} \) by \( A \setminus a \), and \( \{ b \mid b \in A \} \) by \( A - a \). For \( E \in C^2(X) \), the first and second variations are denoted by \( \langle \delta E(u), v \rangle \) and \( \langle \delta^2 E(u)v, w \rangle \) for \( u, v, w \in X \). For a finite set \( A \), we will use \( \# A \) to denote the cardinality of \( A \). The closed ball with radius \( r \) and center \( x \) is denoted by \( B_r(x) \), or \( B_r \) if the center is the origin. We use the standard definitions and notations \( L^p, W^{k,p}, H^k \) for Lebesgue and Sobolev spaces. In addition we define the homogeneous Sobolev spaces \( \tilde{H}^k(\Omega) := \{ f \in H^k_{\text{loc}}(\Omega) \mid \nabla^k f \in L^2(\Omega) \} \).

2. QM/MM Coupling for Crystalline Defects

2.1. Variational model for crystalline defects. A rigorous framework for modelling the geometric equilibration of crystalline defects has been developed in [9, 21]. These works formulate the equilibration of a single crystalline defect as a variational problem in a discrete energy space and establish qualitatively sharp far-field decay estimates for the corresponding equilibrium configuration. This analytical foundation will serve as the basis for our \textit{a posteriori} error estimates and the corresponding adaptive algorithm.

2.1.1. Displacement space. Given \( d \in \{2,3\} \), a homogeneous crystal reference configuration is given by the Bravais lattice \( \Lambda^h = A\mathbb{Z}^d \), for some non-singular matrix \( A \in \mathbb{R}^{d \times d} \). A reference lattice with a single defect is denoted by \( \Lambda \subset \mathbb{R}^d \). For the sake of simplicity we admit only single-species Bravais lattices. There are no conceptual obstacles to generalising this work to multi-lattices [40], however, the notational and technical details become more involved.

A deformed configuration of the infinite lattice \( \Lambda \) is a map \( y : \Lambda \to \mathbb{R}^d \). We can decompose the configuration \( y \) into

\[
y(\ell) = \ell + u_0(\ell) + u(\ell) = y_0(\ell) + u(\ell),
\]

where \( u_0 : \Lambda \to \mathbb{R}^d \) is a far-field predictor solving a continuum linearised elasticity (CLE) equation [21] enforcing the presence of defect and \( u : \Lambda \to \mathbb{R}^d \) is a core corrector. For point defects we simply take \( u_0(\ell) = 0 \ \forall \ \ell \in \Lambda \). The derivation of \( u_0 \) for straight dislocations and cracks are reviewed in the Appendix [3].

The set of admissible atomic configurations is

\[
\text{Adm}_0(\Lambda) := \bigcup_{m>0} \text{Adm}_m(\Lambda) \quad \text{with}
\]

\[
\text{Adm}_m(\Lambda) := \{ y : \Lambda \to \mathbb{R}^d, \ |y(\ell) - y(m)| > m|\ell - m| \ \forall \ \ell, m \in \Lambda \},
\]

where the parameter \( m > 0 \) prevents the accumulation of atoms.

For \( \ell \in \Lambda \) and \( \rho \in \Lambda - \ell \), we define the finite difference \( D_{\rho}u(\ell) := u(\ell + \rho) - u(\ell) \). For a subset \( \mathcal{R} \subset \Lambda - \ell \), we define \( D_{\mathcal{R}}u(\ell) := (D_{\rho}u(\ell)_{\rho \in \mathcal{R}} \), and we consider \( Du(\ell) := D_{\Lambda - \ell}u(\ell) \) to be a finite-difference stencil with infinite range. For a stencil \( Du(\ell) \), we define the stencil norms

\[
\| Du(\ell) \|_{N} := \left( \sum_{\rho \in \mathcal{N}(\ell) - \ell} |D_{\rho}u(\ell)|^2 \right)^{1/2} \quad \text{and} \quad \| Du(\ell) \|_{L^2(\Lambda)} := \left( \sum_{\ell \in \Lambda} |Du(\ell)|^2_{N} \right)^{1/2},
\]

where \( \mathcal{N}(\ell) \) is the set containing nearest neighbours of site \( \ell \),

\[
\mathcal{N}(\ell) := \{ m \in \Lambda \setminus \ell \mid \exists a \in \mathbb{R}^d \ \text{s.t.} \ |a - \ell| = |a - m| \leq |a - k| \ \forall \ k \in \Lambda \}.
\]

We can then define the corresponding functional space of finite-energy displacements

\[
\mathcal{W}^{1,2}(\Lambda) := \{ u : \Lambda \to \mathbb{R}^d \mid \| Du(\ell) \|_{L^2(\Lambda)} < \infty \}.
\]
with the associated semi-norm \( \| u \|_{W^{1,2}} := \| Du \|_{L^2} \). Then the associated class of admissible displacements is given by
\[
\mathcal{A}(\Lambda) := \{ u \in W^{1,2}(\Lambda) : y_0 + u \in \text{Adm}_0(\Lambda) \}.
\]

2.1.2. The QM site potential. We consider the site potential to be a collection of mappings \( V_\ell : (\mathbb{R}^d)^{\Lambda - \ell} \to \mathbb{R} \), which represent the energy distributed to each atomic site. For technical reasons we make the following assumptions on the regularity and locality of the site potentials, which has been justified for some basic quantum mechanic models \[8, 10, 12, 41\], but we emphasize that it is not a universally valid assumption.

**Regularity and locality:**
For all \( \ell \in \Lambda \), \( V_\ell(Du(\ell)) \) possesses partial derivatives up to the third order. For \( j = 1, 2, 3 \), there exist constants \( C_j \) and \( \eta_j \) such that
\[
|V_\ell, \rho(Du(\ell))| \leq C_j \exp(-\eta_j \sum_{l=1}^j |\rho_l|)
\]
for all \( \ell \in \Lambda \) and \( \rho \in (\Lambda - \ell)^j \).

We refer to \[9, \S2.3 and \S4\] for a justification and discussion of this assumption.

If the reference configuration \( \Lambda \) is a homogeneous lattice, \( \Lambda = \Lambda^h \), then the site potential does not depend on site \( \ell \in \Lambda^h \) due to the translation invariance. In this case, we will denote the site potential by \( V^h : (\mathbb{R}^d)^{\Lambda^h \setminus 0} \to \mathbb{R} \), for the homogeneous lattice. Although the site potentials are defined on infinite stencils \( (\mathbb{R}^d)^{\Lambda - \ell} \), the setting also applies to finite systems or to finite range interactions. In particular, we denote by \( V^\Omega_\ell \) the site potential of a finite system with the reference configuration lying in \( \Lambda \cap \Omega \).

2.1.3. Equilibration of crystalline defects. Let the site potential \( V_\ell \) satisfy the assumptions (RL). The energy-difference functional is then given by
\[
\mathcal{E}(u) := \sum_{\ell \in \Lambda} \left( V_\ell(Du_0(\ell) + Du(\ell)) - V_\ell(Du_0(\ell)) \right).
\]

It was shown in \[9, \text{Theorem 2.1}\] that after an elementary renormalisation, \( (2.6) \) is well-defined on the admissible displacements set \( \mathcal{A}(\Lambda) \), and that it is \( (n - 1) \)-times continuously differentiable with respect to the \( \| \cdot \|_{W^{1,2}} \) norm.

Instead of the energy minimization problem \[13, 51\], we will focus on the (formally equivalent) force equilibrium formulation, that is,
\[
\text{Find } \bar{u} \in \mathcal{A}(\Lambda), \text{ s.t. } \mathcal{F}_\ell(\bar{u}) = 0, \quad \forall \ \ell \in \Lambda,
\]
where \( \mathcal{F}_\ell := -\nabla_\ell \mathcal{E}(u) \) represents the force on the atomic site \( \ell \). For \( u^h \in \mathcal{A}(\Lambda^h) \) on a homogeneous lattice \( \Lambda^h \), the force on each atomic site \( \ell \) satisfies \( \mathcal{F}_\ell(u^h) = \mathcal{F}^h(u^h(\cdot - \ell)) \) with some homogeneous force \( \mathcal{F}^h \) that does not depend on site \( \ell \).

2.2. QM/MM Coupling. In this section, we describe the QM/MM models utilized in our study. Our approach is inspired by \[11, 13\], tailored to better align with the specific context of the present work.
2.2.1. **Domain decomposition.** We first decompose the reference configuration \( \Lambda \) into three disjoint sets, \( \Lambda = \Lambda^{\text{QM}} \cup \Lambda^{\text{MM}} \cup \Lambda^{\text{FF}} \), where \( \Lambda^{\text{QM}} \) and \( \Lambda^{\text{MM}} \) denote the QM and MM regions, respectively, and \( \Lambda^{\text{FF}} \) represents the far-field region where atom positions are frozen. This yields the approximated admissible set

\[
A^H(\Lambda) := \{ u \in \mathcal{U}^{1,2}(\Lambda) : y_0 + u \in \text{Adm}_0(\Lambda) \text{ and } u = 0 \text{ in } \Lambda^{\text{FF}} \}.
\] (2.8)

Moreover, we define a buffer region \( \Lambda^{\text{BUF}} \subset \Lambda^{\text{MM}} \) surrounding \( \Lambda^{\text{QM}} \) such that all atoms in \( \Lambda^{\text{BUF}} \cup \Lambda^{\text{QM}} \) are involved in the evaluation of the site energies defined on \( \Lambda^{\text{QM}} \).

In contrast to the method proposed in [7, 51], which employed approximately spherical regions centered at the defect core for domain partitioning, we introduce a more versatile domain decomposition scheme in our study. Rather than relying on region radii as model parameters, we utilize the number of atoms within the QM, buffer, and MM regions, denoted respectively by \( N^{\text{QM}} := \#\Lambda^{\text{QM}} \), \( N^{\text{BUF}} := \#\Lambda^{\text{BUF}} \), and \( N^{\text{MM}} := \#\Lambda^{\text{MM}} \). Figure 1 presents a typical QM/MM decomposition for a (001)[100] edge dislocation in Tungsten (W) with non-spherical subdomains.

![Figure 1. Decomposition of (001)[100] edge dislocation in W into QM, MM, buffer (BUF), and far-field (FF) regions.](image)

2.2.2. **Specification of MM model.** To represent interatomic interactions at a distance from the defect core in the MM region, it is desirable to construct the MM site energy (force) that is computationally efficient, accurately captures the underlying physical behavior, and is “compatible” with the QM model. These requirements have led to the adoption of machine-learned interatomic potentials (MLIPs) as the MM models [13, 31].

The concrete MLIPs ansatz we employ is the atomic cluster expansion (ACE) method [19, 1, 37], although we emphasise the workflow is readily transferable to other MLIPs approaches. The ACE model stands out for its ability to achieve high accuracy, despite being a linear model [37]. The linear ACE model provides a parameterised site potential, for \( g \in (\mathbb{R}^d)^{\Lambda_0} \),

\[
V^{\text{ACE}}(g; \{c_B\}_{B \in B}) = \sum_{B \in B} c_B B(g),
\] (2.9)

where \( B \) are the basis functions and \( c_B \) the parameters that we will estimate by minimizing a least square loss (cf. (2.12)). The resulting ACE forces are denoted by \( F^{\text{ACE}}(g) \).
2.2.3. The QM/MM hybrid model. As detailed in [13, Section 4], the force-mixing approach is generally considered more computationally efficient and practically advantageous compared to the energy-mixing approach. We therefore focus on force-mixing schemes, while noting that our approach should be straightforward to adapt to energy-mixing methods.

The approximated equilibrium state of QM/MM hybrid models is obtained by solving the following hybrid force balance equations: Find \( \vec{u}^H \in \mathcal{A}^H(\Lambda) \) such that

\[
F^H_{\ell}(\vec{u}^H) = 0 \quad \forall \ \ell \in \Lambda^Q \cup \Lambda^M,
\]

where \( F^H_{\ell} \) are the hybrid forces

\[
F^H_{\ell}(u) = \begin{cases} 
F^Q_{\ell}(u), & \ell \in \Lambda^Q \\
F^{ACE}_{\ell}(u), & \ell \in \Lambda^M
\end{cases}
\]

with \( F^Q_{\ell}(u) := F^Q_{\ell}(\Lambda^Q \cup \Lambda^{BUF})(u) \) and \( F^{ACE}_{\ell}(u) := F^{ACE}(u_{0}(\cdot - \ell) + u(\cdot - \ell)) \).

To ensure the consistency of hybrid models (cf. Remark 2.1), construct the ACE potential by employing the matching conditions derived and analyzed in [13]. These matching conditions encode that the MM forces should match the QM forces to within a prescribed order of accuracy \( K_F \) in the limit of infinitesimal displacements. A rigorous justification of this approach is based on far-field regularity estimates on atomic displacement fields [13]. Concretely, for a prescribed \( K_F \geq 1 \), we estimate the ACE model parameters by minimising a least square loss that matches the QM to the ACE forces, as well as higher order derivatives, at the origin,

\[
\mathcal{L}_F(\{c_B\}) := \sum_{j=0}^{K_F} W_j^F(\varepsilon_j^F)^2
\]

where \( \varepsilon_j^F := \left| \sum_{\ell=(\ell_1, \ldots, \ell_j) \in (\Lambda^h)^j} F^H_{\ell}(0) - F^{ACE}_{\ell}(0; \{c_B\}) \right|^2 w_j^{-1}(\ell). \)

Here, \( w_j(\rho) \) is the weight function defined by \( w_j(\rho) := \prod_{i=1}^j e^{-2\gamma |\rho_i|} \) with \( \gamma \) a constant related to the locality of site potentials (RL) (cf. [13, Section 3.1]) and \( W_j^F \) are additional empirical weights. The choices for \( K_F, \gamma \) and \( W_j^F \) will be specified in Section 4.

It is worth noting that the choice of loss functional is not unique and several variants of (2.12) are available. For instance, one can incorporate the matching conditions for the virial stress of the QM reference model in the loss functional (see (4.5)) to achieve improved accuracy. Further details can be found in [13, Section 4]. The training sets and the hyperparameters for constructing the ACE basis will be tailored to the specific defective systems tested in Section 4.

Remark 2.1. A QM/MM model constructed as described above is consistent with the reference QM model in the following sense [13]: Suppose that \( \vec{u} \) is a strongly stable solution of (2.7), i.e., \( \delta^2 \mathcal{E}(\vec{u}) \) is positive in \( \mathcal{U}^{1,2} \). If the ACE models are constructed in a way that the \( \varepsilon_j^F \) defined by (2.12) are sufficiently small, then for sufficiently large QM and buffer regions, there exist equilibrium \( \vec{u}^H \) solving (2.10), such that

\[
\lim_{N_QM, N_{BUF} \to \infty} \| \vec{u} - \vec{u}^H \|_{\mathcal{U}^{1,2}} = 0.
\]
It is worth noting that the matching conditions between QM and MM models are crucial in constructing a consistent QM/MM scheme, which enables us to relate the following a posteriori residual estimates to a priori error estimates, as demonstrated in Lemma 3.1. □

3. A POSTERIORI ERROR ESTIMATES

3.1. An idealised error estimator. Following the analysis in [7, Lemma 3.1] and adapting it to the force-mixing scheme using the techniques in [11, Appendix C], we deduce that the residual force $F(\bar{u}^H)$ evaluated at a solution $\bar{u}^H$ to (2.10) in dual norm characterizes the approximation error $\|\bar{u} - \bar{u}^H\|_{\psi^{1.2}}$. The proof can be found in the Appendix A.

Lemma 3.1. Let $\bar{u}$ be a strongly stable solution of (2.7). For $\varepsilon_1^F$ sufficiently small and $N_{QM}, N_{BUF}$ sufficiently large, there exists a solution $\bar{u}^H$ of QM/MM force-mixing scheme (2.10) and constants $c, C$ independent of the approximation parameters such that

$$c\|\bar{u} - \bar{u}^H\|_{\psi^{1.2}} \leq \|F(\bar{u}^H)\|_{(\psi^{1.2})^*} \leq C\|\bar{u} - \bar{u}^H\|_{\psi^{1.2}}.$$ (3.1)

The estimate (3.1) shows that the dual norm of the residual, $\|F(\bar{u}^H)\|_{(\psi^{1.2})^*}$, is a reliable and efficient a posteriori error estimator. However, it is not directly computable and therefore not be used directly in practice.

In [51 Section 3.3], we solved a partial differential equation to evaluate $\|\cdot\|_{(\psi^{1.2})^*}$, which introduced an additional finite element mesh and led to significant additional algorithmic complexity. Here, we propose a more practical and more flexible approach, essentially replacing the PDE operator from [51] with a generalisation of a graph Laplacian. The operator we use was previously proposed in [42] for preconditioning geometry optimization. Algorithmically, this approach fits much better into the setting of atomistic modelling. In addition, the operator is “aware” of the atomic bonding and can more faithfully represent the discrete dual norm.

To that end, we first construct the matrix $L^A$ such that the elements satisfying

$$L^A_{ij} = \begin{cases} -\mu \exp \left( -A \left( \frac{|y_{ij}|}{y_{nn}} - 1 \right) \right), & i \neq j, |y_{ij}| < r_{cut} \\ 0, & i \neq j, |y_{ij}| \geq r_{cut} \\ -\sum_{i \neq j} L_{ij} + \mu C_{stab}, & i = j \end{cases} \quad (3.2)$$

where $y_{ij} = y_i - y_j$ and the nearest-neighbour distance $r_{nn}$ is obtained as the maximum of nearest neighbour bond lengths, i.e., $y_{nn} = \max_i \min_{j \neq i} y_{ij}$. The parameters $\mu$, $A$, $r_{cut}$ can be user-specified (e.g., $r_{cut} = 2.5y_{nn}$, $A = 3$ appear to be a good defaults). The parameters can also be estimated numerically from the forces $F_t$ to match the force jacobian as closely as possible. Given a specific connectivity defined by $r_{cut}$ and setting $A = 0$ and $\mu = 1$, the matrix $L^A$ simplifies to the standard graph Laplacian matrix. To enforce positive definiteness in practice, we stabilize $L^A$ by introducing a diagonal term $C_{stab}$, as suggested in [42]. The empirical selection of $C_{stab} = 0.1$ has proven to outperform alternative choices in the numerical experiments.

Let $F(\bar{u}^H)$ be the residual force evaluated at a solution $\bar{u}^H$. We consider the equation

$$L^A \cdot \phi_A(\bar{u}^H) = F(\bar{u}^H).$$ (3.3)

The following theorem establishes an equivalent representation of the residual force in dual norm through $\phi_A(\bar{u}^H)$, the solution to (3.3). This result contributes to the derivation of the ideal a posteriori error estimator for the QM/MM scheme (2.10). We leave the proof to the Appendix A.
Theorem 3.2. Let $\phi_o$ be the solution to (3.3). We define the a posteriori error estimator of the QM/MM scheme (2.10) by
\begin{equation}
\eta_{\text{ideal}}(\bar{u}^H) := \| D\phi_o(\bar{u}^H) \|_{\ell^2(L)}.
\end{equation}
Then, there exist constants $c_1, C_1$ such that
\begin{equation}
c_1 \| \mathcal{F}(\bar{u}^H) \|_{\mathcal{U}^1(\Omega)} \leq \eta_{\text{ideal}}(\bar{u}^H) \leq C_1 \| \mathcal{F}(\bar{u}^H) \|_{\mathcal{U}^1(\Omega)}.
\end{equation}
Moreover, under the conditions of Lemma 3.1, there exists another two constants $c_2, C_2$ such that
\begin{equation}
c_2 \| \bar{u} - \bar{u}^H \|_{\mathcal{U}^1(\Omega)} \leq \eta_{\text{ideal}}(\bar{u}^H) \leq C_2 \| \bar{u} - \bar{u}^H \|_{\mathcal{U}^1(\Omega)}.
\end{equation}

In light with (3.6), the error estimator $\eta_{\text{ideal}}(\bar{u}^H)$ is referred to as ideal as it provides both upper and lower bounds for the approximation error. However, practical computation of $\eta_{\text{ideal}}(\bar{u}^H)$ remains challenging, primarily due to two main reasons. Firstly, the equation (3.3) is defined on an infinite lattice, posing difficulties for explicit solution. Secondly, obtaining the source term (residual force) $\mathcal{F}(\bar{u}^H)$ is a non-trivial task.

3.2. A practical error estimator. To overcome the aforementioned challenges, we propose the following two approximations: (1) truncating the infinite lattice $\Lambda$ to a finite lattice; (2) constructing the approximated force $\tilde{\mathcal{F}}(\bar{u}^H)$ through a linear expansion of the residual force $\mathcal{F}(\bar{u}^H)$ away from the defect core.

3.2.1. Truncation. Let $\Omega$ be a convex polygon or polyhedron in $\mathbb{R}^d$ with boundary $\partial \Omega$ such that $\Lambda^{\text{QM}} \cup \Lambda^{\text{MM}} \subset \Omega$ and $\Lambda := \Lambda \cap \Omega$. We interpret the lattice $\Lambda$ as the vertex set of a simplicial grid $\mathcal{T}$ leading to the canonical partition. For simplicity, suppose that $\Omega$ is compatible with $\mathcal{T}$, i.e., there exists a subset $\mathcal{T}_\Omega \subset \mathcal{T}$ such that $\text{clos}(\Omega) = \cup \mathcal{T}_\Omega$. As a truncation of (3.2), we denote the corresponding truncated Laplace matrix as $L$.

The error resulting from this truncation has already been analyzed in [51, Section 3.5] and in principle one can incorporate this to adapt the size of MM region. However, the adaptation of QM and buffer regions is much more important in practice. Therefore, in this paper, we assume that the computational domain $\Omega$ (or equivalently $\Lambda^{\text{MM}}$) is chosen to be sufficiently large to ensure that the corresponding truncation error is negligible for the error estimator.

3.2.2. Approximated residual force. To reduce the computational cost of evaluating the residual force $\mathcal{F}(\bar{u}^H)$ while maintaining its accuracy, an approximation scheme should be carefully designed. We note that the exact evaluation of residual force is necessary for accurate adjustment of the QM and buffer regions, which is in fact acceptable since the size of $\Lambda^{\text{QB}} := \Lambda^{\text{QM}} \cup \Lambda^{\text{BUF}}$ is much smaller than that of the full computational domain $\Omega$. We therefore only need to consider the approximation of the residual force outside this region, where the displacement $\bar{u}^H$ varies smoothly.

To that end, we consider the linear approximation of residual force. Let $\delta \mathcal{F}^{B_{\text{buf}}} (\mathbf{0})$ be the QM force constant defined on the homogeneous lattice inside the region $B_{R_{\text{buf}}}$. The residual force is then approximated in a mixed scheme
\begin{equation}
\tilde{\mathcal{F}}(\bar{u}^H) = \begin{cases}
\mathcal{F}_\ell(\bar{u}^H) & \ell \in \Lambda^{\text{QB}} \\
\delta \mathcal{F}^{B_{\text{buf}}} (\mathbf{0}) (u_0(\cdot - \ell) + \bar{u}^H(\cdot - \ell))|_{B_{R_{\text{buf}}} (\ell)} & \ell \in \Lambda \setminus \Lambda^{\text{QB}}.
\end{cases}
\end{equation}

Due to the locality of QM site potentials (cf. (RL) and [11, Lemma 2.1]), the accuracy of this approximation can therefore be guaranteed as long as the size of core region $\Lambda^{\text{QB}}$ and $R_{\text{BUF}}$ are chosen to be sufficiently large. The error caused by this approximation can be analyzed following
the approach in [51, Section 5.1], referred to as the data oscillation term. Although we omit the
details here, it is important to note that this error can be controlled.

Hence, combined with the truncation and the approximation of the residual force, we obtain the
approximation to (3.3), which is expressed as

\[ L \cdot \phi(\bar{u}^H) = \tilde{F}(\bar{u}^H). \]

(3.8)

The practical a posteriori error estimator of the QM/MM scheme (2.10) is then given by

\[ \eta(\bar{u}^H) := \| D\phi(\bar{u}^H) \|_{\ell_2(\Lambda)}^2. \]

(3.9)

We will utilize it to formulate the main adaptive QM/MM algorithm in the following section.

In practical implementations, it is essential to accurately compute the residual force \( F_{\ell}(\bar{u}^H) \)
within \( \Lambda^{QB} \). To achieve this, an extended buffer region, twice the size of the original buffer region \( R_{\text{buf}} \), is employed for computing the residual force \( F_{\ell}(\bar{u}^H) \). This practice becomes particularly

4. Adaptive algorithm and numerical tests

In this section, we present an adaptive QM/MM algorithm leveraging the practical a posteriori
error estimator \( \eta(\bar{u}^H) \) defined by (3.9), and conduct the numerical examples for three typical
crystalline defects: in-plane crack in W, (110)[100] edge dislocation and di-interstitial in Si.

4.1. Adaptive algorithm. The basic idea of our adaptive QM/MM algorithm is to repeat the
following procedure before reaching the required accuracy:

Solve \( \rightarrow \) Estimate \( \rightarrow \) Mark & Refine.

Compared to standard adaptive finite element methods [18], our approach differs in that we inte-
grate the “Mark” and “Refine” steps by employing a fast marching method for updating the QM
and buffer regions, as presented in Algorithm 2. Moreover, as discussed in Section 3.2.1 the com-
putational domain \( \Omega \) (or equivalently, MM region \( \Lambda^{MM} \)) is fixed to be sufficiently large to mitigate
the influence of the truncation error. Hence, in the “Mark & Refine” step, we only update QM
and buffer regions.

To choose where to refine the models, it is natural to assign the global estimator \( \eta(\bar{u}^H) \) into local
contributions (site-based),

\[ \eta_{\ell}(\bar{u}^H) := \frac{|D\phi(\bar{u}^H)(\ell)|^2}{\eta(\bar{u}^H)} \quad \forall \ell \in \Lambda^\Omega, \]

(4.1)

where \(| \cdot |_{\Lambda}^\Omega\) is defined by (2.2) and it is straightforward to see that \( \sum_{\ell \in \Lambda^\Omega} \eta_{\ell}(\bar{u}^H) = \eta(\bar{u}^H) \).

We first describe the adaptive QM/MM algorithm as follows and then give a detailed discussion.

---

**Algorithm 1** Adaptive QM/MM algorithm

- **Prescribe** \( \Lambda^{QM}, \Lambda^{BUF}, \Lambda^{MM} \), termination tolerance \( \eta_{\text{tol}} \).

1: \( \text{repeat} \)
2: \( \text{Solve:} \) Solve (2.10) to obtain \( \bar{u}^H \).
3: \( \text{Estimate:} \) Compute \( \eta(\bar{u}^H) \) and \( \eta_{\ell}(\bar{u}^H) \) by (3.9) and (4.1) respectively.
4: \( \text{Mark} \& \text{Refine:} \) Apply Algorithm 2 to construct new \( \Lambda^{QM} \) and \( \Lambda^{BUF} \) regions.
5: \( \text{until} \) \( \eta(\bar{u}^H) < \eta_{\text{tol}} \)
Given a partition $\Lambda_{QM}$, $\Lambda_{BUF}$ and $\Lambda_{MM}$, the “Solve” step computes the approximated equilibrium state $\bar{u}^H$ by solving (2.10). The “Estimate” step evaluates the practical a posteriori error estimator (3.9) and its local contribution (4.1). The “Mark & Refine” step is fundamental in developing a robust adaptive algorithm, warranting an in-depth discussion, as outlined below.

Mark & Refine. In place of the isotropic approach detailed in [51, Section 4.1], where the radii of QM and buffer regions are adjusted, we introduce a more robust algorithm specifically designed for anisotropic defects. This method entails solving an interface motion problem (cf. (4.2)) using the fast marching method [14, 46] to manage the evolution of QM/MM partitions, all while incorporating the a posteriori error estimator introduced in the last section.

The fast marching method is a numerical technique for finding the solutions of the Eikonal equation [57],

$$G(x)\left|\nabla T(x)\right| = 1,$$

where $T(x)$ is the first arriving time of a closed interface at $x \in \mathbb{R}^d$ and $G(x) > 0$ is the speed in the normal direction at $x$.

Adapting this method into our adaptive QM/MM scheme involves several key steps. First, we define the interface of QM region. Next, the local error estimator (4.1) needs to be transformed into the speed function $G$. Finally, we consider the geometric relationship between lattice sites and the meshgrid to numerically apply the fast marching method. These three aspects will be addressed in the following algorithm, which implements the “Mark & Refine” step and completes the specification of our adaptive QM/MM algorithm (Algorithm 1).

Algorithm 2

Fast marching method for marking and refining

Prescribe $\Omega_{est}$, $C_{new}$, $C_{buf}$, $\Lambda_{QM}$, and local error estimator $\eta(\bar{u}^H)$.

1: Construct meshgrid: Generate an equal spaced meshgrid $T_{est}$ in $\Omega_{est}$.
2: Define QM interface: Construct a scalar function $\varphi$ defined on $T_{est}$ such that the QM interface is defined as the zero contour of $\varphi$.
3: Construct speed: Establish the discrete speed function $G$ based on the scattered interpolation of the local error estimator $\eta(\bar{u}^H)$ from lattice sites to the meshgrid $T_{est}$.
4: Solve arriving time: Solve (4.2) to obtain the first arriving time $T$ on $T_{est}$. Interpolate it back to lattice sites.
5: Determine new regions: Update $\Lambda_{new}^{QM}$ and $\Lambda_{new}^{BUF}$ by (4.4) with two thresholds $C_{new}$ and $C_{buf}$.

Output: $\Lambda_{new}^{QM}$, $\Lambda_{new}^{BUF}$.

We give a detailed discussion of the individual steps in Algorithm 2.

Construct meshgrid: To employ the fast marching method, we first construct an equi-spaced meshgrid $T_{est}$ in a cubic (square for $d = 2$) region $\Omega_{est}$ satisfying $\Lambda_{QB} \subset \Omega_{est}$. Since we only update the QM and buffer regions, the Eikonal equation (4.2) is therefore only solved in $\Omega_{est}$ to avoid unnecessary computational cost. Let $N_{est}$ be the set of the nodes of $T_{est}$ and $h_{est}$ be the length of mesh.

Define QM interface: We define the QM interface based on $\Lambda_{QM}$. A scalar function $\varphi$ defined on $N_{est}$ is constructed such that the current QM interface is a zero contour of $\varphi$. In particular, we first find the geometric relationship between $N_{est}$ and $\Lambda_{QM}$, and then let $\varphi = -1$ when the nodes in $N_{est}$ belong to the inside QM region, otherwise $\varphi = 1$. As a result, the zero contour of $\varphi$ can be generated automatically (cf. Figure 3).

Construct speed: We construct the speed function $G$ discretized by $T_{est}$, based on the scattered interpolation of the local error estimator $\eta(\bar{u}^H)$ from the lattice sites $\Lambda_{QB}$ to the meshgrid nodes.
To be more precise, for $\ell \in \Lambda^\text{QB}$, given a nodal basis function $\Phi_\ell$, for any $n_{\text{est}} \in \mathcal{N}_{\text{est}}$, we define

$$G(n_{\text{est}}) := \sum_{\ell \in \Lambda^\text{QB}} \eta_\ell (\bar{u}^H) \Phi_\ell(n_{\text{est}}).$$

(4.3)

We utilize linear basis function throughout our numerical experiments.

Solve arriving time: Then, we apply the fast marching method to obtain the first arriving time $T$ by solving the Eikonal equation (4.2) on $\mathcal{N}_{\text{est}}$. In practice, we use a python extension module named scikit-fmm [25] to realize the fast marching method. As $T$ is defined on $\mathcal{N}_{\text{est}}$, again, the scattered interpolation is utilized to evaluate the first arriving time at each atom $\ell \in \Lambda \cap \Omega_{\text{est}}$.

Determine new regions: Given two thresholds $T_{\text{new}}$ and $T_{\text{buf}}$, the new QM and buffer regions $\Lambda^\text{QM}_{\text{new}}$ and $\Lambda_{\text{new}}^\text{BUF}$ are then determined (cf. Figure 3) such that

$$T(\Lambda^\text{QM}_{\text{new}}) \leq T_{\text{new}} < T_{\text{new}} + T_{\text{buf}},$$

(4.4)

where $T(\Lambda_\ast) := \max_{\ell \in \Lambda_\ast} \{T(\ell)\}$ with $\Lambda_\ast = \Lambda^\text{QM}_{\text{new}}, \Lambda_{\text{new}}^\text{BUF}$. These two thresholds will be studied in the next section.

We summarize that all simulations presented in this work are implemented in several open-source Julia packages: SKTB.jl [24] (for the NRL tight binding model), ACEpotentials.jl [51, 22] (for the construction of ACE basis and the fitting of ACE models), QMMM2.jl [23] (for the QM/MM coupling scheme) and AdapQMMM.jl [26] (for the adaptivity). All tests we report except the DFT simulation (cf. Section 4.5.2) are performed on an Intel(R) Core(TM) i7-7820HQ CPU @2.90GHz, with macOS (x86-64-apple-darwin19.6.0) operating system. The DFT simulation is simulated on a Linux cluster with AMD EPYC-Rome Processor with 96 cores and 1TB memory.

4.2. Adaptive algorithm study. In this section, we conduct a detailed study of the performance of our adaptive algorithm for (001)[100] edge dislocation in W. The illustration of domain decomposition for this case has already shown in Figure 1. In order to test our adaptive algorithms in the simplest possible setting we use an embedded atom model (EAM) [17] as the reference model instead of an actual QM model. This allows us to explore the algorithms in a wider parameter range.

In light of the theory in [13], for dislocation simulations, the training set of constructing the ACE potential for consistent QM/MM methods (cf. (4.6)) should contain the first-order derivative of the QM force (QM force constant $\delta f(0)$) as well as the second-order derivative of the virial ($\partial^2 W^h_{\text{cb}}(I)$) evaluated on the homogeneous lattice $\Lambda^h$. The loss function (2.12) is then given by

$$L_{\text{FV}}(\{c_B\}) := W^F_1 (\varepsilon^F_1)^2 + W^V_2 (\varepsilon^V_2)^2$$

(4.5)

with $\varepsilon^F_1$ defined by (2.12) and

$$\varepsilon^V_2 := \left| \partial^2 F W^h_{\text{cb}}(l) - \partial^2 F W^\text{ACE}_{\text{cb}}(l) \right| := \left| \sum_{\rho \in (\Lambda^h \setminus 0)^3} (\bar{V}^h_{\rho}(l) - \bar{V}^\text{ACE}_{\rho}(l)) \otimes \rho \right|$$

where $W^h_{\text{cb}}$ and $W^\text{ACE}_{\text{cb}}$ are the corresponding Cauchy-Born elastic energy density functional [13 Eq.(3.4)] and $I \in \mathbb{R}^{d \times d}$ is the identity matrix. The weights $W^F_1 = 10$ and $W^V_2 = 1$ are originally taken from [13 Table F.1].

It is shown in [13 Theorem 3.4] that the a priori error estimate for the corresponding QM/MM force-mixing for edge dislocations gives

$$\| \bar{u} - \bar{u}^H \|_{\psi^{1,2}} \lesssim N_{\text{QM}}^{-1}.$$

(4.6)
The loss function (4.5) is quadratic in the parameters \( \{ c_B \} \) and can therefore be minimised using Bayesian linear regression schemes. In our implementation we employ the Automatic Relevance Determination (ARD) \([53]\) to achieve the parameter estimation, which is a known statistical technique used to automatically determine the relevance of input features or variables in a predictive model.

\[
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**Figure 2.** The distributions of the \textit{a posteriori} error estimator (left) defined on \( \Lambda_{\text{est}} \) and the speed (right) defined on \( \mathcal{N}_{\text{est}} \).

\( \tilde{\eta}_\ell(\vec{u}^H) \)

\( G(n_{\text{est}}) \)

**Algorithm 2:** Figure 2 visualises the “Construct speed” step in Algorithm 2. The error estimator \( \eta_\ell(\vec{u}^H) \) defined on the lattice sites in \( \Lambda_{\text{est}} \) are shown in the left figure while the corresponding speed \( G(n_{\text{est}}) \) constructed by the scattered interpolation of \( \tilde{\eta}_\ell(\vec{u}^H) \) (i.e., the normalization of \( \eta_\ell(\vec{u}^H) \)) from \( \Lambda_{\text{est}} \) to \( \mathcal{N}_{\text{est}} \) (cf. \( \text{(4.3)} \)) are presented as the right panel. As we can see, the scattered interpolation behaves well if \( h_{\text{est}} = 0.4 \text{Å} \) is chosen to be small enough compared to the lattice constant of given species \( \rho_W^0 = 2.73 \text{Å} \). Figure 3 illustrates the “Determine new regions” step in Algorithm 2, drawing the interface of QM and buffer regions defined on the meshgrid \( \mathcal{N}_{\text{est}} \). The current QM interface (red solid line) is constructed by the “Define QM interface” step in Algorithm 2. The speed \( G \), determined via “construct speed” step, is visualized by color. Solving the corresponding Eikonal equation \( \text{(4.2)} \) using the fast marching method with parameters \( h_{\text{est}} = 0.4 \text{Å} \) and \( T_{\text{new}} = T_{\text{buf}} = 3.0 \), the new QM interface (red dashed line) and the new buffer interface (purple dashed line) determined by the strategy \( \text{(4.4)} \) are also presented in this figure. We observe that our algorithm automatically adjusts the QM/MM partitioning anisotropically based on the error estimator. The specific choice of the those parameters will be discussed next.

\[ T_{\text{buf}} \]

**The mesh size \( h_{\text{est}} \) and the thresholds \( T_{\text{new}}, T_{\text{buf}} \):** The parameters involved in Algorithm 2 have a significant impact on its performance, and then in turn affect the overall performance of our outer adaptive algorithm (Algorithm 1). It is therefore essential to carefully choose and control these parameters to ensure a robust and efficient implementation of the algorithm. More specifically, the choice of \( h_{\text{est}} \) mainly influences the accuracy of the scattered interpolation for constructing the speed \( G \). In this study, we set \( h_{\text{est}} = 0.2 \text{Å} \) to ensure that it is sufficiently small relative to the lattice constant. This choice minimizes the interpolation error compared to the \textit{a posteriori} error estimator. The effect of \( T_{\text{buf}} \) on the adaptive computations is marginal due to the locality of QM site potentials \( \text{(RL)} \). Hence, we fix \( T_{\text{buf}} = 3.0 \) in Algorithm 2 throughout the numerical
experiments. Next, we study the sensitivity of the main algorithm (Algorithm 1) to the parameter $T_{\text{new}}$ shown in Algorithm 2.

To that end, since we are now using the EAM potential as the reference model, the residual forces $F(\bar{u}_H)$ can be evaluated exactly. Hence, to mitigate the impact of errors from other sources, we can directly obtain the exact error estimator by solving (3.8) with the exact residual forces instead of the approximated residual forces introduced in Section 3.2.2, namely

$$L \cdot \phi_a^{\text{exact}} = F(\bar{u}_H)$$

Denote $\eta^{\text{exact}}(\bar{u}_H) := \| D\phi_a^{\text{exact}} \|_{L^2(\Omega)}$. The remaining error between $\| D\phi_a^{\text{exact}} \|_{L^2(\Lambda)}$ and the idealised estimator $\| D\phi \|_{L^2(\Lambda)}$ is the domain truncation error, which is sufficiently small when $\Omega$ is fixed to be large (cf. [51, Section 4.3]). Moreover, compared with (3.8) and (4.7), the difference between $\eta(\bar{u}_H)$ and $\eta^{\text{exact}}(\bar{u}_H)$ in fact indicates the accuracy of the approximation of residual force, which will be numerically verified in the next section.

Figure 4 shows that the convergence of Algorithm 1 for (001)[100] edge dislocation in W with different $T_{\text{new}}$. In each figure we plot the approximation error $\| \bar{u} - \bar{u}_H \|_{\mathcal{V}_{1,2}}$ and the exact error estimator $\eta^{\text{exact}}(\bar{u}_H)$ against $N_{\text{QM}}$. It demonstrates that different threshold $T_{\text{new}}$ employed in Algorithm 2 can lead to qualitatively different behaviour in the QM/MM model refinement. From the strategy (4.4), the value of $T_{\text{new}}$ reflects the increment of current QM region based on the error estimator. Both large or small $T_{\text{new}}$ will lead to the sub-optimal convergence for the reason that the QM/MM subsystems are not optimally assigned. Figure 4 numerically demonstrates that $T_{\text{new}} = 4.0$ gives the optimal rate of convergence and the best agreement between the approximation error and the error estimator. Note that the sensitivity of $T_{\text{new}}$ to the choice of system is not significant. Hence, we fix $T_{\text{new}} = 4.0$ for all benchmark problems in the remaining part of this paper.

4.3. In-plane crack in W. In this study, we investigate the behavior of our adaptive QM/MM algorithm (Algorithm 1) for an in-plane crack in W. In order to test our adaptive algorithms in the simplest possible setting we use an embedded atom model (EAM) [17] as the reference model instead of an actual QM model. This allows us to explore the algorithms in a larger computational domain and still compare against a solution with the exact reference model. The far-field predictor,
Figure 4. QM/MM errors and error estimators plotted against $N_{QM}$ in the adaptive QM/MM Algorithm 1. Different $T_{\text{new}}$ employed in Algorithm 2 can lead to qualitatively different behaviour in the adaptive computations.

$u_0$, for the crack is briefly formulated in Appendix B.2. Note that the use of an EAM potential as the reference model, as opposed to an actual ab initio model, enables us to perform large-scale tests more easily. We apply a quasi-2D setting, where clamped boundary conditions are used in the (001) plane and periodic boundary conditions in the [001] direction. The illustration of the QM/MM decomposition and core geometry is given in Figure 5. Furthermore, we choose the radii of the computational domain $\Omega$ and the MM region $\Lambda_{\text{MM}}$ to be sufficiently large, specially $R_{\Omega} = 120r_{W0}$ and $R_{\text{MM}} = 110r_{W0}$, where $r_{W0}$ denotes the lattice constant of W (BCC).

Figure 5. Domain decomposition for in-plane crack in W.

In order to construct the ACE potential for QM/MM models for a crack, we follow the same approach as that for dislocation introduced in Section 4.2. The training set for the ACE potential contains the same observations, i.e., the QM force constant and the second order derivatives of the virial evaluated on the homogeneous lattice. Furthermore, random surface configurations are incorporated into the training set along with total energies and forces, with a weight ratio of 10:1, to account for surface effects. While a rigorous a priori error estimate for QM/MM models for crack is still lacking, it is reasonable to speculate that an estimate analogous to the dislocations case given in (4.6), holds,

$$
\|\bar{u} - \bar{u}^H\|_{W^{1,2}} \lesssim N_{QM}^{-0.5},
$$

(4.8)
where we exploit the fact that the decay of the far-field predictor for crack is $|Du_0(\ell)| \lesssim |\ell|^{-0.5}$ (while it was $|Du_0(\ell)| \lesssim |\ell|^{-1}$ for a straight dislocation). The sketch of the proof is briefly given in the Appendix A while the numerical verification is shown in Figure 6.

We then study the convergence of Algorithm 1 for an in-plane crack in $W$. In Figure 6 we plot the approximation error $\|\tilde{u} - \bar{u}^H\|_{Q^{1,2}}$, and the error estimators $\eta(\bar{u}^H)$, $\eta^{\text{exact}}(\bar{u}^H)$ against $N_{QM}$. We observe two things: First, the two error estimators follow the trend of the approximation error fairly closely, which confirms that the practical estimator $\eta(\bar{u}^H)$ and the (nearly) ideal estimator $\eta^{\text{exact}}(\bar{u}^H)$ provide efficient and reliable estimators for the QM/MM model residual. Secondly, the difference between $\eta(\bar{u}^H)$ and $\eta^{\text{exact}}(\bar{u}^H)$ is marginal (with a prefactor 1.32), confirming the accuracy of the approximation of residual force introduced in Section 3.2.2.

4.4. Edge dislocation in Si. Next, we test our adaptive QM/MM schemes when the QM reference model is a simple electronic structure model for Si. We choose the NRL-TB model [15] as the reference model, which is a successful tight-binding model. See the Appendix D for a short review. Its much lower computational cost (compared with DFT) allows us to perform some validation that would no longer be possible with DFT. Our choice of Si as the material is due to the fact that it is a rich semi-conducting material for which we have also strong theoretical and numerical evidence for the localisation of its interatomic forces [8, 10].

We consider a (110)[100] edge dislocation in Si, where the same quasi-2D setting as that in the last example is applied. The far-field predictor, $u_0$, is given in Appendix B.1. Figure 5 illustrates the corresponding QM/MM decomposition and the core geometry. Again, we choose a sufficiently

---

**Figure 6.** EAM W model: Convergence of the adaptive Algorithm 1 for in-plane crack.
large computational domain and MM region, $R_\Omega = 100r_{Si}^0$ and $R_{MM} = 90r_{Si}^0$, where $r_{Si}^0$ is the lattice constant of Si (diamond).

**Figure 7.** Evolution of QM and MM partitions in the adaptive procedure for in-plane crack in W. $N_{QM}$ are 56, 91, 122, 183 from left to right.

**Figure 8.** Illustration of (110)[100] edge dislocation in Si.

The construction of the ACE potential used for QM/MM models for edge dislocation in Si is the same as that for edge dislocation in W, given in Section 4.2. The only difference is that the data in training set is evaluated by NRL-TB model instead of EAM potential. The *a priori* error estimate of corresponding QM/MM models for edge dislocation reads [13, Theorem 3.4]

$$||\bar{u} - \bar{u}^H||_{W^{1,2}} \lesssim N_{QM}^{-1.0}.$$  

**Figure 9** plots the convergences of the approximation error $||\bar{u} - \bar{u}^H||_{W^{1,2}}$, and the error estimators $\eta(\bar{u}^H)$, $\eta^{exact}(\bar{u}^H)$ against $N_{QM}$ during the adaptive computations. Similar to the Figure 6 shown in the last section, we observe that two error estimators follow the trend of the approximation error fairly closely, which verifies again that $\eta(\bar{u}^H)$ and $\eta^{exact}(\bar{u}^H)$ can provide efficient and reliable estimators for NRL-TB Si is the reference model. Moreover, the difference between $\eta(\bar{u}^H)$ and $\eta^{exact}(\bar{u}^H)$ is still marginal (with a prefactor 1.51) especially when $N_{QM}$ is large, which demonstrates the accuracy of the *practical* error estimator.

**Figure 10** shows the CPU time (in seconds) of running different components (steps) in Algorithm 1. As an actual QM (NRL-TB) model is used as the reference model, the cost of computing the exact residual forces is extremely expensive, which requires to solve an eigenvalue problem on the whole computational domain $\Omega$, even exceeds that of solving QM/MM solution $\bar{u}^H$. The scaling of solving (blue line) is nearly cubic asymptotically, confirming that the computational cost of solving for $\bar{u}^H$ is about $O(N_{QM}^3)$ as the cost to solve the QM (NRL-TB) model scales cubically. We also note that the costs of solving (3.8) for the error estimator and solving (4.2) for the first arriving time are both negligible compare to others. More importantly, the evaluation time of
computing the approximated forces $\tilde{F}(\bar{u}^H)$ defined by (3.7) is significantly reduced compared with that of evaluating the exact residual forces $F(\bar{u}^H)$ while the accuracy can still be retained (cf. Figure 9). This observation verifies the accuracy and efficiency of our main adaptive algorithm (Algorithm 1).

The evolution of the QM/MM partitions during the adaptation process is shown in Figure 11. We observe that the adaptive algorithm adjusts the QM region anisotropically during the adaptive computations, which demonstrates the robustness of our main algorithm (Algorithm 1) when an actual QM model is considered.

4.5. Di-interstitial in Si. The last type of defect we consider is the di-interstitial in Si in three dimensions, where periodic boundary conditions are used in all directions. The construction of a di-interstitial in Si follows from [2]. The illustration of its QM/MM decomposition is given in Figure 12. The computational domain includes $10^3$ supercells, containing 8002 Si atoms. We first choose NRL-TB as the reference model, and then perform our main adaptive algorithm for a more realistic QM model, where the plane-wave DFT [36, 38] is applied.
Figure 11. Evolution of QM and MM partitions in the adaptive procedure for (110)[100] edge dislocation in Si. $N_{QM}$ are 76, 94, 110, 136 from left to right.

Figure 12. Domain decomposition for di-interstitial in Si. No far-field (FF) region due to the periodic boundary conditions are used in all directions.

To construct the ACE potential for the QM/MM model for the di-interstitial the training set contains only the QM force constant ($\delta f(0)$) at the homogeneous lattice $\Lambda^h$. The ACE potential is constructed by directly minimizing (2.12). The corresponding QM/MM model has the following a priori error estimate [13, Theorem 3.3]

$$\|\bar{u} - \bar{u}^H\|_{W^{1,2}} \lesssim N_{QM}^{-1.5}.$$  

4.5.1. NRLTB model. We first choose NRLTB model as the reference QM model to study the convergence of our main adaptive algorithm. We plot the approximation error $\|\bar{u} - \bar{u}^H\|_{W^{1,2}}$ and the error estimators $\eta(\bar{u}^H)$, $\eta^{\text{exact}}(\bar{u}^H)$ against $N_{QM}$ in Figure 13. The result again shows that both two error estimators are efficient and reliable and $\eta(\bar{u}^H)$ provides an accurate approximation (with a prefactor 1.87). Note that the final data point in Figure 13 exhibits sub-optimal behavior since the relationship between $N_{MM}$ and $N_{QM}$ for balancing the approximation error ($N_{MM} \approx c N_{QM}^{3.0}$) with a constant $c$, is no longer satisfied [13, Theorem 3.3]. We anticipate that this issue can be addressed by selecting a larger MM region instead.

We also show the corresponding CPU time (in seconds) of running different components in Algorithm 1 in Figure 14. Again it is clear to see the evaluation time of computing the approximated forces $\bar{F}(\bar{u}^H)$ defined by (3.7) is significantly reduced compared with that of evaluating the exact residual forces $\bar{F}(\bar{u}^H)$, which demonstrates the efficiency of the practical error estimator.
The evolution of the QM/MM partitions during the adaptation process is presented in Figure 15. In this scenario, the buffer region is extended cubically, thereby maintaining isotropic extension, to ensure compatibility with the plane-wave DFT calculation discussed in the subsequent section.
4.5.2. **DFT model.** We still consider the di-interstitial case but now choosing plane-wave DFT as the reference model. In this setting we do not have rigorous locality results (RL) as for the NRLTB model, but we still expect that some (unknown) variation of those results remains true. Our interest is therefore to explore whether the main adaptive algorithm (Algorithm 1) can be applied in this setting as well. We utilize an open-source Julia package DFTK.jl [32]. The main parameters chosen are as follows: plane-wave cutoff 200eV, Γ-centered $k$ meshes with $4 \times 4 \times 4$ $k$-points, 0.1eV smearing with Fermi-Dirac smearing method.

The ACE potential for DFT is constructed in a similar way as that for NRL-TB, the only difference is that we consider more random configurations in the training set in order to obtain an accurate ACE potential from DFT calculations.

Since the reference solution $\bar{u}$ and the exact residual forces can not be computed in practice due to highly expensive computational cost, we only plot the approximated error estimator $\eta(\bar{u})$ against $N_{QM}$ in Figure 16. A sup-optimal convergence rate ($N_{QM}^{-0.8}$) is observed, and we explain that it probably comes from the error in the buffer region due to insufficient buffer region size. Although the optimal convergence can not be achieved temporarily, our main adaptive algorithm can still work for DFT simulation, which is already a significant improvement in the field of adaptive QM/MM methods. A detailed study for practical DFT/MM models, including how to apply extrapolation technique to obtain the reference solutions for DFT, will be investigated in our future work.

![Figure 16. DFT Si model: Convergence of of the adaptive Algorithm 1 for di-interstitial.](image)

5. **Conclusion**

We proposed a novel adaptive QM/MM method for practical material defect simulations. To ensure consistency of the QM/MM method with the reference QM model, we employ “machine-learned interatomic potentials (MLIPs)” as the MM models [13]. Our adaptive QM/MM method utilizes a residual-based error estimator that provides both upper and lower bounds for the approximation error, thus indicating its reliability and efficiency. Furthermore, we introduce a novel adaptive algorithm capable of anisotropically updating the QM/MM partitions. This update is based on the proposed residual-based error estimator and involves solving a free interface motion problem, which is efficiently addressed using the fast marching method. To demonstrate the robustness of our approach, we performed numerical simulations involving a range of crystalline defects (point defects, dislocations, cracks).
Our results suggest that the proposed adaptive algorithm is generally applicable for other common multiscale coupling schemes and more complex crystalline defects, some open problems remain that deserve further mathematical and empirical analysis as well as further algorithmic developments, for example:

**More complex crystalline defects:** More complex defect structures such as two partial dislocations connected by a stacking fault, or dislocation nucleation, are much more difficult to include in a rigorous mathematical analysis, but we see no reason why our methods are not applicable in principle. Indeed, such scenarios are exactly where an adaptive QM/MM method can demonstrate the maximum gain.

**Quasi-static and dynamical problems:** We plan to explore the generalization of this work to adaptive error control for quasi-static and dynamical problems (with moving defects). Our method is potentially more efficient and important for these problems, where both model refinement and coarsening must be carefully considered. This would require some adaptations to our methodology.

### Appendix A. Proofs

In this section, we give the rigorous proofs of the main results in Section 3 (cf. Lemma 3.1 and Theorem 3.2) and present the sketch of proof for the *a priori* error estimate of QM/MM coupling for crack (cf. (4.8)).

**Proof of Lemma 3.1** Following the analysis in [7, Lemma 3.1] and extending it to the force-mixing scheme by applying the techniques in [11, Appendix C], we can prove Lemma 3.1.

*Proof.* Suppose \( \bar{u} \) is a strongly stable solution of (2.7), applying the fact that \( \langle F(\bar{u}), v \rangle = 0 \) for any \( v \in \mathcal{H}^{1,2} \), and the Lipschitz continuity of \( F \) [9, 10], we have

\[
\langle F(\bar{u}^H) - F(\bar{u}), v \rangle \leq C \| \bar{u} - \bar{u}^H \|_{\mathcal{H}^{1,2}} \| v \|_{\mathcal{H}^{1,2}}, \quad \forall v \in \mathcal{H}^{1,2},
\]

which leads to the lower bound of the true approximation error

(A.1) \[
\| F(\bar{u}^H) \|_{(\mathcal{H}^{1,2})^*} \leq C \| \bar{u} - \bar{u}^H \|_{\mathcal{H}^{1,2}}.
\]

Combining the analogous techniques in the proof of [7, Lemma 3.1] with the estimate in [11, Appendix C], we can obtain the upper bound

(A.2) \[
\| F(\bar{u}^H) \|_{(\mathcal{H}^{1,2})^*} \geq c \| \bar{u} - \bar{u}^H \|_{\mathcal{H}^{1,2}}.
\]

Taking into account the results (A.1) and (A.2), we can yield the stated results. \( \Box \)

**Proof of Theorem 3.2** Theorem 3.2 demonstrates that \( \phi_a \) serves as a Riesz representation for the residual \( F(\bar{u}^H) \). This approach, in contrast to our previous method [51], proves to be both practical and versatile by substituting the PDE operator with a generalized form of the Laplacian matrix.

*Proof.* To simplify notation, we use \( \lesssim \) to indicate \( \leq C \), where \( C \) is a constant independent of model parameters. Additionally, \( \sim \) denotes both \( \lesssim \) and \( \gtrsim \). Given the definition of a generalization of the Laplacian matrix used to represent undirected graphs by (3.2), it is straightforward to see that for any \( u \in \mathcal{H}^{1,2} \),

\[
\langle L^A u, u \rangle \sim \| Du \|_{\mathcal{H}^{2}(\Lambda)}^2.
\]

Given the residual force \( F(\bar{u}^H) \), by duality, one can derive

\[
\langle (L^A)^{-1} F(\bar{u}^H), F(\bar{u}^H) \rangle \sim \| F(\bar{u}^H) \|_{(\mathcal{H}^{1,2})^*}.
\]
Since $\phi_a(\bar{u}^H)$ solves the equation (3.3), i.e., $L^\Lambda \cdot \phi_a(\bar{u}^H) = \mathcal{F}(\bar{u}^H)$, we have
\[ \|D\phi_a(\bar{u}^H)\|_{r_3(\Lambda)}^2 = \|D(L^\Lambda)^{-1}\mathcal{F}(\bar{u}^H)\|_{r_3(\Lambda)}^2 \simeq \langle L^\Lambda (L^\Lambda)^{-1}\mathcal{F}(\bar{u}^H), (L^\Lambda)^{-1}\mathcal{F}(\bar{u}^H) \rangle \approx \mathcal{F}(\bar{u}^H)\|_{H^{1,2}^2}. \]
This establishes the estimate (3.5). Combining this error estimate with (3.1), we can obtain (3.6), which completes the proof.

**Proof of the estimate** (4.8). Here we provide a sketch of the proof of the estimate (4.8). We admit that the details including the analysis of the elastic field induced by crack geometries as well as the stability analysis, appear to be considerably challenging, which will be investigated rigorously in our future work. See [6] for some recent advances in this direction.

Proof. The main idea is to adapt the proof of [13, Theorem 3.4] to crack by employing the fact that the far-field predictor for crack decays as $|Du_0(\ell)| \lesssim |\ell|^{-0.5}$ [6]. According to the proof shown in [13, Appendix A], for any $v \in \mathcal{A}^H$, we have the following consistency estimate
\[ \langle \mathcal{F}^H(T^H\bar{u}), v \rangle \lesssim \left( \sum_{j=1}^K \varepsilon_j^F \|Du_0\|_{\ell^2(\mathcal{W})} + \varepsilon_j^V \|\nabla u_0\|_{L^{2K+2}(\mathcal{W})} \right) \cdot \|Dv\|_{\mathcal{A}^H}, \]
where $T^H$ is the mapping from $\mathcal{A}$ to $\mathcal{A}^H$. In our setting, we choose $K = 1$. Hence, we can roughly obtain the estimate (4.8) by combining the decay estimate for crack with a suitable stability analysis. 

**APPENDIX B. FAR-FIELD PREDICTORS**

B.1. Dislocation. A model for straight dislocations is considered in this work, following the setting proposed in [21]. Specifically, the model is constructed by projecting a three-dimensional crystal onto a two-dimensional plane. Let $B \in \mathbb{R}^{3 \times 3}$ be a nonsingular matrix. Given a Bravais lattice $BZ^3$ with dislocation direction parallel to $e_3$ and Burgers vector $b = (b_1, 0, b_3)$, we consider displacements $W: BZ^3 \to \mathbb{R}^3$ that are periodic in the direction of the dislocation direction of $e_3$.

Thus, we choose a projected reference lattice $\Lambda := AZ^2 := \{(\ell_1, \ell_2) \mid \ell = (\ell_1, \ell_2, \ell_3) \in BZ^3 \}$. We also introduce the projection operator
\[ P(\ell_1, \ell_2) = (\ell_1, \ell_2, \ell_3) \quad \text{for } \ell \in BZ^3. \]
It can be readily checked that this projection is again a Bravais lattice.

We prescribe the far-field predictor $u_0$ as follows according to [9, 21]. Let $\Lambda \subset \mathbb{R}^2$, $\hat{x} \in \mathbb{R}^2$ be the position of the dislocation core and $\Gamma := \{x \in \mathbb{R}^2 \mid x_2 = \hat{x}_2, x_1 \geq \hat{x}_1\}$ be the “branch cut”, with $\hat{x}$ chosen such that $\Gamma \cap \Lambda = \emptyset$. We define the far-field predictor $u_0$ by
\[ u_0(x) := u_{\text{lin}}(\xi^{-1}(x)), \]
where $u_{\text{lin}} \in C^\infty(\mathbb{R}^2 \setminus \Gamma; \mathbb{R}^d)$ is the solution of continuum linear elasticity (CLE)
\[ C_{ij}^{\alpha\beta} \frac{\partial^2 u_{\text{lin}}}{\partial x_\alpha \partial x_\beta} = 0 \quad \text{in } \mathbb{R}^2 \setminus \Gamma; \]
\[ u_{\text{lin}}(x^+) - u_{\text{lin}}(x^-) = -b \quad \text{for } x \in \Gamma \setminus \{\hat{x}\}, \]
\[ \nabla_{e_2} u_{\text{lin}}(x^+) - \nabla_{e_2} u_{\text{lin}}(x^-) = 0 \quad \text{for } x \in \Gamma \setminus \{\hat{x}\}, \]
where the forth-order tensor $C$ is the linearised Cauchy-Born tensor (derived from the potential $V^h$, see [21 § 7] for more detail),

\[
\xi(x) = x - b_{12} \frac{1}{2\pi} \eta \left( \frac{|x - \hat{x}|}{\hat{r}} \right) \arg(x - \hat{x}),
\]

with $\arg(x)$ denoting the angle in $(0, 2\pi)$ between $x$ and $b_{12} = (b_1, b_2) = (b_1, 0)$, and $\eta \in C^\infty(\mathbb{R})$ with $\eta = 0$ in $(-\infty, 0]$ and $\eta = 1$ in $[1, \infty)$ which removes the singularity. It is widely recognized that the gradient of the displacement field $u_0$ follows $r^{-1}$ with respect to the distance from $\hat{x}$.

B.2. Crack. We present the setting of crack by following [6], which stems from the limitation of the continuum elasticity approaches to static crack problems. Similar with the discussions of dislocations, we introduce the following CLE

\[
-\text{div} (C : \nabla u) = 0 \quad \text{in} \ \mathbb{R}^2 \setminus \Gamma,
\]

\[
(C : \nabla u) \nu = 0 \quad \text{on} \ \Gamma,
\]

supplied with a suitable boundary condition coupling to the bulk [27]. It is well-known that in the vicinity of the crack tip, the gradients of solutions to (B.5) exhibit a persistent $1/\sqrt{r}$ behaviour, where $r$ is the distance from the crack tip (cf. [15]).

**Appendix C. The Atomic Cluster Expansion**

Following [1], we briefly introduce the construction of the ACE potential. Given $N \in \mathbb{N}$, we first write the ACE site potential in the form of an atomic body-order expansion, $V^{\text{ACE}}(\{g_j\}) = \sum_{N=0}^{N} \frac{1}{N!} \sum_{j_1 \neq \cdots \neq j_N} V_N(g_{j_1}, \cdots, g_{j_N})$, where the $N$-body potential $V_N : \mathbb{R}^{dN} \to \mathbb{R}$ can be approximated by using a tensor product basis [1 Proposition 1],

\[
\phi_{k\ell m}(\{g_j\}) := \prod_{j=1}^{N} \phi_{k_j\ell_jm_j}(g_j) \quad \text{with} \quad \phi_{k\ell m}(r) := P_k(r)Y^m_\ell(\hat{r}), \ r \in \mathbb{R}^d, \ r = |r|, \ \hat{r} = r/r,
\]

where $P_k, \ k = 0, 1, 2, \cdots$ are radial basis functions (for example, Jacobi polynomials), and $Y^m_\ell, \ \ell = 0, 1, 2, \cdots, m = -\ell, \cdots, \ell$ are the complex spherical harmonics. The basis functions are further symmetrised to a permutation invariant form,

\[
\tilde{\phi}_N = \sum_{(k,\ell,m)} \sum_{\sigma \in S_N} \phi_{k\ell m} \circ \sigma,
\]

where $S_N$ is the collection of all permutations, and by $\sum_{(k,\ell,m)}$ ordered we mean that the sum is over all lexicographically ordered tuples $((k_j, \ell_j, m_j))_{j=1}^{N}$. The next step is to incorporate the invariance under point reflections and rotations

\[
B_{k\ell} = \sum_{m \in \mathcal{M}_\ell} \mathcal{U}^k_{m\ell} \sum_{\sigma \in S_N} \phi_{k\ell m} \circ \sigma \quad \text{with} \quad \mathcal{M}_\ell = \{ \mu \in \mathbb{Z}^N \mid -\ell_\alpha \leq \mu_\alpha \leq \ell_\alpha \},
\]

where the coefficients $\mathcal{U}^k_{m\ell}$ are given in [1] Lemma 2 and Eq. (3.12)]. It was shown in [1] that the basis defined above is explicit but computational inefficient. The so-called “density trick” technique used in [3] [19] [47] can transform this basis into one that is computational efficient. The alternative basis is

\[
B_{k\ell} = \sum_{m \in \mathcal{M}_\ell} \mathcal{U}^k_{m\ell} A_{nlm}, \ \text{with the correlations} \ A_{nlm} := \prod_{\alpha=1}^{N} \sum_{j=1}^{J} \phi_{n_{\alpha}a_{\alpha}m_{\alpha}}(g_j),
\]
which avoids both the $N!$ cost for symmetrising the basis as well as the $C_N^N$ cost of summation over all order $N$ clusters within an atomic neighbourhood. The resulting basis set is then defined by
\begin{equation}
B_N := \{ B_{k\ell} | (k, \ell) \in \mathbb{N}^{2N} \text{ ordered, } \sum_\alpha \ell_\alpha \text{ even}, \ i = 1, \ldots, n_{k\ell} \},
\end{equation}
where $n_{k\ell}$ is the rank of body-orders (see [1, Proposition 7 and Eq. (3.12)]).

Once the finite symmetric polynomial basis set $B \subset \mathbb{S} = \bigcup_{N=1}^{N} B_N$ is constructed, the ACE site potential can be expressed as
\begin{equation}
V_{\text{ACE}}(g; \{c_B\}_{B \in B}) = \sum_{B \in B} c_B B(g)
\end{equation}
with the coefficients $c_B$. The corresponding force of this potential is denoted by $F_{\text{ACE}}$.

The family of potentials are systematically improvable (see [1, Section 6.2]): by increasing the body-order, cutoff radius and polynomial degree they are in principle capable of representing an arbitrary many-body potential energy surface to within arbitrary accuracy [54].

\section*{Appendix D. A semi-empirical QM model: The NRL tight binding}

In this paper, we use the tight binding model as the reference quantum mechanical model for simplicity of presentation. We note that our numerical scheme is in principle also suitable for general quantum mechanical models.

The NRL tight binding model is developed by Cohen, Mehl, and Papaconstantopoulos [15]. The energy levels are determined by the generalised eigenvalue problem
\begin{equation}
\mathcal{H}(y)\psi_s = \lambda_s \mathcal{M}(y)\psi_s \quad \text{with} \quad \psi_s^T \mathcal{M}(y)\psi_s = 1,
\end{equation}
where $\mathcal{H}$ is the hamiltonian matrix and $\mathcal{M}(y)$ is the overlap matrix. The NRL hamiltonian and overlap matrices are construct both from hopping elements as well as on-site matrix elements as a function of the local environment. For carbon and silicon they are parameterised as follows (for other elements the parameterisation is similar):

To define the on-site terms, each atom $\ell$ is assigned a pseudo-atomic density
\begin{equation}
\rho_\ell := \sum_k e^{-\lambda^2 r_{\ell k}} f_c(r_{\ell k}),
\end{equation}
where the sum is over all of the atoms $k$ within the cutoff $R_c$ of atom $\ell$, $\lambda$ is a fitting parameter, $f_c$ is a cutoff function
\begin{equation}
f_c(r) = \frac{\theta(R_c - r)}{1 + \exp \left( (r - R_c)/l_c + L_c \right)},
\end{equation}
with $\theta$ the step function, and the parameters $l_c = 0.5$, $L_c = 5.0$ for most elements. Although, in principle, the on-site terms should have off-diagonal elements, but this would lead to additional computational challenges that we wished to avoid. The NRL model follows traditional practice and only include the diagonal terms. Then, the on-site terms for each atomic site $\ell$ are given by
\begin{equation}
\mathcal{H}(y)^{ss}_\ell := a_\ell + b_\ell \rho_\ell^{2/3} + c_\ell \rho_\ell^{4/3} + d_\ell \rho_\ell^2,
\end{equation}
where $\nu = s, p,$ or $d$ is the index for angular-momentum-dependent atomic orbitals and $(a_\nu)$, $(b_\nu)$, $(c_\nu)$, $(d_\nu)$ are fitting parameters. The on-site elements for the overlap matrix are simply taken to be the identity matrix.
The off-diagonal NRL Hamiltonian entries follow the formalism of Slater and Koster who showed in [38] that all two-centre (spd) hopping integrals can be constructed from ten independent “bond integral” parameters $h_{uv' \mu}$, where

$$(uv' \mu) = sss, spo, ppp, pp\pi, sd\sigma, pd\sigma, pd\pi, dd\sigma, dd\pi, \text{ and } dd\delta.$$ 

The NRL bond integrals are given by

$$(D.3) \quad h_{uv' \mu}(r) := (e_{uv' \mu} + f_{uv' \mu} r + g_{uv' \mu} r^2) e^{-h_{uv' \mu} r} f_c(r)$$

with fitting parameters $e_{uv' \mu}, f_{uv' \mu}, g_{uv' \mu}, h_{uv' \mu}$. The matrix elements $\mathcal{H}(y)_{llk}^{v'}$ are constructed from the $h_{uv' \mu}(r)$ by a standard procedure [18].

The analogous bond integral parameterisation of the overlap matrix is given by

$$(D.4) \quad m_{uv' \mu}(r) := (\delta_{uv'} + p_{uv' \mu} r + q_{uv' \mu} r^2 + r_{uv' \mu} r^3) e^{-s_{uv' \mu} r} f_c(r)$$

with the fitting parameters $(p_{uv' \mu}, q_{uv' \mu}, r_{uv' \mu}, s_{uv' \mu})$ and $\delta_{uv'}$ the Kronecker delta function.

The fitting parameters in the foregoing expressions are determined by fitting to some high-symmetry first-principle calculations: In the NRL method, a database of eigenvalues (band structures) and total energies were constructed for several crystal structures at several volumes. Then the parameters are chosen such that the eigenvalues and energies in the database are reproduced. For practical simulations, the parameters for different elements can be found in [33].
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