I. INTRODUCTION

Quantum spin systems are one of the most important class of systems for condensed matter physics and statistical mechanics. They are the foundation for microscopic understanding of magnetic properties of materials, but also interplay with other degrees of freedom and contribute to affect other physical properties significantly. For example, magnetic orders and its fluctuations are widely believed to be an important ingredient in unconventional and high-$T_c$ superconductivity.

Quantum spin systems can show very rich and different behaviors, depending on the dimensions, lattices, interactions and the spin number $S$. Theoretically, many quantum spins models serve as paradigms for physical phenomena and theories, such as the Ising models[1] for phase transitions, Bethe ansatz[2] of one-dimensional (1D) quantum spin chains for integrability and quantum dynamics, the Haldane chain[3] and the Affleck-Lieb-Kennedy-Tasaki (AKLT) model[4] for topological phases, etc.. Besides such solvable models, even richer phenomena are found in quantum spin models and materials, from the bosonic-like spin-wave or magnon excitations of magnetic systems, to the Luttinger liquid behavior[5, 6] in 1D quantum spin systems[7], and the exotic behaviors of quantum spin liquids[8, 9] such as the Kitaev model[10].

However, solutions for perturbative on solvable models remain difficult, not to mention the more realistic models. The main difficulty of quantum spin problems is that the quantum spin operators are noncanonical bosons; their commutators are not $\delta$-functions. For example, for the quantum spin-1/2 systems, while spin-1/2 operators of different lattice sites commute, operators on the same site satisfy a set of anti-commutation relations and the $SU(2)$ Lie algebra simultaneously. The anti-commutation relation is sometimes termed the hard-core condition, hence the quantum spin-1/2s are also considered hard-core bosons. Therefore, problems of quantum spin-1/2 are strongly interacting in nature. Furthermore, such noncanonical operator algebras also invalidate Wick’s theorem, which is the very foundation of standard Feynman diagram techniques.

Conventional approaches to quantum spin-1/2 problems avoid the noncanonicity by expressing the physical operators in terms of auxiliary canonical operators, either bosonic or fermionic, such as Dyson-Maleev bosons[11, 12], Schwinger bosons[13], Abrikosov pseudo-fermions or Schwinger fermions[14, 15] and Holstein-Primakoff bosons[16], which often enlarges the Hilbert space. Such parton or slave-particle constructions were studied intensively previously. However, they do have strong limitations. Typically, one parton construction can be more convenient for certain types of problems but not so convenient for others, depending on the nature of the underlying ground state. For example, bosonic constructions are used more often for magnetically ordered systems. For frustrated systems with a paramagnetic ground state, either distinguishing or unifying states given by different constructions are difficult[17]. Furthermore, the constraints due to Hilbert-space enlargement make it difficult to develop dynamical perturbation theories on top of existing parton mean field theories.

More exact theoretical investigation has been scarce. Vaks, Larkin[18] initiated efforts of pursuing an perturbative formalism for Ising spins and Kondo[19] for quantum spin-1/2, both realizing and utilizing the fundamental rigorousness and controllability of the equations-of-motion approach. Both approaches treat the interacting vertex functions approximately with a decoupling scheme which is termed “random phase approximation”(RPA) or Tyablikov-decoupling[19–21]. In strong coupling problems, such decoupling is not justified although in cases introducing additional fitting parameters can help with the situation but is well founded and understood, which limits the applicability of such approaches.

Recently, inspired by B. S. Shastry’s extremely correlated Fermi liquid[22, 23] (ECFL) which combined the Heisenberg- equations-of-motion (HEOM) and Schwinger-Dyson-equations-of-motion (SDEOM) to tackle the noncanonicality, W. Ding proposed an algebraic-dynamical theory[24] (ADT) for strongly interacting many-body quantum Hamiltonians. ADT considers the complete set of noncanon-
ical quantum algebras of the physical operators and the corresponding correlation functions, then using HEOM-SDEOM to establish a complete mapping from the state onto the state itself. This complete mapping, in principle, enable one to formulate a dynamical perturbation theory under an arbitrary perturbation when an exact eigenstate of the unperturbed Hamiltonian is given.

In this work, we study the exact ADT solutions of a set of two-spin problems for quantum spin-1/2. These two-spin models can serve as “free theories” for models with either fully dimerized ground states, such as a valence bond solid (VBS) state, or with states having only up to two-spin correlations, such as those of the 1D transverse field Ising models (TFIMs). With these free theories, we can construct dynamical perturbation theories to study more realistic models that can be constructed by perturbing these solvable models. As a proof of principle, we then perform dynamical perturbation calculations in the two-spin limit. The results are compared with exact diagonalization, showing quantitative agreement at the corresponding order of expansion in terms of the controlling parameter.

The rest of this article is organized as follows. We first review the ADT formalism briefly in Sec. II. In Sec. III, we study the two-spin limit of TFIMs. The classical Ising model is treated as the free theory, and the transverse field term is then applied as perturbation. Detailed ADT dynamical perturbation study is presented. In Sec. VI, study on the two-spin limit of Heisenberg-type models are discussed. Finally, we discuss the implications of our result

II. THE ALGEBRAIC-DYNAMICAL-THEORY

A. the Algebraic-Dynamical-Theory Formalism

Here we briefly introduce the ADT formalism. See Ref. [24] for a detailed discussion. In ADT, in order to have a complete description of the dynamics of a quantum system, a complete operator basis set (COBS) [25, 26], which we denote as $\mathcal{W} = \{\hat{u}^\alpha\}$ which satisfies the orthogonality and completeness conditions [26]

$$\text{Tr}(\hat{u}^\alpha \hat{u}^\beta) = C \delta_{\alpha\beta},$$

$$\hat{u}^\alpha \hat{u}^\beta = \sum_\gamma a^{\alpha\beta}_\gamma \hat{u}^\gamma,$$

where $C$ is a normalization factor which will be taken as 1 for convenience unless noted otherwise and $a^{\alpha\beta}_\gamma \in \mathbb{C}$. Satisfying both the complete and the orthogonal conditions, each operator $\hat{O}$ of $\mathcal{H}$ can be expanded into a sum of $\hat{u}^\alpha$s,

$$\hat{O} = \sum_\alpha \text{Tr}(\hat{O}\hat{u}^\alpha)\hat{u}^\alpha.$$

It is convenient and conventional to decompose the algebras into a symmetric (bosonic) sector and an anti-symmetric (fermionic) sector

$$[\hat{u}^\alpha, \hat{u}^\beta] = \sum_\gamma \hat{u}^{\alpha\beta}_\gamma \hat{u}^\gamma, \quad \{\hat{u}^\alpha, \hat{u}^\beta\} = \sum_\gamma f^{\alpha\beta}_\gamma \hat{u}^\gamma,$$

with $h^{\alpha\beta}_\gamma = a^{\alpha\beta}_\gamma - a^{\beta\alpha}_\gamma, \quad f^{\alpha\beta}_\gamma = a^{\alpha\beta}_\gamma + a^{\beta\alpha}_\gamma$.

Given a COBS $\mathcal{W}$, instead of specifying an arbitrary state as superposition of eigenstates or unit vectors of $\mathcal{H}$, the state can be specified by the expectation values of the bases operators $\{|\hat{u}^\alpha\rangle\}$ (as a vector), or simply as $\langle \hat{W} \rangle$. In particular, according to Eq. (4), the density matrix, pure or mixed, can be written as $\rho = \sum_\alpha \text{Tr}(\hat{\rho}^\alpha)\hat{u}^\alpha$. Given a COBS $\mathcal{W}$ and a state $\langle \hat{W} \rangle$, ADT further considers the complete set of (two-time) dynamical correlation functions (CSDCF) $\mathcal{G}$, whose elements $G^{\alpha\beta}_{\pm}\{i, f\}$’s are defined as

$$iG^{\alpha\beta}_{\pm}\{i, f\} = \langle \{\hat{u}^\alpha(t_i)\hat{u}^\beta(t_f)\} \rangle,$$

where $\hat{T}_\pm$ denotes time-ordering with the $\pm$ sign, $\langle \rangle$ denotes fully dynamical correlations defined as

$$\langle \{\hat{u}^\alpha(t_i)\hat{u}^\beta(t_f)\} \rangle = \langle \{\langle\hat{u}^\alpha(t_i)\rangle\langle\hat{u}^\beta(t_f)\rangle - \langle\hat{u}^\beta(t_f)\rangle\langle\hat{u}^\alpha(t_i)\rangle\} \rangle.$$

The equal-time-limit of $\mathcal{G}$ is a complete mapping $\langle \mathcal{W} \times \mathcal{W} \rangle \rightarrow \langle \mathcal{W} \rangle$,

$$iG^{\alpha\beta}_{+}\{i, f\} = \langle \{\hat{u}^\alpha, \hat{u}^\beta\} \rangle - \langle \hat{u}^\beta \rangle \langle \hat{u}^\alpha \rangle,$$

$$iG^{\alpha\beta}_{-}\{i, f\} = \langle \{\hat{u}^\alpha, \hat{u}^\beta\} \rangle / 2,$$

as $\mathcal{G}$ covers the full algebra table and a convention of $\theta(0) = 1/2$ is adopted.

Next, we take a time-derivative on all the elements of CSDCF and apply the HEOM to obtain a many-body analogue of Schwinger-Dyson-equations-of-motion (SDEOM):

$$i\partial_t G^{\alpha\beta}_{\pm}\{i, f\} = \delta^{\alpha\beta}_{\pm}\{i, f\} + i\langle \{\hat{T}_\pm\{\hat{u}^\alpha(t_i)\}, \hat{H}\}, \hat{u}^\beta(t_f)\} \rangle$$

$$= \delta^{\alpha\beta}_{\pm}\{i, f\} + \sum_{\gamma} h^{\alpha\gamma}_\gamma G^{\gamma\beta}_{\pm}\{i, f\},$$

where $\delta^{\alpha\beta}_{\pm}\{i, f\} = 2\delta(t_i - t_f)G^{\alpha\beta}_{\pm}\{i, f\}$ and the Hamiltonian is given as $\hat{H} = \sum_\alpha h^\alpha \hat{u}^\alpha$. Note that the equal-time-limit of SDEOM is also a complete mapping $i\partial_t(\mathcal{W} \times \mathcal{W}) \rightarrow \langle \mathcal{W} \rangle$.

For lattice problems, the COBS $\{\hat{u}^\alpha_{ij}\}$ is typically constructed from local COBS $\{\hat{u}^\alpha_i\}$ as Cartesian products or their superposition $\hat{u}^\alpha_{ij} = \hat{u}^\alpha_i \hat{u}^\alpha_j \cdots$. When we represent a state with such many-body COBS, it is more physical to use their cumulant $\langle \hat{u}^\alpha_i \hat{u}^\alpha_j \cdots \rangle$ instead of the plain expectation values.

Finally, we can arrange the CSDCF into a vector form, and rewrite the complete set of SDEOM of the CSDCF in a matrix form:

$$i\partial_t\{\mathbb{G}_\pm\} = [\Delta]_{\pm}\{i, f\} + [\mathbb{L}] \cdot \{\mathbb{G}_\pm\},$$

where we use $[\Delta]_{\pm}$ as the vector form of $\{\delta^{\alpha\beta}_{\pm}\{i, f\}\}$ (with $\alpha$ as the component index) and $[\mathbb{L}]$ as the matrix form of
Theories of linear systems which can be solved formally. In this form, perturbation methods for spin dynamics only, and simply inspect the state of concern. Therefore, the RHS determines the tractable of number of components could be sufficient to describe a system statistically-mechanically.

B. Algebraic-Dynamical-Theory of a Single Spin-$1/2$

For a single spin-$1/2$, COBS can be chosen as either $\{I, \hat{s}^x, \hat{s}^y, \hat{s}^z\}$ or $\{I, \hat{s}^+, \hat{s}^-, \hat{s}^z\}$. The latter is used more often for spin dynamics. We shall follow such convention, using the former to form wavefunctions or states and the latter for dynamics. Its algebra table can be decomposed into a conventional form as:

$$\{\hat{s}^\alpha, \hat{s}^\beta\} = i e^{i\gamma}\hat{s}^\gamma, \quad \{\hat{s}^+, \hat{s}^-\} = 1, \{\hat{s}^z, \hat{s}^z\} = 0. \quad (12)$$

An arbitrary spin state, conventionally denoted by a wavefunction $|\phi\rangle = (a + ib)|\uparrow\rangle + (c + id)|\downarrow\rangle$, is equivalently represent by COBS as $\langle\langle \hat{s}^x\rangle = ac + bd, \langle\langle \hat{s}^y\rangle = ad - bc, \langle\langle \hat{s}^z\rangle = (a^2 + b^2 - c^2 - d^2)/2\rangle$. CSDCF of a single spin-$1/2 \{G^{\alpha\beta}_{0}[i, f]\}$ contains the usual single particle correlations studied in literature.

To compare with experiments, the dynamical structure factors (DSFs) are often required, which are the Fourier transform of the unordered two-time correlation functions $S^{\alpha\beta}(x, t) = \langle\langle \hat{s}^\alpha(x)\hat{s}^\beta(0)\rangle\rangle/(2\pi)$. We can express DSFs via $\mathcal{G}$ as:

$$S^{\alpha\beta}(t) = \frac{i}{4\pi}(G^{\alpha\beta;R}_+(t) - G^{\alpha\beta;A}_+(t) + G^{\alpha\beta;R}_-(t) - G^{\alpha\beta;A}_-(t)). \quad (13)$$

With the above expression, the space-time DSF can be obtained by integrating the correlation functions in frequency space. For the rest of this work, we shall work with the causal Green’s functions only, and simply inspect $S^{\alpha\beta}[\omega] \sim -i(G^{\alpha\beta;R}_+(\omega) + G^{\alpha\beta;A}_+(\omega))/(4\pi)$ without carrying out the subtraction $G^R - G^A$.

C. The Two-Spin Problem as Simplified Limits of Lattice Models

Although the two-spin problems can be solved easily by diagonalization, the dynamical correlation functions have not been studied in detail. The two-spin problems can play the role of a Hubbard atom in Hubbard models, which is still being studied, generating useful insights[29] for lattice model studies.

For quantum spin models, this “atom” can describe states including i) a single bond correlation in RVB VBS etc, ii) ground states of TFIMs for which only two-spin cumulant correlations are present and iii) exactly solvable models with fully dimerized ground states such as the Shastry-Sutherland lattice model[30], spin- Su-Schrieffer-Heeger (SSH) models[31, 32], etc. Therefore, detailed studies of such atomic limits are necessary ground work for dynamical perturbation studies on top of these states and models. Moreover, analysis of the exact solutions can help us understand the analytic properties of the dynamical correlation functions in different states and contribute to improving the approximations one can make for similar states on a lattice.

III. TWO-SPIN LIMIT OF TRANSVERSE FIELD ISING MODEL

Consider an QSM Hamiltonian

$$\mathcal{H}_{ab} = \mathcal{H}_{0,ab} + \mathcal{H}_{1,ab}, \quad (14)$$

where $\mathcal{H}_{0,ab} = J_z \hat{s}^x_a \hat{s}^x_b - h^z (\hat{s}^z_a + \hat{s}^z_b), \mathcal{H}_{1,ab} = -h_x (\hat{s}^x_a + \hat{s}^x_b)$. The Ising interaction term $J_z \hat{s}^x_a \hat{s}^x_b$ is considered as the “free theory”, and since the $h^z$ term commutes with the Ising term. A transverse field term $\mathcal{H}_{1}$ is taken as a perturbation. If we consider $J_z < 0$, this toy model can be extended to a lattice as the transverse field Ising model when $h^z = 0$. When $J_z > 0$ this model can be viewed as the atomic limit of the HM, as previously discussed while the $\mathcal{H}_{1}$ can be interpreted as a Weiss mean field term stemming from the hopping. For the rest of this section, we only consider $J_z > 0$ without losing generality.

A. Grade-2 COBS

To provide a ADT solutions, we first specify a grade-2 COBS for the problem. Since there are only two site involved, grade-2 is also the largest possible grade for the problem. Consider two spin-$1/2$’s $\hat{s}_a$ and $\hat{s}_b$. We use the following grade-2 COBS construction:

$$\hat{S}_{ab} = \hat{s}_a + \hat{s}_b, \quad \hat{S}_{\alpha} = \hat{s}_a - \hat{s}_b,$$

$$\hat{B}_{\gamma,ab} = 2\epsilon_{\alpha\beta\gamma} \hat{s}_{\alpha}^a \hat{s}_{\beta}^b, \quad \hat{B}_{\gamma} = 2\epsilon_{\alpha\beta\gamma} \hat{s}_{\alpha}^a \hat{s}_{\beta}^b,$$

$$\hat{D}_{\alpha,ab} = 2\epsilon_{\alpha\beta\gamma} \hat{s}_{\alpha}^a \hat{s}_{\beta}^b, \quad (15)$$

where the Einstein summation notation over dummy indices is assumed.

Although a direct product construction is equally valid and more convenient to implement in programming, this construction provides more physical insight which we shall discuss
later. This particular construction follows from the geometric algebra[33]. But for the discussion of dynamical correlations, we stick to the Cartesian COBS. Since $B_{S(A)}^{\gamma (ab)} = \pm B_{S(A)}^{\gamma (ab)}$, we drop the $ab$ index and denote $B_{S(A)}^{\gamma} = B_{S(A)}^{\gamma}$. So the grade-2 COBS is written as

$$\mathcal{H}_{g2} = \{ \hat{I}, \hat{S}^\alpha, \hat{\eta}^\alpha, \hat{B}_S^\alpha, \hat{B}_A^\alpha, \hat{D}^\alpha \}. \quad (16)$$

Any state should be described by $\langle \mathcal{H}_{g2} \rangle$, which has 16 real numbers, exceeding the 8 real parameters allowed by considering the 4-dimensional $\mathcal{H}_{ab}$. This reflects the algebraic constraints on the operators’ expectation values. While formally we choose $\mathcal{H}_{g2}$ as Eq. (15) for convenience of algebras, we shall use $\mathcal{H}_{g2}' = \{ \hat{I}, \hat{s}^\alpha, \hat{B}_S^\alpha, \hat{B}_A^\alpha, \hat{D}^\alpha \}$, i.e. use local single particle operators $\hat{s}^\alpha$ instead of the Fourier components, when discussing Green’s functions.

### B. Exact Solutions of the States

1. Interacting “Free Theory”: the Ising limit

The ground state solution of this model is the following:

$$|\psi\rangle = \begin{cases} \downarrow\downarrow, & \text{if } h_z < -J_z, \vspace{0.5em} \\ \uparrow\uparrow, & \text{if } h_z > J_z, \vspace{0.5em} \\ e^{i\frac{\sqrt{2}}{2} \cos \theta \hat{\eta}^\alpha} \hat{\eta}^\alpha |\uparrow\rangle + e^{-i\frac{\sqrt{2}}{2} \sin \theta |\downarrow\rangle}, & \text{if } J_z > |h_z|. \end{cases} \quad (17)$$

The interesting point to note is that for $J > |h|$, the ground state can be arbitrary linear combination of the two states $|\uparrow\rangle$ and $|\downarrow\rangle$, reflecting a residual $U(1)$ symmetry. Alternatively, we use the ADT representation for the states or wavefunctions, i.e. by the expectation values of COBS. Since our main focus is the last case, we give its ADT representation in Table I.

| $\langle \hat{S}^\alpha \rangle$ | 0 | $\langle \hat{S}^\alpha \rangle$ | 0 | $\langle \hat{S}^\alpha \rangle$ | 0 |
| $\langle \hat{\eta}^\alpha \rangle$ | $\cos 2\theta$ | $\langle \hat{\eta}^\alpha \rangle$ | 0 | $\langle \hat{\eta}^\alpha \rangle$ | 0 |
| $\langle \hat{B}_S^\alpha \rangle$ | 0 | $\langle \hat{B}_S^\alpha \rangle$ | 0 | $\langle \hat{B}_S^\alpha \rangle$ | 0 |
| $\langle \hat{B}_A^\alpha \rangle$ | $\sin(2\theta) \sin(\phi) \hat{\eta}^\alpha$ | $\langle \hat{B}_A^\alpha \rangle$ | 0 | $\langle \hat{B}_A^\alpha \rangle$ | 0 |
| $\langle \hat{D}^\alpha \rangle$ | $-\sin^2(\theta) \cos(\phi)$ | $\sin(2\theta) \cos(\phi) \hat{\eta}^\alpha$ | 0 | $\sin(2\theta) \cos(\phi) \hat{\eta}^\alpha$ | 0 |

TABLE I. COBS presentation of the state $e^{i\frac{\sqrt{2}}{2} \cos \theta \hat{\eta}^\alpha} \hat{\eta}^\alpha |\uparrow\rangle + e^{-i\frac{\sqrt{2}}{2} \sin \theta |\downarrow\rangle}$ with $E = -J_z/4$.

2. Transverse Field as Perturbation

When a sufficiently small transverse-field is applied, the $U(1)$ symmetry reflected by the $\phi$ angle is destroyed and a small transverse magnetization is produced. The exact results are given in Table II.

| $\langle \hat{S}^\alpha \rangle_e$ | 0 | $\langle \hat{S}^\alpha \rangle_e$ | 0 | $\langle \hat{S}^\alpha \rangle_e$ | 0 |
| $\langle \hat{\eta}^\alpha \rangle_e$ | $\cos 2\theta$ | $\langle \hat{\eta}^\alpha \rangle_e$ | 0 | $\langle \hat{\eta}^\alpha \rangle_e$ | 0 |
| $\langle \hat{B}_S^\alpha \rangle_e$ | 0 | $\langle \hat{B}_S^\alpha \rangle_e$ | 0 | $\langle \hat{B}_S^\alpha \rangle_e$ | 0 |
| $\langle \hat{B}_A^\alpha \rangle_e$ | $\sin(2\theta) \sin(\phi) \hat{\eta}^\alpha$ | $\langle \hat{B}_A^\alpha \rangle_e$ | 0 | $\langle \hat{B}_A^\alpha \rangle_e$ | 0 |
| $\langle \hat{D}^\alpha \rangle_e$ | $-\sin^2(\theta) \cos(\phi)$ | $\sin(2\theta) \cos(\phi) \hat{\eta}^\alpha$ | 0 | $\sin(2\theta) \cos(\phi) \hat{\eta}^\alpha$ | 0 |

TABLE II. ADT presentation of the ground state for $J_z > 4h_x > 0$ with $E = -\sqrt{16h_x^2 + J_z^2}$. 

### C. Green’s Functions of “Free Theories”

To accommodate Eq. (17) and to simplify notations, we switch to notations of Green’s functions in the form as $G_\pm[O_1^\alpha; O_2^\alpha](t \omega)$, where $O^\alpha$ can be an element of Eq. (17) or a product operator such as $\hat{s}^\alpha_1 \hat{s}^\alpha_2$. We also omit $\omega$ when there is no ambiguity. Since it is too cumbersome to display the complete form of Eq. (12), we shall only put down and discuss necessary terms, i.e. the pivoting equations, for a given state.

Conventionally, the single particle Green’s functions, i.e. $G_\pm[\hat{s}^\alpha_1; \hat{s}^\alpha_2]$, can be solved from SDEOM, if and only the vertex functions due to interactions can be solved. For example, the typical single particle GFs of concern are those of $\hat{s}^\pm_1$. With only $H_0$, the HEOM reads

$$i\partial_t \hat{s}^\alpha_1 = \alpha(-J_z \hat{s}^\pm_1 \hat{s}^\alpha_1 - h^2 \hat{s}^\alpha_1), \quad (18)$$

with $\alpha = \pm$, which leads to the following SDEOM

$$\alpha \omega G_\pm[\hat{s}^\alpha_1; \hat{s}^\beta_2] = \delta_{ij} \delta_{\alpha\beta} \langle 2 \hat{s}^\pm_1 \rangle$$

$$- h^2 G_\pm[\hat{s}^\alpha_1; \hat{s}^\beta_2] - J_z G_\pm[\hat{s}^\pm_1 \hat{s}^\alpha_1; \hat{s}^\beta_2], \quad (19)$$

for $\alpha, \beta, \gamma \in \{+, -\}$ and $\alpha$ in the equations is interpreted as a sign $\pm$.

Conventional approaches rely on the decoupling the vertex function $\langle \hat{s}^\pm_1 \hat{s}^\alpha_1; \hat{s}^\beta_2 \rangle \rightarrow \langle \hat{s}^\pm_1 \rangle \langle \hat{s}^\alpha_1; \hat{s}^\beta_2 \rangle$, which is only exact for not-time-ordered correlation functions of a product state. Otherwise, the decoupling requires extra free parameters, which is termed “random phase approximation” (RPA) or Tyablikov-decoupling [19, 20]. As we shall find next, for entangled states and time-ordered correlation functions, the vertex functions are independent dynamical degrees of freedom. RPA and its parameters are of a dynamical origin.

Consider a state specified in Table I, the single particle GFs
and the associated vertex functions are
\[ G_{\pm}^{0}[\hat{s}_x^a; \hat{s}_x^b] = \delta_{\alpha \beta} \alpha (2\langle \hat{s}_y^a \rangle \omega - J_z/2) / (\omega + J_z/2)(\omega - J_z/2) \]
\[ G_{\pm}^{0}[\hat{s}_y^a; \hat{s}_y^b] = \delta_{\alpha \beta} J_z(\langle \hat{s}_x^a \rangle \hat{s}_x^b) / (\omega + J_z/2)(\omega - J_z/2) \]
\[ G_{\pm}^{0}[\hat{s}_z^a, \hat{s}_x^b, \hat{s}_y^c] = \delta_{\alpha \beta} (\langle \hat{s}_z^a \rangle J_z - \omega)/2 / (\omega + J_z/2)(\omega - J_z/2) \]
\[ G_{\pm}^{0}[\hat{s}_z^a, \hat{s}_y^b, \hat{s}_x^c] = \delta_{\alpha \beta} (\omega - \alpha J_z(\langle \hat{s}_z^a \rangle)) / (\omega + J_z/2)(\omega - J_z/2) \]
\[ G_{\pm}[\hat{s}_x^a, \hat{s}_y^b, \hat{s}_z^c] = \delta_{\alpha \beta} \omega (\langle \hat{s}_x^a \rangle) / (\omega + J_z/2)(\omega - J_z/2) \]

where $\pm = \mp$. First, we verify the solutions by taking the equal-time limit, which should reduce to Eq. (8) and (8). While the above expressions are valid for an arbitrary state of Table I, we shall discuss two of the most important ones: the fully polarized states and the fully entangled states.

### 1. Product States

For a polarized state, we verify some well-known physical properties to show the validity of the ADT solution. For a fully polarized state $|\psi\rangle = |\uparrow\downarrow\rangle$, the DSF is asymmetric between spin flip up and down processes. Indeed, we find $S[\hat{s}_x^a, \hat{s}_z^a] = 1\omega + J_z/2$ and $S[\hat{s}_y^a, \hat{s}_+^a] = 0$. For an arbitrary state, we have $S[\hat{s}_x^a, \hat{s}_z^a] = 1/2 \pm \langle \hat{s}_x^a \rangle \omega + J_z/2$.

We can also study the RPA for arbitrary states by taking the ratio between the single particle GFs and their corresponding vertex functions such as $G[\hat{s}_x^a, \hat{s}_x^b] / G[\hat{s}_x^a, \hat{s}_x^c] = (\omega - J_z \cos \theta/2)/(J_z - 2\omega \cos \theta)$. The ratio correctly reduces to $-1/2 = \langle \hat{s}_x^a \rangle$ for $\cos \theta = 1$, but generally it is a dynamical factor for entangled states.

### 2. the Entangled States

For a fully entangled state in Table I, we have $\cos(2\theta) = 0$. We also take $\cos(\hat{\phi}) = 0$ so that the state of concern is either a triplet Bell state or a singlet: $|\psi\rangle = (|\uparrow\downarrow\rangle \pm |\downarrow\uparrow\rangle)/\sqrt{2}$. Then the only nonzero elements of $\langle \hat{W}_{ab}\rangle$ are $\langle \hat{D}^c \rangle$. For the triplet, $\langle \hat{D}_c \rangle = \langle \hat{D}^c \rangle = 1/2$. For the singlet, $\langle \hat{D}_c \rangle = \langle \hat{D}^c \rangle = -1/2$. In this case, SDEOM of single particles GFs are no longer pivotal since $\langle \hat{s}_{x,z}^a \rangle = 0$ (except for $G_{\pm}[\hat{s}_x^a, \hat{s}_x^a]$). As we shall find, it is necessary to study and use the many-body correlation functions as free theories for the perturbative calculation.

### D. Dynamical Perturbation Theory for Transverse Fields

#### 1. Simple 1st order perturbation

As stated previously, we utilize the completeness of the algebras to compute variations of the state. When a transverse field is turned on, a uniform transverse magnetization $\langle \hat{s}_x \rangle = \langle \hat{s}_y \rangle \propto h_x$ should be induced. Starting from the solutions for $h_x = 0$, we can make use of the following relations
\[ \langle \hat{s}_x \rangle = i[(\hat{s}_z, \hat{s}_y), t = 0]. \]

Without $h_x$, $G^{(0)}[\hat{s}_x^a, \hat{s}_y^a] = 0$.

When $h_x$ is turned on, a new contribution $\propto h_x$ to HEOM $i\partial_t \hat{s}_x^a = i h_x \hat{s}_x^a$. The corresponding new contribution to SDEOM reads
\[ i\partial_t G_{\pm}[\hat{s}_x^a, \hat{s}_y^a] = i h_x G_{\pm}[\hat{s}_y^a, \hat{s}_y^a]. \]

Therefore, the leading order correction $G^{(1)}[\hat{s}_x^a, \hat{s}_y^a] = i h_x G^{(0)}[\hat{s}_x^a, \hat{s}_y^a]/\omega$. We find
\[ \langle \hat{s}_x^a \rangle_1 \approx i h_x \int d\omega G^{(0)}[\hat{s}_x^a, \hat{s}_y^a]/\omega = \frac{4h_x h^2 \langle \hat{s}_z \rangle_0}{(J_z)^2 - 4(h_x^2)^2}, \]

which agrees with diagonalization study well at sizable $h^2$ and $\langle \hat{s}_z \rangle$ at the leading order of $h_x$.

However, this perturbative calculation fails as $h^2 \to 0$ and $\langle \hat{s}_z \rangle \to 0$. In contrast, the exact result is $\langle \hat{s}_x \rangle \approx -h_x/J_z$ when $h^2 = 0$ & $\langle \hat{s}_z \rangle = 0$ and the exact ground state is almost a triplet state. To correctly account for perturbation to $\langle \hat{s}_x \rangle$ for $h^2 = 0$, we have to work with a many-body analogue of Eq. (22):
\[ [\hat{s}_x^a, \hat{s}_y^a] = i \hat{s}_x^a \hat{s}_y^a = -4i[(\hat{s}_z^a, \hat{s}_z^b, \hat{s}_z^c)], \]

where $\langle \hat{s}_x^2 \rangle = 1/4$ is applied. Now we can utilize the following SDEOM (higher order terms in $h_x$ are ignored)
\[ i\partial_t G_{\pm}[\hat{s}_x^a, \hat{s}_y^a] = -i h_x G_{\pm}[\hat{s}_y^a, \hat{s}_y^a] \]

to give a better perturbation for $\langle \hat{s}_x \rangle$
\[ \langle \hat{s}_x \rangle_1 \approx \frac{-4h_x \langle \hat{s}_z \rangle_0}{J_z}. \]

For the triplet state, $\langle \hat{s}_x^a \hat{s}_y^a \rangle_0 = 1/4$. We must note that the exact numerical value is $-2h_x/J_z$. A factor of 2 is missing.

While in both situations, results comparable to the exact ones up to certain accuracy can be obtained, we desire more systematic and controllable perturbation methods. The algebraic relations in Eq. (21) and (24) are exact. Therefore, we expect correct solutions through them to give consistent results, or even better, exactly the same results. Indeed, such calculations can be achieved by careful treatment of the corrections to vertex functions.
2. Complete perturbation calculation

To illustrate the validity of complete calculations, we use Eq. (22) as an example. We begin with the HEOM of \( \hat{s}_{\alpha}^{y} \) in the presence of the transverse field term, which reads

\[
\begin{align*}
\frac{\partial}{\partial t} \hat{s}_{\alpha}^{z} &= i h_{x} \hat{s}_{\alpha}^{y}, \\
\frac{\partial}{\partial t} \hat{s}_{\alpha}^{y} &= -i h_{x} \hat{s}_{\alpha}^{z} + i J_{z} \hat{s}_{\alpha}^{z} \hat{s}_{\alpha}^{y}, \\
\frac{\partial}{\partial t} (\hat{s}_{\alpha}^{x} \hat{s}_{\beta}^{y}) &= -i J_{z} \hat{s}_{\alpha}^{y} \hat{s}_{\beta}^{y} / 4 + i h_{x} (\hat{s}_{\alpha}^{y} \hat{s}_{\beta}^{y}).
\end{align*}
\]

(27)

They lead to a set of modified SDEOM

\[
\begin{align*}
\omega G_{-} [\hat{s}_{\alpha}^{z}; \hat{s}_{\alpha}^{y}] &= i h_{x} G_{-} [\hat{s}_{\alpha}^{y}; \hat{s}_{\alpha}^{y}], \\
\omega G_{-} [\hat{s}_{\alpha}^{y}; \hat{s}_{\alpha}^{y}] &= \frac{1}{2} - i h_{x} G_{-} [\hat{s}_{\alpha}^{z}; \hat{s}_{\alpha}^{y}] + i J_{z} G_{-} [\hat{s}_{\alpha}^{z} \hat{s}_{\alpha}^{y}; \hat{s}_{\alpha}^{y}], \\
\omega G_{-} [\hat{s}_{\alpha}^{x} \hat{s}_{\beta}^{y}; \hat{s}_{\alpha}^{y}] &= -i \frac{J_{z}}{4} G_{-} [\hat{s}_{\alpha}^{z}; \hat{s}_{\alpha}^{y}] + i h_{x} G_{-} [\hat{s}_{\alpha}^{y} \hat{s}_{\beta}^{y}; \hat{s}_{\alpha}^{y}], \\
\omega G_{-} [\hat{s}_{\alpha}^{y} \hat{s}_{\beta}^{y}; \hat{s}_{\alpha}^{y}] &= -i h_{x} G_{-} [\hat{s}_{\alpha}^{y} \hat{s}_{\beta}^{y}; \hat{s}_{\alpha}^{y}].
\end{align*}
\]

(28)

Eq. (28) is a closed set of equations, which can be diagonalized and gives

\[
G_{-} [\hat{s}_{\alpha}^{z}; \hat{s}_{\alpha}^{y}] = -\frac{2 i h_{x} (h_{x}^{2} - \omega^{2})}{4 h_{x}^{2} - 8 h_{x}^{2} \omega^{2} - J_{z}^{2} \omega^{2} + 4 \omega^{4}}.
\]

(29)

Integrating over \( \omega \), we now obtain the correct result for \( \langle \hat{s}_{\alpha}^{y} \rangle_{1} \sim -2 h_{x} / J_{z} \).

We can complete the calculation through Eq. (25) in the same way. The crucial difference is that, for Eq. (25), \( [\Delta] \) contains relevant triplet correlations of the wavefunction, instead of being solely a constant. We can also identify additional algebraic relations that lead to similar calculations. But in all cases, consistent perturbation for arbitrary states proves difficult. Different starting points mix different wavefunction components and energy spectrally differently, so that the accuracy of simple perturbations starting from different algebraic relations varies, depending the state of concern.

3. Unified Perturbation Formula via Variational Method

In previous section, we find that different starting points give the same results but in different dynamical forms. Physically, we understand that the variation of states is just the consequence of minimization of the energy \( \langle H_{0} + H_{1} \rangle \). Therefore, we should expect a converged expression which accounts for variations in all components of the state in terms of the unperturbed state. For the above example, the exact induced \( \langle \hat{s}_{\alpha}^{y} \rangle \) to the leading order in \( h_{x} \) should receive contributions from all preexisting components of the unperturbed state as

\[
\delta \langle \hat{s}_{\alpha}^{y} \rangle_{0} = h_{x} \left( d_{z} \langle \hat{s}_{\alpha}^{z} \rangle_{0} + \sum_{\alpha} d_{\alpha \alpha} \langle \hat{s}_{\alpha}^{z} \hat{s}_{\beta}^{y} \rangle_{0} + \ldots \right),
\]

(30)

where \( d_{\alpha \alpha} \) are coefficients to be computed dynamically from the unperturbed state. Without further justification, we observe that \( d_{\alpha \alpha} \) is given by the simple perturbation starting from an algebraic relation giving \( \hat{s}_{\alpha}^{y} \).

In fact, such variational equations of states are known in classical Hamiltonian mechanics[34]. A generic quantum mechanical version of such variational equations for arbitrary Hamiltonians and perturbation is also possible, which will be presented elsewhere[35].

IV. TWO-SPIN LIMIT OF HEISENBERG-TYPE MODELS

We discuss the Heisenberg-type models on the basis of the Ising limit with a in-plane interaction term:

\[
\mathcal{H}_{\text{Heis}} = \mathcal{H}_{0} + \mathcal{H}_{xy} = J_{z} \hat{s}_{\alpha}^{z} \hat{s}_{\beta}^{z} + J_{\perp} (\hat{s}_{\alpha}^{x} \hat{s}_{\beta}^{x} + \hat{s}_{\alpha}^{y} \hat{s}_{\beta}^{y}).
\]

(31)

In the two-spin limit, \( H_{xy} \) lifts the degeneracy and make the ground state a spin singlet for \( J_{\perp} > 0 \) & \( J_{\perp} > 0 \). In terms of COBS, it is specified by \( \langle \hat{D}^{\alpha} \rangle_{c} = -1/2 \). FM polarized states remain as excited eigenstates, but become the ground states for \( J_{\perp} < 0 \). The perturbation to the singlet state in the two-spin limit is not interesting since it is full gapped and is rigid for infinitesimal perturbations when \( J_{\perp} \) is considered finite. The FM states form the ground-state manifold for \( J_{\perp} \) & \( J_{\perp} < 0 \). More generally, we can consider arbitrary \( J_{\perp} \) & \( J_{\perp} \) which corresponds to XXZ models on lattices. Therefore, we shall discuss both the singlet state and the FM states, without specifying the sign or relative amplitudes of \( J_{\perp} \) & \( J_{\perp} \) and whether the state is the ground state or not.

A. Green’s Functions of “Free Theories”

1. FM Product States

Considering the state \( | \phi \rangle = | \uparrow \uparrow \rangle \) so that \( \langle \hat{s}_{\alpha}^{z} \rangle = 1/2 \). On a lattice, such fully polarized states are considered approximately describing a magnetically ordered state. Conventionally, excitations of a magnetic state are described by bosons as spin wave/magnon excitations. With ADT, we obtain the following bosonic single particle GFs:

\[
\begin{align*}
G_{\pm} [\hat{s}_{\alpha}^{\alpha}; \hat{s}_{\alpha}^{\beta}] &= \frac{\delta_{\alpha \beta} (\omega - \alpha J_{z} / 2)}{(\omega - \alpha J_{z} / 2)^{2} - J_{\perp}^{2} / 4}, \\
G_{\pm} [\hat{s}_{\alpha}^{\alpha}; \hat{s}_{\alpha}^{\beta}] &= \frac{-\delta_{\alpha \beta} J_{\perp} / 2}{(\omega - \alpha J_{z} / 2)^{2} - J_{\perp}^{2} / 4},
\end{align*}
\]

(32)

for \( \alpha, \beta = \pm \). It is instructive to examine the GFs in the “momentum space” at "k = 0 & \pi" as \( G_{\pm} [\hat{s}_{\alpha}^{\alpha}; \hat{s}_{\alpha}^{\beta}]_{k=0(\pi)} = (G_{\pm} [\hat{s}_{\alpha}^{\alpha}; \hat{s}_{\alpha}^{\beta}] + G_{\pm} [\hat{s}_{\alpha}^{\alpha}; \hat{s}_{\alpha}^{\beta}]) / 2 = -i (2 \alpha J_{\perp} J_{\perp} / 4). \) Now we also set \( J_{\perp} = J_{\perp} = J \) in order to compare with traditional spin wave descriptions. We find that \( G_{\pm} [\hat{s}_{\alpha}^{\alpha}; \hat{s}_{\alpha}^{\beta}]_{k=0} = (1/2)/\omega \) and \( G_{\pm} [\hat{s}_{\alpha}^{\alpha}; \hat{s}_{\alpha}^{\beta}]_{k=\pi} = (1/2)/(\omega - J) \), which are consistent with a FM spin wave theory with a dispersion relation \( \omega_{k} \propto J(1 - \cos k) \) due to a nearest-neighbor coupling in 1D. In fact,
for Heisenberg models on lattices, RPA readily gives a spin-wave result. Also similar as the TFIM case, the DSFs of a polarized state is zero for \( \hat{s}^+ \) excitations: \( S[\hat{s}^-; \hat{s}^+] = 0 \).

2. the Singlet State

Considering the single state \( |\phi\rangle = (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)/\sqrt{2} \), which is the ground state for \( J_z \& J_\perp > 0 \). For simplicity, we take \( J_z = J_\perp = J \). The single GFs read

\[
G_+ [s^\alpha_a; \hat{s}^\beta_b] = \frac{-2\delta_{\alpha\beta}J}{\omega^2 - J^2}, \quad G_+ [s^\alpha_a; \hat{s}^\beta_b] = \frac{2\delta_{\alpha\beta}J}{\omega^2 - J^2},
\]

\[
G_- [\hat{s}^\alpha_a; s^\beta_b] = \frac{2\delta_{\alpha\beta}\omega}{\omega^2 - J^2}, \quad G_- [\hat{s}^\alpha_a; s^\beta_b] = \frac{-2\delta_{\alpha\beta}\omega}{\omega^2 - J^2}.
\]

Similar as the TFIM case, RPA breaks down for entangled states. These single particle GFs are all fully gapped out, in contrast to those of FM states. However, there still are many-body correlation functions with low excitation energies. For example, we find

\[
G_- [\hat{s}^+_{a\beta}; \hat{s}^-_{a\alpha}] = \frac{J^2}{\omega(\omega^2 - J^2)},
\]

\[
G_- [\hat{s}^-_{b\beta}; \hat{s}^+_{b\alpha}] = \frac{1}{2\omega}.
\]

B. Dynamical Perturbations

Similar as the TFIM case, ADT formalism allow us to perform dynamical perturbative calculations for arbitrary small perturbations to the Hamiltonian. Since the main purpose of this work is for proof of principle, which is mostly fulfilled by discussion of Sec. III D, we shall only discuss dynamical perturbations for the two “free theories” of the previous section briefly.

For a FM product state, it is similar to the product state of two-spin Ising model. For the isotropic case with \( J_z = J_\perp \) and in the absence of external fields, the FM states are 3-fold degenerate, forming the \( S = 1 \) subspace. An external field perturbation along any direction singles out the polarized state. If we consider a field along the \( z \)–direction, it is straightforward to see since the zeroth order contribution \( \langle \delta H \rangle_0 = h_z (\sum_i \hat{s}^z_i) \) to the energy already gives the right result. However, if we take a field along \( \hat{x} \)–direction, we need to consider a parameterized superposition of these three states and optimize the energy to determine the parameters, similar as how we solve the TFIM perturbation with the a 2-fold degeneracy.

For the singlet state, it is the unique ground state for \( J > 0 \), the single particle excitations, as shown by the poles of single particle GFs, are all gapped out. We expect that no infinitesimal perturbations should change the state immediately. However, the results of the previous section can serve as the “free theory” for lattice models with a fully dimerized ground state.

V. IMPLICATIONS FOR LATTICE MODELS

A. Transverse Field Ising on Lattices

For standard 1D TFIM with only nearest-neighbor Ising interaction, the ground state across the phase diagram is completely specified by up to the second cumulants: \( |\Psi\rangle = \{ (\hat{s}^\alpha_i), (\hat{s}^\alpha_{i+1}) \}_{\alpha = \uparrow, \downarrow} \). Despite it is exactly solvable by the Jordan-Wigner transformation, computation of some components of the dynamical correlation functions is still difficult. ADT provides a new route to obtain the dynamical correlations since both the states and the operator algebra are solvable. However, ADT can go beyond the existing exact results and study perturbations that spoil the integrability.

For TFIM beyond the standard form, such as in higher dimensional lattices with or without frustration, ADT allows perturbation studies of quantum models starting from the classical limit where the states or static correlation functions can be obtained by exact solutions, diagrammatic methods for classical Ising models[36] and numerical methods.

B. Heisenberg-type Models

The two-spin singlet state is the basic building block of valence bond solid (VBS) states. A large class of solvable models possess a ground state which is a product state of isolated, full singlets, such as a spin-Peierls state in 1D[37], the Shastry-Sutherland lattice model[30], etc. Results of this work enable us to investigate perturbation theories to such states analytically.

Furthermore, the two-spin limit results are potentially useful in describing more difficult problems such as a uniform RVB state and the coexistence of AFM and RVB singlet correlation. For example, an uniform RVB state at mean field level can be specified by \( \langle \hat{D}^z_{<ij>} \rangle_c = \text{const} \) for nearest-neighbor bonds. However, \( \langle \hat{D}^z_{<ij>} \rangle_c \) can not be maximized to the value of a full singlet of two spins. Additional constraining conditions need to be applied, which we leave to future works.

VI. CONCLUSION

In this work, we apply the recently proposed algebraic dynamical theory to quantum spin-1/2 models in a two-spin limit. We use ADT to obtain the exact solutions of dynamical correlation functions in different parameter setting for different states of relevant lattice models of interests. We verify the validity of ADT solutions by comparing with exact diagonalization calculations. We further perform a dynamical perturbation calculation for a two-spin transverse field Ising model, treating the transverse fields as perturbation. We obtain quantitatively accurate results for the variation of the state at \( O(h_x/J_z) \). We also discuss solutions of Heisenberg-type models. For a fully polarized state, we verify the validity of the “random phase approximation”(RPA) or Tyablikov-decoupling [19, 20] in this case, and reproduce a spin-wave
spectrum for the single particle correlation functions. However, when the state is not a pure product state, RPA starts to break down and the ratio between the vertex function and the corresponding single particle GF becomes a dynamical factor. Our results may also help to improve RPA in such situations. Finally, we discuss the implications of these results for relevant lattice models.
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Appendix A: Grade-2 Algebra Table (fermionic algebras)

The new set of algebra are computed and given below as the commutation algebras:

\[
[S^\alpha, S^\beta] = i\epsilon_{\alpha\beta\gamma} S^\gamma, \quad [\eta^\alpha, \eta^\beta] = i\epsilon_{\alpha\beta\gamma} \eta^\gamma, \quad [B^\alpha_S, B^\beta_S] = -i\epsilon_{\alpha\beta\gamma} S^\gamma, \quad [B^\alpha_A, B^\beta_A] = +i\epsilon_{\alpha\beta\gamma} S^\gamma,
\]

\[
[S^\alpha, \eta^\beta] = i\epsilon_{\alpha\beta\gamma} \eta^\gamma, \quad [S^\alpha, B^\beta_S] = -i\epsilon_{\alpha\beta\gamma} B^\gamma_S + 2i\delta_{\alpha\beta} \xi_{i\beta} D^i, \quad [S^\alpha, B^\beta_A] = i\epsilon_{\alpha\beta\gamma} B^\gamma_A,
\]

\[
[\eta^\alpha, B^\beta_S] = +i\epsilon^{2\alpha\beta\gamma} B^\gamma_S, \quad [\eta^\alpha, B^\beta_A] = -i\epsilon^{2\alpha\beta\gamma} B^\gamma_A + 2i\delta_{\alpha\beta} \xi_{i\beta} D^i, \quad [B^\alpha_S, B^\beta_A] = i\epsilon^{2\alpha\beta\gamma} \eta^\gamma,
\]

\[
[D^\alpha, S^\beta] = i(1 - \delta_{\alpha\beta})\text{sgn}(\alpha - \beta)(-1)^{\beta-\alpha+1} B^\beta_S, \quad [D^\alpha, B^\beta_S] = -i(1 - \delta_{\alpha\beta})\text{sgn}(\alpha - \beta)(-1)^{\alpha-\beta} S^\beta,
\]

\[
[D^\alpha, D^\beta] = 0, \quad [D^\alpha, \eta^\beta] = i(1 - \delta_{\alpha\beta}) B^\beta_A, \quad [D^\alpha, B^\beta_A] = -i(1 - \delta_{\alpha\beta}) \eta^\beta,
\]

The anti-commutation algebras:

\[
\{\hat{S}^\alpha, \hat{S}^\beta\} = \delta_{\alpha\beta}(1 + 2\hat{D}^\alpha) + \epsilon^{\alpha\beta\gamma} \hat{S}^\gamma, \quad \{\hat{\eta}^\alpha, \hat{\eta}^\beta\} = \delta_{\alpha\beta}(1 - 2\hat{D}^\alpha) - \epsilon^{\alpha\beta\gamma} \hat{S}^\gamma,
\]

\[
\{\hat{B}^\alpha_S, \hat{B}^\beta_S\} = \delta_{\alpha\beta}(1 + 2\hat{D}^\alpha) - \epsilon^{\alpha\beta\gamma} \hat{B}^\gamma_S, \quad \{\hat{B}^\alpha_A, \hat{B}^\beta_A\} = \delta_{\alpha\beta}(1 - 2\hat{D}^\alpha) + \epsilon^{\alpha\beta\gamma} \hat{B}^\gamma_S,
\]

\[
\{\hat{S}^\alpha, \hat{\eta}^\beta\} = -\epsilon^{\alpha\beta\gamma} \hat{B}^\gamma_A, \quad \{\hat{S}^\alpha, \hat{B}^\beta_S\} = \epsilon^{\alpha\beta\gamma} \hat{S}^\gamma, \quad \{\hat{S}^\alpha, \hat{B}^\beta_A\} = \epsilon^{\alpha\beta\gamma} \hat{\eta}^\gamma, \quad \{\hat{S}^\alpha, \hat{D}^\beta\} = \delta_{\alpha\beta} S^\alpha,
\]

\[
\{\hat{\eta}^\alpha, \hat{B}^\beta_S\} = -\epsilon^{\alpha\beta\gamma} \hat{B}^\gamma_A, \quad \{\hat{\eta}^\alpha, \hat{B}^\beta_A\} = -\epsilon^{\alpha\beta\gamma} \hat{S}^\gamma, \quad \{\hat{\eta}^\alpha, \hat{D}^\beta\} = -\delta_{\alpha\beta} \hat{\eta}^\alpha,
\]

\[
\{\hat{B}^\alpha_S, \hat{B}^\beta_A\} = -\epsilon^{\alpha\beta\gamma} \hat{B}^\gamma_S, \quad \{\hat{B}^\alpha_A, \hat{D}^\beta\} = \delta_{\alpha\beta} \hat{B}^\gamma_A, \quad \{\hat{D}^\alpha, \hat{D}^\beta\} = \delta_{\alpha\beta}/2 - \epsilon^{\alpha\beta\gamma} \hat{D}^\gamma,
\]
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