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1. Introduction

Recall that a category is said to be pointed if it admits a zero object \( 0 \), i.e., an object which is both initial and terminal. For a variety \( V \), being pointed is equivalent to the requirement that the theory of \( V \) admit a unique constant. Between any two objects \( X \) and \( Y \) in a pointed category, there exists a unique morphism \( 0_{X,Y} \) from \( X \) to \( Y \) which factors through the zero object. The presence of these zero morphisms allows for a natural notion of kernel or cokernel of a morphism \( f : X \to Y \), namely, as an equalizer or coequalizer of \( f \) and \( 0_{X,Y} \), respectively. Every kernel/cokernel is a monomorphism/epimorphism, and a monomorphism/epimorphism is called normal if it is a kernel/cokernel of some morphism. Given any pointed category \( \mathbb{C} \) with binary products, the product inclusion \( X \to X \times Y \) (i.e., the unique morphism into \( X \times Y \) determined by
$1_X$ and $0_{X,Y}$) is always a kernel of the product projection $X \times Y \xrightarrow{\pi_2} Y$, but it is not generally true that $\pi_2$ is a cokernel of $\iota_1$. Pointed categories where every product projection is normal are said to have normal projections \cite{24}. For example, every subtractive \cite{26} or unital category \cite{4} has normal projections. In particular, every pointed subtractive variety or any Jónsson-Tarski variety has normal projections.

To any object $X$, in any category $C$, we may associate the pointed category $\text{Pt}_C(X)$ of split epimorphisms with codomain $X$ and chosen splitting — the so-called “category of points” of $X$. Explicitly, objects of this category are triples $(A, p, s)$ where $A$ is an object of $C$ and $p : A \to X$ and $s : X \to A$ are morphisms in $C$ with $p \circ s = 1_X$. A morphism $f : (A, p, s) \to (B, q, t)$ in $\text{Pt}_C(X)$ is a morphism $f : A \to B$ in $C$ such that $q \circ f = p$ and $f \circ s = t$, i.e., it is a morphism which makes the upward and downward facing triangles in the diagram below commute.
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The categories $\text{Pt}_C(X)$ arise as the fibres of a certain functor $\pi : \text{Pt}(C) \to C$, namely, the fibration of points \cite{4}. This functor plays an important role in categorical algebra, as it classifies many notions of central importance to the subject such as, for example, the notion of a Mal’tsev category \cite{8,10}: a finitely complete category $C$ is Mal’tsev — i.e., $C$ satisfies the categorical condition associated with Mal’tsev varieties, if and only if $\text{Pt}_C(X)$ is unital \cite{4} — i.e., $\text{Pt}_C(X)$ satisfies the categorical condition associated with Jónsson-Tarski varieties. There is a canonical zero object in $\text{Pt}_C(X)$ which is given by $(X, 1_X, 1_X)$, and with respect to this zero object the zero morphism from $(A, p, s)$ to $(B, q, t)$ is simply the composite $t \circ p$. If $C$ has pullbacks, then we may form products in $\text{Pt}_C(X)$ in the following way. Consider a pullback $A \times_X B$ of $p$ along $q$:
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Since $p \circ s = 1_X = q \circ t$, the universal property of the pullback determines a unique morphism $(s, t)$ with the property that $p_1 \circ (s, t) = s$ and $p_2 \circ (s, t) = t$. Then it is readily checked that the diagram

$$(A, p, s) \xrightarrow{p_1} (A \times_X B, d, (s, t)) \xrightarrow{p_2} (B, q, t),$$
is a product diagram in \( \text{Pt}_C(X) \). Now, a finitely complete category \( C \) is then said to have normal local projections \([25]\) if for every object \( X \) in \( C \), the category \( \text{Pt}_C(X) \) has normal projections. For varieties of algebras, it has been recently shown in \([18]\) that having normal local projections is closely related to the (local) commutativity of binary products with arbitrary coequalizers, which in turn is closely related to Gumm’s shifting lemma \([16]\). Recall that an algebra \( X \) satisfies the shifting lemma if for any congruences \( R, S, T \) on \( X \) such that \( R \cap S \leq T \) and \( xRu, yRv \) and \( xSy, uSv \), then \( uTv \) implies \( xTy \). A variety is said to satisfy the shifting lemma if every algebra in it satisfies the shifting lemma, which happens if and only if the variety is congruence modular. The implications of relations in the shifting lemma are usually depicted with a diagram:

Given morphisms \( p : A \to X \) and \( q : B \to X \) in a variety of algebras \( V \) then their pullback is given by \( A \times_X B = \{(a, b) \in A \times B \mid p(a) = q(b)\} \) together with the canonical projection morphisms \( p_1 : (a, b) \mapsto a \) and \( p_2 : (a, b) \mapsto b \). The result alluded to earlier connecting normal local projections with the shifting lemma, is that a variety \( V \) has normal local projections if and only if \( V \) satisfies the shifting lemma on pullbacks: for any morphisms \( p : A \to X \) and \( q : B \to X \) in \( V \) and any congruence \( \Theta \) on \( A \times_X B \) we have \( (x, u)\Theta(y, u) \Rightarrow (x, v)\Theta(y, v) \) for any elements \( (x, u), (y, u), (x, v), (y, v) \) of \( A \times_X B \). This can be seen as the shifting lemma in the special case where \( R = \text{Eq}(p_1) \) and \( S = \text{Eq}(p_2) \) are the kernel congruence relations of the morphisms \( p_1 \) and \( p_2 \), respectively.

This is because we always have \( \text{Eq}(p_1) \cap \text{Eq}(p_2) \subseteq \Theta \). Moreover, a variety \( V \) satisfies the shifting lemma on pullbacks if and only if finite products commute with arbitrary coequalizers in \( \text{Pt}_V(X) \) for any algebra \( X \) in \( V \) (see Theorem 3.7 in \([18]\)). Recall that an algebra \( X \) in a variety is said to satisfy the triangular lemma \([13]\) (see also \([11]\)) if for any three congruences \( R, S, T \) on \( X \) such that \( R \cap S \leq T \), if \( xRySz \) and \( xTz \), then \( yTz \).
The main aim of this paper is to illustrate a similar result connecting the triangular lemma with a natural anticommutativity condition (Definition 2.1) which is based on the notion of commuting morphisms is the sense of Huq [22] (see Definition 2.1 below). In particular, we show that for varieties, this notion of anticommutativity, as well as its local version, are both Mal’tsev properties, the latter being equivalent to the triangular lemma restricted to pullbacks: a variety \( \mathcal{V} \) is \textit{locally anticommutative} if and only if for any two morphisms \( p: A \to X \) and \( q: B \to X \), and any congruence \( \Theta \) on the pullback \( A \times_X B \) of \( p \) along \( q \), if \( (x, y), (x', y), (x', y') \in A \times_X B \) are any elements such that \( (x, y)\Theta(x', y') \), then \( (x', y)\Theta(x', y') \).

\[
\begin{array}{c}
(x, y) \\
\Theta \\
\text{Eq}(p_2)
\end{array}
\quad
\begin{array}{c}
(x', y') \\
\Theta \\
\text{Eq}(p_1)
\end{array}
\]

\[
\text{Eq}(p_1) \quad \text{Eq}(p_2)
\]

**Internal relations in categories** Given any two objects \( X \) and \( Y \) in a category \( \mathcal{C} \) with binary products, recall that an internal binary relation \( R \) from \( X \) to \( Y \) is simply a monomorphism \( r = (r_1, r_2): R_0 \to X \times Y \), and the morphisms \( r_1 \) and \( r_2 \) are called the \textit{projections} of the relation. In what follows, we will say that \( r \) represents the relation \( R \). Throughout the rest of this paper, we will adhere to the following notation: given morphisms \( x: S \to X \) and \( y: S \to Y \) in \( \mathcal{C} \) we write \( xRy \) or \( (x, y) \in_S R \) if the morphism \( (x, y): S \to X \times Y \) factors through \( r \), i.e., there exists a (necessarily unique) morphism \( u: S \to R_0 \) such that \( r \circ u = (x, y) \). This notation extends to relations of higher arity: if \( R \) is an internal \( n \)-ary relation \( r: R_0 \to X_1 \times \cdots \times X_n \), then for any morphisms \( x_i: S \to X_i \) for \( i = 1, \ldots, n \), we write \( (x_1, x_2, \ldots, x_n) \in_S R \) if the morphism \( (x_1, x_2, \ldots, x_n): S \to X_1 \times \cdots \times X_n \) factors through \( r \). For two internal relations \( R, R' \) between objects \( X_1, \ldots, X_n \), we write \( R \leq R' \) if the representing monomorphism of \( R \) factors through the representing monomorphism of \( R' \). With respect to this notation, we can reformulate familiar properties of relations internal to categories. For example an internal binary relation \( R \) on an object \( X \) in \( \mathcal{C} \) is transitive if for any \( x, y, z: S \to X \) we have \( xRy \) and \( yRz \) implies \( xRz \). In a similar way we can reformulate the property of a binary relation to be reflexive, symmetric or an equivalence, internal to categories. Moreover, we can also reformulate various shifting properties, such as the triangular lemma, in general categories (see Definition 1.2 below). If \( \mathcal{C} \) has pullbacks, then the intersection of two relations can be defined. For example, if \( R \) and \( T \) are binary relations represented by the monomorphisms \( r = (r_1, r_2): R_0 \to X \times Y \) and \( t = (t_1, t_2): T_0 \to X \times Y \) respectively, then their intersection \( R \cap T \) is
represented by the diagonal morphism in any pullback

\[
\begin{array}{ccc}
(R \cap T)_0 & \to & T_0 \\
\downarrow & & \downarrow t \\
R_0 & \to & X \times Y
\end{array}
\]

since the diagonal morphism in a pullback as above is always a monomorphism. This relation is then easily seen to possess the property \((x, y) \in S R \cap T\) if and only if \((x, y) \in S R\) and \((x, y) \in S T\) for any \(x : S \to X\) and \(y : S \to Y\).

**Remark 1.1.** This technique of working “set theoretically” within abstract categories is the standard one of working with “generalized elements”, which is formally validated by the Yoneda embedding \(Y : C \to \text{Set}^{C^{\text{op}}}\).

**Definition 1.2.** Let \(C\) be a category with finite limits. An object \(X\) in a category \(C\) satisfies the triangular lemma if for any three (internal) equivalence relations \(R, S, T\) on the same object \(X\) such that \(R \cap S \leq T\), if \(xRySz\) and \(xTz\), then \(yTz\), for any morphisms \(x, y, z : S \to X\). Then \(C\) is said to satisfy the triangular lemma if every object in \(C\) does.

Given a variety \(V\), by making use of \(F_V(x)\) the free algebra over one generator \(x\) in \(V\) it is an easy exercise to show that \(V\) satisfies the triangular lemma in the sense of Definition 1.2 if and only if it satisfies the triangular lemma in the universal algebraic sense. Any congruence distributive variety satisfies the triangular lemma, but not every variety satisfying the triangular lemma is congruence distributive as shown in [28]. However, the triangular lemma is equivalent to congruence join semidistributivity for any variety - see Theorem 8.14 in [29] and Proposition 1.3 in [28] (see also [27]). In particular this implies that any congruence modular variety satisfying the triangular lemma is congruence distributive (see also Theorem 1 in [11]). But also, any regular majority category in the sense of [17] satisfies the triangular lemma in the sense of Definition 1.2 (see Lemma 1.1 and the paragraph preceding it in [15]). Thus for example, the dual category \(\text{Top}^{\text{op}}\) is a regular majority category (Example 2.6 in [17]), and hence it satisfies the triangular lemma.

**Convention** We will sometimes denote zero morphisms between objects in a pointed category simply by 0, leaving out the domain and codomain reference as subscripts.

### 2. Anticommutative categories

Recall that two morphisms \(f : X \to Z\) and \(g : Y \to Z\) in a pointed category \(C\) with binary products are said to commute [22] (or “cooperate” [6]) if there exists a morphism \(\rho : X \times Y \to Z\) such that \(\rho \circ \iota_1 = f\) and \(\rho \circ \iota_2 = g\), where \(\iota_1 : X \to X \times Y\) and \(\iota_2 : Y \to X \times Y\) are the canonical product inclusions. Following the terminology of [6], we will call such a morphism \(\rho\) a cooperator.
for $f$ and $g$ in what follows.

$$
\begin{array}{c}
X \\[-1ex] f \\
\rho \\
-Z
\end{array}
\begin{array}{c}
X \times Y \\[1ex] g \\
\downarrow \\
\downarrow \\
Y
\end{array}
\begin{array}{c}
Y \\
f \\
\downarrow \\
\downarrow \\
X
\end{array}
\begin{array}{c}
\downarrow \\
\downarrow \\
Z
\end{array}

A morphism $f : X \rightarrow Y$ in $\mathbb{C}$ is called central when it commutes with the identity $1_Y$ on $Y$, and an object $X$ is called commutative if $1_X$ is central. For example, in the category $\text{Grp}$ of groups, two morphisms $f : X \rightarrow Z$ and $g : Y \rightarrow Z$ commute if and only the subgroups $f(X)$ and $g(Y)$ commute in the usual sense. The category $\text{Imp}$ of (non-empty) implications algebras [30] is pointed, and if two morphisms $f : X \rightarrow Z$ and $g : Y \rightarrow Z$ commute then $f(X) \cap g(Y) = 0$. In other words, if two morphisms $f$ and $g$ of implication algebras commute, then they are disjoint in the following sense: two morphisms $f : X \rightarrow Z$ and $g : Y \rightarrow Z$ in a pointed category $\mathbb{C}$ are said to be disjoint if for any commutative diagram

$$
\begin{array}{c}
S \\
\downarrow x \\
X \\
\downarrow y
\end{array}
\begin{array}{c}
\downarrow \\
Y
\end{array}
\begin{array}{c}
\downarrow \\
\downarrow g \\
\downarrow \\
Z
\end{array}
$$

we have $g \circ x = 0 = f \circ y$. This brings us to the main definition of this paper:

**Definition 2.1.** A pointed category $\mathbb{C}$ with binary products is a called anticommutative if every pair of commuting morphisms are disjoint.

**Proposition 2.2.** Let $\mathbb{C}$ be a pointed category with binary products and kernels, and suppose that $f : X \rightarrow Z$ and $g : Y \rightarrow Z$ are any pair of morphisms in $\mathbb{C}$. Then $f$ and $g$ are disjoint if and only if the diagram

$$
\begin{array}{c}
\ker(f) \times \ker(g) \\
\downarrow p_1 \\
X \\
\downarrow f
\end{array}
\begin{array}{c}
\downarrow \\
\downarrow g
\end{array}
\begin{array}{c}
Y \\
\downarrow \\
Z
\end{array}
$$

is a pullback, where $p_1$ and $p_2$ are the canonical product projections composed with the canonical kernel inclusions.

**Proof.** If $f$ and $g$ are disjoint, and $x : S \rightarrow X$ and $y : S \rightarrow Y$ are any morphisms such that $f \circ x = g \circ y$, then anticommutativity implies that $f \circ x = 0 = g \circ y$ so that $x$ and $y$ factor through $\ker(f)$ and $\ker(g)$ respectively, and hence $(x, y)$ factors through $\ker(f) \times \ker(g)$. Conversely, if the diagram above is a pullback, then $f \circ x = g \circ y$ gives a factorization of both $x$ and $y$ through $\ker(f)$ and $\ker(g)$ respectively, so that $f \circ x = 0 = g \circ y$. □

**Remark 2.3.** The content of the above proposition was essentially what was used in [17] in order to show that every pointed finitely complete majority category is anticommutative (see Proposition 3.8).
Recall that a category \( C \) is said to be regular [1] if it satisfies the following three properties:

(i) \( C \) has all finite limits.
(ii) \( C \) has coequalizers of kernel-pairs.
(iii) The class of all regular epimorphisms in \( C \) is pullback stable, i.e., for any pullback diagram

\[
\begin{array}{ccc}
\bullet & \overset{p}{\longrightarrow} & \bullet \\
\downarrow & & \downarrow \\
\bullet & \overset{e}{\longrightarrow} & \bullet
\end{array}
\]

if \( e \) is a regular epimorphism, then so is \( p \).

For example, any (quasi)variety of algebras is a regular category. Every morphism \( f : X \rightarrow Y \) in a regular category \( C \) admits a factorization \( f = m \circ e \) where \( e : X \rightarrow I \) is a regular epimorphism and \( m \) is a monomorphism. Such a factorization of \( f \) is called an image-factorization of \( f \) and is unique up to unique isomorphism. If \( C \) is a variety of algebras, then the usual projection \( X \rightarrow f(X) \) followed by the inclusion \( f(X) \rightarrow Y \) yields an image factorization for \( f \). In what follows, we will write \( X \overset{e_f}{\longrightarrow} f(X) \overset{m_f}{\longrightarrow} Y \) for a chosen image factorization of a morphism \( f : X \rightarrow Y \) in a regular category.

**Proposition 2.4.** For any pointed regular category \( C \) and any morphisms \( f : X \rightarrow Z \) and \( g : Y \rightarrow Z \) in \( C \), \( f \) and \( g \) are disjoint if and only if \( m_f \) and \( m_g \) are disjoint.

Note that according to Proposition 2.2, two monomorphisms in a pointed category with binary products and kernels are disjoint if and only if their pullback is a zero-object.

**Proof.** Consider the diagram below where the bottom row and right column are image factorizations of \( f \) and \( g \) respectively and each square is a pullback.

\[
\begin{array}{ccc}
P & \overset{p_2}{\longrightarrow} & K_2 \\
\downarrow & & \downarrow \\
K_1 & \overset{k_1}{\longrightarrow} & I \\
\downarrow & & \downarrow \\
X & \overset{e_f}{\longrightarrow} f(X) & \overset{m_f}{\longrightarrow} Z
\end{array}
\]

\[
\begin{array}{ccc}
P & \overset{p_1}{\longrightarrow} & K_1 \\
\downarrow & & \downarrow \\
K_2 & \overset{k_2}{\longrightarrow} & Y \\
\downarrow & & \downarrow \\
I & \overset{g(Y)}{\longrightarrow} & g(Y)
\end{array}
\]

In the above diagram the diagonal morphism \( e \) is a regular epimorphism (as it is a composite of regular epimorphisms in a regular category) and the morphism \( m \) is a monomorphism. Therefore, if \( f \) and \( g \) are disjoint then \( m \circ e = 0 \) which implies that \( m = 0 \) so that \( m_f \) and \( m_g \) are disjoint. On the other hand, if \( m_f \) and \( m_g \) are disjoint then \( I \) is a zero object, and hence each square being a pullback implies that \( K_1 = \ker(f) \) and \( K_2 = \ker(g) \) and that \( P = \ker(f) \times \ker(g) \), \( p_1 \) and \( p_2 \) are the canonical product projections, \( k_1 \) and \( k_2 \) are the kernel inclusions, so that \( f \) and \( g \) are disjoint by Proposition 2.2. \( \square \)
Proposition 2.5. For a pointed category $\mathbb{C}$ with binary products, we have (i) $\implies$ (ii) $\implies$ (iii) where:

(i) $\mathbb{C}$ is anticommutative.

(ii) Every central morphism in $\mathbb{C}$ is a zero morphism.

(iii) Every commutative object in $\mathbb{C}$ is a zero object.

Proof. For (i) $\implies$ (ii), note that if $f : X \to Y$ is central, then it commutes with the identity $1_Y$, so that $f$ and $1_Y$ are disjoint, so that $f = 0$. Note that (ii) $\implies$ (iii) is trivial. $\square$

A pointed finitely complete category $\mathbb{C}$ is called unital [4] if for any commutative diagram

$$
\begin{array}{ccc}
A & \xrightarrow{\iota_1} & A \times B \\
\downarrow{m} & & \downarrow{\iota_2} \\
\bullet & & B
\end{array}
$$

where $\iota_1$ and $\iota_2$ are the canonical product inclusions, if $m$ is a monomorphism then $m$ is an isomorphism. This is equivalent to the requirement that the product inclusions $\iota_1$ and $\iota_2$ are jointly extremal epimorphic. A variety is then unital in the above sense if and only if it is a Jónsson-Tarski variety. And recall that a variety is a Jónsson-Tarski variety if and only if it is pointed and admits a Jónsson-Tarski operation, i.e., a binary operation $+$ satisfying the equations $x + 0 = x = 0 + x$ where 0 is the unique constant. The corollary below shows that the converse implications in the statement of Proposition 2.5 hold when the base category is regular and unital.

Corollary 2.6. For a regular unital category $\mathbb{C}$ the following are equivalent:

(i) $\mathbb{C}$ is anticommutative.

(ii) Every central morphism in $\mathbb{C}$ is 0.

(iii) Every commutative object in $\mathbb{C}$ is trivial.

Proof. The implications (i) $\implies$ (ii) $\implies$ (iii) follow from Corollary 2.5. For (iii) $\implies$ (i), we note that if $f : X \to Z$ and $g : Y \to Z$ are two morphisms which commute, then $\mathbb{C}$ being unital, their images $f(X)$ and $g(Y)$ commute. Their intersection $f(X) \cap g(Y)$ is a commutative object in $\mathbb{C}$ (see Example 1.4.2 in [3]), and hence, $f(X) \cap g(Y) = 0$ so that $f$ and $g$ are disjoint by Proposition 2.4. $\square$

If $\mathbb{C}$ is not regular, then (ii) need not imply (i). For example, consider the full subcategory $\operatorname{CGrp}$ of $\operatorname{Grp}$ consisting centerless groups, i.e., groups $G$ for which $Z(G) = \{x \in G \mid \forall y \in G(xy = yx)\} = 0$. The category $\operatorname{CGrp}$ has products, is unital (product inclusions are jointly strongly epimorphic) and every central morphism in $\operatorname{CGrp}$ is a zero morphism, however it is not anticommutative. To see this, consider the free group $F$ over two generators $x, y$, and consider the morphism $f : F \to F$ such that $f(x) = x = f(y)$. Note that $F$ is centerless, so that $f$ is a morphism in $\operatorname{CGrp}$. Moreover, $f$ commutes with itself, since the map $\rho : F^2 \to F$ defined by $(a, b) \mapsto f(a) \cdot f(b)$ is a cooperator for $f$ with itself, but $f$ is not disjoint with itself.
Proposition 2.7. For a pointed category $C$ with binary products the following are equivalent.

(i) For any morphism $\rho: X \times X \to Y$ if $\rho \circ \iota_1 = \rho \circ \iota_2$ then $\rho \circ \iota_1 = 0 = \rho \circ \iota_2$.

(ii) For any morphism $\rho: X \times X \to Y$ we have $\rho \circ (x,0) = \rho \circ (0,x)$ \implies $\rho \circ (x,0) = 0 = \rho \circ (0,x)$ for any morphism $x: S \to X$.

(iii) For any morphism $\rho: X \times Y \to Z$ we have $\rho \circ (x,0) = \rho \circ (0,y)$ \implies $\rho \circ (x,0) = 0 = \rho \circ (0,y)$ for any morphisms $x: S \to X$ and $y: S \to Y$.

(iv) $C$ is anticommutative.

Proof. For (i) \implies (ii), let $x: S \to X$ be any morphism such that $\rho \circ (x,0) = \rho \circ (0,x)$. Consider the composite morphism $S \times S \xrightarrow{\times \times} X \times X \xrightarrow{\rho \circ} Y$. Then we have that $(\rho \circ (x \times x)) \circ \iota_1 = \rho \circ (x,0) = \rho \circ (0,x) = (\rho \circ (x \times x)) \circ \iota_2$, which implies that:

$$\rho \circ (x,0) = (\rho \circ (x \times x)) \circ \iota_1 = 0 = (\rho \circ (x \times x)) \circ \iota_2 = \rho \circ (0,x).$$

For (ii) \implies (iii) suppose that $x: S \to X$ and $y: S \to Y$ are any morphisms such that $\rho \circ (x,0) = \rho \circ (0,y)$. Consider the morphism $(X \times Y) \times (X \times Y) \xrightarrow{\rho \times \rho} Z \times Z$ which is defined by the map $((a,b),(c,d)) \mapsto (\rho(a,d),\rho(c,b))$. Then we have that

$$p \circ ((x,y),(0,0)) = (\rho \circ (x,0),\rho \circ (0,y)) = (\rho \circ (0,y),\rho \circ (x,0)) = p \circ ((0,0),(x,y)),$$

which implies $p \circ ((x,y),(0,0)) = (\rho \circ (x,0),\rho \circ (0,y)) = (0,0)$ and the result follows. For (iii) \implies (iv) suppose that $\rho$ is a cooperator for two morphisms $f: X \to Z$ and $g: Y \to Z$, and let $x: S \to X$ and $y: S \to Y$ be any two morphisms such that $f \circ x = g \circ y$. Consider the diagram:

\[
\begin{array}{ccc}
S & \xrightarrow{x} & X \\
\downarrow{y} & \downarrow{\iota_1} & \downarrow{f} \\
X \times Y & \xrightarrow{\rho} & Z \\
\downarrow{\iota_2} & \downarrow{g} & \\
y & & Y
\end{array}
\]

The commutativity of outer square gives

$$\rho \circ (x,0) = f \circ x = g \circ y = \rho \circ (0,y) \implies f \circ x = 0 = g \circ y.$$

For (iv) \implies (i), just note that $\rho$ is a cooperator for $\rho \circ \iota_1$ and $\rho \circ \iota_2$. \qed

The following proposition is a simple reformulation of (i) in the above proposition when $C$ has coequalizers.

Proposition 2.8. A pointed category $C$ with binary products and coequalizers is anticommutative if and only if for any object $X$ in $C$ we have $q \circ \iota_1 = 0 = q \circ \iota_2$ for any coequalizer $q: X \times X \to Q$ of $\iota_1$ and $\iota_2$. 
2.1. Examples of anticommutative categories

Given any morphism \( f : X \to Y \) in a finitely complete category, the kernel equivalence relation \( \text{Eq}(f) \) of \( f \) is the equivalence relation obtained by pulling back \( f \) along itself. If \( C \) is a variety of algebras, then \( \text{Eq}(f) \) is the kernel congruence associated to \( f \), i.e., we have:
\[
\text{Eq}(f) = \{(x, y) \in X \times X \mid f(x) = f(y)\}.
\]

**Example 2.9.** If \( V \) is a pointed variety of universal algebras which admits an idempotent binary operation \( b(x, y) \) satisfying \( b(x, 0) = 0 = b(0, y) \), then \( V \) satisfies (ii) of Proposition 2.7. Since for any homomorphism \( f : X \times X \to Y \) in \( V \) if \( f(x, 0) = f(0, x) \) then \( f(x, 0) = b(f(x, 0), f(x, 0)) = b(f(x, 0), f(0, x)) = 0 \). Thus, the variety of meet-semilattices with a least element is anticommutative. In Theorem 3.1 below, a Mal’tsev condition is given for a pointed variety to be anticommutative.

A variety \( V \) is said to have *directly decomposable congruence classes* [12] if every congruence class \( C \) on a product \( X \times Y \) in \( V \) is such that \( C = \pi_1(C) \times \pi_2(C) \). This property is easily seen to be equivalent to the requirement that every congruence \( \Theta \) on any product \( X \times Y \) in \( V \), satisfies the implication:
\[
(x, y) \Theta (x', y') \implies (x', y') \Theta (x, y).
\]

Moreover, this may be viewed as the triangular lemma restricted to products:

\[
\begin{array}{ccc}
(x, y) & \overset{\Theta}{\longrightarrow} & (x', y') \\
\downarrow{\text{Eq}(\pi_1)} & & \downarrow{\Theta} \\
(0, x) & \overset{\text{Eq}(f)}{\longrightarrow} & (0, 0)
\end{array}
\]

**Proposition 2.10.** Any pointed variety which has directly decomposable congruence classes is anticommutative.

**Proof.** We verify the conditions of Proposition 2.7 (ii). Suppose that \( f : X \times X \to Y \) is any morphism in \( V \) and that \( f(x, 0) = f(0, x) \) then \( (x, 0) \text{Eq}(f)(0, x) \) which by assumption implies \( (0, 0) \text{Eq}(f)(0, x) \).

\[
\begin{array}{ccc}
(0, x) & \overset{\text{Eq}(f)}{\longrightarrow} & (0, 0) \\
\downarrow{\text{Eq}(\pi_1)} & & \downarrow{\text{Eq}(f)} \\
(x, 0) & \overset{\text{Eq}(\pi_2)}{\longrightarrow} & (0, 0)
\end{array}
\]

\[\square\]

**Remark 2.11.** Essentially the same argument, working categorically may be used to show that any pointed finitely complete category which satisfies the triangular lemma is anticommutative.

The notion of a *majority category* has been recently introduced and studied in [17, 20]. This notion is thought to be a categorical counterpart for varieties which admit a majority term, in a similar way the notion of
Mal’tsev category [10] is a categorical counterpart of Mal’tsev varieties. A category \( \mathbb{C} \) is a majority category if for any ternary relation \( R \) between objects \( X, Y, Z \) we have: 
\[
(x', y, z) \in S R \quad \text{and} \quad (x, y', z) \in S R \quad \text{and} \quad (x, y, z') \in S R
\]
implies \( (x, y, z) \in S R \), for any morphisms \( x, x' : S \to X \) and \( y, y' : S \to Y \) and \( z, z' : S \to Z \) in \( \mathbb{C} \). According to Proposition 2.2 above, and Proposition 3.8 in [17], it follows that every pointed finitely complete majority category is anticommutative. However, for completeness we include a short proof here:

**Proposition 2.12.** Every pointed finitely complete majority category is anticommutative.

**Proof.** We will show that (i) of Proposition 2.7 holds. Let \( f : X \times X \to Y \) be any morphism with \( f \circ \iota_1 = y = f \circ \iota_2 \). Let \( R \) be the ternary relation defined by the monomorphism \( r : R_0 \to X \times Y \times X \) where \( r \) is the equalizer of \( f \circ (\pi_1, \pi_3) \) and \( \pi_2 \).

\[
\begin{array}{c}
R_0 \xrightarrow{r} X \times Y \times X \\
\pi_2 \downarrow \\
Y
\end{array}
\]

Then we have \((\iota_1, y, 0) \in X R \) and \((0, 0, 0) \in X R \) and \((0, y, \iota_2) \in X R \) which implies \((0, y, 0) \in X R \) by the majority property. Therefore, \( f \circ \iota_1 = y = 0 \). \( \square \)

The notion of an \( \mathcal{M} \)-coextensive object [19] in a category \( \mathbb{C} \) is an object-wise coextensivity [9] condition relative to a class of morphisms \( \mathcal{M} \) in \( \mathbb{C} \). Let \( \mathbb{C} \) be a pointed category with binary products and coequalizers. When \( \mathcal{M} \) is the class of regular epimorphisms in \( \mathbb{C} \), then an object \( X \) is \( \mathcal{M} \)-coextensive if and only if for any diagram

\[
\begin{array}{ccc}
X_1 & \xleftarrow{q_1} & X \\
\downarrow & \downarrow & \downarrow \\
Q_1 & \xleftarrow{} & Q
\end{array}
\quad \begin{array}{c}
X \xrightarrow{q} X_2 \\
\downarrow & \downarrow & \downarrow \\
Q & \xrightarrow{q_2} Q_2
\end{array}
\]

where the top row is a product diagram and the vertical morphisms are regular epimorphisms, then the bottom row is a product diagram if and only if both the squares above are pushouts. For example, given any algebra \( X \) in any variety, then \( X \) is \( \mathcal{M} \)-coextensive (where \( \mathcal{M} \) is the class of regular epimorphisms in the variety) if and only it has the Fraser-Horn property [14].

**Proposition 2.13.** If \( \mathbb{C} \) is a pointed category with binary products and coequalizers in which every object is \( \mathcal{M} \)-coextensive where \( \mathcal{M} \) is the class of regular epimorphisms in \( \mathbb{C} \), then \( \mathbb{C} \) is anticommutative.

**Proof.** We will show that \( \mathbb{C} \) satisfies the conditions of Proposition 2.8. Let \( X \) be any object in \( \mathbb{C} \), and suppose that \( q : X \times X \to Q \) is a coequalizer of the product inclusions \( \iota_1 : X \to X \times X \) and \( \iota_2 : X \to X \times X \). Then the pushout of \( q \) along \( \pi_1 \) and along \( \pi_2 \) is formed simply by taking a coequalizer of \( \pi_1 \circ \iota_1, \pi_1 \circ \iota_2 \) and \( \pi_2 \circ \iota_1, \pi_2 \circ \iota_2 \) respectively. But these two pairs of coequalizers have terminal objects for codomains, and hence \( Q \) being their product, is terminal. \( \square \)
2.2. Locally anticommutative categories

For an object $X$ in a category, recall from the introduction that the fibre $\text{Pt}_C(X)$ above $X$ of the fibration of points $\pi: \text{Pt}(C) \to C$ consists of triples $(A, p, s)$ where $p: A \to X$ is a split epimorphism in $C$ and $s$ is a splitting for $p$. A morphism $f: (A, p, s) \to (B, q, t)$ in $\text{Pt}_C(X)$ is a morphism $f: A \to B$ in $C$ such that $q \circ f = p$ and $f \circ s = t$. The category $\text{Pt}_C(X)$ is always pointed, where the zero-object is $(X, 1_X, 1_X)$, and if $C$ is finitely complete, then so is $\text{Pt}_C(X)$.

**Definition 2.14.** A category $C$ is **locally anticommutative** if for any object $X$ in $C$, the category $\text{Pt}_X(C)$ is anticommutative.

**Proposition 2.15.** If $D$ is any finitely complete category which satisfies the triangular lemma, and $F: C \to D$ is any conservative functor (i.e. isomorphism reflecting functor) which preserves pullbacks and equalizers then $C$ satisfies the triangular lemma.

Note that the assumptions on the functor $F$ imply that it preserves monomorphisms, and that if $E$ is an equivalence relation in $C$, then $F(E)$ – the relation obtained by applying $F$ to the representative of $E$ – is an equivalence relation in $D$. We provide a sketch of the proof below, which is a standard preservation/reflection argument.

(Sketch) Suppose that $R, S, T$ are equivalence relations on an object $X$ in $C$ such that $R \cap S \leq T$ and let $x, y, z: S \to X$ be morphisms as in Definition 1.2, where $xRySz$ and $xTz$. Then we are required to show that $yTz$, which is equivalent to showing that in the pullback diagram

\[
\begin{array}{ccc}
P & \xrightarrow{p_1} & T \\
\downarrow{p_2} & & \downarrow{t} \\
S & \rightarrow & X \times X
\end{array}
\]

$p_2$ is an isomorphism. Applying $F$ to the diagram above, we obtain a pullback diagram in $D$. The assumptions on $F$ easily imply that the canonical morphism $F(X \times X) \to F(X) \times F(X)$ is a monomorphism, which implies that $(F(P), F(p_1), F(p_2))$ form a pullback of $F(t)$ along $(F(y), F(z))$. Since $F(x)F(R)F(y)F(S)F(z)$ and $F(x)F(T)F(z)$ and since $D$ satisfies the triangular lemma, $(F(y), F(z))$ factors through $T$, which implies that $F(p_2)$ is an isomorphism, so that $p_2$ is an isomorphism since $F$ reflects isomorphisms. □

**Corollary 2.16.** If $C$ is a finitely complete category which satisfies the triangular lemma, then so does $C \downarrow X$ and $X \downarrow C$ for any object $X$. In particular, it follows that $\text{Pt}_C(X)$ satisfies the triangular lemma if $C$ does.

**Proof.** The proof follows from the fact that the codomain-assigning functor $X \downarrow C \to C$ and the domain-assigning functors $C \downarrow X \to C$ and $\text{Pt}_C(X) \to C$ satisfy the conditions of Proposition 2.15. □
Remark 2.17. The trapezoid lemma [11], which for varieties is equivalent to congruence distributivity, has also recently been studied in the categorical setting (see [15]). The same argument above, also applies to the trapezoid lemma, so that if a finitely complete category $\mathbb{C}$ satisfies the trapezoid lemma, then so does $\mathbb{C} \downarrow X$, $X \downarrow \mathbb{C}$ and $\text{Pt}_\mathbb{C}(X)$.

Corollary 2.18. Every finitely complete category $\mathbb{C}$ satisfying the triangular lemma is locally anticommutative.

Proof. By Corollary 2.16 every category of points $\text{Pt}_\mathbb{C}(X)$ satisfies the triangular lemma and is finitely complete, and the result follows by Remark 2.11. □

Example 2.19. Every finitely complete majority category is locally anticommutative.

Proof. If $\mathbb{C}$ is any finitely complete majority category, then $\text{Pt}_\mathbb{C}(X)$ is a pointed finitely complete majority category (see Proposition 2.4 in [17]) for any object $X$ in $\mathbb{C}$, so that the result follows by Proposition 2.12. □

Much of what follows in the discussion below is just a slight adaption of the proof of Theorem 2.11 in [6] for local anticommutativity, and has been motivated from the results of [31]. Our main aim in what follows is to provide sufficient context for Remark 2.25, and for this reason we keep the length of the discussion minimal so as to be self-contained.

Let $\mathbb{C}$ be a finitely complete category. For any object $X$ in $\mathbb{C}$, we may associate the object $(X \times X, \pi_1, \Delta_X)$ in $\text{Pt}_\mathbb{C}(X)$, where $\pi_1$ is the canonical projection, and $\Delta_X$ is the diagonal morphism. Moreover, any equivalence relation $E$ represented by a monomorphism $e = (e_1, e_2): E_0 \rightarrow X \times X$ in $\mathbb{C}$ determines an object $(E_0, e_1, d_E)$ in $\text{Pt}_\mathbb{C}(X)$ where $d_E: X \rightarrow E$ is the unique morphism with $e \circ d_E = \Delta_X$. Given any two equivalence relations $R$ and $S$ represented by the monomorphisms $r = (r_1, r_2): R_0 \rightarrow X \times X$ and $s = (s_1, s_2): S_0 \rightarrow X \times X$ respectively, then the morphisms $r$ and $s$ can be viewed as monomorphisms $(R_0, r_1, d_R) \rightarrow (X \times X, \pi_1, \Delta_X)$ and $(S_0, s_1, d_S) \rightarrow (X \times X, \pi_1, \Delta_X)$ in $\text{Pt}_\mathbb{C}(X)$. In what follows, we will say that the equivalence relations $R$ and $S$ commute, if the monomorphisms $r$ and $s$ commute in $\text{Pt}_\mathbb{C}(X)$. An equivalence relation is then said to be abelian if it commutes with itself. Consider the pullback below:

\[
\begin{array}{ccc}
R_0 \times_X S_0 & \rightarrow & S_0 \\
p_1 \downarrow & & \downarrow s_1 \\
R_0 \times X & \rightarrow & X \\
p_2 \downarrow & & \downarrow s_2 \\
R_0 & \rightarrow & X
\end{array}
\]

Set theoretically, the object $R_0 \times_X S_0$ may be considered as the subobject of $X^3$ consisting of all triples $(x, y, z)$ such that $xRy$ and $ySz$. Any morphism $p: R_0 \times_X S_0 \rightarrow X$ satisfying $p(x, x, y) = y = p(y, x, x)$, i.e., any partial Mal’tsev operation $p: R_0 \times_X S_0 \rightarrow X$, determines a cooperator for $r$ and $s$ in $\text{Pt}_\mathbb{C}(X)$: let $P$ be the product of $(R_0, r_1, d_R)$ and $(S_0, s_1, d_S)$ in $\text{Pt}_\mathbb{C}(X)$, then the object
of $P$, which is given by the pullback of $r_1$ along $s_1$ in $C$, may too be presented set theoretically as the subobject of $X^2 \times X^2$ consisting of all those pairs $((x, y), (x, z))$ such that $xRy$ and $xSz$. Now, given a morphism $p$ as above, the morphism $\phi: P \to X \times X$ defined by

$$\phi((x, y), (x, z)) = (x, p(y, x, z)),$$

is readily seen to be a cooperator for $r$ and $s$ in $Pt_C(X)$. Conversely, any cooperator for $r$ and $s$ determines a partial Mal’tsev operation $p: R_0 \times_X S_0 \to X$ by the formula above.

**Proposition 2.20.** Let $C$ be a finitely complete locally anticommutative category. If $R$ and $S$ are any equivalence relations on the same object $X$ in $C$ which commute, then $R \cap S = \Delta_X$.

**Proof.** This is immediate since $R \cap S$ is represented by the pullback of $r$ along $s$ in $Pt_C(X)$ (which must be the zero object since $Pt_C(X)$ is anticommutative), and the zero object in $Pt_C(X)$ is $(X, 1_X, 1_X)$. $\square$

**Remark 2.21.** If the equivalence relations $R$ and $S$ admit a connector in the sense of [7], i.e., $R$ and $S$ are connected, then $R$ and $S$ commute. This is because a connector between $R$ and $S$ is a certain partial Mal’tsev operation $p: R_0 \times_X S_0 \to X$ satisfying some additional requirements.

**Definition 2.22.** An internal category $C$ in a category $\mathbb{C}$ is a diagram

$$\begin{array}{ccc}
C_2 & \overset{p_1}{\longrightarrow} & C_1 \\
\downarrow{m} & & \downarrow{d_1} \\
\downarrow{p_2} & & \downarrow{d_2} \\
C_1 & \overset{d_1}{\longrightarrow} & C_0
\end{array}$$

in $\mathbb{C}$ where the square

$$\begin{array}{ccc}
C_2 & \overset{p_2}{\longrightarrow} & C_1 \\
\downarrow{p_1} & & \downarrow{d_1} \\
C_1 & \overset{d_2}{\longrightarrow} & C_0
\end{array}$$

is a pullback, and we have the following relations

(i) $d_1 \circ s = 1_{C_0} = d_2 \circ s$
(ii) $m \circ (1_{C_1}, s \circ d_2) = 1_{C_1} = m \circ (s \circ d_1, 1_{C_1})$
(iii) $d_1 \circ p_1 = d_1 \circ m$ and $d_2 \circ p_2 = d_2 \circ m$
(iv) $m \circ (p_1 \circ q_1, m \circ q_2) = m \circ (m \circ q_1, p_2 \circ q_2)$ where

$$\begin{array}{ccc}
C_3 & \overset{q_2}{\longrightarrow} & C_2 \\
\downarrow{q_1} & & \downarrow{p_1} \\
C_2 & \overset{p_2}{\longrightarrow} & C_1
\end{array}$$

is a pullback, and $(p_1 \circ q_1, m \circ q_2), (m \circ q_1, p_2 \circ q_2) : C_3 \to C_2$ are the morphisms induced by the pullback $(C_2, p_1, p_2)$. 


Definition 2.23. An internal category $C$ as in Definition 2.22 is called an internal groupoid if there exists an “inverse” morphism $\sigma : C_1 \to C_1$ satisfying the following:

$$d_1 \circ \sigma = d_2, \quad d_2 \circ \sigma = d_1,$$

and

$$m \circ (1_{C_1}, \sigma) = s \circ d_1, \quad m \circ (\sigma, 1_{C_1}) = s \circ d_2.$$

Corollary 2.24. Given any internal groupoid $C$ as in Definitions 2.22 and 2.23 in any finitely complete locally anticommutative category $C$, the morphism $(d_1, d_2) : C_1 \to C_0 \times C_0$ is a monomorphism, i.e., any internal groupoid in a finitely complete anticommutative category is an equivalence relation.

Proof. The groupoid structure determines a canonical connector between the equivalence relations $\text{Eq}(d_1)$ and $\text{Eq}(d_2)$ (see Example 1.4 in [7]), so that in particular we have that $\text{Eq}(d_1)$ and $\text{Eq}(d_2)$ are connected, and hence $\text{Eq}(d_1) \cap \text{Eq}(d_2) = \Delta_{C_1}$ by Proposition 2.20 and Remark 2.21. Then we have that $\text{Eq}(d_1, d_2) = \text{Eq}(d_1) \cap \text{Eq}(d_2) = \Delta_{C_1}$ and hence $(d_1, d_2)$ is a monomorphism.

Remark 2.25. In the paper [32], M.C. Pedicchio showed that a congruence modular variety $V$ is congruence distributive if and only if every internal groupoid in $V$ is an equivalence relation (see Theorem 3.2 in [32]). Note, this fact was already announced in [23]. In particular, it follows from Corollary 2.24 that a congruence modular variety is congruence distributive if and only if it is locally anticommutative. By Theorem 3.4 (iii) below, we have that a variety which is congruence modular and satisfies the triangular lemma on pullbacks is congruence distributive. In particular, this recaptures the fact mentioned in the introduction that a congruence modular variety which satisfies the triangular lemma is congruence distributive (see Theorem 1 in [11]).

3. Characterization of anticommutative and locally anticommutative varieties

Let $V$ be a variety of universal algebras, and suppose that $f : A \to X$ and $g : B \to X$ are two homomorphisms in $V$. The pullback $A \times_X B$ of $f$ along $g$ is given by

$$A \times_X B = \{(x, y) \in A \times B \mid f(x) = g(y)\},$$

together with the projections $p_1 : (x, y) \mapsto x$ and $p_2 : (x, y) \mapsto y$. As mentioned earlier, we note that the kernel congruence relation $\text{Eq}(f)$ of a homomorphism $f$ in $V$ is simply given by the pullback of $f$ along itself. In the proofs of Theorems 3.1 and 3.4, we make use of $2 \times 2$ matrices to represent elements of a congruence $\Theta$ on the pullback $A \times_X B$. In particular, this is represented as follows:

$$\left(\begin{array}{cc} a & a' \\ b & b' \end{array}\right) \in \Theta \iff (a, b) \Theta (a', b').$$
Theorem 3.1. For a pointed variety of universal algebras $\mathcal{V}$, the following are equivalent.

1. $\mathcal{V}$ is anticommutative.
2. $\mathcal{V}$ admits unary terms $u_1, \ldots, u_m$ and $v_1, \ldots, v_m$, as well as $(m + 2)$-ary terms $p_1, \ldots, p_n$ satisfying the equations:
   - $p_1(u_1(x), \ldots, u_m(x), 0) = x$ and $p_1(v_1(x), \ldots, v_m(x), 0, x) = 0$,
   - for all $i \in \{1, \ldots, n - 1\}$ we have:
     $$p_{i+1}(u_1(x), \ldots, u_m(x), x, 0) = p_i(u_1(x), \ldots, u_m(x), 0, x),$$
     $$p_{i+1}(v_1(x), \ldots, v_m(x), 0) = p_i(v_1(x), \ldots, v_m(x), x, 0),$$
   - $p_n(u_1(x), \ldots, u_m(x), 0, x) = 0$ and $p_n(v_1(x), \ldots, v_m(x), x, 0) = 0$.

In the proof below, we will write $F_\mathcal{V}(x)$ for the free algebra in a variety $\mathcal{V}$ generated by $\{x\}$.

**Proof.** Let $\mathcal{V}$ be a pointed variety which satisfies (ii) of Proposition 2.7, and let $\Theta$ be the congruence on $F_\mathcal{V}(x) \times F_\mathcal{V}(x)$, generated by $(x, 0)\Theta(0, x)$. Then in the quotient of $F_\mathcal{V}(x) \times F_\mathcal{V}(x)$ by $\Theta$, the element $(x, 0)$ will be identified with $(0, 0)$, so that $(x, 0)\Theta(0, 0)$. But $\Theta$ may be obtained by first closing the relation

$$\left\{ \begin{pmatrix} x & 0 \\ 0 & x \end{pmatrix}, \begin{pmatrix} 0 & x \\ x & 0 \end{pmatrix} \right\},$$

under reflexivity, then under all operations, and then under transitivity. Therefore, there exists elements $z_0, \ldots, z_n$ such that $z_0 = (x, 0)$ and $z_n = (0, 0)$ and $z_{i-1}\Theta z_i$ for all $0 < i$. For each $0 < i$ we have that $(z_{i-1}, z_i)$ has the form:

$$p_i\left( \begin{pmatrix} u_{1,i}(x) & u_{1,i}(x) \\ v_{1,i}(x) & v_{1,i}(x) \end{pmatrix}, \ldots, \begin{pmatrix} u_{m_i,i}(x) & u_{m_i,i}(x) \\ v_{m_i,i}(x) & v_{m_i,i}(x) \end{pmatrix} \right), \begin{pmatrix} x & 0 \\ 0 & x \end{pmatrix}, \begin{pmatrix} 0 & x \\ x & 0 \end{pmatrix},$$

where the $u$’s and the $v$’s are unary terms. We may assume without loss of generality that $m_i = m$, and moreover, we may also assume that $u_{k,i} = u_k$ as well as $v_{k,i} = v_k$ for any $i = 1, \ldots, m$. Then writing out the equalities component-wise gives the equations in the statement of the theorem. □

**Remark 3.2.** Recall that a pointed variety of universal algebras $\mathcal{V}$ is unital if and only if it admits a Jónsson-Tarski operation (i.e., a binary term + satisfying $x+0 = x = 0+x$). Therefore, by Proposition 2.4 a variety of universal algebras is antilinear if and only if it admits a Jónsson-Tarski operation and the terms of Theorem 3.1.
3.1. Characterization of locally anticommutative varieties

Let \( C \) be any category with pullbacks, and let \((A, f, s)\) be any object of \( \text{Pt}_C(X) \). Consider the diagram below where the square is a pullback.

A binary product of \((A, f, s)\) with itself in \( \text{Pt}_C(X) \) is given by \((\text{Eq}(f), d, (s, s))\) together with the morphisms \( p_1 \) and \( p_2 \). If \( C \) has coequalizers, then so does \( \text{Pt}_C(X) \), and moreover, they are computed as they are in \( C \). Using these facts, it is then possible to state a local version of Proposition 2.8, which is the content of the following proposition.

**Proposition 3.3.** Let \( C \) be a category with pullbacks and coequalizers. Then \( C \) is locally anticommutative if and only if for any split epimorphism \( f : A \to X \) with splitting \( s : X \to A \) and any coequalizer diagram

\[
A \xrightarrow{(s \circ f, 1)} \text{Eq}(f) \xrightarrow{q} Q
\]

we have \( q(s \circ f, 1) = q(s \circ f, s \circ f) = q(1, s \circ f) \).

Recall from the introduction that we say a variety \( \mathcal{V} \) satisfies the triangular lemma on pullbacks, if for any two morphisms \( f : A \to X \) and \( g : B \to X \), and any congruence \( \Theta \) on the pullback \( A \times_X B \) of \( f \) along \( g \) we have:

\[
(x, y) \Theta (x', y') \implies (x', y) \Theta (x', y'),
\]

for any \((x, y), (x', y), (x', y') \in A \times_X B\).

**Theorem 3.4.** For a variety \( \mathcal{V} \) of universal algebras, the following are equivalent:

(i) \( \mathcal{V} \) is locally anticommutative.

(ii) \( \mathcal{V} \) admits binary terms \( b_1, \ldots, b_m \) and \( c_1, \ldots, c_m \) as well as \((m + 2)\)-ary terms \( p_1, \ldots, p_n \) such that:

- \( p_1(b_1(x, y), \ldots, b_m(x, y), x, y) = x \),
- \( p_1(c_1(x, y), \ldots, c_m(x, y), y, x) = y \),
• for every $i \in \{1, \ldots, n-1\}$ we have:

$$p_{i+1}(b_1(x, y), \ldots, b_m(x, y), x, y) = p_i(b_1(x, y), \ldots, b_m(x, y), y, x),$$

$$p_{i+1}(c_1(x, y), \ldots, c_m(x, y), y, x) = p_i(c_1(x, y), \ldots, c_m(x, y), x, y),$$

• $p_n(b_1(x, y), \ldots, b_m(x, y), y, x) = x$,

• $p_n(c_1(x, y), \ldots, c_m(x, y), x, y) = x$.

• $b_i(x, x) = c_i(x, x)$ for every $i \in \{1, \ldots, m\}$.

(iii) $V$ satisfies the triangular lemma on pullbacks.

Proof. For (i) $\implies$ (ii), consider the free algebra $F_V(x, y)$ in $V$ over the set $\{x, y\}$. Let $f: F_V(x, y) \to F_V(z)$ and $s: F_V(z) \to F_V(x, y)$ be the unique morphisms with $f(x) = z = f(y)$ and $s(z) = x$, respectively. Consider the coequalizer diagram

$$F_V(x, y) \xrightarrow{(s \circ f, 1)} \text{Eq}(f) \xrightarrow{q} Q.$$

We may apply Proposition 3.3 to the diagram above, from which it follows that $(x, y)\text{Eq}(q)(x, x)$. The coequalizer $q$ is obtained by the quotient of $\text{Eq}(f)$ by the congruence generated by the pairs $(s \circ f, 1)(b(x, y)), (1, s \circ f)(b(x, y))$ where $b$ is any binary term in the theory of $V$. It is straightforward to verify that

$$((s \circ f, 1)(b(x, y)), (1, s \circ f)(b(x, y))) = b(((x, x), (x, x)), ((x, y), (y, x))),$$

and hence it follows that $\text{Eq}(q)$ is the principal congruence generated by relation $(x, y)\text{Eq}(q)(y, x)$. Therefore, there exists elements $z_0, \ldots, z_n$ such that $z_0 = (x, y)$ and $z_n = (x, x)$ and $z_{i-1}\Theta z_i$, for $0 < i$. Moreover, we have that $(z_{i-1}, z_i)$ is equal to

$$p_i\left(\left(\begin{array}{c}
b_1(x, y) \\
1(c_1(x, y)
\end{array}\right)
\left(\begin{array}{ccc}
b_1(x, y) & b_1(x, y) & b_1(x, y) \\
1(c_1(x, y)) & 1(c_1(x, y)) & 1(c_1(x, y)) \\
\end{array}\right)
\right),$$

for all $0 < i$ and where $(b_1(x, y), c_1(x, y)) \in \text{Eq}(f)$. Then $b_i(z, z) = c_i(z, z)$ and writing out the equations determined by $z_i\Theta z_{i+1}$ component-wise we get the equations in the statement of the theorem. For (ii) $\implies$ (iii), suppose that $A \times_X B$ is the pullback of a morphism $f: A \to X$ along another morphisms $g : B \to X$ in $V$, and suppose that $(x, y), (x', y') \in A \times_X B$. Then $f(x') = f(x) = g(y) = g(y')$, and hence $f(b_i(x, x')) = b_i(f(x), f(x')) = c_i(g(y), g(y')) = g(c_i(y, y'))$ so that $(b_i(x, x'), c_i(y, y')) \in A \times_X B$ for any $i = 1, \ldots, m$. Define the elements $(z_{0,i}, z_{1,i})$ of $\Theta$ so that $(z_{0,i}, z_{1,i})$ is equal to

$$p_i\left(\left(\begin{array}{c}
b_1(x, x') \\
1(c_1(y, y')
\end{array}\right)
\left(\begin{array}{ccc}
b_1(x, x') & b_1(x, x') & b_1(x, x') \\
1(c_1(y, y')) & 1(c_1(y, y')) & 1(c_1(y, y')) \\
\end{array}\right)
\right).$$

Then the equations in the statement of the theorem ensure that $z_{0,1} = (x, y)$ and $z_{1,n} = (x', y)$, and that $z_{1,i} = z_{0,i+1}$ so that the transitivity of $\Theta$ we have $(x, y)\Theta(x', y)$. For (iii) $\implies$ (i), we have to show that for any split epimorphism $p: A \to X$ with splitting $s: X \to A$, and any coequalizer

$$X \xrightarrow{(s \circ p, 1)} \text{Eq}(p) \xrightarrow{q} Q,$$
that $q(s \circ p, 1) = q(s \circ p, s \circ p)$ according to Proposition 3.3. But for any $x \in X$ we have that $(s \circ p(x), x), (x, s \circ p(x)), (s \circ p(x), s \circ p(x)) \in \text{Eq}(p)$ and moreover we have $(x, s \circ p(x)) \text{Eq}(q)(s \circ p(x), x)$ which implies by (iii) that $(s \circ p(x), x) \text{Eq}(q)(s \circ p(x), s \circ p(x))$ for any $x$, and the result follows. \hfill \Box

4. Concluding remarks

Recall from earlier that a variety $V$ is said to have directly decomposable congruence classes (DDCC) \cite{12} if every congruence class $C$ on a product $X \times Y$ in $V$ is such that $C = \pi_1(C) \times \pi_2(C)$ where $\pi_1 : X \times Y \to X$ and $\pi_2 : X \times Y \to Y$ are the canonical product projections. It was shown in \cite{12} that (DDCC) is also a Mal’tsev property, which turns out to be equivalent to the existence of binary terms $b_1, \ldots, b_m$ and $c_1, \ldots, c_m$ as well as $(m + 2)$-ary terms $p_1, \ldots, p_n$ such that:

- $p_1(b_1(x, y), \ldots, b_m(x, y), x, y) = x$,
- $p_1(c_1(x, y), \ldots, c_m(x, y), y, x) = y$,
- for every $i \in \{1, \ldots, n - 1\}$ we have:
  
  $$p_{i+1}(b_1(x, y), \ldots, b_m(x, y), x, y) = p_i(b_1(x, y), \ldots, b_m(x, y), y, x),$$
  $$p_{i+1}(c_1(x, y), \ldots, c_m(x, y), y, x) = p_i(c_1(x, y), \ldots, c_m(x, y), x, y),$$

- $p_n(b_1(x, y), \ldots, b_m(x, y), y, x) = x$,
- $p_n(c_1(x, y), \ldots, c_m(x, y), x, y) = x$.

The above terms for (DDCC) differ from the terms in Theorem 3.4 by only one extra requirement, namely, that the $b_i(z, z) = c_i(z, z)$. This observation immediately gives us the following two corollaries of Theorem 3.4.

**Corollary 4.1.** Every locally anticommutative variety has (DDCC), and an idempotent variety is locally anticommutative if and only if it has (DDCC).

**Remark 4.2.** The above corollary implies that every locally anticommutative variety of algebras has difunctional class relations in the sense of \cite{21}.

Together with Remark 2.25 we also have:

**Corollary 4.3.** An idempotent congruence modular variety is congruence distributive if and only if it has directly decomposable congruence classes.
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