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Solving a quadratic nonlinear system of equations (QNSE) is a fundamental, but important, task in nonlinear science. We propose an efficient quantum algorithm for solving n-dimensional QNSE. Our algorithm embeds QNSE into a finite-dimensional system of linear equations using the homotopy perturbation method and a linearization technique; then we solve the linear equations with a quantum linear system solver and obtain a state which is ε-close to the normalized exact solution of the QNSE with success probability Ω(1). The complexity of our algorithm is O(polylog(n/ε)), which provides an exponential improvement over the optimal classical algorithm in dimension n, and the dependence on ε is almost optimal. Therefore, our algorithm exponentially accelerates the solution of QNSE and has wide applications in all kinds of nonlinear problems, contributing to the research progress of nonlinear science.

I. INTRODUCTION

Nonlinear equations appear in many natural and social sciences, such as fluid dynamics [1], biology [2], atmospheric dynamics [3], and nonlinear vibration mechanics [4]. By solving nonlinear equations, we understand various nonlinear phenomena, such as turbulence [5], chaos [6], and fractal [7]. Most nonlinear equations have no or hardly solvable analytical solutions, such that many numerical methods have been developed [8]. When the dimension of the nonlinear equations is large, solving the nonlinear equations with classical computers requires too many computational resources and may exceed the ability of classical computers. There is great demand for developing more efficient algorithms for solving nonlinear equations.

Quantum computing is a new model of computation which provides a quantum advantage in some specific problems [9–11]. A typical example is solving linear equations, where quantum computing provides exponential acceleration [11]. There are already many quantum algorithms for solving various linear equations, such as systems of linear equations [11–14] and linear differential equations [15–28]. A natural idea is to use quantum computing to accelerate the solution of nonlinear equations. In recent years, some quantum algorithms for solving nonlinear differential equations have been proposed, such as nonlinear ordinary differential equations [29–36], the nonlinear Schrödinger equation [37], and Navier-stokes equations [38, 39].

However, there are still few quantum algorithms for solving a system of nonlinear equations. A related algorithm proposed by Qian et al. [40] is based on Grover’s algorithm [10] and provides polynomial acceleration. Another related work is the quantum Newton’s method proposed by Xue et al. [41]. The quantum Newton’s method is a quantum-classical hybrid algorithm constructed using quantum random access memory [42–44] and l∞ tomography [45]. Influenced by the sample complexity of l∞ tomography, the quantum advantage of the quantum Newton’s method is verified only by numerical simulation. Whether there are more effective quantum algorithms for solving a system of nonlinear equations requires further research.

In this paper, we focus on a special kind of system of nonlinear equations, the quadratic nonlinear system of equations (QNSE). QNSE appears in all kinds of nonlinear problems, such as quadratic programming [46], nonlinear element analysis [47], and nonlinear differential equations [48]. In specific, QNSE often appears when solving quadratic nonlinear differential equations, including the Navier-Stokes equations in fluid dynamics [1], the logistic equation in biology [2], and the Lorenz system in atmospheric dynamics [3]. QNSE also appears when solving nonlinear differential equations in which the degree of nonlinear polynomials is higher than two because these differential equations can be approximate to quadratic nonlinear differential equations [49]. Therefore, solving QNSE is a fundamental and important task, and the algorithm for accelerating the solution of QNSE has a wide range of applications.

We propose an effective quantum algorithm for solving n-dimensional QNSE. In our algorithm, based on the homotopy perturbation method and a linearization technique, QNSE is embedded in a finite-dimensional system of linear equations. Then the condition number of the finite-dimensional system is optimized by splitting some subspaces of the finite-dimensional system. Next, we solve the system of linear equations with a quantum linear system solver [11, 12] and obtain a state
which is $\epsilon$-close to the normalized exact solution of the QNSE with success probability $\Omega(1)$, where $\Omega$ represents an asymptotic notation [50], which provides the asymptotic lower bound. The complexity of our algorithm is $O(\text{polylog}(n/\epsilon))$, which provides an exponential improvement over the optimal classical algorithm in dimension $n$, and the dependence on $\epsilon$ is almost optimal. Our algorithm places some constraints on the QNSE; it is suitable when the linear component of the QNSE is well conditioned and is dominant in QNSE.

This paper is organized as follows. Sec. II gives the definition of QNSE. The details of our algorithm are introduced in Sec. III. Sec. IV gives the main result of our algorithm. Then we give some applications of our algorithm in Sec. V. Finally, conclusions and discussions of our work are given in Sec. VI.

II. QUADRATIC NONLINEAR SYSTEM OF EQUATIONS

In this paper, QNSE is defined as

$$ F_0 + F_1 x + F_2 x^{\otimes 2} = 0, \quad (1) $$

where $x \in \mathbb{R}^n$ and $F_i \in \mathbb{R}^n \times \mathbb{R}^{n^i}$. We also have the following assumptions and definitions for Eq. (1):

(1) $F_1$ is invertible.

(2) $F_1$ and $F_2$ are $s$-sparse.

(3) Parameters $\alpha$, $\beta$, and $R$ are defined as

$$\begin{align*}
\alpha &:= \|F_1^{-1}\| \|F_0\|, \\
\beta &:= \|F_1^{-1}\| \|F_2\|, \\
R &:= \max\{4\alpha \beta, \|F_0\|\}. 
\end{align*}\quad (2)$$

In this paper, if not specifically noted otherwise, $\| \cdot \| = \| \cdot \|_2$.

(4) Oracles $O_{F_1}$ and $O_{F_2}$ extract nonzero elements of $F_1$ and $F_2$, respectively. $O_{F_1}$ consists of $O_{F_{11}}$ and $O_{F_{12}}$, and $O_{F_2}$ consists of $O_{F_{21}}$ and $O_{F_{22}}$, which are written as

$$\begin{align*}
O_{F_{11}}(i,j) &= |i\rangle \langle j| f_1(i, j), \\
O_{F_{12}}(i,j) &= |i\rangle \langle j| z \otimes (F_1)_{i,j}, \\
O_{F_{21}}(i,j) &= |i\rangle \langle j| f_2(i, j), \\
O_{F_{22}}(i,j) &= |i\rangle \langle j| z \otimes (F_2)_{i,j},
\end{align*}\quad (3)-(6)$$

where $f_1(i, j)$ and $f_2(i, j)$ represent the column index of the $j$th nonzero entry of the $i$th row of $F_1$ and $F_2$ respectively.

(5) An oracle $O_{F_0}$ is used to prepare the amplitude encoding of $F_0$, which is written as

$$O_{F_0}(0) = \frac{1}{\|F_0\|} \sum_{i=0}^{n-1} F_{0,i} |i\rangle. \quad (7)$$

Formally, the problem to be solved is defined in Problem 1.

**Problem 1** Consider QNSE defined in Eq. (1); $x^*$ is an exact solution of Eq. (1), and $|x\rangle$ is the amplitude encoding of $x^*$, which is written as

$$|x\rangle = \frac{1}{\|x^*\|} \sum_{i=0}^{n-1} x_i^* |i\rangle. \quad (8)$$

Given oracles $O_{F_0}$, $O_{F_1}$, and $O_{F_2}$, the goal is to output a state $|\bar{x}\rangle$ such that $\|x\rangle - |\bar{x}\rangle\| \leq \epsilon$.

III. QUANTUM HOMOTOPY PERTURBATION METHOD

In this section, we introduce the overall process of our algorithm. The process contains three steps:

(1) Transform Eq. (1) into another kind of nonlinear equation with the homotopy perturbation method.

(2) Embed the transformed nonlinear equations into a finite-dimensional system of linear equations, and solve the linear equations with a quantum linear system solver.

(3) Measure some qubits of the output state of the quantum linear system solver and obtain the target state which represents a normalized approximate solution of Eq. (1).

The details of the whole process described above are introduced in the following three sections.

A. Homotopy perturbation method

The homotopy perturbation method is a classical method for solving nonlinear equations [51–53]. The main process of the homotopy perturbation method for solving Eq. (1) is as follows. We construct the homotopy $\nu(p) : [0, 1] \rightarrow \mathbb{R}^n$, which satisfies

$$H(\nu, p) = F_0 + F_1 \nu + p F_2 \nu^{\otimes 2} = 0. \quad (9)$$

With homotopy perturbation method, $\nu$ is written as

$$\nu = \nu_0 + p \nu_1 + p^2 \nu_2 + \cdots + p^c \nu_c, \quad (10)$$

where $c \in \mathbb{N}^+$. Then substituting Eq. (10) into Eq. (9) and equating the terms with identical powers of $p$, we have

$$\begin{align*}
F_1 \nu_i + F_0 &= 0, \\
F_1 \nu_i + F_2 \sum_{j=0}^{j=i-1} \nu_j \otimes \nu_{i-1-j} &= 0, \quad i = 1, 2, \ldots, c.
\end{align*}\quad (11)$$
When \( p = 1, \nu \) is an approximate solution of Eq. (1), and we define
\[
\tilde{x} = \nu(1) = \nu_0 + \nu_1 + \cdots + \nu_c.
\] (12)
The error bound of \( \tilde{x} \) is analyzed in Lemma 1.

**Lemma 1** Let \( x^* \) represent an exact solution of Eq. (1); the approximate solution obtained with the homotopy perturbation method is \( \tilde{x} = \sum_{i=0}^{c} \nu_i \). When \( R < 1 \) and \( c \geq \log_{\frac{1}{R}} \alpha \), where \( \alpha \) and \( R \) are defined in Eq. (2), \( \tilde{x} \) satisfies
\[
\|x^* - \tilde{x}\| \leq \epsilon.
\] (13)

The proof of Lemma 1 is given in Appendix A. From Lemma 1 we see that when \( R < 1 \), Eq. (12) is convergent; the solution error \( \epsilon \) decreases exponentially with \( c \).

**B. Linear embedding**

Then we embed Eq. (11) into a finite-dimensional system of linear equations
\[
Ay = b,
\] (14)
where \( y = [y_0, y_1, \ldots, y_c] \). The details of \( y, A, \) and \( b \) are explained as follows.

First, \( y_0 \) is defined as
\[
y_0 = [\nu_0 + \nu_1 + \cdots + \nu_c],
\] (15)
which means \( y_0 \) contains an \( n \)-dimensional vector and \( y_{0,0} \) represents the approximate solution \( \tilde{x} \).

Then we substitute \( y_0 \) into Eq. (11) and get
\[
F_1 y_{0,0} + F_2 \sum_{i=0}^{c} \sum_{j=0}^{i-1} \nu_i \nu_{i-1-j} = -F_0.
\] (16)

We consider \( \nu_i \nu_{i-1-j} \) to be an independent element and define it as a component of \( y_1 \). Then \( y_1 \) contains \( c(c+1)/2 \) \( n^2 \)-dimensional vectors, which is written as
\[
y_1 = [\nu_0 \nu_1, \nu_0 \nu_1, \nu_1 \nu_{i-1-j} + \cdots + \nu_{c-1} \nu_0].
\] (17)

\( y_2 \) is generated from \( y_1 \) in a similar way. In general, \( y_i \) is generated from \( y_{i-1} \). Repeating this process, we have \( y_{c} = [\nu_0^{c+1}] \), and \( c \) satisfies
\[
F_1^{c+1} y_{c,0} = (-F_0)^{c+1},
\] (18)
so \( y_c \) does not generate new elements. In summary, \( y_i \) can be written as
\[
y_i = \left\{ \begin{array}{ll}
[\nu_0 + \nu_1 + \cdots + \nu_c], & i = 0, \\
y_{0,0}, y_{1,1}, \ldots, y_{i,\beta_i}, & 1 \leq i \leq c.
\end{array} \right.
\] (19)

\( \beta_i \) denotes the number of terms in \( y_i \), and \( y_{i,j} \) represents the \( j \)th item of \( y_i \), which is written as \( y_{i,j} = a_{i,j,k} \). \( a_{i,j,k} \) satisfies
\[
\begin{cases}
  a_{i,j,k} \geq 0, \\
  i + 1 \leq \sum_{k=0}^{i} (a_{i,j,k} + 1) \leq c + 1.
\end{cases}
\] (20)

By Eq. (20), \( \beta_i \) satisfies
\[
\beta_i = \begin{cases}
  1, & i = 0, \\
  \sum_{k=0}^{c} \binom{k}{i}, & 1 \leq i \leq c.
\end{cases}
\] (21)

We define
\[
\tilde{a}_{i,j} = [a_{i,j,0}, a_{i,j,1}, \ldots, a_{i,j,i}].
\] (22)

The mapping \( (i,j) \rightarrow \tilde{a}_{i,j} \) is a one-to-one mapping, the time complexity to compute this mapping or its reverse is \( O(\text{poly}(c)) \).

Next, we discuss the structure of matrix \( A \) and vector \( b \). We set \( \tilde{a}_{i,0} = [0, 0, \ldots, 0] \); then \( y_{i,0} = \nu_0^{c+1} \) and satisfies
\[
F_1^{c+1} y_{i,0} = (-F_0)^{c+1}.
\] (23)

When \( j \geq 1, \tilde{a}_{i,j} \) has nonzero elements, and we assume the first nonzero element is \( a_{i,j,k} \); then we have
\[
F_{n}^{k} \otimes F_1^{c} \otimes F_0^{i-k} y_{i,j} + \nu_{a_{i,j,k-1}} \otimes \cdots \otimes \nu_{a_{i,j,k}} = 0,
\] (24)

where \( \nu_{a_{i,j,k-1}} \otimes \cdots \otimes \nu_{a_{i,j,k-1-i}} \otimes \cdots \otimes \nu_{a_{i,j,k}} \in y_{i+1} \). Therefore, Eq. (14) can be expanded in the following form:
\[
\begin{pmatrix}
  A_{0,0} & A_{0,1} & \cdots \\
  A_{1,1} & \cdots \\
  \vdots & \ddots & \ddots \\
  A_{c,1} & \cdots & A_{c,c}
\end{pmatrix}
\begin{pmatrix}
  y_0 \\
  y_1 \\
  \vdots \\
  y_c
\end{pmatrix}
= \begin{pmatrix}
  b_0 \\
  b_1 \\
  \vdots \\
  b_c
\end{pmatrix},
\] (25)

where \( A_{i,j} \) is an \( (n^{i+1} \beta_i) \)-dimensional square matrix and \( A_{i,i+1} \) is an \( (n^{i+1} \beta_i) \times n^{i+1} \beta_i \) dimensional matrix. The elements of \( A_{i,j} \) and \( A_{i,i+1} \) are determined by Eqs. (23) and (24). With Eqs. (23) and (24), the expression of \( b \) can also be obtained; in detail, the \( i \)th component of \( b \) is
\[
b_i = [(-F_0)^{c+1}, 0, \ldots, 0].
\] (26)

From Eq. (23), matrix \( A \) contains the block matrix \( F_1^{c+1}, i = 1, 2, \ldots, c+1 \), which causes the condition number \( \kappa_A \) of \( A \) to increase exponentially with \( c \). We optimize \( \kappa_A \) by splitting \( F_1^{c+1} y_{i,0} = (-F_0)^{c+1} \) in Eq. (25) into
\[
\begin{pmatrix}
  B_{i,0} & I \\
  B_{i,1} & \vdots \\
  \vdots & \ddots \\
  B_{i,i}
\end{pmatrix}
\begin{pmatrix}
  y_0^{c+1} \\
  F_0 \otimes y_0^{c+1} \\
  \vdots \\
  F_0 \otimes y_0^{c+1}
\end{pmatrix}
= \begin{pmatrix}
  0 \\
  0 \\
  \vdots \\
  (-F_0)^{c+1}
\end{pmatrix},
\] (27)

where \( B_{i,j} = F_n^{c} \otimes A_1 \otimes F_0^{i-j} \). As a result, \( y_{i,0} \) is redefined as
\[
y_{i,0} = [\nu_0^{c+1}, F_0 \otimes \nu_0^{c}, \ldots, F_0 \otimes \nu_0],
\] (28)
and the linear system $Ay = b$ defined in Eq. (14) is adjusted accordingly. In later sections, Eq. (14) is defaulted to the adjusted linear system. The dimension of the linear system is

$$
N = \sum_{i=0}^{c} (n+1)^{c+1}(\beta_i + i)
= (n+1)^{c+1} - 1 - sn + \frac{cn^c(n-1) - n^c + 1}{(n-1)^2}n^2
\approx (n+1)^{c+1} + cn^{c+1}.
$$

(29)

Next, we solve Eq. (14) with the quantum linear system solver proposed in [12]; operations $O_A$ and $O_b$ are required. $O_A$ consists of $O_{A1}$ and $O_{A2}$, which are defined as

$$
O_{A1}|i,j\rangle = |i\rangle |f_a(i,j)\rangle,
O_{A2}|i,j\rangle |z\rangle = |i\rangle |j\rangle |z \oplus A_{i,j}\rangle,
$$

(30)

where $f_a(i,j)$ represents the column index of the $j$th nonzero entry of the $i$th row of $A$. $O_b$ is used to prepare the amplitude encoding of $b$, which is defined as

$$
O_b|0\rangle = |b\rangle := \frac{1}{\|b\|} \sum_{i=0}^{c} \sum_{j=0}^{\beta_i - 1} |i\rangle |j\rangle |b_{i,j}\rangle,
$$

(31)

where $|b_{i,j}\rangle$ is the amplitude encoding of $b_{i,j}$; using Eqs. (26) and (27), $b_{i,j}$ is written as

$$
b_{i,j} = \begin{cases} [0, 0, \ldots, -F_0^{\beta_i - 1}], & 0 \leq i \leq c, j = 0, \\ 0, & 0 \leq i \leq c, 1 \leq j \leq \beta_i - 1. \end{cases}
$$

(32)

$O_A$ is constructed by querying $O_{F1}$ and $O_{F2}$; $O_b$ is constructed by querying $O_{F0}$; the query complexity is given in Lemma 2, and the proof of Lemma 2 is given in Appendix B.

**Lemma 2** The operations $O_{A1}$ and $O_{A2}$ defined in Eq. (30) can be constructed by querying $O_{F1}$ and $O_{F2}$ $O(\text{poly}(c))$ times; $O_b$ defined in Eq. (31) can be constructed by querying $O_{F0}$ $O(\text{poly}(c))$ times.

After running the quantum linear system solver, we obtain the output state $|y\rangle$, which is written as

$$
|y\rangle = \sum_{i=0}^{c} \sum_{j=0}^{\beta_i - 1} |i\rangle |j\rangle |y_{i,j}\rangle. 
$$

(33)

The query complexity of the quantum linear system solver is $O(s_A \kappa_A \text{polylog}(sk/\epsilon))$, and the sparsity of matrix $A$ is

$$
s_A = \frac{c(c+1)}{2} s.
$$

(34)

$\kappa_A$ is decided by $c$, $F_1$, and $F_2$. As shown in Lemma 3, when $c$, $F_1$, and $F_2$ satisfy some conditions, an upper bound of $\kappa_A$ is derived.

**Lemma 3** When $c$, $F_1$, and $F_2$ satisfy

$$
||F_1^{-1}||((1 + (c + 1)||F_2||) < 1,
$$

(35)

the condition number $\kappa_A$ of matrix $A$ satisfies

$$
\kappa_A \leq \frac{\kappa_{F_1} + 1}{1 - ||F_1^{-1}||((1 + (c + 1)||F_2||)},
$$

(36)

where $\kappa_{F_1}$ represents the condition number of $F_1$.

The proof of Lemma 3 is given in Appendix C. From Lemma 3, $\kappa_A$ does not increase exponentially with $c$ and mainly depends on $\kappa_{F_1}$.

**C. Measurement**

Finally, by measuring the first qubit register of $|y\rangle$ to $|0\rangle$, we obtain the target state $|\bar{x}\rangle = |y_{0,0}\rangle$, a normalized approximate solution of Eq. (1). This step is probabilistic; the success probability is

$$
p = \frac{||y_{0,0}\rangle^2}{||y\rangle^2}.
$$

(37)

A lower bound of $p$ is given in Lemma 4.

**Lemma 4** Consider the linear system $Ay = b$ defined in Eq. (14). Let $\eta = ||y_{0,0}\rangle/||y||$. When $||F_1^{-1}|| < 1$ and $R < \sqrt{2}/2$, $p$ defined in Eq. (37) satisfies

$$
p \geq \frac{(\eta)^2(1 - 2R^2)}{(\eta')^2(1 - 2R^2) + 2}. 
$$

(38)

The proof of Lemma 4 is given in Appendix D. With Lemma 4, $p$ mainly depends on $\eta'$ and $1 - 2R^2$.

**IV. MAIN RESULT**

In this section, the main result of our work is given in Theorem 1.

**Theorem 1** Given the QNSE $F_0 + F_1x + F_2x^{\circ2} = 0$ defined in Sec. II with an exact solution $x^*$, let $\eta = ||x^*||/R$, $c = \log_2 \frac{4s ||x^*||}{\eta R(1 - R^2)}$, and $G = ||F_1^{-1}||((1 + (c + 1)||F_2||)$, where $\alpha$ and $R$ are defined in Eq. (2). When

$$
G < 1,
R < \sqrt{2}/2,
$$

(39)

there exists a quantum algorithm with success probability $\Omega(1)$ to obtain a normalized quantum state $|\bar{x}\rangle$ satisfying $||\bar{x} - \frac{x^*}{s||x^*||}|| \leq \epsilon$. The query complexity of the algorithm for the oracles of $F_0$, $F_1$, and $F_2$ is

$$
O \left( \frac{\kappa_{F_1} \text{polylog} \left( \frac{||F_2||}{\epsilon ||x^*||} \right)}{\eta (1 - G) \sqrt{1 - 2R^2}} \right).
$$

(40)

The gate complexity is the query complexity multiplied by a factor of $\text{polylog} \left( \frac{\epsilon ||x^*||}{\eta (1 - G) \sqrt{1 - 2R^2}} ||F_2||\right)$. 


The proof of Theorem 1 is given in Appendix E. Here we give some discussion of Theorem 1. The dependence on $n$ and $\epsilon$ of our algorithm is $O(\text{polylog}(n/\epsilon))$. Compared with the classical algorithm, our algorithm provides exponential acceleration.

Exponential acceleration comes at the cost of stronger constraints on QNSE, which are listed in Eq. (39). The role of $G < 1$ is to limit the condition number of matrix $A$ so that it does not increase exponentially with $c$. $G$ can be written as

$$G = \kappa F_1 \frac{1 + (c + 1)\|F_2\|}{\|F_1\|}. \quad (41)$$

The other constraint $R < \sqrt{2}/2$ is used to bound the success probability of our algorithm. $R < \sqrt{2}/2$ also implies $R < 1$, which is the convergence condition of our algorithm. $R$ mainly depends on $4\alpha\beta$ because when $\|F_0\| \geq \sqrt{2}/2$, $x$ can be rescaled to $\zeta x$ with a suitable constant $\zeta$ which keeps $4\alpha\beta$ unchanged and makes $\|F_0\| < \sqrt{2}/2$. Notice that

$$4\alpha\beta = 4\|F_1^{-1}\|^2\|F_2\|\|F_0\| = 4\kappa F_1^2 \frac{\|F_0\| \|F_2\|}{\|F_1\| \|F_1\|}. \quad (42)$$

From Eqs. (41) and (42), $G$ and $R$ measure the condition number $\kappa F_1$ and the dominance of the linear component $F_1$ in QNSE from different aspects. When the linear component $F_1$ is well conditioned and is dominant in QNSE, $G$ and $R$ are small, and our algorithm is efficient. “Well conditioned” means that the condition number $\kappa F_1$ is not large. “Dominant” means that the strength of the linear component $\|F_1\|$ in QNSE is much larger than that of other components, i.e., $\|F_1\|^2 >>> \|F_0\|\|F_2\|$ and $\|F_1\| >>> 1 + (c + 1)\|F_2\|$.

V. APPLICATION

In this section we give two applications of our algorithm.

The first application is a two-dimensional QNSE, which is defined as

$$\begin{cases}
8x_0 - x_1 - 0.5x_0^2 + 0.5x_0x_1 + 0.2 = 0, \\
-x_0 + 8x_1 - 0.5x_1^2 + 0.5x_1x_0 - 0.2 = 0.
\end{cases} \quad (43)$$

The corresponding $F_0, F_1,$ and $F_2$ are written as

$$F_0 = \begin{pmatrix} 0.2 \\ -0.2 \end{pmatrix}, 
F_1 = \begin{pmatrix} 8 & -1 \\ -1 & 8 \end{pmatrix}, 
F_2 = \begin{pmatrix} -0.5 & 0.5 & 0 \\ 0 & 0.5 & -0.5 \end{pmatrix}. \quad (44)$$

We set $c = 2$ and compute the parameters $G$ and $R$,

$$G \approx 7.24 \times 10^{-1} < 1, 
R \approx 2.82 \times 10^{-1} < \sqrt{2}/2. \quad (45)$$

Then $y = [y_0, y_1, y_2]$, and each component of $y$ is

$$y_0 = [\nu_0 + \nu_1 + \nu_2], 
y_1 = [\nu_0 \otimes \nu_0, F_0 \otimes \nu_0, \nu_0 \otimes \nu_1, \nu_1 \otimes \nu_0], 
y_2 = [\nu_0 \otimes \nu_0, F_0 \otimes \nu_0, F_0 \otimes F_0 \otimes \nu_0]. \quad (46)$$

The corresponding matrix $A$ and vector $b$ are

$$A = \begin{pmatrix}
F_1 & F_2 & F_2 & F_2 \\
F_1 \otimes I_2 & I_4 & I_2 \otimes F_1 & I_2 \otimes F_1 \\
I_2 \otimes F_1 & F_2 \otimes I_2 & F_1 \otimes I_2 & I_8 \\
I_2 \otimes F_1 & I_2 \otimes F_1 & F_1 \otimes I_2 & I_4 \otimes F_1
\end{pmatrix}, \quad (47)$$

$$b = [-F_0, O_4, -F_0 \otimes F_0, O_4, O_8, O_8, -F_0 \otimes F_0]^T, \quad (48)$$

where $O_4 = [0, 0, 0, 0]$ and $O_8$ is similar. Then we solve $Ay = b$ and obtain the component $y_0$,

$$\tilde{x} = y_0 = [-2.2151849674 \times 10^{-2}, 2.2291943149 \times 10^{-2}]. \quad (49)$$

A numerical solution $x^*$ of Eq. (43) is obtained with the classical algorithm, which is written as

$$x^* = [-2.2151848573 \times 10^{-2}, 2.2292944259 \times 10^{-2}]. \quad (50)$$

Then $\tilde{x}$ satisfies

$$\|x^* - \tilde{x}\| \approx 1.56 \times 10^{-9}. \quad (51)$$

The second application is a nonlinear boundary problem, which is defined as

$$u_{xx} - u^2 - \delta x^2 = 0, u(0) = 0, \quad u(1) = 0, \quad (52)$$

where $\delta = 5 \times 10^{-4}$. Then we discretize the equation in the following way:

$$x_i = (i + 1)h, i = 0, 1, \ldots, n - 1, h = 1/(n + 1). \quad (53)$$
We define \( u_i = u(x_i) \), and \( u_{i,x} \) is written as
\[
 u_{i,x} = \frac{u_{i+1} - 2u_i + u_{i-1}}{2h^2}. 
\]
(54)

Then we have the QNSE
\[
 -u_{i+1} + 2u_i - u_{i-1} + 2h^2u_i^2 + 2h^2\partial x_i^2 = 0, 
\]
i = 0, 1, \ldots, n - 1,
(55)

where \( u_{-1} = 1 \) and \( u_n = 0 \). Equation (55) can be represented as
\[
 F_0 + F_1 u + F_2 u^\otimes 2 = 0, 
\]
(56)

where
\[
 F_0 = 2\delta h^2[x_0^2, x_1^2, \ldots, x_{n-1}^2]^T, 
\]
\[
 F_1 = \begin{pmatrix} 
 2 & -1 \\
 -1 & 2 \\
 0 & \ddots \\
 \vdots & \ddots & \ddots & -1 \\
 0 & \cdots & -1 & 2 
\end{pmatrix}, 
\]
(58)

\[
 (F_2)_{i,j} = \begin{cases} 
 2h^2, & j = ni, i = 0, 1, \ldots, n - 1, \\
 0, & j \neq ni, i = 0, 1, \ldots, n - 1. 
\end{cases} 
\]
(59)

We set \( n = 100, c = 2 \), and \( \zeta = 1200 \) and rescale \( u \) to \( w = \zeta u \); \( w \) satisfies
\[
 \zeta^2 F_0 + \zeta F_1 w + F_2 w^\otimes 2 = 0. 
\]
(60)

The rescaled QNSE satisfies
\[
 G \approx 9.01 \times 10^{-1} < 1, \\
 R \approx 6.27 \times 10^{-1} < \sqrt{2}/2. 
\]
(61)

Then we solve Eq. (60) with our algorithm and have \( \tilde{w} \); then \( \tilde{u} = \frac{1}{\zeta} \tilde{w} \). Equation (56) is also solved with the classical algorithm, and the solution \( u^\star \) is obtained; the error satisfies
\[
 \| u^\star - \tilde{u} \| \approx 5.41 \times 10^{-19}. 
\]
(62)

VI. CONCLUSION AND DISCUSSION

In this paper, a quantum algorithm for solving QNSE was proposed. When focusing on the equation dimension \( n \) and the solution error \( \epsilon \), the complexity of our algorithm is \( O(\text{poly}[[\log(n/\epsilon)]] \). The process of solving QNSE with a classical computer is usually transformed into solving a system of linear equations iteratively [54]. The conjugate gradient method is a widely used linear system solver with complexity \( O(n^{\text{nsk}}) \) [55], so compared with the classical algorithm, our algorithm provides an exponential improvement in dimension \( n \). The dependence on \( \epsilon \) of our algorithm complexity is \( O(\text{poly}[[\log(1/\epsilon)]] \), which is almost optimal.

In practice, with the outstanding performance in solving QNSE, our algorithm can be used as a subprogram to accelerate the process of computation in many nonlinear problems, such as quadratic programming [46] and quadratic nonlinear differential equations [1–3]. Furthermore, our algorithm provides a different idea for solving a system of nonlinear equations with quantum computing, which could inspire more quantum algorithms for solving nonlinear equations.

Our algorithm considers only QNSE; it can also be generalized to a higher-order nonlinear system of equations. For example, an \( m \)-order nonlinear system of equations \( \sum_{j=0}^{m} F_j x^\otimes j = 0 \) can be transformed into a finite-dimensional system of linear equations \( Ay = b \) through a process similar to that introduced in Sec. III. The convergence condition, the expression of \( Ay = b \), etc., depend on \( F_j, j = 0, 1, \ldots, m \).

An open question is whether our algorithm can be optimized further. Notice that our algorithm has several restrictions on QNSE. As discussed in Sec. IV, the constraints of our algorithm are that the linear component \( F_1 \) is well conditioned and is dominant in QNSE, which limit the applications of our algorithm. In the future we will consider optimizing the constraints of our algorithm, thereby expanding the applications of our algorithm.
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Appendix A: Proof of Lemma 1

Proof The exact solution \( x^\star \) can be written as
\[
 x^\star = \sum_{i=0}^{\infty} \nu_i, 
\]
(62)

Then
\[
 \| x^\star - \tilde{x} \| = \| \sum_{i=c+1}^{\infty} \nu_i \|. 
\]
(62)

Next, we give an upper bound of \( \| \nu_i \| \). From Eq. (11),
\[
 \| \nu_0 \| = \| F_1^{-1} F_0 \| \leq \alpha. 
\]
(62)

We assume \( \| \nu_i \| \leq \gamma_i \| \nu_i \| \) for \( i \geq 1 \), where \( \gamma_i \) is a constant and \( \gamma_0 = 1 \). From Eq. (11), \( \gamma_i \) can be set as
\[
 \gamma_i = \sum_{j=0}^{i-1} \gamma_j \gamma_{i-1-j}, \gamma_0 = 1. 
\]
(62)
Equation (A4) represents the Catalan series [56], and $\gamma_i$ satisfies
$$\gamma_i = \frac{1}{i+1} \binom{2i}{i} \approx \frac{4^i}{i^{3/2}\sqrt{\pi}} < 4^i.$$ (A5)
Thus,
$$\|v_i\| \leq \alpha(4\alpha\beta)^i \leq \alpha R^i.$$ (A6)
Considering $R < 1$, we have
$$\|\sum_{i=c+1}^{\infty} v_i\| \leq \sum_{i=c+1}^{\infty} \|v_i\| \leq \tfrac{\alpha R^{c+1}}{1-R}.$$ (A7)
Therefore, when $c \geq \log_{1/R} \frac{\bar{a}}{\alpha(1-R)}$, $\bar{x}$ satisfies $\|x^* - \bar{x}\| \leq \epsilon$.

Appendix B: Proof of Lemma 2

Proof (1) Construction process of $O_{A1}$ and $O_{A2}$.
In fact, the construction process of $O_{A1}$ and $O_{A2}$ is the process to compute nonzero blocks of matrix $A$. We just need to compute the nonzero blocks of $A_{i,i}$ and $A_{i,i+1}$, $i \in \{0,1,\ldots,c\}$.
First, we regard $A_{i,i}$ as a $\beta_i\times\beta_i$-dimensional diagonal block matrix; the $j$th block is written as $A_{i,j}(i,j)$. When $j = 0$, $A_{i,j}(i,j)$ is the matrix defined in Eq. (27). When $j \in \{1,2,\ldots,\beta_i - 1\}$, we compute $a_{i,j}$ defined in Eq. (22) and find $k$, the label of $a_{i,j}$’s first nonzero element. Then $A_{i,j}(i,j) = I_{n}^{\otimes k} \otimes F_{1} \otimes I_{n}^{\otimes i-k}$.
Second, we regard $A_{i,i}$ as a $(\beta_i \times \beta_{i+1})$-dimensional block matrix; one block is written as $A_{i,j}(i+1,j)$'. When $j = 0$, $A_{i,j}(i+1,j)' = 0$ for $j' \in \{0,1,\ldots,\beta_{i+1} - 1\}$. When $j \in \{1,2,\ldots,\beta_i - 1\}$, we compute $a_{i,j,k}$ defined in Eq. (22) and find $a_{i,j,k}$, the first nonzero element of $a_{i,j}$. Then we compute the related $a_{i+1,j}'$ from Eq. (24); the number of $a_{i+1,j}'$ is $a_{i,j,k}$. Next, we compute $j'$ from $a_{i+1,j}'$; for these $j'$, $A_{i,j}(i+1,j)' = I_{n}^{\otimes k} \otimes F_{2} \otimes I_{n}^{\otimes i-k}$.
Therefore, for $i = 0,1,\ldots,c$, $j = 0,1,\ldots,\beta_i - 1$, we can compute the nonzero $A_{i,j}(i,j)$ or $A_{i,j}(i+1,j)'$, the time complexity is $O(\text{poly}(c))$. The nonzero elements of $A_{i,j}(i,i)$ or $A_{i,j}(i+1,i)'$ can be extracted by querying $O_{F1}$ or $O_{F2}$.
By implementing the above computation process with a quantum circuit, $O_{A1}$ and $O_{A2}$ can be constructed directly. Notice that the expression of $A_{i,j}(i,j)$ or $A_{i,j}(i+1,j)'$ is related to $i$ and $k$, where $i,k \leq c$. $O_{F1}$ and $O_{F2}$ are required for different $i$ and $k$; therefore the query complexity of the whole process to $O_{F1}$ and $O_{F2}$ is $O(\text{poly}(c))$.

(2) Construction process of $O_{b}$.
Now we give the preparation process of $|b\rangle$ defined in Eq. (31). From Eqs. (31) and (32), $|b\rangle$ can be simplified to
$$|b\rangle = \frac{1}{\|b\|} \sum_{i=0}^{c} \|F_{0}\|^{i+1} |i,0\rangle |b_{i,0}\rangle.$$ (B1)

To prepare $|b\rangle$, we first prepare
$$|\psi\rangle = \frac{1}{M} \sum_{i=0}^{c} \|F_{0}\|^{i+1} |i,0\rangle |0\rangle.$$ (B2)
Notice that $|b_{i,0}\rangle$ can be prepared by querying $O_{F0}$ $i + 1$ times; we define
$$U = \sum_{i=0}^{c} |i,0\rangle \langle i,0| \otimes U_{i},$$ (B3)
where $U_{i}|0\rangle = |b_{i,0}\rangle$. Then we have
$$|b\rangle = U|\psi\rangle.$$ (B4)
The query complexity of this process to $O_{F0}$ is $O(\text{poly}(c))$.

Appendix C: Proof of Lemma 3

We first give the following lemma.

Lemma 5 Given an $n$-dimensional invertible matrix $M$, $i \in \mathbb{N}^{+}$, matrix $P$ is defined as
$$P = \begin{pmatrix} P_{0,0} & I \\ P_{1,1} & I \\ \vdots & \vdots & \ddots & \vdots \\ P_{n-1,n-1} & I \\ P_{n,n} & \end{pmatrix},$$ (C1)
where $P_{j,j} = I_{n}^{\otimes j} \otimes M \otimes I_{n}^{\otimes i-j}$. Then $P$ is invertible, and $P^{-1}$ satisfies
$$\|P^{-1}\| \leq \frac{\|M^{-1}\|^{i+1}}{1 - \|M^{-1}\|},$$ (C2)
Proof Let $Q = P^{-1}$ and consider $P$ and $Q$ to be $[(i+1) \times (i+1)]$-dimensional block matrices, $Q_{i,j}$ is written as
$$Q_{j,j-k} = 0, \quad 0 \leq j \leq i, 0 \leq j - k \leq i,$$
$$Q_{j,j} = P_{j,j}^{-1}, \quad 0 \leq j \leq i,$$
$$Q_{j,j+k} = -P_{j,j}^{-1}Q_{j+1,j+k}, \quad 0 \leq j \leq i, 0 \leq j + k \leq i.$$ (C3)
From Eq. (C3), $Q$ is an upper triangular block matrix. $Q$ is split into $Q = \sum_{k=0}^{i} \Gamma_{k}$, and $\Gamma_{k}$ contains the block $Q_{j,j+k}$. From Eq. (C3) and the definition of $P_{j,j}$,
$$\|\Gamma_{k}\| = \|M^{-1}\|^{k+1}, k = 0,1,\ldots,i.$$ (C4)
Therefore,
$$\|P^{-1}\| \leq \sum_{k=0}^{i} \|\Gamma_{k}\| \leq \frac{\|M^{-1}\|^{i+1}}{1 - \|M^{-1}\|}.$$ (C5)
Then the proof of Lemma 3 is as follows.
Proof First, consider the upper bound of $\|A\|$. By the definition of $A_{i,i}$,

$$\|A_{i,i}\| \leq \|F_i\| + 1, \quad i = 0, 1, \ldots, c. \quad (C6)$$

As $A_{0,1}A_{0,1}^T = \frac{c(c+1)}{2} F_2 F_2^T$, $\|A_{0,1}\|$ satisfies

$$\|A_{0,1}\| = \sqrt{\frac{c(c+1)}{2}} \|F_2\| < (c+1) \|F_2\|. \quad (C7)$$

When $i \geq 1$, consider $A_{i,i+1}$ to be $[(\beta_i + i) \times (\beta_{i+1} + i + 1)]$-dimensional block matrix; each block has the form $I^{(i)} \otimes F_2 \otimes I^{(i-1)}$, $0 \leq j \leq i$. From the structure of $A_{i,i+1}$, it has no more than $c$ nonzero block matrices in each row or column, so $A_{i,i+1}$ can be split into at most $c$ matrices with at most one nonzero block matrix in each row or column, which leads to

$$\|A_{i,i+1}\| \leq c \|F_2\|, \quad i \in \{1, 2, \ldots, c-1\}. \quad (C8)$$

Combining Eqs. (C6), (C7) and (C8), we have

$$\|A\| \leq \text{diag}(A_{0,0}, A_{1,1}, \ldots, A_{c,c}) + \|\text{diag}(A_{0,1}, A_{1,2}, \ldots, A_{c-1,c})\|$$

$$= \max_{i=0}^\infty \|[A_{i,i}]\| + c\max_{i=0}^\infty \|[A_{i,i+1}]\|$$

$$\leq \|F_1\| + 1 + (c+1) \|F_2\|. \quad (C9)$$

Now we analyze the upper bound of $\|A^{-1}\|$. Let $B = A^{-1}$, and consider $A$ and $B$ to be $[(c+1) \times (c+1)]$-dimensional block matrices. The block $B_{i,j}$ satisfies

$$B_{i,i} = A_{i,i}^{-1}, \quad 0 \leq i \leq c,$$

$$B_{i,i+k} = -A_{i,i}^{-1} A_{i,i+1} B_{i+1,i+k}, \quad 0 \leq i \leq c-1, 0 \leq i + k \leq c. \quad (C10)$$

$B$ can be split by the distance from the diagonal,

$$B = \sum_{k=0}^c \Lambda_k. \quad (C11)$$

$\Lambda_k$ contains the block $B_{i,i+k}$. $\|\Lambda_0\|$ satisfies

$$\|\Lambda_0\| \leq \max_{0 \leq i \leq c} \|[A_{i,i}]^{-1}\|. \quad (C12)$$

$A_{i,i}$ can be viewed as a block-diagonal matrix; the first block is the matrix described in Eq. (27), and other blocks are in the form $I^{(i)} \otimes F_1 \otimes I^{(i-1)}$. Therefore, from Lemma 5,

$$\|A_{i,i}^{-1}\| \leq \max_i \left\{ \|F_1^{-1}\|, \|F_1^{-1}\| (1 - \|F_1^{-1}\|^{i+1}) \right\}. \quad (C13)$$

Notice that $\|F_1^{-1}\| (1 + (c+1) \|F_2\|) < 1$ implies $\|F_1^{-1}\| < 1$; we have

$$\|\Lambda_0\| \leq \frac{\|F_1^{-1}\|}{1 - \|F_1^{-1}\|}. \quad (C14)$$

From Eqs. (C7) and (C8), $\|A_{i,i+1}\| \leq (c+1) \|F_2\|$. Therefore,

$$\|A_{i,i+1}^{-1}\| \leq \frac{\|F_1^{-1}\|}{1 - \|F_1^{-1}\|} (c+1) \|F_2\|. \quad (C15)$$

We define

$$\zeta = \frac{\|F_1^{-1}\|}{1 - \|F_1^{-1}\|} (c+1) \|F_2\|. \quad (C16)$$

From Eqs. (C10), (C15), and (C16),

$$\|\Lambda_k\| \leq \zeta \|\Lambda_{k-1}\|, \quad (C17)$$

then

$$\|B\| \leq \sum_{k=0}^c \|\Lambda_k\| \leq \frac{1 - \zeta^{c+1}}{1 - \zeta} \|\Lambda_0\|. \quad (C18)$$

With the assumption $\zeta < 1$, $\|A^{-1}\|$ satisfies

$$\|A^{-1}\| = \|B\| \leq \frac{1}{1 - \zeta} \times \frac{\|F_1^{-1}\|}{1 - \|F_1^{-1}\|}$$

$$= \frac{\|F_1^{-1}\|}{1 - \|F_1^{-1}\| (1 + (c+1) \|F_2\|)}. \quad (C19)$$

Therefore, from Eqs. (C9) and (C19),

$$\kappa_A = \|A\| \times \|A^{-1}\| \leq \frac{\kappa F_1 + \|F_1^{-1}\| (1 + (c+1) \|F_2\|)}{1 - \|F_1^{-1}\| (1 + (c+1) \|F_2\|)} \leq \frac{\kappa F_1 + 1}{1 - \|F_1^{-1}\| (1 + (c+1) \|F_2\|)} \quad (C20)$$

Appendix D: Proof of Lemma 4

Proof First, reorder $y$ as $y = [y_0', y_1', \ldots, y_{c'}', y_{c'+1}']$; $y_i'$ is divided into the following three cases:

1. When $i = 0$, $y_0' = y_0 = [\sum_{j=0}^c \nu_{j}]$.

2. When $1 \leq i \leq c$, the element of $y_i'$ is denoted as $\nu_{a_i,0}' \otimes \nu_{a_i,1}' \otimes \cdots \otimes \nu_{a_i,k}'$, which satisfies

$$\begin{align*}
k &\geq 1, \\
a_i' &\geq 0, \\
\sum_{j=0}^k (a_i' + 1) &\geq i + 1.
\end{align*} \quad (D1)$$

Therefore, the number of elements in $y_i'$ is $2^i - 1$. Each item $y_{i,j}'$ in $y_i'$ satisfies

$$\|y_{i,j}'\| \leq \alpha^{k+1} R_i^{-k} \leq \|F_0\|^{k+1} R_i^{-k} \leq R_i^{k+1}. \quad (D2)$$
Then
\[\|y_i\|^2 \leq (2^i - 1)R^{2(i+1)} < (2R^2)^i R^2.\]  \hfill (D3)

Since \(R < \sqrt{2}/2\),
\[\sum_{i=1}^c \|y_i\|^2 < \frac{2R^4}{1 - 2R^2}.\]  \hfill (D4)

(3) When \(i = c + 1\), \(y_{c+1}\) contains the elements generated in Eq. (28) except \(v_{0_{c+1}}^i\) for \(i = 1, 2, \ldots, c\); the elements are in the form
\[F_0^{\otimes i} \otimes v_0^{\otimes i-j}, i = 2, 3, \ldots, c+1, j = 1, 2, \ldots, i-1,\]  \hfill (D5)

which implies that \(y_{c+1}\) contains \(c(c + 1)/2\) elements. Each item in \(y_{c+1}\) satisfies \(\|F_0^{\otimes i} \otimes v_0^{\otimes i-j}\| \leq \|F_0\|^i\). Then \(y_{c+1}\) satisfies
\[\|y_{c+1}\|^2 \leq \|F_0\|^4 \sum_{j=1}^c j \|F_0\|^{2(j-1)} \leq \frac{(1 - \|F_0\|^2)^2}{R^4} \leq \frac{1}{(1 - R^2)^2}.\]  \hfill (D6)

Therefore, with Eq. (D4), Eq. (D6), and \(\|y_0\| = \|y_0,0\| = \|y,0,0\| = \eta' R\), \(p\) satisfies
\[p = \frac{\|y_0\|^2}{\|y_0\|^2 + \sum_{i=1}^c \|y_i\|^2 + \|y_{c+1}\|^2} \geq \frac{(\eta')^2 R^2 + \frac{2R^4}{1 - 2R^2} + R^4}{(1 - R^2)^2} \geq \frac{(\eta')^2}{(\eta')^2 + \frac{2R^4}{1 - 2R^2} + 2} \geq \frac{(\eta')^2(1 - 2R^2)}{(\eta')^2(1 - 2R^2) + 2}.\]  \hfill (D7)

**Appendix E: Proof of Theorem 1**

To prove Theorem 1, some lemmas in [18] are used, which are as follows.

**Lemma 6** Let \(|\psi\rangle\) and \(|\varphi\rangle\) be two vectors such that \(\|\psi\| \geq \alpha > 0\) and \(\|\psi\rangle - |\varphi\rangle\| \leq \beta\). Then
\[\left\| \frac{|\psi\rangle}{\|\psi\|} - \frac{|\varphi\rangle}{\|\varphi\|} \right\| \leq \frac{2\beta}{\alpha}.\]  \hfill (E1)

**Lemma 7** Let \(|\psi\rangle = \alpha|0\rangle|\psi_0\rangle + \sqrt{1 - \alpha^2}|1\rangle|\psi_1\rangle\) and \(|\varphi\rangle = \beta|0\rangle|\varphi_0\rangle + \sqrt{1 - \beta^2}|1\rangle|\varphi_1\rangle\), where \(|\psi_0\rangle, |\psi_1\rangle, |\varphi_0\rangle, |\varphi_1\rangle\) are unit vectors and \(\alpha, \beta \in [0, 1]\). Suppose \(\|\psi\rangle - |\varphi\rangle\| \leq \delta < \alpha\). Then \(\|\psi\rangle - |\varphi\rangle\| \leq \frac{2\delta}{\alpha - \delta} \). \hfill (E12)

From Eq. (D4),\(\|\psi\rangle - |\varphi\rangle\| \leq \frac{\sqrt{(\eta')^2(1 - 2R^2)}}{\eta'} + \frac{4}{\eta'} \leq \sqrt{\frac{(\eta')^2(1 - 2R^2)}{5}}.\]  \hfill (E13)
The second inequality in the above equation defaults to $(\eta')^2(1 - 2R^2) < 1$. Combining Eqs. (E9), (E12), and (E13), we have
\[ |||\bar{y}|| - ||\bar{x}||\leq \varepsilon/2. \tag{E14} \]

[Notice that when $(\eta')^2(1 - 2R^2) \geq 1$, $\alpha_0 \geq 1/\sqrt{5}$; then $\delta$ is set as $\delta = C\varepsilon$, where $C < \sqrt{5}/20$, and Eq. (E14) can also be derived.]

From Eqs. (E2), (E4), (E6), and (E14), the solution error satisfies
\[ \frac{||x^*|| - ||\bar{x}||}{||x^*||} \leq \varepsilon. \tag{E15} \]

The solution error influences the success probability of our algorithm. We default to $\varepsilon < 0.1$; then from Eqs. (E9) and (E13), $\delta$ satisfies
\[ \frac{\varepsilon}{6} \alpha_0 < \frac{1}{60} \alpha_0. \tag{E16} \]

Then
\[ \alpha' \geq \alpha_0 - \delta \geq \frac{59}{60} \alpha_0. \tag{E17} \]

With Eq. (E8) and $\eta' \geq (1 - \varepsilon/4)\eta$,
\[ p = (\alpha_0')^2 \geq \left(\frac{59}{60}\right)^2 \frac{1}{5} (1 - \varepsilon/4)^2 \eta^2 (1 - 2R^2) > 0.18 \eta^2 (1 - 2R^2). \tag{E18} \]

Next, we analyze our algorithm complexity. From Lemma 2, $O_A$ defined in Eq. (30) can be constructed by querying $O_{F_1}$ and $O_{F_2} O(\text{poly}(c))$ times; $O_b$ defined in Eq. (31) can be constructed by querying $O_{F_0} O(\text{poly}(c))$ times. From Eq. (29), the dimension of the matrix $A$ is $N \approx (n + 1)^{c+1} + cn^{c+1}$. The sparsity of $A$ is $s_A = \frac{(c+1)!}{2}$. From Lemma 3, $\kappa_A \leq s_A^2 \frac{(c+1)!}{1-G}$. From Theorem 5 in [12], when solving the linear system $Ay = b$, the query complexity of $O_A$ and $O_b$ is
\[ O(s_A \kappa_A \text{polylog}(s_A \kappa_A / \delta)). \tag{E19} \]

Substituting the relevant parameters into Eq. (E19), the query complexity of $O_{F_0}$, $O_{F_1}$, and $O_{F_2}$ is
\[ O \left( \frac{\kappa_{F_1} s}{1 - G} \text{polylog} \left( \frac{||F_1||}{\varepsilon \eta(1 - G)(1 - 2R^2)||F_2||} \right) \right). \tag{E20} \]

From Eq. (E18), the success probability of the algorithm is $O(\eta^2(1 - 2R^2))$. Using amplitude amplification [57], we repeat the above procedure $O(\frac{1}{\sqrt{\eta(1 - 2R^2)}})$ times and obtain the state $|\bar{x}\rangle$ with probability $\Omega(1)$. Therefore, the query complexity of our algorithm is
\[ O \left( \frac{\kappa_{F_1} s \cdot \text{polylog} \left( \frac{||F_1||}{\varepsilon \eta(1 - G)(1 - 2R^2)||F_2||} \right)}{\eta(1 - G)\sqrt{1 - 2R^2}} \right), \tag{E21} \]

and the gate complexity is the query complexity multiplied by a factor of $\text{polylog} \left( \frac{||F_1||}{\varepsilon \eta(1 - G)(1 - 2R^2)||F_2||} \right)$.
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