Machine-learning-assisted construction of appropriate rotating frame

Yoshihiro Michishita\textsuperscript{1,}\textsuperscript{*}

\textsuperscript{1}RIKEN Center for Emergent Matter Science (CEMS), Wako, Saitama 351-0198, Japan
(Dated: April 12, 2023)

Machine learning with neural networks is now becoming a more and more powerful tool for various tasks, such as natural language processing, image recognition, winning the game, and even for the issues of physics. Although there are many studies on the application of machine learning to numerical calculation and the assistance of experimental detection, the methods of applying machine learning to find the analytical method are poorly studied. In this letter, we propose methods to use machine learning to find the analytical methods. We demonstrate that the recurrent neural networks can “derive” the Floquet-Magnus expansion just by inputting the time-periodic Hamiltonian to the neural networks, and derive the appropriate rotating frame in the periodically-driven system. We also argue that this method is also applicable to finding other theoretical frameworks in other systems.

Introduction. – Machine learning with neural networks (NN) is now becoming a powerful tool for various tasks, such as natural language processing\textsuperscript{[1]}, image recognition\textsuperscript{[2–4]}, and winning the game\textsuperscript{[5]}. As for the issues of physics, machine learning can be used for phase detection\textsuperscript{[6–11]}, solving the equilibrium state\textsuperscript{[12–14]} or steady state\textsuperscript{[15]}, materials informatics\textsuperscript{[16–19]} and noise reduction of the experimental measurement results\textsuperscript{[20]}. While experimental detection and numerical calculation with the aid of machine learning are now making great progress, one might have a natural question:

Can we develop theoretical analysis methods with the aid of machine learning?

Before tackling this question, let us consider how we ourselves have developed the theoretical analysis methods so far. One of the central techniques is scale separation, which leads to the reduction and the perturbation theory. A typical example is a derivation of the Langevin equation, in which, by utilizing the time-scale separation between the microparticles’ motion and the Brownian particles’ motion, we perform the reduction of the degrees of freedom of the microparticles and get the stochastic equation of motion.\textsuperscript{[21]} Other examples are the dimensional reduction of nonlinear dynamical systems\textsuperscript{[22]}, the derivation of the Heisenberg model from the Hubbard model in half-filling and large interaction limit\textsuperscript{[23]}, the renormalization group methods\textsuperscript{[24]}, and so on. However, in general, it is a non-trivial problem to find and separate the fast process and the slow process of the system, and we have to perform an appropriate unitary transformation or projection and get the frame in which the scale separation is apparent.\textsuperscript{[25–32]}

In periodically-driven systems, we introduce an appropriate rotating frame (RF) associated with the time-periodic unitary transformation and separate fast and slow modes. It is known that, under high-frequency driving where the frequency is larger enough than the energy scale of the system, the system stays the Floquet prethermalized before going to the infinite temperature state\textsuperscript{[33–35]}, and we can engineer the desired state in the Floquet prethermalized state.\textsuperscript{[36–43]} In the high-frequency regime, we can construct an appropriate RF with high-frequency expansion.\textsuperscript{[44]} In such an appropriate RF, the effective static Hamiltonian describes the Floquet prethermalized state, and the dressed driving term describes the heating rate.\textsuperscript{[44, 45]} Therefore, finding an appropriate unitary transformation or projection and a scale separation is highly beneficial, while it is usually difficult.

In this letter, we propose a method to search for the appropriate frame with desirable properties using machine learning techniques. Our method has the advantage that it is enough to set the desirable properties as a loss function and, thus, should be versatile. Moreover, our method has a possibility of finding “implicit” scale separation, which is difficult for the human to find, and the related appropriate frame. As a first step, in this letter, we demonstrate that machine learning can derive the appropriate rotating frame when there is an apparent scale separation. As concrete systems, we focus on a periodically-driven system under high-frequency driving and its appropriate rotating frame.

We first show the concrete procedure to construct the RF in periodically-driven systems with the aid of machine learning and demonstrate it for a simple model. Then, we argue how we can generalize the above procedure to derive an appropriate unitary transformation under which we can easily solve the issues of physics. Our results show that machine learning is a powerful tool also in exploring theoretical analysis methods.

Concrete procedure to construct the rotating frame with the aid of machine learning. – The procedures to derive the RF are summarized in Figure.\textsuperscript{[4]}

\begin{equation}
\hat{H}(t) = \hat{H}_0 + \hat{V}(t),
\end{equation}

where \(\hat{H}_0\) is the system Hamiltonian without the driv-
Step1: Numerically derive the RF

\textbf{FIG. 1.} Schematic picture of machine-learning-assisted construction of appropriate rotating frame.

\begin{align*}
\dot{\psi}(t) &= i\frac{d}{dt}\psi(t) = \dot{H}(t)\psi(t), \\
\dot{H}(t) &= \exp[i\tilde{K}t], \\
\dot{H}_{r}(t) &= \dot{U}(t)\dot{H}(t)\dot{U}^\dagger(t) + i\frac{d}{dt}\dot{U}(t)\dot{U}^\dagger(t)
\end{align*}

where we call \( \dot{H}_{r}(t) \) as the dressed Hamiltonian, which describes the dynamics of \( |\tilde{\psi}(t)\rangle \) from the reference frame of \( \dot{U}(t) \).

When we focus on the periodically-driven systems, where \( H(t) = \dot{H}(t+T) \) and \( V(t) = \dot{V}(t+T) \) are satisfied, it is known that there is the periodic time-dependent unitary transformation \( \dot{U}_F(t) = \dot{U}_F(t+T) \), which makes the dressed Hamiltonian time-independent, that is, \( \dot{H}_{r}(t) = \dot{H}_r. \) We call \( \dot{H}_r \) Floquet Hamiltonian, \( |\tilde{\psi}(t)\rangle = |\tilde{U}_F(t)\psi(t)\rangle \), whose dynamics is described by the Floquet Hamiltonian, the exact rotating frame, and \( \dot{K}(t) \) the micromotion operator or the kick operator. In the high-frequency regime, we can construct this exact rotating frame perturbatively with high-frequency expansion such as the Floquet-Magnus expansion and van-Vleck expansion. If we calculate up to the finite order \( O(1/\Omega^n) \), the dressed Hamiltonian slightly depends on time by \( O(1/\Omega^{n+1}) \). Fortunately, when we calculate the heating rate of the system under the high-frequency driving, it is more beneficial to calculate the high-frequency expansion up to the second or third order and we call this beneficial RF an appropriate RF.

In the following, suppose that the physicists in the world do not know the high-frequency expansion methods and the appropriate RF but want to derive the appropriate time-periodic unitary transformation in which the dressed Hamiltonian slightly depends on time, we “derive” the high-frequency expansion and the appropriate RF with the aid of machine learning.

In the first step (step 1), we numerically derive the RF with the recurrent neural networks (RNN). We input the model Hamiltonian \( H(t) \) and the kick operator \( K(t) \), which is calculated by the NN, and get the output as the time derivative of the kick operator \( K'(t) \). Then, we can calculate the kick operator \( K(t + \delta t) = K(t) + K'(t)\delta t \) and the dressed Hamiltonian \( H_r(t) = U(t)H(t)U^\dagger(t) - U(t)[U(t + \delta t) - U(t)]/\delta t \). We set the boundary condition \( K(t = 0) = 0; \) therefore, \( K(t) \) is given at \( t = 0 \), and we can input it into the NN. We note that, in this letter, we use \( \dot{O} \) when it describes the operator form and \( \dot{O} \) when it describes the matrix form numerically. Because we want to get the RF in which the time-dependence of the dressed Hamiltonian is small, we set the loss function at the time step \( t \) of learning as,

\[ l(t) = \sum_n \gamma^n ||H_r(t) - H_r(t - n\delta t)||, \]

where \( ||M|| = \text{Tr} |M|^2 \) and \( \gamma \) is the discount rate, which is usually introduced in the reinforcement learning and \( 0 < \gamma \leq 1 \). We note that we can consider step1 in Figure 1 as a reinforcement learning in which NN as an actor decides the rotating frame at the next time step in each turn and the cost \( l(t) \) is given depending on the action. After that, because we now have the kick operator at the next time step \( K(t + \delta t) \), we repeatedly do the same procedure until the time step reaches \( t = T \), and calculate the total loss function as,

\[ l = \sum_t l(t)\delta t + \epsilon \sum_t K'(t)\delta t||, \]

where \( \sum l(t)\delta t = T \) is the total time step, and update the parameters of NN by using the back propagation. The first term in Eq.[7] trains the NN to decrease the time dependence of the dressed Hamiltonian, and the second term in Eq.[7] trains the NN to get the time-periodicity.

Finally, we do the backpropagation to the NN and update the parameters in the NN. We note that the loss function in Eq.[7] is zero as the minimum when the RNN outputs the exact RF. We also note, in our framework, there are two hyper-parameters \( \gamma \) and \( \epsilon \), which decides how the time-periodicity is emphasized and \( \gamma \) must be smaller than one for the convergence of the learning. We set \( \epsilon = 20.0, \gamma = 0.95 \) in this letter.

In step 1, we numerically derive the kick operator \( K(t) \) in the matrix form. However, of course, this numerical form cannot be said to be a “theoretical analysis method” because it changes as the parameter or model changes. In step 2, we physicists interpret the results as the operator form. Once we get the kick operator and the RF in the operator form, its construction method does not change if we change the parameters and the model.

Although it is usually challenging to find the operator form from the matrix form, we can get some hints. In the first place, because the width of the input and output layer is limited by the memory of the computers, we have to use the small system, and it is comparably
easy to translate the matrix form to the operator form
in small systems. Moreover, we can get the numerical
results in the different parameters, and therefore, we can
find the parameter dependence of each matrix element
of the kick operator. It tells us what kind of operator
constructs each matrix element. We believe these clues
are enough for physicists to construct the kick operator
in the operator form and find the construction methods.

After deriving the operator form, we can check whether
the constructed RF can be applied to other parameters
or models. [51]

Next, using these procedures, we demonstrate that we
“derive” the high-frequency expansion method to con-
struct the appropriate RF in a concrete model.

**model calculation** – Here we introduce the concrete
model and demonstrate the concrete procedure. For sim-
plicity, we analyze an interacting two-spin model under
the periodic driving, which reads,

\[ \hat{H}_0 = h \sum_{i=1,2} \hat{s}_i + \sum_{\alpha=x,y,z} J_{\alpha} \hat{s}_1^{\alpha} \hat{s}_2^{\alpha}, \]

\[ \hat{V}(t) = \xi \sin(\Omega t) \sum_i \hat{s}_i, \]

where \( \hat{s}_i \) represents the quantum spin operator at site
\( i \), \( h \) represents a static magnetic fields, \( J_{\alpha} \) represents
an interaction between the two spins, and \( \xi \) represents
an AC magnetic fields. For the simplicity, we set \( h = (0,0,h_z) \), \( J = (J_x,0,J_z) \), and \( \xi = (\xi,0,0) \).

This Hamiltonian can be described by a 4x4 matrix in
the basis as

\[ H_0 = -h_z (\tau^0 \otimes \sigma^z + \tau^z \otimes \sigma^0) \]
\[ -J_x (\tau^x \otimes \sigma^z) - J_z (\tau^z \otimes \sigma^z) \]
\[ V(t) = -\xi \sin(\Omega t) (\tau^0 \otimes \sigma^0 + \tau^z \otimes \sigma^y), \]

where \( \tau^\alpha, \sigma^\alpha \) is the Pauli matrix about the site index and
the spin index. We vectorize and input this matrix into
the NN and perform the learning.

Next, we show the concrete results of the two-spin
model in step 1. We use the NN, in which the size of the
input layer and output layer is 20(4 for the parameters
model in step 1. We use the NN, in which the size of the
n is the NN and perform the learning.

The learning dynamics in this letter. We note that the wide hidden
layer often makes the learning not converge. (see Sup-
plementary materials (SM) for the details[55].) The wide
hidden layer can also output a too complicated kick oper-
ator to use or for us to understand in the operator form.
Therefore, the narrow hidden layer might be suitable for
our proposed procedure. Figure 3 shows that, in the RF
derived by the RNN, the time-dependence of the eigen-
values of the dressed Hamiltonian becomes smaller than
that of \( H(t) \) by \( 10^{-2} \) order.

Then, we show the resulting RF, which is derived by
the RNN in figure 4(a). We can find three dominant con-
tributions, which are proportional to (i)\((\tau^0 \otimes \sigma^z + \tau^z \otimes \sigma^y)\),
(ii)\((\tau^y \otimes \sigma^z + \tau^z \otimes \sigma^y)\), and (iii)\((\tau^0 \otimes \sigma^y + \tau^y \otimes \sigma^0)\). We also check their dependence on the parameters. From
figure 4(b)-(f), we can see that each term (i)-(iii) is propor-
tional to \( \xi \Omega^{-1}, \xi J_2 \Omega^{-2}, \) and \( \xi h_x \Omega^{-2} \). We note that
the slight deviation from the proportional relationship
should stem from the higher order expansions, and we
do not focus on them in this letter although we can an-
alyze them. Next, we can deduce the operator form of
each term. First, let us consider the first term (i). It is
independent of the parameters of \( H_0 \) and is proportional
to the drive strength, which means it can be described by
\( \hat{V}(t) \). Moreover, it seems proportional to \((1-\cos(\Omega t))/\Omega\),
while \( \hat{V}(t) \) is proportional to \( \sin(\Omega t) \). Therefore, we can
deduce its operator form as \( \int dt' \hat{V}(t') \). [56] Then, we an-
alyze the second term (ii). Because it is proportional to

![Learning dynamics](image_url)
the exact RF, in which Magnus expansion up to the second order. Interestingly, this derived method corresponds to the Floquet-matched the RNN-derived kick operator. (see the SM for this detail.) These results should imply that, in the resonant regime, there is no simple or perturbative construction methods of the appropriate RF.

Generalization of the procedure to derive the appropriate unitary transformation. – Finally, we argue how the procedure we demonstrate in the previous section can be applied to other general problems. In the previous section, we have defined the loss function to train the NN to give us the RF in which the time dependence of the dressed Hamiltonian is small. This idea can be applied to find other appropriate frames or projections, which make us able to solve the physical problem easily. We can define the loss function as it becomes small in the frame which has desirable properties, and then, after the learning (if the learning works well), NN gives us the desirable frame. As we have demonstrated, we first calculate the appropriate frame or the projection in the matrix form in a small system, analyze the parameter dependence, and then, we physicists should be able to translate the operator form and develop the construction method. If the translation is difficult, we can also utilize another reinforcement learning techniques for finding the construction method of the appropriate frame, such as the Monte Carlo tree search algorithm.[64] In this method, we update the agent’s policy to make the final operator form almost the same as the derived appropriate frame and get the construction method described by the expression tree. Although this method might be able to give us the operator form of the appropriate frame automatically, we have to define the search area of the operation previously.[64] However, in general cases, we usually do not know what operations are necessary to construct the appropriate frame. In such cases, we first deduce the necessary operation from the parameter dependence of the appropriate frame numerically derived at step 1 and apply the above methods to derive how to combine the operation to get the appropriate frame. Therefore, the deduction by the physicist should be necessary independent of whether we use the reinforcement learning techniques.

Conclusion. – In this letter, we have proposed the method to construct the appropriate RF with the aid of RNN and demonstrate the concrete process and the re-

\[ \xi J_z, \] it should be the product of \( \hat{V}(t) \) and \( J_x \hat{s}_1^z \hat{s}_2^z \), and actually \( (\tau^y \otimes \sigma^x + \tau^z \otimes \sigma^y) = i \left( (\tau^y \otimes \sigma^x + \tau^x \otimes \sigma^y), \tau^z \otimes \sigma^z \right) / 2 \). Moreover, because it is proportional to \( \Omega^{-2} \sin(\Omega t) \), it should include the double integration of time. Therefore we can deduce the second term can be written in the operator form as \( -i \int dt_1 \int_0^{t_1} dt_2 \hat{V}(t_2), J_x \hat{s}_1^z \hat{s}_2^z \). By performing the same procedure with the other term, we can reach the proposal construction of the kick operator as

\[ \hat{K}(t) = \int dt_1 \left( \hat{V}(t_1) - i \int dt_2 \hat{V}(t_2), \hat{H}_0 \right). \] 

Finally, we can check whether this construction method can be applied to the other models and conclude that this is the appropriate RF. The dashed line in Figure 4(a) describes the kick operator in Eq. [12], which highly matches the RNN-derived kick operator. (see the SM for the evaluation of deducing the appropriate frame.) In fact, this derived method corresponds to the Floquet-Magnus expansion up to the second order. Interestingly, this RNN treatment gives us the appropriate RF, not the exact RF, in which \( H_x(t) \) is time-independent, even though the loss function defined in Eq. [7] becomes the minimum at the exact RF. It should stem from the representation capability limit of the NN because the exact RF is usually a highly complex function of the operators.

However, this limit of NN is beneficial for physicists because the limited NN should prefer the perturbative or simple RF, and it should be easier for us to interpret and more useful. Therefore, the narrow hidden layers should be better, while they should have enough width to express the perturbative expression of RF. We note that we also tried to derive the appropriate RF in the resonant regime where the energy scale of the system is comparable to the frequency of the driving. Approaching to the resonant regime, the learning dynamics become unstable and the RNN rarely achieve the appropriate RF, and we cannot get the appropriate RF at the resonant regime.

FIG. 4. Resulting the kick operator and its parameter dependence. Figure 4(a) shows the dominant terms of the resulting kick operator. Figure 4(b)-(f) show the parameter dependence of the amplitude of each dominant term. In order to see the parameter dependence, the amplitude is normalized by the amplitude of certain parameters.
results. By defining the loss function as it becomes small when the output RF has the desirable property, which is the smallness of the time dependence of the dressed Hamiltonian, we can get the appropriate RF in the matrix form. In a small system, we can translate the results to the operator form and get the analytical method to construct the appropriate RF. Interestingly, the proposed method gives us the appropriate RF, not the exact RF. This property should stem from the representation capability limit of the NN, and this limit is beneficial for physicists to interpret and utilize the results. Although some previous works \cite{53, 68} solve the dynamics or equilibrium state using RNN, our subject and goal differ from theirs. While they focus on solving and getting the numerical results, we aim to derive the theoretical analysis methods. We believe our proposed method is useful even in other systems and this work paves a new way to utilize machine learning to develop analytical methods in physics.
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S1. HIDDEN-LAYER-WIDTH DEPENDENCE OF THE LEARNING DYNAMICS

In figure 2 in the main text, we have shown only successful learning dynamics. In this section, we show the learning dynamics of 5 batches, in which the NN is randomly initialized and the width of the hidden layers is each 2, 4, 8, 16, 64, and 256. Within these five batches, we can see that the learning dynamics are most stable when the width of the hidden layer is 8. As we have noted in the main text, narrow hidden layers are proper for the stable learning dynamics while it rarely get the appropriate RF when it is too narrow. In figure S2 we also show the resulting kick operator and the dressed Hamiltonian when the learning does not work well. We note that we vectorize a 4*4 Hermitian matrix as

\[
M = \begin{pmatrix}
h_1 & h_2 + i h_3 & h_4 + i h_5 & h_6 + i h_7 \\
h_2 & h_3 & h_4 & h_5 \\
h_4 & h_6 & h_7 & h_8 \\
h_6 & h_7 & h_8 & h_9 + i h_{10} \\
\end{pmatrix}
\] (S1)

In figure S2, the time-dependence of each element is shown.

FIG. S1. The hidden layer width dependence of the learning dynamics. We represent \( w \) as the width of the hidden layer, and \( b \) as the batch index. The parameters are \((\xi, \Omega, J_x, J_z, h_z) = (0.2, 20.0, 1.0, 0.7, 0.5)\).
FIG. S2. The results in $w = 64, b = 1$, where the learning ends when $l \sim 10^{-2}$. In such case, the resulting kick operator has many nonzero elements, and the resulting dressed Hamiltonian does not get the time periodicity.

FIG. S3. check the derived construction method reproduce the numerical results by the RNN. The left figure shows that the max value of the dressed Hamiltonian, and the right shows that the max value of the eigenvalues of the dressed Hamiltonian. Both figure shows that the second order perturbation with the Floquet-Magnus expansion realize $10^{-2}$ order compared to the bare Hamiltonian. The parameters are $(\xi, J_z, J_x, h_z) = (0.2, 1.0, 0.7, 0.5)$.

S2. EVALUATION OF DEDUCING THE OPERATOR FORM

In this section, we discuss how to evaluate the deduce. Because we use the NN as a function approximator, the important thing is not to derive the operator form exactly reproducing the numerical results. We want the operator form, which roughly reproduces the numerical results(i), can be written in a simple form(ii), and has the desirable property(iii). We have already shown that the “derived” operator form in Eq.(12) satisfies conditions (i) and (ii). Thus we check condition (iii), which is the small time-dependence of the dressed Hamiltonian. Figure S3 shows the maximum value of the dressed Hamiltonian divided by that of the bare Hamiltonian and the maximum value of the eigenvalues divided by that of the bare Hamiltonian. Both figures show that the "derived" operator form can realize a smaller time-dependence than the bare Hamiltonian by $10^{-2}$ order. Therefore, we can conclude that the derived construction of the rotating frame is appropriate enough. This evaluation method of the derivation of the operator form is also applicable to general cases. Figure S3 also shows that the RNN-derived rotating frame is comparable to the third-order Floquet-Magnus expansions and better than it in the small frequency region $\Omega \sim 10$. We note that we can also "derive" the Floquet-Magnus expansion up to the third order from the RNN-derived kick operator, and discuss it in the next section.
ξh.

Because we already have reproduced the dominant terms in the RNN-derived results. Figure S4 shows the difference between the RNN-derived Kick operator and by Eq. (12). We can see that the sub-dominant terms ((\(\tau^x \otimes \sigma^x + \tau^z \otimes \sigma^z\), (\(\tau^0 \otimes \sigma^0 + \tau^0 \otimes \sigma^z\) and \((\tau^z \otimes \sigma^z)\)) are proportional to \(\xi h_z (2J_z - J_x)\Omega^{-3}\), \(\xi^2 h_z \Omega^{-3}\), and \(\xi^2 J_z \Omega^{-3}\).

By performing the same procedures as in the main text, we can derive the operator form of the sub dominant terms,
which are

$$\int^t dt_1 \int^{t_1} dt_2 \int^{t_2} dt_3 \left( \left[ \hat{V}(t_3), \hat{H}_0 \right], \hat{H}_0 \right) + \frac{1}{2} \left[ \hat{V}(t_2), \left[ \hat{V}(t_3), \hat{H}_0 \right] \right].$$  

This expression corresponds to the third order Floquet-Magnus expansion.

### S4. QUEST FOR THE APPROPRIATE ROTATING FRAME UNDER THE RESONANT DRIVE

In this section, we show the results of the resonant regime calculated by our proposed method. First, we check the learning dynamics and its dependence on the hidden layer width. Figure S6 shows the learning dynamics at $\Omega = 4.0, w = 2$ and $\Omega = 2.0, w = 2$. We can see that the learning dynamics become unstable and rarely achieve the appropriate RF as the drive approaches resonant, and we could not achieve the appropriate RF with a small loss. Remembering that the RNN can achieve the appropriate RF independent of the initial condition (independent of the batch index) in figure S1, these results should imply that the loss function of the parameter space has a single minimum with gentle gradient when there is a scale separation (the scale separation between $\Omega$ and the energy scale of the system), while it has some or many local minima with steep gradient when the scale separation is smeared.

We also show the best of the resulting kick operator and the dressed Hamiltonian in figure S7 and S8. In the middle regime at $\Omega = 4$ in figure S7, the RNN gives us the appropriate RF which can be constructed with the high-frequency expansion (up to $1/\Omega^3$), while its learning dynamics is unstable. In the resonant regime in figure S8, the resulting kick operator seems different from the Floquet-Magnus expansion (see and compare with figure S7), and the resulting dressed Hamiltonian does not get the small time dependence and the time-periodicity. This failure of the quest for the appropriate RF in the resonant regime might imply that there is no “implicit” scale separation and a simple construction of the appropriate RF, or there are many sharp potentials for the training and it is difficult to reach the appropriate RF. The improvements in the RNN framework might lead to the discovery of the appropriate RF in the resonant regime, which is left for future works.
FIG. S7. Best results \((w = 2, b = 5)\) in the middle regime at \(\Omega = 5\)

FIG. S8. Best results \((w = 8, b = 4)\) in the resonant regime at \(\Omega = 2\)