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Abstract—Recognition of occluded objects in unseen indoor environments is a challenging problem for mobile robots. This work proposes a new slicing-based topological descriptor that captures the 3D shape of object point clouds to address this challenge. It yields similarities between the descriptors of the occluded and the corresponding unoccluded objects, enabling object unity-based recognition using a library of trained models. The descriptor is obtained by partitioning an object’s point cloud into multiple 2D slices and constructing filtrations (nested sequences of simplicial complexes) on the slices to mimic further slicing of the slices, thereby capturing detailed shapes through persistent homology-generated features. We use nine different sequences of cluttered scenes from a benchmark dataset for performance evaluation. Our method outperforms two state-of-the-art deep learning-based point cloud classification methods, namely, DGCNN and SimpleView.

I. INTRODUCTION

Object recognition is crucial for most robot vision systems to obtain a semantic-level understanding of the robot’s environment. Early deep learning methods achieved extraordinary performance in this task. However, these methods are sensitive to variations in illumination, background, and object appearance. Consequently, they are insufficient in dealing with the challenges associated with long-term robot autonomy, where the robots operate in complex and continually-changing environments for extended time periods. Efforts have been made to address this challenge by developing domain adaptation methods for cross-domain object detection using adversarial learning [1]–[4]. Alternatively, in our previous work [5], we investigated the use of domain-invariant, topologically persistent features, which capture the shape information to achieve robust object recognition. The framework showed more robustness to environmental variations than a state-of-the-art method. However, it only uses the objects’ 2D shape information and encounters difficulties when the shape changes considerably due to large variations in the camera pose and object occlusions.

Recognition using features that capture the 3D shape of the objects can alleviate the difficulty associated with camera pose variations. Several geometric and topological descriptors for 3D point clouds of objects have been proposed in the literature [6]–[13]. However, they are unsuitable when the point clouds are incomplete due to partial occlusion. Deep learning-based methods have also been proposed to obtain features of geometric data [14]–[17]. However, such features also run into robustness issues when the point clouds are corrupted due to occlusion [18]. Therefore, we propose a new approach for computing topologically persistent features that capture the innate 3D shape information from the point clouds to recognize occluded objects.

The key contributions of our work are as follows:

\begin{itemize}
  \item We develop a new slicing-based descriptor function to capture the detailed shape of objects while ensuring similarities in the descriptors of the occluded objects and the corresponding unoccluded objects.
  \item We propose a recognition framework aligned with visual object recognition in humans [19], based on the idea of \textit{object unity}, a human reasoning mechanism [20].
  \item We show that our method outperforms two state-of-the-art deep learning-based methods for point cloud classification in cluttered environments with a wide variety of objects.
\end{itemize}

II. MATHEMATICAL PRELIMINARIES

In topological data analysis (TDA), a point cloud is commonly represented using a simplicial complex. A simplicial complex $K$ is a finite union of simplices in $\mathbb{R}^n$ such that every face of a simplex from $K$ is also in $K$, and the non-empty intersection of any two simplices in $K$ is a face of both the simplices. Persistent homology is applied to compute the topological features of point clouds using such complexes. To compute the features, a filtration of simplicial complexes is constructed from the point cloud. A filtration is a nested sequence of complexes $K_1, \ldots, K_r$, such that $K_1 \subseteq \ldots \subseteq K_r = K$. A common way to generate such a filtration is to consider the sublevel sets $K_t = f_d^{-1}(]-\infty, t[)$ of a descriptor function $f_d : \mathbb{X} \rightarrow \mathbb{R}$ on a topological space $\mathbb{X}$ indexed by a parameter $t \in \mathbb{R}$. As $t$ increases from $(-\infty, \infty)$, topological features appear and disappear in the filtration, referred to as their \textit{birth} and \textit{death} times, respectively. This topological information is summarized in an $m$-dimensional persistence diagram (PD). An $m$-dimensional PD is a countable multiset of points in $\mathbb{R}^2$. Each point $(x, y)$ represents an $m$-dimensional hole born at a time $x$ and filled at a time $y$. The diagonal of a PD is a multiset $\Delta = \{(x, x) \in \mathbb{R}^2 | x \in \mathbb{R}\}$, where every point in $\Delta$ has infinite multiplicity. A persistence image (PI) is a stable and finite dimensional vector representation generated from a PD [21]. To obtain a PI, an equivalent diagram of birth-persistence points, i.e., $(x, y - x)$, is computed. These points are then regarded as a sum of Dirac delta functions, which are convolved with a Gaussian kernel over a rectangular grid of evenly sampled points to compute the PI.
III. Method

Given a real-world RGB-D image of a cluttered scene and the corresponding instance segmentation map, our goal is to recognize all the objects in the scene based on their 3D shape information. First, we generate the individual point clouds of all the objects in the scene using the depth image. We then perform view normalization [19] to suitably align every point cloud and compute its slicing-based topological descriptor. We then perform recognition using a library of classifiers trained using synthetic images. Fig. 2 shows the proposed framework. The following subsections describe the steps in the framework.

A. View normalization

Consider an object point cloud $P$ in $\mathbb{R}^3$. To obtain the desired alignment, we first compute the minimal volume bounding box of $P$ using a principal components analysis (PCA)-based approximation of the O’Rourke’s algorithm [22]. The bounding box is oriented such that the coordinate axes are ordered with respect to the principal components. We then rotate the point cloud such that the minimal volume bounding box of the rotated point cloud is aligned with the coordinate axes. We then perform translation such that the resultant point cloud lies in the first octant. Last, the point cloud is rotated by an angle $\alpha$ about the $y$-axis to obtain $\tilde{P}$.

B. Slicing-based descriptor generation

To obtain a slicing-based descriptor of $\tilde{P}$, first, we slice $\tilde{P}$ along the $z$-axis to get slices $S^i$, where $i \in \mathbb{Z} \cap [0, \frac{h}{\sigma_1}]$. Here, $h$ is the dimension of the axis-aligned bounding box of $\tilde{P}$ along the $z$-axis, and $\sigma_1$ represents the desired ‘thickness’ of the slices. Let $p = (p_x, p_y, p_z)$ be a point in $\tilde{P}$. The slices $S^i$ can be obtained as follows.

$$S^i := \left\{ p \in \tilde{P} \mid i\sigma_1 \leq p_z < (i+1)\sigma_1 \right\}.$$  

Let $s = (s_x, s_y, s_z)$ represent a point in $S^i$. For every slice $S^i$, we modify the $z$-coordinates $\forall s \in S^i$ to $s'_z$, where $s'_z = i\sigma_1$.

We then design a descriptor function to build a filtration from every slice. The function is designed to mimic further slicing of the slice along the $x$-axis, thereby capturing the shape of the slice in the PD. To obtain the PDs, first, we compute a set of origin points, $O^i$, and a set of termination points, $T^i$, for every slice $S^i$. Let $o = (o_x, o_y, o_z)$ and $t = (t_x, t_y, t_z)$ represent a point in $O^i$ and $T^i$, respectively. The sets $O^i$ and $T^i$ can be constructed as follows.

$$O^i := \left\{ o \mid o \in \mathbb{Z} \cap [0, \frac{h}{\sigma_2}] \mid o_x = (j+1)\sigma_2, \right.$$  

$$o_y = \inf(\{s_y \mid s \in S^i \mid j\sigma_2 \leq s_x < (j+1)\sigma_2\}) + \epsilon_1, \right.$$  

$$o_z = i\sigma_1 + \epsilon_1 \right\},$$  

$$T^i := \left\{ t \mid t \in \mathbb{Z} \cap [0, \frac{h}{\sigma_2}] \mid t_x = (j+1)\sigma_2, \right.$$  

$$t_y = \sup(\{s_y \mid s \in S^i \mid j\sigma_2 \leq s_x < (j+1)\sigma_2\}), \right.$$  

$$t_z = i\sigma_1 + \epsilon_2 \right\},$$

where $w$ is the dimension of the axis-aligned bounding box of $S^i$ along the $x$-axis, $\sigma_2$ represents the desired ‘thickness’ of a slice if further slicing of $S^i$ is performed along the $x$-axis, and $\epsilon_1, \epsilon_2$ are arbitrarily small positive constants ($2\epsilon_1 < \epsilon_2$). For every slice $S^i$, we then modify the $x$-coordinates $\forall s \in S^i$ to $s'_x$ such that if $j\sigma_2 \leq s_x < (j+1)\sigma_2$, then $s'_x = (j+1)\sigma_2$.

The descriptor function, $f$, to construct a filtration from every $S^i$ is then defined as

$$f(a, b) = \begin{cases} 0 & \text{if } a, b \in T^i \\ g(a, b) & \text{otherwise} \end{cases}$$

where $a = (a_x, a_y, a_z)$ and $b = (b_x, b_y, b_z)$ are any two points in $S^i \cup \bigcup_{O^i} \cup T^i$. The function $g$ is computed as follows.

$$g(a, b) = \begin{cases} \infty & \text{if } a_x \neq b_x \text{ or } |a_z - b_z| = \epsilon_2 \\ a_x + |a_y - b_y| & \text{otherwise} \end{cases}.$$

Applying persistent homology to the filtrations gives us a PD for every $S^i$. We filter the PD such that for each unique value of birth, only the point with the highest persistence is retained. We then compute PIs from the PDs, vectorize and stack them into a single descriptor. Fig. 1 illustrates how the descriptor generation works for a sample object.

C. Recognition using library of trained models

1) Library generation: The object point clouds generated from depth images are partial, and the degree of missingness depends on the camera’s pose relative to the object. Therefore, we consider all the possible views of all the objects in the training set. Additionally, in cluttered environments, the occlusion of objects causes further incompleteness in the partial point clouds. However, all possible occlusion scenarios cannot be comprehensively captured through data. Therefore, we do not include the point clouds of the occluded objects in the training set. Instead, we perform recognition of partially occluded objects based on the principle of object unity. From here on, we refer to the partial point clouds of the unoccluded objects as complete object point clouds, and refer to the partial point clouds of occluded objects as incomplete object point clouds. We observe from Fig. 2 that the generated PIs for a mustard bottle in the presence and absence of occlusion have similarities: at test time, the PIs for the slices unaffected by occlusion are similar to the PIs of the corresponding slices of the complete point cloud at train

![Fig. 1. Example of an aligned object point cloud, $\tilde{P}$ in (a), the slices $S^0$ to $S^6$ obtained from it in (b), and a visual mapping between one of its slices $S^3$ in (c), and the corresponding birth-persistence diagram in (d) showing how the filtration mimics further slicing of $S^3$ across the $x$-axis.](image-url)
Fig. 2. Proposed framework for object recognition using the slicing-based descriptor
time. We use such similarity to construct a library of trained classifiers that facilitates object unity-based recognition.

Our training set consists of synthetic point clouds that are all to scale. We divide them into three groups based on the proximity of the viewpoints to the three main orthographic views. We call these the front, side, and top sets. We then align all the point clouds as described previously. Note that we perform data augmentation by mirroring the point clouds across the coordinate axes (in place) before completing the final rotation by $\alpha$. For every set, we begin by computing the slicing-based descriptor of every object point cloud only considering its first slice. We train a classification model (e.g., SVM) using the descriptors. We then consider the first two slices of every object point cloud. We compute the slicing-based descriptor accordingly and train a separate classification model. We continue this procedure until the last slice of the largest object has been considered. As the number of slices differs from object to object, we appropriately pad the descriptor before training any model to ensure that input vectors are all of the same size.

2) Using the library at test time: To recognize $\hat{P}$, we first obtain the areas of the three orthogonal faces of its minimal-volume bounding box. We assume that the camera pose is known, as is typical for mobile robots. We use it (after necessary transformations) to identify which of the three faces is in direct view. For simplicity, we call this the viewed face. We also use the camera’s distance from the center of $\hat{P}$ to ensure $\hat{P}$’s scale during descriptor computation is similar to the scale used for training. We then compare the area of the viewed face with the areas of the other two faces and use area-based heuristics to choose the model set(s) from the library for recognition. In some cases, we also use heuristics based on the curvature flow (equivalent to optical flow) of the surfaces corresponding to the faces.

Next, we use the depth value and the segmentation labels of the pixels surrounding the object corresponding to $\hat{P}$ to identify if the object is occluded. If the object is occluded, $\hat{P}$ has one or more missing slices. In this case, we ensure $\hat{P}$’s alignment is such that the first slice on the occluded end of the object is not the first slice during descriptor computation. We then identify the number of slices (say $n_s$) in $\hat{P}$. Then, from the chosen model set(s), we perform recognition using the model(s) that considers only $n_s$ slices. If the object is not occluded, we use the model(s) that considers the highest number of slices. Before using the model(s), $\hat{P}$’s descriptor is appropriately padded if required. For the case when multiple models are used, the prediction with the highest probability is chosen.

IV. EXPERIMENTS AND RESULTS

We use the YCB10 subset of the OCID dataset [23] for our experiments. It consists of real-world RGB-D images and instance segmentation maps for sequences of increasingly cluttered scenes with up to ten objects. The sequences are divided into three types - cuboidal (all the objects have sharp edges), curved (all the objects have smooth curved surfaces), and mixed (both cuboidal and curved objects are present). We consider nine different sequences from the subset, three of each type for performance evaluation. We use the Panda3D [24] framework and object meshes from [25] to obtain synthetic depth images of the objects for library generation. We set $\alpha = 45^\circ$, $\sigma_1 = 0.1$, and $\sigma_2 = 0.025$ to obtain...
suitable descriptors. Using these descriptors, we generate a separate library of SVMs trained with Platt scaling for every sequence. We perform five-fold cross validation and compare the performance of our method against two state-of-the-art point cloud classification methods, namely, DGCNN [16] and SimpleView [17], using the implementations provided by the latter. Fig. 3 shows the predictions on sample images from three different sequences.

Table I shows that our method outperforms DGCNN and SimpleView on all the test sequences. In the case of sequences with curved objects, our method is better at distinguishing between objects with similar geometry, such as the tennis ball, the golf ball, and the baseball (see Seq. 25 in Fig. 3). In the case of sequences with cuboidal objects, the overall performance of all the three methods is better than that for the curved objects. We believe that this trend is observed because the objects are more distinguishable (even though they are all of the same cuboidal geometry) due to larger variations in dimensions than the curved objects.

Our method outperforms DGCNN and SimpleView in this case too, albeit with a comparatively smaller margin. Our method achieves an even better performance in the case of mixed objects when the object geometries vary considerably. The performance of the other methods also improves, but not enough to outperform our method. As shown in Fig. 3, only our method correctly identifies the relatively heavily occluded objects in Seq. 31, i.e., the pitcher base and the tomato soup can. These results indicate that our slicing-based descriptor has more discriminative power than the other learned representations, especially in the presence of occlusion. We note that our method does face difficulty in certain occlusion scenarios. For example, all the methods are unable to recognize the objects when their centers are occluded (e.g., wood block in Seq. 33 from Fig. 3).

V. Conclusions

In this work, we present a new slicing-based topological descriptor for recognizing occluded objects in unseen indoor environments. We construct slicing-style filtrations of simplicial complexes from the object’s point cloud to obtain the descriptor. Our approach ensures similarities between the descriptors of the occluded and the corresponding unoccluded objects. We use this similarity to perform recognition based on the principle of object unity using a library of trained models. Comparisons with two state-of-the-art point cloud classification methods, DGCNN and SimpleView, show that our method has the best performance in all the test sequences of a benchmark RGB-D dataset. In the future, we plan to evaluate the performance of our method by replacing SVMs with other classifiers and incorporate object appearance information to further improve recognition performance.
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