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ABSTRACT: In this manuscript the existence and uniqueness of an impulsive fractional dynamic equation on time scales involving non-local initial condition with the help of Caputo nabla derivative has been investigated. The existence of the solution is based on the nonlinear alternatives Leray-Schauder’s type fixed point theorem along with the Banach contraction theorem. The comparison of Caputo nabla derivative and Riemann-Liouville nabla derivative of fractional order is also discussed in the context of time scale.
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1. Introduction

In our real world, some situation may arise which cannot be modeled in entirely continuous phenomena or in entirely discrete phenomena, in such situation we need a common domain which justify both the conditions. On the basis of unification of these conditions Stefan Hilger introduced a common domain called time scale $\mathbb{T}$ which unifies both continuous and discrete calculus [16,17]. Dynamic equations on time scale were introduced to solve this kind of model which is a combination of both the differential and difference equation. Many researchers worked on dynamic equation in linear and non linear form involving local initial and boundary conditions. Some authors have discussed the dynamic equation using the tool of fractional calculus due to the accuracy and advantage in the physical interpretation. For detailed study of fractional dynamic equations by Caputo, Riemann-Liouville, Caputo-Hadamard and many others, readers can go through the manuscripts [4,6,8,9,12,29,24,26,30,32] and the references therein.

In real world situation, we have seen some equations where the systems are allowed to undergo some sudden perturbation, whose duration can be negligible in comparison with the duration of the process. In this case the solution of these equations may have jump discontinuities at time $\theta_1 < \theta_2 < \theta_3 < \cdots$, given in the form $p(\theta^+_k) - p(\theta^-_k) = \mathcal{F}_k(\theta_k, p(\theta^-_k))$. The dynamic equations having jump discontinuities for their solutions are called impulsive dynamic equations. The theory have interesting applications in the branch of mathematical modeling of different types of real world situation which require sudden changes at a particular time of their evolution, for example: natural disaster, particular diseases, etc. Work related to impulsive dynamic equations can be seen in the manuscripts [13,18,19,26] and the reference therein. In recent time, several researchers and authors have shown their attention in the topic of impulsive dynamic equations on time scales. However a few number of works have been seen in the impulsive dynamic equation by using the fractional calculus on time scales with non local initial condition.
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In the manuscript [26], the authors discussed the impulsive dynamic equation in terms of non local initial condition, whereas in [18,19], the authors investigated the fractional dynamic equation with instantaneous and non-instantaneous impulses with local initial condition by using the tools of delta (Hilger) derivative. A dynamic model with non local initial conditions are applicable in all branches of science and engineering, due to the advantage of using non local initial conditions such as, the measurement at more places which can be incorporated to get a better model. For detailed study of the advantages of non-local initial conditions, one can see [2] and the references therein.

So motivated by aforementioned work, it is worthwhile to study the impulsive fractional dynamic equation with non-local initial condition of the type:

\[
\begin{align*}
\left\{ \begin{array}{ll}
C^{D_w}\rho(\theta) = \mathcal{L}(\theta, p(\theta), C^{D_w}p(\theta)), & \theta \in \mathcal{I}_T, \theta \neq \theta_k \\
p(\theta_k^+) - p(\theta_k^-) = \mathcal{I}_k(\theta_k, p(\theta_k^-)), & k = 1, 2, 3, \ldots, n \\
p(0) = \phi(p),
\end{array} \right.
\]

(1.1)

where \( k \in \mathbb{N} \cup \{0\} \), and \( \mathcal{I}_T = [0, T] \cap \mathbb{T} \), for \( T \in \mathbb{T} \), denote the time scale interval. \( \mathcal{L} : \mathcal{I}_T \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is a left dense(ld) continuous function, and \( C^{D_w}\rho(\theta) \) denotes the Caputo nabla derivative of order \( w \in (0, 1) \) which is discussed later in the paper. We assume that \( 0 < \theta_0 < \theta_1 < \theta_2 < \theta_3 < \ldots < \theta_n < \theta_{n+1} = T \), which represents the impulse at a certain moment, and the term \( p(\theta_k^+) = \lim_{d \to 0^+} p(\theta + d) \) and \( p(\theta_k^-) = \lim_{d \to 0^-} p(\theta - d) \) represents the right and left limits of the function \( p \) at \( \theta = \theta_k \) in the context of time scales. \( \mathcal{I}_k \) is a continuous real valued function on \( \mathbb{R} \) for each \( k = 1, 2, 3, \ldots, m \) and \( \mathcal{I}_k(\theta_k, p(\theta_k^-)) \) are the impulses acted on the time scale interval \( \mathcal{I}_T \) which will be specified later.

The manuscript is organized as follows. In Section 2, we have presented some auxiliary results related to fractional dynamic equation on time scale, which will be required to show our main findings. In Section 3, we compare the Riemann-Liouville and Caputo nabla derivative in the context of time scale. In Section 4, we have given the existence and uniqueness theorem of an impulsive fractional dynamic equation with non local initial condition. In Section 5, we provided an example, which makes the manuscript easier to understand. Finally, conclusion of the paper is presented in Section 6.

2. Auxiliary results

**Definition 2.1.** [29] A function \( \rho : \mathbb{T} \to \mathbb{R} \), defined by \( \rho(\theta) = \{ \zeta \in \mathbb{T} : \zeta < \theta \} \) is said to be backward jump operator. Any \( \theta \in \mathbb{T} \) is said to be left dense if \( \rho(\theta) = \theta \) and if \( \rho(\theta) = \theta - 1 \), then \( \theta \) is said to be a left scattered point on \( \mathbb{T} \). If \( \mathbb{T} \) has a minimum right scattered point say \( y \), then set \( \mathbb{T}_V = \mathbb{T} \setminus \{y\} \), else \( \mathbb{T}_V = \mathbb{T} \).

**Definition 2.2.** [26] A function \( x : \mathbb{T} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is said to be left dense continuous function, if \( x(\cdot, u, v) \) is left dense continuous on \( \mathbb{T} \) for each ordered pair \( (\theta, \zeta) \in \mathbb{R} \times \mathbb{R} \). And \( x(\cdot, \cdot, \cdot) \) is continuous on \( \mathbb{R} \times \mathbb{R} \) for fixed point \( \theta \in \mathbb{T} \).

**Remark:** The set of all left dense continuous function from \( \mathbb{T} \) to \( \mathbb{R} \) is denoted by \( \mathcal{C}(\mathbb{T}, \mathbb{R}) \).

**Definition 2.3.** [19] Consider a function \( g : \mathbb{T} \to \mathbb{R} \). Let \( \mathcal{G} \) be a function such that \( \mathcal{G}(\theta) = g(\theta) \), for each \( \theta \in \mathbb{T}_V \), then the nabla integral is presented by

\[
\int_a^\theta g(x)\nabla x = \mathcal{G}(x) - \mathcal{G}(a).
\]

**Proposition 2.4.** [6] Let \( g \) be an increasing continuous function on the time scale interval \([0, T] \cap \mathbb{T}\). If \( \mathcal{G} \) is the extension of \( g \) in the real line interval \([0, T] \), \( T \in \mathbb{R} \), one can get

\[
\mathcal{G}(\theta) = \begin{cases} 
g(\theta), & \text{if } \theta \in \mathbb{T}, \\
g(\zeta), & \text{if } \theta \in (\theta, \rho(\theta)) \notin \mathbb{T},
\end{cases}
\]

then

\[
\int_r^u g(\theta)\nabla \theta \leq \int_r^u \mathcal{G}(\theta)d\theta,
\]

(2.1)

for \( r, u \in [0, T] \cap \mathbb{T} \), such that \( r < u \).
Definition 2.5. [29, Higher order nabla derivative] Assume \( \mathcal{H} : T_{\mathbb{V}} \to \mathbb{R} \) is a ld continuous function on a time scale \( T \). The second order nabla derivative \( \mathcal{H}^{(2)} \) can be defined, provided \( \mathcal{H} \) is differentiable on \( T_{\mathbb{V}}^{(2)} \) with derivative \( \mathcal{H}^{(2)} = (\mathcal{H}^{(1)})' : T_{\mathbb{V}}^{(2)} \to \mathbb{R} \). Similarly, proceeding up to \( n \)th order we get \( \mathcal{H}^{(n)} : T_{\mathbb{V}}^n \to \mathbb{R} \), it is attained by cut out \( n \) right scattered left end points from \( T \).

Definition 2.6. [29] Let \( \mathcal{H} : T_{\mathbb{V}} \to \mathbb{R} \) be a ld continuous function, such that \( \mathcal{H}^{(n)}(\theta)(n\text{th order of nabla derivative}) \) is exists. Then the Caputo nabla derivative is defined as

\[
C^\mathcal{D}_a^w \mathcal{H}(\theta) = \frac{1}{\Gamma(n-w)} \int_a^\theta (\theta - \rho(\zeta))^{n-w-1} \mathcal{H}^{(n)}(\zeta) \nabla \zeta,
\]

for \( n = [w] + 1 \). If \( w \in (0, 1) \), then

\[
C^\mathcal{D}_a^w \mathcal{H}(\theta) = \frac{1}{\Gamma(1-w)} \int_a^\theta (\theta - \rho(\zeta))^{-w} \mathcal{H} \nabla \zeta,
\]

where \([x]\) is used to denote the greatest integer function.

Definition 2.7. [29] Let \( \mathcal{H} \) be any ld continuous function define on the set \( T_{\mathbb{V}} \), then the Riemann-Liouville nabla derivative of order \( w \in (0, 1) \) is defined as

\[
\mathcal{D}_a^w x(t) = \frac{1}{\Gamma(1-w)} \left( \int_{\theta_0}^t (\theta - \rho(\zeta))^{-w} x(\zeta) \nabla \zeta \right) \nabla.
\]

Definition 2.8. [6, Definition 13] Let \( \mathcal{H} : T_{\mathbb{V}} \to \mathbb{R} \) be an integrable function. Then the Riemann-Liouville nabla fractional integral of \( \mathcal{H} \) is given by

\[
\mathcal{D}_a^{-w} \mathcal{H}(\theta) = \mathcal{D}_a^w \mathcal{H}(\theta) = \frac{1}{\Gamma(w)} \int_{\theta_0}^\theta (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta.
\]

The Riemann-Liouville nabla integral always satisfies the condition

\[
\mathcal{D}_a^w \mathcal{D}_a^w \mathcal{H}(\theta) = \mathcal{D}_a^{w+1} \mathcal{H}(\theta).
\]

Lemma 2.9. [6, Definition 13] If \( p(\theta) \) be a ld continuous function, then

\[
\begin{cases}
\mathcal{D}^w \mathcal{D}^w p(\theta) = p(\theta) \\
\mathcal{D}^w \mathcal{D}^{w-1} p(\theta) = \mathcal{D}^{w-1} p(\theta).
\end{cases}
\]

Definition 2.10. [19] Let \( \mathcal{D} \subset \mathcal{C}(T, \mathbb{R}) \) be a set. Then \( \mathcal{D} \) is a relatively compact, if it is bounded and equicontinuous simultaneously.

Definition 2.11. [26] A mapping \( \mathcal{H} : A \to B \) is completely continuous, if for a bounded subset \( B \subseteq A \), \( \mathcal{H}(B) \) is relatively compact in \( A \).

Definition 2.12. [18, Nonlinear alternatives Leray-Schauder’s type fixed point theorem] Let \( X \) be a Banach space with \( C \subseteq X \) closed and convex. Assume \( U \) is a relatively open subset of \( C \) with \( \theta \in U \) and \( G : U \to C \) is a compact map. Then either,

(i) \( G \) has a fixed point in \( U \); or
(ii) there is a point \( u \in \delta U \) and \( \lambda \in (0, 1) \) with \( u = \lambda G(u) \).

Definition 2.13. [26] If \( \mathcal{L} : T_{\mathbb{V}} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is a ld continuous function, then for \( w \in (0, 1) \), a function \( p \) is a solution of

\[
C^\mathcal{D}_a^w p(\theta) = \mathcal{L}(\theta, p(\theta), C^\mathcal{D}_a^w p(\theta)), p(\theta)|_{\theta=0} = \phi(p)
\]

if and only if \( p \) is the solution of the integral equation

\[
p(\theta) = \phi(p) + \frac{1}{\Gamma(w)} \int_0^\theta (\theta - \rho(x))^{w-1} \mathcal{L}(x, p(x), C^\mathcal{D}_a^w p(x)) \nabla x.
\]

(2.2)
3. Comparison of Riemann-Liouville and Caputo nabla derivative

**Proposition 3.1.** For any \( w \in \mathbb{R} \), let \( m - 1 < w < m, m \in \mathbb{N} \) such that \( C D_{\theta}^w \mathcal{G}(\theta) \) is exist in the time scale \( \mathbb{T} \), then

\[
C D_{\theta}^w \mathcal{G}(\theta) = \mathcal{D}_{\theta}^w \mathcal{G}(\theta) - \sum_{v=0}^{m-1} \frac{(\theta - \alpha)^v}{\Gamma(v+1)} \mathcal{G}^{(v)}(\alpha).
\]

**Proof.** The proof is obvious from the definition 2.12 and 2.13. \( \square \)

**Theorem 3.2.** For any \( \theta \in \mathbb{T}^w \), the Caputo nabla derivative and Riemann-Liouville nabla derivative of the order \( w \), where \( m = [w] + 1 \) satisfies the following relation:

\[
C D_{\alpha}^w \mathcal{G}(\theta) = D_{\alpha}^w (\mathcal{G}(\theta) - \sum_{v=0}^{m-1} \frac{(\theta - \alpha)^v}{\Gamma(v+1)} \mathcal{G}^{(v)}(\alpha)),
\]

for a fixed point \( \alpha \in \mathbb{T} \).

The proof of this theorem is based on the Taylor’s theorem defined in [30, Theorem 10].

**Proof.** Let us consider a ld continuous function \( \mathcal{G} \) which is \( n \) times nabla differentiable, then for any fixed \( \alpha \in \mathbb{T} \) and \( m \in \mathbb{N} \cup \{0\}, m < n \) one can get

\[
\mathcal{G}(\theta) = \sum_{v=0}^{m-1} \frac{(\theta - \alpha)^v}{\Gamma(v+1)} \mathcal{G}^{(v)}(\alpha) + \frac{1}{\Gamma(m)} \int_\alpha^\theta (\theta - \rho(\zeta)) \mathcal{G}^{(m)}(\zeta) d\zeta
\]

\[
= \sum_{v=0}^{m-1} \frac{(\theta - \alpha)^v}{\Gamma(v+1)} \mathcal{G}^{(v)}(\alpha) + \mathcal{D}_{\alpha}^m \mathcal{G}(\theta).
\]

(3.1)

Now taking the Riemann-Liouville derivative \( D_{\alpha}^w \) of order \( w \) in both side of Equation (3.1) and using Lemma 2.9 and Proposition 3.1,

\[
D_{\alpha}^w \mathcal{G}(\theta) = \sum_{v=0}^{m-1} \frac{(\theta - \alpha)^v}{\Gamma(v+1)} \mathcal{D}_{\alpha}^w \mathcal{G}^{(v)}(\alpha) + \mathcal{D}_{\alpha}^w \mathcal{D}_{\alpha}^m \mathcal{G}(\theta)
\]

\[
= \sum_{v=0}^{m-1} \frac{(\theta - \alpha)^v}{\Gamma(v+1)} \mathcal{D}_{\alpha}^w \mathcal{G}^{(v)}(\alpha) + \mathcal{D}_{\alpha}^m \mathcal{D}_{\alpha}^w \mathcal{G}(\theta)
\]

\[
= \sum_{v=0}^{m-1} \frac{(\theta - \alpha)^v}{\Gamma(v+1)} \mathcal{G}^{(v)}(\alpha) + C D_{\alpha}^w \mathcal{G}(\theta).
\]

(3.2)

From the above we obtain

\[
C D_{\alpha}^w \mathcal{G}(\theta) = D_{\alpha}^w \mathcal{G}(\theta) - \sum_{v=0}^{m-1} \frac{(\theta - \alpha)^v}{\Gamma(v+1)} \mathcal{G}^{(v)}(\alpha)
\]

\[
= D_{\alpha}^w \mathcal{G}(\theta) - \sum_{v=0}^{m-1} \frac{(\theta - \alpha)^v}{\Gamma(v+1)} \mathcal{G}^{(v)}(\alpha).
\]

(3.3)

\( \square \)

**Proposition 3.3.** If \( w \in (0,1) \), then \( m = 1 \). Hence, from the equation (3.3)

\[
C D_{\alpha}^w \mathcal{G}(\theta) = D_{\alpha}^w (\mathcal{G}(\theta) - \mathcal{G}(\alpha)).
\]

**Case 1:** If the initial condition \( \mathcal{G}(\alpha) \to 0 \), as \( \alpha \to 0 \), then

\[
C D_{\alpha}^w \mathcal{G}(\theta) = D_{\alpha}^w \mathcal{G}(\theta).
\]

(3.4)
Thus the Caputo nabla derivative of order $w \in (0,1)$ coincide with the Riemann-Liouville nabla derivative.

Case 2: If $w \in \mathbb{N}$, and applying the equation (3.1) in equation (3.2), then using the Lemma 2.9, we obtain

$$C D^m_{\alpha} \mathcal{S}(\theta) = D^m_{\alpha} (\mathcal{S}(\theta) - \sum_{v=0}^{m-1} (\theta - \alpha)^v \mathcal{S}(\alpha))$$

$$= D^m_{\alpha} \mathcal{S}^{(m)}(\theta)$$

Thus the Caputo nabla derivative is coincide with the nabla derivative.

**Remark 3.4.** When the initial condition is given in terms of real order in any types of dynamic equation involving impulses, the application of Caputo nabla derivative is mostly preferable over the Riemann-Liouville derivative due to its physical interpretation see [6,20]. However in terms of integral order the accuracy of Caputo nabla derivative and Riemann-Liouville nabla derivative are almost same.

## 4. Existence and uniqueness of impulsive fractional dynamic equation

The dynamic equation (1.1) can be compared with a model of population dynamics with a stop start phenomena, where $p(\theta)$ is a population of a particular species of insect at a time $\theta$. If we include a toxic effect on that particular species, and we noticed the change of population which is presented by the Caputo derivative operator $C D^w p(\theta)$ (at the initial stage of time) of order $w$, with respect to time $\theta$ on the interval $I_T = [0, T] \cap T$. Now we consider the case where at certain moments $\theta_1, \theta_2, \theta_3, \cdots$ such that $0 < \theta_1 < \theta_2 < \cdots, \theta_m < \theta_{m+1} = T$, $\lim_{k \to \infty} \theta_k = \infty$, impulse effect act on the population "momentarily", so that the population $p(\theta)$ varies by jump. And $p(\theta_k^+)$ and $p(\theta_k^-)$ present the population of the species before and after the impulsive effect at the time $\theta_k$.

Consider a set of all ld continuous function $\mathcal{C}(I_T, \mathbb{R})$ from $I_T$ to $\mathbb{R}$. Set $I_0 = [0, \theta_1]$ and $I_k = [\theta_k, \theta_{k+1}]$, for each $k = 1, 2, 3, \cdots, m$.

Consider

$$\mathcal{P}(I_T, \mathbb{R}) = \{ p : I_k \to \mathbb{R}, p \in \mathcal{C}(I_T, \mathbb{R}), \text{and} \ p(\theta_k^+) \text{ and } p(\theta_k^-) \text{ exist with } p(\theta_k^-) = p(\theta_k), k = 1, 2, 3, \cdots, m \}$$

and

$$\mathcal{P}^1(I_T, \mathbb{R}) = \{ p : I_k \to \mathbb{R}, p \in \mathcal{C}^1(I_T, \mathbb{R}), k = 1, 2, 3, \cdots, m \}$$

where $\mathcal{P}^1(I_T, \mathbb{R})$ is the set of all function from $I_k$ to $\mathbb{R}$ which is ld continuously nabla differentiable function.

The set $\mathcal{P}(I_T, \mathbb{R})$ is a Banach space coupled with the norm $||p||_{\mathcal{P}C} = \sup_{\theta \in I_T} |p(\theta)|$.

**Definition 4.1.** A function $p \in \mathcal{P}^1(I_T, \mathbb{R})$ is called a solution of the equation (1.1), if $p$ satisfies the equation (1.1) on $I_T$ involving the condition $p(\theta_k^+) - p(\theta_k^-) = \mathcal{J}_k(\theta_k, p(\theta_k^+))$ and $p(0) = \phi(T)$.

**Lemma 4.2.** Consider a ld continuous function $\mathcal{H} : I_T \to \mathbb{R}$. Then the solution of the problem is

$$\begin{cases}
C D^w p(\theta) = \mathcal{H}(\theta), & \theta \in I_T, \theta \neq \theta_k \\
p(\theta_k^+) - p(\theta_k^-) = \mathcal{J}_k(\theta_k, p(\theta_k^+)), & k = 1, 2, 3, \cdots, m \\
p(0) = \phi(p)
\end{cases}$$

specified by the integral equation

$$p(\theta) = \begin{cases}
\phi(p) + \frac{1}{1(w)} \int_{\theta_1}^{\theta} (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta, & \theta \in I_0 \\
\phi(p) + \frac{1}{1(w)} \sum_{i=1}^{k} \int_{\theta_i}^{\theta} (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta + \sum_{i=1}^{k} \mathcal{J}_i(\theta_i, p(\theta_i^-)), & \theta \in I_k.
\end{cases} (4.2)$$
Proof. If $\theta \in J_0$, then the solution of the equation (4.1) is given by
\begin{equation}
    p(\theta) = \phi(p) + \frac{1}{\Gamma(w)} \int_0^{\theta} (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta.
\end{equation}

For $\theta \in J_1$, the problem
\begin{equation*}
\begin{cases}
    C_\mathcal{D}^w p(\theta) = \mathcal{H}(\theta), \\
    p(\theta_i^+) - p(\theta_i^-) = \mathcal{J}_1(\theta_1, p(\theta_1)),
\end{cases}
\end{equation*}
hold the solution
\begin{equation}
    p(\theta) = p(\theta_i^+) + \frac{1}{\Gamma(w)} \int_{\theta_i}^{\theta} (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta.
\end{equation}

Again,
\begin{equation}
    p(\theta_i^+) - p(\theta_i^-) = \mathcal{J}_1(\theta_1, p(\theta_1)),
\end{equation}

Applying equation (4.5) in equation (4.4) then
\begin{equation*}
    p(\theta) = p(\theta_i^+) + \mathcal{J}_1(\theta_1, p(\theta_i^-)) + \frac{1}{\Gamma(w)} \int_{\theta_i}^{\theta} (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta
\end{equation*}
which follows that
\begin{equation*}
    p(\theta) = \phi(p) + \mathcal{J}_1(\theta_1, p(\theta_i^-)) + \frac{1}{\Gamma(w)} \int_{\theta_i}^{\theta} (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta
\end{equation*}
\begin{equation*}
    + \frac{1}{\Gamma(w)} \int_0^{\theta} (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta, \ \theta \in J_1.
\end{equation*}

Generalizing in this way, by using the principle of mathematical induction, for $\theta \in J_k$, $k = 1, 2, 3, \ldots, m$ one can conclude that
\begin{equation*}
    p(\theta) = \phi(p) + \frac{1}{\Gamma(w)} \int_{\theta_k}^{\theta} (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta + \sum_{i=1}^{k} \frac{1}{\Gamma(w)} \int_{\theta_i}^{\theta} (\theta - \rho(\zeta))^{w-1} \mathcal{H}(\zeta) \nabla \zeta
\end{equation*}
\begin{equation*}
    + \sum_{i=1}^{k} \mathcal{J}_i(\theta_1, p(\theta_i)), \ k = 1, 2, 3, \ldots, m.
\end{equation*}

To establish the existence and uniqueness solution of the equation (1.1), we need to assume the following conditions:

(A1) The mapping $\mathcal{L} : J_T \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a ld continuous and there must have constants $\mathcal{H} > 0$ and $0 < \mathcal{F} < 1$ which satisfies
\begin{equation*}
    |\mathcal{L}(\theta, \zeta_1, \zeta_2) - \mathcal{L}(\theta, \eta_1, \eta_2)| \leq \mathcal{H} |\zeta_1 - \eta_1| + \mathcal{F} |\zeta_2 - \eta_2|, \ \forall \theta \in J,
\end{equation*}
$\zeta_i, \eta_i \in \mathbb{R}$ for $i = 1, 2$.

(A2) There exist constants $\mathcal{A} > 0, \mathcal{F} > 0$ and $0 < \mathcal{E} < 1$, such that
\begin{equation*}
    |\mathcal{L}(\theta, \zeta, \eta)| \leq \mathcal{A} + \mathcal{F} |\zeta| + \mathcal{E} |\eta|, \ \forall \zeta, \eta \in \mathcal{J}.
\end{equation*}

(A3) The function $\mathcal{J}_k(\theta, p)$ is continuous for all $k = 1, 2, 3, \ldots, m$ and satisfies the following:

(I) There exist a positive constant $\mathcal{M}_k$ for $k = 1, 2, 3, \ldots, m$ such that
\begin{equation*}
    |\mathcal{J}_k(\theta, p)| \leq \mathcal{M}_k, \forall \theta \in J_k, p \in \mathbb{R}.
\end{equation*}

(II) There exists a positive constants $\mathcal{L}_k$, for $k = 1, 2, 3, \ldots, m$ such that
\begin{equation*}
    |\mathcal{J}_k(\theta, p) - \mathcal{J}_k(\theta, h)| \leq \mathcal{L}_k |p - h|, \ \forall \theta \in J_k, \ p, h \in \mathbb{R}.
\end{equation*}

(A4) There must have a non negative increasing function $\mu : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ such that
\[ \phi(\theta) - \phi(\zeta) \leq H|\theta - \zeta| \text{ for } \theta, \zeta \in I_T. \]

The next theorem is based on the Banach contraction theorem [24].

**Theorem 4.3.** If all the conditions \((A_1) - (A_4)\) and
\[ \sum_{i=1}^{m} L_i + H + \frac{H T^{w(m+1)}}{1 - \delta} < 1 \]
are hold, then equation (1.1) must contain a solution on the interval \(I_T\).

**Proof.** Let \(C D^w p(\theta) = h(\theta)\). Consider a set \(\Pi \subseteq \mathcal{P}(J_k, \mathbb{R})\), such that
\[ \Pi = \{ p \in \mathcal{P}^1(J_k, \mathbb{R}) : ||p||_{\mathcal{P}} \leq \sigma \}, \]
and an operator \(X : \Pi \rightarrow \Pi\) such that
\[ X(p)(\theta) = \phi(p) + \frac{1}{\Gamma(w)} \int_{\theta}^{\theta_i} \left( \theta - \rho(\zeta) \right)^{w-1} \mathcal{L}(\theta, p(\theta), C D^w p(\theta)) \nabla \zeta, \]
for \(\theta \in J_0\). And
\[ X(p)(\theta) = \phi(p) + \frac{1}{\Gamma(w)} \sum_{i=1}^{k} \int_{\theta_i-1}^{\theta_i} \left( \theta - \rho(\zeta) \right)^{w-1} \mathcal{L}(\theta, p(\theta), h(\theta)) \nabla \zeta + \sum_{i=1}^{k} \mathcal{J}(\theta_i, p(\theta_i-)) \]
\[ + \frac{1}{\Gamma(w)} \int_{\theta_k}^{\theta} \left( \theta - \rho(\zeta) \right)^{w-1} \mathcal{L}(\theta, p(\theta), C D^w p(\theta)) \nabla \zeta, \]
for \(\theta \in J_k, \ k = 1, 2, 3, ..., m\).

**Case 1:** When \(\theta \in J_k\), then for any \(p \in \Pi\), we get
\[ ||X(p)(\theta)|| = ||\phi(p)|| + \frac{1}{\Gamma(w)} \sum_{i=1}^{k} \int_{\theta_i-1}^{\theta_i} \left( \theta - \rho(\zeta) \right)^{w-1} h(\zeta) \nabla \zeta \]
\[ + \sum_{i=1}^{k} \mathcal{J}(\theta_i, p(\theta_i-)) || + \frac{1}{\Gamma(w)} \int_{\theta_k}^{\theta} \left( \theta - \rho(\zeta) \right)^{w-1} h(\zeta) \nabla \zeta, \]
where \(h \in \Pi\), \(\theta \in I_T\), then from the Equation (1.1) we get \(h = \mathcal{L}(\theta, p, h)\). Hence
\[ ||h|| = ||\mathcal{L}(\theta, p, h)|| \]
\[ \leq \mathcal{A} + \mathcal{F} ||p(\theta)|| + \mathcal{E} ||h(\theta)|| \]
\[ \leq \mathcal{A} + \mathcal{F} \sigma + \mathcal{E} \frac{\mathcal{A}}{1 - \mathcal{E}}. \] (4.6)

Again taking the norm of \(\mathcal{P}(I_T, \mathbb{R})\), in (4.6) then
\[ ||h||_{\mathcal{P}} \leq \frac{\mathcal{A} + \mathcal{F} \sigma}{1 - \mathcal{E}}, \]
where \(||\mathcal{A}||_{\mathcal{P}} = \mathcal{A}\).

Using the proposition 2.4, along with the condition of Case 1, we get
\[ ||X(p)||_{\mathcal{P}} = \sup_{\theta \in I_T} |X(p)(\theta)| \]
\[ \leq \mu ||p|| + \sum_{i=1}^{m} \mathcal{M}_i + \frac{\mathcal{A} + \mathcal{F} ||p||}{(1 - \mathcal{E}) \Gamma(w)} \left[ \sum_{i=1}^{m} \int_{\theta_i-1}^{\theta_i} (\theta - \zeta)^{w-1} d\zeta + \int_{\theta_k}^{\theta} (\theta - \zeta)^{w-1} d\zeta \right] \]
\[ \leq \mu \sigma + \sum_{i=1}^{m} \mathcal{M}_i + \frac{T^w(\alpha + \mathcal{F} \sigma)(m+1)}{\Gamma(w+1)(1 - \mathcal{E})} \]
\[ \leq \sigma, \] (4.7)
where
\[
\sigma = \sum_{i=1}^{m} \mathcal{M}_i + \frac{(m+1)T^\omega \alpha}{1 - \mu + \frac{(m+1)\Gamma(w+1)(1-\sigma)}{\Gamma(w+1)(1-\sigma)}}
\]

Case 2: If $\theta \in I_0$, by the similar way one can obtain
\[
||Xp||_{\mathcal{L}_\sigma} \leq \mu \sigma + \frac{T^w (\alpha + \mathcal{F} \sigma)}{1 - \mathcal{F}} \Gamma(w+1)
\]
\[
\leq \sigma. \quad (4.8)
\]

Thus from (4.8), $||Xp||_{\mathcal{L}_\sigma} \leq \sigma$. Hence $\mathcal{X}(\Pi)$ is bounded. Again for $p, q \in \Pi$

\[
||Xp - Xq||_{\mathcal{L}_\sigma} = \sup_{\theta \in I_0} |(Xp)(\theta) - (Xq)(\theta)|
\]
\[
\leq \sum_{i=1}^{k} |\mathcal{L}_i(\theta_i, p(\theta_i^-)) - \mathcal{L}_i(\theta_i, q(\theta_i^-))| + \frac{1}{\Gamma(w)} \int_{\theta_i}^{\theta} |(\theta - \rho(\zeta))^{-1} (h(\zeta) - g(\zeta))\nabla \zeta|
\]
\[
+ \frac{1}{\Gamma(w)} \sum_{i=1}^{k} \int_{\theta_i}^{\theta} |(\theta - \rho(\zeta))^{-1} (h(\zeta) - g(\zeta))\nabla \zeta| + |\phi(p) - \phi(q)|, \quad (4.9)
\]

where $g \in \Pi$, then $g(\theta) = \mathcal{L}(\theta, q(\theta), g(\theta))$, and for $\theta \in I_T$, one can get
\[
|h(\theta) - g(\theta)| = |\mathcal{L}(\theta, p(\theta), h(\theta)) - \mathcal{L}(\theta, q(\theta), g(\theta))|
\]
\[
\leq \mathcal{K} |p(\theta) - q(\theta)| + \mathcal{F} |h(\theta) - g(\theta)|
\]
\[
\leq \frac{\mathcal{K} |p(\theta) - q(\theta)|}{1 - \mathcal{F}}. \quad (4.10)
\]

Taking the norm of $\mathcal{P}(I_T, \mathbb{R})$, then (4.10) become
\[
||h - g||_{\mathcal{L}_\sigma} \leq \frac{\mathcal{K} |p - q||_{\mathcal{L}_\sigma}}{1 - \mathcal{F}}. \quad (4.11)
\]

Using (4.11) in (4.9), and applying the Proposition 2.4 then

\[
||Xp - Xq||_{\mathcal{L}_\sigma} \leq \sum_{i=1}^{m} \mathcal{L}_i |p(\theta_i^-) - q(\theta_i^-)| + \frac{\mathcal{K} |p(\zeta) - q(\zeta)|}{(1 - \mathcal{F}) \Gamma(w)} \int_{\theta_i}^{\theta} |(\theta - \zeta)^{-1} d\zeta|
\]
\[
+ \mathcal{F} |p(\zeta) - q(\zeta)|\sum_{i=1}^{m} \int_{\theta_i}^{\theta} |(\theta - \zeta)^{-1} d\zeta| + \mathcal{K} |p - q|
\]
\[
\leq |p - q||_{\mathcal{L}_\sigma} m \mathcal{L} + \frac{\mathcal{K} T^w |p - q||_{\mathcal{L}_\sigma}}{(1 - \mathcal{F}) \Gamma(w + 1)} + \frac{m \mathcal{K} T^w |p - q||_{\mathcal{L}_\sigma}}{(1 - \mathcal{F}) \Gamma(w + 1)}
\]
\[
+ \mathcal{F} |p - q||_{\mathcal{L}_\sigma}
\]
\[
\leq \left( \sum_{i=1}^{m} \mathcal{L}_i + \frac{\mathcal{K} T^w (m + 1)}{(1 - \mathcal{F}) \Gamma(w + 1)} + \mathcal{F} \right) |p - q||_{\mathcal{L}_\sigma}. \quad (4.12)
\]

Similarly for $\theta \in I_0$

\[
||Xp - Xq||_{\mathcal{L}_\sigma} \leq \left( \mathcal{K} + \frac{\mathcal{K} T^w}{(1 - \mathcal{F}) \Gamma(w + 1)} \right) |p - q||_{\mathcal{L}_\sigma}. \quad (4.13)
\]
Thus from (4.12) and (4.13), we obtain
\[ ||Xp - Xq||_{\mathcal{P}} \leq \mathcal{U}||p - q||_{\mathcal{P}}, \]
where \( \mathcal{U} = \sum_{i=1}^{m} \mathcal{L}_i + \frac{\mathcal{K} T^w(m + 1)}{(1 - \mathcal{G})(w + 1)} + \mathcal{H}. \) Since \( \mathcal{U} < 1, \) so the operator \( X : \Pi \to \Pi \) is a contraction hence it has a fixed point by Banach contraction theorem, which is the solution of the equation (1.1).

The sufficient condition of the existence of solution of the equation (1.1) is based on the nonlinear alternatives Leray-Schauder’s type fixed point theorem (Definition 2.12).

\[ \square \]

**Theorem 4.4.** If the assumptions \((A_1) - (A_4)\) are satisfied and there exists a positive constant \( \beta \) such that
\[ \mu \beta + \sum_{i=1}^{m} \mathcal{A}_i + \frac{(m + 1)T^w(\mathcal{A} + \mathcal{F})}{\Gamma(w + 1)(1 - \mathcal{G})} < \beta, \]  
(4.14)
then Equation (1.1) has at least one solution in \( \mathcal{J}_T. \)

**Proof.** The proof of the theorem is presented in the following steps:

Step 1: The operator \( X : \Pi \to \Pi \) is continuous
Let \( \{p_n\} \) be a sequence of \( \Pi \) such that \( p_n \to p, \) then for each \( \theta \in \mathcal{J}_k, k = 1, 2, 3, \cdots, m \)
\[ ||Xp_n - Xq||_{\mathcal{P}} \]
\[ = \sup_{\theta \in \mathcal{J}_k} |(Xp_n)(\theta) - (Xq)(\theta)| \]
\[ \leq \sum_{i=1}^{m} \left| \mathcal{A}_i(\theta_i, p_n(\theta_i^-)) - \mathcal{A}_i(\theta_i, p(\theta_i^-)) \right| + \frac{1}{\Gamma(w)} \int_{\theta_i}^{\theta} (\theta - \zeta)^{w-1} (h_n(\zeta) - h(\zeta))d\zeta \]
\[ + \frac{1}{\Gamma(w)} \sum_{i=1}^{m} \int_{\theta_i-1}^{\theta_i} (\theta_i - \zeta)^{w-1} (h_n(\zeta) - h(\zeta))d\zeta + |\phi(p_n) - \phi(p)|, \]  
(4.15)
where \( h_n \in \Pi, \) such that \( h_n = \mathcal{L}(\theta, p_n, h_n) \) then for \( \theta \in \mathcal{J}_k \) one can get
\[ |h_n - h| = |\mathcal{L}(\theta, p_n, h_n) - \mathcal{L}(\theta, p, h)| \]
\[ \leq \mathcal{K}|p_n - p| + \mathcal{G}|h_n - h| \]
\[ \leq \frac{\mathcal{K}|p_n - p|}{1 - \mathcal{G}}, \]  
(4.16)
Taking the norm of \( \mathcal{P}(\mathcal{J}_T, \mathbb{R}), \) in (4.16) then
\[ ||h_n - h||_{\mathcal{P}} \leq \frac{\mathcal{K}}{1 - \mathcal{G}}||p_n - p||_{\mathcal{P}}. \]  
(4.17)
Using (4.17) in (4.15), then we obtain
\[ ||Xp_n - Xq||_{\mathcal{P}} \leq ||p_n - p||_{\mathcal{P}} \left( \sum_{i=1}^{m} \mathcal{L}_i + \frac{\mathcal{K} T^w(m + 1)}{(1 - \mathcal{G})(w + 1)} + \mathcal{H} \right). \]
If \( p_n \to p \) as \( n \to \infty, \) then \( ||Xp_n - Xq||_{\mathcal{P}} \to 0. \) Hence the operator is continuous.
For \( \theta \in \mathcal{J}_0, \) the proof is similar.

Step 2: The operator \( X \) map \( \Pi \) to equicontinuous set of \( \mathcal{P}(\mathcal{J}_T, \mathbb{R}) \)
Let $x_1, x_2 \in \mathcal{J}_k, k = 1, 2, 3, \ldots, m$, such that $x_1 < x_2$ then

$$
\begin{align*}
\|Xp(x_2) - Xp(x_1)\|_{\mathcal{F}} &= \sup_{\theta \in \mathcal{J}_k} |Xp(x_2) - Xq(x_1)| \\
&\leq \left| \frac{1}{\Gamma(w)} \int_{x_1}^{x_2} ((x_2 - \rho(\zeta))^{w-1} - (x_1 - \rho(\zeta))^{w-1})h(\zeta)\nabla \zeta \right| \\
&+ \frac{1}{\Gamma(w)} \int_{x_1}^{x_2} (x_2 - \rho(\zeta))^{w-1}h(\zeta)\nabla \zeta + \sum_{0<\theta_k<x_2-x_1} |\mathcal{J}_{\theta_k}(\theta_k, p(\theta_k^-))| \\
&\leq \frac{\mathcal{A} + \mathcal{F} \sigma}{(1-\delta')\Gamma(w)} \left( \left| \int_{\theta_k}^{x_1} ((x_2 - \zeta)^{w-1} - (x_1 - \zeta)^{w-1})\nabla \zeta \right| + \frac{1}{\Gamma(w)} \int_{x_1}^{x_2} (x_2 - \zeta)^{w-1}d\zeta \right) \\
&+ \sum_{0<\theta_k<x_2-x_1} |\mathcal{J}_{\theta_k}(\theta_k, p(\theta_k^-))|
\end{align*}
$$

Since $(x - \zeta)^{w-1}$ is continuous and if $x_1 \to x_2$, then $\|Xp(x_2) - Xp(x_1)\|_{\mathcal{F}} \to 0$. Thus the operator $X$ is equicontinuous in $\mathcal{J}_k$. Since the result at $x_1, x_2 \in \mathcal{J}_0$ is similar, so the proof is omitted.

Step 3: The operators $X$ map $\Pi$ to bounded set of $\mathcal{P}(\mathcal{J}_T, \mathbb{R})$.

From (4.7) it is clear that $\|X(p)\| \leq \sigma$ for $\sigma \in \mathbb{R}$. As a consequences of the Step 1 to Step 3 together with the theorem of Arzela-Ascoli, we arrived that the mapping $X$ is continuous completely.

Step 4: For any $\lambda \in (0, 1)$, the set $\mathcal{X} = \{p \in \mathcal{P}(\mathcal{J}_k, \mathbb{R}) : p = \lambda X(p), 0 < \lambda < 1\}$ is bounded, for $\theta \in \mathcal{J}_k, k = 1, 2, 3, \ldots, m$, we have

$$
|p(\theta)| = |\lambda X(p) \theta|
$$

$$
= |\lambda (\phi(p) + \frac{1}{\Gamma(w)} \sum_{i=1}^{k} \int_{\theta_i-1}^{\theta_i} (\theta_i - \rho(\zeta))^{w-1}h(\zeta)\nabla \zeta |
$$

$$
+ \frac{1}{\Gamma(w)} \int_{\theta_k}^{\theta} (\theta - \rho(\zeta))^{w-1}h(\zeta)\nabla \zeta + \sum_{i=1}^{k} \mathcal{J}(\theta_i, p(\theta_i^-))| \\
\leq \mu \|p\|_{\mathcal{F}} + \sum_{i=1}^{n} \mathcal{M}_i + \frac{(\mathcal{A} + \mathcal{F} \|p\|_{\mathcal{F}})T^w(m+1)}{\Gamma(w+1)(1-\delta')}.
$$

Thus,

$$
\frac{\|p\|_{\mathcal{F}}}{\mu \|p\|_{\mathcal{F}} + \sum_{i=1}^{n} \mathcal{M}_i + \frac{(\mathcal{A} + \mathcal{F} \|p\|_{\mathcal{F}})T^w(m+1)}{(1-\delta')(w+1)}} \leq 1.
$$

From the equation (4.14), we get a positive constant $\beta$ such that $\|p\|_{\mathcal{F}} \neq \beta$. Consider a set $\Psi = \{p \in \mathcal{P}(\mathcal{J}_T, \mathbb{R}) : \|p\|_{\mathcal{F}} < \beta\}$. Then the operator $X : \Psi \to \mathcal{P}(\mathcal{J}_T, \mathbb{R})$ is continuous and completely continuous. So there is no $p \in \partial(\Psi)$ such that $p = \lambda X(p)$, $\lambda \in (0, 1)$. Hence, the nonlinear alternatives of Leray-Schauder’s type fixed point theorem gives that the operator $X$ has a fixed point, which is the solution of the Equation (1.1)

The result for $\theta \in \mathcal{J}_0$ is almost same, so it is omitted.
5. Example

Example 5.1. Consider a impulsive fractional dynamic equation involving a non-local initial condition on the time scale $\mathbb{T} = [0, \frac{2}{3}] \cup [\frac{2}{3}, 1]$.

\[
\begin{align*}
C^\gamma D_p^\theta p(\theta) &= \frac{e^{-3\theta}(2+|p(\theta)|+|q(\theta)|)}{35e^{2\theta}(1+|p(\theta)|)}, \quad \theta = [0, 1] \cap \mathbb{T}, \theta \neq \frac{1}{3} \\
p\left(\frac{1}{3}^+\right) - p\left(\frac{1}{3}^-\right) &= \frac{1 + p\left(\frac{1}{3}\right)}{10}, \quad \theta_1 = \frac{1}{3} \\
p(0) &= \frac{p}{5}.
\end{align*}
\] (5.1)

We set

\[
\mathcal{L}(\theta, p, q) = \frac{e^{-3\theta}(2 + |p(\theta)| + |q(\theta)|)}{35e^{2\theta}(1 + |p(\theta)|)}
\] (5.2)

Clearly, the right side of (5.2) is continuous for $p, q \in \mathbb{R}$ in the context of time scale. Again for all $\theta \in [0, 1] \cap \mathbb{T}$ and $h, g \in \mathbb{R}$, we get

\[
|\mathcal{L}(\theta, p, q)| \leq \frac{2 + |p(\theta)| + |q(\theta)|}{35e^{2\theta}} \leq \frac{2}{35e^{2\theta}} + \frac{1}{35e^{2\theta}}|p(\theta)| + \frac{1}{35e^{2\theta}}|q(\theta)|.
\]

Then we get, $\mathcal{A} = \frac{2}{35e^{2\theta}}$, $\mathcal{F} = \frac{1}{35e^{2\theta}}$, $\mathcal{E} = \frac{1}{35e^{2\theta}}$. Next

\[
|\mathcal{L}(\theta, p, q) - \mathcal{L}(\theta, h, g)| \leq \frac{1}{35e^{2\theta}}|p - h| + \frac{1}{35e^{2\theta}}|q - g|,
\]

\[
|\mathcal{A}_1(\theta, p) - \mathcal{A}_1(\theta, q)| \leq \frac{1}{10}|p - h|, \quad |\phi(p) - \phi(h)| \leq \frac{1}{5}|p - h|, \quad |\phi(p)| \leq \frac{1}{5}.
\]

From here we get $\mathcal{K} = \frac{1}{35e^{2\theta}}$, $\mathcal{G} = \frac{1}{35e^{2\theta}}$, $\mathcal{L}_1 = \frac{1}{10}$, $\mathcal{K} = \frac{1}{5}$. Thus, from the above data we can say that the equation (5.1) satisfies all the conditions of $\mathcal{A}_1 - \mathcal{A}_4$.

Again, for $m = 1$ we get

\[
\mathcal{L}_1 + \frac{K^\theta T^w(p + 1)}{(1 - \mathcal{L})\Gamma(w + 1)} + \mathcal{K} \leq \frac{1}{10} + \frac{1}{5} + \frac{2\frac{1}{35e^{2\theta}}}{(1 - \frac{1}{35e^{2\theta}})\Gamma(\frac{1}{3} + 1)}
\]

\[
\leq \frac{3}{10} + \frac{2\frac{1}{35e^{2\theta}}}{(1 - \frac{1}{35e^{2\theta}})\Gamma(\frac{1}{3} + 1)} < 1.
\]

Thus, the conditions of the Theorem 4.3 are satisfied. Therefore we arrived in the conclusion that the equation (5.1) has a unique solution.

6. Conclusion

In this manuscript we discussed the fractional dynamic equation by the Caputo nabla derivative involving instantaneous impulses with non local initial condition, and the comparision of Caputo nabla derivative and Riemann-Liouville nabla derivative have been discussed in the context of time scale. Later we have given an example on the basis of all theoritical results on existence and uniqueness of the solution in the time scale interval $[0, 1] \cap \mathbb{T}$, where $\mathbb{T} = [0, \frac{2}{3}] \cup [\frac{2}{3}, 1]$. The stability analysis of solution of the equation (1.1) with different types of initial and boundary conditions are our future work. The theory of impulsive fractional dynamic equation has a potential application on the field of mathematical analysis, moreover it has a wide application in physics, field of engineering, and economics.
References

1. R. P. Agarwal, M. Bohner, D. O’Regan, A. Peterson, Dynamic equations on time scales: a survey, J. Comput. Appl. Math. 141 (2002) 1–26.

2. R. Knapik, Impulsive differential equations with non local conditions, Morehead Electronic Journal of Applicable Mathematics, Issue 2 - MATH-2002-03.

3. A. V. Letnikov, Theory of differentiation of arbitrary order, Mat. Sb. 3(1868) 1–68 (In Russian).

4. A. Ali, I. Mahariq, K. Shah, T. Abdeljawad, B. Al-Sheikh, Stability analysis of initial value problem of pantograph-type implicit fractional differential equations with impulsive conditions, Ali et al. Advances in Difference Equations (2021) 2021:55 https://doi.org/10.1186/s13662-021-03218-x.

5. C. Kou, J. Liu, Y. Ye, Existence and Uniqueness of Solutions for the Cauchy-Type Problems of Fractional Differential Equations, Discrete Dynamics in Nature and Society, 2010, Article ID 142175, https://doi.org/10.1155/2010/142175.

6. N. Benkhettou, A. Hammoudi, D. F. M. Torres, Existence and uniqueness of solution for a fractional Riemann-Liouville initial value problem on time scales, J. King Saud University - Science, 28(1)(2016) 87–92.

7. N. H. Du, N. C. Liem, C. J. Chyan, S. W. Lin, Lyapunov Stability of Quasilinear Implicit Dynamic Equations on Time Scale, J. Inequa. Appl. Article number: 979705 (2011) 27 pages doi:10.1155/2011/979705.

8. M. Bohner, A. Peterson, Advances in Dynamic Equations on Time Scales, Birkhäuser Boston, (2004).

9. M. Bohner, A. Peterson, Dynamic Equations On Time Scales: An Introduction with Application, Birkhäuser, Boston, MA, (2001).

10. K. S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, A Wiley-Interscience Publ. (1993).

11. L. Debnath, Recent application of fractional calculus to science and engineering, Int. J. Math. Math. Sci. Vol. 2003 Article ID 753601, https://doi.org/10.1155/S0161171203301486.

12. K. Deimling, Nonlinear Functional Analysis, Springer, Berlin, 1985.

13. K. Dishlieva, Impulsive Differential Equations and Applications, J Applied Computat Mathemat 2012, 1:6 DOI: 10.4172/2168-9679.1000e117.

14. E. R. Duke, Solving Higher Order Dynamic Equation on Time Scales First Order System, (2006). Theses, Dissertations) and Capstones. Paper 577.

15. G. S. Guseinov, Integration on Time Scale, J. Math. Anal. Appl. 285(2003) 107–127.

16. S. Hilger, Analysis on measure chains, a unified approach to continuous and discrete calculus, Results Math. 18(1990) 18–56.

17. S. Hilger, Differential and difference calculus, unified, Nonlinear Anal. 30(5)(1997) 2683–2694.

18. V. Kumar, M. Malik, Existence, Uniqueness and Stability of nonlinear implicit fractional dynamical equation with impulsive condition on time scales, Nonauton. Dyn. Syst. 2019; 6:65-80.

19. V. Kumar, M. Malik, Existence and stability of fractional integro differential equation with non-instantaneous integrable impulses and periodic boundary condition on time scales, J. King Saud University-science, 31(2019) 1311-1317.

20. I. Podlubny, Fractional Differential Equation, Academic Press, New York, (1999).

21. I. Stamova, G. Stamov, Applied Impulsive Mathematical Models, CMS Books in Mathematics, DOI 10.1007/978-3-319-28061-5_4.

22. S. S. Samko, A. A. Kilbas, O. I. Marichev, Fractional Integrals and Derivatives: Theory and Applications, Gordon and Breach Science Publishers, Switzerland, 1993.

23. A. Abbas, Dynamic equation on time scale with almost periodic coefficients, Nonautonomous Dynamical Systems, 2020.

24. S. Tikare, Nonlocal Initial Value Problems For First Order Dynamic Equations on Time Scale, Appl. Math. E-Notes, 21(2021) 410–420.

25. S. Tikare, M. Bohner, B. Hazarika, R. P. Agarwal, Dynamic Local and Nonlocal Initial Value Problems in Banach Spaces, Rend. Circ. Mat. Palermo, II. Ser. (2021). https://doi.org/10.1007/s12215-021-00674-y.

26. S. Tikare, C. C. Tisdell, Nonlinear dynamic equations on time scales with impulses and nonlocal conditions, J. Class. Anal. vol 16, number 2(2020), 125-140.

27. D. Sytnyk, R. Melnik, Mathematical models with nonlocal initial conditions: Am exemplification from quantum mechanics, Math. Comput. Appl. 2021, 26, 73. https://doi.org/10.3390/mca26040073.

28. B. Telli, M. S. Soud, $L^1$-solutions of the initial value problems for implicit differential equations with Hadamard fractional derivative, J. Appl. Anal. 2021; https://doi.org/10.1515/jaa-2021-2048.

29. B. Gogoi, U.K. Saha, B. Hazarika, D.F.M. Torres, H. Ahmad, Nabla Fractional Derivative and Fractional Integral on Time Scales. Axioms 2021, 10, 317. https://doi.org/10.3390/axioms10040317).
30. J. Zhu, L. Wu, Fractional Cauchy problem with Caputo nabla derivative on time scales, Abst. Appl. Anal. 23(2015) 486–054.

31. J. Dong, Y. Feng, J. Jiang, A Note on Implicit Fractional Differential Equations, Mathemtica Aeterna, 7(3)(2017) 261–267.

32. Z. Zhu, Y. Zhu, Fractional Cauchy problem with Riemann-Liouville fractional delta derivative on time scales, Abst. Appl. Anal. 19(2013) 401–596.

33. Z. Gao, L. Yang, G. Liu, Existence and Uniqueness of Solutions to Impulsive Fractional Integro-Differential Equations with Nonlocal Conditions, Applied Mathematics, 2013, 4, 859-863, http://dx.doi.org/10.4236/am.2013.46118.

Bikash Gogoi,
Department of Basic and Applied Science,
National Institute of Technology Arunachal Pradesh,
India.
E-mail address: bgogoinitap@gmail.com

and

Utpal Kumar Saha,
Department of Basic and Applied Science,
National Institute of Technology Arunachal Pradesh,
India.
E-mail address: uksahanitap@gmail.com

and

Bipan Hazarika,
Department of Mathematics,
Gauhati University, Guwahati 781014, Assam,
India.
E-mail address: bh_gu@gauhati.ac.in