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Abstract. We prove an Ohsawa–Takegoshi-type extension theorem on the Berkovich closed unit disc over certain non-Archimedean fields. As an application, we establish a non-Archimedean analogue of Demailly’s regularization theorem for quasisubharmonic functions on the Berkovich unit disc.

1. Introduction

The Ohsawa–Takegoshi theorem is one of the fundamental extensions theorems in complex geometry. Originating in the foundational paper [OT87] of Ohsawa–Takegoshi, many generalizations and improvements have since been shown; see [Man93, Ber90, Siu96, Dem00, MV07]. Its many applications include Siu’s much-celebrated proof [Siu98] of the deformation invariance of plurigenera. In its simplest form, the classical Ohsawa–Takegoshi theorem asserts the following: given a plurisubharmonic function $\omega$ of $X$, where

$$z \in D \{ \varphi = -\infty \},$$

and a value $a \in C$, there is a holomorphic function $f$ on $D$ such that $f(z) = a$ and

$$\int_D |f(x)|^2 e^{-2\varphi(x)} d\lambda \leq \pi |f(z)|^2 e^{-2\varphi(z)}.$$

The constant $\pi$ is optimal, as shown in [Blo13, Theorem 1]. There is also an adjoint formulation of the result, which concerns the extension of a holomorphic 1-form rather than of a holomorphic function.

In [Ber90, Ber93], Berkovich introduced his theory of analytic spaces over a complete non-Archimedean field. In recent years, analogues of many theorems from complex geometry have been developed in the non-Archimedean setting, notably the solution in [BFJ15] of a non-Archimedean Calabi–Yau-type problem. It is natural to ask for an analogue of the Ohsawa–Takegoshi extension theorem in the non-Archimedean setting, as well.

Let $k$ be a field, complete with respect to a non-Archimedean absolute value $| \cdot |$. Let $k\{T\}$ denote the Tate algebra in one variable over $k$, $X = E_k(1)$ denote the Berkovich closed unit disc over $k$, and $A_X : X \to [0, +\infty]$ denote Temkin’s canonical metric on the canonical bundle $\omega_{X/k}$ (more concretely, $A_X$ is $-\log$ of the radius function). For any quasisubharmonic function $\varphi$ on $X$ and analytic function $f \in k\{T\}$, consider the norm

$$\|f\|_{\varphi} := \sup_{X \setminus Z(\varphi)} |f| e^{-\varphi - A_X}$$

where $Z(\varphi) := \{ \varphi = -\infty \}$. The function $\varphi + A_X$ can be thought of as a metric on $\omega_{X/k}$ and $f$ as a global section of $\omega_{X/k}$, so the norm $\|f\|_{\varphi}$ measures the length of the section $f$ in the metric $\varphi + A_X$. See §2 for further details.

Our first main result is a non-Archimedean version of the Ohsawa–Takegoshi extension theorem on the Berkovich closed unit disc $X = E_k(1)$.

**Theorem A.** Assume $k$ is algebraically closed, trivially-valued, or is spherically complete of residue characteristic zero. Let $\varphi$ be a quasisubharmonic function on $X = E_k(1)$. For any $z \in X$, there exists a nonzero polynomial $f \in k[T]$ such that

$$\lim_{\epsilon \to 0^+} \|f\|_{(1+\epsilon)\varphi} \leq |f(z)| e^{-\varphi(z)}.$$

If $\varphi(z) = -\infty$, then we may find $f$ such that $\lim_{\epsilon \to 0^+} \|f\|_{(1+\epsilon)\varphi} < +\infty$. Moreover, if $k$ is algebraically closed and $z$ is a rigid point of $X$, then for any value $a \in \mathcal{H}(z)^* = k^*$, we may find $f$ such that $f(z) = a$.
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To clarify the relationship between Theorem A and the adjoint formulation of the Ohsawa–Takegoshi extension theorem, we must discuss the non-Archimedean analogues of (pluri)subharmonic functions and volume forms, which arise in the statement of the latter. We are interested in the class of quasisubharmonic functions on the Berkovich closed unit disc, which are the non-Archimedean analogue of (pluri)subharmonic functions on the complex unit disc. These are briefly discussed in §2.2; see [BR10, Jon15] for a comprehensive treatment.

On complex manifolds, volume forms naturally correspond to smooth metrics on the canonical bundle. The non-Archimedean analogue of a metric on the canonical bundle has been examined by Temkin in [Tem16]. Temkin produces a canonical lower-semicontinuous metric $A_X$ on the canonical bundle $\omega_{X/k}$ of a $k$-analytic space $X$, extending the weight function of Mustaţă–Nicaise [MN15]. Temkin’s metric is discussed in §2.3. This is the natural candidate to replace the volume form that appears in the statement of the classical Ohsawa–Takegoshi theorem.

In Theorem A, a section is measured using the sequence of norms $\| \cdot \|_{(1+\epsilon)\varphi}$ as $\epsilon \to 0^+$ instead of with the single norm $\| \cdot \|_{\varphi}$, which is what one might expect from the classical Ohsawa–Takegoshi theorem. The former proves to give the correct analogy with the complex setting, as the following example demonstrates. Consider the (pluri)subharmonic function $\varphi = \alpha \log |z|$, with $\alpha > 0$, on the complex unit disc $D$; then, it is elementary to check that $\frac{\int_D e^{-2\varphi} d\lambda}{\int_D e^{-\varphi} d\lambda} < +\infty$ if and only if $\alpha < 1$. Similarly, consider the quasisubharmonic function $\varphi = \alpha \log |T|$, with $\alpha > 0$, on the Berkovich unit disc $X = E_k(1)$; then, $\lim_{\epsilon \to 0^+} \| f \|_{(1+\epsilon)\varphi} < +\infty$ if and only if $\alpha < 1$.

As an application of Theorem A, we prove a regularization theorem for quasisubharmonic functions on the Berkovich unit disc. Certain results in this direction already exist in the literature: in [Jon15, Theorem 2.10], it was shown that any quasisubharmonic function on $X$ is the decreasing limit of bounded quasisubharmonic functions. A similar argument appears in [FRL06, §4.6]. However, these constructions use only the tree structure on the Berkovich unit disc (in particular, they do not incorporate the analytic structure). It is therefore unlikely that these proofs can be generalized to higher dimensions.

As inspiration, we use the much-celebrated regularization theorem of Demailly for a plurisubharmonic function $\phi$ on a bounded pseudoconvex domain $\Omega \subset \mathbb{C}^n$. To a plurisubharmonic function $\phi$ on $\Omega$ and a positive integer $m$, we associate the Hilbert space $\mathcal{H}_{m,\phi}$ of holomorphic functions on $\Omega$ satisfying the integrability condition

$$\int_{\Omega} |f|^2 e^{-2m\phi} d\lambda < +\infty.$$ 

The Demailly approximation associated to $\mathcal{H}_{m,\phi}$ is a plurisubharmonic function $\phi_m$ on $\Omega$ with analytic singularities, and the sequence $\phi_m$ converges pointwise and in $L^1_{\text{loc}}$ to $\phi$. See [Dem92] for further details.

We adopt the same philosophy in the non-Archimedean setting: to a quasisubharmonic function $\varphi$ on $X$, we associate the ideal $\mathcal{H}_{\varphi}$ of the Tate algebra $k\{T\}$ consisting of those analytic functions $f$ satisfying the finiteness condition

$$\| f \|^{+}_{\varphi} := \lim_{\epsilon \to 0^+} \sup_{X \setminus \{z \in \mathbb{Z}(\varphi)\}} |f| e^{-(1+\epsilon)\varphi} < +\infty.$$ 

For each positive integer $m$, we define the non-Archimedean Demailly approximation $\varphi_m$ by the formula

$$\varphi_m := \frac{1}{m} \left( \sup_{f \in \mathcal{H}_{m,\varphi} \setminus \{0\}} \log \frac{|f|}{\| f \|_{m\varphi}} \right)^*,$$

where $(-)^*$ denotes the upper-semicontinuous regularization. We show that $\varphi_m$ is a quasisubharmonic function with analytic singularities on $X$.

The ideal sheaf on $X$ associated to $\mathcal{H}_{\varphi}$ behaves like a non-Archimedean multiplier ideal associated to $\varphi$, and may be of independent interest. This idea is briefly explored in §4.2, where we show that $\mathcal{H}_{\varphi}$ generates the stalks of a locally-defined multiplier ideal sheaf associated to $\varphi$. These multiplier ideals are used to show that the ideals $\mathcal{H}_{\varphi}$ satisfy a subadditivity property.

We prove the following non-Archimedean analogue of Demailly’s regularization theorem.
Theorem B. Assume $k$ is algebraically closed, trivially-valued, or is spherically complete with residue characteristic zero. If $\varphi$ is a quasisubharmonic function on $X$ with $\varphi \leq 0$, then $\varphi \leq \varphi_m \leq \varphi + \frac{1}{m}$. In particular, the sequence $(\varphi_m)_{m=1}^\infty$ converges pointwise to $\varphi$ on $\{A_X < +\infty\} \subseteq X$.

In Theorem B, the crucial inequality $\varphi_m \geq \varphi$ is a consequence of Theorem A. In principle, a statement similar to Theorem B ought to be possible in higher dimensions, but this would likely require a higher-dimensional version of the Ohsawa–Takegoshi theorem on analytic spaces.

Nonetheless, there has been much work done on the development of pluripotential theory on analytic spaces. Quite generally, Chambert-Loir and Ducros have introduced in [CLD12] the notion of continuous plurisubharmonic functions. In addition, semipositive metrics on line bundles were studied in detail by [Zha95, Gub98], among others. On analytic curves, potential theory is well-established, due to the work of Thuillier [Thu05]. A regularization theorem similar to Theorem B is proven in the higher-dimensional setting in [BFJ16, Theorem B]. A related discussion appears in [BFJ08, §5].

The techniques involved in the proof of Theorem A rely crucially on the tree structure of the Berkovich unit disc, and thus the proof does not, a priori, generalize to higher dimensions. More precisely, the proof proceeds by first constructing a finite subtree $\Gamma_\varphi$ of $X$ that captures the worst of the singularities of $\varphi$, and reducing to proving Theorem A on the convex hull of $\Gamma_\varphi \cup \{z\}$. For some end of the tree $\Gamma_\varphi$, we construct a new quasisubharmonic function $\phi$ such that $\Gamma_\phi \subseteq \Gamma_\varphi$ and reduce to proving Theorem A for $\phi$. This inductively reduces Theorem A to a simple case, which is solved directly.

The paper is organized as follows. In §2, we briefly review the definition of the Berkovich unit disc, and its potential theory. In §2.3, we discuss Temkin’s metric on the canonical bundle. In §3, we prove Theorem A and a variant thereof. In §4, we construct the ideal $\mathcal{H}_\varphi$ and the non-Archimedean Demailly approximation $\varphi_m$ associated to a quasisubharmonic function $\varphi$ and a positive integer $m \geq 1$. These are then used to prove Theorem B.
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2. Preliminaries

Let $k$ be a field complete with respect to a (possibly trivial) non-Archimedean absolute value $|\cdot|$, and let $K := k^a$ denote its completed algebraic closure. Let $k^\circ := \{|\cdot| \leq 1\}$ denote the valuation ring of $k$, and $K^\circ$ the valuation ring of $K$.

To establish conventions, we briefly recall in §2.1 the definition of the Berkovich unit disc over a (not necessarily algebraically closed) non-Archimedean field $k$, and describe its points; in §2.2, we review the metric tree structure and potential theory on the Berkovich unit disc. Finally, in §2.3, we discuss the canonical metric of Temkin on the canonical bundle of a $k$-affinoid space.

2.1. The Berkovich unit disc. The Tate algebra $k\{T\}$ in the variable $T$ is the subalgebra of $k[[T]]$ consisting of those power series $f = \sum_{i=0}^\infty a_i T^i$, with $a_i \in k$, such that $|a_i| \to 0$ as $i \to \infty$. The Tate algebra is a Banach $k$-algebra when equipped with the Gauss norm

$$|f(x_G)| := \max_{i \geq 0} |a_i|.$$ 

See [BGR84, §5.1] for further details.

The Berkovich unit disc is the set $X := \mathcal{M}(k\{T\})$ of multiplicative seminorms on the Tate algebra $k\{T\}$ which extend the absolute value on $k$ and which are bounded above by the Gauss norm $x_G$. When equipped
with the topology of pointwise convergence, $X$ is a compact Hausdorff path-connected space. Let $\mathcal{H}(x)$ denote the completed residue field of $x \in X$.

Define a partial order $\leq$ on $X$ by declaring that $x \leq y$ if and only if $|f(x)| \leq |f(y)|$ for all $f \in k\langle T \rangle$: in this way, the pair $(X, \leq)$ becomes a rooted tree with root at the Gauss point $x_G$. The tree structure on $X$ is discussed in more detail in § 2.2.

Let $\text{Gal}(k^a/k)$ denote the group of automorphisms of $k^a$ fixing $k$ (though $k^a/k$ is not Galois when $k$ is not perfect), and let $X_K := \mathcal{M}(k\langle T \rangle)$ denote the ground field extension of $X$ to $K$, which comes equipped with a continuous surjective map $\pi: X_K \to X$. The ground field extension $X_K$ carries a $\text{Gal}(k^a/k)$-action, extending the natural action on $K$ by isometries, such that $\pi$ induces a homeomorphism $X_K/\text{Gal}(k^a/k) \to X$, where $X_K/\text{Gal}(k^a/k)$ has the quotient topology. See [Ber90, p.18] and [BR10, §1] for further details.

Given $z \in K^\circ$ and $r \in (0, 1)$, we may construct a point $x_{z,r} \in X_K$ as the sup-norm over the closed disc $\overline{D}(z,r) \subset K^\circ$ of radius $r$ about $z$; that is,

$$|f(x_{z,r})| := \sup_{z' \in \overline{D}(z,r)} |f(z')|, \quad f \in k\langle T \rangle.$$ 

The point $\pi(x_{z,r}) \in X$ will again be denoted by $x_{z,r}$. When $K \neq k$, it is possible that two pairs $(z, r)$ and $(z', r')$ may define the same point of $X$; for example, if $z' \in \text{Gal}(k^a/k) \cdot \{z\}$ and $r > 0$, then $x_{z',r} = x_{z,r}$.

When $z \in (k^a)^\circ$ and $r = 0$, the associated point $x_{z,0}$ is called a rigid point; the seminorm induced by the maximal ideal of $k\langle T \rangle$ generated by the minimal polynomial of $z$ over $k$. Let $X^{\text{rig}}$ denote the subset of rigid points. The points of $X$ can be classified into 4 types:

(i) a type 1 point is of the form $x_{z,0} \in X$ for $z \in K^\circ$;
(ii) a type 2 point is of the form $x_{z,r} \in X$ for $z \in K^\circ$ and $r \in (0, 1] \cap |K^*|$;
(iii) a type 3 point is of the form $x_{z,r} \in X$ for $z \in K^\circ$ and $r \in (0, 1]\cap |K^*|$;
(iv) a type 4 point is the pointwise limit of $x_{z_i/r_i}$, such that the corresponding discs $\overline{D}(z_i, r_i)$ form a decreasing sequence with empty intersection.

See [Ber90, p.18] for further details; when $K \neq k$, see also [Ked11, Proposition 2.2.7]. When $k$ is nontrivially-valued, the set of rigid points and the set of type 2 points are both dense in $X$. Points of type 4 exist only when $k$ is not spherically complete.

For any $x \in X$, the multiplicity of $x$ is $m(x) := \#\pi^{-1}(x) \in \mathbb{Z}_{\geq 0} \cup \{\infty\}$. The points of type 1 with finite multiplicity are precisely the rigid points. All points of type 2 and type 3 have finite multiplicity.

**Lemma 2.1.** Assume $k$ is trivially-valued or has residue characteristic zero. For any $x \in X$ of type 2 or 3, there exists $x' \in X^{\text{rig}}$ such that $x' \leq x$ and $m(x') = m(x)$.

The statement of Lemma 2.1 is not necessarily true for a nontrivially-valued field of positive residue characteristic. For example, if $k = \mathbb{Q}_p$, and $x$ is the type 2 point of $X_{C_p}$ corresponding to the closed disc $\overline{D}(p^{1/p}, \{p^{1/p-1}\})$ in $(C_p)^\circ$, then $\pi(x) \in X$ is a type 2 point of with $m(\pi(x)) = 1$, but there is no $C_p$-rational point lying below it.

**Proof.** Let $d = m(x)$, let $x_1, \ldots, x_d$ be the $\pi$-preimages of $x$, and let $G := \text{Gal}(k^a/k)$. Each $x_i$ is the sup-norm over a closed disc $\overline{D}_i \subset K^\circ$ of radius $r(x) > 0$. It suffices to show that there is $z_1 \in \overline{D}_1 \cap (k^a)^\circ$ such that $G \cdot \{z_1\} = \{z_1, \ldots, z_d\}$ with $z_1 \in \overline{D}_i$. Fix any $z_1 \in \overline{D}_1 \cap (k^a)^\circ$, then it is easy to see that any such $z_1$ has $\#G \cdot \{z_1\} \geq d$.

Assume $k$ is trivially-valued. If $r(x) = 1$, the problem is trivial. If $r(x) < 1$, then each $\overline{D}_i$ contains a unique rigid point; in particular, $G \cdot \{z_1\}$ has size precisely equal to $d$.

Assume now that $k$ has residue characteristic zero. The case when $d = 1$ is [Ax70, Proposition 2'] and we deduce the general case using a similar strategy (the $d = 1$ case also follows from the main result of [Sch15]).

Let $z_1, \ldots, z_\ell \in G \cdot \{z_1\}$ be those conjugates of $z_1$ that lie in $\overline{D}_1$. We claim each $\overline{D}_i$ contains precisely $\ell$ elements of the orbit $G \cdot \{z_1\}$. Indeed, by assumption there exists $\sigma_1 \in G$ such that $\sigma_1(z_1) \in \overline{D}_i$, from which it follows that $\sigma_j(z_j) \in \overline{D}_i$ for all $j = 1, \ldots, \ell$ since $G$ acts by isometries. As $\sigma_i$ is an automorphism of $k^a$, it must...
give a bijection $G \cdot \{z_i\} \cap \mathcal{D}_i \sim G \cdot \{z_i\} \cap \mathcal{D}_{i_1}$, which gives the claim. Now, for all $i = 1, \ldots, d$, set

$$w_i := \ell^{-1} \sum_{u \in G \cdot \{z_i\} \cap \mathcal{D}_i} u.$$  

As the residue characteristic of $k$ is zero, $|\ell| = 1$ and hence

$$|\sigma_i(z_i) - w_i| = \left| \ell \sigma_i(z_i) - \sum_{u \in G \cdot \{z_i\} \cap \mathcal{D}_i} u \right| \leq \max_{u \in G \cdot \{z_i\} \cap \mathcal{D}_i} |\sigma_i(z_i) - u| \leq r(x).$$

In particular, $w_i \in \mathcal{D}_i$. Moreover, we have $G \cdot \{w_i\} = \{w_1, \ldots, w_d\}$ by construction. \hfill \Box

The Berkovich unit disc $X$ comes equipped with a structure sheaf $\mathcal{O}_X$ on the $G$-topology on $X$. The $k$-algebra of global sections of $\mathcal{O}_X$ is the Tate algebra $k[T]$. See [Ber90, 2.3] for further details.

### 2.2. Quasisubharmonic functions on the Berkovich unit disc

In this section, we discuss the metric tree structure and potential theory on the Berkovich unit disc. For a comprehensive treatment, see [BR10] and [Jon15].

For each $x \in X$, define an equivalence relation $\sim$ on the set $X \setminus \{x\}$ by declaring $y \sim z$ if the paths $(x, y)$ and $(x, z)$ intersect. The tangent space $T_{X,x}$ at $x$ is the set of equivalence classes of $X \setminus \{x\}$ modulo $\sim$. For each $\vec{v} \in T_{X,x}$, let $U(\vec{v})$ be the set of points of $X$ representing $\vec{v}$, and set $m(\vec{v}) := \inf_{y \in U(\vec{v})} m(y)$. The subsets of the form $U(\vec{v})$, for some tangent direction $\vec{v}$, form a subbasis of open sets for the topology on $X$. See [Jon15, §2.3] for further details.

The closed unit disc $X$ may be equipped with a generalized metric, in the sense that the distance between two points may be infinite; in particular, $X$ gains the structure of a metric tree. This generalized metric is described as follows. Let $r: X \to [0, 1]$ denote the radius function, which can be thought of as a $\text{Gal}(k^a/k)$-equivariant function on $X_k$. Define a function $\alpha: X \to [0, +\infty]$ by specifying that $\alpha(x_G) = 0$ and

$$\alpha(x) - \alpha(y) = -\int_y^x \frac{1}{m(z)} d(\log r(z)),$$  

for any two distinct points $x, y \in X$, where the integral is taken over the unique path in $X$ joining the points $x$ and $y$. These constraints completely determine a function $\alpha: X \to [-\infty, +\infty]$ whose restriction to any segment is monotone decreasing. Observe that, when $k = k^a$, $\alpha = -\log r$. This, in turn, induces a generalized metric $d$ on $X$ by setting

$$d(x, y) := |\alpha(x) - \alpha(x \lor y)| + |\alpha(y) - \alpha(x \lor y)|$$

for $x, y \in X$; here, $x \lor y$ is the least upper bound of $x$ and $y$. The rooted tree $(X, \leq)$ acquires the structure of a metric tree when equipped with the generalized metric $d$. It is important to note that the topology on $X$ induced by $d$ is strictly finer than the native topology.

One can discuss potential theory and the notion of quasisubharmonic functions on any metric tree, as developed in [Jon15, §2.5]. We briefly recall this theory in the special case of the Berkovich disc. This is also discussed in [BR10, §5] (though our conventions differ slightly).

Fix a finite atomic measure $\rho_0$ supported at $x_G$, i.e. $\rho_0$ is a positive real multiple of the Dirac mass $\delta_{x_G}$ at the Gauss point $x_G$. A function $\varphi: X \to [-\infty, +\infty)$ is called $\rho_0$-subharmonic if it satisfies:

1. for every finite subtree $Y \subset X \setminus X^{\text{rig}}$ containing $x_G$, $\varphi|_Y$ is a continuous function on $Y$ such that:
   a. $\varphi|_Y$ is convex on any segment in $Y$ that does not contain $x_G$;
   b. for any $y \in Y$,
      $$\rho_0\{y\} + \sum_{\vec{v} \in T_Y,Y} d_{\vec{v}}(\varphi|_Y) \geq 0,$$
      where $d_{\vec{v}}(\varphi|_Y)$ denotes the directional derivative of $\varphi|_Y$ in the direction $\vec{v}$.
The condition (b) is equivalent to the subaverage property: for any \( y \in Y \), there exists \( r > 0 \) such that
\[
\varphi(y) \leq \frac{1}{|B_Y(y, r)|} \sum_{z \in B_Y(y, r)} \varphi(z) + \text{mass}(\rho_0) r \cdot 1_{\{x_G\}}(y),
\]
where \( B_Y(y, r) := \{ z \in Y : d(y, z) = r \} \) is the ball of radius \( r \) about \( y \) in \( Y \), and \( 1_{\{x_G\}} \) is the indicator function of the point \( x_G \). This is reminiscent of the classical definition of subharmonic functions on \( \mathbb{R}^n \).

A function is said to be \textit{quasisubharmonic} if it is \( \rho_0 \)-subharmonic for some measure \( \rho_0 \) as above. The class of \( \rho_0 \)-subharmonic functions on \( X \) is a convex set, which is closed under taking finite maxima and decreasing (pointwise) limits. A quasisubharmonic function is upper-semicontinuous, but it may take the value \(-\infty\); this can only occur at those points \( x \in X \) such that \( \alpha(x) = +\infty \).

Given a topological space \( Z \) and a function \( \phi : Z \to [-\infty, \infty) \) that is locally bounded above, the \textit{upper-semicontinuous (usc) regularization} \( \phi^* \) of \( \phi \) is defined by the formula
\[
\phi^*(z) := \limsup_{y \to z} \phi(y), \quad z \in Z.
\]

The usc regularization \( \phi^* \) is the smallest usc function such that \( \phi^* \geq \phi \).

**Lemma 2.2.** If \( \{ \varphi_i \}_{i \in I} \) is a net of \( \rho_0 \)-subharmonic functions on \( X \) which is locally bounded above, then the usc regularization \( \psi^* \) of \( \psi := \sup_{i \in I} \varphi_i \) is \( \rho_0 \)-subharmonic. Furthermore, \( \psi^* = \psi \) on \( X \setminus \{ \alpha = +\infty \} \).

The proof of Lemma 2.2 is a minor variation on [BR10, Proposition 8.23(E)].

The rest of this section is devoted to a brief discussion of the Laplacian of a quasisubharmonic function. Given a \( \rho_0 \)-subharmonic function \( \varphi \) and any finite subtree \( Y \subset X \) containing \( x_G \), let \( \Delta (\varphi|_Y) \) be the unique signed Borel measure on \( Y \) determined by the following rule: if \( \vec{v}_1, \ldots, \vec{v}_n \) are tangent directions in \( Y \) such that \( U(\vec{v}_i) \cap U(\vec{v}_j) \neq \emptyset \) and \( U(\vec{v}_i) \nsubseteq U(\vec{v}_j) \) for all \( i \neq j \), then
\[
\Delta (\varphi|_Y) \left( \bigcap_{i=1}^n U(\vec{v}_i) \right) = - \sum_{i=1}^n d_{\vec{v}_i} (\varphi|_Y).
\]

The \textit{Laplacian} is the signed Borel measure \( \Delta \varphi \) uniquely characterized by the following property: for any finite subtree \( Y \subset X \) containing \( x_G \),
\[
(\tau_Y)_* (\rho_0 + \Delta \varphi) = \rho_0 + \Delta (\varphi|_Y),
\]
where \( \tau_Y : X \to Y \) is the (continuous) retraction map of \( X \) onto \( Y \). There are several Laplacians defined in the literature, and the above definition follows the conventions of [FJ05, Jon15] and it differs from that of [BR10] by a negative sign; see [BR10, §5.8] for a discussion of the various Laplacian operators.

Quasisubharmonic functions and their Laplacians behave well with respect to the ground field extension morphism \( \pi : X_K \to X \), in the following sense: given a \( \rho_0 \)-subharmonic function \( \varphi \) on \( X \), \( \pi^* \varphi \) is a \( \pi^* \rho_0 \)-subharmonic function on \( X_K \) and \( \Delta \varphi = \pi_* \Delta (\pi^* \varphi) \).

**Example 2.3.** For any irreducible \( f \in k(T) \), the function \( \varphi := \log |f| \) is \( \rho_0 \)-subharmonic, where \( \rho_0 = m(x) \cdot \delta_{x_G} \) and \( x \in X^{\text{rig}} \) is the rigid point of \( X \) corresponding to the maximal ideal \( (f) \) of \( k(T) \). It is easy to check that
\[
\Delta \varphi = m(x) (\delta_x - \delta_{x_G}).
\]
More generally, for any \( f \in k(T) \), the function \( \log |f| \) is quasisubharmonic and its Laplacian can be identified, up to scaling and adding a multiple of \( \delta_{x_G} \), with the divisor of zeros of \( f \) via the Poincaré–Lelong formula. See [BR10, Example 5.20].

In fact, for any \( x \in X \) with \( m(x) < +\infty \), the function \( \varphi = -\alpha (x \vee \cdot) \) is \( m(x) \cdot \delta_{x_G} \)-subharmonic with Laplacian given by \( \Delta \varphi = m(x) (\delta_x - \delta_{x_G}) \).
For a quasisubharmonic function \( \varphi \) on \( X \), we may construct a metric on \( \mathcal{O}_X \): to a local section \( f \) of \( \mathcal{O}_X \) over an analytic domain \( V \subset X \), we assign the function \( x \mapsto |f(x)|e^{-\varphi(x)} \), for \( x \in V \). This convention mirrors how (semipositive) metrics on line bundles on complex manifolds are locally given by plurisubharmonic functions, as in e.g. [Dem12, \S 3].

2.3. Temkin’s metric. In [Tem16], Temkin introduces a canonical lower-semicontinuous metric \( A_Z \) on the canonical bundle \( \omega_{Z/k} \) of any \( k \)-analytic space \( Z \). We will explain the construction of \( A_Z \) when \( Z \) is a \( k \)-affinoid space. In the sequel, the metric \( A_Z \) will play a crucial role when \( Z \) is the closed unit disc.

To a contractive morphism \( A \to B \) of seminormed rings, the module \( \Omega_{B/A} \) of Kähler differentials may be equipped with the maximal seminorm \( \| \cdot \|_{B/A} \) making the derivation \( d \colon B \to \Omega_{B/A} \) into a contractive \( A \)-module morphism. Explicitly,

\[
\| s \|_{B/A} = \inf_{s = \sum_i b_i d(b'_i)} \max_i |b_i| \cdot |b'_i|,
\]

where the infimum is taken over all representations \( s = \sum_i b_i d(b'_i) \). Let \( \hat{\Omega}_{B/A} \) denote the separated completion of \( \Omega_{B/A} \) with respect to \( \| \cdot \|_{B/A} \); this is a Banach \( B \)-module. We say that \( \hat{\Omega}_{B/A} \) is the completed module of Kähler differentials and we say its norm \( \| \cdot \|_{B/A} \) is the Kähler norm on \( \hat{\Omega}_{B/A} \). See [Tem16, 4.1] for further details.

For a \( k \)-affinoid algebra \( A \), the module \( \hat{\Omega}_{A/k} \) has an alternate description: if \( J \) is the kernel of the multiplication map \( A \otimes_k A \to A \), then \( \hat{\Omega}_{A/k} = J/J^2 \). The derivation \( d \colon A \to \hat{\Omega}_{A/k} \) is induced from the bounded map \( A \to J \) of Banach \( A \)-modules given by \( a \mapsto 1 \otimes a - a \otimes 1 \). The image of the derivation \( d \) generates \( \hat{\Omega}_{A/k} \) as an \( A \)-module. This is the approach taken in [Ber93, 3.3].

Let \( Z = \mathcal{M}(A) \) be a \( k \)-affinoid space. The finite Banach \( A \)-module \( \hat{\Omega}_{A/k} \) determines a coherent \( \mathcal{O}_Z \)-module \( \Omega_{Z/k} := \mathcal{O}_Z(\hat{\Omega}_{A/k}) \) on \( Z \). Temkin provides a canonical metric on each stalk of \( \Omega_{Z/k} \), as well as on the stalks of its exterior powers (and in particular, on the canonical bundle). This was originally introduced as a generalization of the weight function of [MN15]. It has arisen in other contexts more recently, e.g. as a log discrepancy-type function in [BJ16, 5.6].

For any \( z \in Z \), there is a natural homomorphism of \( k \)-algebras

\[
\psi_z \colon \Omega_{Z/k,z} \longrightarrow \Omega_{Z/k,z} \otimes_{\mathcal{O}_{Z,z}} \mathcal{H}(z) \xrightarrow{\simeq} \hat{\Omega}_{\mathcal{H}(z)/k},
\]

which extends the natural isomorphism from the completed fibre of \( \Omega_{Z/k} \) at \( z \) to the completed module of Kähler differentials of \( \mathcal{H}(z)/k \). Let \( \pi : Z_K \to Z \) denote the ground field extension of \( Z \).

Fix \( z \in Z \). The canonical metric \( \| \cdot \|_z \) on \( \Omega_{Z/k,z} \) is defined by the following rule: for any germ \( s \in \Omega_{Z/k,z} \), set

\[
\| s \|_z := \| \psi_{z'}(\pi^* s) \|_{\mathcal{H}(z')/k}
\]

for any \( z' \in \pi^{-1}(z) \). This is independent of the choice of \( z' \). In particular, if \( k = k^a \), then \( \| s \|_z = \| \psi_z(s) \|_{\mathcal{H}(z)/k} \), i.e. \( \| \cdot \|_z \) is the norm on \( \Omega_{Z/k,z} \) defined by pulling back the norm on \( \hat{\Omega}_{\mathcal{H}(z)/k} \). This metric naturally extends to the exterior powers of \( \Omega_{Z/k} \) and, in particular, to the canonical bundle \( \omega_{Z/k} \). For the various properties of the canonical metric, see [Tem16, \S 6].

The canonical metric, as defined above, is called the “geometric Kähler norm” in [Tem16, 6.3.15]. When \( k \neq k^a \), if one defines the metric on the stalk \( \Omega_{Z/k,z} \) by pulling back the metric on \( \hat{\Omega}_{\mathcal{H}(z)/k} \) (without first passing to the completed algebraic closure), then the metric may be quite poorly behaved (for example when \( k \) has wild extensions). See [Tem16, 6.2].

If \( \omega_{Z/k} \) is trivial, a trivializing section \( \eta \) of \( \omega_{Z/k} \) gives rise to a lower-semicontinuous function \( A_Z : Z \to [0, +\infty] \) defined by the following property: for any \( z \in Z \), write a germ \( s \in \omega_{Z/k,z} \) as \( s = f \cdot \eta_x \) for some \( f \in \mathcal{O}_{Z,z} \), where \( \eta_x \) is the image of \( \eta \) in \( \omega_{Z/k,z} \). Then,

\[
\| s \|_z = |f(z)| e^{-A_Z(z)}.
\]

The function \( A_Z \) depends on the choice of trivializing section \( \eta \), but we suppress this dependence in the notation.
For our purposes, the important special case is when $X = \mathcal{M}(k\{T\})$ is the closed unit disc. The completed module $\hat{\Omega}_{k\{T\}/k}$ of Kähler differentials is the free Banach $k\{T\}$-module on the differential $dT$ and, following [Tem16, 6.2.1], the canonical metric admits a simple description: for any $x \in X$ and any global section $f \cdot dT$ of $\hat{\Omega}_{k\{T\}/k}$, we have
\[
\|f \cdot dT\|_x = |f(x)|r(x) = |f(x)|e^{-A_X(x)},
\]
where $r: X \to [0, 1]$ is the radius function. Thus, $A_X = -\log r$. This description holds regardless of whether or not $k$ is algebraically closed. Observe that $A_X = +\infty$ on the type 1 points of $X$.

The function $A_X$ is convex on any segment of $X$ and, in fact, its directional derivatives admit a simple expression: if $x \in X$ with $m(x) < +\infty$ and $\tilde{v} \in TX_x$ is a direction such that $U(\tilde{v}) \cap X^{rig} \neq \emptyset$, then $d_{\tilde{v}}A = m(\tilde{v})$.

Moreover, (2.1) shows that $\frac{A_X(x)}{m(x)} \leq \alpha(x) \leq A_X(x)$ for $x \in X$.

In §3 and §4, we will be concerned with “twists” of the canonical metric $A_X$ on $\Omega_{X/k}$ by a metric on $\mathcal{O}_X$. More precisely, for any quasishuhabarmonic function $\varphi$ on $X$ and any $x \in X$, we consider the metric $\|\cdot\|_{\varphi,x}$ which, to a global section $f \cdot dT$ of $\Omega_{X/k}$, assigns the number
\[
\|f \cdot dT\|_{\varphi,x} := |f(x)|e^{-\varphi(x) - A_X(x)}.
\]
In fact, we will be interested in $\sup_{x \in X} \|f \cdot dT\|_{\varphi,x}$, which we write as $\|f\|_{\varphi}$ in the sequel.

3. An Ohsawa–Takegoshi-type extension theorem

Let us briefly recall the notation established in §2. Let $k$ be a complete non-Archimedean field, and assume in addition that $k$ is algebraically closed, trivially-valued, or is spherically complete of residue characteristic zero. Let $X = \mathcal{M}(k\{T\})$ be the Berkovich closed unit disc over $k$ with Gauss point $x_G$, let $r: X \to [0, 1]$ be the radius function, and let $A := -\log r: X \to [0, +\infty]$ be Temkin’s metric.

In this section, we prove the following variant of Theorem A and derive Theorem A as an easy consequence.

Theorem 3.1. Let $\varphi$ be a quasishuhabarmonic function on $X$ with $\varphi(x_G) = 0$, and let $Z(\varphi) = \{\varphi = -\infty\}$ denote the polar locus of $\varphi$. For any $z \in X$, there exists a constant $c_0 > 0$ and a nonzero polynomial $f \in k\{T\}$ such that
\[
\|f\|_{(1+\epsilon)\varphi} := \sup_{x \in X \setminus Z(\varphi)} |f(x)|e^{-(1+\epsilon)\varphi(x) - A(x)} \leq |f(z)|e^{-\varphi(z)} \text{ for all } \epsilon \in [0, c_0].
\]
If $\varphi(z) = -\infty$, then we may find $f$ such that $\|f\|_{(1+\epsilon)\varphi} < +\infty$ for all $\epsilon \in [0, c_0]$. Moreover, if $k$ is algebraically closed and $z \in X^{rig}$, then for any value $a \in H(z)^* = k^*$, we may find $f$ such that $f(z) = a$.

We will prove Theorem 3.1 in §3.1. The hypotheses of Theorem 3.1 may be weakened to allow $\varphi(x_G) \geq 0$, but it is false if $\varphi(x_G) < 0$ (e.g. if $\varphi = -1$), then the only $f$ that could satisfy the inequality in Theorem 3.1 at the Gauss point is $f = 0$. Nonetheless, Theorem A, which has no hypothesis on the value of $\varphi(x_G)$, may be easily deduced from Theorem 3.1. Furthermore, the presence of the hypotheses on the field $k$ is discussed immediately after the proof of Lemma 3.6.

Proof of Theorem A. Given a quasishuhabarmonic function $\varphi$ on $X$ and a point $z \in X$, set $\phi := \varphi - \varphi(x_G)$. Theorem 3.1 asserts that there is a nonzero polynomial $f \in k\{T\}$ such that $\|f\|_{(1+\epsilon)\phi} \leq |f(z)|e^{-\phi(z)}$ for all $\epsilon > 0$ sufficiently small. Thus,
\[
\lim_{\epsilon \to 0^+} \|f\|_{(1+\epsilon)\phi} = e^{\varphi(x_G)} \lim_{\epsilon \to 0^+} e^{\varphi(x_G)} \|f\|_{(1+\epsilon)\phi} \leq |f(z)|e^{-\phi(z) + \varphi(x_G)} = |f(z)|e^{-\varphi(z)}.
\]
This completes the proof of Theorem A. \qed

As discussed in §1, the optimal constant appearing in the classical Ohsawa–Takegoshi theorem for the complex unit disc is $\pi$. In the non-Archimedean setting, however, the optimal constant is $1$, in the following sense.
Corollary 3.2. For any $z \in X$, let $c(z)$ be the smallest positive number such that for any quasisharmonic function $\varphi$ on $X$, there exists a nonzero $f \in k\{T\}$ satisfying

$$\lim_{\epsilon \to 0^+} \|f\|_{(1+\epsilon)\varphi} \leq c(z)|f(z)|e^{-\varphi(z)}.$$  

Then, $c(z) = 1$.

Proof. If $\varphi \equiv 0$, then $|f(x_G)| = \lim_{\epsilon \to 0^+} \|f\|_{(1+\epsilon)\varphi} \leq c(z)|f(z)| \leq c(z)|f(x_G)|$. As $|f(x_G)| \neq 0$, it follows that $c(z) \geq 1$. Theorem A asserts that the lower bound $c(z) = 1$ is achieved for any $z$. \hfill \Box

3.1. Proof of Theorem 3.1. Fix $z \in X$. Suppose $\varphi$ is $\rho_0$-subharmonic for some finite (atomic) measure $\rho_0$ supported at the Gauss point $x_G$, and $\varphi(x_G) = 0$. To simplify the exposition, we assume $\varphi(z) > -\infty$. When $\varphi(z) = -\infty$, the proof is similar: one proves analogues of the sequence of lemmas below, each of which is made easier because one is only concerned with ensuring that a quantity is finite, as opposed to ensuring that the same quantity is less than some fixed value.

The strategy of the proof is to use strong induction on $[\text{mass}(\rho_0)]$. For this reason, the following terminology will be quite helpful.

Definition 3.3. Let $\epsilon_0 > 0$. A nonzero polynomial $f \in k\{T\}$ is a $(\varphi, \epsilon_0)$-extension at $z$ if the inequality

$$\|f\|_{(1+\epsilon)\varphi} \leq |f(z)|e^{-\varphi(z)}$$

holds for all $\epsilon \in [0, \epsilon_0]$. Equivalently, $f$ is a $(\varphi, \epsilon_0)$-extension if for all $x \in X\setminus Z(\varphi)$ and all $\epsilon \in [0, \epsilon_0]$, we have

$$\log |f(x)| - \log |f(z)| \leq A(x) + (1 + \epsilon)|\varphi(x) - \varphi(z)|.$$  

(3.1)

As $\varphi \leq 0$, in order to verify that $f$ is an $(\varphi, \epsilon_0)$-extension at $z$, it suffices to check $\|f\|_{(1+\epsilon)\varphi} \leq |f(z)|e^{-\varphi(z)}$, as opposed to verifying it for all $\epsilon \in [0, \epsilon_0]$.

The key players in the proof of Theorem 3.1 are the finite subtrees

$$\Gamma_{\varphi,n} := \left\{ x \in X : (\rho_0 + \Delta\varphi)\{y \leq x\} \geq \frac{n}{n+1}m(x) \right\}.$$

for $n \geq 1$. Note that $\Gamma_{\varphi,n}$ is indeed a finite subtree of $X$, since any end $x$ of $\Gamma_{\varphi,n}$ satisfies $(\rho_0 + \Delta\varphi)\{x\} \geq \frac{n}{n+1}m(x)$ and $\rho_0 + \Delta\varphi$ is a positive measure of finite mass equal to $\text{mass}(\rho_0)$. It is clear that $\Gamma_{\varphi,n} \supseteq \Gamma_{\varphi,n+1}$ for any $n \geq 1$; in particular,

$$\Gamma_{\varphi} := \bigcap_{n \geq 1} \Gamma_{\varphi,n} = \{ x \in X : (\rho_0 + \Delta\varphi)\{y \leq x\} \geq m(x) \}$$

is a finite subtree of $X$ that is contained in $\Gamma_{\varphi,n}$ for any $n \geq 1$.

The subtrees $\Gamma_{\varphi,n}$ are crucial in reducing Theorem 3.1 to a “finite” problem. Observe that any point of $\Gamma_{\varphi,n}$ must have a finite multiplicity because $\text{mass}(\rho_0)$ is finite and, moreover, $\Gamma_{\varphi,n} \cap \mathbb{X}^\text{rig} \subseteq Z(\varphi)$. Variants of this tree appear in [Jon15, Prop 2.8] and [FJ05, Lem 7.7].

The following is the base case for our induction.

Lemma 3.4. If $\text{mass}(\rho_0) < 1$, there exists a constant $\epsilon_0 > 0$ such that any nonzero constant function is a $(\varphi, \epsilon_0)$-extension at $z$.

Proof. Set $\epsilon_0 := \frac{1-\text{mass}(\rho_0)}{\text{mass}(\rho_0)}$. Since $\text{mass}(\rho_0) < 1$, $\Gamma_{\varphi} = \emptyset$ and $|d\varphi(1+\epsilon)\varphi| \leq (1+\epsilon)\text{mass}(\rho_0) \leq 1$ for all tangent directions $\vec{v}$ in $X$, provided $\epsilon \in [0, \epsilon_0]$. To check that any constant function is a $(\varphi, \epsilon_0)$-extension at $z$, it suffices to check that $0 \leq A + (1 + \epsilon)|\varphi - \varphi(z)|$ on $X\setminus Z(\varphi)$. This inequality is satisfied at the Gauss point:

$$A(x_G) + (1 + \epsilon)|\varphi(x_G) - \varphi(z)| = -\varphi(z) \geq 0.$$

Moreover, the convexity of $\varphi$ and of $A$ ensures that it is enough to check that, in any tangent direction at $x_G$, the function $(1 + \epsilon)\varphi + A$ only increases in that direction. However, in any such direction $\vec{v}$,

$$d\vec{v}((1 + \epsilon)\varphi + A) \geq -(1 + \epsilon)\text{mass}(\rho_0) + 1 \geq 0,$$
which completes the proof. □

Now, if mass(ρ₀) ≥ 1, then x_G ∈ Γϕ,n for all n ≥ 1, because m(x_G) = 1. In particular, Γϕ,n ≠ ∅ and the set of ends\(^1\) Ends(Γϕ,n) is nonempty. Let Γ′ϕ,n denote the convex hull of Γϕ,n ∪ {z}. Let τϕ,ₙ : X → Γ′ϕ,n denote the retraction of X onto Γ′ϕ,n. For any n ≥ 1, observe that a (τϕ,ₙ, ψ₀)-extension \( f \) at z is also a (φ, ε₁)-extension at z, where ε₁ = min{ε₀, \( \frac{1}{n} \)}. Indeed, for any \( x ∈ Γϕ,n \) and any direction \( v ∈ TX, x \) such that \( U(v) ∩ Γϕ,n = ∅ \), we have

\[
d(\varepsilon + \varepsilon A) > \left(-1 + \varepsilon \right) \frac{n}{n+1} + 1 m(x) \geq 0
\]

for all \( \varepsilon ∈ [0, ε₁] \). Thus, for fixed \( n ≥ 1 \), we may replace \( ψ \) with \( τϕ,ₙ, ψ \) to assume that \( ψ \) is locally constant off of \( Γ′ϕ,n \).

Fix \( n ≥ 1 \) such that

\[
Γϕ,n \backslash Γ = \bigcup_{j ∈ J} [x_j, x̂_j], \tag{3.2}
\]

where \( J \) is a finite index set, and for all \( j ∈ J, x̂_j ∈ Γϕ \) and the point \( x_j \) is of type 2 or 3 such that the multiplicity function is constant on \([x_j, x̂_j]\). Moreover, for each \( j ∈ J, v_j ∈ TX, x̂_j \) denotes the unique tangent direction at \( x̂_j \) with \( x_j ∈ U(v_j) \), then \( d_{x̂_j} φ = -m(x_j) \).

As mentioned before, the strategy of the proof of Theorem 3.1 is by strong induction on \([\text{mass}(ρ₀)]\). In the following sequence of lemmas, we explain how to reduce the problem of the existence of a (φ, ε₀)-extension at \( z \) to the existence of a (φ, ε₁)-extension at \( z \), where \( φ \) is a ρ-subharmonic for some finite measure \( ρ \) with \( \text{mass}(ρ) ≥ \text{mass}(ρ₀) - 1 \) and \( 0 < ε₁ ≤ ε₀ \). As \( \text{mass}(ρ₀) \) is finite, after finitely-many such reductions we must find ourselves in the setting of Lemma 3.4. The hypotheses of each lemma are concerned with which types of points may arise in the finite set \( \text{Ends}(Γϕ,n) \); in particular, if one assumes that \( k \) is spherically complete, one can ignore Lemma 3.7.

Lemma 3.5. Suppose that \( \text{mass}(ρ₀) ≥ 1 \) and that there exists \( x ∈ \text{Ends}(Γϕ,n) \) of type 1. Then, there exists \( ε₁ > 0 \) and a ρ-subharmonic function \( φ \), with \( \text{mass}(ρ) ≤ \text{mass}(ρ₀) - 1 \), such that a (φ, ε₀)-extension \( f \) at \( z \) may be constructed from a (φ, ε₁)-extension \( \tilde{f} \) at \( z \).

Proof. By assumption, \( x ∈ Γϕ \) and so it satisfies \( m(x) < +∞ \); in particular, \( x ∈ \text{X}^{\text{rig}} \), because \( x \) is of type 1. In addition, as \( Γϕ ∩ X^{\text{rig}} ⊆ Z(φ) \) and \( z ∉ Z(φ) \), we have \( x ≠ z \). Let \( m_ə \) denote the maximal ideal of \( k(T) \) corresponding to \( x \), and let \( g \) be a polynomial generator of \( m_ə \) with \( |g(x_G)| = 1 \). As type-1 points are minimal with respect to the partial order ≤, we have

\[
1 ≤ m(x) ≤ (ρ₀ + Δφ){y ∈ X : y ≤ x} = Δφ{x}.
\]

Set \( c := \frac{Δφ(x)}{m(x)} ≥ 1, γ := |c|, \) and \( ρ := ρ₀ - γδ_{x_G} \), then the function \( φ := φ - γ \log |g| \) is \( ρ \)-subharmonic and \( φ(x_G) = 0 \). Suppose there exists \( ε₁ > 0 \) and a (φ, ε₁)-extension \( \tilde{f} ∈ k[T] \) at \( z \) and set \( f := g^{−1} \tilde{f} \). We claim that there exists \( ε₀ ∈ (0, ε₁) \) such that \( f \) is a (φ, ε₀)-extension at \( z \).

Case 1. Consider the case when \( c \) is an integer. If \( z' := τϕ,n(z) \), then \( Γ′ϕ,n = Γϕ,n ∪ \{z, z'\} \). If \( z' ≠ z \), let \( v_z ∈ TX, z' \) be the unique direction at \( z' \) with \( z ∈ U(v_z) \). The function \( y → |f(y)|e^{−(1+ε₀)φ(y)}A(y) \) is decreasing in the direction \( v_z \) provided \( d_{v_z}(-1+ε₀φ - A) ≤ 0 \). This occurs if \( ε₀ ≤ \frac{m(v_z)}{m(x_G)} \). Thus, it suffices to find \( ε₀ > 0 \) such that

\[
|f(y)|e^{−(1+ε₀)φ(y)}A(y) ≤ |f(z)|e^{−φ(z)} = |f(z)|e^{−φ(z)}
\]

\(^1\)If Γ is a subtree of X that contains x_G, we adopt the following conventions: if Γ ⩾ {x_G}, then Ends(Γ) consists of those points in Γ with a unique tangent direction in Γ; if Γ = x_G, then Ends(Γ) = Γ.
for all \( y \in \Gamma_{\varphi,n} \). Set \( \tilde{\Gamma}_{\varphi,n} = \Gamma_{\varphi,n} \cup \{ x_G \} \) (where we must include \( x_G \) in case \( \Gamma_{\varphi,n} \) is empty). If \( y \in \tilde{\Gamma}_{\varphi,n} \), then 
\[
\phi(y) \leq -\frac{n}{n+1} \alpha(y),
\]
and hence 
\[
|g(y)|^{-c_0} e^{(c_1-c_0) \phi(y)} \leq \left(e^{-\alpha(y)} \right)^{-c_0 cm(x) + \frac{c_1}{n+1}(c_1-c_0)}
\]
and this is less than or equal to 1 provided \( \epsilon_0 \leq \frac{c_1 n}{m(x) c(n+1)+c n} \). Granted this, observe that 
\[
|f(y)| e^{-(1+c_0) \phi(y)-A(y)} = |g(y)|^{-c_0} e^{(c_1-c_0) \phi(y)} |\tilde{f}(y)| e^{-(1+c_1) \phi(y)-A(y)} \leq |\tilde{f}(y)| e^{-(1+c_1) \phi(y)-A(y)} \leq |\tilde{f}(z)| e^{-\phi(z)},
\]
as required. Let \( \tilde{x} \) denote the minimal element of \( \tilde{\Gamma}_{\varphi,n} \cap [x,x_G] \) and let \( \tilde{v}_x \in T_{x,\tilde{x}} \) be the unique direction at \( \tilde{x} \) such that \( x \in U(\tilde{v}_x) \). As \( \Gamma_{\varphi,n} = \tilde{\Gamma}_{\varphi,n} \cup [x,x_G] \), it suffices to find an \( \epsilon_0 > 0 \) such that the function 
\[
y \mapsto |f(y)| e^{-(1+c_0) \phi(y)-A(y)}
\]
is decreasing in the direction \( \tilde{v}_x \), or equivalently 
\[
d_{\tilde{v}_x} (\epsilon_0 m(x) c \alpha - (1 + \epsilon_0) \phi - A) \leq 0.
\]
This occurs if \( \epsilon_0 \leq \frac{m(\tilde{v}_x)}{(c(n+1)+cn) m(x)} \).

**Case 2.** Now, suppose \( c \) is not an integer, i.e. \( c > \gamma \). Write \( \varphi = \psi + c \log |y| \) for some quasipsubharmonic function \( \psi \) on \( X \) with \( \psi \leq 0 \). Set \( \epsilon_0 = \frac{c (e^{c-\gamma})}{e} \). It is straightforward to check that \( \epsilon_1 \phi \leq \epsilon_0 \varphi \) on all of \( X \). Thus, for any \( y \in X \setminus Z(\varphi) \), we have 
\[
|f(y)| e^{-(1+c_0) \varphi(y)-A(y)} = e^{\epsilon_1 \phi(y) - c \varphi(y)} |\tilde{f}(y)| e^{-(1+c_1) \varphi(y)-A(y)} \leq |\tilde{f}(z)| e^{-\varphi(z)} = |\tilde{f}(z)| e^{-\varphi(z)},
\]
which completes the proof. 

\( \square \)

**Lemma 3.6.** Suppose that \( \text{mass}(\rho_0) \geq 1 \) and that there exists \( x \in \text{Ends}(\Gamma_{\varphi,n}) \) of type 2 or of type 3 such that \( \text{tr}_{\varphi,n}(x) \neq x \). Then, there exists \( \epsilon_1 > 0 \) and a \( \rho \)-subharmonic function \( \phi \), with \( \text{mass}(\rho) \leq \text{mass}(\rho_0) - 1 \), such that a \( (\varphi,\epsilon_0) \)-extension \( f \) at \( z \) may be constructed from a \( (\phi,\epsilon_1) \)-extension \( \tilde{f} \) at \( z \).

**Proof.** By Lemma 2.1, there exists \( x' \in X^{\text{rig}} \) such that \( \text{tr}_{\varphi,n}(x') = x \) and \( m(x') = m(x) \). If \( x \in \Gamma_{\varphi} \), then set \( c := \frac{\Delta \varphi(x')}{m(x)} \geq 1 \). We construct a new \( \rho \)-subharmonic function \( \varphi' \) by extending \( \varphi \) linearly with slope \( cm(x) \) from the end \( x \) to the rigid point \( x' \); more precisely, \( \varphi' \) is given by the formula 
\[
\varphi'(y) := \varphi(y) + cm(x) \left( \alpha(y \vee x) - \alpha(y \vee x') \right).
\]
It is clear that \( \varphi'(x_G) = 0 \), \( \varphi'(z) = \varphi(z) \), and \( \varphi' \leq \varphi \). In particular, any \( (\varphi',\epsilon_0) \)-extension at \( z \) is also a \( (\varphi,\epsilon_0) \)-extension at \( z \).

If \( x \in \Gamma_{\varphi,n} \setminus \Gamma_{\varphi} \), then by the assumption (3.2), we can replace \( \varphi \) with a function that is linear on \([x,\text{tr}_{\varphi}(x)]\) with slope \( m(\text{tr}_{\varphi}(x)) \) and then repeat the same argument as above. 

The proof of Lemma 3.6 is one point in the proof of Theorem 3.1 where the additional assumptions on the field \( k \) are needed (in order to be able to apply Lemma 2.1). If one were to pick \( x' \in X^{\text{rig}} \) such that \( m(x') > m(x) \), then the function \( \varphi' \) need not be quasipsubharmonic.

In addition, the conditions on the field \( k \) are such that the hypotheses of the following lemma can only occur when \( k \) is algebraically closed and nontrivially-valued.

**Lemma 3.7.** Suppose that \( \text{mass}(\rho_0) \geq 1 \) and that there exists \( x \in \text{Ends}(\Gamma_{\varphi,n}) \) of type 4 and \( x \neq z \). Then, there exists \( \epsilon_1 > 0 \) and a \( \rho \)-subharmonic function \( \phi \), with \( \text{mass}(\rho) \leq \text{mass}(\rho_0) - 1 \), such that a \( (\varphi,\epsilon_0) \)-extension \( f \) at \( z \) may be constructed from a \( (\phi,\epsilon_1) \)-extension \( \tilde{f} \) at \( z \).

**Proof.** By assumption, \( k \) is algebraically closed and nontrivially-valued (so the type 2 points of \( X \) are dense). Moreover, all multiplicities are equal to 1 and \( \alpha = A \).

Note that, since \( x \) is of type 4, \( A(x) \in (0,\infty) \). Recall that \( \Gamma'_{\varphi,n} \) denotes the convex hull of \( \Gamma_{\varphi,n} \cup \{ z \} \) (we allow the possibility that \( z \in \Gamma_{\varphi,n} \), so it is possible that \( \Gamma'_{\varphi,n} = \Gamma_{\varphi,n} \)). Let \( \tilde{x} \in (x,x_G) \) be the minimal point
with the property that \( \{ y \in \Gamma_{\varphi,n} : y \leq \tilde{x} \} \neq [x, \tilde{x}] \). That is, \( \tilde{x} \) is the minimal point on \( (x, x_G) \) such that \( (\tilde{x}, x) \) does not intersect any branches of \( \Gamma_{\varphi,n} \) other than the one containing \( x \). It follows that \( \text{tr}_{\varphi,n}(z) \neq (\tilde{x}, x) \). An example is in Fig. 1.

Set \( c := -d_{\varphi}\varphi \geq 1 \), where \( \varphi \in T_{X,\tilde{x}} \) is the unique tangent direction at \( \tilde{x} \) with \( x \in U(\varphi) \); then, after possibly replacing \( \varphi \) with a smaller quasisubharmonic function, we may assume that \( \varphi \) is linear of slope \(-c\) on \([x, \tilde{x}]\), i.e.

\[
\varphi(y) = \varphi(x) - c(\alpha(y) - \alpha(x))
\]

for \( y \in [x, \tilde{x}] \). If \( \gamma := |c| \), and \( \rho := \rho_0 - \gamma \delta_{x_G} \), then the function \( \phi(y) := \varphi(y) + \gamma \alpha(y) \vee x \) is \( \rho \)-subharmonic and \( \phi(x_G) = 0 \). Suppose there exists \( \epsilon_1 > 0 \) and a \((\phi, \epsilon_1)\)-extension \( \tilde{f} \in k[T] \) at \( x \).

Pick \( u \in (x, \tilde{x}) \) of type 2 such that \( \alpha(x) - \alpha(u) \in (0, \eta) \), where \( \eta \) is a positive number chosen to be less than \( \frac{A(x)}{c} \) and, if \( \phi(x) < 0 \), then we also require that \( \eta < \epsilon_1 \phi(x) 
\)

Pick \( u' \in X^{\text{rig}} \) such that \( \text{tr}_{\varphi,n}(u') = u \), and a polynomial generator \( g \) of \( m_w \) with \( |g(x_G)| = 1 \). Set \( f := \tilde{f}g \). By construction, \( z \vee u = z \vee x \), and hence we have

\[
|\tilde{f}(z)|e^{-\phi(z)} = |g(z)|e^{-\gamma(\alpha(z) \vee u)}e^{-\phi(z)} = |\tilde{f}(z)|e^{-\phi(z)}.
\]

Case 1. Suppose that \( c \) is an integer and \( \phi(x) = 0 \). Then, \( \phi|_{[x,x_G]} = 0 \), and hence \( \varphi(y) = -c\alpha(y) \vee x \) for \( y \in [x, x_G] \). Arguing as in Case 1 of Lemma 3.5, it suffices to find an \( \epsilon_0 > 0 \) such that

\[
|\tilde{f}(y)|e^{-\left(1+\epsilon_0\right)\varphi(y)-A(y)} \leq |\tilde{f}(z)|e^{-\phi(z)}
\]

(3.3)

for \( y \in \Gamma_{\varphi,n} \). By assumption, \( \Gamma_{\varphi,n} \cap [x, x_G] \subseteq \{x_G\} \), so the left-hand side of (3.3) is equal to \( |\tilde{f}(y)|e^{-\left(1+\epsilon_0\right)\varphi(y)-A(y)} \) for \( y \in \Gamma_{\varphi,n} \), in which case (3.3) holds. Thus, it suffices to verify (3.3) for \( y \in [x, x_G] \). It holds when \( y = x_G \) by assumption, and the function \( y \mapsto |\tilde{f}(y)|e^{-\left(1+\epsilon_0\right)\varphi(y)-A(y)} \) is decreasing on \([u, x_G]\), but increasing on \([u, x] \). Therefore, it is enough to check (3.3) at \( y = x \). Let \( \beta := \log |\tilde{f}(x)| - \log |\tilde{f}(x_G)| \leq 0 \) and suppose there exists an \( \epsilon_0 > 0 \) such that

\[
e^{-\gamma(\alpha(z) \vee u)}e^{-\phi(z)} = |\tilde{f}(z)|e^{-\phi(z)}.
\]

(3.4)

Then, \( |f(x)|e^{-\left(1+\epsilon_0\right)\varphi(x)-A(x)} \leq |\tilde{f}(x)|e^{-\phi(x)} \), and \( |\tilde{f}(x_G)| \) is less than or equal to \( |\tilde{f}(z)|e^{-\phi(z)} \) by assumption. Thus, it suffices to show (3.4). Observe that

\[
e^{-\gamma(\alpha(z) \vee u)}e^{-\phi(z)} = |\tilde{f}(x)|e^{-\beta(u) - \gamma \delta_{x_G} \varphi(x)} - A(x) 
\]

\[
\leq \exp(-c(\alpha(u) - \alpha(x)) - A(x) + \epsilon_0 \alpha(x)),
\]

so (3.4) holds at \( y = x \) if \( \epsilon_0 \leq \frac{A(x)}{\alpha(x)} \).
The start of the section, we assume that such that \( (\epsilon) \). Using the fact that \( \epsilon \) requires, we have \( \epsilon \leq \frac{\epsilon n}{n + c(n + 1)} \). Finally, as in Case 1, the function \( y \mapsto |f(y)|e^{-(1+\epsilon_0)\phi(y) - A(y)} \) on \( \Gamma_{\phi,n} \) is maximized at \( y = x \), so it suffices to find an \( \epsilon_0 > 0 \) so that holds (3.3) there. Observe that
\[
|g(u)|e^{(\epsilon_1-\epsilon_0)\phi(x)+(1+\epsilon_0)c\alpha(x)} \leq 1
\]
provided \( \epsilon_0 \leq -\frac{\epsilon_1\phi(x) - \eta}{\phi(x) + c\alpha(x)} \), where \( -\epsilon_1 \phi(x) - \eta > 0 \) by the choice of \( u \). It follows that
\[
|f(x)|e^{-(1+\epsilon_0)\phi(x) - A(x)} = |g(u)|e^{(\epsilon_1-\epsilon_0)\phi(x)}e^{(1+\epsilon_0)c\alpha(x)}f(x)e^{-(1+\epsilon_1)\phi(x) - A(x)} \leq |f(z)|e^{-\phi(z)},
\]
which completes the proof in Case 2.

Case 3. Suppose \( c > \gamma \). Following the previous two cases, it suffices to find \( \epsilon_0 > 0 \) such that (3.3) holds for all \( y \in \Gamma_{\phi,n} \). Set \( \Gamma_{\phi,n} = \Gamma_{\phi,n} \cup \{T\} \). If \( y \in \Gamma_{\phi,n} \), then \( \phi(y) \leq -\frac{n}{n+1}\alpha(y) \), and hence
\[
\exp((\epsilon_1 - \epsilon_0)\phi(y) + \gamma\epsilon_0\alpha(y \vee u')) \leq \left(e^{-\alpha(y)}\right)\left(\frac{\phi(y) + \gamma\epsilon_0}{\alpha(y)}\right).
\]
This last quantity is less than or equal to 1 provided \( \epsilon_0 \leq \frac{\epsilon_1 n}{(n+1)\gamma + n} \). In this case, we have
\[
|f(y)|e^{-(1+\epsilon_0)\phi(y) - A(y)} \leq e^{\gamma\alpha(y \vee u') + (\epsilon_1 - \epsilon_0)\phi(y)}|f(y)|e^{-(1+\epsilon_1)\phi(y) - A(y)} \leq |f(z)|e^{-\phi(z)}.
\]
Let \( x'' \in [u, T] \) be the minimal point of \( \Gamma_{\phi,n} \cap [u, x_G] \). If \( \phi'' \in T \times x'' \) is the unique direction at \( x'' \) with \( x \in U(\iota'') \), then the function \( y \mapsto |f(y)|e^{-(1+\epsilon_0)\phi(y) - A(y)} \) is decreasing on \([u, x''] \) provided
\[
d_{\phi''}(\epsilon_0\gamma\alpha - (1 + \epsilon_0)\phi - A) \leq 0.
\]
Using the fact that \( d_{\phi''} \phi \geq -\frac{n}{n+1} \), this holds if \( \epsilon_0 \leq \frac{1}{(n+1)\gamma + n} \).

Now, the function \( y \mapsto |f(y)|e^{-(1+\epsilon_0)\phi(y) - A(y)} \) on \([x, u] \) achieves its maximum at \( y = x \), so it suffices to find an \( \epsilon_0 > 0 \) such that (3.3) holds at \( y = x \). If \( \phi(x) = 0 \), one can argue as in Case 1. If \( \phi(x) < 0 \), then it follows that
\[
|g(u)|\gamma e^{(\epsilon_1-\epsilon_0)\phi(x)+(1+\epsilon_0)\gamma\alpha(x)} \leq \exp(\gamma\alpha + \epsilon_1\phi(x) - \epsilon_0\varphi(x)),
\]
and this is bounded above by 1 provided \( \epsilon_0 \leq -\frac{\phi(x) + \gamma\eta}{\phi(x)} \); note that \( -\phi(x) - \gamma\eta > 0 \) by the choice of \( u \). Therefore, we have
\[
|f(x)|e^{-(1+\epsilon_0)\phi(x) - A(x)} \leq |g(u)|\gamma e^{(\epsilon_1-\epsilon_0)\phi(x) + \gamma(1+\epsilon_0)\alpha(x)} f(x)e^{-(1+\epsilon_1)\phi(x) - A(x)} \leq |f(z)|e^{-\phi(z)},
\]
which completes the proof.

If none of the hypotheses of the previous 4 lemmas hold, then \( \Gamma_{\phi,n} \) must be the interval \([z, x_G] \). This special case is addressed below.

**Lemma 3.8.** Suppose \( \text{mass}(\rho_0) \geq 1 \) and \( \Gamma_{\phi,n} = [z, x_G] \), then there exists \( \epsilon_0 > 0 \) such that any nonzero constant function is a \((\varphi, \epsilon_0)\)-extension at \( z \).

**Proof.** It suffices to find \( \epsilon_0 > 0 \) such that \(-1 + \epsilon_0\varphi(y) - A(y) \leq -\varphi(z) \) for any \( y \in [z, x_G] \). For such \( y \), \( \varphi(z) - \varphi(y) \leq 0 \) and hence it suffices to find \( \epsilon_0 > 0 \) such that \(-\epsilon_0\varphi(y) - A(y) \leq 0 \) for all such \( y \). This holds for any \( \epsilon_0 > 0 \) at \( y = x_G \). Thus, if \( \varphi'' \in T \times x_G \) is the unique direction at \( x_G \) with \( z \in U(\varphi) \), then it suffices to find \( \epsilon_0 > 0 \) such that \( d_{\varphi''}(-\epsilon_0\varphi - A) \leq 0 \). This holds if \( \epsilon_0 \leq \frac{\text{mass}(\rho_0)}{d_{\varphi''}} \).

Let us now summarize the proof of Theorem 3.1: if \( \text{mass}(\rho_0) < 1 \), then a \((\varphi, \epsilon_0)\)-extension at \( z \) exists by Lemma 3.4. Suppose now that \( \text{mass}(\rho_0) \geq 1 \); in particular, \( \Gamma_{\phi,n} \neq \emptyset \) and \( \text{Ends}(\Gamma_{\phi,n}) \neq \emptyset \). As discussed at the start of the section, we assume that \( \varphi \) is locally constant off of the convex hull of \( \Gamma_{\phi,n} \cup \{z\} \). By repeatedly applying Lemma 3.5, Lemma 3.6, and Lemma 3.7, we may assume that \( \text{Ends}(\Gamma_{\phi,n}) \) consists of a single type-2 or type-3 point onto which \( z \) retracts. This is precisely the setting of Lemma 3.8, which then asserts that a
(φ, ε₀)-extension at z exists. Now, if z ∈ Xrig and k = k₀, then $ℋ(z) = k$, so the second assertion is immediate from the first. This concludes the proof of Theorem 3.1.

4. Non-Archimedean Demailly approximation of quasisubharmonic Functions

Let $X$ be the Berkovich closed unit disc over $k$. Given a quasisubharmonic $φ$ on $X$, one may wish to approximate it by a sequence of quasisubharmonic functions whose singularities are controlled. One such result is already well known: [Jon15, Theorem 2.10] shows that there is a decreasing sequence of bounded quasisubharmonic functions $(φₙ)_{n=1}^∞$ on $X$ which decrease pointwise to $φ$. Let us briefly recall the construction: if $φ$ is $ρ₀$-subharmonic, for each $n ≥ 1$, consider the finite subtree

$$Γₙ := \{ x ∈ X : (ρ₀ + Δφ)(y) ≥ 2⁻ⁿ \text{ and } d(xₙ, x) ≤ 2^n \},$$

where $d$ is the generalized metric on $X$ from §2.2. If $τₙ: X → Γₙ$ denotes the retraction map of $X$ onto $Γₙ$, then $φₙ$ is, up to translation by a constant, equal to $(τₙ)⁎φ$. A similar argument appears in [FRL06, §4.6].

Notice that the construction of the sequence $(φₙ)_{n=1}^∞$ heavily uses the tree structure on $X$ (indeed, the same proof yields an analogous result for any metric tree) and moreover it depends on the choice of exhausting sequence of subtrees $Γₙ$. Without involving the analytic structure, it is unlikely that such a regularization result will generalize to higher-dimensional analytic spaces. The goal of this section is to construct a canonical regularization of a quasisubharmonic function on the Berkovich unit disc. The inspiration is the much-celebrated regularization theorem of Demailly [Dem92, Proposition 3.1].

Let us briefly recall the construction of the Demailly approximation of a plurisubharmonic function on the complex unit disc. Let $D$ be the open unit disc in $C$, and let $φ$ be a plurisubharmonic function on $D$. Consider the Hilbert space $ℋ_φ$ of holomorphic functions $f$ on $D$ satisfying the integrability condition

$$\|f\|_φ^2 := \int_D |f|^2 e^{-2φ} d\lambda < +∞,$$

where $d\lambda$ is the Lebesgue measure. For each $m ≥ 1$, let $(fₘ,n)_{n=1}^∞$ be an orthonormal basis of $ℋ_{mφ}$ and define a plurisubharmonic function $φₘ$ on $D$ by the formula

$$φₘ = \frac{1}{2m} \log \left( \sum_{n=1}^∞ |fₘ,n|^2 \right).$$

This function $φₘ$ is called the Demailly approximation associated to $ℋ_{mφ}$; $φₘ$ has analytic singularities, in the sense that it can be locally written as $c \log \left( \sum_{i=1}^∞ |g_i|^2 \right) + β$ for some constant $α > 0$, local holomorphic functions $g_i$, and a locally bounded function $β$. The Demailly approximation may also be expressed as

$$φₘ = \sup_{f} \frac{1}{m} \log |f|,$$

where the supremum ranges over all holomorphic functions $f$ in the unit ball of $ℋ_{mφ}$. In [Dem92, Proposition 3.1], it is shown that the sequence $(φₘ)_{m=1}^∞$ converges pointwise (and in $L^1_{loc}$) to $φ$ and, after passing to a subsequence, is decreasing in $m$.

In §4.1, given a quasisubharmonic function $φ$ on the Berkovich unit disc $X$, we construct an ideal $ℋ_φ$ of the Tate algebra and the non-Archimedean Demailly approximation $φₘ$ associated to $ℋ_{mφ}$. Using Theorem 3.1, we show that the sequence $(φₘ)_{m=1}^∞$ converges to $φ$. In §4.2, we briefly discuss the connection between the ideals $ℋ_φ$ and a locally-defined non-Archimedean multiplier ideal associated to $φ$.

4.1. Non-Archimedean Demailly approximation and a regularization theorem. Let $φ$ be a quasisubharmonic function on $X$ with $φ ≤ 0$. The case when $φ$ may be positive will be addressed later. As in §3, consider the function $\|·\|_φ: k(T) → [0, +∞]$ defined by

$$\|f\|_φ := \sup_{x ∈ X \setminus Z(φ)} |f(x)| e^{−φ(x)−A(x)}, f ∈ k(T).$$
This gives a non-Archimedean norm on the subset \( \{ \| \cdot \|_\varphi < +\infty \} \). The norms of this form are not submultiplicative in general, but they do satisfy a monotonicity property: if \( \varphi, \phi \) are quasisubharmonic and such that \( \varphi \leq \phi \leq 0 \), then \( \| f \|_\phi \leq \| f \|_\varphi \) for any \( f \in k\{T\} \). In particular, the limit

\[
\| f \|^+_\varphi := \lim_{\epsilon \to 0^+} \| f \|(1+\epsilon)\varphi
\]

exists (though it may be infinite). Consider the subset \( \mathcal{H}_\varphi \) of the Tate algebra consisting of those series \( f \in k\{T\} \) such that \( \| f \|^+_\varphi < +\infty \). The function \( \| \cdot \|^+_\varphi \) defines a non-Archimedean norm on \( \mathcal{H}_\varphi \), which is not submultiplicative in general. With this norm, \( \mathcal{H}_\varphi \) is a normed \( k\{T\} \)-module.

**Lemma 4.1.** The subset \( \mathcal{H}_\varphi \) is a principal ideal of \( k\{T\} \), which is complete for the norm \( \| \cdot \|^+_\varphi \). In particular, \( \mathcal{H}_\varphi \) is a Banach \( k\{T\} \)-module.

**Proof.** It is clear that \( \mathcal{H}_\varphi \) is closed under addition. Given \( g \in k\{T\} \), the image of the function \( x \mapsto |g(x)| \) is contained in the interval \( [0, |g(x_G)|] \). For any \( f \in \mathcal{H}_\varphi \) and for any \( \epsilon > 0 \), \( \| fg\|(1+\epsilon)\varphi \leq |g(x_G)| \cdot \| f \|(1+\epsilon)\varphi \). In particular, \( fg \in \mathcal{H}_\varphi \). Furthermore, the Tate algebra \( k\{T\} \) is a principal ideal domain (when \( k \) is nontrivially-valued, see [Bos14, Corollary 2.2.10]; otherwise, \( k\{T\} = k\{T\} \)) and hence \( \mathcal{H}_m \) is principal.

Let \( (f_j)_{j=1}^\infty \in \mathcal{H}_\varphi \) be a Cauchy sequence in the norm \( \| \cdot \|^+_\varphi \). It follows that \( (f_j)_{j=1}^\infty \) is also a Cauchy sequence for the Gauss norm, since \( | \cdot |_{x_G} \leq \| \cdot \|^+_\varphi \). By the completeness of \( k\{T\} \), the sequence \( (f_j)_{j=1}^\infty \) admits a limit \( f \in k\{T\} \). All ideals of \( k\{T\} \) are closed, so \( f \in \mathcal{H}_\varphi \). If \( \mathcal{H}_\varphi = \{h\} \), then we can write \( f_j = g_j h \) and \( f = gh \) for some \( g_j, g \in k\{T\} \) such that \( g_j \to g \) in \( | \cdot |_{x_G} \). For any \( \delta > 0 \), take \( \epsilon > 0 \) sufficiently small so that \( \| h \|(1+\epsilon)\varphi < +\infty \) and take \( j \gg 0 \) so that \( |(g_j - g)(x_G)| < \frac{\delta}{\| h \|^+\varphi \| h \|(1+\epsilon)\varphi} \). It follows that

\[
\| f_j - f \|^+_\varphi \leq \| f_j - f \|(1+\epsilon)\varphi \leq \left( \sup_{x \in X \setminus \mathcal{Z}(\varphi)} |(g_j - g)(x)| \right) \| h \|(1+\epsilon)\varphi = \| (g_j - g)(x_G) | \| h \|(1+\epsilon)\varphi < \frac{\delta}{\| h \|^+\varphi \| h \|(1+\epsilon)\varphi} \leq \delta.
\]

Therefore, \( f_j \to f \) in the norm \( \| \cdot \|^+_\varphi \), and hence \( \mathcal{H}_\varphi \) is complete with respect to \( \| \cdot \|^+_\varphi \). \( \square \)

**Proposition 4.2.** Let \( \varphi, \phi \) be two quasisubharmonic functions on \( X \) with \( \varphi, \phi \leq 0 \). If there exist \( C_1, C_2 > 0 \) such that \( \phi - C_2 \leq \varphi \leq \phi + C_1 \) on \( X \), then

\[
e^{-C_1 \| \cdot \|^+_\varphi} \leq \| \cdot \|^+_\phi \leq e^{C_2 \| \cdot \|^+_\phi}
\]

as functions on \( k\{T\} \). In particular, \( \mathcal{H}_\varphi \) and \( \mathcal{H}_\phi \) coincide as ideals of \( k\{T\} \) and the identity map between them is an isomorphism of Banach \( k\{T\} \)-modules. Moreover, if \( \varphi \) is bounded, then \( \mathcal{H}_\varphi = k\{T\} \).

The proof of Proposition 4.2 is elementary. However, Proposition 4.2 may be used to define \( \mathcal{H}_\varphi \) for a quasisubharmonic function \( \varphi \) such that \( \sup_X \varphi > 0 \), in which case it is not clear that the limit defining the norm \( \| \cdot \|^+_\varphi \) exists.

The ideals \( \mathcal{H}_\varphi \) satisfy the subadditivity-type property below.

**Proposition 4.3.** If \( \varphi, \phi \) are quasisubharmonic functions on \( X \), then \( \mathcal{H}_{\varphi + \phi} \subseteq \mathcal{H}_\varphi \mathcal{H}_\phi \).

The proof of Proposition 4.3 requires studying the extension of the ideal \( \mathcal{H}_\varphi \) to each local ring \( \mathcal{O}_{X,x} \) of \( X \). This is discussed in §4.2. This proof is simpler than in the complex setting, where the proof of the subadditivity theorem for multiplier ideals relies crucially on the Ohsawa–Takegoshi theorem on the unit bidisc.

We will now define the non-Archimedean analogue of a plurisubharmonic function with analytic singularities.

**Definition 4.4.** A quasisubharmonic function \( \varphi \) on \( X \) is said to have analytic singularities if there exists a cover \( \{ V_i \}_{i \in I} \) of \( X \) by affinoid domains such that for each \( i \in I \), there are analytic functions \( f_{i,1}, \ldots, f_{i,n_i} \in \mathcal{O}_X(V_i) \), positive numbers \( \alpha_{i,1}, \ldots, \alpha_{i,n_i} > 0 \), and a bounded function \( \beta_i : V_i \to \mathbf{R} \) such that

\[
\varphi|_{V_i} = \beta_i + \sum_{j=1}^{n_i} \alpha_{i,j} \log |f_{i,j}| \quad \text{on } V_i.
\]
Quasisubharmonic functions with analytic singularities, like their complex counterparts, are quite well-behaved. One instance of this is illustrated below.

**Example 4.5.** Let \( \varphi \) be a quasisubharmonic function on \( X \) with analytic singularities and suppose it admits a decomposition \( \varphi = \beta + \alpha \log |f| \), with \( f \in k\{T\} \) irreducible, \( \alpha > 0 \), and \( \beta : X \to \mathbb{R} \) bounded. Then, \( \mathcal{H}_\varphi = (f^{(n)}) \).

Given a quasisubharmonic function \( \varphi \) on \( X \) and a positive integer \( m \geq 1 \), the non-Archimedean Demailly approximation associated to \( \mathcal{H}_{m\varphi} \) is the function

\[
\varphi_m := \frac{1}{m} \left( \sup_{f \in \mathcal{H}_{m\varphi} \setminus \{0\}} \log \frac{|f|}{\|f\|^+_m} \right)^*,
\]

where \((-)^*\) denotes the upper-semicontinuous regularization. When \( k \) is nontrivially-valued, \( \varphi_m \) may equivalently be defined in terms of a supremum over \( f \in B(1)_{m\varphi} := \{ f \in \mathcal{H}_{m\varphi} : \|f\|^+_m \leq 1 \} \), the unit ball in \( \mathcal{H}_{m\varphi} \). This mirrors the definition of the Demailly approximation in the complex setting.

**Proposition 4.6.** Let \( \varphi \) be a quasisubharmonic function on \( X \) and let \( m \geq 1 \). The non-Archimedean Demailly approximation \( \varphi_m \) is quasisubharmonic with analytic singularities.

**Proof.** For each \( f \in \mathcal{H}_{m\varphi} \), \( \frac{1}{m} \log \frac{|f|}{\|f\|^+_m} \leq \varphi(x_G) \) and hence by Lemma 2.2, the function \( \varphi_m \) is quasisubharmonic. Let \( h \in \mathcal{H}_{m\varphi} \) be any generator. To show \( \varphi_m \) has analytic singularities, it suffices to show that the function

\[
\beta(x) := \frac{1}{m} \left( \sup_{f \in \mathcal{H}_{m\varphi} \setminus \{0\}} \log \frac{|f(x)|}{\|f\|^+_m} \right)^* - \frac{1}{m} \log \frac{|h(x)|}{\|h\|^+_m}
\]

is bounded. As \( \|gh\|^+_m \geq |g(x_G)|\|h(x_G)\|e^{-m\varphi(x_G)} \neq 0 \) for any nonzero \( g \in k\{T\} \), we have

\[
\sup_{g \in k\{T\} \setminus \{0\}} \frac{\log \frac{|h(x)|}{\|gh\|^+_m}}{\|gh\|^+_m} \leq \log \frac{|h(x)|}{\|h(x_G)\|} + m\varphi(x_G).
\]

This upper bound is upper semicontinuous in \( x \), so it follows that \( \beta(x) \leq \frac{1}{m} \log \frac{\|h\|^+_m}{\|h(x_G)\|} + \varphi(x_G) \). For a lower bound, taking \( g = 1 \) gives \( \beta \geq 0 \). Note that the decomposition \( \varphi_m = \beta + \frac{1}{m} \log \frac{|h(x)|}{\|h\|^+_m} \) is not unique – it depends on the choice of generator \( h \) of the ideal \( \mathcal{H}_{m\varphi} \).

**Remark 4.7.** It is not true in general that, if \( \varphi \) has analytic singularities, then \( \varphi_m = \varphi \) for all \( m \geq 1 \). Rather, \( \varphi_m \) is an “algebraic approximation” to \( \varphi \), as the following example demonstrates. Let \( \varphi = \alpha \cdot \log |f| \) for some \( \alpha > 0 \) and \( f \in k\{T\} \) irreducible. It is easy to verify that \( \varphi_m = \frac{m\alpha}{m} \log |f| \). If \( x \in X^{\text{rig}} \) is the rigid point corresponding to the maximal ideal \( (f) \) of \( k\{T\} \), then \( \varphi_m \) has rational slope along the branch \( [x, x_G] \) of \( X \); however, this will not be the case for \( \varphi \) if \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \).

**Example 4.8.** The sequence \( (\varphi_m)_{m=1}^{\infty} \) does not, in general, decrease monotonically in \( m \). If \( \varphi = \frac{3}{2} \log |T| \), then

\[
\varphi_m = \begin{cases} \varphi, & m = 2n \\ \frac{3n}{2n+1} \log |T|, & m = 2n + 1. \end{cases}
\]

In particular, \( \varphi_{2n} = \varphi \) for all \( n \geq 0 \), but the subsequence \( (\varphi_{2n+1})_{n \geq 0} \) decreases monotonically to \( \varphi \). It is not clear whether or not the sequence \( \varphi_m \) admits a decreasing subsequence in general. For related results in the complex case, see [Kim14].

The following is a non-Archimedean analogue of Demailly’s regularization theorem [Dem92, Proposition 3.1].

**Theorem 4.9.** Assume \( k \) is algebraically closed, trivially-valued, or is spherically complete of residue characteristic zero. Let \( \varphi \) be a quasisubharmonic function on \( X \) with \( \varphi \leq 0 \), and let \( m \geq 1 \). For any \( x \in X \),

\[
\varphi(x) \leq \varphi_m(x) \leq \varphi(x) + \frac{1}{m} A(x).
\]
In particular, \( \varphi_m \) converges pointwise to \( \varphi \) on \( \{ A < +\infty \} \subseteq X \).

The estimate in Theorem 4.9 in fact yields a stronger assertion than just the pointwise convergence of the non-Archimedean Demailly approximation \( \varphi_m \) to \( \varphi \). Indeed, for any compact subset \( K \subseteq X \) such that \( \alpha|_K \) is bounded above, \( \varphi_m \) converges uniformly to \( \varphi \); this is reminiscent of the \( L^1_{\text{loc}} \) convergence of the Demailly approximation in the complex case. The estimate in Theorem 4.9 can thus be thought of as asserting that \( \varphi_m \) converges to \( \varphi \) in a non-Archimedean version of the Hartog’s sense, as introduced in [DS09, Definition 3.2.3].

The key ingredient in the proof of Theorem 4.9 is Theorem 3.1. Moreover, the proof shows that the hypothesis that \( \varphi \leq 0 \) is only needed for the upper bound, whereas the lower bound always holds.

**Proof.** Consider first the upper bound on \( \varphi_m \). If \( A(x) = +\infty \), then the upper bound is trivial. Suppose that \( A(x) < +\infty \), in which case \( \alpha(x) < +\infty \) as well, so \( \varphi_m(x) \) may be calculated without the upper-semicontinuous regularization by Lemma 2.2. The upper bound then follows from the observation that

\[
m(\varphi_m - \varphi) - A = \sup_{f \in \mathcal{H}_m} \log \frac{|f| e^{-m\varphi - A}}{\| f \|_{m\varphi}} \leq 0,
\]

where we have used that \( \varphi \leq 0 \) to conclude that \( |f| e^{-m\varphi - A} \leq \| f \|_{m\varphi} \).

To get the lower bound, let \( \phi := \varphi - \varphi(x_G) \) and observe that \( \mathcal{H}_{m\varphi} = \mathcal{H}_{m\phi} \) and \( \| f \|_{m\varphi}^+ = e^{m\varphi(x_G)} \| f \|_{m\varphi}^+ \) for any \( f \in \mathcal{H}_{m\varphi} \). For any \( x \in X \), Theorem 3.1 asserts that there exists an \( \epsilon_0 > 0 \) and a \( (m\varphi, \epsilon_0) \)-extension \( f \in k[T] \) at \( x \). In particular, \( f \in \mathcal{H}_{m\phi} \) and

\[
1 \leq \frac{|f(x)|}{\| f \|_{m\phi}} e^{-m\phi(x)} = \frac{|f(x)|}{\| f \|_{m\varphi}} e^{-m\varphi(x)}.
\]

or equivalently \( \varphi(x) \leq \frac{1}{m} \log \frac{|f(x)|}{\| f \|_{m\varphi}} \leq \varphi_m(x) \).

\[\square\]

**Remark 4.10.** A quasisubharmonic function cannot, in general, be bounded pointwise below by a quasisubharmonic function with analytic singularities. Indeed, a general quasisubharmonic function can have a dense set of poles in \( X \): for example, if \( \{ a_j : j \geq 0 \} \) forms a dense subset of \( k^\circ \), set

\[
\varphi := \sum_{j=0}^{\infty} c_j \log |T - a_j|,
\]

for some \( c_j > 0 \) satisfying \( \sum_{j=0}^{\infty} c_j = 1 \). However, a quasisubharmonic function with analytic singularities on \( X \) must have a finite set of poles. This is analogous to the fact that a subharmonic function with analytic singularities on the complex unit disc has a discrete set of poles.

**4.2. Non-Archimedean multiplier ideals.** Let \( \mathcal{A} = k\{T\} \) and \( X = \mathcal{M}(\mathcal{A}) \). The stalk \( \mathcal{O}_{X,x} \) of the structure sheaf \( \mathcal{O}_X \) at \( x \in X \) is a noetherian local ring, which may be computed as the direct limit of the affinoid algebras \( \mathcal{A}_V \) over all affinoid neighborhoods \( V \) of \( x \). The unique maximal ideal \( \mathfrak{m}_x \) of \( \mathcal{O}_{X,x} \) consists of those germs \( f \in \mathcal{O}_{X,x} \) such that \( |f(x)| = 0 \). We say that a germ \( f \in \mathcal{O}_{X,x} \) is defined on an affinoid domain \( V \subseteq X \) if it lies in the image of the natural map \( \mathcal{A}_V \rightarrow \mathcal{O}_{X,x} \).

For \( x \in X^{\text{rig}} \), let \( \mathfrak{m}_x \) denote the corresponding maximal ideal of \( \mathcal{A} \). As in [BGR84, 7.3.2/1], \( \mathfrak{m}_x \) is the extension of \( \mathfrak{m}_x \) along the natural map \( \mathcal{A} \rightarrow \mathcal{O}_{X,x} \) (though this is false for arbitrary points of an affinoid space, as demonstrated by [Bert93, Remark 2.2.9]). Moreover, for \( x \in X^{\text{rig}} \), the natural map \( \mathcal{A} \rightarrow \mathcal{O}_{X,x} \) factors through the localization \( \mathcal{A}_{\mathfrak{m}_x} \), which induces an isomorphism \( \mathcal{A}_{\mathfrak{m}_x} \sim \mathcal{O}_{X,x} \) on completions.

In complex geometry, we associate to each plurisubharmonic function (or more generally, to a semipositive metric on a line bundle) a multiplier ideal sheaf, which measures the singularities of the plurisubharmonic function. We propose a non-Archimedean analogue of this notion.
Definition 4.11. Let \( \varphi \) be a quasiregular function on \( X \) with \( \varphi \leq 0 \). For any \( x \in X \), the local multiplier ideal of \( \varphi \) at \( x \), denoted \( \mathcal{J}(\varphi)_x \), consists of those germs \( f \in \mathcal{O}_{X,x} \) such that for all \( \epsilon > 0 \), there is an affinoid neighborhood \( V_x \) of \( x \) on which \( f \) is defined such that
\[
\sup_{V_x \setminus \mathcal{Z}(\varphi)} |f|e^{-(1+\epsilon)\varphi-A} < +\infty.
\]

It is easy to check that the local multiplier ideal \( \mathcal{J}(\varphi)_x \) is indeed an ideal of the local ring \( \mathcal{O}_{X,x} \). Furthermore, it is immediate from the definition that the local multiplier ideals satisfy \( \mathcal{J}(\varphi + \beta)_x = \mathcal{J}(\varphi)_x \) where \( \beta \) is a bounded usc function on \( X \). In particular, if \( \sup_X \varphi > 0 \), we may define the local multiplier ideal of \( \varphi \) at \( x \) to be \( \mathcal{J}(\varphi - \varphi(x_G))_x \). For simplicity, we assume from now on that all quasiregular functions are nonpositive.

The name of a multiplier ideal is justified by examples of the following form: if \( f \in \mathcal{A} \) is irreducible, \( \epsilon > 0 \), and \( \varphi := \epsilon \cdot \log |f| \), then \( \mathcal{J}(\varphi)_x = \mathcal{m}_x^{[c_x]} \), where \( x \in X^{rig} \) is the rigid point corresponding to the maximal ideal \( (f) \) of \( \mathcal{A} \). More generally, the local multiplier ideals admit a similar description for a general quasiregular function, as is made precise in the following lemma.

Lemma 4.12. For \( x \in X^{rig} \), \( \mathcal{J}(\varphi)_x = \mathcal{m}_x^{[c_x]} \), where \( c_x := \frac{\Delta \varphi(x)}{m(x)} \). For \( x \in X \setminus X^{rig} \), \( \mathcal{J}(\varphi)_x = \mathcal{O}_{X,x} \).

The quantity \( c_x \) may be thought of as the “non-Archimedean Lelong number” of \( \varphi \) at the point \( x \).

Proof. Fix \( x \in X^{rig} \). For a germ \( f \in \mathcal{O}_{X,x} \), let \( \text{ord}_x(f) \) denote the maximal power of \( \mathcal{m}_x \) to which \( f \) belongs. To say \( f \in \mathcal{J}(\varphi)_x \) is equivalent to the existence of an \( \epsilon > 0 \) such that \( \text{ord}_x(f) - (1+\epsilon)c_x + 1 \geq 0 \), which occurs if and only if \( \text{ord}_x(f) - c_x - 1 \geq 0 \). Thus, \( \mathcal{J}(\varphi)_x = \mathcal{m}_x^{[c_x]} \).

Fix \( x \in X \setminus X^{rig} \) and any \( \epsilon_0 > 0 \). There are only finitely-many rigid points \( z_1, \ldots, z_n \in X^{rig} \) satisfying \( (1+\epsilon_0)c_{z_j} \geq 1 \), so we may find an affinoid neighborhood \( V \) of \( x \) which avoids \( z_1, \ldots, z_n \) and hence \( \sup_{V \setminus \mathcal{Z}(\varphi)} |f|e^{-(1+\epsilon)\varphi-A} < +\infty \) for all \( \epsilon \in [0,\epsilon_0] \). Thus, \( 1 \in \mathcal{J}(\varphi)_x \).

One can show that the local multiplier ideals \( \mathcal{J}(\varphi)_x \) arise as the stalks of a coherent sheaf of ideals on \( X \). More precisely, the local multiplier ideals satisfy a “coherence” property similar to [Dem12, Proposition 5.7], originally due to Nadel [Nad90].

Lemma 4.13. For \( x \in X^{rig} \), \( \mathcal{J}(\varphi)_x = \mathcal{H}_x \cdot \mathcal{O}_{X,x} \).

Proof. The inclusion \( \mathcal{H}_x \cdot \mathcal{O}_{X,x} \subseteq \mathcal{J}(\varphi)_x \) is clear. The local ring \( \mathcal{O}_{X,x} \) is a DVR, so the ideal \( \mathcal{H}_x \cdot \mathcal{O}_{X,x} \) can be written as \( \mathcal{m}_d^J \) for some \( d \in \mathbb{Z}_{\geq 0} \); the power \( d \) is the largest integer such that \( \mathcal{H}_x \subseteq \mathcal{m}_d^J \). We first show that \( d \geq [c_x] \): pick a net \( (x_j)_{j \in J} \) in \( \{ \alpha < +\infty \} \) that converges to \( x \) such that \( x_j \geq x \) for all \( j \in J \). After shifting \( \varphi \) by a constant, assume that \( \varphi(x_G) = 0 \), and arguing as in [Jon15, Lemma 2.9] we have
\[
\varphi(x_j) = -\int_{x_G}^{x_j} (\Delta \varphi) \{ y \in X : y \leq x_j \} da(y) \leq -\int_{x_G}^{x_j} (\Delta \varphi) \{ x \} da(y) = -\Delta \varphi \{ x \} \alpha(x_j).
\]
(Fix a generator \( g_x \) of \( \mathcal{m}_x \). For any \( f \in \mathcal{H}_x \), there is a unique factorization \( f = g_x^n h \) (up to units) for some \( a \in \mathbb{Z}_{\geq 0} \) and \( h \in \mathcal{A} \cdot \mathcal{m}_x \). For sufficiently small \( \epsilon > 0 \), (4.1) implies that
\[
\sup_{X \setminus \mathcal{Z}(\varphi)} |f|e^{-(1+\epsilon)\varphi-A} \geq \sup_{j \in J} |f(x_j)|e^{-(1+\epsilon)\varphi(x_j)-A(x_j)} \geq \sup_{j \in J} |h(x_j)|e^{-an(x_j)\alpha(x_j)+(1+\epsilon)(\Delta \varphi \{ x \})\alpha(x_j)-m(x_j)\alpha(x_j)} \geq \sup_{j \in J} |h(x_j)|e^{a(x_j)(-an(x)+(1+\epsilon)\Delta \varphi(x)-m(x))}
\]
where we have used that \( m(x) \geq m(x_j) \) and \( m(x_j)\alpha(x_j) \geq A(x_j) \), which follows from (2.1). This last supremum is finite only if \( -an(x) + (1+\epsilon)\Delta \varphi \{ x \} - m(x) \leq 0 \), and this must hold for all \( \epsilon > 0 \) sufficiently small; said differently, \( a \geq [c_x] \). Thus, \( d \geq [c_x] \).
Now, any generator $f$ of $\mathcal{H}_\varphi$, there is a unique way to write $f = g^d \ell h$ (up to units) for some $h \in \mathcal{A}\setminus \mathfrak{m}_x$. If $d > \lfloor c_x \rfloor$, then it is easy to check that $g^{\lfloor c_x \rfloor} h$ lies in $\mathcal{H}_\varphi$ (it is the same calculation as above near $x$, and hence $g^{\lfloor c_x \rfloor} h$ must be a generator of $\mathcal{H}_\varphi$: this is a contradiction, so $d = \lfloor c_x \rfloor$. Thus, $\mathcal{H}_\varphi \cdot \mathcal{O}_{X,x} = \mathfrak{m}_x^{\lfloor c_x \rfloor}$ and we apply Lemma 4.12 to conclude.

It is not hard to check that the local multiplier ideals satisfy many of the usual properties of multiplier ideals on complex algebraic varieties, e.g. invariance under small perturbations, the behavior under adding integral divisors, and the subadditivity property (in the subsequent lemma). This further justifies the terminology.

**Lemma 4.14.** If $\varphi, \phi$ are quasisubharmonic functions on $X$ and $x \in X$, then $\mathcal{J}(\varphi + \phi)_x \subseteq \mathcal{J}(\varphi)_x \mathcal{J}(\phi)_x$.

**Proof.** The assertion follows from Lemma 4.12 and the observation that $\lfloor \Delta(\varphi + \phi)(x) \rfloor \geq \lfloor \Delta\varphi(x) \rfloor + \lfloor \Delta\phi(x) \rfloor$.

**Proof of Proposition 4.3.** After translating $\varphi$ and $\phi$ by constants, we may assume that they are nonpositive. The inclusion $\mathcal{H}_{\varphi+\phi} \subseteq \mathcal{H}_\varphi \mathcal{H}_\phi$ holds if and only if there is an inclusion $\mathcal{H}_{\varphi+\phi} \mathcal{A}_{\mathfrak{m}_x} \subseteq (\mathcal{H}_\varphi \mathcal{H}_\phi) \mathcal{A}_{\mathfrak{m}_x}$ of the extensions along $\mathcal{A} \to \mathcal{A}_{\mathfrak{m}_x}$, for every maximal ideal $\mathfrak{m}_x$ of $\mathcal{A}$. The claim then follows from Lemma 4.13 and Lemma 4.14.

As demonstrated by Lemma 4.12, the local multiplier ideals on the Berkovich unit disc are somewhat degenerate, principally because the types of singularities of quasisubharmonic functions that can occur in one dimension are limited. In this paper, they serve only to prove Proposition 4.3. However, the definition naturally extends to higher dimensions and, in that more complicated setting, could prove quite useful.

**Remark 4.15.** Given a quasisubharmonic function $\varphi$ on $X$ and $x \in X$, it is easy to see that ideals $\mathcal{H}_\varphi$ and $\mathcal{J}(\varphi)_x$ satisfy an analogue of the openness conjecture. That is, $\mathcal{H}_\varphi = \bigcup_{r \geq 0} \mathcal{H}_{(1+r)\varphi}$ and similarly for $\mathcal{J}(\varphi)_x$. The openness conjecture, for a plurisubharmonic function defined on a neighborhood of the origin in $\mathbb{C}^n$, has been solved in [Ber13].
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