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Abstract

Compressed sensing (CS) shows that a signal having a sparse or compressible representation can be recovered from a small set of linear measurements. In classical CS theory, the sampling matrix and dictionary are assumed to be known exactly in advance. However, uncertainties exist due to sampling distortion, finite grids of the parameter space of dictionary, etc. In this paper, we take a generalized sparse signal model, which simultaneously considers the sampling and dictionary uncertainties. Based on the new signal model, a new optimization model for robust sparse signal recovery is proposed. This optimization model can be deduced with stochastic robust approximation analysis. Both convex relaxation and greedy algorithms are used to solve the optimization problem. For the convex relaxation method, a sufficient condition for recovery by convex relaxation method is given; For the greedy algorithm, it is realized by the introduction of a pre-processing of the sensing matrix and the measurements. In numerical experiments, both simulated data and real-life ECG data based results show that the proposed method has a better performance than the current methods.
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I. INTRODUCTION

Compressed sensing (CS) has received a great deal of attention over the recent years [1]. It shows that if a signal is sparse or compressible with respect to some basis, it can be accurately reconstructed with large probability from random measurements by some nonlinear sparse signal recovery methods. Rather than first sampling at a high Nyquist rate and then compressing the sampled data, it directly senses the data in a compressed form with a lower sub-Nyquist sampling rate. CS has wide applications in diverse fields, e.g., imaging [2] [3], biomedical signal analysis [4], wireless communications [5], etc.

Classical CS theory assumes the representation matrix (dictionary) and sampling (measurement) matrix are known exactly in advance [1] [6] [7]. However, some uncertainty or possible inaccuracy can affect them in many applications. For example, in the sparse representation of the signal, the assumed basis typically corresponds to a gridding of the parameter space, e.g., a discrete Fourier transformation (DFT) grid [8]. But in reality no physical field is exactly sparse in the DFT basis. No matter how finely the parameter space is gridded, the signal may not lie perfectly on the sampling points. This leads to mismatch between the assumed and the actual bases, which results in the uncertainty in the representation matrix. The sampling of the analogue signal’s circuit noise and other non-linear effects can induce uncertainty in the sampling matrices [9]. The classical sparse signal model did not consider these kinds of uncertainties; and the corresponding sparse signal recovery methods can suffer performance degeneration because of signal model mismatch.

Some papers have addressed related problems recently. In [10], the authors analyzed the basis pursuit (BP) recovery of signals with general perturbations in the measurement matrix. In [11] and [12], they evaluated the recovery performance of the BP when uncertainty exists in the representation matrix. Instead of a fixed basis, [13] made use of a tree-structured dictionary of bases and the best bases were estimated with an iteratively processed recovery of the signal. [9] investigated the uncertainty in a sampling matrix. A robust sparse spectrum estimation method was proposed by relaxation of the distortionless constraint. However, the paper only addressed the entry-wise sampling error with too much relaxation, which was
deduced by a series of large inequality zoom operations. [14] proposed a way for the structured sensing matrix perturbation. In [15] [16], two non-convex methods were proposed to deal with uncertainty in data in the sparse linear regression problem. [15] developed an expectation-maximization (EM) algorithm to cope with missing data in the linear regression problem, which is non-convex and no global convergence is guaranteed. To improve the EM algorithm, [16] proposed a projected gradient descent algorithm. It can not find the global optimal solution but a near-optimal one. The non-convexity requires knowledge of the L1 norm of the unknown sparse signal in order to maintain bounded iterates, which is not available in many applications. Besides, they focus on the linear regression problem, and neither of them focused their discussion on the CS background. Additionally, there is no separate model or analysis of the measurement matrix or representation matrix uncertainty. [17] introduced a sparsely regularized total least-squares (SRTLS) method to deal with the uncertainty in the sparse representation matrix. But unfortunately the paper did not explicitly model and discuss the sampling matrix uncertainty. The total uncertainty resulting from both sampling matrix uncertainty and representation matrix is not mentioned. In addition, its solver needs a number of iterations between the sparse signal estimation and the uncertainty matrix estimation, which implies a large computational burden. In summary, to our knowledge, previous publications have not fully analyzed the resulting total uncertainty from both sampling and representation uncertainties. Furthermore, no algorithm of low computational complexity exists for sparse signal recovery in the presence of either sampling uncertainty or representation uncertainty.

In this paper, we explicitly generalize the sparse signal model containing both measurement and representation errors. A brief discussion about the measurement and representation errors is given. Based on the generalized sparse signal model and possible statistical prior knowledge about the measurement and representation errors, a new data fitting constraint is deduced with stochastic uncertainty. We combine it with the \( \ell_0 \) norm minimization based sparsity-inducing constraint, and obtain an optimization model for robust sparse signal recovery. Two approaches are used to solve the optimization problem. One relaxes the \( \ell_0 \) norm to the \( \ell_1 \) norm to obtain a convex programming problem; and the other takes a greedy algorithm
way. For convex programming, we give a sufficient condition for successful recovery; and for the greedy algorithm, we prove it can be solved by regular greedy algorithms with transformations on sensing matrix and measurements. Numerical results show the performance of the proposed method with both simulated data and real-life ECG signals.

The rest of the paper is organized as follows. Section II gives the generalized sparse signal model. In section III the corresponding optimization model for robust sparse signal recovery is deduced. In Section IV both convex relaxation and greedy algorithm are used to solve the optimization model. Section V demonstrates the performance of the proposed method by numerical experiments. Finally, section VI presents the conclusions of this work.

II. Generalized Sparse Signal Model

In CS, instead of acquiring the signal $x \in \mathbb{R}^{N \times 1}$ directly according to the Nyquist sampling, a measurement matrix $\Phi \in \mathbb{R}^{M \times N}$ is used to sample the signal with $M \ll N$, which can be formulated as:

$$y = \Phi x$$  \hspace{1cm} (1)

where the obtained vector $y \in \mathbb{R}^{M \times 1}$ contains the sub-Nyquist-sampled random measurements.

To enable CS, the measurement matrix $\Phi$ should satisfy one of the sufficient conditions, such as restricted isometry property (RIP) [18], coherence condition [19], null space property (NSP) [20], constrained minimal singular values (CMSV) condition [21]. Usually three kinds of measurement matrices are used, namely a Gaussian matrix, Bernoulli matrix or partial Fourier matrix [1].

In order to recover the signal from sub-Nyquist measurements, sparsity should be exploited in CS. Sparsity widely exists in many natural and man-made signals. It means that many of the representative coefficients are close to or equal to zero, when the signal is represented in a dictionary $\Psi \in \mathbb{R}^{N \times N}$. It can be formulated as:

$$x = \Psi \theta$$  \hspace{1cm} (2)
where $\theta \in \mathbb{R}^{N \times 1}$ is the representative vector, and most of its entries are zero or nearly zero. The number of nonzero or significant entries are $K$.

Combining (1) and (2), we can get:

$$y = \Phi \Psi \theta = A \theta$$

where

$$A = \Phi \Psi$$

where $A$ is called sensing matrix. Based on the standard sparse signal model (3), classical CS proves that the signal can be successfully recovered by a series of sparse signal recovery methods [1].

To further consider the errors in the data, an additive noiseterm is included into the signal model as:

$$y = A \theta + n$$

where $n \in \mathbb{R}^{M \times 1}$ is the additive white Gaussian noise (AWGN) with zero mean and variance $\sigma^2$ [22].

However, in many practical scenarios, uncertainty in the sampling matrix exists. When sampling the analogue signals, uncertainty can result from various types of non-ideal effects, such as aliasing, aperture effect, jitter and deviation from the precise sample timing intervals, noise, and other non-linear effects. After sampling, uncertainty can also be introduced by an inconsistent channel effect, channels’ coupling effect, and so on. Here we can model the sampling matrix with uncertainty as:

$$\Phi = \Phi + E_1$$

where $\Phi$ is the uncertainty-free sampling matrix which is known in advance or can be estimated by training data, and $E_1$ is the sampling matrix error. The exact information about $E_1$ cannot be available. We can approximately treat it as a random Gaussian variable matrix or some deterministic unknown variable matrix [8].

There is uncertainty in the representation matrix (dictionary) too. It can result from the quantification of the representation matrix, such as the gridding of the parameter space of dictionary, the mismatch
between the assumed dictionary for sparsity and the actual dictionary in which the signal is sparse, and so on. Similarly we model the representation matrix with uncertainty as:

$$\Psi = \tilde{\Psi} + E_2$$  

(7)

where $\tilde{\Psi}$ is the uncertainty-free representation matrix which is known in advance or can be estimated by training data, and $E_2$ is the representation matrix error. We can approximately treat it as a random Gaussian variable matrix, or a random variable matrix in uniform distribution or some deterministic unknown variable matrix [23].

To take the errors in both sampling and representation into consideration, we can reformulate (4) as:

$$A = (\Phi + E_1)(\Psi + E_2)$$

$$= \Phi\tilde{\Psi} + \Phi E_2 + E_1 \Psi + E_1 E_2$$

$$= \Phi\tilde{\Psi} + (\Phi E_2 + E_1 \Psi + E_1 E_2)$$

$$= \tilde{\Phi} + E$$

(8)

where

$$\tilde{\Phi} = \Phi\tilde{\Psi}$$  

(9)

$$E = \Phi E_2 + E_1 \Psi + E_1 E_2$$  

(10)

$E$ is the sensing matrix error.

Based on the discussed model above, we can set up the sparse signal model with sampling and representation uncertainties and the additive noise. The generalized sparse signal model can be formulated as:

$$y = A\theta + n$$

$$A = \bar{A} + E$$

(11)
III. Optimization Model for Robust Sparse Signal Recovery

A. Classical methods

Given the measurement vector $y$ and the matrix $A$, we need to recover the sparse representative vector $\theta$. In CS, to find the sparsest signal that yields the measurements, we can solve the optimization problem:

$$
\min_{\theta} \|\theta\|_0 \quad \text{s. t. } y = A\theta
$$

(12)

where $\|\theta\|_0$ is the $\ell_0$ norm which counts the number of the nonzero entries of the vector $\theta$. It should be noted that the $\ell_0$ norm is not a full-fledged norm. Solving (12) is NP-hard.

To solve the $\ell_0$ programming problem (12), four groups of sparse signal recovery methods can be used. The first one is $\ell_q$ ($0 < q < 1$) optimization [24] [25], which can be solved in several ways, such as iteratively re-weighted least squares (IRLS) [26], and reweighted L1 optimization [27], firm thresholding algorithms [28]. The second one contains convex optimization algorithms, such as basis pursuit denoising (BPDN) and Dantzig selector (DS); the third one constitutes of greedy algorithms, such as matching pursuit (MP), orthogonal matching pursuit (OMP), and orthogonal multiple matching pursuit (OMMP); the fourth one includes hybrid methods, such as CoSaMP, and subspace pursuit (SP). Generally $\ell_q$ ($0 < q < 1$) optimization may result in convergence to local minima. Moreover, the relative performance of these non-convex algorithms may vary from one set of randomly selected measurements to another [29]. In the other three groups, convex optimization achieves the best reconstruction accuracy while greedy algorithms are computationally most efficient; hybrid methods keep balance between the reconstruction accuracy and the computational complexity [30].

BPDN is a very popular convex method for standard sparse signal recovery. It uses the $\ell_1$ norm to replace the $\ell_0$ norm used in (12) and the data fitting constraint is relaxed to deal with the additive noise. The obtained convex programming model can be formulated in the form of Morozov regularization as:
\[
\min_{\theta} \|\theta\|_1
\]
\[
\text{s. t. } \|y - A\theta\|_2^2 \leq \varepsilon
\]
\[\text{(13)}\]

where \(\varepsilon\) is an appropriately chosen parameter bounding the noise power, \(\|\theta\|_1 = \sum_{n=1}^{N} |\theta_n|\) is the \(\ell_1\) norm of the vector \(\theta\). The \(\ell_1\) norm minimization constraint encourages sparse distribution of entries of \(\theta\), while the constraint \(\|y - A\theta\|_2^2 \leq \varepsilon\) tries to find the best \(\theta\) that fits the linear sampling model with an AWGN.

When BPDN is used in classical CS, the matrix \(A\) is usually assumed to be known exactly in advance. But if uncertainty exists in the sampling and representation as in (8), we can not know \(A\) but only know \(\overline{A}\). The BPDN for a generalized sparse signal in the form of the Tikhonov regularization should be formulated as:

\[
\min_{\theta} \left( \nu \|\theta\|_1 + \|y - \overline{A}\theta\|_2^2 \right)
\]
\[\text{(14)}\]

where \(\nu\) is the parameter which tries to balance the sparsity constraint and data fitting error minimization constraint. A number of efficient solvers can solve the BPDN problem [30].

BPDN is used to recover a sparse signal with additive noise. However, it cannot allow the multiplicative error as in (8) caused by sampling and representation uncertainties. In fact, the data fitting constraint \(\|y - \overline{A}\theta\|_2^2 \leq \varepsilon\) of BPDN matches the sparse signal model with additive noise but does not match the generalized sparse signal model with sampling and representation uncertainties (11). The performance degradation of BPDN has been investigated in [10] [11] [12].

To explain why classical \(\ell_0\) pseudo norm and \(\ell_1\) norm based optimization methods (12) and (13) could lead to incorrect solution with large error, we give an example to illustrate the situation in the presence of sampling and dictionary uncertainty, as shown in Fig. 1. The designed data fitting constraint \(y = A\theta\) is \(\theta_2 = 0.9\theta_1 + 5\) (i.e. \(5 = \begin{bmatrix} -0.9 & 1 \end{bmatrix} \theta_1 \theta_2\) where \(\theta = [\theta_1, \theta_2]^T\). Because of multiplicative noise, the real data constraint in practice is \(\theta_2 = 1.2\theta_1 + 5\) (i.e. \(5 = \begin{bmatrix} -1.2 & 1 \end{bmatrix} \theta_1 \theta_2\)). In Fig. 1a and Fig. 1b, we can see that the tangent points of the minimized \(\ell_0\) and \(\ell_1\) balls with the observed line are on the coordinate
axes, which means the corresponding solutions are sparse. But they are far away from the ones of the
minimized $\ell_0$ and $\ell_1$ balls with the original line which are the true solutions, which means that the error
of the solutions are very large and they are not robust.

To deal with the uncertainty in the dictionary, [17] casts the problem into an SRTLS framework. It can
be formulated as:

$$\min_{\theta, n, E} \|\{E, n\}\|_F^2 + \lambda \|\theta\|_1$$

(15)
s. t. $y = (\bar{A} + E)\theta + n$

for $\lambda > 0$. To solve it, an alternating descent algorithm is used to iterate between

$$\min_{\theta, n} \left(\|n\|_2^2 + \lambda \|\theta\|_1\right)$$

(16)
s. t. $y = [A + E(k - 1)]\theta + n$

to obtain the local estimate $\theta(k)$, and

$$E(k) = [y - A\theta(k)]\theta^T(k)[I + \theta(k)\theta^T(k)]^{-1}$$

(17)
to get the local estimate $E(k)$ in the $k$-th step. The computational complexity of the used alternating
descent algorithm is largely due to the iterations, and the global optimum can not be guaranteed.

B. Robust $\ell_0$ optimization

To robustly recover this generalized sparse signal in a convex way, a new data fitting constraint, other
than the one $\|y - \bar{A}\theta\|_2^2 \leq \varepsilon$ of BPDN, should be deduced, as motivated below. Here we propose a robust
convex programming formulation as:

$$\min_{\theta} \left(\lambda_1\|\theta\|_0 + \lambda_2\theta^T P\theta + \|\bar{A}\theta - y\|_2^2\right)$$

(18)

where $P$ is the error covariance matrix $P = E\{EE^T\}$, which is positive-definite; $\lambda_1$ and $\lambda_2$ are nonnegative
parameters balancing the constraints, which can be tuned using cross validation, regularization path
(a) The contour map of minimized L0 balls which are tangent to the accurate line and the line which has error on slope (multiplicative noise): correct solution (red point of intersection): $[0, 5]^T$; incorrect solution (blue point of intersection): $[-4.1667, 0]^T$.

(b) The contour map of minimized L1 balls which are tangent to the accurate line and the line which has error on slope (multiplicative noise): correct solution (red point of intersection): $[0, 5]^T$, incorrect solution (blue point of intersection): $[-4.1667, 0]^T$.

Fig. 1: The contour map of the minimized balls which are tangent to the accurate line and the line which has error on slope (multiplicative noise).
following etc. The proposed optimization (18) is called robust ℓ_0 (RL0) optimization because it has robustness against the measurement and dictionary uncertainties. One of its equivalent forms is:

$$\min_\theta \|A\theta - y\|_2$$

s.t. $\|\theta\|_0 \leq \omega_1, \ \theta^T P \theta \leq \omega_2^2$

(19)

where $\omega_1$ and $\omega_2$ are parameters too. The robust data fitting constraint with sampling and dictionary uncertainties can be derived as follows.

We can assume that the covariance matrix $P$ is a priori known in the RL0 optimization. If $P$ is not known, we can estimate it by training data. In practice if the data is measured by hardware, as the real measurement matrix and representation matrix are unknown, we may use repeated trials to get the expectation of the uncertainty $E_l$, $l=1, 2, \ldots, L$, where $E_l$ contains the estimated values of uncertainty in (10) in the $l$-th trial. The covariance matrix $P$ can be estimated as $1/L \sum_{l=1}^{L} E_l E_l^T$. That is to say, given $\bar{A}$ and $\theta$, we can get a theoretical measurement vector $y_1 = \bar{A}\theta + n_1$. But the actually measured data is $y_2 = (\bar{A} + E)\theta + n_2$. We can get $z = y_2 - y_1 = E\theta + (n_2 - n_1) = E\theta + n_0$. We use $T$ different values of $\theta$ ($\theta_t$, $t = 1, 2, \ldots, T$) to get the different values of $z$ ($z_t$, $t = 1, 2, \ldots, T$). Denoting $\Xi = \begin{bmatrix} \theta_1 & \theta_2 & \cdots & \theta_T \end{bmatrix}$ and $Z = \begin{bmatrix} z_1 & z_2 & \cdots & z_T \end{bmatrix}$, we have $Z = E\Xi + V$. Letting $T \geq N$ and rank($\Xi$) = $N$, this is a least squares (LS) problem and we can get a good estimation of $E$. One simple choice of $\Xi$ can be the identity matrix. Repeating this kind of trials for $L$ times, we can get a group of $E_l$, $l=1, 2, \ldots, L$, and estimate the covariance matrix $P$.

To deduce of the newly formed data fitting constraint, we assume the uncertainty term $E$ in (8) is a random variable matrix. We refer to the stochastic robust approximation [31]. $y_0 \in \mathbb{R}^{M \times 1}$ denotes the assumed measurement vector obtained by a certain signal model where the model and its parameters are known in advance; and $y \in \mathbb{R}^{M \times 1}$ denotes the practical measurement vector obtained without any knowledge of the signal model. We use the signal model to fit the practical measurements $y$. The expected value of the data fitting error can be formulated as:
Incorporating the generalized sparse signal model (8), we can get

\[
E[\|y - y_0\|_2^2] = E \left[ (\overline{A} + E) \theta + n - y \right]^T \left[ (\overline{A} + E) \theta + n - y \right] = E \left[ (\overline{A} \theta - y)^T + (E \theta + n)^T \right] \left[ (\overline{A} \theta - y) + (E \theta + n) \right] \\
= E \left[ \|\overline{A} \theta - y\|_2^2 + (\overline{A} \theta - y)^T (E \theta + n) \right] \\
+ (E \theta + n)^T (\overline{A} \theta - y) + \|E \theta + n\|_2^2
\] (21)

Here we assume that \(n\) is a random vector with zero mean and variance \(\sigma^2\), \(E\) is a random matrix with zero mean, \(P\) is its covariance matrix, and \(n\) is independent from \(E\). Thus we can get:

\[
E \|y - y_0\|_2^2 = E \left[ \|\overline{A} \theta - y\|_2^2 + \|E \theta + n\|_2^2 \right] = \|\overline{A} \theta - y\|_2^2 + \theta^T P \theta + \sigma^2
\] (22)

Bounding this data fitting error expectation with a parameter \(\eta\) would give a new constraint which matches the generalized sparse signal model (8) as:

\[
\|\overline{A} \theta - y\|_2^2 + \theta^T P \theta \leq \eta
\] (23)

Combining (23) with the \(\ell_0\) norm minimization yields the optimization model for recovering a generalized sparse signal with sampling and representation uncertainties:

\[
\min_{\theta} \|\theta\|_0 \\
\|\overline{A} \theta - y\|_2^2 + \theta^T P \theta \leq \eta
\] (24)

The newly proposed optimization model finds the sparsest solution in all the possible solutions satisfying (23). It can be formulated in a more generalized form as (18) which uses regularization parameters to
balance different constraints. According to the derivation, we can say that it can not only deal with the uniform, Gaussian random uncertainties, but also with any other kind of random uncertainties, provided that the sampled covariance matrix is available.

(a) The contour of minimized L2 balls which are tangent (b) The contour of minimized mixed balls (L1 ball + ellipsoid) to the accurate line and the line which has error on slope (multiplicative noise): correct solution (red point of intersection): \([-2.4862, 2.7624]^T\), incorrect solution (blue point of intersection): \([-2.5594, 4.3891]^T\). Fig. 2: The contour of the minimized balls which are tangent to the accurate line and the line which has error on slope (multiplicative noise)

If we further assume the entries in the multiplicative uncertainty matrix \(E\) are uncorrelated random variables with the same variance \(\delta\), (18) can be simplified as

\[
\min_{\theta} \left( \lambda_1 \|\theta\|_0 + \|\mathbf{A}\theta - \mathbf{y}\|_2^2 + \lambda_2 \delta \|\theta\|_2^2 \right)
\]

(25)

Its performance for compressive sensing was evaluated in [32] recently.

IV. Solutions

Similarly to the classical sparse signal recovery methods, several kinds of methods can solve the optimization model (18). In this section, convex relaxation and a greedy algorithm are used to solve
A. Convex relaxation

A natural way relaxes the $\ell_0$ norm into the $\ell_1$ norm in (18), which achieves a convex optimization model:

$$\min_{\theta} \left( A_1 \|\theta\|_1 + A_2 \theta^T P \theta + \|A\theta - y\|_2^2 \right)$$  \hspace{1cm} (26)

This newly formed one is called convex robust $\ell_1$ (CR-L1) optimization. Another equivalent formulation, which is also the convex relaxation of (19), is:

$$\min_{\theta} \|A\theta - y\|_2$$ \hspace{1cm} s.t. $\|\theta\|_1 \leq \omega_1, \theta^T P \theta \leq \omega_2^2$  \hspace{1cm} (27)

Several approaches exist to solve the CR-L1 optimization, such as interior-point methods, subgradient methods, splitting Bregman algorithm, etc. The convergence can be guaranteed because of its convexity.

To explain why the proposed CR-L1 optimization (27) is robust to multiplicative noise, we use the same example as Fig. 1. Thus the covariance matrix is $P = \begin{bmatrix} 0.09 & 0 \\ 0 & 0 \end{bmatrix}$. Fig. 2 shows the situation when the $\ell_2$ ball and the mixed ball are tangent to the linear constraints. We assume there is no additive noise and $\lambda_1 = \lambda_2 = 1$. One example of the simplified CR-L1 optimization is:

$$\min_{\theta} \left( \|\theta\|_1 + \theta^T P \theta \right)$$ \hspace{1cm} s. t. $y = A\theta$  \hspace{1cm} (28)

In Fig. 2a, we can see that the tangent point of a minimized $\ell_2$ ball with the observed line is not far away from the one of a minimized $\ell_1$ ball with the original line. We can see that $\ell_2$ ball based constraint is more robust to multiplicative noise. But they are not near the coordinate axes, which means that the corresponding solutions are not sparse. We can see clearly in Fig. 2a that the sparsity of the solutions are poor. To combine the ellipsoid constraint’s robustness to multiplicative noise and $\ell_1$ ball constraint’s sparsity, we use the mixed ball in Fig. 2b. The tangent point of the minimized mixed ball ($\ell_1$ ball + ellipsoid) with the observed line is quite near the one of the minimized $\ell_1$ ball with the original line,
and they are near the coordinate axes too. The additional quadratic term induces a slight sparsity loss but brings robustness to multiplicative noise. Therefore, we can see that the proposed mixed ball can achieve a robust sparse solution.

For analysis’ convenience, we assume there is no additive noise. Therefore, one equivalent form of (19) is:

\[
\min_{\theta} \|\theta\|_0 + \lambda_2 \sqrt{\theta^T P \theta} \\
\text{s. t. } y = A \theta
\]  

(29)

Similarly, one equivalent form of (27), which is also the convex relaxation of (29), is:

\[
\min_{\theta} \|\theta\|_1 + \lambda_2 \sqrt{\theta^T P \theta} \\
\text{s. t. } y = A \theta
\]  

(30)

**Theorem 1 (sufficient condition):** Assuming there is no additive noise, the CR-L1 optimization (30) can solve RL0 optimization (29) provided that

\[
M \geq \frac{(2 \sqrt{K} + \lambda_2 C_2)^2}{C_1^2} \log N
\]  

(31)

where \(C_1\) is a constant independent of the dimensions; \(C_2 = E\|E\|_2\) is the expectation of the compatible matrix norm of the \(\ell_2\) vector norm.

**Proof:** Assuming the optimal solutions of the simplified RL0 optimization and CR-L1 optimization are:

\[
\alpha \in \arg \min_{\theta} \|\theta\|_0 + \lambda_2 \sqrt{\theta^T P \theta}, \text{ s. t. } y = A \theta
\]  

(32)

and

\[
\beta \in \arg \min_{\theta} \|\theta\|_1 + \lambda_2 \sqrt{\theta^T P \theta}, \text{ s. t. } y = A \theta
\]  

(33)

the solutions of (32) can solve (33), if

\[
\|\alpha + v\|_1 + \lambda_2 \sqrt{(\alpha + v)^T P (\alpha + v)} \geq \|\alpha\|_1 + \lambda_2 \sqrt{\alpha^T P \alpha}, \forall v \in \ker(A)
\]  

(34)

recalling

\[
\ker(A) = \{\theta \in \mathbb{R}^N : A \theta = 0\}
\]  

(35)
is the kernel (null space) of $A$. (34) means that in all the possible solutions of $y = A\theta$, $\alpha$ also achieves the smallest value of $\|\theta\|_1 + \lambda_2 \theta^T P \theta$.

Let $S$ be the support set $S = \{ n : \alpha_n \neq 0, n = 1, 2, \cdots, N \}$ and $\overline{S} = \{ 1, \cdots, N \} \setminus S$ where $\alpha = [\alpha_1, \alpha_2, \cdots, \alpha_N]^T$, i.e. $S$ is the support of the nonzero entries of $\alpha$; and $\overline{S}$ is the support of the zero entries of $\alpha$. Then,

$$
\|\alpha + v\|_1 = \|\alpha_S + \alpha_{\overline{S}} + v_S + v_{\overline{S}}\|_1 \\
= \|\alpha_S + v_S\|_1 + \|v_{\overline{S}}\|_1 \\
\geq \|\alpha_S\|_1 - \|v_S\|_1 + \|v_{\overline{S}}\|_1 \\
= \|\alpha_S\|_1 + \|v_{\overline{S}}\|_1 + \|v_S\|_1 - 2\|v_S\|_1 \\
= \|\alpha\|_1 + \|v\|_1 - 2\|v_S\|_1 \\
\geq \|\alpha\|_1 + \|v\|_1 - 2\sqrt{K}\|v\|_2
$$

(36)

where $v_S$ keeps its entries corresponding to the support $S$ and let the others be zero; and $v_{\overline{S}}$ keeps its entries corresponding to the support $\overline{S}$ and let the others be zero.

Furthermore, we have

$$
\sqrt{(\alpha + v)^T P (\alpha + v)} = \sqrt{(\alpha + v)^T E (EE^T) (\alpha + v)} \\
= E\|E^T (\alpha + v)\|_2
$$

(37)

and

$$
E\|E^T (\alpha + v)\|_2 = E\|E^T \alpha + E^T v\|_2 \\
\geq E\|E^T \alpha\|_2 - E\|E^T v\|_2 \\
\geq \sqrt{\alpha^T P \alpha} - E\|E\|_2\|v\|_2 \\
= \sqrt{\alpha^T P \alpha} - C_2\|v\|_2
$$

(38)

Combining (36) and (38) results in:

$$
\|\alpha + v\|_1 + \lambda_2 \sqrt{(\alpha + v)^T P (\alpha + v)} \\
\geq \|\alpha\|_1 + \|v\|_1 - 2\sqrt{K}\|v\|_2 + \lambda_2 \sqrt{\alpha^T P \alpha} - \lambda_2 C_2\|v\|_2 \\
= \|\alpha\|_1 + \lambda_2 \sqrt{\alpha^T P \alpha} + \|v\|_1 - \left(2\sqrt{K} + \lambda_2 C_2\right)\|v\|_2
$$

(39)
From (39), we can see that (34) holds provided that \( \|v\|_1 \geq (2\sqrt{K} + \lambda_2 C_2)\|v\|_2 \). In general we have
\[
1 \leq \frac{\|v\|_1}{\|v\|_2} \leq \sqrt{N}.
\]
However, if the elements of \( A \in \mathbb{R}^{M \times N} \) are sampled i.i.d. from Gaussian process with zero mean and unit variance, with high probability, we have
\[
\frac{\|v\|_1}{\|v\|_2} \geq \frac{C_1 \sqrt{M}}{\sqrt{\log \frac{N}{M}}}, \quad \text{for all } v \in \ker(A)
\]
where \( C_1 \) is a constant. When \( A \) is Gaussian, with high probability, we have (34) holds if
\[
M \log M \geq \frac{(2\sqrt{K} + \lambda C_2)^2}{C_1^2} \log N
\]
Generally, \( M \) is larger than the constant of the natural logarithm, and we have \( M \log M \geq M \). Therefore, Theorem 1 is proved.

The similar sufficient condition for convex relaxation of (25) can be obtained if we let \( C_2 = 1 \) in (29). Furthermore, if \( C_2 = 0 \) which means no noise in the model, the sufficient condition for standard BP for CS can be obtained, and the resulted condition agrees with previous conclusions too [1] [6] [7].

B. Greedy algorithm

To reduce the computational complexity, greedy algorithms can be used to solve the RL0 optimization model. In contrast to the classical OMP which greedily chooses the atoms giving the minimum \( \|y - A\theta\|_2^2 \), we update by choosing the ones to minimize
\[
f(\theta) = \|y - A\theta\|_2^2 + \theta^T P \theta
\]

\[
= (y - A\theta)^T (y - A\theta) + \theta^T P \theta
\]

\[
= y^T y - 2y^T A \theta + \theta^T (A^T A + P) \theta
\]

To find the minimum with different values of \( \theta \), we can let
\[
\frac{\partial f(\theta)}{\partial \theta} = -2y^T A + \theta^T \left[ (A^T A + P) + (A^T A + P)^T \right]
\]

\[
= -2y^T A + 2\theta^T (A^T A + P)
\]

\[
= 0
\]
which results in a new equation:

\[ B\theta = z \]  

(44)

where

\[ B = A^T A + P = (\Phi \Psi)^T \Phi \Psi + P \]  

(45)

\[ z = A^T y \]  

(46)

Therefore, in greedy algorithms, we can find one or several atoms which gives the minimum residual for each iteration. i.e. We use the new ”sensing matrix” \( B \) and ”measurements” \( z \) instead of \( A \) and \( y \). With these transformations of sensing matrix and measurement, we can use all the greedy algorithms for CS as before [35]. Therefore the convergence conditions are the same. Because the new sensing matrix \( B \) is random, the condition of successful recovery is the same too [36].

A generalized OMP, which is also called OMMP, is used to realize the robust greedy algorithm [37][38]. It is in the sense that multiple indices are identified in each iteration. When the number of identified indices is \( \rho = 1 \), OMMP is equivalent to OMP. The proposed robust orthogonal multiple matching pursuit (ROMMP) algorithm is summarized in Algorithm 1. The algorithm can be stopped when the residual is larger than a threshold \( \epsilon \) which is proportional to \( \sigma \sqrt{N + 2 \sqrt{N \log N}} \) for Gaussian noise [39].

It should be noted that other solutions for the RL0 optimization (18) are available as well. For example, alternating directions methods of multipliers (ADMM) can be used when the application is a large-scale data processing problem [40].

V. Numerical Experiments

Numerical experiments are given to demonstrate the performance improvement of the proposed method for generalized sparse signals. In Section V-A using simulated data, the performance of the proposed CR-L1 optimization (27) is evaluated in comparison with the BPDN method and SRTLS method. In Section V-B, the performance of the proposed ROMMP is evaluated with the measured ECG signals. To make
Algorithm 1: robust orthogonal multiple matching pursuit

- **Input:** \( \Psi, B \) in (45), \( z \) in (46) and \( \rho \)
- **Output:** \( \hat{x} \)

1. Initial Iteration: \( t := 0 \)
2. Initial Support: \( \hat{\Omega}_t = \emptyset \)
3. Initial Residual: \( r_t = z \)

repeat
   1. Set \( t := t + 1 \)
   2. Update Support: \( \hat{\Omega}_t = \hat{\Omega}_{t-1} \cup \{ \text{argmax}_{i \in \hat{\Omega}_{t-1}} |(B_i^T r_t)| \} \)
   3. Update Coefficients: \( \hat{\theta}_t = \text{argmin}_\theta ||z - (B)_{\hat{\Omega}_t} \theta||_2 \)
   4. Calculate Residual: \( r_t = z - B\hat{\theta}_t \)

until \( ||r_t||_2 \leq \epsilon \);

- \( \hat{x} = \Psi\hat{\theta}_t \)

the numerical experiments on varieties of conditions, we use different kinds of settings in each group of experiments.

A. Simulated data

In the numerical experiments with simulated data, the length of the sparse signal \( \theta \) is \( N = 200 \). It contains only a few nonzero entries. Here the number of nonzero entries is denoted as \( K \). The locations of the nonzero entries vary randomly. It is normalized by its \( \ell_2 \) norm. The signal is sparse with respect to the canonical basis of the Euclidean space, i.e. \( \Psi = I_{N \times N} \); and the sampling matrix \( \Phi \) is Gaussian distributed. As shown in the signal model (10) and (11), the matrix \( A \) can be assumed to be generated by

\[
A = \tilde{A} + \tau U \tag{47}
\]

where \( \tilde{A} \in \mathbb{R}^{M \times N} \) is generated by sampling a white Gaussian distribution with zero mean, and every column of it is normalized by its \( \ell_2 \) norm; \( \tau \in \mathbb{R} \) is the uncertainty parameter; \( U \) is a random matrix, whose columns are normalized with the \( \ell_2 \) norm. \( U \) can be generated by different distributions to simulate different kinds of uncertainties. here \( U \) is generated to be uniformly distributed. The standard deviation
of the AWGN $n$ is $\sigma = 0.1$.

All the parameters in all three methods are chosen to give the best performance based on advanced searching. Here $\nu$, $\lambda$, $\lambda_1$ and $\lambda_2$ are chosen to achieve the best accuracy performance. The number of iterations for SRTLS is 20, which can guarantee the convergence of the algorithms. The matrix $P$ is chosen as the sampled covariance matrix $P = \sum_{l=1}^{L} U_l^T U_l / L$, where $L$ is the number of Monte Carlo simulations, which is chosen to be $L = 500$.

To quantify the performance of signal recovery, the estimation error is calculated via the mean L-b error:

$$e_b = \frac{1}{L} \sum_{l=1}^{L} ||x_l - \hat{x}_l||_b$$

and the mean coherence:

$$c = \frac{1}{L} \sum_{l=1}^{L} \frac{|x_l^H \hat{x}_l|}{||x_l||_2 ||\hat{x}_l||_2}$$

where $x_l$ and $\hat{x}_l$ are the real and estimated signals in the $l$-th experiment; $b \in \{1, 2\}$ indicates different criteria for the evaluation of the estimation performance; when $b = 1$, we call $e_1$ the mean L1 error; and when $b = 2$, $e_2$ is called the mean L2 error.

Fig. 3 - Fig. 5 demonstrate the signal reconstruction performance with the mean L1 error, L2 error and coherence. Fig. 3 gives the mean L1 error, L2 error and coherence with the number of measurements ranging from $M = 10$ to 200, when the uncertainty parameter $\tau = 0.3$ and the number of nonzero entries $K = 10$; Fig. 4 gives the mean L1 error, L2 error and coherence with the number of nonzero entries of the sparse signal ranging from $K = 2$ to 20, when the uncertainty parameter $\tau = 0.3$ and the number of measurements $M = 100$; Fig. 5 gives the mean L1 error, L2 error and coherence with the uncertainty parameter ranging from $\tau = 0.1$ to $\tau = 1$, when the number of nonzero entries of the sparse signal $K = 10$ and the number of measurements $M = 100$.

From Fig. 3 we can see that the CR-L1 optimization outperforms or at least share the same performance with the BPDN and SRTLS with all the possible number of measurements, especially when the number of measurements is large. From Fig. 4 we can see that the CR-L1 optimization outperforms BPDN and
Fig. 3: Experiments of Group A: The mean L1 error, L2 error and coherence versus the number of measurements when the uncertainty is uniformly distributed, the uncertainty parameter $\tau = 0.3$ and the number of nonzero entries $K = 10$. 
Fig. 4: Experiments of Group A: The mean L1 error, L2 error and coherence versus the number of nonzero elements of the sparse signal when the uncertainty is uniformly distributed, the uncertainty parameter
Fig. 5: Experiments of Group A: The mean L1 error, L2 error and coherence versus the uncertainty parameter when the uncertainty is uniformly distributed, the number of nonzero entries of the sparse signal $K=10$ and the number of measurements $M=100$.
SRTLS method for all possible number of nonzero elements are not large. We can see that the CR-L1 optimization outperforms or has nearly the same performance in terms of mean L2 error and mean coherence as the BPDN or SRTLS when the number of nonzero elements are smaller than 14. When the number is larger than 14, the mean coherence performance of the CR-L1 optimization decreases dramatically. This means that the CR-L1 optimization can not have better mean coherence performance than BPDN or SRTLS when the signal is not really sparse. However, as the sparsity is the basic requirement for CS, the number of nonzero elements should not be too large. Fig. 5 also shows that the CR-L1 optimization performs the best, especially when the uncertainties are strong.

In summary, while the mean L2 error of the CR-L1 optimization is similar to the better one of BP and SRTLS, we show that in terms of both mean L1 error and mean coherence, the CR-L1 optimization outperforms the other methods. Therefore, we can make the conclusion that the CR-L1 optimization’s overall performance is better in general.

B. ECG data

To test the proposed method for real-life data, we use ECG data which is obtained from the Physiobank database [41]. Mobile ECG monitoring is one of the most popular applications in compressed sensing of ECG signals [42]. In this application, the computational complexity should be as low as possible. Therefore, in this group of numerical experiments, the greedy algorithms, i.e. OMP, OMMP with $\rho = 4$, and the proposed ROMMP with $\rho = 4$, are compared. The utilized representation matrix is given by the orthogonal Daubechies wavelets (db 10) which is reported to be the most popular wavelet family for ECG compression [43]. The ECG data has 15 channels with 37888 samples for each channel. In each channel, the data are divided into 37 segments, i.e. the length of the signal in each reconstruction is 1024. The generation of multiplicative sampling uncertainty is similar to (47) except that $U$ is Gaussian distributed with zero mean and unit variance. In addition, additive noise is generated with zero mean and variance $\tau^2$.

In Fig. 6, the mean L1 error, mean L2 error and mean coherence for the reconstruction of ECG
signal from the noisy compressive measurements with different number of measurements is shown when the uncertainty parameter is $\tau = 0.3$; and Fig. 7 shows the mean L1 error, mean L2 error and mean coherence for the reconstruction of the ECG signal from the noisy compressive measurements with different uncertainty parameters when the number of measurements are 512. It can be seen that OMP and OMMP have almost the same reconstruction accuracy. However, ROMMP improves much more over various number of measurements and uncertainty degrees compared to OMP and OMMP.

To compare the computational complexity, Fig. 8 shows the mean number of iterations at various percentages of additive and multiplicative noise and various values of CR. We can see that the regular OMP needs the largest number of iterations. The proposed ROMMP needs less iterations than OMMP. Considering that the computational complexity of each iteration of OMP, OMMP, and ROMMP is almost the same, we can conclude that the ROMMP has the least computational complexity.

VI. Conclusion

In this paper, we discuss the sampling and representation uncertainties in CS. A generalized sparse signal model which has both multiplicative noise and additive noise is given. Based on this model, we propose a new optimization model for the robust recovery of this kind of sparse signal with uncertainties. The proposed method can be deduced by a stochastic analysis. To solve the optimization model, both convex relaxation and a greedy algorithm are used. The sufficient condition for successful recovery is analyzed too. Numerical experiments show that the proposed RLO optimization based algorithms are in general superior to the previous ones.

In the future, the proposed method can be combined with the best basis search method to further enhance its performance. The same idea can be extended to handle structured sparse signals with noise. In practice, the dictionary uncertainty may be coherent with the dictionary. In this case the exploitation of the coherence may help to further improve the performance of robust sparse signal recovery.
(a) mean L2 error vs number of measurements

(b) mean L1 error vs number of measurements

(c) mean coherence vs number of measurements

Fig. 6: Experiments of Group B: The mean L1 error, L2 error and coherence values with various number of measurements for a fixed uncertainty parameter.
Fig. 7: Experiments of Group B: The mean L1 error, L2 error and coherence with various uncertainty parameter for a fixed number of measurements.
Fig. 8: Experiments of Group B: The mean number of iterations at various uncertainty parameters of additive and multiplicative noise and various number of measurements.
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