DEGREE ONE CONTRIBUTIONS AND OPEN GROMOV-WITTEN INVARIANTS

SARAH MCCONNELL

Abstract. We show that it is possible to define the contribution of degree one covers of a disk to open Gromov-Witten invariants. We build explicit sections of obstruction bundles in order to extend the algebro-geometric techniques of Pandharipande to the case of domains with boundary.
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1. Introduction

In essence, Gromov-Witten invariants are counts of holomorphic curves. In the closed case (i.e., where curves do not have boundary), these invariants can be defined as integrals over moduli spaces of maps. These curve counts generally take values in $\mathbb{Q}$ (rather than $\mathbb{Z}$) for two reasons: first, that underlying domains may have automorphisms, and second, that some holomorphic maps factor through non-trivial branched covers of Riemann surfaces.

Spaces of domains are well understood: domains without boundary are described in [HM98] and [Mum83], and domains with boundary are described in [KL06] and [Liu02]. This knowledge is enough to count simple maps in many cases by showing that they comprise an oriented manifold of dimension zero (see [MS12]). However, the contributions of multiply covered curves are degenerate in the sense that moduli spaces of such maps are not of the expected dimension. One way to compute these contributions is via obstruction bundles. The fiber of the obstruction bundle over a moduli space of curves is the cokernel of the linearization of the $\bar{\partial}$ operator. If the rank of this bundle (or some relative of it) is equal to the dimension of the base, one may determine the contribution of the moduli space to Gromov-Witten invariants by computing the Euler number of the bundle (again taking values in $\mathbb{Q}$ because the spaces we consider may be orbifolds).

The link between Gromov-Witten invariants and obstruction bundles is based on Ruan-Tian perturbations (described in [RT95]). Rather than studying the holomorphic curve equation $\bar{\partial}_J(u) = 0$, we study the perturbed equation $\bar{\partial}_J(u) = \nu$. The contribution of degree one covers of a curve $C$ (maps which are obtained by adding constant components to $C$) is precisely the count of those curves which perturb to a $t\nu$-holomorphic curve for all small $t$.

Open Gromov-Witten invariants are similar to their closed counterparts, but we allow domains to have boundary. For a thorough treatment of moduli spaces of open curves, see [Liu02]. Two new issues arise when counting curves with boundary. The first problem is that of orientation. We do not address this rather
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thorny obstacle to defining invariants. Under suitable hypotheses (as in [Geo13]), the moduli space of open curves is orientable.

The second problem in the open case is that moduli spaces of domains may have codimension one boundary strata. In particular, the techniques used in [Pan99] may fail because of this boundary. Indeed, suppose that $E$ is a vector bundle over an oriented manifold $X$. If $X$ is closed, then the Euler class of $E$ is the Poincaré dual of the zero locus of a generic section of $E$, and in the case $\text{rk}(E) = \dim(X)$ this zero locus is a finite number points whose signed count is independent of the choice of section. This argument fails in the case where $X$ has boundary, as the number of zeros in a generic section may vary. The goal of this thesis is to solve this problem by adapting the techniques of [Pan99].

1.1. **Statement of Results.** We compute the contribution $C(g, h)$ of degree one covers of (regular, pseudoholomorphic, embedded) disks to Gromov-Witten invariants of type $(g, h)$ in a Calabi-Yau 3-fold (cf. [Pan99]). We show that it is possible to define a contribution despite the codimension one boundary strata in the moduli space because it is always possible to construct a non-vanishing section of the obstruction bundle near these problematic strata. By relating the algebro-geometric techniques of [Pan99] and [NZ18] to explicit sections of appropriate bundles, we avoid entirely the issue of defining characteristic classes of bundles over spaces with boundary.

We first prove a special case in Section 4 in order to illustrate the main principles.

**Theorem 4.11.** The contribution of degree one covers of a disk $\Sigma_0$ to type $(1, 1)$ Gromov-Witten invariants is

$$C(1, 1) = \frac{1}{2} \mu(T\Sigma_0, T\partial\Sigma_0) \cdot \chi(E_1),$$

where $E_1$ is the Hodge bundle for genus 1 curves.

In the remaining sections we consider the general case and prove the following theorems (stated slightly differently here for the sake of clarity; cf. Proposition 9.3 and Corollaries 9.4 and 9.5).

**Theorem 1.1.** The contribution of degree one covers of a disk to Gromov-Witten invariants of genus $g$ with $h$ boundary components is zero whenever $h > 1$.

**Theorem 1.2.** The contribution $C(g, 1)$ of degree one covers of a disk to Gromov-Witten invariants of genus $g$ with 1 boundary component is given by the generating function

$$\sum_{g=0}^{\infty} C(g, 1) t^{2g-1} = \left( \frac{\sin(t/2)}{t/2} \right)^{-1}.$$

**Remark 1.3.** We expect that these techniques will extend to the case where the main component is not a disk. We predict a similar vanishing result: the contribution of degree one covers should be zero except when the domains of the cover and the main component have the same number of boundary components. The contribution in the case with the same number of boundary components will again reduce to the same flavor of generating function as the closed case.
1.2. Outline. In Sections 2 and 3 we include definitions, hypotheses, and standard results.

Section 4 covers the simplest non-trivial case. The main principles of the argument all appear in this section, with minimal technical detail.

The remainder of this paper covers the general case. We examine moduli spaces $\mathcal{N}$ of holomorphic maps in Section 5 and build an obstruction bundle $Ob$ in Section 6. In Sections 7 and 8 we determine the relationship of this bundle to the contribution of these maps to Gromov-Witten invariants; in particular we describe a space $\mathcal{L}$ of gluing parameters and relate those maps which can be perturbed to a particular section $\alpha$ of $\pi^* Ob$. Finally, we compute the contribution in Section 9.

The reader may wish to refer periodically to the list of symbols on page 36. The code used to generate figures is available at https://www.overleaf.com/read/bdfwpzxsfqzc.

2. Preliminaries

In this section we give basic definitions and assumptions. Most are fairly standard; we include them for the sake of completeness. Definitions and hypotheses should be consistent with [KL06], [Liu02], and [Geo13] in order to ensure that moduli spaces of curves are sufficiently well-behaved.

We let $(M,\omega)$ be a symplectic manifold and $J$ an almost complex structure on $M$ which is tamed by $\omega$.

**Hypothesis 2.1.** We assume that $\dim\mathbb{R}(M) = 6$ and $c_1(M) = 0$.

We assume that $J$ is generic and that all simple $J$-holomorphic maps (below some fixed energy bound) are regular embeddings with disjoint images.

We assume that $L$ is a spin Lagrangian submanifold of $M$ with Maslov class zero.

We endow $M$ with a metric so that a neighborhood of $L$ can be identified with $T^*L$ and $L$ is totally geodesic.

**Hypothesis 2.2.** We assume that $u_0 : (\Sigma_0,\partial\Sigma_0) \to (M,L)$ is an embedded disk. We assume that $u_0$ is $J$-holomorphic, that $u(\Sigma_0 \setminus \partial\Sigma_0) \cap L = \emptyset$, and that $u_0$ is regular in the sense that the linearization $D_0 : \Gamma(\Sigma_0,\partial\Sigma_0; u^*TM, u^*TL) \to \Omega^{0,1}(\Sigma, u^*TM)$ is surjective.

Throughout this paper we discuss degree one covers of maps satisfying Hypothesis 2.2.

**Definition 2.3.** For $U \subset \{z \in \mathbb{C} : \operatorname{Im}(z) \geq 0\}$, a function $U \to \mathbb{C}$ is holomorphic if it extends to a holomorphic function on an open neighborhood of $U$ in $\mathbb{C}$.

**Proposition 2.4 (Schwarz Reflection Principle).** If $f : U \to \mathbb{C}$ is holomorphic in the usual sense away from $U \cap \mathbb{R}$ and $f(U \cap \mathbb{R}) \subset \mathbb{R}$, then $f$ is holomorphic.

**Lemma 2.5.** If $S$ is a compact Riemann surface (possibly with boundary) and $f : S \to \mathbb{C}$ is holomorphic on $S$ with $f|_{\partial S} \subset \mathbb{R}$, then $f$ is constant.

**Definition 2.6.** A compact Riemann surface $\Sigma$ is *closed* if $\partial\Sigma = \emptyset$ and *open* otherwise.

For $g,n \in \mathbb{N}$, we denote by $\overline{\mathcal{M}}_{g,n}$ the moduli space of closed genus $g$ surfaces with $n$ marked points (see [HM98] and [Mum83]).

For $g,n \in \mathbb{N}$, $h \in \mathbb{Z}_+$, and $\vec{m} \in \mathbb{N}^h$, we denote by $\overline{\mathcal{M}}_{(g,h),n,\vec{m}}$ the moduli space of open surfaces of topological type $(g,h)$ with $(n,\vec{m})$ marked points. More specifically,

- $g$ is the genus,
- $h$ is the number of boundary components,
- $n$ is the number of interior marked points, and
- $\vec{m} = (m_1, \ldots, m_h)$, where $m_j$ is the number of marked points on the $j^{th}$ boundary component.

(For a complete definition of nodal curves with boundary, see Section 3 of [Liu02].)
Remark 2.11. For thorough discussions of Sobolev spaces and their relevance to these arguments, see [AD14], [DW19], [Liu02], and Appendices B and C of [MS12].

Definition 2.7. For $\Sigma$ a bordered Riemann surface, the complex double of $\Sigma$ is a closed Riemann surface $\Sigma^{(C)}$ equipped with

1. an antiholomorphic involution $c : \Sigma^{(C)} \to \Sigma^{(C)}$,
2. a covering map $\pi : \Sigma^{(C)} \to \Sigma$ of degree two satisfying $\pi \circ c = \pi$, and
3. an embedding $\phi : \Sigma \to \Sigma^{(C)}$ such that $\pi \circ \phi = 1_\Sigma$.

The triple $(\Sigma^{(C)}, c, \pi)$ is unique up to isomorphism.

Over a space $B$ of domains with smooth maps into $M$, there is a vector bundle $E$ whose fiber over $u : (\Sigma, \partial\Sigma) \to (M, L)$ is

$$E_u = \Omega^{0,1}(\Sigma, u^*TM)$$

(see Definition 2.9 and Section 3.1 of [MS12]). We define a section $\overline{\partial}_j$ of this bundle by

$$\overline{\partial}_j(\Sigma, u) = \frac{1}{2} (du + J \circ du \circ j),$$

where $j$ is the complex structure on $\Sigma$. The moduli space of $J$-holomorphic maps in $B$ is the zero set of $\overline{\partial}_j$, up to automorphism (as in Section 2.1.3 of [Wen18]).

In order to understand this moduli space, we linearize $\overline{\partial}$. We first need to explain the tangent spaces to $B$ and $E$. If $M$ is space of domains, we can view $T_2M$ as variations in the complex structure on $\Sigma$. Aside from variations in the domain, we must consider variations in $u$, which are just vector fields along the image of $u$.

Definition 2.8. For a smooth Riemann surface $\Sigma$ and a smooth map $u : (\Sigma, \partial\Sigma) \to (M, L)$, a variation in $u$ is a section in

$$\Gamma(\Sigma, \partial\Sigma; u^*TM, u^*TL) = \{ \xi \in \Gamma(\Sigma, u^*TM) : \xi(\partial\Sigma) \subset u^*TL \}.$$ (If $\partial\Sigma = \emptyset$, then this space is just $\Gamma(\Sigma, u^*TM)$.)

For $\Sigma$ a nodal Riemann surface, label the smooth components $\Sigma_0, \ldots, \Sigma_r$. A variation in a smooth map $u : (\Sigma, \partial\Sigma) \to (M, L)$ is a section $\xi = \xi_0 \cup \ldots \cup \xi_r$, where $\xi_j$ is a variation in $u|_{\Sigma_j}$, such that these vector fields agree at the nodes (i.e., if two components are attached at a node $z \sim y$, then $\xi(z) = \xi(y) \in T_{u(z)}M$).

Definition 2.9. For $\Sigma$ nodal with smooth components $\Sigma_0, \ldots, \Sigma_r$ and a smooth map $u : (\Sigma, \partial\Sigma) \to (M, L)$, we define $\Omega^{0,1}(\Sigma; u^*TM)$ to be the space of forms $\nu_0 \cup \ldots \cup \nu_r$, where $\nu_j$ is a $(0,1)$-form with values in $(u|_{\Sigma_j})^*TM$. We do not impose boundary conditions or require that the forms on the components match at the nodes.

For a holomorphic map $u : (\Sigma, \partial\Sigma) \to (M, L)$, where $\Sigma$ lies in some moduli space of domains $\mathcal{M}$, the linearization of $\overline{\partial}$ at $u$ is the map

$$D : T\Sigma \mathcal{M} \oplus \Gamma(\Sigma, \partial\Sigma; u^*TM, u^*TL) \to \Omega^{0,1}(\Sigma, u^*TM)$$
given by

$$D(k, \xi) = \frac{1}{2} (J \circ df \circ k + \nabla\xi + J(f) \circ \nabla\xi \circ j + (\nabla\xi J) \circ df \circ j).$$

Theorem 2.10 (Riemann-Roch). Assume that $S$ is a compact Riemann surface, $E \to S$ a complex vector bundle with $F$ a totally real sub-bundle along $\partial S$, and $D$ a real linear Cauchy-Riemann operator on $E$. After completing in appropriate Sobolev norms (as Appendices B and C of [MS12]), $D$ is Fredholm with index

$$\text{index}(D) = \text{rk}_C(E)\chi(S) + \mu(E, F).$$

Remark 2.11. For thorough discussions of Sobolev spaces and their relevance to these arguments, see [AD14], [DW19], [Liu02], and Appendices B and C of [MS12].
**Definition 2.12.** Given bundles $E \to X$ and $F \to Y$, the *exterior tensor product* of $E$ and $F$ is

$$E \boxtimes F = \pi_X^*(E) \otimes \pi_Y^*(F),$$

where $\pi_X : X \times Y \to X$ and $\pi_Y : X \times Y \to Y$ are the natural projection maps.

**Definition 2.13.** Let $\phi_{g,n} : C_{g,n} \to \overline{\mathcal{M}}_{g,n}$ be the universal algebraic curve (see [HM98] and Appendix D.6 of [MS12]). The *relative tangent bundle* $T_{g,1}$ is $\ker(d\phi_{g,1})$; its fiber over $(\Sigma, z)$ is $T_z\Sigma$.

Fix $g \geq 0$, $h \geq 1$. Set $\tilde{m} = (1, 0, \ldots, 0) \in \mathbb{N}^h$. The *universal curve* $\phi_{(g,h),(0,\tilde{m})} : C_{(g,h),(0,\tilde{m})} \to \overline{\mathcal{M}}_{(g,h),(0,\tilde{m})}$ is the real locus of the universal curve over $\overline{\mathcal{M}}_{\tilde{g},1}$ for $\tilde{g} = 2g + h - 1$. The *relative tangent bundle* $T_{(g,h),(0,\tilde{m})}$ is $\ker(d\phi_{(g,h),(0,\tilde{m})})$; its fiber over $(\Sigma, z)$ is $T_z\partial\Sigma$.

**Definition 2.14.** Fix $\Sigma \in \overline{\mathcal{M}}_{g,0}$ for $g \geq 0$. The $(0,0)$-*Dolbeault operator* is

$$\overline{\partial}_\Sigma : \Gamma(\Sigma, \mathcal{C}) \to \Omega^{0,1}(\Sigma, \mathcal{C}).$$

The *Hodge bundle* $E_g \to \mathcal{M}_{g,0}$ is the complex rank $g$ bundle of holomorphic differentials. Its dual $E_g^*$ is the bundle whose fiber over $\Sigma$ is $\text{coker}(\overline{\partial}_\Sigma)$.

Fix $\Sigma \in \mathcal{M}_{(g,h),0}$ for $g \geq 0$, $h \geq 1$. The $(0,0)$-*Dolbeault operator* is

$$\overline{\partial}_\Sigma : \Gamma(\Sigma, \partial\Sigma; \mathcal{C}, \mathbb{R}) \to \Omega^{0,1}(\Sigma, \mathcal{C}).$$

The *Hodge bundle* $E_{g,h}^* \to \mathcal{M}_{(g,h),0}$ is the real rank $2g + h - 1$ bundle which is the real locus of $E_g$ for $\tilde{g} = 2g + h - 1$. Its dual $E_{g,h}^*$ is the bundle whose fiber over $\Sigma$ is $\text{coker}(\overline{\partial}_\Sigma)$.

**Remark 2.15.** In general, $\mathcal{M}_{g,n}$ is an orbifold and $E_g^*$ an orbibundle. Similarly, $\mathcal{M}_{(g,h),0}$ is an orbifold with boundary and $E_{g,h}^*$ an orbibundle over it. However, these spaces have finite covers which are smooth, allowing us to ignore the orbifold structure.

For discussion of the following proposition, see [HM98] or [Mum83].

**Proposition 2.16.** The Euler classes of the duals of the Hodge bundles satisfy $e(E_g^*)^2 = 0$ and $e(E_{g,h}^*)^2 = 0$.

### 3. Main Component and Linearization

In this section we establish some properties of linearizations. All of the holomorphic curves we consider will have a disk satisfying Hypothesis 2.2 as a main component. The goal of this section is to compute the linearization for this disk and determine how the addition of constant components affects this linearization. These results are all standard; some readers may wish to skip this section entirely.

Let $C = u_0(\Sigma_0)$ and $T_0 = TC_0$. We split

$$u_0^*TM = T_0 \oplus N_0$$

and

$$u_0^*TL = T_0^{(R)} \oplus N_0^{(R)},$$

where $T_0^{(R)} = T\partial C_0$ and $N_0^{(R)} = N_0 \cap L$. Note that if we add ghosts to $u_0$, this splitting extends naturally to the trivial pullback bundle over any constant component.

If $\mathcal{M}$ is a space of domains, we can then split the linearization into two pieces:

$$D^T : \Gamma(\Sigma, TC) \oplus T_{\Sigma}\mathcal{M} \to \Omega^{0,1}(\Sigma, TC)$$

$$D^N : \Gamma(\Sigma, N) \to \Omega^{0,1}(\Sigma, N).$$

(For both of these operators, we restrict in the domain and project in the codomain.)

**Lemma 3.1.** Assume that $u_0 : (\Sigma_0, \partial \Sigma_0) \to (M, L)$ satisfies Hypothesis 2.2 and let

$$D_0 : \Gamma(\Sigma_0, \partial \Sigma_0; u_0^*TM, u_0^*TL) \to \Omega^{0,1}(\Sigma, u_0^*TM)$$

be its linearization, with $D^N_0$ and $D^T_0$ its normal and tangent components. Then

- $\ker(D^N_0) = 0$ and $\text{coker}(D^N_0) = 0$,
- $\ker(D^T_0) = T_l \text{Aut}(\Sigma_0)$ and $\text{coker}(D^T_0) = 0$,
- $\ker(D_0) = T_l \text{Aut}(\Sigma_0)$ and $\text{coker}(D_0) = 0$. 


Hypothesis 2.1 implies Riemann-Roch gives a slice of curves. We define $B_0$ of curves always the tangent space to the moduli space of curves and that the cokernel (i.e., the fiber of the obstruction) is somewhat technical in nature. Its purpose is merely to demonstrate that the kernel of the linearization is $0$.

Let $C_0 = u_0(\Sigma_0) \subset M$, $T_0 = u_0^* T C_0$, and $N_0 = u_0^* T M / u_0^* T C_0$. We split into tangent and normal directions:

$$\Gamma_0^T = \Gamma(\Sigma_0, \partial \Sigma_0; T_0, T_0^{(R)})$$
$$\Gamma_0^N = \Gamma(\Sigma_0, \partial \Sigma_0; N_0, N_0^{(R)})$$

Let $B_0 = C^\infty(\Sigma_0, \partial \Sigma_0; M, L)$ (there are no variations in the complex structure on $\Sigma_0$). Around $u_0$, pick a slice $S \subset B_0$ for the action of $\text{Aut}(\Sigma_0)$:

$$\begin{array}{c}
\varepsilon \\
\downarrow \\
\Sigma \\
\downarrow \\
S \longrightarrow B_0 \\
\cong B_0 / \text{Aut}(\Sigma_0)
\end{array}$$

Near $u_0$, $S$ is isomorphic to the moduli space. If $O(u_0)$ is the orbit of $u_0$, then

$$T_{u_0} S \cong T_{[u_0]} (B_0 / \text{Aut}(\Sigma_0)) \cong T_{u_0} B_0 / T_{u_0} O(u_0).$$

Note that $T_{u_0} O(u_0)$ lies entirely in the tangent direction. Therefore

$$T_{u_0} S \cong (\Gamma_0^T / T_{u_0} O(u_0)) \oplus \Gamma_0^N.$$

We define $D_0 : T_{u_0} B_0 \to \Omega^{0,1}(u_0^* T M)$ in the usual way. Because $u_0$ is an embedding we have

$$\mu(T_0, T_0^{(R)}) = \mu(T \Sigma_0, T \partial \Sigma_0) = 2.$$ 

Hypothesis 2.1 implies

$$\mu(T_0, T_0^{(R)}) + \mu(N_0, N_0^{(R)}) = \mu(u_0^* T M, u_0^* T L) = 0.$$ 

Riemann-Roch gives

$$\text{index}(D_0^T) = \text{rk}_C(T_0) \cdot \chi(\Sigma_0) + \mu(T_0, T_0^{(R)}) = 3$$

$$\text{index}(D_0^N) = \text{rk}_C(N_0) \cdot \chi(\Sigma_0) + \mu(N_0, N_0^{(R)}) = 0$$

$$\text{index}(D_0) = \text{rk}_C(u_0^* T M) \cdot \chi(\Sigma_0) + \mu(u_0^* T M, u_0^* T M^{(R)}) = 3.$$ 

First we address $D_0^T$. Because $u_0$ is an embedding, $D_0^T$ can be identified with the linearization of $\overline{\partial}_{\Sigma_0} : \text{Diff}(\Sigma_0) \to \Omega^{0,1}(\Sigma_0, T \Sigma_0)$. Since the zero set is precisely $\text{Aut}(\Sigma_0)$, we have $\ker(D_0^T) = T_{u_0} O(u_0)$ and $\text{coker}(D_0^T) = 0$.

By hypothesis $\text{coker}(D_0^N) = 0$, so $\text{index}(D_0^N) = 0$ implies $\ker(D_0^N) = 0$.

Finally we examine $D_0$, which is surjective by hypothesis. Therefore $\text{coker}(D_0) = 0$ and $\dim_{\mathbb{R}}(\ker(D_0)) = 3$. But since $T_{u_0} O(u_0) \subset \ker(D_0)$ also has dimension $3$ this inclusion must in fact be an equality.

It is clear from the computation that $D$ descends to an isomorphism after dividing out by equivalence, so the tangent space to the space of holomorphic disks at $u_0$ must be zero, meaning that $u_0$ is isolated. 

Linearizations of constant maps are straightforward; all that remains is to determine what happens when we add these constant maps to the main component. The proof of the following proposition is, unfortunately, somewhat technical in nature. Its purpose is merely to demonstrate that the kernel of the linearization is always the tangent space to the moduli space of curves and that the cokernel (i.e., the fiber of the obstruction bundle) depends only on the cokernels of the linearizations at the constant components. The moduli space of curves $\overline{\mathcal{M}}$ is defined in Section 5, and the cokernels over the constant components appear in Section 6.
**Proposition 3.2.** Assume that \( u_0 : (\Sigma_0, \partial \Sigma_0) \to (M, L) \) satisfies Hypothesis 2.2 and let \( D_0 \) be its linearization (as in Lemma 3.1).

For \( i = 1, \ldots, r + q \), assume that \( \Sigma_i \in \overline{M}_{g_i} \) is a domain with one marked point \( y_i \) attached to \( \Sigma_0 \) at \( z_i \). For \( i \leq r \), we assume that \( \Sigma_i \) is closed (i.e., \( \sigma_i = (g_i, 1) \)) and attached at an interior point of \( \Sigma_0 \). For \( i > r \), we assume that \( \Sigma_i \) is open with marked point along the boundary (i.e., \( \sigma_i = ((g_i, h_i), 0, (1, 0, \ldots, 0)) \)) and attached at a boundary point of \( \Sigma_0 \). Extend \( u_0 \) to a map \( u \) defined on \( \Sigma = \Sigma_0 \cup \Sigma_1 \cup \cdots \cup \Sigma_{r+q} \) by requiring that \( u \) be constant on all components but \( \Sigma_0 \). Let

\[
D_i : T\Sigma_i \overline{M}_{\sigma_i} \oplus \Gamma(\Sigma_i, \partial \Sigma_i; u_i^* TM, u_i^* TL) \to \Omega^{0,1}(\Sigma_i, u_i^* TM)
\]

be the linearization of \( \overline{D} \) at \( u_i = u|_{\Sigma_i} \), with \( D_i^N \) and \( D_i^T \) its tangent and normal components.

Let \( (g, h) \) be the topological type of \( \Sigma \) and \( S \) the (real codimension \( 2r + q \)) nodal stratum of \( \overline{M}_{(g, h), 0, 0} \) which contains \( \Sigma \). Set

\[
\overline{N} = \prod_{i=1}^r (\Sigma_0 \times \overline{M}_{\sigma_i}) \times \prod_{i=r+1}^{r+q} (\partial \Sigma_0 \times \overline{M}_{\sigma_i}).
\]

If

\[
D : T\Sigma S \oplus \Gamma(\Sigma, \partial \Sigma; u^* TM, u^* TL) \to \Omega^{0,1}(\Sigma, u^* TM)
\]

is the linearization of \( \overline{D} \) at \( u \), then

\[
\ker(D^N) = 0 \quad \text{coker}(D^N) = \bigoplus_{i=1}^{r+q} \ker(D_i^N)
\]

\[
\ker(D^T) = T\Sigma \overline{N} \quad \text{coker}(D^T) = \bigoplus_{i=1}^{r+q} \ker(D_i^T)
\]

\[
\ker(D) = T\Sigma \overline{N} \quad \text{coker}(D) = \bigoplus_{i=1}^{r+q} \ker(D_i).
\]

**Proof.** The analyses of the component linearizations appear in Lemmas 3.1, 6.1, and 6.2. The primary goal of this proof is to determine how a collection of linearizations over components fit together into a linearization for a nodal Riemann surface. The key observation is that for \( E \) a bundle over a nodal domain \( \Sigma \), we cannot break \( \Gamma(\Sigma, E) \) into a direct sum of factors of the form \( \Gamma(\Sigma_i, E|_{\Sigma_i}) \), but we can decompose in this manner if we restrict to sections which vanish at the nodal points. Using long exact sequences to relate these special sections to general sections, we can determine the relationship between the total linearization and its components (as in Appendix A of [GI21]).

Let \( S \) be a domain with marked points \( x = (x_1, \ldots, x_k, x_{k+1}, \ldots, x_{k+l}) \) such that \( x_i \in \partial S \) if and only if \( i > k \). Let \( E \to S \) be a complex vector bundle with totally real sub-bundle \( E^{(R)} \) along \( \partial S \). Set

\[
\Gamma_x(S, \partial S; E, E^{(R)}) = \{ \xi \in \Gamma(S, \partial S; E, E^{(R)}): \xi(x_i) = 0 \text{ for all } i \}.
\]

Let

\[
E_x = \bigoplus_{i=1}^k E_{x_i} \oplus \bigoplus_{i=k+1}^{k+l} E_{x_i}^{(R)}
\]

be the direct sum of the fibers over the marked points and \( ev_x \) the evaluation map at the marked points. For an operator \( A : \Gamma(S, \partial S; E, E^{(R)}) \to \Omega^{0,1}(S, E) \), let \( A_x \) be its restriction to those sections which vanish at the marked points. Then there is a commutative diagram

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & \Gamma_x(S, \partial S; E, E^{(R)}) & \longrightarrow & \Gamma(S, \partial S; E, E^{(R)}) & \overset{ev_x}{\longrightarrow} & E_x & \longrightarrow & 0 \\
\downarrow A_x & & \downarrow A & & & & \downarrow & & \\
0 & \longrightarrow & \Omega^{0,1}(S, E) & \longrightarrow & 1 & \longrightarrow & \Omega^{0,1}(S, E) & \longrightarrow & 0 & \longrightarrow & 0
\end{array}
\]

with exact rows, allowing us to apply the snake lemma.

We proceed with this construction and application of the snake lemma for each component of \( \Sigma \) in both the normal and tangent directions. We begin with the computation in the normal direction, as it is fairly straightforward.
First, consider the main component $\Sigma_0$ with its marked points $z = (z_1, \ldots, z_{r+q})$. We examine diagram (1) with $S = \Sigma_0$, $E = N_0$, and $A = D_0^N$. By Lemma 3.1, we have $\text{ker}(D_0^N) = 0$ and $\text{coker}(D_0^N) = 0$. Therefore the snake lemma yields the following exact sequence:

$$(2) \quad 0 \to \text{ker}(D_{0,z}^N) \to 0 \to (u_0^*NC)_z \xrightarrow{\delta^N_0} \text{coker}(D_{0,z}^N) \to 0$$

It follows immediately that $\text{ker}(D_{0,z}^N) = 0$ and $\text{coker}(D_{0,z}^N) = (u_0^*NC)_z$.

Next we apply the same process to $D_i^N$ for $1 \leq i \leq r + q$. By Lemmas 6.1 and 6.2, $\text{ker}(D_i^N)$ consists of constant sections (with values in $(u_i^*NC)_{y_i}$, where $(u_i^*NC)_{y_i} = N_p,M$ for $i \leq r$ and $(u_i^*NC)_{y_i} = N_p,L$ for $i > r$). Therefore when we restrict to those sections which vanish at a point, the kernel disappears: $\text{ker}(D_{i,y_i}^N) = 0$ for all $i$. The snake lemma gives the following exact sequence:

$$(3) \quad 0 \to (u_i^*NC)_{y_i} \to (u_i^*NC)_{y_i} \xrightarrow{\delta^N_i} \text{coker}(D_{i,y_i}^N) \to \text{coker}(D_i^N) \to 0$$

It follows that $\delta^N_i = 0$ and $\text{coker}(D_{i,y_i}^N) = \text{coker}(D_i^N)$.

As observed at the beginning of this proof, while the linearizations $D_i^N$ do not fit together in a straightforward fashion, their restrictions to sections which vanish at marked points do. That is, for any bundle $E$ we have

$$\Gamma_{z,y}(\Sigma, \partial \Sigma; E, E^{(R)}) \cong \Gamma_z(\Sigma_0, \partial \Sigma_0; E_0, E_0^{(R)}) \bigoplus \bigoplus_{i=1}^{r+q} \Gamma_{y_i}(\Sigma_i, \partial \Sigma_i; E_i, E_i^{(R)}).$$

Since $(0,1)$-forms are not required to match at nodes, $\Omega^{0,1}(\Sigma, E)$ also decomposes as a direct sum over components. Thus the operator $D_{z,y}^N$ is precisely the direct sum of the operators $D_{0,z}$ and $D_{i,y_i}$. It follows that

$$\text{ker}(D_{z,y}^N) = \text{ker}(D_{0,z}^N) \oplus \text{ker}(D_{i,y_i}^N) \oplus \cdots \oplus \text{ker}(D_{r+q,y_{r+q}}^N) = 0$$

and

$$\text{coker}(D_{z,y}^N) = \text{coker}(D_{0,z}^N) \oplus \text{coker}(D_{i,y_i}^N) \oplus \cdots \oplus \text{coker}(D_{r+q,y_{r+q}}^N).$$

As for $D_i^N$, the kernel is straightforward to analyze because if $D_i^N(\xi_0 \cup \ldots \cup \xi_{r+q}) = 0$ then $D_i^N(\xi_i) = 0$ for $0 \leq i \leq r + q$. Thus we see $\text{ker}(D_i^N) = 0$. Therefore applying the snake lemma to diagram (1) with $S = \Sigma$, $E = u^*NC$, and $A = D^N$ yields the following exact sequence:

$$(4) \quad 0 \to (u^*NC)_z \xrightarrow{\delta^N} \text{coker}(D_{0,z}^N) \bigoplus \bigoplus_{i=1}^{r+q} \text{coker}(D_{i,y_i}^N) \to \text{coker}(D_i^N) \to 0$$

All that remains to be seen is that the image of $\delta^N$ is precisely $\text{coker}(D_{0,z}^N)$. Pick $v \in (u^*NC)_z$ and choose some vector field $\xi = \xi_0 \cup \ldots \cup \xi_{r+q}$ on $\Sigma$ so that $\text{ev}_z(\xi) = v$. We can assume without loss of generality that $\xi$ is constant on $\Sigma_0$ for all $i > 0$.

$$\delta^N(v) = D_0^N(\xi_0) \cup D_1^N(\xi_1) \cup \ldots \cup D_{r+q}^N(\xi_{r+q}) \equiv D_0^N(\xi_0) \cup 0 \cup \ldots \cup 0 \quad (\text{mod } \text{Im}(D_{z,y}^N)),$$

so $\delta^N$ certainly lands in $\text{coker}(D_{0,z}^N)$. But since $\text{coker}(D_{0,z}^N) = (u_0^*NC)_z = (u^*NC)_z$, we see that $\delta^N$ maps onto $\text{coker}(D_{0,z}^N)$. This proves

$$\text{coker}(D_i^N) = \bigoplus_{i=1}^{r+q} \text{coker}(D_{i,y_i}^N) = \bigoplus_{i=1}^{r+q} \text{coker}(D_i^N).$$

The analysis of the operators in the tangent direction is similar in essence, but the argument is complicated by the addition of variations in the domain.

Lemma 3.1 gives $\text{ker}(D_0^T) = T_1 \text{Aut}(\Sigma_0)$ and $\text{coker}(D_0^T) = 0$. Restricting the kernel to those elements which vanish at marked points, we see $\text{ker}(D_{0,z}^T) = T_1 \text{Aut}(\Sigma_0, z)$. Therefore the snake lemma gives

$$(5) \quad 0 \to T_1 \text{Aut}(\Sigma_0, z) \to T_1 \text{Aut}(\Sigma_0) \to (u_0^*TC)_z \xrightarrow{\delta^T_0} \text{coker}(D_{0,z}^T) \to 0$$

Next we apply the same process to $D_i^T$ for $1 \leq i \leq r + q$. Since constant maps are holomorphic regardless of the domain, we see immediately that $T_2 \text{Aut}(\Sigma_0, z)$ is contained in $\text{ker}(D_i^T)$; we can therefore ignore variations
in the domain. Let \( \hat{\delta}^T \) be the linearization with fixed domain. By Lemmas 6.1 and 6.2, \( \ker(\hat{\delta}^T) \) consists of constant sections (with values in \((u_i^*TC)_{y_i}\), where \((u_i^*TC)_{y_i} = T_{p_i}C\) for \(i \leq r\) and \((u_i^*TC)_{y_i} = T_{p_i}\partial C\) for \(i > r\)). Therefore when we restrict to those sections which vanish at a point, the kernel disappears: \(\ker(\hat{\delta}^T) = 0\) and \(\ker(D^T) = T_{\Sigma}\overline{\mathcal{M}}_{\sigma_i}\) for all \(i\). The snake lemma gives the following exact sequence:

\[
0 \to (u_i^*TC)_{y_i} \to (u_i^*TC)_{y_i} \to \ker(D^T) \to \ker(D^T_i) \to 0
\]

It follows that \(\delta^T = 0\) and \(\coker(D^T_i) = \coker(D^T)\).

Before analyzing \(D^T\), we first examine the linearization \(\hat{\delta}^T\) with fixed domain. As with \(D^N\), we can split sections which vanish at nodal points and \((0,1)\)-forms to see

\[
\ker(\hat{\delta}^T_{z,y}) = \ker(D^T_{0,z}) \oplus \ker(D^T_{y,y} + \cdots \ker(D^T_{r+q,y+y}) = T_1 \text{Aut}(\Sigma_0, z)
\]

and

\[
\coker(\hat{\delta}^T_{z,y}) = \coker(D^T_{0,z}) \oplus \coker(D^T_{y,y}) \oplus \cdots \oplus \coker(D^T_{r+q,y+y}).
\]

If \(\hat{\delta}^T(z_0 \cup \cdots \cup z_{r+q}) = 0\) then \(\hat{\delta}^T_i(z_i) = 0\) for each \(i\), so \(\ker(\hat{\delta}^T) = \ker(D^T_0) = T_1 \text{Aut}(\Sigma_0)\). Therefore applying the snake lemma to diagram (1) with \(S = \Sigma, E = u^*TC,\) and \(A = \hat{\delta}^T\) yields the following exact sequence:

\[
0 \to T_1 \text{Aut}(\Sigma_0, z) \to T_1 \text{Aut}(\Sigma_0) \to (u^*TC)_{z}
\]

But we can see (using an argument similar to that used for \(D^N\)) that the image of \(\delta^T\) is precisely \(\coker(D^T_{0,z})\), so the first half of the diagram is the same as sequence (5). Therefore

\[
\coker(\hat{\delta}^T) = \bigoplus_{i=1}^{r+q} \coker(D^T_{i,y_i}) = \bigoplus_{i=1}^{r+q} \coker(D^T_i).
\]

Finally, we must determine how varying the domain changes the linearization. Note that we restrict to the nodal stratum \(S\) because we wish to examine only those maps with main component \((u_0, \Sigma_0)\). Moreover, varying the domain within \(S\) only changes the constant domains and the choices of marked points along the main component, so \(T_2\Sigma S\) is contained in \(\ker(D^T)\). Therefore \(\ker(D^T) = \ker(D^T) \oplus T_2\Sigma S\) and \(\ker(D^T) = \coker(D^T)\). All that remains is to observe that the identification \(\ker(D^T) = \ker(D^T) \oplus T_2\Sigma S\) is really just a splitting of the following short exact sequence:

\[
0 \to T_1 \text{Aut}(\Sigma_0) \to T_2\overline{\mathcal{N}} \to T_2\Sigma S \to 0
\]

Therefore \(\ker(D^T) = T_2\overline{\mathcal{N}}\).

Finally, we observe that because \(\ker(D^T) = 0\) and \(\ker(D^N) = 0\), we must have \(\ker(D) = 0\) and hence \(\coker(D) = \coker(D^T) \oplus \coker(D^N)\). \(\square\)

4. A Special Case: \((1,1)\) Domains

In this section we work through one example in detail. The results described here are all special cases of results in later sections. The purpose of this section is to illustrate the main principles in a situation which is less complicated than the general case.

Throughout this section, we assume that the domain \(\Sigma\) has topological type \((g, h) = (1,1)\). As always, the main component \((\Sigma_0, u_0)\) satisfies Hypothesis 2.2. In Subsection 4.1 we compute the moduli space \(\mathcal{N}\) of maps with such domains. We wish to compute the contribution \(C(1,1)\) of maps in \(\mathcal{N}\) to type \((1,1)\) Gromov-Witten invariants. To do so, we fix a generic perturbation \(\nu\), a section of the bundle of \((0,1)\) forms over \(\overline{\mathcal{N}}\). We wish to count those maps \(P \in \mathcal{N}\) for which there exists a \(t\nu\)-holomorphic perturbation for every small \(t\) (without loss of generality we can project \(\nu\) to \(Ob\), the cokernel bundle).
To count such maps, we will build obstruction and gluing bundles $Ob$ and $L$ over $N$ in Subsections 4.2 and 4.3, respectively:

$$\Omega^{0,1}(N) \xrightarrow{\pi_{Ob}} Ob \xleftarrow{\pi_L} \pi^*_L Ob$$

We let $\nu = \pi_{Ob} \circ \nu$. In Subsection 4.4 we build a linear section $\alpha$ of $\pi^*_L Ob$ and let $Ob^F$ be the complement of its image $Im(\pi_L \circ \alpha)$ in $Ob$. We will then show that a map $P \in N$ perturbs precisely when $\nu(P) \in Im(\pi_L \circ \alpha)$.

This will allow us to relate the count of perturbable maps to the zeros of the projection of $\nu$ to $Ob^F$. Finally, in Subsection 4.5 we will demonstrate that it is possible to determine the zero count of a (particular type of) generic section of $Ob^F$ and compute this value.

4.1. Moduli Space of (1,1) Domains. In this section we compute the moduli space of holomorphic curves of type $(1,1)$ with main component $(u_0, \Sigma_0)$. This is a special case of the analysis presented in Section 5. We will show that the moduli space of such curves has two cells of real dimensions four and five, respectively, and that their intersection has real dimension three. These cells will exhibit rather different behaviors with respect to obstruction and gluing. For this reason we take care to explain precisely how these cells intersect; it will later allow us to reconcile these different types of behavior.

Remark 4.1. If $\Sigma$ is of type $(1,1)$, then its double $\Sigma^{(C)}$ has ghosts with total genus 2. These ghosts may be two conjugate tori or a single genus 2 surface attached along the real locus.

However, not all symmetric closed curves with total genus 2 are doubles of the open curves we consider. When we restrict ourselves to domains of type $(1,1)$, we exclude the case of a genus 2 surface whose upper half has genus 0 and three boundary components. Such a domain is of type $(0,3)$; although its double is also

![Figure 4.1. A curve of type (0,3).](image)

of genus 2, it cannot be obtained from those we consider in this section. The double of a $(1,1)$ curve can be deformed to the double of a $(0,3)$ curve, but such a deformation necessarily passes through curves which are not doubles of bordered Riemann surfaces. See [KL06] for a more detailed discussion of open curves and their doubles.

Lemma 4.2. There is a canonical inclusion $\rho: \overline{M}_{1,1} \hookrightarrow \overline{M}_\sigma$. Under this inclusion, $\mathbb{E}^*_1|_{\overline{M}_{1,1}} = \mathbb{E}_1^*$, where $\mathbb{E}_{1,1}$ and $\mathbb{E}_1$ are the Hodge bundles for curves of type $(1,1)$ and genus 1, respectively.

Proof. Each curve in $\overline{M}_\sigma$ has a double in the real locus of $\overline{M}_{2,1}$ (see Definition 2.7). There is a subset of the real locus of $\overline{M}_{2,1}$ obtained by contracting two conjugate loops $\gamma, \overline{\gamma}$ as shown in Figure 4.2. Such nodal symmetric genus two curves are in bijection with curves in $\overline{M}_{1,1}$ because the central sphere lies in $\overline{M}_{0,3} = \{pt\}$.

Take $\Sigma \in \overline{M}_{1,1}$. For any compact Riemann surface $S$ we have

$$\text{coker}(\mathcal{O}_S) = H^{0,1}(S) = (H^{1,0}(S))^*.$$
It follows that there is an injective map \( \text{coker}(\partial_\Sigma) \to \text{coker}(\partial_\rho(\Sigma)) \). Since \( E_{1,1} \) has real rank \( 2(1) + (1) - 1 = 2 \) and \( E_1 \) has complex rank 1, this map must be an isomorphism. □

**Proposition 4.3.** Assume that \( u_0 : (\Sigma_0, \partial \Sigma_0) \to (M, L) \) satisfies Hypothesis 2.2. Let \( \mathcal{N} \) be the moduli space of holomorphic curves \( u : (\Sigma, \partial \Sigma) \to (M, L) \) such that

(i) \( \Sigma_0 \) is a component of \( \Sigma \) with \( u|_{\Sigma_0} = u_0 \),

(ii) \( u \) is constant on every component other than \( \Sigma_0 \), and

(iii) \( \Sigma \) is of type \((1,1)\) (i.e., a smoothing has genus one with one boundary component).

Then

\[
\mathcal{N} = N_{1,1} \cup N_{\sigma} \cap N_{\sigma}
\]

where

\[
N_{1,1} \cong \Sigma_0 \times \mathcal{M}_{1,1} \quad N_{\sigma} \cong \partial \Sigma_0 \times \mathcal{M}_{\sigma} \\
N_{1,1} \cap N_{\sigma} \cong \partial \Sigma_0 \times \mathcal{M}_{1,1}
\]

for \( \sigma = ((1,1), 0, 1) \).

**Proof.** The domain \( \Sigma \) of any curve in \( \mathcal{N} \) has a complex double \( \Sigma^{(C)} \), with a sphere as a main component and ghosts with total genus 2. This symmetric double has either two conjugate ghost tori or one symmetric genus 2 ghost attached along the real locus. In the latter case, the ghost component of \( \Sigma \) must be of type \((1,1)\) or \((0,3)\). Observe that a \((0,3)\) ghost cannot be perturbed to a \((1,1)\) ghost nor to a pair of genus 1 ghosts, so we can exclude such domains from consideration. However, as we will see, pairs of ghost tori must be considered along with \((1,1)\) ghosts.

In the stratum where \( \Sigma^{(C)} \) has two ghost tori, \( \Sigma_1 \in \mathcal{M}_{1,1} \) is a closed torus, attached along the interior of \( \Sigma_0 \). We cannot perturb \((u_0, \Sigma_0)\), so in the open stratum we can only vary the curve by varying \( \Sigma_1 \in \mathcal{M}_{1,1} \) or the point at which it is attached. Thus we obtain a stratum of the moduli space of the form \((\Sigma_0 \setminus \partial \Sigma_0) \times \mathcal{M}_{1,1}\) (which is of real dimension 4).

Next we consider what happens when the marked point \( z_1 \in \Sigma_0 \) approaches the boundary. In \( \Sigma^{(C)} \), the ghost tori collide, producing a sphere bubble. Thus as \( z_1 \to \partial \Sigma_0 \cong S^1 \), we see curves as in Figure 4.4. The
sphere bubble in $\Sigma^{(C)}$ has three marked points, so there is only one such curve for each choice of node in $\partial \Sigma_0$ and each choice of ghost torus. Therefore $\overline{N}$ has a cell\(^2\) of the form $\Sigma_0 \times \overline{M}_{1,1}$.

But we can also smooth the node between the two ghost components, yielding one ghost of type $(1,1)$, as in Figure 4.5. This gives an additional cell $\partial \Sigma_0 \times \overline{M}_\sigma$ of real dimension 5, glued along the 3-dimensional stratum $\partial \Sigma_0 \times \overline{M}_{1,1}$. In particular, we glue via the inclusion of $\overline{M}_{1,1}$ into $\overline{M}_\sigma$ described in Lemma 4.2. □

\(^2\)See Section 5 for terminology related to moduli spaces.
4.2. Obstruction Bundle for (1,1) Domains. We can build an obstruction bundle over the moduli space $\mathcal{N}$ of curves, the fiber of which is the cokernel of the linearization (cf. Section 6). We begin by computing the fibers over the open strata of $\mathcal{N}_{1,1}$ and $\mathcal{N}_\sigma$ in the standard fashion. In the proof of Proposition 4.6 we examine the entire bundle over $\mathcal{N}$.

**Lemma 4.4.** Fix a map $u : (\Sigma, \partial \Sigma) \rightarrow (M, L)$ in $\mathcal{N}_{1,1}$, so $\Sigma = \Sigma_0 \cup_{z \sim y} \Sigma_1$ for $\Sigma_0$ a disk, $(\Sigma_1, y) \in \mathcal{M}_{1,1}$, and $u_1 = u|_{\Sigma_1}$ constant with value $p$. If

$$\hat{\mathcal{D}} : \Gamma(\Sigma, \partial \Sigma; u^*TM, u^*TL) \rightarrow \Omega^{0,1}(\Sigma, u^*TM)$$

is the linearization of the $\overline{\partial}$ operator at $u$, then $\ker(\hat{\mathcal{D}}) = 0$ and

$$\operatorname{coker}(\hat{\mathcal{D}}) \cong T_p\mathcal{M} \otimes_{\mathbb{C}} H^{0,1}(\Sigma_1).$$

**Proof.** Let $\hat{D}_i$ be the linearization at $u$ over $\Sigma_i$, with no variations in the domain. We split into tangent and normal directions, as in Section 3. For the analysis of $\hat{D}_0 = D_0$, see Lemma 3.1.

The linearization $D_1^V$ is straightforward for $V = u_1^*TC$ or $V = u_1^*NC$ (with $V_y$ the fiber of $V$) because $u_1$ is constant. Indeed, we can ignore the choice of domain because clearly the linearization is identically zero along $T_{\Sigma_1, \mathcal{M}_{1,1}}$. Because the bundle $u_1^*TM$ is trivial, the domain and codomain of $\hat{D}_1^V$ are

$$\Gamma(\Sigma_1, V) \cong C^\infty(\Sigma_1, V_y)$$

$$\Omega^{0,1}(\Sigma_1, V) \cong \Omega^{0,1}(\Sigma_1) \otimes V_y.$$  

Under this identification the linearization is just

$$\hat{D}_1^V \xi_1 = \frac{1}{2} (\nabla \xi_1 + J(u_1) \circ \nabla \xi_1 \circ j) = \overline{\partial} \xi_1.$$  

It follows that $\ker(\hat{D}_1^V)$ is the set of holomorphic functions $\Sigma_1 \rightarrow V_y$, all of which are constant by Lemma 2.5. This proves $\ker(\hat{D}_1^V) \cong V_y$. We can also see that the cokernel is precisely $V_y \otimes \operatorname{coker}\Sigma_1(\overline{\partial})$.

To complete our analysis of $\hat{D}$, all that remains is to determine how the components $\hat{D}_0$ and $\hat{D}_1$ fit together. This follows from an argument using long exact sequences; see Proposition 3.2.

**Lemma 4.5.** Fix a map $u : (\Sigma, \partial \Sigma) \rightarrow (M, L)$ in $\mathcal{N}_\sigma$, so $\Sigma = \Sigma_0 \cup_{z \sim y} \Sigma_1$ for $\Sigma_0$ a disk, $z \in \partial \Sigma_0$, $(\Sigma_1, y) \in \mathcal{M}_\sigma$, and $u_1 = u|_{\Sigma_1}$ constant with value $p \in L$. If

$$\hat{\mathcal{D}} : \Gamma(\Sigma, \partial \Sigma; u^*TM, u^*TL) \rightarrow \Omega^{0,1}(\Sigma, u^*TM)$$

is the linearization of the $\overline{\partial}$ operator at $u$ then $\ker(\hat{\mathcal{D}}) = 0$ and

$$\operatorname{coker}(\hat{\mathcal{D}}) \cong T_p\mathcal{M} \otimes_{\mathbb{R}} H^{0,1}(\Sigma_1).$$

**Proof.** Let $\hat{D}_i$ be the linearization at $u$ over $\Sigma_i$, with no variations in the domain. We split into tangent and normal directions, as in Section 3. For the analysis of $\hat{D}_0 = D_0$, see Lemma 3.1.

Because $u_1$ is constant, the bundle pairs $(u_1^*TC, u_1^*\partial C)$ and $(u_1^*NC, u_1^*N\partial C)$ are both trivial. If $(V, V^{(R)})$ is either of these bundle pairs, then the linearization $\hat{D}_1^V$ is straightforward. Indeed, we can ignore variations in the domain because the linearization is identically zero along $T_{\Sigma_1, \mathcal{M}_\sigma}$. Because the bundle pair $(u_1^*TM, u_1^*TL)$ is trivial, the domain and codomain of $\hat{D}_1^V$ are

$$\Gamma(\Sigma_1, \partial \Sigma_1; V^{(R)}) \cong C^\infty(\Sigma_1, \partial \Sigma_1; V^{(R)}_y)$$

$$\Omega^{0,1}(\Sigma_1, V) \cong \Omega^{0,1}(\Sigma_1) \otimes V^{(R)}_y.$$  

Under this identification the linearization is just

$$\hat{D}_1^V \xi_1 = \frac{1}{2} (\nabla \xi_1 + J(u_1) \circ \nabla \xi_1 \circ j) = \overline{\partial} \xi_1.$$  

It follows that $\ker(\hat{D}_1^V)$ is the set of holomorphic functions $(\Sigma_1, \partial \Sigma_1) \rightarrow (V_y, V_y^{(R)})$, all of which are constant by Lemma 2.5. This proves $\ker(\hat{D}_1^V) \cong V_y^{(R)}$. We can also see that the cokernel is precisely $V_y^{(R)} \otimes \operatorname{coker}\Sigma_1(\overline{\partial})$.

To complete our analysis of $\hat{D}$, all that remains is to determine how the components $\hat{D}_0$ and $\hat{D}_1$ fit together. This follows from an argument using long exact sequences; see Proposition 3.2. □
Proposition 4.6. With $N$ as in Proposition 4.3, the obstruction bundle is of the form

$$u_0^*TM \boxtimes_C E_1 \quad \bigcup \quad u_0^*TL \boxtimes_R E_{1,1}^{*} \quad \downarrow \quad (\Sigma_0 \times \overline{\mathcal{M}}_{1,1}) \quad \bigcup \quad \downarrow \quad (\partial \Sigma_0 \times \overline{\mathcal{M}}_{\sigma})$$

where $E_1 \to \overline{\mathcal{M}}_{1,1}$ and $E_{1,1} \to \overline{\mathcal{M}}_{\sigma}$ are the Hodge bundles. Over the intersection $N_{1,1} \cap N_{\sigma} = \partial \Sigma_0 \times \overline{\mathcal{M}}_{1,1}$, we identify the fibers as follows:

$$(u_0^*TM)_{|_{\partial \Sigma_0}} \boxtimes_C E_1^{*} \cong (u_0^*TL \otimes_R C) \boxtimes_C E_1^{*} \cong u_0^*TL \boxtimes_R E_1^{*}.$$  

(These are isomorphisms of real vector spaces.)

Proof. By Lemmas 4.4 and 4.5, the kernel of the linearization at any map $u \in N$ is zero\(^3\). It follows that there exist bundles over $N_{1,1}$ and $\overline{\mathcal{M}}_{\sigma}$ whose fiber over $u$ is $\text{coker}(D_u)$; these fibers were also computed in Lemmas 4.4 and 4.5. It is clear how fibers fit together along $N_{1,1}$ or $N_{\sigma}$, so all that remains is to examine the intersection $N_{1,1} \cap N_{\sigma}$. This intersection sits inside $\overline{\mathcal{N}}_{1,1} \cong \Sigma_0 \times \overline{\mathcal{M}}_{1,1}$ as $\partial \Sigma_0 \times \overline{\mathcal{M}}_{1,1}$, and it sits inside $\overline{\mathcal{N}}_{\sigma} \cong \partial \Sigma_0 \times \overline{\mathcal{M}}_{\sigma}$ via the inclusion $\overline{\mathcal{M}}_{1,1} \hookrightarrow \overline{\mathcal{M}}_{\sigma}$.

Fix maps $u \in \overline{\mathcal{N}}_{1,1}$ and $v \in \overline{\mathcal{N}}_{\sigma}$ which represent the same curve in $\overline{\mathcal{N}}_{1,1} \cap \overline{\mathcal{N}}_{\sigma}$. Then $u$ and $v$ have domains $\Sigma_0 \cup \sim y, \Sigma_{1,1}$ and $\Sigma_0 \cup \sim z, \Sigma_{\sigma}$, respectively, where $\Sigma_{1,1} \in \overline{\mathcal{M}}_{1,1}$ is identified with $\Sigma_{\sigma}$ under the inclusion $\overline{\mathcal{M}}_{1,1} \hookrightarrow \overline{\mathcal{M}}_{\sigma}$. Moreover, the restrictions $u_0$ and $v_0$ of $u$ and $v$ to the main component $\Sigma_0$ are equal, and both maps send their constant components to $p = u_0(z)$.

Regardless of which space of curves we consider, Lemmas 4.4 and 4.5 show that the fiber of the obstruction bundle is the cokernel of the linearization over the ghost component. Let

$$D_{1,1} : \Gamma(\Sigma_{1,1}, \Sigma_{1,1} \times T_pM) \to \Omega^{0,1}(\Sigma_{1,1}, \Sigma_{1,1} \times T_pM)$$
$$D_{\sigma} : \Gamma(\Sigma_{\sigma}, \partial \Sigma_{\sigma}; \Sigma_{\sigma} \times T_pM, \Sigma_{\sigma} \times (T_pM)_{(R)}) \to \Omega^{0,1}(\Sigma_{\sigma}, \Sigma_{\sigma} \times T_pM)$$

be these linearizations. But since these bundles are trivial, we can identify

$$\Gamma(\Sigma_{1,1}, \Sigma_{1,1} \times T_pM) \cong C^\infty(\Sigma_{1,1}, T_pM)$$
$$\Omega^{0,1}(\Sigma_{1,1}, \Sigma_{1,1} \times T_pM) \cong \Omega^{0,1}(\Sigma_{1,1}) \otimes_C T_pM$$
$$\Gamma(\Sigma_{\sigma}, \partial \Sigma_{\sigma}; \Sigma_{\sigma} \times T_pM, \partial \Sigma_{\sigma} \times (T_pM)_{(R)}) \cong C^\infty(\Sigma_{\sigma}, \partial \Sigma_{\sigma}; T_pM, (T_pM)_{(R)})$$
$$\Omega^{0,1}(\Sigma_{\sigma}, \Sigma_{\sigma} \times T_pM) \cong \Omega^{0,1}(\Sigma_{\sigma}) \otimes_C T_pM.$$  

Under these identifications, $D_{1,1}$ and $D_{\sigma}$ just become $(0,0)$-Dolbeault operators for $\Sigma_{1,1}$ and $\Sigma_{\sigma}$, respectively. Since

$$T_pM \cong C \otimes_R (T_pM)_{(R)},$$

all that remains is to apply Lemma 4.2:

$$T_pM \otimes_C \text{coker}(\partial_{\Sigma_{1,1}}) \cong (T_pM)_{(R)} \otimes_R C \otimes_C \text{coker}(\partial_{\Sigma_{1,1}})$$
$$\cong (T_pM)_{(R)} \otimes_R \text{coker}(\partial_{\Sigma_{\sigma}}).$$

\[ \square \]

4.3. Gluing Parameters for (1,1) Domains. Our goal now is to determine the relationship between invariants of the bundle $Ob \to N$ we built in Subsection 4.2 and the contribution of curves in $N$ to Gromov-Witten invariants. As described at the beginning of Section 4, we perturb the equation $\overline{\partial}(u) = 0$ via some $\nu$ and count those $P \in N$ which perturb to a $tv$-holomorphic map for all small $t$.

\[^3\]More precisely, the kernel of the linearization with fixed domain is zero. If we allow variations in the domain, the kernel is exactly the set of these variations.
We would like to view the solution space as the zero locus of a generic section of a bundle. Ideally, we would be able to use \( Ob \to \mathcal{N} \). Unfortunately, the rank of the bundle is too large:

\[
\begin{align*}
\text{rk}_C(Ob_{1,1}) &= 3 \\
\text{rk}_R(Ob_\sigma) &= 6 \\
\dim_C(\mathcal{N}_{1,1}) &= 2 \\
\dim_R(\mathcal{N}_\sigma) &= 5.
\end{align*}
\]

For this reason, we must introduce an extra line bundle (complex over \( \mathcal{N}_{1,1} \), real over \( \mathcal{N}_\sigma \)) in order to resolve this difference.

This bundle will consist of gluing parameters, which give ways to smooth out nodes to yield new (non-holomorphic) curves. In this subsection we construct this line bundle (cf. Section 7); in Subsection 4.4 we will examine its relationship to the contribution we wish to compute.

**Definition 4.7.** The bundle \( L_{1,1} \) of gluing parameters over \( \mathcal{N}_{1,1} \) is \( T\Sigma_0 \boxtimes_C \mathcal{T}_{1,1} \), where \( \mathcal{T}_{1,1} \) is the relative tangent bundle over \( \mathcal{M}_{1,1} \).

The bundle \( L_\sigma \) of gluing parameters over \( \mathcal{N}_\sigma \) is \( T\partial \Sigma_0 \boxtimes_R \mathcal{T}_\sigma \), where \( \mathcal{T}_\sigma \) is the relative tangent bundle over \( \mathcal{M}_\sigma \). A real gluing parameter \( \tau_z \otimes_R \tau_y \in T_z \partial \Sigma_0 \otimes_R T_y \partial \Sigma_1 \) is positive if \( -j(\tau_z) \in T_z \Sigma_0 \) and \( j(\tau_y) \in T_y \Sigma_1 \) are both inward pointing or both outward pointing.

The bundle of gluing parameters \( \pi_L : L \to \mathcal{N} \) is obtained by attaching \( L_\sigma \) to \( L_{1,1} \) along \( \mathcal{N}_{1,1} \cap \mathcal{N}_\sigma \). Over this intersection, the fibers of \( L_{1,1} \) are glued along \( \mathcal{N}_\sigma \) in a direction normal to \( \mathcal{N}_{1,1} \cap \mathcal{N}_\sigma \) and the fibers of \( L_\sigma \) are glued along \( \mathcal{N}_{1,1} \) in a direction normal to \( \mathcal{N}_1 \cap \mathcal{N}_\sigma \) (see Remark 4.8).

**Remark 4.8.** We see that \( L_{1,1} \) is a complex line bundle whose fiber over \( (\Sigma_0 \cup_{\partial \Sigma} \Sigma_1, u) \) in \( T_z \Sigma_0 \otimes_C T_y \Sigma_1 \), and \( L_\sigma \) is a real line bundle whose fiber over \( (\Sigma_0 \cup_{\partial \Sigma} \Sigma_1, u) \) is \( T_z \partial \Sigma_0 \otimes_R T_y \partial \Sigma_1 \).

Over the intersection \( \mathcal{N}_{1,1} \cap \mathcal{N}_\sigma \), the direct sum \( L_{1,1} \oplus L_\sigma \) has real rank three. Fix a map \( (u, \Sigma) \in \mathcal{N}_{1,1} \cap \mathcal{N}_\sigma \). Its ghost component can be viewed as \( [\Sigma_{1,1}, y_{1,1}] \in \mathcal{M}_{1,1} \) or \( [\Sigma_\sigma, y_\sigma] \in \mathcal{M}_\sigma \). Then the fiber of the direct sum over \( u \) is \( \mathbb{C}_u \oplus \mathbb{R}_u \), where

\[
\begin{align*}
\mathbb{C}_u &= (T_z \Sigma_0 \otimes_C T_y \Sigma_1, 1) \\
\mathbb{R}_u &= (T_z \partial \Sigma_0 \otimes_R T_y \partial \Sigma_1, 1).
\end{align*}
\]

We can split

\[
T\mathcal{N}|_{\mathcal{N}_{1,1} \cap \mathcal{N}_\sigma} \cong T(\mathcal{N}_{1,1} \cap \mathcal{N}_\sigma) \oplus V_{1,1} \oplus V_\sigma,
\]

where \( V_{1,1} \) is the normal bundle to \( \mathcal{N}_{1,1} \cap \mathcal{N}_\sigma \) in \( \mathcal{N}_{1,1} \) and \( V_\sigma \) is the normal bundle to \( \mathcal{N}_{1,1} \cap \mathcal{N}_\sigma \) in \( \mathcal{N}_\sigma \). Observe that \( \dim_R(V_{1,1}) = 1 \) and \( \dim_C(V_\sigma) = 1 \); we wish to identify these bundles with \( \mathbb{R}_u \) and \( \mathbb{C}_u \), respectively.

**Lemma 4.9.** For \( (u, \Sigma) \in \mathcal{N} \), fix an element \( \tau \) of the fiber \( L_{(u, \Sigma)} \) and assume

(i) \( |\tau| < R_0 \), and

(ii) \( \tau \) is positive if \( (u, \Sigma) \in \mathcal{N}_\sigma \).

Then \( \tau \) yields a Riemann surface \( (\Sigma_\tau, j_\tau) \) and a smooth map \( \tilde{u}_\tau : (\Sigma_\tau, \partial \Sigma_\tau) \to (M, L) \) such that \( \| \tilde{\Omega}(\tilde{u}_\tau) \|_{L^p} \) is small in the sense of Proposition 5.8 of [DW19].
Proof. First consider \((u, \Sigma) \in N_{1,1} \setminus N_{\sigma}\). We can use \(\tau\) to smooth the node \(z \sim y\) and build a smooth map of this new Riemann surface into \(M\) as in [DW19]. Because the domain and map are only altered near the node, the analysis in Sections 4.2 and 5.2 of [DW19] still applies.

However, we must take care when the node sits in \(\partial \Sigma_0\). We may apply the results of [DW19] only to the double of the curve in the case of a boundary node.

Fix \((u, \Sigma) \in N_{\sigma}\) and let \((\Sigma^{(C)}, c, \pi)\) be the complex double of \(\Sigma\). Choose a metric on \(\Sigma^{(C)}\) so that the fixed locus of the involution \(c\) is totally geodesic. We must analyze smoothings of \(\Sigma^{(C)} = \Sigma_0^{(C)} \cup_{z \sim y} \Sigma_1^{(C)}\)

to understand smoothings of \(\Sigma\). Gluing parameters for \(\Sigma^{(C)}\) are (small) elements of \(T_z \Sigma_0^{(C)} \otimes_C T_y \Sigma_1^{(C)}\). We smooth \(\Sigma^{(C)}\) by removing small neighborhoods of \(z\) and \(y\) from \(\Sigma_0^{(C)}\) and \(\Sigma_1^{(C)}\), respectively, and then identifying small collars \(A_z\) and \(A_y\) around these removed neighborhoods via a map \(\iota_\tau\).

\[
\begin{align*}
\text{Fix}(\sigma) & \quad \Sigma \\
\Sigma^{(C)} & \quad \Sigma_0^{(C)} \cup_{z \sim y} \Sigma_1^{(C)}
\end{align*}
\]

Figure 4.6. The complex double of a curve in \(N_{\sigma}\).

If \(\tau = \tau_0 \otimes_C \tau_1\) for \(\tau_i\) tangent to \(\Sigma_i\), then

\[
v \otimes_C \left( \exp_y^{-1} \circ \iota_\tau \circ \exp_z(v) \right) = \tau_0 \otimes_C \tau_1
\]

for all \(v \in T_z \Sigma_0^{(C)}\). In particular, we have

\[
\begin{align*}
\iota_\tau(\exp_z(t\tau_0)) &= \exp_y(\frac{t}{2} \tau_1) \\
\iota_\tau(\exp_z(-j(t\tau_0))) &= \exp_y(j(\frac{t}{2} \tau_1)).
\end{align*}
\]

Now we must determine whether this smoothing of \(\Sigma^{(C)}\) yields a smoothing \(\Sigma^\tau\) of \(\Sigma\). The doubled curve \(\Sigma^{(C)}\) is equipped with an anti-holomorphic involution \(c\) and a double cover \(\pi : \Sigma^{(C)} \rightarrow \Sigma\). In order for the smoothing of \(\Sigma^{(C)}\) to yield a smoothing of \(\Sigma\), the smoothing must respect these structures. That is, when we identify the collars in \(\Sigma_0^{(C)}\) and \(\Sigma_1^{(C)}\), the halves of the collars which lie in \(\Sigma_0\) and \(\Sigma_1\) must be identified. This occurs precisely when the gluing parameter \(\tau\) lies in the positive half of the real locus of \(T_z \Sigma_0^{(C)} \otimes_C T_y \Sigma_1^{(C)}\).

Indeed, the smoothing \(\Sigma^\tau\) yields a smoothing of \(\Sigma\) precisely when \(\iota_\tau(A_z \cap \Sigma_0) = A_y \cap \Sigma_1\). If \(\tau = \tau_0 \otimes_C \tau_1\), we can assume without loss of generality that \(\tau_1\) is tangent to the fixed locus \(\text{Fix}(c)\) and that \(j(\tau_1)\) points inward along \(\Sigma_1\). It follows that \(\exp_y(\frac{1}{2} \tau_1)\) must lie in the fixed locus and that \(\exp_y(j(\frac{1}{2} \tau_1))\) must lie in \(\Sigma_1\)
Lemma 4.9. Let \( gluing parameters are positive \). If and only if there exists a gluing parameter \( \tau \) such that \( \exp_y(j(\frac{1}{2}\tau_1)) \) is attached along the interior of the embedded component (and in particular, there is no issue of whether \( \exp_z(-j(\tau_0)) \) is inward pointing along \( \Sigma_0 \)). When we embed \( \Sigma \to \Sigma(c) \), we see that \( \text{Fix}(\Sigma) \) is precisely \( \partial \Sigma \), so a smoothing of \( \Sigma(c) \) yields a smoothing of \( \Sigma \) if and only if the gluing parameter lies in the positive part of \( T_z\partial \Sigma_0 \otimes \mathbb{R} T_y\partial \Sigma_1 \).

When \( \tau \) is real and positive, we define a smoothed map \( u_\tau : (\Sigma_\tau, \partial \Sigma_\tau) \to (M, L) \) precisely as in [DW19]. This map still sends \( \partial \Sigma \) to \( L \) because \( L \) is totally geodesic. It is evident from the construction that the estimates computed in [DW19] still apply.

4.4. Leading Order Term for (1,1) Domains. In order to relate gluing parameters to the perturbable maps we wish to count, we pull the obstruction bundle back over the map \( \pi_\mathcal{L} : \mathcal{L} \to \mathcal{N} \) and build a section of this new bundle.

**Lemma 4.10.** There is a section \( \alpha : \mathcal{L} \to \pi_\mathcal{L}^*\text{Ob} \) whose restriction to \( \mathcal{L}_{1,1} \) is the leading order term of the obstruction map constructed in Section 5.7 of [DW19]. A curve \( P \) perturbs to a \( \nu \)-holomorphic map if and only if there exists a gluing parameter \( \tau \) (which must be positive if the curve lies in \( \mathcal{N}_\sigma \)) such that \( \alpha(P; \tau) = \nu \).

**Proof.** Fix \( (\Sigma, u) \in \mathcal{N}_{1,1} \). For \( \tau = \tau_0 \otimes \tau_1 \), we define \( \alpha_{1,1}(\Sigma, u; \tau) \) by

\[
\langle \alpha_{1,1}(\Sigma, u; \tau), v \otimes_C \zeta \rangle_{L^2} = \langle (\zeta \otimes d_y u)(\tau_1), v \rangle.
\]

Similarly, if \( (\Sigma, u) \in \mathcal{N}_\sigma \) and \( \tau = \tau_0 \otimes \tau_1 \), we define \( \alpha_\sigma(\Sigma, u; \tau) \) by

\[
\langle \alpha_\sigma(\Sigma, u; \tau), v \otimes_R \zeta \rangle_{L^2} = \langle (\zeta \otimes d_y(u|_{\partial \Sigma_0}))(\tau_1), v \rangle.
\]

See the proof of Lemma 8.1 for further details. \( \square \)

4.5. Contribution for (1,1) Domains.

**Proposition 4.11.** The contribution of \( \mathcal{N} \) is

\[
C(1,1) = \frac{1}{2} \mu(N_0, N_0^{(R)}) \cdot \chi(E_1^+) = \frac{1}{2} \mu(T\Sigma_0, T\partial \Sigma_0) \cdot \chi(E_1).
\]

**Proof.** What is written below applies if we first pass to a smooth cover of each orbifold. Since each space of domains has a finite smooth cover, we can ignore the orbifold structure entirely.

We will show that the contribution of \( \mathcal{N}_\sigma \) is zero (cf. Proposition 9.3), which will leave only the contribution of \( \mathcal{N}_{1,1} \). This second contribution can be computed in a fairly straightforward manner because the ghost is attached along the interior of the embedded component (and in particular, there is no issue of whether gluing parameters are positive).

We computed the obstruction bundle \( \text{Ob} \) in Proposition 4.4 and bundle \( \mathcal{L} \) of gluing parameters in Lemma 4.9. Let \( \alpha \) be the leading order term from Lemma 4.10. Its image in \( \text{Ob}_{1,1} \) is the complex line...
bundle $T\Sigma_0 \boxtimes C E_*^1$, and its image in $Ob_\sigma$ is the real line bundle $T\partial\Sigma_0 \boxtimes R F^-_\sigma$, where $F^-_\sigma \subset E_*^1$ is the (real rank 1) complement of the bundle generated by $\zeta_y = 0$. Let $Ob^F$ be the complement of the image of $\alpha$ in $Ob$:

$$\begin{align*}
N_0 \boxtimes C E_*^1 & \bigcup \left( (T_0^{(R)} \boxtimes R F_\sigma) \oplus (N_0^{(R)} \boxtimes R E_*^1) \right) \\
(\Sigma_0 \times \overline{M}_{1,1}) & \bigcup \left( \partial\Sigma_0 \times \overline{M}_\sigma \right)
\end{align*}$$

Over each stratum, the rank of the bundle is equal to the dimension of the base, so a generic section has a finite number of zeros. Observe that in general a moduli space of open curves, such as $\overline{M}_\sigma$, may have codimension one boundary (meaning that the zero count may vary from one section to the next). However, we will construct a non-vanishing section in order to demonstrate that the contribution of this cell of the moduli space is zero.

By Lemma 4.10, we only need to construct a generic section $\rho$ of $Ob$ such that

(i) $\text{Proj}_{Ob^F}(\rho_\sigma)$ is non-vanishing, and

(ii) the number of zeros of $\text{Proj}_{Ob^F}(\rho_{1,1})$ is (8).

Since the bundle over each stratum is a tensor product of bundles, we consider the factors separately. First we decompose the tangent bundles $TM|_{\Sigma_0}$ and $TL|_{\partial\Sigma_0}$. We can split into directions tangent and normal to the curve. Because the normal bundle is a complex rank two bundle over a surface, we can split off a trivial line bundle. Therefore, we can write

$$\begin{align*}
u_0^*TM &= V_1 \oplus V_2 \oplus V_3 \\
u_0^*TL &= V_1^{(R)} \oplus V_2^{(R)} \oplus V_3^{(R)},
\end{align*}$$

where $V_1 = T\Sigma_0$, $V_3$ is trivial, and $V_j^{(R)} = V_j \cap L$.

Pick generic sections $v_j$ of $V_j$ so that

(i) $v_3$ is non-vanishing,

(ii) $v_j|_{\partial\Sigma_0}$ lands in $V_j^{(R)}$, and

(iii) $v_j|_{\partial\Sigma_0}$ is non-vanishing as a section of $V_j^{(R)}$.

It is possible to insist that the projections onto the real sub-bundles be non-vanishing because every (orientable) bundle over $\partial\Sigma_0 \cong S^1$ is trivial.

Next, choose sections $\eta_1, \eta_2, \eta_3$ of $E_*^1$, which are transverse to the zero section so that

(i) $Z(\eta_2) \cap Z(\eta_3) = \emptyset$ and

(ii) $\text{Proj}_{F_\sigma}(\eta_1)$ is transverse to the zero section of $F_\sigma$.

Note that by restricting to $\overline{M}_{1,1}$ each $\eta_j$ yields a section of $E_*^1$ satisfying the same properties (see Lemma 4.2).

Finally, we set

$$\rho = (v_1 \boxtimes R \eta_1) \oplus (v_2 \boxtimes R \eta_2) \oplus (v_3 \boxtimes R \eta_3).$$

The contribution from $\overline{N}_{\sigma}$ is the signed count of positive zeros of

$$\text{Proj}_{Ob^F}(\rho_\sigma) = (v_1|_{\partial\Sigma_0} \boxtimes R \text{Proj}_{F_\sigma}(\eta_1)) \oplus (v_2|_{\partial\Sigma_0} \boxtimes R \eta_2) \oplus (v_3|_{\partial\Sigma_0} \boxtimes R \eta_3).$$

It is this positivity criterion which makes counting difficult. But $v_2$ and $v_3$ are non-vanishing along $\partial\Sigma_0$ and $Z(\eta_2) \cap Z(\eta_3) = \emptyset$, implying that $\text{Proj}_{Ob^F}(\rho_\sigma)$ has no zeros. In particular, the non-vanishing of $\text{Proj}_{Ob^F}(\rho_\sigma)$ eliminates the issue of positivity of gluing parameters.

The total contribution from $\overline{N}$ is the contribution from $\overline{N}_{1,1}$, which is the signed count of zeros of

$$\text{Proj}_{Ob^F}(\rho_{1,1}) = (v_2 \boxtimes C \eta_2|_{\overline{M}_{1,1}}) \oplus (v_3 \boxtimes C \eta_3|_{\overline{M}_{1,1}}).$$

Since $v_3$ is non-vanishing and $\eta_2$ and $\eta_3$ have disjoint zero loci, the set of zeros is

$$Z(v_2) \times Z(\eta_3).$$

Because $\eta_3$ is a generic section of the complex line bundle $E_*^1 \to \overline{M}_{1,1}$, its zero locus represents the Euler class of this bundle. On the other hand, $v_2$ is a section over a disk, so we cannot use Chern classes to
represent its zero locus. However, using the doubling constructions described in Section 3.3.3 of [KL06], we can see that \( \# Z(v_2) \) is precisely half the Maslov index:

\[
\frac{1}{2} \mu(V_2, V_2^{(\mathbb{R})}) = \frac{1}{2} \mu(N_0, N_0^{(\mathbb{R})}) = -\frac{1}{2} \mu(T\Sigma_0, T\partial \Sigma_0).
\]

This completes the proof. \( \square \)

**Remark 4.12.** Let \( V_2 \to \Sigma_0 \) and \( v_2 \) be as in the proof of Proposition 4.11. Assume the target manifold \( M \) has an anti-symplectic involution whose fixed locus is \( L \). We can double bundles and sections, as in Section 3.3.3 of [KL06]. Therefore the contribution is

\[
\frac{1}{2} \mu(V_2, V_2^{(\mathbb{R})}) \chi(E_1^+) = \# Z(v_2) \chi(E_1^+) = \frac{1}{2} c_1(N_0^{(\mathbb{C})}) \chi(E_1^+)
\]

(cf. [NZ18]).

## 5. Moduli Spaces of Curves

Fix \( g \in \mathbb{N} \) and \( h \in \mathbb{Z}_+ \). In the remaining sections we examine the moduli space of holomorphic curves with main component \( (u_0, \Sigma_0) \) and topological type \((g,h)\). In each case the domain is modeled on a tree with root \( \Sigma_0 \) and (possibly nodal) constant branches. These curves are indexed by the distribution of genus and boundary components across ghost branches.

![Figure 5.1. A curve with three ghost branches, modeled on \((1, 3, (1, 2))\).](image)

**Definition 5.1.** Fix \( g \in \mathbb{N} \) and \( h \in \mathbb{Z}_+ \). A *partition* of \((g,h)\) is an ordered choice of \( \{g_1, \ldots, g_r\} \) and \( \{(g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})\} \) for some \( r, q \geq 0 \) so that

\[
g = 0 + g_1 + \ldots + g_k
\]

\[
h = 1 + (h_{r+1} - 1) + \ldots + (h_k - 1).
\]

We require

(i) \( g_i \geq 1 \) for \( i \leq r \) and

(ii) \( g_i \geq 0, h_i \geq 1, \) and \( 2g_i + h_i - 1 \geq 1 \) for \( i > r \).

**Remark 5.2.** Two partitions are equivalent if they are the same up to re-ordering. However, we will ignore this equivalence until Section 9. We will order partitions so that all the closed ghosts appear before the open ghosts for the sake of notational clarity.
**Definition 5.3.** Fix a partition \( \lambda = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})) \) of some topological type \((g, h)\). A domain modeled on \( \lambda \) is a nodal domain \( \Sigma \in \mathcal{M}_{(g, h),0,0} \) so that

(i) \( \Sigma_0 \) is disk with marked points \( \{z_1, \ldots, z_{r+q}\} \) so that \( z_i \in \partial \Sigma_0 \) if and only if \( i > r \),

(ii) for \( 1 \leq i \leq r \), \( \Sigma_i \in \mathcal{M}_{g_i,1} \) is a closed curve with marked point \( y_i \),

(iii) for \( r+1 \leq i \leq r+q \), \( \Sigma_i \in \mathcal{M}_{(g_i, h_i),0,(1,0,\ldots,0)} \) is an open curve with marked point \( y_i \in \partial \Sigma_i \), and

(iv) \( \Sigma_i \) is attached to \( \Sigma_0 \) by identifying marked points:

\[
\Sigma = \left( \bigcup_{i=0}^{r+q} \Sigma_i \right) \left/ (z_i \sim y_i) \right.
\]

We refer to \( \Sigma_0 \) as the main component; the remaining (possibly nodal) curves \( \Sigma_1, \ldots, \Sigma_{r+q} \) are branches.

A holomorphic curve modeled on \( \lambda \) is a holomorphic map \( u : (\Sigma, \partial \Sigma) \to (M, L) \) so that

(i) \( \Sigma \) is a domain modeled on \( \lambda \),

(ii) \( u_0 = u|_{\Sigma_0} \) satisfies Hypothesis 2.2, and

(iii) the branches \( u_i = u|_{\Sigma_i} \) are constant for \( i \geq 1 \).

**Remark 5.4.** If \( \Sigma \) is modeled on a partition \( \lambda = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})) \) of \((g, h)\), then a smoothing of \( \Sigma \) has genus \( g \) with \( h \) boundary components. The conditions we impose on \( g_i \) for \( i \leq r \) and on \( 2g_i + h_i - 1 \) when \( i > r \) exclude unstable ghost branches.

**Definition 5.5.** Let \( \Lambda \) be the set of all partitions of \((g, h)\). For each \( \lambda \in \Lambda \), the \( \lambda \)-cell \( \mathcal{N}_\lambda \) is the moduli space of holomorphic curves modeled on \( \lambda \).

The moduli space of curves of type \((g, h)\) is

\[
\mathcal{N} = \bigcup_\Lambda \mathcal{N}_\lambda.
\]

Each cell of \( \mathcal{N} \) is moduli space of curves in the typical sense: it has a fixed dimension, with one top stratum and various lower-dimensional strata corresponding to degenerations of the domain. However, these cells may have 1-dimensional boundary, and different cells may have different dimensions.

The advantage of decomposing \( \mathcal{N} \) in this manner is that individual cells are straightforward. If \( \lambda = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})) \), then

\[
\mathcal{N}_\lambda = \prod_{i=1}^{r+q} (\Sigma_0 \times \mathcal{M}_{g_i,1}) \times \prod_{i=r+1}^{r+q} (\partial \Sigma_0 \times \mathcal{M}_{(g_i, h_i),0,(1,0,\ldots,0)}).
\]

Therefore

\[
\dim_\mathbb{R}(\mathcal{N}_\lambda) = \sum_{i=1}^{r} (2 + 2(3g_i - 2)) + \sum_{i=r+1}^{r+q} (1 + 3(2g_i + h_i - 1) - 2) = 3g - (2r + q),
\]

where \( g = 2g + h - 1 \) is the genus of the complex double of a curve modeled on \( \lambda \).

Cells corresponding to different partitions intersect when the following phenomena occur:

(i) ghost branches collide, or

(ii) an interior ghost branch approaches \( \partial \Sigma_0 \).

Note that the second type of collision corresponds to a collision of conjugate ghosts in the complex double of a curve. Thus it is possible to understand all of these collisions using standard techniques for closed curves.

Our next goal is to characterize these cell intersections more explicitly. Figures 5.2, 5.3, and 5.4 depict the complex doubles of the three basic intersection types.

If a curve in \( \mathcal{N}_\lambda \) has two ghosts attached at \( z_i \) and \( z_i' \), then \( \mathcal{N}_\lambda \) intersects another cell when \( z_i = z_i' \). The collision produces an extra bubble (a sphere in the closed case and a disk in the open case); the resulting ghost branch is a degeneration of a single ghost component attached at \( z_i = z_i' \).

If a curve in \( \mathcal{N}_\lambda \) has a closed ghost attached at \( z_i \), then \( \mathcal{N}_\lambda \) intersects another cell when \( z_i \) approaches \( \partial \Sigma_0 \). The collision produces an extra disk bubble; the resulting ghost branch is a degeneration of an open ghost attached at \( z_i \).
(I) If two closed ghosts \([\Sigma_i, y_i] \in \overline{\mathcal{M}}_{g_i,1}\) and \([\Sigma'_{i'}, y_{i'}] \in \overline{\mathcal{M}}_{g_{i'},1}\) collide, we see a sphere bubble attached to \(\Sigma_0, \Sigma_i,\) and \(\Sigma_{i'}\). This is a degeneration of a closed ghost with genus \(g_i + g_{i'}\).

(II) If two open ghosts \([\Sigma_i, y_i] \in \overline{\mathcal{M}}_{(g_i, h_i), 0, (1, 0, \ldots, 0)}\) and \([\Sigma'_{i'}, y_{i'}] \in \overline{\mathcal{M}}_{(g_{i'}, h_{i'}), 0, (1, 0, \ldots, 0)}\) collide, we see a disk bubble attached to \(\partial \Sigma_0, \partial \Sigma_i,\) and \(\partial \Sigma_{i'}\). This is a degeneration of an open ghost of type \((g_i + g_{i'}, h_i + h_{i'} - 1)\).

(III) If a closed ghost \([\Sigma_i, y_i] \in \overline{\mathcal{M}}_{g_i,1}\) approaches \(\partial \Sigma_0\), we see a disk bubble attached to \(\partial \Sigma_0\) and \(\Sigma_i\). This is a degeneration of an open ghost of type \((g_i, 1)\).

**Figure 5.2.** (I) The collision of genus 1 and 2 ghosts as a degeneration of a genus 3 ghost.

**Figure 5.3.** (II) The collision of ghosts of type \((0, 2)\) and \((2, 1)\) as a degeneration of a ghost of type \((2, 2)\).

**Figure 5.4.** (III) The collision of a genus 2 ghost with the boundary as a degeneration of a ghost of type \((2, 1)\).

Cell intersections may be more complicated if there are many ghost branches: for example, more than two ghosts may collide. However, all intersections may be understood from these rules. For instance, if a closed ghost of genus \(g_i\) collides with an open ghost of type \((g_{i'}, h_{i'})\), we combine rules (II) and (III) to see that an open ghost of type \((g_i + g_{i'}, h_{i'} + h_{i'} - 1)\) appears.

**Remark 5.6.** These basic intersections are the only possible intersections of exactly two cells. All cell intersections arise from these three types in the following sense. Given a cell intersection \(\bigcap_{\lambda_1} \cdots \bigcap_{\lambda_k} \neq \emptyset\),
we can build a graph with vertices $\lambda_1, \ldots, \lambda_k$ and edges between $\lambda_i$ and $\lambda_j$ precisely when the intersection $\Sigma_{\lambda_i} \cap \Sigma_{\lambda_j}$ corresponds to one of the three basic types. Then this graph is connected, so any pairwise intersection $\Sigma_{\lambda_i} \cap \Sigma_{\lambda_j}$ can be viewed as a sequence of basic intersection types.

The following lemma makes precise the way collisions occur in moduli spaces of domains.

**Lemma 5.7.** There exist canonical inclusions

$$\rho_{g_i, g_j} : \mathcal{M}_{g_i, 1} \times \mathcal{M}_{g_j, 1} \hookrightarrow \mathcal{M}_{g_i + g_j, 1}$$

$$\rho(g_i, h_i, (g_j, h_j)) : \mathcal{M}(g_i, h_i, 0, (1, 0, \ldots, 0)) \times \mathcal{M}(g_j, h_j, 0, (1, 0, \ldots, 0)) \hookrightarrow \mathcal{M}(g_i + g_j, h_i + h_j - 1, 0, (1, 0, \ldots, 0))$$

$$\rho_{g_i} : \mathcal{M}_{g_i, 1} \hookrightarrow \mathcal{M}_{g_i, 1, 0, (1, 0, \ldots, 0)}.$$

Under these inclusions, there are canonical isomorphisms

$$\mathbb{E}^*_{g_i} \oplus \mathbb{E}^*_{g_j} \cong (\mathbb{E}^*_{g_i + g_j})|_{\text{Im} (\rho_{g_i, g_j})}$$

$$\mathbb{E}^*_{g_i + g_j, h_i + h_j} \cong (\mathbb{E}^*_{g_i + g_j, h_i + h_j - 1})|_{\text{Im} (\rho(g_i, h_i, (g_j, h_j)))}$$

$$\mathbb{E}^*_{g_i} \cong (\mathbb{E}^*_{g_{i, 1}})|_{\text{Im} (\rho_{g_i})}.$$

**Proof.** For the map $\rho_{g_i, g_j}$, we identify a pair $((\Sigma, z), (\Sigma', z'))$ of closed surfaces with the nodal surface obtained by attaching $\Sigma$ and $\Sigma'$ to a sphere $(S^2, y)$ at $z$ and $z'$. This sphere then has two nodes and one marked point, and since $\mathcal{M}_{0,3} = \{\text{pt}\}$ these nodal curves are in bijection with pairs $((\Sigma, z), (\Sigma', z'))$. It is evident that there is an injective map $\text{coker}(\overline{\mathcal{M}}_{\Sigma}) \to \text{coker}(\overline{\mathcal{M}}_{\rho(\Sigma, \Sigma')}) \oplus \text{coker}(\overline{\mathcal{M}}_{\Sigma'})$. To show that this map is an isomorphism, we only need to observe that these two spaces have the same dimension.

Next we define $\rho(g_i, h_i, (g_j, h_j))$. Let $\tilde{g}_i = 2g_i + h_i - 1$ and $\tilde{g}_j = 2g_j + h_j - 1$. For a pair of open surfaces $((\Sigma, z), (\Sigma', z'))$, let $((\Sigma^{(C)}, z), ((\Sigma')^{(C)}, z'))$ be the pair of complex doubles. This pair lives in the real locus of $\mathcal{M}_{\tilde{g}_i, 1} \oplus \mathcal{M}_{\tilde{g}_j, 1}$ (see Section 3.3.3 of [KL06]). We can then attach $\Sigma^{(C)}$ and $(\Sigma')^{(C)}$ to a sphere using $\rho_{\tilde{g}_i, \tilde{g}_j}$, taking care to pick the special points on the sphere along the real locus. This new nodal curve is the symmetric double of a curve in $\mathcal{M}(g_i + g_j, h_i + h_j - 1, 0, (1, 0, \ldots, 0))$, and such nodal curves are in bijection with pairs $((\Sigma, z), (\Sigma', z'))$ because $\mathcal{M}_{0,3} = \{\text{pt}\}$. 

**Figure 5.5.** Embedding $\mathcal{M}_{g_i, 1} \times \mathcal{M}_{g_j, 1}$ in $\mathcal{M}_{g_i + g_j, 1}$. 

**Figure 5.6.** Embedding $\mathcal{M}(g_i, h_i, 0, (1, 0, \ldots, 0)) \times \mathcal{M}(g_j, h_j, 0, (1, 0, \ldots, 0))$ in $\mathcal{M}(g_i + g_j, h_i + h_j - 1, 0, (1, 0, \ldots, 0))$. 


It is evident that there is an injective map \( \text{coker}(\mathcal{D}_\Sigma) \rightarrow \text{coker}(\mathcal{D}_{\rho(\Sigma,\Sigma')} \oplus \text{coker}(\mathcal{D}_\Sigma)) \). To show that this map is an isomorphism, we only need to observe that these two spaces have the same dimension.

Finally, we define \( \rho_\lambda \). Fix a closed surface \((\Sigma, z)\). We define a symmetric nodal curve in \( \overline{\mathcal{M}}_{2g, 1} \) by attaching \((\Sigma, z)\) and \((\Sigma, \mathfrak{z})\) to a sphere \((S^2, y)\) at \(z\) and \(\mathfrak{z}\). This sphere then has two nodes and one marked point, and since \(\overline{\mathcal{M}}_{0,3} = \{ \text{pt} \}\) these nodal curves are in bijection with closed surfaces \((\Sigma, z)\). If we pick \(y\) in the real locus of \(S^2\), this nodal curve is the complex double of a curve in \(\overline{\mathcal{M}}_{(g, 1), 0, (1, 0, \ldots, 0)}\).

\[\xymatrix{\Sigma & & & \Sigma \\
\ & y & \ & \ \\
\}

**Figure 5.7.** Embedding \(\overline{\mathcal{M}}_{g, 1}\) in \(\overline{\mathcal{M}}_{(g, 1), 0, (1, 0, \ldots, 0)}\).

It is evident that there is an injective map \( \text{coker}(\partial_{\Sigma}) \rightarrow \text{coker}(\partial_{\rho(\Sigma)}) \). To show that this map is an isomorphism, we only need to observe that these two spaces have the same dimension. \(\Box\)

The following examples demonstrate some of the ways in which cells can intersect.

**Example 5.8.** If \((g, h) = (1, 1)\), then there are precisely two partitions of \((g, h)\):

\[
\begin{align*}
\lambda_1 &= (g_1 = 1) \\
\lambda_2 &= ((g_1 = 1, h_1 = 1)).
\end{align*}
\]

Partition \(\lambda_1\) corresponds to those curves with a closed ghost torus, and partition \(\lambda_2\) corresponds to those curves with an open ghost which has genus one and one boundary component. The intersection \(\mathcal{N}_{\lambda_1} \cap \mathcal{N}_{\lambda_2}\) is the set of curves in \(\mathcal{N}_{\lambda_1}\) where the closed ghost torus hits \(\partial \Sigma_0\), as in Figure 4.4. See Subsection 4.1.

**Example 5.9.** Consider the topological type \((3, 1)\). We consider the intersection of four partitions:

\[
\begin{align*}
\lambda_1 &= (g_1 = 1, g_2 = 2) & \dim_{\mathbb{R}}(\mathcal{N}_{\lambda_1}) &= 14 \\
\lambda_2 &= ((g_1 = 1, h_1 = 1), g_2 = 2) & \dim_{\mathbb{R}}(\mathcal{N}_{\lambda_2}) &= 15 \\
\lambda_3 &= (g_1 = 1, (g_2 = 2, h_2 = 1)) & \dim_{\mathbb{R}}(\mathcal{N}_{\lambda_3}) &= 15 \\
\lambda_4 &= ((g_1 = 1, h_1 = 1), (g_2 = 2, h_2 = 1)) & \dim_{\mathbb{R}}(\mathcal{N}_{\lambda_4}) &= 16.
\end{align*}
\]

We label the nodes of curves in these cells as in Figure 5.8.

In this example we examine the intersection \(\mathcal{N}_{\lambda_1} \cap \mathcal{N}_{\lambda_2} \cap \mathcal{N}_{\lambda_3} \cap \mathcal{N}_{\lambda_4}\) in the moduli space. See Example 7.5 for gluing parameters over this intersection.

The intersection \(\mathcal{N}_{\lambda_1} \cap \mathcal{N}_{\lambda_2}\) consists of curves in \(\mathcal{N}_{\lambda_1}\) where the genus 1 ghost approaches the boundary. The intersection \(\mathcal{N}_{\lambda_1} \cap \mathcal{N}_{\lambda_3}\) consists of curves in \(\mathcal{N}_{\lambda_1}\) where the genus 2 ghost approaches the boundary. The intersections \(\mathcal{N}_{\lambda_2} \cap \mathcal{N}_{\lambda_3}\) and \(\mathcal{N}_{\lambda_3} \cap \mathcal{N}_{\lambda_4}\) consist of curves in \(\mathcal{N}_{\lambda_2}\) and \(\mathcal{N}_{\lambda_3}\), respectively, where the interior ghost approaches the boundary. The intersections \(\mathcal{N}_{\lambda_1} \cap \mathcal{N}_{\lambda_4}\), \(\mathcal{N}_{\lambda_2} \cap \mathcal{N}_{\lambda_3}\), and \(\mathcal{N}_{\lambda_1} \cap \mathcal{N}_{\lambda_2} \cap \mathcal{N}_{\lambda_3} \cap \mathcal{N}_{\lambda_4}\) all consist of curves illustrated in Figure 5.9. We compute the dimensions:

\[
\begin{align*}
\dim_{\mathbb{R}}(\mathcal{N}_{\lambda_1} \cap \mathcal{N}_{\lambda_2}) &= 13 & \dim_{\mathbb{R}}(\mathcal{N}_{\lambda_1} \cap \mathcal{N}_{\lambda_3}) &= 13 \\
\dim_{\mathbb{R}}(\mathcal{N}_{\lambda_2} \cap \mathcal{N}_{\lambda_3}) &= 14 & \dim_{\mathbb{R}}(\mathcal{N}_{\lambda_3} \cap \mathcal{N}_{\lambda_4}) &= 14 \\
\dim_{\mathbb{R}}(\mathcal{N}_{\lambda_1} \cap \mathcal{N}_{\lambda_2} \cap \mathcal{N}_{\lambda_3} \cap \mathcal{N}_{\lambda_4}) &= 12.
\end{align*}
\]
Given a curve in $\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2} \cap \overline{N}_{\lambda_3} \cap \overline{N}_{\lambda_4}$, smoothing one node or a pair of nodes will produce a curve in one of the larger moduli spaces, as described in Table 1.

| Smoothed nodes | Moduli space                  |
|----------------|--------------------------------|
| $a$            | $\overline{N}_{\lambda_2} \cap \overline{N}_{\lambda_4}$ |
| $b$            | $\overline{N}_{\lambda_3} \cap \overline{N}_{\lambda_4}$ |
| $c$            | $\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_3}$ |
| $d$            | $\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}$ |
| $c$ and $d$    | $\overline{N}_{\lambda_3}$   |
| $a$ and $d$    | $\overline{N}_{\lambda_2}$   |
| $b$ and $c$    | $\overline{N}_{\lambda_3}$   |
| $a$ and $b$    | $\overline{N}_{\lambda_4}$   |

Table 1. Smoothing nodes in $\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2} \cap \overline{N}_{\lambda_3} \cap \overline{N}_{\lambda_4}$.

**Remark 5.10.** If $h > 1$, then every cell is of the form $\overline{N}_{\lambda} = S^1 \times \mathcal{X}$, which will force the contribution of $(g,h)$-type covers to be zero (see Section 9). Even if the main component had some other topological type, we would obtain a similar result whenever $h - h_0 \equiv 1 \pmod{2}$. This condition is equivalent to the doubled curve having odd excess genus; it is well-known in the closed case that such curves do not contribute.
In this section we compute the obstruction bundle over each moduli space of holomorphic curves (cf. Section 5 of [DW19]), the fiber of which is the cokernel of the linearization. Fix a topological type \((g,h)\) and let \(\mathcal{X}\) be the moduli space computed in Section 5. In Lemmas 6.1 and 6.2 we compute the kernels and cokernels of the linearizations over individual ghost components. In Proposition 6.3 we determine the fiber over the top stratum of each cell. Finally, in Proposition 6.4 we examine the intersections of cells.

**Lemma 6.1.** Suppose that \((C,\partial C)\) is a disk holomorphically embedded in \((M,L)\) and fix \(p_i \in C \setminus \partial C\). Fix a closed domain \(\Sigma_i\) and assume that \(u_i : \Sigma_i \to M\) is constant with value \(p_i\). If we decompose with respect to the tangent space splitting \(T_{p_i}M \cong T_{p_i}C \oplus N_{p_i}C\), then the linearization \(\bar{D}_i : \Gamma(\Sigma_i; u_i^* TM) \to \Omega^{0,1}(\Sigma_i, u_i^* TM)\) satisfies

\[
\begin{align*}
\ker(\bar{D}^N_i) &\cong N_{p_i} C \\
\ker(\bar{D}^T_i) &\cong T_{p_i} C \\
k(\bar{D}_i) &\cong T_{p_i} M
\end{align*}
\]

\[
\begin{align*}
coker(\bar{D}^N_i) &\cong N_{p_i} C \otimes \mathbb{C} H^{0,1}(\Sigma_i) \\
coker(\bar{D}^T_i) &\cong T_{p_i} C \otimes \mathbb{C} H^{0,1}(\Sigma_i) \\
coker(\bar{D}_i) &\cong T_{p_i} M \otimes \mathbb{C} H^{0,1}(\Sigma_i).
\end{align*}
\]

**Proof.** The arguments for \(\bar{D}^N_i\) and \(\bar{D}^T_i\) are identical. Let \(V \to \Sigma_i\) be a trivial bundle, equal to either \(u_i^* TC\) or \(u_i^* NC\) (with fiber \(V_{y_i}\)), and let \(\bar{D}^L_i\) be the part of \(\bar{D}\) which corresponds to \(V\). Then the domain and codomain of \(\bar{D}^L_i\) are

\[
\begin{align*}
\Gamma(\Sigma_i; V) &\cong \text{Map}(\Sigma_i; V_{y_i}) \\
\Omega^{0,1}(\Sigma_i; V) &\cong \Omega^{0,1}(\Sigma_i; C) \otimes \mathbb{C} V_{y_i}.
\end{align*}
\]

Under this identification, the linearization is

\[
\bar{D}_i(\xi_i, k_i) = \frac{1}{2} (\nabla \xi_i + J(u_i) \circ \nabla \xi_i \circ j_i + (\nabla \xi_i, J) \circ du_i \circ j_i) + \frac{1}{2} J \circ du_i \circ k_i
\]

\[
= \overline{\partial} \xi_i.
\]

Thus \(\ker(\bar{D}^L_i)\) is the set of holomorphic functions \(\Sigma_i \to V_{y_i}\), all of which are constant by Lemma 2.5, and \(\coker(\bar{D}^L_i)\) is just \(V_{y_i} \otimes \mathbb{C} \ker(\overline{\partial} \Sigma_i)\). \(\square\)

**Lemma 6.2.** Suppose that \((C,\partial C)\) is a disk holomorphically embedded in \((M,L)\) and fix \(p_i \in \partial C\). Fix an open domain \(\Sigma_i\) and assume that \(u_i : (\Sigma_i, \partial \Sigma_i) \to (M,L)\) is constant with value \(p_i\). If we decompose with respect to compatible tangent space splittings \(T_{p_i}M \cong T_{p_i}C \oplus N_{p_i}C\) and \(T_{p_i}L \cong T_{p_i}C \oplus N_{p_i}C\), then the linearization \(\bar{D}_i : \Gamma(\Sigma_i, \partial \Sigma_i; u_i^* TM, u_i^* TL) \to \Omega^{0,1}(\Sigma_i, u_i^* TM)\) satisfies

\[
\begin{align*}
\ker(\bar{D}^N_i) &\cong N_{p_i} \partial C \\
\ker(\bar{D}^T_i) &\cong T_{p_i} \partial C \\
k(\bar{D}_i) &\cong T_{p_i} L
\end{align*}
\]

\[
\begin{align*}
coker(\bar{D}^N_i) &\cong N_{p_i} \partial C \otimes \mathbb{R} H^{0,1}(\Sigma_i) \\
coker(\bar{D}^T_i) &\cong T_{p_i} \partial C \otimes \mathbb{R} H^{0,1}(\Sigma_i) \\
coker(\bar{D}_i) &\cong T_{p_i} L \otimes \mathbb{R} H^{0,1}(\Sigma_i).
\end{align*}
\]

**Proof.** The arguments for \(\bar{D}^N_i\) and \(\bar{D}^T_i\) are identical. Let \((V, V^{(R)}) \to (\Sigma_i, \partial \Sigma_i)\) be a trivial bundle pair, equal to either \((u_i^* TC, u_i^* T \partial C)\) or \((u_i^* NC, u_i^* N \partial C)\), with fiber \(V_{y_i}\) over \(\Sigma_i\) and totally real fiber \(V^{(R)}_{y_i}\) over

\[\begin{align*}
\begin{array}{c}
\text{Figure 5.10. A curve modeled on } ((2,2)) \text{ and its genus 5 double.}
\end{array}
\end{align*}\]
∂Σ_i. Let \( \tilde{D}_i^V \) be the part of \( \tilde{D} \) which corresponds to \( V \). Then the domain and codomain of \( \tilde{D}_i^V \) are\[
\Gamma(\Sigma_i, \partial \Sigma_i; V, V^{(\mathbb{R})}) \cong \text{Map}(\Sigma_i, \partial \Sigma_i; V^{(\mathbb{R})}, V^{(\mathbb{R})})
\]
\[
\Omega^{0,1}(\Sigma_i; V) \cong \Omega^{0,1}(\Sigma_i; \mathbb{C}) \otimes_{\mathbb{C}} V_{y_i}.
\]
Under this identification, the linearization is\[
\tilde{D}_i(\xi_i, k_i) = \frac{1}{2} (\nabla \xi_i + J(u_i) \circ \nabla \xi_i \circ j_i + i(\nabla \xi_i, J) \circ du_i \circ j_i) + \frac{1}{2} J \circ du_i \circ k_i
\]
= \( \partial \xi_i \).

Thus \( \ker(\tilde{D}_i^V) \) is the set of holomorphic functions \( (\Sigma_i, \partial \Sigma_i) \rightarrow (V_{y_i}, V^{(\mathbb{R})}_{y_i}) \), all of which are constant by Lemma 2.5, and \( \text{coker}(\tilde{D}_i^V) \) is just \( V_{y_i}^{(\mathbb{R})} \otimes_{\mathbb{R}} \text{coker}(\tilde{D}_i^\Sigma) \).

**Proposition 6.3.** Fix a partition \( \lambda = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})) \) of some topological type \( (g, h) \). For \( [u, \Sigma] \in \mathcal{N}_\lambda \) with \( p_i = u(z_i) \) the image of the \( i \)th node, the linearization satisfies\[
\ker(D) = 0
\]
\[
\text{coker}(D) = \left( \bigoplus_{i=1}^r T_{p_i} M \otimes_{\mathbb{C}} H^{0,1}(\Sigma_i) \right) \oplus \left( \bigoplus_{i=r+1}^{r+q} T_{p_i} L \otimes_{\mathbb{R}} H^{0,1}(\Sigma_i) \right).
\]

**Proof.** We have computed most of the data in Lemmas 3.1, 6.1, and 6.2. All that remains is to understand how the operators on each component glue together to form \( D \). This follows from an argument using long exact sequences; see Proposition 3.2. \( \square \)

**Proposition 6.4.** Let \( \mathcal{N} \) be the moduli space of curves of type \( (g, h) \) centered around \( (u_0, \Sigma_0) \). Let \( \Lambda \) be the set of partitions of \( \lambda \). For \( \lambda \in \Lambda \), the obstruction bundle over \( \mathcal{N}_\lambda \) is\[
\text{Ob}_\lambda = \left( \bigoplus_{i=1}^r u_i^* TM \boxtimes_{\mathbb{C}} E_{g_i}^{*} \right) \oplus \left( \bigoplus_{i=r+1}^{r+q} u_i^* TL \boxtimes_{\mathbb{R}} E_{(g_i, h_i)}^{*} \right)
\]
(where \( E_{g_i} \) and \( E_{g_i, h_i} \) are the Hodge bundles for genus \( g_i \) and type \( (g_i, h_i) \) curves respectively).

The obstruction bundle over \( \mathcal{N} \) is constructed by identifying fibers along intersections using Lemma 5.7. For collisions of closed ghosts \( 1 < i < i' \leq r \), we identify\[
(u_0^* TM \boxtimes_{\mathbb{C}} E_{g_i}^{*}) \oplus (u_0^* TM \boxtimes_{\mathbb{C}} E_{g_{i'}}^{*}) \cong u_0^* TM \boxtimes_{\mathbb{C}} E_{g_i+g_{i'}}^{*}.
\]
For collisions of open ghosts \( r + 1 \leq i < i' \leq r + q \), we identify\[
(u_0^* TL \boxtimes_{\mathbb{R}} E_{(g_i, h_i)}^{*}) \oplus (u_0^* TL \boxtimes_{\mathbb{R}} E_{(g_{i'}, h_{i'})}^{*}) \cong u_0^* TL \boxtimes_{\mathbb{R}} E_{(g_i+g_{i'}, h_i+h_{i'}-1)}^{*}.
\]
For interior ghosts which approach \( \partial \Sigma_0 \), we identify\[
u_0^* TM|_{\partial \Sigma_0} \boxtimes_{\mathbb{C}} E_{g_i}^{*} \cong u_0^* TL \boxtimes_{\mathbb{R}} E_{(g_i, 1)}^{*}.
\]

**Proof.** By Proposition 6.3, the kernel of the linearization at any map \( u \in \mathcal{N} \) is zero. It follows that there exist bundles \( \text{Ob}_\lambda \rightarrow \mathcal{N}_\lambda \) such that the fiber over any given map is precisely the cokernel of the linearization. These fibers were also computed in Proposition 6.3. It is clear how the fibers fit together over any given cell, so all that remains is to understand cell intersections.

Fix a partition \( \lambda = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})) \). There are three basic intersection types:

(I) a collision of two closed ghosts of genus \( g_i \) and \( g_{i'} \) produces a closed ghost with genus \( g_i + g_{i'} \),

(II) a collision of two open ghosts of topological type \( (g_i, h_i) \) and \( (g_{i'}, h_{i'}) \) produces an open ghost of type \( (g_i + g_{i'}, h_i + h_{i'} - 1) \), or

(III) a closed ghost of genus \( g_i \) approaches \( \partial \Sigma_0 \) to produce an open ghost of type \( (g_i, 1) \).
In order to understand how to identify fibers along any cell intersections, we only need to understand identifications corresponding to these three types of cell intersections (see Section 5).

We begin with the collision of two closed ghosts. Suppose that \((u, \Sigma) \in \overline{\mathcal{N}}_\lambda\) is a map where two closed ghosts collide. Assume without loss of generality that the colliding ghosts are \(\Sigma_{r-1}\) and \(\Sigma_r\), so \(z_{r-1} = z_r\). Let

\[ \lambda' = (g_1, \ldots, g_{r-2}, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})). \]

Then there is a map \((v, \Sigma') \in \overline{\mathcal{N}}_\lambda\), which represents the same curve. This means

\[ \Sigma' = \Sigma_0 \cup \ldots \cup \Sigma_{r-2} \cup \Sigma_{r-1}' \cup \Sigma_{r+1} \cup \ldots \cup \Sigma_{r+q}, \]

where \(\Sigma_i\) is attached to \(\Sigma_0\) at \(z_i\) and \(\Sigma_{r-1}'\) is attached to \(\Sigma_0\) at \(z_{r-1} = z_r\). Moreover, \(u\) and \(v\) are identical along all the components they have in common, \((\Sigma_{r-1}, \Sigma_r)\) is identified with \(\Sigma_{r-1}'\) under the inclusion given by Lemma 5.7, and \(u(\Sigma_{r-1}) = u(\Sigma_r) = v(\Sigma_{r-1}') = p_{r-1} \in M\).

It is clear that in order to identify the fibers \(\text{coker}(D_u)\) and \(\text{coker}(D_v)\), it is sufficient to check

\[ \text{coker}(D_{v,r-1}) = \text{coker}(D_{u,r-1}) \oplus \text{coker}(D_{u,r}). \]

Using Lemma 6.1, we identify

\[ \text{coker}(D_{u,r-1}) \cong T_{p_{r-1}} M \otimes \mathbb{C} H^{0,1}(\Sigma_{r-1}) \]

\[ \text{coker}(D_{u,r}) \cong T_{p_{r-1}} M \otimes \mathbb{C} H^{0,1}(\Sigma_r) \]

\[ \text{coker}(D_{v,r-1}) \cong T_{p_{r-1}} M \otimes \mathbb{C} H^{0,1}(\Sigma_{r-1}'). \]

All that remains is to apply Lemma 5.7.

Now we proceed to the collision of two open ghosts. Suppose that \((u, \Sigma) \in \overline{\mathcal{N}}_\lambda\) is a map where two open ghosts collide. Assume without loss of generality that the colliding ghosts are \(\Sigma_{r+q-1}\) and \(\Sigma_{r+q}\), so \(z_{r+q-1} = z_{r+q}\). Let

\[ \lambda' = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q-2}, h_{r+q-2}), (g_{r+q-1} + g_{r+q} + h_{r+q-1} + h_{r+q} - 1)). \]

Then there is a map \((v, \Sigma') \in \overline{\mathcal{N}}_\lambda\), which represents the same curve. This means

\[ \Sigma' = \Sigma_0 \cup \ldots \cup \Sigma_{r+q-2} \cup \Sigma_{r+q-1}', \]

where \(\Sigma_i\) is attached to \(\Sigma_0\) at \(z_i\) and \(\Sigma_{r+q-1}'\) is attached to \(\Sigma_0\) at \(z_{r+q-1} = z_{r+q}\). Moreover, \(u\) and \(v\) are identical along all the components they have in common, \((\Sigma_{r+q-1}, \Sigma_{r+q})\) is identified with \(\Sigma_{r+q-1}'\) under the inclusion given by Lemma 5.7, and \(u(\Sigma_{r+q-1}) = u(\Sigma_{r+q}) = v(\Sigma_{r+q}') = p_{r+q-1} \in M\).

It is clear that in order to identify the fibers \(\text{coker}(D_u)\) and \(\text{coker}(D_v)\), it is sufficient to show

\[ \text{coker}(D_{v,r+q-1}) = \text{coker}(D_{u,r+q-1}) \oplus \text{coker}(D_{u,r+q}). \]

Using Lemma 6.1, we identify

\[ \text{coker}(D_{u,r+q-1}) \cong T_{p_{r+q-1}} L \otimes \mathbb{R} H^{0,1}(\Sigma_{r+q-1}) \]

\[ \text{coker}(D_{u,r+q}) \cong T_{p_{r+q-1}} L \otimes \mathbb{R} H^{0,1}(\Sigma_{r+q}) \]

\[ \text{coker}(D_{v,r+q-1}) \cong T_{p_{r+q-1}} L \otimes \mathbb{R} H^{0,1}(\Sigma_{r+q-1}'). \]

All that remains is to apply Lemma 5.7.

Finally, we examine what happens when a closed ghost approaches \(\partial \Sigma_0\). Take \((u, \Sigma) \in \overline{\mathcal{N}}_\lambda\) and assume without loss of generality that \(z_r \in \partial \Sigma_0\). Then there is a map \((v, \Sigma') \in \overline{\mathcal{N}}_\lambda\), which represents the same curve, where

\[ \lambda' = (g_1, \ldots, g_{r-1}, (g_r, 1), (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})). \]

In particular, \((u, \Sigma)\) and \((v, \Sigma')\) are identical except for the \(r\)th ghost branch. The \(r\)th branch \(\Sigma_r \in \overline{\mathcal{M}}_{g_r,1}\) of \(\Sigma\) is identified with the \(r\)th branch \(\Sigma_r' \in \overline{\mathcal{M}}_{(g_r,1),0,1}\) of \(\Sigma'\) under the inclusion given by Lemma 5.7. Moreover, these branches are attached at the same point \(z_r \in \Sigma_0\), and they are both sent to some point \(p_r = u_0(z_r) \in L\).

It is evident that the only factor of the obstruction bundle which may differ over \(u\) versus \(v\) is the cokernel of the \(r\)th linearization:

\[ D_{u,r} : T(\Sigma_r; \Sigma_r \times T_{p_r} M) \to \Omega^{0,1}(\Sigma_r, \Sigma_r \times T_{p_r} M) \]

\[ D_{v,r} : T(\Sigma'_r; \partial \Sigma'_r; \Sigma'_r \times T_{p_r} M, \partial \Sigma'_r \times T_{p_r} L) \to \Omega^{0,1}(\Sigma'_r, \Sigma'_r \times T_{p_r} M). \]
Since the bundles are trivial, we can identify\[ \Gamma(\Sigma_r; \Sigma_r \times T_p, M) \cong C^\infty(\Sigma_r, \mathbb{C}^3) \]
\[ \Omega^{0,1}(\Sigma_r, \Sigma_r \times T_p, M) \cong \Omega^{0,1}_{\Sigma_r}(\Sigma_r) \otimes_{\mathbb{R}} T_p, M \]
\[ \Gamma(\Sigma_r, \partial \Sigma_r; \Sigma_r \times T_p, M, \partial \Sigma_r \times T_p, L) \cong C^\infty(\Sigma_r, \partial \Sigma_r; \mathbb{C}^3, \mathbb{R}^3) \]
\[ \Omega^{0,1}(\Sigma_r, \Sigma_r \times T_p, M) \cong \Omega^{0,1}_{\Sigma_r}(\Sigma_r) \otimes_{\mathbb{R}} T_p, M. \]
Then the linearizations are identified with the \((0,0)\)-Dolbeault operators for \(\Sigma_r\) and \(\Sigma'_r\), respectively. Since\[ T_p, M \cong \mathbb{C} \otimes_{\mathbb{R}} T_p, L, \]
all that remains is to apply Lemma 5.7:\[ T_p, M \otimes_{\mathbb{C}} H^{0,1}(\Sigma_r) \cong T_p, L \otimes_{\mathbb{R}} \mathbb{C} \otimes_{\mathbb{C}} H^{0,1}(\Sigma_r) \]
\[ \cong T_p, L \otimes_{\mathbb{R}} H^{0,1}(\Sigma'_r). \]
\[ \square \]

7. Gluing Parameters

Fix a topological type \((g,h)\) of curve and let \(\overline{\mathcal{N}}\) be the moduli space described in Section 5. Our goal now is to determine the relationship between invariants of the bundle \(\overline{\text{Ob}} \to \overline{\mathcal{N}}\) we built in Section 6 and the contribution of curves in \(\mathcal{N}\) to Gromov-Witten invariants. We perturb the equation \(\overline{\Delta} u = 0\) and count the resulting solutions. More precisely, fix some section \(\nu\) of the bundle of \((0,1)\)-forms over \(\mathcal{N}\). Our goal is to count those \(P \in \overline{\mathcal{N}}\) which perturb to a \(tv\)-holomorphic map for all small \(t\).

We would like to view the solution space as the zero locus of a generic section of a bundle. Unfortunately, the rank of the obstruction bundle is too large: in the cell associated to a particular partition, we have \(\text{rk}_{\mathbb{R}}(\text{Ob}) = 3\Bar{g}\) but \(\text{dim}_{\mathbb{R}}(\mathcal{N}) = 3\Bar{g} - [(2r) + q]\) (where \(\Bar{g} = 2g + h - 1\) is the genus of the double, \(r\) is the number of closed ghost branches, and \(q\) is the number of open ghost branches). Thus for each ghost branch we must introduce an extra line bundle (complex for interior nodes and real for boundary nodes) in order to resolve this difference.

This bundle will consist of gluing parameters, which give ways to smooth out nodes to yield new (non-holomorphic) curves. In this section we construct the bundle; in Section 8 we will examine its relationship to the contribution we wish to compute.

**Definition 7.1.** Fix a partition \(\lambda = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q}))\) of some topological type \((g,h)\).

For \(1 \leq i \leq r\), the **bundle of (complex) gluing parameters for the \(i^{th}\) node** is \(L_i = T\Sigma_0 \otimes_{\mathbb{C}} T_{g_{i-1}}\), where \(T_{g_{i-1}}\) is the relative tangent bundle over \(\overline{\mathcal{M}}_{g_{i-1}}\).

For \(r+1 \leq i \leq r+q\), set \(\sigma_i = ((g_i, h_i), 0, (1, 0, \ldots, 0))\). The **bundle of (real) gluing parameters for the \(i^{th}\) node** is \(L_i = T\partial \Sigma_0 \otimes_{\mathbb{R}} T_{\tau_i}\), where \(T_{\tau_i}\) is the relative tangent bundle over \(\overline{\mathcal{M}}_{\tau_i}\). A gluing parameter \(\tau_0 \otimes_{\mathbb{R}} \tau_1 \in T_{\tau_i} \otimes \Sigma_0 \otimes_{\mathbb{R}} T_{\tau_i} \otimes \Sigma_i\) is positive if \(-j(\tau_0) \in T_2 \Sigma_0\) and \(j(\tau_1) \in T_y \Sigma_{\tau_i}\) are both inward pointing or both outward pointing.

The **bundle of gluing parameters** over \(\overline{\mathcal{N}}_{\lambda}\) is\[ L_{\lambda} = \bigoplus_{i=1}^{r+q} L_i. \]

The **bundle of gluing parameters** \(\pi_L : L \to \overline{\mathcal{N}}\) is obtained by attaching the bundles over the cells along intersections. The fiber \(L_i\) is identified with the normal direction along the moduli space of curves whose \(i^{th}\) node has been smoothed, or perpendicular to the zero section if such a smoothed curve does not lie in \(\overline{\mathcal{N}}\) (see Remark 7.2).

**Remark 7.2.** We see that \(L_i\) is a complex line bundle whose fiber over \((u, \Sigma)\) is \(T_{z_i} \Sigma_0 \otimes_{\mathbb{C}} T_{y_i} \Sigma_i\) when \(i \leq r\) and a real line bundle whose fiber over \((u, \Sigma)\) is \(T_{z_i} \otimes_{\mathbb{R}} T_{y_i} \otimes \Sigma_i\) when \(i > r\).

Here we explain how to attach the bundles \(L_i\) so that the total space of \(L \to \overline{\mathcal{N}}\) has constant dimension equal to the rank of the obstruction bundle. Over any individual cell this dimension criterion is clearly satisfied; all that remains is to examine cell intersections.
Consider a set \( A = \{ \lambda_1, \ldots, \lambda_k \} \) of partitions and an intersection \( \overline{N}_A = \bigcap_{\lambda \in A} \overline{N}_\lambda \) of cells. We need to attach the bundles \( \mathcal{L}_\lambda \) over this intersection. See Examples 7.3, 7.4, and 7.5 for concrete interpretations.

First, we identify fibers of gluing parameters whenever nodes are identified. That is, all ghosts except those involved in the collision will be identified in a straightforward manner. After dividing \( \bigoplus_{\lambda \in A} \mathcal{L}_\lambda \) by this equivalence, we are left with exactly one copy of \( \mathbb{C} \) for each interior node and one copy of \( \mathbb{R} \) for each boundary node in a generic curve in \( \overline{N}_A \) (note that this may include nodes outside of \( \Sigma_0 \), which are ignored throughout the rest of this paper).

Lemma 7.7 gives instructions for identifying smoothing parameters with maps. A complex gluing parameter can be used to smooth an interior node, and a real gluing parameter can be used to smooth a boundary node. If smoothing the \( i \)-th node yields a curve in \( \bigcap_{\lambda \in A'} \overline{N}_\lambda \) for \( A' \subset A \), we attach the fiber of \( \mathcal{L}_i \) along the normal bundle to \( \overline{N}_A \) in \( \overline{N}_{A'} \). Otherwise, we leave it as a fiber of \( \mathcal{L} \). Since every direction perpendicular to \( \overline{N}_A \) in \( \overline{N} \) is obtained by smoothing at least one node, we see that a neighborhood of \( \overline{N}_A \) in \( \overline{N} \) has dimension \( \text{rk}_\mathbb{R}(Ob) \).

**Example 7.3.** We return to the case presented in Section 4 to understand gluing parameters over intersections arising from collision with \( \partial \Sigma_0 \). The intersection \( \overline{N}_{1,1} \cap \overline{N}_\sigma \) has real dimension three. Fix \( (u, \Sigma) \in \overline{N}_{1,1} \cap \overline{N}_\sigma \) with ghost \( \rho_1([\Sigma_{1,1}, y_{1,1}]) = [\Sigma_\sigma, y_\sigma] \) attached at \( z \in \Sigma_0 \). Then the direct sum of fibers is

\[
(L_{1,1})_u \oplus (L_\sigma)_u = C_u \oplus \mathbb{R}_u,
\]

where

\[
C_u = T_z \Sigma_0 \otimes \mathbb{C} T_{y_{1,1}} \Sigma_{1,1},
\]
\[
\mathbb{R}_u = T_z \partial \Sigma_0 \otimes \mathbb{R} T_{y_\sigma} \partial \Sigma_\sigma.
\]

We can split

\[
T_{\overline{N}_{1,1} \cap \overline{N}_\sigma} \cong T(\overline{N}_{1,1} \cap \overline{N}_\sigma) \oplus V_{1,1} \oplus V_\sigma,
\]

where \( V_{1,1} \) is the normal bundle to \( \overline{N}_{1,1} \cap \overline{N}_\sigma \) in \( \overline{N}_{1,1} \) and \( V_\sigma \) is the normal bundle to \( \overline{N}_{1,1} \cap \overline{N}_\sigma \) in \( \overline{N}_\sigma \). Observe that \( \dim_\mathbb{R}(V_{1,1}) = 1 \) and \( \dim_\mathbb{C}(V_\sigma) = 1 \); we wish to identify these bundles with \( \mathbb{R}_u \) and \( C_u \), respectively.

Lemma 4.9 gives instructions for identifying smoothing parameters with maps. A complex gluing parameter \( \tau \in C_u \) can be used to smooth the interior node of \( \Sigma \), and a real gluing parameter \( \tau \in \mathbb{R}_u \) can be used to smooth the boundary node of \( \Sigma \) (see Figure 4.4). Thus we can identify

\[
T_u \overline{N}_{1,1} \cong T_u (\overline{N}_{1,1} \cap \overline{N}_\sigma) \oplus \mathbb{R}_u
\]
\[
T_u \overline{N}_\sigma \cong T_u (\overline{N}_{1,1} \cap \overline{N}_\sigma) \oplus C_u.
\]

This process allows us to build the bundle \( \mathcal{L} \) of gluing parameters over all of \( \overline{N} \). Although \( \overline{N} \) has two pieces of different dimensions, the total space of \( \mathcal{L} \) is constant real dimension 6 (which is also the real rank of the obstruction bundle).

**Example 7.4.** In order to understand what happens to gluing parameters when ghosts collide, consider the case where \( (g, h) = (4, 1) \), \( \lambda_1 = (g_1 = 1, g_2 = 2, (g_3 = 1, h_3 = 1)) \), and \( \lambda_2 = (g_1 = 3, (g_2 = 1, h_2 = 1)) \). Label the nodes as in Figure 7.1.

We examine the intersection \( \overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2} \), which is precisely the set of curves \( (u, \Sigma) \in \overline{N}_{\lambda_1} \) where the two ghost curves \( (\Sigma_1, y_1) \) and \( (\Sigma_2, y_2) \) collide at \( z_1 = z_2 \) (see Figure 7.2).

We begin with the direct sum of gluing parameters from \( \overline{N}_{\lambda_1} \) and \( \overline{N}_{\lambda_2} \):

\[
(L_{\lambda_1})_u \oplus (L_{\lambda_2})_u = (C_u \oplus C_b \oplus \mathbb{R}_c) \oplus (C_d \oplus \mathbb{R}_c).
\]

The ghosts which are not involved in the collision are matched in a straightforward manner, so we first identify \( \mathbb{R}_c \) with \( \mathbb{R}_d \). Smoothing this node in a curve in \( \overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2} \) does not yield a curve in \( \overline{N} \), so this fiber will be perpendicular to the zero section in \( \mathcal{L} \).

Smoothing node \( d \) gives a curve in \( \overline{N}_{\lambda_1} \), and since \( \overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2} \) has real codimension 2 in \( \overline{N}_{\lambda_1} \), it makes sense to identify \( C_d \) with the normal bundle \( V_1 \) (using Lemma 7.7). Similarly, curves such as \( u \) exist in a real
Figure 7.1. Two curves of type \((4,1)\).

Figure 7.2. A curve in \(\overline{N}_{(1,2,(1,1))} \cap \overline{N}_{(3,(1,1))}\).

codimension 4 subset of \(\overline{N}_{2}\), so it makes sense to identify the gluing parameters \(\mathbb{C}_a \oplus \mathbb{C}_b\) with the bundle \(V_2\) normal to \(\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}\) in \(\overline{N}_{\lambda_2}\). Now

\[
T_u \mathcal{L} \cong T_u (\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}) \oplus (V_1)_u \oplus (V_2)_u \oplus \mathbb{R}_c.
\]

We compute

\[
\begin{align*}
\dim_{\mathbb{R}}(\overline{N}_{\lambda_1}) &= 19 & \dim_{\mathbb{R}}(\overline{N}_{\lambda_2}) &= 21 \\
\dim_{\mathbb{R}}(\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}) &= 17 & \operatorname{codim}_{\mathbb{R}}(\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}, \overline{N}_{\lambda_1}) &= 2 \\
\operatorname{codim}_{\mathbb{R}}(\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}, \overline{N}_{\lambda_2}) &= 4 & \dim_{\mathbb{R}}(\mathbb{R}_c) &= 1.
\end{align*}
\]

Therefore a neighborhood of \(\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}\) in \(\mathcal{L}\) has dimension

\[
17 + 2 + 4 + 1 = 24 = \operatorname{rk}_{\mathbb{R}}(Ob).
\]

**Example 7.5.** We examine gluing parameters over the intersection \(\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2} \cap \overline{N}_{\lambda_3} \cap \overline{N}_{\lambda_4}\) described in Example 5.9. Label the nodes on curves in \(\overline{N}_{\lambda_1}, \overline{N}_{\lambda_2}, \overline{N}_{\lambda_3},\) and \(\overline{N}_{\lambda_4}\) as in Figure 5.8. The fibers of \(\mathcal{L}_{\lambda_1}, \mathcal{L}_{\lambda_2}, \mathcal{L}_{\lambda_3},\) and \(\mathcal{L}_{\lambda_4}\) are \(\mathbb{C}_a \oplus \mathbb{C}_b, \mathbb{C}_{b'} \oplus \mathbb{R}_c, \mathbb{C}_{a'} \oplus \mathbb{R}_d,\) and \(\mathbb{R}_{c'} \oplus \mathbb{R}_{d'}\), respectively.

We first examine pairwise intersections. Over \(\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}\), we have fibers \(\mathbb{C}_a \oplus \mathbb{C}_b\) and \(\mathbb{C}_{b'} \oplus \mathbb{R}_c\). Since nodes \(b\) and \(b'\) are not involved in the collision, we identify their fibers, leaving one gluing parameter per node: \(\mathbb{C}_a \oplus \mathbb{C}_b \oplus \mathbb{R}_c\). Smoothing \(b = b'\) does not yield a curve in \(\overline{N}\), so \(\mathbb{C}_b = \mathbb{C}_{b'}\) will be perpendicular to the zero section in \(\mathcal{L}\). Smoothing \(a\) yields a curve in \(\overline{N}_{\lambda_2}\), so \(\mathbb{C}_a\) is identified with the normal bundle to \(\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}\) in \(\overline{N}_{\lambda_2}\). Smoothing \(c\) yields a curve in \(\overline{N}_{\lambda_1}\), so \(\mathbb{R}_c\) is identified with the normal bundle to \(\overline{N}_{\lambda_1} \cap \overline{N}_{\lambda_2}\) in \(\overline{N}_{\lambda_1}\).
Similarly, over $\overline{N}_\lambda \cap \overline{N}_\lambda$ the fiber $C_a = C_{a'}$ is perpendicular to the zero section in $L$, $C_b$ is normal to $\overline{N}_\lambda \cap \overline{N}_\lambda$ in $\overline{N}_\lambda$, and $R_d$ is normal to $\overline{N}_\lambda \cap \overline{N}_\lambda$ in $\overline{N}_\lambda$. Over $\overline{N}_\lambda \cap \overline{N}_\lambda$ the fiber $R_c = R_{c'}$ is perpendicular to the zero section in $L$, $C_a'$ is normal to $\overline{N}_\lambda \cap \overline{N}_\lambda$ in $\overline{N}_\lambda$, and $R_d'$ is normal to $\overline{N}_\lambda \cap \overline{N}_\lambda$ in $\overline{N}_\lambda$.

We now proceed to the intersection of all four cells. We begin with the direct sum of gluing parameters

$$(C_a + C_b) + (C_a' + C_b') + (C_a' + R_d) + (R_c' + R_d').$$

We first identify fibers for nodes which are matched: $C_a = C_{a'}$, $C_b = C_{b'}$, $R_c = R_{c'}$, and $R_d = R_{d'}$. These four fiber directions are identified with the normal bundles to $\overline{N}_\lambda \cap \overline{N}_\lambda$, $\overline{N}_\lambda \cap \overline{N}_\lambda$, $\overline{N}_\lambda \cap \overline{N}_\lambda$, and $\overline{N}_\lambda \cap \overline{N}_\lambda$, respectively (see Table 1). These are the only possible directions of movement in $N$, so a neighborhood of $\overline{N}_\lambda \cap \overline{N}_\lambda$ in $L$ has dimension

$$\dim_R(\overline{N}_\lambda \cap \overline{N}_\lambda \cap \overline{N}_\lambda \cap \overline{N}_\lambda) + 2 + 1 + 1 = 18 = \text{rk}_R(\mathcal{Ob}).$$

**Remark 7.6.** All cell intersections can be seen as straightforward ghost collisions in the complex double of the curve. For example, if an interior ghost collides with a boundary ghost, in the complex double we see this interior ghost collide simultaneously with its complex conjugate and a ghost attached along the real locus. Therefore, the principles explained in Example 7.5 can be extended to all non-basic intersections.

While smoothing a given curve, we choose some small constant $R_0 > 0$ which satisfies all the hypotheses for gluing in [DW19]. We also add the hypothesis that $R_0$ is small enough to guarantee that the ball of radius $4R_0$ around any interior node $z \in \Sigma_0 \setminus \partial \Sigma_0$ does not intersect $\partial \Sigma_0$.

**Lemma 7.7.** Fix a partition $\lambda = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q}))$ of some topological type $(g, h)$. For $(u, \Sigma)$ in the top stratum of $\overline{N}_\lambda$, fix an element $\tau = (\tau_1, \ldots, \tau_{r+q})$ of the fiber $L_{(u, \Sigma)}$ and assume

(i) $|\tau| < R_0$, and
(ii) $\tau_i$ is positive for $r + 1 \leq i \leq r + q$.

Then $\tau$ yields a Riemann surface $(\Sigma', j_r)$ and a smooth map $\tilde{u}_r : (\Sigma_r, \partial \Sigma_r) \to (M, L)$ such that $\|\tilde{\nabla}(\tilde{u}_r)\|_{L^p}$ is small in the sense of Proposition 5.8 of [DW19].

**Proof.** For $1 \leq i \leq r$, we can use $\tau_i$ to smooth the node $z_i \sim y_i$ as in [DW19]. Because the domain and map are only altered near the node, the analysis in Sections 4.2 and 5.2 of [DW19] still applies.

However, we must take care when the node sits in $\partial \Sigma_0$. We may apply the results of [DW19] only to the double of the curve in the case of a boundary node.

Fix $(u, \Sigma) \in \overline{N}_\lambda$ and let $(\Sigma^{(C)}, c, \pi)$ be the complex double of $\Sigma$ (see Definition 2.7). Choose a metric on $\Sigma^{(C)}$ so that the fixed locus of the involution $c$ is totally geodesic. Then we can write

$$\Sigma^{(C)} = \left( \bigcup_{i=0}^{r+q} \Sigma_i^{(C)} \right) / (z_i \sim y_i).$$

We must analyze smoothings of $\Sigma^{(C)}$ to understand smoothings of $\Sigma$. We focus here on the $i$th node for some $i > r$. Gluing parameters for the node $z_i \sim y_i$ in $\Sigma^{(C)}$ are (small) elements of $T_{z_i} \Sigma^{(C)} \otimes C T_{y_i} \Sigma^{(C)}$. We smooth the $i$th node of $\Sigma^{(C)}$ by removing small neighborhoods of $z_i$ and $y_i$ from $\Sigma_i^{(C)}$ and $\Sigma_i^{(C)}$, respectively, and then identifying small collars $A_{z_i}$ and $A_{y_i}$ around these removed neighborhoods via a map $\iota_{z_i}$ (see Figure 7.3).

If $\tau_i = \tau_{z_i} \otimes c \tau_{y_i} \in T_{z_i} \Sigma_0 \otimes C T_{y_i} \Sigma_i$, then

$$v \otimes c (\exp_{y_i}^{-1} \circ \iota_{z_i} \circ \exp_{z_i}(v)) = \tau_{z_i} \otimes c \tau_{y_i},$$

for all $v \in T_{z_i} \Sigma_0$. In particular, $\iota_{z_i}(\exp_{z_i}(\tau_{z_i})) = \exp_{y_i}(\frac{1}{t} \tau_{y_i})$ and $\iota_{z_i}(\exp_{z_i}(-j(\tau_{z_i}))) = \exp_{y_i}(j(\frac{1}{t} \tau_{y_i}))$ (see Figure 7.4).

Now we must determine whether this smoothing of $\Sigma^{(C)}$ yields a smoothing of $\Sigma$ near the $i$th node. The doubled curve $\Sigma^{(C)}$ is equipped with an anti-holomorphic involution $c$ and a double cover $\pi : \Sigma^{(C)} \to \Sigma$. In order for the smoothing of $\Sigma^{(C)}$ to yield a smoothing of $\Sigma$, the smoothing must respect these structures. That is, when we identify the $i$th collars in $\Sigma_0^{(C)}$ and $\Sigma_i^{(C)}$, the halves of the collars which lie in $\Sigma_0$ and $\Sigma_i$
must be identified. This occurs precisely when the gluing parameter $\tau_i$ lies in the positive half of the real
locus of $T_{z_i} \Sigma_0^{(C)} \otimes \mathbb{C} T_{y_i} \Sigma_i^{(C)}$.

Indeed, the smoothing $\Sigma^C_i$ yields a smoothing of the $i^{th}$ node of $\Sigma$ precisely when
$$\tau_i (A_{z_i} \cap \Sigma_0) = A_{y_i} \cap \Sigma_i.$$ 

If $\tau_i = \tau_{z_i} \otimes \mathbb{C} \tau_{y_i}$, we can assume without loss of generality that $\tau_{y_i}$ is tangent to the fixed locus $\text{Fix}(c)$ and that $j(\tau_{y_i})$ points inward along $\Sigma_i$. It follows that $\exp_{y_i}(\frac{1}{2} \tau_{y_i})$ must lie in the fixed locus and that $\exp_{y_i}(j(\frac{1}{2} \tau_{y_i}))$ must lie in $\Sigma_i$ (for appropriate values $t \in \mathbb{R}^+$). Since these two points are identified under $\tau_i$ with $\exp_{z_i}(t \tau_{z_i})$ and $\exp_{z_i}(-j(t \tau_{z_i}))$, respectively, we can smooth the $i^{th}$ node of $\Sigma$ via $\tau_i$ precisely when $\tau_{z_i}$ is also tangent to $\text{Fix}(c)$ and $-j(\tau_{z_i})$ is inward pointing along $\Sigma_0$. When we embed $\Sigma \to \Sigma^{(C)}$, we see that $\text{Fix}(c)$ is the image of $\partial \Sigma$, so a smoothing of $\Sigma^{(C)}_i$ yields a smoothing of the $i^{th}$ node of $\Sigma$ if and only if the gluing parameter lies in the positive part of $T_{z_i} \partial \Sigma_0 \otimes \mathbb{R} T_{y_i} \partial \Sigma_i$.

When $\tau$ satisfies the hypotheses of this lemma, let $(\Sigma_\tau, \partial \Sigma_\tau)$ be the smoothed domain. We define a smoothed map $u_\tau : (\Sigma_\tau, \partial \Sigma_\tau) \to (M, L)$ precisely as in [DW19]. This map still sends $\partial \Sigma$ to $L$ because $L$ is totally geodesic. It is evident from the construction that the estimates computed in [DW19] still apply. □

8. Leading Order Term

We have introduced gluing parameters in order to reconcile the difference between the rank of the ob-
struction bundle and the dimension of the base (see Remark 9.1). In order to relate these parameters to the
obstruction bundle, we pull the obstruction bundle back over the map $\pi_L : \mathcal{L} \to \overline{\mathcal{N}}$ and build a section of
this new bundle.

**Lemma 8.1.** There is a section $\alpha : \mathcal{L} \to \pi_L^* \text{Ob}$ such that a curve $P \in \overline{\mathcal{N}}$ perturbs to a $t \nu$-holomorphic map
if and only if there exists a gluing parameter $\tau$ (with $\tau_i$ positive for $i > r$) such that $\alpha(P; \tau) = \delta \nu P$. Given
a partition \( \lambda = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})) \) of some topological type \((g, h)\), the restriction of \(\alpha\) to the interior gluing parameters \(L_1 \oplus \ldots \oplus L_r\) is the leading order term of the obstruction map constructed in Section 5.7 of [DW19].

Proof. Fix a partition \( \lambda = (g_1, \ldots, g_r, (g_{r+1}, h_{r+1}), \ldots, (g_{r+q}, h_{r+q})) \) and a map \((\Sigma, u) \in \mathcal{N}_\lambda\). We define the map \(\alpha\) on each factor by the relation \(^4\)

\[
\langle \alpha_{\lambda,i}(\Sigma, u; \tau), \zeta_i \otimes_C v_i \rangle_{L^2} = \langle (\zeta_i \otimes_C d_{\nu} u)(\tau_{i,1}), v_i \rangle
\]

for \( i \leq r \) and

\[
\langle \alpha_{\lambda,i}(\Sigma, u; \tau), \zeta_i \otimes_R v_i \rangle_{L^2} = \langle (\zeta_i \otimes_R d_{\nu} (u|_{\partial \Sigma}))(\tau_{i,1}), v_i \rangle
\]

for \( i > r \). Set

\[
\alpha_{\lambda} = \bigoplus_{i=1}^{r+q} \alpha_{\lambda,i}.
\]

This matches the leading term of the Kuranishi map constructed in Section 5.6 of [DW19]. With minor modifications, the analysis of this map in Sections 5.6 and 5.7 of [DW19] applies to curves with boundary in the context of Ruan-Tian perturbations. \(\blacksquare\)

9. Calculation

To compute the contribution \(C(g, h)\) of degree one covers of the main component \((\Sigma_0, u_0)\) to type \((g, h)\) Gromov-Witten invariants, we need to count those maps which can be perturbed in the sense of [RT95]. More specifically, we fix a generic section \(\nu\) of the bundle \(\mathcal{E}\) of \((0, 1)\)-forms over \(\mathcal{N}\) and let \(\pi\) be its projection to \(\text{Ob}\). The contribution of \(\mathcal{N}\) to \(C(g, h)\) is the number of maps \(P = (\Sigma, u) \in \mathcal{N}\) for which there exists a perturbation \(P_t\) which satisfies \(\overline{\partial}_J(P_t) = \pi(P_t)\), for all small \(t > 0\).

Let \(\alpha\) be the (linear) section of \(\pi_t^* \text{Ob}\) from Lemma 8.1, and let \(\text{Ob}^F\) be the complement of its image \(\text{Im}(\pi_L \circ \alpha)\) in \(\text{Ob}\).

\[
\Omega^0,1(\mathcal{N}) \xrightarrow{\pi_{\text{Ob}}} \text{Ob} \xleftarrow{\pi_L} \text{Ob}^F
\]

By Lemma 8.1, a map \(P \in \mathcal{N}\) perturbs precisely when it satisfies the following two conditions:

(i) \(\pi(P)\) lies in \(\text{Im}(\pi_L \circ \alpha)\), and

(ii) the projection of \(\pi(P)\) to the factor \(u^*_\nu TL \otimes_R \mathbb{E}_{(\bar{\nu}, h_\lambda)}\) corresponding to any boundary ghost is positive.

We will show that the positivity condition is irrelevant because we can build a generic non-vanishing section over factors with boundary ghosts. The condition \(\pi(P) \in \text{Im}(\pi_L \circ \alpha)\) is equivalent to \(\text{Proj}_{\text{Ob}^F}(\pi) = 0\). Since \(\text{Proj}_{\text{Ob}^F}(\pi)\) is a generic section of \(\text{Ob}^F\), the contribution is the count of the zero locus of a generic section of \(\text{Ob}^F\).

Remark 9.1. One function of gluing parameters is to fix the dimension problem. Let \(\tilde{g} = 2g + h - 1\), so the obstruction bundle has real rank \(3\tilde{g}\) over every cell. If a partition \(\lambda\) has \(r\) interior ghosts and \(q\) boundary ghosts, then \(\text{dim}_{\mathbb{R}}(\mathcal{N}_\lambda) = 3\tilde{g} - (2r + q)\). However, since \(2r + q\) is precisely the rank of the bundle of gluing parameters \(L_\lambda\), the bundle \(\text{Ob}^F_\lambda\) has rank equal to the dimension of the base. Therefore, a generic section of this bundle has a finite number of zeros.

We stipulate that our section be non-vanishing along factors corresponding to boundary ghosts, which leaves only factors of the form \(u^*_\nu TM \otimes \mathbb{E}_{(\nu, h_\lambda)}\). Since we will specify boundary conditions for \(u^*_\nu TM \to \Sigma_0\) and \(\mathbb{E}_{\nu_1} \to \mathcal{N}_{\nu_1, 1}\) has no codimension one boundary, we will eliminate any ambiguity arising from the choice of section.

\(^4\)The formula given in Lemma 5.46 of [DW19] includes a map \(u_{\sigma, \tau_1, 0, J, t, k}\). The parameter \(\sigma\) represents a variation in the domain and \(k\) is an element of the kernel of the linearization— together, these correspond to our choice of map in \(\mathcal{N}_\lambda\). The gluing parameter \((\tau_1, 0)\) in [DW19] is a gluing parameter for nodes internal to ghost branches (our \(\tau\) corresponds to their \(\tau_2\)). We ignore the \(J\) parameter because we do not vary the almost complex structure.
Proposition 9.3 contains the bulk of the calculation; it applies when we count ordered constant branches. Corollary 9.4 addresses the issue of permuting ghost branches.

**Remark 9.2.** The calculation in Proposition 9.3 is essentially the same as that done in [Pan99] and [NZ18], but expressed differently. Because our curves have boundary, we write everything in terms of sections of the obstruction bundle rather than Chern classes.

**Proposition 9.3.** The contribution of degree one covers of $(\Sigma_0, u_0)$ with ordered ghost branches is

$$\tilde{C}(g, 1) = \sum_{g_1 + \ldots + g_r = g} \prod_{i=1}^{r} \left( \frac{1}{2} \mu(N_0, N_0(\mathbb{R})) \cdot \alpha_{g_i} \right),$$

where

$$\alpha_{g_i} = \int_{\mathcal{M}_{g_i, 1}} c_{g_i}(\mathbb{E}_{g_i}) c_{g_i-1}(\mathbb{E}_{g_i}) \left( \sum_{l=0}^{g_i-1} (-1)^l c_l(\mathbb{E}_{g_i}) \psi_{g_i, 1}^{g_i-1-l} \right)$$

for $\psi_{g, 1}$ the first Chern class of the cotangent line over $\mathcal{M}_{g, 1}$. The contribution for $h > 1$ is zero.

**Proof.** What is written below applies if we first pass to a smooth cover of each orbifold. Since each space of domains has a finite smooth cover, we can ignore the orbifold structure entirely.

We will construct a generic section $\rho$ of $\text{Ob}^F$ which is non-vanishing on each cell with boundary ghosts. In essence, this is possible because gluing a ghost along the boundary of the main component always yields a factor of $S^1$, which forces part of the obstruction bundle to be trivial. After eliminating the cells with boundary ghosts, the remaining contribution is more straightforward because all interior ghosts live in moduli spaces of closed curves (and in particular, the positivity criterion for gluing parameters does not apply).

The exclusion of boundary ghosts means that curves of type $(g, h)$ for $h > 1$ cannot contribute. Moreover, the contribution arising from interior ghosts is very closely related to the corresponding contribution for degree one covers of a sphere. That is, we can separate the contribution coming from the factors $u_0^* \Sigma_0 \rightarrow \Sigma_0$ and $E_{g_i} \rightarrow \mathcal{M}_{g_i, 1}$ of the obstruction bundle. The analysis of this second factor is slightly complicated, but it is essentially identical to that presented in [Pan99]. On the other hand, the bundle $u_0^* \Sigma_0 \rightarrow \Sigma_0$ is relatively easy to handle; we merely see a Maslov index instead of the Chern number we would get in the closed case.

We now proceed the details of the proof. We computed the obstruction bundle $\text{Ob}$ in Proposition 6.4 and bundle $L$ of gluing parameters in Lemma 7.7. Let $\alpha$ be the leading order term from Lemma 8.1. Its image in $\text{Ob}^0$ is

$$\text{Im}(\pi_{\mathcal{L}_\alpha} \circ \alpha_\lambda) = \left( \bigoplus_{i=1}^{r} T\Sigma_0 \boxtimes \mathbb{C} F_{g_i}^\perp \right) \oplus \left( \bigoplus_{i=r+1}^{r+q} T\partial \Sigma_0 \boxtimes \mathbb{R} F_{g_i, h_i}^\perp \right),$$

where $F_{g_i}^\perp$ is the complex rank 1 complement of the bundle generated by $\zeta_{g_i} = 0$ in $\mathbb{E}_{g_i}^*$ and $F_{g_i, h_i}^\perp$ is the real rank 1 complement of the bundle generated by $\zeta_{g_i} = 0$ in $\mathbb{E}_{g_i, h_i}^*$. Then $\text{Ob}^F$ is the complement of (10).

Whenever a partition $\lambda$ has ghosts along the boundary, the corresponding cell $\mathcal{N}_\lambda$ has factors of the form $S^1 \times \mathcal{M}_{g_i, 1}$ for $\sigma_{g_i, 1} = ((g_i, h_i), 0, (1, 0, \ldots, 0))$. In general a moduli space of open curves, such as $\mathcal{M}_{g_i, 1}$, may have codimension one boundary (meaning that the zero count may vary from one section to the next). However, we will use $S^1$ to construct a non-vanishing section for such a factor, which eliminates any ambiguity in the zero count of a section.

We consider each factor of $\text{Ob}$ separately. First we decompose the tangent bundles $TM|_{\Sigma_0}$ and $TL|_{\partial \Sigma_0}$. We can split into directions tangent and normal to the curve. Because the normal bundle is a complex rank two bundle over a surface, we can split off a trivial line bundle. Therefore, we can write

$$TM|_{\Sigma_0} = V_1 \oplus V_2 \oplus V_3$$

$$TL|_{\partial \Sigma_0} = V_1^{(R)} \oplus V_2^{(R)} \oplus V_3^{(R)},$$

where $V_1 = T\Sigma_0$, $V_2^{(R)} = V_j \cap TL$, and $(V_3, V_3^{(R)})$ is a trivial bundle pair.

Pick generic sections $v_1$ of $V_1$, $v_2$ of $V_2$, and $v_3$ of $V_3$ so that

(i) $v_1$, $v_2$, and $v_3$ have pairwise disjoint zero loci,

(ii) $v_3$ is non-vanishing,
are open ghosts.

The generating function is

\[
\sum_{\lambda} \prod_{i=1}^{r} \left( \frac{1}{2} \mu(N_0, N_0^{(R)}) \cdot \alpha_{g_i} \right).
\]

The zero locus of \( \rho \) is Poincaré dual to \( \frac{1}{2} \mu(N_0, N_0^{(R)}) \cdot \alpha_{g_i} \).

Finally, if we choose these sections carefully so that they agree along cell intersections, we can compute the entire contribution of \( \tilde{\mathcal{N}} \) by adding across partitions, as in [Pan99] and [NZ18].

**Corollary 9.4.** Fix \( g \geq 0 \) and let \( \Lambda_c \) be the set of partitions of \( (g, 1) \) with only closed ghosts. Then the contribution of degree one covers of a disk to Gromov-Witten invariants of type \( (g, 1) \) is

\[
C(g, 1) = \sum_{\lambda \in \Lambda_c} \frac{1}{|\text{Aut}(\lambda)|} \prod_{i=1}^{r} \left( \frac{1}{2} \mu(N_0, N_0^{(R)}) \cdot \alpha_{g_i} \right).
\]

The generating function is

\[
\sum_{g=0}^{\infty} C(g, 1) t^{2g-1} = \left( \frac{\sin(t/2)}{t/2} \right)^{-1}.
\]

**Corollary 9.5.** If \( h > 1 \), then the contribution \( C(g, h) \) is zero.

---

5Technically, choosing sections of duals of Hodge bundles is somewhat complicated because they must match along cell intersections. One way to resolve this issue would be to recognize each domain modeled on \( \lambda \) as an element of \( \tilde{\mathcal{N}}_{(g, h, 0, 0)} \) using arguments similar to those in Lemma 5.7.
Remark 9.6. Suppose that $L$ is the fixed locus of an anti-symplectic involution on $M$. Then the Schwarz reflection principle allows us to double maps, bundles, and sections, as in Section 3.3.3 of [KL06]. These doubled maps have no boundary, which allows us to make sense of the contribution using formal properties of characteristic classes. If we decompose $TM|_{\Sigma_0}$ as in the proof of Proposition 9.3, then the contribution of the $i^{th}$ factor is

$$\frac{1}{2} \mu(N_0, N_0^{(R)}) \cdot \alpha_{\xi_i} = \# Z(v_2) \alpha_{\xi_i} = \frac{1}{2} c_1(V_2^{(C)}) \alpha_{\xi_i} = \frac{1}{2} c_1(N_0^{(C)}) \alpha_{\xi_i}$$

(cf. [NZ18]).
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