Application of Machine Learning Models to Evaluate Hypoglycemia Risk in Type 2 Diabetes
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ABSTRACT

Introduction: To identify predictors of hypoglycemia and five other clinical and economic outcomes among treated patients with type 2 diabetes (T2D) using machine learning and structured data from a large, geographically diverse administrative claims database.

Methods: A retrospective cohort study design was applied to Optum Clinformatics claims data indexed on first antidiabetic prescription date. A hypothesis-free, Bayesian machine learning analytics platform (GNS Healthcare REFS™: Reverse Engineering and Forward Simulation) was used to build ensembles of generalized linear models to predict six outcomes defined in patients’ 1-year post-index claims history, including hypoglycemia, antidiabetic class persistence, glycated hemoglobin (HbA1c) target attainment, HbA1c change, T2D-related inpatient admissions, and T2D-related medical costs. A unified set of 388 variables defined in patients’ 1-year pre-index claims history constituted the set of predictors for all REFS models.

Results: The derivation cohort comprised 453,487 patients with a T2D diagnosis between 2014 and 2017. Patients with comorbid conditions had the highest risk of hypoglycemia, including those with prior hypoglycemia (odds ratio \( \text{OR} = 25.61 \)) and anemia (\( \text{OR} = 1.29 \)). Other identified risk factors included insulin (\( \text{OR} = 2.84 \)) and sulfonylurea use (\( \text{OR} = 1.80 \)). Biguanide use (\( \text{OR} = 0.75 \)), high blood glucose (>125 mg/dL vs. <100 mg/dL, \( \text{OR} = 0.47 \); 100–125 mg/dL vs. <100 mg/dL, \( \text{OR} = 0.53 \)), and missing blood glucose test (\( \text{OR} = 0.40 \)) were associated with reduced risk of hypoglycemia. Area under the curve (AUC) of the hypoglycemia model in held-out testing data was 0.77. Patients in the top 15% of predicted hypoglycemia risk constituted 50% of observed hypoglycemic events, 26% of T2D-related inpatient admissions, and 24% of all T2D-related medical costs.

Conclusions: Machine learning models built within high-dimensional, real-world data can predict patients at risk of clinical outcomes with a high degree of accuracy, while uncovering important factors associated with outcomes that can guide clinical practice. Targeted interventions towards these patients may help reduce hypoglycemia risk and thereby favorably...
impact associated economic outcomes relevant to key stakeholders.
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### Key Summary Points

Type 2 diabetes (T2D) is associated with significant healthcare resource utilization, especially among patients with suboptimal management, treatment-related adverse events including hypoglycemia, and comorbid health conditions. Value-based initiatives offer a unique solution to this problem, but additional evidence is needed to design and support these initiatives.

A Bayesian machine learning platform, Reverse Engineering Forward Simulation (REFSTM), was applied to administrative claims data to identify predictors of key clinical and economic outcomes in T2D.

Machine learning models such as REFS have the potential to guide the provision of data-driven, individualized care with these results establishing the importance of ensuring that patients with T2D are appropriately treated with evidence-based interventions to ensure more favorable outcomes as well as control of healthcare resource utilization and costs.

### INTRODUCTION

Rising healthcare costs in the USA and around the world are a growing concern to global health economists. In 2016, the USA spent 17.8% of its gross domestic product on healthcare—nearly twice as much as other high-income countries—while presenting consistently lower clinical outcomes relative to these countries [1].

Diabetes is a growing health problem and primary contributor to these costs, afflicting 24.7 million Americans—90–95% of which have type 2 diabetes (T2D)—and accounting for an estimated $327 billion in direct medical costs and reduced productivity in 2017. In fact, patients with diabetes incur medical expenditures approximately 2.3 times that of patients without diabetes [2].

To address uncontrolled spending and inadequate quality of care in the industry, health systems are shifting their reimbursement models to focus on value, rewarding quality and cost reduction. In the USA, the Affordable Care Act, the most extensive healthcare reform seen in years, stimulated massive changes in health insurance coverage and care delivery, and reinforced the adaptation of novel concepts, such as patient-centered medical homes, integrated care delivery, and outcomes-based reimbursements.

Although in theory value-based contracting and reimbursement seem to be a desirable mitigation to excessive healthcare spending, in reality such solutions are difficult to implement largely because of high implementation costs, measurement challenges, and absence of a suitable data infrastructure [3].

To date, there is no gold standard for value-based arrangements [4], and the status and performance of established arrangements are relatively unknown as many exist outside the public domain [3, 5]. Indeed, global trends suggest payers are increasingly requiring pharmaceuticals demonstrate greater certainty and value of their products in the real world, as costs of new therapies continue to rise.

Continued exponential growth and integration of “big data” sources and maturity of analytic tools offer new opportunities to overcome these practical barriers, through precise estimation of both clinical and economic value, and insights driven by real-world data. In particular, legislative action to increase transparency and accessibility of data, increased adoption of electronic health records (EHR) by health systems, and new technologies capable of storing and processing these data provide researchers rich sources of real-world patient populations...
without the expense and time required by traditional observational cohort studies [6, 7].

This study sought to contribute to the development of value-based contracts between pharmaceuticals and payers by applying machine learning models to a nationally representative claims database. In particular, a predictive Bayesian network model was trained on six diabetes-related clinical and economic outcomes: hypoglycemic events, antidiabetic medication persistence, T2D-related inpatient admissions, glycated hemoglobin (HbA1c) target attainment, change from baseline HbA1c, and T2D-related medical costs, using a consistent set of variables within a derived T2D population. Variables most predictive of outcomes were extracted for inference. Finally, a link between outcomes was established by evaluating the concentration of observed outcomes within the highest risk groups of the hypoglycemia model, providing an estimate of the potential value offered by a model-driven value-based strategy.

**METHODS**

**Data Source**

The data source for this study was Optum Clininformatics Data Mart (CDM) (Eden Prairie, MN, USA). Optum’s CDM is a closed system of de-identified health claims data that includes over 13 million lives annually, and contains patients’ medical, prescription drug, laboratory, and eligibility information beginning in year 2000. The data comes from a large, national US health insurer and is certified as de-identified. For this study, a data extract between 1 January 2014 and 30 September 2017 was received from Optum.

**Sample Selection**

This extract was used to construct a population of patients with T2D following a retrospective cohort study design. Patients were eligible for inclusion if they met the following criteria: at least one medical claim with a diagnosis of T2D (International Classification of Diseases, 9th revision (ICD-9) codes 250.x0, 250.x2; International Classification of Diseases, 10th revision (ICD-10) code E11) anytime during patients’ available claims history, at least one prescription claim for a qualifying antidiabetic medication (Generic Product Identifier (GPI) 27) anytime during patients’ available claims history, at least 18 years old as of the index date, and continuously enrolled with a medical and pharmacy benefit during the 12-month pre-index and 12-month post-index periods. The index date was the date of first prescription claim for an antidiabetic medication.

**Outcomes**

Six unique outcomes were chosen for modeling, all captured in a 12-month post-index period; these included hypoglycemic events, antidiabetic medication class persistence, HbA1c target attainment, HbA1c change from baseline, T2D-related inpatient admissions, and T2D-related medical costs.

Hypoglycemia was defined by a combination of relevant ICD-9 and ICD-10 codes for hypoglycemia (Table A1 in the supplementary material) and available blood glucose measurements as follows: if a patient had at least one medical claim with any of the ICD-9 or ICD-10 codes associated with hypoglycemia as listed in Table A1 during the post-index period or if a patient had at least one blood glucose measurement of 70 mg/dL or below, we inferred that the patient experienced a hypoglycemic event. The outcome was coded as a binary variable (i.e., 1 if at least one hypoglycemic event in the post-index period; 0 otherwise). Definitions for remaining study outcomes are detailed in the supplementary material.

**Statistical Analyses**

A unified set of covariates was built for all outcomes using patients’ available pre-index medical, pharmacy, and laboratory claims information. Covariates were not necessarily diabetes-related; rather, patients’ complete claims history was extracted leaving variable
selection to the models. Furthermore, in order to extract a meaningful signal from each variable, and to ensure variables were defined consistently across varying time periods, claims codes were aggregated together using a variety of widely used code sets. Covariate structures are briefly described below:

- **Demographics** age, gender, race, insurance type, product type, region, and low-income subsidy status.
- **Diagnoses** ICD-9 and ICD-10 diagnosis codes from medical claims aggregated via Clinical Classification Software (CCS) codes [8, 9].
- **Pharmaceutical utilization** National Drug Code (NDC) product codes from pharmacy claims aggregated via Generic Product Identifier (GPI) codes [10].
- **Procedures** ICD-9, ICD-10, CPT, and Healthcare Common Procedure Coding System (HCPCS) codes from procedures in medical claims aggregated via Berenson-Eggers Type of Service (BETOS) codes [11].
- **Laboratory** Logical Observation Identifiers Names and Codes (LOINC) codes from laboratory data aggregated via the LOINC hierarchies.
- **Healthcare resource utilization** Acute inpatient admissions, inpatient length of stay, outpatient visits, office visits, visits with an endocrinologist, and emergency department visits, total medical costs, total pharmacy costs (including copay of the index prescription and total out-of-pocket costs), outpatient costs, and emergency department (ED) costs. Visit counts were categorized into 0, 1, 2, 3 or more visits, while costs were discretized into quartiles to account for heavily skewed distributions.

A machine learning analytic platform, Reverse Engineering and Forward Simulation (REFSTM) (GNS Healthcare, Cambridge, MA, USA), was used for all modeling. Briefly, each REFS model was an ensemble consisting of 128 generalized linear models, constructed using Markov chain Monte Carlo sampling of the full Bayesian posterior distribution of models, given the available data—i.e., $P(\text{model}|\text{data})$ [12–16]. In high-dimensional data sets, attempts to identify a single best model will inevitably lead to overfitting; thus, our approach identifies an ensemble of models, each scored by both its goodness-of-fit to the observed data and its complexity. This approach allows incorporation of previous knowledge regarding the different types of data (e.g., medical claims, pharmacy claims, laboratory data, etc.), including the expected relative contribution of each type, into the final models. Therefore, examination of large numbers of variables with low signal (i.e., medications and diagnoses) is possible without overwhelming the signal of the fewer—although potentially more directly informative—variables (i.e., demographics, indexing antidiabetic class, etc.).

The 128 constituent models within the ensemble looked at combinations of the available parameters, including linear additive and quadratic terms, and up to second-order interactions to accommodate non-linear effects against outcomes. To prevent overfitting, the complexity (i.e., the number of terms) of each model in the ensemble was penalized by specifying a maximum entropy prior over the number of unique predictors selected per given variable class.

From the ensemble for each study outcome, predictors can be ranked and evaluated by their relative selection frequency (proportion of models in the ensemble in which the variable was selected) and distributions of effect estimates. A high selection frequency for a given predictor represents an increased probability of a true predictive association with the outcome [14].

REFS models were trained on 80% of the final study cohorts sampled at random, while the remaining 20% were reserved for model validation and performance assessment. Out-of-sample validation provides a more realistic estimate of true model performance and supports generalized use of models in new patient samples.

Model prediction performance was measured via the area under the receiver operating characteristic curve (AUC) metric for all outcomes except T2D-related total medical costs. The AUC metric illustrates the performance of a binary classifier system and is used to examine the overall specificity and sensitivity of the
classification approach, i.e., the trade-off between false positive and negative predictions of a model. AUC values range between 0 and 1 where greater AUC values indicate better model performance (an AUC of 0.5 is associated with a random predictor). For the T2D-related total medical costs outcome, which is continuous, Pearson $R^2$ (predicted vs. observed costs) was used to assess performance. In addition, credible intervals (CIs) for performance metrics were calculated for each REFS ensemble by generating a distribution of performance metrics across all 128 models in each ensemble. This is a unique characteristic of ensemble modeling—granting insight into model consensus across the ensemble—as well as suggesting best- and worst-case scenarios for potential deployment of these models in new patient samples.

Finally, the utility of the hypoglycemia ensemble was estimated by evaluating the concentration of costs and visits, as well as other study outcomes within 20 equally distributed bins of predicted hypoglycemic event risk (henceforth referred to as “ventiles”), as applied in similar contexts [17]. More specifically, each ventile contained 5% of patients in the study cohort ($N = 22,672$) and patients were assigned to a ventile according to his or her predicted probability of hypoglycemia. Patients with the lowest probability of hypoglycemia—in the bottom 5th percentile—were assigned to the first ventile, whereas patients with the highest probability of hypoglycemia were assigned to the 20th ventile. The proportions of visits, costs, or other study outcomes within each ventile out of the total number of visits, costs, or other study outcomes were calculated as a measure of concentration of risk.

**Compliance with Ethics Guidelines**

The Optum CDM data used in this study was compliant with the Health Insurance Portability and Accountability Act. Fully anonymized retrospective data were obtained from Optum via license agreement, and no other data were used in this study. As such, this study was deemed exempt from ethical approval.

**RESULTS**

**Population Characteristics**

Population characteristics are presented in Table 1. The full sample included 453,487 patients with T2D after applying inclusion and exclusion criteria listed above; population counts for each layer of the inclusion and exclusion criteria are presented in Fig. 1. Within the full sample, 221,473 (48.8%) patients had at least one post-index Hba1c laboratory value for the Hba1c target attainment outcome, and 36,263 (8.0%) additionally had uncontrolled baseline Hba1c for the assessment of the change from baseline Hba1c outcome. Demographic characteristics were comparable across the samples for most variables, though regional distributions shifted after additionally requiring Hba1c testing in the pre- and post-index periods. For example, 42.3% of patients were from the South in the full sample, whereas 49.9% of patients were from the South in the sample requiring pre- and post-index Hba1c tests.

**Outcome Distributions**

In the full sample, 3.6% of patients had at least one hypoglycemic event in the post-index period, 18.2% of patients were persistent with their respective indexing antidiabetic medication class throughout the post-index period, and 8.4% of patients had at least one T2D-related inpatient admission in the post-index period. Mean T2D-related total medical costs per patient in the post-index period were $4274 (standard deviation (SD) = $12,196). In the sample requiring at least one post-index Hba1c value, 72.8% of patients met their Hba1c target in the post-index period (29.5% of which were uncontrolled or missing Hba1c laboratory data in the pre-index period). In the sample additionally requiring uncontrolled baseline Hba1c, 28.4% of patients had a change in Hba1c between the pre- and post-index period greater than the required threshold. Nearly all characteristics presented in Table 1 were significantly associated with all outcomes at $z$ level 0.05—
Table 1  Selected characteristics by study outcome

| Variable                  | Overall           | Hypoglycemic event | Persistent to antidiabetic class | T2D-related inpatient admission | High T2D-related medical cost | HbA1c target attainment | Change from baseline HbA1c |
|---------------------------|-------------------|--------------------|----------------------------------|---------------------------------|-------------------------------|--------------------------|--------------------------|
| Population size           | 453,487           | 453,487            | 453,487                          | 453,487                         | 453,487                       | 221,473                  | 36,263                   |
| With outcome              | –                 | 16,227 (3.6%)      | 82,689 (18.2%)                   | 37,884 (8.4%)                   | 113,366 (25.0%)               | 161,230 (72.8%)          | 10,281 (28.4%)           |
| Age group                 |                   |                    |                                  |                                 |                               |                          |                          |
| 18–34                     | 4891 (1.1%)       | 139 (0.9%)         | 1693 (2.0%)                      | 259 (0.7%)                      | 903 (0.8%)                    | 1163 (0.7%)              | 162 (1.6%)               |
| 35–44                     | 20,892 (4.6%)     | 438 (2.7%)         | 6407 (7.7%)                      | 873 (2.3%)                      | 3684 (3.2%)                   | 4459 (2.8%)              | 793 (7.7%)               |
| 45–54                     | 58,369 (12.9%)    | 1390 (8.6%)        | 15,055 (18.2%)                   | 3128 (8.3%)                     | 11,774 (10.4%)                | 13,336 (8.3%)            | 1979 (19.2%)             |
| 55–64                     | 96,878 (21.4%)    | 2800 (17.3%)       | 19,840 (24.0%)                   | 7065 (18.6%)                    | 22,506 (19.9%)                | 25,166 (15.6%)           | 2492 (24.2%)             |
| 65–74                     | 155,837 (34.4%)   | 5794 (35.7%)       | 21,011 (25.4%)                   | 13,094 (34.6%)                  | 39,772 (35.1%)                | 65,467 (40.6%)           | 3028 (29.5%)             |
| ≥ 75                      | 116,620 (25.7%)   | 5666 (34.9%)       | 18,683 (22.6%)                   | 13,465 (35.5%)                  | 34,727 (30.6%)                | 51,639 (32.0%)           | 1827 (17.8%)             |
| Age, mean (SD)            | 66.1 (12.4)       | 69.2 (11.9)        | 63.1 (13.7)                      | 69.4 (11.7)                     | 67.9 (12)                     | 69.0 (11.4)              | 62.4 (12.9)              |
| Gender                    |                   |                    |                                  |                                 |                               |                          |                          |
| Female                    | 224,498 (49.5%)   | 8829 (54.4%)       | 41,563 (50.3%)                   | 19,563 (51.6%)                  | 59,967 (52.9%)                | 83,969 (52.1%)           | 4479 (43.6%)             |
| Male                      | 228,989 (50.5%)   | 7398 (45.6%)       | 41,126 (49.7%)                   | 18,321 (48.4%)                  | 53,399 (47.1%)                | 77,261 (47.9%)           | 5802 (56.4%)             |
| Race                      |                   |                    |                                  |                                 |                               |                          |                          |
| Asian                     | 21,728 (4.8%)     | 685 (4.2%)         | 4198 (5.1%)                      | 1015 (2.7%)                     | 3749 (3.3%)                   | 9860 (6.1%)              | 513 (5.0%)               |
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| Variable            | Overall | Hypoglycemic event | Persistent to antidiabetic class | T2D-related inpatient admission | High T2D-related medical cost<sup>b</sup> | HbA1c target attainment | Change from baseline HbA1c |
|---------------------|---------|--------------------|----------------------------------|----------------------------------|------------------------------------------|-------------------------|--------------------------|
| Black               | 48,148  | 2152 (13.3%)       | 10,842 (13.1%)                  | 4693 (12.4%)                    | 14,108 (12.4%)                          | 15,358 (9.5%)           | 1075 (10.5%)             |
| Hispanic            | 76,709  | 3106 (19.1%)       | 15,967 (19.3%)                  | 4466 (11.8%)                    | 18,057 (15.9%)                          | 31,245 (19.4%)          | 2402 (23.4%)             |
| Unknown             | 39,697  | 1413 (8.7%)        | 4720 (5.7%)                     | 3214 (8.5%)                     | 9487 (8.4%)                             | 16,432 (10.2%)          | 859 (8.4%)               |
| White               | 267,205 | 8871 (54.7%)       | 46,962 (56.8%)                  | 24,496 (64.7%)                  | 67,965 (60.0%)                          | 88,335 (54.8%)          | 5432 (52.8%)             |
| Region              |         |                    |                                 |                                 |                                          |                         |                          |
| Midwest             | 97,363  | 2436 (15.0%)       | 15,985 (19.3%)                  | 10,189 (26.9%)                  | 26,710 (23.6%)                          | 22,874 (14.2%)          | 1217 (11.8%)             |
| Northeast           | 50,876  | 1684 (10.4%)       | 8411 (10.2%)                    | 5031 (13.3%)                    | 13,891 (12.3%)                          | 17,818 (11.1%)          | 888 (8.6%)               |
| South               | 192,002 | 8048 (49.6%)       | 37,931 (45.9%)                  | 16,361 (43.2%)                  | 49,914 (44.0%)                          | 69,635 (43.2%)          | 5116 (49.8%)             |
| Unknown             | 2374    | 107 (0.7%)         | 487 (0.6%)                      | 137 (0.4%)                      | 481 (0.4%)                              | 1046 (0.6%)             | 61 (0.6%)                |
| West                | 110,872 | 3952 (24.4%)       | 19,875 (24.0%)                  | 6166 (16.3%)                    | 22,370 (19.7%)                          | 49,857 (30.9%)          | 2999 (29.2%)             |
| Insurance type      |         |                    |                                 |                                 |                                          |                         |                          |
| Commercial          | 172,317 | 3837 (23.6%)       | 42,619 (51.5%)                  | 9953 (26.3%)                    | 33,567 (29.6%)                          | 40,403 (25.1%)          | 4770 (46.4%)             |
| Medicare            | 282,054 | 12,423 (76.6%)     | 40,250 (48.7%)                  | 27,978 (73.9%)                  | 79,992 (70.6%)                          | 121,198 (75.2%)         | 5524 (53.7%)             |
| Variable                        | Overall | Hypoglycemic event | Persistent to antidiabetic class | T2D-related inpatient admission | High T2D-related medical cost | HbA1c target attainment | Change from baseline HbA1c |
|--------------------------------|---------|--------------------|----------------------------------|---------------------------------|------------------------------|--------------------------|---------------------------|
| **Product type**               |         |                    |                                  |                                 |                              |                          |                           |
| EPO                            | 19,291  | 453 (2.8%)         | 5289 (6.4%)                     | 1064 (2.8%)                     | 3856 (3.4%)                  | 5376 (3.3%)              | 636 (6.2%) a             |
| HMO                            | 131,125 | 6030 (37.2%)       | 22,381 (27.1%)                  | 8173 (21.6%)                    | 30,937 (27.3%)               | 63,956 (39.7%)           | 3592 (34.9%)             |
| IND                            | 6345    | 160 (1.0%)         | 974 (1.2%)                      | 835 (2.2%)                      | 1745 (1.5%)                  | 703 (0.4%)               | 16 (0.2%) a              |
| OTH                            | 150,765 | 5817 (35.8%)       | 19,891 (24.1%)                  | 18,239 (48.1%)                  | 46,418 (40.9%)               | 55,390 (34.4%)           | 2366 (23%)               |
| POS                            | 127,665 | 2702 (16.7%)       | 31,638 (38.3%)                  | 7108 (18.8%)                    | 25,069 (22.1%)               | 28,583 (17.7%)           | 3428 (33.3%)             |
| PPO                            | 28,794  | 1410 (8.7%)        | 4636 (5.6%)                     | 3362 (8.9%)                     | 8001 (7.1%)                  | 10,480 (6.5%)            | 462 (4.5%) a             |
| **Low income subsidy**         |         |                    |                                  |                                 |                              |                          |                           |
| Yes                            | 74,392  | 4150 (25.6%)       | 11,086 (13.4%)                  | 9102 (2.4%)                     | 25,826 (22.8%)               | 27,714 (17.2%)           | 1563 (15.2%)             |
| CCI, mean (SD)                 | 2.7 (2.2)|3.9 (2.6)          | 2.5 (2.2)                       | 3.7 (2.6)                       | 3.4 (2.4)                    | 3.0 (2.3)                | 2.8 (2.2)                |
| **Indexing antidiabetic class**|         |                    |                                  |                                 |                              |                          |                           |
| Amylin analogue                | 10 (0.0%)|1 (0.0%)           | 1 (0.0%)                        | 2 (0.0%)                        | 4 (0.0%)                     | 2 (0.0%)                 | 1 (0.0%)                 |
| Alpha-glucosidase inhibitor    | 563 (0.1%)|57 (0.4%)          | 144 (0.2%)                      | 36 (0.1%)                       | 153 (0.1%)                   | 252 (0.2%)               | 8 (0.1%)                 |
| Biguanide (metformin)          | 241,678 | 4942 (30.5%)       | 48,744 (58.9%)                  | 17,047 (45.0%)                  | 52,536 (46.3%)               | 95,501 (59.2%)           | 4140 (40.3%)             |
| Variable                      | Overall  | Hypoglycemic event | Persistent to antidiabetic class | T2D-related inpatient admission | High T2D-related medical cost<sup>b</sup> | HbA1c target attainment | Change from baseline HbA1c |
|-------------------------------|----------|--------------------|----------------------------------|---------------------------------|---------------------------------------------|-------------------------|---------------------------|
| Antidiabetic combination      | 20,876 (4.6%) | 571 (3.5%) | 4588 (5.5%) | 1331 (3.5%) | 4573 (4.0%) | 6851 (4.2%) | 716 (7.0%) |
| DPP4 inhibitor                | 19,171 (4.2%) | 668 (4.1%) | 3938 (4.8%) | 1951 (5.1%) | 5565 (4.9%) | 6859 (4.3%) | 438 (4.3%) |
| Dopamine receptor agonist     | 46 (0.0%) | 4 (0.0%) | 16 (0.0%) | 3 (0.0%) | 13 (0.0%) | 15 (0.0%) | 1 (0.0%) |
| GLP-1 receptor agonist        | 10,399 (2.3%) | 332 (2.0%) | 939 (1.1%) | 707 (1.9%) | 2710 (2.4%) | 2945 (1.8%) | 346 (3.4%) |
| Insulin-sensitizing agent     | 9513 (2.1%) | 397 (2.4%) | 1568 (1.9%) | 742 (2.0%) | 2281 (2.0%) | 3924 (2.4%) | 318 (3.1%) |
| Insulin                       | 47,722 (10.5%) | 4243 (26.1%) | 4179 (5.1%) | 6563 (17.3%) | 18,091 (16.0%) | 10,287 (6.4%) | 1493 (14.5%) |
| Meglitinide analogue          | 1495 (0.3%) | 81 (0.5%) | 60 (0.1%) | 171 (0.5%) | 490 (0.4%) | 579 (0.4%) | 23 (0.2%) |
| SGLT2 inhibitor               | 7376 (1.6%) | 197 (1.2%) | 1894 (2.3%) | 397 (1.0%) | 1579 (1.4%) | 1878 (1.2%) | 300 (2.9%) |
| Sulfonylurea                  | 94,591 (20.9%) | 4719 (29.1%) | 16,618 (20.1%) | 8928 (23.6%) | 25,353 (22.4%) | 32,129 (19.9%) | 2496 (24.3%) |

<sup>a</sup> Not significant at α level 0.05, comparing outcome to non-outcome within respective variable group
<sup>b</sup> High T2D-related medical cost refers to patients whose post-index T2D-related medical claims costs were in the top 25th percentile of costs within this sample.
though some associations may not be clinically relevant because of the high sample size.

Covariate Set

In total, 6907 potential predictors were extracted from the study cohort. After preprocessing (i.e., removal of variables with high missingness, multicollinearity, etc.), 388 predictors remained, including 13 demographic variables, 89 diagnosis variables, 180 pharmacy variables, 68 procedure variables, 30 laboratory variables (4 categorical values, 26 indicators for presence of test), and 8 utilization variables. In addition, REFS models explored the space of all pairwise interactions between these 388 predictors.

Model Performance

Performance was moderately strong to very strong across outcomes in out-of-sample testing data. In order of accuracy, out-of-sample performance tested as follows: HbA1c target attainment (AUC 0.867, 95% CI 0.867–0.867), hypoglycemia (AUC 0.773, 95% CI 0.772–0.774), T2D-related inpatient admission (AUC 0.735, 95% CI 0.734–0.736), change from baseline HbA1c (AUC 0.719, 95% CI 0.718–0.720), and antidiabetic class persistence (AUC 0.675, 95% CI 0.674–0.675). Performance of the T2D-related medical costs model was also strong in out-of-sample tests ($R^2$ 0.235, 95% CI 0.234–0.235).
Figure 2 summarizes the distribution of out-of-sample AUC values across networks in the hypoglycemia model ensemble, with the AUC averaged over the full ensemble (indicated by the dotted line). The full ensemble AUC generally performs better than most individual models in the ensemble as it combines information across diverse models. Several single models performed slightly better but are more prone to overfitting.

Figure 2 Hypoglycemia model performance across REFS ensemble. Hypoglycemia model ensemble performance: AUC was calculated within each of the 128 models comprising the full ensemble, and separately across the full ensemble (indicated by the dotted line). The full ensemble AUC generally performs better than most individual models in the ensemble as it combines information across diverse models. Several single models performed slightly better but are more prone to overfitting.

**Top Predictors**

Figure 3 summarizes the ensemble for the hypoglycemia model through its top predictors (i.e., those with at least 90% selection frequency across the ensemble). Outputs for other outcomes are included in the supplementary material. The figure is split into two parts to account for large effect sizes on prior hypoglycemia and its interactions. As each model in the ensemble potentially consists of different sets of variables, the effect of a particular variable may vary across the ensemble. For example, “CCI score (1)” had an odds ratio for hypoglycemia of 1.28 in one model, but 0.67 in another model after controlling for different sets of covariates. The median odds ratio is reported alongside its interquartile range (IQR) across the ensemble to account for this variation.
Interaction Effects

For all model ensembles, REFS additionally explored all pairwise interactions between variables as potential covariates. Several such interactions were present in the hypoglycemia model. For example, an interaction was discovered between “indexing antidiabetic: insulin” and “glipizide” (OR 0.48, IQR 0.48–0.50). In isolation, the main effects of both “indexing antidiabetic: insulin” (2.84, 2.79–3.03) and “glipizide” (1.93, 1.91–1.93) were positively associated with hypoglycemia. However, the negative direction of the interaction coefficient implies an antagonistic rather than synergistic interaction, i.e., the joint effect was less than the sum of their individual effects. This suggests that while patients taking insulins and/or glipizide (a sulfonylurea) had higher odds of hypoglycemia compared to patients taking neither of these prescriptions, their concomitant use was not purely additive.

Concentration of Risk and Outcome Interactions

Figure 4 and Table 2 demonstrate a link between outcomes by assessing the relative proportion of observed events across risk ventiles within the hypoglycemia ensemble. Notably, patients in the top 15th percentile of hypoglycemia risk (i.e., top three ventiles) constituted 50% of all observed hypoglycemic events, 26% of T2D-related inpatient admissions, and 24% of T2D-related medical costs in the full sample of patients with T2D. Hypoglycemia-related visits were even more densely concentrated within the high-risk ventiles, with patients in the top 5th percentile of hypoglycemia risk (i.e., 20th ventile) constituting
26.7% of hypoglycemia-related inpatient admissions, 24.7% of hypoglycemia-related ER visits, and 27.4% of hypoglycemia-related outpatient visits. Average healthcare costs (medical + pharmacy) per patient per year were $36,567 in this group, compared to $12,038 for patients in the bottom 5th percentile of hypoglycemia risk.

Conversely, patients in the bottom 15th percentile of hypoglycemia risk constituted 19% of patients persistent to their respective antidiabetic classes, 9% of HbA1c target attainment, and 11% patients who had the met the appropriate threshold for change from baseline HbA1c; these results suggested a positive correlation between HbA1c reduction and hypoglycemia risk.

**DISCUSSION**

In this study, six predictive model ensembles, including hypoglycemic events, antidiabetic medication class persistence, HbA1c target attainment, HbA1c change from baseline, T2D-related inpatient admissions, and T2D-related medical costs, were trained on a T2D population derived from administrative claims data. A retrospective cohort study design and hypothesis-free Bayesian network models were used to explore associations between thousands of unique variables, their interactions, and outcomes to identify those variables most predictive of each outcome. Model performance was moderately strong to very strong across model ensembles in held-out testing data. Notably, the
| Post-index variable<sup>a</sup> | Highest risk stratum (20th ventile) | 19th ventile | 11–18th ventiles | Lowest risk stratum (1–10th ventiles) | Overall |
|---|---|---|---|---|---|
| Number of patients | N<sup>b</sup> | %<sup>c</sup> | N | % | N | % | N |
| Overall | 22,672 | 5.0 | 22,672 | 5.0 | 181,376 | 40.0 | 226,719 | 50.0 | 453,439 |

Study outcomes

| Hypoglycemic event | 3348 | 25.9 | 1797 | 13.9 | 5745 | 44.5 | 2014 | 15.6 | 12,904 |
| Antidiabetic persistence | 2532 | 3.8 | 2590 | 3.9 | 23,250 | 35.1 | 37,790 | 57.1 | 66,162 |
| HbA1c target attainment | 8082 | 6.3 | 7573 | 5.9 | 56,345 | 43.7 | 56,982 | 44.2 | 128,982 |
| HbA1c change from baseline | 1175 | 7.1 | 1177 | 7.2 | 7498 | 45.6 | 6602 | 40.1 | 16,452 |
| T2D-related inpatient admission | 2965 | 9.8 | 2501 | 8.3 | 14,328 | 47.3 | 10,469 | 34.6 | 30,263 |
| T2D-related total medical cost | $4114 | 8.7 | $3509 | 7.4 | $2691 | 45.6 | $1801 | 38.2 | $2358 |

Visits: all-cause

| Inpatient admissions | 5608 | 10.2 | 4590 | 8.4 | 2,6082 | 47.5 | 18,644 | 33.9 | 54,924 |
| ER visits | 7243 | 7.4 | 6451 | 6.6 | 43,955 | 44.9 | 40,313 | 41.2 | 97,962 |
| Outpatient visits | 22,420 | 5.1 | 22,376 | 5.1 | 177,857 | 40.3 | 218,783 | 49.6 | 441,436 |

Visits: hypoglycemia-related

| Inpatient admissions | 501 | 26.7 | 254 | 13.5 | 886 | 47.2 | 236 | 12.6 | 1877 |
| ER visits | 570 | 24.7 | 323 | 14.0 | 1144 | 49.6 | 271 | 11.7 | 2308 |
| Outpatient visits | 2164 | 27.4 | 1192 | 15.1 | 3381 | 42.9 | 1153 | 14.6 | 7890 |

Costs

| Healthcare | $36,567 | 10.7 | $30,090 | 8.8 | $19,406 | 45.4 | $12,038 | 35.2 | $17,114 |
| Medical | $28,652 | 11.3 | $23,081 | 9.1 | $14,173 | 44.8 | $8825 | 34.8 | $12,669 |
| Pharmacy | $7915 | 8.9 | $7009 | 7.9 | $5233 | 47.1 | $3213 | 36.1 | $4446 |
hypoglycemia model performed comparably to other machine learning models applied in a similar, but more homogeneous cohort [18]. In addition, we determined that significant healthcare resource utilization was densely concentrated among patients with the highest risk of hypoglycemia, providing an estimate for the utility of our models if deployed in real-world patient populations.

Previous Value-Based Analyses

Historically, clinical trials and cost-effectiveness research have been the primary sources of evidence supporting value-based contracts. However, the former often fails to capture real-world scenarios involving patients outside strict control of the trial, as well as information on healthcare resource utilization and cost; while the latter (in the form of quality-adjusted life years (QALYs), incremental cost-effectiveness ratios (ICERs), etc.) often fails to capture important details of the individual patient experience [19]. This study offers an alternative solution, by leveraging predictive models applied to real-world data to (1) target interventions or risk-sharing strategies towards patients on the basis of identified adverse and/or protective factors of outcomes; or (2) target interventions or risk-sharing strategies towards patients on the basis of model predictions directly.

Utility of “Top Predictors” Selected by Model

Among variables most frequently selected by models across the ensemble, several are well established in previous literature. Notably, patients who indexed on insulin prescriptions (2.84, 2.79–3.03) and sulfonylurea prescriptions (1.80, 1.75–1.81) had increased risk of hypoglycemia, whereas patients who indexed on biguanide prescriptions (0.75, 0.74–0.75) had reduced risk. This is consistent with use of insulin being the prime cause of hypoglycemia, and sulfonylureas being a known cause, most frequently in combination with other medications. Likewise, pre-index hypoglycemia was an
expected risk factor for hypoglycemia (25.61, 23.55–25.61), given that patients in this study were prevalent diabetics taking antidiabetic medications where recurrent hypoglycemia is common.

Apart from antidiabetic medications, furosemide prescriptions (1.29, 1.29–1.30) were highly predictive and positively associated with hypoglycemic events and may merit further study. In particular, the association of furosemide with other conditions which are indicative of more serious diabetes could suggest an epiphenomenon, or the potential impact of kidney disease on drug metabolism.

Other risk factors frequently selected by the hypoglycemia models were more specific to healthcare administration data, including Medicare plan type (vs. Commercial 1.32, 1.32–1.35), and Southern (vs. Midwest 1.39, 1.38–1.40) and Western (vs. Midwest 1.12, 1.12–1.12) regions. In addition to having the highest prevalence of diabetes in the USA, health in the South is generally worse and associated with critical risk factors including obesity and sedentary lifestyle [20]. In these models, region may proxy for these risk factors, which are not captured in claims data. Alternatively, these variables may also reflect differences in healthcare administration, or access to care across the USA and may be particularly important for rollout of a value-based contract on a national scale.

Model Accuracy and Ensembling

An important aspect of predictive models is their ability to perform accurately in diverse patient populations. Model ensembling is an attractive solution to the problem of overfitting on a single data set, and in some cases can be invaluable for practitioners seeking to deploy models across multiple healthcare entities—a likely case in the US marketplace. For example, an interaction between “low-income subsidy status” and “product type: health maintenance organization (HMO)” was in 7 of 128 models in the full T2D-related inpatient admissions ensemble, implying this relationship was captured by a different set of variables in the remaining 121 models. Therefore, if the model was applied to data sets where this variable did not exist, its performance would not be significantly altered.

Diverse Outcomes for Value-Based Contracting

A diverse set of outcomes were explored in this study in order to capture both the clinical and economic impact of T2D. Each model, representing a distinct outcome measure, contains a set of variables that REFS determined were most predictive of the associated outcome. Importantly, many of these predictors co-occur across different outcome models. Patients with high baseline HbA1c levels, for example, were less likely to hit their HbA1c target thresholds, but more likely to experience significant changes in their HbA1c and be persistent to their antidiabetic prescriptions.

Similar conclusions can be drawn from the concentration of observed outcomes within predicted risk categories of different models. In particular, patients in the top percentiles of hypoglycemia risk also constitute large proportions of other adverse clinical and economic outcomes. This may be a particularly useful result to health policymakers requiring simpler risk-adjustment schema; that is, targeting patients for preventive interventions in T2D can be done effectively through a single outcome measure (e.g., hypoglycemia) rather than attempting to solve a complex optimization problem across multiple outcomes. Furthermore, as value-based contracts must ultimately be adopted by patients and physicians to be successful, they should necessarily present clear clinical advantages and objective outcome measures, respectively [5].

Limitations

One limitation of this study related to sample selection. The HbA1c target attainment outcome required at least one post-index laboratory measurement for HbA1c in addition to inclusion/exclusion criteria listed above. The change from baseline HbA1c outcome similarly
required both pre- and post-index laboratory measurements for HbA1c, and additionally that patients’ pre-index HbA1c level was at least 8%. As such, models built for these outcomes have slightly different study populations and should be interpreted accordingly.

A second limitation of this study relates a fundamental aspect of predictive modeling; specifically, it cannot answer questions of a causal nature. This is especially true for administrative claims data, where medications, diagnoses, procedures, laboratory tests, etc. are heavily confounded by a variety of factors, notably:

- Access to healthcare—proximity to medical facilities, cultural obstacles related to treatment, educational and socioeconomic status
- Bias on the part of the physician—past experiences with a particular treatment, history with a particular patient
- Patients’ underlying disease severity (i.e., confounding by indication)
- Non-random treatment assignment for novel therapies (i.e., channeling bias) [21]
- Healthy adherer bias [22].

In the context of this study, antidiabetic prescriptions (such as insulin) can be stronger predictors of patients’ underlying T2D severity than T2D diagnosis codes extracted from medical claims, as they represent a decision made on behalf of the provider to intensify treatment of the patient’s T2D. Likewise, missing laboratory values can often be proxies for healthy patients, as they potentially represent a decision by the provider not to order the laboratory test given the patient’s current disease status. For example, “glucose (missing test)” was negatively associated with hypoglycemia (0.40, 0.40–0.40). Indeed, in some cases these proxies may be effective controls for unmeasured confounding [23]. Nevertheless, these variables serve to build highly predictive models whose output can be valuable despite confounding.

CONCLUSIONS

Machine learning models built with real-world data can be informative tools for the development of value-based contracts. The models developed in this study accurately identified patients at risk of critical clinical outcomes, including hypoglycemia, while uncovering the primary risk factors of those outcomes in a real-world setting. The ability of Bayesian network models to extract and perform inference in high-dimensional data is essential for guiding clinical practice, where “black box” technology is untrustworthy and holistic approaches are merited. This study also demonstrated the potential economic impact of deploying machine learning models in practice by quantifying resource use and costs in patients with the highest predicted risk of hypoglycemia.

Indeed, targeted interventions towards high-risk patients may additionally benefit economic outcomes relevant to key stakeholders in competitive therapeutic areas like diabetes. As the healthcare industry moves toward value-based care reimbursement models, it becomes critical for pharmaceutical companies to work effectively with health plans by providing key insights into optimal treatment intervention strategies for members at risk of poor clinical and economic outcomes.
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