Analysis of dimensional accuracy for micro-milled areal material measures with kinematic simulation
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Abstract

The calibration of areal surface topography measuring instruments is of high relevance to estimate the measurement uncertainty and to guarantee the traceability of the measurement results. Calibration structures for optical measuring instruments must be sufficiently small to determine the limits of the instruments.

Besides other methods, micro-milling is a suitable process for manufacturing areal material measures. For the manufacturing by micro-milling with ball end mills, the tool radius (effective cutter radius) is the corresponding limiting factor: if the tool radius is too large to penetrate the concave profile details without removing the surrounding material, deviations from the target geometry will occur. These deviations can be detected and excluded before experimental manufacturing with the aid of a kinematic simulation.

In this study, a kinematic simulation model for the prediction of the dimensional accuracy of micro-milled areal material measures is developed and validated. Subsequently, a radius study is conducted to determine how the tool radius $r$ of the tool influences the dimensional accuracy of an areal crossed sinusoidal (ACS) geometry according to ISO 25178-70 [1] with a defined amplitude $d$ and period length $p$. The resulting theoretical surface texture parameters are evaluated and compared to the target values. It was shown that the surface texture parameters deviate from the nominal values depending on the effective cutter radius used. Based on the results of the study, it can be determined with which effective tool radius the measurands $S_a$ and $S_q$ of the material measures are best met. The ideal effective radius for the application considered is between 50 and 75 μm.
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Nomenclature

| Symbol | Description |
|--------|-------------|
| $d$    | Amplitude for chosen geometries (ACS, PPS according to ISO 25178-70 [1]) |
| $D$    | Tool path discretization |
| $f_t$  | Feed per tooth |
| $K_{n1}$ | Maximum normal curvature of the target geometry respectively profile |
| $L$    | Distance between two tool parts |
| $\lambda_c, \lambda_s$ | Filter nesting indices |
| $n$    | Rotational speed |
| $p$    | Period length for chosen geometries (ACS, PPS according to ISO 25178-70 [1]) |
| $PPS$  | Profile periodic sinusoidal according to ISO 25178-70 [1] |
| $S_a$  | Arithmetic mean height |
| $S_{a05-25}$ | Arithmetic mean height after filtering with $\lambda_c = 25$ μm and $\lambda_s = 5$ μm |
| $S_{a80}$ | Arithmetic mean height after filtering with $\lambda_c = 80$ μm |
| $S_q$  | Root mean square height |
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### 1 Introduction and state of the art

In order to estimate the uncertainty of measurement and to guarantee the traceability of the measurement results, optical surface topography measuring instruments are calibrated. The lateral resolution of optical surface topography measuring instruments is in the micrometer range, and the resolution of the vertical axis is in the nanometer range. Therefore, the structures used for calibration must be sufficiently small.

In ISO 25178-70 [1], areal material measures for the calibration of optical surface topography measuring instruments are standardized. However, no manufacturing process is suggested for realizing the structures [1].

According to Cheng and Dehong, micro-milling is a suitable process for the manufacturing of structures in the micrometer range [3]. Brinksmeier stated that especially micro-milling with ball end mills allows the manufacturing of small structures with convex or concave structural details or freeform surfaces [4]. Initial feasibility studies of Nemoto et al. have shown that micro-milling with ball end mills is also suitable for manufacturing of areal material measures [5]. Leach et al. also manufactured material measures by micro-milling [6]: the focus of their research was on reducing costs through replication.

In experimental studies of ball-end milling by the authors, the process parameters were systematically investigated and selected in such a way that areal material measures can be manufactured with very high repeatability [7, 8].

For the manufactured topographies, it is however a challenging task to estimate which deviations from the target geometry are caused by kinematic effects and which deviations are related to other influences (e.g., material properties, chosen cutting parameters, or statistical or systematic errors during manufacturing). Simulation tools allow the kinematic effects to be considered precisely and isolated from other effects. In micro-machining, different effects (material separation, kinematic effects, effects due to environmental influences such as vibrations or temperature fluctuations, etc.) overlap the kinematic effects and cause roughness variations in a very similar order of magnitude. For experimental topographies, there are deviations associated with the measuring instrument and its interaction with the workpiece in the measured topographies. Also, relevant microstructural features that cannot be resolved with conventional surface topography measuring instruments may occur. Thus, an experimental determination of the corresponding microstructures is challenging or even impossible.

According to Arrazola et al., the dimensional accuracy of a manufactured structure is one of the possible outputs of a machining simulation [9]. These are particularly useful when analytical models cannot be applied. This is the case when irregular material measures are to be manufactured by micro-milling, which are based on real component surfaces. There are novel investigations by the authors on the manufacturing of areal material measures based on real component surfaces that represent irregular surface structures and allow a holistic performance verification of the measuring instrument [10]. For these structures, analytical estimations regarding the suitability of the micro-milling tool size for the manufacturing of the structures are not useful.

By now, the manufacturing feasibility of the examined structures is determined with the aid of areal morphological filtering. Also for ultraprecision (UP) turning of profile calibration artifacts, Eifler confirmed that the size of the tool (corner radius and tool included angle) determines the minimum structural size of the manufactured profile details [11] (see Figure 1).

Morphological filtering was also already used by Weckenmann et al. [12] and Krüger-Sehm et al. [13] for the design of calibration standards, however, features the disadvantage that the direction of the manufacturing process is not taken into account. The tool path is not considered during the filtering operation. The influence of the kinematics of the machining process is neglected.

Even without a complete implementation of a morphological filter but based on a comparison between the curvature of the surface to be manufactured and the curvature of the tool, it is possible to predict whether the target geometry can be produced with the respective tool (see Figure 1). Choi and Jerard described this relationship analytically [14] with the following formula:

\[
K_{n1} > \frac{1}{r}
\]  

(1)

where \(K_{n1}\) is the maximum normal curvature of the target geometry, and \(r\) is the effective tool radius of the ball end milling tool. However, this model reaches its limits when surfaces are considered which cannot be easily described analytically. In addition, the feed path is not considered in this formula either.
In the field of manufacturing technology, kinematic simulations are used to simulate the relative motion of the tool and workpiece. The engagement of the tool and workpiece is determined in discrete time steps, and the resulting shape of the manufactured workpiece is calculated. This method includes the motion information of the tool path. Some of the authors carried out kinematic simulations especially for ball-end milling [15]: the areal surface topography was predicted for ball-end milling based on the results. In many other investigations, in which different simulation environments were used, the resulting kinematic roughness by the milling tool was also investigated. For example, Tapoglou and Antoniadis modeled the resulting roughness of the workpiece surface using the exact geometry of the cutting tool [16]. Their simulation was embedded in a commercial CAD environment. Also, Wojciechowski et al. [17], Zhang et al. [18], and Pimenov et al. [19] investigated the surface quality during milling in the macroscopic range (tool radius \( r \gg 1 \text{ mm} \)): The influence of the tool displacement [17], the influence of the corner radius and tool diameter [18], or the effect of the relative position between workpiece and tool [19] was investigated. Based on experimental validation tests, it was shown that kinematic simulations can be used to predict process results.

The numerous procedures for investigating the kinematic influence that exist for conventional milling cannot be applied directly to micro-milling. The simulation must be adapted to the special aspects of micro-machining. Kinematic simulations in the field of micro milling already exist in the literature, but there is still a great need for research in this area [20]. The influences on the kinematic roughness by the inclination angle [20] and the cutting parameters [21] have already been investigated in simulations. All these studies on milling (both
conventional milling and micro-milling) have in common that they do not investigate the influence of the effective cutter radius on the dimensional accuracy of the manufactured structures. There is a particular need for research at this point. Especially for the design of calibration standards, this open research gap must be considered.

In the field of ultra-precision machining, dimensional accuracy studies do exist. However, these focus on kinematics of the machine tool used [22] or tool de-centering [23] and the selection of the feed path [24]. Form deviations caused by the tool geometry are not considered. Accordingly, these studies cannot be transferred to the application case of micro-milling.

In general, however, based on this state of the art, the performance of a kinematic simulation seems to be suitable for the investigation in this application case.

In a kinematic simulation, the workpiece is spatially discretized. According to Antoniadis et al., the choice of discretization strongly influences the efficiency of the simulation [25].

The workpiece model used in the study by Denkena et al. is the dexel model [31] (see Figure 2a). There are several different names for the discrete surface representations, which were listed by Choi and Jerard: e.g., “dexel, z-buffers, z-maps or surface point sets” [14]. The word dexel consists of the two compound words “depth” and “pixel” according to Niebuhr [26]. Another definition of the word dexel is “depth element” according to van Hook [27] or “discrete points” which are aligned over a regular grid according to Börner et al. [28]. Besides the dexel model, Denkena and Tönshoff listed several other discretization models for the workpiece’s geometry, such as the voxel model or the polyhedron model [29]. Lee named the decisive advantage of the dexel model with regard to other models [30]: the cutting operations do not have to be calculated in three dimensions, but only as a one-dimensional intersection of the tool with the respective dexel (see Figure 2c).

In addition to the workpiece, the tool must also be modeled for the simulation. In most applications with rotating tools, it is sufficient to consider the body of the tool resulting from the rotation (envelope curve) according to Denkena and Tönshoff [29] (see Figure 2b). According to Börner et al., this simplified model is often used for the determination of cutting forces, temperature, or collision calculation [28].

Our study examines the kinematically induced deviations caused by the effective tool radius (resulting radius for rotating tool; definition according to [2]) during the manufacturing of areal material measures with the aid of kinematic simulations that use the Dexel method and consider the path of the tool. The aim of this study is not only to find out at which effective cutter radius the structure can no longer be manufactured correctly but also to determine which deviations occur quantitatively in the respective structure and how the corresponding surface texture parameters change. With this information, the tool radius of the milling tool is already taken into account in the design process by determining possible deviations that are caused otherwise. In the future, only those calibration structures are to be manufactured which do not show any deviations from the target geometry due to the size of the tool radius used. For benchmarking, the experimental results are described in Section 2. Before Section 3 describes the simulation model.

2 Experimental investigation

The experimental investigations were previously described in [32]. To present an overview of the experimental tests and the resulting requirements for the kinematic simulation, this section summarizes the experimental setup and results.

2.1 Experimental setup

The tests were carried out on the LT Ultra machine tool MMC 600H. The tested tool $T_{exp}$ is made of monocrystalline diamond and is a single-edged tool (see Figure 3). It has an effective cutter radius of $r_{exp} = 100 \mu m$ and a cutting edge radius $<< 1 \mu m$ which is not measurable with optical measuring instruments and therefore estimated based on scanning electron microscope images. A tool with a simple geometry (see Figure 3) was selected for the experiments, so that it can be easily simulated by its envelope curve for the kinematic simulation.

The following cutting parameters were used to machine brass CuZn39Pb3 in the experimental investigations (see Table 1).

With these constant cutting parameters, four different material measures according to ISO 25178-70 [1] were manufactured (see Figure 4a). The geometries with sinusoidal structures (ACS, PPS, and PPS rotated) have a period length of $p = 200 \mu m$ and amplitude of $d = 10 \mu m$. The different geometries were chosen to be able to investigate different engagement conditions of the tool. The local cutting depth and local gradient of the surface vary for the chosen geometries.

A tilt angle $A$ was set to avoid a cutting speed of zero. The contact point between the tool and the workpiece depends on the tilt angle $A$ and is in a distance $r^*$ to the tool axis (see Figure 4b). The influence of the tilt angle on the dimensional accuracy and roughness of the manufactured geometries was investigated in the experimental study [32] for nine different tilt angles ($A1 = 20 ^\circ , A2 = 25 ^\circ , A3 = 30 ^\circ , \ldots , A9 = 60 ^\circ$).

---

1 Naming of specific manufactures is done solely for the sake of completeness and does not necessarily imply an endorsement of the named companies nor that the products are necessarily the best for the purpose.
The geometries were all manufactured with a meander-shaped tool path (alternating tool movement in up and down milling) (see Figure 4c).

### 2.2 Measurement and evaluation for experimental investigation

For the evaluation of four measurements of each manufactured material, measures were performed with a confocal microscope featuring a 20× magnification and a numerical aperture (NA) of 0.6. After the extraction of a central evaluation area for each measurement, standardized areal surface texture parameters $S_a$, $S_q$ were determined as described in ISO 25178-2 [33]. Additionally, a bandwidth limitation according to [32] was applied to evaluate the extent of short wavelengths roughness. In doing so, the two filtering settings with the nesting indices

i) $l_s = 5 \, \mu m$ and $l_c = 25 \, \mu m$ and

ii) $l_c = 80 \, \mu m$

were applied. Subsequently, the corresponding areal surface texture parameters of the bandwidth-limited surface topographies $S_{a05-25}$, $S_{q05-25}$, $S_{a80}$, and $S_{q80}$ were determined.

### 2.3 Results of experimental investigation

The experimental results that will be compared to the simulation results in this paper are given in Table 2. In the table, the maximum value (max) and the minimum value (min) as well as the mean value (mean) over all tested tilt angles for the measured areal surface texture parameters are given for the respective geometries. In the experimental investigations, it can be shown that the resulting surface topographies are influenced by the selection of the tilt angle (see Figure 5).

### 3 Simulation

A new simulation model was built, time optimized, validated, and applied.

#### 3.1 Model design

The simulation was performed using IFW CutS, a kinematic simulation software developed at the Institute of Production Engineering and Machine Tools Hannover. Within this study, only the kinematic deviations resulting from the tool radius (effective cutter radius) were investigated by applying an envelope curve model for the tool. Using the simplified geometry of the tool reduces the necessary discretization density of the model. The envelope curve model also has the advantage that it is not necessary to define a rotation axis as well as a rotation movement for the tool, as the shape which results by the rotation is already simulated. This again reduces the simulation time.

When investigating the influence of the tool radius (effective cutter radius) on the manufactured geometry, the following general behavior is expected depending on the radius size:

1. For very small tool radii ($2r << p$, with $p =$ period length of the sinusoidal structures):
   i) The target geometry of the material measure is imaged very well (high dimensional accuracy)
   ii) The short-wavelength roughness* (due to the individual tool paths) in $x_M$-direction is higher than for larger tool...
diameters for a constant distance between two tool paths $L$ (see Figure 6)

(2) For larger tool radii ($2\cdot r \sim p$):

i) Deviations from the target geometry occur (reduced dimensional accuracy)

ii) The short-wavelength roughness* in $x_M$-direction is smaller for a constant distance between two tool paths $L$ than with very small tool diameters (see Figure 6)

*The described short-wavelength roughness results from the adjacent individual tool paths in $x_M$-direction. Analytical calculation formulas for the roughness resulting from the distance between two tool paths and the effective cutter radius exist, for example, according to Hock [34].

The simulated short-wavelength roughness in feed direction $y$ of the individual paths does not correspond to the predictions for the experimental model due to the choice of the tool model: The real geometry of the tool was not simulated, but its envelope was used for the simulation. The predicted kinematic roughness in $y$-direction results from the rotational and translational motion of the cutting edge. In the simulation, however, only the envelope curve is simulated, which only moves translatory. However, the influence of the kinematic roughness caused by the real movement of the cutting edge on the resulting dimensional accuracy is negligibly small if small feeds per tooth for tool radii which are very large in relation thereto are used. In the experiments a feed per tooth $f_t = 0.25 \mu m$ is set (see, e.g., [32]) and a tool with an effective cutter radius of $r1 = 100 \mu m$ is used. According to Hock, the theoretical roughness $R_z$ can be estimated [34]:

$$R_z \approx \frac{r - \sqrt{4 \cdot f_t^2 - f_t^4}}{4}.$$  \hspace{1cm} (2)

This equation is an approximation and is only valid for planar surfaces. If curved surfaces are considered, further effects, which were described for example by Choi and Jerard, must be considered [21]. For this study, however, formula (2)
is only used to determine an order of magnitude for the kinematic roughness in the feed direction.

For a tool with a radius of $r = 100 \ \mu m$ and a feed per tooth of $f_t = 0.25 \ \mu m$, the theoretical roughness in the middle of the milled slot is $R_z = 0.078 \ \text{nm}$. Therefore, the mentioned adjustments are acceptable in the simulation.

In micro-milling, the size of the tool diameter is limited due to the material properties of the cutting tool material and due to the technical limits in tool manufacture. However, the structures of the target geometries for the areal material measures should be as small as possible. Therefore, the case for larger tool diameters ($2r \sim p$) is of interest when designing the
dataset for the manufacturing of areal material measures by micro-milling.

The tool’s geometry based on the envelope curve was constructed in Siemens NX and afterwards imported into CutS as an STL file (angular tolerance: 1 °, edge tolerance 0.0025 mm, see Figure 7).

The relative movement between the tool and the workpiece was implemented via the G-Code which was also used for the experimental manufacturing of the material measures. The distance between two tool paths (meander-shaped tool path, see Figure 4c) is \( L = 4 \, \mu m \) and the discretization in \( y \)-direction along a tool path is \( D = 0.8 \, \mu m \).

The workpiece was discretized with a dixel model. The following discretization for the dixel model was calculated in the first step:

- in \( x_M \)-direction:

\[
\Delta x_M = x_{M, \text{min}}
\]

\[
N_{x_M} = \frac{B}{\Delta x_M}
\]

- in \( y \)-direction:

\[
\Delta y = y_{\text{min}}
\]

\[
N_y = \frac{B_y}{\Delta y}
\]

\( \Delta x_M \) or \( \Delta y \) is the spacing between two dixels in \( x_M \)- or \( y \)-direction. \( N \) is the number of dixels, and \( B \) is the width of the entire geometry in the respective direction. \( x_{M, \text{min}} \) or \( y_{\text{min}} \) is the minimum distance between two points in the respective direction in the G-Code used for the generation of the material measures.

Only the dixels that are touched by the tool at the end of a simulation time step are cut by the tool in the simulation. The feed rate must be adjusted in the simulation so that the tool only moves one dixel per simulation time step. The feed rate \( v_{f,sim} \) was adapted to the minimum discretization in \( x \)-direction of the G-Code:

\[
v_{f,sim} = \frac{B}{N_{x_M} \cdot t_s}
\]

with \( t_s \) as time of a simulation step. This calculation of the simulative feed rate guarantees that each point of the G-Code (to which a dixel is assigned based on the previous calculation) is reached by the tool, and the boolean dixel operation is performed. The calculation of the simulative feed rate thus ensures that the same points are reached as in the experimental investigation. Since the simulated motion for the envelope curve of the tool is a purely translational motion and effects of superposition of the rotational and translational motion of the cutting edge is not considered in this simulation. It is irrelevant for the simulation results that the feed rate in the simulation deviates from the feed rate from the experimental investigation. It is only important that the same points are imaged by the tool in both cases (simulative and experimental). The machine tool performs a linear interpolation between two successive points during the experimental investigations. In the simulation, the tool is set to the specific position at the end of each timestep. There is no interpolation because no sweep volume was calculated in this work. The sweep volume has not been calculated because the distance between the dixels is so small in relation to the size of the effective cutter radius of the tool that the resulting deviation is negligible. The mesh size and the resulting feed rate for the G-Code used, calculated based on the equations described, are shown in Figure 8 (first model). When calculating the number of dixels in \( x_M \)-direction, there is one special feature of the G-Code to consider: the point spacing in the G-Code is not equidistant in this direction. This stems from the fact that the distance in \( y \)-direction was kept equidistantly \( (D = 0.8 \, \mu m) \) and the
resulting $z_{Fr}$ and $x_{Fr}$-values were calculated at this point. Due to the sinusoidal structure, the distances in $z_{Fr}$- and $x_{Fr}$-direction are not equidistant. Two different dexel discretizations were therefore calculated in $x_{Fr}$-direction for the workpiece model (see Figure 8):

1. A discretization that is based on the average distance of all occurring distances in the $x_{Fr}$-direction ($x_{M,min,1} = 0.02218 \, \mu m$)
2. A discretization that results from the minimum distance from the G-code in $x_{Fr}$-direction ($x_{M,min,2} = 0.00013536 \, \mu m$)

The computing time was calculated based on a reference model for the simulation, under the assumption that the computing time for an increasing dexel number and reduction of the simulative feed rate increases linearly. As for both theoretically calculated meshes (see Figure 8, first model) and the adapted simulative feed rates a calculation time of several years would result for a common desktop PC, the discretization of the dexel mesh and the simulation feed rate $v_{f, sim}$ were adjusted with the following modifications (see Figure 8):

1. Only 1.5-period lengths of the periodic structures in both lateral directions were machined in the simulation. Although one-period length would be sufficient, the machined section was enlarged to 1.5 period lengths in the simulation as end effects occur which have to be cut out
2. In $x_{Fr}$-direction, the minimum spacing of 0.1 $\mu m$ was taken into account, since the lateral spacing of topography measuring instruments is usually larger. When comparing the experimentally and simulating determined

| Tool radius ($\mu m$) | Dexel mesh ($x_M \times y$) | Simulation feed rate (mm/min) | $S_a$ ($\mu m$) | $S_q$ ($\mu m$) | Computing time (h) |
|----------------------|-----------------------------|-------------------------------|----------------|----------------|-------------------|
| 50                   | 40 000 $\times$ 450         | 0.4                           | 2.022          | 2.484          | 24                |
| 50                   | 3188 $\times$ 450           | 0.06                          | 2.022          | 2.484          | 36                |
| 50                   | 3188 $\times$ 450           | 0.4                           | 2.022          | 2.484          | 2.5               |

Table 3: Surface texture parameters for different mesh sizes and feed rates.
datasets, wavelength smaller $< 0.1 \mu\text{m}$ could not be taken into account because they could not be measured for the experimentally manufactures samples. Thus, $\Delta x_M$ was set to 0.1 $\mu\text{m}$ for the new adapted mesh. 

(3) The main cutting movement is in the $y$-direction, and the simulation feed rate $v_{f,sim}$ has been adapted to the discretization in $y$-direction to $v_{f,sim} = 0.4 \text{ mm/min}$:

$$v_{f,sim,y} = \frac{B_y}{N_y \cdot t_s} = 0.4 \text{ mm/min}$$  \hspace{1cm} (8)

In a verification study, it was examined whether the adjustments made to reduce the computing time are permissible (see Table 3). The adjusted model cannot be compared with the first model because the first model requires a theoretical computing time of several years. Therefore, starting from the adjusted model, a model with a smaller discretization in $x_M$-direction and a model with a smaller simulative feed rate was selected. The next finer dexel mesh (smaller dexel discretisation) starting from the adjusted model was considered for two different cases ($x_{M,min}$: 14,371 dexels and for $x_{M,min}$: 2,354,890 dexels). Therefore, the maximum possible number of dexels in $x_M$-direction that the used computer could calculate (for constant dexel number of 450 dexels in $y$-direction) was selected: 40,000 dexels in $x_M$-direction.

Additionally, the next lower simulative feed rate of 0.06 mm/min was used as slower feed rate.

The evaluation of the parameters $S_a$ and $S_q$ was identical to the evaluation of the experimental results (see Section 3.2). The considered surface texture parameter values were identical for all mesh-feed combinations down to the nanometer range (see Table 3). The adjustments for the simulation model are therefore valid.

### 3.2 Validation

In the next step, the simulation model was validated by a comparison of the simulated data with the experimental data.

In the simulation, the deepest point of the ball end mill (point on the rotation axis) was used as contact point (see Figure 9). This point was defined because otherwise a new calculation of the contact point would always have to be carried out at the beginning of the simulation for different tilt angles and tool diameters. In order to eliminate this potential source of error at the beginning of the simulation, the contact point was defined in a standardized way.

In the experiment, the distance between tool and workpiece is gradually reduced until a chip is visible in the microscope camera for process monitoring. If the first chip is detected, this position in $z$-direction is defined as zero point.

The dimensional accuracy of the experimentally manufactured and simulated geometry is identical as long as the tool is only in contact with its radius but not with its shaft (see Figures 10 and 11). Depending on the position of the contact point, the profiles of the simulated geometry and experimentally manufactured geometry are only shifted against each other as only the radius of the tool is engaged. The displacement takes place in $z_M$ and $y$, respectively, $x_M$-direction. In the application case considered, this means that the simulated profile lies deeper below the workpiece surface: The cutting depth is greater. Since no material properties are taken into account in the simulation, this fact is irrelevant.

Thus, it was checked whether the tool gets in contact with its shaft at the tilt angles set in the experiment for the tested geometries. When the tool is engaged with its shaft, the total angle of inclination (local gradient angle of the geometry plus tilt angle) between the tool and the workpiece must be larger than 90° (see Figure 11).

The angle of the local gradient of the sinusoidal structures (ACS, PPS, and PPS rotated) amounts to a maximum of 8.93° for the manufactured sinusoidal geometries. The local gradient for the AFL geometry is constant at 0°. The total angle of inclination is thus 68.93° for the sinusoidal structures and 60° for the AFL geometry at the maximum examined tilt angle of 60°. This means that the shaft is not engaged during the simulation, and the contact point can be relocated to simplify the simulation.

The manufacturing of all datasets from the experimental study (see [32]) was simulated. Analogous to the experimental study, surface texture parameters were derived from the simulated topographies (see Table 4). Since the deviations of the results for the different tilt angles were smaller than one nanometer, only the mean values from all simulations (for the nine different tilt angles) are given. The deviations in the nanometer range at different tilt angles confirm that the tool is only engaged with its ball end for all tested tilt angles.
When compared with the experimental data, the parameters are very close to the mean values of the experimental study (see Figure 12). The absolute differences between the mean values of the experimentally determined surface texture parameters, and the simulatively determined parameters are less than 56 nm (see Figure 12). In percentage, this results in deviations of less than 1.8 % for the sinusoidal structures (see Figure 12). For the AFL geometry, the nominal roughness equals zero, and the percentage deviation is no reasonable evaluation criterion. For this geometry, therefore, only the absolute deviation is considered. The deviations from the experiment can be justified by the fact that in addition to the kinematic effects, other effects, such as the cutting mechanism, also play a role in the experiment. In the simulation, however, only kinematic influences were included. The elastic and plastic deformation of the workpiece material was not taken into account, since a material-independent consideration was carried out within the scope of this study. Nevertheless, such effects have a considerable influence on the dimensional accuracy of the milled surface during the experiments. However, to minimize the influence, an easily machinable material was selected.

Additional deviations occur because of the simplified tool model (envelope curve).

The simulation is validated for further studies based on the very good conformity of the results from the experiment and the simulation.

It is now possible to investigate which kinematically caused deviations from the nominal geometry to occur at which milling tool radii. Thus, it can be determined which tool radii are unsuitable for the manufacturing of the small sinusoidal structures according to ISO 25178-70 [1].

4 Influence of the tool radius

Based on the investigations from Sections 3.1 and 3.2, the following simulation model resulted (see Table 5).

The manufacturing of the ACS geometry ($d = 10 \, \mu m$ and $p = 200 \, \mu m$) was simulated for different tool diameters. The ACS geometry was chosen because it features sinusoidal oscillations in both lateral directions. Thus, the tool diameter influences this sinusoidal structure in two directions with different discretization (distance between two tool paths $L$ in $x_{M}$-direction and discretization along tool path $D$ in $y$-direction).

Tool radii from 5 $\mu m$ to 250 $\mu m$ were tested in the radius study. The evaluated surface texture parameters as well as the corresponding target parameters are given in Table 6, and the
topographies of the simulative manufacturing are pictured in Figure 13.

For very small tool radii \( (r_{\text{sim},1} = 5 \, \mu m) \), the short-wavelength surface texture parameters \( S_{a80}, S_{q80}, S_{a05-25}, \) and \( S_{q05-25} \) are relatively high, as expected (see Figure 6), but the dimensional accuracy of the structure is generally well imaged (see Figure 13). Due to the higher short-wavelength roughness for small tool radii (see Figure 6), however, deviations for the parameters \( S_{a} \) and \( S_{q} \) are present. As the tool radius increases, the short-wavelength roughness initially decreases in \( x_{A_{r}} \)-direction (see Figure 6) and \( S_{a} \) and \( S_{q} \) are better imaged. The target parameter \( S_{a} \) is best met at \( r_{\text{sim},3} = 50 \, \mu m \), and the target parameter \( S_{q} \) is best met at \( r_{\text{sim},4} = 75 \, \mu m \). Nevertheless, deviations in the dimensional accuracy can already be detected in these topographies (see Figure 13). As the radius increases, the deviations from the target geometry become larger and the \( S_{a} \) and \( S_{q} \) values also deviate increasingly. The topographies in Figure 13 clearly show that the valleys

![Diagram](image-url)

**Figure 11** Critical total angle of inclination

---

**Table 4** Surface texture parameters for simulative manufactured geometries \( (r_{\text{sim}} = 100 \, \mu m) \)

| Geom.   | Target values (intended values) | Evaluated parameters for simulated topographies |
|---------|---------------------------------|-----------------------------------------------|
|         | \( S_{a} \) (\( \mu m \)) | \( S_{q} \) (\( \mu m \)) | \( S_{a80} \) (\( \mu m \)) | \( S_{q80} \) (\( \mu m \)) | \( S_{a05-25} \) (\( \mu m \)) | \( S_{q05-25} \) (\( \mu m \)) |
| ACS     | 2.012                           | 2.493                                         | 2.000                          | 2.439                          | 0.431                          | 0.513                          | 0.047                          | 0.056                          |
| PPS     | 3.180                           | 3.534                                         | 3.077                          | 3.452                          | 0.332                          | 0.394                          | 0.033                          | 0.041                          |
| PPS     | 3.163                           | 3.527                                         | 3.080                          | 3.453                          | 0.333                          | 0.392                          | 0.033                          | 0.040                          |
| rotated |                                 |                                               |                                |                                |                                |                                |                                |                                |                                |
| AFL     | 0.000                           | 0.000                                         | 0.005                          | 0.006                          | 0.005                          | 0.006                          | 0.002                          | 0.002                          |
of the topography become more and more circular and that the peaks of the topographies first become square and then star-shaped for increasing radii. To characterize these deviations from the target geometry more precisely, a single profile was examined more closely in a two-dimensional examination. The profile case is easier to implement in Matlab because only a two-dimensional tool (circle) and a profile sinus are simulated. However, CutS is mainly optimized for performing three-dimensional simulations and was therefore used exclusively for three-dimensional simulations in this study. Due to the reduction to 2D, the Matlab simulation runs in a computing time of < 5 min. This means that the profile case can be tested quickly for a large number of tools.

In Matlab, a profile sine structure \((d = 10 \mu m, p = 200 \mu m)\) was imaged with a circle with a variable radius. The circle was placed to all points of the sine structure (lateral shifted with 0.1 \(\mu m\)). The resulting profile, taking the tool diameter into account, was determined. Figure 14 exemplarily shows the resulting profile for a circle with \(r_{sim,1} = 5 \mu m\) and \(r_{sim,7} = 200 \mu m\).

The valleys of the structure become wider and the peaks narrower for large tool diameters \((r_{sim,7})\). The highest point of the peak of the structure can be still imaged by the tool, but the flanks of the peaks are cut. If a zero baseline for the calculation of the surface texture parameters is placed in the resulting profile after simulative manufacturing, this baseline is closer to the minimum profile point than with an ideal profile due to the different geometry of the structure. The peaks are much higher in relation to this zero baseline, but also much narrower (short-wavelength) with regard to the target geometry. The valleys are less deep, but much wider. These observations explain the deviations of the geometries in Figure 13, and the changes of the surface texture parameters as shown in Table 6.

Table 6 Overview simulation model

| Software | CutS (IFW) |
|----------|------------|
| Workpiece model | - Dexe model |
| | - Dexe only in one direction: \(z_{Dp}\)-direction |
| | - Modeled size: 300 \(\mu m\) \(\times\) 300 \(\mu m\) |
| Tool model | - STL file; 65,520 facet |
| | - Modeled in CAD-software Siemens NX⁸ |
| Relative motion (G-Code) | - Same as for experimental studies |
| | - Distance between two tool path \(L = 4 \mu m\) |
| | - Discretization in feed direction: \(D = 0.8 \mu m\) |
| | - Tilt angle: 20⁰ |
| | - 0.4 mm/min |
| | - One dexe per time step |
| Swept volume | - Not calculated; simulative feed-rate was adepted |
Table 6  Surface texture parameters for different tool radii (ACS geometry), simulation results

| Tool radius (μm) | Sa (μm) | Sq (μm) | Sa80 (μm) | Sq80 (μm) | Sa05-25 (μm) | Sq05-25 (μm) |
|------------------|---------|---------|-----------|-----------|--------------|--------------|
| 5                | 2.027   | 2.500   | 0.417     | 0.520     | 0.054        | 0.066        |
| 25               | 2.024   | 2.493   | 0.406     | 0.498     | 0.043        | 0.052        |
| 50               | 2.021   | 2.482   | 0.413     | 0.501     | 0.044        | 0.053        |
| 75               | 2.013   | 2.465   | 0.422     | 0.506     | 0.045        | 0.054        |
| 100              | 2.001   | 2.439   | 0.431     | 0.513     | 0.047        | 0.056        |
| 150              | 1.951   | 2.366   | 0.445     | 0.529     | 0.051        | 0.064        |
| 200              | 1.868   | 2.260   | 0.447     | 0.540     | 0.055        | 0.077        |
| 250              | 1.766   | 2.132   | 0.441     | 0.533     | 0.060        | 0.090        |
| Target           | 2.012   | 2.493   |           |           |              |              |

Figure 13  Topographies of simulatively manufactured geometries with different tool radii

Figure 14  Dimensional accuracy of the simulated structure for different tool radii (simulated in Matlab)
5 Conclusion and outlook

A simulation model for micro-milling of areal material measures with ball end mills was built. The model was simplified to shorten the computing time. The model simplifications presented in this paper can be transferred to other micro-milling processes. They were verified by comparison of the areal surface texture parameters. The simplified model was validated against experimental studies performed in previous work. With the validated model, it is possible to calculate the kinematically caused deviations (due to the tool radius and chosen tool path) from the nominal geometry for the described process. It is also possible to select suitable tool radii for the target geometry. The benefit of this study is that it not only can be checked whether deviations from the target geometry occur but that the resulting topography can be calculated three-dimensionally and evaluated analogously to experimental data.

The developed simulation model can be used for any ball end micro-milling application, where very small structure sizes have to be manufactured with the smallest possible deviations. Compared to the morphological filtering used so far in the design of material measures, the approach described offers considerable advantages: the feed path (surface generation strategy) is taken into account in the model and can be adapted to the parameter settings of the experiment. Thus, the choice of feed path, which can also have a significant influence on dimensional accuracy, is considered.

Because the G-Code, which was also used for the experimental studies, can be imported, the simulation can also be applied to very irregular freeform surfaces, which cannot be easily described analytically. The presented simulation can therefore also be applied to novel material measures based on real component surfaces.

In further studies, the influence of the workpiece material should also be taken into account, because this can also result in deviations from the nominal geometry. Both elastic and plastic deformation of the material should be considered.

Additionally, the influence of the geometry and topography of the cutting edge will also be taken into account to simulate the kinematic roughness.
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