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ABSTRACT

In this article, a new approach to obtain the ridge parameter introduces for the multiple linear regression model suffers from the problem of multicollinearity. Furthermore, we compare the proposed ridge parameter with the other well-known ridge-parameters through ridge estimators evaluated elsewhere in terms of mean squares error (MSE) criterion. Finally, a numerical example and simulation study has been conducted to illustrate the optimality of the proposed ridge parameter.
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1. Introduction

Consider the linear regression model

\[ Y = X\beta + \varepsilon, \]

where \( Y \) is a \( n \times 1 \) random vector of response variables, \( X \) is a known \( n \times p \) matrix with full column rank, \( \varepsilon \) is a \( n \times 1 \) vector of errors with \( \text{E}(\varepsilon) = 0 \) and \( \text{Cov}(\varepsilon) = \sigma^2 I_n \). \( \beta \) is a \( p \times 1 \) vector of unknown regression parameters and \( \sigma^2 \) is the unknown variance parameter. For the sake of convenience, we assume that the matrix \( X \) and response variable \( Y \) are standardized in such a way that \( X'X \) is a non-singular correlation matrix and \( X'Y \) is the correlation between \( X \) and \( Y \). The most common estimator for \( \beta \) is the ordinary least squares estimator

\[ \hat{\beta}_{OLS} = (X'X)^{-1}X'Y \]
Let \( \wedge \) and \( T \) be the matrices of eigen values and eigen vectors of \( X'X' \), respectively, satisfying \( T'X'XT = \wedge = \text{diagonal} (\lambda_1, \lambda_2, \ldots, \lambda_p) \), where \( \lambda_i \) being the \( i \)th eigen value of \( X'X \) and \( TT = TT' = I_p \). We obtain the equivalent model

\[
Y = Z\alpha + \varepsilon ,
\]

where \( Z = X'T \), which implies that \( Z'Z = \wedge \), and \( \alpha = T'\beta \) (Montgomery et al., [25])

Generally, we use the ordinary least squares technique to estimate the regression parameter \( \alpha \) because of its simplicity and easiness of computation.

Then OLS estimator of \( \alpha \) is given by

\[
\hat{\alpha}_{OLS} = (Z'Z)^{-1}Z'Y = \wedge^{-1}Z'Y .
\]

Therefore, OLS estimator of \( \beta \) is given by

\[
\hat{\beta}_{OLS} = T\hat{\alpha}_{OLS}.
\]

However, in some situations the regressors are nearly or perfectly linearly related, the problem of multicollinearity is said to exit and in such cases the usual inference based on such models will become erroneous. Multicollinearity also tends to produce OLS estimates that are unstable and large in absolute values. Ordinary Ridge regression (RR) introduced by Hoerl and Kennard [15] is intended to overcome the problem of multicollinearity by adding a positive constant (or ridge parameter) \( k \), normally lies between 0 and 1, to the diagonal elements of the least square estimator. It is given as:

\[
\hat{\alpha}_{RR} = \left[ I - k(\wedge + kl)^{-1} \right]\hat{\alpha}_{OLS} .
\]

Therefore, RR estimator of \( \beta \) is given by

\[
\hat{\beta}_{RR} = T\hat{\alpha}_{RR} ,
\]

and mean square error of \( \hat{\alpha}_{RR} \) is

\[
\text{MSE} (\hat{\alpha}_{RR}) = \text{Variance} (\hat{\alpha}_{RR}) + [\text{Bias} (\hat{\alpha}_{RR})]^2
\]

\[
= \sigma^2 \sum_{i=1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2} + k^2 \sum_{i=1}^{p} \hat{\lambda}_i^2 / (\lambda_i + k)^2 ,
\]

\[ (5) \]
where, $\hat{a}_i$ is the $i^{th}$ element of $\hat{a}_{OLS}$, $i=1,2,...,p$, $\lambda_i$ is the $i^{th}$ eigen value of $X'X$ and $\hat{\sigma}^2$ is the OLS estimator of $\sigma^2$ i.e. $\hat{\sigma}^2 = (Y'Y - \hat{a}_{OLS}'Z'Y) / (n - p - 1)$.

We observe that, when $k = 0$ in (5), MSE of OLS estimator of $\alpha$ is recovered. Hence

$$\text{MSE} (\hat{a}_{OLS}) = \hat{\sigma}^2 \sum_{i=1}^{p} \frac{1}{\lambda_i},$$

Numerous papers have been written, for estimating the $\alpha$ in the presence of multicollinearity. Some of the selected well known methods used for estimation are listed below.

Since ridge estimators can have a serious bias, Singh and Chaubey [30] introduced the Jackknifed ridge regression (JRR) estimator by using the jackknife procedure to reduce the bias of the generalized ridge regression (GRR) estimator. It is given as:

$$\hat{a}_{JRR} = \left[ I - k^2(\wedge + kI)^{-2} \right] \hat{a}_{OLS},$$

and mean square error of $\hat{a}_{JRR}$ is

$$\text{MSE} \left( \hat{a}_{JRR} \right) = \hat{\sigma}^2 \sum_{i=1}^{p} \frac{(\lambda_i + 2k)^2}{(\lambda_i + k)^4} + k^4 \sum_{i=1}^{p} \frac{\hat{\lambda}_i^2}{(\lambda_i + k)^6}.$$

Batah et al. [4] suggested a new ridge estimator namely Modified Jackknifed ridge regression (MJR) estimator by combining idea of GRR and JRR. They established the MSE superiority over both the GRR and JRR estimators. It is given as:

$$\hat{a}_{MJR} = \left[ I - k^2(\wedge + kI)^{-2} \right] \left[ I - k(\wedge + kI)^{-1} \right] \hat{a}_{OLS}.$$

Also, mean square error of $\hat{a}_{MJR}$ is

$$\text{MSE} \left( \hat{a}_{MJR} \right) = \hat{\sigma}^2 \sum_{i=1}^{p} \frac{\lambda_i(\lambda_i + 2k)^2}{(\lambda_i + k)^6} + k^2 \sum_{i=1}^{p} \frac{[\lambda_i + k]^2 + k\lambda_i^2}{(\lambda_i + k)^6} \hat{\lambda}_i^2.$$

Recently, Fallah and Salam, [7] introduce an alternative shrinkage estimator, called modified unbiased ridge (MUR) estimator. This estimator is obtained from Unbiased Ridge Regression (URR), and stated that the MUR estimator is more efficient and more reliable than OLS, RR, and URR estimators based on Matrix Mean Squared Error (MMSE). It is given as:

$$\hat{a}_{MUR} = \left[ I - k(\wedge + kI)^{-1} \right] (\wedge + kI)^{-1} (Z'Y + kJ),$$

$$\text{MSE} \left( \hat{a}_{MUR} \right) = \hat{\sigma}^2 \left[ I - k(\wedge + kI)^{-1} \right] (\wedge + kI)^{-1} [Z'Y + kJ].$$
where \( J = \sum_{i=1}^{p} \hat{\alpha}_{iOLS} / p \) and mean square error of \( \hat{\alpha}_{MUR} \) is

\[
\text{MSE} (\hat{\alpha}_{MUR}) = \hat{\sigma}^2 \sum_{i=1}^{p} \frac{\lambda_i^2}{(\lambda_i + k)^3} + k^2 \sum_{i=1}^{p} \frac{(\lambda_i + k)\hat{\alpha}_i^2}{(\lambda_i + k)^3}.
\]

Much of the discussions on ridge regression concern the problem of finding good empirical value of \( k \). Many different techniques for estimating \( k \) have been proposed or suggested by various researchers. To mention a few, Hoerl and Kennard [15], Hoerl et al. [16], McDonald and Galarneau [24], Hocking et al. [14], Lawless and Wang [20], Kibria [18], Dempster et al. [5], Gunst and Mason [11], Wichern and Churchill [33], Hemmerle and Brantle [13], Lawless [21], Golub et al. [9], Gibbons [8], Nordberg [28], Saleh and Kibria [29], Haq and Kibria [12], Singh and Tracy [31], Wencheko [32], Kibria [19], Khalaf and Shukur [17], Zhang and Ibrahim [32], Alkhamisi et al. [3], Alkhamisi Shukur [2], Mardikyan and Cetin [23], Batah et al. [4], Muniz and Kibria [26], Mansson et al. [22], Dorugade and Kashid [6], Al-Hassan [1] and very recently, Muniz et al. [27] among others.

Some of the well known methods for choosing ridge parameter value are listed below.

(1) \( k_1 = \frac{p\hat{\sigma}^2}{\hat{\alpha}\hat{\alpha}} \) (Hoerl, Kennard and Baldwin, [16])

(2) \( k_2 = \frac{p\hat{\sigma}^2}{\sum_{i=1}^{p} \lambda_i\hat{\alpha}_i^2} \) (Lawless and Wang, [20])

(3) \( k_3 = (\lambda_{\max} \hat{\sigma}^2) / ((n-p-1)\hat{\sigma}^2 + \lambda_{\max} \hat{\alpha}_{\max}^2) \) (Khalaf and Shukur, [17])

where, \( \lambda_{\max} = \max(\lambda_i) \) and \( \hat{\alpha}_{\max} = \max(\hat{\alpha}_i) \).

(4) \( k_4 = \max \left( 0, \frac{p\hat{\sigma}^2}{\hat{\alpha}\hat{\alpha}} - \frac{1}{n(VIF)_{\max}} \right) \) (Dorugade and Kashid, [6])

where \( VIF_j = \frac{1}{1-R_j^2} \) \( j = 1, 2, \ldots, p \) is variance inflation factor of \( j^{\text{th}} \) regressor.

(5) \( k_5 = \hat{\sigma}^2 \sum_{i=1}^{p} (\lambda_i \hat{\alpha}_i^2) \left( \sum_{i=1}^{p} (\lambda_i \hat{\alpha}_i^2) \right)^2 \) (Hocking et al., [14])
On Comparison of Some Ridge Parameters in Ridge Regression

(6) \[ k_6 = \left[ \frac{\hat{\sigma}^2 \lambda_{\text{max}} \sum_{i=1}^{p} (\hat{a}_i^2)}{\sum_{i=1}^{p} (\hat{a}_i^2)^2} \right] \left/ \lambda_{\text{max}} \sum_{i=1}^{p} (\hat{a}_i^2) \right. \]  
\hspace{1cm} \text{(Al- Hassan, [1])} \quad (14)

(7) \[ k_7 = p \hat{\sigma}^2 \left/ \sum_{i=1}^{p} \left\{ \hat{\alpha}_i^2 / \left[ \left( \hat{\alpha}_i^4 \lambda_i^2 / \hat{\sigma}^2 \right) + \left( 6 \hat{\alpha}_i^4 \lambda_i / \hat{\sigma}^2 \right) \right]^{1/2} - \left( \hat{\alpha}_i^2 \lambda_i / 2 \hat{\sigma}^2 \right) \right\} \right. \]  
\hspace{1cm} \text{(Batah et al., [4])} \quad (15)

(8) \[ k_8 = \frac{1}{p} \sum_{i=1}^{p} \frac{\hat{\sigma}^2}{\hat{\alpha}_i^2} \]  
\hspace{1cm} \text{(Kibria, [19])} \quad (16)

(9) \[ k_9 = \text{Median} \left( \frac{\hat{\sigma}^2}{\hat{\alpha}_i^2} \right) \quad i=1,2,...,p \]  
\hspace{1cm} \text{(Kibria, [19])} \quad (17)

(10) \[ k_{10} = \frac{\hat{\sigma}^2}{\left( \prod_{i=1}^{p} \hat{\alpha}_i^2 \right)^{1/p}} \]  
\hspace{1cm} \text{(Kibria, [19])} \quad (18)

(11) \[ k_{11} = \frac{\hat{\sigma}^2}{\hat{\alpha}_{\text{max}}^2} \]  
\hspace{1cm} \text{(Hoerl and Kennard, [15])} \quad (19)

(12) \[ k_{12} = \frac{\hat{\sigma}^2}{\text{max}(\hat{\alpha}_i)} \]  
\hspace{1cm} \text{(Hoerl and Kennard, [15])} \quad (20)

(13) \[ k_{13} = \frac{\hat{\sigma}^2}{\sum_{i=1}^{p} \hat{\alpha}_i^2} \]  
\hspace{1cm} \text{(Hoerl and Kennard, [15])} \quad (21)

(14) \[ k_{14} = \max \left( \frac{\hat{\sigma}^2}{\hat{\alpha}_i^2} + \frac{1}{\lambda_i} \right) \quad i=1,2,...,p \]  
\hspace{1cm} \text{(Alkhamisi and Shukur, [2])} \quad (22)

All these methods of estimating ridge parameter are used in Section 3. The primary aim in this article is to introduce a new estimation method for ridge parameter and hence provide an alternative estimation method for unknown regression parameters to overcome multicollinearity in the linear regression. Then well known ridge estimators reviewed in this article are compared. The organization of the paper is as follows. We propose the new ridge parameter in Section 2. A numerical example and
simulation study has been conducted to study the performance of proposed ridge parameter by comparing it with the other ridge parameters. Performance of various ridge parameters through different ridge estimators in terms of mean square error (MSE) criterion are given in Section 3. Finally some concluding remarks are given in Section 4.

2. Proposed estimator for ridge parameter

It is well known that \( \frac{\hat{\sigma}^2}{\hat{\alpha}_{\text{max}}^2} \) is the upper bound of ridge parameter used in ridge regression stated by Hoerl and Kennard [15]. Based on the same upper bound Alkhamisi and Shukur [2] present a new method to estimate the ridge parameter \( k \), which is presented below:

\[
k_{AS} = \frac{\hat{\sigma}^2}{\hat{\alpha}_{\text{max}}^2} + \frac{1}{\lambda_{\text{max}}^2}
\]

Furthermore, by taking the maximum of both terms as an alternative to the above method they derived the following estimator of the ridge parameter

\[
k_{14} = \max \left( \frac{\hat{\sigma}^2}{\hat{\alpha}_i^2} + \frac{1}{\lambda_i} \right) \quad i=1,2,\ldots,p
\]

In this article, we present a new method to estimate the ridge parameter \( k \). Initially, we suggest the modification by taking the minimum instead of taking the maximum of the term used in above (22), that is \( \min \left( \frac{\hat{\sigma}^2}{\hat{\alpha}_i^2} + \frac{1}{\lambda_i} \right) \). Also, it is well known that \( \hat{\sigma}^2 \) plays an important role in most of the ridge parameters suggested by various researchers. We suggest our ridge parameter by multiplying \( \hat{\sigma}^2 \) to the reciprocal of \( \min \left( \frac{\hat{\sigma}^2}{\hat{\alpha}_i^2} + \frac{1}{\lambda_i} \right) \), which is presented below:

\[
k_i = \frac{\hat{\sigma}^2}{\min \left( \frac{\hat{\sigma}^2}{\hat{\alpha}_i^2} + \frac{1}{\lambda_i} \right)} \quad i=1,2,\ldots,p
\]

where, \( \hat{\alpha}_i \) is the \( i^\text{th} \) element of \( \hat{\alpha}_{\text{OLS}} \), \( i=1,2,\ldots,p \), \( \lambda_i \) is the \( i^\text{th} \) eigen value of \( X^\prime X \) and \( \hat{\sigma}^2 \) is the OLS estimator of \( \sigma^2 \) i.e. \( \hat{\sigma}^2 = (Y^\prime Y - \hat{\alpha}_{\text{OLS}} Z^\prime Y)/(n-p-1) \).
3. Performance of the proposed ridge parameter

3.1. Numerical Example

To illustrate the performance of our proposed estimator of $k$, we give a numerical example to investigate the estimators discussed in the dataset which was discussed in Gruber [10]. Condition number of the dataset is 146.4233, which clearly indicates that data exists with multicollinearity. Data shows Total National Research and Development Expenditures as a Percent of Gross National Product by Country: 1972–1986. It represents the relationship between the dependent variable $Y$ the percentage spent by the United States and the four other independent variables $X_1$, $X_2$, $X_3$ and $X_4$.

It is convenient to make comparison among proposed ridge parameter and other ridge parameters given in (9) to (22). We compute estimated MSE values of well known ridge regression estimator $\hat{\alpha}_{RR}$ using (5) at different ridge parameters, and the values are reported in Table 1.

| $k$ | MSE($\hat{\alpha}_{RR}$) | $k$ | MSE($\hat{\alpha}_{RR}$) | $k$ | MSE($\hat{\alpha}_{RR}$) |
|-----|-------------------------|-----|-------------------------|-----|-------------------------|
| $k_1$ | 0.1255                  | $k_6$ | 0.2397                  | $k_{11}$ | 0.1437               |
| $k_2$ | 0.1335                  | $k_7$ | 0.1555                  | $k_{12}$ | 0.1727               |
| $k_3$ | 0.1447                  | $k_8$ | 0.2458                  | $k_{13}$ | 0.1803               |
| $k_4$ | 0.1269                  | $k_9$ | 0.1262                  | $k_{14}$ | 0.6117               |
| $k_5$ | 0.1459                  | $k_{10}$ | 0.1492                  | $k_\sigma$ | 0.1255               |

From Table 1, we can see that the estimated MSE value of $\hat{\alpha}_{RR}$ at the proposed ridge parameter $k_\sigma$ is equivalent to the MSE value of $\hat{\alpha}_{RR}$ at the well known ridge parameter $k_1$ proposed by Hoerl et al. [16]. But, at the same time, we have to note that the estimated MSE value of $\hat{\alpha}_{RR}$ at the $k_\sigma$ is always smaller than at the remaining ridge parameters.

3.2. Simulation Study

Part A:

We are now ready to illustrate the behavior of the proposed ridge parameter via a simulation study. The simulation is carried out under different degrees of multicollinearity. Proposed estimator for estimating ridge parameter $k$ is then compared in the sense of MSE criterion to the other ridge parameters reviewed in this article. We consider the true model as $Y = X\beta + \varepsilon$. Following McDonald and Galerneau [24] the explanatory variables are generated by
\[ x_{ij} = (1 - \rho^2)^{1/2} u_{ij} + \rho u_{ij}, \quad i = 1, 2, \ldots, n \quad j = 1, 2, \ldots, p. \]

where, \( u_{ij} \) are independent standard normal pseudo-random numbers and \( \rho \) is specified so that the theoretical correlation between any two explanatory variables is given by \( \rho^2 \).

To examine the robustness of all parameters under consideration, random numbers are generated for the error terms (\( \varepsilon \)) from each of the normal, t, F, Chi-square and exponential distributions respectively. In this study, to investigate the effects of different degrees of multicollinearity on the estimators, we consider two different correlations, \( \rho = 0.95, 0.99 \). \( \beta \) parameter vectors are chosen arbitrarily such as \( \beta = (4, 1, 2, 5) \) and \( \beta = (2, 1, 2) \) for \( p = 4 \) and \( p = 3 \), respectively. We assumed samples of size of 20 and 60. We compute estimated MSE values of \( \hat{\alpha}_{k_{\sigma}} \) using (5) for the ridge parameters given in (9) to (22) including proposed ridge parameter \( k_{\sigma} \). The experiment is repeated 1000 times and obtained the average MSE (AMSE) of estimators and values are reported in Tables 2 and 3. We consider the method that leads to the minimum AMSE to the best from the MSE point of view.

From Tables 2 and 3 (See Appendix), we observe that performance of our proposed ridge parameter \( k_{\sigma} \) is equivalent but slightly better than ridge parameter \( k_{1} \) proposed by Hoerl et al. [16]. However, table values clearly shown that \( k_{\sigma} \) is more efficient in terms of MSE than rest of the ridge parameters used in the simulation study for various values of triplet (\( \rho \), n, distribution of \( \varepsilon \)).

Part B:

In part A, of the simulation study we compared proposed and other ridge parameters among themselves in the sense of MSE criterion. Here, we demonstrate the performance different estimation methods alternate to OLS estimator which are used to estimate unknown regression parameters in the presence of multicollinearity. Obviously, in the present comparative study we used different well known ridge estimators computed using different ridge parameters including proposed ridge parameter \( k_{\sigma} \). We consider a simulated data on two different models I and II. For model I and II we have generated random samples respectively from \( N_{4}(0, \Sigma_{1}) \) and \( N_{3}(0, \Sigma_{2}) \).

\[
\Sigma_{1} = \begin{bmatrix} 1 & 0.2290 & -0.8240 & -0.2450 \\ 0.2290 & 1 & -0.139 & -0.973 \\ -0.8240 & -0.139 & 1 & -0.030 \\ -0.2450 & -0.973 & -0.030 & 1 \end{bmatrix} \quad \text{and} \quad \Sigma_{2} = \begin{bmatrix} 1 & 0.67 & 0.99 \\ 0.67 & 1 & 0.698 \\ 0.99 & 0.698 & 1 \end{bmatrix}.
\]

For both models, we have generated observations on a response variable \( Y \) with the following specifications on number of predictors (\( p \)), sample size (\( n \)) and distribution of the error term (\( \varepsilon \)).
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| Model | Model Specification | P | N | $\varepsilon$ |
|-------|---------------------|---|---|------------|
| I     | $Y = 2X_1 + X_2 + X_3 + \varepsilon$ | 4 | 25 | $\varepsilon \sim N(0,5)$ |
| II    | $Y = 20 + 2X_2 + 5X_3 + \varepsilon$ | 3 | 60 | $\varepsilon \sim N(0,3)$ |

Obviously, multicollinearity is present in the simulated data generated from both the models. Using this data, we compute different estimators given in (4) and (6) to (8) by using each ridge parameters given in (9) to (22) including proposed ridge parameter $k_\sigma$. The experiment is repeated 1000 times and obtained the average MSE (AMSE) of estimators using the following expression.

$$AMSE(\hat{\alpha}) = \frac{1}{1000} \sum_{i=1}^{p} \sum_{j=1}^{1000} (\hat{\alpha}_{ij} - \alpha_i)^2.$$ 

where, $\hat{\alpha}_{ij}$ denote the estimator of the $i^{th}$ parameter in the $j^{th}$ replication and $\alpha_i$, $i = 1, 2, ..., p$ are the true parameter values. The computed values of AMSE are reported in Table 4 for both the models I and II.

From Table 4 (See Appendix), for both models I and II we made the following observations:

1. AMSE values of $\hat{\alpha}_{RR}$, $\hat{\alpha}_{JRR}$, $\hat{\alpha}_{MJR}$ and $\hat{\alpha}_{MUR}$ at $k = k_\sigma$ are less than AMSE ($\hat{\alpha}_{OLS}$)
2. AMSE values of $\hat{\alpha}_{RR}$, $\hat{\alpha}_{JRR}$, $\hat{\alpha}_{MJR}$ and $\hat{\alpha}_{MUR}$ at $k = k_\sigma$ are less than AMSE values of $\hat{\alpha}_{RR}$, $\hat{\alpha}_{JRR}$, $\hat{\alpha}_{MJR}$ at $k = k_i$, $i = 1, 2, ..., 14$
3. $\text{AMSE}(\hat{\alpha}_{MUR}) \leq \text{AMSE}(\hat{\alpha}_{MJR}) \leq \text{AMSE}(\hat{\alpha}_{RR}) \leq \text{AMSE}(\hat{\alpha}_{JRR})$ at $k = k_\sigma$

It clearly indicates that suggested ridge parameter $k_\sigma$ is the proper choice of ridge parameter among all the ridge parameters reviewed in this article. Whereas $\hat{\alpha}_{MUR}$ computed at $k = k_\sigma$ is the best alternative estimator to the OLS estimator in the presence of multicollinearity.

4. Conclusion

In this article we suggest a new approach to obtain an estimator of the ridge parameter $k$. New estimator is evaluated and compared with well-known existing estimators in terms of MSE criterion. Also, well-known existing estimators of the unknown regression parameters are evaluated using different ridge parameters including proposed ridge parameter. The investigation has been carried out using Monte Carlo simulations. Here we try to suggest the best estimation method for estimating unknown regression parameters based on proper choice of ridge parameter. Finally, from a numerical example and the simulation study, we found that the performance of the proposed estimator of the ridge parameter $k$ is...
satisfactory in the presence of multicollinearity over the other estimators reviewed in this article.
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## Appendix

### Table 2: Values of AMSE of $\hat{\alpha}_{RR}$ at $k$ (p = 4, $\beta$ = (4, 1, 2, 5) and $\rho = 0.95$)

| $k$   | $n = 20$                      | $n = 60$                      |
|-------|-------------------------------|-------------------------------|
|       | distribution of error term ($\mathcal{E}$) | distribution of error term ($\mathcal{E}$)                      |
|       | $N(0,1)$ | $t_{(4)}$ | $F(2,3)$ | $\chi^2_{(5)}$ | $\text{Exp}(\text{mean} = 6)$ | $N(0,1)$ | $t_{(4)}$ | $F(2,3)$ | $\chi^2_{(5)}$ | $\text{Exp}(\text{mean} = 6)$ |
| $k_1$ | 0.0554 | 0.1225 | 0.2586 | 0.3479 | 0.0681 | 0.1140 | 0.0408 | 0.3164 | 0.1478 | 0.1435 |
| $k_2$ | 0.0460 | 0.1070 | 0.2610 | 0.4403 | 0.0618 | 0.0701 | 0.0426 | 0.3685 | 0.1359 | 0.1305 |
| $k_3$ | 0.0629 | 0.2762 | 0.3365 | 0.3541 | 0.0775 | 0.2060 | 0.0420 | 0.3416 | 0.1904 | 0.1789 |
| $k_4$ | 0.0677 | 0.1235 | 0.2598 | 0.3437 | 0.0786 | 0.1288 | 0.0481 | 0.3160 | 0.1588 | 0.1555 |
| $k_5$ | 0.0568 | 0.1700 | 0.2685 | 0.3404 | 0.0703 | 0.1741 | 0.0409 | 0.3002 | 0.1544 | 0.1507 |
| $k_6$ | 1.1105 | 0.6116 | 0.8892 | 1.2165 | 1.1651 | 0.5027 | 1.3328 | 0.5783 | 1.1917 | 1.3129 |
| $k_7$ | 0.0475 | 0.1141 | 0.2741 | 0.5186 | 0.0700 | 0.0298 | 0.0622 | 0.3735 | 0.1615 | 0.1533 |
| $k_8$ | 0.0665 | 1.2901 | 1.7076 | 0.5344 | 0.0843 | 0.2701 | 0.0439 | 1.2561 | 0.2341 | 0.2127 |
| $k_9$ | 0.0429 | 0.1082 | 0.2599 | 0.4115 | 0.0622 | 0.0687 | 0.0406 | 0.3815 | 0.1356 | 0.1307 |
| $k_{10}$ | 0.0471 | 0.1094 | 0.2592 | 0.3750 | 0.0624 | 0.0654 | 0.0407 | 0.3452 | 0.1367 | 0.1297 |
| $k_{11}$ | 0.0629 | 0.2692 | 0.3303 | 0.3538 | 0.0775 | 0.2058 | 0.0420 | 0.3174 | 0.1903 | 0.1789 |
| $k_{12}$ | 0.0615 | 0.2666 | 0.3312 | 0.3494 | 0.0761 | 0.1925 | 0.0418 | 0.3399 | 0.1811 | 0.1703 |
| $k_{13}$ | 0.0638 | 0.4064 | 0.4818 | 0.4129 | 0.0798 | 0.2184 | 0.0429 | 0.3852 | 0.2040 | 0.1901 |
| $k_{14}$ | 2.3012 | 1.5099 | 1.6636 | 2.2821 | 2.1018 | 1.8089 | 2.3138 | 1.0531 | 2.2434 | 2.4342 |
| $k_{15}$ | 0.0415 | 0.1064 | 0.2573 | 0.35225 | 0.0515 | 0.0544 | 0.0384 | 0.2992 | 0.1322 | 0.1265 |
| $\text{MSE}(\hat{\alpha}_{\text{OLS}})$ | 0.0674 | 2.5617 | 4.8188 | 0.6030 | 0.0859 | 0.2916 | 0.0443 | 6.8640 | 0.2467 | 0.2218 |
Table 3: Values of AMSE of $\hat{\alpha}_{RR}$ at $k$ ($p = 3$, $\beta = (2, 1, 2)$ and $\rho = 0.99$)

| k    | n = 20 |          |          |          |          | n = 60 |          |          |          |
|------|--------|----------|----------|----------|----------|--------|----------|----------|----------|
|      | $N(0,1)$ | $t_{(4)}$ | $F(2,3)$ | $\chi^2_{(5)}$ | $\exp(means = 6)$ | $N(0,1)$ | $t_{(4)}$ | $F(2,3)$ | $\chi^2_{(5)}$ | $\exp(means = 6)$ |
| $k_1$ | 0.2077 | 0.1919 | 0.5923 | 0.1042 | 0.0887 | 0.1003 | 0.0873 | 39.8956 | 0.0827 | 0.0869 |
| $k_2$ | 0.1854 | 0.1732 | 0.6162 | 0.0844 | 0.1015 | 0.0820 | 0.0660 | 121.3510 | 0.0840 | 0.0660 |
| $k_3$ | 0.3194 | 0.1731 | 0.6329 | 0.1395 | 0.0921 | 0.1300 | 0.1210 | 114.6880 | 0.0900 | 0.1230 |
| $k_4$ | 0.2160 | 0.1999 | 0.5923 | 0.1163 | 0.0930 | 0.1129 | 0.1024 | 37.2535 | 0.0893 | 0.0993 |
| $k_5$ | 0.2386 | 0.2087 | 0.5923 | 0.1210 | 0.0896 | 0.1110 | 0.1010 | 118.2620 | 0.0850 | 0.1120 |
| $k_6$ | 0.9878 | 1.0979 | 0.6195 | 0.7860 | 1.096 | 0.9310 | 0.8290 | 121.7670 | 1.1120 | 0.5720 |
| $k_7$ | 0.2021 | 0.1917 | 0.6170 | 0.0790 | 0.1632 | 0.0784 | 0.0382 | 74.6223 | 0.1215 | 0.0656 |
| $k_8$ | 0.5057 | 0.4402 | 0.8817 | 0.1708 | 0.1028 | 0.1522 | 0.1428 | 29.1190 | 0.1004 | 0.1504 |
| $k_9$ | 0.1854 | 0.1753 | 0.5924 | 0.0797 | 0.0892 | 0.0780 | 0.0780 | 121.0980 | 0.0820 | 0.0640 |
| $k_{10}$ | 0.1868 | 0.2068 | 0.5945 | 0.0867 | 0.0903 | 0.0850 | 0.0690 | 116.4570 | 0.0820 | 0.0500 |
| $k_{11}$ | 0.3192 | 0.1731 | 0.6087 | 0.1395 | 0.0921 | 0.1300 | 0.1210 | 116.1240 | 0.0900 | 0.1230 |
| $k_{12}$ | 0.2935 | 0.1930 | 0.6317 | 0.1360 | 0.0916 | 0.1260 | 0.1180 | 115.5180 | 0.0890 | 0.1210 |
| $k_{13}$ | 0.3705 | 0.3299 | 0.6503 | 0.1502 | 0.0966 | 0.1369 | 0.1274 | 25.7538 | 0.0945 | 0.1322 |
| $k_{14}$ | 2.1475 | 2.0030 | 0.8580 | 1.8594 | 2.2004 | 1.9700 | 1.7700 | 122.7690 | 2.1040 | 1.6660 |
| $k_{\sigma}$ | 0.1783 | 0.1636 | 0.5859 | 0.0765 | 0.0317 | 0.0690 | 0.0630 | 36.0660 | 0.0800 | 0.0480 |
| MSE($\hat{\alpha}_{OLS}$) | 0.5738 | 0.4946 | 46.4675 | 0.1789 | 0.1044 | 0.1581 | 0.1487 | 32.4962 | 0.1027 | 0.1575 |
Table 4: Values of AMSE for OLS estimator and various ridge estimators at $k$

| $k$ | Model I | Model II |
|-----|---------|----------|
|     | $\hat{\alpha}_{RR}$ | $\hat{\alpha}_{JRR}$ | $\hat{\alpha}_{MJR}$ | $\hat{\alpha}_{MUR}$ | $\hat{\alpha}_{OLS}$ | $\hat{\alpha}_{RR}$ | $\hat{\alpha}_{JRR}$ | $\hat{\alpha}_{MJR}$ | $\hat{\alpha}_{MUR}$ | $\hat{\alpha}_{OLS}$ |
| $k_1$ | 1.1742 | 1.5932 | 0.9930 | 0.9490 | 3.3543 | 1.5627 | 1.9270 | 1.5000 | 1.4930 | 2.4256 |
| $k_2$ | 1.2415 | 1.3658 | 1.2120 | 1.1360 | 3.3543 | 1.4410 | 1.5040 | 1.4000 | 1.4860 | 2.4256 |
| $k_3$ | 1.6045 | 2.2941 | 1.3510 | 1.1390 | 3.3543 | 1.9123 | 2.2740 | 1.8000 | 1.7690 | 2.4256 |
| $k_4$ | 1.1841 | 1.6120 | 1.0000 | 0.9520 | 3.3543 | 1.5863 | 1.9600 | 1.5000 | 1.5000 | 2.4256 |
| $k_5$ | 1.2243 | 1.2360 | 1.1580 | 1.0810 | 3.3543 | 1.2751 | 1.5390 | 1.4000 | 1.4660 | 2.4256 |
| $k_6$ | 1.1960 | 1.0284 | 1.2100 | 2.2080 | 3.3543 | 1.4710 | 1.5210 | 1.6000 | 2.3340 | 2.4256 |
| $k_7$ | 1.1230 | 1.2302 | 1.0710 | 1.1490 | 3.3543 | 1.4012 | 1.5560 | 1.4000 | 1.5610 | 2.4256 |
| $k_8$ | 2.6651 | 3.1776 | 2.5680 | 2.2640 | 3.3543 | 2.2775 | 2.4130 | 2.3000 | 2.1890 | 2.4256 |
| $k_9$ | 1.1628 | 1.5058 | 1.0150 | 0.9820 | 3.3543 | 1.3901 | 1.4500 | 1.3000 | 1.4650 | 2.4256 |
| $k_{10}$ | 1.1403 | 1.4137 | 0.9800 | 0.9910 | 3.3543 | 1.3938 | 1.6190 | 1.4000 | 1.4680 | 2.4256 |
| $k_{11}$ | 1.8333 | 2.2135 | 1.8060 | 1.6500 | 3.3543 | 1.8978 | 2.2670 | 1.8000 | 1.7670 | 2.4256 |
| $k_{12}$ | 1.9861 | 2.6327 | 1.3460 | 1.7660 | 3.3543 | 1.8887 | 2.3480 | 1.7000 | 1.7230 | 2.4256 |
| $k_{13}$ | 1.8622 | 2.5831 | 1.6450 | 1.3720 | 3.3543 | 1.9887 | 2.3130 | 1.9000 | 1.8060 | 2.4256 |
| $k_{14}$ | 30.3672 | 27.1970 | 33.4940 | 32.9580 | 3.3543 | 28.0911 | 22.7160 | 33.4000 | 35.1260 | 2.4256 |
| $k_\sigma$ | 1.1141 | 1.4053 | 0.9690 | 0.8950 | 3.3543 | 1.3016 | 1.4280 | 1.2900 | 1.4210 | 2.4256 |
