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Abstract—In S&P ’21, Jia et al. proposed a new concept/mechanism named proof-of-learning (PoL), which allows a prover to demonstrate ownership of a machine learning model by proving integrity of the training procedure. It guarantees that an adversary cannot construct a valid proof with less cost (in both computation and storage) than that made by the prover in generating the proof.

A PoL proof includes a set of intermediate models recorded during training, together with the corresponding data points used to obtain each recorded model. Jia et al. claimed that an adversary merely knowing the final model and training dataset cannot efficiently find a set of intermediate models with correct data points.

In this paper, however, we show that PoL is vulnerable to “adversarial examples”! Specifically, in a similar way as optimizing an adversarial example, we could make an arbitrarily-chosen data point “generate” a given model, hence efficiently generating intermediate models with correct data points. We demonstrate, both theoretically and empirically, that we are able to generate a valid proof with significantly less cost than generating a proof by the prover.

I. INTRODUCTION

Recently, Jia et al. [12] propose a concept/mechanism named proof-of-learning (PoL), which allows a prover $T$ to prove that it has performed a specific set of computations to train a machine learning model; and a verifier $V$ can verify correctness of the proof with significantly less cost than training the model. This mechanism can be applied in at least two settings. First, when the intellectual property of a model owner is infringed upon (e.g., by a model stealing attack [18], [24], [25]), it allows the owner to claim ownership of the model and resolve the dispute. Second, in the setting of federated learning [17], where a model owner distributes the training process across multiple workers, it allows the model owner to verify the integrity of the computation performed by these workers. This could prevent Byzantine workers from conducting denial-of-service attacks [4].

PoL mechanism. In their proposed mechanism [12], $T$ provides a PoL proof that includes: (i) the training dataset, (ii) the intermediate model weights at periodic intervals during training $W_0, W_k, W_{2k}, \ldots, W_T$, and (iii) the corresponding indices of the data points used to train each intermediate model. With a PoL proof, one can replicate the path all the way from the initial model weights $W_0$ to the final model weights $W_T$ to be fully confident that $T$ has indeed performed the computation required to obtain the final model.

During verification, $V$ first verifies the provenance of the initial model weights $W_0$: whether it is sampled from the required initialization distribution; and then recomputes a subset of the intermediate models to confirm the validity of the sequence provided. However, $V$ may not be able to reproduce the same sequence due to the noise arising from the hardware and low-level libraries. To this end, they allow a distance between the recomputed model and its corresponding model in PoL. Namely, for any $W_t$, $V$ performs a series of $k$ updates to arrive at $W_{t+k}$, which is compared to the purported $W_{t+k}$. They tolerate:

$$d(W_{t+k}, W'_{t+k}) \leq \delta,$$

where $d$ represents a distance that could be $l_1$, $l_2$, $l_{\infty}$ or $cos$, and $\delta$ is the verification threshold that should be calibrated before verification starts.

Jia et al. [12] claimed in their paper that an adversary $A$ can never construct a valid PoL with less cost (in both computation and storage) than that made by $T$ in generating the proof (a.k.a. spoof a PoL). However, they did not provide a proof to back their claim.

Our contribution. By leveraging the idea of generating adversarial examples, we successfully spoof a PoL!

In the PoL threat model, Jia et al. [12] assumed that “$A$ has full access to the training dataset, and can modify it”. Thanks to this assumption, we can slightly modify a data point so that it can update a model and make the result pass the verification. In more detail, given the training dataset and the final model weights $W_T$, $A$ randomly samples all intermediate model weights in a PoL: $W_0, W_k, W_{2k} \ldots$ (only $W_0$ needs to be sampled from the given distribution). For any two neighboring model weights $(W_{t-k}, W_t)$, $A$ picks batches of data points $(X, y)$ from $D$, and keeps manipulating $X$ until:

$$d(\text{update}(W_{t-k}, (X, y)), W_t) \leq \delta.$$  

The mechanism for generating adversarial examples ensures that the noise added to $X$ is minimized.

We further optimize our attack by sampling $W_0, W_k, W_{2k} \ldots$ in a way such that:

$$d(W_t, W_{t-k}) < \delta, \forall 0 < t < T \text{ and } t \mod k = 0.$$  

With this condition, it becomes much easier for the “adversarial” $X$ to converge, hence making our attack more efficient.

We empirically evaluate our attacks in both reproducibility and spoof cost. We reproduced the results in [12] as baselines for our evaluations. Our experimental results show that,
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In most cases of our setting, our attacks introduce smaller reproduction errors and less cost than the baselines.

**Organization.** In the remainder of this paper, we first provide a brief introduction to PoL in Section II. Then, we formally describe our attack in Section III and extensively evaluate it in Section IV. In Section V, we provide some countermeasures. Section VI compares our attacks to closely related work.

**Notations.** We introduce new notations as needed. A summary of frequent notations appears in Table I.

| Notation | Description |
|----------|-------------|
| $\mathcal{T}$ | prover |
| $\mathcal{V}$ | verifier |
| $\mathcal{A}$ | attacker |
| $D$ | dataset |
| $f_W$ | machine learning model |
| $W$ | model weights |
| $E$ | number of epochs |
| $S$ | number of steps per epoch |
| $T$ | number of steps in $\mathcal{P}(\mathcal{T}, f_{W_T})$ |
| $T'$ | number of steps in $\mathcal{P}(\mathcal{A}, f_{W_T})$ |
| $Q$ | number of models verified per epoch |
| $N$ | number of steps in generating an “adversarial example” |
| $k$ | number of batches in a checkpointing interval |
| $d()$ | distance that could be $l_1$, $l_2$, $l_\infty$ or $\cos$ |
| $\delta$ | verification threshold |
| $\gamma$ | $\gamma \ll \delta$ |
| $\zeta$ | distribution for $W_0$ |
| $\eta$ | learning rate |
| $\varepsilon$ | reproduction error |
| $X$ | batch of data points |
| $y$ | batch of labels |
| $R$ | batch of noise |

II. PROOF-OF-LEARNING

In this section, we provide a brief introduction to proof-of-learning (PoL). We refer to [12] for more details.

A. PoL definition

PoL allows a prover $\mathcal{T}$ to demonstrate ownership of a machine learning model by proving the integrity of the training procedure. Namely, during training, $\mathcal{T}$ accumulates some secret information associated with training, which is used to construct the PoL proof $\mathcal{P}(\mathcal{T}, f_{W_T})$. When the integrity of the computation (or model ownership) is under debate, an honest and trusted verifier $\mathcal{V}$ validates $\mathcal{P}(\mathcal{T}, f_{W_T})$ by querying $\mathcal{T}$ for a subset (or all of) the secret information, under which $\mathcal{V}$ should be able to ascertain if the PoL is valid or not. A PoL proof is formally defined as follows:

**Definition 1.** A PoL proof generated by a prover $\mathcal{T}$ is defined as $\mathcal{P}(\mathcal{T}, f_{W_T}) = (\mathcal{W}, \mathcal{I}, \mathcal{H}, \mathcal{A})$, where (a) $\mathcal{W}$ is a set of intermediate model weights recorded during training, (b) $\mathcal{I}$ is a set of information about the specific data points used to train each intermediate model, (c) $\mathcal{H}$ is a set of signatures generated from these data points, and (d) $\mathcal{A}$ incorporates auxiliary information training the model such as hyperparameters, model architecture, optimizer and loss choice.}

An adversary $\mathcal{A}$ might wish to spoof $\mathcal{P}(\mathcal{T}, f_{W_T})$ by spending less computation and storage than that made by $\mathcal{T}$ in generating the proof. By spoofing, $\mathcal{A}$ can claim that it has performed the computation required to train $f_{W_T}$. A PoL mechanism should guarantee:

- The cost of verifying the PoL proof by $\mathcal{V}$ should be smaller than the cost (in both computation and storage) of generating the proof by $\mathcal{T}$.
- The cost of any spoofing strategy attempted by any $\mathcal{A}$ should be larger than the cost of generating the proof.

B. Threat Model

In [12], any of the following cases is considered to be a successful spoof by $\mathcal{A}$:

1) **Retraining-based spoofing:** $\mathcal{A}$ produced a PoL for $f_{W_T}$ that is exactly the same as the one produced by $\mathcal{T}$, i.e., $\mathcal{P}(\mathcal{A}, f_{W_T}) = \mathcal{P}(\mathcal{T}, f_{W_T})$.
2) **Stochastic spoofing:** $\mathcal{A}$ produced a valid PoL for $f_{W_T}$, but it is different from the one produced by $\mathcal{T}$ i.e., $\mathcal{P}(\mathcal{A}, f_{W_T}) \neq \mathcal{P}(\mathcal{T}, f_{W_T})$.
3) **Structurally Correct Spoofing:** $\mathcal{A}$ produced an invalid PoL for $f_{W_T}$ but it can pass the verification.
4) **Distillation-based Spoofing:** $\mathcal{A}$ produced a valid PoL for $f_{W_T}$, but it is different from the one produced by $\mathcal{T}$, i.e., $\mathcal{P}(\mathcal{A}, f_{W_T}) = \mathcal{P}(\mathcal{T}, f_{W_T})$.

The following adversarial capabilities are assumed in [12]:

1) $\mathcal{A}$ has full knowledge of the model architecture, model weights, loss function and other hyperparameters.
2) $\mathcal{A}$ has full access to the training dataset $D$ and can modify it. **This assumption is essential to our attacks.**
3) $\mathcal{A}$ has no knowledge of $\mathcal{T}$’s strategies about batching, parameter initialization, random generation and so on.

C. PoL Creation

The PoL creation process is shown in Algorithm [1] which is taken from [12] and slightly simplified by us. $\mathcal{T}$ first initializes the weights $W_0$ according to an initialization strategy $\text{init}(\zeta)$ (line 2), where $\zeta$ is the distribution to draw the weights from. If the initial model is obtained from elsewhere, a PoL is required for the initial model itself as well. We omit this detail in our paper for simplicity.

\footnote{For simplicity, we omit $\mathcal{A}$ in this paper and denote a PoL proof as $\mathcal{P}(\mathcal{T}, f_{W_T}) = (\mathcal{W}, \mathcal{I}, \mathcal{H})$.}
For each epoch, \( \mathcal{T} \) gets \( S \) batches of data points from the dataset \( D \) via \texttt{getBatches}(\( D, S \)) (Line 4), the output of which is a list of \( S \) sets of data indices. In each step \( s \) of the epoch \( e \), the model weights are updated with a batch of data points in \( D \) indexed by \( I[s] \) (Line 7). The \texttt{update} function leverages a suitable optimizer implementing a variant of gradient descent. \( \mathcal{T} \) records the updated model \( W_t \) for every \( k \) steps (Line 11), hence \( k \) is a parameter called checkpointing interval and \( \frac{1}{k} \) is then the checkpointing frequency. To ensure that the PoL proof will be verified with the same data points as it was trained on, \( \mathcal{T} \) includes a signature of the training data (Line 9) along with the data indices (Line 8).

### D. PoL Verification

Algorithm 2 shows the PoL verification process. \( \mathcal{V} \) first checks if \( W_0 \) was sampled from the required distribution using a statistical test (Line 1). Once every epoch, \( \mathcal{V} \) records the distances between each two neighboring models in \( \text{mag} \) (line 7-9); sort \( \text{mag} \) to find \( Q \) largest distances and verify the corresponding models and data samples via \texttt{verifyEpoch} (Line 12-13). Notice that there are at most \( \left\lceil \frac{Q}{k} \right\rceil \) distances in each epoch, hence \( Q \leq \left\lceil \frac{S}{k} \right\rceil \).

In the \texttt{verifyEpoch} function, \( \mathcal{V} \) first loads the batch of indexes corresponding to the data points used to update the model from \( W_t \) to \( W_{t+k} \). Then, it attempts to reproduce \( W_{t+k} \) by performing a series of \( k \) updates to arrive at \( W'_{t+k} \). Notice that \( W'_{t+k} \neq W_{t+k} \) due to the noise arising from the hardware and low-level libraries such as cuDNN [7]. The reproduction error for the \( t \)-th model is defined as:

\[
\varepsilon_{\text{repr}}(t) = d(W_{t+k}, W'_{t+k}),
\]

where \( d \) represents a distance that could be \( l_1, l_2, l_\infty \) or \( \cos \). It is required that:

\[
\max_t(\varepsilon_{\text{repr}}(t)) \ll d_{\text{ref}},
\]

where \( d_{\text{ref}} = d(W_1^T, W_2^T) \) is the distance between two models \( W_1^T \) and \( W_2^T \) trained with the same architecture, dataset, and initialization strategy, but with different batching strategies and potentially different initial model weights. A verification threshold \( \delta \) that satisfies:

\[
\max_t(\varepsilon_{\text{repr}}(t)) < \delta < d_{\text{ref}}
\]

should be calibrated before verification starts. In their experiments, Jia et al. [12] adopted a normalized reproduction error:

\[
\|\varepsilon_{\text{repr}}(t)\| = \frac{\max_t(\varepsilon_{\text{repr}}(t))}{d_{\text{ref}}}
\]

to evaluate the reproducibility.

In the end, we remark that the number of steps \( T \) in PoL verification (Algorithm 2) could be different from that in PoL.
creation (Algorithm 1), because $\mathcal{A}$ could come up with either a stochastic spoofing or a structurally correct spoofing.

III. ATTACK METHODOLOGY

In this section, we describe our attacks in detail. All of our attacks are stochastic spoofing: the PoL proof generated by the adversary $\mathcal{A}$ is not exactly the same as the one provided by the prover $T$ (in particular, with a smaller number of steps $T'$), but can pass the verification.

Figure 1 shows the basic idea of our attacks: the adversary $\mathcal{A}$ first generates dummy model weights: $W_0, \ldots, W_{T-1}$ (serving as $\mathcal{W}$); and then generates “adversarial examples” (serving as $\mathcal{I}$) for each pair of neighboring models. An adversarial example is an instance added with small and intentional perturbations so that a machine learning model will make a false prediction.

Recall that one requirement for a spoof to succeed is that $\mathcal{A}$ could simply update the model from $W_0$ to $W'$, using original data points, and construct an “adversarial example” (serving as $\mathcal{I}$) for each pair of neighboring models.

A. Attack I

Our first insight is that there is no need to construct an adversarial example for every pair of neighboring models. Instead, $\mathcal{A}$ could simply update the model from $W_0$ to $W_{T-1}$ using original data points, and construct an “adversarial example” only from $W_{T-1}$ to $W_T$. In this case, $\mathcal{A}$ only needs to construct a single “adversarial example” for the whole attacking process. Furthermore, $\mathcal{A}$ could use a smaller number of steps, denoted as $T'$.

Algorithm 3 shows our first attack. From $W_0$ to $W_{T-1}$, it works in the same way as PoL creation (cf. Algorithm 1). For $W_{T-1}$, the batch of inputs $(X, y)$ must be manipulated s.t.:

$$d(W_{T'}, W_T) \leq \delta.$$

Line 22-28 show how $\mathcal{A}$ manipulates $X$. Specifically, $\mathcal{A}$ first initializes a batch of noise $R$ as zeros (line 23). Then, it feeds $(X + R)$ to $f_{W_{T-1}}$ and gets the gradients $\nabla f_{W_{T-1}}$ (line 25). Next, $\mathcal{A}$ optimizes $R$ by minimizing the following distance (line 26-27):

$$d(W_{T'} + \eta \nabla f_{W_{T-1}}, W_t) + d(R, 0).$$

This distance needs to be differentiable so that $R$ can be optimized using standard gradient-based methods. Notice that this optimization requires 2nd order derivatives. We assume that $f_{W}$ is twice differentiable, which holds for most modern machine learning models and tasks.

Clearly, the PoL spoof $\mathcal{P}(\mathcal{A}, f_{W_T}) = (\mathcal{W}, \mathcal{I}, \mathcal{H})$ generated by Attack 1 can pass the verification process described in Algorithm 2. It requires $T'$ times of update (Line 21) plus $N$ times of adversarial optimization (Line 23-27) (where $N$ is the times that the while loop runs). Recall that our focus is stochastic spoofing: the PoL proof generated by $\mathcal{A}$ is not

2Specifically, we use L-BFGS for adversarial optimization.
exactly the same as the one provided by $T$, but can pass the verification. Therefore, we can use a $T'$ that is much smaller than $T$. However, $N$ could be large and sometimes even cannot converge. Next, we show how we optimize the attack so that a small $N$ is able to make the adversarial optimization converge.

B. Attack II

The intuition for accelerating adversarial optimization is to sample the intermediate model weights in a way s.t.:

$$d(W_t, W_{t-k}) \leq \delta, \quad \forall 0 < t < T \text{ and } t \mod k = 0.$$  

This brings at least three benefits:

1) “Adversarial examples” become easier to be optimized.
2) The $k$ batches of “adversarial examples” in each checkpoint interval can be optimized together. (We defer to explain this benefit in Attack III.)
3) Intermediate model performance can be guaranteed. (Recall that $\mathcal{V}$ might check model performance periodically.)

Algorithm 4: Attack II

Input: $D$, $f_{W_T}$, $\delta$, $\gamma$, $\zeta$, $k$, $E$, $S$  
Output: PoL spoof: $\mathcal{P}(A, f_{W_T}) = (W, I, \mathbb{H})$  

update dataset: $D$

1. $W \leftarrow \{\} \quad \mathbb{H} \leftarrow \{\}$
2. $W$.append($\text{initPoL}(\zeta, W_T)$)  
initialize and append $W_0$
3. for $t = 1 \rightarrow T'$ do  
$t' \mod k = 0$
4. $\text{Lappend(getBatch}(D))$
5. if $t \mod k = 0$ then
6. if $t < T'$ then  
no need to append $W_T$
7. sample $W_t$ s.t., $d(W_t, W_{t-k}) \leq \delta$
8. $W$.append($W_t$)
9. else  
$W_t := W_T$
10. end
11. updateDataPoints($W_{t-k}, W_t$)
12. for $i = (t-k) \rightarrow (t-1)$ do  
$\frac{\partial}{\partial W_t} L(f_{W_t}(X + R), y)$
13. $W_{i+1} \leftarrow \text{update}(W_i, (X, y))$
while $d(W_{i+1}, W_i) > \gamma$
14. $R \leftarrow \text{zeros}$
15. $\nabla W_t \leftarrow -\frac{\partial}{\partial W_t} L(f_{W_t}(X + R), y)$
16. $D_i \leftarrow d(W_{i+1}, 0) + d(R, 0)$
17. $\mathbb{D}_i \leftarrow R - \eta \nabla R \mathbb{D}_i$
18. $W_{i+1} \leftarrow \text{update}(W_i, (X + R, y))$
19. end
20. $\text{end}$
21. $W_{t-k} := W_{t-k}$
22. for $i = (t-k) \rightarrow (t-1)$ do
23. $(X, y) \leftarrow D[i][i]$
24. $W_{i+1} \leftarrow \text{update}(W_i, (X, y))$
while $d(W_{i+1}, W_i) > \gamma$
25. $R \leftarrow \text{zeros}$
26. $\nabla W_t \leftarrow -\frac{\partial}{\partial W_t} L(f_{W_t}(X + R), y)$
27. $D_i \leftarrow d(W_{i+1}, 0) + d(R, 0)$
28. $\mathbb{D}_i \leftarrow R - \eta \nabla R \mathbb{D}_i$
29. $W_{i+1} \leftarrow \text{update}(W_i, (X + R, y))$
30. end
31. $\text{end}$
32. $D[i][i] := (X + R, y)$
33. end
34. 

Algorithm 4 shows Attack II. We highlight the key differences (compared to Attack I) in blue.

This time, $A$ initializes $W_0$ via $\text{initPoL}$ (line 2), which ensures that $W_0$ follows the given distribution $\zeta$, and minimizes $d(W_0, W_T)$ at the same time. It works as follows:

1) Suppose there are $n$ elements in $W_T$. $A$ puts these elements into a set $S_1$. Then, $A$ samples $n$ elements: $v_1, \ldots, v_n$ from the given distribution $\zeta$, and puts them into another set $S_2$.
2) $A$ finds the largest elements $w$ and $v$ from $S_1$ and $S_2$ respectively. Then, $A$ puts $v$ into $W_0$ according to $w$'s indices in $W_T$.
3) $A$ removes $(w, v)$ from $(S_1, S_2)$, and repeats step 2) until $S_1$ and $S_2$ are empty.

Our experimental results show that this process can initialize a $W_0$ that meets our requirements.

For other $W_i$s ($t > 0$), $A$ can initialize them by equally dividing the distance between $W_0$ and $W_T$. If the number of steps for spoofing (i.e., $T'$) is large enough (i.e., there are enough $W_i$s), the condition “$d(W_t, W_{t-k}) \leq \delta$” can be trivially satisfied.

Another major change in Attack II is that $A$ optimizes the noise $R$ by minimizing the following distance (line 27):

$$\mathbb{D}_i \leftarrow d(\nabla W_t, 0) + d(R, 0),$$

and the condition for terminating the adversarial optimization is $d(W'_{i+1}, W'_i) > \gamma$ where $\gamma < \delta$ (Line 25). This guarantees that the model is still close to itself after a single step of update. Since the distance between $W_{t-k}$ and $W_t$ is smaller than $\delta$ after initialization, after $k$ steps of updates, their distance is still smaller than $\delta$: $d(W_t, W'_{i}) < \delta$.

Interestingly, this change makes the adversarial optimization become easier to converge. Recall that in Attack I, $A$ has to adjust the loss function $L(f_{W_t}(X + R), y)$ to minimize $d(W'_{i+1} - \eta \nabla W'_i, W_I)$. This is difficult to achieve because gradient-based training is used to minimize (not adjust) the loss function. Thanks to the new $\mathbb{D}_i$, $A$ can simply minimize the loss function in Attack II. In another word, the adversarial optimization process in Attack II is more close to normal training. Table II shows that on CIFAR-10, after 10 steps of adversarial optimization, the loss function decreases from 0.43 to 0.04, and the gradients decrease from 61.13 to 0.12. Both are small enough to pass the verification. That is to say, the number of while loops $N$ can be as small as 10 in Attack II.

Table II

| $L(f_{W_T}(X + R), y)$ | $\|\nabla W_t\|^2$ |
|------------------------|------------------|
| Before                 | After            |
| 0.43 ± 0.18            | 0.04 ± 0.01      |
| 61.13 ± 45.86          | 0.12 ± 0.05      |

Cost comparison. It is easy to see that Attack II requires $T'$ times of update (Line 24) plus $T'$ · $N$ times of adversarial optimization (Line 26-30), where $N = 10$. Each update requires one gradient computation and each adver-
sarial optimization requires three gradient computations. In total, Attack II requires $31T'$ gradient computations. As a comparison, generating a polynomial proof requires $T = E \cdot S$ gradient computations. In [2], they set $E = 200$ and $S = 390$, hence $T = 78,000$. Therefore, the cost for Attack II is smaller than the trainer's cost as long as $T' < \frac{78,000}{31} \approx 2,516$. Our experimental results show that this is more than enough for the spoof to pass the verification (cf. Section IV). Next, we show how we further optimize our attack.

C. Attack III

Algorithm 5: Attack III

Input: $D$, $f_W$, $\gamma$, $\zeta$, $k$, $E$, $S$
Output: PoL spoof: $P(A, f_W) = (W, I, \emptyset)$
updated dataset: $D$

1. $W \leftarrow \emptyset$, $I \leftarrow \emptyset$
2. $W$.append(initW(\(\zeta, W_0\))) initialize and append $W_0$
3. for $t = 1 \rightarrow T'$ do
   $T' \mod k = 0$
   if $t \mod k = 0$ then
      if $t < T$ then
         no need to append $W_T$
         sample $W_I$ s.t., $d(W_I, W_{t-k}) \leq \delta$
         $W$.append($W_I$)
      else
         $W_t := W_I$
      end
      updateDataPoints($W_{t-k}, W_t$)
      for $i = (t-k) \rightarrow (t-1)$ do
         $W$.append($h(D[I[i]])$)
      end
   else
      $W$.append(nil)
   end
   end

function updateDataPoints($W_{t-k}, W_t$)

1. $(X, y) \leftarrow [D[I[k-t]], ..., D[I[t-1]]])$
2. $W'_t \leftarrow$ update($W_{t-k}(X, y)$)
3. while $d(W'_t, W_t) > \gamma - \sigma$ do
   $R \leftarrow$ zeros
   $\nabla W_{t-k} \leftarrow -\frac{\partial}{\partial W_{t-k}} L(f_{W_{t-k}}(X + R), y)$
   $D_{t-k} \leftarrow d(\nabla W_{t-k}, 0) + d(R, 0)$
   $R \leftarrow R - \eta \nabla \nabla W_{t-k} R$
   $W'_t \leftarrow$ update($W_{t-k}(X + R, y)$)
   $[D[I[k-t]], ..., D[I[t-1]]]) := (X + R, y)$
end

Algorithm 5 shows Attack III. Again, we highlight the key differences (compared to Attack II) in blue. The major change is that $A$ optimizes all $k$ batches of data points together in updateDataPoints. The distance between $W'_t$ and $W_t$ should be limited to $\gamma - \sigma$ (where $0 < \sigma < \gamma$), instead of $\gamma$. We will show the reason in the proof of Corollary II.

Optimizing all $k$ batches together reduces the complexity to $\frac{T'}{k}$ times of update (Line 22) plus $\frac{T'}{k} \cdot N$ times of adversarial optimization (Line 24-28). At first glance, this will not pass the verification because $V$ will run update for each batch individually. However, since $W_{t-k}, ..., W_{t-1}$ are all very close to each other, taking a gradient with respect to $W_{t-k+j}$ is similar to taking a gradient with respect to $W_{t-k}$. Consequently, we can optimize all $k$ batches directly with respect to $W_{t-k}$. The gap only depends on $k$, hence we can make a trade-off. Next, we formally prove this argument.

Corollary 1. Let $(W_{t-k}, W_t)$ be an input to updateDataPoints in Attack III. Let $\{W_{t-k-1}, ..., W_t\}$ be the model weights computed by $V$ based on $W_{t-k}$ during PoL verification. Assuming the loss function $L(f_W(X), y) \in C^2(\Omega)$, where $\Omega$ is a closed, convex and connected subset in $\mathbb{R}^n$, and $\{W_{t-k-1}, ..., W_t\} \in \Omega$. Then,

$$||\hat{W}_t - W_t|| \leq \eta \alpha \beta \left(\frac{1}{k-1} \right) + \gamma - \sigma,$$

where $\alpha$ and $\beta$ are the upper bounds of first and second order derivative of $L(f_W(X), y)$.

Proof. Let $X = [x_1, x_2, ..., x_k]^T$ be the $k$ batches used to update $W_{t-k}$. Denote

$\hat{W}_t(W_{t-k}) = L(f_W(x_i), y_i) \in C^2(\Omega)$,

$\nabla_i(W) = \frac{\partial}{\partial W} L_i \in C^1(\Omega)$,

$\nabla_i^2(W) = \frac{\partial^2}{\partial W^2} L_i \in C^0(\Omega)$.

Then, $||\nabla_i(W)|| < \alpha$ and $||\nabla_i^2(W)|| < \beta$.

In Attack III, (Line 22 of Algorithm 5), $W_t'$ is calculated as

$W_t' = W_{t-k} - \eta \nabla_i(W_{t-k}) + \nabla_2(W_{t-k}) + ... + \nabla_k(W_{t-k})$

While in the PoL verification (Line 29 of Algorithm 5),

$\hat{W}_t = \hat{W}_{t-k} - \eta \nabla_i(\hat{W}_{t-k}) + \nabla_2(\hat{W}_{t-k}) + ... + \nabla_k(\hat{W}_{t-k})$

It is identical to

$\hat{W}_t = \hat{W}_{t-k} - \eta (\nabla_i(W_{t-k}) + \nabla_2(\hat{W}_{t-k}) + ... + \nabla_k(\hat{W}_{t-k}))$

If $A$ sets $\eta' = k\eta$, then

$\hat{W}_t - W_t' = \eta' (\nabla_2(W_{t-k}) - \nabla_2(\hat{W}_{t-k} + ... + \nabla_k(\hat{W}_{t-k}))$

Assuming $\hat{W}_{t-k+i}, W_{t-k} = \{W \in \mathbb{R}^n, W = \hat{W}_{t-k+i} + \theta h, 0 \leq \theta \leq 1\}$ is a closed set, and $\nabla_i(W) \in C^1(\Omega)$. Based on the finite-increment theorem 29, we have

$||\nabla_i(W_{t-k}) - \nabla_i(\hat{W}_{t-k+i})|| \leq \sup \left\{ \left| \frac{\partial \nabla_i(W)}{\partial W} \right| \cdot ||h|| \right\}$

$\beta ||W_{t-k} - \hat{W}_{t-k+i}||$

$\beta$ empirically is 0.03 in average and $\beta$ is 0.025 in average.
Given

$$||W_{t-k} - \hat{W}_{t-k+l}|| = \eta ||\nabla_1(W_{t-k}) + \nabla_2(W_{t-k+1}) + \ldots + \nabla_{l-1}(\hat{W}_{t-k+l-1})|| \leq (l-1)\eta \alpha,$$

we have

$$||\nabla_i(W_{t-k}) - \nabla_i(\hat{W}_{t-k+l})|| \leq (l-1)\eta \alpha \beta.$$

Then,

$$\hat{W}_t - W_t' \leq \eta^2 \alpha \beta \sum_{l=1}^{k-1} (l-1) \leq \eta^2 \alpha \beta \frac{(k-1)(k-2)}{2} + \gamma - \sigma$$

Recall that $d(W_t', W_t) \leq \gamma - \sigma$ (Line 23 in Algorithm 5).

Then,

$$||\hat{W}_t - W_t|| = ||\hat{W}_t - W_t' + W_t' - W_t|| \leq ||\hat{W}_t - W_t'|| + ||W_t' - W_t|| \leq \eta^2 \alpha \beta \frac{(k-1)(k-2)}{2} + \gamma - \sigma$$

Therefore, Attack III can pass the verification if we set $\sigma > \eta^2 \alpha \beta \frac{(k-1)(k-2)}{2}$.

**Cost comparison.** Recall that the complexity for Attack III is $\frac{E}{T'}$ times of update plus $\frac{E}{T'} \cdot N$ times of adversarial optimization, where $N = 10$; each update requires one gradient computation and each adversarial optimization requires three gradient computations. In total, Attack III requires $31 \frac{E}{T'}$ gradient computations. Given that generating a PoL proof requires $T = 78,000$ gradient computations, the cost for Attack III is smaller than the trainer’s cost as long as $T' < \frac{78,000}{31} \approx 2,516$. In our experiments, we show Attack III can pass the verification when we set $k = 100$ (cf. Section IV). Then, $T' < 251,600$ is the condition for the cost of Attack III to be smaller than the trainer’s cost, making the parameter setting more flexible than Attack II. Notice that our experiments did not show such good results, because $k$ batches of samples exceeds the memory size and we have to load them separately. Nevertheless, the results of Attack III are still much better than Attack II.

**IV. Evaluation**

In this section, we evaluate our attacks in two metrics:

- **Reproducibility.** We need to show that the normalized reproduction errors (cf. Section II-D) in $l_1$, $l_2$, $l_\infty$ and $cos$ introduced by our PoL spoof are smaller than those introduced by a legitimate PoL proof. That means, as long as the PoL proof can pass the verification, our spoof can pass the verification as well.

- **Spoof cost.** Recall that a successful PoL spoof requires the attacker to spend less computation and storage than the prover (cf. Section II-A). Therefore, we need to show that the generation time and size of the spoof are smaller than those of the proof.

**A. Setting**

Following the experimental setup in [12], we evaluate our attacks for ResNet-20 [11] and ResNet-50 [11] on CIFAR-10 [14] and CIFAR-100 [14] respectively. Each of them contains 50,000 training images and 10,000 testing images; and each image is of size $32 \times 32 \times 3$. CIFAR-10 only has 10 classes and CIFAR-100 has 100 classes.

We reproduced the results in [12] as baselines for our attacks. Namely, we generate the PoL proof by training both models for 200 epochs with 390 steps in each epoch (i.e., $E = 200$, $S = 390$) with batch sizes being 128. The authors in [12] suggest to set the number of steps $(k)$ in each checkpointing interval equal to $S$, i.e., $k = S$, but in that case the verifier can only verify one model per epoch, i.e., $Q = 1$ (cf. Algorithm 2). Therefore, we set $k$ as 100. Under this setting, the models achieve 90.13% accuracy on CIFAR-10 and 77.03% accuracy on CIFAR-100. All reproduced results are consistent with the results reported in [12].

Since our attacks are stochastic spoofing, where the spoof is not required to be exactly the same as the proof, we could use different $T$, $k$ and batch size in our attacks. Nevertheless, we still set $k$ as 100 and batch size as 128 for all of our experiments, to show that our attacks are still valid even in a tough hyperparameter setting.

Recall that $V$ only verifies $Q < \frac{E}{T'}$ largest updates for each epoch (cf. Algorithm 2). Given that $S = 390$ and $k = 100$, we have $Q \leq 3$. In [12], Jia et al. claim that $Q = 1$ would be sufficient for the verifier to detect spoofing, and they use $Q = 1$ for their experiments. To be cautious, we run experiments with both $Q = \lfloor \frac{E}{T'} \rfloor = 3$ and $Q = 1$.

To show that our attacks can scale to more complex datasets, we evaluate our attacks on ImageNet [8]. We pick the first 10 classes from ImageNet; it contains 13,000 training images and 500 testing images, and each image is resized as $128 \times 128$. We train ResNet-18 [11] with $E = 200$, $S = 101$, $k = 100$ and batch size being 128; it achieves 71% accuracy. In this case, $Q$ can only be one. We again set $k = 100$ and batch size as 128 for our attacks on ImageNet.

All experiments were repeated 5 times with different random initializations, and the averages are reported.

**B. results**

**Attack I.** Table III shows the evaluation results of Attack I on CIFAR-10. It shows that after a similar amount of training time, the normalized reproduction errors introduced by PoL spoof are significantly larger than those introduced by PoL proof. This is unsurprising since Attack I is just a strawman attack. Next, we focus on evaluating our real attacks: Attack II and Attack III.

**Attack II.** Figure 2 shows the evaluation results of Attack II on CIFAR-10. The results show that the normalized reproduction errors introduced by the PoL spoof are always smaller than those introduced by the PoL proof in $l_1$, $l_2$ and $l_\infty$ (Figure 2(a), 2(b) and 2(d)). For $l_\infty$, it requires $T' > 1,000$ for the spoof to be able to pass the verification (Figure 2(c)).
Table III

| Attack I on CIFAR-10 and CIFAR-100 |
|-----------------------------------|
| CIAFR-10 | CIFAR-100 |
|----------|-----------|
| $l_1$     |            |
| Spoof    | 0.2152    | Proof     | 0.0265    |
| $l_2$     | 0.2796    |            |
| Spoof    | 0.0333    | Proof     | 0.6552    |
| $l_\infty$ |          |
| Spoof    | 0.2291    |            |
| $cos$    | 0.0758    |            |
| Spoof    | 0.0038    | Proof     | 0.1345    |
| Time (s) | 4.591     |            |
| Spoof    | 4.607     | Proof     | 18.307    |
|         |            |            |

Figure 2. Attack II on CIFAR-10

The other hand, when $T' > 4,000$, the generation time of the spoof is larger than that of the proof (Figure 2(e)). That means 1,000 < $T' < 4,000$ would be the condition for Attack II to succeed on CIFAR-10. Notice that the spoof size is always smaller than the proof size.

Figure 3 shows that 1,300 < $T' < 1,700$ is the condition for Attack II to be successful on CIFAR-10. Notice that the spoof size is always smaller than the proof size.

Figure 4 shows that 1,500 < $T' < 4,000$ is the condition for Attack II to succeed on CIFAR-100. Figure 4 shows that 500 < $T' < 3,000$ is the condition for Attack II to succeed on ImageNet.

Attack III. Figure 5 shows the results of Attack III on CIFAR-10. The results show that the normalized reproduction errors introduced by the spoof are always smaller than those introduced by the proof in all 4 distances when $T' > 1,000$. In terms of spoof generation time, the number of steps $T'$ can be as large as 6,000. That means the condition for Attack III to be successful on CIFAR-10 is 1,000 < $T' < 6,000$.

Figure 6 shows that the condition for Attack III to succeed in CIFAR-100 is 1,500 < $T' < 4,000$. Figure 7 shows that 500 < $T' < 18,000$ is the condition for Attack III to be successful on ImageNet.

In [12], the authors suggest to check model performance periodically. Therefore, we need to make sure that the performance of the intermediate models generated by our attacks follow the same trend as those in the proof. We can achieve this by adjusting the extent of perturbations on $W_T$ (Line 7 in Algorithm 5). Specifically, we can add a large extent of perturbations when $T'$ is small and add a small extent of perturbations when $T'$ is large. Figure 10 (in Appendix) shows the model performance in both CIFAR-10 and CIFAR-100. The $x$-axis presents the progress of training. For example when $x = 0.2$, the corresponding $y$ represents the $0.2 \cdot T'$-th model performance in the proof and $0.2 \cdot T'$-th model performance in the spoof. It shows that the model performance in the proof and the spoof are in similar trends.

Non-overlapping datasets. In [12], it is assumed that $\mathcal{A}$ has full access to the training dataset and can modify it. An implicit assumption is that $\mathcal{V}$ does not know the dataset beforehand, otherwise the attack can be easily defended by checking the integrity of the dataset. This assumption is realistic. Consider the scenario where two hospitals share data with each other, so that they can train models (separately) for online diagnosis. Suppose hospital-A trains a good model, and
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Figure 3. Attack II on CIFAR-100
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Figure 4. Attack II on ImageNet
hospital-B (which is the attacker) wants to claim the ownership of this model. Then, hospital-A provides a PoL proof and hospital-B provides a PoL spoof. In this example, A knows the training dataset but V does not.

However, V could still check if one dataset is an adversarial perturbation of the other. This may introduce a new arms race: A would need to evade both PoL and this second verifier. To this end, we evaluate the effectiveness of our attacks on different hardware. Next, we show the spoof generation time is smaller than the proof generation time even if A uses a less powerful hardware than T. We pick four kinds of hardware and rank them in ascending order according to their computing power: Tesla T4, Tesla P40, GeForce RTX 2080Ti and Tesla V100. We run Attack II and Attack III on all these hardware. In addition, we use the most powerful hardware (i.e., Tesla V100) to generate the PoL proof. Figure 11 (in Appendix) shows that the attacks can succeed even if we use the least powerful hardware to generate spoof and use the most powerful hardware to generate proof.

**Summary.** In summary, both Attack II and Attack III can successfully spoof a PoL when T' is within a certain range. The results show that T' can be large enough to be in the same level with T. Consequently, V cannot simply detect the attack by setting a lower bound on the number of training steps.

Figure 12 (in Appendix) shows some randomly picked images before and after running our attacks. The differences are invisible.

V. COUNTERMEASURES

In this section, we provide two potential countermeasures for our attacks.

**Selection of threshold.** As we observed in our experiments, \( \varepsilon_{\text{repr}} \) in the early training stage is usually larger than that in the later stage, because the model converges in the later stage. On the other hand, \( \varepsilon_{\text{repr}} \) remains in the same level in our spoof. Then, it is unreasonable for V to set a single verification threshold for the whole training stage. A more sophisticated way would be dynamically choosing the verification thresholds according to the stage of model training: choose larger thresholds for the early stage, and choose smaller thresholds for the later stage. However, we can also set \( d(W_t, W_{t-k}) \) closer in the later stage to circumvent this countermeasure.
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Figure 7. Attack III on ImageNet.
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Figure 9. Attack III on non-overlapping CIFAR-10.
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**VC-based PoL.** Verifiable computation (VC) allows a delegator to outsource the execution of a complex function to some workers, who return the execution result together with a VC-proof; the delegator can check the correctness of the returned results by verifying the VC-proof, which requires less work than executing the function. There are many VC schemes such as SNARK [2], STARK [1] etc; most of them require $O(n \log n)$ computational complexity to generate the proof, where $n$ is the number of gates in the function. We can use VC to build a secure PoL mechanism: during model training, $T$ generates a VC-proof, proving that the final model $W_T$ was resulted by running the training algorithm on the initial model $W_0$ and the dataset $D$; when the model ownership is under debate, $T$ can show the VC-proof to $V$. To spoof, $A$ has to devote $O(n \log n)$ computation to generate a valid VC-proof, which is almost equal as $T$. This mechanism is valid, but it will introduce an overwhelming overhead.

**VI. RELATED WORK**

**Adversarial examples.** When first discovered in 2013 [23], adversarial examples are images designed intentionally to cause deep neural networks to make false predictions. Such adversarial examples look almost the same as original images, thus they show vulnerabilities of deep neural networks [10]. Since then, it becomes a popular research topic and has been explored extensively in both attacks [9, 22] and defences [3, 6, 16, 19, 26, 27].

Adversarial examples are generated by solving:

$$\mathbf{R} = \arg \min_{\mathbf{R}} L(f_W(\mathbf{X} + \mathbf{R}), y') + \alpha ||\mathbf{R}||,$$

where $y'$ is a label that is different from the real label $y$ for $\mathbf{X}$. Then, the noise $\mathbf{R}$ can fool the model to predict a wrong label (by minimizing the loss function) and pose little influence on the original instance $\mathbf{X}$.

Recall that the objective of Attack II and Attack III is to minimize the gradients computed by “adversarial examples”. Therefore, it can be formulated as:

$$\mathbf{R} = \arg \min_{\mathbf{R}} L(f_W(\mathbf{X} + \mathbf{R}), y) + \alpha ||\mathbf{R}||.$$

This is identical to the objective of finding an adversarial example. An adversarial example aims to fool the model whereas our attacks aim to update a model to itself. Nevertheless, they end up at the same point, which explains the effectiveness of Attack II and Attack III.

**Unadversarial examples.** Unadversarial examples [21] target the scenarios where a system designer not only trains the model for predictions, but also controls the inputs to be fed into that model. For example, a drone operator who trains a landing pad detector can also modify the surface of the landing pads. Unadversarial examples are generated by solving:

$$\mathbf{R} = \arg \min_{\mathbf{R}} L(f_W(\mathbf{X} + \mathbf{R}), y),$$

so that the new input $(\mathbf{X} + \mathbf{R})$ can be recognized better by the model $f_W$.

This is similar to the objective function of our attacks besides the regularization term we use to minimize the perturbations. The authors in [21] demonstrate the effectiveness of unadversarial examples via plenty of experimental results, which can also explain the success of our attacks.

**Deep Leakage from Gradient.** In federated learning [5, 13, 15, 17], it was widely believed that shared gradients will not leak information about the training data. However, Zhu et al. [28] proposed “Deep Leakage from Gradients” (DLG), where the training data can be recovered through gradients matching. Specifically, after receiving gradients from another worker, the adversary feeds a pair of randomly initialized dummy instance $(\mathbf{X}, y)$ into the model, and obtains the dummy gradients via back-propagation. Then, they update the dummy instance with an objective of minimizing the distance between the dummy gradients and the received gradients:

$$\mathbf{X}, y = \arg \min_{\mathbf{X}, y} ||\nabla W' - \nabla W||^2$$

$$= \arg \min_{\mathbf{X}, y} ||\frac{\partial L(f_W(\mathbf{X}), y)}{\partial W} - \nabla W||^2$$

After a certain number of steps, the dummy instance can be recovered to the original training data.

Our attacks were largely inspired by DLG: an instance can be updated so that its output gradients can match the given gradients. The difference between DLG and our work is that DLG aims to recover the training data from the gradients, whereas we want to create a perturbation on a real instance to generate specific gradients.

**VII. CONCLUSION**

In this paper, we show that a recently proposed PoL mechanism is vulnerable to “adversarial examples”. Namely, in a similar way as generating adversarial examples, we could generate a PoL spoof with significantly less cost than generating a proof by the prover. We validated our attacks by conducting experiments extensively. In future work, we will explore more effective attacks.
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Figure 10. Intermediate model accuracy for Attack III. (The x-axis presents the progress of training. For example when $x = 0.2$, the corresponding $y$ represents the $0.2 \cdot T$-th model performance in PoL proof and $0.2 \cdot T'$-th model performance in PoL spoof)

Figure 11. Spoof generation time with different GPUs. Tesla T4 is the least powerful one and Tesla V100 is the most powerful one. We use Tesla V100 to generate the proof.

Figure 12. “Adversarial examples” generated by Attack III. The original images are on the left-hand side and the noised images are on the right-hand side.