Low-Complexity PIR Using Subfield Subcodes
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Abstract—A major drawback of many PIR schemes is the high computational cost at the servers. We present a scheme that uses only operations in the prime field during response generation. For binary extension fields this leads to schemes that only need XOR operations at the servers to calculate the responses. This is achieved by restricting the queries to a subfield subcode or trace code. We investigate possible parameter ranges and focus on the example of GRS codes and subfield subcodes of these.

Index Terms—Private Information Retrieval, Subfield Subcodes, Trace Codes, Alternant Codes.

I. INTRODUCTION

A lot of work on PIR considers only two parameters of interest, the download cost, or rate, and storage overhead. The effort at the server side, which can be significant, is usually ignored. Two exceptions are [1], where a PIR scheme that requires no computation on the server side is presented. And [2], which introduces a new parameter called access complexity, that measures how many files a server has to access to calculate its response.

In this paper we will present the use of subfield subcodes to a private information retrieval (PIR) scheme. In particular, we consider an alteration of the PIR scheme presented in [3] which uses generalised Reed-Solomon (GRS) codes to achieve a PIR rate of \((n - k(1 + t - 1))/n\) for \(n\) servers using a dimension \(k\) storage code. This scheme offers protection against \(0 < t \leq n - k\) colluding servers. By choosing the retrieval code as a subfield subcode of a GRS code (such subfield subcodes are at times called alternant codes) instead of a GRS code a significant computational cost is saved during file retrieval. We compare the complexity of this subfield subcode scheme to the scheme in [3] using both GRS codes over any field of characteristic 2 as well as GRS codes over \(\mathbb{F}_{q^m}\) where \(q^m > 2\).

II. PRIVATE INFORMATION RETRIEVAL

We use the setup in [3]. Let \(n\) denote the number of servers in the DSS, let \(\mu\) denote the number of files, and let \(b\) denote the number of rows in each file. The files \(x^1, \ldots, x^\mu \in (\mathbb{F}_{q^m})^{b \times k}\) are encoded row-wise using a linear \([n, k, d_C]_{q^m}\) code \(C\), the storage code, as

\[
Y = \begin{bmatrix} x^1 \vdots x^\mu \end{bmatrix} G_C,
\]

where \(G_C\) is a generator matrix for \(C\). Superscripts will refer to files, subscripts to servers, and parenthesis to vector entries. E.g., \(y^i = x^i G_C\) denotes the \(i\)th encoded file, \(y^i_j\) the part of this encoded file on the \(j\)th server, and \(y^i_j(a)\) the \(a\)th entry of this vector.

Now, the PIR scheme is described. We will denote this scheme by \(\mathcal{S}\). Let \(D\) be a linear length \(n\) code over \(\mathbb{F}_{q^m}\). We call this code the retrieval code. The star product of the storage code and the retrieval code is defined as

\[
C \ast D = \{ (c_0 d_0, \ldots, c_{n-1} d_{n-1}) \mid c \in C, d \in D \}
\]

Let \(c := d_{C \ast D} - 1\). The set \(J := \{1, \ldots, \max\{k, c\}\}\) will be the index set of servers (after perhaps a rearrangement of servers) from which symbols are downloaded. To make sure that exactly one file is downloaded after \(s\) iterations of the algorithm we enforce that \(b = \text{lcm}(c, k)/k\) and \(s = \text{lcm}(c, k)/c\).

A query is constructed by choosing \(\mu b\) codewords \(d^1, \ldots, d^{\mu b}\) of \(D\) uniformly at random where \(a \in [\mu]\) and \(c \in [b]\). For each \(j \in [n]\) we define a vector \(d_j\) by

\[
d^i_j = (d^{i,1}(j), \ldots, d^{i,\mu b}(j)), \quad d_j = (d^1_j, \ldots, d^{\mu b}_j) \in (\mathbb{F}_{q^m})^{\mu b}.
\]

A subset \(J_1 = [d_{C \ast D} - 1] \subseteq J\) is defined and is partitioned according to the rows of the files:

\[
J_1^i = [c/b], \quad J^i_2 = [2c/b] \setminus [c/b], \ldots, \quad J^i_1 = [c] \setminus [(b - 1)c/b].
\]

Suppose that we wish to fetch the \(i\)th file. Then the \(j\)th query \(q^i_j\) is defined by

\[
q^i_j = \begin{cases} d_j + e_{b(i-1)+a} & \text{if } j \in J^i_1, \\ d_j & \text{if } j \not\in J_1. \end{cases}
\]

The \(j\)th entry of the response vector is then determined as

\[
r^i_j = \langle q^i_j, y_j \rangle.
\]

This is iterated by applying a length \(c/b\) cyclic shift to the partition \(J_1\) within \(J\). That is, if the \(a\)th index set for the \(u - 1\)th iteration is \(J^{u-1}_{a} = \{j_1, \ldots, j_{c/b}\}\) then

\[
J^u_a = \{ j_1 + c/b \pmod{|J|}, \ldots, j_{c/b} + c/b \pmod{|J|} \}.
\]

Then the queries are defined as in [3] now using the partition \(J^u_a\) and \(J_a\) as the union of the \(J^u_a\). The data can now be reconstructed as follows: Choose a parity check matrix \(H\) for
$C \star D$. Suppose that $r^i$ is the response vector of the first iteration. Then

$$Hr^i = Hc + H \begin{bmatrix} y_1^i(1) \\ \vdots \\ y_k^i(b) \\ 0_{(n-c) \times 1} \end{bmatrix}$$

where $c \in C \star D$. Hence, $y_1^i(1), \ldots, y_k^i(b)$ can be recovered from (8) since any choice of $c$ columns of $H$ is a linearly independent set. This is done similarly for the other $s-1$ iterations until an entire file can be reconstructed.

We present here two theorems of [3]:

**Theorem II.1.** Let $C$ be an $[n,k,d_C]$-code and let $D$ be some length $n$ retrieval code. If the minimum distance of $C \star D$ denoted by $d_{C \star D}$ satisfies $d_{C \star D} \leq k$ or there exists $J \subseteq [n]$ such that every size $k$ subset of $J$ is an information set of $C$ then $\mathcal{F}$ retrieves the correct file with rate $(d_{C \star D} - 1)/n$.

**Theorem II.2.** $\mathcal{F}$ protects against $d_{D^+} - 1$ colluding servers.

### III. Low-Complexity Variant

We will now modify the scheme $\mathcal{F}$ to reduce the complexity of calculating the responses $r_j^i$.

The main idea is to replace the retrieval code $D$ with its subfield subcode $D|_{F_q}$. We have the immediate inclusion $C \star D \supseteq C \star D|_{F_q}$ hence we can retrieve at least as many symbols as before. The protection against collusion relies on the min. distance of a trace code.

**Theorem III.1 (Delssarte [4]).** For a code $D$ over $\mathbb{F}_q^n$,

$$(D|_{F_q})^\perp = \text{Tr}(D^\perp).$$

In general min. distances of trace codes are not easy to determine and even good lower bounds are not known. But they are easy enough to determine for the examples of interest in the present application.

We collect these observations in the following theorem.

**Theorem III.2.** Let $C$ and $D$ be a storage and a retrieval code respectively for the scheme $\mathcal{F}$. Then we can define a low complexity variant $\mathcal{F}|_{F_q}$ by replacing $D$ with $D|_{F_q}$. The scheme $\mathcal{F}|_{F_q}$ has at least the same rate as the scheme $\mathcal{F}$ and protects against $t'$-collusion, where $t' = d_{\text{Tr}(D^\perp)} - 1$.

We will keep our focus on the variant of the scheme $\mathcal{F}$ using GRS codes as storage and retrieval codes as well as its corresponding subfield subcode scheme $\mathcal{F}|_{F_q}$. Hence, by $\text{GRS}_k(\alpha, \nu)$ we denote the GRS code

$$\text{GRS}_k(\alpha, \nu) = \{(v_0 f(\alpha_0), \ldots, v_{n-1} f(\alpha_{n-1})) \mid f \in \mathbb{F}_q^m[X], \deg f < k\},$$

(9)

for $\nu \in (\mathbb{F}_q^m)^n$ and support $\alpha \in (\mathbb{F}_q^m)^n$ satisfying $\alpha_i \neq \alpha_j$ for $i \neq j$. The GRS codes are closed under taking duals. In particular,

$$(\text{GRS}_k(\alpha, \nu))^\perp = \text{GRS}_{n-k}(\alpha, \nu^*)$$

where

$$\nu^* = \left(\frac{1}{v_0 \prod_{i \neq 0} (\alpha_0 - \alpha_i)}, \ldots, \frac{1}{v_{n-1} \prod_{i \neq n-1} (\alpha_{n-1} - \alpha_i)}\right).$$

The star product as defined in (3) for GRS codes $C$ and $D$ satisfies

$$\text{GRS}_k(\alpha, \nu) \star \text{GRS}_l(\alpha, \nu) = \text{GRS}_{\min\{k, l\}}(\alpha, (u_0 v_0, \ldots, u_{n-1} v_{n-1})).$$

(12)

Assume now that we have $D = \text{GRS}_l(\alpha, \nu)$ for some $\alpha \in (\mathbb{F}_q^m)^n$ and $\nu \in (\mathbb{F}_q^m)^n$. Theorem III.1 (10), and (11) combines to yield the diagram in Fig. 1.

| $D$ | $\text{GRS}_l(\alpha, \nu)$ | $\text{GRS}_{n-l}(\alpha, \nu^*)$ |
|-----|-------------------|-------------------|
| $D|_{F_q}$ | $\text{GRS}_l(\alpha, \nu)$ | $\text{GRS}_{n-l}(\alpha, \nu^*)$ |
| Dual | $\text{Tr}$ | $\text{Tr}$ |
| $D|_{F_q}$ | $\text{GRS}_l(\alpha, \nu)$ | $\text{GRS}_{n-l}(\alpha, \nu^*)$ |
| $\text{Tr}$ | $D$ | $D$ |

Fig. 1. Relation between duals of GRS codes and their subfield subcodes.

Taking the storage code as $C = \text{GRS}_k(\alpha, \nu)$ and the retrieval code as $D|_{F_q}$ yields a PIR rate of at least

$$\frac{n - k - t + 1}{n}$$

(13)

and a protection against $d_{\text{Tr}(D^\perp)} - 1$ colluding servers assuming that $t \leq n - k$.

In case a lower bound on the collusion protection is required we can assign $\text{Tr}(D) = \text{Tr}(\text{GRS}_l(\alpha, \nu))$ as the retrieval code. This yields a collusion protection $t' = d_{D|_{F_q}^\perp} - 1$ t', however in general we have

$$C \star \text{Tr}(D) \nsubseteq C \star D.$$  

(14)

Hence, this approach will yield no immediate lower bound on the rate of the new scheme. We collect these observations in the following corollary.

**Corollary III.3.** Let $C$ and $D$ be a storage and a retrieval code respectively for the scheme $\mathcal{F}$. Then we can define a low complexity variant $\text{Tr}(\mathcal{F})$ by replacing $D$ with $\text{Tr}(D)$. The scheme $\text{Tr}(\mathcal{F})$ has rate $(d_{C \star \text{Tr}(D)} - 1)/n$ and protects against $t'$-collusion, where $t' = d_{D|_{F_q}^\perp} - 1$.

### IV. Complexity

This scheme has the evident disadvantage to the GRS scheme in [3] that we have no immediate lower bound on the collusion protection. However, a considerable reduction in time complexity can be achieved by choosing the retrieval code as a subfield subcode. We consider the case $q^m = 2^n$.

In the scheme $\mathcal{F}$ the response $r^i$ has $n$ entries, hence, in each iteration $n$ inner products (6) are calculated. Each of these consists of $\mu b - 1$ additions and $\mu b$ multiplications in $\mathbb{F}_{2^n}$. An addition in $\mathbb{F}_{2^n}$ has time complexity $O(m)$ and a
multiplication in $\mathbb{F}_{2^m}$ has time complexity $O(m^2)$ using naive multiplication. Therefore, determining $r^i$ has complexity
\begin{equation}
\mu(b - 1)O(m) + \mu(b)O(m^2) = \mu(b)O(m^2),
\end{equation}
which is iterated $s$ times.

Let us turn to the case where $D|_{\mathbb{F}_{2^m}}$ is the retrieval code. Then $q_j \in (\mathbb{F}_2)^{\mu(b)}$, thus, we have only additions in $\mathbb{F}_q$ and determining $r^i$ has complexity
\begin{equation}
\nu(b - 1)O(m).
\end{equation}

We again consider the scheme $\mathcal{S}$ now for $q > 2$. Determining $r^i$ consists of $\mu(b - 1)$ additions in $\mathbb{F}_q$ each of complexity $O(m \log_2(q))$ and $\mu(b)$ multiplications each of complexity $O(m^2 \log_2(q))^2)$. Hence, each iteration of the response computation has complexity
\begin{equation}
\mu(b)O(m \log_2(q))^2).
\end{equation}

Faster multiplication algorithms than naive multiplication exist for large integers (see for example [5]) however the naive case suffices for our analysis since the fields of consideration are relatively small.

V. EXAMPLES

As a proof of concept as well as for clarification we will look at a few small examples.

Example V.1. For the storage code $C_1$ we choose the [4, 1, 4] repetition code $C_1 = \text{GRS}_1(1, \alpha_1)$ for $\alpha_1$ as all of $\mathbb{F}_4$ in any order. The retrieval code is chosen as the Reed-Solomon code $D_1 = \text{GRS}_4(1, \alpha_1)$ which has the [4, 1, 4] repetition code as its dual. Hence, $D_1|_{\mathbb{F}_2}$ has parity check matrix $H = [1 1 1 1]$, and $D_1|_{\mathbb{F}_2}$ has minimum distance 2 and dimension 3 just as $D_1$. This yields a scheme $\mathcal{S}_1|_{\mathbb{F}_2}$ with rate $R_1 = 1/4$ and collusion protection 3. Thus, in this case, we can pass to the subfield subcode scheme for free.

As a slightly more interesting example where proper storage coding can be done is as follows.

Example V.2. Choose for $k \leq 3$ the storage code as the length 8 code $C_2 = \text{GRS}_k(v_2, \alpha_2)$ where $v_2$ is any element of $\mathbb{F}_8^*$ and $\alpha_2$ is all of $\mathbb{F}_8$. The retrieval code is $D_2 = \text{GRS}_5(1, \alpha_2)$, and $D_2|_{\mathbb{F}_2}$ has generator matrix
\begin{equation}
G_2|_{\mathbb{F}_2} = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 0
\end{bmatrix}.
\end{equation}

We see that $D_2|_{\mathbb{F}_2}$ is the self-dual [8, 4, 4] extended binary Hamming code. Hence, the scheme $\mathcal{S}_2|_{\mathbb{F}_2}$ protects against $t’ = 3$ collusion, since $(D_2|_{\mathbb{F}_2})^\perp = D_2|_{\mathbb{F}_2}$, compared to $t = 5$ for the scheme $\mathcal{S}$. Computations show that the rate for both schemes is given by $R_2 = (4 - k)/8$.

At last, let us consider a trinary example.

Example V.3. Thus, we take the storage code $C_3 = \text{GRS}_k(v_3, \alpha_3)$ for some $v_3 \in (\mathbb{F}_3)^9$, $\alpha_3 \in (\mathbb{F}_9)^9$, and $k \leq 5$. The retrieval code is chosen as $D_3 = \text{GRS}_3(1, \alpha_3)$. Then we get $D_3|_{\mathbb{F}_3}$ for a [9, 3, 6]-code with generator matrix
\begin{equation}
G_3|_{\mathbb{F}_3} = \begin{bmatrix}
1 & 0 & 0 & 2 & 1 & 2 & 2 & 0 & 1 \\
0 & 1 & 0 & 0 & 2 & 1 & 2 & 2 & 0 \\
0 & 0 & 1 & 2 & 1 & 1 & 0 & 2 & 2
\end{bmatrix}.
\end{equation}

Its dual is a [9, 6, 3] and hence we have a collision protection of $t’ = 2$, down from $t = 4$ for the scheme $\mathcal{S}$. Calculating the star product codes shows that both schemes have identical rates $R_3 = (6 - k)/9$.

VI. CONCLUSION & FUTURE WORK

We have presented an alteration of the PIR scheme of [3] using subfield subcodes as the retrieval code of the PIR scheme. This scheme achieves a considerable improvement in computational complexity of the server side response calculations while maintaining the same rate. As the exampled show this gain is usually accompanied by a reduction in the collusion resistance.

Future work will explore further examples. For the examples presented it holds that $C * D = C * D|_{\mathbb{F}_q}$, hence the rates are equal. Trivial examples for which this equality does not hold are given by codes $D$ of dimension $> 1$ for which $D|_{\mathbb{F}_q}$ is the repetition code. These lead to schemes $\mathcal{S}|_{\mathbb{F}_q}$ with an increased rate, but at the cost of a complete loss of collusion protection. We will explore the possibility of an example for which the rate increases without the collusion protection completely disappearing. Furthermore, a non-trivial example of a scheme using corollary II.3 would be of interest.

Apart from more examples, the possibility of a class of GRS codes for which the subfield subcodes and their parameters are predictable should be considered. In [6] the authors present some classes of GRS codes with high dimensional subfield subcodes and algorithms to search them.
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