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Abstract
In classical electrodynamics all the measurable quantities can be derived from the gauge invariant Faraday tensor $F_{\alpha\beta}$. Nevertheless, it is often advantageous to work with gauge dependent variables. In [2, 4] and [8], and in the present paper too, the transformation of the vector potential in the Lorenz gauge to that in the Coulomb gauge is considered. This transformation can be done by applying a projection operator that extracts the transverse part of spatial vectors. In many circumstances the proper projection operator is replaced by a simplified transverse one. It is widely held that such a replacement does not affect the result in the radiation zone. In this paper the action of the proper and simplified transverse projections will be compared by making use of specific examples of a moving point charge. It will be demonstrated that whenever the interminable spatial motion of the source is unbounded with respect to the reference frame of the observer the replacement of the proper projection operator by the simplified transverse one yields, even in the radiation zone, an erroneous result with error which is of the same order as the proper Coulomb gauge vector potential itself.

Keywords: electrodynamics, projection operators, Coulomb gauge

1. Introduction

Consider a spatial vector field $\vec{V}$. Its transverse—i.e. divergence free—part $\vec{V}_T$ can be determined by making use of the projection operator\(^1\) $P$ given as [3]

\[^1\] It can be justified by applying the relation $\vec{V}_T^2 \cdot \frac{1}{\sqrt{\delta(x - x')}} = -4\pi \delta(x - x')$ that $P$, as given by (1.1), does indeed extract the transverse part of $\vec{V}$, i.e. $P[\vec{V}] = \vec{V}_T$ satisfies the relation $\vec{V} \cdot \vec{V}_T = 0$. 
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In the radiation zone instead of this operator a simplified transverse one

\[
P[\vec{V}] = \vec{V} - (\vec{n} \cdot \vec{V})\vec{n}
\]

is applied, where the spatial unit vector \(\vec{n}\) is pointing from the source to the point of observation. Notice that by construction \(P[\vec{V}]\) is transverse to \(\vec{n}\) but, in general, it is not divergence free. Our main concern in this paper is to demonstrate that such a replacement, as opposed to the ‘folklore’, may lead to an erroneous result. As a measure of the discrepancy of the action of the proper and the simplified transverse projection operators on \(\vec{V}\) one may use \(\Delta[\vec{V}]\) defined as

\[
\Delta[\vec{V}] = P[\vec{V}] - \mathcal{P}[\vec{V}] = (\vec{n} \cdot \vec{V})\vec{n} + \frac{1}{4\pi} \vec{V} \cdot \left[ \int \frac{\vec{V}_r \cdot \vec{V}(\vec{r}')}{|\vec{r} - \vec{r}'|} \, d\vec{r}' \right].
\]

In this paper it will be shown that the replacement of the proper projection operator \(P\) by the simplified transverse one \(\mathcal{P}\) may be erroneous in determining the transverse (or Coulomb gauge) part of the vector potential of an electromagnetic field in certain physically interesting situations. More concretely, explicit examples will be investigated, each with a point charge moving on a predetermined orbit (i.e. the back reaction will be left out from the present considerations), and it will be demonstrated that whenever the interminable spatial motion of the source is unbounded with respect to the reference frame of the observer the replacement of the proper projection operator by the simplified transverse one does indeed yield an erroneous result and the error is of the same order as the proper Coulomb gauge vector potential itself even if the comparison is made in the radiation zone.

Before proceeding it is important to recall that in the literature two types of asymptotic limit are applied. In the conventional approach the asymptotic limit is meant to be done by picking a \(t = \text{const}\) time-slice and assuming that the distance of the observation point with respect to the origin tends to infinity. Notice that the retarded time inevitably tends to \(-\infty\) in such a limiting process. Thereby, while the involved observation points are getting farther and farther from the observer they report on earlier and earlier parts of the history of the source.

In the other approach the retarded time \(t_{ret}\) is kept constant and the observations are assumed to be done further and further away to the future along a null line originating at a distinguished event of the world line of the source determined by its location at the moment \(t_{ret}\). This approach suits more the investigation of radiative processes and it provides a meaningful determination of the distance dependence of the potential. The infinite limit along the chosen null line corresponds to an ideal endpoint of this line, representing a point—in the conformal setup introduced by Penrose [5]—at future null infinity, \(\mathcal{I}^+\). In all of the particular cases considered we shall indicate the limiting behaviour in this latter sense.

This paper is organized as follows: section 2 selects the class of electromagnetic systems to which our results apply and recalls some of the basic notion and variables we shall use. A justification of the key formulas is presented separately in the appendix. The asymptotic behaviour of the proper projection and its discrepancy from the simplified one for a point-like charge moving on predetermined orbits will be discussed in section 3. In particular, the constant velocity and the oscillatory motions, along with their superposition will be investigated in some detail. Section 4 contains our final remarks.
2. Preliminaries

The electromagnetic field is represented by a 2-form field $F_{\alpha\beta}$ satisfying the Maxwell equations

$$\partial^\alpha F_{\alpha\beta} = -4\pi J_\beta \quad \text{and} \quad \partial_{\alpha F_{\alpha\beta}} = 0,$$

(2.1)

where $J_\beta$ denotes the electric four current vector.

It is frequently advantageous to represent the electromagnetic field by a vector potential $A_\alpha$ in terms of which the Maxwell tensor is given as $F_{\alpha\beta} = \partial_\alpha A_\beta - \partial_\beta A_\alpha$, while the field equations read as

$$\partial^\alpha \left( \partial_\alpha A_\beta - \partial_\beta A_\alpha \right) = -4\pi J_\beta.$$

(2.2)

The choice of $A_\alpha$ is known to be non-unique and two vector potentials $A_\alpha$ and $A'_\alpha$ are physically equivalent if there exists a real function $\chi$ such that

$$A'_\alpha = A_\alpha + \partial_\alpha \chi.$$

(2.3)

This freedom is useful in choosing a vector potential suiting to the investigated problem. Start by splitting the vector potential $A_\alpha$ with respect to an inertial reference system\(^2\),\(^3\), with coordinates $(t, r)$ and derivatives $\partial_\mu = \left( \frac{1}{c} \partial_t, \nabla \right)$, as $A_\alpha = (-\Phi, \vec{A})$. Then, if the vector potential satisfies the Lorenz gauge condition\(^4\), i.e.

$$\partial^\alpha A_\alpha = \frac{1}{c} \partial_t \Phi + \vec{V} \cdot \vec{A}_L = 0,$$

holds for $A_\alpha^L = (-\Phi_L, \vec{A}_L)$, the Maxwell equation (2.2) simplifies to

$$-4\pi J_\alpha = \left(-\frac{1}{c^2} \partial_t^2 + \nabla^2 \right) A_\alpha^L,$$

(2.4)

where $\nabla^2$ stands for the Laplace–Beltrami operator.

The other frequently used gauge is the Coulomb gauge, with vector potential $A_\alpha^C = (-\Phi_C, \vec{A}_C)$. It requires the vanishing of the spatial divergence $\vec{V} \cdot \vec{A}_C$, and then the field equations read as

$$\nabla^2 \Phi_C = -4\pi \rho,$$

(2.5)

$$-4\pi J_\alpha = \left(-\frac{1}{c^2} \partial_t^2 + \nabla^2 \right) A_\alpha^C = -4\pi \left[ \vec{J} - \frac{1}{4\pi} \vec{V} \left( \partial_t \Phi_C \right) \right].$$

(2.6)

where $-\rho$ and $\vec{J}$ denote the time and spatial part of the (locally determined) electric four current vector $J_\alpha$, respectively.

Notice that the transverse electric current

$$\vec{J}_T = \vec{J} - \frac{1}{4\pi} \vec{V} \left( \partial_t \Phi_C \right)$$

(2.7)

extends over all space regardless of whether the spatial part $\vec{J}$ of $J_\alpha$ is localized or not\(^3\). This is a direct consequence of the fact that the scalar potential $\Phi_C$ is non-local as it is subject

\(^2\)The minus sign in front of the scalar potential is of historical origin. The vector potential $A_\alpha$ itself entered into the discussions much later than the scalar potential.

\(^3\)The speed of light will be retained in the equations, and the Gaussian system of units (for its determination see, e.g.\([3]\)) will be applied, with $\epsilon_0 = 1$ and $\mu_0 = 1$ throughout.

\(^4\)The index raising and lowering is always done by either of the fixed background metrics $\eta_{\alpha\beta}$ or $\delta_{ij}$ of the Minkowski spacetime or the Euclidean space, respectively. Moreover, Einstein’s summation convention is used only for identical upper and lower indices.
to the Poisson equation (2.5), which means that a change in the charge distribution, even if it happens at an astrophysical distance, leads to an instantaneous change in $\Phi_C$.

2.1. Potentials of moving point charges

For a point-like source with electric charge $q$ on an orbit $\vec{R} = \vec{R}(t)$ the Lorenz gauge vector potential can be given in the familiar Liénard–Wiechert form as

$$\Phi_L(t, \vec{r}) = \frac{q}{|\vec{r} - \vec{R}(t_{ret})|} \frac{1}{1 - \vec{\beta}(t_{ret}) \vec{n}(t_{ret})},$$  \hspace{1cm} (2.8)

$$\vec{A}_L(t, \vec{r}) = \frac{q}{|\vec{r} - \vec{R}(t_{ret})|} \frac{\vec{\beta}(t_{ret})}{1 - \vec{\beta}(t_{ret}) \vec{n}(t_{ret})},$$  \hspace{1cm} (2.9)

where the relation between the retarded time $t_{ret}$ and $t$ is

$$F(t, t_{ret}) = t - t_{ret} = \frac{|\vec{r} - \vec{R}(t_{ret})|}{c} = 0,$$  \hspace{1cm} (2.10)

$\vec{\beta}(t_{ret})$ is defined as

$$\vec{\beta}(t_{ret}) = \frac{\dot{\vec{R}}(t_{ret})}{c}$$  \hspace{1cm} (2.11)

and the unit vector

$$\vec{n}(t_{ret}) = \frac{\vec{r} - \vec{R}(t_{ret})}{|\vec{r} - \vec{R}(t_{ret})|}$$  \hspace{1cm} (2.12)

points from the location of the source $\vec{R}(t_{ret})$ at $t_{ret}$ to the observation point $\vec{r}$.

In case of the Coulomb gauge, for a point charge (2.5) implies that

$$\Phi_C(t, \vec{r}) = \frac{q}{|\vec{r} - \vec{R}(t)|},$$  \hspace{1cm} (2.13)

and as shown\(^6\) in \([8]\)

$$\vec{A}_C(t, \vec{r}) = \vec{A}_L(t, \vec{r}) - q c \vec{\nabla} \cdot \left[ \int_{t_{ret}}^{t} \frac{1}{|\vec{r} - \vec{R}(t')|} \, dt' \right],$$  \hspace{1cm} (2.14)

(see equation (44b) of \([8]\)).

Note that the second term on the right-hand side of (2.14) is again an ‘action at a distance’ type expression.

Taking into account (2.9), along with the relation (A.8) derived in the appendix, $\vec{A}_C(t, \vec{r})$ can also be given as

\(^5\) The tangent vector of this orbit can be given as $\vec{\nabla}(t) = \vec{\nabla}(t)$ whereas the pertinent spatial electric current vector reads as $\vec{J} = q \vec{\nabla}(t) \delta(t) \left( \vec{r} - \vec{R}(t) \right)$.

\(^6\) In order to pass from the units applied in \([8]\) to the Gaussian system of units used in our paper 4\pi\epsilon_0 has to be replaced by $\frac{1}{c}$ in (44b) of \([8]\).
\[ \mathbf{\vec{A}}_C(t, \mathbf{r}) = \frac{q}{|\mathbf{r} - \mathbf{R}(\text{ret})|} \beta(t_{ret}) \mathbf{\vec{n}}(t_{ret}) + qc \int_{t_{ret}}^{t} \frac{\mathbf{r} - \mathbf{R}(t')}{|\mathbf{r} - \mathbf{R}(t')|^3} \, dt'. \] (2.15)

As is discussed in the introduction—in the case of a time independent vector field—the discrepancy arising by the replacement of the proper projection operator \( P \) by the simplified transverse one \( \mathcal{P} \) can be given by (1.3). In the more general case of a moving point charge, as is verified by (A.9) of the appendix, in classical electrodynamics the error yielded by such a replacement is

\[ \Delta \mathbf{\vec{A}} = -\frac{q \mathbf{\vec{n}}(t_{ret})}{|\mathbf{r} - \mathbf{R}(t_{ret})|} + qc \int_{t_{ret}}^{t} \frac{\mathbf{r} - \mathbf{R}(t')}{|\mathbf{r} - \mathbf{R}(t')|^3} \, dt'. \] (2.16)

3. Special cases

In the succeeding subsections the large distance behaviour of \( \mathbf{\vec{A}}_C \) and \( \Delta \mathbf{\vec{A}} \) will be determined for various motions of a point charge.

However, before proceeding it is rewarding to have a glance at some of the technical difficulties related to the evaluation of the integral term in (2.15) and (2.16). As it will be clear soon even in case of simple one-dimensional motions of a point charge the pertinent integrands may be transcendent functions, the integrals of which cannot be given in closed form. Nevertheless, if considerations are restricted to the radiation zone, a careful limiting process allows one to determine at least the leading order terms accurately.

It is remarkable that whenever the motion of the point particle is restricted to a straight line and the field is also evaluated along this line the unsatisfactory behaviour of the simplified transverse projection \( \mathcal{P} \) immediately follows. To see this assume that the above-mentioned line coincides with the x-axis. Then, in virtue of (2.9), regardless of the specific form of \( R_x = R_x(t) \) the simplified transverse projection \( \mathcal{P} \) yields identically zero result whereas the Coulomb gauge vector potential \( \mathbf{\vec{A}}_C \) is non-zero unless the point charge is at rest.

Below the constant velocity motion, the oscillatory motion, and the superposition of these two motions of a point charge will be considered. By allowing a generic location of the observation point an analogous failure of the simplified transversal projection will be seen to occur whenever the orbit of the point charge is unbounded with respect to the observer’s reference frame.

3.1. Motion with constant velocity

Start with the simplest possible motion of constant velocity. Accordingly, we shall assume that the point charge moves along the x-axis with speed \( \mathbf{v} = (\epsilon v, 0, 0) \), i.e.

\[ \mathbf{R} = \mathbf{\vec{R}}(t) = \mathbf{\vec{v}} t = \begin{cases} R_x = \epsilon vt; \\ R_{[y,z]} = 0, \end{cases} \] (3.1)

where \( \epsilon \) is a sign taking the values +1 for forward and −1 for backward motion, respectively. Note also that hereafter the notation \( \{ y, z \} \) is used to indicate results relevant for the y and z components.

7 The vanishing of \( \mathbf{\vec{R}} \) at \( t = 0 \) makes use of the freedom we have in choosing the origin of the reference system. Note also that this freedom is not specific to the particular case considered in this subsection so it will be applied in the other two cases, as well.
Then, by using the notation $\vec{r} = \vec{r'}$, where $\vec{e}$ denotes the unit spatial vector pointing from the origin to the location of the observation point, the expressions $\vec{r} - \vec{R}(t')$ and $|\vec{r} - \vec{R}(t')|$ can be given as

$$\vec{r} - \vec{R}(t') = r \vec{e} - \vec{v} t', \quad |\vec{r} - \vec{R}(t')| = \sqrt{(r e_x - e v t')^2 + r^2 (1 - e_x^2)},$$

where the relation $e_x^2 + e_y^2 + e_z^2 = 1$ has been applied, while for the integrals

$$\int_{t_{ret}}^t \frac{|\vec{r} - \vec{R}(t')|}{3} \, dt'$$

$$= \frac{1}{\epsilon v} \left[ \frac{1}{\sqrt{r^2 + t'^2 v^2}} - \frac{1}{\sqrt{r^2 + t_{ret}^2 v^2}} \right],$$

$$\int_{t_{ret}}^t \frac{(\vec{r} - \vec{R}(t')))_{v, \zeta} \, dt' = -\frac{e_{v, \zeta}}{r \epsilon v (1 - e_x^2)} \times \left[ \frac{r e_x - e v t}{\sqrt{r^2 + t'^2 v^2}} \frac{r e_x - e v t_{ret}}{\sqrt{r^2 + t_{ret}^2 v^2}} \right]$$

$$= -\frac{r e_x - e v t_{ret}}{\sqrt{r^2 + t_{ret}^2 v^2}} \frac{r e_x - e v t_{ret}}{2 r \epsilon v e_x v t_{ret}}$$

(3.4)

can be seen to hold. Taking into account (2.10) the time of observation $t$ can be expressed as

$$t = t_{ret} + \frac{\sqrt{(r e_x - e v t_{ret})^2 + r^2 (1 - e_x^2)}}{c}$$

(3.5)

and determining the leading $1/r$-terms of the components of $\vec{A}_C$, relevant for a fixed value $t_{ret}$, we get

$$A_C^{\lambda} = -\frac{q}{r \epsilon \beta} \left[ \frac{1 - \beta^2}{1 - \epsilon \beta e_x} - \frac{1}{1 + \beta^2 - 2 \beta e_x} \right] + \mathcal{O}(r^{-2}),$$

(3.6)

$$A_C^{[y,z]} = -\frac{q}{r \epsilon \beta} \frac{e_{v, \zeta}}{1 - e_x^2} \left[ \frac{1}{1 - \frac{\epsilon}{\beta} e_x} - \frac{1}{1 + \beta^2 - 2 \beta e_x} \right] + \mathcal{O}(r^{-2}),$$

(3.7)

where $\beta = \frac{\epsilon}{\gamma}$. Note that the specific value of $t_{ret}$ appears only in the higher order terms.

By evaluating the generic expression (2.16) for $\Delta[\vec{A}]$, using again the same fixed value $t_{ret}$, we get

$$\Delta[\vec{A}]^\lambda = -\frac{q}{r \epsilon \beta} \left[ 1 + \epsilon \beta e_x - \frac{1}{\sqrt{1 + \beta^2 - 2 \beta e_x}} \right] + \mathcal{O}(r^{-2}),$$

(3.8)

$$\Delta[\vec{A}]^{[y,z]} = -\frac{q}{r \epsilon \beta} \frac{e_{v, \zeta}}{1 - e_x^2} \left[ e_x - \epsilon \beta (1 - e_x^2) + \frac{\epsilon \beta - e_x}{\sqrt{1 + \beta^2 - 2 \beta e_x}} \right] + \mathcal{O}(r^{-2}).$$

(3.9)

By inspecting the above relations it gets immediately transparent that $\Delta[\vec{A}]$ is of the same order as $\vec{A}_C = P[\vec{A}_L]$. Nevertheless, one could argue that this example is not representative as
there is no electromagnetic radiation associated with the uniform motion of a point charge. To this end it is important to mention that—as will be demonstrated in section 3.3—an analogous discrepancy of the proper and the simplified transversal projections occurs when a harmonic oscillation is superimposed on the uniform motion and then radiation is also involved.

3.2. Oscillatory motion

Consider now a harmonic oscillation of a point charge. Accordingly, it will be assumed that

\[ \mathbf{R} = \mathbf{R}(t) = \begin{cases} R_x = a \sin(\omega t); \\ R_{[y,z]} = 0, \end{cases} \]

(i.e. the charge oscillates around the origin of the reference frame of the observer along the \(x\)-axis with amplitude \(a\).

With (3.10) the integral term appearing in (2.15) and (2.16) becomes

\[ \int_{t_{\text{inst}}}^{t} \frac{r_x - R_x(t')}{|\mathbf{R} - \mathbf{R}(t')|^3} \, dr' = \frac{1}{r^2} \int_{t_{\text{inst}}}^{t} e_x - \frac{a}{r} \sin(\omega t') \left[ 1 - \frac{2 e_x}{r} \sin(\omega t') + \frac{a^2}{r^2} \sin^2(\omega t') \right]^2 \, dr'. \]

(3.11)

Our aim as before is to determine the asymptotic behaviour of this integral along a null line characterized by a specific value of \(t_{\text{ret}}\). In doing so notice first that for any fixed value of \(r\) the integrand on the right-hand side

\[ \mathcal{F}(t', r) = \frac{e_x - \frac{a}{r} \sin(\omega t')}{1 - \frac{2 e_x}{r} \sin(\omega t') + \frac{a^2}{r^2} \sin^2(\omega t')} \]

is a bounded periodic function of \(t'\).

Writing now \(t - t_{\text{ret}}\) as

\[ t - t_{\text{ret}} = N \cdot T + \Delta t, \]

(3.13)

where \(N\) is a sufficiently large integer and \(\Delta t\) is smaller than \(T\), the period of the oscillation, the integral \(\int_{t_{\text{inst}}}^{t} \mathcal{F}(t', r) \, dt'\) can be given as

\[ \int_{t_{\text{inst}}}^{t} \mathcal{F}(t', r) \, dt' = \sum_{i=1}^{N} \int_{t_{\text{inst}} + (i-1)T}^{t_{\text{inst}} + iT} \mathcal{F}(t', r) \, dt' + \int_{t_{\text{inst}} + N T + \Delta t}^{t_{\text{inst}} + (N + 1)T} \mathcal{F}(t', r) \, dt'. \]

(3.14)

Due to the periodicity of the integrand in \(t'\) the integrals on the right-hand side of (3.14) are defined with respect to fixed and finite intervals. Thereby, we may apply theorem 9.42 of [7] ensuring that whenever the integral \(\int_{a}^{b} \mathcal{F}(t', r) \, dt'\) exists for the closed interval \([a, b]\) in \(\mathbb{R}\), and the integrand \(\mathcal{F}(t', r = \rho^{-1})\) is (at least) a \(C^1\) function of \(\rho\), the relation

\[ \frac{\partial}{\partial \rho} \left[ \int_{a}^{b} \mathcal{F}(t', \rho^{-1}) \, dt' \right] = \int_{a}^{b} \frac{\partial}{\partial \rho} \left[ \mathcal{F}(t', \rho^{-1}) \right] \, dt', \]

(3.15)

holds. This, in particular, implies that as far as we are only interested in the asymptotic behaviour of these terms in the \(r \to \infty\) limit and whenever \(\mathcal{F}(t', r)\) is sufficiently smooth the \(1/r\)-series expansion of

\[ \int_{a}^{b} \mathcal{F}(t', r) \, dt' \]

(3.16)
is equal to that of the integral of the $\frac{1}{r}$-series expansion of $F'(t', r)$. By applying these observations and taking into account that the $\frac{1}{r}$-series expansion of $F'(t', r)$ in (3.12) reads as

$$e_x - \frac{a}{r} \sin(\omega t') \left[ 1 - 3 e_x^2 \right] - \frac{3 a^2}{2 r^2} \sin^2(\omega t') \left[ 3 - 5 e_x^2 \right] + \mathcal{O}\left( r^{-3} \right)$$

(3.17)

the integral on the right-hand side of (3.11) can be evaluated.

By combining this with (2.15), and taking into account $N \approx \frac{t - t_0}{T} \approx \frac{r}{cT}$, it is straightforward to verify that

$$A_C^x = -\frac{qa}{r} \left[ 1 - e_x^2 \right] \cos \left( \omega t \right) + \mathcal{O}\left( r^{-2} \right),$$

(3.18)

$$A_C^{[y,z]} = \frac{qa}{r} e_x \left[ e_{y,z} \right] \cos \left( \omega t \right) + \mathcal{O}\left( r^{-2} \right).$$

(3.19)

Similarly, in virtue of (2.16), the leading order expressions for the error term $\Delta[\vec{A}]$ can be seen to take the form

$$\Delta[\vec{A}] = -\frac{2qa}{r^2} e_x \sin \left( \omega t \right) + \mathcal{O}\left( r^{-3} \right),$$

(3.20)

$$\Delta[\vec{A}]^{[y,z]} = -\frac{2qa}{r^2} e_x e_{y,z} \sin \left( \omega t \right) + \mathcal{O}\left( r^{-3} \right).$$

(3.21)

The last two relations verify that for the case of an oscillatory motion of a point charge with a fixed centre of oscillation with respect to the observer’s reference system the error $\Delta[\vec{A}]$ is of higher order than the Coulomb gauge vector potential itself—the latter falls off as $\frac{1}{r}$—hence the error caused by the replacement of the proper projection by the simplified transversal one is negligible in the asymptotic region.

### 3.3. Combination of uniform and oscillatory motions

In this subsection it will be shown that the discrepancy between the proper and simplified transversal projections also occurs when radiation is present, in particular when a harmonic oscillation is superimposed on the uniform motion. It is noteworthy that this superposition can also be looked upon as an oscillation around a centre moving with constant speed. The relevance of this model is suggested by the dynamical character of our Universe.

Accordingly, we shall assume that the centre of oscillation moves with constant velocity $v$ with respect to the reference system of the observer

$$\vec{R} = \vec{R}(t) = \left\{ \begin{array}{ll} R_x = evt + a \sin(\omega t); \\
R_{y,z} = 0, \end{array} \right.$$  

(3.22)

with $e$ defined as in (3.1).

A glance at the right-hand side of

$$\int_{t_{\text{int}}}^{t} \frac{r_x - R_x(t')}{\vec{r} - \vec{R}(t')} \left[ 1 - 2 e_x e_x \left( e_x \right) \right] + \frac{e_x e_x}{r^2} \left[ 1 - 2 e_x e_x \left( e_x \right) \right] \frac{dr'}{r^2},$$

(3.23)
makes immediately clear that the determination of the rate of the fall off of this integral is complicated. In this respect it turned out to be rewarding to consider first the integral of the difference

\[ \int \left[ 1 - \frac{2 e_x \epsilon \omega}{r} + \frac{(e v t + a \sin \omega t)^2}{r^3} \right] - \left[ 1 - \frac{2 e_x \epsilon v t}{r} + \frac{\epsilon v^2 t^2}{r^3} \right]. \tag{3.24} \]

Notice that the subtracted term is the integrand applied in the case of pure uniform motion. What makes the use of this difference really advantageous is that the amplitude of the oscillation of this difference (for a fixed value of \( r \)) falls off at least as fast as \( t^{-1.8} \). This, along with the fact that we have the factor \( t^{-1.2} \) in front of the integral on the right-hand side of (3.23) and \( t = t_{ret} \) goes as \( t^{-1} \), verifies that unless one is interested in the second or higher order contributions in \( t^{-1} \) the integral of this difference in (3.24) may be neglected. Thereby, the leading order of the fall-off rate of the integral

\[ \int_{t_{ret}}^{t} \frac{r_x - R_x(t')}{\big| \vec{r} - \vec{R}(t') \big|^3} \, dt' = \frac{1}{r^2} \int_{t_{ret}}^{t} \frac{e_x - \epsilon \omega}{r} + \mathcal{O}\left( r^{-2} \right) \tag{3.25} \]

is exactly the same as that of (3.3).

In determining the fall-off rates of \( \vec{A} \) and \( \Delta[\vec{A}] \) one also has to evaluate the first terms of the right-hand sides of (2.15) and (2.16). By combining these terms with (3.25), along with the leading order terms of (3.6) and (3.7)—which will be referred to as \( A_{C(0,6)}^{\perp} \) and \( A_{C(3,7)}^{\perp} \)—the leading order terms of \( \vec{A}_C \) read as

\[ A_{C}^{\perp} = A_{C(3,6)}^{\perp} + \frac{q a \omega}{r} \left[ \frac{1 - e_x^2}{r} \right] \cos \left( \omega t_{ret} \right) + \mathcal{O}\left( r^{-2} \right), \tag{3.26} \]

\[ A_{C}^{\perp, \perp} = A_{C(3,7)}^{\perp, \perp} - \frac{q a \omega e_x}{r} \epsilon(\gamma^{2}) \cos \left( \omega t_{ret} \right) + \mathcal{O}\left( r^{-2} \right), \tag{3.27} \]

whereas the leading order terms of the components of \( \Delta[\vec{A}] \) are exactly the same as those in (3.8) and (3.9).

The above relations imply that in the current case, where radiation is also involved, even in the asymptotic region the discrepancy \( \Delta[\vec{A}] \) is of the same order as \( \Delta[\vec{A}] \).

\[ A_C = \frac{1 - e_x^2}{r} \cos \left( \omega t_{ret} \right) + \mathcal{O}\left( r^{-2} \right). \]

4. Final remarks

In electrodynamics one of the most frequently used gauges is the Coulomb gauge. The transformation to this gauge from any other gauge is an important chapter of lecture courses on electrodynamics. The present paper contains a warning about the use of the simplified projection operator (1.2) when carrying out the transformation.

In this paper some properties of the proper and simplified transverse projection operators in electrodynamics were studied. As discussed in the introduction it is widely held that the

8 To see this a Taylor expansion in powers of \( \frac{1}{r} \) has been applied keeping \( t \) in \( \sin \omega t \) fixed in \( e v t + a \sin \omega t \) since \[ a \sin \omega t \ll |e v t| \] while \( \frac{1}{r} \to 0 \). The validity of the \( \frac{1}{r^3} \) approximation has also been verified by numerical evaluations.
discrepancy of the action of the proper and of the simplified transversal projections is asymptotically negligible. More precisely, it is usually claimed that although the simplified transverse projection may have some error in the near or intermediate zone, this error should be negligible in the radiation zone (see, e.g. the paragraph below equation (3.16) in [4]). In investigating the validity of these expectations the particular cases of the constant velocity motion, the oscillatory motion, and the superposition of these two motions of a point charge were studied in some detail.

In the case of purely oscillatory motion—i.e. when the centre of oscillation of the point charge is fixed with respect to the observer’s reference frame—the generic expectation was verified by our analysis in section 3.2.

Note, however, that when the interminable motion of the source is spatially unbounded with respect to the observer’s reference frame the situation is different. According to our main result in this case the replacement of the proper projection operator by the simplified transverse one yields, even in the radiation zone, an erroneous result with error of the same order as the proper Coulomb gauge vector potential itself.

Having these results it may be reasonable to ask what may be responsible for the failure of our intuition when we apply the simplified transversal projection instead of the proper one. In answering this question it is worth recalling that the simplified projection refers merely to local fields such as the vector potential in the Lorenz gauge (2.9) and the normal vector (2.12) pointing from the source to the observer. As opposed to this both the Coulomb gauge vector potential and the proper projection operator involve an integral term—see the second terms in (2.15) and (2.16)—which is of an action at a distance type. This integral is asymptotically non-negligible when the interminable relative motion of the source and the observer is unbounded. Therefore not the reported discrepancies but their irrelevance in the case of bounded motions is remarkable.

As an interesting possible implication of the above observations recall that an analogous replacement of the proper projection operator by the simplified transverse one is applied in gravitational wave (GW) physics in determining the metric perturbation in ‘transverse traceless’ (TT) gauge (see, e.g. [6] for more details). Based on the dynamical character of our Universe it is highly probable that the GW sources are not fixed with respect to our GW detectors. This, in view of our results in section 3.3, may necessitate a careful revision of some of the arguments based on the use of the analogue of the simplified transverse projection in the linearized theory of gravity.

Finally, it is worth emphasizing that in electrodynamics all the troubles yielded by the replacement of the proper projection operator by a simplified transversal one goes away once gauge-independent quantities are applied. Analogously, in the linearized theory of gravity one could avoid all the technical difficulties in describing the propagation of GWs and their effects on GW detectors by using the curvature tensor instead of the gauge dependent metric perturbations (see the discussions in [1, 6]).
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Appendix

This appendix is to provide a justification of (2.16).

Note first that by making use of (2.10), along with the implicit function theorem, the relations

\[
\frac{\partial t_{\text{ret}}}{\partial t} = -\left( \frac{\partial F(t, t_{\text{ret}})}{\partial t_{\text{ret}}} \right)^{-1}, \quad \frac{\partial F(t, t_{\text{ret}})}{\partial t} = \left( 1 - \frac{\dot{R}(t_{\text{ret}})}{c} \frac{\vec{r} - \vec{R}(t_{\text{ret}})}{\left| \vec{r} - \vec{R}(t_{\text{ret}}) \right|} \right)^{-1},
\]

(A.1)

and

\[
\dot{\vec{v}}_{t_{\text{ret}}} = -\frac{\vec{r} - \vec{R}(t_{\text{ret}})}{c \left| \vec{r} - \vec{R}(t_{\text{ret}}) \right|} \left( \frac{\partial F(t, t_{\text{ret}})}{\partial t} \right) \cdot \left( \frac{\vec{r} - \vec{R}(t_{\text{ret}})}{\left| \vec{r} - \vec{R}(t_{\text{ret}}) \right|} \right)
\]

(A.2)

can be seen to hold\(^9\).

Consider now the second term on the right-hand side of (2.14). In doing so introduce the notation

\[
\dot{\vec{v}} \left[ G(t, t_{\text{ret}}, \vec{r}) \right] = \dot{\vec{v}} \left[ \int_{t_{\text{ret}}}^{t'} \frac{1}{\vec{r} - \vec{R}(t')} \, dt' \right],
\]

(A.3)

where the retarded time is supposed to be given by a function \( t_{\text{ret}} = t_{\text{ret}}(t, \vec{r}) \). Then the right-hand side of (A.3) can also be written as

\[
\partial_{t_{\text{ret}}} \left[ G(t, t_{\text{ret}}(t, \vec{r}), \vec{r}) \right] = \left( \frac{\partial G}{\partial t_{\text{ret}}} \right) \left( \partial_{t_{\text{ret}}} G' \right) + '\partial_{\alpha} G',
\]

(A.4)

where

\[
'\partial_{\alpha} G' = \int_{t_{\text{ret}}}^{t'} \partial_{t_{\text{ret}}} \left[ \frac{1}{\left| \vec{r} - \vec{R}(t') \right|} \right] \, dt'.
\]

(A.5)

Making use of the properties of integrals as functions of boundary values we get

\[
\frac{\partial G}{\partial t_{\text{ret}}} = -\frac{1}{\left| \vec{r} - \vec{R}(t_{\text{ret}}) \right|},
\]

(A.6)

whereas (A.5) reads as

\[
'\partial_{\alpha} G' = -\int_{t_{\text{ret}}}^{t'} \frac{\left( \chi^{\beta} - X^{\beta}(t') \right) \delta_{\alpha}^{\beta}}{\left| \vec{r} - \vec{R}(t') \right|^3} \, dt' = -\int_{t_{\text{ret}}}^{t'} \frac{\vec{r} - \vec{R}(t')}{\left| \vec{r} - \vec{R}(t') \right|^3} \, dt'.
\]

(A.7)

\(^9\) Notice that (A.2) is equivalent to (A.5) of [8].
In virtue of (A.2) and (A.4)–(A.7) we also have that
\[
\hat{V} \left[ \int_{t_{\text{tot}}}^{t'} \frac{1}{|\vec{r} - \hat{R}(t_{\text{tot}})|} \, dt' \right] = \frac{1}{c} \left( \frac{\vec{r} - \hat{R}(t_{\text{tot}})}{\sqrt{|\vec{r} - \hat{R}(t_{\text{tot}})|^2}} \right) \left( 1 - \frac{\hat{R}(t_{\text{tot}})}{c} \frac{\vec{r} - \hat{R}(t_{\text{tot}})}{\sqrt{|\vec{r} - \hat{R}(t_{\text{tot}})|}} \right)^{-1} = \int_{t_{\text{tot}}}^{t'} \frac{\vec{r} - \hat{R}(t')}{|\vec{r} - \hat{R}(t')|^3} \, dt'.
\]
(A.8)

Then taking into account (1.3) and assuming that $\vec{A}_L$ is known we get
\[
\Delta \left[ \vec{A} \right] = \left( \vec{n}(t_{\text{tot}}) \cdot \vec{A}_L \right) \vec{n}(t_{\text{tot}})
- q \left[ \frac{\vec{n}(t_{\text{tot}})}{|\vec{r} - \hat{R}(t_{\text{tot}})|} \left( 1 - \frac{\vec{n}(t_{\text{tot}}) \cdot \hat{R}(t_{\text{tot}})}{c} \right)^{-1} - c \int_{t_{\text{tot}}}^{t'} \frac{\vec{r} - \hat{R}(t')}{|\vec{r} - \hat{R}(t')|^3} \, dt' \right],
\]
(A.9)

where the unit spatial vector $\vec{n}(t_{\text{tot}})$ is given in (2.12). Finally, by substituting (2.9) and using some algebra, it can be seen that (2.16) holds.
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