Assessment of Climate Variability among Seasonal Trends Using In Situ Measurements: A Case Study of Punjab, Pakistan
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1. Introduction

Globally, climate change has a profound impact on many areas due to the variability in temperature and precipitation. It has attracted significant attention from researchers during the past few decades [1]. Climate change has become an emerging issue in some regions in recent years. It was demonstrated by various researchers [2] that the recorded fluctuations in temperature, precipitation, and relative humidity in the current era happened not only because of natural phenomena but also due to anthropogenic activities. The global mean surface temperature (GMST) increased by approximately 0.72 °C during 1951–2012 [3]. Correspondingly, there was a 2% increase in the proportion of universal land precipitation [4]; variations in precipitation patterns have ultimately impacted Pakistan’s water reserves and agriculture [5]. Being an agriculture-dependent country, Pakistan is...
under climate threat. The 2000s was known as the warmest decade, and 2016 was known to be the warmest year of the last century in Pakistan. During the past three decades, the observed $T_{\text{mean}}$ ranged from 0.78 to 1.5 °C, and at the end of this century, it is estimated to be 2 to 4 °C according to the warming trend of the climate [6–8]. Rising temperatures are expected to have a significant impact on arid and semi-arid research regions in Punjab, Pakistan, such as Nankana Sahib, Sialkot, Multan, and Gujranwala [9].

Furthermore, temperature, precipitation, and relative humidity are synchronized with nature and reveal homogenous changes. For instance, an enormous amount of calculations is available regarding climate variability, but temperature, precipitation, and relative humidity are consequential indicators. Their annual and seasonal changes can help to study the alterations in climate [10]. The increase in temperature (such as $T_{\text{max}}$, $T_{\text{min}}$, and $T_{\text{mean}}$) leads to changes in precipitation and land warming, causing climate variability [11–13]. To mitigate these effects, assessment and adaptive measures can be based on the analysis of time series trends [14].

Changes in climate patterns are becoming the cause of droughts. However, reports on the of drought fragility and its numerical appraisal are rare [15]. The convergence of climatic factors and anthropogenic activities is called risk assessment. Therefore, to intensify the rationality of impact assessments, the separation of the degrees of influence of different climatic variables is mandatory. Understanding the relationships between climate variability and anthropogenic activities is critical for forecasting future changes and understanding profound variations and procedures in climate systems [16]. In addition to anthropogenic activities, changes in natural phenomena, such as fewer monsoons, intensified and longer cycles of rains, sea-level rise, cyclones, and tropical storms, have created prolonged droughts in winter and have accelerated the climate system [17,18].

Numerous studies have shown that climate change can cause harm to the accessibility of environmental resources, resulting in an imbalance in sustainability [19]. For example, due to global warming, some species are endangered with extinction [20] because the pressure from climate variability in the tropical forest area has been increasing [21]. The decline in water accessibility is depleting the natural water resources. The above changes are caused by changes in climatic factors (temperature, precipitation, and relative humidity). We explored all these variables in the current study. Establishing an equilibrium in environmental demand and supply under the current changing climate in a timely manner is an arduous task. Some researchers also found that the future climate variability will cause an increase in the persistence and intensity of weather events [22]; this might increase the challenges of environmental reserves in a negative way and, as a result, create an imbalance in ecological sustainability. According to the above-stated limitations, to check climate suitability, expertise-based approaches are frequently used. Multiple parameters, including temperature, precipitation, wind speed, drought, and solar radiation, are under consideration when figuring out the adequacy and usefulness of literature reviews and expert questionnaire surveys. To address these problems, and to understand possible movements in sustainability with climate change, an extensive selection of actions was applied in the past few years [23].

For underdeveloped countries, such as Pakistan, the natural climate is mainly at risk because of urbanization and industrialization. These nations are primarily agriculture-dependent, where this sector is highly vulnerable to climate variability and does not have many sources to adjust to the changing circumstances. In this regard, in such countries, the identification of traditional changes in climate parameters is of prime importance where the pillar of the economy is the agriculture sector, such as in Pakistan. Pakistan is located in one of the regions experiencing a sudden temperature increase [24,25]. The early studies have specified changes in temperature in different parts of Pakistan, such as in the Indus basin, where a significant positive trend has been observed in temperature indices [26]. In contrast, in the northern part of the country, decreasing trends in $T_{\text{max}}$, $T_{\text{min}}$, and $T_{\text{mean}}$ were identified [27]. For northern, northwestern, and northeastern regions, research on rainfall trend analysis has found an increasing bias in the annual rainfall [28].
In contrast, starting from the late 1990s, [29] reported a decrease in precipitation and a temperature rise for the many sub-basins in the Upper Indus Basin (UIB). The study used six atmospheric factors in the UIB to estimate the trends that were attributable to the deficiency in the availability of in situ monitoring. Further, through numerous studies in southern and central areas of Pakistan, a decreasing trend in annual rainfall was described [30]. So far, no comprehensive research has been performed related to the spatiotemporal trends of the temperature, precipitation, and relative humidity in various parts of Punjab, Pakistan, which is a highly important region for agriculture [24].

In comparison, the early studies generally did not focus much on the primary components of seasonal trends in climate variability. Many studies showed trends in climate change by using observed data. Using the MK test and Sen’s slope estimator, much literature has identified the temperature fluctuations and precipitation levels in Punjab, Pakistan. A brief review of the climatic trend analysis in Punjab, Pakistan, using different variables is given in Table 1. These studies have some limitations since they analyze only a small proportion of stations or focus on only one or two indicators. As such, it is difficult to comprehend their trends and spatial patterns. Further, most of the early studies used the MK test, which cannot identify the monotonic trends in long-run changes in climatic events.

The newness in current research is that SS and MK are used, along with the CS test, to analyze the temporal and spatial trends in temperature (T$_{\text{max}}$, T$_{\text{min}}$, T$_{\text{mean}}$), precipitation, and relative humidity in Punjab, Pakistan. The current study examined the spatiotemporal changes in temperature trends (T$_{\text{max}}$, T$_{\text{min}}$, T$_{\text{mean}}$), precipitation, and relative humidity for 16 different stations in Punjab, Pakistan. The analysis of climate variability has recognized events in environmental systems that impose some severe threats to human well-being and sustainability [31]. Levin and Clark [32] determined some of the significant challenges and threats to sustainability. They elaborated that because of the current climatic variability, the responses to sustainability challenges are resulting in not conserving natural reserves for future generations but are strengthening adaptability in the ecosystem. Now the question is whether current management is sustainable under a changing climate and whether adjustments are needed [33]. The main objectives of this research were (1) to address the regional measurement of the seasonal trends in the climatic variability of Punjab, Pakistan, and (2) to identify the spatiotemporal heterogeneity in the climate fluctuations of Punjab, Pakistan, using weather stations.

### Table 1. A comprehensive outline of the previous studies on the climatic trends of Punjab, Pakistan.

| Research          | Timescale and Datasets | Study Area                  | Quality Control of Data                                                                 | Method                                                      | Findings                                                                 |
|-------------------|------------------------|------------------------------|-----------------------------------------------------------------------------------------|--------------------------------------------------------------|-------------------------------------------------------------------------|
| Iqbal and Ali [34]| Annual (1981–2010) and gauges | Lahore, Murree, Sialkot, Jhelum | Percentile or quantile method, statistical distribution to sort and fit the data into extreme events | GEV distribution, log-Pearson type III analysis, and Gumbel distribution | Daily 100 mm precipitation and more were observed; therefore new dams are needed. |
| Aslam et al. [35]| Observed and projected (past and future) (2011–2085) and gauges | Southern Punjab              | Climatic models and IPCC’s A2 and A1B scenarios                                        | GEVs distribution, CREAT and GIS software                   | Climate change risks identified.                                         |
| Khattak and Ali [36]| Annual, seasonal (1961–2014), and gauges | Punjab                      | TFPW approach used in data                                                            | MK test and Sen’s slope                                      | SON and DJF seasons showed the most significant changes of all.         |
| Salma et al. [37]| Decadal (1976–2005) and gauges | 30 stations of Pakistan      | Not mentioned                                                                            | ANOVA, Dunnett T3                                           | Rainfall showed a decreasing trend all over Pakistan.                   |
| Jahangir et al. [38]| Seasonal, annual (1979–2013), and (ECMWF) (ERA-Interim) | Eight tehsils of Punjab      | Not mentioned                                                                            | Regression, MK test                                         | T$_{\text{min}}$ had no annual trend.                                   |
| Abbas [39]       | Daily (1981–2010) and gauges | Sargodha, Multan, Faisalabad, Bahawalnagar, Rawalpindi | 13 temperature indices concerning semi-arid environments analyzed using RClimDex | Mann–Kendall test, Sen’s slope                              | Overall warming in regions, as depicted by significant trends in the temperature patterns |
2. Materials and Methods

2.1. Study Area

The study area of Punjab is the 2nd largest province of Pakistan among the four provinces (Balochistan, Khyber Pakhtunkhwa, Punjab, and Sind) and is geographically located in between 24–37° N and 62–75° E (Figure 1). Climatologically, most of Punjab is arid and semi-arid, having a finite spatio-temporal variability in the climate indicators, including precipitation; relative humidity; and maximum, mean, and minimum temperatures [42]. More than half (59%) of the annual precipitation is because of monsoons, which are the supreme hydro-meteorological reserve of Punjab. The elevation of Punjab varies between 71–2193 m. From March to May (spring), the temperature rises, and this situation remains until summer [38]. Furthermore, the monsoons are expected to arrive in Punjab at the end of May, although weather conditions have shown unpredictable patterns since the early 1970s.

---

Table 1. Cont.

| Research          | Timescale and Datasets                  | Study Area          | Quality Control of Data | Method            | Findings                                                |
|-------------------|-----------------------------------------|---------------------|-------------------------|-------------------|---------------------------------------------------------|
| Abbas et al. [41] | Daily, monthly, annual (1981–2010), and gauges | Five cities of Punjab | RClimDex used to assure that data was error free | MK test, Sen’s slope | No spatio-temporal trends were depicted.                |
| Nashwan et al. [24] | Annual, seasonal (1967–2017), and gauges | Punjab              | For the removal of autocorrelation, they used a pre-whitening procedure | Mann–Kendall, Sen’s slope, IDW | Spring was the warm season.                             |

---

Figure 1. The map of Punjab, Pakistan, showing the districts with 16 CSFR stations.
During 1970–2001 in Punjab, Pakistan, the average annual $T_{\text{max}}$ was generally between 29.3 and 31.9 °C; on the other hand, the average yearly $T_{\text{min}}$ was between 16.3 and 18.2 °C [43]. The rainfall in Punjab is widespread, which is generally connected to monsoon winds. The highest rainfall was received by the rain-fed (Barani) zone and the irrigated plains, marginal land, and Thal region [44]. Altogether, the climate is arid and has an annual precipitation of 100 mm in the south, 600 mm in the northwest, and 1000 mm at the northeastern boundary. The yearly primary precipitation is from the monsoon season from June till September, leading to flooding [45]. The temperature generally ranges between $-2$ °C and $45$ °C, but it can go as high as $47$ °C in the summer season, and it can as low as $-5$ °C during the winter season.

2.2. Land-Cover Type (LC Type)

To determine the progressing changes, the LC mapping for a region is an important task. Land-cover mapping helps us discover whether a specific sector, i.e., agriculture or urban, requires proper planning and management. Land-cover descriptions and the area occupied by each LC type for Punjab, Pakistan, are available in Table 2. Punjab, Pakistan, has 5 major rivers: Ravi, Sutlej, Jhelum, Bias, and Chenab. These rivers carry sediments that arise due to swift erosion from the Himalayan south mountains into the Indus River Delta and then into the Arabian Sea [46]. The LC type data of Punjab, Pakistan, that were identified from MODIS (MCD12Q1) images using IGBP classifications are shown in Figure 2 and Table 2.

![Legend](image)

**Figure 2.** Land-cover type map of Punjab, Pakistan, that was identified from MODIS (MCD12Q1) images using IGBP classifications.
Table 2. Land-cover types of Punjab, Pakistan, that were identified from MODIS (MCD12Q1) images using IGBP classifications [47,48].

| LC Type                                | Area (km²) |
|----------------------------------------|------------|
| Evergreen Needleleaf Forests (ENF)     | 105.3      |
| Evergreen Broadleaf Forests (EBF)      | 3.5        |
| Deciduous Needleleaf Forests (DNF)     | 0.0        |
| Deciduous Broadleaf Forests (DBF)      | 0.0        |
| Mixed Forests (MF)                     | 0.0        |
| Closed Shrublands (CS)                 | 3.5        |
| Open Shrublands (OS)                   | 21,375.8   |
| Woody Savannas (WS)                    | 70.6       |
| Savannas (S)                           | 1357.7     |
| Grasslands (GL)                        | 28,215.8   |
| Permanent Wetlands (PW)                | 64.5       |
| Croplands (CL)                         | 115,836.3  |
| Urban and Built-Up Lands (UBL)         | 3882.7     |
| Cropland/Natural Vegetation Mosaics (CNVM) | 64.3     |
| Permanent Snow and Ice (PSI)           | 0.0        |
| Barren (B)                             | 34,208.6   |
| Water Bodies (WB)                      | 155.5      |

2.3. Data Source

This study used data from 16 stations in Punjab, Pakistan, to assess the climate vulnerability. The Climate Forecast System Reanalysis (CSFR) data were used in this research. Daily data from 1979 to 2014 for 16 stations were downloaded from the Global Weather data for SWAT (https://globalweather.tamu.edu/, last access: 10 September 2014) website. It was used to investigate the long-run variability in the seasonal and annual maximum, minimum, and mean temperature, precipitation, and relative humidity. The studied stations are located in various irrigation zones of Punjab, Pakistan, and daily data for 5 variables were used in the current study, as shown in Table 3. We selected these 16 stations due to their popularity and the completeness of records based on their spatio-temporal coverage, history, and uniformity. The considered seasons are described as follows: winter (December, January, February (DIF)), spring (March, April, May (MAM)), summer (June, July, August (JJA)), and autumn (September, October, November (SON)) [49].

Table 3. Information about the studied stations in Punjab, Pakistan.

| Station     | Latitude (N°) | Longitude (E°) | Altitude (m) |
|-------------|---------------|----------------|--------------|
| Chakwal     | 32.94         | 72.81          | 518          |
| DG Khan     | 30.13         | 70.62          | 122          |
| Faisalabad  | 31.46         | 73.13          | 172          |
| Gujranwala  | 32.32         | 74.15          | 225          |
| Gujrat      | 32.62         | 74.06          | 230          |
| Jhang       | 31.37         | 72.18          | 156          |
| Jhelum      | 32.94         | 73.75          | 222          |
| Khanpur     | 28.65         | 70.62          | 76           |
| Lahore      | 31.69         | 74.37          | 205          |
| MB Din      | 32.62         | 73.43          | 208          |
| Multan      | 30.13         | 71.56          | 118          |
| Okara       | 30.75         | 73.43          | 164          |
| Sahiwal     | 30.75         | 73.12          | 160          |
| Sargodha    | 32.00         | 72.81          | 177          |
| Sialkot     | 32.62         | 74.68          | 255          |
| TT Singh    | 30.06         | 72.48          | 163          |
3. Used Techniques

For the trend analysis, three types of techniques were used in this study. Before the Mann–Kendall (MK), Sen’s slope estimator, and CS methods can be used, it is mandatory to test whether the time series datasets are stationary. To analyze the stationarity of the datasets, there are many methods, but in this study, we used the augmented Dickey–Fuller test (ADF) for \( T_{\text{max}}, T_{\text{min}}, T_{\text{mean}}, \) precipitation, and relative humidity data series in RStudio. Because the results for the unit root testing were reliable, the ADF test was a good option, as it can perform a more significant number of observations, especially in the case of a time series [50]. Due to its simple assembly and feasibility, it is the most regularly used test. Furthermore, the trends analysis was done using the MK test, Sen’s slope estimator, and CS methods. Rather than comparing the data values themselves, the MK test compares the similar magnitudes of the sample datasets [51].

One boon of this test is that there is no need for the data to fit a certain distribution. A second benefit of the test is available, which is its low sensitivity toward quick breaks because of an inhomogeneous time series [2,52]. CS [53] defined it as a little powerful test, but it is very rigorous regarding trend analyses. The method we discussed is based on the binomial distribution, and it can be applied to an extensive range of conditions. This method was used to verify the significance of the trend and establish the magnitudes of variability and directions of changes. The technique is more helpful for detecting magnitude and direction when the Mann–Kendall test is used [54]. SS regulates the magnitude of a present trend [55]. In this study, these techniques were used to assess the patterns of the variables and their significance levels in Punjab, Pakistan. Moreover, for investigating the atmospheric dynamics of Punjab during the study period, geopotential height data of 850 hPa for 1979–2014 and latitudes of 0–60° N and longitude 40–100° E were retrieved from NCEP/NCAR and analyzed. This dataset was developed in a three-state reanalysis with a spatial resolution of 2.5° × 2.5° latitude by longitude and a 4 h temporal resolution (00, 06, 12, and 18).

3.1. Augmented Dickey–Fuller (ADF) Test

Through ordinary least squares (OLS) regression models, the Dickey–Fuller unit root tests incorporate a linear trend. Suppose the following AR (1) model [56]:

\[
X_t = \rho X_{t-1} + \epsilon_t, \quad t = 1; 2; \ldots; n
\]

where \( X_0 = 0, |\rho| \leq 1 \):

\[
\hat{\rho} = \left( \sum_{t=2}^{n} X_t^2 \right)^{-1} \sum_{t=2}^{n} X_t X_{t-1}
\]

The statistic to check the null hypothesis, \( p = 1 \), depends on a common OLS (ordinary least squares) \( t \)-test:

\[
t = \frac{\hat{\rho} - 1}{\hat{\sigma}_\rho}
\]

The augmented Dickey–Fuller (ADF) stationarity test was first proposed by [57] and modified by [58] and is used to detect whether the data has a unit root. The augmentation can be done in the standard autoregressive unit root test (referred to as the ADF test) to assist general AR (p, q) models with unspecified orders [56]. The DF procedure, which was organized for the auto-regression presentations of familiar orders, remained asymptotically viable for a common ARIMA (p, 1, q) approach for p and q that are of unspecified orders.

3.2. Mann–Kendell (MK) Trend Test

In the current research, we used the Mann–Kendall (MK) test to undertake trend analyses. This test is also known as a distribution-free (non-parametric) test. It is rigorous regarding missing values and is less sensitive to the swift breakpoints [59]. In hydrological or metrological temporal data series, it has a universal use since it can detect whether
a trend is available in either dataset [60]. Nevertheless, the test is prone to the serial
correlation that may influence the results [61]. In the present research, before proceeding
to MK to probe the analytical magnitude and significance of the trends in the datasets,
the sequential correlation approach was employed for the series.

MK test was used to analyze the changes and whether they were significant. The MK
test can be applied to detect trend analysis because it only requires the assumption of
independent datasets, though the chance of a significance level in the trend can be increased
by the availability of serial autocorrelation in datasets [62]. Past research expressed that
significant trends with time are also sensitive toward autocorrelations regarding whether
the concerned datasets have short- or long-term autocorrelation in them; as [63] explained,
MK trend test analysis is strongly affected through long-term autocorrelations because
of the inter-decadal nature of climate variability. Hence, because of the long-term flux in
time series datasets generated by natural climate variability, the MK trend test escalates the
significance of a trend [15].

\[ S = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} sgn(X_j - X_i) \]  

\[ sgn(X_i - X_j) = \begin{cases} 
+1 & \text{if } (X_j - X_i) > 0 \\
0 & \text{if } (X_j - X_i) = 0 \\
-1 & \text{if } (X_j - X_i) < 0 
\end{cases} \]  

\[ E(S) = 0 \]  

\[ Var(S) = \frac{1}{18} \left[ n \left( n - 1 \right) \left( 2n + 5 \right) - \sum_{i=1}^{M} Ti(Ti - 1)(2Ti + 5) \right] \]  

\[ Z = \begin{cases} 
\frac{(S-1)}{\sqrt{Var(S)}}, & S > 0 \\
0, & S = 0 \\
\frac{(S+1)}{\sqrt{Var(S)}}, & S < 0 
\end{cases} \]  

3.3. Sen’s Slope (SS)

SS, which was proposed by [64], is a non-parametric trend test for computing the
slope for a trend in time series data [28]. When there is a need to know the magnitude of a
change in varying data, then SS is also used to determine whether a linear trend is present
in the dataset, where the slope estimates of the dataset are quantified using Equation (8):

\[ T_{med} = \frac{X_j - X_i}{j - i} \]  

In this equation, at times \( j \) and \( i \), the data values are represented by \( X_j \) and \( X_i \), respectively. Furthermore:

\[ Q_{med} = \begin{cases} 
T_{\frac{N+1}{2}}, & N \text{ is odd} \\
2^{-1} \left( T_{\frac{N}{2}} + T_{\frac{N+2}{2}} \right), & N \text{ is even} 
\end{cases} \]  

3.4. Cox and Stuart (CS) Test

The foundation of the CS test is the null hypothesis (\( H_0 \)) and the alternative hypothesis
(\( H_a \)). The null hypothesis represents the belief that no monotonic trend exists in the datasets,
in contrast with the alternative hypothesis. CS [53] presents a whole system to check
whether upward or downward trends are present, and it is not mandatory that they must be linear, but they can easily convey a comprehensive trend in the observed data. The CS
test is also a member of the non-parametric family, just like the Mann–Kendall test. The CS
test has limited use but is very powerful for trend analysis in datasets [65]. The CS test
is applied to numerous circumstances to understand the trueness of the obtained values, where the substructure of this technique is the binomial distribution. This test can be used to find the trend in an independent time series dataset. It should have lower power than the MK test [66,67]. The main purpose of using this test in the current study was to identify the monotonical tendencies of the variables and their variability. More details are available in the study by Conover [68].

4. Results

An indication of the long-term variability in precipitation is concerned with the change in ocean patterns, with a smaller effect from anthropogenic activities. Still, the main effect is from atmospheric circulation [69]. The differential temporal behavior of rainfall trends is associated with its spatial distribution [70,71]. The non-parametric tests used in this study only need the data to be independent and include all outliers in the data series [38,72,73].

In the current research, the daily data for five variables were taken from 16 different stations for 1979–2014. For the accuracy of the recorded datasets, the prime concern was exploring the missing values and finding suitable replacements. Ergo, to verify the quality of the data [74], missing values were identified and then fixed by using Jupyter Notebook 6.0.3 of the Anaconda Navigator script. Its method was based on checking the monthly records and then taking the average values of the upper and lower years of similar months for a period [75]. To check whether the data was stationary or non-stationary, we performed an ADF test in R-Studio. After passing the data through the series, we concluded that our data was stationary at lag order 3, which is shown in Table 4. Subsequently, the three techniques described in the methodology were used to evaluate the variables for the period 1979–2014 via statistical analysis of station data using the MK, CS, and SS tests. By contrasting the critical values with computed Z-values, the decision for the CS test was made [76]. The results of the trends analyses to determine the $T_{\text{max}}$ data series indicated no annual trend for the Punjab province (Tables 5 and 6).

| Variable | Period | Dickey–Fuller Statistics | Lag Order | p-Value |
|----------|--------|--------------------------|-----------|---------|
| Relative Humidity | Annual | −1.0683 | 3 | 0.9138 |
| | Spring | 0.71636 | 3 | 0.99 |
| | Summer | −1.6563 | 3 | 0.7069 |
| | Autumn | −1.3561 | 3 | 0.8237 |
| | Winter | −1.455 | 3 | 0.7852 |
| $T_{\text{min}}$ | Annual | −2.8262 | 3 | 0.2517 |
| | Spring | −1.9056 | 3 | 0.6099 |
| | Summer | −2.4213 | 3 | 0.4092 |
| | Autumn | −2.6111 | 3 | 0.3354 |
| | Winter | −3.458 | 3 | 0.06482 |
| Precipitation | Annual | −0.58289 | 3 | 0.9707 |
| | Spring | −0.25562 | 3 | 0.987 |
| | Summer | −0.68024 | 3 | 0.9625 |
| | Autumn | −1.565 | 3 | 0.7424 |
| | Winter | −3.2846 | 3 | 0.09003 |
| $T_{\text{max}}$ | Annual | −1.7115 | 3 | 0.6854 |
| | Spring | −0.26229 | 3 | 0.9867 |
| | Summer | −1.5884 | 3 | 0.7333 |
| | Autumn | −2.7758 | 3 | 0.2713 |
| | Winter | −2.4332 | 3 | 0.4046 |
| $T_{\text{mean}}$ | Annual | −1.889 | 3 | 0.6163 |
| | Spring | −0.64877 | 3 | 0.9651 |
| | Summer | −1.5766 | 3 | 0.7379 |
| | Autumn | −2.8736 | 3 | 0.2332 |
| | Winter | −3.0796 | 3 | 0.1531 |
Table 5. Summary of the significance and magnitude of statistical tests of Punjab, Pakistan, over the period 1979–2014.

| Method   | Datasets | Annual | Spring | Summer | Autumn | Winter |
|----------|----------|--------|--------|--------|--------|--------|
|          |          | $Z$    | $p$-Value | $Z$    | $p$-Value | $Z$    | $p$-Value | $Z$    | $p$-Value |
| CS       | $T_{\text{max}}$ | 0.57735 | 0.5637 | 1.1547 | 0.2482 | 1.1547 | 0.2482 | 1.1547 | 0.2482 |
|          | $T_{\text{mean}}$ | 0.57735 | 0.5637 | 1.7211 | 0.08326 | 0.57735 | 0.5637 | 0 | 1 |
|          | Precipitation | 0 | 1 | 0.57735 | 0.5637 | 0 | 1 | 2.3094 | 0.0292 * |
|          | Relative Humidity | 0.57735 | 0.5637 | 1.1547 | 0.2482 | 0.57735 | 0.5637 | 0.57735 | 0.5637 |
| Sen's Slope | $T_{\text{max}}$ | 0.34052 | 0.7335 | 1.5664 | 0.01173 | −1.7026 | 0.08864 | −0.46315 | 0.6433 |
|          | $T_{\text{min}}$ | 1.6209 | 0.105 | 2.1385 | 0.03248 * | −1.1305 | 0.2583 | 2.7517 | 0.005929 * |
|          | $T_{\text{mean}}$ | 0.63087 | 0.406 | 1.8933 | 0.05832 | −1.3212 | 0.1864 | 0.51764 | 0.6047 |
|          | Precipitation | 1.1033 | 0.2699 | −0.85812 | 0.3908 | 1.9478 | 0.05144 | 2.5743 | 0.01048 * |
|          | Relative Humidity | 0.28604 | 0.7748 | −0.83087 | 0.406 | 0.57735 | 0.5637 | 0.57735 | 0.5637 |

(The asterisk "*" sign represents the presence of a significant trend in the datasets).

Table 6. Summary of the results showing significant increasing and decreasing trends in the annual and seasonal datasets using the Mann–Kendall (MK) test on 1979–2014 data.

| Variable          | Period | $Z$    | $p$-Value | Tau   | Sen's Slope   |
|-------------------|--------|--------|-----------|-------|---------------|
| $T_{\text{max}}$  | Annual | 0.34052 | 0.7335 | 0.0413 | 0.003785724 |
|                   | Spring | 1.5664 | 0.01173 | 0.184127 | 0.05672601 |
|                   | Summer | −1.7026 | 0.08864 | −0.2 | −0.04438865 |
|                   | Autumn | −0.46315 | 0.6433 | −0.0555997 | −0.01289091 |
|                   | Winter | 1.6209 | 0.105 | 0.1904762 | 0.02922854 |
| $T_{\text{min}}$  | Annual | 1.6209 | 0.105 | 0.1904762 | 0.01232204 |
|                   | Spring | 2.1385 | 0.03248 * | 0.2507937 | 0.0295206 |
|                   | Summer | −1.1305 | 0.2583 | −0.1333333 | −0.01047383 |
|                   | Autumn | 2.7517 | 0.005929 * | 0.3224783 | 0.02990238 |
|                   | Winter | 0.66742 | 0.5045 | 7.94 × 10$^{-2}$ | 0.005428902 |
| $T_{\text{mean}}$ | Annual | 0.83087 | 0.406 | 9.84 × 10$^{-2}$ | 0.01043978 |
|                   | Spring | 1.8933 | 0.05832 | 0.2222222 | 0.0432524 |
|                   | Summer | −1.3212 | 0.1864 | −0.1555556 | −0.02431877 |
|                   | Autumn | 0.51764 | 0.6047 | 6.20 × 10$^{-2}$ | 0.006427549 |
|                   | Winter | 0.93984 | 0.3473 | 0.1111111 | 0.01771422 |
| Precipitation     | Annual | 1.1033 | 0.2699 | 0.1301587 | 3.555487 |
|                   | Spring | −0.85812 | 0.3908 | −0.1015873 | −0.5732461 |
|                   | Summer | 1.9478 | 0.05144 | 0.2285714 | 3.216461 |
|                   | Autumn | 2.5743 | 0.01004 * | 0.3015873 | 1.183146 |
|                   | Winter | 0.28604 | 0.7748 | 3.49 × 10$^{-2}$ | 0.118801 |
| Relative Humidity | Annual | 0.28604 | 0.7748 | 0.0349 | 0.0000821 |
|                   | Spring | −0.83087 | 0.406 | −0.0984127 | −0.000895091 |
|                   | Summer | 1.9478 | 0.05144 | 0.2285714 | 0.00248269 |
|                   | Autumn | 1.4167 | 0.1566 | 0.1667991 | 0.001914679 |
|                   | Winter | −1.5392 | 0.1238 | −0.1809524 | −0.002038008 |

(The asterisk "*" sign represents the presence of a significant trend in the datasets).

Meanwhile, at the seasonal scale, there was a significant trend shown through SS, which depicted a clear decreasing trend in precipitation in the summer season. The annual and seasonal trends analysis of $T_{\text{max}}, T_{\text{min}}, T_{\text{mean}},$ precipitation, and relative humidity obtained using the MK, SS, and CS approaches are presented in Tables 5 and 6. The CS test indicated that all the variables were monotonic. The magnitudes of the statistically significant trends were determined using the MK test and Sen’s slope estimator. These trend analysis tests were applied in two ways. First, they performed by taking the average values of the 16 stations, where results are shown in Tables 4–6. Second, the analysis was done for each of the 16 stations separately, where the results are represented in Figures 3–8.
Figure 3. Seasonal p-values and the trends in $T_{\text{max}}$ ($^\circ$C) of the 16 stations of Punjab, Pakistan, over the period 1979–2014.
Figure 4. Seasonal p-values and the trends in $T_{\text{min}}$ ($^\circ$C) of the 16 stations of Punjab, Pakistan, over the period 1979–2014.
Figure 5. Seasonal p-values and the trends in $T_{\text{mean}}$ (°C) of the 16 stations of Punjab, Pakistan, over the period 1979–2014.
Figure 6. Seasonal $p$-values and the trends in precipitation (mm) of the 16 stations of Punjab, Pakistan, over the period 1979–2014.
Figure 7. Seasonal $p$-values and the trends in relative humidity of the 16 stations of Punjab, Pakistan, over the period 1979–2014.
5. Discussion

Particularly now, the severe hazards that present high risks to humans and the ecosystems are extreme climatic patterns [77]. Hence, with evidence showing that the severity of extreme climatic patterns has increased since the 1990s, these events are under serious consideration and gaining attention. As part of a time series analysis, the recognition of a monotonic trend has prime importance. For applying statistical methods, a speculative composition requires the detection of trends. Due to the repercussions of climate variability, the non-homogeneity in the trends of hydrological series was shown. Statistical tests assist in identifying trends in stochastic or non-random arrangements. Understanding their potential or size permits us to make an accurate decision regarding already present trends [78]. The data was analyzed through various procedures, which involved performing tests to detect trends, occurrences, and stationarity of the data for the whole Punjab region, the results of which are shown in Table 4. The main concern during trend detection is finding out whether the values of a time series dataset have a familiar fluctuation with the increase of time; to this end, the ADF test aims to evaluate whether the average values

Figure 8. Annual temporal trends and p-values for $T_{\text{max}}$ ($^\circ$C), $T_{\text{min}}$ ($^\circ$C), $T_{\text{mean}}$ ($^\circ$C), precipitation (mm), and relative humidity at the 16 stations of Punjab, Pakistan, over the period 1979–2014.
or variances of a series change with the time. Almost all analysis techniques must suppose amorphous stationarity in the datasets whether the methods are linear or not. Hence, it is compulsory to check the stationarity using some standard and finite modules. At the same time, the examination of non-stationarity may lead to some awareness of the actual physical implementations.

Consequently, checking whether the datasets are stationary has supreme importance [56]. The result of the stationarity test is given in Table 4. Every single series appeared to be significantly stationary after using the unit root hypothesis of the ADF test. After passing the datasets through the SS, MK, and CS tests, we observed that the power of the CS test was lower in comparison with the MK test for the trends distribution; therefore, the final decision was made based upon the MK test results, which is in line with Rutkowska et al. [78].

The analysis of contemporary past climate data of these stations showed a large variation in precipitation and temperature [8]. \( T_{\text{min}} \) presented a significant \((p < 0.05)\) trend, while \( T_{\text{mean}} \) presented a non-significant \((p > 0.05)\) trend in spring (MAM). Precipitation manifested a non-significant \((p > 0.05)\) trend in summer (JJA) but a significant \((p < 0.05)\) trend in autumn. Further, the relative humidity showed a non-significant \((p > 0.05)\) trend in the seasonal and annual data. Nonetheless, at the annual scale, no trend was revealed by any of the variables for Punjab, Pakistan.

5.1. Absolute Changes and Trends of Temperature Indices

Punjab, Pakistan, is classified into two regions: (1) southern Punjab, which is an arid region with comparatively high temperatures in the range of 18.5–31.4 °C and a harsh climate, and (2) central Punjab, which is a semi-arid region with a mean temperature in the range of 10.5–24.4 °C and a mild climate [9,79]. Usually, we assume that the main threat of climate variability is to the agriculture of all regions, including arid, semi-arid, and warmer areas worldwide [9,80]. During the past three decades, the increasing temperature was the most crucial factor causing unsustainability [81,82].

In central and southern Punjab, Pakistan, the intensity of severe maximum temperature indices during 1965–2009 was spotted [83,84]. According to [73], during 1997–2002, the highest significant quick variability in the linear trends of temperature was detected for most areas in the Punjab region; as Rahman and Dawood [27] stated, temperature imbalance is the reason for the drought. The country went through a previous and deep-rooted drought during this period, ultimately harming sustainability.

5.1.1. \( T_{\text{max}} \)

MK and SS trend tests were used to identify patterns during the study of annual and seasonal temperature variability to determine whether the patterns were increasing, decreasing, or remained unchanged. Depending on the \( p \)-value, the null hypothesis of the MK test for trends was accepted or rejected. As per the test results, some of the stations showed no or a low \( T_{\text{max}} \) trend over the period 1979–2014. The summer season was rainy and hot. In contrast, the winter was dry and cold [85]. On a seasonal basis, the Khanpur station during spring and the Khanpur, Multan, Okara, and Sahiwal stations during winter displayed significant \((p < 0.05)\) trends during the period 1979–2014 (Tables 5 and 6). Our findings coincide with the results of Abid et al. [44] in which Khanpur station showed a significant trend in summer (JJA) and winter (DJF) temperature and precipitation during 1980–2013. The annual significant \((p < 0.05)\) trend was only observed by MB Din station for \( T_{\text{max}} \).

Hence, a non-significant \((p > 0.05)\) annual trend was noticed in Chakwal, DG Khan, Faisalabad, Gujranwala, Gujrat, Jhang, Jhelm, Khanpur, Multan, Okara, Sahiwal, Sialkot, TT Singh, and Sargodha. For the summer season, the temperature of Jhelum was extreme [44]. Similarly, in Gujrat and TT Singh, severe \( T_{\text{max}} \) and \( T_{\text{min}} \) present significant climate-related risks to sustainability, where past trends show a seasonal increase in temperatures. Multan station is in the arid and hottest region of Punjab, with cold winters and sweltering summers. The summer season lasts from May till September, while the winter
season starts in December and remains till February. The lowest average temperature in the winter (DJF) season was 4.5 °C, and the highest mean temperature in June was 42.3 °C. On 27 May 2010, a record-breaking temperature of 50 °C was recorded [86]. In response to such weather conditions, variations in summer (MAM) and winter (DJF) seasons swiftly occurred. A non-significant (p > 0.05) trend was shown in the summer season by all stations during 1979–2014. Hussain et al. [87] explained that, in summers, 91% of the farmers stated that the day temperatures were higher than the previous years of this decade; as many as 62.3% reported the same thing for summer nights. Around 36% of farmers said that they found summer nights less hot than days. However, none of the stations showed a significant (p < 0.05) trend in the summer and autumn seasons regarding \( T_{\text{max}} \).

Further, almost 54.2% of them believed that there were more cool days in the winter season, and 42.9% stated the opposite. On the other hand, 19% of the farmers said they found winter days colder than nights, while 79% of respondents noticed less cool days than nights in the winter season. However, few of them observed no change in the past ten years in the winter and summer seasons. Even so, most of the farmers believed that they experienced an instantaneous variability in the climate, which highly affected the agriculture patterns and ultimately lead to the changing sustainability.

5.1.2. \( T_{\text{min}} \)

Overall, strengthening the previous studies [73,88], \( T_{\text{min}} \) in the spring season showed a significant (p < 0.05) trend. By showing no trend in the summer season, \( T_{\text{min}} \) went against [89], where an increasing trend was reported in many areas of Pakistan. According to the MK and SS tests used in the trend analysis for minimum temperature (\( T_{\text{min}} \)), Faisalabad, Gujranwala, Jhang, Lahore, MB Din, and Multan, had highly significant (p < 0.05) annual trends. Our results contrast with the findings of Abid et al. [44], who stated that the temperature of Faisalabad station presented significant (p < 0.05) trends in summer (JJA) and winter (DJF) during 1980–2013. We found a non-significant (p > 0.05) trend in Faisalabad for these seasons.

There was no evident trend for summer at any of the stations during 1979–2014. Further, a significant (p < 0.05) trend was shown for autumn in Chakwal, Faisalabad, Gujranwala, Jhang, Lahore, MB Din, Sahiwal, Sargodha, and TT Singh. In winter, only Lahore and Okara manifested significant (p < 0.05) \( T_{\text{min}} \) trends.

5.1.3. \( T_{\text{mean}} \)

\( T_{\text{mean}} \) is the difference between \( T_{\text{max}} \) and \( T_{\text{min}} \); it shows how the trends influence each other, either similarly or oppositely. From 1951 to 2000, remarkable variations in \( T_{\text{mean}} \) and its frequency in Punjab, Pakistan, were observed [83,84]. According to the predictions of many global circulation models (GCMs) compared with historical measurements, warming will be enhanced in Punjab in the future [8,42]. By the end of this century, an approximately 2–4 °C increase in the \( T_{\text{mean}} \) of Punjab is predicted [28,90]. In the current study, by using the MK and SS tests, the most significant trends were found in the Multan region. Highly significant annual, spring, autumn, and winter trends were found over the period, but no trend was found for summer. Some of the stations, namely, Chakwal, DG Khan, Faisalabad, Gujranwala, Gujrat, Jhelum, MB Din, Sargodha, Sialkot, and TT Singh, did not show any significant trend, annually or seasonally. The remaining stations experiences slight trends over the duration. The annual and spring measurements of the Khanpur and Multan stations showed a significant (p < 0.05) trend for \( T_{\text{mean}} \). Jhang and Multan in autumn and Lahore, Multan, Okara, and Sahiwal in winter displayed significant (p < 0.05) trends. The increase in temperature of 2–3 °C in Gujrat, Sialkot, Jhelum, Gujranwala, and Chakwal showed a clear demonstration of warming in the climate [8,91].

5.2. Absolute Changes and Trends in Precipitation

The annual results and trends in precipitation of Punjab, Pakistan, are shown in Figure 8. Within a 95 % confidence interval, the SS and MK test results specified vari-
ability in the trends in precipitation on annual and seasonal timescales during 1979–2014. As discussed earlier, no trends were found for annual precipitation in Punjab, Pakistan, using any method, which contradicted the study of [41], who reported a decreasing trend in annual precipitation in this region. Regarding station-specific data, a highly significant ($p < 0.05$) trend in all four seasons was detected in the Chakwal station, as shown in Figure 6. Other than that, some of the stations, namely, DG Khan, Faisalabad, Jhang, Khanpur, Multan, Okara, Sahiwal, Sargodha, and TT Singh, did not show any seasonal or annual significant trends over the period.

Gujrat presented a significant ($p < 0.05$) trend for winter (DJF) and summer (JJA), which agreed with the findings of [37], who demonstrated a declining tendency in precipitation in several locations of Pakistan. Gujrat is a partially rain-fed region and mostly relies on precipitation and resources from groundwater for the production of agriculture. Its climate is modest. The mean annual precipitation ranges from 697 to 1401 mm. The main crops of this area are sugarcane, rice, and wheat. The past trends show a tremendous decrease in the precipitation in Gujrat, due to which, the agriculture productivity was highly affected and still under a significant risk [43,92]. The study of Abid et al. [44] stated that, during 1980–2013, Jhelum station experienced a decreasing trend in summer (JJA) precipitation, while Faisalabad showed a decreasing trend in winter (DJF) precipitation. These results are the same as the results of the current study, which showed a non-significant ($p > 0.05$) trend in these seasons regarding precipitation in Faisalabad.

The basis of risk mapping is the variability in precipitation patterns, and it has an essential role in climate change monitoring [69]. Northern Punjab has average precipitation between 300 and 600 mm, and southern Punjab has average precipitation between 75 and 200 mm [9,79]. The summer weather is hot and somewhat rainy, while the winter season is dry and cold. Because of the monsoons’ influence on climatic events, 60–65% of precipitation is concentrated from May to September [85]. This type of behavior was due to extreme precipitation patterns and indicates that uneven atmospheric events are a reason for the climate variability over the past few years [93].

Usually, northern Punjab has a high precipitation ratio, which decreases when moving toward southern Punjab. The spatial dispersion of cloud cover is the reason for variations in the precipitation across Punjab, Pakistan. The cloud cover is thicker in the north compared with the south. Due to dense precipitation, the north is cooler than the south. The covering of clouds is more extensive, in monsoon and post-monsoon seasons, which sometimes leads to heavy precipitation in the winter season in the north of Punjab, Pakistan. There is more precipitation in the eastern part of Punjab compared to the west.

Precipitation patterns were affected by the elevation above mean sea level. Because of its northern location and subhumid climate, as well as carrying low amounts of precipitation and having high temperatures, Rawalpindi received more precipitation than the other cities. Multan, like the other cities in the study region, received less precipitation due to its southern location and arid climate. In agreement with [41], we found that for Multan, Bahawalnagar, Faisalabad, Sargodha, and Rawalpindi, the wettest years were 2010, 1992, 1997, 2005, and 2007, whereas the driest years were 2002, 1985, 1999, 1987, and 2002. The year 1999 was the driest year, mainly because of no precipitation during autumn in the southern region of Punjab. Along with this, the spring season of 2000 observed no precipitation. This leads to the conclusion that there was no temporal trend in precipitation, but spatial patterns were evident regarding the mean annual precipitation under the impact of elevation above the mean sea level. Same as the study of [73], our findings also found that the majority of the winter precipitation was driven by western disturbances, which resulted in decreased precipitation at most sites in the study region.

5.3. Annual and Seasonal Trends in Relative Humidity

For determining the distribution and occurrence of clouds, an important factor is relative humidity [94]. Patterns of relative humidity are related to the roles of the other analyzed climatic variables. Relative humidity has a direct relation with precipitation but
an inverse relation with temperature. A decrease in precipitation also causes a reduction in the relative humidity and the temperature will increase [95]. Changes in relative humidity in the atmosphere are very impactful if the atmospheric relative humidity is interconnected to the precipitation and the surface energy exchanges. To realize the current variability in climate and the prediction for future climate changes, the changes in relative humidity and the assessment of moisture amounts are necessary for estimating the availability of water content and precipitation rate in the atmosphere [96].

In light of Kousari and Zarch’s [97] research results, during recent years, a significant decrease in average yearly relative humidity and a close connection between relative humidity and air temperature were found. We also identified a similar decreasing trend in relative humidity, specifically in the summer season. Other than that, no significant trend was found, seasonally or annually, over Punjab within the timescale 1979–2014. The MK test also showed the same Tau values but in the opposite direction for the maximum temperature and relative humidity in the summer (Table 6). No significant trend was found either annually or for spring or autumn regarding relative humidity, as represented in Figure 7. However, in the summer season, some stations, namely, Chakwal, Faisalabad, Gujranwala, Gujrat, Jhang, Lahore, MB Din, Sargodha, and Sialkot, presented significant ($p < 0.05$) trends for relative humidity. In winter, DG Khan, Sahiwal, Sargodha, and TT Singh showed significant ($p < 0.05$) trends.

Contrarily, Khanpur, Multan, and Okara presented non-significant ($p > 0.05$) trends, both annually and seasonally. All the stations presented non-significant ($p > 0.05$) trends in spring and autumn regarding relative humidity (Figure 7). A decreasing trend in humidity has a negative influence on the environment [98]. Figure 8 provides the explanation of the station-specific annual time series and the trends for all studied variables for Punjab, Pakistan, during 1979–2014.

Figure 9a shows the average of the 850 hPa geopotential height (HGT) of the study area during 1979–2014. The figure indicates that, generally, there were two areas with high and low pressure affecting the climate of Punjab. The two areas were (1) the Tibetan high pressure (THP) that was located on the Tibet plateau and (2) a low pressure that was located in the Bay of Bengal (BBLP) to the southeast of Iran. Changes in these two pressure centers were responsible for all climatic phenomena in the study area. Further, there were two centers for each of the two mentioned pressure patterns: the western center of the THP located in northern Punjab and the other western center of BBLP located in the study area. The result of separately studying the dry and wet periods based on seasonal precipitation of each station ($\leq \pm 2$ std for precipitation) during 1979–2014 showed that there were two periods 1999–2002 and 2011–2014 that were found to be very dry and very wet years, respectively, in the study area (Figure 9a). A wet/dry period was defined as having at least 50 percent of the studied stations (i.e., at least eight stations) experiencing higher/lower than average precipitation. This situation continued for at least three seasons.

The changes in the HGT patterns for these two periods showed that a dry period (1999–2002) happened when there was a higher than usual HGT for the western center of THP and a lower than normal HGT for the eastern center of the THP. In this situation, the strengthened western center of the THP extended southward and covered the study area. Because of the high-pressure systems that make a stable climate condition, stopping air mass from ascending, they result in a clear sky [99,100]; therefore, this produces a condition with higher-than-normal temperature and lower-than-normal precipitation and humidity (Figure 9b). A wet period (2011–2014) happened when there was a higher-than-normal HGT for the eastern center of the THP and a lower-than-normal HGT for the western center of the THP. In this situation, the weakened western center of the THP shrunk northward and did not cover the study area; as such, the study area was affected by low pressure and, because of the nature of low-pressure systems, this produced an unstable climate condition, letting air mass ascend, and resulting in a cloudy sky [97]. This produced conditions with lower-than-normal temperature and higher-than-normal precipitation and humidity (Figure 9c).
Figure 9. Average of the 850 hPa HGT during different periods in Punjab, Pakistan: (a) average of the 850 hPa HGT during 1979–2014, (b) average of the 850 hPa HGT during 1979–2014 (contour) and the anomaly of the 850 hPa HGT for the dry period (1999–2003) (shaded), and (c) average of the 850 hPa HGT during 1979–2014 (contour) and the anomaly of the 850 hPa HGT for the wet period (2011–2014) (shaded).

Figure 10 shows the anomaly of the 850 hPa HGT during 1979–2014. The figure indicates that both centers of the THP and BBLP were weaker during the study period. Therefore, it seems that despite having a weaker THP, especially in its western center, because of a weaker THP in the eastern part, the BBLP could move to a higher latitude, and it could have a negative impact on precipitation in Punjab in the future. This situation can have the same impact on all the areas located between 20 and 30° N from India to Pakistan, Afghanistan, and southeastern Iran (Figure 10).
The anomaly of the 850 hPa HGT (shaded) and the mean of the 850 hPa HGT (contour) during 1979–2014.

5.4. Comparison of Trends

Further studies [101,102] described a review of the increasing water shortages in arid (e.g., MB Din) and semi-arid regions (mostly TT Singh) because of the increasing risks related to climate variability. Only a few researchers have identified positive changes in the precipitation and temperature in Punjab, Pakistan [103]. According to all methods (Tables 5 and 6), there were no significant trends in the annual (T\(_{\text{max}}\), T\(_{\text{min}}\), T\(_{\text{mean}}\), precipitation, and relative humidity) time series for Punjab province over the period 1979–2014. Referring to the MK test (Table 6), extremely significant (p < 0.05) trends were noticed for T\(_{\text{min}}\) in spring and autumn and for precipitation in autumn. Within a 95% confidence level, the SS results were very similar to the MK results. In the station-specific analyses, the results for two vulnerable stations are presented in Tables 7 and 8. MB Din displayed a highly significant (p < 0.05) trend and TT Singh displayed the most non-significant (p > 0.05) trend. Just like the results of Shirazi et al. [104], we found a significant (p < 0.05) trend in the summer and autumn precipitation in MB Din. Relative humidity at this station showed a significant (p < 0.05) trend in summer. Annually significant (p < 0.05) trends were observed for T\(_{\text{max}}\) and T\(_{\text{min}}\) at this station. T\(_{\text{mean}}\) presented non-significant (p > 0.05) trends, both annually and seasonally.

All the stations have been discussed appropriately, but a highly significant trend at \(\alpha = 0.05\) was revealed by MB Din and TT Singh, which show them to be the most vulnerable, as is evident in Tables 7 and 8. MB Din is situated in central Punjab, Pakistan; therefore, it is likely to show fluctuations in climate. TT Singh is situated in a mixed cropping zone, it covers 3252 km\(^2\), and it is in the major irrigated zone. There are extreme hot (in summer (JJA)) and cold (in winter (DJF)) climate events that occur in these areas [43]. In TT Singh, the seasonal precipitation showed a historical decreasing trend [44].
Table 7. MK test results for MB Din for the period 1979–2014.

| Variable      | Period  | Z Statistic | p-Value | Tau    | Sen’s Slope |
|---------------|---------|-------------|---------|--------|-------------|
| Precipitation | Annual  | 1.3212      | 0.1864  | 0.15556| 5.990059    |
|               | Spring  | −1.7843     | 0.07437 | −0.20952| −1.986163  |
|               | Summer  | 2.4381      | 0.01476 | 0.285714| 6.888514   |
|               | Autumn  | 2.3703      | 0.01778 | 0.277999| 2.180419   |
|               | Winter  | −0.93984    | 0.3473  | −0.11111| −1.119856  |
|               |         | 0.20431     | 0.8381  | 0.0254  | 0.000248441|
|               |         | −0.83087    | 0.406   | −0.09841| −0.001344464|
|               |         | 2.2474      | 0.02641 | 0.263492| 0.00381155 |
|               |         | 1.3895      | 0.1647  | 0.163622| 0.002674025|
|               |         | −1.7299     | 0.08366 | −0.20317| −0.002969556|
| Relative Humidity | Annual  | 0.20431     | 0.8381  | 0.0254  | 0.000248441|
|               | Spring  | −0.83087    | 0.406   | −0.09841| −0.001344464|
|               | Summer  | 2.2474      | 0.02641 | 0.263492| 0.00381155 |
|               | Autumn  | 1.3895      | 0.1647  | 0.163622| 0.002674025|
|               | Winter  | −1.7299     | 0.08366 | −0.20317| −0.002969556|
| T_{max}       | Annual  | 3.6368      | 0.000276 | 0.425397| 0.02845178 |
|               | Spring  | 2.8195      | 0.004809| 0.330159| 0.0377603  |
|               | Summer  | 0.12259     | 0.9024  | 0.0159  | 0.001404296|
|               | Autumn  | 3.8142      | 0.00137 | 0.446386| 0.06585493 |
|               | Winter  | 1.7843      | 0.07437 | 0.0921  | 0.01847129 |
| T_{min}       | Annual  | 0.61294     | 0.5399  | 0.0730  | 0.008112258|
|               | Spring  | 1.6754      | 0.09386 | 0.196825| 0.04790999 |
|               | Summer  | 0.12259     | 0.9024  | 0.0159  | 0.001404296|
|               | Autumn  | 1.6209      | 0.105   | 0.190476| 0.006930813|
|               | Winter  | 1.294       | 0.1957  | 0.152381| 0.01773802 |
| T_{mean}      | Annual  | 0.61294     | 0.5399  | 0.0730  | 0.008112258|
|               | Spring  | 1.6754      | 0.09386 | 0.196825| 0.04790999 |
|               | Summer  | 0.12259     | 0.9024  | 0.0159  | 0.001404296|
|               | Autumn  | 1.6209      | 0.105   | 0.190476| 0.006930813|
|               | Winter  | 1.294       | 0.1957  | 0.152381| 0.01773802 |

(The asterisk “*” sign represents the presence of a significant trend in the datasets).

However, if we describe each zone individually, there are notable differences. In MB Din, T_{max} showed a significant annual trend. Regarding the seasonal evaluation, relative humidity in winter (DJF) showed a significant ($p < 0.05$) trend. The annual and autumn T_{min} showed a significant ($p < 0.05$) trend. We discerned a fluctuating pattern in the precipi-
tation in some years, for example, autumn of 1999 and spring of 2000 were dry seasons with zero precipitation in TT Singh. \( T_{\text{max}} \) and \( T_{\text{mean}} \) showed non-significant \((p < 0.05)\) trends at this station.

6. Climate Variability and Sustainability

Sustainability is a major area of interest in both developed and developing countries, but the recent threat to sustainability can be substantially more critical in developing countries (Pakistan) than they are in developed countries. The main parameters are temperature and precipitation. This research aimed to weigh up current and future climate change and related challenges in Punjab, Pakistan, by considering proposed solutions for sustainability. Despite recognizing the specific variables that can cause the changes in climate across Punjab, Pakistan, our aim was not only to identify the critical indicators that capture climatic instability but also to suggest measures to build a sustainable environment. In this regard, the aim was to directly take part in the efforts that help build a sustainable environment for Punjab, Pakistan. According to the trends, the changes in variables will result in impacts that will contribute negatively to sustainability. The current variability in climate directly negatively affects sustainability and thus also influences the upcoming scenarios. Previous studies described that sustainability indicators were affected by historical climate conditions [105]. MacDonald [106] claimed that higher temperatures, earlier spring warming, and decreased precipitation contributed to the increased environmental imbalance, unsustainability, and drought. Our study contributed the same way. We found precipitation variability and a rise in temperature in the Punjab region. A recent study by Ali et al. [107] found that the main Punjab regions (Bahawalpur, Faisalabad, Mianwali, Multan, Sargodha, and Rahim Yar Khan) were affected by extreme flooding and drought events. Due to warming and the above-explained scenarios, Punjab is facing an alarming situation regarding sustainability. The Punjab region, especially Lahore, is going through the deadliest smog cover in the winter season for the past 5 years.

One of the climate change consequences is drought. At the same time, this occurs gradually over a relatively long period; it affects not only agriculture [108,109] and water resources but also the social and economic sectors. This natural event occurs in almost all climatic regions, although its characteristics fluctuate. The main consequences of climate change, which is caused by increasing greenhouse gas concentrations (especially carbon dioxide) in the atmosphere, are changes in various factors ranging from global temperature, solar radiation absorption, precipitation characteristics, humidity, wind speed, runoff, and sea level to water resources, energy, wildlife, and ecosystems [93,110]. The direct connection between climate change and sustainability was stated in the current research. It will possibly assist the upcoming new ideas and allow for farmers to intensify their systems and techniques, both individually and collectively, toward changing the environment and adaptability consistently regarding all aspects of sustainability.

Urbanization has been increasing in Punjab province for the past few decades. Because it is richer in industrialization than other provinces and has many educational and employment opportunities [111], the people prefer to move to Punjab. The rate of urbanization in Punjab is 36.71 percent [112]. According to the 2017 census, Pakistan’s total population is 207.77 million and the distribution is as follows: 30.52 million in Khyber Pakhtunkhwa (KPK), 5 million in Federally Administered Tribal Area (FATA), 47.89 million in Sindh, 12.34 million in Baluchistan, and 2 million in Islamabad. A major portion of the population that accounts for 110.01 million people is in Punjab province, which is approximately 52.95 percent of Pakistan’s population [1]. This swiftly growing population; the lack of a productive and arranged public transport system, resources, and facilities; and the rapidly increasing rate of personally owned vehicles have an inauspicious effect on the sustainable environment of Punjab. According to the Punjab Development Statistics, 2017, there are 16907529 registered motor vehicles in Punjab, where 79.39 percent are privately owned motorbikes and scooters, and 11.58 percent are personal cars [106]. The prime method of urban transportation of this province is via cars, motorbikes, particularized
buses, vans, and qingqi. All of these collectively are substantially affecting the sustainability and climate of Punjab through producing a large volume of smoke through the combustion of fossil fuels [113]. According to a study by Stroik et al. [114], without taking into account natural disasters, anthropogenic emissions accounted for more than half of the average global surface temperature rise between 1951 and 2010. As per EDGAR statistics [115], there was a 169% increase in emissions created by industrial operations, from 17,098 to 46,122 Gg. Most of the CO₂ is produced by industrial processes and procedures, widespread vehicle use, and power generation, whereas methane (CH₄) is produced by poor waste management, conventional agricultural operations, and fossil fuel combustion [116]. Hussain et al. [117] explained how industrialization and urbanization increased the temperature by increasing GHG emissions and accounts for up to 80% of the CO₂ production in Punjab, Pakistan. Defending the work of [118–120], alteration in land use patterns caused by anthropogenic operations increase CO₂ emissions to the atmosphere, causing temperatures to rise. The study of [119] demonstrated that variations in land use events, vegetation cover, and deforestation were the principal causes of climate change. Consequently, air pollution is rising expeditiously in Punjab and is documented to be on 195.71 million tons of carbon dioxide (CO₂) emissions annually, which is affecting human health and the sustainable environment [121].

The reported 3590 different kinds of industries in Punjab, Pakistan, also contributing a great part in polluting the environment. In the study of Ghouse et al. [122], in the period from 1981 to 2013, a change in temperature due to the increasing pollution in Punjab was found to be 0.021 °C/year. Furthermore, precipitation decreased at an average rate of 0.09 mm/year. Their findings declared that the anthropogenic activities influenced the climate of Lahore, a city of Punjab. Moreover, they revealed that this change will lead to altering the future climate too, which we have explained in our study. Van de Vliert et al. [123] illustrated the mean temperature showed an increasing trend during the period 1961–2010 in all districts of Punjab, Pakistan. However, in this study, the most significant trends were shown by the Multan station during 1979–2014. Due to this fluctuation in temperature, the climate changed quickly, and drastic climate patterns happened more regularly during these years in Punjab, Pakistan. This higher temperature is becoming the cause of extreme events, such as floods and droughts [123]. As the global temperature has been rising over the recent decade and has increased the effects of climate change [124], the Earth’s atmosphere has reached a threshold value, resulting in a combination of moderate and smooth climate change, such as rapid cooling, drying, and warming. Moreover, deforestation is reducing transpiration, which leads to less cloud formation, less rainfall, and enhanced dryness [120]. Correspondingly, anthropogenic activities became a significant contributor to droughts and floods [125].

7. Conclusions
The current study inspected the spatio-temporal heterogeneity of temperature parameters, namely, temperature (T_max, T_min, and T_mean), precipitation, and relative humidity, both seasonally and annually, by using 36 years (1979–2014) of CSFR data from 16 stations placed around Punjab, Pakistan. The trends analyses were also undertaken for Punjab, Pakistan, as a whole. The major summary of this research is explained below:

- Seasonally, warming was more noticeable during the spring, with no or less precipitation. A significant (p < 0.05) trend was noticed for T_min in spring and autumn in Punjab. Autumn precipitation also showed a significant (p < 0.05) trend in Punjab during 1979–2014.
- Annually, no significant trend was found for any of the variables studied, namely, T_max, T_min, T_mean, precipitation, and relative humidity, in the Punjab province.
- Based on station-specific analyses, none of the stations showed a significant (p < 0.05) trend for annual precipitation or annual relative humidity. Similarly, all the stations showed non-significant (p > 0.05) trends for summer T_max, T_min, and T_mean.
• The prime focus of using the CS test was to analyze the monotonic tendency of the variables and the results showed all the variables were monotonic.
• After analyzing the station-specific data, many stations showed significant trends, but the most vulnerable were MB Din and TT Singh.
• The fluctuations in the HGT patterns were the root cause of the changing climate of Punjab, Pakistan, in many ways. In particular, we found that Punjab faced two drastic periods in recent years. One was a wet period, and the other was a dry period. The dry period (1999–2002) resulted in higher temperatures and low precipitation and humidity. In contrast, the wet period (2011–2014) was accompanied by low temperatures and high precipitation and humidity.
• Furthermore, the impact of anthropogenic activities on the variables that are associated with climate dynamics may be an interesting broad research topic that can be studied in the near future.
• To summarize, for the testing of our observations, more work is required. So far, our work covers a combination of assessments that focus on spatial and temporal heterogeneity, thresholds, and climate variability.
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