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Abstract

In this paper we present a characterization of finite simple involutive non-degenerate set-theoretic solutions of the Yang-Baxter equation by means of left braces and we provide some significant examples.
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Introduction

The quantum Yang-Baxter equation first appeared in theoretical physics, in a paper by C.N. Yang [24], and in statistical mechanics, in R.J. Baxter’s work [2]. To date, it is subject of many studies of very current interest in pure mathematics even beyond theoretical physics. In 1992 Drinfel’d [10] suggested the study of the set-theoretical version of this equation. Specifically, a set-theoretic solution of the Yang-Baxter equation on a non-empty set $X$ is a pair $(X, r)$, where $r : X \times X \to X \times X$ is a map such that the relation

$$(r \times \text{id}_X) (\text{id}_X \times r) (r \times \text{id}_X) = (\text{id}_X \times r) (r \times \text{id}_X) (\text{id}_X \times r)$$

is satisfied. Writing a solution $(X, r)$ as $r (x, y) = (\lambda_x (y) \rho_y (x)) $, with $\lambda_x, \rho_x$ maps from $X$ into itself, for every $x \in X$, we say that $(X, r)$ is non-degenerate if $\lambda_x, \rho_x \in \text{Sym}_X$, for every $x \in X$, and involutive if $r^2 = \text{id}_{X \times X}$.

The papers of Gateva-Ivanova and Van Den Bergh [12] and Etingov, Schedler, and Soloviev [11] attracted several authors to the study of the involutive non-degenerate set-theoretic solutions (which we simply call solutions). In particular, in [11, Section 2] the class of indecomposable solutions was introduced. The interest in these solutions is motivated by the fact that they allow to construct
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other solutions, not necessarily indecomposable, by suitable construction-tools, such as dynamical extension and retraction-process (see \cite{3,11,22} for more details). In this context, many theory has been developed and several interesting results have been obtained (see, for example, \cite{3,4,7,13,14,19,20,21} and related references).

Among indecomposable solutions, the simple ones play a special role since they are the "fundamental blocks" to construct all the others by dynamical extensions (see \cite{3,Proposition 2} and \cite{22, Corollary 2.13}). On the other hand, until a year ago, very little was known about simple solutions. In particular, there were no methods for building simple solutions and only a few number of simple solutions was known: the simple solutions having size ≤ 8, obtained by inspection of the database of small solutions, and the indecomposable ones having prime size $p$ (where $\lambda_x = p^{\rho_x - 1}$ and all the $\lambda_x$ are all equal to the same $p$-cycle).

In the last year, Cedó and Okniński provided a construction-methods that allow to obtain other families of simple solutions \cite{8,9} for the first time. In particular, they exhibited simple solutions having size $n^2$ and $mn^2$, for $n, m > 1$. For these constructions, the imprimitivity action of the permutation group associated to these solutions has a crucial importance (see \cite{7} for more details).

Following a different approach, in \cite{9} they found a striking link between simple left braces and simple solutions, showing that a large family of simple left braces provides simple solutions \cite{9, Theorem 5.1}. Actually, a natural problem, recently posed by Okniński during a talk in \cite{15}, is the construction of different simple solutions.

The aim of this paper is to give a characterization of finite simple solutions by means of left braces, algebraic structures introduced by Rump in \cite{18}. This naturally provides the precise class of left braces that give rise to simple solutions.

The paper is organized as follows. In Section 1 we introduce the necessary background on left braces and on solutions, using the language of cycle sets. In Section 2 we show the main result, which give a characterization of simple solutions by means of left braces. In Section 3 we apply our result to provide some examples of simple solutions, some of which are different from the ones obtained in \cite{8,9}.

1. Basic results

In this section, we mainly recall some basics on solutions, cycle sets and left braces that are useful throughout the paper.

1.1. Solutions of the Yang-Baxter equation and cycle sets

In \cite{16}, Rump found a one-to-one correspondence between solutions and an algebraic structure with a single binary operation, which he called non-degenerate
cycle sets. To illustrate this correspondence, let us firstly recall the following definition.

**Definition 1** (pag. 45, [16]). A pair \((X, \cdot)\) is said to be a cycle set if each left multiplication \(\sigma_x : X \rightarrow X, y \mapsto x \cdot y\) is bijective and

\[(x \cdot y) \cdot (x \cdot z) = (y \cdot x) \cdot (y \cdot z),\]

for all \(x, y, z \in X\). Moreover, a cycle set \((X, \cdot)\) is called non-degenerate if the squaring map \(x \mapsto x \cdot x\) is bijective.

**Convention.** Even if not specified, all the cycle sets are finite and non-degenerate throughout the paper.

**Proposition 1** (Propositions 1-2, [16]). Let \((X, \cdot)\) be a cycle set. Then the pair \((X, r)\), where \(r(x, y) = (\sigma_x^{-1}(y), \sigma_y^{-1}(y) \cdot x)\), for all \(x, y \in X\), is a solution of the Yang-Baxter equation which we call the associated solution to \((X, \cdot)\). Moreover, this correspondence is one-to-one.

A first useful tool to construct new solutions, introduced in [11], is the so-called retract relation, an equivalence relation on \(X\) which we denote by \(\sim_r\). Precisely, if \((X, r)\) is a solution, then \(x \sim_r y\) if and only if \(\lambda_x = \lambda_y\), for all \(x, y \in X\). In this way, \((X, r)\) induces another solution, having the quotient \(X/\sim_r\) as underlying set, which is named retraction of \((X, r)\) and is denoted by \(\text{Ret}(X, r)\). As one can expect, the retraction of a solution corresponds to the retraction of a non-degenerate cycle set. Specifically, in [16] Rump showed that the binary relation \(\sim_\sigma\) on \(X\) given by

\[x \sim_\sigma y :\text{iff } \sigma_x = \sigma_y\]

for all \(x, y \in X\), is a congruence of \((X, \cdot)\), i.e. an equivalence relation for which \(x \sim_\sigma y\) and \(x' \sim_\sigma y'\) implies \(x \cdot x' \sim_\sigma y \cdot y'\), for all \(x, x', y, y' \in X\). Moreover, he proved that the quotient \(X/\sim_\sigma\), which we denote by \(\text{Ret}(X)\), is a cycle set and he called it the retraction of \((X, \cdot)\). As the name suggests, if \((X, \cdot)\) is the cycle set associated to a solution \((X, r)\), then the retraction \(\text{Ret}(X)\) is the cycle set associated to \(\text{Ret}(X, r)\). Besides, a cycle set \(X\) is said to be irretractable if \(\text{Ret}(X) = X\), otherwise it is called retractable.

For a cycle set \(X\), the permutation group generated by the set \(\{\sigma_x \mid x \in X\}\) will be denoted by \(\mathcal{G}(X)\) and we call it the associated permutation group. Obviously, in terms of solutions, the associated permutation group is exactly the permutation group generated by the set \(\{\lambda_x \mid x \in X\}\).

Our attention is mainly posed on cycle sets that are indecomposable.

**Definition 2.** A cycle set \((X, \cdot)\) is said to be indecomposable if the permutation group \(\mathcal{G}(X)\) acts transitively on \(X\).
Remark 1. Note that a solution \((X, r)\) is indecomposable if and only if the associated cycle set \((X, \cdot)\) is indecomposable. Now, in the rest of the paper, we will study indecomposable solutions using the language of cycle sets. However, all the results involving cycle sets can be translated in terms of solutions by Proposition [1].

In a classical way one can define the notion of homomorphism between two cycle sets \(X, Y\), i.e. a function \(f\) from \(X\) to \(Y\) such that \(f(x \cdot y) = f(x) \cdot f(y)\) for all \(x, y \in X\). A surjective homomorphism is said to be epimorphism, while a bijective homomorphism is said to be isomorphism. It is easy to show that if \(h\) is an epimorphism from a cycle set \(Y\) to a cycle set \(Z\), then the binary relation given by \(x \sim_h y \iff h(x) = h(y)\) is a congruence of \((Y, \cdot)\) and conversely every congruence of \(Y\) give rise to an epimorphism of cycle sets. Now, we can give the key-notion of this paper.

Definition 3. A cycle set \(X\) is said to be simple if \(|X| > 1\) and for every epimorphism \(f\) from \(X\) to a cycle set \(Y\) we have that \(|Y| = 1\) or \(f\) is an isomorphism.

We remark that even if this definition of simplicity, given in [8], is different from the original one given by Vendramin in [22], by [3, Lemma 1] both definitions coincide for finite indecomposable cycle sets. However, we have the following result.

Proposition 2. ([8, Lemma 4.1 - Proposition 4.2]) Let \(X\) be a simple cycle set. Then, if \(|X| > 2\), \(X\) is indecomposable. Moreover, if \(|X|\) is not a prime number, \(X\) is irretractable.

1.2. Solutions of the Yang-Baxter equation and left braces

At first, we introduce the following definition that, as observed in [6], is equivalent to the original introduced by Rump in [18].

Definition 4 ([6, Definition 1]). A set \(A\) endowed of two operations \(+\) and \(\circ\) is said to be a left brace if \((A, \cdot)\) is an abelian group, \((A, \circ)\) a group, and

\[
a \circ (b + c) + a = a \circ b + a \circ c,
\]

for all \(a, b, c \in A\).

Example 3. If \(X\) is a cycle set, then one can show that the permutation group \(G(X)\) give rise to a left brace \((G(X), +, \circ)\), where \(\circ\) is the usual composition in \(G(X)\) (see, for example, [1, Section 2] for more details). From now on, we will refer to \((G(X), +, \circ)\) as the associated left brace.

Given a left brace \(A\) and \(a \in A\), let us denote by \(\lambda_a : A \to A\) the map from \(A\) into itself defined by

\[
\lambda_a(b) := -a + a \circ b,
\]
for all $b \in A$. As shown in [18, Proposition 2] and [6, Lemma 1], these maps have special properties. We recall them in the following proposition.

**Proposition 4.** Let $A$ be a left brace. Then, the following are satisfied:

1) $\lambda_a \in \text{Aut}(A, +)$, for every $a \in A$;

2) the map $\lambda : A \rightarrow \text{Aut}(A, +)$, $a \mapsto \lambda_a$ is a group homomorphism from $(A, \circ)$ into $\text{Aut}(A, +)$.

The map $\lambda$ is of crucial importance to construct cycle sets (and hence solutions of the Yang-Baxter equation) using left braces, as one can see in the following proposition.

**Proposition 5 (Lemma 2, [6]).** Let $A$ be a left brace and $\cdot$ the binary operation on $A$ map given by

$$a \cdot b := \lambda_a^{-1}(b),$$

for all $a, b \in A$. Then, $(A, \cdot)$ is a cycle set.

Therefore, the previous proposition and Example 3 show that if $X$ is a cycle set, then we can construct a cycle set on the permutation group $G(X)$.

For the following definition, we refer the reader to [18, pg. 160] and [6, Definition 3].

**Definition 5.** Let $A$ be a left brace. A subset $I$ of $A$ is said to be a left ideal if it is a subgroup of the multiplicative group and $\lambda_a(I) \subseteq I$, for every $a \in A$. Moreover, a left ideal is an ideal if it is a normal subgroup of the multiplicative group.

As one can expect, if $I$ is an ideal of a left brace $A$, then the structure $A/I$ is a left brace called the quotient left brace of $A$ modulo $I$. Moreover, the ideal $\{0\}$ will be called the trivial ideal and a left brace $A$ which contains no ideals different from $\{0\}$ and $A$ will be called a simple left brace.

In [18], Rump introduced the special notion of the socle of a left brace that, in the terms of [6, Section 4], is the following.

**Definition 6.** Let $A$ be a left brace. Then, the set

$$\text{Soc}(A) := \{a \in A \mid \forall b \in A \quad a + b = a \circ b\}$$

is named socle of $A$.

Clearly, $\text{Soc}(A) := \{a \in A \mid \lambda_a = \text{id}_A\}$. Moreover, we have that $\text{Soc}(A)$ is an ideal of $A$. If a cycle set $X$ is irretractable, then the socle of its associated left brace is trivial.
Proposition 6. (Lemma 2.1, [1]) Let $X$ be an irretractable cycle set. Then, $\text{Soc}(G(X)) = \{\text{id}_X\}$.

The socle is useful to establish a link between a left brace $A$ and the permutation group associated to the cycle set $(A, \cdot)$.

Proposition 7. (Lemma 2.2, [8]) Let $A$ be a left brace and $G(A)$ the permutation group associated to the cycle set $(A, \cdot)$. Then, as left braces, $A/\text{Soc}(A) \cong G(A)$.

If $A$ is a left brace, by Proposition 4 the maps $\lambda_a$ determine an action of $(A, \circ)$ on $(A, +)$. According to [15, 16], a subset $X$ of $A$ which is a union of orbits with respect to such an action and generating the additive group $(A, +)$ is called cycle base. Moreover, if a cycle base is a single orbit then is said to be a transitive cycle base. The following result, that is useful for our scopes, is implicitly contained in [8].

Proposition 8 (Section 4, [8]). Let $X$ be an indecomposable and irretractable cycle set and $G(X)$ be the left brace on the associated permutation group. Then, $X$ can be regarded as a transitive cycle base of $G(X)$.

We close this preliminary section showing the Galois-correspondence between ideals of a left brace $A$ and congruences of a transitive cycle base $X$ founded by Rump in [17, 18]. This is essentially a mixture between [18, Theorem 1] and [17, Theorem 1], adapted for our aim (we remark that, in this context, all the cycle sets are finite). At first, recall that if $\sim$ and $\sim'$ are equivalence relations on a set $S$, then $\sim$ is said to be a refinement of $\sim'$ if $x \sim y$ implies $x \sim' y$, for all $x, y \in S$.

Theorem 9 (Theorem 1, [18] - Theorem 1, [17]). Let $A$ be a finite left brace such that $\text{Soc}(A) = \{0\}$ and $X$ be a transitive cycle base. Then, if $I$ is an ideal of $A$, the orbits of $X$ under the action of $I$ give rise to a congruence of $X$. Conversely, if $\sim$ is a congruence of $X$, the additive subgroup $I'$ of $A$ generated by $\{x - y \mid x, y \in X, x \sim y\}$ is an ideal and the orbits of $X$ under the action of $I'$ give rise to a congruence of $X$ which is a refinement of $\sim$.

2. Simple solutions and left braces

This section is devoted to provide a characterization of finite simple solutions. We start with a couple of lemma.

Lemma 10. Let $B$ be a finite left brace, with $|B| > 1$, such that $\text{Soc}(B) = \{0\}$ and having a transitive cycle base $X$. Then, the left brace $G(X)$ is isomorphic to $B$. 
Proof. Clearly, the permutation $\sigma_x$ in $G(X)$ is equal to the element $\lambda_x^{-1}$ in $G(B)$ restricted to the set $X$. Since the natural embedding from $X$ to $B$ induces the left braces homomorphism $f$ from $G(X)$ to $G(B)$ given by $f(\sigma_x^{-1}) := \lambda_x$ for all $x \in X$ (see [4, Section 2] for more details), by Proposition 7 it is sufficient to show that $f$ is bijective. As done in the first part of the proof of [4, Theorem 5.1] (where $f$ is denoted by $\bar{i}$), one can show that $f$ is surjective. Now, if $g \in G(X)$ is such that $g \in \text{Ker}(f)$, clearly $g(x) = x$ for all $x \in X$, hence $f$ is injective and the thesis follows.

\[\square\]

Lemma 11. (Proposition 4.3, [3]) Let $X$ be a simple cycle set such that $|X|$ has not prime size. Then, the left brace $G(X)$ has a unique minimal ideal $I$ equal to the additive subgroup generated by $\{\sigma_x - \sigma_y \mid x, y \in X\}$. Moreover, $G(X)/I$ is a trivial cyclic left brace.

Now, we are able to show the main result of the section.

Theorem 12. Let $B$ be a finite left brace, with $|B| > 1$, such that $\text{Soc}(B) = \{0\}$ and having a transitive cycle base $X$. Then, the following conditions are equivalent:

1) $X$ is a simple cycle set;

2) every non-trivial ideal of $B$ acts transitively on $X$;

3) $B$ has a unique minimal ideal $I$ that acts transitively on $X$.

Proof. If $X$ is simple and $B$ has a non-trivial ideal $I$ that does not acts transitively on $X$, then by Theorem 9 induces a congruence $\sim_I$ on $X$. Therefore, $x \sim_I y$ if and only if $x = y$ and, since $X$ is a transitive cycle base, it follows that $I \subseteq \text{Soc}(B)$, a contradiction. Hence we showed that 1) implies 2).

Conversely, suppose that $X$ is not simple. By hypothesis, one can easily show that $|X| > 1$. Therefore, there exist a non-trivial congruence $\sim_P$ (here, non-trivial means that $\sim_P$ does not induces a trivial partition of $X$). By Theorem 9 the additive subgroup $I$ of $B$ generated by $\{x - y \in X \mid x \sim_P y\}$ is an ideal such that $\sim_I$ is a refinement of $\sim_P$. Moreover, since $\sim_P$ is not a trivial congruence, $I$ can not be the trivial ideal. Since $I$ acts transitively on $X$, $x \sim_I y$ for all $x, y \in X$ and hence $x \sim_P y$ for all $x, y \in X$, a contradiction, therefore 2) implies 1).

It remains to show that 1) is equivalent to 3). Suppose $X$ simple. By Lemma 10 we have that $B \cong G(X)$, hence $|X|$ can not be a prime number and by Lemma 11 $B$ has a unique minimal ideal $I$. Since we showed that 1) is equivalent to 2), it follows that $I$ acts transitively on $X$. Finally, if $B$ has a unique minimal ideal $I$ that acts transitively on $X$, it follows that every non-trivial ideal $J$ of $B$ acts transitively on $X$, hence 3) $\Rightarrow$ 2), which implies 3) $\Rightarrow$ 1).

By the previous result, we have that [3, Theorem 5.1] follows as a corollary.
Corollary 13. [4, Theorem 5.1] Let $B$ be a simple non-trivial left brace having a transitive cycle base $X$. Then, $X$ is a simple cycle set.

Proof. Since $B$ is simple, the unique ideal different from $\{0\}$ is $B$, that acts transitively on $X$. Then, the thesis follow by Theorem 12. \hfill $\Box$

Before giving the announced characterization, which closes the section, we recall that in [11, Theorem 2.13] Etingof, Schedler and Soloviev proved that there is, up to isomorphisms, a unique indecomposable cycle set of size $p$ for every prime number $p$.

**Corollary 14.** Let $X$ be a cycle set. If $X$ has size 2, then $X$ is simple. If $|X| > 2$, the following conditions are equivalent:

1) $X$ is a simple cycle set;

2) $X$ is the unique indecomposable cycle set of size $p$ (for some prime number $p$) or $X$ is an irretractable and indecomposable cycle set such that every non-trivial ideal of $G(X)$ acts transitively on $X$;

3) $X$ is the unique indecomposable cycle set of size $p$ (for some prime number $p$) or $X$ is an irretractable and indecomposable cycle set such that $G(X)$ has a unique minimal ideal $I$ that acts transitively on $X$.

Proof. The first part trivially follows. Suppose that $X$ is a simple cycle set with $|X| > 2$. Then, by Proposition 2 it is indecomposable. If $X$ has not prime size, again by Proposition 2 it also is irretractable. Therefore, by Proposition 5, Proposition 8 and Theorem 12 (applied with $B := G(X)$ we obtain 1) $\Rightarrow$ 2) and 1) $\Rightarrow$ 3).

If $X$ is an indecomposable cycle set of size $p$, for some prime number $p$, then it is simple by [3, Lemma 1]. While, if $X$ is an irretractable and indecomposable cycle set such that every non-trivial ideal of $G(X)$ acts transitively on $X$, again by Proposition 5, Proposition 8 and Theorem 12 (applied with $B := G(X)$) we obtain 2) $\Rightarrow$ 1). In a similar way, one can show 3) $\Rightarrow$ 1). \hfill $\Box$

3. Examples

In this section, we apply Theorem 12 to some left braces (found using a GAP package [23]) to provide concrete examples of simple cycle sets, some of which are different from those given in [8, 9].

In order to start with a small example, we show providing a well-known cycle set of size 4.

**Example 15.** Let $B$ be the left brace $B_{8,27}$ of [23]. Then, it is a left brace of size 8 having only one non-trivial ideal $I$, which has size 4, different from $B$. 
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Moreover, it has a transitive cycle base $X$ having size 4. In particular, $X$ is isomorphic to the cycle set given by $C := \{1, 2, 3, 4\}$ and

$$
\begin{align*}
\sigma_1 &:= (2, 4) \\
\sigma_2 &:= (1, 3) \\
\sigma_3 &:= (1, 2, 3, 4) \\
\sigma_4 &:= (1, 4, 3, 2).
\end{align*}
$$

Since $I$ acts transitively on $X$, the cycle set $C$ is simple.

In [9], a families of simple cycle sets having size $4p_1^2 \cdot p_2 \cdots p_n^2$, where $p_1, \ldots, p_n$ are prime numbers, and with a simple associated left brace were exhibited. In the following, we give a simple cycle set having a simple associated left brace which is smaller than the ones provided in [9].

**Example 16.** Let $B$ be the left brace $B_{24, 94}$ of [23]. Then, it is a simple left brace of size 24. It has a transitive cycle base $X$ having size 12. In particular, $X$ is isomorphic to the cycle set given by $C := \{1, \ldots, 12\}$ and

$$
\begin{align*}
\sigma_1 &:= (1, 8)(2, 10)(3, 11)(4, 9)(5, 6)(7, 12) \\
\sigma_2 &:= (1, 9)(2, 5, 6, 10)(3, 11, 12, 7)(4, 8) \\
\sigma_3 &:= (1, 9)(2, 10, 6, 5)(3, 7, 12, 11)(4, 8) \\
\sigma_4 &:= (1, 2, 12)(3, 4, 6)(5, 9, 11)(7, 10, 8) \\
\sigma_5 &:= (1, 10, 4, 5)(2, 11)(3, 8, 12, 9)(6, 7) \\
\sigma_6 &:= (1, 6, 12)(2, 3, 4)(5, 9, 7)(8, 11, 10) \\
\sigma_7 &:= (1, 10)(2, 7)(3, 9)(4, 5)(6, 11)(8, 12) \\
\sigma_8 &:= (1, 5, 4, 10)(2, 11)(3, 9, 12, 8)(6, 7) \\
\sigma_9 &:= (1, 3, 6)(2, 4, 12)(5, 11, 8)(7, 9, 10) \\
\sigma_{10} &:= (1, 12, 6)(2, 4, 3)(5, 7, 9)(8, 10, 11) \\
\sigma_{11} &:= (1, 12, 2)(3, 6, 4)(5, 11, 9)(7, 8, 10) \\
\sigma_{12} &:= (1, 6, 3)(2, 12, 4)(5, 8, 11)(7, 10, 9)
\end{align*}
$$

By Corollary 13, $X$ is simple. Moreover, by Lemma 10, $G(X)$ is a simple left brace.
Example 17. Let $B$ be the left brace $B_{48,1532}$ of \cite{23}. Then, it is a left brace of size 48 having only one non-trivial ideal $I$, which has size 24, different from $B$. Moreover, it has a transitive cycle base $X$ having size 12. In particular, $X$ is isomorphic to the cycle set given by $C := \{1, ..., 12\}$ and

$$
\begin{align*}
\sigma_1 &= (1, 8, 11, 6)(2, 5)(3, 4, 9, 10)(7, 12) \\
\sigma_2 &= (1, 4)(2, 9, 12, 3)(5, 8, 7, 6)(10, 11) \\
\sigma_3 &= (1, 6, 11, 8)(2, 5)(3, 10, 9, 4)(7, 12) \\
\sigma_4 &= (1, 10)(2, 3)(4, 11)(5, 6)(7, 8)(9, 12) \\
\sigma_5 &= (1, 6)(2, 7)(3, 4)(5, 12)(8, 11)(9, 10) \\
\sigma_6 &= (1, 4)(2, 3, 12, 9)(5, 6, 7, 8)(10, 11) \\
\sigma_7 &= (1, 3, 5, 11, 9, 7)(2, 10, 8, 12, 4, 6) \\
\sigma_8 &= (1, 5, 3, 11, 7, 9)(2, 6, 10, 12, 8, 4) \\
\sigma_9 &= (1, 3, 7, 11, 9, 5)(2, 4, 6, 12, 10, 8) \\
\sigma_{10} &= (1, 7, 9, 11, 5, 3)(2, 6, 4, 12, 8, 10) \\
\sigma_{11} &= (1, 9, 7, 11, 3, 5)(2, 4, 8, 12, 10, 6) \\
\sigma_{12} &= (1, 5, 9, 11, 7, 3)(2, 8, 10, 12, 6, 4)
\end{align*}
$$

Since $I$ acts transitively on $X$, the cycle set $C$ is simple.

Example 18. Let $B$ be the left brace $B_{32,24526}$ of \cite{23}. Then, it is a left brace of size 32 having only one non-trivial ideal $I$, which has size 16, different from $B$. Moreover, it has a transitive cycle base $X$ having size 16. In particular, $X$ is isomorphic to the cycle set given by $C := \{1, ..., 16\}$ and

$$
\begin{align*}
\sigma_1 &= (1, 13)(2, 4)(3, 15)(6, 12)(8, 10)(14, 16) \\
\sigma_2 &= (1, 3)(2, 14)(4, 16)(5, 11)(7, 9)(13, 15) \\
\sigma_3 &= (1, 11, 13, 7)(2, 6, 14, 10)(3, 9, 15, 5)(4, 8, 16, 12) \\
\sigma_4 &= (1, 5, 13, 9)(2, 12, 14, 8)(3, 7, 15, 11)(4, 10, 16, 6) \\
\sigma_5 &= (1, 7, 13, 11)(2, 10, 14, 6)(3, 5, 15, 9)(4, 12, 16, 8) \\
\sigma_6 &= (1, 9, 13, 5)(2, 8, 14, 12)(3, 11, 15, 7)(4, 6, 16, 10) \\
\sigma_7 &= (2, 16)(4, 14)(5, 9)(6, 8)(7, 11)(10, 12) \\
\sigma_8 &= (1, 15)(3, 13)(5, 7)(6, 10)(8, 12)(9, 11) \\
\sigma_9 &= (1, 8, 3, 6)(2, 9, 4, 11)(5, 16, 7, 14)(10, 13, 12, 15)
\end{align*}
$$
\(\sigma_{10} := (1, 10, 3, 12)(2, 7, 4, 5)(6, 15, 8, 13)(9, 14, 11, 16)\)
\(\sigma_{11} := (1, 2, 15, 16)(3, 4, 13, 14)(5, 10, 11, 8)(6, 7, 12, 9)\)
\(\sigma_{12} := (1, 16, 15, 2)(3, 14, 13, 4)(5, 8, 11, 10)(6, 9, 12, 7)\)
\(\sigma_{13} := (1, 14, 15, 4)(2, 3, 16, 13)(5, 6, 11, 12)(7, 8, 9, 10)\)
\(\sigma_{14} := (1, 4, 15, 14)(2, 13, 16, 3)(5, 12, 11, 6)(7, 10, 9, 8)\)
\(\sigma_{15} := (1, 12, 3, 10)(2, 5, 4, 7)(6, 13, 8, 15)(9, 16, 11, 14)\)
\(\sigma_{16} := (1, 6, 3, 8)(2, 11, 4, 9)(5, 14, 7, 16)(10, 15, 12, 13)\)

Since \(I\) acts transitively on \(X\), the cycle set \(C\) is simple.

**Example 19.** Let \(B\) be the left brace \(B_{81, 705}\) of \(23\). Then, it is a left brace of size 81 having only one non-trivial ideal \(I\), which has size 27, different from \(B\). Moreover, it has a transitive cycle base \(X\) having size 27. In particular, \(X\) is isomorphic to the cycle set given by \(C := \{1, \ldots, 27\}\) and

\[
\begin{align*}
\sigma_1 & := (1, 17, 18)(2, 20, 13)(3, 23, 5)(4, 27, 16)(6, 14, 25)(7, 22, 15)(8, 19, 24)(9, 12, 10)(11, 26, 21) \\
\sigma_2 & := (1, 7, 10)(2, 23, 8)(3, 15, 11)(4, 24, 12)(5, 6, 9)(13, 18, 14)(16, 22, 20)(17, 19, 21)(25, 26, 27) \\
\sigma_3 & := (1, 8, 26)(2, 27, 7)(3, 24, 13)(4, 14, 11)(5, 22, 21)(6, 20, 17)(9, 16, 19)(10, 23, 25)(12, 18, 15) \\
\sigma_4 & := (1, 26, 11, 23, 10, 12, 27, 2, 13)(3, 17, 15, 4, 5, 24, 18, 16, 14)(6, 7, 20, 22, 8, 21, 19, 25, 9) \\
\sigma_5 & := (1, 18, 8, 23, 3, 25, 27, 4, 7)(2, 5, 20, 26, 16, 21, 10, 17, 9)(6, 13, 24, 22, 11, 14, 19, 12, 15) \\
\sigma_6 & := (1, 9, 24)(2, 3, 19)(4, 6, 26)(7, 8, 25)(10, 18, 22)(11, 13, 12)(14, 23, 20)(15, 27, 21) \\
\sigma_7 & := (1, 11, 6)(2, 15, 17)(3, 20, 25)(4, 21, 7)(5, 26, 24)(8, 18, 9)(10, 14, 16)(12, 22, 23)(13, 19, 27) \\
\sigma_8 & := (1, 3, 7, 23, 4, 8, 27, 18, 25)(2, 16, 9, 26, 17, 20, 10, 5, 21)(6, 11, 15, 22, 12, 24, 19, 13, 14) \\
\sigma_9 & := (1, 15, 9)(2, 10, 26)(5, 13, 25)(6, 22, 19)(7, 16, 11)(8, 17, 12)(14, 21, 27)(20, 23, 24) \\
\sigma_{10} & := (1, 20, 15)(2, 4, 22)(3, 6, 10)(5, 16, 17)(7, 25, 8)(9, 14, 27)(18, 19, 26)(21, 24, 23) \\
\sigma_{11} & := (1, 12, 19)(2, 24, 16)(3, 21, 8)(4, 9, 25)(5, 10, 15)(6, 23, 13)(7, 18, 20)(11, 22, 27)(14, 17, 26) \\
\sigma_{12} & := (1, 4, 25, 13, 18, 7, 27, 3, 8)(2, 17, 21, 26, 5, 9, 10, 16, 20)(6, 12, 14, 22, 13, 15, 19, 11, 24) \\
\sigma_{13} & := (1, 23, 27)(2, 22, 18)(3, 26, 19)(4, 10, 6)(5, 25, 12)(7, 13, 16)(8, 11, 17)(14, 24, 15) \\
\sigma_{14} & := (1, 19, 5, 23, 6, 16, 27, 22, 17)(2, 8, 15, 26, 25, 24, 10, 7, 14)(3, 13, 21, 4, 11, 9, 18, 12, 20) \\
\sigma_{15} & := (1, 14, 20)(2, 26, 10)(3, 18, 4)(5, 12, 7)(8, 16, 13)(9, 27, 24)(11, 25, 17)(15, 21, 23) \\
\sigma_{16} & := (1, 27, 23)(2, 19, 4)(3, 10, 22)(5, 7, 11)(6, 18, 26)(8, 12, 16)(9, 20, 21)(13, 17, 25) \\
\sigma_{17} & := (1, 13, 22)(2, 14, 5)(3, 9, 7)(4, 20, 8)(6, 27, 12)(10, 24, 17)(11, 19, 23)(15, 16, 26)(18, 21, 25) \\
\sigma_{18} & := (1, 21, 14)(2, 18, 6)(3, 22, 26)(4, 19, 10)(5, 17, 16)(9, 15, 23)(11, 12, 13)(20, 24, 27)
\end{align*}
\]
\[ \sigma_{19} := (1, 10, 13, 23, 2, 11, 27, 26, 12)(3, 5, 14, 4, 16, 15, 18, 17, 24)(6, 8, 9, 22, 25, 20, 19, 7, 21) \]

\[ \sigma_{20} := (1, 16, 3)(2, 9, 11)(4, 23, 17)(5, 18, 27)(6, 24, 7)(8, 22, 14)(10, 21, 13)(12, 26, 20)(15, 25, 19) \]

\[ \sigma_{21} := (1, 6, 17, 23, 22, 5, 27, 19, 16)(2, 25, 14, 26, 7, 15, 10, 8, 24)(3, 11, 20, 4, 12, 21, 18, 13, 9) \]

\[ \sigma_{22} := (1, 25, 2)(3, 14, 12)(4, 15, 13)(5, 19, 20)(6, 21, 16)(7, 26, 23)(8, 10, 27)(9, 17, 22)(11, 18, 24) \]

\[ \sigma_{23} := (1, 22, 16, 23, 19, 17, 27, 6, 5)(2, 7, 24, 26, 8, 14, 10, 25, 15)(3, 12, 9, 4, 13, 20, 18, 11, 21) \]

\[ \sigma_{24} := (1, 5, 4)(2, 21, 12)(3, 27, 17)(6, 15, 8)(7, 19, 14)(9, 13, 26)(10, 20, 11)(16, 18, 23)(22, 24, 25) \]

\[ \sigma_{25} := (2, 6, 3)(4, 26, 22)(5, 8, 13)(7, 12, 17)(9, 21, 20)(10, 19, 18)(11, 16, 25)(14, 15, 24) \]

\[ \sigma_{26} := (1, 2, 12, 23, 26, 13, 27, 10, 11)(3, 16, 24, 4, 17, 14, 18, 5, 15)(6, 25, 21, 22, 7, 9, 19, 8, 20) \]

\[ \sigma_{27} := (1, 24, 21)(3, 4, 18)(5, 11, 8)(6, 19, 22)(7, 17, 13)(9, 23, 14)(12, 25, 16)(15, 20, 27) \]

Since \( I \) acts transitively on \( X \), the cycle set \( C \) is simple.

**Remark 2.** We conclude the paper remarking that in \([8, 9]\) three types of simple cycle sets were provided: cycle sets that are transitive cycle bases of simple left braces, cycle sets of size \( n^2 \) and cycle sets having size \( n^2m \) and an element \( x \) such that \( \sigma_x \) is a \( n^2m \)-cycle. Therefore, Example \([17]\) and Example \([19]\) are simple cycle sets that are different from the ones obtained in \([8, 9]\).
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