Assessment of CFD Model Performance for Flows around a Hydraulic Structure of Complex Geometry
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Abstract
Computational Fluid Dynamics (CFD) modeling has become a widely used research tool in the hydraulic engineering community, however, for many problems the numerical model setup and even the selection of the suitable hydrodynamic solver is still a challenging task. This is the case for fine scale analysis of flow features around hydraulic structures of complex geometry, where generation of the 3D grid, application of the correct turbulence modeling approach, or modeling of the free surface all require extensive experience and knowledge. The aim of this paper is to perform a numerical hydrodynamic experiment for a hydraulic structure with complex geometry to assess the model performance, in terms of grid resolution, grid refinement methods as well as turbulence modeling. The open source modeling environment of OpenFOAM is tested and validated against laboratory measurements, moreover, practical recommendations are made for future applications of the numerical solver.
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1 Introduction
The rapid, continuous improvement of computational resources in the last decades implied continuous (still ongoing) developments in computational sciences as well. In fact, such an intensive progress took place in the field of the so called CFD (Computational Fluid Dynamics) modeling. These models are used in mechanical as well as in hydraulic engineering, aiming to solve fluid flow problems of various complexity.

In the field of hydraulic engineering, and river engineering in particular the most frequently used hydrodynamic modeling tools use dimensional simplifications, that is, the flow conditions (velocities) are schematized with cross-sectionally averaged, one-dimensional (1D) or depth-averaged, two-dimensional (2D) velocities using the St Venant and the shallow-water equations, respectively [1, 2]. The development of 1D and 2D models looks back to several decades due to the fact that they require less computational capacity and earlier PCs enabled the simulation of simpler problems. However, river flows reportedly can show locally complex, three-dimensional (3D), secondary flow features as well [3], which not only influence the prevailing flow conditions, but also play a fundamental role in sediment transport [3]. In the case of 3D fluid modeling, no cross-sectional or vertical integrating is applied, but the Navier–Stokes equations are solved numerically with various simplifications. Resolving the flow problem along the vertical axis, however, increases computational demands significantly, moreover, requires dedicated numerical methods. Methods of various complexity and flexibility are available for the vertical discretization in 3D models, whose applicability depends on the actual flow problem.

Typical hydraulic engineering problems requiring the resolution of 3D flow phenomena are flows around various hydraulic structures, such as weirs, bridge piers, abutments, etc. Roulund et al. [4], for instance, used Reynolds-averaged Navier–Stokes (RANS) model with $k-\omega$ turbulence closure to investigate flow and scouring around a circular pile, with special focus on the horse-shoe and lee wake vortices. They successfully captured all the main features of the scouring process, however, their model did not include direct free surface modeling, which
is an applicable approach in case of flow Froude number \((F_r < 0.5)\) conditions. In case of larger Froude numbers, the profile of the free surface has notable influence on the hydrodynamic conditions (and vice versa), hence its proper representation is necessary for accurate scour estimations as well. Baranya et al. [5] also showed the applicability of a rigid lid approach for modeling flow and local scour around bridge piers. A \(k-c\) turbulence closure was used on a curvilinear nested grid system. Laboratory experiments were used to validate the simulations and quantify velocity and turbulent kinetic energy (TKE) around piers. Baranya et al. [6] successfully extended their analysis to predict scouring around the piers. Kahraman et al. [7] investigated the influence of free-surface variation on the velocity field using numerical simulations of flow around a sharp-nosed pier. They concluded, that the volume of fluid (VOF) models are in better agreement with experimental data than those using the rigid-lid approximation. Their results show that even though the change in free-surface height near the pier is small compared to the approach flow, it still has a significant effect on velocities in front of the pier and in the wake region, also at low Froude numbers. Kara et al. [8] carried out large eddy simulations (LES) to investigate the effects of accurate simulation of the curvilinear water-surface deformation of the flow through a bridge contraction. They also tested the rigid-lid boundary condition for free surface, and compared to level set method (LSM). Bed-shear stresses and first-order statistics were similar for their cases, but the instantaneous turbulence structure and consequently, the second-order statistics, were distinctly different. The correct prediction of the water-surface deformation of such flows is deemed important for the accuracy of their simulations.

Stoesser et al. [9] treated the free surface as a plane of symmetry where zero gradient conditions are applied for the variables parallel to the surface with the wall-normal variables set to zero. Their calculations of primary and secondary flow and boundary shear stresses in a meandering laboratory-scaled channel were successful.

If water level fluctuations and changes are to be accounted for as well, several methods are available. One of the most frequently used is the \(\sigma\)-coordinate transformation method [10]. Based on this, Baranya et al. [11] made large-scale flow analysis at a river confluence, and, validating the results against field measurements, they satisfactorily reproduced the most relevant elements of the confluence hydrodynamics. Haun and Olsen [12] used an algorithm based on the computed pressure field when modeling the flushing process of the Kali Gandaki hydropower reservoir. Thus, the location of the water level was calculated with the Bernoulli equation. An adaptive, non-orthogonal and unstructured grid has been used. The total quantity of flushed out sediments, and the bed deformation were compared with experiments, highlighting a good correspondence between the results.

Ignoring free surface variations or using simplifications like the ones in the studies above, usually enough for fulfilling the scope of interests in river, sea or ocean scale, but in case of transient free surface motion, steep surface gradients or complex geometries, multiphase models are to be used. In such models, the governing equations are solved not only for the water phase, but for the air above it as well, allowing for multivalued vertical free surface positions. The most frequently used multiphase modeling method from the mentioned ones is the volume of fluid (VOF) method [13]. Furthermore, methods mentioned above cannot handle flows around geometries, which can separate the water domain vertically. For testing different turbulence models, Salaheldin et al. [14] successfully modelled flow around circular piers, where calculated and measured position of the free surface are in good agreement. Haun et al. [15] modelled flow over trapezoidal broad-crested weir, and compared the effectiveness of VOF with fixed grid, and an algorithm based on the continuity equation and the Marker-and-Cell method, together with an adaptive grid for the water surface. They experienced good correlation between the methods, however, VOF required less time for calculations. For high quality simulation of wave generation and absorption, Higuera et al. [16] used VOF, and with it, they set a new boundary condition apparatus to simulate waves. Jacobsen et al. [17] developed an easy to use application called \texttt{waves2Foam} which is a VOF-based numerical wave tank approach.

Another approach for capturing the free surface between multiphase flows is the level set method (LSM) [18]. In case of the LSM, the interface is explicitly defined by using a signed level set function in every computational node, defining the closest distance from the free surface. The LSM based CFD toolbox \texttt{REEF3D} [19] has been successfully used to simulate complex flows around various hydraulic engineering structures [20, 21].

In addition to the proper tracking of the free-surface, turbulence modeling also plays a crucial role, when modeling transient complex flows, especially in cases where obstacles of complex geometries are present in the flow. Recently, Bayon-Barrachina and López-Jiménez [22], used
a RANS model with different two equations turbulence closures to simulate a hydraulic jump properly. Jiang et al. [23] simulated flow over a rectangular broad-crested weir with the same apparatus like Bayon-Barrachina and López-Jiménez [22], but with VOF for free surface capturing. In spite of the encouraging results of the above mentioned studies, a major problem with standard RANS turbulence models is that in two-phase simulations, the effect of the free surface is neglected and high turbulence production occurs due to the high gradient in fluid density. Kamath et al. [21] investigated free surface turbulence damping in several different case studies to validate the applicability of their apparatus. They used RANS equations with $k$-$\omega$ turbulence closure and LSM for capturing free surface. Devolder et al. [24] published the so-called buoyancy modification for $k$-$\omega$ SST turbulence closure, while Larsen and Fuhrman [25] developed a stabilizing correction method that can be used with $k$-$\varepsilon$ and $k$-$\omega$ turbulence closures.

In CFD modeling, the numerical domain is generally split into smaller subdomains of geometric primitives like hexahedra or tetrahedra. The governing equations are discretized and solved inside each of these subdomains. For capturing the effects of a structure with complex geometry, it can be a crucial point of model set-up. With manual mesh setup excellent mesh fitting can be achieved, however, for large domains and highly variable geometry it is time consuming, and exposed to manmade errors. The mesh generation can be classified into two main categories based on the topology of the elements that describe the domain, which is structured (eg.: [22, 23]) and unstructured (eg.: [11, 15]). The advantage of structured mesh is that the points of an elemental cell can be easily addressed and the connectivity is straightforward, but for capturing complex geometries, really fine resolution must be applied. An unstructured mesh can capture complex surfaces, but a cell may have an arbitrary number of neighbouring cells attaching to it, making the data treatment and connection complicated [26]. Hybrid meshes containing structured and unstructured blocks are good compromise to use the benefits of both mesh types.

Considering the above described problems related to CFD modeling of complex flows, it can be stated that the selection of suitable numerical solvers for a given hydraulic engineering task, where 3D flow features, turbulence as well as the profile of free surface all play an important role, is far not straightforward. In this study the VOF-based open-source CFD toolbox OpenFOAM [27] was used to simulate turbulent free surface flow conditions around a hydraulic structure of complex geometry. The aim of the study is to test and quantify the accuracy of different frequently used turbulent models, as well as to test the applicability of various mesh fitting algorithms provided by the snappyHexMesh utility through a series of numerical model simulations. CFD model results are compared with experimental data, allowing for a quantitative error analysis. The herein presented results underline the importance of preliminary model tests when investigating flows around complex structures, as relatively high sensitivity was observed for the choice of the tested numerical methods.

2 Numerical methods

In this study, the interIsoFoam solver of the open-source CFD toolbox OpenFOAM was used [27], employing a geometric Volume-of-Fluid (VOF) method for ensuring a sharp interface between two immiscible, incompressible fluids. The governing equations for multiphase solver are the Reynolds-averaged Navier–Stokes equations, expressed by the continuity and momentum equations:

$$\nabla \mathbf{u} = 0 ,$$

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = - \frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{f}_b ,$$

where $\mathbf{u}$ is velocity vector, $t$ is the time, $\rho$ is density, $p$ is the pressure, $\mathbf{f}_b$ is body forces (gravity and surface tension). For capturing the free surface between the two phases, the VOF method has been applied [13]. It is an Eulerian volume tracking method with a step function to differentiate water and air phases. A computational cell with $\alpha = 1$ is entirely in the water phase, while $\alpha = 0$ means the air phase. The interface is represented with an $\alpha$ value between these values. This $\alpha$ value is used as a weight when calculating fluid properties with only one set of governing equations for the entire flow domain. For example, the density in an arbitrary cell can be written as [28]:

$$\rho = \alpha \rho_{\text{liquid}} + (1-\alpha) \rho_{\text{gas}} .$$

The VOF method then adds one more equation to be solved for the advection of this volume fraction function $\alpha$ [28]:

$$\frac{\partial \alpha}{\partial t} + \nabla \cdot (\alpha \mathbf{u}) = 0 .$$
The drawback of the standard VOF method is the smearing of the water surface, therefore it cannot capture a sharp surface separating the phase fractions in a cell, but instead the cell will be filled with uniform mixture of the two phases \(0 < \alpha < 1\). OpenFOAM offers two methods for improving the surface sharpness. The Multidimensional Universal Limiter with Explicit Solution (MULES) [29] is a widely used scheme to reduce the smearing [30, 31]. Recently, a geometric VOF method has also been implemented as a part of the isoAdvector [32] solver, which was used in present study. This solver reportedly offers a sharper interface tracking than the MULES [33, 34].

The governing RANS equations are closed with two-equation turbulence modeling, through the eddy viscosity concept [35]. The performance of two different turbulence models has been tested, namely the standard \(k-\omega\) (where \(k\) is turbulence kinetic energy and \(\omega\) is the specific rate of dissipation of \(k\)) [36] and the \(k-\omega\) Shear Stress Transport (SST) model [37], moreover, the effect of the buoyance modification for the \(k-\omega\) SST (proposed by [24, 25]) has also been tested. While the standard \(k-\omega\) is still used rather frequently, the \(k-\omega\) SST can overcome many of the deficiencies of the standard \(k-\omega\) model, offering more accurate solutions. The transport equations solved for \(k\) and \(\omega\) are:

\[
\frac{\partial (\rho k)}{\partial t} + \nabla \cdot (\rho u k) - \nabla \cdot (D_k \nabla k) = P_k - \frac{2}{3} \rho \nabla \cdot u - \rho \beta^* \omega \kappa, \quad (5)
\]

\[
\frac{\partial (\rho \omega)}{\partial t} + \nabla \cdot (\rho u \omega) - \nabla \cdot (D_\omega \nabla \omega) = P_\omega - \frac{2}{3} \rho \nabla \cdot u - \rho \beta \omega^2 - \rho (F_1 - 1) C_{D_{\\omega}}, \quad (6)
\]

where \(D_k\) and \(D_\omega\) are effective diffusivities for \(k\) and \(\omega\), \(P_k\) and \(P_\omega\) are production terms in the respective equations, \(C_{D_{\\omega}}\) is a limiter function, \(\beta^* = 0.09\) is a constant model parameter, \(F_1\) is a blending function which is used to achieve smooth transition between two models, \(\beta\) and \(\Gamma\) are parameters which calculated as a weighted averages of \(k-\omega\) and \(k-\varepsilon\) parameters (where \(\varepsilon\) is the turbulent dissipation rate) using \(F_1\) as a weight function. The turbulent viscosity is calculated from

\[
v_t = \frac{a_1 \rho k}{\max(a_{i0}, b_1 F_{23} \sqrt{2S})}, \quad (7)
\]

where \(a_1 = 0.31\) and \(b_1 = 1.0\) are constant parameters, \(F_{23}\) is a bounding function and \(S\) is the magnitude of the rate-of-strain tensor.

OpenFOAM uses the finite volume method (FVM) for discretization [38]. The FVM is implemented by integrating all the terms in the equations over a specified control volume and relating the volume integrals to the surface integrals using Gauss's theorem. The surface and volume integrals are both evaluated with mid-point integration approximation resulting in second-order accuracy. The Laplacian and divergence terms are handled with the Gaussian linear corrected and Gaussian linear schemes. The implicit, first order and transient Euler scheme is used for the time marching.

The snappyHexMesh utility provides three refinement levels (Fig. 1) for mesh morphology at the solid boundary [27]. On the first level, the so-called castellated mesh starts with a hexahedral grid, cutting out the geometry of interest from it with optional refinement, leaving orthogonal edges at the solid boundary. Secondly, snapping makes morphing iterations on the surface with breaking the orthogonality to get a smooth boundary. In the third step, additional layers parallel to the boundary can be added which is often used in mechanical engineering where the turbulent shear layer is to be resolved. In this study an analysis is performed to see if the different fitting methods on a complex geometry with the same spatial resolution affect the hydrodynamic solution.

3 Case study
3.1 The CALTROPe-project

According to the most recent scientific results, the main reasons of the ongoing, global climate change are the excessive greenhouse gas emissions [39]. Among many adverse effects, sea level rising (along with the biased sediment balance of rivers unsustainable management) entails territorial losses in many river estuaries (e.g. Mekong [40], Mississippi [41], etc.). The CALTROPe project aims to resolve this problem through an easy-applicable structure-system, which works in an organic, nature-oriented way against territorial losses. The structure itself (Fig. 2) is made partly by concrete, and partly by local natural

![Fig. 1 The three refinement level of snappyHexMesh utility. From left to right: castellated mesh, snapped mesh, add-layers mesh](image-url)
materials. It has three legs and planned to build 1 m high. Due to its modularity, a shore protection system built from the CALTROPe structures could be installed in river estuaries in some various arrangements. River would flow partly near these arrangements, partly between the structure legs, where the flow velocity is expected to increase, causing scouring and deposition issues.

These hollow structures of limited design age (few years) would serve as habitats for mangrove samplings until they grow and takes root, then would decompose, leaving a fully natural shore protection system behind [42, 43]. The semi-natural system adapts the changes in nature and could help natural sedimentation in coastal areas.

These structures are to be exposed to various kind of hydrodynamic effects, such as the spatially and temporally varying flow field of the incoming river, tidal effects or the dynamic wind induced waves of the sea. It is therefore of crucial importance, for the design of these structures, to possess an investigation tool that is capable to reveal the local scale hydrodynamic impacts. In this study, the flow around a scaled prototype of an individual CALTROPe structure was analyzed both with laboratory experiments and computational tools, but with a main focus on the latter.

3.2 Laboratory experiments

Laboratory experiments were performed at the research flume of the Department of Hydraulic and Water Resources Engineering, Budapest University of Technology and Economics. A single 1:10 scaled CALTROPe structure (0.1 m height) made by medical plaster was placed in the midline of the 0.50 m wide flume in an axially symmetrical way. A constant discharge of $Q = 0.008 \text{ m}^3\text{s}^{-1}$ was ensured with a pump system, while the tailwater level was kept at $h = 0.08 \text{ m}$ with a tilting weir at the end of the flume. These flow conditions were set to provide slightly turbulent flow conditions with Reynolds number range around $Re \approx 12000$. It is important to note that the main goal of the paper was to demonstrate the CFD model capabilities through a thorough model test and no upscaling of the modelled flow field to prototype scale is proposed. Consequently, the detailed analysis of the near wall regions was unnecessary, and the main focus of the flow field analysis was on the turbulent region instead.

Single-point velocity data was recorded using an Acoustic Doppler Velocimeter (ADV, Nortek Vectrino) in a high number of points around the structure. Due to its geometrical properties, the sampling volume of the probe is in a distance of 5 cm from the receiver emitter. Considering this limitation and the 0.08 m water depth, three near-bed points ($z = 0.005, 0.015, 0.025 \text{ m}$) of 14 verticals were sampled (Fig. 3).

The sampling rate of the ADV was set to 16 Hz, which ensured the logging of turbulent velocity fluctuations as well. Erroneous velocity data (spikes) were removed using a method based on a bivariate kernel density function, [44, 45], and the removed data points were replaced via linear interpolation. In addition to the evaluation of time-averaged velocity vectors, the high-frequency measurements were also used to calculate pointwise values of turbulent kinetic energy (TKE) as:

$$TKE = \frac{1}{2} \left( u'_x^2 + u'_y^2 + u'_z^2 \right),$$

where $u'_x, u'_y, u'_z$ are the fluctuating components of the 3D velocity vectors derived via Reynolds-decomposition.
3.3 Numerical setups

Numerical simulations were performed with the open-source CFD tool OpenFOAM. The model setup was identical to the experimental one, including scale and boundary conditions as well. The model domain is 2 m long, 0.5 m wide and 0.2 m high – 0.08 m for water phase and 0.12 m for air phase. Constant inflow discharge \( Q = 0.008 \, \text{m}^3 \, \text{s}^{-1} \) was ensured using the outletPhaseMeanVelocity boundary condition, which sets water level through holding the mean water-phase velocity of 0.2 \( \text{ms}^{-1} \). In order to evaluate the performance of i) four mesh resolutions (i.e. grid convergence study) ii) three mesh fitting methods; and iii) three turbulence closures a reference model setup was defined (Table 1). Fig. 4 shows instantaneous velocity streamlines around the CALTROPe.

A recirculation zone and vortex shedding is observed on the downstream side of the obstacle, as well as a periodically moving jet between the structure legs.

Mesh convergence analysis was performed to verify the applied spatial resolution in the reference model, with hexahedron cells of \( \Delta x = 10.0, 7.5, 5.0, \) and \( 4.0 \) mm, which are refined to their half at CALTROPe boundary (model variations G1, G2, REF, G3 from the coarsest to the finest).

For mesh fitting analysis, all three features of \textit{snappyHexMesh}, introduced above, were tested. At the add-layer mesh version only one additional layer was implemented due to computational limitations. (model variations M1 (castellated mesh) REF (snapped mesh) and M2 (add layer mesh)).

The performance of three frequently used \( k-\omega \)-based turbulence closures were tested for the reproduction of main flow features as well as turbulence characteristics. The standard \( k-\omega \), the \( k-\omega \) SST, and the \( k-\omega \) SST with a special multiphase stabilizing correction method by Devolder et al. [24] and Larsen and Fuhrman [25] were tested (buoyancy modification). The latter aims to resolve the problem of turbulence overproduction near the free surface by including a buoyancy term in the transport equations (model variation T1 for \( k-\omega \), T2 for \( k-\omega \) SST and REF for \( k-\omega \) SST with buoyancy modification).

In the reference model, the resolution of the hexahedral mesh \( \Delta x = 5.0 \) mm, which is further refined to 2.5 mm in the direct proximity of the CALTROPe surface. The mesh is snapped on the CALTROPe boundary, which means breaking the orthogonality to get a smooth boundary surface. The buoyancy modified \( k-\omega \) SST turbulence model have been applied for turbulence closure. The root mean square error (RMSE) was used to quantify the performance of the model variants, through the comparison of measured and modeled horizontal velocity components \( (u_x, u_y) \) and TKE. Large scale turbulence features (vortex shedding, Fig. 3) are resolved in the transient CFD results, hence the turbulence closure only accounts for the smaller scale fluctuations. Considering that the ADV data inherently contain both scales, the numerical TKE values \( (\text{TKE}_{\text{mod}}) \) were derived from the combination of transient velocity fluctuations and modeled turbulent kinetic energy \( (k) \) values:

\[
\text{TKE}_{\text{mod}} = k + \frac{1}{2} \left( \frac{u_x^2}{\nu} + \frac{u_y^2}{\nu} + \frac{u_z^2}{\nu} \right). \quad (9)
\]

4 Results

4.1 Grid convergence

Results of the grid convergence study is presented in Fig. 5. (For the location of the measurement verticals, please see Fig. 3.) It is observed, that the steady, logarithmic flow velocity profile at the upstream side of the obstacle (vertical 3) is rather well reproduced at all spatial resolutions. Despite the symmetric geometry, the automatic mesh generation algorithm in the \textit{snappyHexMesh} tool occasionally provided asymmetric computational grids, which was found to result in erroneous, also asymmetric hydrodynamic solutions: the jet between the structure legs attaches to one of the legs, losing its oscillatory nature. This feature corrupted the time-averaged velocity distributions as well. In order to resolve this problem, an additional row of cells was added width-wise, which replaced the cell faces in the longitudinal symmetry plane of the numerical channel with a cell center.

Vertical 8 is located in the shear layer between high velocity and the recirculation zone, whose numerical representation is believed to be rather challenging.
The observed agreement in case of the two finest model variants (REF, G3) is considered very reasonable, while the lack of sufficient cells in the vertical direction results in notable inaccuracies on the coarser meshes. Similarly, in case of the recirculation zone (vertical 13) the two finer model variants provide the best approximation for the flow velocities, however, a slightly contradictory behavior is observed in case of the TKE, where notable overprediction occurs.

In terms of overall accuracy, the gain with the finest resolution (compared to the reference setup) is not that notable with respect to the massive increase of computational demand. On a personal computer (PC) with 16 logical processors with 3.60 GHz basic speed and 32 Gb random access memory (RAM) the coarsest simulation took only a couple of hours, while the finest is about 2 weeks. Fig. 6 shows the RMSE of the different cases for the measured points. Results show the expected gradual improvements achieved with mesh refinement, especially in case of $u_c$.

The authors acknowledge, that additional mesh refinement might further increase model accuracy, however, the general hydraulic behavior of the structure is well represented with the reference model already. In order to optimize resolution and computational time, more advanced dynamic, flow adaptive meshing methods should also be considered [27].

4.2 Sensitivity to mesh fitting
Considering the fact, that mesh fitting is only applied at the walls of the obstacle, its effect on the upstream section of the channel was expected to be marginal, which is well-observable in Fig. 7 (vertical 3). In the shear layer, the castellated and snapped meshes show almost identical behavior for both velocities and TKE, however, the additional parallel cell layer around the structure, which is believed to be the most sophisticated method, provides notable worse results. Similar behavior is observed in the recirculation zone (vertical 13), where the strength of the recirculation current is underestimated in model variant M2. With respect to TKE, the most primitive meshing method (M1) provides the best agreement with the experimental data. The contradictory behavior of the add-layers mesh is noted. In mechanical engineering such meshing is often used to resolve the turbulent boundary layer around solid surfaces, however, in such cases multiple and very fine resolution layers are employed. Considering the aims of this study, and CFD modeling in hydraulic engineering in general, such a refinement is usually unnecessary. The presented results suggest, that in cases, where the computational resources do not allow such multi-layer refinement at the solid boundary, the applicability of add-layers mesh with a single parallel cell layer is not recommended, despite the fact that it is believed to be the most advanced meshing method from the tested ones.
RMSE shows that castellated mesh produces the best results in general, however, difference compared to snapped mesh is relatively small (Fig. 8).

4.3 Effect of turbulence modeling

In terms of turbulence modeling, the underperformance of the standard \( k-\omega \) model is the most obvious (Figs. 9 and 10). The approaching, logarithmic flow profile is rather accurately reproduced with all turbulence closures, however, the \( k-\omega \) model shows a very notable overproduction of TKE in this area. Regarding the near-bed (measured) section of vertical 3, the \( k-\omega \) SST and the modified \( k-\omega \) SST models show rather similar results, the physically unrealistic overproduction of turbulence in the proximity of...
the free surface is observed in case of the former, while
the buoyancy modification in the latter seems to resolve
this issue. While measurements are not available to the
near surface region of the flow, considering the expected
velocity profile in such a unidirectional, log-profile flow,
the authors believe that the buoyancy modified turbulence
model provides the more plausible results in this vertical.

Nevertheless, in the recirculation zone (vertical 13)
a rather contradictory behavior is observed. While the refer-
ence model (using the modified $k$-$\omega$ SST model) pro-
vides the best approximation for the horizontal velocities,
the near-bed TKE is notably overpredicted compared to the
experimental results and the two inferior turbulence models.

Despite of the differences, calculating RMSE for all
verticals reveals that the negative effect of the modification
is negligible globally, hence its use is recommended, espe-
cially if we have a scope of interest in the near free-surface
region (Fig. 10). The most relevant parameters of the com-
pared numerical model setups, as well as the RMSE values
are presented in Table 1.

5 Summary and conclusions
In this study, flow of constant discharge around a hydrau-
lic structure of complex geometry was investigated with the
open-source CFD tool OpenFOAM. In order to verify
the numerical results and to ensure the quantitative com-
parability of various numerical setups, laboratory experi-
ments were performed with an ADV. The high-frequency
velocity data was used to calculate pointwise, time-aver-
aged velocity vectors as well as to derive TKE.

A set of numerical models were built with identical
geometry and boundary conditions to the experimental
setup. A grid convergence study was performed to find the
necessary spatial mesh resolution for the adequate represen-
tation of the prevailing flow conditions.

Three automated mesh-fitting algorithms of the
snappyHexMesh utility were used to generate computa-
tional grids of different complexity and their effect on
model accuracy was quantified. The most advanced (add
layers) method showed the worst performance, which is
probably a reason of the relatively coarse resolution.

In mechanical engineering practice, where the near-wall
boundary zone has a more emphasized role, such meshing
is often used, however, with further refinements and mul-
tiple layers. In case of hydraulic engineering, such refine-
ments are often not remunerative, and thus, the applica-
tion of such meshing options on coarser resolutions are not
necessary advised.

The performance of three widely used variants of the
$k$-$\omega$ turbulence model (standard $k$-$\omega$; $k$-$\omega$ SST; buoyancy-
modified $k$-$\omega$ SST) was tested for the prediction of highly
turbulent flow conditions around an obstacle of complex
geometry.

Results emphasized the relevance of advanced tur-
bulence modeling solutions (sing the $k$-$\omega$ SST model).
The buoyancy modified version of the $k$-$\omega$ SST model
aims to resolve the problem with turbulence overproduc-
tion at the proximity of the free surface in case of wave
simulations, however, the results presented in this paper
also showed its relevance for hydraulic engineering prob-
lems as well. It is noted, that the experimental setup did
not allow for the sampling of near-surface points of the
verticals, hence the beneficial effect of the buoyancy mod-
dified $k$-$\omega$ SST model could not be quantified.

One of the main goals of CFD modeling in hydraulic
engineering is to replace costly and time-consuming phys-
ical model experiments. However, the results of this study
underlined the relevance of such experimental work, more
specifically, the advantages of combined hybrid model sys-
tems. The relatively high sensitivity of CFD models to the

| # | Mesh resolution | Mesh fitting method | turbulence modeling | RMSE Ux | RMSE Uy | RMSE TKE |
|---|----------------|---------------------|---------------------|---------|---------|---------|
| G1 | 10 mm           | snapped mesh        | modified $k$-$\omega$ SST | 0.0363  | 0.0175  | 0.00273 |
| G2 | 7.5 mm          | snapped mesh        | modified $k$-$\omega$ SST | 0.0322  | 0.0170  | 0.00226 |
| REF| 5 mm            | snapped mesh        | modified $k$-$\omega$ SST | 0.0215  | 0.0155  | 0.00185 |
| G3 | 4 mm            | snapped mesh        | modified $k$-$\omega$ SST | 0.0177  | 0.0144  | 0.00170 |
| M1 | 5 mm            | castellated mesh    | modified $k$-$\omega$ SST | 0.0209  | 0.0129  | 0.00175 |
| M2 | 5 mm            | add layers mesh     | modified $k$-$\omega$ SST | 0.0332  | 0.0136  | 0.00184 |
| T1 | 5 mm            | snapped mesh        | $k$-$\omega$ SST      | 0.0209  | 0.0150  | 0.00184 |
| T2 | 5 mm            | snapped mesh        | $k$-$\omega$ SST      | 0.0271  | 0.0149  | 0.00258 |
choice of meshing and other numerical methods/parameters, the relevance of preliminary model test is emphasized, however, once a case-specifically well-verified, robust computational model is at hand, the role of numerical modeling is strengthened, as they offer faster and much cheaper analysis compared to physical models, especially if a large number of model variants are to be assessed. It is also noted that CFD modeling not only offers the spatially more extensive analysis of the hydrodynamic characteristics, but also allows for the evaluation of flow variables in areas where conventional (ADV, Particle Image Velocimetry, Laser Doppler Velocimetry, etc.) measurements cannot be performed due to spatial or other restrictions.
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