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Abstract

Incorporating digital technologies into security systems is a positive development. It's time for the digital system to be appropriately protected from potential threats and attacks. An intrusion detection system can identify both external and internal anomalies in the network. There are a variety of threats out there, both active and passive. If these dangers aren't addressed, attacks and data theft could occur from the point of origin all the way to the point of destination. Machine learning is still in its infancy, despite its wide range of applications. It is possible to predict the future by using machine learning. A cyber-attack detection system is depicted in this study using machine learning models. Machine learning algorithms were trained to predict cyber-attack scores using data from prior cyber-attacks on an open source website. In order to detect an attack at its earliest possible stage, this research also examined multiple linear machine learning algorithm-based categorization models. Classifiers' accuracy is also compared in the presentation, as is the presentation itself. Balance procedures were followed. Radio Frequency and GBC have the best accuracy, at 87.93%, followed by ABC at 86.11%, BT at 81.03%, ET at 70.31%, and DT at 70.31 percent (84.48 percent).
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1. Introduction

Recently, it has become increasingly popular, with numerous applications in industries like fault tolerance, financial and economic crisis detection, diagnostics of diseases and conditions in the earth sciences and meteorology, and the detection of unusual celestial objects in astronomy or astroparticles in cyber-security and so on. [1], [2] Algorithms for anomaly detection are utilised when it is difficult to discover patterns that deviate from the norm. [6] Almost all methods can be categorised by their concept of normality or their method for identifying deviations in the body of knowledge in the literature. It is proposed in this study that anomaly detection be investigated in depth before a more recent comparison of the two methods [7]. The difficulty in generalising traditional machine learning algorithms to new settings causes deep learning algorithms to take longer to develop and may become obsolete in the blink of an eye if they are not developed quickly. Even though deep neural networks and technology can deal with time-consuming and unpredictable attacks in the future, there is still an issue with deep-school gradient disappearance or explosion. As a result of the difficulty in generalising standard machine learning algorithms to new contexts, deep learning algorithms take longer to develop. They may become obsolete in a flash of invention [8]. A problem with deep-school gradient disappearance or explosion persists even though deep neural network [9] and [10] technology can deal with time-consuming and unpredictable attacks in the future [11]. A deep residual neural network [12–14]. The following are the study's primary goals:

A strategy based on five ensemble learning models will be devised and put to the test to identify cyber-attacks that harm the digital networks. An algorithm is used to assign a
cyber-attack score to each model, then used for detection and intelligent decision-making in the following stages. The reliability of Internet of Things devices is assessed using various criteria derived from the cyber-attack score obtained in the previous stage. This study's key contribution is that we assist ensemble learning methods for the first time in cybersecurity attack classification. Contributions of this study are:

- Usage of Feature scaling methods which help machine learning model to classify more accurately than without feature engineering.
- Implementation and comparative analysis of all tree based algorithms and hyper tuning of all models to optimize the model.

2. Literature Review

Detection system strategies are discussed in this section of the document. There are now supervised and unsupervised learning options available.

A rise in the sophistication and severity of cyber-attacks has prompted security experts to adopt a wide range of machine learning techniques to protect the data and reputation of their clients. IDS or intrusion detection systems are increasingly using deep learning techniques to improve their ability to protect computer networks and hosts. Deep learning-based intrusion detection systems are examined in detail in this review article [8] and a categorization is made. An overview of IDS architecture and many deep learning techniques is provided first. It then categorises these schemes based on the type of deep learning algorithms used in each. Deep learning networks are used to accurately identify intrusions in the intrusion detection process. Conclusions and future directions are made after a detailed examination of the frameworks studied in this study [13]. To avoid the model becoming sensitive to big samples while remaining insensitive to small samples, Hu et al. [15] utilise the ADASYN technique. An improved CNN has been created using the split convolution module (SPC-CNN), which increases feature variety while simultaneously decreasing the impact of redundant interchange information on model training. Finally, an AS-CNN model that combines ADASYN and SPC-CNN is applied for intrusion detection. The AS-CNN algorithm is tested on the NSL-KDD data set as a final step. There is a 4.60 percent and 2.79 percent increase in the DR (Detection Rate) compared to the standard CNN and RNN models, respectively, according to the simulation results. FAR was also lowered by 15.58 percent and 14.57 percent compared to the two other models considered for this study [16].

For this purpose, Yang et al. [6] conducted a small-scale attack simulation to evaluate how the network would respond to an intruder. When compared to existing methods, our paper’s simulations show that the suggested method has a greater detection accuracy and true positive rate and lower false positive rates. LeNet-5 and DBN have detection accuracy of 8.82 percent and 0.51 percent, respectively, and recall rates of 4.24 percent and 1.16 percent, respectively, when compared to the traditional models, but the false positive rate is lower than the other three types of models (LeNet-5, RNN, and RNN).

Network attacks against the train ECN, such as IP Scan, Port Scan, Denial of Service (DoS), and Man in the Middle (MITM) attacks are defended using a novel ensemble intrusion detection system developed in this research [7]. (MITM). Thirty-four separate protocol contents are extracted from our ECN testbed’s raw data, then aggregated into a specific dataset. A data imaging strategy and a temporal sequence generation method will improve the dataset. There are six base classifiers based on several typical convolutional neural networks and recurrent neural networks: LENET-5, the VGGNet (also known as SimpleRNN), LSTM and GRU (also known as GRU-R). A dynamic weight matrix voting strategy is offered for incorporating all of the primary classifiers. Using data gathered by the authors, this strategy is evaluated. This technique has an excellent capacity to combine the advantages of the base classifiers and achieve better detection performance with an accuracy of 0.975 in the experiments. Among them was Kim et al. Installation and operation of an Intrusion Detection System powered by Artificial Intelligence (AI-IDS). It is possible to extract the features of real-time HTTP traffic without encrypting, calculating entropy or compressing the data in any way using an ideal convolutional neural network and long-term memory network (CNN-LSTM) model and normalized UTF-8 character encoding. The authors proved the system’s superiority by repeating trials on two publicly available datasets (CSIC-2010 and CICIDS2017) and fixed real-time data. By training payloads that examine true or false positives using a labelling tool and then comparing the findings, AI-IDS identifies sophisticated attacks from harmless traffic, such as unknown patterns, encoded or obfuscated attacks. User-defined functions are divided into independent images in a flexible and scalable architecture that uses Docker images. Snort rules for signature-based intrusion detection systems can also benefit from new patterns identified. As a result of continuous training, it is feasible to assess unknown web-attacks more precisely.

This paper uses hybrid sampling and deep hierarchical networks to detect network intrusions. After reducing the number of noise samples in the majority category using OSS, Jiang et al. [17] then use Synthetic Minority Over-sampling Technique to increase the number of minority samples in their analysis (SMOTE). In this method, a balanced dataset can be produced, allowing the model to completely acquire the features of minority samples while considerably lowering the model training time. Convolution neural networks (CNNs) and bidirectional long-term memory (BiLSTMs) extract spatial and temporal data, respectively. It produces a deep hierarchical network model. According to the NSL-KDD and UNSW-NB15 datasets, the proposed network intrusion detection approach has a classification accuracy of 83.58 percent and 77.16 percent, respectively.

An efficient strategy for discriminating between abandoned items, stolen items, and ghost regions in surveillance camera footage is described in this study by Park et al. [18]. Both a dual background model and object segmentation using mask
areas and CNN features (called Mask R-CNN) are used to extract candidate stationary objects from the background model, then used to generate the object mask information. When given a candidate stationary item from a backdrop model, it is checked to verify if an identical segmented object exists in the current video frame or the previous background frame to consider both the present and previous conditions. A comparative analysis technique provided in this paper is used to consider several situations and then apply the results to decide the final state of the candidate stationary object. Results from a qualitative evaluation of a proposed solution to address the discriminating problem have proven positive. Due to the difficulty of installing standard intrusion detection-based security systems in open spaces like convention centres or parks, this technology is expected to be widely employed for applications like automatically detecting stolen or abandoned things.

This study [9] provides an Intrusion Detection System (IDS) for the Internet that is based on Convolutional Neural Networks (CNN). The proposed intrusion detection system (IDS) is intended to identify network intrusions by categorizing all packet traffic into benign and harmful classes. Each packet traffic classification is assigned a numerical value. The dataset CICIDS2017 (Canadian Institute for Cybersecurity Intrusion Detection System) was used to train and test the suggested model, and the results were published in this paper. The model has assessed several parameters, including overall accuracy, detection rate, false alarm rate, and training overhead. In all of these areas, the model is correct by the data. There will be a comparison between the performance of the suggested model and the performance of nine other widely used classification models in this study.

An intrusion detection system is built around a quantitative model of how ports interact, proposed [19]. (IDS). By taking the arrival time distribution of traffic into account, the model provides a quantitative expression of Port Interaction Mode in Data Link Layer (PIMDL). The model's goal is to improve the accuracy and efficiency of intrusion detection by including this information into the model. The model's applicability is demonstrated by using phase space reconstruction and visualization techniques. To mine the differences between normal and abnormal models while considering the characteristics of long and short sessions, an artificial neural network based on CNN and LSTM is being developed. It has resulted in developing a more effective intrusion detection system based on a multi-model scoring mechanism, classifying sessions in model space depending on the information obtained. As a result of these findings, the quantitative model and the upgraded algorithm developed may be used to successfully prevent the hiding of identity information while simultaneously enhancing computing efficiency and the accuracy of small sample anomaly detection (as demonstrated by the experiments). It's time to come up with a new approach that allows the hypervisor to first build believable trust relationships among virtual machines by taking into account the purpose and the personal trust sources and using vectors to aggregate them. It's also worth mentioning the EFPSO (Enhanced Fuzzy Particle Swarm Optimization), an algorithm that uses real-time load distribution among VMs to help the hypervisor better identify DDoS attacks. A virtual machine is assigned to each new request using the EFPSO algorithm, which prioritises incoming client requests based on their workload. In order to detect DDoS attacks as effectively as possible with the limited resources available, the EFPSO algorithm is proposed by [1] equips the hypervisor with the most effective detection load distribution technique across VMs. Finally, a classifier known as a Convex Support Vector Machine (CSVM) is used to prevent further damage. Detection of DDoS attacks, false positives and negatives, and CPU and memory usage are all factors considered. A low-cost IoT-based DDoS attack is the subject of [2] study, which looks into the possibilities of launching one. New DDoS attack architecture is proposed in the beginning. This design is ideal for resource-constrained DDoS attackers due to its negligible management costs, high undetectability, and excellent robustness. In this architecture, the optimal design of an attack strategy is simplified to a variational problem, where the objective functional stands for the projected expected impact of a DDoS attack associated with a DDoS attack strategy's DDoS assault. Finally, the variational problem for three DDoS defence techniques has been solved. DDoS assaults based on IoT are now more understood thanks to this study. Blacklisting is a key component of the classical IDS. Time-consuming and ineffective for new invasions, these procedures are not. Today, machine learning and deep learning models help automate and programme IDS to be dynamic. Data utilised to train these models has a significant impact on the model's overall performance. For the most part, IDS research is conducted using datasets like KDD 99 and NSL KDD, which are incompatible and out-of-date. DDoS attack dataset research is extremely scarce. The purpose of [3] is to look at the impact of already existing IoT datasets. For DNS amplification attacks in IoT, author then propose a real-time data gathering mechanism Port mirroring captures DDoS attack-generated network traffic. Ask et al [4] proposed a new method to developing a security framework for connected healthcare systems based on edge computing is introduced. The heart of the proposed system is an effective multi-factor access control and ownership transfer mechanism for future healthcare applications based on edge computing. Clustering techniques that evaluate and aggregate large volumes of data from heterogeneous devices independently before they are sent to the cloud are used to achieve data scalability. It is a first-of-its-kind data/device ownership transfer arrangement, as well. Patients’ medical records and medical device ownership rights can be transferred from one registered user to another during this phase. There are many common IoT attacks like as insider attacks, distributed denial of service (DDoS) attacks, and traceability attacks that can be avoided by performing a formal and informal security analysis. The Internet of Things would dramatically speed up diagnosing and monitoring patients, as small IP-based wireless sensors on the patient's body can monitor his physiological data, such as blood pressure and heart rate.
remotely and continually. Patients’ medical records must be kept private at all times in this scenario. Only caregivers and authorised individuals should have access to these records. Throughout the healthcare application scenario, security must be assured. A security model is proposed by [5] as a solution to the potential security issues in this application. Symmetric cryptography is used in author’s model, which includes a proposed key management system and a technique for authenticating network nodes.

Deep transfer learning is used in this study to develop a small-sample DDoS assault detection system. The first step is to employ deep learning techniques to train many neural networks that can be deployed in DDoS assaults with enough samples. Transferability metric is then developed to allow us to compare the transfer performance of various networks. This measure can be used to identify the best network out of the four available. For a limited sample of DDoS attacks, this study found that the detection performance dropped from 99.28% to 67% when using the deep learning detection technique. In the end, deep transfer of the 8LANN network to the target domain improved detection performance by 20.8%. As demonstrated by [11], deep transfer learning can significantly increase the effectiveness of deep learning techniques for small sample DDoS attack detection, as demonstrated in the experiment. As part of this study’s approach for visualising network traffic, an image-based CNN model, referred to as ResNet, was trained on the translated traffic data and then tested. Specifically, in the case of binary classification, the proposed methodology demonstrated 99.999 percent accuracy in detecting DoS and DDoS attacks. [12] proposed methodology was successful in identifying a total of eleven separate DoS and DDoS attack patterns, which is 9 percent more accurate than the existing state of the art.

For the classification of network traffic into benign and DDoS assault traffic, [13] provided an innovative architectural design that incorporates an AutoEncoder (AE) with a Deep Neural Network (DNN) that is stacked well for feature learning. In order to detect DDoS assaults, the parameters of AE and DNN are fine-tuned using specially devised techniques. Reconstruction errors are reduced, gradients do not explode or vanish, the network is smaller, and overfitting is avoided by the changes proposed in this article. Using performance criteria such as detection accuracy, precision, recall, and F1-Score, the suggested approach was compared to ten other leading-edge approaches. Data from the CICIDS2017 and NSL-KDD standards were used in the validation process. The proposed method outperforms current approaches on the NSL-KDD dataset and produces competitive results on the CICIDS2017 dataset.

The ability to continuously monitor a patient’s health is what makes smart health such an important and current topic for researchers and practitioners alike. The goal of smart health is to give patients with access to medical care at any time and from any location. Because most smart health applications and systems are vulnerable to a variety of assaults, DoS assaults, Fingerprint and Timing-based snooping, Router Attacks, Select and Forwarding Attacks, Sensor Attacks and Replay Attacks are a few of the many types of cyber-attacks that can be used. Here, [14] examine how these attacks affect health monitoring systems, and
author offer some recommendations based on author’s research. Divergence measures such as the LeCam divergence measure introduced in this research can be used to detect various sorts of distributed denial-of-service (DDoS) attacks. The technique suggested by [15] is demonstrated on the DDoSTB, MIT Lincoln, and CAIDA datasets, all of which are widely used in industry. The novel LeCam Divergence metric outperforms the more traditional Kullbeck-Leibler, Bhattacharyya, and Pearson Divergence metrics, as well as the more recent Kullbeck-Leibler and Pearson Divergence metrics.

Various studies have been carried out to date in order to identify and determine the most appropriate requirements for a defensive solution that helps safeguard online applications against HTTP-based DoS and DDoS attacks. There are still some gaps in author’s understanding of what makes a protective solution effective, and so [16] aims to fill in those gaps and identify the missing specifications. In order to determine and define the ideal specifications for a protective framework against HTTP-based DoS and DDoS assaults, this article conducts a detailed survey of all types of HTTP-based DoS and DDoS attacks.

The Internet of Things (IoT) is one of today’s most prominent developing technologies, and it has been employed in a variety of ways to make everyday tasks easier for humans. Internet of Things (IoT) devices is multiplying at a rate that no one could have predicted. Many security experts are concerned about the enormous number of hazardous vulnerabilities in these devices. IoT devices being used to launch DDoS assaults is one of these issues. On the basis of projections for the amount of IoT devices in use by 2020, [17] examines the size of DDoS assaults involving IoT devices and some of its effects.

Many research frameworks have been proposed for emergency intervention of modern IoT systems. However, none have been able to provide a comprehensive, effective, and robust solution. An adaptive framework is therefore needed to respond to computer network threats is critical to the successful operation of a wide range of industries. Using the Neyman-Pearson criterion and a fixed sample size, a detection strategy for distributed denial-of-service (DDoS) assaults is synthesised by [18]. The experimental investigation of traffic usage in the absence and presence of a DDoS assault was a necessity for the development of such a process. Experiment and computer simulation both support the validity of the proposed technique.

There have been severe security issues with computer networks due to the expanding usage of technology, and the Internet of Things (IoT) is no exception. E-Health services, for example, are vulnerable to the same vulnerabilities as other IoT-based services. Attacks on E-Health servers in the Internet of Things, such as Denial of Service (DoS) and Distributed Denial of Service (DDoS), would put patients’ real-time monitoring and the entire reliability of E-Health services at risk. It has been discussed by [19] how to protect the servers against DoS/DDoS assaults in IoT, and a solid solution has been offered.

Exponential Smoothing is used to forecast network traffic in the future, and the time series of prediction error is then generated based on the difference between the projected and actual network traffic. Attack traffic causes this time series to become chaotic, as demonstrated by [20]. Lyapunov exponent analysis on the projected time series is used to detect the DDoS attack and predict it using a Recurrent Neural Echo State Network (SCESN). The Darpa98 dataset, a typical dataset for intrusion detection system evaluation, is used to test LEAESN’s technique. LEAESN’s capacity to forecast DDoS attacks is adequate.

IoT-Flock, a new open-source IoT data generator, is part of the proposed architecture. Researchers can utilise the IoT-Flock tool to create an IoT use-case that includes both legitimate and malicious IoT devices and generate traffic as a result of their work. In addition, an open-source tool is included in the proposed framework for turning the IoT-Flock traffic recorded into an IoT dataset. First, [21] created an IoT healthcare dataset that includes both normal traffic and IoT attack traffic using the approach author provided in this study. Using the created dataset, author then utilised various machine learning techniques in order to detect cyber-attacks and safeguard the healthcare system against them. Author hope author’s framework will aid in the development of context-aware IoT security solutions for sensitive use cases, such as healthcare.

Meng et al. [22] propose a security enforcement architecture based on SDN for smart healthcare data sharing platforms. It is possible to offer group data services to authorised service consumers or IoT devices in author’s architecture, where each virtual machine provides a dedicated virtual machine for each patient. Additional protection is provided by the SDN-based gateway, which provides a firewall mechanism and ensures that only authorised entities can access the patient’s virtual machine. Author’s platform can verify resource-constrained IoT devices and combat issues caused by identity theft because each object has a unique MAC address. Using POX controller and Mininet emulator, author builds an experimental system to verify the framework’s effectiveness and viability. Tests carried out in various environments have shown that author’s framework works. The framework can still work well and perform adequately if the information flow model is expanded to a larger size. DDoS assaults on numerous networks are detected more accurately using a new collaborative source-side DDoS attack detection method that considers the detecting performance in different time zones. Based on the detection rate and false positive rate of each network, the results of each attack detection are weighted. One way to tell if DDoS attacks have occurred is to gather the weighted detection findings. The strategy proposed by [23] decreases false positives by 35% while retaining a high detection rate after thorough testing with real network traffic data.

More than a billion people have been infected by the COVID-19 pandemic this year alone. If everyone keep their distance from each other, they should all be safe at this time.
As a result, online technologies have seen an increase in utilisation, but so have the risks associated with them, such as cyber attacks. A DDoS attack, the most common and deadliest of them all, disables a website’s users’ access to it. This study outlines a filtering strategy that is effective in detecting a DDoS assault in the COVID-19 scenario. DDoS attack traffic can be detected using statistics such as packet score and entropy variation, on which author’s approach is based. Using Omnet?, author have tested the efficiency of author’s suggested solution using a variety of test cases. 96 percent of the time, author were able to accurately recognise DDoS assault traffic and separate it from the rest of the flash crowd using the approach [24] have provided.

In most cases, a distributed denial-of-service (DDoS) assault will cause a targeted machine, service, or network to become unusable. DDoS attacks are still a severe danger to the security of cyberspace, despite massive efforts to counteract them in the previous decade. Detection and defence against DDoS assaults are the focus of [25] in this study. The following three important DDoS attack-related topics will be the focus of this presentation. Attack tracing, detecting low-rate DDoS attacks, and telling DDoS attacks apart from flash crowds are all aspects of DDoS defence.

3. Methodology

This section explains the research methods used in this project. [17] [18] [20] Data acquisition, raw data processing, data cleaning stages, data pre-processing (controlling imbalance in the dataset and handling the outliers), feature engineering, model development (machine learning algorithm based), and performance evaluation of produced models are all part of this process. [14] [19] See Figure below for a visual representation of how this research was conducted.

**Table 1. Dataset information**

| Attributes      | Values | Description |
|-----------------|--------|-------------|
| IDs             | Any integer number | IoT cyber-attack detection relies on the use of IDs, which are the numbers of devices connected to IoT. |
| Flags           | Any integer number | A flag is a signal sent to an analogue device to detect suspicious activity in the system. |
| Number of Packets | Any integer number | In computing, a packet is the amount of data that is transmitted or received. |
| Sources         | Any integer number | If the data supplied and received are not the same, these sources will be able to tell you exactly what happened. |
| Destinations    | Any integer number | The devices that collect and receive data are referred to as “destinations.” |
| Protocols       | Any integer number | Transmission and reception protocols are shown in the form of a series of integers. |
| Attacks Type    | DDOS = 1, No = 0 | In the dataset, DDoS assaults have been identified. Flag 1 is activated when an attack is imminent, whereas Flag 0 is activated when there is no attack. |

**Figure 1. Proposed Flow Work**

**A. Dataset**

Kaggle is the source of this information (an online data source). There are several independent variables in the dataset and a single dependent one (Outcome).

**Figure 2. Relation between count and outcomes**

The graph displays the total number of targets (0 or 1). As long as an assault has not been identified, the counter is set to zero. You’ve got the raw information. After that, the data was cleaned up using additional methods, such as deleting duplicates or null values. In data mining, this technique is used to turn raw data into a format that can be analysed. There are times when data from the real world is...
incongruent, inconsistent, or missing. The following are a few examples of pre-processing methods: Skewed classification is a major problem for predictive modelling. Typically, the number of samples provided for each class is the same in classification machine learning approaches. For minorities, this leads to erroneous models. As a result, minorities are more vulnerable to classification errors than the majority. [20] This is a concern. In order to ensure that this investigation is correctly balanced, the outliers have been eliminated from the data set since this study was conducted, resampling methods have improved dramatically. [18] [14] Extracting data from each cluster and under-sampling is an example of how to preserve information. By oversampling rather than making exact replicas of minority class data, we can generate more varied synthetic samples.

**B. Feature Engineering**

Data from a certain domain is utilized to construct learning machines' functions. Raw data is transformed into machine-learning forms by removing non-essential features. This study makes use of a correlation matrix to figure out how different variables are related to one another. A covariance matrix is a correlation matrix. Linear association's power is summarized by correlation. Correlation is a way to summarize the relationship between two quantitative variables in a straight line. Values \( r \) denotes the range of input values: -1 to +1.

**Figure 3. Correlation Matrices IoT based dataset**

**C. Ensemble Learning Algorithms**

An ensemble learning model is a hyper-tuned tree model with optimized hyper parameters and many trees that perform better than simple trees. It takes a lot of trial and error to build a machine learning model. In addition to improving performance, Hyper tuning reduces the complexity of the model simultaneously.

**D. Gradient Boosting Classifier**

Gradient boosting classifiers are a group of machine learning approaches that integrate weak models into a powerful prediction model. Decision trees are widely used in gradient boosting.

**E. Random Forests**

A machine learning technique known as a random forest can tackle regression and classification problems. Ensemble learning is a technique for combining many classifiers to solve complex problems. A random forest method employs a large number of decision trees.

**F. AdaBoost Classifier**

AdaBoost classifiers are meta-estimators that begin by fitting a classifier on the original dataset and then fitting consecutive copies of the classifier using a weight modification for poorly categorized instances. Future classifiers focus more on challenging scenarios.

**G. Bagging Trees**

Combining predictions from various base classifiers (either by voting or average) on random subset sets of the original dataset is known as a Bagging classifier. If no alternative estimator can be used, the default is a Decision Tree Classifier.

**H. Extra Trees**

This classifier employs the results of numerous de-correlated decision trees collected in a "forest" to classify. This is group learning. Extra Trees uses unpruned decision trees from the training dataset. Forecasts for regression and classification are made by averaging decision tree predictions or by majority voting.

**I. Decision Trees**

DTs are a non-parametric supervised learning method for classification and regression. Learn to forecast a target variable's value using simple decision rules drawn from the data. A tree is an approximation with piecewise constants. A decision tree can visualize all possible outcomes for a set of criteria. Using a decision tree, we try to establish a condition on the dataset's features to purify all labels or classes at each phase or node.

**4. Results**

After classification of 0 or 1 outcome, Logistics regression has scored highest accuracy among SVM, MNB, GNB and
KNN models. [17] [120] Following figure shows the confusion matrix, based on true positive, true negative, false positive and false negative values of SVM, LR, MNB, GNB and KNN.

A. Random Forests (RF)
Figure below shows the performance of RF model with accuracy of 87.93%, precision 87.54%, recall 87.78% and F1 score 86.32%.

![Figure 2. Performance Random Forests](image)

B. Gradient Boosting Classifier (GBC)
Figure below shows the performance of GBC model with accuracy of 87.93%, precision 87.54%, recall 86.78% and F1 score 86.72%.

![Figure 4. Performance of Gradient Boosting Classifier](image)

C. Adaboost Classifier (ABC)
Figure below shows the performance of ABC model with accuracy of 86.21%, precision 86.22%, recall 85.6% and F1 score 88.22%.

![Figure 6. Performance of AdaBoost Classifier](image)
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D. Bagging Trees (BT)
Figure below shows the performance of BT model with accuracy of 81.03%, precision 80.82%, recall 80.67% and F1 score 81.12%.

E. Extra Trees
Figure below shows the performance of ET model with accuracy of 79.31%, precision 78.82%, recall 76.67% and F1 score 78.22%.

F. Decision Trees
Figure below shows the performance of DT model with accuracy of 84.40%, precision 84.06%, recall 83.67% and F1 score 84.22%.
Figure below shows the confusion matrix of DT model with true negative values of 35 and true positive values of only 14 having the highest classified values of this research.

![Confusion Matrix of Bagging Trees](image)

**Figure 13.** Confusion Matrix of Bagging Trees

G. Comparative Analysis

As can be seen in the image above, RF and GBC has the greatest number of true positive classified values, indicating that it is the best ensemble learning model.

![Linear Machine Learning Classification Models Performance](image)

**Figure 14.** Linear Machine Learning Classification Models Performance

The accuracy of many models is depicted in the image above. In terms of accuracy, RF and GBC have the greatest score of 87.93 percent, followed by ABC, with 86.21 percent, BT, with 81.03 percent, ET, with 79.31 percent, and DT, with 84.48 percent.

5. Conclusions

A beneficial development is the creation of new security measures based on modern digital technologies. Strengthening the digital system’s security is long overdue. It is possible to detect both internal and external intrusions with intrusion detection systems. In and around the neighbourhood, there are a variety of active and passive risks. Data can be stolen and moved throughout the system undetected if an attacker uses these flaws. The cutting-edge science of applied machine learning has numerous applications. In recent years, machine learning has become increasingly popular for predicting the future and categorizing data. This paper describes the development of a supervised learning-based machine learning system to detect cyber-attacks. Machine learning algorithms were trained using attacks on an open source website. The chart above shows the degree of precision that can be achieved with various types of modelling systems. RF and GBC, both with 87.93 percent, are the most accurate. Second place goes to ABC, third to BT, fourth to ET, and fifth to DT; all are in the top five in percentage.
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