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Abstract—Radio Frequency powered Cognitive Radio Networks (RF-CRN) are likely to be the eyes and ears of upcoming modern networks such as Internet of Things (IoT), requiring increased decentralization and autonomous operation. To be considered autonomous, the RF-powered network entities need to make decisions locally to maximize the network throughput under the uncertainty of any network environment. However, in complex and large-scale networks, the state and action spaces are usually large, and existing Tabular Reinforcement Learning technique is unable to find the optimal state-action policy quickly. In this paper, deep reinforcement learning is proposed to overcome the mentioned shortcomings and allow a wireless gateway to derive an optimal policy to maximize network throughput. When benchmarked against advanced DQN techniques, our proposed DQN configuration offers performance speedup of up to 1.8x with good overall performance.

I. INTRODUCTION AND RELATED WORK

Internet of Things (IoT) enables large amounts of physical objects to generate and exchange information, e.g., data sensing and transmission by wireless sensors. A critical concern with modern IoT systems is to efficiently utilize limited radio spectrum resources as energy for data transmission. Recently, radio frequency (RF) powered cognitive radio network (CRN) technology has addressed the concern by allowing energy-constrained IoT system devices to recycle energy from RF signals and transmit data using dynamically allocated communication channels [1]. In an RF powered CRN, secondary transmitters (STs) harvest energy from ambient and dedicated RF sources, e.g., RF signals when primary transmitters (PTs) are in transmission. With the harvested energy, secondary transmitters can transmit data to secondary receivers (SRs) using idle primary channels.

However, performance of conventional RF powered CRNs significantly relies on the activities of PTs. When a channel is occupied by a PT, STs cannot transmit data via the occupied channel to avoid collisions among primary and secondary transmissions, which leads to a low throughput of the secondary transmissions if PTs transmit for a long time. To tackle with the channel resources competition among primary and secondary transmissions, and improve the primary channel efficiency, backscatter communication has been applied to allow simultaneous primary and secondary transmissions in CRN systems. In an RF powered backscatter CRN system, an ST can receive, modulate and reflect RF signals from PTs in the presence of ongoing primary transmissions. STs in the system can switch between conventional RF and backscatter communication modes [2], [3].

An RF powered backscatter ST operates in the following steps. STs encode the transmission signals by specifically designed modulation approaches, and perform secondary transmission along with primary RF signals simultaneously. As the secondary RF signals are essentially the same as the primary RF signals, only with different modulations, backscatter does not introduce severe interference to the primary transmissions [4]. For example, by adjusting transmission rates and antenna modes, an ST can reflect secondary transmission data using on-off keying (OOK) or frequency-shift keying (FSK) [5] modulations. As the backscatter process only involves RF signals receiving and reflecting, power consumption during the backscatter can be low. As a result, backscatter can be a more practical RF based transmission approach compared with conventional RF powered CRN communications. The numerical study in [6] shows that the integration of backscatter into RF powered CRN systems always outperforms either conventional CRNs or backscatter systems alone in terms of transmission rate.

We study the CRN system performance when an ST in the system have different transmission behaviors, as follows: (i) Backscatter mode, where the ST employs backscatter to transmit data; (ii) harvest-then-transmit (HTT) mode, where the ST harvests energy from primary transmission RF signals and stores the energy for further secondary transmission; and (iii) transmission mode, where the ST transmits data via idle channels. Optimal behavior decisions have to be made for the ST for optimizing the CRN system performance. For example, problems of balancing between backscatter transmission and energy harvesting (i.e., HTT) have been studied in [7] and [8]. The objective function to optimize the CRN throughput is formulated as a concave function, where a globally optimal solution can be obtained, i.e., the optimal backscatter/HTT action scheme. STs in [9] select between ambient or dedicated RF sources in accordance with locations and environment factors. Throughput of backscatter communications is maximized. An auction approach has been proposed in [10] for assigning backscattering time as a resource. As a classical optimal decision making technique, a Markov Decision Process (MDP) model has been established as in [11], where internal and environment states, e.g., the data queue length, are observed for STs to make backscatter/HTT/transmission decisions to maximize the secondary transmission throughput.

MDP has the drawback to iterate through all system states and update the actions accordingly so as to derive the optimal backscatter/HTT/transmission behavior decisions [12], in
terms of a maximized long-term reward. However, in large-scale IoT systems supported by RF powered backscatter CRN, the state space to formulate an MDP model can be extremely large. There can also be unknown or infinite system states, e.g., channel state, which cannot be included in conventional MDP formulations. Consequently, MDP cannot model the CRN system in the case of uncertain and large-scale state space. To address the aforementioned issues, deep reinforcement learning (DRL) approach is applied in this work [13], where neural networks are employed to record and learn from the system state and decision records. Optimal decisions for secondary backscatter/HTT/transmission are predicted. In a complex IoT system supported by CRN, the application of DRL is supposed to optimize the secondary transmitter actions with an accelerated convergence and accurate learning process.

II. SYSTEM MODEL

The system model of an RF-powered Backscatter Cognitive Radio Network (CRN) is described in Figure 1. The network comprises of a Primary Transmitter (PT), Secondary Transmitter (ST) and Secondary Receiver (SR). PT is modelled to broadcast RF signals on licensed wireless bands, such as Frequency Modulation (FM), Amplitude Modulation (AM) and TV broadcasting Base Station (BS). Within the network, ST is able to operate in three modes: energy harvesting, backscatter and active. Using the onboard energy harvesting circuitry, energy harvesting is assumed to occur when the battery level of ST is below 50% and the energy is stored in an onboard energy storage, such as super capacitor. Data packet transmission may occur during either backscatter or active modes. ST can transmit signal to SR using backscatter mode while the primary channel is busy. Similarly, ST can transmit signal to SR when the primary channel is idle.

For easier understanding, the broadcast signal is presented as a series of time-slots with a fixed duration. For easy understanding, a single channel is assumed and a time-frame comprises of K time-slots, see Figure 2.

Within each time-frame, the number of time-slots for idle (β) and busy period (K − β) is random. ST performs data transmission to SR either during busy or idle time-slots. For example, time slots can only be allocated for either backscatter α_n(t) or energy harvesting μ_n(t) during the channel busy period. When an individual ST has data for transmission, it will initiate backscatter mode. For the remaining channel busy period, energy harvesting mode will be initiated. During an idle period (β), ST is allowed to perform active data transmission to SR, i.e. active mode operation. η_n(t) denotes the number of time-slots for N number of ST to remain in active mode. Similarly, SR is able to observe the environment and will control the transmission scheduling of the STs in the network.

III. PROBLEM FORMULATION

The objective function of the proposed RF-powered Backscatter CRN network, described in Equation (1) is cast into the Markov Decision Process (MDP) framework as a stochastic optimization problem.

\[ \text{Throughput}_{\text{max}} = \sum_{ST=1}^{N} \text{Packets Transmitted} \]

An MDP is formally described by a set of states within a state space $S$, an action space $A$, a probabilistic distribution that describes the environment dynamics $P$, and a reward function $R$ to influence the network’s behaviour.

The state space of secondary transmitter $N$ is denoted as:

\[ S_n = (q_n, c_n) \]

where $q_n \in 0, 1, ..., Q_n$ represents the number of packets in the data queue, and $c_n \in 0, 1, ..., C_n$ represents the energy units in the energy storage. To model the channel state, we let the number of busy time slots be denoted by $S^c = b; b \in 0, 1, ..., K$. The resulting state space for the given network is then denoted as a Cartesian product:

\[ S = S^c \times \prod_{n=1}^{N} S_n \]

Next, the action space of the network is defined as:

\[ A = \left\{ (\mu, \alpha_1, ..., \alpha_N, \eta_1, ..., \eta_N) \bigg| \mu + \sum_{n=1}^{N} \alpha_n \leq b, \mu + \sum_{n=1}^{N} (\alpha_n + \eta_n) \leq K \right\} \]

The constraints are necessary to ensure that the respective backscatter $\mu_t$, harvest $\alpha_n$ and active transmission $\eta_n$ time slots do not violate the busy $K - \beta$ and idle $\beta$ time-slot for the defined time-frame.

Consider the computation of the network’s state transition during the busy period, the number of energy units within the ST storage changes from $c_n$ to $c_n^{(1)}$, see Equation (5) and $n$ queued data packets in ST changes from $q_n$ to $q_n^{(1)}$, see Equation (6) To avoid loss of generality, given a busy time...
slot, $c_n^{(1)}$ is used to indicate the number of energy units that a ST device is able to harvest while the number of transmitted packets, during backscatter mode, is indicated as $d_n^{(1)}$.

\[
\text{harvest time-slots} \quad c_n^{(1)} = \min(c_n + (K - \beta - \alpha n)e_n^h, C_n) \quad (5)
\]

\[
q_n^{(1)} = \max(0, q_n - \alpha d_n^{(1)}) \quad (6)
\]

Likewise, consider the condition where the channel is idle. To avoid loss of generality, $e_n^{\text{a}}$ is used to indicate the number of energy units that a ST device is able to harvest while the number of transmitted packets, during backscatter mode, is indicated as $d_n^{(2)}$. Data transmission is possible in $\min(n, q_n^{(1)}/d_n^{(2)})$ time-slots. Once the idle channel period has elapsed, the energy state of $n$ ST changes from $c_n^{(1)}$ to $c_n^{(2)}$, see Equation 7 while the queued data packets in ST changes from $q_n^{(1)}$ to $q_n^{(2)}$, see Equation 8. The expression $q_n^{(2)}/d_n^{(2)}$ describes the time slots required, by $n$ ST, to transmit $q_n^{(2)}$ data packets.

\[
c_n = \max[0, c_n^{(1)} - \min(n, q_n^{(1)}/d_n^{(2)})e_n^{\text{a}}] \quad (7)
\]

\[
q_n^{(2)} = \max[0, q_n^{(1)} - \min(n, c_n^{(1)}/e_n^{\text{a}})] \quad (8)
\]

To simulate the packet arrival of new data packets within $K$ time-slots, a binomial distribution behaviour $B(K, \lambda_n)$ is assumed, where $\lambda_n$ is the probability of new packets arriving at each time-slot.

\[
P(p_n = m) = \binom{F}{m} \lambda_n^m(1 - \lambda_n)^{K-m} \quad (9)
\]

Designing the reward function to optimize time-scheduling of STs, from SR perspective, requires the reward function $\mathcal{R}$ to be a function of the state $S$ and actions $A$ of the network. With the previous derivations, $\mathcal{R}$ is re-defined as the accumulated number of packets transmitted with respect to operational modes as defined in Equation 10.

\[
\mathcal{R}(s, a) = \sum_{n=1}^{N} S_n^{b}(q_n^{(1)} - q_n) + \sum_{n=1}^{N} S_n^{a}(q_n^{(2)} - q_1) \quad (10)
\]

As a result, the optimal policy ($\pi^*$) can be obtained by maximizing the value-state function:

\[
\mathcal{V}(s) = \mathbb{E}\left[\sum_{t=0}^{T-1} \gamma^t \mathcal{R}(s_t, a_t) \right] \quad (11)
\]

where $T$ denotes the time-horizon duration, $\gamma$ is the discount factor for $0 \leq \gamma < 1$ and expected value $\mathbb{E}[\cdot]$. Considering the Markov property, the value function is further expressed as:

\[
\mathcal{V}(s) = \sum_{s' \in S} \mathcal{P}(s', \pi(s)) \mathcal{R}(s, a) + \gamma \mathcal{V}(s') \quad (12)
\]

The associated policy function obtains the maximum action that is possible from Equation 12. Hence, the Q-function $Q^{new}(s, a)$ can be updated using the Bellman equation and expressed as:

\[
Q^{new}(s, a) = (1 - \alpha) Q(s, a) + \alpha \left( \mathcal{R}(s, a) + \gamma \max_{a' \in A} Q(s', a') \right) \quad (13)
\]

Note that $\alpha$ denotes the learning rate of the Q-network. The discount factor $0 \leq \gamma < 1$ is typically used to shape the behaviour of the agent by determining the importance of the observed reward. A value of 0 makes the agent place greater importance on immediate or short-term rewards while value close to 1 encourages the agent to place greater emphasis on longer-term reward.

In Q-learning, the agent selects an action to perform, based on the Q-values stored within a look-up table. The Q-value is iteratively updated and the expected performance of the algorithm decreases exponentially [12] as the observable state and action space becomes intractably large. To overcome the issue, the function approximator method is proposed for estimation of optimal Q-function. Hence, Artificial Neural Networks becomes a natural candidate to select.

IV. DEEP REINFORCEMENT LEARNING

The combination of Q-learning with deep neural network is known as Deep Q-Network (DQN) or Deep Reinforcement Learning (DRL). Note that the terms DQN and DRL is used interchangeably. In particular, the deep neural network is used to estimate the Q-values for each state-action pair, for a large environment, before an optimal Q-function can be approximated. In our system model, the inputs to DQL will contain a tuple of randomly generated timeslots for each ST to perform backscattering, energy harvesting and active data transmission. The DQN output includes Q-values $Q(s, a; \theta)$ for all possible actions of the Secondary Transmitter; $\theta$ represents the weights of the deep neural network for the derivation of the next state’s Q-value. At the end of every episode, the max operator helps identify the best possible action of the gateway which enables it to obtain the best possible reward, which is then stored in the replay memory buffer. The network’s loss value $\Delta w$ is defined as the difference in the target reward value and current reward value. The loss value is then back-propagated throughout the deep neural network to update its weights $\theta$ for minimizing the loss function.

\[
\Delta w = \alpha[TD_{\text{error}}]\nabla Q \quad (13)
\]

where the gradient of our current predicted Q-value($\nabla Q$) is:

\[
\nabla Q = \nabla_w Q(s, a, w) \quad (14)
\]

The network’s learning rate $\alpha$ is a hyper-parameter that controls the rate of updating the network weights with respect to the loss gradient value. $TD_{\text{error}}$ is calculated by taking the difference between the Q-target (maximimum possible value from next state) and Q-value (our current prediction of the Q-value). The mathematical representation is denoted in Equation 15.

\[
TD_{\text{error}} = R + \gamma \max_a Q(s', a, \theta^-) - Q(s, a, w) \quad (15)
\]

To simplify, the target Q-value is denoted as $y$ follows where $\theta^-$ represents the weights from the previous iteration, see Equation 16.

\[
y = r + \gamma \max_a Q(s', a', \theta^-) \quad (16)
\]

The $\epsilon$-greedy algorithm is a technique to constantly stimulate the DQN agent to perform exploration whilst picking actions
which, known to perform well. For example, given the current value of the $\epsilon$-greedy policy, the DQN agent has a probability to either explore the environment and select a random action, or exploit the environment and select the greedy action i.e maximum Q-value or reward. As the $\epsilon$ value approaches 0, the DQN agent switches to greedy policy and will instead start exploiting its accumulated knowledge i.e the experience replay buffer. The pseudocode for the proposed DQN algorithm, for the wireless gateway, is described in Algorithm I below.

**Algorithm 1 Deep Q-Learning with Experience Replay for Gateway Time-scheduling**

1. **Input**: Action space $A$, mini-batch size $L_b$, target network replacement frequency $L^-$
2. **Output**: Optimal policy $\pi^*$ for $N$ Secondary Transmitters
3. Initialize replay memory $D$ to capacity $N$
4. Initialize action-value function $Q$ with random weights $\theta^{-}=\theta$
5. Initialize target action-value function $\hat{Q}$ with weights $\theta^{-}=\hat{\theta}$
6. for Episode=1 to $E$ do
   7. Initialize sequence $s_1 = x_1$ and preprocessed sequence $\Phi_1 = \Phi(s_1)$
   8. for timestep=1 to $T$ do
      9. Choose an action $a_t$
      10. With probability $\epsilon$, a random action is performed
      11. Otherwise, choose $a_t = \text{argmax}_a Q(\Phi(s_t), a)$ from $Q(s_t, a; \theta)$
      12. Broadcast messaging time-schedules for $N$ secondary transmitters
      13. Execute chosen action $a$
      14. Receive reward $r$
      15. Receive state messages from primary transmitter and $N$ secondary Transmitters
      16. Update next network state $s'$
      17. Store tuple $(s, a, r, s')$ in replay memory $D$
      18. Randomly sample tuple $(s, a, r, s')$ of mini-batch size ($L_b$) from replay memory $D$
      19. Calculate target Q-value for each mini-batch transition
         $\hat{y}_t^{DQN} = \left\{ \begin{array}{ll} r, & \text{if episode i terminates at timestep+1} \\ r + \gamma \text{max}_{a'} \hat{Q}(\phi_{j+1}, a', \hat{\theta}^{-}), & \text{else} \end{array} \right.$
      20. Train the Q-Network using $(y_t^{DQN} - Q(s_t, a_t)^2)$ as loss and update the weights $\theta$
      21. Reset $\theta^{-}=\hat{\theta}$ every $L^-$ steps
      22. Update $s$ $\leftarrow$ $s'$
      23. Increment timestep by 1
      repeat until timestep $> T$, terminate

V. PERFORMANCE EVALUATION AND RESULTS

A. Parameter Settings

The DQN techniques [13]–[16] were implemented in Tensorflow. To optimize the agent’s performance, both $\epsilon$-Greedy algorithm and replay memory tweaks were utilized. A fully-connected Deep Neural Network (DNN) architecture is proposed and the hyperparameter configurations are detailed in Table I.

| Environment | Number of Neurons | Adam | SGD | Speedup |
|-------------|-------------------|------|-----|---------|
| 2ST         | 16                | 183  | 269 | -1.5x   |
| 2ST         | 32                | 210  | 379 | -1.8x   |
| 3ST         | 64                | 212  | 203 | -0.96x  |
| 3ST         | 128               | 246  | 288 | -1.2x   |
| 3ST         | 256               | 184  | 283 | -1.5x   |
| 3ST         | 16                | 1794 | 1631| -0.91x  |
| 3ST         | 32                | 1792 | 1673| -0.93x  |
| 3ST         | 64                | 1792 | 1584| -0.87x  |
| 3ST         | 128               | 1792 | 1571| -0.88x  |
| 3ST         | 256               | 1763 | 1678| -0.95x  |

TABLE I: DQN Model Simulation Parameters

TABLE II: Optimizer Speedup for varying Number of Hidden Neurons (Single Hidden Layer)

For each simulation scenario, the reward function is implemented as described in Equation [1] from the wireless gateway perspective. The actions to be performed are defined as the time frame assignment of each secondary transmitters to perform backscatter, harvest-then-transmit (HTT) and transmit data. Optimal policy is assumed to be learnt when the agent’s maximum reward stabilizes for $\geq$100 episodes. Parameter details of the simulation environments can be found in Table I. For analysis and readability purposes, reported results reflect the mean values for 10 runs.

B. Results

The number of neurons $H_n$, within the hidden layer, dictates the learning capacity of DQN algorithm and unless the inflexion point is reached, an increase in neurons should lead to improved network throughput performance. Considering the Adam results, the assumption was only valid for environment with 2-STS with the maximum throughput occurring when $H_n=128$. Similarly, the inflexion point occurred much earlier at $H_n=16$, for environment with 3-STS. Performance remained constant before further degradation at $H_n=256$. For further details, readers are referred to Table II.

Stochastic Gradient Descent (SGD) was also tested to provide a different perspective of the gradient landscape and notable performance difference between SGD and Adaptive Moment estimation (Adam) optimizers has been observed. To quantify the performance gains or degradation of SGD performance with respect to the Adam optimizer performance, the Speedup metric is introduced. Additional details can be found in Table II.
TABLE III: Mean Training performance for various DQN techniques

| Environment | DQN Method          | Optimizer   | Hidden Neurons | Layers | Mean Throughput(pkt/s) | Speedup wrt DoubleDQN |
|-------------|---------------------|-------------|----------------|--------|-------------------------|-----------------------|
| 2ST         | DQN-SGD32           | SGD         | 32             | 1      | 379                     | ~1.13x                |
| 2ST         | DQN-Adam128         | Adam        | 128            | 1      | 246                     | ~2.0x                 |
| 2ST         | DoubleDQN           | Adam        | 32             | 3      | 124                     | NA                    |
| 2ST         | DuelDQN             | Adam        | 32             | 3      | 224                     | ~1.8x                 |
| 2ST         | DoubleDuelDQN       | Adam        | 32             | 3      | 173                     | ~1.4x                 |
| 3ST         | DQN-SGD32           | SGD         | 32             | 1      | 1675                    | ~1.07x                |
| 3ST         | DQN-Adam128         | Adam        | 128            | 1      | 1793                    | ~1.15x                |
| 3ST         | DoubleDQN           | Adam        | 32             | 3      | 1560                    | NA                    |
| 3ST         | DuelDQN             | Adam        | 32             | 3      | 1731                    | ~1.11x                |
| 3ST         | DoubleDuelDQN       | Adam        | 32             | 3      | 1767                    | ~1.13x                |

The best performing configurations of SGD optimizer (SGD-32) and Adam optimizer (Adam-128) were benchmarked against advanced DQN techniques reported in [10]. Although our proposed DQN network configuration is lightweight, it provided performance speedup of between 1.07x to 3.1x, with all techniques benchmarked against the slowest performer - DoubleDQN. For convenience, the performance summary is illustrated in Table III.

C. Analysis and Future Research

We have provided empirical proof that our proposed lightweight DQN configurations, SGD-32 and ADAM-128, outperformed several advanced DQN techniques. Considering the DQN architecture alone, the optimizer selection has shown strong correlation to the DQN agent’s training performance and similar conclusion was reported in [17]. We had also observed that a reduction in the ε-greedy steps reduced training time by as much as 50% with minor performance degradation. Next, the intractable nature of performing a full grid hyperparameter search meant that ADAM’s learning rate was defaulted to [15] and only learning rate tuning was performed to ensure optimal solution convergence, using SGD, within given simulation time-steps.

Due to time and space constraints, the provided use-case was simplified. Future research work could include extended discussions on the performance scaling, for increasing STs, multiple PUs and STs and multi-channel scenario.

VI. CONCLUSIONS

In this paper, time-scheduling of a wireless secondary receiver, given a complex network environment, has been formulated into a stochastic optimization problem. The proposed DQN algorithm was able to derive an optimal policy within 2000 episodes. In comparison with several advanced DQN techniques, our proposed lightweight DQN configuration is able to learn an optimal time-scheduling policy with an overall network throughput performance speedup of up to 1.8x.
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