BAYESIAN MAGNETOHYDRODYNAMIC SEISMOLOGY OF CORONAL LOOPS
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ABSTRACT

We perform a Bayesian parameter inference in the context of resonantly damped transverse coronal loop oscillations. The forward problem is solved in terms of parametric results for kink waves in one-dimensional flux tubes in the thin tube and thin boundary approximations. For the inverse problem, we adopt a Bayesian approach to infer the most probable values of the relevant parameters, for given observed periods and damping times, and to extract their confidence levels. The posterior probability distribution functions are obtained by means of Markov Chain Monte Carlo simulations, incorporating observed uncertainties in a consistent manner. We find well-localized solutions in the posterior probability distribution functions for two of the three parameters of interest, namely the Alfvén travel time and the transverse inhomogeneity length scale. The obtained estimates for the Alfvén travel time are consistent with previous inversion results, but the method enables us to additionally constrain the transverse inhomogeneity length scale and to estimate real error bars for each parameter. When observational estimates for the density contrast are used, the method enables us to fully constrain the three parameters of interest. These results can serve to improve our current estimates of unknown physical parameters in coronal loops and to test the assumed theoretical model.
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1. INTRODUCTION

Magnetohydrodynamic (MHD) seismology stands as one of the few indirect methods for the determination of difficult-to-measure physical parameters in solar coronal structures. It relies on the combined use of observed oscillatory properties of MHD waves in solar atmospheric magnetic and plasma structures together with theoretically obtained wave properties. It was first suggested by Uchida (1970) and Roberts et al. (1984), in the coronal context, and by Tandberg-Hanssen (1995), in the context of solar prominences. The increase in recent years in the number and quality of observations of wave activity in the solar atmosphere and the refinement of theoretical models have allowed the practical implementation of this technique. In the context of coronal loops, coronal seismology has allowed the estimation and/or restriction of relevant parameters such as the magnetic field strength (Nakariakov & Ofman 2001), the Alfvén speed (Zaqarashvili 2003; Arregui et al. 2007; Goossens et al. 2008), the transverse density structuring (Verwichte et al. 2006), or the coronal density scale height (Andries et al. 2005; Verth et al. 2008). Of particular relevance has been the use of the concept of period ratios as a seismological tool, first pointed out by Andries et al. (2005); Goossens et al. (2006), and reviewed by Andries et al. (2009).

Most of the efforts in this area have been concentrated on the phenomenon of quickly damped transverse oscillations in coronal loops, first reported by Aschwanden et al. (1999) and Nakariakov et al. (1999). These oscillations are interpreted in terms of linear MHD kink waves of a magnetic flux tube, a wave mode with mixed fast and Alfvén character, its Alfvénic nature being dominant in and around the resonant position (Goossens et al. 2009), where the global eigenmode frequency matches the local Alfvén frequency. Starting with the simplest model that considers the fundamental transverse oscillation of a magnetic flux tube (Edwin & Roberts 1983) several model improvements have included other effects, such as the curvature of coronal loops, density stratification, or the departure from circular cross section of the tubes (see Ruderman & Erdélyi 2009 for a recent review). All these new ingredients have been seen to produce second-order effects on the main wave properties.

The advancement in seismology of kink modes in coronal loops is reviewed by Goossens (2008). Nakariakov & Ofman (2001) used the observed periods and theoretical estimates of the periods, based on the long wavelength approximation for a uniform coronal loop model, to derive estimates for the magnetic field strength, by making assumptions on the density. Goossens et al. (2002) used the observed damping rates and theoretical values of the damping rates, based on the thin boundary approximation, to derive estimates for the radial inhomogeneity length scale, once the density contrast was assumed. Aschwanden et al. (2003) used the observed damping rates and the damping rates computed by Van Doorsselaere et al. (2004), outside the thin boundary approximation, to compare the theoretically predicted density contrasts to estimates obtained indirectly taking into account effects such as the subtraction of the background flux, the line-of-sight integration of the emission measure, the spatial smearing due to the transverse motion, and the point-spread function of the instrument. In their study, the internal density could only be determined as a function of the external density.

The main limitation of these studies is that the determination of the magnetic field strength (Nakariakov & Ofman 2001) or transverse inhomogeneity length scale (Goossens et al. 2002) is only possible if a given value for the density contrast is adopted. Otherwise, an infinite number of solutions to the inverse problem arise. This was shown in the numerical and analytic seismological inversions by Arregui et al. (2007) and Goossens et al. (2008) that combine the observational information on both periods and damping times for resonantly damped kink modes in a consistent manner. These inversions enable one to infer information about both the internal Alfvén speed and the transverse density structuring. Their approach
is to make no assumption on the particular value of any of the physical parameters of interest. Their ranges of variation, compatible with observations, are instead obtained (Goossens et al. 2008). Following this approach, a complete solution to the inverse problem is obtained, from which general properties and limiting cases can be studied. The solution gives rise to an infinite number of equally valid equilibrium models that explain observations, characterized by three parameters: the density contrast, the transverse inhomogeneity length scale, and the Alfvén speed. In addition, in the inversion techniques presented by Arregui et al. (2007) and Goossens et al. (2008), it is not straightforward to devise a consistent method to compute uncertainties on the inferred parameters from the measurement errors on observed periods and damping rates.

Bayesian inversion techniques for parameter inference can help us to overcome these limitations and are applied in this paper to the determination of physical parameters in oscillating coronal loops. These techniques have proven to be useful in a number of areas of physical sciences (Gregory 2005), including solar physics. In the context of inversion of Stokes profiles, Asensio Ramos et al. (2007) apply Bayesian techniques to analyze the performance of a given radiative transfer model to fit a given observed Stokes vector aiming at obtaining information about the thermodynamic and magnetic properties of solar and stellar atmospheres (see also Asensio Ramos 2011). Marsh et al. (2008) use a Bayesian probability-based approach to the problem of detecting and parameterizing oscillations in the upper solar atmosphere, in order to determine the number of oscillations present, and their properties. In the context of coronal heating, Adamakis et al. (2010) employ Bayesian model comparison techniques to determine the preferred heating location along coronal loops. Finally, Ireland et al. (2010) have recently presented an automated detection technique for oscillating regions in the solar atmosphere based on Bayesian spectral analysis of time series and image filtering.

In this paper, a Bayesian MHD seismology inversion technique is presented and the results from its application to coronal loops are described. The layout of the paper is as follows. Section 2 describes the physical model and the forward and inverse problems. In Section 3, the details of the developed Bayesian technique are given. The analysis and results of its application to synthetic data and to real coronal loop oscillations are discussed in Section 4. Finally, in Section 5, our conclusions are presented.

2. THE FORWARD AND INVERSE PROBLEMS

The application of the Bayesian formalism to parameter inference is rather general and this formalism can be applied to any model that explains a given set of observations. In our case the theoretical model is the resonantly damped MHD kink mode interpretation of quickly damped transverse oscillations of coronal loops. The classic theoretical model assumes that coronal loops can be represented as straight cylindrically symmetric magnetic flux tubes with a uniform magnetic field pointing along the axis of the tube. In the zero plasma-β approximation coronal loops are density enhancements with a constant internal density, \( \rho_i \), a constant external density, \( \rho_e < \rho_i \), and a non-uniform transitional layer of thickness \( l \) that connects both regions. Analytical theory for linear MHD kink oscillations based on the thin tube and thin boundary approximations gives us two equations (see Goossens et al. 2008) for the period and damping time of resonantly damped oscillations,

\[
P = \frac{\tau_{Ai}}{\sqrt{2}} \left( \frac{\zeta + 1}{\zeta} \right)^{1/2} \quad \text{and} \quad \frac{\tau_d}{P} = \frac{2}{\pi} \left( \frac{\zeta + 1}{\zeta - 1} \right) \frac{l}{R}.
\]

The factor \( 2/\pi \) in the damping rate expression has its origin in the assumption of a sinusoidal variation of density across the non-uniform layer. These equations express the period, \( P \), and the damping time, \( \tau_d \), which are observable quantities in terms of the internal Alfvén travel time, \( \tau_{Ai} \), the density contrast, \( \zeta = \rho_i/\rho_e \), and the transverse inhomogeneity length scale, \( l/R \), in units of the radius of the loop. These three quantities (\( \tau_{Ai}, \zeta, \) and \( l/R \)) are the seismic quantities in the sense that they are the quantities that we aim to determine with the use of observed values for the period and the damping time. Since we only have two equations that relate the three unknown quantities to the two observed quantities there are an infinite number of solutions to the inverse problem, as first pointed out by Arregui et al. (2007). These solutions have to follow a precise one-dimensional solution curve in the three-dimensional parameter space of unknowns. This curve constitutes a characteristic attribute of resonant absorption subject to observational testing. It was first obtained numerically by Arregui et al. (2007) and subsequently analytically by Goossens et al. (2008) under the thin tube and thin boundary approximations.

Because of the very good agreement between the analytic and numerical inversion solution curves demonstrated in Goossens et al. (2008), in the following we adopt the analytic approximation for the forward problem. The clear advantage is that the forward problem becomes algebraic and this simplifies the statistical inversion scheme considerably. For a particular observed event, with fixed period and damping time, the seismic variables are constrained to the following intervals:

\[
\zeta \in I_{\zeta} = \left[ \frac{C + 1}{C - 1}, \infty \right], \quad y = \frac{\tau_{Ai}}{P} \in I_y = \left[ \frac{1}{2} \left( \frac{C + 1}{C} \right)^{1/2}, \frac{1}{\sqrt{2}} \right], \quad z = \frac{l}{2R} \in I_z = \left[ \frac{1}{C}, \frac{1}{C} \right].
\]

with \( C = \pi \tau_d/P \) known from observations. The seismic variables are not independent, but are related to one another by the following functions defined in Goossens et al. (2008):

\[
y = F_1(\zeta) = \frac{1}{\sqrt{2}} \left( \frac{\zeta}{\zeta + 1} \right)^{1/2}, \quad \zeta = G_1(y) = \frac{2y^2}{1 - 2y^2},
\]

\[
z = F_2(\zeta) = \frac{C}{\zeta - 1}, \quad \zeta = G_2(z) = \frac{Cz + 1}{Cz - 1}.
\]

Of the four functions only two are independent. This allows to consider one of the three unknowns as a parameter, say \( z = 1/2R \), let it take on all values in \( I_z \), and then compute the corresponding values of \( y = F_1(G_2(z)) \) and \( \zeta = G_2(z) \). An example of the resulting inversion curve is shown in Figure 1 in Goossens et al. (2008) (see also Figure 2 in this paper).

Although all the possible combinations of parameters along the seismic curve equally well explain observations it turns out that the obtained curve gives rather constrained values for the Alfvén travel time. Moreover, when applied to transverse oscillations of prominence threads, given their large density contrast values, the asymptotic behavior of the solution curve toward
large density contrast values allows to derive asymptotic values for the internal Alfvén speed and the transverse inhomogeneity length scale (Arregui & Ballester 2011). In spite of these virtues, the problem with the infinite number of solutions remains. A genuine measurement of any of the three unknowns would enable us to collapse the one-dimensional inversion curve into a zero-dimensional solution point. The matter is to obtain reliable observational estimates for any of the three unknowns. Of related importance is to devise a consistent procedure for incorporating into the inversion schemes measurement errors in periods and damping times to compute the uncertainties in the inferred physical parameters.

3. PROBABILITY MODEL AND NUMERICAL METHOD

3.1. Mathematical Formulation

Our model describing resonantly damped transverse loop oscillations contains three free parameters, \( \xi, l/R, \) and \( \tau_{\text{Ai}} \), that have to be estimated. Let these three parameters be gathered in the vector \( \theta = [\xi, l/R, \tau_{\text{Ai}}] \) and let the set \( d = \{ P_{\text{obs}}, \tau_{\text{d,obs}} \} \) contain discretized data on period and damping times. When data as a result of measurements determine the values of \( d \), the state of knowledge on \( \theta \) is represented by \( p(\theta|d) \), which is given by Bayes’ rule (Bayes & Price 1763)

\[
p(\theta|d) = \frac{p(d|\theta)p(\theta)}{p(d)}. \tag{3}
\]

In this expression, \( p(\theta|d) \) is the so-called posterior probability distribution. The function \( p(d|\theta) \) is the conditional probability distribution of the data given the parameters. It contains the theoretical relations between parameters and data (including the noise properties) and is a measure of how well the data are predicted by the model. Before \( d \) has been observed, it represents the probability distribution associated with possible data realizations for a fixed parameter vector. A posteriori, after observation, \( p(d|\theta) \) has a very different interpretation. It is the likelihood of obtaining a realization actually observed as a function of the parameter vector and is hence called the likelihood function. Under the assumption that observations are corrupted with Gaussian noise and that they are statistically independent, the likelihood can be expressed as

\[
p(d|\theta) = \left(2\pi \sigma_p \sigma_d\right)^{-1} \times \exp\left\{\frac{[P - P_{\text{syn}}(\theta)]^2}{2\sigma_p^2} + \frac{[\tau_d - \tau_{\text{d,obs}}(\theta)]^2}{2\sigma_d^2}\right\}, \tag{4}
\]

with \( P_{\text{syn}}(\theta) \) and \( \tau_{\text{d,obs}}(\theta) \) given by the forward analytical solution of Equation (1). Likewise, \( \sigma_p^2 \) and \( \sigma_d^2 \) are the variances associated with the period and damping times, respectively.

The quantity \( p(\theta) \) is the prior probability of the model vector. It should contain any prior information we might have on the model parameters, without taking into account the observed data. Three different versions are used in this paper. The normalization constant on the right-hand side of Equation (3) is the marginal likelihood, called “Bayesian evidence” in cosmology applications. The evidence can be written as

\[
p(d) = \int p(d|\theta)p(\theta)d\theta, \tag{5}
\]

which is an integral of the likelihood over the prior distribution that normalizes the likelihood and turns it into a probability. This quantity is central for model comparison purposes, since it evaluates the model’s performance in the light of data. In Bayesian inference, to compute the posterior distribution one needs to run the model over the entire parameter space of interest and sum that all up.

In the Bayesian formulation the inference of a given parameter set \( \theta \) is based on the knowledge of \( p(\theta|d) \), which contains all the information available on \( \theta \) given the data \( d \) and therefore is the solution to the inverse problem. Once the posterior distribution \( p(\theta|d) \) is known, the position of the maximum value gives the most probable combination of parameters \( \theta \) that fit the data. Bayes’ rule constitutes a simple mathematical formulation of the process of learning from experience. What can be inferred about the model parameters “a posteriori” is a combination of what is known “a priori,” independently of the data, and of the information contained in the data. It is an appealing formulation that shows how previous knowledge can be updated when new information becomes available. An additional advantage of the Bayesian approach is that error propagation is consistently taken into account by marginalization. When one needs to know how the data \( d \) constrains one of the parameters, say \( \theta_i \), it is enough to compute the following integral:

\[
p(\theta_i|d) = \int p(\theta|d)d\theta_1 \ldots d\theta_{i-1}d\theta_{i+1} \ldots d\theta_N. \tag{6}
\]

The result is known as the marginal posterior, which encodes all information for model parameter \( \theta_i \) available in the priors and the data. Furthermore, it correctly propagates uncertainties in the rest of the parameters to the one of interest.

3.2. Prior Information

The prior choice, \( p(\theta) \), is a fundamental ingredient of Bayesian statistics, in order to obtain optimal results. The results obtained from the statistical inference should be independent on prior information, provided the prior has a support that is non-zero in regions of the parameter space where the likelihood is large. In this case, repeated application of Bayes’ rule will lead to a posterior probability distribution that converges to a common objective inference on the hypothesis (Trotta 2008). Two scientists in the same state of knowledge should assign the same prior, hence the posterior should be identical if they observe the same data. In our particular case, dealing with the inversion of physical parameters in oscillating coronal loops, expressions (2) define the intervals over which the unknown physical parameters are allowed to vary, according to the analytic inversion scheme by Goossens et al. (2008).

When all information we have on unknown parameters is restricted to ranges of variation, a reasonable choice is to assign the same probability to all values contained within that range. This defines a uniform type prior, and we can write

\[
p(\theta_i) = H(\theta_i, \theta_i^{\text{min}}, \theta_i^{\text{max}}), \tag{7}
\]

where \( H(x, a, b) \) is the top-hat function

\[
H(x, a, b) = \begin{cases} \frac{1}{b-a} & a \leq x \leq b, \\ 0 & \text{otherwise}. \end{cases} \tag{8}
\]

Another option is to assign a decreasing probability distribution for increasing values of the parameter, over a given range. This can be accomplished by considering a Jeffreys type prior, and
The limits for the transverse inhomogeneity are imposed by the curse of dimensionality. A convenient way to handle this kind of evaluations is known as the Gaussian prior distribution, whose density is proportional to the posterior distribution. It therefore provides a method for sampling the posterior distribution up to a multiplicative constant. We use the same code employed by Asensio Ramos et al. (2007) in their inversion of Stokes profiles. The details of the technique and the algorithm are given in that paper, so only the most relevant information is detailed here.

The obtained Markov chain is defined as a sequence of random variables \( \{\theta_0, \theta_1, \ldots, \theta_n\} \) such that the probability of the \( \theta_i \) element in the chain only depends on the value of the previous element, \( \theta_{i-1} \). Starting from a given element in the chain, the next point is chosen in such a way that the distribution of the chain asymptotically tends to be equal to the posterior distribution. Markov chains can be shown to converge to a stationary state where successive elements of the chain are samples from the target distribution, in our case the posterior \( p(\theta|d) \).

Our method uses the Metropolis algorithm (Metropolis et al. 1953; Neal 1993). Starting from a given vector of parameters \( \theta_0 \), the posterior probability given the data is calculated, \( p(\theta_0|d) \). This includes the calculation of the priors and the likelihood, which involves the evaluation of the forward problem. Next, a new vector of parameters, \( \theta_i \), is obtained sampling from a proposal density distribution, \( q(\theta_i|\theta_{i-1}) \). Again the posterior is evaluated, \( p(\theta_i|d) \). The ratio

\[
r = \frac{p(\theta_i|d)q(\theta_i|\theta_{i-1})}{p(\theta_{i-1}|d)q(\theta_{i-1}|\theta_i)}
\]

is evaluated and \( \theta_i \) is accepted with probability \( \beta = \min[1, r] \). The process further progresses by obtaining a new vector of parameters from the proposal density distribution.

The key ingredient in this process is the proposal density \( q(\theta_i|\theta_{i-1}) \). This distribution is used to sample points from the posterior starting from a given point. Ideally, it should be chosen as close as possible to the unknown posterior distribution. Also, it should be simple to sample from it. Since the first condition is impossible to fulfill unless the posterior is known, we choose a sufficiently general distribution function which is easy to sample from. The obvious selection is a multivariate Gaussian distribution. In our case, we allow for a non-diagonal covariance matrix in the Gaussian distribution, which improves the sampling efficiency of the MCMC code (see Appendix A in Asensio Ramos et al. 2007 for more details). We have chosen a uniform distribution for the initial \( N_{\text{init}} \) steps of the chain. Once some information about the posterior is known the algorithm changes to a Gaussian proposal density centered on the current value of the parameter.

### 3.3. Markov Chain Monte Carlo Method

The objective of our parameter inference under the Bayesian framework is to sample the full posterior distribution so that, for instance, we can locate the most plausible model that maximizes Equation (3) or calculate the marginalization integrals. To this end, one has to evaluate \( p(\theta|d) \) for different combinations of parameters. If 10 values for a parameter are to be evaluated and \( N_{\text{par}} \) is the number of parameters this means that \( \sim 10^{N_{\text{par}}} \) evaluations are needed. This exponential increase of the number of evaluations with the number of parameters is known as the curse of dimensionality. A convenient way to handle this kind of problem is to perform a Markov Chain Monte Carlo (MCMC) simulation, for the sampling of the posterior probability distribution function. The MCMC algorithm we apply allows us to construct a sequence of points in parameter space, called a “chain,” whose density is proportional to the posterior distribution function. It therefore provides a method for sampling the posterior distribution up to a multiplicative constant. We use the same code employed by Asensio Ramos et al. (2007) in their inversion of Stokes profiles. The details of the technique and the algorithm are given in that paper, so only the most relevant information is detailed here.

The obtained Markov chain is defined as a sequence of random variables \( \{\theta_0, \theta_1, \ldots, \theta_n\} \) such that the probability of the \( \theta_i \) element in the chain only depends on the value of the previous element, \( \theta_{i-1} \). Starting from a given element in the chain, the next point is chosen in such a way that the distribution of the chain asymptotically tends to be equal to the posterior distribution. Markov chains can be shown to converge to a stationary state where successive elements of the chain are samples from the target distribution, in our case the posterior \( p(\theta|d) \).

Our method uses the Metropolis algorithm (Metropolis et al. 1953; Neal 1993). Starting from a given vector of parameters \( \theta_0 \), the posterior probability given the data is calculated, \( p(\theta_0|d) \). This includes the calculation of the priors and the likelihood, which involves the evaluation of the forward problem. Next, a new vector of parameters, \( \theta_i \), is obtained sampling from a proposal density distribution, \( q(\theta_i|\theta_{i-1}) \). Again the posterior is evaluated, \( p(\theta_i|d) \). The ratio

\[
r = \frac{p(\theta_i|d)q(\theta_i|\theta_{i-1})}{p(\theta_{i-1}|d)q(\theta_{i-1}|\theta_i)}
\]

is evaluated and \( \theta_i \) is admitted with probability \( \beta = \min[1, r] \). The process further progresses by obtaining a new vector of parameters from the proposal density distribution.

The key ingredient in this process is the proposal density \( q(\theta_i|\theta_{i-1}) \). This distribution is used to sample points from the posterior starting from a given point. Ideally, it should be chosen as close as possible to the unknown posterior distribution. Also, it should be simple to sample from it. Since the first condition is impossible to fulfill unless the posterior is known, we choose a sufficiently general distribution function which is easy to sample from. The obvious selection is a multivariate Gaussian distribution. In our case, we allow for a non-diagonal covariance matrix in the Gaussian distribution, which improves the sampling efficiency of the MCMC code (see Appendix A in Asensio Ramos et al. 2007 for more details). We have chosen a uniform distribution for the initial \( N_{\text{init}} \) steps of the chain. Once some information about the posterior is known the algorithm changes to a Gaussian proposal density centered on the current value of the parameter.

### 4. STATISTICAL INVERSION RESULTS

#### 4.1. Synthetic Data

In order to assess the performance of our MCMC code, when applied to the problem at hand, the inversion of physical parameters is first performed with synthetic data for period and damping times. These synthetic data are obtained from the solution to the forward problem (expressions (1)) with known values of the loop parameters, so that the numerical inversions are performed under controlled conditions. In addition, this
Figure 2. Three-dimensional view (and projections onto the different planes) of the converged Markov chains in the \((\zeta, l/R, \tau_{\text{Ai}})\) parameter space for a synthetic coronal loop with \(\zeta = 5, l/R = 0.25, \) and \(\tau_{\text{Ai}} = 150 \text{ km s}^{-1}\). The inversions were performed using uniform prior distributions for \(l/R \in [0, 2]\) and \(\tau_{\text{Ai}} \in [1, 400]\) and three different prior distributions for \(\zeta \in [1.2, 20]\): (a) uniform prior, (b) Jeffreys prior, and (c) Gaussian prior centered at \(\zeta = 5\) and variance \(\sigma_{\zeta} = 0.1\zeta\). In all plots, solid lines correspond to the analytic inversion curve and variances of \(\sigma_{P} = 0.1P\) and \(\sigma_{\tau_{d}} = 0.1\tau_{d}\) have been used for the oscillation period and damping time.

(A color version of this figure is available in the online journal.)

approach enables us to test the performance of the three different prior probability distributions for the density contrast discussed in Section 3.2.

We have considered a model coronal loop with the following physical parameters: \(\zeta = 5, l/R = 0.25, \) and \(\tau_{\text{Ai}} = 150 \text{ km s}^{-1}\). Forward modeling, according to the theory of resonantly damped kink waves under the thin tube and thin boundary approximations, predicts a period \(P = 232.4 \text{ s}\) and a damping ratio \(\tau_{d}/P = 3.8\). The period and the damping ratio are then used as data for the inversion and the ability of the code to recover the model coronal loop properties is analyzed, for different prior distributions and varying ranges for their definition. In all our simulations, variances of \(\sigma_{P} = 0.1P\) and \(\sigma_{\tau_{d}} = 0.1\tau_{d}\) are considered.

Figures 2 and 3 show the inversion results obtained with these data, for fixed prior distributions for the transverse inhomogeneity length scale and internal Alfvén travel time. For the density contrast, the three different prior types defined in Section 3.2 are used in the range \(\zeta \in [1.5, 20]\). In all three cases, the resulting Markov chains closely follow the same regions outlined by the analytic inversion curve. The distribution and density of the elements in the chain—which directly determine the properties of the posterior—differ in different regions of the parameter space. For a uniform prior distribution in density contrast, the elements in the chain are roughly uniformly distributed along the inversion curve (Figure 2(a)). The relevant quantitative information from the inversion comes from the analysis of the posterior probability distribution functions. Since the elements of the Markov chains are samples from the full posterior it is easy to divide the range for a given parameter into a series of bins and count the number of samples falling within each bin. By computing the marginal posterior for each parameter, we see that the density contrast cannot be constrained (see Figure 3(a)). However, the projection of the
Figure 3. One-dimensional marginalized posterior distributions for the density contrast (a), the transverse inhomogeneity length scale (b), and the internal Alfvén travel time (c), corresponding to the inversions displayed in Figure 2. The solid, dashed, and dotted lines correspond to the three different prior probability distributions for density contrast, as indicated in Figure 1.

... chain onto the \((l/R, \tau_{\text{Ai}})\)-plane indicates that a well-defined posterior probability distribution can be obtained for these two parameters. Figures 3(b) and (c) show that, indeed, a very good estimation of these two parameters is possible. When a Jeffreys type prior for the density contrast is used, the elements in the chain are not uniformly distributed. Their density appears to be larger at positions in the parameter space that are close to the model coronal loop properties (Figure 2(b)). The marginal posterior for the density contrast, however, does not show a well-defined probability distribution (Figure 3(a)). The remaining two parameters, though, are well constrained (Figures 3(b) and (c)). Finally, we introduce a hypothetical density contrast measurement for our model coronal loop and use a Gaussian prior distribution for the density contrast centered around that measurement. Figure 2(c) shows that in that case, the inversion produces a Markov chain whose elements are closely packed around the correct loop properties. The marginal posteriors in this case (Figure 3) show well-defined Gaussian-like distributions for the three parameters of interest.

These results indicate that, in general, the Bayesian inversion scheme will enable us to constrain two out of the three parameters of interest, the transverse inhomogeneity length scale and the internal Alfvén travel time. The density contrast, in general, cannot be constrained. If additional information about the internal and external densities is available from observations, this information can then be used to fully constrain the three unknowns. From the obtained posterior distributions in Figure 3, the median and the computation of the 68% confidence level can be used to obtain estimates with error bars for the inferred parameters.

We found that the obtained results are largely insensitive to the variation of the range assumed for the internal Alfvén travel time, as long as this range is sufficiently wide so it encloses the tails of the resulting posterior distribution. As for the density contrast, additional inversions were performed for different values of the upper limit in the prior distribution for this parameter, considering the three prior types. The results indicate that some prior types perform better than others. Figure 4 displays the joint probability distribution for the internal Alfvén travel time and the transverse inhomogeneity in the form of contours for the 68% and 95% confidence levels, for some illustrative cases. In all plots the known coronal loop parameters are indicated by a symbol. Numerical values for all performed inversions are given in Table 1.

When a uniform prior for density contrast is considered, increasing the upper limit of the considered range (Figures 4(a)–(c)) produces a displacement of the joint marginal posterior, in such a way that the inversion underestimates the transverse inhomogeneity length scale and overestimates the Alfvén travel time. Although the real values are for most of the cases enclosed within the error bars, we can see that, for example, for the largest considered range (Figure 4(c)), the real value is already outside the 68% confidence level given by the inversion. Another effect that can be appreciated looking at Figures 4(a)–(c) is the shrinking of the joint posterior for \(l/R\) that results in smaller error bars for this parameter (see also Table 1). This result cannot be taken as an improved inversion, as it is solely due to the fact that by extending the range in \(\zeta\), the uniform prior gives more weight to elements in the chain with large density contrast, hence lower transverse inhomogeneity length scales and larger Alfvén travel times are obtained. As a matter of fact, the integral of the prior distribution in Equation (7) in the range \(\zeta \in [10, 100]\) is about 10 times the same integral in the range \(\zeta \in [1, 10]\). The optimal results for the inversion using a uniform prior in density contrast are obtained when the upper limit in \(\zeta\) is around two or three...
times the real density contrast value. The problem is that in a real application we can hardly know the real density contrast value.

A better performance and independence of the results from the prior information is obtained when considering a Jeffreys type prior for density contrast. Since this distribution assigns decreasing probability for increasing contrast, the integrals of the prior in Equation (9) in the ranges $\zeta \in [1, 10]$ and $\zeta \in [10, 100]$ are of the same order. Figures 4(d)–(f) show the results for this prior. It can be appreciated that the obtained marginal posteriors are almost independent of the assumed range on the prior information, once the upper limit for $\zeta$ is sufficiently large, and that optimal results that recover the known coronal loop parameters are obtained (Table 1). For this reason, even if the density contrast itself cannot be constrained, the use of a Jeffreys prior in density contrast is found to be appropriate to perform the inversion of the remaining two parameters in real coronal loops, in the case where information about their density is lacking or uncertain.

When density measurements are available, the Gaussian prior defined in Equation (10) can be used. We have tested the performance of the inversion using this type of prior. As Figures 3, 4(g)–(i), and Table 1 show, in this case a full determination of the three unknowns is obtained that remarkably well recovers the known coronal loop parameters. In addition, the inversion results are independent of the underlying assumptions of the a priori ranges in density contrast. Caution is called to the fact that, in this case, the reliability of the inferred

### Table 1

| Prior Type | Uniform | Jeffreys | Gaussian |
|------------|---------|----------|----------|
| $\zeta$-range | $l/R$ | $\tau_{AI}$ (s) | $l/R$ | $\tau_{AI}$ (s) | $l/R$ | $\tau_{AI}$ (s) |
| 1.2–10 | 0.36$^{+0.07}_{-0.15}$ | 142$^{+19.0}_{-19.8}$ | 0.35$^{+0.23}_{-0.12}$ | 142$^{+7.5}_{-16.7}$ | 4.99$^{+0.52}_{-0.53}$ | 0.26$^{+0.04}_{-0.04}$ | 152$^{+15.4}_{-16.2}$ |
| 1.2–15 | 0.26$^{+0.44}_{-0.09}$ | 149$^{+8.6}_{-19.0}$ | 0.31$^{+0.28}_{-0.12}$ | 144$^{+8.6}_{-18.6}$ | 4.95$^{+0.51}_{-0.51}$ | 0.26$^{+0.04}_{-0.04}$ | 152$^{+15.0}_{-15.4}$ |
| 1.2–20 | 0.22$^{+0.11}_{-0.05}$ | 153$^{+4.6}_{-17.3}$ | 0.30$^{+0.22}_{-0.10}$ | 147$^{+7.6}_{-18.9}$ | 4.99$^{+0.51}_{-0.50}$ | 0.25$^{+0.04}_{-0.04}$ | 151$^{+15.8}_{-16.2}$ |
| 1.2–30 | 0.21$^{+0.09}_{-0.05}$ | 155$^{+1.5}_{-19.6}$ | 0.30$^{+0.35}_{-0.12}$ | 146$^{+5.2}_{-21.0}$ | 4.97$^{+0.49}_{-0.52}$ | 0.25$^{+0.04}_{-0.03}$ | 152$^{+15.3}_{-15.4}$ |
| 1.2–40 | 0.19$^{+0.06}_{-0.04}$ | 157$^{+4.7}_{-16.8}$ | 0.28$^{+0.22}_{-0.09}$ | 146$^{+9.6}_{-17.7}$ | 4.99$^{+0.52}_{-0.52}$ | 0.25$^{+0.04}_{-0.04}$ | 152$^{+15.3}_{-15.9}$ |
| 1.2–50 | 0.19$^{+0.05}_{-0.03}$ | 159$^{+5.7}_{-18.5}$ | 0.25$^{+0.21}_{-0.08}$ | 150$^{+9.6}_{-23.5}$ | 4.98$^{+0.51}_{-0.51}$ | 0.26$^{+0.04}_{-0.04}$ | 151$^{+15.3}_{-15.3}$ |
| 1.2–60 | 0.19$^{+0.04}_{-0.03}$ | 160$^{+4.7}_{-17.4}$ | 0.24$^{+0.20}_{-0.08}$ | 151$^{+2.5}_{-20.5}$ | 5.05$^{+0.49}_{-0.51}$ | 0.25$^{+0.04}_{-0.04}$ | 151$^{+15.3}_{-14.8}$ |
| 1.2–100 | 0.19$^{+0.04}_{-0.03}$ | 161$^{+7.3}_{-17.6}$ | 0.25$^{+0.23}_{-0.08}$ | 155$^{+2.3}_{-22.2}$ | 4.98$^{+0.49}_{-0.48}$ | 0.26$^{+0.04}_{-0.04}$ | 151$^{+15.4}_{-14.9}$ |
parameters is entirely dependent on the reliability of the density contrast measurement.

Additional inversions under controlled conditions were performed for different combinations for the model coronal loop properties with, e.g., \( \xi = 2.5, 10, 15 \) and \( l/R = 0.5, 0.85 \). The obtained results do not change in a qualitative way those described above.

### 4.2. Coronal Loop Oscillations

Once the performance of our inversion method is evaluated, using synthetic data, we have applied the Bayesian inversion scheme to the 11 loop oscillation events analyzed in, e.g., Ofman & Aschwanden (2002), Goossens et al. (2002, 2008), Aschwanden et al. (2003), and Arregui & Asensio Ramos (2011). Table 2 displays the main oscillation properties for these events and the results from the application of analytic and Bayesian inversion techniques. Estimated values correspond to the median of the obtained distribution and errors are given at 68% confidence level.

| No. | \( P \) (s) | \( \tau_d \) (s) | \( P/\tau_d \) | Oscillation Properties | Analytic Inversion Results | Bayesian Inversion Results |
|-----|-------------|----------------|--------------|-----------------------|---------------------------|---------------------------|
|     |             |                |              | \( \tau_{AI} \) (s) | \( \tau_{AI} \) (s) | \( l/R \) | \( \tau_{AI} \) (s) | \( l/R \) | \( \xi \) |
| 1   | 261         | 870            | 0.30         | 145-177              | 161.5\( ^{+22.2}_{-21.9} \) | 0.36\( ^{+0.27}_{-0.13} \) | 169.4\( ^{+17.4}_{-16.9} \) | 0.30\( ^{+0.05}_{-0.04} \) | 4.99\( ^{+0.50}_{-0.50} \) |
| 2   | 265         | 300            | 0.88         | 163-182              | 169.9\( ^{+20.9}_{-21.4} \) | 0.92\( ^{+0.47}_{-0.25} \) | 167.1\( ^{+17.4}_{-16.9} \) | 1.01\( ^{+0.19}_{-0.16} \) | 3.76\( ^{+0.64}_{-0.61} \) |
| 3   | 316         | 500            | 0.63         | 189-217              | 199.4\( ^{+25.0}_{-24.5} \) | 0.76\( ^{+0.61}_{-0.28} \) | 196.8\( ^{+17.4}_{-16.9} \) | 0.79\( ^{+0.43}_{-0.19} \) | 3.51\( ^{+1.18}_{-1.42} \) |
| 4   | 277         | 400            | 0.69         | 168-189              | 176.2\( ^{+22.7}_{-22.2} \) | 0.73\( ^{+0.53}_{-0.28} \) | 167.2\( ^{+17.4}_{-16.9} \) | 1.04\( ^{+0.43}_{-0.19} \) | 2.56\( ^{+0.98}_{-0.69} \) |
| 5   | 272         | 849            | 0.32         | 151-187              | 173.2\( ^{+21.1}_{-21.4} \) | 0.34\( ^{+0.36}_{-0.11} \) | 159.7\( ^{+17.4}_{-16.9} \) | 0.56\( ^{+0.47}_{-0.17} \) | 2.18\( ^{+0.75}_{-0.62} \) |
| 6   | 522         | 1200           | 0.44         | 304-359              | 329.7\( ^{+43.8}_{-43.3} \) | 0.49\( ^{+0.39}_{-0.16} \) | 319.9\( ^{+17.4}_{-16.9} \) | 0.50\( ^{+0.25}_{-0.13} \) | 2.97\( ^{+0.94}_{-0.34} \) |
| 7   | 435         | 600            | 0.73         | 267-299              | 281.3\( ^{+33.4}_{-34.1} \) | 0.74\( ^{+0.41}_{-0.20} \) | 290.9\( ^{+17.4}_{-16.9} \) | 0.64\( ^{+0.11}_{-0.09} \) | 6.98\( ^{+1.05}_{-1.02} \) |
| 8   | 143         | 200            | 0.72         | 90-98                | 90.9\( ^{+12.0}_{-11.4} \) | 0.76\( ^{+0.53}_{-0.23} \) | 93.8\( ^{+17.4}_{-16.9} \) | 0.60\( ^{+0.11}_{-0.10} \) | 5.55\( ^{+0.94}_{-0.96} \) |
| 9   | 423         | 800            | 0.53         | 247-291              | 265.6\( ^{+32.3}_{-33.0} \) | 0.64\( ^{+0.68}_{-0.25} \) | 290.5\( ^{+17.4}_{-16.9} \) | 0.44\( ^{+0.07}_{-0.06} \) | 13.4\( ^{+3.50}_{-3.80} \) |
| 10  | 185         | 200            | 0.93         | 117-126              | 119.2\( ^{+14.8}_{-14.4} \) | 0.94\( ^{+0.48}_{-0.26} \) | 114.4\( ^{+17.4}_{-16.9} \) | 1.21\( ^{+0.24}_{-0.20} \) | 3.08\( ^{+0.43}_{-0.34} \) |
| 11  | 390         | 400            | 0.98         | 245-270              | 250.5\( ^{+29.6}_{-22.7} \) | 0.99\( ^{+0.54}_{-0.28} \) | 221.5\( ^{+17.4}_{-16.9} \) | 1.60\( ^{+0.17}_{-0.25} \) | 2.10\( ^{+0.29}_{-0.23} \) |

Table 2 first lists the analytically obtained intervals for internal Alfvén travel time computed using the corresponding expression for \( y = \tau_{AI}/P \) in expressions (2). This is all the information we can get from that inversion scheme, unless some additional assumption is made. Estimates for the Alfvén travel time using both Bayesian inversions, with Jeffreys and Gaussian priors in density contrast, fit very well within the analytically obtained intervals. These estimates are directly linked to the oscillation period, but in contrast to Nakariakov & Ofman (2001), the inversion now makes use of the information contained in both the period and the damping time. In addition, the Bayesian inversion enables us to compute error bars for this parameter, which are consistently calculated from the uncertainties on data. Error bars in the determination of the Alfvén travel time are found to be rather symmetric.

We next consider the determination of the transverse inhomogeneity length scale. Regardless of the prior type used in the inversion, our estimates for \( l/R \) are closely related to the observed damping rate, \( P/\tau_d \). Note that the larger this quantity, the stronger the damping by resonant absorption is and the larger the obtained inhomogeneity length scales are. Error bars in the determination of \( l/R \) are found to be rather asymmetric, with larger upper errors. The reason is that the posterior for \( l/R \) has a more elongated tail toward the right side of the maximum, because of the contribution of samples with low values of the density contrast (see the projection onto the \( [\xi, l/R] \)-plane in Figure 2(b)). The transverse inhomogeneity length scale is a quantity that is meant to capture the radial variation of the local Alfvén
frequency, which is unknown. Our modeling assumes a sinusoidal density variation. This being an assumption, it is not surprising that estimates for $l/R$ are subject to uncertainties. By comparing the estimates of $l/R$ obtained with Jeffreys and Gaussian priors, we find that the numerical estimate considerably differs in some cases, e.g., for loops 4, 5, 9, 10, and 11. When the error bars are taken into account they are rather compatible. More importantly, the concordance between damping ratio and inferred transverse inhomogeneity length scale holds in both cases, in such a way that an ordering of inhomogeneities can be established by just following an ordering of damping ratios.

For the analyzed loop oscillation events, Aschwanden et al. (2003) additionally provide estimates for the transverse inhomogeneity length scale, since the radius ($R$) and the skin depth ($l$) are measured (see their Table 2). These measurements lead to values of $l/R$ in between 0.75 and 0.96, which in view of the values displayed on our Table 2 would point to rather more transversely inhomogeneous loops, than those obtained from our inversions. Note that Aschwanden et al. (2003) have typical uncertainties of 20% (up to 50% in some cases) on their estimates of $l$.

Density contrasts in the last column basically recover the input mean and standard deviation taken from the data measured by Aschwanden et al. (2003) and incorporated in the Gaussian prior. Their value is in the fact that they enable us to collapse the inversion chain, as explained in Section 4.1, and more accurately determine the remaining two parameters, thus producing the smaller error bars in $l/R$, in comparison with the Jeffreys prior results. As mentioned above, the reliability of the Gaussian inversion, especially in the determination of the transverse inhomogeneity length scale, is entirely dependent on the reliability of the density contrast measurement. For this reason, it is reassuring that estimates of $l/R$ using both prior types—the less informative Jeffreys prior and the more informative Gaussian prior—result in similar values for most of the cases. On the other hand, because density measurements in the solar corona are challenging, we might consider that the inversion results using the less informative Jeffreys prior are more reliable that the ones that make use of uncertain information on density contrast. If that is the case, the differences in the determination of $l/R$ when comparing both Bayesian inversions could be ascribed to inaccurate density contrast measurement.

5. DISCUSSION AND CONCLUSIONS

We have applied a Bayesian parameter inversion technique to the determination of unknown physical parameters in transversely oscillating coronal loops. The model considers coronal loops as one-dimensional cylindrically symmetric density enhancements with a radial density variation. The forward problem reduces to an algebraic set of equations for two observables as a function of three parameters. An MCMC algorithm is used to sample the posterior probability distribution for the density contrast, the transverse inhomogeneity length scale, and the internal Alfvén travel time. We find that the latter two parameters can be very well determined, while the density contrast cannot in general be constrained.

Density contrast estimations are challenging in both observations and MHD seismology inversions. By using synthetic data to perform the inversion under controlled conditions, different prior information for the density contrast has been tested. A uniform prior distribution is unable to correctly infer the parameters of interest, unless some a priori information on density contrast is known, since it produces biased results when extended ranges are considered. On the other hand, a Jeffreys type prior is more appropriate to perform the inversion when information on densities is lacking or uncertain. If additional information on density contrast is available from observations, the three unknowns can be very well determined, by using a Gaussian prior centered on the observed density contrast value. The reliability of the inversion then depends on the reliability of the density contrast measurement.

The advantage of the proposed technique with respect to Nakariakov & Ofman (2001), Goossens et al. (2002), and Aschwanden et al. (2003) is that it uses the information contained in both the period and the damping rate of oscillating coronal loops. In addition it makes no assumption on the particular value of the unknown parameters. The advantage with respect to the analytic and numerical inversions by Arregui et al. (2007) and Goossens et al. (2008) is that, first, it enables us to constrain the transverse inhomogeneity length scale and the density contrast. Second, the method incorporates confidence levels and error bars consistently calculated from the uncertainties on observed wave properties. Bayesian inference gives a measure of degree of belief about a proposition (set of parameters) given some conditionals (observed data), once a probability model is set up. In that sense it is appropriate to perform inversions by making the fewest possible assumptions in the comparison to observations, as proposed by Arregui et al. (2007) and Goossens et al. (2008). Our study is based on a theoretical model that assumes the classic straight magnetic flux tube representation for coronal loops and resonant absorption as a damping mechanism. If any of these assumptions deviates from reality, then this will introduce errors into the inversion presented in this paper. For instance, De Moor & Pascoe (2009) have shown that the magnetic field strength inside a three-dimensional numerical coronal loop model may substantially differ from that inferred using classic seismology inversions in straight magnetic flux tubes.

The presented inversion technique can be applied to the determination of physical parameters in other magnetic and plasma structures of the solar atmosphere that display oscillatory dynamics. One example are transversely oscillating prominence threads, provided a large part of the magnetic flux tube is filled with dense plasma (see Soler et al. 2010). In this case, and because of the large density contrast typical of prominence plasmas, with internal densities two orders of magnitude larger than coronal densities, this parameter becomes irrelevant to the inversion process (Arregui & Ballester 2011). If we apply our algorithm to a case with $P = 3$ minutes and $\tau_A = 9$ minutes (with 10% error), by considering large density contrast limits in the prior information for this parameter, we find estimates of $l/R = 0.22^{+0.03}_{-0.03}$, $\tau_{AI} = 129^{+13.8}_{-13.1}$, in excellent agreement with the analytic inversion approximation of $l/R = 0.21$, $\tau_{AI} = 126.9$. Although it may seem that in this case, as in the coronal loop inversion with Gaussian prior information, a two-parameter two-observable problem seems to be fully constrained, we should be aware that we are dealing with incomplete information, because of uncertainties from measured quantities. The advantage of our method then lies in the consistent propagation of errors.

One of the most appealing applications of Bayes’ rule is model comparison, where the evidence in Equation (3) plays the fundamental role. Provided different damping mechanisms could be properly parameterized with similar physical model parameters and observables, a Bayesian model comparison could be performed in order to shed light on the still highly
debated mechanism that produces the damping of transverse oscillations in coronal structures.
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