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Abstract

Semantic segmentation models struggle to generalize in the presence of domain shift. In this paper, we introduce contrastive learning for feature alignment in cross-domain adaptation. We assemble both in-domain contrastive pairs and cross-domain contrastive pairs to learn discriminative features that align across domains. Based on the resulting well-aligned feature representations we introduce a label expansion approach that is able to discover samples from hard classes during the adaptation process to further boost performance. The proposed approach consistently outperforms state-of-the-art methods for domain adaptation. It achieves 60.2\% mIoU on the Cityscapes dataset when training on the synthetic GTA5 dataset together with unlabeled Cityscapes images.

1. Introduction

Semantic segmentation is the task of dense per-pixel classification of the content of an input image and is one of the fundamental problems of computer vision. Deep networks have achieved tremendous advances towards solving this problem when a large amount of labeled data is available. In the supervised training paradigm it is crucial that the labeled training data is sufficiently similar to the data that will be encountered in the target application. When this fundamental assumption is violated, heavy performance drops are frequently observed, rendering such models impractical for deployment in real-world applications. Unsupervised domain adaptation aims at mitigating these performance drops by augmenting existing labeled training data from a source domain with unlabeled images from the target domain.

The underlying issues resulting in a performance loss when switching domains are loosely summarized by the term domain shift. It includes apparent low-level difference between images that might be due to different camera setups or weather conditions. Several existing works apply style transfer networks with adversarial training \cite{li2019domain,li2019learning,saito2019adversarial,huang2018arbitrary} to align the low-level image statistics of the source and target domain in order to improve transfer. A second, more subtle, source of domain shift is the distribution of semantic content in the images. This issue includes, but is not limited to, a mismatch between the actual objects depicted in the source and the target domain. While it is apparent that a model cannot learn to segment an object if it was never encountered in the labeled source data, more subtle issues can lead to poor performance in the target domain. An example is Figs. 1 (a) and (b), where we show various traffic signs in two different domains. It is apparent that there is a strong class-specific domain shift that can not be mitigated by low-level style transfer alone.

An underlying assumption of many domain adaptation approaches is that training on different datasets (domains) will lead to different visual representations, even if the set...
of classification labels is the same. Thus, many works explicitly target the alignment of feature representations between domains. What makes this particularly challenging is the lack of labeled data for the target domain, and hence no directly available supervision for learning a representation in the target domain to begin with.

In this work, we introduce contrastive learning for unsupervised adaptation of semantic segmentation models across domains. We build both in-domain contrastive pairs (in the source and the target domain) as well as cross-domain contrastive pairs (from source to target domain) to improve feature alignment between domains while simultaneously ensuring a highly discriminative representation. We propose a student-teacher approach that iteratively updates a set of pseudo labels in the target domain, which allows us to draw corresponding samples from both domains. Contrastive learning allows us to naturally balance frequent easy classes and infrequent hard classes by controlling the sampling of contrastive pairs. We further propose a feature-based pseudo-label expansion strategy to discover more pixels that correspond to hard classes.

Our approach consistently outperforms the state of the art for domain adaptation across multiple datasets. It achieves 60.2% mIoU on the Cityscapes validation set when trained on the synthetic GTA5 dataset [36] together with unlabeled Cityscapes training images. We observe a state-of-the-art 56.5% mIoU when leveraging the synthetic SYNTHIA dataset [37] in the same setting. Our experiments show that our approach significantly improves performance particularly on hard classes that have few labeled pixels in the source data or that potentially undergo a strong domain shift between source and target domain.

2. Related Work

Adversarial training. In an adversarial setup, a discriminator is trained to distinguish images [13, 14, 20, 21, 68], intermediate representations [11, 13, 46, 51], or predicted labels [42, 43] from different domains. The discriminator then provides a supervisory signal for aligning the distributions of its inputs and thus the different domains. For more fine-grained supervision, one line of work trained the discriminator to additionally distinguish individual classes [11, 46]. To leverage local spatial invariances, ROAD aligns fixed image regions [12], and Tsai et al.’s work predicts patches mined from the source domain [43]. SIM aligns the feature representation from stuff and things of the target domain to specific samples in the source domain [51]. ADVENT finds that the entropy of predictions is higher on the target domain and introduces an entropy minimization loss [45]. This can lead to exploding gradients for confident predictions, which can be addressed via a maximum square loss [7]. CrDoCo trains separate networks in the task domains and leverages a cross-domain consistency [13].

Kim et al. [33] apply random styles using style transfer to learn a texture-invariant representation [24]. Yang et al. propose to reconstruct images from inferred label maps [56], FDA transfers low-frequency image components [60] and PCEDA introduces a phase-consistency loss to retain semantic content [59]. DIS allows for domain-specific, non-transferable features [5] and CSCL learns non-transferable content via reinforcement learning [17]. Zhang et al. propose several domain-invariant regularizers to improve the consistency of predictions [64]. Yang et al. introduce an attention mechanism to learn transferable contextual relations across domains [57].

Self-training. CBST introduced self-training for domain adaptation [39] to semantic segmentation [70]. State-of-the-art self-training relies on pseudo labels for the target domain, which are generated by earlier versions (a teacher) of the network (the student) being trained. To balance the selection of samples to harder cases in pseudo labels, adaptive thresholds are commonly used for classes [2, 38] or even instances [32]. The predicted label distributions are frequently sharpened during training [3]. Subhani and Ali propose to leverage the expected consistency of predictions across scales to generate pseudo labels [38]. SAC extends this idea to a broader range of image transformations [2], and TGCF-DA as well as BiSIDA to different stylizations [14, 47]. Another line of work leverages spatially related samples [22, 28]. IAST smooths pseudo labels in high-confidence regions and sharpens them for low-confidence regions [32]. Zheng and Yang exploit auxiliary classifiers to obtain a confidence measure for the pseudo labels [67]. ProDA weights pseudo labels by their distance to prototypical features to reduce the influence of outliers [61]. Ma et al. propose a triplet loss to align average feature representations for different categories [29]. While we also aim to align feature representations, we formulate the alignment as a more powerful contrastive objective.

Contrastive training. After impressive performance demonstrations for image classification [8–10, 18], contrastive representation learning has found its way to semantic segmentation as an alternative to the ubiquitous pre-training on ImageNet [63, 66] as well as a supporting training objective [52]. A number of recent works have adapted the contrastive learning framework to semantic segmentation, but restricted the sampling of positive correspondences to the same image [4, 6, 44, 49, 54, 55, 69].

Wang et al. exploited ground truth labels to construct contrastive pairs for fully supervised semantic segmentation [48], SSC retains high-quality features to build contrastive pairs in a semi-supervised setting [1]. For domain adaptation, Liu et al. [26] identify patches to pair via simplified spatial pyramid matching. ASSUDA uses a contrastive loss to minimize the distance of predictions to adversarial samples [58].
Masden et al. construct contrastive pairs from mean feature representations in the source and target domain to features averaged over target images [30]. Our work employs three complementary strategies for sampling contrastive pairs, which exploit supervision in the source domain, compress feature representations, and align them across domains.

3. Overview

Our approach consists of a pre-training stage (as illustrated in Fig. 3) and a self-training stage (Fig. 2).

We pre-train our segmentation network in the pre-training stage (Sec. 4), and the pre-trained network is then used to initialize the teacher and student networks in the self-training stage (Sec. 5). Here, the teacher network generates pseudo labels as supervision for the student network. The student network is trained via a standard cross-entropy loss for direct supervision and a novel contrastive training objective (Sec. 5.2). Furthermore, we propose a label expansion mechanism (Sec. 5.3) to extend the set of samples for which pseudo labels are generated.

4. Pre-training

Before training, we first translate images from the source domain to the style of the target domain via an off-the-shelf image-to-image translation network [21]. This translation step helps bootstrapping our method as it reduces the visual difference between domains. Note that we only apply the translation during pre-training and later operate directly on unmodified images from the source domain, which we augment for robustness. Figure 3 illustrates the pre-training phase. We start by training a semantic segmentation network via direct supervision on the translated images and source domain labels. Training the network on the source domain with direct supervision serves as a strong initialization. Since the images have been translated to the target domain, the initially learned visual representations are already partially aligned with the target domain. Next, we train the network solely on the target domain with a contrastive objective. The same objective is used for both pre-training and self-training. We defer a detailed discussion to Section 5.2.

After adapting the visual representations, we fine-tune the network again on translated images of the source domain and ground truth labels. For this, we fix the backbone network and train only the segmentation head with a reduced learning rate of 0.001 for 5 epochs.

5. Self-training

Following the self-training paradigm [40], we employ a teacher network for generating pseudo labels. The teacher network is initialized with the same weights as the student network. While we update the weights of the student network in every training iteration, the weights of the teacher network are only updated every 200 iterations by copying from the student network.
Do we need the circles?

Figure 4. Visualization of representation compression and alignment. We visualize the learned feature space for a subset of classes from the source (GTA5) and target (Cityscapes) domains with UMAP [31]. a) Without any contrastive objective, representations for individual classes overlap. b) Applying a contrastive objective within domains leads to more discriminative representations for individual classes, but representations are misaligned between domains. c) Adding a cross-domain contrastive objective aligns the classes from different domains while keeping the representation discriminative.

5.1. Pseudo label generation

To generate pseudo labels for images from the target domain, we randomly sample 713 × 713 crops (without augmentation) from these images and pass them through the teacher network. The same crop is augmented before it is ingested by the student network (see Sec. 5.4). As typical for semantic segmentation networks, our teacher network predicts class probabilities. As in prior work, we take the most confident prediction per pixel as pseudo label and employ the output probability as confidence measure [29, 61]. We follow Ma et al. [29] and ignore predictions below an adaptively computed, class-dependent confidence threshold (detailed in the supplement). To increase the robustness of the generated pseudo labels, we apply the teacher network at multiple scales (0.5, 0.75, 1.0, 1.25, 1.5, 1.75) and average predictions over scales. Besides supervising the student network with the pseudo labels directly via a cross-entropy loss, we further use them to formulate a contrastive objective.

5.2. Contrastive objective

Contrastive learning aims to learn a representation space in which similar entities cluster closely together, while simultaneously pushing apart dissimilar entities [8, 10, 18]. Importantly, the notion of what constitutes similarity between entities is entirely defined by data and can be steered by an appropriate selection of similar (positive) pairs of samples together with dissimilar (negative) pairs.

We follow SimCLR [8] and add a 2-layer MLP head to our student network to learn a 128-dimensional latent feature representation \( f \) per pixel. We leverage the contrastive loss proposed by SupContrast [23]:

$$
\mathcal{L}_{c}((v, v^+)) = - \log \frac{\exp(\frac{v \cdot v^+}{\tau})}{\sum_{v^-} \exp(\frac{v \cdot v^-}{\tau})},
\tag{1}
$$

which maximizes similarity between positive feature pairs \((v/v^+, i.e. \text{of the same class})\), and minimizes it between negative pairs \((v/v^-, i.e. \text{of different classes})\). We set the temperature \( \tau = 0.07 \) in our experiments.

We employ three different strategies to assemble contrastive pairs. First, as ground truth labels are available in the source domain, we exploit this knowledge to sample positive and negative pairs in the source domain, as proposed for supervised segmentation [48]. Second, we construct class-dependent feature prototypes \( f_c \) for each domain to compress the learned representations. Third, we leverage the prototypes to further align source and target domain.

A prototype for a class \( c \) is assembled as a weighted average of features:

$$
\bar{f}_c = \frac{1}{\sum_{f \in F_c} \omega(f, c)} \sum_{f \in F_c} \omega(f, c) \cdot f,
\tag{2}
$$

where \( F_c \) is a set of admissible features \( f \). We weight the contribution of individual features by \( \omega(f, c) \), which is the softmax probability of the respective pixel as provided by the

Figure 5. We employ different sampling strategies for obtaining corresponding contrastive pairs. Starting from a sampled anchor feature, we match class prototypes within domain to compress representations (a), and across domains to align them (b). Figure 4 illustrates the effect on the representations learned.
teacher network. For computing prototypes on the images of the source domain, we do not need to resort to the teacher network as ground truth is available, and we simply set \( \omega(f, c) := 1 \). The set \( F_c \) contains all feature vectors for which weights exceed a class-dependent threshold \( \tau_c \):

\[
F_c = \{ f \mid c = \arg \max_c \omega(f, c) \land \omega(f, c) > \tau_c \}. \tag{3}
\]

We build the prototypes for each mini-batch during training.

To compress feature representations with the prototypes in our contrastive objective, we sample anchor features \( v \) and pair them with respective class prototypes from the same domain – we create positive pairs with the class prototype \( f_c \) of the corresponding class and negative pairs with other prototypes. This is visualized in Figure 5 (a), and the effect on the learned feature representations can be seen in Figure 4 (b). Our class-dependent prototypes resemble the category-centers in the regularization approach of Ma et al. [29]. Different from their work, however, we incorporate the prototypes into a contrastive framework, where we use them to align learned representations across domains explicitly.

To enforce alignment of feature representations across domains, we further pair anchors from the source domain with the corresponding class prototypes from the target domain, see Figure 5 (b). This has the effect of pulling the representations learned for specific classes on images from different features together and can be observed in the learned representations in Figure 4 (c).

### 5.3. Pseudo label expansion

A common issue in self-training is the generation of reliable pseudo labels for a diverse set of samples. As the teacher network represents an earlier or ensembled version of the student network, it inherits the student network’s classification capabilities. It typically classifies easy examples with high confidence, but hard examples, which would be informative for training, only with low confidence. To extend the set of pseudo-labeled examples we could simply lower the confidence threshold, but this inevitably increases the number of mislabeled training examples, which in turn reduces accuracy.

A possible cause for hard examples is a missing clear correspondence between source and target domain [5, 17]. We show an example for adapting traffic signs from GTA 5 to Cityscapes in Figure 1. While traffic signs are present in both domains, they typically belong to a set of hard classes, which are misclassified to a large extent. Prior work attributed this to a smaller pixel footprint in the dataset [7], but we empirically found that even after adjusting for this, traffic signs keep getting misclassified. We hypothesize that the underlying reason is a limited diversity in the source domain paired with a high diversity in the target domain.

To mitigate this discrepancy, we propose a pseudo label expansion mechanism. Intuitively, we want to find more samples of hard-to-label classes to which we can assign a label reliably. For this, we take inspiration from the class-dependent prototypes from Sec. 5.2 (from here on termed contrastive prototypes to avoid confusion), and compute prototypes from features of the teacher network here, which we term pseudo-label prototypes.

As with the contrastive prototypes, we assemble pseudo-label prototypes from features extracted at the penultimate network layer. To increase robustness, we accumulate the features from which we compute the prototypes over 200 training iterations, instead of a single mini-batch as with the contrastive ones. Starting from an input image of the target domain (see Fig. 6 (a)), we obtain an initial pseudo label map (Fig. 6 (b)). We treat the softmax probabilities of the network as a measure of confidence and retain only labels for which they exceed a class-dependent threshold (Fig. 6 (c)). For simplicity, we use the same adaptive mechanism [29] as for the contrastive prototypes. We assign pseudo labels to remaining low-confidence predictions. To that end, we match each low-confidence feature with the closest pseudo-label prototype and assign the respective label. If there exists no suitable pseudo-label prototype within a maximal distance, we do not assign a label. For details on the distance computation we refer to the supplementary material.
As shown in Figure 6 (d), our pseudo label expansion is able to correct mispredictions of “hard samples”, typically belonging to classes with few training samples and a considerable difference in diversity between source and target domain. This is further confirmed in the quantitative evaluation we conduct in Section 6.

5.4. Training & implementation details

Augmentations. To learn robust features and improve generalization, we augment the images fed to the student network. Specifically, we apply random color transformations, random scaling and rotations, as well as CutOut [16]. Geometric transformations are accordingly applied to the pseudo label maps to ensure correspondence between image content and labels. For more details we refer to the supplemental material.

Contrastive pairs. For each mini-batch, we use ground truth and pseudo labels to sample $K$ features per class in each domain. These features represent anchors $v$. To build contrastive correspondences $v^+/\sim$ for these anchors, we employ a momentum strategy [18] and store the $K$ most recent feature embeddings per class at the pixel and prototype level. We use $K = 1000$ in our experiments. Finally, $(v, v^+) \sim$ from the same category are used as the positive pairs. All samples $v^-$ from other categories are used to build the negative pairs $(v, v^-)$. Sampling the same number of contrastive pairs per class mitigates the effect of an unbalanced distribution of samples per class. Note that even if no samples of a particular class are available as anchors in a mini-batch, samples of that class may still participate in the contrastive loss through the momentum strategy applied to the pixel-level and prototype-level embeddings.

Loss. We train our method with a cross-entropy loss and a contrastive loss. The cross-entropy is applied for direct supervision of the network per pixel:

$$L_{cls} = L_{CE}(s, y_s) + \lambda L_{CE}(t, \hat{y}_t),$$

where $y$ is a ground truth label from the source domain, \(\hat{y}\) a pseudo label, and $s/t$ are the source or target domain predictions by the student network. A weight $\lambda = 0.1$, applied to samples from the target domain, accounts for imperfect supervision from pseudo labels.

The in-domain and cross-domain contrastive objectives are based on the contrastive loss of Eq.(1). The in-domain contrastive losses are given by:

$$L_{in} = L_{ctr}(s, s^+) + L_{ctr}(t, t^+),$$

where $(s, s^+)$ are contrastive pairs from the source domain and $(t, t^+)$ are the contrastive pairs from the target domain. Note that $s^+$ can be either a pixel representation or class prototype. $t^+$ represents the class prototypes in the target domain.

The cross-domain contrastive loss is given by:

$$L_{cross} = L_{ctr}(s, t^+),$$

where $s$ are the pixels from the source domain and $t^+$ are the class prototypes computed on the target domain.

The final training loss is given by:

$$L = L_{cls} + \alpha (L_{in} + L_{cross}).$$

We set $\alpha = 0.1$ in all experiments.

Training details. All experiments were conducted on 8 24GB GPUs with 2 samples per GPU. We use momentum of 0.9 and weight decay of 1e-4 for training. All other training settings are the same as [65] (detailed in the supplement). We start with an initial learning rate of 0.01 for pre-training on the source domain. In the self-training phase, we train for 25K iterations and the learning rate starts at 1e-3.

6. Experiments

We follow the evaluation protocol that was proposed in [29, 62] and evaluate our method with source domain datasets GTA5 [36] and SYNTHIA [37], and with target domain datasets Cityscapes [15] and Mapillary Vistas [34] (Vistas in the supplement). The GTA5 dataset shares 19 common classes with Cityscapes and we ignore classes that are not shared during training. SYNTHIA shares 16 classes with Cityscapes. Some existing works only train and test on a 13-class subset of SYNTHIA, or train two separate models on the subset and on the full set. Here we follow the practice introduced in [35, 46] and train a model on the full label set and test it on both settings (13 & 16 classes). We use the training set (ignoring the labels) from the respective target domain to perform unsupervised adaptation for all experiments. We report results in terms of per-class Intersection over Union (IoU) as well as the mean IoU (mIoU) over all classes on the respective validation sets.

Comparisons to existing work. Tab. 1 and Fig. 7 show the results when adapting from GTA5 to Cityscapes. Our approach outperforms existing work by a large margin in this experiment. It shows a mIoU of 60.2% and achieves the highest IoU on 7 out of 19 classes. 6 of these classes are what can be considered “hard classes” (pole, traffic light, person, rider, motorcycle, and bicycle) due to their small footprint in the dataset or because of large per-class domain shift. The performance improvement of our method mostly comes from these challenging classes. Table 2 shows a similar experiment where we adapt from a different source domain (SYNTHIA) to Cityscapes. Our method again achieves state-of-the-art results with an mIoU of 56.5% and 63.1% for 16 and 13 classes, respectively. We again see a strong performance increase on hard classes, such as wall,
We show the influence of different components. Ablation.

Again, our method consistently outperforms prior work. (Table 1. Comparison to prior work on GTA5)

| # | method | road | sidewalk | building | wall | fence | pole | light | sign | vegetation | sky | person | traffic | car | truck | bus | train | mIoU | mIoU* |
|---|--------|------|----------|----------|-----|-------|------|-------|-----|------------|-----|--------|---------|----|-------|-----|-------|-----|-------|
| 1 | ProDA [61] | 89.7 | 44.8 | 86.4 | 44.2 | 30.6 | 41.4 | 51.7 | 27.9 | 73.7 | 42.2 | 25.7 | 45.3 | - | 51.4 | | 48.9 |
| 2 | Coarse-to-fine [29] | 92.5 | 58.3 | 86.5 | 27.4 | 38.1 | 46.7 | 42.5 | 85.4 | 38.4 | 91.8 | 64.4 | 37.0 | 87.8 | 52.4 | | 56.1 |
| 3 | BAPA-Net [27] | 94.4 | 61.0 | 88.0 | 26.8 | 39.3 | 46.1 | 55.3 | 87.8 | 46.1 | 89.4 | 68.8 | 40.0 | 90.2 | 60.4 | 59.0 | 0.0 | 45.1 | 54.2 | 57.4 |
| 4 | ProDA [61] | 87.8 | 56.0 | 79.7 | 46.3 | 44.8 | 45.6 | 53.5 | 55.3 | 88.6 | 45.2 | 82.1 | 70.7 | 39.2 | 88.8 | 45.5 | 59.4 | 1.0 | 48.9 | 56.4 | 57.5 |

Ours | 92.6 | 59.1 | 88.5 | 43.8 | 40.5 | 52.9 | 56.4 | 51.1 | 81.9 | 43.2 | 85.9 | 54.6 | 44.6 | 41.7 | 59.0 | 56.1 | | 51.6 | 61.8 | 60.2 |

Table 1. Comparison to prior work on GTA5→Cityscapes. All methods use a DeepLabV2 (ResNet101) backbone, except Coarse-to-fine [29] and RPT [64], which use DeepLabV3 (ResNet-101) and FCN (ResNet-101) respectively.

fence, and motorcycle. Finally, we show a comparison to recent state-of-the-art methods on adaptation to a different target domain (GTA5 to Mapillary Vistas) in the supplement. Again, our method consistently outperforms prior work.

Ablation. We show the influence of different components of our approach on the GTA5 to Cityscapes adaptation task in Table 3. For the pre-training step, both style transfer (transfer) and contrastive learning (pre-training) provide large performance improvements. These components alone improve the baseline from 37.6% to 50.1%. Contrastive learning further improves the mIoU from 50.1% to 57.9%. Our approach without label expansion already outperforms all existing works. Enabling label expansion leads to an additional performance boost of more than 2.3%. Our ablation also shows that the label expansion step strongly benefits from contrastive learning, as contrastive learning yields more high confidence predictions particularly for hard classes (Table 4). When we use label expansion without the contrastive feature alignment, we see a moderate improvement of 1.8% compared to the relatively weak baseline that shows 50.1% mIoU. When using label expansion together with contrastive feature alignment, we see an improvement from 57.9% to 60.2%. That is, we see a larger improvement over a significantly stronger baseline. We also evaluate our method with different network backbones and provide additional ablations of various hyperparameters in the supplementary material.

| condition | transfer | pre-training | contrast | label expansion | mIoU |
|-----------|----------|--------------|----------|-----------------|-----|
| 1 | √ | | | | 37.6 |
| 2 | √ | | | | 48.7 |
| 3 | | | | | 50.1 |
| 4 | | | | | 51.9 |
| 5 | | | | | 57.5 |
| 6 | | | | | 57.9 |
| 7 | | | | | 60.2 |

Table 3. Ablation study on GTA5→Cityscapes. We find that all of our contributions improve model performance and our full model (#7) performs best. Interestingly, label expansion is boosted through a contrastive objective (compare #3 → #4 vs. #6 → #7).

Effect of contrastive learning. The effect of contrastive learning on feature alignment across domains is shown in Figure 4. We visualize the learned feature space of a
subset of classes from the GTA5 and Cityscape domains using UMAP [31]. The in-domain contrastive learning concentrates samples close to their category centers while pushing the category centers apart. This leads to a well separated feature space for every class inside the respective domain. However, when applying the same feature extractor to a different domain, we observe that this separation is lost. By adding cross-domain contrastive learning the differences between domains can be mitigated, by aligning the features that correspond to individual classes across domains.

**Effect of label expansion.** As illustrated qualitatively in Figure 6, label expansion increases the number of pixels with valid pseudo-labels from hard classes (see the traffic sign and the bicycle highlighted in Figure 6 (d)). This additional data positively affects learning and boosts final mIoU from 57.9% to 60.2% in our GTA5→Cityscapes experiment (see Table 3). It particularly improves results on hard classes. As shown in Table 4, *traffic light, sign, and bicycle* are improved by more than 10% whereas *motorcycle and train* are improved by 20~30% when compared to the baseline without label expansion.
Table 4. Improvements over “hard classes” after implementing the pseudo label expansion.

7. Conclusion

We introduced contrastive learning for unsupervised domain adaptation in semantic segmentation. We leverage both in-domain contrastive samples as well as cross-domain contrastive samples that bridge the source and target domains. Our approach achieves robust class-based feature alignment to facilitate domain adaptation. Our framework is based on a student-teacher architecture that generates pseudo-labels, which guide the selection of contrastive pairs. We introduced a label expansion strategy to discover reliable pixels from particularly hard classes. Our method achieves state-of-the-art domain adaptation results for a variety of source and target domains. It significantly improves results for hard classes where only a few pixels are available in the source domain or ones that are affected by strong class-specific domain shift between the domains.

A. Implementation details

Confidence thresholds for generating pseudo labels. To determine a suitable confidence threshold for considering predictions by the teacher network as pseudo labels, we define class-dependent confidence thresholds $\tau_c$. We set $\tau_c = \min(\tau_0, \tau_p)$, where $\tau_0 = 0.9$, and $\tau_p$ represents the confidence level for which the top 10% of predictions per class and batch by the teacher network are considered confident predictions.

Augmentation. Table 5 lists the hyperparameters for the augmentations we use for generating input views.

Table 7. Controlled experiment assessing the effect of hyperparameters. We vary the hyperparameters $\lambda$ and $\alpha$, which balance factors of the training objective, and the initial threshold $\tau_0$ for pseudo label generation. In Table 7, we use different values for the loss function and different thresholds to select the pseudo labels. The results are slightly worse than the default setting.

B. Additional experiments

B.1. Comparison to prior work

In addition to the comparisons in the main paper, we further evaluate on the Mapillary Vistas dataset [34]. In contrast to Cityscapes, Vistas consists of 18k training images captured by a broad range of cameras and in a more diverse set of locations. The label set of Mapillary Vistas differs from the label set of other datasets used in our experiment. Hence, we map the 65 classes of Vistas to the 19 classes of Cityscapes, following the evaluation protocol of He et al. [19]. We compare against a number of challenging baselines in Table 6, including ProDA, which represents the current state-of-the-art for domain adaptation [61]. Again, our method consistently outperforms prior work.

Table 6. Comparison to prior work on GTA5 $\rightarrow$ Mapillary [34]. All methods use DeepLabV2 (ResNet101).

B.2. Controlled experiments

Table 7. Controlled experiment assessing the effect of hyperparameters. We vary the hyperparameters $\lambda$ and $\alpha$, which balance factors of the training objective, and the base threshold $\tau_0$ used for extracting confident predictions from the teacher network. “−” means default settings.

Effect of hyperparameters. We further test the sensitivity of the balance weights in the loss function. We analyze the impact of parameters including the balance weights $\lambda$ and $\alpha$ in the loss function, and the initial threshold $\tau_0$ for pseudo label generation. In Table 7, we use different values for the loss function and different thresholds to select the pseudo labels. The results are slightly worse than the default setting.
we unit-normalize the feature representations for each with the same or stronger backbones in Table 8. In all with different network backbones and compare to baselines when using different hyper parameters. We find that the (middle), and for our method in Figure 4 (right). We observe (Ours (PSPNet) and Ours vs. Coarse-to-fine)).

| Method           | Network   | Backbone    | mIoU  |
|------------------|-----------|-------------|-------|
| Ours             | PSPNet    | ResNet-50   | 57.8  |
| Coarse-to-fine   | DeepLabV3 | ResNet 101  | 56.1  |
| Ours             | DeepLabV3 | ResNet-50   | 58.4  |
| ProDA [61]       | DeepLabV2 | ResNet-101  | 57.5  |
| Ours             | DeepLabV2 | ResNet-101  | 60.2  |

Table 8. Comparison of different architectures on GTA5→Cityscapes.

when using different hyper parameters. We find that the method is not very sensitive to these user defined parameters.

**Effect of network architecture.** We evaluate our method with different network backbones and compare to baselines with the same or stronger backbones in Table 8. In all conditions our work outperforms the prior work, even if our method is only trained with a weaker ResNet-50 backbone (Ours (PSPNet) and Ours vs. Coarse-to-fine)).

C. Analysis of learned representations

We analyze the alignment of class prototypes across domains for adapting GTA to Cityscapes. To that end, we unit-normalize the feature representations for each prototype and compute $L_2$-distances between respective class prototypes across domains. We compute these for learned representations without any domain adaptations in Figure 8 (left), for the state-of-the-art ProDA [61] in Figure 8 (middle), and for our method in Figure 4 (right). We observe that the distances between prototypes across domains are consistently smaller for our method, which indicates that our learned feature representations are better aligned across domains. This is confirmed in our quantitative evaluations.
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