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Abstract. We study the following combinatorial problem. Given a set of n y-monotone curves, which we call wires, a tangle determines the order of the wires on a number of horizontal layers such that any two consecutive layers differ only in swaps of neighboring wires. Given a multiset L of swaps (that is, unordered pairs of wires) and an initial order of the wires, a tangle realizes L if each pair of wires changes its order exactly as many times as specified by L. Deciding whether a given multiset of swaps admits a realizing tangle is known to be NP-hard [Yamanaka et al., CCCG 2018]. We prove that this problem remains NP-hard if every pair of wires swaps only a constant number of times. On the positive side, we improve the runtime of a previous exponential-time algorithm. We also show that the problem is in NP and fixed-parameter tractable with respect to the number of wires.
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1 Introduction

This paper concerns the visualization of chaotic attractors, which occur in (chaotic) dynamic systems. Such systems are considered in physics, celestial mechanics, electronics, fractals theory, chemistry, biology, genetics, and population dynamics; see, for instance, [4], [13], and [6, p. 191]. Birman and Williams [3] were the first to mention tangles as a way to describe the topological structure of chaotic attractors. They investigated how the orbits of attractors are knotted. Later Mindlin et al. [9] characterized attractors using integer matrices that contain numbers of swaps between the orbits.

Olszewski et al. [10] studied the problem of visualizing chaotic attractors. Using \([n]\) as shorthand for \(\{1,2,\ldots,n\}\), define two permutations \(\sigma\) and \(\tau\) of \([n]\) to be adjacent if they differ only in transposing neighboring elements, that is, for every \(i \in [n]\), \(\sigma(i) \in \{\tau(i)\} \cup \{\tau(i-1) \mid i > 1\} \cup \{\tau(i+1) \mid i < n\}\). For two adjacent permutations \(\sigma\) and \(\tau\), let \(\text{diff}(\sigma, \tau) = \{\sigma(i), \sigma(i+1)\} \mid i \in [n-1] \land \sigma(i) = \tau(i+1) \land \sigma(i+1) = \tau(i)\}\) be the set of neighboring transpositions.
in which $\sigma$ and $\tau'$ differ. Given a set of $y$-monotone curves called wires that hang off a horizontal line in a prescribed order $\pi_0$, and a multiset $L$ (called list) of unordered pairs of wires (called swaps), the problem consists in finding a tangle realizing $L$, i.e., a sequence $\pi_0, \pi_1, \ldots, \pi_h$ of permutations of the wires such that (i) consecutive permutations are adjacent and (ii) $L = \bigcup_{i=0}^{h-1} \text{diff}(\pi_i, \pi_{i+1})$.

For example, the list $L$ in Fig. 1 admits a tangle realizing it. We call such a list feasible. The list $L' = L \cup \{(1, 2)\}$, in contrast, is not feasible. Note that, if the start permutation $\pi_0$ is not given explicitly, we assume that $\pi_0 = \text{id} = \langle 1, 2, \ldots, n \rangle$. In Fig. 2, the list $L_a$ is feasible; it is specified by an $(n \times n)$-matrix. The gray horizontal bars correspond to the permutations (or layers).

Olszewski et al. gave an exponential-time algorithm for minimizing the height of a tangle, that is, the number of layers. They tested their algorithm on a benchmark set, which showed that instances with up to 18 swaps can be solved within seconds, but instances with more than 22 swaps can take several hours.

We [5] showed, by reduction from 3-PARTITION, that tangle-height minimization is NP-hard. We also presented two (exponential-time) algorithms, one for the general problem and one for simple lists, that is, lists where each swap occurs at most once. Using an extended benchmark set, we showed that in almost all cases our algorithm for the general problem is faster and more memory-efficient than the algorithm of Olszewski et al.

In an independent line of research, Yamanaka et al. [16] showed that the problem ladder-lottery realization is NP-hard. As it turns out, this problem is equivalent to deciding the feasibility of a list.

Sado and Igarashi [11] used the same optimization criterion for tangles in the setting where only the beginning and final permutation are given (but they can choose the swaps performed to get there). They used odd-even sort, a parallel variant of bubble sort, to compute tangles with at most one layer more than the minimum in $O(n^2)$ time. Wang [15] showed that there is always a height-optimal tangle where no swap occurs more than once. Bereg et al. [1,2] considered a similar problem. Given a final permutation, they showed how to minimize the number of bends or moves (which are maximal “diagonal” segments of the wires).

### Notation and Conjecture.

For $n$ wires, a list $L = (l_{ij})$ of order $n$ is a symmetric $n \times n$ matrix with entries in $\mathbb{N}_0$ and zero diagonal. Let $|L| = \sum_{i<j} l_{ij}$ be the length of $L$. A list $L' = (l'_{ij})$ is a sublist of $L$ if $l'_{ij} \leq l_{ij}$ for each $i, j \in [n]$. If there is a pair $i, j \in [n]$ such that $l'_{ij} < l_{ij}$, then $L'$ is a strict sublist of $L$. A list is $0\cdot2$ if all entries are zeros or twos; it is even (odd) if all non-zero entries are even (odd).
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For a list to be feasible, it also has to fulfill the following property. We say that a list is consistent if the final positions of all wires form a permutation of \([n]\). For a wire \(i\), its final position is its initial position (namely, \(i\)) minus one for each wire on its left that it swaps an odd number of times, plus one for each wire on its right that it swaps an odd number of times. We have shown that consistency is sufficient for the feasibility of odd lists [5]. Clearly, an even list is always consistent as, for any tangle realizing an even list, the initial permutation equals the final permutation.

For any list to be feasible, each triple of wires \(i < j < k\) requires an \(i-j\) or a \(j-k\) swap if there is an \(i-k\) swap—otherwise wires \(i\) and \(k\) would be separated by wire \(j\) in any tangle. We call a list fulfilling this property non-separable. It is natural to ask whether this necessary condition is also sufficient. For odd lists, non-separability is implied by consistency (because consistency is sufficient for feasibility [5]). Although the NP-hardness reduction from Section 3 shows that a non-separable list can fail to be feasible even when it is consistent. For even lists, the following question remains.

Conjecture 1 ([5]). Every non-separable even list is feasible.

In order to understood the structure of feasible lists better, we consider the following relation between them. Let \(L = (l_{ij})\) be a feasible list. Consider the list \(L'\) that is identical to \(L\) except that it has two additional \(i-j\) swaps. We claim that if \(l_{ij} > 0\) then the list \(L'\) is also feasible. Note that any tangle \(T\) that realizes \(L\) has a permutation \(\pi\) that supports the \(i-j\) swap. Directly after \(\pi\), we can insert two \(i-j\) swaps into \(T\). This yields a tangle that realizes \(L'\). Given two lists \(L = (l_{ij})\) and \(L' = (l'_{ij})\), we write \(L \rightarrow L'\) if the list \(L\) can be extended to the list \(L'\) via the above operation.

For a list \(L = (l_{ij})\), let \(1(L) = (l_{ij} \mod 2)\) and let \(2(L) = (l''_{ij})\) with \(l''_{ij} = 0\) if \(l_{ij} = 0\), \(l''_{ij} = 1\) if \(l_{ij}\) is odd, and \(l''_{ij} = 2\) otherwise. We call \(2(L)\) the type of \(L\). Clearly, \(L' \rightarrow L\) if and only if \(2(L') = 2(L)\) and \(l''_{ij} \leq l_{ij}\) for each \(i, j \in [n]\).
A feasible list $L_{\min}$ is minimal if there exists no feasible list $L^*$ such that $L^* \rightarrow L_{\min}$. Thus a list $L$ is feasible, if and only if there exists a minimal feasible list $L_{\min}$ of type 2($L$) such that $L_{\min} \rightarrow L$.

For a tangle $T$, let $L(T) = (l_{ij})$ be the symmetric $n \times n$ matrix with zero diagonal, where $l_{ij}$ is the number of $i$–$j$ swaps in $T$. Note that $T$ realizes $L(T)$.

Our Contribution. We call the problem of testing the feasibility of a given list List-Feasibility. As mentioned above, Yamanaka et al. [16] showed that this problem is NP-hard. However, in their reduction, for some swaps the number of occurrences is linear in the number of wires. We strengthen their result by showing that List-Feasibility is NP-hard even if all swaps have constant multiplicity; see Section 3. Our reduction uses a variant of Not-All-Equal 3-SAT (whereas Yamanaka et al. used 1-in-3 3SAT).

We start the paper, however, by studying exact algorithms for the List-Feasibility problem; see Section 2. We present an exponential-time algorithm with runtime $O((2|L|/n^2 + 1)^{n^2/2} \cdot n^3 \log |L|)$, where $L$ is the given list of order $n$. The runtime is expressed in terms of the logarithmic cost model of computation. This improves our previous algorithm [5] (which actually computes a tangle of minimum height, if possible). That algorithm runs in $O((2|L|/n^2 + 1)^{n^2/2} \cdot \varphi^n \cdot n)$ time in the unit-cost model and in $O((2|L|/n^2 + 1)^{n^2/2} \cdot \varphi^n \cdot n \log |L|)$ time in the log-cost model, where $\varphi \approx 1.618$ is the golden ratio. Although we cannot characterize minimal feasible lists, we can bound their entries. Namely, we show that, in a minimal feasible list of order $n$, each swap occurs at most $n^2/4 + 1$ times. As a corollary, this yields that List-Feasibility is in NP. Combined with our exponential-time algorithm, this also leads to a fixed-parameter tractable algorithm for testing feasibility (parameterized by the number of wires).

Finally, we disprove Conjecture 1; see Section 4. We could verify our counterexample (with 16 wires and 55 swaps of multiplicity 2) only by computer.

2 Exact Algorithms

We remind the reader of our algorithm for tangle-height minimization [5]: a dynamic program that runs in $O((2|L|/n^2 + 1)^{n^2/2} \cdot \varphi^n \cdot n)$ time in the unit-cost model; in the log-cost model the runtime increases by a factor of $O(\log |L|)$. We adjust this algorithm to the task of testing feasibility, which makes the algorithm simpler and faster. Then we will bound the entries of minimal feasible lists (defined above) and use this bound to turn our exact algorithm into a fixed-parameter algorithm where the parameter is the number of wires (i.e., $n$).

**Theorem 1.** There is an algorithm that, given a list $L$ of order $n$, tests whether $L$ is feasible in $O((2|L|/n^2 + 1)^{n^2/2} \cdot n^3 \cdot \log |L|)$ time in the log-cost model.

**Proof.** Let $F$ be a Boolean table with one entry for each sublist $L'$ of $L$ such that $F(L') = \text{true}$ if and only if $L'$ is feasible. This table can be filled by means of a dynamic programming recursion. The empty list is feasible. Let $L'$ be a sublist
of \( L \) with \( |L'| \geq 1 \) and assume that for each strict sublist of \( L' \), the corresponding entry in \( F \) has already been determined. A sublist \( L \) of \( L \) is feasible if and only if there is a realizing tangle of \( L \) of height \(|L| + 1\). For each \( i-j \) swap in \( L' \), we check if there is a tangle realizing \( L' \) of height \(|L'| + 1\) such that \( i-j \) is the last swap. If no such swap exists, then \( L' \) is infeasible, otherwise it is feasible. To perform the check for a particular \( i-j \) swap, we consider the strict sublist \( L'' \) of \( L' \) that is identical to \( L' \) except an \( i-j \) swap is missing. If \( F(L'') = \text{true} \), we compute the final positions of \( i \) and \( j \) with respect to \( L'' \). The desired tangle exists if and only if these positions differ by exactly one.

The number of sublists of \( L \) is upper bounded by \((2|L|/n^2 + 1)n^{7/2}\) [5]. For each sublist, we have to check \( O(n^2) \) swaps. To check a swap, we have to compute the final positions of two wires, which can be done in \( O(n \log |L|) \) time. \( \square \)

The following lemma follows from odd-even sort and is well-known [8].

**Lemma 1.** For each integer \( n \geq 2 \) and each pair \( \pi, \sigma \) of permutations of \([n]\), we can construct in \( O(n^2) \) time a tangle \( T \) of height at most \( n + 1 \) that starts with \( \pi \), ends in \( \sigma \), and whose list \( L(T) \) is simple.

Now we consider the following tangle shortening construction.

**Example 1.** Let \( T \) be a tangle and \( T' = (\pi_1, \ldots, \pi_k) \) be a subsequence of \( T \) containing the initial and the final permutations of \( T \). By Lemma 1, we can augment \( T' \) to a tangle \( T'' \), overwriting each two consecutive elements \( \pi_k \) and \( \pi_{k+1} \) of \( T'' \) by a tangle \( T_k'' \) which starts from \( \pi_k \), ends at \( \pi_{k+1} \), and whose list \( L(T_k'') = (l_{k,ij}) \) is simple. Now let \( T_k \) be the subtangle of \( T \) that starts from \( \pi_k \) and ends at \( \pi_{k+1} \). Let \( L(T_k) = (l_{k,ij}) \). The simplicity of the list \( L(T_k) \) implies that \( l_{k,ij} \leq l_{k,ij} \) for each \( i, j \in [n] \). It follows that \( l_{ij}' \leq \min\{1, l_{ij}, h - 1\} \) for each \( i, j \in [n] \), where \( L(T) = (l_{ij}) \) and \( L(T'') = (l_{ij}') \). Since the tangles \( T'' \) and \( T \) have common initial and final permutations, for each \( i, j \in [n] \) the numbers \( l_{ij} \) and \( l_{ij}' \) have the same parity, that is, \( 1(T'') = 1(T) \).

We want to upperbound the entries of a minimal feasible list. We first give a simple bound, which we then improve by a factor of 2 in Proposition 2 below.

**Proposition 1.** If \( L = (l_{ij}) \) is a minimal feasible list of order \( n \) then \( l_{ij} \leq \left(\frac{n}{2}\right) + 1 \) for each \( i, j \in [n] \).

**Proof.** The list \( L \) is feasible, so there is a tangle \( T \) realizing \( L \). We choose a subsequence \( T^* \) of \( T \) consisting of at most \( h = \left(\frac{n}{2}\right) + 2 \) permutations. To this end, we pick the initial and the final permutation of \( T \) and, for each pair \( (i, j) \in [n]^2 \) with \( i < j \) and \( l_{ij} \geq 1 \), we pick a permutation that swaps \( i \) and \( j \).

Let \( T' \) be the tangle that we construct from \( T \) using \( T^* \), as described in the shortening construction, and let \( L' = L(T') = (l_{ij}') \) be the list of \( T' \). The construction of the tangle \( T' \) assures that, for any \( i, j \in [n] \), if \( l_{ij} > 0 \), then \( l_{ij}' > 0 \). This, together with \( 1(L') = 1(L) \), yields \( 2(L') = 2(L) \). Hence, \( L' \rightarrow L \). List \( L \) is minimal, so \( L = L' \). Thus, \( l_{ij} = l_{ij}' \leq h - 1 \leq \left(\frac{n}{2}\right) + 1 \) for \( i, j \in [n] \). \( \square \)
Proposition 2. If \( L = (l_{ij}) \) is a minimal feasible list of order \( n \), then \( l_{ij} \leq n^2/4 + 1 \) for each \( i, j \in [n] \).

Proof. Let \( T \) be a tangle (starting from id that realizes \( L \)). Given an \( i \to j \) swap, we define its span to be \(|i - j|\). Order the swaps in \( 1(L) \) according to decreasing span. We will color the swaps as follows. At each step we color in red the first non-colored swap \( i \to j \) (with \( i < j \)) from the list. Since the tangle \( T \) realizes the list \( L \), it contains a permutation \( \pi \) with \( \pi(j) < \pi(i) \). Put \( \pi \) into an initially empty set \( P \) for later use. Let \( k \in \{i + 1, \ldots, j - 1\} \) be an integer strictly between \( i \) and \( j \). Since \( \pi(j) < \pi(i) \), we have \( \pi(k) < \pi(i) \) or \( \pi(k) > \pi(j) \). We color in blue the \( i \to k \) swap in the former case and the \( k \to j \) swap in the latter case. In any case, if \( T_{\pi} \) is a tangle that starts from id and contains \( \pi \), the list \( L(T_{\pi}) \) contains the swap(s) we just colored in blue.

Let \( G \) be a graph with vertex set \([n]\) and edge set consisting of the red swaps. The coloring algorithm assures that the graph \( G \) is triangle-free, so, by Turán’s theorem [14], it has at most \( n^2/4 \) edges.

Let \( T^* \) be a subsequence of the tangle \( T \) consisting of the initial permutation id, all permutations in \( P \), and the final permutation of \( T \). Let \( T' \) be the tangle that we construct from \( T \) using \( T^* \) as described in Example 1. Let \( L' = L(T') \).

The construction of the tangle \( T' \) assures that if \( 1 \leq i < j \leq n \) and \( l_{ij} > 0 \) then \( \pi(j) < \pi(i) \) in some selected permutation \( \pi \). Since \( \pi \) is a member of the tangle \( T \), \( l'_{ij} > 0 \). Moreover, since \( 1(L') = 1(L) \), \( 2(L') = 2(L) \). Hence \( L' \to L \). The list \( L' \) is minimal, therefore \( L' = L \). Since each entry of the list \( L' \) is at most \(|P| + 2 - 1 \leq n^2/4 + 1 \), the same holds for the entries of the list \( L \). \( \square \)

Combining Proposition 2 and our exact algorithm yields a fixed-parameter tractable algorithm.

Theorem 2. There is a fixed-parameter algorithm for List-Feasibility with respect to the parameter \( n \). Given a list \( L \) of order \( n \), the algorithm tests whether \( L \) is feasible in \( O((n/2)^n \cdot n^3 \log n + n^2 \log |L|) \) time.

Proof. Given the list \( L = (l_{ij}) \), let \( L' = (l'_{ij}) \) with \( l'_{ij} = \min\{l_{ij}, n^2/4 + 1\} \) for each \( i, j \in [n] \). We use our exact algorithm described in the proof of Theorem 1 to check whether the list \( L' \) is feasible. Since our algorithm checks the feasibility of every sublist \( L'' \) of \( L' \), it suffices to combine this with checking whether \( 2(L'') = 2(L) \). If we find a feasible sublist \( L'' \) of the same type as \( L \), then, by Proposition 2, \( L \) is feasible; otherwise, \( L \) is infeasible. Checking the type of \( L'' \) is easy. The runtime for this check is dominated by the runtime for checking the feasibility of \( L'' \). Constructing the list \( L' \) takes \( O(n^2 \log |L|) \) time. Note that \(|L'| \leq \left( \frac{n}{2} \right) \cdot (n^2/4 + 1) \leq (n^4 - 4n^2)/8 \). Plugging this into the runtime \( O((2L'|n^2 + 1)n^{5/2} \cdot n^3 \log |L'|) \) of our exact algorithm (Theorem 1) yields a total runtime of \( O((n/2)^n \cdot n^{5/2} \cdot n^3 \log n + n^2 \log |L|) \). \( \square \)

3 Complexity

Yamanaka et al. [16] showed that List-Feasibility is NP-hard. In their reduction, however, some swaps have multiplicity \( \Theta(n) \). In this section, we show
that **List-Feasibility** is NP-hard even if all swaps have multiplicity at most 8. We reduce from **Positive NAE 3-SAT Diff**, a variant of **Not-All-Equal 3-SAT**. Recall that in **Not-All-Equal 3-SAT** one is given a Boolean formula in conjunctive normal form with three literals per clause and the task is to decide whether there exists a variable assignment such that in no clause all three literals have the same truth value. By Schaefer’s dichotomy theorem [12], **Not-All-Equal 3-SAT** is NP-hard even if no negative literals are admitted. In **Positive NAE 3-SAT Diff**, additionally each clause contains three different variables. We show that this variant is NP-hard, too.

**Lemma 2.** **Positive NAE 3-SAT Diff** is NP-hard.

**Proof.** We show NP-hardness of **Positive NAE 3-SAT Diff** by reduction from **Not-All-Equal 3-SAT**. Let $\Phi = c_1 \land c_2 \land \cdots \land c_m$ be an instance of **Not-All-Equal 3-SAT** with variables $v_1, v_2, \ldots, v_n$. First we show how to get rid of negative variables and then of multiple occurrences of the same variable in a clause.

We create an instance $\Phi'$ of **Positive NAE 3-SAT Diff** as follows. For every variable $v_i$, we introduce two new variables $x_i$ and $y_i$. We replace each occurrence of $v_i$ by $x_i$ and each occurrence of $\neg v_i$ by $y_i$. We need to force $y_i$ to be $\neg x_i$. To this end, we introduce the clause $(x_i \lor y_i \lor y_i)$. Now, we introduce three additional variables $a, b$, and $d$ that form the clause $(a \lor b \lor d)$. Let $c = (x \lor x \lor y)$ be a clause that contains two occurrences of the same variable. We replace $c$ by three clauses $(x \lor y \lor a), (x \lor y \lor b), (x \lor y \lor d)$. Since at least one of the variables $a, b, \text{or } d$ has to be true and at least one has to be false, $x$ and $y$ cannot have the same assignment, i.e., $x = \neg y$. Hence, $\Phi'$ is satisfiable if and only if $\Phi$ is. Clearly, the size of $\Phi'$ is polynomial in the size of $\Phi$. □

Our main result is as follows.

**Theorem 3.** **List-Feasibility** is NP-complete even if every pair of wires has at most eight swaps.

We split our proof into several parts. First, we introduce some notation, then we give the intuition behind our reduction. Next, we explain variable and clause gadgets in more detail. Finally, we show the correctness of the reduction.

**Notation.** We label the wires by their index in the initial permutation of a tangle. In particular, for a wire $\varepsilon$, its neighbor to the right is wire $\varepsilon + 1$. If a wire $\mu$ is to the left of some other wire $\nu$, then we write $\mu < \nu$. If all wires in a set $M$ are to the left of all wires in a set $N$, then we write $M < N$.

**Setup.** Given an instance $F = d_1 \land \cdots \land d_m$ of **Positive NAE 3-SAT Diff** with variables $w_1, \ldots, w_n$, we construct in polynomial time a list $L$ of swaps such that there is a tangle $T$ realizing $L$ if and only if $F$ is a yes-instance.

In $L$, we have two inner wires $\lambda$ and $\lambda' = \lambda + 1$ that swap eight times. This yields two types of loops (see Fig. 3): four $\lambda'$–$\lambda$ loops, where $\lambda'$ is on the left.
and \( \lambda \) is on the right side, and three \( \lambda' \)-loops with \( \lambda \) on the left and \( \lambda' \) on the right side. Notice that we consider only closed loops, which are bounded by swaps between \( \lambda \) and \( \lambda' \). In the following, we construct variable and clause gadgets. Each variable gadget will contain a specific wire that represents the variable, and each clause gadget will contain a specific wire that represents the clause. The corresponding variable and clause wires swap in one of the four \( \lambda' \)-\( \lambda \) loops. We call the first two \( \lambda' \)-\( \lambda \) loops true-loops, and the last two \( \lambda' \)-\( \lambda \) loops false-loops. If the corresponding variable is true, then the variable wire swaps with the corresponding clause wires in a true-loop, otherwise in a false-loop.

Apart from \( \lambda \) and \( \lambda' \), our list \( L \) contains (many) other wires, which we split into groups. For every \( i \in [n] \), we introduce sets \( V_i \) and \( V'_i \) of wires that together form the gadget for variable \( w_i \) of \( F \). These sets are ordered (initially) \( V_n < V_{n-1} < \cdots < V_1 < \lambda < \lambda' < V'_1 < V'_2 < \cdots < V'_m \); the order of the wires inside these sets will be detailed in the next two paragraphs. Let \( V = V_1 \cup V_2 \cup \cdots \cup V_n \) and \( V' = V'_1 \cup V'_2 \cup \cdots \cup V'_m \). Similarly, for every \( j \in [m] \), we introduce a set \( C_j \) of wires that contains a clause wire \( c_j \) and three sets of wires \( D_{j_1}, D_{j_2}, \) and \( D_{j_3} \) that represent occurrences of variables in a clause \( d_j \) of \( F \). The wires in \( C_j \) are ordered \( D_{j_1} < D_{j_2} < D_{j_3} < c_j \). Together, the wires in \( C = C_1 \cup C_2 \cup \cdots \cup C_m \) represent the clause gadgets; they are ordered \( V < C_1 < C_2 < \cdots < C_m < \lambda \). Additionally, our list \( L \) contains a set \( E = \{ \varphi_1, \ldots, \varphi_\gamma \} \) of wires that will make our construction rigid enough. The order of all wires in \( L \) is \( V < C < \lambda < \lambda' < E < V' \). Now we present our gadgets in more detail.

Variable gadget. For each variable \( w_i \) of \( F \), \( i \in [n] \), we introduce two sets of wires \( V_i \) and \( V'_i \). Each \( V'_i \) contains a variable wire \( v_i \) that has four swaps with \( \lambda \) and no swaps with \( \lambda' \). Therefore, \( v_i \) intersects at least one and at most two \( \lambda' \)-loops. In order to prevent \( v_i \) from intersecting both a true- and a false-loop, we introduce two wires \( \alpha_i \in V_i \) and \( \alpha'_i \in V'_i \) with \( \alpha_i < \lambda < \lambda' < \alpha'_i < v_i \); see Fig. 3. These wires neither swap with \( v_i \) nor with each other, but they have two swaps with both \( \lambda \) and \( \lambda' \). We want to force \( \alpha_i \) and \( \alpha'_i \) to have the two true-loops on their right and the two false-loops on their left, or vice versa. This will ensure that \( v_i \) cannot reach both a true- and a false-loop.

To this end, we introduce, for \( j \in [\gamma] \), a \( \beta_i \)-wire \( \beta_{i,j} \in V_i \) and a \( \beta'_i \)-wire \( \beta'_{i,j} \in V'_i \). These are ordered \( \beta_{i,5} < \beta_{i,4} < \cdots < \beta_{i,1} < \alpha_i \) and \( \alpha'_i < \beta'_{i,1} < \beta'_{i,2} < \cdots < \beta'_{i,5} < v_i \). Every pair of \( \beta_i \)-wires as well as every pair of \( \beta'_i \)-wires swaps exactly once. Neither \( \beta_i \) nor \( \beta'_i \)-wires swap with \( \alpha_i \) or \( \alpha'_i \). Each \( \beta'_i \)-wire has four swaps with \( v_i \). Moreover, \( \beta_{i,1}, \beta_{i,3}, \beta'_{i,5}, \beta'_i, 2, \beta'_i, 4 \) swap with \( \lambda \) twice. Symmetrically, \( \beta_{i,2}, \beta_{i,4}, \beta'_{i,1}, \beta'_{i,3}, \beta'_{i,5} \) swap with \( \lambda' \) twice; see Fig. 3.

We use the \( \beta_i \) and \( \beta'_i \)-wires to fix the minimum number of \( \lambda' \)-\( \lambda \) loops that are on the left of \( \alpha_i \) and on the right of \( \alpha'_i \), respectively. Note that, together with \( \lambda \) and \( \lambda' \), the \( \beta_i \) and \( \beta'_i \)-wires have the same rigid structure as the wires shown in Fig. 2.

Observation 1 ([5]) The tangle in Fig. 2 realizes the list \( L_n \) specified there; all tangles that realize \( L_n \) have the same order of swaps along each wire.
This means that there is a unique order of swaps between the $\beta_i$-wires and $\lambda$ or $\lambda'$, i.e., for $j \in [4]$, every pair of $\beta_{i,j+1}-\lambda$ swaps (or $\beta_{i,j+1}-\lambda'$ swaps, depending on the parity of $j$) can be done only after the pair of $\beta_{i,j}-\lambda'$ swaps (or $\beta_{i,j}-\lambda$ swaps, respectively). We have the same rigid structure on the right side with $\beta_i'$-wires. Hence, there are at least two $\lambda'-\lambda$ loops to the left of $\alpha_i$ and at least two to the right of $\alpha'_i$. Since $\alpha_i$ and $\alpha'_i$ do not swap, there cannot be a $\lambda'-\lambda$ loop that appears simultaneously on both sides.

Note that the $\lambda-\lambda'$ swaps that belong to the same side have to be consecutive, otherwise $\alpha_i$ or $\alpha'_i$ would need to swap more than twice with $\lambda$ and $\lambda'$. Thus, there are only two ways to order the swaps among the wires $\alpha_i$, $\alpha'_i$, $\lambda$, $\lambda'$; the order is either $\alpha_i'-\lambda'$, $\alpha'_i-\lambda$, four times $\lambda-\lambda'$, $\alpha_i'-\lambda'$, $\alpha'_i-\lambda$, $\alpha_i-\lambda'$, $\alpha_i'-\lambda$, $\alpha_i-\lambda$ (see Fig. 3(left)) or the reverse (see Fig. 3(right)). It is easy to see that in the first case $v_i$ can reach only the first two $\lambda'-\lambda$ loops (the true-loops), and in the second case only the last two (the false-loops).

To avoid that the gadget for variable $w_i$ restricts the proper functioning of the gadget for some variable $w_j$ with $j > i$, we add the following swaps to $L$: for any $j > i$, $\alpha_j$ and $\alpha'_j$ swap with both $\lambda$ and $\lambda'$ twice, the $\beta_i$-wires swap with $\alpha_i$ and $\alpha'_i$ twice, and, symmetrically, the $\beta'_i$-wires swap with $\alpha_i$ and $\alpha'_i$ twice, $v_j$ swaps with $\alpha_i$ and all wires in $V'_j$ six times. We briefly explain these multiplicities. Wires from $V_j$ and $V'_j \setminus \{v_j\}$ swap their partners twice so that they reach the corresponding $\lambda-\lambda'$ or $\lambda'-\lambda$ loops and go back. None of the wires from $V_i$ or $V'_i$ is restricted in which loop to intersect. Considering the wire $v_j$,
Fig. 4: A realization of swaps between the variable wire $v_j$ and all wires that belong to the variable gadget corresponding to the variable $w_i$. On the left the variables $w_i$ and $w_j$ are both true, and on the right $w_i$ is true, whereas $w_j$ is false.

Note that it has to reach the $\lambda' – \lambda$ loops twice. For simplicity and in order not to have any conflicts with the $\beta'_i$-wires, we introduce exactly six swaps with $\alpha_i$ and all wires in $V'_i$, see Fig. 4.

Clause gadget. For every clause $d_j$ from $F$, $j \in [m]$, we introduce a set of wires $C_j$. It contains the clause wire $c_j$ that has eight swaps with $\lambda'$. We want to force each $c_j$ to appear in all $\lambda' – \lambda$ loops. To this end, we use the set $E$ with the seven $\varphi$-wires $\varphi_1, \ldots, \varphi_7$ ordered $\varphi_1 < \cdots < \varphi_7$. They create a rigid structure similar to the one of the $\beta_i$-wires. Each pair of $\varphi$-wires swaps exactly once. For each $k \in [7]$, if $k$ is odd, then $\varphi_k$ swaps twice with $\lambda$ and twice with $c_j$ for every $j \in [m]$. If $k$ is even, then $\varphi_k$ swaps twice with $\lambda'$. Since $c_j$ does not swap with $\lambda$, each pair of swaps between $c_j$ and a $\varphi$-wire with odd index appears inside a $\lambda' – \lambda$ loop. Due to the rigid structure, each of these pairs of swaps occurs in a different $\lambda' – \lambda$ loop; see Fig. 5.

If a variable $w_i$ belongs to a clause $d_j$, then $L$ contains two $v_i – c_j$ swaps. Since every clause has exactly three different positive variables, we want to force variable wires that belong to the same clause to swap with the corresponding clause wire in different $\lambda' – \lambda$ loops. This way, every clause contains at least one true and at least one false variable if $F$ is satisfiable.

We call a part of a clause wire $c_j$ that is inside a $\lambda' – \lambda$ loop—i.e., a $\lambda' – c_j$ loop—an arm of the clause $c_j$. We want to “protect” the arm that is intersected
by a variable wire from other variable wires. To this end, for every occurrence $k \in [3]$ of a variable in $d_j$, we introduce four more wires. The wire $\gamma^k$ will protect the arm of $c_j$ that the variable wire of the $k$-th variable of $d_j$ intersects. Below we detail how to realize this protection. For now, just note that, in order not to restrict the choice of the $\lambda'\cdots\lambda$ loop, $\gamma^k$ swaps twice with $\varphi_\ell$ for every odd $\ell \in [7]$.

Similarly to $c_j$, the wire $\gamma^k$ has eight swaps with $\lambda'$ and appears once in every $\lambda'\cdots\lambda$ loop. Additionally, $\gamma^k$ has two swaps with $c_j$.

We force $\gamma^k$ to protect the correct arm in the following way. Consider the $\lambda'\cdots\lambda$ loop where an arm of $c_j$ swaps with a variable wire $v_i$. We want the order of swaps along $\lambda'$ inside this loop to be fixed as follows: $\lambda'$ first swaps with $\gamma^k$, then twice with $c_j$, and then again with $\gamma^k$. This would prevent all variable wires that do not swap with $\gamma^k$ from reaching the arm of $c_j$. To achieve this, we introduce three $\psi^k$-wires $\psi^k_{\lambda,1}, \psi^k_{\lambda,2}, \psi^k_{\lambda,3}$ with $\psi^k_{\lambda,3} < \psi^k_{\lambda,2} < \psi^k_{\lambda,1} < \gamma^k$.

The $\psi^k$-wires also have the rigid structure similar to the one that $\beta_i$-wires have, so that there is a unique order of swaps along each $\psi^k$-wire. Each pair of $\psi^k$-wires swaps exactly once, $\psi^k_{\lambda,1}$ and $\psi^k_{\lambda,3}$ have two swaps with $c_j$, and $\psi^k_{\lambda,2}$ has two swaps with $\lambda'$ and $v_i$. Note that no $\psi^k$-wire swaps with $\gamma^k$. Also, since $\psi^k_{\lambda,2}$ does not swap with $c_j$, the $\psi^k_{\lambda,2}$-$v_i$ swaps can appear only inside the $\lambda'$-$c_j$ loop that contains the arm of $c_j$ we want to protect from other variable wires. Since
Fig. 6: Tangle obtained from the satisfiable formula $F = (w_1 \lor w_2 \lor w_3) \land (w_1 \lor w_3 \lor w_4) \land (w_2 \lor w_3 \lor w_4) \land (w_2 \lor w_3 \lor w_5)$. Here, $w_1$, $w_3$, and $w_5$ are set to true, whereas $w_2$ and $w_4$ are set to false. We show only $\lambda$, $\lambda'$, and all variable and clause wires.

Inset: problems that occur if variable wires swap with clause wires in a different order.

c_j has to swap with $\psi_{j,1}^k$ before and with $\psi_{j,3}^k$ after the $\psi_{j,2}^k$–$\lambda'$ swaps, and since there are only two swaps between $\gamma_j^k$ and $c_j$, there is no way for any variable wire except for $v_i$ to reach the arm of $c_j$ without also intersecting $\gamma_j^k$; see Fig. 5.

Finally, we consider the behavior of wires from different clause gadgets among each other and with respect to wires from variable gadgets. For every $\ell > k$ and for every $j \in [m]$, the wires $c_j$ and $\gamma_j^\ell$ have eight swaps and the $\psi_j^\ell$-wires have two swaps with all wires in $C_j$. Since all wires in $V$ are to the left of all wires in $C$, each wire in $C$ swaps twice with all wires in $V$ and, for $i \in [n]$, with $\alpha_i'$. Finally, all $\alpha$- and $\alpha'$-wires swap twice with each $\varphi$-wire.

Note that the order of the arms of the clause wires inside a $\lambda'$–$\lambda$ loop cannot be chosen arbitrarily. If a variable wire intersects more than one clause wire, the arms of these clause wires occur consecutively, as for $v_2$ and $v_3$ in the shaded region in Fig. 6. If we had an interleaving pattern of variable wires (see inset), say $v_2$ first intersects $c_1$, then $v_3$ intersects $c_2$, then $v_2$ intersects $c_3$, and finally $v_3$ intersects $c_4$, then $v_2$ and $v_3$ would have to swap at least three times within the same $\lambda'$–$\lambda$ loop. However, we have reserved only eight swaps for each pair of variable wires—two for each of the four $\lambda'$–$\lambda$ loops.
Correctness. Clearly, if $F$ is satisfiable, then there is a tangle obtained from $F$ as described above that realizes the list $L$, so $L$ is feasible; see Fig. 6 for an example. On the other hand, if there is a tangle that realizes the list $L$ that we obtain from the reduction, then $F$ is satisfiable. This follows from the rigid structure of a tangle that realizes $L$. The only flexibility is in which type of loop (true or false) a variable wire swaps with the corresponding clause wire. As described above, a tangle exists if, for each clause, the corresponding three variable wires swap with the clause wire in three different loops (at least one of which is a true-loop and at least one is a false-loop). In this case, the position of the variable wires yields a truth assignment satisfying $F$.

Membership in NP. To show that List-Feasibility is in NP, we proceed as indicated in the introduction. Given a list $L = (l_{ij})$, we guess a list $L' = (l'_{ij})$ with $2(L) = 2(L')$ and $l'_{ij} \leq \min\{l_{ij}, n^2/4+1\}$ together with a permutation of its $O(n^4)$ swaps. Then we can efficiently test whether we can apply the swaps in this order to $id = (1, 2, \ldots, n)$. If yes, then the list $L'$ is feasible (and, due to $L' \rightarrow L$, a witness for the feasibility of $L$), otherwise we discard it. By Proposition 2, $L$ is feasible if and only if such a list $L'$ exists and is feasible.

4 Counterexample to Conjecture 1

Recall that Conjecture 1 claims that every non-separable even list is feasible. We showed that all non-separable 0–2 lists up to $n = 8$ wires are feasible [5].

We now construct a family $(L^*_m)_{m \geq 1}$ of non-separable 0–2 lists such that $L_m$ has $2^m$ wires and is not feasible for $m \geq 4$. We number the wires from 0 to $2^m - 1$. There is no swap between two wires $i < j$ in $L^*_m$ if each 1 in the binary representation of $i$ also belongs to the binary representation of $j$, that is, the bitwise OR of $i$ and $j$ equals $j$; otherwise, there are two swaps between $i$ and $j$.

E.g., for $m = 4$, wire 1 = 0001₂ swaps twice with wire 2 = 0010₂, but doesn’t swap with wire 3 = 0011₂.

Each list $L^*_m$ is clearly non-separable: assume that there exists a swap between two wires $i = (i_1i_2\ldots i_m)_2$ and $k = (k_1k_2\ldots k_m)_2$ with $k > i+1$. Then there has to be some index $a$ with $i_a = 1$ and $k_a = 0$. Consider any $j = (j_1j_2\ldots j_m)_2$ with $i < j < k$. By construction of $L^*_m$, if $j_a = 0$, then there are two swaps between $i$ and $j$; if $j_a = 1$, then there are two swaps between $j$ and $k$.

We confirmed by computer experiments (the Java source code is available on github [7]) that $L^*_4$ – and hence all $L^*_m$ with $m \geq 4$ – are infeasible. The list $L^*_m$ has $\frac{1}{2} \sum_{r=1}^{m} 3^{r-1} 2^{n-r} (2^{m-r} - 1)$ swaps of multiplicity 2, so $L^*_4$ has 55 distinct swaps. The full list $L^*_4$ in list form and in matrix form is given below. Unfortunately, we could not (yet) find a combinatorial proof that the non-separable 0–2 list $L^*_4$ is not feasible.

**Theorem 4.** Conjecture 1 is false.
Acknowledgments. We thank Stefan Felsner for discussions about the complexity of \textsc{List-Feasibility}.

$L^*_4 = 2\{(1,2), (1,4), (1,6), (1,8), (1,10), (1,12), (1,14), (2,4), (2,5), (2,8), (2,9), (2,12), (2,13), (3,4), (3,5), (3,6), (3,8), (3,9), (3,10), (3,12), (3,13), (3,14), (4,8), (4,9), (4,10), (4,11), (5,6), (5,8), (5,9), (5,10), (5,11), (5,12), (5,14), (6,8), (6,9), (6,10), (6,11), (6,12), (6,13), (7,8), (7,9), (7,10), (7,11), (7,12), (7,13), (7,14), (9,10), (9,12), (9,14), (10,12), (10,13), (11,12), (11,13), (11,14), (13,14)\}$
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