Christoffel–Darboux Kernels in Several Real Variables

Dariusz Cichoń and Franciszek Hugon Szafraniec

Abstract. The Christoffel–Darboux kernels for orthogonal polynomials in several real variables are investigated within the context of the three-term relation reformulated for this purpose. As suggestive examples of orthogonality, we propose to discuss the two simple algebraic cases: the unit circle and the Bernoulli lemniscate.
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Historical Background. One of the main problems considering orthogonality of polynomials in several variables, which are usually indexed by multi-indices, is to make them well ordered. This can be done case by case, usually by means of lexicographical order. In [2], we propose to overcome this discord by introducing an algebraic approach indexing the polynomials in question by an ideal which in fact is related to the support of the orthogonality measure (if it exists). This way, we obtain the universal means for treating the polynomials. In the current paper, the main topic is to consider the Christoffel–Darboux formula within our framework.

The recent progress in orthogonal polynomials in several variables entails the three-term relation, which in this case requires organizing the polynomials in columns and employing the matrix coefficients in place of ordinary numbers. Results of this type were obtained in [5,16], and later in [2] where the authors managed to include the case of orthogonal polynomials with respect to measures with thin support, where by “thin”, we mean contained in a proper algebraic subset of $\mathbb{R}^n$. Knowing the three-term relation, we may formulate criteria for existence of a Borel measure, orthonormalizing the system of polynomials. Another kind of application is possibility of writing the Christoffel–Darboux formula, which is well known for polynomials in a single real variable, and highly expected to hold in several variables too. Our paper answers this call in the way it seems to be possible in the context
of polynomials in several variables—and not only possible though intrinsically reasonable. Since the equations considered here hold mostly modulo an ideal, it is impossible to perform division by a polynomial, as this happens in the case for one-variable polynomials. This justifies our approach with no division involved. One of the surprising effects is that the Christoffel–Darboux formula requires equations modulo another ideal in twice as many variables, which means “doubling” the starting ideal. This has made us consider some abstract ideas which turn out to be indisposable in the process of deriving the Christoffel–Darboux formula in question. The usual way is to go from the three-term relation to the Christoffel–Darboux formula, and this has motivated us to consider some examples leading to the relation in question (or, more specifically, showing the possible way of obtaining it recursively). Among the examples, there are polynomials which are orthogonal with respect to a measure supported in the unit circle or the Bernoulli lemniscate, though one can work out more cases like [4,9].

Our paper may be considered a challenge to the opinion appearing in [12, p. 299] that “the conventional wisdom is that there is no CD formula for general OPs”. This, however, is less important motivation, as our primary one is to draw attention to the Christoffel–Darboux formula itself, which surprisingly reduces an expression involving several initial orthogonal polynomials to the formula with only two last ones (except that for several variables, things get more complicated).

A nice by-product we include is a very concise version of a theorem stated in [2] which here appears as Theorem 2. The references we list at the end could be easily made at least twice as long so if needed, the interested reader is encouraged to confront the references in [2].

1. Introduction

Let \( \mathbb{N} = \{0, 1, 2, \ldots \} \). We make use of the Kronecker delta \( \delta_{ab} \) which is equal to 1 if \( a = b \) or 0 otherwise, where \( a \) and \( b \) are any objects. All measures on \( \mathbb{R}^d \) are assumed to be Borel measures with all moments finite, i.e., \( \int_{\mathbb{R}^d} \|x\|^n d\mu(x) < \infty \) for all \( n \geq 0 \). Let \( \mathcal{P}_d \) stand for the space (or rather the algebra) of all complex polynomials in \( d \) (real) variables, and \( \mathcal{P}_d^k \)—for the space of all complex polynomials in \( d \) variables of degree at most \( k \). We say that a measure \( \mu \) on \( \mathbb{R}^d \) orthonormalizes a sequence \( \{p_k\}_{k=0}^{\infty} \subset \mathcal{P}_d \), if \( \int_{\mathbb{R}^d} p_k \bar{p}_l d\mu = \delta_{kl} \) for all \( k, l \in \mathbb{N} \), where \( \bar{p} \) is the defined by \( \bar{p}(x) = \bar{p}(x) \), \( x \in \mathbb{R}^d \), \( p \in \mathcal{P}_d \).

Let us recall the Favard theorem on orthogonal polynomials in one variable. The following version of this theorem is a direct consequence of Theorem 53 in [2] (cf. [1]).

**Theorem 1.** If \( \{p_k\}_{k=0}^{\infty} \) is a sequence of real polynomials in one variable, such that \( p_0 = 1 \) and \( \deg p_k = k \) for all \( k \in \mathbb{N} \), then the following two conditions are equivalent:

(i) there exists a measure \( \mu \) on \( \mathbb{R} \) which orthonormalizes \( \{p_k\}_{k=0}^{\infty} \);
(ii) for every \( k \in \mathbb{N} \), there exist \( a_k \in \mathbb{R} \) and \( b_k \in \mathbb{R} \), such that
\[
X p_k = a_k p_{k+1} + b_k p_k + a_{k-1} p_{k-1}, \quad \text{where } a_{-1} \overset{\text{def}}{=} 1 \text{ and } p_{-1} \overset{\text{def}}{=} 0.
\]

The condition (ii) is customarily called the three-term relation.

When considering a multi-variable version of this theorem, the successful attempts were undertaken by Kowalski [5] and then further developed by Xu [16], yet they formulated their versions only for full polynomial bases of \( \mathcal{P}_d \). This clearly excludes some interesting measures, e.g., the Lebesgue measure on the unit circle in \( \mathbb{R}^2 \), as in this case, every polynomial is orthogonal to \( x^2 + y^2 - 1 \). It was discovered in [2] that this deficiency can be overcome by introducing equality modulo an ideal instead of dealing with ordinary equality in the three-term relation. The aforesaid ideal in the case of the circle would be the set of all polynomials vanishing on the circle.

We now proceed to introduce our main notions required to state the Favard theorem in several variables. Let \( V \subset \mathcal{P}_d \) be a proper ideal and \( \Pi_V : \mathcal{P}_d \to \mathcal{P}_d / V \) be the canonical embedding. We additionally assume that \( V \) is a \( \ast \)-ideal, i.e., \( p \in V \) whenever \( p \in V \). We will say that a set of polynomials is linearly independent over \( V \) (or \( V \)-linearly independent) if \( \Pi_V \) maps this set injectively onto a linearly independent subset of \( \mathcal{P}_d / V \). Let
\[
d_V(k) \overset{\text{def}}{=} \dim \Pi_V(\mathcal{P}_d^k) - \dim \Pi_V(\mathcal{P}_d^{k-1}), \quad k \geq 1,
\]
and \( d_V(0) \overset{\text{def}}{=} 1 \). In most cases, \( d_V(k) \geq 1 \) for all \( k \geq 0 \), in which case we set \( \kappa_V = \infty \), and otherwise \( \kappa_V = \max \{ k \geq 1 : d_V(k) \neq 0 \} \); this definition makes sense, because by formula (8) in [2], \( d_V(k+1) = 0 \) provided that \( d_V(k) = 0 \), \( k \geq 1 \). Furthermore, a sequence \( \{Q_k\}_{k=0}^{\kappa_V} \) is called a rigid \( V \)-basis of \( \mathcal{P}_d \) if every \( Q_k \) is a column polynomial of size \( d_V(k) \), that is
\[
Q_k = \begin{bmatrix} q_{1}^{(k)} \\ \vdots \\ q_{d_V(k)}^{(k)} \end{bmatrix}, \quad q_{j}^{(k)} \in \mathcal{P}_d \ (j = 1, \ldots, d_V(k)), \quad k \geq 1,
\]
all polynomials in \( Q_k \) are of degree \( k \) and the set
\[
\left\{ q_{j_k}^{(k)} + V : k \in \mathbb{N}, \ k \leq \kappa_V, \ j_k = 1, \ldots, d_V(k) \right\}
\]
is a basis of \( \mathcal{P}_d / V \). As shown in [2], such bases always exist, and moreover, they can be build from the monomials. If \( p, q \in \mathcal{P}_d \), then the notation \( p \overset{\hat{\gamma}}{=} q \) means that \( p + V = q + V \) (or equivalently \( p - q \in V \)). If \( P \) and \( Q \) are column polynomials, then we write \( P \overset{\hat{\gamma}}{=} Q \) if the columns are of the same size and all the entries of \( P - Q \) are in \( V \). If \( \{Q_k\}_{k=0}^{\kappa_V} \) is a rigid \( V \)-basis of \( \mathcal{P}_d \), \( p \in \mathcal{P}_d \) and \( \deg p = k \leq \kappa_V \), then there are unique scalar row vectors \( C_0, \ldots, C_k \), such that \( p \overset{\hat{\gamma}}{=} \sum_{j=0}^{k} C_j Q_j \) (this remains true if \( k > \kappa_V \) provided that the summation is done over \( j = 0, \ldots, \kappa_V \)).

Given a linear functional \( L : \mathcal{P}_d \to \mathbb{C} \), we write
\[
L([p_{k,l}]_{k=0}^{m} | l=0) = [L(p_{k,l})]_{k=0}^{m} | l=0,
\]
where \( p_{k,l} \in \mathcal{P}_d \). This way, we can make sense of \( L(PQ^*) \), where \( P \) and \( Q \) are column polynomials (not necessarily of the same size), and

\[
Q^* = [\bar{q}_1 \ldots \bar{q}_m] \quad \text{if} \quad Q = \begin{bmatrix} q_1 \\ \vdots \\ q_m \end{bmatrix}.
\]

Finally, we say that \( L \) orthonormalizes a rigid \( V \)-basis \( \{Q_k\}_{k=0}^{\infty} \) of real polynomials\(^1\) if \( L(Q_kQ_l^*) = 0 \) for all \( k, l \in \mathbb{N} \), \( k \leq \mathcal{X}_V \), \( k \neq l \), and \( L(Q_kQ_k^*) = I \), \( k \in \mathbb{N} \), \( k \leq \mathcal{X}_V \), where \( I \) stands for the identity matrix of appropriate size (which in these settings is equal to \( d_V(k) \)). A linear functional \( L : \mathcal{P}_d \to \mathbb{C} \) is called positive definite if \( L(p\bar{p}) \geq 0 \) for all \( p \in \mathcal{P}_d \).

We are now in a position to state our generalization of the Favard theorem which is in flavor of \( [2] \).

**Theorem 2.** Let \( V \subset \mathcal{P}_d \) be a proper \(*\)-ideal and \( \{Q_k\}_{k=0}^{\infty} \) be a rigid \( V \)-basis of real polynomials with \( Q_0 = 1 \). Then, the following conditions are equivalent:

\( (A) \) there exists positive definite \( L : \mathcal{P}_d \to \mathbb{C} \) which orthonormalizes \( \{Q_k\}_{k=0}^{\infty} \), such that \( V \subset \ker L \);

\( (B) \) for every \( j = 1, \ldots, d \), there exist systems of scalar matrices \( \{A_{k,j}\}_{k=0}^{\infty} \) and \( \{B_{k,j}\}_{k=0}^{\infty} \) of appropriate size, such that

\[
X_jQ_k^* = A_{k,j}Q_{k+1} + B_{k,j}Q_k + A_{k-1,j}^* Q_{k-1}, \tag{2}
\]

for all \( k \in \mathbb{N} \), \( k \leq \mathcal{X}_V \), and \( j = 1, \ldots, d \), where \( A_{-1,j} = 1 \) and \( Q_{-1} = 0 \); if \( \mathcal{X}_V < \infty \), then \( A_{\mathcal{X}_V,j} \) is a column \([1, \ldots, 1]^T\) with \( d_V(\mathcal{X}_V) \) entries and \( Q_{\mathcal{X}_V+1} = 0 \).

**Proof.** This is a specified version of Theorem 36 in \( [2] \), if conditions \( (A) \) and \( (B) \) therein are simplified by our assumptions that \( \{Q_k\}_{k=0}^{\infty} \) is a rigid \( V \)-basis of \( \mathcal{P}_d \); in particular, the lengthy condition \( (B) \) therein reduces to \( (B-i) \) only. \( \square \)

**Remark 1.** As follows from Theorem 36 in \( [2] \), the matrix \([A_{k,1}^* \ldots A_{k,d}^*]^T\) must necessarily be injective for all \( k \geq 0 \). Even more, all the matrices \( A_{k,j} \) and \( B_{k,j} \) must be real. To see this, one can take adjoints\(^2\) of both sides in \( (2) \) and then transpose them to deduce that \( (2) \) holds with \( (A_{k,j})^T \) and \( (B_{k,j})^T \) in place of \( A_{k,j} \) and \( B_{k,j} \), respectively, which employs the assumption that all \( Q_k \) are real column polynomials. Since \( \{Q_k\}_{k=0}^{\infty} \) is a rigid \( V \)-basis, the matrices in \( (2) \) are unique, and thus, \( (A_{k,j})^T = A_{k,j} \) and \( (B_{k,j})^T = B_{k,j} \), which proves our claim. In particular, \( (2) \) can be written with \( A_{k-1,j}^T \) in place of \( A_{k-1,j}^* \). Actually, all the matrices \( B_{k,j} \) are symmetric. Indeed, if we multiply both sides of \( (2) \) by \( Q_k^T \) from the left, and then apply \( L \) appearing in Theorem 2 to the equation, after omitting the zero terms and noticing that \( L(B_{k,j}Q_kQ_k^*) = B_{k,j}L(Q_kQ_k^*) \), we get

\[
L(X_jQ_kQ_k^*) = B_{k,j}, \quad k \in \mathbb{N}, j \in \{0, \ldots, d\}.
\]

\(^1\)i.e., each column polynomial is composed of polynomials with real coefficients.

\(^2\)The adjoint of a complex matrix \([a_{k,j}]_{k,j=1}^{n} \) is given by \([\bar{a}_{j,k}]_{k,j=1}^{n} \).
It now suffices to justify the symmetry of the left-hand side:

\[ L(X_jQ_kQ_k^\top) = L((X_jQ_kQ_k^\top)^\top) = L(X_jQ_kQ_k^\top) = L(X_jQ_kQ_k^\top). \]

Note that this idea provides another way of showing that the matrices \(A_{k,j}\) and \(B_{k,j}\) are real.

As is easily seen the case when \( \varkappa_V < \infty \) (in other terms \( \dim \mathcal{P}_d/V < \infty \)) corresponds to a finite number of linearly independent polynomials over \( V \), thus, in this case, we can have only a finite number of orthogonal polynomials whenever \( V \subset \ker L \). Indeed, one can readily verify that under the latter assumption, any set \( C \subset \mathcal{P}_d \) such that \( L(pq) = \delta_{pq}, p, q \in C \), must be \( V \)-linearly independent, and thus, its cardinality is no greater than \( \dim \mathcal{P}_d/V \).

In the single variable case, Theorem 2 leads to the Favard theorem (Theorem 1) due to the well-known fact that every positive definite linear functional on \( \mathcal{P}_1 \) can be represented as an integral with respect to a nonnegative Borel measure on \( \mathbb{R} \) (see the discussion concerning the statement (50) in [2], see also [1,10]). Disappointingly, albeit challengingly so, the positive definiteness does not guarantee the existence of such a representing measure in the several variable case (again see the comment on (50) in [2]). A substantial part of [2] is devoted to conditions ensuring existence of representing measures in the multi-variable case.

2. Christoffel–Darboux Kernel in the Case of Real Variables

Let \( V \subset \mathcal{P}_d \) be a proper \(*\)-ideal and let \( \{Q_k\}_{k=0}^{\varkappa_V} \) be a rigid \( V \)-basis of \( \mathcal{P}_d \). For every \( n \in \mathbb{N}, n \leq \varkappa_V \), we define the associated Christoffel–Darboux kernel by the formula

\[ K_n(x, y) \overset{\text{def}}{=} \sum_{k=0}^{n} Q_k^*(y)Q_k(x), \quad x, y \in \mathbb{R}^d . \] (3)

We use the shorthand notation \( \bigcup_{k=0}^{n} Q_k \) for the set of all entries of all column polynomials \( Q_k, k = 0, \ldots, n \). It is worth noticing that each \( K_n \) enjoys the reproducing property in the following sense (cf. formula (1.2.37) in [11]).

**Proposition 3.** If \( \{Q_k\}_{k=0}^{\varkappa_V} \) is a rigid \( V \)-basis of \( \mathcal{P}_d \) which is orthonormal with respect to an inner product \( \langle \cdot, \cdot \rangle \) in \( \mathcal{P}_d \), and \( X_n \overset{\text{def}}{=} \text{lin} \bigcup_{k=0}^{n} Q_k \) for \( n \in \mathbb{N}, n \leq \varkappa_V \), then \( K_n \) is a reproducing kernel for \( X_n \), which means that, for every \( p \in X_n \), we have the equation

\[ p(y) = \langle p, K_n(\cdot, y) \rangle, \quad y \in \mathbb{R}^d . \]

**Proof.** Let us write \( \bigcup_{k=0}^{n} Q_k = \{q_0, \ldots, q_m\} \). The polynomial \( p \in X_n \) may be written uniquely as \( p = \sum_{k=0}^{m} a_k q_k \) with some \( a_k \in \mathbb{C} \). Similarly, \( K_n(x, y) = \sum_{k=0}^{m} q_k(y)q_k(x), \quad x, y \in \mathbb{R}^d \). Then

\[ \langle p, K_n(\cdot, y) \rangle = \left\langle \sum_{k=0}^{m} a_k q_k, \sum_{k=0}^{m} q_k(y)q_k \right\rangle = \sum_{k=0}^{m} a_k q_k(y) = p(y), \]

which is the desired conclusion. \( \square \)
If $H_1, H_2$ are linear subspaces of $\mathcal{P}_d$, then we identify the algebraic tensor product $H_1 \otimes H_2$ with the linear space spanned by all polynomials of the form $h_1 \otimes h_2 \in \mathcal{P}_{2d}$, where

$$(h_1 \otimes h_2)(x, y) = h_1(x)h_2(y), \quad x, y \in \mathbb{R}^d.$$ 

We may now formulate a multi-variable version of the Christoffel–Darboux formula. If $V = \{0\}$, then it coincides with Theorem 3.6.3 in [3].

**Theorem 4.** Let $V \subset \mathcal{P}_d$ be a proper $\ast$-ideal, and $\{Q_k\}_{k=0}^{\infty}$ be a rigid $V$-basis of real polynomials with $Q_0 = 1$. Assume that $\{Q_k\}_{k=0}^{\infty}$ obeys the three-term relation (B) in Theorem 2. Then, $(x - y_j)K_n(x, y)$ is equal to

$$[A_{n,j}Q_{n+1}(x)]^\top Q_n(y) - Q_n(x)^\top [A_{n,j}Q_{n+1}(y)]$$

modulo the ideal $V_2 \overset{\text{def}}{=} V \otimes \mathcal{P}_d + \mathcal{P}_d \otimes V \subset \mathcal{P}_{2d}$ for all $n \in \mathbb{N}$, $n \leq \kappa_V$, and $j = 1, \ldots, d$.

**Proof.** Fix $j \in \{1, \ldots, d\}$ and $n \in \mathbb{N}$, $n \leq \kappa_V$. Let the expression (4) be denoted by $\tilde{K}_n(x, y)$. Applying (B) supported by Remark 1 for a fixed $s \in \{0, \ldots, n\}$, we get

$$\tilde{K}_s(x, y) = [A_{s,j}Q_{s+1}(x)]^\top Q_s(y) - Q_s(x)^\top [A_{s,j}Q_{s+1}(y)]$$

and

$$-(A_{s-1,j}^\top Q_{s-1}(x))^\top Q_s(y) - Q_s(x)^\top [A_{s-1,j}Q_{s-1}(y)] + r_s(x)^\top Q_s(y) + Q_s(x)^\top \tilde{r}_s(y),$$

where $r_s$ and $\tilde{r}_s$ are column polynomials equal to 0 modulo $V$. Remembering that $B_{k,j}$ are real and symmetric (see Remark 1), we get

$$\tilde{K}_s(x, y) = (x - y_j)Q_s(x)^\top Q_s(y)$$

and

$$- (A_{s-1,j}^\top Q_{s-1}(x))^\top Q_s(y) - Q_s(x)^\top [A_{s-1,j}Q_{s-1}(y)] + r_s(x)^\top Q_s(y) + Q_s(x)^\top \tilde{r}_s(y).$$

Technically, this procedure works only for $s \geq 1$, but it is easy to see that the term $\tilde{K}_s$ for $s = 0$ is equal to zero, since $Q_{-1} = 0$. Taking summation over $s = 0, \ldots, n$ we complete the proof.

The assertion of Theorem 4 can be written briefly as

$$(x - y_j)K_n(x, y) \overset{\text{def}}{=} [A_{n,j}Q_{n+1}(x)]^\top Q_n(y) - Q_n(x)^\top [A_{n,j}Q_{n+1}(y)].$$

Note that in case of $V = \{0\}$, the above equation coincides with the ordinary one. We say that $K_n$ defined by (3) satisfies the $j$th Christoffel–Darboux formula if (5) holds true with some scalar matrix $A_{n,j}$.

**Lemma 5.** Let $X$ and $Y$ be real or complex vector spaces, and $X_0$ and $Y_0$ be their linear subspaces, respectively. Then, there is a linear isomorphism

$$\Phi : (X/X_0) \otimes (Y/Y_0) \to (X \otimes Y)/(X_0 \otimes Y + X \otimes Y_0),$$

such that $\Phi((x + X_0) \otimes (y + Y_0)) = x \otimes y + X_0 \otimes Y + X \otimes Y_0$ for all $x \in X$ and $y \in Y$. 
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Proof. The authors are aware that this lemma is commonly regarded as a straightforward consequence of the Yoneda lemma, a well-established result in the category theory. However, we have not been able to find any direct reference in the mathematical literature (apart from fishy websites), and hence, we propose our short proof without recourse to any “abstract nonsense”.

For convenience, we abbreviate $X_0 \otimes Y + X \otimes Y_0$ to $T(X_0, Y_0)$. We begin with showing that the mapping

$$(X/X_0) \times (Y/Y_0) \ni (x + X_0, y + Y_0) \mapsto x \otimes y + T(X_0, Y_0) \in (X \otimes Y)/T(X_0, Y_0)$$

is well defined. Let $x_1 + X_0 = x_2 + X_0$ and $y_1 + Y_0 = y_2 + Y_0$. Then

$$x_1 \otimes y_1 = x_2 \otimes y_2 + (x_1 - x_2) \otimes y_2 + x_1 \otimes (y_1 - y_2);$$

thus, $x_1 \otimes y_1$ and $x_2 \otimes y_2$ are equal modulo $T(X_0, Y_0)$ and the mapping is well defined. Since it is bilinear, the universal factorization property for tensor products yields the linear mapping

$$\Phi : (X/X_0) \otimes (Y/Y_0) \to (X \otimes Y)/T(X_0, Y_0),$$

resulting in $\Phi((x + X_0) \otimes (y + Y_0)) = x \otimes y + T(X_0, Y_0)$ for all $x \in X$ and $y \in Y$.

We now proceed to define a mapping which will promptly turn out to be the inverse of $\Phi$. Consider the bilinear mapping

$$X \times Y \ni (x, y) \mapsto (x + X_0) \otimes (y + Y_0) \in (X/X_0) \otimes (Y/Y_0).$$

The bilinearity of this mapping and the universal factorization property lead to the linear mapping

$$\Psi : X \otimes Y \to (X/X_0) \otimes (Y/Y_0),$$

such that $\Psi(x \otimes y) = (x + X_0) \otimes (y + Y_0)$ for all $x \in X$ and $y \in Y$. It is clear that $\Psi(x \otimes y) = 0$, whenever $x \in X_0$ or $y \in Y_0$. Since the elements of the form $x \otimes y$ with $x \in X_0$ or $y \in Y_0$ generate $T(X_0, Y_0)$, it follows that $T(X_0, Y_0) \subset \ker \Psi$. Passing to the quotient spaces, the mapping $\Psi$ induces another mapping

$$\Psi_1 : (X \otimes Y)/T(X_0, Y_0) \to (X/X_0) \otimes (Y/Y_0)$$

with the property that $\Psi_1(x \otimes y + T(X_0, Y_0)) = (x + X_0) \otimes (y + Y_0)$ for all $x \in X$ and $y \in Y$. It turns out that $\Phi \circ \Psi_1$ and $\Psi_1 \circ \Phi$ are identity mappings on $(X \otimes Y)/T(X_0, Y_0)$ and $(X/X_0) \otimes (Y/Y_0)$, respectively, which can be verified directly on the generators. $\square$

The following observation shows that the ideal $V_2$ is well chosen regarding tensor products.

**Corollary 6.** Let $V$ be a $*$-ideal in $P_d$. There is a unique mapping

$$\Phi : (P_d/V) \otimes (P_d/V) \to P_{2d}/V_2,$$

such that $\Phi((p + V) \otimes (q + V)) = p \otimes q + V_2$. Moreover, $\Phi$ is a linear isomorphism.
Proof. This is Lemma 5 translated to the case of a \(*\)-ideal treated as a linear subspace of \(\mathcal{P}_d\). The identification of \(\mathcal{P}_d \otimes \mathcal{P}_d\) with \(\mathcal{P}_{2d}\) is well known. \(\square\)

**Corollary 7.** Let \(V \subset \mathcal{P}_d\) be a proper \(*\)-ideal and \(\{Q_k\}_{k=0}^{\kappa_V}\) be a rigid \(V\)-basis of \(\mathcal{P}_d\). If \(P_1\) and \(P_2\) are column polynomials, such that

\[
P_1(x)^T Q_k(y) \overset{\vee}{=} Q_j(x)^T P_2(y)
\]

with some integer \(k, j \geq 0\), then there exists a unique scalar matrix \(E\), such that

\[
P_1 = EQ_j \quad \text{and} \quad P_2 = E^T Q_k.
\]

**Proof.** It is well known that if \(\{e_n\}_{n=0}^{\kappa} \subset V\) is a basis of a vector space \(X\), then the system \(\{e_m \otimes e_n\}_{m,n=0}^{\kappa} \subset \mathcal{P}(X \otimes X)\) forms a basis for \(X \otimes X\). Hence, the system \(\{Q_k\}_{k=0}^{\kappa_V}\) induces the basis of \(\mathcal{P}(d/V) \otimes \mathcal{P}(d/V)\) composed of all elements of the form \((p + V) \otimes (q + V)\), where \(p\) appears in some column \(Q_j\) and \(q\) does in some column \(Q_k\). By Corollary 6, the related basis of \(\mathcal{P}_{2d}/V_2\) consists of all elements of the form \(p \otimes q + V_2\) with the same way of choosing polynomials \(p\) and \(q\).

By our assumption, \(P_1\) can be expressed as \(P_1 \overset{\vee}{=} \sum_{n=0}^{N} C_n Q_n\) with unique scalar matrices \(C_n\). Similarly, \(P_2 \overset{\vee}{=} \sum_{n=0}^{N} D_n Q_n\) with unique scalar matrices \(D_n\) (adding some zero terms, we may have the same \(N\) for both \(P_1\) and \(P_2\)). Substituting this in (6), we get

\[
\sum_{n=0}^{N} Q_n^T(x) C_n^T Q_k(y) \overset{\vee}{=} \sum_{n=0}^{N} Q_j(x)^T D_n Q_n(y).
\]

Since the left-hand side is a sum of polynomials of the form \(p(x)q(x)\) with \(q\) from the column \(Q_k\), by linear independence modulo \(V_2\), we infer that \(D_n = 0\) for all \(n\) but \(n = k\). Similarly, all \(C_n = 0\) except for \(n = j\). It follows that \(P_1 = C_j Q_j\) and \(P_2 = D_k Q_k\). Moreover, Eq. (6) takes the form

\[
Q_j^T(x) C_j^T Q_k(y) \overset{\vee}{=} Q_j^T(x) D_k Q_k(y),
\]

which by linear independence forces \(C_j^T = D_k\). The proof is complete. \(\square\)

As in one variable, we would like to emphasize that there is a deeper connection between the Christoffel–Darboux formula and the three-term relation. In fact, the aforesaid formula implies the relation.

**Theorem 8.** Let \(V \subset \mathcal{P}_d\) be a proper \(*\)-ideal and \(\{Q_k\}_{k=0}^{\kappa_V}\) be a rigid \(V\)-basis of real polynomials with \(Q_0 = 1\), and \(j \in \{1, \ldots, d\}\). Let \(N \in \mathbb{N}\), \(N \leq \kappa_V\). Assume that \(K_s\) satisfies the \(j\)th Christoffel–Darboux formula (5) for all \(n = 0, \ldots, N\) with some scalar matrices \(A_{n,j}\). Then

\[
X_j Q_k \overset{\vee}{=} A_{k,j} Q_{k+1} + B_{k,j} Q_k + A_{k-1,j}^T Q_{k-1}, \quad k = 0, \ldots, N,
\]

with some scalar matrices \(B_{k,j}\) (with the convention \(Q_{-1} = 0\) and \(A_{-1,j} = 0\)).

**Proof.** Let \(\bar{K}_n\) stand for the right-hand side of (5), \(n = 0, \ldots, N\). By our assumption

\[
\bar{K}_n(x, y) = (x_j - y_j)K_n(x, y) + r_n(x)^T w_n(y) + \tilde{w}_n(x)^T \tilde{r}_n(y)
\]
with column polynomials \( r_n, w_n, \tilde{r}_n, \tilde{w}_n \), such that \( r_n \) and \( \tilde{r}_n \) are equal to 0 modulo \( V \). For simplicity, we write \( R_n(x, y) = r_n(x)^T w_n(y) + \tilde{w}_n(x)^T \tilde{r}_n(y) \). Since

\[
K_n(x, y) = Q_n(x)^T Q_n(y) + K_{n-1}(x, y),
\]

we have

\[
\tilde{K}_k(x, y) - R_k(x, y) = (x_j - y_j)Q_k(x)^T Q_k(y) + \tilde{K}_{k-1}(x, y) - R_{k-1}(x, y)
\]

for \( k = 0, \ldots, N \). This, written explicitly, reads as follows:

\[
\begin{align*}
[A_{k,j}Q_{k+1}(x)]^T Q_k(y) &= Q_k(x)^T [A_{k,j}Q_{k+1}(y)] - R_k(x, y) \\
&= (x_j - y_j)Q_k(x)^T Q_k(y) + [A_{k-1,j}Q_k(x)]^T Q_{k-1}(y) \\
&\quad - Q_{k-1}(x)^T [A_{k-1,j}Q_k(y)] - R_{k-1}(x, y),
\end{align*}
\]

which, after rearranging terms, leads to

\[
A_{k,j}Q_{k+1}(x) + A_{k-1,j}Q_{k-1}(x) - x_jQ_k(x)^T Q_k(y) - R_k(x, y)
\]

\[
= Q_k(x)^T [A_{k,j}Q_{k+1}(y) + A_{k-1,j}Q_{k-1}(y) - y_jQ_k(y)] - R_{k-1}(x, y).
\]

A direct application of Corollary 7 leads to a matrix \( B_{k,j} \) such that

\[
A_{k,j}Q_{k+1} + A_{k-1,j}Q_{k-1} - x_jQ_k \overset{\nu}{=} -B_{k,j}Q_k,
\]

which gives the desired conclusion.

\[\square\]

3. Examples

One of the examples could be simply rewritten from [14] where the author considered the tensor product of two families of orthogonal polynomials in one variable, more specifically the Krawtchouk polynomials and the Charlier ones. Digesting this example, one may grasp a general background idea that allows to construct what may be called “product polynomials”, i.e., the tensor product of orthogonal polynomials in a single variable. Noticing this, we prefer to direct our attention to two variable polynomials which are not obtained this way.

We now focus on \( \mathcal{P}_2/V \), where \( V \) is the ideal of all polynomials vanishing on the unit circle \( \mathbb{T} \), centered at 0. To establish the three-term relation, we will employ the well-known system \( \{z^n\}_{n \in \mathbb{Z}} \), which is orthonormal with respect to the normalized Lebesgue measure \( m \) on \( \mathbb{T} \). One can easily check that the system

\[
\{z^0\} \cup \left\{ \frac{1}{\sqrt{2}}(z^n + \bar{z}^n) : n \geq 1 \right\} \cup \left\{ \frac{1}{\sqrt{2i}}(z^n - \bar{z}^n) : n \geq 1 \right\}
\]

is also orthonormal with respect to \( m \). What is more, every member of \( \mathbb{C}[z, \bar{z}] \) is equal modulo \( V \) to a linear combination of elements of the system. Indeed, since \( z\bar{z} \overset{\nu}{=} 1 \), for \( k > l \), we may write

\[
z^k\bar{z}^l \overset{\nu}{=} z^{k-l} = \frac{1}{2}(z^{k-l} + \bar{z}^{k-l}) + \frac{1}{2}(z^{k-l} - \bar{z}^{k-l}),
\]

so we have expressed \( z^k\bar{z}^l \) linearly by means of the system (7). The same can be done for \( k < l \), as \( z^k\bar{z}^l \overset{\nu}{=} \bar{z}^{l-k} \). Since the case \( k = l \) is trivial, this proves our claim.
These polynomials give rise to the following real polynomials:

\[
\begin{align*}
q_1^{(0)}(x_1, x_2) &= 1, \\
q_1^{(k)}(x_1, x_2) &= \frac{1}{\sqrt{2}}((x_1 + ix_2)^k + (x_1 - ix_2)^k), \\
q_2^{(k)}(x_1, x_2) &= \frac{1}{\sqrt{2i}}((x_1 + ix_2)^k - (x_1 - ix_2)^k),
\end{align*}
\]

for \(k \geq 1\).

We arrange them in a column form

\[
Q_0 = q_1^{(0)}, \quad Q_k = \begin{bmatrix} q_1^{(k)} \\ q_2^{(k)} \end{bmatrix}, \quad k \geq 1.
\] (8)

Let \(L_m : \mathcal{P}_2 \to \mathbb{C}\) denote the functional

\[
L_m(p) = \int_{\mathbb{T}} p(x_1, x_2)dm(x_1, x_2), \quad p \in \mathcal{P}_2.
\]

By the properties of the system (7) and the identification of \(\mathcal{P}_2\) with \(\mathbb{C}[z, \bar{z}]\) via \(z = x_1 + ix_2\), we infer that (8) is a rigid \(V\)-basis of \(\mathcal{P}_2\), such that \(L_m(Q_k Q_l^\top) = 0\) if \(k \neq l\), and \(L_m(Q_k Q_k^\top) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\) if \(k \geq 1\). By Theorem 2, the system \(\{Q_k\}_{k=0}^{\infty}\) satisfies the three-term relation

\[
X_j Q_k \overset{\vee}{=} A_{k,j} Q_{k+1} + B_{k,j} Q_k + A_{k-1,j}^\top Q_{k-1}, \quad k \geq 0, \quad j = 1, 2.
\]

Following the idea from Remark 1, we may compute matrices \(A_{k,j}\) and \(B_{k,j}\) with the help of the formulas:

\[
A_{k,j} = L_m(X_j Q_k Q_{k+1}^\top), \quad B_{k,j} = L_m(X_j Q_k Q_k^\top), \quad k \geq 0, \quad j = 1, 2.
\]

Leaving simple though slightly tedious computations to the reader, one may arrive at

\[
A_{0,1} = \begin{bmatrix} \frac{1}{\sqrt{2}} & 0 \end{bmatrix}, \quad A_{0,2} = \begin{bmatrix} 0 & \frac{1}{\sqrt{2}} \end{bmatrix},
\]

\[
A_{k,1} = \begin{bmatrix} \frac{1}{2} & 0 \\ 0 & \frac{1}{2} \end{bmatrix}, \quad A_{k,2} = \begin{bmatrix} 0 & \frac{1}{2} \\ -\frac{1}{2} & 0 \end{bmatrix}, \quad k \geq 1,
\]

and \(B_{k,j} = 0\) for all \(k \geq 0, j = 1, 2\). Theorem 4 is now ready to be applied for writing the Christoffel–Darboux formula

\[
(x_j - y_j) \sum_{k=0}^{n} Q_k^\top(x)Q_k(y) \overset{\vee}{=} [A_{n,j} Q_{n+1}(x)]^\top Q_n(y) - Q_n(x)^\top [A_{n,j} Q_n(y)],
\]

where all the involved objects can be explicitly written.

Let us now turn to a more interesting example of the Bernoulli lemniscate \(B\), i.e., the set of all points \((x_1, x_2) \in \mathbb{R}^2\) satisfying \((x_1^2 + x_2^2)^2 = x_1^2 - x_2^2\). In the case of polynomials in one complex variable, this case was discussed in [7] (cf. [8]). Our approach seems to be separated from that of [7], not to mention no apparent relation between orthogonality of polynomials in complex and real variables (the precedent case of the circle has just been a lucky coincidence). A parametric description of \(B\) is given by

\[
[-\frac{\pi}{4}, \frac{\pi}{4}] \ni t \mapsto \pm \gamma(t) \in \mathbb{R}^2, \quad \gamma(t) = \sqrt{\cos 2t}(\cos t, \sin t),
\]
which leads to the formula defining measure $m$ on $B$

$$L_m(f) := \int_B f(x_1, x_2) \, dm(x_1, x_2) = \alpha_m \int_{-\pi/2}^{\pi/2} \left( f(\gamma(t)) + f(-\gamma(t)) \right) |\gamma'(t)| \, dt$$

$$= \alpha_m \int_{-\pi/2}^{\pi/2} \left( f(\gamma(t)) + f(-\gamma(t)) \right) \frac{dt}{\sqrt{\cos 2t}},$$

where $f$ is a Borel function bounded on $B$ and $\alpha_m > 0$ is chosen so that $m$ is normalized by $\int_B 1 \, dm = 1$. It follows that $L_m(f) = 0$ whenever:

(a) $f(-x_1, -x_2) = -f(x_1, x_2)$ for all $(x_1, x_2) \in B$, or
(b) $f(-x_1, x_2) = -f(x_1, x_2)$ for all $(x_1, x_2) \in B$, or
(c) $f(x_1, -x_2) = -f(x_1, x_2)$ for all $(x_1, x_2) \in B$.

Indeed, (a) is a direct consequence of the formula for $m$, while (b) and (c) result from

$$\int_{-\pi/2}^{\pi/2} f(\pm \gamma(t)) \frac{dt}{\sqrt{\cos 2t}} = \int_{-\pi/2}^{\pi/2} f(\pm \gamma(-t)) \frac{dt}{\sqrt{\cos 2t}}.$$  

The ideal $V$ related to $B$ consists of all polynomials $p \in \mathcal{P}_2$ vanishing on $B$, or, equivalently, satisfying $L_m(|p|^2) = 0$. In particular, $X_1^2 - X_2^2 = (X_1^2 + X_2^2)^2$. This yields

$$(9) \quad X_1^2 = \frac{1}{2}(X_1^2 + X_2^2) + (X_1^2 + X_2^2)^2 \quad \text{and} \quad X_2^2 = \frac{1}{2}(X_1^2 + X_2^2) - (X_1^2 + X_2^2)^2,$$

which means that $X_1^{2j}X_2^{2k} \mathrel{\,\overset{V}{=}\,} q(X_1^2 + X_2^2)$ with some one-variable polynomial $q$ depending on nonnegative integers $j$ and $k$. As a consequence, if $p \in \mathcal{P}_2$, then there exist $q_j \in \mathcal{P}_1$, $j = 1, 2, 3, 4$, such that

$$(10) \quad p \mathrel{\,\overset{V}{=}\,} q_1(X_1^2 + X_2^2) + X_1q_2(X_1^2 + X_2^2) + X_2q_3(X_1^2 + X_2^2) + X_1X_2q_4(X_1^2 + X_2^2).$$

The crucial remark to make here is that every $p \in \mathcal{P}_2$ is equal modulo $V$ to a linear combination of polynomials

$$p_{1, k} := X_1^{j_1}X_2^{k_1}(X_1^2 + X_2^2)^l$$

with integers $j, k = 0, 1$ and $l \geq 0$. It follows that if $j_1, j_2, k_1, k_2 = 0, 1$, $(j_1, k_1) \neq (j_2, k_2)$ and $q_1, q_2 \in \mathcal{P}_1$, then

$$(10) \quad X_1^{j_1}X_2^{k_1}q_1(X_1^2 + X_2^2) \cdot X_1^{j_2}X_2^{k_2}(X_1^2 + X_2^2) \mathrel{\,\overset{V}{=}\,} X_1^rX_2^rq(X_1^2 + X_2^2),$$

with some $q \in \mathcal{P}_1$ and $r, s = 0, 1$, such that $r + s > 0$. Since the right-hand side of (10) is a function satisfying one of the properties (a), (b) and (c) listed on p. 12, we infer that

$$L_m(X_1^{j_1}X_2^{k_1}q_1(X_1^2 + X_2^2) \cdot X_1^{j_2}X_2^{k_2}q_2(X_1^2 + X_2^2)) = 0$$

with all $j_1, j_2, k_1, k_2, q_1, q_2$ already chosen. In other words, polynomials

$$X_1^{j_1}X_2^{k_1}q_1(X_1^2 + X_2^2) \quad \text{and} \quad X_1^{j_2}X_2^{k_2}q_2(X_1^2 + X_2^2)$$

are $L_m$-orthogonal. In particular, polynomials $p_{1, k}^{j_1, k_1}$ and $p_{1, k}^{j_2, k_2}$ are $L_m$-orthogonal, provided that $j_1, j_2, k_1, k_2$ are as above and $l_1, l_2 \geq 0$.

Fix any $j, k = 0, 1$ and consider the linear functional

$$L^{j, k} : \mathcal{P}_1 \to \mathbb{C}, \quad L^{j, k}(q) = L_m(X_1^{2j}X_2^{2k}q(X_1^2 + X_2^2)), \quad q \in \mathcal{P}_1.$$
It is evident that \( L^{j,k}(\|q\|^2) > 0 \) for any \( q \neq 0 \), and thus, there exists a sequence of real orthogonal polynomials \( \{q_{l}^{j,k}\}_{l=0}^{\infty} \), such that \( \deg q_{l}^{j,k} = l, \ l \geq 0, \) and 
\[
L^{j,k}(q_{l_1}^{j,k} q_{l_2}^{j,k}) = \delta_{l_1 l_2}.
\]
As usual for orthogonal polynomials in one variable, the sequence is determined uniquely up to the unimodular factor of each \( q_{l}^{j,k} \). It is a matter of routine to verify that the family of all polynomials
\[
W_{i}^{j,k} := X_{1}^{j} X_{2}^{k} q_{i}^{j,k}(X_{1}^{2} + X_{2}^{2}), \quad j, k = 0, 1, \ l \geq 0 \tag{11}
\]
is \( L_{m} \)-orthogonal, and even \( L_{m} \)-orthonormal. We now arrange this family in the column form
\[
Q_{0} = 1, \ Q_{1} = \begin{bmatrix} W_{0}^{1,0} \\ W_{0}^{0,1} \end{bmatrix}, \ Q_{2} = \begin{bmatrix} W_{2}^{0,0} \\ W_{1}^{0,0} \\ W_{2}^{1,1} \\ W_{0}^{1,1} \end{bmatrix}, \ Q_{2s-1} = \begin{bmatrix} W_{2s-3}^{1,0} \\ W_{2s-2}^{1,0} \\ W_{2s-3}^{0,1} \\ W_{2s-2}^{0,1} \end{bmatrix},
\]
\[
Q_{2s} = \begin{bmatrix} W_{2s-1}^{0,0} \\ W_{2s}^{0,0} \\ W_{2s-3}^{1,1} \\ W_{2s-2}^{1,1} \end{bmatrix}, \ s \geq 2.
\]
At first glance, this does not look like a good idea leading to a rigid \( V \)-basis of \( \mathcal{P}_{2} \), because some coordinate polynomials in \( Q_{n} \) are not of degree \( n \) if \( n \geq 2 \). It turns out that for all \( n \geq 0 \), every coordinate polynomial of \( Q_{n} \) is equal modulo \( V \) to a polynomial of degree exactly \( n \). This follows from the equation\(^{3}\):
\[
\Pi_{V}(\mathcal{P}_{2}^{k}) = \lim_{n \to \infty} \Pi_{V} \left( \bigcup_{n=0}^{k} Q_{n} \right) \quad \text{for every} \ k \geq 0, \tag{12}
\]
which we are now going to prove by induction. The instances of \( k = 0 \) and \( k = 1 \) are trivial, while for \( k = 2 \), we have \( \deg W_{1}^{0,0} = \deg W_{1}^{1,1} = 2 \) and \( \deg W_{2}^{0,0} = \deg W_{2}^{1,1} = 2 \). It turns out that for all \( n \geq 0 \), every coordinate polynomial of \( Q_{n} \) is equal modulo \( V \) to a polynomial of degree \( 2 \), since \( (X_{1}^{2} + X_{2}^{2})^{2} \cong X_{1}^{2} - X_{2}^{2} \). Let us now assume that \( k \geq 3 \). To prove the inclusion \( "\subset" \) fix a monomial \( X_{1}^{\alpha} X_{2}^{\beta} \), such that \( \alpha + \beta \leq k \). By induction hypothesis, we may focus only on the case when \( \alpha + \beta = k \). Let \( [m]_{2} = 0 \) if integer \( m \) is even, and \( [m]_{2} = 1 \) if \( m \) is odd. Since
\[
X_{1}^{\alpha} X_{2}^{\beta} = X_{1}^{[\alpha]_{2}} X_{2}^{[\beta]_{2}} X_{1}^{\alpha-[\alpha]_{2}} X_{2}^{\beta-[\beta]_{2}},
\]
in virtue of (9), we get
\[
X_{1}^{\alpha} X_{2}^{\beta} \cong X_{1}^{[\alpha]_{2}} X_{2}^{[\beta]_{2}} p_{\alpha, \beta}(X_{1}^{2} + X_{2}^{2}),
\]
with a polynomial \( p_{\alpha, \beta} \), such that \( \deg p_{\alpha, \beta} = \alpha + \beta - [\alpha]_{2} - [\beta]_{2} \). Under the notation \( \mu = [\alpha]_{2} \) and \( \nu = [\beta]_{2} \), expanding \( p_{\alpha, \beta} \) in the basis \( \{q_{l}^{\mu, \nu}\}_{l=0}^{\infty} \), we obtain
\(^{3}\)See the notation introduced in the beginning of Sect. 2.
\begin{align*}
X_1^\alpha X_2^\beta = X_1^\mu X_2^\nu \sum_{l=0}^{k-\mu-\nu} a_l q_l^{\mu,\nu} (X_1^2 + X_2^2) = \sum_{l=0}^{k-\mu-\nu} a_l W_l^{\mu,\nu}
\end{align*}

with some coefficients \( a_l \in \mathbb{C} \). Considering all four possible cases of \( \mu, \nu = 0, 1 \), we now show that every \( W_l^{\mu,\nu} \) in the above sum is a coordinate in one of \( Q_n \), \( n = 0, \ldots, k \). Indeed, if \( k = 2s - 1 \), then \((\mu, \nu)\) is equal to \((1, 0)\) or \((0, 1)\), so the resulting polynomials \( W_l^{\mu,\nu} \) with \( l = 0, \ldots, 2s - 2 \) are coordinate polynomials in one of \( Q_1, Q_3, \ldots, Q_{2s-1} \). In turn, if \( k = 2s \), then \((\mu, \nu)\) is equal to \((0, 0)\) or \((1, 1)\). In the case when \((\mu, \nu) = (0, 0)\), we obtain \( W_l^{0,0} \) with \( l = 0, \ldots, 2s \) which appear in the columns \( Q_0, Q_2, \ldots, Q_{2s} \). The remaining case \((\mu, \nu) = (1, 1)\) can be done in a similar way. This proves the desired inclusion. To verify the reverse inclusion fix \( \mu, \nu = 0, 1 \) and take any coordinate polynomial \( W_l^{\mu,\nu} \) in \( Q_k \). By induction hypothesis, it suffices to show that \( W_l^{\mu,\nu} + V \in \Pi_V(\mathcal{P}_2^k) \). The polynomial \( q_l^{\mu,\nu} \) can be written as \( q_l^{\mu,\nu} = \sum_{j=0}^l b_j X^j \) with some coefficients \( b_j \in \mathbb{C} \), and therefore

\begin{align*}
W_l^{\mu,\nu} = X_1^\mu X_2^\nu q_l^{\mu,\nu} (X_1^2 + X_2^2) = \sum_{j=0}^l b_j X_1^\mu X_2^\nu (X_1^2 + X_2^2)^j.
\end{align*}

Since \( W_l^{\mu,\nu} \) is a coordinate of \( Q_k \), we see that \( \mu + \nu + l \leq k \). By \((13)\), it suffices to show that

\begin{align*}
X_1^\mu X_2^\nu (X_1^2 + X_2^2)^j + V \in \Pi_V(\mathcal{P}_2^k), \quad \mu + \nu + j \leq k.
\end{align*}

As \((X_1^2 + X_2^2)^j \equiv X_1^2 - X_2^2, \) for an even number \( j \), we get

\begin{align*}
X_1^\mu X_2^\nu (X_1^2 + X_2^2)^j \equiv X_1^\mu X_2^\nu (X_1^2 - X_2^2)^{j/2},
\end{align*}

and the latter polynomial belongs to \( \mathcal{P}_2^k \). If, in turn, \( j \) is odd, we have

\begin{align*}
X_1^\mu X_2^\nu (X_1^2 + X_2^2)^j = X_1^\mu X_2^\nu (X_1^2 + X_2^2)(X_1^2 + X_2^2)^{j-1} \\
\quad \quad \equiv X_1^\mu X_2^\nu (X_1^2 + X_2^2)(X_1^2 - X_2^2)^{(j-1)/2},
\end{align*}

where we are led to polynomial of degree \( \mu + \nu + j + 1 \), seemingly exceeding \( k \). However, if \( j < l \), then the last polynomial in \((14)\) is of degree less than or equal to \( k \). In the remaining case, when \( j = l \) is odd one, may notice that whenever \( W_l^{\mu,\nu} \) appears in \( Q_k \), then \( \mu + \nu + l < k \), and the resulting polynomial in \((14)\) is again a member of \( \mathcal{P}_2^k \). We have thus proved \((12)\).

Since all \( W_l^{j,k} \) are \( L_m \)-orthonormal, we deduce that they are linearly independent modulo \( V \), so by \((12)\), the elements \( W_l^{j,k} + V \) form a basis of \( \mathcal{P}_2/V \). It follows that the system \( \{Q_n\}_{n=0}^{\infty} \) meets all the requirements to be a rigid basis except for the condition on the degree of coordinate polynomials of \( Q_n \). However, this can be easily overcome by the above discussion where we have shown how the coordinate polynomials can be replaced by polynomials of the proper degree preserving equality modulo \( V \). Since our goal is to write the three-term relation as in Theorem 2, which is equation modulo \( V \), that is

\begin{align*}
X_j Q_k = A_{k,j} Q_{k+1} + B_{k,j} Q_k + A_{k-1,j}^T Q_{k-1}, \quad k \in \mathbb{N}, \quad j = 1, 2,
\end{align*}
we do not really have to bother about the degree of polynomials in $Q_n$. As we already know

$$A_{k,j} = L_m(X_jQ_kQ_{k+1}^\top) \quad \text{and} \quad B_{k,j} = L_m(X_jQ_kQ_{k}^\top).$$

A typical entry in $A_{k,j}$ or $B_{k,j}$ takes the form $L_m(X_jW_{l_1}^{q_{1,\nu_1}}W_{l_2}^{q_{2,\nu_2}})$ which is equal to zero but the following two cases:

(i) $j = 1$, $\mu_1 + \mu_2 = 1$, $\nu_1 = \nu_2$, or
(ii) $j = 2$, $\mu_1 = \mu_2$, $\nu_1 + \nu_2 = 1$,

which can be easily justified with the help of properties (a), (b) and (c) on p. 12. Since all the polynomials $W_{l}^{q_{1,\nu}}$ in the column $Q_k$ satisfy either $\mu + \nu = 1$ (if $k$ is odd) or $\mu + \nu \in \{0, 2\}$ (if $k$ is even), none of the entries of the matrix $X_jQ_kQ_k^\top$ satisfies (i) or (ii), and hence, $B_{k,j} = 0$ for all admissible $k$ and $j$. We now consider $A_{k,j}$. Fix $s \geq 2$ and introduce the auxiliary column polynomial $R_{l}^{\mu,\nu} = [q_{l-1}^{\mu,\nu}, q_{l}^{\mu,\nu}]^\top$, $l \geq 1$, $\mu, \nu = 0, 1$. Thus, we may write

$$Q_{2s-1} = \begin{bmatrix} X_1R_{2s-2}^{0,0}(X_1^2 + X_2^2) \\ X_2R_{2s-2}^{0,1}(X_1^2 + X_2^2) \end{bmatrix} \quad \text{and} \quad Q_{2s} = \begin{bmatrix} R_{2s}^{0,0}(X_1^2 + X_2^2) \\ X_1X_2R_{2s-2}^{0,1}(X_1^2 + X_2^2) \end{bmatrix}, \quad s \geq 2,$$

where $R_{l}^{\mu,\nu}(X_1^2 + X_2^2)$ means substituting $X_1^2 + X_2^2$ in the both coordinate polynomials of $R_{l}^{\mu,\nu}$. In virtue of (i) and (ii), we get

$$A_{2s,1} = \begin{bmatrix} L^{1,0}(R_{2s}^{0,0}(R_{2s}^{1,0})^\top) & 0 \\ 0 & L^{1,1}(R_{2s-2}^{1,1}(R_{2s}^{0,1})^\top) \end{bmatrix},$$

$$A_{2s-1,1} = \begin{bmatrix} L^{1,0}(R_{2s-2}^{1,0}(R_{2s}^{0,0})^\top) & 0 \\ 0 & L^{1,1}(R_{2s-2}^{0,1}(R_{2s}^{1,1})^\top) \end{bmatrix},$$

$$A_{2s,2} = \begin{bmatrix} L^{1,1}(R_{2s}^{1,1}(R_{2s}^{0,0})^\top) & 0 \\ 0 & L^{0,1}(R_{2s}^{0,0}(R_{2s}^{1,1})^\top) \end{bmatrix},$$

$$A_{2s-1,2} = \begin{bmatrix} L^{1,1}(R_{2s-2}^{1,1}(R_{2s}^{0,0})^\top) & 0 \\ 0 & L^{0,1}(R_{2s-2}^{0,1}(R_{2s}^{1,1})^\top) \end{bmatrix}.$$

We encourage the reader to derive similar formulas for $A_{k,j}$ with $k = 0, 1$ and $j = 0, 1$, the cases not covered above. If we now employed a one-variable orthonormalization procedure, we could consecutively compute all the matrices $A_{k,j}$.

It is worth noting that one may derive the integral representation for all the functionals $L^{j,k}$, $j, k = 0, 1$, that is

$$L^{j,k}(q) = \alpha_m \int_{0}^{1} q(x) \frac{2^{1-j-k}x^{j+k}(1+x)^j(1-x)^k}{\sqrt{x(1-x^2)}} \, dx, \quad q \in \mathcal{P}_1.$$  

The weight function for $L^{0,0}$ can be related to the weight mentioned in [15, p. 37] [formula (2.9.1)]; to see this, it is enough to perform change of variable $t = 1 - x$ under the integral. In turn, the orthogonal polynomials associated with $L^{j,k}$ with $j, k = 0, 1$, $j + k > 0$, can be derived from those of $L^{0,0}$ by Theorem 2.5 in [15].

The case considered in [7] concerns complex orthogonality of polynomials in a single complex variable with respect to an arbitrary admissible
functional \( L \) (let the term “admissible” remains mysterious for the time being). This allows us to introduce this case in a little bit sketchy way. We will show that the system

\[
\Sigma_0 = 1, \quad \Sigma_1 = \begin{bmatrix} X_1 \\ X_2 \end{bmatrix}, \quad \Sigma_2 = \begin{bmatrix} X_1^2 \\ X_1X_2 \\ X_2^2 \end{bmatrix}, \quad \Sigma_n = \begin{bmatrix} X_1^n \\ X_1^{n-1}X_2 \\ X_1^{n-2}X_2^2 \\ \vdots \\ X_1^nX_2 \end{bmatrix}, \quad n \geq 3
\]  

(15)

forms a rigid \( V \)-basis of \( P_2 \). By the discussion in [2, Section 4], the system \( \{\Sigma_n\}_{n=0}^{\infty} \) is a proper candidate for a rigid \( V \)-basis of \( P_2 \), because its structure is the same as that of the rigid \( V \)-basis \( \{Q_n\}_{n=0}^{\infty} \) constructed above (i.e., the lengths of consecutive columns in \( \{\Sigma_n\}_{n=0}^{\infty} \) are equal to \( d_V(n) \)). Hence, it suffices to show that for every \( j, k \geq 0 \), we have

\[
\Pi_V(X_1^jX_2^k) \in \text{lin} \Pi_V \left( \bigcup_{l=0}^{j+k} \Sigma_l \right). \tag{16}
\]

If \( j + k \leq 3 \), then (16) is satisfied in an apparent way, because then \( X_1^jX_2^k \) is a member of \( \Sigma_{j+k} \). Assume that \( j + k \geq 4 \) and \( k \geq 4 \), which covers all the monomials of degree \( j + k \) outside of \( \Sigma_{j+k} \). Since \( X_1^2 - X_2^2 = (X_1^2 + X_2^2)^2 \), we infer that

\[
X_2^4 = X_1^2 - X_2^2 - X_1^4 - 2X_1^2X_2^2.
\]

This implies that

\[
X_1^jX_2^k = X_1^jX_2^{k-4}X_2^4 = X_1^{j+2}X_2^{k-4} - X_1^jX_2^{k-2} - X_1^{j+4}X_2^{k-4} - 2X_1^{j+2}X_2^{k-2}.
\]

This way, we have reduced the powers of the variable \( X_2 \) by 2. If \( k - 2 \geq 4 \), we may repeat this procedure for all the monomials with powers of \( X_2 \) greater than or equal to 4, eventually obtaining the linear combination of monomials with power of \( X_2 \) less than or equal to 3. Thus, we have shown (16).

We now want to assume that \( L \) is induced by a Borel measure \( \mu \) whose support is a Zariski dense subset of the lemniscate \( B \), i.e., for every \( p \in P_2 \), if \( p \) vanishes on the support of \( \mu \), then it vanishes on the whole \( B \) (for the Zariski topology and related notions, see the discussion in [2, Section 9]). There is no loss of generality, since by [2, Theorem 43] (see also [13, Theorem 1]) for any positive definite functional \( L : P_2 \to \mathbb{C} \) satisfying \( L(qq) = 0 \) with some \( q \in P_2 \), such that the zero set \( Z_q := q^{-1}(\{0\}) \) is compact\(^4\) in \( \mathbb{R}^d \), there exists a Borel measure \( \mu \) supported in \( Z_q \), such that

\[
L(p) = \int_{Z_q} p(x)d\mu(x), \quad p \in P_2.
\]  

(17)

This means, in particular, that if \( L : P_2 \to \mathbb{C} \) is positive definite and \( L(p) = 0 \) for all \( p \in P_2 \), such that \( p|_B \equiv 0 \), then \( L \) must have integral representation (17) with \( Z_p = B \).

\(^4\)We allow the empty set here.
It is worth noting that a subset of $B$ is Zariski dense in $B$ if and only if it is infinite. Indeed, it has to be infinite, because every finite set is closed in the Zariski topology. In turn, assume that $B_1$ is an infinite subset of $B$, and $p \in P_2$ vanishes on $B_1$. Employing the parametrization

$$
\varphi : \mathbb{R} \ni t \mapsto \left( \frac{\cos t}{1 + \sin^2 t}, \frac{\sin t \cos t}{1 + \sin^2 t} \right) \in B,
$$

we see that $p \circ \varphi$ is real-analytic and the set of its zeros has an accumulation point, because there are infinitely many $t \in [0, 2\pi]$, such that $\varphi(t) \in B_1$. By the identity principle for real-analytic functions (see [6, Corollary 1.2.7]), we infer that $p \circ \varphi$ is equal to zero everywhere, and hence, $p$ vanishes on $B$.

Having fixed $L$ induced by a measure whose support is a Zariski dense subset of $B$, we may now perform an orthonormalization procedure applied to the system (15). As usual, this can be done recursively, but it would be convenient to notice that once we have obtained columns $Q_0, \ldots, Q_{k-1}$ of orthonormal column polynomials (with lengths according to the structure of the system (15)), the column polynomial

$$
\hat{Q}_k = \Sigma_k - \sum_{j=0}^{k-1} L(\Sigma_k Q_j^\top) Q_j
$$

is orthogonal to all $Q_0, \ldots, Q_{k-1}$, and hence, it is orthogonal to $P_2^{k-1}$. Thus, we may focus on orthonormalizing coordinate polynomials of $\hat{Q}_k$. One of the possible ways of achieving this is finding a real matrix $U$, such that $UL(\hat{Q}_k \hat{Q}_k^\top)U^\top$ is the identity matrix, which is possible as $L(\hat{Q}_k \hat{Q}_k^\top)$ is a non-singular positive definite matrix (see [2, Proposition 13]). Then, the formula $Q_n = U\hat{Q}_n$ gives the desired column polynomial. The Cholesky decomposition can be applied to find such a matrix $U$.

**Final Remark** The essential part of this paper was presented during the FAATNA20＞22 conference, Matera, Italy, July 2022.

**Author contributions** Both authors have contributed equally to this work. All authors reviewed the manuscript.

**Funding** The first named author acknowledges the financial support of the Priority Research Area SciMat under the program Excellence Initiative Research University at the Jagiellonian University in Kraków, Poland, Decision No. U1U/P05/NO/03.55.

**Declarations**

**Conflict of Interest** The authors have no competing interests as defined by Springer, or other interests that might be perceived to influence the results and/or discussion reported in this paper.
**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit [http://creativecommons.org/licenses/by/4.0/](http://creativecommons.org/licenses/by/4.0/).

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

**References**

[1] Chihara, T.S.: An introduction to orthogonal polynomials. In: Mathematics and its Applications, vol. 13. Gordon and Breach, New York (1978)

[2] Cichoń, D., Stochel, J., Szafraniec, F.H.: Three term recurrence relation modulo ideal and orthogonality of polynomials of several variables. J. Approx. Theory 134, 11–64 (2005)

[3] Dunkl, C.F., Xu, Y.: Orthogonal Polynomials of Several Variables, Second Edition, Encyclopedia of Mathematics and its Applications, vol. 155. Cambridge University, Press (2014)

[4] Fasondini, M., Olver, S., Xu, Y.: Orthogonal structure on a cubic planar curve, Found. Comput. Math. (in print)

[5] Kowalski, M.A.: The recursion formulas for orthogonal polynomials in \( n \) variables. SIAM J. Math. Annal 13, 309–315 (1982)

[6] Krantz, S.G., Parks, H.R.: A Primer of Real Analytic Functions. Birkhäuser Advanced Texts. Birkhäuser, New York (2002)

[7] Marcellán, F., Moral, L.: Minimal recurrence formulas for orthogonal polynomials on Bernouilli’s lemniscate, in: Polynômes Orthogonaux et Applications. In: Proceedings of the Laguerre Symposium, Bar-le-Duc, October 15–18, pp. 211–220 (1984)

[8] Marcellán, F., Pérez-Grasa, I.: The moment problem on equipotential curves. In: Cuyt, A. (ed.) Nonlinear Numerical Methods and Rational Approximation, pp. 229–238. D. Reidel, Dordrecht (1988)

[9] Olver, S., Xu, Y.: Orthogonal structure on a quadratic curve. IMA J. Numer. Anal. 41, 206–246 (2021)

[10] Shohat, J.A., Tamarkin, J.D.: The Problem of Moments, Mathematical Surveys, vol. 1. American Mathematical Society, Providence (1943)

[11] Simon, B.: Orthogonal Polynomials on the Unit Circle, Part 1: Classical Theory, AMS Colloquium Publication, vol. 54.1. AMS, Providence (2005)

[12] Simon, B.: The Christoffel–Darboux kernel. In: Proceedings of Symposia in Pure Mathematics, vol. 79 (2008)

[13] Schmüdgen, K.: The K-moment problem for compact semi-algebraic sets. Math. Ann. 289, 203–206 (1991)
[14] Szafraniec, F.H.: Favard’s theorem modulo an ideal. In: Operator Theory: Advances and Applications, vol. 157, pp. 301–310
[15] Szegő, G.: Orthogonal Polynomials. AMS, Providence (1975)
[16] Xu, Y.: Multivariate orthogonal polynomials and operator theory. Trans. Am. Math. Soc. 343, 193–202 (1994)

Dariusz Cichoń and Franciszek Hugon Szafraniec
Faculty of Mathematics and Computer Science
Jagiellonian University
ul. Prof. St. Łojasiewicza 6
30-348 Kraków
Poland
e-mail: dariusz.cichon@im.uj.edu.pl

Franciszek Hugon Szafraniec
e-mail: umszafra@cyf-kr.edu.pl

Received: November 8, 2022.
Revised: June 15, 2023.
Accepted: June 18, 2023.