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Abstract—Soft demodulation, or demapping, of received symbols back into their embedded soft bits, or bit log-likelihood ratios (LLRs), is at the very heart of any modern receiver. In this paper, a trainable universal neural network-based demodulator architecture, dubbed "LLRnet", is introduced. LLRnet facilitates an improved performance with significantly reduced overall computational complexity. For instance for the commonly used quadrature amplitude modulation (QAM), LLRnet demonstrates LLR estimates approaching the optimal log maximum a-posteriori inference with an order of magnitude less operations than that of the straightforward exact implementation. Link-level simulation examples for the application of LLRnet to 5G-NR and DVB-S.2 are provided. LLRnet is a (yet another) powerful example for the usefulness of applying machine learning to physical layer design.

I. INTRODUCTION

The basic procedure of demapping received symbols back into their embedded soft bits, feeding a following stage of error correction decoding, is a crucial component in any modern communication system. The soft bit, quantifying the level of confidence in the quality of the symbol’s demodulation process, is typically expressed in terms of the log-likelihood ratio (LLR).

An exact evaluation of the LLR is achieved via a scheme, known as the log-MAP [1], computing the logarithm of the ratio between the maximum a-posteriori (MAP) probabilities of the latent bit’s two hypotheses given the observed symbol. Though statistically optimal, the computational complexity of the log-MAP algorithm scales with the size of the symbol constellation, making its direct implementation impractical in realistic systems.

A popular approximation of the optimal log-MAP rule, serving as a feasible golden target in designing practical systems, is the well-known max-log-MAP algorithm [2]. However, although eliminating the need to compute complex exponential and logarithmic functions, in general the approximated max-log-MAP algorithm still consumes, on a symbol-rate basis, an extensive number of operations which scales with the modulation order.

There are certain constellation schemes, like the Gray-coded quadrature amplitude modulation (QAM), for which the max-log-MAP boils down to a reduced-complexity piecewise linear function and can be thus implemented, for instance, via a lookup table (LUT) [3]. This simplification is attributed to the QAM’s inherent constellation mapping symmetries and its separability into two independent pulse amplitude modulations (PAM) in the real and imaginary parts of the symbol. As shall be exemplified in the sequel, although the computational ease in the operation of the max-log-MAP algorithm on QAM constellations, it still suffers from significant performance degradation in the estimation of the LLRs compared to the exact log-MAP, especially in the low and intermediate signal-to-noise ratio (SNR) regimes. This degradation is especially detrimental in the (almost) inevitable pragmatic case of non-ideal link adaptation. Further computationally simplified versions of the max-log-MAP for either QAM [3] or other modulation schemes, like phase-shift keying (PSK) (e.g., [4] and references therein), suffer from an additional performance penalty w.r.t. the original "full-blown" max-log-MAP algorithm.

In this contribution, a machine-learning architecture for efficient universal soft demodulation, dubbed "LLRnet", is proposed. One should bear in mind that the demapping procedure can be simply abstracted as nothing but a symbol-to-bit LLRs function. Now, neural networks are well-known as a great tool in effectively approximating functions (viz. Cybenko’s universal approximation theorem [5]). Hence it seems very natural and beneficial to train a neural network to directly learn the functionality of either the impractical exact log-MAP, the cumbersome max-log-MAP, or any other expert-based target demapping rule. As shall be shown, the LLRnet provides an excellent mechanism for achieving the target demodulation rule performance. For the family of QAM constellations, LLRnet is shown to practically reproduce the exact log-MAP algorithm with a substantially reduced computational burden (e.g., ten times less the operations for 1024-QAM).

The paper is organized as follows. The LLR estimation problem is described in Section II. Section III introduces the proposed LLRnet architecture for soft demodulation. Section IV provides simulation results and discusses the performance of LLRnet in the context of two commercial system applications, namely the cellular 5G and the satellite DVB-S.2 standards. Finally, Section V contains some concluding remarks.

II. PROBLEM FORMULATION

Consider a generic communication system (as depicted in Fig. 1) with a modulator at the transmitter mapping an
incoming stream of encoded bits (where each bit is denoted by \( c \in \{0, 1\} \)) to an outgoing stream of modulated symbols, \( s = \{s_1, \ldots, s_N\}^T \in \mathcal{C} \), chosen from an arbitrary finite set of constellation points in a (possibly hyper-dimensional) complex domain, \( \mathcal{C} \subset \mathbb{C}^N \). To this end, let \( \mathbf{c} = \{c_1, \ldots, c_M\}^T \in \{0, 1\}^M \), be a vector of some arbitrary \( M \)-consecutive bits in the stream being modulated to an \( N \)-dimensional complex symbol \( s \). Hereinafter, it is assumed that all possible \( M \)-bit vectors, \( \mathbf{c} \), are equiprobable, thus all the modulated symbols in the constellation set \( \mathcal{C} \) are equally likely to be transmitted. Incorporating knowledge, e.g., iteratively originated from the error correction decoding stage, on (unequal) prior probabilities of the modulated symbols in the discussed demodulation schemes is straightforward.

The symbol \( s \) is transmitted through a composite channel comprising, in addition to the physical channel, an abstraction of other critical transceiver processing steps. On the transmitter side, these may consist of (but not limited to) precoding for transmission over multiple-input multiple-output (MIMO) systems, mapping to orthogonal frequency-division multiplexing (OFDM), digital-to-analog conversion (DAC) and analog mixing on a radio carrier. On the receiver side, the composite channel may encapsulate, e.g., analog-to-digital conversion (ADC), down-mixing to baseband, synchronization, filtering, OFDM demodulation, MIMO combining and channel estimation and equalization. These transceiver processing steps are standard and do not explicitly pertain to the problem under study of demapping, or soft demodulation, of the received symbol to bit LLRs.

The demodulator at the receiver observes the composite channel’s complex-valued symbol estimate, \( \hat{s} \in \mathbb{C}^N \), where the effect of the composite channel is captured by the relation between the transmitted and observed symbols, \( s \) and \( \hat{s} \), respectively. Although not necessarily accurate, for the purpose of soft demodulation to bit LLRs, the composite channel is typically modeled as an additive white Gaussian noise (AWGN) channel, to yield

\[
\hat{s} = s + n, \tag{1}
\]

where the \( N \)-dimensional AWGN vector \( n \sim \mathcal{CN}(0, \sigma^2 I_N) \) and \( \sigma^2 \geq \sigma_0^2 \). The scalar \( \sigma_0 \) denotes the standard deviation of the ambient noise in the physical channel, corresponding to some SNR. It is important to note that this work does not focus on optimizing the, so called, "composite channel" itself (e.g., via improving MIMO demodulation), but in streamlining symbol demapping by adopting a machine-learning approach. To this end, the observed symbol estimate, \( \hat{s} \), can be viewed, for instance, as an equalized symbol following a linear detection stage.

Now mainly for the purpose of facilitating an improved decoding in a succeeding stage, the demodulator demaps the observed symbol, \( \hat{s} \), into a vector of estimates of the \( M \)-bit LLRs, \( \mathbf{l} \in \mathbb{R}^M \), corresponding to the confidence in the inference of each of the original coded bits in \( c \). The \( i \)'th entry of the LLRs vector, \( l_i \), adheres to the logarithm of the MAP relation

\[
l_i \triangleq \log \left( \frac{\Pr (c_i = 0 | \hat{s})}{\Pr (c_i = 1 | \hat{s})} \right), \quad i = 1, \ldots, M. \tag{2}
\]

An exact computation of the log-MAP expression (2), under the examined model (1), yields

\[
l_i = \log \left( \frac{\sum_{s \in C_0^i} \exp \left( -\frac{||\hat{s} - s||^2}{\sigma^2} \right)}{\sum_{s \in C_1^i} \exp \left( -\frac{||\hat{s} - s||^2}{\sigma^2} \right)} \right), \quad i = 1, \ldots, M, \tag{3}
\]

where \( C_0^i \subset C \) is the subset of constellation points, known at the receiver side, for which the \( i \)'th bit is equal to \( \delta \in \{0, 1\} \). Applying the approximation

\[
\log \left( \sum_j \exp \left( -x_j^2 \right) \right) \approx \max_j \left( -x_j^2 \right)
\]

on the exact log-MAP operation (3), approximated LLR estimates can be derived from a simplified rule, well-known as the max-log-MAP

\[
l_i \approx \frac{1}{\sigma^2} \left( \min_{s \in C_0^i} ||\hat{s} - s||^2 - \min_{s \in C_1^i} ||\hat{s} - s||^2 \right), \quad i = 1, \ldots, M. \tag{4}
\]

The computational complexity per received symbol of a brute-force implementation of either the log-MAP (3) or the max-log-MAP (4) algorithms scales with the size of the constellation, \( |C| \), to yield \( \mathcal{O}(2^M N) \) operations. However, the approximated max-log-MAP demapping rule has the advantageous property of eliminating the need for computing complex exponential and logarithmic functions. For dealing with the popular (Gray-coded) QAM constellations, although being severely sub-optimal the max-log-MAP is typically the common demapper of choice due to the fact that it can be reduced to a single LUT implementation of piecewise linear functions, which scales linearly with SNR. Note that the exact log-MAP algorithm can be only crudely approximated via multiple LUTs, essentially one for each SNR working point [6].

III. SOFT DEMODULATION WITH LLRNET

LLRnet is a neural network designed to learn a desired soft demodulation scheme, demapping a complex symbol to its conveyed bits’ real-valued LLRs. The architecture of LLRnet is illustrated in Fig. 2. The input layer of the LLRnet is fed by the received symbol estimate vector, \( \hat{s} \), where it is divided
schematically describes the training process of the neural demodulator. Since the LLRnet’s input-to-output function is fully differentiable w.r.t. the set of all trainable parameters, $\theta$, a gradient-based training approach can be adopted. The trainable parameters are first randomly initialized. For a certain batch of $B$ received symbols, $\mathbf{s}^{(b)}$, $b = 1, \ldots, B$, compute the corresponding bit LLRs via a desired demapping algorithm, e.g. log-MAP or max-log-MAP (for implementing these specific target demodulation algorithms, an estimate of $\sigma^2$ is also required).\(^1\) Then feed both the conventionally computed LLRs, $\mathbf{l}^{(b)}$, along with the LLRs computed through LLRnet, $\hat{\mathbf{l}}^{(b)}$, into a loss function which is evidently a function of the trainable set of parameters $\theta$. Such a loss function could be, for instance, the mean-squared error (MSE)

$$L_{\text{MSE}}(\theta) \triangleq \frac{1}{B} \sum_{b=1}^{B} \| \mathbf{l}^{(b)} - \hat{\mathbf{l}}^{(b)} \|_2^2,$$

or alternatively the cross-entropy function

$$L_{\text{CE}}(\theta) \triangleq -\frac{1}{B} \sum_{b=1}^{B} \sum_{m=1}^{M} \left( l_m^{(b)} \log(\hat{l}_m^{(b)}) + (1 - l_m^{(b)}) \log(1 - \hat{l}_m^{(b)}) \right).$$

Define a stop criterion which can be either a fixed number of iterations, a threshold on the loss or a number of iterations during which the loss has not decreased. Unless the stop criterion is met, update the parameter set, $\theta$, based on a learning algorithm using gradient descent,

$$\theta \leftarrow \theta - \alpha \nabla_{\theta} L(\theta),$$

where $\alpha > 0$ is the learning rate. Compute the loss function again under the newly learned set of trained parameters. When the stop criterion is met and training is complete, one moves to the inference stage where the LLRnet serves as the sole demodulator, efficiently imitating the functionality of the desired soft demodulator. In the following section LLRnet is simulated and its performance is evaluated in two end-to-end system usecases.

\begin{itemize}
  \item \textbf{IV. Simulation Examples}
  \item \textbf{A. Throughput of PDSCH in 5G-NR}
  \end{itemize}

The proposed LLRnet demodulation engine is utilized in the decoding of the physical downlink shared channel (PDSCH) in a 5G New Radio (NR) link, as defined by the 3GPP NR standard. The key configuration parameters of the simulated link...
are listed in Table I. In the simulated configuration, a frame (10ms) is divided into 10 subframes, where each subframe (1ms) is composed of 2 slots, and each slot (0.5ms) consists of 14 symbols. For each slot, out of the $51 \times 12 \times 14 \times 2 = 17136$ resource elements in the received resource grid, 14712 convey PDSCH symbols.

The training of the LLRnet relies on only about 1% (148 symbols) of the 14712 received PDSCH symbols, taken evenly across a single slot which is, in the reported results, the first slot in a 2 seconds transmission per evaluated SNR point. These 148 symbols are randomly divided to three sets: (1) about 70% of them are used for training, (2) about 15% used for validation that the trained network has low enough generalization error and for avoiding excessive training which may result in undesirable overfitting, and (3) lastly, about 15% of the symbols are used for a completely independent testing of the LLRnet generalization. Note that the relatively small size of the data set, found sufficient for training the LLRnet, stems from the inherent smoothness of the demapping functions from symbols to bit LLRs.

The chosen training algorithm in this example is the Levenberg-Marquardt backpropagation algorithm [7] and the training process continues until the validation error fails to decrease for 6 consecutive iterations. The chosen loss function is the MSE, where the desired, or target, demodulation algorithm the LLRnet is trained to reproduce is the exact, yet costly, log-MAP scheme (with $\sigma^2 = \sigma_0^2$). The number of neurons in the hidden layer is set to $K = 8, 16, 32$ for the constellations 16, 64, 256-QAM (thus $N = 1$), respectively. As mentioned previously, the neuron’s activation function is a ReLU. Upon completion of the training stage, PDSCH symbols in the consecutive slots are demodulated exclusively by the LLRnet. Re-training, so the LLRnet can readapt and learn the new demapping functions, is required only when a (non-marginal) SNR working point change is identified. Alternatively, training for different SNR values can be performed offline or in a quasi-offline manner, with the obtained trained sets being stored in the receiver’s memory. Another option is to provide the SNR level as an additional input to the LLRnet and train it within a wide range of SNRs. By doing so, the LLRnet can then learn to also generalize across SNR points.

Figs. 4(a)-(c) present, for 16-QAM, 64-QAM and 256-QAM (in which each symbol conveys 4, 6 and 8 bits, respectively), in three different SNR levels, the explicit demapping functions of the real part of the (received) symbol into its carried odd-numbered bits’ LLR for three different soft demodulation implementations: exact log-MAP (3), approximate max-log-MAP (4) and the proposed LLRnet. As expected, in the higher SNR regimes (lower row in each figure) for the examined three QAM modulations the max-log-MAP exhibits a good estimate of the optimal log-MAP rule. However, for the low and intermediate SNR regimes (two upper rows in each figure) the

### Table II: Computational complexity comparison of the demodulation schemes in terms of real operations per received symbol.

|                | 16-QAM |                  | 64-QAM |                  | 256-QAM |                  |
|----------------|--------|------------------|--------|------------------|---------|------------------|
|                | log-MAP | LLRnet ($K=8$)  | log-MAP | LLRnet ($K=16$) | log-MAP | LLRnet ($K=32$) |
| Multiplication & division | 52     | 40               | 198    | 112              | 776     | 288 (320)        |
| Addition & subtraction   | 104    | 40               | 564    | 112              | 2800    | 288 (352)        |
| Exponent & logarithm    | 20     | 0                | 70     | 0                | 264     | 0 (64)           |
| Comparator              | 0      | 8                | 0      | 16               | 0       | 32 (0)           |
| Total                   | 176    | 88               | 832    | 240              | 3840    | 608 (736)        |

*Parentheses correspond to using tanh, rather than ReLU, activation function at the hidden layer.

### Table III: Computational complexity for 1024-QAM.

|                | 1024-QAM |
|----------------|----------|
|                | log-MAP  | LLRnet ($K=64$) |
| Multiplication & division | 3082 | 704 |
| Addition & subtraction   | 13292 | 704 |
| Exponent & logarithm    | 1034   | 0 |
| Comparator              | 0      | 64 |
| Total                   | 17408  | 1472 |

### Table I: Simulated 5G-NR key configuration parameters.

|                                | 200 | 20MHz | 51 |
|--------------------------------|-----|-------|----|
| # of 10ms frames              |     |       |    |
| Bandwidth                     |     |       |    |
| # of (12 sub-carriers) resource blocks |     |       |    |
| Subcarrier spacing            |     |       |    |
| Cyclic prefix                 |     |       |    |
| # of Tx. antennas             |     |       |    |
| # of Rx. antennas             |     |       |    |
| # of layers                   |     |       |    |
| Transport channel coding      |     |       |    |
| Target code rate              |     | 0.4785|    |
| Modulation                    |     |       |    |
| PDSCH precoding               |     |       |    |
| Waveform                      |     |       |    |
| Channel model                 |     |       |    |
| Channel estimation            |     |       |    |
| MIMO equalization             |     |       |    |
| Synchronization              |     |       |    |
| HARQ                          |     |       |    |

Figs. 4(a)-(c) present, for 16-QAM, 64-QAM and 256-QAM (in which each symbol conveys 4, 6 and 8 bits, respectively), in three different SNR levels, the explicit demapping functions of the real part of the (received) symbol into its carried odd-numbered bits’ LLR for three different soft demodulation implementations: exact log-MAP (3), approximate max-log-MAP (4) and the proposed LLRnet. As expected, in the higher SNR regimes (lower row in each figure) for the examined three QAM modulations the max-log-MAP exhibits a good estimate of the optimal log-MAP rule. However, for the low and intermediate SNR regimes (two upper rows in each figure) the
Fig. 4: LLR, derived via log-MAP, max-log-MAP and LLRnet, as a function of the real part of the symbol for the odd bits in 16/64/256-QAM.

Fig. 5: PDSCH throughput, derived via log-MAP, max-log-MAP and LLRnet, as a function of SNR for 16/64/256-QAM.
max-log-MAP only serves as a crude (low SNR) to reasonable (intermediate SNR) approximation to the exact demapper. On the other hand the soft bits inferred by the LLRnet practically coincide with the optimal ones in all three modulation cases across the entire relevant SNR range.

Next, the performance of LLRnet is evaluated in terms of measuring the PDSCH throughput. Figs. 5(a)-(c) plot the PDSCH throughput as a function of SNR. The throughput is displayed both in terms of absolute values, in Mbps, and relative throughput, in percentage, w.r.t. the link’s maximum possible throughput under the given configuration. It is evident that LLRnet (again, with only $K = 8, 16, 32$ neurons populating the hidden layer, respectively) essentially provides the same throughput as the optimal log-MAP algorithm. It is also observed that in the low and intermediate SNR levels the throughput corresponding to the tractable max-log-MAP substantially lags behind the throughput associated with the LLRnet (and log-MAP).

The capability of LLRnet to successfully imitate the operation of the log-MAP algorithm is even more remarkable when comparing their computational complexity. Table II lists the number of (real) operations, per symbol, required for the execution of log-MAP and LLRnet for the three different QAM constellations. Note that without any loss in throughput, LLRnet costs about 50%, 70%, and 85% less total operations than the log-MAP algorithm. Bear in mind again these algorithms are run on symbol rate. For completeness, and although currently not yet being an integral part of 5G-NR, but of Wi-Fi 6 (802.11ax), the enumeration of the complexity savings (more than 90%) of LLRnet vs. log-MAP for the 1024-QAM are listed in Table III. The overhead complexity of the training phase itself in this application is relatively small since the learning relies on only few symbols within a single received slot, thus it is omitted from the comparison in Tables II and III. In addition, the number of epochs required for training the LLRnet was typically below 30. In this particular case of QAM constellations which can be divided into two separate PAM constellations, it is interesting to observe how LLRnet successfully learns, as anticipated, to null half of the hidden layer’s weights. Alternatively in such a case, one can simply use two smaller LLRnet architectures processing separately the real and imaginary parts of the symbol.

Fig. 6 visually compares the three different demapping algorithms through the construction of a two-dimensional chart in which the horizontal axis measures the relative complexity (w.r.t. the brute-force exact log-MAP, in percentage), and the vertical axis measures the relative loss in throughput (again, w.r.t. log-MAP, in percentage). For three different working points, with three different QAM modulation schemes, it is illustrated how the implementation of LLRnet, rather than the popular max-log-MAP, yields an improved position in the performance-complexity domain: Diminishing to practically zero with LLRnet, original throughput losses between 15% to 25%, originated from the max-log-MAP, yet still maintaining feasible computational complexity burden via LLRnet. Observe how for each tested case, the position in the two-dimensional chart, based on max-log-MAP, moves into a new cost-effective position due to LLRnet (namely, ▲, connected through a dashed line, shift into •, located in a better position). Also marked are the performance-complexity metric position for the case of LLRnet in 1024-QAM and the reference metric position for the exact log-MAP (i.e., ■ at 100% complexity and zero throughput loss point).

B. Packet Error Rate in DVB-S.2

In this example, LLRnet is incorporated in the second generation digital video broadcasting standard (DVB-S.2) for...
broadband satellite communications. In this application example, LLRnet, with $K = 8$ neurons in the hidden layer, is trained to mimic the operation of the approximate max-log-MAP algorithm in the demapping of 8-PSK modulation (thus $N = 1$). A 3/5 LDPC (decoded with a maximum of 50 iterations) and BCH codes serve as the inner and outer codes, respectively, in an AWGN channel. 1000 DVB-S.2 frames were simulated for each SNR point. The training stage for this application example follows the procedure described for the training in Section IV-A.

Fig. 7 plots the simulated packet error rate as a function of the SNR using two implementations of soft demodulation: max-log-MAP and LLRnet, this time learned to imitate the approximate max-log-MAP (with $\sigma^2 = \sigma_0^2$), rather than the exact log-MAP as in Section IV-A. It can be observed that a perfect alignment in the performance curves of the two algorithms is achieved. However, it should be noted, that in this particular case, using LLRnet with $K = 8$ neurons, the two implementations require roughly the same total number of operations (about 64 per symbol). It may happen that deep, rather than shallow, learning architectures could demonstrate, in addition to accurate inference of the LLRs, also further computational savings for 8-PSK and higher PSK, or amplitude and PSK (APSK) constellations.

V. Conclusion

In this paper, a "Machine-LLRning" approach is revealed for which a simple neural network architecture is trained to efficiently soft demodulate symbols to their bit LLRs, thus utilizing an artificial intelligence paradigm straight into one of the most generic building blocks of the physical layer processing. The proposed concept of LLRnet can be extended not only for multi-layer deep learning architectures, but also be integrated in a more holistic trainable receiver structure, jointly carrying out the tasks of neural demodulator (as proposed in this contribution), along with trainable quantization of the LLRs, and a trainable channel decoding. An evaluation of the LLRnet under realistic dynamical link adaptation, rather than a fixed modulation and coding scheme (MCS), is also called for. Furthermore, by feeding the channel estimation itself into the LLRnet, the tasks of MIMO and multiuser detection could also be potentially tackled in a straightforward manner in such a framework.
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