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Abstract

Conformal energy minimization is an efficient approach to compute conformal parameterization. In this paper, we develop a stable algorithm to compute conformal parameterization of simply connected open surface, termed Stable Discrete Minimization of Conformal Energy (SDMCE). The stability of SDMCE is reflected in the guarantee of one-to-one and on-to property of computed parameterization and the insensitivity on the initial value. On one hand, SDMCE can avoid degeneration and overlap of solution, also, SDMCE is folding free. On the other hand, even if given poor initial value, it can still correct it in very little computational time. The numerical experiments indicate SDMCE is stable and competitive with state-of-the-art algorithms in efficiency.
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1 Introduction

Conformal parameterization aims to find a conformal mapping that maps a given manifold $\mathcal{M}$ to another manifold $\mathcal{M}^*$ with a regular shape, such as square, disk and sphere. The conformal mapping, also known as angle-preserving mapping, means the intersection angle of every pair of intersecting arcs on $\mathcal{M}^*$ equals to that of corresponding pre-images on $\mathcal{M}$. Conformal parameterization has been widely applied in texture mapping [3, 6], image morphing [17, 18], medical imaging [8] and physical analysis [20]. Therefore, how to compute the conformal mapping efficiently, accurately and stably is a significant problem.

The computation of discrete conformal mapping has been developed in variant approaches so far. Some are to solve equation such as partial differential equations to compute it. [3] solves Laplace-Beltrami equation by finite element method to obtain the conformal mapping from closed surface to sphere. FLASH [15], FDCP [16] and LDCP [19] utilize the compound of multiple quasi-conformal mappings to construct a conformal mapping onto sphere/disk. Different from these approaches, some are to minimize defined energy functionals or angle distortions to compute it. ABF [5] and ABF++ [10] directly compute the optimal intersection angles by minimizing the angle distortion first and then align the vertices on the planar domain. Discrete Ricci flow [12] and its generalization [14] compute the conformal mapping by minimizing the Ricci energy, which can be used on surface with arbitrary topologies. MIPS [4] minimizes sum of ratio of Dirichlet energy and area on each triangle, called as deformation distortion, which flattens the open surface on the planar domain. LSCM [6] and DCP [7] minimize the conformal energy to compute conformal mapping onto a free boundary domain on $\mathbb{R}^2$. Spectral conformal parameterization [13] transform the conformal energy minimization into a generalized eigenvalue problem. Whereas, CEM [18] and CCEM [21] compute conformal mapping from simply connected open surface to disk by minimizing the conformal energy.

In this paper, we focus on the disk conformal parameterization by minimizing the conformal energy, that is, the computation of discrete conformal mapping from open surface to the 2D unit disk. According to the
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uniformization theorem, the existence of this mapping is guaranteed. Compared with other approaches, conformal
energy minimization is efficient since it yields a linear system without extra constraints. However, there are two
issues that should be addressed in numerical computation:

**Question 1.** How can we guarantee a computed solution obeying the onto-restriction to the unit disk?

Generally, the boundary vertices are restricted to be unit for mapping the surface to the unit disk. However,
this constraint cannot preserve the required onto-property automatically. Actually, minimization of discrete
conformal energy under the boundary constraint has a degeneration solution that maps the whole vertices onto
a single point with unit length. The centralization strategy used in [] may partially address this degeneration,
though this strategy may change the boundary distribution.

**Question 2.** How can we guarantee a computed solution preserving the one-to-one property? Or equivalently,
how can we avoid folding that may appear in the numerical solution?

The folding phenomenon exists in many algorithms [9, 13]. There are some issues that may result in the
foldings. First, no special strategies are taken into accounted in discretization modeling generally. Second,
numerical computation errors may also result in foldings. For instance, it is required to solving a linear system
for determining the interior vertices from boundary vertices. However, an ill-conditioned coefficient matrix may
yield relative large computational errors. Third, unsuitable distribution of vertices may result in relative large
discrete errors even for Delaunay triangulation.

In this paper, we aim to address these issues. The main technique is to modify discrete conformal energy by
adding a penalty term to penalize the deviation of the discrete area to the true one, assuming that the area of
the target surface is known, and the discrete area is computable. It is important to suitably choose the penalty
constant for many penalty methods. In our case, we propose an adaptive approach to address the problem of
penalty setting. We call the approach as Stable Discrete Minimization of Conformal Energy (SDMCE) since it
can address the onto and folding issues with the three advantages:

- SDMCE is insensitive on the initial value and of strong ability to correct for degeneration. Even if given
  a pool initial value, such as random order boundary vertices and partial degeneration boundary, it has a
  strong ability on correcting these boundary points.
- SDMCE can avoid overlap phenomenon and eliminate both boundary and interior folding triangles. That
  is, the parameterization computed by SDMCE is one-to-one.
- SDMCE is of fast computation. It has similar computational efficiency to FDCP, LDCP and CCEM, which
  are very efficient algorithm in recent years. Meanwhile, The computational time does not depend on the
  initial value.

The SDMCE can be easily implemented when the target surface is a 2D unit disk since the true area is known
and the discrete area can be measured by the mapping $f$ of the boundary vertices.

2 Stable discrete minimization of conformal energy

Theoretically, the continuous conformal energy $E_C(f) = E_D(f) - A^*$ can be approximated by the discrete conformal
energy. Since the continuous conformal energy is $E_C(f) = E_D(f) - A^*$, we use the discrete conformal energy

$$E_d^C(f) = E_d^D(f) - A^*.$$ (2.1)

By the convergence analysis for discrete Dirichlet energy, we also conclude that the optimal conformal trans-
formation that minimizes the conformal energy $E_C(f)$ can also be converged by the optimal discrete conformal
transformation that minimizes the discrete conformal energy

$$\min_{f \in A} \left\{ E_d^C(f) = E_d^D(f) - A^* \right\},$$ (2.2)
or equivalently, minimizes the discrete Dirichlet energy, as $d \to 0$, provided that the discrete solution $f_d$ guarantees
the one-to-one mapping from $\mathcal{M}$ to $\mathcal{M}^*$. The discrete conformal energy $E_d^C(f) = E_d^D(f) - A^*$ can also be taken
as a reliable measurement for the approximation of optimal discrete Dirichlet energy to the optimal continuous
Dirichlet energy $E_D^C(f) = A^*$.
2.1 Stable discrete minimization

Clearly, minimizing the discrete Dirichlet energy or discrete conformal energy is a constrained problem since it asks for a mapping from $\mathcal{M}$ onto a given $\mathcal{M}^*$. However it is not easy to obey the constraint $f(\mathcal{M}) = \mathcal{M}^*$ when one looks for a discrete solution. The difficulties involved in numerical computation may include the two issues that are tightly related with each other:

- the restriction of imaged points $\{f_i = f(v_i)\}$ lying on the surface $\mathcal{M}^*$; and
- the approximation to the whole surface $\mathcal{M}^*$ by the piece-wise linear triangular faces.

The restriction issue may be easily addressed for some simple surfaces such as a 2D disk or a 3D ball. The approximation issue tightly depends on the distribution of $\{f_i\}$ on the surface $\mathcal{M}^*$. To our acknowledge, no algorithms for discrete conformal transformation can address this issue well.

The approximation issue is implicitly and partially touched in [18, 21] by two strategies when $\mathcal{M}^*$ is a 2D disk: imposing zero mean for $\{f_i\}$ and minimizing a discrete conformal energy $\frac{1}{2} \langle Lf, f \rangle - A(f)$ with a discrete area $A(f)$ in term of $\{f_i\}$ as shown in (3.3) later. Starting with a good initial guess that solves a discrete harmonic equation, the approach performs well in some examples. If the initial guess is suitably chosen, a perplexity mistake may happen: a poor solution has a very small value of the measurement. This phenomenon may also happen when the true area $\mathcal{A}^* = \pi$ is used to replace the estimated area $A(f)$, if only ask $\{f_i\}$ belong to the disk and the boundary points have unit length, together with the zero mean, since the discrete solution may be folded under these restrictions, as shown later in Figure 3-1.

To address the approximation issue, we propose a penalized model of (2.2). Suppose that the restriction issue on $\mathcal{M}^*$ is addressed, i.e., $\{f_i\} \subset \mathcal{M}^*$, and the area $\mathcal{A}^*$ of $\mathcal{M}^*$ is known or well estimated. If no foldings happen on the imaged points $\{f_i\}$, that is, all the triangle vertices $\{f_i, f_j, f_k\}$ have the consistent anticlockwise order, the area of $\mathcal{M}^*$ can be well approximate by the discrete area $A(f)$, i.e. the area of piecewise constant surface of the triangulation $\{F_{ijk} = [f_i, f_j, f_k]\}$,

$$A(f) = \frac{1}{2} \sum_{V_{ijk} \in V} \| (f_i - f_k) \times (f_j - f_k) \| = \frac{1}{2} \sum_{V_{ijk} \in V} \sin \theta_{ij} \| f_{jk} \| \| f_{ki} \|_2,$$

where $\theta_{ij}$ is the interior angle opposite to the edgy connection $f_i$ and $f_j$ in the triangle $F_{ijk} = \{f_i, f_j, f_k\}$. Suppose that the approximation of the discrete area $A(f)$ to $\mathcal{A}^*$ is measured by an error function $\varepsilon_A(f)$. We can transform the minimization of discrete conformal energy (2.2) to the penalized problem

$$\min_{f_i \in \mathcal{M}^*} \left\{ \frac{1}{2} \langle Lf, f \rangle - \mathcal{A}^* + \mu \varepsilon_A(f) \right\}$$

for stably minimizing the discrete conformal energy, where $f = f(V)$ is the discrete form of $f$ and each row is a point $f_e$. We call it as Stable Discrete Minimization of Conformal Energy (SDMCE). In this paper, we suggest $\varepsilon_A(f) = \frac{1}{2} (A^* - A(f))^2$.

By the way, the true area $\mathcal{A}^*$ can also be replaced by the estimated discrete ares $A(f)$ if this inequality $A(f) \leq A^*$ is always true for $f(\mathcal{M}) \subset \mathcal{M}^*$. That is, (2.4) is approximately equivalent to

$$\min_{f_i \in \mathcal{M}^*} \left\{ \frac{1}{2} \langle Lf, f \rangle - A(f) + \mu \varepsilon_A(f) \right\}.$$

Generally,

$$\min_{f_i \in \mathcal{M}^*} \left\{ \frac{1}{2} \langle Lf, f \rangle - A^* + \mu \varepsilon_A(f) \right\} \leq \min_{f_i \in \mathcal{M}^*} \left\{ \frac{1}{2} \langle Lf, f \rangle - A(f) + \mu \varepsilon_A(f) \right\} \leq \frac{1}{2} \langle LF^*, F^* \rangle - A(f^*) + \mu \varepsilon_A(f),$$

where $F^* = \{f_i^* = f^*(v_i)\}$ is the optimal solution of (2.4).

It is a bit complicated to solve (2.4) or (2.5), due to the computational difficulty of the estimated area function $A(f)$. We may have to generate a new approach to estimate the area in terms of the imaged points $\{f_i\}$. This will be one of the topics in our coming work. However, when $\mathcal{M}^*$ is a 2D disk, this difficulty can be released since a simple formula of $A(f)$ exists. We will propose a modification of SDMCE for the unit 2D disk that releases the onto-restriction in Section 3.

\[\text{\footnotesize{1These assumptions are easily satisfied for some special } \mathcal{M}^*.}\]
\[\text{\footnotesize{2Theoretically, the folding should not also happen on the interior points.}}\]
2.2 Adaptive setting of the penalty parameter

A suitable value of the penalty parameter \( \mu \) should yield a small discrete conformal energy \( \mathcal{E}_D^\mu(f) = \mathcal{E}_D^\mu(f) - A^\tau \) in absolute value, and meanwhile, the area deviation \( A^\tau - A(f) \) is also small and positive theoretically. The latter is important to preserve a one-to-one mapping. These two metrics are computable given a solution \( f \). Meanwhile, the angle preserving is also checkable via the angle errors \( \{ \epsilon_\theta(f) \} \) or their average \( \bar{\epsilon}(f) \). Hence, the parameter \( \mu \) can be easily tuned to get a solution as good as possible via a simple tuning rule. Below we show such a tuning role for \( \mu \).

- Initially, we set \( \mu = 0 \). If the solution \( f \) gives a negative \( \mathcal{E}_D^\mu(f) \) or a negative \( \epsilon_A(f) \), we increase \( \mu \) as \( \mu := \mu + s_\mu \) successively, where \( s_\mu \) is a constant step length or increased step length step-by-step. We use the later one as \( s_\mu := s_\mu + 10 \) before \( \mu \) is updated. The initial \( s_\mu = 0 \).
- As soon as both \( \mathcal{E}_D^\mu(f) \) and \( \epsilon_A(f) \) are nonnegative with a chosen \( \mu \), we set \( \mu' = \mu \), \( f' = f \). Then, modify \( s_\mu := \max\{s_\mu, 10\} \) and increase \( \mu' \) to \( \mu'' = \mu' + s_\mu \), and compute a solution \( f'' = f \) with \( \mu = \mu'' \). If one of \( \mathcal{E}_D^{\mu''}(f) \) and \( \epsilon_A(f) \) is negative, \( \mu'' \) should be also increased as above for \( \mu' \).
- If the gap between \( \bar{\epsilon}(f') \) and \( \bar{\epsilon}(f'') \) is a bit large, we can further tuning the \( \mu' \) or \( \mu'' \) to get a better solution than \( f' \) and \( f'' \). Algorithm 1 gives the details of the strategy of tuning \( \mu \).
- By nonnegative \( \mathcal{E}_D^\mu(f) \) or \( \epsilon_A(f) \) numerically, we mean \( \mathcal{E}_D^\mu(f) > -\tau \) and \( \epsilon_A(f) > -\tau \) with a given accuracy \( \tau > 0 \).

---

Algorithm 1  Adaptive parameter tuning of \( \mu \).

 Require: Accuracy \( \tau \)
1: Choose initial boundary points with central angles \( T_0 = \{ t_i \} \) and set \( \mu = 0, s_\mu = 0 \)
2: while one of \( \mu' \) and \( \mu'' \) is empty do
3:     repeat
4:         Update \( \mu := \mu + s_\mu \) and \( s_\mu = s_\mu + 10 \), and compute \( f \) by SDMCE starting with \( T_0 \).
5:         if \( |\epsilon_A(f)| < 0.1 \), update \( T_0 \) by the central angles \( T \) of the boundary points of \( f \).
6:     until \( \mathcal{E}_D^\mu(f) > -\tau \) and \( \epsilon_A(f) > -\tau \).
7:     if \( \mu' \) is empty, set \( \mu' = \mu \) and \( f' = f \), otherwise set \( \mu'' = \mu \) and \( f'' = f \).
8: end while
9: if \( \bar{\epsilon}(f') < (1 - \tau)\bar{\epsilon}(f'') \) and \( \mu' > 0 \) then
10:     while \( s_\mu > 5 \) do
11:         repeat
12:             Update \( s_\mu := s_\mu / 2 \), \( \mu = |\mu' - s_\mu| \), and compute \( f \) by SDMCE again.
13:         until \( \mathcal{E}_D^\mu(f) > -\tau \) and \( \epsilon_A(f) > 0 \).
14:     if \( \epsilon_\theta(f) < (1 - \tau)\bar{\epsilon}(f') \), update \( \mu' \) and \( f' \) by \( \mu \) and \( f \) respectively.
15: end while
16: if \( \bar{\epsilon}(f'') < (1 - \tau)\bar{\epsilon}(f') \) then
17:     repeat
18:         Update \( \mu = \mu'' + s_\mu \) and compute \( f \) by SDMCE again.
19:     if \( \epsilon_\theta(f) < (1 - \tau)\bar{\epsilon}(f'') \), update \( \mu'' \) and \( f'' \) by \( \mu \) and \( f \), respectively.
20: until \( f'' \) does not updated.
21: end if
22: return \( f = f' \) if \( \bar{\epsilon}(f') < \bar{\epsilon}(f'') \), or \( f = f'' \) otherwise.
3 The SDMCE for unit 2D disk

For the 2D disk $\mathcal{M} = \{ y \in \mathbb{R}^2 : \|y\|_2 \leq 1 \}$, a discrete conformal energy different from (2.1)

$$\tilde{E}^D_\delta(f) = \frac{1}{2} \langle Lf, f \rangle - A(f)$$

was considered in [21], where $A(f)$ is the discrete area of the unit disk as (2.3), and it has a simple representation in terms of the boundary points of $\{f_i\}$ as shown in (3.3). The approach CCEM proposed in [21] minimizes $\tilde{E}^D_\delta(f)$, i.e., solves

$$\min \left\{ \frac{1}{2} \langle Lf, f \rangle - A(f) \right\}$$

subject to the unit and exactly separate boundary points of $f$ in a correct order.

3.1 The model of SDMCE for unit disk

For the unit 2D disk $\mathcal{M} = \{ y \in \mathbb{R} : \|y\|_2 \leq 1 \}$, the area $\mathcal{A} = \pi$ and its approximate area $A(f)$ is determined by the polygon of boundary points $\{f_i : i \in \Gamma\}$ of $\{f_i\}$. Without loss of generality, we assume that the index set of the boundary points is $\Gamma = \{1, 2, \cdots, n\}$ with $n$ is the number of boundary points. Representing the boundary points as $f_i = (x_i, y_i)$ with $x_i = \cos t_i$, $y_i = \sin t_i$, a monotone sequence $\{t_i\} \subset [0, 2\pi)$ for $i = 1, 2, \cdots, n$, and $t_0 = t_n$, we have

$$A(f) = \frac{1}{2} \sum \sin(t_i - t_{i-1}) = \frac{1}{2} \sum (y_i x_{i-1} - x_i y_{i-1}) = \frac{1}{2} (x_i \cdot D_2 y_i),$$

where $D_2$ is a second-order difference operator and skew-symmetric: $D_2^\top = -D_2$, satisfying

$$D_2(y_1, \cdots, y_n) = (y_2 - y_1, y_3 - y_2, \cdots, y_n - y_{n-2}, y_{n-1} - y_n)^\top.$$

By $D_2^\top = -D_2$, we also have $A(f) = \frac{1}{2} \langle y_r, -D_2 x_r \rangle$, and

$$A(f) = \frac{1}{4} \langle x_r, y_r \rangle, \quad D_2[y_r, -x_r] = \frac{1}{4} \langle f_r, D_2 f_r \Theta \rangle$$

with $\Theta = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$. Hence, the SDMCE model (2.4) for unit disk becomes

$$\min_{\|f_i\|_2 < 1, f_0 \neq f_1, \|f_i\|_2 = 1} \left\{ \frac{1}{2} \langle Lf, f \rangle - \pi + \frac{\mu}{2} \left( \pi - \frac{1}{4} \langle D_2 f_r, \Theta f_r \rangle \right)^2 \right\}.$$  (3.4)

The constrained optimization problem can be solved by classical optimization algorithms such as trust-region method [2], gradient descent method [], or nonlinear conjugated gradient (NCG) [1]. We use a modified version of NCG proposed in [11] in the experiments reported in this paper. Notice that the objective function has a relative simple structure: the first term is a quadratic form whose coefficient matrix $L$ is diagonal dominant generally if the triangulation is Delaunay [21], and the penalization term is the square of a shifted quadratic form.

Let $\Gamma_e$ be the index set of interior points. It is also the complement of $\Gamma$. For simplicity, we release the restriction $\|f_i\|_2 < 1$ for interior points since it is automatically satisfied, and keep $\|f_i\|_2 = 1$ for the boundary points in (3.4). Hence, partitioning the Laplacian matrix $L$ in the $2 \times 2$ block form with blocks $L_{\Gamma, \Gamma}, L_{\Gamma_e, \Gamma}, L_{\Gamma_e, \Gamma_e}$, and $L_{\Gamma, \Gamma_e}$, and $f$ in the two blocks $f_\Gamma$ and $f_{\Gamma_e}$, we can rewrite

$$\langle Lf, f \rangle = \langle L_{\Gamma, \Gamma} f_\Gamma, f_\Gamma \rangle + \langle L_{\Gamma_e, \Gamma_e} f_{\Gamma_e}, f_{\Gamma_e} \rangle + \langle L_{\Gamma, \Gamma_e} f_\Gamma, f_{\Gamma_e} \rangle + \langle L_{\Gamma_e, \Gamma} f_{\Gamma_e}, f_\Gamma \rangle,$$

and the restriction on boundary points is $\langle f_\Gamma, f_\Gamma \rangle = e$, where $\langle A, B \rangle$ for two matrices $A$ and $B$ in the same size is a column vector of the inner productions of corresponding rows of $A$ and $B$, and $e$ is a column vector of all ones in a suitable length. Let $\eta(f_r) = \pi - \frac{1}{4} \langle D_2 f_r, \Theta f_r \rangle$ for simplicity. The KKT conditions of optimal solutions of (3.4) are

$$L_{\Gamma, \Gamma} f_\Gamma + L_{\Gamma_e, \Gamma} f_{\Gamma_e} - \frac{\eta(f_r)}{2} D_2 f_r \Theta = A f_r,$$

$$L_{\Gamma_e, \Gamma} f_\Gamma + L_{\Gamma_e, \Gamma_e} f_{\Gamma_e} = 0, \quad \langle \eta(f_r), f_r \rangle = e.$$  (3.5) (3.6)

where $\Lambda = \text{diag}(\lambda)$ with a column vector $\lambda$. 5
The restriction \( L_{\Gamma,e}r_{\text{fr}} + L_{\Gamma,e}r_{\Gamma_{\text{fr}}} = 0 \) for a KKT point shows the dependence of inner points to the boundary points. This restriction is enforced on feasible solution in [21]. That is, take the boundary points \( f_{\Gamma} \) as variables and \( f_{\Gamma_{e}} = -L_{\Gamma,e}^{-1}L_{\Gamma,e}r_{\text{fr}} \) before optimizing, assuming that \( L_{\Gamma,e}^{-1} \) is invertible. In this case,

\[
(L_{f}, f) = (L_{\Gamma,e}r_{\text{fr}} + L_{\Gamma,e}r_{\Gamma_{\text{fr}}}, f_{\Gamma}) = \langle (L_{\Gamma,e}r - L_{\Gamma,e}r_{\Gamma_{\text{fr}}}, L_{\Gamma,e}r_{\text{fr}})f_{\Gamma}, f_{\Gamma} \rangle = \langle Sf_{\Gamma}, f_{\Gamma} \rangle,
\]

where \( S = L_{\Gamma,e}r_{\Gamma_{\text{fr}}}L_{\Gamma,e}^{-1}r_{\Gamma_{\text{fr}}} \) is the Schur complement of \( L_{\Gamma,e}r_{\Gamma} \). Hence, the problem (3.4) becomes

\[
\min_{\|f_{\Gamma}\|_{2}=1,i\in\Gamma} \left\{ \frac{1}{2}\langle Sf_{\Gamma}, f_{\Gamma} \rangle - \pi + \mu \left( \pi - \frac{1}{4} \langle D_{2}f_{\Gamma}T, f_{\Gamma} \rangle \right)^{2} \right\}. \tag{3.7}
\]

The benefit of the above simplified SDMCE for disk is that it significantly reduces the problem scale since the number of boundary points \( |\Gamma| \) is significantly smaller than the number of interior points \( |\Gamma_{e}| \). The coefficient matrix \( S \) could be constructed explicitly or implicitly for computing \( Sf_{\Gamma} \). The former solves \( L_{\Gamma,e}r_{\Gamma_{e}}h = L_{\Gamma,e}r_{\Gamma} \) and forms \( S = L_{\Gamma,e}r_{\Gamma_{e}}L_{\Gamma,e}^{-1}r_{\Gamma_{e}} \) once only, and computes \( Sf_{\Gamma} \) in each iteration. The later solves \( L_{\Gamma,e}r_{\Gamma_{e}}h = L_{\Gamma,e}r_{\Gamma_{e}}f_{\Gamma} \) at first and then \( Sf_{\Gamma} = L_{\Gamma,e}r_{\Gamma_{e}}f_{\Gamma} - L_{\Gamma,e}r_{\Gamma_{e}}h \) in each iteration. Hence, if an iterative solver used for (3.7) needs a lot of iterations more than \( |\Gamma| \), the explicit strategy costs less than the implicit strategy. In our experiments, we still use the explicit strategy. By the way, computing interior points from boundary points strongly depends on the condition number of \( L_{\Gamma,e}r_{\Gamma_{e}} \); It may loss efficiency when \( L_{\Gamma,e}r_{\Gamma_{e}} \) is ill-conditioned since small perturbation from boundary points will enlarged to the interior points.

The SDMCE model (2.4) or (3.7) for unit disk works very well. It can efficiently avoid the degeneration of solution. For instance, starting with a set of equal-distance points on the unit circle, if we do not use the penalty term, or set \( \mu = 0 \) equivalently, the minimized discrete Dirichlet energy may be wrongly zero on some data sets – the solutions degenerate to a single point together. However, starting the same initial points, the SDMCE with a not very small \( \mu \) gives a good solution on these data sets as shown in the section of numerical experiments.

### 3.2 Advantages of SDMCE for disk

The SDMCE model has some advantages for finding a discrete conformal mapping as shown below.

1. **Fast computation.** It can be solved by NCG or other classical optimization problem as the algorithm CCEM given in [21]. In our experiments on 28 real world data sets, starting with equal-distantly distributed boundary points on the unit circle for each example, the NCG can give a good solution with computational time slightly less than that of CCEM, due to the penalty to the area deviation of solutions.

2. **Insensitivity on the parameter setting.** The penalty model is not sensitive to the penalization parameter \( \mu \) variant in a large range if initially using the equal-distantly distributed boundary points.

3. **Ability of avoiding negative discrete conformal energy.** The computed solution may give a negative discrete conformal energy \( \mathcal{E}_{C}^{d}(f) \) as shown in Table 3-1. Negative \( \mathcal{E}_{C}^{d}(f) \) implies a partially degenerate solution with a deficient area covering. Increasing the penalty parameter \( \mu \) can decrease the deficiency. Figure ?? illustrates the improvement on *Ear, Hand, and Nefertiti* when \( \mu \) is increased. The improvement on *Femur, Foot, LeftHand, and HumanBrain* is similar and omitted. As we mentioned before, minimizing the discrete conformal energy, *i.e.*, setting \( \mu = 0 \) in SDMCE, will give a solution degenerated in a single point on these seven examples. Slightly increasing \( \mu \) can avoid the degeneration efficiently. As \( \mu \) increases, the negative discrete conformal energy becomes to positive, and the covering of target domain is improved significantly. Notice that it also improves the angle preserving of solutions.

4. **Global convergence.** The penalty model can adaptively correct a wrong initial setting. To show the advantage, we test two kinds of initial setting for boundary points, each of which results in a very poor initial guess.

   (a) The initial setting keeps a correct neighboring order but the ordering points cover an arc length \( \ell \) much less than or over larger than \( 2\pi \). That is, we choose the boundary points \( f_{i} = (\cos t_{i}, \sin t_{i}) \) with the ordered central angles \( \{t_{i}\} \) distributed in the interval \([0, \ell] \) with equal neighbor gaps.

   (b) The boundary points are uniformly distributed in the unit circle with a random order. The random ordering means a seriously heavy folding of these points.
| ID  | Name             | $\mathcal{E}_d^\mu(f)$ | $\epsilon_\theta(f)$ | Time(n) | $\mathcal{E}_d^\mu([a,b])$ | $\epsilon_\theta([a,b])$ |
|-----|------------------|-------------------------|----------------------|---------|--------------------------|--------------------------|
|     |                  | [0, 500]                |                      | [0, 250]|                         |                          |
| 1   | BimbaStatue      | 6.4e-04                 | 6.23e-03             | 18.37   | 6.56e-02                 | 5.26e-09                 |
| 2   | Buddha           | 6.60e-04                | 4.97e-03             | 203.08  | 6.60e-04                 | 1.38e-12                 |
| 3   | CCH              | 5.42e-03                | 1.16e-02             | 11.51   | 5.42e-03                 | 1.74e-07                 |
| 4   | CHLin1           | 6.98e-03                | 1.30e-02             | 7.76    | 6.98e-03                 | 8.70e-06                 |
| 5   | CYHo             | 4.40e-04                | 4.84e-03             | 5.19    | 4.40e-04                 | 1.39e-11                 |
| 6   | CYHo15           | 5.55e-04                | 5.36e-03             | 4.92    | 5.55e-04                 | 8.90e-11                 |
| 7   | CYHo22           | 1.22e-02                | 1.84e-02             | 9.41    | 1.22e-02                 | 4.20e-06                 |
| 8   | CYHo23           | 2.51e-02                | 1.93e-02             | 5.65    | 2.51e-02                 | 4.95e-07                 |
| 9   | CYHo31           | 2.09e-02                | 1.89e-02             | 6.59    | 2.09e-02                 | 1.08e-06                 |
| 10  | ChineseLion      | 1.31e-02                | 2.50e-02             | 0.53    | 1.31e-02                 | 2.50e-07                 |
| 11  | CowboyHat        | -6.80e-03               | 1.47e-02             | 0.03    | 1.09e-03                 | 6.15e-04                 |
| 12  | Dress            | 6.40e-02                | 6.10e-02             | 0.06    | 6.42e-02                 | 2.44e-04                 |
| 13  | Ear              | 6.99e-02                | 1.04e-01             | 0.01    | 7.78e-02                 | 1.22e-02                 |
| 14  | Face             | 1.36e-02                | 3.21e-02             | 16.06   | 1.36e-02                 | 2.67e-05                 |
| 15  | FaceHo           | 1.18e-04                | 2.66e-03             | 9.36    | 1.18e-04                 | 1.90e-11                 |
| 16  | FaceLin1         | 9.27e-04                | 3.31e-03             | 17.93   | 9.27e-04                 | 3.99e-09                 |
| 17  | Femur            | -2.47e-03               | 1.65e-02             | 0.37    | 2.00e-03                 | 7.75e-04                 |
| 18  | Foot             | -1.40e-02               | 2.54e-02             | 0.13    | 2.18e-04                 | 1.49e-04                 |
| 19  | Hand             | -2.18e-03               | 2.12e-02             | 1.76    | 5.27e-03                 | 1.96e-03                 |
| 20  | HumanBrain       | 1.26e-03                | 2.66e-02             | 0.90    | 1.43e-02                 | 4.45e-03                 |
| 21  | KnitCapMan       | 5.17e-03                | 9.48e-03             | 2.50    | 5.17e-03                 | 7.78e-07                 |
| 22  | LCH              | 6.98e-03                | 1.30e-02             | 7.50    | 6.98e-03                 | 1.55e-05                 |
| 23  | LeftHand         | -2.32e-03               | 2.10e-02             | 1.69    | 6.49e-03                 | 8.19e-04                 |
| 24  | MaxPlanckD       | 7.22e-03                | 1.05e-02             | 1.06    | 7.22e-03                 | 3.47e-07                 |
| 25  | Nefertiti        | -2.91e-02               | 5.03e-02             | 0.01    | 5.68e-03                 | 3.20e-03                 |
| 26  | NefertitiStatue  | 1.67e-03                | 5.53e-03             | 275.70  | 1.67e-03                 | 3.09e-09                 |
| 27  | StanfordBunny2   | 1.59e-02                | 1.91e-02             | 1.11    | 1.59e-02                 | 2.19e-06                 |
| 28  | StanfordBunny2   | 8.87e-03                | 1.84e-02             | 1.08    | 8.87e-03                 | 1.24e-06                 |

Table 3-1: Efficiency of the SDMCE starting with an equal distance boundary points on 28 real world data sets, measured by the discrete energy $\mathcal{E}_d^\mu(f)$, the average angle error $\epsilon_\theta(f)$, and computational time

The SDMCE has a strong ability on correcting these wrong starting boundary points. It can avoid the degeneration on all the tested data sets. Table 3-2 lists the discrete conformal energy, the mean of angle errors with the starting points. By the way, the computational time does not depend the starting points.

5. One-to-one property. A small average value of relative angle errors does not always means a good solution since the one-to-one property between $\mathcal{M}$ and $\mathcal{M}^*$ may be lost. The one-to-one can be checked by the distribution of distances $\{d_i\}$, defined at each point $f_i$ of a solution by

$$d_i = \|v_i - v_{i'}\|,$$

where $v_i$ and $v_{i'}$ are the original points of $f_i$ and $f_{i'}$, respectively, and $f_{i'}$ is the nearest one of $f_i$. Figure 3-1 illustrates the degeneration happened on FaceHo in which the target domain is covered twice by the solution (see the middle panel), starting with the boundary points set as (a) with $\rho = 2\pi/\ell = 2$ and $\mu \leq 16$ is used. The required one-to-one property does not preserved in this case, though the average angle error is as small as the average error of a good solution. This kind of degeneration disappears when we increase the penalty parameter to $\mu = 17$.

The degeneration illustrated by the middle penal of Figure 3-1 will also result in a positive discrete conformal
Table 3-2: The stability of SDMCE on the wrong starting points.
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energy $\mathcal{E}_C^d(f) \approx \pi$ since the discrete Dirichlet energy is computed twice, i.e., $\mathcal{E}_D^d(f) \approx 2\pi$. Meanwhile, the area deviation $\epsilon_A(f) = \pi - A(f) \approx -\pi$. Similar phenomenon happens for multiple times of repeated covering. Hence, it is easy to check this kind of degeneration using $\mathcal{E}_C^d(f)$ or $\epsilon_A(f)$.

The algorithm for adaptively tuning $\mu$ works well and is also stable for starting boundary points. Notice that there are not big additional costs for turning $\mu$.

- It is not required to modify the Laplacian matrix $L$ or the Schur complement $S$ that is the main cost in solving (3.7).

- As soon as $\mu$ is updated, it is required to apply the NCG again. Since (3.7) is very stable on $\mu$, the solution corresponding to the previous $\mu$ is a very good starting point for reapplying the NCG. That means, the NCG converges quickly within few iterations.

- The iteration of turning $\mu$ terminates quickly on most of the tested data sets. Only on CowboyHat, the turning number is larger than that on other data sets, but the additional cost is ignorable.

Table 3-3 shows the results of SDMCE with adaptively chosen $\mu$, when the starting points are equally distributed with correct ordering or randomly chosen with completely wrong ordering.

4 Folding free

Given a solution $\{f_t\}$, folding happens on the solution if there is at least a triangle $F_{ijk}$ of $\{f_t\}$ contains a vertex $f_t$ differ from the vertices of $F_{ijk}$. It contains the special case when a triangle folds over a boundary edge. That is, the mapping $f_t$ of an interior vertex $v_t$ appears out of the boundary formed by the boundary points $f_{tr}$.

We consider two kinds of folding for the unit disk: boundary folding and triangle folding. By boundary folding, we mean that the central angle $t_{i+1}$ of the boundary vertex $f_{j_{i+1}}$ is smaller than the central angle $t_i$ of $f_{ji}$.
Figure 3-1: A phenomenon of degenerated solution on FaceHo: the disk is covered twice by the solution of SDMCE with $\mu = 15$, starting with boundary points along the unit circle twice. The degeneration disappears when $\mu \geq 17$. Left: distribution of 1000 largest relative angle errors. Middle: partial domain of the solution with $\mu = 15$. Right: the distribution of distances $\{d_i\}$ for checking the one-to-one.

Figure 4-2: Efficiency illustration of boundary penalty. (a): Three kinds of folded boundary triangles without penalty. (b): The first class (left) still exists, the second one (middle) disappears, and the third one (right) becomes to the first class when the penalty strategy is used.

within mod $2\pi$. The triangle folding includes interior triangle folding and boundary triangle folding. By interior triangle folding, we mean that an interior triangle $F_{ijk}$ has its vertices $f_i, f_j, f_k$ in clockwise, that is, its algebra area $\det \left( [f_{ji}, f_{kj}] \right)$ is negative. The boundary triangle folding is a bit complicated – it contains three cases:

1. A boundary triangle folds over its boundary edge, and the boundary vertices are not folded. Hence, the algebra area is positive.

2. A boundary triangle does not fold over its boundary edge, but the boundary vertices are folded. In this case, the algebra area is also positive.

3. A boundary triangle folds over its folded boundary edge – the algebra area is positive.

The panel (a) of Figure 4-2 illustrates the three kinds of folding of boundary triangles. Hence, when we account the number of folding triangles according to the negativity of algebra areas, the boundary triangles folding over folded boundary edges are lost.

The boundary folding can be addressed by optimization. In the next subsection, we consider a modified version of (3.7) for addressing this kind of folding by adding an adaptive penalty on the boundary points. However, the triangle folding is hard to address via optimization methods. Generally, the triangle folding mainly due to the ill-conditional coefficient matrix $A$ – relative large computational error in $S$ or the inverse of $L_{\Gamma, \Gamma_c}$ will result in perturbation of the interior points $f_{\Gamma_c}$. After the next subsection, we will also show how to handle the interior folding technically in the later part of this subsection when the boundary folding has been addressed.

4.1 Folding free for boundary vertices

Let $f_{\Gamma} = \{f_{j_i}\}$, where $f_{j_i} = (\cos t_i, \sin t_i)$ with the central angles $\{t_i\}$. We assume that original boundary vertices $\{v_{j_i}\}$ are in anticlockwise order. If no folding happens on $f_{\Gamma}$, each sector area with arc length of adjacent points $f_{j_i}$ and $f_{j_{i-1}}$, say

$$\frac{1}{2} \sin(t_i - t_{i-1}) = \frac{1}{2} \left( \sin t_i \cos t_{i-1} - \cos t_i \sin t_{i-1} \right) = f_{j_i} \Theta f_{j_{i-1}'}$$
| Data            | Equally distributed initial points | Randomly chosen initial points |
|-----------------|-----------------------------------|--------------------------------|
|                 | $\mu$ $\mathcal{E}_i^\alpha(f)$ $\epsilon \alpha(f)$ $\epsilon a(f)$ Time(s) | $\mu$ $\mathcal{E}_i^\alpha(f)$ $\epsilon \alpha(f)$ $\epsilon a(f)$ Time(s) |
| BimbaStatue     | 0 9.64e-04 6.40e-05 6.23e-03 21.73 | 20 9.50e-04 6.73e-05 6.23e-03 24.57 |
| Buddha          | 0 6.60e-04 2.67e-05 4.97e-03 118.16 | 20 6.68e-04 3.04e-05 4.98e-03 160.60 |
| CCH             | 0 5.42e-03 3.23e-04 1.16e-02 10.34 | 20 5.41e-03 2.96e-04 1.16e-02 10.99 |
| CHLin1          | 10 6.98e-03 3.03e-04 1.30e-02 7.84 | 20 6.95e-03 2.80e-04 1.30e-02 13.13 |
| CYHo            | 10 4.40e-04 5.06e-05 4.84e-03 5.84 | 270 1.99e-06 1.68e-03 6.79e-03 14.24 |
| CYHo15          | 10 5.55e-04 4.57e-05 5.36e-03 5.99 | 270 2.13e-04 1.56e-03 7.21e-03 12.66 |
| CYHo22          | 10 1.22e-02 9.20e-04 1.87e-02 10.33 | 20 1.22e-02 9.55e-04 1.86e-02 7.08 |
| CYHo23          | 0 2.51e-02 7.21e-05 1.93e-02 6.43 | 10 1.89e-02 4.16e-04 1.97e-02 7.60 |
| CYHo31          | 0 2.09e-02 7.30e-05 1.90e-02 7.20 | 90 1.28e-02 5.50e-03 2.17e-02 14.78 |
| ChineseLion     | 10 1.31e-02 7.75e-04 2.50e-02 0.56 | 20 1.31e-02 7.67e-04 2.50e-02 0.81 |
| CowboyHat       | 3577 1.83e-05 9.13e-03 3.44e-02 0.08 | 3568 1.26e-05 9.13e-03 3.44e-02 0.14 |
| Dress           | 10 6.40e-02 1.16e-02 6.10e-02 0.06 | 60 6.40e-02 1.16e-02 6.10e-02 0.06 |
| Ear             | 10 6.99e-02 6.78e-02 1.04e-01 0.02 | 10 6.98e-02 6.79e-02 1.04e-01 0.02 |
| Face            | 0 1.36e-02 9.31e-05 3.21e-02 19.28 | 20 1.36e-02 1.01e-04 3.21e-02 19.38 |
| FaceHo          | 10 1.18e-04 2.03e-05 2.66e-03 10.93 | 20 1.31e-04 1.39e-04 4.07e-03 24.02 |
| FaceLin         | 0 9.27e-04 1.98e-05 3.31e-03 20.53 | 180 1.30e-03 2.43e-03 5.70e-03 40.16 |
| Femur           | 70 2.07e-03 4.61e-03 1.63e-02 0.58 | 70 2.07e-03 4.59e-03 1.63e-02 0.53 |
| Foot            | 210 5.22e-04 1.11e-02 2.52e-02 0.21 | 210 5.23e-04 1.11e-02 2.52e-02 0.20 |
| Hand            | 150 6.34e-03 3.10e-03 2.08e-02 3.26 | 110 5.99e-03 3.90e-03 2.08e-02 2.79 |
| HumanBrain      | 40 1.69e-02 3.57e-03 2.59e-02 1.35 | 40 1.69e-02 3.59e-03 2.59e-02 1.20 |
| KnitCapMan      | 10 5.17e-03 4.84e-04 9.48e-03 2.43 | 50 5.17e-03 4.88e-04 9.48e-03 2.94 |
| LCH             | 10 6.98e-03 3.03e-04 1.30e-02 8.15 | 10 6.94e-03 2.91e-04 1.30e-02 9.57 |
| LeftHand        | 130 5.50e-03 3.17e-03 2.06e-02 2.87 | 70 4.81e-03 5.04e-03 2.07e-02 2.69 |
| MaxPlanckD      | 10 7.22e-03 6.74e-04 1.05e-02 1.19 | 10 7.21e-03 6.79e-04 1.05e-02 1.34 |
| Nefertiti       | 100 2.92e-04 2.71e-02 4.67e-02 0.03 | 100 2.92e-04 2.71e-02 4.67e-02 0.04 |
| NefertitiStatue | 0 1.67e-03 4.99e-05 5.53e-03 330.47 | 10 1.68e-03 4.96e-05 5.53e-03 402.01 |
| StanfordBunny   | 10 1.59e-02 8.37e-04 1.91e-02 3.24 | 20 1.59e-02 8.36e-04 1.91e-02 1.43 |
| StanfordBunny2  | 0 8.87e-03 6.82e-04 1.84e-02 1.73 | 20 8.87e-03 6.95e-04 1.84e-02 5.20 |

Table 3-3: Comparison of SDMCE with adaptively chosen $\mu$, starting with boundary points equally distributed in the correct ordering (left half) or randomly chosen in a wrong ordering (right half).

must be nonnegative, where $j_0 = j_{|\Gamma|}$. Hence, a negative $f_{j_0} \Theta f_{j_{i+1}^-}$ means the folding on boundary vertices. We add the penalty term

$$\sum_{i=1}^{|\Gamma|} \alpha_i \max \{-f_{j_i} \Theta f_{j_{i+1}^-}, 0\} = \alpha^- \max \{\mu \dot{r}(D_1 f_{j_i} \Theta f_{j_i}), 0\} = \alpha^- \mu \dot{r}(D_1 f_{j_i} \Theta f_{j_i})_+$$

into (3.7), where $D_1 = [\epsilon_2, \ldots, \epsilon_{|\Gamma|}, \epsilon_1]$. It yields the following regularization problem

$$\min_{\|f_{j_i}\|_{2,1} = 1, \alpha_i \in \pi} \left\{ \frac{1}{2} \langle S f_{j_i}, f_{j_i} \rangle - \pi + \frac{\mu}{2} (\pi - \frac{1}{4} (D_2 f_{j_i} \Theta f_{j_i}))^2 + \alpha^- \mu \dot{r}(D_1 f_{j_i} \Theta f_{j_i})_+ \right\}. \quad (4.1)$$

The NCG can also work well on solving the above problem. Since the main cost is the computation of the Laplacian matrix $L$ and the Schur complement $S$, the computational cost for solving (4.1) is similar as that for (3.7).

The penalty vector $\alpha$ is nonnegative and adaptively set during the iteration of the algorithm solving this problem in the rule: Starting with $\alpha = 0$ with all zeros, if $f_{j_0} \Theta f_{j_{i+1}^-}$ is negative, we modify $\alpha_i := \alpha_i + \delta$, where $\delta$ is a small positive constant, say $\delta = \frac{|\Gamma|}{|\Gamma|}$. The penalty action $\alpha_i$ disappears if $f_{j_0} \Theta f_{j_{i+1}^-}$ becomes to nonnegative.
Taking this strategy of setting $\alpha$, the penalty method (4.1) performs very well on the five data sets on which the boundary folding happens. The folding of boundary vertices disappears on all these data set. That is, the second kind of folding boundary triangles disappears, and the third one becomes to the first one. See the panel (b) of Figure 4-2 for the improvement. Unfortunately, the interior triangle folding and/or the negative boundary triangle folding still exist. The first two lines of Table 4-4 compare the efficiency of the SDMCE using adaptive turning of $\mu$ on Face when the penalty strategy is used or not. The total 44 folded boundary vertices are corrected, but there are also folded triangles (23 interior triangles and 76 boundary triangles in the first kind).

### 4.2 Folding free for boundary triangles

As soon as the boundary folding is address, there is only the first kind of folding of boundary triangles, though the number of this folded boundary triangles is increased. In this subsection, we show how to address the boundary triangle folding.

Let $T_{ijk} = \{v_i, v_j, v_k\}$ be a boundary triangle of $M$ with boundary edgy $e_{jk} = (v_j, v_k)$, corresponding to the folded boundary triangle of a given solution $\{f_i\}$. Let $V_i = \{v_i\}$ be the adjacent neighboring vertices including the boundary vertices $v_i$ and $v_k$. We estimate the weights $\{w_{i\ell}\}$ of $v_i$ in an approximate convex combination in terms of its adjacent neighbors by solving

$$\min_{\{w_{i\ell}\}} \left\| v_i - \sum_{\ell:v_\ell \in V_i} w_{i\ell} v_\ell \right\|_2, \quad \text{s.t.} \quad w_{i\ell} \geq 0, \quad \sum_{\ell:v_\ell \in V_i} w_{i\ell} = 1. \tag{4.2}$$

It is not difficult to solve this problem. As soon as the solution $w_i = \{w_{i\ell}\}$ is available, $f_i$ is updated by

$$f_i := \sum_{\ell:v_\ell \in V_i} w_{i\ell} f_\ell. \tag{4.3}$$

The updating rule (4.3) based on (4.2) for all first kind of folded boundary triangles can easily be addressed. Due to the correction on this kind of boundary triangles, some folded interior triangles connected with the corrected vertices are also corrected simultaneously. For instance, the 76 folded boundary triangles in the first kind are corrected, and meanwhile, there are 15 interior triangles are also unfolded. This is an interesting advantage of the above approach for unfolding boundary triangles.

### 4.3 Folding free for interior triangles

The problem of unfolding interior triangles is a bit complicated, compared with that for boundary triangles, since (1) it is not clear which vertex of the folded interior triangle results in the folding, and (2) folded vertices of some folded interior triangles may be connected with each others.

Let $T_{ijk} = \{v_i, v_j, v_k\}$ be a interior triangle of $M$ corresponding to a folded interior triangle of a given solution $\{f_i\}$. Let $V_i' = \{v_i\}$, $V_j' = \{v_j\}$ and $V_k' = \{v_k\}$ be the adjacent neighboring vertices, not including the vertices $v_i$, $v_j$, and $v_k$. As in the above subsection, we can obtain the weight vectors $w_i = (w_i', w_{ij}, w_{ik})$, $w_j = (w_j', w_{ji}, w_{jk})$, and $w_k = (w_k', w_{ki}, w_{kj})$, each solves a similar minimization problem as (4.2) for representing $v_i$, $v_j$, and $v_k$, in terms of their connected neighbors. Hence, we have

$$\begin{bmatrix}
1 & -w_{ij} & -w_{ik} \\
-w_{ji} & 1 & -w_{jk} \\
-w_{ki} & -w_{kj} & 1
\end{bmatrix}
\begin{bmatrix}
v_i \\
v_j \\
v_k
\end{bmatrix}
\approx
\begin{bmatrix}
w_i' V_i' \\
w_j' V_j' \\
w_k' V_k'
\end{bmatrix}.$$
4.2 shows the result when the (4.2)
to determine (4.4) the angle preserving, where each angle (5.2)
transformation, Here we do not take the absolute value for the approximation error since as we show later, a negative error implies a solution not good enough for preserving angles. We do not use an estimate area of the ideal conformal transformation. Clearly, the error (5.4) can also be used to measure the approximation error of discrete Dirichlet energy \( \mathcal{E}_D(f) \) to the continuous Dirichlet energy \( \mathcal{E}_D(f) = A^* \) for the ideal conformal transformation,

\[
\mathcal{E}_D^a(f) = \mathcal{E}_D(f) - A^* = \frac{1}{2} \| L f, f \| - \pi
\]

Here we do not take the absolute value for the approximation error since as we show later, a negative error \( \mathcal{E}_D^a(f) \) implies a solution not good enough for preserving angles. We do not use an estimate area of \( \mathcal{A}^* \) in a discretion of conformal energy such as the commonly used error \( \mathcal{E}_D^a(f) - A(f) \) in the literature since such an estimate area \( A(f) \) depends on a solution and may result in a small \( \mathcal{E}_D^a(f) - A(f) \) for a degenerate solution \( f \).

We unfold the folded interior triangle \( F_{ijk} = \{ f_i, f_j, f_k \} \) by updating it to

\[
\begin{pmatrix}
    f_i \\
    f_j \\
    f_k
\end{pmatrix}
= \begin{bmatrix}
    1 & -w_{ij} & -w_{ik} \\
    -w_{ji} & 1 & -w_{jk} \\
    -w_{ki} & -w_{kj} & 1
\end{bmatrix}^{-1}
\begin{bmatrix}
    w_i' F_i' \\
    w_j' F_j' \\
    w_k' F_k'
\end{bmatrix},
\]

(4.4)

where \( F_i', F_j', \) and \( F_k' \) are the connected neighbors of \( F_{ijk} \) as \( V_i', V_j', \) and \( V_k' \).

5 Numerical experiments and comparisons

In this section we will show the numerical behaviors of the algorithm SDMCE, and compare it with algorithms FDCP [16], LDCP [19], and CCEM [21] on 28 real-world data sets listed in Table ???. The SDMCE model is solved via the modified NCG given in [6]. We use the relative angle change of each interior angle \( \{ \theta_i \} \) of triangles

\[
\epsilon_{\theta_i}(f) = \frac{|\theta_i - \theta_i'|}{\theta_i'}
\]

(5.1)
to measure the angle preserving, where each angle \( \theta_i \) is measured in the anticlockwise order of the original triangle \( V_{ijk} = \{ v_i, v_j, v_k \} \), and so does \( \theta_i' \) of the transformed triangle \( F_{ijk} = \{ f_i, f_j, f_k \} \). The mean of all the relative angle errors is denoted as \( \epsilon_\theta(f) \). We will also use the discrete conformal energy on the unit disk

\[
\mathcal{E}_D^a(f) = \mathcal{E}_D(f) - A^* = \frac{1}{2} \| L f, f \| - \pi
\]

(5.2)
to measure the approximation of discrete conformal energy of the solution to the minimal conformal energy for the ideal conformal transformation. Clearly, the error (5.2) can also be used to measure the approximation error of discrete Dirichlet energy \( \mathcal{E}_D(f) \) to the continuous Dirichlet energy \( \mathcal{E}_D(f) = A^* \) for the ideal conformal transformation,

\[
\mathcal{E}_D^a(f) = \mathcal{E}_D(f) - A^*. 
\]
5.1 Efficiency of the penalty model

5.2 Stability of SDMCE

We first show the performance of the SDMCE on angle preserving.

At first, let us briefly describe these three algorithms.

The CCEM solves \( (3.2) \) subject to \( ||f_i||^2 = 1 \) for boundary vertices by the quasi-Newton method. It was shown in [21] that for a local minimal solution of this constrained problem, the exact separation of boundary points is satisfied. And hence, the separation restriction is released in computation. It is clear that a set of \( \{ f_i \} \) degenerating to a single point is an optimal solution of \( (3.2) \) since the discrete conformal energy defined by \( (3.1) \) is zero. To avoiding degeneration, a good initial solution is required.

Different from the CCEM for a conformal mapping directly, both the FDCP and LDCP look for a conformal \( f = g_2 \circ g_1 \) via two quasi-conformal mappings \( g_1 : \mathcal{M} \to D \) and \( g_2 : D \to D \), and boundary-to-boundary, such that \( g_1^{-1} \) and \( g \) have equal Beltrami coefficients [15, Theorem 1], i.e., both \( g_1^{-1} \) and \( g \) satisfy the Beltrami equation

\[
\frac{\partial g_1^{-1}}{\partial \bar{z}} = b(z) \frac{\partial g_1}{\partial z}, \quad \frac{\partial g_2}{\partial \bar{z}} = b(z) \frac{\partial g_2}{\partial z}, \quad g_2|_{\partial D} = \partial D, \tag{5.3}
\]

where the 2D variable \( (x, y) \) is taken as a complex variable \( z = x + iy \). Since the \( g_1 \) could be arbitrarily chosen, the key is to solve the Beltrami equation for \( g_2 \) given the Beltrami coefficient \( b(z) = \frac{\partial g_1^{-1}}{\partial \bar{z}} / \frac{\partial g_1^{-1}}{\partial z} \) of \( g_1^{-1} \). However, the nonlinear boundary restriction \( g_2|_{\partial D} = \partial D \) increases the difficulty of solving.

The FDCP and LDCP take different strategies to address the difficulty. Basically, FDCP iteratively determines \( g_2 \) given \( g_1 \). It takes Cayley transformation \( c(z) = \frac{1 + z}{1 - z} \) to linearize the boundary restriction, which keeps the Beltrami equation unchanged, and uses the reflection \( z \to 1/\bar{z} \), centralization, and normalization for correcting the solution nearby the pole point \( (1, 0) \) of Cayley transformation. LDCP looks for an approximately conformal \( g_1 \) and modifies the boundary condition to \( g_2|_{\partial D} = g_1|_{\partial \mathcal{M}} \) for simplicity. Here \( g_1 \) is obtained by applying the couple-quasi-conformal method for conformally mapping a genus-0 closed surface to the unit sphere \( S^2 \) [15], copying the open surface to form a required genus-0 closed surface. The similar difficulty from the restriction is address via the stereographic projection, and using Möbius transformation and normalization for correction. Though the normalization on the boundary points can obey the strict boundary restriction, it may result in folding of boundary triangles.

By the way, the CCEM solves an inhomogeneous Laplace-Beltrami equation with a right-hand function for an initial solution. Both FDCP and LDCP solve a homogeneous Laplace-Beltrami equation – with a restriction on boundary points whose distribution of arc length angles equal to the boundary vertices for the open surface in FDCP. The SDMCE simply uses an initial solution with equal-distance distributed arc length angles of boundary points.

Figure 5-3 shows the comparisons of the algorithms SDMCE, FDCP, LDCP, and CCEM on discrete conformal energy, average value of relative angle errors, and computational time of the computed solution on the 28 data sets. The SDMCE provides a competitive result on each of the tested data sets. The FDCP, LDCP, and CCEM give negative discrete conformal energies on CowboyHat, Foot, Nefertiti with the identity number 11, 18, and 25, respectively. The SDMCE costs much time than the LDCP and CCEM on the two largest data sets Buddha and NefertitiStatue since it uses the explicit version of the Schur matrix \( S \). Using the implicit form of \( S \), the SDMCE costs the same as the CCEM.
Figure 5-3: Comparisons of the algorithms SDMCE, FDCP, LDCP, and CCEM on the 28 data sets. From top to bottom: discrete conformal energy, average value of relative angle errors, computation time in log, and average value of Beltrami coefficient.

We also compare the mean of Beltrami coefficient of solutions since the Beltrami coefficient of a conformal mapping should be zero. The FDCP or LDCP could be taken as an iterative method for minimizing the Beltrami coefficient of the compound function $g_2 \circ g_1$. It is interesting that the mean of Beltrami coefficient is approximately equal to the mean of relative angle errors, though they are different. See Figure 5-4 for the difference on solutions of the four algorithms, where the Beltrami coefficient function is plotted corresponding to the sorted relative angle errors.

Figure 5-4: Sorted relative angle errors and the corresponding Distribution of Beltrami coefficient function of the four solutions on the data set CYHs.

6 Conclusions
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