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Abstract
In this paper we consider the problem of finding the optimal step length for the Newton method on the class of self-concordant functions, with the decrease in function value as criterion. We formulate this problem as an optimal control problem and use optimal control theory to solve it.

1 Introduction
This paper is devoted to the problem of finding the optimal step length of Newton’s method on the class of self-concordant functions, motivated by the appearance of this class in barrier methods for conic programming. Self-concordant functions were introduced by Yu. Nesterov and A. Nemirovsky [6] when studying the behavior of Newton’s method, as follows.

Definition 1.1. A convex $C^3$ function $f : D \to \mathbb{R}$ on a convex domain $D$ is called self-concordant if it satisfies the inequality

$$|f'''(x)[h,h,h]| \leq 2(f''(x)[h,h])^{3/2}$$

for all $x \in D$ and all tangent vectors $h$.

It is called strongly self-concordant if in addition $\lim_{x \to \partial D} f(x) = +\infty$.

Step lengths for the damped Newton method were also considered in [1, 8, 5].

In this paper we find the optimal step length of Newton’s method with respect to the decrease of the function value. This criterion was considered in [6, Theorem 2.2.1], where the decrease has been lower bounded by an explicit function of the step length $\gamma_k$ and the Newton decrement $\rho_k$. The same bound has been derived in [3] in a more general context. In the latter paper it is shown that the step length $\gamma_k = \frac{1}{1+\rho_k}$ maximizes this lower bound. The same expression for the step length is also proposed in [6, Theorem 2.2.3] for larger values of the decrement. In the present paper we show by employing optimal control theory that this step length is optimal.

Optimal control theory has already been used in [4] to find an optimal step-length $\gamma^*$ which minimizes the worst-case Newton decrement in the next iteration.

The remainder of the paper is structured as follows. In Section 2 we describe the problem statement. In Section 3 we rephrase the problem as an optimal control problem and solve it analytically.

2 Problem statement
We consider Newton’s method with a damped step

$$x_{k+1} = x_k - \gamma_k (F''(x_k))^{-1} F'(x_k).$$ (2)
where \( \gamma_k \in (0, 1] \) is the step-size. Since Newton’s method is affinely invariant, i.e., a sequence of iterations on a given function transforms into itself under an affine transformation of coordinates, it is natural to study the behavior of the method on a class of functions that is also affinely invariant. This leads to the self-concordant functions which naturally arise as an affinely invariant analogue of functions with a Lipschitz continuous Hessian, and hence is well suited for an analysis of the behaviour of Newton’s method.

Namely \( \mathbb{E} \), the state at iteration \( k \) is described by a single scalar, the Newton decrement

\[
\rho_k = \| F'(x_k) \|_{F''(x_k)} = \sqrt{(F'(x_k))\top (F''(x_k))^{-1} F'(x_k)}.
\]

We consider the problem of finding a step length \( \gamma_k \) which maximizes the decrease \( F(x_{k+1}) - F(x_k) \) of the function value in the worst case realization of the function \( F(\cdot) \). So, we firstly need for given step length and given decrement to find the worst realization of the function giving the minimal decrease, and then to maximize this progress over the value of the step length, yielding the optimal step length as a function of the decrement. This leads to the following optimization problem:

\[
\max_{\gamma_k} \min_{F \in \mathcal{S}} \left( F(x_k) - F(x_{k+1}) \right),
\]

where \( \gamma_k \) is the step length, \( x_{k+1} \) is given by \( 2 \), the decrement \( \| F'(x_k) \|_{F''(x_k)} \) is fixed to some value \( \rho_k \), and \( \mathcal{S} \) is the class of functions satisfying \( 1 \).

3 Solution using optimal control theory

In this section we describe the solution of problem \( 4 \).

We consider a single iteration of the Newton method. Let the end point \( x_{k+1} \) be given by \( 2 \) and consider the line segment between \( x_k \) and \( x_{k+1} \). We study the evolution of the values of the function and its derivatives along this segment. This distinguishes our approach from the approach in \( 2 \), where \( n \) iterations and only the values of the function and its derivatives at the points \( x_1, \ldots, x_n \), i.e., a finite dimensional object, are considered. In contrast to this we consider an infinite dimensional object. The suitable apparatus to solve this problem is optimal control theory. We start with formulating our problem as an optimal control one.

3.1 Optimal control problem statement

For simplicity we denote \( \gamma := \gamma_k \) and \( \rho := \rho_k \). Parameterize the line segment between the current iterate \( x_k \) and the next one \( x_{k+1} \) affinely by a variable \( s \in [0, T] \), such that

\[
x(0) = x_k, \quad x(s) = x_k + sh, \quad x(T) = x_{k+1} = x_k + Th,
\]

where \( h \) is a direction vector along the segment between \( x_k \) and \( x_{k+1} \). Later we shall impose a normalization condition on the vector \( h \), thereby determining the value of \( T \).

Let us investigate the evolution of the gradient and Hessian of \( F \) along the segment. Since our goal is to find a realization of the function \( F(\cdot) \), which minimizes the decrease of the function value, we represent the cost function as follows:

\[
F(x_k) - F(x_{k+1}) = - \int_0^T \langle F'(x_k + sh), h \rangle \, ds.
\]

We get the maximization problem

\[
\int_0^T \langle F'(x_k + sh), h \rangle \, ds \to \max.
\]

For simplicity we introduce the function \( g(s) = \langle F'(x_k + sh), h \rangle \), then

\[
\xi(s) := \frac{dg(s)}{ds} = \langle F''(x_k + sh)h, h \rangle.
\]
From (1) we get
\[ \left| \frac{d\xi(s)}{ds} \right| = |F'''(x_k + sh)[h, h, h]| \leq 2(F'''(x_k + sh)[h, h])^{3/2} = 2\xi(s)^{3/2}, \]
or equivalently
\[ \frac{d\xi(s)}{ds} = 2u\xi(s)^{3/2}, \quad (6) \]
where \( u \in [-1, 1] \). Thus, \( u \) can be interpreted as a control, \( U = [-1, 1] \) as the set of admissible controls, and (6) as a controlled system, where \( \xi(s) \) is a positive scalar function. Introducing the function \( w(s) := \sqrt{\xi(s)} \), we get from (6) that
\[ \frac{dw^2(s)}{ds} = 2uw(s)^3 \Rightarrow \frac{dw(s)}{ds} = uw(s)^2. \]

To impose a normalization condition on \( h \), note that
\[ ||h||_{F''(x_k)} := \sqrt{F''(x_k)[h, h]} = w(0), \]
since \( x_k \) corresponds to the value \( s = 0 \). Moreover, from (2) and (5) we get
\[ x_{k+1} - x_k = Th = -\gamma(F''(x_k))^{-1}F'(x_k). \quad (7) \]
Then multiplying by \( F'(x_k) \) and using (3), we get
\[ T\langle F'(x_k), h \rangle = -\gamma\rho^2. \quad (8) \]
Moreover, multiplying (7) by \( F''(x_k) \) and \( h \), we obtain
\[ TF''(x_k)[h, h] = -\gamma\langle F'(x_k), h \rangle. \quad (9) \]
Substituting this in (8), we get
\[ T^2F''(x_k)[h, h] = \gamma^2\rho^2. \]
Choosing the normalization for \( h \) such that \( ||h||_{F''(x_k)} = 1 \), we obtain that \( T = \gamma\rho \). Substituting this into (9), we get that at \( s = 0 \)
\[ w(0) = 1, \quad g(0) = -\rho. \]

Finally, we get the following optimal control problem
\[ \int_0^{\gamma\rho} g(s)ds \rightarrow \max, \]
\[ \frac{dg}{ds} = w^2, \quad \frac{dw}{ds} = uw^2, \]
\[ w(0) = 1, \quad g(0) = -\rho \]
with control \( u \in [-1, 1] \). Introducing a new variable \( t \), such that
\[ t = -||x_{k+1} - x||_{F''(x_k)} = -\sqrt{\xi(s)[h, h]} \cdot (T - s)^2 = -w \cdot (T - s), \]
we get
\[ \frac{dt}{ds} = -w^2u \cdot (T - s) + w = w \cdot (ut + 1), \]
\[ \frac{dg}{dt} = \frac{dg}{ds} \cdot \frac{ds}{dt} = w \cdot 1 + ut, \]
\[ \frac{dw}{dt} = \frac{dw}{ds} \cdot \frac{ds}{dt} = uw \cdot 1 + ut. \]
and \( t \in [−ργ, 0] \). Denoting \( z = \frac{4}{w} \), we obtain
\[
\frac{dz}{dt} = \frac{dg}{w(1 + ut)} = \frac{w}{1 + ut} \cdot \frac{w - \frac{2}{w} \cdot w^2}{1 + ut} = \frac{1 - zu}{1 + ut},
\]
\[
g ds = \frac{g}{w(1 + ut)} dt = \frac{z}{1 + ut} dt.
\]

So, we can rewrite the optimal control problem as follows
\[
\int_{−γρ}^{0} \frac{z}{1 + ut} dt \rightarrow \max, \quad (10)
\]
\[
\dot{z} = \frac{1 - uz}{1 + ut},
\]
\[
z(−γρ) = −\rho,
\]
where \( u \in U = [−1, 1] \) and \( z \in \mathbb{R} \).

### 3.2 Solution of the problem

In this section we solve problem (10).

Firstly, according to Pontryagin’s maximum principle [7], we get the following Hamiltonian for the optimal control problem (10)
\[
\mathcal{H} = \frac{z}{1 + ut} + \psi \frac{1 - uz}{1 + ut},
\]
where \( \psi \in \mathbb{R} \) is the adjoint variable to \( z \). The dynamics of the adjoint variable is given by
\[
\dot{\psi} = -\frac{\partial \mathcal{H}}{\partial z} = \frac{uw - 1}{1 + ut}.
\]

If the control is bang-bang, i.e., \( u \) is piece-wise constant with values in \( \{-1, 1\} \), then the dynamics of the primal and adjoint variables can be integrated explicitly. For the primal variable \( z \) we get
\[
-\log |1 - uz| + C' = \log |1 + ut| \quad \Rightarrow \quad z(t) = \frac{C + t}{1 + ut},
\]
where \( C = (1 \pm e^{C'})u \) is some constant. For the adjoint variable \( \psi \) we get the solutions
\[
u \log |u\psi - 1| + C'' = \log |1 + ut| \quad \Rightarrow \quad \psi(t) = C_1(tu + 1) + \frac{1}{u},
\]
where \( C_1 = \pm e^{-C''}u \) is some constant. The transversality condition at the end-point gives \( \psi(0) = 0 \), hence \( C_1 = -\frac{1}{u} \) and
\[
\psi(t) = -t
\]
for all \( t \) from the last switching point to \( t = 0 \).

Our next step is to determine the optimal control \( u \). Maximizing the Hamiltonian over the variable \( u \) we get
\[
u = \begin{cases} 
1, & \text{if } \psi z + tz + t\psi < 0, \\
-1, & \text{if } \psi z + tz + t\psi > 0.
\end{cases}
\]

For \( t \) sufficiently close to 0 we get
\[
\psi z + tz + t\psi = -t \cdot \frac{C + t}{1 + ut} + \left( \frac{C + t}{1 + ut} - t \right) \cdot t = -t^2 < 0,
\]
and the control \( u = 1 \) is optimal. But the expression \(-t^2\) remains negative for all negative \( t \) up to the starting point \( t = γρ \). Hence the control \( u = 1 \) and above expressions for \( z(t), \psi(t) \) are valid over the whole interval.
Using the boundary conditions for $z(t)$, we obtain that

$$z(-\gamma \rho) = \frac{C - \gamma \rho}{1 - \gamma \rho} = -\rho \implies C = -\rho + \gamma \rho^2 + \gamma \rho.$$ 

Therefore

$$z(t) = \frac{-\rho + \gamma \rho^2 + \gamma \rho + t}{1 + t}.$$ 

Substituting this value into the objective function, we obtain

$$- \int_{-\gamma \rho}^{0} \frac{z(t)}{1 + t} \, dt = - \int_{-\gamma \rho}^{0} \frac{(-\rho + \gamma \rho^2 + \gamma \rho - 1) + (1 + t)}{(1 + t)^2} \, dt$$

$$= (-\rho + \gamma \rho^2 + \gamma \rho - 1) \left(1 - \frac{1}{1 - \gamma \rho}\right) + \log(1 - \gamma \rho)$$

$$= (1 + \rho)\gamma \rho + \log(1 - \gamma \rho) =: f(\gamma).$$

To find the optimal step length we need to maximize the function $f$ over $\gamma$. The first order optimality condition gives

$$\frac{\partial f}{\partial \gamma} = \frac{\rho^2 (-\gamma \rho - \gamma + 1)}{1 - \rho \gamma} = 0 \implies \gamma^* = \frac{1}{1 + \rho}.$$ 

Since $f''(\gamma) = -\frac{\rho^2}{(1 - \gamma \rho)^2} < 0$, we get that $\gamma^*$ is a maximum.

Thus we can solve this problem analytically. The same result was proposed in [6], and in [3] it is shown that this step-size maximizes a lower bound on the decrease of the function value. Here we have proved that this step length is actually optimal for this criterion.
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