Research Article

Boundary Value Problem for the Langevin Equation and Inclusion with the Hilfer Fractional Derivative

Khalid Hilal, Ahmed Kajouni, and Hamid Lmou

Laboratory of Applied Mathematics and Scientific Competing, Faculty of Sciences and Technics, Sultan Moulay Slimane University, Beni Mellal, Morocco

Correspondence should be addressed to Hamid Lmou; lmou.hamid@gmail.com

Received 7 December 2021; Revised 16 January 2022; Accepted 17 January 2022; Published 11 March 2022

Academic Editor: Gaston Mandata Ngurkata

Copyright © 2022 Khalid Hilal et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this work, we discuss the existence and uniqueness of solution for a boundary value problem for the Langevin equation and inclusion with the Hilfer fractional derivative. First of all, we give some definitions, theorems, and lemmas that are necessary for the understanding of the manuscript. Second of all, we give our first existence result, based on Krasnoselskii’s fixed point, and to deal with the uniqueness result, we use Banach’s contraction principle. Third of all, in the inclusion case, to obtain the existence result, we use the Leray–Schauder alternative. Last but not least, we give an illustrative example.

1. Introduction

Fractional derivatives give an excellent description of memory and hereditary properties of different processes. Properties of the fractional derivatives make the fractional-order models more useful and practical than the classical integral-order models. Several researchers in the recent years have employed the fractional calculus as a way of describing natural phenomena in different fields such as physics, biology, finance, economics, and bioengineering (for more details see [1–10] and many other references).

With the recent outstanding development in fractional differential equations, the Langevin equation has been considered a part of fractional calculus, and thus, important results have been elaborated [11–15].

An equation of the form \(md^2x/dt^2 = \lambda dx/dt + \eta(t)\) is called Langevin equation, introduced by Paul Langevin in 1908. The Langevin equation is found to be an effective tool to describe the evolution of physical phenomena in fluctuating environments [8]. For some new developments on the fractional Langevin equation, see, for example, [16–18].

In this study, we investigate the existence and uniqueness criteria for the solutions of the following nonlocal boundary value problem:

\[
\begin{aligned}
\frac{H^\alpha_1}{D}\left(\frac{H^\alpha_2}{D}\lambda + \lambda\right)x(t) = f(t, x(t)), \quad a \leq t \leq b, x(a) = 0, x(b) = \sum_{i=1}^{n} \mu_i (I^\mu_j (x)(\eta)), \quad a < \eta < b,
\end{aligned}
\]

where \(H^\alpha_i\beta_i, i = 1, 2\) is the Hilfer fractional derivative of order \(\alpha_i, 0 < \alpha_i < 1\), and parameter \(\beta_i, 0 < \beta_i \leq 1\), \(i = 1, 2\), \(1 < \alpha_1 + \alpha_2 \leq 2\), \(\lambda \in \mathbb{R}\), \(a \geq 0\), \(I^\mu\) is the Riemann–Liouville fractional integral of order \(\nu > 0\), \(\mu_i \in \mathbb{R}\), \(i = 1, 2\), and \(f: [a, b] \times \mathbb{R} \rightarrow \mathbb{R}\) is a continuous function.

In order to study problem (1), we transform it into a fixed-point problem and then use Krasnoselskii’s fixed-point theorem to prove the existence results.

As a second problem, we study the multivalued case of (1) by considering the inclusion problem:
\[
\begin{cases}
H D^\gamma x(t) = h(t), & a \leq t \leq b, \\
\frac{d^n}{dt^n} \left( H D^{\alpha+eta} x(t) + \lambda \right) = f(t, x(t)), & a \leq t \leq b,
\end{cases}
\] where \( F: [a, b] \times \mathbb{R} \rightarrow \mathcal{A}(\mathbb{R}) \) is a multivalued map (\( \mathcal{A}(\mathbb{R}) \) is the family of all nonempty subjects of \( \mathbb{R} \)).

We prove the existence of solution for problem (2) by applying the nonlinear alternative of the Leray–Schauder [19]. Finally, in the last part, we give an example to support our study.

2. Preliminaries

Let us recall some basic definitions and notations of fractional calculus and multivalued analysis which are needed throughout this study.

2.1. Fractional Calculus

Definition 1 (see [4]). The Riemann–Liouville fractional integral of order \( \alpha > 0 \) for a continuous function \( f: [a, \infty) \rightarrow \mathbb{R} \) can be defined as

\[
I^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s)ds,
\]

provided that the right-hand side exists on \((a, \infty)\).

Definition 2 (see [4]). The Riemann–Liouville fractional derivative of order \( \alpha > 0 \) of a continuous function \( f \) is defined by

\[
^{RL} D^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d^n}{dt^n} \right) \int_0^t \frac{f(s)}{(t-s)^{\alpha-1}} ds,
\]

where \( n-1 < \alpha < n \), \( n = [\alpha] + 1 \), and \([\alpha]\) denotes the integer part of the real number \( \alpha \).

\[\text{Definition 3 (see [4]). The Caputo fractional derivative of order } \alpha > 0 \text{ of a continuous function } f \text{ is defined by}\]

\[C D^\alpha f(t) = I^{\alpha-n} D^nf(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t (t-s)^{n-\alpha-1} \left( \frac{d^n}{dt^n} f(s) \right) ds,\]

where \( n-1 < \alpha < n \), \( n = [\alpha] + 1 \), and \([\alpha]\) denotes the integer part of the real number \( \alpha \).

Definition 4. Hilfer fractional derivative [3].

The Hilfer fractional derivative of order \( \alpha \) and parameter \( \beta \) of a function (also known as the generalized Riemann–Liouville fractional derivative) is defined by

\[H D^{\alpha,\beta} f(t) = I^{\beta(n-\alpha)} D^n I^{1-\beta} I^{n-\alpha} f(t),\]

where \( n-1 < \alpha < n \), \( 0 \leq \beta \leq 1 \), \( t > a \), and \( D = (d/dt) \).

Remark 1. When \( \beta = 0 \), the Hilfer fractional derivative corresponds to the Riemann–Liouville fractional derivative:

\[H D^{\alpha,0} f(t) = D^n f(t).\]

When \( \beta = 1 \), the Hilfer fractional derivative corresponds to the Caputo fractional derivative:

\[H D^{\alpha,1} f(t) = I^{n-\alpha} D^n f(t).\]

The following lemma plays a fundamental role in establishing the existence results for the given problem.

Lemma 1 (see [3]). Let \( f \in L_1(a, b) \), \( n-1 < \alpha \leq n \), \( n \in \mathbb{N} \), \( 0 \leq \beta \leq 1 \), \( f \in AC^k[a, b] \); then,

\[\left( I^{\alpha} D^{\alpha,\beta} f \right)(t) = f(t) - \sum_{k=1}^{n-1} \frac{(t-a)^k}{\Gamma(k-n+\alpha)(1-\beta)^k+1} \lim_{\eta \to a^+} \frac{d^k}{dt^k} \left( I^{1-\beta} I^{n-\alpha} f \right)(t).\]

Lemma 2. Let \( a \geq 0 \), \( 0 < \alpha_i < 1 \), \( \beta_i = \alpha_i + \beta_i - \alpha_i \beta_i \), \( i = 1, 2 \)
\( 1 < \alpha_1 + \alpha_2 \leq 2 \), and \( h \in C([a, b], \mathbb{R}) \). Then, the function \( x \) is a solution of the boundary value problem:

\[
\begin{cases}
H D^{\alpha_1,\beta_1} \left( H D^{\alpha_2,\beta_2} + \lambda \right) x(t) = h(t), & a \leq t \leq b, \\
x(\alpha) = 0, x(b) = \sum_{i=1}^{n} H_i \left( I^{\gamma_i} (x) \right)(\eta)ds, & a < \eta < b,
\end{cases}
\]
Proof. Applying the Riemann–Liouville fractional integral of order \( \alpha_1 \) to both sides of (10), we obtain by using Lemma 1

\[ x(t) = I^{\alpha_1,\alpha_2} h(t) - \lambda I^{\alpha_2} x(t) + \frac{(t-a)^{\gamma_1+\alpha_2-1}}{\Gamma(\gamma_1+\alpha_2)} \left[ I^{\alpha_1,\gamma_2} h(b) - \lambda I^{\alpha_2} x(b) - \sum_{i=1}^{n} \mu_i I^{\alpha_1+\alpha_2+\gamma_2} h(\eta) + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2} x(\eta) \right], \]

where

\[ \Lambda = \sum_{i=1}^{n} \mu_i (\eta-a)^{\gamma_1+\alpha_2+\gamma_2-1} \frac{(b-a)^{\gamma_1+\alpha_2-1}}{\Gamma(\gamma_1+\alpha_2)} \neq 0. \]

From using the boundary condition \( x(b) = \sum_{i=1}^{n} \mu_i I^{\alpha_1,\gamma_2} h(\eta) \), in (15), we find

\[ c_0 = \int^{b}_{a} \left[ I^{\alpha_1,\gamma_2} h(b) - \lambda I^{\alpha_2} x(b) - \sum_{i=1}^{n} \mu_i I^{\alpha_1+\alpha_2+\gamma_2} h(\eta) + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2} x(\eta) \right]. \]

Substituting the value of \( (c_0) \) in (13), we obtain the solution (11).

Conversely, suppose that \( x \) is the solution of the fractional integral (11). By applying fractional derivative \( H D^{\alpha_1,\gamma_2} \) on both sides of (11) and then applying fractional derivative, we obtain that

\[ H D^{\alpha_1,\gamma_2} (H D^{\alpha_2,\gamma_2}) x(t) = h(t) - \lambda H D^{\alpha_2,\gamma_2} x(t). \]

It follows that

\[ H D^{\alpha_1,\gamma_2} (H D^{\alpha_2,\gamma_2} + \lambda) x(t) = h(t), \quad a \leq t \leq b. \]

Now, we will prove that \( x \) satisfies the boundary conditions; for that, we have \( x(a) = 0 \), and from (11), we have

\[ \sum_{i=1}^{n} \mu_i (I^{\alpha_1,\gamma_2} (x))(\eta) = \sum_{i=1}^{n} \mu_i I^{\alpha_1+\alpha_2+\gamma_2} h(\eta) - \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2} x(\eta) + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2+\gamma_2} x(\eta) \]

By (12), we get

\[ \sum_{i=1}^{n} \mu_i (I^{\alpha_1,\gamma_2} (x))(\eta) = \sum_{i=1}^{n} \mu_i I^{\alpha_1+\alpha_2+\gamma_2} h(\eta) - \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2} x(\eta) + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2+\gamma_2} x(\eta) \]

\[ = x(b). \]
2.2. Multivalued Analysis. For a normed space \((X, \|\cdot\|)\), we define
\[
\mathcal{A}(X) = \{Y \subset X : Y \neq \emptyset\},
\]
\[
\mathcal{A}_{exp}(X) = \{Y \subset X : Y \text{ is convex and compact}\}.
\]

Definition 5. A multivalued map \(F: [a, b] \times \mathbb{R} \to \mathcal{A}(\mathbb{R})\) is said to be Carathéodory if
(i) \(t \to F(t, x)\) is measurable for each \(x \in \mathbb{R}\)
(ii) \(x \to F(t, x)\) is upper semicontinuous for almost all \(t \in [a, b]\)
Furthermore, a Carathéodory function \(F\) is called \(L^1\)-Carathéodory if
(iii) For each \(\rho > 0\), there exists \(\varphi_p \in L^1([a, b]; \mathbb{R})\), such that
\[
\|F(t, x)\| = \sup \{\|v\| : v \in F(t, x)\} \leq \varphi_p(t),
\]
for all \(x \in \mathbb{R}\) with \(\|x\| \leq \rho\) and for a.e. \(t \in [a, b]\).

Fixed-point theorems play a major role in establishing the existence theory for problem (1) and problem (2). We collect here some well-known fixed-point theorems used in this study.

Theorem 1 Krasnoselskii’s fixed-point theorem [19]. Let \(\mathcal{M}\) be a closed, bounded, convex, and nonempty subset of a Banach space. Let \(\mathcal{A}, \mathcal{B}\) be the operators such that
(i) \(\mathcal{A}x + \mathcal{B}y \in \mathcal{M}\) whenever \(x, y \in \mathcal{M}\)
(ii) \(\mathcal{A}\) is compact and continuous
(iii) \(\mathcal{B}\) is contraction mapping
Then, there exists \(z \in \mathcal{M}\), such that \(z = \mathcal{A}z + \mathcal{B}z\).

Theorem 2 (Leray–Schauder nonlinear alternative [19]). Let \(X\) be a Banach space, \(C\) a closed, convex subset of \(X\), \(U\) an open subset of \(C\), and \(0 \in U\). Suppose that \(F: \overline{U} \to C\) is a continuous, compact (\(F(\overline{U})\) is a relatively compact subset of \(C\)) map. Then, either
(i) \(F\) has a fixed point in \(\overline{U}\) or
(ii) There exists \(x \in \partial U\) (the boundary of \(U\) in \(C\)) and \(\theta \in (0, 1)\) with \(x = \theta F(x)\).

3. Existence and Uniqueness Results for Problem (1)

In this section, we deal with the existence and uniqueness of solution for the boundary value problem (1).

By Lemma 2, we define an operator \(\mathcal{A}: \mathcal{C} \to \mathcal{C}\) by

\[
(\mathcal{A}x)(t) = (b-a)^{\alpha_2} f(t, x(t)) - \lambda \Gamma(\alpha_1 + \alpha_2) \frac{(t-a)^{\alpha_1}}{\Gamma(\alpha_1 + \alpha_2)} \cdot \left[ (b-a)^{\gamma} f(b, x(b)) - \lambda \Gamma(\gamma) \sum_{i=1}^{n} \mu_i (\eta-a)^{\gamma} f(\eta, x(\eta)) + \lambda \sum_{i=1}^{n} \mu_i (\alpha-a)^{\gamma} x(\theta) \right],
\]

where \(\mathcal{C} = C([a, b]; \mathbb{R})\) denotes the Banach space of all continuous functions from \([a, b]\) into \(\mathbb{R}\) with the norm \(\|x\| = \sup \{|x(t)| : t \in [a, b]\}\). We will show that the boundary value problem (1) has a solution if and only if the operator \(\mathcal{A}\) has a fixed point.

To simplify the computations, we use the following notations:

\[
\Omega_1 = \frac{(b-a)^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} + \frac{(b-a)^{\gamma}}{\Gamma(\gamma + 1)} \left[ \frac{(b-a)^{\gamma}}{\Gamma(\alpha_1 + \alpha_2 + 1)} \sum_{i=1}^{n} \frac{\mu_i}{\Gamma(\alpha_1 + \alpha_2)} (\eta-a)^{\gamma} \right],
\]

\[
\Omega_2 = \left\{ \frac{(b-a)^{\alpha_2}}{\Gamma(\alpha_2 + 1)} + \frac{(b-a)^{\gamma}}{\Gamma(\gamma + 1)} \left[ \frac{(b-a)^{\gamma}}{\Gamma(\alpha_2 + 1)} \sum_{i=1}^{n} \frac{\mu_i}{\Gamma(\alpha_2 + 1)} (\eta-a)^{\gamma} \right] \right\}.
\]

Our first result is an existence result, based on well-known Krasnoselskii’s fixed-point theorem.

**Theorem 3** Assume that

(H1) \(f: [a, b] \times \mathbb{R} \to \mathbb{R}\) is a continuous function, such that \(f(t, x) \leq \varphi(t), \quad \forall (t, x) \in [a, b] \times \mathbb{R}\), with \(\varphi \in C([a, b]; \mathbb{R})\).

(H2) \(\Omega_2 < 1\), where \(\Omega_2\) is given by (19)
Then, there exists at least one solution for the boundary value problem (1) on \([a, b]\).

**Proof.** We will show that the operator \(A\) defined by (17) satisfies the assumptions of Krasnoselskii’s fixed-point theorem. We split the operator \(A\) into the sum of two operators \(A_1\) and \(A_2\) on the closed ball \(\mathcal{B}_\rho = \{ x \in \mathcal{B} : \| x \| \leq \rho \}\) with \(\rho \geq \| \Omega_1 / 1 - \Omega_2\), sup_{t \in [a,b]} \| \varphi(t) \| = \| \varphi \|, \) where

\[
(A_1 x) (t) = t^{\alpha_1 + \alpha_2} f (t, x(t)) + \frac{(t-a)^{\gamma_1 + \alpha_2 - 1}}{\Gamma (\gamma_1 + \alpha_2)} \left[ t^{\gamma_1 + \alpha_2} f (b, x(b)) - \sum_{i=1}^{n} \mu_i t^{\gamma_1 + \alpha_2} f (\eta, x(\eta)) \right], \tag{26}
\]

\[
(A_1 x) (t) = -\lambda t^{\alpha_2} x(t) + \frac{(t-a)^{\gamma_2 - 1}}{\Gamma (\gamma_2)} \left[ -\lambda t^{\gamma_2} x(b) + \lambda \sum_{i=1}^{n} \mu_i t^{\gamma_2} x(\eta) \right]. \tag{27}
\]

For any \(x, y \in \mathcal{B}_\rho\), we have

\[
(A_1 x) (t) + (A_2 y) (t) \leq \sup_{t \in [a,b]} \left\{ t^{\alpha_1 + \alpha_2} |f (t, x(t))| + \frac{|(t-a)^{\gamma_1 + \alpha_2 - 1}|}{\Gamma (\gamma_1 + \alpha_2)} \times \left[ t^{\gamma_1 + \alpha_2} |f (b, x(b))| + \sum_{i=1}^{n} |\mu_i| t^{\gamma_1 + \alpha_2} |f (\eta, x(\eta))| \right] \right\} \tag{28}
\]

\[
\leq \| \varphi \| \left\{ \frac{(b-a)^{\alpha_1 + \alpha_2}}{\Gamma (\alpha_1 + \alpha_2 + 1)} + \frac{(b-a)^{\gamma_1 + \alpha_2 - 1}}{\Gamma (\gamma_1 + \alpha_2)} \times \left[ (b-a)^{\gamma_1 + \alpha_2} \Gamma (\alpha_1 + \alpha_2 + 1) + \sum_{i=1}^{n} |\mu_i| (\eta - a)^{\gamma_1 + \alpha_2} \right] \right\}, \leq \| \varphi \| \Omega_1 + \rho \Omega_2, \leq \rho.
\]

and hence, \(\| A_1 x + A_2 y \| \leq \rho\), which implies that \(A_1 x + A_2 y \in \mathcal{B}_\rho\).

Next, by using (H2), we show that \(A_2\) is a contraction mapping. Let \(x, y \in \mathcal{B}\), for \(t \in [a, b]\),

\[
\| (A_2 x) (t) + (A_2 y) (t) \| \leq \| x - y \| \leq \Omega_2 \| x - y \|.
\]

This shows that \(\| A_1 x + A_2 y \| \leq \Omega_2 \| x - y \|\); then, by using (H2), \(A_2\) is a contraction mapping.

The operator \(A_1\) is continuous, since \(f\) is continuous. It is uniformly bounded on \(\mathcal{B}_\rho\) as

\[
\| A_1 x \| \leq \Omega_1 \| \varphi \|, \tag{30}
\]

Now, we prove that the operator \(A_1\) is compact. Setting \(\sup_{(t,x) \in [a,b] \times \mathcal{B}} \| f (t, x) \| = \mathcal{T} < \infty\), and let \(t_1, t_2 \in [a, b]\), \(t_1 < t_2\), we obtain
\[
\left\langle (\mathcal{A}x)(t_2) - (\mathcal{A}x)(t_1) \right\rangle = \left| I^{\alpha_1,\alpha_2} f(t_2, x(t_2)) + \frac{(t_2 - a)^{\alpha_1 + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \right| \left( f(a, x(a)) - \sum_{i=1}^{n} \mu_i I^{\alpha_1 + \alpha_2 + \gamma_i} f(\eta, x(\eta)) \right)
\]

where the right-hand side tends to zero as \( t_2 - t_1 \to 0 \), independently of \( x \in \mathcal{B}_p \). Then, \( \mathcal{A} \) is equicontinuous, and hence, \( \mathcal{A} \) is relatively compact on \( \mathcal{B}_p \). By the Arzelà–Ascoli theorem, \( \mathcal{A} \) is compact on \( \mathcal{B}_p \). It follows by Krasnosel’skii’s fixed-point theorem that problem (1) has at least one solution on \([a, b]\).

To deal with the uniqueness of solution for our problem (1), we use Banach’s contraction principle.

**Theorem 4.** Assume that \( |f(t, x) - f(t, y)| \leq L|x - y|, L > 0 \), for each \( t \in [a, b] \) and \( x, y \in \mathbb{R} \).

If \( \Omega_1 + \Omega_2 < 1 \), where \( \Omega_1, \Omega_2 \) are, respectively, given by (24) and (25), then problem (1) has a unique solution on \([a, b]\).

**Proof.** Consider the operator \( \mathcal{A} \) defined in (17). The problem (1) is then transformed into a fixed-point problem \( x = \mathcal{A}x \). By using Banach contraction principle, we will show that \( \mathcal{A} \) has a unique fixed point.

We set \( \sup_{t \in [a, b]} |f(t, 0)| = M < \infty \) and choose \( r > 0 \), such that

\[
r \geq \frac{M \Omega_1}{1 - L \Omega_2 - \Omega_1}. \tag{32}
\]

Now, we show that \( \mathcal{A} \mathcal{B}_r \subset \mathcal{B}_r \), where \( \mathcal{B}_r = \{ x \in \mathcal{C} \mid [a, b], \mathbb{R}; \| x \| \leq r \} \). For any \( x \in \mathcal{B}_r \), we have

\[
\| (\mathcal{A}x)(t) \| \leq \sup_{t \in [a, b]} \left\{ I^{\alpha_1,\alpha_2} f(t, x(t)) + |\lambda| I^{\alpha_1} |x(t)| + \left| \frac{(t-a)^{\alpha_1 + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} f(a, x(a)) + \sum_{i=1}^{n} \mu_i I^{\alpha_1 + \alpha_2 + \gamma_i} f(\eta, x(\eta)) \right| + |\lambda| L |x(b)| + |\lambda| \sum_{i=1}^{n} |\mu_i| I^{\alpha_1 + \alpha_2 + \gamma_i} |x(\eta)| \right\}
\]

which implies that \( \mathcal{A} \mathcal{B}_r \subset \mathcal{B}_r \).

\[
\left( L \| x \| + M \right) \Omega_1 + \| x \| \Omega_2 \leq (Lr + M) \Omega_1 + r \Omega_2,
\tag{33}
\]


Next, let \( x, y \in \mathcal{C}([a, b], \mathbb{R}) \). Then, for \( t \in [a, b] \), we have

\[
|\mathcal{A}x(t) - \mathcal{A}y(t)| \leq \left\{ \frac{(b - a)^{\alpha_1 + \alpha_2}}{\Gamma(\alpha_1 + \alpha_2 + 1)} + \frac{(b - a)^{\gamma_1 + \gamma_2} - 1}{|\Lambda|\Gamma(\gamma_1 + 1)} \times \sum_{i=1}^{n} |\mu_i| \frac{(\eta - a)^{\alpha_i + \gamma_i}}{\Gamma(\alpha_i + \alpha_2 + \gamma_i + 1)} \right\} \| x - y \| + |\lambda|
\]

(34)

which implies \( \| \mathcal{A}x(t) - \mathcal{A}y(t) \| \leq (L\Omega_1 + \Omega_2)\| x - y \| \).

As \( L\Omega_1 + \Omega_2 < 1 \), \( \mathcal{A} \) is a contraction. Therefore, by Banach’s fixed-point theorem, the operator \( \mathcal{A} \) has a fixed point which is indeed a unique solution of problem (1).

4. Existence Results for Problem (2)

Definition 6. A continuous function \( x \) is said to be a solution of problem (2) if \( x(a) = 0, x(b) = \sum_{i=1}^{n} \mu_i (I^\gamma_i (x))(\eta) \), and there exists a function \( \nu \in L^1([a, b], \mathbb{R}) \) with \( \nu \in F(t, x(t)) \), a.e., on \( [a, b] \), such that

\[
x(t) = [I^{\alpha_1 + \alpha_2} x(t) - \lambda I^{\alpha_1} x(t)] + \frac{1}{\Lambda I(\gamma_1 + 1)} \sum_{i=1}^{n} \mu_i I^{\alpha_i + \gamma_i} x(\eta) - \frac{1}{\Lambda (\gamma_1 + \gamma_2 + 1)} \sum_{i=1}^{n} \mu_i I^{\alpha_i + \gamma_i} x(\eta).
\]

(35)

For each \( x \in \mathcal{C}([a, b], \mathbb{R}) \), define the set of selections of \( F \) by

\[
\delta_{F,x} := \{ v \in L^1([a, b], \mathbb{R}) : v \in F(t, x(t)) \} \text{ on } [a, b].
\]

Lemma 3 (see [5]). Let \( X \) be a Banach space, and \( F : [a, b] \times \mathbb{R} \rightarrow \mathcal{A}_{c,c} \) be a \( L^1 \)-Carathéodory multivalued map. Let \( \gamma \) be a linear continuous mapping from \( L^1([a, b], X) \) to \( \mathcal{C}([a, b], X) \). Then, the operator is

\[
\mathcal{Y} * \delta_{F,x} : \mathcal{C}([a, b], X) 
\rightarrow \mathcal{A}_{c,c} \n(\mathcal{C}([a, b], X)); x \rightarrow (\mathcal{Y} * \delta_{F,x})(x) = \mathcal{Y}(\delta_{F,x}) \text{ is a closed graph operator in } \mathcal{C}([a, b], X) \times \mathcal{C}([a, b], X).
\]

Our second existence result is based on the nonlinear alternative of the Leray–Schauder for multivalued maps [19].

Theorem 5. Suppose that (H2) and the following assumptions hold:

(H3) \( F : [a, b] \times \mathbb{R} \rightarrow \mathcal{A}_{c,c}(\mathbb{R}) \) is \( L^1 \)-Carathéodory and has nonempty compact and convex values, and for each fixed \( x \in \mathcal{C}([a, b], \mathbb{R}) \), the set

\[
\delta_{F,x} = \{ v \in L^1([a, b], \mathbb{R}) : v(t) \in F(t, x(t)); t \in [a, b] \}
\]

is nonempty.

(H4) \( \| F(t, x) \| := \sup \{ |v| : v \in F(t, x) \} \leq p(t)\Lambda \| x \| \) for all \( t \in [a, b] \) and all \( x \in \mathcal{C}([a, b], \mathbb{R}) \), where \( p \in L^1([a, b], \mathbb{R}^+) \), and \( \Psi : \mathbb{R}^+ \rightarrow [0, +\infty) \) is a continuous and nondecreasing function.

(H5) There exists a constant \( M > 0 \), such that

\[
\lambda = \frac{(1 - \Omega_2)M}{\| p \| \| \Psi(M) \| \Omega_1} > 1,
\]

(37)

where \( \Omega_1, \Omega_2 \) are, respectively, given by (24) and (25).

Then, there exists at least one solution for problem (2) on \([a, b]\).

Proof. Let us introduce the operator \( \mathcal{A} : \mathcal{C}([a, b], \mathbb{R}) \rightarrow \mathcal{A}_{c,c}([a, b], \mathbb{R}) \), in order to transform problem (2) into a fixed-point problem:
\[
\mathcal{A}(x) = \left\{ h \in C([a, b], \mathbb{R}) : h(t) = \left\{ I^{\alpha_1, \gamma} v(t) - \lambda I^{\alpha_2} x(t) + \frac{(t - a)^{\gamma + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \right\} \right\}
\]

\[
\times \left[ I^{\alpha_1, \gamma} v(b) - \lambda I^{\alpha_2} x(b) - \sum_{i=1}^{n} \mu_i I^{\alpha_1, \gamma} v(\eta) \right] + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2, \gamma} x(\eta) \right\},
\]

for \( t \in [a, b], \nu \in \mathcal{S}_{F,x} \).

We will show that the operator \( \mathcal{A} \) satisfies all conditions of the Leray–Schauder nonlinear alternative [19], and we give the proof in several steps:

\[
\begin{aligned}
\mathcal{A}(x) &= \left\{ h \in C([a, b], \mathbb{R}) : h(t) = \left\{ I^{\alpha_1, \gamma} v(t) - \lambda I^{\alpha_2} x(t) + \frac{(t - a)^{\gamma + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \right\} \right\} \\
&\quad \times \left[ I^{\alpha_1, \gamma} v(b) - \lambda I^{\alpha_2} x(b) - \sum_{i=1}^{n} \mu_i I^{\alpha_1, \gamma} v(\eta) \right] + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2, \gamma} x(\eta) \right\}.
\end{aligned}
\]

\[\text{Step 1.} \quad \mathcal{A}(x) \text{ is convex for each } x \in C([a, b], \mathbb{R}).\]

Indeed, if \( h_1, h_2 \) belong to \( \mathcal{A}(x) \), then there exist \( v_1, v_2 \in \mathcal{S}_{F,x} \), such that for each \( t \in [a, b] \), we have

\[
h_j(t) = I^{\alpha_1, \gamma} v_j(t) - \lambda I^{\alpha_2} x(t) + \frac{(t - a)^{\gamma + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \]

\[
\times \left[ I^{\alpha_1, \gamma} v(b) - \lambda I^{\alpha_2} x(b) - \sum_{i=1}^{n} \mu_i I^{\alpha_1, \gamma} v(\eta) \right] + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2, \gamma} x(\eta)
\]

\[
\quad \text{for } j = 1, 2. \text{ Let } 0 \leq k \leq 1; \text{ then, for each } t \in [0, 1], \text{ we have}
\]

\[
k h_1(t) + (1 - k) h_2(t) = I^{\alpha_1, \gamma} [kv_1(s) + (1 - k)v_2(s)] - \lambda I^{\alpha_2} x(t) + \frac{(t - a)^{\gamma + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \]

\[
\times \left[ I^{\alpha_1, \gamma} [kv_1(s) + (1 - k)v_2(s)] - \lambda I^{\alpha_2} x(b) - \sum_{i=1}^{n} \mu_i I^{\alpha_1, \gamma} [kv_1(\eta) + (1 - k)v_2(\eta)] + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2, \gamma} x(\eta) \right].
\]

Thus, \( kv_1 + (1 - k)v_2 \in \mathcal{A}(x) \) (because \( S_{F,x} \) is convex), then, \( \mathcal{A}(x) \) is convex for each \( x \in C([a, b], \mathbb{R}) \).

\[\text{Step 2.} \quad \mathcal{A}(x) \text{ maps bounded set into bounded set in } C([a, b], \mathbb{R}).\]

Indeed, it is enough to show that there exists a positive constant \( l \), such that for each \( h \in \mathcal{A}(x) \), \( x \in \mathcal{B}_\rho = \{ x \in C([a, b], \mathbb{R}) : |x| \leq \rho \} \), and we have \( \|h\| \leq l \).

If \( h \in \mathcal{A}(x) \), then there exist \( v \in \mathcal{S}_{F,x} \), such that

\[
h(t) = I^{\alpha_1, \gamma} v(t) - \lambda I^{\alpha_2} x(t) + \frac{(t - a)^{\gamma + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \]

\[
\times \left[ I^{\alpha_1, \gamma} v(b) - \lambda I^{\alpha_2} x(b) - \sum_{i=1}^{n} \mu_i I^{\alpha_1, \gamma} v(\eta) + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2, \gamma} x(\eta) \right].
\]
Then, for every $t \in [a, b]$, we have

$$|h(x)(t)| \leq \sup_{t \in [a, b]} \left\{ \frac{t-a}{\Gamma(\alpha_1 + \alpha_2)} \|v(t)\| + \frac{1}{\Gamma(\alpha_2)} \int_a^t (t-s)^{\alpha_2-1}v(s)ds \right\}$$

$$\leq \|\Psi\| \|\Omega\|_1 + \rho \Omega_2 \leq \|\Psi\| \|\Omega\|_1 + \rho \Omega_2,$$

(42)

Then,

$$\|h\| \leq \|\Psi\| \|\Omega\|_1 + \rho \Omega_2,$$

(43)

where $\Omega_1$, $\Omega_2$ are, respectively, given by (24) and (25).

Step 3. $\mathcal{A}$ maps bounded set into equicontinuous sets of $\mathcal{C}(\{a, b\}, \mathbb{R})$.

Let $t_1, t_2 \in [a, b]; t_1 < t_2$, and $x \in \mathcal{B}_p$, where $\mathcal{B}_p$, as above, is a bounded set of $\mathcal{C}(\{a, b\}, \mathbb{R})$; for each $x \in \mathcal{B}_p$ and $h \in \mathcal{A}(x)$, there exist $v \in \mathcal{D}_{F, \alpha}$; then, we obtain

$$\|h(t_2) - h(t_1)\| \leq \frac{1}{\Gamma(\alpha_1 + \alpha_2)} \int_a^{t_1} ((t_2 - s)^{\alpha_2-1} - (t_1 - s)^{\alpha_2-1})v(s)ds + \int_{t_1}^{t_2} (t_2 - s)^{\alpha_2-1}v(s)ds$$

$$\leq \|\Psi\| \|\Omega\|_1 + \rho \Omega_2,$$

as $t_2 \to t_1$, the right-hand side of the above inequality tends to zero, implies that $\mathcal{A}(x)$ is equicontinuous. Therefore, it follows
by Arzela-Ascoli theorem that \( \mathcal{A} : \mathcal{C}([a, b], \mathbb{R}) \rightarrow \mathcal{A}_{c.c.p.} \mathcal{C}([a, b], \mathbb{R}) \) is relatively compact; then, \( \mathcal{A} \) is completely continuous.

Now, we show that the operator \( \mathcal{A} \) is upper semi-continuous. To prove this, it is enough to show that \( \mathcal{A} \) has a closed graph.

Consider the linear operator:

\[
\begin{align*}
\mathcal{A}(v) &= I^{a_1 + a_2}v(t) - \lambda I^{a_2}x_n(t) + \frac{(t-a)^{\gamma_1 + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \\
&\quad \cdot \left[ I^{a_1 + a_2}v_n(b) - \lambda I^{a_2}x_n(b) - \sum_{i=1}^{n} \mu_i I^{a_1 + a_2 + \gamma_i}v_n(\eta) + \lambda \sum_{i=1}^{n} \mu_i I^{a_2 + \gamma_i}x_n(\eta) \right].
\end{align*}
\]

Step 4. \( \mathcal{F} \) has a closed graph.

Let \( x_n \rightarrow x_\ast \), \( h_n \in \mathcal{A}(x_n) \), and \( h_n \rightarrow h_\ast \); we shall prove that \( h_\ast \in \mathcal{A}(x_\ast) \). \( h_n \in \mathcal{A}(x_n) \), and then, there exists \( v_n \in \mathcal{C}_{F,x_n} \), such that for each \( t \in [a, b] \),

\[
\begin{align*}
\mathcal{A}(v) &= I^{a_1 + a_2}v(t) - \lambda I^{a_2}x_n(t) + \frac{(t-a)^{\gamma_1 + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \\
&\quad \cdot \left[ I^{a_1 + a_2}v_n(b) - \lambda I^{a_2}x_n(b) - \sum_{i=1}^{n} \mu_i I^{a_1 + a_2 + \gamma_i}v_n(\eta) + \lambda \sum_{i=1}^{n} \mu_i I^{a_2 + \gamma_i}x_n(\eta) \right].
\end{align*}
\]

We should prove that \( v_\ast \in \mathcal{C}_{F,x_\ast} \), such that for each \( t \in [a, b] \),

\[
\begin{align*}
&\left( h_n(t) + \lambda I^{a_2}x_n(t) - \frac{(t-a)^{\gamma_1 + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \left[ -\lambda I^{a_2}x_n(b) + \lambda \sum_{i=1}^{n} \mu_i I^{a_2 + \gamma_i}x_n(\eta) \right] \right) \\
&- t(h_n(t) + \lambda I^{a_2}x_n(t) - \frac{(t-a)^{\gamma_1 + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \left[ -\lambda I^{a_2}x_n(b) + \lambda \sum_{i=1}^{n} \mu_i I^{a_2 + \gamma_i}x_n(\eta) \right] \right) \longrightarrow 0,
\end{align*}
\]

as \( n \rightarrow \infty \).

Consider the linear operator:

\[
\begin{align*}
\nu \mapsto \mathcal{Y}(\nu)(t), & \\
\mathcal{Y} : L^1([a, b], \mathbb{R}) \rightarrow \mathcal{C}([a, b], \mathbb{R}), & (48)
\end{align*}
\]

From Lemma 3, \( \mathcal{Y} \ast \mathcal{C}_F \) is a closed graph operator; then, we have that

\[
\begin{align*}
\mathcal{Y}(\nu)(t) &= I^{a_1 + a_2}\nu(t) + \frac{(t-a)^{\gamma_1 + \alpha_2 - 1}}{\Gamma(\gamma_1 + \alpha_2)} \left[ I^{a_1 + a_2}v(b) - \sum_{i=1}^{n} \mu_i I^{a_1 + a_2 + \gamma_i}v(\eta) \right].
\end{align*}
\]
\[
\left( h_n(t) + \lambda I^{\alpha_1} x_n(t) - \frac{(t-a)^{\gamma_1-1}}{\Gamma(\gamma_1 + \alpha_2)} \left[ -\lambda I^{\alpha_1} x_n(b) + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2+\gamma_1} x_n(\eta) \right] \right) \in \mathcal{Y}(\mathcal{D}_{F,x_n}).
\] (50)

Since \( x_n \to x_* \) and \( h_n \to h_* \), then

\[
\left( h_*(t) + \lambda I^{\alpha_1} x_*(t) - \frac{(t-a)^{\gamma_1-1}}{\Gamma(\gamma_1 + \alpha_2)} \left[ -\lambda I^{\alpha_1} x_*(b) + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2+\gamma_1} x_*(\eta) \right] \right) = \mathcal{Y}(v_*) \in \mathcal{Y}(\mathcal{D}_{F,x_*}).
\] (51)

It follows that \( v_* \in \mathcal{D}_{F,x_*} \), such that

\[
h_*(t) = I^{\alpha_1+\alpha_2} v_*(t) - \lambda I^{\alpha_1} x_*(t) + \frac{(t-a)^{\gamma_1-1}}{\Gamma(\gamma_1 + \alpha_2)} \left[ -\lambda I^{\alpha_1} x_*(b) + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2+\gamma_1} x_*(\eta) \right].
\] (52)

Step 5. \( \mathcal{A} \) has a fixed point in \( \mathcal{B}_p \).

We show that (ii) from Theorem 2 is not possible. Then, if \( x \in \partial \mathcal{B} \alpha \) for \( \alpha \in [0,1] \), there exist \( v \in \mathcal{D}_{F,x} \), such that \( x(t) - \alpha h(t) \) implies \( |x(t)| \leq |h(t)| \); then,

\[
\|x\| \leq p \|\Psi (\|x\|)\|_{\Omega_1} + \|x\|_{\Omega_2},
\] (53)

and then,

\[
(1 - \Omega_2) \|x\| \leq p \|\Psi (\|x\|)\|_{\Omega_1} + \|x\|_{\Omega_2}.
\] (54)

If (ii) from Theorem 2 hold, then there exist \( \theta \in [0,1] \) and \( x \in \partial \mathcal{B} M \) with \( x = \alpha \mathcal{B} M \) which means that \( x \) is solution to (2) with \( \|x\| = M \); then, from (32) that

\[
(1 - \Omega_2) M \leq p \|\Psi (M)\|_{\Omega_1} + \|x\|_{\Omega_2},
\] (55)

and then,

\[
\frac{(1 - \Omega_2) M}{p \|\Psi (M)\|_{\Omega_1}} \leq 1,
\] (56)

which contradicts (H5). Consequently, \( \mathcal{A} \) has a fixed point in \([a,b]\).

By the nonlinear alternative of Leray–Schauder, we deduce that our problem (2) has at least one solution. This completes the proof.

5. Example

Consider the following problem:

\[
\left( h_n(t) + \lambda I^{\alpha_1} x_n(t) - \frac{(t-a)^{\gamma_1-1}}{\Gamma(\gamma_1 + \alpha_2)} \left[ -\lambda I^{\alpha_1} x_n(b) + \lambda \sum_{i=1}^{n} \mu_i I^{\alpha_2+\gamma_1} x_n(\eta) \right] \right) \in \mathcal{Y}(\mathcal{D}_{F,x_n}).
\] (50)

Since \( L \Omega_1 + \Omega_2 = 0.9732481354 < 1 \), then the conditions of Theorem 4 are satisfied; finally, problem (1) has a unique solution on \([1/4, 5/4]\).
6. Conclusion

In the current article, we study and investigate the existence and uniqueness of solution for a boundary value problem for the Langevin equation and inclusion with the Hilfer fractional derivative. The novelty of this work is that it is more general than the works based on the derivative of Caputo and Riemann–Liouville because when $\beta = 0$, we find the Riemann–Liouville fractional derivative, and when $\beta = 1$, we find the Caputo fractional derivative. In this study, we established the existence and uniqueness results for the first problem, by using the fixed-point theorems (Banach’ fixed-point theorem and Krasnoselskii’s fixed-point theorem), and for the inclusion case, we use Leray–Schauder alternative to prove the existence of solution. In the end, we give an example to illustrate our results.
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