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Abstract—Automotive radar provides reliable environmental perception in all-weather conditions with affordable cost, but it hardly supplies semantic and geometry information due to the sparsity of radar detection points. With the development of automotive radar technologies in recent years, instance segmentation becomes possible by using automotive radar. Its data contain contexts such as radar cross section and micro-Doppler effects, and sometimes can provide detection when the field of view is obscured. The outcome from instance segmentation could be potentially used as the input of trackers for tracking targets. The existing methods often utilize a clustering-based classification framework, which fits the need of real-time processing but has limited performance due to minimum information provided by sparse radar detection points. In this paper, we propose an efficient method based on clustering of extracted semantic information to achieve instance segmentation for the sparse radar detection points. In addition, we show that the performance of the proposed approach can be further enhanced by incorporating the visual multi-layer perceptron. The effectiveness of the proposed method is verified by experimental results on the popular RadarScenes dataset, achieving 89.53% mCov and 86.97% mAP0.5, which is the best comparing to other approaches in the literature. More significantly, the proposed algorithm consumes memory around 1MB, and the inference time is less than 40ms. These two criteria ensure the practicality of the proposed method in real-world systems.
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I. INTRODUCTION

In the field of autonomous driving, automotive radar plays an important role in environmental perception due to its affordable cost, inherent measurement of object relative velocity, and reliability in all-weather conditions, as compared to camera and LiDAR [2,3]. The data representation of an automotive radar is usually a set of sparse detection points generated by pre-processed raw radar signals typically in the form of a range-Doppler map or a range-azimuth heatmap.

Compared to LiDAR points, radar detection points usually provide more information, e.g., velocity (Doppler) and the radar cross section (RCS) values. However, radar detection points are much sparser and noisier than LiDAR point clouds due to their low resolution, resulting in a lack of semantic and geometric information. Fig. 1 shows a typical scene in RadarScenes dataset [1] including the collected data from both radar and camera. Note that the collected radar detection points are sparse and semantically ambiguous. Thus, it is unsuitable to directly apply methods developed for dense LiDAR point clouds to sparse radar detection points.

There are three popular methods in the literature to perform point cloud instance segmentation [4]. The first method transforms a point cloud into a 3D grid-like representation called voxel, or projects it into a 2D grid-like representation like the bird eye’s view (BEV) or a range view, and uses a convolutional neural network (CNN) to segment instance. The drawback of this method is that it requires a large memory, high computation power, and introduces quantization error in the point-to-voxel/pixel transformation. The second method directly processes the points using a 1D convolutional filter-based neural network, treating spatial coordinates as part of the features. Typical examples include the PointNets [5,6] and their variants [7,8]. This method could overcome the quantization error encountered by the first method and potentially directly extracts more fruitful feature information from dense points. However, the encoders of neural networks in both first and second methods have difficulty capturing the spatial interactions of radar detection points due to their sparsity [9]. The third method is to estimate which points belong to the same object using a clustering algorithm, e.g. the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [10], and then perform the classification for each

Fig. 1. An example frame of (a) bird eye’s view radar detection point cloud image and (b) its corresponding image in RadarScenes dataset [1] ©IEEE. The measurements were collected via 77 GHz series production automotive radar sensors.
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summarized as follows: Although the performance of this method is limited compared to the deep learning-based methods, it still dominates the radar-based instance segmentation in practice due to its simplicity \cite{1,2,3}, which minimizes the memory consumption and favors real-time data processing.

In this paper, we propose a new strategy and its enhancement version for instance segmentation on automotive radar detection points to combat issues in the aforementioned methods. Our goal is to develop a new and practical deep-learning architecture that can handle the sparse radar detection points for segmentation process with small memory requirement and fast runtime. The main contributions of this paper are summarized as follows:

- We design a novel semantic segmentation-based clustering method for the instance segmentation task on sparse point clouds obtained from automotive radar. The model is designed based on the semantic segmentation version of PointNet++ \cite{6}, with a newly introduced head that estimates the point-wise center shift vector (CSV) which represents the offset in latent space from every detection point to the geometric center of its corresponding instance. By shifting each point toward the center of its instance with predicted CSV during clustering, the points belonging to the same instance become closer, which increases the clustering accuracy.

- We propose to use cosine similarity (CS) loss and normalized inner product (NIP) loss in the training process of the semantic segmentation phase for sparse radar detection points, to improve the performance of CSV guided clustering. These loss functions are designed to minimize the distance between the predicted and ground-truth CSV in latent space, resulting in more accurate prediction of CSVs.

- We investigate how various visual multi-layer perceptrons (MLPs) \cite{14,15,16} can be incorporated into the proposed method, and propose to employ gMLP to further improve the performance of our model. A thorough search of the literature yielded no existing study on adopting visual MLPs in radar sensing to overcome the limitation of local feature extraction due to the sparsity of radar detection points. In addition, we propose tailored lightweight methods to achieve a balance among the computation speed, memory consumption and accuracy.

- We experiment with the proposed method on the recent RadarScenes dataset \cite{1} and demonstrate that the performance of the proposed method outperforms the two existing methods by a large margin. Precisely, the mean coverage (mCov) and the mean average precision (mAP) of our selected method are 9.0% and 9.2% higher than the clustering-based classification method, and 8.6% and 9.1% higher than the end-to-end instance segmentation method, respectively. At the same time, our method and its lightweight version still maintain the memory consumption around 1MB and inference time less than 40ms, which are feasible for automotive radar microcontroller unit (MCU). Such an outcome reveals the potential to apply our proposed strategy in the real-time automotive radar perception system.

The rest of this paper is organized as follows. Section II discusses the related works, including point cloud processing methods, visual MLPs, and radar-based perception. The proposed radar-based instance segmentation method and its enhancements are described in Section III. Section IV describes the experiment process and presents the results on the RadarScenes dataset. Discussions are also made in this section. Finally, concluding remarks are drawn in section IV.

II. Related Works

There are three main considerations in this work: point cloud processing, visual MLPs and automotive radar-based perception. We will discuss each of them in this section.

A. Point Cloud Processing

Point clouds are sporadic and permutation invariant, making effective information extraction challenging. While the image processing techniques, such as 2D convolution, can be extrapolated into the realm of 3D point cloud data processing, the outcomes of such approaches turn out to be ineffective.

PointNet \cite{5} and the subsequent variants \cite{6} are network structures designed specifically for point cloud data, where the input data points are projected into a higher dimension space before going through a permutation invariant function, e.g., a max pooling function, for feature extraction. As opposed to PointNet that taking all the data points as the input of the first layer, PointNet++ \cite{6} seeks to imitate the convolution layer of 2D images and attempt to capture the local context. To achieve this, a set abstraction (SA) layer is used to sample, group points and capture local structure. Furthermore, the feature propagation (FP) layer is devised to propagate features from sampled points to original points and get point-wise features, for the purpose of segmentation.

PointNet and PointNet++ do not provide the function of direct instance segmentation, but some efforts have been made toward this direction. For instance, SGPN \cite{7} takes PointNets as its backbone and introduce a similarity matrix for instance segmentation. HAIS \cite{8} combines PointNets with clustering, adopts hierarchical aggregation to progressively generate instance proposals.

B. Visual MLPs

Attention-based transformers \cite{17,18,19} are popular approaches for computer vision tasks, but some recent works prove that comparable performance can be achieved by using MLPs only. MLP-mixer \cite{15} replaces the the multi-head self attention \cite{20} with a linear layer implemented on the spatial dimension. To make the MLP flexible to receive images of different sizes, researchers propose cycle-MLP \cite{21}, where a cycle fully connected (FC) layer is used to replace the spatial MLP in MLP-mixer \cite{15}. However, as the data structure of images and point clouds are different, such method cannot be applied to our work without voxelizing the point cloud. gMLP \cite{16} discards the multi-head self attention in transformer and add a spatial gating unit to capture spatial interaction. Taking
C. Automotive Radar-based Perception

Automotive radar-based perception, including semantic segmentation, clustering, classification, instance segmentation, object detection, and tracking, has played an essential role in the modern ADAS and autonomous driving system. With the availability of large-scale radar datasets [1], automotive radar detection points-based perception has been investigated recently [11][12][22][23][24]. A two-stage clustering algorithm is designed in [22]. Moreover, estimated state information using an extended target tracking algorithm is employed in [25] as prior information to provide more stable clustering. Conventional machine learning and modern deep learning methods have also been explored for automotive radar detection points-based perception. For example, the radar detection points are used as input data for semantic segmentation task [23], together with occupancy grid representation of environments [20][27]. Such detection points representation of radar data is also employed for classification, object detection and tracking purpose. For example, [11][12][28] utilize random forest and LSTM to classify clustered detection points, [9] modifies the PointNets for object detection but only one class (cars) are considered, and [24] performs detection and tracking by adopting the combination of PointNet++ based neural network with a Kalman filter and global nearest neighbor for ID assignment over multiple frames.

III. PROPOSED METHODS

In this section, we first introduce the proposed semantic segmentation-based clustering strategy. Then, we present its enhanced version with visual MLPs.

A. Semantic Segmentation-based Clustering

Dense points, such as LiDAR point cloud, on one hand has rich geometric and semantic information. On the other hand, GPUs are usually available to support processing of massive number of points in LiDAR point cloud, so that large models could be designed and high computational algorithms could be developed. In contrast, sparse radar detection points which are semantically ambiguous, cannot reflect the shape of objects. In addition, only MCU with low computational capability and small memory space could be available to process radar detection points in real time, in the typical low cost automotive radar system. As a result, the existing end-to-end instance segmentation methods designed for dense point clouds [7] are not suitable for sparse radar detection points.

In this work, we propose an instance segmentation method for radar detection points, which is semantic segmentation (point-wise classification) based clustering. Specifically, we first let the network model concentrate on semantic segmentation. Then we apply a clustering method for each class of detection points, since detection points assigned with different semantic information can scarcely belong to the same instance.

Moreover, it is intuitive that clustering different classes of points with different clustering parameter settings may achieve better performance, because the attributes of clusters belong to various class types might be significantly different. For instance, there may be more than 10 detection points from a large vehicle, and the distances between these detection points could be larger than those from a two-wheeler, while a pedestrian may only have one detection point. Thus, different clustering parameter settings can be used for different classes.

Our proposed semantic segmentation-based clustering method is illustrated in Fig. 2, where we adopt the PointNet++ based network to perform semantic segmentation, and we choose DBSCAN as our clustering method. Concretely, the input point cloud is first processed by a PointNet++ based feature extractor to generate a feature map, and then point-wise features are sent to the point-wise classification branch to
obtain the semantic information. In consideration that simply applying DBSCAN cannot provide satisfying instance segmentation results for radar detection points due to their sparsity, we introduce a CSVs prediction branch in our network, as shown in Fig. 2 to estimate the offset between every point and the geometric center of corresponding ground-truth instance. In this way, detection points can be assembled by shifting toward the center of the instance to facilitate clustering. To be specific, the predicted CSVs are used to push detection points towards the center of the instances in clustering process. Then DBSCAN is implemented with different clustering parameters in parallel to estimate the final instances.

The complete training process of our proposed semantic segmentation model are shown in Fig. 3(a)(b)(c). Fig. 3(a) illustrates the PointNet++ backbone. The structure of two SA layers followed by two FP layers are applied. (b) The structure of prediction heads, which are two-layer MLPs. (c) The illustration of the CSVs, where points in the same circle belong to the same instance. (d) The overall structure of the visual MLP enhanced PointNet++ backbone network. The visual MLP block (e.g. gMLP [16], MLP-Mixer [15], external attention [14], etc) is added after each set abstraction layer and feature propagation layer.

Fig. 3. The structure and the training process of our proposed semantic segmentation model. B is the batch size, N denotes the sample size, and C represents the number of output channels of the backbone; \( n_{\text{class}} \) is the number of classes and \( n_{\text{dim}} \) denotes the dimension of raw radar detection points. (a) The PointNet++ backbone. The structure of two SA levels and two FP levels and extracts the point-wise features; Fig. 3(b) shows the architecture of the two prediction heads, which are two-layer MLPs. The semantic segmentation branch predicts per-class score for every point, and for the CSVs prediction branch, the difference between each point and the center of its instance is predicted. An illustration of CSVs is shown in Fig. 3(c).

The loss function of this new deep learning architecture can be defined as below:

\[
L = L_{\text{SEM}} + \alpha L_{\text{SHIFT}},
\]

where \( L_{\text{SEM}} \) is the cross entropy loss for semantic segmentation, \( L_{\text{SHIFT}} \) is the loss for CSVs prediction and \( \alpha > 0 \) is a corresponding weighting factor.

Considering that the \( l_2 \) loss used in [8] only focuses on the length approximation, we propose to use the combination of the CS loss and NIP loss which minimize the difference in both angle and length between two vectors as \( L_{\text{SHIFT}} \). More specifically, the loss for prediction of CSVs is defined by \( L_{\text{SHIFT}} = L_{\text{CS}} + L_{\text{NIP}}, \) where \( L_{\text{CS}} \) and \( L_{\text{NIP}} \) are the CS and NIP loss, respectively, calculated by

\[
L_{\text{CS}} = 1 - \text{cosine_similarity}(\Delta x_{\text{pred}}, \Delta x_{\text{gt}}),
\]

\[
L_{\text{NIP}} = \frac{\text{inner_product}(\Delta x_{\text{pred}}, \Delta x_{\text{gt}})}{\|\Delta x_{\text{gt}}\|^2 + \epsilon} - 1,
\]

where \( \epsilon \) is a small positive number, e.g., \( 10^{-5} \), to prevent singularity; \( \Delta x_{\text{pred}} \) denotes the predicted CSV between every detection point and geometric center of corresponding instance; \( \Delta x_{\text{gt}} \) denotes its ground truth value; cosine_similarity(·, ·) and inner_product(·, ·) calculates the cosine value of the included angle and the inner product between two feature vectors, respectively. Specifically, if \( x_1 \) and \( x_2 \) are vectors with the same dimension, then

\[
\text{cosine_similarity}(x_1, x_2) = \frac{x_1^T x_2}{\|x_1\| \|x_2\|},
\]

\[
\text{inner_product}(x_1, x_2) = x_1^T x_2.
\]
As shown in (2) and (3), the included angle approaches zero due to the CS loss; the NIP loss is designed for length approximation. The above definition of $L_{\text{SHIFT}}$ fully explores the offset shifting generated from feature vectors in the latent space by leveraging the multi-dimension physical feature information from the radar. Compared to $l_2$ loss, the proposed two loss functions for CSVs lead to a significant improvement in instance segmentation of radar detection points, which can be seen in Section IV.

B. Enhancement with Visual MLPs

Due to the sparsity of radar detection points, some points may be far away from others, and SA levels of PointNet++ which capture the local information are not able to catch the interaction between them. As a result, the PointNet++ model may not be good at extracting global features for sparse radar detection points. To solve this problem, FC layers or visual transformers can be applied to our model. However, the global-extracting performance of FC layers or traditional MLPs are limited, and the model size of the visual transformers are too large, which is not suitable for radar processing systems that require real-time inference. As a promising alternative for visual transformers, visual MLPs integrate the advantages of both traditional MLPs and visual transformers that they have strong abilities and relatively small model sizes.

The structure of the enhanced network is shown in Fig. 3(d). In this paper, visual MLPs are integrated into the proposed algorithm after each SA and FP layer in PointNet++ to achieve global interaction. The extracted feature vectors are fed into a visual MLP block for down-sized feature refinement and propagated into the next layer in the encoder of the network. In the decoder, the up-sampled feature vectors are strengthened by a visual MLP block to achieve better representations in the latent space.

The visual MLP block in Fig. 3(d) could be any visual MLP, e.g., MLP-Mixer [15], external attention [14], or gMLP [16]. In this research, the gMLP (MLP with gating units) is adopted, whose structure is illustrated in Fig. 4.

The core of gMLP is the spatial gating unit (SGU) where each feature is split into two parts along the channel dimension, one projected by a spatial projection layer and multiplied by the other. The spacial projection makes the extracted features share information with each other globally, and the element-wise multiplication retains the local features extracted by the previous modules, so the SGU can tune the extracted features according to both the global and local information. Moreover, a channel projection layer is used in the beginning and the end of the block to mix different components of each feature along the channel dimension, which makes the learned features more flexible. In general, gMLP is superior than the MLP-Mixer whose block is mainly composed of a spacial-mixing MLP and a channel-mixing MLP, as gMLP can be seen as an improved version of the MLP-Mixer by combining SGU with the latter. By incorporating gMLP into our proposed network, a beneficial mixture of local and global features can be retrieved adaptively from all points at a single frame, allowing for correct semantic guidance while taking into account differences in sparsity of radar detection points from one frame to another.

The performance of the network with gMLP as well as with other visual MLPs are compared and analyzed in Section IV.

IV. EXPERIMENTS AND RESULTS

A. Dataset

RadarScenes [1] dataset is selected to validate the proposed methods. The dataset contains data from four front-mounted near-range automotive radars, one camera, and one odometer. The four radars are 77 GHz near field automotive radar with a detection range of up to 100 meters, mounted at the front end of the vehicle at $85^\circ$, $25^\circ$, $-25^\circ$, and $-85^\circ$ with respect to the driver, respectively. Each radar covers a $\pm 60^\circ$ field of view.

The data stream is timestamped so that the ego-coordinate of any vehicle can be used as the anchor coordinate system, and information from all four radars are synchronized in one frame. The average frame rate is 17Hz.

The radar provides data of position, velocity, time, and ID, in both Cartesian and polar coordinates. Among these data, the followings are useful: $RCS$ in dBsm; $vr_{\text{compensated}}$ in meter/second (m/s), which is the radial velocity for this detection but compensated for the ego-motion; $x_{\text{cc}} / y_{\text{cc}}$ in meters, which is the position of the detection horizontal /
orthogonal to the car in the car coordinate system (the origin is at the center of the rear-axle).

In general, RadarScenes contains real-world radar detection point clouds from different driving environments, which are manually annotated with a class, an instance ID and other information. Specifically, there are more than 4 hours’ recording in this dataset, and it is composed of 158 sequences. In order to reduce the difference among training set, validation set and test set, we randomly shuffle the frames and split them by the proportion of 8 : 1 : 1.

B. Implementation and Parameter Setting

Parameters of all experiments are set to the same values: the batch size is 512, the initial learning rate is $10^{-3}$, and the optimizer is Adam. The learning rate restarts every 20 epochs with the scheduler of Cosine Annealing Warm Restarts.

Although there are 12 classes of objects in RadarScenes, we choose the settings of 5 classes, including car, pedestrian, group of pedestrians, large vehicle and two-wheeler. In this setting, all static points are not used in our experiment since we focus on detection of dynamic objects. In addition, due to lack of data in some classes, some classes of dynamic objects are merged and some are discarded. Specifically, the classes of animals and other objects are discarded; large vehicles, trucks, buses and trains are merged into the class of large vehicles, bicycles and motorized two-wheelers are merged into the class of two-wheelers, while the class of cars, pedestrians and groups of pedestrians remains unchanged.

To solve the problem that every frame has different number of points (for convenience, the number of points in $i$-th frame is denoted by $N_i$, points are sampled randomly in each frame. Some statistics are obtained such as $\text{max}(N_i)$ and $\text{mean}(N_i)$ to determine the sample size. In training, the sample size should be larger than most $N_i$’s because $N_i$ is usually small, but it is unnecessary to be larger than $\text{max}(N_i)$ as it would increase the computational cost. However, while inferring, the sample size must be larger than $\text{max}(N_i)$, otherwise some detection points will be missing. In practice, the number of non-static points in a frame varies from 1 to 173, and less than 0.4% of frames have more than 100 points, so the sample size is set to 100 in training and 200 in testing, except the gMLP-based network, whose parameters contains the sample size, and 200 sample size is set in both training and testing.

By sampling (or repeating), there exist 100 non-static points in each frame. We approximate the FOV to a $100m \times 100m$ field, taking into account the configuration and technical specification of the four near field radars. Based on these numerical structures, we require that the PointNet++ segmentation network has two SA levels and two corresponding FP levels, as illustrated in Fig. 3(a). The number of sampled points in the first SA level is set to 64 with radius 8m. These parameters are designed such that all the sampling cycles would cover the entire FOV with appropriate overlapping:

$$n\pi r^2 > S_{\text{FOV}},$$

where $n$ is the number of sampled points; $r$ denotes the radius; and $S_{\text{FOV}}$ is the area of FOV.

The density of data points at each frame is $300/64 = 3.125$; therefore, there are on average 3.1 data points in each sampling cycle. The sampling number is set to 8 which is larger since the maximum pooling operation of the PointNet++ network is duplication insensitive and we want to guarantee no under-sampling. This design logic is extended to the second SA level, only with the input data being reduced to 64.

In practice, the same network structure is applied to both the end-to-end instance segmentation baseline and our semantic segmentation model:

$$SA(64, 8, [8, 32, 64]),$$

$$SA(16, 16, [64, 128, 256]),$$

$$FP(64, 32),$$

$$FP(32, 32, 16),$$

where the notations are the same as those in PointNet++ [6]. Specifically, a set abstraction level is denoted by $SA(K, r, [l_1, \cdots, l_d])$, where $K$ points are sampled, and the grouping radius is $r$ for each sampled point, followed by a PointNet of $d \times 1 \times 1$ convolution layers whose output channels are $l_1, \cdots, l_d$, respectively; a feature propagation level with $d \times 1 \times 1$ convolution layers is represented by $FP(l_1, \cdots, l_d)$. BatchNorm and ReLU are used between two consecutive convolution layers.

For the enhanced models, the visual MLP block does not change the dimension of output feature vectors and thus it could be appended in following of each SA or FP directly. For the gMLP enhanced model, the first channel projection layer of each gMLP block doubles the number of channels, while the spacial projection layer and the second channel projection layer do not change the spacial or channel dimension.

The structures of different heads for our semantic segmentation model are as follows:

$$M_{SEM} = \text{conv}(\text{conv}(F, 16), n_{\text{class}}),$$

$$M_{SHIFT} = \text{conv}(\text{conv}(F, 16), n_{\text{dim}}),$$

where $M = \text{conv}(X, l)$ represents a $1 \times 1 \times 1$ convolution layer whose input is $X$ and output is $M$ with $l$ channels. The output of PointNet++ backbone is denoted by $F$. $M_{SEM}$ and $M_{SHIFT}$ are the semantic matrix and the predicted CSVs, while $n_{\text{dim}}$ denotes the dimension of raw radar detection points. BatchNorm, ReLU and Dropout are used between two consecutive convolution layers.

---

**Fig. 6.** Illustration for the process of clustering-based classification method. The input points are first clustered and a classifier is applied to predict a class for each cluster. Different colors denote different classes, where points in the same circle belong to the same instance.
C. Existing Methods

To show the superiority of our approach, we also experiment on two existing methods. One is the widely accepted clustering-based classification strategy for automotive radar-based instance segmentation, and the other is a deep learning-based end-to-end instance segmentation method which is originally designed for dense point clouds.

1) Clustering-based Classification: The commonly-used method for radar-based instance segmentation is clustering-based classification [11][12][13]. As illustrated in Fig. 6, the input point cloud is first clustered, and then each cluster is sent to a classifier, e.g., support vector machine or random forest classifier, to get the predicted class.

In our experiments, DBSCAN is chosen as the method for clustering, and random forest classifier is used to predict scores for all classes. The hand-crafted features of every cluster estimated from DBSCAN are used as the input of the random forest classifier, including the mean values and deviations of range, azimuth, Doppler and RCS.

2) End-to-End Instance Segmentation: In this method, the instance segmentation is implemented in a deep learning framework, and the model is built upon SGPN [7], as illustrated in Fig. 7. This model connects three heads to PointNet++, and predicts a similarity matrix $S$ to estimate the possibility that any pair of the points belong to the same instance, a similarity confidence map $M_{CF}$ to estimate the uncertainty of similarity results, and a semantic segmentation map $M_{SEM}$ to provide the semantic information estimation of every point.

As shown in Fig. 7 during inference, a threshold $T_S$ is applied on the similarity matrix to get the group proposals, and only group proposals whose predicted confidence is greater than another threshold $T_{CF}$ are retained. After that, group proposals with IoU larger than $T_{IoU}$ are merged into one, and finally the predicted instances are obtained. To further determine the class of the $i$-th predicted instance $I_i$, the per-class scores of all points in $I_i$ are averaged and the class with the highest score is defined as the predicted class of $I_i$.

In the training process, the loss functions of $S$ and $M_{SEM}$ remain as double hinge loss and cross entropy loss. However, the binary cross entropy loss (BCE), instead of the mean square error (MSE, or $l^2$), is set as the loss function of $M_{CF}$ to facilitate uncertainty modelling, i.e.,

$$L_{CF} = -\frac{1}{N} \sum_{i=1}^{N} [\text{IoU}(g_i, p_i) \times \log(M_{CF,i})$$

$$+ (1 - \text{IoU}(g_i, p_i)) \times \log(1 - M_{CF,i})],$$

(4)

where $N$ is the number of points in a frame; $M_{CF,i}$ is the $i$-th row of confidence map; and $\text{IoU}(g_i, p_i)$ is the intersection over union (IoU) between the $i$-th predicted group and the corresponding ground truth group.

D. Results and Analysis

Experiments on RadarScenes are performed to evaluate the effectiveness of the proposed strategies. The spatial coordinates, velocities (compensated) and RCS values are used as inputs, while mean coverage (mCov) and mean average precision (mAP) with the IoU threshold of 0.5 (mAP$_{0.5}$) on original detection points are reported for final instance prediction.

Table I presents results of two existing methods and our strategy without visual MLP enhancement. It should be noted that both the number of parameters and inference time for all models are given, and the inference time is defined as the average time cost when performing instance segmentation on test dataset using a CPU. The performance of the SGPN-based end-to-end instance segmentation improves 3% by modifying its loss function from $l^2$ loss to BCE loss. However, such deep learning-based end-to-end instance segmentation only
significant improvements, but further improvement can be obtained by adding a CSVs prediction branch to the PointNet++ using CS and NIP loss to achieve 82.78% mCov and 79.38% mAP, proving that our method is suitable for instance segmentation on sparse radar detection points.

The experimental results of the enhanced models are summarized in Table I. It can be seen that all models in Table I and Table II occupy from less than 1MB to 2MB storage space, making our proposed algorithm feasible for embedded radar-based perception systems. To show the effectiveness of our proposed semantic segmentation-based clustering with gMLP enhancement strategy, we use external attention and the self-attention mechanism (although not an MLP) for semantic segmentation network for comparison. Comparing with its original version, the gMLP-based model performs better in mCov and mAP by approximately 6%, while the self attention and external attention-based model only improve about 3% and 2%, respectively, and with similar inference time and number of parameters. Notably, by attaching a tiny attention module to the spatial gating unit in gMLP, such model (called aMLP) further improves performance and slightly increases the inference time and the number of parameters. For SGPN-based end-to-end instance segmentation, gMLP outperforms the baseline by approximately 5%, but its inference time increases dramatically, making the gMLP enhancement of such strategy infeasible in practice, which supports our idea that instance segmentation models devised for dense point clouds cannot handle the sparse points appropriately. Compare the gMLP enhanced end-to-end instance segmentation strategy with the gMLP enhanced semantic segmentation-based clustering strategy, it is witnessed that the latter outperforms the former significantly in either mCov, mAP, or inference time, indicating that only semantic segmentation-based clustering with gMLP/aMLP enhancement strategy leads to the best performance in instance segmentation while still maintains the inference time and number of parameters fairly low.

Typical examples of instance segmentation results by using different strategies is visualized in Fig. 8. It is clear that the clustering-based classification method might obtain the

| Method | Model | Enhancement | mCov(%) | mAP_0.5(%) | #Params/Memory | Inference Time |
|--------|-------|-------------|---------|------------|----------------|---------------|
| End-to-End Instance Seg. | SGPN (Our BCE) | - | 79.91 | 76.15 | 75.8K/0.326MB | 63.8ms |
| | SGPN | - | 77.32 | 73.21 | 75.8K/0.326MB | 63.8ms |
| | PointNet++ | - | 82.78 | 79.38 | 75.6K/0.324MB | 27.4ms |
| Semantic Seg. based Clustering | PointNet++ | - | 82.21 | 77.96 | 75.2K/0.320MB | 27.4ms |
| | + DBSCAN | - | 82.38 | 78.17 | 75.6K/0.324MB | 27.4ms |

Fig. 8. Visualization of typical instance segmentation results by using different strategies. Different shapes represent different semantics, and different colors in the same class (same shape) denotes different instances. (a) Ground Truth and (b) Instance segmentation results using the strategy of clustering-based classification. (c) Instance segmentation results using the strategy of end-to-end instance segmentation. (d) Instance segmentation results using the strategy of end-to-end instance segmentation with gMLP. (e) Instance segmentation results using the strategy of semantic segmentation-based clustering. (f) Instance segmentation results using the strategy of gMLP enhanced semantic segmentation-based clustering.
incorrect instance and semantic estimation, while the deep learning-based end-to-end instance segmentation strategy and its gMLP enhancement could correct the estimation partly, but they also generate other improper predictions. Comparatively, our semantic segmentation-based clustering method provides better estimation and its gMLP enhancement achieves 100% correct prediction for this particular case. Another result of consecutive frames by using the proposed semantic segmentation-based clustering with gMLP enhancement could be seen in Fig. 9 where most of the instances could be segmented perfectly, even though some of them are spatially close with each other.

However, it can be also observed that two instances of cars are grouped together on the 2nd frame, and another car instance is recognized as a large vehicle on 3rd frames. Such issues could be potentially solved by incorporating the consistent information from consecutive frames. For example, a car identified at the previous frame should not be recognized as a pedestrian in the current frame.

Although semantic segmentation-based clustering with gMLP enhancement could provide acceptable storage size, it is still possible to compress it further, providing flexibility for allocating more powerful tracking algorithms in the entire radar perception system. Table III shows the comparison of results of gMLP enhanced semantic segmentation model with two different compressed approaches (one uses group convolution instead of conventional convolution in PointNet++ and the other reduces the dimension of the input of spatial gating units in gMLP blocks) and other enhanced semantic segmentation models. The compressed methods are capable of reducing the number of parameters and the corresponding storage memory consumption, and it can be seen that even the compressed gMLP-based model performs better than other enhanced models with comparable or even less memory consumption.

V. CONCLUSION

A strategy is proposed in this paper for sparse radar detection points based instance segmentation, i.e., semantic segmentation-based clustering by PointNet++ and DBSCAN. The strategy provides better performance and faster inferring rate than the end-to-end instance segmentation model designed for dense points. Compared to the clustering-based classification method, the inference time of the latter method does not significantly increase, whereas its performance is superior.

An enhancement with gMLP/aMLP is introduced after tuning the model parameters and the loss functions. The gMLP/aMLP enhanced semantic segmentation-based clustering can provide improvements in mCov and mAP, whereas the inference time only increases slightly compared to that without gMLP. The requirement of storage space for the enhanced model is less than 2MB, such that the gMLP enhanced semantic segmentation-based clustering strategy is feasible for the real-time embedded radar-based ADAS/AD product. The storage space can be reduced even further, and the proposed method still maintains performance of instance segmentation by applying the light-weight approaches, indicating that more flexibility in designing radar-based perception can be achieved.

Taking point clouds of several consecutive frames simultaneously would possibly enable the model to extract features
with consistent information, and facilitate the learning process. This will be included in our future research.
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