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ABSTRACT
Despite recent attempts for solving the person re-identification problem, it remains a challenging task since a person’s appearance can vary significantly when large variations in view angle, human pose and illumination are involved. The concept of attention is one of the most interesting recent architectural innovations in neural networks. Inspired by that, in this paper we propose a novel approach based on using a gradient-based attention mechanism in deep convolution neural network for solving the person re-identification problem. Our model learns to focus selectively on parts of the input image for which the networks’ output is most sensitive to. Extensive comparative evaluations demonstrate that the proposed method outperforms state-of-the-art approaches, including both traditional and deep neural network-based methods on the challenging CUHK01 and CUHK03 datasets.

Index Terms— Person Re-identification, Gradient-based Attention Network (GAN), Triplet loss, Deep CNN.

1. INTRODUCTION
Recently, person re-identification has gained increasing research interest in the computer vision community due to its importance in multi-camera surveillance systems. Person re-identification is the task of matching people across non-overlapping camera views at different times. A typical re-identification system takes as input two images of person’s full body, and outputs either a similarity score between the two images or the decision of whether the two images belong to the same identity or not. Person re-identification is a challenging task. In fact, different individuals can share similar appearances and also appearance of the same person can be drastically different in two different views due to several factors such as background clutter, illumination variation and pose changes.

It has been proven that humans do not focus their attention on an entire scene at once when they want to identify another person [1]. Instead, they pay attention to different parts of the scene (e.g., the person’s face) to extract the most discriminative information. Inspired by this observation, we study the impact of visual attention in solving person re-identification problem. The visual attention mechanism can significantly reduce the complexity of the person re-identification task, where the network learns to focus on the most informative regions of the scene and ignores the irrelevant parts such as background clutter. Exploiting the attention mechanism in person re-identification task is also beneficial at scaling up the system to large high quality input images. With the recent surge of interest in deep neural networks, attention based models have been shown to achieve promising results on several challenging tasks, including caption generation [1] and machine translation [2] as well as object recognition [3]. However, attention models proposed so far, require defining an explicit predictive model, whose training can pose challenges due to the non-differentiable cost. Furthermore, these models employ Recurrent Neural Network (RNN) for the attention network and are computationally expensive or need some specific policy algorithms such as REINFORCE [3, 4] for training. In this paper we introduce a novel model architecture for person re-identification task which improves the matching accuracy by taking advantage of visual attention. The contributions of this paper are the following:

• We propose a CNN-based task-driven attention model which is specifically tailored for the person re-identification task in a triplet architecture.
• The proposed gradient-based attention model is easy to train and the whole network can be trained in an end-to-end manner with backpropagation and it does not require a policy network (such as reinforcement learning [3]) for training.
• The network is computationally efficient since it first finds the most discriminative regions in the input image and then performs the deep CNN feature extraction only on these selected regions.
• Finally, we quantitatively validate the performance of our proposed model by comparing it to the state-of-the-art performance on two challenging benchmark datasets: CUHK01 [5] and CUHK03 [6].

2. RELATED WORK
Generally, existing approaches for person re-identification are mainly focused on two aspects: learning a distance
metric [7–13] and developing a new feature representation [14–24]. In distance metric learning methods, the goal is to learn a metric that emphasizes inter-personal distance and de-emphasizes intra-person distance. The learnt metric is used to make the final decision as to whether a person has been re-identified or not. Several metric learning algorithms such as Keep It Simple and Straightforward Metric Learning (KISSME) [25], Cross-view Quadratic Discriminant Analysis (XQDA) [7], Metric Learning with Accelerated Proximal Gradient (MLAPG) [12] and Local Fisher Discriminant Analysis (LFDA) [10] were proposed for person re-identification, achieving remarkable performance in several benchmark datasets. In the second group of methods based on developing new feature representation for person re-identification, novel feature representations were proposed to address the challenges such as variations in illumination, pose and view-point [14]. The Scale Invariant Local Ternary Patterns (SILTP) [18], Local Binary Patterns (LBP) [20], Color Histograms [21] or Color Names [23] (and combination of them), are the basis of the majority of these feature representations developed for human re-identification. These methods are applicable to other applications where using an effective feature representation is important [26–28].

In the recent years, several approaches based on Convolutional Neural Network (CNN) architecture for human re-identification have been proposed and achieved great results [6, 29, 30]. In most of the CNN-based approaches for re-identification, the goal is to jointly learn the best feature representation and a distance metric (mostly in a Siamese fashion [31]). With the recent development of RNN networks, the attention-based models have demonstrated outstanding performance on several challenging tasks including action recognition [32]. Except for one recent work [33], the attention mechanism has not yet been studied in the person re-identification literatures. In [33], the RNN-based attention mechanism is similar to the attention model introduced in [32] for action recognition. Different from [33] and inspired by the dynamic model introduced in [34], in our model, the selection of the salient regions is made using a novel gradient-based attention mechanism, that efficiently identifies the input regions for which the network’s output is most sensitive to. Moreover, our CNN-based model does not use the RNN architecture as in [33], thus is computationally more efficient and easier to train. Furthermore, in [33] the attention model requires a set of multiple glimpses to estimate the attention which is not required in our proposed architecture.

3. MODEL ARCHITECTURE

In this section we introduce our gradient-based attention model within a triplet comparative platform specifically designed for the task of person re-identification. We first describe the overall structure of our person re-identification design, then we elaborate on the network architecture of the proposed attention mechanism.

3.1. Triplet Loss

During training, the three CNNs (with shared parameter set) take the triplets of images $<I_i^+, I_i^-, I_i>$ as input, where $I_i^+$ and $I_i$ are images from the same person and $I_i^-$ is the image from a different person. As illustrated in Figure 1, each image initially goes through the global attention network and salient regions of the image are selected (i.e., $X_i^a$). Then only these selected regions of the image pass through the local deep CNN. The local CNN then maps this raw image regions to the feature space $f_i(X_i^a)$, $f_i(X_i^{a-})$, $f_i(X_i^{a+})$, such that the distance of the learned features of the same person is less than the distance between the images from different persons by a defined margin. Hence, the goal of the network is to minimize the following cost function for $N$ triplet images:

$$J = \frac{1}{N} \sum_{i=1}^{N} [||f_i(X_i^+) - f_i(X_i^{a+})||_2^2 - ||f_i(X_i^-) - f_i(X_i^{a-})||_2^2 + \alpha]_+,$$

where $\alpha$ is a predefined margin which helps the network to learn more discriminative features. It is important to note that the above triplet architecture is used only in the training phase and after the network is trained, two of the three CNN channels (with shared parameters) are used for comparing two incoming images of people in testing phase. The distances between each pair of images are computed and used for ranking
the pairs of query and candidate frames.

3.2. Gradient-based Attention Network (GAN)

The proposed Gradient-based Attention Network (GAN) is capable of extracting information from an image by adaptively selecting the most informative image regions and only processing the selected regions at high resolution. The whole model comprises of two blocks: the global attention network $G$ and the local deep CNN network $L$. The global network consists of only two layers of convolution and is computationally efficient, whereas the local network is deeper (i.e., five convolutional layers) and is computationally more expensive, but has better performance.

We refer to the learned feature representation of the global layer and the local layer by $f_g(I)$ and $f_l(I)$, respectively. The attention model uses backpropagation to identify the few vectors in the global feature representation $f_g(I)$ to which the distribution over the output of the network (i.e., $h_g(I)$) is most sensitive. Given the input image $I$, we first apply the global layers on all the input regions: $f_g = \{g_{i,j}(i,j) \in [1, s_1] \times [1, s_2]\}$, where $s_1$ and $s_2$ are spatial dimensions that depend on the image size and $g_{i,j} = f_g(I_{i,j}) \in \mathbb{R}^D$ is a feature vector associated with the input region $(i, j)$ in $I$, i.e., corresponds to a specific receptive field or a patch in the input image. On top of the convolution layers in attention model, there exists a fully connected layer followed by a max pooling and a softmax layer, which consider the bottom layers’ representations $f_g(I)$ as input and output a distribution over labels, i.e., $h_g(I)$. Next, the goal is to find an attention map. We use the entropy of the output vector $h_g(I)$ as a measure of saliency in the following form:

$$H = \sum_{l=1}^{C} h_g^l \log(h_g^l),$$

(2)

where $C$ is the number of class labels in the training set. In order to find the attention map we then compute the norm of the gradient of the entropy $H$ with respect to the feature vector $g_{i,j}$ associated with the input region $(i, j)$ in the input image:

$$A_{i,j} = \| \nabla g_{i,j} H \|_2,$$

(3)

hence, the whole attention map would be $A \in \mathbb{R}^{s_1 \times s_2}$ for the whole image. Using the attention map $A$, we select a set of $k$ input region positions $(i, j)$ corresponding to the $A_{i,j}$s with the $k$ largest values. We denote the selected set of positions by $p^k \in [1, s_1] \times [1, s_2]$ such that $\#p^k = k$. The selected regions of the input image corresponding to the selected positions are denoted by $X^a = \{x_{i,j} | (i, j) \in p^k\}$, where each $x_{i,j}$ is a patch in input image $I$. Exploiting the gradient of the entropy as the saliency measure for our attention network encourages selecting the input regions which have the maximum effect on the uncertainty of the model predictions. Note that all the elements of the attention map $A$ can be calculated efficiently using a single pass of backpropagation. For training of the global attention network $G$, we maximize the log-likelihood of the correct labels (using cross-entropy objective function).

After selecting the salient patches $(X^a)$ within the input image, the local deep network $L$ will be applied only on those patches. This leads to major saving in computational cost of the network and accuracy improvement by focusing on the informative regions of the person’s image. The local deep CNN network $(L)$ is trained on attended parts of the input image using the triplet loss introduced in Eq. 1. We denote the feature representation created by the local deep network $L$ as $f_l(X^a)$. In the test time, the local feature representation $f_l(X^a)$ and the global feature representation $f_g(I)$ can be fused to create a refined representation of the whole image. That is:

$$f_r(x) = \begin{cases} f_l(x_{i,j}), & \text{if } x_{i,j} \in X^a \\ f_g(x_{i,j}), & \text{otherwise,} \end{cases}$$

(4)

where $(i, j) \in [1, s_1] \times [1, s_2]$. Thus, we are replacing the global features corresponding to the attended regions with the rich local features. In this way we are using all the produced features in both local and global networks and at the same time we are paying more attention to the important parts of the input image. It is worth noting that at the test time, different methods for fusion of the local and global features can be used. For instance, we can only use the local features and discard the global features. We discuss this matter further in the next section and show the evaluation results for each case.

4. EXPERIMENTS AND RESULTS

4.1. Network design

We implement our network using TensorFlow [35] deep learning framework on Intel Xeon CPU and NVIDIA TITAN X GPU. In each global attention network (see Figure 1), there are 2 convolutional layers, with $7 \times 7$ and $3 \times 3$ filter sizes, 12 and 24 filters, respectively. On the top of the two convolution layers in the global attention network there are one fully connected layer, a max pooling and a softmax layer. The global attention network is trained once for the whole network using the backpropagation algorithm. The set of selected patches $X^a$ is composed of eight patches of size $14 \times 14$ pixels. In the local deep CNN model, there are 5 convolutional layers, each with $3 \times 3$ filter sizes, $1 \times 1$ strides, and 24 filters. We apply $2 \times 2$ pooling with $2 \times 2$ stride after the second and fourth layers. On the top of this network there is also a max pooling and a fully connected layer. We use Batch Normalization [36] and Adam [37] for training our model. We have employed the same scheme for choosing the image triplets and performing the data augmentation as in [29]. Furthermore, we have used $\alpha = 0.02$ in Eq. 1 and exponential learning rate decay for the training.
4.2. Datasets

There are several benchmark datasets for evaluation of different person re-identification algorithms. In this paper we use CUHK01 [5] and CUHK03 [6] which are two of the largest benchmark datasets suitable for training the deep convolutional network. The CUHK01 dataset contains 971 persons captured from two camera views in a campus environment. Camera view A captures frontal or back views of a person while camera B captures the person’s profile views. Each person has four images with two from each camera. The CUHK03 dataset contains 13, 164 images of 1, 360 identities. All pedestrians are captured by six cameras, and each person’s image is only taken from two camera views. It consists of manually cropped person images as well as images that are automatically detected for simulating more realistic experiment situation. In our experiments we used the cropped person images.

4.3. Evaluation Metric and Results

We adopt the widely used Cumulative Match Curve (CMC) metric for quantitative evaluations. For each dataset, we randomly select 100 images of the persons for testing, and the remaining for training. For datasets with two cameras, we randomly select one image of a person from camera A as a query image and one image of the same person from camera B as a gallery image. For each image in the query set, we first compute the distance between the query image and all the gallery images using the $L_2$ distance and then return the top $n$ nearest images in the gallery set. If the returned list contains an image featuring the same person as that in the query image at $k$-th position, then this query is considered as success of rank $k$. We repeat the procedure 10 times, and use the average rate as the evaluation result.

As it was mentioned in Sec. 3, at the test time, we can use different combinations of the features that are learned by the global attention network (i.e., $f_g(f_l)$) and local deep network (i.e., $f_l(X^a)$). We performed the experiment in two scenarios: one is using only the local deep network features $f_l(X^a)$ for calculating the distance between the test image pairs. We denote this results by GAN-L in Tables 1 and 2. Another scenario is using the fusion of the local and global features (i.e., $f_r(x)$ in Eq. 4) at test time, denoted by GAN in the following tables. We compare the re-identification results with state-of-the-art methods: Imp-Reid [30], FPNN [6], SDALF [38], eSDC [16], KISSME [25] and Partb-Reid [29]. Results are illustrated in Tables 1 and 2 for CUHK01 and CUHK03 datasets, respectively.

We observe from Tables 1 and 2 that the proposed GAN method outperforms other state-of-the-art methods in most cases for CUHK01 and CUHK03. Table 1 shows that the performance of the method in [29] is comparable to the proposed method in some cases. However, the GAN is computationally more efficient since it first detects the most discriminative parts of the input image and then it applies the local deep convolution networks on those few patches. However, in [29], the global and local convolution layers are applied on all parts without considering the saliency of the image regions. As it is shown in Tables 1 and 2, the GAN network which exploits the refined feature presentation obtained from fusion of local and global features achieves better performance compared to GAN-L which only employs the fine local features corresponding to the attended regions of the image. Furthermore, Table 2 shows that GAN achieves the best re-identification accuracy for rank 1 and rank 5 and second best accuracy for rank 10 and rank 20 on CUHK03 dataset. Moreover, in our experiments we observed that when the network chooses to attend to the upper body part of the persons’ images, the network achieves higher matching rating. In fact, this observation confirms our daily experience in re-identifying people where we usually pay attention to the face and upper body part of the person.

5. CONCLUSION

In this paper we introduced a CNN-based attention mechanism for person re-identification task and we showed how paying attention to important parts of the person’s image while still considering the whole image information, is beneficial for person re-identification. Furthermore, thanks to the computational efficiency resulting from the attention architecture, we would be able to train deeper neural networks in order to obtain higher accuracy in the re-identification task.

| Method     | Rank1 | Rank5 | Rank10 | Rank20 |
|------------|-------|-------|--------|--------|
| GAN        | 64.2  | 86.4  | 90.6   | 96.9   |
| GAN-L      | 54.6  | 83.6  | 89.4   | 90.2   |

| Method     | Rank1 | Rank5 | Rank10 | Rank20 |
|------------|-------|-------|--------|--------|
| Imp-Reid   | 54.74 | 86.50 | 93.88  | 98.10  |
| FPNN [6]   | 20.65 | 51.50 | 66.50  | 80.00  |
| SDALF [38] | 5.60  | 23.45 | 36.09  | 51.96  |
| eSDC [16]  | 8.76  | 24.07 | 38.28  | 53.44  |
| KISSME [25]| 14.17 | 48.54 | 52.57  | 70.53  |
| GAN-L      | 60.5  | 82.2  | 88.8   | 91.5   |
| GAN        | 61.2  | 89.1  | 91.3   | 93.9   |

Table 1: Comparison of performance of the proposed GAN to the state-of-the-art on CUHK01 dataset

Table 2: Comparison of performance of the proposed GAN to the state-of-the-art on CUHK03 dataset
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