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**INTRODUCTION:** In statistical genetics, dominance is a deviation from an additive genetic effect on a trait and is well documented in model organisms, particularly in the context of measures of “fitness,” and in plant and animal breeding. In humans, however, evidence of nonadditive genetic effects on complex, polygenic traits is sparse. We looked for evidence of nonadditive effects in more than 1000 phenotypes in the UK Biobank population cohort (N = 361,194). To test for “dominance heritability,” or the aggregate contribution of nonadditive genetic effects to trait variance genome-wide, we introduce dominance linkage disequilibrium (LD) score regression (d-LDSC). Our method builds upon existing software to include nonadditive effects site by site.

**RATIONALE:** Identifying nonadditive genetic effects on traits allows us to better understand their underlying biology. Although nonadditive effects are commonly tested in Mendelian disorders, they are rarely tested in human complex traits. Population biobanks allow us to explore questions of genetic architecture at scale and to detect small effect sizes. We sought to test for evidence of nonadditive effects in the UK Biobank. We also investigated whether the less-correlated nature of dominance associations among sites at a locus relative to their additive counterparts can help pinpoint causal variants.

**RESULTS:** We identified 183 phenotype-locus pairs at genome-wide significance (P < 4.7 × 10⁻¹⁰). We replicated known associations for phenotypes with dominant and recessive patterns of inheritance, for example, hair color at the MC1R locus. Qualitatively, we observed stronger nonadditive effects in instances where additive effects are large or the underlying genetic architecture is concentrated in a few loci. The power to detect nonadditive loci was low: We estimate that around a 20- to 30-fold increase in sample size is necessary to capture evidence of dominance effects similar to that observed at additive loci. Applying LDSC and d-LDSC to 1060 traits, we confirmed strong evidence of additive heritability (700 traits, P < 4.7 × 10⁻⁶). Despite analyzing a much larger collection of traits with increased power over existing studies, we found little evidence of dominance heritability. We introduced dominance fine-mapping to pinpoint causal variants in the presence of a dominance signal. Gains in fine-mapping resolution due to the rapid decay of dominance LD compared with additive LD are generally outweighed by weaker association signals.

**CONCLUSION:** We evaluated the contribution of nonadditive genetic effects on trait variation across 1060 traits in the UK Biobank. We identified a modest number of loci and confirmed that heritability explained by dominance is small, in line with previous analyses. Our results support the robustness of the additive model when modeling human complex traits, consistent with the view that most common variants induce small perturbations of continuous latent biological processes aggregated by a mean-field approximation. Furthermore, the additive model typically captures much of the trait variance at a population level, even under classical dominant or recessive patterns. We estimate that for most complex traits, minimum sample sizes of millions are required to detect nonadditive effects at the same strength of association as those reported for additive effects. 🌟
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Classical statistical genetics theory defines dominance as any deviation from a purely additive, or dosage, effect of a genotype on a trait, which is known as the dominance deviation. Dominance is well documented in plant and animal breeding. Outside of rare monogenic traits, however, evidence in humans is limited. We systematically examined common genetic variation across 1060 traits in a large population cohort (UK Biobank, N = 361,194 samples analyzed) for evidence of dominance effects. We then developed a computationally efficient method to rapidly assess the aggregate contribution of dominance deviations to heritability. Lastly, observing that dominance associations are inherently less correlated between sites at a genomic locus than their additive counterparts, we explored whether they may be leveraged to identify causal variants more confidently.

These authors contributed equally to this work.

Palmer et al., Science 379, 1341–1349 (2023) 31 March 2023
enabling rapid estimation of the dominance contribution to phenotypic variance across thousands of phenotypes.

**Testing for dominance effects at each variant**

We tested variants for evidence of dominance deviation beyond a purely additive model (Fig. 1A) (32). This is a pertinent area of study because the extent of nonadditive contribution to complex traits has yet to be thoroughly examined. Further, such effects may point to relevant biological insights about the nature of variant effects. The phenotypic variance contributions explained by this model are split into two parts in quantitative genetics theory (32, 46): (i) the variance explained by the average effect of allelic substitution (captured by a purely additive model), known as the additive variance, and (ii) the remaining variance (captured by the dominance deviation), known as the dominance variance. We use the terms “nonadditive” and “dominance” interchangeably to refer to effects captured by within-locus interactions that are not explained by the additive model. We refer to the unique recoding of allele counts (up to a linear re-scaling) that allows us to test for a dominance deviation directly as the “dominance encoding” (36, 38, 39, 42, 47). This is not the same as recoding allele counts according to canonical biological dominance, in which the presence of at least one copy of the dominant allele explains the variation in the trait at the site ([0, 1, 2] → [0, 1, 1], as illustrated in Fig. 1B). Nor is it the same as an encoding where the heterozygote displays a more pronounced phenotype than either homozygote, known as overdominance (an example of overdominance, [0, 1, 2] → [0, 1, 0], is illustrated in Fig. 1C). In the biological dominance case (Fig. 1B), even if a variant is present in half the population [a minor allele frequency (MAF) of 0.5], the additive model captures most of the variance explained by the locus (88.8%). Furthermore, if a dominance deviation truly exists at a particular genetic variant, then the additional contribution to variance that is explained by the dominance deviation depends on how common that variant is within the population (its MAF). This can be seen by contrasting the top and bottom rows of Fig. 1. Finally, we note that when dominance effects at a locus are considered in GWASs, they are often incorporated by adding a term that encodes the genotypes as [0, 1, 1] or [0, 1, 0] in a joint model with the additive encoding [0, 1, 2] (48). The motivation for the dominance encoding chosen here is largely mathematical because it imposes orthogonality on the two components of variance, meaning that we can run the association test in parallel rather than jointly and that the dominance effects estimates will not be contaminated by additive genetic effect spillover (36).

Under Hardy-Weinberg equilibrium (HWE), the standardized dominance encoding maps allele counts from [0, 1, 2] to \(-p/(1 - p), 1 - (1 - p)/p\) for each variant, where \(p\) is the MAF of the variant (36, 38, 39, 42, 47). Using this dominance encoding, we assessed within-locus nonadditive effects using dominance GWASs and estimated the relative contribution of additive and nonadditive genetic variation to phenotypic variance in regions that display the strongest signals of association. Figure 1 displays examples of inheritance patterns. In each panel, the variance in the phenotype that is captured by deviations from the best linear fit (shown by the dashed purple line) is exactly the genetic effect that the dominance encoding will estimate. The largest contributions to nonadditive variation in a trait occur when the deviation from additivity is large and the genetic variant is common in the population. Dominance heritability, the variance in phenotype explained by the sum of all of these nonadditive effects, will manifest if biological dominance and overdominance inheritance patterns are widespread at sites that are highly

---

**Fig. 1. Examples of inheritance patterns at different MAFs.** The effect sizes under a collection of genetic architectures are shown by the black lines. The expected proportions of individuals with each of the three genotypes are shown by a green circle above the alternative allelic dosage (0, 1, or 2); the area of the circle scales with the expected proportion of samples with that genotype. The extra variance captured by deviations from the additive fit (dashed purple line) is the nonadditive or dominance contribution to phenotypic variance. (A) Purely additive genetic architecture at the SNP, with no deviation of the truth (black line) from the additive fit (dashed purple line), so no extra variance is explained by nonadditive effects, independent of MAF (top, \(p = 0.5\); bottom, \(p = 0.3\); the variance contribution for both MAFs is entirely blue, representing 100% additive variance contribution at this site). (B) Biological dominance architecture at a very common SNP (top, \(p = 0.5\)) and at a common SNP (bottom, \(p = 0.3\)). Despite being the canonical dominance architecture, additivity explains a large portion of the variance (the dashed purple line is not horizontal, and the variance contribution of additive effects is high; see the length of the blue bar relative to the red bar), but there is an appreciable amount of variation that cannot be explained by a purely additive model. The allele frequency of the SNP matters: The nonadditive variance contribution decreases as MAF decreases from 0.5. Because of the rarity of the homozygous alternate genotype (shown by a smaller green circle beneath the black line at “2” in the bottom graph), the additive model explains a larger portion of the total variance at the SNP. The variance contribution of the recessive contribution is equivalent to the biological dominance encoding of the other allele and amounts to swapping the alternative allele. (C) Overdominance at a very common SNP (top, \(p = 0.5\)) and at a common SNP (bottom, \(p = 0.3\)). When \(p = 0.5\) (top), half the sample is expected to be heterozygous, which completely balances the homozygous individuals so that the additive model explains none of the variance (the dashed purple line is horizontal, and the variance contribution is entirely red) for this genetic architecture at a SNP with \(p = 0.5\). However, overdominance architecture with any other MAF will contain an additive contribution, for example, the bottom graph, where \(p = 0.3\).
variable in the population. See fig. S1 for examples of the additive and dominance encoding at varying allele frequency and effect size and how they combine to represent any inheritance pattern at a single-nucleotide polymorphism (SNP).

The dominance encoding may facilitate the identification of causal variants at regions with nonadditive effects. Because DNA is inherited in long tracts from one generation to the next, the pairwise correlation between variants, and how they combine to represent any inherited nature of the genome can be represented by the correlated nature of dominance effects to more readily refine marginal dominance signals of association to likely causal variants, a process known as fine-mapping. We explored this idea by developing a modification to existing fine-mapping software (SuSiE) (50) to “dominance fine-map” putative dominance associations.

**Association studies in the UK Biobank**

After quality control and curating the phenotypic and genotypic data (361,194 samples, 13.7 million variants, 1060 phenotypes), we ran additive and dominance GWASs [(42, 51, 52); figs. S3 and S4 and table S1]. Binary traits were chosen such that at least eight samples in both categories were expected to be homozygous down to an allele frequency of 5% (42). For continuous traits, we analyzed the inverse-rank normal transformation of the raw phenotype to guard against spurious dominance associations [(42); figs. S5 to S7 and tables S2 and S3].

After removing variants out of HWE ($P < 10^{-6}$) and restricting to common variants (MAF > 0.05 for binary traits, and MAF > 0.01 for continuous traits), we identified independent signals of association for each phenotype by defining significant regions, known as loci, as 500-kb windows around nominally significant dominance associations ($P < 5.0 \times 10^{-8}$). After merging loci where windows overlapped, we found 183 phenotype-locus pairs that harbored genome-wide significant associations between dominance-encoded genotypes and phenotypes (using a conservative Bonferroni cutoff: $P < 5 \times 10^{-6}/1060 = 4.7 \times 10^{-9}$), hereafter referred to as “genome-wide significant loci.” Examples include 10 blood cell traits at the **RHD** locus, hair color before graying at the **MCIR** locus, and four bone mineral–density phenotypes upstream of **WNT16**. Among the phenotype-locus pairs, 137 were associations with continuous traits and 46 were association with binary traits. To check for potential artifacts that influenced genotype calling, we examined a collection of variant quality metrics.
(42) (figs. S8 to S10). Dominance loci were more confidently genotyped and imputed than random allele frequency–matched loci. A summary of our dominance and additive GWAS results is shown in Fig. 2 and fig. S11. We verified that these results were not due to deviations from HWE (42) (figs. S12 to S18). We performed additional dominance GWASs in 30 biomarkers without assuming HWE (53, 54) and found highly concordant P values of dominance association strength (figs. S17 and S18). Of the reported biomarker dominance loci, 53 of 54 remained significant (P < 4.7 × 10^{-11}), and the remaining phenotype-locus pair was nominally significant (P = 1.5 × 10^{-9}). At lead variants in dominance loci, estimates of the underlying genetic architecture were enriched for monotonic functions of allele count (141/183 = 77.0%).

We replicated known nonadditive effects, including rs1805007 in MCIR for hair color (55, 56) (P < 1 × 10^{-5000} for red hair; fig. S19), an intronic variant of HERC2 that functions as an enhancer that regulates OCA2 expression for hair and skin color (57, 58) (rs12913832, P = 2.87 × 10^{-56} and P = 5.33 × 10^{-10} for blond hair and skin color, respectively; figs. S20 and S21), and a nonadditive signal-tagging ILDR1 for hearing difficulty that is stronger than the additive signal at the locus (additive P = 4.26 × 10^{-8}, dominance P = 5.79 × 10^{-13}; fig. S22). ILDR1 is a known Mendelian hearing-loss gene (59–61). The stronger dominance signal reflects the high MAF and putative overdominant contribution to the phenotype. We also observed a genome-wide significant nonadditive association with red blood cell distribution width (rs67002563, P = 2.99 × 10^{-13}; fig. S23) in tight LD with ITPA. Notably, this locus did not reach genome-wide significance under additivity (P = 0.000152; fig. S23). ITPA has been implicated in red blood cell disorders through an autosomal recessive mode of inheritance (62–65). A strong nonadditive association was also observed for the distribution width of platelets at an intronic variant that is associated with increased expression of ARHGEF3 (rs1354034, P = 5.80 × 10^{-90}; fig. S24) in platelets (66). ARHGEF3 displays a regulatory role in myeloid cell differentiation in zebrafish (67). Although this locus harbors a highly significant additive association for platelet count (P = 2.23 × 10^{-748}; fig. S25) and volume (P = 1.98 × 10^{-2042}; fig. S26), the additive signal was completely ablated for platelet distribution width (P = 0.825; fig. S24).

The relative contribution of additive and dominance effects to trait variation at top loci
To probe the relative variance explained by the additive and nonadditive contributions, we first examined their relative contributions across the top loci. We extracted the top-five additive and dominance associations across unique cytobands for each phenotype and assessed the relative contribution of additive to nonadditive effects. The median ratio of the two variance contributions was 20.9 (Fig. 3A). When restricting to additive and dominance associations with P < 1 × 10^{-6}, the median ratio of the variance components increased to 28.9 (Fig. 3B). Therefore, we estimate that millions of samples (~7,500,000) are required to be powered to detect nonadditive effects at the same strength of association as those currently reported for additive effects (68).

This estimate is a best-case scenario: On average, there is much less dominance variance than additive variance at any particular locus. As a result, the expected amount of statistical noise in the dominance effect-size estimate is greater than that in the additive effect-size estimate. Furthermore, given the reduced power in dominance GWASs, effect-size estimates at dominance loci are more susceptible to “winner’s curse” than estimates at additive loci.

Fine-mapping dominance loci
Given that not all dominance GWASs were null (Fig. 2) and that the dominance LD decays at the square of additive LD (fig. S2 and [36, 42, 49]), we investigated whether we could fine-map nonadditive signals of association. To do this, we simply took the dominance LD matrix and dominance GWAS associations as input into existing fine-mapping software (42, 69) instead of their additive counterparts.

We used SuSiE (50) to fine-map the dominance signal at nominally significant (P < 5.0 × 10^{-8}) dominance loci. We then fine-mapped any additive effects at these loci and compared the results. A summary is displayed in Fig. 4. While acknowledging the likelihood of winner’s curse in these results (because we restricted to nominally significant dominance loci (P < 5.0 × 10^{-8})), we observed differences in fine-mapping. Of the additively fine-mapped variant-phenotype pairs with more evidence of being causal under the additive model (n = 690; yellow shaded area of Fig. 4), 431 reside in genes (70). Of these, 23.6% are additive signals without a dominance component [posterior inclusion probability (PIP) < 0.01] that lie in the same gene as a fine-mapped dominance association (PIP > 0.2). Of particular interest were putatively causal variants that were more confidently fine-mapped by their dominance association (n = 314; gray shaded area of Fig. 4) because they represent potentially causal association candidates that are not as confidently implicated through additive fine-mapping. Table S4 summarizes the collection of exonic variants that are more confidently dominance fine-mapped. The nonadditive signal in the ITPA locus that is associated with red blood cell distribution width was fine-mapped to rs127354, a nonsynonymous single-nucleotide variant that predicts drug-induced anemia among patients with chronic hepatitis C virus infection (71–75). The genome-wide significant nonadditive association (P = 5.79 × 10^{-13}; fig. S22) with hearing difficulty was partially fine-mapped to rs2877561, a synonymous change in ILDR1 that is associated with age-related hearing impairment (76), but did not reach genome-wide significance in that study. We note that rs2877561 is a variant associated with changes in expression and splicing for a large number of genes and tissues (77).

Genome-wide dominance
After our dominance scans, we also investigated what proportion of phenotypic variance can be explained by dominance effects. Previous papers have suggested, both through theory and empirically, that dominance heritability is likely small in human complex traits.
(33, 36). More recently, additional methods to estimate dominance heritability were developed and applied to 50 (38) and 70 (39) continuous phenotypes in the UK Biobank. These works found zero or marginal evidence that nonadditive effects contribute meaningfully to phenotypic variance genome-wide.

We estimated dominance heritability by extending LDSC. LDSC is a statistical genetics approach that enables computationally efficient estimation of the additive heritability of a trait by relating effect-size estimates of SNPs from GWASs to the extent to which these SNPs tag other SNPs in the genome through LD (their so-called LD score). By generalizing the additive model on which the original LDSC software is based to include dominance effects at each variant, we were able to estimate the dominance heritability of traits rapidly, which enabled analysis of thousands of binary and continuous traits within a few minutes (42).

Indeed, after a dominance GWAS and generation of “dominance LD scores,” dominance SNP heritability estimates can be obtained as quickly as additive SNP heritability estimates (78). This efficiency allowed us to estimate the nonadditive variance contribution to all 1060 curated phenotypes at low time and economic cost. We performed extensive simulation studies with varying genetic architecture and case-control ascertainment: Dominance heritability estimates were unbiased and well calibrated under all simulation scenarios [(42); figs. S27 to S35 and tables S5 and S6].

**Dominance heritability of traits in the UK Biobank**

Applying additive LDSC and d-LDSC to the 1060 traits, we found strong evidence of significant additive heritability (700 traits with \( P < 4.7 \times 10^{-5} \)) as expected but little evidence of dominance heritability (Fig. 5 and tables S7 and S8). These findings were robust to the assumed allele frequency dependence on effect size (42) (fig. S36). This contrast was present in both continuous and binary traits. For binary phenotypes, we see increased evidence of trait variance that is explained by additive effects at common variants (MAF > 0.05) as case count increases. This trend was not apparent for dominance heritability tagged by common variation. Our results support existing evidence for the modest additional contributions of a nonadditive model to phenotypic variance tagged by common variation over a purely additive model (36, 38, 39). Across all 1060 curated phenotypes, we found marginal evidence of a small nonzero relative contribution of dominance heritability estimates to additive heritability estimates (York regression; gradient = 0.0023, \( P = 0.050 \); Fig. 5A). We observed similar results when using a denser set of SNPs down to a MAF of 0.01 to estimate additive and dominance heritability (York regression; gradient = 0.0028, \( P = 0.0017 \); fig. S37).

Although the relative contribution of dominance heritability to additive heritability is low, this does not preclude the possibility that nonadditivities are present or even widespread throughout the genome (Fig. 1) or suggest that nonadditive effects should be disregarded. Nonadditive loci may have large effects on an individual level but may not contribute greatly to the heritability of a trait in the population. Finally, the power to detect deviations from additivity is weakest precisely where we expect the largest nonadditive effects: rarer variation.

**Discussion**

We performed a large and comprehensive dominance scan and heritability analysis of 1060 phenotypes in the UK Biobank and identified 183 phenotype-locus pairs at genome-wide significance (\( P < 5 \times 10^{-8} \approx 4.7 \times 10^{-11} \)). These loci consisted of many well-known associations in phenotypes with dominant and recessive patterns of inheritance (for example, hair color). Qualitatively, we observed stronger nonadditive effects in instances where additive effects are large or the underlying genetic architecture is concentrated in a few loci; examples include blood traits, hair color, and biomarkers. For most traits, far more samples are likely necessary to capture evidence of dominance effects. Extrapolating from the top-five loci in each trait, we estimated that millions of samples would be required to obtain marginal dominance effect-size estimates with strengths of association similar to those now observed in additive GWASs. Despite analyzing a much larger collection of traits with increased power over existing studies (36, 38–40), we found limited evidence of a dominance contribution to phenotypic variance. Across the analyzed traits, the mean additive and dominance heritabilities (averaged on the liability scale for binary traits) were 0.088 and 0.00076, respectively. A dominance contribution of around 1/120 of the additive contribution is broadly in line with recent...

---

**Fig. 4. Fine-mapping dominance loci using SuSiE.** We took the collection of genome-wide significant dominance loci (\( P < 5.0 \times 10^{-8} \)) tagged by SNPs with MAF > 0.05 and fine-mapped using SuSiE (42, 50). This amounted to passing dominance effect sizes and within-sample dominance LD. We then plotted the additive and dominance posterior inclusion probabilities against each other for all dominance loci across all phenotypes. Red points are in the exome, and blue points are intronic or intergenic. The yellow shaded region is the space where additive PIP > dominance PIP and additive PIP > 0.2. The gray shaded region is the space where dominance PIP > additive PIP and dominance PIP > 0.2. Black lines are included to delineate regions. Frequency distributions of additive and dominance PIP are displayed in the margins of the plot.
estimates of 1/200 for the traits analyzed by Pazokitoroudi et al. (38) and Hivert et al. (39). We hypothesize that nonsignificant estimates of dominance heritability are due to limited power, owing to the low relative magnitude of dominance variance to additive variance under the most biologically plausible genetic architectures (Fig. 1) (79). Our results provide further evidence to support the robustness of the linear model when modeling human complex traits, which reflects that most common variant effects are largely small perturbations of continuous latent biological processes aggregated by a mean-field approximation.

Yengo et al. (17) introduced a complementary but distinct summary statistic–based approach to ours to estimate inbreeding depression, in which a mean dominance effect size across genetic markers is estimated within an LDSC framework. The authors found enrichment of inbreeding depression within genomic regions with low LD, regions conserved across species, regulatory elements, and regions with an increased contribution to additive heritability. Note that this is a distinct estimator in which the mean nonadditive effect size is estimated, whereas we, as in Pazokitoroudi et al. (38), constructed an estimator of the average variance contribution of nonadditive effect across the genome assuming a mean effect size of zero.

We introduce dominance fine-mapping to attempt to pinpoint causal variants in the presence of a dominance signal. With the same strength of association as an additive signal, a dominance signal will fine-map more easily. However, gains in fine-mapping accuracy due to the far-more-rapid decay of dominance LD compared with additive LD are generally outweighed by a larger additive signal of association at the locus. A natural extension of this work would be to explore the use of both additive and dominance association signals jointly to increase fine-mapping precision.

There are caveats and limitations to this work. First, throughout this study, we have assumed HWE in the determination of the dominance encoding and subsequent evaluation of dominance effect sizes and heritability. If this assumption is violated, additive effects will be partially captured by the dominance encoding and manifest as nonzero dominance effect sizes. To counter this effect, we imposed a stringent filter to remove variants out of HWE ($P < 1.0 \times 10^{-6}$). In doing so, we may have removed a subset of SNPs under selection with putatively large effects, which we would have been most well-powered to detect. However, we expect that common variants that exhibit this behavior are far more likely to be due to genotyping errors than to true effects of selection. To check the robustness of the HWE assumption, we ran further dominance scans in 30 biomarkers without assuming HWE (53, 54).

**Fig. 5. Summary of heritability analysis.** (A) Contrasting estimates of additive and dominance heritability for 1060 traits in the UK Biobank. The first column displays histograms of LD score–based estimates of additive and dominance SNP heritability, which are shown in blue and red, respectively. Mean heritability estimates are shown by the gray lines. The second column displays the paired results for each phenotype, colored according to the key. The York regression best-fit line is displayed in black (intercept = 0.00025, gradient = 0.0023). (B) Contrasting the statistical evidence for additive and dominance heritability across 1060 traits in the UK Biobank. The first and second columns display quantile-quantile (Q-Q) plots of observed against expected $P$ values evaluated using block jackknife standard errors to test if $h^2_A \neq 0$ and $h^2_D \neq 0$, respectively. The top row includes all traits with more than 50,000 data points if continuous or ordinal and more than 3000 cases if binary. In the middle row, we restrict to the continuous and ordinal traits. Finally, in the bottom row, we restrict to the binary traits.
and found highly concordant $P$ values of dominance association strength.

Second, in our dominance scans, we assumed the same cutoff for genome-wide significance as for additive GWASs ($P < 5.0 \times 10^{-8}$). However, given the increased number of effectively independent sites in the genome implied by the less-correlated nature of dominance LD, this assumption should be challenged. The benefit that dominance LD provides for fine-mapping is a drawback for GWASs and the detection of phenotypic variance explained by nonadditive effects genome-wide: Dominance LD tagging does not extend as far in the genome as additive LD tagging. Future studies should investigate bottlenecked populations such as those of Finland and Iceland, because many globally rare variants (where we expect the largest dominance effects) will be more common and thus more easily detectable. Moreover, longer haplotypes (i.e., less decay in LD) in these populations may offer enhanced power to detect nonadditive effects at a locus. Third, as we concentrate our analyses of non-additive effects to common genetic variation, our results do not capture the full spectrum of genetic variation in humans. Finally, the entirety of our analysis was applied to samples within the UK Biobank of British and Irish ancestry. We made this restriction for two reasons. First, filtering to an ancestry group avoids deviations from HWE that would be induced through sampling from a mixture of ancestry groups. Second, the British and Irish ancestry subset is by far the largest among the homogeneous ancestry groups within the UK Biobank. The generation of increasingly large genetic datasets from non-European ancestry groups will allow us to explore the nonadditive genetic contribution to phenotypes of interest. However, based on our and others’ results (36, 38, 39), cohorts with orders-of-magnitude-larger sample sizes than are now available are necessary to robustly identify dominance associations in non-European populations, with the exception of consanguineous and bottlenecked populations. In this work, we estimated dominance heritability tagged by common SNPs genome-wide and did not consider partitions of the genome due to the general paucity of variance explained by nonadditive effects. However, given a nonzero dominance variance, the entirety of the LD score toolkit, including partitioned heritability estimation (45) and genetic correlation estimation (43), can be applied to dominance effects. In addition to site-by-site dominance effects, LDSC is readily extendable to test gene-by-environment interactions.

We systematically evaluated the contribution of nonadditive genetic effects on trait variation across 1060 traits in the UK Biobank. We found a modest number of individually significant loci and broadly confirmed that heritability explained by dominance is small, in line with previous analyses.

### Materials and methods summary

#### Parametrization of nonadditivity at a locus

The dominance encoding maps the genotypes $[0, 1, 2]$ to $[p(1 - p), 1, -(1 - p)p]$ for each variant (36, 38, 39, 42, 47). The model we assume, which incorporates an additive effect and dominance deviation, is

$$y = X_A\beta_A + X_D\beta_D + \varepsilon$$

(1)

where $y$ is a phenotype vector across samples; $X_A$ and $X_D$ are matrices of the standardized additive and dominance encoding of the genotypes; $\beta_A$ and $\beta_D$ are vectors of causal effect sizes with entries sampled independently from distributions with mean 0 and variance $h^2_A/m$ and $h^2_D/m$, respectively, where $h^2_A$ and $h^2_D$ are the additive and dominance heritabilities, respectively, and $m$ is the number of variants; and $\varepsilon$ is a noise term $\sim N(0, 1 - \beta^2)$. For association tests, we regressed $y$ on both $X_A$ and $X_D$, separately, for each variant $j$.

### Deviations from HWE

We assumed HWE in the dominance encoding. If this is not the case at a variant, then the additive and dominance encoding of that variant becomes correlated and an additive signal bleeds into the dominance contribution. We tested the impact of deviations from HWE at a variant, $j$, on dominance associations by varying genotype proportions through an inbreeding coefficient: $F(AA) = (1 - Fp^2 + pF, F(Aa) = 2pq(1 - F),$ and $F(aa) = (1 - Fp^2 + qF,$ where $F$ is the inbreeding coefficient. We then simulated phenotypes: $y = \beta_A x_0 + \varepsilon, \varepsilon \sim N(0, 1 - \beta^2)$, where $x_0$ is the standardized additively encoded variant $j$. We then applied the dominance encoding assuming HWE and determined the strength of the dominance association in a sample size of 50,000 with a variant whose additive effects explain 5% of the trait variance. We varied the MAF from 0.05 to 0.5 and the inbreeding coefficient from 0 to 0.05. Similarly, we simulated genotyping error and its impact on dominance associations by varying genotype proportions using a genotyping error parameter $\phi$: $P(AA) = p^2 + 2pq\phi, P(Aa) = 2pq(1 - \phi),$ and $P(aa) = q^2, \phi$ denotes the proportion of heterozygous calls that we incorrectly called as homozygous. We reran the same procedure as above, varying $\phi$ from 0 to 0.05. The results are displayed in figs. S12 and S13. To determine if such a phenomenon is present in our results, we examined the distribution of $\beta_D$ in the MAF and $F$ bins (figs. S14 to S16).

### Similarity of logistic and linear regression with small effect sizes

We assessed whether our choice to run logistic regression through association testing materially affected our results by running logistic regression at significant ($P < 5.0 \times 10^{-8}$, using linear regression) dominance loci. $P$ values of association were highly correlated between linear and logistic regression at dominance loci (mean Pearson correlation of 0.993).

### Fine-mapping

We ran SuSiE (50) on summary statistics to perform dominance fine-mapping by passing
in-sample LD matrices and loci variable summary statistics to the software. Loci were defined by merging 1.5-Mb neighborhoods around significant ($P < 5.0 \times 10^{-8}$) associations. Lead SNPs that were used to define a locus for fine-mapping had to have a MAF > 0.05, but we passed variants within respective loci with less stringent HWE $P > 1 \times 10^{-10}$ and no MAF cutoff. We evaluated LD matrices at each locus using LDStoe (86). We allowed up to 10 causal variants per locus and a uniform prior for variant causality. Resultant fine-mapped variants with MAF < 0.01 were removed. We excluded the human leukocyte antigen (HLA) region from fine-mapping.

**LD score dominance extension**

To estimate SNP-based dominance heritability, $h^2_D$, we constructed a d-LDSC model in which we regressed the chi-squared statistics of dominance GWASs on dominance LD scores. The dominance encoding provides a new flavor of LD ($36, 40$), $p^DD := \frac{1}{2}X^2_y X_D$. We can derive a dominance LD score equation relating dominance summary statistics to dominance LD scores, $l^D_j := \sum_{m \neq j} p^D_m p^D_j$. Assuming HWE yields a simple, decomposed analog of the additive LDSC ($44$, then

$$E \left[ \hat{n}^D_m \hat{n}^D_j \right] = \frac{n h^2_D}{m} p^D_j + 1$$

(2)

where $n$ is the number of samples, $m$ is the number of SNPs, $h^2_D$ is the dominance heritability, and $\hat{n}^D_j$ is the marginal nonadditive effect of SNP $j$ on phenotype $y$. See (42) for full details. As in the original LDSC, we may estimate dominance LD scores using an ancestry-matched reference panel. With access to dominant summary statistics and LD scores, we can estimate $h^2_D$ by the gradient of the linear model in Eq. 2. We used a block jackknife (44) to obtain standard errors on our estimates. We filtered to HapMap3 SNPs (87) and evaluated additive and dominance LD scores within a 1-centimorgan window.

**d-LDSC simulation studies**

To ensure that d-LDSC is an appropriately conditioned statistical model, we performed an extensive collection of simulation studies. We considered two simulation scenarios: (i) Fully simulated genotypes and phenotypes. We simulated genotype data using msprime (88) from 10 million sites in 10 independent chromosomes, sampled 50,000 individuals, and subsetted to variants with MAF > 5%, which was ~250,000 variants. (ii) Real genotypes and simulated phenotypes. We randomly sampled a subset of samples from the quality-controlled UK Biobank data (10,000, 50,000, and 100,000).

We then simulated phenotype data according to Eq. 1, varying $h^2_D$ and $h^2_D$ (0, 0.05, 0.2), genetic architecture (100% variant causal, 10% causal via spike and slab), and trait type (continuous, liability threshold generated binary trait with 6% in population prevalence, 18% in sample prevalence) and without case ascertainment (6% population prevalence). Estimates were unbiased and well calibrated (figs. S27 to S35 and tables S5 and S6). See (42) for full details.
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