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Abstract — Dynamic graph visualization attracts researchers’ concentration as it represents time-varying relationships between entities in multiple domains (e.g., social media analysis, academic cooperation analysis, and team sports analysis). Integrating visual analytic methods is consequential in presenting, comparing, and reviewing dynamic graphs. Even though dynamic graph visualization is developed for many years, how to effectively visualize large-scale and time-intensive dynamic graph data with subtle changes is still challenging for researchers. To provide an effective analysis method for this type of dynamic graph data, we propose a snapshot generation algorithm involving Human-In-Loop to help users divide the dynamic graphs into multi-granularity and hierarchical snapshots for further analysis. In addition, we design a visual analysis prototype system (DGSVis) to assist users in accessing the dynamic graph insights effectively. DGSVis integrates a graphical operation interface to help users generate snapshots visually and interactively. It is equipped with the overview and details for visualizing hierarchical snapshots of the dynamic graph data. To illustrate the usability and efficiency of our proposed methods for this type of dynamic graph data, we introduce two case studies based on basketball player networks in a competition. In addition, we conduct an evaluation and receive exciting feedback from experienced visualization experts.

Index Terms — Dynamic graph/network, hierarchical snapshot, snapshot generation, temporal attributes

1 INTRODUCTION

Dynamic graph/network is defined to model the time-changing relationships between entities in realistic scenarios. In dynamic graph, nodes can be encoded as any entity flexibly and the links represent the connections/relationships between entities with timestamps. Dynamic graphs exist in many scenarios such as social networks, traffic networks, author networks in academic, athlete networks in sports, etc. Analyzing above dynamic graph datasets helps people obtain the insights of time-varying relationships and evolution of dynamic graph. Consequently, mining and analyzing dynamic graph have received increasing research interests in many fields.

Visualization techniques are employed in many scenarios to help people finish the analysis tasks. In recent years, integrating visual analytic methods becomes a popular selection for researchers in analyzing dynamic graphs. Many dynamic graph visualization works focus on animating graph topology [11, 32], encoding graph elements in effective visual manners [24, 54], providing overview of timestamps [6, 13], comparing the topology structures [19], etc. However, current dynamic graph visualization works still have a gap in helping users analyze the
large-scale and time-intensive dynamic graph data with subtle changes such as basketball player networks in a competition. This type of dynamic graph data has many features. The first feature is that it has large-scale graphs such as basketball player networks which have more than 8000 graphs. Displaying the whole data for users is inadvisable because it may cause visual clutter. To relax this unavoidable problem, providing an overview and selecting a part of graphs as snapshots to represent the dynamic graph data is required simultaneously. The second feature is that its timestamps are high-intensive, and its time granularity of it can be refined to 0.3s. The last feature is that the graph change of this dynamic graph data is subtle in two continuous graphs. For example, the distance of a link between two players changes linearly instead of suddenly over time. This leads that it is unreasonable to obtain snapshots by traditional generation methods such as selecting graphs with a significant change or sampling graphs uniformly. Consequently, assisting users in analyzing this type of dynamic graph data, which is large-scale and time-intensive data with subtle changes, is a gap in current dynamic graph visualization. In addition, the data used in this work is basketball player networks which have abundant attributes (e.g., player’s class, position, and speed). In particular, based on the player’s temporal position, speed, and link data, temporal attributes and indicators (e.g., player’s degree, link’s distance, stability, and graph stability) can be computed. How integrate these attributes and indicators is vital to help users in analyzing the basketball player networks.

To fill the gap, a literature review is conducted in dynamic graph visualization and temporal attribute visualization about displaying graphs, extracting snapshots and showing multidimensional attributes, etc. Based on the literature review and the features of our target dynamic graph data, we propose a snapshot generation algorithm to generate hierarchical and multi-granularity snapshots for subsequent visual analysis. The algorithm integrates a human-in-loop operation flow to extract snapshots considering the degrees of graph change (i.e., time gap, node change, and link change) or the merging number of timestamps. To help users analyze dynamic graphs expeditiously, we design a visual analysis prototype system, named DGSVis, for visualizing the extracted dynamic graph snapshots. DGSVis is equipped with multiple diagrams to display dynamic graphs including macro-level graph overview, micro-level graph details, and snapshots generation tree, etc. DGSVis offers many efficient interaction methods that allow users to analyze dynamic graphs interactively. To illustrate the usability and efficiency of DGSVis, we introduce the case study based on basketball player networks in a competition, which contains large-scale intensive timestamps and multidimensional space-time attributes. In summary, the main contributions of this work are summarized as follows.

• We propose a snapshot generation algorithm, which involves the degrees of graph change to help users generate hierarchical and multi-granularity snapshots of large-scale, time-intensive dynamic graph data with subtle changes for further analysis.
• We present a workflow in the visual analysis of the dynamic graph data, which involves a complete three-step pipeline including feature extraction, snapshot generation, and visual analysis to help people employ and analyze dynamic graph data conveniently.
• We design an interactive visual analysis prototype system integrating multiple diagrams to help users analyze the dynamic graph data by providing interactive snapshot generation operation flow, macro-level graph overview, and micro-level graph details.

2 Related Works

2.1 Dynamic Graph Visualization

Dynamic graph visualization has been researched for many years to help people get insights into dynamic graph datasets. Surveys of dynamic graph visualization are already published in diverse aspects such as visual designs [21], task taxonomy [23], community discovery [31] and topology structures [16,46], etc. While employing rational visualization techniques to support scene requirements is still a problem in dynamic graph visualization. Particularly, to address the facing gap in helping users analyze the large-scale and time-intensive dynamic graph data with subtle changes such as basketball player networks in a competition, we do a comprehensive review on dynamic graph visualization.

In recent years, dynamic graphs visualization have received researchers’ increasing interests in many real-world scenarios, such as social networks [37,42], traffic networks [17,48], academic authors networks [26,50,54], and player networks [45,52], etc. Existing graph visualization techniques, based on how to display a graph topology, can be classified into two main categories: (a) node-link diagram [4] and (b) adjacency matrices [22,55]. Current researches on dynamic graph visualization usually expand the graph visualization methods into a temporal sequence, which is like regarding the dynamic graphs as sequential data. The common methods are visualizing dynamic graph data with a node-link graph sequence [12,33,53] and matrix-based graph sequence [2,53]. For example, all the graphs in a temporal sequence are equipped with feature vectors and projected into a two-dimensional (2D) plane by using dimension reduction algorithms based on the feature vectors. The projection result provides an overview of the temporal graph sequence [43]. In addition, researchers visualize dynamic graph data with sequential matrix-based diagrams to represent graphs according to the timestamps, focusing on visualizing dynamic hierarchies [55] and graph evolution [3,32].

With the increasing scale of dynamic graph data, traditional sequential node-link and matrix-based diagrams fail to display all the graphs in a plane which is space limited (e.g., computer and mobile screen, etc). To address above problems, researchers design many techniques to visualize dynamic graphs such as graph animation [1,11,52], parallel-based node-link diagram [5,14], graph snapshots [6,43], graph navigation [19,25], graph projection [13], set-based graph [34], graph clustering [17,47], and hypergraph visualization [29,41]. For example, animating the graphs according to the timestamps in dynamic graph evolution analysis and structure analysis can reduce the showing space, transferring the time for space [1]. Except for the animation, researchers concentrate on visualizing dynamic graphs in unconventional ways, too. Displaying nodes in parallel horizontal axes along with timestamps, and using arcs to represent the links in different timestamps can visualize much more graphs in limited space [14]. In addition, providing an overview of dynamic graphs [12] or visualizing dynamic graphs with hypergraphs [41] are effective techniques in many scenes.

However, existing researches ignore to help users effectively analyze the large-scale and time-intensive dynamic graph data with subtle changes such as basketball player networks in a competition. The features of this data limit the current works in dealing with this type of data. To address this gap, we present this work to help people analyze the dynamic graph data effectively and conveniently integrating a snapshot generation algorithm and rational visualization techniques.

2.2 Temporal Attribute Visualization

Dynamic graph data has lots of temporal attributes, which are visualized to help users access data insights. In particular, presenting the graph attributes is vital to analyze the dynamic graph data, when the change of graph topology structure is subtle. However, visualizing all the temporal attributes directly is inadvisable. In particular, people’s memory, perception, and cognition suffer a burden when facing complex, time-varying, and large-scale attributes. To integrate effective temporal attribute techniques, a literature review is conducted by us on temporal attributes visualization as follows.

Temporal attribute visualization is already researched in many scenes such as spatio-temporal data visualization [37,38], social media visualization [39,59], and event sequence visualization [27,51,53], etc. Visualizing temporal attributes is a commonly used analysis method in spatio-temporal data analysis. For example, visualizing the temporal attribute of the node(spot) in the city traffic networks by a sequential diagram can help users access the temporal traffic patterns, which is meant to make traffic planning for a city [20,48]. In social media visualization, researchers visualize mobility in a time-varying density diagram, extracted from social media data, for helping users figure out and compare the massive movement patterns [24]. In event sequence analysis, providing an overview of event attributes in a multi-level storyline is an effective technique to help users access the evolution pat-
terms of data insights [13]. Visualizing the extracted attributes of events in a line chart provides implicit evolution patterns for users in many scenes such as biology system evolution analysis [28], graph structure evolution analysis [12][18], and group dominance analysis [10], etc. Including the time dimension, displaying the attributes of spots along the route can also help users understand the insights of sequential data such as to make a reasonable decision in the route selection by analyzing the attributes of different routes [40].

Researchers usually visualize the temporal attributes by a sequential diagram such as the line chart, density graph, and circular diagram, etc [6]. Visualizing the temporal graph attributes in sequential diagrams is an effective visualization technique to analyze the dynamic graph data when the graph topology is subtle-change over time. In addition, existing work visualizes attributes of dynamic graph data focusing on extracted features or topology change instead of providing multiple graph attributes insights for users. To address this problem, we integrate the graph attributes and indicators in the basketball player networks (e.g., player’s position, speed, degree, link’s distance, stability, and graph’s stability, etc) to help users obtain data insights.

3 DATA DESCRIPTION, REQUIREMENTS, AND PIPELINE

3.1 Data Description

To define the dynamic graphs with time-varying attributes, we first introduce a static graph: \( G = (V, E) \). In the static graph model, \( V \) called vertices/nodes, represents objects, and the relationships \( E \subseteq V \times V \) are called edges/links. The dynamic graph, which is formed by a series of static graphs, is modeled as \( G = (G_1, G_2, \ldots, G_t) \), where the \( G_i = (V_i, E_i) \) represents the graph in timestamp \( t \) [3].

In this work, we use basketball player networks based on an NBA competition as the experienced data. The competition is played by New Orleans Pelicans (NOP) and Golden State Warriors (GSW) on October 27th, 2015. This basketball player network data is large-scale and time-intensive with subtle changes. It has more than 8,000 player networks which contain 21 players and more than 80,000 links. The time granularity of this data is about 0.3s. In continuous player networks, the graph change is linear and subtle-change. In each player network, players have class, position, and speed information. Based on the basketball player networks, we propose a complete workflow to help users analyze this data.

3.2 Requirements

To strengthen the usability and generality of this work, we perform a comprehensive literature review and summarize the facing requirements/challenges when visualizing the dynamic graphs with this type of large-scale, time-intensive, and subtle-change dynamic graph data. In the end, four requirements (R1-R4) are summarized as follows.

R1 Integrating hierarchical snapshots to support focus + context analysis. Displaying the whole time-stamped graphs challenges the users’ memory, perception, and cognition. In particular, when dynamic graph data has a large number of timestamps and multidimensional attributes, providing focus + context analysis helps users quickly access the interested graphs and acquire insights into the dynamic graph data. Current works use snapshots for dynamic graphs to reduce the graphs which are represented. Simply aggregating or sampling timestamps to extract snapshots fail to consider the features of dynamic graphs. Integrating a hierarchical snapshot generation is needed to support users in focus + context dynamic graph analysis.

R2 Combining snapshot details to support collaborative analysis. Dynamic graph data has a large amount of time-varying topology structures and attributes information. Directly displaying the topology structures of dynamic graph snapshots, ignoring the node and link attributes, is inefficient to help users obtain data insights. People’s perception of topology structures is poor, especially when the structure is very complex. Combining graph details (i.e., attributes with topology structures) is vital for mining and analyzing dynamic graphs.

R3 Equipping graph abstraction to support hidden insights exploration. Merely focusing on topology structures and attributes of dynamic graph snapshots fail to help users explore hidden insights effectively such as graph robustness and complexity. Including the basic graph attributes (e.g., node number, node degree, and link number), abstract graph indicators (e.g., link stability and graphs stability) is helpful for users in hidden insights exploration of dynamic graph data.

R4 Designing reasonable techniques to support effective snapshot analysis. In almost scenarios, visualization techniques need to be designed considering the tasks and data features. For example, employing node-link diagrams performs poorly in helping users obtain insights into dynamic graph data when it has a large number of nodes and links. Instead, it will give users misleading
3.3 Pipeline

In response to requirement analysis, we propose a pipeline for this work (Fig. 2). The pipeline includes three main parts: (a) Feature Extraction, (b) Snapshot Generation, and (c) Visual Analysis. In Feature Extraction part, we collect the basketball player networks in a competition as the experienced dynamic graph data which contains large-scale intensive timestamps and multidimensional attributes. After data processing, we construct a combined vector with node vector and link vector for each graph (Section 4.1.1). We also extract graph attributes and indicators (e.g., player’s class, position, speed, degree, link’s distance, stability, and graph stability in player networks) to help users access the data insights (Section 4.1.2).

In Snapshot Generation part, we propose a flexible snapshot Generation algorithm considering the multiple aspects of graph change (Section 4.2). At first, multiple graph change degrees are computed based on the combined vectors of dynamic graphs. Then the graph change degree is compared with user-defined thresholds to judge merging snapshots or not. In the end, users are allowed to preserve, delete, and re-extract the snapshots interactively. By this algorithm, hierarchical snapshots are generate interactively to support focus+context visual analysis of dynamic graph data.

In Visual Analysis part, we design an interactive visual analysis prototype system for dynamic graph snapshot visualization named DGSVis[1] (Section 5). The DGSVis integrates multiples diagrams to offer users the macro-level overview and micro-level details of dynamic graph data. The equipped diagrams are a matrix to provide an overview of basketball player networks, a scatter plot to offer a projection based on the vector of basketball player networks, a mix of the line chart and node-link diagram to present the details of snapshots on the field, and combined line charts to show players’ detailed attributes. In addition, DGSVis are equipped with effective interaction techniques to help users obtain insights into dynamic graphs.

4 APPROACHES

Based on the basketball player networks data, which has large-scale intensive timestamps and multidimensional attributes, we do a feature extraction and snapshot generation at first. In the feature extraction part, we construct a combined vector for a dynamic graph and extract the attributes and indicators of snapshots. In the snapshot generation part, we propose an algorithm to merge dynamic graphs into hierarchical and multi-granularity snapshots considering multiple graph change degrees.

4.1 Feature Extraction

4.1.1 Graph Vectorization

Each graph (snapshot) of the dynamic graphs is formed by the nodes and links with a piece of temporal information (timestamp), regarded as structural data. Directly employing the structural data fails to present the graph states effectively. To relax this problem, we construct a combined vector for each graph in dynamic graphs.

Before the graph vectorization, we have two considerations: (a) the vector should represent the graph state such as node and link state; (b) the vector should be explainable and usable in subsequent snapshot generation and visualization. Based on the above considerations, we generate a node vector and link vector to form a combined vector for a graph. As shown in Fig. 3, a dynamic graph data has four nodes which are n1, n2, n3, and n4 respectively. In the graph (i) n1, n2, and n3 are existent while the n4 is nonexistent. Consequently, we construct a hot-encoding vector (0 → nonexistent while 1 → existent) to be a node vector (Nodevec) for this graph. The links in this graph can be represented by a symmetric matrix with the same hot encoding method. Then, the matrix is flattened into a one-dimensional vector (Linkvec) for this graph. In the end, we construct a node vector and a link vector to form a combined vector for this graph. This vectorization method can be used for snapshots of dynamic graphs, as a snapshot of dynamic graphs can be regarded as a static graph indeed.

Based on a snapshot of the basketball player networks at the timestamp t, the element value 1 of the node vector indicates that one player is on the field at this timestamp. Similarly, the element value 1 of the link vector indicates that one specific relationship between two players occurs at this timestamp. By this hot encoding procedure, a combined vector including a node vector and a link vector is constructed for a snapshot of basketball player networks.

4.1.2 Attribute and Indicator Extraction

Extracting and visualizing attributes and indicators of dynamic graphs are significant for accessing the insights of dynamic graphs. For example, in basketball player networks, we extract specific attributes (e.g., player’s position, speed, degree, link’s distance) and indicators (e.g., link stability, and graph stability) to help users analyze the basketball player networks.

Player Position and Speed. In the basketball player networks, players have a specific position and speed attributes in each timestamp. We extract the player’s position and speed as the attributes of players, which is useful in player movement analysis works [30, 33].

Player Degree. In graph analysis, the degree of a node is a hot research point. In basketball player networks, we compute the number of players’ links as the players’ degree.

Link Distance. The link represents the relationship between players in the basketball player networks. The relationship has a space distance since the players have position data. We extract the Euclidean distance between players’ position data as the link distance in the snapshot.

Link Stability. The link stability can help users analyze the graph focusing on links. We consider that the link stability is determined by the player’s speed and link distance. Link stability is inversely related to players’ speed and distance to link, and it can be computed as Formula[1]

$$L_{stability} = \frac{1}{p_{speed}^1 + p_{speed}^2 + L_{distance} + \epsilon}$$

where $p_{speed}^1$ and $p_{speed}^2$ is two player’ speed information which form the link, $L_{distance}$ is the link distance, and $\epsilon$ is a constant to avoid divisor zero in the computation.

Graph stability. Visualizing the graph stability can help users concentrate on the graphs which changes dramatically. In basketball player networks, we assume a stable player network has following conditions.

- **Player speed.** If all the players’ position is static, the player network is stable. The degree of position change can be represented as average node speed. As a result, if the average node speed is low, the player network is stable.
- **Links Number.** The number of links is vital for graph stability. Deleting or adding one link in a player network with lots of links, the link change of this player network can be ignored. Therefore, if there are lots of links, the player network is stable.
- **Link Distance.** If all the links have low distance, the player network is stable. Low link distance presents that the relationship between two players is hard to change. Consequently, if the average link distance is low, the player network is stable.

Considering the above conditions, the stability of a basketball player

1https://github.com/BaofengChang/DGSVis
network (snapshot) can be computed from the following formula.

\[ G_{\text{Stability}} = \frac{m^2 \times \sum_{i=1}^{n} P_i^{\text{speed}}}{n \times \sum_{j=1}^{m} L_j^{\text{distance}} + \varepsilon} \]  

where \( m \) is number of links, \( n \) is number of players, \( P_i^{\text{speed}} \) is the speed of player \( P_i \), \( L_j^{\text{distance}} \) is the distance of link \( L_j \), and \( \varepsilon \) is a constant to avoid divisor zero. In addition, the graph stability is relative to the number of nodes. While in the basketball player networks, the number of players in this network data is constant. The number of players can be integrated to compute the graph stability in certain scenes.

Besides the computing graph attributes and indicators, we integrate the play-by-play (PBP) data \( \text{[9]} \) to help users analyze the snapshots of basketball player networks. Based on the combined vector, attributes and indicators, we propose a snapshot generation algorithm and design the visual techniques for visual analysis of basketball player networks.

### 4.2 Snapshot Generation

Presenting the dynamic graphs directly is inefficient for users since it is difficult for users to understand many graphs concurrently. Consequently, generating and selecting snapshots of dynamic graphs is significant in the visual analysis of large-scale dynamic graph data. Before extracting the snapshots of dynamic graphs, we propose four rational considerations to guide us generate the snapshots reasonably, which are introduced as follows.

(a) Considering the degree of graph change. The same change in different graphs has different influences. For example, deleting one edge plays a pimping influence in changing the graph which has more than 1000 links, while it plays a big role in changing the graph if the graph just has two links. As a result, considering the degree of graph change in snapshot generation is important.

(b) Comparing with user-defined weights/thresholds. The node change and edge change may have different influences for one graph in certain scenes. For example, in a basketball player network that has five players and five links, substituting a player changes the network state completely. However, changing a link has relatively little influence on the network state. Therefore, it is important to consider the multiple user-defined weights/thresholds for different aspects of graph change such as node change, link change, and time gap.

(c) Generating the hierarchical snapshots. The analysis of dynamic graphs in a fixed granularity is inefficient. For example, in a stable dynamic graph, we should focus on analyzing the coarse-grained snapshots. While for the active dynamic graphs, we should focus on analyzing the fine-grained snapshots. Therefore, generating hierarchical snapshots is vital.

(d) Supporting the interactive snapshot generation. During the snapshot generation, users may conduct a wrong operation, hence the snapshot generation function should allow users to delete the wrong generation result and re-generate new snapshots to fit their requirements. Consequently, it is significant to allow users to generate snapshots interactively.

Considering above considerations, we propose a snapshot generation algorithm to generate the snapshots of dynamic graphs. The algorithm can be summarized into three steps based on a series of snapshots \( \{s_1, s_2, s_3, \ldots \} \).

**Step 1: Computing the multiple aspect of graph change.** At first, computing the graph change degrees from snapshot \( s_2 \) to \( s_1 \). The node change degree (\( \text{Node}_{\text{change}} \)), link change degree (\( \text{Link}_{\text{change}} \)), and time gap (\( \text{Time}_{\text{gap}} \)) is computed by Formula (3), (4), and (5) based on the snapshot vectors (i.e., node vector and link vector extracted in Section 4.1.1) and timestamps of snapshots \( s_1 \) and \( s_2 \). In this work, we employ graph editing distance \( \text{[15]} \) to quantify the degree of node change and link change. The graph editing distance can represent the graph change comprehensively.

\[ \text{Node}_{\text{change}} = \frac{|| \text{Node}_{\text{vec}}^2 - \text{Node}_{\text{vec}}^1 ||_1}{\text{Node}_{\text{num}}} \]  

\[ \text{Link}_{\text{change}} = \frac{|| \text{Link}_{\text{vec}}^2 - \text{Link}_{\text{vec}}^1 ||_1}{\text{Link}_{\text{num}}} \]  

\[ \text{Time}_{\text{gap}} = |\text{Time}_{\text{end}}^2 - \text{Time}_{\text{end}}^1| \]  

where \( \text{Node}_{\text{vec}}^s \) is the node vector of snapshot \( s \). \( \text{Node}_{\text{vec}}^{s_1} \) is the node vector of snapshot \( s_1 \). \( \text{Link}_{\text{vec}}^s \) and \( \text{Link}_{\text{vec}}^{s_1} \) are the link vectors of snapshots \( s \) and \( s_1 \) respectively. \( \text{Node}_{\text{num}} \) and \( \text{Link}_{\text{num}} \) are the node number and link number of snapshot \( s \), \( \text{Time}_{\text{end}}^s \) is the end time of snapshot \( s \), and \( \text{Time}_{\text{end}}^{s_1} \) is the start time of snapshot \( s_2 \).

**Step 2: Comparing the graph change with user-defined thresholds.** After obtaining the node change degree (\( \text{Node}_{\text{change}} \)), link change degree (\( \text{Link}_{\text{change}} \)), and time gap (\( \text{Time}_{\text{gap}} \)) between snapshot \( s_1 \) and \( s_2 \), these values will be compared with user-defined thresholds (e.g., node change threshold \( \lambda_{\text{node}_{\text{change}}} \), edge change threshold \( \lambda_{\text{edge}_{\text{change}}} \), and time gap threshold \( \lambda_{\text{time}} \)). If the degrees of graph change is lower than the user-defined thresholds, which can be described with \( \text{Node}_{\text{change}} \leq \lambda_{\text{node}_{\text{change}}}, \text{Link}_{\text{change}} \leq \lambda_{\text{edge}_{\text{change}}}, \text{Time}_{\text{gap}} \leq \lambda_{\text{time}} \), the merge condition is regarded as True. If the merge condition is False, we regard \( s_1 \) as a generated snapshot and loop the Step 1 and Step 2 to merge \( s_2 \) with \( s_3 \).

**Step 3: Preserving, deleting, or re-generating hierarchical snapshots.** After Step 1 and Step 2, the raw snapshots \( \{s_1, s_2, s_3, \ldots \} \) are merged into new snapshots. Then, snapshot attributes and indicators (Section 4.1.2) are computed and visualized to help users judge to preserve, delete, or re-generate the snapshots. In this step, users are allowed to operate the snapshots generation interactively. The proposed snapshot generation algorithm involves multiple aspects of graph change and integrates human-in-loop to help users generate hierarchical snapshots interactively. By using this algorithm, users can focus on the POI of generated snapshots and have a further focus+context analysis and exploration interactively.

### 5 Visual Design

#### 5.1 Design Goals

In response to the requirement analysis (Section 3.2), we summarize five design goals (G1-G5) to guide the implementation of dynamic graph snapshots visualization system named DGSVis. The specific design goals are introduced as follows.

**G1 Visualizing hierarchies of generated snapshots.** The system should visualize the hierarchies of snapshots to help users perform snapshot analysis in multiple time granularity. During the snapshot generation, users can preserve, delete and re-merge the dynamic graphs into snapshots considering the graph attributes and indicators of snapshots (R1-R4).

**G2 Providing macro-level overview for dynamic graph data.** The system should provide users with a macro-level overview of dynamic graphs. In the overview of dynamic graph data, users can concentrate on the points of interest (POI) . Then users can conduct a snapshot generation for further exploration (R2&R4).

**G3 Displaying micro-level details of dynamic graph data.** The system should display the details of the dynamic graphs such as the basic attributes (e.g., node attribute and link attribute) and abstract indicators (e.g., node activity and graph stability) to help users in analyzing the dynamic graph snapshots (R3&R4).

**G4 Avoiding potential visual clutter.** The system should offer users a effective dynamic graph visualization system while avoiding the potential visual clutter caused by the large-scale timestamps and multidimensional attributes of dynamic graph data (R4).

**G5 Supporting rational interaction techniques.** The visualization should integrate multiple rational interaction techniques for users to focus on the interested snapshots, graph attributes, and graph indicators, that are useful to help users access the insights of dynamic graph data (R1-R4).
5.2 System Design

In this work, we design a visual analysis prototype system, named DGSVis, to help users visualize the hierarchical snapshots of dynamic graphs. The system is designed with the guidelines of the design goals summarized by us in Section 5.1. As shown in Fig. 4 (left), DGSVis is equipped with multiple visualization diagrams such as a matrix to provide an overview of basketball player networks, a scatter plot to offer a projection based on the vector of basketball player networks, a mix of the line chart and node-link diagram to integrate a piece of additional event information, a tree diagram to present a snapshot generation flow, a node-link diagram to display the details of snapshots on the field, and a combined line charts to show players’ detailed attributes. In summary, the visual design of DGSVis is introduced specifically as follows.

5.2.1 Snapshot Matrix.

Following the guideline of providing an overview of dynamic graphs and the design of using a matrix to illustrate the whole dynamic graphs [8], we design a matrix diagram to help users obtain the macro-level overview of dynamic graphs (G2). As shown in Fig. 4 (left), the nodes are mapped to circles at the top and left, while the links are mapped to rectangles in the matrix. The color of circles corresponds to the class of nodes (e.g., player team), while the color of rectangles corresponds to the link type which represents the link that occurs in the same node class or the different node class. The node labels are overlaid on the circles to distinguish the nodes. In the basketball player networks, the node labels are the jersey number of players. In this work, the blue color of circles indicates the team of the players is GSW while the orange color indicates the team of the players is NOP. For example, in Fig. 4 (left), the blue circle represents No. 23 (GSW) while the orange circle represents No. 23 (NOP). The width of the rectangle is encoded as the number of the link. Users can hover on each circle or rectangle, and the corresponding matrix row and matrix column are highlighted. Users can also click on each circle or rectangle, and the corresponding snapshot scatters are highlighted to help users obtain when the node and link are existent in the dynamic graphs (G5).

5.2.2 Snapshot Scatter Plot.

Following the guideline of providing an overview of dynamic graphs and design of using a scatter plot to illustrate the distribution patterns of dynamic graphs [28, 43], we project the dynamic graphs into a scatter plot (Fig. 4 (b)) to offer users a macro-level overview for pattern exploration (G2). In Section 4.1.1, we extract combined vectors for each dynamic graph. Based on the extracted vectors, we employ the t-distributed stochastic neighbor embedding (t-SNE) [33] to a 2-dimensional plane to offer a distribution pattern of dynamic graphs. As shown in Fig. 4 (right), each point is encoded as a player network, and the network is the most fine-grained snapshot. The color of the point corresponds to the time information. The visual mapping of color and orientation is shown at the right top of Fig. 4 (right). Deeper color indicates that the network occurred at later time. To help users recognize the timeline of snapshots clearly, we draw a line link throughout the points with the direction based on the snapshot time (G4). For an example shown at the right bottom of Fig. 4 (right), the link direction is from the left point to the right point. Users can zoom the scatter plot to concentrate on their interested distribution patterns of snapshots. Users can select their interested distribution patterns for further snapshots generation and details analysis (G1&G3&G5).

5.2.3 Snapshot Event Diagram.

To help users analyze the insights of basketball player networks, we integrate the snapshot event diagram (Fig. 5 (c)) into the DGSVis. We integrate the PBP data [9] of the basketball competition as the event data. Each event contains information on timestamp, team score, and player. As shown in (Fig. 5 (left)), the team scores are represented by a timeline area chart at the top of this diagram based on the difference between the two teams. The blue area represents that GSW leads the competition, while the orange area illustrates NOP leads. In the middle of this diagram, each event type is mapped to a rectangle respectively. We use the color and label to indicate the type of the events. For example, in Fig. 5 (left), the “score” event is represented by an orange rectangle in the middle. As shown at the bottom of Fig. 5 (left), each circle represents a player. The visual mapping of the circle is the same as the snapshot matrix (Fig. 4 (a)). For example, in Fig. 5 (left), which is a sketch of the event diagram, two circles represent two players No.30(GSW) and No.23(GSW) respectively. The link line is to indicate the event information (i.e., player, event type, and time). The red line between player and event shows that this player is a major role in this event, while the green indicates the second role. For example, in the “score” event shown in Fig. 5 (left), No.30(GSW) plays a major role while No.23(GSW) plays a second role, indicating that “No.30(GSW) scores with No.23(GSW)’s assistance”. Users can click the event and players to highlight the link lines between the score line chart, event types, and players to obtain the event details (G5). Users can brush the score line chart based on their interested events for further snapshot generation, analysis, and details exploration (G1&G3&G5).

5.2.4 Snapshot Generation Tree.

Following the guideline of visualizing the snapshots generation, we design a snapshot generation tree (Fig. 5 (d)) to help users generate the snapshots interactively (G1 & G5). The visual mapping of this diagram is introduced in Fig. 5 (right). As shown in the middle of Fig. 5 (right), each rectangle is encoded as a snapshot. In this figure, there are five snapshots named s1, s2, s3, s4, and s5. s1 and s2 are in the first layer. s3 and s4 are in the second layer, while s5 is in the last layer. The width of each rectangle corresponds to the number of graphs, which can be regarded as the number of timestamps. For example, in the first layer, s1 and s2 have one graph respectively. s1 and s2 are merged into s3. Therefore, there are two graphs in s3, and its time granularity is higher than s1 and s2. Similarly, as the snapshot which has the highest time granularity, s5 has five graphs. The whole snapshot tree is operated by users interactively and the supported algorithm is introduced in Section 4.2. Users can generate aggregated snapshots from the first layer by setting graph change thresholds to fit different scenes. In the snapshot generation tree diagram, users can select multi-time granularity snapshots to conduct a hierarchical snapshot analysis. In addition, we also provide the attributes and indicators visualization (i.e., average node speed, link distance and link stability) to help users analyze the snapshot in each layer (G2). To avoid visual clutter, we use different colors to encode the attributes and indicator (G4). As shown in Fig. 5 (right), the green line is encoded as the average node speed of snapshots. The purple line is encoded as the average node degree of snapshots while the red line is encoded as the average link distance. The y-axis corresponds to the value of above attributes and indicators. Users can highlight attribute and indicator lines to help them in attribute analysis and indicator analysis of snapshots. Users can select targeted snapshots for further analysis in details of snapshots in node-link diagram and snapshot details diagram (G2&G5).

Fig. 4. The visual design of the matrix to provide an overview of links in player network data (left) and a scatter plot to project all the player networks into a 2-D plane based on the constructed vector.

Fig. 5. A sketch of visual encoding in snapshot event diagram (left) and snapshot generation tree diagram (right).
5.2.5 Snapshot Node-Link Diagram.

Following the guideline of displaying the details of dynamic graphs, we design a node-link diagram (Fig. 1(e)) for showing the detailed snapshot attribute and topology (G3). In basketball player networks, the nodes correspond to the players and the links correspond to the relationships between players. We design a node-link diagram to display the players’ trajectory and link. For example, a player’s links are shown in Fig. 6(left), while his trajectory is shown in Fig. 6(right). In this diagram, we map players to circles and the visual mapping of circles is the same as the snapshot matrix (See Section 5.2.1). The position of one circle indicates a player’s position on the field. We connect the players to show the link between the players. The width of the link is encoded as the number of this link in the snapshot. As shown in Fig. 6(left), No.30(GSW) has links (i.e., l1 and l2) with No.23(NOP) and No.23(GSW) respectively. The width of the link is encoded as the number of this link in the snapshot. For example, in Fig. 6(left), the width of l2 is wider than l1 indicating that the l2 may always occur while the l1 occurs once in this snapshot.

We show the players’ mobility by segmented paths in Fig. 6(right). One segment path is encoded as a movement between two timestamps. The color of the segmented path indicates the time regarding that the deeper color corresponds to the later time in one snapshot. The width of the path indicates the speed, regarding as the wider path corresponds to the larger speed. For example, in Fig. 6(right), No.30(GSW) has three-segment trajectories in the snapshot of player networks. The time order in the figure is t1 → t2 → t3 and the corresponding speeds are a → b → c. He is the fastest in time t2, while his lowest speed is in time t1. His complete trajectory is from t1 to t3. To avoid visual clutter caused by showing all the snapshots simultaneously, we offer node-link tabloids to let users switch the snapshots expediently (G4&G5). In addition, users can highlight the path or link to avoid the visual clutter caused by showing the paths and links simultaneously (G4&G5).

5.2.6 Snapshot Details Diagram.

Following the guideline of displaying the details of dynamic graphs, we design a snapshot details diagram (Fig. 1(f)) by displaying snapshot attributes in a combined line chart form (G3). The snapshot details diagram relaxes the problem that the node-link diagram cannot show the details of snapshots. As shown in Fig. 1(f), we map players to circles and the visual mapping of circles is the same as the snapshot matrix (Section 5.2.1). The details of each snapshot are shown by three line charts in one row. Each line in the first and second line charts is encoded as a player while it is encoded as a link in the third line chart. The y-axis in the first line chart indicates the players’ speed, while it indicates the players’ degree in the second line chart. The y-axis of the third line indicates the distance of links. All the x-axis in the line charts corresponds to the timestamps in a snapshot. The colors of lines in the first and second line charts represent the players’ team, while the color mapping of lines in the third line chart indicates link class, which is the same as the snapshot matrix (Section 5.2.1). Users can select a player to highlight the corresponding lines in all the snapshots. In addition, users can select line charts to highlight the corresponding node-link diagrams for a comprehensive analysis of snapshots (G2&G5).

6 Case Study

To illustrate the usability of this work in the analysis of large-scale and time-intensive dynamic graph data with subtle changes, we collect player networks data based on an NBA basketball competition, which is played by New Orleans Pelicans (NOP) and Golden State Warriors (GSW) in October 27th, 2015. This data has more than 8,000 player networks and its time granularity is about 0.3s. In this section, we present two case studies such as exploring the knowledge of nodes and analyzing the insights of snapshots based on this basketball player network data to validate the usability of this work.

6.1 Case 1: Analyzing player performance in networks

To demonstrate that our work is useful in node analysis in this type of large-scale and time-intensive dynamic graph data with subtle changes, we introduce the following study. This study includes four steps such as concentrating on the interesting player, selecting the targeted player networks, generating the hierarchical snapshots, and analyzing and selecting the interesting snapshots.

Concentrating the interesting player. As shown in Fig. 1(c), the blue line chart indicates that the GSW won this competition by a big margin. Especially after the middle of the second quarter, the GSW were keeping the lead until the end of this competition. We find that No.23 (NOP), the star of the NOP, lost a lot of shots, which may be one of the reasons for their failure. Why did he lose so many shots? To approach the reasons and help No.23 (NOP) to play better, a further analysis concentrating on this player is conducted.

Selecting the targeted player networks. In the matrix diagram (Fig. 1(a)), the link No.23 (GSW)-No.23 (NOP) illustrates that No.23 (NOP) is mainly defended by No.23 (GSW) in this competition. The highlighted points in the scatter plot (Fig. 1(a)) present that this link often occurs. To demonstrate that the defense of No.23 (GSW) restricts the No.23 (NOP) performance, we select a part of player networks for analysis. The selected player networks, which is the area shown by Fig. 1(c1), contains intensive “miss shot” events of No.23 (NOP). If these “miss shot” is “score”, the game will be completely different. Is the defense of No.23 (GSW) make him lose these shots? We conduct the following analysis.

Generating the hierarchical snapshots. In the above exploration, we select the targeted player networks, and the brushed area is shown by Fig. 1(c1). The specific player networks are displayed at the first layer in the snapshot generation tree diagram, as shown in Fig. 1(d). To reduce the number of snapshots to help us analyze these networks efficiently, we merge these player networks into snapshots with an increasing time granularity. In the last layer of this snapshot generation tree, we switch the graph stability of these generated snapshots, as shown in Fig. 1(d1). The lighter color indicates that snapshots of Fig. 1(d1) have low graph stability. The lines which are overlaid on the snapshots show the overall features of these snapshots.

The green line indicates that the nodes of these snapshots have an overall speed change with a low-high-low trend. The purple line indicates that the links of these snapshots have an overall distance change with a low-high-low trend. The red line indicates that the links of these snapshots have an overall stability change with a low-low trend. In addition, the green line, which is overlaid on the first layer of player networks, indicates that the nodes do not move at a fixed speed.

Fig. 7. (a) Players’ movement path in the snapshot s1, a detailed topology (b) and movement (c) of No.23 (NOP) in the subsequent snapshot s2.
These overall features may present that the defense of No.23 (GSW) to No.23 (NOP) is not always strong or stable. Even the defense of No.23 (GSW) against No.23 (NOP) occurs, No.23 (NOP) can get out of defense by moving. Why does No.23 (NOP) miss these shots in this area of time? We select these generated snapshots for a detailed topology and attributes analysis.

**Analyzing and selecting the interested snapshots.** The movement path and link of players are drawn with players’ position data. In the second selected snapshot, as shown in Fig. 8 (e1), the movement path of No.23 (NOP) indicates he has a movement to the 3-point line. At the same time, he has links with teammate No.5 (NOP) and opponents No.23 (GSW) and No.12 (GSW). The width of the link corresponds to the number of the link in the snapshots. In this snapshot, the width of the link, which represents No.23 (GSW) to No.23 (NOP), indicates that the defense of No.23 (GSW) to No.23 (NOP) does not last a long time. The details link distance line chart (Fig. 8(f1)) shows that the link between No.23 (GSW) and No.23 (NOP) has a distance change with high-low in this snapshot. To conduct further exploration, we analyze players’ movement path of the selected snapshot s1 in Fig. 7(a). We find that the movement of No.23 (NOP) in the snapshot s1 is to catch the ball and shot it for a 3-point attempt. The No.5 (NOP) tries to delay the defense of No.23 (GSW) to No.23 (NOP) for the 3-point attempt. However, based on the players’ links and movement in Fig. 7(b&c), we find out that No.23 (GSW) defends No.23 (NOP) to shot, which is occurring in the subsequent snapshot s2 of s1, hence No.23 (NOP) misses this shot in the end.

In the aforementioned study, we analyze why the No.23 (NOP) loses a lot of shots based on the basketball player networks. We found that the defense of No.23 (GSW) greatly affects the performance of No.23 (NOP). We recommend the coach (NOP) arrange some effective tactics for No.23 (NOP) to get rid of the defense of No.23 (GSW) to let him shot easily, such as “pick-and-roll”, and “cuts”, etc.

### 6.2 Case 2: Analyzing snapshot story in networks

To demonstrate that our work is helpful in analyzing the overall characteristics of the player networks, we introduce the following study, which includes three steps such as selecting the interested networks, generating the snapshots, and mining the overall features.

**Selecting the interested player networks.** As shown in Fig. 8(a), all the player networks are projected by using t-SNE based on the combined vectors. The color of the point is encoded as the time information of player networks. The color is deeper, the time is later. The line is drawn to link points from the first to the last player network, which can indicate the time order of player networks. In the expanded projection result (Fig. 8(b)), the player networks in area-a and area-b have similar color indicating that they have close time information. The line presenting the time order supports the above conclusion, too. Why are the player networks in area-a far away from the player networks in area-b? We put forward a hypothesis that the player networks in area-a have a relatively fixed topology structure, which is different from the player networks in area-b. To test this hypothesis, we select the player networks in area-a for further analysis.

**Generating the snapshots.** A snapshot tree is displayed in Fig. 8(c). The snapshots of the first layer are the original player networks in area-a, while the snapshots of the second layer are merged from the original player networks. The green line overlaid on the first-layer snapshots indicates the average player speed in these networks while the purple line presents the average link distance. The snapshots in the first layer are merged into the three main snapshots such as s1, s2, and s3. In these snapshots, s1 has the most timestamps, while s3 has the highest average player speed and link distance. What are the overall characteristics of these three snapshots? We did further analysis on these three snapshots (s1, s2, and s3).

**Mining the overall features.** The detailed information of players’ movement in snapshots s1, s2, and s3 are shown respectively in Fig. 8(d-f). In Fig. 8(d), the players’ movement path indicates that the players hardly move in the snapshot s1, even though s1 has the most timestamps. We consider that this snapshot can represent a “free throw” event of No.30 (GSW). As shown in Fig. 8(a), No.30 (GSW) has star-shaped links in the snapshot s1, which is a typical validation of the “free throw” event. In addition, the movement paths of the players shown in Fig. 8(e) and Fig. 8(f) fully demonstrate the movement state after the “free throw” event. Particularly, s3 has the highest average player speed, illustrating the transition between the two teams after the “free throw” event. To explore the snapshot features of players’ networks in the area-b, we find out and analyze two snapshots that are existed before the snapshot s1 and after the snapshot s3 (Fig. 8(b) and (c)). Fig. 8(b) presents the players’ movement before the snapshot s1, while the Fig. 8(b) presents the players’ movement after the snapshot s3. Players’ position information in Fig. 8(b) demonstrates that the “free throw” event by No.30 (GSW) may be caused by the defense of No.4 (NOP). Players’ movement paths in Fig. 8(c) connects to the player movement paths in snapshot s3 (Fig. 8(f)). This is the reason that the link line, which is based on time order, in the scatter plot returns the area-b from the area-a.

Consequently, we can obtain overall insights into the player networks in area-a. The player networks can be merged into three main snapshots which present a full “free throw” event from performing a free shot to the offensive-defensive conversion. When No.30 (GSW) performs the “free throw”, the networks are stable and the players’ movements are micro. While after the “free throw”, the networks change drastically.
7 Evaluation

7.1 Participants and Procedures

We invited three participants (P1-P3) including two males (P1 and P3) and one female (P2) to join our evaluation study. All of them are doing further study in different visualization interests as Ph.D. students. P1-P3 are experienced in visual analysis and data mining. P1 is interested in hierarchical tree comparison and visualization. P2’s research interest is video digest and visualization focusing on solving the problem caused by large-scale timestamps. P3 are experience in audio process and visualization and he is a veteran basketball lover.

The user evaluation is formed by two main steps. At first, we introduce this work to P1-P3 including the pipeline, visual encoding, and interaction methods. We also present the cases comprehensively to participants. After finishing the introduction, P1-P3 are allowed to operate DGSVs freely and propose any evaluations and suggestions.

7.2 Feedback

At the end of the evaluation, we ask participants to explore the system freely and provide any feedback and suggestion. In summary, we received exciting feedback and valuable suggestions from P1-P3. The feedback can be summarized into three aspects of this work such as usability, visual design, and suggestions.

Usability. We received positive feedback on analyzing the high-intensive dynamic graph data. P1 said “I can refer to this dynamic graph analysis method. Especially the snapshot generation algorithm is instructive for my hierarchical tree comparison analysis.” He expressed that the system was easy to use when he was familiar with visual encoding and interaction. “The workflow is complete from the collecting data to the analysis of data insights”, P1 said. P2 and P3 agreed on the visual design of the system. “The snapshot generation diagram is useful to generate the multi-layer dynamic graphs, especially with interactive generation process”, P2 said. P2 presented that the overview of matrix and scatter plot made her approach to the interested graphs quickly. The color mapping received a positive evaluation, too. P2 said “Although you use so many colors to encode different information, I didn’t feel confused when operating the system.” P3 expressed that the analysis flow is clear, and he would like to refer to the visual design of the system. P3 said “I am interested in the analysis of basketball networks, and I agree with the conclusions in the case study.” P3 agreed with integrating the detailed information in the player basketball analysis, too. He pointed the work is meaningful and it should be helpful for relevant researchers such as basketball tactical analysts.

Suggestion. In this evaluation, we obtain useful suggestions to improve our work. The first main suggestion is to integrate more datasets into this work. P1 proposed that this work should be used in the dynamic graphs which have directed links such as social media networks and traffic networks, etc. In addition, P1 said “Introducing more graph properties such as local clusters and node hierarchies will make this work more complete.” P3 suggested we integrate more basketball player network data, which can support users to do a deeper targeted analysis such as analyzing the performance in different games. The second main suggestion is about graph vectorization. P1 said that the more advanced vectorization method should be used to construct the graph vector. In addition, P1 suggested we employ the machine learning models to generate the snapshots of dynamic graphs. P1 said “Hot-encoding cannot express graph structure completely. And using a machine learning model can help you simplify the vector calculation.” In addition, we received valuable suggestions on the visual design of networks. P2 expressed concern about the matrix view. She said “If the dynamic network has large-scale nodes and links, the matrix and scatter plot can no longer provide an effective overview for users.” She suggested we employ hypergraphs to replace the matrix and provide hierarchical clustering on scatter plots to improve the scalability of these two overviews of dynamic graph data.

8 Discussion and Future Work

We propose a snapshot generation algorithm to help users generate hierarchical and multi-granularity snapshots of the large-scale and time-intensive dynamic graph data with subtle changes for effective further analysis. We also present a comprehensive workflow that involves a complete three-step pipeline such as feature extraction, snapshot generation, and visual analysis to help people employ and analyze dynamic graph data conveniently. In addition, an interactive multi-view visual analysis prototype system is designed to help users analyze snapshots efficiently. Nevertheless, the current work has several aspects to discuss and improve. The discussion of this work focuses on generalization, scalability, and theory.

Generalization. The work can be applied to other dynamic graph datasets such as traffic networks, academic cooperation networks, and social networks, etc. Extracting graph vectors and projecting the graphs into a 2D plane is useful to provide an overview of large-scale, complex, and changeable dynamic graphs. The idea of the proposed snapshot generation algorithm, which considers different aspects of graph change and involves the human-in-loop method, can be borrowed from other time-series data. In addition, our system is designed with the guidelines of design goals, providing users with the overview analysis and details exploration. It follows the visualization principle of “overview first, zoom and filter, then details-on-demand” [35] to increase the usability of this work. The design guidelines can be employed in many visualization works. Nevertheless, the experienced data in this work is basketball player networks, which leads the methods to be data-oriented. These data-oriented methods may fail to be generalized in other areas without adjustment. Improving this work have high be generalized more easily to other scenes is one of the aspects in the future.

Scalability. Employing the DGSVs in other dynamic graph datasets can improve the scalability of this work. The proposed snapshot generation algorithm can be applied to slice the segments of dynamic graphs. Users can define one or multiple thresholds to fit their requirements when using this algorithm. While the algorithm cannot be used in other types of data such as video data. The workflow proposed in this work can be used in other scenes such as visual analysis of social media data and traffic data, etc. However, the snapshot generation algorithm integrates the human-in-loop idea which may reduce the analysis efficiency of dynamic graph snapshots, since users need to evaluate generation results manually. Offering some automatic evaluation of snapshots is a task of this work. In addition, the DGSVs is designed with a guideline to avoid visual clutter. While with the increasing number of nodes, links, timestamps, and attributes, visual clutter is inevitable in this work. How to relax the potential visual clutter is still a problem in our work. In summary, improving the scalability of this work is a vital task.

Theory. This work integrates graph attributes and indicators to help users access the insights of dynamic graphs. Based on the basketball player networks, we extract the basic graph attributes and abstract indicators. However, these attributes and indicators are too simple to be used effectively in complex tasks such as analysis of evolution patterns and network status. Combining graph theory to extract the graph attributes and indicators may be helpful in complex tasks. In addition, the hot-encoding graph vectorization is too ordinary to be employed in visual analysis of dynamic graph data with large-scale nodes and links. Using theory-based vectorization approaches (e.g., graph embedding) may be a more rational approach in extracting the vector of graphs. Therefore, integrating theory-based methods into this work is a vital task in the future.

Fig. 9. (a) A star-shaped links of No.30 (GSW) in the snapshot s1, (b) the players’ trajectories before the snapshot s1, and (c) the players’ trajectories after the snapshot s3.
9 Conclusion

This study proposes a snapshot generation algorithm to help users generate hierarchical and multi-granularity snapshots of dynamic graphs. A comprehensive analysis flow is presented from extracting attributes and indicators of dynamic graph snapshots to generating snapshots and visualizing the snapshots of dynamic graphs. To help users analyze the snapshots efficiently, a visual analysis prototype system, named DGSVis, is designed to support users in analyzing the hierarchical snapshots interactively. The case study based on the basketball player networks and evaluation illustrate the usability of this work.

Acknowledgments

Guodao Sun is the corresponding author.

References

[1] B. Bach, E. Pietriga, and J.-D. Fekete. Graphdiaries: Animated transitions andtemporal navigation for dynamic networks. IEEE Transactions on Visualization and Computer Graphics, 20(5):740–754, 2013.
[2] B. Bach, E. Pietriga, and J.-D. Fekete. Visualizing dynamic networks with matrix cubes. In Proceedings of ACM Conference on Human Factors in Computing Systems, pp. 877–886, 2014.
[3] F. Beck, M. Burch, S. Diehl, and D. Weiskopf. The state of the art in visualizing dynamic graphs. In Proceedings of Eurographics Conference on Visualization, pp. 1–21, 2014.
[4] F. Beck, M. Burch, S. Diehl, and D. Weiskopf. A taxonomy and survey of dynamic graph visualization. 36(1):133–159, 2017.
[5] F. Beck, M. Burch, C. Vehlow, S. Diehl, and D. Weiskopf. Rapid serial visual presentation in dynamic graph visualization. In Proceedings of IEEE Symposium on Visual Languages and Human-Centric Computing, pp. 185–192, 2012.
[6] E. Cakmak, U. Schlegel, J. Döcker, D. Keim, and T. Schreck. Multiscale snapshots: Visual analysis of temporal summaries in dynamic graphs. IEEE Transactions on Visualization and Computer Graphics, 27(2):517–527, 2020.
[7] S. Chen, S. Chen, L. Lin, X. Yuan, J. Liang, and X. Zhang. E-map: A visual analytics approach for exploring significant event evolutions in social media. In Proceedings of IEEE Conference on Visual Analytics Science and Technology, pp. 46–47, 2017.
[8] W. Chen, F. Guo, and F.-Y. Wang. A survey of traffic data visualization. IEEE Transactions on Intelligent Transportation Systems, 16(6):2970–2984, 2015.
[9] W. Chen, T. Lao, J. Xia, X. Huang, B. Zhu, W. Hu, and H. Guan. Game-flow: narrative visualization of nba basketball games. IEEE Transactions on Multimedia, 18(11):2247–2256, 2016.
[10] D. Coelho, I. Chase, and K. Mueller. Peckvis: A visual analytics tool to analyze dominance hierarchies in small groups. IEEE Transactions on Visualization and Computer Graphics, 26(4):1650–1660, 2020.
[11] T. Cnoversanin, S. Chandrasegaran, K.-L. Ma, et al. Staged animation strategies for online dynamic networks. IEEE Transactions on Visualization and Computer Graphics, 27(2):539–549, 2020.
[12] W. Cui, X. Wang, S. Liu, N. H. Riche, T. M. Madhyastha, K. L. Ma, and B. Guo. Let it flow: a static method for exploring dynamic graphs. In Proceedings of IEEE Pacific Visualization Symposium, pp. 121–128, 2014.
[13] A. Dhal Col, P. Valdivia, F. Petronetto, F. Dias, C. T. Silva, and L. G. Nonato. Wavelet-based visual analysis of dynamic networks. IEEE Transactions on Visualization and Computer Graphics, 24(8):2456–2469, 2017.
[14] T. N. Dang, N. Pendar, and A. G. Forbes. Timearcs: Visualizing fluctuations in dynamic networks. 35(3):61–69, 2016.
[15] S. Di Bartolomeo, Y. Zhang, F. Sheng, and C. Dunne. Sequence braiding: Visual overviews of temporal event sequences and attributes. IEEE Transactions on Visualization and Computer Graphics, 27(2):1353–1363, 2020.
[16] M. T. Fischer, A. Frings, D. A. Keim, and D. Seebacher. Towards a survey on static and dynamic hypergraph visualizations. In Proceedings of IEEE Visualization Conference, pp. 81–85, 2021.
[17] S. Hadlak, H. Schumann, C. H. Cap, and T. Wollenberg. Supporting the visual analysis of dynamic networks by clustering associated temporal attributes. IEEE Transactions on Visualization and Computer Graphics, 19(12):2267–2276, 2013.
[18] M. Haji, B. Wang, C. Scheidegger, and P. Rosen. Visual detection of structural changes in time-varying graphs using persistent homology. In Proceedings of IEEE Pacific Visualization Symposium, pp. 125–134, 2018.
[19] J. Han, J. Pan, C.-X. Xie, X. Zhao, X. Luo, and W. Chen. A visual analytics approach for structural differences among graphs via deep learning. IEEE Computer Graphics and Applications, 41(5):18–31, 2021.
[20] X. Huang, Y. Zhao, C. Ma, J. Yang, X. Ye, and C. Zhang. Trajgraph: A graph-based visual analytics approach to studying urban network centralities using taxi trajectory data. IEEE Transactions on Visualization and Computer Graphics, 22(1):160–169, 2015.
[21] N. Kerracher, J. Kennedy, and K. Chalmers. The design space of temporal graph visualisation. In Proceedings of Eurographics Conference on Visualization, pp. 1–5, 2014.
[22] N. Kerracher, J. Kennedy, and K. Chalmers. A task taxonomy for temporal graph visualisation. IEEE Transactions on Visualization and Computer Graphics, 21(10):1160–1172, 2015.
[23] N. Kerracher, J. Kennedy, and K. Chalmers. A task taxonomy for temporal graph visualisation. IEEE Transactions on Visualization and Computer Graphics, 21(10):1160–1172, 2015.
[24] R. Knueg, G. Sun, F. Beck, R. Liang, and T. Ertl. Traveldiff: Visual comparison analytics for massive movement patterns derived from twitter. In Proceedings of IEEE Pacific Visualization Symposium, pp. 176–183, 2016.
[25] A. Lee, D. Archambault, and M. A. Nacenta. The effectiveness of interactive visualization techniques for time navigation of dynamic graphs on large displays. IEEE Transactions on Visualization and Computer Graphics, 27(2):528–538, 2020.
[26] Q. Liu, Y. Hu, L. Shi, X. Mu, Y. Zhang, and J. Tang. Egonetcloud: Event-based egocentric dynamic network visualization. In Proceedings of IEEE Conference on Visual Analytics Science and Technology, pp. 65–72, 2015.
[27] J. Magallanes, L. van Gemeren, S. Wood, and M.-C. Villa-Urrio. Analyzing time attributes in temporal event sequences. In Proceedings of IEEE Visualization Conference, pp. 1–5, 2019.
[28] H. Natsukawa, E. R. Doyle, G. M. Pao, K. Koyama, and G. Sugihara. A visual analytic approach to evaluate ecosystem dynamics based on empirical dynamic modeling. IEEE Transactions on Visualization and Computer Graphics, 27(2):506–516, 2020.
[29] V. Pena-Araya, T. Xue, E. Pietriga, L. Amsaleg, and A. Bezerianos. Hyperstorylines: Interactively untangling dynamic hypergraphs. Information Visualization, 21(1):38–62, 2022.
[30] C. Perin, R. Vuillermot, and J.-D. Fekete. Soccerstories: A kick-off for visual soccer analysis. IEEE Transactions on Visualization and Computer Graphics, 19(12):2506–2515, 2013.
[31] G. Rossetti and R. Cazabet. Community discovery in dynamic networks: a survey. ACM Computing Surveys, 51(2):1–37, 2018.
[32] S. Ruijiga and G. Melançon. Animatrix: A matrix-based visualization of software evolution. In Proceedings of IEEE Working Conference on Software Visualization, pp. 137–146, 2014.
[33] D. Sacha, F. Al-Masoudi, M. Stein, T. Schreck, D. A. Keim, G. Andrienko, and H. Janetek. Dynamic visual abstraction of soccer movement. 36(3):305–315, 2017.
[34] Y. Shi, C. Bryant, S. Bhamidipati, Y. Zhao, Y. Zhang, and K.-L. Ma. Meetingvis: Visual narratives to assist in recalling meeting context and content. IEEE Transactions on Visualization and Computer Graphics, 24(6):1918–1929, 2018.
[35] B. Shneiderman. The eyes have it: A task by data type taxonomy for comparison analytics for massive movement patterns derived from twitter. In Proceedings of IEEE Conference on Visual Analytics Science and Technology, pp. 336–343, 1996.
[36] R. Sridharamurthy, T. B. Masood, A. Kamakshidasan, and V. Natarajan. Edit distance between merge trees. IEEE Transactions on Visualization and Computer Graphics, 26(3):1518–1531, 2020.
[37] G. Sun, B. Chiang, L. Zhu, H. Wu, K. Zheng, and R. Liang. Tzvis: visual analysis of bicycle data for traffic zone division. Journal of Visualization, 22(6):1193–1208, 2019.
[38] G. Sun, T. Tang, T.-Q. Peng, R. Liang, and Y. Wu. Socialwave: visual analysis of spatio-temporal diffusion of information on social media. ACM Transactions on Intelligent Systems and Technology, 9(2):1–23, 2017.
[39] G. Sun, Y. Wu, S. Liu, T.-Q. Peng, J. J. Zhu, and R. Liang. Evoriver: Visual analysis of topic cooperation on social media. IEEE Transactions on Visualization and Computer Graphics, 22(12):1753–1762, 2014.
[40] G. Sun, Z. Zhou, B. Chang, J. Tang, and R. Liang. Permvisor: visual analysis of multivariate permutations. Journal of Visualization, 22(6):1225–1240, 2019.
[41] P. Valdivia, P. Buono, C. Plaisant, N. Dufournaud, and J.-D. Fekete. Analyzing dynamic hypergraphs with parallel aggregated ordered hypergraph visualization. *IEEE Transactions on Visualization and Computer Graphics*, 27(1):1–13, 2019.

[42] N. van Beusekom, W. Meulemans, and B. Speckmann. Simultaneous matrix orderings for graph collections. *IEEE Transactions on Visualization and Computer Graphics*, 28(1):1–10, 2022.

[43] S. van den Elzen, D. Holten, J. Blaas, and J. J. van Wijk. Reducing snapshots to points: A visual analytics approach to dynamic network exploration. *IEEE Transactions on Visualization and Computer Graphics*, 22(1):1–10, 2015.

[44] L. Van der Maaten and G. Hinton. Visualizing data using t-sne. *Journal of Machine Learning Research*, 9(11):2579–2605, 2008.

[45] C. Vehlow, F. Beck, P. Auwärter, and D. Weiskopf. Visualizing the evolution of communities in dynamic graphs. 34(1):277–288, 2015.

[46] C. Vehlow, F. Beck, and D. Weiskopf. The state of the art in visualizing group structures in graphs. In *Proceedings of Eurographics Conference on Visualization*, pp. 21–40, 2015.

[47] T. Von Landesberger, F. Brodkorb, P. Roskosch, N. Andrienko, G. Andrienko, and A. Kerren. Mobilitygraphs: Visual analysis of mass mobility dynamics via spatio-temporal graphs and clustering. *IEEE Transactions on Visualization and Computer Graphics*, 22(1):11–20, 2015.

[48] D. Weng, C. Zheng, Z. Deng, M. Ma, J. Bao, Y. Zheng, M. Xu, and Y. Wu. Towards better bus networks: a visual analytics approach. *IEEE Transactions on Visualization and Computer Graphics*, 27(2):817–827, 2020.

[49] Y. Wu, Z. Chen, G. Sun, X. Xie, N. Cao, S. Liu, and W. Cui. Streamex: a multi-stage system for visually exploring events in social streams. *IEEE Transactions on Visualization and Computer Graphics*, 24(10):2758–2772, 2017.

[50] Y. Wu, N. Püüporvivit, J. Zhao, S. Yang, G. Huang, and H. Qu. egoslider: Visual analysis of egocentric network evolution. *IEEE Transactions on Visualization and Computer Graphics*, 22(1):260–269, 2015.

[51] Y. Wu, X. Xie, J. Wang, D. Deng, H. Liang, H. Zhang, S. Cheng, and W. Chen. Forvizor: Visualizing spatio-temporal team formations in soccer. *IEEE Transactions on Visualization and Computer Graphics*, 25(1):65–75, 2018.

[52] X. Xie, J. Wang, H. Liang, D. Deng, S. Cheng, H. Zhang, W. Chen, and Y. Wu. Passvizor: Toward better understanding of the dynamics of soccer passes. *IEEE Transactions on Visualization and Computer Graphics*, 27(2):1322–1331, 2020.

[53] J. S. Yi, N. Elmqvist, and S. Lee. Timematrix: Analyzing temporal social networks using interactive matrix-based visualizations. *International Journal of Human-Computer Interaction*, 26(11-12):1031–1051, 2010.

[54] J. Zhao, M. Glueck, F. Chevalier, Y. Wu, and A. Khan. Egocentric analysis of dynamic networks with egolines. In *Proceedings of ACM Conference on Human Factors in Computing Systems*, pp. 5003–5014, 2016.

[55] J. Zhao, Z. Liu, M. Dontcheva, A. Hertzmann, and A. Wilson. Matrixwave: Visual comparison of event sequence data. In *Proceedings of ACM Conference on Human Factors in Computing Systems*, pp. 259–268, 2015.