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Abstract: An increasing availability and reliability of open-source geographical resources, options in design of mobile applications together with smartphones of a high quality, featuring top cameras and number of sensors, bring us an extraordinary opportunity to provide the visually impaired people with relevant and comprehensible information on their vicinity, and thus to improve their mobility in a sustainable environment. The paper presents an interactive tool based on a mobile application created for mobile devices with Android operation system, and on using the augmented reality. It is a tool to support safe and efficient mobility of blind people and people with severe visual limitations in a sustainable urban environment. The essential benefit from using this tool lies in preventing risky, possibly dangerous and hardly accessible places. The first part briefly presents the problem of the visually impaired including the forms of the visual impairment, personal and economic costs for the entire society and the importance of improving the mobility of this group of people. The second part of the paper introduces the current state of the problem being solved as well as some basic tools which were developed to bring the surrounding environment closer to the visually impaired. Further, the process of the mobile application development is described. The application is meant to indicate information on places where the visually impaired users of the application are present while walking in an external environment (including the distance to their destination); the pilot testing of the application by a selected groups of the visually impaired is introduced, too.
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1. Introduction

The visual impaired are people with a different kind and degree of visual abilities reduction. Common dioptic aids are not sufficient for this group of people which negatively impacts their everyday life. The visually impaired can be divided into four basic categories as follows: weak-sighted persons, persons with a binocular vision disorder, almost blind persons and blind persons. Weak-sighted people use a pair of powered glasses, helping them to orientate better while moving in public areas. Persons with a binocular vision disorder suffer from a failure in physiological interaction between the right and the left eye which causes issues in spatial perception. Almost blind persons can see blurry images (a dioptic pair of glasses is not helpful) or they only perceive light differences of their surroundings, and thus while moving outdoors (in open spaces) they need another person’s help. Blind persons suffer from a complete loss of visual perception and for the sake of a better notion of their surrounding they use a white cane, or a white cane and a guide dog while moving outdoors. In order to move and orientate this group of people...
compensates their impairment with senses-touch, hearing and smell [1]. For the sake of better comprehensibility, these four groups of people will be referenced as a blind people and people with a severe visual impairment in the following text of the paper.

Blind people and people with a severe visual impairment need to have clear and univocal identification marks of the surface available to ensure an individual and safe motion and orientation in an external environment [2]. They also need tactual and auditory information on their surrounding and services. The most frequent safety elements in public areas designed for blind people include a guideline, a guide zone in a pedestrian crossing, a signal zone to indicate a change of the motion route, a warning zone to alert to a possible risk and an information system about the surrounding and services secured with an auditory element [3]. The last mentioned element is the subject of the research study presented in our paper.

From the statistics perspective, out of 7.79 billion of the worldwide population, 49.1 million people were blind, 221.4 million people suffered from a moderate visual impairment, and 33.6 million people suffered from a severe visual impairment in 2020. The estimated number of the blind increased from 34.4 million in 1990 up to 49.1 million in 2020. The increase reached the value of 42.8% which can be considered alarming [4].

The visual impairment has significant personal as well as economic impacts. From the point of view of the age the personal impact is reflected in different levels. In case of small children, the severe visual impairment causes a belated development in all fields. Mostly, these are motoric, emotional, cognitive, communication and social functions of a child and their retardation may lead to lifelong consequences. The visual impairment significantly impacts the level of educational results of the child at school. In case of adults the quality of their life is seriously impacted, too. The adults with a severe visual impairment face a problem to become employed and actively participate in a social life [5]. This work and social exclusion from the society often leads to a higher degree of anxiety and depression. In case of the elderly population the significant sight degradation or blindness may contribute to an additional social isolation and many health problems and risks (e.g., frequent falls and development of fractures, often jeopardising the life) [6]. From the perspective of economic impacts, the visual impairment and blindness represent huge social costs. For example, the annual global costs of productivity losses associated with the vision impairment from uncorrected myopia and presbyopia alone estimated to be US$244 billion and US$25.4 billion (respectively) [7].

To reduce the effect of previously mentioned personal and economic impacts on the society it is important to support the independence and mobility of the visually impaired to the highest extent possible. This key aspect is also mentioned in the latest WHO World report on vision (2019) [8]. As part of the introduced activities WHO emphasises the need to develop technical tools which will contribute to a better quality of life of these people, including tools based on mobile phones usage.

Mobile devices are currently tools of everyday personal usage which enables using them to support many activities usually performed by their owners. Some of these activities are as follows: checking e-mail accounts, management of personal data needed for work with various systems (such as localisation systems which are helpful for planning the process of moving to places the user will visit, or for the orientation at places where they currently occur). Predominantly, these applications are aimed at persons without any visual impairment, and in some cases, they are rather not intuitive [9,10].

In order to integrate blind people and people with severe visual impairment into everyday life it is required to create applications which may be useful and easy-to-use, user friendly and very functional while accessing them which will enable to improve some aspects of everyday life of this group of people. For this purpose, it is possible to use current existing technologies which are of a big value for this group of people, as suggested in some studies that developed applications based on the augmented reality [11,12].

Based on multiple studies results we can declare that the usage of the augmented reality may lead to a better mobility and orientation of people suffering from a certain type
of visual impairment [13,14]. Thus, it is desirable to implement this technology to improve the way people with such a limitation can move, as well as to find out which applications use the augmented reality and which could be used for its implementation.

One of the main objectives of this research, which enables to meet the localisation and navigation needs of blind people and people with a severe visual impairment, was to develop a mobile application with the augmented reality that allows to manage the routes usually used by this type of population, in terms of their effectiveness and safety.

2. Materials and Methods

This section is divided into two parts: the first part describes the main theories the presented research is based on and which are fundamental to the understanding of this paper; in the second part, the methodology applied for the development of the “Interactive Model” is described.

2.1. Basic Conceptualisation

2.1.1. Mobility of People with Visual Impairments

While addressing the mobility of people with visual impairments it is necessary to take into account the disposition of spaces where these people can move, the degree how easy they can adapt to these spaces and places, how they can face obstacles so they do not hit against them, up to the moment when they reach better mobility and will be able to distinguish between “a closer space and a remote space” [15], (when the comparison is carried out using the detection of objects of a short reach with touch).

Some studies related to mobility and orientation [16–19] claim that the mobility does not only regard a person’s moving from one place to another, but it is also necessary to know where that person currently is, where want to go and what resources can use to reach final destination. When a visual impaired person acquires supporting information, can realise move in a better way because there are more inputs available [20]; these include some known properties of the environment [21] which can more or less help to identify these places. Thanks to knowing the characteristics and abilities of the spatial identification of the visual impaired it is possible to predict their behaviour in outer spaces [15] using various techniques that help to understand their way of orientation in open places more precisely.

2.1.2. Supporting Systems for Mobility of People with Disabilities

Supporting systems for mobility of people with the visual impairment can be divided by the group of the visually impaired users they are designed for. For persons with low vision, image enhancement applications have been developed; they are based on the improvement of the image, mostly through its stabilisation or enlargement. Furthermore, the image enhancements may be realised via improving the image contrast [22], transforming its colours [23] or highlighting the edges of the image [24]. Devices serving to provide feedback in a non-visual form (mostly in an auditory form) are intended for the blind. These devices can be classified by the distance of objects the identification of which they are aimed at. Local applications are used to identify objects which are in a short distance from the user (within their reach, thus they can touch and explore them hapticly). Such applications are usable in case of all such objects which do not contain a message in Braille labels. They are based on using auditory labels and this way they provide their user with an audio-haptic survey of the object. An example of such a system is CamIO system [25], which belongs to computer vision-based systems; it provides the user with a real-time audio feedback related to the object the user is touching. For the orientation in relation to objects which are farther from the visually impaired user, global applications are used. They provide directional information on close points of interest (POI) in their vicinity in order to facilitate the search of a route to the set destination and to improve their orientation in the environment they are currently in. Many of these systems are based on the location identification using GPS coordinates. For example, they include Loomis’s Personal Guidance System [26] and Nearby Explorer6 system by American Printing House
for the Blind. The main disadvantage of systems based on this type of localisation lies in an inaccurate resolution for approx. 10 metres in an urban space [27]. Therefore, there have been developed multiple additional systems which apply various localisation approaches to the location identification and which reduce the inaccuracy rate using tools, such as computer vision (SLAM systems) [28], Wi-Fi triangulation [29] or Bluetooth beacons [30,31]. These systems include Talking Signs tool which is based on the Remote Audible Infrared Signage [32], thus it uses the wireless communication to send encoded spoken versions of the contents of the signage, making it accessible for the blind people.

2.1.3. Spatial Orientation Using Mobile Phones

Intelligent mobile phones used nowadays have become supporting tools for the functioning of the entire society thanks to their numerous functionalities which besides others provide a technological platform to solve the process of moving and generating knowledge about the surrounding environment. On the other hand, there have been developed some applications which provide a higher level of comprehension and usability, as well as rigid applications with regard to their portability that allows their everyday usage; thanks to that they become more intuitive and comfortable for performing everyday activities [33,34].

Indoor environments bring a possibility to orientate better for the people with visual impairments because the influencing factors in their surroundings are usually not too strong (such as noise), since the sound is an essential element for the orientation of the visually impaired. Cognitive abilities, which these people have, should be known in advance because the auditory support has a big impact on the motion and recognition of objects, and it also provides a better use of intellect in indoor navigation of these people.

2.1.4. Using the Augmented Reality in a Mobile Device

The augmented reality offers the option to define a view on a physical environment of the real world whose elements are combined with virtual elements, and this way it provides the user with a mixed reality in real time. This mostly happens through mobile devices (tablets or smartphones) which usually also offer the option to increase the contents in a display system [35]. The augmented reality unites images in real time using a geographical location of the device and respective metadata which are saved on the server responsible for reporting the required coordinate. Many applications have been developed using the augmented reality with a Layar—an open-source platform, enabling the developers to create their own applications using the augmented reality; it supports interactive experiences and enables the configuration of a layer by distributions that customers or developers want to implement for the sake of a higher performance of the system. Layar is a tool which works as a browser for mobile devices, mostly for Android, which utilises pocket displays (handheld displays), that is a mechanism of a smartphone enabling the application of the augmented reality to generate a 3D image in a digital image [36]; it uses some internal tools, such as GPS (Global Position System) and a compass to identify the place the device points at, to determine its position; furthermore, with a camera and support for the motion sensor the recognition of the environment and then the reproduction of the image being captured are realised; Layar then collects information received with these elements, it performs the superposition of images and delivers processed and recognised data in a new image with real and virtual elements [37].

Based on the review of literature sources we consider that the main gap of the studies concerned with the development of supporting tools for the orientation and navigation of the visually impaired lies in the fact that the majority of them do not publish the results of user studies. It is also confirmed by the source [38] that was devoted to the review of research and innovation within the field of mobile assistive technology for the visually impaired. This aspect, together with very small sample sizes of users in cases when the results were published, complicates the realisation of a credible comparison of the tools from the users’ point of view, and even makes it impossible.
2.2. Methodology for the Development of the Interactive Model

The following subsection describes five phases of the research realisation process, from the development of the research concept up to the implementation of the proposed interactive system and its assessment by the target group of users.

2.2.1. Phase 1: The Identification of Key Routes for the Motion of Pedestrians

As part of this phase the city of Tunja, the capital of Boyacá district in Colombia, was determined as a suitable place for the development and testing of the proposed tool.

The city of Tunja presents several mobility and accessibility problems that are affecting mobility of impaired people. They are described in more detail in the source [39]. These problems are the reason for the need to identify routes that are convenient for visually impaired people in their daily outdoor mobility activities. These main routes’ recognition was effectuated by the members of the research team, and with advice from orientation and mobility instructors who work for a local association of the visually impaired, using on site observation and analysis techniques. These techniques were applied in order to recognise the sectors with possible greater traffic jams and pedestrian bottlenecks, and to identify the streets that are intended for pedestrians only or that combine lines for pedestrians and cars or any other means of transport. For the sake of the pilot study realisation, the center of the city was identified as the most appropriate and important part from the perspective of pedestrians’ mobility.

One of the main characteristics which influence pedestrian and automobile transport in the centre of Tunja is that streets are rather narrow and uncomfortable for the pedestrians’ movement. Thanks to the fact that the centre forms a relatively small part of the city the recognition of placement of the key research elements was rather easy. It was simple to identify three main sectors of the city centre: north, central and south sector, and in each of them to identify key points for the visually impaired who would move and orientate using the support of the developed mobile application. Then, there were identified sections and crossings which could have improved the orientation of the visually impaired people on these routes within the study being prepared. After the identification of each place, sector type and the routes, the research continued with the following phase.

2.2.2. Phase 2: The Assessment of Potential access Routes to the City Centre for People with Visual Impairments

After recognising these routes with a high frequency of pedestrians’ movement there were conducted surveys among the group of people which is the subject of the research; the goal was to find out properties of roads which are considered the most important ones while taking into account the following: accessibility, road signs, degree of obstacles, width of pavements, number of necessary turnings and crossings through a road intersection, elements of the traffic control, standard presence of the police, frequency of movement of vehicles and pedestrians.

2.2.3. Phase 3: The Mobile Application Development

In order to manage the information regarding the identified routes in the centre of Tunja there was developed an application for Android operation system which manages reference points and routes of pedestrians’ movement to support the mobility of the visually impaired or the blind. These groups of people can use the system to manage, administrate and utilise the information on their position through the GPS system in their own mobile device. For this purpose, 4+1 architectural view model and MVC (Model View Controller) were applied; they offer a layered development as well as objects with java J2EE technology. Moreover, there was verified the suitability of using web services and JSON integration as a service for the data transfer in the cloud and using MySql as a database tool. Afterwards, there was worked out the design of application and implementation of the mobile application screens and there was generated an Android, version 4.2, application which is compatible with the majority of smartphone versions.
2.2.4. Phase 4: The Implementation of the Augmented Reality

When the mobile application was developed the integration of Layar as a control tool for the augmented reality started. The aim was to provide complete information needed for safe and oriented mobility of the visually impaired on the route identified as the most convenient one. The usage of the augmented reality enables the acquisition of an indicator of the precise position of a person only with locating the smartphone at a reference point, occurring in their vicinity. It works as follows: based on the information from the camera the mobile application indicates signs of the given reference point, its proximity to the user and the other key points in that place.

2.2.5. Phase 5: The Testing of the Developed Application Functioning

Last but not least the functioning of the developed application had to be verified. The verification population sample consisted of the group of 9 people who suffer from a severe visual impairment (7 blind persons and 2 almost blind persons according to the categorisation presented at the beginning of this paper), who live in Tunja city and are associated with the local entity of the visually impaired. This association is made up of a group of visually impaired people who carry out all kinds of daily work activities. To select these testing participants some additional factors were also considered, such as: technological skills, usage of devices, time availability to perform the application verification, acceptance of this kind of product, etc.

Ethical Statement was signed by all the participants prior to the realisation of functionality acceptance and usability testing.

The problem of the small sample size in terms of the evaluation of developed supporting tools for mobility of the visually impaired occurs in this specific kind of studies quite often. In the source Basosi (2020) the usability testing of navigation for guiding the visually impaired inside the campus was conducted with five blindfolded respondents. In [40] the AR4VI tool, designed for navigation of low vision or blind people using the augmented reality menu through a relief map and a fiducial marker board, was tested by a focus group of five blind adults. Usability of the system that embeds rich textual descriptions of objects and locations in wiki OpenStreetMap, presented in the source [41] was evaluated by 10 visually impaired participants. In the source [42] authors identified that the even majority of this kind of research works do not publish results of user studies, so the realisation of any comparison of the tools from the users’ point of view is very complicated.

3. Results

This part introduces main research results related to the realisation of each of the phases mentioned above, and the related discussion.

3.1. The Identification of Key Routes and Their Assessment

In this section the development of the activities carried out in phases 1 and 2 of the proposed method is presented.

In the first phase of the presented research, the characteristics of access routes were identified; they would be used as strategic places for the selection of information available to the users through georeferences of routes creating the Tunja city centre with the support for digital maps and Google Maps API platform.

As an example of the assessment process, the evaluation of route: “Plazoleta los Muiscas” to “Plaza de Bolívar” is described. This route starts on “Plaza De Las Nieves” and ends on “Plaza de Bolívar”, while moving along the route on “Carrera 9”. There on this route, in the first reference point a famous tourist attraction: “Parque Pinzón” is located, it includes “San Agustin” library; the second reference point in the north-south direction is the educational institution of “Colegio de Boyacá”, and the third reference point is the “Edificio de los Juzgados” (See Figure 1). Even though this route in the south-north direction is utilised for motorised transport as well, the pedestrian part of the route is a bit narrow and quite uneven; thus, pedestrians without any visual impairments use it to a
rather small extent. Table 1 presents individual items used for the route evaluation. The characteristics of the route (that were considered in the evaluation) were selected on the basis of consultation with orientation and mobility instructors for the visually impaired who work for a local association of the visually impaired in the city of Tunja.

Figure 1. The Map of the Evaluated route.

Table 1. The Assessment of the Suitability of a Potential Route for Visually Impaired Pedestrians.

| The Characteristics of the Route | High | Acceptable | Moderate | Low |
|---------------------------------|------|------------|----------|-----|
| Pavement width                  | X    |            |          |     |
| Frequency of pedestrians’ movement |      |            |          |     |
| Frequency of vehicles’ movement |      |            |          |     |
| Degree of obstacles             |      | X          |          |     |
| Number of turnings              |      | X          |          |     |
| Number of zebra crossings       |      |            | X        |     |
| Traffic signalling              |      |            | X        |     |
| Markings for the visually impaired | X    |            |          |     |
| Standard presence of the police |      |            |          |     |
| Existence of reference points   |      |            |          | X   |

3.2. The Mobile Application Development (Phase 3)

The development of the mobile application for the visually impaired followed. The first step in the development of this mobile application was the analysis of Google maps as sources of geographical information due to an easier instant update of changes in the placement of reference points in the city. The second step was to obtain coordinates (latitude and longitude) according to principles described in the source [43]. This activity is
carried out through the activation of a GPS device. The GPS system activation is performed automatically in the mobile application while a warning message is displayed on the screen, informing on the navigation system activation. The third step was the definition of the system characteristics that are specific to blind people and people with a severe visual impairment, which include:

- The application has to be ergonomic, i.e., the menu options are appropriately placed and are of an adequate size for the control using a finger.
- Screens should be simple and they should not contain much information.
- The system must be fully compatible with any system for reading the screen including the mobile device operation system.
- The system must be eyes-free and operational and controlled with voice.
- The system must easily manage the information required by the user.
- The navigation system must be able to instantly mark geographical points which the visually impaired people move through.
- The augmented reality must support the information accessibility of places which should stand for reference points.
- Each reference point must contain a warning, marking its proximity as well as related information depending on the distance from the place the user is located in.

Based on the characteristics mentioned above a list of requirements for the mobile application was generated. The list includes functional requirements (Register a user, Register the current position, Activate GPS, Enter the route, Register a reference point, Select a route, Classify the route by the risk level, Access to the map with the current position, Recognise the reference point by the augmented reality) and non-functional requirements (Styles of List menu, Setup of parameters, Indication sounds, Background colour, Time needed for the position update, Remember the registered user, Navigation among screens, Swivel and display of a map).

Then, the architecture of the application was defined (Figure 2) which is governed by the principles of design patterns, safety, data protection, performance, data flow and transfer, data distribution, code maintenance and MVC (Model View Controller) model usage together with the application of layers which are as follows:

- Display layer: It comprises a graphic user interface (GUI) of the system and interfaces of Android activities where access screens of applications unified via Google Maps API as a manager of routes and reference points are created. Layar as a layer of visualisation for the management of the augmented reality marks points which create/integrate the chosen route.
- Business logic layer: There in this layer Dijkstra algorithm and DAO connections classes and data management are implemented in order to control logic which ensures the information control and data management for an end user. As part of this layer and on the basis of predefined parameters the algorithm calculates an optimal route for a visually impaired user.
- Data model layer: There occur entities which execute the management of database tables as well as data sorters that are used during the information processing; this layer also includes control elements as well as XML files which serve for the check of sending data into a database, JSON classes which are responsible for the output of application data into MySql database, input management and their reading in order to manage information and their respective processing in the Business logic layer.
Display layer: It comprises a graphic user interface (GUI) of the system and interfaces of Android activities where access screens of applications unified via Google Maps API as a manager of routes and reference points are created. Layar as a layer of visualisation for the management of the augmented reality marks points which create/integrate the chosen route.

Business logic layer: There in this layer Dijkstra algorithm and DAO connections classes and data management are implemented in order to control logic which ensures the information control and data management for an end user. As part of this layer and on the basis of predefined parameters the algorithm calculates an optimal route for a visually impaired user.

Data model layer: There occur entities which execute the management of database tables as well as data sorters that are used during the information processing; this layer also includes control elements as well as XML files which serve for the check of sending data into a database, JSON classes which are responsible for the output of application data into MySql database, input management and their reading in order to manage information and their respective processing in the Business logic layer.

In the proposed architecture, the first component is visualised, which is the database hosted on a server located on the web, with a MySql version 5.0 storage engine. The relational model of the developed application is presented in Figure 3.

This model supports the actions of location, insertion and calculation of routes, user administration and location of people, according to where they are, depending on the route indicated and the places that can serve as a reference points.

The representation of Layar layer (the augmented reality support) shown in Figure 4 presents a relational model of two tables that are in charge of managing the stored information, responding to the queries and displaying the location of the places that have been saved as a reference points.
3.3. The Implementation of the Augmented Reality

As a supporting tool for the localisation and mobilisation of the sightless on the identified routes the augmented reality was implemented into the developed mobile application. The application of this component allows for the graphic interface to be understandable for a visually impaired person, and this way they can easily interact with the device. The implementation of Layar as an API was accomplished; it provides full functionality for the content management, such as entering places serving as a reference point for the sightless, and a voice indication with a brief description of the place the person is becoming closer to.

As part of the implementation of the augmented reality into the mobile application the following activities were performed:

- Formation of Layar layer: This open-source API interface is integrated in the application, namely into the layer of persistence through JSON files.
- The integration of Layar layer with the mobile application: Storing routes and reference points: The user selects the option “Find yourself”. There in this step the screen with the map and the place of the current user’s position is displayed so they can identify the Maps module. The application uses the audio to suggest that the user is entering the place through a digital medium. There in the top right part of the screen a menu is displayed. Here the user can select the destination they want to reach (Figure 5), they select the required route and they return onto the map with the marked route. This enables to read places which are marked as reference points, and all of this happens on the information level. In the moment when the user starts moving to another place, the application is responsible for the indication of the following reference point they are coming to, using an auditory signal (Figure 6).

While marking routes some places which were already managed before are marked. The chosen route is configured on the basis of reference points and the distance which is calculated by the application.

After the data modelling, the process of data treatment continues with a lower or a persistence layer which is in charge of mapping all the entities in order for them to be persistent and understandable by the programming language (JAVA).
for the content management, such as entering places serving as a reference point for the sightless, and a voice indication with a brief description of the place the person is becoming closer to.

As part of the implementation of the augmented reality into the mobile application the following activities were performed:

• Formation of Layar layer: This open-source API interface is integrated in the application, namely into the layer of persistence through JSON files.

• The integration of Layar layer with the mobile application: Storing routes and reference points: The user selects the option “Find yourself”. There in this step the screen with the map and the place of the current user’s position is displayed so they can identify the Maps module. The application uses the audio to suggest that the user is entering the place through a digital medium. There in the top right part of the screen a menu is displayed. Here the user can select the destination they want to reach (Figure 5), they select the required route and they return on to the map with the marked route. This enables to read places which are marked as reference points, and all of this happens on the information level. In the moment when the user starts moving to another place, the application is responsible for the indication of the following reference point they are coming to, using an auditory signal (Figure 6).

Figure 5. Screen: Management of a Route.

While marking routes some places which were already managed before are marked. The chosen route is configured on the basis of reference points and the distance which is calculated by the application.

Figure 7 shows how to obtain information on reference places which will help the user to recognise their vicinity and their current position better. This way using an auditory indicator they are able to determine how far they are from the places they are approaching to.

Figure 6. Screen: Selection of a Route.

Figure 7. Screen Layar.
Figure 7 shows how to obtain information on reference places which will help the user to recognise their vicinity and their current position better. This way using an auditory indicator they are able to determine how far they are from the places they are approaching to.

Figure 7. Screen Layar.

3.4. The Testing of the Developed Application Functioning

The last step of the presented research was the phase aimed at conducting the function tests. The sample consisted of 9 visually impaired persons who provided qualitative replies and suggestions for the tested application. The evaluation part consisted of 28 questions divided into three main sections. The following methods were used for the evaluation: multiple choice questions, and assessment using a Likert scale. The main objective of this research was to determine any possible difficulties that participants experienced in their navigation on the predefined route, and to express their ideas on the following features of the application:

- Application acceptance: To verify this parameter a survey on the need to own an application of this type was conducted; its questions allowed knowledge of the usefulness of the application for everyday usage for the visually impaired, its strengths and weaknesses, the extent to which this application fulfills expectations of users regarding the improvement of their mobility. The replies showed that the application characteristics being evaluated fulfilled the users’ expectations with respect to improving the quality of their life, movement process control, application functioning and the interface design, up to 78% in total, since some replies suggested a need for improving the application’s design and functioning. Some users that had no previous experience with similar navigation tools perceived the work with the application a little bit complicated in the beginning of its use, but after gaining the experience they evaluated it positively. Not all of the participating users were interested in the possibility to share their notes on the route with other users.

- Interfaces management (work with interfaces): The interfaces management is a crucial point in the development of an application for people with a visual impairment because some of the requirements include: the application must be simple and intuitive; it must contain a small scope of items for reading and it must contain supporting tools for reading and writing. Thus, during the application development the voice sign-in
was considered in order to use features, such as personalisation of routes the user wishes to register, visualisation and auditory description of routes selected as own ones for which some text boxes, e.g., coordinates, are automatically recorded so the user (the sightless person) can manage information they prefer and consider necessary for their everyday movement across the city.

- Navigation in the application (navigability of application): When speaking about the navigation in the application, what is important is that the users must first of all undergo the registration process that allows them to configure and customise parameters for their mobility. Each user is then assigned login credentials whose application is conditioned with the need to have an active Android-supported system TalkBack (a Google screen reader integrated in Android devices which allows eyes-free control and navigation) installed on their phones for the sake of validation. The system enables to read screens and functions for the phone management. The user is responsible for the selection of features they consider necessary for the management and control of the application (Enter the current position, Show the map, Enter the reference point, such as the name of the route or route segments). The initial testing processes which the user was engaged in demonstrated a high degree of acceptance, because the process was simple and well navigated with a voice module.

However, when thinking of functioning and navigability, one of the items mostly appreciated by users in the process of testing was the added value of the calculation of the most acceptable, adequate and least dangerous route for their movement among reference points. The users stated that this function brought them a reduction in time spent on the route as well as a higher degree of safety because while moving round the city centre they felt less exposed to everyday risks.

Users also positively evaluated the descriptions of the places that constitute their route by the use of the augmented reality, indicating information about the place, user’s proximity to it and the reference points that are next to this place. This information helped them to feel better oriented during their movement on the identified route and to have better awareness of their surroundings that is needed for safer mobility. The use of the augmented reality together with the possibility to add detailed descriptions of the objects and locations on their route can be highlighted as an aspect that differentiates this application from other navigation tools for the visually impaired.

Users generally appreciated the prototype; they found the tool attractive and useful. They also provided some ideas for future work. For example, they suggested extending its functionalities to real-time objects recognition.

4. Discussion

Based on the data presented in the introductory part of this paper it is clear that the increase and ageing of the world population lead to an increasing number of the visually impaired people globally. This type of disability has become a growing barrier while performing a wide range of common everyday activities which require an access to visual information. This disability also has a significant impact on the visually impaired people’s mobility and movement, especially in public areas. In case of the moving activity, it is often necessary to actively interact with different devices which contain important visual information, and the overwhelming majority of them are not tailored to needs of the visually impaired. Even though, the number of technological solutions for the mobility support increases, the majority of them is usable for persons with the visual impairment only partially or not at all [44].

The trend towards worsening the population’s sight worldwide is also confirmed by the WHO World report on vision [8], which provides evidence on the magnitude of eye conditions and vision impairment globally. The key proposal of the report is that all countries should provide integrated services aimed at people with the visual impairment which will ensure that throughout their entire life these people are provided with care and
support based on their individual needs which will contribute to improving the quality of their life to the highest extent possible.

It is the tool introduced in this paper that could significantly contribute to the fulfilment of the given goal. Major benefits of its usage with regard to its pilot application in Tunja city can be summarised as follows:

Thanks to the conducted survey it was possible to identify and recognise routes in Tunja city not only in terms of their location and type, but also in relation to the importance of these routes for the target audience of the conducted research which enabled to sort these routes by the needs of the visually impaired, to distinguish possible routes for everyday commuting, and thus to improve the everyday mobility of these persons.

The identification of mobility needs of the visually impaired allows for the identification of routes and segments of the city in order to suggest some technological tools that will be tailored to these needs. There in our research this information contributed to the development of the application which is tailored to the target audience from various aspects. In addition to other aspects this application takes into account the degree of obstacles, number of pedestrians, traffic flow of vehicles (depending on the peak and valley hours of car transport), risk rate of the route (number of turnings and zebra crossings through a road communication while using the given route), standard presence of the police, existence of reference points, existence of markings for the sightless, etc. This way it enables to propose options for the visually impaired to move safely and calmly in the city streets. During the pilot testing of the suggested tool users highly appreciated the sense of security they felt while using the routes suggested by the application.

5. Conclusions

Based on the data presented in the introductory part of this paper it is clear that the increase and ageing of the world population lead to an increasing number of visually impaired people globally. This type of disability has become a growing barrier while performing a wide range of common everyday activities which require an access to visual information. This disability also has a significant impact on the visually impaired people's mobility and movement, especially in public areas. In case of the moving activity it is often necessary to actively interact with different devices which contain important visual information, and the overwhelming majority of them are not tailored to needs of the visually impaired. The tool introduced in this paper was designed on the basis of the identification of mobility needs of the visually impaired. It is takes into account some different aspects that are specific to this group of people.

The developed application contains information needed for the identification of the most optimal route which is suggested to be used by the visually impaired while they are moving from a defined leaving point to a desired target point. During the identification and configuration of this route, the mobile application, through algorithms based on first-order logic, compares obtained qualitative values of 4-level rating scale (high, acceptable, medium, low) of predefined parameters (pavement width, frequency of pedestrians' movement, frequency of vehicles' movement, degree of obstacles, number of turnings, number of zebra crossings, traffic signalling and markings for visually impaired, standard presence of the police and existence of reference points), in order to discard the shorter routes that that involve a high degree of risk for the mobility of visually impaired. Identification and evaluation of these parameters was carried out by orientation and mobility experts and it is described more in detail in Section 3.1. Example of the assessment of the suitability of a potential route for visually impaired is provided in Table 1.

The essential benefit of tool usage is derived from all these aspects. It lies in preventing risky, possibly dangerous and hardly accessible places by the visually impaired. During the pilot testing of the suggested tool users highly appreciated the sense of security they felt while using the routes suggested by the application.

The main added value of designed application is that it is highly personalised. The visually impaired have some specific interest points as well as routes they usually use to
access them. The presented mobile application makes it possible to add information about some well-known and regularly used routes to the system, as well as to include orientation points (these may be any long-term static objects, such as a fountain, kiosk, etc.) as a tag into these routes for the sake of a better orientation. The general database of reference objects is updated with this information upon their verification and acceptance by the system admin. This is possible also thanks to the platform management and personalisation of each of the created profiles which are a source for creating a knowledge database and an information database. The integration of the augmented reality into the developed application allows to improve the information on places which are indicated as the most frequent ones by visually impaired users on a certain route.

Another important point, that sets this application apart from other navigation tools which are supporting the visually impaired people’s mobility, is the possibility for the community participation which aims to assess the routes and related reference points from the point of view of their suitability for this group of people. The goal is to build some quality information databases connection of which enables to determine optimal routes for the mobility of this group of people.

The fact that the application is based on utilising the Google APIs interfaces means that the developed application can be customised to every city or geographical region where it is required by the population, even in case of population which does not need to be necessarily blind or visually impaired because travellers or tourists who do not know the surrounding environment could also use this tool with the voice support to know it. All of this allows for opening the door to the development of new applications on the local or national level with the support of the augmented reality as a resource for fostering the orientation and information exchange.

Presented study had also limitations that we would prefer to overcome in the next work. Our further research will be focused on the verification of the application in other environments as well as on testing its functioning by a bigger sample of users with different degrees of the visual impairment. Based on the results of the conducted research individual elements will be fine-tuned from the point of view of their design and functionality. In the future we would prefer to extend the application with real-time objects recognition which would enable its usage in a wider scope to recognise obstacles on the road for the visually impaired. This function would be excessively beneficial to the movement of the visually impaired.
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