K-GROUPS OF RECIPROCITY FUNCTORS

FLORIAN IVORRA AND KAY RÜLLING

Abstract. In this work we introduce reciprocity functors, construct the associated K-group functor of a family of reciprocity functors, which itself is a reciprocity functor, and compute it in several different cases. It may be seen as a first attempt to get close to the notion of reciprocity sheaves imagined by B. Kahn. Commutative algebraic groups, homotopy invariant Nisnevich sheaves with transfers, cycle modules or Kähler differentials are examples of reciprocity functors. As commutative algebraic groups do, reciprocity functors are equipped with symbols and satisfy a reciprocity law for curves.
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INTRODUCTION

Let $F$ be a perfect field. In this work we introduce a notion of reciprocity functors. Early in the 90’s, B. Kahn already suggested to use the local symbol of M. Rosenlicht and J.-P. Serre [26, 32] for smooth commutative algebraic groups in order to develop a theory which contains algebraic groups and homotopy invariant Nisnevich sheaves with transfers, see e.g. [10]. Our approach is inspired by his idea, and in this work reciprocity functors are introduced as functors defined over finitely generated field extensions of $F$ and regular curves over them. Besides the above examples we also show that the absolute Kähler differentials are reciprocity functors in our sense.

Given reciprocity functors $\mathcal{M}_1, \ldots, \mathcal{M}_n$, our main construction is a reciprocity functor $T(\mathcal{M}_1, \ldots, \mathcal{M}_n)$ that we call the K-group of $\mathcal{M}_1, \ldots, \mathcal{M}_n$, although it is much more than a group, it is a reciprocity functor. This construction is related to the K-group associated by M. Somekawa in [33] with a family of semi-Abelian varieties and its variants introduced in [25, 2, 12]. But notice that even in the case the Somekawa type K-group of reciprocity functors $\mathcal{M}_1, \ldots, \mathcal{M}_n$ is defined there is no direct comparison with the reciprocity functor $T(\mathcal{M}_1, \ldots, \mathcal{M}_n)$ we construct. Nevertheless, we compute this K-group of reciprocity functors in several cases and comparing these results with the computation of the corresponding Somekawa type K-groups in [25, 2, 18] we conclude that these groups agree in these cases. As a new example we show, as expected by B. Kahn, that

$T(G_a, G_m, \ldots, G_m)$

evaluated at a characteristic zero field $k$ computes the $n$-th group of absolute Kähler differentials of $k$, $\Omega^n_{k/\mathbb{Z}}$. In a recent preprint T. Hiranouchi [12] obtains a similar result using a Somekawa type K-group.

Detailed description of this work

Let $F$ be a perfect field and $S = \text{Spec } F$. A point over $S$ or - for short - a $S$-point is the spectrum of a finitely generated field extension and we denote by $\text{Reg}^\leq 1$ the category with objects the regular $S$-schemes of dimension $\leq 1$, which are separated and of finite type over some $S$-point. As in [36] we can define the category $\text{Reg}^{\leq 1}\text{Cor}$, which has the same objects as $\text{Reg}^{\leq 1}$ but finite correspondences as morphisms.

Inspired by B. Kahn’s idea to use Rosenlicht-Serre’s treatment of local symbols for smooth connected and commutative algebraic groups over an algebraically closed field in order to develop a theory that contains algebraic groups and homotopy invariant Nisnevich sheaves with transfers, we define a reciprocity functor to be a presheaf $\mathcal{M}$ of Abelian groups on $\text{Reg}^{\leq 1}\text{Cor}$, which satisfies the following conditions:

(Nis) $\mathcal{M}$ is a sheaf in the Nisnevich topology on $\text{Reg}^{\leq 1}$.

(FP) For all connected $X \in \text{Reg}^{\leq 1}$ with generic point $\eta$, the group $\mathcal{M}(\eta)$ is the stalk in the generic point of $\mathcal{M}$ viewed as a Zariski sheaf on $X$.

(Inj) For all connected $X \in \text{Reg}^{\leq 1}$ and all non-empty open subsets $U \subset X$, the restriction map $\mathcal{M}(X) \hookrightarrow \mathcal{M}(U)$ is injective.
(MC) For all regular projective and connected curves $C \in \text{Reg}_{\leq 1}$, all non-empty open subsets $U \subset C$ and sections $a \in \mathcal{M}(U)$, there exists an effective divisor $m$ with support equal to $C \setminus U$ and such that

$$\sum_{P \in U} v_P(f) \text{Tr}_{P/x_C}(s_P(a)) = 0,$$

where $f$ is any non-zero element in the function field of $C$, which is congruent to 1 modulo $m$ (i.e. $\text{div}(f - 1) \geq m$ on $C \setminus U$), $v_P$ is the discrete valuation associated with the closed point $P \in C$, $s_P : \mathcal{M}(U) \to \mathcal{M}(P)$ is the specialization map, which is simply given by the pullback along the natural inclusion $P \to U$, $x_C = \text{Spec} \, H^n(C, \mathcal{O}_C)$, and $\text{Tr}_{P/x_C} : \mathcal{M}(P) \to \mathcal{M}(x_C)$ is the pushforward along the finite map $P \to x_C$.

The condition (MC) is nothing but the modulus condition from [32]. As suggested by B. Kahn, examples of reciprocity functors are (see §2):

- Smooth commutative algebraic groups over $S$. (This essentially follows from a theorem of M. Rosenlicht [24].)
- Homotopy invariant Nisnevich sheaves with transfers in the sense of [36].
- The Nisnevich sheafification of $X \mapsto H^1_{\text{ét}}(X, \mathbb{Q}/\mathbb{Z})$.
- Rost’s cycle modules. (This can be seen as a consequence of the example above and [2], but also follows directly from the axioms of cycle modules.)

As a particular case, we also obtain that

- for any smooth projective variety $X$ over $S$ of pure dimension $d$ and any $n \geq 0$ the functor on $S$-points $x \mapsto \text{CH}^{d+n}(X, n)$ defines a reciprocity functor, where $\text{CH}^{d+n}(X, n)$ denotes Bloch’s higher Chow functors.

Furthermore for all $n \geq 0$,

- absolute Kähler differentials, $x \mapsto \Omega^n_{x/S}$, define a reciprocity functor.

As already observed by B. Kahn, one can use the same computations as in [32] to show that a reciprocity functor $\mathcal{M}$ has local symbols. More precisely, if $C$ is a regular projective and connected curve over some $S$ then for all closed points $P \in C$ there exists a bilinear map

$$(\cdot, -)_P : \mathcal{M}(\eta) \times \mathbb{G}_m(\eta) \to \mathcal{M}(x),$$

which is continuous, when $\mathcal{M}(\eta)$ and $\mathcal{M}(x)$ are equipped with the discrete topology and $\mathbb{G}_m(\eta)$ with the $\mathfrak{m}_P$-adic topology ($\mathfrak{m}_P$ the maximal ideal in the local ring of $C$ at $P$) and satisfies $(a, f)_P = v_P(f) \text{Tr}_{P/x}(s_P(a))$, for all $a \in \mathcal{M}(C, P)$, and the reciprocity law $\sum_{P \in C} (a, f)_P = 0$.

These local symbols provide an increasing and exhaustive filtration $\text{Fil}^n_{\eta} \mathcal{M}(\eta)$, where $\text{Fil}^0_{\eta} \mathcal{M}(\eta) = \mathcal{M}(C, P)$ and $\text{Fil}^n_{\eta} \mathcal{M}(\eta)$ is the subgroup consisting of the elements $a \in \mathcal{M}(\eta)$ such that $(a, 1 + \mathfrak{m}_P^n)_P = 0$.

**Main results**

Now let $\mathcal{M}_1, \ldots, \mathcal{M}_n$ and $\mathcal{N}$ be reciprocity functors. Then a $n$-linear map of reciprocity functors $\Phi : \mathcal{M}_1 \times \cdots \times \mathcal{M}_n \to \mathcal{N}$ is a $n$-linear map of sheaves, which is compatible with pullback, satisfies a projection formula, and the following condition

$$(L3) \quad \Phi(\text{Fil}^r_{\eta} \mathcal{M}_1(\eta) \times \cdots \times \text{Fil}^r_{\eta} \mathcal{M}_n(\eta)) \subset \text{Fil}^r_{\eta} \mathcal{N}(\eta),$$

for all regular projective curves $C$ with generic point $\eta$ and $P \in C$ a closed point and all positive integers $r \geq 1$. We denote by $n-\text{Lin}((\mathcal{M}_1, \ldots, \mathcal{M}_n; \mathcal{N}))$ the group of $n$-linear maps as above. Then the main theorem of this article is the following:
Theorem (see Theorem 4.2.4). The functor $RF \to (\text{Abelian groups}), \mathcal{N} \mapsto \text{Lin}(\mathcal{M}_1, \ldots, \mathcal{M}_n; \mathcal{N})$ is representable by a reciprocity functor

$$T(\mathcal{M}_1, \ldots, \mathcal{M}_n).$$

We call $T(\mathcal{M}_1, \ldots, \mathcal{M}_n)$ the K-group of $\mathcal{M}_1, \ldots, \mathcal{M}_n$, although it is much more than a group, it is a reciprocity functor. We would like to call this a tensor product, unfortunately it is not clear whether associativity is satisfied (one reason is the condition (L3)). But we have commutativity, compatibility with direct sums and the constant reciprocity functor $\mathbb{Z}$ is a unit object.

In [18], B. Kahn and T. Yamazaki prove the following isomorphism

$$K(F, F_1, \ldots, F_n) \cong \text{Hom}_{\text{DM}^e}(\mathbb{Z}, F_1 \otimes \cdots \otimes F_n) (\ast)$$

where the $F_i$’s are homotopy invariant Nisnevich sheaves with transfers, the left hand side is a Somekawa type K-group and the right hand side is the group of morphisms in Voevodsky’s category of effective motivic complexes. The analogy of Somekawa’s K-groups with our K-groups of reciprocity functors suggested the following theorem:

Theorem (see Theorem 5.1.8). Let $F_1, \ldots, F_n \in \text{HI}_{\text{Nis}}$ be homotopy invariant Nisnevich sheaves with transfers. There exists a canonical and functorial isomorphism of reciprocity functors

$$T(F_1, \ldots, F_n) \cong (F_1 \otimes \text{HI}_{\text{Nis}} \cdots \otimes \text{HI}_{\text{Nis}} F_n).$$

Let us emphasize that the definition of the K-group of reciprocity functors is different from the Somekawa type one. In particular the above theorem does not follow from the isomorphism $(\ast)$. Let us also point out that it is a priori not clear how the K-group of reciprocity functors associated with semi-Abelian varieties compare with the Somekawa K-groups. If follows from Kahn-Yamazaki’s isomorphism [18] and the above Theorem that $T(G_1, \ldots, G_n)(S)$ with $G_i$ semi-Abelian varieties equals Somekawa’s K-group $K(F, G_1, \ldots, G_n)$.

In the same way as in [18] we obtain as a corollary:

Corollary (see Corollary 5.2.5). Let $X_1, \ldots, X_n$ be smooth projective schemes over $S$ of pure dimension $d_1, \ldots, d_n$ and $r \geq 0$ an integer. Then for all $S$-points $x$ we have an isomorphism

$$T(CH_0(X_1), \ldots, CH_0(X_n), G_m^0 \times \cdots \times G_m^0)(x) \cong CH^{d+r}(X_1, x \times \cdots \times X_n, x, r)$$

where $d = d_1 + \cdots + d_n$.

Using a variant of Somekawa’s K-groups on the left hand side the above isomorphism was proven by W. Raskind and M. Spieß in [25] (case $r = 0$) and by R. Akhtar in [2] (case $r \geq 0$). We can use this as in [33] or [25] to determine the kernel of the Albanese map of a product of smooth projective and connected curves over $S = \text{Spec } F$, where $F$ is algebraically closed.

Further we can also calculate by hand:

Theorem (see Theorem 5.3.3). For all $n \geq 1$ and all $S$-points $x = \text{Spec } k$, there is a canonical isomorphism

$$T(G_m^n)(x) \cong K_M^n(k),$$

where $K_M^n(k)$ denotes the $n$-th Milnor K-group of $k$.

Observe that combining the corollary above in the case $n = 1$ and $X_1 = S$ with this theorem, we get the Nesterenko-Suslin theorem $CH^n(k, n) \cong K_M^n(k)$. But actually to prove the above theorem we use more or less the same methods as Yu. Nesterenko and A. Suslin, so it is not really a new proof of their theorem.
**Theorem** (see Theorem 5.4.7). Assume $F$ has characteristic zero. Then there is an isomorphism for all $S$-points $x$

$$\theta : \Omega^n_{x/\mathbb{Z}} \xrightarrow{\cong} T(G_a, \mathbb{G}_m^\times)(x).$$

Combining the above theorem with the theorem of S. Bloch and H. Esnault in [5] which identifies $\Omega^{n-1}_{x/\mathbb{Z}}$ with the additive higher Chow groups of $x$ of level $n$ (and with modulus 2), we obtain

$$T(G_a, \mathbb{G}_m^\times)(x) \cong \text{CH}^n(x, n, 2).$$

This result does not hold in positive characteristic. The reason is essentially that in positive characteristic the algebraic group (or the reciprocity functor) $G_a$ has more endomorphisms than in characteristic zero, namely the absolute Frobenius comes into the game. This forces the following:

**Corollary** (see Corollary 5.4.12). Assume $F$ has characteristic $p > 0$. Then for all $S$-points $x$ we have a surjective morphism

$$\Omega^n_{x/\mathbb{Z}} / B_\infty \twoheadrightarrow T(G_a, \mathbb{G}_m^\times)(x)$$

and the following commutative diagram

\[
\begin{array}{ccc}
\Omega^n_{x/\mathbb{Z}} / B_\infty & \xrightarrow{C^{-1}} & \Omega^n_{x/\mathbb{Z}} / B_\infty \\
\downarrow & & \downarrow \\
T(G_a, \mathbb{G}_m^\times)(x) & \xrightarrow{F \otimes \text{id}} & T(G_a, \mathbb{G}_m^\times)(x),
\end{array}
\]

where $F : G_a \to G_a$ is the absolute Frobenius, $C^{-1} : \Omega^n_{x/\mathbb{Z}} \to \Omega^n_{x/\mathbb{Z}} / d\Omega^{n-1}_{x/\mathbb{Z}}$ is the inverse Cartier operator and $B_\infty$ is the union over $B_n$, where $B_1 = d\Omega^{n-1}_{x/\mathbb{Z}}$ and $B_n$ is the preimage of $C^{-1}(B_{n-1})$ in $\Omega^n_{x/\mathbb{Z}}$ for $n \geq 2$.

We don’t know whether the above map is an isomorphism. The above theorem and the corollary should be compared to [12], where T. Hiranouchi defines a variant of Somekawa’s K-groups for perfect fields in which one can also plug in $G_a$ (and also Witt group schemes) and in [12, Theorem 3.6] he proves $\Omega^n_{x/\mathbb{Z}} \cong K(F; G_a, \mathbb{G}_m^\times)$. (Notice that in positive characteristic this is just a vanishing result for the K-group, which for our group also follows from the above corollary.)

The following theorem was suggested to us by B. Kahn.

**Theorem** (see Theorem 5.5.1). Assume $\text{char}(F) \neq 2$. Let $\mathcal{M}_1, \ldots, \mathcal{M}_n$ be reciprocity functors. Then

$$T(G_a, \mathcal{M}_1, \ldots, \mathcal{M}_n) = 0.$$
Conventions and notations

We fix the following notation and conventions.

1. \( F \) is a perfect field and \( S = \text{Spec} \ F \) is our base point. A point \( x \) over \( S \) is a morphism \( \text{Spec} \ k \to S \), where \( k \) is a finitely generated field extension over \( F \). By abuse of notation we will also say that \( x = \text{Spec} \ k \) is a point over \( S \), meaning that it comes with a fixed morphism to \( S \) and (by even more abuse) we will simply say \( x \) is a \( S \)-point. If not said differently cartesian products of schemes are over \( S \).

2. \( R \) is a commutative ring with 1 and we denote by \((R - \text{mod})\) the category of \( R \)-modules.

3. By a curve over a \( S \)-point \( x \) we mean a pure 1-dimensional scheme, which is separated and of finite type over \( x \). Points on a curve \( C \) over a \( S \)-point \( x \), which are denoted by capital letters like \( P, Q, P', \ldots \in C \) are always meant to be closed points; if \( C \) is irreducible its generic point will be denoted by \( \eta_C \) or just by \( \eta \) if no confusion can arise.

4. If \( X \) is a scheme and \( x \in X \) is a point, we denote by \( \kappa(x) \) its residue field, if \( X \) is integral and \( \eta \) is its generic point then we also write \( \kappa(X) = \kappa(\eta) \) for its function field.

5. If \( f : X \to Y \) is a morphism of \( S \)-schemes we denote by \( \Gamma_f \subset X \times Y \) its graph and by \( \Gamma^t_f \) its transpose.

6. If \( C \) is a regular connected curve over a field and \( P \in C \) is a closed point, then we set for a positive integer \( n \)
\[
U^{(n)}_P := 1 + m^n_P,
\]
where \( m_P \subset O_{C,P} \) denotes the maximal ideal. Further we denote by \( v_P : \kappa(C) \to \mathbb{Z} \cup \{\infty\} \) the normalized discrete valuation associated with \( P \).

If \( D \to C \) is a finite and surjective morphism between regular curves over a field, sending a closed point \( Q \in D \) to \( P \in C \), we will denote by \( e(Q/P) \) and \( f(Q/P) = [\kappa(Q) : \kappa(P)] \) the ramification index and the inertia degree, respectively.

7. If \( X \) is an integral scheme we denote by \( \tilde{X} \) the normalization of \( X \) and by \( \nu_X : \tilde{X} \to X \) the corresponding map.

1. Reciprocity Functors

1.0.1. We introduce the following categories.

1. Let \((\text{pt}/S)\) be the category with objects the \( S \)-points \( x \) and morphisms the \( S \)-morphisms \( x \to y \) of \( S \)-points.

2. Let \((\text{pt}/S)_*\), be the category with objects the \( S \)-points and morphisms the finite \( S \)-morphisms of \( S \)-points.

3. Let \((\mathcal{C}/S)\) be the category with objects the regular and connected curves \( C \), which are projective over some \( S \)-point, morphisms are dominant morphisms of \( S \)-schemes.

4. Let \( \text{Reg}^{\leq 1}_S = \text{Reg}^{\leq 1} \) be the category with objects the regular \( S \)-schemes of dimension \( \leq 1 \), which are separated and of finite type over some \( S \)-point, morphisms are morphisms of \( S \)-schemes.

5. Let \( \text{RegCon}^{\leq 1} \) (resp. \( \text{RegCon}^{\leq 1}_f \)) be the category with objects the connected regular \( S \)-schemes of dimension \( \leq 1 \) which are separated and of finite type over some \( S \)-point, morphisms are morphisms of \( S \)-schemes (resp. finite flat morphism of \( S \)-schemes).

Notice that \((\text{pt}/S)\) is a subcategory of \( \text{Reg}^{\leq 1} \) and that we have a faithful functor \( (\mathcal{C}/S) \to \text{Reg}^{\leq 1} \). Further if \( U \) is in \( \text{Reg}^{\leq 1} \), then any point \( y \in U \) naturally defines
a $S$-point. If $U \in \text{Reg}^{\leq 1}$ is connected, 1-dimensional and of finite type over some $S$-point $x$, then it admits an unique (up to isomorphism) open immersion over $x$ into a curve $C \subset (\mathcal{E}/S)$. For a curve $C \subset (\mathcal{E}/S)$, we denote

$$x_C := \text{Spec } H^0(C, \mathcal{O}_C) \subset (\mathcal{E}/S), \quad (1.1)$$

Notice that $C \to x_C$ is projective and geometrically connected.

1.1. Correspondences in dimension at most $1$.

1.1.1. **Definition.** Let $X$ and $Y$ be in $\text{Reg}^{\leq 1}$. Then we denote by $\text{Cor}_R(X,Y) = \text{Cor}(X,Y)$ the free $R$-module generated by symbols $[V]$ with $V$ an integral closed subscheme of $X \times Y$, which is finite and surjective over a connected component of $X$. Elements in $\text{Cor}(X,Y)$ are called correspondences from $X$ to $Y$ and correspondences of the form $[V]$ with $V$ as above are called elementary correspondences.

1.1.2. **Lemma.** Let $X$, $Y$ and $Z$ be in $\text{Reg}^{\leq 1}$ and let $[V] \in \text{Cor}(X,Y)$, $[W] \in \text{Cor}(Y,Z)$ be elementary correspondences. Let $(V \times Z) \cap (X \times W)$ be the intersection in $X \times Y \times Z$ and let $T$ be an irreducible component with generic point $\eta$. Then $T$ as well as its image in $X \times Z$ are finite and surjective over a connected component of $X$ and

$$\text{Tor}_i^\mathcal{E}_{X \times Y \times Z}(\mathcal{O}_{V \times Z, \eta}, \mathcal{O}_{X \times W, \eta}) = 0 \quad \text{for all } i \geq 1.$$

**Proof.** For the first statement see e.g. [30, 1]. The second statement is well known see e.g. [4, Chapter 7].

1.1.3. **Definition.** (1) Let $X$, $Y$ and $Z$ be in $\text{Reg}^{\leq 1}$ and let $[V] \in \text{Cor}(X,Y)$ and $[W] \in \text{Cor}(Y,Z)$ be elementary correspondences. Then we define

$$[W] \circ [V] := \sum_{\mathcal{T} \subset V \times Y W} \lg(\mathcal{O}_{V \times Y W, \mathcal{T}}) \cdot p_{XZ*}[T],$$

where $T$ runs over the irreducible components of $V \times Y W$, $\eta_T$ is the generic point of $T$ and $p_{XZ} : V \times Y W \to X \times Z$ is the natural map induced by projection. It follows from Lemma 1.1.2 that $[W] \circ [V]$ is an element in $\text{Cor}(X,Z)$ and coincides with the pushforward to $X \times Z$ of the intersection cycle $[V \times Z] \cdot [X \times W]$ (in the sense of [30, V]). Hence $\circ$ extends to a $R$-bilinear pairing

$$\text{Cor}(X,Y) \times \text{Cor}(Y,Z) \to \text{Cor}(X,Z), \quad (\alpha, \beta) \mapsto \beta \circ \alpha,$$

which is associative and with the diagonal $\Delta \subset Y \times Y$ acting from the right (resp. left) as identity on $\text{Cor}(X,Y)$ (resp. $\text{Cor}(Y,X)$).

(2) We define the category $\text{Reg}^{\leq 1}\text{Cor}$ to be the category with objects the objects of $\text{Reg}^{\leq 1}$ and morphisms given by correspondences. We denote by $\text{ptCor}$ the full subcategory with objects the finite disjoint unions of $S$-points.

Notice that $\text{Reg}^{\leq 1}\text{Cor}$ is a $R$-linear additive category and that the graph gives in the usual way a faithful and essentially surjective functor $\text{Reg}^{\leq 1} \to \text{Reg}^{\leq 1}\text{Cor}$.

1.1.4. **Lemma.** (1) Let $X$ and $Y$ be in $\text{Reg}^{\leq 1}$ and let $V$ be an integral scheme with a map $\pi : V \to X \times Y$ such that $V$ is finite and surjective over $X$. Let $\tilde{V}$ be the normalization of $V$ and $q_V : \tilde{V} \to X$ and $p_V : \tilde{V} \to Y$ be induced by the projection maps. Then $\tilde{V} \in \text{Reg}^{\leq 1}$ and

$$\pi_*[V] = [\Gamma_{p_V}] \circ [\Gamma_{q_V}^t] \in \text{Cor}(X,Y).$$
(2) Let \( f : X \to Y \) be a finite and surjective map in \( \text{RegCon}^{\leq 1} \). Then
\[
[\Gamma_f] \circ [\Gamma_f] = \deg(X/Y) \cdot [\Delta_Y],
\]
with \( \Delta_Y \subset Y \times Y \) the diagonal.

(3) For any cartesian square
\[
\begin{array}{ccc}
Y' & \xrightarrow{f} & Y \\
\downarrow & & \downarrow \\
X' & \xrightarrow{g} & X
\end{array}
\]
where \( Y, X, X' \) are in \( \text{RegCon}^{\leq 1} \), \( g : X' \to X \) is a morphism and \( f : Y \to X \) is a finite flat morphism, we have
\[
[\Gamma_t f] \circ [\Gamma g] = \sum_T \lg(\mathcal{O}_{Y',\eta_T}) \cdot [\Gamma_{gT}] \circ [\Gamma_{fT}] \text{ in } \text{Cor}(X', Y),
\]
where the sum is taken over the irreducible components \( T \) of \( Y' \), and for such an irreducible component \( g_T : \tilde{T} \to Y \) and \( f_T : \tilde{T} \to X' \) are the canonical morphisms from the normalization \( \tilde{T} \) of \( T \).

Proof. (1) follows from \( \Gamma_{uv} \times \Gamma_{pv} \cong \tilde{V} \), (2) from \( \Gamma_f \times X \Gamma_f \cong \Delta_X \) and (3) follows from \( \Gamma_f \times X \Gamma_f \cong X' \times X \) \( Y \cong Y' \), the definition of the composition and (1). \( \square \)

From this, we obtain:

1.1.5. Lemma. Let \( X, Y, Z \) be in \( \text{Reg}^{\leq 1} \) and \( [V] \in \text{Cor}(X, Y) \), \( [W] \in \text{Cor}(Y, Z) \) be elementary correspondences. Let \( T \) be an irreducible component of \( V \times_Y W \). Then
\[
\lg(\mathcal{O}_{V \times_Y W, \eta_T}) = \sum_{C/T} \lg(\mathcal{O}_{V, \eta_C}) \deg(C/T),
\]
where the sum is taken over the irreducible components \( C \) of \( \tilde{V} \times_Y \tilde{W} \) that dominate \( T \).

1.2. Presheaves with transfers.

1.2.1. Definition. A presheaf with transfers on \( \text{Reg}^{\leq 1} \) is a \( \mathbb{R} \)-linear contravariant functor
\[
\mathcal{M} : \text{Reg}^{\leq 1} \text{Cor}^{\op} \to (\mathbb{R} - \text{mod}).
\]
We denote by \( \text{PT} \) the category of presheaves with transfers on \( \text{Reg}^{\leq 1} \) with morphisms the natural transformations. Further we denote by \( \text{NT} \) the full subcategory with objects the Nisnevich sheaves with transfers on \( \text{Reg}^{\leq 1} \), i.e. those presheaves with transfers on \( \text{Reg}^{\leq 1} \) whose underlying presheaf on \( \text{Reg}^{\leq 1} \) is a sheaf in the Nisnevich topology.

1.2.2. Lemma. A presheaf with transfers on \( \text{Reg}^{\leq 1} \) is equivalent to the following data
\[
\begin{itemize}
\item a functor \( \mathcal{M}_* : \text{RegCon}^{\leq 1} \to (\mathbb{R} - \text{Mod}) \);
\item a functor \( \mathcal{M}^* : \text{RegCon}^{\leq 1}^{\op} \to (\mathbb{R} - \text{Mod}) \);
\end{itemize}
\]
which satisfies the following conditions (where we write \( f_* := \mathcal{M}_*(f) \) and \( f^* := \mathcal{M}^*(f) \) for a map \( f \) in \( \text{RegCon}^{\leq 1} \) and \( \text{RegCon}^{\leq 1} \), respectively)
\[
\begin{itemize}
\item (1) \( \mathcal{M}_*(X) = \mathcal{M}^*(X) \) for any \( X \in \text{RegCon}^{\leq 1} \);
\item (2) \( g_* g^* = \deg(Y/X) \cdot \text{id}_{\mathcal{M}_*(X)} \) for any finite flat morphism \( g : Y \to X \) between connected schemes in \( \text{Reg}^{\leq 1} \);
\end{itemize}
(3) for any cartesian square

\[
\begin{array}{ccc}
Y' & \longrightarrow & Y \\
\downarrow & & \downarrow f \\
X' & \longrightarrow & X
\end{array}
\]

where \( Y, X, X' \) are in RegCon\( ^{\leq 1} \), \( g : X' \to X \) is a morphism and \( f : Y \to X \) is a finite flat morphism, we have

\[
g^* \circ f_* = \sum_T \log(\mathcal{O}_{Y',\eta_T}) \cdot f_{Tr} \circ g_T^*,
\]

where the sum is taken over the irreducible components \( T \) of \( Y' \), and for such an irreducible component \( g_T : \tilde{T} \to Y \) and \( f_T : \tilde{T} \to X' \) are the canonical morphisms.

Proof. That a presheaf with transfers on RegCon\( ^{\leq 1} \) defines such data is an immediate consequence of Lemma \ref{lemma:transfer}. Conversely let \( \mathcal{M}_* \) and \( \mathcal{M}^* \) be such a data satisfying (1)–(3). Set \( \mathcal{M}(X) := \mathcal{M}_*(X) = \mathcal{M}^*(X) \) for any \( X \in \text{RegCon}^{\leq 1} \) and \( \mathcal{M}^t(X) := \oplus_x \mathcal{M}(X_x) \) for \( X \in \text{Reg}^{\leq 1} \) with connected components \( X_x \). For an elementary correspondence \([V] \in \text{Cor}(X, Y)\) we define a morphism

\[
\mathcal{M}([V]) := q_V \cdot p_Y^* : \mathcal{M}(Y) \to \mathcal{M}(X),
\]

where \( q_V : \tilde{V} \to X \) and \( p_Y : \tilde{V} \to Y \) are the canonical maps from the normalization \( \tilde{V} \) of \( V \). We extend this linearly to a map \( \text{Cor}(X, Y) \to \text{Hom}_\mathbb{Z}(\mathcal{M}(Y), \mathcal{M}(X)) \). Using (2), (3) and Lemma \ref{lemma:transfer} it is straightforward to see that this construction is functorial. Hence the statement \( \square \).

1.3. Mackey functors with specialization map.

1.3.1. Definition. An \( R \)-Mackey functor (or just Mackey functor) is a \( R \)-linear contravariant functor

\[
M : \text{ptCor}^{\text{op}} \to (R - \text{mod}).
\]

We denote by \( \text{MF}_R = \text{MF} \) the category of Mackey functors with morphisms the natural transformations.

1.3.2. Notation. Let \( \mathcal{M} \) be a presheaf with transfers on \( \text{Reg}^{\leq 1} \) (or a Mackey functor). Let \( f : X \to Y \) be a flat map in \( \text{Reg}^{\leq 1} \) (equivalently each connected component of \( X \) dominates a connected component of \( Y \)), then we define the pullback attached to \( f \) as

\[
f^* := \mathcal{M}([\Gamma_f]) : \mathcal{M}(Y) \to \mathcal{M}(X).
\]

Let \( f : X \to Y \) be finite and flat (i.e. each connected component of \( X \) maps finite and surjective to a connected component of \( Y \)), then we define the pushforward or trace attached to \( f \) as

\[
f_* = \text{Tr}_f = \text{Tr}_{X/Y} := \mathcal{M}([\Gamma_f^t]) : \mathcal{M}(X) \to \mathcal{M}(Y).
\]

Let \( i : P \to U \) be the inclusion of a closed point \( P \) in a 1-dimensional scheme in \( \text{Reg}^{\leq 1} \), then we define the specialization map attached to \( i \) as

\[
s_P := i^* := \mathcal{M}([\Gamma_i]) : \mathcal{M}(U) \to \mathcal{M}(P).
\]

Let \( C \in (\mathcal{C}/\mathcal{S}) \) be a curve, then we denote by \( \mathcal{M}_C \) the presheaf on the Zariski site of \( C \) induced by \( \mathcal{M} \). For \( x \in C \) a point we denote by \( \mathcal{M}_{C,x} \) the Zariski stalk of \( \mathcal{M}_C \) at \( x \) and by \( \mathcal{M}_{C,x}^\text{h} \) the Nisnevich stalk, i.e. the inductive limit of \( \mathcal{M}(U) \) over all Nisnevich neighborhoods \( U \) of \( x \in C \). Notice that \( \mathcal{M}_{C,\eta_C} = \mathcal{M}_{C,\eta_C}^\text{h} \). Also notice
that for \( C \in (\mathcal{C}/S) \) and \( P \in C \) the specialization map also induces maps (which
by abuse of notation we still denote by \( s_P \))
\[
s_P : \mathcal{M}_{C,P} \to \mathcal{M}(P), \quad s_P : \mathcal{M}^h_{C,P} \to \mathcal{M}(P).
\]

1.3.3. **Remark.** It follows from the proof of Lemma [1.2.2] that a Mackey functor is
the same as giving two functors
\[
M^* : (pt/S)^o \to (R - \text{mod}), \quad M_* : (pt/S)_* \to (R - \text{mod}),
\]
which satisfy the following relations.

(MF0) For all \( x \in (pt/S) \) we have \( M_*(x) = M^*(x) =: M(x) \).

(MF1) Let \( \varphi : y \to x \) be a finite morphism of \( S \)-points and \( \psi : z \to x \) any morphism
of \( S \)-points. For \( s \in y \times_x z \) denote by \( \psi_s : s \to y \) and \( \varphi_s : s \to z \) the natural
maps induced by the projections and set \( l_s : = \text{length}(\mathcal{O}_{y \times_x z,s}) \). Then
\[
M^*(\psi) \circ M_*(\varphi) = \sum_{s \in y \times_x z} l_s \cdot M_*(\varphi_s) \circ M^*(\psi_s) : M(y) \to M(z).
\]

(MF2) Let \( \varphi : y \to x \) be a finite morphism of \( S \)-points, then \( M_*(\varphi) \circ M^*(\varphi) \)
is multiplication with \( \text{deg}(y/x) \).

1.3.4. **Remark.** Notice that there are also different definitions of Mackey functors
in the literature (e.g. functoriality is only required for separable field extensions or
(MF2) is not required to hold).

1.3.5. **Definition.** A \( R \)-Mackey functor with specialization map is a Nisnevich sheaf
with transfers on \( \text{Reg}^{\leq 1} \), which additionally satisfies the following two conditions.

(Inj) For all open immersions \( j : U \hookrightarrow X \) between non-empty connected schemes
in \( \text{Reg}^{\leq 1} \) the restriction map
\[
j^* : \mathcal{M}(X) \hookrightarrow \mathcal{M}(U)
\]
is injective.

(FP) For all \( C \in (\mathcal{C}/S) \) with generic point \( \eta \) the natural map
\[
\varinjlim_{U \subset C} \mathcal{M}(U) \xrightarrow{\approx} \mathcal{M}(\eta)
\]
is an isomorphism, where the limit is over all non-empty open subsets \( U \subset C \).

We denote by \( \text{MFsp}_R = \text{MFsp} \) the full subcategory of \( \text{NT} \) with objects the Mackey
functors with specialization map.

1.3.6. **Definition.** A compactification of an integral and 1-dimensional scheme
\( U \in \text{Reg}^{\leq 1} \) is by definition an integral curve \( C \in (\mathcal{C}/S) \) which has \( U \) as an open
subscheme. Notice that for each \( S \)-point \( x \) over which \( U \) is of finite type there exists
a unique (up to isomorphism) compactification \( C \) over \( x \).

The name “Mackey functor with specialization map” is justified by the following
proposition.

1.3.7. **Proposition.** A Mackey functor with specialization map is the same as giving
a triple \((M, \mathcal{M}, s)\), where

1. \( M \) is a Mackey functor,
2. \( \mathcal{M} \) is a collection of Zariski sheaves of \( R \)-modules \( \mathcal{M}_C \) on \( C \), \( C \in (\mathcal{C}/S) \),
together with a collection of pullback morphisms \( \pi^* : \mathcal{M}_C(U) \to \mathcal{M}_D(V) \)
for each morphism \( \pi : V \to U \) between 1-dimensional connected schemes
in \( \text{Reg}^{\leq 1} \) with compactifications \( D \) and \( C \), respectively, and a collection of
pushforward morphisms \( \pi_* : \mathcal{M}_D(V) \to \mathcal{M}_C(U) \), for each finite morphism
\( \pi \) as above, which both are functorial.
(3) $s$ is a collection of $R$-linear homomorphisms $s_P : \mathcal{M}_{C,P} \to M(P)$ for $C \in (\mathcal{E}/S)$ and $P \in C$ (where $\mathcal{M}_{C,P}$ denotes the Zariski stalk).

These data satisfy the following conditions:

(RS0) For all $C \in (\mathcal{E}/S)$ the functor on the small Nisnevich site $C_{Nis}$, which sends an étale $C$-scheme $U \in \oplus_i \mathcal{M}_C(U_i)$, where the $U_i$’s are the connected components of $U$ with unique compactification $C_i$ over $C$, and which on morphisms is defined using the pullbacks from (2), is a sheaf.

(RS1) For any $C \in (\mathcal{E}/S)$ with generic point $\eta_C$, the Zariski-sheaf $\mathcal{M}_C$ is a subsheaf of the constant sheaf $M(\eta_C)$, inducing an isomorphism at the generic stalk $\mathcal{M}_{C,\eta_C} = M(\eta_C)$, which is compatible with the pullback and push-forward morphisms of $\mathcal{M}$ and $M$.

(RS2) For any 1-dimensional and integral $U \in \text{Reg}^{\leq 1}$, any compactification $C \in (\mathcal{E}/S)$ and any map $\varphi : U \to x$ to a $S$-point $x$, the pullback $\varphi^* : M(x) \to M(\eta_C)$ has its image contained in $\mathcal{M}_C(U)$.

(S1) For any morphism $\pi : D \to C$ in $(\mathcal{E}/S)$, $Q \in D$, $P := \pi(Q)$ and $a \in \mathcal{M}_{C,P}$

$$\pi_Q^*(s_P(a)) = s_Q(\pi^*a) \quad \text{in } M(Q),$$

where $\pi_Q : Q \to P$ denotes the map induced by $\pi$.

(S2) For any finite morphism $\pi : D \to C$ in $(\mathcal{E}/S)$, any $P \in C$ and $a \in \pi_*(\mathcal{M}_D)_P$

$$s_P(\pi_*(a)) = \sum_{Q \in \pi^{-1}(P)} e(Q/P) \cdot \pi_Q^*(s_Q(a)) \quad \text{in } M(P),$$

where $\pi_Q : Q \to P$ is the finite morphism induced by $\pi$ and $s_Q$ on the right-hand side is the composition $\pi_*(\mathcal{M}_D)_P \to \mathcal{M}_{D,Q} \xrightarrow{s_Q} M(Q)$.

(S3) For any $C \in (\mathcal{E}/S)$ and any closed point $P \in C$ and $a \in M(x_C)$

$$s_P(\rho_C^*(a)) = \tilde{\rho}_C^*(a),$$

where $\tilde{\rho}_C : P \to x_C$ is induced by the structure morphism $\rho_C : C \to x_C$.

Notice that this makes sense because of (RS2).

Proof. It follows from Lemma 1.2.2, Notation 1.3.2 and Remark 1.3.3 that a Mackey functor with specialization map determines a triple as in the proposition. Conversely given such a triple $(\mathcal{M}, s, \rho)$ we can construct a Mackey functor with specialization map $\hat{\mathcal{M}}$ as follows. For a $S$-point $x$ set $\hat{\mathcal{M}}(x) := M(x)$ and for $U \in \text{Reg}^{\leq 1}$ integral and 1-dimensional set $\hat{\mathcal{M}}(U) := \mathcal{M}_C(U)$, where $C \in (\mathcal{E}/S)$ is some compactification of $U$. Notice that by the functoriality in (2), we have $\mathcal{M}_C(U) = \mathcal{M}_C(U)$, whenever $C$ and $C'$ are compactifications of $U$. Thus $\hat{\mathcal{M}}(U)$ is well-defined. We extend this additively to all objects in $\text{Reg}^{\leq 1}$. If $[Z] \in \text{Cor}(X,Y)$ is an elementary correspondence between integral schemes in $\text{Reg}^{\leq 1}$ and $\hat{Z}$ is the normalization of $Z$ and $q_Z : \hat{Z} \to X$ and $p_Z : \hat{Z} \to Y$ are the natural maps induced by the projections, then we define

$$\hat{\mathcal{M}}([Z]) := \begin{cases} 
q_Z \circ p_Z^*, & \text{if } p_Z(\hat{Z}) \text{ contains the generic point of } Y,
q_Z \circ \varphi^* \circ s_P, & \text{if } p_Z \text{ factors as } \hat{Z} \xrightarrow{\varphi} P \text{ with } [P] \subset Y \text{ closed},
\end{cases}$$

where the pullback and pushforward on the right hand side are induced by the Mackey functor structure and the structure underlying $\hat{\mathcal{M}}$ respectively; e.g. if $\hat{Z}$ is 1-dimensional with compactification $C$ the map $\varphi^* : M(P) \to \mathcal{M}_C(\hat{Z})$ above is the map induced by $\varphi^* : M(P) \to \mathcal{M}(\eta_Z)$ via (RS2). It is straightforward to check that this defines a Mackey functor with specialization map (cf. the proof of Lemma 1.2.2).
The main reason we work with the Nisnevich topology is the following Lemma due to V. Voevodsky.

1.3.5. Lemma. Let \( M \) be a presheaf with transfers on \( \text{Reg}^{\leq 1} \) and denote by \( M_{\text{Nis}} \) the associated sheaf of \( R \)-modules in the Nisnevich topology on \( \text{Reg}^{\leq 1} \). Then \( M_{\text{Nis}} \) uniquely extends to a Nisnevich sheaf with transfers on \( \text{Reg}^{\leq 1} \) and the canonical map \( M \to M_{\text{Nis}} \) is a morphism of presheaves with transfers. Moreover the underlying Mackey functors of \( M \) and \( M_{\text{Nis}} \) are equal and if \( M \) satisfies the conditions \((\text{Inj})\) and \((\text{FP})\) from Definition \( 1.1.2 \), then \( M_{\text{Nis}} \) is a Mackey functor with specialization map.

Proof. The first two statements are exactly [30, Lemma 3.1.6] (there it is proven for presheaves with transfers on \( \text{SmCor} \) but the proof goes through in our situation). That the underlying Mackey functors of \( M \) and \( M_{\text{Nis}} \) are equal follows from the fact that a Nisnevich covering of a point always admits the identity as a refinement. If \( M \) satisfies \((\text{FP})\), then the natural map \( \lim_{U \in C} \text{Nis}_C(U) \to \text{Nis}(\eta) = M(\eta) \) is surjective, where the limit is over all non-empty open subsets \( U \subset C \). Hence it suffices to show that if \( M \) additionally satisfies \((\text{Inj})\), then \( \text{Nis}_C(U) \to \text{Nis}(\eta) \), for \( U \) as above, is injective. For this take \( a \in \text{Nis}_C(U) \), which maps to zero in \( \text{Nis}(\eta) \) and denote by \( \sigma : M \to \text{Nis}(\eta) \) the canonical map. Then we find a Nisnevich cover \( \pi : V \to U \) and an element \( b \in M(V) \) such that \( \pi^*a = \sigma(b) \) and \( \pi^*(a) \) maps to zero in \( M(\eta) \oplus \text{Nis}(\eta) \), where \( \eta \) are the generic points \( \neq \eta \) of \( V \). Therefore by \((\text{Inj})\) and \((\text{FP})\) \( b = 0 \), hence also \( \pi^*a = 0 \) and thus \( a = 0 \). This yields the statement. \( \square \)

1.4. The modulus condition.

1.4.1. Definition. Let \( M \) be a Mackey functor with specialization, \( C \in (\mathcal{E}/S) \), \( a \in M(\eta_C) \) and let \( m = \sum_{P \in C} n_P P \) be an effective divisor on \( C \). Then we say that \( m \) is a modulus for \( a \) if and only if the following condition is satisfied:

\[(\text{MC}) \quad a \in M(C \setminus |m|) \quad \text{(this makes sense by (FP))} \quad \text{and for } f \in \mathbb{G}_m(\eta_C) \text{ with } f \equiv 1 \mod m \quad \text{we have} \quad \sum_{P \in C \setminus |m|} v_P(f) \gamma_P = 0, \]

where \( x_C \) is defined in [11]. (Here we allow \( m = 0 \), in which case \( f \equiv 1 \mod m \) is an empty condition.) Clearly the set of all \( a \in M(\eta) \), which have \( m \) as a modulus define a \( R \)-submodule, denoted by

\[M(C, m) = \{ a \in M(\eta) \mid m \text{ is a modulus for } a \}.\]

We want to give a reformulation of the modulus condition in terms of correspondences.

1.4.2. Definition. For two pairs \( (C, m) \) and \( (D, n) \) with \( C, D \in (\mathcal{E}/S) \) curves and \( m \) and \( n \) effective divisors on them, define

\[\text{Cor}(\{C, m\}, \{D, n\}) \subset \text{Cor}(C \setminus |m|, D \setminus |n|)\]

to be the free \( R \)-module generated by symbols \([V]\), where \( V \subset (C \setminus |m|) \times (D \setminus |n|) \) is an integral closed subscheme which is finite and surjective over \( C \setminus |m| \), such that \( \nu^*(m \times D) \subset \nu^*(C \times n) \) with \( \nu : \tilde{V} \to \tilde{V} \subset C \times D \) the normalization of the closure of \( V \).

1.4.3. Lemma. Let \( C \in (\mathcal{E}/S) \) be a curve, \( m \) an effective divisor on it and \( M \) a Mackey functor with specialization map. Then an element \( a \in M(\eta_C) \) has modulus \( m \) if and only if \( a \in M(C \setminus |m|) \) and for all \( \gamma \in \text{Cor}((C, m), (\mathbb{P}^1 x_C) \setminus \{1\}) \) whose components are finite and surjective also over \( \mathbb{P}^1 x_C \setminus \{1\} \) we have

\[i_0^* M(\gamma)(a) = i_\infty^* M(\gamma)(a), \quad (1.3)\]
where \( i_\epsilon : \{ \epsilon \} \hookrightarrow \mathbb{P}^1, \epsilon \in \{ 0, \infty \}, \) are the closed immersions.

**Proof.** We can assume that \( \mathfrak{m} \) is not the zero divisor, since else no \( \gamma \) as above exists and the statement reduces to \( a \in \mathcal{M}(\eta_C) \) has modulus 0 iff \( a \in \mathcal{M}(C) \), which we knew already.

Clearly (1.3) implies (MC): Indeed for \( f \in G_m(\eta_C) \) with \( f \equiv 1 \mod \mathfrak{m} \), take \([\Gamma] \in \text{Cor}(C, \mathbb{P}^1)\) to be the graph of the map \( C \to \mathbb{P}^1 \) determined by \( f \). Then \([\Gamma]\) restricts to an element \( \gamma \in \text{Cor}((C, m), (\mathbb{P}^1_{\mathbb{Z}_C}, \{ 1 \})) \) and in this case (1.3) is just a reformulation of (MC) (use (S2)).

Now assume that \( a \) has modulus \( \mathfrak{m} \) and let \( \gamma = [V] \in \text{Cor}((C, m), (\mathbb{P}^1_{\mathbb{Z}_C}, \{ 1 \})) \) be an elementary correspondence, which is finite and surjective over \( \mathbb{P}^1_{\mathbb{Z}_C} \setminus \{ 1 \} \). Denote by \( V \) the normalization of the closure of \( V \) in \( C \times \mathbb{P}^1_{\mathbb{Z}_C} \) and let \( \pi_C : \bar{V} \to C \) and \( \pi_{\mathbb{P}^1} : \bar{V} \to \mathbb{P}^1_{\mathbb{Z}_C} \) be the natural maps induced by projection. Using Lemma 1.1.3 formulas (S1), (S2) and the notations introduced in 1.3.2 we obtain

\[
i_0^* \mathcal{M}(\gamma^i)(a) - i_\infty^* \mathcal{M}(\gamma)(a) = \sum_{Q \in \pi_{\mathbb{P}^1}^{-1}(0)} e(Q/0) \cdot \pi_{C,Q,*} \pi_{\mathbb{P}^1,Q}^*(s_{C,Q}(a)) - \sum_{Q \in \pi_{\mathbb{P}^1}^{-1}(\infty)} e(Q/\infty) \cdot \pi_{C,Q,*} \pi_{\mathbb{P}^1,Q}^*(s_{C,Q}(a)),
\]

where \( \pi_{C,Q} : Q \to \pi_C(Q) \) and \( \pi_{\mathbb{P}^1,Q} : Q \to \pi_{\mathbb{P}^1}(Q) \) are the natural maps. Now by (MF2) we have \( \pi_{C,Q,*} \pi_{\mathbb{P}^1,Q} = f(Q/P) \cdot \text{Tr}_{P/\mathbb{Z}_C} \), with \( P = \pi_C(Q) \); further let \( f \in G_m(\eta_C) \) be the function corresponding to \( \pi_{\mathbb{P}^1} \), then \( f \equiv 1 \mod \mathfrak{m} \) (by definition of Cor for pairs) and \( e(Q/0) = v_Q(f), e(Q/\infty) = -v_Q(f) \). Thus

\[
i_0^* \mathcal{M}(\gamma^i)(a) - i_\infty^* \mathcal{M}(\gamma)(a) = \sum_{P \in C \setminus \{ m \}} \left( \sum_{Q \in \pi_{\mathbb{P}^1}^{-1}(P)} f(Q/P) v_Q(f) \right) \cdot s_P(a) = \sum_{P \in C \setminus \{ m \}} v_P(\text{Nm}_{\eta_C/\eta_C}(f)) \cdot s_P(a).
\]

But this last sum is zero since \( a \) has modulus \( \mathfrak{m} \) and \( \text{Nm}_{\eta_C/\eta_C}(f) \equiv 1 \mod \mathfrak{m} \) by the following Lemma; hence the statement. \( \square \)

1.4.4. **Lemma.** Let \( L/K \) be a finite field extension and \( v \) a discrete valuation on \( K \) with valuation ring \( \mathcal{A} \). Assume that the normalization \( B \) of \( \mathcal{A} \) in \( K \) is a finite \( \mathcal{A} \)-module and let \( w_1, \ldots, w_r \), be all the extensions of \( v \) to \( L \). Let \( K_i \subset L \) be the separable closure of \( K \) in \( L \) and \( w_i,s := w_i|K_i, i = 1, \ldots, r \). Then for all \( m \geq 1 \) and \( n_i \geq m e(w_i/v) f(w_i/v) \), we have

\[
\text{Nm}_{L/K}(U^{(n_1)}_{w_1} \cap \ldots \cap U^{(n_r)}_{w_r}) \subset U^{(m)}_v.
\]

**Proof.** It suffices to consider separately the two cases in which \( L/K \) is either purely inseparable or separable. In the purely inseparable case we have \( \text{Nm}_{L/K}(g) = g|L,K \) and \( |L : K| = e(w/v)f(w/v) \). Thus for \( g = 1 + \tau^n a \) with \( a \in \mathcal{O}_w, n \geq f(w/v) \) and \( \tau \) a local parameter at \( w \) we have \( \text{Nm}_{L/K}(g) = 1 + t^n b \) for some \( b \in L \) and \( t \) a local parameter at \( v \). In the separable case take \( g \in U^{(n_1)}_{w_1} \cap \ldots \cap U^{(n_r)}_{w_r} \), \( n_i \geq m e(w_i/v) \), and choose an element \( \tau \in B \) which is a local parameter at \( w_i, \ldots, w_r \). Then there exist \( a_i \in \mathcal{O}_w \), such that \( g = 1 + \tau^n a_i \). We can rewrite this as \( g = 1 + t^n a' \) with \( a' \in \mathcal{O}_w \). It follows that the \( a'_i \) are all equal to an element, say, \( a'' \in B \). Thus

\[
\text{Nm}_{L/K}(g) = \prod_{\sigma \in \hom_K(L,K)} (1 + t^n \sigma(a'')) \in U^{(n)}_v.
\]

Hence the statement. \( \square \)
1.4.5. Proposition. Let $\mathcal{M}$ be a Mackey functor with specialization map, $C \in (\mathcal{E}/S)$ and $m$ an effective divisor on $C$.

(1) If $m \leq n$ on $C$, then $\mathcal{M}(C,m) \subset \mathcal{M}(C,n)$.

(2) Let $\pi : D \to C$ be a finite morphism in $(\mathcal{E}/S)$ and $m$ and $n$ effective divisors on $C$ and $D$, respectively, with $\pi^*m \geq n$. Then the pushforward $\pi_* : \mathcal{M}(\eta_D) \to \mathcal{M}(\eta_C)$ restricts to $\pi_* : \mathcal{M}(D,n) \to \mathcal{M}(C,m)$.

(3) Let $\pi : D \to C$ be a morphism in $(\mathcal{E}/S)$ such that the induced map $x_D \xrightarrow{\sim} x_C$ is an isomorphism and let $m$ and $n$ be effective divisors on $C$ and $D$, respectively, with $n \geq \pi^*m/[D:C]_{\text{insep}}$. Then $\pi$ is finite and the pullback $\pi^* : \mathcal{M}(\eta_C) \to \mathcal{M}(\eta_D)$ restricts to $\pi^* : \mathcal{M}(C,m) \to \mathcal{M}(D,n)$.

Proof. (1) is easy. For (2) take $b \in \mathcal{M}(D,n)$ and $g \in G_m(\eta_C)$ with $g \equiv 1 \mod m$. Then $\pi^*f$ is congruent to $1$ modulo $\pi^*m$ a fortiori modulo $n$ and thus (2) follows from

$$\sum_{Q \in \pi^{-1}(P)} Tr_{x_D/x_C}(v_Q(\pi^*f)Tr_{Q/x_D}(s_Q(b))) = v_P(f)Tr_{P/x_C}\left(\sum_{Q \in \pi^{-1}(P)} e(Q/P)Tr_{Q/P}(s_Q(b))\right) = v_P(f)Tr_{P/x_C}(s_P(\pi^*b)), \tag{1.4}$$

where the last equality holds by (S2). Finally, for (3) take $a \in \mathcal{M}(C,m)$ and $g \in G_m(\eta_D)$ with $g \equiv 1 \mod n$. Then $\pi_*(g) \equiv 1 \mod m$ (by Lemma 1.4.4) and (3) follows from

$$\sum_{Q \in \pi^{-1}(P)} v_Q(g)Tr_{Q/x_D}s_Q(\pi^*a) = \sum_{Q \in \pi^{-1}(P)} f(Q/P)v_Q(g)Tr_{P/x_C}(s_P(a)) = v_P(\pi_*(g))Tr_{P/x_C}(s_P(\pi^*a)), \tag{1.5}$$

where the first equality holds by (S1) and (MF2) and the second equality follows from $\text{div}(\pi_*(g)) = \pi_*\text{div}(g)$.

Associated symbols.

1.4.6. Proposition (cf. [32, III, §1, Prop. 1]). Let $M_* : (pt/S) \to (R - \text{mod})$ be a functor and let $C \in (\mathcal{E}/S)$ be fixed. Assume for all $P \in C$ we are given submodules $M_P(\eta) \subset M(\eta)$ and $R$-linear maps $s_P : M_P(\eta) \to M(P)$. For $A \subset C$ we set $M_A(\eta) := \cap_{P \in A} M_P(\eta)$ and for $\varphi : x \to y$ in $(pt/S)$, we set $Tr_{x/y} := M_*(\varphi)$. Then for any $a \in M(\eta)$ the following two statements are equivalent:

(1) There exists a family of continuous group homomorphisms $\{p_P : G_m(\eta) \to M(x_C)\}_{P \in C}$ and a non-empty open subset $V \subset C$ such that

(a) $a \in M_V(\eta)$.
(b) $p_P(f) = vp(f)Tr_{P/x_C}(s_P(a))$ for all $f \in G_m(\eta)$ and $P \in V$.
(c) $\sum_{P \in C} p_P(f) = 0$ for all $f \in G_m(\eta)$.

(2) There exists an effective divisor $m := \sum_{Q \in C} n_QQ$ on $C$ such that $a \in M_{C\setminus|m|}(\eta)$ and for all $f \in G_m(\eta)$ with $f \equiv 1 \mod m$, we have $\sum_{P \in C\setminus|m|} vp(f)Tr_{P/x_C}(s_P(a)) = 0$.

Furthermore the family $\{p_P\}_{P \in C}$ is uniquely determined.

Proof. The proof is along the lines of the proof of [32, III, §1, Prop. 1].
The modulus condition is local in the Nisnevich topology.

1.4.7. Theorem. Let $\mathcal{M} \in \text{MFsp}$ be a Mackey functor with specialization map. Let $C \in (\mathcal{C}/S)$ be a curve, $U \subset C$ a non-empty open subset and $a \in \mathcal{M}(U)$ a section. Assume there exists an étale cover $\pi : \coprod V_i \to U$ satisfying the following properties:

1. The $V_i$'s are connected. We denote by $\pi_i : D_i \to C$ in $(\mathcal{C}/S)$ the compactification of $\pi|_{V_i} : V_i \to U$.
2. There exists an $i_0$ such that $\pi|_{V_{i_0}} : V_{i_0} \to U$ is an open immersion.
3. For all $i$ there exists an effective divisors $n_i$ on $D_i$ such that $|n_i| = D_i \setminus V_i$ and $\pi_i^*a \in \mathcal{M}(D_i, n_i)$.

Then there exists an effective divisor $m$ on $C$ such that $|m| = C \setminus U$ and $a \in \mathcal{M}(C, m)$.

In particular the property for $a$ having a modulus $m$ with $|m| = C \setminus U$ is local in the Nisnevich topology on $U$.

Before we start with the proof of the theorem we need some preparations.

1.4.8. Lemma. Let $\mathcal{M} \in \text{MFsp}$ be a Mackey functor with specialization map. Let $C \in (\mathcal{C}/S)$ be a curve, $U \subset C$ a non-empty open subset and $a \in \mathcal{M}(U)$ a section. Assume there exist a Zariski open covering $U = \cup_i U_i$ and effective divisors $m_i$ on $C$ with $|m_i| = C \setminus U_i$ and $a \in \mathcal{M}(C, m_i)$, for all $i$. Then there exists an effective divisor $m$ on $C$ with $|m| = C \setminus U$ and $a \in \mathcal{M}(C, m)$.

Proof. It suffices to consider finite coverings and by induction over the number of $U_i$'s it suffices to consider coverings by two open subsets $U = U_1 \cup U_2$. By Proposition 1.4.5 (1) we can further assume that

$$m_1 = \sum_{P \in C \setminus U_1} n[P], \quad m_2 = \sum_{P \in C \setminus U_2} n[P],$$

for some large enough positive integer $n$. Set

$$m := \min\{m_1, m_2\}.$$ 

Then $|m| = |m_1| \cap |m_2| = (C \setminus U_1) \cap (C \setminus U_2) = C \setminus U$ and we claim

$$a \in \mathcal{M}(C, m). \quad (1.6)$$

For this set $m_{12} := \max\{m_1, m_2\}$. Then $C \setminus |m_{12}| = U_1 \cap U_2$ and $m_{1,2} \geq m_i$, $i = 1, 2$. Hence

$$a \in \mathcal{M}(C, m_1), \quad \mathcal{M}(C, m_2), \quad \mathcal{M}(C, m_{12}). \quad (1.7)$$

Therefore the pairs $(a, m_1)$, $(a, m_2)$, $(a, m_{12})$ satisfy condition (2) of Proposition 1.4.4 (with $M_* := \mathcal{M}|_{(\mathcal{C}/S)}$ and $M_P(\eta_C) = \mathcal{M}(C, P)$). Thus we get families of continuous group homomorphisms $\{\rho_{P, m} : \mathcal{G}_m(\eta_C) \to \mathcal{M}(x_C)\}$ satisfying the properties $(a)$-$c$ from Proposition 1.4.6 (1) with $V = C \setminus |m_i|$, for $* \in \{1, 2, 12\}$. But the uniqueness statement of this proposition yields

$$\rho_{P, m_1} = \rho_{P, m_{12}} = \rho_{P, m_2} =: \rho_P. \quad (1.8)$$

Now fix $f \in \mathcal{G}_m(\eta_C)$ with $f \equiv 1 \mod m$. Take $N \geq n$ with $\rho_P(U^{(N)}_P) = 0$ for all $P \in m_{12}$ (exists by continuity) and choose $h \in \mathcal{G}_m(\eta_C)$ so that

$$h \not\equiv f \in U^{(N)}_P \quad \text{for all } P \in |m| \quad \text{and} \quad h \in U^{(N)}_P \quad \text{for all } P \in |m_{12}| \setminus |m|.$$ 

Then

1. $h \equiv 1 \mod m_*$, for all $* \in \{1, 2, 12\}$.
2. $\sum_{P \in |m|} \rho_P(h) = 0$, for all $* \in \{1, 2, 12\}$.
3. $\rho_P(h) = \rho_P(f)$ for all $P \in |m|$. 


(4) $\rho_P(f) = v_P(f)\text{Tr}_{P/x_C}(s_P(a))$, for all $P \in U$.

Here (1) holds by definition, (2) follows from \cite{12}, \cite{13} and reciprocity, (3) from the choice of $N$ and $h$ and (4) from \cite{13} and $U = U_1 \cup U_2$. Hence

$$0 = \sum_{P \in m_{2}} \rho_P(h) - \sum_{P \in m_{1}} \rho_P(s_P(a)) = \sum_{P \in m} \rho_P(h) - \sum_{P \in m} \rho_P(h), \quad \text{by (2)}$$

$$= - \sum_{P \in m} \rho_P(h) = - \sum_{P \in m} \rho_P(f), \quad \text{by (3)}$$

$$= \sum_{P \in U} \rho_P(f) = \sum_{P \in U} v_P(f)\text{Tr}_{P/x_C}(s_P(a)), \quad \text{by reciprocity}$$

This proves the Claim \cite{16} and hence the lemma. $\square$

1.4.9. *Notation.* For $C \in (\mathcal{E}/S)$ with function field $K = \kappa(C)$ and $m$ an effective divisor on $C$ we denote

$$K_{m,1} := \{ f \in K^\times \mid f \equiv 1 \mod m \}.$$ 

Notice that $K_{m,1} \subset K^\times$ is a subgroup and that $K_{m,1} \subset K_{m,1}$ for all effective divisors $m \leq m'$ and $K_{m',1} = K^\times$.

1.4.10. *Lemma.* Let $K$ be the function field of a curve $C \in (\mathcal{E}/S)$, $m$ an effective divisor on $C$ and $P \in C \setminus |m|$ a closed point. Then for all $n \geq 1$ the composition of the natural maps $K_{m,1} \hookrightarrow K^\times \rightarrow K^\times/U_P^{(n)}$ induces an isomorphism of groups

$$\frac{K_{m,1}}{K_{m+n[P],1}} \overset{\cong}{\rightarrow} K^\times/U_P^{(n)}.$$ 

*Proof.* Clearly the natural map $K_{m} \rightarrow K^\times/U_P^{(n)}$ factors to give the map $\tau : K_{m,1}/K_{m+n[P],1} \rightarrow K^\times/U_P^{(n)}$ from the statement. Now for $a \in K^\times/U_P^{(n)}$ take a lift $\bar{a} \in K^\times$ and choose $\bar{a}_P \in K^\times$ with $\bar{a}_P/\bar{a} \in U_P^{(n)}$ and $\bar{a}_P \in U_Q^{(m_Q)}$ for all $Q \in |m|$, where $m = \sum_{Q \in C} m_Q[Q]$. Then $\bar{a}_P \in K_{m,1}$ and we set $\sigma(a) := \text{class of } \bar{a}_P \in K_{m,1}/K_{m+n[P],1}$. It is straightforward to check that $\sigma(a)$ is independent of all the choices and that we obtain a group homomorphism $\sigma : K^\times/U_P^{(n)} \rightarrow K_{m,1}/K_{m+n[P],1}$, which is inverse to $\tau$. Hence the lemma. $\square$

1.4.11. *Lemma.* Let $\pi : D \rightarrow C$ be a finite flat morphism in $(\mathcal{E}/S)$. Let $m$ be an effective divisor on $C$ and $P \in C \setminus |m|$ a closed point and denote by $L = \kappa(D)$ and $K = \kappa(C)$ the function fields. Assume there exists a closed point $Q \in \pi^{-1}(P)$ such that $\pi$ is étale in a neighborhood of $Q$ (in particular $L/K$ is separable). Then for all $n \geq 1$ the norm map $\text{Nm} : L^\times \rightarrow K^\times$ induces a surjective group homomorphism

$$\frac{L_{\pi^*m,1}}{L_{\pi^*m+n[Q],1}} \rightarrow \frac{K_{m,1}}{K_{m+n[P],1}}.$$ 

*Proof.* Denote by $\bar{L}$ and $\bar{K}$ the completions of $L$ and $K$ with respect to $v_Q$ and $v_P$, respectively. Denote by $\bar{U}_Q^{(n)}$ and $\bar{U}_P^{(n)}$ the corresponding groups of higher 1-units. Then $\bar{L}$ is separable over $\bar{K}$ as well as $\kappa(Q)$ over $\kappa(P)$ and $v_Q$ is unramified over $v_P$. Thus the norm map $\text{Nm} : \bar{L} \rightarrow \bar{K}$ is surjective and induces by Lemma \cite{14} a surjective group homomorphism

$$\text{Nm} : \bar{L}^\times/\bar{U}_Q^{(n)} \rightarrow \bar{K}^\times/\bar{U}_P^{(n)}.$$
Furthermore, $Nm : L^\times \to K^\times$ induces by Lemma 1.4.10 a map $Nm : L_{x^*m,1} \to K_{m,1}$.

Since the diagram with horizontal maps the natural inclusions

$$
\begin{array}{ccc}
L^\times & \longrightarrow & \hat{L}^\times \\
Nm & & \downarrow Nm \\
K^\times & \longrightarrow & \hat{K}^\times
\end{array}
$$

commutes, Lemma 1.4.10 gives the following commutative diagram

$$
\begin{array}{ccc}
L_{x^*m,1} & \longrightarrow & L_{x^*m+n[Q],1} \\
Nm & & \downarrow Nm \\
K_{m,1} & \longrightarrow & K_{m+n[P],1}
\end{array}
$$

This yields the statement. □

**Proof of Theorem 1.4.7**  
By Lemma 1.4.8 we are reduced to prove the following: Assume there exists a finite flat map $\pi : D \to C$ in $(\mathcal{O} / S)$ and effective divisors $m'$ and $n$ on $C$ and $D$, respectively such that

- $U' := C \setminus |m'|$ is strictly contained in $U$.
- $\pi$ restricted to $V := D \setminus |n|$ is étale over $U$.
- $U = U' \cup \pi(V)$.
- $a \in \mathcal{M}(C, m')$ and $\pi^*a \in \mathcal{M}(D, n)$.

Then we have to show, that there exists an effective divisor $m$ on $C$ such that $U = C \setminus |m|$ and $a \in \mathcal{M}(C, m)$. We distinguish two cases:

**First case: $U \setminus U' = \{P_0\}$**. By Lemma 1.4.8 and Proposition 1.4.5 (1) we can make $U$ smaller around $P_0$ and $m'$ and $n$ bigger. Thus we can assume

(1) $V = \pi^{-1}(U') \cup \{Q_0\}$, where $Q_0 \in \pi^{-1}(P_0)$ and $\pi$ is étale in a neighborhood of $Q_0$.

(2) $m' = m + n[P_0]$, with $m$ an effective divisor on $C$ with $P_0 \not\in |m|$, i.e. $|m| = C \setminus U$.

(3) $\pi^*m' \geq n$.

Since $|n| = D \setminus V = \pi^{-1}(C \setminus U') \setminus \{Q_0\} = \pi^{-1}(|m'|) \setminus \{Q_0\}$ and since the multiplicity of $Q_0$ in $\pi^*m'$ is $n$ ($Q_0$ being unramified over $P_0$) we have $\pi^*m' - n[Q_0] \geq n$ and thus we can in fact assume

(4) $n = \pi^*m' - n[Q_0]$.

We claim

$$a \in \mathcal{M}(C, m). \quad (1.9)$$

For this take $f \in \mathcal{G}_m(\eta_C)$ with $f \equiv 1 \mod m$. Now by Lemma 1.4.10 we have canonical isomorphisms (notice that $Q_0 \not\in |n|, |\pi^*m|$)

$$
\frac{L_{x^*m'-n[Q_0],1}}{L_{x^*m',1}} = \frac{L_{n,1}}{L_{n+n[Q_0],1}} \cong \frac{L^\times}{U_{Q_0}^{(1)}} \cong \frac{L_{x^*m,1}}{L_{x^*m+n[Q_0],1}}.
$$

Hence by Lemma 1.4.11 the norm map induces a surjection

$$
\frac{L_{n,1}}{K_{m+n[P_0],1}} = \frac{K_{m,1}}{K_{m',1}}.
$$
Thus there exists a $g \in G_m(\eta_D)$ with $g \equiv 1 \mod n$ and $h \in G_m(\eta_C)$ with $h \equiv 1 \mod m^r$ such that
\[ \pi_* g = fh \text{ in } G_m(\eta_C). \]
We get
\[ \sum_{P \in U} v_P(f) \text{Tr}_{P/x_C}(s_P(a)) = \sum_{P \in U} v_P(f) \text{Tr}_{P/x_C}(s_P(a)) + \sum_{P \in U'} v_P(h) \text{Tr}_{P/x_C}(s_P(a)) \]
(1.10)
\[ = \sum_{P \in U} v_P(fh) \text{Tr}_{P/x_C}(s_P(a)) \]
(1.11)
\[ = \sum_{P \in U} v_P(\pi_* g) \text{Tr}_{P/x_C}(s_P(a)) \]
\[ = \sum_{P \in U} \sum_{Q \in \pi^{-1}(P)} |Q : P| v_Q(g) \text{Tr}_{P/x_C}(s_P(a)) \]
(1.12)
\[ = \sum_{Q \in V} v_Q(g) \text{Tr}_{Q/x_C}(s_Q(\pi^* a)) \]
(1.13)
\[ = \sum_{Q \in V} v_Q(g) \text{Tr}_{Q/x_C}(s_Q(\pi^* a)) \]
(1.14)
where (1.10) holds since $a \in \mathcal{M}(C, m^r)$, (1.11) by $v_P(h) = 0$, (1.12) by $\text{div}(\pi_* g) = \pi_* \text{div}(g)$, (1.13) by (MF2), (S1), (1.14) since $v_Q(g) = 0$ for $Q \in \pi^{-1}(P_0) \setminus \{Q_0\}$ and (1.15) holds since $\pi^* a \in \mathcal{M}(D, n)$. This proves the claim (1.9) and hence the first case.

Second case: $U \setminus U' = \{P_1, \ldots, P_r\}$ for some $r \geq 1$. This is the general case. Set $U_1 := U' \cup \{P_1\}$, $V_1 := \pi^{-1}(U_1)$, $n_1 := n + \sum_{Q \in V_1 \setminus V_1} |Q|$. Then $|n_1| = C \setminus V_1$ and $\pi^* a \in \mathcal{M}(D, n_1)$ (since $n_1 \geq n$), $\pi$ restricted to $V_1$ is étale, $U_1 \setminus U' = \{P_1\}$ and $U_1 = U' \cup \pi(V_1)$. Thus we can apply the first case to get an effective divisor $m_1$ on $C$ with $|m_1| = C \setminus U_1$ and $a \in \mathcal{M}(C, m_1)$. Therefore we can replace $(U', m^r)$ by $(U_1, m_1)$ and since $U \setminus U_1 = \{P_2, \ldots, P_r\}$ we conclude by induction. □

1.5. Reciprocity functors.

1.5.1. Definition. An $R$-reciprocity functor (or just reciprocity functor) is a $R$-Mackey functor with specialization map $\mathcal{M}$ such that for any $C \in (\mathcal{C}/S)$, any non-empty open subset $U \subset C$ and any section $a \in \mathcal{M}(U)$ there exists an effective divisor $m$ on $C$ which has support equal to $C \setminus U$ and is a modulus for $a$, i.e. for all $\emptyset \neq U \subset C$ we have
\[ \mathcal{M}(U) = \bigcup_{[m] = C \setminus U} \mathcal{M}(C, m), \]
where the union is over all effective divisors on $C$ with support equal to $C \setminus U$. (In particular we have $\mathcal{M}(C) = \mathcal{M}(C, 0)$ and $\mathcal{M}(\eta_C) = \bigcup_m \mathcal{M}(C, m)$, where the union is over all effective divisors on $C$.)

We denote by $\mathbf{RF}_R = \mathbf{RF}$ the full subcategory of $\mathbf{MFsp}$ whose objects are reciprocity functors.

1.5.2. Remark. Let $\mathcal{M}$ be a Mackey functor with specialization map. By Theorem 1.5.1, the condition (1.10) is satisfied for all $C \in (\mathcal{C}/S)$ and all non-empty open subsets $U \subset C$ if and only if for all $C \in (\mathcal{C}/S)$ and all points $x \in C$ (closed or not) we have
\[ \mathcal{M}^h_{C, x} = \lim_{\to (D, n)} \mathcal{M}(D, n), \]
(1.17)
where the limit is over all pairs \((D, m)\) with \(D \to C\) finite flat in \((E/S)\) and \(m\) is an effective divisor on \(D\) such that \(D \setminus [m]\) is a Nisnevich neighborhood of \(x\) (i.e. it is étale over \(C\) and there is a point \(y \in D \setminus [n]\), which maps isomorphically to \(x\).

1.5.3. Corollary-Definition. Let \(\mathcal{M}\) be a reciprocity functor. Then for any \(C \in (E/S)\) and \(P \in C\) there exists a biadditive pairing

\[-,-)_P : \mathcal{M}(\eta_C) \times \mathbb{G}_m(\eta_C) \to \mathcal{M}(x_C),\]

which is \(R\)-linear in the first argument and has the following properties:

1. \((-,-)_P\) is continuous when \(\mathcal{M}(\eta_C)\) and \(\mathcal{M}(x_C)\) are endowed with the discrete topology and \(\mathbb{G}_m(\eta_C)\) with the topology for which \(\{U^n_p\mid n \geq 1\}\) is a fundamental system of open neighborhoods of \(1\).

2. For all \(a \in \mathcal{M}_C(P)\) (notation as in \([1.4.2]\)) and \(f \in \mathbb{G}_m(\eta_C)\) we have

\[\langle a, f \rangle_P = v_P(f) \text{Tr}_{P/x_C}(s_P(a)).\]

3. For all \(a \in \mathcal{M}(\eta_C)\) and \(f \in \mathbb{G}_m(\eta_C)\) we have

\[\sum_{P \in C} \langle a, f \rangle_P = 0.\]

Furthermore \((-,-)_P\) is uniquely determined by the properties above. We call \((-,-)_P\) the local symbol at \(P\) attached to \(\mathcal{M}\).

Proof. The Zariski-stalk \(\mathcal{M}_C,P\) is a submodule of \(\mathcal{M}(\eta_C)\) and since \(\mathcal{M}_C\) is a Zariski sheaf on \(C\), we have \(\mathcal{M}_C(U) = \cap_{P \in U} \mathcal{M}_C,P\) for all open subsets \(U \subset C\). Thus we are in the situation of Proposition \([1.4.6]\). For \(a \in \mathcal{M}(\eta_C)\) choose a modulus \(m\), then condition (2) in Proposition \([1.4.6]\) is satisfied. Let \(\{\rho_{a,P} : \mathbb{G}_m(\eta_C) \to \mathcal{M}(x_C)\}_{P \in C}\) be the family of continuous homomorphisms from Proposition \([1.4.6]\) (1) constructed for \((a,m)\). Notice that this family does not depend on the choice of the modulus \(m\) for \(a\): Indeed if \(m'\) is another modulus for \(a\) then so is \(m'' = m + m'\). But the family \(\{\rho_{a,P}''\}\) constructed via \(m''\) satisfies in particular, the same properties as \(\{\rho_{P,a}\}\) and so by uniqueness they have to be the same. Then for \(a \in \mathcal{M}(\eta_C)\) and \(f \in \mathbb{G}_m(\eta_C)\) we set

\[(a, f)_P := \rho_{a,P}(f).\]

It follows from the uniqueness of the \(\rho's\) that this defines a biadditive pairing, which is \(R\)-linear in the first argument. The properties (1)-(3) now follow immediately from the corresponding property of the \(\rho's\). \(\square\)

1.5.4. Corollary (cf. \([32\] III,§1, Prop. 2]). Let \(\Phi : \mathcal{M} \to \mathcal{N}\) be a morphism between reciprocity functors. Then for all \(C \in (E/S)\), \(P \in C\), \(a \in \mathcal{M}(\eta_C)\) and \(f \in \mathbb{G}_m(\eta_C)\) we have

\[\Phi((a,f))_{P'} = (\Phi(a), f)_{P'}.\]

Proof. Follows from the uniqueness statement in Proposition \([1.4.6]\). \(\square\)

1.5.5. Proposition (cf. \([32\] III, Prop. 3 and 4]). Let \(\mathcal{M}\) be a reciprocity functor and \(\pi : D \to C\) a finite morphism in \((E/S)\).

1. For all \(b \in \mathcal{M}(\eta_D)\), \(f \in \mathbb{G}_m(\eta_C)\) and \(P \in C\) we have in \(\mathcal{M}(x_C)\)

\[\langle \pi_*(b, f) \rangle_P = \sum_{Q \in \pi^{-1}(P)} \text{Tr}_{x_D/x_C}(b, \pi^*(f))_Q.\]

2. For all \(a \in \mathcal{M}(\eta_C)\), \(g \in \mathbb{G}_m(\eta_D)\) and \(P \in C\) we have in \(\mathcal{M}(x_C)\)

\[\langle a, \pi_*g \rangle_P = \sum_{Q \in \pi^{-1}(P)} \text{Tr}_{x_D/x_C}(\pi^*a, g)_Q.\]

Proof. The proof is along the lines of the proof of \([32\] III, Prop. 3 and 4]. \(\square\)
1.5.6. **Definition.** Let $\mathcal{M}$ be a reciprocity functor, $C \in (\mathcal{C}/S)$ a curve and $P \in C$ a closed point. Then we define

$$\text{Fil}^0_{P,\mathcal{M}}(\eta_C) := \mathcal{M}_{C,P}$$

and for $n \geq 1$

$$\text{Fil}^n_{P,\mathcal{M}}(\eta_C) := \{ a \in \mathcal{M}(\eta_C) \mid (a,u)_P = 0 \text{ for all } u \in U_P^{(n)} \}.$$  

Clearly $\text{Fil}^*_{P,\mathcal{M}}(\eta_C)$ forms an increasing and exhaustive filtration of sub-$R$-modules of $\mathcal{M}(\eta_C)$.

1.5.7. **Definition.** For $n \geq 0$ we define $\text{RF}_n$ to be the full subcategory of $\text{RF}$ formed by the reciprocity functors $\mathcal{M}$, which have the property that for any curve $C \in (\mathcal{C}/S)$ and any closed point $P$ in $C$

$$\text{Fil}^n_{P,M}(\eta_C) = M(\eta_C).$$

1.5.8. **Lemma.** Let $\mathcal{M}$ be a reciprocity functor and $\mathfrak{m} = \sum_{P \in C} n_P P$ an effective divisor on a curve $C \in (\mathcal{C}/S)$. Then

$$\mathcal{M}(C,\mathfrak{m}) = \bigcap_{P \in C} \text{Fil}^n_{P,\mathcal{M}}(\eta_C) = \bigcap_{P \in |\mathfrak{m}|} \text{Fil}^n_{P,\mathcal{M}}(\eta_C) \cap \mathcal{M}(C\setminus |\mathfrak{m}|).$$

**Proof.** The second equality is clear and the inclusion $\supset$ for the first equality follows immediately from reciprocity. For the other inclusion take $a \in \mathcal{M}(C,\mathfrak{m})$, $P \in |\mathfrak{m}|$ and $u \in U_P^{(n_P)}$. Take $N_Q \geq n_Q$ with $(a,U^{(N_Q)}_Q)Q = 0$ for all $Q \in |\mathfrak{m}|$ and choose $u_P \in \mathbb{G}_m(\eta)$ with $u_P/u \in U_Q^{(N_P)}$ and $u_P \in U_Q^{(N_Q)}$ for $Q \in |\mathfrak{m}| \setminus \{P\}$. Then $u_P \equiv 1 \mod \mathfrak{m}$ and

$$(a,u)_P = (a,u_P)_P = \sum_{Q \in |\mathfrak{m}|} (a,u_P)_Q = 0.$$  

Thus $a \in \text{Fil}^n_{P,\mathcal{M}}(\eta)$, which gives the statement. $\square$

**Proof.** This follows directly from Lemma 1.5.8 $\square$

1.5.9. **Example.** Let $\mathcal{M}$ be a reciprocity functor. Then we have

1. $\mathcal{M} \in \text{RF}_0$ iff $\mathcal{M}(\eta_C) = \mathcal{M}(C)$ for all $C \in (\mathcal{C}/S)$.
2. $\mathcal{M} \in \text{RF}_1$ iff $s_0^\mathcal{M} = s_1^\mathcal{M} : \mathcal{M}_R(\mathbb{A}_2) \to M(x)$.

Indeed (1) follows immediately from the definition and (2) from Lemma 1.4.3.

2. **Examples**

The examples in §2.2 and §2.3 were suggested by B. Kahn.

2.1. **Constant reciprocity functors.** Let $M$ be a $R$-module. Then $M$ defines a constant Nisnevich sheaf with transfers on $\text{Reg}^{\leq 1}$, defined by $M(X) := M^{\oplus r}$, for $X \in \text{Reg}^{\leq 1}$ with $r$ connected components, and an elementary correspondence $Z \in \text{Cor}(X,Y)$ acts via multiplication with its degree $\deg(Z/X)$. One easily checks that in this way $M$ defines a reciprocity functor and that we obtain a fully faithful functor

$$(R - \text{mod}) \to \text{RF}_0 \subset \text{RF}.$$  

2.2. **Algebraic groups.** In the following by an *algebraic group* we mean a smooth connected and commutative group scheme over $S$. 


2.2.1. Trace for algebraic groups. Let $G$ be an algebraic group and $\pi : Y \to X$ a finite and flat morphism of degree $d$ between noetherian $S$-schemes. Then (see e.g. [1], Exp. XVII, (6.3.4.2)) there exists a canonical $X$-morphism

$$X \to \text{Sym}_X^d Y.$$ \hspace{1cm} (2.1)

We quickly recall how this is constructed locally: Assume $\pi$ corresponds to a ring map $A \to B$ which makes $B$ a free $A$-module of rank $d$. For a not necessarily commutative $A$-algebra $D$ denote by $\text{TS}_A^d(D) = (D^\otimes_A d)^{\Sigma_d}$ the $A$-algebra of symmetric tensors. Then (see e.g. [1], Exp. XVII, (6.3.1.4)) the determinant $\text{End}_A(B) \to A$ induces an homomorphism of $A$-algebras $\text{TS}_A^d(\text{End}_A(B)) \to A$, whose composition with $\text{End}_A(B) \to \text{TS}_A^d(\text{End}_A(B))$, $x \mapsto x \otimes \ldots \otimes x$, gives back the determinant. Then (2.1) is locally given by taking Spec of the composition

$$\text{TS}_A^d(B) \to \text{TS}_A^d(\text{End}_A(B)) \to A,$$

where the first map is induced by the natural map $B \to \text{End}_A(B)$.

Now in [1], Exp. XVII, (6.3.13.2)] the trace morphism

$$\pi_* = \text{Tr}_{Y/X} : G(Y) \to G(X)$$

is defined as follows: Let $u : Y \to G$ be a $S$-morphism, then $\text{Tr}_{Y/X}(u) : X \to G$ is given by the composition

$$X \to \text{Sym}_X^d Y \xrightarrow{\sum_{1 \leq i \leq d} u} G.$$

By [1], Exp. XVII, Ex. 6.3.18 the trace thus defined equals the usual trace $\Gamma(Y, \mathcal{O}_Y) \xrightarrow{\text{Tr}_{Y/X}} \Gamma(X, \mathcal{O}_X)$ (resp. norm $\Gamma(Y, \mathcal{O}_Y^\times) \xrightarrow{\text{Nm}_{Y/X}} \Gamma(X, \mathcal{O}_X^\times)$) for $G = \mathbb{G}_a$ (resp. $G = \mathbb{G}_m$).

2.2.2. Proposition (cf. [2], III)]. Let $G$ be an algebraic group. Then the Nisnevich sheaf $\text{Reg}^{\leq 1} \supset U \to G(U)$ extends to a functor on $\text{Reg}^{\leq 1} \text{Cor}$ (via the trace recalled above) and as such is a $\mathbb{Z}$-reciprocity functor. Furthermore a morphism of algebraic groups induces a morphism of the corresponding reciprocity functors.

Proof. It is well-known that $U \to G(U)$ is a Nisnevich sheaf on $\text{Reg}^{\leq 1}$. Further, if $U \in \text{RegCon}^{\leq 1}$ is 1-dimensional with generic point $\eta$ the natural map $G(U) \to G(\eta)$ is injective. (This follows from the valuative criterion for properness, since the neutral section $\epsilon_G : S \to G$ is a proper map.) Thus the sheaf $G$ satisfies the conditions (Inj) and (FP) from Definition [2], III]. Furthermore by [1], Exp. XVII, Prop. 6.3.15 the trace recalled above yields a functor $G : \text{RegCon}^{\leq 1} \to (\mathbb{Z} - \text{mod})$, such that for a finite and surjective morphism $\pi : X \to Y$ in $\text{RegCon}^{\leq 1}$ the composition $\pi_* \pi^*$ is multiplication with $\deg \pi$ on $G(Y)$. Thus $G$ is a Mackey functor with specialization map if it satisfies condition (3) of Lemma [2], III]. So let $Y, X, X'$ and $f, g$ be as in Lemma [2], III]. Since $G$ satisfies (Inj) we may assume that $X'$ actually is a $S$-point (Then $g : X' \to X$ is either dominant or the inclusion of a closed point.) By [1], Exp. XVII, Prop. 6.3.15 the trace is compatible with base change and decomposes as a sum on disjoint schemes. Hence it suffices to show, that if $k$ is a field and $A$ is a finite local $k$-algebra, then $\text{Tr}_{A/k} : G(A) \to G(k)$ equals the composition

$$G(A) \to G(A_{\text{red}}) \xrightarrow{\text{lg}(A) \cdot \text{Tr}_{A_{\text{red}}/k}} G(k).$$

This follows immediately from [1], Exp. XVII, Prop. 6.3.5], which implies that if $d_0 = [A_{\text{red}} : k]$ and $d = [A : k] = d_0 \cdot \text{lg}(A)$, then the map $\text{Spec} k \to \text{Sym}_k^{d_0}(\text{Spec} A)$ factors via

$$\text{Spec} k \to (\text{Sym}_k^{d_0}(\text{Spec} A_{\text{red}}))^\times \text{lg}(A) \xrightarrow{\text{can}} \text{Sym}_k^{d}(\text{Spec} A),$$
where the arrow labeled "can." is the canonical morphism induced by the composition

$$
TS^d_k(A) \to TS^d_k(A_{\text{red}}) \xrightarrow{\text{TS(diagonal)}} TS^d_k(A_{\text{red}}^{\otimes \lg(A)})
$$

$$
\cong \bigoplus_{n_i=d} TS^k_{n_i}(A_{\text{red}}) \otimes_k \ldots \otimes_k TS^k_{n_r}(A_{\text{red}}) \xrightarrow{\text{proj}} TS^d_k(A_{\text{red}})^{\otimes \lg(A)}.
$$

Thus $G$ is a Mackey functor with specialization map. It remains to check that for $C \in (\mathcal{C}/S)$ and any non-empty open subset $U \subset C$ any section $a \in G(U)$ admits a modulus (see Definition [14,1]). In case $\kappa(x_C)$ is algebraically closed this is a theorem due to M. Rosenlicht (see [32, III, §1, Thm. 1]). The general case follows from this as follows: Let $\sigma: \bar{x} \to x := x_C$ be a geometric point (i.e. $\kappa(\bar{x})$ is algebraically closed), denote by $\nu: D \to (C \times x_{\text{red}})$ the normalization map (notice that $(C \times x_{\text{red}})$ is integral since $C \to x$ is geometrically connected) and by $\pi$ the composition

$$
\pi: D \xrightarrow{\nu} (C \times x_{\text{red}}) \subset C \times x \xrightarrow{id \times \sigma} C.
$$

Take $a \in G(U)$. Then by the theorem of M. Rosenlicht $\pi^*a \in G(\pi^{-1}(U))$ has a modulus and thus we find an effective divisor $m$ on $C$ with support equal to $C \setminus U$ and such that $\pi^*a$ has modulus $\pi^*m$. We claim that $a$ has modulus $m$. For this take $f \in \mathcal{O}_m(\mathcal{O}_C)$ with $f \equiv 1 \mod m$ (in particular $\pi^*f \equiv 1 \mod \pi^*m$). Since $\sigma^*: G(x) \to G(\bar{x})$ is injective ($G$ being an fpf-sheaf) it suffices to show

$$
0 = \sum_{P \in \mathcal{O}[m]} v_P(f)\sigma^*\text{Tr}_{P/x}(s_P(a)) = \sum_{P \in \mathcal{O}_{C\setminus U}[m]} \sum_{P' \in P' \times x_{\bar{x}}} v_{P'}(f) \cdot l_{P'} \cdot \sigma_{P'} \cdot s_{P'}(a),
$$

where $\sigma_{P'}: P' \to P$ is induced by $\sigma$ and $l_{P'} = \lg(\mathcal{O}_{P' \times x_{\bar{x}}, P'})$; notice that we can drop the $\text{Tr}_{P'/x}$ on the right since $P' \equiv \bar{x}$. For this, let $t \in \mathcal{O}_{C,P}$ be a local parameter, then by [9] Lem. 1.7.2, Ex. 1.2.3] we have

$$
l_{P'} \cdot |P'| = \text{div}(t_{(C \times x_{\bar{x}})})|_{P'} = l_{\eta_D} \cdot \sum_{Q \in \nu^{-1}(P')} e(Q/P) \cdot |P'|,
$$

where $l_{\eta_D} := \lg(\mathcal{O}_{C \times x_{\bar{x}}, \eta_D})$ (notice that $[Q : P'] = 1$). Thus we obtain

$$
\sum_{P \in \mathcal{O}[m]} \sum_{P' \in P' \times x_{\bar{x}}} v_P(f) \cdot l_{P'} \cdot \sigma_{P'} \cdot s_{P'}(a) = l_{\eta_D} \sum_{Q \in D \setminus [\pi^*m]} v_Q(\pi^*f) s_Q(\pi^*a),
$$

which is zero by our choice of $m$. This finishes the proof. \hfill $\Box$

2.2.3. Remark. It follows from the proof of [32, III, §1, Theorem 1], the above proof and Example [1,5,9] that

\[
G \in \begin{cases} 
\text{RF}_0, & \text{if } G \text{ is an Abelian variety} \\
\text{RF}_1, & \text{if } G \text{ is a semi-Abelian variety} \\
\text{RF}_0 \cup \cup_n \text{RF}_{n \geq 0}, & \text{if } G \text{ is unipotent.}
\end{cases}
\]

2.3. Homotopy invariant Nisnevich sheaves with transfers.

2.3.1. Recollections on PST. Let $\text{SmCor}_S$ be the category defined in [35, 2.1] whose objects are smooth $S$-schemes and the morphisms are given by finite correspondences, i.e. $\text{Hom}_{\text{SmCor}_S}(X, Y) = \text{Cor}_S(X, Y)$. A presheaf with transfers over $S$ is a contravariant and additive functor from $\text{SmCor}_S$ to the category of Abelian groups, $\mathcal{F}: (\text{SmCor}_S)^{op} \to (\text{Ab})$. The category of presheaves with transfers is denoted by $\text{PST}$; it is an Abelian category. Inside $\text{PST}$ we have the full subcategories $\text{NST}$ of Nisnevich sheaves with transfers, $\text{HI}$ of homotopy invariant presheaves.
with transfers and \( \text{HI}_{\text{Nis}} = \text{HI} \cap \text{NST} \) of homotopy invariant Nisnevich sheaves with transfers. The inclusion functor \( \text{HI} \to \text{PST} \) admits a left adjoint
\[
h_0 : \text{PST} \to \text{HI}
\]
where \( h_0(\mathcal{F}) \) is the presheaves with transfers defined for any smooth \( S \)-scheme \( X \) by
\[
h_0(\mathcal{F})(X) := \text{Coker} \left[ \mathcal{F}(\mathbb{A}_X^1) \xrightarrow{i_{-1}^* - i_1^*} \mathcal{F}(X) \right].
\]
By \cite{voevodsky} Theorem 3.1.4 the sheafification functor \( \mathcal{F} \mapsto \mathcal{F}_{\text{Nis}} \) restricts to a functor \( \text{PST} \to \text{NST} \) which is the left adjoint to the inclusion functor \( \text{NST} \to \text{PST} \).

2.3.2. Definition. A model of \( X \in \text{Reg}^{\leq 1} \) is a separated and smooth \( S \)-scheme \( U \) together with an affine morphism \( u : X \to U \) such that for any open affine \( \text{Spec} A \subset U \) the ring \( \Gamma(\text{Spec} A, u_* \mathcal{O}_X) \) is a localization of \( A \) by a multiplicative subset. A morphism between two models is a morphism of schemes under \( X \). We denote by \( \mathfrak{M}_X \) the category of all models of \( X \).

2.3.3. Lemma. The category \( \mathfrak{M}_X \) of models of \( X \in \text{Reg}^{\leq 1} \) is cofiltered and in particular non-empty.

Proof. This is straightforward. \( \square \)

2.3.4. Proposition. Let \( \mathcal{F} \in \text{PST} \) be a presheaf with transfers. Then
\[
\text{Reg}_{\leq 1}[X] \ni X \mapsto \hat{\mathcal{F}}(X) := \colim_{U \in \mathfrak{M}_X} \mathcal{F}(U)
\]
naturally defines a presheaf with transfers on \( \text{Reg}^{\leq 1} \) (in the sense of Definition \cite{voevodsky} with \( R = \mathbb{Z} \)) and we obtain an exact functor
\[
\text{PST} \to \text{PT}, \quad \mathcal{F} \mapsto \hat{\mathcal{F}},
\]
which restricts to \( \text{NST} \to \text{NT} \).

Proof. For \( X, Y \in \text{Reg}^{\leq 1} \) and \( [V] \in \text{Cor}(X, Y) \) an elementary correspondence, we find models \( X \to U \) and \( Y \to U' \) and an elementary correspondence \( [W] \in \text{Cor}(U, U') \) which pulls back to \( [V] \) under \( X \times Y \to U \times U' \). We get a map \( \mathcal{F}([W]) : \hat{\mathcal{F}}(U') \to \hat{\mathcal{F}}(U) \) and it is straightforward to see that it induces a map \( \hat{\mathcal{F}}(Y) \to \hat{\mathcal{F}}(X) \) which is independent of the choices of \( U, U', W \) and is compatible with composition. This proves the first statement and the other statements are immediate. \( \square \)

The following statement is a collection of results of V. Voevodsky.

2.3.5. Proposition. The above functor \( \text{PST} \to \text{PT} \) restricts to a conservative functor
\[
\text{HI}_{\text{Nis}} \to \text{RF}_1, \quad \mathcal{F} \mapsto \hat{\mathcal{F}},
\]
where \( \text{RF}_1 \) is defined in \cite{voevodsky}. Furthermore, restricting \( \hat{\mathcal{F}} \) to \( \text{ptCor}^{op} \) we obtain a functor \( \text{HI}_{\text{Nis}} \to \text{MF} \), which still is conservative.

Proof. Take \( \mathcal{F} \in \text{HI}_{\text{Nis}} \). By Proposition \cite{voevodsky} \( \hat{\mathcal{F}} \) is a Nisnevich sheaf with transfers on \( \text{Reg}^{\leq 1} \) and it automatically satisfies condition \( \text{(FP)} \) from Definition \cite{voevodsky}. Furthermore, by \cite{voevodsky} Corollary 4.19 and \cite{voevodsky} Proposition 3.1.11, the restriction map \( \mathcal{F}(X) \to \mathcal{F}(U) \), for \( U \to X \) a dense open immersion in \( \text{Sm}_S \), is injective. This implies (Iuj) from Definition \cite{voevodsky} and hence \( \hat{\mathcal{F}} \in \text{MF}_{\text{sp}} \). Furthermore, since \( \mathcal{F} \) is homotopy invariant we have \( i_0^* = i_*^\infty \) on \( \hat{\mathcal{F}}(\mathbb{P}^1 \setminus \{1\}) \) with \( x \) a \( S \)-point. Thus \( \hat{\mathcal{F}} \in \text{RF}_1 \) by Lemma \cite{voevodsky}. The conservativity statement follows immediately from \cite{voevodsky} Proposition 4.20 and \cite{voevodsky} Proposition 3.1.11. \( \square \)
2.4. Connection with classical class field theory in the function field case.

In this section we assume that \( F \) is a perfect field of positive characteristic \( p \).

We denote by \( W_n \) the Witt-scheme of length \( n \) over \( S \). It is in particular a unipotent algebraic group in the sense of \( 2.2 \) and hence defines a reciprocity functor. For an \( F \)-algebra \( A \), the \( A \)-rational points of \( W_n \) form the ring of Witt vectors \( W_n(A) \). There is a Frobenius morphism \( F : W_n \to W_n \) which sends an \( A \)-rational point \( (a_0, \ldots, a_{n-1}) \) to \( (a_0^p, \ldots, a_{n-1}^p) \). We also have the morphism of algebraic groups

\[
p : W_n \to W_{n+1}, \quad (a_0, \ldots, a_{n-1}) \mapsto p \cdot (a_0, \ldots, a_{n-1}, 0),
\]

which commutes with the Frobenius \( F \).

2.4.1. Proposition. Let \( \mathcal{H}^1 \) be the Nisnevich sheafification of the presheaf

\[
\operatorname{Reg}^{\leq 1} \ni X \mapsto H^1_{\text{ét}}(X, \mathbb{Q}/\mathbb{Z}).
\]

Then \( \mathcal{H}^1 \) is a reciprocity functor and it decomposes in \( \mathbf{RF} \) as

\[
\mathcal{H}^1 = (\mathcal{H}^1)' \oplus \lim_{\to} \mathbb{W}_n/(F-1)\mathbb{W}_n,
\]

(2.3)

where \((\mathcal{H}^1)'\) is induced by a homotopy invariant Nisnevich sheaf with transfers (in the sense of Proposition \( 2.2.5 \)), \( W_n/(F-1)\mathbb{W}_n \) is the quotient in the category of Nisnevich sheaves and the inductive limit is over the morphisms

\[
p : \frac{W_n}{(F-1)\mathbb{W}_n} \to \frac{W_{n+1}}{(F-1)\mathbb{W}_{n+1}}
\]

induced by \( (2.2) \).

Proof. Set \((\mathbb{Q}/\mathbb{Z})' := \bigoplus_{\ell \neq p} \mathbb{Q}_\ell /\mathbb{Z}_\ell \), where the sum is over all prime numbers \( \ell \) unequal to \( p \).

We obtain \( \mathbb{Q}/\mathbb{Z} = (\mathbb{Q}/\mathbb{Z})' \oplus \lim_{\to} \mathbb{Z}/p^n\mathbb{Z} \), where the transition maps \( \mathbb{Z}/p^n\mathbb{Z} \to \mathbb{Z}/p^{n+1}\mathbb{Z} \) are induced by multiplication with \( p \). Using Artin-Schreier-Witt theory we see that for an affine \( F \)-scheme \( X = \text{Spec} \ A \) we have the decomposition

\[
H^1_{\text{ét}}(X, \mathbb{Q}/\mathbb{Z}) = H^1_{\text{ét}}(X, (\mathbb{Q}/\mathbb{Z})' \oplus \lim_{\to} \mathbb{W}_n/(F-1)\mathbb{W}_n(A))
\]

Denote by \((\mathcal{H}^1)'\) the Nisnevich sheafification of \( \operatorname{Reg}^{\leq 1} \ni X \mapsto H^1_{\text{ét}}(X, (\mathbb{Q}/\mathbb{Z})') \).

This gives the decomposition \( (2.3) \) in the category of Nisnevich sheaves. It follows from \cite[Lemma 6.21]{23}, \cite[Corollary 5.29]{25}, \cite[Theorem 3.1.12]{26} and Proposition \( 2.3.5 \) that \((\mathcal{H}^1)'\) is a reciprocity functor induced by a sheaf in \( \mathbf{HH}_{\text{Nis}} \). Further \( \mathbb{W}_n/(F-1)\mathbb{W}_n \) clearly is a Nisnevich sheaves with transfers, which satisfies \( \text{FP} \) and \( \text{MC} \). For \( \text{Inj} \) it suffices to check that if \( A \) is a henselian DVR with fraction field \( K \) and we are given a Witt vector \( (a_0, \ldots, a_{n-1}) \in \mathbb{W}_n(A) \) such that there exist elements \( b_i \in K \) with

\[
(a_0, \ldots, a_{n-1}) = (b_0^p, \ldots, b_{n-1}^p) - (b_0, \ldots, b_{n-1}),
\]

then the \( b_i \)'s are in \( A \). Suppose we already showed that for \( i \geq 0 \) the elements \( b_0, \ldots, b_{i-1} \) are in \( A \). Then we get

\[
a_i = b_i^p - b_i + P(b_0, \ldots, b_{i-1})
\]

for some polynomial \( P \in \mathbb{Z}[x_0, \ldots, x_{i-1}] \). Thus \( b_i(b_i^{p-1} - 1) \in A \), i.e. \( b_i \in A \). Thus \( \mathbb{W}_n/(F-1)\mathbb{W}_n \) is a reciprocity functor and hence so is \( \lim_{\to} \mathbb{W}_n/(F-1)\mathbb{W}_n \). This finishes the proof. \( \square \)
2.4.2. Now assume that $F$ is a finite field and $C$ is a smooth projective curve over $S = \text{Spec} F$ with function field $K$ and generic point $\eta$. For a closed point $P \in C$ denote by $K_P$ the completion of $K$ along $P$. Further denote by $G_{ab}(K)$, $G_{ab}(K_P)$ and $G_{ab}(F)$ the absolute Galois groups of the fields $K, K_P, F$. We have

$$H^1(S) = \text{Hom}_{\cont}(G_{ab}(F), \mathbb{Q}/\mathbb{Z}) = \text{Hom}_{\cont}(\hat{\mathbb{Z}}, \mathbb{Q}/\mathbb{Z}) = \mathbb{Q}/\mathbb{Z}. \quad (2.4)$$

Thus the local reciprocity map (see e.g. [31 XIII, §14])

$$\rho_P : K_P^\times \to G_{ab}(K_P) \cong \text{Hom}_{\cont}(H^1_{et}(K_P, \mathbb{Q}/\mathbb{Z}), \mathbb{Q}/\mathbb{Z})$$

induces a morphism

$$H^1(\eta) \times \mathbb{G}_m(\eta) \to \mathbb{Q}/\mathbb{Z} \cong H^1(S), \quad (\chi, f) \mapsto \rho_P(f)(\chi). \quad (2.5)$$

Notice, if we identify $\chi$ with a character $G_{ab}(K) \to \mathbb{Q}/\mathbb{Z}$, then $\rho_P(f)(\chi) = \chi(\rho_P(f))$.

2.4.3. **Proposition.** With the notation above, the symbol at $P$ attached to $H^1$ (see Corollary-Definition 1.5.3) is given by $\rho_P$, i.e.

$$(\chi, f)_P = \rho_P(f)(\chi), \quad f \in \mathbb{G}_m(\eta), \chi \in H^1(\eta).$$

Furthermore the filtration of $H^1(\eta)$ at $P$ (see Definition 2.5.0) is given by

$$\text{Fil}^n_P H^1(\eta) = \text{Hom}_{\cont}(G_{ab}(K_P), \mathbb{Q}/\mathbb{Z}),$$

where $G_{ab,n}(K_P)$ is the $n$-th ramification subgroup of $G_{ab}(K_P)$ in the upper numbering (see [31 IV, §3]).

**Proof.** For the first statement we have to check that the symbol $\partial_P$ satisfies the properties (1)-(3) of Corollary-Definition 1.5.3. By [31 XV, §2, Remark after Theorem 2] we have

$$\rho_P(\hat{U}_P^{(n)}) = G_{ab,n}(K_P), \quad (2.6)$$

where $\hat{U}_P^{(n)}$ denotes the completion of $U_P^{(n)}$. Now since any $\chi \in H^1(\eta)$ is in fact induced by a character $\chi' : \text{Gal}(L/K) \to \mathbb{Z}/r\mathbb{Z}$ for some finite abelian Galois extension $L/K$ and since the images of $G_{ab,n}(K_P) \to \text{Gal}(L/K)$ are zero for $n >> 0$ we see that the continuity condition (1) is satisfied. For (2) notice that under the isomorphism (2.4) the element $v_P(f)\text{Tr}_{P'/P}(s_P(\chi))$, $\chi \in H^1_{C,P}, f \in \mathbb{G}_m(\eta)$, corresponds to

$$v_P(f)(\chi(s_P^{[P'/S]})) = v_P(f)(\chi(F_P) = \chi(\rho_P(f)),$$

where $F_S \in G_{ab}(F)$ (resp. $F_P \in G_{ab}(K(P)) \cong \pi_1^ab(\text{Spec} \mathcal{O}_{C,P}, \bar{P})$) denotes the Frobenius element and the second equality holds by [31 XIII, §4, Proposition 13]. Finally (3) is the Artin reciprocity law, see e.g. [3 I, VII, §3]. The second statement now follows directly from the definition of $\text{Fil}^n_P H^1(\eta)$ and (2.4). \qed

2.5. Cycle modules.

2.5.1. Notice that the fact that cycle modules define reciprocity functors, may be seen as a consequence of the fact that homotopy invariant sheaves with transfers define reciprocity functors and the work of F. Déglise [7]. However we do not need the equivalence between the category of cycle modules and the category of homotopy modules of [7] to see this, as it follows from the axioms of cycle modules. In the following we will freely use the numbering of the data and rules a cycle module should satisfy as introduced by M. Rost in [27]. We will check that a cycle module defines a reciprocity functor in the sense of Definition 1.5.1. For this we will use Proposition 13.3.7 which provides a description of Mackey functor with specialization which is closer to the definition of cycle modules.
2.5.2. Cycle modules are graded reciprocity functors. Let $M_n$ be a cycle module as defined in [27] (2.1) Definition. Let $n \in \mathbb{Z}$ be an integer. First note that $M_n$ is a Mackey functor by R1a-c and R2d, see Remark 1.3.20. As we shall see, the Mackey functor $M_n$ is canonically the underlying Mackey functor of a Nisnevich sheaf with transfers on $\text{Reg}^{\leq}$ which satisfies the modulus condition (MC). Let $C \in \mathcal{E}/S$ be a curve. To a closed point $P$ in $C$ corresponds a discrete valuation $v_P$ on the function field $\kappa(v_C)$ of the curve, and thus a residue homomorphism D4

$$\partial_P := \partial_{v_P} : M_n(\kappa_C) \rightarrow M_{n-1}(P).$$

Given an open subset $U \subseteq C$, we set

$$(\mathcal{M}_n)_{C}(U) := \bigcap_{P \in U} \ker(\partial_P : M_n(\kappa_C) \rightarrow M_{n-1}(P)).$$

(2.7)

This in fact defines a sheaf $(\mathcal{M}_n)_C$ in the Zariski topology on $C$ and the stalk at $P$ is the kernel of $\partial_P$.

2.5.3. Let $\varpi$ be a uniformizer of the local ring $\mathcal{O}_{C,P}$, and consider as in [27, p. 329], the map

$$s_P^n : M_n(\kappa_C) \rightarrow M_n(P), \quad a \mapsto s_P^n(a) := \partial_P(\{\varpi\} \cdot a).$$

The restriction to $(\mathcal{M}_n)_{C,P}$ is independent of the choice of the uniformizer $\varpi$. Indeed if $\varpi'$ is another uniformizer of the local ring $\mathcal{O}_{C,P}$, then there exists a unit $u \in \mathcal{O}_{C,P}$ such that $\varpi' = u\varpi$ and using R3e, we get for any $a \in (\mathcal{M}_n)_{C,P}$

$$s_P^n(a) = \partial_P(\{\varpi'\} \cdot a) = \partial_P(\{u \varpi\} \cdot a) = \partial_P(\{-\varpi\} \cdot a) + \partial_P\{u\} \cdot a = s_P^n(a) - \{\bar{u}\} \cdot \partial_P(a) = s_P^n(a).$$

Hence we may denote by

$$s_P : (\mathcal{M}_n)_{C,P} \rightarrow M_n(P)$$

the restriction of the map $s_P^n$.

2.5.4. Proposition. Let $M_n$ be a cycle module over $S$. Then for any integer $n \in \mathbb{Z}$, the triple $(M_n, \mathcal{M}_n, s)$ defines a $\mathbb{Z}$-reciprocity functor over $S$ via Proposition 1.3.7 which lies in RF1. Furthermore, its associated symbol (see Corollary-Definition 1.3.3) is given by

$$M_n(\kappa_C) \times G_m(\kappa_C) \rightarrow M_n(x_C), \quad (a, f) \mapsto (a, f)_P = \text{Tr}_{P/z_C} \partial_P(\{f\} \cdot a),$$

(2.8)

for $C \in (\mathcal{E}/S)$ and $P \in C$.

Proof. Let us first check that $\mathcal{M}_n$ has the required functoriality. Let $\pi : V \rightarrow U$ be a morphism between 1-dimensional connected schemes in $\text{Reg}^{\leq}$ with compactifications $D$ and $C$, respectively. Then the morphism $\pi^* : M_n(\kappa_C) \rightarrow M_n(\kappa_D)$ induces a morphism $\pi^* : (\mathcal{M}_n)_{C}(U) \rightarrow (\mathcal{M}_n)_{D}(V)$, by R3a. Similarly, if $\pi$ is a finite morphism, R3b ensures that the morphism $\pi_* : M_n(\kappa_D) \rightarrow M_n(\kappa_C)$ induces a morphism $\pi_* : (\mathcal{M}_n)_{D}(V) \rightarrow (\mathcal{M}_n)_{C}(U)$. It follows from R1a and R1b that the pushforward and the pullback thus defined are functorial.

Thus the triple $(M_n, \mathcal{M}_n, s)$ is a data (1)-(3) from Proposition 1.3.7. It remains to check the conditions (R0)-(S3) from Proposition 1.3.7 and (MC) from Definition 1.4.1.

Condition (RS0) is Lemma 2.5.3 below and (RS1) is an immediate consequence of the condition (FD) that cycle modules are required to fulfill. Let $C \in (\mathcal{E}/S)$ and $a \in M_n(x_C)$. Then by R3c, we have $\partial_P(\rho^* a) = 0$ for all $P \in C$, which means that (RS2) holds. The condition (S3) follows from R3d. Let $\pi : D \rightarrow C$ be a morphism in $(\mathcal{E}/S), Q \in D$ and denote by $\pi_Q : Q \rightarrow \pi(Q) =: P$ the map induced
by $\pi$. Let $\varpi_Q$ (resp. $\varpi_P$) be a uniformizer of the local ring $\mathcal{O}_{D,Q}$ (resp. $\mathcal{O}_{C,P}$). We may write

$$\pi^*\varpi_P = u \cdot \varpi_P^{\mathcal{O}_{D,Q}}(Q/P),$$

where $u \in \mathcal{O}_{D,Q}^\times$. Relation (S1) follows from [27, (1.9) Lemma], which gives for any $a \in (\mathcal{M}_n)_{C,P}$

$$s_Q^{\mathcal{O}_{D,Q}}(\pi^*a) = \pi^*_Q s_P^{\mathcal{O}_{D,Q}}(a) - \{u\} \cdot \pi^*_Q \partial_P(a) = \pi^*_Q s_P(a).$$

Assume now that $\pi$ is finite. For any $a \in \pi^*(\mathcal{M}_n)_{D,P}$, we have

$$s_P(\pi_*a) = \partial_P(\{-\varpi_P\} \cdot \pi_*a) = \partial_P \pi_*\{\{-\pi^*\varpi_P\} \cdot a\} \quad \text{by R2b}$$

$$= \sum_{Q \in \pi^{-1}(P)} \pi_Q s_Q(\{-\pi^*\varpi_P\} \cdot a) \quad \text{by R3b}$$

On the other hand by R3e

$$\partial_Q(\{-\pi^*\varpi_P\} \cdot a) = e(Q/P) \cdot \partial_Q(\{-\varpi_Q\} \cdot a) + \partial_Q(\{u\} \cdot a)$$

$$= e(Q/P) \cdot s_Q(a) - \{u\} \cdot \partial_Q(a)$$

$$= e(Q/P) \cdot s_Q(a).$$

This implies (S2). It remains to prove that the modulus condition (MC) is fulfilled. Let $C \in (\mathfrak{C}/S)$ be a curve and $U \subset C$ be a non-empty open subset and take $a \in (\mathcal{M}_n)_{C}(U)$. The closed subset $C \setminus U$ consists then of finitely many closed points $P_1, \ldots, P_r$ and let $m$ be the effective divisor $m := \sum_{i=1}^r P_i$. Let $f \in \mathcal{O}_m(\eta_C)$ be a rational function such that $f \equiv 1 \mod m$. By the reciprocity law for curves $RC$, we know that

$$\sum_{P \in C} \text{Tr}_{P/x_C} \partial_{P}(\{f\} \cdot a) = 0. \quad (2.9)$$

If $P = P_i$ for some $i \in \{1, \ldots, r\}$, then by definition $f \in U_{P_i} = 1 + m_P$. Hence $f$ is a unit and R3e implies that

$$\partial_P(\{f\} \cdot a) = -\{f\} \cdot \partial_P(a) = -\{1\} \cdot \partial_P(a) = 0. \quad (2.10)$$

On the other hand, if $P \in U$ and $\varpi$ is a uniformizer of the local ring $\mathcal{O}_{C,P}$, then by R3f we have

$$\partial_P(\{f\} \cdot a) = \partial_P(\{f\}) \cdot s_P^\mathcal{O}_{C,P}(a) - s_P^\mathcal{O}_{C,P}(f) \cdot \partial_P(a) + \{-1\} \cdot \partial_P(\{f\}) \cdot \partial_P(a)$$

$$= \partial_P(\{f\}) \cdot s_P^\mathcal{O}_{C,P}(a) = v_P(f) \cdot s_P(a)$$

since $a \in (\mathcal{M}_n)_{C}(U)$. Hence the reciprocity law (2.9), may be rewritten as

$$\sum_{P \in C \setminus \{m\}} v_P(f) \cdot \text{Tr}_{P/x_C}(s_P(a)) = 0.$$

This shows that the modulus condition (MC) is fulfilled. Hence $(M_n, \mathcal{M}_n, s)$ defines a reciprocity functor. The formula for the associated local symbol follows from the computation above and the uniqueness statement in Corollary-Definition [1.5.3]. Hence $(M_n, \mathcal{M}_n, s) \in \text{RF}_1$ by [2.11].

2.5.5. Lemma. For all $C \in (\mathfrak{C}/S)$ the functor $\mathcal{M}_n$ on the small Nisnevich site $CN_{\text{Nis}}$, which sends an étale $C$-scheme $U$ to $\oplus_1 (\mathcal{M}_n)_{C_i}(U_i)$, where the $U_i$’s are the connected components of $U$ with unique compactification $C_i$ over $C$, is a sheaf.

Proof. Let $X \in \text{Reg}^{\leq 1}$ and

\[\begin{array}{ccc}
W & \xrightarrow{i} & V \\
\sqcap & \downarrow & \downarrow \\
U & \xrightarrow{\pi} & X \\
\end{array}\]

\[\square\]
be a distinguished Nisnevich square for the Nisnevich topology i.e. \( \pi \) is an étale morphism, \( j \) an open immersion and if \( Z := X \setminus U \) with its reduced scheme structure, then \( \pi^{-1}(Z) \to Z \) is an isomorphism. By [27, Proposition 2.17], it is enough to check that the square

\[
\begin{array}{ccc}
\mathcal{M}_n(X) & \longrightarrow & \mathcal{M}_n(V) \\
\downarrow & & \downarrow \\
\mathcal{M}_n(U) & \longrightarrow & \mathcal{M}_n(W)
\end{array}
\]  

(2.11)

is cartesian. Let for any scheme \( Y \in \text{Reg}^{\leq 1} \), \( \mathcal{M}_n(Y) \) be the direct sum over the irreducible components \( T \) of \( Y \) of the \( M_n(\eta_T) \)'s. Then the square analogous to (2.11) with \( \mathcal{M}_n \) replaced by \( \mathcal{M}_n \) is cartesian. Indeed this follows from the following two observations:

- if \( C \) is an irreducible component of \( X \), then either \( C \cap U \neq \emptyset \) (and thus \( C \cap U \) is an irreducible component of \( U \)), or \( C \) is contained in \( Z \), and therefore dominated by a unique irreducible component of \( V \), which is moreover isomorphic to \( C \);
- since \( \pi \) is étale, any irreducible component \( D \) of \( V \) dominates an irreducible component \( C \) of \( X \), and \( C \cap U \neq \emptyset \) if and only if \( D \cap W \neq \emptyset \).

Now to see that (2.11) is cartesian, it is enough to remark that if \( P \in X \) is a closed point that does not lie in \( U \), then there exists \( Q \in V \) such that \( \pi \) induces an isomorphism \( \kappa(Q) \simeq \kappa(P) \), then by R3a we have

\[
\partial_Q \circ \pi^* = e(Q/P) \cdot \partial_P = \partial_P
\]

since \( \pi \) is unramified. \( \square \)

2.5.6. Example. In particular the \( n \)-th level of Milnor K-theory gives a reciprocity functor for all integers \( n \geq 0 \),

\[
K^M_n = (K^M_n, \mathcal{X}^M_n, s).
\]

Notice that for \( C \in (\mathcal{C}/S) \), the sheaf \( \mathcal{X}^M_{n,C} \) is defined by (2.7). If \( \kappa(x_C) \) is an infinite field this coincides with the sheaf \( K^M_n(\mathcal{O}_C) \) by [21 Thm. 7.1.]

Also notice that we have

\[
K^M_1 = \mathbb{G}_m.
\]

2.5.7. Functors of zero cycles. Let \( X \) be a smooth quasi-projective \( S \)-scheme, of pure dimension \( d \), and \( n \in \mathbb{Z} \) an integer. As explained in Proposition 2.5.3 cycle modules are graded reciprocity functors. This implies in particular that the functor

\[
\text{CH}^{d+n}(X, n) : (pt/S) \to (\mathbb{Z} - \text{mod}), \quad x \mapsto \text{CH}^{d+n}(X, n)(x) := \text{CH}^{d+n}(X_x, n),
\]

(2.12)

defines a \( \mathbb{Z} \)-reciprocity functor over \( S \), denoted by

\[
\mathcal{C}H^{d+n}(X, n).
\]

Indeed this functor may be obtained from \( K^* \) via the vibration technics of [27 §7]. To see this let \( M_* \) be a cycle module over \( X \) (e.g. Milnor K-theory \( K^M_2 \)) and \( \varrho : X \to S \) be the structural morphism. As shown by M. Rost in [27 (7.3) Theorem], for any integer \( q \in \mathbb{Z} \), we get a cycle module \( A_q[\varrho; M] \) over \( S \). This cycle module is such that for any \( S \)-point \( x \)

\[
A_q[\varrho; M]_n(x) = A_q(X_x; M, n),
\]

where \( A_q(X_x; M, n) \) is the \( q \)-th homology of the cycle complex \( C_*(X_x; M) \) defined in [27 §5]. Assume now \( M_* = K^M_\bullet \). We have then two isomorphisms

\[
A_0[\varrho; K^M_\bullet]_n(x) = A_0(X_x; K^M_\bullet, n) \simeq H^{d+n}_{Zar}(X_x; \mathcal{X}^M_{d+n}) \simeq \text{CH}^{d+n}(X_x, n).
\]

(2.13)
The first one is due to K. Kato [13] (see also [27] (6.5) Corollary), while the second one may be found in [2] Theorem 5.5. Since $A_0[\rho; K^M_{\ast}]$ is a cycle module, it follows from Proposition 2.5.4 that (2.12) defines a reciprocity functor.

2.5.8. Remark. Let $C \in (\mathcal{C}/S)$ be a curve and $P$ be a closed point in $C$. As part of the cycle module structure, we have a residue homomorphism

$$\partial_P : A_0[\rho; K^M_{\ast}]_n(\eta_C) \to A_0[\rho; K^M_{\ast}]_{n-1}(P).$$

For $n = 0$ the right hand side vanishes and so does the residue map $\partial_P$. Hence it follows from the definition (2.7) of the regular structure on the reciprocity functor $\mathcal{C}H_0(X)$ that for any open subset $U \subseteq C$

$$\mathcal{C}H_0(X)(U) = CH_0(X_{\eta_C}).$$

In particular, $\mathcal{C}H_0(x) \in RF_0$. Moreover the specialization map is the one defined e.g. in [9] 20.3).

2.5.9. Let $X$ be a smooth and quasi-projective $S$-scheme of equidimension $d$ and $n \geq 0$. For $Y, Z$ two smooth connected schemes and $\gamma \in Cor(Y, Z)$ a correspondence, define a map

$$\gamma^* : CH^{d+n}(X \times Z, n) \to CH^{d+n}(X \times Y, n), \quad \alpha \mapsto p_{12}\cdot(p_{13}^\gamma \cdot p_{23}^\gamma d(\gamma)),
$$

where $p_{12}, p_{13}, p_{23}$ are the three projections from $X \times Y \times Z$ to $X \times Y, X \times Z$, $Y \times Z$ respectively and $d(\gamma)$ denotes the class of $\gamma$ in $CH^{d+n}(Y \times Z)$. (Notice that $p_{13}^\gamma \cdot p_{23}^\gamma d(\gamma) = p_{23}^\gamma d(\gamma) \cdot p_{13}^\gamma \alpha$. One easily checks that this defines a homotopy invariant presheaf with transfers

$$CH^{d+n}(X, n) : SmCor \to (\mathbb{Z}-mod), \quad Y \mapsto CH^{d+n}(X, n)(Y) := CH^{d+n}(X \times Y, n).$$

We denote by $CH^{d+n}_{Nis}(X, n) \in HI_{Nis}$ its Nisnevich sheafification. Applying the functor $\hat{\gamma} : HI_{Nis} \to RF$ from Proposition 2.5.9 we get a canonical isomorphism of reciprocity functors

$$\mathcal{C}H^{d+n}_{Nis}(X, n) \cong CH^{d+n}_{Nis}(X, n)^\hat{\gamma}. \quad (2.14)$$

Indeed by construction we get a canonical isomorphism of Mackey functors (see Definition 1.3.1) and thus by Proposition 1.3.2 we have to check that the specialization maps are the same. But for $C \in (\mathcal{C}/S)$, $U \subseteq C$ open and $P \subseteq U$ the specialization map $\hat{\gamma}_P : \mathcal{C}H^{d+n}(X, n)(U) \to \mathcal{C}H^{d+n}(X, n)(P)$ is defined using the residue homomorphism $\partial_P$ of the underlying Rost’s cycle module (see 2.5.8), which in turn is defined using the differentials in the cycle complex $C_\gamma(X \times V; K^M_{\ast, n})$, where $V \subseteq Sm$ is a model of $U$, see (27) 7.). On the other hand the cycle complex $C_\gamma(X \times V; K^M_{\ast, n})$ is nothing but the Gersten resolution on $X \times V$ of $\mathcal{C}H^{d+n}_{Nis}(X, n)$, which is isomorphic to the Gersten resolution of $CH^{d+n}_{Nis}(X, n)$ as a Zariski sheaf on $X \times V$ (see e.g. [11] Lemma 3.2). It is this isomorphism which induces the isomorphism (2.14). But the specialization map for $CH^{d+n}_{Nis}(X, n)$ is again induced by the differentials of the Gersten resolution (see [2] Lem. 6.3), thus we get the compatibility with the specialization maps.

2.6. Kähler Differentials.

2.6.1. Trace for Kähler differentials. Let $T$ be a scheme, $Y$ a noetherian $T$-scheme and $f : X \to Y$ a finite morphism, which is a complete intersection, i.e. $f$ is flat and for any $x \in X$ there exists an open neighborhood $U$ of $x$, such that $f|_U$ factors as the composition of a regular closed embedding followed by a smooth morphism, $U \hookrightarrow P \to Y$. (This is for example satisfied if $X$ and $Y$ are regular and $f$ is finite and flat; also any base change with respect to $Y$ will again be a complete intersection.) Then in [22] §16 there is constructed for all $q$ a trace (pushforward)

$$f_* = \text{Tr}_{X/Y} : f_*\Omega^q_{X/T} \to \Omega^q_{Y/T},$$

where

$$\Omega^q_{X/T} = \frac{\mathcal{O}_X(1)\otimes_{\mathcal{O}_T}\Omega^q_{Y/T}}{\mathcal{O}_X(1)\otimes_{\mathcal{O}_T}\Omega^{q-1}_{Y/T}}.$$
which has the following properties:

(T1) For $\alpha \in \Omega^i_{X/T}$ and $\beta \in \Omega^{i-1}_{X/T}$, we have $f_*(f^*(\alpha)\beta) = \alpha f_*(\beta)$.

(T2) For $q = 0$ the map $f_* : f_*\mathcal{O}_X \to \mathcal{O}_Y$ is the usual trace for a finite and locally free extension of algebras.

(T3) If $g : Y' \to Y$ is a $T$-morphism of noetherian schemes, then the base change $f' : X' = X \times_Y Y' \to Y'$ of $f$ is finite and a complete intersection and the following diagram commutes

$$
\begin{array}{ccc}
\Omega^q Y/T & \xrightarrow{g^*} & h_*\Omega^q X'/T \\
| & | & | \\
f_* & | & f'_*
\end{array}
$$

where $g' : X' \to X$ is the base change of $g$ and $h := f \circ g' = g \circ f'$.

(T4) If $f_i : X_i \to Y$, $i = 1, \ldots, n$, are finite morphisms, which are local complete intersections, then so is $f := \bigsqcup f_i : X := \bigsqcup_{i=1}^n X_i \to Y$ and for $\beta = (\beta_1, \ldots, \beta_n) \in f_*\Omega^q X/T = \bigoplus_i f_*\Omega^q X_i/T$ the following equality holds in $\Omega^q Y/T$

$$f_*(\beta) = \sum_i f_*(\beta_i).$$

(T5) If $g : W \to X$ is finite and a complete intersection, then so is $f \circ g : W \to Y$ and we have

$$f_*g_* = (f \circ g)_* : (f \circ g)_*\Omega^q Y/T \to \Omega^q X/T.$$

(T6) $f_* \circ d = d \circ f_* : f_*\Omega^q X/T \to \Omega^{q+1} Y/T$.

(T7) For all $a \in f_*\mathcal{O}_X^\times$, we have

$$f_*(\frac{da}{a}) = \frac{dNm_{X/Y}(a)}{Nm_{X/Y}(a)},$$

where $Nm_{X/Y} : f_*\mathcal{O}_X^\times \to \mathcal{O}_Y^\times$ is the norm map.

Furthermore using [22, Thm 16.1] and [22, §16, Exercise 5]) we obtain: Let $x$ be a $S$-point and $\varphi : Y \to x$ a finite morphism, which is a complete intersection. Then the following diagram commutes for all $q \geq 0$

$$
\begin{array}{ccc}
\Omega^q Y/T & \xrightarrow{\bigoplus_{y\in Y} \varphi_y^*} & \Omega^q X/T \\
| & | & | \\
\varphi^* & \xrightarrow{\sum_i l_y \varphi_y} & \Omega^q S/T
\end{array}
$$

where $\varphi_y$ is the composition $y \hookrightarrow Y \xrightarrow{\varphi} x$, $l_y = \text{length}(\mathcal{O}_{Y,y})$ and the horizontal map is induced by the natural surjections $\Omega^q Y/T \to \Omega^q S/T$.

2.6.2. Residue map for Kähler differentials. Take $C$ in $(\mathcal{C}/S)$ and set $K = \kappa(C)$, $k = \kappa(x_C)$ and $x = x_C$. For $n \in \mathbb{N}$ set $K_n := k(K^n)$ and viewing $K_n$ and $\mathcal{O}_C$ as subsheaves of the constant sheaf $K$ on $C$ we define $C_n = \text{Spec}(\mathcal{O}_C \cap K_n)$. Then (see [13, p. 88 and Thm 3]) we obtain maps

$$C = C_0 \to C_1 \to C_2 \to \ldots,$$

which are homeomorphisms and each $C_n$ is a regular projective and connected curve over $x (= x_{C_n})$. Further, for $P \in C$ denote its image in $C_n$ by $P_n$. Then, by [13, Thm1, Thm4], for almost all $n$ the curve $C_n$ is smooth over $x$ and $\kappa(P_n)$ is the separable closure of $k$ in $\kappa(P)$. 
In [22, §17, Def. 17.4.] the residue map
\[ \text{Res}_P : \Omega^1_{\eta/x} \to k \]
is defined by
\[ \text{Res}_P(\alpha) := \text{Tr}_{P_\eta/x}(\text{Res}_t(\text{Tr}_{C/C_n}(\alpha))), \quad \alpha \in \Omega^1_{\eta/x}, \]
where \( \text{Tr}_{C/C_n} \) and \( \text{Tr}_{P_\eta/x} \) are the corresponding traces from [2.6.1] and [2.6.2] respectively, such that \( \kappa(P_n) \) is the separable closure of \( k \) in \( \kappa(P) \), which implies that the choice of a local parameter \( t \) at \( P_n \) determines a unique and continuous isomorphism of \( k \)-algebras between \( \kappa(P_n)(t) \) and the completion of \( K_n \) at \( P_n \), and \( \text{Res}_t : \Omega^1_{\kappa(P_n)(t)/\kappa(P_n)} \to \kappa(P_n) \) is the usual residue. It is shown in [22, §17], that this definition does not depend on the choices made. Furthermore the following properties are proven:

1. \( \text{Res}_P \) is \( k \)-linear and factors via a finite residue map
\[ \Omega^1_{\eta/x} \xrightarrow{\widetilde{\text{Res}}_P} \kappa(P) \xrightarrow{\text{Tr}} k, \]
where \( \widetilde{\text{Res}}_P \) is defined to be \( \text{Res}_t \) with \( t \) a local parameter at \( P \). This is independent of the choice of \( t \) by the same argument as in [22, II, §11].

2.6.3. Remark. Notice that if \( \kappa(P) \) is separable over \( k \), then \( \text{Res}_P : \Omega^1_{\eta/x} \to k \), factors via a fine residue map
\[ \Omega^1_{\eta/x} \xrightarrow{\text{Res}_P} \kappa(P) \xrightarrow{\text{Tr}} k, \]
where \( \text{Res}_P \) is defined to be \( \text{Res}_t \) with \( t \) a local parameter at \( P \). This is independent of the choice of \( t \) by the same argument as in [22, II, §11].

2.6.4. Higher residues. Let \( q \geq 0 \) be a non-negative integer. For any in \( \text{Reg}_{\leq 1} \) we can consider the \( q \)-th absolute Kähler differentials of \( X \) over \( \text{Spec} \mathbb{Z} \),
\[ \Omega_X^q := \Omega^q_{X/\text{Spec} \mathbb{Z}}. \]
For \( C \in (\mathcal{E}/S) \) and \( P \in C \) we define
\[ \text{Res}_P^{q+1} : \Omega^{q+1}_\eta \to \Omega^q_{x_C} \]
as follows: Take \( \pi : C \to C' \) a finite, surjective and purely inseparable morphism in \( (\mathcal{E}/S) \) such that \( C' \) is generically smooth over \( x = x_C \). (Notice that such a \( \pi \) is automatically a homeomorphism.) Let \( P' := \pi(P) \) be the image of \( P \) in \( C' \) and \( \eta' = \pi(\eta) \) the generic point of \( C' \). Then define \( \text{Res}_P^{q+1} \) as the composition
\[ \Omega^{q+1}_\eta \xrightarrow{\pi_*} \Omega^{q+1}_{\eta'} \xrightarrow{\text{Res}_{P'}^{q+1}} \Omega^q_{x_C}, \]
where \( \text{Res}_{P'} : \Omega^1_{\eta'/x} \to \kappa(x) \) is the residue map from [2.6.2] and the surjection is induced by the short exact sequence
\[ 0 \to \kappa(\eta') \otimes \Omega^1_{K'/K} \to \Omega^1_{\eta'/x} \to \Omega^1_{\eta'/x} \to 0. \]

This definition is independent of the chosen finite, surjective and purely inseparable \( x_C \)-morphism \( \pi : C \to C' \) with \( C' \) generically smooth over \( x_C \). Indeed since such a morphism corresponds (up to isomorphism) to giving a finite purely inseparable field extension \( \kappa(C)/K' \) such that \( K' \) is separable over \( \kappa(x_C) \) we only have to show, that if \( C' \to C'' \) is a finite, surjective and purely inseparable \( x_C \)-morphism between generically smooth curves, then the residues constructed with respect to
π : C → C′ and π′ : C → C′ → C′′ coincide. But since the kernel of the surjection \( \Omega_{\eta'}^{q+1} → \Omega_{\eta'/x}^1 \otimes_{\kappa(x)} \Omega_x^q \) equals the image of \( \kappa(\eta') \otimes_{\kappa(x)} \Omega_{\eta'}^{q+1} \) → \( \Omega_{\eta'}^{q+1} \) and the same for \( \eta'' \) the linearity of the trace yields a commutative diagram

\[
\begin{array}{ccc}
\Omega_{\eta'}^{q+1} & \xrightarrow{\text{Tr}_{\eta'/\eta''}} & \Omega_{\eta'/x}^1 \otimes_{\kappa(x)} \Omega_x^q \\
\text{Tr}_{\eta'/\eta''} & & \text{Tr}_{\eta'/\eta''} \otimes \text{id} \\
\Omega_{\eta''}^{q+1} & \xrightarrow{\text{Tr}_{\eta''/\eta''}} & \Omega_{\eta''/x}^1 \otimes_{\kappa(x)} \Omega_x^q.
\end{array}
\]

Now it follows from 2.6.2 (2) and the transitivity of the trace that the definition of Res\(_{\eta}^{q+1} \) does not depend on the choice of \( \pi \). In particular (see 2.6.2) we can choose \( \pi : C → C' \) in such a way that \( C' \) is smooth over \( x \) and that \( \kappa(P')/\kappa(x) \) is separable, which simplifies the definition of Res\(_P \). It also follows that Res\(_{\eta}^{q+1} = \text{Res}_{\eta} \) and that RES\(_{\eta}^{q+1} \) satisfies the analog of the properties 2.6.2 (1), (2), (3).

2.6.5. Theorem. For all \( q \geq 0 \) the absolute Kähler differentials define a reciprocity functor

\[ \text{Res}^q:\text{Cor}(\mathbb{Z} - \text{mod}), \quad X \mapsto \Omega_X^q, \]

such that \( \Omega^q(\mathcal{F}_f) = f^* \) is the usual pullback on \( \Omega^q \) (resp. \( \Omega^0(\mathcal{F}_f) = f_* \) is the trace recalled in 2.6.1) for \( f : X → Y \) a map in \( \text{Reg}^{\leq 1} \) (resp. a finite and flat map in \( \text{Reg}^{\leq 1} \)). Furthermore the local symbol attached to \( \Omega^q \) (see Corollary-Definition 1.3.3) is given by

\[ (\alpha, f)_P = \text{Res}_{\eta}^{q+1}(\frac{df}{f}) \alpha, \quad \alpha \in \Omega_C^q, \quad f \in \mathbb{G}_m(\eta_C) \]

for all \( C \in (\mathcal{E}/S) \) and \( P \in C \).

Proof. It follows from Lemma 1.2.2 and (Tr1)-(Tr5) and (2.15) in 2.6.1 that \( \Omega^q \) is a presheaf with transfers on \( \text{Reg}^{\leq 1} \) with pullback and pushforward as in the statement. Further it clearly is a Nisnevich sheaf and satisfies (FP) from Definition 1.3.5. Next observe that for \( C \in (\mathcal{E}/S) \) and \( P \in C \) the module \( \Omega_{C,P}^q \) is free (of maybe infinite rank). Indeed if \( C/x_C \) is smooth we have the exact sequence

\[ 0 → \mathcal{E}_{C,P} \otimes_{\kappa(x_C)} \Omega_{x_C}^1 → \Omega_{C,P}^1 → \Omega_{C/x_C,P}^1 → 0, \]

which implies that \( \Omega_{C,P}^1 \) and hence also all its exterior powers are free. In case \( \kappa(x_C) \) has positive characteristic and \( C \) is only regular this is e.g. [22 Thm. 7.5]. In particular \( \Omega_{C,P}^q \) is a submodule of \( \Omega_{\eta}^q \) and hence property (Inj) from Definition 1.3.5 holds. Thus \( \Omega^q \in \mathcal{Mf} \) and it remains to check condition (MC). For this we claim that for \( C \in (\mathcal{E}/S) \), \( P \in C \), \( \alpha \in \Omega_{C,P}^q \), and \( t \) a local parameter at \( P \), we have (with \( x := x_C \) and the notation from 1.3.2)

\[ \text{Tr}_{/x}(s_P(\alpha)) = \text{Res}_{P}^{q+1}(\frac{dt}{t} \alpha). \] (2.16)

Then \( \mathbb{G}_m(\eta_C) → \Omega_C^q, \ f → \text{Res}_{P}^{q+1}(\frac{df}{f}) \alpha \) clearly is a group homomorphism, which is continuous (by 2.6.2 1.) and satisfies the conditions (b) and (c) from Proposition 1.4.6. Hence \( \Omega^q \) satisfies (MC) and is a reciprocity functor and the explicit description for the local symbol given in the theorem follows from the uniqueness statement in Proposition 1.4.6. Thus it suffices to prove the claim (2.16). In case \( C/x \) is smooth and \( P/x \) is separable we have that \( \mathcal{E}_{C,P} \) is étale over \( \kappa(x)[t] \). Thus

\[ \Omega_{C,P}^q = (\mathcal{E}_{C,P} \otimes \Omega_{\kappa(x)}^q) \oplus (\mathcal{E}_{C,P} \otimes \Omega_{\kappa(x)}^{q-1} \cdot dt). \]

Therefore we can write \( \alpha = \alpha_0 + \alpha_1 dt \) with \( \alpha_i \in \mathcal{E}_{C,P} \otimes \Omega_{\kappa(x)}^{q-i} \) and we have by definition

\[ \text{Res}_{P}^{q+1}(\frac{dt}{t} \alpha) = \text{Tr}_{/x}(s_P(\alpha_0)) = \text{Tr}_{/x}(s_P(\alpha)). \]
The general case thus follows from the analog of \(2/6.2\). 1. and 2. for \(\text{Res}_p^{q+1}\) and the following lemma. 

2.6.6. \textbf{Lemma.} Let \(\pi : D \to C\) be a finite, surjective and purely inseparable morphism between regular curves over a field \(k\) of characteristic \(p > 0\). Let \(Q \in D\) be a closed point and \(P = \pi(Q)\) its image in \(C\) and let \(z \in \mathcal{O}_{D,Q}\) and \(t \in \mathcal{O}_{C,P}\) be local parameters at \(Q\) and \(P\) respectively. Then for all \(\alpha \in \Omega^q_{D,Q}\) there exists a \(\beta \in \Omega^q_{C,P}\) such that

\[
\text{Tr}_{D/C}(\frac{dz}{z}) \equiv \frac{dt}{t} \beta \mod \Omega^{q+1}_{C,P} \quad \text{and} \quad s_p(\beta) = \text{Tr}_{Q/P}(s_Q(\alpha)) \quad \text{in} \quad \Omega^q_p.
\]

\textbf{Proof.} Notice first that Spec \(\mathcal{O}_{D,Q} \to \text{Spec} \mathcal{O}_{C,P}\) is a complete intersection morphism and a homeomorphism. Thus \(\text{Tr}_{C/D}\) maps \(\Omega^{q+1}_{D,Q}\) to \(\Omega^{q+1}_{C,P}\) (by (Tr3)). Hence it suffices to prove the statement in the case \([D : C] = q = \text{tr}(Q/P) \cdot f(P/Q)\).

1. case: \(\text{tr}(Q/P) = 1\), \(f(Q/P) = p\). We can write \(t = zu\) with \(u \in \mathcal{O}_{D,Q}^\times\). Thus

\[
\text{Tr}_{D/C}(\frac{dz}{z}) = \text{Tr}_{D/C}(\frac{du}{u}) - \text{Tr}_{D/C}(\frac{du}{u}) \equiv \frac{du}{u} \text{Tr}_{D/C}(\alpha) \mod \Omega^{q+1}_{C,P}.
\]

Further by (2) for \(\Omega^q\) we have

\[
s_p(\text{Tr}_{D/C}(\alpha)) = e(Q/P) \text{Tr}_{Q/P}(s_Q(\alpha)) = \text{Tr}_{Q/P}(s_Q(\alpha)).
\]

Hence we can take \(\beta = \text{Tr}_{D/C}(\alpha) \in \Omega^q_{C,P}\).

2. case: \(\text{tr}(Q/P) = p\), \(f(Q/P) = 1\). In this case we have \(t = z^pu\) for some \(u \in \mathcal{O}_{C,P}^\times = \mathcal{O}_{D,Q}^\times \cap \kappa(C)\) (notice that \(z^p \in \kappa(C)\)). Further, since \(\pi^* : \Omega^q_{C,D} \to \Omega^q_{D,Q}\) induces an isomorphism \(\Omega^q_P \to \Omega^q_Q\), there exists a \(\beta \in \Omega^q_{C,P}\) and \(\gamma_i \in \Omega_{D,Q}^{q-1}\), \(i = 0, 1\), such that

\[
\alpha = \pi^* \beta + z\gamma_0 + dz \cdot \gamma_1,
\]

in particular \(s_Q(\alpha) = s_p(\beta)\). We obtain

\[
\text{Tr}_{D/C}(\frac{dz}{z}) \equiv \text{Tr}_{D/C}(\frac{du}{u}) \beta \equiv \frac{du}{u} \beta \equiv \frac{dt}{t} \beta \mod \Omega^{q+1}_{C,P}.
\]

Hence the lemma. 

\(\Box\)

2.6.7. \textbf{Example.} We have \(\Omega^0 = G_a\).

3. First properties of the category of reciprocity functors

3.1. \textbf{Lax Mackey functors with specialization map.}

3.1.1. \textbf{Definition.} Let \(\mathcal{M} : \text{Reg}^{\leq 1}\text{Cor}^{\text{op}} \to R\) mod be a presheaf with transfers on \(\text{Reg}^{\leq 1}\). A subset \(\mathcal{B}\) of \(\mathcal{M}\) is a collection of subsets \(\mathcal{B}(X) \subset \mathcal{M}(X)\) for \(X \in \text{Reg}^{\leq 1}\). Given such a subset we define \(\langle \mathcal{B} \rangle > (X)\) to be the \(R\)-submodule of \(\mathcal{M}(X)\) generated by all \(\mathcal{M}(\gamma)(a)\), with \(\gamma \in \text{Cor}(X,Y)\), \(Y \in \text{Reg}^{\leq 1}\), and \(a \in \mathcal{B}(Y)\). Clearly \(\text{Reg}^{\leq 1} \ni X \mapsto \langle \mathcal{B} \rangle > (X)\) is a subsheaf with transfers of \(\mathcal{M}\). We define the quotient \(\mathcal{M}/\mathcal{B}\) of \(\mathcal{M}\) by the subset \(\mathcal{B}\) to be the presheaf with transfers on \(\text{Reg}^{\leq 1}\) given by

\[
X \mapsto \frac{\mathcal{M}(X)}{\langle \mathcal{B} \rangle > (X)} =: \mathcal{M}/\mathcal{B}(X).
\]

It is immediate that \(\mathcal{M}/\mathcal{B}\) satisfies the following universal property: Any morphism \(\Phi : \mathcal{M} \to \mathcal{N}\) of presheaves with transfers on \(\text{Reg}^{\leq 1}\) with \(\Phi(\mathcal{B}(X)) = 0\) for all \(X \in \text{Reg}^{\leq 1}\) factors uniquely over \(\mathcal{M}/\mathcal{B}\). In particular, if \(\mathcal{B} \subset \mathcal{M}\) already is a subsheaf with transfers on \(\text{Reg}^{\leq 1}\), then \(\mathcal{M}/\mathcal{B}\) is the usual quotient in the Abelian category of presheaves with transfers on \(\text{Reg}^{\leq 1}\).

We will need the following auxiliary category.

3.1.2. \textbf{Definition.} A \textit{lax Mackey functor with specialization map} \(\mathcal{L}\) is a presheaf with transfers on \(\text{Reg}^{\leq 1}\) which satisfies the following condition:
For all \( C \in (\mathcal{C}/S) \) with generic point \( \eta \) the natural map

\[
\lim_{U \subset C} \mathcal{L}(U) \rightarrow \mathcal{L}(\eta)
\]

is surjective, where the limit is over all non-empty open subsets \( U \subset C \).

We denote by \( \text{LMFsp} \) the full subcategory of \( \text{PT} \) whose objects are lax Mackey functors with specialization map.

Notice that the forgetful functor \( \text{MFsp} \rightarrow \text{LMFsp} \) is fully faithful.

3.1.3. Remark. Note that the quotient of a lax Mackey functor with specialization map \( L \) by a subset, as defined in Definition 3.1.1, is again in the category \( \text{LMFsp} \).

3.1.4. Proposition. There exists a functor

\[ \Sigma : \text{LMFsp} \rightarrow \text{MFsp} \]

such that the composition

\[ \text{MFsp} \xrightarrow{\text{forget}} \text{LMFsp} \xrightarrow{\Sigma} \text{MFsp} \]

is the identity functor and for any \( \mathcal{L} \in \text{LMFsp} \) we have a functorial map

\[ \mathcal{L} \rightarrow \Sigma(\mathcal{L}) \]

in \( \text{LMFsp} \),

which \( \Sigma \) maps to the identity on \( \Sigma(\mathcal{L}) \) in \( \text{MFsp} \) and which is surjective on Nisnevich stalks. In particular \( \Sigma \) is left adjoint to the natural functor \( \text{MFsp} \rightarrow \text{LMFsp} \), with adjunction maps given by \( \mathcal{L} \rightarrow \Sigma(\mathcal{L}) \), for \( \mathcal{L} \in \text{LMFsp} \) and \( \mathcal{M} \xrightarrow{\text{id}} \Sigma(\mathcal{M}) \), for \( \mathcal{M} \in \text{MFsp} \).

Proof. Let \( \mathcal{L} \) be a lax Mackey functor with specialization map. For \( X \in \text{Reg}^{\leq 1} \) with generic points \( \eta_i \) set

\[ \mathcal{R}(X) := \text{Ker}(\mathcal{L}(X) \rightarrow \oplus_i \mathcal{L}(\eta_i)) \]

Then \( \mathcal{R} \) is a subset of \( \mathcal{L} \) and we set

\[ \mathcal{L}' := \mathcal{L}/\mathcal{R}, \]

in the sense of Definition 3.1.1. Clearly we obtain in this way an endofunctor \( \text{LMFsp} \rightarrow \text{LMFsp} \), \( \mathcal{L} \mapsto \mathcal{L}' \), which is the identity on the full subcategory \( \text{MFsp} \) and the natural surjection of presheaves \( \mathcal{L} \rightarrow \mathcal{L}' \) is functorial. Now for \( \mathcal{L} \in \text{LMFsp} \) we define recursively

\[ \mathcal{L}^1 := \mathcal{L}', \quad \mathcal{L}^n := (\mathcal{L}^{n-1})', \quad n \geq 2, \]

and set

\[ \mathcal{L}^\infty = \lim_{n} \mathcal{L}^n. \]

We obtain a functor \( \text{LMFsp} \rightarrow \text{LMFsp} \), \( \mathcal{L} \mapsto \mathcal{L}^\infty \), which is the identity on \( \text{MFsp} \) together with a functorial surjection \( \mathcal{L} \rightarrow \mathcal{L}^\infty \). Further the restriction map \( \mathcal{L}^\infty(U) \rightarrow \mathcal{L}^\infty(\eta) \) is injective for all integral \( U \in \text{Reg}^{\leq 1} \) with generic point \( \eta \). Indeed, if \( a \in \mathcal{L}^\infty(U) \) maps to zero in \( \mathcal{L}^\infty(\eta) \), there exists a representative \( a_n \in \mathcal{L}^n(U) \) of \( a \) such that \( a_n \) maps to zero in \( \mathcal{L}^n(\eta) \). But then \( a_n \) maps to zero in \( \mathcal{L}^{n+1}(U) = (\mathcal{L}^n)'(U) \) by definition and hence \( a = 0 \in \mathcal{L}^\infty(U) \). Thus \( \mathcal{L}^\infty \) satisfies the conditions (Inj) and (FP) from Definition 1.3.5.

Hence

\[ \Sigma(\mathcal{L}) := \mathcal{L}_\text{Nis}^\infty \]

is a Mackey functor with specialization map by Lemma 1.3.8 and we obtain a functor \( \Sigma \) as in the statement. \( \square \)
3.2. Truncated reciprocity functors.

3.2.1. Lemma. For all $n \geq 1$, the forgetful functor $o_n : \text{RF}_n \to \text{LMFsp}$ has a left adjoint $\varrho_n : \text{LMFsp} \to \text{RF}_n$ such that $\varrho_n \circ o_n = \text{id}$.

**Proof.** Let $\mathcal{M} \in \text{LMFsp}$ be a lax Mackey functor with specialization map. Consider the quotient as presheaves with transfers (in the sense of 3.1.1)

$$L\varrho_n(\mathcal{M}) := \mathcal{M}/\mathcal{R}_n$$

of $\mathcal{M}$ by the subset $\mathcal{R}_n$ consisting of the elements

$$\sum_{P \in U} v_P(f) \cdot \text{Tr}_{P/X}(s_P^\mathcal{M}(a)),$$

where $C \in (\mathcal{E}/S)$ is a curve, $U \subseteq C$ is a non-empty open subset, $a \in \mathcal{M}(U)$ and $f \in \mathcal{G}_m(\eta_C)$ with $f \equiv 1$ modulo $\sum_{P \in C \setminus U} n[P]$. Then $L\varrho_n(\mathcal{M})$ is a lax Mackey functor with specialization map $\varrho_n(\mathcal{M}) := \Sigma(L\varrho_n(\mathcal{M}))$, with $\Sigma$ as in Proposition 3.1.4. It follows from Theorem 1.4.7 and Lemma 1.5.8 that $\varrho_n(\mathcal{M})$ is a reciprocity functor which lies in $\text{RF}_n$. Clearly, if $\mathcal{M} \in \text{RF}_n$, then $\mathcal{R}_n = 0$ and thus $\varrho_n \circ o_n(\mathcal{M}) = \Sigma(o_n(\mathcal{M})) = \mathcal{M}$, by Proposition 3.1.4. Finally by the left adjoint property of $\Sigma$ we have

$$\text{Hom}_{\text{RF}_n}(\varrho_n(\mathcal{M}), \mathcal{N}) \xrightarrow{\sim} \text{Hom}_{\text{LMFsp}}(L\varrho_n(\mathcal{M}), o_n(\mathcal{N})) \xrightarrow{\sim} \text{Hom}_{\text{LMFsp}}(\mathcal{M}, o_n(\mathcal{N})).$$

Hence $\varrho_n$ is left adjoint to $o_n$. \hfill $\square$

3.2.2. Example. Here is an example to show that the truncation functor can be quite brutal: $\varrho_1(\mathcal{G}_a) = 0$. Indeed, if $x = \text{Spec } k$ is a $S$-point and we take $a \in k \setminus \{0\}$, we consider $k^1 = \text{Spec } k[t] \subset \mathbb{P}^1$ and the function $f = t/(t + a) \in k(t)^\times$, which is congruent to 1 modulo $\{\infty\}$. Then the image of

$$\sum_{P \in k^1} v_P(f) \text{Tr}_P a \cdot s_P(t + a) = a$$

is zero in $\varrho_1(\mathcal{G}_a)$.

In particular the left adjoint property of $\varrho_1$ implies that any map of reciprocity functors $\mathcal{G}_a \to \mathcal{M}$ with $\mathcal{M} \in \text{RF}_1$ is the zero map.

4. K-GROUPS OF RECIPROCITY FUNCTORS

4.1. Tensor products in PT.

4.1.1. For $X \in \text{RegCon}^{\leq 1}$, we set

$$(\mathcal{M} \otimes \mathcal{N})(X) := \left( \bigoplus_{X \leftarrow Y \leftarrow Y} \mathcal{M}(Y) \otimes_R \mathcal{N}(Y) \right)/\mathcal{R}(X)$$

where the sum is taken over all finite flat morphisms $Y \to X$ in $\text{RegCon}^{\leq 1}$ and $\mathcal{R}(X)$ is the submodule of the direct sum generated by the elements

$$(a \otimes g \cdot b') - (g^* a \otimes b'), \quad (g \cdot a' \otimes b) - (a' \otimes g^* b)$$

where $g : Y' \to Y$ is a finite flat morphism over $X$ and $a \in \mathcal{M}(Y)$, $a' \in \mathcal{M}(Y')$, $b \in \mathcal{N}(Y)$, $b' \in \mathcal{N}(Y')$. For $X \in \text{Reg}^{\leq 1}$ we extend the definition additively.
4.1.2. Lemma. Let $\mathcal{M}, \mathcal{N} \in \mathcal{PT}$ be two presheaves with transfers on $\text{Reg}^{\leq 1}$. Then $\mathcal{M} \otimes \mathcal{N}$ is canonically a presheaf with transfers on $\text{Reg}^{\leq 1}$.

Proof. It is enough to check that $\mathcal{M} \otimes \mathcal{N}$ is equipped with pullback maps and pushforward maps on $\text{RegCon}^{\leq 1}$ satisfying the conditions of Lemma 1.2.2.

Pushforward: Let $f : X \to Y$ be a finite flat morphism in $\text{RegCon}^{\leq 1}$. Then the natural inclusions, for finite flat morphisms $X' \to X$ in $\text{RegCon}^{\leq 1}$,

$$ \mathcal{M}(X') \otimes_R \mathcal{N}(X') \to \bigoplus_{Y'} \mathcal{M}(Y') \otimes_R \mathcal{N}(Y') $$

induce a morphism of $R$-modules

$$ f^* : (\mathcal{M} \otimes \mathcal{N})(X) \to (\mathcal{M} \otimes \mathcal{N})(Y), $$

which clearly is functorial.

Pullback: Let $g : Y \to X$ be a morphism in $\text{RegCon}^{\leq 1}$. Given a finite flat morphism $X' \to X$ in $\text{RegCon}^{\leq 1}$, consider the $R$-linear morphism

$$ g^*_X : \mathcal{M}(X') \otimes_R \mathcal{N}(X') \to (\mathcal{M} \otimes \mathcal{N})(Y), \quad a \otimes b \mapsto \sum_{T \subseteq Y'} \lg(\mathcal{O}_{Y', \eta_T}) \cdot (g^*_T a \otimes g^*_T b), \quad (4.1) $$

where the sum is taken over the irreducible components of $Y' = Y \times_X X'$ and $g_T : T \to X'$ is the canonical morphism with $T$ the normalization of $T$. Note that the definition makes sense since the canonical morphism $f_T : T \to Y$ is finite and flat. Let us show that these morphisms induce a $R$-linear morphism

$$ g^* : (\mathcal{M} \otimes \mathcal{N})(X) \to (\mathcal{M} \otimes \mathcal{N})(Y). $$

Let $f : X'' \to X'$ be a finite flat $X$-morphism between two finite flat connected $X$-schemes in $\text{Reg}^{\leq 1}$. Let us use the following notation

and

$$ l_T' = \lg(\mathcal{O}_{Y', \eta_T}), \quad l_T = \lg(\mathcal{O}_{Y', \eta_T}), \quad l_T'' = \lg(\mathcal{O}_{X'' \times_X T, \eta_T}), $$

where $T$ is an irreducible component of $Y'$ and $T'$ is an irreducible component of $Y''$ that dominates $T$. By [9 Lemma A.4.1], applied to the flat local homomorphism $\mathcal{O}_{Y', \eta_T} \to \mathcal{O}_{Y'', \eta_T'}$, we have

$$ l_T' = l_T \cdot l_T'' . \quad (4.2) $$

Note that since $f$ is universally equidimensional (being finite and flat), any irreducible component $T$ of $Y'$ is dominated by an irreducible component $T'$ of $Y''$. 


Now for \( a' \in \mathcal{M}(X') \) and \( b \in \mathcal{N}(X') \) we have in \((\mathcal{M} \otimes \mathcal{N})(Y)\)
\[
g_{\mathcal{X}}(f \cdot a' \otimes b) = \sum_{T \subseteq Y'} l_T \cdot (g_T^* f \cdot a' \otimes g_T^* b),
\]
by definition
\[
= \sum_{T \subseteq Y'} \left( \sum_{T' \subseteq X' \times_X T} l_T' \cdot (f' g_{T'}^* a' \otimes g_{T'}^* b) \right),
\] by Lemma \[1.14\]
\[
= \sum_{T \subseteq Y''} l_{T'} \cdot (f' g_{T'}^* a' \otimes g_{T'}^* b),
\]
by \[\ref{4.1}\]
\[
= \sum_{T \subseteq Y''} l_{T'} \cdot (g_{T'}^* a' \otimes g_{T'}^* f^* b),
\] by definition of \(\mathcal{R}(Y)\)
\[
= g_{\mathcal{X}}(a' \otimes f^* b),
\]
by definition.

By symmetry we obtain that \(g_{\mathcal{X}}\) maps \(\mathcal{R}(X)\) to zero. This shows that the map \[\ref{1.1}\] is well defined. Functoriality is proven by a similar computation.

**Degree formula and cartesian square formula:** Consider a finite and flat morphism \(g : Y \rightarrow X\) in \(\text{RegCon}^\leq\). Let \(f : X' \rightarrow X\) be a finite flat morphism in \(\text{RegCon}^\leq\), and \(a \in \mathcal{M}(X'), b \in \mathcal{N}(X')\). Since \(g_T\) is a finite flat morphism (with notation as above), the projection formula gives in \((\mathcal{M} \otimes \mathcal{N})(X)\)
\[
g_* g^*(a \otimes b) = g_{\mathcal{X}}(a \otimes b) = \sum_{T \subseteq Y'} \log(\Theta_{Y', \eta_T}) \cdot g_T^* a \otimes g_T^* b
\]
\[
= \sum_{T \subseteq Y'} \log(\Theta_{Y', \eta_T}) \cdot a \otimes g_T g_T^* b = \left( \sum_{T \subseteq Y'} \log(\Theta_{Y', \eta_T}) \deg(g_T) \right) \cdot a \otimes b
\]
\[
= \deg(g) \cdot a \otimes b.
\]
It remains to check the cartesian square formula. Let \(g : Y \rightarrow X\) be a morphism in \(\text{RegCon}^\leq\) and \(f : X' \rightarrow X\) be a finite flat morphism in \(\text{RegCon}^\leq\) and take \(a \in \mathcal{M}(X')\) and \(b \in \mathcal{N}(X')\). Using the above notation and \[\ref{1.14}\] we obtain
\[
\sum_{T \subseteq Y'} l_{T'} f_{T'} g_{T'}^*(a \otimes b) = \sum_{T \subseteq Y'} l_T \left( \sum_{T' \subseteq X' \times_X T} l_{T'}^* (g_{T'}^* a \otimes g_{T'}^* b) \right)
\]
\[
= \sum_{T \subseteq Y''} l_{T'} \cdot (g_{T'}^* a \otimes g_{T'}^* b) = g^* f_*(a \otimes b),
\]
as desired. \(\Box\)

**4.1.3. Remark.** Let \(M\) and \(N\) be two Mackey functors (see Definition \[1.3.1\]). Recall that the tensor product as Mackey functor of \(M\) and \(N\) is defined as follows (see e.g. \[1.7\]). Let \(x\) be a \(S\)-point
\[
(M \otimes N)(x) := \left[ \bigoplus_{\xi \in M^S} M(\xi) \otimes_R N(\xi) \right] / \mathcal{R}(x)
\]
where the sum is taken over all finite morphisms of \(S\)-points and \(\mathcal{R}(x)\) is the submodule of the direct sum generated by the elements of the shape
\[
(\delta \cdot a') \otimes b - a' \otimes \delta \cdot b \quad \text{and} \quad a \otimes \delta \cdot b' - \delta \cdot a \otimes b',
\]
where \(a \in M(\xi), a' \in M(\xi'), b \in N(\xi), b' \in M(\xi')\) and \(\delta : \xi' \rightarrow \xi\) is a morphism between finite \(x\)-points. It follows from the definition that the underlying Mackey functor of the tensor product in \(\text{PT}\) is simply the tensor product of the underlying Mackey functors as defined above.
4.1.4. Lemma. If $\mathcal{M} \in \text{LMFsp}$ and $\mathcal{N} \in \text{LMFsp}$ then $\mathcal{M} \otimes \mathcal{N}$ is also a lax Mackey functor with specialization map.

Proof. Let $C$ be a curve in $(\mathcal{E}/S)$. We have to show that the condition (W.F.P.) holds i.e. the map
\[
\text{colim}_{U \in C}(\mathcal{M} \otimes \mathcal{N})(U) \to (\mathcal{M} \otimes \mathcal{N})(\eta_C)
\] (4.3)
is surjective. Let $\xi \to \eta_C$ be a finite morphism, and $a \in \mathcal{M}(\xi)$, $b \in \mathcal{N}(\xi)$. There exists an open subset $V$ in the normalization $C_\xi$ of $C$ in $\xi \to \eta_C$ such that $a$ lifts to $\mathcal{M}(V)$ and $b$ to $\mathcal{N}(V)$. We may then find an open subset $U$ in $C$ such that $V$ contains the image inverse $U_\xi$ of $U$ in $C_\xi$. Since the morphism $U_\xi \to U$ is finite and flat, we see that $a \otimes b$ lifts to $(\mathcal{M} \otimes \mathcal{N})(U)$, and therefore (4.3) is surjective. \(\square\)

4.1.5. Definition. Let $\mathcal{M}_i$, $i = 1, \ldots, n$, and $\mathcal{N}$ be objects in the category $\text{PT}$ i.e. presheaves with transfers on $\text{Reg}^{\leq 1}$. Then an $n$-linear map of presheaves with transfers
\[
\Phi : \prod_{i=1}^n \mathcal{M}_i \to \mathcal{N}
\]
is a collection of $n$-linear maps of $R$-modules $\Phi_X : \prod_{i=1}^n \mathcal{M}_i(X) \to \mathcal{N}(X)$, where $X$ runs through all schemes $X \in \text{Reg}^{\leq 1}$, satisfying the following properties (we simply write $\Phi$ instead of $\Phi_X$):

1. For $f : X \to Y$ a morphism of schemes in $\text{Reg}^{\leq 1}$ and $a_i \in \mathcal{M}_i(Y)$, $i = 1, \ldots, n$ we have
\[
f^*\Phi(a_1, \ldots, a_n) = \Phi(f^*a_1, \ldots, f^*a_n).
\]
2. For $f : X \to Y$ a finite flat morphism of schemes in $\text{Reg}^{\leq 1}$ and $a_i \in \mathcal{M}_i(X)$, $i \neq i_0$, and $b \in \mathcal{M}_{i_0}(X)$ we have
\[
\Phi(a_1, \ldots, a_{i_0-1}, f^*b, a_{i_0+1}, \ldots, a_n) = f_*\Phi(f^*a_1, \ldots, f^*a_{i_0-1}, b, f^*a_{i_0+1}, \ldots, f^*a_n).
\]

We denote by $n-\text{Lin}(\mathcal{M}_1, \ldots, \mathcal{M}_n; \mathcal{N})$ the $R$-module of $n$-linear maps $\prod_i \mathcal{M}_i \to \mathcal{N}$ and set $\text{Bil}(\mathcal{M}_1, \mathcal{M}_2; \mathcal{N}) := 2 \otimes \text{Lin}(\mathcal{M}_1, \mathcal{M}_2; \mathcal{N})$.

4.1.6. Corollary. For $\mathcal{M}, \mathcal{N} \in \text{PT}$ the map $\mathcal{M}(X) \times \mathcal{N}(X) \to (\mathcal{M} \otimes \mathcal{N})(X)$, $(a, b) \mapsto a \otimes b$, $X \in \text{Reg}^{\leq 1}$, is a bilinear map and it is universal, i.e. it induces an isomorphism of functors on $\text{PT}$
\[
\text{Hom}_{\text{PT}}(\mathcal{M} \otimes \mathcal{N}, -) \cong \text{Bil}(\mathcal{M}, \mathcal{N}; -).
\]
Furthermore, the functor $\otimes$ makes $\text{PT}$ a monoidal category with unit object the constant presheaf $R$.

Proof. Straightforward. \(\square\)

4.1.7. Example. Let $\mathcal{M}$ be a presheaf with transfers on $\text{Reg}^{\leq 1}$ and $N$ a $R$-module viewed as a constant presheaf with transfers (cf. Example 24). Then it is easy to check that $\mathcal{M} \otimes N$ is the presheaf with transfers given by $X \mapsto \mathcal{M}(X) \otimes_R N$, $X \in \text{Reg}^{\leq 1}$, and a correspondence $\alpha \in \text{Cor}(X, Y)$ between two schemes in $\text{Reg}^{\leq 1}$ acts via $\mathcal{M}(\alpha) \otimes \text{id}_N$. 


4.2. K-groups of reciprocity functors.

4.2.1. Definition. Let $\mathcal{M}_i$, $i = 1, \ldots, n$, and $\mathcal{N}$ be reciprocity functors. Then an $n$-linear map of reciprocity functors

$$\Phi : \prod_{i=1}^{n} \mathcal{M}_i \rightarrow \mathcal{N}$$

is a $n$-linear map in $\mathbf{PT}$ (see Definition 4.1.5) satisfying the following additional property:

(L3) For any sequence of positive integers $r_1, \ldots, r_n \geq 1$, any $C \in (\mathcal{C}/S)$ and $P \in C$ we have

$$\Phi(\text{Fil}_{P}^{r_1} \mathcal{M}_i(\eta_C) \times \cdots \times \text{Fil}_{P}^{r_n} \mathcal{M}_i(\eta_C)) \subset \text{Fil}_{P}^{\max\{r_1, \ldots, r_n\}} \mathcal{N}(\eta_C),$$

where $\text{Fil}_{P}$ is the filtration defined in Definition 4.1.5.

We denote by $n-\text{Lin}_{RF}(\mathcal{M}_1, \ldots, \mathcal{M}_n; \mathcal{N})$ the $R$-module of $n$-linear maps $\prod_i \mathcal{M}_i \rightarrow \mathcal{N}$ and set $\text{Bil}_{RF}(\mathcal{M}_1, \mathcal{M}_2; \mathcal{N}) := 2 - \text{Lin}_{RF}(\mathcal{M}_1, \mathcal{M}_2; \mathcal{N})$.

Notice that if $\Psi_i : \mathcal{M}_i' \rightarrow \mathcal{M}_i$, $i = 1, \ldots, n$, and $\Psi : \mathcal{N} \rightarrow \mathcal{N}'$ are morphisms of reciprocity functors and $\Phi$ is a $n$-linear map as above, then $\Phi \circ (\prod_i \Psi_i)$ and $\Psi \circ \Phi$ are also a $n$-linear maps. Thus $n-\text{Lin}_{RF}(\mathcal{M}_1, \ldots, \mathcal{M}_n; \mathcal{N})$ has the expected functorial properties.

4.2.2. Remark. It follows from Lemma 3.1.3 and Lemma 4.1.4 that condition (L3) is equivalent to the following: For all $C \in (\mathcal{C}/S)$ and effective divisors $m_1, \ldots, m_n$ on $C$ we have

$$\Phi(\mathcal{M}_1(C, m_1) \times \cdots \times \mathcal{M}_n(C, m_n)) \subset \mathcal{N}(C, \max\{m_1, \ldots, m_n\}).$$

4.2.3. Definition. Let $\mathcal{M}_i$, $i = 1, \ldots, n$ be reciprocity functors.

(1) Let

$$\text{LT}(\mathcal{M}_1, \ldots, \mathcal{M}_n) := \mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_n / \mathcal{R},$$

be the quotient (in the sense of 3.1.2) of the presheaf with transfers $\mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_n \in \mathbf{PT}$ by the subset $\mathcal{R}$, consisting of the elements

$$\sum_{P \in C \mid \max\{m_i\}} v_P(f) \cdot s_P^\mathcal{M}_i(a_1) \otimes \cdots \otimes s_P^\mathcal{M}_n(a_n) \text{ in } (\mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_n)(x_C),$$

where $C \in (\mathcal{C}/S)$, $m_i$, $i = 1, \ldots, n$, are effective divisors on $C$, $a_i \in \mathcal{M}_i(C, m_i)$ and $f \in G_m(\eta_C)$ with $f \equiv 1$ mod $\max\{m_i\}$.

(2) By Remark 3.1.3 and Lemma 4.1.4, $\text{LT}(\mathcal{M}_1, \ldots, \mathcal{M}_n)$ lies in $\text{LMFsp}$, and the reciprocity $K$-functor associated with $\mathcal{M}_1, \ldots, \mathcal{M}_n$ is defined by

$$T(\mathcal{M}_1, \ldots, \mathcal{M}_n) := \Sigma(\text{LT}(\mathcal{M}_1, \ldots, \mathcal{M}_n)),$$

where $\Sigma$ is the functor from Proposition 3.1.1.

4.2.4. Theorem. Let $\mathcal{M}_i$, $i = 1, \ldots, n$, be reciprocity functors. Then the functor $T(\mathcal{M}_1, \ldots, \mathcal{M}_n)$ defined above is a reciprocity functor and the natural $n$-linear morphism of presheaves with transfers (in the sense of Definition 4.1.3)

$$\mathcal{M}_1 \times \cdots \times \mathcal{M}_n \otimes \mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_n \rightarrow \text{LT}(\mathcal{M}_1, \ldots, \mathcal{M}_n) \rightarrow T(\mathcal{M}_1, \ldots, \mathcal{M}_n)$$

(4.5)

is a $n$-linear morphism of reciprocity functors denoted by

$$\tau : \mathcal{M}_1 \times \cdots \times \mathcal{M}_n \rightarrow T(\mathcal{M}_1, \ldots, \mathcal{M}_n), \quad (a_1, \ldots, a_n) \mapsto \tau(a_1, \ldots, a_n).$$

(4.6)

Furthermore, this gives a functor

$$\prod_{i=1}^{n} \text{RF} \rightarrow \text{RF}, \quad (\mathcal{M}_1, \ldots, \mathcal{M}_n) \mapsto T(\mathcal{M}_1, \ldots, \mathcal{M}_n),$$




which represents the functor $\mathbf{RF} \to (R - \text{mod}), \mathcal{N} \mapsto n - \text{Lin}_{\mathbf{RF}}(\mathcal{M}_1, \ldots, \mathcal{M}_n; \mathcal{N})$ with $\tau$ as the universal $n$-linear map; in particular

$$n - \text{Lin}_{\mathbf{RF}}(\mathcal{M}_1, \ldots, \mathcal{M}_n; \mathcal{N}) = \text{Hom}_{\mathbf{RF}}(T(\mathcal{M}_1, \ldots, \mathcal{M}_n), \mathcal{N}).$$

**Proof.** First we prove that $T(\mathcal{M}_1, \ldots, \mathcal{M}_n)$ is a reciprocity functor, i.e. we have to show that for $C \in (\mathscr{F}/S)$ a curve and $U \subset C$ a non-empty open subset any section $\alpha \in T(\mathcal{M}_1, \ldots, \mathcal{M}_n)(U)$ admits a modulus whose support is equal to $C \setminus U$. First assume that $\alpha = a_1 \odot \cdots \odot a_n$ with $a_i \in \mathcal{M}_i(U_{\xi_i})$, where $\xi \to \eta_C$ is a finite morphism and we denote by $C_{\xi}$ the normalization of $C$ in $\kappa(\xi)$ and by $U_{\xi}$ the pullback of $U$ to $C_{\xi}$. Since the $\mathcal{M}_i$’s are reciprocity functors we find effective divisors $\mathfrak{m}_i$ on $C$ with $[\mathfrak{m}_i] = C \setminus U$, such that $a_i \in \mathcal{M}_i(C_{\xi}, \mathfrak{m}_i, \xi)$, where $\mathfrak{m}_i, \xi$ denotes the pullback of $\mathfrak{m}_i$ to $C_{\xi}$. Then $[\max_i(\mathfrak{m}_i)] = C \setminus U$ and we have to show

$$\sum_{P \in C \setminus \max_i(\mathfrak{m}_i)} v_P(f) \text{Tr}_{P/x_C} s_P(a_1 \odot \cdots \odot a_n) = 0 \quad \text{in } T(\mathcal{M}_1, \ldots, \mathcal{M}_n)(x_C),$$

for all $f \in \mathbb{G}_m(\eta_C)$ with $f \equiv 1 \mod \max_i(\mathfrak{m}_i)$. But by definition of $\text{Tr}_{P/x_C}$ and $s_P$ (see the construction of the pushforward and pullback in Lemma [1.1.2]), we have that the sum on the left-hand side equals

$$\sum_{P \in C \setminus \max_i(\mathfrak{m}_i)} v_P(f) \sum_{P \in C \setminus x_P} c(P'/P)(s_P^{\mathfrak{m}_i}(a_1) \odot \cdots \odot s_P^{\mathfrak{m}_i}(a_n)) = \sum_{P \in C \setminus \max_i(\mathfrak{m}_i)} v_P(f)(s_P^{\mathfrak{m}_i}(a_1) \odot \cdots \odot s_P^{\mathfrak{m}_i}(a_n)),$$

which is zero in $LT(\mathcal{M}_1, \ldots, \mathcal{M}_n)(x_C)$ by the relation (1.3) we divide out; a fortiori it is zero in $T(\mathcal{M}_1, \ldots, \mathcal{M}_n)(x_C)$. Now a general section $\alpha \in T(\mathcal{M}_1, \ldots, \mathcal{M}_n)(U)$ is Nisnevich locally a sum of elements $a_1 \odot \cdots \odot a_n$ as above and hence it admits a modulus with support equal to $C \setminus U$ by Theorem [1.1.7]. Thus $T(\mathcal{M}_1, \ldots, \mathcal{M}_n)$ is a reciprocity functor.

Next we claim that the $n$-linear morphism in $\text{PT}$ (4.5) indeed induces a $n$-linear morphism of reciprocity functors $\tau$. We have to check that (L3) holds. For this take effective divisors $\mathfrak{m}_i$ on $C$ and elements $a_i \in \mathcal{M}_i(C, \mathfrak{m}_i)$. As we saw above this gives in $T(\mathcal{M}_1, \ldots, \mathcal{M}_n)(x_C)$

$$\sum_{Q \in \max_i(\mathfrak{m}_i)} (\tau(a_1, \ldots, a_n), f)Q = - \sum_{Q \in C \setminus \max_i(\mathfrak{m}_i)} v_Q(f) \text{Tr}_{Q/x_C} s_Q(\tau(a_1, \ldots, a_n)) = 0$$

for all $f \equiv 1 \mod \max_i(\mathfrak{m}_i)$. Hence

$$\tau(a_1, \ldots, a_n) \in T(\mathcal{M}_1, \ldots, \mathcal{M}_n)(C, \max_i(\mathfrak{m}_i)).$$

By Remark [4.2.2] this gives (L3).

The $n$-linear map (4.10) induces a natural transformation of functors $\mathbf{RF} \to (R - \text{mod})$

$$\text{Hom}_{\mathbf{RF}}(T(\mathcal{M}_1, \ldots, \mathcal{M}_n), -) \to n - \text{Lin}(\mathcal{M}_1, \ldots, \mathcal{M}_n; -)$$

and we claim, that it is in fact an isomorphism of functors. For this it suffices to show that it is an isomorphism of $R$-modules when evaluated at any $\mathcal{N} \in \mathbf{RF}$. The injectivity follows immediately from the fact that for a regular connected scheme $X \in \text{RegCon}^{\leq 1}$ any element in $T(\mathcal{M}_1, \ldots, \mathcal{M}_n)(X)$ can be written as a sum of elements of the form $\text{Tr}_{Y/X}(\tau(a_1, \ldots, a_n))$, where $Y \to X$ is a finite flat morphism in $\text{RegCon}^{\leq 1}$ and $a_i \in \mathcal{M}_i(Y)$. For the surjectivity let $\Phi : \mathcal{M}_1 \times \cdots \times \mathcal{M}_n \to \mathcal{P}$
be a \(n\)-linear morphism between reciprocity functors. Then the corresponding \(n\)-linear map on the underlying presheaves with transfers factors over \(\mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_n\). Furthermore since \(\Phi\) satisfies (L3) we get
\[
\Phi((4.4)) = \sum_{Q \in C \setminus \max_i (m_i)} v_Q(f) T_{Q/x} s_Q^p (\Phi(a_1, \ldots, a_n)) = 0.
\]
Thus \(\Phi\) factors over \(LT(\mathcal{M}_1, \ldots, \mathcal{M}_n)\) and we obtain a morphism of lax Mackey functors with specialization map \(LT(\mathcal{M}_1, \ldots, \mathcal{M}_n) \to \mathcal{P}\). The left adjoint property of \(\Sigma\) hence gives a morphism in \(RF\)
\[
T(\mathcal{M}_1, \ldots, \mathcal{M}_n) = \Sigma(LT(\mathcal{M}_1, \ldots, \mathcal{M}_n)) \to \mathcal{P}.
\]
This finishes the proof. \(\square\)

4.2.5. Corollary. Let \(\mathcal{M}_i, \mathcal{M}'_i, i = 1, \ldots, n\) be reciprocity functors.

1. For all \(1 \leq i < j \leq n\) we have a functorial isomorphism
\[
T(\mathcal{M}_1, \ldots, \mathcal{M}_i, \ldots, \mathcal{M}_j, \ldots, \mathcal{M}_n) \cong T(\mathcal{M}_1, \ldots, \mathcal{M}_j, \ldots, \mathcal{M}_i, \ldots, \mathcal{M}_n).
\]
2. For all \(1 \leq i \leq n\) we have a functorial isomorphism
\[
T(\mathcal{M}_1, \ldots, \mathcal{M}_i \oplus \mathcal{M}'_i, \ldots, \mathcal{M}_n) \cong T(\mathcal{M}_1, \ldots, \mathcal{M}_i, \ldots, \mathcal{M}_n) \oplus T(\mathcal{M}_1, \ldots, \mathcal{M}'_i, \ldots, \mathcal{M}_n).
\]
3. There is a functorial map
\[
T(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3) \to T(T(\mathcal{M}_1, \mathcal{M}_2), \mathcal{M}_3),
\]
which is surjective as a map of Nisnevich sheaves.

Proof. (1) and (2) follow immediately from the universal property. The existence of the map in (3) follows from the universal property and the natural map
\[
\text{Bil}_{RF}(T(\mathcal{M}_1, \mathcal{M}_2); N) \to 3 - \text{Lin}_{RF}(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3; N).
\]
The surjectivity statement follows from the fact that both sides are quotients of \(\mathcal{M}_1 \otimes \mathcal{M}_2 \otimes \mathcal{M}_3\). \(\square\)

4.2.6. Remark. We don’t know whether the map in (3) above is an isomorphism (maybe one has to impose further conditions on the \(\mathcal{M}_i\)’s). Thus we don’t know whether \(T\) is associative, and we cannot call it a tensor product.

4.2.7. Corollary. Let \(\mathcal{M}_1, \ldots, \mathcal{M}_n\) be reciprocity functors and let \(N\) be a \(R\)-module viewed as a constant reciprocity functor. Then we have a functorial isomorphism of reciprocity functors
\[
T(\mathcal{M}_1, \ldots, \mathcal{M}_n, N) \cong \Sigma(T(\mathcal{M}_1, \ldots, \mathcal{M}_n) \otimes N),
\]
where \(\otimes\) on the right hand side is the tensor product in \(PT\) (see Example 4.2.4). In particular, \(T(\mathcal{M}_1, \ldots, \mathcal{M}_n, R) = T(\mathcal{M}_1, \ldots, \mathcal{M}_n)\) and for \(R\)-modules \(N_i\) we have \(T(N_1, \ldots, N_n) = N_1 \otimes_R \cdots \otimes_R N_n\).

Proof. It suffices to show that (in the notation of Definition 4.2.3) we have
\[
LT(\mathcal{M}_1, \ldots, \mathcal{M}_n, N) = T(\mathcal{M}_1, \ldots, \mathcal{M}_n) \otimes N,
\]
which is clear since \(LT\) is already zero on the right hand side. \(\square\)

4.2.8. Corollary. For \(\mathcal{M}_1, \ldots, \mathcal{M}_n \in RF_n\) (see Definitions 1.5.7 for the notation), we have \(T(\mathcal{M}_1, \ldots, \mathcal{M}_n) \in RF_n\), i.e. \(T\) restricts to a functor
\[
T : \prod RF_n \to RF_n.
\]
Proof. Let $C \in (\mathcal{C}/S)$ be a curve and $m_1, \ldots, m_n$ effective divisors on it. Then by (L3) the $n$-linear map $\tau$ induces a map
\[
\mathcal{M}(C, m_1) \times \cdots \times \mathcal{M}(m_n) \to T(\mathcal{M}, \ldots, \mathcal{M})(C, \max\{m_1, \ldots, m_n\}).
\]
Now the statement follows from Proposition 4.4.5 (2) and the fact that any element in $T(\mathcal{M}, \ldots, \mathcal{M})(\eta_C)$ can be written as a sum of elements of the form $T_{\eta_D}(\tau(a_1, \ldots, a_n))$, with $D \to C$ a finite and flat map in $(\mathcal{C}/S)$ and $a_i \in \mathcal{M}(\eta_D)$. $\square$

4.2.9. Remark. Let $\mathcal{F}$ be a category. $\mathcal{F}$ is quasi-Abelian in the sense of [20, 1.1]. (The kernel of a morphism in $\mathcal{F}$ equals the kernel of the corresponding morphism in $\mathcal{PT}$ and the cokernel of a morphism in $\mathcal{F}$ is obtained by applying the functor $\Sigma$ from Proposition 3.1.4 to the cokernel of the corresponding morphism in $\mathcal{PT}$.) In particular one has a notion of short exact sequences. But it seems that for given reciprocity functors $\mathcal{M} = \mathcal{M}_1, \ldots, \mathcal{M}_n$ the functor
\[
T(\mathcal{M}, -) : \mathcal{F} \to \mathcal{F}
\]
is not right exact. More precisely if $0 \to \mathcal{N}' \xrightarrow{\phi} \mathcal{N} \xrightarrow{\psi} \mathcal{N}'' \to 0$ is a short exact sequence in $\mathcal{F}$ (i.e. $\mathcal{N}' \cong \text{Ker}_{\mathcal{F}}(\phi)$ and $\mathcal{N}'' \cong \text{Coker}_{\mathcal{F}}(\psi)$), then the sequence
\[
T(\mathcal{M}, \mathcal{N}') \to T(\mathcal{M}, \mathcal{N}) \to T(\mathcal{M}, \mathcal{N}'') \to 0
\]
is in general only exact on the right. It follows from the universal property of $T$ that a sufficient condition for the exactness of the above sequence is the surjectivity of
\[
\text{Fil}_{r,p}^{\mathcal{N}}(\eta_C) \to \text{Fil}_{r,p}^{\mathcal{N}''}(\eta_C),
\]
for all $C \in (\mathcal{C}/S)$, all $P \in C$ and all $r \geq 1$. This was pointed out to us by B. Kahn. But condition (4.7) is in general not satisfied. As an example you can assume, that the base field $F$ is algebraically closed and has positive characteristic $p$, then we have a surjection of reciprocity functors $W_2 \twoheadrightarrow \mathbb{G}_a$ but for example $\text{Fil}_{r,p}^{\mathbb{G}_a}(\eta_{\mathbb{C}P^1})$ will not surject onto $\text{Fil}_{r,p}^{\mathbb{G}_a}(\eta_{\mathbb{C}P^1})$ as the computation of the filtration groups in [20, Prop. 6.4, (3)] shows. Note however that condition (4.7) automatically holds on $\mathcal{F}$. \[42\]

4.2.10. Remark. Let $F \subset F'$ be a finite extension of perfect fields, giving rise to a map $S' = \text{Spec } F' \to S = \text{Spec } F$. In the following we indicate by a label $S$ or $S'$ with respect to which base we are working. We get a natural functor $\text{Reg}^{\leq 1}\text{Cor}_{S'} \to \text{Reg}^{\leq 1}\text{Cor}_{S'}$ which induces a functor $\mathcal{F}_{S'} \to \mathcal{F}_{S'}$. Thus given $\mathcal{M}_1, \ldots, \mathcal{M}_n \in \mathcal{F}_{S}$ we can view the $n$-linear map $\tau : \mathcal{M}_1 \times \cdots \times \mathcal{M}_n \to T_S(\mathcal{M}_1, \ldots, \mathcal{M}_n)$ as a $n$-linear map of reciprocity functors over $S'$ and hence we get a map
\[
T_{S'}(\mathcal{M}_1, \ldots, \mathcal{M}_n) \to T_S(\mathcal{M}_1, \ldots, \mathcal{M}_n), \quad \tau_{S'}(m) \mapsto \tau_S(m)
\]
in $\mathcal{F}_{S'}$, which is automatically surjective since both sides are quotients of $\mathcal{M}_1 \otimes \cdots \otimes \mathcal{M}_n$.

4.2.11. Notation. Let $\mathcal{M}$ and $\mathcal{N}$ be two reciprocity functors. Then we will use the following notation (and variants of it)
\[
T(\mathcal{M}, \mathcal{N}^{\times n}) := T(\mathcal{M}, \underbrace{\mathcal{N}, \ldots, \mathcal{N}}_{n\text{-times}}).
\]

5. Computations

5.1. Relation with homotopy invariant Nisnevich sheaves with transfers.
5.1.1. Tensor product for presheaves with transfers. By [32, 3.2] the Abelian category \( \text{PST} \) has a monoidal structure extending the one on \( \text{SmCor} \) via the Yoneda embedding. By [32 §2] it is given by the following formula: Let \( \mathcal{F} \) and \( \mathcal{G} \) be two presheaves with transfers, then \( \mathcal{F} \otimes_{\text{PST}} \mathcal{G} \) is the presheaf with transfers which on \( X \in \text{SmCor} \) is given by

\[
(\mathcal{F} \otimes_{\text{PST}} \mathcal{G})(X) = \bigoplus_{Y,Z \in \text{Sm}} \mathcal{F}(Y) \otimes \mathcal{G}(Z) \otimes \text{Cor}(X,Y \times Z)/\Lambda,
\]

(5.1)

where \( \text{Sm} \) is the category of smooth \( S \)-schemes and \( \Lambda \) is the subgroup generated by elements of the following form

\[
\phi \otimes \psi \otimes (f \times \text{id}_Z) \circ h - f^*(\phi) \otimes \psi \otimes h,
\]

(5.2)

where \( \phi \in \mathcal{F}(Y), \psi \in \mathcal{G}(Z), f \in \text{Cor}(Y',Y), h \in \text{Cor}(X,Y' \times Z), \) and

\[
\phi \otimes \psi \otimes (\text{id}_Y \times g) \circ h - \phi \otimes g^*(\psi) \otimes h,
\]

(5.3)

where \( \phi \in \mathcal{F}(Y), \psi \in \mathcal{G}(Z), g \in \text{Cor}(Z',Z), h \in \text{Cor}(X,Y' \times Z) \).

5.1.2. The categories \( \text{HI}, \text{NST} \) and \( \text{HI}_{\text{Nis}} \) inherit symmetric monoidal structures defined respectively by:

\[
F \otimes_{\text{NST}} G := (F \otimes_{\text{PST}} G)_{\text{Nis}}, \quad F \otimes_{\text{HI}} G := h_0(F \otimes_{\text{PST}} G),
\]

\[
F \otimes_{\text{HI}_{\text{Nis}}} G := h_0^{\text{Nis}}(F \otimes_{\text{PST}} G),
\]

where \( h_0 : \text{PST} \to \text{HI} \) is the left adjoint of the forgetful functor \( \text{HI} \to \text{PST} \) (see [23.1] and \( h_0^{\text{Nis}} \) is the composition of \( h_0 \) with the sheafification functor.

5.1.3. Proposition. Let \( \mathcal{F}, \mathcal{G} \in \text{PST} \) be two presheaves with transfers. There exists a canonical and functorial isomorphism in \( \text{PT} \)

\[
(\mathcal{F} \otimes_{\text{PST}} \mathcal{G}) \cong \hat{\mathcal{F}} \otimes \hat{\mathcal{G}},
\]

where \( (-) : \text{PST} \to \text{PT} \) is the functor from Proposition 2.3.4 and the tensor product on the right hand side is the one defined in [4.1.1].

Proof. Let us first construct a morphism

\[
\theta : (\mathcal{F} \otimes_{\text{PST}} \mathcal{G}) \to \hat{\mathcal{F}} \otimes \hat{\mathcal{G}} \quad \text{in} \quad \text{PT}.
\]

Let \( X \) be a scheme in \( \text{Reg}^{\leq 1} \). Given a model \( U \in \mathcal{M}_X \) of \( X \), we define a map

\[
\theta_{X,U} : \bigoplus_{Y,Z \in \text{Sm}} \mathcal{F}(Y) \otimes \mathcal{G}(Z) \otimes \text{Cor}(U,Y \times Z) \to (\hat{\mathcal{F}} \otimes \hat{\mathcal{G}})(X)
\]

(5.4)

as follows: For \( \alpha \in \mathcal{F}(Y) \otimes \mathcal{G}(Z) \) with \( Y,Z \in \text{Sm} \) and \( [W] \in \text{Cor}(U,Y \times Z) \) an elementary correspondence, take an open subset \( U' \subset U \) which is a model of \( X \) and such that the normalization \( \hat{W}' \) of the pullback of \( W \) along \( U' \) is smooth (this is possible since the image of \( X \) in \( U \) is contained is the locus of at most 1-codimensional points); then we define

\[
\theta_{X,U}(\alpha \otimes [W]) := \text{class of } (p^*_{W',Y} \otimes p^*_W \circ \alpha) \text{ in } (\hat{\mathcal{F}} \otimes \hat{\mathcal{G}})(X),
\]

where \( p_{W',Y} : \hat{W} \to Y \) and \( p_W : \hat{W} \to Z \) are induced by projection. Clearly this element is independent of the choice of \( U' \) and we thus obtain a well-defined map [5.4]. We claim that \( \theta_{X,U} \) factors to give a map (again denoted by \( \theta_{X,U} \))

\[
\theta_{X,U} : (\mathcal{F} \otimes_{\text{PST}} \mathcal{G})(U) \to (\hat{\mathcal{F}} \otimes \hat{\mathcal{G}})(X).
\]

For this we have to show that \( \theta_{X,U} \) sends the elements [5.2] and [5.3] to zero. Notice that we can assume that the correspondences \( f,g,h \) appearing in these formulas are elementary. So take \( Y,Y',Z \in \text{Sm} \) and \( \phi \in \mathcal{F}(Y), \psi \in \mathcal{G}(Z) \) and elementary correspondences \( f \in \text{Cor}(Y',Y), h \in \text{Cor}(U,Y' \times Z) \) as in [5.2]. After replacing \( U \) with a smaller model of \( X \), we can assume that \( h \) - the normalization of \( h \) -
smooth and further that the normalizations of all irreducible components of the scheme-theoretic intersection of

\[ I := (h \times Y \times Z) \cap (U \times (f \times \text{id}_Z)) \]

inside \( U \times Y' \times Z \times Y \times Z \) are smooth as well as the normalization of their (reduced) images in \( U \times Y \times Z \). (We can do this since all this schemes are finite and surjective over \( U \).) For an irreducible component \( T \) of \( I \) set

\[ S_T = p_{UYZ}(T)_{\text{red}} \subset U \times Y \times Z \]

and denote by \( d_T := [T : S_T] \) the degree of \( T \) over \( S_T \) and by \( n_T \) the intersection number of \( T \) inside \( I \). Thus

\[ [h \times Y \times Z] \cdot [U \times (f \times \text{id}_Z)] = \sum_{T \subseteq I} n_T[T] \]

and by definition

\[ (f \times \text{id}_Z) \circ h = \sum_{T \subseteq I} n_T \cdot d_T \cdot [S_T] \in \text{Cor}(U, Y \times Z). \]

We introduce some more notations using the following commutative diagram in which all maps are the natural ones (induced by composition of embeddings, projections and normalization):

\[ \begin{matrix}
\tilde{S}_T & \xrightarrow{p_{S,Y'}} & \tilde{Y} \\
\downarrow \pi_T & & \downarrow \pi_{Y'} \\
\tilde{T} & \xrightarrow{f \times \text{id}_Z} & \tilde{Z} \\
\downarrow p_{T,Y} & & \downarrow p_{T,Z} \\
Y' & \xleftarrow{p_{h,Y'}} & Z.
\end{matrix} \quad (5.5)

Thus we get in \( (\hat{\mathcal{F}} \otimes \hat{\mathcal{G}})(X) \) (where ‘p.f.’ refers to the projection formula coming from the definition of \( \mathcal{R} \) in 4.1.1)

\[ \theta_{X,U}(\phi \otimes \psi \otimes (f \times \text{id}_Y) \circ h) = \sum_{T \subseteq I} n_T \cdot d_T \cdot (p^*_{S,T,Y} \phi \otimes p^*_{S,Z} \psi), \quad \text{by def. of } \theta_{X,U}, \]

\[ = \sum_{T \subseteq I} n_T \cdot (\pi_T \cdot \pi^*_{T,Y} p^*_{S,Y} \phi) \otimes p^*_{S,Z} \psi \]

\[ = \sum_{T \subseteq I} n_T \cdot p^*_{T,Y} \phi \otimes p^*_{T,Z} \psi, \quad \text{by p.f. and } (5.5) \]

\[ = \sum_{T \subseteq I} n_T \cdot p^*_{T,h} p^*_{T,Y} \phi \otimes p^*_{h,Z} \psi, \quad \text{by p.f.} \]

Now observe, that we have a canonical isomorphism

\[ I \cong (h \times Y \times Z) \times_{U \times Y' \times Z \times Y \times Z} (U \times f \times \text{id}_Z) \cong h \times Y', f. \]

Furthermore, the map \( \tilde{h} \times Y', f \to h \times Y', f \) is an isomorphism over an open and dense subset of \( h \) and thus induces finite birational maps \( T' \to T \) between the irreducible components; hence their normalizations are equal, \( \tilde{T}' = \tilde{T} \). For \( T' \) an irreducible
component of $\tilde{h} \times_Y f$ denote by $S_T$, its reduced image (via projection) in $\tilde{h} \times Y$ and by $\tilde{S}_T$ its normalization. We obtain a commutative diagram

$$
\begin{array}{c}
\tilde{T} = \tilde{T}' \xrightarrow{\rho_T} \tilde{S}_T \xrightarrow{\phi} \tilde{h} \times Y
\end{array}
$$

Further if $T$ is an irreducible component in $I$ with intersection multiplicity $n_T$ and $T'$ is the corresponding irreducible component in $\tilde{h} \times_Y f$, then (we denote by $\eta_T$ the generic point of $T$ and by abuse of notation also its image in the various other schemes appearing)

$$
n_T = \sum_{i \geq 0} (-1)^i \lg \left( \text{Tor}_i^{\mathcal{O}_{\tilde{T}}^{\mathcal{O}}} (\mathcal{O}_{\tilde{T}, \eta_T}, \mathcal{O}_{f, \eta_T}) \right)
$$

which is the intersection number of $T'$ in $\tilde{h} \times_Y f$. Thus

$$
f \circ [\Gamma_{p_h, Y'}] = \sum_{T \subseteq I_1} n_T \cdot \deg \rho_T \cdot [\tilde{S}_T].
$$

We get

$$
\theta_{X,U}(\phi \otimes \psi \circ (f \times \text{id}_Y) \circ h) = \sum_{T \subseteq I_1} n_T \cdot \deg \rho_T \cdot p_{S_T, h}^{-1} \cdot p_{h, Z}^{-1} \cdot [\phi \otimes \psi]
$$

Hence $\theta_{X,U}(\mathcal{F} \otimes \mathcal{F})(X) = 0$ and similarly one checks $\theta_{X,U}(\mathcal{F} \otimes \mathcal{F})(X) = 0$. We thus obtain a well-defined map

$$
\theta : (\mathcal{F} \otimes \mathcal{PST} \mathcal{F})(X) \to (\tilde{\mathcal{F}} \otimes \mathcal{F})(X).
$$

(5.6)

It is straightforward to check that the $\theta_X$, $X \in \text{Reg}^{\leq 1}$, induce a morphism of presheaves with transfers on $\text{Reg}^{\leq 1}$

$$
\theta : (\mathcal{F} \otimes \mathcal{PST} \mathcal{F}) \to (\tilde{\mathcal{F}} \otimes \mathcal{F}),
$$

which clearly is functorial in $\mathcal{F}$ and $\mathcal{G}$. Thus it remains to show that (5.6) is an isomorphism for all $X$. We will give the inverse map. Let $X$ be in $\text{RegCon}^{\leq 1}$ and define a map

$$
\nu_X : (\mathcal{F} \otimes \mathcal{PST} \mathcal{F})(X) \to (\mathcal{F} \otimes \mathcal{PST} \mathcal{F})(X)
$$

as follows. For $(\tilde{a}, \tilde{b})$ in $\tilde{\mathcal{F}}(X) \times \mathcal{G}(X)$ take a model $U \in \mathfrak{M}_X$ so that there are elements $a \in \mathcal{F}(U)$ and $b \in \mathcal{G}(U)$ representing $\tilde{a}$ and $\tilde{b}$, respectively. Then define

$$
\nu_X(\tilde{a}, \tilde{b}) := \text{class of } a \otimes b \otimes [\Gamma_{b U}] \text{ in } (\mathcal{F} \otimes \mathcal{PST} \mathcal{F})(X),
$$

where $\delta_U : U \to U \times U$ is the diagonal morphism and $[\Gamma_{b U}] \in \text{Cor}(U, U \times U)$ is its graph. Clearly $\nu_X$ does not depend on the choice of $U$ or of the representatives $a$.
and \( b \). Varying \( X \) we claim that the \( \nu_X \)'s define a bilinear map of presheaves with transfers on \( \text{Reg}^{\leq 1} \) (see Definition 4.1.3)

\[
\nu : \mathcal{F} \times \mathcal{G} \to (\mathcal{F} \otimes_{\text{PST}} \mathcal{G});
\]

(5.7)

Indeed the property (L1) follows immediately from

\[
\delta_U \circ \varphi = (\varphi \times \varphi) \circ \delta_V = (\varphi \times \text{id}_V) \circ (\text{id}_V \times \varphi) \circ \delta_V
\]

for each map \( \varphi : V \to U \) in \( \text{Sm} \). The property (L2) follows from the following equality in \((\mathcal{F} \otimes_{\text{PST}} \mathcal{G})(U)\) which holds for all finite maps \( \varphi : V \to U \) in \( \text{Sm} \) and all \( a \in \mathcal{F}(V) \) and \( b \in \mathcal{G}(U) \) (we denote by \( \Gamma \varphi \) the graph of \( \varphi \) and by \( \Gamma_\varphi \) its transpose):

\[
(\varphi_* a) \otimes b \otimes [\Gamma_\delta U] = ([\Gamma_\varphi]^* a) \otimes b \otimes [\Gamma_\delta U]
\]

\[
= a \otimes b \otimes (([\Gamma_\varphi] \times \text{id}_U) \circ [\Gamma_\delta U]), \quad \text{by } \text{(5.2)}
\]

\[
= a \otimes b \otimes ((\text{id}_V \times [\Gamma_\varphi]) \circ [\Gamma_\delta U] \circ [\Gamma_\varphi])
\]

\[
= a \otimes \varphi^* b \otimes ([\Gamma_\delta U] \circ [\Gamma_\varphi]), \quad \text{by } \text{(5.3)}.
\]

Thus \( \nu \) is a bilinear map of presheaves with transfers on \( \text{Reg}^{\leq 1} \) and hence induces a morphism of presheaves with transfers on \( \text{Reg}^{\leq 1} \) (also denoted by \( \nu \))

\[
\nu : \mathcal{F} \otimes \mathcal{G} \to (\mathcal{F} \otimes_{\text{PST}} \mathcal{G});
\]

(5.7)

It is immediate that \( \theta \circ \nu = \text{id} \). The equality \( \nu \circ \theta = \text{id} \) follows from the following equality in \((\mathcal{F} \otimes_{\text{PST}} \mathcal{G})(U)\), which holds for all \( Y, Z \in \text{Sm} \) and all \( a \in \mathcal{F}(Y) \), \( b \in \mathcal{G}(Z) \) and all elementary correspondences \([W] \in \text{Cor}(U, X \times Y)\) such that \( W \) is smooth (where we denote by \( p_U, p_X \) and \( p_Y \) the maps induced by the respective projections from \( W \)):

\[
p_*^Y a \otimes p_*^Z b \otimes ([\Gamma_\eta Y] \circ [\Gamma_{\eta Z}]) = a \otimes p_*^Z b \otimes (([\Gamma_{\eta Y}] \times \text{id}_W) \circ [\Gamma_{\eta Z}] \circ [\Gamma_{\eta Z}])
\]

\[
= a \otimes b \otimes ((\text{id}_Y \times \Gamma_{\eta X}) \circ (\Gamma_{\eta Y} \times \text{id}_W) \circ [\Gamma_{\eta Z}] \circ [\Gamma_{\eta Z}])
\]

\[
= a \otimes b \circ [W].
\]

This finishes the proof. \( \square \)

5.1.4. Definition. Let \( \mathcal{M} \in \text{LMFsp} \) be a lax Mackey functor with specialization map and \( x \) a \( S \)-point. One defines the \( R \)-module \( \text{K}^{\text{geo}}(x; \mathcal{M}) \) as the quotient in the category of \( R \)-modules of \( \mathcal{M}(x) \) by the submodule generated by the elements

\[
\sum_{P \in U} u_P(f) \cdot \text{Tr}_{P/x}(s_P^\mathcal{M}(a))
\]

where \( C \in (\mathcal{E}/S) \) is a curve of finite type over \( x \), \( U \subseteq C \) is an open subset, \( f \in G_m(\eta_C) \) with \( f \in U_P^{(1)} \), for all \( P \in C \setminus U \), and \( a \in \mathcal{M}(U) \).

Note that this kind of quotient was already considered in [IS 6.1 Definition]. By construction we have canonical surjections

\[
\mathcal{M}(x) \twoheadrightarrow \text{K}^{\text{geo}}(x; \mathcal{M}) \twoheadrightarrow L_{\text{g}_1(\mathcal{M})}(x) \twoheadrightarrow \text{g}_1(\mathcal{M})(x).
\]

5.1.5. Let \( \mathcal{F} \in \text{PST} \) be a presheaf with transfers. Applying the functor \( \mathcal{F} \) to the canonical morphism of presheaves with transfers \( a : \mathcal{F} \to h^{\text{Nis}}_0(\mathcal{F}) \) provides a morphism

\[
\hat{a} : \mathcal{F} \to h^{\text{Nis}}_0(\mathcal{F})
\]
in $\text{LMFsp}$. By Proposition 2.3.5 the right hand side is a reciprocity functor that lies in $\text{RF}_1$, therefore using the adjunction from Lemma 3.2.1 we obtain a morphism of reciprocity functors

$$\hat{a}^t : g_1(\hat{F}) \to h_{0\text{Nis}}^N(\hat{F}).$$

(5.8)

The following proposition may be seen as a generalization of [13] 6.5 Proposition].

5.1.6. Proposition. Let $\mathcal{F} \in \text{PST}$ be a presheaf with transfers. Then the morphism $\hat{\mathcal{F}}$ is an isomorphism of reciprocity functors. Moreover for any $S$-point $x$, the morphisms

$$K_{\text{geo}}^N(x; \hat{\mathcal{F}}) \to g_1(\hat{\mathcal{F}})(x) \xrightarrow{\hat{a}^t} h_{0\text{Nis}}^N(\hat{\mathcal{F}})(x),$$

where $K_{\text{geo}}^N(x; \hat{\mathcal{F}})$ is the $\mathbb{Z}$-module defined in 5.1.4 are isomorphisms.

Proof. Since $a : \mathcal{F} \to h_{0\text{Nis}}^N(\mathcal{F})$ is a surjection on Nisnevich stalks, so is $\hat{a}$. Further by the construction of $g_1$ in Lemma 3.2.1 there is a natural map $\hat{\mathcal{F}} \to g_1(\hat{\mathcal{F}})$ whose composition with $\hat{a}^t$ is the map $\hat{a}$. Thus $\hat{a}^t$ is a surjection of Nisnevich sheaves. By the conditions (Inj) and (FP) which a reciprocity functor satisfies it suffices to check the injectivity on $S$-points. Thus it suffices to show that the surjective composition from the statement

$$b : K_{\text{geo}}^N(x; \hat{\mathcal{F}}) \to h_{0\text{Nis}}^N(\hat{\mathcal{F}})(x)$$

is injective. Notice that for a $S$-point $x$ the $\mathbb{Z}$-module $h_{0\text{Nis}}^N(\hat{\mathcal{F}})(x)$ is just the generic stalk of $h_{0\text{Nis}}^N(\mathcal{F})$ viewed as a Nisnevich on some model of $x$; in particular

$$h_{0\text{Nis}}^N(\hat{\mathcal{F}})(x) = h_0(\mathcal{F})(x) = \text{Coker} \left[ \hat{\mathcal{F}}_{\mathbb{A}^1_{\mathbb{Z}}} : \begin{array}{c} i_0^* - i_1^* \end{array} \to \hat{\mathcal{F}}(x) \right].$$

But now consider on $\mathbb{P}^1_{\mathbb{Z}}$ the modulus $m = \{\infty\}$ and the rational function $f = \frac{1}{t}$ \in $\kappa(x)(t)^{\times}$ which is congruent to one modulo $m$. Given $\alpha \in \mathcal{F}(\mathbb{A}^1_{\mathbb{Z}})$, we have

$$i_0^*(\alpha) - i_1^*(\alpha) = \sum_{P \in \mathbb{A}^1_{\mathbb{Z}}} v_P(f) \text{Tr}_{\mathbb{Z}/P}(s_P^P(\alpha))$$

in $\hat{\mathcal{F}}(x)$ and by definition this element vanishes in $K_{\text{geo}}^N(x; \hat{\mathcal{F}})$. Thus the natural surjection $\hat{\mathcal{F}}(x) \to K_{\text{geo}}^N(x; \hat{\mathcal{F}})$ factors via $h_{0\text{Nis}}^N(\mathcal{F})(x)$ and gives an inverse of $b$. This proves the statement. \qed

5.1.7. Lemma. Let $\mathcal{F}_1, \ldots, \mathcal{F}_n \in \text{HI}_{\text{Nis}}$. Then

$$g_1(\mathcal{F}_1 \otimes \cdots \otimes \mathcal{F}_n) = T(\mathcal{F}_1, \ldots, \mathcal{F}_n) \quad \text{in} \quad \text{RF}_1.$$

Proof. By Corollary 1.2.3 $T(\mathcal{F}_1, \ldots, \mathcal{F}_n) \in \text{RF}_1$. Thus applying $g_1$ to the natural map $\mathcal{F}_1 \otimes \cdots \otimes \mathcal{F}_n \to T(\mathcal{F}_1, \ldots, \mathcal{F}_n)$ gives a canonical map

$$g_1(\mathcal{F}_1 \otimes \cdots \otimes \mathcal{F}_n) \to T(\mathcal{F}_1, \ldots, \mathcal{F}_n).$$

(5.9)

On the other hand we have a natural $n$-linear map of presheaves with transfers on $\text{Reg}^{\leq 1}$

$$\hat{\mathcal{F}}_1 \times \cdots \times \hat{\mathcal{F}}_n \to g_1(\hat{\mathcal{F}}_1 \otimes \cdots \otimes \hat{\mathcal{F}}_n),$$

which automatically satisfies (L3) (see Definition 4.2.1), since the right hand side is in $\text{RF}_1$. Thus it is a $n$-linear map of reciprocity functors and hence induces an inverse to (5.9). \qed
5.1.8. Theorem. Let $\mathcal{F}_1, \ldots, \mathcal{F}_n \in \mathbf{HI}_{\text{Nis}}$ be homotopy invariant Nisnevich sheaves with transfers. There exists a canonical and functorial isomorphism of reciprocity functors

$$T(\mathcal{F}_1, \ldots, \mathcal{F}_n) \simto (\mathcal{F}_1 \otimes_{\mathbf{HI}_{\text{Nis}}} \cdots \otimes_{\mathbf{HI}_{\text{Nis}}} \mathcal{F}_n)^{\wedge}. \quad (5.10)$$

Moreover for any $S$-point $x$ the canonical morphism

$$K^{\text{geo}}(x, \mathcal{F}_1 \otimes \cdots \otimes \mathcal{F}_n) \to T(\mathcal{F}_1, \ldots, \mathcal{F}_n)(x)$$

is an isomorphism.

Proof. Let $\mathcal{F} := \mathcal{F}_1 \otimes_{\mathbf{PST}} \cdots \otimes_{\mathbf{PST}} \mathcal{F}_n$ and $a : \mathcal{F} \to h_0^{\text{Nis}}(\mathcal{F})$ be the canonical morphism of presheaves with transfers. By Proposition 5.1.9 we have a canonical and functorial isomorphism in $\mathbf{LMFsp}$

$$\mathcal{F}_1 \otimes \cdots \otimes \mathcal{F}_n \simto \mathcal{F}. \quad \Box$$

Using the main result of [13] we get:

5.1.9. Corollary. Let $\mathcal{F}_1, \ldots, \mathcal{F}_n$ be homotopy invariant Nisnevich sheaves with transfers on $\text{Sm}_S$ with $S = \text{Spec} F$ the spectrum of a perfect field. Denote by

$$K(F, \mathcal{F}_1, \ldots, \mathcal{F}_n)$$

the $K$-group defined in [13] Def. 5.1 (in particular if the $\mathcal{F}_i$'s are semi-Abelian varieties, it coincides with Somekawa's $K$-group defined in [33] 1.1). Then there is an isomorphism

$$T(\mathcal{F}_1, \ldots, \mathcal{F}_n)(S) \cong K(F, \mathcal{F}_1, \ldots, \mathcal{F}_n).$$

Proof. This follows from Theorem 5.1.8 together with the fact that $K^{\text{geo}}(S, \mathcal{F}_1 \otimes \cdots \otimes \mathcal{F}_n)$ coincides by its very definition with the $K$-group of geometric type $K'(F, \mathcal{F}_1, \ldots, \mathcal{F}_n)$ defined in [13] Def. 6.1 and which by [13] Thm. 6.2 and [13] Thm. 11.12 is isomorphic to $K(F, \mathcal{F}_1, \ldots, \mathcal{F}_n). \quad \Box$

5.2. Applications.

5.2.1. We now relate, as in [13], the $K$-groups of some reciprocity functors associated with homotopy invariant Nisnevich sheaves with transfers to $\text{Hom}$ groups in V. Voevodsky’s triangulated category of effective motivic complexes $\text{DM}^\text{eff}$. The main result is Theorem 5.2.3. Recall that $\text{DM}^\text{eff}$ is the full triangulated subcategory of the derived category $D^{-} (\text{NST})$ formed by the complexes whose cohomology sheaves are homotopy invariant. Let $X$ be a smooth scheme of finite type over $S$. In the sequel we use the following notations

$$M(X) := C_*(L(X)), \quad M^c(X) := C_*(L^c(X))$$

and

$$h_0^{\text{Nis}}(X) := H^0(C_*(L(X))), \quad h_0^{\text{Nis}, c}(X) := H^0(C_*(L^c(X))),$$

where $L(X)$ is the sheaf with transfers represented by $X$, $L^c(X)$ is the presheaf with transfers such that $L^c(X)(Y)$, for $Y \in \text{Sm}$, is the free Abelian group generated by the closed integral subschemes of $Y \times X$ that are quasi-finite and dominate an irreducible component of $Y$ (see [30] §4.1), and $C_*$ is the Suslin complex i.e. the $\mathcal{A}^1$-localization functor.
5.2.2. Let us denote by $\otimes_{\text{DM}}$ the tensor product in the category $\text{DM}^{\text{eff}}$ defined by
\[
\mathcal{C} \otimes_{\text{DM}} \mathcal{D} := C_{*}(\mathcal{C} \otimes_{L} \mathcal{D})
\]
where $\otimes_{L}$ is the derived tensor product on $D^{-}(\text{NST})$ defined using 'free resolutions' as in [31, §2]. In particular if $\mathcal{F}_1, \ldots, \mathcal{F}_n$ are Nisnevich sheaves with transfers, then unfolding the definitions we get
\[
H^0(C_{*}(\mathcal{F}_1) \otimes_{\text{DM}} \cdots \otimes_{\text{DM}} C_{*}(\mathcal{F}_n)) = h^0_{\text{Nis}}(\mathcal{F}_1) \otimes_{\text{HI}_{\text{Nis}}} \cdots \otimes_{\text{HI}_{\text{Nis}}} h^0_{\text{Nis}}(\mathcal{F}_n). \tag{5.11}
\]

5.2.3. Corollary.  
(1) Let $X_1, \ldots, X_n$ be smooth schemes of finite type over $S$ and $r \geq 0$ be an integer. Set $X := X_1 \times \cdots \times X_n$. For $* \in \{0, c\}$, we have isomorphisms of reciprocity functors
\[
T(\tilde{h}^0_{\text{Nis},*}(X_1), \ldots, \tilde{h}^0_{\text{Nis},*}(X_n), \mathbb{G}_m) \cong H^0(M^{*}(X)(r)[r]).
\]

Proof. Since $\mathbb{G}_m \cong \mathbb{Z}(1)[1]$, this follows from [35, Proposition 4.1.7] and the isomorphisms [5.11] and [5.14].

5.2.4. Lemma.  
(1) Assume $X$ is a smooth projective $S$-scheme of pure dimension $d$. Then for all $r \geq 0$ we have an isomorphism of reciprocity functors
\[
H^0(M(X)(r)[r]) \cong \mathcal{C}H^{d+r}(X, r),
\]
where $\mathcal{C}H_0(X, r)$ is the reciprocity functor defined in 2.5.4. Then by [23, 1.4] it suffices to show that we have $H^0(M(X)(r)[r]) \cong CH^{d+r}_{\text{Nis}}(X, r)$ in the first case and $H^0(M^{*}(X)(r)[r]) \cong CH^{d+r}_{\text{Nis}}(X, r)$ in the second case. This follows from a classical computation, using duality, the cancellation theorem [35, 13, Corollary B.2], [36, Proof of Thm 4.3.7] and the comparison with higher Chow groups [37, Cor. 2].

Thus we can rewrite Corollary 5.2.3 as follows:

5.2.5. Corollary. Let $X_1, \ldots, X_n$ be smooth, quasi-projective $S$ schemes of pure dimension $d_1, \ldots, d_n$ and $r \geq 0$ an integer. Assume that either the $X_i$'s are projective or $S$ admits resolution of singularities. Then we have an isomorphism of reciprocity functors
\[
T(\mathcal{C}H_0(X_1), \ldots, \mathcal{C}H_0(X_n), \mathbb{G}_m^{x,r}) \cong \mathcal{C}H^{d+r}(X_1 \times \cdots \times X_n, r),
\]
where $d = d_1 + \cdots + d_n$. In particular for all $S$-points $x$ we have
\[
T(\mathcal{C}H_0(X_1), \ldots, \mathcal{C}H_0(X_n), \mathbb{G}_m^{x,r})(x) \cong CH^{d+r}(X_{1,x} \times \cdots \times X_{n,x}, r).
\]

5.2.6. Remark.  
(1) The above corollary should be compared to the results [25, Thm 2.2] and [4, Thm. 6.1] (see also [13, 12.3 - 12.5] for the case in which $x$ is the spectrum of a perfect field). In particular in the projective case we get for all $S$-points $x$
\[
T(\mathcal{C}H_0(X_1), \ldots, \mathcal{C}H_0(X_n), \mathbb{G}_m^{x,r})(x) = K(x; \mathcal{C}H_0(X_1), \ldots, \mathcal{C}H_0(X_n), \mathbb{G}_m^{x,r}),
\]
where the K-group on the right is the Somekawa-type K-group defined by Raskind-Spieß and Akhtar in [25, Def. 2.1.1] and [2, 3.1].
(2) Identifying \( G_m \) with \( \mathcal{C}H^1(S, 1) \) one easily checks that the product structure on higher Chow groups induces a multi-linear map of reciprocity functors (in the sense of Definition \[4.2.4\]) notice that the condition (L3) is automatic since we are in \( RF_1 \)

\[
\mathcal{C}H_0(X_1) \times \cdots \times \mathcal{C}H_0(X_n) \times G_m^{\times r} \to \mathcal{C}H^{d+r}(X_1 \times \cdots \times X_n, r).
\]

Hence we get a map from \( T(\text{LHS}) \) to the RHS and one can prove by hand that this is an isomorphism in a similar way as in \[23\] and \[2\].

5.3. Relation with Milnor K-theory. In the following we denote by \( G_m \) and \( K^M_n \) the \( \mathbb{Z} \)-reciprocity functors over \( S \) defined in Example \[2.5.6\].

5.3.1. Proposition. Let \( \mathcal{M} \) be a \( \mathbb{Z} \)-reciprocity functor over \( S \) and \( x \) a \( S \)-point. For all \( n \geq 1 \) there exist a homomorphism of Abelian groups

\[
\mathcal{M}(x) \otimes \mathbb{K}^M_n(x) \to T(\mathcal{M}, G_m^{\times n})(x), \quad m \otimes \{a_1, \ldots, a_n\} \mapsto (m, a_1, \ldots, a_n).
\]

Proof. The proof is similar to the proof of \[23\] Prop. 5.9]. Write \( x = \text{Spec} \ k \). Clearly there is a natural morphism of Abelian groups

\[
\mathcal{M}(x) \otimes (k^\times)^{\otimes n} \to T(\mathcal{M}, G_m^{\times n})(x), \quad m \otimes a_1 \otimes \cdots \otimes a_n \mapsto (m, a_1, \ldots, a_n).
\]

Hence (using Corollary \[4.2.3\] (1)) it suffices to show that

\[
\tau(m, a, 1 - a, b) = 0 \quad \text{in} \quad T(\mathcal{M}, G_m^{\times n})(x),
\]

\[(5.12)\]

for all \( a, b \in k \setminus \{0, 1\}, m \in \mathcal{M}(x) \) and \( b = (b_3, \ldots, b_n) \). For this take \( c \in \bar{k} \) with \( c^3 = a \), set \( L = k(c) \) and \( y = \text{Spec} \ L \). Further, let \( \mu \in \bar{k} \) be a third primitive root of 1, set \( E = L(\mu) \) and \( z = \text{Spec} \ E \). Denote by \( \varphi : z \to x \) the induced map. Notice that \([E : k]\) divides 6. Define a rational function \( f \) on \( \mathbb{P}^1_\mathbb{Z} \supset \mathbb{A}^1_\mathbb{Z} = \text{Spec} \ k[t] \)

\[
f := \frac{t^3 - a}{t^3 - (1 + a)t^2 + (1 + a)t - a} \in k(t).
\]

Then in \( E(t) \) we have

\[
f = \frac{(t - c)(t - \mu)(t - \mu^2)}{(t - a)(t + \mu)(t + \mu^2)}.
\]

Further, let \( \pi : \mathbb{P}^1_\mathbb{Z} \to z \) be the structure map, then by Remark \[4.2.2\]

\[
\tau(\pi^* \varphi^* m, t, 1 - t, \pi^* \varphi^* b) \in T(\mathcal{M}, G_m^{\times n})(\mathbb{P}^1_\mathbb{Z}, \{0\} + \{1\} + \{\infty\})
\]

Since \( f \equiv 1 \mod \{0\} + \{1\} + \{\infty\} \) reciprocity yields in \( T(\mathcal{M}, G_m^{\times n})(z) \)

\[
0 = \sum_{P \in \mathbb{P}^1_\mathbb{Z}} (\tau(\pi^* \varphi^* m, t, 1 - t, \pi^* \varphi^* b), f)_P
\]

\[
= \tau(\varphi^* m, c, 1 - c, \varphi^* b) + \tau(\varphi^* m, \mu c, 1 - \mu c, \varphi^* b) + \tau(\varphi^* m, \mu^2 c, 1 - \mu^2 c, \varphi^* b)
\]

\[
- \tau(\varphi^* m, c^3, 1 - c^3, \varphi^* b) = - \tau(\varphi^* m, -c, 1 + c, \varphi^* b) - \tau(\varphi^* m, -\mu^2, 1 + \mu^2, \varphi^* b).
\]

Multiplying this by 3 we obtain in \( T(\mathcal{M}, G_m^{\times n})(z) \)

\[
0 = \tau(\varphi^* m, c^3, (1 - c)(1 - \mu c)(1 - \mu^2 c), \varphi^* b) - 3 \cdot \tau(\varphi^* m, c^3, 1 - c^3, \varphi^* b)
\]

\[
- \tau(\varphi^* m, -c, 1 + c, \varphi^* b).
\]

Since \( (1 - c)(1 - \mu c)(1 - \mu^2 c) = 1 - c^4 \) and \( (1 + \mu)(1 + \mu^2) = 1 \) we obtain

\[
0 = 2 \cdot \tau(\varphi^* m, c^3, 1 - c^3, \varphi^* b) = 2 \cdot \varphi^* \tau(m, a, 1 - a, b) \quad \text{in} \quad T(\mathcal{M}, G_m^{\times n})(z).
\]

Applying \( \varphi_* \) we get

\[
12 \cdot \tau(m, a, 1 - a, b) = 0 \quad \text{in} \quad T(\mathcal{M}, G_m^{\times n})(x).
\]

This holds for all \( S \)-points \( x = \text{Spec} \ k \) and all \( a, b \in k \setminus \{0, 1\}, m \in M(x) \). Thus the vanishing \[5.12\] follows by exactly the same argument as in the proof of \[23\].
Lemma 5.8]. (Notice that there is a misprint and the first $1 - x$ in the displayed formula on page 32, line 13 should be replaced by $1 - y$.) □

5.3.2. Proposition. The maps from Proposition 5.3.1 (with $\mathcal{M} = \mathbb{Z}$) for $x$ running through all $S$-points yield a morphism of Mackey functors

$$\sigma : K_n^M \to T(G_m^n)$$

in $\text{MF}$. In particular $\sigma(x)$ is a surjective homomorphism of $\mathbb{Z}$-modules for all $S$-points $x$.

Proof. The compatibility with pullback is clear. It remains to show that for a finite field $\sigma : y = \text{Spec } k \to x = \text{Spec } k$ the pushforward $\varphi_*$ is compatible with $\sigma$. This is really the same argument as in [24] Lemma 4.7: Since both sides satisfy (MF1), (MF2) (see Remark 1.3.3), the arguments from [24, (5.9)] reduce us to the case in which every finite extension of $k$ has degree a power of a fixed prime $\ell$ and hence can be written as a successive sequence of extensions of degree $\ell$. Thus by functoriality we can assume $[L : k] = \ell$; hence $K_{n+1}(L) = K_n^M(k) \cdot K_n^M(L)$ (by [24, Cor. 5.3]) and the statement follows from the projection formula on both sides. The surjectivity statement follows immediately, since by definition (see Definition 4.2.1 and Theorem 4.2.4) any element in $T(G_m^n)(x)$ is a finite sum of elements of the form $\text{Tr}_{y/x}(\tau(a_1, \ldots, a_n))$ for $y/x$ finite and $a_i \in G_m(y)$. □

5.3.3. Theorem. For all $n \geq 1$ the natural map

$$\Phi : G_m^{\times n} \to K_n^M, \quad (a_1, \ldots, a_n) \mapsto \{a_1, \ldots, a_n\}$$

is a $n$-linear map of reciprocity functors (in the sense of Definition 4.2.1) and the induced morphism

$$T(G_m^{\times n}) \xrightarrow{\Phi} K_n^M$$

is an isomorphism of Mackey functors whose inverse is given by the map $\sigma$ from Proposition 5.3.2 above. Moreover if the base field $F$ is infinite, then the above is an isomorphism of reciprocity functors.

Proof. Clearly $\Phi$ is a $n$-linear morphism of Mackey functors (Definition 4.1.5). Since $K_n^M \in \text{RF}$ the condition (L3) in Definition 4.2.1 is automatically satisfied. Thus we obtain a morphism $\psi : T(G_m^{\times n}) \to K_n^M$ in $\text{RF}$. Now $\sigma$ is surjective and obviously we have $\psi \circ \sigma = \text{id}$, hence it is an isomorphism in $\text{MF}$. Notice that by (Inj) $\psi$ is an isomorphism in $\text{RF}$ if it is surjective on Nisnevich stalks. But by [8, Prop. 4.3] (see also [10]) $K_n^M(\mathcal{O}_{C,P}) \to \mathcal{X}_{n,C,P}$ is surjective if $F$ is infinite, where $\mathcal{X}_{n,C,P}$ is defined in Example 2.3.6. This gives the second statement. □

5.3.4. Remark. (1) In the same way one can prove

$$K_n^M \cong T(K_{n_1}^M, \ldots, K_{n_r}^M)$$

for all $n = n_1 + \ldots + n_r$, $r \geq 1$.

(2) Combining Theorem 5.3.3 and Corollary 5.2.3 we get the Nesterenko-Suslin isomorphism [24], i.e.

$$K_n^M(x) \cong CH^n(x, n)$$

for all $S$-points $x$.

5.4. Relation with Kähler differentials. In the following we denote simply by $G_a$, $G_m$ and $\Omega^n$ the $\mathbb{Z}$-reciprocity functors over $S$ defined in section 2. Recall $S = \text{Spec } F$ with $F$ a perfect field.

5.4.1. Lemma. Let $\mathcal{M}_i$, $i = 1, \ldots, n$, be $\mathbb{Z}$-reciprocity functors. Then for any $S$-point $x = \text{Spec } k$ the natural $F$-vector space structure on $k \otimes_{\mathbb{Z}} \mathcal{M}_1(x) \otimes_{\mathbb{Z}} \ldots \otimes_{\mathbb{Z}} \mathcal{M}_n(x)$ extends naturally to $T(G_a, \mathcal{M}_1, \ldots, \mathcal{M}_n)(x)$. 

5.4.2. Theorem. The base field $F$ is perfect, then the natural $F$-vector space structure on $k \otimes_{\mathbb{Z}} \mathcal{M}_1(x) \otimes_{\mathbb{Z}} \ldots \otimes_{\mathbb{Z}} \mathcal{M}_n(x)$ extends naturally to $T(G_a, \mathcal{M}_1, \ldots, \mathcal{M}_n)(x)$.
Proof. Multiplication with an element \( \lambda \in F \) induces a morphism \( \lambda : \mathbb{G}_a \to \mathbb{G}_a \) of reciprocity functors over \( S \). We obtain a morphism \( \lambda \otimes \text{id} : T(\mathbb{G}_a, \mathcal{M}_1, \ldots, \mathcal{M}_n) \to T(\mathbb{G}_a, \mathcal{M}_1, \ldots, \mathcal{M}_n) \) of reciprocity functors over \( S \) and it is straightforward to check that this induces the looked for module structure \( T(\mathbb{G}_a, \mathcal{M}_1, \ldots, \mathcal{M}_n)(x) \). \( \square \)

5.4.2. Remark. It is not clear that in the situation above, the natural \( k \)-vector space structure on the \( \mathbb{Z} \)-module \( k \otimes_{\mathbb{Z}} \mathcal{M}_1(x) \otimes_{\mathbb{Z}} \ldots \otimes_{\mathbb{Z}} \mathcal{M}_n(x) \) extends to the \( \mathbb{Z} \)-module \( T(\mathbb{G}_a, \mathcal{M}_1, \ldots, \mathcal{M}_n)(x) \).

5.4.3. Lemma. Let \( x = \text{Spec} \, k \) be a \( S \)-point and let \( 0 \) be the zero point in the affine line \( \mathbb{A}^1 = \text{Spec} \, k[t] \subset \mathbb{P}^1 \). Then for any \( f \in k(t)^\times \) and \( a, b_1, \ldots, b_{n-1} \in k^\times \) we have

\[
(\tau(at, t, b_1, \ldots, b_{n-1}), f)_0 = 0 \quad \text{in} \quad T(\mathbb{G}_a, \mathbb{G}_m^n)(x).
\]

Proof. We have

\[
at \in \mathbb{G}_a(\mathbb{P}^1, 2 \cdot \{\infty\}), \quad t \in \mathbb{G}_m(\mathbb{P}^1, \{0\} + \{\infty\})
\]

and

\[
h = (b_1, \ldots, b_{n-1}) \in \mathbb{G}_m^n(\mathbb{P}^1).
\]

Hence \( \tau(at, t, h) \in T(\mathbb{G}_a, \mathbb{G}_m^n)(\mathbb{P}^1, \{0\} + 2 \cdot \{\infty\}) \) and

\[
(\tau(at, t, h), f)_0 = (\tau(at, t, h), f)_0 + (\tau(at, t, h), f)_0
\]

\[
= - \sum_{p \in \mathbb{P}^1 \setminus \{0, \infty\}} v_p(f_0) \text{Tr}_{\mathbb{P}^1 / \mathbb{R}^\times}(\tau(at, t, h)),
\]

for all \( f_0 \in k(t)^\times \) with

\[
f / f_0 \in U_0^{(1)} \quad \text{and} \quad f_0 \in U_\infty^{(2)}.
\]

We distinguish 3 cases. (In the calculation we use Lemma 5.4.1 without mentioning it.)

1. case: \( f \in \mathcal{O}_{\mathbb{A}^1, 0}^\times \). In this case \( f_0 := \frac{t^2 - f(0)}{4} \) satisfies [5.13]. Let \( \alpha \in \bar{k} \) be a root of \( t^2 - f(0) \) and \( \varphi : y = \text{Spec} \, k(\alpha) \to x \) the induced map. First assume \( \text{char}(k) \neq 2 \). Then we have in \( T(\mathbb{G}_a, \mathbb{G}_m^n)(y) \)

\[
\varphi^*(\tau(at, t, h), f)_0 = -\tau(aa, \alpha, h) - \tau(-aa, -\alpha, h)
\]

\[
+ \tau(a, 1, h) + \tau(-a, -1, h)
\]

\[
= \tau(-aa, \alpha, h) + \tau(-aa, -\frac{1}{\alpha}, h)
\]

\[
= \tau(-aa, -1, h) = 0.
\]

Since \( \varphi \) has degree 1 or 2, property (MF2) implies that \( (\tau(at, t, h), f)_0 \) is zero in \( T(\mathbb{G}_a, \mathbb{G}_m^n)(x) \). If \( \text{char}(k) = 2 \) we obtain

\[
(\tau(at, t, h), f)_0 = -2 \cdot \text{Tr}_{\mathbb{P}^1 / \mathbb{R}^\times}(\tau(aa, \alpha, h)) + 2 \cdot \tau(a, 1, h) = 0.
\]

2. case: \( f = t \). In this case \( f_0 := \frac{4t}{t+1} \) satisfies [5.13]. Let \( \alpha \in \bar{k} \) be a third primitive root of 1 and \( y = \text{Spec} \, k(\alpha) \to x \) the induced map. Assume first \( \text{char}(k) \neq 3 \) and \( y \) has degree 2 over \( x \). Then we have in \( T(\mathbb{G}_a, \mathbb{G}_m^n)(x) \)

\[
(\tau(at, t, h), f)_0 = -\tau(-a, -1, h) + \text{Tr}_{\mathbb{P}^1 / \mathbb{R}^\times}(\tau(aa, \alpha, h)) = \text{Tr}_{\mathbb{P}^1 / \mathbb{R}^\times}(\frac{1}{2} \tau(aa, 1, h)) = 0.
\]

If the degree of \( y \) over \( x \) is 1, then

\[
(\tau(at, t, h), f)_0 = -\tau(-a, -1, h) + \tau(aa, \alpha, h) + \tau(aa^2, \alpha^2, h) = 0.
\]

If \( \text{char}(k) = 3 \), then

\[
(\tau(at, t, h), f)_0 = -\tau(-a, -1, h) + 2 \cdot \tau(a, 1, h) = 0.
\]

3. case: \( f \in k(t)^\times \) arbitrary. Write \( f = t^u \alpha \) with \( \alpha \in \mathcal{O}_{\mathbb{A}^1, 0}^\times \) and conclude with the first two cases. \( \square \)
5.4.4. Proposition. Let \( x = \text{Spec } k \) be a \( S \)-point. For all \( n \geq 1 \) there exists a homomorphism of \( F \)-vector spaces (see Lemma 5.4.7)

\[
\theta(x) : \Omega^n_x \to T(\mathbb{G}_a, \mathbb{G}_m^\times)(x), \quad \frac{db_1}{b_1} \cdots \frac{db_n}{b_n} \mapsto \tau(a, b_1, \ldots, b_n).
\]

Proof. By [3] Lemma 4.1] the kernel of the surjective map

\[
k \otimes \mathbb{Z}(k^\times)^\otimes \to \Omega^n_x, \quad a \otimes (b_1 \otimes \cdots \otimes b_n) \mapsto a \frac{db_1}{b_1} \cdots \frac{db_n}{b_n}
\]

is the subgroup of \( k \otimes \mathbb{Z}(k^\times)^\otimes \) generated by elements of the following form

\[
a \otimes b_1 \otimes \cdots \otimes b_n, \quad \text{with } b_i = b_j \text{ for some } 1 \leq i < j \leq n, \quad (5.14)
\]

with \( a \in k, b_i \in k^\times \), and

\[
A + \lambda(1 - a) \otimes (1 - a) \otimes b_1 \otimes \cdots \otimes b_{n-1}, \quad (5.15)
\]

with \( \lambda, b_i \in k^\times \) and \( a \in k \setminus \{0, 1\} \). Thus it suffices to check, that the natural map

\[
k \otimes \mathbb{Z}(k^\times)^\otimes \to T(\mathbb{G}_a, \mathbb{G}_m^\times)(x), \quad a \otimes b_1 \otimes \cdots \otimes b_n \mapsto \tau(a, b_1, \ldots, b_n)
\]

maps the elements (5.14) and (5.15) to 0. By Proposition 5.3.1 (with \( A \equiv \mathbb{G}_a \)) this map factors over \( k \otimes \mathbb{Z}(k^\times)^\otimes \) which shows (using also Lemma 5.4.1) that (5.14) is mapped to zero. Now take \( \lambda, a, b \in k^\times \) as in (5.15) and write 0 for the zero point in the affine line \( \mathbb{A}^1 = \text{Spec } k[t] \subset \mathbb{P}^1 \). We get

\[
\tau(\lambda t, t, b) \in T(\mathbb{G}_a, \mathbb{G}_m^\times)(\mathbb{P}^1, 0 + 2 \cdot \infty). \quad (5.16)
\]

Set

\[
f := \frac{(t-a)(t-(1-a))}{t(t-1)}.
\]

We have \( f \equiv 1 \mod 2 \cdot \infty \). Thus \( (\tau(\lambda t, t, b), f) \in \mathbf{0} \). Further \( (\tau(\lambda t, t, b), f) \in 0 \) by Lemma 5.4.3. Hence

\[
0 = \sum_{P \in \mathbb{P}^1} (\tau(\lambda t, t, b), f)_P = \sum_{P \in \mathbb{P}^1 \setminus \{0, \infty\}} (\tau(\lambda t, t, b), f)_P = \tau(\lambda a, a, b) + \tau(\lambda(1-a), (1-a), b).
\]

This yields the statement. \( \square \)

5.4.5. Corollary. Let \( X \) be in \( \text{RegCon}^{\leq 1} \) with generic point \( \eta \). Then the morphism \( \theta(\eta) \) from above induces a map

\[
\theta(X) : \Omega^n(X) \to T(\mathbb{G}_a, \mathbb{G}_m^\times)(X).
\]

Proof. Since any reciprocity functor \( \mathcal{M} \) is in particular a Zariski sheaf on \( X \) and we have inclusions \( \mathcal{M}(X) \subset \mathcal{M}(\eta) \), it suffices to check that \( \theta(\eta) \) sends \( \Omega^n_{X,P} \) to \( T(\mathbb{G}_a, \mathbb{G}_m^\times)_{X,P} \) for all closed points \( P \in X \). But this follows immediately from the fact that any element in \( \Omega^n_{X,P} \) is a sum of elements of the form \( a \frac{db_1}{b_1} \cdots \frac{db_n}{b_n} \) with \( a \in \mathcal{O}_{X,P} \) and \( b_i \in \mathcal{O}_{X,P}^\times \). \( \square \)

5.4.6. Proposition. The maps \( \theta(X) \) from Corollary 5.4.5 for \( X \) running through \( \text{RegCon}^{\leq 1} \) yield a morphism of reciprocity functors

\[
\theta : \Omega^n \to T(\mathbb{G}_a, \mathbb{G}_m^\times) \quad \text{ in } RF.
\]

In particular \( \theta \) is a surjective homomorphism of Nisnevich sheaves.
Proof. The compatibility of \( \theta \) with pullbacks is immediate. It suffices to check the compatibility with pushforward on \( S \)-points and to consider the two cases in which \( y = \text{Spec} L \to x = \text{Spec} k \) is either separable or purely inseparable of degree \( p \). In the separable case, we can write any element in \( \Omega_p^L = L \otimes \Omega_p^k \) as a finite sum of elements of the form

\[
\frac{a}{b_1} \cdot \frac{db_1}{b_1} \cdots \frac{db_n}{b_n}, \quad \text{with } a \in L \text{ and } b_i \in k.
\]

Thus the compatibility with the trace follows since both sides satisfy the projection formula. In the purely inseparable case we write \( L = k[c] \) with \( c^p = a \in k \), where \( p = \text{char}(k) > 0 \). We can write any element in \( \Omega_p^L \) as a sum of elements of the following form

\[
\lambda c^j \frac{db_1}{b_1} \cdots \frac{db_n}{b_n}, \quad \text{with } 0 \leq j \leq p - 1, \lambda, b_i \in k \tag{5.17}
\]

and

\[
\lambda c^j \frac{dc}{c} \frac{db_1}{b_1} \cdots \frac{db_{n-1}}{b_{n-1}}, \quad \text{with } 1 \leq j \leq p, \lambda, b_i \in k. \tag{5.18}
\]

The compatibility with the trace for the elements \( (5.17) \) again follows from the projection formula (in fact the trace is zero in this case). The compatibility for the elements \( (5.18) \) in the case \( j = p \) follows from the projection formula on both sides together with \((\text{Tr}7)\) in \( 2.6.1 \) (since \( c^p \in k \)). Further, by [22, Ex. 16.6] we have

\[
\text{Tr}_{L/k}(c^j \frac{dc}{c} \frac{db_1}{b_1} \cdots \frac{db_{n-1}}{b_{n-1}}) = 0, \quad \text{for all } 1 \leq j \leq p - 1.
\]

Thus it remains to show that \( \text{Tr}_{L/k}(\tau(\lambda c^j, c, \frac{db_i}{b_i})) = 0 \) in \( \text{T}(\mathbb{G}_a, \mathbb{G}_m^n\otimes)(x) \) for \( 1 \leq j \leq p - 1 \). For this we view \( y = V(t^p - a) \subset \mathbb{A}^1 = \text{Spec} k[t] \subset \mathbb{P}^1 \) as a closed point. Then for \( 1 \leq j \leq p - 1 \) reciprocity yields

\[
\text{Tr}_{L/k}(\tau(\lambda c^j, c, \frac{db_i}{b_i})) = - (\tau(\lambda t^j, t, \frac{db_i}{b_i}, t^p - a)_0 - (\tau(\lambda t^j, t, \frac{db_i}{b_i}) - a)_\infty
\]

\[
= -\frac{1}{t} (\tau(\lambda t^j, t^j, \frac{db_i}{b_i}) - a)_0 - \frac{1}{t} (\tau(\lambda t^j, t^j, \frac{db_i}{b_i}) - a)_\infty. \tag{5.20}
\]

Now let \( \pi : \mathbb{P}^1 \to \mathbb{P}^1 \) be the \( x \)-morphism induced by \( k[t] \to k[t], t \mapsto t^j \). Then by Proposition 3.4.3 and Lemma 5.4.3 we have

\[
(\tau(\lambda t^j, t^j, \frac{db_i}{b_i}) - a)_0 = (\tau(\lambda t, t, \frac{db_i}{b_i}), \pi_* (t^p - a))_0 = 0.
\]

For the same reason also

\[
(\tau(\lambda t^j, t^j, \frac{db_i}{b_i}), t^p)_0 = (\tau(\lambda t, t, \frac{db_i}{b_i}), \pi_* (t^p))_0 = 0.
\]

Hence by reciprocity also

\[
(\tau(\lambda t^j, t^j, \frac{db_i}{b_i}), t^p)_\infty = 0.
\]

We obtain

\[
\text{Tr}_{L/k}(\tau(\lambda c^j, c, \frac{db_i}{b_i})) = -\frac{1}{t^j} (\tau(\lambda t^j, t^j, \frac{db_i}{b_i}) - a)_\infty
\]

which is zero since \( \tau(\lambda t^j, t^j, \frac{db_i}{b_i}) \in \text{T}(\mathbb{G}_a, \mathbb{G}_m^n\otimes)(\mathbb{P}^1, 0 + (j + 1) \cdot \{\infty\}) \) and \( \frac{t^j - a}{t^j} \in U^{(p)} \).

Hence \( \theta \) is a morphism of reciprocity functors. Finally, for \( X \in \text{RegCon}^{\leq 1} \) and \( P \in X \) closed any element in \( \text{T}(\mathbb{G}_a, \mathbb{G}_m^n\otimes)_X \) (the Nisnevich stalk on \( X \) in \( P \)) is a finite sum of elements of the form \( \text{Tr}_{Y/X}(\tau(a,b_1,\ldots,b_n)) \), with \( \pi : Y \to X \) in \( \text{RegCon}^{\leq 1} \), \( a \in \pi_*(\mathcal{O}_Y)_P^n \) and \( b_i \in \pi_*(\mathcal{O}_Y)_P^n \) by definition (see Definition 1.4.4 and Theorem 4.2.4). Thus the surjectivity statement follows immediately. \( \square \)

5.4.7. Theorem. Assume \( F \) has characteristic zero. Then the map

\[
\theta : \Omega^n \xrightarrow{\sim} \text{T}(\mathbb{G}_a, \mathbb{G}_m^n)
\]

from Proposition 5.4.6 is an isomorphism of reciprocity functors.
Before we prove the theorem we need the following Lemma.

5.4.8. Lemma. Assume $F$ has characteristic zero. Then for all $C \in \mathcal{C}/S$, $P \in C$ and $r \geq 1$
\[ \text{Fil}_P^r G_a(\eta_C) = \{ a \in \kappa(\eta_C) \mid \nu_P(a) \geq -r + 1 \}. \]
In particular
\[ \text{Fil}_P^0 G_a(\eta_C) = \text{Fil}_P^1 G_a(\eta_C) = \mathcal{O}(C,P). \]

Proof. Recall that the local symbol of $G_a$ at a point $P \in C$ is given by (see Theorem 2.6.5)
\[ (a,f)_P = \text{Res}_P(a, df), \]
The inclusion $\supset$ is thus straightforward to check. For the other inclusion take $a \in \text{Fil}_P^r G_a(\eta_C)$ and assume we can write $a = u/t^s$ with $s \geq r$, $u \in \mathcal{O}^{\times}_{C,P}$ and $t \in \mathcal{O}_{C,P}$ a local parameter. Then for $b \in \mathcal{O}_{C,P}$ we have by definition of $\text{Fil}$
\[ 0 = (a,1+bt^s)_P = \text{Res}_P \left( \frac{u}{t^s}, 1 + bt^s \right) = \text{Res}_P \left( \frac{ub}{1+bt^s}, \frac{dt}{t} \right) + \text{Res}_P \left( \frac{ub}{1+bt^s}, db \right) = s \text{Tr}_{P/x}(u(P)b(P)). \]
Since $\text{Tr} : \kappa(P) \times \kappa(P) \to \kappa(x_C)$, $(\lambda, \mu) \mapsto \text{Tr}(\lambda \mu)$ is non-degenerate, we get $u(P) = 0$. A contradiction. \[ \square \]

Proof of Theorem 5.4.7. For $X \in \text{RegCon}^{\leq 1}$ define
\[ \Phi_X : G_a(X) \times (\Gamma m(X))^{\times n} \to \Omega^n(X), \quad (a, b_1, \ldots, b_n) \mapsto a \frac{db_1}{b_1} \cdots \frac{db_n}{b_n}. \]
Clearly the collection $\Phi = \{ \Phi_X \}_{X \in \text{RegCon}^{\leq 1}}$ satisfies condition (L1) of Definition 4.4.3 and by (Tr1), (Tr2) and (Tr7) in 2.6.1 also condition (L2). Now let $C \in (\mathcal{C}/S)$ be a curve, $P \in C$ a point and $r_0, \ldots, r_n \geq 1$ positive integers. Take $a \in \text{Fil}_P^{r_0} G_a(\eta_C)$ and $b_i \in \text{Fil}_P^{r_i} G_{m}(\eta_C) = G_{m}(\eta_C)$, $i = 1, \ldots, n$. Then we can write $a = \frac{a_0}{r_0}$, with $a_0 \in \mathcal{O}_{C,P}$ (by Lemma 5.4.8) and $b_i = t^{s_i} u_i$ with $s_i \in \mathbb{Z}$ and $u_i \in \mathcal{O}^{\times}_{C,P}$. Then for $u = 1 + t^r c \in U_P^r$ with $r := \max\{r_0, \ldots, r_n\}$ we get
\[ \text{Res}_P(\Phi(a, b_1, \ldots, b_n) \frac{du}{u}) = \text{Res}_P \left( \frac{a_0}{t^{r_0-1} u_1} \cdots \frac{du_n}{u_n} t^{-1} (rc dt + tdc) \right) \]
\[ + \sum_{i=1}^n s_i \text{Res}_P \left( \frac{a_0}{t^{r_i-1} u_1} \cdots \frac{dt}{t} \cdots \frac{du_n}{u_n} t^{-1} (rc dt + tdc) \right), \]
which clearly is zero. Hence $\Phi(a, b_1, \ldots, b_n) \in \text{Fil}_P^r \Omega^n(\eta_C)$ and thus satisfies (L3). Therefore $\Phi$ is an $(n+1)$-linear map of reciprocity functors and the universal property of $T(G_a, G_m^\infty)$ yields a map of reciprocity functors (also denoted by $\Phi$)
\[ \Phi : T(G_a, G_m^\infty) \to \Omega^n. \]
By the very definition of $\Phi$ and $\theta$ we have $\Phi \circ \theta = \text{id}_{\Omega^n}$ (it suffices to check this on $S$-points). In particular $\theta$ is injective. Since it is also surjective by Proposition 5.4.6 the theorem follows. \[ \square \]

5.4.9. Remark. The above theorem should be compared to [12 Thm. 3.6]. In particular
\[ T(G_a, G_m^\infty)(S) = K(F; G_a, G_m^\infty), \]
where the $K$-group on the right is the Somekawa-type $K$-group defined by Hirano-nouchi in [12 Def. 3.3].
5.4.10. Assume $F$ has characteristic $p > 0$. Notice that $d : \Omega^{n-1} \to \Omega^n$ is a map of $A$-reciprocity functors and thus

$$X \mapsto B_1 \Omega^n(X) := (d\Omega^{n-1}_X)(X)$$

defines a Nisnevich sheaf with transfers on $\text{Reg}^\leq 1$, $B_1 \Omega^n \in \text{NT}$. We denote by $\Omega^n/B_1 \Omega^n \in \text{NT}$ the quotient in $\text{NT}$. Furthermore for any $X \in \text{Reg}^\leq 1$ we have the inverse Cartier operator

$$C^{-1} : \Omega^n_X \to \Omega^n_X/B_1 \Omega^n_X,$$

which on stalks is given by

$$C^{-1} : \Omega^n_{X,p} \to \Omega^n_{X,p}/B_1 \Omega^n_{X,p}, \quad \frac{db_1}{b_1} \cdots \frac{db_n}{b_n} \mapsto a^p \frac{db_1}{b_1} \cdots \frac{db_n}{b_n}.$$ 

The Cartier operator is clearly compatible with pullbacks and it is well-known that it is also compatible with the trace (see e.g. [28, Thm. 2.6, (i), (v)] and use that the Frobenius on the de Rham-Witt complex lifts the inverse Cartier operator). Thus we get a morphism of Nisnevich sheaves with transfers on $\text{Reg}^\leq 1$

$$C^{-1} : \Omega^n \to \Omega^n/B_1 \Omega^n \text{ in } \text{NT}.$$ 

Recursively we define $B_r \Omega^n \in \text{NT}$ for $r \geq 2$ as the Nisnevich sheaf with transfers which as a Zariski sheaf on $X \in \text{Reg}^\leq 1$ is defined as the preimage of $C^{-1}(B_{r-1}\Omega^n_X)$ under the natural surjection $\Omega^n_X \to \Omega^n_X/B_1$ (see e.g. [13, (2.2)]). We obtain a chain in $\text{NT}$

$$0 := B_0 \subset B_1 \subset \cdots \subset B_r \subset \cdots \subset \Omega^n$$

and we set

$$B_\infty \Omega^n := \bigcup_r B_r \Omega^n \subset \Omega^n \text{ in } \text{NT}.$$ 

The the inverse Cartier operator induces thus an endomorphism in $\text{NT}$

$$C^{-1} : \Omega^n/B_\infty \to \Omega^n/B_\infty.$$ 

5.4.11. **Lemma.** The Nisnevich sheaves with transfers on $\text{Reg}^\leq 1$, $B_r \Omega^n$ and $\Omega^n/B_r$, $r \in [1, \infty]$, defined above are reciprocity functors.

**Proof.** Since the $B_r(\Omega^n)$ are sub-Nisnevich sheaves with transfers of $\Omega^n$, they are clearly reciprocity functors. If we know that $\Omega^n/B_r$, $r \in [1, \infty]$, satisfies the property (Inj) from Definition [3.3] then it is also a Mackey functor with specialization map and thus it is also a reciprocity functor, since $\Omega^n$ is one and by Theorem [1.4.7] Thus it suffices to prove (Inj), which follows from the following claim:

**Let $A$ be a discrete valuation ring, which is essentially of finite type over $F$ and denote by $K$ its fraction field. Then for all $n \geq 0$ and $r \in [1, \infty]$ we have**

$$\Omega^n_A \cap B_r(\Omega^n_K) = B_r(\Omega^n_A),$$

**where the intersection is taken inside $\Omega^n_K$.**

Indeed, since $A$ is essentially smooth over $F$, the $A$-module $\Omega^n_A/k = \Omega^n_A$ is free of finite rank and a submodule of $\Omega^n_K$. Furthermore the Frobenius iterate $F^r : A \to A$ is a finite and flat (hence free) homomorphism. In particular $F^r \Omega^n_A$ is a free $A$-module as well as its sub-$A$-module $B_r(\Omega^n_A)$ (see [13, 0, Prop. 2.2.8, (a)]). But it is straightforward to check by induction on $r$ that we have $B_r(\Omega^n_K) = B_r(\Omega^n_A) \otimes_A K$. This implies the claim and finishes the prove of the lemma. \[\square\]

5.4.12. **Corollary.** Assume $F$ has characteristic $p > 0$. Then the surjective morphism of reciprocity functors $\theta : \Omega^n \to T(G_a, G_m^m)$ from Proposition [5.4.4] factors via

$$\Omega^n/B_\infty \to T(G_a, G_m^m) \text{ in } \text{RF}.$$
and the following diagram commutes (in $RF$)

\[
\begin{array}{ccc}
\Omega^n/B_\infty & \xrightarrow{C^{-1}} & \Omega^n/B_\infty \\
\downarrow & & \downarrow \\
T(G_a, G_m^n) & \xrightarrow{F \otimes \text{id}} & T(G_a, G_m^n),
\end{array}
\]

where $F : G_a \to G_a$ is the absolute Frobenius.

**Proof.** The commutativity of the diagram is immediate once we know the vertical maps exist. Thus we have to show that for any $X \in \text{RegCon}^{\leq 1}$ and any $r \geq 1$ the map $\theta$ sends $B_r(X)$ to zero. Since $T(G_a, G_m^n)$ is a reciprocity functor it suffices to prove this for all $S$-points $x$. First we show that $B_1(x)$ is mapped to zero in $T(G_a, G_m^n)(x)$, i.e. we have to show that for $a \in \kappa(x)^{\times}$ and $b \in G_m(x)^{\times n-1}$ we have

\[\tau(a, a, b) = 0 \text{ in } T(G_a, G_m^n)(x).\]

We can assume that $\kappa(x)$ contains a $(p-1)$-th primitive root of unity $\zeta$, else we consider $\varphi : \text{Spec } k(x)(\zeta) \to x$, which is of degree prime to $p$ and get

\[\deg \varphi \cdot \tau(a, a, b) = \varphi_* \tau(a^p, a^p, \varphi^* b) = 0.\]

Further by Remark 4.2.10 we can also assume $\zeta$ lies in our ground field $F$. Proposition 5.4.10 implies

\[\tau(a, a, b) = \tau(a + 1, a + 1, b) \text{ in } T(G_a, G_m^n)(x).\]

Applying $F \otimes \text{id}$ we obtain

\[\tau(a^p, a, b) = \tau((a + 1)^p, a + 1, b).\]

On the other hand, Proposition 5.4.11 yields

\[\tau((a + 1)^p, a + 1, b) = \tau((a + 1)^{p-1}a, a, b) \text{ in } T(G_a, G_m^n)(x).\]

So that all in all we obtain

\[\tau((a^p - (a + 1)^{p-1})a, a, b) = 0 \text{ in } T(G_a, G_m^n)(x). \quad (5.21)\]

Consider $A^1 = \text{Spec } \kappa(x)[t] \subset \mathbb{P}^1$. Since $(t^{p-1} - (t + 1)^{p-1})a \in G_a(\mathbb{P}^1, (p-1) \cdot \{\infty\})$ we have

\[\tau((t^{p-1} - (t + 1)^{p-1})a, a, b) \in T(G_a, G_m^n)(\mathbb{P}^1, (p-1) \cdot \{\infty\}).\]

Further $f := \frac{t^{p-1} - a^{p-1}}{a^p - t^p} \in G_m(\eta_{\mathbb{P}^1})$ is congruent to 1 modulo $(p-1) \cdot \{\infty\}$. Thus reciprocity yields

\[0 = \sum_{P \in A^1} v_P(f) \text{Tr}_{P/\mathbb{Q}} s_P(\tau((t^{p-1} - (t + 1)^{p-1})a, a, b))\]

\[= \sum_{i=0}^{p-1} \tau\left((a\zeta^i)^{p-1} - (a\zeta^i + 1)^{p-1})a, a, b \right) + (p-1)\tau(a, a, b).\]

Using $\zeta \in F$, Lemma 5.4.11 $\tau(c, \zeta^i, b) = 0$ for all $c \in G_a(x)$, all $i$, and (5.21) for $a\zeta^i$ we obtain

\[0 = \sum_{i=0}^{p-1} \zeta^{-i} \cdot \tau((a\zeta^i)^{p-1} - (a\zeta^i + 1)^{p-1})\zeta^i a, a, b) + (p-1)\tau(a, a, b)\]

\[= (p-1)\tau(a, a, b).\]

Hence $\theta$ maps $B_1$ to zero. By definition of $B_n$, the image of $B_n$ in $T(G_a, G_m^n)(x)$ equals $F \otimes \text{id}(\text{image of } B_{n-1})$ in $T(G_a, G_m^n)(x)$ and hence vanishes by induction. This gives the statement. \qed
5.4.13. Remark. One would like to construct a map from $T(G_a, \mathbb{G}_m^{\times n})$ to $\Omega^n/B_{\infty}$ using the universal property as in the proof of Theorem 5.4.7. The problem is that we don't have a description of $\text{Fil}_p G_a(\mathcal{O}_C)$ in positive characteristic. In case $P$ is separable over $x_C$ this can be done (cf. [20, Prop.6.4]). But the points which are inseparable over $x_C$ make trouble.

5.5. A vanishing result. The following vanishing result was suggested by B. Kahn.

5.5.1. Theorem. Assume $\text{char}(\kappa(S)) \neq 2$. Let $\mathcal{M}_1, \ldots, \mathcal{M}_n$ be $\mathbb{Z}$-reciprocity functors.

$$T(G_a, \mathbb{G}_m, \mathcal{M}_1, \ldots, \mathcal{M}_n) = 0.$$ 

Proof. It suffices to show that for any $S$-point $x$ and any elements $a, b \in G_a(x)$, $m_i \in \mathcal{M}_i(x)$ we have (with $\underline{m} = (m_2, \ldots, m_0)$)

$$\tau(a, b, \underline{m}) = 0 \quad \text{in} \quad T(G_a, \mathbb{G}_m, \mathcal{M}_2, \ldots, \mathcal{M}_n)(x). \quad (5.22)$$

To show this consider $\pi : \mathbb{P}^1_x \to x$ and write $\mathbb{P}^1_x \setminus \{\infty\} = \text{Spec} \kappa(x)[t]$. Then $\pi^*(a) \cdot t, \pi^*(b) \cdot t \in G_a(\mathbb{P}^1_x, 2(\infty))$ and $\pi^*(m_i) \in \mathcal{M}_i(\mathbb{P}^1_x)$. Thus

$$\rho_0 := \pi^*(a) \cdot t, \pi^*(b) \cdot t, \pi^*(\underline{m}) \in T(G_a, \mathbb{G}_m, \mathcal{M}(\mathbb{P}^1_x, 2(\infty))) = 0.$$

Define $f := t^2/(t^2 - 1) \in \kappa(x)[t]$, which is congruent to 1 modulo 2(\infty). Then the reciprocity law yields

$$0 = \sum_{P \in \mathbb{P}^1_x} (\rho_0, f)_P = -\tau(a, b, \underline{m}) - \tau(-a, -b, \underline{m}) = -2\tau(a, b, \underline{m}),$$

which proves (5.22). \qed

5.5.2. Remark. In case the characteristic of $F$ is zero the above theorem gives the vanishing $T(\mathcal{M}_1, \ldots, \mathcal{M}_n) = 0$ whenever two of the $\mathcal{M}_i$'s are smooth, commutative, connected and unipotent algebraic group, since these groups are isomorphic to a direct sum of $G_a$'s. We don’t know whether this vanishing also holds in positive characteristic, even the case in which two of the $\mathcal{M}_i$'s are Witt vector groups of finite length is not clear to us.
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