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Abstract
We provide a general theoretical framework allowing us to extend the classical Lie theory for partial differential equations to the case of equations of fractional order. We propose a general prolongation formula for the study of Lie symmetries in the case of an arbitrary finite number of independent variables. We also prove the Lie theorem in the case of fractional differential equations, showing that the proper space for the analysis of these symmetries is the infinite dimensional jet space.
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1. Introduction
The purpose of this paper is to provide a general analytic framework for the construction of exact solutions of fractional partial differential equations (FPDEs) by means of symmetry techniques. The study of FPDEs has an intriguing history, dating back to XIX century, with the works of Abel, Riemann, Liouville, and many other mathematicians [21]. In the last decades, there has been a resurgence of interest in FPDEs, since these equations have been recognized as fundamental not only in pure mathematics, but also in statistical mechanics [11, 17, 20], economics [29], engineering [25],
and many other fields, for their manifold applications. Consequently, the search for exact solutions of both stationary and evolution FPDEs is of great relevance. Although many analytic approaches have been largely (but not exhaustively) investigated, the determination of algebraic and geometric methods for the study of FPDEs is essentially an open problem.

Concerning group-theoretical methods, in Ref. [3] the invariance of a fractional diffusion equation under scaling transformations was established. Subsequently, in Refs. [9, 10, 18] an extension of the Lie approach for standard differential equations to the case of FPDEs was proposed. Inspired by these preliminary results, group theoretical methods have been very recently applied, for example, to fractional versions of the Harry–Dym equation [12] and of the Burgers equation [32]. A more general analysis of symmetries of time fractional evolution equations can be found in Ref. [11]. In all these works, only the case of equations involving fractional derivatives with respect to a single independent variable (typically the time variable) has been analyzed, keeping the other derivatives of integer order. The interest in group theoretical methods is based on the fact that, in the case of standard partial differential equations (PDEs), the theory of Lie symmetries represents one of the most effective tools for the determination of classes of analytic solutions [2, 13, 22, 31]. Since the crucial observation, due to G. Birkhoff, of the potential relevance of Lie theory in the study of the equations of fluid dynamics, in the middle of the XX century an impressive body of literature has been produced on the applications of symmetries to both linear and nonlinear problems. Lie theory for PDEs is still a flourishing research area. Nevertheless, to our knowledge, a complete and rigorous mathematical theory for the case of FPDEs is essentially lacking.

The present paper contributes to fill this gap, proposing a coherent approach to the notion of symmetries for FPDEs, which generalizes the known theoretical results presented, in particular in Refs. [9, 10]. We show the existence of a natural connection between the theory of Lie invariance of FPDEs and the classical theory of Lie symmetries for PDEs, once extended to the case of equations involving an infinite number of derivatives [30]. In particular, our extension of group–theoretical methods to the case of FPDEs strongly relies on the geometrical notions of infinite prolongation and infinite dimensional jet space $J^\infty$ [16, 28, 30]. Indeed, a FPDE can also be interpreted as a system of PDEs involving an infinite number of (classical) derivatives.

Our main results are the following. First, we prove a generalized prolongation formula for the action of a vector field on fractional operators involving an arbitrary number of independent variables. In the process, we recover as special cases the results already known to the literature. Second,
by means of this prolongation formula, we derive the Lie condition for a
vector field to be an infinitesimal generator of a symmetry group. As in
the classical approach, the vector fields defined by the previous condition
possess a twofold role. Indeed, they generate diffeomorphisms that foliate
the manifold of the independent and dependent variables into group orbits,
transforming solutions into solutions. More importantly, they allow a given
FPDE to be reduced into another one, possessing fewer independent vari-
ables, or a fractional ordinary differential equation (FODE) to be reduced
into an equation of lower order. Solving the reduced equations enables us
to construct exact solutions of the original problem.

The results obtained in this paper pave the way to the creation of
a complete theory of Lie symmetries for FPDES, that would include gen-
eralizations to higher order symmetries, nonclassical symmetries, master
symmetries, etc.

The paper is organized as follows. In Section 2 some basic definitions
concerning Riemann–Liouville fractional calculus are reviewed. Section 3 is
devoted to the notion of symmetry for FPDES. We show the correspondence
between the fractional theory and the classical one and we explicitly derive
a generalized prolongation formula expressing the action of the infinitely
prolonged symmetry field on fractional operators. Finally, an application
of our approach to a \((N + 1)\)-dimensional nonlinear FPDE is presented.

2. Fundamental definitions

In this section, we briefly review some basic definitions of fractional
calculus. For an extensive and detailed treatment of the subject, and the
proofs of the results sketched here, we refer to the monographs in Refs. [14,27].

Given \(p \in \mathbb{R}\), we introduce the symbol
\[
\langle p \rangle := \begin{cases} \lfloor p \rfloor, & p \geq 0, \\ -1, & p < 0 \end{cases}
\]  \( (2.1) \)

In the previous expression \([p] \in \mathbb{Z}\) is the floor function of \(p\), \([p] \leq p < [p]+1\).
We can now state the following fundamental definition.

**Definition 2.1** (Riemann–Liouville fractional differentiation opera-
tor). Let \(p \in \mathbb{R}\) and \(f : [a, b] \subset \mathbb{R} \to \mathbb{R}\) be an analytic function in \((a, b)\).
We shall call
\[
aD^p_t f(t) := \frac{1}{\Gamma(1 + \langle p \rangle - p)} \frac{d^{(p)+1}}{dt^{(p)+1}} \int_a^t (t - \tau)^{(p)-p} f(\tau) d\tau, \quad t \in (a, b),
\]  \( (2.2) \)

the Riemann–Liouville (RL) fractional derivative operator of order \(p\) and
terminals \((a, t)\). Here \(\Gamma(x) := \int_0^\infty t^{x-1} e^{-t} dt\) is the Gamma function.
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The operator defined above is the RL fractional derivative when \( p > 0 \), and for \( p < 0 \) it is the RL fractional integral as below. Observe that the RL operator is linear and, for \( k \in \mathbb{Z} \),

\[
\lim_{p \to k \pm} D^p_t f(t) = \begin{cases} 
\frac{d^k f(t)}{dt^k} & \text{if } k > 0, \\
 f(t) & \text{if } k = 0, \\
\frac{1}{\Gamma(-k)} \int_0^t (t - \tau)^{|k|-1} f(\tau) \, d\tau & \text{if } k < 0.
\end{cases}
\]  

(2.3)

Similarly, we can introduce the partial RL operator (derivative) \([14]\) as follows.

**Definition 2.2.** Let \( p_i \in \mathbb{R}, \, i = 1, \ldots, N \), and \( f(x_1, \ldots, x_N) : [a_1, b_1] \times \cdots \times [a_N, b_N] \subset \mathbb{R}^N \to \mathbb{R} \), be an analytic function in \((a_1, b_1) \times \cdots \times (a_N, b_N)\). We define the mixed RL operator as

\[
a_{1, \ldots, a_N} \partial_{x_1}^{p_1}_{\cdots} \partial_{x_N}^{p_N} f(x_1, \ldots, x_N) := \prod_{i=1}^N \frac{\partial^{(p_i)+1}}{\partial x_i^{(p_i)+1}} \int_{a_i}^{x_i} d\xi_i \frac{(x_i - \xi_i)^{(p_i)-p_i}}{\Gamma(1 + (p_i) - p_i)} f(\xi_1, \ldots, \xi_N). \]  

(2.4)

Remarkably, a mixed RL operator acting on an analytic function can be formally written as

\[
a_{1, \ldots, a_N} \partial_{x_1}^{p_1}_{\cdots} \partial_{x_N}^{p_N} = \prod_{i=1}^N \left[ \sum_{k_i=0}^{\infty} \frac{(p_i)(x_i - a_i)^{k_i-p_i}}{\Gamma(k_i - p_i + 1)} \partial x_i^{k_i} \right]. \]  

(2.5)

In the previous expression we have adopted the shorthand notation

\[
\left( \begin{array}{c} p \\ k \end{array} \right) := \prod_{i=1}^k (p - i + 1) / \Gamma(k+1). \]  

(2.6)

Formula (2.5) will be fundamental to link the theory of symmetries of fractional differential equations with the classical theory of symmetries of PDEs. It has been proved, for example, in Ref. [21, Sec. 3.5] in the case of a fractional derivative operator with respect to one variable only acting on a space of analytic functions. The case of many variables can be treated similarly.

3. Lie theory for fractional PDEs

In this section we shall develop a theoretical framework allowing us to generalize the classical Lie theory to the case of fractional partial differential equations.
3.1. **Local Lie groups.** We shall focus on fPDEs with one dependent variable \( u \in U \subseteq \mathbb{R} \) and \( N \) independent variables \((x_1, \ldots, x_N) \in X := (a_1, +\infty) \times \cdots \times (a_N, +\infty) \subseteq \mathbb{R}^N\), i.e., on equations of the form
\[
\mathcal{E}(x, u, a\partial_x^p u, \ldots) = 0,
\]
where \( \mathcal{E} \) is a function involving a finite number of RL operators
\[
a\partial_x^p u := a_1^{p_1} \cdots a_N^{p_N} \partial_{x_1}^{p_1} \cdots \partial_{x_N}^{p_N} u(x), \quad p_i \in \mathbb{R} \quad \forall i.
\]
We will assume that all RL operators acting upon the same variable \( x_i \) have the same lower extreme \( a_i \). By analogy with the case of PDEs we propose the following notion of symmetry group of a fPDE.

**Theorem 3.1 (Symmetries).** A continuous group \( G \) of (point) symmetries for the fPDE in Eq. (3.1) is a local group of diffeomorphisms that map solutions \((x, u) \in M \subset X \times U := M \) (with \( M \) open subset of \( M \)) into solutions \( g \cdot (x, u) = (\bar{x}, \bar{u}) = (\Xi_g(x, u), \Phi_g(x, u)) \in M, \ g \in G, \) for some smooth functions \( \Xi_g, \Phi_g : M \to X, \Phi_g : M \to U \).

We denote by \( v \in \mathfrak{g} \) an element of the Lie algebra \( \mathfrak{g} \) associated with the Lie group of transformations \( G \). We shall consider vector fields of the form
\[
v = \sum_{i=1}^N \xi^i(x, u) \frac{\partial}{\partial x_i} + \phi(x, u) \frac{\partial}{\partial u}.
\]
Here, assuming that the local action of the symmetry group \( G \) is given by
\[
(x, u) \xrightarrow{g} (\bar{x}, \bar{u}), \quad g \equiv g(\epsilon) = e^{\epsilon v}, \quad \epsilon \in \mathbb{R},
\]
the following formulae hold:
\[
\xi^i(x, u) = \frac{d \Xi^i_g(x, u)}{d \epsilon} \bigg|_{\epsilon=0}, \quad \phi(x, u) = \frac{d \Phi_g(x, u)}{d \epsilon} \bigg|_{\epsilon=0}.
\]
If a RL operator of \( u \) with respect to \( x_i \) appears in \( \mathcal{E} \), we impose the additional constraint
\[
a_i \xrightarrow{g} a_i \Rightarrow \xi^i(x_1, \ldots, x_{i-1}, a_i, x_{i+1}, \ldots x_N) \equiv 0 \Rightarrow a\partial_x^p u(x) \xrightarrow{g} a\partial_x^p \bar{u}(\bar{x}).
\]
To evaluate the functions in Eqs. (3.4), we need to prolong our function \( u \) in a suitable extended space, as we will show below.

3.2. **Jet space and general prolongation formula.** To treat properly the problem of symmetries of fPDEs, we need to implement an “infinite” prolongation procedure of vector fields over a suitable infinite-dimensional jet space \( J^\infty \). The theory of infinite dimensional jet bundles \([16, 28, 30]\) is a generalization of the classical finite dimensional theory. In particular,
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infinitely prolonged jet spaces were thoroughly investigated by A. M. Vinogradov [30] in his study of symmetries of infinitely prolonged equations (higher symmetries).

In the following, we will use the standard multi-index notation for derivatives of a function \( f(x) \equiv f(x_1, \ldots, x_N) \). Precisely, for a set of indices \( \sigma = (i_1, \ldots, i_K) \), \( 1 \leq i_k \leq N \), \( k = 1, \ldots, K \), we shall introduce the notation
\[
\frac{\partial^{\sigma} f(x)}{\partial x^\sigma} := \left( \prod_{k=1}^{K} \frac{\partial}{\partial x_{i_k}} \right) f(x), \quad \text{with} \quad |\sigma| := K.
\]

3.2.1. Jet space. Let us start with the following standard definition [16].

**Theorem 3.2 (Infinite jet manifold).** Let \( (\mathcal{M}, \pi, \mathcal{X}) \) be a fiber bundle with \( \pi: \mathcal{M} \to \mathcal{X} \) projection from the total space \( \mathcal{M} \) to the base space \( \mathcal{X} \). We assume \( \dim \mathcal{M} = \dim \mathcal{X} + 1 = N + 1 \). Then, denoting by \( \Gamma_\eta(\pi) \) the set of all local sections of \( \pi \) containing \( \eta \in \mathcal{X} \), we say that two smooth sections \( f, \tilde{f} \in \Gamma_\eta(\pi) \), are \( k \)-equivalent in \( \eta \) if
\[
\frac{\partial^{\sigma} f(x)}{\partial x^\sigma} \bigg|_{x=\eta} = \frac{\partial^{\sigma} \tilde{f}(x)}{\partial x^\sigma} \bigg|_{x=\eta}, \quad \text{for any} \quad 0 \leq |\sigma| < k, \quad (3.6)
\]
supposing that a system local coordinates on \( \mathcal{X} \) is given. We call the equivalence class of \( f \) the \( k \)-jet of \( f \) in \( \eta \), and we shall denote it by \( [f]^k_\eta \).

The \( k \)-jet manifold \( J^k(\pi) \) is by definition the set of these equivalence classes
\[
J^k(\pi) := \left\{ [f]^k_\eta: \eta \in \mathcal{X}, \ f \in \Gamma_\eta(\pi) \right\}. \quad (3.7)
\]

Moreover, the smooth fibre bundles
\[
\pi_k: J^k(\pi) \to \mathcal{X}, \quad [f]^k_\eta \mapsto \eta, \quad (3.8a)
\]
\[
\pi_{k,l}: J^k(\pi) \to J^l(\pi), \quad [f]^k_\eta \mapsto [f]^l_\eta, \quad k \geq l, \quad (3.8b)
\]
are naturally introduced. The infinitely prolonged jet space \( J^{\infty}(\pi) \) is defined as the inverse limit of the sequence
\[
\cdots \to J^{k+1}(\pi) \overset{\pi_{k+1,k}}{\longrightarrow} J^k(\pi) \to \cdots \to J^1(\pi) \overset{\pi_{1,0}}{\longrightarrow} \mathcal{X}. \quad (3.9)
\]

In a similar manner, given a submanifold \( \gamma \subseteq \mathcal{M} \), we denote by \( \text{pr}^k \gamma|_\eta \) the equivalence class of all submanifold having a \( k \)-th order contact with \( \gamma \) in \( \eta \), and \( \text{pr}^k \gamma := \bigcup_\eta \text{pr}^k \gamma|_\eta \). It is possible to define \( \text{pr}^{\infty} \gamma \) as a limit manifold obtained through a chain of projections using the maps \( \pi_{k,l} \) introduced above. Finally, the prolongation of the action of a symmetry group \( G \) acting on \( \mathcal{M} \) is expressed similarly as \( \text{pr}^{\infty} g[\text{pr}^{\infty} \gamma|_\eta] := \text{pr}^{\infty}[g \cdot \gamma|_\eta] \) for a submanifold \( \gamma \subseteq \mathcal{M} \) and for \( g \in G \).
Given a fractional differential equation of the form of Eq. (3.1), the space introduced above represents a suitable space for the prolongation procedure we require, with the identifications \( M \equiv X \times U \) and \( X \equiv X \). Indeed, using Eq. (2.5), we can rewrite Eq. (3.1) as a differential equation involving an infinite number of ordinary partial derivatives. For example, let us consider the fractional differential equation

\[
a D^p_x u(x) = f(x), \quad p \in \mathbb{R}. \quad (3.10)
\]

Then, we can write

\[
a D^p_x u(x) = f(x) \iff \begin{cases} z_0 = f(x) \\ \omega_0 = u \\ \omega_k = \frac{d\omega_{k-1}}{dx}, & k \in \mathbb{N}, \\ z_k = z_{k-1} - \left( \frac{p}{k-1} \right) \frac{(x-a)^{k-p-1}}{1(k-p)} \omega_{k-1}, & k \in \mathbb{N}. \end{cases} \quad (3.11)
\]

The problem of local symmetries of a FPDE can be solved therefore in the geometrical framework of the infinite dimensional jet space \( J^\infty \) of integer order derivatives introduced above; consequently, the theory of symmetry reduction is automatically borrowed from the classical theory. Eq. (3.1) defines an infinite dimensional submanifold

\[
\Delta := \{ [f]_\eta^\infty \in J^\infty(\pi): E(\eta, f, a\partial^p f, \ldots) = 0 \} \subset J^\infty(\pi). \quad (3.12)
\]

A solution of the given FPDE is a smooth submanifold \( \gamma \subseteq M \), such that \( pr^\infty \gamma \subseteq \Delta \). An infinitesimal symmetry of the equation \( \mathcal{E} \) is generated by a vector field tangent to \( \Delta \) which preserves the contact structure of \( \Delta \). Observe that in the infinite dimensional case we cannot associate, in general, a flow to \( v \) \[30\]: if this happens, \( v \) is said to be a Lie field (note that we deal with one dependent variable only). In the present paper, we restrict ourselves to Lie fields whose structure in local coordinates is

\[
v = \sum_{i=1}^{N} \xi^i(x, u) \frac{\partial}{\partial x^i} + \phi(x, u) \frac{\partial}{\partial u} + \sum_{|\sigma| \geq 1} \phi^\sigma(x, u, \ldots, \partial^\sigma u, \ldots) \frac{\partial^{|\sigma|}}{\partial u^\sigma}, \quad (3.13)
\]

where \( \xi^i, \phi \) and \( \phi^\sigma \) are analytic functions of their variables. Introducing the total derivative operator

\[
D_i := \frac{\partial}{\partial x^i} + \sum_{|\sigma| \geq 0} \frac{\partial u^\sigma}{\partial x^i} \frac{\partial}{\partial u^\sigma}, \quad (3.14)
\]

it can be shown \[30\] that every vector field associated to an infinitesimal symmetry transformation can be written as
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\[ \text{pr}^\infty v = \sum_{i=1}^{N} \xi^i(x,u) \frac{\partial}{\partial x_i} + \phi(x,u) \frac{\partial}{\partial u} + \sum_{|\sigma| \geq 1} \phi^\sigma \frac{\partial}{\partial u^\sigma} \]  

(3.15)

where, for \( \sigma \equiv (i_1, \ldots, i_K) \), \( D^\sigma := D_{i_1} \circ \cdots \circ D_{i_K} \), and

\[ \phi^\sigma := D^\sigma \left( \phi(x,u) - \sum_{i=1}^{N} \xi^i(x,u) \frac{\partial u}{\partial x_i} \right) + \sum_{i=1}^{N} \xi^i(x,u) \frac{\partial u}{\partial x_i} D^\sigma u. \]  

(3.16)

The latter quantity depends on \( N + 1 \) functions \( \xi^1, \ldots, \xi^N, \phi \) to be determined. We say that the vector field in Eq. (3.15) expresses the prolonged action of the vector field

\[ v = \sum_{i=1}^{N} \xi^i(x,u) \frac{\partial}{\partial x_i} + \phi(x,u) \frac{\partial}{\partial u} \in TM. \]  

(3.17)

Summarizing, in our perspective a FPDE defines an infinite dimensional manifold in the space \( \mathcal{J}^\infty \) endowed with an infinite order contact structure. The problem of finding a symmetry for a FPDE (i.e., the corresponding functions \( \xi^1, \ldots, \xi^N, \phi \)) therefore can be formulated on the same geometric structures introduced in the classical theory of higher symmetries [30]. The problem can also be solved in the space \( \mathcal{J}^\infty \) by imposing a suitable version of the standard Lie theorem that will be discussed below.

3.2.2. General prolongation formula. We look now for an explicit expression for the quantity

\[ \phi^P := \text{pr}^\infty v \left[ a \partial^P_x u \right], \]  

as a function of the coefficients of \( v \). To stress the formal analogy with Eq. (3.16), we call the expression for \( \phi^P \) the general prolongation formula.

**Theorem 3.3 (General prolongation formula).** Let \( v = \sum_{i=1}^{N} \xi^i(x,u) \frac{\partial}{\partial x_i} + \phi(x,u) \frac{\partial}{\partial u} \) be a vector field defined on \( TM, M \subseteq M = X \times U \), where \( X \) is an \( N \)-dimensional space, whose generic element has the form \( x = (x_1, \ldots, x_N) \in X \), and \( U \) is a one dimensional space. The general prolongation formula is given by

\[ \phi^P := \text{pr}^\infty v \left[ a \partial^P_x u \right] = a D^P_x \left( \phi - \sum_{i=1}^{N} \xi^i \partial_{x_i} u \right) + \sum_{i=1}^{N} \xi^i \partial_{x_i} a \partial^P_x u. \]  

(3.19)

In the previous equation we have introduced the fractional total derivative

\[ a D^P_x := \prod_{i=1}^{N} \left[ \sum_{k_i=0}^{\infty} \binom{p_i}{k_i} (x_i - a_i)^{k_i} \Gamma(k_i - p_i + 1) D^k_i \right]. \]  

(3.20)
Note that the classical prolongation formula [2,13,22] is immediately recovered in the limit case of differentiation of integer order.

To this purpose, we shall use the following formula, due to Osler [23],

\[ \phi^p := p \int_0^\infty \varphi \left( t \partial^n u \right) \]

We obtain directly:

\[ \phi^p := p \int_0^\infty \varphi \left[ a \partial^p x u \right] \]

\[ = \phi \prod_{i=1}^N \frac{(x_i - a_i)^{p_j}}{\Gamma(1 - p_j)} + \sum_{|i| \geq 1} \sum_{i=1}^N \frac{(x_i - a_i)^{p_j}}{\Gamma(-p_j)} \frac{1}{\Gamma(1 - p_j)} \]

\[ + \Phi \sum_{i=1}^N \sum_{|i| \geq 1} \xi^i \frac{(x_i - a_i)^{k_j(\sigma) - p_j}}{\Gamma(k_j(\sigma) - p_j)} \frac{1}{\Gamma(1 - p_j)} \]

\[ = aD_x^p \phi - \sum_{i=1}^N aD_x^p (\xi^i \partial_x u) + \sum_{i=1}^N \xi^i \partial_x a \partial^p x u, \quad (3.23) \]

which coincides with the general prolongation formula in Eq. (3.19). □

**Corollary 3.1** (Prolongation formula for \( N = 1 \)). Under the hypotheses of Theorem 3.3, let us consider \( N = 1 \) and \( \varphi = \xi(x,u)\partial_u + \phi(x,u)\partial u \in TM, M \subset M := X \times U \). The general prolongation formula is given by

\[ \phi^p = a \partial^p_x \phi - \sum_{n=0}^\infty \binom{p}{n+1} \frac{d^{n+1} \xi}{dx^{n+1}} a \partial^p_x u. \quad (3.24) \]

For \( a = 0 \) and \( p > 0 \), it is convenient to make explicit the dependence on \( u \) of the coefficient \( \phi \equiv \phi(x,u(x)) \) appearing in the vector field of Eq. (3.24). To this purpose, we shall use the following formula, due to Osler [23],

\[ aD^p_t f(t,g(t)) \]

\[ = \sum_{n=0}^\infty \sum_{m=0}^n \sum_{k=0}^m \sum_{r=0}^k \left( \begin{array}{c} p \end{array} \right) \left( \begin{array}{c} n \end{array} \right) \left( \begin{array}{c} k \end{array} \right) \frac{t^{n-p}}{k!\Gamma(n+1-p)} \frac{d^m g^{k-r}}{dt^m} \frac{\partial^{n+m-k} f(t,g)}{\partial t^{n-m} \partial g^k}. \quad (3.25) \]
A FOUNDATIONAL APPROACH TO THE LIE THEORY ... 221

Isolating the terms that are linear in $\phi$ an its derivatives, we have

$$0D_x^p \phi(x, u(x)) = 0D_x^p \phi - u_0 0D_x^p (\partial_u \phi) + \partial_u \phi 0D_x^p u$$

$$+ \sum_{k=1}^{\infty} \binom{p}{k} \frac{\partial^{k+1} \phi}{\partial x^k \partial u} 0D_x^{p-k} u + \mu^p(x, u). \quad (3.26)$$

In Eq. (3.26) we have denoted by $\mu^p(x, u)$ the expression

$$\mu^p(x, u) := \sum_{n=2}^{\infty} \sum_{m=2}^{n} \sum_{k=2}^{m} \sum_{r=0}^{k-1} \binom{p}{n} \binom{n}{m} \binom{k}{r} \frac{x^{n-r} (-u)^r}{k! \Gamma(n+1-p)} \frac{d^m (u^{k-r})}{dx^m} \frac{\partial^{n-m+k} \phi(x, u)}{\partial x^{n-m} \partial u^k}. \quad (3.27)$$

We deduce that, for $p > 0$

$$\phi^p = 0D_x^p \phi + 0D_x^p u (\partial_u \phi - p \frac{d \xi}{dx}) - u_0 0D_x^p \partial_u \phi$$

$$+ \mu^p(x, u) + \sum_{n=1}^{\infty} \left\{ \left[ \binom{p}{n} \partial_x^n \partial_u \phi - \binom{p}{n+1} \frac{d^{n+1} \xi}{dt^{n+1}} \right] 0D_x^{p-n} u - \binom{p}{n} \frac{d^n \xi}{dt^n} 0D_x \partial_u \phi \right\}$$

$$+ \sum_{n=2}^{\infty} \sum_{m=2}^{n} \sum_{k=2}^{m} \sum_{r=0}^{k-1} \binom{p}{n} \binom{n}{m} \binom{k}{r} \frac{t^{n-r} (-u)^r}{k! \Gamma(n+1-p)} \frac{d^m (u^{k-r})}{dt^m} \frac{\partial^{n-m+k} \phi}{\partial t^{n-m} \partial u^k}. \quad (3.28)$$

For further details on this particular case, we refer to Ref. [10].

**Corollary 3.2.** Assume that the hypotheses of Theorem 3.3 hold with $N = 2$, $x_1 \equiv x$, $x_2 \equiv t$ and $a_2 = 0$. For $p > 0$, we have

$$\phi_t^p := \phi^{0,p} = 0D_t^p \phi + 0D_t^p u (\partial_u \phi - p \frac{d \tau}{dt}) - u_0 0D_t^p \partial_u \phi$$

$$+ \sum_{n=1}^{\infty} \left\{ \left[ \binom{p}{n} \partial_t^n \partial_u \phi - \binom{p}{n+1} \frac{d^{n+1} \tau}{dt^{n+1}} \right] 0D_t^{p-n} u - \binom{p}{n} \frac{d^n \tau}{dt^n} 0D_t \partial_u \phi \right\}$$

$$+ \sum_{n=2}^{\infty} \sum_{m=2}^{n} \sum_{k=2}^{m} \sum_{r=0}^{k-1} \binom{p}{n} \binom{n}{m} \binom{k}{r} \frac{t^{n-r} (-u)^r}{k! \Gamma(n+1-p)} \frac{d^m (u^{k-r})}{dt^m} \frac{\partial^{n-m+k} \phi}{\partial t^{n-m} \partial u^k}. \quad (3.29)$$

A similar expression is obtained for $\phi^{p,0} =: \phi_x^p$.

The prolongation formula in Eq. (3.29) can be found in Ref. [18].

3.3. The Lie theorem, its application and symmetry reduction.

We can now state the following fundamental result.

**Theorem 3.4** (Lie theorem for FPDEs). Let $E(x, u, a \partial_x u, \ldots) = 0$ be a FPDE, defined on the open subset $M < \mathcal{M}$. If
pr^∞ v [E (x, u, a∂_x^p u, ...)]|_ε=0 = 0, \tag{3.30}

then v = \sum_{i=1}^{N} \xi_i(x, u) \frac{∂}{∂x_i} + \phi(x, u) \frac{∂}{∂u} generates an infinitesimal symmetry of the equation E = 0.

Taking into account all the previous results, this theorem is a direct consequence of the Lie theorem stated in Ref. [30], applied to the case of a FPDE once it is written as a system of equations of infinite order, as done for example in Eq. (3.11). To apply the previous theorem to a FPDE, we must (in principle) expand every RL operator using Eq. (2.5) and then apply the Lie condition using Theorem 3.3 in Eq. (3.30) to determine the coefficients \( \xi, \phi \) of all infinitesimal symmetry vector fields: the Lie equation provides an infinite number of differential equations for the \( N + 1 \) components of the field \( v \). The symmetries of the general FPDE are therefore obtained by solving the classical Lie condition in the standard infinite dimensional jet space \( J^∞ \).

The determining equation coming from the Lie theorem can be quite involved, due to the infinite number of independent components in \( J^∞ \). Moreover, according to the previous analysis, different fractional operators cannot be considered, strictly speaking, to be independent in the space \( J^∞ \) (this fact can be easily seen by considering that the cardinality of the set of fractional operators is larger than the cardinality of the set of integer order derivatives). However, if we regard \( a∂_x^p u \) as an “effective coordinate” in \( J^∞ \) we can still obtain symmetries for the initial differential problem; in particular, the expressions for the action of the symmetry field on RL operators can be formulated in a more compact way. This fact, in turn, allows us to write down in a simpler form the Lie equation \( \text{(3.30)} \) and the general prolongation formula in Eq. (3.19). Proceeding in this manner, we will find in general a subgroup of the complete group of Lie symmetries of the equation. It may happen, however, that the specific form of the equation justifies this independence assumption. For example, let us suppose that we search for the solution of the following functional equation in \( J^∞ \):

\[
\psi_1 \left( x, u, \frac{d u}{d x}, \ldots, \frac{d^l u}{d x^l} \right) aD_x^p u(x) + \psi_2 \left( x, u, \frac{d u}{d x}, \ldots, \frac{d^m u}{d x^m} \right) aD_x^q u(x) = 0
\tag{3.31}
\]

with \( p, q \in \mathbb{R} \setminus \mathbb{N}_0 \) and \( l, m \in \mathbb{N} \). The equation above can be written as

\[
\sum_{k=0}^{∞} \left[ \left( \frac{p}{k} \right) \frac{(x-a)^{k-p}}{\Gamma(k-p+1)} \psi_1 + \left( \frac{q}{k} \right) \frac{(x-a)^{k-q}}{\Gamma(k-q+1)} \psi_2 \right] \frac{∂^k u}{∂x^k} = 0. \tag{3.32}
\]

For \( k \geq \max\{l, m\} \) we have
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\[ \frac{\psi_1}{\Gamma(p + 1)(x - a)^{-p}} - \frac{\psi_2}{\Gamma(q + 1)(x - a)^{-q}} = 0. \] (3.33)

The fact that the previous relation must hold for all values of \( k \geq \max\{l, m\} \), implies \( \psi_1 = \psi_2 = 0 \).

3.3.1. **Reduction by symmetry.** Given a local group \( G \) of transformations of a PDE, with corresponding Lie algebra \( \mathfrak{g} \), the theory of symmetry reduction is formulated in terms of the quotient manifold \( M/G \) of the orbits of \( G \) on \( M \), and of the projection map \( \Pi: M \rightarrow M/G \) [2, 22, 30]. This map associates with every point \( (x, u) \in M \) its orbit under the action of \( G \). In particular, the existence of the quotient manifold \( M/G \) and of the projection map \( \Pi \) is assured if \( G \) acts regularly, with \( s \)-dimensional orbits on the \( (N + 1) \)-dimensional manifold \( M \). The linear map \( d\Pi: T_M|_{(x,u)} \rightarrow T_{M/G}|_{\Pi(x,u)} \) is onto and its kernel is given by \( g|_{(x,u)} := \{ v|_{(x,u)} : v \in \mathfrak{g} \} \). For a proof of the previous statements, see for example Ref. [22]. In the context of FPDEs, the same philosophy applies, because the symmetry algebra acts on the smooth manifold \( M \). For the sake of completeness, we sketch here the main results for our simple case. Additional details, and more refined derivations, can be found in the monograph by Olver [22].

On the basis of the existence of \( \Pi \), we assume, as usual, that \( M/G \sim \mathbb{R}^{N+1-s} \) at least locally; therefore we can (locally) identify \( N + 1 - s \) new functionally independent invariants \( \{ \eta^i(x,u) \}_{i} \) on \( M \) that parametrize \( M/G \). Among these new variables, we can choose a new dependent variable, let us call it \( v(x,u) \), and \( N - s \) new independent variables, say \( \{ \zeta^i(x,u) \}_{i} \). Moreover, the group \( G \) identifies also an invariant infinite jet space \( I^\infty(G) \) under the action of \( G \) as the inverse limit of the chain

\[ \cdots \rightarrow I^{k+1}(G) \xrightarrow{\pi_{k+1}} I^{k}(G) \rightarrow \cdots \rightarrow I^1(G) \xrightarrow{\pi_1} \mathcal{X}, \]

\[ I^k(G) := \left\{ z \in J^k : \exists \gamma \subseteq M, \dim \gamma = N, \right. \]

\[ \left. \text{G-invariant such that } z = \text{pr}^{(k)}(\gamma) \big|_z \right\}. \] (3.34)

A (locally) \( G \)-invariant solution \( \gamma \in M \) of \( \Delta \) is therefore such that \( \text{pr}^{\infty} \gamma \in \Delta \cap I^\infty(G) \). Let us define now the projection \( \Pi^\infty \) such that, for \( z \in M \) and \( \gamma \subseteq M \) \( G \)-invariant, \( \Pi^\infty[\text{pr}^{\infty} \gamma]|_z := \text{pr}^{\infty}(\gamma/G)|_{\Pi(z)} \). If \( \gamma \) is a solution of the considered FPDE, then \( \text{pr}^{\infty}(\gamma/G) = \Pi^\infty[\text{pr}^{\infty} \gamma] \in \Pi^\infty[\Delta \cap I^\infty(G)] \), i.e., \( \gamma/G \) is solution of \( \Delta_G := \Pi^\infty[\Delta \cap I^\infty(G)] \). Vice-versa, if \( \gamma/G \) is a solution of \( \Delta_G \), then \( \gamma \) is a solution of \( \Delta \), as it can be seen inverting \( \Pi \) (see Ref. [22] about the details of this inversion procedure). The new manifold \( \Delta_G \) corresponds in particular to the reduced equation we were looking for.
However, once the reduction has been performed, it will be useful if a choice of variables exists in such a way that we are able to express a solution of the original problem in the form $u = f(x)$. This is possible if we require an additional property for $G$, namely transversality. Transversality guarantees that the invariant solution under the action of $G$ are actually in the form $u = f(x)$ locally. If the algebra $g$ of $G$ is generated by

$$v_k := \sum_{i=1}^{N} \xi^i(x,u) \partial_{x_i} + \phi_k(x,u) \partial_u, \quad k = 1, \ldots, r,$$

where $r$ is the dimension of the algebra, the transversality condition in a neighbourhood of the point $(x,u) \in M$ can be locally expressed as

$$\text{rank} \begin{pmatrix} \xi^1(x,u) & \cdots & \xi^N(x,u) \\ \vdots & \ddots & \vdots \\ \xi^1_r(x,u) & \cdots & \xi^N_r(x,u) \end{pmatrix} = \text{rank} \begin{pmatrix} \xi^1(x,u) & \cdots & \xi^N(x,u) & \phi^1(x,u) \\ \vdots & \ddots & \vdots & \vdots \\ \xi^1_r(x,u) & \cdots & \xi^N_r(x,u) & \phi^1(x,u) \end{pmatrix} = s,$$

where $s$ is the dimension of the orbits of $G$. Due to the fact that the invariants are, by hypothesis, functionally independent, the Jacobian matrix

$$\begin{pmatrix} \partial_{x_1} \xi^1 & \cdots & \partial_{x_N} \xi^1 & \partial_u \xi^1 \\ \vdots & \ddots & \vdots & \vdots \\ \partial_{x_1} \xi^{N-s} & \cdots & \partial_{x_N} \xi^{N-s} & \partial_u \xi^{N-s} \\ \partial_{x_1} u & \cdots & \partial_{x_N} u & \partial_u u \end{pmatrix}$$

has rank $N + 1 - s$ everywhere. Moreover, the transversality condition guarantees that the last column of the previous matrix cannot contain vanishing entries only \[22\]. This fact allow us to apply locally Dini’s theorem and write $u$ and $N - s$ independent variables $\tilde{x}$ as a function of the $N - s + 1$ invariants and of the $s$ remaining original independent variables.

### 3.4. Example.

To illustrate our approach, let us now consider the following equation:

$$\mathcal{E} = \partial_t u - \sum_{i=1}^{N} \alpha_i u^{\beta_i} \partial^\gamma_{x_i} u = 0, \quad \alpha_i, \beta_i \in \mathbb{R} \setminus \{0\}, \quad p_i \in \mathbb{R}^+ \setminus \mathbb{N}.$$  

(3.38)

The equation above has the structure of a fractional equation in which $t$ has the role of a time coordinate, whilst $x_i, i = 1, \ldots, N$, can be interpreted as space coordinates in an $N$–dimensional space. Observe that, in anomalous diffusion models, the time derivative is typically fractional, whilst the
After some manipulations, we get the following determining equation

\[
\frac{\partial \phi}{\partial t} = \sum_{i=1}^{N} \left\{ \frac{d \xi_i}{dt} \frac{\partial \phi}{\partial x_i} + \left[ \frac{d \tau}{dt} - \frac{\partial \phi}{\partial u} \right] \alpha_i u^\beta_i + \phi \alpha_i \beta_i u^{\beta_i-1} \right\} \phi_{x_i}^p u
\]

In particular, here we have

\[
\phi_{x_i}^p = \partial_{x_i}^p \phi + \partial_{x_i}^p u \left( \frac{\partial \phi}{\partial u} - p \frac{d \xi_i}{d x_i} \right) - u \partial_{x_i}^p \frac{\partial \phi}{\partial u} - \sum_{n=1}^{\infty} \left( \frac{p}{n} \right) \frac{d^n \tau}{d x_i^n} \frac{\partial \phi}{\partial t} \partial_{x_i}^p u
\]

Following the above described procedure, and using as shorthand notation \( x \equiv (x_1, \ldots, x_N) \), we search for a Lie field of the form

\[
v = \tau(t, x, u) \frac{\partial}{\partial t} + \sum_{i=1}^{N} \xi_i(t, x, u) \frac{\partial}{\partial x_i} + \phi(t, x, u) \frac{\partial}{\partial u}.
\]

The determining equation is obtained applying Eq. (3.19)

\[
\left\{ \phi_i - \sum_{i=1}^{N} \left[ \alpha_i u^\beta_i \phi_{x_i}^p + \alpha_i \beta_i u^{\beta_i-1} \phi_0 \partial_{x_i}^p u \right] \right\}_{\xi = 0} = 0, \tag{3.40}
\]

In particular, here we have

\[
\phi_{x_i}^p = \partial_{x_i}^p \phi + \partial_{x_i}^p u \left( \frac{\partial \phi}{\partial u} - p \frac{d \xi_i}{d x_i} \right) - u \partial_{x_i}^p \frac{\partial \phi}{\partial u} - \sum_{n=1}^{\infty} \left( \frac{p}{n} \right) \frac{d^n \tau}{d x_i^n} \frac{\partial \phi}{\partial t} \partial_{x_i}^p u
\]

Following the above described procedure, and using as shorthand notation \( x \equiv (x_1, \ldots, x_N) \), we search for a Lie field of the form

\[
v = \tau(t, x, u) \frac{\partial}{\partial t} + \sum_{i=1}^{N} \xi_i(t, x, u) \frac{\partial}{\partial x_i} + \phi(t, x, u) \frac{\partial}{\partial u}.
\]

The determining equation is obtained applying Eq. (3.19)

\[
\left\{ \phi_i - \sum_{i=1}^{N} \left[ \alpha_i u^\beta_i \phi_{x_i}^p + \alpha_i \beta_i u^{\beta_i-1} \phi_0 \partial_{x_i}^p u \right] \right\}_{\xi = 0} = 0, \tag{3.40}
\]

In particular, here we have

\[
\phi_{x_i}^p = \partial_{x_i}^p \phi + \partial_{x_i}^p u \left( \frac{\partial \phi}{\partial u} - p \frac{d \xi_i}{d x_i} \right) - u \partial_{x_i}^p \frac{\partial \phi}{\partial u} - \sum_{n=1}^{\infty} \left( \frac{p}{n} \right) \frac{d^n \tau}{d x_i^n} \frac{\partial \phi}{\partial t} \partial_{x_i}^p u
\]

After some manipulations, we get the following determining equation

\[
\frac{\partial \phi}{\partial t} = \sum_{i=1}^{N} \left\{ \frac{d \xi_i}{dt} \frac{\partial \phi}{\partial x_i} + \left[ \frac{d \tau}{dt} - \frac{\partial \phi}{\partial u} \right] \alpha_i u^\beta_i + \phi \alpha_i \beta_i u^{\beta_i-1} \right\} \phi_{x_i}^p u
\]
Imposing the additional constraint

From the previous equation we deduce the relations


depend ing on the free real constants $c_0$, $c_1$ and $c_2$. We obtain therefore three symmetry generators,

$$v_1 = \partial_t,$$

$$v_2 = t\partial_t + \sum_{i=1}^{N} \frac{x_i}{p_i} \partial_{x_i},$$

$$v_3 = u\partial_u - \sum_{i=1}^{N} \frac{\beta_i x_i}{p_i} \partial_{x_i}.$$
The first generator expresses the trivial invariance of Eq. (3.38) under translations in the variable \( t \). The corresponding reduced equation can be obtained by looking for a stationary solution \( u = u(x) \).

The generators \( v_2 \) and \( v_3 \) express the invariance of the equation 
under scaling transformations in the dependent and independent variables. 
To perform the reduction, in both cases, we will use the following simple identity, proved for example in Ref. [4],

\[
\partial_t^0 u(\lambda^\alpha t) = \lambda^{\alpha p} \partial_t^0 u(\tau), \quad \tau := \lambda^\alpha t, \quad \lambda, \alpha \in \mathbb{R}^+. \tag{3.47}
\]

Let us start analyze the generator \( v_2 \). By means of the equation \( v_2 z(t, x, u) = 0 \), we can determine \( N \) invariants of the form

\[
z_i = \frac{x_i}{t_{\nu_i}}, \quad i = 1, \ldots, N, \tag{3.48}
\]

and search for a solution of Eq. (3.38) of the type

\[
u(t, x) \equiv u \left( \frac{x_1}{t_{\nu_1}}, \ldots, \frac{x_N}{t_{\nu_N}} \right). \tag{3.49}
\]

Using Eq. (3.47), the reduced equation for \( v = v(z_1, \ldots, z_N) \) is easily obtained in terms of the \( N \) new variables \( \{z_i\}_i \) as

\[
\sum_{i=1}^N \left[ \frac{z_i}{p_i} \frac{\partial}{\partial z_i} + \alpha_i \nu^{\beta_i} \partial_{x_i} \right] v = 0. \tag{3.50}
\]

Similarly, the symmetry generator \( v_3 \) provides the new set of variables

\[
v = x_N^{-\beta_i} u, \quad z_i = x_i x_N^{-\beta_i}, \quad i = 1, \ldots, N - 1. \tag{3.51}
\]

From them, we compute the reduced equation for \( v = v(t, z_1, \ldots, z_{N-1}) \).

We use again Eq. (3.47), obtaining

\[
\sum_{i=1}^{N-1} \alpha_i \nu^{\beta_i} \partial_{x_i} u = \sum_{i=1}^{N-1} \alpha_i \nu^{\beta_i} \partial_{x_i} \nu.
\tag{3.52}
\]

Before proceeding further, we will introduce a new auxiliar function. Given a function of \( n+1 \) variables \( f(t, x_1, \ldots, x_n) \equiv f(x_1 t^{-\mu_1}, \ldots, x_n t^{-\mu_n}), \mu_i > 0 \forall i, \) and denoting by \( \chi_i := x_i t^{-\mu_i}, \) for a certain \( \nu \in \mathbb{R} \) we can write

\[
o\partial_p^\nu \left[ \nu \cdot f(\{x_j\}) \right] = \frac{\partial^{[p]+1}}{\partial t^{[p]+1}} \left[ \int_0^t \frac{\Gamma([p] + 1 - p)}{(t - \tau)^{[p] + 1 - p}} f(x_1 \tau^{-\mu_1}, \ldots, x_n \tau^{-\mu_n}) \, d\tau \right]
\]

\[
= \frac{\partial^{[p]+1}}{\partial t^{[p]+1}} \left[ \nu^{[p]+1} \mu \kappa_{\mu}^{[p]-p, \mu} \{x_j t^{-\mu_j} \} \right]
\]

\[
= \nu^{[p]} \prod_{k=0}^{n} \left( 1 + \nu - p + k - \sum_{i=1}^{n} \mu_i \chi_i \frac{\partial}{\partial \chi_i} \right) \kappa_{\mu}^{[p]-p, \mu} \{x_j \} =: \nu^{[p]} \kappa_{\mu}^{[p]-p, \mu} \{x_j \}. \tag{3.53}
\]
The operator $K_{\{\mu_i\}}^{p,\nu}(f)$ appearing in the relations above is a multivariate generalization of the Erdélyi–Kober fractional integral operator \[8,15\] and has the form

$$K_{\{\mu_i\}}^{p,\nu}(f)(\{z_i\}) := \int_0^1 \frac{(1 - \tau)^p \tau^{\nu}}{\Gamma(p + 1)} f\left(z_1 \tau^{-\mu_1}, \ldots, z_n \tau^{-\mu_n}\right) d\tau. \quad (3.54)$$

It follows that

$$\alpha_1 u^{\beta_1} \partial_{x_1}^{\beta_1} u = x^{\beta_1} \alpha_1 u^{\beta_1} P_{\{\beta_1, \beta_{i1}\}}^{p,\nu}(\{z_j\}). \quad (3.55)$$

The reduced equation is therefore

$$\partial_t u = \alpha_1 u^{\beta_1} P_{\{\beta_1, \beta_{i1}\}}^{p,\nu}(\{z_j\}) + \sum_{i=1}^{N-1} \alpha_i u^{\beta_i} \partial_{z_i}^{\beta_i} u. \quad (3.56)$$

To conclude, we observe that the appearance of the Erdélyi–Kober operator, or Erdélyi–Kober–type operators, after a symmetry reduction of a FPDE is certainly not new in the literature \[4\]. Indeed, Erdélyi–Kober operators commonly appear in relaxation and oscillation models \[6\]. In Ref. \[26\], a symmetry analysis of time-fractional Burgers and Korteweg–de Vries equations provided reduced equations involving this class of operators.
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