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Abstract

Objective

This study aimed to develop a function for mapping the cancer-specific instrument (FACT-G) to a preference-based measure (EQ-5D-3L) utility index for HRQoL, in which the utility scores were generated using the Chinese value set.

Method

The data are based on a cross-sectional survey of 243 patients in China with different cancer types. Cancer patients who completed the EQ-5D-3L and the FACT-G questionnaire, and patient demographics and clinical characteristics were included in this study. Regression models were used to predict the EQ-5D-3L utility index values based on four subscale scores of the FACT-G using the ordinary least squares (OLS) model, generalized linear models (GLM), censored least absolute deviations (CLAD), Tobit model, and two-part model (TPM) regression approaches. The performance and predictive power of each model were also evaluated using $r^2$ and adj- $r^2$, mean absolute error (MAE) and root mean squared error (RMSE). Linear equating is a mapping technique that avoids regression to the mean.

Results

The introduction of the square term and the interaction term improves the accuracy of the model. The social well-being subscale of the FACT-G was not associated with the EQ-5D-3L utility index, whereas, the physical, emotional, functional well-being, and FACT-G total scores were derived when mapping the FACT-G to the EQ-5D-3L utility index. For the FACT-G, the OLS model was the best at predicting mean EQ-5D-3L values among all the regression models and has 70% explanatory power for the observed EQ-5D-3L variation. Nevertheless, the OLS model overpredicted utilities for poorer health states and underestimated utilities for those with better health. The result of the OLS model, GLM, and CLAD models were similar to the MAE, MSE, and RMSE. The results showed that the mean prediction accuracy of the OLS models was higher than that of the other models, and the OLS model's linear equating predicted values were much closer to the observed values.

Conclusion

The algorithm based on Chinese population development for mapping the FACT-G into the EQ-5D-3L utility index can be realized. We also recommend that OLS models be used to assess the economic evaluation of patients' health-related quality of life when the population is in moderate to good health for further cost-utility analysis in China.

Introduction

Cancer is considered the leading cause of human death. With the rapid growth and aging of the population, the incidence and mortality rates of cancer are rapidly growing worldwide. According to the GLOBOCAN 2018 estimates indicate, there would be 18.1 million new cases of cancer and 9.6 million deaths from cancer [1]. Cancer has also caused serious public health problems and represents a significant economic burden in China. However, with the continuous improvement of medicine and technology, the survival rate of cancer patients has improved markedly. Although early screening and treatment, as well as advanced medical technologies, can significantly improve the survival rate of cancer patients, these can place a huge socio-psychological and economic burden on patients. Therefore, it is very important to know the cancer patient's health-related quality of life (HRQoL), which has become increasingly popular in health economic evaluations and has recently gained significant attention in cancer studies [2; 3].

HRQoL refers to the state of physical, mental, and social well-being of an individual, and an accurate impact analysis of cancer-specificity on HRQoL is expected to contribute to the health economic evaluation [4; 5]. Utility is part of quality-adjusted life years (QALYs), as QALY is the product of morbidity (measured by health state utility instruments, e.g. EQ-5D), in which is scaled such that 1 indicates full health and, 0 indicates death. It also allows for less than 0 (negative), which represents a state of health worse than death [6; 7]. The three-level EuroQol-5-dimension questionnaire (EQ-5D-3L) is a standardized instrument...
used to measure preference-based HRQoL and highly recommended in health-economic evaluations[8]. Liu et al. successfully developed Chinese population-specific EQ-5D-3L health states using the time trade-off (TTO) method in 2014 [9]. Thus, we used the value set based on the Chinese general population algorithm for this study.

However, preference-based instruments are not always available in clinical trials because many dimensions may not be relevant or sensitive to therapeutic effects. The Functional Assessment of Cancer Therapy-General (FACT-G) is one of the most widely used cancer-specific HRQoL instruments as well as a non-preference-based measure for cancer patients [10]. The FACT-G is used in clinical trials to assess the quality of life (QoL), with higher values representing a better QoL, and its reliability and validity have been proven [11]. Disease-specific instruments are mostly used to measure the HRQoL rather than generic preference-based measures as they can provide more specific details about the patients’ assessment of a particular disease. However, it does not calculate the health utility scores and QALYs directly so that limit the development of health economics research [12]. One solution is to use the development of a mapping algorithm that maps scores from the HRQoL data collected by non-preference-based instruments to general preference-based instruments [13]. Growing literature studies have suggested that a mapping function from disease-specific instruments to generic preference-based measures using regression models in health economic evaluation is available [4; 13–15].

There are a few studies mapping from FACT-G to EQ-5D-3L that have been developed and evaluated using regression model analysis in health economic research. A study from Canada performed a mapping function to both the EQ-5D-3L and SF-6D health utility indices from the FACT-G [16]. Meanwhile, a study was conducted to evaluate the validity of both FACT-G and preference-based instruments (including the EQ-5D-3L, SF-6D, HUI-2, and HUI-3) in assessing cancer severity levels in Canadian patient data [17]. Another mapping from the FACT-G to the EQ-5D-3L health utility index in Singapore shows that a single equation can be applied to different versions of the FACT–G [18]. However, no studies are available to convert the FACT-G to EQ-5D-3L with mapping algorithms in Chinese population due to the inconsistency between utility value sets of different countries [19]. Therefore, it is necessary to develop a health utility value mapping from FACT-G to EQ-5D-3L for Chinese patients. Some studies have shown that mapping can improve the accuracy of models with socio-demographic and clinical factors among the instruments, thus affecting health utility in cost-utility analysis [10]. These studies also compare different regression methods with more accurate models [14].

In 2014, Fayers and Hays have pointed out that regression-based models typically under-predict high scores and over-predict low scores when mapping profile-based measures to preference-based measures, because of regression to the mean [20]. According to a review of mapping studies, predicted values from the mapping functions tend to have lower levels of variance than the original observed values due to regression to mean[21]. Thus, they have suggested the use of linking strategies such as simple linear equating, equipercentile equating, or item-response theory (IRT) methodology as alternatives. While regression-based models seek to predict the most likely true preference-based score using the profile-based score, linking seeks to find the preference-based score that is equivalent to the profile-based score by aligning the score distributions of the two scales [22]. In a few mapping studies, linear equating was used to predict utility using a regression-based method and then scale aligning between predicted and observed values to force them to have the same mean and variance [23].

In general, the objective of the present study was to develop a mapping algorithm to estimate EQ-5D-3L health utility values from the FACT-G for the Chinese population, select the best appropriate model to better estimate the patients’ health status from a single assessment using the FACT-G, and make recommendations for future mapping studies.

**Method And Materials**

**Study design and data collection**

The Cancer Screening Program in Urban China, a major public health service project supported by the central government of China beginning in August 2012, was designed to screening programs for lung, breast, colorectal, liver, stomach, and esophageal cancers [24]. Meanwhile, a multicenter cross-sectional study was conducted in 12 provinces between September 2013 and December 2014, with appropriate screening interventions targeted at specific types of cancer [25]. The study
protocol was approved by the Institutional Review Board of the Cancer Hospital of the Chinese Academy of Medical Sciences (Approval No. 15-071/998). All participants gave their [written] informed consent.

This study involved 243 subjects according to the following criteria: 40-74 years old; be diagnosed with either lung, breast, stomach, esophagus, colorectal, or liver cancer; without any mental disorder and able to understand the survey procedure and complete the survey questionnaire; completed both the EQ-5D-3L and FACT-G scales and subscales. Data collection came from one center and multiple oncology hospitals in China. The questionnaire survey was conducted through a face-to-face interview between the investigator and the followed-up subjects.

For information regarding age, gender, marital status, level of education, family population, employment, family financial pressure, and significant life events, patients were required to complete a health and demographic questionnaire. In addition, clinical characteristics were retrieved from medical records, such as tumor site, treatment protocols, age at diagnosis, time point of the survey and clinical stage for cancer according to the 6th edition of the American Joint Committee on Cancer/International Union Against Cancer staging system [35].

**HRQoL Instruments**

**EQ-5D-3L Scale**

The EQ-5D-3L scale is a generic preference-based instrument that provides a simple and universal health measurement method for clinical and economic evaluation. The EQ-5D-3L descriptive system consists of five dimensions (mobility, self-care, usual activities, pain/discomfort, anxiety/depression), plus a vertical, 0-100-point visual analogue scale for rating the overall health status. The dimensions are characterized by three levels of health (i.e., no problems, some or moderate problems, and extreme problems) [26]. The EQ-5D-3L index scores were calculated using an algorithm based on societal preferences from the general population-based valuation. Due to the Chinese value set available in the crosswalk project, the most widely used utility algorithm was based on a TTO survey of 1147 Chinese respondents in China [9]. Using this value, the EQ-5D-3L utility index ranges from -0.149 to 1, where 1 indicates full health, 0 indicates a state equivalent to death, and a negative value implies that the respondent's health state is worse than death [27].

**FACT-G Scale**

The FACT-G produces four subscale scores consists of 27 items that reflect the patient's QoL: physical wellbeing (PWB) (7 items), social/family well-being (SFWB) (7 items), emotional well-being (EWB) (6 items), and functional well-being (FWB) (7 items) [28]. All items were rated on a 5-point Likert scale, with higher scores indicating better HRQoL. An overall score and four dimension scores are obtained by summing the responses to the individual items they comprise. The reliability and validity of the instrument have been well demonstrated in cancer trials and clinical settings.

**Statistical analyses**

The objectives of statistical analysis is to apply a direct mapping algorithm by regressing the EQ-5D-3L utility into the FACT-G domain scales (i.e., physical, emotional, functional, and social/family) to predicted the EQ-5D-3L health utility from different variables. Similarly, the squared terms and interaction terms of subscale scores were explored in our study. In previous studies [29; 30], the majority of the health utility scores had non-normal distributions with negative skew, as well as a ceiling effect, which violated the assumptions of the ordinary least squares method[OLS]. Despite the fact that its theoretical assumptions were not available, OLS outperformed other regression-based models [30]. In our sample, the distribution of EQ-5D-3L utility is negatively skewed, and there is a large ceiling effect in EQ-5D-3L (62.7% at ceiling). As a result, the different regression models tend to find the best fit for mapping the FACT-G to the EQ-5D-3L health utility.

Here, five functions mapping from the FACT-G to the EQ-5D-3L (i.e., the ordinary least squares [OLS] model, generalized linear model [GLM], Tobit model, the censored least absolute deviations [CLAD], and the two-part model [TPM]) were included in this study. Most of the previous studies suggested that, the OLS model was considered the most commonly used method in
mapping algorithms, but it may not be appropriate when preference-based scores are highly skewed [16]. The ceiling effect may also invalidate the normality assumption of OLS [31]. The GLM, on the other hand, relaxes the assumption of the OLS, allowing for a skewed distribution of utility values and accommodate the non-linear relationship with the predictor variables. We wonder if the GLM produced more accurate predictions than the OLS. The Tobit model is an alternative model that accounts for the ceiling effect, thus limiting predictions within a credible range. However, it is sensitive to normal distribution and heteroscedasticity. The CLAD model assumes that the median is more resistant than the mean to ceiling effects and is a possible solution to the heteroscedasticity problem as well, which minimizes the sum of absolute differences between observed and predicted values [31; 32]. The TPM is specifically designed to deal with limited dependent variables, which divide the data into two parts to predict responders in perfect health and those who are, not. The TPM with logistic regression is used to predict the probability of EQ-5D-3L utility at the ceiling in the first part, a truncated OLS to predict EQ-5D-3L index for those individuals whose EQ-5D-3L utility is below the ceiling in the second part and combined they obtain the overall utility value [32; 33]. The OLS model, GLM, Tobit model, CLAD model, and TPM were performed in five different models. We increased the squared terms and the interaction terms to improve the model accuracy for this study, as suggested in the literature [4]. Model 1 uses the FACT-G overall scores to regress the EQ-5D-3L utility indices, Model 2 uses all domain scores on the FACT-G. Model 3 includes only statistically significant domains. Statistically significant terms from Model 2 are equivalent to Model 3. Then Model 4 is Model 3 + their squared terms; Model 5 is Model 4 + interaction of linear terms. The covariate adjustment (i.e., age, gender) was omitted from in this study, because it may reduce the practical value of the developed mapping function in the regression analysis [30].

The purpose of prediction is usually to predict the most likely true preference-based score using the profile-based score that is known about the respondent. However, regression-based mapping model predictions result in biased estimates with lower levels of variance than the original observed values due to regression to mean [20]. Simple linear equating, which involves equating the mean and standard deviation of the two scales, can help to alleviate the typical problem of over-prediction of low scores and under-prediction of high scores [34]. Linear equating attempts to find a preference-based score that is equal to the score based on the profile by aligning the score distributions of the two scales [22]. As a result, we used linear equating force to predict the EQ-5D-3L preference-based scores of the regression models that had been linearly converted to have the same mean and standard deviation as the observed EQ-5D-3L scores. In other words, given observed EQ-5D-3L utility and predicted utility (Y_0), and predicted linear equating (Y_LE) estimated values are as follows: Where and were the mean and standard deviation of the observed EQ-5D-3L utility scores, and and were the mean and standard deviation of the predicted EQ-5D-3L utility scores obtained from the regression model. Then, using scatter plots and the Bland-Altman plot, we recoded predictions (equivalent) scores and observed scores to show the difference between them [23].

We calculated the goodness of fit each model to assess how well the responses to the FACT-G predicted EQ-5D-3L utility. Examining the difference between predicted and observed values to the predictive performance of regression-based models is a better method for evaluating mapping functions [21]. Model goodness of fit was measured using mean absolute error (MAE), mean square error (MSE), root mean square error (RMSE), mean absolute percentage error (MAPE), Akaike information criteria (AIC), and Bayes information criteria (BIC) to examine the differences between mean observed and predicted EQ-5D-3L utility, in which lower values indicate better model performance. The coefficient of determination, R^2, and adjusted R^2 also estimated how well the model explained the values in OLS. However, it is not available for other regression models. Instead, we computed the square of the correlation coefficient (r^2) between the observed and predicted values of each model, with r^2 being equivalent to R^2 in OLS [19]. To penalize the complexity of the model, we defined the adjusted r^2 as follows: adjusted

\[
r^2 = 1 - \frac{(n-1)}{(n-p-1)} (1 - r^2),
\]

where n represents the sample size and p is the number of parameters in the model. Predictive ability was evaluated by a paired t-test to compare the differences in the distributions between the observed and mapped EQ-5D-3L utility scores. The different EQ-5D-3L utility scores from different models with demographic and clinical features were examined by non-parametric analysis. Moreover, we selected the lowest MAE/RMSE and the highest r^2 and adjusted r^2 as the best performing models. The EQ-5D-3L observed values and predicted utility values were compared in patients with different demographic and clinical characteristics by the Wilcoxon test and the Kruskal-Wallis H test in the different models. Finally,
scatter plots and the Bland-Altman plot were used to visualize each model’s predictive performance between observed and predicted EQ-5D-3L scores. All statistical analyses were performed in STATA version14.1 and all hypothetical tests were two-tailed, and $p$-value < 0.05 was considered statistically significant in this study.

**Results**

A total of 243 cancer patients were included in this analysis. Demographic and clinical features are summarized in Table 1. The average age of participants was 56.34 years (SD = 8.36 years) and the majority were female (71.6%). Among all age groups, the 55-59 years age group (19.3%) comprising the largest proportion of participants. Most of the cancer patients were married (80.7%) and had completed secondary education or less (72.9%). Most (55.1%) did not place financial stress on the family because of the illness, and the majority (94.7%) reported no significant life events. Of all the patients, 46 (18.9%) patients underwent surgical treatment, 122 (50.2%) patients received heteropathy, and 75 (30.9%) patients received other therapies. There were no statistically significant differences ($p > 0.05$) in the demographic and clinical characteristics of the patients except for family financial pressure and the significant life events, which were examined by the Wilcoxon test and the Kruskal-Wallis H test from the EQ-5D-3L, as appropriate.

**Table 1** Patient characteristics at baseline (N = 243)
| Characteristics of the sample | N (%) | EQ-5D-3L median(Q25,Q75) | p |
|------------------------------|-------|--------------------------|---|
| **Age: mean (SD)** | 56.34(8.36) | - | - |
| **Gender** | | | 0.799 |
| Male | 57(28.4) | 1(0.875,1) | 0.799 |
| Female | 137(71.6) | 1(0.875,1) | - |
| **Age, years** | | | 0.674 |
| <44 | 23(9.5) | 1(0.875,1) | - |
| 45–49 | 36(14.8) | 1(0.875,1) | - |
| 50–54 | 46(18.9) | 1(0.875,1) | - |
| 55–59 | 47(19.3) | 1(0.875,1) | - |
| 60–64 | 40(16.5) | 1(0.875,1) | - |
| 65–69 | 35(14.4) | 1(0.875,1) | - |
| >70 | 16(6.6) | 0.938(0.872,1) | - |
| **Marital status** | | | 0.092 |
| Never married or cohabit | 28(11.5) | 0.875(0.869,1) | - |
| Married | 196(80.7) | 1(0.875,1) | - |
| Widowed/divorced | 19(7.8) | 1(0.869,1) | - |
| **Level of Education** | | | 0.327 |
| Primary or below | 21(8.6) | 1(0.856,1) | - |
| Secondary | 177(72.9) | 1(0.875,1) | - |
| Postsecondary | 45(18.5) | 1(0.887,1) | - |
| **Complication** | | | 0.763 |
| Yes | 9(3.7) | 1(0.875,1) | - |
| No | 234(96.3) | 1(0.875,1) | - |
| **Medical insurance** | | | 0.772 |
| Urban employees | 110(45.3) | 1(0.875,1) | - |
| Urban residents | 89(36.3) | 1(0.875,1) | - |
| New rural cooperative scheme | 35(14.4) | 1(0.869,1) | - |
| Other | 9(3.7) | 1(1,1) | - |
| **Occupation** | | | 0.567 |
| In employed | 72(29.6) | 1(0.875,1) | - |
| Self-employed entrepreneurs | 93(38.3) | 1(0.869,1) | - |
| Unemployed/Retired | 78(32.1) | 1(0.875,1) | - |
| **Family financial pressure** | | | <0.001 |
| Almost no effect | 134(55.1) | 1(0.875,1) | - |
The distributions of the EQ-5D-3L utility index and the FACT-G total and subscale scores are described in Table 2. The mean values of EQ-5D-3L and FACT-G utility scores were 0.935 and 82.7, respectively. The value of EQ-5D-3L ranged from 0.364 to 1.000, and the median was 1.000, with 62.7% of the subjects having the highest score. All FACT-G scores reached their ceiling levels but the FACT-G total score was negligible, with notable values for the PWB (27.2%), EWB (6.2%), SFWB (7.8%), FWB (5.8%), and FACT-G total (0.8%). Cronbach's $\alpha$ of all scales exceeded the threshold value ($\alpha \geq 0.7$), which was considered satisfactory. Likewise, all the scales exceeded the threshold for good reliability ($\alpha \geq 0.8$), except for the SFWB subscale ($\alpha = 0.683$). Both the EQ-5D-3L utility and FACT-G scores were negatively skewed.
Table 2 Descriptive Statistics for the FACT Scales and EQ-5D-3L Scales scores

| Scores    | N    | Mean | SD  | Median | Min  | Max  | Ceiling effect (%) | Cronbach's α |
|-----------|------|------|-----|--------|------|------|--------------------|--------------|
| EQ-5D-3L  | 243  | 0.935| 0.099| 1.000  | 0.364| 1.000| 62.7               | -            |
| Physical  | 243  | 24.5 | 4.2 | 26     | 4    | 28   | 27.2               | 0.865        |
| Emotional | 243  | 19.7 | 5.9 | 20     | 1    | 28   | 6.2                | 0.886        |
| Social    | 243  | 19.8 | 3.1 | 21     | 10   | 24   | 7.8                | 0.683        |
| Functional| 243  | 18.7 | 6.3 | 20     | 0    | 28   | 5.8                | 0.934        |
| FACT-G    | 243  | 82.7 | 14.8| 86     | 42   | 108  | 0.8                | 0.921        |

SD standard deviation, Min minimum, Max maximum, EQ-5D-3L Three-level EuroQol-5-dimension questionnaire, FACT-G Functional Assessment of Cancer Therapy-General, Cronbach's α values > 0.7 indicate adequate scale reliability.

Spearman's rank correlation coefficients between the EQ-5D-3L and FACT-G (including the total and four subscales) are shown in Table 3. Most of the scores showed moderate and high correlations. The correlation coefficient between the EQ-5D-3L utility index and FACT-G total scores was 0.5382. The correlation coefficient between SFWB and other scores showed negligible correlations except for the FACT-G total, EWB, and FWB scores. All correlations are significant at the 0.05 level after Bonferroni correction.

Table 3 Convergent validity of EQ-5D-3L and FACT-G using Spearman's rank correlation

| Dimension      | EQ-5D-3L | FACT-G | PWB   | SFWB  | EWB   | FWB   |
|----------------|----------|--------|-------|-------|-------|-------|
| ED-5D-3L       | 1.0000   |        |       |       |       |       |
| FACT-G         | 0.5382*  | 1.0000 |       |       |       |       |
| PWB            | 0.7307*  | 0.6305*| 1.0000|       |       |       |
| SFWB           | 0.1295   | 0.7480*| 0.0698| 1.0000|       |       |
| EWB            | 0.5331*  | 0.7195*| 0.5948*| 0.3028*| 1.0000|       |
| FWB            | 0.3889*  | 0.8935*| 0.3861*| 0.6325*| 0.5129*| 1.0000|

EQ-5D-3L Three-level EuroQol-5-dimension questionnaire, FACT-G Functional Assessment of Cancer Therapy-General, PWB Physical well-being, SFWB Social/family well-being, EWB Emotional well-being, FWB Functional well-being.

All correlations are significant at 0.05 level after Bonferroni corrections:* p<0.05.

Tables 4 and 5 present the results of the regression analyses using the Chinese value set. Model 2 performed better than Model 1 within each domain concerning the FACT-G scores. Although Model 3 was relatively consistent with Model 2, Model 3 included only statistically significant domains; hence, Model 3 was more concise. Although the model with squared terms and interaction terms performed better, effectively improving the accuracy of models and performance in Models 4 and 5, some of these terms were not significant and the coefficient estimates were small. The results of $r^2$, adjusted $r^2$, MAE, MSE, and MAPE of the OLS, CLAD, and GLM models were similar. The OLS model generally had the largest adjusted $r^2$ (0.2867 to 0.6085), and the TPM had the smallest adjusted $r^2$ (0.5129 to 5444). Among the five models, Model 5 had the largest adjusted $r^2$ using different regression methods compared to the others, which significantly improved the fitting degree of the model. The OLS model also had the smallest AIC and BIC values, ranging from (-649.1294 and, -614.1988) to (-511.148 and, -504.162), respectively. In the sample, the models with lowest MAE and RMSE were the CLAD (0.0423) and the OLS (0.0624) models, respectively. In terms of the accuracy of prediction in MAE, the CLAD model performed better than the other models. The best performing algorithms were identified for each scale according to the lowest MAE/RMSE scores, namely Models 5 for FACT-G in the CLAD model. In terms of all criteria, the OLS model performed the best among the regression-based models, while the
Tobit model performed the worst. For observed utilities $\geq 1$, the predictive accuracy of OLS, GLM, and CALD models was fairly similar. This result was also supported by scatter plots of observed and predicted EQ-5D-3L utility for best fitting models in Fig. 1. Broken line is the best fitting regression line between observed value and predicted value. The facts were also evident in Bland-Altman plots. Compared with other models, the linear equating model has similar goods-of-fit results ($\text{RMSE} = 0.2481$, $\text{MAE} = 0.0516$, $\text{MSE} = 0.0047$, $\text{MAPE}=0.0590$). In terms of raw Adj $r^2$, MSE, MAE, and RMSE, OLS model regression performed better than other models, revealing superior predictive accuracy. However, after scale adjustment, the best mapping algorithm predicted tended to reduce the bias of estimated values.

Table 4 Regression of EQ-5D-3L utility index upon FACT–G scores
| Variable     | OLS          | GLM          |
|--------------|--------------|--------------|
|              | Model1       | Model2       | Model3       | Model4       | Model5       |
| FACT-G Total | 0.004*       |              |              |              |              |
| PWB          | 0.015*       | 0.015*       | 0.038*       | 0.014        |              |
| SFWB         | -0.001       |              |              |              |              |
| EWB          | 0.004*       | 0.004*       | 0.006*       | 0.005*       |              |
| FWB          | 0.001*       | 0.001*       | 0.001*       | 0.013*       |              |
| PWB^2        |              | -0.001*      | -0.001*      |              |              |
| EWB^2        |              | -0.0002*     | -0.001*      |              |              |
| FWB^2        |              | 0.0001*      | 0.0001       |              |              |
| PWB*E WB     |              |              |              | 0.002*       |              |
| PWB*FWB      |              |              |              | -0.0004      |              |
| EWB*FWB      |              |              |              | -0.000       |              |
| Constant     | 0.636*       | 0.477*       | 0.475*       | 0.232        | 0.410*       |
| R-squared    | 0.2896       | 0.5545       | 0.5544       | 0.5767       | 0.6230       |
| Adj R-squared| 0.2867       | 0.5470       | 0.5489       | 0.5660       | 0.6085       |
| Root MSE     | 0.0842       | 0.0671       | 0.0670       | 0.0657       | 0.0624       |
| AIC          | -511.148     | -618.5225    | -620.5041    | -626.9642    | -649.1294    |
| BIC          | -504.162     | -601.0572    | -606.5318    | -602.5127    | -614.1988    |
| MAE          | 0.0614       | 0.0482       | 0.0482       | 0.0488       | 0.0448       |
| MSE          | 0.0070       | 0.0044       | 0.0044       | 0.0042       | 0.0037       |
| MAPE         | 0.0737       | 0.0570       | 0.0570       | 0.0569       | 0.0522       |

**Table 4** Regression of EQ-5D-3L utility index upon FACT-G score (Continued)
|                      |       |       |       |       |       |
|----------------------|-------|-------|-------|-------|-------|
| PWB*EWB              | 0.002*|       |       |       |       |
| PWB*FWB              | -0.001*|       |       |       |       |
| EWB*FWB              | -0.000|       |       |       |       |
| Constant             | 0.632*| 0.467*| 0.470*| 0.238 | 0.345*|
| R-squared            | 0.2896| 0.5506| 0.5508| 0.5703| 0.6176|
| Adj-squared          | 0.2867| 0.5430| 0.5451| 0.5593| 0.6028|
| Root MSE             | 0.2726| 0.2406| 0.2401| 0.2439| 0.2336|
| AIC                  | 456.669| 461.7348| 459.735| 465.5624| 471.3904|
| BIC                  | 463.6551| 479.2001| 473.7073| 490.0138| 506.321|
| MAE                  | 0.0614| 0.0482| 0.0481| 0.0499| 0.0453|
| MSE                  | 0.0070| 0.0045| 0.0044| 0.0043| 0.0038|
| MAPE                 | 0.0736| 0.0567| 0.0566| 0.0578| 0.0523|

FACT-G Functional Assessment of Cancer Therapy-General, OLS Ordinary least squares, GLM Generalized linear models, PWB Physical well-being, SFWB Social/family well-being, EWB Emotional well-being, FWB Functional well-being, MAE Mean absolute error, RMSE Root mean squared error, MSE Mean square error, AIC Akaike information criterion; BIC Bayesian information criterion, MAPE Mean absolute percentage error

* * p < 0.05
### Table 5 Regression of EQ-5D-3L utility index upon FACT–G scores

| Variable | Tobit       | CLAD       | TPM        |
|----------|-------------|------------|------------|
|          | Model 3     | Model 4    | Model 5    | Model 3     | Model 4     | Model 5    |
| FACT-G   |             |            |            |             |             |            |
| PWB      | 0.022*      | 0.015*     | -0.036*    | 0.01354*    | 0.0193*     | 0.010*     | 0.055*     | 0.048*     |
| EWB      | 0.012*      | -0.020*    | -0.011*    | 0.00271*    | 0.04653*    | 0.0231*    | -0.003*    | -0.000     | 0.001      |
| FWB      | 0.003*      | -0.001*    | 0.006*     | 0.00039*    | -0.00076*   | 0.0236*    | 0.002*     | -0.000     | 0.012      |
| PWB\(^2\) | 0.000*      | -0.000     | -0.0011*   | -0.0009*    | -0.0011*    | -0.0017*   | -0.000     | -0.000     |
| EWB\(^2\) | 0.001       | 0.0002     | -0.0011*   | -0.0017*    | -0.000      | -0.000     |
| FWB\(^2\) | 0.000       | 0.000      | 0.00003*   | 0.00007*    | 0.000       | 0.000     |
| PWB*E WB | 0.004*      | 0.0023*    | 0.000      |
| PWB*FW B | -0.000      | -0.0005    | -0.0006    | -0.000      |
| EWB*FW B | -0.000      | -0.0005    | -0.0006    | -0.000      |
| Constant | 0.192*      | 0.549      | 1.008*     | 0.5587*     | -0.3047     | 0.1512     | 0.625*     | 0.222      | 0.197      |
| \(\hat{\rho}\) | 0.5450      | 0.5264     | 0.5616     | 0.5528      | 0.5484      | 0.5690     | 0.5189     | 0.5501     | 0.5904     |
| Adj \(\hat{\rho}\) | 0.5393      | 0.5144     | 0.5447     | 0.5472      | 0.5369      | 0.5524     | 0.5129     | 0.5176     | 0.5444     |
| Root MSE | 0.3606      | 0.3687     | 0.3659     | 0.0700      | 0.06924     | 0.0708     | 0.1079     | 0.0605     | 0.0588     |
| AIC      | 31.5941     | 35.6972    | 22.0049    | NA          | NA          | NA         | -218.219   | -242.7056  | -245.1569  |
| BIC      | 49.0594     | 63.6417    | 60.4286    | NA          | NA          | NA         | -208.1297  | -225.2069  | -220.1588  |
| MAE      | 0.1159      | 0.1201     | 0.1181     | 0.0469      | 0.0441      | 0.0423     | 0.0952     | 0.1114     | 0.1109     |
| MSE      | 0.0172      | 0.0187     | 0.0184     | 0.0048      | 0.0047      | 0.0048     | 0.0115     | 0.0159     | 0.0158     |
| MAPE     | 0.1279      | 0.1320     | 0.1284     | 0.0574      | 0.0529      | 0.0506     | 0.1021     | 0.1167     | 0.1160     |

FACT-G Functional Assessment of Cancer Therapy-General, CLAD Censored least absolute deviations, TPM two-part model, PWB Physical well-being, SFWB Social/family well-being, EWB Emotional well-being, FWB Functional well-being, MAE Mean absolute error, RMSE Root mean squared error, MSE Mean square error; AIC Akaike information criterion; BIC Bayesian information criterion, MAPE Mean absolute percentage error

* \(p < 0.05\)

The distribution of the observed and predicted utility values were summarized in Table 6. The observed mean EQ-5D-3L utility value was 0.9353, and the median, 90th percentile, and maximum performed the boundary values on account of the ceiling effect of 63.7%. The mean of predicted values based on the OLS model is the same as the observed values, and the GLM and CLAD models tended to be much closer to the observed values. However, the TPM had a poor prediction of the means. The Tobit model had larger mean and median predicted values than the observed ones. Except for Tobit, the median of predicted values was smaller than the observed values. Based on the five regression models, the predicted values exhibited a smaller standard deviation, larger 10th percentile and minimum, except for the Tobit model and TPM, which underestimated and overestimated full health, respectively. As expected, the predicted values by each model had a closer 90th percentile and surpassed the upper bound than observed values, except for the TPM. We also used the Wilcoxon matched-pairs signed-ranks test to examine the distribution between the predicted and observed values in each regression model, which showed statistical significance except for OLS 4, OLS 5, and GLM 3 (all \(p < 0.05\)). However, the OLS model showed that over-predicting at severe...
health states and under-predicting at better health. Similarly, the standard deviation of estimated scores was always much lower for the OLS model than the observed standard deviation. When the linear equated scores were used for model OLS 5, the predicted values were closer to the means of the actual values, with a standard deviation that best matched the observed value and significantly reduced under-prediction for high scores and significantly reduced over-prediction for low scores (Fig. 2).

Table 6

| Model    | Mean   | SD     | Min     | P10    | Median  | P90     | Max     |
|----------|--------|--------|---------|--------|---------|---------|---------|
| Observed | 0.9353 | 0.0997 | 0.3640  | 0.7830 | 1.0000  | 1.0000  | 1.0000  |
| OLS3     | 0.9353 | 0.0742 | 0.6390  | 0.8254 | 0.9619  | 1.0010  | 1.0148  |
| OLS4     | 0.9353 | 0.0757 | 0.5173  | 0.8390 | 0.9651  | 0.9909  | 1.0086  |
| OLS5     | 0.9353 | 0.0787 | 0.4726  | 0.8268 | 0.9627  | 0.9983  | 1.0046  |
| GLM3     | 0.9355 | 0.0779 | 0.5990  | 0.8209 | 0.9651  | 1.0015  | 1.0125  |
| GLM4     | 0.9355 | 0.0772 | 0.4407  | 0.8489 | 0.9630  | 0.9890  | 1.0087  |
| GLM5     | 0.9354 | 0.0797 | 0.4057  | 0.8308 | 0.9640  | 0.9971  | 1.0006  |
| Tobit3   | 1.0323 | 0.1309 | 0.5893  | 0.8265 | 1.0772  | 1.1548  | 1.1903  |
| Tobit4   | 1.0355 | 0.1350 | 0.6154  | 0.8269 | 1.0794  | 1.1709  | 1.2265  |
| Tobit5   | 1.0340 | 0.1409 | 0.4798  | 0.8167 | 1.0682  | 1.1876  | 1.2310  |
| CLAD3    | 0.9510 | 0.0674 | 0.6796  | 0.8507 | 0.9753  | 1.0101  | 1.0225  |
| CLAD4    | 0.9593 | 0.0831 | 0.4307  | 0.8677 | 0.9953  | 1.0003  | 1.0024  |
| CLAD5    | 0.9494 | 0.0837 | 0.6070  | 0.8322 | 0.9872  | 1.0055  | 1.0484  |
| TPM3     | 0.8591 | 0.0441 | 0.6612  | 0.7971 | 0.8735  | 0.8972  | 0.9519  |
| TPM4     | 0.8408 | 0.0440 | 0.4638  | 0.8137 | 0.8472  | 0.8736  | 0.9558  |
| TPM5     | 0.8407 | 0.0439 | 0.4689  | 0.8176 | 0.8465  | 0.8687  | 0.9471  |
| OLS (Ev) | 0.9353 | 0.0945 | 0.4659  | 0.6703 | 0.9625  | 1.0421  | 1.0429  |

OLS (Ev) model that applies simple linear equating to the predicted values. OLS Ordinary least squares, GLM Generalized linear models, CLAD Censored least absolute deviations, TPM two-part model, SD standard deviation, Min minimum, Max maximum, P10 10th percentile, P25 25th percentile, P75 75th percentile, P90 90th percentile

Table 7 presents the predicted mean observed and predicted EQ-5D-3L utility values with the statistically significant demographic and clinical characteristic features in the best models from the different regression algorithms. Compared with TPM 3 and Tobit 3, the estimated health utilities from OLS 5, GLM 5, and CLAD 5 were closer to the observed values from the EQ-5D-3L. We also found that all models tended to overpredict the higher top and bottom end of the EQ-5D-3L utility: because a few responders in the FACT-G data set reported severe problems. In addition, the OLS model predictive performance was more accurate than other models under the influence of heteroscedasticity and various misspecification confounding factors. Finally, the predicted EQ-5D-3L utilities for the OLS5 model using simple linear equating were closer to the mean of the actual values.
Table 7 Summary of observed EQ-5D-3L values of different model performance statistics for the Best-performing FACT-G models

| Model validation          | Observed values | Linear equated values (OLS5) | Predicted values |
|---------------------------|-----------------|-------------------------------|------------------|
|                           |                 |                               | OLS5  | GLM5  | Tobit3 | Clad5  | TPM3  |
| Family financial pressure |                 |                               |       |       |        |        |       |
| Almost no effect          | 0.9481          | 0.9567                        | 0.9522 | 0.9499 | 1.0657 | 0.9642 | 0.8674 |
| Barely acceptable         | 0.9618          | 0.9519                        | 0.9485 | 0.9485 | 1.0547 | 0.9628 | 0.8674 |
| Under pressure            | 0.9054          | 0.88772                       | 0.8986 | 0.9094 | 0.9644 | 0.9270 | 0.8387 |
| Under great pressure      | 0.8652          | 0.8622                        | 0.8776 | 0.8750 | 0.9166 | 0.8806 | 0.8231 |
| ANOVA                     | F=17.087        | F=12.50                       | F=33.733 | F=23.586 | F=43.945 | F=22.96 | F=31.188 |
| P                         | P<0.001         | P<0.001                       | P<0.001 | P<0.001 | P<0.001 | P<0.001 | P<0.001 |
| Significant life events   |                 |                               | OLS5  | GLM5  | Tobit3 | Clad5  | TPM3  |
| No                        | 0.9393          | 0.9387                        | 0.9380 | 0.9381 | 1.0377 | 0.9518 | 0.8599 |
| Yes                       | 0.8658          | 0.8749                        | 0.8877 | 0.8879 | 0.9367 | 0.9057 | 0.8302 |
| ANOVA                     | F=6.850         | F=5.712                       | F=5.231 | F=4.956 | F=7.518 | F=3.780 | F=7.874 |
| P                         | P=0.009         | P=0.018                       | P=0.023 | P=0.027 | P=0.007 | P=0.048 | P=0.018 |

OLS Ordinary least squares, GLM Generalized linear models, CLAD Censored least absolute deviations, TPM two-part model

Discussion

The overall objective was to examine the feasibility and effectiveness of mapping algorithms, as well as the conditions under which circumstances they should be considered, and to draw lessons learned for future mapping studies [21]. We developed an algorithm that maps the EQ-5D-3L health utility index of the general cancer population from the FACT-G based on the data collected from a cross-sectional study in China. The current study suggested that the consistency between the predicted and observed EQ-5D-3L utility scores was feasible among five models algorithms. Meanwhile, it also confirmed that the FACT-G non-preference-based scores can estimate EQ-5D-3L health utility scores by using a mapping function for HRQoL, in which the utility scores were generated using the Chinese value set. Our findings suggest that the OLS model is better for predicting EQ-5D-3L utilities compared to other models in terms of goodness of fit and model performance, which is consistent with most existing research findings.

In this study, the coefficients of PWB, EWB, and FWB were significant in most models for all the regression algorithms, whereas, the coefficient of SFWB was not significant in most models. Hence, the SFWB score of the FACT-G was not included in the regression model. We found that the SFWB was not statistically significant and showed weak correlations with the EQ-5D-3L utility index compared to other FACT-G subscale. Previous research showed that mapping studies tended to confirm the predictive ability of health utility more easily when exploring the correlation between the EQ-5D-3L and FACT-G scales [3; 31; 35]. Furthermore, the SFWB may not be entirely captured in the mapping be attributed to the nature of the EQ-5D-3L in that it doesn't cover the social well-being aspect explicitly [16]. Some of the previous study also showed that the SFWB was also not statistically associated with the EQ-5D-3L utility index in regression models, with mapping studies of FACT-P [8], FACT-L [31], FACT-G [18], and FACT-B [33].
In this study, we found that the OLS model had the largest $R^2$ and adjusted $R^2$ among the regression models. The $R^2$ and adjusted $R^2$ values of all models were larger than 0.5, except for Model 1, which indicated that the model had good explanatory power. The validity of such models in terms of goodness-of-fit and error of prediction, as they are highly variable. Such variability is clearly observed in the present study as well: RMSE varies between 0.0624 for OLS, 0.234 for GLM and to 0.366 for Tobit. Similar pattern observed for MAE. In previous studies, the model's explanatory power ranged from 0.417 to 0.909 in terms of $R^2$ [13]. The $R^2$ of model OLS 5 reached 0.623, indicating that the model performed well. The predictive performance of the models is to examine the difference between the predicted and observed values for assessing the mapping algorithm by MAE and RMSE. From reported results (Tables 4 and 5), both CLAD and TPM performed much better than Tobit on the three criteria set by the R2, RMSE and MAE. CLAD also performed better than GLM on both RMSE and MAE.

More than half of the observations in this study reached the EQ-5D-3L ceiling of 1. As a result, various regression methods were employed in an attempt to solve the problem of estimating patients’ utility from descriptive HRQOL data, which was hampered by the ceiling effect. Despite the fact that the data had a severe skewness distribution and a ceiling effect, we attempted to solve the problem by using different regression models to estimate the EQ-5D utility. GLM allows the skewed distribution of utility values. Tobit and CLAD models are appropriate for censored or bounded data and may be used if the utility scores exhibit a ceiling effect, indicating that a large proportion of subjects are in full health with a utility score of 1 [32]. In a previous study [21], OLS, Tobit, and CLAD were used, and it was discovered that CLAD performed the best in terms of mean prediction error, while Tobit performed the worst. Despite the fact that 46% of the utility values were at the ceiling level, which should favor CLAD over OLS, the OLS and CLAD produced very similar mapping results [36]. In terms of MAE, MSE, and MAPE, the OLS, GLM, and CLAD models predicted EQ-5D-3L utility quite similarly. Interestingly, the OLS regression model outperformed nearly all goodness-of-fit criteria in predicting EQ-5D-3L utilities, despite the fact that its theoretical assumptions may be incorrect.

Most of the previous literature studies have been published to explore the predictive performance of the model when developing a mapping function to estimate EQ-5D-3L preference-based health utility values from a disease-specific measure of FACT-G for cancer patients in cost-utility analysis. These studies show that mapping models focus more on the selection criteria of model performance and prediction ability. The most appropriate model also depends on the data and the way they are applied. Some mapping studies have reported that the predictive performance of disease-specific measures was achieved by using statistical criteria and standards based on the MAE, MSE, and RMSE to compare the difference between the predicted and the observed values [2; 4; 16]. However, although the values of $R^2$, MAE, and RMSE were higher than those of previous studies, the overall predictive ability was not satisfactory. This could be due to differences observed between studies, which could be attributed to differences in the target instrument used and variations in the additional covariates used to predict EQ-5D-3L utility values [34]. We used the mean scores of the FACT-G instead of the patient’s prediction when predicting the mean of the EQ-5D-3L utility index [37]. In addition, uncertainties or errors in the economic assessment may affect the accuracy of the utility value, leading to an incorrect estimation of the patient’s HRQoL, and further research is needed to assess their impact on the mapping algorithm [2].

Our current study demonstrated that the predictive performance of the FACT-G was effective in the OLS model in the Chinese cancer population. Although the OLS model is a common mapping algorithm and the predicted values are close to the true values, it requires very strict assumptions, namely those of normal distribution and homogeneity of variance. In addition, previous studies have shown that OLS produces a low predictive ability, which will affect its prediction performance. This is similar to previous literature studies that overestimated those with poor health and underestimated those with good health utility values, as shown in Table 6 [13; 38]. Therefore, as reported by Zhang et al., the mapping algorithm of cost-utility analysis predicts the average utility index of the general population, rather than at the individual level [18]. When the data distribution is heavily skewed, it is important to consider the proportion of cancer patients who are in poor health.

Regression-based models generally tends to over-prediction for respondents in poor health and under-prediction for respondents in better health due to regression to the mean. Linear equating can help to alleviate the common problem of under-prediction of high scores and over-prediction of low scores, which forces predicted values to have the same mean and
standard deviation as observed values [34]. The smallest, 10th, and 50th percentile predicted values of the EQ-5D-3L utility values were significantly reduced with linear equating, as shown in Table 6. Given that the majority of observations were in perfect health, it's not surprising that less than half of the EQ-5D-3L value sets had overestimation of scores. Therefore, applying linear equating to predict values reduces biased estimates, resulting in similar variability between estimated and observed values for linear equating models [22]. The linear equivalence model aligns the distribution of the two values' scores on similar scales, corresponding to condition- or disease-specific scores. As a result, the estimated EQ-5D-3L scores should only be used for group-level analysis and should not be applied at the individual level[20; 22; 34]. While linear equating cannot directly estimate EQ-5D-3L item scores, it can be used to select the best model from various regression-based models to estimate predicted values before applying the linear equating method. Before using the linear fitting method, more research is needed to determine the best modeling strategy. In this cross-study, our sample consists of different types of cancer from one center and multiple oncology hospitals, so the sample size is relatively small, which may limit generalizability. The overall EQ-5D-3L utility index for Chinese cancer-patient was estimated at 0.935, which was higher than other utility indexes from the Chinese population. Perhaps most of the cancer patients we examined were in the early stages of their cancer, the quality of life of the patients was not seriously affected. Furthermore, due to a lack of data on disease stage and presentation status classification from all cancer patients, we were unable to assess the potential association between these patient parameters and quality of life scores. To some extent, our model can reflect the purpose and outcome of our research. Further validation of the mapping function should consider larger sample sizes and multiple treatment centers in future studies, which would help to more clearly explain the performance of the mapping function generated and the generalizability of the comparison results. Our finding also suggested that family financial pressure and significant life events might influence the HRQoL for cancer patients. Higher financial pressure and had significant life events were associated with a lower utility index, which may lead to a more severe disease burden that affects the HRQoL of the patient. And what we were finding would determine the underlying relevant factors that impacted the HRQoL or utility values of patients.

There are several limitations to this study. First, the study suffers from a high ceiling effect in the health utility index, which was 62.7% for Chinese cancer patients, leading to a high mean EQ-5D-3L values of 0.9353. The minimum EQ-5D-3L score is 0.364, which is well above the theoretical minimum of -0.149 for the Chinese value set. Although the range of utility values in this study is relatively narrow, Cheung et al. suggested that the range of utility values contributes to the relative performance of the different methods [30]. Concurrently, they developed the Mean Rank Method, a relatively new method that contributed to less over-estimation (under-estimation) of health utility among people in poor (good) health states [30]. Previous research indicated that OLS mapping of utility in a narrow range may be more accurate than in a broad range [29]. The current study has some limitations when compared to previous studies because its utility values are not fully covered. Meanwhile, it may be due to the smaller proportion of people in poorer health and the lack of the negative EQ-5D-3L utility value, which limits the generalizability of outcomes in more severe patients. That is, the study did not take full advantage of the potential range of scores by the Liu et al. algorithm. Recently published studies have suggested that an increasing number of countries are using the EQ-5D-5L tool as a preference-based measure instead of EQ-5D-3L due to its ability to reduce ceiling effects and sensitivity [39]. In addition, the Chinese value set of EQ-5D-5L was published in 2017 [40]. Second, the EQ-5D-3L has a high ceiling effect that may seriously affect the results, limiting the generalizability of the results to more severe patients. Finally, the study collected a relatively small sample and the data consisted of Chinese patients with five different types of cancer. Therefore, future studies need a larger sample size and external data to verify the generalizability of this study.

**Conclusion**

We developed a FACT-G to EQ-5D-3L mapping algorithm for the economic assessment analysis of cancer patients in China. The algorithm found that the OLS model have a good predictive ability compared to the observed and predictive EQ-5D-3L utility scores among all the regression models. The linear equating model can be used to more accurately estimate EQ-5D-3L utility scores in cost-utility studies. More research is needed to determine the reliability of the estimated value sets. This mapping algorithm may provide policymakers and researchers with references for the economic evaluation of specific health conditions in cost-utility analysis when estimating the health utilities of the Chinese cancer-patients with the Chinese values set.
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Figure 1

Scatter plots and Bland-Altman plot of observed and predicted EQ-5D-3L utility. OLS Ordinary least squares, GLM Generalized linear models, CLAD Censored least absolute deviations, TPM two-part model. Broken line is the best fitting regression line between observed value and predicted value.
Figure 2

Scatter plots of observed and predicted EQ-5D-3L value sets for the preferred model. Broken line is the best fitting regression line between observed value and predicted value.