Quantum noise can enhance algorithmic cooling
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Heat-Bath Algorithmic Cooling techniques (HBAC) are techniques that are used to purify a target element in a quantum system. These methods compress and transfer entropy away from the target element into auxiliary elements of the system. The performance of Algorithmic Cooling has been investigated under ideal noiseless conditions. However, realistic implementations are imperfect and for practical purposes, noise should be taken into account. Here we analyze Heat-Bath Algorithmic Cooling techniques under realistic noise models. Surprisingly, we find that noise can in some cases enhance the performance and improve the cooling limit of Heat-Bath Algorithmic Cooling techniques. We numerically simulate the noisy algorithmic cooling for the two optimal strategies, the Partner Pairing, and the Two-sort algorithms. We find that for both of them, in the presence of the generalized amplitude damping noise, the process converges and the asymptotic purity can be higher than the noiseless process. This opens up new avenues for increasing the purity beyond the heat-bath algorithmic cooling.

Most quantum applications require pure qubits. However, it is not always easy to prepare pure quantum states. For instance, for spin qubits, the states are often close to maximally mixed states. Heat-Bath Algorithmic Cooling techniques (HBAC) provide implementation-agnostic methods for the purification of qubits. These techniques exploit auxiliary qubits to increase the purity of target elements.

Algorithmic cooling techniques work based on quantum compression algorithms. They compress the entropy of the system and transfer that away from the target elements and into the auxiliary elements in the system [1].

The initial algorithmic cooling techniques were limited by Shannon’s bound for compression. In 2002, Boykin et al. proposed to use a heat-bath to reset the auxiliary qubits, and repeat the cooling process [2]. This turned the original cooling algorithms to iterative processes that could go beyond the Shannon’s bound for compression. In each iteration, first, the compression operation would transfer the entropy away from the target qubit to the auxiliary ones, and then through the interaction with the heat-bath, the accumulated entropy would be transferred out of the system and to the heat-bath.

In [3], Shulman et al. introduced the Partner Pairing Algorithm (PPA) and showed that it is the optimal HBAC technique. PPA sorts the diagonal elements of the density matrix for compression. They showed that sort is the optimal compression operation for HBAC. They also proved that even this optimal technique cannot always converge to a completely pure state. This indicated that HBAC techniques are physically limited. Later, Raeisi and Mosca established the asymptotic state and found the cooling limit of HBAC techniques [4]. Recently the physical roots of the limit have been further investigated by Raeisi and it was shown that the limit is due to the unitarity of compression operations [5]. Specifically, a no-go theorem was proved which shows that for two qubits, it is not possible to increase the purity beyond the purity of the individual qubits.

One of the main challenges of PPA is that it is state-dependent and in each iteration, the complete information of the state of the system is required to determine the sort operation. This also means that the compression operation of PPA is constantly changing through the HBAC process. These make the implementation of PPA challenging and impractical. In [6], Raeisi et al. introduced a new optimal HBAC technique. The new algorithm is called the “Two-Sort Algorithmic Cooling” (TSAC) technique and resolves these issues. They proved that this new method converges to the HBAC limit with a fixed compression operation. It means that TSAC can cool down the target qubits to the HBAC limit without knowing the state of the system. This was a significant step towards bringing HBAC to the realm of feasibility [7].
One remaining caveat that has limited practical applications of HBAC is the assumption of ideal experimental conditions. Namely, most of the studies in this field investigate HBAC under noiseless conditions and do not take into account realistic imperfections. This problem is interesting from both fundamental and practical points of view. Fundamentally, it is interesting to know if a noisy implementation of HBAC would converge to a limit and also if the limit changes from the noiseless limit. Practically, it is unclear if HBAC can be helpful under realistic noisy implementation.

Here we investigate noisy HBAC and answer these questions. We find that for the generalized amplitude damping channel, which is one of the most relevant experimental noise models, noisy HBAC converges and interestingly, it also exceeds the HBAC limit. We also study the effect of other relevant noise models such as the depolarizing channel on the cooling algorithms. We find that only the generalized amplitude damping channel could enhance the HBAC limit.

From a practical point of view, our results provide a more realistic assessment of HBAC. These findings show how HBAC is expected to perform under imperfect experimental conditions. In particular, for a specific experimental setting, the noise model can be characterized and our findings can help determine if and by how much HBAC is expected to help in increasing the purity.

We start by introducing our notation, the noise model, and our assumptions. We investigate the effect of quantum noise for both TSAC and PPA methods and identify the regimes where the noisy HBAC goes beyond the cooling limit of HBAC. We introduce some metrics to characterize the enhancement due to the noise. We find that the noise enhances PPA more effectively compared to TSAC, in the sense that, first, for identical noise parameters, the limit of noisy PPA is greater than the limit of noisy TSAC, and second, PPA is enhanced for a wider range of noise parameters compared to TSAC.

The setting for HBAC is as follows. We consider an ensemble of \( n + 1 \) qubits, the first \( n \) of them are referred to as the computation qubits and the last one is referred to as the reset qubit. Our results can be generalized to multi-qubit reset. The system is described by a density matrix in \( \mathcal{H}_C \otimes \mathcal{H}_R \) Hilbert space.

The computation qubits (or a subset of them) are the target elements that are to be cooled or purified. Each iteration of HBAC involves two steps. First, there is the reset which refreshes the reset qubit to its initial state, a.k.a the reset state. Often the reset step is the thermal equilibration of the reset qubit in contact with the heat-bath. This transfers the accumulated entropy during the previous iteration from the reset qubit to the heat-bath. Mathematically, this process is described by the following quantum channel

\[
R(\rho) = \text{Tr}_R(\rho) \otimes \rho_R, \tag{1}
\]

where \( \rho \) is the density matrix of the \( n + 1 \) qubits and \( \text{Tr}_R \) is the partial trace over the reset element. \( \rho_R \) is the reset state, which can be expressed as

\[
\rho_R = \frac{1}{e^{\epsilon_0} + e^{-\epsilon_0}} \begin{pmatrix} e^{\epsilon_0} & 0 \\ 0 & e^{-\epsilon_0} \end{pmatrix}, \tag{2}
\]
where ε₀ is referred to as the polarization of the reset qubit. This is inspired by the thermal distribution given by the Boltzmann distribution where ε₀ depends linearly on the energy gap of the qubit and inversely on the temperature.

For an arbitrary qubit state, the polarization can be characterized in terms of the eigenvalues of the density matrix. We define Λ(ρ) to denote the largest eigenvalue of the qubit state ρ. The polarization can be expressed as

\[ ε = \frac{1}{2} \log \left( \frac{\Lambda(\rho)}{1 - \Lambda(\rho)} \right), \]

Both polarization and Λ(ρ) can be used as measures of purity. Polarization is commonly used in the NMR and HBAC literature. Here for some of our results, we will be using Λ(ρ) directly.

In each iteration of HBAC, the reset step is followed by the compression which is done by the application of a unitary operation over the \( n+1 \) qubits. For PPA, this is the sort operation, i.e. a permutation operation that sorts the diagonal elements of the density matrix decreasingly. For TSAC, the compression operation is the following operation that was introduced in [6].

\[ U_{TS} = \begin{pmatrix} 1 & \sigma_X & \cdots & \sigma_X \\ \sigma_X & 1 & \cdots & \sigma_X \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_X & \sigma_X & \cdots & 1 \end{pmatrix}, \]

where \( \sigma_X \) is the Pauli X matrix. Putting the reset and compression together, each iteration of HBAC can be described as

\[ \rho \rightarrow \rho' = U^\dagger (\text{Tr}_R(\rho) \otimes \rho_R) U, \]

with \( U \) the compression operation.

Both PPA and TSAC converge to the same asymptotic state that gives the HBAC limit. For the first qubit, the limit for the polarization is [4] [6]

\[ ε = 2^{n-1} ε_0. \]

For ideal HBAC, it is assumed that the reset element is strongly coupled to the heat-bath and is equilibrated faster than the computation qubits. This means that the reset element can be reset faster than the computation element.

Typically, it is also assumed that the state of the computation qubits remains unchanged while the reset qubits are reset. This is the key assumption that we are revisiting and relaxing in this work. In particular, we take into account that during the reset process, the computation qubits could undergo some noise.

Note that there are two main assumptions in HBAC that need to be revisited. The first one is that the compression operation is noiseless. The second one is that while the reset takes place, the computation qubits remain unchanged. Here we focus on the second assumption and include the single-qubit noise on the computation elements during the reset. This choice is mostly motivated by the experimental feasibility of the two assumptions. For instance, for a spin implementation, the unitary operations can be implemented with high fidelity. But for the reset, the computation qubits do equilibrate, although it may not be as much as the reset qubit. Therefore this work is mainly focused on including the relaxation of the computation qubits. In particular, we consider the generalized amplitude damping (GAD) channel. We also investigate other single-qubit noise channels such as the depolarizing and bit-flip noise.

Fig. 1 shows how we consider noise. The noise channels are depicted in red. The noise occurs in parallel to the reset. In each iteration, during the reset, the computation qubits undergo some noise. Note that similar to the reset operation, the noise cannot be described by unitary quantum gates. For most of this work, we consider the GAD for the noise. We included other noise channels in the appendix D.

The single-qubit noise channels can be represented by

\[ C(\rho) = \sum_{k=1}^{m} E_k \rho E_k^\dagger, \]

where \( \{ E_k \}_{k=1}^{m} \) are Kraus operators for the noise [8]. The Kraus operators for the GAD are specified with two parameters, \( p \) and \( γ \). The explicit form of the Kraus operators are given in the appendix [A]. Fig. 2 shows schematically how a noise channel affects a qubit state. For the GAD noise, \( α \) and \( β \) are \( γ(1 - p) \) and \( γp \) respectively.
where \( \tilde{\rho}_i \) and \( \tilde{\rho}^{i+1} \) are single-qubit Kraus operators.

For the density matrix of the computational qubits in the \( t \)th iteration, the diagonal elements can be written as a vector with \( 2^n \) elements

\[
\vec{p}^t = \{ p_{1}^{t}, p_{2}^{t}, \ldots, p_{2^n}^{t} \}.
\]    \( \text{(9)} \)

The effect of both TSAC and the GAD noise on the diagonal elements is given by

\[
p^{t+1} = T_{\text{TSAC}} T_{\text{GAD}} p^t = T \cdot \vec{p}^t,
\]    \( \text{(10)} \)

where \( T_{\text{TSAC}} \) and \( T_{\text{GAD}} \) are the transition matrices for TSAC and GAD respectively. The explicit form of \( T_{\text{TSAC}} \) and \( T_{\text{GAD}} \) are given in the appendix E. We numerically find the eigenvalues of the full transfer matrix, i.e. \( T = T_{\text{TSAC}} T_{\text{GAD}} \). The spectrum of the full transfer matrix has a single eigenvector of eigenvalue one and all the other eigenvalues have magnitudes less than one. This indicates that for the noisy Markov process, the \( \vec{p} \) converges to the eigenvector corresponding to the eigenvalue one.

For both PPA and TSAC, our results show that the noisy HBAC converges. We also find that for certain values of the noise parameters, the noisy HBAC outperforms the ideal HBAC and exceeds the cooling limit of HBAC. Fig. 3-a shows the simulation results for both PPA and TSAC with and without noise. For Fig. 3-a, the simulations are for \( n = 3 \) computation and one reset qubits and the reset polarization is \( \varepsilon_0 = 0.11 \). Also, we are considering the GAD noise with parameters \( p = 0.68, \gamma = 0.20 \). Fig. 3-a shows that for this specific set of parameters, both for PPA and TSAC, noisy HBAC converges to a higher polarization, compared to the noiseless HBAC limit. Note that the asymptotic polarization is also higher than the asymptotic polarization of the GAD noise alone.

We identify the region in the parameter space where the noise enhances the HBAC as the “green zone”. Note that for \( \alpha = 0 \) and \( \beta = 1 \), the noise would fully purify the qubit, even without the HBAC, but this is not of interest because the enhancement is due to the unrealistic and extreme noise channel. We exclude these regions from the green zone. To be more specific, the green zone specifies the set of values of the parameters \( p \) and \( \gamma \) for which, the asymptotic polarization of the first qubit surpasses both the noiseless HBAC or the noise channel individually. In other words, for the parameters in the green zone, the combination of the GAD noise and HBAC is stronger than noise or HBAC alone. Mathematically, the green zone is identified by the region in which
Figure 3. The simulation results for noisy HBAC with generalized amplitude damping noise with $n = 3$ computational qubits and $\varepsilon_0 = 0.11$. (a) shows polarization of the target qubit vs. the number of iterations. This is for $\gamma = 0.20$ and $p = 0.68$. (b) and (c) show the purity enhancement, $E = \Lambda(\rho_T^\infty) - \Lambda^\text{max}$ versus $p$ and $\gamma$ for PPA and TSAC respectively. Note that $\Lambda^\text{max}$ is the maximum of the largest eigenvalue of the asymptotic density matrix of the target qubit for both the HBAC and GAD. In (b) and (c) the green region illustrates the positive $E$ where the asymptotic polarization of the noisy HBAC is higher than the asymptotic polarizations of HBAC and GAD individually. We refer to this region as the green zone.

\[ \Lambda(\rho_T^\infty) \geq \Lambda^\text{max}, \]

\[ \Lambda^\text{max} = \max\{\Lambda(\rho_T^\infty, \text{HBAC}), \Lambda(\rho_T^\infty, \text{GAD})\}, \quad (11) \]

where $\Lambda(\rho_T^\infty)$ is the largest eigenvalue of the asymptotic density matrix of the target qubit in the noisy HBAC process.

To quantify the enhancement, we use the difference between $\Lambda(\rho_T^\infty)$ and the $\Lambda^\text{max}$. More specifically, we introduce “purity enhancement” as $E = \Lambda(\rho_T^\infty) - \Lambda^\text{max}$. A positive purity enhancement indicates that the noisy HBAC is outperforming the HBAC and the noise individually. The green zone identifies the sets of parameters where the enhancement is positive. Fig. 3b and c show the purity enhancement for different values of $p$ and $\gamma$ for PPA and TSAC respectively. The positive enhancement is depicted in green and the color bar shows the value of the enhancement.

Both the green zone and the purity enhancement depend on the number of qubits and the reset polarization. For comparison, we introduce the volume of the green zone. This quantity depends on both the size of the green zone in the parameter space, i.e. $(p, \gamma)$ and the amount of enhancement. This volume is calculated numerically for different $\varepsilon_0$ and different numbers of qubits. Fig. 4 shows how this volume changes with the reset polarization and for different numbers of qubits. The details of the numerical estimation are explained in the appendix C.

Fig. 4 shows that the enhancement is more pronounced for smaller values of reset polarization. Note that for large enough values of the reset polarization where the HBAC converges to a pure state, there is no room for enhancement. Similarly, the HBAC limit grows as the number of qubits $n$ increases, which results in a sharp reduction of the green zone with increasing the reset polarization. It is also evident from the plot that the GAD noise enhances PPA more effectively compared to TSAC.

Next, we investigate how the noise can enhance the performance of HBAC. To this end, we assume that we are starting with the asymptotic state of HBAC and we consider one iteration of the noisy HBAC. We refer to this state as the optimal asymptotic state (OAS). Note that when we are starting...
with OAS, the HBAC alone would not change the state. Also, the noise alone would reduce the polarization. We show that for specific values of the noise parameters, the combinations of HBAC and GAD noise would increase the purity of the state beyond the HBAC limit.

The OAS has been established in [4] and is given by a diagonal density matrix with the following vector for the diagonal elements

\[
\rho_{\text{OAS}} = p_0 \{1, e^{-2\epsilon_0}, e^{-4\epsilon_0}, \ldots, e^{-2(n-1)\epsilon_0}\},
\]

where \(p_0\) is the normalization factor. The density matrix of the target qubit is obtained by tracing over all qubits except the target, i.e. the first qubit. This gives

\[
\rho_T = \{\Lambda(\rho_T), 1 - \Lambda(\rho_T)\},
\]

where \(\Lambda(\rho_T)\) is

\[
\Lambda(\rho_T) = p_0 \sum_{m=1}^{2(n-1)} e^{-2(m-1)\epsilon_0}.
\]

We start with OAS and let the state evolve through a single iteration as in Fig. 1. This comprises the noise, the reset and the compression. In one iteration, the variation in the polarization of the target qubit includes the changes caused by the noise and compression steps. We can analytically calculate the state after the effect of the GAD noise. The density matrix of the target qubit after application of the GAD noise is

\[
\rho_T' = \{\Lambda(\rho_T'), 1 - \Lambda(\rho_T')\},
\]

where \(\Lambda(\rho_T')\) is as follows

\[
\Lambda(\rho_T') = (1 - \alpha) \Lambda(\rho_T) + \beta (1 - \Lambda(\rho_T)).
\]

After the compression, i.e. application of \(U_{\text{TS}}\), the density matrix of the target qubit changes to

\[
\rho_T'' = \{\Lambda(\rho_T''), 1 - \Lambda(\rho_T'')\}.
\]

In which \(\Lambda(\rho_T'')\) is

\[
\Lambda(\rho_T'') = \Lambda(\rho_T') + \frac{e^{\epsilon_0}}{z} p_{2n-1+1} - \frac{e^{-\epsilon_0}}{z} p_{2n-1}.
\]

We are looking for a noise that increases the polarization of \(\rho_{\text{OAS}}\). As explained, increasing the polarization is equivalent to positive \(\Delta \Lambda(\rho_T) = \Lambda(\rho_T'') - \Lambda(\rho_T)\). Based on Eq. 16 and Eq. 18 \(\Delta \Lambda(\rho_T)\) can be written as

\[
\Delta \Lambda(\rho_T) = \frac{e^{\epsilon_0}}{z} p_{2n-1+1} - \frac{e^{-\epsilon_0}}{z} p_{2n-1} + \beta (1 - \Lambda(\rho_T)) - \alpha \Lambda(\rho_T).
\]

The purity enhancement is identified by \(\Delta \Lambda(\rho_T) > 0\). This leads to

\[
\frac{e^{\epsilon_0}}{z} p_{2n-1+1} + \beta (1 - \Lambda(\rho_T)) > \frac{e^{-\epsilon_0}}{z} p_{2n-1} + \alpha \Lambda(\rho_T).
\]

Fig. 5 illustrates a situation where Eq. 20 holds. This is for a 4-qubit system with GAD noise with \(p = 0.69\) and \(\gamma = 0.20\). Fig. 5 shows the evolution of the elements of the density matrix in each step. Each row represents a step in an iteration and each column shows an element of the density matrix of the system. The size of each circle indicates the value of the corresponding element, while the color shows the change in the value of that element from its initial value (OAS). The last column shows the largest eigenvalue of the target qubit, \(\Lambda(\rho_T)\). Initially, the qubits are in the OAS state (first row). The second row shows the state after the GAD noise. The right column shows that the polarization of the
target qubit slightly decreases after the noise. The dark blue circles show that despite the decrease in the polarization of the target, some of the elements increase with noise. Specifically, after the noise, the first and ninth elements increase, while the seventh and eighth elements decrease. Next, there is the reset (third row), which does not change the polarization of the target qubit. The reset prepares the state for the compression, which is the last step. The eighth and ninth elements remain unchanged after the reset step. The compression swaps these two which increases the sum of the first eight elements, i.e. $\Lambda(\rho_T)$. This one iteration increases the polarization to $4.20 \varepsilon_0$, which is $0.2 \varepsilon_0$ more than the polarization of the optimal asymptotic state of HBAC, OAS.

In conclusion, we investigated noisy HBAC. Specifically, we investigated HBAC under the generalized amplitude damping channel. We showed that the generalized amplitude damping channel in the specific region of its parameter space can enhance the cooling process and exceed the cooling limit of HBAC.

We identified regions of the parameter space where noise enhances the HBAC. We introduced the enhancement volume to characterize the amount of enhancement as well as the area of the parameter space in which noisy HBAC exceeds the HBAC and noise individually. We showed that the enhancement volume decreases with the reset polarization. We also investigated how the noise affects the process and how the noisy HBAC can outperform the HBAC.

Note that HBAC is established under the assumption of perfect operation and noiseless qubits. This has been partly motivated by the intuition that noise would make HBAC less effective. Contrary to the common belief, we showed that noisy HBAC may be even more effective. This also seems to be consistent with experimental results in [9] where in some instances, the polarization exceeded the limit of HBAC.

We studied the effect of bit-flip, phase-flip and depolarizing channels too, however, they do not lead to any enhancement over noiseless HBAC and it is only the generalized amplitude damping noise that can enhance the HBAC limit.

Our results can be used to set a foundation for expanding the algorithmic cooling techniques beyond the noiseless limit.
It is also interesting to investigate the effect of these noises from a quantum thermodynamic point of view [10][11]. For instance, it would be interesting to revisit some of the results on the third law of thermodynamics under imperfect and noisy conditions [12][14]. It is also interesting to understand the noise in the context of the resource theory of purification [15][17]. In particular, it is unclear if the effect of the noise in enhancing the purification is specific to algorithmic cooling or can be generalized.

From a practical point of view, these results may be used to engineer the system in a region of the noise parameters where it is possible to exceed the cooling limit of HBAC. Or in some cases, it may be possible to exploit the noise present in the system to go beyond the limits of HBAC.
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Appendix A: Noise channels Kraus operators

To take account of noise in HBAC, we analyze the following noise channels. The single-qubit noise channels’ Kraus operators are as follows [8]:
1. Generalized amplitude damping channel:

\[ E_0 = \sqrt{p} \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1-\gamma} \end{pmatrix}, \quad E_1 = \sqrt{p} \begin{pmatrix} 0 & \sqrt{\gamma} \\ 0 & 0 \end{pmatrix}, \]

\[ E_2 = \sqrt{1-p} \begin{pmatrix} \sqrt{1-\gamma} & 0 \\ 0 & 1 \end{pmatrix}, \quad E_3 = \sqrt{1-p} \begin{pmatrix} 0 & 0 \\ 0 & \sqrt{\gamma} \end{pmatrix}. \] (A1)

Where \( \gamma \) and \( p \) are the parameters that the generalized amplitude damping noises are identified with them. From Fig. 2, we consider that a quantum noise flips the basis of a qubit Hilbert space from |0\rangle to |1\rangle and vice versa, with probabilities \( \alpha \) and \( \beta \), respectively. This implies that the probability of remaining in |0\rangle is \( 1 - \alpha \) and for |1\rangle is \( 1 - \beta \) as well. Consequently, for the GAD noise, \( \alpha = \gamma(1-p) \) and \( \beta = \gamma p \) (Table. I).

2. Depolarizing channel:

\[ E_0 = \sqrt{1 - \frac{3p}{4}} I, \quad E_1 = \sqrt{\frac{p}{4}} X, \]

\[ E_2 = \sqrt{\frac{p}{4}} Y, \quad E_3 = \sqrt{\frac{p}{4}} Z. \] (A2)

For depolarizing channel, \( \alpha \) and \( \beta \) are the same and equal to \( \frac{p}{2} \) (Table. I).

3. Bit-flip channel:

\[ E_0 = \sqrt{p} I, \quad E_1 = \sqrt{1-p} X. \] (A3)

In bit-flip channel \( 1 - p \) is the probability of flipping |0\rangle and |1\rangle to each other and they remain in their state with probability \( p \) (Table. I).

It is worth mentioning that the phase damping channel does not alter the diagonal elements of the density matrix (for more information see the appendix E). Therefore, we do not consider the phase damping channel in our calculations.

Appendix B: TSAC and Noise channels’ transfer matrices

According to Eq. 10, the effect of both TSAC and the noise on the diagonal elements is given by \( T_{TSAC}T_{Noise} \).

For a system with \( n \) computational qubits, the transfer matrix of TSAC is as follows [6]

\[ T_{TSAC} = \frac{1}{z} \begin{pmatrix} e^{\xi_0} & e^{\xi_0} & 0 & \cdots & 0 \\ e^{-\xi_0} & 0 & e^{\xi_0} & \cdots & 0 \\ 0 & e^{-\xi_0} & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & e^{-\xi_0} & e^{-\xi_0} \end{pmatrix}, \] (B1)

where \( z = (e^{-\xi_0} + e^{\xi_0}) \), the partition function of the reset qubit. And the noise for single-qubit is explained in the appendix A. Each single-qubit state is changed with probabilities \( \alpha \) and \( \beta \) individually in a multiple-qubit
TABLE I. The $\alpha$ and $\beta$ for quantum noise (Fig. 2). The noise flips the basis of a single-qubit Hilbert space from $|0\rangle$ to $|1\rangle$ with probability $\alpha$ and flips the state from $|1\rangle$ to $|0\rangle$ with probability $\beta$.

| probability | GAD | bit-flip | Depolarizing |
|-------------|-----|----------|--------------|
| $\alpha$    | $\gamma(1-p)$ | $1-p$ | $\frac{\gamma}{2}$ |
| $\beta$     | $\gamma p$     | $1-p$ | $\frac{\gamma}{2}$ |

system, due to the noise. The reason is that uncorrelated noise channels are applied in the process (Fig. 1). Accordingly, the transfer matrix of each noise channel is a $2^n \times 2^n$ matrix which its elements are given as

$$T_{\text{Noise},ij} = (1 - \alpha)^{d_H(i \wedge j)} \alpha^{d_H(i \wedge \bar{j})} \beta^{d_H(i \wedge j)} (1 - \beta)^{d_H(i \wedge \bar{j})}$$

(B2)

where $i$ and $j$ are referred to arbitrary states of a multiple-qubit system and $d_H(x)$ is the hamming distance between $x$ and $0$. For example, for $n = 3$, the state $|i\rangle = |010\rangle$ transfers to the state $|j\rangle = |100\rangle$ with the probability equal to $T_{\text{Noise},ij} = (1 - \alpha)\alpha\beta$.

For the GAD, depolarizing and bit-flip channels the transfer matrix has only one eigenvalue equal to 1, and the others’ absolute values are less than 1, as we verify this numerically. Consequently, the system converges to the eigenstate corresponding to 1 eigenvalue.

Appendix C: Purity enhancement volume

To define a measure for enhancement, we calculate the volume of the green region and integrate it numerically for fixed $\varepsilon_0$ and $n$. Specifically, we discretize the parameter space $(p, \gamma)$ and divide it into $N_p \times N_\gamma$ segments of length $\Delta p \times \Delta \gamma$ respectively. We set $\Delta p = \Delta \gamma = 0.01$ and $N_p = \frac{1}{\Delta p}$, $N_\gamma = \frac{1}{\Delta \gamma}$. Thus, the volume is calculated as follows

$$V = \sum_{i,j} \Delta p \Delta \gamma \max(0, E_{i,j}),$$

(C1)

where $E_{i,j}$ is the purity enhancement for $p = p_i$, the $i$th values for $p$ and $\gamma = \gamma_j$, the $j$th values for $\gamma$. Eq. (C1) only takes into account the region where the purity enhancement is positive, i.e. the green zone and for the rest of the space, assigns zero which does not contribute to the sum.

Appendix D: HBAC with Depolarizing and bit-flip noise channels

To compare the effect of other noise channels that we mentioned (appendix A), we study them as well as the GAD channel. These channels are applied in the cooling process for both TSAC and PPA. In the same procedure as the GAD noise, for TSAC, we find the eigenstate corresponding to 1 eigenvalue for each $T_{\text{TSAC}T_{\text{Dep}}}$ and $T_{\text{TSAC}T_{\text{BF}}}$. For PPA, we simulate the process until the system reaches its steady state. The results are shown in Fig 6 for $n = 3$ and $\varepsilon_0 = 0.11$. It shows that no enhancement occurs in these cases for different sets of parameters. Therefore, we are not interested in these channels in our work.

Appendix E: Non-diagonal density matrices

The diagonal elements of the density matrix determine polarization, therefore only considering the changes of the diagonal elements is sufficient to calculate polarization. It was shown in [6] that the TSAC technique
Figure 6. The polarization of the target qubit versus the noise channel parameter \( p \) for TSAC and PPA with noise. The system consists of 3 computational qubits and \( s_0 = 0.11 \). As shown in the figure, these channels lead to a lower polarization than HBAC limit for every values of \( p \).

can take non-diagonal density matrices to the asymptomatic state of HBAC. In the presence of the mentioned noise channels, we show that the off-diagonal elements of the density matrix do not affect the diagonal elements and hence polarization of the first qubit.

\[
\rho' = C(\rho) = \sum_{i=1}^{M=m^n} E_i \rho E_i^\dagger
\]  

(E1)

The diagonal element of the density matrix after the noise is

\[
\rho'_{jj} = \sum_{i=1}^{M} \langle j | E_i \rho E_i^\dagger | j \rangle = \sum_{k,l=1}^{d} \rho_{kl} \left( \sum_{i=1}^{M} \langle j | E_i | l \rangle \langle k | E_i^\dagger | j \rangle \right),
\]

(E2)

where \( d = 2^{n+1} \). Since the GAD noise Kraus operators are incoherent operators (IO) ([18], [19]) we have the following equation

\[
(E_i^\dagger)_{k,j}(E_i)_{j,l} = \delta_{k,l}.
\]

(E3)

And the Eq. [2] can be simplified as

\[
\rho'_{jj} = \sum_{l=1}^{d} \rho_{ll} \left( \sum_{i=1}^{M} |(E_i)_{l,j}|^2 \right).
\]

(E4)

It shows that the diagonal elements of the density matrix after the noise \( \{\rho'_{ii}\}_{i=1}^{d} \) only depend on the diagonal elements of the initial density matrix \( \{\rho_{ii}\}_{i=1}^{d} \).