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Abstract—Rapidly-exploring random tree (RRT) has been applied for autonomous parking due to quickly solving high-dimensional motion planning and easily reflecting constraints. However, planning time increases by the low probability of extending toward narrow parking spots without collisions. To reduce the planning time, the target tree algorithm was proposed, substituting a parking goal in RRT with a set (target tree) of backward parking paths. However, it consists of circular and straight paths, and an autonomous vehicle cannot park accurately because of curvature-discontinuity. Moreover, the planning time increases in complex environments; backward paths can be blocked by obstacles. Therefore, this paper introduces the continuous-curvature target tree algorithm for complex parking environments. First, a target tree includes clothoid paths to address such curvature-discontinuity. Second, to reduce the planning time further, a cost function is defined to construct a target tree that considers obstacles. Integrated with optimal-variant RRT and searching for the shortest path among the reached backward paths, the proposed algorithm obtains a near-optimal path as the sampling time increases. Experiment results in real environments show that the vehicle more accurately parks, and continuous-curvature paths are obtained more quickly with higher success rates than those acquired with other sampling-based algorithms.

Index Terms—Path Planning, Autonomous Parking, Target Tree algorithm, Rapidly-exploring Random Tree.

I. INTRODUCTION

PATH planning is a key component in autonomous parking tasks [1], [2]. Path planning methods for parking need to satisfy the following conditions. First, a collision-free path should be planned considering various obstacles around the parking spot. Second, the parking path should be obtained within a short planning time, even in complex parking situations. Third, the path needs to be a continuous-curvature path for the autonomous vehicle to track and park accurately. In other words, the method needs to consider the vehicle’s kinematic constraints, such as minimum turning radius and maximum steering velocity.

Various path planning methods take the abovementioned conditions into account, such as geometric, optimization-based, grid search-based, and sampling-based methods. A geometric method plans the parking path in a short planning time by a combination of simple geometric curves that considers the vehicle’s constraints [3]–[7]. However, this approach may fail to find the path in complex parking environments where the road is narrow due to obstacles near the parking spot. Optimization-based methods have been applied in various parking situations [8]–[10]; they formulate the path planning problem as an optimization problem. This optimization problem needs to be convexified to find the path within a short planning time. A grid search-based method searches the parking path in a grid unit while considering the vehicle’s constraints [11]–[13]. This technique can certainly find the path and needs a short planning time in simple parking situations. However, the path quality depends on the grid resolution. The planning time can increase with a higher grid resolution.

Rapidly-exploring random tree (RRT) [14], a typical sampling-based method, was studied for parking in [15]–[18]. RRT is guaranteed to find a collision-free path, if one exists, and the path does not depend on the discretization. Compared with the optimization- and grid search-based methods, RRT can plan the path within a shorter planning time when the road is narrow and obstacles surround the parking spot. Nevertheless, the planned path may vary in accordance with random samples. Furthermore, the planning time can be further increased by the low probability that the random sample is connected to the tree without collisions at a narrow parking spot and in a narrow road.

The target tree algorithm [19] was proposed to find the parking path in a shorter planning time than RRT path planning algorithm. The target tree algorithm substitutes a parking goal in RRT with a set (target tree) of backward parking paths, and each backward path consists of candidate goals. If one of the candidate goals is reached by RRT, then the parking path is found. The target tree algorithm can reduce the planning time by building the backward parking paths in advance such that narrow regions need not be searched by RRT. However, the autonomous vehicle cannot easily track the path and park accurately due to the curvature-discontinuity between the circular and straight paths in the target tree. A parking path with such curvature-discontinuity does not take into account the vehicle’s steering velocity. Moreover, the target tree should be constructed considering the obstacles in complex parking environments to reduce the planning time. This is because the planning time can be further increased or decreased according to the narrow regions covered by the target tree.

To address these limitations, this paper presents the continuous-curvature target tree algorithm for complex autonomous parking situations. First, the proposed target tree algorithm builds a continuous-curvature target tree, which...
considers the vehicle’s maximum steering velocity. This target tree allows the vehicle to track the path and park more accurately than it can with using the original target tree algorithm. Second, a cost function is proposed to construct a target tree that considers obstacles in complex parking situations. The target tree that can minimize the area to be searched by RRT is identified by using this cost function, and the planning time is reduced. The proposed algorithm is integrated with optimal-variant RRT (RRT*) and searches for the minimum-length path among the randomly reached candidate goals, thereby obtaining a shorter parking path within the given sampling time.

The rest of this paper is organized as follows. In Section II other path planning methods for parking are introduced. In Section III the background of the target tree algorithm [19] and its limitations are discussed. Section IV details the proposed path planning algorithm in three parts: i) continuous-curvature target tree, ii) cost function for reducing the planning time, and iii) minimum-length path selection. The experimental results are presented in Section V. Section VI concludes this study.

II. RELATED WORKS

The path planning methods for autonomous parking can be categorized into four groups [20]: geometric, optimization-based, grid search-based, and sampling-based methods.

Geometric methods are presented in [3]–[7]. These methods plan a path on which the vehicle drives out of the parking spot with a set of geometric curves, such as a circular arc or a straight line, and find a path connecting this path to the vehicle’s initial pose using other geometric curves. Geometric methods are simple and can plan the parking path with a shorter planning time than can optimization-, grid search-, and sampling-based methods. However, geometric approaches may fail to find the path in complex parking situations where the road is narrow due to obstacles near the parking spot. Moreover, their use can be limited due to the assumption that the path contains one forward/backward direction switch [3], [5], [6].

Optimization-based methods formulate parking path planning as an optimal control problem (OCP) [8]–[10], and solve it by numerical optimization. These methods can consider desired parking behaviors as the objective function, such as minimization of the number of forward/backward direction switches, minimization of path length, or maximization of the obstacle clearance of the path. Any vehicle’s kinematic constraints can be considered by the equality/inequality constraints. However, the optimization problem needs to be convexified to find the path within a relatively short time. Approximating complex parking situations to be convexified can be difficult, and an inaccurate path can be obtained.

Grid search-based methods were applied for parking path planning in [11]–[13]. A grid search-based path planning approach, such as Hybrid-A* [21], discretizes the configuration space as a set of grids and incrementally searches these grids to find the path. This method is guaranteed to find a collision-free path if the path exists, and this parking path can be obtained within a short planning time in simple parking situations. However, high-resolution grids can be required for parking paths when parking needs several forward/backward direction switches. These high-resolution grids can exponentially increase the planning time.

A sampling-based method, typically RRT [15]–[18], finds the path by incrementally searching the configuration space through random samples. It does not depend on the discretization of the grids, and the path can be obtained within a shorter planning time in complex parking situations than can optimization- and grid search-based methods. However, as mentioned in Section I, the parking path may vary, and the planning time can be increased by narrow regions. RRT* [22] can keep the parking path from varying through a tree-rewiring step, but this step requires further planning time. There are bidirectional approaches [23]–[26] that reduce the planning time by growing another tree from the parking spot and connecting the two trees. These approaches can search for a narrow parking spot in advance. However, the planning time can increase if the two trees grow toward directions that are difficult to connect.

III. BACKGROUND: TARGET TREE ALGORITHM AND ITS LIMITATIONS

The target tree algorithm was proposed in [19] for parking path planning with RRT to reduce planning time. The target tree algorithm is detailed in Algorithm 1. First, the target tree is initialized (line 1 in Algorithm 1), as shown in Fig. 1(a). The algorithm builds a set of backward parking paths on which the parked vehicle drives out of the parking spot without collisions, and this set is defined as the target tree ( $T_{\text{target}}$ ). Each backward parking path, as a branch of the target tree, consists of a straight path and a circular path. The straight path is determined by the vehicle driving straight out of the parking spot. The circular path is built from the end of this straight path. Each backward parking path is built by changing the circular path’s curvature within $\{ -\kappa_{\text{max}}, ..., \kappa_{\text{max}} \}$. The backward parking path of the target tree is discretized as a set of poses (black arrows in Fig. 1), and each pose becomes a candidate goal to be reached by the RRT tree ( $T$ ). If one of these goals is reached, then the parking path is obtained (lines 9-11 in Algorithm 1). However, the target tree algorithm has two limitations. First, the target tree includes a discontinuous-curvature point (yellow dot in Fig. 1(a)) between the straight and circular paths. This point can increase the probability of collision while the autonomous vehicle tracks the path and parking alignment error when the vehicle is parked. This is because when the vehicle tracks from the circular path to the straight path, it needs to instantly change the steering angle from the maximum steering to zero at this discontinuous point. A real vehicle cannot achieve this due to its maximum steering velocity. Thus, the vehicle may deviate from the path and cannot be parked accurately at the parking spot. This problem may be addressed by an additional path-smoothing step that converts this discontinuous-curvature path to a continuous-curvature one. However, it requires additional computational
time because the vehicle’s kinematic constraints and collisions will be re-considered at a narrow parking spot. This curvature-discontinuity problem is addressed by the proposed continuous-curvature target tree in Section IV-A.

Second, a target tree that does not consider obstacles can increase the planning time in complex parking environments. This is because, the area of the road covered by the target tree (cyan rectangles in Fig. 1) varies depending on the environment, and the planning time can be further increased or decreased. For example, Fig. 1(b) shows an area that the target tree cannot cover due to obstacles (yellow rectangle). Accordingly, this area needs to be searched by the RRT tree, and the planning time may increase. In Fig. 1(c), if the length of the straight path in the target tree is increased to cover a larger area of the road, then the planning time can be reduced. It can be reduced by the target tree covering larger areas that include this narrow region.

Algorithm 1: Target tree algorithm [19]

*The blue font details the proposed algorithm.

Input: \(q_{\text{init}}, q_{\text{goal}}\)

Output: path

1. \(T_{\text{target}} \leftarrow \text{InitializeTargetTree}(q_{\text{goal}})\);
   
   // The continuous-curvature target tree is initialized by using a cost function (Algorithm 2) in Section IV-B

2. \(T \leftarrow \text{InitializeTree}(q_{\text{init}})\);

3. while \(t < t_{\text{max}}\) do

4. \(q_{\text{rand}} \leftarrow \text{Sample}(T_{\text{target}}, \tau)\);

5. \(q_{\text{nearest}} \leftarrow \text{Nearest}(q_{\text{rand}}, T)\);

6. \(q_{\text{new}} \leftarrow \text{Steer}(q_{\text{nearest}}, q_{\text{rand}})\);

7. if ObstacleFree\((q_{\text{nearest}}, q_{\text{new}})\) then

8. \(T \leftarrow \text{InsertNode}(q_{\text{new}})\);

9. if \(q_{\text{new}} \in T_{\text{target}}\) then

10. path \(\leftarrow \text{ExtractPath}(T, q_{\text{new}}, T_{\text{target}})\);

11. break;
   
   // Lines 10 and 11 are replaced by Eqs. 5 and 6 to find a shorter parking path (in Section IV-C)

12. end if

13. end if

14. end while

15. return path

IV. CONTINUOUS-CURVATURE TARGET TREE ALGORITHM FOR COMPLEX PARKING ENVIRONMENTS

A. Continuous-Curvature Target Tree

The proposed continuous-curvature target tree addresses the curvature-discontinuity of the original target tree [19] by using a clothoid path. A clothoid path was used to find a continuous-curvature path by addressing the curvature-discontinuity between straight lines and circular arcs in [27], [28]. Motivated by these works, the continuous-curvature target tree in the present work is defined as a set of backward parking paths with continuous curvature by including a clothoid path between the straight and circular paths. In contrast to the original target tree, the continuous-curvature target tree considers not only the vehicle’s minimum turning radius but also its steering velocity.

The vehicle model for the continuous-curvature target tree is defined as a kinematic bicycle model [29], and additionally considers the curvature derivative of the path. The vehicle model is defined as

\[
\begin{pmatrix}
  x' \\
  y' \\
  \theta' \\
  \kappa'
\end{pmatrix} = \begin{pmatrix}
  \cos(\theta) & \sin(\theta) & 0 \\
  -\sin(\theta) & \cos(\theta) & 0 \\
  \tan(\delta) & L & 0 \\
  0 & 0 & \sigma
\end{pmatrix} \begin{pmatrix}
  0 \\
  0 \\
  d \\
  \sigma
\end{pmatrix},
\]

where \((x, y)\) is the position of the center of the rear axle. \(\theta\) means the orientation of the vehicle. \(L\) is the wheelbase of the vehicle, and \(\delta\) is the vehicle’s steering angle. \(d\) is the forward or backward direction of the vehicle. \((\cdot)’\) means the derivative with respect to the path length. \(\kappa (= \theta')\) is the curvature of the path. \(\sigma\) means the sharpness, the curvature derivative. The sharpness is related to \(\delta'\), the vehicle’s steering velocity of the
The continuous-curvature target tree is divided into perpendicular and parallel parking cases (see Fig. 2). For perpendicular parking, the continuous-curvature target tree consists of straight, clothoid, and circular paths (left part of Fig. 2(a)). For parallel parking, the continuous-curvature target tree is designed by adding a set of backward and forward circular paths, and a clothoid path (right part of Fig. 2(a)). The vehicle can be parked by aligning it to the parking spot by moving forward and backward via these additional paths.

The clothoid path is a path of which curvature is changed linearly by the path length. The curvature, $\kappa$, is described as

$$\theta'(s) = \kappa(s) = \sigma s,$$

where $s$ is the path length. In Fig. 2(b), the curvature of the clothoid path (cyan line) is initially zero. It is changed linearly from zero to the maximum curvature, $\kappa_{\text{max}}$, by the sharpness, $\sigma$, as the slope in the path length and curvature plot. After the clothoid path, the vehicle’s configuration, $q_{cl}$, can be derived with respect to the $xy$-axis in Fig. 2(a), given as

$$q_{cl} = \begin{pmatrix} x_{cl} \\ y_{cl} \\ \theta_{cl} \\ \kappa_{cl} \\ \sigma_{cl} \end{pmatrix} = \begin{pmatrix} \sqrt{\pi/\sigma C_f \left( \kappa_{\text{max}} \right)} \\ \sqrt{\pi/\sigma S_f \left( \kappa_{\text{max}} \right)} \\ \kappa_{\text{max}} / \left( 2\sigma \right) \end{pmatrix},$$

where $(x_{cl}, y_{cl}, \theta_{cl})$ is the vehicle’s pose after the curvature changes from zero to $\kappa_{\text{max}}$ through the clothoid path. $C_f(s)$ and $S_f(s)$ are Fresnel Integrals defined as

$$C_f(s) = \int_s^{\sigma} \cos \left( \frac{\pi}{\sigma} u^2 \right) du$$

and

$$S_f(s) = \int_s^{\sigma} \sin \left( \frac{\pi}{\sigma} u^2 \right) du.$$

The sharpness, $\sigma$, is changed within $[-\sigma_{\text{max}}, \sigma_{\text{max}}]$ to build the branches of the continuous-curvature target tree. For example, the branch of the target tree in the left part of Fig. 2(a) (the green, cyan and red lines) is constructed by setting the sharpness as $\sigma_{\text{max}}$. As the sharpness, $\sigma$, decreases from $\sigma_{\text{max}}$ to $-\sigma_{\text{max}}$, the other branches are formed. At each branch when the clothoid path’s curvature becomes the maximum curvature, $\kappa_{\text{max}}$, the circular path whose radius is $\kappa_{\text{max}}^{-1}$ (red line) is added to the end of the clothoid path (see Fig. 2(b)). If the curvature does not reach the maximum curvature due to collisions, the branch will consist of straight and clothoid paths.

For parallel parking, a set of circular paths, and a clothoid path are added to the straight and turning paths. This set of circular paths was proposed in [31] as a method by which a vehicle drives out of a parking spot in parallel parking. The continuous-curvature target tree for parallel parking is described in Fig. 2(c). The backward circular path is built by the vehicle driving backward from the parking spot, $q_{goal}$, to approach the rear obstacle without collisions. The vehicle’s direction is switched to forward, and the forward circular path is added. If the vehicle can drive out of the parking spot with these circular paths, the clothoid path whose curvature is changed from $\kappa_{\text{max}}$ to zero is added to the end of this forward circular path. Otherwise, another set of backward and forward circular paths is added, and the above steps is repeated. For example, in the right part of Fig. 2(a), two sets of backward and forward circular paths, and the clothoid path are built. The number of sets of circular paths is increased as the dimensions of the parking spot are decreased [31].

### B. Cost Function for Reducing Planning Time in Complex Parking Environments

The cost function is proposed to determine the target tree that can reduce the planning time. The target tree that covers a larger area of the road for a parking situation is identified, by calculating the cost of the target tree. This is because the area to be searched by RRT can be reduced if the road could be covered widely by the target tree. In this regard, the planning time can be reduced further if the target tree covers a larger area of the road. The larger the area that the target tree covers, the lower the cost of the target tree.

Examples for calculating the cost of the target tree are shown in Fig. 3. The cost function uses the area covered by the turning path of the target tree. The area is divided into two portions with respect to the straight path of the target tree. It is represented as the red rectangles. Each portion is calculated by the length and width of each rectangle. The length (width)
Fig. 3. Description of the cost for each target tree. The light gray grid measures 1 m \times 1 m. \text{B}_{\text{Left}} and \text{B}_{\text{Right}} are the left and right branches, respectively, of the target tree with respect to the \text{x}-axis. \l_{\text{max}} and \w_{\text{max}} are the maximum length and width of the rectangle, respectively, when there are no obstacles (situation \#0). The green rectangles denote the area that the target tree covers when there are no obstacles. The red shaded area is \Sigma_k A_k, which the target tree covers when there are obstacles. The cost function is defined as
\[ \text{cost} = 1 - \frac{(\Sigma_k A_k)}{(2\l_{\text{max}}\w_{\text{max}})}, \]
where \(x_b\) and \(y_b\) are the coordinates at the end of each branch \(b\) in the target tree. \(B_k\) means the set of the branches at \{Left, Right\} in the target tree in Fig. 3. \max_{\forall b \in B_k} |x_b| and \max_{\forall b \in B_k} |y_b| are the length and width, respectively. Thus, \(A_k\) means the area of each red rectangle, and \(\Sigma_k A_k\) means the area covered by the turning paths of the target tree (see Fig. 3). \(\l_{\text{max}}\) and \(\w_{\text{max}}\) are the length and width, respectively, when there are no obstacles blocking the turning paths of the target tree. In the case of Fig. 3 (top-left), \(\l_{\text{max}}\) becomes the length of the turning path. \(\w_{\text{max}}\) is calculated by the distance of the turning path along the \text{y}-axis, in the leftmost branch. Hence, \(2\l_{\text{max}}\w_{\text{max}}\) in (4) denotes the area covered by the target tree when there are no obstacles, and \(\Sigma_k A_k\) means the area covered by the turning paths of the target tree in the parking situation to the area covered by the target tree when there are no obstacles around the turning paths.

The proposed target tree algorithm initializes the target tree using (4), as detailed in Algorithm 2. For determining the target tree that considers obstacles, \text{continuous-curvature target trees} are built by changing the length of the straight path, \(l\), from zero to the length of the parking spot, \(l_{\text{parking}}\), by intervals of \(\alpha\) (lines 2-6 in Algorithm 2). The cost of each target tree is calculated by the proposed cost function in (4) (line 4 in Algorithm 2). For example, in parking situation \#1 in Fig. 3, the cost of the target tree is calculated with different lengths of the straight path, \(l\). The \text{continuous-curvature target tree}, \(T_{\text{target}}\), with minimum cost \(\text{cost}\) is selected among those target trees (line 7 in Algorithm 2).

C. Minimum-Length Path Selection for Finding Shorter Parking Path

The proposed target tree algorithm finds a shorter parking path by integrating with \text{RRT*} and executing the minimum-length path selection step. \text{RRT*} rewires a tree (denoted as \(T\) in Algorithm 1) to reduce the length of the \text{RRT*} path that connects \(q_{\text{init}}\) to a reached candidate goal, \(q_{\text{new}}\). The proposed path selection step searches for a shorter parking path among the randomly reached candidate goals of the target tree within the sampling time \((t_{\text{max}}\) in Algorithm 1).
The minimum-length path selection step replaces lines 10 and 11 in Algorithm 1. First, several candidate goals of the target tree reached by the RRT* tree, $T_q$, are stored within the sampling time. This is because, even after the first parking path is obtained, RRT* paths that reach other candidate goals may be found during the additional time for a tree-rewiring step. Lines 10 and 11 in Algorithm 1 are replaced by,

$$Q_{soln} \leftarrow Q_{soln} \cup \{q_{new}\},$$

(5)

where $q_{new}$ is the candidate goal in the target tree reached by the RRT* tree, $T_q$. $Q_{soln}$ is a set of these goals. Next, the minimum-length path selection step is added as follows,

$$path \leftarrow \text{GetMinimumLenPath}(T, Q_{soln}, T_{target}).$$

(6)

In the GetMinimumLenPath function, the shortest parking path is returned among a set of the reached candidate goals, $Q_{soln}$. This function is executed when one of the candidate goals is reached or when the RRT* tree, $T_q$, is rewired. This minimum-length path selection step allows the target tree algorithm to find a shorter parking path as the sampling time increases. It is similar to the RRT* path planning algorithm, which finds a shorter path by adding a tree-rewiring step to RRT. The path selection step can also be used when the cost function for tree rewiring considers not only the path length but also other costs such as the number of forward/backward direction switches, and obstacle clearance.

V. EXPERIMENTS AND DISCUSSIONS

A. Experimental Setup

The proposed algorithm was tested with an autonomous vehicle in real parking environments. The hardware configuration of the autonomous vehicle is shown in Fig. 4. The proposed target tree algorithm was implemented with Open Motion Planning Library (OMPL) [32]. The vehicle’s dimensions and path planning parameters are described in Table I.

| Parameter               | Value       |
|-------------------------|-------------|
| vehicle length          | 4.910 m     |
| vehicle width           | 1.860 m     |
| wheel base ($L_c$)      | 2.345 m     |
| max. curvature ($\kappa_{max}$) | 16.000 m$^{-1}$ |
| max. sharpness ($\sigma_{max}$) | 0.020 m$^{-2}$ |

The hybrid curvature (HC) tree-extension function [28] was used when the proposed target tree algorithm was integrated with RRT* for planning the continuous-curvature parking path. A kanayama controller [33] was used for tracking the parking path. The controller received the vehicle’s position and orientation relative to the path and curvature of the path as inputs, and the vehicle’s input steering angle was calculated. The vehicle’s maximum velocity was set to 4 km/h and 2 km/h when tracking the RRT path and the backward parking path of the target tree, respectively. The vehicle’s velocity was decreased in an inversely proportional manner to the path’s curvature. At the forward/backward direction switch, the vehicle stops for 3 s to change the steering angle. The LeGO-LOAM algorithm [34] was used to obtain the vehicle’s position and orientation relative to the path.

1) Experiments for continuous-curvature target tree: In the first experiment, the effectiveness of the continuous-curvature target tree was evaluated. The continuous-curvature target tree algorithm with RRT* and HC tree-extension function was compared with i) the original target tree algorithm with RRT [19] and ii) the original target tree algorithm with RRT* and HC tree-extension function. The parking path was planned by each algorithm, and the autonomous vehicle tracked the path and parked in perpendicular and parallel parking situations. The first experiment was repeated five times for each algorithm, and the path tracking and parking alignment errors were measured.

2) Experiments for cost function: In the second experiment, the effectiveness of the proposed cost function was evaluated. The path planning time was measured when the parking path was planned with the target tree determined by the proposed cost function. The parking situations included a parallel-parked vehicle near the parking spot, in which parking required considering a narrow region (the road width was reduced to about 3.5 m), i.e., a complex parking environment. Continuous-curvature target trees with different costs were built in each parking situation. Each target tree was built by discretely changing the length of the straight path by the interval, $\alpha$ (Algorithm 2). The interval, $\alpha$ was set to 0.2 m considering the road width and the dimensions of the parallel-parked vehicle. The proposed algorithm (using the minimum-cost target tree) was compared with the target tree algorithm with higher-costs target tree. Also, it was compared with other sampling-based algorithms for parking, which uses informed-RRT* [35] and bidirectional-RRT* [26], respectively. In [35], the RRT* tree was built from the parking spot, and informed sampling was applied to reduce the planning time. In [26], bidirectional tree growth was combined with RRT* to deal with a narrow parking spot. The path was planned 100 times for each algorithm. The path length, planning time, and planning success rate were measured. The maximum sampling time in RRT* ($t_{max}$ in Algorithm 1) was set to 3 s for considering the tree-rewiring step. The path planning was deemed to have failed when the path was not found within the sampling time. The cost function for tree rewiring considered the path length.
Fig. 5. Path tracking results from five repetitions for each algorithm. In the tables, each error is described as ‘mean ± standard deviation’ in the five repetitions. An example of one of the results in the five repetitions is shown above each table. In a parking configuration, the red trajectory is the vehicle’s trajectory. In a steering angle plot, the red dashed line is the input steering angle by the controller, and the red solid line is the vehicle’s actual steering angle.

B. Experimental Results

1) Analysis of results and discussion of continuous-curvature target tree experiments (Section V-A1): The results of the first experiment where the vehicle tracks the path and parks are shown in Fig. 5. The cross-track error, which is the shortest distance between the vehicle’s position and the closest point on the path while tracking the path, was calculated when the vehicle tracked the target tree path. The lateral/orientation parking alignment errors were calculated by comparing the vehicle’s pose and the parking goal when the vehicle was parked. These parking alignment errors are criteria for determining whether a vehicle is parked properly.

As seen in Fig. 5, the proposed target tree algorithm planned parking paths, where the vehicle tracked and parked with fewer tracking and parking errors. The input steering angle was calculated considering the steering velocity, and the vehicle’s steering angle (red solid line) was controlled with the input steering angle (red dashed line) without error. When the vehicle was parked, in the proposed algorithm, all four wheels of the vehicle did not invade the parking line in contrast to the original algorithm [19]. In the perpendicular parking case, the lateral and orientation alignment errors were reduced by more than half compared with the original target tree. In the parallel parking case, the lateral alignment error was not significantly reduced because the vehicle moved forward and backward several times near the parking spot. Nevertheless, these direction switches reduced the orientation alignment error by one-third compared with the tracking with the original target tree.

2) Analysis of results and discussion of cost function experiments (Section V-A2): The results of the path planning experiments in parking environments with narrow regions are shown in Table II. ‘#number-a, b, c, d (cost)’ represent the target tree algorithms with different cost target tree, integrated with RRT*. The time for search, $t_{fs}$, is the time for determining the minimum-cost target tree by Algorithm 2. The time to the first path, $t_{ftp}$, means the time for finding the first parking path within the sampling time. Continuous-curvature target trees (#number-a, b, c) are shown in Fig. 6. Each target tree had a different cost with respect to the length of the straight path. In the case of #number-a, the minimum-cost target tree was obtained by Algorithm 2. For comparison with the original target tree algorithm [19], in #number-d, the original target tree was used with RRT* to plan the parking paths.

The results show that the target tree which reduces the planning time could be determined by the proposed cost function. As shown in Table II path planning with the minimum-cost target tree (#a, proposed) obtained parking paths with a shorter planning time than did the target trees with higher costs (#b, -c, -d). In situation #1-a, in Fig 6 the parking path was obtained by the RRT* tree reaching the candidate goal of the target tree without searching the narrow region near the parallel-parked vehicle. Moreover, even though additional planning time was required for determining this minimum-cost target tree by Algorithm 2 the total planning time, $t_{total}$, was reduced.
RRT* planning algorithm [26], which kept searching for a parking path (target tree) in advance, unlike the bidirectional-RRT* planning algorithm [26], which did not search for the target tree until the planning time was reached. In this way, the proposed algorithm planned a path within a shorter time, and the path length was increased despite that the parking path was curvature-discontinuous, so the vehicle could not easily reach this extended goal region (Q_free) without collisions in the narrow region. This caused path planning failure within the sampling time, and the path length was increased despite that the parking path was obtained. Consequently, further sampling time may be required. In #1-d, in Fig. 6, even if the parking path was obtained successfully within the sampling time, the planned path was curvature-discontinuous, so the vehicle could not easily reach this original goal. Accordingly, the proposed target tree algorithm is complete with respect to these poses. In this regard, the target tree, T_target, can be an extended goal region (Q_free) that includes not only the original goal (q_goal) but also candidate goals that can reach this original goal. Accordingly, the proposed algorithm can be deemed to solve the path planning problem to reach this extended goal region with the RRT* path planning algorithm, P(q_{init}, q_{goal}, Q_{free}). Integration of the target tree algorithm and RRT*, which are both complete, maintains the probabilistic completeness.

Table 2: Experimental results for path planning. The path length, time for search (t search), time to the first solution path (t1), total planning time (t total), and planning success rate are listed.

| Path planning algorithm | Path length [m] | t search [ms] | t1 [ms] | t total [ms] | Success rate [%] |
|-------------------------|----------------|--------------|---------|-------------|-----------------|
| #1-a (0.522)           | 20.6 ± 2.9     | -            | 45 ± 30 | 127 ± 10    | 99              |
| #1-b (0.700)           | 25.8 ± 3.9     | -            | 952 ± 771 | 952 ± 75    | 75              |
| #1-c (0.875)           | 28.2 ± 3.9     | -            | 1123 ± 883 | 1123 ± 47   | 47              |
| #1-d (0.743) [19]      | 25.6 ± 3.9     | -            | 767 ± 702 | 767 ± 76    | 76              |
| Informed-RRT* [35]     | 27.4 ± 5.9     | -            | 715 ± 788 | 715 ± 84    | 84              |
| Bidirectional-RRT* [26] | 22.9 ± 4.7     | -            | 733 ± 698 | 733 ± 89    | 89              |
| #2-a (0.966)           | 16.8 ± 2.3     | 12 ± 1       | 21 ± 9  | 33 ± 10     | 100             |
| #2-b (0.938)           | 19.2 ± 2.8     | -            | 97 ± 195 | 97 ± 100    | 100             |
| #2-c (0.924) [19]      | 21.3 ± 4.7     | -            | 249 ± 499 | 249 ± 96    | 96              |
| Informed-RRT* [35]     | 21.3 ± 2.9     | -            | 51 ± 89  | 51 ± 100    | 100             |
| Bidirectional-RRT* [26] | 17.6 ± 2.8     | -            | 161 ± 168 | 161 ± 100   | 100             |

C. Completeness and Optimality Analysis for continuous-curvature target tree algorithm

This section presents an analysis of whether the probabilistic completeness [30] of RRT or RRT* is maintained after the integration of the proposed target tree algorithm. Additional experiments show that the proposed algorithm can find a path close to the optimal path planned by RRT*, within a shorter sampling time than can the original target tree algorithm and other sampling-based planning algorithms for parking.

In the path planning problem, P(q_{init}, q_{goal}, Q_{free}), the probabilistic completeness of the sampling-based planning algorithm means that if a collision-free path exists, the probability of finding the path will converge to one when the number of random samples approaches to infinity. The proposed target tree algorithm does not change the completeness of RRT*. The target tree is a set of poses constituting collision-free paths, and any pose can reach the original goal (q_{goal}); i.e., the target tree is complete with respect to these poses. In this regard, the target tree, T_target, can be an extended goal region (Q_{free}) that includes not only the original goal (q_{goal} ∈ Q_{target}) but also candidate goals that can reach this original goal. Accordingly, the proposed algorithm can be deemed to solve the path planning problem to reach this extended goal region with the RRT* path planning algorithm, P(q_{init}, q_{goal}, Q_{free}). Integration of the target tree algorithm and RRT*, which are both complete, maintains the probabilistic completeness.

Additional experiments were executed to discuss the optimality of the proposed algorithm, as shown in Fig. 7. The proposed target tree algorithm was compared with the original target tree algorithm [19] with RRT* and minimum-length path selection, and other sampling-based planning algorithms for parking [26, 35]. Each algorithm was run 100 times for 60 s. The dashed horizontal line in Fig. 7 is regarded as
the minimum length (i.e., optimal cost) in the original RRT* after 7200 s. The results show that the proposed target tree algorithm can obtain a parking path close to the optimal-length path (i.e., near-optimal). There are two reasons for these results. First, integrating RRT* and the proposed minimum-length path selection step (Section IV-C) allows to find a shorter parking path (near-optimal path) as the sampling time length path selection step (Section IV-C) allows to find a shorter parking path (near-optimal) as the sampling time increases (see Fig. 7). Second, the proposed minimum-cost target tree (Section IV-B) contains backward parking paths similar to the backward path of the optimal path. For example, as shown in situation #1-a of Figs. 6 and 7(a), a shorter parking path was found when planning a path with the proposed target tree considering obstacles.

VI. CONCLUSION

This paper introduces the continuous-curvature target tree algorithm for complex parking, which addresses the limitations of the original target tree algorithm. The proposed algorithm uses a continuous-curvature target tree that additionally considers the vehicle’s steering velocity. The algorithm then searches the target tree, thereby possibly reducing the planning time further in complex parking environments. Integrated with RRT* and minimum-length path selection, the proposed algorithm finds a shorter parking path within a given sampling time. Experiment results show the practical advantages of the proposed algorithm in real parking environments. The autonomous vehicle accurately parked, with the cross-track error and lateral/orientation parking alignment error reduced by more than half compared with those of the original target tree algorithm. In addition, the continuous-curvature path was obtained within relatively short planning times of less than 127 ms for perpendicular parking and 33 ms for parallel parking, and the success rate was 100%. In particular, even in complex parking environments, the proposed algorithm found the near-optimal path more rapidly compared with not only the original target tree algorithm but also the informed-RRT* and bidirectional-RRT* path planning algorithms for parking. In future work, a target tree that considers the steering acceleration of the vehicle will be studied.
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