Enhancing Path Quality of Real-Time Path Planning Algorithms for Mobile Robots: A Sequential Linear Paths Approach
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ABSTRACT The traditional trade-off between execution speed and path quality has forced real-time robotic path planning algorithms to sacrifice path quality in order to execute in real-time. Producing a path planning algorithm that targets enhancing both, the path quality and swiftness is a challenging problem. However, this article proposes a novel path planning strategy that aims to break this traditional trade-off, by targeting both, increasing the swiftness, and enhancing the path quality represented by the path length and smoothness. The proposed strategy is based on the observation that most path planning algorithms waste the processing efforts in less critical areas of the map. Therefore, the proposed path planning strategy tends to focus on critical areas such as the areas around obstacles and areas around the goal point, and exhausts the processing power on these critical areas. This is done by neglecting all static obstacles that do not lie between the robot and the destination. For obstacles that intersect with the linear line from the robot to the destination, a basis traditional path planning algorithm such as A*, D* or the Probabilistic RoadMap (PRM) technique is only implemented around the obstacles in order to find a feasible path around each selected obstacle. This procedure would minimize the computational efforts compared to applying the basis algorithm on the whole map. Finally, the path quality is enhanced by finding any linear shortcuts between any two points in the path and fix these shortcuts as the final path from the starting point to the goal point. The proposed path planning strategy was tested on a P3-DX Pioneer mobile robot using a kinematic controller. The experimental results have proven that the path planning strategy was able to show a superior advantage over other path planning techniques in both aspects, computational time (reached up to 97.05% improvement) and path quality (reached up to 16.21% improvement for path length and 98.50% for smoothness).

INDEX TERMS Path planning, A*, D*, PRM, mobile robot, depth sensor, kinematic control, real-time, tracking control, Lyapunov, stability.

I. INTRODUCTION

Research in mobile robots and its requirements is witnessing growing serious interest among researchers and scientists in the last few years [1]–[5]. Robotics experts are in a frequent research mode to design and produce robots with a high level of automation and flexibility. The ongoing improvements in the capabilities of mobile robots will positively impact many vivid fields such as industry, economics, health-care, and lifestyle [6]–[10]. Due to the increased flexibility that can be achieved by modern mobile robots, robots are involved in critical applications in the health-care field, from diagnostic tests to rehabilitation to sophisticated surgeries. These operations require a top level of precision and accuracy, where a minor error can lead to an enormous trouble [8].

In addition to the accuracy attribute, another attribute arises its criticality when dealing with mobile robots, which is swiftness. To build an effective autonomous system, the controlling system must be capable to deal with the real-time nature of the applications of autonomous systems. Some examples
of real-time decisions include avoiding moving obstacles, finding a safe and optimal path to the desired destination, object detection and recognition. For a mobile robot environment, real-time controlling algorithms suffer from the massive computational complexity required by several critical applications. Therefore, a challenging trade-off problem between accuracy and swiftness arises since enhancing the accuracy increases the complexity of the system which affects negatively on the time required to achieve real-time tasks.

A critical real-time objective for an autonomous robotic system is to search for a collision-free path from its current location to the desired destination. To compute a feasible path, an autonomous robotic system must frequently sense the environment in order to detect obstacles. The swiftness of the path planning problem becomes more critical when operating in an environment with fast-moving obstacles. However, the optimal shortest path is usually obtained after several iterations where in each iteration, the quality of the path is enhanced either by shortening the path, or by smoothening the tracking. Therefore, considering improving both objectives, the swiftness and quality, is a challenging problem in the robotic path planning filed. The seriousness of the swiftness-accuracy trade-off problem manifests clearly when operating with smart surface-to-air missiles. A surface-to-air missile is designed to be launched from the ground to destroy an aircraft or guided missiles such as a ballistic missile. It is extremely important to locate the missile, launch an anti-ballistic missile, generate the free-obstacle path and destroy the ballistic missile, before it reaches the target. On the other hand, the criticality of the path quality attribute manifests clearly from the surface-to-air missiles example, since the path planning algorithm must generate a precise path, so that the anti-missile does not miss the ballistic missile. Thus, having an acceptable level of path quality is always required to avoid obstacles, and generate a feasible path to the desired destination.

The path planning and motion control problem of an autonomous robotic system have been the focus of many researchers in the last few years [11]–[16]. With the enormous evolution of computation power of modern processors, computer vision techniques have become a major contributor in robotic applications [17], [18]. In [17], vision algorithms play an important role in detecting obstacles in the robot’s environment. Then, a non-holonomic mobile robot tracks the path generated with the help of the vision system. Moreover, in [18] an autonomous system that calibrates a vision system and a robot is presented. The proposed system consists of multiple calibrated cameras to localize obstacles or objects of interest with reference to the robot’s initial position.

The objective of a path planning technique is to calculate an obstacle-free path to the destination. The sampling-based schemes and the grid-based schemes are examples of classical path planning schemes. The sampling-based schemes operate by scattering a number of points randomly in the free space. After that, the scattered points are connected forming a web-like set of obstacle-free paths to the destination. Finally, the final path is the shortest path among all feasible paths from the starting point to the goal point. The Probabilistic RoadMap algorithm (PRM) is an example of a sampling-based path planning scheme [19]. In a PRM planner, there are two critical parameters that directly affect the performance and form as tuning parameters between quality and swiftness, the number of samples parameter (N), and the distance parameter (D). The parameter N represents the number of scattered points in the free space. A PRM planner connects all points separated by a maximum distance of the parameter D in the map. The quality-swiftness trade-off manifests clearly with the N and D parameters. PRM is provably probabilistically complete, meaning that as the number of sampled points (N) approaches infinity, the probability to find a path approaches zero. However, a very high value of N will increase the complexity and thus, will increase the computational time required to find the shortest path. On the other hand, electing smaller N and D values will reduce the computational time, but the PRM planner might fail to calculate a feasible path, even if it exists. A new sampling-based path planning scheme is presented in [20]. The proposed path planning scheme is designed to find the “easiest” path in a mountainous rough area. The path planning scheme calculates a cost function and implements it on the map. The proposed scheme operates by scattering random points in areas that represent valleys and plain areas and assigns low cost values to the randomly scattered points. The Semi-Lazy Probabilistic RoadMap (SLPRM) is another sampling-based path planning scheme proposed in [21]. The SLPRM path planning scheme is a new variation of sampling-based schemes designed for motion planning of robotic manipulators. The SLPRM scheme combines some features of the lazy-PRM method and the basic Probabilistic RoadMap (PRM) method. The goal is to reduce the number of collision checks performed during planning. Therefore, the SLPRM scheme is able to achieve improvements in terms of the computational time and show some advantages in the reduced computational time compared to the classical PRM-based schemes or the lazy-PRM techniques.

On the other hand, the Grid-Based Schemes [22] place a grid on the map where each grid line intersection is represented by a grid point. The robot can freely move between adjacent grid points if there is no obstacle between the two grid points. Thus, compared to the N and D tuning PRM parameters, there is a critical parameter with grid-based schemes which is the grid resolution. The resolution parameter refers to the density of the grid which is represented by the number of grid points used to establish the grid. The criticality of selecting the resolution parameter reveals when dealing with real-time applications. Increasing the resolution of the grid will minimize the probability of not finding a feasible path if it exists. However, since the number of grid points will increase, the complexity will naturally increase which will affect the computational time negatively. On the other hand, creating a low-resolution grid can reduce the quality.
to the destination.

The A* path planning technique is an example of a grid-based scheme [23], [24]. The methodology in finding the shortest path is to assign a cost value to each grid point which reflects the distance from each grid point to the destination. The final path obtained by the A* planner is the path that minimizes the cost function which is represented in many A* implementations by the distance to the destination. Although the A* algorithm is widely known as a high-performance path planning technique, it suffers from the high complexity level which can be described as $O(b^d)$.

The D* search algorithm is another grid-based path planning scheme [25]. A D* planner begins searching for the obstacle-free path inversely from the destination to the starting point. Similar to A*, D* calculates a cost function and overlays it on the grid. The planner traces points with minimal cost values and when the next point is the starting point, the process ends, and the path is generated by tracking the pointer back to the destination.

The reduced path planning strategy was proposed recently in [2]. The main focus of the reduced path planning strategy is to reduce the computational time of sampling-based and grid-based techniques. The proposed reduced path planning strategy is based on the observation that sampling-based and grid-based techniques waste the processing efforts in less critical areas. For example, sampling-based schemes scatter the sample points randomly everywhere in the map even within areas that are far away from obstacles and from the destination. Therefore, the reduced strategy was proposed to optimize the operation of sampling-based and grid-based techniques by simply forcing the planner to only operate in areas around the obstacle. This is done by first establishing a straight line between the starting point and the destination. Then, the planner detects the obstacles that intersect with the straight line. After that, the basis algorithm such as PRM, A*, or D* is only executed in areas around each obstacle. Finally, all paths are connected to form the final obstacle-free path to the destination. Based on the experimental result provided in the paper, the reduced strategy had outperformed other schemes in terms of the execution speed. However, this improvement was at the expense of the path quality, since the reduced path planning strategy had produced relatively longer paths in some scenarios compared with PRM, D*, and A*.

Another state-of-the-art scheme was proposed in [5]. The proposed technique was based on the artificial potential field concept adopted in recent path planning schemes. The idea was to derive an objective function that imitates the effects of repulsive and attractive forces where obstacles generates repulsive forces while the goal point will be the source of the repulsive forces. The final path is obtained by minimizing the objective function using heuristic optimization techniques such as the Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and the Artificial Bee Colony (ABC).

To overcome the swiftness-quality problem, this article introduces the new path planning strategy the “Sequential Linear Path (SLP)”. The proposed SLP strategy builds on the same main concept of the reduced scheme proposed in [2] which is the aim of reducing the search area to be within significant areas such as the areas around obstacles and areas surrounding the goal point. After computing the reduced path, as in [2], the planner enhances the path by finding possible sequential linear shortcuts in the path.

The proposed SLP path planning technique consists of five main steps. First, a linear line is designed from the starting point to the goal point. In the second step, all the obstacles that intersect with the linear path are detected through a specific planner. Next, the basis algorithm is applied on each obstacle in order to obtain a feasible path around the obstacle. After that, the planner connects all the paths together to establish an obstacle-free path from the starting point to the target. Finally, the path is enhanced by finding any possible linear shortcuts in the path.

This article proposes a new path planning strategy that aims to break the barrier between quality and swiftness. The strategy can be applied using any path planning algorithm as a basis algorithm, and can show improved results in terms of the computational time required and the path quality as well. Therefore, the proposed system is tested on well-known, very popular path planning techniques such as A*, D*, and PRM. To test the proposed path planning technique, computer vision algorithms are used to gather information about the surrounding environment and to create a map of the environment. Then, an obstacle-free path is calculated using the proposed SLP path planning strategy. Finally, to test the path quality in terms of smoothness, a kinematic controller is developed to ensure a good tracking of the desired path. Experimental comparative results prove the efficiency and the effectiveness of the proposed SLP strategy.

The contributions of the paper can be summarized as follows:

- A path planning system that aims to deal efficiently with the swiftness-quality trade-off. That is executing a short obstacle-free path to the destination in a real-time manner.
- A low-cost obstacle tracking mechanism.

The rest of this article is organized as follows. In Section II, a general description of the robotic system is illustrated. Section III briefly reviews the computer vision and image processing algorithms used to obtain the map. The proposed SLP path strategy is described in detail in Section IV. Section V models the robot dynamically and kinematically and presents the control design law. Section VI presents the comparative results. Finally, Section VII provides the conclusion.

II. SYSTEM DESCRIPTION

The mobile robot used in the system is a wheeled mobile robot with two independent primary wheels fixed in the same axis in front, and a small caster wheel placed at the back of the
robot. A RGBD camera is fixed on the ceiling with a height of $T$. Figure 1 illustrates a general description of the robotic system.

![General description of the robotic system.](image1)

The desired position and orientation poses calculated by the proposed SLP path planning are represented by $q_d = [x_d, y_d, \phi_d]^T$. The coordinate $q = [x, y, \phi]^T$ is the actual position and orientation measured by the robot’s sensors.

![Block diagram of the control system.](image2)

In order to test the proposed path planning algorithm, a control system is implemented to track the path generated by the proposed path planning technique. Figure 2 illustrates a general block diagram of the control system. The figure illustrates the three main phases of the system, namely, the computer vision part, the proposed SLP path planning planner, and the kinematic controller. Computer vision algorithms are used to gather information about the surrounding environment such as the locations of obstacles. This information is essential to build the map that the proposed path planning technique will operate on. Once the obstacle-free path is generated from the starting point to the goal point, a kinematic controller assists the robot to track the desired trajectory, by generating the instantaneous linear and rotational velocities ($v$ and $\omega$) needed to follow the path. This is done based on the current measurements of the instantaneous pose of the robot with respect to the origin frame.

![Obstacle detection method.](image3)

**III. VISION AND IMAGE PROCESSING ALGORITHMS**

To build the map that represents the environment surrounding the mobile robot, vision and image processing algorithms are utilized to detect and find the coordinates of obstacles. The technique used to detect obstacles is illustrated in Figure 3. A depth-RGB sensor is fixed on the ceiling to detect and track obstacles. A depth sensor is a device that obtains an image where its pixel’s values represent the corresponding real distance from the sensor. Since the sensor is mounted on the ceiling, and the height of the ceiling ($T$) is known, then any pixel with a value less than $T$, can be considered as an obstacle.

Path planning techniques need a map that emphasizes the locations of obstacles. One of the most common formats of a map is the binary image format where black areas represent obstacles, and free-space areas are represented by a white area. To create such maps, the raw depth image must run first into a pre-processing phase. The goal of the pre-processing phase is to convert the raw depth image into a binary image emphasizing the locations of obstacles. The pre-processing phase is composed of three operations, namely the noise filtering operation, the binary conversion operation, and the obstacle padding operation.

### A. NOISE FILTERING

It is known that the depth sensor is not an ideal sensor as it might fail to calculate the distance for some pixels. The reason is that modern depth sensors utilize the Time-of-Flight (ToF) technology. A modern depth camera such as Kinect has an infrared light emitter and an infrared light sensor. First, it emits a beam of an infrared light, and waits for reflections. Once the infrared light sensor receives a reflected infrared beam at a certain location, it marks the time needed for the reflection. The distance now can be easily calculated by simple kinematic equations since the speed of the infrared lights is known [26].

Sometimes, due to some refraction effects, the infrared light sensor does not receive any reflected infrared light at a certain location. Thus, the depth sensor fails to calculate the distance at that specific location (pixel). As a result, and to mark this failure, the depth sensor marks the corresponding pixel with a value of zero to indicate the failure.
These zero-valued pixels can be thought of as noise that must be removed before further processing. In this work, to eliminate this noise, a zero-valued pixel is replaced by the average value of the surrounding neighbor pixels. Figure 4 presents an example of the noise elimination process. In this example, the zero-valued pixel was replaced by the average value of 4.5.

**B. BINARY CONVERSION**

Next, after the noise has been removed, the binary conversion process begins. The conversion is done through a simple thresholding process. The value of each pixel is checked. If the value is less than a certain threshold, which is \( T \) (the height of the depth sensor), then the pixel’s value is converted to zero (black). Otherwise, the pixel is turned to 255 (white), and considered to be in an obstacle-free area.

\[
\text{map}(x, y) = \begin{cases} 
0, & \text{if } \text{depthimage}(x, y) < T \\
255, & \text{otherwise}
\end{cases}
\]

where \( T \) is the threshold value; \( \text{depthimage} \) is the raw depth matrix after noise filtering; map is the new binary image.

**C. OBSTACLE PADDING**

After creating the map, a safety margin is added around each obstacle. The purpose of this operation is that path planning algorithms treat robots as a point in the map. Thus, it might consider a path which is adjacent to an obstacle. In reality, this may cause some parts of the robot to collide into the obstacle. The size of the safety margin should not be less than half of the robot’s size.

**IV. THE PROPOSED SLP PATH PLANNING ALGORITHM**

Path planning techniques suffer from a classical trade-off between computational execution time and the path quality. Usually, targeting the path quality in a path planning algorithm, effects the execution time of the algorithm adversely. On the other hand, fast and simple path planning techniques do not guarantee having a high-quality path in terms of length and smoothness. Thus, path planning techniques published in the literature, focus on improving only one aspect, either reducing the computational time such as the real-time path planning algorithms, or enhancing the path quality such as the shortest-path path planning algorithms.

The proposed path planning strategy aims to break the trade-off barrier between the computational execution time and the path quality. The fundamental concept that allows the proposed path planning strategy is the fact that “the shortest distance between two points is the straight line”. The strategy tries to find multiple linear paths from the starting point to the goal point, and combines these linear paths to find a feasible path from the starting point to the goal point.

The proposed path planning strategy needs a “basis path planning algorithm” to build on in order to find the final path. Thus, before starting with the proposed SLP technique, a well-known algorithm such as A*, D*, PRM is elected to be the basis algorithm to be used in the proposed SLP path planning strategy. Therefore, the proposed SLP technique have different versions based on the basis path planning algorithm used. For instance, SLP-A*, SLP-D*, and SLP-PRM are the path planning algorithms produced when using A*, D*, and PRM as the basis algorithms, respectively.

The proposed “SLP-x” uses the “x” path planning algorithm only around obstacles that intersect the linear path from the starting point to the goal point. This minimized working space area is the key feature that has allowed the proposed SLP path planning algorithm to show advanced results over the standard path planning algorithms (such as A*, D*, PRM) in terms of the computational time. On the other hand, the final path produced by the SLP algorithm is a combination of linear paths. These linear paths are linear shortcuts of the path produced by the basis algorithm around each obstacle. As known, the shortest path between any two points is the straight line. Thus, this linearizing process is the main reason for enhancing the path quality as well.

The proposed SLP-x path planning algorithm starts by computing a linear path from the starting point to the goal point. Then, the proposed algorithm finds obstacles intersecting with the linear path. Next, the basis algorithm is used to find an obstacle-free path around each obstacle intersecting with the linear path. Then, all paths, linear and non-linear paths are combined together forming an obstacle-free path from the starting point to the goal point. Finally, the path is enhanced by linearizing the path as much as possible, forming the final enhanced multiple linear paths from the starting point to the goal point.

Therefore, the proposed SLP path planning algorithm can be composed of five main stages. Figure 5 illustrates the five stages clearly. The first stage is the linear path calculator.
which calculates a linear line from the starting point to the goal point (Figure 5-a). The second stage is the obstacle detector which finds all obstacles intersecting with the linear path (Figure 5-b). The third stage is the basis algorithm planner, where an obstacle-free path is generated around each obstacle using a selected basis path planning algorithm (Figure 5-c). The fourth stage is the path combiner, where all paths are combined to form a feasible path from the starting point to the goal point (Figure 5-d). Finally, the linearizer stage where the path is enhanced by finding any possible shortcut segments in the path (Figure 5-e).

The following sub-sections provide detailed discussions on the different parts of the proposed strategy. Section IV-A discusses the linear path calculator. The obstacle detector is presented in Section IV-B. Section IV-C describes the basis algorithm planner. Section IV-D demonstrates the path combiner. Finally, Section IV-E illustrates, in a detailed discussion, the path linearizing process. Figure 6 shows a detailed step-by-step implementation of the proposed SLP path planning technique. Figure 6 shows a map of $12 \times 12$ pixel. This small size is chosen just for clarification and illustration purposes. Figure 6-a shows the index of the starting point $(5, 2)$, the index of the goal point $(5, 11)$, and the indices of all obstacles. The next sub-sections will use this figure in their discussions.

### A. LINEAR PATH CALCULATOR

The main concept of the proposed SLP technique is to make the path from the starting point to the goal point as linear as possible. Thus, it starts by establishing a linear line from the starting point to the goal point using the following equation:

$$y = m(x - x_1) + y_1$$  \hspace{1cm} (2)
where: \(x_1, y_1\) are the \((x, y)\) coordinates of the starting point or the goal point. \(x\) is a vector that has the \(x\)-coordinate of every point in the line. \(y\) is a vector that has the \(y\)-coordinate of every point in the line. \(m\) is the slope of the linear line given as follows:

\[
m = (y_2 - y_1) / (x_2 - x_1)
\]

Figure 7. Linear path calculator.

Figure 8. Obstacle detector.

The operation of the obstacle detector is illustrated in Figures 6-(c-g)). The process starts with the linear path located after the starting point which is the point (5, 3) in Figure 6-c. The point (5, 3) does not match any obstacle index listed in Figure 6-a. Thus, this point (5, 3) is accepted, and added to the final path points list. The obstacle detector moves to the next linear path point toward the goal point (5, 4), which is also not an obstacle index. The index (5, 4) is also accepted to be in the final path points list (Figure 6-d). The same process is performed in Figures 6-e, and 6-f.

In Figure 6-g, the linear path checking point (5, 7) is founded to match an obstacle index. Once the detector detects that the linear line intersects with an obstacle, it creates a small margin around this obstacle. The margin with the obstacle creates a mini-map which is sent to the basis path planner. The objective of the basis planner is to find a path around this obstacle. Thus, the first point of the linear path located within the margin (index 5, 6) is now the starting point for the basis function. On the other hand, the last point of the linear path located within the margin (index 5, 10) is the goal for the basis function. The obstacle detector does this operation for each obstacle intersecting with the linear path.

The width of the margin is a performance tuning parameter that is related to the swiftness-quality trade-off. Increasing the width of the margin increases the complexity of the algorithm, which results in increasing the computational time. The reason is that by increasing the width of the margin, the number of Samples \(N\) (for PRM), or the resolution parameter (for A* and D*) will naturally increase, which means more points to be processed. As a result, the technique will be affected adversely in terms of the computational time. However, the increase in the margin width increases the possibility to have a better path quality in terms of length and smoothness.

Figure 8 shows the output of the obstacle detector operation. The yellow box area is sent to the basis algorithm to find a feasible path around this obstacle.

B. OBSTACLE DETECTOR
The obstacle detector is now used to find obstacles that intersect with the initial linear path calculated from the previous stage. This is simply done by inspecting the indices of every obstacle point and every point in the linear path. The obstacle detector starts checking each point in the linear path, starting from the starting point towards the goal point and checks whether the point index matches any obstacle index.

The operation of the obstacle detector is illustrated in Figures 6-(c-g)). The process starts with the linear path point located after the starting point which is the point (5, 3) in Figure 6-c. The point (5, 3) does not match any obstacle index listed in Figure 6-a. Thus, this point (5, 3) is accepted, and added to the final path points list. The obstacle detector moves to the next linear path point toward the goal point (5, 4), which is also not an obstacle index. The index (5, 4) is also accepted to be in the final path points list (Figure 6-d). The same process is performed in Figures 6-e, and 6-f.

In Figure 6-g, the linear path checking point (5, 7) is founded to match an obstacle index. Once the detector detects that the linear line intersects with an obstacle, it creates a small margin around this obstacle. The margin with the obstacle creates a mini-map which is sent to the basis path planner. The objective of the basis planner is to find a path around this obstacle. Thus, the first point of the linear path located within the margin (index 5, 6) is now the starting point for the basis function. On the other hand, the last point of the linear path located within the margin (index 5, 10) is the goal for the basis function. The obstacle detector does this operation for each obstacle intersecting with the linear path.

The width of the margin is a performance tuning parameter that is related to the swiftness-quality trade-off. Increasing the width of the margin increases the complexity of the algorithm, which results in increasing the computational time. The reason is that by increasing the width of the margin, the number of Samples \(N\) (for PRM), or the resolution parameter (for A* and D*) will naturally increase, which means more points to be processed. As a result, the technique will be affected adversely in terms of the computational time. However, the increase in the margin width increases the possibility to have a better path quality in terms of length and smoothness.

Figure 8 shows the output of the obstacle detector operation. The yellow box area is sent to the basis algorithm to find a feasible path around this obstacle.

C. BASIS ALGORITHM PLANNER
The basis planner can be any path planning technique published in the literature. The basis planner receives a mini-map where it has an obstacle with a free-space around it (the margin added in the previous stage), along with the starting point and the goal point determined from the previous stage.
The objective of the basis planner is to find an obstacle-free path from the starting point to the goal point. In the basis planner, there are another trade-off tuning parameters. Depending on the basis algorithm used, these parameters can vary. For grid-based algorithms (such as A* and D*), the grid size is a critical parameter that can affect the overall performance of the proposed SLP technique. On the other hand, sampling-based algorithms (such as PRM) have the “number of samples N” parameter. As explained in the previous stage, minimizing the values of these parameters can help reducing the computational time, but that may affect the quality of the generated path. In the proposed SLP technique, these values will be relatively small since the working area is a mini-map which is much smaller area then the whole map. However, these small values suit the working space, which means that there is no significant adverse effect on the path quality.

Figure 6-i shows the generated path from the basis planner stage. To be noted that the path shown in Figure 6-i is just for illustration, and not the actual path to be generated by the basis algorithm, as the path will vary based on the basis algorithm used. Figure 9 shows the output of the basis algorithm planning operation.

D. PATH COMBINER

The path combiner stage starts once all of the “basis paths” are generated around each obstacle. In this stage, the different non-linear segments of the path are combined with the initial linear segments, which produces the final obstacle-free path from the starting point to the goal point. Figure 6-k shows the path combiner process, while Figure 10 shows the output of the path combiner operation.

E. PATH LINEARIZER

The path linearizer is responsible of finding linear shortcuts in the path. This is a critical process in the proposed SLP strategy which aims to improve the quality of the path in terms of length and smoothness. The result of this process is a path composed of multiple sequential linear paths from the starting point to the goal point. The process of the path linearizer is illustrated clearly in Figure 11. Figure 11-a shows the SLP path before linearization. The linearization process starts adversely from the goal point, and tries to figure out possible linear shortcuts towards the starting point (Figure 11-b). The linearizer works by establishing straight lines using Equation 2 between the goal point and points from the path. If the line does not intersect with an obstacle, then this line is a valid shortcut. At the end, the linearizer selects the straight line with the longest length, since it is the best shortcut possible.

To make the idea clearer, let us assume that the path has n points, the point n will be the starting point for the linearizer, and the point n-1 is the goal point for the linearizer. The linearizer establishes a straight line between the two points using Equation 2. If the line does not intersect with an obstacle, then this line is a valid shortcut (Figure 11-b). Next, the goal point (of the linearizer) moves to the next point, and checks if the linear shortcut is valid (Figures 11-c,11-d,11-e,11-f). Once
the straight line intersects with an obstacle as in Figure 11-g, the linearizer selects the previous line (in Figure 11-f) to be part of the final SLP path (Figure 11-h). After that, the goal point of the previous step becomes the starting point of the next step (Figure 11-i), and the same checking process is repeated (Figures 11-j, 11-k). If the goal point of the linearizer reaches the end of the path, the latest straight line is added to be part of the final SLP path, and the linearization process ends (Figure 11-l).

Figure 12 shows the five different stages as a diagram. The diagram shows an important feature supported by the strategy which is parallelization. It is clear from Figure 12, that Stage 3 can be done in parallel. Once the obstacle detector detects the obstacles that are intersecting with the linear path, multiple basis algorithm planners can operate in parallel to calculate an obstacle-free path around each obstacle.

V. DYNAMIC AND CONTROL DESIGN

We consider the mobile robot with two actuated wheels, which is shown in Figure 13 [27].

With regard to the mobile robot shown in Figure 13, the width of the mobile robot is 2b, the radius of the wheel is r, Oxy is the reference coordinate system and C_{OXY} is the coordinate system fixed to the mobile robot. The origin of the coordinate system P_{OXY} is C_0. The center of mass of the mobile robot is C_c, which is on the X-axis. d represents the distance from P_0 to C_c. The general dynamic equation of the mobile robot with two actuated wheels is described as follows [28]:

\[ M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = B(q)\tau - A^T(q)\lambda. \]  

(4)

where \( \tau = [\tau_r, \tau_l]^T \in R^2 \) is the input torque vector. \( \tau_r \) and \( \tau_l \) are the right and left torque respectively. \( M(q) \in R^{6 \times 6} \) is a symmetric and positive-definite inertia matrix, \( C(q, \dot{q}) \in R^{6 \times 6} \) is the centripetal and Coriolis vector, \( G(q) \in R^6 \) is the gravitational vector, \( B(q) \in R^{6 \times n} \) is the input transformation matrix, and \( A(q) \in R^{6 \times n} \) is the matrix associated with the constraints. \( \lambda \in R^m \) is the vector of constraint forces.

The configuration of the mobile robot can be represented by five generalized coordinates: \( q = [x, y, \phi, \theta_r, \theta_l]^T \); where \( x \) and \( y \) are the coordinates of \( P_0 \), \( \phi \) is the direction, and \( \theta_r, \theta_l \) are the angles of the right and left driving wheels. The wheels are assumed to roll and do not slip. Then, there exist three constraints; the velocity of \( P_0 \) must be in the direction of the axis of symmetry and the wheels must not slip.

\[ \dot{y} \cos \phi - \dot{x} \sin \phi = 0 \]  

(5)

\[ \dot{x} \cos \phi - \dot{y} \sin \phi + b \dot{\theta}_r = r \dot{\theta}_r \]  

(6)

\[ \dot{x} \cos \phi - \dot{y} \sin \phi - b \dot{\theta}_l = r \dot{\theta}_l \]  

(7)

The kinematic constraints can be denoted as:

\[ A(q)\dot{q} = 0 \]  

(8)

where

\[ A(q) = \begin{bmatrix} \sin \phi & -\cos \phi & 0 & 0 & 0 \\ \cos \phi & \sin \phi & b & -r & 0 \\ \cos \phi & \sin \phi & -b & 0 & -r \end{bmatrix}. \]

When selecting a full rank matrix \( S_1(q) \) to be a basis of null space \( A(q) \), the constraint equation becomes:

\[ A(q)S_1(q) = 0 \]  

(9)

where

\[ S_1 = \begin{bmatrix} r \cos \phi & r \cos \phi \\ r \sin \phi & r \sin \phi \\ -\frac{2b}{r} & -\frac{2b}{r} \\ 1 & 0 \\ 0 & 1 \end{bmatrix}. \]

Therefore, we have:

\[ \ddot{\dot{q}} = S_1(q) \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \]  

(10)

where \( v_1 \) and \( v_2 \) represent the angular velocities of the right and left wheels. If we consider \( v, \omega \) as the linear and angular velocities of the mobile robot, the relation between \( v, \omega \) and \( v_1, v_2 \) can be explained as:

\[ \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \begin{bmatrix} 1 & b \\ -r & -r \end{bmatrix} \begin{bmatrix} v \\ \omega \end{bmatrix} \]  

(11)
The ordinary form of a mobile robot with two actuated wheels can be obtained by substituting 11 in 10 as follows:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\phi}
\end{bmatrix}
= 
\begin{bmatrix}
\cos \phi & \sin \phi & 0 \\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x - x \\
y - y \\
\phi - \phi
\end{bmatrix}
\] (12)

Note that the objective is to track a reference trajectory given from the proposed SLP path planner. The velocity control based on kinematic model is designed to develop the desired forward and rotational velocities. \(x_r, y_r\) and \(\phi_r\) denote the reference trajectory. The desired velocity is denoted by \(v_r\) and \(\omega_r\). Using the Kanayama transformation [28], the tracking errors are obtained as follows:

\[
\begin{bmatrix}
e_1 \\
e_2 \\
e_3
\end{bmatrix}
= 
\begin{bmatrix}
\cos \phi & \sin \phi & 0 \\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x - x \\
y - y \\
\phi - \phi
\end{bmatrix}
\] (13)

\(e_1, e_2\) and \(e_3\) describe the difference of position and direction of the reference robot from the real robot. The related error dynamics are expressed as follows:

\[
\dot{e}_1 = v e_2 - v + v_c \cos \phi
\] (14)

\[
\dot{e}_2 = -\omega + v_r \sin \phi
\] (15)

\[
\dot{e}_3 = \omega_r - \omega
\] (16)

Proposition: The input \(v\) and \(\omega\) which make \(e_1, e_2\) and \(e_3\) converge to zero are given by the following expression.

\[
\begin{bmatrix}
v \\
\omega
\end{bmatrix}
= 
\begin{bmatrix}
v_r \cos e_3 + k_1 e_1 \\
v_r + k_2 v_r e_2 + k_3 \sin e_3
\end{bmatrix}
\] (17)

where \(k_1 > 0; k_2 > 0\) and \(k_3 > 0\) are the controller gains [28]. To prove this proposition, let us define the following positive Lyapunov function:

\[
V = \frac{1}{2} e_1^2 + \frac{1}{2} e_2^2 + \frac{1 - \cos e_3}{k_2}
\] (18)

The time derivative of \(V\) is given as follows:

\[
\dot{V} = e_1 \dot{e}_1 + e_2 \dot{e}_2 + \frac{\sin e_3}{k_2}
\] (19)

Using Equations 14, 15, 16 and 17, we obtain:

\[
\dot{V} = -k_1 e_1^2 - k_3 \frac{\sin^2 e_3}{k_2} \leq 0
\] (20)

The time derivative of \(V(t)\) is negative because \(k_1\) and \(k_3\) are positive gain. By Equation 20, \(V\) is monotonically decreasing. Therefore, \(e_1 \in L_\infty, e_2 \in L_\infty\) and \(e_3 \in L_\infty\), and \(e_1 \in L_2, e_2 \in L_2, e_3 \in L_2\). According to Equations 14, 15, and 16, we know that \(\dot{e}_1, \dot{e}_2\) and \(\dot{e}_3\) bounded and therefore \(e_1, e_2, e_3\) are uniformly continuous. Then, using Barbalat’s theorem [27], we can conclude that \(e_1 \to 0, e_2 \to 0, \text{ and } e_3 \to 0\) as \(t \to \infty\) and the error dynamics are asymptotically stable.

VI. EXPERIMENTAL RESULTS

The experiments were performed using an Asus Xion pro depth camera which is mounted on the ceiling. The robotic system used in these experimental results is Pioneer P3-DX shown in Figure 13. The experimental setup is also shown in Figure 14.

The parameters used in the following experiments are shown in Table 1. The robot parameters are specific to the robot used in the experiment (The Pioneer P3-DX). These parameters describes the P3-DX robot such as the weight, inertia and dimensions. The Image Processing
parameter shown in Table 1 (Threshold $H$) is the height of the lab in meters, so these are not tunable parameters.

Figures 15 and 16 show the lab where the experiment was done. Figure 15 shows the RGB image of the lab, while Figure 16 shows the depth image of the lab.

It is clear from Figure 16, that obstacles are emphasized with a brighter color. Thus, as in Figure 17, the image pre-processing phase was able to successfully convert the raw depth image into a binary image, where black pixels are obstacles, and white pixels represent free space. This binary image will be the map that next experiments will be tested on. Figure 18 shows the different scenarios to be tested. In Scenario A, the initial linear line does not intersect with any obstacle - even though some obstacles are available in the map - (Figure 18-a). One obstacle intersects with the linear line in Scenario B (Figure 18-b). Figure 18-c shows the third scenario C where two obstacles intersect with the linear line. Finally, Figure 18-d shows Scenario D where the linear line intersects with four obstacles.

Figure 19 shows the implementation of the SLP strategy with a comparison with its corresponding basis scheme on the fourth scenario (Scenario D), since this scenario has the maximum number of obstacles intersecting with the initial linear path. The red dashed line in the SLP Figures (b, d and f) is the final SLP path produced by the path linearizer. It is clear from the figures, that SLP paths appear much smoother than the corresponding basis path.

A. COMPUTATION TIME COMPARISON

This section provides a computational time comparative results discussion. The proposed scheme is a real-time path planning scheme, and thus, it should show improved results in terms of computation time. Table 2 shows comparative results between the proposed SLP scheme and its corresponding basis scheme. Table 2 manifests clearly the advantage of the proposed SLP path planning strategy over the corresponding basis path planning algorithm. To be noted here, that the computer used in the experiments has a limited processing power with an Intel i5 processor with 4 GB RAM. Therefore, the computational time listed in Table 2 is expected to be less with a higher processing power. However, even though, the proposed SLP scheme was able to execute and obtain a path in a real-time manner, all scenarios and different SLP versions were
A noticeable result, SLP strategy was able to reduce the computational time to over 50% for most cases. Moreover, for Scenario A, the computational time has reduced from 3.150 seconds for PRM to 0.093 seconds for SLP-PRM with an improvement percentage of 97.05%. It is noticeable that Scenario A (the initial linear path does not intersect with an obstacle) has achieved the best improvement percentage, especially for SLP-PRM over PRM. The reason can be known easily from Figure 20. Figure 20 shows how it is inefficient to use a classical path planning method (such as PRM) with such scenario. PRM distributes a huge number of points (the N parameter) and connect each two points having a distance less than (the D parameter). This operation usually increases the computational time to find a feasible path from the starting point to the goal point. However, in a scenario such as the one showed in Figure 20, it does not make sense to distribute points and connect lines, as all what is required is a straight line from the starting point to the goal point.

Table 3 shows another comparison with the state-of-the-art path planning scheme [5] described earlier in Section I. Based on Table 3, the proposed scheme was able to outperform the technique proposed in [5]. The variation that used the PSO technique has achieved the fastest execution speed. This is due that the PSO optimization technique converges faster than other heuristic optimization techniques. However, even though, the proposed SLP-A* scheme was able to execute faster than the PSO variation of the proposed technique in [5].

### B. PATH LENGTH COMPARISON

The quality of a path can be studied in its length and smoothness. The proposed SLP strategy aims to introduce a real-time path planning technique by reducing the computational time needed to find a feasible path. Thus, this should show an adverse effect on the path quality represented by the path length and smoothness. Table 3 shows a detailed comparison between the proposed SLP strategy and the corresponding basis algorithm in terms of path length.

Table 3 shows an outstanding performance. The traditional trade-off between computational time and path quality did not adversely affect significantly. The proposed SLP strategy has actually, in many cases, improved the path quality by reducing the path length. For example, in scenario C, the proposed SLP was able to reduce the path length from 3.17 meters by 20.46%.
A* to 2.82 meters by SLP-A* with a percentage improvement of 11.04%. Scenario A has shown an improvement for all scenarios and different SLP versions. That is since the shortest distance between any two points is simply the straight line.

### C. PATH SMOOTHNESS COMPARISON (TRACKABILITY)

The last evaluation metric in the experimental section is the path smoothness, or the trackability degree. For the following experiments, the control law designed in Section 6 is used to help the robot tracking the path. Scenario D has been selected in the following tracking experiments. Table 4 shows the Mean Square Error (MSE) value between the desired path calculated from the path planning technique and the actual tracked path.

The tracking experimental results for SLP-A* obtained are shown in Figure 21.

Table 6 summarizes the performance of the proposed SLP technique in a table. To be noted that the smoothness improvement percentage shown in Table 6 is the average MSE value of the X,Y and Theta MSE values shown in Table 5. The table clearly shows that the SLP technique was always able to improve the technique with a very high improvement percentage. Even though that for some scenarios, there were some adverse effect on the path length which reached in the worst...
case to $-17.06\%$, the time and smoothness improvement percentages compensate this negative effect. In that worst path length case, the overall improvement percentage average reached up to $37.00\%$. Moreover, the overall improvement percentage did not achieve lower than $29.54\%$ improvement percentage, which indicates an outstanding performance of the proposed SLP technique.

**VII. CONCLUSION**

This article has presented the new path planning technique “Sequential Linear Path (SLP”). The proposed path planning technique aimed to overcome the traditional trade-off between swiftness and path quality. The main idea is to find sequential linear paths from the starting point to the goal point. The objective of the proposed system is to improve and enhance the operation of any existing path planning technique. Therefore, the proposed system was tested on well-known, very popular path planning techniques such as A*, D*, and PRM. The execution time required to find a feasible path to the destination is minimized by operating the basis path planning algorithm only within areas around each obstacle that intersects with the straight line to the goal point. This minimized working space is the main reason for obtaining reduced computational time results. Finally, the path linearizer improves the quality of the path by finding linear shortcuts in the path. Experimental results have shown an outstanding performance of the proposed SLP path planning system. The technique was able to reach an overall improvement percentage of $54.48\%$ for some cases.

Future enhancements on the proposed scheme are planned to be in the direction of supporting dynamic environments. The proposed technique can be modified to support path findings in dynamic environments. Moreover, the proposed path planning system will be adapted to operate on 3D maps for Unmanned Aerial Vehicle (UAV) applications.
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