Improving Holographic Search Algorithms using Sorted Pixel Selection

PETER J. CHRISTOPHER, 1,* JAMIE D. LAKE, 2 DAOMING DONG, 1 HANNAH J. JOYCE2 AND TIMOTHY D. WILKINSON1

1Centre of Molecular Materials, Photonics and Electronics, University of Cambridge
2Electronic + Photonic Nanomaterials, University of Cambridge

Abstract: Traditional search algorithms for computer hologram generation such as Direct Search and Simulated Annealing offer some of the best hologram qualities at convergence when compared to rival approaches. Their slow generation times and high processing power requirements mean, however, that they see little use in performance critical applications.

This paper presents the novel Sorted Pixel Selection (SPS) modification for Holographic Search Algorithms (HSAs) that offers Mean Square Error (MSE) reductions in the range of 14.7 – 19.2% for the test images used. SPS operates by substituting a weighted search selection procedure for traditional random pixel selection processes. While small, the improvements seen are observed consistently across a wide range of test cases and require limited overhead for implementation.
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1. Introduction

Computer Generated Holography (CGH) is a widely used component of technologies for imaging [1, 2], displays [3–6], lithography [7], beam shaping, optical tweezing [8, 9] and telecommunications [10]. For applications where hologram quality rather than generation speed is fundamental, holographic search algorithms (HSAs) are the primary approach used for hologram generation [11].

This paper presents a novel means for improving the performance of HSAs, Sorted Pixel Selection (SPS). While the approach is general in scope, the two most popular HSAs are chosen as test cases: Direct Search (DS) and Simulated Annealing (SA).

A very brief background to CGH is presented, and the details of DS and SA are explained. Some heuristic observations of the properties of the process are used to justify the explanation for the SPS approach before the technique itself is presented and explained.

2. Background

A two-dimensional Discrete Fourier Transform (DFT) is given by

\[ F_{u,v} = \mathcal{F}\{ f_{x,y} \} = \frac{1}{\sqrt{N_xN_y}} \sum_{x=0}^{N_x-1} \sum_{y=0}^{N_y-1} f_{x,y} e^{-2\pi i (\frac{ux}{N_x} + \frac{vy}{N_y})} \]  
(1)

\[ f_{x,y} = \mathcal{F}^{-1}\{ F_{u,v} \} = \frac{1}{\sqrt{N_xN_y}} \sum_{u=0}^{N_x-1} \sum_{v=0}^{N_y-1} F_{u,v} e^{2\pi i (\frac{ux}{N_x} + \frac{vy}{N_y})} \]  
(2)

where \( x \) and \( y \) represent the source coordinates and \( u \) and \( v \) represent the spatial frequencies.

Using a Fast Fourier Transform (FFT) algorithm allows calculation time in \( O(N_xN_y \log N_xN_y) \) where \( N_x \) and \( N_y \) are the \( x \) and \( y \) resolutions respectively [12, 13].

It can be shown that when a coherent light source is passed through a Spatial Light Modulator (SLM), the far-field pattern produced is equivalent to taking the DFT of the SLM aperture.
function multiplied by the incident illumination and a static pixel shape parameter \([14]\). For a pixellated SLM acting on uniform intensity planar wavefronts with \(100\%\) fill factor pixels, the hologram produced is given by the DFT of that function as shown in Figure 1.

In practical terms this means that finding an aperture function corresponding to a given far-field hologram is equivalent to finding a discrete function \(f(x, y)\) where \(F(u, v) = \mathcal{F}\{f(x, y)\}\). Mid-field or Fresnel holograms are similar in form with the addition of a quadratic phase rotation term.

\[
F_{\text{Fresnel}}(u, v) = \mathcal{F}\{f_{\text{Fresnel}}(x, y)\} \equiv \mathcal{F}\left\{f_{\text{Fresnel}} e^{j\pi \lambda z (x^2 + y^2)}\right\}
\]  

(3)

In real-world systems, SLMs are only capable of modulating the light in a limited manner, typically only in phase or amplitude \([15, 16]\). Digital systems restrict this further to discrete energy levels. Some common SLM classes are shown in Figure 2.

These restrictions have led to nearly as many algorithmic variants as there are implementations. One class of algorithm that are widely used when hologram quality is paramount are Holographic Search Algorithms (HSAs) with DS and SA being the most common \([11, 17]\).

3. **Holographic Search Algorithms**

The DS approach is shown in Figure 3. An initial guess at the hologram or SLM aperture function is taken. On each iteration of the algorithm a pixel is changed and a new replay field calculated.
If this causes a reduction in the Mean Squared Error (MSE) then the result is accepted, otherwise it is rejected and a new pixel modified [18]. This approach is extremely slow but produces some of the best holograms when compared to alternative algorithms. For this work phase insensitive MSE is used for the Error function where the error between the replay field $R$ and target image $T$ is given by:

$$\text{Error}(T, R) = \frac{1}{N_xN_y} \sum_{x=0}^{N_x-1} \sum_{y=0}^{N_y-1} \left[ |T(x, y)| - |R(x, y)| \right]^2.$$  

(4)

Fig. 2: Common modulation schemes

A naïve approach to this algorithm would execute the 2D FFT on every iteration at a performance cost of $O(N_xN_y \log N_xN_y)$. Knowing that system’s initial state allows an update step that is merely $O(N_xN_y)$ in cost, a significant saving,
\[ \Delta R_{u,v} = \frac{1}{\sqrt{N_x N_y}} \Delta H_{x,y} e^{\left[-2\pi i \left( \frac{u x}{N_x} + \frac{v y}{N_y} \right) \right]} \]  

(5)

where \( \Delta R_{u,v} \) is the change in replay field value caused by a change \( \Delta H_{x,y} \) in aperture function. The updated algorithm is shown in Figure 4.

Fig. 4: Fast Direct Search

In order to avoid the issue of converging to local minima found in greedy approaches such as DS, many researchers prefer the use of Simulated Annealing algorithms, Figure 5, based on widely used simulated annealing techniques in computer science [19, 20]. This introduces an acceptance probability that will occasionally allow a pixel change that worsens the result and helps improve convergent image quality at the expense of increased convergence times [18]. Most commonly the acceptance function is a modified Boltzmann function [21].

\[ P(\Delta E) = e^{\frac{\Delta E}{T}} \]  

(6)

\[ T = T_{coeff} e^{-t_0 \frac{\pi}{N}} \]  

(7)

Both DS and SA approaches traditionally randomly select pixels, this work sets out to present a new paradigm that significantly improves convergence by using heuristic knowledge of the problem [13].
4. Quantisation and Initial Guess

Search algorithm performance depends heavily on the initial guess for the diffraction field hologram. By far the dominant approach is to back-project the target using an inverse DFT. The limited modulation abilities of SLMs, Figure 2, mean that the initial back projection requires a quantisation step in order to adapt the complex valued function to the constraints of the display device. Each modification of a pixel value has an associated change in result, usually causing an increase in MSE.

![Fig. 6: Spread of magnitudes (left) and angles (right) of a back projected version of Mandrill](image)

5. Heuristic Observations

The back projection of a phase-randomised target image shows a spread in pixel magnitudes and phases, Figure 6. For the case of the standard Mandrill test image, Figure 7(left), the normalised values are shown in Figure 7(right) where normalisation is taken as the equivalent of an illumination field of unit magnitude. The quantisation step will constrain these values to the SLM. In the case of phase holography, this will leave phase unchanged but will set all magnitudes equal to 1 while in amplitude holography the amplitudes are set to the real values of the combined complex numbers. The artificially induced symmetry in the test image is to account for the rotational symmetry inherent in binary devices. While this is not ideal in terms of natural images, it is sufficient for our purposes.

The premise of this paper is based on the observation that the total change in error of the replay field caused by changing a single pixel is highly correlated to the magnitude of the SLM pixel value change during quantisation. Figure 8 shows a scatter plot of the correspondence between independently quantising each of the $2.6 \times 10^5$ pixels of a continuous phase hologram and the resultant MSE.

![Fig. 8: Scatter plot of correspondence between quantising each pixel and the resultant MSE](image)

Figure 8 also shows the expected square law relationship due to the MSE error metric used. A correlation of $\gg 0.99$ was observed between the trend line and the simulated dataset.

Traditional search algorithms randomise the test pixel selection process. The relationship between change in pixel value during quantisation and the effect on the replay field suggests, however, that convergence will be improved by testing pixels with the greatest change during quantisation as they are heuristically likely to have greatest impact on error reduction.

This approach is here termed Sorted Pixel Selection (SPS) where, instead of randomly selecting
Fig. 7: Test image *Mandrill* with artificially induced symmetry at $512 \times 512$ resolution (left) and spread of pixel magnitude changes due to quantisation for display on a pure phase device (right).

Fig. 8: Scatter plot of pixel value changes during quantisation of a continuous phase hologram against resultant error as well as expected square law relationship. Test image used is a $512 \times 512$ pixel version of Mandrill with induced rotational symmetry.
test pixels, test pixels are chosen sequentially from a list in order of decreasing quantisation change.

6. Results

![Graph showing convergence of direct binary search with random pixel selection (blue) against sorted pixel selection (orange) for a 512 x 512 pixel Mandrill test image being displayed on a binary phase spatial light modulator.](image)

For example, modifying the direct search algorithm in Figure 4 to successively test pixels in order of decreasing quantisation change provides the convergence graph shown in Figure 9 for a modified algorithm as shown in Figure 11. This uses the 512 pixel square Mandrill test image on a binary phase SLM and exhibits a 16.5% improvement in error reduction over 200,000 iterations.

Figure 10 shows a comparison of the effect this has on a rotationally symmetric text image.

![Figure 10: Binary image generated with 10,000 iterations of direct search (centre) and direct search with sorted pixel selection (right) for a rotationally symmetric 256 x 256 pixel target image (left). There is a 19.1% reduction in the mean squared error, when comparing the righthand image and the lefthand image.](image)

This improvement is not massive but is significant due to the very low cost of implementation. There are many sorting algorithms that operate in $O(n \log n)$ time where $n = N_x N_y$, which is the same complexity as the 2D FFT itself [22]. Combined with their widespread availability makes adding a sorting step at the start of a search algorithm trivial.
Additionally, it is notable due to its stability. While Figure 9 shows the case of showing *Mandrill* on a binary phase SLM using 200,000 iterations of a direct search algorithm, over 100 tests showed improvements in the range of \([14.7\%, 19.2\%]\) for a range of parameter combinations independent of:

- **Algorithm** - Simulated Annealing showed indistinguishable performance to the Direct Search case.
- **Resolution** - Both algorithms experienced similar relative performance increases for image resolutions between 64 pixels square up to 2048 pixels square.
- **Image** - While *Mandrill* was the primary test image used, tests with other images from the USC-SIPI image database [23]. This included tests with the USAF target with a very different initial power spectral density.
- **Iterations** - The relative performance gain was consistent at ~15% regardless of the number of iteration count.
- **Modulation Scheme** - While the graph shown in Figure 9 is for the case of a pure phase modulator, no difference in relative performance improvement was observed for the case of a pure amplitude modulator. The case of hybrid phase-amplitude modulation schemes has not yet been rigorously tested.
- **Modulation Levels** - Search algorithms are primarily used in the case of binary holograms as competing algorithms such as Gerchberg-Saxton offer better performance in the multi-level or continuous cases. Running tests for 8, 256 and continuous modulation levels showed no significant change in relative convergence improvement over the binary case.

The technique discussed here has been applied to far-field or Fraunhofer holograms. It is expected to be equally applicable to mid-field or Fresnel holograms as the addition of a phase rotation term does not change the heuristic arguments made earlier.

One final observation of note is that while error reduction showed a ~15% improvement, the total number of pixel changes accepted remained largely the same with the impact of successful pixel modifications rising in the SPS case.

7. **Comparison with Previous Work**

In this paper we presented a novel method of using the quantisation change to improve the family of search algorithms used in CGH.
Quantisation has been a focus of improvements in holography since the early 70’s and it has been recognised that quantisation changes cause a noise term in the reconstruction for several decades [24]. A number of papers have examined the expected proportion of error that will be caused by quantisation as opposed to other limiting factors such as energy conservation and a number of non-iterative algorithms have been developed for reducing this quantisation noise [25]. Non-iterative approaches have included adjusting point source locations spatially in the diffraction field [26] and the use of dummy areas with variable regions of interest [27].

Common iterative algorithms such as Gerchberg-Saxton (GS) deal with quantisation error as part of the expected whole [28]. Some sources have discussed quantisation error independently of other sources. For example, Yang et. al. discussed quantisation error in off-axis configurations [29]. HSAs are typically applied in applications with binary or low quantisation levels and quantisation is known to be a major error source [30]. A number of alternative quantisation techniques such as error diffusion have been used to attempt to reduce this as well as replay field manipulation approaches. [29,31]

To our knowledge no previous work has directly linked the quantisation change with expected error on a pixel-by-pixel basis. Figure 8 allows us to suggest, for the first time, a modification to popular search algorithms that improves performance with limited additional overhead.

8. Limitations and Future Investigation

This paper has considered only a small subset of holographic search algorithms. While the proposed approach is postulated to be equally efficacious in other cases, this has yet to be tested. This technique has also only been applied to phase insensitive, binary phase Fraunhofer holograms. Further study is required to examine its applicability to phase sensitive applications, alternative devices and the Fresnel region.

While this paper has sorted purely by quantisation change, it is likely that other variables will also have significant impact. It is expected that other features such as position in the replay field are likely to make a significant impact.

Also necessary of investigation is the behaviour when the number of iterations is higher than the number of pixels. Both of these issues can be addressed by use of the development of a probabilistic function that weights a number of parameters including quantisation change during the pixel selection step. Instead of iterating through a sorted list, the function would probabilistically select pixels with a greater chance of impact.

9. Conclusion

This work has presented a modification to existing holographic search algorithms with a relative convergence error reduction improvement in the range of [14.7%, 19.2%]. Tests were run for direct search and simulated annealing algorithms as well as a range of test images, parameters and spatial light modulators with very similar performance improvements in all cases.

Unlike traditional search algorithms where test pixels are selected randomly, this paper has presented a sorted variation where the pixels are sorted by the magnitude of the quantisation change immediately after back-projection. This was initially justified by some heuristic observations of the average nature of the back projected image and then trialled for a range of tests set-ups. While this is a general modification applicable to many HSAs and should not be regarded as a separate algorithm, it is proposed that this technique be referred to as Sorted Pixel Selection (SPS).

While the performance improvement is small, it is consistent across a wide variety of test cases as well as being cheap and easy to apply to existing set-ups. For large images, search algorithms can take many hours to run and the improvements observed offer a significant benefit.
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