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Abstract—Since the beginning of the COVID-19 pandemic, remote conferencing and school-teaching have become important tools. The previous applications aim to save the commuting cost with real-time interactions. However, our application is going to lower the production and reproduction costs when preparing the communication materials. This paper proposes a system called Pre-Avatar, generating a presentation video with a talking face of a target speaker with 1 front-face photo and a 3-minute voice recording. Technically, the system consists of three main modules, user experience interface (UEI), talking face module and few-shot text-to-speech (TTS) module. The system firstly clones the target speaker’s voice, and then generates the speech, and finally generate an avatar with appropriate lip and head movements. Under any scenario, users only need to replace slides with different notes to generate another new video. The demo has been released here1 and will be published as free software for use.

Index Terms—Avatar, Multimodal systems, Talking face, Few-shot TTS, Transfer learning, Metaverse

I. INTRODUCTION

Since the outbreak of COVID-19, teleconferencing or distance education has become more common in real life [1]. Many face-to-face interactions, such as interviews, school-teaching, academic/social events, etc., have had to be moved online due to the pandemic [2], [3]. Amid this trend, the workload of scholars, teachers, and business executives recording presentation videos has increased significantly. This recording effort is repetitive and not re-usable [4]. Therefore, there is a need for a system to ease these efforts, especially in the virtual space [5]. During an online-presentation, a real-time virtual human face could shorten the ‘distance’ between the audience and the speaker. At the same time, it is an urgent need to generate the face with relatively small data for the cloned voice and the vivid facial expression. In this way, our technology can help greatly reduce the repetitive workload in comparison with the old-fashioned way.

Since the early 2000s, some scholars have tried to provide authoring tools through which speakers can record presentation videos and upload slides [6]. This solves the problem of reusing presentation videos to a certain extent, but it is limited to replaying existing videos. For new topics or fields, speakers still need to spend time and effort repeatedly recording. Therefore, the combination of talking face [7] and few-shot TTS [8], [9] came into being. The task of talking face is to generate an avatar of the target speaker using a frontal photo of the target speaker and a driving video of an arbitrary person. Methods of talking face can be divided into two categories: 3D graphics-based models and 2D-based models. The 3D graphics-based models [10] are constructed for a specific subject and animate talking face by manipulating a 3D mesh of facial models. However this methods relies on 3D face models and is difficult to generalise to arbitrary human images. More recently, a 2D-based model [11] leverages the power of deep generative models to generate talking faces from scratch. Synchronization of avatar, audio, and lip movements is also a challenging task. Prajwal et al. [12] proposed a method using a lip-sync discriminator to enhance lip-syncing for arbitrary talking face videos and arbitrary speech in the wild, which has achieved the best performance in generating lip movements on images or videos. With the development of deep models, there are some efforts to develop few-shot TTS by voice conversion [13], [14]. But most of them can not achieve satisfactory results that can be applied in production. Furthermore, to the best of our knowledge, there is not much work on system-level multimodality of talking face and few-shot TTS.

This paper proposes a system, which consists of three modules, user experience interface (UEI), talking face and few-shot TTS module. The UEI enables users to upload materials and export outputs. The few-shot TTS can generate speech of arbitrary text based on a 3-minute recording, and the talking face module generates video of a presenter by inputting a front face photo. Our contributions can be summarised as follows:

- A system is proposed to automatically generate presentation slides video by collecting data from target speakers;
- A simple and effective few-shot TTS method is proposed to quickly clone a target speaker’s voice by 3-minute audio;
- A two-step talking face generation method is proposed to for arbitrary images and speeches.

II. SYSTEM ARCHITECTURE

The User Experience Interface (UEI) module is displayed on the demo page and the architecture of the system in Figure 1. This section will introduce the training and the inference phases of the backend engine.

A. System Training Stage

1) Few-shot TTS: The training phase of the Few-shot TTS module is shown in Figures 1(a) - (c). Specifically, Figures
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In finance, Metaverse may bridge the gap between customer service and customers. Specifically, given a pre-designed text, a 3-minute recording from the presenter needs to be collected. After that, the system automatically performs five text and audio processing stages in the background, namely Resampling, Silence Clip, Noise Reduction, Grapheme-to-Phoneme and Audio-Text Calibration modules. Audio is first resampled to the target sample rate by the toolkit ffmpeg [15], and then silences are clipped using a Hanning window according to a threshold, i.e. audio below the threshold is considered silent. This cropped speech segment is then fed into noisereduce [16] to reduce ambient noise and reverberation caused by users using non-standard microphones. At the same time the text is input into the Grapheme-to-Phoneme module and converted to the phonemic form of the International Phonetic Alphabet (IPA) via Phonemizer [17]. Finally, Audio-Text Calibration is performed by an automatic speech recognition (ASR) system to correct mispronounced phonemes based on the audio.

After the above 5-step process, the presenter’s 3-minute paired (text, wav) data is ready. Meanwhile, the Pre-trained Base model has been prepared in the background of the system. Through transfer learning technology, the system can quickly find the learning starting point in the model training process using the processed 3-minute audio data of the presenter, and achieve rapid convergence. The final step in Few-shot TTS model training is to select the optimal model. By listening to the generated audio, it is inefficient and difficult to distinguish the quality of the audio. Therefore, the system proposes to establish quantitative criteria named Best Model Search. They are, 1) no significant high frequency noise, 2) minimize the Mel Cepstrum Distance (MCD) between the generated audio and the ground-truth audio, and 3) minimize the mel reconstruction loss value. The system displays the first five model samples that meet the three conditions to the user for final manual selection.

2) Talking Face: The pipeline of talking face video generation is depicted in Figure 1(d). First, Image Animation is trained using Driving Video and Source Image (the first frame of the Driving Video). While in the inference phase, the driving video is a human video outside the training dataset. The talking face of the presenter with the driving video action can be generated by inputting a frontal photo of the presenter. Then, Speech to Lip Generation is trained with an Image Animation model and Input Speech to adjust the mouth movements to match speech and video content.

B. System Inference Stage

During inference, the manuscript of the presentation is fed into the Few-shot TTS model to generate the presenter’s speech. At the same time, a frontal photo of the presenter with a clean background is input into the Talking Face module to generate a dynamic avatar. The generated wavs and avatars are then input into the Speech-to-lip module and aligned with the powerpoint slides, thus getting the speaker’s talking video. This is portable and reusable to generate any type of presentation video.

III. METHODOLOGY

A. Talking Face

1) Image Animation: The process of image animation is to learn the motion trajectory from a driving video, then use the image of face S to animate according to the motion of the target face in the reference video D. Based on the FOM model, a self-supervised strategy is used for training, and a lot of videos with face category are collected. The model was used to train the reconstruction of video frames using source
image and motion latent codes learned from the video frame. During training, we extracted the source image and video frames from a same driving video. The motion was encoded as the combination of local affine transformations and keypoint displacements. During inference, the trained model is applied to the image and video from different people. The static face of the source image can generate an animation with the same motion of lip and head from the reference video.

The pipeline of Image Animation is shown in Figure 2. There are mainly two parts, one is the motion estimation, including Keypoint Detector, Affine Transformation, and Dense Motion, and the other is the Generator. A motion filed between reference frame $D \in \mathbb{R}^{3 \times H \times W}$ in video and the source frame $S \in \mathbb{R}^{3 \times H \times W}$ is predicted by the motion estimation. We can maps the keypoint location in $S$ with the point in the reference frame with the function of $T_{S \leftarrow D} : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ as the motion filed. Here backward optical flow was employed as $T_{S \leftarrow D}$. Finally, the Generator renders the animated image based on the source image and the motion field generated by the driving frame.

2) Speech to Lip Generation: To align speech fragments with the talking face’s lips and head movements, speech-to-lip generation is performed based on wav2lip [18]. A pre-trained expert lip-sync discriminator is used to detect synchronization in real videos. In the speech-to-lip model, consecutive video frames and audio segments are fed into the model, which is used to do the synchronization of video and audio in random windows. It contains an audio encoder and a video encoder, both built with a stack of 2D convolutional layers. The output embeddings of the video encoder and audio encoder are used to compute the L2 loss. A max-margin loss is used to control the loss between synchronizing pairs and the unsynchronized pairs.

With the lip-sync discriminator, the generator can penalize inaccurate frames during video generation. The generator $G$ consists of three components: 1) identity encoder, 2) speech encoder, and 3) face decoder. The identity encoder encodes reference frames concatenated with the target face, where the mouth region is masked, and consists of a stack of residual convolutional layers. The speech encoder, which encodes the input speech and then concatenates it with a face representation, is constructed from a stack of 2D convolutional layers. The face decoder consists of several convolutional layers and transpose convolutional layers for upsampling. Through the minimization of reconstruction loss, the generator is trained to generate frames close to the ground-truth ones.

B. Voice Clone

1) Base Model: The base model of this voice cloning module follows the end-to-end TTS framework, i.e. VITS [19], where the vocoder is modified to HifiGAN-v2 [20], and the stochastic duration predictor is pruned because the focus of this model is on voice cloning rather than generating audio with different prosody.

2) Few-shot TTS: Four methods including baseline models are proposed to perform the Few-shot TTS task:

- Benchmark: i-vector multi-speaker model. The work is following [21] using i-vector as the speaker embedding, which can learn the voice of any speaker based on one shot data of the target speaker;
- Imbalanced: Multi-speaker model with imbalanced data. The multi-speaker model is trained with 3 speakers, containing 2 speakers’ data from sufficiently large corpus and few-shot data of the target speaker;
- GST: the global style token (GST) model [22] aims to learn representations of different styles through unsupervised learning. This means that the model can handle multi-speaker tasks if each speaker is considered to have its own style. So a GST model is first trained with multiple speakers, and then the model is fine-tuned on few-shot data of the target speaker;
- One-to-one: Direct transfer from a single-speaker base model to a target-speaker model. The model structure remains unchanged when transfer learning is performed.

IV. EXPERIMENTS AND RESULTS

A. Dataset

During the training of talking face, there are two datasets for image animation and speech-to-lip generation respectively. The VoxCeleb [23] dataset for learning motion from source images to target reference frames contains 22496 videos of facial objects extracted from YouTube videos. To extract face parts, a bounding box is extracted for each frame of the video. Specifically, the bounding box of the first frame is set as the initial position, and the face is tracked in the frame until it is too far from the initial position. The smallest area which cover all the bounding boxes is set as the final crop part. This preprocessing process traverses the entire dataset video frames. Cropped sequences with resolutions lower than 256×256 are filtered out. Then, the remaining cropped sequence are resized to 256×256. Finally, 20047 videos are obtained, and the frames length is during 64 to 1024. The training size is set to 19522 videos and the test size is set to 525. The LRS2 [24] dataset is used to train lip-voice synchronization, which contains news and talk videos from BBC programmes. The dataset is divided into training, validation and test set according to the broadcast date of the video. The combination of the pre-training set of 96,318 utterances and the training set of 45,839 ones is the overall training set. 1,082 utterances are used for validation and 1,242 are for testing.

For the few-shot TTS task, the datasets are LJSpeech [25], BIAOBEI [26], and an internal Mandarin dataset, which
contain 13,100, 10,000, 15,000 of 22kHz audio clips of three different female speakers. Given a pre-designed manuscript, the target speaker needs to record 3 minutes of audio.

B. Experiment Setup

For the image animation model, we set a resolution of $256 \times 256$ for the dense motion predictor and the keypoint detector. For the network module, the architecture of UNet [27] is utilized with 5 conv2D blocks in the encoder, and 5 trans-conv2D blocks in the decoder, where the kernel size of the convolution layer is $(3, 3)$. The network is trained using Adam optimizer with a learning rate $2e^{-4}$ and batch size of 20. A learning decay mechanism is used at half and three-quarter training steps of the total epochs. For speech-to-lip generation, the model is trained with a batch size of 80 using Adam optimizer with a learning rate $1e^{-4}$, $\beta_1 = 0.5$, $\beta_2 = 0.999$. It should be pointed out that the weights of the lip-sync discriminator are frozen during speech-to-lip module training. For the few-shot TTS model, MOSNet [28] is used to score the overall quality on a 5-point scale. Higher MOS scores indicate better speech quality. Similarity has the same score scale as MOS, but focuses more on audio similarity between real and synthesized audio, which is conducted crowd-sourced by 30 raters to evaluate 30 audios. Word error rate (WER) is also calculated to evaluate robustness of the model.

C. Results

![Image 3. The results of the image animation with input a static source image to generate the target video with same motion of the driving video.](image)

**TABLE I**

| Model          | MOS     | Similarity | WER    | Base       | Target       |
|----------------|---------|------------|--------|------------|--------------|
| Benchmark      | 2.7 ± 0.02 | 4.0 ± 0.01 | 18.4%  | 1000h      | one-shot     |
| Imbalanced     | 4.0 ± 0.03 | 3.6 ± 0.02 | 8.3%   | 25h        | 5min         |
| GST            | 3.3 ± 0.01 | 3.4 ± 0.03 | 14.3%  | 25h        | 3min         |
| One-to-one     | 4.5 ± 0.02 | 4.0 ± 0.02 | 0.9%   | 10h        | 3min         |

Inputting the source image and driving video outside the training set, the results of the image animation model are shown in Figure 3. The model learns the motion trajectories of the driving video such that the static source image produces the same head and lip movements. The result of the image animation model is shown in Figure 3, with input source image and driving video. The image animation model learns the motion of the given driving video and makes the static source image vividly, and the source image and driving video both come from the training set. From the results, the pose of the source image changes significantly in columns 2 and 4, and the model can learn to detect keypoints and accurately generate target frames even in the presence of complex motion. The result generated by speech to lip is shown in Figure 4. The words and phonemes above the avatar are meant to show the corresponding text. As with image animation, the input speech and video are both in wild. The results show that our model is more accurate at lip-sync generation. We also conduct human perception tests, and let the tester to watch the synthesized video to decide the naturalness of the lip movement according to the heard audio. Specifically, our lip-synced videos are close to real synced videos through human perception tests.

As can be seen from the Table I, both Imbalanced and GST methods achieve reasonable results, verifying the effectiveness of both methods, but the one-to-one model achieves the highest MOS and similarity result. While benchmark only requires one-shot audio of the target speaker, the results of MOS do not achieve satisfactory results for industrial deployment. In addition, it has high requirements on the base model, requiring 1000+ hours of base audio, which is difficult to reproduce in new application scenarios. Therefore, the one-to-one method is chosen as the few-shot TTS solution for the system.

![Image 4. The result of speech to lip generation. The character was speaking in the frame is shown in the label and with red color font.](image)

**TABLE II**

| User Group                | Time Taken | Utilization |
|---------------------------|------------|-------------|
| Corporate executives      | 5min       | 85%         |
| Intelligent customer servers | 17min     | 70%         |
| Online education teachers | 15min      | 76%         |
| Scientific research scholars | 30min    | 50%         |

In addition, a comprehensive evaluation of the portability and reusability of the system is carried out. Specifically, the system provides experience for 20 people, including corporate executives, intelligent customer service, online education teachers, scientific research scholars, etc. After they get the talking face model through the system, the system evaluates...
the user utilization (total hours of video generated/time spent) and the time taken by the user. The results shown in Table II that it takes less than half an hour for users to collect their data so that their model can be reused in producing online presentation videos with utilization ranging from 50% to 85%. In theory, users can create an unlimited number of personal videos using their private keys. This demonstrates the convenience the system provides to the community.

V. CONCLUSION

In conclusion, this paper proposes a system that can generate a talking face solution of a target speaker given a frontal photo of the target speaker and a small amount of audio. When the system inputs lecture notes, the proposed system is able to automatically generate the speaker’s speech video, which can help the speaker save a lot of time in repeatedly recording slideshow videos. Previous applications have all aimed to reduce delivery costs by providing real-time and zero-commute solutions. However, when communication needs to propagate from one place to another, or even another virtual place in the Metaverse, our application will greatly reduce production and replication costs. In addition to conference scenarios, our system can also be used in other scenarios, such as online education. The system is planned to be released as free software for use by the community.
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