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Electric field induced instabilities of nematic molecules are of importance for both fundamental science and practical applications. Complex electro-hydrodynamic (EHD) effects such as electro-convection, fingerprint textures, spatiotemporal chaos, and solitons in nematics have been broadly investigated and generated much attention. In this work, dissipative solitons as a novel EHD phenomenon are realized in nematics with positive anisotropies, presumably for the first time. Unlike the ones reported recently in nematics with negative anisotropies whose formation and dynamics are mainly attributed to the flexoelectric and electro-convection effects, the solitons discussed here arise from the nonlinear coupling between the director field and the isotropic flow induced by ion motion. The structure and dynamics of the solitons are demonstrated and the influences of chirality, azimuthal anchoring and ion concentration are also investigated. Finally, we show that the propagation trajectory of solitons can be manipulated by patterned photoalignment and micro-particles can be trapped by them as vehicles for micro-cargo transport.

Introduction

Nematic liquid crystals (LCs) are self-organized anisotropic fluids with a long-range orientational order of molecules defined by the director, \( \mathbf{n} \). For several decades, research has been focusing on the dynamic response of LCs to electric fields, which led to the revolutionary development of liquid crystal displays (LCDs). An elementary unit, or a pixel, of a traditional LCD is composed of two glass substrates coated with a transparent electrode and a nematic LC confined between them. Reorientation of the director \( \mathbf{n} \), which also exemplifies the optic axis, can be induced by applying an electric field across the cell, leading to the modulation of the macroscopic refractivity. Such a behavior originates from the anisotropic properties of LC molecules, such as the dielectric permittivity and electrical conductivity, i.e., the permittivity \( (\varepsilon_{ij}) \) and conductivity \( (\sigma_{ij}) \) measured along \( \mathbf{n} \) are different from those \( (\varepsilon_{ij}', \sigma_{ij}') \), and conductivity, \( \sigma_{ij} \) measured perpendicular to \( \mathbf{n} \). The strong coupling between the reorientation of \( \mathbf{n} \) and the fluid velocity also enables nonlinear responses such as electro-convection (EC)\(^3\) and solitons (solitary waves).\(^3\)

Solitons are localized travelling waves that were first discovered in a shallow canal by Russell in 1834.\(^4\) They are ubiquitous and exist in various areas of physics, such as nonlinear photonics, magnetic matter, superconductors and also LCs.\(^5\) However, solitons of higher dimensions supported by the standard cubic nonlinearity suffer from severe instabilities.\(^6\) Generation of multidimensional solitons and manipulation of their mobility are still grand challenges in the science of nonlinear physics and materials. Studies on solitons in LCs have been carried out for over five decades.\(^7\),\(^20\)–\(^22\) They represent self-focused, continuous wave light beams and have promising applications in optical information technology.\(^6\) Topologically structured three-dimensional (3D) solitons in the form of torons or hopfions can be generated in cholesteric LCs by utilizing electric fields\(^17\)–\(^19\) or laser tweezers.\(^20\)–\(^22\) They are basically static but can also perform squirming motion driven by electric fields.\(^23\),\(^24\) They enable twist in all three spatial dimensions and are stabilized by strong energy barriers associated with the nucleation of topological defects.\(^20\)

Recently, multidimensional dissipative solitons driven by electric fields were observed in nematics.\(^25\)–\(^28\) These solitons represent spatially-confined director perturbations driven by electric fields that propagate rapidly through a slab of a homogeneously aligned LC and survive collisions with each other. So far, these solitons are only confirmed in LCs with a negative dielectric anisotropy, i.e., \( \Delta \varepsilon = \varepsilon_{ij}' - \varepsilon_{ij} < 0 \) and a relatively
small positive, or negative, conductivity anisotropy, $\Delta \sigma = \sigma_1 - \sigma_\perp$. It was indicated that they cannot exist in a LC with positive $\Delta \sigma$. This was anticipated from the fact that a positive dielectric anisotropy $\Delta \varepsilon$ will induce a dielectric torque which strongly inhibits the flexoelectric effect and space charges are the elementary conditions for the formation of these dissipative solitons. Such stringent conditions on the LC material (negative $\Delta \varepsilon$ and small positive or negative $\Delta \sigma$) would greatly limit broader research of these novel solitons, which are very important not only theoretically for nonlinear physics but also for practical applications such as targeted 2D delivery of optical information or mass transport via micro-cargos.

In this work, dynamic dissipative solitons are successfully generated in nematic E7 with positive $\Delta \varepsilon$ and $\Delta \sigma$. E7 is a standard liquid crystal, which has been broadly used in laboratories and industry worldwide. The nematic material is confined in cells spin-coated with a sulfonic azo dye SD1 and processed by the photointegration technique. In contrast to the conventional rubbing technique, photointegration not only avoids problems such as mechanical damage, electrostatic charge, or dust contamination, but also produces high-resolution multidomain alignment. Instead of forming a quasi-nematic phase (Frederichsz transition) as predicted by the standard model (SM) or some complicated EC patterns as reported in ref. 35, dynamic dissipative solitons are observed. The formation mechanism roots in the strong coupling between $n$ and the isotropic flow induced by ion motion, which is allowed by the relatively weak azimuthal anchoring strength of the photointegrated surfaces as well as the relatively high ion concentration of the sample due to a weak dissolution of the SD1 layers with time. The solitons are waves of director deformations that oscillate with the frequency of the applied alternating current (AC) electric field and can be observed in situ through polarizing optical microscopy (POM). The dynamics of the solitons was analyzed and tracked, and exhibited a wave-particle dualism. They can either pass through each other like waves or collide with each other and reflect like particles, a behavior which depends on the amplitude ($E$) and frequency ($f$) of the applied electric field. The influence of chirality on these solitons was further investigated by doping E7 with a chiral dopant. It is shown that the trajectories of moving solitons can be manipulated by a predesignated alignment pattern and micro-cargos, such as silica particles, can be attracted and transported by the solitons. Finally, the contribution of the weak azimuthal anchoring and the influence of ion concentration are demonstrated.

Results
Experimental setups
The nematic LC we used as the soliton medium is E7 with a positive dielectric anisotropy of $\Delta \varepsilon \sim 12$ and a positive conductivity anisotropy of $\Delta \sigma \sim 10^{-7} \, \Omega^{-1} \, m^{-1}$ (measured at 1 kHz, 50 °C). The nematic is aligned homogeneously in cells with thickness $d \sim 11 \pm 3 \, \mu m$. The homogeneous alignment is realized by the photointegration technique, in which substrates, spin-coated with SD1, are exposed to linearly polarized ultraviolet (UV) light. Either a sinusoidal or a rectangular AC field $E = (0, 0, E)$ is applied along the $z$ axis (perpendicular to the $xy$ substrate plane of the cell, Fig. 1) so that the sandwich cell acts as a plate capacitor. The sample is placed on a hot stage with its alignment direction, $m$, parallel to the $x$ axis, and observed through a polarizing optical microscope (POM) with crossed polarizers (the polarizer and analyzer are parallel to the $x$ and $y$ axes, respectively). More details about the experimental part can be found in the Experimental section of the ESL.

The structure of solitons
Independent “frog-egg-like” solitons are randomly generated in the nematic LC as $E$ increases above some frequency-dependent threshold ($E_0$). Outside the solitons, the sample shows a homogeneous dark state. Rotating the sample by a small angle, a periodic change of light intensity (monochromatic light source) is observed (Fig. S1, ESI†). This suggests that at low frequency $f_1$ due to the dielectric torque and its relaxation, the middle layer of $n$ oscillates with $f$ out of the $xy$ plane by a polar angle $\theta_m$ with respect to the $z$ axis (Fig. 1b). $\theta_m$ can be estimated from the dependence of transmitted light intensity on the polar angle, which changes from ~66° to ~70° periodically (Fig. S1, Experimental section, ESI†). In the $xy$ plane, the projection of $n$ onto the $xy$ plane aligns along $m$. Inside the solitons, the light intensity increases, indicating azimuthal deviations of $n$ from $m$. To identify the sign of the azimuthal angle ($\theta_m$ with respect to the $x$ axis, Fig. 1b), a first-order red plate compensator (530 nm) is inserted between the sample and the analyzer, with the slow axis $\lambda$ making 45° with the analyzer. Either yellow or blue can be distinguished due to the subtractive or additive effect of the phase retardations of the compensator and the nematic. By observing the solitons through a higher frame rate at 100 fps, a frequency-dependent modulation of $n$ is determined (Fig. 1a), which may be induced by the flexoelectric effect. Simultaneously, $n$ is oscillating out of the $xy$ plane with the polar angle $\theta_m$ due to the dielectric effect. It is also found that these solitons can move either parallel or perpendicular to $m$, which depends on their director structures. Fig. 1c shows the time-averaged structure of the solitons observed at a lower frame rate 10 fps. Solitons with a time-averaged mirror-symmetry director structure are relatively static (Fig. 1c(I)). As long as this symmetry is broken, which can be induced by factors such as background flows or local director distortions, the solitons start to move. Solitons propagating along the $x$-axis lack the symmetry with respect to the $y$-axis (Fig. 1c(II)). Vice versa, solitons propagating along the $y$-axis lack the symmetry with respect to the $x$-axis (Fig. 1c(IV)). A more severe deformation of $n$ in region 3 also can lead to an oblique motion with respect to the $x$-axis (Fig. 1c(III)). Additionally, the time-averaged director structure of the solitons shows a static biconcave structure. This may be attributed to the longer
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Generation and dynamics of solitons
As we suggested above, these dissipative solitons are driven by external AC electric field. Fig. 2a shows the threshold dependencies of different states of the sample on \( f \). Basically, the nematic firstly experiences a Freedericksz transition from the homogeneous state (inset I) to a quasi-homeotropic state where reverse-tilt domains (TIDs, inset II) are observed. These TIDs are transient and will eventually annihilate within several minutes. The threshold of the Freedericksz transition \( (E_N) \) is about 0.1 V \( \mu \text{m}^{-1} \), independent on the frequency. The solitons (inset III) emerge after the Freedericksz transition and show a frequency-dependent \( E_N \), which is proportional to \( f^{1/2} \) (left-top inset). This square-root dependence of \( E_N \) on \( f \) is observed in almost all the samples throughout our experiment, which indicates that the soliton is caused by an isotropic electro-hydrodynamic (EHD) instability.37–39 Such an interpretation is supported by the circular motion of tiny suspended dust particles observed both in the nematic and the isotropic phase at \( E_N \).37–40 On further increase of \( E \), periodic domains (inset IV) that extend gradually and eventually cover the entire electrode area of the cell, are observed. Just like the dissipative solitons observed in nematics with negative dielectric anisotropy,25,26 the ones here also show electric field dependent dynamics. Both the amplitude and the direction (either parallel or perpendicular to \( \mathbf{m} \)) of the velocity \( (v) \) of the solitons can be tuned electrically (Fig. 2b and Movie S1, ESI†). At \( f = \text{const} \), the amplitude of soliton velocity \( (v) \) increases with \( E \).

Generally, the solitons form randomly throughout the nematic bulk (Fig. 3a(ii)). This may be attributed to the instabilities induced by the motion of ions since weak flow patterns are observed during the formation. With the formation and motion of solitons, these flow patterns will subsequently disappear (Movie S2, ESI†). The explanation of soliton formation via ions can be further supported by the phenomenon described below. In the experiment, we first increase \( E \) above \( E_N \) to generate solitons. At an arbitrary time, \( E \) is decreased below \( E_N \) and the solitons instantly disappear. If we increase \( E \) above \( E_N \) within \( \sim 10 \text{ s} \), it is found that the solitons are generated at almost the same location before the decrease of \( E \). However, once the interval is longer (such as 30 s), new solitons are randomly generated in space. Taking a typical diffusion coefficient of ions in LCs of \( 2 \times 10^{-9} \text{ m}^2 \text{ s}^{-1} \), the delocalization of ions is about \( 20 \text{ s} \),27 which is consistent with our observation. Strong EHD flows can induce the solitons, too (Fig. 3a(ii) and Movie S2, ESI†). These flow patterns are usually observed at the edges of the cell or nearby disclinations. The solitons also nucleate near disclinations (yellow dashed line, Fig. 3a(iii)) and at irregularities, such as dust particles (Fig. 3a(iv)). One soliton can even split into two or more solitons (Fig. 3a(v)), which accompanies the elongation of the soliton. The elongation process results in a continuous accumulation of excess elastic energy, and the soliton fractionates when the energy penalty from the elastic deformation cannot be compensated by the effects of surface and dielectric interaction.27 Furthermore, the collision of two
solitons may also lead to the generation of new solitons (Fig. 3a(vi)). More details about the nucleation of solitons can be found in Movie S2 (ESI†).

The solitons show a wave-particle dualism during collisions with each other, which depends on the degree of offset, $\delta$ (the distance between the centers of the two solitons) as well as their motion direction (Fig. 3b–e and Movie S3, ESI†). When the solitons propagate parallel to $\mathbf{m}$, they behave more like waves. If $\delta$ is large enough ($0.5w_N < \delta < w_N$), the two solitons pass through each other with little influence on their structure and dynamics (Fig. 3b and c). On the other hand, when the solitons move perpendicular to $\mathbf{m}$, they behave more like particles. Especially when $\delta < 0.5w_N$, the two solitons collide and then reflect into opposite directions (Fig. 3d and e). Such a behavior may be attributed to the increased mismatch of the director field between solitons which depends on the structure of the solitons and the offset, $\delta$, between them.

**Dissipative solitons in CLCs**

The influence of chirality on the structure and dynamics of solitons was also investigated. Fig. 4a shows the director structure of a CLC soliton which changes periodically with $f$. It shows a torus-like structure (0 ms and 50 ms) which looks similar to the topological soliton called “hopfion”. In the middle layer of the soliton, the structure is skyrmion-like. In the center, $\mathbf{n}$ tends to be parallel to $\mathbf{E}$ due to the positive $\Delta_{e}$, and twists by $\pi$ in outward radial directions matching the quasi-homeotropic director $\mathbf{n}$ in the far field outside the structure. However, unlike the topological soliton reported in confinement-unwound CLCs, whose stability is protected by the competition between the soft perpendicular boundary conditions (homeotropic alignment) and the helicoidal structure of CLC, the ones reported here are dissipative solitons whose existence requires an external electric driving field; below a certain field amplitude $E$, they vanish. Fig. 4b shows the $E$ dependence of different states of the sample on $f$. The CLC firstly experiences a Freederickz transition which results in the fingerprint textures (inset II). By increasing $E$, the fingerprint textures gradually disappear due to the unwinding effect (inset III). The CLC solitons appear after the unwinding of helixes (inset IV). Just as for achiral nematics, the threshold of CLC solitons ($E_{\text{CLC}}$) also shows a square-root dependence on $f$. Further increase of $E$ results in the observation of a periodic domain that covers the entire sample (inset V). The velocity (both direction and amplitude) of the CLC solitons is also dependent on the electric field (Fig. 4c). At $f = \text{const}$, $v$ increases with $E$. It is observed that in contrast to the bidirectional propagation of solitons in achiral nematics, the propagation of the CLC solitons is more unidirectional (Movie S1, ESI†), which is similar to the schools of skyrmions in CLCs reported recently. However, unlike the schooling motion which is a collective phenomenon relying on the inter-skyrmion interactions, the unidirectional motion of our CLC solitons is more likely attributed to the local background flows. The dielectric oscillation of $\mathbf{n}$ as well as the motion of ions induces flows that break the symmetric structure of the solitons, and initiate their translation through the sample. The reason why the achiral solitons do not show such a unidirectional motion is not clear, but may be due to the different director structure (although the unidirectional motion of the achiral solitons can actually be induced by applying a different AC field which is additionally modulated with a higher modulation frequency $f_m$, such as $f_m = 50$ Hz, $f = 10$ Hz, Movie S4, ESI†). These flows are dependent on the local director field and can be very different in different regions. As can be seen in Movie S4 (ESI†), two crossed disclinations divide the region into four sub-regions. The background flow in each region is perpendicular to the one nearby, leading to a fascinating circular motion of solitons. The nucleation of CLC solitons is similar to the achiral ones (Fig. S3 and Movie S5, ESI†), and they also show the wave-particle dualism during collisions (Fig. S4 and Movie S6, ESI†). One distinct difference between the chiral and achiral systems is that, the diameter ($D$) of the chiral solitons shows a dependence on $E$, which gradually decreases with increasing $E$ (Fig. S5, ESI†).
Cargo transport and trajectory manipulation

It has been reported that distorted LC regions, such as topological defects, can attract colloidal particles. Since the solitons are actually self-confined director deformations, we here confirm that they too can attract particles. In Fig. 5a, an aggregate of two micro-particles is attracted by a soliton nearby and trapped in its center (Movie S7, ESI†). Besides, the solitons can even be used as vehicles for micro-cargo transport. In Fig. 5b, a micro-particle is carried by a soliton and moved through the nematic liquid crystal (Movie S7, ESI†). Furthermore, the propagating trajectory of the solitons can be controlled by the alignment of the cell substrates. In Fig. 5c, the nematic is divided into two regions with different alignment directions perpendicular to each other. In each region, the solitons move either parallel or perpendicular to m, depending on the applied electric field. Once a soliton crosses the boundary of the two regions, it will transform its structure and switch its moving direction to fit the new alignment direction (Movie S6, ESI†).

Discussion

Early studies on EHD instabilities in LCs have been focused on EC effects in nematics with opposite signs of anisotropies, e.g. negative Δe and positive Δσ,45 where EC rolls, such as...
“Williams domains” and “chevrons” are observed. In their case the destabilization is the charge separation mechanism introduced by Carr and Helfrich, which was later extended to a three dimensional theory, i.e. the standard model (SM). Nonstandard EC effects may arise in nematics with both negative \( \Delta \sigma \) and \( \Delta \epsilon \), but most of them can be explained by adding flexoelectricity effects to the SM. The SM predicts no EHD instabilities in nematics with both positive \( \Delta \epsilon \) and \( \Delta \sigma \). However, complex EC patterns, such as fingerprint textures, Maltese crosses and cellular patterns, have been observed for homeotropic anchoring condition. Various explanations, such as charge injection (known as Felici–Benard mechanism), isotropic flows, flexoelectricity and surface-polarization effects were proposed to account for the origin of the instabilities. However, a rigorous explanation of the formation is not available yet. On the other hand, in the case of homogeneous alignment, stationary Williams domains exist for small values of \( \Delta \epsilon \) (normally \( 0 < \Delta \epsilon < 0.4 \)) only, when the threshold of the EHD instability is lower than the threshold of the Freedericksz transition. For large values of \( \Delta \epsilon \) (just as it is the situation in our case), EHD instabilities are not expected, and only a homogeneous splay Freedericksz transition is predicted. However, EC patterns in the form of fingerprint textures and cellular patterns were in fact observed in ref. 35, but the authors did not give a convincing explanation for their formation.

The EHD instabilities as a form of dynamic dissipative solitary waves has been reported only very recently and only in nematics with negative \( \Delta \sigma \). Their formation was attributed to flexoelectricity and space charges. It was not expected that such solitons can also exist in nematics with positive \( \Delta \epsilon \) since both factors are inhibited. The reason for the generation of solitons in our experiment is attributed to special conditions,
namely a relatively high ion concentration in combination with weak azimuthal anchoring. The high concentration of ions induces stronger isotropic flows. These flows are the prerequisite for the solitons' generation, as they break the stability of the system (Fig. 3a). The weak azimuthal anchoring allows the periodic azimuthal oscillation of \( n \) in the \( xy \) plane and thus keeps the structure of the solitons from collapsing.

To demonstrate the influence of the azimuthal anchoring on the generation of solitons, commercial cells coated with rubbed polyimide and filled with E7 were additionally tested. It is well known that rubbed polyimide layers provide strong azimuthal anchoring for thermotropic LCs, which is of the order of \( 10^{-3} \) J m\(^{-2}\) for E7.\(^{35} \) In contrast, the azimuthal anchoring of the photoalignment layer (SD1) in our experiment is only \( 2.2 \times 10^{-5} \) J m\(^{-2}\) according to our measurement (Fig. S6, Experimental section, ESI\(^{†}\)). By applying an AC field to the commercial cell, it goes through a Freedericksz transition at low \( E \) and keeps a quasi-homeotropic state at high \( E \). At low \( E \), by rotating the sample by a small angle with \( m \) deviated from the \( x \)-axis, a periodic change of light intensity is observed, which is due to the oscillation of \( n \) out of the \( xy \) plane. The tilting angle \( \theta_m \) is estimated from the dependence of the light intensity on the polar angle, which changes with \( f \) from \( 67^{\circ} \) to \( 72^{\circ} \) (Fig. S1, Experimental section, ESI\(^{†}\)). No EHD instability effect is observed after the Freedericksz transition. On the other hand, E7 is also filled into a cell spin-coated with polyvinyl alcohol (PVA) solution and rubbed with velvet. It has been reported that rubbed PVA provides a relatively weak azimuthal anchoring of the order of \( 10^{-5} \) J m\(^{-2}\),\(^{60} \) which is a value comparable to our photoalignment layer. By applying an AC field to the sample, solitons are observed after the Freedericksz transition. However, unlike the ones in the cells processed by photoalignment, the ones in the PVA cell cannot move efficiently, instead, they look like they are trapped and can only vibrate locally (Movie S8, ESI\(^{†}\)). This may be due to the poor rubbing alignment, dust contamination, and static electric effects produced during the rubbing process.

The influence of ion concentration is also investigated by doping different concentrations of an ionic dopant (ASE2, Fig. S7a, ESI\(^{†}\)) into E7. We estimate the ion concentration by measuring the conductivity \( \sigma_\perp \) and the dielectric loss \( \varepsilon_{\perp}'' \) of the sample (Fig. S8a, ESI\(^{†}\)); the higher \( \sigma_\perp \) and \( \varepsilon_{\perp}'' \), the higher the ion concentration.\(^{64} \) E7 doped with 0 wt\%, 0.1 wt\% and 0.5 wt\% ASE2, respectively, were filled into commercial cells (rubbed polyimide), and solitons are observed in the sample doped with 0.5 wt\% ASE2 (Fig. S8b, ESI\(^{†}\)). It should be noted that the solitons are only observed at the edges of the ITO electrodes (Movie S8, ESI\(^{†}\)), which may be due to the stronger EHD instabilities there. At higher \( E \), periodic EC rolls whose wave vector are parallel to the rubbing direction are observed as reported in ref. 35.

Moreover, we also find that the ion concentration of the samples processed by photoalignment technique changes with time. Both \( \sigma_\perp \) and \( \varepsilon_{\perp}'' \) increase greatly within a time period of 3 days (II) and then remain saturated (III, 10 days later) (Fig. S9a, ESI\(^{†}\)). The increase of ion concentration could be attributed to a weak solubility of SD1, which is an ionic material, in the LC E7 (Fig. S7b, ESI\(^{†}\)). The influence of such an increase is discussed below. As mentioned before, the solitons randomly form in space as long as \( E \) surpasses \( E_N \), which is attributed to the instabilities induced by ionic motion. The distribution of the ion concentration throughout the sample is not homogeneous, the regions with higher ion concentration generate solitons more easily, which means that \( E_N \) in different regions is slightly different (generally the difference is smaller than 0.1 V \( \mu \)m\(^{-1}\)). To eliminate this difference, we confine our measurement to the same region (770 \( \mu \)m \( \times \) 409 \( \mu \)m). In Fig. S9b (ESI\(^{†}\)), it is found that in the usual case (I, 0 days), the solitons firstly nucleate in the vicinity of a dust particle (inset), with most part of the region exhibiting no solitons. By slowly increasing \( E \) (\( \sim 0.02 \) V \( \mu \)m\(^{-1}\) per 30 s), the number of the solitons increases gradually mainly due to the random generation and proliferation effect (Fig. 3a), and the solitons gradually fill up the region. It should be noted that the reason why we do not use the number density of solitons to represent the covered area is because the solitons generate randomly and inhomogeneously, i.e. the number density of soliton changes greatly in different sub-regions. The amount of solitons reaches the maximum at \( \sim 1.05 \) V \( \mu \)m\(^{-1}\) and then gradually decreases. In contrast, after 3 days (II), it is found that when \( E \) surpasses \( E_N \), the solitons generate homogeneously throughout the region and the densities of solitons in different sub-regions are similar to each other. This may be caused by the increase of the overall ion concentration of the sample diminishing the differences among different sub-regions. By increasing \( E \), more solitons generate in a rather narrow range of \( E \) and the amount of solitons reaches a maximum at \( \sim 0.65 \) V \( \mu \)m\(^{-1}\). The maximum is almost twice as large as the one in case I. Further increase of \( E \), causes the amount of solitons to decrease gradually and finally reach saturation. It is also found that the threshold \( E_N \) decreases by \( \sim 0.1 \) V \( \mu \)m\(^{-1}\). Such a decrease may be attributed to the increase of the ion concentration, and can be found throughout the sample. In Fig. S10 (ESI\(^{†}\)), the \( E_N \) of a region nearby the edge of the ITO electrode is also found to be decreased, but with a smaller amplitude.

To further verify that the formation of solitons arises from the properties of the photoalignment, and is not a privilege of E7 alone, 5CB (4-cyano-4′-pentylbiphenyl), another well-studied LC which has been broadly used both in laboratories and industry, is filled into a cell spin-coated with SD1 and processed by photoalignment. Just as for E7, both \( \Delta \varepsilon \) and \( \Delta \sigma \) of 5CB are positive.\(^{23} \) Dissipative solitons are observed at \( E \) above \( E_N \), and the \( E_N(f) \) also shows the before observed square-root dependence (Fig. S11b, ESI\(^{†}\)). Besides, it is found that the behavior of the solitons in 5CB is similar to case II of E7 (Fig. S9, ESI\(^{†}\)), which may be attributed to a higher ion concentration of 5CB (Fig. S11a, ESI\(^{†}\)).

**Conclusion**

In summary, dynamic dissipative solitons are realized in nematics with both positive dielectric and conductive anisotropies.
The structure and dynamics of the solitons are demonstrated and the influences of chirality, azimuthal anchoring and ion concentration are investigated. The underlying mechanism of the formation of the solitons is still not very clear and requires further experimental and theoretical investigations.\textsuperscript{52,65} However, generally, it may be attributed to the strong coupling between the director field and the isotropic flow, which is allowed by the weak azimuthal anchoring of the photoalignment as well as the relatively high ion concentration. Our work not only contributes to the investigation of EHD effects in LCs and nonlinear systems in general, but also provides a simple way for generating and manipulating multi-dimensional solitons, as well as exploiting them for micro-cargo transport.
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