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As algorithmic risk assessment instruments (RAIs) are increasingly adopted to assist decision makers, their predictive performance and potential to promote inequity have come under scrutiny. However, while most studies examine these tools in isolation, researchers have come to recognize that assessing their impact requires understanding the behavior of their human interactants. In this paper, building off of several recent crowdsourcing works focused on criminal justice, we conduct a vignette study in which laypersons are tasked with predicting future re-arrests. Our key findings are as follows: (1) Participants often predict that an offender will be rearrested even when they deem the likelihood of re-arrest to be well below 50%; (2) Participants do not anchor on the RAI’s predictions; (3) The time spent on the survey varies widely across participants and most cases are assessed in less than 10 seconds; (4) Judicial decisions, unlike participants' predictions, depend in part on factors that are orthogonal to the likelihood of re-arrest. These results highlight the influence of several crucial but often overlooked design decisions and concerns around generalizability when constructing crowdsourcing studies to analyze the impacts of RAIs.
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1 INTRODUCTION
Risk assessment instruments (RAIs) are increasingly deployed in critical domains, including finance, education, criminal justice, child welfare, hiring, and healthcare [8, 21, 63, 68, 71, 74]. Rationales for adopting these tools often center around efficiency: The hope is that RAIs might offer fast, accurate, objective, and cheap decision-making at scale [56]. To assess the potential benefits and disadvantages of RAIs, common practice is to compare their statistical properties against the status quo. However, while most research on algorithmic fairness, accountability, and transparency has focused on RAIs in isolation, a broad recognition is emerging, particularly within the HCI community, that many of these tools must be studied as situated in human-in-the-loop systems.
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While it can be challenging to assess the predictive performance and fairness properties of RAIs in isolation [17, 33, 46, 47, 51], investigating their impact on systems where the human is the ultimate decision maker introduces a new layer of complexity. Perhaps the most direct evidence bearing on these questions comes from longitudinal studies of real-world systems [16, 20], particularly within the criminal justice setting. Several such studies have argued that these RAIs did not substantially improve the quality of the judicial decisions [7, 77] and in some cases amplified the existing disparities [1]. In studies that reported more positive outcomes, the RAI was often deployed as part of broader criminal justice reforms, making it difficult to isolate the effect of the algorithmic tool from other explanatory factors [5, 37].

In order to overcome the difficulties of characterizing decision-making and the impact of RAIs on systems where the human is in-the-loop, many researchers have turned to lab experiments [6, 65, 85, 86]. Findings from these studies, however, may not generalize to real-world high-stakes contexts because study participants, who are typically recruited on crowdsourcing platforms, are not representative of experts and because, unlike experts, they are not actually making decisions (only predictions). Still, results from these studies can elucidate general phenomena that characterize human-in-the-loop decision-making frameworks. In addition, the predictive performance achieved by study participants can arguably be seen as a benchmark for expert decision makers.

Many studies in this line of research have focused on the criminal justice context [9, 26, 38–40, 43, 53]. These works have mainly examined predictive performance and fairness properties concerning the study participants’ predictions of defendants’ future criminal recidivism, often using the ProPublica COMPAS dataset [3]. However, their survey designs exhibit several key differences, such as the number and type of predictions elicited from participants, the structure of financial rewards, and the requirements participants had to satisfy to take part in the study (longer discussion in §2).

In this paper, we first characterize some of the aforementioned differences across survey designs and then introduce our empirical study to determine how these factors impact crowdworkers’ predictions of future criminal recidivism. More specifically, we identify four research questions (RQs) that we believe are important considerations for assessing the generalizability of results from these studies but, to our knowledge, have not been addressed by prior work:

**RQ1** Do evaluations of participants’ responses depend on the type of predictions that are elicited? More specifically, can we infer participants’ (binary) outcome predictions only based on their (probability) risk estimates? Does this matter for evaluations of participants’ predictive performance and reliance on the RAI?

**RQ2** What is the impact of anchoring effects on participants’ predictions? In other words, do participants respond differently if they are asked to pre-register provisional responses before being shown the RAI’s recommendation?

**RQ3** How much time do participants spend on the assessments?

**RQ4** How do predictions (of re-arrest) and judicial decisions (to incarcerate) differ?

To investigate RQ1–4, we designed a vignette study (the “survey”) where laypersons recruited on Amazon Mechanical Turk were asked to predict future recidivism of a series of criminal offenders with and without the assistance of an RAI (see §3). Participants were shown short descriptions of the offenders and then asked to assess the likelihood and predict whether the given offenders would be rearrested. By employing a between-subjects design, we tested whether participants anchored on the RAI’s recommendations when these were presented at the outset together with the offender’s description.

Our results (§4) indicate the importance of asking participants separately about their *probability* predictions and their (binary) *outcome* predictions: (1) The study participants often predicted re-arrest even when they deemed the likelihood of re-arrest to be well below 50%. The distinction
matters for evaluations of participants’ predictive performance and reliance on the RAI. For example, we find that participants substantially updated their risk estimates in the direction of the RAI’s recommendation, but they rarely revised their binary predictions to match the RAI’s (binary) prediction. Interestingly, participants self-reported revising their risk estimates almost twice as often as their binary predictions after seeing the RAI’s recommendation. (2) Interestingly, we do not find any evidence of participants anchoring on the RAI’s predictions. Instead, surprisingly, the revised risk estimates made by participants in our non-anchoring condition were significantly closer to the RAI’s. (3) By tracking the time spent on each vignette, we discover that many participants take a long time to complete the survey but actually spend surprisingly little time on each case (average=15 seconds, median=10), taking long breaks. Moreover, because many participants perform similarly and few outperform the RAI, their predictive accuracy does not constitute a reliable proxy of time spent. (4) Finally, we discuss crucial differences between the predictive task and judicial decisions that make it difficult to draw direct conclusions about the latter from crowdsourcing studies such as ours. We present an analysis of real judicial decisions, which suggests that judicial decisions, unlike participants’ predictions, depend not only on the offender’s likelihood of recidivism but also on the gravity of the crimes committed.

To facilitate the reproducibility of our analysis, we have obtained IRB approval from Carnegie Mellon University and participants’ consent to publicly share the data collected as part of our experiment. Our data and code for the analysis are available at www.github.com/ricfog/the-impact-of-algorithmic-rais.

2 BACKGROUND

We focus our treatment of related work primarily on crowdsourcing studies on the prediction of criminal recidivism [9, 26, 38–40, 43, 53, 78]. These studies mainly involve related prediction tasks in which participants are asked to predict the likelihood that a defendant or an offender, if released, will be rearrested within a specified period of time. Factors that would likely influence decisions but not predictions, such as the defendant’s ability to pay bail or their culpability, are intentionally excluded. Factors that are not recorded in the data used by the RAI, such as the defendant’s and prosecutor’s arguments, are also (necessarily) left out. These studies speak to the gains in efficiency that should be expected if judges were to make decisions only based on the defendant’s likelihood of re-arrest and the information present in the data. As our analysis will show (see §4.4), these results do not directly inform the impact of future deployments of RAIs; yet, they potentially provide a benchmark for the predictive performance of these human-in-the-loop systems.

Existing studies have mainly focused on two key questions: (i) how the predictions of study participants (alone) compare to the RAI’s; and (ii) whether and how the RAI’s recommendations are taken into account by participants. In terms of the former, the influential study of Dressel and Farid [26] found that, on the ProPublica COMPAS dataset [3], the predictive accuracy of their study participants’ (crowdworkers) was comparable to that of the COMPAS RAI. The authors concluded that laypersons performed no worse than COMPAS. Successive studies replicated this finding [40, 43, 53]. However, they also found that participants’ predictive performance was considerably lower than the RAI’s when outcome feedback was removed, the base rate was decreased, or when the area under the curve (AUC), instead of accuracy, was considered [43]. These results should not be surprising for two reasons. First, humans tend to ignore information about the base rate, a phenomenon known as “base rate neglect” [48, 60]. This bias, however, is mitigated when outcome feedback is provided [36]. Second, even simple RAIs achieve predictive accuracy similar to that of COMPAS [2], but ranking offenders by their risk of recidivism (i.e., regression) represents a “harder” statistical problem. Studies in the second line of work, which investigated human predictions in presence of the RAI, generally found that the RAI led to small or no increments...
in the predictive performance of participants’ predictions [39, 81]. Two related studies observed differential compliance with the RAI’s recommendations across defendants’ racial groups: They found that providing participants with the RAI’s prediction led to a larger increase in the predicted risk of re-arrest for Black defendants compared to White defendants [38, 39], a phenomenon that the authors named “disparate interactions”. In our study, we found that participants, when presented with the RAI’s recommendations, performed worse than the RAI across all the metrics that we considered (§B.1). In addition, we note that we were not able to replicate the disparate-interactions effect (§B.3).

However, some of the survey designs employed by these experiments present notable differences. In the following paragraphs, we describe some of such differences and discuss, based on both past and our own work, how these design choices can impact the predictions made by study participants.

In eliciting predictions, some studies asked participants for their risk estimates (probabilities) [38, 43], whereas others asked for (binary) outcome predictions of re-arrest [26, 53]. Vaccaro and Waldo [81] collected both and Grgić-Hlača et al. [40] had participants provide confidence ratings. To derive binary predictions from risk estimates, Jung et al. [43] assumed that participants would have predicted re-arrest for a defendant whenever their risk estimate was larger than 50%. However, it is well known that many individuals, even expert decision makers, can struggle with poor numeracy skills [10, 52, 72, 82]. In addition, individuals may base their decisions on a distorted version of the estimate of the risk, e.g., by overweighting small probabilities [44, 66]. One recent crowdsourcing study on uncertainty visualization has found that individuals that were poor at probability judgments did well on decision tasks [45]. Consistent with this evidence, our results support the hypothesis that participants’ binary predictions cannot be simply obtained by converting risk estimates at a fixed threshold (§4.1).

Past studies also differ in the stage at which the RAI’s recommendation was presented to the participants. In one of these studies [38], the defendant’s description and the RAI’s recommendation were presented to participants at the same time. In another [40], the RAI’s information was made available only after the participant had made an initial prediction. However, the psychology and behavioral economics literature suggest that participants might rely on the RAI more heavily in the former setting due to a phenomenon known as the anchoring effect, a.k.a. “anchoring and adjustment heuristic” [31, 60, 80]. According to this heuristic, participants that are presented with a novel “anchor” would first try to assess whether the anchor equals the target and then adjust its value. The final answer generally tends to be biased in the direction of the anchor. In the setting of our study, anchor and target are represented by the RAI’s recommendation and the defendant’s recidivism outcome respectively. Since individuals are often unable to accurately describe their own cognitive mental processes [59, 84], hypotheses around this phenomenon need to be empirically tested. This cognitive bias has been shown to affect judicial decision-making [13, 28–30, 57] and it has been studied in at least three other crowdsourcing experiments [12, 39, 81], two of which focused on recidivism RAIs. Close to our work is Green and Chen [39], which examined the effect of anchoring on participants’ risk estimates, finding that participants that had pre-registered their answers achieved higher predictive performance. In our experiment, performance was nearly identical across the two settings. Surprisingly, we found no evidence of anchoring bias: The risk estimates made by the participants that had to pre-register their predictions before seeing the RAI’s recommendations were closer to the predictions made by the RAI (§4.2).

The studies also differ considerably in the number of defendants’ profiles that were shown, the requirements that workers had to satisfy in order to participate, the structure of the financial compensation, the number and form of attention checks. These factors likely impacted the amount of effort made by participants in the study. But none of the studies has tried to quantify the effort that participants make on each prediction, an aspect that seems especially important for ecological
validity. Problematically, for these tasks, even participants that answer carefully can achieve low predictive accuracy and thus accuracy may not be a reliable proxy for effort. Alternatively, one might consider the time spent by participants on the entire survey, which many past studies have reported [38, 40, 53, 81]. By taking into account the number of defendants shown in each of these surveys, a quick computation suggests that, on average, the prediction for a single defendant may take less than 15 seconds. In our study, we show that, while this actually corresponds to the average time spent by our survey participants on each of the assessments, it varies widely both across participants and across vignettes (median=10 seconds) (§4.3).

Another difference in survey designs that is worth mentioning, but whose consequences we don’t explore in this work, is the type of the RAI’s recommendation that was displayed in the vignette. In past studies, participants were presented with the raw risk estimate of the RAI [38], the prediction binned into risk scores [81], or just the binary prediction [40]. The type of RAI’s prediction that is communicated has been shown to impact participants’ judgments in crowdsourcing studies [50, 86] and even decisions made in the criminal justice context [73]. In §4.1, we show that participants often do not revise their binary prediction in the direction of the RAI’s. In contrast, Grgić-Hlača et al. [40] found that when study participants revised their (binary) predictions, they did so to match the RAI’s in almost the majority of cases. In light of our results around how people convert risk estimates into binary predictions, the seeming contrast between the two results is likely attributable to our design choice of providing participants only with the RAI’s risk estimate and not its binary prediction.

We now focus on one last important difference: the target of the studies. As we mentioned before, the goal of some of these experiments was to compare the predictive performance of the RAI with that of laypersons [26, 43]. The goal of other studies was, instead, to highlight potential unintended consequences arising from the use of RAIs in judicial decision-making [38, 40]. However, there is a clear disconnect between predictions of re-arrest, which were collected through the surveys, and decisions (e.g., of whether to incarcerate), which are made by judges. In particular, the risk of criminal recidivism, on which participants’ predictions are based, represents only one of multiple factors that judges (are allowed to) account for in their decision-making process. Our results show that these differences cannot be easily reconciled in the criminal sentencing setting, especially in context of sentencing considered in our study (§4.4).

3 DATA AND METHODS
This section is organized as follows. First, we provide an overview of the dataset and of the statistical modeling used to develop the RAI (§3.1). We then cover task and experimental design (§3.2), procedure (§3.3), and recruitment process (§3.4). Lastly, we present the methodology used for the analysis of the results (§3.5). In Appendix §E, we also describe a small pilot study that we ran while developing the current experiment. The pilot is different in several ways from the main study, such as in the compensation scheme, which was not tied to performance.

3.1 Data and development of RAI
3.1.1 Data. The set of offenders used in our survey comes from a private dataset provided by the Pennsylvania Commission on Sentencing. The data contain information about offenders sentenced in the state’s criminal courts. In our analysis, we considered only offenders whose race, as recorded in the data, was White or Black. The final dataset consisted of 117,464 observations, 65% of which corresponded to White offenders. For each of the offenders, we know whether they were rearrested within three years from the time of release from prison or imposition of community supervision. The overall base rate was 41.9%, while the re-arrest rates for Black and White offenders were 51% and 37.1%, respectively. We split the full data into train and test sets (70%-30%) prior to model
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Table 1. Summary statistics for the offenders contained in the full dataset and in the subset of offenders extracted for the survey. Age is measured in years. Standard deviations (“sd”) are reported in parenthesis. The marginal distributions of the offenders’ prior number of charges, type of offense committed, and age of first arrest in dataset and survey sample are also similar, but are omitted from the table.

|                             | dataset     | survey sample |
|-----------------------------|-------------|---------------|
| share of male offenders     | 79.0%       | 79.1%         |
| share of White offenders    | 65.3%       | 65.1%         |
| number of prior arrests (sd)| 3.8 (4.9)   | 3.8 (4.9)     |
| mean age (sd)               | 31.2 (10.4) | 31.4 (10.3)   |
| mean age of first arrest (sd)| 23.5 (8.6) | 23.5 (8.6)    |
| prevalence of re-arrests    | 41.9%       | 42.0%         |
| number of offenders         | 117464      | 3523          |

training. A sample of 3,523 observations were further selected from the test set using stratified random sampling to ensure that the resulting sample reflected the test population on race, sex, age, and re-arrest status. These observations were used in the survey. Summary statistics for the dataset and the survey sample are reported in Table 1.

3.1.2 Development of the RAI. We used the available data to train RAIs that predict 3-year post-release re-arrest using demographic features (age, sex, and race), information about the current charge (type of offense and whether it is a misdemeanor or a felony), and several features reflecting prior criminal history (e.g., past number of arrest and charges for several offense categories). We trained logistic regression, Lasso [79], random forest [11], and extreme gradient boosting (XGBoost) [15] models on the training data, tuning the hyperparameters via cross-validation. The four models showed similar performance on the holdout set: Prediction accuracy was around 66% and the area under the curve (AUC) was approximately 70%. These AUCs are comparable to those of other recidivism RAIs that are deployed in jurisdictions across the country, such as COMPAS [25] and the Public Safety Assessment (PSA) [22], among others [24]. All models were fairly well calibrated overall and, at a classification threshold of 0.5, they all predicted re-arrest for approximately 30% of the offenders in the holdout set. We also assessed the models for racial predictive bias, finding that the Lasso and random forest models were both racially well-calibrated. More details on our assessment of predictive bias in the predictions are provided in §A. Given the similarity in overall performance across the four models, we decided to adopt the Lasso for our experiments, since it was the simplest model that we found to be racially well-calibrated. For this part of the analysis, we used the tidyverse [83] and tidymodels [49] sets of packages in R [67].

1We included race among the predictors because all modeling approaches on our data that excluded this feature resulted in re-arrest risk being overestimated for White offenders relatively to Black offenders. This over-estimation phenomenon has been documented for other RAIs, including some presently in use or under consideration for use [22, 62]. The use of race as an input to improve the predictive bias properties of the model has recently been discussed in Skeem and Lowenkamp [75]. Here, we acknowledge one strong objection to the use of risk assessment in criminal justice decision-making: Re-arrest may be a racially biased measure of offending—due to disparities in how different groups are policed. Thus an unbiased predictor of re-arrest may nevertheless be a biased predictor of offending [33]. However, the participants in our study are explicitly asked to assess the likelihood of re-arrest, so the RAIs predictive bias as a predictor of re-arrest is precisely the property at question.
3.2 Task and experimental design

In the survey, participants were tasked with predicting the likelihood and the occurrence of a re-arrest for a series of 40 offenders. The profile of each offender was presented through a descriptive paragraph based on a subset of the features that had been used to train the RAI. For each offender, participants were asked the two following questions: \((Q^p) \) "What is the likelihood of this offender being rearrested in the three years following release?" and \((Q^b) \) "Do you think that the offender was rearrested in the three years following release?". The possible answers to \(Q^p\) were probabilities on a scale 0%-100% in bins of 1% which could be selected using a slider scale. The initial value of such slider was randomly set at either 0% or 100% when the participant entered the survey. Instead, \(Q^b\) required a negative or positive answer which could be selected using radio buttons. Two examples of vignettes are shown in Figure 1 (see also the structure of the vignette in §C.6).

The core task in the survey consisted of three consecutive parts, which consisted of 14, 25, and 1 offenders’ assessments respectively (see Figure 2). We now describe each of these in turn.

In the first part of the survey (offenders #1-14 in Figure 2), participants were provided with outcome feedback, but the RAI’s predictions were not made available to them. Participants were asked to record their responses \((Q^p_p, Q^b_p)\) and \(Q^b\) and given feedback after each prediction. The feedback was as follows: "The offender was/was not rearrested in the three years following release", which was shown in green if the participant’s prediction for \(Q^b\), the binary prediction question, was accurate and in red otherwise. Offenders’ profiles were randomly drawn from the survey sample.

In the second part of the survey (offenders #15-39), outcome feedback was removed but participants were shown the RAI’s predictions. We employed a between-subjects design to study the effect of anchoring, assigning participants to one of two conditions, which we call anchoring and non-anchoring. The participants that were assigned to the anchoring condition were shown the offender’s profile and the prediction of the RAI in the same vignette \((Q^p_p, Q^b_p, RAI)\). Here, the RAI serves as the anchor. Instead, if assigned to the non-anchoring setting, participants were first asked to estimate the likelihood \((Q^p_p)\) and predict the occurrence \((Q^b_p)\) of a re-arrest based on the offender’s profile alone, as they had done during the first part of the study. After submitting a response, they were presented with the RAI’s prediction for the given case and were allowed to revise their own predictions \((Q^p_p+RAI, Q^b_p+RAI)\). The randomization scheme was based on Efron’s biased coin design [27]. In this part of the survey, participants were shown the descriptions of a set of offenders that were drawn from the survey sample either randomly or controlling for the RAI’s predictive accuracy to be around 67%. However, due to a glitch, some of the participants were shown all cases for which the RAI’s binary predictions were accurate first. One past work found that the order in which the offenders’ profiles were ordered did not affect participants’ reliance on the RAI, even when outcome feedback was given [40]. Since the study participants affected by the glitch were equally split across the anchoring and non-anchoring conditions (see Table 2 in §B.4)

---

2 The accuracy of the models trained on this subset of features were all around 65%-66%, which is nearly identical to the 66% accuracy achieved by the Lasso model selected as our final RAI. The additional features relied upon by the Lasso model were helpful in achieving model calibration, but were excluded from the vignettes to make the offenders’ descriptions sufficiently brief for participants to process. Those features are counts of the offender’s past arrests for specific crime types.

3 As shown in Figure 1, in the survey we used the term “defendant” rather than “offender”.

4 In these 14 trials, we provided outcome feedback to make participants more comfortable with the task and, at the same time, to mitigate the possibility of base rate neglect. However, it is likely participants learnt even after the end of this part of the survey. For example, Jung et al. [43] reported using only the last 10 (out of 50) responses given by participants because of learning effects.

5 More specifically, the probability of assignment was 1/2 for the first participant of the survey, and was adjusted according to Efron’s biased coin design [27] for successive participants. According to this biased coin design, participants were assigned to the anchoring setting with probability 2/3 if the majority of past participants had been assigned to the non-anchoring setting, 1/3 if the majority of past participants had been assigned to the anchoring setting, and 1/2 otherwise.
Fig. 1. The top and bottom panels provide examples of vignettes that were presented to participants in the non-anchoring and anchoring settings respectively. Participants assigned to the former setting were first asked to pre-register provisional responses that they were allowed to revise after being shown the RAI’s recommendation (example here). Participants assigned to the anchoring setting were shown directly the RAI’s recommendation. Both the likelihood estimate and the binary prediction were required to proceed to the following vignette. The initial value of the slider was randomly set at either 0% or 100%.

and we could not detect any interaction of the two effects in some preliminary analysis of the data, we decided to consider their responses in the analysis.

The third and last part of the survey consisted of only one assessment (offender #40), which the participant made right before exiting the survey and was analogous to those in the anchoring setting. Through this assessment, we wished to test any meaningful differences in the predictions of the participants that had been assigned to the two different treatments. We did not find any substantial difference in their responses and consequently we omitted the discussion of these results from the paper.

The survey also included three questionnaires, which we call perception questions, in which participants were asked to reflect and elaborate on the predictions that they had made. The questionnaires were located at the end of the first part of the survey (where feedback was given, after offender #14), in the middle (after offender #27) and at the end (after offender #39) of the second part of the survey. Perception questions, which include the participant’s self-reported level of confidence, accuracy, trust, and use of the algorithmic tool, are described in §C.8. For each set of questions, participants were asked to refer only to those predictions that they had made in
Fig. 2. Structure of the survey. $Q_{P+RAI}^{\#i}$ and $Q_{P}^{\#i}$ indicate the answers given by the participant with and without the assistance of the RAI, respectively, for the $i^{th}$ offender. At the initialization of the web app, the offender’s profiles and the other parameters were chosen. Then the participant went through the instructions (see also §C). In the first part of the survey, consisting of 14 offenders plus one attention check, outcome feedback was provided. At the end, the participant completed the “perception questions” and then proceeded to the second part of the survey. Here, the participant did not receive feedback and was assigned to either the anchoring or to the non-anchoring setting. This part consisted of 25 offenders (#15-39) plus two attention checks and contained two sets of perception questions. Demographics were collected right before the third and last part of the survey, which consisted of only one question (# 40).

the corresponding part of the survey.\(^6\) Participants’ demographics were collected at the end of the survey (see §C.7). We deployed the survey through an interactive web application, using the shiny\[^{[14]}\] and shinyjs\[^{[4]}\] packages in R.

3.2.1 Compensation. The payment scheme consisted of a base amount of $1.5 awarded at the completion of the survey and of a bonus up to $5 proportional to the predictive performance achieved by the participant in the prediction task. The bonus was based on an incentive-compatible payment mechanism based on the answers provided in the second part of the survey. For the non-anchoring setting, only the predictions made by the participant with the assistance of the RAI were taken into account. The computation of the bonus worked as follows. The total reward was split evenly across the 25 assessments, i.e., the highest possible reward for each assessment was $0.20. Then, for 12 out of the 25 total assessments, performance was measured as the accuracy of the binary predictions ($Q^{b}$). For the remaining cases, the bonus was computed according to the Brier score, a proper score function which has been used by prior work\[^{[38, 43]}\].

3.2.2 Attention checks and exclusion criteria. We designed three “attention checks” to assess whether participants were reading carefully the offenders’ descriptions. The attention checks looked like other vignettes, except that participants were explicitly told what answer to provide for $Q^{b}$ in the text. Specifically, the statement “The offender was/not rearrested in the three years after release” was inserted in the offender’s description in some random position between two other sentences, with the inclusion of ‘not’ chosen randomly. Participants who answered incorrectly were not allowed to proceed with the successive assessments or to retry the survey. We placed the first attention check in the first part of the survey and the other two in the second part.\(^7\)

To further ensure that participants included in the final analysis had spent sufficient time on each question, we recorded the time taken to complete each offender’s assessment and the entire survey

\(^6\)Throughout the paper, we will eventually omit the answers given to the questions in the second questionnaire because a technical issue affected the answers given by approximately the first 200 participants to the second set of perception questions. We provide more details about the issue in §C.8.

\(^7\)The second attention check was added only after 30 participants had already completed the survey. This additional check decreased the likelihood that participants would pass all attention checks by random chance from $1/4(=1/2^2)$ to $1/8(=1/2^3)$. 
as well. Participants were not informed that time was recorded independently of the Mechanical Turk system. To calculate the time elapsed per question, we created a new timestamp when a new offender’s profile appeared on the participant’s screen and another once both predictions were made. The difference between the two timestamps represents a measure of the time that the participant spends reading the offender’s description and making the two predictions. Since participants could take breaks, this measure likely represents an overestimation of the time that they were fully engaged with the task. Participants that spent less than one second on one or more of the prediction tasks were excluded from our analysis.

3.3 Procedure

We now provide a brief overview of how a hypothetical participant navigated our survey (see §C for more details). Upon accepting the task on Mechanical Turk and logging into the initial web page of our survey, the participant was shown a consent form. In case of consent, their identifier was collected and we checked whether the participant had not attempted or completed the survey before. If that was not the case, a short description of the task with a sample question was then displayed. Once an answer was provided, the participant was shown the full set of instructions. To ensure that participants paid sufficient attention, information regarding the content of the task (e.g., sample of offenders, RAI) and the requirements (e.g., presence of attention checks) were presented in two consecutive web pages. These two pages could still be accessed throughout the rest of the survey. Participants were told that the RAI had been trained to predict re-arrest on the same population of offenders using a superset of the information available to them and that it was well calibrated, a property that was explained in detail and illustrated in a plot. Participants were informed that their compensation would be based on the accuracy of both their likelihood estimates and binary predictions ($Q_p$ and $Q_b$). Those participants that were assigned to the non-anchoring setting were not told that only the predictions they had made after having access to the RAI’s recommendation would be taken into account. This choice was made to ensure that participants invested an equal amount of effort in all answers and, at the same time, to guarantee that payments would be similar across settings if having access to the RAI’s predictions led to a large increase in performance. At the end of the instructions, the participant was shown one offender’s description at a time and was required to make both likelihood estimates ($Q_p$) and binary ($Q_b$) predictions before proceeding to the following offender. Navigating backward to revise submitted answers was not possible.

3.4 Recruitment and participants

The study was advertised on Amazon Mechanical Turk as follows: “This is a research study about the prediction of criminal behavior. Participants can receive up to $6.5 based upon their own performance. Average total reward is expected to be $5”. We limited our pool of participants to workers that had an historical HIT approval rate higher than 90%, over 500 Human Intelligence Tasks (HITs) approved, were located in the US, and had not completed or attempted the survey before. The maximum time allowed to submit the HIT on Mechanical Turk was set at 90 minutes. A total of 1438 Mechanical Turk workers tried the survey. Approximately 900 of them failed one of the attention checks and were not allowed to retry the survey. Less than 10 workers were rejected after the completion of the survey because they completed one or more prediction tasks in under one second. We were left with valid data from 531 participants. On average, these participants completed the survey in 28 minutes (standard deviation=13.5, median=25.4) and earned a bonus of $3.37 (sd=$0.47, median=$3.37). The average reward was $12.7 per hour (sd=$5.9, median=$11.4).

Participants were mostly male (proportion=62.5%, total=332), White (76.1%, 404), and had a college degree (80.2%, 426). The average age was 38.7 years (sd=11.9, median=36). College graduates and males were overrepresented in our sample compared to their prevalence in the US population.
Additional details and comparison with demographics from the Census are presented in Table 3 of §D.

3.5 Data analysis
Throughout the paper, we use the following methods and notational shortcuts (inside parentheses). Correlations on both ordinal and cardinal data are computed using Spearman’s rank correlation coefficient (S). We use Kruskall-Wallis test ($KW$) as the omnibus test of association between a numeric outcome and a categorical factor variable. The Kruskall-Wallis test is a rank-based nonparametric analog to one-way ANOVA. We use Mann-Whitney U test ($MW$) for post-hoc comparisons or comparisons between only two groups. To test the statistical significance of pairs of differences in means between independent samples, we use Welch’s t-test ($TT$). Standard deviation (sd) and standard error (se) are sometimes reported together with (or in place of) the results of these tests. The reported confidence intervals generally rely on the asymptotic normality of the distribution of the corresponding test statistic. Confidence intervals for the AUC, however, are obtained using the bootstrap. Before conducting the experiment, we chose the significance level of $\alpha = 0.001$ which we use for testing all the hypotheses. Accordingly, we report only whether the p-values ($p$), which we adjust via Bonferroni correction in case of multiple testing, are lower or higher than the chosen significance level ($\alpha$). Throughout the analysis, we make the simplifying assumption that all pairs of predictions (i.e., likelihood estimates and binary predictions ($Q^p, Q^b$)), both between and within participants, are independent. We relax this assumption only in case of the pre-registered and corresponding revised predictions in the non-anchoring setting.

To quantify participants’ reliance on the RAI in the second part of the survey (i.e., offenders #15-39), we employ metrics based on $Q_P$ (when available), $Q_{P+RAI}$, and $Q_{RAI}$ for both $Q^p$ and $Q^b$. These measures include analogs to measures that were adopted by prior work, such as deviation [65], influence [38, 39, 65], agreement fraction, and switch fraction [85]. Here, we formally introduce only influence. This metric, which is also known as “weight of advice” [35], quantifies the magnitude of the revision of the participant’s risk estimate relatively to the difference between the RAI’s recommendation and the participant’s initial prediction. In mathematical terms, for each offender’s assessment made by the participant, influence is defined as $(Q_{P+RAI}^P - Q_P^P) / (Q_{RAI}^P - Q_P^P)$. We excluded cases for which $|Q_{RAI}^P - Q_P^P| \leq 5\%$. According to this definition, influence can only be measured for the predictions made by the participants that were assigned to the non-anchoring setting. It is 1 if the participant’s revised prediction matches the RAI’s, 0 in case of no revision.

4 RESULTS
Together, the 531 participants made 28015 pairs of predictions ($Q^p, Q^b$) on 3521 different offenders. Approximately half of the participants were assigned to the anchoring setting (proportion=49%, total=260). The average time spent on each offender’s assessment was 15 seconds (sd=34.2, median=10). The total time taken to complete the evaluation of the 40 offenders was 14.9 minutes (sd=8.3, median=12.9) for the participants assigned to the non-anchoring setting and 11.4 minutes (sd=6.6, median=10.0) for those in the anchoring setting. The time gap is due to the 25 additional pairs of questions asked in the non-anchoring setting.

In the sample shown to the participants, 42% of the offenders were rearrested. The RAI produced an average probability of re-arrest of 42% (median=40%) and predicted re-arrest for 29.5% of the offenders. The risk estimates made by participants were slightly higher but of similar magnitude to the RAI’s (mean=50.4%, median=50%). But participants predicted that 59.2% of the offenders would be rearrested, twice as many as the RAI had predicted.
Fig. 3. Comparison of risk estimates $Q^b_{\text{QP+RAI}}$ and corresponding binary predictions $Q^b_{\text{QP+RAI}}$ made by participants in presence of the RAI. (left) Share of assessments with predictions of re-arrest as a function of the (binned) risk estimates. Error bars represent 95% confidence intervals. For example, participants predicted that the offender would be rearrested in more than 40% of the assessments in which they estimated the probability of re-arrest to be between 40% and 49%. (right) Share of assessments with predictions of re-arrest as a function of the risk estimate and the participant. Each row corresponds to a different participant. A large fraction of the participants often—but not always—predicted re-arrests while assigning likelihoods well below 50%. Note that participants rarely applied a consistent probability threshold in predicting re-arrest.

We now turn to the presentation of our key results. The structure of the rest of the section is as follows. In §4.1, we discuss how participants’ risk estimates ($Q^p$) did not uniformly map onto binary predictions ($Q^b$). In §4.2, we show that participants did not anchor on the RAI’s predictions. In §4.3, we show that performance was not related to time spent on the survey and total time spent on the survey is only a poor proxy for time truly spent on each question. Last, in §4.4 we compare predictions of re-arrest and judicial decisions regarding incarceration.\(^8\)

### 4.1 Divergence between risk estimates and binary predictions

In §3.2, we described how the payment scheme in the second part of the survey was designed to incentivize participants to report their most accurate likelihood estimates and binary predictions. If participants adopted the profit-maximizing strategy, they would convert their likelihood estimates ($Q^p_{\text{QP+RAI}}$) into binary predictions ($Q^b_{\text{QP+RAI}}$) by predicting re-arrest for all those offenders for whom the value of $Q^p_{\text{QP+RAI}}$ was 50% or greater. Only a small fraction of the participants showed this behavior.\(^9\) Figure 3 shows that participants assisted by the RAI predicted re-arrest even when their risk estimates were well below the 50% threshold. Approximately one fourth of the offenders (26%, se=0.5%) whose estimated probability of re-arrest was below 50% had predictions of re-arrest. Conversely, one tenth of the offenders (9.1%, se=0.4%) whose estimated risk was larger than 50% had predictions of no re-arrest. The left panel of Figure 3 describes this phenomenon by displaying the share of predicted re-arrests (i.e., mean of $Q^b_{\text{QP+RAI}}$) as a function of the corresponding estimated

\(^8\)For the interested reader, in the supplementary material we include the following four analyses and related findings. In §B.1, we show that participants’ predictive performance, both with and without the assistance of the RAI, was lower than the RAI’s with respect to all metrics but the false negative rate. In §B.2, we show that, as in Green and Chen [38], participants’ self-reported predictions accuracy was correlated with their real accuracy only when outcome feedback was provided. In §B.3, we show that, in contrast with past work [38, 39], we did not find evidence of disparate-interactions in the uptake of RAI’s predictions. In §B.4 we show that the ordering of the offenders’ profiles did not affect self-reported trust and reliance on the tool. Lastly, in §B.5, we examine how participants assigned to the non-anchoring setting updated their risk estimates and binary predictions. This subsection extends the discussion in §4.1.

\(^9\)Here, we consider only the predictions made by participants in the second part of the survey and in the presence of the RAI. We found very similar patterns also for the answers given by participants in absence of the RAI (i.e., $Q^p_{\text{QP}}$ and $Q^b_{\text{QP}}$) throughout the entire survey. This indicates that the presence of the RAI did not have any substantial impact on how participants translate risk estimates into binary predictions.
Fig. 4. Analysis of predictions made by participants assigned to the non-anchoring setting in the second part of the survey. The two figures show the distribution of the pre-registered $Q_P$ and revised $Q_{P+RAI}$ predictions made by participants (vertical axis), grouped by the RAI’s risk estimate $Q_{RAI}^b$ binned (horizontal axis). (left) Density estimates of the participants’ risk estimates $Q_P$. Compared to the pre-registered predictions, the densities of the revised risk estimates put more mass on the interval where also the RAI’s predictions lie. This indicates that, unsurprisingly, the participants’ revised estimates were closer to the RAI’s. (right) Share of assessments with predictions of re-arrest in participants’ pre-registered $Q_P^b$ and revised $Q_{P+RAI}^b$ binary predictions. Error bars represent 95% confidence intervals. The agreement between the RAI’s and the participants’ predictions increased after the RAI’s prediction was shown, but the disagreement remained high in some of the buckets, even for low values of the RAI’s risk estimates.

likelihood of re-arrest ($Q_{P+RAI}^b$), appropriately binned. We observe a gradual increment in the share of predicted re-arrests as the risk estimates increase. As one could expect, the share of predicted re-arrests drastically increases around 50%: A binary prediction is twice as likely to correspond to re-arrest if the likelihood is just above the optimal threshold (mean $Q_{P+RAI}^b=44.1\%$ for $Q_{P+RAI}^b \in [40\%, 49\%]$, 76.4% for $Q_{P+RAI}^b = 50\%$, 90.8% for $Q_{P+RAI}^b \in [51\%, 60\%]$; all $p_{TT} < \alpha/3$).

The right panel of Figure 3 shows the significant heterogeneity in the strategies adopted by the participants. Approximately one third of them (32.4%, 172 out of 531) always predicted re-arrest when their probability estimate was greater than 50% and no re-arrest when their estimate was less than 50%. Approximately half of the participants (56.1%, 298) followed this strategy in at least 90% of their predictions. Interestingly, Figure 3 shows that participants did not even use fixed thresholds, i.e., for most participants there was no given threshold $t$ for which $Q_P^b$ = rearrest whenever $Q_P^b \geq t$.

Consequences for evaluations of participants’ predictive performance. As discussed in §2, the results of Jung et al. [43] were obtained by soliciting only likelihood estimates and converting them into binary predictions by applying a uniform threshold (50%) across all participants. Our findings indicate that this assumed correspondence is not borne out in practice, and analyses based on this assumption can lead to incorrect conclusions. For example, consider the question of assessing the predictive performance of our study participants’ binary predictions with converted binary predictions (obtained by thresholding $Q_P^b$ at 50%) compared to actual binary predictions $Q_P^b$.\(^\text{10}\) While the overall accuracy of the converted predictions is similar to that of the actual binary predictions (59.2% and 57.6% resp., $p_{TT} > \alpha$), other performance metrics are quite different. The false positive rate is 8.4% lower for the converted binary predictions compared to the actual binary predictions (40.8% vs. 49.2%, $p_{TT} < \alpha$), and, instead, the false negative rate is 8% higher (40.4% vs. 32%, $p_{TT} < \alpha$).

Consequences for evaluations of participants’ reliance on the RAI. We now examine how participants assigned to the non-anchoring setting updated their pre-registered probability and binary

\(^{10}\)For this analysis, we excluded all risk estimates exactly equal to 50%. As before, we used only the risk estimates and predictions made by participants in presence of the RAI.
predictions after they were shown the RAI. When it came to risk estimates, Figure 4 shows that participants tended to update their estimates in the direction of the RAI’s recommendation. These revisions were often substantial (mean influence=37%, see also Figure 10; in addition mean of $|Q_{RAI}^b - Q_P^b| = 18.8\%$ vs. $|Q_{RAI}^b - Q_{P+RAI}^b| = 13.3\%$). Participants changed their pre-registered binary answers in 10.2% (se=0.3%) of all predictions, switching in slightly more than half of these cases from a prediction of re-arrest to a prediction of no re-arrest (see breakdown by RAI’s score in Figure 4). However, the overall agreement with the RAI’s (binary) predictions only increased by less than 4% from the pre-registered to the revised answers (mean $Q_{b+RAI}^b = Q_{RAI}^b$: 61.7%, mean $Q_{b+RAI}^b = Q_{RAI}^b$: 65.4%, $p_{TT} < \alpha$) because participants’ final prediction often did not match the RAI’s even if their pre-registered prediction did. It is certainly possible that, had participants been provided also with the RAI’s binary predictions, we would not have observed such a phenomenon (c.f. “result 2” in Grgić-Hlača et al. [40]). We also asked participants to self report for what share of the assessments they had revised their own predictions after taking into account the RAI’s recommendation. Interestingly, they indicated that they had revised their risk estimates and binary predictions in 59% and 34% of the assessments respectively (medians=60% and 20%). Thus, evaluations based solely on one of the two types of predictions could lead to drastically different conclusions regarding participants’ (especially self-reported) reliance on the RAI.

4.2 Absence of anchoring effects

In the introduction, we hypothesized that the participants could anchor on the RAI’s predictions. If this had happened, then the risk estimates of the participants assigned to the anchoring setting would have been closer to the RAI’s than those made by the participants assigned to the non-anchoring setting. As we might expect, we found that the pre-registered risk estimates of the participants in the non-anchoring setting were 16% further from the RAI’s than those of the participants in the anchoring setting. Yet, very surprisingly, the revised risk estimates made in the non-anchoring setting were 17% closer to the RAI’s than those made in the anchoring setting (mean and median absolute diff. $|Q_{P+RAI}^b - Q_{RAI}^b|$ in the non-anchoring setting: 13.3% and 8% resp., in the anchoring setting=16.1% and 11% resp.; $p_{MW} < \alpha$). In contrast, participants’ binary predictions matched the RAI’s at exactly the same rate across the two settings (mean $Q_{b+RAI}^b = Q_{RAI}^b$: 34.6% and $Q_{b+RAI}^b = Q_{RAI}^b$: 57.4% in both). We also found that performance did not differ across the two settings: accuracy (acc. in anchoring=57.4% and in non-anchoring=57.6%), false positive rate, false negative rate, positive predicted values, and the AUC were not significantly different ($p_{TT} > \alpha$ for all comparisons).\footnote{We conducted analogous analyses after dropping the predictions that were made in less than 3, 5, and 10 seconds. Again, we found no evidence of anchoring effects.}

In the perception questions, participants self reported similar levels of trust in the tool across the two settings (76.5% and 79.3% of participants in anchoring and non-anchoring resp.; $p_{TT} > \alpha$), and also of confidence and accuracy of their own predictions. Participants reported revising their binary predictions after accounting for the RAI’s at approximately the same rate in the two settings (mean reported revision=31.8% in anchoring and 33.7% in non-anchoring; $p_{MW} > \alpha$). However, the story is different in case of risk estimates. Participants assigned the non-anchoring setting self reported that they had revised their answers on average 65% more often than those in the anchoring setting after looking at the RAI’s recommendation (mean reported revision=58.9% in non anchoring, 35.7% in anchoring; $p_{MW} < \alpha$). Despite the risk estimates of the participants assigned to the non-anchoring setting were only slightly closer to the RAI’s, their perceived use of the tool to adjust risk was substantially higher. It seems possible that, by pre-registering their risk estimates, participants became more aware of the influence of the RAI on their risk estimates.
Fig. 5. Analysis of time. (left) Time taken to complete the HIT on Mechanical Turk (vertical axis) as a function of the time spent on the survey (horizontal axis) for each participant. The blue dotted line corresponds to 90 minutes, which was the maximum time allowed on Mechanical Turk for the submission of the HIT. Each black dot corresponds to an individual participant. The observations below the diagonal line correspond to participants that started the survey before accepting the HIT. If the time on Mechanical Turk and on the survey were similar for each of the participants, the observations would lie close to the dashed red line at 45 degrees. We observe that the time taken to complete the HIT was generally substantially larger than the time spent on the survey. (right) Boxplot of the time spent on each offender’s assessment by every participant. The whiskers extend from the hinges to the smallest or largest values at most 1.5·IQR of the hinge. For visualization purposes we randomly sampled 100 participants from those that had been assigned to the anchoring setting and limited the length of the vertical axis.

To summarise, we did not find evidence of anchoring effects. Instead, we found the opposite: The predictions made by participants in the non-anchoring setting were closer (in absolute distance) to the RAI’s. These participants also self-reported that the tool had influenced more heavily their risk estimates.

4.3 Time spent on the survey as a poor proxy for time spent on the assessment

Participants completed all the steps in the survey, from login to submission, in an average time of 28 minutes (sd=13.5). In comparison, the average time recorded on Mechanical Turk, from the acceptance to the submission of the HIT, was 68% greater, averaging 46.7 minutes (sd=20.2). The left panel of Figure 5 shows the time spent on the survey and on Mechanical Turk for each participant. The time spent on the survey was on average 89% greater than the time recorded on the platform. For 27.9% of the participants (139 out of 499) the submission of the HIT took 5 minutes less than the completion of the survey; for 43.5% of them (217) it took 10 minutes less, and for 63.1% of them (315) it took 20 minutes less. Figure 5 also reveals that the time spent on the survey varied considerably across participants, from less than 10 minutes up to more than one hour. An analysis at a more granular level reveals that the assessment of an individual vignette was carried out on average in 15 seconds (sd=34.2, median=10). Once we excluded the pre-registered and revised predictions made by the participants assigned to the non-anchoring setting in the second part of the survey, the average time was 17.5 seconds (sd=39.2, median=12.2).

The substantial difference between the mean and the median raises the following question: Is the time taken to complete the survey (divided by the number of questions) a reliable proxy for the time spent on each question? Equivalently, do participants spend the same amount of time on

---

12We could not match all survey participants to their Mechanical Turk identifiers.

13These participants made two pairs of predictions for each offender and the revised prediction was made more quickly than the pre-registered one (mean time of revised=9.4 seconds, sd=21.7).
The right panel of Figure 5 shows that participants generally did not allocate their time equally across questions. On average, they spent more than one tenth of their time on the assessment of only one offender (out of 40, mean proportion of time per participant=12.1% and median=7.7%) and one fifth of their time on four assessments (20.3%, median=16.6%). Once the four assessments that took longest were removed for each participant, the time spent that each of them spent on the assessments decreased on average by 19.4%. We also found, as might be expected, that participants tended to spend more time on the first question of each part of the survey. For example, in the first part of the survey, participants spent on average almost 9 seconds more on the first question than in the others (average time first question=26.8 and median=17.6 seconds, others mean=17.9 and median=12.4; \( p_{MW} < \alpha \)). Similarly, the first question in the second part of the survey took twice as much time as the others (average time first question=30.6 seconds, others=17.2; \( p_{MW} < \alpha \)). We could not identify any other clear reasons for why some predictions took longer than others. It is likely that participants simply took breaks from the survey. Nonetheless, they allocated the time proportionally to the number of questions in each of the two parts of the survey (i.e., on average 37.8% of their time on the first part of the survey that contained 35%=14/40 of the offenders).

We also examined whether time was related to predictive performance. For the participants that had been assigned to the anchoring setting, the time spent on the entire survey was weakly correlated with the accuracy of the binary predictions (\( \rho_S = 0.3, p < \alpha \)). However, we observe that this correlation is mainly due to the participants that completed the surveys very quickly and also achieved very low accuracy. Assessments on which predictions were accurate did not take longer than inaccurate predictions on average (\( p_{TT} > \alpha \)) and only the median time was slightly higher (median time accurate=12.4 seconds and inaccurate=11.9; \( p_{MW} < \alpha \)). Given the large variance in the time spent on the assessments across participants, we also tested a similar hypothesis. For each participant, we ranked their 40 predictions in increasing order of time. The mean ranking of the predictions that were accurate was, perhaps unexpectedly, lower than that of the those that were inaccurate. One possible explanation is that some vignettes are easy to get right, and thus do not require much time to complete.

In summary, we found that the time taken to complete the HIT on Mechanical Turk was a severe overestimation of the time that participants spent on the survey. The time spent of the survey was also a poor proxy for the time spent on each vignette, given that participants typically spent a substantial share of their time on only a few assessments. Lastly, we found little evidence of any association between time spent by the participants on the assessment and accuracy of their predictions.

4.4 Predictions are not decisions

In our study, participants were asked to provide likelihood estimates and binary predictions of offenders’ re-arrest outcomes. As we discuss in this section, our findings concerning how humans update their predictions when presented with the RAI’s recommendations—and findings from these types of studies more generally—do not readily translate into implications for decision-making. Firstly, there is the clear issue that our study participants are not judges, and are not being presented with the full set of information that judges would have access to in real world decision-making settings. However, we would not be surprised if conducting our experiment on a population of judges produced largely the same qualitative findings regarding risk predictions. The bigger issue

---

14If this was the case, then we could infer— with some certainty— bounds for the time taken to complete an individual assessment based on the total time spent on the survey. In this analysis we only considered all 40 predictions made by the participants that were assigned to the anchoring setting.
that we wish to draw attention to here is that risk is just one of many factors that judges are asked to consider in their decisions.

In the context of sentencing, considerations of risk are often secondary to factors such as the severity of the offense and restitution to victims. The offender’s risk of re-arrest often enters into decisions indirectly through considerations of prior criminal history, which is a leading predictor of future recidivism. For instance, the Pennsylvania Commission on Sentencing has adopted a set of sentencing guidelines that “provide sanctions proportionate to the severity of the crime and the severity of the offender’s prior conviction record” [64]. These guidelines are primarily a function of two factors: the offense gravity score (OGS), which is a measure of the gravity of the most serious crime among the offender’s current charges; and the prior record score (PRS), which is a composite measure summarizing prior criminal records. Higher values of OGS and PRS correspond to more serious offenses and more severe prior criminal histories [42]. While the recommendations are advisory, judges need to provide a written justification when their sentencing decisions deviate from the recommended range.

Our data contain information not only on re-arrest outcomes, but also on judicial sentencing decisions. This allows us to compare judicial decisions of whether to sentence the offender to a period of incarceration to the predictions of re-arrest made by participants and RAI. Figure 6 shows judicial decisions along with participants’ and RAI’s predictions broken down by levels of the OGS and the PRS. For judges, we observe that the likelihood of incarceration increases with both the PRS and OGS. But the pattern is more complex in case of participants’ and RAI’s predictions of re-arrest: The likelihood of a predicted re-arrest appears to increase with the PRS, but it does not seem to be associated with the OGS.

We investigated how the likelihood of incarceration and the predictions of re-arrest made by participants and RAI depended on the PRS and the OGS by fitting three separate logistic regression models of the form \( \text{outcome} \sim \text{PRS} + \text{OGS} \). We treated both scores as numeric (repeated felony offender, “RFEL”, was converted into a score of 6) and set the threshold for the RAI such that the share of predicted positives was equal to the share of offenders that were incarcerated. The coefficients of the OGS were 0.05, 0.08, and 0.49 for the models targeting predicted re-arrest by
participants, by the RAI, and incarceration respectively (all $p < \alpha$). These results would indicate that, ceteris paribus, an increase in the OGS by one level was associated to a 63% increase in the odds ratio of the likelihood of incarceration but only to a 5% increase in that of the participants’ predictions of re-arrest (see the full results in Table 4).

To take a concrete example, consider the subgroup of offenders charged with drug offenses. Among these offenders, 68% of those charged with felonies were incarcerated, compared to only 21% in case of misdemeanors. Yet, the rate of re-arrest was virtually identical across the two types of charges (47% and 45% respectively).\footnote{Even if we assumed that imprisonment helped reduce re-arrest rates (and evidence suggests that this is unlikely to be the case \cite{58}), the large gap in incarceration rates could still not be explained by differences in the likelihood of re-arrest.} In comparison, participants and the RAI, once equalized for overall rates, predicted re-arrest for only a slightly higher share of the felony offenders (share of predictions of re-arrest for felonies: RAI=43% and participants=66%; misdemeanors: RAI=52% and participants=59%). This indicates that there are cases where differences in decisions are unrelated to the risk of recidivism (here, the decision of whether to incarcerate).

Because risk predictions are not aligned with the OGS, and the OGS is one of the primary determinants of criminal sentences, we should not expect findings of how judges’ predictions change when provided with RAI information to be directly informative of likely changes in the resulting decisions. Even if our findings that participants revised their risk predictions when presented with the RAI’s recommendation generalized to judges, it is unclear what effect, if any, those revised assessments would have on sentencing outcomes.

5 GENERAL DISCUSSION

5.1 Limitations

There are several limitations related to the generalizability of our results. First, despite our strict exclusion criteria, the analysis in §4.3 revealed that a substantial share of the assessments were carried out very quickly, often in less than 5 seconds. This indicates that participants often did not fully read the offenders’ descriptions or did not think carefully about their answers. The post-hoc analyses, however, have revealed that our conclusions were largely unaffected by the presence of these predictions in the data. It is also unclear whether our findings would generalize to other experimental setups (such as those with different incentive structures), populations of participants, domains, or to real-world decision-making settings. For example, we might expect judges to exhibit many of the cognitive biases exhibited by our survey participants \cite{41} and suspect they might also overestimate their own predictive abilities \cite{23}, which may result in lesser reliance on the RAI. Consequently, the impact of the RAI on their judgment may be different than what has been observed in our experiment. Another potential limitation is that our results could have been affected by our explanations of the incentive structure, information regarding the RAI, and framing of the questions. We also note that our pool was composed of Amazon Mechanical Turk workers that were 20–40 years old, a demographic group that is likely tech-savvy and more open to the introduction of technologies than other populations \cite{69}. As such, it is not a representative sample of the broader US population, and is not demographically representative of the US judiciary. Lastly, it is possible that, due to the negative experiences that workers often have on Mechanical Turk \cite{34,55}, running the experiment on an alternative platform could lead to different results, especially those discussed in §4.3.

5.2 Discussion

In our study, participants often predicted re-arrest even when assigning a low numeric score to the likelihood of that event. We offer four hypotheses that could explain this behavior. The first is...
poor numeracy skills: Even highly educated individuals tend to struggle with simple numeracy questions [10, 52, 72, 82]. Some of our participants may have not realized that the expected profit-maximizing strategy is to predict that the given offender would be re-arrested if and only if they believed the risk of rearrest is greater than 50%. A second explanation might be that participants’ subjective likelihood judgments did not simply reflect the estimated frequencies of events [32, 54], e.g., due to an asymmetry in the perceived cost of errors. This hypothesis seems plausible, even though participants were incentivized through the payment scheme to report calibrated probability estimates. A third explanation might be lack of care: We found that, while the observed phenomenon held in general, it was more common among the predictions that took the least time. Consequently, it is possible that some of the participants made the predictions quickly and without paying adequate attention, e.g., satisficing. The fourth explanation might be that participants did not understand the slider instrument, despite being provided with a clear set of instructions (see §C.3). However, given that this instrument is prevalent in current practice [70] and it generally has high concurrent validity with respect to other types of instruments such as Likert scales and radio buttons [18], this hypothesis seems unlikely to explain our results. Future work might explore why this phenomenon occurred.

It is of paramount importance to employ measures that are comprehensible to the human and can also be effectively and consistently estimated by the human. It is also equally important that the RAI’s recommendations be easily understood by the human. Different ways to communicate the RAI’s prediction can help decision makers calibrate their trust in the RAI [50, 86] and, potentially, also reduce variability in their decisions. The comparison between our results around how people often switch their (binary) predictions not in the direction of the RAI’s and the findings in Grgić-Hlača et al. [40] likely represents an example of the importance of such design choices. Another notable implication of this result is that the type of prediction on which participants’ predictive performance and reliance on the RAI’s recommendations are evaluated can affect the conclusions that researchers draw from the study. In our experiment, for example, an analysis that focused only on binary predictions would have neglected the role of the RAI in influencing participants’ risk estimates. While the choice of the type of prediction might be context-dependent, the potential limitations of the assessment should be recognized and acknowledged.

One notable and unexpected finding in our work is the absence of anchoring effects. We designed the second part of the survey to determine how much (if at all) participants anchored on the RAI’s predictions. For binary predictions, we found no difference in the agreement between the participants and the RAI across the two settings. For risk estimates, not only did our participants not anchor on the RAI—participants who were shown the RAI directly gave predictions further from the RAI’s than participants that had pre-registered their estimates before seeing the RAI’s outputs. One possible explanation of this behavior is that participants felt that they had to—or wanted to—demonstrate a sense of agency. According to this hypothesis, participants assigned to the non-anchoring setting, who had already delivered risk estimates without the assistance of the RAI, would have been more comfortable with accepting the RAI’s predictions, having already demonstrated their agency. At the same time, participants assigned to the anchoring setting might have felt compelled to offer predictions that differed from those of the RAI to demonstrate that they were performing the task earnestly and not simply copying the RAI. Another possible explanation for this phenomenon might be that the users who pre-registered their predictions also had the opportunity to notice how similar the RAI’s predictions were to theirs and might consequently have trusted the RAI more. However, these users did not report higher levels of trust in the tool. Yet they reported making a heavier use of the tool’s predictions. This finding opens an interesting new direction for future research: If these results held in other experiments, could we improve
experts’ perceived and actual reliance on algorithmic tools by eliciting predictions from the experts both before and after revealing the RAI’s recommendation?

Like past works, we found that even when participants were shown the RAI’s predictions, they continued to underperform the RAI in terms of predictive accuracy. It seems possible that this observation may characterize many forecasting settings where both the RAI and humans have low accuracy. Tan et al. [78] demonstrated that even if the predictions made by the RAI and the human alone were combined, the resulting unavoidable error may still be very large. We note that in our experimental setting we would not expect participants’ predictions to outperform those of the RAI. This is because the RAI has access to all of the features that participants are able to consider, and is trained to optimize for predictive accuracy. In practice, judges have access to information that the tool does not. Further studies of human-in-the-loop systems are needed to examine the influence of the overlap in information sets between humans and the RAI on predictive performance, participants’ trust in the tool, and decision-making. It is likely that even in the case of complementary information sets, or where participants have access to more information than is available to the tool, it will be difficult for humans to match the RAI’s performance without carefully crafted feedback.

Unsurprisingly, the time that participants actually spent on the survey was substantially lower than the time taken to submit the HIT and did not even represent a reliable proxy for the time spent on the assessment of a single vignette. In addition, participants who spent more time on the survey did not, in general, achieve higher predictive accuracy. Ideally, especially in tasks characterized by high degrees of uncertainty such as the prediction of criminal recidivism, researchers might want to design compensation structures in which the assigned reward is proportional to the effort made by the participant. While time itself is not a perfect measure of effort, future work could employ exclusion criteria based on the time that participants spend on each assessment. Time spent is also worth taking into account when assessing the generalizability of study findings, especially with respect to real-world decision-making in high-stakes settings. For example, researchers could run post-hoc analyses to assess whether their conclusions still hold once the predictions that participants made quickly are dropped. In our experiment, as we already mentioned, the main results still held even when these predictions were not considered in the analysis.

Lastly, in §4.4 we showed that, unlike judicial decisions, the predictions made by participants were weakly associated to the seriousness of the offender’s current charge. For drug felonies and misdemeanors, predictions were nearly orthogonal to the gravity of the offense. This finding sheds light on the limits of the use of human predictions of criminal recidivism as proxies for judicial decision-making: Even if studies found large effects of the impact of RAI’s recommendation on human predictions (which they have not), further investigation would be required to understand how or whether those would translate to decisions. Such an analysis would not only require understanding for which offenders decisions and predictions would diverge, but also how the introduction of the RAI would reshape the existing decision-making framework. For example, in the Pennsylvania sentencing system, the newly adopted RAI is used to determine when a pre-sentencing investigation report is to be generated, which would provide judges with additional information on the offender [61]. In the New Jersey pretrial system, the RAI represents a building block of the decision-making framework, but it is not its only element [19]. There, the RAI is also used to decide whether a summons or a warrant should be issued. Thus, the RAI potentially affects not one but many sequential decisions made at several stages of the pipeline by interacting with other elements in a larger framework.
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A ADDITIONAL DETAILS ON METHODOLOGY

Assessing the candidate RAIs for racial predictive bias. One of the questions we sought to answer with our study is whether the extent or manner in which participants responded to RAI’s predictions showed indications of racial bias as previously found in Green and Chen [38] and Green and Chen [39]. To ensure that our results would not be confounded by the use of an RAI that itself systematically over or underestimates the likelihood of re-arrest for certain racial groups, we performed a group-level calibration analysis of all four models being considered for use in the experiment.

We first assessed the model’s racial calibration properties via logistic regression following the approach of Skeem and Lowenkamp [76]. This entails a comparison of the relative fit of the following three nested logistic regression models: $Y \sim \text{score}$, $Y \sim \text{score} + \text{race}$ for “intercept bias”, and $Y \sim \text{score} + \text{race} + \text{score} \times \text{race}$ for “slope bias” through a likelihood ratio test or a Wald test for the coefficient of the added variable, where $Y$ indicates the re-arrest ($Y=1$ if re-arrest occurs, 0 otherwise). None of the models showed intercept bias (all $p > \alpha$) and only XGBoost presented slope bias (all others $p > \alpha$). Due to the likely misspecification of the logistic regression model adopted in the test, we additionally relied on the chi-squared test of Fogliato et al. [33]. We separated the RAI’s predictions by offenders’ racial groups and divided them into bins of width 0.1 ($[0, 0.1), [0.1, 0.2), \ldots, [0.9, 1]$). The test revealed an overestimation of the risk for White offenders (compared to Black offenders) in the logistic regression and XGBoost models for the predictions in the bins $[0.3, 0.4)$ and $[0.7, 0.8)$ respectively.

We then examined the models for error rate balance. All four models showed false positive rates on Black offenders that were more than twice as large as those on White offenders (around 35% and 13% respectively), but also lower false negative rates for Black offenders (around 35% and 67% respectively). This is expected in settings where the outcome base rates differ across groups, as is the case in the present study. Positive predictive values were higher for Black offenders (around 66% vs. 60%). All differences were statistically significant (all $p < \alpha$). Lastly, we checked whether the models produced similar AUCs across racial groups, a criterion named accuracy equity [25]. The AUC of the predictions on Black offenders was slightly higher than the AUC of those on Whites across all models (around $70\% - 71\%$ and $68\% - 69\%$ respectively).

B ADDITIONAL RESULTS

This section is organized as follows. In §B.1 we compare participants’ and RAI’s predictive performances. In particular, we show that participants always underperformed the RAI. In §B.2 we show that, similarly to the results of Green and Chen [38], participants’ self-reported predictive accuracy was correlated with their real accuracy only when outcome feedback was provided. In §B.3 we show that, in contrast with past work [38, 39], we did not find evidence of disparate-interactions in the participants’ uptake of the RAI’s predictions. However, their risk estimates overestimated the risk of re-arrest for Whites compared to Blacks and their binary predictions produced higher false positive rates for Blacks. In §B.4 we show that the order in which the offenders’ profiles were shown did not affect participants’ trust and reliance on the RAI. Lastly, in §B.5 we extend the results around the impact of the RAI on participants’ predictions presented in §4.1.

B.1 Evaluation of predictive performance: Participants performed worse than the RAI according to all metrics other than the false negative rate

In this section we analyze the predictive performance of the predictions made by our study participants, both with and without the RAI, across a range of different metrics. Binary classification metrics such as accuracy and false positive rates were computed based on participants’ responses...
Fig. 7. Performance metrics relative to the predictions made by participants alone ($Q_P$), participants assisted by the RAI ($Q_{P+RAI}$), and by the RAI alone with risk estimates converted into binary predictions using the threshold of 50% ($Q_{RAI}$) and another for which the fraction of predicted positives was equal to the participants’ ($Q_{RAI,eq}$). The metrics considered are fraction of predicted re-arrests, accuracy, false positive rate (FPR), false negative rate (FNR), positive predicted values (PPV), and area under the curve (AUC). The first five metrics are based on the binary answers given by the participants ($Q^b$), whereas the AUC is based on the risk estimates ($Q^p$). Error bars indicate 95% confidence intervals.

| Metric                        | Value (%) |
|-------------------------------|-----------|
| Fraction of predicted positives | 0% 25% 50% 75% 100% |
| Accuracy                      | 42% 46% 49% 57% 62% |
| False positive rate (FPR)      | 70% 57% 54% 23% 18% |
| False negative rate (FNR)      | 5% 23% 31% 47% 54% |
| Positive predicted value (PPV) | 31% 49% 54% 54% 64% |
| Area under the curve (AUC)     | 47% 66.3% 62% 58.2% 58.2% |

One challenge in comparing the binary classification performance of the RAI to participants’ predictions is that the fraction of cases for which the RAI’s predicted probabilities exceed 0.5 is very different from the fraction of cases in which participants predicted re-arrest. To make the participants’ and RAI’s predictions comparable, we obtained additional binary predictions from the RAI’s risk estimates using a threshold for which the fraction of predicted positives for the RAI was equal to the participants’. This is denoted by $Q_{RAI,eq}$ in the results.

Figure 7 summarizes our findings. We observe substantial differences between the RAI’s and the participants’ metrics. On average, the RAI outperformed their predictions across all metrics considered other than the false negative rate, while the rate-equalized RAI outperformed their predictions on all metrics including the false negative rate. There is no notable difference in the metrics between the predictions that were made by participants alone and those in presence of the RAI, thus we only focus on the latter.

Participant predicted re-arrest in twice as many assessments as the RAI did (mean for $Q_{P+RAI}$=58.2% and for $Q_{RAI}$ = 29.5%; $p_{TT} < \alpha$). The accuracy of their predictions was 8.8% lower than the RAI’s (acc. for $Q_{P+RAI}$ = 57.5% and $Q_{RAI}$=66.3%; $p_{TT} < \alpha$). The false positive rate of their predictions was three times higher than the RAI’s, but only slightly higher than that of the rate-equalized RAI (FPR for $Q_{P+RAI}$ = 50.6%; $Q_{RAI,eq}$ = 47%; $Q_{RAI}$ = 18%; all $p_{TT} < \alpha$). In contrast, the predictions of the RAI presented higher false negative rates than the participants’ and the RAI with equalized rate’s (FNR for $Q_{P+RAI}$ = 31.4%, $Q_{RAI,eq}$ = 23.9%, $Q_{RAI}$ = 54.9%; all $p_{TT} < \alpha$). The positive predicted values of the RAI and RAI with equalized rate were 31% and 9% higher than the participants’ (PPV for $Q_{P+RAI}$ = 49.7%, $Q_{RAI,eq}$ = 54.4%, $Q_{RAI}$ = 64.8%; all $p_{TT} < \alpha$). The area under the curve produced by the RAI’s risk estimates was 13% higher than the participants’ (AUC for $Q_{P+RAI}$ = 62%, $Q_{RAI}$ = 70.1%).

When we looked at the performance of individual participants instead of averaging over all participants, we did find evidence of human performance, in some cases, exceeding that of the RAI. In the second part of the survey, 31% of the participants had an accuracy higher than the RAI’s. Thus, while most participants were unable to improve upon or match the predictive performance of the RAI even when presented with the RAI predictions, some did.
Past work has noted that participants’ accuracy, in presence of feedback, slowly increased with the number of examples that were shown [43]. In our study, participants received feedback on only the first 14 assessments (compared to 50 in past work), but they could still learn by seeing the RAI’s predictions. We did not find evidence of any increase in accuracy throughout the survey. The accuracy of participants remained stable across the assessments in the first part of the survey (accuracy first 7 offenders=57.7%, second 7 offenders=57.3%) and was not higher for the pre-registered predictions.

B.2 Evaluation of predictive performance: Participants’ self-reported predictive accuracy was correlated with actual accuracy only in presence of feedback

In the perception questions, we assessed whether participants could correctly guess their own accuracy and the confidence in their predictions (see all questions in §C.8). In the question regarding accuracy, participants were asked what share of their binary predictions they thought were accurate. In the first part of the survey, where participants were provided with outcome feedback after each vignette, participants’ perceived accuracy was strongly positively associated to their real accuracy ($\rho_S = 0.49; p < \alpha$). When feedback was removed in the second part of the survey, participants were unable to correctly guess their own accuracy: The self-reported accuracy was uncorrelated with their actual performance ($\rho_S = -0.05; p > \alpha$). In the second part of the survey, the average perceived performance was substantially larger than the real performance (perceived=59.8% vs. real=57.5% in first part, perceived=65.7% vs. real=57.5% in second part). 42% of participants overestimated their own accuracy in the first part of the survey, compared to 58% in the second part.

When asked about confidence in their own predictions, the participants that reported higher levels of perceived accuracy were also more confident in their own predictions (in the first part the mean self-reported accuracy of participants that were confident=66.2%, neutral=58%, and not confident=46.2%; all $p_{MW} < \alpha$. Similar results were found for the second part). There was a slight increase in the confidence levels of the participants between the first and second part of the survey, with just 12.4% reporting that they were ‘not confident’ in their predictions in the second part, compared to 19.6% in the first part. Overall, we found that throughout the survey participants became more optimistic about their accuracy and slightly more confident in their own predictions, potentially due to the absence of feedback.

We also asked participants to evaluate the accuracy of their own predictions compared to those of other participants. More than half of the participants thought that their own accuracy was approximately equal to the median accuracy (54.4% and 55% in the first and second parts of the survey respectively). A large share of participants deemed their own performance to be higher than the median accuracy and this share increased from the first to the second part if the survey (30.3% and 37.5% of participants in first and second parts respectively). When feedback was given, their evaluations were associated to the real ranking ($p_{MW} > \alpha$ for the comparison of substantially higher than median vs. around the median, $p_{MW} < \alpha$ for the others). In the second part of the survey, where feedback was removed, perceived ranking was no longer significantly associated to real ranking (all $p_{MW} > \alpha$).

B.3 Racial disparities in predictions

In this section we investigate whether the predictions that participants made in presence of the RAI suffered from predictive bias and could lead to disparate impact. We found that these predictions presented higher false positive rates on Black offenders, but more severely overestimated the risk for White offenders compared to Blacks. In contrast to Green and Chen [38], we found no evidence of racial bias in the uptake of RAI’s predictions. As a reminder, in §A we show that the RAI’s
predictions presented higher false positive rates on Black offenders and produced a lower area under the curve for Whites, but passed the calibration tests.

Participants largely overestimated the share of re-arrests for both racial groups (predictions of re-arrests=70% and 51.8% for Black and White offenders respectively). They performed slightly better on the Black population of offenders in terms of accuracy and area under the curve (accuracy for Whites=56.3% and for Blacks=59.7%, \( p_{TT} < \alpha \); AUC for Whites=60.3% with 95% confidence interval [59.3%, 61.3] and for Blacks=62.4% and 95% confidence interval [61.7%, 63.2%]). The other metrics presented substantial differences across the two racial groups. The false positive rate on Black offenders was higher by 14% compared to Whites (FPR for Whites=46.5% and for Blacks=60.7%, \( p_{TT} < \alpha \)) but the false negative rate was lower by 18% (FNR for Whites=39% and for Blacks=21.3%, \( p_{TT} < \alpha \)). Positive predicted values were 58.3% for Blacks and as low as 43.5% for Whites (\( p_{TT} < \alpha \)).

We also conducted two test of calibration (see §A for more details on these tests). Probability predictions suffered from both intercept and slope bias in the calibration test via logistic regression (coeff. of White race=-0.45 and interaction=-0.54 respectively; both \( p < \alpha \) [76]). Predictions also failed the calibration test via chi-squared (\( p < \alpha \) for all \( \lfloor Q_P RAI \cdot 10 \rfloor \geq 5 \)), where the share of re-arrests for Blacks was higher than for Whites across all bins.

We checked whether the RAI’s influence on the predictions of the participants depended on the offender’s racial group. We tested this hypothesis on two sets of predictions: (i) the pre-registered and revised risk estimates in the non-anchoring setting; and (ii) all risk estimates made without and with the assistance of the RAI.\(^{16}\) In (ii), we considered only those offenders that had at least 3 predictions of each type, averaged the answers, and then computed the influence. For both (i) and (ii), we found that the RAI exerted approximately the same influence across racial groups (\( p_{MW} > \alpha \) for both). In contrast to the findings of Green and Chen \[^{38}\], we found that, in cases where the risk estimates made by participants alone were lower than the RAI’s, the influence of the RAI was not larger for Black offenders neither in (i) nor in (ii) (\( p_{MW} > \alpha \) for both).

### B.4 The order of the offenders’ profiles did not affect participants’ interactions with the RAI

As we mentioned in §3.2, in some cases the offenders’ profiles were not randomly ordered. More specifically, the participants were assigned to one of three conditions, that we call random, controlled, and decreasing. In the ‘random’ setting, participants were shown a randomly sampled set of offenders. In the other two conditions, we sampled a set of offenders on which the RAI achieved the same accuracy as in the population (i.e., 16 or 17 out of 25 predictions were correct). In the ‘controlled’ setting participants were presented with the offenders’ profiles sorted in random order. In the ‘decreasing’ setting, participants were first shown the offenders for whom the RAI had made accurate predictions and then those for whom the RAI’s predictions were inaccurate.\(^{17}\) See Table 2 for the distribution of participants across conditions. Here we only focus on the comparison of the controlled and decreasing conditions.

---

\(^{16}\)Note that only the metric computed in (i) follows the definition of influence presented in §3.5.

\(^{17}\)The randomization scheme differed across the two dimensions of variation due to the aforementioned technical issue rather than for methodological reasons. We first collected an initial batch of surveys with only the random setting. Then, all participants of the second batch of surveys were mistakenly assigned to the decreasing condition. All successive participants were then assigned to the controlled condition. Since participants were not aware of which of condition they would be assigned to (the survey and the instructions were always the same), the only other source of sampling bias likely consisted of the variation in the population of participants on the crowdsourcing platform when the surveys were published. We tried to ensure randomization by running the last batches in similar days of the week and times of the day. We could not find significant differences in the demographics of our pool of participants and time that they spent on the survey.
We initially expected the participants assigned to the decreasing condition to exhibit more trust in the RAI and their risk estimates to be more heavily influenced by the RAI compared to those of the participants assigned to the controlled condition. We found little or no evidence of such phenomena: Our results show that, in absence of feedback, participants’ trust and reliance on the RAI were not impacted by the accuracy of its predictions on the initial set of cases.

None of the performance metrics differed across the two settings other than for the area under the curve, which was larger by almost 4% for the predictions made in the controlled condition (AUC for controlled=62.2% and 95% c.i. [61.1%, 63.4%], for decreasing=58.6% and c.i. [57.3%, 59.8%]; all $p_{TT} > \alpha$ for other comparisons). The risk estimates made in the two conditions were similarly close to the RAI’s (mean $|Q^p_{P+RAI} - Q^p_{RAI}|$ for controlled=16% and for decreasing=17.5%; $p_{MW} > \alpha$). In the last set of perception questions, participants self reported trusting the RAI at approximately the same rate across the two conditions (81.5% and 80.3% in controlled and decreasing respectively; $p > \alpha$). Interestingly, trust was not affected by the level of accuracy of the RAI’s predictions: Among the participants assigned to the decreasing condition, the same share of participants reported trust in the tool in the second and third sets of perception questions. We also observed no notable differences in the levels of confidence and self-reported use of the RAI across the two conditions.

**Participants often revised their risk estimates when provided with the RAI’s prediction, but were less likely to revise their binary predictions in the direction one would expect**

In this section, we provide a longer discussion on how participants assigned to the non-anchoring setting revised their predictions after gaining access to the RAI’s. These results extend those in §4.1.

Participants’ predictive performance did not significantly improve when they were presented with the RAI’s predictions (accuracy for $Q^b_P = 56.7$ vs $Q^b_{P+RAI} = 57.6\%$, $p_{TT} > \alpha$). The main exception is in the case of AUC, for which we detect a statistically significant improvement of 2.8% (mean AUC for $Q^p_P=60.1\%$ and 95% conf. int. [59.2\%, 61\%], mean AUC for $Q^p_{P+RAI} = 62.9\%$ and 95% conf. int. [62\%, 63.8\%]). However, this does not mean that participants did not revise their predictions when provided with the RAI’s. This result should be expected in light of the fact that participants often revised only their risk estimates in the direction of the RAI’s.

As we discussed in §4.1, participants’ revised risk estimates were closer to the RAI’s than their pre-registered estimates. Interestingly, the RAI’s influence was 36% higher when the participant’s pre-registered risk estimate was lower than the RAI’s (mean inf. when $Q^p_P < Q^p_{RAI} : 44.8\%$, when $Q^p_P > Q^p_{RAI} : 32.9\%; p_{MW} < \alpha$) but the average size of the revision was lower (mean $|Q^p_{P+RAI} - Q^p_P|$ when $Q^p_P < Q^p_{RAI} : 6.7\%$, when $Q^p_P > Q^p_{RAI} : 7.9\%$). The magnitude of these revisions was not always orthogonal to the magnitude of the initial difference: Influence was uncorrelated with the difference only in case of the pre-registered probability prediction being lower than the RAI’s ($\rho_S = 0.2$ for $Q^p_P > Q^p_{RAI}$ and $p < \alpha$; $\rho_S = -0.05$ for $Q^p_P < Q^p_{RAI}$ and $p > \alpha$) (see also Figure 11
in §D). The two results together indicate that the relative—but not the absolute—magnitude of participants’ revisions was larger in cases where they had initially underestimated the probability of re-arrest compared to the RAI. This could be expected given that the initial risk estimates made by participants generally were substantially higher than those of the RAI (mean $|Q_P^0 - Q_{RAI}^0|$ when $Q_P^0 > Q_{RAI}^0$: 21.6% vs when $Q_P^0 < Q_{RAI}^0$: 14.1%). Despite quite large heterogeneity in the influence of the RAI across participants (see Figure 10), we identified three notable patterns in their answers. Approximately 6% of the participants always matched the RAI’s predictions (17 out of 271), 7% never revised their risk estimates (19), and 11% always averaged their initial risk estimates with the RAI’s (29).

Participants revised their pre-registered binary predictions in 10.2% (se=0.3%) of the assessments, switching in slightly more than half of these cases from a prediction of re-arrest to one of no re-arrest (share of predictions that switch from re-arrest to no re-arrest: 5.7%). Here, two results are worth mentioning. First, when the participants changed their predictions, they not always did so to match the RAI’s: This occurred only in 68.3% of all revisions. In 5.2% of the cases where the participants’ pre-registered answers matched the RAI’s, their revised predictions did not. Second, the likelihood that participants would switch their prediction to match the RAI’s varied with the actual recommendation: In cases where the pre-registered prediction did not correspond to the RAI’s, participants matched its prediction 49.8% of the times when it was of a re-arrest, but only 14.8% of the times when it was of no re-arrest ($p_{TT} < \alpha$, see also Figure 4 and Figure 11 in §D).

These results might not seem surprising given our findings around how participants converted probabilities into binary predictions in §4.1. Yet, unexpectedly, we found that the direction of the difference between the pre-registered and the RAI’s risk estimates could not fully explain the direction of the revision. In cases where the final answer matched the RAI’s but the pre-registered prediction did not, participants switched from a prediction of no re-arrest to one of re-arrest even when the risk estimate of the RAI was lower than their pre-registered risk estimate (47.5% of 303 cases). Instead, when they switched from no re-arrest to re-arrest—which also corresponded to the RAI’s prediction—their pre-registered risk estimate was almost always higher than the RAI’s (89.2% of 388 cases). In the right panel of Figure 4, we observe that even when the risk of re-arrest estimated by the RAI was very low, participants appeared to be only slightly more likely to switch to a prediction of no re-arrest ($\rho_S = -0.07$ between $Q_{RAI}^b$ and $Q_P^b$ for $Q_{RAI} < 50\%$; $p < \alpha$). Lastly, we found that the risk estimates of participants that self reported trust in the RAI (79.3%) were closer to the RAI’s and that the RAI exerted higher influence on this set of participants (mean influence if trust=42.2% otherwise=24.7%; $p_{MW} < \alpha$). The self-reported use of the RAI’s risk estimates was weakly correlated with the RAI’s influence ($\rho_S = 0.22$, $p < \alpha$).

C STRUCTURE AND CONTENT OF SURVEY

In this section we present the structure and content of the survey. We have adapted some of the terminology used in the original survey to the one adopted in this article. For example, the first and second part of the survey were called “training” and “testing” in the original survey. $Q_P^0$ and $Q_P^b$ were called Q1 and Q2. Figure 8 shows the structure of the initial pages of the survey.

![Fig. 8. Structure of the initial part of the survey.](image)
C.1 Consent

**Purpose of research Study:** The purpose of this study is to analyze how Amazon Mechanical Turk users interpret and use algorithmic predictions generated by decision support systems. We will perform statistical analysis to identify and extract patterns in the answers to this survey.

**Procedures:** Your task is described in the following page.

**Risks/Discomforts:** There are no risks for participating in this study beyond those associated with normal computer use and a minor risk of breach of confidentiality.

**Benefits:** By completing this task, you will be more familiar with decision support systems used in the criminal justice setting. More broadly, this study may benefit society by improving the understanding of human-computer interaction.

**Voluntary participation and right to withdraw:** Participation in this study is voluntary, and you can stop at any time. However, the survey needs to be completed for the HIT to be rewarded.

**Circumstances that could lead us to end your participation:** We may decide to end your participation and/or not to reward the HIT for one of the following circumstances: (1) you fail at least one of the three attention checks (details in the instructions); (2) there is clear evidence that the questions have not been appropriately read and/or answered; (3) not all questions have been answered; (4) the survey has already been completed once, i.e. you are completing the survey for the second (or more) time.

**Confidentiality:** Other than your Amazon Mechanical Turk serial number, we will collect the following demographic information: age, gender, race, level of education, and state of residence. We note that the Amazon Mechanical Turk serial number could be linked to your public profile page, so you might consider what information you choose to share on your public profile. These serial numbers will not be shared with anyone outside the research team and will only be used to handle financial transactions on the platform. Note, however, that de-identified data may be shared outside the research team.

**Compensation:** If you satisfactorily complete the HIT/survey, you will receive a minimum compensation of 1.5$ for your participation. The extra reward (up to 5$) depends on your performance as described in the instructions. Payments are made via Amazon’s payment system.

**Contact information:** [anonymized for submission]

**Clicking accept:** By clicking the “Accept” button, you indicate that you are 18 years of age or older, that you voluntarily agree to participate in this study, and that you understand the information in this consent form. You have not waived any legal rights you otherwise would have as a participant in a research study.
C.2 Obtaining Worker ID

Please enter your Amazon Mechanical Turk Worker ID. We will use it only to process the payment. After entering the code, please press enter. Remember that if you have already completed this task in the past, you will not be rewarded.

Insert your ID

Check if ID is new

Continue

If the ID already existed in our database (i.e., the worker had either completed the survey or failed an attention check in the past), the “Continue” button would not appear. If the ID was modified after having been verified by clicking the “Check if ID is new” button, then the “Continue” button was disabled.

C.3 First (partial) set of instructions

Task: In this task you will be shown demographic information and criminal history for individuals that have been arrested. These offenders have all been selected from real data. For every offender, we know whether they were rearrested within three years of release. Based on the available information, your task will be to predict whether the offenders were rearrested and to estimate the likelihood of this event.

Questions: For each offender, you will be asked two questions:

- $Q^p$: What is the likelihood of this offender being rearrested in the three years following release? For instance, 13% means that you think the probability of rearrest is 13%. You will use a slider to select your choice. The initial value of the slider is initialized at either 0 or 100.
- $Q^b$: Do you think that the offender was rearrested in the three years following release? This question is similar to the first but asks only for a yes-no prediction. It is important to answer $Q^p$ before $Q^b$. Once you have answered $Q^b$, you may not be able to revise your answer in $Q^p$.

In the three years following release, 42% of all offenders in the population were rearrested. The set of offenders that is shown to you is a representative sample of the entire population. You will evaluate 40 different offenders (+ 1 example and +3 attention checks). Throughout the survey, we will ask you a short series of questions to make you reflect on your answers.

Now you will be shown an example. Please answer the questions in the example before proceeding to read further instructions.

C.4 First set of instructions

The first set of instructions included what had already been presented in §C.3, plus the following panel. Note that the third part of the survey (one question) was not mentioned in the instructions.
Structure of the survey: The survey consists of two consecutive parts:

- **First part (feedback, no algorithmic tool):** You will start the survey with some example cases. For each case, after making your prediction, you will receive feedback on whether the offender was rearrested within three years of release. The feedback indicates whether your prediction (in response to \( Q_b \)) was accurate. If you predicted that the offender was not rearrested, but in fact they were, then your prediction was inaccurate. If you predicted that the offender was rearrested, but in fact they were not, then your prediction was inaccurate. This feedback can also help you refine your answers to \( Q_p \). If you find that you are often assigning high probabilities of re-arrest to offenders that are not rearrested, then these probabilities may be too high.

- **Second part (no feedback, algorithmic tool):** In this phase, you will make predictions but will not receive feedback about whether your predictions are accurate. For the questions in this part of the survey, you may also be shown the predictions of an algorithmic tool that was trained to predict re-arrest. You can incorporate the algorithmic tool’s predictions as an aid to help you evaluate, adjust, and revise your decisions. The tool is described below.

Algorithmic tool: The statistical model on which the tool is based was selected for being the most accurate among many statistical models. The tool has the following characteristics:

- **Target:** The algorithmic tool has been trained to predict the likelihood of the offender’s re-arrest in the three years following release. For instance, if the algorithmic tool predicts that the likelihood of re-arrest is 60% for some offender, it means that this offender is going to be rearrested with probability 60%, according to this tool.

- **Information:** The algorithmic tool has access to all the information that is available to you. In addition, the tool has also access to more detailed categories of past crimes and their frequency.

- **Calibration:** Calibration is one of many benchmarks used to measure the quality of the predictions generated by algorithmic tools. Informally, an algorithmic tool is calibrated if on all the cases where it predicts, say, a 60% probability of re-arrest, in fact 60% of those offenders were rearrested. That does not mean that the algorithmic tool is actually good at making predictions. For example, an algorithmic tool that predicts that all offenders have a 42% probability of re-arrest would be perfectly calibrated! Indeed, these are group level estimates rather than precise estimates of individual likelihoods of re-arrest. The calibration properties of this tool are shown in the figure below.

Terminology: The following comparisons may be useful:

- **Misdemeanor vs felony:** A misdemeanor is a crime considered to be of lower seriousness compared to a felony. Misdemeanors carry up to 1 year of jail in most states. Notice that misdemeanors are more serious than infractions.

- **Adult vs juvenile** offenders under age 18 are considered juvenile.
C.5 Second set of instructions

**Requirements:** You must answer all questions for the survey to be valid and to complete the HIT. For each page, please answer all questions before proceeding to the following page. You will also need to answer the attention checks (described below) correctly.

**Attention checks:** For three of the offenders, the answer to $Q^b$ will be explicitly mentioned in the description of the offender. You need to answer $Q^b$ accordingly. For those two offenders, you can select anything in $Q^p$. If you do not provide the correct answer to $Q^b$ (as specified in the text) for any of these two offenders, you will not be able to proceed with the rest of the survey. You will also not be able to retake the survey. If that’s the case, please return the HIT.

**Structure of rewards:** The extra reward (up to 5$) is based on your performance in the testing phase. Performance is proportional to the accuracy of your answers in $Q^p$ and $Q^b$. For this evaluation, we will use your answers to $Q^p$ for 13 randomly chosen offenders (out of 25), and your answers to $Q^b$ for the remaining offenders. The measurements of performance on $Q^p$ and $Q^b$ use Brier score and accuracy respectively. The maximum reward for each question is 0.20$. For example, consider the case where you answer 30% ($Q^p$) and "no" ($Q^b$), and the offender is not rearrested. In case $Q^p$ is selected, then you will receive 0.18$ = 0.20$*(1-(30%)²). In case $Q^b$ is selected, then you will receive the full 0.20$. Conversely, if the offender is rearrested, then you will receive 0.10$ in case of $Q^p$ and 0$ in case of $Q^b$. The payment schema has been designed to ensure that you will achieve the highest reward only by acting according to your true beliefs. In other words, you will get the highest reward answering both answers as well as you can.

[Continue]
C.6 Structure of the vignette

![Show/hide informed consent form and instructions](image)

**Offender [# OFFENDER] of 40**

**Demographics:** The offender is [RACE] and [SEX]. She/he is [AGE] years old.

**Current charge:** The offender has been charged with [CRIME CATEGORY].

**Criminal history:** The offender (if PRIOR ARRESTS>0) has been arrested [PRIOR ARRESTS] time(s) and has been charged [PRIOR CHARGES] time(s). Of these arrests, (if PRIOR ARRESTS-JUVENILE>0) [PRIOR ARRESTS-JUVENILE] occurred when (s)he was a juvenile. (if PRIOR ARRESTS-JUVENILE=0) [all occurred when (s)he was an adult]. The previous charge was/charges were for the following categories of offenses: (if PRIOR CHARGES-TRAFFIC>0) [traffic], (if PRIOR CHARGES-DRUGS>0) [drugs], (if PRIOR CHARGES-SEXUAL ASSAULT>0) [sexual assault], (if PRIOR CHARGES-PUBLIC ORDER>0) [public order], (if PRIOR CHARGES-PUBLIC ADMINISTRATION>0) [public administration], (if PRIOR CHARGES-PROPERTY>0) [property], (if PRIOR CHARGES-WEAPONS>0) [weapons]. Of these, [PRIOR CHARGES-VIOLENT] charge was/charges were for violent offenses. (if PRIOR ARRESTS=0) [has never been arrested before].

(if RAI shown) The algorithmic tool estimates that the offender’s likelihood of re-arrest is \( Q^b_{RAI} \).

(if RAI shown and non-anchoring setting) You have previously estimated that the offender’s likelihood of re-arrest is \( Q^b_p \). You have previously estimated that the offender WAS (if \( Q^b_p \) = No) NOT going to be re-arrested.

**What is the likelihood of this offender being rearrested in the three years following release?**

**Do you think that the offender was rearrested in the three years following release?**

(if both answers given)

(if feedback shown)(if \( Y = Q^b_p \) ) The offender WAS (if \( Y = No \) ) NOT rearrested in the three years following release. } (if \( Y \neq Q^b_p \) ) The offender WAS (if \( Y = No \) ) NOT rearrested in the three years following release.

Fig. 9. Structure of the vignette. If the condition inside round brackets was met, then the value taken by the feature inside curly brackets was inserted into the text. For example, if PRIOR ARRESTS was “5”, then the generated sentence was “The offender has been arrested 5 times...”. \( Q^b_p \) and \( Q^b_{RAI} \) indicate the answers given by the participant without the assistance of the RAI to the first and second question in the vignette respectively. \( Y \) indicates the outcome of the offender (i.e., rearrested or not). The RAIIs presented in our work were trained only on the features, such as the offender’s prior number of arrests and age, and not on the full sentences.
C.7 Demographics
The participant is allowed to proceed only once all questions have been answered.

- How old are you?
  - [Integers from 18 to 80 to be selected using a slide bar]
- What’s your gender?
  - Female
  - Male
  - Transgender female
  - Transgender male
  - Not in these categories
  - Prefer not to say
- What’s your race/ethnicity?
  - White
  - Black or African American
  - American Indian or Alaska Native
  - Asian
  - Native Hawaiian or Other Pacific Islander
  - Not in these categories
  - Prefer not to say
- What’s your highest level of education? (already achieved)
  - Less than high school degree
  - Some college but no degree
  - Associate degree
  - Bachelor degree
  - Graduate degree
  - Not in these categories
  - Prefer not to say
- Where do you live?
  - [Any of the US states to be selected using a drop-down list]
- Have you ever used (even on Amazon MTurk) decision support systems (algorithmic tools) like the one described in the instructions?
  - No
  - Yes

C.8 Perception questions
The participant was allowed to proceed with the rest of the survey only once all questions other than the two free-response questions had been answered. Two of the questions in the second set of perception questions were affected by a technical issue in the initial batches of surveys. For the purpose of the data analysis, in question (1) we coded “Not confident at all” and “Slightly confident” as “Not confident”, “Somewhat confident” as “Neutral”, and the remaining two categories as “Confident”. In question (4), we coded the lowest two levels as “Below median accuracy”, the middle level as “Around median accuracy”, and the remaining two categories as “Above median accuracy”.
You have already evaluated [percentage of offenders already evaluated]% of the offenders! Please answer the following questions very carefully.

(if second part of the survey){These questions concern all answers given in the testing phase of the survey. Do not take into account the decisions that you made during the first part of the survey.}

(if second part of the survey and non-anchoring setting){Consider only those predictions made after taking into account the algorithmic tool’s prediction.}

1. How confident were you, on average, in your yes-no predictions?
   - Not confident at all
   - Slightly confident
   - Somewhat confident
   - Moderately confident
   - Extremely confident

2. If you happened to be very confident in some of your yes-no predictions, which characteristics of the offender made you so confident? Note that you may be not very confident on average, but still be extremely confident in some of your predictions.
   [Insert your comments here]

3. How many of your yes-no predictions do you think were correct?
   • [Integers from 0 to 13, 14 or 25 to be selected using radio buttons]

4. How do you think that the accuracy of your yes-no predictions compares to the accuracies of other Amazon Mechanical Turk workers in this task?
   The percentages in parentheses refer to the percentile rank of your accuracy in the distribution of all workers’ accuracies. For example, say that there are other 100 workers. If you think that your accuracy is higher than the accuracies of 35 of them, then you should choose the percentile range (21-40%). Instead, if you think that your accuracy is higher than the accuracies of 85 of them, then you should choose the percentile range (81-100%).
   - Among the lowest accuracies (0-20%)
   - Lower than most accuracies (21-40%)
   - Approximately equal to the median accuracy (41-60%)
   - Higher than most accuracies (61-80%)
   - Among the highest accuracies (81-100%)

5. (if second part of the survey){How often did you revise (change) your numerical prediction after seeing the prediction of the algorithmic tool?}
   • [Integers from 0 to 13, 14, or 25 to be selected using radio buttons]

6. (if second part of the survey){How often did you revise (change) your yes-no prediction after seeing the prediction of the algorithmic tool?}
   • [Integers from 0 to 13, 14, or 25 to be selected using radio buttons]

7. (if second part of the survey){If some of your yes-no predictions did not match the algorithmic tool and you decided not to revise your yes-no predictions, why did you think that you were more accurate than the algorithmic tool?}
   [Insert your comments here]
D ADDITIONAL TABLES AND FIGURES

| Category                                | Census | Survey (n) |
|-----------------------------------------|--------|------------|
| Sex (Census) /Gender (survey)           |        |            |
| Male                                    | 49%    | 62.5% (332)|
| Female                                  | 51%    | 36.5% (194)|
| Race                                    |        |            |
| White                                   | 76%    | 76.1% (404)|
| Black or AA                             | 13%    | 14.7% (78) |
| Asian                                   | 6%     | 6.2% (33)  |
| AI, AN, NH, PI                          | 2%     | 1.7% (9)   |
| Age                                     |        |            |
| 18-24 years old                         | 7%     | 2.8% (15)  |
| 25-34 years old                         | 10%    | 44.1% (234)|
| 35-59 years old                         | 25%    | 46% (244)  |
| 60-78 years old                         | 19%    | 6.8% (36)  |
| Education                               |        |            |
| College degree or higher (age 25+)      | 32%    | 81.2% (419/516) |
| Region                                  |        |            |
| Northeast                               | 17%    | 16.9% (90) |
| Midwest                                 | 21%    | 19.1% (102)|
| West                                    | 24%    | 24.8% (132)|
| South                                   | 38%    | 39.0% (207)|
| ML familiarity                          |        |            |
| Yes                                     | 44%    | (93)       |

Table 3. Comparison of the demographics of the sample in the survey with the estimates relative to the US population, obtained from the Census. The categories with only a few observations are excluded from the table. While we measure gender, the Census only provides estimates for sex.

Fig. 10. Analysis of risk estimates in the second part of the survey for the participants that were assigned the non-anchoring setting. (left) Kernel density estimate of the absolute differences of the participants’ initial and revised risk estimates from the RAI’s ($|Q_P - Q_{RAI}|$ and $|Q_{P+RAI} - Q_{RAI}|$ respectively). The figure shows that participants tended to update their estimates in the direction of the RAI’s. (right) Kernel density estimates of the mean influence of the RAI on the risk estimates by participant. We observe that participants’ revised estimates were on average closer to their initial predictions than to the RAI’s.
Fig. 11. Analysis of binary predictions in the non-anchoring setting. (left) The heatmaps correspond to pre-registered binary predictions corresponding to no re-arrest (left) and re-arrest (right). The binary predictions of RAI and the final revised answers of participants lie on the vertical and horizontal axes respectively. The percentages correspond to the fraction of observations falling in each category. For example, the percentage in the bottom left corner indicates the share of all pre-registered predictions corresponding to no re-arrest (approximately 40% of all predictions) that matched the RAI’s (binary) prediction and that were not revised. The bottom right corner of the heatmap on the left and the top left corner of the heatmap on the right represent interesting cases of participants switched prediction even though their pre-registered answers matched the RAI’s predictions. (right) Boxplot of the influence of the RAI on participants’ risk estimates grouped by the difference between the RAI’s predictions ($Q_{RAI}$) and the participants’ pre-registered risk estimates ($Q_{P}^b$). The whiskers extend from the hinges to the smallest or largest values at most $1.5 \cdot IQR$ of the hinge and the notches extend to $1.58 \cdot IQR / \sqrt{n}$. If participants were to blindly rely on the RAI and always match its predictions (i.e., a case of automation bias), most of the mass of the boxplots would lie around 100%. We observe that this does not occur. The median influence of the RAI is always below 50% and decreases as the gap between the RAI’s and the pre-registered risk estimates decreases.

| Judges | Term    | Estimate | Std.error | p.value |
|--------|---------|----------|-----------|---------|
|        | (Intercept) | -2.65    | 0.03      | 0.00    |
|        | PRS     | 0.38     | 0.01      | 0.00    |
|        | OGS     | 0.49     | 0.01      | 0.00    |

| RAI    | Term    | Estimate | Std.error | p.value |
|--------|---------|----------|-----------|---------|
|        | (Intercept) | -1.07    | 0.03      | 0.00    |
|        | PRS     | 0.42     | 0.01      | 0.00    |
|        | OGS     | 0.08     | 0.01      | 0.00    |

| Participants | Term    | Estimate | Std.error | p.value |
|--------------|---------|----------|-----------|---------|
|              | (Intercept) | -0.23    | 0.03      | 0.00    |
|              | PRS     | 0.36     | 0.01      | 0.00    |
|              | OGS     | 0.05     | 0.01      | 0.00    |

Table 4. Summaries of logistic regression models targeting the likelihood of incarceration (by judges) or the likelihood of predicted re-arrest (by RAI’s and participants’ predictions). The tables contain coefficients estimates, sandwich standard errors, and p-values relative to the null hypothesis that the coefficients are equal to zero. These models have been described in §4.4. The coefficients correspond to the offense gravity score (OGS) and to the prior record score (PRS). We note that the coefficient’s estimate of the offense gravity score is large in the model targeting the likelihood of incarceration, but small in the others.
E COMPARISON BETWEEN THE PILOT STUDY AND THE MAIN EXPERIMENT

Before running the experiment described in the main paper, we conducted a pilot study. The survey used in this study was in many ways similar to the survey in the main experiment, but also differed in the following aspects:

- participants were all shown the same set of offenders but in different orders. The offenders’ descriptions were based on a random sample drawn from the holdout set. The offenders were divided into two groups. The order was then randomized within groups.
- absence of bonus proportional to predictive performance and attention checks. In the pilot study, participants’ reward was not tied to their performance. We paid a fixed amount of $10 to all participants that completed the survey. We did not use attention checks.
- probability predictions were elicited using a slider instrument with a 10-point probability scale (0-10%, 11-20%, 21-30%, etc.).

In the pilot study, 24 of the 50 participants were assigned to the anchoring setting. Most of the findings from the pilot survey are virtually identical to those that were presented for the main study. In particular, the results of §4.1 (probability and binary predictions) and §4.2 (anchoring effects), which in principle could have been affected by the choice of the probability scale, held in this survey as well. We briefly discuss three results from the pilot study.

As in main study, we found that participants often predicted re-arrest even when they were assigning low values to its likelihood. Figure 12 shows the share of predicted re-arrests as a function of the participants’ risk estimates. The pattern in these predictions closely resembles what has been shown for the main experiment (see Figure 3). “Re-arrest” was predicted for approximately one fourth of the offenders for whom the risk estimate was between 41-50% or lower (mean re-arrest $\mathcal{Q}_b=26.4\%$) but “no re-arrest” was predicted for only 5% of the offenders whose risk estimates were equal or above 51%.

As in the main study, we found that the revised risk estimates of the participants in the non-anchoring setting were closer to the RAI’s than those of the participants assigned to the anchoring setting (mean $|Q^p_{P+RAI}-Q^p_{RAI}|$ in non-anchoring=0.09, in anchoring=0.12; $p_{TT} < \alpha$). The agreement between participants’ and RAI’s binary predictions, however, was slightly higher in the anchoring setting (mean $|Q^b_{P+RAI} - Q^b_{RAI}|$ in non-anchoring=32%, in anchoring=27%). Figure 13 shows the distribution of the probability predictions in the two settings for the 22 different offenders on which we tested anchoring effects. We observe that participants assigned to the non-anchoring setting often revised their risk estimates in the direction of the RAI’s. For most of the offenders the difference between the pre-registered predictions and the RAI’s estimates was fairly small. In cases where the pre-registered risk estimates were far from the RAI’s, the distribution of the revised predictions was similar to the one of the predictions made in the anchoring setting sometime (e.g., offender with id 22) but not in all cases (e.g., offenders with id 7 and 10).

Since the vignette did not change, the time spent by participants on the individual assessments can be compared across the two surveys. We separated the predictions made without the assistance of the RAI from those made in presence of the RAI. In case of the latter, we excluded those made in the non-anchoring setting. For both groups of predictions, we found that participants in the main study spent substantially more time than those in the pilot survey (both $p_{MW} < \alpha$). The right panel of Figure 12 shows the distribution of time spent on each assessment in the anchoring setting: The assessment took on average 16.1 seconds (median=11.4) for the participants in the main study but only 9.7 seconds (median=7) for those of the pilot study. It is possible that the introduction of attention checks, together with the incentive structure being tied to predictions accuracy, nudged

---

18For each probability bin, we took its average value (e.g., 11-20% was converted into 15.5%).
participants into spending more time on the assessments or led to the exclusion of participants that were not paying adequate attention.

Fig. 12. Analysis of the participants’ assessments in the pilot survey. (left) Share of predictions of re-arrest as a function of the probability predictions. Error bars indicate 95% confidence intervals. As in the main experiment (see Figure 3), we observe that binary predictions corresponding to re-arrest were frequent even for low values of the likelihood. (right) Comparison of time spent on each offender’s assessment in the anchoring setting in the pilot and main study. Here, we considered only the predictions made in presence of the RAI. These results indicate that assessments in the main study generally took longer than those in the pilot ($p_{MW} < \alpha$).

Fig. 13. Analysis of participants’ and RAI’s predictions in the pilot study. Here, the anchoring effect was tested on a total of 22 different offenders. Each of the offenders corresponds to a separate identifier on the horizontal axis. The boxplots are relative to the pre-registered and revised risk estimates made in non-anchoring setting, and those made in the anchoring setting. Each boxplot corresponds to predictions made for a certain offender. The black squares indicate the prediction of the RAI that was shown to the participants.
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