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Abstract

In athletics sports, accurate identification and correction of athlete's wrong posture can improve the quality of athlete's daily training. In the course of athletics sports, affine deformation of human body is easy to occur, which leads to the appearance of action feature points with low brightness and shading. However, the traditional method is to extract these feature points and compare them with the correct posture to realize the recognition and correction of posture, which leads to the failure of real-time detection and correction of athletes' wrong posture. Therefore, this paper proposes a method of posture recognition and correction for athletes with depth image bone tracking. The threshold method is used to preprocess the image, and the Kalman filter is used to filter the acquired image. The motion feature points are obtained from the filtered image by Gaussian distribution function. By improving SURF-RANSAC method, marginal points and action feature points with low brightness are screened out. Euclidean distance method is used to determine the distance between two adjacent feature points, and feedback monitoring principle is used to identify and correct the wrong posture. The simulation results show that the improved posture recognition and correction method of depth image bone tracking can realize tracking and monitoring of track and field athletes' movements, complete the detection and recognition of track and field sports posture with high accuracy and strong stability.
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1. Introduction

In the World Track and Field Championships, coaches and athletes of all countries attach great importance to competition results. And each time the progress of competition results are inseparable from the improvement of athletes' skills [1,2]. Correct track and field posture is helpful for athletes to improve their skills, while wrong track and field posture is not conducive to the progress of athletes' skills and can not achieve ideal results. Therefore, it is very important for athletes to improve their skills and achieve good performance to accurately identify and correct their postures [3].

Under the action of special medium field, the coach's oral teaching can not make all athletes improve their skills, and it is difficult for athletes to make accurate imitation. At the same time, the use of human body demonstration to teach track and field technology disadvantages. It is difficult for athletes to correct their own detailed technical movements through hearing, unable to obtain self-feedback information, and unable to
achieve the purpose of improving their own skills. Therefore, it is very important to apply multimedia technology to correct athletes' wrong postures. By means of video recording, positive and negative contrast of action picture, on-site shooting and replay of video technology, the posture recognition and correction of track and field athletes has become an important topic of study by relevant experts and scholars, with great research value [4-6].

Some achievements have been made in the research of athletes' wrong posture recognition methods. Reference [7] identified and corrected the posture of track and field athletes through target tracking of their track and field movements. Reference [8] used dynamic module matching algorithm to detect and identify athlete's wrong posture, and completed posture recognition correction of track and field athletes. In reference [8], SAA7111 and PGA were used to collect and store images without DSP intervention, and DMA was used to transmit the images, and DSP was made to perform recognition operation. The system integrated the functions of operation, acquisition, storage and recognition into a PCI card, and completed the posture recognition and correction of track and field athletes with the memory function of PCI card. However, traditional methods all have defects to varying degrees. When track and field sports posture is affected by factors such as scale, noise and distance, the image is prone to deformation [9].

Aiming at the disadvantages of traditional methods, a new calculation method is proposed. By combining the bone tracking method of depth image acquisition, and SIFT algorithm, the moving target image is tracked and extracted. By adjusting the rotation angle, scale changing and brightness, the affine transformation and the use of the image are relatively stable. Finally, the real-time tracking of the stable posture of track and field sport is completed, so that athletes can realize their own action mistakes, and timely correction of action, and obtain better results.

2. Principle of athlete posture recognition and correction

In the process of athlete posture recognition and correction, \( Q = (Q_R, Q_G, Q_B) \) represents the foreground pixels of athlete posture image, \( W = (E_R, E_G, E_B) \) represents the background pixels of the athlete's posture image. Formula (1) is used to position each node when athletes running.

\[
G(x, y) = \frac{Q \cdot W}{(\Delta_T, \Delta_D, \Delta_0, \Delta_L0, \Delta_L1, \Delta_R0, \Delta_R1)} \quad (1)
\]

We analyze the positioning nodes and extract the feature points of each joint of athletes' limbs in track and field by using equation (2).

\[
x^2 + y^2 + z^2 = \sqrt{\frac{\text{head}}{\pi} \times (x, y) \left( x - r \cdot \Phi, y + r \right)} \quad (2)
\]

Where R represents the radius of the athlete's activity range. \( \sqrt{\frac{\text{head}}{\pi}} \) represents the approximate value of R. \( (x - r \cdot \Phi, y + r) \) represents the position of the left shoulder. \( \Phi = 1.42 \) represents the coordinate of the left shoulder. The \( x \) coordinate position of the right shoulder can be obtained according to the theory of symmetry. It is assumed that \( (x^2 + y^2) \) represents the length of athlete's forearm, satisfying \( x = \left(1/\sqrt{z}\right), \quad y = (f/\sqrt{z}) y \cdot B_0 \cdot B_1 \cdot B_2 \cdot B_3 \). The coordinate of shoulder joint, elbow joint, wrist joint and palm joint of left and right arms, respectively. According to these obtained coordinates, the athlete's posture recognition and correction model is established by using equation (3).

\[
P = G(x, y, z) \times (x^2 + y^2 + z^2) \times (B_0, B_1, B_2, B_3)
\]

Affine deformation of human body is easy to occur in track and field sports, which leads to the appearance of action feature points with low brightness and shade. However, the traditional method is to extract these feature points and compare them with the correct posture to realize the recognition and correction of posture, which leads to the failure of real-time detection and correction of athletes' wrong posture. Therefore, this paper proposes a method of posture recognition correction for track and field athletes based on depth image bone tracking.

3. Proposed posture extraction method

With the continuous update and progress of domestic IT technology, DV video related hardware and technology development gradually complete, moving target image feature recognition and monitoring has been widely used in various industries. And in track and field sports, the application scope is also larger. Firstly, the image is obtained by Kinect technology [10]. Secondly, Kalman predictor and SURF-RANSAC algorithm are used to detect and recognize target posture in track and field.

3.1. Kinect 3D motion image feature extraction
Based on the deep image interception tracking algorithm, the position of athletes’ target movements can be estimated through the deep image interception method, so that the complicated prediction problem can be transformed into a relatively easy classification problem. The human track and field posture is taken as the target of tracking and detection. In order to better realize the movement target monitoring, Kinect method is used to obtain deep intercepted images [11,12]. The methods are as follows: 1) Use kinect sensors on the left and right sides to send and receive infrared rays from different directions. First of all, Kinect uses the infrared transmitter on the left to send infrared light to existing objects. Objects in the environment will react to form light spots, reflecting different three-dimensional "light coding"; Then the infrared receiver on the right is used to collect deep infrared images within the range of Kinect. Finally, the initial data of Kinect and the infrared deep intercepted images collected are used to carry out a series of design calculations, and the 3D depth screenshot information within the range is calculated. Based on the obtained information parameters, bone tracking is carried out. 2) Based on the obtained information parameters, the image of each bone point is formed. First, the human body is stripped and captured in the background. Secondly, the repeated parts of each part of the human body, positive images, side images, depression images are studied to obtain each image and each node. 3) The bone structure map is formed by using 20 key points obtained from "bone tracing". For each frame of deep captured image collected by Kinect camera, we mark and classify the obtained deep captured image of human movement; It is estimated as the location information of the key node; The marked image is matched with the 3D node.

Through the above image extraction method, the location information of moving target can be obtained. Through the acquisition of position information, it provides necessary basis for the retrieval and recognition of wrong postures in track and field.

3.2. Modified SURF-RANSAC

First, after feature points are detected and main directions were determined based on SURF algorithm [13-15], the circular neighborhood is constructed to extract 32-dimensional descriptors. Then the threshold adaptive method is used to complete the rough matching of feature points. Finally, cosine constraint model is established by feature vector to optimize RANSAC algorithm and complete feature point matching.

**Dimension reduction of SURF descriptor**

In order to reduce the data complexity of SURF feature matching algorithm, this paper first improves the generation process of feature descriptors to achieve dimensionality reduction. In the traditional algorithm, when the main direction is at different positions, the area of calculating the statistical response of descriptor is also inconsistent, as shown in figure 1(a). When the main direction deviation occurs, the black area that should be counted will be ignored, which reduces the regional similarity after rotation. Therefore, this paper takes feature points as the center and uses circular fields to calculate feature descriptors, as shown in figure 1 (b). The purpose is that no matter how the main direction is offset, the range of descriptor calculation is the same, and the time of descriptor extraction is reduced compared with rectangular region while the edge interference pixels are removed.

![Figure 1](image)

**Figure 1. Rectangular and circular neighborhood comparison**

In this paper, dimension reduction extraction of SURF descriptor is divided into the following steps:

1. With the feature point as the center of the circle, a circular field with R of 10S is selected in the neighborhood. In order to achieve rotation invariance, the circular region is rotated according to the main direction of feature points.
Step 2. The circular area is divided into two circles, and the inner circle radius is 3.12S, which is enclosed into four quadrants according to the X and Y axes, that is, the neighborhood forms eight small areas (numbered from 0 to 3 respectively), as shown in figure 2.

Figure 2. Descriptor extraction based on circular neighborhood

Step 3. Eight sub-regions are constructed around each feature point by the above method. Haar wavelet response values of feature points in horizontal and vertical directions are calculated for each region. And it is given a Gaussian weighting coefficient. The sum of the response values for each region is then calculated. Therefore, $V = \sum dx, \sum dy, \sum dy, \sum dy$ can be obtained in each sub-region. Finally, the response value of each sub-region are counted to obtain a 32-dimensional descriptor. The calculated eigenvectors can be expressed as:

$$L = (l_1, l_2, \ldots, l_{32})$$

(4)

Step 4. The length of feature vector is normalized:

$$\tilde{L} = \frac{L}{\sqrt{\sum l_i^2}} = (\tilde{l}_1, \tilde{l}_2, \ldots, \tilde{l}_{32})$$

(5)

Circle has good rotation invariance, so if the descriptor extraction method is changed from rectangle to circle, the corresponding rotation time will be reduced in the matching process of each feature point. When the descriptor dimension is reduced from 64 to 32, the matching process not only reduces the data complexity but also improves the running speed of the algorithm.

Threshold adaptive matching

The traditional SURF feature matching algorithm takes the Euclidean distance between the image to be tested and the template image as the similarity criterion after finding the matching point [16,17].

$$d = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}$$

(6)

In traditional methods, the artificial threshold will affect the matching accuracy and result, and one-way matching will produce one-to-many matching phenomenon. In the feature point matching stage, the initial matching feature set is screened by threshold adaptive method, and then each pair of feature points is compared with the calculated threshold value. Finally, the "one-to-many" mismatching situation is eliminated by feature bidirectional matching. The specific steps of feature matching process improvement are as follows:

Step 1. Assume that the feature point sets of the two images are $N_1$ and $N_2$ respectively. For each feature point in $N_1$, the two points with the smallest Euclidean distance from $N_2$ are found, denoted as $d'_n$ and $d''_n$ respectively. The logarithm of feature matching of the two images is denoted as $T_e$. Therefore, the ratio set is obtained.

$$T_e = \frac{d'_n}{d''_n}$$

(7)

Step 2. The ratio set $T_e$ of feature points obtained in the previous step is sorted in descending order, the first 10% and the last 10% of data are eliminated, and the remaining points are summed and averaged to obtain $T_e$. Use it as the initialization threshold.

Step 3. If the ratio of the nearest and next-neighbor distances of the detected points meets $d'_n / d''_n < T_e$, the match is performed. Until all feature points are detected and matching point pairs are obtained.

Step 4. The above image to be detected is reversed as the reference image, that is, point set $N_2$ is the set seeking the best matching point pair.

Improved RANSAC

RANSAC algorithm [18,19] is a stable and reliable algorithm for eliminating false matching points. An optimal mathematical model is obtained through continuous iteration, as shown in figure 3(a). The data set contains noise points and data points that can form a straight line. The basic principle of RANSAC is that: firstly, four non-collinear sample points are randomly selected and their variable model matrix is calculated. Then, an error threshold is set, and the data points within the error range are classified as the points in the fitting line, that is, the interior points. If the calculation error is greater than the threshold, it is the outer point. Finally, the data points of the line are fitted iteratively until the number reaches the maximum and remains unchanged, as shown in figure 3(b).

RANSAC algorithm has good robustness and can reduce the influence of noise, but RANSAC algorithm
also has the shortcomings of unstable iteration times and high computational complexity.

Figure 3. RANSAC algorithm data fitting model

In the stage of RANSAC algorithm to eliminate mismatching, cosine constraint is considered to be added to achieve accurate matching. This paper evaluates the similarity of two eigenvectors by calculating their included Angle cosine. Because the cosine of two eigenvectors satisfies rotation invariance and is not disturbed by scaling. Therefore, the eigenvector cosine constraint is established, i.e.,

\[
\cos(p, q) = \frac{(p, q)}{\|p\| \cdot \|q\|} = \frac{\sum_{i=1}^{32} p_i q_i}{\sqrt{\sum_{i=1}^{32} p_i^2 \sum_{i=1}^{32} q_i^2}} \tag{8}
\]

In the formula, p and q correspond to the feature vectors corresponding to feature points in the image to be matched. Principle of feature vector cosine constraint: The cosine value between each pair of feature vectors is calculated in the experiment, and the cosine judgment threshold \( C_w \) is set according to the distribution of the cosine value. Then, the results calculated by the above formula are compared with \( C_w \). If the calculated cosine value is greater than \( C_w \), the feature points corresponding to feature vectors p and q are judged as candidate matching points. The constraint method is combined with RANSAC algorithm to achieve accurate matching.

In order to reduce the number of iterations and improve the registration accuracy, the RANSAC algorithm is improved in this paper. The specific ideas are as follows. Step 1. Because the ratio of nearest neighbor to second neighbor is smaller, the confidence of matching is higher. Firstly, the sample set of 40% points whose nearest neighbor to next-nearest neighbor distance ratio of feature points is near 0.45 is selected as the sample set. Step 2. Four groups of matching points were randomly selected from the feature points set to establish constraint equations. The least square method is used to calculate the homography matrix \( F \) under the condition that the selected matching point pairs are not collinear. Step 3. The cosine of feature vector is used to constrain the remaining feature points, that is, if the cosine of feature vector of each pair of feature matching points is greater than the threshold \( C_w \), it will be added to the inner points; otherwise, it will be removed. Step 4. If the number of feature points in the current interior point set is greater than that in the optimal interior point set, the current parameter model matrix is considered as the optimal matrix, and the number of iterations \( M \) is updated. Step 5. The final transformation matrix is calculated until the internal points no longer change and the final set of internal points is obtained.

The improved RANSAC algorithm has a change in the selection of matching points, the inner points in the initial sample set increase, so the algorithm greatly reduces the number of iterations, the probability of selecting the correct point pair increases, and the feature vector cosine constraint is established to improve the matching accuracy.

4. Experiments and analysis

The experimental platform is MATLAB2017a. The operating environment is Intel core i5-8250u/1.60 GHz CPU, 16GB memory and 64-bit Windows10 operating system [20-24]. In order to verify the timeliness and accuracy of the proposed algorithm, a large number of images are used in the experimental analysis of feature matching. Compared with other three algorithms, the comparison results of three groups A, B and C are shown in figures 4-6. Three evaluation indexes of matching time, matching accuracy and algorithm robustness are analyzed and verified.

Figure 4. Comparison of matching results of different algorithms for A image
The matching accuracy reflects the merits and demerits of feature descriptors. The higher the matching accuracy, the better the matching performance. Its calculation formula is as follows:

\[ P = \frac{Nc}{Nc + Ne} \]  

Table 1 shows the comparison results of matching accuracy of the traditional SIFT algorithm, SURF algorithm, reference [25] and the new algorithm in this paper. As can be seen from the table and the experimental comparison results, although the SIFT algorithm detects more feature points, there are a large number of mismatching point pairs, that is, "matching cross", "one-to-many" and other situations, resulting in the correct matching rate is not high. From the experiments in figure 4 to figure 6, it can be seen that the matching results processed by traditional SURF algorithm all have matching crossover. Figure 6 shows that in the same group of test experiments, the correct matching rate obtained by the algorithm in this paper is higher than the other three algorithms, reaching more than 90%. Although the total matching logarithm is small, the matching accuracy is improved by 10%~20%. Because the threshold adaptive method and bidirectional matching criterion are used to reduce the false matching point pairs in the feature matching stage, the feature vector cosine model is established to optimize the RANSAC algorithm to purify the feature point pairs. Experimental results show that the proposed algorithm has good stability and anti-interference ability.

### Table 1. Correct matching rate comparison with different methods

| Group | Method   | Total Matching | Correct | Accuracy/% |
|-------|----------|----------------|---------|------------|
| A     | SIFT     | 150            | 120     | 80.0       |
|       | SURF     | 65             | 55      | 84.6       |
|       | Reference [25] | 70   | 63      | 90.0       |
|       | Proposed | 50             | 49      | 98.0       |
| B     | SIFT     | 630            | 450     | 71.4       |
|       | SURF     | 155            | 123     | 79.4       |
|       | Reference [25] | 134 | 115     | 85.8       |
|       | Proposed | 153            | 146     | 95.4       |
| C     | SIFT     | 279            | 220     | 78.8       |
|       | SURF     | 73             | 56      | 76.7       |
|       | Reference [25] | 96   | 88      | 91.7       |
|       | Proposed | 68             | 66      | 97.1       |
In the experiment, in order to verify the timeliness of the algorithm, multi-group analysis and comparison are conducted, and the matching time results of the algorithms in this paper and other three algorithms are shown in Table 2. As can be seen from Table 2, the matching time of the algorithm proposed in this paper is the least for the same group of test experiments, and the matching speed is about 70% higher than that of SIFT algorithm. Compared with traditional SURF algorithm and reference [25], the matching speed has been improved. This is because the circular region is used to construct descriptors in this paper, so that the description vector is reduced to 32 dimensions, reducing the data complexity. Meanwhile, the RANSAC algorithm is improved with cosine vector constraint, and the number of iterations is reduced by optimizing the sample model to solve the transformation matrix, and the overall running time was significantly improved compared with the traditional algorithm. Therefore, the algorithm presented in this paper has advantages of speed and good performance.

Table 2. Time comparison of different algorithms/s

| Group | SIFT  | SURF  | Reference [25] | Proposed |
|-------|-------|-------|----------------|----------|
| A     | 2.8096| 1.4635| 1.1198         | 1.0592   |
| B     | 6.5065| 3.3211| 2.3423         | 1.4997   |

In order to verify the robustness of the algorithm, this paper identifies the posture in track and field under different scenes. We obtain the average recognition accuracy, as shown in Table 3.

Table 3. Average accuracy/%

| Method       | Accuracy/% | Running time/s |
|--------------|------------|----------------|
| SIFT         | 88.67      | 9.8733         |
| SURF         | 90.46      | 3.8832         |
| Reference [25]| 91.57      | 4.3165         |
| Proposed     | 93.78      | 1.2087         |

Table 3 shows that compared with the traditional SURF algorithm, the matching accuracy and running time are improved, and the new algorithm has better stability, anti-interference and ability. Therefore, the algorithm in this paper is suitable for affine transformation, blur, illumination change, rotation and other conditions, and it still has good robustness under different interference.

5. Conclusion
Aiming at the problems of high description dimension and low matching accuracy of traditional SURF algorithm, this paper proposes an improved SURF-RANSAC algorithm for posture recognition in track and field sports. Firstly, in the feature point extraction stage, the original 64-dimension feature descriptor is reduced to 32-dimension to reduce the data complexity and algorithm matching time. Then adaptive threshold method is adopted to avoid the influence of artificial threshold on matching results. Two-way matching criterion is adopted to eliminate the phenomenon of “one to many” matching. Finally, the RANSAC algorithm is improved with feature vector cosine constraint to further improve the matching accuracy. Through the analysis of experimental results and comparison with other three algorithms, the proposed algorithm improves the matching accuracy and shortens the matching time, making the algorithm more effective and robust. In the future research, the performance and adaptability of the algorithm should be further optimized so that it can be applied to image registration experiments in different scenes.

Acknowledgements.

The author would like to thank the anonymous reviewers for their comments.

References

[1] Alsoos M., Joukhadar A. (2014) Posture Independent Model for Hand Detection and Tracking. In: Kope Z., Kulikowski J., Mroczek T., Witorek (eds) Human-Computer Systems Interaction: Backgrounds and Applications 3. Advances in Intelligent Systems and Computing, vol 300. Springer, Cham, pp. 301-312. https://doi.org/10.1007/978-3-319-64916-6_25

[2] Dianhui Shen, Xueying Wang, Lin Teng. A novel Gaussian-Laplace operator based on multi-scale convolution for dance motion image enhancement[J]. EAI Endorsed Transactions on Scalable Information Systems, 2021. http://dx.doi.org/10.4108/eai.17-12-2021.172439

[3] Kariyama Y, Hobara H, Zushi K. Differences in take-off leg kinetics between horizontal and vertical single-leg rebound jumps[J]. Sports Biomechanics, 2016:1-14.

[4] Jisi A and Shoulin Yin. A New Feature Fusion Network for Student Behavior Recognition in Education [J]. Journal of Applied Science and Engineering, vol. 24, no. 2, pp.133-140, 2021.

[5] C.-L. Hwang, C.-W. Lan and Y.-J. Chou, “Search, Track, and Kick to Virtual Target Point” of Humanoid Robots by a Neural-Network-Based Active Embedded Vision System,” in IEEE Systems Journal, vol. 9, no. 1, pp. 107-118, March 2015, doi: 10.1109/JSYSY.2013.2280852.

[6] S. Yin and H. Li. Hot Region Selection Based onSelective Search and Modified Fuzzy C-Means in Remote Sensing Images[J]. IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing, vol. 13, pp. 5862-5871, 2020, doi: 10.1109/JSTARS.2020.3025582.

[7] Zhang T. Application of AI-based real-time gesture recognition and embedded system in the design of english major teaching[J]. Wireless Networks, 2021(6).

[8] Y. Liu, M. Peng, M. R. Swash, T. Chen, R. Qin and H. Meng, "Holoscopic 3D Microgesture Recognition by Deep Neural Network Model Based on Viewpoint Images and Decision Fusion," in IEEE Transactions on Human-Machine Systems, vol. 51, no. 2, pp. 162-171, April 2021, doi: 10.1109/THMS.2020.3047914.

[9] Fang Y, Zhang X, Zhou D, et al. Improve Inter-day Hand Gesture Recognition Via Convolutional Neural Network-based Feature Fusion[J]. International Journal of Humanoid Robotics, 2020.

[10] G. Mo-En, Stefano Minio and P. Zanuttigh, "Hand gesture recognition with laser motion and kinect devices," 2014 IEEE International Conference on Image Processing (ICIP), 2014, pp. 1565-1569, doi: 10.1109/ICIP.2014.7025313.

[11] A. K. Roy, Y. Soni and S. Dubey, "Enhancing effectiveness of motor rehabilitation using kinect motion sensing technology," 2013 IEEE Global Humanitarian Technology Conference: South Asia Satellite (GHTC-SAS), 2013, pp. 298-304, doi: 10.1109/GHTC-SAS.2013.6629934.

[12] Calderita L, Bandera J, Bustos P, et al. Model-Based Reinforcement of Kinect Depth Data for Human Motion Capture Applications[J]. Sensors (Basel, Switzerland), 2013, pp. 3049-3106, 2020.

[13] Xiaowei Wang, Shoulin Yin, Ke Sun, et al. GKFC-CNN: Modified Gaussian Kernel Fuzzy C-means and Convolutional Neural Network for Apple Segmentation and Recognition [J]. Journal of Applied Science and Engineering, vol. 23, no. 3, pp. 555-561, 2020.

[14] Yin, S., Li, H. GSAPSO-MQC:medical image encryption based on genetic simulated annealing particle swarm optimization and modified quantum chaos system, Evolutionary Intelligence (2020). doi: 10.1007/s12265-020-00440-6

[15] H. Li, J. Qin, X. Xiang, L. Pan, W. Ma and N. N. Xiong, "An Efficient Image Matching Algorithm Based on Adaptive Threshold and RANSAC," in IEEE Access, vol. 6, pp. 66963-66971, 2018, doi: 10.1109/ACCESS.2018.2878147.
[17] Z. Cai, Y. Ou, Y. Ling, J. Dong, J. Lu and H. Lee, ”Feature Detection and Matching With Linear Adjustment and Adaptive Thresholding,” in IEEE Access, vol. 8, pp. 189735-189746, 2020, doi: 10.1109/ACCESS.2020.3030183.

[18] Song H, Ren H, Song Y, et al. A Sea-Sky Line Detection Method Based on the RANSAC Algorithm in the Background of Infrared Sea–Land–Sky Images[J]. Journal of Russian Laser Research, 2021.

[19] Li X, Zhu J, Ruan Y. Vehicle Seat Detection Based on Improved Ransac-Surf Algorithm[J]. International Journal of Pattern Recognition and Artificial Intelligence, 2020(6).

[20] Jing Yu, Hang Li, Shoulin Yin. Dynamic Gesture Recognition Based on Deep Learning in Human-to-Computer Interfaces [J]. Journal of Applied Science and Engineering, vol. 23, no. 1, pp.31-38, 2020.

[21] Lin Teng, Hang Li, Shoulin Yin, Shahid Karim & Yang Sun. An active contour model based on hybrid energy and fisher criterion for image segmentation[J]. International Journal of Image and Data Fusion. Vol.11, No. 1, pp. 97-112. 2020.

[22] Shoulin Yin, Ye Zhang and Shahid Karim. Region search based on hybrid convolutional neural network in optical remote sensing images[J]. International Journal of Distributed Sensor Networks, Vol. 15, No. 5, 2019.

[23] Lin Teng and Jie Liu. A New TEM Horn Antenna Designing Based on Plexiglass Antenna Cap [J]. Journal of Applied Science and Engineering, Vol. 21, No. 3, pp. 413-418, 2018.

[24] Shoulin Yin, Ye Zhang, Shahid Karim. Large Scale Remote Sensing Image Segmentation Based on Fuzzy Region Competition and Gaussian Mixture Model[J]. IEEE Access. volume 6, pp: 26069 – 26080, 2018.

[25] W. Zhang, J. Wang and F. Lan, “Dynamic hand gesture recognition based on short-term sampling neural networks,” in IEEE/CAA Journal of Automatica Sinica, vol. 8, no. 1, pp. 110-120, January 2021, doi: 10.1109/JAS.2020.901165.