Deep Learning Gaussian Processes For Computer Models with Heteroskedastic and High-Dimensional Outputs

Laura Schultz  
Department of Systems Engineering and Operations Research  
George Mason University  
email: lschult2@gmu.edu

Vadim Sokolov*  
Department of Systems Engineering and Operations Research  
George Mason University  
email: vsokolov@gmu.edu

First Draft: December, 2020  
This Draft: September 5, 2022

Abstract

Deep Learning Gaussian Processes (DL-GP) are proposed as a methodology for analyzing (approximating) computer models that produce heteroskedastic and high-dimensional output. Computer simulation models have many areas of applications, including social-economic processes, agriculture, environmental, biology, engineering and physics problems. A deterministic transformation of inputs is performed by deep learning and predictions are calculated by traditional Gaussian Processes. We illustrate our methodology using a simulation of motorcycle accidents and simulations of an Ebola outbreak. Finally, we conclude with directions for future research.

1 Introduction

Computer simulation experiments have gained popularity among engineering and science disciplines for the modeling and study of complex processes, such as manufacturing design, financial forecasting, environmental, and human system interactions. Supercomputers now allow for more realistic models, such as the popular Agent-Based Models (ABMs) Banks and Hooten (2021); Auld et al. (2016, 2012), which simulate human behavior from a high-dimensional set of inputs and produce a large number of outputs. The complicating attribute of these simulators is their stochastic nature and heteroskedastic behavior, where noise levels depend upon the input variables Binois et al. (2018a);
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Common types of analysis with stochastic simulators include sensitivity analysis, prediction, optimization and calibration.

Traditional Monte Carlo-based approaches rely on repeated runs of each scenario for analysis; however, high-dimensional state-spaces are exponentially large and render most sampling methods ineffective. Another caveat is an inability to calculate derivatives of the simulator’s input-output relationship and its stochastic nature makes formal statistical inference inapplicable in these settings. Alternatively, the Bayesian surrogate approach, which uses a statistical surrogate model to approximate the simulator, has an analytical likelihood that can be used to infer behaviors in unevaluated regions. In this paper we propose a Bayesian framework to solve the prediction problem for simulators that are high dimensional and have multiple heteroskedastic outputs.

Our Bayesian approach places a Gaussian Process (GP) prior over the simulator’s outputs and calculates the posterior using the results of initial model runs. The Bayesian approach allows for explicit quantification of uncertainty in unobserved input regions and the non-parametric GP model can learn complex input-output relations. However, the technique relies heavily on the informational contribution of each sample point and quickly becomes ineffective when faced with significant increases in dimensionality. Further, commonly fielded GP models assume that output variance is homogeneous. However, this assumption often proves unrealistic in practice and, therefore, the homogeneous models predict poorly. Unfortunately, the consideration of each input location to handle these heteroskedastic cases result in analytically intractable predictive density and marginal likelihoods. Furthermore, the smoothness assumption made by GP models hinders capturing rapid changes and discontinuities in the input-output relations. Popular attempts to overcome these issues include relying on the selection of kernel functions using prior knowledge about the target process; splitting the input space into sub-regions so that inside each of those smaller subregions the target function is smooth enough and can be approximated with a GP model; and learning spatial basis functions.

Another important feature of many practical computer models is that they have high-dimensional outputs. A naive approach to dealing with this is to place Gaussian priors to each of the outputs. However, this approach ignores the correlation structure among the outputs, making learning less efficient and computationally expensive when the number of outputs is large. Another approach is to assume the Kronecker structure in the simulation outputs, but this approach has limited applicability due to the constraints it adds to the form of the GP covariance function and assumption that data is iid.

An alternative technique builds on the Linear Models of Coregionalization (LMC) approach originally used to model non-stationary and heteroskedastic spatio-temporal processes. A linear mixture of independent regression tasks are combined with coregionalization.
matrices to capture input-output correlations. A primary advantage of this technique is the ability to use standard GPs, which assume stationary and isotropic variance, to produce a non-separable, non-stationary, and anisotropic estimation. There are several approaches to construct such a cross-covariance function for multiple output problems. For example, Myers (1984) proposed multi-output functions which accounts for potential interdependence and use the LMC technique; Convolutional Processes (CP) have been adapted by convolving univariate regression tasks with different smoothing kernel functions; while, in the field of machine learning, Multi-task GPs construct a secondary covariance function between outputs. However, these approaches quickly grow unwieldy at high dimensions due to their additional correlation function in the order of $p(p + 1)/2$ for $p$ outputs. In addition, their smoothness assumptions still hinder capturing rapid slope changes and discontinuities. For a recent discussion see Genton and Kleiber (2015).

One advantage of our approach is that we extend the coregionalization technique to handle functional, heteroskedastic computer model outputs. We add a pre-processing step that uses deep learning model to transform the training data set as previously proposed Schultz and Sokolov (2018); Schultz et al. (2022); Bhadra et al. (2021); Polson et al. (2021); Nareklishvili et al. (2022); Wikle (2019); Wikle and Zammit-Mangion (2022). Our model uses deterministic transformation of the input $\theta$ defined by a deep learner $\psi = \phi(\theta)$ and then assumes that the heteroskedastic output $y$ is a weighted sum of the basis vectors $F(\psi)$ with $F(\psi)$ being the univariate Gaussian Processes. We define an estimation procedure that jointly estimates the parameters of the deep learning transformation, the basis vectors and hyperparameters of the univariate GPs. The goal of the deterministic transformation $\phi$ to find a vector representation of the input sets of the parameters so that dimensionality of this representation is lower compared to dimensionality of the output. Further, the basis vectors $F$ model correlation structure among elements of the output vector $y$. Further, we use an additional noise variable $e$ assigned to each of the $p$ outputs to account for any independent variations in the outputs. The model can now capture conditional relationships and any non-stationary and anisotropic behaviors without making the linear assumptions of other LMC methods or introducing new variable constraints Higdon (2002); Reich et al. (2011). Further, this approach explicitly captures the uncertainty in the relations between the transformed inputs $\psi$ and the output $y$. By doing this, we improve our dimensionality reduction by introducing uncertainty to the latent features $\psi$, and further, we capture the uncertainty in the outputs $y$. By adding a deep learning pre-processing with Gaussian Process allows us to model discontinuities and steep slope changes.

The remainder of the paper is organized as follows. In Section 3, we outline our modelling approach in detail. In Section 4, we discuss various, limiting GP assumptions and illustrate how our model circumvents them. In Section 5, we demonstrate our approach and apply our methodology to the epidemic model data produced by a stochastic, agent-based model (ABM) used in Fadikar et al. (2018). Finally, we provide a summary and potential opportunities for future work in Section 6.
2 Background

For context, we briefly review the GP regression method for a univariate output $y$ given observed input-output pairs $D = \{\theta^{(i)}, y(\theta^{(i)})\}_{i=1}^N$. The surrogate model seeks to approximate $y$ as follows,

$$ y_i = F(\theta_i) + e(\theta) + e_i. \quad (1) $$

The error $e(\theta)$ captures any parameter uncertainty, model inadequacy, and residual variability [Kennedy and O’Hagan (2001)]; and $e$ represents the observation error and residual variation inherent to the true process which generates $y$.

Traditionally, Gaussian Process surrogates have been used for modeling $F$ by assigning a GP prior over a space of smooth functions, then updating this prior using the observed data $D$. The resulting posterior distribution accounts for the uncertainty at unobserved points in the domain when performing interpolation and prediction; a GP is fully characterized by its mean function $m$ and covariance function, or kernel, $k$ [Gramacy and Polson (2011)].

$$ F(\theta) \sim \mathcal{GP}(m(\theta), k(\theta)), \quad (2) $$

where $k(\theta)_{ij} = k(\theta_i, \theta_j)$, $i \neq j$.

It is common to model the prior mean by setting it to zero or via regression

$$ \mu(\theta) = h(\theta). $$

The correlation equation $k(\theta)$ must result in a positive semi-definite matrix; in this paper, we use the Squared Exponential kernel, which is both stationary and isotropic:

$$ k_{SE}(\theta, \theta') = \exp \left[ -\frac{1}{2} \left( \frac{\theta - \theta'}{\lambda} \right)^2 \right], $$

where $\lambda$ represents the lengthscale hyperparameter.

General references can be found in [Abrahamsen (1997)] and [Duvenaud (2014)].

Additionally, the inadequacy errors of $e(\theta)$ in Equation [1] can be incorporated via a specialized Linear “nugget” $r(\theta) = N(0, I\sigma^2)$ [Gramacy and Lee (2012)]:

$$ L(\theta) \sim \mathcal{GP}(m(\theta), K(\theta) = k(\theta, \theta') + r(\theta)I) \quad (3) $$

where $I$ represents the identity matrix.

Gaussian Process regression then infers the posterior distribution over functions on the observed data $D$. The final density is a univariate Normal:

$$ [y(\theta) \mid D, \theta, \Omega] \sim N(\mu, \Sigma), \quad (4) $$

where $\Omega$ are the parameters of the kernel function, and with the following summary statistics:

$$ \mu = m(\theta) + k(\theta)(K_D)^{-1}(y - m_D) $$

$$ \Sigma = k(\theta, \theta) + r(\theta) - k(\theta)(K_D)^{-1}k(\theta)^T \quad (5) $$

where $k(\theta) = \left(k(\theta^{(1)}), \ldots, k(\theta^{(N)})\right)^T$. 


3 Deep Learning Gaussian Processes (DL-GP)

When approaching a multi-variable response problem, simply assigning a unique GP to each output may seem logical. However, the computational cost would be unmanageable in large dimensions and the potential conditional dependencies among outputs lost. We propose incorporating a non-linear extension of the projection-based methods by using a deep learner model to construct a nonlinear mapping $\phi(\theta) \rightarrow \psi$ that transforms the input vector $\theta$ into a lower-dimensional vector of latent variables $\psi \in \mathbb{R}^q, q \ll p$ so that a basic GP can be used to model the relations between $\psi$ and $y$. A univariate prior $f(\cdot)$ is placed on each of these $q$ variables. The subset of GPs are then linearly combined to produce probabilistic estimates of the simulated outputs $y \in \mathbb{R}^p$ using a now-manageable number of GPs. Our overall surrogate model is as follows

$$\psi = \phi_W(\theta)$$

$$F(\theta) = b + \mathcal{W}f(\phi_W(\theta)) + e$$

$$f_j(\psi_j) \sim \mathcal{GP}(m_j(\psi_j), K_j(\psi_j, \psi_j | \Omega)), j = 1, \ldots, q$$

$$e_i \sim \mathcal{N}(0, \sigma_e), i = 1, \ldots, p$$

where $\mathcal{W} = (\mathcal{W}_1, \ldots, \mathcal{W}_q)$ are the basis vectors; GPs $f_j$ define weights over those basis vectors to represent the output $y$; $e$ represents the observational and residual errors of the true function; and $\phi$ is a deterministic non-linear map. For simplicity of notation, we will use $\psi$ instead of $\phi_W(\theta)$ moving forward.

The simulated outputs then have a prior distribution of:

$$F_i(\theta) \sim \mathcal{GP}(M_i, S_i), i = 1, \ldots, p$$

$$M_i = b_i + \sum_{j=1}^{q} \mathcal{W}_{ij} m_j(\psi_j)$$

$$S_i = \sum_{j=1}^{q} \mathcal{W}_{ij}^2 K_j$$

This prior is then integrated over the available data of $N$ observed input-output pairs $\mathcal{D} = (\psi^{(N)}, y^{(N)})$ to compute the predictive posterior distribution for unobserved designs $\psi$:

$$F(\theta) | \mathcal{D}, \theta, \Omega \sim \mathcal{N}(\mu, \Sigma),$$

where $\Omega$ are the parameters of the kernel function, and with the following summary statistics:

$$\mu = M(\psi) + S(\psi) [S(\psi_N) + I\sigma_e^2]^{-1} (y_N - M(\psi_N))$$

$$\Sigma = S(\psi, \psi) + e - S(\psi) [S(\psi_N) + I\sigma_e^2]^{-1} S(\psi)^T$$

where $S(\psi) = \left( S(\psi, \psi^{(1)}), \ldots, S(\psi, \psi^{(N)}) \right)^T$. 

The diagram below visualizes our model.

![Diagram of DL-GP model](image)

**Figure 1: Visualization of the proposed DL-GP model.**

The conditional density for each output now depends on the linear weighted sums of a reduced number of manageable GPs, each having unique input sets. This setup allows for conditional dependencies to be captured in the posterior for the latent GPs and shares statistical strength across outputs. Further, the separate, Gaussian error term $e_i$ from Equation 9 allows the system’s variance unique to the particular output to be captured and allow for conditional independence.

This mixture model of latent variables is the basis of our model and analogues to the Semi-Parametric Latent Variable Model (SPLM) and Factor Analysis Model Teh et al. (2005). However, we add the additional processing step of a nonlinear projection of the latent variables.

### 3.1 Latent Variable Model

The quality of surrogate’s approximation depends on the quality of the training sample available. The goal is to capture the interaction behavior across the entire state-space; thereby making the placements and volume of samples critical. The volume of the input space grows exponentially as dimensionality increases. This “curse of dimensionality” leads to poor performance of non-parametric methods when inputs are high-dimensional due to the equal growth in sample volumes. Consequently, while capable of reproducing a wide range of behaviors and providing a highly flexible fit Gramacy and Polson (2011), GPs are known to fail in higher dimensions when resources are limited. Hence, we also augment the methodology with a deep learner to provide sufficient dimensionality reduction to combat sample restrictions.

Dimensional reduction is the key approach to solve the issue of high-dimensional outputs. An earlier approaches to dimensionality reduction included sparse models, which assume some local structures and that leads to a sparse covariance matrix. Another popular technique is variable selection, which choose a subset of variables providing the largest signal-to-noise ratio. However, both approaches are prone to overfitting and noise accumulation as dimensions rise Fan et al. (2014). A projection-based technique finds a
condensed representation of the dataset in a lower dimensional subspace and have traditionally been implemented due to their computational and interpretable ease. For linear instances, one may use projection-based techniques such as Principal Component Analysis (PCA) [Jolliffe (2002)], Partial Least Squares (PLS) [Abdi (2003); Polson et al. (2021)], or various single-index models [Adragni and Cook (2009)].

Deep Learning networks are a class of non-linear functions which construct a predictive mapping using hierarchical layers of latent variables. The singular or multivariate output can be a continuous, discrete, or mixed value set. Each layer $\ell$ applies, element-wise, a univariate activation function $\tau$ to an affine transformation:

$$Z^{(1)} = \tau^{(1)} \left( W^{(0)} \Theta + b^{(0)} \right),$$

$$\ldots$$

$$Z^{(\ell)} = \tau^{(\ell)} \left( W^{(\ell-1)} Z^{(\ell-1)} + b^{(\ell-1)} \right),$$

$$\hat{Y} = W^\ell Z^\ell + b^\ell,$$

where $W$ represents the weights placed on the layer’s input set $Z$, and $b$ represents the offset value critical to recovering shifted multivariate functions.

Given the number of layers $\ell$, the multi-layered predictor is a composite map of cascading transformations

$$Y = \left( \tau^{W_1,b_1} \circ \ldots \circ \tau^{W_\ell,b_\ell} \right) (\theta),$$

(14)

The general approximation capabilities of deep learning networks is rooted in the premise first outlined by Kolmogorov [Kůrková (1992): any multivariate function $h(x)$ can be alternatively expressed as a finite composition of univariate functions and affine transformations.

This is conceptually similar to the statistical ridge function approximation paradigm [Chui and Li (1992); Le Méhauté et al. (1997)]. Commonly referred to as Projection Pursuit Regression, the technique also asserts a multivariate function $h : \mathbb{R}^n \rightarrow \mathbb{R}$ can be approximately decomposed into a fixed set of $q$ directional hyperplanes known as ridge functions:

$$h(\theta) = \sum_{i=1}^{q} g_i(a^i \cdot \theta),$$

(15)

where $g_i : \mathbb{R} \rightarrow \mathbb{R}$ is a transformation function and $a^i \in \mathbb{R}^n \setminus \{0\}, k < n$ is a directional matrix.

Deep learning networks can be alternatively viewed as a projection pursuit algorithm with nonlinear link functions. Each node effectively behaves as a dividing manifold and segregates the state-space collaboratively. In deep learning multi-layer networks, resultant stacking effect with each hidden layer is an exponential growth in the number of the system’s dividing hyperplanes. As data progresses down the network, each layer applies a folding operator to predecessor’s divided space.

---

1 an affine transformation is a vector of a linear transformation plus an offset constant
Figure 3: Each circle calculates a weighted sum of an input vector plus bias and applies a non-linear function to produce an output. Yellow and red colored neurons are input-output cells correspondingly. Source: http://www.asimovinstitute.org/neural-network-zoo.

Figure 2: (a) A single layer network relies on hyperplanes (4 in this example) to partition the state space to correctly predict which group (red or green) the unknown dot (black) belongs to. (b) In a multi-layered network, each additional hidden layer allows the network to fold the developed hyperplane partitions of the previous layer independent of axis or orientation. The result is a need for less nodes in the previous layer (2 in this example) and ability to learn more complex patterns with less parameters.

As shown in Figure 2, these recursive folds produce input-space regions independent of coordinate axes and, more pointedly, of different sizes Montúfar et al. (2014); Pascanu et al. (2013) in a significantly lower number of nodes Delalleau and Bengio (2011).

Deep learning multi-layered networks designed for dimensionality reduction learning must contain at least one layer \( Z^{(i)} \in \mathbb{R}^q \) with fewer nodes than the input or output layer of interest. This bottleneck layer forces the network to learn a compressed, or lower dimensional, set of latent features \( \psi \) describing the input-output relationship.

We use this representational form to extract a finite number of \( q \ll p \) latent variables \( \psi \) via the last hidden deep learner layer and incorporate our linearly mixed GP model.
by individually placing a univariate prior \( f(\psi_j) \) on these unique feature mappings. The resulting GPs are then mixed using a final affine transformation, as documented in Equation 7.

Consequently, the error term for each single response variable \( \psi_i \) does not correspond to the original, principal subspace of the observed data but to the strength of the nonlinear projections in accounting for simulation discrepancy sources like parameter uncertainty, model inadequacy, and residual variability Kennedy and O’Hagan (2001).

### 3.2 Model Estimation

Our composite model given by Equations (6) - (9) is estimated using a maximum likelihood approach. The goal is to find the parameters \( \{\Omega, W, W', b\} \) which best capture the given data \( D \), where \( \Omega \) are the hyperparameters of the kernel functions of Gaussian processes \( f_j, j = 1, \ldots, q \), \( W \) are the weights of the deep learning function \( \phi \) and \( W' \) is the matrix the basis vectors that approximate the \( y \)-space.

Estimating these parameters represents a non-convex optimization problem. Deep learning model parameters are typically solved through a first-order method called gradient descent, or backpropagation. The gradient of a selected measure of error \( \xi \), such as Maximum Likelihood Error (MSE) or Cross-Entropy Error, with respect to every weight and bias is found and used to update the original weights and biases:

\[
W^\ell = W^\ell - \alpha \frac{\partial \xi}{\partial W^\ell}.
\] (16)

Our model’s error function \( \xi \) focuses on minimizing the log marginal likelihood.

\[
L(y) \propto -\frac{1}{2} y^T \left( S^{-1} y - \frac{1}{2} \log |S| - \frac{N}{2} \log(2\pi) \right)
\] (17)

where \( F(\theta) \sim N(0, S) \).

While backpropagation can be applied to both the deep learning and mixed model weights and biases, the aggregation and resulting volatility in gradient methods do not provide satisfactory estimates for the GP hyperparameters. Particular to our paper’s example, high time-correlated signals can produce severe vanishing gradient effects and cause convergence issues in gradient descent methods Arasaratnam and Haykin (2008). Singly, GP implementations often approximate their unknown parameters through deterministic methods, such as Maximum Likelihood Estimate (MLE) or Maximum A Priori (MAP) estimates Gibbs and MacKay (1997) or Markov Chain Monte Carlo (MCMC) sampling methods, such as Gibbs or Metropolis-Hastings. This paper excludes the GP-related hyperparameters from gradient descent training and uses a more generalized Monte Carlo method known as Slice Sampling Neal (2003) at user-defined training intervals. This also allows our method to apply GPs which maintain non-Gaussian likelihoods.

The slice sampling algorithm Neal (1996) seeks to generate samples from a target distribution with density \( \pi(\theta) \) by introducing a uniform auxiliary variable \( u \sim U(0, \pi(\theta)) \). A horizontal line is drawn within \( \pi(\theta) \) to define a horizontal ‘slice’ \( S = \{\theta : u < \pi(\theta)\} \) and an interval \( I \) is formed by their union. A Markov chain is constructed by alternately
updating $u$ and $\theta$ until the joint distribution $p(\theta, u) = p(u \mid \theta)p(\theta)$ becomes invariant. The auxiliary variable can then be discarded to provide only the sample of $\pi(\theta)$, the resulting marginal distribution. Note, since the target distribution $p(\theta)$ is unknown, a function $h(\theta)$ proportional to the distribution is substituted in the algorithm.

**Algorithm 1 Univariate Slice Sampling Algorithm**

1: Evaluate $h(\theta_0)$
2: Draw $u \sim \mathcal{U}(0, h(\theta_0))$ to define the horizontal “slice”: $S = \{\theta : u < h(\theta)\}$
3: Create a horizontal interval $I = (L, R)$ enclosing $\theta_0$
4: while true do
5: Draw $\theta_1 \sim \mathcal{U}(L, R)$
6: Evaluate $h(\theta_1)$
7: if $h(\theta_1) > u$ then
8: break
9: else
10: modify the interval $I$ according to a rejection procedure scheme
11: end if
12: end while
13: return a new sample $\theta_1$

Ideally, the interval contains as much of the slice as feasible in order to allow the new point to ‘jump’ or differ significantly; however, if the interval is too large in comparison with the slice, the subsequent sampling step would become less efficient. Several schemes for finding the interval exist, with the two most commonly applied being the ‘stepping out’ and ‘doubling procedures’ to shorten or lengthen the scale based on the local features of the density distribution.

In a multivariate setting, the univariate slice sampling can be applied in a one-variable-at-a-time fashion but faces difficulty with highly correlated parameters. Neal proposed a multivariate version where a hypercube bounds the target slice $S$. While finding the appropriate interval is done through simultaneous adjustments in all dimensions, the step-size in each dimension can be unique, allowing local behaviors by variable to be reflected automatically.

Other MCMC methods such as Gibbs sampling and Metropolis-Hastings algorithms would allow for sampling from multivariate distributions as well; however, Gibbs requires additional methods to sample from non-standard univariate distributions while Metropolis requires the user to find a precise ‘proposal’ distribution which can provide efficient sampling. In contrast, slice sampling avoids the need for precise tuning requirements since the algorithm’s free variable, the size of the step when adjusting the sample interval, is chosen adaptively based on the local properties of the density function: if the step-size parameter is set too large, rejection procedures will exponentially tighten the interval towards the current sample while, if the value is too small, the procedures will adapt the reverse.

For this paper, we utilize the multivariate sampling method and define $h(\theta)$ as the log likelihood detailed in Equation 17.
4 Non-Smooth and Heteroskedastic Data

Although the additional nugget in Equation 3 allows us to capture stochasticity at a given point, GP models assume variable homogeneity across samples. Unfortunately, this assumption often proves unrealistic in practice but consideration of each input location to handle these heteroskedastic cases result in analytically intractable predictive density and marginal likelihoods Lázaro-Gredilla and Titsias (2011). In further complication, the corresponding assumption of Gaussian smoothness in the standard GP formulation hinders capturing rapid slope changes or discontinuities.

Handling these behaviors is typically accomplished by using kernel functions that take advantage of the structure of the underlying process Cortes et al. (2004). For example, one can split the input space into sub-regions so that inside each of those smaller sub-regions the target function is smooth enough to be approximated with a GP model Gramacy and Lee (2008); Chang et al. (2014); Kim et al. (2005). Another approach is to learn spatial bias functions Bayarri et al. (2007); Yang et al. (2015); Wilson et al. (2014); Wilson and Adams (2013); Higdon (2002). Alternatively, there are adapted GP formulations crafted to specifically model heteroskedastic data Gramacy and Polson (2011); Binois et al. (2018a); generally, the spatial relationship across points e is modeled using a secondary GP Gelfand et al. (2004a) but at the cost of an additional correlation function in the order of \( p(p + 1)/2 \) for \( p \) outputs.

As noted by Reich et al. (2011), the GP mixture weights of an LMC model would allow heteroskedastic behavior to be captured by automatically determining where specific feature mappings are most relevant. However, some apriori knowledge about the process is still required; for example, how many sub-regions must be captured. In our model, the deep learning multi-layered network can learn to turn certain mappings ‘on’ and ‘off’ independently of the mixture weights. Thus, we do not require any prior knowledge about the data structure. Further, the deep learning multi-layered network can transform steep slope changes into interpretable values for the GPs without introducing any linear constraints to the subspace projections Abdi (2003); Lynn and McCulloch (2000) or mixture weight restrictions like those found in Reich et al. (2011), Higdon (2002), or Teh et al. (2005).

4.1 Motorcycle Data

To illustrate, we use the heteroskedastic benchmark case detailed in Binois et al. (2018a). In addition to being non-stationary, the problem possesses similar high time-correlated noise among the inputs to our paper’s main problem. The example dataset samples the acceleration measurement \( y \) from simulated motorcycle crashes at variable times \( \theta \). Of the \( N = 133 \) total samples recorded, 39 use replicate inputs to capture the heteroskedastic nature of the simulation.

A visual inspection of the data in Figure 4 shows there are three regions which exhibit distinct behavior among and across samples: the left portion has a constant variance and mean; the right portion has a larger but roughly constant variance with a gentle mean change; and the middle portion contains both steep and frequent variance changes along with a volatile mean.
In step with the methods documented in Binois et al. (2018a), we limit ourselves to a 2-dimensional GP structure and use the same Gaussian kernel to model the time-acceleration relationship. We then compare the resulting 90% Confidence Interval (CI) against the results of two relevant models: a GP-only and DL-only framework. Our first benchmark is the heteroskedastic Gaussian Process (hetGP) formulation proposed in Binois et al. (2018a). Their hetGP model produces a smoothed estimation of the nugget variable $r(\theta)$ from Equation 3 using the predictive mean of a secondary, regularizing GP. The construction of this secondary GP assumes a latent, log variation process. A joint log likelihood over both GPs allows for simultaneous optimization of all hyperparameters as well as the latent variables. For more explicit derivations, refer to Binois et al. (2018a).

For our second benchmark, we include a Deep Learning Quantile regression model, which draws from the Quantile Kriging approach established by Plumlee and Tuo (2014). For a more recent review on Quantile Kriging and its applications, see Baker et al. (2020). The model predicts 5 quantiles $(0.05, 0.20, 0.5, 0.80, 0.95)$, or points under which a fraction of observations would fall below. For example, the 0.05 quantile should over-predict 5% of the time and contain 5% of the observations in the area beneath it. The network is trained using a combination of the the Mean Squared Error (MSE) and quantile regression loss function:

$$\frac{1}{N} \sum_{i=0}^{N} \left( (y_i - \hat{y}_i)^2 + \max \left[ q(\hat{y}_i - y_i), (q - 1)(\hat{y}_i - y_i) \right] \right)$$

where $q$ is the sought quantile.

By defining the area between the .95 and .05 quantiles as the network’s predicted 90% confidence interval, the model provides a probabilistic answer despite its deterministic nature.
The results of all three models are shown in Figure 5. As hoped, every model, to varying degrees, successfully recognizes the heteroskedastic nature of the problem. Both the Quantile and hetGP methods provide a much smoother estimate over the statespace than our DL-GP but are unable to shadow the sharp, momentary drop in speed accompanying the function’s peak like ours. In addition, our model is able to transition more rapidly to match the variance stabilization that happens on both ends of the timeline; our method is also able to reflect the nearly 90 degree drop in acceleration about the 15 second mark.

Figure 6: The deep learning model produces two unique input sets to the model’s two GPs. The first input set (blue) is variable across time while the second input set (green) remains constant. The weight (green rectangle) placed on the second GP’s output would suggest the model seeks to eliminate a homoskedastic white noise present in the observations (black dots).

Figure 6 shows how the original subspace is transformed prior to the GP layer. The first GP is provided a variable input while the second GP is given a white-noise input. The lack of input changes in the second GP suggests that the additional dimension represents a source of homoskedastic noise found in the data. The negative weight assigned to its correspondent GP suggests that the deep learning feature serves as a counter to a systemic noise source like measurement error.
For quantifiable comparison, we follow the same experimental setup of 300 independent splits generated by randomly subdividing the full dataset into 90%-10% training and testing sets. Our methodology’s performances across partitions are used to generate the Normalized Mean Squared Error (NMSE) and Negative Log-Probability Density (NLPD) metrics detailed in the original Lázaro-Gredilla and Titsias (2011) study:

\[
NMSE = \frac{\sum_{j=1}^{n_*} (y_{*j} - \hat{y}_{*j})^2}{\sum_{j=1}^{n_*} (y_{*j} - \bar{y})^2},
\]

\[
NLPD = -\frac{1}{n_*} \sum_{j=1}^{n_*} \log p(y_{*j} | \mathcal{D}),
\]

(19)

where \(y_{*j}\) is the \(j\)-th observation within the test set; \(\hat{y}_{*j}\) is the mean of the posterior for that observation; \(n_*\) is the number of test observations; and \(\bar{y}\) is the mean of the training observations.

|        | DL-GP   | Q-DL    | WHGP    | GP      | MAPHGP  | VHGP    |
|--------|---------|---------|---------|---------|---------|---------|
| NMSE   | 0.20 ± 0.07 | 0.31 ± 0.21 | 0.28 ± 0.21 | 0.26 ± 0.18 | 0.26 ± 0.17 | 0.26 ± 0.17 |
| NLPD   | 0.68 ± 0.18 | N/A     | 4.26 ± 0.31 | 4.59 ± 0.22 | 4.32 ± 0.60 | 4.32 ± 0.30 |

Table 1: Average Normalized Mean Squared Error (NMSE) and Negative Log-Probability Density (NLPD) ±1 standard deviation for 300 random partitions. Lower values are desired.

Table 1 summarizes the results for our proposed model (labeled DL-GP) and the quantile deep learner (labeled Q-DL) in comparison with those recorded in Binois et al. (2018a): their smoothed heteroskedastic GP (labeled WHGP); a standard, homoskedastic GP (labeled GP); a Maximum A Posteriori heteroskedastic GP (labeled MAPHGP) from Kersting et al. (2007); and a variational model (labeled VHGP) from Lázaro-Gredilla and Titsias (2011).

Note that our two models are comparable to these alternatives.

5 Application: Predicting Ebola Epidemic ABM

For illustration, we use the multi-output agent-based epidemic model problem documented in Fadikar et al. (2018). We predict the 56-week, simulated outputs for three holdout scenarios.

5.1 Data Set

After the 2014-2015 West Africa Ebola outbreak, the Research and Policy for Infectious Disease Dynamics (RAPIDD) program at the National Institutes of Health (NIH) convened a workshop to compile and explore the various forecasting approaches used to help
manage the outbreak. At its conclusion, a disease forecasting challenge was launched to provide 4 synthetic population datasets and scenarios as a baseline for cross-assessment. A stochastic, agent-based model [Ajelli et al. (2018)] first generated each population using varying degrees of data accuracy, availability, and intervention measures; individuals were then assigned activities based on demographic and survey data to model realistic disease propagation. Transmission by an infected individual is determined probabilistically based on the duration of contact with a susceptible individual and $d = 5$ static inputs $\Theta = \theta_1, \cdots, \theta_5$ to the model.

| Parameter | Description                              | Range                          |
|-----------|------------------------------------------|--------------------------------|
| $\theta_1$ | probability of disease transmission      | $[3 \times 10^{-9}, 8 \times 10^{-5}]$ |
| $\theta_2$ | initial number of infected individuals   | $[1, 20]$                      |
| $\theta_3$ | delay in hospital intervention           | $[2, 10]$                      |
| $\theta_4$ | efficacy of hospital intervention        | $[0.1, 0.8]$                   |
| $\theta_5$ | intervention reduction of travel         | $[3 \times 10^{-5}, 8 \times 10^{-5}]$ |

Figure 7: 5 static inputs used for defining disease propagation for the Ebola ABM

A single run outputs a cumulative count of infected individuals over a 56-week period. For more details on the model and challenge, see Viboud et al. (2018).

To maintain comparison, we use the same data set from Fadikar et al. (2018), which consists of a collection of $m = 100$ scenarios generated through a space-filling, symmetric Latin hypercube design. For each scenario, 100 replicates were run for a total of $N = 10,000$ simulated epidemic trajectories. A single run for each parameter set produced a 56-dimensional output, capturing the cumulative weekly number of infected individuals. The log results for every setting combination is captured in Figure 8. For testing purposes, we exclude the same 3 unique parameter settings, which we will refer to as A, B, and C, and their respective $n = 100$ simulated outputs from the training set.
Figure 8: For each scenario, the 100 simulated trajectories for the cumulative number of disease incidences across 56 weeks are shown as grey lines. The three holdout scenarios (A, B, and C) are highlighted in red, green, and blue respectively.

Notably, different parameter settings produced strongly divergent behaviors in their replicates. Some followed a mean trajectory while others produced strong bimodal behavior, significant heteroskedasticity, or simply remained flat-lined. [Fadikar et al. (2018)] reasons that only a subset of replicates within each parameter settings may produce similar initial behaviors and that adding an additional variable \( \alpha \) to index these replicates would produce more accurate predictions. Modifying the Quantile Kriging approach, the 100 replicates of each parameter setting are replaced with \( n_\alpha = 5 \) quantile-based trajectories. The quantiles are then indexed within each parameter set by the addition of a sixth latent variable \( \alpha \in [0,1] \):

\[
\Theta = [\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \alpha].
\] (20)

Figure 9 shows the 5 calculated quantiles of these three hold-out scenarios, labeled A, B, and C and highlighted in red, green, and blue respectively, that we wish to predict using our model.
Figure 9: For each holdout scenario, labeled A, B, and C, the 100 simulated trajectories of the cumulative number of disease incidences over 56 weeks are shown as grey lines. The 5 colored lines represent the $[0.05, 0.275, 0.5, 0.725, 0.95]$ quantiles, which are now indexed by the additional sixth parameter $\alpha$.

Figure 10 shows the results of our experiment. Each row of the figure corresponds to one of the holdout scenarios (A, B, and C); the first column shows the 100 replicates generated by the ABM, along with the estimated quantiles; the remaining 5 columns compare the 90% confidence intervals our model predicts for each of the 5 quantile settings estimated from the ABM replicates.

Figure 10: The first column shows the 100 actual simulations and their empirical quantiles for each of the three holdout scenarios. The next 5 columns show the predictive posterior’s 90% confidence intervals for each empirical quantile, denoted by different colors.

Our model’s contribution to Fadikar et al. (2017) successful approach is an improvement in capturing the saturation points of the various scenarios’ disease trajectories with tighter confidence intervals, particularly during the first 20 weeks when the disease propagation is steepest, while still encompassing or closely aligning to each holdout quantile. Further, our model proves more adept at capturing the more linear growth
behaviors among several cases, though we acknowledge that the linearity in the $q = .725$ quantile for scenario C is not well captured.

Overall, our model’s predictions among the lower quantiles provide more noticeable improvements, including the correction of several of Fadikar et al. (2017) cases, to maintain the quantile across the entire timeline’s 90% CI. In contrast, some of our results underestimated the initial case loads when Fadikar et al. (2017)’s model did not; however, most of these cases incorporated the difference within the following weeks without missing the quantile’s inflection points.

6 Discussion

Deep Learning Guassian Process (DL-GP) models provide a flexible class of high-dimensional input-output models that can achieve smoothing, prediction, and calibration in a variety of contexts. Each GP is built over the significant factors found by a non-linear projection of the simulation’s inputs via a deep learning multi-layered network. This model allows us to leverage conditional relationships to help predict the outputs for high-dimensional simulators with multiple outputs without the constraints found in other methods. Furthermore, the non-linear transformation technique eliminates the unrealistic requirement of smooth, homoskedastic behavior without introducing linear constraints to the sub-space projections or mixture weight restrictions. There are many directions for future research. We wish to next incorporate this new model into a calibration framework to see how it performs against our previously developed high-dimensional model, which collapsed the outputs to a single predictive value before optimizing. Additional research of interest include incorporating a parallelized or mini-batch slicing algorithm that would improve computational timing and align with the paradigm of deep learning networks training.
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