Rigorous results on the ground state of the attractive SU(N) Hubbard model
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We present rigorous results on the attractive SU(N) Hubbard model with particle-hole symmetry. The model is defined on a bipartite lattice with the number of sites $N_A$ ($N_B$) in the $A$ ($B$) sublattice. We prove that the ground state is an SU(N) singlet and unique up to the trivial degeneracy due to the particle-hole symmetry. We also show that the ground state exhibits charge density wave order when $|N_A - N_B|$ is macroscopically large. The proof makes the full use of reflection positivity for Majorana fermions. The theorems hold for a bipartite lattice in any dimension.

\textbf{Introduction.---} The (fermionic) Hubbard model [1–3] is one of the most important models for describing strongly correlated fermions. Despite its apparent simplicity, the model has proved to be notoriously difficult to analyze analytically, and rigorous results are few and far between [4–7].

Recently, the SU(N) generalization of the Hubbard model has attracted much attention since it was realized with ultracold atoms in optical lattices [8–21]. In particular, attractive SU(N) Hubbard models are predicted to host a variety of exotic phases that do not appear in the SU(2) counterpart, including color superfluid and trion phases with $N = 3$ [22–25].

In the SU(2) case, the spin-reflection positivity method invented by Lieb [26] is a powerful tool to establish rigorous results. It exploits the symmetry between up-spin and down-spin electrons. When the interaction is attractive and the number of electrons is even, the ground state was shown to be unique and a spin singlet [26]. When the lattice is bipartite and the difference in the number of sites in the two sublattices is macroscopically large, the coexistence of superconductivity and charge-density wave was proved [27–30]. This method has also been used to study the ground state degeneracy of interacting spinless fermions [47].

In this letter, we extend the method of Majorana reflection positivity and prove three theorems on the attractive SU(N) Hubbard model with $N \geq 3$. First, we will identify the degeneracy, the fermion number, and the SU(N) quantum number of the ground state (Theorem 1). This is a natural generalization of Lieb’s theorem on the SU(2) Hubbard model [26]. Next, we will prove an inequality for a correlation function, which is a measure of the charge density wave order (Theorem 2). Finally, combining Theorems 1 and 2, we will show that the system exhibits the charge density wave order when $|N_A - N_B|$ is macroscopically large, where $N_A$ ($N_B$) is the number of sites in the $A$ ($B$) sublattice (Theorem 3). This is a natural generalization of Tian’s theorem on the SU(2) Hubbard model [29].

\textbf{The model and main results.---} We consider the attractive SU(N) Hubbard model on a finite bipartite lattice $\Lambda$. Bipartiteness means that the lattice $\Lambda$ can be divided into two sublattices, $A$ and $B$, and if two sites $x, y \in \Lambda$ belong to the same sublattice, the hopping matrix element $t_{x,y}$ is zero. Let us write the number of sites in the whole lattice $\Lambda$ as $N_{\Lambda}$ and the number of sites in the $A$ ($B$) sublattice as $N_A$ ($N_B$). For each site $x \in \Lambda$, we denote by $c_{x,\sigma}^\dagger$ and $c_{x,\sigma}$ the creation and annihilation operators, respectively, of a fermion with flavor $\sigma = 1, \cdots, N$. We define the number operators by $n_{x,\sigma} = c_{x,\sigma}^\dagger c_{x,\sigma}$ and $n_x = \sum_{\sigma = 1}^N n_{x,\sigma}$. Let us consider the standard Hamiltonian of the attractive SU(N) Hubbard model

\begin{equation}
H = H_{\text{hop}} + H_{\text{int}},
\end{equation}

\begin{equation}
H_{\text{hop}} = \sum_{x \in A, y \in B} t_{x,y} (c_{x,\sigma}^\dagger c_{y,\sigma} + c_{y,\sigma}^\dagger c_{x,\sigma}),
\end{equation}

\begin{equation}
H_{\text{int}} = \sum_{x \in \Lambda} U_x \left( n_x - \frac{N}{2} \right)^2.
\end{equation}

The on-site interactions may depend on sites, as long as $U_x < 0$. We assume that the hopping matrix elements
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t_{x,y}$ are real. We also assume that the lattice is connected via nonvanishing hopping matrix elements, i.e., for any $x, y \in \Lambda$ such that $x \neq y$, there exists a finite sequence $z_1 \cdots z_n \in \Lambda$ with $z_1 = x$, $z_n = y$, where $t_{z_j, z_{j+1}}$ are nonvanishing for all $j = 1, \cdots, n - 1$. Note that the Hamiltonian is invariant under the particle-hole transformation $c_{x, \sigma} \to (1)^{s}c_{x, \sigma}^{\dagger}$, where $(1)^{s} = 1$ if $x \in A$ and $(1)^{s} = -1$ if $x \in B$.

To state our first theorem, let us define SU($N$) singlet states. To this end, we introduce the operators $F^{\sigma, \tau} = \sum_{x \in \Lambda} a_{x, \sigma}^{\dagger} a_{x, \tau}$. Here, $F^{\sigma, \tau}$ is the total number operator of fermions with flavor $\sigma$, while $F^{\sigma, \tau}$ ($\sigma \neq \tau$) are flavor-raising and lowering operators. Since all $F^{\sigma, \tau}$ operators commute with the Hamiltonian $H$, it has the global U($N$) = U($1$) $\times$ SU($N$) symmetry. A state $|\Phi_{\text{singlet}}\rangle$ is an SU($N$) singlet with the total fermion number $N_f$ if $F^{\sigma, \tau}|\Phi_{\text{singlet}}\rangle = 0$ for all $\sigma \neq \tau$ and $F^{\sigma, \sigma}|\Phi_{\text{singlet}}\rangle = \frac{N_f}{N}|\Phi_{\text{singlet}}\rangle$ for all $\sigma = 1, \cdots, N$ [48]. Our first theorem is stated as follows.

**Theorem 1.**— Consider the attractive SU($N$) Hubbard model with the Hamiltonian (1) with $N \geq 3$. When $N_A \neq N_B$, there are exactly two absolute ground states in the whole Fock space. The two ground states are SU($N$) singlets and their total fermion numbers are $NN_A$ and $NN_B$, respectively. When $N_A = N_B$, there are at most two absolute ground states, each of which is an SU($N$) singlet and whose total fermion number is $NN_A$ (= $NN_B$).

We can also show an inequality for a correlation function for the ground state. Let us define an operator $S_{x,y}$ for a pair of sites $x, y \in \Lambda$ (including the case $x = y$) as
\[
S_{x,y} = (-1)^{x}(-1)^{y} \left( n_{x} - \frac{N}{2} \right) \left( n_{y} - \frac{N}{2} \right),
\]
where $(1)^{x} = 1$ if $x \in A$ and $(1)^{x} = -1$ if $x \in B$. Then, our second theorem is stated as follows.

**Theorem 2.**— Under the same conditions as in Theorem 1, we have for any absolute ground state $|\Phi_{\text{GS}}\rangle$ and for $x, y \in \Lambda$ that
\[
\langle \Phi_{\text{GS}} | S_{x,y} | \Phi_{\text{GS}} \rangle > 0.
\]

The correlation function $\langle \Phi_{\text{GS}} | S_{x,y} | \Phi_{\text{GS}} \rangle$ is a measure of the charge density wave order. Note that this inequality does not necessarily imply the presence of the long-range order in the thermodynamic limit.

However, when $|N_A - N_B|$ is macroscopically large, we can prove the presence of the long-range order. Assume that $|N_A - N_B| = aN_s$ with a constant $a$ such that $0 \leq a < 1$. Note that $N_s = N_A + N_B$. The order parameter for the charge density wave is
\[
S_{\text{CDW}} = \sum_{x \in \Lambda} (-1)^{x} \left( n_{x} - \frac{N}{2} \right).
\]

Then, our third theorem is stated as follows.

**Theorem 3.**— Under the same conditions as in Theorem 1, we have for any absolute ground state $|\Phi_{\text{GS}}\rangle$ that
\[
\langle \Phi_{\text{GS}} | (S_{\text{CDW}})^2 | \Phi_{\text{GS}} \rangle > \left( \frac{aNN_s}{2} \right)^2.
\]

Since the right-hand side of the inequality (7) is proportional to $N_s^2$ for $0 < a < 1$, this theorem shows that the system has long-range order.

**Theorem 3 follows from Theorems 1 and 2.**

**Proof of Theorem 3.**— First one finds
\[
(S_{\text{CDW}})^2 = \sum_{x,y \in \Lambda} S_{x,y}.
\]

By using the inequality (5),
\[
\langle \Phi_{\text{GS}} | \sum_{x,y \in \Lambda} S_{x,y} | \Phi_{\text{GS}} \rangle
\]
\[
> \langle \Phi_{\text{GS}} | \left( \sum_{x,y \in \Lambda} S_{x,y} - 2 \sum_{x \in A, y \in B} S_{x,y} \right) | \Phi_{\text{GS}} \rangle
\]
\[
= \langle \Phi_{\text{GS}} | \sum_{x,y \in \Lambda} \left( n_{x} - \frac{N}{2} \right) \left( n_{y} - \frac{N}{2} \right) \rangle | \Phi_{\text{GS}} \rangle
\]
\[
= \langle \Phi_{\text{GS}} | \left( \sum_{x \in \Lambda} \left( n_{x} - \frac{N}{2} \right) \right)^2 \rangle | \Phi_{\text{GS}} \rangle.
\]

From Theorem 1, the total fermion number of the ground state is $NN_A$ or $NN_B$. Substituting $\sum_{x \in \Lambda} n_x = NN_A$ or $NN_B$ into (9) and using $|N_A - N_B| = aN_s$, we obtain (7).

To prove Theorems 1 and 2, we use a matrix representation of eigenstates introduced by Wei et al. [47]. First, we will show the following lemma.

**Lemma 4.**— Consider the attractive SU($N$) Hubbard model with the Hamiltonian (1) with $N \geq 3$. When $NN_s$ is odd, there are exactly two absolute ground states. When $NN_s$ is even, there are at most two absolute ground states.

In the following discussion, we only consider the case where $NN_s$ is odd. For even $NN_s$, see the Supplemental Material.

**The Majorana representation.**— A complex fermion can be decomposed into two Majorana fermions. We define $\gamma_{x,\sigma} = c_{x,\sigma} + c_{x,\sigma}^{\dagger}$ at sublattice $A$ and $\gamma_{x,\sigma}^{(1)} = -ic_{x,\sigma} - c_{x,\sigma}^{\dagger}$ at sublattice $B$. They satisfy the relations
\[
\gamma_{x,\sigma}^{(j)} \gamma_{x,\tau}^{(k)} = 2\delta_{j,k}\delta_{x,y}\delta_{\sigma,\tau}
\]
for all $x, y \in \Lambda$, $\sigma, \tau = 1, \cdots, N$, $j, k = 1, 2$. Using the
Majorana representation, we can rewrite (2) and (3) as

\[
H_{\text{hop}} = \sum_{x \in A, y \in B} \sum_{\sigma = 1}^{N} t_{x,y} \left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\sigma} - \frac{i}{2} \gamma^{(2)}_{x,\sigma} \gamma^{(2)}_{y,\sigma} \right),
\]

(11)

\[
H_{\text{int}} = \sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^{N} U_x \left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{x,\tau} - \frac{i}{2} \gamma^{(2)}_{x,\sigma} \gamma^{(2)}_{x,\tau} \right).
\]

(12)

Next, define the following Hermitian operators.

\[
\Gamma^{(1)}_\alpha = i (\Gamma^{(1)}_{l(\alpha)/2} \gamma^{(1)}_{x_1, \sigma_1} \cdots \gamma^{(1)}_{x_{l(\alpha)}, \sigma_{l(\alpha)}}),
\]

(13)

\[
\Gamma^{(2)}_\alpha = (-i)^{l(\alpha)/2} \gamma^{(2)}_{x_1, \sigma_1} \cdots \gamma^{(2)}_{x_{l(\alpha)}, \sigma_{l(\alpha)}}.
\]

(14)

Here, \( \alpha = \{(x_1, \sigma_1), \ldots, (x_{l(\alpha)}, \sigma_{l(\alpha)})\} \) denotes a subset of \( \Lambda \times \{1, 2, \ldots, N\} \) ordered according to an arbitrary order introduced in \( \Lambda \times \{1, 2, \ldots, N\} \). We wrote the length of \( \alpha \) as \( l(\alpha) \), and \( l(\alpha)/2 \) is the largest integer less than or equal to \( l(\alpha)/2 \). We write the set of \( \alpha \) as \( \mathcal{E} \), and the set of even (odd)-length \( \alpha \) as \( \mathcal{E}_{\text{even}}(\text{odd}) \). Here, \(|\mathcal{E}| = 2^{NN_s}\) and \(|\mathcal{E}_{\text{even}}| = |\mathcal{E}_{\text{odd}}| = 2^{NN_s-1} \) [49]. We also define the parity operators, which commute with the Hamiltonian.

\[
\Delta^{(1)} = i |NN_s/2\rangle \langle NN_s/2| \prod_{x \in \Lambda} \prod_{\sigma = 1}^{N} \gamma^{(1)}_{x,\sigma},
\]

(15)

\[
\Delta^{(2)} = (-i)^{|NN_s/2\rangle \langle NN_s/2|} \prod_{x \in \Lambda} \prod_{\sigma = 1}^{N} \gamma^{(2)}_{x,\sigma},
\]

(16)

where we assumed that the product is ordered in the same order as \( \Gamma^{(1)}_\alpha \) and \( \Gamma^{(2)}_\alpha \). Note that \( \Delta^{(1)} \) commutes (anticommutes) with \( \Delta^{(2)} \) when \( NN_s \) is even (odd), and \((\Delta^{(1)})^2 = (\Delta^{(2)})^2 = 1\).

The operators on the whole Fock space form a complex vector space. We write this vector space as \( \mathcal{O} \). Note that the dimension of \( \mathcal{O} \) is \( 2^{NN_s} \). We introduce the Hilbert-Schmidt inner product for \( O_1, O_2 \in \mathcal{O} \) as

\[
\langle O_1, O_2 \rangle = \frac{1}{2^{NN_s}} \text{Tr} \left[ O_1^{\dagger} O_2 \right].
\]

(17)

Then, operators defined by (13) and (14) form an orthonormal basis of \( \mathcal{O} \).

Next, define “eigenoperators” of the Hamiltonian.

**Definition 5.**— An operator \( O \in \mathcal{O} \) is said to be an eigenoperator of \( H \) with eigenvalue \( E \) when \( HO = OH = EO \). \( \mathcal{O}^{E} \) is the subspace of \( \mathcal{O} \) spanned by the eigenoperators of \( H \) with eigenvalue \( E \).

Let us consider the relation between the eigenoperator formalism and the ordinary eigenvector formalism. Let \( \{|E,j\rangle | j = 1, \ldots, n_E\rangle \} \) be the complete set of eigenvectors of \( H \) with eigenvalue \( E \). Then, the subspace of \( \mathcal{O} \) spanned by \( \{|E,j\rangle , \langle E,k| | j, k = 1, \ldots, n_E\} \) corresponds to \( \mathcal{O}^{E} \). Therefore, if the degeneracy of the ground state eigenvectors is \( n_E \), the degeneracy of the ground state eigenoperators is \( n_E^2 \).

The eigenoperator can be decomposed into four sectors, because the Hamiltonian preserves the parity (even or odd) of the number of \( \gamma^{(1)} \) and \( \gamma^{(2)} \), respectively.

\[
\mathcal{O} = \mathcal{O}_{\text{even}, \text{even}} \oplus \mathcal{O}_{\text{even}, \text{odd}} \oplus \mathcal{O}_{\text{odd}, \text{even}} \oplus \mathcal{O}_{\text{odd}, \text{odd}},
\]

(18)

where \( \mathcal{O}_{\text{even (odd)}, \text{even (odd)}} \) is the subspace of \( \mathcal{O} \) spanned by

\[
\Gamma^{(1)}_\alpha \Gamma^{(2)}_\beta \ \alpha \in \mathcal{E}_{\text{even (odd)}}, \ \beta \in \mathcal{E}_{\text{even (odd)}}.
\]

When \( NN_s \) is odd, each parity operator \( \Delta^{(1)} \) and \( \Delta^{(2)} \) contains an odd number of Majorana operators. Thus they define maps between different sectors. For example, if \( O \) is in the even-even sector, \( \Delta^{(1)} O, \Delta^{(2)} O, \Delta^{(1)} \Delta^{(2)} O \) are in the odd-odd sector, even-odd sector, odd-odd sector, respectively. Therefore, if the ground state eigenoperator is unique in the even-even sector, the total degeneracy of the ground state eigenoperators is four. This means that the ground state eigenvectors are two-fold degenerate.

In the following discussion, we focus on the even-even sector. In this sector, an operator expressed as

\[
O(W) = \sum_{\alpha, \beta \in \mathcal{E}_{\text{even}}} W_{\alpha, \beta} \Gamma^{(1)}_\alpha \Gamma^{(2)}_\beta,
\]

(19)

where \( W \) is a \( |\mathcal{E}_{\text{even}}| \times |\mathcal{E}_{\text{even}}| \) matrix. This matrix representation plays an essential role in the proof.

Let an operator \( O(W) \in \mathcal{O}_{\text{even, even}} \) be an eigenoperator of \( H \) with eigenvalue \( E \). Then \( W \) satisfies the following two equations. The derivation is summarized in the Supplemental Material.

\[
KW + WK + \sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^{N} U_x L_{xx, \sigma \tau} W L_{xx, \sigma \tau} = EW,
\]

(20)

\[
K^\top W + WK^\top + \sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^{N} U_x L_{xx, \sigma \tau}^\top W L_{xx, \sigma \tau}^\top = EW,
\]

(21)

where \( \top \) denotes the transpose. \( L_{xy, \sigma \tau} \) and \( K \) are \( |\mathcal{E}_{\text{even}}| \times |\mathcal{E}_{\text{even}}| \) Hermitian matrices defined by

\[
(L_{xy, \sigma \tau})_{\alpha, \beta} = \Gamma^{(1)}_\alpha \Gamma^{(2)}_\beta \ \alpha \in \mathcal{E}_{\text{even}}, \ \beta \in \mathcal{E}_{\text{even}},
\]

(22)

\[
(K)_{\alpha, \beta} = \sum_{x \in \Lambda, y \in B} \sum_{\sigma = 1}^{N} t_{x, y} (L_{xy, \sigma \sigma})_{\alpha, \beta}.
\]

(23)

Since \( L_{xy, \sigma \tau} \) and \( K \) are Hermitian, we find \( W^\dagger \) also satisfies (20) and (21) and hence \( O(W^\dagger) \) is also an eigenoperator with eigenvalue \( E \). Thus \( W \) can be symmetrized or antisymmetrized to be Hermitian.

Let us define the normalization condition for operators \( O \in \mathcal{O} \) as \( \langle O, O \rangle = 1 \), where the inner product is defined by (17). Since \( \langle O(W), O(W) \rangle = \text{Tr}[W^\dagger W] \), the normalization condition for Hermitian \( W \) is \( \text{Tr}[W^2] = 1 \).
of $H$ with respect to $O$ is defined by $(O, HO)$. We define $E(W) = (O(W), HO(W))$ for a normalized Hermitian matrix $W$. Then $E(W)$ is calculated as

$$E(W) = 2\text{Tr}[KW^2] + \sum_{x \in \Lambda} \sum_{\sigma} U_x \text{Tr}[WL_{xx,\sigma}WL_{xx,\sigma}].$$

(24)

For a Hermitian matrix $W$, by diagonalizing it by a unitary matrix $U$ like $W = UDU^\dagger$, $D = \text{diag}(\lambda_1, \ldots, \lambda_{|\phi_{\text{even}}|})$, we can define a new matrix $|W| = U|D|U^\dagger$, where $|D| = \text{diag}(|\lambda_1|, \ldots, |\lambda_{|\phi_{\text{even}}|}|)$. Then we have $E(|W|) \leq E(W)$. If $W$ is normalized, $|W|$ is also normalized. Therefore, by the variational principle, if $O(W)$ is a ground state eigenoperator, then $O(|W|)$ is also a ground state eigenoperator.

Implication of connectivity.— Here we prove the following lemma, which is essential in the proof of Lemma 4 and Theorem 2.

Lemma 6.— Consider the attractive SU($N$) Hubbard model with $N \geq 3$. If a ground state eigenoperator is $O(W)$, then $W$ is either positive or negative definite.

To prove the above lemma, we show the following lemma. See the Supplemental Material for a proof. The condition $N \geq 3$ comes from this lemma.

Lemma 7.— Consider the attractive SU($N$) Hubbard model with $N \geq 3$. If a positive semidefinite matrix $W$ satisfies (20) and (21), then $W$ is either positive definite or zero.

Actually, we can prove Lemma 6 from Lemma 7 in the following way.

Proof of Lemma 6.— Let $O(W) \in \mathcal{O}_{\text{even, even}}$ be a ground state eigenoperator in the even-even sector. Then $O(|W|)$ is also a ground state eigenoperator. Thus $|W| - W$ is a positive semidefinite matrix which satisfies (20) and (21) with $E = E_{GS}$. Here, $E_{GS}$ is the ground state energy. From Lemma 7, $|W| - W$ is either positive definite or zero. If $|W| - W$ is positive definite, all eigenvalues of $W$ are strictly negative, which means that $W$ is negative definite. If $|W| - W$ is zero, then $W = |W|$. By using Lemma 7, $W$ is positive definite because $|W|$ is a nonvanishing positive semidefinite matrix which satisfies (20) and (21). Thus $W$ is also positive definite. Therefore, $W$ is positive or negative definite.

We can prove Lemma 4 from Lemma 6.

Proof of Lemma 4 for odd $NN_s$.— Suppose that the ground state eigenoperators in the even-even sector are degenerate. Then, we pick two orthogonal ground state eigenoperators $O(W_1)$ and $O(W_2)$. Then, $\text{Tr}[W_1^2 W_2^2] = (O(W_1), O(W_2)) = 0$. But Lemma 6 implies that $\text{Tr}[W_1^2 W_2^2] \neq 0$ [50]. Since this is a contradiction, the ground state eigenoperator is unique in the even-even sector. Therefore, there are exactly two ground states in total.

We will complete the proof of Theorem 1 for odd $NN_s$ by identifying the SU($N$) quantum number and the total fermion number of the ground states.

Proof of Theorem 1 for odd $NN_s$.— First, we determine the SU($N$) quantum numbers of the ground states. Note that the ground state degeneracy in an SU($N$) invariant model is at least $N$ unless the ground states are SU($N$) singlets. This, together with Lemma 4, implies that the two ground states are SU($N$) singlets.

To determine the fermion number, we consider a toy model on the same lattice with long-range interactions. The Hamiltonian of the model is

$$H_{\text{toy}} = \sum_{x \in A, y \in B} \left( n_x - \frac{N}{2} \right) \left( n_y - \frac{N}{2} \right).$$

(25)

The ground states of the model are two-fold degenerate. Let us write the two ground states as $|\Phi_{\pm}\rangle$. Then,

$$n_x |\Phi_{\pm}\rangle = \begin{cases} \frac{(N \pm N)}{2} |\Phi_{\pm}\rangle & \text{if } x \in A, \\ \frac{(N \mp N)}{2} |\Phi_{\pm}\rangle & \text{if } x \in B. \end{cases}$$

(26)

As shown in Ref. [22] (see the Supplemental Material), $|\Phi_{+}\rangle$ and $|\Phi_{-}\rangle$ are also the ground states of the attractive SU($N$) Hubbard model in the large-$U_x$ limit. The fermion numbers of $|\Phi_{+}\rangle$ and $|\Phi_{-}\rangle$ are $NN_A$ and $NN_B$, respectively. The eigenoperators are written as $O_{\pm} = |\Phi_{\pm}\rangle \langle \Phi_{\pm}| = 2^{-NN_s} \prod_{x \in A} \prod_{\sigma = 1}^{NN_s} \left( 1 \pm i \gamma_{x,\sigma} \gamma_{x,\sigma}^\dagger \right)$. Then, $2^{NN_s-1} (O_{+} + O_{-})$ is in $\mathcal{O}_{\text{even, even}}$ sector and written as $O(E)$, where $E$ is the identity matrix of size $|\phi_{\text{even}}|$. Let $O(W_{GS}) \in \mathcal{O}_{\text{even, even}}$ be the ground state eigenoperator of the original Hamiltonian $H$. By Lemma 6, $(O(E), O(W_{GS})) = \text{Tr}[W_{GS}] \neq 0$, because $W_{GS}$ is positive or negative definite. Suppose we expand $O(W_{GS})$ in an orthonormal basis of $\mathcal{O}$ including $|\Phi_{+}\rangle \langle \Phi_{+}|$ and $|\Phi_{-}\rangle \langle \Phi_{-}|$. Since $(O(E), O(W_{GS})) \neq 0$, the coefficient of either $|\Phi_{+}\rangle \langle \Phi_{+}|$ or $|\Phi_{-}\rangle \langle \Phi_{-}|$ is nonzero.

Let $P_{A(B)}$ be the projection operator onto states with $NN_A$ ($NN_B$) fermions. Then, either $P_A O(W_{GS}) P_A$ or $P_B O(W_{GS}) P_B$ is nonzero. Since $P_{A(B)}$ commutes with the Hamiltonian, the projected operators are also ground state eigenoperators. Therefore, there is a ground state whose fermion number is $NN_A$ or $NN_B$. Due to the particle-hole symmetry, if there is a ground state with the fermion number $NN_A$ ($NN_B$), there must be another ground state with the fermion number $NN_B$ ($NN_A$). Note that $NN_A \neq NN_B$ when $NN_s$ is odd. This, together with Lemma 4, implies that there are exactly two ground states, and the fermion numbers of the two ground states are $NN_A$ and $NN_B$, respectively.

To prove Theorem 2, we use the following lemma [51].

Lemma 8.— Let $M, M'$ be $D \times D$ Hermitian matrices. If $M$ is positive or negative definite and $M'$ is nonvanishing, then

$$\text{Tr}[MM'M'] > 0.$$ 

(27)

Proof of Theorem 2 for odd $NN_s$.— We consider the
ground state expectation value of the operator $S_{x,y}$ defined as (4). First, using the Majorana representation, $S_{x,y}$ is expressed as

$$S_{x,y} = \sum_{\sigma,\tau=1}^N \left( \frac{i}{2} \gamma^{(1)}_{\sigma,\tau,\gamma}(1) - \frac{i}{2} \gamma^{(2)}_{\sigma,\tau,\gamma}(2) \right). \quad (28)$$

When $NN_s$ is odd, the ground state eigeneigenvalues of the operator $S_{x,y}$ are four-fold degenerated in total and in $\mathcal{O}_{\text{even,even}}, \mathcal{O}_{\text{even,odd}}, \mathcal{O}_{\text{odd,even}}, \mathcal{O}_{\text{odd,odd}}$ sectors, respectively. Let us first consider $\mathcal{O}_{\text{even,even}}$ sector. Assume that the ground state eigeneigenvalue in this sector is expressed as $O(W_{GS})$, where $W_{GS}$ is a Hermitian matrix. Then, the expectation value for $S_{x,y}$ is calculated as

$$(O(W_{GS}), S_{x,y}O(W_{GS})) = \sum_{\sigma,\tau=1}^N \text{Tr}[W_{GS}L_{xy,\sigma\tau}W_{GS}L_{xy,\sigma\tau}],$$

where $L_{xy,\sigma\tau}$ is a Hermitian matrix defined as (22). From Lemma 6, $W_{GS}$ is positive or negative definite. Using Lemma 8, we obtain $\text{Tr}[W_{GS}L_{xy,\sigma\tau}W_{GS}L_{xy,\sigma\tau}] > 0$. Thus one finds $(O(W_{GS}), S_{x,y}O(W_{GS})) > 0$.

We next note that the ground state eigeneigenoperators in $\mathcal{O}_{\text{even,odd}}, \mathcal{O}_{\text{odd,even}}, \mathcal{O}_{\text{odd,odd}}$ sectors are $\Delta^{(1)}(O(W_{GS})), \Delta^{(2)}(O(W_{GS})), \Delta^{(1)}\Delta^{(2)}(O(W_{GS}))$, respectively. Since both of $\Delta^{(1)}$ and $\Delta^{(2)}$ commute with $S_{x,y}$, the expectation value of $S_{x,y}$ does not depend on the choice of the ground state. If two operators $O_1, O_2 \in \mathcal{O}$ are in different sectors, $(O_1S_{x,y}O_2)$ is zero because each term of $S_{x,y}$ has the even number of $\gamma^{(1)}$ and $\gamma^{(2)}$ fermions. Therefore, we obtain (5) for any ground state when $NN_s$ is odd.

Summary.— We presented the degeneracy, the fermion number, and the SU($N$) quantum number of the ground state of the attractive SU($N$) Hubbard model with particle-hole symmetry. We also showed that the ground state has the charge density wave long-range order when $|N_A - N_B|$ is macroscopically large. One can easily extend our results to include attractive (repulsive) interactions between two sites in the same (different) sublattice. Although we focused on a model with SU($N$) symmetry, we expect that our approach will find further applications to $N$-component fermionic models with flavor-dependent hopping and interaction [52]. It would also be interesting to consider the application of the method to other multi-component fermionic systems such as SO(5) symmetric models [53].
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Supplemental Material for: “Rigorous results on the ground state of the attractive SU(N) Hubbard model”

Appendix A: The derivation of (20) and (21)

Let $O(W) = \sum_{\alpha,\beta \in \mathbb{C}_{even}} W_{\alpha,\beta} \Gamma_{\alpha}^{(1)} \Gamma_{\beta}^{(2)}$ be an eigenoperator of $H$ with eigenvalue $E$. By definition, $O(W)$ satisfy $H O(W) = O(W) H = E O$. We will rewrite it by using the Majorana representation of the Hamiltonian (11), (12).

First, since \[
\left( \Gamma_{\alpha}^{(1)}, \Gamma_{\alpha'}^{(1)} \right) = \delta_{\alpha,\alpha'} \delta_{\beta,\beta'},
\]
one finds

\[
\frac{i}{2} \chi_{x,\sigma}^{(1)} \gamma_{y,\tau}^{(1)} \sum_{\alpha,\beta \in \mathbb{C}_{even}} W_{\alpha,\beta} \Gamma_{\alpha}^{(1)} \Gamma_{\beta}^{(2)} = \sum_{\alpha,\beta' \in \mathbb{C}_{even}} W_{\alpha,\beta} \left( \Gamma_{\alpha}^{(1)} \Gamma_{\beta}^{(2)}, \frac{i}{2} \chi_{x,\sigma}^{(1)} \gamma_{y,\tau}^{(1)} \Gamma_{\alpha}^{(1)} \Gamma_{\beta}^{(2)} \right) \Gamma_{\alpha'}^{(1)} \Gamma_{\beta'}^{(2)}
\]

\[
= \sum_{\alpha,\beta,\alpha',\beta' \in \mathbb{C}_{even}} W_{\alpha,\beta} \delta_{\beta,\beta'} \left( \Gamma_{\alpha}^{(1)}, \frac{i}{2} \chi_{x,\sigma}^{(1)} \gamma_{y,\tau}^{(1)} \Gamma_{\alpha}^{(1)} \right) \Gamma_{\alpha'}^{(1)} \Gamma_{\beta'}^{(2)}
\]

\[
= \sum_{\alpha,\beta,\alpha' \in \mathbb{C}_{even}} \left( \Gamma_{\alpha}^{(1)}, \frac{i}{2} \chi_{x,\sigma}^{(1)} \gamma_{y,\tau}^{(1)} \Gamma_{\alpha}^{(1)} \right) W_{\alpha',\beta} \delta_{\beta,\beta'} \Gamma_{\alpha'}^{(1)} \Gamma_{\beta'}^{(2)}
\]

\[
= \sum_{\alpha,\beta,\alpha' \in \mathbb{C}_{even}} \left( L_{xy,\sigma,\tau}^{(1)} \right)_{\alpha,\beta} W_{\alpha',\beta} \Gamma_{\alpha'}^{(1)} \Gamma_{\beta'}^{(2)}
\]

where $L$ is defined as

\[
(L_{xy,\sigma,\tau})_{\alpha,\beta} = \left( \Gamma_{\alpha}^{(1)}, \frac{i}{2} \chi_{x,\sigma}^{(1)} \gamma_{y,\tau}^{(1)} \Gamma_{\alpha}^{(1)} \right).
\]
If $(x, \sigma) \neq (y, \tau)$, then $L_{xy,\sigma\tau}$ is Hermitian because

$$\text{Tr} \left[ \frac{i}{2} \gamma^{(1)}_{x,\sigma} (\gamma^{(1)}_{y,\tau} \gamma^{(1)}_{\beta}) \right] = \text{Tr} \left[ \left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\tau} \gamma^{(1)}_{\alpha} \right)^{\dagger} \right] = \text{Tr} \left[ \left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\tau} \gamma^{(1)}_{\alpha} \right)^{*} \right].$$

(S3)

Similarly,

$$- \frac{i}{2} \gamma^{(2)}_{x,\sigma} (\gamma^{(2)}_{y,\sigma}) \sum_{\alpha, \beta \in \mathcal{E}_{\text{even}}} W_{\alpha, \beta} \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta} = - \sum_{\alpha, \beta, \alpha', \beta' \in \mathcal{E}_{\text{even}}} W_{\alpha, \beta} \delta_{\alpha, \alpha'} \left( \Gamma^{(2)}_{\beta'} \right) \left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\sigma} \right) \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta'}$$

$$= - \sum_{\alpha, \beta, \alpha', \beta' \in \mathcal{E}_{\text{even}}} W_{\alpha, \beta} \delta_{\alpha, \alpha'} \left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\sigma} \right) \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta'}$$

(S4)

The inner product in the final line of (S4) can be rewritten as

$$\left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\sigma} \Gamma^{(1)}_{\beta'} \right) = (-1)^{\frac{l(\beta)+l(\beta')}{2}} \left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\sigma} \Gamma^{(1)}_{\beta'} \right),$$

(S5)

where we used (13), (14), $\beta, \beta' \in \mathcal{E}_{\text{even}}$ and the symmetry between $\gamma^{(1)}$ and $\gamma^{(2)}$ fermions. Since $\left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\sigma} \Gamma^{(1)}_{\beta} \right)$ is real (pure imaginary) for odd (even) $\frac{l(\beta)+l(\beta')}{2}$, we get

$$\left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\sigma} \Gamma^{(1)}_{\beta'} \right) = \left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{y,\sigma} \Gamma^{(1)}_{\beta'} \right)^{*}$$

(S6)

Combining (S4), (S5) and (S6), one finds

$$- \frac{i}{2} \gamma^{(2)}_{x,\sigma} (\gamma^{(2)}_{y,\sigma}) \sum_{\alpha, \beta \in \mathcal{E}_{\text{even}}} W_{\alpha, \beta} \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta} = \sum_{\alpha, \beta, \beta' \in \mathcal{E}_{\text{even}}} W_{\alpha, \beta} (L_{xy,\sigma\tau})_{\beta, \beta'} \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta'}.$$  

(S7)

The interaction terms can be rewritten as

$$\left( \frac{i}{2} \gamma^{(1)}_{x,\sigma} \gamma^{(1)}_{\beta} \right) \left( \frac{i}{2} \gamma^{(2)}_{x,\sigma} \gamma^{(2)}_{\beta} \right) \sum_{\alpha, \beta, \beta' \in \mathcal{E}_{\text{even}}} W_{\alpha, \beta} \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta'}$$

(S8)
To Summarize (S1), (S7) and (S8), the equation \( HO(W) = EO \) is rewritten as

\[
\sum_{x \in A, y \in B} t_{x,y} \sum_{\alpha, \beta, \alpha' \in \mathcal{E}_{\text{even}}} [(L_{xy,\sigma})_{\alpha, \alpha'} W_{\alpha', \beta} + W_{\alpha, \alpha'}(L_{xy,\sigma})_{\alpha', \beta}] \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta} + \sum_{x \in A} U_x \sum_{\alpha, \beta, \alpha', \beta' \in \mathcal{E}_{\text{even}}} (L_{xx, \sigma'})_{\alpha, \alpha'} W_{\alpha', \beta'} (L_{xx, \sigma})_{\beta', \beta} \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta} = E \sum_{\alpha, \beta \in \mathcal{E}_{\text{even}}} W_{\alpha, \beta} \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta}.
\]

(S9)

Since each \( \Gamma^{(1)}_{\alpha} \Gamma^{(2)}_{\beta} \) is orthogonal, we find

\[
KW + WK + \sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^N U_x L_{xx, \sigma} W L_{xx, \sigma} = EW, \tag{S10}
\]

where

\[
(K)_{\alpha, \beta} = \sum_{x \in A, y \in B} t_{x,y} (L_{xy,\sigma})_{\alpha, \beta}.
\]

(S11)

The matrix \( K \) is Hermitian because \( L_{xy,\sigma} \) is Hermitian and \( t_{x,y} \) is real. Similarly, the equation \( O(W)H = EO \) is rewritten as

\[
K^T W + W K^T + \sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^N U_x L_{xx, \sigma}^T W L_{xx, \sigma}^T = EW. \tag{S12}
\]

Appendix B: Proof of Lemma 7

Here, we provide a proof of Lemma 7. Assume that \( W \) is a positive semidefinite matrix which satisfies (20) and (21). Suppose that \( W \) is not positive definite. Then there exists a nonzero vector \( v \in \text{Ker} W \setminus \{0\} \). Then, by sandwiching (20) by \( v^\dagger \) and \( v \), we find

\[
\sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^N U_x v^\dagger L_{xx, \sigma} W L_{xx, \sigma} v = 0. \tag{S13}
\]

Since each term in the sum can be rewritten as \( v^\dagger L_{xx, \sigma} W L_{xx, \sigma} v = \left| \sqrt{W} L_{xx, \sigma} v \right|^2 \),

\[
L_{xx, \sigma} v \in \text{Ker} W, \tag{S14}
\]

for all \( L_{xx, \sigma} \). By operating \( v \) on (20) from right hand side and using (S14), we have

\[
K v \in \text{Ker} W. \tag{S15}
\]

Similarly, from (21), we obtain

\[
L_{xx, \sigma}^T v \in \text{Ker} W, \quad K^T v \in \text{Ker} W. \tag{S16}
\]

Next, we identify a vector \( v \in \mathbb{C}^{\mathcal{E}_{\text{even}}} \) with an operator \( \Xi = \sum_{\alpha \in \mathcal{E}_{\text{even}}} v_\alpha \Gamma_{\alpha}^{(j)} \) \( (j = 1, 2) \) such that \( (v)_{\alpha} = v_\alpha \). Let us choose \( j = 1 \) and define an isomorphism \( \varphi \) from a vector to an operator as

\[
\varphi(v) = \sum_{\alpha \in \mathcal{E}_{\text{even}}} v_\alpha \Gamma_{\alpha}^{(1)}, \quad \varphi^{-1} \left( \sum_{\alpha \in \mathcal{E}_{\text{even}}} v_\alpha \Gamma_{\alpha}^{(1)} \right) = v. \tag{S17}
\]

For notational simplicity, we abbreviate \( \Gamma_{\alpha}^{(1)} \) as \( \Gamma_{\alpha} \) and \( \gamma_{x,\sigma}^{(1)} \) as \( \gamma_{x,\sigma} \). Let us rewrite (S14), (S15) and (S16) in terms...
of operators. Since \((\Gamma_\alpha, \Gamma_\beta) = \delta_{\alpha, \beta}\) and \(\Gamma_\alpha\) is Hermitian, we see that

\[
\varphi(L_{xx,\sigma\tau}^\top v) = \sum_{\alpha, \beta \in \mathcal{C}_{\text{even}}} (L_{xx,\sigma\tau})_{\alpha, \beta} v_\beta \Gamma_\alpha = \sum_{\alpha, \beta \in \mathcal{C}_{\text{even}}} (\Gamma_\alpha, \frac{i}{2} \gamma_{x,\sigma} \gamma_{x,\tau} \Gamma_\beta) v_\beta \Gamma_\alpha \equiv \frac{i}{2} \gamma_{x,\sigma} \gamma_{x,\tau} \sum_{\beta \in \mathcal{C}_{\text{even}}} v_\beta \Gamma_\beta, \quad (S18)
\]

and

\[
\varphi(L_{xx,\sigma\tau}^\top v) = \sum_{\alpha, \beta \in \mathcal{C}_{\text{even}}} (L_{xx,\sigma\tau})_{\beta, \alpha} v_\beta \Gamma_\alpha = \sum_{\alpha, \beta \in \mathcal{C}_{\text{even}}} (\Gamma_\beta, \frac{i}{2} \gamma_{x,\sigma} \gamma_{x,\tau} \Gamma_\alpha) v_\beta \Gamma_\alpha \equiv \frac{i}{2} \gamma_{x,\sigma} \gamma_{x,\tau} \sum_{\beta \in \mathcal{C}_{\text{even}}} v_\beta \Gamma_\beta, \quad (S19)
\]

Similarly,

\[
\varphi(K v) = \left[ \sum_{x \in A, y \in B} \sum_{\sigma = 1}^N \frac{i}{2} t_{x,y} \gamma_{x,\sigma} \gamma_{y,\sigma} \right] \sum_{\beta \in \mathcal{C}_{\text{even}}} v_\beta \Gamma_\beta, \quad (S20)
\]

\[
\varphi(K^\top v) = \sum_{\beta \in \mathcal{C}_{\text{even}}} v_\beta \Gamma_\beta \left[ \sum_{x \in A, y \in B} \sum_{\sigma = 1}^N \frac{i}{2} t_{x,y} \gamma_{x,\sigma} \gamma_{y,\sigma} \right]. \quad (S21)
\]

From (S14), (S15) and (S16), we see that, if \(\varphi^{-1}(\Xi) \in \text{Ker } W\),

\[
\varphi^{-1}(\gamma_{x,\sigma} \gamma_{x,\tau} \Xi), \quad \varphi^{-1}(\Xi \gamma_{x,\sigma} \gamma_{x,\tau}) \in \text{Ker } W, \quad (S22)
\]

\[
\varphi^{-1}(\bar{K} \Xi), \quad \varphi^{-1}(\Xi \bar{K}) \in \text{Ker } W, \quad (S23)
\]

where \(\bar{K} = \left[ \sum_{x \in A, y \in B} \sum_{\sigma = 1}^N t_{x,y} \gamma_{x,\sigma} \gamma_{y,\sigma} \right]. \) The following lemma follows from (S22) and (S23).

**Lemma 9.**— Let \(W\) be a positive semidefinite matrix which satisfies (20) and (21). Assume that \(N \geq 3\). If \(\varphi^{-1}(\Xi) \in \text{Ker } W\), then

\[
\varphi^{-1}(\gamma_{x,\sigma} \gamma_{y,\tau} \Xi), \quad \varphi^{-1}(\Xi \gamma_{x,\sigma} \gamma_{y,\tau}) \in \text{Ker } W, \quad (S24)
\]

for all \((x, \sigma), (y, \tau) \in \Lambda \times \{1, \cdots, N\}\).

**Proof of Lemma 9.**— Let us write as \(\mathcal{N}(x)\) the subset of \(\Lambda\) which is directly connected with a site \(x \in \Lambda\) through a nonvanishing hopping matrix element. If \(x\) belongs to the sublattice \(A\),

\[
[\gamma_{x,\sigma} \gamma_{x,\tau}, \bar{K}] = \sum_{y \in \mathcal{N}(x)} t_{x,y} [\gamma_{x,\sigma} \gamma_{y,\tau}, (\gamma_{x,\sigma} \gamma_{y,\sigma} + \gamma_{x,\tau} \gamma_{y,\tau})] = 2 \sum_{y \in \mathcal{N}(x)} t_{x,y} (\gamma_{x,\sigma} \gamma_{y,\tau} - \gamma_{x,\tau} \gamma_{y,\sigma}). \quad (S25)
\]

Since \(N \geq 3\), we can take a flavor \(v\) which is different from \(\sigma\) and \(\tau\). Then, for a site \(z \in \mathcal{N}(x)\),

\[
[\gamma_{z,u} \gamma_{z,\sigma}, [\gamma_{x,\sigma} \gamma_{x,\tau}, \bar{K}]] = 2 \sum_{y \in \mathcal{N}(x)} t_{x,y} [\gamma_{z,u} \gamma_{z,\sigma}, (\gamma_{x,\sigma} \gamma_{y,\tau} - \gamma_{x,\tau} \gamma_{y,\sigma})] = 4 t_{x,z} \gamma_{z,u} \gamma_{x,\tau}. \quad (S26)
\]

Similarly, if \(x\) belongs to the sublattice \(B\),

\[
[\gamma_{z,u} \gamma_{z,\sigma}, [\gamma_{x,\sigma} \gamma_{x,\tau}, \bar{K}]] = -4 t_{x,z} \gamma_{z,u} \gamma_{x,\tau}. \quad (S27)
\]

From (S22) and (S23),

\[
\varphi^{-1} ([\gamma_{z,u} \gamma_{z,\sigma}, [\gamma_{x,\sigma} \gamma_{x,\tau}, \bar{K}]] \Xi), \quad \varphi^{-1} (\Xi [\gamma_{z,u} \gamma_{z,\sigma}, [\gamma_{x,\sigma} \gamma_{x,\tau}, \bar{K}]] \Xi) \in \text{Ker } W. \quad (S28)
\]

Since \(t_{x,z}\) and \(t_{x,z}\) are nonvanishing,

\[
\varphi^{-1}(\gamma_{x,\tau} \gamma_{z,u} \Xi), \quad \varphi^{-1}(\Xi \gamma_{x,\tau} \gamma_{z,u}) \in \text{Ker } W. \quad (S29)
\]

To summarize (S22) and (S29), we have shown that \(\varphi^{-1}(\gamma_{x,\sigma} \gamma_{y,\tau} \Xi), \varphi^{-1}(\Xi \gamma_{x,\sigma} \gamma_{y,\tau}) \in \text{Ker } W\) for all
\((x, \sigma), (y, \tau) \in \Lambda \times \{1, \cdots N\}\) which satisfies

\[
x = y, \quad \text{or} \quad (t_{x,y} \neq 0 \text{ and } \sigma \neq \tau).
\]  
(S30)

Consider arbitrary two pairs of a site and a flavor \((x, \sigma), (y, \tau) \in \Lambda \times \{1, \cdots N\}\). Since we have assumed that the lattice \(\Lambda\) is connected via nonvanishing hopping matrix elements, there exists a finite sequence of sites and flavors \((z_1, v_1), \cdots, (z_n, v_n) \in \Lambda \times \{1, \cdots N\}\) such that \((z_1, v_1) = (x, \sigma), (z_n, v_n) = (y, \tau)\) and all neighboring pairs \(((z_j, v_j), (z_{j+1}, v_{j+1})) (j = 1, \cdots m - 1)\) satisfy the condition (S30). Noting that

\[
\prod_{j=1}^{m-1} \gamma_{z_j, v_j} \gamma_{z_{j+1}, v_{j+1}} = \gamma_{x, \sigma} \gamma_{y, \tau},
\]  
(S31)

where the product on left hand side is ordered in ascending order of \(j\), we find that \(\varphi^{-1}(\gamma_{x, \sigma} \gamma_{y, \tau} \Xi) \in \text{Ker} \, W\) for an arbitrary pair \((x, \sigma), (y, \tau) \in \Lambda \times \{1, \cdots N\}\).

Consider a monomial \(\Gamma_\alpha\) which contains even number of Majorana operator. Then,

\[
\gamma_{x, \sigma} \gamma_{y, \tau} \Gamma_\alpha = \begin{cases} 
\Gamma_\alpha \gamma_{x, \sigma} \gamma_{y, \tau} & \text{if } (x, \sigma), (y, \tau) \in \alpha \text{ or } (x, \sigma), (y, \tau) \notin \alpha, \\
-\Gamma_\alpha \gamma_{x, \sigma} \gamma_{y, \tau} & \text{otherwise}.
\end{cases}
\]  
(S32)

From the above relations, we can define a projection acting on \(\Xi = \sum_{\alpha \in \mathcal{C}_{\text{even}}} v_\alpha \Gamma_\alpha\),

\[
P_{(x, \sigma), (y, \tau) \Xi} = \frac{1}{2} [\gamma_{y, \tau} \gamma_{x, \sigma} \Xi \gamma_{x, \sigma} \gamma_{y, \tau} + \Xi].
\]  
(S33)

This is a projection to a space spanned by \(\{\Gamma_\alpha | \alpha \in \mathcal{C}_{\text{even}}, (x, \sigma), (y, \tau) \in \alpha \text{ or } (x, \sigma), (y, \tau) \notin \alpha\}\). From Lemma 9, if \(\varphi^{-1}(\Xi) \in \text{Ker} \, W\),

\[
\varphi^{-1}(P_{(x, \sigma), (y, \tau) \Xi}) \in \text{Ker} \, W,
\]  
(S34)

for all \((x, \sigma), (y, \tau) \in \Lambda \times \{1, \cdots N\}\). Now we are ready to prove Lemma 7.

Proof of Lemma 7.— Let \(W\) be a positive semidefinite matrix which satisfies (20) and (21). Suppose that \(W\) is not positive definite. Then, there exists a nonzero vector \(v \in \text{Ker} \, W \setminus \{0\}\). Define a corresponding operator as \(\Xi = \varphi(v) = \sum_{\alpha \in \mathcal{C}_{\text{even}}} v_\alpha \Gamma_\alpha\). Let \(v_\beta\) be a nonzero component of \(v\). By successively operating \(\gamma_{x, \sigma} \gamma_{y, \tau}\), where \((x, \sigma), (y, \tau) \in \Lambda \times \{1, \cdots N\}\), we can bring \(\Gamma_\beta\) to \(\Gamma_0 = 1\), since the length of \(\beta\) is even. Then we obtain a new vector \(v' \in \text{Ker} \, W \setminus \{0\}\) such that \(v'_0 \neq 0\). Here, \(v'_0\) is the component of \(v'\) corresponding to \(\Gamma_0\).

Next, we use (S34) to \(\Xi' = \varphi(v')\). If \(NN_0\) is odd, by successively applying projections to \(\Xi'\), we can drop all the terms other than \(v'_0 \Gamma_0\). Then, we find that \(\varphi^{-1}(\Gamma_0) \in \text{Ker} \, W\).

Finally, by successively operating \(\gamma_{x, \sigma} \gamma_{y, \tau}\), we can bring \(\Gamma_0\) to \(\Gamma_\alpha\) for any \(\alpha \in \mathcal{C}_{\text{even}}\). Thus \(\varphi^{-1}(\Gamma_0) \in \text{Ker} \, W\). Therefore, for any vector \(w \in \mathcal{C}_{\mathcal{C}_{\text{even}}},\)

\[
w = \varphi^{-1} \left( \sum_{\alpha \in \mathcal{C}_{\text{even}}} w_\alpha \Gamma_\alpha \right) = \sum_{\alpha \in \mathcal{C}_{\text{even}}} w_\alpha \varphi^{-1}(\Gamma_\alpha) \in \text{Ker} \, W,
\]  
(S35)

which means that \(W\) is zero.

\[
\Phi^{-1}(\Xi) \in \text{Ker} \, W,
\]

Appendix C: The ground states in the large-\(U_x\) limit

In the the large-\(U_x\) limit, the effective Hamiltonian of the one-dimensional attractive SU(\(N\)) model with \(N \geq 3\) is derived in Ref. [22]. Here we generalize it to general bipartite lattices and show that the ground states correspond to (26). In the large-\(U_x\) limit, we treat \(H_{\text{int}}\) as the unperturbed Hamiltonian and the hopping Hamiltonian \(H_{\text{hop}}\) as a perturbation.

\[
H_{\text{int}} = \sum_{x \in \Lambda} U_x n_x (n_x - N),
\]  
(S36)

\[
H_{\text{hop}} = \sum_{x \in \Lambda, y \in B} \sum_{\sigma = 1}^N t_{x,y} (c_{x,\sigma}^\dagger c_{y,\sigma} + c_{y,\sigma}^\dagger c_{x,\sigma}).
\]  
(S37)
where we shifted $H_{\text{int}}$ by a constant to make the ground state energy zero. Note that $U_x < 0$.

We first consider the unperturbed Hamiltonian $H_{\text{int}}$. Then the number operator $n_x$ at each site $x \in \Lambda$ commutes with the Hamiltonian. The energy is minimized when $n_x = 0$ or $N$ for all $x \in \Lambda$. Thus the ground states are $2^N$-fold degenerate. We define a new classical variable $s_x$ on each site to write down the effective Hamiltonian.

$$s_x = \begin{cases} 1 & \text{if } n_x = N, \\ -1 & \text{if } n_x = 0. \end{cases}$$

(S38)

Let us examine the effect of the perturbation $H_{\text{hop}}$. Since the first order vanishes, we consider the second order perturbation. Let $P_0$ be the orthogonal projection to the ground states of $H_{\text{int}}$. Then, the low energy effective Hamiltonian is

$$H_{\text{eff}} = -P_0 H_{\text{hop}} H_{\text{int}}^{-1} H_{\text{hop}} P_0.$$  

(S39)

Let $|\psi\rangle$ be a ground state of $H_{\text{int}}$. Then,

$$H_{\text{int}}^{-1} H_{\text{hop}} |\psi\rangle = \sum_{x \in A, y \in B} \sum_{\sigma=1}^{N} \frac{t_{x,y}}{(N-1)(|U_x| + |U_y|)} (c_{x,\sigma}^\dagger c_{y,\sigma} + c_{y,\sigma}^\dagger c_{x,\sigma}) |\psi\rangle,$$

(S40)

because $c_{x(y),\sigma}^\dagger c_{y(x),\sigma} |\psi\rangle$ is a state with one fermion at site $x$ ($y$) and $N-1$ fermions at site $y$ ($x$) if it is nonzero, and

$$H_{\text{int}} c_{x(y),\sigma}^\dagger c_{y(x),\sigma} |\psi\rangle = (N-1)(|U_x| + |U_y|) |\psi\rangle.$$  

(S41)

One thus finds

$$P_0 H_{\text{hop}} H_{\text{int}}^{-1} H_{\text{hop}} P_0 = P_0 \sum_{x \in A, y \in B} \sum_{\sigma=1}^{N} \frac{t_{x,y}^2}{(N-1)(|U_x| + |U_y|)} (c_{x,\sigma}^\dagger c_{y,\sigma} + c_{y,\sigma}^\dagger c_{x,\sigma}) (c_{x,\sigma}^\dagger c_{y,\sigma} + c_{y,\sigma}^\dagger c_{x,\sigma}) P_0$$

$$= P_0 \sum_{x \in A, y \in B} \sum_{\sigma=1}^{N} \frac{t_{x,y}^2}{(N-1)(|U_x| + |U_y|)} [n_{x,\sigma}(1-n_{y,\sigma}) + n_{y,\sigma}(1-n_{x,\sigma})] P_0.$$  

(S42)

If $n_x = n_y = 0$ ($N$), then $n_{x,\sigma} = n_{y,\sigma} = 0$ ($1$). Thus

$$n_{x,\sigma}(1-n_{y,\sigma}) + n_{y,\sigma}(1-n_{x,\sigma}) = 0.$$  

(S43)

If $n_x = 0$ ($N$) and $n_y = N$ ($0$), then $n_{x,\sigma} = 0$ ($1$) and $n_{y,\sigma} = 1$ ($0$). Thus

$$n_{x,\sigma}(1-n_{y,\sigma}) + n_{y,\sigma}(1-n_{x,\sigma}) = 1.$$  

(S44)

Therefore, the effective Hamiltonian reads

$$H_{\text{eff}} = \sum_{x \in A, y \in B} \frac{N t_{x,y}^2}{(N-1)(|U_x| + |U_y|)} \left( \frac{s_x s_y - 1}{2} \right),$$

(S45)

if restricted to the ground states of the unperturbed Hamiltonian $H_{\text{int}}$. The effective model turns out to be the antiferromagnetic Ising model on $\Lambda$. This is qualitatively understood as follows: the energy of each $N$-fermion bound state is decreased by quantum fluctuations where one of the fermions virtually hops to one of the neighboring sites. These quantum fluctuations are reduced if $N$-fermion bound states sit next to each other. In the ground states of the effective Hamiltonian,

$$s_x = \begin{cases} 1 & \text{if } x \in A, \\ -1 & \text{if } x \in B, \end{cases}$$

(S46)

These states correspond to (26).
Appendix D: Proof of Theorems 1 and 2 for even $NN_s$

Here we provide proofs of Theorems 1 and 2 for even $NN_s$. When $NN_s$ is even, two parity operators $\Delta^{(1)}$ and $\Delta^{(2)}$ commute. Since $H$ also commutes with $\Delta^{(1)}$ and $\Delta^{(2)}$, $H$ is block-diagonal in the basis where $\Delta^{(1)}$ and $\Delta^{(2)}$ are diagonal. Note that the eigenvalues of $\Delta^{(1)}$ and $\Delta^{(2)}$ are $\pm 1$. Then the eigenoperators can be classified into four sectors as

$$ O \in \mathcal{O}^{p_1,p_2} \iff \Delta_1 O = O \Delta_1 = p_1 O, \quad \Delta_2 O = O \Delta_2 = p_2 O \quad (p_1, p_2 = \pm). \quad (S47) $$

The following lemma shows that all the eigenoperators are in $\mathcal{O}_{\text{even, even}}$ sector.

Lemma 10.— Let $\mathcal{O}^{p_1,p_2}$ ($p_1, p_2 = \pm$) be subsets of $\mathcal{O}$ defined by $(S47)$. Then,

$$ \mathcal{O}^{++} \oplus \mathcal{O}^{+-} \oplus \mathcal{O}^{-+} \oplus \mathcal{O}^{--} = \mathcal{O}_{\text{even, even}}. \quad (S48) $$

Proof of Lemma 10.— By definition, all the elements of $\mathcal{O}^{p_1,p_2}$ commute with $\Delta^{(1)}$ and $\Delta^{(2)}$. On the other hand, a basis operator $\Gamma^{(j)}_o$ ($j = 1, 2$) commutes (anticommutes) with $\Delta^{(j)}$ when the length of $\alpha$ is even (odd). Thus $\mathcal{O}^{++} \oplus \mathcal{O}^{+-} \oplus \mathcal{O}^{-+} \oplus \mathcal{O}^{--} \subseteq \mathcal{O}_{\text{even, even}}$.

For any even-length configuration $\alpha \in \mathcal{O}_{\text{even}}$, we can symmetrize or antisymmetrize $\Gamma^{(j)}_o$ and $\Delta^{(j)} \Gamma^{(j)}_o$ as

$$ \Gamma^{(j, \pm)}_o = \frac{1}{\sqrt{2}} [1 \pm \Delta^{(j)}] \Gamma^{(j)}_o, \quad (S49) $$

Note that $\left( \Gamma^{(j,p_1)}_o, \Gamma^{(k,p_2)}_o \right) = \delta_{j,k} \delta_{p_1,p_2}$. Since $\Gamma^{(1,p_1)}_o \Gamma^{(2,p_2)}_o$ is in $\mathcal{O}^{p_1,p_2}$ sector, $\mathcal{O}^{++} \oplus \mathcal{O}^{+-} \oplus \mathcal{O}^{-+} \oplus \mathcal{O}^{--} \subseteq \mathcal{O}_{\text{even, even}}$. Therefore, we obtain $\mathcal{O}^{++} \oplus \mathcal{O}^{+-} \oplus \mathcal{O}^{-+} \oplus \mathcal{O}^{--} = \mathcal{O}_{\text{even, even}}$.

For an even-length configuration $\alpha \in \mathcal{O}_{\text{even}}$, we define a configuration $\overline{\alpha} \in \mathcal{O}_{\text{even}}$ which satisfy $\Gamma^{(j)}_{\overline{\alpha}} = \pm \Delta^{(j)} \Gamma^{(j)}_o$, where $\pm$ comes from the anticommutativity of Majorana operators. We identify $\overline{\alpha}$ with $\alpha$ and write the quotient set of $\mathcal{O}_{\text{even}}$ by this identification as $\mathcal{O}'_{\text{even}}$.

For $p_1, p_2 = \pm$, an operator in each sector $\mathcal{O}^{p_1,p_2}$ is expressed as

$$ O^{p_1,p_2}(W) = \sum_{\alpha, \beta \in \mathcal{O}'_{\text{even}}} W_{\alpha, \beta} \Gamma^{(1,p_1)}_o \Gamma^{(2,p_2)}_o, \quad (S50) $$

Like in the odd $NN_s$ case, the eigenequations read as follows.

$$ K^{p_1} W + W K^{p_2} + \sum_{x \in A} \sum_{\sigma, \tau = 1}^N \sum_{\sigma, \tau = 1}^N U_x L^{p_1}_{x,x,\sigma,\tau} W L^{p_2}_{x,x,\sigma,\tau} = EW, \quad (S51) $$

$$ K^{p_1\top} W + W K^{p_2\top} + \sum_{x \in A} \sum_{\sigma, \tau = 1}^N \sum_{\sigma, \tau = 1}^N U_x L^{p_1\top}_{x,x,\sigma,\tau} W L^{p_2\top}_{x,x,\sigma,\tau} = EW, \quad (S52) $$

where $L^{p_1}_{x,y,\sigma,\tau}$ and $K^{p_1}$ are $|\mathcal{O}'_{\text{even}}| \times |\mathcal{O}'_{\text{even}}|$ Hermitian matrices defined by

$$ (L^{p_1}_{x,y,\sigma,\tau})_{\alpha, \beta} = \left( \Gamma^{(1,p_1)}_o, \frac{i}{2} \gamma^{(2,p_1)}_{x,y,\sigma,\tau} \Gamma^{(1,p_1)}_o \right), \quad (S53) $$

$$ (K^{p_1})_{\alpha, \beta} = \sum_{x \in A, y \in B} \sum_{\sigma = 1}^N t_{x,y} (L^{p_1}_{x,y,\sigma,\sigma})_{\alpha, \beta}. \quad (S54) $$

Next, we consider the expectation value of the Hamiltonian $H$. Since $(O^{p_1,p_2}(W), O^{p_1,p_2}(W)) = \text{Tr}[W^4 W]$, the normalization condition for operators $(O, O) = 1$ can be rewritten as $\text{Tr}[W^2] = 1$ with a $|\mathcal{O}'_{\text{even}}| \times |\mathcal{O}'_{\text{even}}|$ Hermitian matrix $W$. We define $E^{p_1,p_2}(W) = (O^{p_1,p_2}(W), H O^{p_1,p_2}(W))$ for a normalized Hermitian matrix $W$. Then, $E^{p_1,p_2}(W)$ is calculated as

$$ E^{p_1,p_2}(W) = \text{Tr} \left[ (K^{p_1} + K^{p_2}) W^2 \right] + \sum_{x \in A} \sum_{\sigma, \tau = 1}^N U_x \text{Tr} \left[ W L^{p_1}_{x,x,\sigma,\tau} W L^{p_2}_{x,x,\sigma,\tau} \right]. \quad (S55) $$
Within each $\mathcal{O}^{p_1p_2}$ sector, we can show that the lowest energy eigenoperator is unique in much the same way as in the case of $NN_0$ odd (The small difference is that we have identified $\alpha \in \mathcal{C}_{\text{even}}$ and $\overline{\alpha} \in \mathcal{C}_{\text{even}}$).

Lemma 11.— Within each $\mathcal{O}^{p_1p_2}$ ($p_1, p_2 = \pm$) sector, the lowest energy eigenoperator is unique. If the lowest energy eigenoperator in each sector is expressed as $O^{p_1p_2}(W)$, then $W$ is either positive or negative definite.

We define the lowest energy in $\mathcal{O}^{p_1p_2}$ sector as $E_{\text{GS}}^{p_1p_2}$. Then the following lemma shows that the degeneracy of the ground states is at most two in total. Thus Lemma 4 was proved.

Lemma 12.— Consider the lowest energy in each sector, $E_{\text{GS}}^{p_1p_2}$ ($p_1, p_2 = \pm$). Then,

$$E_{\text{GS}}^{+} = E_{\text{GS}}^{-} > \frac{1}{2}(E_{\text{GS}}^{+} + E_{\text{GS}}^{-}),$$

(S56)

Proof of Lemma 12.— Let the lowest energy eigenoperator in $\mathcal{O}^{++}$ sector be $O^{++}(W)$, where $W$ is a $|\mathcal{C}_{\text{even}}|^\times|\mathcal{C}_{\text{even}}|$ positive or negative definite matrix. See (S50) for the matrix representation of operators in each sector. By (S55), $E^{++}(W) = E^{+-}(W) = E_{\text{GS}}^{+}$, and hence $E_{\text{GS}}^{+} \leq E_{\text{GS}}$. Since we can similarly show that $E_{\text{GS}}^{+} \leq E_{\text{GS}}^{-}$, we obtain $E_{\text{GS}}^{+} = E_{\text{GS}}^{-}$ and $O^{+-}(W)$ is the lowest energy eigenoperator in $\mathcal{O}^{-}$ sector.

For the same matrix $W$, we consider operators $O^{++}(W) \in \mathcal{O}^{++}$ and $O^{--}(W) \in \mathcal{O}^{--}$. We would like to compare the energy expectation values of $O^{++}(W)$, $O^{+-}(W)$, $O^{-+}(W)$ and $O^{--}(W)$. Using (S55), one finds

$$\left[ E^{+-}(W) + E^{--}(W) \right] - \left[ E^{++}(W) + E^{--}(W) \right]$$

$$= \text{Tr} \left[ (K^{+} + K^{-}) W \right] + \sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^{N} U_x \text{Tr} \left[ WL_{xx,\sigma\tau}^{+}W L_{xx,\sigma\tau}^{-} \right]$$

$$+ \text{Tr} \left[ (K^{-} + K^{+}) W \right] + \sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^{N} U_x \text{Tr} \left[ WL_{xx,\sigma\tau}^{-}W L_{xx,\sigma\tau}^{+} \right]$$

$$- \text{Tr} \left[ (K^{+} + K^{+}) W \right] - \sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^{N} U_x \text{Tr} \left[ WL_{xx,\sigma\tau}^{+}W L_{xx,\sigma\tau}^{+} \right]$$

$$- \text{Tr} \left[ (K^{-} + K^{-}) W \right] - \sum_{x \in \Lambda} \sum_{\sigma, \tau = 1}^{N} U_x \text{Tr} \left[ WL_{xx,\sigma\tau}^{-}W L_{xx,\sigma\tau}^{-} \right]$$

(S57)

The matrix elements of $L_{xx,\sigma\tau}^{\pm}$ are calculated as

$$\left( L_{xx,\sigma\tau}^{+} \right)_{\alpha\beta} = \frac{1}{2} \left[ (1 + \Delta^{(1)}) \Gamma^{(1)}_{\alpha} - \frac{1}{2} i \gamma^{(1)}_{x,\sigma y,\tau} \left[ 1 + \Delta^{(1)} \right] \Gamma^{(1)}_{\beta} \right]$$

$$= \frac{i}{4} \left( \Gamma^{(1)}_{\alpha}, \gamma^{(1)}_{x,\sigma y,\tau} \Gamma^{(1)}_{\beta} \right) + \frac{i}{4} \left( \Delta^{(1)} \Gamma^{(1)}_{\alpha}, \gamma^{(1)}_{x,\sigma y,\tau} \Delta^{(1)} \Gamma^{(1)}_{\beta} \right),$$

(S58)

$$\left( L_{xx,\sigma\tau}^{-} \right)_{\alpha\beta} = \frac{1}{2} \left[ (1 - \Delta^{(1)}) \Gamma^{(1)}_{\alpha} - \frac{1}{2} i \gamma^{(1)}_{x,\sigma y,\tau} \left[ 1 - \Delta^{(1)} \right] \Gamma^{(1)}_{\beta} \right]$$

$$= \frac{i}{4} \left( \Gamma^{(1)}_{\alpha}, \gamma^{(1)}_{x,\sigma y,\tau} \Gamma^{(1)}_{\beta} \right) + \frac{i}{4} \left( \Delta^{(1)} \Gamma^{(1)}_{\alpha}, \gamma^{(1)}_{x,\sigma y,\tau} \Delta^{(1)} \Gamma^{(1)}_{\beta} \right) - \frac{i}{4} \left( \Delta^{(1)} \Gamma^{(1)}_{\alpha}, \gamma^{(1)}_{x,\sigma y,\tau} \Gamma^{(1)}_{\beta} \right),$$

(S59)

Then we can calculate $L_{xx,\sigma\tau}^{+} - L_{xx,\sigma\tau}^{-}$ as

$$\left( L_{xx,\sigma\tau}^{+} - L_{xx,\sigma\tau}^{-} \right)_{\alpha\beta} = \frac{i}{2} \left( \Gamma^{(1)}_{\alpha}, \gamma^{(1)}_{x,\sigma y,\tau} \Delta^{(1)} \Gamma^{(1)}_{\beta} \right) + \frac{i}{2} \left( \Delta^{(1)} \Gamma^{(1)}_{\alpha}, \gamma^{(1)}_{x,\sigma y,\tau} \Gamma^{(1)}_{\beta} \right) + i \left( \Gamma^{(1)}_{\alpha}, \gamma^{(1)}_{x,\sigma y,\tau} \Delta^{(1)} \Gamma^{(1)}_{\beta} \right) = \pm i \left( \Gamma^{(1)}_{\alpha}, \gamma^{(1)}_{x,\sigma y,\tau} \Gamma^{(1)}_{\beta} \right),$$

(S60)
where we noted that $\Delta^{(1)}$ commutes with $\Gamma^{(1)}_{\beta}$ and $\Gamma^{(1)}_{\alpha}$ to get the second line. From (S60), $L_{xx,\sigma\tau}^+ - L_{xx,\sigma\tau}^-$ is Hermitian and nonvanishing. This, together with Lemma 8, implies that $\text{Tr}[W(L_{xx,\sigma\tau}^+ - L_{xx,\sigma\tau}^-)W(L_{xx,\sigma\tau}^+ - L_{xx,\sigma\tau}^-)] > 0$. Therefore, from (S57), $[E^+(W) + E^-(W)] - [E^+(W) + E^-(W)] > 0$. Since $E^+(W) = E^+_{GS}$, $E^-(W) = E^-_{GS}$, $E^+(W) \geq E^+_{GS}$, $E^-(W) \geq E^-_{GS}$ and $E^\pm_{GS} = E^\pm_{GS}$, we obtain (S56).

Here we have completed the proof of Lemma 4. For even $NN_s$, Theorem 1 can be derived from Lemmas 4 and 11.

Proof of Theorem 1 for even $NN_s$.—Because the ground state degeneracy is at most two, any ground state must be an SU($N$) singlet. To determine the fermion number, we consider the states $|\Phi_+\rangle$ and $|\Phi_-\rangle$ characterized by (26), whose fermion numbers are $NN_A$ and $NN_B$, respectively. The eigenoperators are written as $O_\pm = |\Phi_\pm\rangle \langle \Phi_\pm| = 2^{-NN_s} \prod_{x} \prod_{\sigma=1}^{N} \left(1 \pm i\sigma_{\beta}\sigma_{\alpha}(2)\right)$. Then, $2^{NN_s-1}(O_+ + O_-)$ is in $O_{even,even}$ sector and written as $O(E)$, where $E$ is the identity matrix of size $|\mathbb{C}|$. $O(E)$ can be expanded as

\[
O(E) = \frac{1}{2} (1 + \Delta^{(1)}) \frac{1}{2} (1 + \Delta^{(2)}) O(E) + \frac{1}{2} (1 + \Delta^{(1)}) \frac{1}{2} (1 - \Delta^{(2)}) O(E) + \frac{1}{2} (1 - \Delta^{(1)}) \frac{1}{2} (1 + \Delta^{(2)}) O(E) + \frac{1}{2} (1 - \Delta^{(1)}) \frac{1}{2} (1 - \Delta^{(2)}) O(E).
\]

(S61)

Note that $(1 \pm \Delta^{(1)})/2 \times (1 \pm \Delta^{(2)})/2$ is a projection operator to $O^{\pm\pm}$ sector. With the matrix expression (S50), (S61) is rewritten as

\[
O(E) = O^{++}(E') + O^+-(E') + O^{--}(E') + O^{--}(E'),
\]

(S62)

where $E'$ is the identity matrix of size $|\mathbb{C}|$. Let $O^{++}(W_{GS})$ be the lowest energy eigenoperator in $O^{++}$ sector. By Lemma 11, $O(E), O^{++}(W_{GS}) = \text{Tr}[W_{GS}] \neq 0$, because $W_{GS}$ is positive or negative definite. As in the case of $NN_s$ odd, the fermion number of the lowest energy state in $O^{++}$ sector is $NN_A$ or $NN_B$. Similarly, the fermion number of the lowest energy state in $O^{--}$ sector is $NN_A$ or $NN_B$. If $NN_A \neq NN_B$, by Lemma 4 and the particle-hole symmetry of the model, there are exactly two absolute ground states and the fermion numbers are $NN_A$ and $NN_B$, respectively. If $NN_A = NN_B$, by Lemma 4, there are at most two absolute ground states and whose total fermion number is $NN_A (= NN_B)$.

Finally, we prove Theorem 2 for even $NN_s$.

Proof of Theorem 2 for even $NN_s$.—When $NN_s$ is even, the lowest state eigenoperators in each $O^{p_1p_2}$ sector (See (S47) for the definition) is unique. We already know that the ground state eigenoperator is in $O^{++} \oplus O^{--}$ sector. Assume that the ground state eigenoperator is in $O^{++}$ sector and expressed as $O^{++}(W_{GS})$, where $W_{GS}$ is a Hermitian matrix. Then, the expectation value of $S_{x,y}$ is calculated as

\[
(O^{++}(W_{GS}^{++}), S_{x,y} O^{++}(W_{GS}^{++})) = \sum_{\sigma,\tau=1}^{N} \text{Tr}[W_{GS}^{++} L_{xy,\sigma\tau}^+ W_{GS}^{++} L_{xy,\sigma\tau}^+] .
\]

(S63)

Here, $L_{xy,\sigma\tau}^+$ is a Hermitian matrix defined by (S53). By Lemma 11, $W_{GS}^{++}$ is positive or negative definite. This, together with Lemma 8, implies that $\text{Tr}[W_{GS}^{++} L_{xy,\sigma\tau}^+ W_{GS}^{++} L_{xy,\sigma\tau}^+] > 0$. Thus one finds that $(O^{++}(W_{GS}^{++}), S_{x,y} O^{++}(W_{GS}^{++})) > 0$. Similarly, if the ground state eigenoperator is in $O^{--}$ sector and expressed as $O^{--}(W_{GS}^{--})$, then $(O^{--}(W_{GS}^{--}), S_{x,y} O^{--}(W_{GS}^{--})) > 0$. Therefore, we obtain (5) for any absolute ground state.