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Abstract: Future developments in deep learning applications requiring large datasets will be limited by power and speed limitations of silicon based Von-Neumann computing architectures. Optical architectures provide a low power and high speed hardware alternative. Recent publications have suggested promising implementations of optical neural networks (ONNs), showing huge orders of magnitude efficiency and speed gains over current state of the art hardware alternatives. In this work, the transmission of the Fabry-Perot Interferometer (FPI) is proposed as a low power, low footprint activation function unit. Numerical simulations of optical CNNs using the FPI based activation functions show accuracies of 98% on the MNIST dataset. An investigation of possible physical implementation of the network shows that an ONN based on current tunable FPIs could be slowed by actuation delays, but rapidly developing optical hardware fabrication techniques could make an integrated approach using the proposed FPI setups a powerful solution for previously inaccessible deep learning applications.

1. Introduction

Deep learning techniques have resulted in significant performance gains in pattern recognition problems in the last decade, in fields from image and speech recognition to language translation [1–4].

However, deep neural networks modelled on a traditional general purpose Von-Neumann computer result in slow and power hungry performance due to the computation bottleneck of data movement [5]. Recent development in hardware architectures tailored towards deep learning applications has allowed performance gains, using hardware such as GPUs, application-specific integrated circuits (ASICs) and field-programmable gate arrays (FPGAs) [5–11].

An alternative artificial neural network (ANN) accelerator is a specialised optical hardware implementation: an optical neural network (ONN). The ANN computing paradigm is well suited to a fully optical system, with simulations of ONNs suggesting 10 orders of magnitude efficiency improvements and 3 orders of magnitude speed improvements over NVIDIA GPUs [12].

ANNs rely heavily on fixed linear transformations, which can be performed at the speed of light in optics and detected at rates of up to 100GHz in photonic networks [13], with minimal power consumption [14]. ONNs also allow greater neuron fan-in/fan-out due to lack of electromagnetic compatibility (EMC) concerns, allowing superior connectivity and scalability compared to silicon based ANNs [15].

Hybrid ONNs implemented in free-space and integrated systems have been shown to be successful, but don’t fully provide promised optical power and speed advantages due to the time consuming process of non-local digital computation of activation functions [16–21]. Fully optical ANNs have also been demonstrated, but for now require offline training or are not successfully implemented in hardware [12,22,23]. Industry is also making steps towards an ONN, in companies such as Fathom Computing, Lightelligence and Optalysis [24,26].

The use of digital computation to implement a standard activation function such as ReLU in many of the above networks locks the ONN to the relatively slow digital processor GHz-scale clockrates, and the limited number of input and output channels limits the scalability of the design. These functions are difficult to implement in optics while still maintaining low power consumption and a small physical footprint [27].

This work proposes a system of local intensity measurements with no data movement, a propagated optical signal, combined with an optical non-linearity to achieve a high speed optical non-linear layer. This can be achieved using a Micro-Electro-Mechanical System (MEMS) based tunable Fabry-Perot Interferometer (FPI), which features a non-linear frequency transmission, has low power requirements, and has very high sensitivity allowing low power optical sources [28]. The field transmission of the FPI, taken from ref. [29], is as shown in equation (1).
\[
T(\omega) = \kappa \frac{j}{\omega - \omega_c + \kappa}
\]  

(1)

Where \(\omega\) is the frequency of the input electromagnetic wave to the FPI. \(\omega_c\) is a tunable electronic input that can modulate the centre frequency of the device, thereby allowing it to be used as a tunable weight, and \(\kappa\) relates to the full width at half maximum linewidth \(\Delta v_c\), a fixed variable for an FPI array \([30]\). Combined with a complementary metal-oxide semiconductor (CMOS) image sensor, the FPI transmission can be used as a function of optical amplitude instead of optical frequency.

Two suggested ONN architectures will be modelled in this work. First an incoherent simulation will be numerically simulated, where the propagating optical signals consist of fields with a non-constant phase difference. Second a coherent simulation will be tested, where the optical signals consist of fields with a constant phase difference. Complex values will be used in this network, with complex multiplications, and therefore correspondingly the complex valued field transmission will be used as opposed to intensity transmission.

The main application of this research is in the field of computer vision, due in part to the classification of multi-dimensional images being a task inherently suited to a free-space optical system due to its naturally high degree of 2D connectivity \([31]\). As such, a CNN architecture will be used in this work, a class of ANN used in tasks such as image recognition, segmentation and generation \([4,32–34]\).

There are however some key departures from conventional CNN design that the optical CNN will be required to take. Traditional CNNs typically use a max function in a pooling layer to improve generalisation, which is difficult to implement in optical hardware \([27]\). However, it has been shown that this function is not strictly necessary, provided the stride length/kernel size of the network can be increased \([35]\).

2. Activation Function

To take full advantage of the optical non-linearity, the optical signals in the network will be propagating through the FPI. This will ensure fewer required optical sources and therefore a faster and more compact ONN. This results in an effective transfer function of \(xT(x)\) where \(x\) is the intensity or field passing through the FPI.

This activation is simply a function of the intensity of the signal, and therefore will be used in the incoherent model of the ONN. Note that the input \(x\) can only assume positive values due to it being the intensity of light. If it is assumed that the input operates in a positive range above zero, the function tends back to the shape of the Lorentzian for increasing intensities. Therefore henceforth the Lorentzian function will be used in incoherent models to allow less numerical complexity and faster simulation.

In the coherent model, as before propagated light will result in a \(xT(x)\) activation function, where \(T(x)\) is the field transmission in equation (1), and \(x\) is a complex valued light field. CMOS detection will be modelled with a \(\Re(xx^\ast)\) term.

Typically activation functions are required to be monotonic, which ensures a convex error surface and therefore increased ease of convergence. However, recently suggested activation functions like \(\text{Swish}\), which approximates the identity function near the origin allows a simple initialisation of 0 for the bias weight. The field transmission fulfills this requirement, but the intensity transmission does not. Therefore care will be needed when initialising the bias weight for the incoherent model \([37]\).

Non-saturating activation functions such as \(\text{ReLU}\), have been shown to converge faster \([4]\). Saturating activations such as the logistic, tanh and the Lorentzian activations presented here have a diminishing gradient as the input tends to \(\pm\infty\), resulting in neurons that change increasingly slowly.

In this implementation the electronic bias parameter \(x_0\) that actuates the FPI will also be used as the bias parameter typical in ANNs. This has the advantage of requiring less optical hardware than another optical signal based weight. Trainable parameters of the activation function have a strong precedent in ANNs \([36,36]\).

For the intensity activation function that is simply the Lorentzian function, changing the bias parameter \(x_0\) equates to a lateral shift of the function. Increasing the bias parameter \(x_0\) of the complex valued field activation function increasing the order of the function, therefore increasing the number of turning points.
Increasing $\kappa$ for both functions results in a decrease in gradient and range, and therefore an optimal value will likely be linked to the learning rate of the network.

The initialisation used in this work for linear transform weights is the normalized initialisation, reduces the risk of saturation of the activation function, an important consideration considering the activation function presented here is saturating [38]. The bias is normally initialised as 0, but due to the activation function presented here having a low gradient around the origin, the bias is initialised with a uniform distribution in a constant range to try and increase the convergence rate [38]. The range that works best for this initialisation will have to be experimentally discovered.

3. Incoherent Model

In this work several datasets will be used to fully test the performance of the proposed ONN architecture. CNNs are incredibly flexible, and have many possible configurations in terms of size and order of layers. These advantages and disadvantages of different model layouts for the unique activation function being introduced will be explored with several image datasets such as the Semeion digit dataset [39], and various shape datasets [40][41].

Python with NumPy was used to develop initial models [42][43]. Then later when very high performance was needed for large datasets such as MNIST, a TensorFlow implementation was built [44].

3.1. Implementation

The stochastic gradient descent optimizer would likely by the easiest to implement in hardware. However for the sake of numerically modelling the ONN on a computer, an optimizer that allows faster convergence would allow more results to be obtained. For this reason a mini batch Adam optimizer was used [45]. It would likely be difficult to synthesize in hardware for initial ONN implementations, but the promised speed up of optics should allow a simple gradient descent to be fast enough to beat a digital electronics based Adam optimizer anyway.

The commonly used mean squared error (MSE) loss function would likely be easiest to implement in optics if an all optical in-situ trainable solution was required. However to ensure faster training for the numerical simulations, the categorical cross entropy loss function was combined with the softmax function, a combination better suited to classification problems [46].

3.2. Testing

3.2.1. Impact of Hyperparameters

Two datasets were used for initial experimentation, the Iris flower classification dataset, consisting of 3 classes with 50 examples each [47], and the larger and more difficult UCI heart disease dataset [48], a binary classification problem consisting of 300 patients with 13 attributes each.

To explore how the value of $\kappa$ effects the accuracy and convergence speed of the network, $\kappa$ was varied by layer for a range of values, for a learning rate of 0.01.

A model with two hidden layers was used, and for this experiment was run with combinations of layer sizes of 16 and 64. This was done to try to understand if there was an ideal $\kappa$ value for a certain ratio of layer size, due to the relationship between $\kappa$ and the range of the Lorentzian function.

Experimentation shows that the network seems to be insensitive to the first layer $\kappa$ value, but requires a relatively low second layer $\kappa$. It can also be seen that larger values of $\kappa$ greatly reduce the rate of convergence for the model. There seems to be no significant relationship between $\kappa$ value and layer size ratio from this data.

The experiment is repeated using the heart disease dataset. Fig. 1 seems to suggest that the accuracy is insensitive to differing values of $\kappa$ at each layer, and a low value relative to the learning rate is required for a reasonable convergence rate. This is promising, as a hyperparameter needing to be tuned by layer would have an increased implementation and design complexity, and decreased generalisation ability.

To confirm the prior assumption that these trends are relative to the learning rate, the same trial of varying $\kappa$ by layer and plotting accuracy and convergence speeds was done for a range of learning rates. The data backs up the hypothesis that the $\kappa$ value relationships persist proportionally to the learning rate. This is promising in that for a fixed $\kappa$ defined by fabrication and implementation specifics, the learning rate can be
Fig. 1. An exploration of how altered $\kappa$ by layer affects the accuracy and convergence speed of the incoherent model on the heart disease dataset. The accuracy of the network appears to be insensitive to a range of $\kappa$ for subsequent layers of a range of size ratios, other than requiring a relatively low summed value. It can be seen that larger values of $\kappa$ quickly decrease network convergence speed.

Fig. 2. An exploration of how changing the range of the uniform distribution from which the initial $x_0$ are randomly chosen impacts the accuracy of the network, as $\kappa$ is varied. The heart disease dataset was used.

simply be tuned to reach peak performance. A general rule of thumb seems to be a the learning rate needs to be 100 to 200 times less than $\kappa$ to achieve the high accuracy and convergence rates.

With the introduction of a new activation function it was important to understand how the initialisation of the bias weight could impact the network’s capabilities, especially in the case as here where the gradient is low around the origin [38]. Figure 2 shows how changing the range of the uniform distribution from which the initial $x_0$ bias values are randomly chosen impacts the accuracy of the network, as $\kappa$ is varied.

The results indicate that for the Lorentzian function, a wider spread of initial bias values can result in a larger insensitivity to the $\kappa$ value used on each layer. Any initialisation variance over zero seems to produce a $\kappa$ range of 100 to 300 times the learning rate where high accuracies are achieved.

3.2.2. Kernel Size

In an ONN the normal constraints of using smaller kernels are removed due to a constant time convolution operation made possible by free-space optics instead of a higher order time complexity operation as required in digital processing. Therefore there is more freedom of choice when it comes to choosing a kernel size. To explore this, the three shapes dataset [41] was used.

Three different kernel sizes were tested: 3×3, 5×5 and 7×7. For each of these sizes two models were
trained. Fig. 3 shows the first layer kernels and confusion matrix from the 5×5 model. Fig. 4 represents the 7×7 model.

Fig. 3. A visualisation of the first layer of convolutional kernels from a model trained on the three shapes dataset. The model architecture is 8 5×5 convolutional filters for both the first and second layers, then a 128 neuron fully connected layer. This model achieved a 73.3% accuracy on the test set. Note kernels 1-3 and 5-6 seem to have assumed diagonal edge detection kernels, while 4, 7 and 8 have assumed very similar kernel patterns.

Fig. 4. A similar visualisation as 3 but with a kernel size of 7×7. This model achieved a 75% accuracy on the test set. Note kernels 2-3 and 8 seem to have assumed diagonal edge detection kernels.

The best performing network had kernels dimensions of half the size of the input images, a relatively large factor. However this could be due to the large nature of the features found in this dataset.

3.2.3. MNIST Benchmarking

The model was tested using the MNIST dataset. All CNN configurations used a single fully connected layer of 512. The model was tested for a variety of kernel sizes and pooling styles. Each configuration was tested three times, and the best error rate achieved was recorded as shown in table 1.

| Error Rate (%) | Kernel Size |
|----------------|-------------|
|                | 3  | 5  | 7  | 9  |
| No. Pooling Layers | 1  | 1.95 | 2.15 | 1.95 | 2.34 |
|                  | 2  | 2.34 | 2.34 | 2.73 | 2.34 |

Table 1. Best of 3 error rates for a incoherent numerical simulation of the FPI based ONN, implemented in TensorFlow and trained on the MNIST dataset. The single pooling layer configuration consisted of two convolutional layers of stride 1 followed by a convolution of kernel size 4 and stride 4. The 2 pooling layer configuration had the two convolution layers sandwiched between pooling layers of stride 2. The single pooling layer can be seen to produce higher accuracies, while kernel size has little affect.
4. Coherent Modelling

The next step in this work is to trial the field transmission function of the FPI. Optics is unique in that the signal passing through the network is inherently complex. Many optical components can implement an arbitrary phase shift (such as metasurfaces and MZIs, already used in ONN implementations), which means a complex matrix multiplication should be possible.

Complex valued ANN have started to gain ground in the field of deep learning [49,50], especially so in CNNs [51,52]. There have also emerged strong potential uses in recurrent neural networks (RNNs) [53-55] and generative adversarial networks (GANs) [56].

4.1. Testing

The network showed extremely rapid convergence on many datasets, but poor generalization. This could potentially be due to the initial use of the networks of the same number of neurons as for the incoherent case, resulting in a doubling of parameters that tends to allow overfitting. For this reason larger datasets were used as a form of regularization, such as a dataset of four shapes consisting of 5000 examples [40].

4.1.1. Impact of Hyperparameters

The coherent model seems to be insensitive to $\kappa$ being varied by layer for different layer size ratios. This is again good for an implementation, as a constant $\kappa$ providing the best performance allows a more general hardware implementation.

Due to the coherent transmission activation function approximating the identity at the origin, the initialisation of the bias weight $x_0$ should be less important [37]. Experimentation shows that varying $\kappa$ and the initialisation variance seems to have little effect on the accuracy of the network, but that it is important to ensure the variance is limited to around 4 times $\kappa$ to ensure greater convergence rates.

Of note is that a high initialisation variance produces a significantly higher accuracy. This could be the result of the highly linear nature of the complex activation near the origin. A larger initialisation variance could allow the non-linearities of the activation function to be more easily explored.

4.1.2. Training Analysis

To understand the impact each layer has on the output of the network, the distribution of activation function output values can be saved after each weight update, for each layer [38]. The experiments done here used the Semeion dataset.

Figure 5 shows a visualisation of the training period of a network with the bias variable initialised to 0. The trained network achieved an accuracy on the test set of 79.3% after 10 epochs.

Figure 6 again shows the same visualisation but with an initial bias variance of $[-4,4]$. The trained network only achieved a final accuracy on the test set of 39.0% after 4 epochs. Extremely rapid growth of the activation output distribution range has resulted from the large initial bias variance. The unstable sinusodially varying range of activation outputs implies the reason for the instability is the non-monotonic nature of the activation function.

4.1.3. Complex Kernels

Fig. 7 shows a visualisation of the first layer of 4 $5 \times 5$ complex valued kernels, from a model trained on the four shapes dataset to an accuracy of 99.8% [40].

The kernels can be seen to have learned the features of the shapes they are trained on. Exploiting the complex nature of the fields in the coherent network has essentially given the model double the number of parameters for the same network size.

The same experiment was done on a first layer of complex kernels from a model, again trained on the Four Shapes dataset, but this time with 8 $5 \times 5$ kernels. The network achieved an accuracy of 99.9%. It is notable that the two models achieved comparable accuracies despite the latter network being larger, which could be due to smaller networks being able to generalise better [57].
Fig. 5. Plots on left and middle show distribution of activation function outputs after each weight update, with plot on right showing training and validation set loss for corresponding weight updates. Central line in distribution plots shows the median, with error bars showing the 1st and 3rd quartiles. Extreme lower and upper plots show 5% and 95% percentiles respectively. Data shown for model with $\kappa$ of 2 and initial bias spread of $[−0, 0]$.

Fig. 6. The subplots represent a visualisation of the training of the network in the same representation as figure 6. Data shown for model with $\kappa$ of 2 and initial bias spread of $[−4, 4]$.

Fig. 7. Kernels from a coherent model trained on a dataset of four shapes: triangles, circles, squares and stars. The first layer was comprised of 4 $5 \times 5$ complex valued kernels.
4.1.4. MNIST Benchmarking

The coherent model was trained on the MNIST dataset using a TensorFlow implementation. A network of reduced size was used compared to the incoherent model, in order to keep a similar number of parameters, and therefore improve generalization.

The network consisted of 3 convolutional layers with the final layer acting as a pooling layer with higher stride, and a single fully connected layer. A $\kappa$ value of 8 was used, with a bias parameter initialisation variance of 0. The best performing network achieved an accuracy of 95.1%.

The accuracy is lower than for the incoherent model, but this could be due to the tendency of complex valued ANNs to converge to a solution less often. Ref. [58] only achieved high accuracies in MNIST after 20 iterations, with many networks failing to converge. Unfortunately due to computation time constraints not as many networks could be evaluated here.

Fig. 8. 4 networks trained on the MNIST dataset. A network architecture of three convolutional layers with last layer acting as a pooling layer was used, the same architecture as described earlier in this section. A $\kappa$ value of 8 was used. The bias parameter initialisation variance is shown to be varied.

Fig. 8 shows validation loss over epochs for 4 networks trained on the MNIST database. A higher bias initialisation variance can be seen to create periodic instability, similar to that seen previously in the training analysis.

5. Hardware Modelling

To provide one example of a low level hardware modelling of the presented FPI activation function, the Python software packaged Neuroptica [59] was used. This is a photonic ONN simulator, allowing optical matrix multiplication numerical simulation down to the MZI and phase shifter level.

The library was extended by the author to support a trainable activation function, and once this was done the FPI based activation function was added. A peak accuracy of 85% on the heart disease dataset was achieved. Experimentation here again shows that networks with a higher bias parameter initialisation variance have an unstable training stage. A higher $\kappa$ can also increase convergence speed.

The performance of the Neuroptica ONN was not tested with an image dataset due to hardware limitations.

6. Physical Implementation

6.1. FPI Integration

Advances in Micro-Opto-Electro-Mechanical systems (MOEMS) FPI technology and improvements in fabrication techniques have resulted in highly compact tunable microspectrometer arrays designed for visible and IR light, which have a low manufacturing cost and small physical footprint [60–64]. Huge growth has been seen in the last 10 years of patents using such devices [65]. The transmission of a MOEMS actuated FPI is shown in fig. 9.
Fig. 9. The intensity transmission of a MEMS actuated FPI at 2 voltage offsets is shown here. The frequency at which peak transmission is reached can be seen to be easily modulated. Data taken from ref. [65].

The proposed implementation of the FPI to create an activation function that is dependent on intensity and not frequency involves the use of a CMOS light sensor detecting the optical signal passing through the FPI and modulating the centre frequency of the FPI. If the wavelength of the optical signal is kept constant this would result in an intensity transmission that matches the frequency transmission shown here. This design requires a CMOS sensor placed near enough to the FPI that they both receive an optical signal of the same intensity, phase and frequency.

Alternative architectures of a FPI based ANN designed with high connectivity in mind were developed, but ultimately abandoned, as the hurdle of inviting adoption of optical hardware by deep learning researchers will be more difficult if the designs that are offered are divergent from commonly accepted and successful mainstream architectures.

6.2. Free-Space Approach

Modern approaches using refractive optics have used 4f correlators. These systems use 2 lenses of equal focal length spaced 2 focal lengths apart, with input and output planes located at the front and back focal planes of the first and second lenses respectively. If a complex transmittance mask is used between the two lenses, an arbitrary matrix multiplication to be performed. It is incredibly fast and an in-situ retrainable solution, but is still somewhat bulky. It has however been used successfully to produce high accuracy results in hybrid optical CNNs [17] and fully optical RNNs [23].

Metasurfaces are a form of subwavelength diffractive optics technology that allow an arbitrary phase shift function to be implemented, compared to a simple quadratic phase shift function in refractive lenses. This allows linear transformations in an extremely compact form factor [66]. However once fabricated metasurfaces perform a fixed transformation, and therefore not particularly useful in the pursuit of an in-situ retrainable ONN.

Digital micromirror devices (DMDs) are a compact and high resolution MOEMS based array of microscopic mirrors that can be individually actuated [67]. They have been used in combination with 4f correlators to produce in-situ retrainable ONNs [23].

6.3. Performance

6.3.1. Speed

Many of the operations required in an ANN are extremely computationally intensive. Linear transformation and convolution have a complexity of $O(n^3)$ and $O(n^2k^2)$ (where $n$ is the input dimension and $k$ is the filter dimension) respectively. This can be compared with a basic 4f correlator which can perform an arbitrary matrix multiplication or convolution with complexity $O(1)$ where computation time is simply the time taken for light to travel the length of the correlator. Metasurfaces could reduce this time further.
The propagation time of the FPI is the time it takes for a single round trip of light in the device for constructive interference to occur, which is \( T_{FPI} = \frac{2l}{c} \) where \( c \) is the speed of light, and \( l \) is the geometrical length of the FPI. Therefore the total time for optical signals to propagate through the system is roughly \( T_{total} = L(T_{MatMul} + T_{FPI}) \) where \( L \) is the number of layers in the network, assuming the correlators and activation functions could be stacked adjacently.

The maximum frequency the MOEMS based tunable FPI can be actuated at is 5.1kHz, from minimum to maximum air gap, corresponding to a step response delay of 31\( \mu \)s [63]. This means the FPI actuation speed is by far the prevalent delay in the network, resulting in a worse case forward propagation time of \( T_{total} = 31L\mu s \) where \( L \) is the number of layers in the network.

6.3.2. Power

The energy efficiency of ANN hardware implementations is typically measured in multiply accumulate (MAC) operations per Joule (MAC/J), which is proportional to the number of neuron operations per Joule. GPU based ANNs typically have an efficiency of \( 10^6 \) MAC/J, electro-optical ONNs have shown efficiency of \( 10^{12} \) MAC/J, and ONNs using passive optical activation functions have shown \( 10^{16} \) MAC/J efficiency [12].

7. Conclusion

The optical activation functions made possible by the FPI have been shown to succeed in several pattern recognition applications, with the incoherent simulation of the network achieving a 98% accuracy rate on the MNIST dataset, by using convolutional layers with higher stride in place of a dedicated pooling layer. Optimal performance has been shown to occur when the hardware constant of the FWHM, \( \kappa \), is around 200 times the learning rate. The trainable activation parameter has been shown to simply require a initialisation variance of the same magnitude as \( \kappa \) to allow maximum accuracies.

The complex valued coherent model has been tested and been shown be relatively insensitive to \( \kappa \), requiring values of around 200 to 800 times the learning rate to ensure successful convergence. The activation function trainable parameter has been shown to be required to be initialise at 0, to avoid unstable training resulting in poor generalization. An MNIST accuracy of 95% is achieved.

The maximum switching speed of current tunable FPIs currently imparts a high delay in the potential forward propagation speed of the network. However the rapidly growing field of MEMS based FPIs will result in higher switching speeds and therefore faster operation for the proposed ONN. New piezo-actuated FPIs are already showing higher switching speeds.

A free-space based ONN has been shown here to allow huge potential speed and power savings, and along with high scalability, could unlock many new applications where the required network or dataset size is prohibitively large for current digital system. As Moore’s Law comes to an end, highly scalable hardware alternatives will be required to keep up with the rapid progression in deep learning research, and optics is a competitive contender that could allow this.

8. Future Work

Optical hardware solutions are a nascent field, and hardware specifications should be expected to dramatically improve over the design cycle time of new ONNs. The switching speed of the tunable FPI will decrease as applications grow, as can be seen already with the piezo-actuated FPI [65].

The use of multiple cascaded tunable FPIs at each neuron could allow a more customisable activation function at little loss of speed and compactness [65]. The architecture could be easily adapted to support multiple tunable parameters. With the extra globally optimizable parameter of the FWHM, some combination of FPIs could produce superior accuracies to those seen here.

GANs and RNNs are two examples of ANNs growing in popularity that require particularly large networks, with up to 85 million parameters [68,69], that are well suited to ONNs.

Modern deep learning techniques could also be implemented in an ONN. Dropout could be implemented using DMDs in an ONN [70]. Data augmentation could also be a technique particularly well suited to an ONN due to the high processing speed, where an enlarged dataset is not as prohibitive in terms of training time [71,72].
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