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We reproduce and review some of the main results of three of our earlier papers, utilizing in doing so a considerably more transparent formalism than originally utilized. The most fundamental result to which we pay especial attention in this paper, is that the exact Fermi surface of the $N$-particle uniform metallic ground state of any single-band Hamiltonian, describing fermions interacting through an isotropic two-body potential whose Fourier transform exists, is a subset of the Fermi surface within the framework of the exact Hartree-Fock theory, in general to be distinguished from the one corresponding to a single-Slater-determinant approximation of the ground-state wave function. We also review some of the physical implications of the latter result. Our considerations reveal that the interacting Fermi surface of a uniform metallic ground state (whether isotropic or anisotropic) cannot be calculated exactly to order $\nu$, with $\nu \geq 2$, in the coupling constant $\lambda$ of the interaction potential in terms of the self-energy calculated to order $\nu$ in a non-self-consistent fashion. We show this to be interlinked with the failure of the Luttinger-Ward identity, and thus of the Luttinger theorem, for a self-energy that is not appropriately (e.g., self-consistently) related to the single-particle Green function from which the Fermi surface is deduced. We further show that the same mechanism that embodies the Luttinger theorem within the framework of the exact theory, accounts for a non-trivial dependence of the exact self-energy on $\lambda$ that cannot be captured within a non-self-consistent framework. We thus establish that the extant calculations that purportedly prove deformation of the interacting Fermi surface of the $N$-particle metallic ground state of the single-band Hubbard Hamiltonian with respect to its Hartree-Fock counterpart at the second order in the on-site interaction energy $U$, are fundamentally deficient. In an appendix we show that the number-density distribution function, to be distinguished from the site-occupation distribution function, corresponding to the $N$-particle ground state of the Hubbard Hamiltonian is not non-interacting $\sigma$-representable, a fact established earlier numerically. This property is of particular relevance in respect of the zero-temperature formalism of the many-body perturbation theory.
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I. INTRODUCTION

The main purpose of this paper is to present an overview of some of the salient findings of Refs. [1–3] that have thus far not received the attention that we believe they deserve. Here we provide, with the advantage of hindsight, simplified demonstrations of these findings. For this purpose, in this paper we explicitly deal with the single-band Hubbard Hamiltonian [4–6], for which one has

$$\hat{\mathcal{H}} = \sum_{k,\sigma} \varepsilon_k \hat{a}_{k,\sigma}^\dagger \hat{a}_{k,\sigma} + \frac{U}{2N_s} \sum_{\sigma', \sigma''} \sum_{k, p, q} \hat{a}_{k + q, \sigma'}^\dagger \hat{a}_{p - q, \sigma''}^\dagger \hat{a}_{p, \sigma'} \hat{a}_{k, \sigma''}. \quad (1.1)$$

Where appropriate, we shall indicate the way in which the results corresponding to this Hamiltonian are extended and made to correspond to a more general single-band Hamiltonian that accounts for an arbitrary isotropic interaction potential, Eq. (A1) [2]. In Eq. (1.1), $\varepsilon_k$ is the non-interacting dispersion energy, which may or may not be of the strictly tight-binding form, $U$ the on-site interaction energy, and $N_s$ the number of the lattice sites $\{\mathbf{R}_j\}$ on which $\hat{\mathcal{H}}$ is defined. Since we are interested in the $N$-particle metallic ground state (GS) of $\hat{\mathcal{H}}$, in the following $N_s$ will be macroscopically large.

For definiteness, we assume that $\{\mathbf{R}_j\}$ is a Bravais lattice embedded in $\mathbb{R}^d$ so that where we do not state otherwise, the summations over wave vectors, such as those in Eq. (1.1), are over the $d$-dimensional first Brillouin zone (1BZ) corresponding to $\{\mathbf{R}_j\}$. The operators $\hat{a}_{k,\sigma}$ and $\hat{a}_{k,\sigma}^\dagger$ are canonical annihilation and creation operators in the Schrödinger picture, corresponding to fermions with spin index $\sigma$. They are periodic over the complete wave-vector space, with the 1BZ the fundamental region of periodicity. This property is enforced by identifying, for instance, $\hat{a}_{k + q, \sigma}$ with $\hat{a}_{k + q + K_0, \sigma}$, where $K_0$ is a reciprocal-lattice vector for which $k + q + K_0 \in \text{1BZ}$.

A byproduct of the considerations in this paper is some new (from the perspective of either Refs. [1–3] or other earlier relevant publications by others known to us) insights regarding a number of properties of the exact self-energy $\Sigma_\sigma(k; \varepsilon)$ and the failure of non-self-consistent many-body perturbation expansions, to arbitrary order $\nu$ in the coupling constant of interaction, to reproduce these correctly. Of particular interest is our explicit demonstration of the vital role that satisfaction of the Luttinger theorem [7–11] plays in correctly, albeit qualitatively, reproducing the dependence of the exact $\Sigma_\sigma(k; \varepsilon)$ on the coupling constant of interaction in approximate calculations.

A. Generalities

The $N$-particle uniform GS of $\hat{\mathcal{H}}$ for spin-$\frac{1}{2}$ fermions is characterized by two site-occupation numbers $\{n_{\uparrow}, n_{\downarrow}\}$, where

$$n_{\sigma} = \frac{N_{\sigma}}{N_s}, \quad \sigma \in \{\uparrow, \downarrow\}, \quad (1.2)$$

in which $N_{\sigma}$ is the total number of particles with spin index $\sigma$ in the GS. One has

$$N = \sum_{\sigma} N_{\sigma}, \quad n = \sum_{\sigma} n_{\sigma} \equiv \frac{N}{N_s}. \quad (1.3)$$

With $N_s$ assumed to be macroscopically large, a non-vanishing $n$ corresponds to a macroscopically large $N$.

Let $|\Psi_{N_{\uparrow}, N_{\downarrow}}\rangle$ denote the $N$-particle GS of $\hat{\mathcal{H}}$ and $E_{N_{\uparrow}, N_{\downarrow}}$ the corresponding eigenenergy, where $\sigma$ is the spin index complementary to $\bar{\sigma}$; for $\sigma = \bar{\sigma} = \downarrow$ ($\uparrow$). In this paper, the numbers $\{N_{\sigma}, N_{\bar{\sigma}}\}$, and thus $\{n_{\sigma}, n_{\bar{\sigma}}\}$, are special in that in the GS, $0 \leq N_{\sigma} \leq N$, in $N_{\bar{\sigma}} = N - N_{\sigma}$. In contrast, in dealing with such eigenstates of $\hat{\mathcal{H}}$ as $|\Psi_{N_{\uparrow} \pm 1, N_{\downarrow}}\rangle$, we shall be merely considering the lowest-lying ($N \pm 1$)-particle eigenstates of $\hat{\mathcal{H}}$ corresponding to the $\{N_{\sigma}, N_{\bar{\sigma}}\}$ specific to $|\Psi_{N_{\uparrow} \pm 1, N_{\downarrow}}\rangle$. In general, the exact ($N \pm 1$)-particle GSs of $\hat{\mathcal{H}}$ coincide with $|\Psi_{N_{\uparrow} + m_{\bar{\sigma}}, N_{\downarrow} + m_{\sigma}}\rangle$, where $m + m' = \pm 1$ [10, §B.1.1]. It should be evident, however, that the eigenenergies $E_{N_{\uparrow} \pm 1, N_{\downarrow}}$ are variational upper bounds to the energies $E_{N \pm 1, 0}$ of the $(N \pm 1)$-particle GSs of $\hat{\mathcal{H}}$. Below we shall use $E_{N_{\uparrow} 0}$ and $E_{N_{\uparrow} - 1, N_{\downarrow}}$ interchangeably, and similarly as regards $|\Psi_{N_{\uparrow} 0}\rangle$ and $|\Psi_{N_{\uparrow} - 1, N_{\downarrow}}\rangle$.

II. ON THE Fermi Surface $S_{\nu, \sigma}$

In this section we introduce two energy dispersions, $\varepsilon_{\nu, \sigma}^\leq$ and $\varepsilon_{\nu, \sigma}^\geq$, which we demonstrate to satisfy

$$\varepsilon_{\nu, \sigma}^\leq < \mu < \varepsilon_{\nu, \sigma}^\geq, \quad \forall k \in \text{1BZ}, \quad (2.1)$$

where $\mu$ is the chemical potential. The locus of the $k$ points of the 1BZ for which $\varepsilon_{\nu, \sigma}^\leq$ and $\varepsilon_{\nu, \sigma}^\geq$ are up to a microscopic deviation of the order of $1/N$ equal, defines a $(d - 1)$-dimensional subset of the 1BZ, which we denote by $S_{\nu, \sigma}^d$ and which may in principle be empty. The inequalities in Eq. (2.1) imply that at any $k \in S_{\nu, \sigma}^d$ the energies $\varepsilon_{\nu, \sigma}^\leq$ and $\varepsilon_{\nu, \sigma}^\geq$ must be up to errors of the order of $1/N$ equal to $\mu$. We demonstrate that not only $S_{\nu, \sigma}^d$ is equal to the exact Fermi surface $S_{\nu, \sigma}^e$ of the $N$-particle metallic GS of $\hat{\mathcal{H}}$, but also it is a subset of $S_{\nu, \sigma}^{HF}$, the Fermi surface within the framework of the exact Hartree-Fock theory. For the cases where $S_{\nu, \sigma}^e$ is a proper subset of $S_{\nu, \sigma}^{HF}$, the difference set $S_{\nu, \sigma}^{HF} \setminus S_{\nu, \sigma}^e$ constitutes the pseudo-gap region [1, §10] of the Fermi surface of the $N$-particle metallic GS under consideration [1, 2]. It is interesting to note that the property $S_{\nu, \sigma} = S_{\nu, \sigma}^{HF}$ is known to be exact for the Hubbard model in $d = \infty$ [12] [13–16], on account of the constancy of the self-energy in this limit with respect to variations of $k$ [12, 14].
A. Preliminaries

Defining

$$\mu_{N,\sigma}^- \equiv E_{N \sigma} - E_{N \sigma - 1, N \sigma}$$ \hspace{1cm} (2.2)
$$\mu_{N,\sigma}^+ \equiv E_{N \sigma + 1, N \sigma} - E_{N \sigma}$$ \hspace{1cm} (2.3)
on account of the Jensen inequality [17]

$$E_{N, 0} < \frac{1}{2} (E_{N, -1, 0} + E_{N, 1, 0})$$ \hspace{1cm} (2.4)
on one arrives at

$$E_{N, 0} < \frac{1}{2} (E_{N-1, 0} + E_{N+1, 0}) \Leftrightarrow \mu_{N,\sigma}^- < \mu_{N,\sigma}^+.$$ \hspace{1cm} (2.5)

The Jensen inequality, signifying the strict convexity of $E_{N, 0}$ as a function of $N$ (for the consequence of $E_{N, 0}$ not being strictly convex, but merely convex, see Ref. [10, § B.1]), applies for thermodynamically stable systems [18]. Hence, the last inequality in Eq. (2.5) amounts to an exact relationship for the system under consideration, which by assumption is thermodynamically stable [10, §B.1]. One can more generally show that the chemical potential at zero temperature, $\mu$, specific to the grand canonical ensemble of the states spanning the Fock space of $\hat{H}$, in which the mean value $\bar{N}$ of the number of particles is equal to $N$, satisfies the following inequalities [10, §B.1]:

$$\mu_{N,\sigma}^- < \mu < \mu_{N,\sigma}^+, \ \forall \sigma.$$ \hspace{1cm} (2.6)

Since in this paper we are dealing with metallic $N$-particle GSs, we have microscopic corrections of the order of $1/N$ [10, §B.1] one has

$$\mu = \varepsilon F = \max_{\sigma} \mu_{N,\sigma}^- - \min_{\sigma} \mu_{N,\sigma}^+,$$ \hspace{1cm} (2.7)

where $\varepsilon F$ is the Fermi energy corresponding to the $N$-particle metallic GS of $\hat{H}$. While deviating from the most general formulation [10, §B.1], in the following we shall for simplicity assume that $\mu_{N,\sigma}^+ = \mu_{N,\sigma}^-$. In the following we shall therefore denote $\mu_{N,\sigma}^\pm$ more concisely by $\mu_N^\pm$.

With

$$n_{\sigma}(k) \equiv \langle \Psi_{N, 0} | \hat{a}_{k, \sigma}^\dagger \hat{a}_{k, \sigma} | \Psi_{N, 0} \rangle,$$ \hspace{1cm} (2.8)

the GS momentum-distribution function corresponding to particles with spin index $\sigma$, for $n_{\sigma}(k) \neq 0$ and $n_{\sigma}(k) \neq 1$ we introduce the following normalized ($N \mp 1$)-particle states [1]:

$$|\Phi_{N \sigma - 1, N \sigma : k} \rangle \equiv \frac{1}{\sqrt{n_{\sigma}(k)}} \hat{a}_{k, \sigma} | \Psi_{N, 0} \rangle,$$ \hspace{1cm} (2.9)
$$|\Phi_{N \sigma + 1, N \sigma : k} \rangle \equiv \frac{1}{\sqrt{1 - n_{\sigma}(k)}} \hat{a}_{k, \sigma}^\dagger | \Psi_{N, 0} \rangle.$$ \hspace{1cm} (2.10)

With reference to the latter expression, we note that following the anti-commutation relation $[\hat{a}_{k, \sigma}, \hat{a}_{k, \sigma}^\dagger]_+ = 1$, one has

$$\langle \Psi_{N, 0} | \hat{a}_{k, \sigma} \hat{a}_{k, \sigma}^\dagger | \Psi_{N, 0} \rangle \equiv 1 - n_{\sigma}(k).$$ \hspace{1cm} (2.11)

With $\hat{P}$ denoting the total-momentum operator [19, Eq. (7.50)], making use of the property $\hat{P} | \Psi_{N, 0} \rangle = 0$, one verifies that $\{ | \Phi_{N \sigma \mp 1, N \sigma : k} \rangle \}$ are eigenstates of $\hat{P}$ corresponding to eigenvalues $\{ \pm k \}$.

Defining (recall that $\langle \Phi_{N \sigma \mp 1, N \sigma : k} | \hat{H} | \Phi_{N \sigma \pm 1, N \sigma : k} \rangle = 1$ for all $k \in 1BZ$ [20])

$$E_{N \sigma \mp 1, N \sigma : k}^\prime \equiv \langle \Phi_{N \sigma \pm 1, N \sigma : k} | \hat{H} | \Phi_{N \sigma \pm 1, N \sigma : k} \rangle,$$ \hspace{1cm} (2.12)

by the variational principle one has

$$E_{N \sigma \pm 1, N \sigma : 0} \leq E_{N \sigma \pm 1, N \sigma : k}, \ \forall k \in 1BZ.$$ \hspace{1cm} (2.13)

Hence, by writing

$$E_{N \sigma \pm 1, N \sigma : k}^\prime \equiv E_{N \sigma \pm 1, N \sigma : 0} + \delta E_{\pm}(k),$$ \hspace{1cm} (2.14)
in the light of the inequality in Eq. (2.13) one has

$$\delta E_{\pm}(k) \geq 0, \ \forall k \in 1BZ.$$ \hspace{1cm} (2.15)

Introducing the single-particle energy dispersions (cf. Eqs. (2.2) and (2.3))

$$\varepsilon_{k, \sigma}^\leq \equiv E_{N \sigma \leq 0} - E_{N \sigma - 1, N \sigma : k},$$ \hspace{1cm} (2.15)
$$\varepsilon_{k, \sigma}^\geq \equiv E_{N \sigma + 1, N \sigma : k} - E_{N \sigma},$$ \hspace{1cm} (2.16)
on account of $\delta E_{\pm}(k) \geq 0, \ \forall k \in 1BZ$, the following inequalities apply (see Eqs. (2.1) and (2.6)):

$$\varepsilon_{k, \sigma}^\leq \leq \mu_{N} \leq \mu_{N}^\pm \leq \varepsilon_{k, \sigma}^\geq, \ \forall k \in 1BZ.$$ \hspace{1cm} (2.17)

Making use of the expression for $\hat{H}$ in Eq. (1.1), and of the canonical anti-commutation relations for $\hat{a}_{k, \sigma}$ and $\hat{a}_{k, \sigma}^\dagger$, one readily obtains that [1, 2]

$$\varepsilon_{k, \sigma}^\leq = \varepsilon_{k} + U \frac{\beta_{k, \sigma}^\leq}{n_{\sigma}(k)},$$ \hspace{1cm} (2.18)

$$\beta_{k, \sigma}^\leq \equiv \frac{1}{N_{\sigma}} \sum_{p, q} \langle \Psi_{N, 0} | \hat{a}_{k, \sigma}^\dagger \hat{a}_{p, \sigma} \hat{a}_{p, \sigma}^\dagger \hat{a}_{k, \sigma - q, \sigma}^\dagger | \Psi_{N, 0} \rangle,$$ \hspace{1cm} (2.19)
$$\beta_{k, \sigma}^\geq \equiv \frac{1}{N_{\sigma}} \sum_{p, q} \langle \Psi_{N, 0} | \hat{a}_{p, \sigma - q, \sigma}^\dagger \hat{a}_{p, \sigma} \hat{a}_{k, \sigma} \hat{a}_{k, \sigma}^\dagger \hat{a}_{k, \sigma}^\dagger | \Psi_{N, 0} \rangle,$$ \hspace{1cm} (2.20)

B. The surface $S_{F, \sigma}$ and its relation to the exact Hartree-Fock Fermi surface $S_{HF}$

Let

$$S_{F, \sigma}^\prime \equiv \{ k \| \varepsilon_{k, \sigma} \leq = \varepsilon_{k, \sigma} \geq \},$$ \hspace{1cm} (2.21)
where, in the light of the inequalities in Eq. (2.17), \( \varepsilon_{k,\sigma}^\leq \) is meant to signify an equality up to a microscopic correction of the order of 1/\( N \). It cannot a priori be ruled out that the set \( S'_{F,\sigma} \) may be empty.

From the expressions in Eq. (2.18) and the identity in Eq. (2.20), one deduces that

\[
\varepsilon_{k,\sigma}^\leq = \varepsilon_{k,\sigma}^\geq \iff \beta_{k,\sigma}^\leq = n_\sigma(k) n_\sigma.
\]  

Combining the equality on the right-hand side (RHS) of the \( \iff \) in Eq. (2.22) with the first expression in Eq. (2.18), in view of the results in Eqs. (2.7) and (2.17) one immediately obtains

\[
\varepsilon_{k,\sigma}^\leq = \varepsilon_{k,\sigma}^\geq \implies \varepsilon_k + Un_\sigma = \varepsilon_\sigma.
\]  

The \( \implies \) in Eq. (2.23) and the \( \iff \) in Eq. (2.22) should be noted. Thus, whereas \( \beta_{k,\sigma}^\leq = n_\sigma(k) n_\sigma \) is a necessary and sufficient condition for \( \varepsilon_{k,\sigma}^\leq = \varepsilon_{k,\sigma}^\geq \), \( \varepsilon_k + Un_\sigma = \varepsilon_\sigma \) is only a necessary condition for \( \varepsilon_{k,\sigma}^\leq = \varepsilon_{k,\sigma}^\geq \). With reference to the expression in Eq. (2.24) below, this is underlined by the right-most exact inequalities in Eq. (2.53) below.

We point out that for the exact Hartree-Fock self-energy \( \Sigma^\text{HF}_\sigma(k) \) corresponding to the \( N \)-particle uniform GS of \( \mathcal{H} \), one has (see Eq. (A6))

\[
\Sigma^\text{HF}_\sigma(k) = \frac{1}{\hbar} Un_\sigma,
\]  

which is independent of \( k \). Thus, the \( Un_\sigma \) on the RHS of Eq. (2.23) may be replaced by \( \hbar \Sigma^\text{HF}_\sigma(k) \). Interestingly, one can demonstrate that in dealing with the \( N \)-particle uniform GS of the Hamiltonian in Eq. (A1) one similarly has [2]

\[
\varepsilon_{k,\sigma}^\leq = \varepsilon_{k,\sigma}^\geq \implies \varepsilon_k + \hbar \Sigma^\text{HF}_\sigma(k) = \varepsilon_\sigma,
\]  

where \( \Sigma^\text{HF}_\sigma(k) \) non-trivially depends on \( k \) for non-contact-type two-particle interaction functions, Eqs. (A3) – (A5). For the explicit expressions of the \( \varepsilon_{k,\sigma}^\leq \) and \( \varepsilon_{k,\sigma}^\geq \) specific to the \( N \)-particle uniform GS of the \( \mathcal{H} \) in Eq. (A1), the reader is referred to Eq. (6) in Ref. [2]. Although in the present paper we are explicitly dealing with the \( N \)-particle uniform GS of the Hamiltonian in Eq. (1.1), below we shall often denote \( Un_\sigma \) by \( \hbar \Sigma^\text{HF}_\sigma(k) \) as a reminder that many of the results to be presented in this paper are applicable to the \( N \)-particle uniform metallic GS of the more general Hamiltonian in Eq. (A1) [2].

Defining

\[
S^\text{HF}_{F,\sigma}(k) = \{ k \mid \varepsilon_k + \hbar \Sigma^\text{HF}_\sigma(k) = \varepsilon_\sigma \},
\]  

from the expressions in Eqs. (2.21) and (2.25) one immediately observes that

\[
S'_{F,\sigma} \subseteq S^\text{HF}_{F,\sigma}.
\]  

That \( S'_{F,\sigma} \) is not necessarily identical to \( S^\text{HF}_{F,\sigma} \) is a direct consequence of the \( \implies \) in Eq. (2.25) (or Eq. (2.23)).

We should emphasize that at this stage of the considerations, \( \varepsilon_{F,\sigma}^\text{HF} \) differs from the Hartree-Fock Fermi surface corresponding to particles with spin index \( \sigma \), by the fact that the \( \varepsilon_\sigma \) in Eq. (2.26) is the exact Fermi energy, Eq. (2.7), to be in principle distinguished from the Fermi energy \( \varepsilon_{F,\sigma}^\text{HF} \) within the framework of the exact Hartree-Fock theory. The latter energy is obtained by solving the following equation:

\[
\frac{1}{N_\sigma} \sum_{k \in 1BZ} \Theta(\varepsilon_{F,\sigma}^\text{HF} - [\varepsilon_k + \hbar \Sigma^\text{HF}_\sigma(k)]) = n.
\]  

Later, Sec. II F, we shall demonstrate that

\[
\varepsilon_{F,\sigma}^\text{HF} = \varepsilon_\sigma.
\]  

For now we only mention that the exact \( \Sigma^\text{HF}_\sigma(k) \) is an explicit functional of the exact \( \{ n_\sigma(k) \| \sigma \} \), Eqs. (A3) – (A5), to be distinguished from \( \{ n^\text{HF}_\sigma(k) \| \sigma \} \), the GS momentum-distribution functions corresponding to the single-Slater-determinant approximation of the \( N \)-particle GS of \( \mathcal{H} \) (for which one has \( n^\text{HF}_\sigma(k) \in (0,1), \forall k, \sigma \), so that violation of the equality in Eq. (2.29) would amount to an internal inconsistency in the exact Hartree-Fock theory (a possibility that cannot a priori be ruled out): in the event of the equality in Eq. (2.29) failing, on replacing the \( \varepsilon_{F,\sigma}^\text{HF} \) on the left-hand side (LHS) of Eq. (2.28) by \( \varepsilon_\sigma \), the equality in Eq. (2.28) would fail to hold. This failure should be viewed in the light of the fact that, following the defining expression in Eq. (2.8), one has

\[
\sum_{k \in 1BZ} n_\sigma(k) = N_\sigma, \forall \sigma,
\]  

where \( \{ N_\sigma, N_\bar{\sigma} \} \) are the exact partial particle numbers corresponding to \( \mathcal{H} \), Eq. (1.3). We remark that in general \( \varepsilon_{F,\sigma}^\text{HF} \) is not equal to its counterpart within the framework in which the \( N \)-particle uniform GS of \( \mathcal{H} \) is approximated by a single Slater determinant, except when \( \mathcal{H} \) and its approximation are paramagnetic, for which one has \( n_\sigma = n_\bar{\sigma} = n/2 \); following the equality in Eq. (2.24), in this case the approximate and exact Hartree-Fock self-energies coincide.

We note in passing that the equality in Eq. (2.28) amounts to the statement of the Luttinger theorem [7–11] within the framework where \( \Sigma^\text{HF}_\sigma(k) \) is the total self-energy. With reference to the expression in Eq. (3.30) specialized to the case of \( \nu = 1 \), one observes that indeed in this framework the Luttinger-Ward identity [7] is satisfied.

C. The exact Fermi surface \( S_{F,\sigma} \) and its relation to \( S'_{F,\sigma} \)

Since \( \mu - \varepsilon_{k,\sigma}^\leq \) and \( \varepsilon_{k,\sigma}^\geq - \mu \) are variational single-particle excitation energies at point \( k \), in view of the inequalities in Eq. (2.17) it trivially follows that

\[
S'_{F,\sigma} \subseteq S_{F,\sigma}.
\]
where \( S_{\sigma} \) denotes the exact Fermi surface specific to particles with spin index \( \sigma \) of the metallic \( N \)-particle GS under consideration. For clarity, \( S_{\sigma} \) is by definition the locus of the points of the IBZ at which the single-particle excitation energies, as measured from \( \mu \), are microscopically small, of the order of \( 1/N \). With \( \Sigma_{\sigma}(k; \varepsilon) \) denoting the energy-momentum representation of the exact proper self-energy operator pertaining to the GS under consideration, the exact Fermi surface \( S_{\sigma} \) is mathematically defined according to (cf. Eq. (2.21))

\[
S_{\sigma} = \{ k \mid \varepsilon_k + \hbar \Sigma_{\sigma}(k; \varepsilon_k) = \varepsilon \}. \tag{2.32}
\]

We note that \( \Sigma_{\sigma}(k; \varepsilon_k) \in \mathbb{R} \) for all \( k \in \text{IBZ} \) [10, §2.1.2].

By the Luttinger theorem [7–11], for the \( N \)-particle uniform GS under investigation one has (cf. Eqs. (2.28), (2.75) and (2.76))

\[
\frac{1}{N_v} \sum_{\sigma} \sum_{k \in \text{IBZ}} \Theta(\varepsilon_k - [\varepsilon_k + \hbar \Sigma_{\sigma}^{\text{HF}}(k) + \hbar S_{\sigma}(k)]) = n,
\]

where we have used the decomposition [2]

\[
\Sigma_{\sigma}(k; \varepsilon_k) \equiv \Sigma_{\sigma}^{\text{HF}}(k) + \Sigma_{\sigma}(k; \varepsilon_k) \equiv \Sigma_{\sigma}^{\text{HF}}(k) + S_{\sigma}(k),
\]

in which, by the Kramers-Kröning relationship, [2]

\[
S_{\sigma}(k) = \frac{1}{\pi} \int_0^\infty \frac{d\varepsilon}{\varepsilon} \text{Im}[\Sigma_{\sigma}(k; \varepsilon + \varepsilon) + \Sigma_{\sigma}(k; \varepsilon - \varepsilon)]. \tag{2.35}
\]

Since \( \text{Im}[\Sigma_{\sigma}(k; \varepsilon)] \geq 0 \) for \( \varepsilon < \varepsilon_k \) and \( \text{Im}[\Sigma_{\sigma}(k; \varepsilon)] \leq 0 \) for \( \varepsilon > \varepsilon_k \), \( \forall k \in \text{IBZ} \) [10, §2.1.2], one observes that \( S_{\sigma}(k) \) is comprised of two competing contributions, so that the possibility of \( S_{\sigma}(k) = 0 \) for some \( k \) cannot \textit{a priori} be ruled out. In fact, in the light of the decomposition in Eq. (2.34) and the expressions in Eqs. (2.26) and (2.32), the fundamental relationship in Eq. (2.41) below implies that

\[
S_{\sigma}(k) = 0, \ \forall k \in S_{\sigma} \tag{2.36}
\]

Thus, following the expressions leading to the result in Eq. (2.36), one can write

\[
S_{\sigma} = S_{\sigma}^{\text{HF}} \cap \{ k \mid S_{\sigma}(k) = 0 \}, \tag{2.37}
\]

and consequently

\[
S_{\sigma}^{\text{HF}} \cap S_{\sigma} = S_{\sigma}^{\text{HF}} \cap \{ k \mid S_{\sigma}(k) \neq 0 \}. \tag{2.38}
\]

With reference to the remarks in the opening paragraph of Sec. II, the set in Eq. (2.38), if non-empty, amounts to the pseudogap region [1, §10] of the Fermi surface of the \( N \)-particle uniform GS of \( \hat{H} \) [1, 2]. We note in passing that following the result in Eq. (2.36), the vector \( \nabla S_{\sigma}(k) \), when it exists, stands normal to \( S_{\sigma} \) for all \( k \in S_{\sigma} \) [2].

The result in Eq. (2.36) gains additional significance by comparing the expressions in Eqs. (2.28) and (2.33), taking into account the equality in Eq. (2.29). For instance, one observes that the combination of \( S_{\sigma}(k) \leq 0 \) for \( k \) inside and \( S_{\sigma}(k) > 0 \) for \( k \) outside the Hartree-Fock Fermi sea, amounts to a \textit{sufficient} condition for the validity of the Luttinger theorem [7–11] for the \( N \)-particle uniform metallic GS of \( \hat{H} \).

For illustration, by considering the data for \( \text{Im}[\Sigma_{\sigma}(k; \varepsilon + i0^+)] \) in Figs. 1(b) and 1(c) of Ref. [21], taking into account the expressions in Eqs. (2.5), (2.14), (B.55) and (B.59) of Ref. [10], and the fact that in these figures \( \varepsilon_k \) is the origin of the energy axis, one can readily convince oneself that for at least the calculations reported in Ref. [21] the function \( S_{\sigma}(k) \) behaves as described above. Explicitly, noting that the results displayed in Figs. 1(b) and 1(c) of Ref. [21] correspond to the non-interacting energy dispersion \( \varepsilon_k = -2t(\cos(k_x) + \cos(k_y)) \) with \( t = 1 \), and the band-filling \( n = 0.97 \), it is evident that for instance \( k \equiv (k_x, k_y) = (3\pi/4, 3\pi/4) \) is located outside the underlying Fermi sea. Because of the long tail of the \( \text{Im}[\Sigma_{\sigma}(k; \varepsilon + i0^+)] \) corresponding to this \( k \) for negative values of \( \varepsilon \), it is evident that the function \( \text{Im}[\Sigma_{\sigma}(k; \varepsilon - \varepsilon)] \) dominates the value of the \( S_{\sigma}(k) \) in Eq. (2.35), resulting in \( S_{\sigma}(k) > 0 \). In contrast, with \( k = (\pi/4, \pi/4) \) being located inside the underlying Fermi sea, by the same reasoning as above, from the long tail of the \( \text{Im}[\Sigma_{\sigma}(k; \varepsilon + i0^+)] \) corresponding to this \( k \) for positive values of \( \varepsilon \), it is evident that \( S_{\sigma}(k) < 0 \). From the data corresponding to \( k = (0, 0) \) one arrives at a similar conclusion, that \( S_{\sigma}(k) < 0 \), and further that \( -S_{\sigma}(k) \) is larger at \( k = (0, 0) \) than at \( k = (\pi/4, \pi/4) \). For the \( k \) points close to the underlying Fermi surface, such as \( k = (\pi, 0) \), one clearly observes that \( \text{Im}[\Sigma_{\sigma}(k; \varepsilon + i0^+)] \) is nearly symmetrical with respect to the origin (insofar as \( \text{Im}[\Sigma_{\sigma}(k; \varepsilon)] \) is concerned, Eq. (A8), nearly \textit{anti}-symmetrical with respect to \( \varepsilon = \varepsilon_k \), in conformity with the result in Eq. (2.36).

We now proceed by demonstrating that

\[
S_{\sigma} \subseteq S_{\sigma}^{\text{HF}}, \tag{2.39}
\]

which in conjunction with the relationship in Eq. (2.31) results in

\[
S_{\sigma}^{\text{HF}} = S_{\sigma}. \tag{2.40}
\]

On the basis of this and the exact relationship in Eq. (2.27), one arrives at the fundamental relationship [1, 2] (cf. Eq. (2.37))

\[
S_{\sigma} \subseteq S_{\sigma}^{\text{HF}}. \tag{2.41}
\]

For demonstrating the validity of the relationship in Eq. (2.39), we consider the annihilation operator \( \hat{a}_{k,\sigma} \) in the Heisenberg picture, which we denote by \( \hat{a}_{k,\sigma}^\text{HF}(t) \). From the Heisenberg equation of motion [19, Eq. (6.29)],

\[
\frac{i\hbar}{\partial t} \hat{a}_{k,\sigma}^\text{HF}(t) = [\hat{a}_{k,\sigma}^\text{HF}(t), \hat{H}]_{\text{HF}}. \tag{2.42}
\]
one readily obtains that the function \( \beta^{\leq}_{k;\sigma} \), defined in Eq. (2.19), can be expressed as follows [2]:

\[
\beta^{\leq}_{k;\sigma} = \frac{1}{\mathcal{U}} \left\{ \frac{\hbar}{\partial t} \mathcal{G}_\sigma(k; t - t') \right\}_{t' = t + 0^+} - \varepsilon_k n_\sigma(k),
\]

(2.43)

where \( \mathcal{G}_\sigma(k; t - t') \) is the single-particle Green function corresponding to particles with spin index \( \sigma \), defined according to \([19, \text{Eq. (7.46)}]\)

\[
\mathcal{G}_\sigma(k; t - t') = -i\langle \Psi_{N;0} | \mathcal{T} \{ \hat{a}^n_\sigma(t) \hat{\bar{a}}^n_\sigma(t') \} | \Psi_{N;0} \rangle,
\]

(2.44)

where \( \mathcal{T} \) is the fermion time-ordering operator. One readily verifies that [2]

\[
\hbar \frac{\partial}{\partial t} \mathcal{G}_\sigma(k; t - t') = \frac{1}{\hbar} \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi i} e^{i\varepsilon t}/\varepsilon \mathcal{G}_\sigma(k; \varepsilon)
\]

\[
= \frac{1}{\hbar} \int_{-\infty}^{\infty} d\varepsilon \varepsilon A_\sigma(k; \varepsilon),
\]

(2.45)

where \( \mathcal{G}_\sigma(k; \varepsilon) \), to be encountered in Eq. (2.71) below, is the time-Fourier transform of \( \mathcal{G}_\sigma(k; t) \), and \( A_\sigma(k; \varepsilon) \) the single-particle spectral function, defined according to

\[
A_\sigma(k; \varepsilon) = \mp i/\pi \text{Im}[\hat{G}_\sigma(k; \varepsilon \pm i0^+)].
\]

(2.46)

Here \( \hat{G}_\sigma(k; z) \), \( z \in \mathbb{C} \), is the single-particle Green function in terms of which the ‘physical’ Green function \( \mathcal{G}_\sigma(k; \varepsilon) \), \( \varepsilon \in \mathbb{R} \), is defined according to the prescription in Eq. (A8).

One has the following exact sum rules [1, 2, 10]:

\[
\frac{1}{\hbar} \int_{-\infty}^{\infty} d\varepsilon A_\sigma(k; \varepsilon) = 1,
\]

(2.47)

\[
\frac{1}{\hbar} \int_{-\infty}^{\infty} d\varepsilon \varepsilon A_\sigma(k; \varepsilon) = \varepsilon_k + \hbar \Sigma^\text{sc}_{\sigma}(k).
\]

(2.48)

For the latter sum rule, see Eq. (50) in Ref. [1]; noting that the expression on the LHS of Eq. (2.48) is the function \( \mathcal{G}_{\sigma;\varepsilon}(k) \) [10, Eq. (B.68)], with reference to Eq. (B.72) in Ref. [10], see Eq. (73) in Ref. [22]; also compare the expressions in Eqs. (162) and (173) of the latter reference.

Further, the GS momentum-distribution function, defined in Eq. (2.8), can be expressed as follows (cf. Eq. (A7)):

\[
n_\sigma(k) = \frac{1}{\hbar} \int_{-\infty}^{\mu} d\varepsilon A_\sigma(k; \varepsilon).
\]

(2.49)

The exact result in Eq. (2.30), which follows from the defining expression in Eq. (2.8), is seen to hold on employing the expression on the RHS of Eq. (2.49), provided that the \( \mu \) in this expression satisfies the inequalities in Eq. (2.6). Combining the result in Eq. (2.49) with that in Eq. (2.47), one deduces that (cf. Eq. (2.11))

\[
\frac{1}{\hbar} \int_{-\mu}^{\infty} d\varepsilon A_\sigma(k; \varepsilon) = 1 - n_\sigma(k).
\]

(2.50)

On the basis of the above observations, the expressions in Eq. (2.18) can be written as follows:

\[
\varepsilon^{\leq}_{k;\sigma} = \frac{1}{\hbar} \int_{-\infty}^{\mu} d\varepsilon \varepsilon A_\sigma(k; \varepsilon), \quad \varepsilon^{\geq}_{k;\sigma} = \frac{1}{\hbar} \int_{\mu}^{\infty} d\varepsilon \varepsilon A_\sigma(k; \varepsilon).
\]

(2.51)

From these expressions and those in Eqs. (2.48), (2.49) and (2.50), one deduces the following identity [1, 2]:

\[
n_\sigma(k) \varepsilon^{\leq}_{k;\sigma} + (1 - n_\sigma(k)) \varepsilon^{\geq}_{k;\sigma} = \varepsilon_k + \hbar \Sigma^\text{sc}_{\sigma}(k), \forall k \in \text{BZ}.
\]

(2.52)

On account of the exact property \( \varepsilon^{\leq}_{k;\sigma} \leq \varepsilon^{\geq}_{k;\sigma} \) (as regards the equality, up to a correction of the order of \( 1/N \), Eq. (2.17), from the above identity one infers that

\[
0 \leq n_\sigma(k) \leq 1 \iff \varepsilon^{\leq}_{k;\sigma} \leq \varepsilon_{k;\sigma} \leq \varepsilon^{\geq}_{k;\sigma}.
\]

(2.53)

The inequalities on the LHS of the \( \iff \) being true for all \( k \in \text{BZ} \), it follows that the inequalities on the RHS of the \( \iff \) must also be true for all \( k \in \text{BZ} \). In this light, it is to be noted that the inequalities on the RHS of the \( \iff \) are in full conformity with the result in Eq. (2.27) (see also Eq. (2.25)). Evidently, the right-most inequalities in Eq. (2.53) do not rule out the possibility that \( \mathcal{S}_{\sigma;\text{sc}} \) may indeed be a proper subset of \( \mathcal{S}_{\sigma;\text{sc}} \).

Below we demonstrate the validity of the expression in Eq. (2.39). In doing so, we consider Fermi-liquid and non-Fermi-liquid metallic GSs separately. In the following we consider an arbitrary \( k \in \mathcal{S}_{\sigma;\text{sc}} \), which we denote by \( k_{\sigma;\text{sc}} \). As elsewhere in this paper, below by \( k_{\sigma;\text{sc}} \) and \( k_{\sigma;\text{sc}}^+ \) we signify radial vectors whose end points are displaced infinitesimally from the end point of \( k_{\sigma;\text{sc}} \), with the endpoint of \( k_{\sigma;\text{sc}}^+ \) located inside and that of \( k_{\sigma;\text{sc}}^+ \) outside the underlying Fermi sea.

1. Fermi liquids

Here we assume that the \( N \)-particle uniform metallic GS under consideration is a Fermi liquid (not necessarily a conventional one \([1, \S 11.2.2] \) \([23] \)), for which one has \([3] \)

\[
A_\sigma(k_{\sigma;\text{sc}}^-; \varepsilon) - A_\sigma(k_{\sigma;\text{sc}}^+; \varepsilon) = \hbar Z_{k_{\sigma;\text{sc}}} \{ \delta(\varepsilon - \mu_N^-) - \delta(\varepsilon - \mu_N^+) \},
\]

(2.54)

where \( Z_{k_{\sigma;\text{sc}}} > 0 \) is the Landau quasi-particle weight \( Z \) at \( k = k_{\sigma;\text{sc}} \). The equality in Eq. (2.54) follows on account of \( ||k_{\sigma;\text{sc}}^- - k_{\sigma;\text{sc}}^-|| \) being infinitesimally small, whereby the incoherent parts of \( A_\sigma(k_{\sigma;\text{sc}}; \varepsilon) \) do not contribute to the difference on the LHS of Eq. (2.54). Further, the equality of the quasi-particle weight at \( \varepsilon = \mu_N^- \) with that at \( \varepsilon = \mu_N^+ \) is dictated by the exact sum rule in Eq. (2.47), which applies for all \( k \in \text{BZ} \).

Following the inequalities in Eq. (2.17), one immediately observes that for \( Z_{k_{\sigma;\text{sc}}} > 0 \) the numerators and the denominators of the expressions in Eq. (2.51) are finitely discontinuous at \( k = k_{\sigma;\text{sc}} \). In this connection, with reference to the expression in Eq. (2.49) and the inner inequalities in Eq. (2.17), from the expression in Eq. (2.54)
one obtains that
\[ n_\sigma(k^+_{F,\sigma}) - n_\sigma(k^+_{F,\sigma}) = Z_{k_{F,\sigma}}, \]
(2.55)
which is the celebrated Migdal theorem [24].

In view of the above observations, we consider the following function:
\[ h(k) \equiv \frac{f(k)}{g(k)}. \]
(2.56)

We assume that while \( f(k) \) and \( g(k) \) are both finitely discontinuous at \( k = k_0 \), \( h(k) \) is continuous at \( k = k_0 \). With \( f(k_0^-) - f(k_0^+) = \Delta_f \neq 0 \) and \( g(k_0^-) - g(k_0^+) = \Delta_g \neq 0 \), where \( k_0^\pm = k_0 \pm 0^+ \), from \( h(k_0^-) = h(k_0^+) \) one trivially obtains that \[ h(k_0) = \frac{\Delta_f}{\Delta_g}. \]
(2.57)

Following this result, by assuming that \( \varepsilon_{k,\sigma}^< \) and \( \varepsilon_{k,\sigma}^> \) are continuous at \( k = k_{F,\sigma} \in S_{F,\sigma} \), from the expressions in Eq. (2.51) one deduces that
\[ \varepsilon_{k,\sigma}^< = \frac{Z_{k_{F,\sigma}} \mu_N^+}{Z_{k_{F,\sigma}}^\mp} \equiv \mu_N^- \quad \varepsilon_{k,\sigma}^> = \frac{Z_{k_{F,\sigma}} \mu_N^+}{-Z_{k_{F,\sigma}}} \equiv \mu_N^+. \]
(2.58)

Since for metallic GSs, \( \mu_N^+ - \mu_N^- \) is infinitesimally small, of the order of \( 1/N \) [10, §B.1.1], Eq. (2.7), the results in Eq. (2.58) establish that \( k_{F,\sigma} \in S_{F,\sigma} \), Eq. (2.21). Thus, under the assumption that the functions \( \varepsilon_{k,\sigma}^< \) and \( \varepsilon_{k,\sigma}^> \) are continuous for all \( k \in S_{F,\sigma} \), we have established the validity of the relationship in Eq. (2.39), and thereby of those in Eqs. (2.40) and (2.41), in the case of Fermi-liquid metallic states. For the validity of the assumption of continuity of \( \varepsilon_{k,\sigma}^< \) and \( \varepsilon_{k,\sigma}^> \) at \( k = k_{F,\sigma} \in S_{F,\sigma} \), the reader is referred to Sec. II D.

2. Non-Fermi liquids

Although we have deduced the results in Eq. (2.58) by assuming that \( Z_{k_{F,\sigma}} > 0 \), these results are clearly independent of the actual value of \( Z_{k_{F,\sigma}} \). We therefore posit that the results in Eq. (2.58) are equally valid for non-Fermi liquid metallic GSs, for which \( Z_{k_{F,\sigma}} = 0 \); the essence of the present postulate is rooted in the fact that for metallic GSs, \( n_\sigma(k) \) is singular on \( S_{F,\sigma} \). This is exemplified by the N-particle metallic GS of the one-dimensional Tomonaga-Luttinger model [25], for which one has (partly in the prevailing notation of the present paper) \( Z_{k_{F,\sigma}} = 0 \) (cf. Eq. (4.16)) [25, 26], and further \( \Sigma_{\sigma}^W(k) = 0 \) [25, 26] [27]. For this GS, the set of interacting Fermi wave numbers \( \{-k_{F,\sigma}, +k_{F,\sigma}\} \equiv S_{F,\sigma} \) coincides with its non-interacting counterpart \( \{-k_{0,\sigma}, +k_{0,\sigma}\} \equiv S_{0,\sigma}^W \) [26], which, in view of the property \( \Sigma_{\sigma}^W(k) = 0 \), can be trivially expressed as \( \{-k_{F,\sigma}, +k_{F,\sigma}\} = S_{F,\sigma}^W \). The use here of the notation \( S_{F,\sigma} \) is justified, since for the GS under consideration the Luttinger theorem applies [28], directly leading to the result in Eq. (2.29), Sec. II F. In this connection, as can be observed from Eqs. (6) and (7) in Ref. [28], \( \varepsilon_{\sigma}^W \equiv \varepsilon_{\sigma}(0) = \varepsilon_\sigma \). With the equality \( S_{\sigma} = S_{0,\sigma}^W \), Eq. (2.41), having been shown to apply in the case at hand, on the basis of the fact that the relationship in Eq. (2.31) is trivially valid, the truth of the relationship in Eq. (2.39) follows. Consequently, the expressions in Eq. (2.58) apply for the N-particle metallic GS of the one-dimensional Tomonaga-Luttinger model, even though for this GS \( Z_{k_{F,\sigma}} = 0 \). Thus, and importantly, for this GS the corresponding \( \varepsilon_{k,\sigma}^< \) and \( \varepsilon_{k,\sigma}^> \) are indeed continuous at \( k = k_{F,\sigma} \in S_{F,\sigma} \), Sec. II D.

As we have shown in Refs. [1, 2] (see in particular Sec. 11 in Ref. [1]), the distinction between Fermi-liquid and non-Fermi-liquid metallic GSs is manifested in the specific way in which \( \varepsilon_\sigma - \varepsilon_{k,\sigma}^< \) and \( \varepsilon_{k,\sigma}^> - \varepsilon_\sigma \) approach zero for \( k \to k_{F,\sigma} \in S_{F,\sigma} \), Sec. IV. For instance, for these functions vanishing to leading order like \( |k - k_{F,\sigma}|^\gamma \), with \( 0 < \gamma < 1 \), one explicitly demonstrates that \( Z_{k_{F,\sigma}} = 0 \), Sec. IV A.

D. On the continuity of \( \varepsilon_{k,\sigma}^< \) and \( \varepsilon_{k,\sigma}^> \) on \( S_{F,\sigma} \)

We first note that the N-particle uniform GS under consideration being metallic by assumption, it is compressible. Consequently, there is no a priori reason why over \( S_{F,\sigma} \), the set of \( k \) points at which the deviations of the exact single-particle excitation energies from \( \varepsilon_\sigma \) are of the order of \( 1/N \), the variational single-particle excitation energies \( \varepsilon_{k,\sigma}^< \) and \( \varepsilon_{k,\sigma}^> \) should be discontinuous. In this connection, it is to be noted that the variational \( (N \mp 1) \)-particle states introduced in Eqs. (2.9) and (2.10) are eigenstates of the total-momentum operator \( \hat{P} \), corresponding to continuous eigenvalues for continuous variations of \( k \) (see the remark in the paragraph following Eq. (2.11) above).

We proceed by first considering the non-interacting (NI) N-particle GS \( |\Psi_{N,0}^{(0)}\rangle \), approximating the exact N-particle GS \( |\Psi_{N,0}\rangle \) in the weak-coupling region. We denote the Fermi surface and the momentum-distribution function corresponding to \( |\Psi_{N,0}^{(0)}\rangle \) by respectively \( S_{0,\sigma}^{W(0)} \) and \( n_{\sigma}^{(0)}(k) \). Since \( n_{\sigma}^{(0)}(k) \) is equal to 1 for \( k \) inside the NI Fermi sea, and equal to 0 for \( k \) outside, the state in Eq. (2.9) is not defined in the latter region, and similarly the state in Eq. (2.10) is not defined in the former region. Consequently, in the present approximation \( \varepsilon_{k,\sigma}^< \) and \( \varepsilon_{k,\sigma}^> \) are defined only inside and outside the NI Fermi sea, respectively. In fact, for
\[
\begin{cases} \varepsilon_{k,\sigma}^<, & k \text{ inside the NI Fermi sea,} \\ \varepsilon_{k,\sigma}^>, & k \text{ outside the NI Fermi sea,} \end{cases}
\]
(2.59)
in the framework of the present approximation one has
where the ‘non-interacting’ Hartree-Fock self-energy $\Sigma_{\sigma,0}^{HF}(k)$ is to be distinguished from the exact $\Sigma_{\sigma}^{HF}(k)$; with reference to Eqs. (A3) – (A5), $\Sigma_{\sigma,0}^{HF}(k)$ is defined in terms of $n_{\sigma}^{(0)}(k)$. In the case of the $N$-particle uniform GS of the Hubbard Hamiltonian, for which $\Sigma_{\sigma}^{HF}(k)$ is determined by $n_{\sigma}$, Eq. (2.24), $\Sigma_{\sigma,0}^{HF}(k)$ coincides with $\Sigma_{\sigma}^{HF}(k)$ for $n_{\sigma}^{(0)}$ coinciding with $n_{\sigma}$, $\forall \sigma$. It should be recalled that since $|\Psi_{N,0}^{(0)}\rangle$ is an $N$-particle state, one has $\Sigma_{\sigma}^{HF}(k) = \Sigma_{\sigma,0}^{HF}(k) = n_{\sigma}$, Eq. (1.3).

Evidently, $\varepsilon_{k,\sigma}^{(0)}$ varies continuously for $k$ passing continuously through $S_{\sigma}^{(0)}$. This is particularly obvious in the case of the Hubbard Hamiltonian, for which $\Sigma_{\sigma}^{HF}(k)$ is independent of $k$. Thus, in the ‘non-interacting’ limit one has $\varepsilon_{k,\sigma}^{<} = \varepsilon_{k,\sigma}^{>} = \alpha_{\sigma}$ for $k_{\sigma} \in S_{\sigma}^{(0)}$, even though $n_{\sigma}^{(0)}(k)$ is discontinuous at $k = k_{\sigma}$; the origin of the continuity $\varepsilon_{k,\sigma}^{<} = \varepsilon_{k,\sigma}^{>}$ is rooted in the right-most equality in Eq. (2.22), which applies also in the ‘non-interacting’ limit.

The continuity of the type $\varepsilon_{k,\sigma}^{<} = \varepsilon_{k,\sigma}^{>}$, for $k_{\sigma} \in S_{\sigma}^{(0)}$, which in the previous paragraph we showed to be valid in the most singular case of the ‘non-interacting’ limit (in the light of $n_{\sigma}^{(0)}(k)$ undergoing the largest possible amount of discontinuity at the points of $S_{\sigma}^{(0)}$), is sufficient for demonstrating that $\varepsilon_{k,\sigma}^{<}$ and $\varepsilon_{k,\sigma}^{>}$ are continuous functions of $k$ at $k = k_{\sigma} \in S_{\sigma}$. This follows from the fact that since $\varepsilon_{k,\sigma}^{<} \leq \varepsilon_{k,\sigma}^{>} \leq \varepsilon_{k,\sigma}^{>}$ and $\varepsilon_{k,\sigma}^{<} \geq \varepsilon_{k,\sigma}^{>}$, Eq. (2.17), the equality $\varepsilon_{k,\sigma}^{<} = \varepsilon_{k,\sigma}^{>}$ implies each of these quantities to be, up to a correction of the order of $1/N$, equal to $\varepsilon_{\sigma}$, Eq. (2.7). Thus, for $\varepsilon_{k,\sigma}$ and $\varepsilon_{k,\sigma}^{>}$ to be discontinuous at $k = k_{\sigma}$, one must have $\varepsilon_{k,\sigma}^{<} = \varepsilon_{k,\sigma}^{>}$ and $\varepsilon_{k,\sigma}^{<} = \varepsilon_{\sigma} + \Delta_{\sigma}$ and $\varepsilon_{k,\sigma}^{>} = \varepsilon_{\sigma} + \Delta_{\sigma}$, where $\Delta_{\sigma}, \Delta_{\sigma} > 0$. On account of the continuity of $\Sigma_{\sigma}^{HF}(k)$ for $k$ in a neighbourhood of $S_{\sigma}$, and of the identity in Eq. (2.52), one must thus have

$$n_{\sigma}(k_{\sigma}) \Delta_{\sigma}^{<} + (1 - n_{\sigma}(k_{\sigma})) \Delta_{\sigma}^{>} = 0.$$  

(2.61)

It follows that unless $n_{\sigma}(k_{\sigma}-) = 0$, one cannot have $\Delta_{\sigma}^{<} = 0$, and unless $n_{\sigma}(k_{\sigma}) = 1$, one cannot have $\Delta_{\sigma}^{>} = 0$. Since from the outset we have excluded from consideration those $k \in 1BZ$ for which $n_{\sigma}(k) = 0$ and $n_{\sigma}(k) = 1$, it follows that within the framework of our formalism, $\varepsilon_{k,\sigma}^{<} = \varepsilon_{k,\sigma}^{>}$ implies continuity of $\varepsilon_{k,\sigma}^{<}$ and $\varepsilon_{k,\sigma}^{>}$, at $k = k_{\sigma}$, whereby the expressions in Eq. (2.58) are shown to be valid.

The question arises as to the consequences of the non-analyticity of $n_{\sigma}(k)$ at $k \in S_{\sigma}$ [1] for $\varepsilon_{k,\sigma}^{<}$ and $\varepsilon_{k,\sigma}^{>}$. One can trivially demonstrate that non-analyticity of $n_{\sigma}(k)$ (finite discontinuity in the case of Fermi liquids) leads to cusps in the latter energy dispersions at the points of

FIG. 1. (Colour) Schematic representations of the three energy dispersions $\varepsilon_{k,\sigma}^{<}$, $\varepsilon_{k,\sigma}^{>}$ and $\varepsilon_{k,\sigma}^{\tau}$ at $k \in \{ - k_{\sigma}, k_{\sigma} \} \equiv S_{\sigma}$. Similar cusps are seen in the single-particle energy dispersions calculated with the aid of a variational quantum Monte-Carlo method by Yunoki et al. [29] for a t-J model on a square lattice (see Fig. 1 in Ref. [29]). Since by the Luttinger theorem $||k_{\sigma}||/\pi = n_{\sigma}$ (cf. Eq. (2.33)), with reference to Eq. (2.28) from the depicted behaviour of $\varepsilon_{k,\sigma}^{<}$ and $\varepsilon_{k,\sigma}^{>}$ one observes that indeed the equality in Eq. (2.29) is satisfied. Note that the energy dispersions displayed here satisfy the inequalities in Eq. (2.53). Further, with reference to the expression in Eq. (2.62), the weights of the spectral peaks in $f_{\sigma}(k)$ at $\varepsilon = \varepsilon_{k,\sigma}$ and $\varepsilon = \varepsilon_{k,\sigma}$ are determined by respectively $n_{\sigma}(k)$ and $1 - n_{\sigma}(k)$. This clarifies the reason underlying $\varepsilon_{k,\sigma}^{<}$ and $\varepsilon_{k,\sigma}^{>}$ collapsing into the single-branch energy dispersion $\varepsilon_{k,\sigma}^{(0)}$, Eq. (2.60), in the non-interacting limit. The present diagram may be compared with the more schematic diagram in Fig. 3 of Ref. [1].

This follows from (i) the inequalities in Eq. (2.17), (ii) the equality $\varepsilon_{k,\sigma}^{<} = \varepsilon_{k,\sigma}^{>}$, up to a deviation of the order of $1/N$, for $k \in S_{\sigma} \subseteq S_{\sigma}^{HF}$, and (iii) the fact that, following the expressions in Eq. (2.18), both $\varepsilon_{k,\sigma}^{<}$ and $\varepsilon_{k,\sigma}^{>}$ contain the contribution $\varepsilon_{k}$, which, barring a possible subset of measure zero of the $k$ space, is a monotonically increasing function of $k$ for $k$ transposed through $S_{\sigma}$ from the interior to the exterior of the underlying Fermi sea. In the light of these observations, one readily verifies that the only way for the inequalities in Eq. (2.17) to remain satisfied for $k$ in finite neighbourhoods of the points of $S_{\sigma}$, is that $\varepsilon_{k,\sigma}^{<}$ and $\varepsilon_{k,\sigma}^{>}$ be cusped at all $k \in S_{\sigma}$. Detailed analysis [1, 2] shows that the distinction between a variety of metallic GSs, whether of the Fermi-liquid type or otherwise, is reflected in the nature of the cusps in $\varepsilon_{k,\sigma}^{<}$ and $\varepsilon_{k,\sigma}^{>}$ at the points of $S_{\sigma}$. We shall briefly explore this aspect in Sec. IV. For now, we draw the attention of the reader to the expressions in Eqs. (4.3), (4.4), (4.21), (4.22), (4.23), (4.25) and the inequalities in Eqs. (4.27) and (4.28). In particular, the strict inequalities in Eq. (4.28) unmistakably signify that
the underlying \( \varepsilon_{k,\sigma}^- \) and \( \varepsilon_{k,\sigma}^+ \) are indeed cusped at all \( k \in \mathcal{S}_{F,\sigma} \).

E. Some salient properties of \( \varepsilon_{k,\sigma}^- \) and \( \varepsilon_{k,\sigma}^+ \)

Consider the following single-particle spectral function:

\[
A_\sigma(k; \varepsilon) = \hbar \left\{ n_\sigma(k) \delta(\varepsilon - \varepsilon_{k,\sigma}^-) + (1 - n_\sigma(k)) \delta(\varepsilon - \varepsilon_{k,\sigma}^+) \right\}.
\]  

(2.62)

Clearly, this function satisfies the exact sum rule in Eq. (2.47). On account of the inequalities in Eq. (2.17), one trivially verifies that in addition the equalities in Eqs. (2.49) and (2.50) remain valid on substituting \( A_\sigma(k; \varepsilon) \) for the \( A_\sigma(k; \varepsilon) \) in these equations. Similarly as regards the sum rule in Eq. (2.48), this on account of the identity in Eq. (2.52).

For the energy \( E_{N,0} \) of the \( N \)-particle uniform GS under consideration, one has the following exact expression due to Galitskii and Migdal \([30]\) \([19]\, \text{Eq. (7.27)}\):

\[
E_{N,0} = \frac{1}{2\hbar} \sum_{k,\sigma} \int_{-\infty}^{\mu} d\varepsilon \left( \varepsilon_k + \varepsilon \right) A_\sigma(k; \varepsilon). 
\]  

(2.63)

Defining

\[
E'_{N,0} = \frac{1}{2\hbar} \sum_{k,\sigma} \int_{-\infty}^{\mu} d\varepsilon \left( \varepsilon_k + \varepsilon \right) A_\sigma(k; \varepsilon),
\]  

(2.64)

following the inequalities in Eq. (2.17) one obtains

\[
E_{N,0} = \frac{1}{\beta} \sum_{k,\sigma} \left\{ \varepsilon_k + \varepsilon_{k,\sigma}^- \right\} n_\sigma(k).
\]  

(2.65)

In view of the expressions for \( \varepsilon_{k,\sigma}^- \) and \( n_\sigma(k) \) in Eqs. (2.51) and (2.49), the RHS of Eq. (2.65) is seen to be identical to that of Eq. (2.63). Thus \([1, 2]\)

\[
E_{N,0} = E'_{N,0}. 
\]  

(2.66)

This general result, whose validity is not restricted to the GS energy of the Hubbard Hamiltonian \([2]\), is in the case of the Hubbard Hamiltonian directly deduced through substituting the \( \varepsilon_{k,\sigma}^- \) on the RHS of Eq. (2.65) by the expression for \( \varepsilon_{k,\sigma}^- \) in Eq. (2.18); with reference to Eqs. (1.1) and (2.8), and on account of \( \langle \Psi_{N,0} \rvert H \rvert \Psi_{N,0} \rangle = 1 \), one obtains

\[
E_{N,0} = \langle \Psi_{N,0} \rvert H \rvert \Psi_{N,0} \rangle \equiv E_{N,0}. 
\]  

(2.67)

For the single-particle Green function \( \tilde{G}_\sigma(k; z) \), \( z \in \mathbb{C} \), one has the exact spectral representation \([10, \S B.2]\)

\[
\tilde{G}_\sigma(k; z) = \int_{-\infty}^{\infty} d\varepsilon' \frac{A_\sigma(k; \varepsilon')}{z - \varepsilon'}.
\]  

(2.68)

in terms of which the physical Green function \( G_\sigma(k; \varepsilon) \), \( \varepsilon \in \mathbb{R} \), is determined according to the prescription in Eq. (A8). In analogy, we define

\[
\tilde{G}_\sigma(k; z) = \int_{-\infty}^{\infty} d\varepsilon' \frac{A_\sigma(k; \varepsilon')}{z - \varepsilon'}.
\]  

(2.69)

which is related to the ‘physical’ Green function \( G_\sigma(k; \varepsilon) \), \( \varepsilon \in \mathbb{R} \), according to a prescription similar to that in Eq. (A8). Making use of the expression in Eq. (2.62), one obtains

\[
\tilde{G}_\sigma(k; z) = \hbar \left\{ \frac{n_\sigma(k)}{z - \varepsilon_{k,\sigma}^-} + \frac{1 - n_\sigma(k)}{z - \varepsilon_{k,\sigma}^+} \right\}. 
\]  

(2.70)

In Ref. \([1]\) we have called this function a “fictitious single-particle Green function" (see Eqs. (34) and (46) in Ref. \([1]\)). Note that \( \tilde{G}_\sigma(k; z) \) shares the property \( \tilde{G}_\sigma(k; z) \sim \hbar/z \) for \( |z| \rightarrow \infty \), \( \forall k \in \mathbb{B} \), with the exact \( \tilde{G}_\sigma(k; z) \) \([10, \S B.3]\), which is a direct consequence of \( A_\sigma(k; \varepsilon) \) satisfying the exact sum rule in Eq. (2.47) for all \( k \in \mathbb{B} \).

By the Dyson equation \([19]\), for the Fermi surface \( S_{F,\sigma} \) as defined in Eq. (2.32) one has \([1, \text{Eq. (23)}]\)

\[
S_{F,\sigma} = \left\{ k \parallel G_\sigma^{-1}(k; \varepsilon) = 0 \right\}. 
\]  

(2.71)

By defining, in analogy,

\[
S''_{F,\sigma} = \left\{ k \parallel \varepsilon_{k,\sigma}^- = \varepsilon_\sigma \right\} \cup \left\{ k \parallel \varepsilon_{k,\sigma}^+ = \varepsilon_\sigma \right\}. 
\]  

(2.72)

On replacing the \( \cup \) on the RHS of this expression by \( \cap \), one recovers the set \( S_{F,\sigma} \) as defined in Eq. (2.21) (recall the equalities in Eq. (2.7) and the inequalities in Eq. (2.17)). On account of the relationship \( A \cap B \subseteq A \cup B \), it follows that \( S''_{F,\sigma} \subseteq S''_{F,\sigma} \). Since by the same trivial reasoning as leading to the relationship in Eq. (2.31) one has \( S''_{F,\sigma} \subseteq S_{F,\sigma} \), in the light of the result in Eq. (2.40) one arrives at the conclusion that

\[
S''_{F,\sigma} = S_{F,\sigma}. 
\]  

(2.74)

For both metallic and insulating uniform GSs, one defines the Luttinger number \( N_{L,\sigma} \) according to \([10, \text{Eq. (2.21)}]\) \([7–9, 11]\)

\[
N_{L,\sigma} = \sum_k \Theta(G_\sigma(k; \mu)) = \sum_k \Theta(G_\sigma^{-1}(k; \mu)),
\]  

(2.75)

where \( \Theta(x) \) is the unit-step function and \( \mu \) the zero-temperature limit of the chemical potential \( \mu_\beta \), where \( \beta = 1/(k_\beta T) \), satisfying the equation of state corresponding to the grand-canonical ensemble of the system under consideration whose mean value of particles \( \bar{N} \) is equal to \( N \) \([10, \S B.3]\). The Luttinger theorem states that (cf. Eq. (2.33)) \([10, \text{Eq. (2.22)}]\) \([7–9, 11]\)

\[
N_{L,\sigma} = N_\sigma, \forall \sigma.
\]  

(2.76)

In analogy with the expression in Eq. (2.75), we define \([1, \text{Eq. (35)}]\)

\[
N_{L,\sigma} = \sum_k \Theta(G_\sigma(k; \mu)). 
\]  

(2.77)
From the identities in Eq. (45) of Ref. [1] it follows that
\[
\mathcal{N}_{\sigma} = N_{\sigma}, \quad \forall \sigma. \tag{2.78}
\]
For clarity, the identities in Eq. (45) of Ref. [1] follow from the fact that the set of \(\mathbf{k}\) points for which \(G_{\sigma}(\mathbf{k}; \mu) > 0\), i.e. the set comprising the Fermi sea of the underlying uniform interacting metallic GS, is exactly the same set for which \(G_{\sigma}(\mathbf{k}; \mu) > 0\). This observation follows from the exact Lehmann-type representation of \(\hat{G}_{\sigma}(\mathbf{k}; z)\) in Eq. (33) of Ref. [1] with which the expression in Eq. (2.70) is exactly equivalent, this on account of the expressions in Eqs. (34) and (46) of Ref. [1].

From the expression in Eq. (2.70) one readily obtains that
\[
\mathcal{G}_{\sigma}(\mathbf{k}; \mu) \geq 0 \iff n_{\sigma}(\mathbf{k}) \varepsilon_{k,\sigma} > (1 - n_{\sigma}(\mathbf{k})) \varepsilon_{k,\sigma} \geq \mu
\]
\[
\iff n_{\sigma}(\mathbf{k}) \geq \frac{\mu - \varepsilon_{k,\sigma}}{\varepsilon_{\sigma} - \varepsilon_{k,\sigma}}. \tag{2.79}
\]
With \(FS_{\sigma}\) (Fermi or Luttinger sea [10, §2]) denoting the interior of \(S_{\sigma}\), and \(FS_{\sigma}'\) its complementary part with respect to the underlying 1BZ [1, Eqs. (18) and (22)], from the remark following Eq. (2.78) it follows that
\[
n_{\sigma}(\mathbf{k}) \geq \frac{\mu - \varepsilon_{k,\sigma}}{\varepsilon_{\sigma} - \varepsilon_{k,\sigma}} \quad \text{for} \quad \mathbf{k} \in \begin{cases} FS_{\sigma}, \\ FS_{\sigma}'. \end{cases} \tag{2.80}
\]
These inequalities amount to strict bounds on the range of variation of \(n_{\sigma}(\mathbf{k})\) for \(\mathbf{k}\) over the entire 1BZ. For illustration, consider a not too strongly-correlated GS. Since for this GS \(n_{\sigma}(\mathbf{k})\) is close to 1 for \(\mathbf{k}\) deep inside the FS\(_{\sigma}\), the upper inequality in Eq. (2.80) implies that for this \(\mathbf{k}\) the energy \(\varepsilon_{k,\sigma}\) must be far closer to \(\mu\) than \(\varepsilon_{k,\sigma} \) is to \(\mu\). Similarly, since for the same GS \(n_{\sigma}(\mathbf{k})\) is relatively small for \(\mathbf{k}\) deep inside the FS\(_{\sigma}'\), the lower inequality in Eq. (2.80) implies that for this \(\mathbf{k}\) the energy \(\varepsilon_{k,\sigma}\) must be far closer to \(\mu\) than \(\varepsilon_{k,\sigma} \) is to \(\mu\). It is interesting to note that the right-most inequalities in Eq. (2.53) provide strict upper and lower bounds for respectively \(\varepsilon_{k,\sigma} \) inside the FS\(_{\sigma}\) and \(\varepsilon_{k,\sigma} \) inside the FS\(_{\sigma}'\). See Fig. 1.

Although the considerations in this paper are strictly confined to uniform metallic GSs, one can readily verify that of the results in this paper that have no bearing on \(S_{\sigma}\) and \(\varepsilon_{\sigma}\), none is undermined by assuming the underlying uniform GSs to be insulating; it is on account of this consideration that in our above discussions concerning the Luttinger theorem, we have avoided use of \(\varepsilon_{\sigma}\) and used \(\mu\) instead (for \(\mu\), see the remark following Eq. (2.75) above). Thus, by defining the Luttinger surface \(S_{\sigma}\) as (for a more encompassing definition, see Ref. [10, §2.4])
\[
S_{\sigma} = \{ \mathbf{k} | G_{\sigma}(\mathbf{k}; \mu) = 0 \}, \tag{2.81}
\]
\text{it remains to be established whether (cf. Eq. (2.40))}
\[
S'_{\sigma} = S_{\sigma}. \tag{2.82}
\]
where
\[
S'_{\sigma} = \{ \mathbf{k} | G_{\sigma}(\mathbf{k}; \mu) = 0 \}. \tag{2.83}
\]
With reference to the second inequality in Eq. (2.79), one has
\[
S'_{\sigma} = \{ \mathbf{k} | n_{\sigma}(\mathbf{k}) \varepsilon_{k,\sigma} + (1 - n_{\sigma}(\mathbf{k})) \varepsilon_{k,\sigma} = \mu \}. \tag{2.84}
\]
Note the distinction between the expression to the left of the \(\mu\) in Eq. (2.84) and that on the LHS of the identity in Eq. (2.52). Since for insulating GSs \(n_{\sigma}(\mathbf{k})\) is continuous at \(\mathbf{k} \in S_{\sigma}\) (more generally, it is for any finite number of times differentiable with respect to \(\mathbf{k}\) at this \(\mathbf{k}\)), in the event of the equality in Eq. (2.82) being valid, one has the following well-defined expression (cf. Eq. (2.79)):
\[
n_{\sigma}(\mathbf{k}) = \frac{\mu - \varepsilon_{k,\sigma}}{\varepsilon_{\sigma} - \varepsilon_{k,\sigma}} \quad \text{for} \quad \mathbf{k} \in S_{\sigma}. \tag{2.85}
\]
This result is by construction valid for all \(\mathbf{k} \in S'_{\sigma}\).

\textbf{F. Concerning} \(\varepsilon_{p}^{\text{spin}} = \varepsilon_{p}\)

The result in Eq. (2.29) is a consequence of two facts. First, the validity of the relationship in Eq. (2.41) and, second, the validity of the Luttinger theorem [7-11], whereby the number of the points comprising the underlying Fermi sea for interacting spin-\(\sigma\) particles is equal to \(N_{\sigma}\), Eq. (2.76) and Fig. 1. We point out that neither the relationship in Eq. (2.41) (unless \(S_{\sigma} = S'_{\sigma}\)), nor the inequalities on the RHS the \(\Rightarrow\) in Eq. (2.53) (in conjunction with the inequalities in Eq. (2.17)) preclude the possibility of \(\varepsilon_{k,\sigma}^{\text{spin}} \neq \varepsilon_{k} + h\Sigma_{\sigma}^{\text{spin}}(k)\) exceeding (falling short of) \(\mu\) for \(\mathbf{k}\) inside (outside) the Fermi sea of the interacting spin-\(\sigma\) particles, however this possibility is a priori ruled out in the case of the \(N\)-particle uniform GS of the Hubbard Hamiltonian, for which \(\Sigma_{\sigma}^{\text{spin}}(k)\) is a constant, independent of \(\mathbf{k}\), Eq. (2.24). The functional form of the most general \(\Sigma_{\sigma}^{\text{spin}}(k)\), Eqs. (A3) – (A5), practically rules out the above-mentioned possibility also for the \(N\)-particle uniform GS of the more general Hamiltonian in Eq. (A1). Hence, the Fermi sea of the spin-\(\sigma\) particles within the framework of the exact Hartree-Fock theory coincides with its exact counterpart. This coincides with the conclusion arrived at in Ref. [1], to which we have referred in the remarks following Eq. (2.78) above.

We note that the above-mentioned properties, leading to the result in Eq. (2.29), as well as to that in Eq. (2.41), are fully accounted for by the one-to-one mappings \(\Phi_{\sigma}^{\text{spin}}(\mathbf{k})\) and \(\Phi_{\sigma}(\mathbf{k})\) introduced and employed in Ref. [1]. One noteworthy aspect that we have not emphasized in Ref. [1], is that the latter mappings can be defined only in the limit where the underlying discrete set of \(\mathbf{k}\) points is replaced by a continuum set. This follows from the fact that bijective mappings cannot be defined between two countable sets with different cardinal numbers [31, p. 14]. Even though in this paper we
expressly do not employ the mappings \( \Phi^\sigma_f(k) \) and \( \Phi^\sigma_f(k) \) of Ref. [1], the requirement for effecting the continuum limit prior to defining these mappings has its match in the considerations of the present paper, where we systematically neglect deviations of the order of \( 1/N \), in for instance considering the equality \( \varepsilon^\sigma_{k,\sigma} = \varepsilon^\sigma_{k,\sigma} \). In view of the exact inequalities in Eq. (2.17), without neglecting such deviations the latter equality cannot be satisfied for any \( k \).

### III. ON SOME EXTANT CALCULATIONS PURPORTEDLY PROVING \( S_{F,\sigma} \not\subseteq S^\text{HF}_{F,\sigma} \)

Results of several (numerical) calculations [32–35] would suggest that for at least the paramagnetic \( N \)-particle uniform metallic GS of the single-band Hubbard Hamiltonian on two-dimensional lattices, one had \( S_{\varepsilon,\sigma} \not\subseteq S^\text{HF}_{\varepsilon,\sigma} \), where \( S^\text{HF}_{\varepsilon,\sigma} \) is the Fermi surface of the underlying non-interacting \( N \)-particle GS, contradicting the result in Eq. (2.41). In this connection, owing to the \( k \) and \( \sigma \) independence of \( \Sigma^\text{HF}_{\varepsilon,\sigma}(k) \) in the case of the paramagnetic \( N \)-particle uniform GS of \( \mathcal{H} \) (for which \( n_\sigma = n = n/2 \)), Eq. (2.24), one has \( S^\text{HF}_{\varepsilon,\sigma} = S^\text{HF}_{\varepsilon,\sigma}(0) \), \( \forall \sigma \). See Eq. (2.29) as well as Sec. II F. We remark however that since in this section we do not presuppose the equality in Eq. (2.29), in discussing the observations in Refs. [32–35], we assume \( S^\text{HF}_{\varepsilon,\sigma} \) to be defined in terms of \( \varepsilon^\text{HF}_{\varepsilon,\sigma} \), and not \( \varepsilon_\Gamma \), Eq. (2.26) (cf. Eq. (3.2) below).

In Ref. [1] we have argued that the calculations in Refs. [32–35] having been based on non-self-consistent many-body perturbation theory, the mere observation of Fermi-surface deformation (from \( S^\text{HF}_{\varepsilon,\sigma}(0) = S^\text{HF}_{\varepsilon,\sigma} \) at \( U = 0 \), into one violating \( S_{\varepsilon,\sigma} \not\subseteq S^\text{HF}_{\varepsilon,\sigma} \) at \( U > 0 \)) rendered these calculations invalid. The failure of the conventional, that is non-self-consistent, many-body perturbation theory in anisotropic metallic GSs, as arising from the deformation of the underlying zeroth-order Fermi surface in consequence of interaction, has long since been recognized. For a discussion of this problem, and a possible way out of it, the reader is referred to Sec. 5.7 in Ref. [36], as well as to the closing part of Sec. III C, p. 24.

In this section we go into some details of the above-mentioned calculations (explicitly, those reported in Refs. [32–34]) and thus make our earlier qualitative argument in Ref. [1] quantitative. Since the calculations in Refs. [32–34] are restricted to \( d = 2 \), in the following we mostly focus on \( d = 2 \). Where we explicitly deal with the geometry of the Fermi surface, for transparency we exclusively consider the metallic GSs of which the underlying Fermi seas, corresponding to \( S^\text{HF}_{\varepsilon,\sigma} \) and \( S_{\varepsilon,\sigma} \), are convex. To avoid unnecessary notational complications, we further assume that both \( S^\text{HF}_{\varepsilon,\sigma} \) and \( S_{\varepsilon,\sigma} \) consist of closed curves. Naturally, in the following we do not presuppose the relationship \( S_{\varepsilon,\sigma} \subseteq S^\text{HF}_{\varepsilon,\sigma} \), Eq. (2.41).

#### A. Technical details

In this section we first deduce two basic expressions that underly calculation of the possible deviation of \( S_{\varepsilon,\sigma} \) from \( S^\text{HF}_{\varepsilon,\sigma} \). Subsequently, we consider some details that are of relevance to the evaluation of these expressions in the framework of the many-body perturbation theory. The considerations reveal some interesting facts regarding the shortcomings of the self-energy calculated by means of a non-self-consistent many-body perturbation theory. To our knowledge, these shortcomings have to this date not been discussed elsewhere.

1. **Two basic expressions**

Following the above specifications regarding \( S_{\varepsilon,\sigma} \) and \( S^\text{HF}_{\varepsilon,\sigma} \), we introduce the outward planar unit vector \( \mathbf{n}(\varphi) \) centred at the origin of the 1BZ under consideration and standing at angle \( \varphi \) with respect to the positive \( k_x \)-axis. With \( k^\text{HF}_{\varepsilon,\sigma}(\varphi) \) and \( k_{\varepsilon,\sigma}(\varphi) \) denoting the wave vectors along \( \mathbf{n}(\varphi) \) on respectively \( S^\text{HF}_{\varepsilon,\sigma} \) and \( S_{\varepsilon,\sigma} \), one can write

\[
\mathbf{k}^\text{HF}_{\varepsilon,\sigma}(\varphi) = k^\text{HF}_{\varepsilon,\sigma}(\varphi)\mathbf{n}(\varphi) , \quad k_{\varepsilon,\sigma}(\varphi) = k_{\varepsilon,\sigma}(\varphi)\mathbf{n}(\varphi) .
\]

(3.1)

Note that, by the assumed convexity of the relevant Fermi seas, \( k^\text{HF}_{\varepsilon,\sigma}(\varphi) \) and \( k_{\varepsilon,\sigma}(\varphi) \) are indeed uniquely specified by \( \varphi \), which, by the further assumption that \( S^\text{HF}_{\varepsilon,\sigma} \) and \( S_{\varepsilon,\sigma} \) consist of closed curves, varies over the interval \( [0, 2\pi] \), and by periodicity over the entire \( \mathbb{R} \).

Following the expressions in Eqs. (2.24) and (2.26), on replacing \( \varepsilon_\Gamma \) in the latter by \( \varepsilon^\text{HF}_\Gamma \), one has

\[
\varepsilon_{k^\text{HF}_{\varepsilon,\sigma}(\varphi)}(\varphi) + U n_\sigma = \varepsilon^\text{HF}_\sigma , \quad (3.2)
\]

and following the expressions in Eqs. (2.24), (2.32) and (2.34),

\[
\varepsilon_{k_{\varepsilon,\sigma}(\varphi)}(\varphi) + U n_\sigma + h \Sigma^\sigma_{\varepsilon,\sigma}(k_{\varepsilon,\sigma}(\varphi); \varepsilon_\Gamma) = \varepsilon_\Gamma . \quad (3.3)
\]

With

\[
\delta k^\text{HF}_{\varepsilon,\sigma}(\varphi) = k_{\varepsilon,\sigma}(\varphi) - k^\text{HF}_{\varepsilon,\sigma}(\varphi) , \quad (3.4)
\]

\[
\delta \varepsilon^\text{HF}_\sigma = \varepsilon_\Gamma - \varepsilon^\text{HF}_\sigma , \quad (3.5)
\]

\[
\delta \varepsilon^\text{HF}_\sigma(\varphi) \equiv \delta \varepsilon^\text{HF}_\sigma - \varepsilon_{k^\text{HF}_{k^\text{HF}_{\varepsilon,\sigma}(\varphi)}}(\varphi) \cdot \mathbf{n}(\varphi) , \quad (3.6)
\]

and

\[
\delta \varepsilon^\text{HF}_\sigma(\varphi) \equiv \varepsilon_{k_{\varepsilon,\sigma}(\varphi)} - \varepsilon_{k_{\varepsilon,\sigma}(\varphi)} - \delta k^\text{HF}_{\varepsilon,\sigma}(\varphi) , \quad (3.7)
\]

on subtracting the equality in Eq. (3.2) from that in Eq. (3.3), one obtains the following identity for \( \varphi \) over \( [0, 2\pi] \):

\[
\delta k^\text{HF}_{\varepsilon,\sigma}(\varphi) \equiv \frac{\delta \varepsilon^\text{HF}_\sigma - \delta \varepsilon^\text{HF}_\sigma(\varphi) - h \Sigma^\sigma_{\varepsilon,\sigma}(k_{\varepsilon,\sigma}(\varphi); \varepsilon_\Gamma)}{\alpha^\text{HF}_\sigma(\varphi)} . \quad (3.8)
\]
In the light of the relationship in Eq. (2.41), this is evidently the identity \( 0 = 0 \), however we shall disregard this relationship in this section. We note that on taking into account the results in Eqs. (2.29) and (2.36) (cf. Eq. (2.34)), the identity in Eq. (3.8) would reduce to

\[
\delta k_{\nu;\sigma}^{\text{HF}}(\varphi) \equiv -\frac{\delta \varepsilon_{\nu;\sigma}^{\text{HF}}(\varphi)}{a_{\nu;\sigma}^{\text{HF}}(\varphi)}, \tag{3.9}
\]

through which the defining expression in Eq. (3.7) would yield

\[
\varepsilon_{k;\sigma}(\varphi) \equiv \varepsilon_{k_{\nu;\sigma}}^{\text{HF}}(\varphi), \quad \forall \varphi, \tag{3.10}
\]

which is in conformity with the identity \( \delta k_{\nu;\sigma}^{\text{HF}}(\varphi) \equiv 0 \), Eqs. (3.4) and (2.41).

The constant \( \delta \varepsilon_{\nu}^{\text{HF}} \) (independent of \( \varphi \)) in Eq. (3.8) can be eliminated, by invoking the Luttinger theorem \([7–11]\) as follows. With the above-mentioned assumptions with regard to the exact and the Hartree-Fock Fermi seas, for the areas of these seas, \( \mathcal{A}_{\sigma} \) and \( \mathcal{A}_{\nu;\sigma}^{\text{HF}} \), one has

\[
\mathcal{A}_{\sigma} = \int_{0}^{2\pi} \, d\varphi \int_{0}^{2\pi} \, d\varepsilon_{k;\sigma}(\varphi) = \frac{1}{2} \int_{0}^{2\pi} \, d\varphi \, k_{\nu;\sigma}^{\text{HF}}(\varphi), \tag{3.11}
\]

\[
\mathcal{A}_{\nu;\sigma}^{\text{HF}} = \frac{1}{2} \int_{0}^{2\pi} \, d\varphi \, k_{\nu;\sigma}^{\text{HF}2}(\varphi). \tag{3.12}
\]

Note that any constant shift, independent of \( \varphi \), in either \( \delta \varepsilon_{\nu}^{\text{HF}}(\varphi) \) or \( \Sigma_{\nu}(k_{\nu;\sigma}(\varphi);\varepsilon_{\nu}) \), gives rise to an identical shift in \( \delta k_{\nu;\sigma}^{\text{HF}} \). Consequently, on account of the identity in Eq. (3.8), constant shifts in \( \delta \varepsilon_{\nu}^{\text{HF}}(\varphi) \) and \( \Sigma_{\nu}(k_{\nu;\sigma}(\varphi);\varepsilon_{\nu}) \) correctly do not affect the value of \( \delta k_{\nu;\sigma}^{\text{HF}}(\varphi) \), \( \forall \varphi \).

2. Some theoretical considerations

The expressions relevant to the calculation of the deviation of \( S_{\nu;\sigma} \) from \( S_{\nu;\sigma}^{\text{HF}} \), presented above, only partly equip us with the means necessary for examining the calculations reported in Refs. [32–34]. For this, it is essential also to extend the notation for the self-energy that we have employed thus far in this paper. Formally, the extended notation has its origin in the perturbation expansion for the self-energy, which can in principle be based on the single-particle Green functions \( \{G_{\nu;\sigma}^{\text{MF}}(\sigma)\} \) pertaining to a mean-field (MF) Hamiltonian (with the exception of the considerations in the closing part of Sec. III C, p. 24, in this paper \( G_{\nu;\sigma}^{\text{MF}} \) is either \( G_{\sigma}^{(0)} \), corresponding to the fully non-interacting Hamiltonian, or \( G_{\sigma}^{\text{HF}} \), corresponding to the Hartree-Fock Hamiltonian), or the exact single-particle Green functions \( \{G_{\sigma}(\sigma)\} \). In the former case all connected proper self-energy diagrams (those that do not become disconnected on removing a Green-function representing line), and in the latter only a subset of these, known as skeleton self-energy diagrams (those proper self-energy diagrams with no self-energy insertions) \([7, 38]\), are to be taken into account. To make these aspects explicit, where necessary we denote the function that we have thus far denoted by \( \Sigma_{\sigma}(k;\varepsilon) \), by \( \Sigma_{\sigma}(k;\varepsilon;\{G_{\sigma}(\sigma)\}) \) (\( \Sigma_{\sigma}(k;\varepsilon;\{G_{\sigma}^{\text{MF}}(\sigma)\}) \)) when formally it has been evaluated in terms of skeleton (proper) self-energy diagrams and \( \{G_{\sigma}(\sigma)\} \) (\( \{G_{\sigma}^{\text{MF}}(\sigma)\} \)). Since in contrast to \( \{G_{\sigma}^{\text{HF}}(\sigma)\}, \{G_{\sigma}(\sigma)\} \) is uniquely specified for the given Hamiltonian \( \mathcal{H} \), in many instances it will not be necessary to use the extended notation \( \Sigma_{\sigma}(k;\varepsilon;\{G_{\sigma}(\sigma)\}) \) for \( \Sigma_{\sigma}(k;\varepsilon) \). Therefore, in the following where no confusion can arise, we shall employ the shorter notation \( \Sigma_{\sigma}(k;\varepsilon) \). Similarly for \( \Sigma_{\sigma}(k;\varepsilon) \), Eqs. (2.34) and (3.16).

We note in passing that the algebraic expressions corresponding to skeleton self-energy diagrams are free from the mathematical problems that plague non-skeleton proper self-energy diagrams, Refs. [40] and [10, §5.3.1].
Further, the notation introduced in the previous paragraph allows for viewing both $\Sigma_\sigma(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\})$ and $\Sigma_\sigma(k; \varepsilon; \{G_{\sigma\sigma}\})$ as meaningful functions.

Although one formally has \( \Sigma_\sigma(k; \varepsilon; \{G_{\sigma\sigma}\}) \equiv \Sigma_\sigma(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\}) \) (3.15)

(since, as generally reasoned \[7\], by formally expanding $G_{\sigma}$ in 'powers' of $G_{\sigma}$, one recovers the set of all proper self-energy diagrams from the set of skeleton self-energy diagrams), this equivalence demonstrably fails for arbitrary mean-filed functions $\{G_{\sigma\sigma}^\text{MF}\}$. Notably, for an anisotropic N-particle uniform metallic GS it falls when the Fermi surfaces $\{S_{\nu;\sigma}\}$ associated with $\{G_{\sigma\sigma}^\text{MF}\}$ are deformed with respect to their exact counterparts $\{S_{\nu;\sigma}\}$ [36, §5.7]. Below we show that the equivalence in Eq. (3.15) also fails for $\varepsilon_{\nu,\sigma}^\text{MF} \neq \varepsilon_\nu$. More generally, even when $\varepsilon_{\nu,\sigma}^\text{MF} = \varepsilon_\nu$, the equivalence in Eq. (3.15) cannot hold exactly for $k$ and $\varepsilon$ in a finite neighbourhood of respectively $S_{\nu;\sigma}$ and $\varepsilon_\nu$. We arrive at this significant conclusion by demonstrating that for $k$ and $\varepsilon$ in the latter neighbourhoods, $\Sigma_{\sigma}'(k; \varepsilon)/U^2$ is divergent for $U/t \to 0$, where (cf. Eq. (3.24))

\[
\Sigma_{\sigma}'(k; \varepsilon; \{G_{\sigma\sigma}\}) = \Sigma_{\sigma}(k; \varepsilon; \{G_{\sigma\sigma}\}) - \Sigma_{\sigma}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\}).
\]

(3.16)

Failure of the perturbation theory (as described above) in terms of a fixed $\{G_{\sigma\sigma}^\text{MF}\}$, as opposed to the self-consistent perturbation theory, has its root in the systematic failure of the non-self-consistent perturbation theory to comply with the Luttinger theorem \[7\–11\], or, what is the same, the Luttinger-Ward identity \[7\], Sec. III A 3.

To be explicit, for metallic GSs the Luttinger theorem embodies a very strict correspondence between all points of the Fermi surface $S_{\nu;\sigma}, \forall \sigma$, and the Fermi energy $\varepsilon_\nu$. This correspondence brings two singular aspects of metallic GSs into direct contact, one in the momentum space (as reflected in the singularity – not necessarily a discontinuity – of $n_\sigma(k)$ at all $k \in S_{\nu;\sigma}, \forall \sigma$, and one in the energy space (as reflected in the fact of $\Sigma_{\sigma}(k; z)$ not being arbitrary times differentiable with respect to $z$ at $z = \varepsilon_\nu$ [23] – as we point out in appendix B, $z = \varepsilon_\nu$ is a branch-point singularity [39, §5.7] of $\Sigma_{\sigma}(k; z)$ in the thermodynamic limit). The above-mentioned divergence of $\Sigma_{\sigma}'(k; \varepsilon)/U^2$ for in particular $k \in S_{\nu;\sigma}$ and $\varepsilon = \varepsilon_\nu$ as $U/t \to 0$, is due to a coherence effect that is lost when in the calculation of the self-energy the above-mentioned strict correspondence, embodied by the Luttinger theorem, is systematically violated, Sec. III A 3.

There is one skeleton self-energy diagram to be considered for the evaluation of the second-order contribution to $\Sigma_{\sigma}(k; \varepsilon; \{G_{\sigma\sigma}\})$, which we denote by $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}\})$, and two connected proper self-energy diagrams for the evaluation of the second-order contribution to $\Sigma_{\sigma}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\})$, which we denote by $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\})$. For an arbitrary Hamiltonian, including the Hubbard Hamiltonian, the contribution of the second-order non-skeleton self-energy diagram to $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\})$ (an anomalous diagram \[7, 41, 42\], displayed in Fig. 2(b) of Ref. [33]) amounts to a real constant, independent of $k$ and $\varepsilon$, which is non-vanishing only in the thermodynamic limit. With reference to the remarks following Eq. (3.14) above, for the considerations of this section regarding $\delta k_{\nu,\sigma}^\text{MF}(\phi)$ one may therefore formally disregard the second-order non-skeleton self-energy diagram altogether and view the second-order self-energy $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}\})$ as corresponding to the second-order skeleton self-energy diagram, to which $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}\})$ corresponds. The equality in Eq. (3.14) being deduced by the application of the Luttinger theorem, $N_{\nu,\sigma} = N_\sigma$, Eq. (2.76), one should however realize that it can only be used in the frameworks in which the Luttinger theorem applies (specifically for the considerations of Refs. [32–35], to at least order $U^2$).

Without entering into details here, with reference to the statement in the abstract of the present paper, we remark that $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\})$ not being evaluated in terms of the single-particle Green functions $\{G_{\sigma\sigma}'\}$, Eq. (3.32), associated with $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\})$ itself, the number $N_{\nu,\sigma}$ of $k$ points enclosed by the Fermi surface deduced on the basis of the latter self-energy cannot be equal to $N_\sigma$ (Eq. (3.25), (3.26), (3.27), (3.29), (3.32), (3.35)), which amounts to violation of the Luttinger theorem. The considerations in the following sections establish that theoretically the deviation $\{N_{\sigma} - N_{\nu,\sigma}\}/N_\sigma \equiv n_{\sigma} - N_{\nu,\sigma}/N_\sigma$ can at best scale like $U^2$, a possibility that we believe to be unattainable in principle. Specifically for the $N$-particle uniform GS of the Hubbard Hamiltonian in $d \leq 2$, in principle this deviation scales like $U^2 \ln^2(|t|/U)$, where $1 \leq \alpha \leq 2$ and $\gamma \geq 0$, ruling out the possibilities of $\alpha = 1, \gamma > 0$, and $\alpha = 2, \gamma = 0$. See appendices B and C. For the reason that we shall present later in this section, p. 17, the restriction $d \leq 2$, instead of $d < \infty$, is almost certainly superficial.

Both of the second-order self-energies referred to above, evaluated in terms of $\{G_{\sigma\sigma}'\}$ and $\{G_{\sigma\sigma}^\text{MF}\}$, are directly proportional to $U^2$. While the function $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}\})/U^2$ is fully independent of $U$, this is not the case with the $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\})/U^2$, as well as $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\})/U^2$. From the explicit expression for $\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\})$ (see, e.g., Eq. (5) in Ref. [32] and note that the minus sign separating the products of the Fermi functions must be plus) one readily infers the following exact identity, specific to the case where within the framework of the Hartree-Fock approximation the $N$-particle uniform GS of the Hubbard Hamiltonian is paramagnetic:

\[
\Sigma_{\sigma}^{(2)}(k; \varepsilon; \{G_{\sigma\sigma}^\text{MF}\}) = \Sigma_{\sigma}^{(2)}(k; \varepsilon; -Un/2; \{G_{\sigma\sigma}^\text{MF}\}).
\]

(3.17)

On identifying $\varepsilon$ with $\varepsilon_{\nu,\sigma}^\text{MF} \equiv \varepsilon_{\nu,\sigma} + Un/2$, Eq. (2.24), the above identity reduces to the following less general but nonetheless important identity:

\[
\Sigma_{\sigma}^{(2)}(k; \varepsilon_{\nu,\sigma}^\text{MF}; \{G_{\sigma\sigma}^\text{MF}\}) = \Sigma_{\sigma}^{(2)}(k; \varepsilon_{\nu,\sigma}^0; \{G_{\sigma\sigma}^\text{MF}\}).
\]

(3.18)
The identity in Eq. (3.17) reveals a fundamental shortcoming of the perturbation expansion of the self-energy in terms of the Green functions \( \{G_\sigma^{(0)}(\sigma)\} \), corresponding to a mean-field \( N \)-particle metallic GS whose relevant Fermi energy \( \varepsilon_F \) does not coincide with the exact Fermi energy \( \varepsilon_F \) (more about this later). The problem is similar to that arising from the Fermi surface \( \Sigma_{\sigma}^{MF} \), associated with \( \Sigma_\sigma \) being deformed with respect to the exact Fermi surface \( \Sigma_{\sigma} \), \( \forall \sigma \) [36, §5.7], to which we have referred earlier in this section.

The problem thus uncovered is not entirely unexpected, given the way in which contributions of self-energy diagrams are determined [19, pp. 100-105]; with \( \mu^{MF} \) denoting the chemical potential associated with the underlying \( N \)-particle mean-field GS (for metallic GSs, \( \mu^{MF} \) coincides with \( \varepsilon_F^{MF} \)), the integrals with respect to the internal energy variables of self-energy diagrams are evaluated by employing the following spectral representation for \( G_\sigma^{MF}(k; \varepsilon) \) [19, Eq. (7.45)]:

\[
G_\sigma^{MF}(k; \varepsilon) = \frac{\Theta(\mu^{MF} - \varepsilon^{MF}_k)}{\varepsilon - \varepsilon^{MF}_k + i0^+} + \frac{\Theta(\varepsilon^{MF}_k - \mu^{MF})}{\varepsilon - \varepsilon^{MF}_k + i0^+}.
\]  (3.19)

Clearly, unless \( \varepsilon^{MF}_F = \varepsilon_F \), in particular the analytic properties of \( \Sigma_\sigma(k; \varepsilon) ; \{G_\sigma^{MF}\} \) in the neighbourhood of \( \varepsilon = \varepsilon_F \) cannot be correctly reproduced by \( \Sigma_\sigma(k; \varepsilon) ; \{G_\sigma \} \).

Rather, as the identity in Eq. (3.17) also suggests, at best the analytic properties of \( \Sigma_\sigma(k; \varepsilon) ; \{G_\sigma^{MF}\} \) in a neighbourhood of \( \varepsilon = \varepsilon^{MF}_F \) are similar, but not necessarily identical, to those of \( \Sigma_\sigma(k; \varepsilon) ; \{G_\sigma \} \) in a neighbourhood of \( \varepsilon = \varepsilon_F \).

With reference to the last remark in the previous paragraph, we note that one can readily demonstrate that

\[
\text{Im}[\Sigma_\sigma^{(2)}(k; \varepsilon^{MF}) ; \{G_\sigma^{MF}\} ; \varepsilon] = 0,
\]  (3.20)

which is to be contrasted with the exact property [40]

\[
\text{Im}[\Sigma_\sigma^{(2)}(k; \varepsilon) ; \{G_\sigma \}] = 0, \quad \forall \mu \in \mathbb{N}.
\]  (3.21)

Given that for metallic GSs \( \text{Im}[\Sigma^{(2)}_\sigma(k; \varepsilon) ; \{G_\sigma \}] \neq 0 \) for \( k \) in a finite neighbourhood of \( G_\sigma^{MF} \), and \( \varepsilon \) in a finite neighbourhood of \( \varepsilon = \varepsilon^{MF}_F \) (for \( d > 1 \), this function to leading order scales like \( (\varepsilon - \varepsilon^{MF}_F)^2 \), which is characteristic of Fermi-liquid metallic states) [23], unless \( \varepsilon_F = \varepsilon^{MF}_F \), for any \( U > 0 \) one must have

\[
\text{Im}[\Sigma_\sigma(k; \varepsilon_F) ; \{G_\sigma \}] \neq 0,
\]  (3.22)

contradicting the exact identity [10, Eq. (2.9)]

\[
\text{Im}[\Sigma_\sigma(k; \varepsilon) ; \{G_\sigma \}] = 0.
\]  (3.23)

For clarity, the result in Eq. (3.22) follows from the fact that \( \text{Im}[\Sigma^{(2)}_\sigma(k; \varepsilon) ; \{G_\sigma \}] \geq 0 \) for \( \varepsilon \leq \varepsilon^{MF}_F \), \( \forall \mu \geq 2 \) [10, §5.3.5], whereby, unless \( \varepsilon_F = \varepsilon^{MF}_F \), the above-mentioned non-vanishing value of \( \text{Im}[\Sigma^{(2)}_\sigma(k; \varepsilon_F) ; \{G_\sigma \}] \) cannot be cancelled by higher-order terms in the perturbation expansion of the self-energy.

We should emphasize that since

\[
\Sigma_\sigma \{G_\sigma \} \equiv (G_\sigma^{(0)})^{-1} - G_\sigma^{-1} \quad \text{(Dyson’s ‘equation’)},
\]  (3.24)

existence of \( \Sigma_\sigma \{G_\sigma \} \), for a given \( \sigma \), is not in dispute [43]. This can however not be said about \( \Sigma_\sigma \{G_\sigma^{MF} \} \). The result in Eq. (3.22) is thus formal, in that for an arbitrary mean-field GS the sum \( \sum_{\mu=1}^{\infty} \Sigma^{(2)}_\sigma \{G_\sigma^{MF} \} \) may not exist.

Neglecting the above-mentioned problem of non-existence, we have rigorously demonstrated that unless \( \varepsilon^{MF}_F = \varepsilon_F \), \( \Sigma_\sigma(k; \varepsilon) ; \{G_\sigma^{MF} \} \) cannot identically coincide with \( \Sigma_\sigma(k; \varepsilon) ; \{G_\sigma \} \), contradicting the equivalence relationship in Eq. (3.15). Stated differently, a necessary condition for the validity of the perturbation expansion for the self-energy in terms of \( \{G_\sigma^{MF} \} \) is the equality \( \varepsilon^{MF}_F = \varepsilon_F \). With reference to the result in Eq. (2.29), the latter observation sheds additional light on the significance of the (exact) Hartree-Fock theory to the many-body perturbation theory as applied to metallic GSs.

3. On the Luttinger theorem

In view of the fact that in arriving at the expression in Eq. (3.14) we have made use of the Luttinger theorem [7-11], it is important to realize that this theorem does not apply within the framework in which \( \Sigma_\sigma \{G_\sigma \} \) is approximated by \( \Sigma_\sigma^{(2)} \{G_\sigma^{MF} \} \), this as a consequence of the failure of the Luttinger-Ward identity [7] within this framework. To be explicit, for the mean number of particles with spin index \( \sigma \) in the grand canonical ensemble of the Fock space of \( \hat{H} \), corresponding to the chemical potential \( \mu \), that is \( N_\sigma \), one has [10, Eq. (4.1)]

\[
\bar{N}_\sigma = \sum_k (\bar{\nu}_\sigma(k) + \bar{\nu}_\sigma(k)),
\]  (3.25)

where, with \( \beta \equiv 1/(k_B T) \), [10, Eq. (4.29)]

\[
\lim_{\beta \to \infty} \sum_k \bar{\nu}_\sigma(k) = N_{\uparrow, \sigma},
\]  (3.26)

the Luttinger number, Eq. (2.75), and [10, Eq. (4.10)]

\[
\lim_{\beta \to \infty} \sum_k \bar{\nu}_\sigma(k) = \sum_k \int_{\mathcal{E} (\mu)} \frac{d \mathcal{E}}{2 \pi i} \varepsilon \bar{\nu}_\sigma(k; \varepsilon),
\]  (3.27)

in which \( \mathcal{E} (\mu) \) is a closed contour in the complex \( z \) plane, crossing the real axis at \( z = \mu \) and parameterizable as follows:

\[
\mathcal{E} (\mu) = \{ z || z = \mu + iy, y \uparrow^{+\infty} \}.
\]  (3.28)

The equality

\[
\lim_{\beta \to \infty} \sum_k \bar{\nu}_\sigma(k) = 0
\]  (3.29)

is the above-mentioned Luttinger-Ward identity [7,10, Eq. (4.11)]. We note in passing that for reasons indicated
in Refs. [10] and [11, a], for insulating GSs the Luttinger-Ward identity may fail when $\mu$ is identified with a value in the single-particle excitation gap $(\mu N, \mu N' \sigma)$ different from the zero-temperature limit of $\mu \sigma$, the chemical potential corresponding to $N = N$, where $N = \sum \sigma N \sigma$.

The Luttinger-Ward identity applies order-by-order as follows [10, Eq. (5.23)]:

$$
\sum_k \int_{\mu(\nu \sigma)} \frac{dz}{2\pi i} \tilde{G}_{\sigma}(k; z) \frac{\partial}{\partial z} \tilde{\Sigma}^{(\nu)}_{\sigma}(k; z; \{G_{\sigma'}\}) = 0, \ \forall \nu.
$$

(3.30)

The function $\Sigma^{(\nu)}_{\sigma}(k; z; \{G_{\sigma'}\})$, the total contribution of all $\nu$-th-order skeleton self-energy diagrams, being dependent on $z$ only for $\nu \geq 2$, the equality in Eq. (3.30) trivially applies for $\nu = 1$. For $\nu \geq 2$, the validity of the equality in Eq. (3.30) vitally depends on $\tilde{\Sigma}^{(\nu)}_{\sigma}$ being evaluated in terms of the exact single-particle Green functions $\{G_{\sigma}, G_{\sigma'}\}$. More generally, and importantly from the perspective of approximate but self-consistent calculations, the equality in Eq. (3.30) remains on replacing the self-energy by one evaluated in terms of an in principle arbitrary set of single-particle Green functions $\{G_{\sigma}, G_{\sigma'}\}$, provided that the explicit Green function on the LHS of Eq. (3.30) be replaced by $G_{\sigma}'$ (cf. Eq. (3.36)). Thus, whereas [10, Eqs. (5.29), (5.30), (B.103)]

$$
\sum_k \int_{\mu(\nu \sigma)} \frac{dz}{2\pi i} \tilde{G}_{\sigma}^{\text{MF}}(k; z) \frac{\partial}{\partial z} \tilde{\Sigma}^{(\nu)}_{\sigma}(k; z; \{G_{\sigma'}^{\text{MF}}\}) = 0, \ \forall \nu,
$$

(3.31)

the equality fails on replacing the explicit Green function $G_{\sigma}^{\text{MF}}(k; z)$ on the LHS by a different Green function. Restricting oneself to the case of $\nu = 2$, formally (see later) this different Green function may be one of the following two important single-particle Green functions, both of which we denote by $G_{\sigma}'$ for the economy of notation:

$$
\tilde{G}_{\sigma}' = (1 - \tilde{G}_{\sigma} \tilde{\Sigma}^{(2)}_{\sigma} \{G_{\sigma'}^{\text{MF}}\})^{-1}\tilde{G}_{\sigma}^{\text{MF}},
$$

(3.32)

$$
\tilde{G}_{\sigma}' = (1 - \tilde{G}_{\sigma} \tilde{\Sigma}^{(2)}_{\sigma} \{G_{\sigma'}^{\text{MF}}\})^{-1}\tilde{G}_{\sigma}^{\text{MF}},
$$

(3.33)

where $\tilde{G}_{\sigma}^{\text{MF}}$ self-consistently corresponds to the mean-field energy dispersion $\varepsilon_k + \hbar \Sigma_{\sigma}^{\text{MF}}(k; \{G_{\sigma'}^{\text{MF}}\})$, Eq. (3.39), and $\tilde{G}_{\sigma}'$ self-consistently corresponds to the mean-field energy dispersion $\varepsilon_k + \hbar \Sigma_{\sigma}^{\text{MF}}(k; \{G_{\sigma'}^{\text{MF}}\})$. For completeness, since $G_{\sigma}^{\text{MF}}(G_{\sigma'}^{\text{MF}})$ takes account of the Hartree-Fock self-energy $\Sigma_{\sigma}^{\text{MF}}(G_{\sigma'}^{\text{MF}})$ ($\Sigma_{\sigma}^{\text{MF}}(G_{\sigma'}^{\text{MF}})$), indeed not the full self-energy up to second-order, but only $\tilde{\Sigma}^{(2)}_{\sigma}(G_{\sigma'}^{\text{MF}})$ ($\tilde{\Sigma}^{(2)}_{\sigma}(G_{\sigma'}^{\text{MF}})$) is to be encountered in the Dyson equations from which the expressions for $G_{\sigma}'$ in Eqs. (3.32) and (3.33) are deduced.

Since the first-order proper self-energy diagram is also skeleton, the functionals $\Sigma_{\sigma}^{\text{MF}}[X_{\sigma}]$ and $\Sigma_{\sigma}^{\text{MF}}[X_{\sigma}]$ identically coincide. However, since $G_{\sigma}^{\text{MF}}$ and $G_{\sigma}'$ are distinct, it follows that the chemical potentials $\mu^{\text{MF}}$ and $\mu^{\text{MF}}'$ associated with the mean-field $N$-particle uniform GSs to which respectively $G_{\sigma}^{\text{MF}}$ and $G_{\sigma}'$ correspond, cannot be equal. Because of this fact, replacing the explicit $\tilde{G}_{\sigma}^{\text{MF}}$ on the LHS of Eq. (3.31) by the $G_{\sigma}'$ introduced in Eq. (3.33) is mathematically problematic (note the $\mu^{\text{MF}}$ as the argument of the contour $\mathcal{C}$ on the LHS of Eq. (3.31) and consider the relationship in Eq. (3.20), where $\varepsilon_{\sigma}^{\text{MF}}$ is up to a deviation of the order of $1/N$ equal to $\mu^{\text{MF}}$). This problem disappears however by simultaneously changing the $\{G_{\sigma'}^{\text{MF}}\}$ and $\mu^{\text{MF}}$ by respectively $\{G_{\sigma'}^{\text{MF}}\}$ and $\mu^{\text{MF}}'$. Unless we indicate otherwise, below the function $G_{\sigma}'$ refers to that defined in Eq. (3.32).

It is interesting to note that for the exact Green function (cf. Eq. (3.33))

$$
\tilde{G}_{\sigma}' = (1 - \tilde{G}_{\sigma} \tilde{\Sigma}^{(2)}_{\sigma}(G_{\sigma'})^{-1}\tilde{G}_{\sigma}^{\text{MF}},
$$

(3.34)

where $\tilde{\Sigma}^{(2)}_{\sigma}(G_{\sigma'})$ is defined in Eq. (3.16), and $\tilde{G}_{\sigma}^{\text{MF}}$ self-consistently corresponds to the mean-field single-particle energy dispersion $\varepsilon_k + \hbar \Sigma_{\sigma}^{\text{MF}}(k; \{G_{\sigma'}^{\text{MF}}\})$, the above-indicated problem arising from the deviation of two chemical potentials (one, i.e. $\mu$, pertaining to the exact $N$-particle GS to which $G_{\sigma}$ corresponds, and one, i.e. $\mu^{\text{MF}}$, pertaining to the Hartree-Fock theory) does not arise, this on account of the exact equality in Eq. (2.29) (see Eq. (2.7)).

For later reference, one has

$$
\sum_k \int_{\mu(\nu \sigma)} \frac{dz}{2\pi i} \tilde{G}_{\sigma}'(k; z) \frac{\partial}{\partial z} \tilde{\Sigma}^{(2)}_{\sigma}(k; z; \{G_{\sigma'}^{\text{MF}}\}) = 0,
$$

(3.35)

while (cf. Eqs. (3.30) and (3.31))

$$
\sum_k \int_{\mu(\nu \sigma)} \frac{dz}{2\pi i} \tilde{G}_{\sigma}'(k; z) \frac{\partial}{\partial z} \tilde{\Sigma}^{(2)}_{\sigma}(k; z; \{G_{\sigma'}^{\text{MF}}\}) = 0.
$$

(3.36)

The explicit and implicit function $G_{\sigma}'$ in Eq. (3.36) is the one defined in Eq. (3.32). The equality in Eq. (3.36) remains on identifying the explicit and implicit function $G_{\sigma}'$ herein by that defined in Eq. (3.33), provided that the $\mu^{\text{MF}}$ in the $\mathcal{C}(\mu^{\text{MF}})$ on the LHS be simultaneously replaced by $\mu^{\text{MF}}$ (see the remark in the paragraph following that containing Eq. (3.33)).

The difference $\tilde{\Sigma}^{(2)}_{\sigma}(k; z; \{G_{\sigma'}^{\text{MF}}\}) - \tilde{\Sigma}^{(2)}_{\sigma}(k; z; \{G_{\sigma'}^{\text{MF}}\})$ being independent of $z$ (as well as of $k$), the expression in Eq. (3.35) can be equivalently written as

$$
\sum_k \int_{\mu(\nu \sigma)} \frac{dz}{2\pi i} \tilde{G}_{\sigma}'(k; z) \frac{\partial}{\partial z} \tilde{\Sigma}^{(2)}_{\sigma}(k; z; \{G_{\sigma'}^{\text{MF}}\}) \neq 0,
$$

(3.37)

to be contrasted with (cf. Eq. (3.31))

$$
\sum_k \int_{\mu(\nu \sigma)} \frac{dz}{2\pi i} \tilde{G}_{\sigma}'(k; z) \frac{\partial}{\partial z} \tilde{\Sigma}^{(2)}_{\sigma}(k; z; \{G_{\sigma'}^{\text{MF}}\}) = 0.
$$

(3.38)

Since for the $N$-particle uniform metallic GS of $\mathcal{H}$ the function (cf. Eqs. (3.19) and (A5))

$$
\tilde{G}_{\sigma}^{\text{MF}}(k; z) = \frac{\hbar}{z - \varepsilon_k + \hbar \Sigma_{\sigma}^{\text{MF}}(k; \{G_{\sigma'}^{\text{MF}}\})},
$$

(3.39)
is divergent at $z = \mu_{HF}$ and $k \in S_{HF}^\varphi$ (see Eq. (2.26) and recall that, as we have pointed out earlier, in the present section $S_{HF}^\varphi$ is defined in terms of $e_{HF}^\varphi$, by continuity for $z$ sufficiently close to $\mu_{HF}$ and $k$ sufficiently close to $S_{HF}^\varphi$, the function $G_\sigma^\varphi(k; z)$ cannot to leading order in $U$ be approximated by $G_{HF}^\varphi(k; z)$, as a formal geometric series expansion of the expression on the RHS of Eq. (3.32) would suggest. One trivially verifies that for $\Sigma_{HF}^\varphi(k; \mu_{HF}; \{G_{HF}^\varphi\}) \neq 0$ and $k$ sufficiently close to $S_{HF}^\varphi$,

$$
G_\sigma^\varphi(k; z) \sim -1/\Sigma_{HF}^\varphi(k; z; \{G_{HF}^\varphi\}) \quad \text{as } z \to \mu_{HF}. \quad (3.40)
$$

The function on the RHS of this expression is the leading-order term in the geometric series expansion of $G_\sigma^\varphi$ in powers of $\left(G_{HF}^\varphi \Sigma_{HF}^\varphi \{G_{HF}^\varphi\}\right)^{-1}$, which is explicitly proportional to $1/U^2$. One observes that for $k$ and $z$ sufficiently close to respectively $S_{HF}^\varphi$ and $\mu_{HF}$, the integral of the function on the RHS of the expression in Eq. (3.37) is to leading order independent of $U$; this integrand is proportional to the logarithmic derivative of $\Sigma_{HF}^\varphi(k; z; \{G_{HF}^\varphi\})$ with respect to $z$. Were it not for this fact, on account of the exact equality in Eq. (3.38) the deviation of the LHS of the expression in Eq. (3.37) from zero would be of the order of $U^4$ for $U/t \to 0$, appendix B. With reference to Eq. (3.26), we note that the above assumption $\Sigma_{HF}^\varphi(k; \mu_{HF}; \{G_{HF}^\varphi\}) \neq 0$ is in conformity with the observations in Refs. 32-35, in that in particular on the exact Fermi surface it can fail only at a finite number of $k$ points (see the remarks following Eq. (13.13)).

It is significant here to realize that $z = \mu_{HF}$ being a branch point 39, 5.7.5 of $\Sigma_{HF}^\varphi(k; z; \{G_{HF}^\varphi\})$ that separates two branch cuts of this function on the real axis of the $z$ plane (for details see appendix B), the point at which $\mathcal{G}(\mu_{HF})$ passes through this axis, that is $z = \mu_{HF}$, is immovable. Considering the exact case, for the $N$-particle uniform GS $\mathcal{H}$ the contour $\mathcal{C}(\mu)$, which is to cross the real axis of the $z$ plane at $z = \mu$, where $\mu \in (\mu_{\hat{N}}, \mu_{\hat{N}+\varphi})$, is pinched 46, 3.2.3.1 when the GS is metallic, Eqs. (2.6) and (2.7). For $N$-particle GSs, the immovability of the crossing point of $\mathcal{G}(\mu_{HF})$ (or $\mathcal{G}(\mu)$ in the exact case) with the real axis of the $z$ plane non-trivially affects the functional form of the function on the LHS of the expression in Eq. (3.35), or equivalently Eq. (3.37), in particular in the asymptotic region 39, 44, 45 $U/t \to 0$. This aspect is directly related to the fact that for $z$ in a neighbourhood of $\mu_{HF}$, the 1BZ can be subdivided into two non-overlapping regions: a region in the neighbourhood of $\mu_{HF}$, where $G_\sigma^\varphi$ can be expanded in powers of $\left(G_{HF}^\varphi \Sigma_{HF}^\varphi \{G_{HF}^\varphi\}\right)^{-1}$, and a region where $\tilde{G}_{\varphi}$ can be expanded in powers of $\left(G_{HF}^\varphi \Sigma_{HF}^\varphi \{G_{HF}^\varphi\}\right)^{-1}$.

The above considerations make explicit that the expressions on the LHSs of Eqs. (3.35) and (3.37) do not to leading order scale like $U^4$ for $U/t \to 0$, the scaling of the form $U^4$ following from the direct proportionality of respectively $\Sigma_{HF}^\varphi[\{G_{HF}^\varphi\}]$ and $\Sigma^\varphi[\{G_{HF}^\varphi\}]$ with $U^2$, combined with the erroneous assumption that for $U/t \to 0$ the leading-order asymptotic contribution to $G_\sigma^\varphi - G_{HF}^\varphi$ were uniformly (i.e. independently of $k$ and $z$) of the form $G_{HF}^\varphi \Sigma_{HF}^\varphi \{G_{HF}^\varphi\}$.

The considerations in appendix B reveal that the expressions on the LHSs of Eqs. (3.35) and (3.37) diminish at the fastest like $U^2$ for $U/t \to 0$. Below we rigorously demonstrate that for at least $d \leq 2$, these expressions are in the asymptotic region $U/t \to 0$ more dominant than $U^2$, scaling in principle like $U^\alpha \ln U(t/U)$, where $1 \leq \alpha \leq 2$ and $\gamma \geq 0$, with the possibilities $\alpha = 1, \gamma > 0$, and $\alpha = 2, \gamma = 0$ ruled out, appendix C. For the reason that we indicate in Sec. III A 4, p. 17, these observations are almost certainly applicable for arbitrary values of $d$.

4. The functional dependence of $\Sigma_{HF}^\varphi(k; z) - \text{on U for} \quad k \to k_{HF, \sigma} \in S_{HF, \sigma}$ and $\varepsilon \to \varepsilon_{HF}$

Using the standard expression for the Landau quasiparticle weight $Z_{HF}(k) [1, 23, 42]$ and the fact that the first-order self-energy $\Sigma_{HF}^\varphi(k; z) \equiv \Sigma_{HF}^\varphi(k)$ is independent of $\varepsilon$, one has (see Eq. (3.16))

$$
\frac{\partial \Sigma_{HF}^\varphi(k; \varepsilon)}{\partial \varepsilon} \bigg|_{\varepsilon = \varepsilon_{HF}} = \frac{1}{\hbar} \left(1 - \frac{1}{Z_{HF}(k)}\right). \quad (3.41)
$$

With $Z_{HF, \sigma} \equiv Z_{HF}(k_{HF, \sigma})$, making use of the Migdal theorem, Eq. (2.55), from the equality in Eq. (3.41) for the specific case of $k = k_{HF, \sigma} \in S_{HF, \sigma}$ one deduces the following general leading-order asymptotic expression:

$$
\frac{\partial \Sigma_{HF}^\varphi(k; \varepsilon)}{\partial \varepsilon} \bigg|_{\varepsilon = \varepsilon_{HF}} \sim -\frac{1}{\hbar} \left(\alpha_{HF, \sigma}(k_{HF, \sigma}) + \alpha_{HF, \sigma}^\alpha(k_{HF, \sigma})\right) \left(\frac{U}{|t|}\right)^\alpha \times \ln \left(\left|\frac{U}{|t|}\right|\right) \quad \text{for } \frac{U}{|t|} \to 0, \quad (3.42)
$$

where the positive constants $\alpha_{HF, \sigma}^\varphi(k_{HF, \sigma})$ and $\alpha_{HF, \sigma}^\alpha(k_{HF, \sigma})$ are the coefficients in the following asymptotic expressions corresponding to $U/t \to 0$:

$$
\begin{align*}
 n_{\sigma}(k_{HF, \sigma}^\varphi) &\sim 1 - \alpha_{HF, \sigma}(k_{HF, \sigma}) \left(\frac{U}{|t|}\right)^\alpha \ln \left(\left|\frac{U}{|t|}\right|\right), \\
 n_{\sigma}(k_{HF, \sigma}^\alpha) &\sim \alpha_{HF, \sigma}^\alpha(k_{HF, \sigma}) \left(\frac{U}{|t|}\right)^\alpha \ln \left(\left|\frac{U}{|t|}\right|\right). \quad (3.43)
\end{align*}
$$

In general, $\alpha$ and $\gamma$ are subject to one of the following three conditions: (i) $\alpha = 1, \gamma = 0$, (ii) $1 < \alpha < 2, \gamma \geq 0$, and (iii) $\alpha = 2, \gamma > 0$. See appendix C.

In the most general case, and away from half-filling, the constants $\alpha$ and $\gamma$ corresponding to $k = k_{HF, \sigma}$ and $k = k_{HF, \sigma}^\alpha$ may be different, to be thus appropriately denoted by respectively $\alpha^\varphi, \gamma^\varphi$ and $\alpha^\alpha, \gamma^\alpha$. We have sacrificed this generality for the conciseness of notation. At half-filling however, $n_{\sigma}(k_{HF, \sigma}^\varphi)$ and $n_{\sigma}(k_{HF, \sigma})$ take values that are symmetric with respect to $1/2$ [47], whereby $\alpha_{HF, \sigma}(k_{HF, \sigma}) = \alpha_{HF, \sigma}^\alpha(k_{HF, \sigma})$, $\alpha^\varphi = \alpha^\alpha$, $\gamma^\varphi = \gamma^\alpha$.

To leading order in $U$ the function $\Sigma_{HF}^\varphi(k; \varepsilon)$ can be replaced by $\Sigma_{HF}^\varphi^\varphi(2)(k; \varepsilon)$. Substituting the latter function by $\Sigma_{HF}^\varphi(2)(k; \varepsilon; \{G_{HF}^\varphi\})$, it trivially follows that for the exponents $\alpha$ and $\gamma$ one has.
\[ \alpha = 2 \text{ and } \gamma = 0. \] These values clearly equally apply to \( \Sigma_{\sigma}^{(2)}(k;\varepsilon;[[G_{\sigma}^0]]) \). The question arises as to whether these values of \( \alpha \) and \( \gamma \) also apply for the functions \( \Sigma_{\sigma}^{(2)}(k;\varepsilon;[[G_{\sigma}^0]]) \) and \( \Sigma_{\sigma}^{(2)}(k;\varepsilon;[[G_{\sigma}^0]]) \). Below we show that the answer to this question is in the negative. For now, we point out that the failure of \( \Sigma_{\sigma}^{(2)}(k;\varepsilon;[[G_{\sigma}^0]]) \), as opposed to \( \Sigma_{\sigma}^{(2)}(k;\varepsilon;[[G_{\sigma}^0]]) \), to reproduce the correct values for the exponents \( \alpha \) and \( \gamma \), is directly related to the violation of the Luttinger theorem [7–11] by the single-particle Green function corresponding to the former self-energy (see the remarks following Eq. (3.16) and in the subsequent paragraph, p. 13). To appreciate this fact more clearly, one should realize that the single-particle Green function \( G_{\sigma}^0 \) underlying the perturbational calculation of the function \( n_{\sigma}^{(2)}(k) \), to be introduced below, is consistent from the perspective of the Luttinger theorem.

The leading-order perturbational correction to the non-interacting momentum-distribution function \( n_{\sigma}^{(0)}(k) \), which is the characteristic function of the non-interacting Fermi sea, is of the order of \( U^2 \), to be thus denoted by \( n_{\sigma}^{(2)}(k) \), however this correction is logarithmically divergent in \( d \leq 2 \) for \( k \) approaching \( S_{\sigma}^{\gamma} \), as has been shown in Ref. [48] for \( d = 1 \) (see appendix B in Ref. [48], in particular Eq. (B3)), and in Ref. [50] for \( d = 2 \) (see in particular Eq. (30) in Ref. [50] and note that herein \( \Delta k \equiv \|k - k_{\sigma}^0\| \), so that \( \Delta k \rightarrow 0 \) corresponds to the right-most parts of Figs. 4-7 in Ref. [50]; for an additional detail, see Ref. [51]). If this were not the case, indeed for the \( \alpha \) and \( \gamma \) in the expressions in Eqs. (3.42) and (3.43) one had \( \alpha = 2 \) and \( \gamma = 0 \), appendix C. We note that because of the strict inequalities \( 0 \leq n_{\sigma}(k) \leq 1 \), divergence of \( n_{\sigma}(k) \) at any \( k \) signals a fundamental inadequacy of the formalism on the basis of which \( n_{\sigma}(k) \) has been calculated. It is surprising that in Refs. [49, 50] the divergence of the second-order contribution to \( n_{\sigma}(k) \) for \( k \) approaching the underlying Fermi surface has not been explicitly declared as pathological.

The function \( n_{\sigma}^{(2)}(k) \) being divergent for \( d \leq 2 \) and \( k \) approaching the underlying Fermi surface \( S_{\sigma}^{\gamma} \), from the considerations in appendix C one immediately infers the asymptotic expressions in Eq. (3.43), in which \( 1 \leq \alpha \leq 2 \), \( \gamma \geq 0 \), excluding the possibilities of \( \alpha = 1 \), \( \gamma = 0 \), and \( \alpha = 2 \), \( \gamma = 0 \). These are clearly the values with which the exponents \( \alpha \) and \( \gamma \) in the asymptotic expression in Eq. (3.42) are to be identified. It should be noted however that \( n_{\sigma}^{(2)}(k) \) being proportional to \( U^2 \), the neighbourhood of \( S_{\sigma}^{\gamma} \equiv S_{\sigma}^{HF} \) in which the logarithmic divergence of \( n_{\sigma}^{(2)}(k) \) becomes noticeable, is dependent on \( U \); the smaller the value of \( U \), the narrower the latter neighbourhood of \( S_{\sigma}^{\gamma} \). In other words, in the case at hand the processes of effecting the limits of \( U/t \to 0 \) and \( k \to k_{\sigma}^0 \), where \( k_{\sigma}^0 \in S_{\sigma}^{\gamma} \), do not commute.

In the light of the above discussions, it is relevant to note that the expressions in Eqs. (3.42) and (3.43) are specific to the case of the limit of \( k \) approaching the underlying Fermi surface prior to \( U/t \) approaching 0. This observation is relevant in that it shows that although the relationship in Eq. (3.42) is specific to \( k \) points on \( S_{\sigma}^{\gamma} \), the functional form of this relationship remains applicable for \( k \) in a neighbourhood of \( S_{\sigma}^{\gamma} \), whose extent depends on the value of \( U/t \). For \( k \) sufficiently far outside this \( U \)-dependent neighbourhood of \( S_{\sigma}^{\gamma} \), it is to be expected that one recovers the values \( \alpha = 2 \), \( \gamma = 0 \) (see the relevant remarks in Ref. [52]; see also Fig. 4 in appendix B, where an interplay is clearly visible between the location of \( k \) and the value of \( U \), represented by respectively \( a \) and \( u \), in establishing a specific asymptotic behaviour in the underlying function).

That the leading-order term in the asymptotic series expansion [39, 44, 45] of \( \Sigma_{\sigma}^{\gamma}(k;\varepsilon;[[G_{\sigma}^0]]) \) (and similarly as regards \( \Sigma_{\sigma}^{(2)}(k;\varepsilon;[[G_{\sigma}^0]]) \) for \( U/t \to 0 \) may not in general scale like \( U^2 \), may be surmised from the expression in Eq. (46) in conjunction with the data in Fig. 2 of Ref. [53] (for the attractive Hubbard model, Eq. (8) in conjunction with the data in Fig. 2b of Ref. [54]). With reference to the data in the above-mentioned Fig. 2 (Fig. 2b), we should emphasize however that the equality \( U_{sp} = g_{t\uparrow}(0)U \), where \( g_{t\uparrow}(0) \equiv (\langle \hat{n}_{\uparrow} \hat{n}_{\uparrow} \rangle / \langle \hat{n}_{\uparrow} \rangle \langle \hat{n}_{\uparrow} \rangle) \) is the normalized site double occupancy, is merely an \textit{ansatz}. What is significant from the perspective of the considerations of this section, is that the expression for the exact \( \Sigma_{\sigma}(k;\varepsilon) \) involves a product of the bare on-site energy \( U \) and a vertex part, represented in Eq. (46) of Ref. [53] by the spin-symmetric (or charge) interaction parameter \( U_{ch} \), and the spin-antisymmetric (or spin) interaction parameter \( U_{sp} \), both of which are distinct from \( U \) and do not necessarily to leading order scale like \( U \) for \( U/t \to 0 \).

The reader may also consider Figs. 7 and 8 of Ref. [53]. In the latter figure, one encounters also the prediction of the second-order perturbation theory for \( n_{\sigma}(k) \), showing no divergence for \( k \) approaching a point of the underlying Fermi ‘surface’. This is because the data in Fig. 8 of Ref. [53] correspond to finite lattices, of the sizes 6 \times 6 and 16 \times 16, in addition to a finite temperature. From the expressions in Eqs. (B1) and (B2) of Ref. [49], and those in Eq. (29) of Ref. [50], one clearly observes that the possible divergence of \( n_{\sigma}(k) \) for a given \( k \) is due to the energy differences in the denominators of the relevant expressions, corresponding to \( k \) inside and outside the underlying Fermi sea, becoming vanishing. Owing to the Fermi functions in the numerators of the expressions for \( n_{\sigma}^{(2)}(k) \), this is only possible when the relevant 1BZ consists of a dense set of points, that is in the thermodynamic limit (unless, for finite systems, a point is counted as being part of both the Fermi sea and its complement with respect to the underlying 1BZ, in which case the divergence of \( n_{\sigma}^{(2)}(k) \) arising from this point is algebraic, not logarithmic); only in this limit can the above-mentioned denominators become arbitrary small for \( k \) approaching a point of the underlying Fermi surface, resulting in the aforementioned logarithmic divergence of \( n_{\sigma}^{(2)}(k) \) in \( d \leq 2 \).

Since in \( d \) dimensions the Fermi surface corresponding
to an $N$-particle metallic GS is a $(d - 1)$-dimensional subset of the underlying $d$-dimensional 1BZ, in view of the origin of the divergence of $n_\sigma^{(2)}(k)$ in $d \leq 2$ for $k$ approaching the relevant Fermi surface, described above, this divergence must be a universal characteristic of the $n_\sigma^{(2)}(k)$ corresponding to the $N$-particle uniform metallic GS of the Hubbard Hamiltonian for arbitrary finite $d$.

In the light of the above observations, it is interesting to note that the Monte-Carlo calculations by Varney et al. [55] on the half-filled Hubbard model in two dimensions reveal that the functional forms in Eq. (3.43) for $n_\sigma(k_{F,\sigma})$ and $n_\sigma(k_{T,\sigma})$, with $1 \leq \alpha \leq 2$ (in fact, with $\alpha$ far closer to 1 than 2, if not $\alpha = 1$) and $\gamma \geq 0$, are meaningful for at least $2 \leq U/|t| \leq 8$, or, equivalently, $W/4 \leq U \leq W$, where $W$ denotes the bandwidth in the system under consideration (note the almost linear scaling with $U/t$ of the values of the $n_\sigma(k)$ in Figs. 1(a) and 1(b) of Ref. [55] at the $k$ points along the $(0, 0) - (\pi, \pi)$ direction of the 1BZ nearest to that at which $n_\sigma(k) = 1/2$.

A similar behaviour is observed in the Monte-Carlo results for the $n_\sigma(k)$ corresponding to the Hubbard Hamiltonian on a 32-site ring [56] away from half-filling and for $0 \leq U/|t| \leq 7.5$, or, equivalently, $0 \leq U \leq 1.9W$ [57] (see Figs. 1 and 2 herein). We note in passing that the GS momentum-distribution functions depicted in Fig. 1 of Ref. [55] differ considerably from that corresponding to the strong-coupling limit of the Hubbard Hamiltonian. For the latter function, see the expression for $n_k$ in Eq. (5.45) of Ref. [16] and note that $n_k$ is equal to $n_\sigma(k) + n_\sigma(k)$, so that $n_k = 2n_\sigma(k)$, $\forall \sigma$.

Having shown that $\partial \Sigma'_\sigma(k; \varepsilon)/\partial \varepsilon|_{\varepsilon=\varepsilon_0}$, with $k \in \Sigma_\sigma$, does not lead to leading order scale like $U^2$ as $U/t \to 0$, by continuity we have established that for $k$ in a neighbourhood of $\Sigma_{F,\sigma}$ and $z$ in a neighbourhood of $\varepsilon_F$, $\Sigma'_\sigma(k; z; \{[G_{\sigma''}]\})$ differs fundamentally from $\tilde{\Sigma}'_\sigma(k; z; \{[G_{\sigma''}]\})$ in its dependence on $U$. We point out that the conclusion arrived at here contradicts the formal identity in Eq. (3.15), however conforms with the observation based on the results in Eqs. (3.22) and (2.32).

5. The functional dependence of $\Sigma'_\sigma(k; \varepsilon)$ on $U$ revisited

The aim of this section is to uncover the mathematical mechanism to which the deviation of $\Sigma'_\sigma(k; z; \{[G_{\sigma''}]\})$ from $\tilde{\Sigma}'_\sigma(k; z; \{[G_{\sigma''}]\})$, for $k$ in a neighbourhood of $\Sigma_{F,\sigma}$ and $z$ in a neighbourhood of $\varepsilon_F$ as described in Sec. III A 4, can be attributed. Knowledge of this mechanism enables one to infer the forms of the leading-order terms in the asymptotic series expansions [39, 44, 45] of the functions on the LHSs of Eqs. (3.35) and (3.37) for $U/t \to 0$ by reliance on the knowledge provided by the expression in Eq. (3.42).

The functions $\Sigma'_\sigma(k; z; \{[G_{\sigma''}]\})$ and $\Sigma'_\sigma(k; z; \{[G_{\sigma''}]\})$ (to be distinguished from $\Sigma'_\sigma(k; z; \{[G_{\sigma''}]\})$) are formally related through the following functional series expansion:

$$
\Sigma'_\sigma(k; z; \{[G_{\sigma''}]\}) = \Sigma'_\sigma(k; z; \{[G_{\sigma''}]\}) + \sum_{k'\sigma'} \int_{-\infty}^{\infty} d\varepsilon' \delta \Sigma'_\sigma(k; z; \{[G_{\sigma''}]\}) \frac{\delta G_{\sigma'}(k'; \varepsilon')}{\delta G_{\sigma''}(k; \varepsilon')} \left|_{G_{\sigma''} = \{G_{\sigma''}\}} \right( G_{\sigma'}(k'; \varepsilon') - G_{\sigma''}(k'; \varepsilon') \right) + \ldots ,
$$

(3.44)

where, in view of the defining expression in Eq. (A8), the integration with respect to $\varepsilon'$ over $(-\infty, \infty)$ can be deformed into the complex energy plane. We shall return to this possibility later in this section.

Since $\delta G_{\sigma}(k; \varepsilon)/\delta G_{\sigma'}(k'; \varepsilon') = \delta_{\sigma,\sigma'} \delta_{k,k'} \delta(\varepsilon - \varepsilon')$, with $\mathcal{D}_j^\nu$ denoting the $j$th $\nu$th-order skeleton self-energy diagram contributing to $\Sigma'_\sigma$, the second term on the RHS of Eq. (3.44) is associated with $\{ \mathcal{D}_j^\nu \| j, \nu \}$ as follows: for a given $\nu$ and $j$, the total contribution to the second term on the RHS of Eq. (3.44) as arising from $\mathcal{D}_j^\nu$ consists of the superposition of the contributions of all $2\nu - 1$ diagrams deduced from $\mathcal{D}_j^\nu$ by successively replacing a single line in $\mathcal{D}_j^\nu$ representing $G_{\sigma'}$, by a line representing $G_{\sigma'} - G_{\sigma''}$. Prior to the latter replacement, all lines in $\mathcal{D}_j^\nu$

$$
\tilde{G}_{\sigma}(k; z) - G_{\sigma'}(k; z) = G_{\sigma'}(k; z) \tilde{\Sigma}'_\sigma(k; z) (1 - G_{\sigma'}(k; z) \tilde{\Sigma}'_\sigma(k; z))^{-1} G_{\sigma'}(k; z),
$$

(3.45)

from which one deduces that for $k$ sufficiently close to

$\Sigma_{F,\sigma}$ and $\tilde{\Sigma}'_\sigma(k; \mu_{HF}) \neq 0$, one has

$$
\tilde{G}_{\sigma}(k; z) - G_{\sigma'}(k; z) \sim -\tilde{G}_{\sigma}(k; z) - 1/\tilde{\Sigma}'_\sigma(k; \mu_{HF})
$$

as $z \to \mu_{HF}$. (3.46)
The function \(-G_{\sigma}^{wv}\) on the RHS of this expression is to be contrasted with the erroneous expression \(G_{\sigma}^{wv} \Sigma_{\sigma}^{p}(\{G_{\sigma}^{u}\})\) which that the formal geometric series expansion of \((1 - G_{\sigma}^{wv} \Sigma_{\sigma}^{p}(\{G_{\sigma}^{u}\}))^{-1}\) in powers of \(G_{\sigma}^{wv} \Sigma_{\sigma}^{p}(\{G_{\sigma}^{u}\})\) would imply, Eq. (3.45). We remark that the asymptotic expression in Eq. (3.46) equally applies to \(\tilde{G}_{\sigma}(k; z) - \tilde{G}_{\sigma}^{wv}(k; z)\), with \(\tilde{G}_{\sigma}\) denoting the function defined in Eq. (3.32), provided that \(\Sigma_{\sigma}^{p}(k; \mu^{wv})\) be replaced by \(\Sigma_{\sigma}^{p}(k; \mu^{wv}; \{G_{\sigma}^{wv}\})\).

Since the functional derivatives on the RHS of Eq. (3.44) (of which only one is shown explicitly) are evaluated in terms of \(\{G_{\sigma}^{wv}\}\), in the asymptotic region \(U/t \to 0\) they qualitatively behave similarly to what one would expect from the self-energy as calculated within the framework of the many-body perturbation theory in terms of \(\{G_{\sigma}^{wv}\}\). Likewise, the skeleton self-energy diagrams constitute a subset of the direct-proper self-energy diagrams. In particular, for \(U/t \to 0\) leading order these derivatives scale like \(U^{2}\) (see later). On the basis of this observation and of the asymptotic expression in Eq. (3.46), we conclude that for \(k\) in a neighbourhood of \(S_{\sigma}^{wv}\) (cf. Eq. (2.41)) and \(z\) in a neighbourhood of \(\varepsilon_{\sigma}^{wv}\) (cf. Eq. (2.29)) the leading-order term in the asymptotic series expansion of the difference \(\Sigma_{\sigma}^{p}(k; z; \{G_{\sigma}^{u}\}) - \Sigma_{\sigma}^{p}(k; z; \{G_{\sigma}^{wv}\})\), for \(U/t \to 0\), can scale only like \(U^{2}\), instead of \(U^{4}\), and even like a function which is more dominant than \(U^{2}\). In this connection, and with reference to appendix B, we note that on denoting the integrand of the integral with respect to \(\varepsilon\) on the RHS of the expression in Eq. (3.44) by \(f(\varepsilon)\), this integral can be expressed as a contour integral of \(f(z)\) (cf. Eq. (A8)) over \(\varepsilon(\mu^{wv})\) combined with an integral of \(f(\varepsilon + i0^{+}) - f(\varepsilon - i0^{+})\) over \(\varepsilon(\mu^{wv})\), where \(\mu\) is the exact chemical potential.

We have thus established the mathematical mechanism that underlies the specific form of the dependence of \(\Sigma_{\sigma}^{p}(k; z)\) on \(U\) in the asymptotic region \(U/t \to 0\), observed in Sec. III A 4, for \(k\) and \(z\) in a neighbourhood of respectively \(S_{\sigma}^{p}\) and \(\varepsilon_{\sigma}\).

Evidently, the equality in Eq. (3.44) applies order-by-order, that is it applies for the explicit \(\tilde{\Sigma}_{\sigma}^{p}\) on both sides being replaced by \(\tilde{\Sigma}_{\sigma}^{p}(\nu \geq 1)\). Since a \(\nu\)-th order skeleton self-energy diagram consists of \(2\nu - 1\) distinct Green-function lines, it follows that for any finite \(\nu\) the functional series expansion for \(\tilde{\Sigma}_{\sigma}^{p}(\nu \geq 1)(\{G_{\sigma}^{u}\})\) around \(\{G_{\sigma}^{wv}\}\) is terminating; terms corresponding to the \(2\nu\)-th and higher-order functional derivatives of \(\tilde{\Sigma}_{\sigma}^{p}([G_{\sigma}^{\nu}]\) are all identically vanishing. Restricting oneself to the case of \(\nu = 2\), up to a constant \(-\tilde{\Sigma}_{\sigma}^{p}(\{G_{\sigma}^{wv}\})\) on the RHS of the relevant expression can be replaced by \(\tilde{\Sigma}_{\sigma}^{p}(\{G_{\sigma}^{wv}\})\). On account of the asymptotic expression in Eq. (3.46) and the subsequent remarks, it follows that aside from the last-mentioned constant, for \(U/t \to 0\) the deviation of \(\tilde{\Sigma}_{\sigma}^{p}(k; z; \{G_{\sigma}^{u}\})\) from \(\tilde{\Sigma}_{\sigma}^{p}(k; z; \{G_{\sigma}^{wv}\})\) is more dominant than \(U^{2}\) for \(k\) and \(z\) in a neighbourhood of respectively \(S_{\sigma}^{p}\) and \(\varepsilon_{\sigma}\).

By the reasoning of the last but two paragraph, one would be tempted to suppose that in principle an infinity of terms on the RHS of Eq. (3.44), denoted by the ellipsis, would contribute to the leading term in the asymptotic series expansion of \(\Sigma_{\sigma}^{p}(k; z; \{G_{\sigma}^{u}\})\) for \(U/t \to 0\). The details of the previous paragraph reveal however that the coefficient of the term on the RHS of Eq. (3.44) associated with, symbolically, \(G_{\sigma}^{u} - G_{\sigma}^{wv}\), and as arising from the contribution of \(\tilde{\Sigma}_{\sigma}^{p}(\nu \geq 1)\) to \(\Sigma_{\sigma}^{p}\), is identically vanishing for \(p > 2\nu - 1\), whereby, owing to the direct proportionality of the \(p\)th functional derivative of \(\tilde{\Sigma}_{\sigma}^{p}([G_{\sigma}^{\nu}]\) around \(\{G_{\sigma}^{wv}\}\) with \(U^{p}\), for \(\nu = 2\) only three terms (corresponding to \(p = 1, 2, 3\)) on the RHS of Eq. (3.44) (excluding the first term whose leading-order contribution scales like \(U^{2}\)) contribute to the sought-after leading-order asymptotic contribution to \(\Sigma_{\sigma}^{p}(\{G_{\sigma}^{u}\})\) for \(U/t \to 0\). Thus, while the functional form of the latter leading-order asymptotic contribution in its dependence on \(U\) is deducible from the second term on the RHS of Eq. (3.44), with the \(\Sigma_{\sigma}^{p}(\{G_{\sigma}^{u}\})\) herein replaced by \(\Sigma_{\sigma}^{p}(\{G_{\sigma}^{wv}\})\), calculation of the exact coefficient of this leading-order asymptotic contribution requires also the third and fourth terms on the RHS of Eq. (3.44), involving respectively the second and third functional derivatives of \(\tilde{\Sigma}_{\sigma}^{p}(\nu \geq 1)\) at \(\{G_{\sigma}^{wv}\}\) to be taken into account. For a comparable, but not identical, correspondence between the coefficients of the asymptotic series of \(\Sigma_{\sigma}(k; z)\) in terms of the asymptotic sequence \(\{1, 1/z, 1/z^{2}, \ldots \}\) [44, 45], corresponding to \(|z| \to \infty\), and the coefficients of a similar series pertaining to \(\tilde{\Sigma}_{\sigma}^{p}(\nu \geq 1)\), the reader is referred to Sec. B.7 of Ref. [10].

6. Summary

Summarizing, we have rigorously established that the Fermi surface as calculated on the basis of \(\Sigma_{\sigma}^{p}(\{G_{\sigma}^{wv}\})\) suffers from the fundamental deficiency that the number of the \(k\) points enclosed by it, that is \(N_{\sigma}^{p}\), deviates from \(N_{\sigma}\), in violation of the Luttinger theorem. This Fermi surface can therefore not appropriately approximate the exact Fermi surface, for which the Luttinger theorem [7-11] is well satisfied. With reference to the equality in Eq. (3.30) and assuming that \(\{G_{\sigma}\}\) are at hand, this is not the case for the Fermi surface calculated on the basis of \(\Sigma_{\sigma}^{p}(\{G_{\sigma}^{wv}\})\). Similarly for the Fermi surface calculated on the basis of \(\Sigma_{\sigma}^{p}(\{G_{\sigma}^{u}\})\), with \(G_{\sigma}^{u}\) determined in terms of \(G_{\sigma}^{wv}\) and \(\Sigma_{\sigma}^{p}(\{G_{\sigma}^{wv}\})\), where \(G_{\sigma}^{wv}\) self-consistently corresponds to the single-particle energy dispersion \(\varepsilon_{k} + h\Sigma_{\sigma}^{wv}(k; \{G_{\sigma}^{wv}\}, \sigma)\), Eqs. (3.32) and (3.36). On the basis of the fact that the next-to-leading-order term in the formal asymptotic series expansion of \(\varepsilon_{k}(k\) for \(U/t \to 0\) in terms of the asymptotic se-
quence \{1, U, U^2, \ldots\} [44, 45] is divergent for \(k\) approaching the underlying Fermi surface [49, 50], on general grounds (appendix C) we have demonstrated that the leading-order term in the asymptotic series expansion of \(\bar{\Sigma}_\sigma(k; z; \{G_{\sigma'}\})\) \((\bar{\Sigma}_\sigma^{(2)}(k; z; \{G_{\sigma'}\}))\) in the region \(U/t \to 0\) is more dominant than that of \(\bar{\Sigma}_\sigma(k; z; \{G_{\sigma'}^{(MF)}\})\) \((\bar{\Sigma}_\sigma^{(2)}(k; z; \{G_{\sigma'}^{(MF)}\}))\) for \(k\) and \(z\) in a neighbourhood of respectively Fermi surface and Fermi energy. The latter term scales like \(U^2\) and the former term like \(U^n \ln^2(t/|U|)\), where \(1 \leq \alpha \leq 2\) and \(\gamma \geq 0\), excluding the possibilities \(\alpha = 0\), \(\gamma > 0\), and \(\alpha = 2\), \(\gamma = 0\), appendix C. Already this observation establishes that in calculating the deviation of \(S_{\gamma,\sigma}^{(2)}\) from \(S_{\gamma,\sigma}^{(MF)}\) in terms of \(\bar{\Sigma}_\sigma^{(2)}(\{G_{\sigma'}^{(MF)}\})\) in the region \(U/t \to 0\), one in fact neglects the leading asymptotic contribution corresponding to \(\bar{\Sigma}_\sigma^{(2)}(\{G_{\sigma'}\})\), which is missing in \(\bar{\Sigma}_\sigma^{(2)}(\{G_{\sigma'}^{(MF)}\})\). We have described the reason for this shortcoming in the paragraph following that containing Eq. (3.16), p. 13.

**B. Analysis**

1. **Overview**

In Refs. [32, 33] the exact self-energy \(\Sigma\alpha,\sigma(k;\sigma;\epsilon);\epsilon)\) in the expressions on the RHSs of Eqs. (3.8) and (3.14) is substituted by (Sec. III A 2)

\[
\Sigma^{(2)}(k;\sigma;\epsilon) = \Sigma^{(2)}(k;\sigma;\epsilon;\{G^{(0)}\}),
\]

resulting in the following equalities, purported to be exact (in the absolute sense) to order \(U^2\):

\[
\delta \Sigma^{(2)}(k;\sigma;\epsilon) = \frac{\delta \epsilon^{(2)}}{a^{(2)}(\sigma)}.
\]

(3.48)

The equality in Eq. (3.48) directly coincides with that in Eq. (9) of Ref. [33]. Making use of \(d(f(x)) = \delta(x) f'(0)\) for \(f(0) = 0\), \(f'(0) > 0\) and \(f(x) \neq 0\) outside \(x = 0\) in the interval of interest (recall the assumed convexity of the underlying Fermi sea, p. 11), from the expression in Eq. (3.49) one recovers that in Eq. (8) of Ref. [33]. For clarity, since for paramagnetic uniform metallic GSSs one has \(\Sigma^{(2)}(k;\sigma;\epsilon)\) identical to its non-interacting counterpart \(a^{(2)}(\sigma)\), similar to \(k^{(2)}(\sigma)\) for which one has \(k^{(2)}(\sigma) \equiv \Sigma^{(2)}(k;\sigma;\epsilon)\). With reference to the remarks following Eq. (3.14), note that also the \(\delta \Sigma^{(2)}(k;\sigma,\epsilon)\) determined on the basis of the expressions in Eqs. (3.48) and (3.49) is invariant under a constant shift, independent of \(\epsilon\), in \(\Sigma^{(2)}(k;\sigma;\epsilon)\). Thus, using these expressions, the contribution of the second-order non-skeleton self-energy diagram, an anomalous diagram [7, 41, 42], can be discarded, it being independent of \(k\), and thus of \(\epsilon\).

We note that use of the arguments \(k^{(0)}(\sigma) \equiv k^{(0)}(\sigma)\) and \(\epsilon^{(0)}\) in Refs. [32, 33] (see above), and \(\epsilon^{(0)}\epsilon\) in Ref. [34], instead of \(k^{(0)}(\sigma)\) and \(\epsilon\), respectively, is in conformity with the use of the second-order expansion of the exact \(\Sigma^{(2)}(k;\epsilon)\) in powers of \(U\). The adopted approximations in Refs. [32-34] would have indeed been consistent with the intended exact determination of \(\delta \Sigma^{(2)}(k;\sigma,\epsilon)\) to order \(U^2\), were it not for the fact that \(\Sigma^{(2)}(k;\epsilon)\) is specifically for \(k \in S_{\gamma,\sigma}^{(2)}\) and \(\epsilon = \epsilon^{(0)}\) fundamentally deficient, as summarized above.

We should emphasize that replacing \(k^{(0)}(\sigma)\) for \(k^{(0)}(\sigma)\) is based on the assumption that \(\Sigma^{(2)}(k;\sigma,\epsilon)\) is a continuously differentiable function of \(k\) in a neighbourhood of \(k = k^{(0)}(\sigma)\), and replacing e.g. \(\epsilon^{(0)}\) for \(\epsilon\) is based on the assumption that \(\Sigma^{(2)}(k;\sigma,\epsilon)\) is a continuously differentiable function of \(\epsilon\) in a neighbourhood of \(\epsilon = \epsilon^{(0)}\). Both of these assumptions are by definition applicable to conventional Fermi liquids [1, 23]. As regards the latter, with reference to the equality in Eq. (3.41) one observes that this assumption is in the cases in which \(Z_\sigma(k;\epsilon) = 0\) (see Secs II C 2, IV A and IV B). Barring the possible van Hove points of \(\epsilon\) on \(S_{\gamma,\sigma}\), Sec. IV B, it is not expected that for \(d > 1\), \(Z_\sigma(k)\) may be vanishing for any \(k \in S_{\gamma,\sigma}\) in the region \(U/t \to 0\). It should be realized that in the event of \(\alpha = 1\) in the asymptotic expression in Eq. (3.42) (in which case necessarily \(\gamma = 0\) – see the remark following Eq. (3.43)), for \(U/t \to 0\) to leading order the deviation of \(\Sigma^{(2)}(k;\epsilon)\) from \(\Sigma^{(2)}(k;\epsilon)\) scales like \(U^2\), since \(\epsilon^{(0)} - \epsilon^{(0)} = O(U)\).

As an aside, the contribution of the second-order anomalous self-energy diagram is determined in terms of a Fermi-surface average [41, p. 44],[42, p. 166]. This specific aspect is apparent in the expression on the RHS of Eq. (3.49). Further, for the direct calculation of the ‘anomalous’ part of \(\Sigma^{(2)}(k;\sigma;\epsilon)\), one formally has to employ the finite-temperature many-body formalism [19, Ch. 7] and effect the zero-temperature limit after having effected the thermodynamic limit [7, 41] [42, [3,3] on the zero-temperature limit, the first loop from below in Fig. 2b of Ref. [33] gives rise to a \(\delta\)-function contribution, this on account of the expression in Eq. (26) of Ref. [41], as well as that in Eq. (81) of Ref. [7], which is to be contrasted with the subsequent expression, in Eq. (82)). For the calculation of the ‘anomalous’ part of \(\Sigma^{(2)}(k;\sigma;\epsilon)\) under a specific condition, see Sec. III B.2.

For the accuracy of prescription, in Ref. [32] no explicit appeal can be traced to an expression similar to that in Eq. (3.49). However, on account of the statement following Eq. (2) in this reference, namely that “the chemical potential \(\mu(U)\) is determined by fixing the number of electrons to \(N\), independently of \(U\), and the fact that the constant \(\mu_2\) (the coefficient of \(U^2\) in the expansion \(\mu = \mu_0 + \mu_1 U + \mu_2 U^2 + \ldots\))’ featuring in Eq. (4) of
Ref. [32], is the equivalent of the constant $\delta \varepsilon^H_F$ on the RHS of Eq. (3.48), we conclude that the calculations in Ref. [32] must have relied on an expression similar to that in Eq. (3.49). This view is supported by the fact that in Ref. [32], as in Ref. [34], no reference has been made to the contribution of the above-mentioned second-order non-skeleton, anomalous, self-energy diagram.

The considerations in Sec. III A have made explicit that the expressions in Eqs. (3.48) and (3.49) are deficient on two essential grounds. Firstly, in contrast to $\tilde{\Sigma}^{(2)}_\sigma([G^\sigma_\sigma])$ and $\tilde{\Sigma}^{(2)}_\sigma([G^\sigma_\sigma_\sigma])$, where $G^\sigma_\sigma$ may be one of the two functions defined in Eqs. (3.32) and (3.33), $\tilde{\Sigma}^{(2)}_\sigma([G^H^\sigma\sigma])$ misses out a term that is more dominant than $U^2$ in the asymptotic region $U/t \to 0$. Secondly, a specific quantity, expressed in terms of $\tilde{\Sigma}^{(2)}_\sigma([G^\sigma_\sigma])$ and the function $G^\sigma_\sigma$ defined in Eq. (3.32), fails to satisfy the Luttinger-Ward identity, Eq. (3.37). In contrast, the same quantity expressed in terms of $\tilde{\Sigma}^{(2)}_\sigma([G^\sigma_\sigma_\sigma])$ and $G^\sigma_\sigma$ does satisfy the Luttinger-Ward identity, Eq. (3.36), similarly to the case of the latter quantity being ideally expressed in terms of $\tilde{\Sigma}^{(2)}_\sigma([G^\sigma_\sigma])$ and $G^\sigma_\sigma$, Eq. (3.30). Consequently, the Fermi surface defined as the locus of the $k$ points at which $1/G^\sigma_\sigma(k;\mu^H) = 0$ (see Sec. III B 2), with $G^\sigma_\sigma$ defined according to the expression in Eq. (3.32) in terms of the $G^\sigma_\sigma$ presented in Eq. (3.39), cannot satisfy the Luttinger theorem. While naively one might expect that the deviation of the relevant $N_{l,\sigma}/N_\sigma$ from $n_\sigma \equiv N_\sigma/N_s$, Eqs. (1.2) and (2.75), scaled like $U^2$ in the region $U/t \to 0$, we have rigorously shown that in the latter region this deviation scales even more dominantly than $U^2$. For some relevant additional details, see Sec. II B 2 and appendix B.

In Ref. [34], the exact self-energy $\Sigma^{\prime}_\sigma(k_F;\varphi;\varepsilon_F)$ is substituted by $\Sigma^{(2)}_\sigma(k_F;\varphi;\varepsilon_F^H;[G^H_\sigma])$, taking in addition no account of the anomalous second-order self-energy diagram [58], which is to say that the self-energy as employed in Ref. [34] coincides with $\Sigma^{(2)}_\sigma(k_F;\varphi;\varepsilon_F^H;[G^H_\sigma])$. In contrast to the approaches in Refs. [32, 33], the approach in Ref. [34] implicitly relies on the assumption of the validity of the Luttinger theorem in the framework of the second-order perturbation expansion of the self-energy in powers of $U/t$ and thereby avoids use of the expression in Eq. (3.14), or that in Eq. (3.49). It further avoids use of the expression in Eq. (3.8), or that in Eq. (3.48), by considering $\delta k^H_F(\varphi)$ as being “caused by the energy shift resulting from $\text{Re} \Sigma^H_k(0)$”. With reference to the exact identity in Eq. (3.18), we conclude that the $\delta k^H_F(\varphi)$ as calculated in Ref. [34] corresponds to the expression in Eq. (3.48) in which $\delta \varepsilon^H_F$ is identified with zero. Thus, the working assumption in Ref. [34] may be identified as consisting of the exact equality of the $\delta \varepsilon^H_F$ as calculated according to the expression in Eq. (3.49), in terms of $\Sigma^{(2)}_\sigma(k_F;\varphi;\varepsilon_F^H;[G^H_\sigma])$, with the contribution of the second-order non-skeleton self-energy diagram. Leaving aside these details, the exact identity in Eq. (3.18) implies that insofar as the self-energy is concerned, the work in Ref. [34] stands on the same footing as, but without being necessarily equivalent to, the works in Refs. [32, 33].

The function $\delta k^H_F(\varphi)/U^2$, corresponding to a number of different site-occupation numbers, $n = 2n_\sigma, \forall \sigma$, and calculated on the basis of the expressions in Eqs. (3.48) and (3.49), is presented in Fig. 2 of Ref. [32], in Figs. 2 and 3 of Ref. [33]. The same function as calculated by directly solving the equation for the Fermi surface (see the previous paragraph) is presented in Figs. 6 and 8 of Ref. [34]. These numerical results, if exact to order $U^2$, would have implied that any $U > 0$, no matter how small, would result in the violation of the relationship in Eq. (2.41).

2. An illustrative calculation

In the light of the above observations, it is instructive to consider calculation of the Fermi surface associated with the total self-energy $\Sigma^{\prime}_\sigma([G^H_\sigma]) + \Sigma^{(2)}_\sigma([G^H_\sigma])$. From the second equality in Eq. (2.75), one has

$$N_{l,\sigma} = \sum_k \Theta(\varepsilon^H_F - [\varepsilon_k + h\Sigma^H_\sigma(k;[G^H_\sigma])]) + h\Sigma^{(2)}_\sigma(k;\varepsilon^H_F;[G^H_\sigma]),$$

(3.50)

where the argument of the $\Theta$ function is the inverse of the Green function $G'_\sigma(k;\varepsilon)$, defined in Eq. (3.32), at $\varepsilon = \varepsilon^H_F$. The reason underlying this choice for $\varepsilon$ (whereby the counterpart of the constant $\delta \varepsilon^H_F$, Eq. (3.5), in the context of the present consideration is identified with zero) is the identity in Eq. (3.20); in a neighbourhood of $\varepsilon^H$, only at $\varepsilon = \varepsilon^H_F$ can $G'_\sigma(k;\varepsilon)$ be unbounded, or if $G'_\sigma(k;\varepsilon)$ be vanishing. This choice for $\varepsilon$ and the choice of the contour $\mathcal{C}(\mu^H)$ in the expression in Eq. (3.37) are inextricably connected. This is readily verified by considering the equalities in Eqs. (3.25), (3.26) and (3.27).

With reference to the expressions in Eqs. (2.71), (2.75) and (3.50), within the framework of the second-order perturbation theory for the self-energy in terms of $\{G^H_\sigma||\sigma\}$, the Fermi surface corresponding to particles with spin index $\sigma$, to be denoted by $S^{(2)}_{l,\sigma}$, consists of the set of solutions of the following equation:

$$\varepsilon_k + h\Sigma^H_\sigma(k;[G^H_\sigma]) + h\Sigma^{(2)}_\sigma(k;\varepsilon^H_F;[G^H_\sigma]) = \varepsilon^H_F.$$  

(3.51)
Below we consider the case where \( h\Sigma^{\text{HF}}(\mathbf{k}; \{G^{\text{MF}}_{\sigma}\}) \equiv U n_\sigma \), Eq. (2.24), independent of \( \mathbf{k} \). Further, in the following \( k_{F,\sigma} \) will denote a general point on \( S^{(2)}_{F,\sigma} \). Thus, along the same lines as in Sec. IIIA (making use of in particular the equality in Eq. (3.2)), from the equality in Eq. (3.51) one obtains the following expression for \( \delta k^{\text{HF}}_{F,\sigma}(\varphi) \), which is exact (from the perspective of Eq. (3.51)) to order \( U^2 \):

\[
\delta k^{\text{HF}}_{F,\sigma}(\varphi) = -\frac{h\Sigma^{\text{HF}}_{\sigma}(k_{F,\sigma}(\varphi); \{G^{\text{MF}}_{\sigma}\})}{a^{\text{HF}}_{\sigma}(\varphi)}. 
\]  

(3.52)

This expression is to be contrasted with that in Eq. (3.48), taking into account the exact identity in Eq. (3.18) (see Eq. (3.47)) (see the remark in the previous paragraph concerning the constant \( \delta F^{\text{HF}}_{\sigma} \)). On account of the considerations of Sec. III A 3, unless the self-energy in the case of the adopted perturbation expansion. Quantitatively, to leading order in the equality in Eq. (3.37) scales to leading order like \( U^2 \) for \( U/t \to \infty \), the exact \( \Sigma^{(2a)}_{\sigma} \) can be calculated as follows.

\[
\hbar \Sigma^{(2a)}_{\sigma} = \frac{n^{(2)}_{\sigma} - \Omega_{\text{1BZ}}^{-1} \int_0^{2\pi} d\varphi k_{F,\sigma}(\varphi) h\Sigma^{(2a)}_{\sigma}(k_{F,\sigma}(\varphi); \{G^{\text{MF}}_{\sigma}\}) / a^{\text{MF}}_{\sigma}(\varphi)}{\Omega_{\text{1BZ}}^{-1} \int_0^{2\pi} d\varphi k_{F,\sigma}(\varphi) / a^{\text{HF}}_{\sigma}(\varphi)}. 
\]  

(3.58)

For \( n^{(2)}_{\sigma} = 0 \), the pair of expressions in Eqs. (3.52) and (3.58) yield exactly the same \( \delta k^{\text{HF}}_{F,\sigma}(\varphi), \forall \varphi \), as the pair of expressions in Eqs. (3.48) and (3.49).

C. Discussion

We have demonstrated that within the framework of the non-self-consistent perturbation theory for the self-energy of a metallic GS, in terms of the single-particle Green functions \( \{G^{\text{MF}}_{\sigma} \| \sigma \} \) of a mean-field Hamiltonian, the Luttinger theorem is violated to at least the order of the adopted perturbation expansion. Quantitatively, in the case of the \( N \)-particle uniform metallic GS of the Hubbard Hamiltonian, the deviation of \( N_{L,\sigma}/N_s \) (the ratio of the number of the \( \mathbf{k} \) points comprising the interior of the underlying Fermi sea corresponding to particles with spin index \( \sigma \), to the number of lattice sites) from \( n_{\sigma} \equiv N_\sigma/N_s \) scales at least like \( U^{\nu} \) as \( U/t \to 0 \). Where \( \nu \geq 2 \) is the order of the adopted perturbation series for the self-energy (the exclusion of \( \nu = 1 \) is due to the constancy of the self-energy at this order with respect to variations of \( \varepsilon \), whereby the Luttinger-Ward identity is trivially satisfied). It follows that the Fermi surfaces \( \{S_{F,\sigma} \| \sigma \} \) of an \( N \)-particle metallic GS cannot be calculated exactly to \( \nu \)th order in the coupling constant of interaction on the basis of a non-self-consistently-calculated self-energy to \( \nu \)th order. In fact, as a result...
of this systematic violation of the Luttinger theorem, a non-self-consistently-calculated self-energy fails to capture the non-analytic dependence of the exact self-energy \( \Sigma_\sigma(k; \varepsilon) \) on the coupling-constant of interaction for \( k \) and \( \varepsilon \) is a neighbourhood of respectively the Fermi surface and the Fermi energy.

On the basis of the above observations, we have shown that the extant non-self-consistent second-order calculations [32–34], purporting to show \( S_{\nu,\sigma} \subseteq S_{\nu,\sigma}^{HF} \), are fundamentally deficient, as they fail to take full account of the leading-order contributions to the Fermi surface geometry to order \( U^2 \). Therefore, results of these calculations do not constitute evidence against the validity of the relationship \( S_{\nu,\sigma} \subseteq S_{\nu,\sigma}^{HF} \), Eq. (2.41).

Neglecting the above rigorous conclusion, the fact that the calculated \( \delta k_{\nu,\sigma}^{HF}(\varphi)/U^2 \) are very small, at the largest close to 0.001 for \( n = 0.97 \) and \( \varphi = 0 \) [33] (0.001\( U^2 \) is to be compared with \( \pi \), for the lattice constant \( a = 1 \), which is approximately the value of \( k_{\nu,\sigma}^{HF}(\varphi = 0) \) corresponding to \( n \approx 1 \)) should give one pause in declaring \( S_{\nu,\sigma} \subseteq S_{\nu,\sigma}^{HF} \) as inexact.

In his section we have emphasised the significance of self-consistency to the calculation of in particular Fermi surface \( S_{\nu,\sigma} \) (insofar as second-order perturbation theory is concerned, see Eqs. (3.32), (3.33) and the subsequent specifications; see also the closing part of the present section, p. 24). The calculations reported in Refs. [32–35] are non-self-consistent. Nojiri [59] has performed a self-consistent calculation of \( \Sigma_\sigma^{(2)}(k; \varepsilon) \) and on the basis of this calculation has deduced \( \delta k_{\nu,\sigma}^{HF}(\varphi) \neq 0 \) (see Figs. 6 and 7 in Ref. [59]). Three main remarks concerning the latter and other relevant observations by Nojiri [59] are in order.

First, in contrast to the calculations in Refs. [32–34] in which \( \delta k_{\nu,\sigma}^{HF}(\varphi)/U^2 \) is by design fully independent of \( U \), owing to self-consistency and the attendant proliferation of infinite powers of \( U \) in the calculated second-order self-energy, the \( \delta k_{\nu,\sigma}^{HF}(\varphi)/U^2 \) in Ref. [59] cannot be identified with the expansion coefficient of \( U^2 \) in the series expansion of \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) in powers of \( U \) (for the sake of argument, here we disregard the fact that, as we have discussed above, the leading-order term in the asymptotic series expansion of \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) for \( U/t \rightarrow 0 \) is more dominant than \( U^2 \)). To demonstrate the deviation of this coefficient from zero, Nojiri must have performed a scaling analysis whereby to isolate the true coefficient of \( U^2 \) in the expansion of \( \delta k_{\nu,\sigma}^{HF}(\varphi) \). The significance of such analysis is best appreciated by the fact that the numerical results presented in Ref. [59] correspond to \( U/t = 4 \); it is out of the question that the \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) corresponding to such a relatively large value of \( U/t \) (in comparison with the bandwidth \( W \), for which in the present case one has \( W/t = 8 \)) can in its entirety be attributed to the leading-order contribution to the exact \( \delta k_{\nu,\sigma}^{HF}(\varphi) \).

In the connection, since the calculations underlyings this \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) entirely neglect \( \Sigma_\sigma^{(2)}(k; \varepsilon) - \Sigma_\sigma^{(2)}(k; \varepsilon) \), a higher than second-order contribution to the calculated \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) is in principle spurious (see also the following paragraph). In spite of these facts, it is interesting to note that by dividing the data displayed in Figs. 6 and 7 of Ref. [59] by \( U^2 \) (i.e. by 16), one observes that the results are uniformly by a factor of nearly 2 smaller than their counterparts as presented in Refs. [32–34]. Related to this, a recent variational study by Bünemann, Schickling and Gebbard [60] of the Fermi surface of the Hubbard model reveals a noticeably smaller \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) than reported in Ref. [33]. For clarity, on dividing by \( (U/t)^2 \) the \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) corresponding to different values of \( U/t \) in the inset of Fig. 4 of Ref. [60] (which correspond to the total band filling \( n = 0.9 \)), one observes that to a good approximation all curves collapse into a single universal curve. On account of this observation, one may divide by \( (U/t)^2 \) the \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) displayed in Fig. 4 of Ref. [60] (corresponding to \( U/t = 10 \)) and compare the results with those in Fig. 3 of Ref. [33]. For \( n = 0.9 \) (0.8) and \( t = 1 \), the \( \delta k_{\nu,\sigma}^{HF}(\varphi)/U^2 \) at \( \varphi = 0 \) in the former figure is approximately equal to 0.0006 (0.0001), while in the latter figure it is approximately equal to 0.0008 (0.0005). It is also interesting to note that the Fermi surface inferred from the quantum-Monte-Carlo results by Moreo et al. [61], pertaining to the Hubbard Hamiltonian on a \( 16 \times 16 \) square lattice, with \( U/t = 4 \) (at \( k_B T = t/6 \) and for \( n_\sigma = n_\sigma = 0.435 \)), almost identically coincides with \( S_{\nu,\sigma}^{HF} = S_{\nu,\sigma}^{HF} \).

Interestingly, Nojiri [59] presents the calculated value of \( 1/Z_{k_B \sigma} \), denoted by \( \gamma_\sigma \) [59, Eq. (3.9)], corresponding to \( t = 1 \) and \( U = 4 \), as function of the band filling \( n \) in two different directions of the 1BZ, namely the direction \((0,0) - (0,\pi)\), \( \varphi = 90^\circ \), and the direction \((0,0) - (\pi,\pi)\), \( \varphi = 45^\circ \) [59, Fig. 8]. From the data in the latter figure, one observes that \( 1/Z_{k_B \sigma} = 1 \) along both directions of the 1BZ are increasing functions of \( n \) and specifically for \( n \) approaching unity it is of the order of unity, implying that the calculations reported in Ref. [59] indeed do not correspond to a weakly-correlated \( N \)-particle GS of the Hubbard Hamiltonian. It is noteworthy that the way in which the \( \gamma_\omega(\varphi) \) corresponding to \( \varphi = 90^\circ \) exceeds the \( \gamma_\omega(\varphi) \) corresponding to \( \varphi = 45^\circ \) for \( n \) approaching unity, directly correlates with the magnitudes of \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) corresponding to \( \varphi = 90^\circ \) (which is equivalent to \( \varphi = 0 \)) and \( \varphi = 45^\circ \) [59, Fig. 7].

Second, the expression for \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) as adopted in Ref. [59] coincides with that in Eq. (9) of Ref. [33] (our Eq. (3.48)), which is in principle suited for calculating \( \delta k_{\nu,\sigma}^{HF}(\varphi) \) to exactly second-order in \( U \) (for the deficiency of Eq. (3.48) in non-self-consistent calculations, see Sections III.B.1 and III.B.2). It is not suited for the calculations in Ref. [59], where \( U/t = 4 \); for such a relatively large value of \( U/t \), the neglect of \( \delta k_{\nu,\sigma}^{HF}(\varphi) \), Eq. (3.7), which in non-self-consistent calculations scales to leading order like \( U^2 \), is not warranted; Nojiri [59] must instead have employed the expression in Eq. (3.8) in conjunction with that in Eq. (3.14).

Third, and last, the Fourier transforms (from the time to the frequency-domain, and vice versa) underlying the calculations reported in Ref. [59] have been carried out
by means of the method of Fast Fourier Transformation (FFT) [62]. In Ref. [10, §6.3] we have shown the way in which a finite energy cut-off in similar calculations gives rise to violation of the exact property in Eq. (3.23) and consequently to violation of the Luttinger theorem. What is noticeable in Ref. [59], and many similar publications, is the explicit use of the function $Re\{\Sigma_\sigma(k;\varepsilon_f)\}$ (the function “$Re\Sigma_{kF}(0)$” in the notation of Ref. [59]) where $\Sigma_\sigma(k;\varepsilon_f)$ would suffice. This suggests that in these calculations the imaginary part of the expression in Eq. (3.39) gives rise to violation of the exact property in the direction of $k$ and $\varepsilon_f$, where $\omega_c/t = 512 \times 0.06 = 30.72$ [59], to be contrasted with $W/t = 8$, or $U/t = 4$.

We conclude that the extent numerical results concerning $\Sigma_{kF,\sigma}(\varepsilon)$ are deficient and thus not capable of negating the validity of the expression in Eq. (2.41).

In closing, we shed some additional light on the main aspects discussed in this section, Sec. III, by considering a perturbation expansion in terms of the mean-field Green functions $\{\tilde{G}_\sigma\ | \sigma\}$, where

$$\tilde{G}_\sigma^\text{MF}(k;\varepsilon_f) = \frac{\hbar}{z - [\varepsilon_k + \hbar \Sigma_\sigma(k;\varepsilon_f)]},$$

(3.59)

in which the real-valued function $\Sigma_\sigma(k;\varepsilon_f)$ is the exact self-energy $\tilde{\Sigma}_\sigma(k;\varepsilon_f)$ evaluated at the exact Fermi energy $\varepsilon_f$. One can convince oneself that the following considerations equally apply when $\tilde{\Sigma}_\sigma(k;\varepsilon_f)$ is substituted by its self-consistently-calculated counterpart (to any arbitrary order in the coupling constant of the interaction potential) and $\varepsilon_f$ by the self-consistent value for the Fermi energy that conforms with the requirement of the Luttinger theorem [10].

The expressions in Eqs. (2.34) and (2.36) signify the fundamental difference between the mean-field Green function in Eq. (3.59) and that in Eq. (3.39). The function in Eq. (3.59) also differs from the Green function encountered in Ref. [7, p. 1425] (see Table I in Ref. [10] for the relevant notational conventions), defined in terms of $\Sigma_\sigma(k_{F\sigma};\varepsilon_f)$, where $k_{F\sigma}$ denotes the Fermi wave vector in the direction of $k$, and explicitly referred to in Ref. [53, p. 1322]. The function in Eq. (3.59) is more general than the latter Green function the results corresponding to which we shall also discuss below. With reference to the result in Eq. (2.36), we note that the function $G^\text{MF}_\sigma(k;\varepsilon_f)$ defined in terms of $\Sigma_\sigma(k_{F\sigma};\varepsilon_f)$ in Eq. (3.39) on replacing the $\{G^\text{MF}_\sigma\}$ on the RHS of this equation by $\{G^\text{MF}_\sigma\}$ (see however Eq. (2.24)). We note in passing that for a general Fermi sea, there can be more than one Fermi wave vector in the direction of $k$, a possibility that we neglect here for transparency (this neglect amounts to assuming the underlying Fermi sea to be convex, Sec. III, p. 11).

For the Green function $G^\text{MF}_\sigma$ in Eq. (3.59), from the Dyson equation one has

$$\tilde{G}_\sigma(k;\varepsilon_f) = (1 - \tilde{G}_\sigma^\text{MF}(k;\varepsilon_f)[\hbar \tilde{\Sigma}_\sigma(k;\varepsilon_f) - \hbar \tilde{\Sigma}_\sigma(k;\varepsilon_f)])^{-1}\tilde{G}_\sigma^\text{MF}(k;\varepsilon_f).$$

(3.60)

For $\varepsilon_f \to \varepsilon_f$ one can employ the following general equality (cf. Eq. (3.41)) [23]

$$\hbar \tilde{\Sigma}_\sigma(k;\varepsilon_f) - \hbar \tilde{\Sigma}_\sigma(k;\varepsilon_f) = \left(1 - \frac{1}{Z_\sigma(k)}\right)(\varepsilon_f - \varepsilon_f) + o(\varepsilon_f - \varepsilon_f), \forall k,$$

(3.61)

where $o$ is the small-o order symbol, to be distinguished from the large-O order symbol [39, §2.11]. Since for $U/t \to 0$ the Landau quasi-particle weight $Z_\sigma(k)$ $\to 1$ (cf. Eqs. (3.41) and (3.42)), it follows that the coefficient of the $(\varepsilon_f - \varepsilon_f)$ on the RHS of Eq. (3.61) approaches zero for $U/t \to 0$. With reference to the defining expression in Eq. (2.32), one observes that for $\varepsilon_f \to \varepsilon_f$ and $k \to k_{F\sigma}$ in $S_{F\sigma}$ one has

$$\tilde{G}_\sigma^\text{MF}(k;\varepsilon_f) \sim \frac{\hbar(1 - 1/Z_\sigma(k_{F\sigma}))}{1 - (\nabla \varepsilon_k + \hbar \nabla \tilde{\Sigma}_\sigma(k;\varepsilon_f)) \cdot (k - k_{F\sigma})/(\varepsilon_f - \varepsilon_f)},$$

(3.62)

making explicit that in the case at hand the limiting processes $\varepsilon_f \to \varepsilon_f$ and $k \to k_{F\sigma}$ do not commute; whereas on taking the limit $\varepsilon_f \to \varepsilon_f$ first, one obtains zero for a fixed $k \neq k_{F\sigma}$, on taking the limit $k \to k_{F\sigma}$ first, one obtains $\hbar(1 - 1/Z_\sigma(k_{F\sigma}))$ for a fixed $k \neq k_{F\sigma}$, which, according to the expressions in Eqs. (3.41) and (3.42), approaches zero for $U/t \to 0$. From the perspective of the present considerations, it is interesting that for sufficiently small values of $U/t$ (a necessary condition only for the case of $k$ approaching $S_{F\sigma}$ for a fixed $k \neq k_{F\sigma}$), the function $G_\sigma(k;\varepsilon_f)$ in Eq. (3.60) can be expanded in powers of $\tilde{G}_\sigma^\text{MF}(k;\varepsilon_f)$ for $k \neq k_{F\sigma}$.
Ward identity in the framework of a finite-order perturbation expansion for the self-energy should be evident.

Following the same approach as above, for the relevant expression corresponding to the case where \( \hat{G}^{MF}_{\sigma}(k; z) \) is defined in terms of \( \Sigma_{\sigma}(k_{F}; \epsilon_{F}) \), with \( k_{F;\sigma} \) denoting the Fermi wave vector in the direction of \( k \), for \( z \to \epsilon_{F} \) and \( k \to k_{F;\sigma} \) in \( S_{F;\sigma} \) one obtains

\[
\hat{G}^{MF}_{\sigma}(k; z) \left[ h \hat{\Sigma}_{\sigma}(k; z) - h \hat{\Sigma}_{\sigma}(k_{F;\sigma}; \epsilon_{F}) \right] \sim \frac{h(1 - 1/Z_{\sigma}(k_{F;\sigma})) + h(\nabla \Sigma_{\sigma}(k; \epsilon_{F}))|_{k=k_{F;\sigma}} \cdot (k - k_{F;\sigma})/(z - \epsilon_{F})}{1 - (\nabla \epsilon_{k}|_{k=k_{F;\sigma}} \cdot (k - k_{F;\sigma})/(z - \epsilon_{F})},
\]

(3.63)

where to leading order in \( (z - \epsilon_{F}) \) we have replaced \( \nabla \hat{\Sigma}_{\sigma}(k; z) \) with \( \nabla \Sigma_{\sigma}(k; \epsilon_{F}) \). On effecting the limit \( k \to k_{F;\sigma} \) for a fixed \( z \neq \epsilon_{F} \), for the LHS of the expression in Eq. (3.63) one obtains the same result as in the case considered above, namely \( h(1 - 1/Z_{\sigma}(k_{F;\sigma})) \). In contrast with the case considered above however, here on taking the limit \( z \to \epsilon_{F} \) for a fixed \( k \neq k_{F;\sigma} \), and provided that \( (\nabla \epsilon_{k}|_{k=k_{F;\sigma}} \cdot (k - k_{F;\sigma}) \neq 0 \), instead of zero one obtains

\[
\lim_{z \to \epsilon_{F}} \hat{G}^{MF}_{\sigma}(k; z) \left[ h \hat{\Sigma}_{\sigma}(k; z) - h \hat{\Sigma}_{\sigma}(k_{F;\sigma}; \epsilon_{F}) \right] \sim - \frac{h(\nabla \Sigma_{\sigma}(k; \epsilon_{F}))|_{k=k_{F;\sigma}} \cdot (k - k_{F;\sigma})}{(\nabla \epsilon_{k}|_{k=k_{F;\sigma}} \cdot (k - k_{F;\sigma})},
\]

(3.64)

One thus has (see Eqs. (2.18) and (2.20))

\[
\epsilon^{<}_{k;\sigma} = \epsilon_{k} + U n_{\sigma} + \epsilon_{k_{F;\sigma}},
\]

(4.3)

\[
\epsilon^{>}_{k;\sigma} = \epsilon_{k} + U n_{\sigma} - U \Lambda_{\sigma}(k) \zeta_{k;\sigma},
\]

(4.4)

where \( \Lambda_{\sigma}(k) \equiv \frac{n_{\sigma}(k)}{1 - n_{\sigma}(k)} \geq 0 \). (4.5)

In view of the condition in Eq. (4.2), one observes that \( \epsilon^{<}_{k;\sigma} \) and \( \epsilon^{>}_{k;\sigma} \) indeed take the same value for \( k = k_{F;\sigma} \) and that this value conforms with the result in Eq. (2.23). Note that, since by assumption \( n_{\sigma}(k) \neq 1 \) [20], the combination \( \Lambda_{\sigma}(k) \zeta_{k;\sigma} \) in the above expression for \( \epsilon^{>}_{k;\sigma} \) does not impose a stricter condition on \( \zeta_{k;\sigma} \) than merely \( \zeta_{k;\sigma} \sim 0 \) for \( k \to k_{F;\sigma} \). For later use, we point out that following the definition in Eq. (4.5) one has

\[
n_{\sigma}(k) = \frac{\Lambda_{\sigma}(k)}{1 + \Lambda_{\sigma}(k)}.
\]

(4.6)

By defining

\[
\Gamma_{\sigma}(k) \equiv \frac{\mu - \epsilon^{<}_{k;\sigma}}{\epsilon^{>}_{k;\sigma} - \mu},
\]

(4.7)

on the basis of the expressions in Eqs. (2.40) and (2.84) one verifies that [1]

\[
S_{F;\sigma} = \{ k \parallel \Lambda_{\sigma}(k) = \Gamma_{\sigma}(k) \}.
\]

(4.8)

Expanding \( \epsilon_{k} \) around \( k = k_{F;\sigma} \) in \( S_{F;\sigma} \), from the results in Eqs. (2.23), (4.3) and (4.4) one deduces that

\[
\Gamma_{\sigma}(k) \sim \frac{-a_{\sigma} \cdot (k - k_{F;\sigma}) - U \zeta_{k;\sigma}}{a_{\sigma} \cdot (k - k_{F;\sigma}) - U \Lambda_{\sigma}(k) \zeta_{k;\sigma}} \text{ for } k \to k_{F;\sigma}.
\]

(4.9)

where

\[
a_{\sigma} \equiv a(k_{F;\sigma}) \equiv \nabla \epsilon_{k}|_{k=k_{F;\sigma}}.
\]

(4.10)

In the case of the \( N \)-particle uniform GS of the Hubbard Hamiltonian where \( \Sigma^{MF}_{\sigma}(k) \) is independent of \( k \), Eq. (2.24), the function \( \nabla \Sigma_{\sigma}(k; \epsilon_{F}) \) can be replaced by \( \nabla \Sigma^{MF}_{\sigma}(k; \epsilon_{F}) \equiv \nabla \Sigma_{\sigma}(k; \epsilon_{F}) \), Eq. (2.34) (see the last remark following Eq. (2.38) above). The dependence of this function on \( U/t \) in the region \( U/t \to 0 \) is similar to the expression on the RHS of Eq. (3.42). With reference to the expression in Eq. (3.41), we thus conclude that insofar as the functional dependence of the function on the LHS of Eq. (3.63) on \( U/t \), in the region \( U/t \to 0 \), is concerned, the order of the limiting processes \( z \to \epsilon_{F} \) and \( k \to k_{F;\sigma} \in S_{F;\sigma} \) is immaterial (the limiting values for a given non-vanishing \( U/t \) are in general not the same). Note that the expression in Eq. (3.64) breaks down at the van Hove points of the non-interacting energy dispersion that may be located on \( S_{F;\sigma} \) (see Sec. IV B).

The above considerations establish that from the perspective of the Luttinger theorem, a self-consistent calculation based on the Green function in Eq. (3.59) is qualitatively similar to a self-consistent calculation based on the Green function derived from the latter function through replacing the \( \Sigma_{\sigma}(k; \epsilon_{F}) \) herein by \( \Sigma_{\sigma}(k_{F;\sigma}; \epsilon_{F}) \), where \( k_{F;\sigma} \) denotes the Fermi wave vector in the direction of \( k \).

**IV. BEHAVIOUR OF \( n_{\sigma}(k) \) FOR \( k \) CLOSE TO \( S_{F;\sigma} \)**

With reference to the expressions in Eqs. (2.18) and (2.20), we introduce the auxiliary function \( \zeta_{k;\sigma} \) and write

\[
\beta^{<}_{k;\sigma} \equiv n_{\sigma}(k) (n_{\sigma} + \zeta_{k;\sigma}),
\]

(4.1)

where, in the light of the expressions in Eqs. (2.21) and (2.40) and following the result in Eq. (2.22),

\[
\zeta_{k;\sigma} \sim 0 \text{ for } k \to k_{F;\sigma} \in S_{F;\sigma}.
\]

(4.2)
A. Case 1

An interesting case corresponds to $|\zeta_{k,\sigma}|$ approaching zero faster than $||k - k_{F,\sigma}||$ for $k \rightarrow k_{F,\sigma}$, as is the case when, for instance $[1, 2]$

$$|\zeta_{k,\sigma}| \sim |b_{\sigma}(k_{F,\sigma})||k - k_{F,\sigma}|^{\gamma \pm}$$ with $0 < \gamma \pm < 1$,\hspace{1cm} (4.11)

where the superscript $- (\pm)$ corresponds to $k$ approaching $S_{F,\sigma}$ from inside (outside) the Fermi sea. In such and similar cases $[1, 2]$, to leading order the expression in Eq. (4.9) takes the following simplified form:

$$\Gamma_{\sigma}(k) \sim \frac{1}{A_{\sigma}(k)} \text{ for } k \rightarrow k_{F,\sigma}.\hspace{1cm} (4.12)$$

From this and the expression in Eq. (4.8) one obtains $A_{\sigma}^{2}(k) \sim 1$ for $k \rightarrow k_{F,\sigma}$, which, on account of $A_{\sigma}(k) \geq 0$, Eq. (4.5), can be written as

$$A_{\sigma}(k) \sim 1 \text{ for } k \rightarrow k_{F,\sigma}.\hspace{1cm} (4.13)$$

In view of the equality in Eq. (4.6), this implies that

$$n_{\sigma}(k) \sim \frac{1}{2} \text{ for } k \rightarrow k_{F,\sigma}.\hspace{1cm} (4.14)$$

Since the validity of this result is independent of whether $k$ approaches $k_{F,\sigma}$ from inside or outside the underlying Fermi sea, it follows that in the case at hand $n_{\sigma}(k)$ is continuous at $k = k_{F,\sigma}$ and takes the value $1/2$ at $k = k_{F,\sigma}$. Thus, following the Migdal theorem, Eq. (2.55), in the present case $[1, 2]$

$$Z_{k_{F,\sigma}} = 0.\hspace{1cm} (4.15)$$

We note that in the case of the one-dimensional Tomonaga-Luttinger model for spin-less fermions, one has $[25, 26]$

$$n_{\sigma}(k) \sim \frac{1}{2} - C \frac{\text{sgn}(k - rk_{F})|k - rk_{F}|^{\alpha}}{||k - rk_{F}||} \text{ for } k \rightarrow rk_{F},\hspace{1cm} (4.16)$$

where $C > 0$ is a dimensional constant and $\alpha \in (0, 1)$ $[25]$. Here $n_{\sigma}(k)$ stands for the GS momentum-distribution function corresponding to the $r$-moving fermions, where $r = +$ signifies ‘right’ and $r = -$, ‘left’. The expression in Eq. (4.14) is seen to be in conformity with that in Eq. (4.16). In addition, following the asymptotic expression in Eq. (4.16), for $A_{\sigma}(k)$, Eq. (4.5), one obtains

$$A_{\sigma}(k) \sim 1 - 4C \frac{\text{sgn}(k - rk_{F})|k - rk_{F}|^{\alpha}}{||k - rk_{F}||} \text{ for } k \rightarrow rk_{F},\hspace{1cm} (4.17)$$

which is in conformity with the leading-order asymptotic result in Eq. (4.13). Since the equality of $A_{\sigma}(k)$ with $\Gamma_{\sigma}(k)$ applies only for $k$ on $S_{F,\sigma}$, Eq. (4.8), it is not possible to infer the next-to-leading-order term in the asymptotic series expansion $[39, 44, 45]$ of $\Gamma_{\sigma}(k)$ corresponding to $k \rightarrow rk_{F}$ from the expression in Eq. (4.17). This term can however be deduced from the expression in Eq. (4.9).

In the cases where $\alpha + \gamma \pm < 1$, from this expression one trivially obtains that

$$\Gamma_{\sigma}(k) \sim 1 + 4C \frac{\text{sgn}(k - rk_{F})|k - rk_{F}|^{\alpha}}{||k - rk_{F}||} \text{ for } k \rightarrow rk_{F}.\hspace{1cm} (4.18)$$

This and the expression in Eq. (4.17) reveal the way in which in the case at hand $A_{\sigma}(k)$ and $\Gamma_{\sigma}(k)$ approach the common value of $1$ at $k = rk_{F}$ (cf. Eq. (4.8)) for $k$ approaching $rk_{F}$.

Under the conditions for which the asymptotic expression in Eq. (4.12) applies (e.g. for $0 < \gamma \pm < 1$ – see Refs. [1, 2]), for $k$ sufficiently close to $S_{F,\sigma}$ the expression in Eq. (2.80) can be presented as

$$n_{\sigma}(k) \geq \frac{1}{1 + A_{\sigma}(k)} \approx \frac{1}{2} + \frac{1 - A_{\sigma}(k)}{4} \text{ for } k \in \left\{ \begin{array}{ll} FS_{\sigma}, & \text{if } k_{F,\sigma} < \gamma_{1} \approx \zeta_{k,\sigma} \approx b_{\sigma}(k_{F,\sigma}) \cdot (k - k_{F,\sigma}) \text{ for } k \rightarrow k_{F,\sigma} \in S_{F,\sigma}, & \text{cf. Eq. (4.10)}, \end{array} \right.\hspace{1cm} (4.19)$$

Specialising to the case of the Tomonaga-Luttinger model for spin-less fermions, making use of the expression in Eq. (4.17), for $k$ sufficiently close to $rk_{F}$ the result in Eq. (4.19) can be written as

$$n_{\sigma}(k) \geq \frac{1}{2} + C |k - rk_{F}|^{\alpha} \text{ for } k \lesssim rk_{F}.\hspace{1cm} (4.20)$$

Since $C > 0$, in the light of the asymptotic expression in Eq. (4.16) one observes that the inequalities in Eq. (4.20) amount to true statements. Hereby is, insofar as the one-dimensional Tomonaga-Luttinger model for spin-less fermions is concerned, the validity of the inequalities in Eq. (2.80) explicitly demonstrated for a finite neighbourhood of $rk_{F}$, $r = +, -$.

B. Case 2

Here we consider a case corresponding to a class of uniform metallic GSs to which the conventional Fermi-liquid state $[1, 23]$ belongs. For other cases, we refer the reader to Refs. [1, 2]. This case corresponds to the asymptotic relationship (cf. Eq. (4.11)) $[1]$

$$\zeta_{k,\sigma} \sim b_{\sigma}^{\pm} \cdot (k - k_{F,\sigma}) \text{ for } k \rightarrow k_{F,\sigma} \in S_{F,\sigma},\hspace{1cm} (4.21)$$

where (cf. Eq. (4.10))

$$b_{\sigma}^{\pm} \equiv b_{\sigma}(k_{F,\sigma}^{\pm}) \equiv \nabla \zeta_{k,\sigma}(k = k_{F,\sigma}^{\pm}) \hspace{1cm}, (4.22)$$

in which the superscript $- (\pm)$ signifies the limit of $\nabla \zeta_{k,\sigma}$ for $k$ approaching $S_{F,\sigma}$ from inside (outside) the underlyng Fermi sea. For the reasons that we have indicated in Sec. II D, $b_{\sigma}^{\pm}$ and $b_{\sigma}^{\pm}$ cannot be equal, a fact best illustrated by the inequalities in Eq. (4.28) below.

For the following considerations it will be convenient to introduce, for a given $k_{F,\sigma}$, the outward unit vector $\hat{n}(k_{F,\sigma})$ normal to $S_{F,\sigma}$ at $k_{F,\sigma}$ $[63]$, and without loss of generality assume that vector $k$ is defined according to

$$k = k_{F,\sigma} + \kappa \hat{n}(k_{F,\sigma}),\hspace{1cm} (4.23)$$
where, for sufficiently small $|\k|$, $\k < 0$ ($\k > 0$) corresponds to $\k$ located inside (outside) the underlying Fermi sea. For definiteness, the adjective outward, referred to above, signifies that $\hat{n}(k_{F}, \sigma)$ points in the direction away from the Fermi sea at $k_{F}, \sigma$.

For $k$ as defined according to the equality in Eq. (4.23), and $k \to 0$, the expression in Eq. (4.9) takes the following simplified form:

$$I'_\sigma(k) \approx -(a_\sigma + U b^\pm_\sigma) / a_\sigma - U A^\pm_\sigma b^\pm_\sigma$$

for $\k \geq 0$,  \(4.24\)

where

$$a_\sigma = a_\sigma \cdot \hat{n}(k_{F}, \sigma), \quad b^\pm_\sigma = b^\pm_\sigma \cdot \hat{n}(k_{F}, \sigma),$$

\(4.25\)

and

$$A^\pm_\sigma = A_\sigma(k_{F}, \sigma).$$

\(4.26\)

With reference to the defining expression in Eq. (4.7), we note that the numerator of the expression on the RHS of Eq. (4.24) arises from $\mu - s_{k, \sigma}$ and the denominator from $\epsilon_{k, \sigma}^2 - \mu$. More explicitly, we have not multiplied the expression in Eq. (4.7) by $1/U$ in arriving at the expression in Eq. (4.24). In view of the inequalities in Eq. (2.17), $b^-_\sigma$ and $b^+_\sigma$ are thus bound to satisfy the following inequalities \([1]\):

$$b^-_\sigma > a_\sigma / U A^-_\sigma, \quad b^+_\sigma < -a_\sigma / U.$$  \(4.27\)

Since $A^-_\sigma \geq 0$, Eq. (4.5), and $a_\sigma \geq 0$ (as a consequence of $\hat{n}(k_{F}, \sigma)$ being the outward unit vector normal to $S_{F, \sigma}$ at $k_{F}, \sigma$, Eq. (4.25)), it follows that for $U > 0$, which we consider in this paper, one must have

$$b^-_\sigma > 0, \quad b^+_\sigma < 0.$$  \(4.28\)

Further, since $n_\sigma(k_{F}, \sigma)$ $\uparrow$ 1 and $n_\sigma(k^+_F, \sigma)$ $\downarrow$ 0 for $U/|t| \to 0$ (cf. Eq. (3.43)), from the expression in Eq. (4.5) one infers that $A^-_\sigma \uparrow +\infty$ and $A^+_\sigma \downarrow 0$ for $U/|t| \to 0$. If to leading order $A^-_\sigma$ diverges like $|t|/U$ for $U/|t| \to 0$, then the $1/(U A^-_\sigma)$ in Eq. (4.27) approaches a finite constant for $U/|t| \to 0$. The significance of this observation lies in the fact that unlike $b^+_\sigma$, which, following the rightmost inequality in Eq. (4.27), has to decrease indefinitely towards $-\infty$ for $U/|t| \to 0$, $b^-_\sigma$ is not bound necessarily to increase indefinitely towards $+\infty$ for $U/|t| \to 0$. We shall return to behaviours of $b^+_\sigma$ as functions of $U/|t|$ in Sec. IV B 1 below.

For $k \in S_{F, \sigma}$, making use of the expression in Eq. (4.24), from the equality in Eq. (4.8) one obtains the following quartic equation for $A^\pm_\sigma$ [1]:

$$Ub^\pm_\sigma(A^\pm_\sigma)^2 - a_\sigma A^\pm_\sigma - (a_\sigma + Ub^\pm_\sigma) = 0.$$  \(4.29\)

Taking into account that $A^\pm_\sigma \geq 0$, Eq. (4.5), from the above equation one obtains

$$A^\pm_\sigma = 1 + a_\sigma / Ub^\pm_\sigma \leq 1.$$  \(4.30\)

where the inequalities follow from those in Eq. (4.28). On account of the results in Eq. (4.30), the expression in Eq. (4.6) can be written as [1]

$$n_\sigma(k^+_F, \sigma) = a_\sigma + U b^\pm_\sigma / a_\sigma + 2U b^\pm_\sigma \leq 1 / 2.$$  \(4.31\)

where the inequalities follow from those in Eq. (4.27). From the above equality one immediately infers that

$$n_\sigma(k^-_F, \sigma) = n_\sigma(k^+_F, \sigma) = 1 / 2$$

for $a_\sigma = 0,$  \(4.32\)

that is, $n_\sigma(k)$ is continuous, and takes the value of 1/2, at those points of $S_{F, \sigma}$ that coincide with the van Hove points of the non-interacting energy dispersion $\varepsilon_k$. With reference to the Migdal theorem, Eq. (2.55), at these points $Z_{k_{F}, \sigma} = 0 [1]$, in conformity with the observations by other authors [64-66].

In Fig. 2 we present the $Z_{k_{F}, \sigma}$ as calculated on the basis of the expressions in Eq. (4.31) for the Hubbard model on the square lattice with lattice constant $a = 1$ and corresponding to the energy dispersion

$$\varepsilon_k = -2t \cos(k_x) cos(k_y) + 4t' \cos(k_x) \cos(k_y)$$  \(4.33\)

where $k_x$ and $k_y$ are the Cartesian coordinates of $k$. The data in Fig. 2 are specific to $t = 1, t' = t/10$ and $U/t = 2$. 

![Fig. 2](image-url)
The site occupation number $n = 0.918022 \ldots$ to which the data in Fig. 2 correspond, is the so-called van Hove filling, named thus by the fact that at this filling the saddle points of the energy dispersion in Eq. (4.33) at $(\pm \pi, 0)$ and $(0, \pm \pi)$ are located on $S_{\alpha}^{(0)} = S_{V, \sigma}^{\text{HF}}$. In Fig. 2, $\varphi$ denotes the angle between the positive $k_x$ axis and $k_{\epsilon_{\alpha, \sigma}}$, so that $\varphi = 0$ corresponds to the van Hove point at $(\pi, 0)$. In Fig. 2 we compare our results [67], calculated on the basis of the expressions in Eq. (4.31), with those calculated by Katanin and Kampf [64] on the basis of a functional renormalization-group formalism. Since we have not calculated $b_{\sigma}^{\pm}$ independently, this comparison only tests the validity of the functional forms for $n_{\sigma}(k_{\epsilon_{\sigma}}^{\pm})$ as presented in Eq. (4.31). The apparent deviation between the two sets of data in Fig. 2 is essentially attributable to the dependence of $b_{\sigma}^{\pm}$ on $\varphi$ that has not been taken into account in our calculations.

1. The asymptotic expressions for $n_{\sigma}(k_{\epsilon_{\sigma}}^{\pm})$ corresponding to $U/t \to 0$ revisited

Here we establish direct relationships between the coefficients $b_{\sigma}^{\pm}$, Eqs. (4.21) and (4.25), in the asymptotic region $U/t \ll 1$ and the coefficients $\alpha_{\sigma}^{\pm}(k_{\epsilon_{\sigma}})$ in the asymptotic expressions in Eq. (4.33). By doing so, we gain insight into the behaviours to be expected of $b_{\sigma}^{\pm}$ as functions of $U$. Having already dealt with the condition $a_{\sigma} = 0$, Eq. (4.32), unless we indicate otherwise, in the following $a_{\sigma} > 0$ [63].

With reference to the first asymptotic expression in Eq. (4.33), we posit that

$$b_{\sigma}^{-} \sim b_{\sigma, 0}^{-} \left( \frac{U}{|t|} \right)^{\alpha_{\sigma}^{-} - 1} \ln \left( \frac{|t|}{U} \right) \text{ for } U/t \to 0, \quad (4.34)$$

where $b_{\sigma, 0}^{-}$ is a finite positive constant (see the discussions following Eq. (4.28) above and note that according to the left-most inequality in the latter equation, $b_{\sigma}^{-}$ is strictly positive, and so must be $b_{\sigma, 0}^{-}$). From the expression in Eq. (4.31) one obtains

$$n_{\sigma}(k_{\epsilon_{\sigma}}^{-}) \sim 1 - b_{\sigma, 0}^{-} \left( \frac{|t|}{|t|} \right)^{\alpha_{\sigma}^{-}} \ln \left( \frac{|t|}{U} \right) \text{ as } U/t \to 0. \quad (4.35)$$

Comparing this result with the first expression in Eq. (4.33), one infers that

$$a_{\sigma}^{-} \equiv \frac{|t|}{a_{\sigma}} b_{\sigma, 0}^{-}, \quad (4.36)$$

where $\alpha_{\sigma}^{-} = \alpha_{\sigma}^{-}(k_{\epsilon_{\sigma}})$. For the ratio $|t|/a_{\sigma}$, the reader is referred to Eqs. (4.10) and (4.25), and for the energy dispersion $\varepsilon_k$, in the former equation, to Eq. (4.33). Since $\alpha_{\sigma}^{-}$ is finite, the result in Eq. (4.36) amounts to an a posteriori justification for the above assumption regarding the finiteness of $b_{\sigma, 0}^{-}$.

On account of the remarks with regard to the behaviours of $n_{\sigma}(k_{\epsilon_{\sigma}}^{\pm})$ and $b_{\sigma}^{\pm}$ following Eq. (4.28) above, we express $b_{\sigma}^{\pm}$ as follows:

$$b_{\sigma}^{\pm} \equiv -\alpha_{\sigma}^{-} \delta b_{\sigma, 0}^{\pm}, \quad (4.37)$$

where, in the light of the second asymptotic expression in Eq. (4.33) (cf. Eq. (4.34)),

$$\delta b_{\sigma, 0}^{\pm} \sim \delta b_{\sigma, 0}^{\pm} \left( \frac{U}{|t|} \right)^{\alpha_{\sigma}^{+} - 1} \ln \left( \frac{|t|}{U} \right) \text{ for } U/t \to 0, \quad (4.38)$$

in which $\delta b_{\sigma, 0}^{\pm}$ is a finite positive constant. Making use of the expression in Eq. (4.31), one readily obtains that

$$n_{\sigma}(k_{\epsilon_{\sigma}}^{\pm}) \sim \frac{\delta b_{\sigma, 0}^{\pm}}{a_{\sigma}} \left( \frac{U}{|t|} \right)^{\alpha_{\sigma}^{+}} \ln \left( \frac{|t|}{U} \right) \text{ as } U/t \to 0. \quad (4.39)$$

Comparing this result with the second expression in Eq. (4.33), one infers that (cf. Eq. (4.36))

$$\alpha_{\sigma}^{\pm} \equiv \frac{|t|}{a_{\sigma}} \delta b_{\sigma, 0}^{\pm}, \quad (4.40)$$

where $\alpha_{\sigma}^{\pm} = \alpha_{\sigma}^{\pm}(k_{\epsilon_{\sigma}})$. Since $\alpha_{\sigma}^{\pm}$ is finite, the result in Eq. (4.40) amounts to an a posteriori justification of the above assumption regarding the finiteness of $\delta b_{\sigma, 0}^{\pm}$. Note that following the expressions in Eqs. (4.36) and (4.40), $\alpha_{\sigma}^{-} = \alpha_{\sigma}^{+}$ implies $b_{\sigma, 0}^{-} = \delta b_{\sigma, 0}^{\pm}$.

V. ON FERROMAGNETISM

The existence or lack of existence of ferromagnetic regions in the zero-temperature phase diagram of the Hubbard Hamiltonian is a long-standing theoretical question, for an overview of which we refer the reader to chapter 8 of Ref. [16]. Restricting oneself to Hubbard Hamiltonians defined on bipartite lattices, the established trend turns out to be that the more accurately correlation effects are taken account of, the smaller the ferromagnetic regions of the phase diagram become. Particularly, the Lieb-Mattis theorem [68, 69] rules out ferromagnetic GSs for $d = 1$, $\varepsilon_k = -2t \cos(k)$ and $U < \infty$. Monte-Carlo simulations by Hirsch [70] for the Hubbard Hamiltonian on a square lattice and involving nearest-neighbour hopping of non-interacting particles, reveal that for at least $0 \leq U/t \leq 10$ and away from half-filling the GS of the system is a paramagnetic metal, an observation that accords with that by Rudin and Mattis [71] in a subsequent study. Here we show that the exact property $S_{V, \sigma} \subseteq S_{V, \sigma}^{\text{HF}}$, Eq. (2.41), amounts to a kinematic constraint that in particular in the case of the Hubbard Hamiltonian, and barring a limited range of values of $U$ [1], renders ferromagnetic uniform metallic states as unviable GSs; even in the just-mentioned limited range, which turns out to shrink for decreasing values of $n$, the GS need not be ferromagnetic, however.

For $n_{\sigma}, n_{\sigma} > 0$, following the definition in Eq. (2.26) and the relationship in Eq. (2.41), one has [1, §8]

$$\varepsilon_{k_{\epsilon_{\sigma}}} + \hbar \Sigma_{\alpha}^{\text{HF}}(k_{\epsilon_{\sigma}} = \varepsilon_{k_{\epsilon_{\sigma}}} + \hbar \Sigma_{\alpha}^{\text{HF}}(k_{\epsilon_{\sigma}}), \quad (5.1$$
MAKING USE OF THIS EQUATION, THAT IN EQUATION (5.2) TRANSFORMS INTO THE FOLLOWING EXPLICIT RELATIONSHIP BETWEEN $n_\sigma$ AND $n_{\bar{\sigma}}$ [1, §8]:

$$n_\sigma - n_{\bar{\sigma}} = \frac{2t}{U} (\cos(\pi n_\sigma) - \cos(\pi n_{\bar{\sigma}})), \tag{5.5}$$

IN WHICH $\{n_\sigma, n_{\bar{\sigma}}\}$ ARE CONSTRAINED BY $n_\sigma, n_{\bar{\sigma}} > 0$ (SEE THE PREVIOUS PARAGRAPH) AND $n_\sigma + n_{\bar{\sigma}} = n$ FOR A PRESCRIBED VALUE OF $n$. IN FIG. 3 WE PRESENT THE CONTOUR PLOT OF THE DEVIATION OF THE LHS OF THE EQUATION IN EQUATION (5.5) FROM ITS RHS IN THE $n_\sigma$-$U$ PLANE FOR $n = 0.8$. THE TRIVIAL ZERO AT $n_\sigma = n/2 = 0.4$ OF THIS DIFFERENCE FOR ALL $U$ IS APPARENT. THE INTERESTING INFORMATION REVEALED BY THIS CONTOUR PLOT IS THAT THIS DIFFERENCE CAN BECOME ZERO FOR $n_\sigma \neq n/2$ ONLY FOR $U$ INSIDE A FINITE INTERVAL. AS WE HAVE INDICATED ABOVE, WHETHER FOR $U$ IN THE LATTER INTERVAL THE METALLIC GS IS FERROMAGNETIC OR PARAMAGNETIC, IS A QUESTION THAT IS TO BE SETTLED ON THE BASIS OF ENERGETIC CONSIDERATIONS. FOLLOWING THE LIEB-MATTIS THEOREM [68, 69], NO FERROMAGNETIC GS IS REALIZED FOR $U$ IN THIS INTERVAL: OUTSIDE THIS INTERVAL, AND BARRING SATURATED FERROMAGNETIC METALLIC GSs, THE KINEMATIC CONSTRAINT IN EQUATION (5.5) LEAVES NO ROOM FOR UNIFORM FERROMAGNETIC METALLIC GSs TO BE VIVABLE.

WE HAVE CARRIED OUT SIMILAR CALCULATIONS AS THE ONE DESCRIBED ABOVE FOR $d = 2$ AND THE NON-INTERACTING ENERGY DISPERSION PRESENTED IN EQUATION (4.33), AND OBSERVED A SIMILAR TENDENCY AS CORRESPONDING TO $d = 1$. IMPORTANTLY, THE LIMITED RANGE OF VALUES OF $U$ OVER WHICH THE EQUATION IN EQUATION (5.2) IS SATISFIED FOR $n_\sigma \neq n_{\bar{\sigma}}$ REMAINS; THE ONLY DIFFERENCE WITH THE CASE OF $d = 1$ TURNS OUT TO BE THE INCREASE IN THE DIFFERENT COMBINATIONS OF UNEQUAL $n_\sigma$ AND $n_{\bar{\sigma}}$, SUBJECT TO $n_\sigma + n_{\bar{\sigma}} = n$, FOR WHICH THE EQUATION IN EQUATION (5.2) IS SATISFIED IN THE LATTER RANGE OF VALUES OF $U$.

VI. ON THE EXCITED STATES

FOR A DETAILED DISCUSSION OF THE RELATIONSHIP BETWEEN IN PARTICULAR $\varepsilon_{k,\sigma}$ AND THE SINGLE-PARTICLE EXCITATION ENERGY DISPERSIONS AS MEASURED BY MEANS OF THE ANGLE-RESOLVED PHOTOEMISSION SPECTROSCOPY (ARPES) [72], WE REFER THE READER TO REF. [3]. HERE WE MAINLY FOCUS ON A CENTRAL ELEMENT OF THE LATTER WORK (SEE ALSO REF. [10, §6.4]).

THE FUNCTIONS (CF. EQUATION (2.51))

$$P^<_\sigma(k; \varepsilon) \equiv \frac{1}{\hbar} \frac{A_\sigma(k; \varepsilon)}{n_\sigma(k)}; \quad P^>_\sigma(k; \varepsilon) \equiv \frac{1}{\hbar} \frac{A_\sigma(k; \varepsilon)}{1 - n_\sigma(k)} \tag{6.1}$$

ARE, FOR ALL $k$, NORMALIZED PROBABILITY DISTRIBUTION FUNCTIONS FOR RESPECTIVELY $\varepsilon < \mu$ AND $\varepsilon > \mu$: THEY ARE NON-NEGATIVE, AND YIELD 1, FOR ALL $k$, ON BEING INTEGRATED WITH RESPECT TO $\varepsilon$ OVER RESPECTIVELY $(-\infty, \mu)$ AND $[\mu, +\infty)$, EQUATIONS (2.49) AND (2.50). FOR DEFINITENESS, ALTHOUGH $A_\sigma(k; \varepsilon)$ IS DEFINED FOR ALL $\varepsilon \in (-\infty, +\infty)$, UNLESS WE INDICATE OTHERWISE, IN WHAT FOLLOWS WE CONSIDER $P^<_\sigma(k; \varepsilon)$ AND $P^>_\sigma(k; \varepsilon)$ AS BEING DEFINED OVER RESPECTIVELY $(-\infty, \mu]$ AND $[\mu, +\infty)$.

ON ACCOUNT OF $P^<_\sigma(k; \varepsilon)$ AND $P^>_\sigma(k; \varepsilon)$ BEING PROBABILITY DISTRIBUTION FUNCTIONS, AND IN VIEW OF THE EXPRESSIONS
in Eq. (2.51), for an arbitrary \( k \in 1BZ \), \( \varepsilon_{k\sigma}^{<} \) and \( \varepsilon_{k\sigma}^{>} \) are the mean values of \( \varepsilon \) as distributed according to respectively \( P_{\sigma}^{<}(k;\varepsilon) \) and \( P_{\sigma}^{>}(k;\varepsilon) \). It follows that in the regions of the \( k \) space where \( P_{\sigma}^{<}(k;\varepsilon) \) (or \( P_{\sigma}^{>}(k;\varepsilon) \)) consists of a single dominant peak, \( \varepsilon_{k\sigma}^{<} \) (or \( \varepsilon_{k\sigma}^{>} \)) must to a good approximation coincide with the energy \( \varepsilon \) at which \( P_{\sigma}^{<}(k;\varepsilon) \) (or \( P_{\sigma}^{>}(k;\varepsilon) \)), and thus \( A_{\sigma}(k;\varepsilon) \), is dominantly peaked (see specifically Sec. II C1). In other words, in the latter regions of the \( k \) space, there exists an intimate approximate relationship, a relationship that becomes exact in the non-interacting limit, between \( \varepsilon_{k\sigma}^{<} \) and the dispersion of the single-particle excitation energies [3].

With reference to the inequalities on the RHS of the \( \Leftrightarrow \) in Eq. (2.53) (see also Fig. 1), one can appreciate the properties \( \varepsilon_{k\sigma}^{<} \leq \varepsilon_{k\sigma}^{\uparrow\downarrow} \) for \( k \) inside the relevant Fermi sea and \( \varepsilon_{k\sigma}^{<} > \varepsilon_{k\sigma}^{\uparrow\downarrow} \) for \( k \) outside, by realizing that for any non-vanishing coupling constant of interaction, \( P_{\sigma}^{<}(k;\varepsilon) \) are not symmetric functions of \( \varepsilon \) with respect to \( \varepsilon_{k\sigma}^{<} \), each distribution function being comprised of a high-energy tail (and, in general, of some non-negligible satellite peaks in the early parts of the tail [73, 74]), which in the case of the Hubbard Hamiltonian sets in to decay at least exponentially [10, §B.3] for \( |\varepsilon - \mu| \) in excess of the largest energy parameter of the Hamiltonian; these properties cause the energy \( \varepsilon_{k\sigma}^{<} \) for \( k \) inside the Fermi sea, and the energy \( \varepsilon_{k\sigma}^{<} \) for \( k \) outside, to be displaced towards higher binding energies in comparison with the single-particle excitation energy \( \varepsilon_{k\sigma}^{\uparrow\downarrow} \) within the framework of the exact Hartree-Fock theory, where the self-energy is independent of \( \varepsilon \) and the associated single-particle spectral function is equal to \( A_{\sigma}^{\uparrow\downarrow}(k;\varepsilon) \).

On replacing the lower bound \(-\infty\) and the upper bound \(+\infty\) of the energy integrals, such as those in Eqs. (2.49) and (2.50), by respectively \(-E\) and \(+E\), where \( E \) is in principle an arbitrary energy parameter satisfying \(-E < \mu < E\), one obtains a generalized momentum-distribution function \( n_{\sigma}(k;E) \), and its complementary part \( \int_{-E}^{E} dE n_{\sigma}(k;E) - n_{\mu}(k;E) \), in terms of which one defines the normalized probability distribution functions \( P_{\sigma}^{<}(k;E;\varepsilon) \) and \( P_{\sigma}^{>}(k;E;\varepsilon) \), for \( \varepsilon \) over respectively \([-E,\mu]\) and \([\mu,E]\) according to expressions similar to those in Eq. (6.1) [3]. These distribution functions define energy dispersions \( \varepsilon_{k\sigma}^{<}(E) \) and \( \varepsilon_{k\sigma}^{>}(E) \) (in the same manner that \( P_{\sigma}^{<}(k;E;\varepsilon) \) and \( P_{\sigma}^{>}(k;E;\varepsilon) \) define \( \varepsilon_{k\sigma}^{<} \) and \( \varepsilon_{k\sigma}^{>} \)), and, for any finite \( E \), one can calculate the expectation value of \( (\varepsilon - \varepsilon_{k\sigma}^{<})^{2} \) with respect to \( P_{\sigma}^{<}(k;E;\varepsilon) \), which, in the regions of \( k \) space where \( P_{\sigma}^{<}(k;E;\varepsilon) \) (or \( P_{\sigma}^{>}(k;E;\varepsilon) \)) consists of a single dominant peak over \([-E,\mu]\) (or \([\mu,E]\)), amounts to an approximate value for the width of this peak [3]. We point out that introduction of the finite energy cut-off \( E \) is in general necessary both mathematically and experimentally; mathematically, because the second moments of \( P_{\sigma}^{<}(k;E;\varepsilon) \) and \( P_{\sigma}^{>}(k;E;\varepsilon) \) are in general unbounded for \( E \to \infty \) (this is not the case as regards a lattice Hamiltonian such as the Hubbard Hamiltonian in Eq. (1.1) in which both \( \varepsilon_{k} \) and the interaction potential are bounded over the bounded 1BZ, however it can well be the case for the more general Hamiltonian in Eq. (A1)) [75], and experimentally, because, firstly, \( A_{\sigma}(k;\varepsilon) \) is in practice measured only over a finite energy range and, secondly, for a real system the single-band approximation of the underlying Hamiltonian fails when considering the single-particle spectral function over an unreasonably extended range of energies.

Considering only the ARPES (to be contrasted with the inverse photoemission spectroscopy, with which \( \varepsilon_{k\sigma}^{<} \) and \( \varepsilon_{k\sigma}^{>}(E) \) are associated) [72], below we restrict ourselves to dealing with \( \varepsilon_{k\sigma}^{<} \) and \( \varepsilon_{k\sigma}^{>}(E) \).

On the basis of the above observations, in Ref. [3] we have related the experimentally-observed ‘kink’ in the single-particle energy dispersions and the abrupt change of the width of the peak in the measured \( A_{\sigma}(k;\varepsilon) \) in the ‘kink’ wave vector \( k_{*} \) (see, e.g., Ref. [76]), to an abrupt change in \( n_{\sigma}(k) \), or \( n_{\sigma}(k;E) \), at \( k = k_{*} \). A moment’s reflection reveals that for establishing this relationship, there is no need for identically equating either \( \varepsilon_{k\sigma}^{<} \) or \( \varepsilon_{k\sigma}^{>}(E) \), with the single-particle energy dispersion as inferred directly from the measured \( A_{\sigma}(k;\varepsilon) \) [3]. By defining (cf. Eq. (2.55))

\[
Z_{k_{*}\sigma} = n_{\sigma}(k_{*}^{-}) - n_{\sigma}(k_{*}^{+}),
\]

we have for \( \nu_{k\sigma}^{<} = \frac{1}{\sqrt{\pi}} \nu_{k\sigma}^{<} \) in Ref. [3] (see Eq. (67) and Fig. 2 herein) obtained

\[
\nu_{k_{*}\sigma}^{<} = (1 + \lambda_{*}) \nu_{k\sigma}^{<},
\]

where [3, Eqs. (64) and (68)]

\[
\lambda_{*} \approx \frac{Z_{k_{*}\sigma}}{n_{\sigma}(k_{*})} \leq 1.
\]

The result \( 1 < 1 + \lambda_{*} \leq 2 \) is in full conformity with experimental observations (see, e.g., Ref. [77, Fig. 4]). In the above expressions, \( k_{*}^{\pm} \) are defined similarly to \( k_{F\sigma}^{\pm} \) [78].

The above-mentioned abrupt change in \( n_{\sigma}(k) \), or \( n_{\sigma}(k;E) \), at \( k = k_{*} \), can be directly attributed, through the expression for \( n_{\sigma}(k) \) in Eq. (2.49), to the existence of a sharp peak in \( A_{\sigma}(k_{*};\varepsilon) \) inside the region \( \varepsilon < \mu \) (as regards \( n_{\sigma}(k;E) \), inside \([-E,\mu]\)). In this way, in Ref. [3] we have obtained the functional relationship between the slopes of the measured energy dispersion at both sides of \( k = k_{*} \) (in the radial direction of the relevant 1BZ) and the amount of change in \( n_{\sigma}(k) \) at \( k = k_{*} \), described by the expressions in Eqs. (6.2) – (6.4).

Lastly, we remark that the behaviour of the self-energy \( \Sigma_{\sigma}(k;\varepsilon) \) as a function of \( \varepsilon \) as inferred on the basis of the considerations in Ref. [3] (see Fig. 1 herein), is in remarkably good agreement with that inferred by Hwang et al. [79] from the infrared spectra of the high-Tc compound \( \text{Bi}_{2}\text{Sr}_{2}\text{CaCu}_{2}\text{O}_{8+\delta} \) [80]. Later calculations of \( \Sigma_{\sigma}(k;\varepsilon) \), by Byczuk et al. [81] and Macridin et al. [82], also reproduce the \( \Sigma_{\sigma}(k;\varepsilon) \) as deduced in Ref. [3] (compare the diagrams in Fig. 2 of Ref. [81] as well as those in Figs. 2 and 3 of Ref. [82] with those in Fig. 1 of Ref. [3]).
VII. SUMMARY AND CONCLUDING REMARKS

In this paper we have reproduced and reviewed some of the main results of Refs. [1–3]. In doing so, we have bypassed use of the abstract one-to-one mappings \( \Phi_\sigma^f(\mathbf{k}) \) and \( \Phi_\sigma^v(\mathbf{k}) \) that are central directly to the considerations of Ref. [1], and indirectly to those of Refs. [2, 3]. We hope hereby to have made references [1–3] more accessible.

The most significant finding of Refs. [1, 2] to which we have paid considerable attention in this paper, Sec. II, is that the exact self-energy \( \Sigma_\sigma^f(\mathbf{k};\mathbf{\varepsilon}) \) pertaining to the \( N \)-particle uniform metallic GS of the single-band Hubbard Hamiltonian in Eq. (1.1) [1], and the more general single-band Hamiltonian in Eq. (A1) [2], reduces to the exact Hartree-Fock self-energy \( \Sigma_\sigma^{HF}(\mathbf{k}) \) for \( \mathbf{\varepsilon} = \varepsilon_f \) and \( \mathbf{k} \in S_{F,\sigma} \), Eqs. (2.34) and (2.36), where \( \varepsilon_f \) denotes the exact Fermi energy and \( S_{F,\sigma} \) the exact Fermi surface corresponding to particles with spin index \( \sigma \) in the \( N \)-particle GS under consideration. As a consequence, one has \( S_{F,\sigma} \subseteq S_{HF,\sigma} \), Eq. (2.41), where \( S_{HF,\sigma} \), defined in terms of \( \varepsilon_f \), denotes the counterpart of \( S_{F,\sigma} \) within the framework of the exact Hartree-Fock theory, Eq. (2.26). The pseudogap region of the Fermi surface of the interacting \( N \)-particle metallic GS is the difference set \( S_{HF,\sigma} \setminus S_{F,\sigma} \) [1, 2], which may be empty, depending on the value of the band filling \( n \), the form of the non-interacting energy dispersion \( \varepsilon_k \), and the strength of the on-site interaction energy \( U \).

In Sec. III we have rigorously demonstrated that the extent second-order computational results purporting to show \( S_{HF,\sigma} \not\subseteq S_{F,\sigma} \), are fundamentally deficient, this on account of the breakdown of the Luttinger theorem in the underlying calculations at best at the second order in \( U \). The considerations of this section have made explicit that in employing non-self-consistent many-body perturbation theory for uniform metallic GSs, it is essential that the Fermi energy of the adopted mean-field (MF) theory identically coincide with the exact Fermi energy. This is additional to the well-known requirement that for anisotropic metallic GSs the Fermi surface \( S_{HF,\sigma} \) not be deformed with respect to \( S_{F,\sigma} \), \( \forall \sigma \) [36, §5.7].

In Sec. III we have further shown that even in the cases where \( S_{HF,\sigma} \subseteq S_{F,\sigma} \), \( \forall \sigma \), and \( \varepsilon_f = \varepsilon_f \), a non-self-consistent perturbation expansion for the self-energy fails correctly to reproduce the exact \( \Sigma_\sigma(\mathbf{k};\varepsilon) \) for \( \mathbf{k} \) in a neighbourhood of \( S_{F,\sigma} \) and \( \varepsilon \) in a neighbourhood of \( \varepsilon_f \). This in consequence of the fact that within the framework of a \( \nu \)-th order non-self-consistent perturbation expansion of the self-energy, for any finite value of \( \nu \geq 2 \), the Luttinger theorem is at best quantitatively violated at order \( U^\nu \) (see above). Such systematic violation prevents a coherence effect from developing, an effect brought about by the mechanism that embodies the Luttinger theorem, according to which all points of \( S_{HF,\sigma} \) are put into direct contact with \( \varepsilon_f \). We should emphasize, as we have done in Sec. III A 4, that the extent of the last-mentioned neighbourhood of \( S_{F,\sigma} \) is not fixed, but is dependent on the value of \( U/t \), diminishing towards zero with \( U/t \rightarrow 0 \).

Two energy dispersions, \( \varepsilon_k^{HF,\sigma} \) and \( \varepsilon_k^{\sigma_k,\sigma} \), Eqs. (2.15) and (2.16), feature very prominently in the considerations of both Refs. [1–3] and the present paper. These energies are variational single-particle excitation energies, satisfying \( \varepsilon_k^{HF,\sigma} < \mu < \varepsilon_k^{\sigma_k,\sigma} \), \( \forall \mathbf{k} \), where \( \mu \) is the chemical potential corresponding to the \( N \)-particle uniform GS of the system under consideration. These energy dispersions, which are defined for both metallic and insulating uniform GSs, have the remarkable property that for metallic GSs they coincide, up to deviations of the order of \( 1/N \), with \( \mu \) for \( \mathbf{k} \in S_{F,\sigma} \). On the basis of this property, in Sec. IV we have deduced the functional forms of the GS momentum-distribution function \( n_\sigma(\mathbf{k}) \) specific to a variety of uniform metallic GSs for \( \mathbf{k} \) infinitesimally away from the underlying Fermi surface \( S_{F,\sigma} \), expressed in terms of two GS correlation functions that characterize the leading-order terms in the asymptotic series expansions of \( \mu - \varepsilon_k^{HF,\sigma} \) and \( \varepsilon_k^{\sigma_k,\sigma} - \mu \) for \( \mathbf{k} \) approaching \( S_{F,\sigma} \) [1, 2]. Amongst others, we have deduced the functional forms of the aforementioned correlation functions in the asymptotic region \( U/t \rightarrow 0 \).

In Sec. V we have made explicit the way in which the relationship \( S_{HF,\sigma} \subseteq S_{HF,\sigma} \), Eq. (2.41), amounts to a kinematic constraint for ferromagnetic uniform metallic states to qualify as potential GSs of the single-pand Hamiltonians considered in this paper, Eqs. (1.1) and (A1).

On the basis of similar considerations as indicated above, and by establishing a well-defined correspondence between in particular \( \varepsilon_k^{HF,\sigma} \) and the single-particle energy dispersions as measured by means of the ARPES [72], in Sec. VI we have established a direct relationship between the ‘kinks’ in the experimentally-observed single-particle energy dispersions in a number of materials and the behaviour of the underlying \( n_\sigma(\mathbf{k}) \) for \( \mathbf{k} \) in the vicinity of the ‘kink’ wave vector \( \mathbf{k}_s \) [3]. We hope hereby to have succeeded in drawing the attention of in particular experimentalists to the relationship that exists between the experimentally-measured single-particle energy dispersions and \( \varepsilon_k^{HF,\sigma} \) and \( \varepsilon_k^{\sigma_k,\sigma} \). The existence of this relationship is of considerable practical significance, in particular because the exact identity in Eq. (2.52) enables one to gain quantitative insight into the dispersion of the single-particle excitation energies above \( \mu \), which is related to the energy dispersion \( \varepsilon_k^{\sigma_k,\sigma} \), on the basis of the measurements concerning the single-particle excitation energies below \( \mu \), which is related to the energy dispersion \( \varepsilon_k^{HF,\sigma} \). In this connection and with reference to the expression in Eq. (2.49), one should note that \( n_\sigma(\mathbf{k}) \) is determined through the knowledge of \( A_\sigma(\mathbf{k};\mathbf{\varepsilon}) \) for \( \mathbf{\varepsilon} \) over \( (-\infty,\mu] \), and that, according to the expressions in Eqs. (A3) – (A5), knowledge of \( n_\sigma(\mathbf{k}) \) and the bare interaction potential \( \hat{v} \) suffices to calculate \( \Sigma_\sigma(\mathbf{k}) \). If for no other purpose, the experimentally-determined energy dispersions \( \varepsilon_k^{HF,\sigma} \) and \( \varepsilon_k^{\sigma_k,\sigma} \) (better, \( \varepsilon_k^{HF,\sigma}(E) \) and \( \varepsilon_k^{\sigma_k,\sigma}(E) \)) can be fruitfully used for determining the Fermi surface of the \( N \)-particle uniform metallic GS of any
system whose low-energy properties are accurately described by a single-band Hamiltonian. For clarity, an experimentally-determined $\varepsilon_{k,\sigma}^< \rightarrow \varepsilon_{k,\sigma}$ is the energy dispersion determined on the basis of an experimentally-measured $A_{\nu}(k;\varepsilon)$ [72] and the left-most expression in Eq. (2.51). In Sec. II E, we have speculated on a way in which also the Luttinger surface [10, §2.4] of insulating $N$-particle uniform GSs may be determined with the aid of $\varepsilon_{k,\sigma}^< \rightarrow \varepsilon_{k,\sigma}$ and $n_\sigma(k)$.

Appendix A: Some aspects concerning a more general single-band Hamiltonian than the single-band Hubbard Hamiltonian

The considerations of this paper are focused on the $N$-particle uniform metallic GS of the single-band Hubbard Hamiltonian $\hat{H}$ in Eq. (1.1). With reference to Ref. [2], in the main text we have emphasized that the results presented in this paper are with some appropriate modifications also applicable to the $N$-particle uniform metallic GS of the following, more general, single-band Hamiltonian [2]:

$$\hat{H} = \sum_{k,\sigma} \varepsilon_k \hat{a}_{k,\sigma}^\dagger \hat{a}_{k,\sigma} + \frac{1}{2\Omega} \sum_{\sigma,\sigma'} \sum_{k,p,q} \tilde{v}(\|q\|) \hat{a}_{k+q,\sigma}^\dagger \hat{a}_{p-k-q,\sigma'} \hat{a}_{p,\sigma'} \hat{a}_{k,\sigma}, \quad (A1)$$

where $\Omega$ is the macroscopic volume of the system under consideration (‘macroscopic’ because we explicitly deal with metallic GSs), and $\tilde{v}(\|q\|)$ the Fourier transform of the isotropic two-body potential, $v(\|r - r'\|)$ or $v(\|R_j - R_j'\|)$ (depending on whether the system under consideration is defined in a continuum subset of $\mathbb{R}^d$, or on the lattice $\{R_j\}$ embedded in $\mathbb{R}^d$, appendix D), through which the particles in the system interact [83]. The sums with respect to $k$, $p$ and $q$ in Eq. (A1) are over the following discrete sets of points in the wave-vector space, which conform with the box boundary condition (that is, the distance between two adjacent points along the $j$th principal axis of this space is equal to $2\pi/L_j$, $j = 1, \ldots, d$, where $L_j$ is the macroscopic length of the system along the $j$th principal axis): (1) in the cases where the system under consideration is defined on the lattice $\{R_j||j = 1, 2, \ldots, N_S\}$, which we assume to be a Bravais lattice, the relevant set consists of the points of the first Brillouin zone, 1BZ, specific to $\{R_j\}$; (2) in the cases where the system is defined in a continuum subset of $\mathbb{R}^d$ and the Bravais lattice $\{R_j\}$ signifies the position of ‘atoms’ (assuming mono-atomic crystals – see appendix D), the relevant set consists of the points $k$ describable as $k = k + K$, where $k \in 1BZ$ and $K \in \{K_j||j = 1, 2, \ldots, N_S\}$, the latter being the set of vectors spanning the lattice reciprocal to $\{R_j\}$.

The Hubbard Hamiltonian in Eq. (1.1) is recovered from the Hamiltonian in Eq. (A1) by effecting the following transformation:

$$\tilde{v}(\|q\|) \rightarrow \frac{\Omega U}{N_S}, \quad (A2)$$

and confining the wave-vector sums in Eq. (A1) to the points of the relevant 1BZ: in doing so, such vector as for instance $k + q$ is to be identified with $k + q + K_0$, where $K_0$ is the reciprocal-lattice vector, corresponding to the underlying direct lattice $\{R_j\}$, for which $k + q + K_0 \in 1BZ$.

1. The exact Hartree-Fock self-energy

Using the rules for calculating the contributions of the self-energy diagrams [19, §3.9], for the Hartree-Fock self-energy $\Sigma_{\sigma}^{HF}(k)$ as expressed in terms of the exact Green functions $\{G_{\sigma}\}$, i.e. $\Sigma_{\sigma}^{HF}(k;\{G_{\sigma}\})$, Sec. III A 2, one obtains [19, §4.10]

$$\Sigma_{\sigma}^{HF}(k) = \Sigma_{\sigma}^{H}(k) + \Sigma_{\sigma}^{F}(k), \quad (A3)$$

where (see Eqs. (1.3) and (2.30))

$$\Sigma_{\sigma}^{H}(k) = \frac{1}{\hbar \Omega} \tilde{v}(0) \sum_{k',\sigma'} n_{\sigma'}(k') \equiv \frac{1}{\hbar \Omega} \sum_{k',\sigma'} \tilde{v}(\|k - k'\|) n_{\sigma'}(k'). \quad (A4)$$

$$\Sigma_{\sigma}^{F}(k) = - \frac{1}{\hbar \Omega} \sum_{k'} \tilde{v}(\|k - k'\|) n_{\sigma}(k'). \quad (A5)$$

In the cases where $\tilde{v}(0)$ is unbounded, $\Sigma_{\sigma}^{H}(k)$ is discarded on account of its cancellation against the self-energy contribution arising from the interaction of particles with a positively-charged uniform background; by the same consideration, in these cases the point $k' = k$ is excluded from the set of points over which the summation on the RHS of Eq. (A5) is carried out [22, §2.1].

Making use of the transformation in Eq. (A2), for the Hubbard Hamiltonian one obtains (see Eqs. (1.2) and (1.3))

$$\Sigma_{\sigma}^{H}(k) = \frac{1}{\hbar} Un_{\sigma}, \quad \Sigma_{\sigma}^{F}(k) = - \frac{1}{\hbar} Un_{\sigma}, \quad (A6)$$

leading, on account of the equality in Eq. (A3), to the expression in Eq. (2.24). In the above expressions, $n_{\sigma}(k)$ originates from [19, Eq. (10.7)]

$$n_{\sigma}(k) = \frac{1}{\hbar} \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi i} e^{i\varepsilon/\hbar} G_{\sigma}(k;\varepsilon), \quad (A7)$$

which is equivalent to the expression in Eq. (2.49). This equivalence is established by realizing that (see Eq. (2.46))

$$G_{\sigma}(k;\varepsilon) \triangleq \lim_{\eta \downarrow 0} \tilde{G}_{\sigma}(k;\varepsilon \pm i\eta), \quad \varepsilon \geq \mu, \quad (A8)$$
where $\tilde{G}_\sigma(k; z)$, $z \in \mathbb{C}$, is the single-particle Green function in Eq. (2.68). Such explicit definition for the ‘physical’ single-particle Green function $G_\sigma(k; z)$, $\varepsilon \in \mathbb{R}$, is necessary owing to $\tilde{G}_\sigma(k; z)$ being discontinuous across (some parts of) the real $\varepsilon$ axis; explicitly, on account of the spectral representation in Eq. (2.68), those parts at which, for the given $k$, $A_\sigma(k; \varepsilon) \neq 0$. Since $\tilde{G}_\sigma(k; z)$ is analytic everywhere in $\mathbb{C}$ outside the real axis $[10, 40]$, and since $\tilde{G}_\sigma(k; z) \sim \hbar z/|z| \to \infty$ for $|z| \to \infty$ [10, 40], through deform the integration contour over $[\mu, +\infty)$ into the upper-half of the complex $\varepsilon$ plane (note the converging factor $e^{i\varepsilon t/\hbar}$) and making use of the definition in Eq. (2.46), from the expression in Eq. (A7) one arrives at the one in Eq. (2.49).

From the perspective of the considerations of this paper, the significance of the above standard expressions lies in the fact that they reveal that the $\varepsilon$ for (or $\mu$, Eq. (2.7)) implicit in the expression for the exact Hartree-Fock self-energy, coincides with the exact Fermi energy $\varepsilon$, apparent from the equivalence of the expressions in Eqs. (2.49) and (A7). Violation of the equality in Eq. (2.29) would therefore be tantamount to an internal inconsistency in the exact Hartree-Fock theory: the Fermi energy on which the exact $\Sigma^{\mu\nu}(k)$ implicitly depends, i.e. the exact Fermi energy $\varepsilon$, would differ from the Fermi energy $\varepsilon^{\mu\nu}$ pertaining to the $N$-particle GS of this theory as determined through solving the equation in Eq. (2.28). Although such inconsistency cannot a priori be ruled out, in Sec. IIIF we demonstrate that the equality in Eq. (2.29) is indeed valid. The considerations in Sec. 4 of Ref. [2] shed additional light on some relevant properties of the exact $\Sigma^{\mu\nu}_\sigma(k)$.

Appendix B: Simple examples illustrative of the way in which the Luttinger-Ward identity breaks down

In Sec. IIIA3 we have argued that despite the equality in Eq. (3.38), in the asymptotic region $U/t \to 0$ the leading-order term in the asymptotic series expansion [39, 44, 45] of the expression on the LHS of Eq. (3.37) does not scale like $U^4$, in contradiction with what a formal geometric series expansion of the function $G^{HF}_0$ in Eq. (3.32) in powers of $\tilde{G}^{\mu\nu}_\sigma \Sigma^{\mu\nu}_\sigma([G^{HF}_\sigma])$ would suggest. In this appendix we show the validity of the argument in Sec. IIIA3 by considering two simple mathematical models that shed light on some relevant processes.

We begin by considering the functions

$$
\gamma^0_a(z) \doteq \frac{1}{z - a} \quad \text{and} \quad \zeta_b(z) \doteq \frac{u^2}{z - b}, \quad a, b, u \in \mathbb{R}, \quad (B1)
$$

as representing respectively $\tilde{G}^{\mu\nu}_\sigma(k; z)$, Eq. (3.39), and $\tilde{G}^{(2)}_\sigma(k; z; [\{G^{HF}_\sigma\}])$ for a given $k \in 1BZ$. By identifying $\mu^{\mu\nu}$ with 1, the choice $a = 1$ would correspond to $k$ being a vector on the Fermi surface $e^\mu_{\nu\sigma}$. We note that similar to the latter functions, those in Eq. (B1) to leading order decay like $1/|z|$ for $|z| \to \infty$ [10, Eqs. (B.65), (B.103)].

Thus

$$
\gamma_{a,b}(z) \doteq \frac{\gamma^0_a(z)}{1 - \gamma^0_a(z)\zeta_b(z)} \quad (B2)
$$

may be viewed as representing the function $\tilde{G}^{HF}_\sigma(k; z)$ in Eq. (3.32).

In analogy with the expression on the LHS of Eq. (3.37), we introduce the following function:

$$
f_{a,b}(u) \doteq \int_{-\infty}^{1+\infty} \frac{dz}{2\pi i} \frac{\gamma_{a,b}(z) - \gamma^0_a(z)}{z - u} \zeta_b(z), \quad (B3)
$$

where the choice of the contour of integration (more specifically, the point at which it passes through the real axis, Eq. (3.28)) is dictated by the above-mentioned identification of $\mu^{\mu\nu}$ with 1.

We note that since the function $\zeta_b(z)$, in contrast to $\tilde{G}^{HF}_\sigma(k; z; [\{G^{HF}_\sigma\}])$, does not correspond to second-order skeleton self-energy diagrams evaluated in terms of $\gamma^0_a(z)$, the function

$$
h_{a,b}(u) \doteq \int_{-\infty}^{1+\infty} \frac{dz}{2\pi i} \gamma^0_a(z) \frac{\partial}{\partial z} \zeta_b(z) \quad (B4)
$$

is not necessarily vanishing (cf. Eq. (3.38)). It is for this reason that we have defined the function $f_{a,b}(u)$ in terms of the difference $\gamma_{a,b}(z) - \gamma^0_a(z)$, instead of $\gamma_{a,b}(z)$ alone.

While $\gamma_{a,b}(z)$ is bounded at $z = 1$, $\forall a, b \in \mathbb{R}$ and $u \neq 0$, $\gamma^0_a(z)$ has a pole at $z = 1$ for $a = 1$. This implies that for $a = 1$ the integral in Eq. (B4) must be viewed as a Cauchy principal-value integral [39, §4.5]. With this in mind and assuming that $b > 1$, one trivially obtains that

$$
h_{a,b}(u) = -\Theta(1-a)u^2 \quad (B5)
$$

where $\Theta(0) = 1/2$ by definition. The peculiarity of the case of $a = 1$ is due to the fact that in this case only one-half the residue of the integrand of $h_{a,b}(u)$ corresponding to the simple pole of $\gamma^0_a(z)$ at $z = 1$ is taken account of by the Cauchy principal-value integration [39, §4.5].

For $a \leq 1$ and $b > 1$ one obtains

$$
f_{a,b}(u) = -\frac{1}{2} + \frac{b - a}{2\sqrt{4u^2 + (b - a)^2} + \Theta(1-a)u^2} \quad (B6)
$$

from which one deduces the following asymptotic series expansions [39, 44, 45] corresponding to $u \to 0$:

$$
f_{1,b}(u) \sim -\frac{u^2}{2(b-1)^2} + \frac{3u^4}{(b-1)^4} - \frac{10u^6}{(b-1)^6} + \ldots \quad (B7)
$$

$$
f_{a,b}(u) \sim \frac{3u^4}{(b-a)^4} - \frac{10u^6}{(b-a)^6} + \ldots, \quad a < 1. \quad (B8)
$$

One observes that in contrast to the case of $a < 1$, the function $f_{a,b}(u)$ for $a = 1$ to leading order scales like $u^2$ for $u \to 0$. Below we show that the case of $a = 1$ is
relevant to the considerations in Sec. III A 3, even though, in the light of the sum with respect to \( k \) on the LHS of Eq. (3.37) and the fact that in the thermodynamic limit Fermi surface amounts to a subset of measure zero of the underlying 1BZ (see the remark following Eq. (B1) above), the case of \( a = 1 \) may not seem relevant from the perspective of the validity or failure of the Luttinger-Ward identity \([7]\) at order \( U^2 \). We note in passing that the asymptotic series in Eq. (B7) (Eq. (B8)) is the Taylor series of \( f_{a,b}(u) (f_{a,b}(u)) \) around \( u = 0 \) for \( |u| < (b-1)/2 \) \((|u|<(b-a)/2)\).

For \( a < 1 \), in contrast to the case of \( a = 1 \), the contour of integration with respect to \( z \) in the defining expression for \( f_{a,b}(z) \), Eq. (B3), can be deformed, thereby accounting for the full residue of the integrand corresponding to the pole of \( \gamma_{a}^{\pm}(z) \) at \( z = a \). The possibility of such contour deformation is rooted in the fact that the function \( \Omega_{a}(z) \) under consideration, Eq. (B1), and therefore its derivative \( \partial \Omega_{a}(z)/\partial z \), is analytic in a finite neighbourhood of \( z = 1 \). This is not the case for the self-energy \( \Sigma^{a}_{\nu}(k; z) \) corresponding to an \( N \)-particle metallic GS that the function \( \Omega_{a}(z) \) is intended to represent. For this self-energy, the point \( z = \mu_{a}^{\nu} \) (where \( \mu_{a}^{\nu} = \varepsilon_{a}^{\nu} \) up to a deviation of the order of \( 1/N \)) is a branch-point singularity \([39, \S5.7]\) for all \( k \in 1BZ \). This fact is easily established by considering the identity in Eq. (3.20) and taking into account that with \( z \equiv \varepsilon + i\eta \), where \( \varepsilon, \eta \in \mathbb{R} \), the same self-energy is discontinuous at \( \eta = 0 \) for \( z \) in a neighbourhood of \( \varepsilon_{a}^{\nu} \) (see the remark following Eq. (A8) as well as that following Eq. (B.59) in Ref. \([10]\)).

Considering the exact \( \Sigma_{a}(k; z) \) corresponding to an \( N \)-particle GS, for this function the energies \( z = \mu_{N;\sigma}^{a} \) and \( z = \mu_{N;\sigma}^{a} \), Eqs. (2.2) and (2.3), turn into limit or accumulation points \([39, \S2.21]\) of the sets \( \{\varepsilon_{a}^{\nu}\}|s\} \) and \( \{\varepsilon_{a}^{\nu}\}|s\} \) of the single-particle excitation energies \([10, \text{Eq. (B.3)}]\) in the limit of \( N = \infty \) \([84]\). As \( N \rightarrow \infty \), \( z = \mu_{N;\sigma}^{a} \) and \( z = \mu_{N;\sigma}^{a} \) become in fact branch-point singularities \([39, \S5.7]\) of \( \Sigma_{a}(k; z) \), coinciding up to a deviation of the order of \( 1/N \) in the case of metallic \( N \)-particle GSs, Eqs. (2.6) and (2.7). In the case of metallic GSs, the contour of integration \( \mathcal{C}(\mu) \) in the expression for the Luttinger-Ward function, Eq. (3.27), is therefore ‘pinched’ \([46, \S6.3.1]\) by the branch-point singularities \( z = \mu_{N;\sigma}^{a} \) that is, the crossing point of \( \mathcal{C}(\mu) \) with the real axis of the \( z \) plane becomes inmovable. By identifying \( \Omega_{a}(z) \) with a function whose branch-point singularities similarly to those of the exact \( \Sigma_{a}(k; z) \) corresponding to metallic GSs ‘pinch’ the contour of integration \( \mathcal{C}(\mu) \) (here \( \mathcal{C}(\mu_{a}^{\nu}) \)) on the real energy axis, it is to be expected that for \( a \uparrow 1 \) the corresponding function \( f_{a,b}(u) \) behaves, in its dependence on \( u \) in the region \( u \rightarrow 0 \), similarly to the function \( f_{1,b}(u) \) considered earlier in this appendix.

In the light of the above observations, we now consider the function

\[
\Omega_{a}(z) = \frac{u^{2}}{z-b} \left( 2 - \frac{1}{\sqrt{b-z}} \right).
\] (B9)

Instead of that presented in Eq. (B1). For \( b > 1 \), the function in Eq. (B9) has two branch points \([39, \S5.7]\), at \( z = 1 \) and \( z = b \). The choice for the function \( \Omega_{a}(z) \) in Eq. (B9) is motivated by its simplicity, the fact that for \( b \neq 1 \) the point \( z = 1 \) (representing the chemical potential \( \mu_{a}^{\nu} \) in this appendix) is its branch point, and that for \( |z| \rightarrow \infty \) leading order it coincides with the function \( \Omega_{a}(z) \) in Eq. (B1). We note that in contrast to the above-mentioned self-energy \( \Sigma_{a}(k; z) \) whose two branch points \( \mu_{N;\sigma}^{a} \) and \( \mu_{N;\sigma}^{a} \) ‘pinch’ \([46, \S6.3.1]\) the contour \( \mathcal{C}(\mu) \) on the real energy axis of the \( z \) plane in the case of metallic \( N \)-particle GSs, Eqs. (2.6) and (2.7), the branch point \( z = 1 \) of the function \( \Omega_{a}(z) \) in Eq. (B9) prohibits displacement of the crossing point of the contour of integration in the defining expression for \( f_{a,b}(u) \), Eq. (B3), only to the right of \( z = 1 \); for \( a < 1 \), the last-mentioned crossing point can be freely displaced to the left of \( z = 1 \), so long as it remains to the right of \( a \). In the model under consideration, the ‘pinching’ is therefore effected by the limiting process \( a \uparrow 1 \), increasingly narrowing the interval \([a,1]\).

Although the function \( f_{a,b}(u) \) corresponding to the function \( \Omega_{a}(z) \) in Eq. (B9) may be expressible in closed form, we have made no serious attempt to this end. Instead, we have studied this function wholly numerically. In Fig. 4 we present \( f_{a,b}(u)/u^{2} \), with \( b = 2 \), as a func-
tion of $u$ for different values of the parameter $a$. One observes that up to a possible logarithmic correction, the most dominant contribution to $f_{n,a}(u)$ scales like $u^a$, where $a \approx 4$ for 'small' and $a \approx 2$ for 'large' values of $u$. The boundary region separating the 'small' and 'large' values of $u$ is clearly seen to be determined by the value of $a$, with the region corresponding to 'large' values of $u$ increasingly expanding, at the expense of that corresponding to 'small' values of $u$, for $a$ approaching 1, the value representing the chemical potential $\mu^u$ in the considerations of the present appendix. We have therefore established that for the simpler model described in terms of the function $\zeta_0(z)$ introduced in Eq. (B1), indeed the case of $a = 1$ is representative not only of $k$ being on the underlying Fermi surface, but also of $k$ being located in a finite neighbourhood of this surface.

With reference to the apparent divergence of $f_{n,a}(u)$ for $a \uparrow 1$, Fig. 4, we note that although the number of $k$ points in the neighbourhood of the Fermi surface is a relatively small fraction of the total number of points of which the underlying 1BZ is comprised, quantitatively the contribution to the sum on the LHS of Eq. (3.7) of each of the points in the close neighbourhood of the Fermi surface is considerably larger than that of a point of the 1BZ outside this neighbourhood.

**Appendix C: On the asymptotic series with unbounded expansion coefficients**

Let $f(u)$ be a well-defined bounded function in some neighbourhood of $u = 0$ and

$$f(u) \sim a_0 + a_1 u + a_2 u^2 + \ldots$$

its formal asymptotic series expansion corresponding to $u \to 0$ in terms of the asymptotic sequence $\{1, u, u^2, \ldots\}$ [39, 44, 45]. When in this formal series the coefficients $\{a_j\}_{j=0}^m$ are bounded but $a_{m+1}$ is unbounded, the leading-order term in the asymptotic series expansion of $f(u) - (a_0 + \ldots + a_m u^m)$, for $u \to 0$, is more dominant than $u^{m+1}$ and, provided that $a_m \neq 0$ (see later), less dominant than $u^m$ [22, §2.2] (in the region $u \to 0$, the function $\xi(u)$ is more [less] dominant than $u^0$ if $u^p/\xi(u) \sim 0$ [$\xi(u)/u^p \sim 0$] as $u \to 0$). This leading-order term is deduced from evaluating the infinite sum $\sum_{j=m+1}^{\infty} a_j u^j$, where $a_j$ is the unbounded (singular) part of $a_j$, $j > m$. We note that since by assumption $f(u)$ is well-defined, the unboundedness of $a_{m+1}$ implies that besides $a_{m+1}$, an infinite subset of the infinite set $\{a_j\}_{j > m}$ must be unbounded [22, §2.2].

Here we focus on the cases where the coefficients $\{a_j\}_{j = 0, 1, 2, \ldots}$ are defined in terms of integrals, whereby an unbounded $a_j$, $j > m$, corresponds to a non-existent integral and $a_j$ to that part of the relevant integrand whose integral is unbounded. In this light, $\sum_{j=m+1}^{\infty} a_j u^j$ stands for the function that one obtains on exchanging the orders of $\sum_{j=m+1}^{\infty}$ and the integral associated with $a_j$ (it may in general be necessary to redefine integrands so as to create a region of integration common to all $a_j$, $j > m$). This exchange of the orders of summation and integration and the subsequent evaluation of the sum with respect to $j$ result in a bounded function of $u$ whose leading-order term in the asymptotic series expansion for $u \to 0$ is more dominant than $u^{m+1}$, however less dominant than $u^m$, provided that $a_m \neq 0$ [22, §2.2].

The unboundedness of $a_{m+1}$ implying $\partial_j f(u)/\partial u^j$ to be unbounded at $u = 0$ for $j = m + 1$, it follows that viewed as a function of a complex variable, $f(u)$ is non-analytic at $u = 0$. More explicitly, since $f(u)$ is by assumption well-defined and bounded, $f(u)$ is non-analytically singular [85, §4.2] at $u = 0$, whereby $f(u) - (a_0 + \ldots + a_m u^m)$ cannot be described by a single asymptotic series that is valid uniformly for all $\arg(u)$ as $|u| \to 0$ [44, 45]. Thus, restricting the considerations to $u \in \mathbb{R}$, an unbounded $a_{m+1}$, for any finite value of $m$, implies that the leading asymptotic contribution to $f(u) - (a_0 + \ldots + a_m u^m)$ for $u \to 0$ must depend on the sign of $u$. This term must therefore be expressible as $c|u|^\gamma \ln^n(1/|u|)$, where the values of the constants $c$, $\alpha$ and $\gamma$ in general depend on the sign of $u$. Here, $m < \alpha \leq m + 1$ and $\gamma \geq 0$, where $\alpha$ and $\gamma$ cannot simultaneously be equal to respectively $m + 1$ and 0. For $a_m = 0$, the possibility of $\alpha = m$, to be contrasted with $m < \alpha$, cannot a priori be ruled out. What is evident however, is that in the cases where $\alpha = m$, one must have $\gamma = 0$, for $\alpha = m$ together with $\gamma > 0$ would imply an unbounded $a_{m-1}$, in violation of the assumption of $a_{m+1}$ being the first in the sequence $\{a_0, a_1, a_2, \ldots\}$ to be unbounded (this is similar to the case where $a_m \neq 0$, for which the relevant $\alpha$ and $\gamma$ cannot simultaneously take the values $m + 1$ and $\gamma = 0$, respectively). We shall discuss the former aspect below. For now, we note that unless $f(0) \neq \lim_{u \to 0} f(u)$, the possibility of $\alpha = m$ when $m = 0$ and $a_0 \equiv f(0) = 0$, is a priori ruled out.

For illustration, we first consider the function

$$f(u) = \int_0^\infty dx \frac{\sin(ux)}{x^2 + 1}, \quad u \in \mathbb{R},$$

for which one has

$$f(u) = \text{Shi}(u) \cosh(u) - \text{Chi}(|u|) \sinh(u),$$

where Shi is the hyperbolic sine integral function [86, 5.2.3] and Chi the hyperbolic cosine integral function [86, 5.2.4]. From the expression in Eq. (C3), one readily obtains

$$f(u) \sim -u \ln(|u| + (1 - \gamma)u + \ldots \quad \text{for } u \to 0^\pm,$$

where $\gamma = 0.5772156649\ldots$ is the Euler constant [86, 6.1.3], and $u \to 0^+$ ($u \to 0^-$) denotes $u \downarrow 0$ ($u \uparrow 0$) (see above). With $\sin(x) = x - x^3/6 + \ldots$, in the light of the fact that the integral $\int_0^\infty dx x/(x^2 + 1)$ (coinciding with the coefficient of $u$ in the formal asymptotic series expansion of $f(u)$ corresponding to $u \to 0$) is unbounded, the
form of the asymptotic expression in Eq. (C4) is in conformity with the above observations. According to these, because of the unboundedness of the latter integral, the asymptotic term proportional to $u$ must be superseded by a term more dominant than $u$ and less dominant than $u^0$, which is indeed the case (note that $f(u)$ is a continuous function of $u$ at $u=0$ and $f(0)=0$).

We now consider the function

$$f(u) = \int_0^\infty dx \frac{\cos(ux)}{x^2 + 1}, \quad u \in \mathbb{R},$$

for which one has

$$f(u) = \frac{\pi}{2} e^{-|u|}.$$  \hfill (C6)

Clearly, $f(u)$ is continuous but not differentiable at $u=0$, it being cusped. One has

$$f(u) \sim \frac{\pi}{2} \left( 1 + u + \frac{1}{2!} u^2 + \frac{1}{3!} u^3 + \ldots \right) \quad \text{for} \quad u \to 0^\pm. \hfill (C7)$$

Two aspects of these asymptotic series are worthy of note.

Firstly, $f(u) - a_0$, where $a_0 \equiv f(0) = \pi/2$, does not have a uniform asymptotic series expansion \[44, 45\] for $u \to 0$ in terms of the asymptotic sequence \{u, $u^2, \ldots$\}, which here is to say that in the asymptotic region $u \to 0$, $f(u) - a_0$ cannot be described by a single \('single-point\' qua form\) asymptotic series in terms of the latter asymptotic sequence, but by two distinct ones, one specific to the region $u < 0$ and one specific to the region $u > 0$ (note that here by assumption $u \in \mathbb{R}$). This non-uniformity is related to the non-analyticity of $f(u)$ at $u=0$.

Secondly, whereas the Taylor series expansion $\cos(x) = 1 - x^2/2 + x^4/24 + \ldots$ contains only even powers of $x$, the two asymptotic series in Eq. (C7) contain both even and odd powers of $u$. To appreciate this feature, we refer the reader to our above explicit references to the condition $\alpha_m \neq 0$ (here $m = 1$) in asserting the condition $m < \alpha$, to be distinguished from $m \leq \alpha$. In the present case, where the formal asymptotic series expansion of $f(u)$ for $u \to 0$ in terms of the asymptotic sequence \{1, $u$, $u^2, \ldots$\} is of the form $f(u) \sim a_0 + a_2 u^2 + a_4 u^4 + \ldots$, one has $a_{2j-1} = 0$ for all $j \in \mathbb{N}$. The unboundedness of the integral $\int_0^\infty dx x^n/(x^2 + 1)$ for amongst others $m = 2j$, with $j \in \mathbb{N}$, implies that $a_{2j}$ is unbounded for all $j \in \mathbb{N}$. Thus, while on general grounds the leading order asymptotic contribution to $f(u) - a_0$ for e.g. $u \downarrow 0$, where $a_0 \equiv f(0) = \pi/2$, is of the form $c u^\gamma \ln^{\gamma}(1/u)$ (see above), with $a_1 = 0$ one cannot conclude that either $1 < \alpha < 2$, $\gamma > 0$, or $\alpha = 2$, $\gamma > 0$; one can also have $\alpha = 1$, $\gamma = 0$, as is indeed attested by the relevant explicit expression in Eq. (C7). Similarly for the case of $u \uparrow 0$.

The above observations are of direct relevance to the case of the expressions in Eqs. (3.42) and (3.43), where in particular the question arises as to whether one may have $\alpha = 1$ for the exponent $\alpha$ in these expressions. Above we have indirectly shown that insofar as the expressions in Eqs. (3.42) and (3.43) are concerned, the combination $\alpha = 1$, $\gamma = 0$ cannot \textit{a priori} be ruled out.

**Appendix D: On the question of whether or not the GS number-density distribution function of the Hubbard Hamiltonian is non-interacting \(\nu\)-representable**

The problem that we consider in this appendix is not directly related to the main subjects dealt with in this paper. It is however of relevance to the question with regard to the applicability of a specific formulation of the zero-temperature many-body perturbation theory, presented in Refs. [87–89], to the Hubbard Hamiltonian, when the latter is considered in a specific way to be described below. In this formulation, which explicitly relies on the assumption of the non-interacting \(\nu\)-representability of the GS number-density of the interacting system, a self-consistent mean-field Hamiltonian (coinciding with the Kohn-Sham Hamiltonian \[90\]) is generated that with considerable advantage can be used in many-body calculations.

There are two distinct ways in which the Hubbard Hamiltonian may be considered, one in which the direct space consists of the lattice sites \{\(R_j\)\} (we assume \{\(R_j\)\} to be a Bravais lattice) embedded within \(\mathbb{R}^d\) (I), and the other in which the direct space consists of a continuum subset of \(\mathbb{R}^d\) in which the lattice \{\(R_j\)\} signifies positions of ‘atoms’ (II) (here we consider mono-atomic crystals and systems subject to periodic boundary condition). Almost all theoretical treatments of the Hubbard Hamiltonian view this Hamiltonian from the former perspective, however the latter perspective is the one adopted in the original systematic derivation of the Hubbard Hamiltonian in Ref. \[6\].

In description I, the single-particle Hilbert space of the Hubbard Hamiltonian is spanned by \{\(\psi_k^{(i)}(R_j)\)|\(k \in 1\)BZ\}, where

$$\psi_k^{(i)}(R_j) \equiv \frac{1}{\sqrt{N_s}} e^{i k \cdot R_j}, \quad j \in \{1, 2, \ldots, N_s\}, \hfill (D1)$$

and in description II, this space is spanned by the Bloch functions \{\(\psi_k^{(\nu)}(r)\)|\(k \in 1\)BZ\}, where \[6, Eq. (4)\]

$$\psi_k^{(\nu)}(r) \equiv \frac{1}{\sqrt{N_s}} \sum_{j=1}^{N_s} e^{i k \cdot R_j} \phi(r - R_j), \quad r \in \mathbb{R}^d, \hfill (D2)$$

in which \(\phi(r)\) is an atomic orbital centred at \(r = 0\). One has

$$\sum_{j=1}^{N_s} \psi_k^{(i)*}(R_j) \psi_k^{(i)}(R_j) = \delta_{k,k'}, \hfill (D3)$$

and, provided that

$$\int d^d r \, \phi^*(r - R_j) \phi(r - R_j') = \delta_{j,j'}, \hfill (D4)$$

$$\int d^d r \, \psi_k^{(i)*}(r) \psi_k^{(i)}(r) = \delta_{k,k'}. \hfill (D5)$$
Irrespective of the nature of the orbital $\phi(r)$, for $k \neq k'$ the validity of the equality in Eq. (D5) is guaranteed on account of $\psi^{(i)}_{k}(r)$ and $\psi^{(i)}_{k'}(r)$, constructed according to the Bloch sum in Eq. (D2), belonging to different irreducible representations of the translation group associated with $\{R_l\}$. The condition in Eq. (D4) is only necessary in order for $\psi^{(i)}_{k}(r)$ to be normalized to unity for all $k$.

With $\hat{a}_{k,\sigma}$ denoting the canonical annihilation operator corresponding to wave vector $k$ and spin index $\sigma$, for the annihilation field operators one has [19, Eq. (2.1)]

$$\psi^{(i)}_{\sigma}(R_j) = \sum_{k \in 1BZ} \hat{a}_{k,\sigma} \psi^{(i)}_{k}(R_j) \equiv \hat{c}_{j,\sigma},$$

(E6)

$$\psi^{(i)}_{\sigma}(r) = \sum_{k \in 1BZ} \hat{a}_{k,\sigma} \psi^{(i)}_{k}(r).$$

(D7)

One can explicitly show that $\{\hat{c}_{j,\sigma}, [\hat{c}_{j',\sigma}, \hat{c}_{j'',\sigma}']_+ = \delta_{j,j'} \delta_{\sigma,\sigma'}$. Further, on replacing the $\psi^{(i)}_{k}(r)$ on the RHS of Eq. (D7) with the expression for this function as presented in Eq. (D2), making use of the defining expression for $\hat{c}_{j,\sigma}$ in Eq. (D6), one readily verifies that $\psi^{(i)}_{\sigma}(r) = \sum_{s} \langle s \mid \psi^{(i)}_{\sigma}(r - R_j) \hat{c}_{j,\sigma}, establishing that indeed $\hat{c}_{j,\sigma}$ annihilates a fermion with spin index $\sigma$ in the orbital state $\phi(r - R_j)$ [6, p. 242].

On the basis of the expressions in Eqs. (D6) and (D7), for the GS site-occupation numbers $\{n^{(i)}_{\sigma}(R_j)\}$ in the N-particle uniform GS of $\hat{H}$ one has

$$n^{(i)}_{\sigma}(R_j) \equiv \langle \Psi_{N,0} | \psi^{(i)}_{\sigma}(R_j) \psi^{(i)}_{\sigma}(R_j) | \Psi_{N,0} \rangle$$

(D8)

$$\equiv \frac{1}{N_s} \sum_{k \in 1BZ} n_{\sigma}(k) = n_{\sigma}, \quad \forall j,$$

where in arriving at the last equality we have used the expressions in Eqs. (2.30) and (1.2). The result in Eq. (D8) could be directly inferred on the basis of the observation that $\psi^{(i)}_{\sigma}(R_j) \psi^{(i)}_{\sigma}(R_j) \equiv \hat{c}^\dagger_{j,\sigma} \hat{c}_{j,\sigma}$, Eq. (D6). On the other hand, for the number density $n^{(i)}_{\sigma}(r)$ in the uniform GS one has

$$n^{(i)}_{\sigma}(r) \equiv \langle \Psi_{N,0} | \psi^{(i)}_{\sigma}(r) \psi^{(i)}_{\sigma}(r) | \Psi_{N,0} \rangle$$

(D9)

$$\equiv \sum_{k \in 1BZ} n_{\sigma}(k) |\psi^{(i)}_{k}(r)|^2,$$

where in arriving at the last expression we have used the equality $\langle \Psi_{N,0} | \hat{a}_{k,\sigma}^\dagger \hat{a}_{k',\sigma} | \Psi_{N,0} \rangle = n_{\sigma}(k) \delta_{k,k'}$, Eq. (2.8) (note that eigenstates of the total-momentum operator $\hat{P}$ [19, Eq. (7.50)] corresponding to different eigenvalues are orthogonal). One observes that whereas the form of $n_{\sigma}(k)$, so long as it yields the exact value for $N_s$ through the expression in Eq. (2.30), plays no role on the behaviour of $n^{(i)}_{\sigma}(R_j)$ as a function of $j$, the form of $n^{(i)}_{\sigma}(r)$ is of direct consequence for the behaviour of $n^{(i)}_{\sigma}(r)$ as a function of $r$.

The question with regard to the non-interacting $\nu$-representability of $n^{(i)}_{\sigma}(r)$ can be expressed as follows: is there an $n_{0,\sigma}(k) \in \{0, 1\}, \forall k \in 1BZ$, for which

$$\sum_{k \in 1BZ} n_{0,\sigma}(k) |\psi^{(i)}_{k}(r)|^2 \equiv n^{(i)}_{\sigma}(r)?$$

(D10)

The answer to this question is in the negative. The function $n_{\sigma}(k)$ not being in general identically vanishing for any $k \in 1BZ$, according to Eq. (D9) $n^{(i)}_{\sigma}(r)$ has contributions corresponding to the entire single-particle Hilbert space of the problem, spanned by the complete set $\{\psi^{(i)}_{k}(r)||k\rangle\}$ whose cardinal number is $N_s$. Unless all sites (‘atoms’) are either singly or doubly occupied (assuming the spin index of all particles in the former case to be $\sigma$), this is however not the case with $n^{(i)}_{\sigma}(r)$ (the function on the LHS of Eq. (D10)), which owing to $n_{0,\sigma}(k) \in \{0, 1\}, \forall k \in 1BZ$, has contributions corresponding to only $N_{\sigma}$ (where $N_{\sigma} < N_s$) basis functions from the set $\{\psi^{(i)}_{k}(r)||k\rangle\}$.

Alternatively, the validity of the identity in Eq. (D10) would imply

$$\sum_{k \in 1BZ} (n_{\sigma}(k) - n_{0,\sigma}(k)) |\psi^{(i)}_{k}(r)|^2 = 0, \quad \forall r.$$  

(D11)

Since the set 1BZ is countable (consisting of $N_s$ distinct points), it is in principle possible that an $n_{0,\sigma}(k) \in \{0, 1\}$ may exist for which the equality in Eq. (D11) applies for $r$ varying over a countable set, however this cannot be the case for $r$ varying over a set consisting of a continuum of points. For clarity, let $(\lambda)_{l,l'} \equiv |\psi^{(i)}_{k}(r_l)|^2$, where $\{k_l||l = 1, 2, \ldots, N_s\} \equiv 1BZ$. Thus, for, e.g., $r_l \in \{R_j||j = 1, 2, \ldots, N_s\}$, $\lambda$ is an $N_s \times N_s$ matrix and the equality in Eq. (D11) signifies $n_{\sigma}(k_l) - n_{0,\sigma}(k_l)||l\rangle$ as being the set of the components of an eigenvector of $\lambda$ corresponding to zero eigenvalue. Since it cannot a priori be ruled out that $\lambda$ is singular, for $r_l \in \{R_j\}$ it is in principle possible that the latter eigenvector may be non-trivial, i.e., while $n_{\sigma}(k) \neq n_{0,\sigma}(k)$, the equality in Eq. (D11) may in principle be satisfied. This cannot be the case however when $r$ varies over a continuum set, in which case the equality in Eq. (D11) amounts to an uncountably large number of conditions to be satisfied by the countable set of variables $\{n_{\sigma}(k_l) - n_{0,\sigma}(k_l)||l\rangle\}$.

To appreciate the peculiarity of the Hubbard model when viewed from perspective II, one should realize that the single-particle Hilbert space of this model is rigid, it being spanned by the fixed set of functions $\{\psi^{(i)}_{k}(r)||k\rangle\}$, Eq. (D2), independent of the coupling constant $\lambda$ of interaction. The very crucial aspect of the $\lambda$-dependent self-consistent Kohn-Sham orbitals [90] that are encountered in the conventional applications of the density-functional theory to inhomogeneous GSs, is missing here entirely, a fact reflected in the expression on the RHS of Eq. (D9) and that on the LHS of Eq. (D10); for any
arbitrary non-negative value of \(\lambda\), \(n_\sigma^{(n)}(r)\) is determined fully by \(n_\sigma(k)\), the ‘orbitals’ \(\{|\psi_k^{(n)}(r)\rangle\}\) being entirely independent of \(\lambda\). It is interesting to note that \(n_\sigma^{(n)}(r)\) is the diagonal part of the single-particle density matrix \(\rho_\sigma^{(n)}(r, r')\), described by an expression similar to that on the RHS of Eq. (D9) in which \(\hat{a}_k^{\dagger} \hat{a}_k\) takes the place of \(|\psi_k^{(n)}(r)\rangle\). The fact that for interacting GSs \(n_\sigma(k) \not\in \{0, 1\}\), whereby \(\chi^{(n)}(k) \not\equiv \chi(k)\), accounts for the non-identempotency of \(\rho_\sigma^{(n)}(r, r')\) for these GSs.

We have thus demonstrated that for the Hubbard Hamiltonian the number densities \(\{n_\sigma^{(n)}(r)\}\), to be distinguished from the occupation numbers \(\{n_\sigma^{(n)}(R_j)\}\), are not non-interacting \(\nu\)-representable. This is the result arrived at by Schindlmayr and Godby [91] through their numerical calculations on a number of one-dimensional Hubbard chains. Although in a subsequent paper Schönhammer et al. [92] have pointed out the distinction between the “site occupation function(al) theory” and the density functional theory, we believe that the details in this appendix constitute the first explicit demonstration of the exactness of the numerical finding by Schindlmayr and Godby [91] regarding the failure of the interacting \(\{n_\sigma^{(n)}(r)\}\) to be non-interacting \(\nu\)-representable.

Before closing, one remark is in order. From Eqs. (D6) and (D1) one deduces that

\[
\hat{a}_{k, \sigma} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \hat{c}_{j, \sigma} e^{-ik \cdot R_j},
\]

whereby one can write (cf. Eq. (D9))

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

\[
\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma},
\]

With \(\hat{n}_\sigma^{(n)}(r) = \sum_{j} \hat{c}_{j, \sigma}^\dagger \hat{c}_{j, \sigma}\), and barring one minor difference, the expression for \(\hat{n}_\sigma^{(n)}(r)\) coincides with the expression for \(\hat{n}(r)\) employed in Ref. [91] (see Eq. (5) herein), so that our above statement regarding the non-interacting \(\nu\)-representability of \(\hat{n}_\sigma^{(n)}(r)\) has indeed direct bearing on the above-mentioned numerical finding by Schindlmayr and Godby. The difference to which we have just referred, corresponds to the restriction of the double summation \(\sum_{i, j'}\) as encountered in the expression in Eq. (D13) to a summation over pairs of nearest neighbours in Eq. (5) of Ref. [91], signified by \(\sum_{i, j'}\). This is not a fundamental difference, since change of \(\sum_{i, j'}\) into \(\sum_{i, j'}\) does not lead to a change of the form of the expression in Eq. (D9) above, rather to a modification of the behaviour of the \(|\psi_k^{(n)}(r)\rangle\) as a function of \(r\) and \(\hat{k}\). Quantitatively, this modification is relatively small for \(\phi(r)\) a sufficiently localised orbital centred at \(r = 0\).
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