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Abstract

Condensing zero range processes (ZRPs) are stochastic interacting particle systems that exhibit phase separation with the emergence of a condensate. Standard approaches for deriving a hydrodynamic limit of the density fail in these models, and an effective macroscopic description has not been rigorously established, yet. In this article we prove that the limiting triple \((\pi, W, \sigma)\) of the empirical density, the empirical current, and the empirical jump rate of the ZRP satisfies the continuity equation \(\partial_t \pi = -\text{div} W\) in the sense of distributions. Here \((\pi_t)_{t \geq 0}\) is a \(w^*\)-continuous curve of finite non-negative measures on the torus \(\mathbb{T}^d\), \(\sigma_t \in H^1(\mathbb{T}^d)\) and \(W_t = -\nabla \sigma_t\) is a vector-valued measure that is absolutely continuous with respect to the Lebesgue measure, for all almost all \(t \geq 0\). In order to obtain a closed equation we propose a generalization of Young measures and we prove that for symmetric ZRPs on the torus, the hydrodynamic limit of the density is a generalized Young-measure-valued weak solution \(\pi = (\pi_t)_{t \geq 0}\) to a saturated filtration equation \(\partial_t \pi = \Delta \Phi(\pi)\). Furthermore we prove a one-sided two-blocks estimate and we give an equivalent criterion for its validity. Assuming the validity of the two-blocks estimate one obtains the equation \(\partial_t \pi = \Delta \Phi(\pi^{ac})\) for the empirical density, where \(\pi = \pi^{ac} + \pi^{\perp}\) is the Radon-Nikodym decomposition.
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1

Introduction

Symmetric Zero Range Processes (ZRPs) are interacting particle systems on a lattice such that each particle jumps at an exponential rate $g(k)$ that depends only on the number $k$ of particles that occupy the same site of the lattice, through some function $g: \mathbb{Z}_+ \to \mathbb{R}_+$ called the local jump rate. Particles that jump change position according to a symmetric transition probability $p$. In the study of their hydrodynamic limit it is customary to take as lattice the discrete torus $\mathbb{T}_N^d := \{0, 1, \ldots, N-1\}$ with periodic boundary conditions, so that the phase space of the ZRP is the space $\mathcal{M}_N^d := \mathbb{Z}_+^{\mathbb{T}_N^d}$ of configurations of particles, and for each $\eta \in \mathcal{M}_N^d$, $\eta(x)$ is the number of particles at $x \in \mathbb{T}_N^d$. Then the empirical process $(\pi_t^N)_{t \geq 0}$ of the ZRP $(\eta_t)_{t \geq 0}$ is defined by

$$\pi_t^N = \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \eta_t(x) \delta_x \in \mathcal{M}_+ (\mathbb{T}^d).$$

Here $\mathcal{M}_+ (\mathbb{T}^d)$ is the space of non-negative Borel measures on $\mathbb{T}^d$. In the study of the hydrodynamic limit of the ZRP we are interested in proving the convergence of the diffusively rescaled laws of the empirical process $(\pi_t^N)_{t \geq 0}$ to a law on the Skorohod space $D(0, T; \mathcal{M}_+ (\mathbb{T}^d))$ that is supported
by trajectories that satisfy an evolutionary partial differential equation, the so called hydrodynamic limit.

Since their introduction by Spitzer in 1970, ZRPs have attracted a lot of attention, one reason being that for particular choices of local jump rate functions $g$ they exhibit phase transition phenomena, via the emergence of mass condensation at densities above a critical density $\rho_c$. So ZRPs can serve as a simple prototype model for the study of condensation phenomena. In [28], ZRPs that can exhibit condensation are called condensing. Obtaining the hydrodynamic limit of condensing ZRPs in closed form is a difficult open problem since none of the existing methods of proving hydrodynamic limits applies due to the lack of a replacement lemma and the fact that expected hydrodynamic equation is not always well-posed.

In this article, apart from the empirical density process $(\pi_t^N)_{t \geq 0}$ we consider the empirical current $(W_t^N)_{t \geq 0}$ and the empirical jump rate $(\sigma_t^N)_{t \geq 0}$ processes of the ZRP defined by

$$W_t^N = \frac{1}{N^{d-1}} \lim_{\gamma \to e_t} \sum_{j=1}^d \sum_{x \in \mathbb{T}_N^d} \{g(\eta(x)) - g(\eta(x + e_j))\} \delta_{x + e_j}, \quad \sigma_t^N = \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} g(\eta(x)) \delta_x$$

and we will prove that their laws are concentrated as $N \to +\infty$ on paths $(\pi, W, \sigma)$ satisfying the continuity equation

$$\begin{cases} \partial_t \pi + \text{div}W = 0 \\ W = -\nabla \sigma \end{cases} \quad \text{in } (0, T) \times \mathbb{T}^d$$

(1)

in the sense of distributions, where $\partial_t$ is the time-derivative, div is the spatial divergence and $\nabla$ is the spatial gradient. Here for (almost) all $t \geq 0 \pi_t$ is finite non-negative measure, $W_t$ is a vector-valued measure absolutely continuous with respect to Lebesgue measure and $\sigma_t \in H^1(\mathbb{T}^d)$. The relative compactness of the empirical density process on the Skorohod space of paths of non-negative measures is well-known by [24, Lemma 5.1.5], which as noted there is valid even for condensing zero range processes. Here we prove the relative compactness of the empirical jump rate and current in the weak-star ($w^*$) topology of appropriate $L^\infty_{\text{w*}}$-spaces of $w^*$-measurable Banach valued paths.

More importantly, we give a first closed hydrodynamic equation for condensing ZRPs in terms of a notion of generalized Young measures, using only the extension of the one-block estimate to condensing ZRPs in [28] and not the full replacement lemma. Ordinary Young-measures are not sufficient to yield a closed hydrodynamic equation, since they may lose track of the mass that is in condensed phase. For this reason we consider a generalization of Young measures that, loosely speaking, allows us to encode the mass in condensed phase on a separate coordinate, namely a measure $\mu \in M_+(\mathbb{T}^d)$. More precisely we define the generalized Young functionals as elements of the dual of the Banach space

$$\overline{C}_1(\mathbb{T}^d \times \mathbb{R}+) := \left\{ F \in C(\mathbb{T}^d \times \mathbb{R}+) \mid \exists \bar{F} \in C(\mathbb{T}^d): \lim_{\lambda \to 0} \sup_{u \in \mathbb{T}^d} \frac{|\bar{F}(u, \lambda) - F(u)|}{1 + \lambda} = 0 \right\}$$

equipped with norm $\|F\|_{\infty, 1} := \sup_{(u, \lambda) \in \mathbb{T}^d \times \mathbb{R}^+} \frac{|F(u, \lambda)|}{1 + \lambda}$. Viewing the empirical distribution of the ZRP as a generalized Young-functional via

$$\pi_{t, \lambda}^N := \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \delta_x \otimes \delta_{\eta_t^n(x)}$$

where $\eta_t^n(x) = \frac{1}{(1 + t)^d} \sum_{|y| \leq t} \eta(x + y)$ and using the generalization of the one-block estimate for condensing ZRPs with bounded jump rate proved in [28] we obtain that all limit points as $N$ and then $\ell$ tend to infinity of the laws of the empirical density $\pi_{t, \lambda}^N$ of the ZRP are supported on trajectories that satisfy the closed hydrodynamic equation

$$\partial_t \pi = \Delta \Phi(\pi)$$

(2)
in the sense of distributions. Again, the path-space for the empirical density of the ZRP in terms
generalized Young measures will be an appropriate $L^\infty$-spaces. As we will see, generalized Young-
functionals are represented by pairs $(\rho, \rho^\perp) \in \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+) \times \mathcal{M}(\mathbb{T}^d)$ where $\rho$ is an ordinary
Young-measure, referred to as the regular part of the generalized Young-functional, and $\rho^\perp$ is a non-
negative Borel measure on $\mathbb{T}^d$, referred to as the singular part of the the generalized Young-functional
$\pi$. Such pairs act on maps $F \in C_1(\mathbb{T}^d \times \mathbb{R}_+)$ via

$$(F, \pi) = \int F(u,\lambda)d\rho(u,\lambda) + \int F(u)d\rho^\perp(u), \quad \pi = (\rho, \rho^\perp).$$

Viewing the empirical distribution of the ZRP as a generalized Young-functional, any limiting point
of the family of diffusively rescaled empirical processes of the ZRP is concentrated on trajectories
$\pi = (\rho, \mu)$ such that $\rho$ contains all mass at sites with local particle density $\leq M$ and $\mu$ the rest mass
as $M \rightarrow +\infty$.

Furthermore, the usefulness of generalized Young-functionals is not restricted in yielding a closed
hydrodynamic equation for the ZRP. They are also a natural setting to study the two-blocks estimate
in the case of condensing ZRPs. The two-blocks estimate is one of the two basic lemmas in the proof
of the replacement lemma [23] Lemma 5.1.10, the other being the one-block estimate. The one-block
estimate was proved for condensing ZRPs in [28] for bounded cylinder functions and is improved in
this article by extending the class of admissible cylinder functions to the class of all asymptotically
linear cylinder maps. The generalized Young-functionals allow us to separate the fluid from the solid
phase and we are thus able to study how the two-blocks estimate may fail in condensing ZRPs. As
we will see, in general the micro-block averages $\eta^\ell(x)$ underestimate the fluid phase compared to the
macro-averages $\eta^{[N\varepsilon]}$. Here $[N\varepsilon]$ is the integer part of $N\varepsilon$. Indeed, using the notion of generalized
Young measures we are able to adapt the “cut off of large densities” Lemma [21] Lemma 5.4.2
used in the proof of the two-blocks estimate. Using this adaptation of cutting of the large densities,
Lemma 5.8 herein, we are able to interchange micro-block averages by macro-block averages of
truncated micro-block averages, which allows us to compare the micro and macro-block averages
$\eta^\ell(x)$ and $\eta^{[N\varepsilon]}$ as $N \uparrow \infty$, $\varepsilon \downarrow 0$ and then $\ell \uparrow \infty$. This comparison result allows us to give an
equivalent condition for the validity of the two-blocks estimate.

We note here that the cut-off Lemma 5.8 can not be proven by the argument used in the proof
of the original “cut-off lemma” in [23] Lemma 5.4.2 since condensing the equilibrium states of condensing ZRPs
do not have full exponential moments. Thus our argument via the use of generalized Young measures
seems to be necessary here.

Once the correct topologies have been chosen on the path-spaces of the empirical processes
described above, obtaining their relative compactness, the continuity equation (1) and the hydro-
dynamic limit (2) in terms of generalized Young-functionals is rather straightforward and relies on
an application of Prokhorov’s theorem and the portmanteu theorem. Since the $L^\infty$-spaces are not
polish spaces as is usually the case, we collect in the appendix known results of functional analysis
[25] for a precise description of the $L^\infty$-spaces and results of topological measure theory [30, 27]
according to which the usual theory of convergence of probability measures on polish spaces remains
valid in completely regular submetrizable spaces. In the case of the empirical current in particular,
in order to obtain the relative compactness we view it as a first order distribution. Simplifying the
relative compactness by the choice of topology comes with a price though, since the limiting empirical
current need not be a vector-valued measure any more. Thus the additional regularity result
$\sigma_\ell \in H^1(\mathbb{T}^d)$ a.s. is required to conclude via the identity $W = -\nabla \sigma$ that any limiting point of the laws of the empirical current process is concentrated on paths of vector-valued measures.

Plan of the paper: In Section 2 we recall basic facts on condensing ZRPs and describe the various
empirical processes that will be considered in article. In Section 3 we state our main results regarding
the hydrodynamic limit of condensing ZRPs. In Section 2 we study the notion of generalized Young measures and their decomposition in regular and singular parts. Section 5 contains the proofs of our main results. More precisely, in Section 5.1 we collect relative compactness results for various empirical processes in terms of generalized Young measures and prove basic properties of their limiting laws. Section 5.2 contains the proof of the one-block estimate (Theorem 3.1) herein. Sections 5.3 and 5.4 contain the proofs of the continuity equation (Theorem 3.2) and the energy estimate (Theorem 3.3), respectively, and Section 5.5 contains the proof of the closed hydrodynamic equation in terms of generalized Young measures (Theorem 3.4). In Section 5.6 we give the proof of the two-blocks comparison (Theorem 3.5) and in Section 5.7 we prove the one-sided replacement lemma (Theorem 3.6). Finally, for the convenience of the reader, in the appendix we collect the results from functional analysis and topological measure theory that will be used throughout the main text.

2 Preliminaries

2.1 Zero Range Processes

We give in this section the definition of ZRPs. A standard reference for the material in this section is the textbook [21] and the article [21]. A local jump rate is a function \( g : \mathbb{Z}_+ \rightarrow \mathbb{R}_+ \) such that

\[
\begin{align*}
g(k) &= 0 \iff k = 0 \quad (3a) \\
\|g\|_\infty &= \sup_{k \in \mathbb{Z}_+} |g(k + 1) - g(k)| < +\infty, \quad \text{and} \\
The \text{limit } \varphi_c &= \lim_{k \to \infty} g(k)^\frac{1}{C} > 0 \text{ exists.} \quad (3c)
\end{align*}
\]

where \( g(0) := 1 \) and \( g(k) := g(1) \cdot g(2) \cdots \cdot g(k) \). Assumption (3a) of local jump rates means that the rate at which particles leave a site is zero if and only if the site is empty, assumption (3b) is necessary to define the ZRP on the infinite lattice \( M_\infty^d := \mathbb{Z}_+^d \). In the study of the hydrodynamics it is used to bound certain quantities by the total number of particles and can be relaxed the assumption that there exists \( C > 0 \) such that \( g(k) \leq (1 + C)k \); Finally assumption (3c) is mainly required for the equivalence of ensembles to hold. An elementary step distribution is a probability distribution \( p \in \mathbb{P} \mathbb{Z}^d \) (where for any polish space \( M \) we denote by \( \mathbb{P} \) the space of all Borel probability measures on \( M \)) such that its support \( \{z \in \mathbb{Z}^d | p(z) > 0\} \) is bounded and the markov kernel \( p(x, y) := p(y - x) \) is an irreducible random walk kernel.

Instead of defining the ZRP on the infinite lattice \( M_\infty^d \) it is more convenient to consider ZRPs that evolve on the discrete \( d \)-dimensional tori \( T_N^d := (\mathbb{Z}/N\mathbb{Z})^d \cong \{0, 1, \ldots, N - 1\}^d, N \in \mathbb{N}, \) and consider the limit as \( N \to \infty \). The state space of a ZRP evolving on \( T_N^d \) is the space of configurations

\[
M_N^d := \mathbb{Z}_+^{T_N^d}.
\]

Elements of \( M_N^d \) are usually denoted by \( \eta \), in which case \( \eta_x \) is the number of particles occupying the site \( x \in T_N^d \). We will denote by \( \eta(x) : M_N^d \rightarrow \mathbb{Z}_+ \), \( x \in T_N^d \), the natural projections. The (diffusively rescaled) symmetric nearest neighbour ZRP of local jump rate function \( g \) on the discrete torus \( T_N^d \), is the unique Markov jump process on the Skorohod path-space \( D(\mathbb{R}_+; M_N^d) \) with generator \( L_N : D(L_N) \leq B(M_N^d) \rightarrow B(M_N^d) \) given by the formula

\[
L_N f(\eta) = N^2 \sum_{x, y \in T_N^d} \{f(\eta^{x,y}) - f(\eta)\} g(\eta_y) p(y - x),
\]

where \( \eta^{x,y} \) is the configuration resulting from \( \eta \) by moving a particle from \( x \) to \( y \) and \( p \) is the nearest neighbour random walk kernel rescaled so as to have total “probability” equal to 2\( d \), i.e., \( p(e_j) = p(-e_j) = 1, j = 1, \ldots, d \). The factor \( N^2 \) corresponds to the diffusive rescaling necessary, due to the symmetry of the kernel \( p \), in order for the macroscopic profile to evolve. The rescaling of the
kernel $p$ is made so that a coefficient $\frac{1}{2}$ that would otherwise appear in the hydrodynamic equation is set to 1. We denote by $S^N_N$: $M^d_N \rightarrow \mathbb{P} M^d_N$ the transition semi-group of the ZRP. We will denote by $(P^N_N)_{n \in \mathbb{N}} \subseteq \mathbb{P} D(\mathbb{R}; M^d_N)$ the diffusively rescaled Markov kernel defined by the generator $L_N$.

Given a sequence of initial distributions $\{\mu^N_N \in \mathbb{P} M^d_N\}_{N \in \mathbb{N}}$ we will write

$$P^N_N := \int_{M^d_N} P^N_N \, d\mu^N_N(\eta)$$

the law of the ZRP starting from $\mu^N_0$, and if the sequence of initial distribution is fixed we will simply write $P^N := P^N_N$.

The total number of particles is conserved by the stochastic dynamics of the ZRP. Furthermore, the assumption that the support of the elementary step distribution $p$ generates $\mathbb{Z}^d$ implies that all configurations with the same number of particles communicate and therefore the communication classes of the ZRP are exactly the hyperplanes

$$M^d_{N,K} := \left\{ \eta \in M^d_N \mid \sum_{x \in \mathbb{Z}^d_N} \eta(x) = K \right\}, \quad K \in \mathbb{Z}_+,$$

with a fixed number of particles, and for each $(N,K) \in \mathbb{N} \times \mathbb{Z}_+$, there exists a unique equilibrium state $\nu^d_{N,K} \in \mathbb{P} M^d_N$ concentrated on $M^d_{N,K}$. We will refer to the family $\{\nu^d_{N,K}\}_{(N,K) \in \mathbb{N} \times \mathbb{Z}_+}$ as the canonical ensemble of the ZRP.

We will consider $M^d_N$ embedded in $M^d_\infty$ via the periodic extension $M^d_N \ni \eta \mapsto \tilde{\eta} \in M^d_\infty$ of configurations. This is defined via the pull-back of the natural projection $q_N : \mathbb{Z}^d \rightarrow \mathbb{T}^d_N$, $q_N(z) = z + N\mathbb{Z}^d$, i.e.

$$\tilde{\eta}(z) := q_N \eta(z) = \eta(z + N\mathbb{Z}^d), \quad \forall \eta \in M^d_N.$$

We will also consider the finite lattice $\mathbb{T}^d_N$ embedded in $\mathbb{Z}^d$ via the left inverse $j_N$ of the natural projection $q_N$ for which $j_N(\mathbb{T}^d_N) = \{[-\frac{N}{2}], \ldots, [\frac{N}{2}]\}^d$. For any $J \subseteq \mathbb{Z}^d$ we will write $M^d_J := \mathbb{Z}^d_J$ so that with the identification $\mathbb{T}^d_N \subseteq \mathbb{Z}^d$ just described $M^d_N = M^d_{\mathbb{T}^d_N}$. Furthermore, for $\eta \in M^d_J$ we will write $|\eta|_{J,1} := \sum_{x \in J} \eta(x)$ for the $L^1$-norm of the configuration $\eta$ and set $|\cdot|_{N,1} := |\cdot|_{\mathbb{T}^d_N,1}$. A map $\Psi : M^d_\infty \rightarrow \mathbb{R}$ is called a cylinder map if it depends on a finite number of coordinates, i.e. if there exists a finite $J \subseteq \mathbb{Z}^d$ for which there exists map $\Psi_J : M^d_J \rightarrow \mathbb{R}_+$ such that $\Psi = \Psi_J \circ \eta^J$. Here $\eta^J : M^d_\infty \rightarrow M^d_J$ denotes the natural projection. Such a set $J$ will be called a supporting set for $\Psi$. If $J, K \subseteq \mathbb{Z}^d$ are supporting sets for the cylinder map $\Psi$ then the set $J \cap K$ is also a supporting set for $\Psi$ and thus for each cylindric map $\Psi$ there exists a unique minimal supporting set for $\Psi$ which will be called the support of $\Psi$ and will be denoted by $J_\Psi$, i.e.

$$J_\Psi = \bigcap \left\{ J \subseteq \mathbb{Z}^d \mid J \text{ finite for which } \exists \Psi_J : M^d_J \rightarrow \mathbb{R} \text{ such that } \Psi = \Psi_J \circ \eta^J \right\}.$$

The number $k_\Psi := |J_\Psi|$ of elements of the support of $\Psi$ is called the size of $\Psi$. The cylinder map $\Psi = \Psi_J(\eta^J)$ is called sublinear if in addition

$$\lim_{|\eta|_{J,1} \rightarrow +\infty} \frac{\Psi_J(\eta)}{|\eta|_{J,1}} = 0. \quad (4)$$

This definition does not depend on the choice of $J \subseteq \mathbb{Z}^d$ and $\Psi_J : M^d_J \rightarrow \mathbb{R}_+$ for which $k_\Psi = \Psi_J(\eta_J)$.

We will use the following notation for spatial averages of a cylinder map $\Psi : M^d_N \rightarrow \mathbb{R}$. For $\ell, L \in \mathbb{Z}_+$ we write

$$\Psi^\ell(\eta) := \frac{1}{(2\ell + 1)^d} \sum_{|y| \leq \ell} \tau_y \Psi(\eta) \quad (5)$$

for the block average of radius $\ell$ we will denote by

$$\Psi^{\ell,L} = \Psi^{\ell,L} := \frac{1}{L^{2\ell+1}} \sum_{|y| \leq \ell} \sum_{|z| \leq L} \tau_{y+z} \Psi \quad (6)$$
the double block average of radii $\ell$ and $L$. Thus for example $\eta^f(x) = \frac{1}{(2r+1)^2} \sum_{|y| \leq r} \eta(x+y)$.

The function $Z \equiv Z_0 : \mathbb{R}_+ \rightarrow [1, \infty]$ defined by the power series

$$Z(\varphi) := \sum_{k=0}^{\infty} \frac{\varphi^k}{k!}$$

is called the normalising partition function associated to the local jump rate function $g$. The radius of convergence of $Z$ is $\varphi_c = \lim \inf_{k \to \infty} \sqrt[k]{g(k)}$ and so assumption (3) of local jump rate functions guaranties that $Z$ has non-trivial domain of convergence. Obviously any partition function $Z : \mathbb{R}_+ \rightarrow [1, +\infty]$ is $C^\infty$ on $[0, \varphi_c)$ with all of its derivatives strictly positive there. By Abel’s theorem on power-series, $Z$ and all of its derivatives are lower semi-continuous on $\mathbb{R}_+$. For any $\varphi \in \mathcal{D}_Z := \{ \varphi \in \mathbb{R}_+ | Z(\varphi) < +\infty \}$, the product distribution $\tilde{\nu}_\varphi \equiv \tilde{\nu}_\varphi^N \in \mathbb{P}M^N_\infty$ with common marginal $\tilde{\nu}_\varphi^1 \in \mathbb{P}\mathbb{Z}_+$ given by

$$\tilde{\nu}_\varphi^1\{k\} = \frac{1}{Z(\varphi)} \frac{\varphi^k}{g(k)}, \quad k \in \mathbb{Z}_+$$

is called the zero range product distribution on $\mathbb{T}_N$, of rate $g$ and fugacity $\varphi$.

Note that whenever $\varphi_c \in \mathcal{D}_Z$ the one-site zero range distribution $\tilde{\nu}_\varphi^1$ corresponding to the critical fugacity $\varphi_c$ is defined. The zero range product distributions $\tilde{\nu}_\varphi^N \in \mathbb{P}M^N_\infty$, $\varphi \in \mathcal{D}_Z$, are equilibrium distributions, i.e. $\tilde{\nu}_\varphi^N L^N = 0$, and translation invariant, that is $\tau_x \tilde{\nu}_\varphi^N := \tilde{\nu}_\varphi^N \circ \tau_x^{-1} = \tilde{\nu}_\varphi^N$ for all $x \in \mathbb{T}_N$, where $\tau_x : M^N_\infty \rightarrow M^N_\infty$ denotes the translation operator $(\tau_x \eta)_y = \eta_{x+y}$. In fact they are the only translation invariant equilibrium states of the ZRP that are also product measures. Let us note here that for any measurable map $f : M \rightarrow N$ and any measure $\mu$ on $M$ we will denote by $f_* \mu := \mu \circ f^{-1}$ the push forward measure of $\mu$ on $N$.

As is well known, the zero range product distributions can be reparametrised by the density. The mean density function $R : \mathcal{D}_Z \rightarrow [0, +\infty]$ defined by

$$R(\varphi) = E_{\tilde{\nu}_\varphi^N}[\eta(0)] = \int k d\tilde{\nu}_\varphi^1(k) = \frac{\varphi Z'(\varphi)}{Z(\varphi)}$$

(7)

is continuous on $\mathcal{D}_Z$, it is obviously $C^\infty$ on $[0, \varphi_c)$, and as shown in [24], it is strictly increasing. Consequently, it’s inverse $\Phi := R^{-1} : \mathcal{D}_Z \rightarrow \mathcal{D}_Z$ is well defined. Of course $[0, \rho_c) \subseteq R(\mathcal{D}_Z) \subseteq [0, \rho_c]$, where

$$\rho_c \equiv R(\varphi_c) := \lim_{\varphi \uparrow \varphi_c} R(\varphi) \in (0, \infty],$$

(8)

and $\rho_c \in R(\mathcal{D}_Z)$ iff $\varphi_c \in \mathcal{D}_Z$. The number $\rho_c$, defined in (8) is called the critical density. We will say that a ZRP is a condensing ZRP if $\varphi_c < +\infty$ and we will say that a condensing ZRP is weakly condensing ZRP if $\rho_c = +\infty$ and strongly condensing ZRP if $\rho_c < +\infty$. By reparametrising the zero-range distributions by the mean jump rate $\Phi$ we get for any $\rho \in R(\mathcal{D}_Z)$ an equilibrium distribution $\nu^{\rho}_\varphi^N$ of mean density $\rho$:

$$\nu^{\rho}_\varphi^N := \nu^{\Phi(\rho)}_\varphi, \quad \rho \in R(\mathcal{D}_Z).$$

(9)

We will refer to the family defined in (9) as the grand canonical ensemble of the ZRP.

The various possibilities for the set $R(\mathcal{D}_Z)$ are as follows. As is proved in [24], whenever $\varphi_c \notin \mathcal{D}_Z$, that is whenever $\varphi_c = +\infty$ or $\varphi_c < +\infty$ and $Z(\varphi_c) = +\infty$, we have that $\rho_c = +\infty$. In this case $R(\mathcal{D}_Z) = \mathbb{R}_+$, there is no equilibrium state $\tilde{\nu}_\varphi^1$ corresponding to the critical fugacity $\varphi = \varphi_c$ and the mean jump rate function $\Phi$ is defined on all of $\mathbb{R}_+$. On the other hand if $\varphi_c \in \mathcal{D}_Z$ then $R(\mathcal{D}_Z) = [0, \rho_c]$ and in this case, as is shown by (7), the critical density is finite if and only if $Z'(\varphi_c) = \sup_{\varphi < \varphi_c} Z'(\varphi) < +\infty$. In particular, whenever $\rho_c < +\infty$ we have that $\varphi_c \in \mathcal{D}_Z$ and so the grand canonical ensemble contains the equilibrium distribution $\tilde{\nu}_\varphi^1$ with density equal to the critical density $\rho_c$. Note that in the special case that $\varphi_c \in \mathcal{D}_Z \setminus \mathcal{D}_Z$ there exists an equilibrium state $\nu^{\rho}_\varphi^N = \nu^{\varphi}_\varphi^N$, corresponding to infinite density $\rho_c = +\infty$ and $R(\mathcal{D}_Z) = [0, +\infty]$. 


Example 2.1 (The Evans Model) As an example of a condensing ZRP in \[16\] Evans introduces ZRPs with local jump rate function

\[
\varrho_b(k) = \begin{cases} 
1 + \frac{b}{k}, & b \geq 0.
\end{cases}
\]

It is well known (\[21\]) that \(\varphi_c = 1\) for all \(b \geq 0\) and that the corresponding ZRP is weakly condensing for \(b \in [0, 2]\) and strongly condensing for \(b > 2\) with critical density \(\rho_c = \rho_c(b) = \frac{1}{b^2}.\) In fact for \(b \in [0, 1]\) we have that \(\varphi_c \notin \mathcal{D}_Z\) and there is no equilibrium state with critical mean density \(\rho_c = +\infty\) while for \(b > 1\) the critical equilibrium state \(\bar{\nu}_\varphi^1\) scales as \(k \to +\infty\) as a polynomial distribution of order \(k^{-b}\). Thus more precisely \(\varphi_c \notin \mathcal{D}_Z\) so that \(R(\mathcal{D}_Z) = [0, +\infty)\) iff \(b \in [0, 1]\), \(\varphi_c \in \mathcal{D}_Z \setminus \mathcal{D}_Z\) so that \(R(\mathcal{D}_Z) = [0, +\infty]\) iff \(b \in (1, 2]\) and finally for \(b > 2\) we have that \(\varphi_c \in \mathcal{D}_R = \mathcal{D}_Z\) so that the first moment of the grand canonical distribution \(\bar{\nu}_{\varphi}^1\) is finite, thus leading to a finite critical density \(\rho_c < \infty\) and \(R(\mathcal{D}_Z) = [0, \rho_c] \subseteq \mathbb{R}_+.\) For \(b > 3\) the critical equilibrium state \(\nu_{\rho_c}^1\) has finite second order moments and \(R_c(\varphi_c) < +\infty\) while \(R'_c(\varphi_c) = +\infty\) for \(b \in [0, 3].\) A precursor of the Evans model has been studied in \[13\].

We note that the mean jump rate function \(\Phi\) is Lipschitz with Lipschitz norm \(\leq \|g'\|_\infty\) and is the mean jump rate function since for all \(\rho \in R(\mathcal{D}_R)\) we have that

\[
E_{\nu_\rho^1}[g(\eta(0))] = \int g(k) \, d\nu_\rho^1(k) = \frac{1}{Z(\Phi(\rho))} \sum_{k=0}^{\infty} g(k) \frac{\Phi(\rho)^k}{\bar{g}(k)} = \Phi(\rho).
\]

More generally, for any cylinder map \(\Psi : M_{\infty}^d \to \mathbb{R}_+\) we define the (grand canonical) homologue map \(\Psi : R(\mathcal{D}_R) \to \mathbb{R}\) of \(\Psi\) by

\[
\tilde{\Psi}(\rho) = \int \Psi \, d\nu_\rho^\infty, \quad \rho \in R(\mathcal{D}_R).
\]

With this definition we have that \(\Phi = \tilde{\Phi}(\eta(0))\).

The logarithmic moment generating function \(\Lambda_{\rho_0} := \Lambda_{\nu_{\rho_0}^1}\) of \(\nu_{\rho_0}^1, \rho_0 \in (0, \rho_c),\) given by

\[
\Lambda_{\rho_0}(\theta) = \log \frac{Z(e^{\theta} \Phi(\rho_0))}{Z(\Phi(\rho_0))},
\]

has proper domain \(\mathcal{D}_{\Lambda_{\rho_0}}\) such that \((-\infty, b_{\rho_0}) \subseteq \mathcal{D}_{\Lambda_{\rho_0}} \subseteq (-\infty, b_{\rho_c}]\), where \(b_{\rho_0} := \log \frac{\bar{g}(1)}{\bar{g}(\rho_0)} > 0.\) In particular when \(\varphi_c = +\infty\) then \(\nu_{\rho_0}^1\) has full exponential moments for all \(\rho_0 \geq 0,\) that is \(\Lambda_{\rho_0}(\theta) = \int e^{\theta k} \, d\nu_{\rho_0}^1(k) < +\infty\) for all \(\theta \in \mathbb{R}, \rho_0 \geq 0.\) If \(\varphi_c < +\infty\) then \(\nu_{\rho_0}^1\) has some exponential moments if \(\rho_0 < \rho_c\) while at the critical density \(\rho = \rho_c\) we have that \(b_{\rho_c} = 0\) and \(\nu_{\rho_c}^1\) does not have exponential moments.

The phase transition in ZRPs with finite critical density has been described in \[16\] and proved rigorously in \[21\] Theorem 1] as a continuous phase transition in the thermodynamic limit by using the relative entropy \(\mathcal{H}(\cdot|\cdot)\) to count the distance between the canonical and grand canonical ensemble, which in general for any probability measures \(\mu, \nu\) on a measurable space \((M, \mathcal{F})\) is defined by

\[
\mathcal{H}(\mu|\nu) = \begin{cases} 
\int \frac{d\mu}{d\nu} \log \frac{d\mu}{d\nu} \, d\nu & \text{if } \mu \ll \nu \\
+\infty & \text{otherwise}.
\end{cases}
\]

Here as usual the convention \(0 \log 0 = \lim_{t \to 0} t \log t = 0\) is made. A useful inequality is the so called relative entropy inequality according to which for any bounded measurable \(f : M \to \mathbb{R}\)

\[
\int f \, d\mu \leq \inf_{\theta > 0} \frac{1}{\theta} \left\{ \log \int e^{\theta f} \, d\nu + \mathcal{H}(\mu|\nu) \right\}
\]  

(11)
In other words, at the thermodynamic limit we have a mean total loss of mass equal to
condensing ZRPs to asymptotically linear maps we have to define the extended homologue
an Evans model.

A single random site. We refer to [21, 3, 2] for a detailed description of the phase separation in the
η
function
map Ψ:
/C5
⟨

here
ρ>ρ
course this cannot strengthened to linear cylinder maps for
ρ
ν
ρ
this implies that for
ρ
ν
ρ
≤
ρ
L
can be strengthened to convergence in duality with respect to all sublinear cylinder maps Ψ. Of
ρ
L
is the support of the cylinder map Ψ and
d
L
exists then it is unique and it is denoted by
Ψ
a
x
∈
J
Ψ
x
∈
∇
J
Ψ
a
x
∈
CI
Ψ
∞
→
∞
for all
ρ
≥
0. Thus for any sublinear map Ψ: \mathbb{M}^d_∞ \to \mathbb{R} we define its extended homologue map \overline{Ψ} by extending Ψ on all of \mathbb{R}+ via

\overline{Ψ}(ρ) = \tilde{Ψ}(ρ ∧ \rho_c), \quad \text{for all } \rho \geq 0. \quad (13)

This extension has been considered in the particular case of the mean jump rate function Φ for bounded local jump rate functions g in [21] and also in [22] which contains a heuristic discussion on the hydrodynamics of strongly assymetric ZRPs in the Eulerian scaling. It turns out [23] that this choice of Φ is the right one in order to extend the one-block estimate to ZRPs with finite critical density. As we will see in this article the one-block estimate in condensing ZRPs holds in general for sublinear maps. In the case of weakly condensing ZRPs the one-block estimate holds for asymptotically linear cylinder maps, where a cylinder map Ψ: \mathbb{M}^d_∞ \to \mathbb{R} is called asymptotically linear if there exists a = (a_x)_{x \in J_\phi} \in \mathbb{R}^{J_\phi} such

\lim_{|\eta|_{J_\phi} \to \infty} \left| \frac{\Psi_{J_\phi}(\eta)}{\langle a, \eta \rangle} - 1 \right| = 0.

If such a \in \mathbb{R}^{J_\phi} exists then it is unique and it is denoted by \nabla \Psi(\infty) = (\partial_x \Psi(\infty))_{x \in J_\phi}. Of course here \langle a, \eta \rangle = \sum_{x \in J_\phi} a_x \eta(x). Furthermore, if we want to extend the one block estimate in strongly condensing ZRPs to asymptotically linear maps we have to define the extended homologue \overline{Ψ} of an asymptotically linear cylinder map Ψ: \mathbb{M}^d_∞ \to \mathbb{R} by

\overline{Ψ}(ρ) = \tilde{Ψ}(ρ ∧ \rho_c) + (\nabla \Psi(\infty), 1)(ρ - \rho_c)^+, \quad \rho \geq 0. \quad (14)

Of course here \mathbb{J}_\phi \subseteq \mathbb{Z}^d is the support of the cylinder map Ψ and \langle \nabla \Psi(\infty), 1 \rangle_{J_\phi} = \sum_{x \in J_\phi} \partial_x \Psi(\infty). We note that in the case of weakly condensing ZRPs and for sublinear cylinder maps Ψ in the case of strongly condensing ZRPs formula (13) reduces to (13).
So far, the hydrodynamic limit of ZRPs has only been proven under the assumption that $\varphi_c = +\infty$ for $L^2$ initial profiles via the entropy method of Guo-Papanikolaou-Varadhan and in the case that $\varphi_c \notin \mathcal{D}_Z$ for $C^{2+\theta}$ initial profiles via the relative entropy method of H.T. Yau, which both exclude ZRPs with finite critical density. The hydrodynamic limit was extended in [28] to strongly condensing ZRPs with bounded jump rates for which the assumption $\varphi_c \notin \mathcal{D}_Z$ is not satisfied, but only in the case that we start the process from some $C^{2+\theta}$ strictly sub-critical initial profile $\rho_0$, i.e. $\sup_{u \in \mathcal{T}_z} \rho_0(u) < \rho_c$.

2.2 The empirical processes

In this section we briefly describe the various empirical processes that we will use to obtain information on the hydrodynamic behaviour of condensing ZRPs.

2.2.1 Empirical densities and the empirical jump rate

The empirical density is the function $\pi^N : \mathcal{M}_N^d \rightarrow \mathcal{M}_+(\mathbb{T}^d)$ given by

$$\pi^N(\eta) = \frac{1}{N^d} \sum_{x \in \pi_N^d} \eta(x) \delta_x$$

and by a slight abuse of notation we continue to denote by $\pi^N$ the empirical density process $\pi^N : D(0, T; \mathcal{M}_N^d) \rightarrow D(0, T; \mathcal{M}_+(\mathbb{T}^d))$ induced on the Skorohod spaces by $\pi^N(\eta)(t) := \pi^N_{\eta}(t)$. Since $\mathcal{M}_N^d$ has the discrete topology the induced map $\pi^N$ on the Skorohod spaces is continuous regardless of the topology considered on $\mathcal{M}_+(\mathbb{T}^d)$. Here $\mathcal{M}_+(\mathbb{T}^d)$ denotes the set of all non-negative finite Borel measures equipped with the weak topology i.e. the $w^*$-topology is inherits as a subspace of $C(\mathbb{T}^d)^*$. Even though the $w^*$ topology is never metrizable, the restriction of the $w^*$-topology of $\mathcal{M}(\mathbb{T}^d) = C(\mathbb{T}^d)^*$ on the cone $\mathcal{M}_+(\mathbb{T}^d)$ of non-negative measures is metrizable by a complete metric, and Thus is a polish space. Such a metric $d$ on $\mathcal{M}_+(\mathbb{T}^d)$ is defined [24] Section 4.1] by choosing a dense family $\{f_k\}_{k=1} \subseteq C(\mathbb{T}^d)$ with $f_1 \equiv 1$ and setting

$$d(\mu, \nu) = \sum_{k \in \mathbb{N}} \frac{1}{2^k} \frac{|\langle \mu, f_k \rangle - \langle \nu, f_k \rangle|}{1 + |\langle \mu, f_k \rangle - \langle \nu, f_k \rangle|}$$

In what follows, the Skorohod space $D(0, T; \mathcal{M}_+(\mathbb{T}^d))$ is considered with respect to this metric on $\mathcal{M}_+(\mathbb{T}^d)$. The empirical jump rate is the map $\sigma^N : \mathcal{M}_N^d \rightarrow \mathcal{M}_+(\mathbb{T}^d)$ defined by

$$\sigma^N(\eta) = \frac{1}{N^d} \sum_{x \in \pi_N^d} g(\eta(x)) \delta_x$$

Since the empirical jump rate $\sigma^N$ is not a conserved quantity in order to obtain the relative compactness of $\sigma^N$ we have to consider a weaker topology than the Skorohod one for the path space of the empirical jump rate process. We do this by considering the empirical jump rate process as a random variable taking values on the dual space $L^1(0, T; C(\mathbb{T}^d))^*$ equipped with the $w^*$-topology and the corresponding Borel $\sigma$-algebra. Since $C(\mathbb{T}^d)^* \equiv \mathcal{M}(\mathbb{T}^d)$ does not have the Radon-Nikodym property, the dual space $L^1(0, T; C(\mathbb{T}^d))^*$ is not isometric to the space $L^\infty(0, T; \mathcal{M}(\mathbb{T}^d))$ of strongly measurable maps. Following [25] will give a precise description of the dual $L^\infty_c(0, T; X^*)$ of $L^1(0, T; X)$ for any Banach space $X$ in the appendix. Since $\mathcal{M}_N^d$ has the discrete topology the map $\sigma^N$ is continuous and thus the induced mapping $\sigma^N : D(0, T; \mathcal{M}_N^d) \rightarrow D(0, T; \mathcal{M}(\mathbb{T}^d))$ on the Skorohod spaces is continuous. Here we consider the space $\mathcal{M}(\mathbb{T}^d)$ equipped with the total variation norm. By composing
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this induced mapping with the continuous injection from \( D(0, T; \mathcal{M}(\mathbb{T}^d)) \) to \( L^\infty_w(0, T; \mathcal{M}(\mathbb{T}^d)) \) given in Proposition A.13 we obtain the \textit{the empirical jump rate process} as the continuous random variable

\[
\sigma^N: D(0, T; \mathcal{M}^d_N) \rightarrow L^\infty_w(0, T; \mathcal{M}(\mathbb{T}^d)).
\]

Here continuity is with respect to the \( w^* \)-topology on the target space \( L^\infty_w(0, T; \mathcal{M}(\mathbb{T}^d)) \) and thus \( \sigma^N \) is a random variable with respect to the Borel \( \sigma \)-algebra of the \( w^* \)-topology of \( L^\infty_w(0, T; \mathcal{M}(\mathbb{T}^d)) \) \( \equiv L^1(0, T; C(\mathbb{T}^d))^* \). With respect to the duality pairing \( \langle \cdot, \cdot \rangle \) between \( L^1(0, T; C(\mathbb{T}^d)) \) and its dual space \( L^\infty_w(0, T; \mathcal{M}(\mathbb{T}^d)) \) the empirical jump rate process is given by

\[
\langle f, \sigma^N \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} f_t \left( \frac{x}{N} \right) \eta_t(x) \, dt, \quad f \in L^1(0, T; C(\mathbb{T}^d)).
\]

With a slight abuse of notation we can also view the empirical distribution \( \pi^N \) as taking values in \( L^\infty_w(0, T; \mathcal{M}+_{\mathbb{T}^d}) \) via the natural continuous injection from \( D(0, T; \mathcal{M}+_{\mathbb{T}^d}) \) to \( L^\infty_w(0, T; \mathcal{M}+_{\mathbb{T}^d}) \) of Proposition A.13 Since the injection \( \pi \) is continuous, relative compactness of the laws \( \pi^N \mathcal{P}^N \in \mathcal{P} D(0, T; \mathcal{M}+_{\mathbb{T}^d}) \), \( N \in \mathbb{N} \) of the empirical density process in the Skorohod space implies the relative compactness of the laws of the empirical density process also when viewed as taking values in \( L^\infty_w(0, T; \mathcal{M}+_{\mathbb{T}^d}) \).

More generally, for any cylinder map \( \Psi: \mathcal{M}^d_N \rightarrow \mathbb{R} \) we will denote by \( \sigma^N,\Psi: D(0, T; \mathcal{M}^d_N) \rightarrow L^\infty_w(0, T; \mathcal{M}(\mathbb{T}^d)) \) the empirical distribution process defined by duality via

\[
\langle f, \sigma^N,\Psi \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} f_t \left( \frac{x}{N} \right) \tau_x \Psi \, dt. \tag{15}
\]

With this notation, \( \pi^N = \sigma^N,\eta(0) \) and \( \sigma^N = \sigma^N,\pi(0) \). With similar reasoning as in the definition of the empirical jump rate process this is a continuous map and thus a well defined random variable.

### 2.2.2 The empirical current

The \textit{current along the bond} \((x, y) \in \mathbb{T}^d_N \times \mathbb{T}^d_N \) for the ZRP in the discrete torus \( \mathbb{T}^d_N \) is the function \( W^N_{x,y}: \mathcal{M}^d_N \rightarrow \mathbb{R} \) given by

\[
W^N_{x,y}(\eta) = L^N(\eta, \eta^{x,y}) - L^N(\eta, \eta^y \delta_x) = [g(\eta_x) - g(\eta_y)]p(y-x) \tag{16}
\]

for all \( \eta \in \mathcal{M}^d_N \). The empirical current map is the function \( W^N: \mathcal{M}^d_N \rightarrow \mathcal{M}(\mathbb{T}^d; \mathbb{R}^d) \) defined by

\[
W^N = \frac{1}{N^d} \sum_{i=1}^d \left( \sum_{x \in \mathbb{T}^d_N} W^N_{x,x+e_i} \delta_{x+e_i} \right) \cdot e_i =: \sum_{i=1}^d W^N_{\cdot, e_i}.
\]

An initial idea is to regard the empirical current process as a random variable \( W^N: D(0, T; \mathcal{M}^d_N) \rightarrow L^1(0, T; C(\mathbb{T}^d; \mathbb{R}^d))^* \) where the target space is considered equipped with its \( w^* \)-topology. However, proving the relative compactness of the empirical current in this \( w^* \)-convergence turns out to be difficult. We note that the empirical current has deterministically zero total current, that is \( W^N(\mathbb{T}^d) \equiv 0 \) on \( \mathcal{M}^d_N \). As such we can regard the empirical current map as taking values on the target space \( \mathcal{M}_0(\mathbb{T}^d; \mathbb{R}^d) \) of \( \mathbb{R}^d \)-valued measures \( W \) with zero total mass \( W(\mathbb{T}^d) = 0 \in \mathbb{R}^d \) and consider \( \mathcal{M}_0(\mathbb{T}^d; \mathbb{R}^d) \) as a subspace of the dual of the space \( \mathcal{X}^1(\mathbb{T}^d) := C^1(\mathbb{T}^d; \mathbb{R}^d)/\mathbb{R}^d \) of \( C^1 \) vector fields \( G: \mathbb{T}^d \rightarrow \mathbb{R}^d \) modulo constants equipped with the norm

\[
\|G\|_{\mathcal{X}^1} := \sup_{u \in \mathbb{T}^d} |DG(u)| = \|DG\|_{C(\mathbb{T}^d)} = \|DG\|_{C(\mathbb{T}^d; \mathbb{R}^d \times \mathbb{R}^d)}
\]
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where $DG$ is the derivative of $G$ and for a matrix $A \in \mathbb{R}^d \times \mathbb{R}^d$ we denote by $|A|^2 := \sum_{i,j=1}^d a_{ij}^2$ its Frobenius norm. The space $\mathcal{X}^1(\mathbb{T}^d)$ is a separable Banach space since it is by definition isometric to the closed subspace

$$\{DG(G \in \mathcal{X}^1(\mathbb{T}^d)) \leq C(\mathbb{T}^d; \mathbb{R}^{d \times d})\}$$

of the separable Banach space $C(\mathbb{T}^d; \mathbb{R}^{d \times d}) \cong C(\mathbb{T}^d)^d$.

We will view the linear space $\mathcal{M}_0(\mathbb{T}^d; \mathbb{R}^d)$ as a subspace of $\mathcal{X}^1(\mathbb{T}^d)^*$ via the natural injection $I : \mathcal{M}_0(\mathbb{T}^d; \mathbb{R}^d) \hookrightarrow \mathcal{X}^1(\mathbb{T}^d)^*$ defined by

$$I_W(G) := \int \langle G, dW \rangle = \sum_{i=1}^d \int G^i dW^i, \quad G = (G^i)_{i=1}^d \in \mathcal{X}^1(\mathbb{T}^d).$$

In this way we will identify each $W \in \mathcal{M}_0(\mathbb{T}^d; \mathbb{R}^d)$ with $T_W \in \mathcal{X}^1(\mathbb{T}^d)^*$ and write $W(G) = I_W(G)$ for $G \in \mathcal{X}^1(\mathbb{T}^d)$ and the norm of a current $W \in \mathcal{M}_0(\mathbb{T}^d; \mathbb{R}^d) \leq \mathcal{X}^1(\mathbb{T}^d)^*$ is given by

$$||W||_{\mathcal{X}^1(\mathbb{T}^d)^*} = \sup_{\|G\|_{\mathcal{X}^1(\mathbb{T}^d)}} \int \langle G, dW \rangle.$$ 

Via this embedding we consider the empirical current map as taking values in $\mathcal{X}^1(\mathbb{T}^d)^*$ i.e.

$$W^N(G) = \frac{1}{Nd-1} \sum_{j=1}^d \sum_{x \in \mathbb{T}_N} G^j \left( \frac{x}{N} \right) W_{x,x+e_i}, \quad G = (G^i)_{i=1}^d \in \mathcal{X}^1(\mathbb{T}^d).$$

Then the map $W^N : \mathcal{M}^d_N \rightarrow \mathcal{X}^1(\mathbb{T}^d)^*$ defined above induces the continuous map $W^N : D(0; T; \mathcal{M}^d_N) \rightarrow D(0; T; \mathcal{X}^1(\mathbb{T}^d)^*)$ which in turn by composing with the continuous injection $D(0; T; \mathcal{X}^1(\mathbb{T}^d)^*) \hookrightarrow L_\infty(0, T; \mathcal{X}^1(\mathbb{T}^d)^*)$ given in Proposition A.13 yields the empirical current process

$$W^N : D(0, T; \mathcal{M}^d_N) \rightarrow L_\infty(0, T; \mathcal{X}^1(\mathbb{T}^d)^*)$$

as a continuous random variable, where again the target space is equipped with its $w^*$-topology.

Via the duality $L_\infty(0, T; \mathcal{X}^1(\mathbb{T}^d)^*) \cong L^1(0, T; \mathcal{X}^1(\mathbb{T}^d))^*$ and the corresponding pairing $\langle \cdot, \cdot \rangle$ the empirical current process is given by

$$\langle G, W^N \rangle = \int_0^T \frac{1}{Nd-1} \sum_{i=1}^d \sum_{x \in \mathbb{T}_N} G^i \left( \frac{x}{N} \right) W_{x,x+e_i}(\eta_t) \, dt, \quad G \in L^1(0, T; \mathcal{X}^1(\mathbb{T}^d)).$$

### 2.2.3 The micro and macro empirical densities

In order to give a closed hydrodynamic equation for the ZRP and in the study of the replacement lemma it will be useful to model the empirical distribution of the ZRP as a “Young-measure”. Since the ZRP takes non-negative values the corresponding empirical “Young-measures” will be measures on $\mathbb{T}^d \times \mathbb{R}_+$. In a particle system that takes real values or a particle system with $m$ species, $m \in \mathbb{N}$, the corresponding empirical measures would be measures on $\mathbb{T}^d \times \mathbb{R}$ or $\mathbb{T}^d \times \mathbb{R}^m$ respectively.

A measure $\rho \in \mathcal{P}(\mathbb{T}^d \times \mathbb{R}_+)$ with marginal on $\mathbb{T}^d$ equal to the Lebesgue measure is called an (ordinary) Young measure and the space of Young measures is denoted by $\mathcal{Y}(\mathbb{T}^d)$. Via the disintegration theorem [1] Theorem 5.3.1] to each Young measure $\rho \in \mathcal{Y}(\mathbb{T}^d)$ there corresponds a uniquely determined Lebesgue-a.s. defined Borel family of probability measures $(\rho^u)_{u \in \mathbb{T}^d}$ and $\rho$ is recovered by the integral $\rho = \int \delta_u \otimes \rho^u \, du$, i.e.

$$\int F(u, \lambda) \, d\rho(u, \lambda) = \int_{\mathbb{T}^d} \int_{\mathbb{R}_+} F(u, \lambda) \, d\rho^u(\lambda) \, du, \quad \forall F \in \mathcal{B}(\mathbb{T}^d \times \mathbb{R}_+).$$

By a slight abuse of language we will often refer to the elements of the space $\mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+)$ of (signed) Borel measures on $\mathbb{T}^d \times \mathbb{R}_+$ with finite total variation as Young measures on $\mathbb{T}^d \times \mathbb{R}_+$. 
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A Young-measure $\rho \in \mathcal{Y}(\mathbb{T}^d)$ is said to have finite $r$-th moments if $\int \lambda^r \, d\rho(u, \lambda) < +\infty$ and the space of all Young-measures with finite $r$-th moment will be denoted by $\mathcal{Y}_r(\mathbb{T}^d)$. We interpret the 1-st moment as the mass of a Young-measure and for each $r \geq 1$ and $m > 0$ we will denote by $\mathcal{Y}_{r,m}(\mathbb{T}^d)$ the space of all Young-measures $\rho \in \mathcal{Y}_r(\mathbb{T}^d)$ with total mass

$$\int_{\mathbb{T}^d \times \mathbb{R}_+} \lambda \, d\rho(u, \lambda) = \int_{\mathbb{T}^d} \int_{\mathbb{R}_+} \lambda \rho^m(\lambda) \, du = m.$$ 

In order to obtain a closed hydrodynamic equation for condensing ZRPs relying only on the one-block estimate a first idea is to view the empirical distribution of the ZRP as an element of the space $\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)$ via the micro-empirical density map $\rho^{N,\ell}: \mathcal{M}_N^d \to \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)$ given by

$$\rho^{N,\ell} := \frac{1}{N^d} \sum_{x \in \mathbb{T}^d} \delta_{\frac{u}{N}} \otimes \delta_{\eta^\ell(x)},$$

i.e. as the process $\rho^{N,\ell}: D(0, T; \mathcal{M}_N^d) \to L^\infty_1(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$ given by

$$\langle F, \rho^{N,\ell} \rangle := \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d} F_t\left(\frac{x}{N}, \eta^\ell_t(x)\right) \, dt, \quad F \in L^1(0, T; C_1(\mathbb{T}^d \times \mathbb{R}_+)).$$

(17)

However, as it turns out, ordinary Young-measures with finite $r$-th moments as described in Section 4.1 are not sufficient for this purpose since they may lose track of the mass in condensed phase in the macroscopic limit, i.e. as $N \to +\infty$ and then $\ell \to +\infty$. To overcome this difficulty and to be able to take into account the mass that is lost by the Young measures we define a notion of generalized Young-measures. This generalized notion is based on a duality result in Section 4.1 according to which the subspace $\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$ of $\mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+)$ of Young-measures with finite $r$-th moment equipped with the norm

$$\| \rho \|_{TV,r} := \int_{\mathbb{T}^d \times \mathbb{R}_+} (1 + \lambda^r) \, d|\rho|(u, \lambda),$$

where $|\rho|$ is the variation of $\rho$, is isometric to the dual of the Banach space $(C_0(\mathbb{T}^d \times \mathbb{R}_+), \| \cdot \|_{\infty,r})$ of all continuous maps $F: \mathbb{T}^d \times \mathbb{R}_+ \to \mathbb{R}_+$ for which the map

$$\mathbb{T}^d \times \mathbb{R}_+ \ni (u, \lambda) \to F(u, \lambda) \quad \text{for which the map}$$

$$\mathbb{T}^d \times \mathbb{R}_+ \ni (u, \lambda) \to \frac{F(u, \lambda)}{1 + \lambda^r}$$

belongs in the space $C_0(\mathbb{T}^d \times \mathbb{R}_+)$ of maps that vanish at infinity, where the norm $\| \cdot \|_{\infty,r}$ is defined by

$$\| F \|_{\infty,r} := \sup_{(u, \lambda) \in \mathbb{T}^d \times \mathbb{R}_+} \frac{|F(u, \lambda)|}{1 + \lambda^r}.$$  

(18)

This duality allows us to consider the space $\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$ equipped with the corresponding $w^*$-topology. This $w^*$-topology is not strong enough to assure that no $r$-th moment is lost when taking limits since it can happen that $\rho_n \rightharpoonup \rho$ in the $w^*$-topology while

$$\int \lambda^r \, d\rho(\lambda) < \liminf_{n \to +\infty} \int \lambda^r \, d\rho_n.$$

In view of this duality result we denote by $B_r C(\mathbb{T}^d \times \mathbb{R}_+)$ the space of all $F \in C(\mathbb{T}^d \times \mathbb{R}_+)$ such that $\| F \|_{\infty,r} < +\infty$ where $\| \cdot \|_{\infty,r}$ is the norm given in (18) and we define the space

$$\overline{C}_r(\mathbb{T}^d \times \mathbb{R}^d) := \left\{ F \in B_r C(\mathbb{T}^d \times \mathbb{R}_+) \mid \exists f \in C(\mathbb{T}^d) \text{ s.t. } \left\| \frac{F(\cdot, \lambda)}{1 + \lambda^r} - f(\cdot) \right\|_{\infty} \xrightarrow{\lambda \to +\infty} 0 \right\}.$$  

(19)
Thus $C_r(T^d \times \mathbb{R}_+)$ consists of all $F \in B_r C(T^d \times \mathbb{R}_+)$ such that $\|F\|_{\infty,r} < +\infty$ and the recession function
\[
R_r F(u) \equiv RF(u) := \lim_{\lambda \to +\infty} \frac{F(u,\lambda)}{\lambda^r}, \quad F \in C_r(T^d \times \mathbb{R}_+) \tag{20}
\]
is well-defined for all $u \in T^d$, with the limit as $\lambda \to +\infty$ being uniform over all $u \in T^d$. As shown in Proposition 4.3, the space $C_r(T^d \times \mathbb{R}_+)$ is a closed subspace of $B_r C(T^d \times \mathbb{R}_+)$ and thus a Banach space when equipped with the norm $\| \cdot \|_{\infty,r}$. We define the space of \textit{generalized Young-functionals} (of order $r$ when $r \neq 1$) as
\[
\overline{M}_r(T^d \times \mathbb{R}_+) := C_r(T^d \times \mathbb{R}_+)^* \text{ equipped with the dual norm}
\]
\[
\|\pi\|_{TV,r} := \sup_{F \in \overline{C}_r(T^d \times \mathbb{R}_+) \atop \|F\|_{\infty,r} \leq 1} \pi(F).
\]
The recession operator $R \equiv R_r : C_r(T^d \times \mathbb{R}_+) \to C(T^d)$ defined in (20) is a linear contraction since the limit is assumed uniform over all $u \in T^d$ and $C_r(T^d \times \mathbb{R}_+) = \ker R = R^{-1}(\{0\})$ is a closed subspace of $C_r(T^d \times \mathbb{R}_+)$. We will denote by $j : C_r(T^d \times \mathbb{R}_+) \to \overline{C}_r(T^d \times \mathbb{R}_+)$ the natural injection. Then the adjoint of $j$ gives a $w^*$-continuous surjective contraction
\[
j^* : \overline{M}_r(T^d \times \mathbb{R}_+) \to M_r(T^d \times \mathbb{R}_+).
\]
A generalized Young-functional $\pi$ is called \textit{non-negative} if it is a positive functional i.e. if $\pi(F) \geq 0$ for all non-negative $F \in \overline{C}_r(T^d \times \mathbb{R}_+)$. The space of all non-negative generalized Young-functionals on $T^d \times \mathbb{R}_+$ is denoted by $\overline{M}_r(T^d \times \mathbb{R}_+)$. The space of all non-negative Young-functionals $\pi \in \overline{M}_r(T^d \times \mathbb{R}_+)$ such that the restriction $j^* (\pi) \equiv \pi |_{C_r(T^d \times \mathbb{R}_+)} \in C_r(T^d \times \mathbb{R}_+)^*$ is via the Riesz isomorphism Theorem 4.2 a probability measure $\rho \in \overline{P}_r(T^d \times \mathbb{R}_+)$ is denoted by $\overline{P}_r(T^d \times \mathbb{R}_+)$. If $\pi \in \overline{P}_r(T^d \times \mathbb{R}_+)$ and $m \in \mathbb{P} \mathbb{T}^d$ then $\pi$ is called a \textit{generalized m-Young measure} if $U_2 \rho = m$ where $U : T^d \times \mathbb{R}_+ \to T^d$ is the projection on the first coordinate, and the space of all generalized $m$-Young measures is denoted by $T_m \overline{P}_r(T^d \times \mathbb{R}_+)$. In the case that $m = \lambda \mathbb{T}^d$ is the Lebesgue measure on $T^d$ then elements of $\lambda \overline{P}_r(T^d) := T_{\lambda \mathbb{T}^d} \overline{P}_r(T^d \times \mathbb{R}_+)$ are called \textit{generalized Young measures}. Finally, with $\Lambda \in \overline{C}_r(T^d \times \mathbb{R}_+)$ denoting the projection on the second coordinate, we say that a non-negative generalized Young-functional $\pi \in \overline{M}_r(T^d \times \mathbb{R}_+)$, $r \geq 1$, has \textit{total mass} $m > 0$ if $\pi(\Lambda) = m$. The space of all non-negative generalized Young-functionals with total mass $m > 0$ will be denoted by $\overline{M}_{r,m}(T^d \times \mathbb{R}_+)$ and its subspace consisting of generalized Young measures will be denoted as $\overline{M}_{r,m}(T^d \times \mathbb{R}_+) = T_{\lambda \mathbb{T}^d} \overline{P}_{r,m}(T^d \times \mathbb{R}_+)$. Note that any element $\rho \in M_r(T^d \times \mathbb{R}_+)$ can integrate any measurable map $F : T^d \times \mathbb{R}_+ \to \mathbb{R}$ with at most $r$-th growth at infinity, i.e. $\|F\|_{\infty,r} < +\infty$ and thus an extension operator $E : M_r(T^d \times \mathbb{R}_+) \to \overline{M}_r(T^d \times \mathbb{R}_+)$ is defined via
\[
\langle F, E(\rho) \rangle = \int F \, d\rho, \quad F \in \overline{C}_r(T^d \times \mathbb{R}_+).
\]
We will regard $M_r(T^d \times \mathbb{R}_+)$ as a subspace of $\overline{M}_r(T^d \times \mathbb{R}_+)$ via the extension operator $E$. Also for all $r \geq 0$ and all $m > 0$ we have $E(\mathcal{Y}_r(T^d)) \subseteq \overline{P}_r(T^d)$ and $E(\mathcal{Y}_{r,m}(T^d)) \subseteq \overline{P}_{r,m}(T^d)$ and thus we will regard $\mathcal{Y}_r(T^d)$ and $\mathcal{Y}_{r,m}(T^d)$ as subspaces of $\overline{P}_r(T^d)$ and $\overline{P}_{r,m}(T^d)$ respectively via the extension operator $E$.

As we will see in Section 5 where we will study generalized Young measures in more detail, any generalized Young-functional $\pi \in \overline{M}_r(T^d \times \mathbb{R}_+)$ can be represented uniquely by a pair $(\rho_\pi, \rho_\pi^+) \in M_r(T^d \times \mathbb{R}_+) \times M(T^d)$. The action of $\pi$ on functions $F \in \overline{C}_r(T^d \times \mathbb{R}_+)$ is recovered from the pair $(\rho_\pi, \rho_\pi^+)$ by the formula
\[
\langle F, \pi \rangle = \int_{T^d \times \mathbb{R}_+} F(u, \lambda) \, d\rho_\pi(u, \lambda) + \int_{T^d} RF(u) \, d\rho_\pi^+(u)
\]
according to which \( \pi = E(\rho_\pi) + R^*(\rho_\pi^\perp) \) with \( R^*: \mathcal{M}(\mathbb{T}^d) \to \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+) \) being the adjoint of the recession operator \( R \). Thus as we will see any Young measure \( \pi \) can be written uniquely as the sum \( \pi = \tilde{\pi} + \pi^\perp \) where \( \tilde{\pi} := E(\rho_\pi) \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+) \) is the extension of a uniquely determined Young measure \( \rho_\pi \) and \( \pi^\perp := R^*(\rho_\pi^\perp) \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+) \) is a generalized Young measure that acts on maps \( F \in \mathcal{C}_r(\mathbb{T}^d \times \mathbb{R}_+) \) only through their recession function \( RF \) via the integration \( \int RF \, d\rho_\pi^\perp \) for a uniquely determined Borel measure \( \rho_\pi^\perp \in \mathcal{M}(\mathbb{T}^d) \). We will refer to \( \tilde{\pi} \) as the regular part of \( \pi \) and to \( \rho_\pi \) as the (ordinary) Young measure \( \rho_\pi \) representing the regular part of \( \pi \), and we will refer to \( \pi^{\perp} \) as the singular part of \( \pi \) and to \( \rho_\pi^{\perp} \) as the measure representing the singular part of \( \pi \).

We will sometimes write \( \pi = (\rho, \rho_\pi^{\perp}) \) to denote the fact that the generalized Young-functional \( \pi \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+) \) is represented by the pair \( (\rho, \rho_\pi^{\perp}) \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+) \times \mathcal{M}(\mathbb{T}^d) \) via the relation \( \pi = R(\rho) + R^*(\rho_\pi^{\perp}) \).

This representation is also valid on the level of path-measures. Indeed as we will see in Section 4 the extension operator \( E \) is bounded and \( w^* \)-Baire measurable (see the end of Section A.1 in the appendix for the notion of \( w^* \)-Baire measurability considered here) and therefore induces by Proposition A.13 a \( w^* \)-Baire measurable (and thus also \( w^* \)-measurable) operator, still denoted by \( E \), on the corresponding \( L^\infty \)-spaces. Also the recession operator \( R: \mathcal{C}_r(\mathbb{T}^d \times \mathbb{R}_+) \to C(\mathbb{T}^d) \) induces an operator, still denoted by \( R \), on the corresponding \( L^1 \)-Bochner spaces and its adjoint \( R^*: L^\infty(0, T; \mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+)) \to L^\infty(0, T; \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)) \) is \( w^* \)-continuous. Then any generalized Young-path-measure \( \pi \in L^\infty(0, T; \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)) \) is represented uniquely by a pair \( (\rho, \rho_\pi^{\perp}) \in L^\infty(0, T; \mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+)) \times L^\infty(0, T; \mathcal{M}(\mathbb{T}^d)) \) via the decomposition \( \pi = E(\rho_\pi) + R^*(\rho_\pi^{\perp}) \) and this decomposition is \( w^* \)-Baire measurable. The action of \( \pi \) on test functions \( F \in L^1(0, T; \mathcal{C}_1(\mathbb{T}^d \times \mathbb{R}_+)) \) is recovered from the pair \( (\rho_\pi, \rho^{\perp}_\pi) \) via

\[
\langle F, \pi \rangle = \int_0^T \int_{\mathbb{T}^d \times \mathbb{R}_+} F_1(u, \lambda) \, d\rho_\pi(u, \lambda) \, dt + \int_0^T \int_{\mathbb{T}^d} RF_t(u) \, d\rho_\pi^{\perp}(u) \, dt.
\]

Using the notion of generalized Young-functionals we define the \textit{micro-empirical density map} \( \pi^{N, \ell}: \mathbb{M}_N^d \to \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+), N \in \mathbb{N}, \ell \in \mathbb{Z}_+ \) of the ZRP by the formula

\[
\langle F, \pi^{N, \ell} \rangle = \langle F, E(\rho^{N, \ell}) \rangle = \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} F \left( \frac{x}{N}, \eta^\ell(x) \right), \quad F \in \mathcal{C}_1(\mathbb{T}^d \times \mathbb{R}_+).
\]

Since \( \mathbb{M}_N^d \) has the discrete topology the map \( \pi^{N, \ell} \) is continuous. Thus the induced map

\[
\pi^{N, \ell}: D(0, T; \mathbb{M}_N^d) \to D(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))
\]

is continuous where here \( \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+) \) is considered with the dual norm \( \| \cdot \|_{TV,1} \). Thus by composing this map with the continuous injection

\[
D(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \to L^\infty(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))
\]

given by Proposition A.13 we obtain that the \textit{the micro-empirical process}

\[
\pi^{N, \ell}: D(0, T; \mathbb{M}_N^d) \to L^\infty(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \subseteq L^\infty(0, T; \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+))
\]

is continuous and thus a random variable. We define the \textit{macro-empirical process} \( \pi^{N, \varepsilon}, N \in \mathbb{N}, \varepsilon > 0 \) of the ZRP by

\[
\pi^{N, \varepsilon} := \pi^{N,[N\varepsilon]}: D(0, T; \mathbb{M}_N^d) \to L^\infty(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)).
\]

Finally, for any \( M > 0 \) we will also consider the \textit{M-modified micro-empirical density process} \( \pi^{N, \ell, M}: D(0, T; \mathbb{M}_N^d) \to L^\infty(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)), \ell \in \mathbb{Z}_+ \), defined by

\[
\langle F, \pi^{N, \ell, M} \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \left\{ F_t \left( \frac{x}{N}, \eta^\ell_t(x) \wedge M \right) + \mathcal{R}F_t \left( \frac{x}{N} \right) (\eta^\ell_t(x) - M)^+ \right\} dt
\]

(22)
in duality with respect to test functions $F \in L^1(0, T; C_1(\mathbb{T}^d \times \mathbb{R}_+))$ and the M-modified macro-
empirical density process $\pi^{N, \varepsilon; M} := \pi^{N, [N\varepsilon; M], \varepsilon > 0}$. By the same reasoning as all the other $L^{\infty}_w$-valued process defined in this section these are also well defined continuous random variables.

Generalized Young measures are related to Borel measures via the barycentric projection map $B: \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+) \rightarrow \mathcal{M}(\mathbb{T}^d)$ that is defined by

$$B(\pi)(f) = \pi(\Lambda f(U)), \quad f \in C(\mathbb{T}^d)$$

where $U: \mathbb{T}^d \times \mathbb{R}_+ \rightarrow \mathbb{T}^d$ and $\Lambda: \mathbb{T}^d \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$ are the natural projections. Since $\Lambda f(U) \in C(\mathbb{T}^d \times \mathbb{R}_+)$ for all $f \in C(\mathbb{T}^d)$ it is obvious $B$ is $w^*$-continuous. Thus by Proposition [20] it induces a $w^*$-continuous operator $B: L^{\infty}_w(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \rightarrow L^{\infty}_w(0, T; \mathcal{M}(\mathbb{T}^d))$ on the corresponding spaces of $L^{\infty}_w$-path-measures denoted by the same symbol $B$. More generally for any map $\Psi \in \mathcal{C}_1(\mathbb{R}_+)$, where $\mathcal{C}_1(\mathbb{R}_+)$ is the space of all continuous maps $\Psi: \mathbb{R}_+ \rightarrow \mathbb{R}$ such that the limit $\Psi'(\infty) := \lim_{\lambda \rightarrow +\infty} \frac{\Psi(\lambda)}{\lambda} \in \mathbb{R}$ exists, we consider the $\Psi$-projection $B_\Psi: \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+) \rightarrow \mathcal{M}(\mathbb{T}^d)$ given by

$$B_\Psi(\pi)(f) = \pi(\Psi(\Lambda f(U))), \quad \pi \in \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+).$$

(23)

Since $B_\Psi$ is $w^*$-continuous it also induces a $w^*$-continuous operator on the corresponding $L^{\infty}_w$-spaces. As we will see in section [4.3] if $\pi \in \mathcal{T}_m(\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$ and $\pi = E(\rho) + R(\rho^\perp)$ for some $\rho \in \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)$, then $B_\Psi(\pi) = \Psi(\rho) \, dm + \Psi'(\infty) \rho^\perp$ where $\Psi(\rho)$ is the m-a.e. defined map

$$\Psi(\rho)(u) = \int \Psi(\lambda) \, d\rho^\perp(\lambda).$$

(24)

with $\rho^\perp \in \mathcal{M}_d$ being the m-a.e. defined disintegration of $\rho$ with respect to its first marginal $m = U^* \rho$, i.e. $\rho = \int_{\mathbb{T}^d} \delta_u \otimes \rho^\perp du$, whose existence is guaranteed by [1, Theorem 5.3.1]. In particular if $\Psi$ is sublinear, i.e. $\Psi(0) = 0$ then $B_\Psi(\pi)$ depends only on the regular part $\pi = E(\rho)$ of $\pi$ and is a measure absolutely continuous with respect to $m$.

### 2.3 Hydrodynamic limits

In order to obtain the hydrodynamic limit of condensing ZRPs one has to prove when starting from a sequence of initial distributions $\mu_0^N \in \mathcal{PM}_M$ associated to some macroscopic profile $\mu_0 \in \mathcal{M}_+(\mathbb{T}^d)$, i.e.

$$\lim_{N \rightarrow +\infty} \mu_0^N \{ \{ G, \pi^N - \mu_0 \} > \delta \} = 0, \quad \forall G \in C(\mathbb{T}^d), \quad \delta > 0,$$

(25)

one would ideally like to prove that the laws $(\pi^N_t)_{0 \leq t \leq T}$ of the empirical process of the diffusively rescaled ZRP starting from $\mu_0^N$ converge weakly in an appropriate topology to a Dirac measure $\delta_\pi$ supported on the unique solution $\pi \in [0, T] \rightarrow \mathcal{M}_+(\mathbb{T}^d)$ (in some appropriate sense) of the saturated filtration equation

$$\begin{cases}
\partial_t \pi = \Delta \Phi(\pi) \\
\pi_0 = \mu_0
\end{cases}$$

(26)

where $\Phi = \overline{\Phi}$ is the extended mean jump rate function of the ZRP. In general the standard approach towards this aim is to prove that the laws $Q^N := (\pi^N_t)_{0 \leq t \leq T} \perp P^N \in \mathcal{P} \mathcal{X}$ of the ZRP are relatively compact with respect to an appropriate path space $\mathcal{X}$ and then show that any subsequential limit $Q$ of $\{Q^N\}_{N \in \mathcal{M}}$ is supported by a set of curves $\pi \in \mathcal{X}$ satisfying an evolutionary equation, e.g. (26), which is then called the hydrodynamic equation. If then the hydrodynamic equation satisfies uniqueness of solutions it follows that any subsequential limit point of the sequence $Q^N$ starting from $\{\mu_0^N\}$ is supported by the unique solution $\pi$ of (26) and thus the whole sequence converges to $\delta_\pi \in \mathcal{P} \mathcal{X}$.

Giving a precise meaning to the notion of solutions of the hydrodynamic equation and choosing the path space $\mathcal{X}$ of solutions in the program above is part of the problem. In the particular case
of condensing ZRPs equation \(23\) is ill-behaved. Namely, for weakly condensing ZRPs it is not uniformly parabolic for unbounded profiles since
\[
\lim_{\rho \to +\infty} \Phi' (\rho) = 0
\]
while for strongly condensing ZRPs \(\Phi (\rho) = 0\) on \((\rho_c, +\infty)\) with \(\Phi\) being possibly non-differentiable at \(\rho_c\). For example in the Evans model the extended mean jump rate \(\Phi\) is differentiable for \(b \in [0, 3]\) while \(\Phi (\rho) > 0\) for \(b > 3\).

In this article we will also examine the set of subsequential limit points of the sequence of laws of the joint empirical processes
\[
(\pi^N, W^N, \sigma^N) : D(0, T; \mathcal{M}_N) \to D(0, T; \mathcal{M}_+ (\mathbb{T}^d)) \times L^\infty_w (0, T; \mathcal{X}^1 (\mathbb{T}^d)^*) \times L^\infty_w (0, T; \mathcal{M}_+ (\mathbb{T}^d))
\]
and show that they are concentrated on trajectories \((\pi, W, \sigma)\) satisfying the continuity equation
\[
\partial_t + \text{div} W = 0
\]
with \(W_t = -\nabla \sigma_t\) in \((0, T) \times \mathbb{T}^d\) in the sense of distributions. We will also examine the set of subsequential limit points of the sequence of laws of the micro-empirical distribution \(\pi^{N,t}\) on the space \(L^\infty_w (0, T; \mathcal{M}_+ (\mathbb{T}^d \times \mathbb{R}^d)\)) of generalized Young path-measures and show that any subsequential limit point is concentrated on solutions of the closed form equation \(26\) with respect to an appropriate sense in terms of generalized Young measures.

### 2.3.1 The continuity equation

Let \((\pi_t)_{t \geq 0} \subseteq \mathcal{M}_+ (\mathbb{T}^d)\) and \((W_t)_{t \geq 0} \subseteq \mathcal{M}(\mathbb{T}^d; \mathbb{R}^d)\) be Borel families of measures. By [10, Lemma 4.1] if \(\pi\) solves the continuity equation \(\partial_t \pi = \text{div} W_t\) in the sense of distributions and \(\pi, W\) satisfy
\[
\int_0^T \pi_t(\mathbb{T}^d) \, dt < +\infty \quad \text{and} \quad \int_0^T |W_t(\mathbb{T}^d)| \, dt < +\infty
\]
then there exists a weakly continuous curve \(\tilde{\pi} : [0, T] \to \mathcal{M}_+ (\mathbb{T}^d)\) such that \(\pi_t = \tilde{\pi}_t\) for almost all \(t \in [0, T]\) and for this curve \(\tilde{\pi}\) for all \(G \in C^1 ([0, T] \times \mathbb{T}^d)\)
\[
\int G_t \, d\tilde{\pi}_t - \int G_s \, d\tilde{\pi}_s = \int_s^t \int_{\mathbb{T}^d} \partial_r G_r \, d\tilde{\pi}_r \, dr + \int_s^t \int_{\mathbb{T}^d} \langle \nabla G_r, \, dW_r \rangle \, dr. \tag{27}
\]
Thus given \(\mu_0 \in \mathcal{M}_+ (\mathbb{T}^d)\) one says that the Borel families \(\pi = (\pi_t)_{0 \leq t \leq T} \subseteq \mathcal{M}_+ (\mathbb{T}^d)\) and \(W = (W_t)_{0 \leq t \leq T} \subseteq \mathcal{M}(\mathbb{T}^d; \mathbb{R}^d)\) satisfy the initial value problem
\[
\begin{cases}
\partial_t \pi_t + \text{div} W_t = 0 \\
\pi_0 = \mu_0
\end{cases} \tag{28}
\]
if \(\pi = (\pi_t)_{0 \leq t \leq T}\) is a weakly continuous curve satisfying \(\partial_t \pi + \text{div} W = 0\) in the sense of distributions and \(\pi_0 = \mu_0\).

For the current process \(W = (W_t)_{0 \leq t \leq T}\) in the continuity equation is has to be modelled as a \(w^*\)-measurable curve in \(\mathcal{X}^1 (\mathbb{T}^d)^*\). We say that a density/current pair \((\pi, W) \in L^\infty_w (0, T; \mathcal{M}_+ (\mathbb{T}^d)) \times L^\infty_w (0, T; \mathcal{X}^1 (\mathbb{T}^d)\) satisfies the continuity equation \(\partial_t \pi + \text{div} W = 0\) if
\[
\int_0^T \int_{\mathbb{T}^d} \partial_t G_t \, dt + \int_0^T \langle \nabla G_t, W_t \rangle \, dt = 0, \quad \forall G \in C^1_w ((0, T) \times \mathbb{T}^d). \tag{29}
\]
Here we require \(G\) to be twice continuously differentiable in space so that the curve \((\nabla G_t)_{0 \leq t \leq T}\) defines an element of \(L^\infty (0, T; \mathcal{X}^1(\mathbb{T}^d))\). As we will see in Proposition [5.10] the existence of a \(w^*\)-continuous representative \(\tilde{\pi} \in C_{w^*} (0, T; \mathcal{M}_+ (\mathbb{T}^d))\) for which \(27\) holds is also valid in the case that the current \(W = (W_t)_{0 \leq t \leq T}\) is more generally modelled as an element of the space.
\( L^1_{w^*}(0, T; X^1(\mathbb{T}^d)^*) \), but for all \( G \in C^{1,2}([0, T] \times \mathbb{T}^d) \) in this case. Thus we say that \( (\pi, W) \in L^1_{w^*}(0, T; \mathcal{M}_+(\mathbb{T}^d)) \times L^1_{w^*}(0, T; X^1(\mathbb{T}^d)^*) \) satisfies the initial value problem \( (28) \) if the continuous representative \( \bar{\pi} \) in the a.s. equality class of \( \pi \) satisfies \( \bar{\pi}_0 = \mu_0 \). In particular if \( \pi \in L^1_{w^*}(0, T; \mathcal{M}_+(\mathbb{T}^d)) \) solves the initial value problem \( (28) \) then by applying \( (27) \) for the constant map \( \pi = \mu \) it follows that \( \bar{\pi}_t(\mathbb{T}^d) = \bar{\pi}_0(\mathbb{T}^d) = \mu_0(\mathbb{T}^d) \) for all \( 0 \leq t \leq T \).

We will say that a triple \( (\pi, W, \sigma) \in L^\infty_{w^*}(0, T; \mathcal{M}_+(\mathbb{T}^d)) \times L^\infty_{w^*}(0, T; X^1(\mathbb{T}^d)^*) \times L^\infty_{w^*}(0, T; \mathcal{M}_+(\mathbb{T}^d)) \) satisfies the continuity equation

\[
\begin{align*}
\partial_t \pi &= -\text{div} W \\
W &= -\nabla \sigma
\end{align*}
\]
in the sense of distributions if \( \partial_t \pi + \text{div} W = 0 \) holds in the sense of \( (29) \) and

\[
\int_0^T \langle F, W_t \rangle \, dt = -\int_0^T \langle \text{div} F_t, \sigma_t \rangle \, dt, \quad \forall F \in L^1(0, T; X^1(\mathbb{T}^d)).
\]

This is stronger than requiring that the equation \( \partial_t \pi = -\text{div} W = \Delta \sigma \) holds in the sense if distributions since this would be equivalent to requiring that \( (31) \) holds for maps \( F \in L^1(0, T; X^1(\mathbb{T}^d)) \) that are spatial gradients of \( C^2 \)-functions i.e. \( F_t = \nabla f_t \) for some \( f_t \in C^2(\mathbb{T}^d) \) for almost all \( t \in [0, T] \).

### 2.3.2 Closed form equations

A rigorous interpretation of equation \( (26) \) allowing for measure-valued solutions has been given in [19] in dimension \( d = 1 \) by interpreting equation \( (26) \) as a gradient flow in the quadratic Wasserstein space \( \mathcal{M}_{1, m}(\mathbb{T}^d) \) of measures with a fixed total mass \( m = \mu_0(\mathbb{T}^d) \). The gradient flow formulation result in [19] allows then the writers to obtain uniqueness and existence of solutions in the sense of distributions to problem \( (28) \) by interpreting it as the problem

\[
\begin{align*}
\partial_t \pi &= \Delta \Phi(\rho), \\
\pi_0 &= \mu_0
\end{align*}
\]

where \( \pi = \rho \, d\mathcal{L}_{\mathbb{T}^d} + \pi^\perp, \pi^\perp \perp \mathcal{L}_{\mathbb{T}^d} \) is the Radon-Nikodym decomposition of \( \pi \) with respect to Lebesgue measure \( \mathcal{L}_{\mathbb{T}^d} \) on the torus. Uniqueness of the weak solutions of problem \( (32) \) is obtained in [19] in the class of weakly continuous measure-valued curves with finite kinetic energy that take values in the space \( \mathcal{CM}_+(\mathbb{T}^d) \) of continuous measures defined as

\[
\mathcal{CM}_+(\mathbb{T}^d) = \{ \pi = \rho \, du + \pi^\perp \mid \rho \in C(\mathbb{T}^d; [0, \rho_\circ]), \mathcal{L}_{\mathbb{T}^d} \{ \rho = \rho_\circ \} = 0, \pi^\perp \{ \rho < \rho_\circ \} = 0 \}.
\]

Namely for any \( \mu_0 \in \mathcal{M}_+(\mathbb{T}^d) \) there exists a unique weak solution \( \pi = \rho \, du + \pi^\perp : \mathbb{R}_+ \to \mathcal{M}_+(\mathbb{T}^d) \) to problem \( (32) \) in the sense that \( \Phi(\rho) \in W^{1,1}(\mathbb{T}^d) \) and

\[
\int_0^\infty \int_0^\infty \nabla f_t(u) \cdot \nabla \Phi(\rho_t(u)) \, du \, dt, \quad \forall f \in C_0^1((0, T) \times \mathbb{T}^d)
\]

such that

(a) The curve \( (\pi_t)_{t \geq 0} \) is weakly continuous in \( \mathcal{M}_+(\mathbb{T}^d) \) and \( \pi_0 = \mu_0 \),

(b) \( \pi_t \in \mathcal{CM}_+(\mathbb{T}^d) \) for Lebesgue almost all \( t > 0 \), and

(c) \( \int_{T_0}^{T_1} \mathcal{J}(\pi_t) \, dt < +\infty \) for all \( 0 < T_0 < T_1 < +\infty \)

where \( \mathcal{J} : \mathcal{M}_+(\mathbb{T}^d) \to [0, +\infty] \) is the generalized Fisher dissipation functional

\[
\mathcal{J}(\pi) = \begin{cases} 
\int_{\rho > 0} \frac{|\nabla \Phi(\rho(u))|^2}{\rho(u)} \, du & \text{if } \pi = \rho \, du + \pi^\perp \in \mathcal{CM}_+(\mathbb{T}^d) \text{ and } \Phi \circ \rho \in W^{1,1}(\mathbb{T}^d) \\
+\infty & \text{otherwise}
\end{cases}
\]
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The assumptions in [19] require that \( \Phi \) is \( C^1 \) with \( \Phi'(\rho) > 0 \) for all \( \rho \in \mathbb{R}_+ \), which restricts the applicability of this gradient flow formulation to weakly condensing ZRP s.

In this article we consider a weaker notion of solutions via the notion of generalized Young measures. First for any (ordinary) Lebesgue-Young path-measure \( \rho \in T_{\mathbb{R}_+} \mathcal{P}_{1}(\mathbb{T}^d \times \mathbb{R}_+) \) and any map \( \Phi \in C_1(\mathbb{R}_+) \) we define the composition \( \Phi(\rho) : \mathbb{T}^d \to \mathbb{R}_+ \) by the formula

\[
\Phi(\rho)(u) := \int \Phi(\lambda) \, d\rho^u(\lambda), \quad \text{for } \mathcal{L}_{\mathbb{T}^d}-\text{almost all } u \in \mathbb{T}^d,
\]

where \((\rho^u)_{u \in \mathbb{T}^d}\) is the \( \mathcal{L}_{\mathbb{T}^d}\)-a.s. defined disintegration of \( \rho \) with respect to its first marginal \( U_1^0 \rho = \mathcal{L}_{\mathbb{T}^d} \). Given a Lipschitz map \( \Phi \) such that

\[
\Phi'(\infty) := \lim_{\lambda \to +\infty} \frac{\Phi(\lambda)}{\lambda} = 0
\]

we say that a map \( \pi = (\rho, \mu) \in L^\infty_\rho(0, T; \mathcal{F}_1(\mathbb{T}^d)) \) is a generalized Young-measure valued weak solution of the problem

\[
\partial_t \pi = \Delta \Phi(\pi)
\]

if

\[
\begin{cases}
\Phi(\rho_t) \in W^{1,1}(\mathbb{T}^d) \text{ for almost all } t \in [0, T], \\
\int_0^T \pi_t(\lambda \partial_t f(U)) \, dt = \int_0^T \langle \nabla f_t(u), \nabla \Phi(\rho_t)(u) \rangle \, du \, dt, \quad \forall f \in C^1_c((0, T) \times \mathbb{T}^d).
\end{cases}
\]

We note that by [34] any weak solution \( \pi = (\rho, \mu) \in L^\infty_{\rho, \mu}(0, T; \mathcal{F}_1(\mathbb{T}^d)) \) to problem [35] is also a mild solution in the sense that

\[
\int_0^T \pi_t(\lambda \partial_t f(U) + \Phi(\lambda) \Delta f(U)) \, dt = 0, \quad \forall f \in C^1_{\text{c}}((0, T) \times \mathbb{T}^d).
\]

### 2.3.3 Subsequential limit sets

For any sequence \( \{A_n\}_{n=1}^\infty \) of subsets \( A_n \subseteq M \) of a submetrizable topological space \( M \) and any sequence \( \{q_n\}_{n=1}^\infty \subseteq M \) of points we set

\[
\text{Lim}_{n \to +\infty} A_n := \bigcap_{n=1}^\infty \bigcup_{k=n}^\infty A_k, \quad \text{Lim}_{n \to +\infty} q_n := \text{Lim}_{n \to +\infty} \{q_n\}.
\]

If the union \( \bigcup_{n \in \mathbb{N}} A_n \) is relatively compact in \( M \) then \( \text{Lim}_{n \to +\infty} A_n \) is non-empty and consists of all subsequential limits of points of the sets \( A_n \), i.e.

\[
\emptyset \neq \text{Lim}_{n \to +\infty} A_n = \left\{ q \in M \mid \exists q_{k_n} \in A_{k_n}, k_n < k_{n+1}, n \in \mathbb{N} : \lim_{n \to +\infty} q_{k_n} = q \right\}
\]

and \( \text{Lim}_{n \to +\infty} A_n \) is compact.

In exhibiting the continuity equation as a hydrodynamic limit of the laws of the joint process \((\pi, W, \sigma)\) we will show that the sequence

\[
Q^N := (\pi^N, W^N, \sigma^N)_t dP^N \in \mathbb{P} \left(L^\infty_{w,s}(0, T; \mathcal{M}_+(\mathbb{T}^d)) \times L^\infty_{w,s}(0, T; \mathcal{X}^1(\mathbb{T}^d)^*) \times L^\infty_{w,s}(0, T; \mathcal{M}_+(\mathbb{T}^d)) \right)
\]

is relatively compact and that any limit point \( Q \in \text{Lim}_{N \to +\infty} Q^N \) is concentrated on a measurable set of trajectories \((\pi, W, \sigma)\) that satisfy equation [39].

In proving the closed-form generalized Young-measure valued equation [35] in the hydrodynamic limit we will first show that the double sequence of laws

\[
Q^{N,t} := \pi_t^{N,t} dP^N = \left( (\pi_t^{N,t})_{0 \leq t \leq T} \right)_t dP^N \subseteq \mathbb{P} L^\infty_{w,s}(0, T; \mathcal{M}_1, +,(\mathbb{T}^d \times \mathbb{R}_+))
\]
is relatively compact and then that any subsequential limit

\[ \mathcal{Q} \in \lim_{\ell \to +\infty} \left( \lim_{N \to +\infty} \mathcal{Q}^{N,\ell} \right) =: \lim_{\ell, N \to +\infty} \mathcal{Q}^{N,\ell} \]

of \( \{\mathcal{Q}^{N,\ell}\} \) as \( N \to +\infty \) and then \( \ell \to +\infty \) is concentrated on generalized Young-measure valued weak solutions of (35). Equation (35) in terms of generalized Young measures is the first closed form equation given for condensing ZRPs and it relies only on the one-block estimate and not the full replacement lemma.

A property that will be used often is the following. If \( \{\mathcal{Q}^N\} \subseteq \mathcal{P}M \) is a relatively compact sequence of probability measures on the completely regular submetrizable space \( M \) and \( \mathcal{Q}^{\infty} := \lim_{N \to +\infty} \mathcal{Q}^N \) then for all \( f \in BC(M) \)

\[ \limsup_{N \to +\infty} \int f \, d\mathcal{Q}^N = \max_{Q \in \mathcal{Q}^{\infty}} \int f \, d\mathcal{Q}^{\infty}. \]

A similar property holds for multi-parametric families of probability measures. For example, if \( \{\mathcal{Q}^{N,\ell}\}_{N,\ell} \subseteq \mathcal{P}M \) is a relatively compact double sequence of probability measures and \( \mathcal{Q}^{\infty,\infty} := \lim_{\ell, N \to +\infty} \mathcal{Q}^{N,\ell} \) then for all \( f \in BC(M) \)

\[ \limsup_{\ell, N \to +\infty} \int f \, d\mathcal{Q}^{N,\ell} = \max_{Q \in \mathcal{Q}^{\infty,\infty}} \int f \, d\mathcal{Q}^{\infty,\infty}. \]

We note finally that if \( \{\mathcal{Q}^N\}_{N \in \mathbb{N}} \) is a sequence of families \( \mathcal{Q}^N \subseteq \mathcal{P}M \) of probability measures in a completely regular submetrizable space \( M \) and \( f: M \to N \) is a continuous map from \( M \) to the completely regular submetrizable space \( N \) then

\[ f_\sharp \left( \lim_{N \to +\infty} \mathcal{Q}^N \right) = \lim_{N \to +\infty} f_\sharp \mathcal{Q}^N \quad (38) \]

where for any family \( \mathcal{Q} \subseteq \mathcal{P}M \) we set \( f_\sharp \mathcal{Q} := \{ f_\sharp Q \mid Q \in \mathcal{Q} \} \).

### 2.3.4 Assumptions on the initial distributions

A sequence \( \{\mu^N_0 \in \mathcal{P}M^N_0\} \) of initial distributions satisfies the \( O(N^d) \)-entropy assumption if there exist constant \( \rho_* \in (0, \rho_c) \) such that

\[ C(\rho_*) := \sup_{N \in \mathbb{N}} \frac{1}{N^d} H(\mu^N_0 \mid \nu^N_{\rho_*}) < +\infty. \quad (39) \]

Since \( \nu^N_{\rho_*} \) has some exponential moments if \( \rho_* < \rho_c \) it follows by the relative entropy inequality (11) that if (39) holds for some \( \rho_* \in (0, \rho_c) \) then it also holds for all \( \rho \in (0, \rho_c) \cap \mathbb{R} \).

We will note here that in condensing ZRPs the \( O(N^d) \)-entropy assumption does not prohibit us from starting the ZRP from a sequence of initial states \( \mu^N_0 \in \mathcal{P}M^N_0 \) associated to a macroscopic profile \( \mu_0 \in \mathcal{M}_+ (\mathbb{T}^d) \) having a condensate at a point \( u \in \mathbb{T}^d \). For example consider the measure \( \mu_0 = \rho_0 \lambda + \alpha \delta_u \in \mathcal{M}_+ (\mathbb{T}^d) \) where \( \rho_0: \mathbb{T}^d \to \mathbb{R} \) is a measurable bounded and a.e. continuous function and \( \alpha \geq 0 \). In the case that there is no condensate, i.e. \( \alpha = 0 \) then the sequence \( \{\nu^N_{\rho(u)}\}_{N \in \mathbb{N}} \) of product measures with slowly varying profile \( \rho_0 \in B(\mathbb{T}^d) \) satisfies the \( O(N^d) \)-entropy assumption since

\[ \lim_{N \to +\infty} \frac{1}{N^d} H(\nu^N_{\rho(u)} \mid \nu^N_{\rho_*}) = \int \Lambda^*_{\rho_*} (\rho_0(u) \wedge \rho_*) \, du < +\infty \quad (40) \]

for all \( \rho_* \in (0, \rho_c) \). Here \( \Lambda^*_{\rho_*} : \mathbb{R} \to \mathbb{R}_+ \) is the Legendre transform of \( \Lambda_{\rho_*} \) given by

\[ \Lambda^*_{\rho_*} (\rho) = \begin{cases} \rho \log \frac{\rho \lambda(\rho, \rho_0)}{\lambda(\rho, \rho_0)} - \log \frac{Z(\rho, \rho_0)}{Z(\rho, \rho_0)} & \rho \geq 0 \\ +\infty & \rho < 0 \end{cases} \quad (41) \]
Indeed, and \(H(\nu^1_\rho|\nu^i_\rho) = \Lambda^*_\rho(u)\) for all \(\rho \in [0, \rho_c] \cap \mathbb{R}\). Therefore
\[
\frac{1}{N^d} H(\nu^N_{\rho_0(\cdot)}|\nu^N_{\rho_c}) = \frac{1}{N^d} \sum_{x \in \mathbb{Z}^d} H(\nu^1_{\rho_0(x/N)\wedge \rho_c}|\nu^i_\rho) = \int_{\mathbb{R}^d} \Lambda^*_\rho(u)\left(\frac{[Nu]}{N}\right) \wedge \rho_c) \, du.
\]

The function \(\Lambda^*_\rho\) is always finite and smooth on all of \(\mathbb{R}_+\), and therefore since we assume the profile \(\rho_0\) to be bounded and almost surely continuous, the required limit in (10) follows by the bounded convergence theorem.

According to the following example the \(O(N^d)\)-entropy assumption is satisfied even by initial distributions that can have a condensate at some macroscopic point \(u \in \mathbb{T}^d\).

**Example 2.2** Let \(\{\nu^N_{\rho_0(\cdot);u,\alpha}\}_{N \in \mathbb{N}}\) be the sequence of product measures with slowly varying parameter associated to some bounded and a.s. continuous profile \(\rho_0 \in B(\mathbb{T}^d)\) and a Dirac mass \(\alpha > 0\) at \(x \in \mathbb{T}^d\), i.e.
\[
\nu^N_{\rho_0(\cdot);u,\alpha} = \delta_{[\alpha N^d]} \otimes \bigotimes_{x \in \mathbb{T}^d\backslash \{[Nu]\}} \nu^N_{\rho_0(\cdot)} =: \delta_{[\alpha N^d]} \otimes \nu^N_{\rho_0(\cdot)} \in \mathcal{P}(\mathbb{Z}^d \times \mathbb{Z}^d_T \backslash \{[Nu]\}) = \mathcal{P}M_N^d,
\]

Then \(\{\nu^N_{\rho_0(\cdot);u,\alpha}\}_{N \in \mathbb{N}}\) is associated to the measure \(\mu_0 = \alpha \delta_u + \rho_0 \, d\mathcal{L}^d \in \mathcal{M}_+^{d}(\mathbb{T}^d)\) and
\[
\lim_{N \to +\infty} \frac{1}{N^d} H(\nu^N_{\rho_0(\cdot);u,\alpha}|\nu^N_{\rho_0}) = \int_{\mathbb{R}^d} \Lambda^*_\rho(u)\left(\frac{[Nu]}{N}\right) \wedge \rho_c) \, du + \alpha \log \frac{\phi_c}{\Phi(\rho_c)} \tag{42}
\]

for all \(\rho \in (0, \rho_c)\). In particular, whenever \(\phi_c < +\infty\) the sequence \(\{\nu^N_{\rho_0(\cdot);u,\alpha}\}\) is associated to the measure \(\mu_0\) which has a condensate of mass \(\alpha > 0\) at \(u \in \mathbb{T}^d\) and satisfies the \(O(N^d)\)-entropy assumption.

**Proof** For all \(N \in \mathbb{N}\) we have that
\[
H(\nu^N_{\rho_0(\cdot);u,\alpha}|\nu^N_{\rho_0}) = H(\delta_{[\alpha N^d]}|\nu^1_{\rho_c}) + H(\nu^N_{\rho_0(\cdot)}|\nu^N_{\rho_0(\cdot);u,\alpha}), \tag{43}
\]

By a simple computation \(H(\delta_{[\alpha N^d]}|\nu^1_{\rho_c}) = -\log \nu^1_{\rho_c}(\rho_0 N^d)\) for all \(\rho \in [0, \rho_c] \cap \mathbb{R}\) and therefore by property (32) of local jump rates
\[
\lim_{N \to +\infty} \frac{1}{N^d} H(\nu^N_{\rho_0(\cdot);u,\alpha}|\nu^1_{\rho_c}) = \lim_{N \to +\infty} \frac{\alpha N^d}{N^d} \log \frac{\rho_0 N^d}{\sqrt{\phi_c}} = \alpha \log \frac{\phi_c}{\Phi(\rho_c)} \tag{44}
\]

Furthermore, we obviously have that
\[
H(\nu^N_{\rho_0(\cdot)}|\nu^N_{\rho_0(\cdot);u,\alpha}) = H(\nu^N_{\rho_0(\cdot)}|\nu^N_{\rho_0(\cdot)}) = \Lambda^*_\rho_c\left(\frac{[Nu]}{N}\right) \wedge \rho_c) .
\]

Since the profile \(\rho_0 : \mathbb{T}^d \to \mathbb{R}_+\) is assumed bounded and \(\Lambda^*_\rho\) is continuous and finite on \(\mathbb{R}_+\) by (11) we obviously have that
\[
\lim_{N \to +\infty} \frac{1}{N^d} \Lambda^*_\rho_c\left(\frac{[Nu]}{N}\right) \wedge \rho_c) = 0
\]

and therefore by (11). (13) and (19) it follows that
\[
\lim_{N \to +\infty} \frac{1}{N^d} H(\nu^N_{\rho_0(\cdot);u,\alpha}|\nu^N_{\rho_0}) = \int_{\mathbb{R}^d} \Lambda^*_\rho_c\left(\rho_0(u) \wedge \rho_c) \, du + \rho \log \frac{\phi_c}{\Phi(\rho_c)}
\]

which is finite whenever \(\phi_c < +\infty\). \(\square\)
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3 Main Results on condensing ZRPs

In all the following results we assume that the ZRP is weakly condensing i.e. with finite critical fugacity \( \varphi_c < +\infty \) and that the laws \( \{P_N\} \) of the (diffusively rescaled) ZRP start from a sequence of initial distributions \( \mu_0^N \in P_1(M^2_N), N \in \mathbb{N} \), associated to a macroscopic profile \( \mu_0 \in \mathcal{M}_+(\mathbb{T}^d) \) and satisfying the \( O(N^d) \)-entropy assumption with constant \( C_0 < +\infty \) for some \( \mu_* \in (0, \mu_c) \). For ZRPs with unbounded jump rate \( g \) we furthermore assume that \( \mu_0^N \in P_2(M^2_N), N \in \mathbb{N} \).

The first result is the one-block estimate. In part (a) we generalize the one-block estimate for condensing ZRPs to unbounded cylinder functions \( \Psi : M^2_N \to \mathbb{R} \). In part (b) we reformulate the one-block estimate in terms of the joint law of the process \( \sigma^{N,F} \) defined in \( (15) \), the micro-empirical distribution \( \pi^{N,F} \) of the ZRP defined in \( (21) \) and the \( \overline{\Psi} \)-projection defined in \( (23) \).

**Theorem 3.1** (One-block estimate for condensing ZRPs) (a) Let \( \overline{\Psi} : \mathbb{R}_+ \to \mathbb{R} \) be the extended homologue function defined in \( (13) \) of the asymptotically linear cylinder map \( \Psi : M^2_N \to \mathbb{R} \). Then for all \( H \in L^1(0,T; C(\mathbb{T}^d)) \) and all \( \delta > 0 \)

\[
\lim_{\varepsilon,N \to +\infty} \mathbb{E}^N \left| \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} H_t(x/N) \left[ \tau_x \Psi^\varepsilon(\eta_t) - \overline{\Psi}(\eta_t(x)) \right] \right| \leq 0.
\]

(b) Let \( \Psi : M^2_N \to \mathbb{R} \) be an asymptotically linear cylinder function. Then the extended homologue \( \overline{\Psi} : \mathbb{R}_+ \to \mathbb{R} \) is asymptotically linear, i.e. \( \overline{\Psi} \in C^1_1(\mathbb{R}_+) \) and \( \overline{\Psi}(\infty) = \langle \nabla \Psi(\infty), 1 \rangle \), the family of laws \( Q_\Psi := (\sigma^{N,F}, \pi^{N,F})_2 P^N \) is relatively compact and any limit point

\[
\overline{Q}_\Psi \in \lim_{\varepsilon,N \to +\infty} \overline{Q}^{N,F} \subseteq \mathbb{P}(L^\infty(0,T; \mathcal{M}(\mathbb{T}^d)) \times L^\infty(0,T; \mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+)))
\]

is concentrated on the graph of the \( \overline{\Psi} \)-projection, i.e.

\[
\overline{Q}_\Psi \{ (\sigma, \pi) \mid \sigma = B_{\overline{\Psi}}(\pi) \} = 1
\]

where \( B_{\overline{\Psi}} : L^\infty(0,T; \mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+)) \to L^\infty(0,T; \mathcal{M}(\mathbb{T}^d)) \) is the \( \overline{\Psi} \)-projection induced on the \( L^\infty \)-spaces of path-measures.

**Theorem 3.2** We set \( \Omega := D(0,T; \mathcal{M}_+(\mathbb{T}^d)) \times L^\infty(0,T; \mathfrak{X}^1(\mathbb{T}^d)^*) \times L^\infty(0,T; \mathcal{M}_+(\mathbb{T}^d)) \) and consider the image

\[
Q^N := (\pi^N, W^N, \sigma^N)_2 P^N \in \mathbb{P} \Omega
\]

of the law \( P^N \) of the diffusively rescaled ZRP starting from \( \mu_0^N \) via the triple \( (\pi^N, W^N, \sigma^N) \). Then the sequence \( \{Q^N\}_{N \in \mathbb{N}} \subseteq \mathbb{P} \Omega \) is sequentially relatively compact in the weak topology of \( \mathbb{P} \Omega \). Furthermore, any limit point \( Q^\infty \) of the sequence \( \{Q^N\} \) is concentrated on trajectories \( (\pi, W, \sigma) \in \Omega \) such that

(a) The continuity equation

\[
\begin{cases}
\partial_t \pi + \text{div} W_t = 0 \\
W_t = -\nabla \sigma_t
\end{cases}
\]

holds in the sense of distributions.

(b) \( \pi \in C(0,T; \mathcal{M}_+(\mathbb{T}^d)), \pi_0 = \mu_0 \) and \( \pi_t(\mathbb{T}^d) = \mu_0(\mathbb{T}^d) \) for all \( t \in [0,T] \).

(c) \( \sigma_t \ll \mathcal{L}_{\mathbb{T}^d}, \| \frac{d\sigma_t}{d\mathcal{L}_{\mathbb{T}^d}} \|_{L^\infty(\mathbb{T}^d)} \leq \varphi_c \) a.s. for all \( 0 \leq t \leq T \).

(d) \( \sigma_t \ll \pi_t, \| \frac{d\sigma_t}{d\pi_t} \|_{L^\infty(\sigma_t)} \leq \| g \|_{\infty} \) a.s. for all \( 0 \leq t \leq T \), and

(e) \( \frac{d\pi_t}{d\mathcal{L}_{\mathbb{T}^d}} \in H^1(\mathbb{T}^d) \) and \( W_t = -(\nabla \frac{d\pi_t}{d\mathcal{L}_{\mathbb{T}^d}}) d\mathcal{L}_{\mathbb{T}^d} \in \mathcal{M}_0(\mathbb{T}^d; \mathbb{R}^d) \leq \mathfrak{X}^1(\mathbb{T}^d)^* \) for a.s. all \( 0 \leq t \leq T \).
The proof of Theorem 3.2(e) relies on the following regularity result which is worth stating in its own right. Let us note that for non-condensing ZRPs in which case $\varphi_c = +\infty$ it is known by [24] Remark 5.1.8 that the first marginal of the law $Q^\infty$ is concentrated on trajectories $\pi \in D(0, T; M_+(T^d))$ such that $\pi_0 \ll \mathcal{L}_{T^d}$ for all $0 \leq t \leq T$. Thus by Theorem 3.2(d) in case $\varphi_c = +\infty$ in place Theorem 3.2(c) it holds that $\sigma_t \ll \mathcal{L}_{T^d}$ and $\frac{d\pi_t}{d\mathcal{L}_{T^d}} \leq \|g^t\|_{\infty} \frac{d\pi_0}{d\mathcal{L}_{T^d}}$ for almost all $0 \leq t \leq T$. In particular $\|\sigma\|_{TV; \infty} \leq \|g\|_{\infty} \mu_0(T^d)$ Q3-a.s. for all $\sigma \in L^\infty_{\text{ac}}(0, T; M_+(T^d))$. Also, as will be clear from the proof, when $\varphi_c = +\infty$ instead of Theorem 3.2(e) it only holds that $\sigma_t \in W^{1,1}(T^d)$ a.s. for all $0 \leq t \leq T$.

**Theorem 3.3** Any subsequential limit point $Q_3$ of the sequence $\{Q_N^3\}$ of the third marginals on $L^\infty_{\text{w}^*}(0, T; M^{+}(T^d))$ of the laws $Q^N$ defined in (14) is concentrated on a $w^*$-measurable subspace of path-measures $\Omega_0 \subseteq L^\infty_{\text{w}^*}(0, T; M^{+}(T^d)) \leq L^\infty_{\text{w}^*}(0, T; M(T^d))$ such that for all $\sigma \equiv \frac{d\pi}{d\mathcal{L}_{T^d}} \in \Omega_0$ there exist $L^2((0, T) \times T^d)$-functions $(L^1((0, T) \times T^d)$ if the ZRP is non-condensing) denoted by $\partial_j \sigma$, $j = 1, \ldots, d$, satisfying

$$\int_0^T \int_{T^d} \partial_j H_t(u) \sigma(t, u) \, du \, dt = -\int_0^T \int_{T^d} H_t(x) \partial_j \sigma(t, u) \, du \, dt \quad (49)$$

and, setting $\nabla \sigma := \sum_{j=1}^d \partial_j \sigma \cdot e_j$ for all $\sigma \in \Omega_0$, the energy estimate

$$\int_0^T \int_{T^d} \left\| \nabla \sigma(t, u) \right\|^2_{\sigma(t, u)} \, dt < +\infty. \quad (50)$$

holds. In particular $Q_3$ is concentrated in trajectories $\sigma \in L^\infty_{\text{w}^*}(0, T; M^{+}(T^d))$ such that $\sigma_t \in H^1(T^d)$ for almost all $0 \leq t \leq T$.

**Theorem 3.4** Let $Q^{N, \ell} := \pi^{N, \ell} \, d\pi$ be the law of the empirical generalized Young distribution of the ZRP and let

$$Q \in \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q^{N, \ell}$$

be any limit point of $\{Q^{N, \ell}\}$. Then $Q$ is concentrated on generalized Young-measure-valued weak solutions $\pi \in L^\infty_{\text{w}^*}(0, T; \mathcal{M}_{1, m}(T^d))$ of the non-linear diffusion equation

$$\partial_t \pi = \Delta \Phi(\pi)$$

in the sense of (36) which (with the map $\Phi(\rho_{\pi_t})$ being defined as in (22)) also satisfy the energy estimate

$$\int_0^T \int_{T^d} \left\| \nabla \Phi(\rho_{\pi_t})(u) \right\|^2_{\Phi(\rho_{\pi_t})(u)} \, du \, dt < +\infty. \quad (51)$$

The next result concerns the two-blocks estimate for asymptotically linear cylinder maps $\Psi: \mathcal{M}_\infty^d \to \mathbb{R}$. Although we do not prove the full two-blocks estimate we prove a comparison property for the micro and macro-empirical density processes and a characterization of when the micro and macro-empirical processes $\pi^{N, \ell}$ and $\pi^{N, \varepsilon}$ are interchangeable in the limit as $N \to \infty$, $\varepsilon \to 0$ and then $\ell \to \infty$. We will restrict attention to a subfamily $\{\pi^{N, \ell; m, \ell}_t\}_{(N, \ell)}$ of the micro-empirical processes along which the laws $Q^{N, \ell; m, \ell}_t = \pi^{N, \ell; m, \ell}_t \, d\pi^{N, \ell; m, \ell}_t$ converge. As a first we prove a truncated double-block estimate which in essence allows us to replace the mean number of particles $n^t(x)$ around a point $x \in T^d_N$ with the truncated double-block average $(n^t(x) \land M)^{[N]}$. In terms of the micro-truncated double-block empirical density $\pi^{N, \ell; M, \ell}_t: D(0, T; \mathcal{M}_k^d) \to L^\infty_{\text{w}^*}(0, T; \mathcal{M}_1(T^d \times \mathbb{R}))$ defined by

$$\langle F, \pi^{N, \ell; M, \ell}_t \rangle = \int_0^T \frac{1}{N} d \sum_{x \in T^d_N} \left\{ F_t \left( \frac{x}{N} \right) \right\} \left( n^t \right)_{\cap M}^{[N]} \, dt \quad (52)$$

Furthermore, using the truncated double-block estimate we are able to compare the micro and macro-empirical densities $\pi^{N, \ell}$ and $\pi^{N, \varepsilon}$ as $N \to +\infty$, $\varepsilon \to 0$ and $\ell \to +\infty$. 
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Theorem 3.5 (Two-blocks comparison) Let \( \{k_N^{(i)}\}_{N=1}^{\infty}, \ell \in \mathbb{N}, \) and \( \{m_{\ell}\}_{\ell=1}^{\infty} \) be diverging sequences such that the subfamily of the micro-empirical laws

\[
Q^N_{\ast, \ell} := Q_{\ast, \ell}^{k_N^{(i)}, m_{\ell}, p_{k_N^{(i)}}}
\]

converges weakly to a probability law \( Q^{\infty, \infty} \in \mathcal{P}L^\infty_w(0, T; \mathcal{F}_1(\mathbb{T}^d)) \) as \( N \uparrow \infty \) and then \( \ell \to \infty \).

(a) (Truncated double-block estimate) For all asymptotically linear maps \( \Psi \in \mathcal{C}_1(\mathbb{R}_+) \) and all \( G \in L^1(0, T; \mathbb{R}_+) \)

\[
\lim_{M \to +\infty} \limsup_{\ell \to +\infty} \sup_{t \to 0} \sup_{N \to +\infty} \mathbb{E}_{k_N^{(i)}} \| (G, B_{\Psi}(k_N^{(i)}, m_{\ell}, p_{k_N^{(i)}})) - B_{\Psi}(k_N^{(i), m_{\ell}}, M, \hat{\varepsilon}) \| = 0. \tag{53}
\]

Consequently any subsequential limit point of the family of laws

\[
(\pi^{N,i}_{k_N^{(i)}, m_{\ell}, p_{k_N^{(i)}}}, M, \hat{\varepsilon}) \in \mathcal{P}L^\infty_w(0, T; \mathcal{F}_1(\mathbb{T}^d \times \mathbb{R}_+))^2
\]

as \( N \to +\infty, \varepsilon \to 0, \ell \to +\infty \) and then \( M \to +\infty \) is concentrated on a measurable set of trajectory pairs \( (\pi^\infty, \pi^0) \in L^\infty_w(0, T; \mathcal{F}_1(\mathbb{T}^d))^2 \) such that for almost all \( t \in [0, T] \)

(b) (Micro-macro block comparison) Any limit point of the family of laws

\[
\mathcal{Q}^N_{\ast, \ell, \varepsilon} := (\pi^{N,i}_{k_N^{(i)}, m_{\ell}, p_{k_N^{(i)}}}, \pi^{N,i}_{k_N^{(i)}, m_{\ell}, \varepsilon}) \in \mathcal{P}L^\infty_w(0, T; \mathcal{F}_1(\mathbb{T}^d \times \mathbb{R}_+))^2
\]

as \( N \to +\infty, \varepsilon \to 0 \) and \( \ell \to +\infty \) is concentrated on a measurable set of trajectory pairs \( (\pi^\infty, \pi^0) \in L^\infty_w(0, T; \mathcal{F}_1(\mathbb{T}^d))^2 \) such that for almost all \( t \in [0, T] \)

(i) \( B(\pi^\infty) = B(\pi^0) \) where \( B : \mathcal{F}_1(\mathbb{T}^d \times \mathbb{R}_+) \to \mathcal{M}_1(\mathbb{T}^d) \) is the barycentric projection.

(ii) The disintegrations \( (\rho^u_{\pi^\infty})_{u \in \mathbb{T}^d}, (\rho^u_{\pi^0})_{u \in \mathbb{T}^d} \) satisfy \( \rho^u_{\pi^\infty} \leq \rho^u_{\pi^0} \) for Lebesgue a.e. all \( u \in \mathbb{T}^d \), i.e. for almost all \( u \in \mathbb{T}^d \)

\[
\int \Psi \, d\rho^u_{\pi^\infty} \leq \int \Psi \, d\rho^u_{\pi^0}, \quad \text{for all non-decreasing maps } \Psi \in \mathcal{C}_1(\mathbb{R}_+).
\]

(iii) \( \rho^u_{\pi^\infty} \geq \rho^u_{\pi^0} \), i.e. \( \rho^u_{\pi^\infty}(f) \geq \rho^u_{\pi^0}(f) \) for all \( f \in C_+(\mathbb{T}^d) \).

(c) Finally, the two-blocks estimate holds in the class \( \mathcal{C}_{1,1}(\mathbb{R}_+) \) of non-decreasing maps \( \Psi \in \mathcal{C}_1(\mathbb{R}_+) \) in the sense that the subsequential limit set

\[
\mathcal{Q}^\infty_{\ast, \ell, \varepsilon} := \operatorname{Lim}_{\ell \uparrow \ell, \varepsilon \downarrow 0, N \uparrow \infty} \mathcal{Q}^N_{\ast, \ell, \varepsilon} \subseteq \mathcal{P}L^\infty_w(0, T; \mathcal{F}_1(\mathbb{T}^d))
\]

of the family defined in \( \mathcal{Q}^N_{\ast, \ell, \varepsilon} \) satisfies

\[
\mathcal{Q} \{ (\pi^\infty, \pi^0) \mid B_{\Psi}(\pi^\infty) = B_{\Psi}(\pi^0), \forall \Psi \in \mathcal{C}_{1,1}(\mathbb{R}_+) \} = 1, \forall \mathcal{Q} \in \mathcal{Q}^\infty_{\ast, \ell, \varepsilon} \tag{55}
\]

if and only if for any subfamily \( \{(k^{(i)}_{N, \ell}, m_{\ell}, \varepsilon) \}_{\ell \in \mathbb{N}} \) of \( \{(k^{(i)}_{N, \ell, \varepsilon})_{\ell \in \mathbb{N}} \}_{\ell \in \mathbb{N}} \), where the sequence \( \{m^{(i)}_{\ell}\}_{\ell \in \mathbb{N}} \)

is diverging, the sequences \( \{\varepsilon^{(i)}_{\ell}\}_{\ell \in \mathbb{N}} \) converge to 0 for all \( \ell \in \mathbb{N} \) and \( \{k^{(i, \ell)}_{N, \varepsilon}\}_{\ell \in \mathbb{N}} \) is diverging for all \( i, \ell \in \mathbb{N} \), there exists a further subfamily

\[
\left\{ \left( k^{(i)}_{N, \ell, \varepsilon}, \tilde{m}_{\ell}, \tilde{\varepsilon}^{(i)}_{\ell} \right) \right\}_{(N, \ell, 0)}^{(N, \ell, 0)} := \{(k^{(i, \ell)}_{N, \ell, \varepsilon}, \tilde{m}_{\ell}, \tilde{\varepsilon}^{(i)}_{\ell})\}_{(N, \ell, 0)}^{(N, \ell, 0)} \tag{56}
\]

of \( \{(k^{(i)}_{N, \ell, \varepsilon})_{\ell \in \mathbb{N}} \}_{\ell \in \mathbb{N}} \) along which

\[
\limsup_{M, \ell, i, N \to \infty} \mathbb{E}_{k_N^{(i)}} \int_0^T \frac{1}{k_N^{(i)}} \sum_{x \in \pi^{(i)}} \| (\tilde{m}_{\ell}(x) - M)^{\uparrow \ell} |k_N^{(i)}(\varepsilon^{(i)}_{\ell})| \mathbb{1}_{[0, M]}(\tilde{m}_{\ell}(x)) \|_{k_N^{(i)}(\varepsilon^{(i)}_{\ell})} \| \, dt = 0. \tag{57}
\]
Remark 3.1 In case the two-blocks estimate as stated in (55) holds then it also holds for all maps \( \Psi \in \overline{C}_1(\mathbb{R}_+), \) i.e.

\[
\overline{Q}\left\{(\pi^\infty, \pi^0) \right| B_\Psi(\pi^\infty) = B_\Psi(\pi^0), \quad \forall \Psi \in \overline{C}_1(\mathbb{R}_+) \right\} = 1, \quad \forall \overline{Q}_* \in \overline{Q}_*^{\infty, \infty, 0}.
\]

Indeed, since any function \( \Psi \in \overline{C}_1(\mathbb{R}_+) \cap \text{Lip}(\mathbb{R}_+) \) can be written as the difference \( \Psi = \Psi_1 - \Psi_2 \) of two non-decreasing maps \( \Psi_1, \Psi_2 \in \overline{C}_1(\mathbb{R}_+) \) and any map \( \Psi \in \overline{C}_1(\mathbb{R}_+) \) can be approximated by the sequence of Lipschitz maps \( \Psi_k(\lambda) := \psi_{0,k}(\lambda) + \Psi'(\lambda)\lambda, \) \( k \in \mathbb{N} \), where \( \psi_{0,k} \) are the Moreau-Yosida approximations, given by (185), of the sublinear part \( \psi_0(\lambda) := \psi(\lambda) - \psi'(\lambda)\lambda \) of \( \psi \), (55) follows by the dominated convergence theorem.

By the one-block estimate and the two-blocks comparison we obtain the following one-sided version of the replacement lemma in terms of the subsequential limit points of the family of joint laws

\[
\overline{Q}_N := (\sigma^N, \Psi, \pi^N)_t P_N \in \mathbb{P}(L^\infty(0,T; \mathcal{M}(\mathbb{T}^d))) \times D(0,T; \mathcal{M}_+ (\mathbb{T}^d)), \quad N \in \mathbb{N}.
\]

Theorem 3.6 (Super-replacement lemma) Let \( \overline{\Psi} : \mathbb{R}_+ \to \mathbb{R} \) be the extended homologue function defined in (13) of a sublinear cylinder map \( \Psi : \mathcal{M}^d_+ \to \mathbb{R}_+ \). Then:
(a) The map

\[
D(0,T; \mathcal{M}_+ (\mathbb{T}^d)) \ni \pi \mapsto \overline{I}(\pi(\pi^{ac}) d\mathcal{L}_{\mathbb{T}^d})_{0 \leq t \leq T} := I_\Psi(\pi) \in L^\infty(0,T; \mathcal{M}_+ (\mathbb{T}^d)),
\]

where \( \pi = \pi^{ac} + \pi^1 \) is the Radon Nikodym decomposition of \( \pi \) with respect to Lebesgue measure, is measurable and if the extended homologue \( \overline{\Psi} \) is non-decreasing then for all subsequential limit points

\[
\overline{Q}_\Psi^\infty \in \overline{Q}_\Psi^\infty := \lim_{N \to \infty} \overline{Q}_N
\]

it holds that \( \sigma^\Psi \leq \overline{\Psi}(\pi^{ac}) d\mathcal{L}_{\mathbb{T}^d} \) for \( \overline{Q}_\Psi^\infty \) - a.s. all \( (\sigma^\Psi, \pi) \in L^\infty(0,T; \mathcal{M}_+ (\mathbb{T}^d)) \times D(0,T; \mathcal{M}_+ (\mathbb{T}^d)). \)

Furthermore, if each diverging sequence \( \{k_N\} \) has a subsequence, still denoted by \( \{k_N\} \), such that any subfamily \( \{(k^{t_i}_N, \ell_i)\}_{(N, \ell)} \) of \( \{(k_N, \ell)\}_{(N, \ell)} \) has a subfamily, still denoted by \( \{(k^{t_i}_N, \ell_i)\}_{(N, \ell)} \), such that any subfamily \( \{(k^{t_i}_N, \ell_i, \epsilon_i)\}_i \) of \( \{(k_N, \ell_i, \epsilon_i)\}_i \) has a further subfamily \( \{(k^{t_i}_N, \ell_i, \epsilon_i)\}_i \) along which (57) holds, then the full replacement lemma holds in the sense that for all sublinear cylinder maps \( \Psi : \mathcal{M}^d_+ \to \mathbb{R}_+ \)

\[
\overline{Q}_\Psi^\infty \{\sigma^\Psi \leq \overline{\Psi}(\pi^{ac}) d\mathcal{L}_{\mathbb{T}^d}\} = 1, \quad \forall \overline{Q}_\Psi^\infty \in \overline{Q}_\Psi^\infty.
\]

By assuming that for a sequence \( \{\mu_0^N\} \) of initial distributions of the ZRP the condition for the validity of the two-blocks estimate is satisfied, at least in some small time interval \([0, T_0]\), one obtains by the continuity equation (48) and the replacement lemma that all limit points of the laws \( Q^N \equiv \pi^N_\mu \in \mathbb{P} D(0,T, \mathcal{M}_+ (\mathbb{T}^d)) \) are concentrated on trajectories \( \pi \in C(0,T; \mathcal{M}_+ (\mathbb{T}^d)) \) such that \( \Phi(\pi^{ac}) \equiv \Phi(\pi^{ac} \wedge \rho_c) \in H^1(\mathbb{T}^d) \), the equation

\[
\partial_t \pi = \Delta \Phi(\pi^{ac}), \quad \pi = \pi^{ac} + \pi^1, \quad \pi^{ac} \ll \mathcal{L}_{\mathbb{T}^d}, \quad \pi^1 \perp \mathcal{L}_{\mathbb{T}^d}
\]

holds in the sense of distributions and satisfy the energy estimate

\[
\int_0^T \int_{\{\pi^{ac}_t > 0\}} \frac{\|\nabla \Phi(\pi^{ac}_t(u))\|^2}{\pi^{ac}_t(u)} \, du \, dt < +\infty.
\]

4 Generalized Young measures

Our main goal is to study in more detail the space \( \overline{\mathcal{M}}_+(\mathbb{T}^d \times \mathbb{R}_+) := \overline{\mathcal{C}}_+((\mathbb{T}^d \times \mathbb{R}_+)^*) \) of generalized Young-functionals. By definition they are the continuous linear functionals of the space \( \overline{\mathcal{C}}_+((\mathbb{T}^d \times \mathbb{R}_+), \mathbb{R}_+). \)
which is defined in (18). We recall also the recession operator $R_r: C_r(T^d \times \mathbb{R}_+) \to C(T^d)$ which is defined in (20). Since the limit in the definition of the recession operator $R_r$ is assumed to be uniform it follows that $R_r$ is a contraction. Indeed for any $F \in C_r(T^d \times \mathbb{R}_+)$ we have that

$$\|R_r F\|_{\infty} = \lim_{\lambda \to +\infty} \|F(\lambda, r)\|_{\infty} \leq \|F\|_{\infty, r}.$$ 

Here we denote by $F(\lambda, r) \in C(T^d)$ the map $F(\lambda, r) := \frac{F(u, \lambda)}{1 + \lambda r}$. Furthermore $R_r$ is surjective since for any $f \in C(T^d)$ we have that $R_r f = f$ where $F \in C_r(T^d \times \mathbb{R}_+)$ is given by $F(u, \lambda) = f(u) \lambda r$ and its kernel is $\ker R_r = C_r(T^d \times \mathbb{R}_+)$. As is shown in Theorem 4.2 of Section 4.1, by a simple application of the classical Riesz isomorphism $C_0(T^d \times \mathbb{R}_+) = \mathcal{M}(T^d \times \mathbb{R}_+)$

$$(C_r(T^d \times \mathbb{R}_+), \|\cdot\|_{\infty, r}) \cong (\mathcal{M}_r(T^d \times \mathbb{R}_+), \|\cdot\|_{TV, r}) \quad (61)$$

We will also identify the spaces $C(T^d)^r$ and $\mathcal{M}(T^d)$ via the classical Riesz isomorphism. Thus the adjoint $R^*_r$ of the recession operator yields a bounded and $w^*$-continuous operator $R^*_r: \mathcal{M}(T^d) \to \mathcal{M}_r(T^d \times \mathbb{R}_+)$ via the formula $R^*(\mu)(F) = \int_{\pi \in \mathbb{R}_+} F \lambda r d\mu$. We introduce also the extension operator

$$E: \mathcal{M}_r(T^d \times \mathbb{R}_+) \cong C_r(T^d \times \mathbb{R}_+) \to \mathcal{M}_r(T^d \times \mathbb{R}_+) \cong C_r(T^d \times \mathbb{R}_+)$$

defined by

$$E(\rho)(F) = \int_{T^d \times \mathbb{R}_+} F d\rho. \quad F \in C_r(T^d \times \mathbb{R}_+). \quad (62)$$

This extension operator is well defined since $C_r(T^d \times \mathbb{R}_+) \subseteq \bigcap_{\rho \in \mathcal{M}_r(T^d \times \mathbb{R}_+)} \mathcal{L}^1(\rho)$, where in the calligraphic $\mathcal{L}$-spaces we do not identify almost surely equal functions.

**Lemma 4.1** The extension operator $E: \mathcal{M}_r(T^d \times \mathbb{R}_+) \to \mathcal{M}_r(T^d \times \mathbb{R}_+)$ is the pointwise $w^*$-limit of a sequence of $w^*$-continuous operators and thus it is $w^*$-measurable.

**Proof** For each $M > 0$ let $\Pi_M: C_r(T^d \times \mathbb{R}_+) \to C_r(T^d \times \mathbb{R}_+)$ be the linear operator defined by $\Pi_M(F)(u, \lambda) = F(u, \lambda \wedge M)$. Then $\Pi_M$ is a contraction and its adjoint $E_M := \Pi^{\ast}_M: \mathcal{M}_r(T^d \times \mathbb{R}_+) \to \mathcal{M}_r(T^d \times \mathbb{R}_+)$ is $w^*$-continuous. Thus it suffices to show that $E_M$ $w^*$-converges pointwise to $E$ as $M \to +\infty$. Of course then $E$ will be $w^*$-measurable by Proposition A.3 in the appendix. So let $\rho \in \mathcal{M}_r(T^d \times \mathbb{R}_+)$. For each $M > 0$ and $F \in C_r(T^d \times \mathbb{R}_+)$

$$|E(\rho)(F) - E_M(\rho)(F)| \leq \int |F(u, \lambda) - F(u, \lambda \wedge M)| d|\rho|(u, \lambda).$$

Obviously $F(u, \lambda) - F(u, \lambda \wedge M) \to 0$ as $M \to +\infty$ and $|F(u, \lambda) - F(u, \lambda \wedge M)| \leq 2\|F\|_{\infty, r} (1 + \lambda') \in L^1(|\rho|)$ so that an application of the dominated convergence theorem concludes the proof. \(\square\)

A generalized Young measure $\pi$ is called **regular** if $(E \circ j^*)((\pi)) = \pi$ where $j^*$ is the adjoint of the natural inclusion $j: C_r(T^d \times \mathbb{R}_+) \to C_r(T^d \times \mathbb{R}_+)$. Thus a generalized Young measure $\pi$ is regular if it is of the form $\pi(F) = \int F d\rho$ for some $\rho \in \mathcal{M}_r(T^d \times \mathbb{R}_+)$ and singular if it vanishes on all maps $F \in C_r(T^d \times \mathbb{R}_+)$, which as we will see implies that it is of the form $\pi(F) = R^*(\mu)(F) = \int_{\pi \in \mathbb{R}_+} F d\mu$ for some measure $\mu \in \mathcal{M}(T^d)$.

In the context of generalized Young measures we will denote by $U: T^d \times \mathbb{R}_+ \to T^d$ and $\Lambda: T^d \times \mathbb{R}_+ \to \mathbb{R}_+$ the natural projections. It is easy to see that for $r \in \mathbb{R}_+$ and any continuous function $\Psi: \mathbb{R}_+ \to \mathbb{R}_+$ such that

$$\lim_{\lambda \to +\infty} \frac{\Psi(\lambda)}{\lambda^r} = 1,$$

the space $C_r(T^d \times \mathbb{R}_+)$ can be split as the direct sum

$$C_r(T^d \times \mathbb{R}_+) = C_r(T^d \times \mathbb{R}_+) \oplus \Psi(\Lambda) \cdot [C(T^d) \circ U],$$
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where $\Psi(\Lambda) \cdot [C(T^d) \circ U] = \{\Psi(\Lambda)(f \circ U) \mid f \in C(T^d)\}$.

In Section 4.1 we prove the Riesz isomorphism (61) for ordinary Young measures. In Section 4.2 we prove the representation Theorem 4.1 below which yields the decomposition of a generalized Young measure $\pi$ into a regular and a singular part. Then we adapt these results to the level of path-measures in Section 4.3 and finally in Section 4.4 we describe the barycentric projection $B: \overline{M}_r(T^d \times \mathbb{R}_+) \rightarrow M(T^d)$.

**Theorem 4.1** (a) Let the product space $M_r(T^d \times \mathbb{R}_+) \times M(T^d)$ be equipped with the norm

$$
\| (\rho, \mu) \|_{TV,r} := \sup_{F \in \overline{M}_r(T^d \times \mathbb{R}_+) \setminus \{0\}} \frac{\int F d\rho + \int RF d\mu}{\|F\|_{\infty,r}}.
$$

The norm $\| \cdot \|_{TV,r}$ satisfies

$$
\max\{\|\rho\|_{TV,r} + \|\mu\|_{TV}\} \leq \| (\rho, \mu) \|_{TV,r} \leq \|\rho\|_{TV,r} + \|\mu\|_{TV}
$$

and thus is equivalent to all the product norms on $M_r(T^d \times \mathbb{R}_+) \times M(T^d)$.

(b) There is a unique isometry $I = (I^1, I^2): \overline{M}_r(T^d \times \mathbb{R}_+) \rightarrow M_r(T^d \times \mathbb{R}_+) \times M(T^d)$ such that

$$
\pi(F) = \int_{T^d \times \mathbb{R}_+} F d(E \circ I^1)(\pi) + \int_{T^d} RF dI^2(\pi), \quad \text{for all } F \in \overline{M}_r(T^d \times \mathbb{R}_+).
$$

Its inverse $J = I^{-1}$ is given by $J(\rho, \mu) = E(\rho) + R^*(\mu)$, i.e.

$$
J(\rho, \mu)(F) = (E(\rho) + R^*(\mu))(F) = \int_{T^d} F d\rho + \int_{T^d} RF d\mu, \quad F \in \overline{M}_r(T^d \times \mathbb{R}_+).
$$

(c) The first coordinate $I^1$ of $I$ is the restriction operator $j^*$, i.e. the adjoint of the natural inclusion $j: C_r(T^d \times \mathbb{R}_+) \hookrightarrow \overline{C}_r(T^d \times \mathbb{R}_+)$, the second coordinate $I^2$ is given by the formula

$$
I^2(\pi)(f) = \lim_{M \rightarrow +\infty} \pi((\Lambda - M)^+ \Lambda^{-1} f(U)).
$$

(d) The isometry $I$ is positive i.e. it satisfies

$$
I(\overline{M}_r,(T^d \times \mathbb{R}_+)) = M_{r,+}(T^d \times \mathbb{R}_+) \times M_{+}(T^d).
$$

(e) The first coordinate $I^1 = j^*$ of the isometry $I$ is $w^*$-continuous and the restriction of the second coordinate $I^2$ on $\overline{M}_{r,+}(T^d \times \mathbb{R}_+)$ is positively upper $w^*$-semicontinuous in the sense that for any net $\{\pi_n\}_{n \in A} \subseteq \overline{M}_{r,+}(T^d \times \mathbb{R}_+)$ converging to $\pi \in \overline{M}_{r,+}(T^d \times \mathbb{R}_+)$ in the $w^*$-topology of $\overline{M}_{r}(T^d \times \mathbb{R}_+)$ and any non-negative map $f \in C_{+}(T^d)$

$$
\limsup_{n} I^2(\pi_n)(f) \leq I^2(\pi)(f).
$$

Before proceeding with the proof of Theorem 4.1 let us see how it can easily be rephrased to yield a uniquely defined decomposition of a generalized Young measure into a regular and singular part.

**Corollary 4.1** (a) For any $\pi \in \overline{M}_r(T^d \times \mathbb{R}_+)$ there exists a uniquely determined decomposition $\pi = \hat{\pi} + \pi^\perp$ of $\pi$ where $\hat{\pi} \in \overline{M}_r(T^d \times \mathbb{R}_+)$ is regular and $\pi^\perp \in \overline{M}_r(T^d \times \mathbb{R}_+)$ is singular. This decomposition satisfies

$$
\max\{\|\hat{\pi}\|_{TV,r}, \|\pi^\perp\|_{TV,r}\} \leq \|\pi\|_{TV,r} \leq \|\hat{\pi}\|_{TV,r} + \|\pi^\perp\|_{TV,r}
$$

and $\pi$ is non-negative if and only if both $\hat{\pi}$ and $\pi^\perp$ are non-negative.

(b) The operators $\hat{D}, D^\perp: \overline{M}_r(T^d \times \mathbb{R}_+) \rightarrow \overline{M}_r(T^d \times \mathbb{R}_+)$ defined by $\hat{D}(\pi) = \hat{\pi}$ and $D^\perp(\pi) = \pi^\perp$ are linear, bounded and $w^*$-Baire.
(c) The restriction $\hat{D}|_{\overline{M}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+)}$ of $\hat{D}$ on $\overline{M}_{r}(\mathbb{T}^d \times \mathbb{R}_+)$ is positively $w^*$-lower semicontinuous and the restriction $D^+|_{\overline{M}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+)}$ is positively $w^*$-upper semicontinuous, i.e. for any map $F \in \overline{C}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+)$ and any net $\{\pi_\alpha\}_{\alpha \in \Lambda} \subseteq \overline{M}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+)$ converging to some $\pi \in \overline{M}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+)$ in the $w^*$-topology

\[
\liminf_\alpha \pi_\alpha^*(F) \geq \pi^*(F) \quad \text{and} \quad \limsup_\alpha \pi_\alpha^+(F) \leq \pi^+(F).
\]

**Proof** (a) Let $\pi \in \overline{M}_{r}(\mathbb{T}^d \times \mathbb{R}_+)$, let $I = (I^1, I^2)$ be the isometry of Theorem 4.1 and set $\hat{\pi} := E(I^1(\pi))$ and $\pi^\perp := R^*(I^1(\pi))$ where $E$ and $R$ are the recession operators. Then since $E$ is a right inverse of the restriction operator $j^*$, i.e. $j^* \circ E = \text{id}_{\overline{M}_{r}(\mathbb{T}^d \times \mathbb{R}_+)}$ it obviously holds that

\[
(E \circ j^*)(\hat{\pi}) = E \circ (j^* \circ E)(I^1(\pi)) = E(I^1(\pi)) = \hat{\pi}
\]

so that $\hat{\pi}$ is regular. Since $R \circ j \equiv 0$ and thus $j^* \circ R^* \equiv 0$ it also holds that $j^*(\pi^\perp) = j^*(R^*(\pi)) = 0$. Thus $\pi^\perp$ is singular and by the formula of $J := I^{-1}$

\[
E(I^1(\pi)) + R^*(I^2(\pi)) = J(I(\pi)) = \pi
\]

so that $(\hat{\pi}, \pi^\perp)$ is a decomposition of $\pi$ as the sum of a regular and a singular generalized Young measure. The decomposition $\pi = \hat{\pi} + \pi^\perp$ is unique since if $\pi = \hat{\pi}_1 + \pi_1^\perp$ is another decomposition of $\pi$ as a sum of a regular and singular generalized Young measure then $\pi^\perp - \pi_1^\perp$ is singular and thus $(\hat{\pi} - \hat{\pi}_1)(F) = (\pi_1^\perp - \pi^\perp)(F) = 0$ for any $F \in C_r(\mathbb{T}^d \times \mathbb{R}_+)$. Thus $j^*(\hat{\pi} - \hat{\pi}_1) = 0$ and therefore since $\hat{\pi}$ and $\hat{\pi}_1$ are regular

\[
\hat{\pi} - \hat{\pi}_1 = E(j^*(\hat{\pi} - \hat{\pi}_1)) = 0,
\]

which proves that the decomposition of generalized Young measures as a sum of regular and singular generalized Young measures is unique. Since $E$ is norm-preserving and, as we will see in the proof of Theorem 4.1, the adjoint $R^*$ of the recession operator is also norm-preserving, inequalities (70) follow by (a) of Theorem 4.1. The fact that $\pi$ is non-negative if and only if $\hat{\pi}$ and $\pi^\perp$ follows by (d) of the same Theorem. For the proof of (b) we note that $\hat{D} = E \circ j^*$ is $w^*$-Baire according to Proposition 4.1 as the composition of a $w^*$-continuous operator $j^*$ with the $w^*$-Baire operator $E$. Consequently $D^\perp = \text{id}_{\overline{M}_{r}(\mathbb{T}^d \times \mathbb{R}_+)} - \hat{D}$ is also $w^*$-Baire. Finally the semicontinuity property (71) follows by Theorem 4.1(c) since $\pi^\perp = R^* \circ I^2(\pi), R^* \text{ is } w^*$-continuous and $\pi = \hat{\pi} + \pi^\perp$. \hfill $\square$

As it is evident by the proof of this corollary, the regular and singular decomposition operators are given by the explicit relations

\[
\hat{D} = E \circ j^*, \quad D^\perp = R^* \circ I^2,
\]

where $E : M_1(\mathbb{T}^d \times \mathbb{R}_+) \to \overline{M}_1(\mathbb{T}^d \times \mathbb{R}_+)$ is the natural extension operator defined in (62), $j : C_1(\mathbb{T}^d \times \mathbb{R}_+) \to \overline{C}_1(\mathbb{T}^d \times \mathbb{R}_+)$ is the natural subspace inclusion, $R^* : M(\mathbb{T}^d) \to \overline{M}_1(\mathbb{T}^d \times \mathbb{R}_+)$ is the adjoint of the recession operator $R$ defined in (21) and $I^2$ is the second coordinate of the isometry $I$ of Theorem 4.1.

### 4.1 A Riesz representation theorem for Young measures

Let $\Lambda : \mathbb{T}^d \times \mathbb{R}_+ \to \mathbb{R}_+$ be the projection $\Lambda(u, \lambda) = \lambda$ on the second coordinate. Likewise we will denote by $U : \mathbb{T}^d \times \mathbb{R}_+ \to \mathbb{T}^d$ the projection on the first coordinate. Given $r \in (0, \infty)$ we denote by $B_r(\mathbb{T}^d \times \mathbb{R})$ the set of all measurable real-valued functions on $\mathbb{T}^d \times \mathbb{R}_+$ with bounded polynomial growth of order $r$, i.e.

\[
B_r(\mathbb{T}^d \times \mathbb{R}_+) := \left\{ F \in \mathcal{L}^0(\mathbb{T}^d \times \mathbb{R}_+) \mid |F| \leq C(1 + \Lambda^r) \text{ for some } C \geq 0 \right\}.
\]
Here $L^0(\mathbb{T}^d \times \mathbb{R}_+)$ is the space of all measurable maps $F: \mathbb{T}^d \times \mathbb{R}_+ \to \mathbb{R}$. By convention $B_0(\mathbb{T}^d \times \mathbb{R}_+)$ is $B(\mathbb{T}^d \times \mathbb{R}_+)$ and for $r = +\infty$ we define $B_\infty(\mathbb{T}^d \times \mathbb{R}_+)$ the set of all measurable maps that map bounded sets to bounded sets. As a shorthand we set $B_r C^k(\mathbb{T}^d \times \mathbb{R}_+) := B_r(\mathbb{T}^d \times \mathbb{R}_+) \cap C^k(\mathbb{T}^d \times \mathbb{R}_+)$, $k \in \mathbb{Z}_+$.

Also, we will denote by $M_r(\mathbb{T}^d \times \mathbb{R}_+)$ the space of all finite Borel signed measures on $\mathbb{T}^d \times \mathbb{R}_+$ with finite $r$-th moments, i.e.

$$
M_r(\mathbb{T}^d \times \mathbb{R}_+) := \left\{ \rho \in M(\mathbb{T}^d \times \mathbb{R}_+) \mid \|\Lambda\|_{L^r(\rho)} < \infty \right\}.
$$

Here for $r \in (0, 1)$ we set $\|\Lambda\|_{L^r(\rho)} := \int \Lambda^r |d\rho|$. Again we set $M_0(\mathbb{T}^d \times \mathbb{R}_+) = M(\mathbb{T}^d \times \mathbb{R}_+)$. Note that $M_\infty(\mathbb{T}^d \times \mathbb{R}_+)$ is the space of all finite signed measures with bounded support. Finally, we set $M_{r, +}(\mathbb{T}^d \times \mathbb{R}_+) := M_+(\mathbb{T}^d \times \mathbb{R}_+) \cap M_r(\mathbb{T}^d \times \mathbb{R}_+)$ the set of non-negative measures with finite $r$-th moments and $P_r(\mathbb{T}^d \times \mathbb{R}_+) := P(\mathbb{T}^d \times \mathbb{R}_+) \cap M_r(\mathbb{T}^d \times \mathbb{R}_+)$ the set of probability measures with finite $r$-th moments. Then for all $r \in [0, +\infty[$

$$
B_r(\mathbb{T}^d \times \mathbb{R}_+) = \bigcap_{\rho \in P_r(\mathbb{T}^d \times \mathbb{R}_+)} L^1(\rho).
$$

**Proposition 4.1** Let $r \in (0, \infty)$. Then

(a) The space $B_r(\mathbb{T}^d \times \mathbb{R}_+)$ becomes a Banach space with the norm

$$
\|F\|_{\infty, r} := \left\| \frac{|F|}{1 + \Lambda^r} \right\|_\infty = \sup_{(u, \lambda) \in \mathbb{T}^d \times \mathbb{R}_+} \frac{|F(u, \lambda)|}{1 + \Lambda^r}, F \in B_r(\mathbb{T}^d \times \mathbb{R}_+).
$$

(b) Convergence with respect to $\|\cdot\|_{\infty, r}$ implies uniform convergence in bounded subsets of $\mathbb{T}^d \times \mathbb{R}_+$ (but not the converse). Therefore the subspace $B_r C(\mathbb{T}^d \times \mathbb{R}_+) \leq B_r(\mathbb{T}^d \times \mathbb{R}_+) \cap C_r(\mathbb{T}^d \times \mathbb{R}_+)$ is closed, and thus a Banach space when equipped with the restriction of $\|\cdot\|_{\infty, r}$.

(c) The space $M_r(\mathbb{T}^d \times \mathbb{R}_+) \cap C_r(\mathbb{T}^d \times \mathbb{R}_+)$ becomes a Banach space when equipped with the norm

$$
\|\rho\|_{TV, r} = \|\rho\|_{TV} + \|\Lambda\|_{L^r(\rho)} = \|(1 + \Lambda^r)\rho\|_{TV}, \rho \in M_r(\mathbb{T}^d \times \mathbb{R}_+).
$$

(d) The bilinear map $\langle \cdot, \cdot \rangle : B_r(\mathbb{T}^d \times \mathbb{R}_+) \times M_r(\mathbb{T}^d \times \mathbb{R}_+) \to \mathbb{R}$ given by $\langle F, \rho \rangle = \int F d\rho$ satisfies

$$
|\langle F, \rho \rangle| \leq \|F\|_{\infty, r} \|\rho\|_{TV, r} \quad (73)
$$

for all $(F, \rho) \in B_r(\mathbb{T}^d \times \mathbb{R}_+) \times M_r(\mathbb{T}^d \times \mathbb{R}_+)$ and is a strongly non-degenerate dual pairing, i.e. it induces the linear isometric inclusions

$$
B_r(\mathbb{T}^d \times \mathbb{R}_+) \ni F \mapsto \langle F, \cdot \rangle \in M_r(\mathbb{T}^d \times \mathbb{R}_+)^*,
$$

$$
M_r(\mathbb{T}^d \times \mathbb{R}_+) \ni \rho \mapsto \langle \cdot, \rho \rangle \in B_r(\mathbb{T}^d \times \mathbb{R}_+)^*.
$$

(e) The pairing $\langle \cdot, \cdot \rangle$ is also a strongly non-degenerate dual pairing between the spaces $B_r C(\mathbb{T}^d \times \mathbb{R}_+)$ and $M_r(\mathbb{T}^d \times \mathbb{R}_+)$. 

**Proof** (a) Let $\{F_n\} \subseteq B_r(\mathbb{T}^d \times \mathbb{R}_+)$ be a Cauchy sequence. Then the sequence $G_n := \frac{F_n}{1 + \Lambda^r}$ is a Cauchy sequence in $B(\mathbb{T}^d \times \mathbb{R}_+)$ which is a Banach space. Thus there exists $G \in B(\mathbb{T}^d \times \mathbb{R}_+)$ such that $\|G_n - G\|_{\infty, r} \to 0$. But then $F := G(1 + \Lambda^r) \in B_r(\mathbb{T}^d \times \mathbb{R}_+)$ and $\|F_n - F\|_{\infty, r} \to 0$ which proves that $B_r(\mathbb{T}^d \times \mathbb{R}_+)$ is Banach. To prove (b) we suppose that $F_n \to 0$ in $B_r(\mathbb{T}^d \times \mathbb{R}_+)$ and let $M > 0$. Then

$$
\sup_{\mathbb{T}^d \times [0, M]} |F_n| = (1 + M^r) \sup_{\mathbb{T}^d \times [0, M]} \frac{|F_n|}{1 + M^r} \leq (1 + M^r)\|F_n\|_{\infty, p} \xrightarrow{n \to +\infty} 0.
$$
Therefore convergence in $B_r(\mathbb{T}^d \times \mathbb{R}_+)$ implies uniform convergence in bounded subsets of $\mathbb{T}^d \times \mathbb{R}_+$. To see that the converse is false consider the family $\{\Lambda^q\}_{0 < q \leq r} \subseteq B_r(\mathbb{T}^d \times \mathbb{R}_+)$. It is obvious that $\Lambda^q \rightarrow \Lambda^r$ uniformly in bounded subsets of $\mathbb{T}^d \times \mathbb{R}_+$ as $q \rightarrow r$, while $\|\Lambda^r - \Lambda^q\|_{\infty, p} \geq 1$ for all $q < r$. The claim (e) follows from the fact that $(\mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+), \|\cdot\|_{TV})$ is a Banach space, since the function $T_r : \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+) \rightarrow \mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+)$ defined by $T_r(\rho) = (1 + \Lambda^r)d\rho$ is a surjective linear isometry. For the proof of the remaining claims (d) and (e) we note that inequality (73) is obvious and it readily implies that $\|\langle F, \cdot \rangle_{\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)}\| \leq \|F\|_{\infty, r}$ and $\|\langle \cdot, \rho \rangle_{B_r(\mathbb{T}^d \times \mathbb{R}_+)}\| \leq \|\rho\|_{TV,r}$ for all $F \in B_r(\mathbb{T}^d \times \mathbb{R}_+)$ and all $\rho \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$. On the other hand, we have that

$$
\|\langle F, \cdot \rangle_{\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)}\| \leq \sup_{\rho \neq 0} \frac{\|\langle F, \rho \rangle\|_{TV,r}}{\|\rho\|_{TV,r}} \geq \sup_{(u, \lambda) \in \mathbb{T}^d \times \mathbb{R}_+} \frac{\|\langle F, \delta_{(u, \lambda)} \rangle\|_{TV,r}}{\|\delta_{(u, \lambda)}\|_{TV,r}} = \|F\|_{\infty, r},
$$

for all $F \in B_r(\mathbb{T}^d \times \mathbb{R}_+)$ and therefore $\|\langle F, \cdot \rangle\| = \|F\|_{\infty, r}$. Since $\|\rho\|_{B_r(C(\mathbb{T}^d \times \mathbb{R}_+))} \leq \|\rho\|_{B_r(\mathbb{T}^d \times \mathbb{R}_+)}$, in order to complete the proof of the proposition it remains to show that $\|\rho\|_{TV,r} \leq \|\rho\|_{B_r(C(\mathbb{T}^d \times \mathbb{R}_+))}$ for all $\rho \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$. So let $\rho \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$ and let $X = P \cup N$ be a Hahn decomposition of $\mathbb{T}^d \times \mathbb{R}_+$ with respect to $\rho$. Since $\mathbb{T}^d \times \mathbb{R}_+$ is polish, the finite measures $\rho^+ = \rho|_P$ and $\rho^- = -\rho|_N$ are regular and thus for every $n \in \mathbb{N}$ there exist compact sets $K^+_n \subseteq P$, $K^-_n \subseteq N$ such that $\rho^+(N \setminus K^+_n) \leq \frac{1}{n}$ and $\rho^-(N \setminus K^-_n) \leq \frac{1}{n}$ for all $n \in \mathbb{N}$. Of course we can assume that the sequences $\{K^+_n\}_{n \in \mathbb{N}}$ and $\{K^-_n\}_{n \in \mathbb{N}}$ are increasing and if we set $K^+_\infty := \bigcup_{n \in \mathbb{N}} K^+_n$, $K^-_\infty := \bigcup_{n \in \mathbb{N}} K^-_n$ we obviously have that $\rho^+(N \setminus K^+_\infty) = 0$. Since $\mathbb{T}^d \times \mathbb{R}_+$ is a metric space, there exist for every $n \in \mathbb{N}$ functions $\phi^+_n, \phi^-_n \in BC(\mathbb{T}^d \times \mathbb{R}_+)$ such that $\mathbb{1}_{K^+_n} \leq \phi^+_n \leq 1 - \mathbb{1}_{K^-_n}$ and $\mathbb{1}_{K^-_n} \leq \phi^-_n \leq 1 - \mathbb{1}_{K^+_n}$ for all $n \in \mathbb{N}$. Obviously the sequences $\{\phi^+_n\}$, $\{\phi^-_n\}$ converge pointwise in $K^+_\infty \cup K^-_\infty$. In particular

$$
\lim_{n \to \infty} \phi^+_n = \begin{cases} 1, & \text{in } K^+_\infty \\ 0, & \text{in } K^-_\infty \end{cases}, \quad \lim_{n \to \infty} \phi^-_n = \begin{cases} 0, & \text{in } K^+_\infty \\ 1, & \text{in } K^-_\infty \end{cases}
$$

But $|\rho|(K^+_\infty \cup K^-_\infty) = |\rho|(\mathbb{T}^d \times \mathbb{R}_+)$ and therefore

$$
\lim_{n \to \infty} \phi^+_n = \mathbb{1}_{K^+_\infty}, \quad \lim_{n \to \infty} \phi^-_n = \mathbb{1}_{K^-_\infty}, \quad |\rho|-a.e.
$$

Since $|\phi^+_n - \phi^-_n| \leq (1 + \Lambda^r) \in L^1(|\rho|)$ we have by the dominated convergence theorem that

$$
\lim_{n \to \infty} \int (\phi^+_n - \phi^-_n)(1 + \Lambda^r) d\rho = \int (\mathbb{1}_P - \mathbb{1}_N)(1 + \Lambda^r) d\mu = \int (1 + \Lambda^r) d|\rho| = \|\rho\|_{TV,r}.
$$

Therefore since $-1 \leq \mathbb{1}_{K^+_n} - 1 \leq \phi^+_n - \phi^-_n \leq 1 - \mathbb{1}_{K^-_n} \leq 1,

$$
\|\langle \cdot, \rho \rangle_{B_r(C(\mathbb{T}^d \times \mathbb{R}_+))}\| = \sup_{\|F\|_{\infty, r} \leq 1} \langle F, \rho \rangle \geq \lim_{n \to \infty} \int (\phi^+_n - \phi^-_n)(1 + \Lambda^r) d\rho = \|\rho\|_{TV,r}
$$

and the proof is complete. 

We will denote by $C_0(\mathbb{T}^d \times \mathbb{R}_+)$ the subspace of $BC(\mathbb{T}^d \times \mathbb{R}_+)$ consisting of functions that vanish at infinity, i.e. $F \in C_0(\mathbb{T}^d \times \mathbb{R}_+)$ if and only if

$$
\lim_{\lambda \to -\infty} \sup_{u \in \mathbb{T}^d} |F(u, \lambda)| = 0,
$$

which is a separable closed subspace of $BC(\mathbb{T}^d \times \mathbb{R}_+)$. As we will see, by applying the Riesz representation theorem according to which $C_0(\mathbb{T}^d \times \mathbb{R}_+) = \mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+)$ it follows that $\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$ is a dual space, with separable predual the space

$$
C_r(\mathbb{T}^d \times \mathbb{R}_+) := \left\{ F \in B_rC(\mathbb{T}^d \times \mathbb{R}_+) \mid F/(1 + \Lambda^r) \in C_0(\mathbb{T}^d \times \mathbb{R}_+) \right\}.
$$

Since $C_0(\mathbb{T}^d \times \mathbb{R}_+)$ it follows that $C_r(\mathbb{T}^d \times \mathbb{R}_+)$ is also a closed separable subspace of $B_rC(\mathbb{T}^d \times \mathbb{R}_+)$ and so $C_r(\mathbb{T}^d \times \mathbb{R}_+)$ is a separable Banach space with the restriction of the norm $\|\cdot\|_{\infty, r}$. 
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Proposition 4.2 For any $r \in [0, +\infty)$ the dual pairing
\[
\langle \cdot, \cdot \rangle : B_r C(\mathbb{T}^d \times \mathbb{R}_+) \times \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+) \to \mathbb{R}
\]
induces a linear surjective isometry
\[
I_r : (\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+), \| \cdot \|_{TV,r}) \to (C_r(\mathbb{T}^d \times \mathbb{R}_+), \| \cdot \|_{\infty,r})^*,
\]
via the formula $I_r(\rho)(F) = \langle F, \rho \rangle$. In particular
\[
\| \rho \|_{TV,r} = \sup_{F \in C_r(\mathbb{T}^d \times \mathbb{R}_+) \setminus \{0\}} \frac{\int F \, d\rho}{\| F \|_{\infty,r}}, \quad \rho \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+).
\]

Proof According to our definitions, the case $r = 0$ is the Riesz representation theorem. The case $r > 0$ is a simple consequence of the Riesz representation theorem. Indeed, recall that we have denoted by $T_r : \mathcal{M}(\mathbb{T}^d \times \mathbb{R}_+) \to \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$ the surjective isometry defined by $T_r(\rho) = (1 + \Lambda r) d\rho$. Also, the operator $S_r : C_r(\mathbb{T}^d \times \mathbb{R}_+) \to C_0(\mathbb{T}^d \times \mathbb{R}_+)$ defined by $S_r(F) = \frac{F}{1 + \Lambda r}$ is a linear surjective isometry and its adjoint $S_r^* : C_0(\mathbb{T}^d \times \mathbb{R}_+)^* \to C_0(\mathbb{T}^d \times \mathbb{R}_+)^*$ is also an isometry. It is elementary to check that the operator $I_r$ makes the diagram
\[
\begin{array}{cccc}
\mathcal{M}_0(\mathbb{T}^d \times \mathbb{R}_+) & \xrightarrow{I_0} & C_0(\mathbb{T}^d \times \mathbb{R}_+)^* \\
\downarrow & & \downarrow \\
\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+) & \xrightarrow{I_r} & C_r(\mathbb{T}^d \times \mathbb{R}_+)^* \\
\end{array}
\]
commutative. Therefore $I_r = S_r^* \circ I_0 \circ T_r^{-1}$ is a linear surjective isometry as the composition of three surjective isometries.

The $w^*$-topology that the space $\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$ inherits as the dual of the separable Banach space $C_r(\mathbb{T}^d \times \mathbb{R}_+)$ will be called the $C_r$-topology. The Wasserstein topology of order $r$ is the (metrizable) topology characterized by
\[
\lim_{n \to +\infty} \rho_n = \rho \iff \lim_{n \to +\infty} \int F \, d\rho_n = \int F \, d\rho, \quad \forall F \in B_r C(\mathbb{T}^d \times \mathbb{R}_+).
\]
Since $B_q C(\mathbb{T}^d \times \mathbb{R}_+) \subseteq C_r(\mathbb{T}^d \times \mathbb{R}_+)$ for all $q < r$ the $C_r$-topology is obviously stronger than the Wasserstein topology of order $q$ for all $q < r$ but weaker than the Wasserstein topology of order $r$. In fact $\lim_{n \to +\infty} \rho_n = \rho$ in the $r$-th Wasserstein topology if and only if $\rho_n \to \rho$ in the $C_r$-topology and $\lim_{n \to +\infty} \int \Lambda^r \, d\rho_n = \int \Lambda^r \, d\rho$.

Proposition 4.3 The space $\overline{C_r(\mathbb{T}^d \times \mathbb{R}_+)}$ is a closed subspace of $B_r C(\mathbb{T}^d \times \mathbb{R}_+)$ and thus a Banach space when equipped with the norm $\| \cdot \|_{\infty,r}$.

Proof Let $\{F_n\}_{n=1}^\infty \subseteq \overline{C_r(\mathbb{T}^d \times \mathbb{R}_+)}$ be a sequence converging to $F \in B_r C(\mathbb{T}^d \times \mathbb{R}_+)$, i.e.
\[
\lim_{n \to +\infty} \| F_n - F \|_{\infty,r} = 0.
\]
By the definition of the space $\overline{C_r(\mathbb{T}^d \times \mathbb{R}_+)}$ for each $n \in \mathbb{N}$ there exists $F_n \in C(\mathbb{T}^d)$, i.e. $F_n := RF_n$ is the recession function of $F_n$, such that
\[
\lim_{\lambda \to +\infty} \| F_n^{(\lambda,r)} - F_n \|_\infty = 0, \quad F_n^{(\lambda,r)}(\cdot) := \frac{F_n(\cdot, \lambda)}{1 + \lambda r} \in C(\mathbb{T}^d), \quad \lambda \geq 0.
\]
With this notation $\| F \|_{\infty,r} = \sup_{\lambda \geq 0} \| F^{(\lambda,r)} \|_\infty$ for any $F \in B_r C(\mathbb{T}^d \times \mathbb{R}_+)$ and thus for all $n, m \in \mathbb{N}$
\[
\| F_n - F_m \|_\infty \leq \| F_n - F_n^{(\lambda,r)} \|_\infty + \| F_n^{(\lambda,r)} - F_m \|_\infty + \| F_m - F_m^{(\lambda,r)} \|_\infty.
\]
Taking the limit as $\lambda \to +\infty$ we obtain by (76) that $\|F_n - F_m\|_\infty \leq \|F_n - F_m\|_{\infty,r}$ which shows that $(F_n)$ is Cauchy in $C(T^d)$ since $\{F_n\}$ converges to $F$ in $B_rC(T^d \times \mathbb{R}_+^r)$. Therefore, since $C(T^d)$ is Banach, there exists $F \in C(T^d)$ such that $\lim_{n \to +\infty} \|F_n - F\|_\infty = 0$ and with $F$ being the limit of $\{F_n\}$ in $B_rC(T^d \times \mathbb{R}_+^r)$ we have to show that

$$\lim_{\lambda \to +\infty} \|F^{(\lambda,r)} - F\|_\infty = 0.$$ (77)

But

$$\lim_{\lambda \to +\infty} \|F^{(\lambda,r)} - F\|_\infty = \lim_{\lambda \to +\infty} \lim_{n \to +\infty} \|F_n^{(\lambda,r)} - F_n\|_\infty$$

and thus in order for (77) to hold the double limit as $n \to +\infty$ and then $\lambda \to +\infty$ above must be interchangeable. But this is indeed true since by the assumption that $\{F_n\}$ converges to $F$ in $B_rC(T^d \times \mathbb{R}_+^r)$ that the convergence $\lim_{n \to +\infty} F_n^{(\lambda,r)} = F^{(\lambda,r)}$ in $C(T^d)$ is in fact uniform over all large $\lambda$ and thus the double limit can be interchanged. Indeed, for all $n \in \mathbb{N}$

$$\sup_{\lambda \geq 0} \|F_n^{(\lambda,r)} - F^{(\lambda,r)}\|_\infty = \sup_{\lambda \geq 0} \left\| \frac{F_n(\cdot,\lambda) - F(\cdot,\lambda)}{1 + \Lambda(\cdot,\lambda)^r} \right\|_\infty = \|F_n - F\|_\infty$$

and therefore

$$\|F^{(\lambda,r)} - F\|_\infty \leq \|F^{(\lambda,r)} - F_n^{(\lambda,r)}\|_\infty + \|F_n^{(\lambda,r)} - F\|_\infty \leq \|F_n - F\|_{\infty,r} + \|F^{(\lambda,r)} - F\|_\infty$$

which shows that

$$\limsup_{\lambda \to +\infty} \|F^{(\lambda,r)} - F\|_\infty \leq \|F_n - F\|_{\infty,r} + \|F - F\|_\infty$$

and taking the limit as $n \to +\infty$ we conclude the proof.

4.2 Proof of Theorem 4.1

The representation of generalized Young measures via a pair of an ordinary Young measure and a Borel measure is based on the following two functional analytic lemmas. Before stating those lemmas let us recall that for any Banach subspace $C_0$ of a Banach space $\overline{C}_0$ we denote by

$$C_0^\perp := \{ \pi \in \overline{C}_0 \mid \pi(F) = 0 \text{ for all } F \in C_0 \}$$

the annihilator of $C_0$ in $\overline{C}_0$. If $j: C_0 \hookrightarrow \overline{C}_0$ is the natural inclusion and $j^*: \overline{C}_0^* \to C_0^*$ its adjoint operator $j^*(\pi) = \pi|_{C_0^*}$, $\pi \in \overline{C}_0^*$ then $\ker j^* = C_0^\perp$. In the abstract Lemma 4.2 it might be useful conceptually to have in mind the spaces $C_0 = C_r(T^d \times \mathbb{R}_+^r)$, $\overline{C}_0 = \overline{C}_r(T^d \times \mathbb{R}_+^r)$ and $E$ the extension operator defined in (62) and in Lemma 4.3 that follows it the recession operator $R: \overline{C}_0 \to C := C(T^d)$ with kernel $\ker R = C_0$.

**Lemma 4.2** Let $C_0$ be a subspace of the Banach space $\overline{C}_0$ and let $j: C_0 \hookrightarrow \overline{C}_0$ be the natural inclusion. Let $E: C_0^* \to \overline{C}_0^*$ be a linear extension operator, i.e. $j^* \circ E = \mathbb{1}_{C_0^*}$. Then the map

$$P_E := \mathbb{1}_{\overline{C}_0^*} - E \circ j^* : \overline{C}_0^* \to \overline{C}_0^*$$

is a linear projection on $\ker j^* = C_0^\perp$, i.e. $P_E(\overline{C}_0^*) \subseteq C_0^\perp$ and $P_E|_{C_0^*} = \mathbb{1}_{C_0^*}$ and the map

$$T_E = (j^*, P_E) : \overline{C}_0^* \to C_0^* \times C_0^\perp$$ (78)

is a linear isomorphism with inverse $S_E$ given by

$$S_E(\rho, \pi^\perp) = E(\rho) + \pi^\perp, \quad \forall (\rho, \pi^\perp) \in C_0^* \times C_0^\perp.$$
Furthermore, the norm \( \| \cdot \|_0 \) on \( C_0^+ \times C_0^+ \) that makes \( T_E \) an isometry, i.e.

\[
\| (\rho, \pi^\perp) \|_0 := \sup_{E(F) \neq 0} \frac{E(\rho)(F) + \pi^\perp(F)}{\| F \|_{C_0^+}}, \quad (\rho, \pi^\perp) \in C_0^+ \times C_0^+
\]

satisfies

\[
\| \rho \|_{C_0^+} \leq \| (\rho, \pi^\perp) \|_0 \leq \| E(\rho) \|_{C_0^+} + \| \pi^\perp \|_{C_0^+}
\]

and if \( E \) is such that for all \( F \in C_0^+ \)

\[
\exists \{ F_n \} \subseteq F + C_0^- : \| F_n \|_{C_0^+} \leq \| F \|_{C_0^+} \quad \text{and} \quad \lim_{n \to +\infty} E(\rho)(F_n) = 0, \quad \forall \rho \in C_0^+
\]

then also \( \| (\rho, \pi^\perp) \|_0 \geq \| \pi^\perp \|_{C_0^+} \) and \( P_E \) is a contraction.

**Proof** The kernel \( \ker j^* \) is always equal to the annihilator \( C_0^+ \) since \( j^*(\pi) = 0 \) if and only if \( \pi(F_0) = 0 \) for all \( F \in C_0^- \). The map \( P_E \) is obviously linear and it is a projection on \( \ker j^* \) since on one hand

\[
j^* \circ P_E = j^* - j^* \circ (E \circ j^*) = 0
\]

which implies that \( \text{Im} P_E := P_E(C_0^+) \subseteq \ker j^* \) and on the other hand for any \( \pi^\perp \in C_0^+ \) we have \( j^*(\pi^\perp) = 0 \) and thus \( P_E(\pi^\perp) = \pi^\perp - E(j^*(\pi^\perp)) = \pi^\perp - E(0) = \pi^\perp \) so that \( P_E|_{C_0^+} = \text{id}_{C_0^+} \) and thus \( P_E \) is indeed a linear projection on \( \text{Im} P_E = \ker j^* = C_0^+ \). Furthermore the projection \( P_E \) induces the direct sum decomposition

\[
C_0^+ = \ker P_E \oplus \text{Im} P_E = \text{Im} E \oplus \ker j^* = \text{Im} E \oplus C_0^+.
\]

Indeed, any \( \pi \in C_0^+ \) can be written as the sum \( \pi = (\pi - P_E(\pi)) + P_E(\pi) \). Here obviously \( P_E(\pi) \in \text{Im} P_E = \ker j^* \) and \( \pi - P_E(\pi) = E(j^*(\pi)) \in \text{Im} E \). But by the assumption \( j^* \circ E = \text{id}_{C_0^+} \) we have that

\[
P_E \circ E = E - (E \circ j^*) \circ E = E - E = 0
\]

and therefore \( \text{Im} E \subseteq \ker P_E \). Of course it is obvious by the definition of \( P_E \) that \( \ker P_E \subseteq \text{Im} E \). This sum in (80) is direct since if \( \pi \in \ker P_E \cap \text{Im} P_E \) then on one hand we have that \( \pi = E(j^*(\pi)) \) while on the other hand \( \pi \in \text{Im} P_E = \ker j^* \) and thus \( \pi = E(j^*(\pi)) = E(0) = 0 \).

Consequently the map \( \tilde{T}_E = (\text{id}_{C_0^+} - P_E, P_E) : C_0^+ \to \text{Im} E \times C_0^+ \) is a linear inverse of the summation operation \( + : \text{Im} E \times C_0^+ \to C_0^+ \). Furthermore the map \( E \) is necessarily injective as a right inverse and since it is a right inverse for \( j^* \) in fact \( \| E(\rho) \|_{C_0^+} \geq \| \rho \|_{C_0^+} \) for all \( \rho \in C_0^- \). In particular \( \text{Im} E \cong C_0^+ \) with a linear isomorphism being the map \( j^*|_{\text{Im} E} : \text{Im} E \to C_0^+ \). Thus the map \( j^*|_{\text{Im} E} \times \text{id}_{C_0^-} \) is a linear isomorphism and since \( j^* \circ P_E = 0 \)

\[
(j^*|_{\text{Im} E} \times \text{id}_{C_0^-}) \circ \tilde{T}_E = (j^*(\text{id}_{C_0^-} - P_E), P_E) = (j^*, P_E) = T_E
\]

Thus the map \( T_E \) defined in (78) is a linear isomorphism as the composition of linear isomorphisms. Since \( T_E^{-1} = + \) and \( j^*|_{\text{Im} E} \circ T_E \) it follows that the inverse of \( T_E \) is given by

\[
S_E = T_E^{-1} \circ (j^*|_{\text{Im} E} \times \text{id}_{C_0^-})^{-1} = + \circ (E \times \text{id}_{C_0^+}) = E + \text{id}_{C_0^+}
\]

as claimed.

We prove finally the bounds for the norm \( \| \cdot \|_0 \) on \( C_0^+ \times C_0^+ \). So let \( (\rho, \pi^\perp) \in C_0^+ \times C_0^+ \). First, since \( \| F \|_{C_0} = \| F \|_{C_0^+} \) and \( \pi^\perp(F) = 0 \) for all \( F \in C_0 \)

\[
\| (\rho, \pi^\perp) \|_0 = \sup_{F \in C_0^+ \setminus \{ 0 \}} \frac{E(\rho)(F) + \pi^\perp(F)}{\| F \|_{C_0^+}} \geq \sup_{F \in C_0^+ \setminus \{ 0 \}} \frac{\rho(F)}{\| F \|_{C_0}} = \| \rho \|_{C_0^+}.
\]
On the other hand we obviously have that $\| (\rho, \pi^+ ) \|_0 \leq \| E(\rho) \|_{\overline{C}_0} + \| \pi^+ \|_{\overline{C}_0}$ and so it remains to show the inequality $\| (\rho, \pi^+ ) \|_0 \geq \| \pi^+ \|_{\overline{C}_0}$ under the assumption that $E$ satisfies property (29) for all $F \in \overline{C}_0$. So let $\varepsilon > 0$ and choose $F_0 \in \overline{C}_0$ such that $\| \pi^+ \|_{\overline{C}_0} \leq \frac{\| E(F_0) \|_{\overline{C}_0}}{\| E(F_0) \|_{\overline{C}_0} - \varepsilon}$. There exists then a sequence $(F_n^+ )_{n=1}^\infty \subseteq F_0 + C_0$ such that $\| F_n^+ \|_{\overline{C}_0} \leq \| F_0 \|_{\overline{C}_0}$ and $\lim_{n \to +\infty} E(\rho)(F_n^+) = 0$ for all $\rho \in C_0^*$. Since $\{ F_n^+ \} \subseteq F_0 + C_0$ and $\pi^+ \in C_0^*$ we have that $\pi^+ (F_n^+) = \pi^+ (F_0)$ for all $n \in \mathbb{N}$ and thus

$$
\| (\rho, \pi^+ ) \|_0 \geq \sup_{n \in \mathbb{N}} \frac{E(\rho)(F_n^+) + \pi^+ (F_n^+)}{\| F_n^+ \|_{\overline{C}_0}} \geq \sup_{n \in \mathbb{N}} \frac{E(\rho)(F_0^+) + \pi^+ (F_0^+)}{\| F_0^+ \|_{\overline{C}_0}} \geq \limsup_{n \to +\infty} \frac{E(\rho)(F_n^+) + \pi^+ (F_n^+)}{\| F_n^+ \|_{\overline{C}_0}} = \frac{\pi^+ (F_0^+)}{\| F_0^+ \|_{\overline{C}_0}} \geq \| \pi^+ \|_{\overline{C}_0} + \varepsilon.
$$

Since this is true for any $\varepsilon > 0$ it follows that $\| (\rho, \pi^+ ) \|_0 \geq \| \pi^+ \|_{\overline{C}_0}$ as required. In particular for all $\pi \in \overline{C}_0$ we have $\| \pi \|_{\overline{C}_0} = \| j^*(\pi), P_E(\pi) ) \|_0 \geq \| P_E(\pi) \|_{\overline{C}_0}$ and thus $P_E$ is a contraction. □

Lemma 4.3 Let $R: \overline{C}_0 \to C$ be a bounded surjective of Banach spaces. We set $C_0 := \ker R$ and $j: C_0 \hookrightarrow \overline{C}_0$ the subspace inclusion. If $j^*: \overline{C}_0 \to C_0^*$ admits a norm-preserving right inverse $E: C_0^* \to \overline{C}_0$ there exists a unique mapping $I = (I_1, I_2): \overline{C}_0 \to C_0^* \times C^*$ such that

$$
\pi(F) = E(I_1(\pi))(F) + I_2(\pi)(RF), \quad \forall (F, \pi) \in \overline{C}_0 \times \overline{C}_0.
$$

(81)

This mapping is a linear isomorphism with inverse $J = I^{-1}$ given by the formula

$$
J(\rho, \mu)(F) = E(\rho)(F) + R^*(\mu)(F) = E(\rho)(F) + \mu(RF), \quad F \in \overline{C}_0
$$

for all $(\rho, \mu) \in C_0^* \times C^*$. Furthermore, if $E$ satisfies (29) for all $F \in \overline{C}_0$ and $R$ is a contraction such that

$$
\text{for all } f \in C \text{ there exists } F \in R^{-1}(\{ f \}) \text{ such that } \| F \|_{\overline{C}_0} \leq \| f \|_C
$$

(82)

then the adjoint $R^*$ is norm-preserving and the norm $\| \cdot \|_*$ on $C_0^* \times C^*$ that makes $I$ an isometry satisfies

$$
\max \{ \| \rho \|_{C_0^*}, \| \mu \|_{C^*} \} \leq \| (\rho, \mu) \|_* \leq \| \rho \|_{C_0^*} + \| \mu \|_{C^*}, \quad (\rho, \mu) \in C_0^* \times C^*
$$

and is thus equivalent with all the product norms on $C_0^* \times C^*$.

Proof If such a map $I$ exists then for all $F \in C_0 = \ker R$ we have that $j^*(\pi)(F) = I_1(\pi)$ and thus $I_1 = j^*$. Then $I_2: \overline{C}_0 \to C^*$ satisfies $I_2(\pi)(RF) = \pi(F) - E(j^*(\pi))(F)$ for all $F \in \overline{C}_0$ which since $R$ is surjective characterizes $I_2$ uniquely. Thus if such a map $I$ exists it is unique. The existence of this map $I$ follows by Lemma 4.2 and the first isomorphism theorem of linear algebra. Indeed, Lemma 4.2 yields a linear isomorphism $T_E: \overline{C}_0 \to C_0^* \times C_0^*$. Furthermore $C_0^*$ is isomorphic to $(\overline{C}_0/\ker R)^*$ with an isomorphism being given by the adjoint of the natural quotient map $[\cdot]_{C_0^*}: \overline{C}_0 \to \overline{C}_0/\ker R$. Indeed, since $[\cdot]_{C_0^*}$ is surjective its adjoint $[\cdot]_{C_0^*}^*: (\overline{C}_0/\ker R)^* \to \overline{C}_0$ is injective and $\text{Im} [\cdot]_{C_0^*}^* \subseteq C_0^*$. The map $Q: C_0^* \to (\overline{C}_0/\ker R)^*$ given by the formula $Q(\pi^+)(F + C_0) = \pi^+ (F)$ is well-defined on the specified domains since $\pi^+ \in C_0^*$ and $Q(\pi^+)(F + C_0) = \pi^+ (F)$ is bounded with $\| Q(\pi^+)(F + C_0) \|_{\overline{C}_0} \leq \| \pi^+ \|_{\overline{C}_0}$. The map $Q$ is the inverse of $[\cdot]_{C_0^*}^*: (\overline{C}_0/\ker R)^* \to C_0^*$. Now since $R: \overline{C}_0 \to C$ is a bounded surjection with $\ker R = C_0$ by the first isomorphism theorem it induces a linear isomorphism $R/\ker R: \overline{C}_0/\ker R \to C$ via $R/\ker R(F + C_0) = R(F)$. The induced map $R/\ker R$ is obviously bounded and by the inverse mapping theorem it has a continuous inverse. Consequently its adjoint $(R/\ker R)^*: C^* \to (\overline{C}_0/\ker R)^*$ is a bi-Lipschitz linear isomorphism. Thus we can define the map $I: \overline{C}_0 \to C_0^* \times C^*$ as

$$
I := (\text{id}_{C_0^*} \times (R/\ker R)^{-1}) \circ (\text{id}_{C_0^*} \times Q) \circ T_E.
$$

(83)
Then $I$ is a linear isomorphism by definition. Since $T_E = (j^*, P_E)$ we obviously have that $I_1 = j^*$ and $I$ satisfies (81) since for all $\pi \in C_0^*$ and all $F \in C_0^*$

$$E(I_1(\pi))(F) + I_2(\pi)(RF) = E(j^*(\pi))(F) + ((R/c_0)^{-1})^* \circ Q \circ P_E(\pi)(RF) = E(j^*(\pi))(F) + Q \circ P_E(\pi)(F + C_0) = E(j^*(\pi))(F) + P_E(\pi)(F) = \pi(F).$$

The inverse of $I$ is the map

$$J = S_E \circ (\text{id}_{C_0^*} \times [\cdot]_{C_0^*}) \circ (\text{id}_{C_0^*} \times (R/c_0)^*): C_0^* \times C^* \to C_0^*.$$  

(84)

Since $[\cdot]_{C_0^*} \circ (R/c_0)^* = ((R/c_0) \circ [\cdot]_{C_0})^* = R^*: C^* \to C_0^*$ it follows that the inverse $J = I^{-1}$ is given for all $(\rho, \mu) \in C_0^* \times C^*$ by the formula

$$\|(\rho, \mu)\|_* = \|(\rho, R^* \mu)\|_0 = \sup_{F \in C_0^*} \frac{E(\rho)(F) + \mu(RF)}{|F||_{C_0^*}}.$$

and therefore if $E$ is norm-preserving and satisfies (79) for all $F \in C_0^*$ then

$$\max\{\|\rho\|_{C_0^*}, |R^* \mu|_{C_0^*}\} \leq \|(\rho, \mu)\|_* \leq |E(\rho)|_{C_0^*} + |R^* \mu|_{C_0^*} = \|\rho\|_{C_0^*} + |R^* \mu|_{C_0^*}.$$

If we assume now that $R: C_0^* \to C$ is a contraction then $|R^* \mu|_{C_0^*} \leq |\mu|_{C^*}$. If also $R$ is such that for all $f \in C$ there exists $F \in R^{-1}(\{f\})$ such that $|F||_{C_0^*} \leq |f||_{C}$ then given $\varepsilon > 0$ we can choose $f_\varepsilon \in C$ such that $|\mu||_{C^*} \leq \frac{\mu(f_\varepsilon)}{|f_\varepsilon||_{C}} + \varepsilon$ and then by choosing $F_\varepsilon \in R^{-1}(f_\varepsilon)$ with $|F_\varepsilon||_{C_0^*} \leq |f_\varepsilon||_{C}$ we obtain

$$|R^* \mu||_{C_0^*} = \sup_{F \in C_0^*} \frac{|\mu(RF)|}{|F||_{C_0^*}} \geq \frac{|\mu(F_\varepsilon)|}{|F_\varepsilon||_{C}} \geq \frac{|\mu(f_\varepsilon)|}{|f_\varepsilon||_{C}} \geq |\mu||_{C^*} - \varepsilon$$

which since $\varepsilon > 0$ is arbitrary shows that $R^*: C^* \to C_0^*$ is norm-preserving and completes the proof.

We proceed now with the proof of Theorem 4.1. We start by proving parts (a) and (b) by applying Lemma 4.3 on the recursion function $R: C_r(\mathbb{T} \times \mathbb{R}^+), C(\mathbb{T})$ for which $R = C_r(\mathbb{T} \times \mathbb{R}^+)$ and the extension operator $E: M_r(\mathbb{T} \times \mathbb{R}) \to M_r(\mathbb{T} \times \mathbb{R})$ defined in (63) so that $C_0^* = C_r(\mathbb{T} \times \mathbb{R}^+)$, $C_0 = C_r(\mathbb{T} \times \mathbb{R}^+)$ and $C = C(\mathbb{T})$. We thus obtain the existence of a unique linear map $I = (I^1, I^2): M_r(\mathbb{T} \times \mathbb{R}) \to M_r(\mathbb{T} \times \mathbb{R}) \times M(\mathbb{T})$ such that (65) holds, whose inverse $J$ is given by (66). By definition the norm $\|\cdot\|_{TV,r}$ defined in (65) is the norm on $M_r(\mathbb{T} \times \mathbb{R}) \times M(\mathbb{T})$ that makes $I$ an isometry and thus in order to check that (64) holds we have to verify that $E$ is norm-preserving and satisfies property (79) for every $F \in C_r(\mathbb{T} \times \mathbb{R})$ and that the surjective contraction $R$ satisfies (82). By the Riesz isomorphism (81) and Proposition 4.1 it follows that the extension operator $E$ is an isometric injection. To check that it satisfies property (79) let $F \in C_r(\mathbb{T} \times \mathbb{R})$ and let $\Psi_n: \mathbb{R} \to \mathbb{R}$, $n \in \mathbb{N}$, be given by the formula $\Psi_n(\lambda) = (\lambda - n)^+ \lambda^{-1}$. Then

$$F_n := \Psi_n(\Lambda) \cdot RF(U) = F + (\Psi_n(\Lambda) \cdot RF(U) - F) \in F + C_r(\mathbb{T} \times \mathbb{R})$$

the norms of the maps $F_n$ satisfy

$$\|F_n\|_{\infty,r} = \sup_{\lambda \geq 0} \frac{(\lambda - n)^+ \lambda^{-1}}{1 + \lambda^r} \|RF\|_{\infty} = \|RF\|_{\infty} \leq \|F\|_{\infty,r}.$$
and by the dominated convergence theorem, for any $\rho \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$
\[
\lim_{n \to +\infty} \int F_n \, d\rho = \lim_{n \to +\infty} \int \Psi_n(\lambda) \cdot RF(u) \, d\rho(u,\lambda) = 0.
\] (85)

Thus $E$ satisfies property (79). Similarly, for any $f \in C(\mathbb{T}^d)$ the map $F := (1 + \Lambda^*)f(U)$ belongs in $R^{-1}(\{f\})$ and $\|F\|_{\infty} = \|f\|_{\infty}$ so that $R$ satisfies (82) and $R^*$ is norm-preserving. This completes the proof of statements (a) and (b) of Theorem 4.1.

For the proof of (c) we start by noting that $I^1 = j^*$ by (83) and thus we only have to obtain the formula (67) for the second coordinate $I^2$. Since $\Lambda^*f(U) \in R^{-1}(\{f\})$ we have that $I^2(\pi)(f) = \pi(\Lambda^*f(U)) - E \circ I^1(\pi)(\Lambda^*f(U))$. But since $I^2(\pi) \in \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$ is a measure with finite $r$-th moments $(\Lambda \wedge M)\Lambda^{-1}|f(U)| \leq \Lambda^*|f(U)| \in L^1(\rho)$ for all $M > 0$ and thus by the dominated convergence theorem
\[
\lim_{M \to +\infty} \int (\Lambda \wedge M)\Lambda^{-1}|f(U)| \, dI^1(\pi) = \int \Lambda^*|f(U)| \, dI^1(\pi) = E \circ I^1(\pi)(\Lambda^*f(U)).
\] (86)

But $\pi(\Lambda \wedge M)\Lambda^{-1}|f(U)| = \int (\Lambda \wedge M)\Lambda^{-1}|f(U)| \, dI^1(\pi)$ since $I^1 = j^*$ is the restriction operator and $(\Lambda \wedge M)\Lambda^{-1}|f(U)| \in C_r(\mathbb{T}^d \times \mathbb{R}_+)$, and therefore by the formula of $I^2(\pi)$ we obtain (67).

Next we prove (d) i.e. that $I$ is positive. So let $\pi \in \overline{\mathcal{M}}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+)$ be positive. Then obviously $I^1(\pi)$ is positive and we have to show that $I^2(\pi)$ is also positive. We note that if $f \geq 0$ we have that $(\Lambda \wedge M)f(U) \leq \Lambda f(U)$ for every $M > 0$ and thus since $(\Lambda \wedge M)f(U) \in C_1(\mathbb{T}^d \times \mathbb{R}_+)$ and $\pi$ is assumed positive we have that
\[
\int (\Lambda \wedge M)f(U) \, dI^1(\pi) = \pi(\Lambda \wedge Mf(U)) \leq \pi(\Lambda f(U)).
\]

Taking the limit as $M \to +\infty$ it follows by the monotone convergence theorem that
\[
E \circ I^1(\pi)(\Lambda f(U)) = \int \Lambda f(U) \, dI^1(\pi) \leq \pi(\Lambda f(U)).
\]

Therefore by (86) we have that
\[
\int f \, dI^2(\pi) = \pi(\Lambda f(U)) - \int \Lambda f(U) \, dI^1(\pi) \geq 0,
\]

which proves that $I$ is positive. Since $J = I^{-1}$ is obviously positive equality (85) follows.

Finally we prove (e). Since $I^1 = j^*$ is the adjoint of a bounded operator it is $w^*$-continuous. We thus have only to prove the positive upper $w^*$-semicontinuity of $I^2$ in (89). Note that for all non-negative $\pi \in \overline{\mathcal{M}}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+)$ and $f \in C_r(\mathbb{T}^d)$ it follows by (67) that
\[
I^2(\pi)(f) = \inf_{M > 0} \pi((\Lambda - M)^+\Lambda^{-1}f(U)).
\]

Since $(\Lambda - M)^+\Lambda^{-1}f(U) \in \overline{\mathcal{M}}_r(\mathbb{T}^d \times \mathbb{R}_+)$ the functional $\ell_{f,M} : \overline{\mathcal{M}}_r(\mathbb{T}^d \times \mathbb{R}_+) \to \mathbb{R}$ given by $\ell_{f,M}(\pi) = \pi((\Lambda - M)^+\Lambda^{-1}f(U))$ is $w^*$-continuous and therefore the map $\overline{\mathcal{M}}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+) \ni \pi \mapsto I^2(\pi)(f)$ is upper $w^*$-semicontinuous as the infimum of the $w^*$-continuous linear functionals $\ell_{f,M}$ over $M > 0$. This completes the proof of Theorem 4.1. \hfill \Box

### 4.3 Generalized Young path-measures

Our next goal is to lift the results of the previous section to the level of generalized Young path-measures, which are elements
\[
\pi = (\pi_t)_{0 \leq t \leq T} \in L^\infty(0,T;\overline{\mathcal{M}}_r(\mathbb{T}^d \times \mathbb{R}_+)) \cong L^1(0,T;\overline{\mathcal{M}}_r(\mathbb{T}^d \times \mathbb{R}_+))^*.
\]
To do so we will apply Lemma 4.3 on the maps induced by the recession operator $R$ and the extension operator $E$. We will use the following notation for the norms of the $L^1$-Bochner spaces and the $L^\infty_r$-spaces:

$$
\|F\|_{L^1(0,T;C_r(\mathbb{T}^d \times \mathbb{R}_+))} := \|F\|_{L^1(0,T;C(\mathbb{T}^d))}, \quad \|f\|_{L^1(0,T;C(\mathbb{T}^d))} := \|f\|_{L^1(0,T;C(\mathbb{T}^d))},
$$

$$
\|\pi\|_{TV,r,\infty} := \|\pi\|_{L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+))}, \quad \|\mu\|_{TV,\infty} := \|\mu\|_{L^\infty_r(0,T;\mathcal{M}(\mathbb{T}^d))}.
$$

Since $L^1(0,T;C_r(\mathbb{T}^d \times \mathbb{R}_+))$ is embedded in $L^1(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+))$ via the operator $j$ induced by the subspace inclusion $j: C_r(\mathbb{T}^d \times \mathbb{R}_+) \rightarrow \overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+)$ via $j(F)(t) = j(F)$ for almost all $t \in [0,T]$ we will also use the symbol $\| \cdot \|_{\infty,r,1}$ for the norm of $L^1(0,T;C_r(\mathbb{T}^d \times \mathbb{R}_+))$.

By Lemma 4.1, the extension operator $E: \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+) \rightarrow \mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)$ is $w^*$-Baire norm preserving injection and by Proposition A.18 it induces a $w^*$-Baire norm-preserving operator

$$
\bar{E}: L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)) \rightarrow L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+))
$$

via the formula $\bar{E}(\rho)(t) = E(\rho_t)$ for almost all $t \in [0,T]$. We will view $L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+))$ as a subspace of $L^\infty_r(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+))$ via the injection $\bar{E}$ and thus we will also write $\| \cdot \|_{TV,r,\infty}$ for the norm of $L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+))$.

Furthermore, the recession operator $R: \overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+) \rightarrow C(\mathbb{T}^d)$ induces an operator $\bar{R}: L^1(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+)) \rightarrow L^1(0,T;C(\mathbb{T}^d))$ on the $L^1$-Bochner spaces. Since the recession operator has a bounded right inverse, for example the map $T: C(\mathbb{T}^d) \rightarrow \overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+)$ given by $T(f) = \Lambda^r f(U)$, it follows that $\bar{R}$ is surjective with bounded right inverse the map $\bar{T}$.

**Theorem 4.2.** (a) We set

$$
L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)) := L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)) \times L^\infty_r(0,T;\mathcal{M}(\mathbb{T}^d))
$$

and on the product space $L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)) \times \mathcal{M}(\mathbb{T}^d))$ we define the norm

$$
\|(\rho, \mu)\|_{TV,r,\infty} := \sup_{F \in L^1(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+)) \setminus \{0\}} \frac{\|F, \bar{E}(\rho)\| + \|\bar{R}F, \mu\|}{\|F\|_{\infty,r,1}}.
$$

The norm $\| \cdot \|_{TV,r,\infty}$ defined in (87) satisfies

$$
\max\{\|\rho\|_{TV,r,\infty}, \|\mu\|_{TV,\infty}\} \leq \|(\rho, \mu)\|_{TV,r,\infty} \leq \|\rho\|_{TV,r,\infty} + \|\mu\|_{TV,\infty}
$$

and is thus equivalent to all the product norms on the space $L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)) \times \mathcal{M}(\mathbb{T}^d)$.

(b) There is a unique isometry

$$
\bar{I} = (\bar{I}^1, \bar{I}^2): L^\infty_r(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+)) \rightarrow L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)) \times \mathcal{M}(\mathbb{T}^d)
$$

such that

$$
\langle F, \pi \rangle = \langle \bar{F}, \bar{I}^1(\pi) \rangle + \langle \bar{R}F, \bar{I}^2(\pi) \rangle, \quad \text{for all } F \in L^1(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+)).
$$

(c) The first coordinate $\bar{I}^1$ of $\bar{I}$ is the restriction operator $\bar{j}^*$, i.e. the adjoint of the natural inclusion $\bar{j}: L^1(0,T;C_r(\mathbb{T}^d \times \mathbb{R}_+)) \rightarrow L^1(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+))$ and the second coordinate $\bar{I}^2$ is given by the formula

$$
\bar{I}^2(\pi)(f) = \lim_{M \rightarrow +\infty} \pi((\Lambda - M)^+ M^{-1} f(U)), \quad f \in L^1(0,T;C(\mathbb{T}^d)).
$$

(d) The isometry $\bar{I}$ satisfies $\bar{I}(\pi)(t) = I(\pi_t)$ for almost all $t \in [0,T]$ and it is positive i.e.

$$
\bar{I}(L^\infty_r(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+))) = L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+)) \times \mathcal{M}_r(\mathbb{T}^d).
$$

(e) The restriction of the isometry $\bar{I}$ on $L^\infty_r(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+))$ is positively $w^*$-semicontinuous in the sense that if the net $\{\pi_\alpha\}_{\alpha \in A} \subseteq L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+))$ converges to $\pi \in L^\infty_r(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+))$ in the $w^*$-topology and $F \in L^1(0,T;\overline{C}_r(\mathbb{T}^d \times \mathbb{R}_+))$, $f \in L^1(0,T;C_r(\mathbb{T}^d))$ are non-negative then

$$
\liminf_{\alpha} \bar{I}^1(\pi_\alpha)(F) \geq \bar{I}^1(\pi)(F) \quad \text{and} \quad \limsup_{\alpha} \bar{I}^2(\pi_\alpha)(f) \leq \bar{I}^2(\pi)(f).
$$
The proof is similar to the proof of Theorem 4.1. Here we apply Lemma 4.3 on the induced recession function \( \hat{R} : L^1(0, T; C_r(T^d \times \mathbb{R}_+)) \to L^1(0, T; C(T^d)) \) for which \( \text{ker } \hat{R} = L^1(0, T; C_r(T^d \times \mathbb{R}_+)) \) and the induced extension operator \( \hat{E} : L^\infty_w(0, T; M_r(T^d \times \mathbb{R}_+)) \to L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+)) \) defined in (62), which is a right inverse to the induced injection \( \hat{j}^* : L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+)) \to L^\infty_w(0, T; M_r(T^d \times \mathbb{R}_+)). \) We thus obtain the existence of a unique linear map

\[
I = (\hat{I}, \hat{J}) : L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+)) \to L^\infty_w(0, T; M_r(T^d \times \mathbb{R}_+) \times M(T^d))
\]

satisfying (59). By definition the norm \( \| \cdot \|_{TV,r,\infty} \) defined in (57) is the norm on \( L^\infty_w(0, T; M_r(T^d \times \mathbb{R}_+) \times M(T^d)) \) that makes \( I \) an isometry. Since \( \hat{E} \) is norm-preserving in order to check that (57) holds, by Lemma 4.1 it suffices to verify that \( \hat{E} \) satisfies property (79) for every \( F \in L^1(0, T; C_r(T^d \times \mathbb{R}_+)) \) and that the surjective contraction \( \hat{R} \) satisfies (82). To check that \( \hat{E} \) satisfies property (79) let \( F \in L^1(0, T; C_r(T^d \times \mathbb{R}_+)) \) and let \( \Psi_n : \mathbb{R}_+ \to \mathbb{R}_+, n \in \mathbb{N} \), be given by \( \Psi_n(\lambda) = (\lambda - n)^+ \lambda^{-1} \). Then

\[
F_n := \Psi_n(\lambda) \cdot \hat{R}F(U) = F + (\Psi_n(\lambda) \cdot \hat{R}F(U) - F) \in F + L^1(0, T; C_r(T^d \times \mathbb{R}_+)),
\]

the norms of the maps \( F_n \) satisfy

\[
\|F_n\|_{TV,r,1} = \int_0^T \|F_{n,t}\|_{TV,r} \frac{d t}{t} = \frac{1}{\lambda} \int_0^T \|RF_t\|_{TV} \frac{d t}{t} = \|RF\|_{TV,1} \leq \|F\|_{TV,r,1}.
\]

By a double application of the dominated convergence theorem

\[
\lim_{n \to + \infty} \int_0^T F_{n,t} \, d \rho t = \lim_{n \to + \infty} \int_0^T \Psi_n(\lambda) \cdot RF_t(\lambda) \, d \rho t(u, \lambda) \, d t = 0
\]

for any \( \rho \in L^\infty_w(0, T; M_r(T^d \times \mathbb{R}_+)) \). Thus \( \hat{E} \) satisfies property (79). Similarly, for any \( f \in L^1(0, T; C(T^d)) \) the map \( F := (1 + \lambda) f(U) \) belongs in \( \hat{R}^{-1}(\{f\}) \) and \( \|F\|_{TV,1} = \|f\|_{TV,1} \leq \|F\|_{TV,r,1} \) so that \( \hat{R} \) satisfies (82). This completes the proof of statements (a) and (b) of Theorem 4.1.

Claim (c) follows similarly to (c) of Theorem 4.1 by a double application of the dominated convergence theorem. The first claim of (d) follows by (59) since the Lebesgue differentiation theorem implies that for almost all \( t \in [0, T] \), for any \( F \in L^1_r(T^d \times \mathbb{R}_+) \) holds \( (F, \pi_t) = (F, E(\pi_t)) + (RF, \mu_{\pi_t}) \) and the second claim then follows by claim (d) of Theorem 4.1. The proof of (e) is also similar to the proof of (e) of Theorem 4.1. \\

We will say that \( \pi \in L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+))} \) is a regular Young path-measure if \( \hat{E} \circ (\hat{j})^*(\pi) = \pi \) and singular if \( (\hat{j})^*(\pi) = 0 \). We note that \( \hat{E} \circ (\hat{j})^* = \hat{E} \circ \hat{j}^* = \hat{E} \circ \hat{j}^* \) by Propositions 4.20 and 4.18 and thus \( \pi = (\pi_t)_{0 \leq t \leq T} \) is regular if and only if \( \pi_t \) is regular for almost all \( t \in [0, T] \). Likewise \( \pi \) is singular if and only if \( \pi_t \) is singular for almost all \( t \in [0, T] \).

**Corollary 4.2** (a) For any \( \pi \in L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+))} \) there exists a uniquely determined decomposition \( \pi = \hat{\pi} + \pi^\perp \) of with \( \hat{\pi} \in L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+))} \) being regular and \( \pi^\perp \in L^\infty_w(0, T; M_r(T^d \times \mathbb{R}_+)) \). Furthermore

\[
\max\{\|\hat{\pi}\|_{TV,r,\infty}, \|\pi^\perp\|_{TV,r,\infty}\} \leq \|\pi\|_{TV,r,\infty} \leq \|\hat{\pi}\|_{TV,r,\infty} + \|\pi^\perp\|_{TV,r,\infty},
\]

and \( \pi \in L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+))} \) if and only if both \( \hat{\pi} \) and \( \pi^\perp \) belong to \( L^\infty_w(0, T; M_r(T^d \times \mathbb{R}_+)) \). (b) The operators \( \hat{D}_\infty, D^\perp_\infty \) on \( L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+))} \) defined by \( \hat{D}_\infty(\pi) = \hat{\pi} \) and \( D^\perp_\infty(\pi) = \pi^\perp \) coincide with the operators \( \hat{D} \) and \( D^\perp \) induced on the space \( L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+))} \) by the maps \( \hat{D} \) and \( D^\perp \), i.e.

\[
\hat{D}_\infty(\pi) = (\hat{D}(\pi_t))_{t \in [0, T]}, \quad D^\perp_\infty(\pi) = (D^\perp(\pi_t))_{t \in [0, T]} \quad \text{in } L^\infty_w(0, T; \overline{M_r(T^d \times \mathbb{R}_+)).}
\]
Consequently the maps $\hat{D}_\infty$ and $D^\perp_\infty$ are pointwise $w^*$-limits of $w^*$-continuous operators. Thus they are $w^*$-Baire, and thus $w^*$-measurable.

(c) The restriction of $\hat{D}_\infty$ on $L^\infty_*(0, T; \overline{\mathcal{M}}_{r,+}((T^d \times \mathbb{R}_+))$ is positively $w^*$-lower semicontinuous and the restriction $D^\perp_\infty$ on $L^\infty_{w^*}(0, T; \overline{\mathcal{M}}_{r,+}((T^d \times \mathbb{R}_+))$ is positively $w^*$-upper semicontinuous, i.e. for any map $F \in \overline{\mathcal{M}}_{r,+}((T^d \times \mathbb{R}_+)$ and any net $\{\pi_\alpha\}_{\alpha \in A} \subseteq \overline{\mathcal{M}}_{r,+}((T^d \times \mathbb{R}_+)$ converging to some $\pi \in \overline{\mathcal{M}}_{r,+}((T^d \times \mathbb{R}_+)$ in the $w^*$-topology

$$\liminf_\alpha \pi_\alpha(F) \geq \hat{\pi}(F) \quad \text{and} \quad \limsup_\alpha \pi^\perp_\alpha(F) \leq \pi^\perp(F).$$

**Proof** The proof of (a) and (c) is similar to the proof of Corollary 4.1, where we define $\hat{\pi} := \hat{E} \circ (j)^\ast(\pi)$ and $\pi^\perp := (R)^\ast \circ \hat{I}_2$ with $\hat{I} = (I_1, I_2)$ being the isometry of Theorem 4.2. For the proof of (b) we note that by Propositions A.20 and A.18 we have that

$$D^\perp_\infty = \hat{D}_\infty = E \circ (j)^\ast = E \circ \overline{f^\ast} = \overline{D}$$

$$D^\perp_\infty = \hat{D}_\infty = E \circ (j)^\ast = E \circ \overline{f^\ast} = \overline{D}$$

The fact that $\hat{D}_\infty = \overline{D}$ and $D^\perp_\infty = \overline{D^\perp}$ implies by Proposition A.18 that the maps $\hat{D}_\infty$, $D^\perp_\infty$ are $w^*$-analytically measurable and thus they are also $w^*$-measurable. In fact, by Lemma 4.11 we have that $E$ is the pointwise $w^*$-limit of the sequence of $w^*$-continuous operators $\Pi^\ast_M : \mathcal{M}_r((T^d \times \mathbb{R}_+) \to \overline{\mathcal{M}}_r((T^d \times \mathbb{R}_+))$ where $\Pi_M : \mathcal{C}_r((T^d \times \mathbb{R}_+) \to C_r((T^d \times \mathbb{R}_+)$ is the operator defined by $\Pi_M(F)(u, \lambda) = F(u, \lambda M)$. Thus by Proposition A.19 the operator $\hat{D}_\infty$ is the pointwise $w^*$-limit of the sequence of the $w^*$-continuous operators $\Pi_M^\ast \circ j^\ast = (j \circ \Pi_M)^\ast : L^\infty_{\ast}(0, T; \overline{\mathcal{M}}_r((T^d \times \mathbb{R}_+) \to L^\infty_{\ast}(0, T; \overline{\mathcal{M}}_r((T^d \times \mathbb{R}_+), \ M \in \mathbb{N}$. Likewise, by the formula of $\overline{I}^\perp$ we have that $\overline{D}^\perp$ is the pointwise $w^*$-limit of the sequence of $w^*$-continuous operators $R^\ast \circ T^\perp_M = (T^\perp_M \circ R)^\ast : \overline{\mathcal{M}}_r((T^d \times \mathbb{R}_+) \to \overline{\mathcal{M}}_r((T^d \times \mathbb{R}_+)$ where here $T^\perp_M : C(T^d) \to C^\perp((T^d \times \mathbb{R}_+)$ is the linear operator $T^\perp_M f (\lambda-u) = (\lambda M)^{\perp} - T^\perp_M f(u)$ and thus by Proposition A.19 the operator $D^\perp_\infty$ is the pointwise $w^*$-limit of the sequence of operators $R^\ast \circ T^\perp_M$. \qed

The $M$-modified micro empirical density $\pi^{N, \ell; M}$ of the ZRP defined in (22) is decomposed as the sum $\pi^{N, \ell; M} = \hat{\pi}^{N, \ell; M} + \pi^{\perp, N; \ell; M}$ of regular and singular generalized Young-functional valued process. Here

$$\hat{\pi}^{N, \ell; M} : D(0, T; \mathcal{M}^\ell_4) \to L^\infty_{w^*}(0, T; \overline{\mathcal{M}}_r((T^d \times \mathbb{R}_+))$$

is the $M$-truncated empirical distribution of the ZRP defined via duality by

$$\langle F, \hat{\pi}^{N, \ell; M} \rangle = \int_0^T \frac{1}{\mathcal{N}_d} \sum_{x \in \mathcal{T}^d} F_l \left( \frac{x}{\mathcal{N}_d} \right) \ell'_M(x) \wedge M \right) \text{ dt}, \quad F \in L^1(0, T; \overline{\mathcal{C}_1}(T^d \times \mathbb{R}_+))$$

and $\pi^{\perp, N; \ell; M} = R^\ast \circ \rho^{\perp, N; \ell; M}$ where $\rho^{N, \ell, M; \perp} : D(0, T; \mathcal{M}^\ell_4) \to L^\infty_{\ast}(0, T; \mathcal{M}_+((T^d))$ is the $M$-excess empirical density defined by

$$\langle f, \rho^{\perp, N; \ell; M} \rangle = \int_0^T \frac{1}{\mathcal{N}_d} \sum_{x \in \mathcal{T}^d} f_l \left( \frac{x}{\mathcal{N}_d} \right) \ell'_M(x) - M \right) + \text{ dt}$$

and $R^\ast$ is the adjoint of the recession operator $R : L^1(0, T; \overline{\mathcal{C}_1}(T^d \times \mathbb{R}_+)) \to L^1(0, T; C^1_1(T^d \times \mathbb{R}_+)$.

**Proposition 4.4** The sets

$$V_1 = L^\infty_*(0, T; \overline{\mathcal{M}}_{r,+}((T^d \times \mathbb{R}_+))$$

$$V_2 = L^\infty_*(0, T; \overline{\mathcal{M}}_{r,m}((T^d \times \mathbb{R}_+))$$

$$V_3 = L^\infty_*(0, T; \overline{\mathcal{P}}_r((T^d \times \mathbb{R}_+))$$

$$V_4 = L^\infty_*(0, T; \mathcal{T}_m \mathcal{P}_r((T^d \times \mathbb{R}_+))$$

are (w*)-closed subspaces of $L^\infty_{\ast,*}(0, T; \overline{\mathcal{M}}_{r,+}((T^d \times \mathbb{R}_+))$. In particular $L^\infty_*(0, T; \mathcal{U}_{1,m}((T^d))$ is a w*-closed subspace of $L^\infty_*(0, T; \overline{\mathcal{M}}_{r,+}((T^d \times \mathbb{R}_+)$. 
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Proof The space $\mathcal{M}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+)$ is a $w^*$-closed subspace of $\mathcal{M}_{r}(\mathbb{T}^d \times \mathbb{R}_+)$ as the dual cone in the sense of (275) of the positive cone $\mathcal{C}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+)$ and thus by Proposition $[\text{A.1}]$ it follows that $L^\infty_w(0,T;\mathcal{M}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+))$ is a closed subspace of $L^\infty_w(0,T;\mathcal{M}_{r}(\mathbb{T}^d \times \mathbb{R}_+))$.

We check next that $V_2$ is a closed subspace. So let $\{\pi_\alpha\}_{\alpha \in A} \subseteq V_2$ be a net converging to some $\pi \in L^\infty_w(0,T;\mathcal{M}_{r,+}(\mathbb{T}^d \times \mathbb{R}_+))$. Then for all measurable $E \subseteq [0,T]$ with strictly positive Lebesgue measure

$$m = \frac{1}{L_{T^s}(E)} \int_E \langle \Lambda, \pi_{\alpha,s} \rangle ds = \left\langle \frac{1}{L_{T^s}(E)} \mathbb{I}_E \Lambda, \pi_\alpha \right\rangle$$

and thus since $\{\pi_\alpha\}_{\alpha \in A}$ converges to $\pi$,

$$\frac{1}{L_{T^s}(E)} \int_E \langle \Lambda, \pi_s \rangle ds = \lim_{\alpha} \left\langle \frac{1}{L_{T^s}(E)} \mathbb{I}_E \Lambda, \pi_\alpha \right\rangle = m.$$

Since this holds for all measurable $E \subseteq [0,T]$ with $L_{T^s}(E) > 0$ it follows that $\pi_\alpha(\Lambda) = m$ for almost all $t \in [0,T]$, i.e. $\pi \in L^\infty_w(0,T;\mathcal{M}_{r,m}(\mathbb{T}^d \times \mathbb{R}_+))$. The fact that $V_3$ is also closed follows similarly.

We prove finally that $V_4$ is closed. The natural projection $U: \mathbb{T}^d \times \mathbb{R}_+ \to \mathbb{T}^d$ induces the pull-back $U^\ast: C(\mathbb{T}^d) \to C_1(\mathbb{T}^d \times \mathbb{R}_+)$ via $U^\ast(f) = f(U)$, which is obviously a linear contraction. Its adjoint $(U^\ast)^\ast: \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+) \to \mathcal{M}(\mathbb{T}^d)$ is exactly the push-forward operator $U_2$ of measures. Thus $U_2: \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+) \to \mathcal{M}(\mathbb{T}^d)$ is $w^*$-continuous and induces by Corollary $[\text{A.20}]$ the linear operator

$$(U^\ast)^\ast \equiv U_4: L^\infty_{\omega_w}(0,T;\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \to L^\infty_{\omega_w}(0,T;\mathcal{M}(\mathbb{T}^d)).$$

This is $w^*$-continuous as the adjoint of the induced operator $U_4: L^1(0,T;C(\mathbb{T}^d)) \to L^1(0,T;C_1(\mathbb{T}^d \times \mathbb{R}_+))$ on the Bochner $L^1$-spaces. As we have seen the natural injection $j: C_1(\mathbb{T}^d \times \mathbb{R}_+) \to \mathbb{T}^d$ induces the projection $j^\ast \equiv \langle \bar{j}^\ast \rangle: L^\infty_w(0,T;\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \to L^\infty_w(0,T;\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$ which is also $w^*$-continuous. Thus the composition

$$U_4 \circ \bar{j}^\ast: L^\infty_{\omega_w}(0,T;\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \to L^\infty_{\omega_w}(0,T;\mathcal{M}_+(\mathbb{T}^d))$$

is $w^*$-continuous and

$$L^\infty_{\omega_w}(0,T;T_m\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) = (U_4 \circ \bar{j}^\ast)^{-1}(\{c_m\})$$

where $c_m \in L^\infty_{\omega_w}(0,T;\mathcal{M}_+(\mathbb{T}^d))$ is the path almost everywhere equal to $m \in \mathcal{M}_+(\mathbb{T}^d)$. Therefore $L^\infty_{\omega_w}(0,T;T_m\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$ is closed in $L^\infty_{\omega_w}(0,T;\mathbb{T}_m\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$ as the inverse image of a closed set via a continuous map. Since $L^\infty_{\omega_w}(0,T;\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$ is closed in $L^\infty_{\omega_w}(0,T;\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$ it follows that $L^\infty_{\omega_w}(0,T;T_m\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$ is also closed in $L^\infty_{\omega_w}(0,T;\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$. Therefore $V_4$ is closed since $V_4 = \bar{T}(L^\infty_{\omega_w}(0,T;T_m\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)))$ and $\bar{T}$ is a homeomorphism. Finally $L^\infty_{\omega_w}(0,T;\mathcal{M}_1(\mathbb{T}^d)) = L^\infty_{\omega_w}(0,T;\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \cap L^\infty_{\omega_w}(0,T;\mathcal{M}_1(\mathbb{T}^d))$ is $w^*$-closed as the intersection of $w^*$-closed subspaces.

We close this section noting that since $\mathcal{C}_{r}(\mathbb{T}^d \times \mathbb{R}_+)$ is separable the space $L^1(0,T;\mathcal{C}_{r}(\mathbb{T}^d \times \mathbb{R}_+))$ is also separable by Proposition $[\text{A.11}]$ and thus the results on topological measure theory of Section $[\text{A.2}]$ apply for the space of probability measures on the dual space $L^\infty_w(0,T;\mathcal{M}_r(\mathbb{T}^d \times \mathbb{R}_+))$ equipped with its $w^*$-topology.

### 4.4 Barycentric projection

We consider first the barycentric projection $B_1: \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+) \to \mathcal{M}(\mathbb{T}^d)$ ordinary Young measures defined by duality via

$$\langle f, B_1(\rho) \rangle = \langle f(U) \Lambda, \rho \rangle, \quad \forall f \in C(\mathbb{T}^d).$$
Each functional $B_1(\rho) \in \mathcal{M}(\mathbb{T}^d)$ thus defined is indeed bounded with $\|B_1(\rho)\|_{TV} \leq \int \Lambda \, d\rho$ and the map $B_1$ is a linear contraction. Note that $B_1$ is not $w^*$-continuous with respect to the topology of $\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)$.

According to the disintegration theorem [1, Theorem 5.3.1] for each $m \in \mathcal{M}_+(\mathbb{T}^d)$ and each $m$-Young measure $\rho \in T_m \mathcal{M}_1,+(\mathbb{T}^d \times \mathbb{R}_+)$ there exists a unique $m$-almost everywhere defined $w^*$-measurable family $(p^u)_{u \in \mathbb{T}^d} \subseteq \mathcal{P}_1 \mathbb{R}_+$ of probability measures such that
\[
\rho(F) = \iiint F(u, \lambda) \, dp^u(\lambda) \, dm(u), \quad \forall F \in B_1(\mathbb{T}^d \times \mathbb{R}_+).
\]

Therefore if we define the barycentric density $b(\rho)$ of a Young-measure $\rho \in \mathcal{M}_1,+(\mathbb{T}^d \times \mathbb{R}_+)$ via its disintegration $(p^u)_{u \in \mathbb{T}^d} \subseteq \mathcal{P}_1 \mathbb{R}_+$ as the map $b(\rho) \in L^1_{\mathcal{B}}(U_2\rho)$ given by
\[
b(\rho)(u) = \int \lambda \, dp^u(\lambda), \quad \text{for } U_2\rho \text{-almost all } u \in \mathbb{T}^d
\]
then
\[
\langle f, B_1(\rho) \rangle = \int_{\mathbb{T}^d} f(u) \int \lambda \, dp^u(\lambda) \, dU_2\rho(u) = \int_{\mathbb{T}^d} f(u)b(\rho)(u) \, dU_2\rho(u)
\]
and therefore $B_1(\rho) \ll U_2\rho$ with $\frac{db(\rho)}{dU_2\rho} = b(\rho) \in L^1_{\mathcal{B}}(U_2\rho)$. The barycentric projection defined above yields for each $m \in \mathcal{M}_+(\mathbb{T}^d)$ a surjective linear operator
\[
B_1|_{T_m} : T_m \mathcal{M}_1,+(\mathbb{T}^d \times \mathbb{R}_+) \to L^1_{\mathcal{B}}(m) := \{ f \, dm | f \in L^1_{\mathcal{B}}(m) \} \leq \mathcal{M}_+(\mathbb{T}^d).
\]
a right inverse for $B_1|_{T_m}$ is given by $L^1_{\mathcal{B}}(m) \ni \rho \, dm \mapsto \int \delta_u \otimes \delta_{\rho(u)} \, dm(u) \in T_m \mathcal{M}_1,+(\mathbb{T}^d \times \mathbb{R}_+)$. The barycentric projection $B_1$ can be extended on the domain $\mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)$ to a barycentric projection $B: \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+) \to \mathcal{M}(\mathbb{T}^d)$. Namely, for each $\pi \in \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}_+)$ the barycentric projection $\pi \in \mathcal{M}(\mathbb{T}^d)$ of $\pi$ is the measure $\pi := B(\pi)$ defined by
\[
\pi(f) := B(\pi)(f) = \pi(\Lambda f(U)), \quad \forall f \in C(\mathbb{T}^d).
\]
The map $B$ is the adjoint of the bounded linear injective contraction
\[
C(\mathbb{T}^d) \ni f \mapsto \Lambda f(U) \in \overline{C}(\mathbb{T}^d \times \mathbb{R}_+)
\]
and as such it is surjective, bounded and $w^*$-continuous. Since $E$ is the $w^*$-pointwise limit of the operators $\Pi_M$ where $\Pi_M : \overline{C}_1(\mathbb{T}^d \times \mathbb{R}_+) \to C_1(\mathbb{T}^d \times \mathbb{R}_+)$ is given by $\Pi_M F = F(U, \Lambda \cap M)$ and $B$ is $w^*$-continuous it follows that $B_1 = B \circ E$ is the limit of the $w^*$-continuous operators $B_1, M = B \circ \Pi_M : \overline{C}_1(\mathbb{T}^d \times \mathbb{R}_+) \to \mathcal{M}(\mathbb{T}^d)$ and thus $B$ is $w^*$-Baire.

The restriction $B: \mathcal{M}_1,+(\mathbb{T}^d \times \mathbb{R}_+) \to \mathcal{M}_+(\mathbb{T}^d)$ of the barycentric projection on non-negative Young measures remains surjective for the target space $\mathcal{M}_+(\mathbb{T}^d)$ when further restricted on $\overline{C}_1(\mathbb{T}^d)$. Indeed, if $\mu \in \mathcal{M}_+(\mathbb{T}^d)$ has the Radon-Nikodym representation $\mu = \rho + \rho^\perp$ with $\rho \ll L_{\mathbb{T}^d}$ and $\rho^\perp \perp L_{\mathbb{T}^d}$ then for the generalized Young measure $\pi := E(\rho) + R^*(\rho^\perp)$ where $\rho = \int \delta_u \otimes \delta_{\rho(u)} \, du \in \mathcal{P}_1(\mathbb{T}^d \times \mathbb{R}_+)$ it holds that $B(\pi) = \mu$. Indeed, by definition $\pi(F) = \int F(u, \rho(u)) \, du = \int RF(u) \, d\rho^\perp(u)$ for all $F \in \overline{C}_1(\mathbb{T}^d \times \mathbb{R}_+)$ and therefore
\[
B(\pi)(f) = \pi(\Lambda f(U)) = \int f(u) \rho(u) \, du + \int f(u) \, d\rho^\perp(u) = \int f \, d\mu.
\]

Since $B_1 = B \circ E$ it follows that $B \circ \tilde{D} = B \circ E \circ j^* = B_1 \circ j^*$ and for any $\rho^\perp \in \mathcal{M}(\mathbb{T}^d)$ we have that
\[
B(R^*(\mu))(f) = R^*(\mu)(\Lambda f(U)) = \mu(R(\Lambda f(U)) = \mu(f)
\]
so that \( B \circ R^* = \text{id}_{\mathcal{M}(\mathbb{T}^d)} \). Thus if \( \pi \in \overline{\mathcal{Y}}_1(\mathbb{T}^d) \) and the decomposition \( \pi = \tilde{\pi} + \pi^\perp \) is represented by the pair \( (\rho_\pi, \rho_\pi^\perp) \in \mathcal{Y}_1(\mathbb{T}^d) \times \mathcal{M}_+ (\mathbb{T}^d) \), i.e. \( \tilde{\pi} = E(\rho_\pi) \) and \( \pi^\perp = R^*(\rho_\pi^\perp) \) then the barycentric projection \( B \) is given by

\[
B(\pi) = B(\tilde{\pi}) + B(\pi^\perp) = B_1(\rho) + B(R^*(\rho^\perp)) = b(\rho) \, d\mathcal{L}_{\pi^\perp} + \rho^\perp.
\]

Since the measure \( \rho_\pi^\perp \) representing the singular part \( \pi^\perp \) of \( \pi \) is the measure \( I^2(\pi) \) where \( I^2 \) is the second coordinate of the isometry \( I \) of Theorem \eqref{thm:isometry} we have the functional relation

\[
B \circ D^\perp(\pi) = \rho_\pi^\perp = I^2(\pi), \quad \pi \in \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}^+),
\]

which together with the identity \( B \circ R^* = \text{id}_{\mathcal{M}(\mathbb{T}^d)} \) shows that the restriction of \( B \) on \( \text{Im} D^\perp = D^\perp(\mathcal{M}(\mathbb{T}^d)) \) is invertible with inverse the adjoint \( R^* \) of the recession operator.

Since the barycentric projection \( B : \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}^+ \eta \rightarrow \mathcal{M}(\mathbb{T}^d) \) is a \( w^* \)-continuous linear operator it induces a barycentric projection \( B : L^\infty_w(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}^+ \eta \rightarrow L^\infty_w(0, T; \mathcal{M}(\mathbb{T}^d)) \) on the respective \( L^\infty_w \)-spaces such that \( B(\pi)(t) = B(\pi_t) \) for all \( \pi \in L^\infty_w(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}^+ \eta \rightarrow \mathcal{M}(\mathbb{T}^d)) \). This is of course \( w^* \)-continuous and restricts to a surjection \( B : L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d)) \rightarrow L^\infty_w(0, T; \mathcal{M}_+(\mathbb{T}^d)) \). Since \( B_1 \) is bounded and \( w^* \)-analytic it follows that \( B_1 \) also induces an operator \( B_1 \) on the corresponding \( L^\infty_w \)-spaces and \( B_1 = B \circ \hat{E} \).

More generally, for any \( \Psi \in \mathcal{C}_1(\mathbb{R}^+ \eta \rightarrow \mathbb{R} \) is continuous and the limit \( \Psi'(\infty) : = \lim_{\lambda \rightarrow +\infty} \frac{\Psi(\lambda)}{\lambda} \) exists we will consider the projection \( B_\Psi : \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}^+) \rightarrow \mathcal{M}(\mathbb{T}^d) \) given by

\[
B_\Psi(\pi)(f) = \pi(\Psi(\lambda)f(U)), \quad f \in C(\mathbb{T}^d)
\]

and set \( B_1, \Psi = B_\Psi \circ \hat{E} \) the restriction of \( B_\Psi \) on \( \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}^+) \) via the injection \( E : \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}^+) \rightarrow \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}^+) \). Of course then \( B = B_\Psi \) and \( B_1 = B_1, \Psi \) for \( \Psi = \text{id}_{\mathbb{R}^+} \). The map \( B_\Psi \) is \( w^* \)-continuous for all \( \Psi \in \mathcal{C}_1(\mathbb{R}^+) \) and \( B_1, \Psi \) is the pointwise \( w^* \)-limit as \( M \rightarrow +\infty \) of the \( w^* \)-continuous operators \( B_\Psi \circ \Pi_M \), where \( \Pi_M \) is the operator defined in the proof of Lemma \ref{lem:barycentric_projection} and thus it is \( w^* \)-Baire measurable by Proposition \ref{prop:baire_measure}. Furthermore, if \( \Psi \in \mathcal{C}_1(\mathbb{R}^+) \) i.e. if \( \Psi_{\infty} = 0 \), then \( B_1, \Psi \) is also \( w^* \)-continuous.

For any \( \rho \in \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}^+) \)

\[
B_1, \Psi(\rho)(f) = \rho(\Psi(\lambda)f(U)) = \int_{\mathbb{T}^d} f(u) \int_{\mathbb{R}^+} \Psi(\lambda) \, d\rho^\mu(\lambda) \, dU_1 \rho(u)
\]

where \( (\rho^\mu)_{\mu \in \mathbb{T}^d} \) is the \( U_1 \rho \)-a.s. defined disintegration of \( \rho \). Thus if for each \( m \in \mathcal{M}_+(\mathbb{T}^d) \) we define the \( \Psi \)-density map \( b_\Psi : T_m \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}^+) \rightarrow L^1_\beta(m) \, dm \leq \mathcal{M}(\mathbb{T}^d) \) via

\[
b_\Psi(\rho)(u) =: \Psi(\lambda) \, d\rho^\mu(\lambda), \quad \text{m-a.s.} \forall u \in \mathbb{T}^d
\]

then \( B_1, \Psi(\rho) = b_\Psi(\rho) \, dm \). Also for any \( \mu \in \mathcal{M}(\mathbb{T}^d) \)

\[
B_\Psi(R^*(\mu))(f) = R^*(\mu)(\Psi(\lambda)f(U)) = \mu(\tilde{R}(\Psi(\lambda)f(U))) = \Psi_{\infty} \mu(f) = \Psi_{\infty} \cdot B(R^*(\mu))
\]

so that \( B_\Psi \circ R^* = \Psi_{\infty} \cdot \text{id}_{\mathcal{M}(\mathbb{T}^d)} \). Therefore for all \( \pi \in T_m \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}^+) \), if \( \tilde{\pi} = E(\rho) \) and \( \pi^\perp = R^*(\rho^\perp) \), then

\[
B_\Psi(\pi) = B_\Psi \circ \tilde{D}(\pi) + B_\Psi \circ D^\perp(\pi) = b_\Psi(\rho) \, dm + \Psi'(\infty) \rho^\perp,
\]

which yields the functional relation \( B_\Psi = B_\Psi \circ \hat{D} + \Psi'(\infty) \circ B \circ D^\perp \).
5 Proofs

5.1 Relative compactness of the empirical Young measures

In this section we collect the results on the relative compactness of the laws of the micro and macro empirical density of the ZRP and their basic properties.

Proposition 5.1 Let \( P_N^\ell \) be the law of the diffusively rescaled ZRP on the Skorohod space \( D(0,T;\mathbb{M}_N^\ell) \), starting from a sequence \( \{\mu_N^\ell \in \mathbb{P}_1\mathbb{M}_N^\ell\}_N \in \mathbb{N} \) of initial distributions with total mass \( m > 0 \) in probability. Then the family

\[
Q_{N,\ell} = \pi_{N,\ell}^* P_N^\ell \in \mathbb{P} L_{tv}^\infty(0,T;\overline{\mathbb{F}}_1(T^d \times \mathbb{R}_+)), \quad N \in \mathbb{N}, \quad \ell \in \mathbb{Z}_+
\]

(100)

of the laws of the micro empirical density process of the ZRP is sequentially relatively compact.

Proof Since \( L_{tv}^\infty(0,T;\overline{\mathbb{F}}_1(T^d \times \mathbb{R}_+)) \) is a \( w^* \)-closed subspace of \( L^\infty_{tv}(0,T;\mathbb{M}_N(\mathbb{T}^d \times \mathbb{R}_+)) \) and the latter space is a completely regular submetrizable topological space, by the Prokhorov-Le Cam Theorem [A,1] it suffices to show that \( \{Q_{N,\ell}\} \) is uniformly tight. By the Banach-Alaoglu theorem the ball \( \mathbb{B}_r := \{\cdot \in \mathbb{F}, \mathbb{N}, \|T V, (1,1)\| > r\} \) is \( w^* \)-compact in \( L^\infty(\mathbb{M}_N(\mathbb{T}^d \times \mathbb{R}_+)) \) and therefore it suffices to show that

\[
\sup_{(N,\ell) \in \mathbb{N} \times \mathbb{Z}_+} Q_{N,\ell}^* (B_r) = \sup_{(N,\ell) \in \mathbb{N} \times \mathbb{Z}_+} P_N^\ell \{\|\pi_{N,\ell}\|_{TV,1} > r\} \overset{r \to +\infty}{\longrightarrow} 0.
\]

For any \( F \in L^1(0,T;\overline{\mathbb{F}}_1(T^d \times \mathbb{R}_+)) \)

\[
\|F, \pi_{N,\ell}\| \leq \int_0^T \frac{\|F_{t+1}\|_{TV,1} \sum_{x \in \mathbb{T}_N^d} (1 + n_t^\ell (x)) \, dt}{\int_0^T \|F_{t+1}\|_{TV,1} \sum_{x \in \mathbb{T}_N^d} (1 + n_t^\ell (x)) \, dt} = \int_0^T \|F_{t+1}\|_{TV,1} \sum_{x \in \mathbb{T}_N^d} (1 + n_t^\ell (x)) \, dt
\]

and therefore by the conservation of the total number of particles

\[
\|\pi_{N,\ell}\|_{TV,1} = \sup_{\|F\|_{L^1(0,T;\mathbb{F}_1(\mathbb{T}^d \times \mathbb{R}_+))} \leq 1} \|F, \pi_{N,\ell}\| = \sup_{\|F\|_{L^1(0,T;\mathbb{F}_1(\mathbb{T}^d \times \mathbb{R}_+))} \leq 1} \int_0^T \|F_{t+1}\|_{TV,1} \sum_{x \in \mathbb{T}_N^d} (1 + n_t^\ell (x)) \, dt
\]

(101)

But by the bound (101) we have that for all \( (N,\ell) \in \mathbb{N} \times \mathbb{Z}_+ \)

\[
P_N^\ell \{\|\pi_{N,\ell}\|_{TV,1} > r\} \leq P_N^\ell \{1 + \langle 1, \pi_0^N \rangle > r\} = \mu_0^N \{1, \pi_0^N > r - 1\}
\]

and therefore

\[
\lim_{r \to +\infty} \sup_{(N,\ell) \in \mathbb{N} \times \mathbb{Z}_+} P_N^\ell \{\|\pi_{N,\ell}\|_{TV,1} > r\} \leq \lim_{r \to +\infty} \sup_{N \in \mathbb{N}} \mu_0^N \{1, \pi_0^N > r - 1\} = 0
\]

(102)

where the last limit holds by the following Lemma 5.1 and the assumptions on the sequence \( \{\mu_0^N\} \) of initial distributions.

\( \square \)

Since \( \{Q_{N,\ell} \cap \mathbb{N} \in \mathbb{N}, \ell \in \mathbb{Z}_+\} \) is compact by (102) that the family

\[
Q_{N,\varepsilon} := Q_{N,\ell} \cap \mathbb{N} \in \mathbb{N}, \varepsilon > 0, \text{ is also relatively compact in } \mathbb{P} L_{tv}^\infty(0,T;\overline{\mathbb{F}}_1(T^d \times \mathbb{R}_+)).
\]

Lemma 5.1 Let \( \{\mu_0^N \in \mathbb{P} \mathbb{M}_N^\ell\} \) be a sequence of initial distributions. If \( \{\mu_0^N\} \) satisfies the \( O(N^d) \)-entropy assumption then

\[
\sup_{N \in \mathbb{N}} \int \langle \pi_0^N, 1 \rangle d\mu_0^N < +\infty.
\]
If \( \{ \mu_0^N \} \) satisfies either the \( O(N^d) \)-entropy assumption or is associated to a macroscopic profile \( \mu_0 \in \mathcal{M}_+(T^d) \) then

\[
\lim_{M \to +\infty} \sup_{N \in \mathbb{N}} \mu_0^N \{ (1, \pi^N) > M \} = 0. \tag{103}
\]

**Proof** By the relative entropy inequality we have that

\[
\int (\pi^N, 1) d\mu_0^N \leq \frac{1}{\theta N^d} \left\{ \log \int e^{\theta N^d (\pi^N, 1)} d\nu_{\rho_*}^N + H(\mu_0^N | \nu_{\rho_*}^N) \right\}
\]

for all \( \theta > 0 \) and all \( N \in \mathbb{N} \). But

\[
\int e^{\theta N^d (\pi^N, 1)} d\nu_{\rho_*}^N = \int \prod_{x \in T^d} e^{\theta \eta(x)} d\nu_{\rho_*} = M \nu_{\rho_*}^N(\theta)^{N^d}
\]

and therefore

\[
\int (\pi^N, 1) d\mu_0^N \leq \frac{1}{\theta} \left\{ \Lambda_{\rho_*}(\theta) + \frac{1}{N^d} H(\mu_0^N | \nu_{\rho_*}^N) \right\}
\]

for all \( \theta > 0 \) and all \( N \in \mathbb{N} \). It follows that

\[
\limsup_{N \to +\infty} \int (\pi^N, 1) d\mu_0^N \leq \frac{\Lambda_{\rho_*}(\theta) + K_*}{\theta}
\]

for all \( \theta > 0 \). But \( \rho_* < \rho_c \) and thus \( \nu_{\rho_*}^N \) has exponential moments, and therefore by choosing \( \theta_* \in D_{\Lambda_{\rho_*}} \setminus \{0\} \) in the inequality above we obtain (5.1).

If \( \{ \mu_0^N \} \) follows by Chebyshev’s inequality. In fact (103) holds without the \( O(N^d) \)-entropy assumption as long as \( \{ \mu_0^N \} \subseteq \mathbb{P}_1 \mathcal{M}_0^0 \) has bounded total mass in probability in the sense that there exists \( A > 0 \) such that \( \lim_{n \to +\infty} \mu_0^N \{ (1, \pi^N) > A \} = 0 \), and this holds with \( A = \mu_0(T^d) + \delta, \delta > 0 \), whenever \( \{ \mu_0^N \} \) is associated to a macroscopic profile \( \mu_0 \in \mathcal{M}_+(T^d) \). \( \square \)

We will denote by \( Q_-^\infty, \ell \) the set of all subsequential limit points of \( \{Q^\infty, \ell\}_{N \in \mathbb{N}} \) for each fixed \( \ell \in \mathbb{Z}_+ \), where \( Q^\infty, \ell \) is the law of the micro-empirical density of the ZRP, and we will denote by \( Q_-^\infty \) the subsequential limit set \( \lim_{\ell \to +\infty} Q_-^\infty, \ell \) so that

\[
Q_-^\infty = \lim_{\ell \to +\infty} Q_-^\infty, \ell = \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q^\infty, \ell.
\]

Likewise, we set

\[
Q_-^\infty, 0 := \lim_{\varepsilon \to 0} Q_-^\infty, \varepsilon, \quad Q_-^\infty, \varepsilon := \lim_{N \to +\infty} Q^\infty, \varepsilon, \quad \varepsilon > 0.
\]

**Proposition 5.2** For each \( \ell \in \mathbb{Z}_+, \varepsilon > 0 \),

\[
Q_-^\infty, \ell \cup Q_-^\infty, \varepsilon \subseteq \mathbb{P} \mathcal{L}_w^\infty \left( 0, T; T^d \right)
\]

and if the sequence \( \{ \mu_0^N \} \) of initial distribution has total mass \( m > 0 \) then

\[
Q_-^\infty, \ell \cup Q_-^\infty, \varepsilon \subseteq \mathbb{P} \mathcal{L}_w^\infty \left( 0, T; \mathcal{Y}_{1,m}(T^d) \right)
\]

In particular since \( L_w^\infty \left( 0, T; \mathcal{Y}_1(T^d) \right) \) and \( L_w^\infty \left( 0, T; \mathcal{Y}_{1,m}(T^d) \right) \) are closed subspaces, the same inclusions hold for the set \( Q_-^\infty \cup Q_-^\infty, 0 \).

**Proof** We will show the claim for the set \( Q_-^\infty, \varepsilon \), the proof for the set \( Q_-^\infty, \ell \) being similar. So let \( \varepsilon > 0 \) and let \( Q_-^\infty, \varepsilon \) be a subsequential limit point. We note first that for any generalized Young path-measure \( \pi \in L_w^\infty \left( 0, T; \mathcal{M}_{1,+}(T^d \times \mathbb{R}_+) \right) \) it holds that

\[
\pi \in L_w^\infty \left( 0, T; \mathcal{Y}_1(T^d) \right) \iff \langle H(U), \pi \rangle = \int_0^T \int H_t(u) du dt, \forall H \in L^1(0, T; C(T^d)).
\]
Therefore, since $L^1(0, T; C(T^d))$ is separable, in order to prove the first claim it suffices to show that
\[ Q^{∞, ε} \left\{ \begin{array}{l}
π \in L^∞_{w^*}(0, T; \mathbb{P}_1(T^d \times \mathbb{R}^+)) \quad \Rightarrow \quad \langle H(U), π \rangle = \int_0^T \int H_t(u) \, du \, dt = 1
\end{array} \right. \quad (104) \]
for each $H \in L^1(0, T; C(T^d))$. This follows by the portmanteau theorem. Indeed, the functional $\langle H(U), . \rangle : L^∞_{w^*}(0, T; \mathcal{A}_1(T^d \times \mathbb{R}^+)) \to \mathbb{R}$ is $w^*$-continuous and thus for each $δ > 0$ the set
\[ A_{H, δ} := \left\{ π \in L^∞_{w^*}(0, T; \mathbb{P}_1(T^d \times \mathbb{R}^+)) \, : \, \langle H(U), π \rangle - \int_0^T \int H_t(u) \, du \, dt > δ \right\} \]
is open in $L^∞_{w^*}(0, T; \mathbb{P}_1(T^d \times \mathbb{R}^+))$. Thus if for each $ε > 0$ we pick a sequence $\{k^ε_N\} \subseteq \mathbb{N}$ such that $Q^{∞, ε} = \lim_{N \to +∞} Q^{k^ε_N} = \lim_{N \to +∞} Q^N(ε)$ then by the portmanteau theorem
\[ Q^{∞, ε}(A_{H, δ}) \leq \liminf_{N \to +∞} Q^{k^ε_N}(A_{H, δ}) \leq \limsup_{N \to +∞} Q^N(ε)(A_{H, δ}) \]

\[ = \limsup_{N \to +∞} \mathbb{P}^N \left\{ \left| \int_0^T \langle H(U), π^N_t, ε \rangle - H_t(u) \right| \, du \, dt > δ \right\} = 0. \]
The last limit inferior is indeed equal to 0 since due to the fact that $H \in L^1(0, T; C(T^d))$ it holds that
\[ \lim_{N \to +∞} \langle H(U), π^N, ε \rangle = \lim_{N \to +∞} \int_0^T \frac{1}{N^d} \sum_{x ∈ T_N} H_t\left( \frac{x}{N} \right) \, dt = \int_0^T \int H_t(u) \, du \, dt. \]
Since $δ > 0$ was arbitrary, (103) holds.

For the second claim we note that by the Lebesgue differentiation theorem for any generalized Young path-measure $π \in L^∞_{w^*}(0, T; \mathcal{A}_1(\mathbb{T} \times \mathbb{R}^+))$ it holds that
\[ π ∈ L^∞_{w^*}(0, T; \mathbb{P}_{1, m}(\mathbb{T} \times \mathbb{R}^+)) ⇔ \langle f \Lambda, π \rangle = m \int_0^T f_t \, dt, \quad ∀f \in L^1(0, T), \]
where $f \Lambda$ is the map given by $(f \Lambda)t(u, λ) = λf_t$ for $(t, u, λ) ∈ [0, T] × \mathbb{T} \times \mathbb{R}^+$. Therefore in order to prove the second claim we have to show that for any $Q^{∞, ε} ∈ Q^{∞, ε}$, $f \in L^1(0, T)$ and $δ > 0$
\[ Q^{∞, ε} \left\{ \left| \langle f \Lambda, π \rangle - m \int_0^T f_t \, dt \right| > δ \right\} = 0. \]
But the set $B_{f, δ} := \left\{ \left| \langle f \Lambda, π \rangle - m \int_0^T f_t \, dt \right| > δ \right\}$ is open in $L^∞_{w^*}(0, T; \mathcal{A}_1(\mathbb{T} \times \mathbb{R}^+))$ and therefore by the portmanteau theorem if $\{k^ε_N\}_{N ∈ \mathbb{N}}$ is a sequence such that $\lim_{N \to +∞} Q^{k^ε_N} = Q^{∞, ε}$ then
\[ Q^{∞, ε}(B_{f, δ}) \leq \liminf_{N \to +∞} Q^{k^ε_N}(B_{f, δ}) \leq \limsup_{N \to +∞} \mathbb{P}^N \left\{ \left| \langle f \Lambda, π^N, ε \rangle - m \int_0^T f_t \, dt \right| > δ \right\} \]

\[ = \limsup_{N \to +∞} \mathbb{P}^N \left\{ \int_0^T \left( \langle Λ, π^N, ε \rangle - m \right) f_t \, dt \right\}. \]
Therefore, since $⟨Λ, π^N, ε⟩ = (1, π^N)$ for all $ε > 0$ it follows that
\[ Q^{∞, ε}(B_{f, δ}) \leq \limsup_{N \to +∞} \mu^N \left\{ \left| ⟨1, π^N⟩ - m \right| > δ \left( \int_0^T |f_t| \, dt \right)^{-1} \right\} = 0 \]
where the last limit superior is equal to 0 due to the fact that $\{μ^N\}$ has total mass $m$ in probability.$\square$

**Proposition 5.3** Let $\mathbb{P}^N$ be the law of the diffusively rescaled ZRP on the Skorohod space $D(0, T; \mathcal{M}_1 \mathbb{R}^+)$, starting from a sequence $\{μ^N\} ∈ \mathbb{PM}_1^N\mathbb{R}^+$ of initial distributions having total mass $m > 0$ in probability and let $π^N, ε, M$ be the $M$-modified micro-empirical density process of the ZRP. Then the family of Borel probability measures
\[ Q^{N, ε, M} := π^{N, ε, M} \mathbb{P}^N \in \mathbb{P} L^∞(0, T; \mathbb{P}_1(\mathbb{T} \times \mathbb{R}^+)), \quad N ∈ \mathbb{N}, \ell ∈ \mathbb{Z}_+, M > 0 \quad (105) \]
is sequentially relatively compact.
Proof Since the recession operator is a contraction, for all \( F \in L^1(0, T; \mathbb{C}_1(\mathbb{R}^d \times \mathbb{R}_+)) \)

\[
\langle F, \pi^{N, \ell, M} \rangle \leq \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{Z}_N^d} \left\{ \| F_t \|_\infty, 1 \cdot (1 + \eta_t^\ell(x) \wedge M) + \| R F_t \|_\infty, 1 \cdot (\eta_t^\ell(x) - M) \right\} \, dt
\]

\( \mathcal{P}^N \)-a.s.

\[
\leq \| F \|_{\infty, 1; 1} \cdot \left( 1 + (1, \pi_0^N) \right)
\]

and therefore \( \| \pi^{N, \ell, M} \|_{TV, 1; \infty} \leq 1 + (1, \pi_0^N) \) for \( \mathcal{P}^N \)-a.s. all \( \eta \in D(0, T; \mathcal{M}_N^\ell) \) for all \( N \in \mathbb{N}, \ell \in \mathbb{Z}_+, M > 0. \) Therefore as in the proof of Proposition 5.1 it follows that

\[
\lim_{r \to +\infty} \sup_{(N, \ell, M) \in N \times \mathbb{Z}_+ \times (0, +\infty)} \mathcal{P}^N \{ \| \pi^{N, \ell, M} \|_{TV, 1; \infty} > r \} = 0
\]

which according to the Prokhorov-Le Cam and Banach-Alaoglu theorems proves the relative compactness of the family \( \{ \mathcal{Q}^{N, \ell, M} \}_{(N, \ell, M)} \). \( \square \)

This proposition implies that the family \( \mathcal{Q}^{N, \varepsilon, M} := \mathcal{Q}^{N, [\varepsilon N], M}, \ N \in \mathbb{N}, \varepsilon > 0, M > 0 \) is also relatively compact. The following simple lemma will be useful in comparing as \( M \to +\infty \) the micro and macro-empirical distributions \( \pi^{N, \ell} \) and \( \pi^{N, \varepsilon} \) of the ZRP with their modified versions \( \pi^{N, \ell, M} \) and \( \pi^{N, \varepsilon, M} := \pi^{N, [\varepsilon N], M} \) defined in (22).

Lemma 5.2 If for each \( F \in L^1(0, T; \mathbb{C}_r(\mathbb{R}^d \times \mathbb{R}_+)) \) we set

\[
F(\lambda, r) = (F_t(\lambda, r))_{0 \leq t \leq T} = \left( \frac{F_t(\lambda, r)}{1 + \lambda^r} \right)_{0 \leq t \leq T} \in L^1(0, T; C(\mathbb{R}^d))
\]

then

\[
\lim_{\lambda \to +\infty} \| F_t(\lambda, r) - R F_t \|_{\infty, 1} \leq \lim_{M \to +\infty} \int_0^T \sup_{\lambda > M} \| F_t(\lambda, r) - R_t F_t \|_{\infty, 1} \, dt = 0. \tag{106}
\]

Proof The first inequality in (106) is obvious. The right hand-side limit follows by the dominated convergence theorem. Indeed, if \( F \in L^1(\mathbb{C}_r(\mathbb{R}^d \times \mathbb{R}_+)) \) then for almost all \( 0 \leq t \leq T \) and all \( \lambda \in \mathbb{R}_+ \)

\[
\| F_t(\lambda, r) - R_t F_t \|_{\infty, 1} \leq \| F_t(\lambda, r) \|_1 + \| R_t F_t \|_\infty \leq 2 \| F_t \|_{\infty, 1},
\]

and therefore the map \( t \mapsto \sup_{M > 0} \| F_t(\lambda, r) - R_t F_t \|_{\infty, r} \) is dominated by the integrable function \( 2\| F \|_{\infty, r} \in L^1(0, T) \). Thus, since by the definition of the recession operator

\[
\lim_{M \to +\infty} \sup_{M > 0} \| F_t(\lambda, r) - R_t F_t \|_{\infty} = 0
\]

for almost all \( 0 \leq t \leq T \), the limit (106) follows by the dominated convergence theorem. \( \square \)

Proposition 5.4 Let \( P_N^\varepsilon \) be the law of the diffusively rescaled ZRP on the Skorohod space \( D(0, T; \mathcal{M}_N^\ell) \) starting from a sequence \( \{ \mu_N^\ell \in \mathbb{P} \mathcal{M}_N^\ell \}_{N \in \mathbb{N}} \) of initial distributions having total mass \( m > 0 \). Then for any \( F \in L^1(0, T; \mathbb{C}_1(\mathbb{R}^d \times \mathbb{R}_+)) \)

\[
\lim_{M \to +\infty} \sup_{\ell \in \mathbb{Z}_+} \sup_{N \in \mathbb{N}} \mathbb{E}^N \left\{ \| F, \pi^{N, \ell} \| - \| F, \pi^{N, \ell, M} \| \right\} = 0.
\]
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Proof For each $F \in L^1(0, T; C_1(\mathbb{T}^d \times \mathbb{R}^+))$, 

$$\langle F, \pi^{N, \ell} \rangle - \langle F, \pi^{N, \ell, M} \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^N_N} \left\{ F_i \left( \frac{x}{N}, \eta_i^\ell(x) \right) - F_i \left( \frac{x}{N}, M \right) \right\} \mathbb{1}_{\{\eta_i^\ell(x) > M\}} dt$$

$$- \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^N_N} \mathbb{E}_x \left[ F_i \left( \frac{x}{N}, \eta_i^\ell(x) \right) - F_i \left( \frac{x}{N}, M \right) \mathbb{1}_{\{\eta_i^\ell(x) > M\}} \right] dt$$

$$= \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^N_N} \left\{ F_i \left( \frac{x}{N}, \eta_i^\ell(x) \right) - F_i \left( \frac{x}{N}, M \right) \right\} \mathbb{1}_{\{\eta_i^\ell(x) > M\}} dt$$

and therefore

$$\|\langle F, \pi^{N, \ell} \rangle - \langle F, \pi^{N, \ell, M} \rangle\| \leq \int_0^T \sup_{\lambda \geq M} \left\| \frac{F_i(\cdot, \lambda)}{\lambda} - F_i \left( \frac{x}{N}, M \right) \mathbb{1}_{\{\eta_i^\ell(x) > M\}} \right\| \frac{1}{N^d} \sum_{x \in \mathbb{T}^N_N} \eta_i^\ell(x) \mathbb{1}_{\{\eta_i^\ell(x) > M\}} dt$$

$$+ \int_0^T \left\| \frac{F_i(\cdot, M)}{M} - F_i \left( \frac{x}{N}, M \right) \mathbb{1}_{\{\eta_i^\ell(x) > M\}} \right\| \frac{1}{N^d} \sum_{x \in \mathbb{T}^N_N} M \mathbb{1}_{\{\eta_i^\ell(x) > M\}} dt$$

$$\leq 2 \int_0^T \sup_{\lambda \geq M} \left\| \frac{F_i(\cdot, \lambda)}{\lambda} - F_i \left( \frac{x}{N}, M \right) \mathbb{1}_{\{\eta_i^\ell(x) > M\}} \right\| \frac{1}{N^d} \sum_{x \in \mathbb{T}^N_N} \eta_i^\ell(x) dt$$

$$= 2 \int_0^T \sup_{\lambda \geq M} \left\| \frac{F_i(\cdot, \lambda)}{\lambda} - F_i \left( \frac{x}{N}, M \right) \mathbb{1}_{\{\eta_i^\ell(x) > M\}} \right\| \frac{|\eta_i^\ell|}{N^d} dt.$$ 

Consequently, by the conservation of the total number of particles, $P^N$-a.s. it holds that

$$\|\langle F, \pi^{N, \ell} \rangle - \langle F, \pi^{N, \ell, M} \rangle\| \leq 2 (1, \pi_0^N) \int_0^T \sup_{\lambda \geq M} \left\| \frac{F_i(\cdot, \lambda)}{\lambda} - F_i \left( \frac{x}{N}, M \right) \mathbb{1}_{\{\eta_i^\ell(x) > M\}} \right\| dt =: 2 (1, \pi_0^N) A_M(F).$$

By this inequality it follows that

$$\mathbb{E}^N [\langle F, \pi^{N, \ell} \rangle - \langle F, \pi^{N, \ell, M} \rangle] \leq 2 A_M(F) \mathbb{E}^N (1, \pi_0^N) = 2 A_M(F) \int (1, \pi^N) d\mu_0^N$$

for all $(N, \ell) \in \mathbb{N} \times \mathbb{Z}_+$ and therefore

$$\sup_{(N, \ell) \in \mathbb{N} \times \mathbb{Z}_+} \mathbb{E}^N [\langle F, \pi^{N, \ell} \rangle - \langle F, \pi^{N, \ell, M} \rangle] \leq 2 A_M(F) \sup_{N \in \mathbb{N}} \int (1, \pi^N) d\mu_0^N. \quad (107)$$

But since $F \in L^1(0, T; C_1(\mathbb{T}^d \times \mathbb{R}^+))$, by Lemma [5.2] we have that

$$\lim_{M \to +\infty} A_M(F) = \lim_{M \to +\infty} \int_0^T \sup_{\lambda \geq M} \left\| \frac{F_i(\cdot, \lambda)}{\lambda} - F_i \left( \frac{x}{N}, M \right) \mathbb{1}_{\{\eta_i^\ell(x) > M\}} \right\| dt = 0$$

and therefore the claim follows by Lemma [5.1] and the inequality (107). \qed
By inequality \ref{107} it is obvious that this last proposition is also valid for the macro-empirical density \( \pi_{N,M} \). Since the families \( \{ Q_{N,M} \}_{(N,M) \in \mathbb{N} \times \mathbb{Z}_+} \) and \( \{ Q_{N,M} \}_{(N,M) \in \mathbb{N} \times \mathbb{Z}_+} \) are sequentially relatively compact, the family of the joint laws

\[
Q_{N,M} := (\pi_{N,M}, \pi_{N,M}) \in \mathbb{P} \left( L^\infty_0((0,T; \mathbb{R}_+)) \right)
\]

is also sequentially relatively compact. Since

\[
\{ Q_{N,M} \}_{(N,M) \in \mathbb{N} \times \mathbb{Z}_+} \quad \text{is sequentially relatively compact. Since}
\]

the family \( \{ Q_{N,M} \} \) is also relatively compact. By Proposition \ref{5.3} it follows that any limit point of the family \( \{ Q_{N,M} \} \) as \( N, \ell \) and then \( M \) tend to infinity is concentrated on the diagonal and the same is true for the family \( \{ Q_{N,M} \} \). We state this more precisely as a proposition.

**Corollary 5.1** Any subsequential limit point

\[
Q \in \underset{M \rightarrow +\infty}{\text{Lim}} \underset{\ell \rightarrow +\infty}{\text{Lim}} \underset{N \rightarrow +\infty}{\text{Lim}} Q_{N,M}
\]

is concentrated on the diagonal, i.e.

\[
Q \{ (\pi_1, \pi_2) \in L^\infty_0((0,T; \mathbb{R}_+)) \mid \pi_1 = \pi_2 \} = 1.
\]

The same is true for any subsequential limit point

\[
Q \in \underset{M \rightarrow +\infty}{\text{Lim}} \underset{\ell \rightarrow +\infty}{\text{Lim}} \underset{N \rightarrow +\infty}{\text{Lim}} Q_{N,M}
\]

**Proof** For any \( F \in L^1((0,T; \mathbb{M}_1(\mathbb{R}_+))) \) the map \( I_F : L^\infty((0,T; \mathbb{R}_+)) \rightarrow \mathbb{R}_+ \) given by

\[
I_F(\pi_1, \pi_2) = \| \langle F, \pi_1 \rangle - \langle F, \pi_2 \rangle \|
\]

is \( w^* \)-continuous and therefore for any \( \delta > 0 \) the set

\[
A_{F,\delta} := \{ (\pi_1, \pi_2) \in L^\infty_0((0,T; \mathbb{R}_+)) \mid \| \langle F, \pi_1 \rangle - \langle F, \pi_2 \rangle \| > \delta \}
\]

is open in the product of the \( w^* \)-topologies on \( L^\infty((0,T; \mathbb{R}_+)) \). Let now \( Q \) be a subsequential limit point of \( Q_{N,M} \) as \( N, \ell \) and then \( M \) tend to infinity. Then by the portmanteau theorem, Chebyshev’s inequality and Proposition \ref{5.4},

\[
Q(A_{F,\delta}) \leq \underset{M \rightarrow +\infty}{\text{Lim}} \underset{\ell \rightarrow +\infty}{\text{Lim}} \underset{N \rightarrow +\infty}{\text{Lim}} Q_{N,M}(A_{F,\delta})
\]

\[
\leq \underset{M \rightarrow +\infty}{\text{Lim}} \underset{\ell \rightarrow +\infty}{\text{Lim}} \underset{N \rightarrow +\infty}{\text{Lim}} P^N \left\{ \| \langle F, \pi_{M,M} \rangle - \langle F, \pi_{M,M} \rangle \| > \delta \right\} = 0. \tag{108}
\]

Now, since \( L^1((0,T; \mathbb{M}_1(\mathbb{R}_+))) \) is separable we can choose a dense sequence \( \{ F_n \}_{n \in \mathbb{N}} \) and then

\[
Q \{ (\pi_1, \pi_2) \mid \pi_1 \neq \pi_2 \} = Q \left( \bigcup_{n,k \in \mathbb{N}} \left\{ \| \langle F_n, \pi_1 \rangle - \langle F_n, \pi_2 \rangle \| > \frac{1}{k} \right\} \right) = 0
\]

which concludes the proof. Let us verify the first inequality in \ref{108}. By the definition of \( Q \) there exist then a sequence \( \{ M_n \}_{n \in \mathbb{N}} \subseteq \mathbb{N} \) converging to infinity and

\[
Q_{\infty,\infty,M_n} \in \underset{M \rightarrow +\infty}{\text{Lim}} \underset{\ell \rightarrow +\infty}{\text{Lim}} Q_{N,M}, \quad \forall n \in \mathbb{N}
\]

such that \( \lim_{n \rightarrow +\infty} Q_{\infty,\infty,M_n} = Q \). Then by the portmanteau theorem

\[
Q(A_{F,\delta}) \leq \underset{n \rightarrow +\infty}{\text{Lim}} \left( \inf \right Q_{\infty,\infty,M_n}(A_{F,\delta}). \tag{109}
\]
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Next, by the definition of $Q_{\infty,\infty;M_n}$, $n \in \mathbb{N}$, there exists for each $n \in \mathbb{N}$ a sequence \( \{m^{(n)}_{\ell}\}_{\ell \in \mathbb{N}} \subseteq \mathbb{Z}_+ \) and

\[
Q_{\infty,m^{(n)};M_n} \in \lim_{N \to +\infty} Q^{N,m^{(n)};M_n}, \quad \ell \in \mathbb{N}
\]
such that $\lim_{\ell \to +\infty} Q_{\infty,m^{(n)};M_n} = Q_{\infty,\infty;M_n}$ for all $n \in \mathbb{N}$ and thus by the portmanteau theorem

\[
Q_{\infty,\infty;M_n}(A_{F,\delta}) \leq \liminf_{\ell \to +\infty} Q^{\infty,m^{(n)};M_n}(A_{F,\delta}). \tag{110}
\]

Finally, by the definition of $Q_{\infty,m^{(n)};M_n}$, for any $(\ell, n) \in \mathbb{N}^2$ there exists a sequence \( \{k^{(\ell,n)}_N\}_{N \in \mathbb{N}} \) such that

\[
\lim_{N \to +\infty} Q_N^{(\ell,n),m^{(n)};M_n} = Q_{\infty,m^{(n)};M_n}, \quad \forall (\ell, n) \in \mathbb{N}^2
\]

and therefore by the portmanteau theorem again

\[
Q_{\infty,m^{(n)};M_n}(A_{F,\delta}) \leq \liminf_{N \to +\infty} Q_N^{(\ell,n),m^{(n)};M_n}(A_{F,\delta}) \leq \limsup_{N \to +\infty} Q^{\infty,m^{(n)};M_n}(A_{F,\delta}). \tag{111}
\]

By combining (109), (110) and (111) we thus obtain

\[
Q(A_{F,\delta}) \leq \liminf_{n \to +\infty} Q_{\infty,\infty;M_n}(A_{F,\delta}) \leq \liminf_{n \to +\infty} \liminf_{\ell \to +\infty} Q_{\infty,m^{(n)};M_n}(A_{F,\delta})
\]

\[
\leq \liminf_{n \to +\infty} \liminf_{\ell \to +\infty} \limsup_{N \to +\infty} Q^{\infty,m^{(n)};M_n}(A_{F,\delta}) \leq \limsup_{n \to +\infty} \limsup_{\ell \to +\infty} \limsup_{N \to +\infty} Q^{\infty,\infty;M_n}(A_{F,\delta})
\]

which proves the first inequality in (108) and concludes the proof. \(\square\)

**Corollary 5.2** Let \( \{m^{(n)}_{\ell}\}_{\ell=0}^{\infty} \) and \( \{k^{(\ell)}_N\}_{N=1}^{\infty} \), \( \ell \in \mathbb{Z}_+ \) be sequences of integers increasing to infinity such that the limit

\[
\lim_{N \to +\infty} Q_N^{(\ell),m^{(n)}_{\ell}} =: Q_{\infty,m^{(n)}_{\ell}} \tag{112}
\]

exists for all $\ell \in \mathbb{Z}_+$ and the limit

\[
\lim_{\ell \to +\infty} Q^{\infty,m^{(n)}_{\ell}} =: Q^{\infty,\infty} \tag{113}
\]

also exists. Then if for each $M > 0$ we set $Q_{*,\infty;M} := Q_N^{(\ell),m^{(n)}_{\ell};M}$,

\[
Q_{*,\infty;\infty} := \lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_{*,\infty;M} = (Q^{\infty,\infty}).
\]

**Proof** Let $Q_* \in \mathcal{Q}_{*,\infty;\infty}$. We will show that $Q_* = Q^{\infty,\infty}$. By the definition of the set $\mathcal{Q}_{*,\infty;\infty}$ there exists a sequence \( \{M_n\}_{n=1}^{\infty} \subseteq (0, +\infty) \) diverging to $+\infty$ and

\[
Q_{*,\infty;M_n} \in \mathcal{Q}_{*,\infty;M_n} := \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_{*,\infty;M_n} \tag{114}
\]

such that

\[
Q_* = \lim_{n \to +\infty} Q_{*,\infty;M_n}.
\]

Then by the definition of the set $\mathcal{Q}_{*,\infty;M_n}$ there exists for each $n \in \mathbb{N}$ a strictly increasing sequence \( \{m^{(n)}_{\ell}\}_{\ell=1}^{\infty} \) of natural numbers and

\[
Q_{*,m^{(n)}_{\ell};M_n} \in \mathcal{Q}_{*,m^{(n)}_{\ell};M_n} := \lim_{N \to +\infty} Q^{N,m^{(n)}_{\ell};M_n}
\]

such that

\[
Q_{*,m^{(n)}_{\ell};M_n} = \lim_{\ell \to +\infty} Q^{\infty,m^{(n)}_{\ell};M_n} \tag{115}
\]
Consequently

\[
Q_* = \lim_{n \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_{N}^{\ell,n} = \lim_{n \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_{N}^{\ell,n} ; M_n .
\]

We consider now the family of the joint laws

\[
Q_{N,T}^{\ell,n} := (\pi T, \pi T, \pi T, \pi T) \in P(N, \mathbb{R})^2
\]

and set \( Q_{*,T}^{\ell,n} := Q_{*,T}^{\ell,n} \) for all \( N \in \mathbb{N}, \ell \in \mathbb{Z}_+, M > 0 \). This family is relatively compact and thus for each \( (n, \ell) \in \mathbb{N} \times \mathbb{Z}_+ \) there exists a further subsequence \( \{ k_{n}^{(n,\ell)} \}_{N} \) of \( \{ k_{N}^{(n,\ell)} \}_{N} \) such that the limit

\[
Q_{*,T}^{\ell,n} := \lim_{N \to +\infty} Q_{N}^{\ell,n} ; M_n \in \lim_{N \to +\infty} Q_{*,T}^{\ell,n} ; M_n := Q_{*,T}^{\ell,n} ; M_n
\]

exists, for each \( n \in \mathbb{N} \) there exists a further subsequence \( \{ m_{\ell}^{(n)} \}_{\ell} \) of \( \{ m_{\ell}^{(n)} \}_{\ell} \) such that the limit

\[
Q_{*,T}^{\ell,n} := \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_{*,T}^{\ell,n} ; M_n \subseteq \lim_{\ell \to +\infty} Q_{*,T}^{\ell,n} ; M_n := Q_{*,T}^{\ell,n} ; M_n
\]

exists and finally there exists a further subsequence \( \{ M_{\ell} \}_{\ell} \) of \( \{ M_n \}_{n} \) such that the limit

\[
Q_{*,T}^{\ell,n} := \lim_{M \to +\infty} \lim_{\ell \to +\infty} Q_{*,T}^{\ell,n} ; M_n \subseteq \lim_{M \to +\infty} Q_{*,T}^{\ell,n} ; M_n := Q_{*,T}^{\ell,n} ; M_n
\]

exists. Then

\[
Q_{*,T}^{\ell,n} = \lim_{n \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_{N}^{\ell,n} ; M_n .
\]

Since obviously

\[
Q_{*,T}^{\ell,n} \subseteq \lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_{*,T}^{\ell,n} ; M_n \subseteq \lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_{*,T}^{\ell,n} ; M_n
\]

it follows by Corollary [1] that \( Q_{*,T}^{\ell,n} ; M_n \) is concentrated on the diagonal and thus its marginals coincide. But the first marginal of \( Q_{*,T}^{\ell,n} ; M_n \) is \( Q_* \) and its second marginal is \( Q_{*,T}^{\ell,n} ; M_n \). Indeed, the first marginal of \( Q_{*,T}^{\ell,n} ; M_n \) is the measure \( \pi_2 P_n \) and therefore by (117) and the continuity of \( \pi_2 \)

\[
\pi_2 Q_{*,T}^{\ell,n} = \lim_{n \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_{N}^{\ell,n} ; M_n
\]

But for each \( n \in \mathbb{N}, \ell \in \mathbb{Z}_+ \) the sequence \( \{ k_{N}^{(n,\ell)} \}_{n} \) is a subsequence of \( \{ k_{N}^{(n,\ell)} \}_{n} \) and therefore by (116)

\[
\lim_{N \to +\infty} Q_{N}^{\ell,n} ; M_n = Q_{*,T}^{\ell,n} ; M_n .
\]
Likewise, for each $n \in \mathbb{N}$ the sequence $\{m^{(n)}_{j_{i_n}}\}_\ell$ is a subsequence of $\{m^{(n)}_\ell\}_\ell$ and thus by (115)
\[
\lim_{\ell \to +\infty} \pi^\infty_n \mathbf{Q}^n_{M_{jn_n}} = \mathbf{Q}^\infty_n M_{jn_n}
\]
and finally since $\{M_{jn_n}\}$ is a subsequence of $\{M_n\}$ it follows by (114) that
\[
\pi^\infty_n \mathbf{Q}^\infty_n M_{jn_n} = \mathbf{Q}^\infty_n.
\]
Similarly, the second marginal of $\mathbf{Q}^{N,\ell,M}_n$ is the measure
\[
\pi^\infty_n \mathbf{Q}^{N,\ell,M}_n = \mathbf{Q}^{N,\ell}_n m_\ell =: \mathbf{Q}^{N,\ell}_n
\]
and therefore by (117), the continuity of $\pi^\infty_n$ and the assumptions (112) and (113)
\[
\pi^\infty_n \mathbf{Q}^\infty_n = \lim_{n \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} \pi^\infty_n \mathbf{Q}^{N,\ell,M}_n = \lim_{n \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} \mathbf{Q}^{N,\ell,M}_n = \mathbf{Q}^{\infty,\infty}
\]
and the proof is complete. \(\square\)

The analogous result to Corollary 5.2 for the case of the family $\{\mathbf{Q}^{N,\varepsilon,M}_n\}$. We leave its statement to the reader. More importantly, the $M$-modified empirical density process $\pi^{N,\ell,M}$ yields the correct decomposition in regular and singular path-measures. We make this precise in the following proposition in the case of the family $\{\mathbf{Q}^{N,\ell,M}_n\}$ and leave the statement of the analogous result for the family $\{\mathbf{Q}^{N,\varepsilon,M}_n\}$ to the reader.

**Proposition 5.5** Let $\hat{D}, D^\perp: L^\infty_{\infty}(0, T; \overline{M}_1(T^d \times \mathbb{R}_+)) \to L^\infty_{\infty}(0, T; \overline{M}_1(T^d \times \mathbb{R}_+))$ be the regular and singular decomposition operators and let $\{k^{(\ell)}_n\}_{n=1}^\infty, \ell \in \mathbb{N}$ and $\{m_\ell\}_{\ell=1}^\infty$ be diverging sequences such that the iterated limit
\[
\lim_{\ell \to +\infty} \lim_{N \to +\infty} \mathbf{Q}^{k^{(\ell)}_N, m_\ell}_n =: \mathbf{Q}^\infty
\]
exists. Then
\[
\lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} \hat{D} Q^{k^{(\ell)}_N, m_\ell}_n M = \hat{D} Q^\infty
\]
and
\[
\lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{N \to +\infty} D^\perp Q^{k^{(\ell)}_N, m_\ell}_n M = D^\perp Q^\infty.
\]
The same results also hold if we take $\ell = [NE]$ and take the limit as $N \to +\infty, \varepsilon \to 0$ and then $M \to +\infty$.

**Proof** We denote by $\Pi_M: \overline{C}_1(T^d \times \mathbb{R}_+) \to C_1(T^d \times \mathbb{R}_+)$, $M > 0$, the bounded linear operator defined by $\Pi_M F(u, \lambda) = F(u, \lambda \wedge M)$. We also denote by $\Pi_M: L^1(0, T; \overline{C}_1(T^d \times \mathbb{R}_+)) \to L^1(0, T; C_1(T^d \times \mathbb{R}_+))$ the bounded linear operator on the $L^1$-spaces. Then the adjoint $\Pi_M^*: L^\infty_{\infty}(0, T; \overline{M}_1(T^d \times \mathbb{R}_+)) \to L^\infty_{\infty}(0, T; \overline{M}_1(T^d \times \mathbb{R}_+))$ is bounded and $w^*$-continuous and
\[
\langle \hat{D} \circ \pi^{N,\ell,M}, F \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d} F_t\left(\frac{x}{N}, q^\ell_t(x) \wedge M\right) dt = \langle \Pi_M^* \circ j^* \circ \pi^{N,\ell}, F \rangle
\]
for all $F \in L^1(0, T; \overline{C}_1(T^d \times \mathbb{R}_+))$. Therefore
\[
\hat{D} \circ \pi^{N,\ell,M} = \Pi_M^* \circ j^* \circ \pi^{N,\ell}
\] (118)
which yields
\[ \hat{D}_t Q^{N,\ell,M} = (\Pi_M^* \circ j^*)_t Q^{N,\ell} \] (119)
for all \((N,\ell,M) \in \mathbb{N} \times \mathbb{Z}_+^2\). Thus since \(\Pi_M^* \circ j^*: L_{w^*}^\infty(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}_+)) \rightarrow L_{w^*}^\infty(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}_+))\) is \((w^*, w^*)\)-continuous we have by (119) and the assumption that
\[
\lim_{\ell \to +\infty} \lim_{N \to +\infty} \hat{D}_t Q_{N,\ell,m,M}^{k,\ell} = (\Pi_M^* \circ j^*)_t Q_{\ell,m,M}^{k,\ell} = (\Pi_M^* \circ j^*)_t Q^\infty
\]
and therefore in order to conclude the proof it suffices to prove that
\[
\lim_{M \to +\infty} (\Pi_M^* \circ j^*)_t Q = \hat{D}_t Q, \quad \forall Q \in \mathbb{P} L_{w^*}^\infty(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}_+)).
\]
But this is true since \(\Pi_M^* \circ j^* \ w^*\)-converges pointwise to \(\hat{D} = E \circ j^*\) as we have seen in the proof of Corollary 4.2, and this in turn implies that \((\Pi_M^* \circ j^*)_t\) converges pointwise to \(\hat{D}_t\) on \(\mathbb{P} L_{w^*}^\infty(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}_+)).\) For the second limit, recalling that \(T_M: C(\mathbb{T}^d) \rightarrow \overline{\mathcal{C}}_1(\mathbb{T}^d \times \mathbb{R}_+))\) is the operator \(T_M f = (\Lambda - M)^+ f(U),\)
\[ D^\perp \circ \pi_{N,\ell,M}^* = R^* \circ T_{M,\ell}^* \circ \pi_{N,\ell,M} \] (120)
and as we have also seen in the proof of Corollary 4.2 the maps \(R^* \circ T_{M,\ell}^* \ w^*\)-converge pointwise to \(D^\perp\) as \(M \to +\infty\) and the claim follows as the first limit.

In the course of the proof of the replacement lemma where we will compare the processes \(\pi_{N,\ell}^*\) and \(\pi_{N,\ell,m,M}^*\) apart from interpolating between them with the micro-truncated double-block empirical density process \(\pi_{N,\ell,m,M;\varepsilon}^*\) introduced in (122) we will also interpolate with the process macro-truncated double-block empirical density process \(\pi_{N,\ell,m,M;\varepsilon}^*: D(0, T; \overline{\mathcal{M}}_1) \rightarrow L_{w^*}^\infty(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}_+))\) defined via duality with test maps \(F \in L^1(0, T; \overline{\mathcal{C}}_1(\mathbb{T}^d \times \mathbb{R}_+))\) by the formula
\[ \langle F, \pi_{N,\ell,m,M;\varepsilon}^* \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} \left\{ F_t\left(\frac{x}{N}\right) \eta_{\varepsilon}^{\pi_{N,\ell,m,M;\varepsilon}^*}(x) \wedge M \right\} dt, \] (121)
where \(\eta_{\varepsilon}^{\pi_{N,\ell,m,M;\varepsilon}^*}(x)\) is the double-block average as defined in (120). We note that the regular part \(\hat{\pi}_{N,\ell,m,M;\varepsilon}^*\) of the process \(\pi_{N,\ell,m,M;\varepsilon}^*\) is equal to \((\Pi_M^* \circ j^*)_t \pi_{N,\ell,m,M;\varepsilon}^*,\) where
\[ \pi_{N,\ell,m,M;\varepsilon}^*: D(0, T; \overline{\mathcal{M}}_1) \rightarrow L_{w^*}^\infty(\overline{\mathcal{M}}_1, (\mathbb{T}^d \times \mathbb{R}_+))\]
is the double-block empirical process defined by
\[ \langle F, \pi_{N,\ell,m,M;\varepsilon}^* \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} F_t\left(\frac{x}{N}\right) \eta_{\varepsilon}^t(x) dt, \quad F \in L^1(0, T; \overline{\mathcal{C}}_1(\mathbb{T}^d \times \mathbb{R}_+)). \] (122)

**Proposition 5.6** Suppose that the ZRP starts from a sequence of initial profiles \(\{\mu_0^N\}\) with total mass \(m > 0\) in probability. Then the families of the path-laws
\[ Q_{N,\ell,m,M;\varepsilon}^* := \pi_{N,\ell,m,M;\varepsilon}^* P^N \in \mathbb{P} L_{w^*}^\infty(0, T; \overline{\mathcal{C}}_1(\mathbb{T}^d \times \mathbb{R}_+)), \] (123)
\[ Q_{N,\ell,m,M;\varepsilon}^* := \pi_{N,\ell,m,M;\varepsilon}^* P^N \in \mathbb{P} L_{w^*}^\infty(0, T; \overline{\mathcal{C}}_1(\mathbb{T}^d \times \mathbb{R}_+)), \] (124)
\[ Q_{N,\ell,m,M;\varepsilon}^* := \pi_{N,\ell,m,M;\varepsilon}^* P^N \in \mathbb{P} L_{w^*}^\infty(0, T; \overline{\mathcal{C}}_1(\mathbb{T}^d \times \mathbb{R}_+)) \] (125)
over all \(N \in \mathbb{N}, \varepsilon > 0, \ell \in \mathbb{Z}_+^d\) and \(M > 0\) are relatively compact and any limit point of each of these families as \(N \to +\infty, \varepsilon \to 0, \ell \to +\infty\) and then \(M \to +\infty\) is concentrated on \(L_{w^*}^\infty(0, T; \overline{\mathcal{M}}_1, m(\mathbb{T}^d))\)
Proof Since the recession operator \( R : \mathcal{C}_1(\mathbb{T}^d \times \mathbb{R}_+) \to C(\mathbb{T}^d) \) is a contraction

\[
\left\| F, \pi^{N,\ell,\varepsilon,M}_t \right\| \leq \int_0^T \frac{\| F_t \|_{\infty;1}}{N^d} \sum_{x \in \mathbb{T}_N^d} \left\{ 1 + (\eta_t^\ell(x) \wedge M)^{|N\varepsilon|} \right\} dt

+ \int_0^T \frac{\| R F_t \|_{\infty;1}}{N^d} \sum_{x \in \mathbb{T}_N^d} (\eta_t^\ell(x) - M)^{|N\varepsilon|} dt

\leq \int_0^T \frac{\| F_t \|_{\infty;1}}{N^d} \sum_{x \in \mathbb{T}_N^d} \left\{ 1 + \eta_t^\ell(N\varepsilon)(x) \right\} dt = \int_0^T \| F_t \|_{\infty;1}(1 + (1, \pi_t^N)) dt.
\]

Therefore by the conservation of the total number of particles

\[
\sup_{(\ell, \varepsilon, M) \in \mathbb{Z}_+ \times (0, \infty)^2} \| \pi^{N,\ell,\varepsilon,M}_t \|_{TV;1;\infty} \leq 1 + (1, \pi_0^N), \quad P^N - \text{a.s.}, \quad N \in \mathbb{N}.
\]

(126)

and thus

\[
\sup_{(N,\ell,\varepsilon,M) \in \mathbb{N} \times \mathbb{Z}_+ \times (0, \infty)^2} P^N \left\{ \| \pi^{N,\ell,\varepsilon,M}_t \|_{TV;1;\infty} > A \right\} \leq \sup_{N \in \mathbb{N}} \mu_0^N \left\{ (1, \pi^N) > A - 1 \right\}.
\]

The claim then follows by Lemma 5.1. The processes \( \pi^{N,\ell,\varepsilon,M} \) and \( \pi^{N,\ell,\varepsilon} \) also satisfy the bound (126) and their laws are also relatively compact. Finally we note that the double-block empirical density \( \pi^{N,\ell,\varepsilon} \) is a diverging sequence, \( \{\ell, \varepsilon\} \in \mathbb{N} \times \mathbb{R}_+ \) satisfies for all \( H \in L^1(0, T; C(\mathbb{T}^d)) \) the relations

\[
\langle H(U), \pi^{N,\ell,\varepsilon} \rangle = \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} H \left( \frac{x}{N} \right) \quad \text{and} \quad \langle \Lambda, \pi^{N,\ell,\varepsilon} \rangle = (1, \pi^N)
\]

and therefore the proof of the second claim follows similarly to the proof of Proposition 5.2. \( \square \)

By similar computations to the ones yielding inequality (107) we also obtain the inequality

\[
\sup_{(N,\ell,\varepsilon,M) \in \mathbb{N} \times \mathbb{Z}_+ \times (0, +\infty)} \mathbb{E}^N \left\| F, \pi^{N,\ell,\varepsilon,M}_t \right\| - \left\| F, \pi^{N,\ell,\varepsilon}_t \right\| \leq 2A_M(F) \sup_{N \in \mathbb{N}} \int (1, \pi^N) d\mu_0^N
\]

where \( A_M(F) = \int_0^T \sup_{\lambda \geq M} \left\| F_t(\lambda) \right\|_{\infty} - R F_t \right\|_{\infty} dt. \) This inequality yields the analogous result to Proposition 5.4 for the double-block empirical density \( \pi^{N,\ell,\varepsilon} \), i.e.

\[
\lim_{M \to +\infty} \sup_{(N,\ell,\varepsilon) \in \mathbb{N} \times \mathbb{Z}_+ \times (0, +\infty)} \mathbb{E}^N \left\| F, \pi^{N,\ell,\varepsilon,M}_t \right\| - \left\| F, \pi^{N,\ell,\varepsilon}_t \right\| = 0, \quad \forall F \in L^1(0, T; \mathcal{C}_1(\mathbb{T}^d \times \mathbb{R}_+))
\]

(127)

Proposition 5.7 Let \( Q^{N,\ell,\varepsilon,M} := (\pi^{N,\ell,\varepsilon,M})_\varepsilon P^N, \quad N \in \mathbb{N}, \quad \ell \in \mathbb{Z}_+, \quad \varepsilon, M > 0, \) be the family joint laws of the double-block and the macro-truncated double-block empirical density process of the ZRP and let

\[
\overline{Q} \in \overline{Q}^{\infty,\infty,0;\infty} := \lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{\varepsilon \to 0} \lim_{N \to +\infty} Q^{N,\ell,\varepsilon,M}
\]

be a limit point of this family. Then \( \overline{Q} \) is concentrated on the diagonal and if \( \{m_\ell\}_{\ell \in \mathbb{N}} \subseteq \mathbb{Z}_+ \) is a diverging sequence, \( \{\theta^{(\ell)}_t\}_{t > 0}, \quad \ell \in \mathbb{N}, \) are maps converging to zero as \( \varepsilon \to 0 \) and \( \{k^{(\ell)}_N\}_{N \in \mathbb{N}}, \quad (\ell, \varepsilon) \in \mathbb{N} \times (0, +\infty) \) are diverging sequences such that the iterated limit

\[
\lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{\varepsilon \to 0} Q^{N,\ell,\varepsilon,M}_t =: Q^{\infty,\infty,0}
\]

exists then

\[
\lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{k \to +\infty} \lim_{N \to +\infty} Q^{N,\ell,k,M}_t \quad = \quad \{Q^{\infty,\infty,0}\}.
\]
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Proof The proof is similar to the proof of Corollaries 5.1 and 5.2.

Similarly to the relations (118) and (120) the double block empirical process satisfies the relations
\[ \hat{D} \circ \pi^{N,\ell,c;M} = \Pi^*_M \circ j^* \circ \pi^{N,\ell,c} \quad \text{and} \quad D^\perp \circ \pi^{N,\ell,c;M} = R^* \circ T^*_M \circ \pi^{N,\ell,c} \]
and the analogous result to Proposition 5.5 holds for the double-block process.

**Proposition 5.8** Let \( \hat{D}, D^\perp : L^\infty_\mathcal{F}(0,T;\overline{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \to L^\infty_\mathcal{F}(0,T;\overline{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \) be the regular and singular decomposition operators and let \( \{m_{\ell}\}_{\ell \in \mathbb{N}} \subseteq \mathbb{Z}_+ \) be a diverging sequence, for each \( \ell \in \mathbb{N} \) let \( \{b_{\ell}(\varepsilon)\}_{\varepsilon > 0} \) be a map converging to zero as \( \varepsilon \to 0 \) and let \( \{k_{\ell}(\varepsilon,\varepsilon)\}_{\ell \in \mathbb{N}} \) be a diverging sequence as \( N \to +\infty \) such that the iterated limit
\[ \lim \lim \lim \lim Q^{N,\ell,0}_{\varepsilon} = Q^{\infty,\ell,0} \]
exists. Then
\[ \lim \lim \lim \lim \hat{D}_{\ell}Q^{N,\ell,0}_{\varepsilon} = \hat{D}_{\ell}Q^{\infty,\ell,0} \]
and
\[ \lim \lim \lim \lim D^\perp_{\varepsilon}Q^{N,\ell,0}_{\varepsilon} = D^\perp_{\varepsilon}Q^{\infty,\ell,0}. \]

**Proof** The claim follows by the same arguments in the proof of Proposition 5.5 by using the relations (128) in place of the relations (118) and (120) and is omitted.

### 5.2 The one-block estimate

For any asymptotically linear cylinder map \( \Psi : \mathbb{M}_{\ell}^{\infty} \to \mathbb{R} \) we set \( A^{N,\ell}_{\Psi} := \Psi^\ell - \overline{\nu}(\eta^\ell(0)). \) Then in order to prove the one-block estimate we have to show that for all \( H \in L^1(0,T;C(\mathbb{T}^d)) \)
\[ \limsup_{\ell,N \to +\infty} \mathbb{E}^N \left| \int_0^T \frac{1}{N} \sum_{x \in \mathbb{T}^d_N} H_t(x) \tau_x A^{N,\ell}_{\Psi}(\eta_t) \, dt \right| = 0. \]

We will first reduce the case of asymptotically linear cylinder maps to sublinear cylinder maps. So let \( \Psi : \mathbb{M}_{\ell}^{\infty} \to \mathbb{R} \) be an asymptotically linear cylinder map with support \( J = J_\Psi \subseteq \mathbb{Z}^d \) and gradient \( \nabla \Psi(\infty) \in \mathbb{R}^d \) at infinity. Then, denoting by \( \eta^\ell : \mathbb{M}_{\ell}^{\infty} \to \mathbb{Z}^d \) the natural projection, the function \( \Psi_0 = \Psi - \langle \nabla \Psi(\infty), \eta^\ell \rangle \) is sublinear and \( \Psi = \Psi_0 + \langle \nabla \Psi(\infty), \eta^\ell \rangle \). For each \( \ell \in \mathbb{Z}_+ \)
\[ \Psi^\ell = \frac{1}{\ell^d} \sum_{|x| \leq \ell} \eta^\ell \Psi = \Psi_0^\ell + \langle \nabla \Psi(\infty), \eta^\ell \rangle = \Psi_0^\ell + \langle \nabla \Psi(\infty), \eta^\ell \rangle \]
where \( \eta^\ell \) is defined coordinate-wise, i.e. \( \eta^\ell_j = (\eta^\ell(x))_{x \in J}. \) Furthermore for all \( \rho \in [0,\rho_c] \cap \mathbb{R}_+ \)
\[ \hat{\Psi}(\rho) = \hat{\Psi}_0(\rho) + \int \langle \nabla \Psi(\infty), \eta^\ell \rangle \, d\nu^\infty_{\rho} = \hat{\Psi}_0(\rho) + \rho(\nabla \Psi(\infty), \mathbb{I}_J) \]
where \( \mathbb{I}_J \cong (1,\ldots,1) \in \mathbb{R}^d \) and thus
\[ \hat{\Psi}(\rho) = \hat{\Psi}_0(\rho \cap \rho_c) + (\rho - \rho_c)^+ \langle \nabla \Psi(\infty), \mathbb{I}_J \rangle \]
\[ = \hat{\Psi}_0(\rho \cap \rho_c) + (\rho - \rho_c) \langle \nabla \Psi(\infty), \mathbb{I}_J \rangle + (\rho - \rho_c)^+ \langle \nabla \Psi(\infty), \mathbb{I}_J \rangle \]
\[ = \hat{\Psi}_0(\rho) + \rho(\nabla \Psi(\infty), \mathbb{I}_J). \]

Therefore \( A^\ell_{\Psi} = A^\ell_{\Psi_0} + \langle a, \eta^\ell \rangle - \eta^\ell(0) \langle a, \mathbb{I}_J \rangle \) and thus in order to reduce the case of asymptotically linear cylinder functions to sublinear functions it suffices to show that
\[ \limsup_{\ell,N \to +\infty} \mathbb{E}^N \left| \int_0^T \frac{1}{N} \sum_{x \in \mathbb{T}^d_N} H_t(x) \tau_x (\langle a, \eta^\ell_j \rangle - \eta^\ell(0) \langle a, \mathbb{I}_J \rangle)(\eta_t) \, dt \right| = 0 \]
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for all $H \in L^1(0,T;C(\mathbb{T}^d))$, $J \subseteq \mathbb{Z}^d$ and $a \in \mathbb{R}^d$. Since

$$
(a, \eta_{j}^\ell) - \eta_j^\ell(0)(a, 1_J) (\eta_k) = \sum_{z \in J} a_z \eta_j^\ell(z) - \eta_k(z) \sum_{z \in J} a_z
$$

the time integrand in $(131)$ is equal to

$$
I_t^{N,\ell,H,a}(\eta) := \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} H_t \left( \frac{x}{N} \right) \sum_{z \in J} a_z \left\{ \eta_j^\ell(x + z) - \eta_k^\ell(x) \right\}.
$$

$$
= \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \sum_{z \in J} a_z \left\{ H_t \left( \frac{x - z}{N} \right) - H_t \left( \frac{x}{N} \right) \right\} \eta_k^\ell(x).
$$

Since $H \in L^1(0,T;C(\mathbb{T}^d))$, given $\varepsilon > 0$, there exists a function $\tilde{\delta}_\varepsilon \in L^\infty(0,T)$ depending on $H$ such that $\tilde{\delta}_\varepsilon(t) > 0$ for almost all $t \in [0,T]$ and

$$
d_{\mathbb{T}^d}(u,v) < \delta_\varepsilon(t) \implies |H_t(u) - H_t(v)| < \varepsilon, \text{ a.s. } t \in [0,T].
$$

Furthermore since $\|H\|_{\infty} \in L^1(0,T)$ for each $\ell \in \mathbb{Z}_+$ there exists $\delta_\varepsilon > 0$ such that

$$
\mathcal{L}_{(0,T)}(E) < \delta_\varepsilon \implies \int_E \|H_t\|_{\infty} \, dt < \ell^{-1}.
$$

Since $\mathcal{L}_{(0,T)}(\{\delta_{\ell-1}() = 0\}) = 0$ for all $\ell \in \mathbb{Z}_+$, for each $\ell \in \mathbb{Z}_+$ there exists $k_\ell \in \mathbb{N}$ such that $\mathcal{L}_{(0,T)}(\{\delta_{\ell-1}() < k_\ell^{-1}\}) < \delta_\varepsilon$. Then for all $N, \ell$

$$
\left| \int_{\{\delta_{\ell-1}() < k_\ell^{-1}\}} I_t^{N,\ell,H,a} \, dt \right| \leq 2|a| \int_{\{\delta_{\ell-1}() < k_\ell^{-1}\}} \|H_t\|_{\infty} \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \eta_j^\ell(x) \, dt
$$

$$
\overset{P^N-\text{a.s.}}{\leq} 2|a| \int_{\{\delta_{\ell-1}() < k_\ell^{-1}\}} \|H_t\|_{\infty} \, dt
$$

$$
\leq 2|a| \ell^{-1} \int_{\{\delta_{\ell-1}() < k_\ell^{-1}\}} \mathcal{L}_{(0,T)}(\{\delta_{\ell-1}() < k_\ell^{-1}\}).
$$

(132)

On the other hand, setting $b := \sup_{z \in J} |z| < +\infty$ for each $\ell \in \mathbb{Z}_+$ we can choose $N_\ell \in \mathbb{N}$ such that $b/N < k_\ell^{-1}$ for all $N \geq N_\ell$ and then for all $\ell \in \mathbb{Z}_+$, $N \geq N_\ell$

$$
\left| \int_{\{\delta_{\ell-1}() \geq k_\ell^{-1}\}} I_t^{N,\ell,H,a} \, dt \right| \leq \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \sum_{z \in J} |a_z| \left| H_t \left( \frac{x - z}{N} \right) - H_t \left( \frac{x}{N} \right) \right| \eta_j^\ell(x) \, dt
$$

$$
\leq |a| \ell^{-1} \int_{\{\delta_{\ell-1}() \geq k_\ell^{-1}\}} \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \eta_j^\ell(x) \, dt
$$

$$
\overset{P^N-\text{a.s.}}{=} |a| \ell^{-1} \pi_N^\ell(1) \mathcal{L}_{(0,T)}(\{\delta_{\ell-1}() \geq k_\ell^{-1}\}).
$$

(133)

It follows by $(132)$ and $(133)$ that for each $\ell \in \mathbb{Z}_+$ and all $N \geq N_\ell$

$$
\mathbb{E} \left[ \int_0^T I_t^{N,\ell,H,a} \, dt \right] \leq 2|a| \ell^{-1} \mathbb{E} \left[ \pi_N^\ell(1) \right] = 2|a| \ell^{-1} \int (1, \pi_N^\ell) \, d\mu_0^N.
$$

Therefore by the $O(N^d)$-entropy assumption and Lemma 5.5.4

$$
\lim_{N \to +\infty} \limsup \mathbb{E} \left[ \int_0^T I_t^{N,\ell,H,a} \, dt \right] = 0.
$$

Then, since by Lemma 5.5.3 the one-block estimate holds for sublinear cylinder functions in the case of weakly condensing ZRPs, the one-block estimate follows for weakly condensing ZRPs.
and in order to prove the one-block estimate for condensing ZRPs it suffices to extend the one-block estimate for condensing ZRPs in [28] to sublinear cylinder maps.

We proceed now with the proof of the one-block estimate for sublinear cylinder maps in the case of condensing ZRPs. This is based on the following consequence of the equivalence of ensembles. In fact since we have reduced the one-block estimate to sublinear cylinder functions we need the next result only for sublinear maps. We state for the more general case of asymptotically linear cylinder maps \( \Psi \) to elucidate the definition of the associated extended homologue \( \hat{\Psi} \).

**Lemma 5.3** (Super-critical equivalence of ensembles) Let \( \Psi : \mathbb{M}_d^\infty \to \mathbb{R} \) be an asymptotically linear cylinder map with support \( J_\Psi \subseteq \mathbb{Z}^d \) and slope \( \nabla \Psi(\infty) \in \mathbb{R}^d \) at infinity. Then

\[
\lim_{N,K \to +\infty} \int_{K/N^d \to \rho} \Psi d\nu_{N,K} = \int \Psi d\nu_{\rho^\infty_{\rho,\rho_c}} + (\nabla \Psi(\infty), I_{J_\Psi})(\rho - \rho_c) = \Psi(\rho), \quad \rho \geq 0.
\]

**Proof** By [21] we know that the claim holds when \( \Psi \) is bounded. First we will show by a truncation argument that it also holds for sublinear cylinder functions. So let \( \Psi \) be a cylindric sublinear map with support \( J \subseteq \mathbb{Z}^d \) and let \( \Psi_J : \mathbb{Z}_+^d \to \mathbb{R} \) be such that \( \Psi = \Psi_J(\eta_J) \) and

\[
\lim_{|\eta_J|_1 \to +\infty} \frac{\left| \Psi_J(\eta_J) \right|}{|\eta_J|_1} = 0.
\]

Since \( \Psi_J \) is sublinear there exists a constant \( C_\Psi < +\infty \) such that \( |\Psi| \leq C_\Psi (1 + |\eta_J|_1) \). Thus since \( \nu^1_J \) has exponential moments for \( \rho \in [0, \rho_c) \) and \( \nu^1_{\rho_c} \) has finite moments whenever \( \rho_c < +\infty \) it follows that \( \Psi_{J} \in \cap_{\rho \in [0,\rho_c]} \cap_{K} L^1(\mathbb{Z}_+^d, \nu_\rho^1) \).

For each \( \delta > 0 \) we pick \( K_\delta > 0 \) such that \( |\Psi_J(\eta_J)| < \delta |\eta_J|_1 \) for all \( \eta \in \mathbb{M}_d^\infty \) with \( |\eta_J|_1 > K_\delta \) and \( K_\delta \to +\infty \) as \( \delta \to 0 \), and decompose \( \Psi_J \) as \( \Psi_J = \Psi^<_{J,\delta} + \Psi^>_{J,\delta} \) where \( \Psi^<_{J,\delta} := \Psi_J \mathbb{1}_{[0,K_\delta]}(1 \cdot |1|) \) and \( \Psi^>_{J,\delta} := \Psi_J \mathbb{1}_{(K_\delta, +\infty]}(1 \cdot |1|) \). Thus \( \Psi = \Psi^<_{J,\delta}(\eta_J) + \Psi^>_{J,\delta}(\eta_J) =: \Psi^<_{\delta} + \Psi^>_{\delta} \) so that \( |\Psi - \Psi^<_{\delta}| = |\Psi^>_{\delta}| < \delta |\eta_J|_1 \), and all \( N \in \mathbb{N} \) large enough so that \( J \subseteq \mathbb{T}^d_N \)

\[
-K \frac{\delta(J) \delta^2_{\delta} K}{N^d} + \int \Psi_{\delta} d\nu_{N,K} \leq \int h d\nu_{N,K} \leq \int \Psi_{\delta} d\nu_{N,K} + \delta(J) \frac{K}{N^d}.
\]

By its definition the map \( \Psi_{J,\delta} \) is bounded for each \( \delta > 0 \) and therefore

\[
\lim_{N,K \to +\infty, K/N^d \to \rho} \int \Psi_{\delta} d\nu_{N,K} = \int \Psi_{\delta} d\nu_{\rho^\infty_{\rho,\rho_c}}.
\]

Thus for each fixed \( \delta > 0 \)

\[
-K \delta^2 J + \int \Psi_{\delta} d\nu^1_{\rho^\infty_{\rho,\rho_c}} \leq \liminf_{N,K \to +\infty} \int \Psi d\nu_{N,K} \leq \limsup_{N,K \to +\infty} \int \Psi d\nu_{N,K}
\]

\[
\leq \int \Psi_{\delta} d\nu^1_{\rho^\infty_{\rho,\rho_c}} + \delta^2 J
\]

and passing to the limit as \( \delta \to 0 \) we obtain

\[
\liminf_{\delta \to 0} \int \Psi_{\delta} d\nu^\infty_{\rho^\infty_{\rho,\rho_c}} \leq \liminf_{N,K \to +\infty} \int h d\nu_{N,K} \leq \limsup_{N,K \to +\infty} \int \Psi d\nu_{N,K}
\]

\[
\leq \limsup_{\delta \to 0} \int \Psi_{\delta} d\nu^\infty_{\rho^\infty_{\rho,\rho_c}}.
\]

Now, \( \int \Psi_{\delta} d\nu^\infty_{\rho^\infty_{\rho,\rho_c}} = \int \Psi_{J,\delta} d\nu^\infty_{\rho^\infty_{\rho,\rho_c}} \) and \( |\Psi_{J,\delta}| \leq |\Psi_J| \in L^1(\nu^\infty_{\rho^\infty_{\rho,\rho_c}}) \), and therefore since \( \Psi_{J,\delta} \to \Psi_J \) pointwise as \( \delta \to 0 \) it follows by the dominated convergence theorem that

\[
\lim_{\delta \to 0} \int \Psi_{\delta} d\nu^\infty_{\rho^\infty_{\rho,\rho_c}} = \int \Psi d\nu^\infty_{\rho^\infty_{\rho,\rho_c}}
\]
The claim for sublinear cylinder functions follows by this limit and \((134)\).

We suppose next that the cylinder map \(\Psi\) is asymptotically linear. Then with \(J = J_\Phi\) being the support of \(\Psi\)
\[
\Psi = \Psi_J(\eta^J) = (\Psi_J(\eta^J) - \langle \nabla \Psi(\infty), \eta^J \rangle) + \langle \nabla \Psi(\infty), \eta^J \rangle := \Psi_{J,0} + \langle \nabla \Psi(\infty), \eta^J \rangle
\]
with \(\Psi_{J,0}\) being a sublinear cylinder map. Therefore
\[
\lim_{N,K \to +\infty} \int \Psi \, d\nu_{N,K} = \lim_{N,K \to +\infty} \int \langle \nabla \Psi_J(\infty), \eta^J \rangle \, d\nu_{N,K}
\]
\[
= \Psi_{0,J}(\rho \wedge \rho_c) + \sum_{x \in J} \partial_x \Psi(\infty) \lim_{N,K \to +\infty} \int \eta(x) \, d\nu_{N,K}
\]
\[
= \tilde{\Psi}(\rho \wedge \rho_c) - \langle \nabla \Psi(\infty), \mathbb{1}_J \rangle (\rho \wedge \rho_c) + \langle \nabla \Psi(\infty), \mathbb{1}_J \rangle \rho
\]
\[
= \tilde{\Psi}(\rho \wedge \rho_c) + \langle \nabla \Psi(\infty), \mathbb{1}_J \rangle (\rho - \rho_c)^+ = \tilde{\Psi}(\rho),
\]
which completes the proof of the lemma. \(\square\)

**Lemma 5.4** (Uniform \(L^1\) Law of Large numbers) Let \(\mathcal{P}\) be a family of probability measures on a measurable space \((\Omega, \mathcal{F})\) and let \((X_i)_{i \in \mathbb{N}}\) be a sequence of random variables that is i.i.d. with respect to all \(P \in \mathcal{P}\). We denote by \(\mathbb{E}_P\) the expectation with respect to \(P \in \mathcal{P}\) and set \(\mu_P := \mathbb{E}_P X_1\). If \(X_1\) is \(\mathcal{P}\)-uniformly integrable, i.e. \(\lim_{M \to +\infty} \sup_{P \in \mathcal{P}} \mathbb{E}_P(\|X_1\| \mathbb{1}_{\{|X_1| > M\}}) = 0\) then
\[
\lim_{n \to +\infty} \sup_{P \in \mathcal{P}} \mathbb{E}_P \left| \frac{1}{n} \sum_{i=1}^n X_i - \mu_P \right| = 0.
\]

**Proof** The claim obviously holds if the \(X_i\)'s have uniformly bounded variance, i.e. if
\[
\sup_{P \in \mathcal{P}} \mathbb{E}_P |X_1 - \mu_P|^2 < +\infty.
\]
The claim then follows by a truncation argument. For each \(M > 0\) set \(X_i^M := X_i \mathbb{1}_{\{|X_i| \leq M\}}, \tilde{X}_i^M := \tilde{X}_i \mathbb{1}_{\{|X_i| > M\}}\) and \(\mu^M_P := \mathbb{E}_P X_i^M, \tilde{\mu}^M_P := \mathbb{E}_P \tilde{X}_i^M\). Then \(X_i = X_i^M + \tilde{X}_i^M\) and \(\mu_P = \mu_P + \tilde{\mu}^M_P\) for each \(M > 0\) and therefore
\[
\mathbb{E}_P \left| \frac{1}{n} \sum_{i=1}^n X_i - \mu_P \right| \leq \mathbb{E}_P \left| \frac{1}{n} \sum_{i=1}^n X_i^M - \mu^M_P \right| + \mathbb{E}_P \left| \frac{1}{n} \sum_{i=1}^n \tilde{X}_i^M - \tilde{\mu}^M_P \right|.
\]
The random variables \(X_i^M\) have obviously uniformly bounded variance for each \(M > 0\) and thus
\[
\limsup_{n \to +\infty} \sup_{P \in \mathcal{P}} \mathbb{E}_P \left| \frac{1}{n} \sum_{i=1}^n X_i - \mu_P \right| \leq \limsup_{n \to +\infty} \sup_{P \in \mathcal{P}} \mathbb{E}_P \left| \frac{1}{n} \sum_{i=1}^n X_i^M - \mu^M_P \right| \leq 2 \sup_{P \in \mathcal{P}} \mathbb{E}_P (\|X_1\| \mathbb{1}_{\{|X_1| > M\}}) \xrightarrow{M \to +\infty} 0,
\]
by the \(\mathcal{P}\)-uniform integrability of the \(X_i\)'s. \(\square\)

Using these two lemmas we can extend the one-block estimate of condensing ZRPs to sublinear cylinder maps. As shown in [24] [Section 5.2] whenever the sequence \(\{\mu^N_P\}\) satisfies the \(O(N^d)\)-entropy assumption with respect to some equilibrium state \(\{\nu^N_\rho\}, \rho \in (0, \rho_c)\) with constant \(C_0 = C_0(\rho_*)\) then entropy and normalized Dirichlet form of the density \(\bar{f}^N_T := \frac{d\mu^N_T}{d\nu^N_\rho}\) of the time averaged law \(\bar{\mu}^N_T := \frac{1}{T} \int_0^T \mu^N_t \, dt\) with respect to \(\nu^N_\rho\) satisfy the bounds
\[
H_N(\bar{f}^N_T) \leq C(\rho_*) N^d \quad \text{and} \quad D_N(\bar{f}^N_T) \leq \frac{C(\rho_*)}{2T} N^{d-2}
\]
\[(135)\]
Here the supremum is taken among all densities \( f \in L^1(\nu^N_\rho^c) \), we have set \( H_N(f) := \mathcal{H}(f \, \ud \nu^N_\rho^c) \) for all \( f \in L^1(\nu^N_\rho^c) \) and the renormalized Dirichlet form \( D_N : L^2(\nu^N_\rho^c) \to [0, +\infty] \) is given by \( D_N(f) = \mathcal{D}_N(\sqrt{f}) \) where \( \mathcal{D}_N : L^2(\nu_\rho^c) \to [0, +\infty] \) is the Dirichlet form associated to the generator \( L_N \).

\[
\mathcal{D}_N(f) := - \int f L_N f \, \ud \nu^c_\rho = \frac{1}{2} \sum_{\eta \in \mathcal{M}^d_{x,y}} \sum_{x,y \in T^d_n} \left( \frac{f(y) - f(y)}{\Psi(y,x)} \right)^2 \mathbf{1}_{x=x} \mathbf{1}_{y=y}.
\]

Via these estimates the one-block estimate is reduced to proving that

\[
\limsup_{\ell \to \infty} \limsup_{N \to \infty} \sup_{H_N(f) \leq C_0} \int \frac{1}{\mathcal{N}_d} \sum_{x \in \mathcal{T}_N^d} \tau_x V^\ell \Psi \, \ud \nu^N_\rho^c \leq 0, \quad \forall \; C_0 > 0,
\]

(136)

Since the cylinder map is assumed here to be sublinear one can follows that steps 1 to 5 in [21] Sect. 5.4.1 to further reduce the one-block estimate to showing that for all constants \( C_1 > 0, \)

\[
\limsup_{\ell \to +\infty} \max_{K | K \leq (2\ell + 1)^C_1} \int V^\ell \, \ud \nu^2_{\ell+1,K} = 0,
\]

(137)

where the canonical measure \( \nu^2_{\ell+1,K} \) is considered as a measure on \( \mathcal{M}^d \) by identifying the cube \( \Lambda^\ell_{\ell+1,K} := \{ x \in \mathbb{Z}^d, |x| \leq \ell \} \subseteq \mathbb{Z}^d \) with \( \mathbb{T}^d_{\ell+1} \). By fixing a positive integer \( k \) which will tend to infinity after taking the limit as \( \ell \to +\infty \), and decomposing the cube \( \Lambda^\ell_k \) in smaller cubes of side-length \( 2k + 1 \), the one-block estimate is reduced to showing that

\[
\lim_{k \to \infty} \lim_{m \to \infty} S(m,k) = 0,
\]

(138)

where \( S(m,k) \) denotes the supremum

\[
S(m,k) := \sup_{\ell \geq m} \sup_{K \leq (2\ell + 1)C_1} \int \left| \frac{1}{(2k + 1)^d} \sum_{|x| \leq k} \tau_x \Psi - \Psi \left( \frac{K}{(2\ell + 1)^d} \right) \right| \, \ud \nu^2_{\ell+1,K}.
\]

For each fixed \( (m,k) \in \mathbb{N} \times \mathbb{N} \), we pick a sequence \( \{ (\ell^m_n, K^m_n) \}_{n \in \mathbb{N}} \) such that \( \ell^m_n \geq m \) and \( K^m_n \leq (2\ell^m_n + 1)^d C_1 \) for all \( n \in \mathbb{N} \) that achieves the supremum, i.e. such that

\[
S(m,k) = \lim_{n \to \infty} \int \left| \frac{1}{(2k + 1)^d} \sum_{|x| \leq k} \tau_x \Psi - \Psi \left( \frac{K^m_n}{(2\ell^m_n + 1)^d} \right) \right| \, \ud \nu^2_{\ell^m_n+1,K^m_n}.
\]

Since the sequence \( \{ r^m_n \}_{n \in \mathbb{N}} \) defined by

\[
r^m_n := \frac{K^m_n}{(2\ell^m_n + 1)^d}, \quad n \in \mathbb{N},
\]

is contained in the interval \([0, C_1]\), for each fixed \( (m,k) \in \mathbb{N} \times \mathbb{N} \), we can pick a sequence \( \{ n_j \}_{j \in \mathbb{N}} := \{ n^m_j \} \) such that \( r^m_{n_j} \) converges to some \( r^m_k \in [0, C_1] \) as \( j \to \infty \). Since we assume that \( \Psi \) is sublinear, it follows by the equivalence of ensembles that

\[
S(m,k) = \int \left| \frac{1}{(2k + 1)^d} \sum_{|x| \leq k} \tau_x \Psi - \Psi \left( r^m_k \right) \right| \, \ud \nu^\infty_{r^m_k \land \rho_\ell^c}.
\]

Furthermore \( r^m_k \) is also contained in \([0, C_1]\) and thus we can choose for each \( k \in \mathbb{N} \) a sequence \( \{ m^k_j \}_{j \in \mathbb{N}} \equiv \{ m^k_j \} \) such that \( \{ r^{m^k_j} \}_{j \in \mathbb{N}} \) converges to some \( r^k \in [0, C_1] \). Then \( \lim_{j \to \infty} r^{m^k_j} \land \rho_\ell^c = r^k \land \rho_\ell^c \) and since the grand canonical ensemble \( (\nu^\infty_{r^k \land \rho_\ell^c})_{\rho_\ell^c \geq 0} \subseteq \mathcal{P}_1 \mathcal{M}^d \) is continuous in the Wasserstein topology of 1-st order and \( \Psi \) is sublinear

\[
\lim_{m \to \infty} S(m,k) = \int \left| \frac{1}{(2k + 1)^d} \sum_{|x| \leq k} \tau_x \Psi - \Psi \left( r^k \land \rho_\ell^c \right) \right| \, \ud \nu^\infty_{r^k \land \rho_\ell^c}.
\]
Therefore
\[
\limsup_{k \to +\infty} \limsup_{m \to +\infty} m^{-1} S(m, k) \leq \limsup_{k \to +\infty} \sup_{\rho \in [0, \rho_c]} \int \frac{1}{(2k + 1)^d} \sum_{|x| \leq k} \tau_x \Psi - \tilde{\Psi}(\rho) \, d\nu^\infty_\rho.
\]

Now let \( \ell_\Psi \) be the smallest integer \( \ell \in \mathbb{Z}_+ \) such that \( J_\Psi \subseteq \Lambda^d_\ell \) and set
\[
E^k_x := x + (2\ell_\Psi + 1) \mathbb{Z}^d \cap \Lambda^d_\ell, \quad x \in \Lambda^d_\ell.
\]
Then the sets \( E^k_x \), \( x \in \Lambda^d_\ell \) are disjoint and the cube \( \Lambda^d_k \) is equal to the disjoint union
\[
\Lambda^d_k = \bigcup_{x \in \Lambda^d_\ell} E^k_x.
\]
Since \( k \) is an arbitrary parameter that is introduced by splitting a larger cube of radius \( \ell \) into smaller ones of radius \( k \) and \( k \) tends to infinity after \( \ell \) is sent to infinity, we can assume without loss of generality that \( 2\ell_\Psi + 1 \) divides \( 2k + 1 \) so that
\[
\mathbb{Z}_x E^k_x = \frac{(2k + 1)^d}{(2\ell_\Psi + 1)^d} \in \mathbb{N}, \quad \forall x \in \Lambda^d_\ell.
\]
Then
\[
\frac{1}{(2k + 1)^d} \sum_{|x| \leq k} \tau_x \Psi - \tilde{\Psi}(\rho) = \frac{1}{(2\ell_\Psi + 1)^d} \sum_{x \in \Lambda^d_\ell} \frac{1}{\mathbb{Z}_x E^k_x} \sum_{y \in E^k_x} \tau_y \Psi
\]
and thus for each \( \rho \in [0, \rho_c] \)
\[
\frac{1}{(2k + 1)^d} \sum_{|x| \leq k} \tau_x \Psi - \tilde{\Psi}(\rho) = \frac{1}{(2\ell_\Psi + 1)^d} \sum_{x \in \Lambda^d_\ell} \frac{1}{\mathbb{Z}_x E^k_x} \sum_{y \in E^k_x} \tau_y \Psi - \tilde{\Psi}(\rho).
\]
Therefore
\[
\sup_{\rho \in [0, \rho_c]} \int \left| \frac{1}{(2k + 1)^d} \sum_{|x| \leq k} \tau_x \Psi - \tilde{\Psi}(\rho) \right| \, d\nu^\infty_\rho \leq \frac{1}{(2\ell_\Psi + 1)^d} \sup_{\rho \in [0, \rho_c]} \int \left| \frac{1}{\mathbb{Z}_x E^k_x} \sum_{y \in E^k_x} \tau_y \Psi - \tilde{\Psi}(\rho) \right| \, d\nu^\infty_\rho
\]
and thus in order to complete the proof of the one-block estimate it suffices to show that
\[
\limsup_{k \to +\infty} \sup_{\rho \in [0, \rho_c]} \int \left| \frac{1}{\mathbb{Z}_x E^k_x} \sum_{y \in E^k_x} \tau_y \Psi - \tilde{\Psi}(\rho) \right| \, d\nu^\infty_\rho = 0
\]
for each \( x \in \Lambda^d_\ell \). So let \( x \in \Lambda^d_\ell \). The random variables \( \{\tau_y \Psi\}_{y \in E^k_x} \) are independent and identically distributed and by the uniform \( L^1 \)-law of large numbers it suffices to show that \( \tau_x \Psi \) is \( \{\nu^\infty_\rho\}_{\rho \in [0, \rho_c]} \)-uniformly integrable. Since \( \Psi \) is sublinear it has at most linear growth and thus there exists a constant \( C \geq 0 \) such that \( \Psi \leq C(1 + |\eta^{J_\Psi}|_1) \). Then for each \( x \in E^k_x, \rho \in [0, \rho_c] \) and all \( M > 0 \)
\[
\int \left| \tau_x \Psi \right| \mathbb{1}_{\{|\tau_x \Psi| > M\}} \, d\nu^\infty_\rho = \int \tau_x \left| \Psi \right| \mathbb{1}_{\{|\Psi| > M\}} \, d\nu^\infty_\rho \leq \int \left| \Psi \right| \mathbb{1}_{\{|\Psi| > M\}} \, d\nu^\infty_\rho \leq C \int (1 + |\eta^{J_\Psi}|_1) \mathbb{1}_{\{|\eta^{J_\Psi}| > 1\}} \, d\nu^\infty_\rho(\eta).
\]
But the map \( \Psi_M : \mathbb{M}^d_{\infty} \to \mathbb{R} \) given by \( \Psi_M(\eta) = C(1 + |\eta^{J_\Psi}|_1) \mathbb{1}_{\{|\eta^{J_\Psi}| > M\}}(1 + |\eta^{J_\Psi}|_1) \) is increasing, i.e. \( \Psi_M(\eta) \leq \Psi_M(\zeta) \) whenever \( \eta(x) \leq \zeta(x) \) for all \( x \in \mathbb{Z}^d \) and by [24] Lemma 2.3.5 the grand...
canonical ensemble ensemble \( \{ \nu_{\rho}^1 \}_{\rho \in [0, \rho_c]} \) is a stochastically increasing function of the parameter \( \rho \in [0, \rho_c] \). Therefore
\[
\int |\tau_x \Psi| \mathbb{1}_{\{|\tau_x \Psi| > M\}} \, d\nu_{\rho}^\infty \leq \int \Psi_M \, d\nu_{\rho}^\infty \leq \int \Psi_M \, d\nu_{\rho_c}^\infty
\]
for all \( \rho \in [0, \rho_c] \) and thus
\[
\lim_{M \to +\infty} \sup_{\rho \in [0, \rho_c]} \int |\tau_x \Psi| \mathbb{1}_{\{|\tau_x \Psi| > M\}} \, d\nu_{\rho}^\infty \leq \lim_{M \to +\infty} \int \Psi_M \, d\nu_{\rho_c}^\infty = 0.
\]
This shows that we can apply the uniform \( L^1 \)-law of large numbers and completes the proof of \([15]\).

We prove next claim (b). In order to prove that the sequence of its marginals \( \{ Q_{N}^{J} \}_{(N, J) \in \mathbb{N} \times \mathbb{Z}_+} \) is relatively compact it suffices to show that the sequences of its marginals \( Q_{N,1}^{J} := \pi_L^N \rho P^N \) and \( Q_{N,2}^{J} := \sigma_{L}^N \Psi \rho P^N \), \( N \in \mathbb{N} \), are relatively compact. The relative compactness of \( \{ Q_{N,1}^{J} \}_{(N, J) \in \mathbb{N} \times \mathbb{Z}_+} \) has been proved in Proposition \([5,1]\). The relative compactness of \( \{ Q_{N,2}^{J} \} \) is proved in the following.

**Proposition 5.9** Let \( \Psi : \mathcal{M}^1_{\infty} \to \mathbb{R} \) be an asymptotically linear cylinder map. If the sequence of initial distributions has total mass bounded above in probability then the sequence of distributions \( Q_{N,2}^{J} := \sigma_{L}^N \Psi \rho P^N \in \mathcal{P} L^\infty(0, T ; M(\mathbb{T}^d)) \) is relatively compact.

**Proof** By the Prokhorov-Le Cam and Banach-Alaoglu theorems it suffices to show that
\[
\lim_{M \to +\infty} \sup_{N \in \mathbb{N}} Q_{N,2}^{J} \{ \| \sigma ||_{L^\infty(0, T ; M(\mathbb{T}^d))) > M \} = 0.
\]
Since in any case the cylinder map \( \Psi \) satisfies \( |\Psi| \leq C(1 + |\eta_J|) \) for some constant \( 0 < C < +\infty \) and some finite \( J \leq \mathbb{Z}^d \)
\[
\| \sigma_{L}^N \Psi ||_{L^\infty(0, T ; M(\mathbb{T}^d)))} = \sup_{\| f \|_{L^1(0, T ; M(\mathbb{T}^d))} \leq 1} \langle f, \sigma_{L}^N \Psi \rangle
\]
\[
= \sup_{\| f \|_{L^1(0, T ; M(\mathbb{T}^d))} \leq 1} \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} f_t \left( \frac{x}{N} \right) \tau_x \Psi(\eta_t) \, dt
\]
\[
\leq C \sup_{\| f \|_{L^1(0, T ; M(\mathbb{T}^d))} \leq 1} \int_0^T \| f_t \|_{\infty} \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \left( 1 + \sum_{y \in J} \tau_x \eta_t(y) \right) \, dt
\]
\[
P^N_{\text{a.s.}} C(1 + \| J \| (1, \pi_0^N)) \sup_{\| f \|_{L^1(0, T ; M(\mathbb{T}^d))} \leq 1} \int_0^T \| f_t \|_{\infty} \, dt \leq C(1 + \| J \| (1, \pi_0^N)).
\]
Therefore
\[
Q_{N,2}^{J} \{ \| \sigma ||_{L^\infty(0, T ; M(\mathbb{T}^d))) > M \} = P^N \{ \| \sigma_{L}^N \Psi ||_{L^\infty(0, T ; M(\mathbb{T}^d))) > M \}
\]
\[
\leq \mu_0^N \left\{ (1, \pi_0^N) > \frac{1}{2} \left( \frac{M}{C} - 1 \right) \right\}
\]
and thus the tightness of \( \{ Q_{N,2}^{J} \}_{N \in \mathbb{N}} \) follows by Lemma \([5,1]\). \( \square \)

We show next that \( \overline{\Psi} \in \mathcal{C}_1(\mathbb{R}_+) \) with \( \overline{\Psi}(\infty) = \langle \nabla \Psi(\infty), 1_J \rangle \). If the ZRP is strongly condensing this claim is obvious and thus we can assume that \( \rho_c = +\infty \). We will show first that if \( \Psi \) is sublinear then \( \overline{\Psi}(\infty) = 0 \). So let \( \varepsilon > 0 \). Since \( \Psi \) is sublinear there exists \( K_{\varepsilon} > 0 \) such that \( |\Psi(\eta)| < \varepsilon |\eta_J| \) whenever \( |\eta_J| > K_{\varepsilon} \). Then for all \( \rho > 0 \)
\[
\left| \frac{\overline{\Psi}(\rho)}{\rho} \right| \leq \frac{1}{\rho} \int \left| \overline{\Psi} \right| \, d\nu_{\rho}^\infty = \frac{1}{\rho} \int_{|\eta_J| \leq K_{\varepsilon}} |\Psi| \, d\nu_{\rho}^\infty + \frac{1}{\rho} \int_{|\eta_J| > K_{\varepsilon}} |\Psi| \, d\nu_{\rho}^\infty
\]
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and therefore since $|\Psi|$ is bounded on $\{|\eta_j|_1 \leq K_e\}$
\[
\limsup_{\rho \to +\infty} \left| \frac{\Psi(\rho)}{\rho} \right| \leq \limsup_{\rho \to +\infty} \left( \frac{1}{\rho} \int_{\{|\eta_j|_1 > K_e\}} |\Psi| \, d\nu^\infty_\rho \right).
\]
But
\[
\int_{\{|\eta_j|_1 > K_e\}} |\Psi| \, d\nu^\infty_\rho \leq \varepsilon \int |\eta_j|_1 \, d\nu^\infty_\rho = \varepsilon^\infty J \rho
\]
and therefore $\limsup_{\rho \to +\infty} \left| \frac{\Psi(\rho)}{\rho} \right| \leq \varepsilon^\infty J$ which since $\varepsilon > 0$ was arbitrary proves that $\overline{\Psi}(\infty) = 0$. Now if $\Psi$ is asymptotically linear it is of the form $\Psi = \Psi_0 + (\nabla \Psi(\infty), \eta_j)$ for some sublinear cylinder map $\Psi_0$ and $\overline{\Psi}(\rho) = \overline{\Psi}_0(\rho) + \rho(\nabla \Psi(\infty), \eta_j)$ and thus $\Psi(\infty) = \overline{\Psi}_0(\infty) + \nabla \Psi(\infty), \eta_j) = \nabla \Psi(\infty), \eta_j).

We prove finally (46). Since $L^1(0, T; C(\mathbb{T}^d))$ is separable it suffices to show that
\[
\mathcal{Q}_{\Psi} \{ \| G, \sigma - B_{\overline{\Psi}}(\pi) \| > \varepsilon \} = 0
\]
for all $G \in L^1(0, T; C(\mathbb{T}^d))$ and $\varepsilon > 0$. Since $\mathcal{Q}_{\Psi}$ is a limit point of $\{\mathcal{Q}_{\Psi}^{N,\ell}\}_{(N,\ell)}$ as $N \to +\infty$ and then $\ell \to +\infty$ there exist a sequence $\{m_\ell\}_{\ell \in \mathbb{N}} \subseteq \mathbb{Z}_+$ and diverging sequences $\{k_\ell(N)\}_{N \in \mathbb{N}} \subseteq \mathbb{N}$, $\ell \in \mathbb{Z}_+$ such that
\[
\mathcal{Q}_{\Psi} = \lim_{\ell \to +\infty} \lim_{N \to +\infty} \mathcal{Q}_{\Psi}^{(N),m_\ell}.
\]
Since the map $B_{\overline{\Psi}}$ is $w^*$-continuous the set $\{ \| G, \sigma - B_{\overline{\Psi}}(\pi) \| > \varepsilon \}$ is open and thus by the portmanteau theorem
\[
\mathcal{Q}_{\Psi} \{ \| G, \sigma - B_{\overline{\Psi}}(\pi) \| > \varepsilon \} \leq \liminf_{\ell \to +\infty} \liminf_{N \to +\infty} \mathcal{Q}_{\Psi}^{N,\ell} \{ \| G, \sigma - B_{\overline{\Psi}}(\pi) \| > \varepsilon \} \leq \limsup_{\ell \to +\infty} \limsup_{N \to +\infty} \mathcal{Q}_{\Psi}^{N,\ell} \{ \| G, \sigma - B_{\overline{\Psi}}(\pi) \| > \varepsilon \} = \limsup_{\ell \to +\infty} \limsup_{N \to +\infty} P^{N,\ell} \{ \| G, \sigma^N, \pi - B_{\overline{\Psi}}(\pi^N) \| > \varepsilon \}.
\]
Since
\[
\langle G, B_{\overline{\Psi}}(\pi^N,\ell) \rangle = \langle G(U) \Psi(\Lambda), \pi^N,\ell \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} G_t \left( \frac{x}{N} \right) \Psi(\eta_t^N(x)) \, dt
\]
the claim follows by (a). \hfill \Box

### 5.3 The continuity equation

In order to prove the relative sequential compactness of the sequence $\{Q^N\}_{N \in \mathbb{N}}$ it suffices show that each one of the sequences of its marginals on the spaces $D(0, T; M_+(\mathbb{T}^d)), L^\infty_{\rho}(0, T; X^1(\mathbb{T}^d)^*)$ and $L^\infty_{\rho}(0, T; \mathcal{M}(\mathbb{T}^d))$ is relatively compact. The proof is based on the analysis of the martingales associated to the ZRP via the martingale problem, in the spirit of the Guo-Papanikolaou-Varadhan approach [20] to proving hydrodynamic limits.

For any Banach space we denote by $C^1(0, T; X)$ the space of all continuous curves $F: [0, T] \to X$ such that there exists a continuous map $\partial F: [0, T] \to X$ such that
\[
\lim_{h \to 0} \frac{\| F_{t+h} - F_t - h \partial F(t) \|}{h} = 0.
\]
For any initial distribution $\mu_0^N \in \mathcal{P}_2 \mathcal{M}_N$ ($\mu_0^N \in \mathcal{P}_1 \mathcal{M}_N$ if the jump rate $\sigma$ is bounded) and any $G \in C^1(0, T; C(\mathbb{T}^d))$, the real process
\[
A_t^{G} := \langle G_t, \pi_t^N \rangle - \langle G_0, \pi_0^N \rangle - \int_0^t (\partial_s + L^N)(G_s, \pi^N)(\eta^N_s) \, ds, \quad t \geq 0,
\]
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defined on the filtered probability space \((D(\mathbb{R}_+, \mathcal{M}_t^n), (\mathcal{F}_t^N)_{t \geq 0}, P^N)\) is a martingale, where \((\mathcal{F}_t^N)\) is the minimal right continuous filtration to which the ZRP is adapted and \(P^N\) is the distribution of the ZRP starting from \(\mu_0^N\).

By the definition of the generator \(L^N\) of the ZRP for any function \(G \in C(\mathbb{T}^d)\)

\[
L^N(G, \pi^N)(\eta) = \frac{1}{N^{d-2}} \sum_{j=1}^d \sum_{x \in \mathbb{T}_N^d} \left[ G\left(\frac{x + e_j}{N}\right) + G\left(\frac{x - e_j}{N}\right) - 2G\left(\frac{x}{N}\right) \right] g(\eta(x))
\]

where \(W_{x,x+e_j}(\eta) = g(\eta(x)) - g(\eta(x + e_j))\) is the current along the bond \(x, x + e_j\). Since \(\partial(\partial G, \pi^N) = \langle \partial G, \pi^N \rangle\), the martingale \(A^{N,G}\) can be written in more detail as

\[
A_t^{N,G} = \langle G_t, \pi^N \rangle - \langle G_0, \pi^N \rangle - \int_0^t \langle \partial G_s, \pi^N_s \rangle ds - \int_0^t \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \Delta^N G_s\left(\frac{x}{N}\right) g(\eta_s(x)) ds
\]

where for any function \(G: \mathbb{T}^d \to \mathbb{R}\) we denote by \(\Delta^N G: \mathbb{T}^d \to \mathbb{R}\) the discrete Laplacian

\[
\Delta^N G(u) := N^2 \sum_{j=1}^d \left[ G\left(u + \frac{e_j}{N}\right) + G\left(u - \frac{e_j}{N}\right) - 2G(u) \right], \quad u \in \mathbb{T}^d
\]

and by

\[
\partial_{x_j}^N G(u) := N \left[ G\left(u + \frac{e_j}{N}\right) - G(u) \right], \quad u \in \mathbb{T}^d
\]

the discrete right \(j\)-th partial derivative. Therefore in terms of the empirical jump rate process \(\sigma^N\) and the empirical current process \(W^N\) we can write the martingale \(A^{N,G}\) as

\[
A_t^{N,G} = \langle G_t, \pi^N \rangle - \langle G_0, \pi^N \rangle - \int_0^t \left[ \langle \partial G_s, \pi^N_s \rangle + \Delta^N G_s, \pi^N_s \right] ds
\]

where here \(\nabla^N G(u) := \sum_{j=1}^d \partial_{x_j}^N G(u) e_j\) is the discrete right gradient.

As long as the initial sequence \(\{\mu^N_0\}\) of initial distributions satisfies \(\mu^N_0 \in \mathbb{P}_2 \mathcal{M}_N^d\) (\(\mu^N_0 \in \mathbb{P}_1 \mathcal{M}_N^d\)

if \(g\) is bounded) the martingale \(A^{N,G}\) is integrable and its quadratic variation is given by

\[
\langle A^{N,G} \rangle_t = \int_0^t \left\{ L^N(G_s, \pi^N_s)^2(\eta_s) - 2G_s(\pi^N_s) L^N(G_s, \pi^N_s)(\eta_s) \right\} ds
\]

where

\[
L^N_{x,y} := \sum_{j=1}^d \left[ G_s\left(\frac{y + e_j}{N}\right) - G_s\left(\frac{x + e_j}{N}\right) \right] g(\eta_s(x)) p(x, y) ds
\]

**Lemma 5.5** The martingale \((A_t^{N,G})_{t \geq 0}\) defined in (141) is asymptotically negligible, i.e. for all \(\delta > 0\)

\[
\lim_{N \to +\infty} \mathbb{P}^N \left\{ \sup_{0 \leq t \leq T} |A_t^{N,G}| \geq \delta \right\} = 0.
\]
\textbf{Proof} Let $\delta > 0$. By the Chebyshev and the Burkholder-Davis-Gundy inequality \cite[Section IV.4]{B-D-G} (which also holds for càdlàg martingales for $p \geq 1$) there exists a constant $C < +\infty$ such that

$$P_N \left\{ \sup_{0 \leq t \leq T} |A_t^{N,G}| \geq \delta \right\} \leq \frac{1}{\delta^2} E_N \left( \sup_{0 \leq t \leq T} |A_t^{N,G}|^2 \right) \leq \frac{C}{\delta^2} E_N \langle A^{N,G} \rangle_T,$$

where $\langle A^{N,G} \rangle$ denotes the quadratic variation of the martingale $A^{N,G}$. But by the formula of the quadratic variation $\langle A^{N,G} \rangle$, the mean value theorem and the conservation of particles, we have for all $0 \leq s \leq t \leq T$

$$\langle A^{N,G} \rangle_t - \langle A^{N,G} \rangle_s = \frac{1}{N^{2d-2}} \int_s^t \sum_{x,y \in \mathbb{T}_N^d} \left[ G_r \left( \frac{y}{N} \right) - G_r \left( \frac{x}{N} \right) \right]^2 g(\eta_r(x)) p(x,y) \, dr$$

\leq \frac{\|\nabla G\|_{C(\mathbb{R}^d \times \mathbb{T}^d)}}{N^{2d}} \int_s^t \sum_{x,y \in \mathbb{T}_N^d} |x-y|^2 g(\eta_r(x)) p(x,y) \, dr

\leq \frac{\|\nabla G\|_{C(\mathbb{R}^d \times \mathbb{T}^d)}}{N^{2d}} \int_s^t \sum_{x,z \in \mathbb{T}_N^d} |z|^2 p(z) \eta_r(x) \, dr

= \frac{2d \|\nabla G\|_{C(\mathbb{R}^d \times \mathbb{T}^d)}}{N^{2d}} \int_s^t (1, \pi^{N}_r) \, dr

\leq \frac{2d \|\nabla G\|_{C(\mathbb{R}^d \times \mathbb{T}^d)}}{N^{2d}} \int_s^t (1, \pi^{N}_r) \, dr

= \frac{2d \|\nabla G\|_{C(\mathbb{R}^d \times \mathbb{T}^d)}}{N^{2d}} \int_s^t (1, \pi^{N}_r) \, dr

(143)

\begin{equation}
\begin{aligned}
P_N \left\{ \sup_{0 \leq t \leq T} |A_t^{N,G}| \geq \delta \right\} \leq \frac{2d \|\nabla G\|_{C(\mathbb{R}^d \times \mathbb{T}^d)}}{\delta^2 N^d} \int (1, \pi^{N}_r) \, dp^{N}_N,
\end{aligned}
\end{equation}

where $\{\mu^{N}_0\}$ is the sequence of initial distributions of the ZRP, and taking the limit as $N \to +\infty$ in the inequality above, it follows by Lemma 5.1 we obtain the asymptotic negligibility of the martingale $(A_t^{N,G})_{t \geq 0}$.

Using Taylor’s theorem it follows that for $C^3$ functions we can replace the discrete Laplacian $\Delta^N$ and the discrete gradient $\nabla^N_+$ by their continuous analogues. More precisely there exists a constant $C = C(G,d) \geq 0$ such that

$$|V^{1,N,G}_t - A^{N,G}_t| \vee |V^{2,N,G}_t - A^{N,G}_t| \leq C \int_0^t (1, \pi^{N}_r) \, ds
\quad (144)$$

for all $t \geq 0$, where

$$V^{1,N,G}_t := \langle G_t, \pi^{N}_t \rangle - \langle G_0, \pi^{N}_0 \rangle - \int_0^t \langle \partial_s G_s, \pi^{N}_s \rangle + \langle \Delta G_s, \sigma^{N}_s \rangle ds
\quad (145)$$

and

$$V^{2,N,G}_t := \langle G_t, \pi^{N}_t \rangle - \langle G_0, \pi^{N}_0 \rangle - \int_0^t \langle \partial_s G_s, \pi^{N}_s \rangle + \langle \nabla G_s, W^{N}_s \rangle ds.
\quad (146)$$

We turn now to the proof of the relative compactness of the first marginal $Q^N_t := \langle \pi^{N}_t \rangle_{0 \leq t \leq T}^{P^{N}_N}$ of the sequence $\{Q^N \}_{N \in \mathbb{N}}$. As we know by the description of the relatively compact subsets of $\mathcal{D}(0,T;\mathcal{M}(\mathbb{T}^d))$ in order to prove that $\{Q^N_1 \}$ is relatively compact it suffices to prove that for some countable subset $\{G_k|k \in \mathbb{N}\} \subseteq C(\mathbb{T}^d)$ such that $G_1 \equiv 1$, the sequence

$$\langle G, \cdot \rangle_{Q^N_1} \in \mathcal{D}(0,T;\mathbb{R}), \quad N \in \mathbb{N}$$
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is relatively compact for all \( k \in \mathbb{N} \), where \( (G, \cdot): D(0,T; \mathcal{M}_+ (\mathbb{T}^d)) \to D(0,T; \mathbb{R}) \) is the mapping induced on the Skorohod spaces by the map \( \mathcal{M}_+ (\mathbb{T}^d) \ni \mu \mapsto \int G \, d\mu \). In particular it suffices to prove that the sequence \( \{(G, \cdot) R_1^N \} \) is relatively compact for all \( G \in \mathcal{C}^\infty (\mathbb{T}^d) \).

So let \( G \in \mathcal{C}^\infty (\mathbb{T}^d) \). In order to prove the relative compactness of \( \{(G, \cdot) R_1^N \}_{N \in \mathbb{N}} \) it suffices to prove that: (a) for all \( t \in \mathbb{R}_+ \)
\[
\lim_{A^\uparrow + \infty} \sup_{N \in \mathbb{N}} \langle G, \cdot \rangle R_1^N \{ f \in D(\mathbb{R}_+; \mathbb{R}) \mid |f| > A \} = 0
\]
and (b) the condition of Aldous, i.e. that for all \( \varepsilon, T > 0 \) we have
\[
\lim_{\delta \to 0} \sup_{N \to + \infty} \sup_{\tau \in \mathcal{T}(\mathcal{F}_t^R)} \langle G, \cdot \rangle R_1^N \{ f \in D(\mathbb{R}_+; \mathbb{R}) \mid |f_{\tau(f)} - f_{\tau(f) + \theta \wedge T}| > \varepsilon \} = 0.
\]

Here \( \mathcal{T}(\mathcal{F}_t^R) \) is the set of all stopping times \( \tau: D(\mathbb{R}_+; \mathbb{R}) \to [0,T] \) with respect to the continuation \( \mathcal{F}_t^R = (\mathcal{F}_t^R)_{t \geq 0} \) of the natural filtration \( (\mathcal{F}_t^R)_{t \geq 0} \) in \( D(\mathbb{R}_+; \mathbb{R}) \).

(a) Let \( t \in \mathbb{R}_+ \). Of course we can assume that \( \|G\|_\infty \neq 0 \) or else we have nothing to prove, and for all \( \pi \in \mathbb{N} \) and all \( A > 0 \) we have that
\[
\langle G, \cdot \rangle R_1^N \{ f \in D(0,T; \mathbb{R}) \mid |f| > A \} = Q_1^N \{ \pi \in D(\mathbb{R}_+; \mathcal{M}_+ (\mathbb{T}^d)) \mid |(G, \pi_t)| > A \} \\
\leq Q_1^N \{ \pi \in D(0,T; \mathcal{M}_+ ) \mid \langle \pi_t, 1 \rangle > A/\|G\|_\infty \} \\
= P^N \{ \eta \in D(0,T; \mathcal{M}_+ ) \mid \langle 1, \pi^N \rangle > A/\|G\|_\infty \} \\
= P^N \{ \eta \in D(0,T; \mathcal{M}_+ ) \mid \langle 1, \pi^0 \rangle > A/\|G\|_\infty \} \\
= \mu^N \{ \langle \pi^N, 1 \rangle > A/\|G\|_\infty \}.
\]

It follows that in order to prove (a) it suffices to show that
\[
\lim_{A^\uparrow + \infty} \sup_{N \in \mathbb{N}} \mu_0^N \{ \langle \pi^N, 1 \rangle > A \} = 0. \tag{147}
\]

But since the sequence of initial distributions \( \{\mu_0^N\} \) is assumed to be associated to a macroscopic profile \( \mu_0 \in \mathcal{M}_+ (\mathbb{T}^d) \) it has total mass \( m := \mu_0 (\mathbb{T}^d) > 0 \) in probability in the sense that
\[
\lim_{N \to + \infty} \mu_0^N \{ \langle 1, \pi^N \rangle - m > \delta \} = 0
\]
for all \( \delta > 0 \). Thus (147) follows by the next Lemma [5.1].

We prove now the Aldous condition (b). So let \( \varepsilon, T > 0 \) be fixed. As we know, given any continuous function \( F: M \to N \) between polish spaces the induced mapping \( \hat{F}: D(\mathbb{R}_+; M) \to D(\mathbb{R}_+; N) \) is \( (\mathcal{F}_t^M, \mathcal{F}_t^N) \)-measurable for all \( t \geq 0 \), where \( (\mathcal{F}_t^N) \) is the (right) continuation of the natural filtration \( (\mathcal{F}_t^0, X)_{t \geq 0} \) in \( D(\mathbb{R}_+; X) \), \( X = M, N \), which shows that
\[
\mathcal{T}^T (\mathcal{F}_t^N) \circ \hat{F} := \{ \tau \circ \hat{F} \mid \tau \in \mathcal{T}^T (\mathcal{F}_t^N) \} \subseteq \mathcal{T}^T (\mathcal{F}_t^M),
\]
and we obviously have that
\[
\hat{F} (x)_{\tau (F(x))} = F (x_{\tau \circ F(x)}) \quad \forall x \in D(\mathbb{R}_+; M), \, \tau \in \mathcal{T}^T (\mathcal{F}_t^N).
\]

In our particular case we have that \( \mathcal{T}^T (\mathcal{F}_t^R) \circ \hat{F}_G \subseteq \mathcal{T}^T (\mathcal{F}_t^{M^d}) \) and if for each stopping time \( \tau \in \mathcal{T}^T (\mathcal{F}_t^R) \) we set \( \tau_G := \tau \circ \hat{F}_G \) then \( \langle G, \cdot \rangle \tau_G (G, \pi) = \langle G, \cdot \rangle \tau (G, \pi) \) and so
\[
\langle G, \cdot \rangle R_1^N \{ f \in D(\mathbb{R}_+; \mathbb{R}) \mid |f_{\tau(f)} - f_{\tau(f) + \theta \wedge T}| > \varepsilon \} \\
= Q_1^N \{ \pi \in D(\mathbb{R}_+; M_+ (\mathbb{T}^d)) \mid |\langle G, \pi_{\tau_G (\pi)} \rangle - \langle G, \pi_{\tau (\pi) + \theta \wedge T} \rangle | > \varepsilon \}
\]
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for all $\theta > 0$ and all $\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})$. It follows that for all $\delta > 0$ we have

$$\sup_{\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})} \sup_{\theta \leq \delta} \langle G, \cdot \rangle_2 Q^N_1 \left\{ |f_t - f_{[t+\theta] \wedge T}| > \epsilon \right\} \leq \sup_{\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})} \sup_{\theta \leq \delta} Q^N_1 \left\{ |(G, \pi_{\tau} - \pi_{[t+\theta] \wedge T})| > \epsilon \right\},$$

where of course in the inequality above, $f$ and $\pi$ are the canonical cadlag processes on the Skorohod spaces $D(\mathbb{R}_+; \mathbb{R})$ and $D(\mathbb{R}_+; \mathcal{M}_+(\mathbb{T}^d))$ respectively. With similar reasoning we get that

$$\sup_{\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})} \sup_{\theta \leq \delta} P^N \left\{ |(G, \pi_{\tau} - \pi_{[t+\theta] \wedge T})| > \epsilon \right\} \leq \sup_{\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})} \sup_{\theta \leq \delta} P^N \left\{ |(G, \pi_{\tau} - \pi_{[t+\theta] \wedge T})| > \epsilon \right\},$$

for all $\delta > 0$, where here of course $\pi^N = (\pi^N_t)_{t \geq 0}$ is the empirical process.

Let now $A^{N,G}$ be the martingale defined in (144). By (144) there exists a constant $C = C(G, d, g) \geq 0$ such that

$$|\langle G, \pi^N_t \rangle - \langle G, \pi^N_s \rangle| \leq \frac{1}{2} \int_s^t |\Delta G, \sigma^N_r| dr - (A^{N,G}_t - A^{N,G}_s),$$

for all $0 \leq s \leq t$ and thus

$$|\langle G, \pi^N_t - \pi^N_s \rangle| \leq |A^{N,G}_t - A^{N,G}_s| + \frac{1}{2} \int_s^t |\Delta G, \sigma^N_r| dr + \frac{C}{N} \int_s^t \langle \pi^N_r, 1 \rangle dr.$$

But we obviously have that

$$|\langle \Delta G, \sigma^N \rangle| \leq \|\Delta G\|_\infty \langle 1, \sigma^N \rangle \leq \|\Delta G\|_\infty \|g\|_\infty \langle 1, \pi^N \rangle$$

and therefore, taking into account the conservation of the total number of particles by the dynamics of the ZRP, we can write that

$$|\langle G, \pi^N_t - \pi^N_s \rangle| \leq |A^{N,G}_t - A^{N,G}_s| + C_1 (t-s) \langle \pi^N_0, 1 \rangle,$$

$P^N$-a.s. for some constant $C_1 \geq 0$, namely $C_1 = C + \frac{1}{2} \|\Delta G\|_\infty \|g\|_\infty$. It follows that

$$|\langle G, \pi^N_{[t+\theta] \wedge T} - \pi^N_{\tau} \rangle| \leq |A^{N,G}_{[t+\theta] \wedge T} - A^{N,G}_\tau| + C_1 \delta \langle \pi^N_0, 1 \rangle,$$

for all $\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})$ and all $0 < \theta \leq \delta$, and therefore

$$\sup_{\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})} \sup_{\theta \leq \delta} P^N \left\{ |\langle G, \pi^N_{[t+\theta] \wedge T} - \pi^N_{\tau} \rangle| > \epsilon \right\} \leq \sup_{\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})} \sup_{\theta \leq \delta} P^N \left\{ |A^{N,G}_{[t+\theta] \wedge T} - A^{N,G}_\tau| > \frac{\epsilon}{2} \right\} \leq \mu^N_0 \left\{ C_1 \delta \langle \pi^N_0, 1 \rangle > \frac{\epsilon}{2} \right\},$$

for all $\delta > 0$. So since the term $\mu^N_0 \left\{ C_1 \delta \langle \pi^N_0, 1 \rangle > \epsilon/2 \right\}$ converges to 0 as $\delta \to 0$ uniformly over $N$ by (147), in order to prove Aldous’ criterion it remains to prove that

$$\lim \sup_{\delta \to 0} \sup_{N \to +\infty} \sup_{\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})} P^N \left\{ |A^{N,G}_{[t+\theta] \wedge T} - A^{N,G}_\tau| > \epsilon \right\} = 0,$$

and by the Chebyshev-Markov inequality it suffices to prove that

$$\lim \sup_{\delta \to 0} \sup_{N \to +\infty} \sup_{\tau \in \mathcal{T}(\mathcal{F}^\mathbb{R})} \mathbb{E}^N (A^{N,G}_{[t+\theta] \wedge T} - A^{N,G}_\tau)^2 = 0. \quad (148)$$
By Doob’s optional stopping theorem and inequality (143), for any \( \theta > 0 \) and any stopping time \( \tau \in \mathcal{T}(\mathcal{F}^{M_N^\infty}) \)

\[
\mathbb{E}^N (A^{N,G}_{[\tau+\theta]\wedge T} - A^{N,G}_\tau)^2 = \mathbb{E}^N (\langle A^{N,G}_{[\tau+\theta]\wedge T} - \langle A^{N,G}_\tau \rangle \rangle_{\tau})
\]

\[
\leq \frac{2d\|\nabla G\|_\infty^2 \|g'\|_\infty \theta}{N^d} \int \langle \pi^N, 1 \rangle d\mu_0^N.
\]

It follows that

\[
\sup_{\tau \in \mathcal{T}(\mathcal{F}^{M_N^\infty})} \mathbb{E}^N (A^{N,G}_{[\tau+\theta]\wedge T} - A^{N,G}_\tau)^2 \leq \frac{2d\|\nabla G\|_\infty^2 \|g'\|_\infty \delta}{N^d} \int \langle \pi^N, 1 \rangle d\mu_0^N.
\]

Therefore by the \( O(N^d) \)-entropy assumption and Lemma 5.1 the claim follows.

We proceed next to show that the sequence \( Q_2^N := W^N_t P^N \in \mathbb{P} L^\infty_{w^*}(0, T; \mathcal{X}(\mathbb{T}^d)^*) \), \( N \in \mathbb{N} \) is relatively compact. For this we will use the Prokhorov-Le Cam theorem [A.1] according to which it suffices to show that the family \( \{W^N_t P^N\} \) is uniformly tight. Since by the Banach-Alaoglu theorem the closed balls of \( L^\infty_{w^*}(0, T; \mathcal{X}(\mathbb{T}^d)^*) \) are compact, it suffices to show that

\[
\lim_{M \to +\infty} \sup_{N \in \mathbb{N}} Q_2^N \left\{ \|W\|_{L^\infty_{w^*}(0, T; \mathcal{X}(\mathbb{T}^d)^*)} > M \right\} = 0.
\]  

(149)

By the vector-valued mean value theorem for any \( G \in \mathcal{X}(\mathbb{T}^d) \)

\[
|G(u) - G(v)|_2 \leq \|G\|_{\mathcal{X}^1} \cdot d_{\mathbb{T}^d}(u, v), \quad u, v \in \mathbb{T}^d.
\]

and thus for the empirical current process \( W^N : D(0, T; \mathcal{M}^N_{w^*}) \to L^\infty_{w^*}(0, T; \mathcal{X}(\mathbb{T}^d)^*) \)

\[
\|W^N\|_{L^\infty_{w^*}} = \sup_{\|G\|_{L^1(0, T; \mathcal{X}(\mathbb{T}^d)^*)} \leq 1} |W^N(G)|
\]

\[
= \sup_{\|G\| \leq 1} \left| \int_0^T \frac{1}{N^{d-1}} \sum_{j=1, \ldots, d} G_j \left( \frac{x}{N} \right) \{g(\eta_t(x)) - g(\eta_t(x + e_j))\} \right| dt
\]

\[
= \sup_{\|G\| \leq 1} \left| \int_0^T \frac{1}{N^{d-1}} \sum_{j=1, \ldots, d} \left\{ G_j (\frac{x}{N}) - G_j (\frac{x - e_j}{N}) \right\} \eta_t(x) \right| dt
\]

\[
\leq \sup_{\|G\| \leq 1} \int_0^T \frac{1}{N^{d-1}} \sum_{j=1}^d \eta_t(x) \sum_{j=1}^d \left| G_j (\frac{x}{N}) - G_j (\frac{x - e_j}{N}) \right| dt
\]

\[
\leq d \sup_{\|G\| \leq 1} \int_0^T \frac{1}{N^{d-1}} \sum_{x \in \mathbb{T}^d_N} \eta_t(x) \left| G_t \left( \frac{x}{N} \right) - G_t \left( \frac{x - e_j}{N} \right) \right|_2 dt
\]

\[
P^N\text{-a.s.}
\]

\[
\leq d \|g'\|_\infty \langle 1, \pi^N_0 \rangle \sup_{\|G\|_{L^1(0, T; \mathcal{X}(\mathbb{T}^d)^*)} \leq 1} \int_0^T \|G_t\|_{\mathcal{X}^1} \ dt
\]

\[
\leq d \|g'\|_\infty \langle 1, \pi^N_0 \rangle.
\]

Therefore

\[
Q_2^N \left\{ \|W\|_{L^\infty_{w^*}(0, T; \mathcal{X}(\mathbb{T}^d)^*)} > M \right\} = P^N \left\{ \|W^N\|_{L^\infty_{w^*}(0, T; \mathcal{X}(\mathbb{T}^d)^*)} > M \right\}
\]

\[
\leq P^N \left\{ \langle 1, \pi^N_0 \rangle > \frac{M}{d \|g'\|_\infty} \right\}
\]

\[
= \mu_0^N \left\{ \langle 1, \pi^N \rangle > \frac{M}{d \|g'\|_\infty} \right\}
\]
Let us define for any \( G \) sequence \( \{G_n\} \). By well known results on induced mappings on Skorohod spaces the map holds. By the estimate (144) and therefore by the asymptotic negligibility (142) and Proposition 5.1 it follows that for all \( C \) \( C \) converges uniformly on \((0, T)\) and thus (149) follows by Lemma 5.1 since \( Q_3 \) is also relatively compact in \( L_{\infty}^{w}(0, T; M_{+}(\mathbb{T}^{d})) \). Therefore by the portmanteau theorem it follows that the sequence \( \{Q_3^N\} \) is also relatively compact in \( L_{\infty}^{w}(0, T; M_{+}(\mathbb{T}^{d})) \), i.e. any subsequential limit point \( Q_3 \) of \( \{Q_3^N\} \) is supported by the set \( L_{\infty}^{w}(0, T; M_{+}(\mathbb{T}^{d})) \).

We will prove now properties (a) to (e). We start by proving (a), i.e. that any limit point \( Q \) of the sequence \( \{Q^N\} \) is concentrated on trajectories \((\pi, W, \sigma) \in \Omega \) such that the continuity equation (48) holds. By the estimate (144)

\[
\sup_{0 \leq t \leq T} |V_t^{1,N,G} - A_t^{N,G}| \vee |V_t^{2,N,G} - A_t^{N,G}| \leq \frac{C}{N} \int_0^T \langle 1, \pi_t^{N} \rangle \, dt \xrightarrow{P_N=0.8, \quad CT} \frac{1}{N} \langle 1, \pi_0^{N} \rangle
\]

and therefore by the asymptotic negligibility (142) and Proposition 5.1 it follows that for all \( G \in C_{\infty}(\mathbb{R}_+ \times \mathbb{T}^d) \) and all \( \delta > 0 \)

\[
\lim_{N \to \infty} P_N \left\{ \sup_{0 \leq t \leq T} |V_t^{1,N,G} \vee |V_t^{2,N,G} | \geq \delta \right\} = 0.
\]  

(150)

Let us define for any \( G \in C_{\infty}^{2}((0, T) \times \mathbb{T}^d) \) the maps \( f^{i,G} : \Omega \to \mathbb{R}, \ i = 1, 2, 3 \) by the formulas

\[
 f^{1,G}(\omega) = \int_0^T \langle \partial_t G_t, \pi_t \rangle \, dt, \quad f^{2,G}(\omega) = \int_0^T \langle \nabla G_t, W_t \rangle \, dt, \quad f^{3,G}(\omega) = \int_0^T \langle \Delta G_t, \sigma_t \rangle \, dt
\]

where \( \omega = (\pi, W, \sigma) \). Then with this notation in order to prove that the continuity equation holds in the hydrodynamic limit it suffices to show that

\[
 Q\left( \bigcap_{G \in C_{\infty}^{2}((0, T) \times \mathbb{T}^d)} \left\{ f^{1,G} + f^{j,G} = 0 \right\} \right) = 1, \quad j = 2, 3.
\]

(151)

By the separability of \( C_c(M) \) when \( M \) is a locally compact topological space it follows that \( C_{\infty}^{2}((0, T) \times \mathbb{T}^d) \) is separable in the \( C^2 \)-uniform norm

\[
\|G\|_{C^2} := \|G\|_{\infty} + \|\nabla \langle t, u \rangle\|_{\infty} + \|D^2_{(t, u)} G\|_{\infty},
\]

where the gradient \( \nabla \langle t, u \rangle \) and the second derivative \( D^2_{(t, u)} \) appearing in the definition of the \( C^2 \)-uniform norm are with respect to both time and space. Thus there exists a countable family \( \mathcal{G} := \{G_k\}_{k=1}^{\infty} \subset C_{\infty}^{2}((0, T) \times \mathbb{T}^d) \) that is dense in \( C_{\infty}^{2}((0, T) \times \mathbb{T}^d) \) in the uniform \( C^2 \)-norm and then

\[
\bigcap_{G \in C_{\infty}^{2}((0, T) \times \mathbb{T}^d)} \left\{ f^{1,G} + f^{j,G} = 0 \right\} = \bigcap_{G \in \mathcal{G}} \left\{ f^{1,G} + f^{j,G} = 0 \right\}, \quad j = 2, 3.
\]

(152)

Indeed, if \( \{G_n\}_{n=1}^{\infty} \) is a sequence in \( \mathcal{G} \) that converges to \( G \in C_{\infty}^{2}((0, T) \times \mathbb{T}^d) \) then \( \partial G_n, \nabla G_n \) and \( \Delta G_n \) converge uniformly on \((0, T) \times \mathbb{T}^d \) to \( \partial G, \nabla G \) and \( \Delta G \) respectively and therefore \( \lim_{n \to \infty} f^{i,G_n} = f^{i,G} \) pointwise on \( \Omega \) for \( j = 1, 2, 3 \) which proves equality (152). Thus (151) is reduced to showing that

\[
 Q(\{ f^{1,G} + f^{j,G} = 0 \}) = 1, \quad \forall G \in C_{\infty}^{2}((0, T) \times \mathbb{T}^d) \text{ for } j = 2, 3.
\]

(153)

By well known results on induced mappings on Skorohod spaces the map \( f^{1,G} \) is continuous and for \( G \in C_{\infty}^{2}((0, T) \times \mathbb{T}^d) \) the maps \( \nabla G \) and \( \Delta G \) induces elements in the spaces \( L^1(0, T; \mathcal{X}^1(\mathbb{T}^d)) \) and \( L^1(0, T; C(\mathbb{T}^d)) \) respectively so that the maps \( f^{2,G} \) and \( f^{3,G} \) are given by

\[
f^{2,G}(\pi, W, \sigma) = \langle \nabla G, W \rangle, \quad f^{3,G}(\pi, W, \sigma) = \langle \Delta G, \sigma \rangle
\]
and are thus continuous. Therefore for any \( \delta > 0 \) the set
\[
A_{\delta} := \{ |f_{1,G} + f_{2,G}| \vee |f_{1,G} + f_{3,G}| > \delta \}
\]
is open in \( \Omega \). Furthermore, for \( G \in C^2_{\text{c}}((0, T) \times \mathbb{T}^d) \) the processes \( V^{j,N,G}, \ j = 1, 2, \) defined in (145) and (146) respectively satisfy
\[
V^{j,N,G} = -(f^{1,G} + f^{j+1,G}).
\]
Therefore if \( \{Q^k\} \) is a subsequence of \( \{Q^N\}_{N=1}^\infty \) converging to \( Q \) then by the portmanteau theorem and (150)
\[
Q(A_{\delta}) \leq \liminf_{N \to +\infty} Q^k(A_{\delta}) = \liminf_{N \to +\infty} B^N \{ |V^{1,N,G}| \vee |V^{2,N,G}| > \delta \} = 0.
\]
Now since this holds for any \( \delta > 0 \) we obtain (153) which proves that the equation \( \partial_t \pi = -\text{div}W = \Delta \sigma \) holds in the hydrodynamic limit.

We prove next the second equation of (18), i.e. that \( W = -\nabla \sigma \). For this we define the gradient operator \( \nabla : \mathcal{M}(\mathbb{T}^d) \to \mathcal{X}^1(\mathbb{T}^d)^* \) by
\[
\langle F, \nabla \mu \rangle = -\langle \text{div}F, \mu \rangle, \quad F \in \mathcal{X}^1(\mathbb{T}^d).
\]
This is \( w^* \)-continuous since \( \nabla = -\text{div}^* \) where \( \text{div} : \mathcal{X}^1(\mathbb{T}^d) \to C(\mathbb{T}^d) \) is the divergence operator and thus it induces a \( w^* \)-continuous gradient operator \( \nabla : L^1(0, T; \mathcal{X}^1(\mathbb{T}^d)) \to L^1(0, T; C(\mathbb{T}^d)) \). We also define the family of discrete gradient operators
\[
\nabla^N : \mathcal{M}(\mathbb{T}^d) \to \mathcal{M}_0(\mathbb{T}^d; \mathbb{R}^d) \leq \mathcal{X}^1(\mathbb{T}^d)^*
\]
by the formula
\[
\nabla^N \mu = N \sum_{j=1}^d (\tau_{-\frac{\epsilon_j}{N}} \mu - \mu) e_j.
\]
It is easy to verify that \( \nabla^N = -(\text{div}^N)^* \) where \( \text{div}^N : \mathcal{X}^1(\mathbb{T}^d) \to C(\mathbb{T}^d) \) is the discrete divergence operator
\[
\text{div}^N F(u) = N \sum_{j=1}^d \left( F_j \left( u + \frac{\epsilon_j}{N} \right) - F_j(u) \right).
\]
Consequently the gradient operators induce the \( w^* \)-continuous gradient operators
\[
\nabla^N := -(\text{div}^N)^*: L^\infty_{\text{w}}(0, T; \mathcal{M}(\mathbb{T}^d)) \to L^\infty_{\text{w}}(0, T; \mathcal{X}^1(\mathbb{T}^d)^*)
\]
on the \( L^\infty_{\text{w}} \)-spaces as the adjoints of the induced divergence operators \( -\text{div}^N : L^1(0, T; \mathcal{X}^1(\mathbb{T}^d)) \to L^1(0, T; C(\mathbb{T}^d)) \) on the \( L^1 \)-Bochner spaces. Then with this notation the empirical current and the empirical jump rate are related by the equality \( W^N = -\nabla^N \circ \sigma^N \).

**Lemma 5.6** Suppose that the sequence of initial distributions total mass bounded above by \( \bar{m} > 0 \) in probability. Then for any limit point \( Q \in \text{Lim}_{N \to +\infty} (W^N, \sigma^N)_P \)
\[
W = -\nabla \sigma \quad Q\text{-a.s. for all } (W, \sigma) \in L^\infty_{\text{w}}(0, T; \mathcal{X}^1(\mathbb{T}^d)^*) \times L^\infty(0, T; \mathcal{M}(\mathbb{T}^d))
\]
where \( \nabla : L^\infty_{\text{w}}(0, T; \mathcal{M}(\mathbb{T}^d)) \to L^\infty_{\text{w}}(0, T; \mathcal{X}^1(\mathbb{T}^d)^*) \) is the induced gradient operator on the level of path-measures.

**Proof** We have to prove that \( Q\{W = -\nabla \sigma\} = 1 \). Since \( L^1(0, T; \mathcal{X}^1(\mathbb{T}^d)) \) is separable it suffices to show that \( Q\{|\langle G, W + \nabla \sigma \rangle| > \varepsilon\} = 0 \) for all \( G \in L^1(0, T; \mathcal{X}^1(\mathbb{T}^d)) \) and all \( \varepsilon > 0 \). Since the gradient
operator is \(w^*-\)continuous, the set \(\{\|G, W + \nabla \sigma\| > \varepsilon\}\) is open and therefore by the portmanteau theorem
\[
Q\{\|G, W + \nabla \sigma\| > \varepsilon\} \leq \limsup_{N \to +\infty} P^N\{\|G, W^N + \nabla \sigma^N\| > \varepsilon\}.
\]

By the equality \(W^N = -\nabla^N \sigma^N\),
\[
\|G, W^N + \nabla \sigma^N\| = \|G, \nabla \sigma^N - \nabla^N \sigma^N\| = \|\text{div}^N G - \text{div} G, \sigma^N\|
\leq \|\text{div}^N G - \text{div} G\|_{\infty, \sigma^N} \leq \|\text{div}^N G - \text{div} G\|_{\infty, \pi^N}
\leq T\|\text{g'}\|_\infty \|\text{div}^N G - \text{div} G\|_{\infty, 1}(1, \pi_0^N)
\]

Now, for any \(G \in \mathcal{X}^1(\mathbb{T}^d)\) by the fundamental theorem of calculus \(\text{div}^N G = \int_0^1 \text{div} G(\cdot + \frac{\text{d}t}{\text{d}N}) \text{d}s\) and, since \(\mathbb{T}^d\) is compact, the map \(\text{div} G\) is uniformly continuous and therefore
\[
\lim_{N \to +\infty} \|\text{div}^N G - \text{div} G\|_\infty = 0, \quad \forall G \in \mathcal{X}^1(\mathbb{T}^d).
\]
In other words the sequence of operators \(\text{div}^N : \mathcal{X}^1(\mathbb{T}^d) \to C(\mathbb{T}^d)\) converges strongly to \(\text{div}\). This implies by Proposition 1.17 that the induced operators on the corresponding \(L^1\) spaces pointwise converge strongly to \(\text{div} : L^1(0, T; \mathcal{X}^1(\mathbb{T}^d)) \to L^1(0, T; C(\mathbb{T}^d))\) and thus the sequence \(\alpha_N(G) := \|\text{div}^N G - \text{div} G\|_{\infty, 1}\) converges to 0 as \(N \to +\infty\). Consequently
\[
Q\{\|G, W + \nabla \sigma\| > \varepsilon\} \leq \limsup_{N \to +\infty} \mu_0^N\left\{(1, \pi^N) > \frac{\varepsilon}{T\|\text{g'}\|_\infty \alpha_N(G)}\right\} = 0
\]
by Lemma 5.1 since \(\lim_{N \to +\infty} \alpha_N(G) = 0\). \(\square\)

We prove next (b), i.e. that any subsequential limit point \(Q\) of the sequence \(\{Q^N\}\) is concentrated on trajectories \(\pi \in C(0, T; M_+(\mathbb{T}^d))\) such that \(\pi_0 = \mu_0\). So let \(\{Q^{k_\omega}\}\) be a subsequence of \(\{Q^N\}\) converging to \(Q\). We show first that \(\pi_0 = \mu_0\). The evaluation mapping \(e_t : D(0, T; M_+(\mathbb{T}^d)) \to M_+(\mathbb{T}^d)\) given by \(e_t(\pi) = \pi_t\) is continuous at each \(\pi \in D(0, T; M_+(\mathbb{T}^d))\) that is continuous at \(t \in [0, T]\). In particular the evaluation \(e_0 : D(0, T; M_+(\mathbb{T}^d)) \to M_+(\mathbb{T}^d)\) is continuous and therefore for all \(G \in C(\mathbb{T}^d)\) the composite mapping \((G, \cdot) \circ e_0 : D(0, T; M_+(\mathbb{T}^d)) \to \mathbb{R}\) is continuous. Therefore, for all \(G \in C(\mathbb{T}^d)\) and all \(\varepsilon > 0\) we have by the portmanteau theorem that
\[
Q\{\|G, \pi_0 - \langle G, \mu_0\rangle\| > \varepsilon\} \leq \liminf_{N \to +\infty} Q^N\{\|G, \pi_0 - \langle G, \mu_0\rangle\| > \varepsilon\} = 0,
\]

since the sequence \(\{\mu_0^N\}\) is associated to the macroscopic profile \(\mu_0 \in M_+(\mathbb{T}^d)\). Since and this holds for all \(\varepsilon > 0\) it follows that \(Q\{\|G, \pi_0 = \langle G, \mu_0\rangle\| = 1\) for all \(G \in C(\mathbb{T}^d)\) and thus is \(C(\mathbb{T}^d)\) separable we can choose a countable subset \(D \subseteq C(\mathbb{T}^d)\) dense in \(C(\mathbb{T}^d)\) in the uniform norm and then
\[
Q\{\pi_0 = \mu_0\} = Q\left(\bigcap_{G \in D} \{\|G, \pi_0 - \langle G, \mu_0\rangle\| = 0\}\right) = 1.
\]

The set \(C(0, T; M_+(\mathbb{T}^d))\) is a closed subspace of \(D(0, T; M_+(\mathbb{T}^d))\) in the Skorohod metric and thus measurable. The fact that \(Q(C(0, T; M_+(\mathbb{T}^d))) = 1\) follows by the existence of continuous representatives for solutions of the continuity equation.

**Proposition 5.10** *Let \((\pi, W) \in L^\infty(0, T; M_+(\mathbb{T}^d)) \times L^\infty(0, T, \mathcal{X}^1(\mathbb{T}^d)^*)\) be a density-current pair satisfying the continuity equation. Then there exists a weakly continuous curve \(\tilde{\pi}\) of the class of \(\pi\) in \(L^\infty(0, T; M_+(\mathbb{T}^d))\), and for this continuous representative for all \(0 \leq s \leq t \leq T\)
\[
\int_{\mathbb{T}^d} G_t d\tilde{\pi}_t - \int_{\mathbb{T}^d} G_s d\tilde{\pi}_s = \int_s^t \left(\int_{\mathbb{T}^d} \partial_r G_r d\tilde{\pi}_r + \langle \nabla G_r, W_r\rangle\right) dr, \quad \forall G \in C^{1,2}(0, T] \times \mathbb{T}^d.
\]
Proof. We fix a function $\zeta \in C^2(\mathbb{T}^d)$ and let $\phi_\zeta : (0, T) \to \mathbb{R}$ denote the function defined a.s. by
\[
\phi_\zeta(t) = \int_{\mathbb{T}^d} \zeta \, d\pi_t.
\]
Then $\phi_\zeta \in L^\infty(0, T)$ with norm $\|\phi_\zeta\|_\infty \leq \|\zeta\|_\infty \|\pi\|_{TV, \infty} < +\infty$ since $\pi \in L^\infty_{\infty}(0, T; \mathcal{M}_+(\mathbb{T}^d))$.

Let now $G \in C^1_b((0, T) \times \mathbb{T}^d)$ be any function of the form $G(t, u) = f(t)\zeta(u)$ for some function $f \in C^1_b(0, T)$ and some function $\zeta \in C^2(\mathbb{T}^d)$. Then since the pair $(\pi, W) \in L^\infty(0, T; \mathcal{C}(\mathbb{T}^d)) \times L^\infty_{\infty}(0, T; \mathcal{C}(\mathbb{T}^d)^*)$ satisfies the continuity equation,
\[
\int_0^T f'(t)\phi_\zeta(t) \, dt = \int_0^T f'(t) \int_M \zeta \, d\bar{\pi}_t \, dt = -\int_0^T f(t)(\nabla \zeta, W_t) \, dt.
\]
Since the equality above holds for all $f \in C^1_b(0, T)$, the measurable function $\psi_\zeta : [0, T] \to \mathbb{R}$ defined a.s. by $\psi_\zeta(t) = (\nabla \zeta, W_t)$ is the weak derivative of the function $\phi_\zeta$. But since $W \in L^\infty_{\infty}(0, T; \mathcal{C}(\mathbb{T}^d)^*)$ the function $\psi_\zeta$ is in $L^\infty(0, T)$ with $\|\psi_\zeta\|_\infty \leq \|\nabla \zeta\|_{\mathcal{C}(\mathbb{T}^d)^*} \|W\|_{L^\infty_{\infty}(0, T; \mathcal{C}(\mathbb{T}^d)^*)}$. Therefore $\phi_\zeta \in W^{1, \infty}(0, T)$ with distributional derivative $\hat{\psi}_\zeta$. Consequently, the equivalence class $\phi_\zeta$ contains a Lipschitz representative $\hat{\phi}_\zeta$ with Lipschitz constant
\[
\|\hat{\phi}_\zeta\|_{\mathcal{Lip}} \leq \|\psi_\zeta\|_{L^\infty(0, T)} \leq \|\nabla \zeta\|_{\mathcal{C}(\mathbb{T}^d)^*} \|W\|_{L^\infty_{\infty}(0, T; \mathcal{C}(\mathbb{T}^d)^*)}.
\]

Let now $\mathcal{Z}$ be a countable subset of $C^\infty(\mathbb{T}^d)$ that is dense in $C^2(\mathbb{T}^d)$ in the usual $C^2$-norm $\| \cdot \|_{C^2}$ given by $\|\zeta\|_{C^2} = \|\zeta\|_\infty + \|\nabla \zeta\|_\infty + \|D^2 \zeta\|_\infty$ for $\zeta \in C^2(\mathbb{T}^d)$. Then $\mathcal{Z}$ is also dense with the uniform norm $\| \cdot \|_\infty$ in $C(\mathbb{T}^d)$ and we set
\[
I_\mathcal{Z} := \bigcap_{\zeta \in \mathcal{Z}} \{ t \in [0, T] \mid \phi_\zeta(t) = \hat{\phi}_\zeta(t) \}.
\]

Then $I_\mathcal{Z}$ is of full Lebesgue measure in $[0, T]$. We continue to denote by $\pi : I_\mathcal{Z} \to \mathcal{M}_+(\mathbb{T}^d)$ the restriction of $\pi \in L^\infty_{\infty}(0, T; \mathcal{M}_+(\mathbb{T}^d))$ on $I_\mathcal{Z}$. Then since $\mathcal{M}_+(\mathbb{T}^d) \subseteq C(\mathbb{T}^d)^*$ and $C(\mathbb{T}^d)^*$ is naturally injected in $C^2(\mathbb{T}^d)^*$ via the restriction of domains, i.e. via the adjoint $i^*$ of the natural inclusion $i : C^2(\mathbb{T}^d) \hookrightarrow C(\mathbb{T}^d)$, we can regard $\pi$ as the function $\tilde{\pi} := i^* \circ \pi : I_\mathcal{Z} \to C(\mathbb{T}^d)^*$. As such the function $\tilde{\pi}$ is Lipschitz, with Lipschitz constant $\|W\|_{L^\infty_{\infty}(0, T; \mathcal{C}(\mathbb{T}^d)^*)}$. Indeed, for all $s, t \in I_\mathcal{Z}$ and all $\zeta \in \mathcal{Z}$
\[
|\tilde{\pi}_t(\zeta) - \tilde{\pi}_s(\zeta)| = |\tilde{\phi}_t(t) - \tilde{\phi}_s(s)| \leq \|\tilde{\phi}_t\|_{\mathcal{Lip}}|t - s| \leq \|W\|_{L^\infty_{\infty}(0, T; \mathcal{C}(\mathbb{T}^d)^*)} \|\nabla \zeta\|_{\mathcal{Lip}}|t - s| \leq \|W\|_{L^\infty_{\infty}(0, T; \mathcal{C}(\mathbb{T}^d)^*)} \|\zeta\|_{C^2}|t - s|.
\]

Therefore $\tilde{\pi} : I_\mathcal{Z} \to C(\mathbb{T}^d)^*$ has a Lipschitz extension $\hat{\tilde{\pi}} : [0, T] \to C^2(\mathbb{T}^d)^*$ with the same Lipschitz constant.

Now, since $\pi$ belongs in $L^\infty_{\infty}(0, T; \mathcal{M}_+(\mathbb{T}^d))$ by hypothesis, we can assume that $I_\mathcal{Z}$ has been chosen so that $\|\pi_t\|_{TV} = \pi_t(\mathbb{T}^d) \leq \|\pi\|_{\infty, TV} < +\infty$ for all $t \in I_\mathcal{Z}$. Thus since $\mathbb{T}^d$ is compact the family $\{\pi_t\}_{t \in I_\mathcal{Z}}$ is relatively compact in the weak topology of $\mathcal{M}_+(\mathbb{T}^d)$. It follows that the Lipschitz extension $\hat{\tilde{\pi}} : [0, T] \to C^2(\mathbb{T}^d)^*$ takes values in $\mathcal{M}_+(\mathbb{T}^d) \equiv i^* \circ \mathcal{M}_+(\mathbb{T}^d) \subseteq C^2(\mathbb{T}^d)^*$ and is weakly continuous. Indeed, if $t \in [0, T] \setminus I_\mathcal{Z}$ and $\{t_n\}_{n=1}^\infty \subseteq I_\mathcal{Z}$ is a sequence converging to $t$ then
\[
\lim_{n \to +\infty} \langle f, \pi_{t_n} \rangle = \langle f, \hat{\tilde{\pi}} \rangle, \quad \forall f \in C^2(\mathbb{T}^d). \tag{156}
\]

But since $\{\pi_{t_n}\}$ is contained in the compact set of measures with total variation norm $\|\pi\|_{TV, \infty}$ there exists a subsequence $\{t_{k_n}\}$ of $\{t_n\}$ and a measure $\mu_t \in \mathcal{M}_+(\mathbb{T}^d)$ such that
\[
\lim_{n \to +\infty} \langle f, \pi_{t_{k_n}} \rangle = \langle f, \mu_t \rangle, \quad \forall f \in C(\mathbb{T}^d). \tag{157}
\]
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By (150) and (157) it follows that \( \langle f, \tilde{\pi}_t \rangle = \langle f, \mu_t \rangle \) for all \( f \in C^2(\mathbb{T}^d) \) and therefore \( \tilde{\pi}_t = i^*(\mu_t) \in i^*(\mathcal{M}_0(\mathbb{T}^d)) \cong \mathcal{M}_0(\mathbb{T}^d) \). Since any measure \( \mu_t \) satisfying (157) for any sequence \( \{t_n\} \) converging to \( t \) must necessarily coincide with \( \tilde{\pi}_t \) on \( C^2 \)-functions it is unique and thus we can identify \( \tilde{\pi}_t \) with \( \mu_t \in \mathcal{M}_0(\mathbb{T}^d) \). To see that the curve \( \tilde{\pi} : [0, T] \to \mathcal{M}_0(\mathbb{T}^d) \) thus defined is weakly continuous let \( \{t_n\} \subseteq [0, T] \) be any sequence converging to \( t \). We will show that any subsequence \( \{t_{k_n}\} \) of \( \{t_n\} \) has a further subsequence \( \{t_{m_{k_n}}\} \) such that

\[
\lim_{n \to +\infty} \langle f, \tilde{\pi}_{t_{m_{k_n}}} \rangle = \langle f, \tilde{\pi}_t \rangle, \quad \forall f \in C(\mathbb{T}^d).
\]

So let \( \{t_{k_n}\} \) be a subsequence of \( \{t_n\} \). Since \( \tilde{\pi}_{t_{k_n}} \) is relatively compact in \( \mathcal{M}_0(\mathbb{T}^d) \) there exists \( \mu_t \in \mathcal{M}_0(\mathbb{T}^d) \) and a subsequence \( \{t_{k_{m_{k_n}}}\} \) of \( \{t_{k_n}\} \) such that \( \lim_{n \to +\infty} \langle f, \tilde{\pi}_{t_{k_{m_{k_n}}}} \rangle = \langle f, \mu_t \rangle \) for all \( f \in C(\mathbb{T}^d) \) and since \( i^* \circ \tilde{\pi} \) is Lipschitz \( \lim_{n \to +\infty} \langle f, \tilde{\pi}_{t_{m_{k_n}}} \rangle = \langle f, \tilde{\pi}_t \rangle \) for all \( f \in C^2(\mathbb{T}^d) \). Therefore \( \mu_t = \tilde{\pi}_t \) and the curve \( \tilde{\pi} \) is continuous.

We prove finally (155). So let \( G \in C^{1,2}([0, T] \times \mathbb{T}^d) \), let \( 0 \leq s < t \leq T \) and let \( W \) be any curve in \( L^\infty_{\text{loc}}(0, T; \mathcal{A}^1(\mathbb{T}^d)^*) \). Let \( f_\varepsilon \in C^\infty_c((s, t); [0, 1]) \), \( \varepsilon > 0 \), be such that \( f_\varepsilon \to \mathbb{1}_{(s, t)} \) pointwise in \( [0, T] \) and such that

\[
\lim_{\varepsilon \to 0} \int_0^T f_\varepsilon'(r)h(r) \, dr = h(s) - h(t), \quad \forall h \in C([0, T]).
\]

Then since the pair \((\pi, W)\) satisfies the continuity equation we have for all \( \varepsilon > 0 \) that

\[
0 = \int_0^T \left( \int_{\mathbb{T}^d} \partial_r [f_\varepsilon(r)G_r] \, d\tilde{\pi}_r + \langle \nabla [f_\varepsilon(r)G_r], W_r \rangle \right) \, dr
\]

\[
= \int_0^T \left( \int_{\mathbb{T}^d} [f_\varepsilon'(r)G_r + f_\varepsilon(r)\partial_r G_r] \, d\tilde{\pi}_r + \langle f_\varepsilon(r)\nabla G_r, W_r \rangle \right) \, dr
\]

\[
= \int_0^T f_\varepsilon'(r) \int_{\mathbb{T}^d} G_r \, d\tilde{\pi}_r + \int_0^T f_\varepsilon'(r) \left( \int_{\mathbb{T}^d} \partial_r G_r \, d\tilde{\pi}_r + \langle \nabla G_r, W_r \rangle \right) \, dr.
\]

Now, since \( G \in C^{1,2}([0, T] \times \mathbb{R}^d) \) the curve \([0, T] \ni t \mapsto G_t \in C(\mathbb{T}^d)\) is continuous with respect to the uniform norm in \( C(\mathbb{T}^d) \) and therefore due to the weak continuity of \( \tilde{\pi} \), the function \([0, T] \ni t \mapsto \int G_t \, d\tilde{\pi}_t = \int G_t \, d\tilde{\pi}_t \) is continuous. Therefore taking the limit \( \varepsilon \to 0 \) and using (158) in the first term of the sum in (159) and the bounded convergence theorem in the second term, we obtain (155) as required.

Now, since \( \pi \in D(0, T; \mathcal{M}_0(\mathbb{T}^d)) \) and \( \pi \) is almost everywhere equal to a weakly continuous path by Proposition 6.10 it follows that \( \pi \in C(0, T; \mathcal{M}_0(\mathbb{T}^d)) \). Indeed, let \( t \in [0, T] \) and let \( E \subseteq [0, T] \) be a set of full measure in \([0, T]\) such that \( \pi_s = \tilde{\pi}_s \) for all \( s \in E \). Since \( I \) is \( \mathcal{F} \)-measurable and \( [0, T] \) there exist sequences \( \{s_n\} \subseteq I \cap [0, t] \) and \( \{r_n\} \subseteq I \cap [t, T] \) such that \( s_n \uparrow t \) and \( r_n \downarrow t \). Then since \( \pi \) is in \( D(0, T; \mathcal{M}_0(\mathbb{T}^d)) \) and \( \tilde{\pi} \) is continuous on one hand

\[
\pi_t = \lim_{n \to +\infty} \pi_{s_n} = \lim_{n \to +\infty} \tilde{\pi}_{s_n} = \tilde{\pi}_t
\]

and on the other hand

\[
\pi_{t-} := \lim_{n \to +\infty} \pi_{r_n} = \lim_{n \to +\infty} \tilde{\pi}_{r_n} = \tilde{\pi}_t.
\]

It follows that \( \pi_{t-} = \pi_t \) and thus \( \pi_t = \tilde{\pi}_t \). So that \( \pi \in C(0, T; \mathcal{M}_0(\mathbb{T}^d)) \).

Statement (c) follows by applying the following corollary of the one-block estimate to the cylinder map \( \Psi = g(\eta(0)) \).

**Corollary 5.3** Assume that the sequence \( \{\mu_0^N\}_{N \in \mathbb{N}} \) of initial distributions is associated to a macroscopic profile \( \mu_0 \in \mathcal{M}_0(\mathbb{T}^d) \) and satisfies the \( O(N^d) \)-entropy assumption and let \( \Psi : \mathcal{M}_0^\infty \to \mathbb{R} \) be a
sublinear cylinder map. Then any limit point of the sequence of laws \( \{ \sigma_{t}^{N,W} P^{N} \} \subseteq P L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \) is concentrated on trajectories \( \sigma \in L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \) such that \( \sigma_{t} \ll \mathcal{L}_{\mathbb{T}^{d}} \) and
\[
\left\| \frac{d \sigma_{t}}{d \mathcal{L}_{\mathbb{T}^{d}}} \right\| \leq \psi_{c} := \sup_{\rho \in [0, \rho_{c}] \cap \mathbb{R}} |\tilde{\Psi}(\rho)|
\]
for almost all \( t \in [0, T] \).

**Proof** We consider the joint laws
\[
Q_{\Psi}^{N,\ell} := (\pi^{N,\ell}, \sigma^{N,\Psi}) P^{N} \in \mathbb{P}(L_{w}^{\infty}(0, T; \mathcal{M}_{1,+}^{T}(\mathbb{T}^{d} \times \mathbb{R}^{+}) \times L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})), \quad (N, \ell) \in \mathbb{N} \times \mathbb{Z}_{+}.
\]
By the statement of the one-block estimate in terms of generalized Young measures we know that the family \( \{ Q_{\Psi}^{N,\ell} \}_{(N, \ell)} \) is relatively compact and any limit point \( Q_{\Psi} \) of \( \{ Q_{\Psi}^{N,\ell} \} \) is concentrated on the graph of the \( \overline{\Psi} \)-projection \( \bar{B}_{\overline{\Psi}} : L_{w}^{\infty}(0, T; \mathcal{M}_{1,+}^{T}(\mathbb{T}^{d} \times \mathbb{R}^{+})) \rightarrow L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \), i.e.
\[
(\bar{B}_{\overline{\Psi}} \times \mathbb{I}) Q_{\Psi}(\Delta_{L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d}))}) = 1
\]
where \( \Delta_{L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d}))} := \{ (\mu, \mu) \mid \mu \in L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \} \) is the diagonal in \( L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \) and \( \mathbb{I} \) is the identity mapping on \( L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \). Let now \( Q_{\Psi}^{N,\ell} \in \lim_{N \to +\infty} \sigma_{t}^{N,\Psi} P^{N} \).

Since \( L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \) is a \( w^{*} \)-measurable subspace of \( L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \) by Proposition A.16 for the first claim it suffices to show that \( Q_{\Psi}^{N,\ell}(L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d}))) = 1 \). Also, the set
\[
L_{w}^{\infty}(0, T; B_{L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d}))})(\psi_{c}) = \{ \mu \in L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \mid \left\| \frac{d \mu}{d \mathcal{L}_{\mathbb{T}^{d}}} \right\|_{L_{w}^{\infty}(0, T, \mathcal{M}(\mathbb{T}^{d}))} \leq \psi_{c} \}
\]
is a \( w^{*} \)-measurable subspace of \( L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \) by Lemma A.5 and thus for the second claim it suffices to show that if \( \psi_{c} < +\infty \) then \( Q_{\Psi}^{N,\ell}(L_{w}^{\infty}(0, T; B_{L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d}))})(0, \psi_{c})) = 1 \).

Since \( Q_{\Psi}^{N,\ell} \in \lim_{N \to +\infty} \sigma_{t}^{N,\Psi} P^{N} \) there exists a law with second marginal \( p_{2}^{\ell} Q_{\Psi}^{N,\ell} = Q_{\Psi}^{N,\ell} \) on \( L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \) where here \( p^{\ell} : L_{w}^{\infty}(0, T; \mathcal{M}_{1,+}^{T}(\mathbb{T}^{d} \times \mathbb{R}^{+})) \times L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \rightarrow L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \) is the projection on the second coordinate. Let us also denote by \( p_{1}^{\ell} : L_{w}^{\infty}(0, T; \mathcal{M}_{1,+}^{T}(\mathbb{T}^{d} \times \mathbb{R}^{+})) \times L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \rightarrow L_{w}^{\infty}(0, T; \mathcal{M}_{1,+}^{T}(\mathbb{T}^{d} \times \mathbb{R}^{+})) \) the projection on the first coordinate. By Proposition B.2 the law \( Q^{\ell} := p_{1}^{\ell} Q_{\Psi} \in \lim_{\ell,N \to +\infty} \pi^{N,\ell} P^{N} \) is concentrated on the \( w^{*} \)-closed set \( L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \) and
\[
L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})) \subseteq B_{\Psi}^{-1}(L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})))
\]
since \( B_{\Psi}(\pi) = b_{\Psi} \circ j^{*}(\pi) \ d\mathcal{L}_{\mathbb{T}^{d}} = b_{\Psi}(\rho_{\Psi}) \ d\mathcal{L}_{\mathbb{T}^{d}} \) by (99) due to the fact that \( \Psi \) is sublinear. Therefore
\[
Q_{\Psi}^{\ell}(L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d}))) = p_{2}^{\ell} Q_{\Psi}(L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d}))) = (B_{\Psi})_{2} Q^{\ell}(L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d})))
\]
\[
\geq Q^{\ell}(L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d}))) = 1.
\]
For the second claim we note if \( \psi_{c} < +\infty \) then we similarly have that
\[
Q_{\Psi}^{\ell}(L_{w}^{\infty}(0, T; B_{L_{w}^{\infty}(\mathbb{T}^{d})}(0, \psi_{c}))) = Q^{\ell}(B_{\Psi}^{-1}(L_{w}^{\infty}(0, T; B_{L_{w}^{\infty}(\mathbb{T}^{d})}(0, \psi_{c}))))
\]
\[
\geq Q^{\ell}(L_{w}^{\infty}(0, T; \mathcal{M}(\mathbb{T}^{d}))) = 1
\]
which completes the proof. \( \square \)
We prove next statement (d). For all $G \in L^1(0,T;C_+(\mathbb{T}^d))$
\[ \langle G, \sigma^N \rangle \leq \|g'\|_\infty \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_k} G_t\left(\frac{x}{N}\right) \eta_t(x)\,dt = \|g'\|_\infty \langle G, \sigma^N \rangle. \]

For any $G \in L^1(0,T;C(\mathbb{T}^d))$ the functional $J_G: \Omega \to \mathbb{R}$ given by
\[ J_G(\omega) = \|g'\|_\infty \langle G, i(\pi) \rangle - \langle G, \sigma \rangle, \quad \omega = (\pi, W, \sigma) \in \Omega \]
is continuous, where here $i: D(0,T;\mathcal{M}_+(\mathbb{T}^d)) \to L^1_{\text{loc}}(0,T;\mathcal{M}(\mathbb{T}^d))$ is the continuous injection given in Proposition A.13 Therefore the set \{ $J_G \geq 0$ \} is a closed set in $\Omega$ and thus by the portmanteau theorem for any subsequential limit point $Q = \lim_{N \to \infty} Q^k$ of \{ $Q^N$ \} \[ Q_{\{ J_G \geq 0 \}} \geq \limsup_{N \to +\infty} Q^k \{ J_G \geq 0 \} = \limsup_{N \to +\infty} P^k \{ \|g'\|_\infty \langle G, i(\pi) \rangle \geq \langle G, \sigma \rangle \} = 1. \]

Since $L^1(0,T;C(\mathbb{T}^d))$ is separable it follows that
\[ \left( \bigcap_{G \in L^1(0,T;C_+(\mathbb{T}^d))} \{ J_G \geq 0 \} \right) = 1. \]

Let $(\pi, W, \sigma) \in \bigcap_{G \in L^1(0,T;C_+(\mathbb{T}^d))} \{ J_G \geq 0 \}$. We will show that there exists a subset $E \subseteq [0,T]$ of full measure in $(0,T]$ such that for any $G \in C_+(\mathbb{T}^d)$ and any $t \in E$ it holds that $\langle G, \sigma_t \rangle \leq \|g'\|_\infty \langle G, \pi_t \rangle$. Ideed, for any $G \in C_+(\mathbb{T}^d)$ the maps $\langle G, \sigma \rangle$ and $\langle G, \pi \rangle$ are measurable and thus by Lebesgue’s differentiation theorem there exists a measurable set $E_G \subseteq [0,T]$ of full measure in $(0,T]$ such that
\[ \lim_{\varepsilon \to 0} \frac{1}{2\varepsilon} \int_{t-\varepsilon}^{t+\varepsilon} \langle G, \sigma_t \rangle\,ds = \langle G, \sigma_t \rangle, \quad \lim_{\varepsilon \to 0} \frac{1}{2\varepsilon} \int_{t-\varepsilon}^{t+\varepsilon} \langle G, \pi_t \rangle\,ds = \langle G, \pi_t \rangle, \quad \forall t \in E_G. \]

For any $\varepsilon > 0$ the map $G_\varepsilon(t) = \frac{1}{2\varepsilon} \mathbb{1}_{[t-\varepsilon,t+\varepsilon]} G$ is in $L^1(0,T;C_+(\mathbb{T}^d))$ and thus
\[ 0 \leq \|g'\|_\infty \langle G_\varepsilon, \pi \rangle - \langle G_\varepsilon, \sigma \rangle = \frac{\|g'\|_\infty}{2\varepsilon} \int_{t-\varepsilon}^{t+\varepsilon} \langle G, \pi_t \rangle\,ds - \frac{1}{2\varepsilon} \int_{t-\varepsilon}^{t+\varepsilon} \langle G, \sigma_t \rangle\,ds. \]

Taking the limit as $\varepsilon \to 0$ it follows that
\[ 0 \leq \|g'\|_\infty h_\varepsilon(t) - f_\varepsilon(t) = \|g'\|_\infty \langle G, \pi_t \rangle - \langle G, \sigma_t \rangle, \quad \forall t \in E_G. \]

Since $C(\mathbb{T}^d)$ is separable the set $E := \bigcap_{G \in C_+(\mathbb{T}^d)} E_G$ is of full measure and $\langle G, \sigma_t \rangle \leq \|g'\|_\infty \langle G, \pi_t \rangle$ for all $G \in C_+(\mathbb{T}^d)$ and all $t \in E$. According to (275) this shows that $\operatorname{Lip}_d(\mu_j) < +\infty$ for all $t \in E$ and completes the proof of (d). The proof of (e) follows by the energy estimate of Theorem 3.3 proved in the next section and the equality $W = -\nabla \sigma$ of equation (48). \hfill \square

### 5.4 The energy estimate

In this section we prove the energy estimate Theorem 3.3. The energy estimate is based on Lemma 5.7 below, whose proof is contained in the proof in Lemma 5.7.3 in [24]. We state this lemma below for the convenience of the reader but before we do so let us fix some notation. For each $j = 1, \ldots, d$, $N \in \mathbb{N}$, $\varepsilon > 0$ and each function $H \in C([0,T] \times \mathbb{T}^d)$ we define the function $V^{N^j}_\varepsilon \equiv V^{N,j}_\varepsilon : [0,T] \times \mathbb{M}_N^d \to \mathbb{R}$ by the formula
\[ V^{N,j}_\varepsilon(t, \eta) = \frac{1}{N^{d-1}} \sum_{x \in \mathbb{T}^d_k} H_t\left(\frac{x}{N}\right) \frac{g(\eta(x)) - g(\eta(x + [N\varepsilon]\varepsilon_j))}{[N\varepsilon]} - \frac{2}{N^{d}} \sum_{x \in \mathbb{T}^d_k} H_t\left(\frac{x}{N}\right)^2 \frac{1}{[N\varepsilon]} \sum_{k=0}^{[N\varepsilon]} g(\eta(x + k\varepsilon_j)). \]
The map $V_{t,H}^N \colon D(0, T; M_n^d) \to D(0, T; \mathbb{R})$ via the formula $V_{t,H}^N(\eta)(t) = V_{t,H}^N(t, \eta)$ and since the integral map $\int_0^T : D(0, T; \mathbb{R}) \to \mathbb{R}$ that assigns to each path $f \in D(0, T; \mathbb{R})$ the number $\int_0^T f(t) \, dt$ is continuous, the map

$$D(0, T; M_n^d) \ni \eta \mapsto \int_0^T V_{t,H}^N(\eta)(t) \, dt \in \mathbb{R}$$

is also continuous and thus Borel measurable. Finally we denote by $(V_{t}^{N,\varepsilon, H})_{0 \leq t \leq T}$ the corresponding canonical process i.e. $V_{t}^{N,\varepsilon, H}(\eta) = V_{t,H}^N(\eta)(t)$, $\eta \in D(0, T; M_n^d).

Lemma 5.7 Let $\{H^j\}_{j=1}^m \subseteq C^1([0, T] \times \mathbb{T}^d)$, $m \in \mathbb{N}$, be a finite sequence of functions and let $\{\mu_0^N \in \mathcal{P}_1 M_n^d\}_{N \in \mathbb{N}}$ be a sequence of initial distributions satisfying the O(N)-entropy assumption for some finite constant $C_0 > 0$. Then for all $\varepsilon > 0$ we have that

$$\limsup_{N \to \infty} \mathbb{E}^{\mu_0^N} \{ \max_{1 \leq i \leq m} \int_0^T V_{t}^{N,\varepsilon, H^i} \, dt \} \leq C_0.$$

Corollary 5.4 Let $\{H^i\}_{i=1}^m \subseteq C^0(I \times \mathbb{T}^d)$, $m \in \mathbb{N}$, be a finite sequence of functions and let

$$Q_3 \in \lim_{N \to \infty} Q_3^N \subseteq \mathbb{P}^{L^\infty}_w(0, T; \mathcal{M} + (\mathbb{T}^d)),$$

where $Q_3^N := \sigma_{t}^N P^N$ is the law of the empirical jump rate process. Then

$$\int \left\{ \max_{1 \leq i \leq m} \int_0^T \int_{\mathbb{T}^d} \left[ \partial_j H^i_t(u) - H^i_t(u)^2 \right] \sigma_t(u) \, du \right\} \, dQ_3(\sigma) \leq C_0.$$

Proof For each $H \in C(\mathbb{T}^d)$, $N \in \mathbb{N}$ and $\varepsilon > 0$ we set $\partial_j^{N,\varepsilon} H(u) := \frac{N}{|N\varepsilon|} (H(u) - H(u - \frac{|N| \varepsilon}{N}))$ then for each $H \in C([0, T] \times \mathbb{T}^d)$ by a simple summation by parts we can write $V_{t}^{N,\varepsilon, H}$ as

$$V_{t}^{N,\varepsilon, H} = \frac{1}{N^{d-1}} \sum_{x \in \mathbb{T}^d} H_t\left(\frac{x}{N}\right) - H_t\left(\frac{x - \varepsilon}{N}\right) g(\varepsilon(x))
- \frac{2}{N^d} \sum_{x \in \mathbb{T}^d} \sum_{k=0}^{[N\varepsilon]} H_t\left(\frac{x - ke_j}{N}\right)^2 g(\varepsilon(x))
= \frac{1}{N^d} \sum_{x \in \mathbb{T}^d} \left\{ \partial_j^{N,\varepsilon} H_t\left(\frac{x}{N}\right) - \frac{2}{[N\varepsilon]} \sum_{k=0}^{[N\varepsilon]} \tau_{-\frac{k}{N}} H_t\left(\frac{x}{N}\right)^2 \right\} g(\varepsilon(x))
= \langle \partial_j^{N,\varepsilon} H_t \rangle - \frac{2}{[N\varepsilon]} \sum_{k=0}^{[N\varepsilon]} \tau_{-\frac{k}{N}} H_t^2, \sigma_t^{N}\rangle.$$

Therefore if we denote by $A_{j}^{N,\varepsilon} : C(\mathbb{T}^d) \to C(\mathbb{T}^d)$ the map

$$A_{j}^{N,\varepsilon}(H) := \partial_j^{N,\varepsilon} H - \frac{2}{[N\varepsilon]} \sum_{k=0}^{[N\varepsilon]} \tau_{-\frac{k}{N}} H^2, \quad H \in C(\mathbb{T}^d)$$

then we can write $\int_0^T V_{t}^{N,j,\varepsilon, H} \, dt = \int_0^T \langle A_{j}^{N,\varepsilon}(H_t), \sigma_t^{N}\rangle \, dt = \langle A_{j}^{N,\varepsilon}(H), \sigma^{N}\rangle$ and

$$\mathbb{E}^{\mu_0^N} \{ \max_{1 \leq i \leq m} \int_0^T V_{t}^{N,i,\varepsilon, H^i} \, dt \} \leq \int \max_{1 \leq i \leq m} \langle A_{j}^{N,\varepsilon}(H^i), \sigma^{N}\rangle \, dQ_3^N(\sigma)$$

where with a slight abuse of notation we write $A_{j}^{N,\varepsilon} = \tilde{A}_{j}^{N,\varepsilon}$ also for the induced map on the $L^1$-Bochner spaces. We claim first that for each $\varepsilon > 0$ and each $H \in C(\mathbb{T}^d)$

$$\lim_{N \to \infty} A_{j}^{N,\varepsilon}(H) = H - \frac{\tau_{-\frac{se_j}{\varepsilon}}} \varepsilon - \frac{2}{\varepsilon} \int_0^\varepsilon H(\cdot - se_j)^2 \, ds =: A_j(H)$$

(160)
uniformly over all $u \in \mathbb{T}^d$. The fact that

$$\lim_{N \to +\infty} \frac{N}{|N|} \left[ H - \tau \cdot \left( \frac{\lfloor N \epsilon \rfloor}{N} \right) \right] = \frac{H - \tau \cdot \epsilon}{\epsilon} = \partial \epsilon \cdot H$$

uniformly on $\mathbb{T}^d$ is obvious and so we prove that

$$\lim_{N \to +\infty} \frac{1}{|N|} \sum_{k=0}^{[N]} \tau \cdot \frac{k}{N} \cdot H^2 \geq \frac{1}{\epsilon} \int_0^\epsilon H(u - s \epsilon) \, ds$$

(161) uniformly on $\mathbb{T}^d$. Indeed, for each $u \in \mathbb{T}^d$

$$\frac{1}{|N|} \sum_{k=0}^{[N]} \tau \cdot \frac{k}{N} \cdot H(u)^2 \geq \frac{1}{\epsilon} \int_0^\epsilon H(u - s \epsilon)^2 \, ds = \frac{1}{\epsilon} \int_0^\epsilon \left[ H(u - \frac{[N \epsilon]}{N} \epsilon) - H(u - s \epsilon)^2 \right] \, ds$$

$$\geq \left( \frac{N}{|N|} - \frac{1}{\epsilon} \right) \int_0^\epsilon H(u - \frac{[N \epsilon]}{N} \epsilon)^2 \, ds$$

$$+ \frac{|N|}{N} \int_0^\epsilon H(u - \frac{[N \epsilon]}{N} \epsilon)^2 \, ds$$

So for all $u \in \mathbb{T}^d$

$$\left| \frac{1}{|N|} \sum_{k=0}^{[N]} \tau \cdot \frac{k}{N} \cdot H(u)^2 - \frac{1}{\epsilon} \int_0^\epsilon H(u - s \epsilon)^2 \, ds \right| \leq 2 \left\| H \right\|_\infty \frac{1}{\epsilon} \int_0^\epsilon \left| H(u - \frac{[N \epsilon]}{N} \epsilon) - H(u - s \epsilon) \right| \, ds$$

$$+ \left\| H \right\|_\infty^2 \left( \frac{|N|}{N} - 1 \right) + \frac{|N|}{N} \left\| H \right\|_\infty^2 \left( \frac{|N|}{N} + 1 \right) \epsilon.$$

The second and third terms in the right hand side above are independent of the the variable $u \in \mathbb{T}^d$ and obviously converge to 0 as $N \to +\infty$. The first term also converges to 0 as $N \to +\infty$ uniformly over all $u \in \mathbb{T}^d$ since $H \in C(\mathbb{T}^d)$ is uniformly continuous by the compactness of $\mathbb{T}^d$ and thus the limit in (161) holds uniformly on $\mathbb{T}^d$. Furthermore, for all $H \in C(\mathbb{T}^d)$ and all $\epsilon > 0$ there exists large enough $N_{H, \epsilon} \in \mathbb{N}$ such that

$$\sup_{N \geq N_{H, \epsilon}} \left\| A_j^{N, \epsilon}(H) \right\|_\infty \leq 2 \left\| H \right\|_\infty + \left\| H \right\|_\infty^2 < +\infty.$$

(162)

Thus if $H \in L^2(0, T; C(\mathbb{T}^d)) \subseteq L^1(0, T; C(\mathbb{T}^d))$ then $\lim_{N \to +\infty} \left\| A_j^{N, \epsilon}(H_t) - A_j^\epsilon(H_t) \right\|_\infty = 0$ for all $t \in [0, T]$ and

$$\sup_{N \geq N_{H, \epsilon}} \left\| A_j^{N, \epsilon}(H) \right\|_\infty \leq 2 \left\| H \right\|_\infty + \left\| H \right\|_\infty^2 \in L^1(0, T).$$

Therefore by the dominated convergence theorem

$$\lim_{N \to +\infty} \left\| A_j^{N, \epsilon}(H) - A_j^\epsilon(H) \right\|_{L^1(0, T; C(\mathbb{T}^d))} = 0, \quad \forall H \in L^2(0, T; C(\mathbb{T}^d)).$$

(163)

We consider now a subsequence of $\{Q_j^N\}_{N \in \mathbb{N}}$, which we continue to denote by $\{Q_j^N\}$, converging weakly to $Q$. Then, using the elementary inequality

$$\max_{1 \leq i \leq m} a_i - \max_{1 \leq i \leq m} b_i \leq \max_{1 \leq i \leq m} (a_i - b_i)$$

(164)
which holds for all finite sequences \( \{a_i\}_{i=1}^m \), \( \{b_i\}_{i=1}^m \) of real numbers, we write
\[
\int \max_{1 \leq i \leq m} \|A_j^i(H^i), \sigma\| \, d\mu_N^N(\sigma) \leq \int \max_{1 \leq i \leq m} \|A_j^{N,\varepsilon}(H^i), \sigma\| \, d\mu_N^N(\sigma)
+ \int \max_{1 \leq i \leq m} \|A_j^i(H^i) - A_j^{N,\varepsilon}(H^i), \sigma\| \, d\mu_N^N(\sigma).
\]

The function \( L^\infty_w(0, T; M^+(\mathbb{T}^d)) \supset \sigma \mapsto \max_{1 \leq i \leq m} \|v_\varepsilon(H^i), \sigma\| \) is continuous in the \( w^*\)-topology as the maximum of a finite number of continuous functionals and therefore since \( \mu_N^N \) converges weakly to \( \mu_3 \) we have that
\[
\lim_{N \to \infty} \int \max_{1 \leq i \leq m} \|A_j^{N,\varepsilon}(H^i), \sigma\| \, d\mu_N^N(\sigma) = \int \max_{1 \leq i \leq m} \|A_j^{\varepsilon}(H^i), \sigma\| \, d\mu_3(\sigma).
\]

On the other hand, by Lemma 5.7
\[
\limsup_{N \to \infty} \int \max_{1 \leq i \leq m} \|A_j^{N,\varepsilon}(H^i), \sigma\| \, d\mu_3^N(\sigma) \leq C_0
\]
and thus it follows that
\[
\int \max_{1 \leq i \leq m} \|A_j^i(H^i), \sigma\| \, d\mu_3(\sigma) \leq C_0 + \limsup_{N \to \infty} \int \max_{1 \leq i \leq m} \|A_j^{N,\varepsilon}(H^i) - A_j^{N,\varepsilon}(H^i), \sigma\| \, d\mu_N^N(\sigma). \tag{165}
\]

Now, the limit superior in the right hand side above vanishes since
\[
\int \max_{1 \leq i \leq m} \|A_j^i(H^i) - A_j^{N,\varepsilon}(H^i), \sigma\| \, d\mu_N^N(\sigma) \leq E_N^N\left( \max_{1 \leq i \leq m} \|\|A_j^i(H^i) - A_j^{N,\varepsilon}(H^i), \sigma^N\|\right)
\]
and for all \( i = 1, \ldots, m \) we have that \( P^N \)-a.s.
\[
\|\|A_j^i(H^i) - A_j^{N,\varepsilon}(H^i), \sigma^N\|\| \leq \int_0^T |\{A_j^i(H^i_t) - A_j^{N,\varepsilon}(H^i_t), \sigma_t^N\}| \, dt
\leq \|\|g\|\|_\infty \int_0^T \|\|A_j^i(H^i_t) - A_j^{N,\varepsilon}(H^i_t)\|\|_\infty \, dt
\leq \|\|g\|\|_\infty \int_0^T \|\|A_j^i(H^i_t) - A_j^{N,\varepsilon}(H^i_t)\|\|_\infty \, dt
\]
so that the integral in the limit superior in the right hand side of (165) is bounded above by
\[
\|\|g\|\|_\infty \max_{1 \leq i \leq m} \int_0^T \|\|A_j^i(H^i_t) - A_j^{N,\varepsilon}(H^i_t)\|\|_\infty \, dt \int (1, \pi^N) \, d\mu_0^N
\]
which tends to zero as \( N \to \infty \) by (165) and Lemma 5.1. Therefore
\[
\int \max_{1 \leq i \leq m} \|A_j^i(H^i), \sigma\| \, d\mu_3(\sigma) \leq C_0. \tag{166}
\]

We show finally that if \( H \in L^1(0, T; C^1(\mathbb{T}^d)) \cap L^2(0, T; C(\mathbb{T}^d)) \) then
\[
\lim_{\varepsilon \to 0} \int \max_{1 \leq i \leq m} \|A_j^i(H^i), \sigma\| \, d\mu_3(\sigma) = \int \max_{1 \leq i \leq m} \|\partial_j H_t - 2H_t^2, \sigma\| \, d\mu_3(\sigma) \tag{167}
\]
which concludes the proof. We note first that for each function \( H \in C^1(\mathbb{T}^d) \)
\[
\lim_{\varepsilon \to 0} A_c(H) = \partial_j H - 2H^2 =: A(H)
\]
uniformly in \( \mathbb{T}^d \) since the function \( \partial_j H - 2H^2 \) is uniformly continuous. Indeed, by the fundamental theorem of calculus and a simple change of variables
\[
A_c(H)(u) = \int_0^1 \partial_j H(u - \varepsilon \hat{s}e_j) \, ds - \frac{2}{\varepsilon} \int_0^1 H(u - \varepsilon \hat{s}e_j)^2 \, ds = \int_0^1 \{ \partial_j H(u - \varepsilon \hat{s}e_j) - 2H(u - \varepsilon \hat{s}e_j)^2 \} \, ds
\]
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and thus

\[ |A^ε(H)(u) - A(H)(u)| \leq \int_0^1 |\partial_j H(u - \varepsilon se_j) - \partial_j H(u) + 2H(u)2 - 2H(u - \varepsilon se_j2)| \, ds. \]

This shows that \( \lim_{\varepsilon \to 0} \|A^ε(H) - A(H)\|_{\infty} = 0 \) for all \( H \in C^1(\mathbb{T}^d) \). Furthermore

\[ \sup_{\varepsilon > 0} \|A^ε(H) - A(H)\|_{\infty} \leq 2\|\partial_j H\|_{\infty} + 4\|H\|_{L^2}^2 \]

and therefore if \( H \in L^1(0,T;C^1(\mathbb{T}^d)) \cap L^2(0,T;C(\mathbb{T}^d)) \) then the family of maps \( \{\|A^ε(H) - A(H)\|_{\infty}\}_{\varepsilon > 0} \) is dominated by the function \( 2\|\partial_j H\|_{\infty} + 4\|H\|_{L^2}^2 \in L^1(0,T) \) and thus

\[ \lim_{\varepsilon \to 0} \|A^ε(H) - A(H)\|_{L^1(0,T;C(\mathbb{T}^d))} = 0, \quad \forall H \in L^1(0,T;C(\mathbb{T}^d)) \cap L^2(0,T;C(\mathbb{T}^d)). \]  

(168)

Consequently, if \( \{H^i\}_{i=1}^m \subseteq L^1(0,T;C^1(\mathbb{T}^d)) \cap L^2(0,T;C(\mathbb{T}^d)) \) then by inequality (164)

\[
\int \left\{ \max_{1 \leq i \leq m} \|A^ε(H^i),j\| - \max_{1 \leq i \leq m} \|A(H),j\| \right\} \, dQ_3(\sigma) \leq \int \max_{1 \leq i \leq m} \|A^ε(H^i) - A(H^i),j\| \, dQ_3(\sigma) \\
\leq \int_0^T \max_{1 \leq i \leq m} \|A^ε(H^i) - A(H^i),j\| \, dQ_3(\sigma) \\
\leq \max_{1 \leq i \leq m} \|A^ε(H^i) - A(H^i),j\|_{L^1(0,T;C(\mathbb{T}^d))} \int \|\sigma\|_{TV;C(\mathbb{T}^d)} \, dQ_3(\sigma). \]  

(169)

But by the \( \omega^ε \)-lower semicontinuity of the norm \( \|\cdot\|_{TV;\infty} \) of \( L^\infty_ω(0,T;\mathcal{M}(\mathbb{T}^d)) \) and Lemma 5.1

\[
\int \|\sigma\|_{TV;\infty} \, dQ_3(\sigma) \leq \liminf_{N \to +\infty} \int \|\sigma^N\|_{TV;\infty} \, dP^N \leq \|g^\varepsilon\|_{\infty} \limsup_{N \to +\infty} \int \|\pi^N\|_{TV;\infty} \, dP^N \\
= \|g^\varepsilon\|_{\infty} \limsup_{N \to +\infty} \int (1,\pi^N) \, d\mu_0^N < +\infty. \]  

(170)

Consequently (167) follows by (168), (170) and (169) and the proof of the corollary is complete. \( \square \)

Let \( K_0: L^\infty_ω(0,T;\mathcal{M}(\mathbb{T}^d)) \to [0, +\infty] \) be the map defined by

\[
K_0(\sigma) = \sup_{H \in C^{0,1}(0,T) \times \mathbb{T}^d} \int_0^T \left( \partial_j H_t(u) - 2H_t(u)^2 \right) \, d\sigma_t(u) \, dt. \]  

(171)

Then \( K_0 \) is \( \omega^ε \)-measurable and

\[
\int K_0(\sigma) \, dQ_3(\sigma) \leq C_0 < +\infty. \]  

(172)

Indeed, if \( \{H_t\}_{t \in \mathbb{N}} \subseteq C^{0,1}(0,T \times \mathbb{T}^d) \) is a sequence dense in \( C^{0,1}(0,T \times \mathbb{T}^d) \) in the usual \( C^{0,1} \)-uniform norm \( \|H\|_{C^{0,1}} := \|H\|_{C(0,T \times \mathbb{T}^d)} + \|\nabla H\|_{C(0,T \times \mathbb{T}^d)} \) then for all \( \sigma \in L^\infty_ω(0,T;L^\infty(\mathbb{T}^d)) \)

\[
K_0(\sigma) = \sup_{t \in \mathbb{N}} \int_0^T \int_{\mathbb{T}^d} \left[ \partial_j H^j_t(u) - H^j_t(u)^2 \right] \sigma_t(u) \, du \, dt \\
= \lim_{m \to +\infty} \max_{1 \leq i \leq m} \int_0^T \int_{\mathbb{T}^d} \left[ \partial_j H^j_t(u) - H^j_t(u)^2 \right] \sigma_t(u) \, du \, dt. \]

So the map \( K_0 \) is \( \omega^ε \)-lower semicontinuous as the supremum of a family of \( \omega^ε \)-lower semicontinuous functions and (172) follows by the monotone convergence theorem and Corollary 5.4. \( \square \)

We are now ready to prove Theorem 3.3. Fix \( j = 1, \ldots, d \). By (172) for \( Q_3 \)-a.s. all paths \( \sigma \in L^\infty(0,T;\mathcal{M}(\mathbb{T}^d)) \)

\[
K_0(\sigma) < +\infty. \]  

(173)
For each a path $\sigma \in \{K_0 < +\infty\}$ we denote by $\sigma \in \mathcal{M}_+([0,T] \times \mathbb{T}^d)$ the corresponding space-time measure characterized by

$$
\langle H, \sigma \rangle = \int_0^T \int_{\mathbb{T}^d} H(t,u) \, d\sigma(t,u), \quad H \in C([0,T] \times \mathbb{T}^d).
$$

In other words, $\sigma := i^*(\sigma)$ where $i : C([0,T] \times \mathbb{T}^d) \to L^1(0,T; C(\mathbb{T}^d))$ is the natural injection. For each $\sigma \in L^\infty_w(0,T; \mathcal{M}_+(\mathbb{T}^d))$ we define $L^2_\sigma$ to be the closure of $C^{0,1}([0,T] \times \mathbb{T}^d)$ in $L^2([0,T] \times \mathbb{T}^d, \sigma)$. Then $L^2_\sigma$ is a Hilbert space with the inner product

$$
\langle H, G \rangle_\sigma = \int_{[0,T]\times\mathbb{T}^d} H(t,u)G(t,u) \, d\sigma(t,u) = \int_0^T \int_{\mathbb{T}^d} H(t,u)G(t,u) \, d\sigma(t,u) \, dt.
$$

Let now $\ell_\sigma^j : C^{0,1}([0,T] \times \mathbb{T}^d) \to \mathbb{R}$, $j = 1, \ldots, d$ denote the linear function given by the formula

$$
\ell_\sigma^j(H) = \int_0^T \int_{\mathbb{T}^d} \partial_j H(t,u) \, d\sigma(t,u) \, dt.
$$

It follows from estimate (173) that

$$
a|\ell_\sigma^j(H)| = 2a^2\|H\|_{L^2_\sigma}^2 \leq K_0(\sigma)
$$

for all $a \in \mathbb{R}$ and all $H \in C^1([0,T] \times \mathbb{T}^d)$. The maximum over all $a \in \mathbb{R}$ of the quantity in the left hand side of the inequality above is achieved at $a = \ell_\sigma^j(H)/\|2H\|_{L^2_\sigma}$, and therefore

$$
\frac{\ell_\sigma^j(H)^2}{8|\|H\|_{L^2_\sigma}^2} = \frac{\ell_\sigma^j(H)^2}{4|\|H\|_{L^2_\sigma}^4} - \frac{2\ell_\sigma^j(H)^2}{16|\|H\|_{L^2_\sigma}^4} |\|H\|_{L^2_\sigma}^2 \leq K_0(\sigma)
$$

for all $H \in C^1(I \times \mathbb{T}^d)$. It follows that $|\ell_\sigma^j(H)| \leq 2\sqrt{2K(\sigma)}|\|H\|_{L^2_\sigma}|$ for all $H \in C^1([0,T] \times \mathbb{T}^d)$ and thus $\ell_\sigma^j$ can be extended to a bounded linear function $\ell_\sigma^j : L^2_\sigma \to \mathbb{R}$ with norm $\|\ell_\sigma^j\| \leq 2\sqrt{2K_0(\sigma)}$.

By the Riesz representation theorem now there exists an $L^2_\sigma$-function, which we denote by $\partial_j(\log \sigma)$, such that

$$
\ell_\sigma^j(H) = -\langle H, \partial_j(\log \sigma) \rangle_\sigma = -\int_0^T \int_{\mathbb{T}^d} H(t,u)\partial_j(\log \sigma)(t,u) \, d\sigma(t,u)
$$

(174) for all $H \in C^0([0,T] \times \mathbb{T}^d)$. Since $\partial_j(\log \sigma) \in L^2_\sigma$, represents $\ell_\sigma^j$ via the Riesz representation theorem we have that

$$
\int_0^T \int_{\mathbb{T}^d} [\partial_j(\log \sigma)(t,u)]^2 \, d\sigma(t,u) = \|\partial_j(\log \sigma)\|_{L^2_\sigma}^2 = \|\ell_\sigma^j\|^2 \leq 8K_0(\sigma) < +\infty.
$$

(175) Now, by Theorem 3.2(c) we know that $Q_3$ is concentrated on the $w^*$-measurable $L^\infty_w(0,T; \mathcal{M}_{+,ac}(\mathbb{T}^d))$ and thus for $Q_3$-almost all $\sigma \in \{K_0 < +\infty\}$ we have that $\sigma \ll \mathcal{L}_{[0,T] \times \mathbb{T}^d}$ with density

$$
\sigma(t,u) := \frac{d\sigma}{d\mathcal{L}_{[0,T] \times \mathbb{T}^d}}(t,u) = \frac{d\sigma_t}{d\mathcal{L}_{\mathbb{T}^d}}(u) \geq 0
$$

for Lebesgue almost all $(t,u) \in [0,T] \times \mathbb{T}^d$. Since the Radon-Nikodym density $\sigma$ is Lebesgue almost surely equal to 0 on any $\sigma$-null set $E \subset [0,T] \times \mathbb{T}^d$ the Lebesgue almost sure equality class of the function $\partial_j \sigma := \partial_j(\log \sigma)$ does not depend on the representative from the $\sigma$-almost sure equality class of the function $\partial_j(\log \sigma) \in L^2_\sigma$. Furthermore the Lebesgue integral of $|\partial_j \sigma|$ is

$$
\int_{[0,T] \times \mathbb{T}^d} |\partial_j \sigma(t,u)| \, du \, dt = \int_{[0,T] \times \mathbb{T}^d} |\partial_j(\log \sigma)(t,u)| \, d\sigma(t,u)
$$

$$
\leq \sqrt{\sigma([0,T] \times \mathbb{T}^d)} \left( \int_{[0,T] \times \mathbb{T}^d} |\partial_j(\log \sigma)|^2 \, d\sigma(t,u) \right)^{\frac{1}{2}}
$$

$$
\leq 2\sqrt{\sigma([0,T] \times \mathbb{T}^d)2K_0(\sigma)} \leq 2\sqrt{2T\|g\|_{\infty} \mu_0(\mathbb{T}^d)K_0(\sigma)} < +\infty
$$
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and thus $\partial_j(\log \sigma) \in L^1([0, T] \times \mathbb{T}^d)$ for all $\sigma \in L^\infty_w(0, T; \mathcal{M}_{+,ac}(\mathbb{T}^d)) \cap \{ K_0 < +\infty \}$. By (174) $\partial_j \sigma$ satisfies property (19) and is thus the $L^1$-weak $j$-th spatial derivative of $\sigma$ in $[0, T] \times \mathbb{T}^d$. By the identity $\partial_j \sigma = \sigma \cdot \partial_j (\log \sigma)$ we have that

$$\frac{\| \nabla \sigma(t, u) \|_2^2}{\sigma(t, u)} = \sigma(t, u) \| \nabla (\log \sigma)(t, u) \|_2^2$$

and therefore the energy estimate (50) follows from (175). Finally, if $\varphi_c < +\infty$ then as we know from Theorem 5.2.4(c) the law $Q_3$ is concentrated on the $w^*$-closed subspace of paths $\sigma \in L^\infty_w(0, T; \mathcal{M}_{+,ac}(\mathbb{T}^d))$ that satisfy

$$\| \sigma_t \|_{L^\infty((\mathbb{T}^d))} \leq \varphi_c < +\infty$$

and thus the function $\partial_j \sigma := \sigma \cdot \partial_j (\log \sigma)$ satisfies

$$\int_{[0, T] \times \mathbb{T}^d} (\partial_j \sigma(t, u))^2 \, du \, dt = \int_0^T \int_{\mathbb{T}^d} [\partial_j (\log \sigma)(t, u)]^2 \sigma(t, u)^2 \, du \, dt \leq \varphi_c \| \partial_j (\log \sigma) \|_{Z_2}^2 \leq 8 \varphi_c K_0(\sigma) < +\infty,$$

and thus is in $L^2([0, T] \times \mathbb{T}^d)$. By (174) $\partial_j \sigma$ satisfies property (19) and is thus the required $L^2$-weak $j$-th spatial derivative of $\sigma$ in $[0, T] \times \mathbb{T}^d$.

It is now easy to see that $\sigma_t \in H^1(\mathbb{T}^d)$ ( $\sigma_t \in W^1(\mathbb{T}^d)$ if $\varphi_c = +\infty$) a.s. for all $t \in [0, T]$ $Q_3$-a.s. for all $\sigma \in L^\infty_w(0, T; \mathcal{M}_{+,ac}(\mathbb{T}^d))$

$$L^\infty_w(0, T; \mathcal{M}_{+,ac}(\mathbb{T}^d)) \cap \{ K_0 < +\infty \} \subseteq \{ \sigma \mid \sigma_t \in W^1(\mathbb{T}^d) \text{ a.s.} \forall t \in [0, T] \}$$

and the set in the left hand side above is of full $Q_3$-measure and likewise if $\varphi_c < +\infty$ then

$$\{ \sigma \mid \| \sigma_t \|_{L^\infty((\mathbb{T}^d))} \leq \varphi_c \} \cap \{ K_0 < +\infty \} \subseteq \{ \sigma \mid \sigma_t \in H^1(\mathbb{T}^d) \text{ a.s.} \forall t \in [0, T] \}$$

and the set in the left hand side is of full $Q_3$-measure. By the previous paragraph we know that and $\sigma \in L^\infty_w(0, T; \mathcal{M}_{+,ac}(\mathbb{T}^d)) \cap \{ K_0 < +\infty \}$ there exist functions $\partial_j \sigma \in L^1([0, T] \times \mathbb{T}^d)$, $j = 1, \ldots, d$, satisfying (19) for all $H \in C^{0,1}([0, T] \times \mathbb{T}^d)$. We will show that $\sigma_t \in W^{1,1}(\mathbb{T}^d)$ for almost all $t \in [0, T]$.

For each $t \in [0, T]$ and $\varepsilon > 0$ we consider a sequence of smooth functions $\{ f^{n}_{t,\varepsilon} \}_{n \in \mathbb{N}}$ defined on $[0, T]$ such that $f^{n}_{t,\varepsilon} \leq 1_{[t-\varepsilon, t+\varepsilon]}$ for all $n \in \mathbb{N}$ and $f^{n}_{t,\varepsilon} \rightarrow 1_{(t-\varepsilon, t+\varepsilon)}$ pointwise as $n \rightarrow \infty$. Then for all functions $H \in C^{0,1}([0, T] \times \mathbb{T}^d)$ we have by (19) that

$$\frac{1}{2\varepsilon} \int_0^T \int_{\mathbb{T}^d} f^{n}_{t,\varepsilon}(s) \partial_j H_s(u) \sigma(s, u) \, du \, ds = -\frac{1}{2\varepsilon} \int_0^T \int_{\mathbb{T}^d} f^{n}_{t,\varepsilon}(s) H_s(u) \partial_j \sigma(s, u) \, du \, ds.$$

Then taking the limit as $n \rightarrow \infty$ in both sides of the inequality above, we get that

$$\int_{t-\varepsilon}^{t+\varepsilon} \int_{\mathbb{T}^d} \partial_j H_s(u) \sigma(s, u) \, du \, ds = -\int_{t-\varepsilon}^{t+\varepsilon} \int_{\mathbb{T}^d} H_s(x) \partial_j \sigma(s, x) \, du \, ds.$$

Then taking the limit as $\varepsilon \rightarrow 0$ in both sides of the equality above, it follows by Lebesgue's differentiation theorem that for each $H \in C^{0,1}([0, T] \times \mathbb{T}^d)$,

$$\int_{\mathbb{T}^d} \partial_j H_t(x) \sigma(t, x) \, du = -\int_{\mathbb{T}^d} H_t(x) \partial_j \sigma(t, x) \, du \quad (176)$$

for all $t \in E_H$, for some measurable set $E_H \subseteq [0, T]$ of full Lebesgue measure in $[0, T]$. Taking then a sequence $\{ H^i \}_{i \in \mathbb{N}} \subseteq C^{0,1}([0, T] \times \mathbb{T}^d)$ dense in $C^{0,1}([0, T] \times \mathbb{T}^d)$ in the $C^{0,1}$-uniform norm $\| \cdot \|_{C^{0,1}}$, we have that the set $E := \bigcap_{i \in \mathbb{N}} E_{H^i}$ is of full Lebesgue measure and for each $t \in E$ we have
that (176) holds for all $H \in C^{0,1}([0, T] \times \mathbb{T}^d)$. In particular, since $C^1(\mathbb{T}^d)$ can be considered as a subspace of $C^1([0, T] \times \mathbb{T}^d)$ it follows that

$$
\int_{\mathbb{T}^d} \partial_j H(u) \sigma(t, u) \, du = -\int_{\mathbb{T}^d} H(u) \partial_j \sigma(t, u) \, du, \quad \forall (t, H) \in E \times C^1(\mathbb{T}^d).
$$

Consequently, $\sigma_t$ is weakly differentiable for almost all $t \in [0, T]$ with weak $j$-th partial derivative $\partial_j \sigma_t$. Finally, since $\partial_j \sigma \in L^1([0, T] \times \mathbb{T}^d)$ we have that

$$
\int_{0}^{T} \|\partial_j \sigma_t\|_{L^1(\mathbb{T}^d)} \, dt = \|\partial_j \sigma\|_{L^1([0, T] \times \mathbb{T}^d)} < +\infty,
$$

and therefore $\|\partial_j \sigma_t\|_{L^1(\mathbb{T}^d)} < +\infty$ for almost all $t \in [0, T]$. Consequently, $\sigma_t \in W^{1,1}(\mathbb{T}^d)$ for almost all $t \in [0, T]$. If $\varphi < +\infty$ then $\partial_j \sigma \in L^2([0, T] \times \mathbb{T}^d)$ and thus $\sigma_t \in H^1(\mathbb{T}^d)$ for almost all $t \in [0, T]$ and the proof of Theorem 3.3 is complete. □

5.5 A closed hydrodynamic equation

In this section we prove Theorem 3.4. We will first show that any limit point $Q$ of the laws $Q^N,\ell := \pi^N,\ell_0 P^N$ of the micro empirical density process of the ZRP is concentrated on mild Young measure-valued solutions of the hydrodynamic equation in the sense of (37). Then by the energy estimate of Theorem 3.3 it will follow that it is in fact concentrated on weak solutions in the sense of (38). So let $Q \in \text{Lim}_{\ell \to +\infty} \text{Lim}_{N \to +\infty} Q^N,\ell$. For any test function $f \in C_0^1((0, T) \times \mathbb{T}^d)$ the map

$$
(0, T) \ni t \mapsto \Delta \partial_t f_t(U) + \Phi(\Lambda) \Delta f_t(U) \in \overline{C}_{1}(\mathbb{T}^d \times \mathbb{R}_+),
$$

is in $L^1(0, T; \overline{C}_{1}(\mathbb{T}^d \times \mathbb{R}_+))$. Here $\Phi = \mathbf{\Phi}$ is the extended mean jump rate function of the ZRP. Therefore the functional

$$
\mathcal{J}(\Lambda \partial f(U) + \Phi(\Lambda) \Delta f(U)), \cdot : L^\infty(0, T; \overline{C}_{1}(\mathbb{T}^d \times \mathbb{R}_+)) \to \mathbb{R}
$$

is $w^\ast$-continuous, and thus for each $\varepsilon > 0$ and each $f \in C_0^1((0, T) \times \mathbb{T}^d)$ the set

$$
A_{f, \varepsilon} := \{\pi \in L^\infty(0, T; \overline{M}_1(\mathbb{T}^d \times \mathbb{R}_+)) \mid \|\Lambda \partial f(U) + \Phi(\Lambda) \Delta f(U), \pi\| > 3\varepsilon\}
$$

is open in $w^\ast$-topology of $L^\infty(0, T; \overline{M}_1(\mathbb{T}^d \times \mathbb{R}_+))$. Consequently for any sequences $\{m_\ell\}_{\ell \in \mathbb{Z}_+}$ and $\{\ell^{(N)}\}_{N \in \mathbb{N}, \ell \in \mathbb{Z}_+}$, such that

$$
Q = \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q^{N, \ell, m_\ell}
$$

we have by the portmanteau theorem that

$$
Q(A_{f, \varepsilon}) \leq \liminf_{\ell \to +\infty} \liminf_{N \to +\infty} Q^{N, \ell, m_\ell}(A_{f, \varepsilon}) \leq \limsup_{\ell \to +\infty} \limsup_{N \to +\infty} Q^{N, \ell}(A_{f, \varepsilon})
$$

By the definition of $Q^{N, \ell}$

$$
Q^{N, \ell}(A_{f, \varepsilon}) = P^N\left\{\int_{0}^{T} \pi^{N, \ell}_t (\Lambda \partial_t f_t(U) + \Phi(\Lambda) \Delta f_t(U)) \, dt \geq 3\delta\right\}
$$

$$
= P^N\left\{\int_{0}^{T} \frac{1}{N^2} \sum_{x \in \mathbb{T}^d} \left| \partial_t f_t\left(\frac{x}{N}\right) \eta^t_{\Delta f_t}(x) + \Delta f_t\left(\frac{x}{N}\right) \Phi(\eta^t_{\Delta f_t}(x)) \right| \, dt \geq 3\delta\right\}
$$

$$
= P^N\left\{\|\partial_t f_t, \pi^N,\ell\| + \|\Delta f_t, B_{\Phi}(\pi^N,\ell)\| > 3\delta\right\}.
$$

In the last equality $\pi^N,\ell := B(\pi^N,\ell)$ is the barycentric projection of the micro-empirical density and $B_{\Phi}$ is the $\Phi$-projection defined as in (23). By adding and subtracting the terms $\langle \partial_t f_t, \pi^N \rangle$ and $\langle \Delta f_t, \sigma^N \rangle$ it follows that

$$
Q^{N, \ell}(A_{f, \varepsilon}) \leq P^N\left\{\|\partial f_t, \pi^N,\ell - \pi^N\| > \varepsilon\right\} + P^N\left\{\|\partial f_t, \pi^N\| + \|\Delta f_t, \sigma^N\| > \varepsilon\right\}
$$

$$
+ P^N\left\{\|\Delta f_t, \sigma^N - B_{\Phi}(\pi^N,\ell)\| > \varepsilon\right\}.
$$

(177)
The second term in (177) converges to 0 as $N \to +\infty$ by (159) for $f \in C^3_c((0, T) \times \mathbb{T}^d)$ and the third term converges to 0 for $f \in C^2_c((0, T) \times \mathbb{T}^d)$ by the one-block estimate. For the first term by a change of variables we have for all $N \in \mathbb{N}$, $\ell \in \mathbb{Z}_+$ that

$$\langle \partial f, \pi^{N,\ell} - \pi^N \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} \partial_t f_t \left( \frac{x}{N} \right) (\eta_t^N(x) - \eta_t(x)) \, dt$$

$$= \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} \left[ \frac{1}{N^d} \sum_{|y| \leq \ell} \partial_t f_t \left( \frac{x + y}{N} \right) - \partial_t f_t \left( \frac{x}{N} \right) \right] \eta_t(x) \, dt$$

$$= \left\langle \frac{1}{N^d} \sum_{|y| \leq \ell} \partial f \left( \frac{x + y}{N} \right) - \partial f, \pi^N \right\rangle.$$ (178)

Since $\partial f \in L^1(0, T; C(\mathbb{T}^d))$ for each $\varepsilon > 0$ there exists a map $\delta_{\varepsilon} \in L^\infty_c(0, T)$ such that $\delta_{\varepsilon}(t) > 0$ for almost all $t \in [0, T]$ and

$$d_{\pi, t^*}(u, v) < \delta_{\varepsilon}(t) \quad \implies \quad |\partial_t f_t(u) - \partial_t f_t(v)| < \varepsilon$$

and since $\|\partial f\|_\infty \in L^1(0, T)$ for each $\ell \in \mathbb{Z}_+$ there exists $\delta_{\ell} > 0$ such that

$$\mathcal{L}_{(0, T)}(E) < \delta_{\ell} \quad \implies \quad \int_E \|\partial_t f_t\|_\infty \, dt < \varepsilon^{-1}.$$  

Since $\mathcal{L}_{(0, T)}(\{\delta_{\ell - 1} < \frac{1}{k_\ell}\}) = 0$ for all $\ell \in \mathbb{Z}_+$, for each $\ell \in \mathbb{Z}_+$ there exists $k_{\ell} \in \mathbb{N}$ such that $\mathcal{L}_{(0, T)}(\{\delta_{\ell - 1} < k_{\ell}^{-1}\}) < \delta_{\ell}$. Then for all $(N, \ell) \in \mathbb{N} \times \mathbb{Z}_+$

$$\left| \int_{\{\delta_{\ell - 1} < k_{\ell}^{-1}\}} \left( \frac{1}{N^d} \sum_{|y| \leq \ell} \partial_t f_t \left( \frac{x + y}{N} \right) - \partial_t f_t, \pi_t^N \right) \right| \leq 2 \int_{\{\delta_{\ell - 1} < k_{\ell}^{-1}\}} \|\partial_t f_t\|_\infty (1, \pi_t^N) \, dt$$

$$\leq 2 \int_{\{\delta_{\ell - 1} < k_{\ell}^{-1}\}} \|\partial_t f_t\|_\infty (1, \pi_t^N) \, dt$$

$$\leq 2 \ell^{-1} (\pi_0^N, 1) \mathcal{L}_{(0, T)}(\{\delta_{\ell - 1} < k_{\ell}^{-1}\}).$$ (179)

On the other hand, for each $\ell \in \mathbb{Z}_+$ we can choose $N_{\ell} \in \mathbb{N}$ such that $\ell/N < k_{\ell}^{-1}$ for all $N \geq N_{\ell}$ and then for all $\ell \in \mathbb{Z}_+$, $N \geq N_{\ell}$

$$\left| \int_{\{\delta_{\ell} \geq \frac{1}{k_{\ell}}\}} \left( \frac{1}{N^d} \sum_{|y| \leq \ell} \partial_t f_t \left( \frac{x + y}{N} \right) - \partial_t f_t, \pi_t^N \right) \right| \leq \int_{\{\delta_{\ell} \geq k_{\ell}^{-1}\}} \ell^{-1} (1, \pi_t^N) \, dt$$

$$\leq \ell^{-1} (\pi_0^N, 1) \mathcal{L}_{(0, T)}(\{\delta_{\ell} \geq k_{\ell}^{-1}\}).$$ (180)

It follows by (178), (179) and (180) that for each $\ell \in \mathbb{Z}_+$ and all $N \geq N_{\ell}$

$$\langle \partial f, \pi^{N,\ell} - \pi^N \rangle \overset{P^N \text{a.s.}}{\leq} \frac{\varepsilon}{2 \ell^{-1} (\pi_0^N, 1)}$$

and therefore

$$\limsup_{\ell, N \to +\infty} P^N \left\{ \|\partial f, \pi^{N,\ell} - \pi^N\| > \varepsilon \right\} \leq \limsup_{\ell, N \to +\infty} P^N \left\{ 2 \ell^{-1} (\pi_0^N, 1) > \varepsilon \right\}$$

$$\leq \limsup_{\ell, N \to +\infty} \mu_0^N \left\{ 2 (\pi_0^N, 1) > \ell \varepsilon \right\} = 0$$

where the last limit follows by Lemma 3.15.

We have thus shown that $Q(A_{f, \varepsilon}) = 0$ for all $C^3_c((0, T) \times \mathbb{T}^d)$. Since this holds for all $\varepsilon > 0$ it follows that

$$Q(\{\langle \Delta f(U) + \Phi(A) \Delta f(U), \pi \rangle = 0\}) \equiv 1, \quad \forall f \in C^3_c((0, T) \times \mathbb{T}^d).$$
Since there exists a countable family \( \mathcal{S} \subseteq C^2_c((0, T) \times \mathbb{T}^d) \) that is dense in \( C^2_c((0, T) \times \mathbb{T}^d) \) in the \( C^2 \)-uniform norm it follows that

\[
Q \left( \bigcap_{f \in C^2_c((0, T) \times \mathbb{T}^d)} \left\{ (\Lambda \partial f(U) + \Phi(\Lambda) \Delta f(U), \pi) = 0 \right\} \right) = 1.
\]

We have thus shown that \( Q \) is concentrated on mild generalized Young measure-valued solutions to the hydrodynamic equation \( \partial_t \pi = \Delta \Phi(\pi) \) in the sense of [57]. By Proposition [5.2] we also know that \( Q \) is concentrated on \( L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d)) \). Therefore if we set

\[
A := \bigcap_{f \in C^2_c((0, T) \times \mathbb{T}^d)} \left\{ \pi \in L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d)) \mid \langle \Lambda \partial f(U) + \Phi(\Lambda) \Delta f(U), \pi \rangle = 0 \right\}
\]

we have that \( Q(A) = 1 \). Since \( \Phi \) is sublinear, i.e. \( \lim_{\lambda \to +\infty} \Phi(\lambda)/\lambda = 0 \), for any \( \pi \in A \) and any \( f \in L^1(0, T; C(\mathbb{T}^d)) \)

\[
\langle \Phi(\Lambda)f(U), \pi \rangle = \int_0^T \langle (\Lambda \partial f(U), \rho_{\pi_t}) \rangle dt = \int_0^T \int_{\mathbb{T}^d} f_t(u)\Phi(\rho_{\pi_t})(u) du dt
\]

where for any \( \rho \in \mathcal{P}_1(\mathbb{T}^d \times \mathbb{R}^+) \) the composition \( \Phi(\rho) \equiv b_{\Phi}(\rho) : \mathbb{T}^d \to \mathbb{R} \) is Lebesgue a.s. defined as in [53]. Thus we can express the fact that \( \pi \in A \) is a mild solution to the hydrodynamic equation as

\[
\int_0^T \langle \partial_t f_t, \pi_t \rangle dt = -\int_0^T \int_{\mathbb{T}^d} \Lambda \eta f_t(u)\Phi(\rho_{\pi_t})(u) du dt, \quad \forall f \in C^2_c((0, T) \times \mathbb{T}^d).
\]

We will show now that \( Q \) is in fact concentrated on weak solutions in the sense of [59] that satisfy the energy estimate [51]. For this we consider the joint laws

\[
Q^{N,f}_{\Phi(\pi)} := (\sigma^{N,f}, \pi^{N,f}) \in L^\infty_w((0, T), \mathcal{M}(\mathbb{T}^d)) \times L^\infty_w((0, T), \mathcal{M}_1(\mathbb{T}^d))
\]

and the \( \Phi \)-projection \( B_{\Phi} : L^\infty_w((0, T); \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}^+)) \to L^\infty_w((0, T); \mathcal{M}(\mathbb{T}^d)) \). By the one-block estimate we know that for any limit point \( Q_{\Phi(\pi)} \) of \( \left\{ Q^{N,f}_{\Phi(\pi)} \right\} \)

\[
Q_{\Phi(\pi)} \{ (\sigma, \pi) \in L^\infty_w((0, T), \mathcal{M}(\mathbb{T}^d)) \times L^\infty_w((0, T), \mathcal{M}_1(\mathbb{T}^d)) \mid \sigma = B_{\Phi}(\pi) \} = 1.
\]

Since \( \Phi \) is sublinear

\[
B_{\Phi}(\pi) = \Phi(\rho_{\pi_t}) d\mathcal{L}_{\mathbb{T}^d} \quad \text{in} \ L^\infty_w((0, T), \mathcal{M}(\mathbb{T}^d)),
\]

Thus by Theorem [5.2] and Theorem [5.3] it follows that for \( Q \)-a.s. all \( \pi \in L^\infty_w((0, T); \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}^+)) \) it holds that \( \Phi(\rho_{\pi_t}) \in H^1(\mathbb{T}^d) \) for almost all \( t \in [0, T] \) and

\[
\int_0^T \int_{\mathbb{T}^d} \frac{||\nabla \Phi(\rho_{\pi_t})(u)||_2^2}{\Phi(\rho_{\pi_t})(u)} du dt < +\infty.
\]

This proves the regularity \( \Phi(\rho_{\pi_t}) \in H^1(\mathbb{T}^d) \) for almost all \( t \in [0, T] \) and the energy estimate [51]. By a standard mollification argument in the space variable and [181] that

\[
\int_0^T \langle \partial_t f_t, \pi_t \rangle dt = \int_0^T \int_{\mathbb{T}^d} \langle \nabla f_t(u), \nabla \Phi(\rho_{\pi_t})(u) \rangle du dt, \quad \forall f \in C^1_c((0, T) \times \mathbb{T}^d).
\]

Therefore any \( \pi \in A \) is a weak solution in the sense of [56].

5.6 Two-blocks Comparison

(a) In order to simplify the notation we will work with the quantity \( E^N \| \mu(G, B_{\Phi}(\pi^{N,f}) - B_{\Phi}(\pi^{N,f,\ell,M,\epsilon})) \| \) for the full set of parameters \( N \in \mathbb{N}, \ell \in \mathbb{Z}_+, \epsilon, M > 0 \) and restrict our attention to the subfamily of
parameters \((k_N^{(l)}, m_l, M, \varepsilon)_N\) along which \(Q_N^{(l)} := \pi^{k_N^{(l)}, m_l}_N P_N^{k_N^{(l)}}\) converges as \(N \to +\infty\) and then \(l \to +\infty\) to \(Q^{\infty, \infty}\) only when necessary.

Let \(\Psi \in C^1(\mathbb{R}_+\) by Proposition 6.4 for all \(G \in L^1(0, T; C(\mathbb{T}^d))\)

\[
\lim_{M \to +\infty} \limsup_{\ell, N \to +\infty} E^N \|G, B_\ell (\pi^{N, \ell}) - B_\ell (\pi^{N, \ell, M})\| = 0
\]

and thus in order to prove the truncated double-block estimate (53) it suffices to show that

\[
\lim_{M \to +\infty} \limsup_{\ell, N \to +\infty} \limsup_{\varepsilon \to 0} \frac{1}{N} \|G, B_\ell (\pi^{N, \ell, M}) - B_\ell (\pi^{N, \ell, M, \varepsilon})\| = 0 \tag{184}
\]

for all \(\delta > 0\) and \(G \in L^1(0, T; C(\mathbb{T}^d))\).

We will reduce first the proof of (184) to the case where \(\Psi\) is sublinear, i.e. \(\Psi \in C^1(\mathbb{R}_+\). Indeed, since \(\Psi \in C^1(\mathbb{R}_+\) the limit \(\Psi'(\infty) = \lim_{\lambda \to -\infty} \frac{\Psi(\lambda) - \Psi(\lambda)}{\lambda}\) exists and the map \(\Psi_0(\lambda) = \Psi(\lambda) - \Psi'(\infty)\lambda\) belongs in \(C^1(\mathbb{R}_+)\) and \(\Psi(\lambda) = \Psi_0(\lambda) + O(\lambda), \lambda \geq 0\). Therefore,

\[
\langle G, B_\Psi (\pi) \rangle = \langle G(U), \Psi(\Lambda), \pi \rangle = \langle G(U), \Psi_0(\Lambda), \pi \rangle + \Psi'(\infty)\langle G(U), \Lambda, \pi \rangle
\]

Consequently for all \(N \in \mathbb{N}, \ell \in \mathbb{Z}_+, \varepsilon > M > 0\)

\[
P^N \left\{ \|G, B_\Psi (\pi^{N, \ell, M}) - B_\Psi (\pi^{N, \ell, M, \varepsilon})\| > \delta \right\} \leq P^N \left\{ \|G, B_\Psi (\pi^{N, \ell, M}) - B_\Psi (\pi^{N, \ell, M, \varepsilon})\| > \frac{\delta}{2} \right\}
\]

\[
+ P^N \left\{ \|G, B(\pi^{N, \ell, M}) - B(\pi^{N, \ell, M, \varepsilon})\| > \frac{\delta}{2\Psi'(\infty)} \right\}.
\]

Thus if show that for any \(\delta > 0\) and any \(G \in L^1(0, T; C(\mathbb{T}^d))\)

\[
\lim_{M \to +\infty} \limsup_{\ell, N \to +\infty} \frac{1}{N} \|G, B(\pi^{N, \ell, M}) - B(\pi^{N, \ell, M, \varepsilon})\| = 0 \tag{185}
\]

we reduce the proof of (184) to the case that \(\Psi\) is sublinear. But this is elementary since by a change of variables

\[
\|G, B(\pi^{N, \ell, M}) - B(\pi^{N, \ell, M, \varepsilon})\| = \int_0^T \frac{1}{N} \sum_{x \in \mathbb{T}^d_N} \frac{1}{|N|} \sum_{\xi \in \mathbb{T}^d} \left\{ G_t \left( \frac{x}{N} \right) - G_t \left( \frac{x - \xi}{N} \right) \right\} \eta_t(x) dt
\]

and therefore by the conservation of the total number of particles \(P^N\)-a.s. in \(D(0, T; M^N_N)\)

\[
\|G, B(\pi^{N, \ell, M}) - B(\pi^{N, \ell, M, \varepsilon})\| \leq \langle 1, \pi^N_0 \rangle \int_0^T \omega_G(2\varepsilon) dt,
\]

where for any function \(G : \mathbb{T}^d \to \mathbb{R}\) we denote by

\[
\omega_G(\varepsilon) := \sup_{u, v \in \mathbb{T}^d} |G(u) - G(v)|
\]

its modulus of continuity. Consequently

\[
P^N \left\{ \|G, B(\pi^{N, \ell, M}) - B(\pi^{N, \ell, M, \varepsilon})\| \right\} \leq \mu^N \left\{ \langle 1, \pi^N \rangle \leq \int_0^T \omega_G(2\varepsilon) dt \right\}.
\]

Since \(G \in L^1(0, T; C(\mathbb{T}^d))\) it follows that \(\lim_{\varepsilon \to 0} \int_0^T \omega_G(2\varepsilon) dt = 0\) and therefore (185) follows from Lemma 5.1.
We will show next that in the proof of (183) we can further assume that the map \( \Psi \in C_1(\mathbb{R}^+ \times \mathbb{R}) \) is Lipschitz. To prove this, we define for each \( k \in \mathbb{N} \) the Moreau-Yosida approximations \( \Psi_k : \mathbb{R}^+ \to \mathbb{R} \) of \( \Psi \) by
\[
\Psi_k(\lambda) = \inf_{\lambda \geq 0} \left\{ \Psi(\lambda) + k|\lambda - \rho| \right\}.
\] (186)

Then as is well known, each map \( \Psi_k \) is Lipschitz with Lipschitz constant \( \text{Lip}(\Psi_k) \leq k \) and \( \{\Psi_k\}_{k=1}^{\infty} \) increases pointwise to \( \Psi \) pointwise. It is also easy to see that \( \Psi_k \) is sublinear and \( \|\Psi_k\|_{C_1(\mathbb{R}^+)} \leq \|\Psi\|_{C_1(\mathbb{R}^+)} \) for large \( k \). Indeed, since \( \Psi \) is sublinear there exists for each \( \delta \in (0,1) \) a constant \( C_\delta < +\infty \) such that \( \|\Psi(\lambda)\| \leq C_\delta + \delta \lambda \) for all \( \lambda \geq 0 \) and therefore
\[
-C_\delta + \inf_{\lambda \geq 0} \left\{ -\delta \lambda + k|\lambda - \rho| \right\} \leq \Psi_k(\lambda) \leq C_\delta + \inf_{\lambda \geq 0} \left\{ \delta \lambda + k|\lambda - \rho| \right\}.
\]

It is elementary to check that the infima above are both obtained at \( \lambda = \rho \) for all \( k \in \mathbb{N} \) and therefore \( |\Psi_k(\rho)| \leq C_\delta + \delta \rho \) for all \( \rho \geq 0 \) and all \( \delta \in (0,1) \), which proves that \( \Psi_k \) is sublinear. Similarly one can check that \( \|\Psi_k\|_{C_1(\mathbb{R}^+)} \leq \|\Psi\|_{C_1(\mathbb{R}^+)} \) for all \( k > \|\Psi\|_{C_1(\mathbb{R}^+)} \). Now, assuming that (183) holds for sublinear Lipschitz maps, it follows that for each \( k \in \mathbb{N} \)
\[
\lim_{M \to +\infty} \limsup_{T \to +\infty} \limsup_{\epsilon \to 0} \limsup_{N \to +\infty} \mathbb{E}^{N(\epsilon)} \|G, B_{\Psi_k}(\pi^{N,\epsilon}; m; \pi, M; \tau)\| = 0
\]
for all \( G \in L^1(0, T; C(T^d)) \). In terms of the family of laws
\[
\mathcal{Q}^{N,f,M;\epsilon} := (\pi^{N,\epsilon}, m_{\epsilon}; \pi^{N,\epsilon}, m_{\epsilon}; \tau) \in \mathcal{P}(L^\infty_\mathbb{R}^d(0, T; \mathcal{F}_1(T^d \times \mathbb{R}))^2)
\] (187)
this limit can be written as
\[
\lim_{M \to +\infty} \limsup_{T \to +\infty} \limsup_{\epsilon \to 0} \limsup_{N \to +\infty} \int ||G, B_{\Psi_k}(\pi^{\infty} - \pi^0)|| d\mathcal{Q}^{N,f,M;\epsilon}(\pi^{\infty}, \pi^0) = 0.
\]

Therefore if
\[
\mathcal{Q}^{\infty,\infty,0} := \lim_{M \to +\infty} \limsup_{T \to +\infty} \limsup_{\epsilon \to 0} \limsup_{N \to +\infty} \mathcal{Q}^{N,f,M;\epsilon}
\]

it follows by the discussion on subsequential limit sets in Section 2.3.3 that
\[
\max_{\mathcal{Q} \in \mathcal{Q}^{\infty,\infty,0}} \int ||G, B_{\Psi_k}(\pi^{\infty} - \pi^0)|| d\mathcal{Q}(\pi^{\infty}, \pi^0) = 0, \quad \forall k \in \mathbb{Z}^+
\] (188)
and we have to show that
\[
\max_{\mathcal{Q} \in \mathcal{Q}^{\infty,\infty,0}} \int ||G, B_{\Psi_k}(\pi^{\infty} - \pi^0)|| d\mathcal{Q}(\pi^{\infty}, \pi^0) = 0.
\] (189)

Now, if \( \mathcal{Q}_\Psi \in \mathcal{Q}^{\infty,\infty,0} \) is a maximizer in the maximum above, we have by (188) that
\[
\int ||G, B_{\Psi_k}(\pi^{\infty} - \pi^0)|| d\mathcal{Q}_\Psi(\pi^{\infty}, \pi^0) = 0, \quad \forall \in \mathbb{Z}^+.
\] (190)

Thus the claim follows by the dominated convergence, since as we will see the sequence \( \{I^G_k\}_{k \in \mathbb{N}} \) of the functionals defined on \( L^\infty_\mathbb{R}^d(0, T; \mathcal{M}_{1,1}(T^d \times \mathbb{R}))^2 \) by
\[
I^G_k(\pi^{\infty}, \pi^0) = ||G, B_{\Psi_k}(\pi^{\infty} - \pi^0)||
\]
converges \( \mathcal{Q}_\Psi \)-a.s. pointwise to the functional \( I^G : L^\infty_\mathbb{R}^d(0, T; \mathcal{M}_{1,1}(T^d \times \mathbb{R}))^2 \to \mathbb{R}^+ \) and it is dominated by an \( L^1(\mathcal{Q}_\Psi) \)-function. First, since \( B_{\Psi_k} \) is linear, in order to prove this pointwise convergence it suffices to show that
\[
\lim_{k \to +\infty} ||G, B_{\Psi_k}(\pi)|| = ||G, B_{\Psi}(\pi)||
\]
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for all $G \in L^\infty(0,T;\mathcal{M}_{1,+}(\mathbb{R}^d \times \mathbb{R}_+))$, where $Q_{\Psi,i}$ is the $i$-th marginal of $\overline{Q}_{\Psi}$. Both marginals are supported on the set $L^\infty(0,T;\mathcal{Y}_{1,\leq m}(\mathbb{R}^d))$ of all generalized Young measures $\pi \in L^\infty(0,T;\mathcal{Y}_{1}(\mathbb{R}^d))$ such that $(\Lambda, \pi_t) \leq m$ for almost all $t \in [0,T]$ and thus in proving this limit we can assume that $\pi \in L^\infty(0,T;\mathcal{Y}_{1,\leq m}(\mathbb{R}^d))$. Since $\{\Psi_k\}$ converges pointwise to $\Psi$ it obviously follows that $G(U)\Psi_k(\Lambda)$ converges pointwise to $G(U)\Psi(\Lambda)$ as $k \to +\infty$ and since $\|\Psi_k\|_{L^1;1} \leq \|\Psi\|_{L^1;1}$ for large $k$, we have that $\|G(U)\Psi_k(\Lambda)\| \leq \|G\|_{L^1} \|\Psi\|_{L^1} \|U\|_{L^1}(1 + \Lambda)$ for large $k$ and thus

$$
\|G_t(U)\Psi_k(\Lambda)\| \leq \|G\|_{L^1} \|\Psi\|_{L^1} \|U\|_{L^1}(1 + \Lambda) \leq \|\Psi\|_{L^1}(1 + m)\|G_t\|_{L^\infty} \tag{191}
$$

for almost all $t \in [0,T]$. Therefore, since the maps $\Psi_k, \Psi$ are sublinear, by the bounded convergence theorem

$$
\lim_{k \to +\infty} \langle G_t, B_{\Psi_k}(\pi_t) \rangle = \lim_{k \to +\infty} \langle G_t(U)\Psi_k(\Lambda), \pi_t \rangle = \lim_{k \to +\infty} \langle G_t(U)\Psi_k(\Lambda), \rho_{\pi_t} \rangle
$$

$$
= \langle G_t(U)\Psi(\Lambda), \rho_{\pi_t} \rangle = \langle G_t(U)\Psi(\Lambda), \pi_t \rangle = \langle G_t, B_{\Psi}(\pi_t) \rangle \tag{192}
$$

for almost all $t \in [0,T]$, where for each $\pi \in \mathcal{Y}_{1}(\mathbb{R}^d)$ the ordinary Young measure representing the regular part $\tilde{\pi}$ of $\pi$. Now, by (191) the sequence $\{\langle G_t, B_{\Psi_k}(\pi_t) \rangle\}_{k \in \mathbb{N}}$ is dominated for large $k \in \mathbb{N}$ by the $L^1(0,T)$-function $\|G\|_{L^1} \|\Psi\|_{L^1} \|U\|_{L^1}$ and thus by (192) and the dominated convergence theorem $\lim_{k \to +\infty} \|G_t, B_{\Psi_k}(\pi_t)\| = \|G_t, B_{\Psi}(\pi_t)\|$. This proves that $I_k$ converges $\overline{Q}$-almost surely to $I$ and thus in order to use the dominated convergence theorem in (191) to obtain (189) it remains to check that $\{I_k\}$ is dominated by an $L^\infty(\overline{Q}_{\Psi})$-integrable function. But this is easy, since for all $\pi \in L^\infty(0,T;\mathcal{M}_{1,\leq m}(\mathbb{R}^d \times \mathbb{R}_+))$ and all $G \in L^1(0,T;C(\mathbb{R}^d))$

$$
I_k(\pi^\infty, \pi^0) \leq \langle\|G(U)\Psi_k(\Lambda), \pi^\infty\rangle + \langle\|G(U)\Psi_k(\Lambda), \pi^0\rangle\rangle \leq \langle\|G(U)\Psi_k(\Lambda), \pi^\infty\rangle \leq 2\|G\|_{L^1(0,T;C(\mathbb{R}^d))} + \|G\|_{L^1(0,T;C(\mathbb{R}^d))}, \|G\|_{L^1(0,T;C(\mathbb{R}^d))}(1 + m)
$$

where the last inequality holds $\overline{Q}_{\Psi}$-a.s.

So in what follows we will assume that $\Psi$ is a sublinear and Lipschitz cylinder map and we will prove (184). We recall that the fact that $\Psi$ is sublinear implies that $B_{\Psi} = B_{\Psi} \circ \hat{D}$. By considering the empirical process $\psi^{N,\ell,M;\varepsilon} : D(0,T;\mathcal{M}_N) \to L^\infty(0,T;\mathcal{M}(\mathbb{R}^d))$ defined by

$$
\langle G, \psi^{N,\ell,M;\varepsilon} \rangle := \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}_N} \frac{1}{|\mathbb{Z}|^d} \sum_{|z| \leq |N\varepsilon|} G_t\left(\frac{x}{N}\right)\psi\left(\frac{y}{N} \wedge M\right) dt
$$

the truncated double-block estimate (184) is split in proving the limits

$$
\lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{\varepsilon \to 0} \lim_{N \to +\infty} P^N \{ \|G, B_{\Psi}(\pi^{N,\ell,M}) - \psi^{N,\ell,M;\varepsilon} \| dt \geq \delta \} = 0 \tag{193}
$$

and

$$
\lim_{M \to +\infty} \lim_{\ell \to +\infty} \lim_{\varepsilon \to 0} \lim_{N \to +\infty} P^N \{ \|G, \psi^{k_{\varepsilon}}(\pi;M;\varepsilon) - B_{\Psi}(\pi^{k_{\varepsilon}};M;\varepsilon) \| dt \geq \delta \} = 0 \tag{194}
$$

for all $G \in L^1(0,T;C(\mathbb{R}^d))$ and all $\delta > 0$. For the quantity in (193), by a change of variables we have that

$$
\langle G, B_{\Psi}(\pi^{N,\ell,M}) - \psi^{N,\ell,M;\varepsilon} \rangle = \frac{1}{N^d} \sum_{x \in \mathbb{T}_N} \frac{1}{|\mathbb{Z}|^d} \sum_{|y| \leq |N\varepsilon|} \left\{ G_t\left(\frac{x}{N}\right) - G_t\left(\frac{x-y}{N}\right) \right\} \psi\left(\frac{y}{N} \wedge M\right)
$$
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and therefore $P^N$-a.s. in $D(0, T; \mathcal{M}_k^N)$

$$
\|\langle G, B_{\Psi}(\pi^{N,\ell,\varepsilon}; M) - \psi_N^{\ell,\varepsilon,\ell,\varepsilon};M \rangle \rangle - \|\Psi\|_{\infty;1}(1 + \langle 1, \pi_0^N \rangle) \| \int_0^T \omega_{H_i}(2x) \, dt
\]

where $\|\Psi\|_{\infty;1} := \sup_{\lambda \geq 0} \frac{\|\Phi(\lambda)\|}{1+\lambda} < +\infty$. Thus the limit (192) is shown to vanish similarly to (185).

We prove next the limit (193). By Chebyshev inequality for this term it suffices to show that

$$
\limsup_{M \uparrow \infty, \ell \uparrow \infty, \varepsilon \downarrow 0, N \uparrow \infty} \mathbb{E}^{k^{(N)}_N} \int_0^T |\langle G_t, \psi_t^{k^{(N)}_N, m; \varepsilon, \ell}; M - B_{\Psi}(\pi_t^{k^{(N)}_N, m; \varepsilon, \ell}; M) \rangle | \, dt = 0.
$$

For all parameters $(N, \ell, \varepsilon, M) \in \mathbb{N} \times \mathbb{Z}_+ \times (0, \infty)^2$ and each $t \in [0, T]$

$$
\langle G_t, \psi_t^{N, \varepsilon, \ell, \varepsilon}; M - B_{\Psi}(\pi_t^{N, \varepsilon, \ell, \varepsilon}; M) \rangle = \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \mathbb{P}_N^x \left\{ \Psi((\eta^\varepsilon_t \pi_t^{N, \varepsilon, \ell, \varepsilon}; M) - \Psi((\eta^\ell_t \pi_t^{N, \varepsilon, \ell, \varepsilon}; M)) \right\}.
$$

Since the macroscopic averages appear inside that non-linear map $\Psi$ this term can not be dealt by an integration by parts. Since $\Psi$ is assumed Lipschitz we can estimate the absolute value of this term by

$$
|\langle G_t, \psi_t^{N, \varepsilon, \ell, \varepsilon}; M - B_{\Psi}(\pi_t^{N, \varepsilon, \ell, \varepsilon}; M) \rangle | \leq \frac{\|\Psi\|_{\text{Lip}} \|G_t\|_{\infty}}{N^{d/[N \varepsilon]^d}} \sum_{x \in \mathbb{T}_N^d} \sum_{|y| \leq [N \varepsilon]} |\eta^\ell_t(x + y) \wedge M - (\eta^\varepsilon_t(x) \wedge M)|^{[N \varepsilon]} \leq \frac{\|\Psi\|_{\text{Lip}} \|G_t\|_{\infty}}{N^{d/[N \varepsilon]^d}} \sum_{x \in \mathbb{T}_N^d} \sum_{|y| \leq [N \varepsilon]} |\eta^\ell_t(x + y) \wedge M - (\eta^\varepsilon_t(x + z) \wedge M)|
$$

$$
= \frac{\|\Psi\|_{\text{Lip}} \|G_t\|_{\infty}}{N^{d/[N \varepsilon]^d}} \sum_{x \in \mathbb{T}_N^d} \sum_{|y| \leq [N \varepsilon]} |\eta^\ell_t(x + y) \wedge M - (\eta^\varepsilon_t(x + z) \wedge M) + \Delta \Psi_M \left( \eta^\ell_t(x + y), \eta^\varepsilon_t(x + z) \right)
$$

where $\Psi_M : \mathbb{R}_+^d \rightarrow \mathbb{R}$, $M > 0$, is the map $\Psi_M(a, b) := |a \wedge M - b \wedge M|$, $a, b \in \mathbb{R}_+$. The last term above is bounded above by

$$
\frac{\|\Psi\|_{\text{Lip}} \|G_t\|_{\infty}}{N^{d/[N \varepsilon]^d}} \sum_{x \in \mathbb{T}_N^d} \sum_{|y| \leq [N \varepsilon]} \sum_{|z| \leq [N \varepsilon]} |\eta^\ell_t(x + y, \eta^\varepsilon_t(x + z))| \leq M \|\Psi\|_{\text{Lip}} \|G_t\|_{\infty} \left( \frac{2\varepsilon}{N \varepsilon} \right)^d \|N \varepsilon\|_{\mu_0^N}^d,
$$

and the time integral of this last term vanishes as $N \rightarrow +\infty$ since $G \in L^1(0, T; C(T^d))$ for each $\ell \in \mathbb{Z}_+$ and $\varepsilon, M > 0$. Thus it suffices to show that

$$
\limsup_{M \uparrow \infty, \ell \uparrow \infty, \varepsilon \downarrow 0, N \uparrow \infty} \mathbb{E}^{k^{(N)}_N} \int_0^T \frac{1}{(k^{(N)}_N, m^{(N)}_N \varepsilon)^d} \sum_{x} \sum_{|y| \leq [k^{(N)}_N \varepsilon]} \sum_{2^m \varepsilon < |y - z|} \Psi_M(\eta^\ell_t(x + y), \eta^\ell_t(x + z)) \, dt = 0,
$$

where the sums are taken among all $x, y, z \in T^d$. (195)

The proof of (195) is similar to the proof of the two-blocks estimate in [23]. The main new element in the proof is that the introduction of the truncating parameter $M > 0$ allows us to cut off the large densities for the fluid phase as described in the following lemma. It is in this lemma that we need to restrict the limit superior

**Lemma 5.8** (Cutting off large densities for the fluid-phase) Suppose that the ZRP starts from a sequence of initial profiles $\mu_0^N \in \mathcal{P}_1 \mathcal{M}_k^N$, $N \in \mathbb{N}$, with total mass $m > 0$ in probability and let
\( \{m_\ell\}_{\ell=1}^{\infty}, \{k_N^{(\ell)}\}_{N=1}^{\infty} \) be sequences such that \( Q_k^{(\ell), m_\ell} := \pi_k^{(\ell), m_\ell} P_k^{(\ell)} \) converges to some \( Q^{\infty, \infty} \in \mathbb{P} L_\infty^\infty(0, T; \mathbb{M}_1(\mathbb{T}_d)) \) as \( N \to +\infty \) and then \( \ell \to +\infty \). Then for any \( T > 0 \)

\[
\lim_{A \to +\infty} \sup_{M > 0} \limsup_{N \to +\infty} \mathbb{E}_N^{k_N^{(\ell)}} \int_0^T \frac{1}{(k_N^{(\ell)})^d} \sum_{x \in \mathbb{T}_d^{k_N^{(\ell)}}} (\eta_t^{m_\ell}(x) \wedge M) \mathbb{I}_{\{\eta_t^{m_\ell}(x) > A\}} \, dt = 0.
\]

**Proof** The expectation in the conclusion of the lemma is an increasing function of \( M > 0 \) and thus the supremum over \( M > 0 \) is equal to the limit as \( M \to +\infty \). Thus since \( A \) tends to infinity after \( M \) has been sent to infinity, we can always assume that \( M > A \). Now, for \( M > A \) and all \( \lambda \geq 0 \) it obviously holds that

\[
(\lambda \wedge M) \mathbb{I}_{(A, +\infty)}(\lambda) = (\lambda \wedge M) \mathbb{I}_{(A, +\infty)}(\lambda \wedge M)
\]

and for the continuous map \( \Psi_A(\lambda) = \lambda \cdot (\lambda - A + 1)^+ \wedge 1 \), \( \lambda \geq 0 \), we have that

\[
0 \leq \lambda \mathbb{I}_{(A, +\infty)}(\lambda) \leq \Psi_A(\lambda) \leq \lambda, \quad \forall \lambda \geq 0.
\]

Consequently in order to prove the lemma it suffices to show that

\[
\lim_{A \to +\infty} \limsup_{M, \ell, N \to +\infty} \mathbb{E}_N^{k_N^{(\ell)}} \int_0^T \frac{1}{(k_N^{(\ell)})^d} \sum_{x \in \mathbb{T}_d^{k_N^{(\ell)}}} \Psi_A(\eta_t^{m_\ell}(x) \wedge M) \, dt = 0.
\]

In terms of the regular part \( \hat{\pi}^{N, \ell, M}_N \) of the \( M \)-modified micro-empirical density and equation (118) the expected value above can be written for all parameters \((N, \ell)\) as

\[
\mathbb{E}_N \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}_d^N} \Psi_A(\eta_t^N(x) \wedge M) \, dt = \mathbb{E}_N \langle \Psi_A(\Lambda), \hat{\pi}^{N, \ell, M}_N \rangle = \mathbb{E}_N \langle \Psi_A(\Lambda), \Pi_M \circ j^* \circ \pi^{N, \ell} \rangle
\]

\[
= \mathbb{E}_N \langle j \circ \Pi_M(\Psi_A(\Lambda)), \pi^{N, \ell} \rangle = \int \langle \Psi_A(\Lambda \wedge M), \pi \rangle dQ^{N, \ell}(\pi).
\]

Since \( Q^{\infty, \infty} := \lim_{\ell \to +\infty} \lim_{N \to +\infty} Q_k^{(\ell), m_\ell} \) we have that

\[
\lim_{\ell, N \to +\infty} \mathbb{E}_N^{k_N^{(\ell)}} \int_0^T \frac{1}{(k_N^{(\ell)})^d} \sum_{x \in \mathbb{T}_d^{k_N^{(\ell)}}} \Psi_A(\eta_t^{m_\ell}(x) \wedge M) \, dt = \int \langle (j \circ \Pi_M(\Psi_A(\Lambda)), \pi \rangle dQ^{\infty, \infty}(\pi). \quad (196)
\]

Now, equation (196) reduces the proof of the lemma to showing that

\[
\lim_{A \to +\infty} \limsup_{M \to +\infty} \int \langle \Psi_A(\Lambda), \pi \rangle d(\Pi_M \circ j^*) dQ^{\infty, \infty}(\pi) = 0.
\]

But in the proof of Corollary 3.2 we have seen that \( \Pi_M \circ j^* \) \( w^* \)-converges pointwise to \( \hat{D} \) in \( L_\infty^\infty(0, T; \mathbb{M}_1(\mathbb{T}_d \times \mathbb{R}_+)) \) and thus since the linear map \( I_A(\cdot) = \mathbb{E}_A(\cdot), \cdot \): \( L_\infty^\infty \) is \( w^* \)-continuous,

\[
\lim_{M \to +\infty} \int \langle \Psi_A(\Lambda), \pi \rangle d(\Pi_M \circ j^*) dQ^{\infty, \infty}(\pi) = \int \langle \Psi_A(\Lambda), \pi \rangle d\hat{D} Q^{\infty, \infty}(\pi).
\]

Therefore in order to complete the proof of the lemma it suffices to show that

\[
\lim_{A \to +\infty} \int \langle \Psi_A(\Lambda), \pi \rangle d\hat{D}_1 Q^{\infty, \infty}(\pi) = 0. \quad (197)
\]

As we will see, (197) follows by the dominated convergence theorem, which can be applied due to the fact that \( \hat{D}_1 Q^{\infty, \infty} \) is concentrated on \( L_\infty^\infty(0, T; \mathbb{M}_1(\mathbb{T}_d \times \mathbb{R}_+)) \) seen as a subspace of
\[ L^\infty_w(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}_+)). \] To apply the dominated convergence theorem we check first that the family \( \{ I_A \}_{A \geq 0} \) is dominated by an \( L^1(\hat{D}, Q_{*}^{\infty, \infty}) \)-function and then that \( \lim_{A \to +\infty} I_A = 0 \) \( \hat{D}, Q_{*}^{\infty, \infty} \)-a.s. pointwise.

For the first claim, for all \( \pi \in L^\infty_w(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d)) \) we have \( |I_A(\pi)| = \langle \Psi_A(\Lambda), \pi \rangle \leq \langle \Lambda, \pi \rangle = Tm \) for all \( A > 0 \). Since \( Q_{*}^{\infty, \infty} \) is supported on generalized Young measures with total mass \( m < +\infty \) and \( \langle \Lambda, \hat{\pi} \rangle \leq \langle \Lambda, \pi \rangle \) for all \( \pi \in L^\infty_w(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d \times \mathbb{R}_+)) \) this shows that \( \langle \Lambda, \cdot \rangle \in L^\infty(\hat{D}, Q_{*}^{\infty, \infty}) \).

The fact that \( \lim_{A \to +\infty} I_A = 0 \) \( \hat{D}, Q_{*}^{\infty, \infty} \)-a.s. pointwise follows by a double application of the dominated convergence theorem. Indeed, the space

\[ L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d)) = L^\infty_w(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d) \cap \ker D^\perp) \]

is a \( w^* \)-measurable subspace of \( L^\infty_w(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d)) \) and since obviously

\[ \hat{D}(L^\infty_w(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d))) \subseteq L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d)), \]

it follows that \( \hat{D}, Q_{*}^{\infty, \infty} \) is concentrated on the \( w^* \)-measurable subspace \( L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d)) \). Furthermore since also \( Q_{*}^{\infty, \infty}(L^\infty_w(0, T; \overline{\mathcal{M}}_1(\mathbb{T}^d))) = 1 \) and \( \hat{D}(\pi) \leq \Lambda \) for all \( \pi \in \mathcal{Y}_1(\mathbb{T}^d) \) we obviously have that \( \hat{D}, Q_{*}^{\infty, \infty} \) is concentrated on the measurable subspace

\[ \Omega_0 := \{ \rho \in L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d)) \mid \langle \Lambda, \rho_t \rangle \leq m \text{ a.s. } \forall t \in [0, T] \}. \]

Thus it suffices to show that \( \lim_{A \to +\infty} I_A(\rho) = 0 \) for all \( \rho \in \Omega_0 \). So let \( \rho \in \Omega_0 \). There exists then a Borel set \( E_\rho \subseteq [0, T] \) of full Lebesgue measure in \([0, T]\) such that \( \rho_t \in \mathcal{Y}_1(\mathbb{T}^d) \) and \( \rho_t(\Lambda) \leq m \) for all \( t \in E_\rho \). But then for all \( t \in E_\rho \) we have that \( \Psi_A(\Lambda) \leq \Lambda \in L^1(\rho_t) \) so that the family \( \{ \Psi_A(\Lambda) \}_{A \geq 0} \) is dominated by the \( L^1(\rho_t) \)-function \( \Lambda \). Since obviously \( \Psi_A(\Lambda) \to 0 \) as \( A \to +\infty \) it follows by the dominated convergence theorem that

\[ \lim_{A \to +\infty} \int_{\mathbb{T}^d \times \mathbb{R}_+} \Psi_A(\Lambda) \, d\rho_t = 0, \quad \forall t \in E_\rho \]

and since

\[ \int_{\mathbb{T}^d \times \mathbb{R}_+} \Psi_A(\Lambda) \, d\rho_t \leq \int \Lambda \, d\rho_t \leq m, \quad \forall t \in E_\rho \]

is follows by another application of the dominated convergence theorem that

\[ \lim_{A \to +\infty} I_A(\rho) = \lim_{A \to +\infty} \int_0^T \int_{\mathbb{T}^d \times \mathbb{R}_+} \Psi_A(\Lambda) \, d\rho_t \leq \int \Lambda \, d\rho_t \, dt = 0 \]

and the proof of the lemma is complete. \( \square \)

**Remark 5.1** Since the linear functional \( \langle \Psi_A(\Lambda \wedge M), \cdot \rangle \) is \( w^* \)-continuous for each \( M, A > 0 \)

\[
\limsup_{\ell, N \to +\infty} \mathbb{E}^\ell_N \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} \Psi_A(\eta^\ell(x) \wedge M) \, dt = \max_{Q \in \mathcal{Q}^{\infty, \infty}} \int \langle \Psi_A(\Lambda \wedge M), \pi \rangle \, dQ(\pi),
\]

(198)

where \( \mathcal{Q}^{\infty, \infty} = \text{Lim}_{\ell, N \to +\infty} \mathcal{Q}^{N, \ell} \). In the proof of Lemma 5.8 we have shown that

\[ \mathcal{I}_{A,M}(Q) := \int \langle \Psi_A(\Lambda \wedge M), \pi \rangle \, dQ(\pi) \]

converges pointwise to 0 as \( M \to +\infty \) and then \( A \to +\infty \) and thus one could wonder whether this pointwise convergence could be strengthened to \( \Gamma \)-convergence of the maps \( -\mathcal{I}_{A,M} \) to the map

\[ -\mathcal{I}_A(Q) := - \int \langle \Psi_A(\Lambda), \hat{D}(\pi) \rangle \, dQ(\pi) \]
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as $M \to +\infty$, and then the $\Gamma$-convergence of the maps $-\mathcal{I}_A$ to zero as $A \to +\infty$, which would ensure that
\[
\lim_{A,M \to +\infty} \max_{\pi \in \Pi^{\infty}} \int \langle \Psi_A(\Lambda \wedge M), \pi \rangle \, dQ(\pi) = 0.
\]
This is not true for the weak topology on $L^\infty_\mathbb{P}(0,T;\mathcal{F}_t(\mathbb{T}^d))$ induced by the $w^*$-topology. For example, note that the map $-\mathcal{I}_A$ is not $w^*$-lower semicontinuous and thus cannot be a $\Gamma$-limit. □

To complete the proof of (194) it remains now to show that (195) holds. By introducing a parameter $A > 0$ that will eventually be sent to $+\infty$ and writing the map $\Psi_M(a,b) = |a \wedge M - b \wedge M|, \quad a,b \in \mathbb{R}_+$, as
\[
\Psi_M(a,b) = \Psi_M(a,b) \mathbb{1}_{[0,A]}(a \vee b) + \Psi_M(a,b) \mathbb{1}_{(A,\infty)}(a \vee b) =: \Psi_M^{<A}(a,b) + \Psi_M^{>A}(a,b),
\]

it follows by the cut-off of large densities in Lemma 5.8 that in order to prove (195) it suffices to
\[
\limsup_{M \uparrow \infty, t \uparrow \infty, x_0, N \uparrow \infty} \mathbb{E}^N \int_0^T \frac{1}{N^d[N \varepsilon]^{2d}} \sum_{x \in \mathbb{T}^d_N} \tau_x \Psi_M^{<A}(\eta^t_\ell(y), \eta^t_\ell(z)) \, dt = 0, \quad \forall A > 0, \quad (199)
\]

where $\tau_x \Psi_M^{<A}(\eta^t_\ell(y), \eta^t_\ell(z)) := \Psi_M^{<A}(\eta^t_\ell(x+y), \eta^t_\ell(x+z))$. Indeed, if (199) holds then for every $A > 0$ the iterated limit superior in (195) is bounded above by
\[
\limsup_{M \uparrow \infty, t \uparrow \infty, x_0, N \uparrow \infty} \mathbb{E}^{k(N)} \int_0^T \frac{1}{(k(N))^d[k(N)_\varepsilon]^{2d}} \sum_{x \in \mathbb{T}^d_N} \sum_{y \leq |k(N)_\varepsilon|} \sum_{z \leq |k(N)_\varepsilon|} \Psi_M^{<A}(\eta^t_\ell(x+y), \eta^t_\ell(x+z)) \, dt.
\]

By the elementary inequality $|a - b| \mathbb{1}_{[A,\infty)}(a \vee b) \leq a \mathbb{1}_{[A,\infty)}(a) + b \mathbb{1}_{(A,\infty)}(b)$ which holds for all $a,b \geq 0$ if follows that for all $M > A > 0$ and all $a,b \geq 0$
\[
\Psi_M^{<A}(a,b) = |a \wedge M - b \wedge M| \mathbb{1}_{[A,\infty)}(a \vee b) = |a \wedge M - b \wedge M| \mathbb{1}_{(A,\infty)}((a \vee b) \wedge M)
\]
\[
= |a \wedge M - b \wedge M| \mathbb{1}_{[A,\infty)}((a \wedge M) \vee (b \wedge M))
\]
\[
\leq (a \wedge M) \mathbb{1}_{[A,\infty)}(a \wedge M) + (b \wedge M) \mathbb{1}_{[A,\infty)}(b \wedge M)
\]
\[
= (a \wedge M) \mathbb{1}_{[A,\infty)}(a) + (b \wedge M) \mathbb{1}_{[A,\infty)}(b).
\]

Consequently, if (199) holds then for every $A > 0$ the iterated limit superior in (195) is bounded above by
\[
2 \limsup_{M \uparrow \infty, t \uparrow \infty, x_0, N \uparrow \infty} \mathbb{E}^{k(N)} \int_0^T \frac{1}{(k(N)^d[k(N)_\varepsilon]^{2d}} \sum_{x \in \mathbb{T}^d_N} \sum_{y \leq |k(N)_\varepsilon|} \sum_{z \leq |k(N)_\varepsilon|} \Psi_M^{<A}(\eta^t_\ell(x+y) \wedge M) \mathbb{1}_{(\eta^t_\ell(x+y) \wedge M)} \mathbb{1}_{(\eta^t_\ell(x+y) \wedge M)} \, dt
\]
\[
= 2 \limsup_{M \uparrow \infty, t \uparrow \infty, x_0, N \uparrow \infty} \mathbb{E}^{k(N)} \int_0^T \frac{1}{(k(N)^d[k(N)_\varepsilon]^{2d}} \sum_{x \in \mathbb{T}^d_N} \sum_{y \leq |k(N)_\varepsilon|} \sum_{z \leq |k(N)_\varepsilon|} \Psi_M^{<A}(\eta^t_\ell(x \wedge M) \wedge M) \mathbb{1}_{(\eta^t_\ell(x \wedge M) \wedge M)} \mathbb{1}_{(\eta^t_\ell(x \wedge M) \wedge M)} \, dt,
\]

which converges to zero as $A \uparrow \infty$ by Lemma (5.3).

But for every $A,M > 0$ we have that
\[
\Psi_M^{<A}(a,b) = |a \wedge M - b \wedge M| \mathbb{1}_{[0,A]}(a \vee b) \leq |a - b| \mathbb{1}_{[0,A]}(a \vee b).
\]

Consequently in order to complete the proof of the truncated double block estimate it remains to show that for all $A > 0$ the term
\[
\mathbb{E}^N \int_0^T \frac{1}{N^d[N \varepsilon]^{2d}} \sum_{x \in \mathbb{T}^d_N} \sum_{y \leq |k(N)_\varepsilon|} \sum_{z \leq |k(N)_\varepsilon|} \Psi_M^{<A}(\eta^t_\ell(x+y) \vee (x+z) \leq A) \, dt
\]
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Finally by replacing the average over \(y \in T_N^d\) with \(2\ell < |y| \leq 2|N\varepsilon|\) by the supremum of the summands and using the bounds (135) on the entropy and Dirichlet form of the time averaged law \(\hat{\mu}_N^\ell := \frac{1}{T} \int_0^T \mu_N^\ell \, dt\) with respect to \(\nu^N_\rho\), \(\rho_s \in (0, \rho_c)\), this term is bounded above by

\[
\frac{(2|N\varepsilon|)^d - (2\ell)^d}{|N\varepsilon|^d} \sup_{H_N(f) \leq C_9 N^d} \sup_{2\ell < |y| \leq 2|N\varepsilon|} \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} |\eta^\ell_f(x) - \eta^\ell_f(x)| \mathbf{1}_{\{|\eta^\ell_f(x+y)\vee \eta(x)\leq \Lambda\}} \, f \, d\nu^N_\rho.
\]

Since \(\lim_{N \to \infty} \frac{(2|N\varepsilon|)^d - (2\ell)^d}{|N\varepsilon|^d} = 2\) for all \(\ell \in \mathbb{Z}_+\), \(\varepsilon > 0\) the proof of the truncated double block estimate (134) is reduced to showing that

\[
\lim_{\ell \to \infty, \ell \not\in 0, N \to \infty} \sup_{H_N(f) \leq C_9 N^d} \sup_{2\ell < |y| \leq 2|N\varepsilon|} \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} |\eta^\ell_f(x + y) - \eta^\ell_f(x)| \mathbf{1}_{\{|\eta^\ell_f(x+y)\vee \eta(x)\leq \Lambda\}} \, f \, d\nu^N_\rho = 0
\]

for every \(A > 0\). Since the large densities have been cut, this term can now be handled as in the proof in [24] Section 5.5] and thus the proof of the truncated double block estimate (134) is complete.

We prove next the second claim of part (a). So we set \(\overline{\mathcal{Q}}_1^{N,\ell;M;\varepsilon} := (\pi^{k_N}_M, m_\varepsilon, \pi^{k_N}_M, m_\varepsilon; M; \varepsilon; \lambda)^\prime p^{(\varepsilon)}\)
and let

\[
\overline{\mathcal{Q}}_1 \in \overline{\mathcal{Q}}_1^{N,\ell;M;\varepsilon} := \lim_{M \to \infty, \ell \to \infty} \lim_{\varepsilon \to 0} \lim_{N \to \infty} \overline{\mathcal{Q}}_1^{N,\ell;M;\varepsilon}.
\]

be a subsequential limit point of the family \(\{\overline{\mathcal{Q}}_1^{N,\ell;M;\varepsilon}\}\). Then, denoting by

\[
\pi^\infty, \pi^0 : L^\infty_\mathrm{loc}(0, T; \mathbb{F}_1(\mathbb{T}^d \times \mathbb{R}^+))^2 \to L^\infty_\mathrm{loc}(0, T; \mathbb{F}_1(\mathbb{T}^d \times \mathbb{R}^+))
\]

the natural projections on the first and second coordinate respectively, it follows by portmanteau theorem and (53) that for all \(G \in L^1(0, T; C(\mathbb{T}^d))\), all \(\Psi \in \overline{\mathcal{C}}_1(\mathbb{R}^+)\) and all \(\delta > 0\)

\[
\overline{\mathcal{Q}}_1 \{ \|G, B_\Psi(\pi^\infty - \pi^0)\| > \delta \} \leq \limsup_{M \to \infty, \ell \to \infty, \varepsilon \to 0, N \to \infty} \overline{\mathcal{Q}}_1^{N,\ell;M;\varepsilon} \{ \|G, B_\Psi(\pi^\infty - \pi^0)\| > \delta \}
\]

\[
\leq \limsup_{M \to \infty, \ell \to \infty, \varepsilon \to 0, N \to \infty} P^{0}\{ \|G, B_\Psi(\pi^{k_N}_M, m_\varepsilon - \pi^{k_N}_M, m_\varepsilon; M; \varepsilon)\| > \delta \} = 0.
\]

Since this holds for all \(\delta > 0\) it follows that

\[
\overline{\mathcal{Q}}_1 \{ \|G, B_\Psi(\pi^\infty)\| \leq \|G, B_\Psi(\pi^0)\| \} = 1
\]

for all \(G \in L^1(0, T; C(\mathbb{T}^d))\) and all \(\Psi \in \overline{\mathcal{C}}_1(\mathbb{R}^+)\). Since \(L^1(0, T; C(\mathbb{T}^d))\) is separable it follows that

\[
\overline{\mathcal{Q}}_1 \{ B_\Psi(\pi^\infty) = B_\Psi(\pi^0) \} = 1, \quad \forall \Psi \in \overline{\mathcal{C}}_1(\mathbb{R}^+).$$

The space \(\overline{\mathcal{C}}_1(\mathbb{R}^+)\) is also separable. Indeed, \(C_1(\mathbb{R}^+)\) is separable since it is isometric to \(C_0(\mathbb{R}^+)\) and thus there exists a countable subset \(D \subseteq C_1(\mathbb{R}^+)\) dense in \(C_1(\mathbb{R}^+)\). Then the set \(\overline{\mathcal{C}}_1\) of all maps \(\Psi \in \overline{\mathcal{C}}_1(\mathbb{R}^+)\) of the form \(\Psi(\lambda) = \Psi_0(\lambda) + q\lambda\) for some \(\Psi_0 \in D\) and some \(q \in \mathbb{Q}\) is obviously countable and we will check that it is also dense in \(C_1(\mathbb{R}^+)\). Indeed, let \(\Psi \in \overline{\mathcal{C}}_1(\mathbb{R}^+)\). Then the map \(\Psi_0(\lambda) := \Psi(\lambda) - \Psi^{(\infty)}(\lambda)\) is in \(C_1(\mathbb{R}^+)\) and thus there exists a sequence \(\{\Psi_0, n\} \subseteq D\) such that \(\lim_{n \to \infty} \|\Psi_0, n - \Psi_0\|_{\infty} = 0\). Then if \(\{q_n\}_{n=1}^\infty \subseteq \mathbb{Q}\) is a sequence of rational numbers converging to \(\Psi^{(\infty)}\) then the sequence of maps \(\Psi_n(\lambda) = \Psi_0(\lambda) + q_n\lambda\) converges to \(\Psi\) in \(\overline{\mathcal{C}}_1(\mathbb{R}^+)\) since

\[
\|\Psi_n - \Psi\|_{\infty, 1} \leq \|\Psi_0 - \Psi_0\| + \|\Psi^{(\infty)} - q_0\|.
\]
Therefore the second claim of part (a) follows if we show that
\[ \bigcap_{\Psi \in C_1(\mathbb{R}^+)} \{ B_\Psi(\pi^\infty) = B_\Psi(\pi^0) \} = \bigcap_{\Psi \in \mathcal{P}} \{ B_\Psi(\pi^\infty) = B_\Psi(\pi^0) \}. \]

For this it suffices to show that if \{\Psi_k\} \subseteq C_1(\mathbb{R}^+) is a sequence converging in norm to \Psi \in C_1(\mathbb{R}^+) and \((\pi^\infty, \pi^0) \in L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{R}^d))^2\) is a pair of trajectories such that \(B_{\Psi_k}(\pi^\infty) = B_{\Psi}(\pi^0)\) for all \(k \in \mathbb{N}\), then \(B_{\Psi}(\pi^\infty) = B_{\Psi}(\pi^0)\). But this is true since if \(\lim_{k \to +\infty} \|\Psi_k - \Psi\|_{\infty,1} = 0\) then for all \(\pi \in L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d))\)

\[
\|B_{\Psi_k}(\pi) - B_{\Psi}(\pi)\|_{TV,1,\infty} \leq \sup_{|G|_{\infty,1,1} \leq 1} \|G(\Psi_k(\Lambda) - \Psi(\Lambda), \pi)\|
\leq \|\Psi_k - \Psi\|_{\infty,1} \sup_{|G|_{\infty,1,1} \leq 1} \|G(U)(1 + \Lambda, \pi)\|
\leq \|\Psi_k - \Psi\|_{\infty,1} (1 + \|B(\pi)\|_{TV,\infty}) \to 0 \quad \text{as} \quad k \to +\infty.
\]

Therefore if \{\Psi_k\} converges to \Psi in \(C_1(\mathbb{R}^+)\) the sequence of operators \(\{B_{\Psi_k}\}\) converges strongly to \(B_{\Psi}\) and so if \((\pi^\infty, \pi^0) \in L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d))^2\) is a pair of trajectories such that \(B_{\Psi_k}(\pi^\infty) = B_{\Psi_k}(\pi^0)\) for all \(k \in \mathbb{N}\) then

\[
\|B_{\Psi}(\pi^\infty) - B_{\Psi}(\pi^0)\|_{TV,\infty} \leq \|B_{\Psi}(\pi^\infty) - B_{\Psi_k}(\pi^\infty)\|_{TV,\infty} + \|B_{\Psi_k}(\pi^\infty) - B_{\Psi_k}(\pi^0)\|_{TV,\infty}
\]

for all \(k \in \mathbb{N}\) and taking the limit as \(k \to +\infty\) we conclude that \(B_{\Psi}(\pi^\infty) = B_{\Psi}(\pi^0)\). This completes the proof of part (a) of Theorem 3.5.

(b) We start by proving (i), i.e. that in the limit as \(N \to +\infty, \varepsilon \to 0\) and then \(\ell \to 0\) the laws the empirical processes \(\pi^{N,\ell}\) and \(\pi^{N,\varepsilon}\) have that same barycentric projection. This point in the proof can be shown for the whole family \((\pi^{N,\ell}, \pi^{N,\varepsilon})\). So we set \(\mathcal{Q}^{N,\ell,\varepsilon} := (\pi^{N,\ell}, \pi^{N,\varepsilon})\| P^N\) and let

\[
\mathcal{Q} \in C^{\infty,0} := \text{ Lim } \lim_{\ell \to +\infty, \varepsilon \to 0, N \to +\infty} \mathcal{Q}^{N,\ell,\varepsilon}
\]

be a subsequential limit of this family. We have to show that \(\mathcal{Q}^{(\pi^\infty, \pi^0)} \subseteq L^\infty_w(0, T; \mathcal{Y}_1(\mathbb{T}^d))^2 \mid B(\pi^\infty) = B(\pi^0) \} = 1\).

Since \(L^1(0, T; C(\mathbb{T}^d))\) is separable in order to show this it suffices to show that

\[
\mathcal{Q}^{(\pi^\infty, \pi^0)} \mid \{ \|f, B(\pi^\infty) - B(\pi^0)\| > \delta \} = 0, \quad \forall f \in L^1(0, T; C(\mathbb{T}^d)), \quad \delta > 0.
\]

Indeed, the set \(A_{f,\delta} := \{ \|f, B(\pi^\infty) - B(\pi^0)\| > \delta \}\) is open and thus by the portmanteau theorem

\[
\mathcal{Q}(A_{f,\delta}) \leq \text{ lim sup } \text{ lim sup } \text{ lim sup } \mathcal{Q}^{N,\ell,\varepsilon} \{ \|f, B(\pi^\infty) - B(\pi^0)\| > \delta \}
\]

\[
\leq \text{ lim sup } \text{ lim sup } P^N \{ \|f, B(\pi^{N,\ell}) - \pi^N\| > \delta/2 \}
\]

\[
+ \text{ lim sup } \text{ lim sup } P^N \{ \|f, B(\pi^{N,\varepsilon}) - \pi^N\| > \delta/2 \}
\]

\[
\leq \text{ lim sup } P^N \{ \left\| \frac{1}{\ell^2} \sum_{|y| \leq \ell} f\left(\frac{\cdot - y}{N}\right) - f, \pi^N\right\| > \delta/2 \}
\]

\[
+ \text{ lim sup } \text{ lim sup } P^N \{ \left\| \frac{1}{N \varepsilon^2} \sum_{|y| \leq N \varepsilon} f\left(\frac{\cdot - y}{N}\right) - f, \pi^N\right\| > \delta/2 \}
\]

Since \(f \in L^1(0, T; C(\mathbb{T}^d))\) it follows that these two terms vanish.

For the proof (ii) we have to consider subsequential limit points along the subfamily \(\{\mathcal{Q}^{N,\ell,\varepsilon}(N,\ell,\varepsilon)\}\) of \(\mathcal{Q}^{N,\ell,\varepsilon} := (\pi^{N,\ell}, \pi^{N,\varepsilon})\| P^N\) defined in (25) so that we will be able to apply the truncated double-block estimate of part (a). In order to prove (ii) it suffices to show that for any limit point

\[
\frac{\mathcal{Q} \in C^{\infty,0}}{\text{ Lim } \lim_{\ell \to +\infty, \varepsilon \to 0, N \to +\infty}} \mathcal{Q}^{N,\ell,\varepsilon} \leq C^{\infty,0}
\]
any non-decreasing map \( \Psi \in \overline{C}_1(\mathbb{R}_+) \), any \( G \in L^1(0,T;C_+(\mathbb{T}^d)) \) and any \( \delta > 0 \)
\[
\overline{Q}_*\{(\pi^\infty,\pi^0) \mid \|G, B_\Psi \circ \hat{D}(\pi^\infty - \pi^0)\| > \delta\} = 0. \tag{200}
\]

Indeed, if this holds for all \( \delta > 0 \) then
\[
\overline{Q}_*\{(\pi^\infty,\pi^0) \mid \|G, B_\Psi \circ \hat{D}(\pi^\infty)\| \leq \|G, B_\Psi \circ \hat{D}(\pi^0)\| \} = 1
\]
for all \( G \in L^1(0,T;C_+(\mathbb{T}^d)) \) and all non-decreasing \( \Psi \in \overline{C}_1(\mathbb{R}_+) \). Let \( \overline{C}_1(\mathbb{R}_+) \) denote the space of all non-decreasing maps \( \Psi \in \overline{C}_1(\mathbb{R}_+) \). Since the spaces \( L^1(0,T;C(\mathbb{T}^d)) \) and \( \overline{C}_1(\mathbb{R}_+) \) are separable, the subspaces \( L^1(0,T;C(\mathbb{T}^d)) \) and \( \overline{C}_1(\mathbb{R}_+) \) are also separable and thus by arguments similar to the ones in the proof of the second claim of part (a) it follows that \( \overline{Q}_* \) is concentrated on the set
\[
\Omega_0 = \bigcap_{\Psi \in \overline{C}_1(\mathbb{R}_+)} \bigcap_{G \in L^1(0,T;C_+(\mathbb{T}^d))} \{(\pi^\infty,\pi^0) \mid \|G, B_\Psi \circ \hat{D}(\pi^\infty)\| \leq \|G, B_\Psi \circ \hat{D}(\pi^0)\| \}.
\]
Now, on the set \( \overline{Y}_1(\mathbb{T}^d) \) the map \( B_\Psi \circ \hat{D} \) takes the form
\[
B_\Psi \circ \hat{D}(\pi) = B_{1,\Psi}(j^*\pi) \equiv B_{1,\Psi}(\rho_\pi) = b_\Psi(\rho) \, d\mathcal{L}_{\mathbb{T}^d} \equiv \int \Psi(\lambda) \, d\rho_\pi^w(\lambda) \, d\nu,
\]
where \( (\rho_\pi^w)_{w \in \mathbb{T}^d} \) is the Lebesgue a.s. uniquely determined disintegration of \( \rho_\pi \), and thus since \( \overline{Q}_* \) is also supported by the set \( L^\infty(0,T;\overline{Y}_1(\mathbb{T}^d)) \) we obtain that for \( \overline{Q}_*-\)a.s. all pairs \( (\pi^\infty,\pi^0) \)
\[
\int_0^T \int_{\mathbb{R}^+} G_t(u) \int_{\mathbb{R}^+} \Psi(\lambda) \, d\rho_\pi^u(\lambda) \, du \, dt \leq \int_0^T \int_{\mathbb{R}^+} G_t(u) \int_{\mathbb{R}^+} \Psi(\lambda) \, d\rho_\pi^u(\lambda) \, du \, dt
\]
for all \( G \in L^1(0,T;C_+(\mathbb{T}^d)) \) and all non-decreasing \( \Psi \in \overline{C}_1(\mathbb{R}_+) \). Since \( C([0,T] \times \mathbb{T}^d) \subseteq L^1(0,T;C(\mathbb{T}^d)) \) this implies that
\[
\int \Psi(\lambda) \, d\rho_\pi^u(\lambda) \leq \int \Psi(\lambda) \, d\rho_\pi^w(\lambda) \text{ a.s. for all } (t,u) \in [0,T] \times \mathbb{T}^d,
\]
which in turn implies claim (ii). Thus claim (ii) is reduced to proving \( \text{(200)} \).

Next we note that it suffices to prove \( \text{(200)} \) under the additional assumption that \( \Psi \) is sublinear. Indeed, let us that \( \text{(200)} \) holds for sublinear maps and let \( \Psi \) be asymptotically linear. Then the maps \( \Psi_M := \Psi(\cdot \wedge M)\), \( M > 0 \), are sublinear and
\[
\|G, B_{\Psi_M} \circ \hat{D}(\pi)\| = \|G, B_{\Psi_M}(\pi)\| = \|G(U)\Psi(\Lambda \wedge M), \pi\| = \|G(U)\Psi(\Lambda), \Pi_M \circ j^*\pi\|
\]
for all \( M > 0 \). Therefore since \( \Pi_M \circ j^* \) \( w^* \)-converges pointwise to \( \hat{D} \) we have that for any \( \pi \in L^\infty(0,T;\overline{Y}_1(\mathbb{T}^d \times \mathbb{R}_+)) \), \( G \in L^1(0,T;C(\mathbb{T}^d)) \)
\[
\lim_{M \to +\infty} \|G, B_{\Psi_M} \circ \hat{D}(\pi)\| = \lim_{M \to +\infty} \|G(U)\Psi(\Lambda), \Pi_M \circ j^*\pi\| = \|G(U)\Psi(\Lambda), \hat{D}(\pi)\| = \|G, B_\Psi \circ \hat{D}(\pi)\|.
\]
Consequently
\[
\{(\pi^\infty,\pi^0) \mid \|G, B_\Psi \circ \hat{D}(\pi^\infty - \pi^0)\| > \delta\} \subseteq \bigcup_{M=1}^{\infty} \{(\pi^\infty,\pi^0) \mid \|G, B_{\Psi_M} \circ \hat{D}(\pi^\infty - \pi^0)\| > \delta\}
\]
and thus if \( \text{(200)} \) holds for all sublinear maps it also holds for all asymptotically linear maps. Since for sublinear maps \( \Psi \) it holds that \( B_\Psi = B_\Psi \circ \hat{D} \) in order to prove (ii) it suffice to show that for any limit point \( \overline{Q}_* \in \overline{Q}_*^{\infty,\infty,0} \) for all \( G \in L^1(0,T;C_+(\mathbb{T}^d)) \) all non-decreasing maps \( \Psi \in C_1(\mathbb{R}_+) \) and all \( \delta > 0 \)
\[
\overline{Q}_*\{(\pi^\infty,\pi^0) \mid \|G, B_\Psi(\pi^\infty - \pi^0)\| > \delta\} = 0. \tag{201}
\]
So let $\mathcal{Q}_* \in \mathcal{Q}_{\infty, \ell, 0}$. There exists then a diverging sequence $\{m^{(1)}_\ell\}_{\ell=1}^{\infty}$, sequences $\{\varepsilon^{(1,\ell)}_i\}_{\ell=1}^{\infty}$ converging to 0 as $i \to \infty$ and diverging sequences $\{k^{(1,\ell)}_N\}_{N=1}^{\infty}$ such that

$$\mathcal{Q}_* = \lim_{\ell \to \infty} \lim_{N \to \infty} \mathcal{Q}^{(1,\ell)}_*, m^{1,\ell}_i, \varepsilon^{1,\ell}_i$$

and then, setting $A^\varepsilon_{G,\Psi} := \{(\pi^\infty, \pi^0) \mid \|G, B_\Psi(\pi^\infty - \pi^0)\| > \delta\}$, we have by the portmanteau theorem

$$\mathcal{Q}_*(A^\varepsilon_{G,\Psi}) \leq \liminf_{\ell \to \infty} \mathcal{Q}^{(1,\ell)}_*, m^{1,\ell}_i, \varepsilon^{1,\ell}_i (A^\varepsilon_{G,\Psi}) \leq \limsup_{\ell \to \infty} \mathcal{Q}^{N,\ell,\varepsilon}_* (A^\varepsilon_{G,\Psi})$$

By interpolating between the processes $\pi^\varepsilon_{k, m, \varepsilon}$ and $\pi^\varepsilon_{k, m, \varepsilon}$ with the processes $\pi^\varepsilon_{k, m, \varepsilon}$ and $\pi^\varepsilon_{k, m, \varepsilon}$ and taking the limit as $M \uparrow \infty$

$$\mathcal{Q}_*(A^\varepsilon_{G,\Psi}) \leq \limsup_{M \to \infty} \limsup_{\ell \to \infty} \limsup_{N \to \infty} P^{(N)} \left\{ \|G, B_\Psi(\pi^\varepsilon_{k, m, \varepsilon} - \pi^\varepsilon_{k, m, \varepsilon})\| > \delta/3 \right\}$$

By part (a), the first term in right hand side above is equal to zero and therefore

$$\mathcal{Q}_*(A^\varepsilon_{G,\Psi}) \leq \limsup_{M \to \infty} \limsup_{\ell \to \infty} \limsup_{N \to \infty} P^{(N)} \left\{ \|G, B_\Psi(\pi^\varepsilon_{k, m, \varepsilon} - \pi^\varepsilon_{k, m, \varepsilon})\| > \delta/3 \right\}$$

The first term now in the right hand-side above is also equal to zero, since for any $N \in \mathbb{N}$, $\varepsilon > 0$, $\ell \in \mathbb{Z}_+$, $M > 0$ and any $x \in \mathbb{T}_N$, we obviously have that

$$\eta^\varepsilon(x) \wedge M)^{[N\varepsilon]} \leq \eta^\varepsilon(x)^{[N\varepsilon]} \wedge M$$

and therefore since $G_t \geq 0$ for almost all $t \in [0, T]$ and $\Psi$ is sublinear and non-decreasing

$$\|G, B_\Psi(\pi^\varepsilon_{k, m, \varepsilon})\| = \int_0^T \frac{1}{N} \sum_{x \in \mathbb{T}_N} G_t \left( \frac{x}{N} \right) \Psi \left( \eta^\varepsilon_t(x) \wedge M \right)^{[N\varepsilon]} dt$$

Consequently, by Chebyshev’s inequality in order to complete the proof of claim (ii) it suffices to show that

$$\limsup_{M \to \infty} \limsup_{\ell \to \infty} \limsup_{N \to \infty} \mathbb{E}^{N} \|G, B_\Psi(\pi^\varepsilon_{k, m, \varepsilon} - \pi^\varepsilon_{k, m, \varepsilon})\| = 0 \quad (202)$$

By further interpolating with the process $\pi^\varepsilon_{k, m, \varepsilon}$ we obtain by (127) that

$$\limsup_{M \to \infty} \limsup_{\ell \to \infty} \limsup_{N \to \infty} \mathbb{E}^{N} \|G, B_\Psi(\pi^\varepsilon_{k, m, \varepsilon} - \pi^\varepsilon_{k, m, \varepsilon})\| \leq \limsup_{\ell \to \infty} \limsup_{N \to \infty} \mathbb{E}^{N} \|G, B_\Psi(\pi^\varepsilon_{k, m, \varepsilon} - \pi^\varepsilon_{k, m, \varepsilon})\|$$

and thus in order to complete the proof of claim (ii) it suffices to show that

$$\limsup_{\ell \to \infty} \limsup_{N \to \infty} \mathbb{E}^{N} \|G, B_\Psi(\pi^\varepsilon_{k, m, \varepsilon} - \pi^\varepsilon_{k, m, \varepsilon})\| = 0 \quad (203)$$
Setting $\overline{Q}_{2}^{N,\ell,\varepsilon} := (\pi^{N,\ell,\varepsilon}, \pi^{N,\varepsilon})_{d}P^{N}$ and considering the subsequential limit set

$$\overline{Q}_{2}^{\infty,0} := \lim_{\ell \uparrow \infty, \varepsilon \downarrow 0} \overline{Q}_{2}^{N,\ell,\varepsilon}$$

we can write

$$\limsup_{\ell \uparrow \infty, \varepsilon \downarrow 0} \mathbb{E}^{N}(\|G, B_{\Psi}(\pi^{N,\ell,\varepsilon} - \pi^{N,\varepsilon})\|) = \max_{Q \in \overline{Q}_{2}^{\infty,0}} \int \|G, B_{\Psi}(\pi^{\infty} - \pi^{0})\| \, dQ(\pi^{\infty}, \pi^{0})$$

and using this equality and the Moreau-Yosida approximations $\Psi_{\varepsilon}$ of $\Psi$ given in (56), we can reduce the proof of (203) to the case that the map $\Psi$ is in addition Lipschitz, as in the proof of part (a).

Now, since $\Psi$ is assumed Lipschitz, by the definition of the processes $\pi^{N,\ell,\varepsilon}$ and $\pi^{N,\varepsilon}$

$$\|G, B_{\Psi}(\pi^{N,\ell,\varepsilon} - \pi^{N,\varepsilon})\| \leq \int_{0}^{T} \frac{1}{N^{d}} \sum_{x \in \tau^{d}_{N}} \left| G_{t}(\frac{x}{N}) \right| \left| \Psi(\eta_{t}^{[N\varepsilon]}(x)) - \Psi(\eta_{t}^{[N\varepsilon]}(x)) \right| \, dt$$

$$\leq \text{Lip}_{\Psi} \int_{0}^{T} \frac{1}{N^{d}} \sum_{x \in \tau^{d}_{N}} \left| G_{t}(\frac{x}{N}) \right| \left| \eta_{t}^{[N\varepsilon]}(x) - \eta_{t}^{[N\varepsilon]}(x) \right| \, dt$$

$$\leq \text{Lip}_{\Psi} \int_{0}^{T} \left( \frac{1}{N^{d}} \sum_{x \in \tau^{d}_{N}} \left| \eta_{t}^{[N\varepsilon]}(x) - \eta_{t}^{[N\varepsilon]}(x) \right| \right) \|G_{t}\|_{\infty} \, dt. \quad (204)$$

By a standard computation on consecutive averages (see for example [13] (4.14)) for any $\ell \leq L \in \mathbb{Z}_{+}$ and any family of functions $\Psi_{N} : \mathbb{M}_{N}^{d} \to \mathbb{R}$

$$\left| (\Psi_{N})^{L} - \Psi_{N}^{\ell} \right| \leq \frac{1}{L^{d}} \sum_{L - \ell < x \leq L + \ell} \tau_{x} |\Psi_{N}|. \quad (205)$$

Then by inequalities (205) and (204) we obtain that

$$\|G, B_{\Psi}(\pi^{N,\ell,\varepsilon} - \pi^{N,\varepsilon})\| \leq \text{Lip}_{\Psi} \int_{0}^{T} \left( \frac{1}{N^{d}[N\varepsilon]} \sum_{x \in \tau^{d}_{N}} \left| \sum_{[N\varepsilon] - \ell \leq x \leq [N\varepsilon] + \ell} \eta_{t}(x + z) \right| \right) \|G_{t}\|_{\infty} \, dt$$

$$= \text{Lip}_{\Psi} \left( \frac{[N\varepsilon] + \ell}{[N\varepsilon]^{d}} - \frac{[N\varepsilon] - \ell}{[N\varepsilon]^{d}} \right) \int_{0}^{T} \left( 1, \pi_{N}^{\ell} \right) \|G_{t}\|_{\infty} \, dt$$

$$= \text{Lip}_{\Psi} \left( \frac{2\ell}{[N\varepsilon]^{d-1}} \right) O\left( [N\varepsilon]^{d-1} \right) \|G\|_{\infty,1}. \quad (54)$$

Consequently there exists a constant $C_{d} < +\infty$ such that

$$\limsup_{N \to +\infty} \mathbb{E}^{N}(\|G, B_{\Psi}(\pi^{N,\ell,\varepsilon} - \pi^{N,\varepsilon})\|) \leq \text{Lip}_{\Psi} C_{d} \|G\|_{\infty,1} \limsup_{N \to +\infty} \left( \frac{2\ell}{[N\varepsilon]^{d-1}} \int_{0}^{T} \left( 1, \pi_{N}^{\ell} \right) \, d\mu_{N}^{t} \right) = 0,$$

where the last limit superior is equal to 0 by the O($N^{d}$)-entropy assumption and Lemma 5.1. This proves (203) and completes the proof of (ii).

Claim (iii) is a consequence of claims (i) and (ii). Indeed, by (i) and (ii) it follows that any limit point $\overline{Q}_{1}$ as $N \to +\infty$, $\ell \to +\infty$ and then $M \to +\infty$ of the family of laws $\overline{Q}_{2}^{N,\ell,\varepsilon}$ defined in (54) is supported on a measurable set $\Omega_{0} \subseteq \mathbb{L}_{\infty}([0, T]; \mathcal{F}_{1}(\mathbb{T}^{d}))^{2}$ of trajectory pairs such that for any $(\pi^{\infty}, \pi^{0}) \in \Omega_{0}$ for almost all $t \in [0, T]$ it holds that $B(\pi^{\infty}) = B(\pi^{0})$ and $(f, B_{\Psi}(\pi^{\infty})) \leq (f, B_{\Psi}(\pi^{0}))$ for all non-decreasing $\Psi \in \mathcal{C}_{1}(\mathbb{R}_{+})$ and all $f \in C_{+}(\mathbb{T}^{d})$. Therefore for any $f \in C_{+}(\mathbb{T}^{d})$

$$\langle f, \rho^{\infty} \rangle - \langle f, \rho^{0} \rangle = \langle f(U)\Lambda, \pi^{\infty} \rangle - \langle f(U)\Lambda, \pi^{0} \rangle - \langle f(U)\Lambda, \pi^{\infty} \rangle + \langle f(U)\Lambda, \pi^{0} \rangle$$

$$= \langle f, B(\pi^{\infty}) \rangle - \langle f, B(\pi^{0}) \rangle + \langle (f(U)\Lambda, \pi^{0}) \rangle - \langle f(U)\Lambda, \pi^{\infty} \rangle$$

$$= \langle f, B(\pi^{0}) \rangle - \langle f, B(\pi^{\infty}) \rangle \geq 0$$
for almost all $t \in [0, T]$, where the last term is non-negative by claim (ii) applied for the identity map $\Psi = \mathbf{1}_{t \mathbb{R}^r}$. This proves (iii) and completes the proof of (b).

(c) We recall the notation $\overline{Q}_{\epsilon}^{\infty, 0} := \text{Lim}_{\lambda \uparrow} \mathcal{Q}_{\lambda}^{N, \ell, \epsilon}$ where $\mathcal{Q}_{\lambda}^{N, \ell, \epsilon}$ are the laws defined in (203). We start the proof of (c) by noting that the two-blocks estimate (203) is equivalent to the validity for all $\overline{Q}_{\epsilon}^{\infty, 0}$, all $G \in L^\infty(0, T; C_+ (\mathbb{T}^d))$ and all Lipschitz maps $\Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r)$ with $\Psi(0) = 0$ of the equality

$$
\int \|G, B_\Psi(\pi^\infty - \pi^0)\| d\overline{Q}_{\epsilon}^{\infty, 0}(\pi^\infty, \pi^0) = 0.
$$

(206)

Indeed, on one-hand it is obvious that if the two-blocks estimate (203) holds then (206) holds for all $\Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r)$, all $G \in L^\infty(0, T; C_+ (\mathbb{T}^d))$ and all Lipschitz maps $\Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r)$ with $\Psi(0) = 0$. Conversely, let $\overline{Q}_{\epsilon}^{\infty, 0}$ be such that (206) holds for all $G \in L^\infty(0, T; C_+ (\mathbb{T}^d))$ and all Lipschitz maps $\Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r)$ and $\Psi(0) = 0$ and we will show that

$$
\overline{Q}_{\epsilon}^{\infty, 0}(B_\Psi(\pi^\infty - \pi^0) = 0, \forall \Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r)) = 1.
$$

(207)

We note first for a given map $\Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r)$, equality (206) holds for all $G \in L^1(0, T; C(\mathbb{T}^d))$ if and only if it holds for all $G \in L^\infty(0, T; C_+ (\mathbb{T}^d))$. Indeed, for any $G \in L^1(0, T; C(\mathbb{T}^d))$ the maps $G_t(u) = \|G_t\|_\infty$ and $G_{+t, \epsilon}(u) := G_t(u) + \|G_t\|_\infty$ are in $L^1(0, T; C_+ (\mathbb{T}^d))$ if and only if it holds for all $G \in L^1(0, T; C_+ (\mathbb{T}^d))$ and

$$
\langle G_+, B_\Psi(\pi) \rangle = \langle G(U) \Psi(\lambda), \pi \rangle + \int_0^T \langle C_t(U) \Psi(\lambda), \pi_t \rangle dt = \langle G(\Psi(\lambda)), \pi_0 \rangle + \langle C, B_\Psi(\pi) \rangle
$$

for all $\pi \in L^\infty_\infty(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}^r))$. Thus we get the estimate

$$
\| G, B_\Psi(\pi^\infty - \pi^0) \| \leq \| G_+, B_\Psi(\pi^\infty - \pi^0) \| + \| C, B_\Psi(\pi^\infty - \pi^0) \|
$$

for all $(\pi^\infty, \pi^0) \in L^\infty_\infty(0, T; \mathcal{M}_1(\mathbb{T}^d \times \mathbb{R}^r))$, which shows that if equality (206) holds for all $G \in L^1(0, T; C(\mathbb{T}^d))$ then it also holds for all $G \in L^1(0, T; C_+ (\mathbb{T}^d))$. We note that $L^\infty_\infty(0, T; C_+ (\mathbb{T}^d))$ is dense in $L^1(0, T; C(\mathbb{T}^d))$ if and only if equality (206) holds for all $G \in L^1(0, T; C_+ (\mathbb{T}^d))$ and if only if it holds for all $G \in L^\infty(0, T; C_+ (\mathbb{T}^d))$. Let now $\Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r)$ be non-decreasing and let $G \in L^1(0, T; C_+ (\mathbb{T}^d))$. By employing the approximations $\Psi_k(\lambda) = \Psi_{0,k}(\lambda) + \Psi(\infty) \lambda$ of $\Psi$, where $\Psi_{0,k}$ are the Moreau-Yosida approximations of the sublinear part $\Psi(\lambda - \Psi(\epsilon))$ of $\Psi$, one can reduce the proof of the two-blocks estimate (203) to the case that $\Psi$ is Lipschitz. Indeed, then $\{\Psi_k\}$ increases to $\Psi$ as $k \uparrow \infty$ and $\|\Psi_k\|_\infty \leq \|\Psi_{0,k}\| + \|\Psi(\epsilon)\| \leq \|\Psi\|_\infty + 1 + \|\Psi(\epsilon)\|$ for all large enough $k \in \mathbb{N}$, and thus since $\overline{Q}_{\epsilon}$ is supported on the set $L^\infty_\infty(0, T; \mathcal{M}_1(\mathbb{T}^d))^2$ it follows, similarly to the reduction to the case of Lipschitz maps $\Psi$ in part (a), that the maps $(\pi^\infty, \pi^0) \mapsto \langle G, B_\Psi(\pi^\infty - \pi^0) \rangle$ converge $\overline{Q}_{\epsilon}$-a.s. pointwise to the map $\langle G, B_\Psi(\pi^\infty - \pi^0) \rangle$ and are dominated by an $L^\infty(\overline{Q}_{\epsilon})$-function. Thus it follows by the dominated convergence theorem that for a given $G \in L^1(0, T; C_+ (\mathbb{T}^d))$ equality (206) holds for all non-decreasing $\Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r)$ if and only if it holds for all non-decreasing $\Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r) \cap \text{Lip}(\mathbb{R}^r)$.

Thus equality (206) holds for a map $\Psi \in \overline{C}_{1, \gamma}(\mathbb{R}^r)$ if and only if it holds for the map $\Psi + c$ for any constant $c$ and thus we can also assume that $\Psi(0) = 0$ so that $\Psi \geq 0$ in $\mathbb{R}^r$ and $0 \leq \Psi(\epsilon) \leq \text{Lip}_\Psi$. Since the spaces $L^1(0, T; C(\mathbb{T}^d))$ and $\overline{C}_{1, \gamma}(\mathbb{R}^r)$ are separable it follows then similarly to the proof of the second claim of part (a) that (207) holds.

Using this equivalent characterization of the two-blocks estimate we prove first that if for any subfamily $\{\kappa^{(\ell, \ell, 0)}_{k, N, 0} \mid \kappa^{(\ell, 0)}_N \leq M, \ell, \epsilon\}$ there exists a further subfamily $\{\kappa^{(\ell, \ell, 0), (\ell, 0)}_{k, N, 0} \mid \kappa^{(\ell, 0)}_N \leq M, \ell, \epsilon\}$
as in (56) such that (57) holds. So let $Q_* \in Q_{*}^{\infty,\infty,0}$. There exists a diverging sequence $(m_{(i)}^{(1)})_{N,\ell,\varepsilon},$ sequences $(\varepsilon_{(i)}^{(1)})_{N,\ell,\varepsilon}$ converging to 0 as $i \uparrow \infty$ for all $\ell \in \mathbb{N}$ and diverging sequences $\{K_{N,\ell,i}\}_{N,\ell,i} \in \mathbb{N}^2$, such that

$$Q_* = \lim_{\ell \to \infty} \lim_{i \to \infty} Q_{*}^{(\ell,i),m_{(i)}^{(1)},\varepsilon_{(i)}^{(1)}}$$  \hspace{1cm} (208)

By the assumption there exists a further subfamily $\{\{(k_{N,\ell,i}^{(1)},\varepsilon_{(i)}^{(1)})\}_{N,\ell,i}\}$ along which (57) holds. Recalling that $Q_{*}^{N,\ell,i} := (\pi_{N,\ell}, \pi_{N,\varepsilon})_\mathbb{P}^N$ then with $\{\{(k_{N,\ell,i}^{(1)},\varepsilon_{(i)}^{(1)})\}_N\}$ given by (56)

$$\frac{\pi_{(k_{N,\ell,i}^{(2)},\varepsilon_{(2)}^{(2)})_{\ell,i}}}{\pi_{(k_{N,\ell,i}^{(2)},\varepsilon_{(2)}^{(2)})_{\ell,i}}} = \frac{\pi_{\varepsilon_{(1)}^{(1)}}}{\pi_{\varepsilon_{(1)}^{(1)}}}.$$

Since $\{Q_{*}^{N,\ell,i}\}$ is a subfamily of $\{Q_{*}^{(\ell,i),m_{(i)}^{(1)},\varepsilon_{(i)}^{(1)}}\}$ the limit (208) continues to hold along this subfamily, i.e.

$$Q_* = \lim_{\ell \to \infty} \lim_{i \to \infty} Q_{*}^{N,\ell,i}.$$  \hspace{1cm} (209)

By passing to a further subfamily which we will continue to denote by $\{\{(k_{N,\ell,i}^{(1)},\varepsilon_{(i)}^{(1)})\}_{N,\ell,i}\}$ we can further assume that the laws $Q_{*}^{N,\ell,i} := \pi_{k_{N,\ell,i}^{(1)},\varepsilon_{(1)}^{(1)}} \sharp P_{k_{N,\ell,i}^{(1)},\varepsilon_{(1)}^{(1)}}^\mathbb{P}$ of the double block empirical process $\pi_{N,\ell,i}^{(1)}$ defined in (222) converge along the subfamily $\{(k_{N,\ell,i}^{(1)},\varepsilon_{(i)}^{(1)})\}$ to some $Q_* \in \mathbb{P}L_\infty(0,T; \mathcal{H}_1'(\mathbb{T}^d))$, i.e.

$$Q_* = \lim_{\ell \to \infty} Q_{*}^{N,\ell,i}.$$  \hspace{1cm} (210)

Of course then (209) continuous to hold and since $\{(k_{N,\ell,i}^{(1)},\varepsilon_{(i)}^{(1)})\}$ is a subfamily of $\{(k_{N,\ell,i}^{(1)},\varepsilon_{(i)}^{(1)})\}$ we necessarily have that

$$Q_* \in Q_{*}^{\infty,\infty,0} := \lim_{\ell \to \infty, \varepsilon \to 0} Q_{*}^{N,\ell,i}$$

where here $Q_{*}^{N,\ell,i} := \pi_{k_{N,\ell,i}^{(1)},\varepsilon_{(1)}^{(1)}}$ and $Q_{*}^{N,\ell,i} := \pi_{k_{N,\ell,i}^{(1)},\varepsilon_{(1)}^{(1)}} \sharp P_{k_{N,\ell,i}^{(1)},\varepsilon_{(1)}^{(1)}}^\mathbb{P}$.

Since the map $(\pi_{*}, \pi_0) \mapsto \|G,B_{\Psi}(\pi_{*} - \pi_0)\|$ is continuous it follows by (209) and the portmanteau theorem that

$$\int \|G,B_{\Psi}(\pi_{*} - \pi_0)\| d\overline{Q}_{*}(\pi_{*}, \pi_0) = \lim_{\ell \to \infty, \varepsilon \to 0} \int \|G,B_{\Psi}(\pi_{*} - \pi_0)\| d\overline{Q}_{*}^{N,\ell,i}.$$  \hspace{1cm} (211)

Interpolating with the process $\pi_{*}^{(\ell,i),M,\varepsilon_{(1)}}$ and $\pi_{*}^{(\ell,i),M,\varepsilon_{(1)},M}$ it follows by (55) in the proof part (a) and (202) that

$$\lim_{\ell \to \infty, \varepsilon \to 0} \mathbb{E}^{(\ell,i)} \|G,B_{\Psi}(\pi_{*}^{(\ell,i),m_{i},\varepsilon_{(1)}} - \pi_{*}^{(\ell,i),\varepsilon_{(1)}})\|$$

$$\leq \lim_{\ell \to \infty, \varepsilon \to 0} \sup_{M \to \infty} \mathbb{E}^{(\ell,i)} \|G,B_{\Psi}(\pi_{*}^{(\ell,i),m_{i},\varepsilon_{(1)},M} - \pi_{*}^{(\ell,i),\varepsilon_{(1)},M,M})\|.$$  \hspace{1cm} (211)

Since we assume that $G \in L_\infty(0,T; C_+^1(\mathbb{T}^d))$ and $\Psi \geq 0$ is Lipschitz and non-decreasing, for all parameters $(N,\ell,\varepsilon) \in \mathbb{N} \times \mathbb{Z}_+ \times (0,\infty)$

$$\|G,B_{\Psi}(\pi_{*}^{(N,\ell,i,M,\varepsilon)} - \pi_{*}^{(N,\ell,i,M,\varepsilon)})\| \leq \|G,B_{\Psi}(\hat{\pi}_{*}^{(N,\ell,i,M,\varepsilon)} - \hat{\pi}_{*}^{(N,\ell,i,M,\varepsilon)})\| + \Psi(\infty)\|G,\rho_{*}^{(N,\ell,i,M,\varepsilon)} - \rho_{*}^{(N,\ell,i,M,\varepsilon)})\|.$$  \hspace{1cm} (211)
Lemma 5.9

that the two-blocks estimate holds, since the first summand in the right hand side of (213) vanishes

|∥lemma that the contribution in the limit as $m$| concentrates since $t$|⊥|< T|.

Consequently, since $Ψ'(\infty) \leq \text{Lip}_\Psi$ it follows by (211) that

$$
\|G, B_\Psi(\pi^{N,\ell,\epsilon,M} - \pi^{N,\ell,\epsilon,M})\| \leq 2\text{Lip}_\Psi \|G\|_{\infty, \infty} \|1, \rho^{\perp}_{\pi^{N,\ell,\epsilon,M}} - \rho^{\perp}_{\pi^{N,\ell,\epsilon,M}}\|,
$$

where $|\|G\|_{\infty, \infty} := ||G||_{L^{\infty}(0,T;C(\mathbb{T}^d))} < +\infty$. Therefore in order to show that the two-blocks estimate holds it suffices to show that

$$
\lim_{M \rightarrow \infty} \sup_{i,\ell,N,\epsilon,\tau,\theta} \mathbb{E}^{E^{(\theta,\epsilon)}} \langle 1, \rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}} - \rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}} \rangle = 0.
$$

The difference $\rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}} - \rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}}$ is a non-negative path-measure valued process and the weight $(\rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}} - \rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}})(x/N), x \in \mathbb{T}^d_N$, can be expressed as

$$(\rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}} - \rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}})(x/N) = (\eta^i(x) - M)^{+} - (\eta^i(x)|N_{\epsilon} - M)^{+}$$

$$= \left[(\eta^i_t(x) - M)^{+}\right]|N_{\epsilon}\|_{[0,M]}(\eta^i_t(x)|N_{\epsilon})$$

$$+ \left[(\eta^i_t(x) - M)^{-}\right]|N_{\epsilon}\|_{(M,\infty)}(\eta^i_t(x)|N_{\epsilon}) \quad (212)$$

which shows that

$$
\langle 1, \rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}} - \rho^{\perp}_{\pi^{i,(\ell,\epsilon)}_{M,N,\tau}} \rangle \leq \mathbb{E}^N \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} \left[(\eta^i_t(x) - M)^{+}\right]|N_{\epsilon}\|_{[0,M]}(\eta^i_t(x)|N_{\epsilon}) dt$$

$$+ \mathbb{E}^N \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} \left[(\eta^i_t(x) - M)^{-}\right]|N_{\epsilon}\|_{(M,\infty)}(\eta^i_t(x)|N_{\epsilon}) dt \quad (213)$$

Since we have chosen the subfamily $\{ {k_{\ell}}^{(i)}_{N}, \bar{\mu}_\epsilon, \bar{\epsilon}_{\ell}^{(i)} \}$ so that (210) holds, it follows by the next lemma that the contribution in the limit as $N \uparrow \infty$, $\ell \uparrow \infty$, and $\epsilon \uparrow \infty$ and then $M \uparrow \infty$ of the right hand side of (213) is zero along the subfamily $\{ {k_{\ell}}^{(i)}_{N}, \bar{\mu}_\epsilon, \bar{\epsilon}_{\ell}^{(i)} \}$. This shows that the two-blocks estimate holds, since the first summand in the right hand side of (213) vanishes along the subfamily $\{ {k_{\ell}}^{(i)}_{N}, \bar{\mu}_\epsilon, \bar{\epsilon}_{\ell}^{(i)} \}$ due to (217) being true for the subfamily $\{ {k_{\ell}}^{(i)}_{N}, \bar{\mu}_\epsilon, \bar{\epsilon}_{\ell}^{(i)} \}$.

Lemma 5.9 Suppose that the ZRP starts from a sequence $\{ \mu^{N}_{0} \in \mathbb{P} M^d_{\epsilon} \}_{N \in \mathbb{N}}$ of initial profiles having asymptotically $m > 0$ total mass and let $\{ \bar{\mu}_\epsilon \}_{\ell=1}^{\infty}$ be a diverging sequence, let $\{ \bar{\epsilon}_{\ell}^{(i)} \}_{\ell=1}^{\infty}$ be sequences converging to zero for each $\ell \in \mathbb{N}$ and let $\{ {k_{\ell}}^{(i)}_{N} \}_{N=1}^{\infty}$ be diverging sequences for $i, N \in \mathbb{N}$ such that the double-block empirical laws

$$Q_{\ast, \ell, i}^{N, \ell, i} := \langle \pi^{i,(\ell,\epsilon)}_{M,\bar{\mu}_\epsilon,\bar{\epsilon}_{\ell}^{(i)}}, P^{k_{\ell}}_{k_{\ell}} \rangle, Q_{\ast}^{N, \ell, i} := \langle \pi^{i,(\ell,\epsilon)}_{M,\bar{\mu}_\epsilon,\bar{\epsilon}_{\ell}^{(i)}}, P^{k_{\ell}}_{k_{\ell}} \rangle$$

(214)

converge weakly to some probability law $\mathbf{Q}_{\ast} \in \mathbb{P} L^{\infty}_{\mu^{\infty}}(0,T; \mathcal{V}^{d}_{1}(\mathbb{T}^d))$ as $N \uparrow \infty$, $\ell \uparrow \infty$ and then $\ell \uparrow \infty$. Then

$$
\lim_{M \rightarrow \infty} \sup_{i,\ell,N} \mathbb{E} \int_0^T \frac{1}{(k_{\ell})^{d}} \sum_{x \in \mathbb{T}^d_{k_{\ell}}} \left[(\eta^i_{m}(x) - M)^{+}\right]|N_{\epsilon}\|_{[0,M]}(\eta^i_{m}(x)|N_{\epsilon}) dt = 0.
$$
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Proof Let \( \Psi_M \in BC(\mathbb{R}_+) \) be the map \( \Psi_M(\lambda) = M \cdot (\lambda - M + 1)^+ \wedge 1 \) and note that

\[
M \mathbb{1}_{(M,\infty)}(\lambda) \leq \Psi_M(\lambda) \leq \lambda, \quad \forall \lambda \geq 0.
\]

Therefore

\[
[(\eta^f(x) - M)^-]\mathbb{1}_{(M,\infty)}[(\eta^f(x))^N] \leq M \mathbb{1}_{(M,\infty)}[(\eta^f(x))^N] \leq \Psi_M(\eta^f(x)^N)
\]

and thus it suffices to show that

\[
\limsup_{M,t,i,N \uparrow \infty} \mathbb{E}_N^{(\ell,i)} \int_0^T \frac{1}{(k_t^{(\ell,i)})^d} \sum_{x \in \mathbb{X}_N^{(\ell,i)}} \Psi_M(\eta^\rho_t(x)^{M,(\ell,i),\epsilon_t^{(\ell,i)}}) \, dt = 0.
\]

In terms of the double-block empirical density process \( \pi_{\ast,N}^{*} \) of the ZRP defined in \( [24] \) and the corresponding laws \( Q_{\ast,N}^{*,i} := (\pi_{\ast,N}^{*},m_{\ast,N},T_{\ast,N})_P \), the expected value above can be written

\[
\mathbb{E}_N^{(\ell,i)} \int_0^T \frac{1}{(k_t^{(\ell,i)})^d} \sum_{x \in \mathbb{X}_N^{(\ell,i)}} \Psi_M(\eta^\rho_t(x)^{M,(\ell,i),\epsilon_t^{(\ell,i)}}) \, dt = \mathbb{E}_N^{(\ell,i)} \left\{ \Psi_M(\Lambda), \pi_{\ast,N}^{*} \right\} = \int \left\{ \Psi_M(\Lambda), \pi \right\} dQ_{\ast,N}^{*,i}(\pi).
\]

Therefore, since by assumption \( \lim_{t,i,N \uparrow \infty} Q_{\ast,N}^{*,i} = Q_{\ast} \) it follows by the portmanteau theorem that

\[
\limsup_{t,i,N \uparrow \infty} \mathbb{E}_N^{(\ell,i)} \int_0^T \frac{1}{(k_t^{(\ell,i)})^d} \sum_{x \in \mathbb{X}_N^{(\ell,i)}} \Psi_M(\eta^\rho_t(x)^{M,(\ell,i),\epsilon_t^{(\ell,i)}}) \, dt = \int \left\{ \Psi_M(\Lambda), \pi \right\} dQ(\pi).
\]

So for the proof of the lemma it suffices to show that for any \( Q \in Q_{\infty,0}^{\infty,0} = \operatorname{Lim}_{t,i,N \uparrow \infty} Q_{\ast,N}^{*,i} \)

\[
\lim_{M \rightarrow +\infty} \int \left\{ \Psi_M(\Lambda), \pi \right\} dQ(\pi) = 0.
\]

So let \( Q \in Q_{\infty,0}^{\infty,0} \) and let us define the map \( I_M : L^\infty_w(0, T; \overline{\mathcal{M}}_{1,\ast}(\mathbb{T}^d \times \mathbb{R}_+)) \rightarrow \mathbb{R} \) by \( I_M(\pi) = \left\{ \Psi_M(\Lambda), \pi \right\} \). Since \( \Psi_M \in C_1(\mathbb{R}_+) \) we have that \( I_M(\pi) = I_M(\pi^\ast) \). Since \( \Psi_M \equiv 0 \) on \([0, M - 1] \) we have that \( \lim_{M \uparrow \infty} \Psi_M = 0 \) pointwise and thus, since \( \Psi_M(\Lambda) \leq \Lambda \) and \( \rho_{\pi}, := j^\ast(\pi) \in \mathcal{M}_{1,\ast}(\mathbb{T}^d \times \mathbb{R}_+) \) is a measure, it follows by the dominated convergence theorem that for almost \( t \in [0, T] \)

\[
\lim_{M \rightarrow +\infty} \left\langle \Psi_M(\Lambda), \pi_t \right\rangle = \lim_{M \rightarrow +\infty} \int \Psi_M(\Lambda) \, d\rho_{\pi_t} = 0.
\]

Next, since for \( Q(L^\infty_w(0, T; \mathcal{Y}_{1,\ast}(\mathbb{T}^d))) = 1 \) and \( \Psi_M(\Lambda) \leq \Lambda \) it follows that for \( Q \)-a.s. all paths \( \pi \)

\[
0 \leq \left\langle \Psi_M(\Lambda), \rho_{\pi_t} \right\rangle \leq \left\langle \Psi_M(\Lambda), \pi_t \right\rangle \leq \langle \Lambda, \pi_t \rangle = m, \quad \text{a.s.} \forall t \in [0, T].
\]

Thus by the dominated convergence theorem once again we obtain that

\[
\lim_{M \rightarrow +\infty} I_M(\pi) = \lim_{M \rightarrow +\infty} \int_0^T \left\langle \Psi_M(\Lambda), \pi_t \right\rangle \, dt = 0
\]

for \( Q \)-a.s. all paths \( \pi \). Since on the \( L^\infty_w(0, T; \mathcal{Y}_{1,\ast}(\mathbb{T}^d)) \) it holds that \( I_M(\pi) = \left\{ \Psi_M(\Lambda), \pi \right\} \leq \left\langle \Lambda, \pi \right\rangle \leq Tm \) and this sets supports the law \( Q \), by one more application of the dominated convergence theorem we obtain that

\[
\lim_{M \rightarrow +\infty} \int \left\{ \Psi_M(\Lambda), \pi \right\} dQ(\pi) = \lim_{M \rightarrow +\infty} \int I_M(\pi) \, dQ(\pi) = 0
\]
and the proof of the lemma is complete. □

In order to complete the proof of (c) it remains to show that if the two-blocks estimate holds along the subfamily \( \mathcal{Q}^{N,\ell,\varepsilon} := \mathcal{Q}^{(\ell)}_{N,m,\varepsilon} \) then for any subfamily

\[
\{(k^{(\ell)}_{N,i,t}), m_{m,i}, \varepsilon^{(\ell)}_i\} =: \{(k^{(\ell)}_{N,i,t}), m_{m,i}, \varepsilon^{(\ell)}_i\}
\]

(215)
of \( \{(k^{(\ell)}_{N,m,\varepsilon}) \} \) there exists a further subfamily \( \{(k^{(\ell)}_{N,m,\varepsilon}), m_{m,i}, \varepsilon^{(\ell)}_i\} \) of the form \( \mathcal{Q}^{(\ell)}_{N,m,\varepsilon} \) such that \( \mathcal{Q}^{(\ell)}_{N,m,\varepsilon} \) holds. By equality (212), for all \( (N,\ell,\varepsilon,M) \) converging to 0

Proposition 5.11

Let \( L \)
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}\]
Since \( \Pi_M \circ j^* \) \( w^* \)-converges pointwise to \( \hat{D} \) as we have seen in the proof of Corollary 4.2, the map 
\((\Pi_M^* \circ j^*)_t \) converges pointwise to \( \hat{D}_t \) on \( PL^0_{\omega}(0, T; M_1(\mathbb{T}^d \times \mathbb{R}_+)) \) and therefore 
\[
\lim_{M \to +\infty} \left( (\Pi_M^* \circ j^*) \times (\Pi_M^* \circ j^*) \right) \mathcal{Q}_* = (\hat{D} \times \hat{D}) \mathcal{Q}_*.
\]

For the second limit, recalling that \( T_M : C(\mathbb{T}^d) \to \mathcal{C}_1(\mathbb{T}^d \times \mathbb{R}_+) \) is the operator \( T_M f = (\Lambda - M)^{+} f(U) \),
\[
(D^\perp \times D^\perp) \circ (\pi^{N,\ell,M}, \pi^{N,\ell,M}) = \left( (R^* \circ T_M^*) \times (R^* \circ T_M^*) \right) \circ (\pi^{N,\ell}, \pi^{N,\ell})
\]
which shows that 
\[
(D^\perp \times D^\perp) \mathcal{Q}^{N,\ell,M} = \left( (R^* \circ T_M^*) \times (R^* \circ T_M^*) \right) \mathcal{Q}^{N,\ell,M}_\star
\]
and as we have also seen in the proof of Corollary 4.2 the maps \( R^* \circ T_M^* \) \( w^* \)-converge pointwise to \( D^\perp \) as \( M \to +\infty \) and the second limit follows as the first limit. \( \square \)

So let \( \{(k^{(l,\ell, i)}, m^{(l)}, \epsilon^{(l, i)})\} \) be a subfamily of \( \{(k_N^{(l)}, m^{(l)}, \epsilon^{(l)})\} \) as in (215). Then since the family 
\( \{(k^{(l,\ell, i)}, m^{(l)}, \epsilon^{(l, i)})\} \) is relatively compact there exists a further subfamily \( \{(k_N^{(l, i)}, \bar{m}_i, \epsilon_i^{(l)})\} \) of the form (256) such that the iterated limit 
\[
\mathcal{Q}_\star := \lim_{(l,i) \to (\ell)} \mathcal{Q}^{(l), (\ell), m_i, \epsilon_i^{(l)}}, (221)
\]
exists. Then by the assumed validity of the two-blocks estimate, for all maps \( \Psi \in \mathcal{C}_1(\mathbb{R}_+) \) and all 
\( G \in L^1(0, T; C(\mathbb{T}^d)) \)
\[
\int \|G, B_\Psi (\pi^\infty - \pi^0)\| d\mathcal{Q}_\star (\pi^\infty, \pi^0) = 0.
\]
By applying this equality to the maps \( \Psi_M (\cdot) := \Psi (\cdot \land M), M > 0 \), for some \( \Psi \in \mathcal{C}_1(\mathbb{R}_+) \)
\[
0 = \int \|G, B_\Psi (\pi^\infty - \pi^0)\| d\mathcal{Q}_\star (\pi^\infty, \pi^0)
= \int \|G(U) \Psi (\Lambda \land M), \pi^\infty - \pi^0)\| d\mathcal{Q}_\star (\pi^\infty, \pi^0)
= \int \|G (U) \Psi (\Lambda), \pi^\infty - \pi^0)\| d\mathcal{Q}_\star (\pi^\infty, \pi^0)
= \int \|G (U) \Psi (\Lambda), (j \circ \Pi_M)^* (\pi^\infty - \pi^0)\| d\mathcal{Q}_\star (\pi^\infty, \pi^0)
\]
Since \( \Pi_M \circ j^* \) \( w^* \)-converges pointwise to \( \hat{D} \) and the map \( (\pi^\infty, \pi^0) \to \|G (U) \Psi (\Lambda), (j \circ \Pi_M)^* (\pi^\infty - \pi^0)\| \) is dominated by an \( L^1(\mathcal{Q}_\star) \)-function, by taking the limit as \( M \uparrow \infty \) we obtain by the dominated convergence theorem that
\[
0 = \lim_{M \to +\infty} \int \|G (U) \Psi (\Lambda), (j \circ \Pi_M)^* (\pi^\infty - \pi^0)\| d\mathcal{Q}_\star (\pi^\infty, \pi^0)
= \int \|\hat{D}(\pi^\infty - \pi^0)\| d\mathcal{Q}_\star (\pi^\infty, \pi^0)
= \int \|G, B_\Psi (\pi^\infty - \pi^0)\| d\mathcal{Q}_\star (\pi^\infty, \pi^0)
\]
(222)
By the comparison of regular parts in statement (ii) of part (b)
\[
\|G, B_\Psi (\hat{D}(\pi^\infty - \pi^0))\| = \|G, B_\Psi (\hat{D}(\pi^0 - \pi^\infty))\|.
\]
By the equation $B\mathbf{φ} = B\mathbf{ψ} \circ \tilde{D} + \Psi'(\infty)B \circ D^\perp$ the equality above becomes

$$|\langle G, B \circ \tilde{D}(\pi^\infty - \pi^0) \rangle| = \|G, B \circ \tilde{D}(\pi^0 - \pi^\infty)\| = \Psi'(\infty)\|G, B \circ D^\perp(\pi^\infty - \pi^0)\|$$

and therefore if $\Psi'(\infty) \neq 0$ equality (222) yields

$$0 = \int \|G, B \circ D^\perp(\pi^\infty - \pi^0)\| dQ_x(\pi^\infty, \pi^0)$$

for all $G \in L^1(0, T; C_+ (\mathbb{T}^d))$. By the linearity of $D^\perp$ this equivalent to

$$0 = \int \|G, B(\sigma^\infty - \sigma^0)\| d(D^\perp \times D^\perp)Q_x(\sigma^\infty, \sigma^0).$$

But by the limit (221) and Proposition (5.11) the limit (218) holds and thus by the continuity of the map $(\sigma^\infty, \sigma^0) \mapsto \langle G, B(\sigma^\infty - \sigma^0)\rangle$ and the portmanteau theorem we obtain that

$$0 = \lim_{M, \ell, i, N, \epsilon \to \infty} \int \|G, B(\sigma^\infty - \sigma^0)\| d(D^\perp \times D^\perp)Q_x^{(\ell,i), m_{\epsilon}, \pi_\epsilon^{(i)}; M}(\sigma^\infty, \sigma^0)$$

and therefore

$$\lim_{M, \ell, i, N, \epsilon \to \infty} E^{(\ell,i)}\langle G, B \circ D^\perp(\pi^\infty, \epsilon), M - \pi^\infty; \pi^{(i)}\rangle_M \rangle = 0, \quad \forall G \in L^1(0, T; C_+ (\mathbb{T}^d)). \quad (223)$$

Then recalling the functional equation $B \circ D^\perp(\pi) = \rho^\perp_\pi$ from (97) we have that

$$\langle 1, \rho^\perp_{\pi, N, \ell, M, \epsilon} - \rho^\perp_{\pi, N, \ell, M, \epsilon} \rangle = \langle 1, B \circ D^\perp(\pi^{N, \ell, M, \epsilon} - \pi^{N, \ell, M}) \rangle$$

$$= \langle 1, B \circ D^\perp(\pi^{N, \ell, M, \epsilon} - \pi^{N, \ell, M}) \rangle + \langle 1, B \circ D^\perp(\pi^{N, \ell, M} - \pi^{N, \ell, M}) \rangle$$

$$+ \langle 1, B \circ D^\perp(\pi^{N, \ell, M} - \pi^{N, \ell, M}) \rangle. \quad (224)$$

The first term in the right hand side above vanishes by a change in the order of summation, i.e.

$$\langle 1, B \circ D^\perp(\pi^{N, \ell, M, \epsilon} - \pi^{N, \ell, M}) \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in N^d} \left\{ (\eta_{\epsilon}^N(x) - M)^+ + [N\epsilon] - (\eta_{\epsilon}^N(x) - M)^+ \right\} \ dt$$

$$= \int_0^T \frac{1}{N^d} \sum_{x \in N^d} \left\{ \sum_{|y| \leq [N\epsilon]} (\eta_{\epsilon}^N(x + y) - M)^+ - (\eta_{\epsilon}^N(x) - M)^+ \right\} \ dt$$

$$= 0$$

and the absolute value of the third term in the right hand side of (224) is bounded above by

$$|\langle 1, B \circ D^\perp(\pi^{N, \ell, M} - \pi^{N, \ell, M}) \rangle| = \int_0^T \frac{1}{N^d} \sum_{x \in N^d} \left\{ (\eta_{\epsilon}^N(x) - M)^+ - (\eta_{\epsilon}^N(x) - M)^+ \right\} \ dt$$

$$\leq \int_0^T \frac{1}{N^d} \sum_{x \in N^d} \left| \eta_{\epsilon}^N(x) - \eta_{\epsilon}^N(x) \right| |N\epsilon| \ dt$$

and this last term converges to zero in the limit as $N \to \infty$ by the bound (205) on the difference of consecutive averages. But since $\{(k_{\epsilon}^{(i)}, m_{\epsilon}, \pi_\epsilon^{(i)})\}$ is a subfamily of the original family $\{(k_{\epsilon}^{(i)}, m_{\epsilon}, \pi_\epsilon^{(i)})\}$ by the limit (184) we have that

$$\lim_{M, \ell, i, N, \epsilon \to \infty} E^{(\ell,i)}\langle G, B \circ D^\perp(k_{\epsilon}^{(i)}, m_{\epsilon, M} - \pi_{\epsilon}^{(i), m_{\epsilon, M}}, \pi^{(i)}) \rangle = 0$$

and thus it follows by the limit (229) and inequality (224) that (216) holds and thus the proof of Theorem 3.3 is complete. \qed
5.7 On the replacement lemma

Let us first check that for each \( \Psi \in \overline{T}_1(\mathbb{R}_+) \) the map \( I_\Psi \) defined in (60) is well defined and Borel measurable. In the definition of this map we consider the \( L^\infty \)-space of path-measures as the target space for the map \( I_\Psi \), since due to the fact that the map \( \mathcal{M}_+(\mathbb{T}^d) \ni \pi \mapsto \pi^{ac} \in \mathcal{M}_{+\text{ac}}(\mathbb{T}^d) \) is not weakly continuous, the map \( t \mapsto \Pi(\pi^{ac}) \) need not be a cadlag path, even when \( \pi \) is cadlag. However as we will see the map \( I_\Psi \) is well-defined and Borel measurable when viewed as taking values in \( L_{w^*}(0,T;\mathcal{M}_+(\mathbb{T}^d)) \). Indeed, if \( \Psi \in \overline{T}_1(\mathbb{R}_+) \) then

\[
\| \Psi(\pi^{ac}) \|_{TV} = \| \Psi(\pi^{ac}) \|_{L^1(\mathbb{T}^d)} \leq \| \Psi \|_{\infty,1} \int_{\mathbb{T}^d} (1 + \pi^{ac}(u)) \, du 
\]

for all \( \pi \in \mathcal{M}_+(\mathbb{T}^d) \), and thus \( \Psi(\pi^{ac}) \) is a finite measure. To see that the induced map \( I_\Psi \) is well-defined and Borel measurable, for each \( \varepsilon \in (0,1/2) \), \( M < +\infty \) we consider the map

\[
D(0,T;\mathcal{M}_+(\mathbb{T}^d)) \ni \pi \mapsto I_\Psi^M(\pi) := \Psi((\pi * \iota_\varepsilon) \land M) \, d\mathcal{L}_{TV} \in D(0,T;\mathcal{M}_+(\mathbb{T}^d))
\]

where \( \pi * \iota_\varepsilon \) is the convolution

\[
\pi * \iota_\varepsilon(u) = \int \iota_\varepsilon(v - u) \, d\pi(v)
\]

and \( (\iota_\varepsilon)_0<\varepsilon<1/2 \subseteq C(\mathbb{T}^d) \subseteq \mathbb{P}(\mathbb{T}^d) \) is an approximation of the Dirac measure \( \delta_0 \), i.e. the family \( \{\iota_\varepsilon \, d\mathcal{L}_{\pi} \} \subseteq \mathbb{P}(\mathbb{T}^d) \) converges weakly to \( \delta_0 \) as \( \varepsilon \to 0 \). Let us check here that the map \( I_\Psi^M \) is continuous. Since a continuous map \( f: M \to N \) induces a continuous map \( f \) on the corresponding Skorohod spaces via \( f(\mu)(t) = f(\mu(t)) \) if we show that the map \( \mathcal{M}_+(\mathbb{T}^d) \ni \pi \mapsto \Psi((\pi * \iota_\varepsilon) \land M) \, d\mathcal{L}_{TV} \in \mathcal{M}_{+\text{ac}}(\mathbb{T}^d) \) is continuous then the induced map \( I_\Psi^M \) on the Skorohod spaces is continuous. The fact that \( \mathcal{M}_+(\mathbb{T}^d) \ni \pi \mapsto \Psi((\pi * \iota_\varepsilon) \land M) \) is continuous follows from the presence of the convolution with the continuous function \( \iota_\varepsilon \), which strengthens weak convergence to convergence in total variation, i.e. to convergence of the densities in \( L^1(\mathbb{T}^d) \). Indeed, since \( \iota_\varepsilon \in C(\mathbb{T}^d) \), for each \( \varepsilon > 0 \) and all \( u \in \mathbb{T}^d \)

\[
\lim_{n \to +\infty} \pi_n * \iota_\varepsilon(u) = \lim_{n \to +\infty} \int \iota_\varepsilon(v - u) \, d\pi_n(v) = \int \iota_\varepsilon(v - u) \, d\pi(v) = \pi * \iota_\varepsilon(u).
\]

Therefore if \( \Psi: \mathbb{R}_+ \to \mathbb{R}_+ \) is a continuous then \( \{\Psi(\pi_n * \iota_\varepsilon)\}_{n \in \mathbb{N}} \) converges pointwise in \( \mathbb{T}^d \) to \( \Psi(\pi * \iota_\varepsilon) \). Moreover, since \( \{\pi_n\}_{n \in \mathbb{N}} \subseteq \mathcal{M}_+(\mathbb{T}^d) \) converges to weakly to \( \pi \in \mathcal{M}_+(\mathbb{T}^d) \) we have that

\[
C := \sup_{n \in \mathbb{N}} \| \pi_n \|_{TV} < +\infty
\]

so that \( |\pi_n * \iota_\varepsilon(u)| \leq C \| \iota_\varepsilon \|_{\infty} \) and

\[
|\Psi(\pi_n * \iota_\varepsilon(u))| \leq \sup_{0 \leq \lambda \leq C \| \iota_\varepsilon \|_{\infty}} \Psi(\lambda) < +\infty, \quad \forall u \in \mathbb{T}^d, \; n \in \mathbb{N}
\]

and thus by the bounded convergence theorem we obtain that

\[
\lim_{n \to +\infty} \int |\Psi(\pi_n * \iota_\varepsilon(u)) - \Psi(\pi * \iota_\varepsilon(u))| \, du = 0.
\]

This shows that for any continuous map \( \Psi: \mathbb{R}_+ \to \mathbb{R}_+ \) the map

\[
\mathcal{M}_+(\mathbb{T}^d) \ni \pi \mapsto \Psi(\pi * \iota_\varepsilon) \, d\mathcal{L}_{TV} \in (\mathcal{M}_{+\text{ac}}, \| \cdot \|_{TV}) \cong L^1(\mathbb{T}^d),
\]

is continuous with respect to the strong topology in the target space \( \mathcal{M}_+(\mathbb{T}^d) \). Of course by applying this to the map \( \Psi(\cdot \land M) \) for a given map \( \Psi \in C(\mathbb{R}_+) \) we obtain that the map \( \mathcal{M}_+(\mathbb{T}^d) \ni \pi \mapsto \Psi((\pi * \iota_\varepsilon) \land M) \, d\mathcal{L}_{TV} \) is continuous. Thus the induced map

\[
I_\Psi^M: D(0,T;\mathcal{M}_+(\mathbb{T}^d)) \to D(0,T; (\mathcal{M}_+(\mathbb{T}^d), \| \cdot \|_{TV})
\]
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on the Skorohod spaces is continuous. Since by Proposition A.13 the natural injection
\[ D(0, T; (\mathcal{M}_+(\mathbb{T}^d), \| \cdot \|_{TV})) \hookrightarrow L_w^\infty(0, T; \mathcal{M}_+(\mathbb{T}^d)) \]
is continuous, the map \( I_{\Psi}^C \) is also continuous for the target space \( L_w^\infty(0, T; \mathcal{M}_+(\mathbb{T}^d)) \) equipped with the normed \( w^* \)-topology, i.e. for any sequence \( \{ \pi_n \} \subseteq L_w^\infty(0, T; \mathcal{M}_+(\mathbb{T}^d)) \) \( w^* \)-converging to \( \pi \in L_w^\infty(0, T; \mathcal{M}_+(\mathbb{T}^d)) \) we have
\[ \lim_{n \to \infty} \int_0^T f(t) \left\| \Psi(\pi_{n,t} \ast t_{\varepsilon}) \right\|_{L^1(\mathbb{T}^d)} dt = 0, \quad \forall f \in L^1(0, T). \]

We show next that for an appropriate choice of the approximation \( (\iota_{\varepsilon})_{0 < \varepsilon < 1/2} \) of the convolution identity \( \delta_0 \), the maps \( I_{\Psi}^C : D(0, T; \mathcal{M}_+(\mathbb{T}^d)) \to L_w^\infty(0, T; \mathcal{M}_+(\mathbb{T}^d)) \) converge pointwise as \( \varepsilon \to 0 \) and then \( M \to +\infty \) to the map \( I_\Psi \) defined in [30]. For this we will use the following.

**Lemma 5.10** Let \( \pi \in \mathcal{M}_+(\mathbb{T}^d) \), let \( \mathcal{L} \) be a reference measure (i.e. the Lebesgue measure) on \( \mathbb{T}^d \) and let \( \pi = \pi^{ac} + \pi^\perp \) be the Radon-Nikodym decomposition of \( \pi \) with respect to \( \mathcal{L} \). Then for Lebesgue almost all \( u \in \mathbb{T}^d \)
\[ \lim_{\varepsilon \downarrow 0} \frac{\pi(u + [-\varepsilon, \varepsilon]^d)}{(2\varepsilon)^d} = \frac{d\pi^{ac}}{d\mathcal{L}}(u). \]

**Proof** For each \( \mu \in \mathcal{M}_+(\mathbb{T}^d) \) we define the maps
\[ D^- \mu(u) = \lim_{\varepsilon \downarrow 0} \frac{\mu(u + [-\varepsilon, \varepsilon]^d)}{(2\varepsilon)^d}, \quad D^+ \mu(u) = \lim_{\varepsilon \downarrow 0} \frac{\mu(u + [-\varepsilon, \varepsilon]^d)}{(2\varepsilon)^d}, \quad u \in \mathbb{T}^d. \]
These maps are Borel measurable (see for example [11] Lemma 5.9.1) for any \( \mu \in \mathcal{M}_+(\mathbb{T}^d) \) and by [11] Proposition 5.9.1 the set
\[ \mathcal{E}_\mu := \{ u \in \mathbb{T}^d \mid D^- \mu(u) < D^+ \mu(u) \lor D^+ \mu(u) = +\infty \} \]
is \( \mathcal{L} \)-null Borel set. Obviously on the complement of \( \mathcal{E}_\mu \) the limit
\[ D\mu(u) := \lim_{\varepsilon \downarrow 0} \frac{\mu(u + [-\varepsilon, \varepsilon]^d)}{(2\varepsilon)^d} = D^- \mu(u) = D^+ \mu(u), \quad u \in \mathbb{T}^d \setminus \mathcal{E}_\mu \]
exists and is finite. By the decomposition \( \pi = \pi^{ac} + \pi^\perp \) and the additivity properties of the limit inferior and limit superior
\[ D^- \pi^{ac} + D^- \pi^\perp \leq D^- \pi \leq D^+ \pi \leq D^+ \pi^{ac} + D^+ \pi^\perp, \]
and on the set \( \mathbb{T}^d \setminus (\mathcal{E}_{\pi^{ac}} \cup \mathcal{E}_{\pi^\perp}) \) all the inequalities above are equalities. Since \( \mathcal{E}_{\pi^{ac}} \cup \mathcal{E}_{\pi^\perp} \) is a \( \mathcal{L} \)-null set \( D\pi = D\pi^{ac} + D\pi^\perp \) \( \mathcal{L} \)-a.s. and thus the claim follows by [11] Proposition 5.10.2 according to which \( D\pi^\perp = 0 \) \( \mathcal{L} \)-a.s. \( \square \)

We describe now a particular choice of an approximation \( (\iota_{\varepsilon})_{0 < \varepsilon < 1/2} \) of the identity \( \delta_0 \in \mathbb{P} \mathbb{T}^d \) for which it is easy to verify that
\[ \lim_{\varepsilon \downarrow 0} \frac{\pi(u + [-\varepsilon, \varepsilon]^d)}{(2\varepsilon)^d} \leq \lim_{\varepsilon \downarrow 0} \pi \ast \iota_{\varepsilon}(u) \leq \limsup_{\varepsilon \downarrow 0} \pi \ast \iota_{\varepsilon}(u) = \limsup_{\varepsilon \downarrow 0} \frac{\pi(u + [-\varepsilon, \varepsilon]^d)}{(2\varepsilon)^d}. \tag{225} \]
By Lemma 5.10 this implies that
\[ \lim_{\varepsilon \downarrow 0} \pi \ast \iota_{\varepsilon}(u) = \frac{d\pi^{ac}}{d\mathcal{L}_{\mathbb{T}^d}}(u), \quad \mathcal{L}_{\mathbb{T}^d} \text{a.s. for all } u \in \mathbb{T}^d. \tag{226} \]
Of course, if we could take \( t_\varepsilon \) to be \( k_\varepsilon := \frac{1}{(2\varepsilon)^d} \mathbb{I}_{[-\varepsilon,\varepsilon]^d}, \varepsilon \in (0, \frac{1}{2}) \), then we would have

\[
\pi \ast k_\varepsilon(u) = \int k_\varepsilon(v-u) \, d\pi(v) = \frac{1}{(2\varepsilon)^d} \int \mathbb{I}_{[-\varepsilon,\varepsilon]^d}(v-u) \, d\pi(v) = \frac{\pi(u + [-\varepsilon, \varepsilon]^d)}{(2\varepsilon)^d}
\]

and would trivially hold, but we want the maps \( t_\varepsilon, \varepsilon \in (0, 1/2) \), to be continuous. For this reason we consider a continuous map \( j_\varepsilon \in C_c((\mathbb{T} \setminus \{ \frac{1}{2} \})^d) \) such that

\[
\mathbb{I}_{[-\varepsilon, \varepsilon]^d} \leq j_\varepsilon \leq \mathbb{I}_{(-\frac{1}{2}, \frac{1}{2})^d},
\]

we set \( j_\varepsilon := \int_{\mathbb{T}^d} j_\varepsilon(u) \, du \) and \( \tilde{j}_\varepsilon := j_\varepsilon^{-1} j_\varepsilon \) and define \( t_\varepsilon \in C_c((\mathbb{T} \setminus \{ \frac{1}{2} \})^d) \) by

\[
t_\varepsilon(u) := \frac{1}{(2\varepsilon)^d} \tilde{j}_\varepsilon \left( \frac{u}{2\varepsilon} \right), \quad u \in \mathbb{T}^d, \varepsilon \in (0, \frac{1}{2}).
\] (227)

Then \((1 - \varepsilon)^d \leq (\tilde{j}_\varepsilon) \leq 1\) so that \( \lim_{\varepsilon \to 0} (\tilde{j}_\varepsilon) = 1\) and

\[
\frac{1}{(\tilde{j}_\varepsilon)(2\varepsilon)^d} \mathbb{I}_{[-\varepsilon, \varepsilon]^d}(\frac{u}{2\varepsilon}) \leq t_\varepsilon(u) \leq \frac{1}{(\tilde{j}_\varepsilon)(2\varepsilon)^d} \mathbb{I}_{(-\frac{1}{2}, \frac{1}{2})^d}(\frac{u}{2\varepsilon}),
\]

which shows that

\[
(\frac{2\varepsilon(1 - \varepsilon)}{\tilde{j}_\varepsilon}(2\varepsilon)^d) k_{1 - \varepsilon, \varepsilon}(u) \leq t_\varepsilon(u) \leq \frac{1}{(\tilde{j}_\varepsilon)(2\varepsilon)^d} k_{(-\varepsilon, \varepsilon)^d}(u) \leq \frac{1}{(\tilde{j}_\varepsilon)} k_\varepsilon(u).
\]

Consequently

\[
(1 - \varepsilon)^d \pi \ast k_{1 - \varepsilon, \varepsilon}(u) \leq \pi \ast t_\varepsilon(u) \leq \frac{1}{1 - \varepsilon} \pi \ast k_\varepsilon(u).
\]

Since \((1 - \varepsilon)^d \leq (\tilde{j}_\varepsilon) \leq 1\) it follows that

\[
(1 - \varepsilon)^d \pi \ast k_{1 - \varepsilon, \varepsilon}(u) \leq \pi \ast t_\varepsilon(u) \leq \frac{1}{(1 - \varepsilon)^d} \pi \ast k_\varepsilon(u).
\] (228)

Since \(\pi \ast k_\varepsilon(u) = \frac{1}{(2\varepsilon)^d} \pi(u + [-\varepsilon, \varepsilon]^d)\), sending \( \varepsilon \) to 0 we obtain (228).

It follows that for the approximation \( (t_\varepsilon) \) of the identity defined in (227)

\[
\lim_{\varepsilon \to 0} \pi \ast t_\varepsilon(u) = \frac{d\pi_{ac}}{d\mathcal{L}}(u), \quad \text{a.s.-}\forall u \in \mathbb{T}^d.
\]

Consequently, since for each fixed \( M > 0 \) for any continuous map \( \Psi: \mathbb{R}_+ \to \mathbb{R}_+ \) we have the trivial bound

\[
|\Psi(\pi \ast t_\varepsilon(u) \wedge M) - \Psi(\pi_{ac}(u) \wedge M)| \leq 2 \sup_{0 \leq \lambda \leq M} |\Psi(\lambda)| < +\infty
\]

for all \( u \in \mathbb{T}^d \), \( \varepsilon \in (0, \frac{1}{2}) \) and all \( \pi \in \mathcal{M}_+(\mathbb{T}^d) \), it follows by the bounded convergence theorem that

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{T}^d} |\Psi(\pi \ast t_\varepsilon(u) \wedge M) - \Psi(\pi_{ac}(u) \wedge M)| \, du = 0, \quad \forall \pi \in \mathcal{M}_+(\mathbb{T}^d).
\]

Consequently, for any path \( \pi \in D(0, T; \mathcal{M}_+(\mathbb{T}^d)) \) the paths \( \pi^{0, M}(\pi) \) converge pointwise in \([0, T]\) as \( \varepsilon \to 0 \) to the path \( \pi^{0, M}(\pi)(t) = \Psi(\pi_{ac}(t) \wedge M) \, d\mathcal{L}_{T^d} \) with respect to the strong topology on the target space \( \mathcal{M}_{ac}(\mathbb{T}^d) \). Since the paths \( \pi^{0, M}(\pi): [0, T] \to (\mathcal{M}_{ac}(\mathbb{T}^d), \| \cdot \|_{TV}) \) are càdlàg and thus strongly measurable, the pointwise limit-path \( \pi^{0, M}(\pi): [0, T] \to \mathcal{M}_{ac}(\mathbb{T}^d) \) as \( \varepsilon \to 0 \) is also strongly measurable, and thus also \( w^* \)-measurable. Consequently the map

\[
D(0, T; \mathcal{M}_+(\mathbb{T}^d)) \ni \pi \mapsto \pi^{0, M}(\pi) := \Psi(\pi_{ac} \wedge M) \, d\mathcal{L}_{T^d} \in L^\infty_{w^*}(0, T; \mathcal{M}_{ac}(\mathbb{T}^d))
\]
is well-defined, and by another application of the dominated convergence theorem it follows that $I^0_M$ converges as $\varepsilon \to 0$ pointwise in $D(0, T; \mathcal{M}_+(\mathbb{T}^d))$ to the map $I^0_M$ with respect to the normed $w^*$-convergence on the target space, i.e. for all $\pi \in D(0, T; \mathcal{M}_+(\mathbb{T}^d))$

$$\lim_{\varepsilon \to 0} \int_0^T f(t) \|\Phi((\pi_t \ast \varepsilon_t) \wedge M) - \Phi(\pi^{ac}_t \wedge M)\|_{TV} \, dt = 0, \quad \forall f \in L^1(0, T).$$

Since the maps $I^0_M$, $\varepsilon \in (0, 1/2)$, are $w^*$-continuous and by Proposition A.22 the Borel $\sigma$-algebra of the $w^*$-topology on $L^\infty_{\text{ac}}(0, T; \mathcal{M}(\mathbb{T}^d))$ is the Borel $\sigma$-algebra of a separable metric space, it follows that the maps $I^0_M$, $M > 0$, are $w^*$-Borel measurable.

For each $\pi \in \mathcal{M}_+(\mathbb{T}^d)$ and $\Psi \in C_1(\mathbb{T}^d)$ it holds that

$$|\Phi(\pi^{ac}) - \Phi(\pi^{ac} \wedge M)| = |\Phi(\pi^{ac}) - \Phi(M)| \mathbb{1}_{\{\pi^{ac} > M\}} \leq 2\|\Phi\|_{\infty, 1}(1 + \pi^{ac}) \mathbb{1}_{\{\pi^{ac} > M\}}$$

and $\pi^{ac} \in L^1(\mathbb{T}^d)$ we obtain by the dominated convergence theorem that

$$\lim_{M \to +\infty} \|\Phi(\pi^{ac}) - \Phi(\pi^{ac} \wedge M)\|_{TV} \leq 2\|\Phi\|_{\infty, 1} \lim_{M \to +\infty} \int (1 + \pi^{ac}(u)) \mathbb{1}_{\{\pi^{ac} > M\}}(u) \, du = 0.$$

for each $\pi \in \mathcal{M}_+(\mathbb{T}^d)$. Thus for each path $\pi \in D(0, T; \mathcal{M}_+(\mathbb{T}^d))$ the path $I^0_M(\pi): [0, T] \to \mathcal{M}_+(\mathbb{T}^d)$ converges as $M \uparrow +\infty$ pointwise in $[0, T]$ to the path $I_\Psi(\pi)(t) = \Phi(\pi^{ac}_t) \, d\mathcal{L}_{\pi^{ac}}$ in the strong topology of $\mathcal{M}_+(\mathbb{T}^d)$. Since the paths $I^0_M(\pi)$ are strongly Borel measurable it follows that the path $I_\Psi(\pi)$ is strongly measurable and thus also $w^*$-measurable. Since also

$$\|I_\Psi(\pi)\|_{TV; \infty} = \text{ess sup}_{0 \leq t \leq T} |\Phi(\pi^{ac}_t)(u)| \, du \leq \|\Phi\|_{\infty, 1}(1 + \|\pi\|_{TV; \infty}) < +\infty$$

it follows that the map $I_\Psi$ is well-defined with domain and target space given in (60). Finally, since by the conservation of the total number of particles

$$\|\Phi(\pi^{ac}) - \Phi(\pi^{ac} \wedge M)\|_{TV; \infty} \leq 2\|\Phi\|_{\infty, 1} \text{ess sup}_{0 \leq t \leq T} (1 + \pi^{ac}_t(u)) \mathbb{1}_{\{\pi^{ac} > M\}}(u) \, du$$

$$\leq 2\|\Phi\|_{\infty, 1}(1 + \|\pi\|_{TV; \infty}) < 2\|\Phi\|_{\infty, 1}(1 + m) < +\infty$$

$Q^\infty$-a.s. for all $\pi \in D(0, T; \mathcal{M}_+(\mathbb{T}^d))$, it follows by an application of the dominated convergence theorem that for all $f \in L^1(0, T)$

$$\lim_{M \to +\infty} \int_0^T f(t) \|\Phi(\pi^{ac}) - \Phi(\pi^{ac} \wedge M)\|_{TV} \, dt \leq 2\|\Phi\|_{\infty, 1} \int_0^T f(t) \int (1 + \pi^{ac}_t(u)) \, du \, dt = 0.$$

In particular $I_\Psi = \lim_{M \to +\infty} I^0_M$ $w^*$-converges pointwise to $I_\Psi$, and since each of the maps $I^0_M$ is $w^*$-Borel measurable and the $w^*$-Borel $\sigma$-algebra is the Borel $\sigma$-algebra of a separable metric space it follows that $I_\Psi$ is $w^*$-measurable.

Let $\mathcal{Q}^\infty_\Psi$ be a limit point of the sequence $\{\mathcal{Q}^\infty_\Psi\}$ of the laws defined in (60). There exists then an increasing sequence $\{k_N\}_{N=1}^\infty \subseteq \mathbb{N}$ such that $\mathcal{Q}^\infty_\Psi = \lim_{N \to \infty} \mathcal{Q}^{k_N}_\Psi$. If the assumption for the validity of the full replacement lemma as stated in Theorem 3.6 holds, then we can assume that $\{k_N\}$ has been chosen so that any subfamily $\{(k_N^{(0)}, m_{\ell})\}_{(N, \ell)} \subseteq \{(k_N, \ell)\}_{(N, \ell)}$ has a subfamily, still denoted by $\{(k_N^{(0)}, m_{\ell}, \varepsilon_1^{(0)})\}_{(N, \ell)}$, such that any subfamily $\{(k_N^{(0)}, m_{\ell}, \varepsilon_1^{(0)})\}_{(N, \ell)}$ has a further subfamily $\{(k_N^{(0)}, \ell, \varepsilon_1^{(0)})\}$ along which (57) holds. Since the family $Q^{k_N, \ell} := \pi_\Psi^{k_N, \ell} P_{k_N}$, $N \in \mathbb{N}$, $\ell \in \mathbb{Z}_+$ is relatively compact there exits an increasing sequence $\{m_{\ell}^{(0)}\}_{\ell=1}^\infty \subseteq \mathbb{Z}_+$ and subsequences $\{k_N^{(0), \ell}\}_{N=1}^\infty$, $\ell \in \mathbb{N}$, of $\{k_N\}$ such that the iterated limit

$$Q^{\infty, \infty} := \lim_{\ell \to \infty} \lim_{N \to \infty} Q^{k_N^{(0), \ell}, m_{\ell}^{(0)}}$$

(232)
exists. Now, in case the assumption for the replacement lemma holds then by the choice of \(\{k_N\}\) we can further assume that \(\{k_N^{(0,t)}, m_N^{(0)}\}\) has been chosen so that any subfamily \(\{(k_N^{(0,t), m_t}, \varepsilon_t^{(0)})\}\) of \(\{(k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)})\}\) has a further subfamily \(\{(k_N^{(0,t)}, m_t, \varepsilon_t^{(0)})\}\) along which \((57)\) holds. We consider then the joint laws
\[
R_{\Psi}^{(0,t), m_t^{(0)}, \varepsilon_t^{(0)}} := (\sigma^{k_N^{(0,t)}, \Psi}, \pi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}}, \pi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}})_2 P_N^{k_N^{(0,t)}}, \quad (N, \ell, \varepsilon) \in \mathbb{N} \times (0, \infty)
\]
on the product space \(L_\infty(0, T; \mathcal{M}(\mathbb{P}^d)) \times L_\infty(0, T; \mathbb{P}_{k}((\mathbb{P}^d \times \mathbb{R}^d)^2) \times D(0, T; \mathcal{M}_{k}(\mathbb{P}^d))\) and we will denote by \((\sigma^{\Psi, \pi}, \pi^{\Psi, \pi}, \pi^\Psi, \pi^\Psi)\) the arbitrary element of this product space and with a slight abuse of notation also the natural projections on the coordinates of this product space. The family \(\{R_{\Psi}^{(0,t), m_t^{(0)}, \varepsilon_t^{(0)}}\}\) is relatively compact and thus there exist a subfamily \(\{(k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)})\}\) of \(\{(k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)})\}\) of the form
\[
\{(k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)})\} = \left\{ \left( k^{(0,m_t^{(1)}, \ell)}, m_t^{(0)}, \varepsilon_t^{(0)} \right) \right\},
\]
where \(\{m_t^{(1)}\}_{N=1}^\infty \subseteq \mathbb{N}\) is a diverging sequence, \(\{\varepsilon_t^{(0)}\}_{N=1}^\infty \subseteq (0, \infty)\), \(\ell \in \mathbb{N}\), are sequences converging to 0 and \(\{k_N^{(0,t)}\}_{N=1}^\infty \subseteq \mathbb{N}\), \((\ell, i) \in \mathbb{N}^2\) are diverging sequences, such that the iterated limit
\[
R_{\Psi} := \lim_{\ell, i, N \uparrow \infty} R_{\Psi}^{(0,t), m_t^{(0)}, \varepsilon_t^{(0)}}
\]
exists. In the case that we assume the condition for the validity of the replacement lemma holds, then by the choice of the family \(\{(k_N^{(0,t)}, m_t^{(0)})\}\), the family \(\{(k_N^{(0,t)}, m_t^{(0)}, \varepsilon)\}\) satisfies the assumption for the validity of the two-blocks estimate, i.e. any subfamily \(\{(k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)})\}\) of \(\{(k_N^{(0,t)}, m_t^{(0)}, \varepsilon)\}\) has a further subfamily \(\{(k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)})\}\) along which \((57)\) holds.

Since \(\{k_N^{(0,t)}\}_{N=1}^\infty \subseteq \mathbb{N}\) is a subsequence of the initial sequence \(\{k_N\}\) for all \(\ell, i \in \mathbb{N}^2\) we have that
\[
\lim_{N \rightarrow +\infty} (\sigma^{\Psi, \pi})_2 R_{\Psi}^{(0,t), m_t^{(0)}, \varepsilon_t^{(0)}} = \lim_{N \rightarrow +\infty} \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}} = \overline{Q}_\Psi^\infty.
\]
Also \((\sigma^{\Psi, \pi})_2 R_{\Psi}^{(0,t), m_t^{(0)}, \varepsilon_t^{(0)}} = \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}} = (\sigma^{k_N^{(0,t)}, \Psi}, \pi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}})_2 P_N^{k_N^{(0,t)}}\) and thus
\[
(\sigma^{\Psi, \pi})_2 R_{\Psi} = \lim_{\ell, i, N \rightarrow +\infty} (\sigma^{\Psi, \pi})_2 R_{\Psi}^{(0,t), m_t^{(0)}, \varepsilon_t^{(0)}} = \lim_{\ell, i, N \rightarrow +\infty} \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}}.
\]
For each fixed \((\ell, i) \in \mathbb{N}^2\) the limit \(\overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}} = \lim_{N \rightarrow +\infty} \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}}\) exists and belongs in the closed space \(\overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}} := \text{Lim}_{N \rightarrow +\infty} Q_N^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}}\). Consequently \(\lim_{N \rightarrow +\infty} \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}} \in \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}}\) for all \(\ell \in \mathbb{N}\) and therefore
\[
(\sigma^{\Psi, \pi})_2 R_{\Psi} \in \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}} = \lim_{\ell, i, N \rightarrow +\infty} \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}}.
\]
Consequently by the one-block estimate in Theorem \(\text{[31]}(b)\) it follows that
\[
R_{\Psi}\{(\sigma^{\Psi, \pi}, \pi^0, \pi) \mid \sigma^{\Psi} = B_{\Psi}(\pi^\infty)\} = 1.
\]
Similarly
\[
(\pi^\infty, \pi^0)_2 R_{\Psi} = \lim_{\ell, i, N \rightarrow +\infty} (\pi^\infty, \pi^0)_2 R_{\Psi}^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}} = \lim_{\ell, i, N \rightarrow +\infty} \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}},
\]
where \(\overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}} = (\pi^\infty, \pi^0)_2 P_N\), and since \(\overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}}\) is a subfamily of the family \(\{\overline{Q}_\Psi^{N, \ell, \varepsilon}\} := \{\overline{Q}_\Psi^{(0,t), m_t^{(0)}, \varepsilon_t^{(0)}}\}\) we have that
\[
(\pi^\infty, \pi^0)_2 R_{\Psi} \in \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}}, \quad \lim_{\ell, i, N \rightarrow +\infty} \overline{Q}_\Psi^{k_N^{(0,t)}, m_t^{(0)}, \varepsilon_t^{(0)}}.
\]
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Therefore, since \( \{ (k_N^{(0)}, m_i^{(0)}) \} \) has been chosen so that the iterated limit in (232) exists, it follows by the two-blocks comparison that

\[
\mathcal{R}_\Psi \left\{ (\sigma^\Psi, \pi^\infty, \pi^0, \pi) \mid B(\pi^\infty) = B(\pi^0) \text{ and } B_X \circ \hat{D}(\pi^\infty) \leq B_X \circ \hat{D}(\pi^0), \forall X \in \mathcal{C}_{1,\dagger}(\mathbb{R}_+) \right\} = 1
\]

and in the case that the assumption for the validity of the replacement lemma holds we have that

\[
\mathcal{R}_\Psi \left\{ (\sigma^\Psi, \pi^\infty, \pi^0, \pi) \mid B(\pi^\infty) = B(\pi^0) \text{ and } B_X \circ \hat{D}(\pi^\infty) = B_X \circ \hat{D}(\pi^0), \forall X \in \mathcal{C}_{1,\dagger}(\mathbb{R}_+) \right\} = 1.
\]

Therefore

\[
\mathcal{Q}_\Psi^\infty \{ \sigma^\Psi \leq \Psi(\pi^\infty) \, d\mathcal{L}_{\mathbb{T}^d} \} = \mathcal{R}_\Psi \left\{ (\sigma^\Psi, \pi^\infty, \pi^0, \pi) \mid \sigma^\Psi \leq \Psi(\pi^\infty) \, d\mathcal{L}_{\mathbb{T}^d} \right\} \geq \mathcal{R}_\Psi \left\{ (\sigma^\Psi, \pi^\infty, \pi^0, \pi) \mid B_X \circ \hat{D}(\pi^0) = \Psi(\pi^\infty) \, d\mathcal{L}_{\mathbb{T}^d} \right\}
\]

and thus if we prove that

\[
\mathcal{R}_\Psi \left\{ (\sigma^\Psi, \pi^\infty, \pi^0, \pi) \mid B_X \circ \hat{D}(\pi^0) = \Psi(\pi^\infty) \, d\mathcal{L}_{\mathbb{T}^d} \right\} = 1
\]

(233)

it will follow that

\[
\mathcal{Q}_\Psi^\infty \{ \sigma^\Psi \leq \Psi(\pi^\infty) \, d\mathcal{L}_{\mathbb{T}^d} \} = 1
\]

with equality if the assumption for the validity of the replacement lemma holds.

If we consider the family of laws

\[
\mathcal{Q}_{N,\varepsilon} := (\pi_{N,\varepsilon}, \pi_N) \, d\mathcal{P}_N \in L_\infty(0, T; \mathcal{Y}(\mathbb{T}^d)) \times D(0, T; \mathcal{M}_+(\mathbb{T}^d)) \quad (234)
\]

then since \( \{ k_N^{(\ell,i)} \} \) is a subsequence of \( \{ k_N^{(0,m)} \} \) for all \( \ell, i \in \mathbb{N}^2 \), which in turn is a subsequence of \( \{ k_N \} \) or each \( \ell \in \mathbb{N} \),

\[
(\pi^0, \pi), R_\Psi = \lim_{\ell,i,N \uparrow \infty} (\pi^0, \pi)_N R_\Psi^{(\ell,i), m_i^{(\ell,i)}} = \lim_{\ell,i,N \uparrow \infty} (\pi_{N,\varepsilon})^{(\ell,i), m_i^{(\ell,i)}} \in \text{Lim}_{\varepsilon \downarrow 0, N \uparrow \infty} \mathcal{Q}_{N,\varepsilon}.
\]

Consequently in order to prove (233) it suffices to show that any limit point \( \mathcal{Q}_{\ast,\varepsilon}^{\infty,0} \) of the family \( \{ \mathcal{Q}_{N,\varepsilon} \} \) as \( N \uparrow \infty \) and \( \varepsilon \downarrow 0 \) is concentrated on trajectories \( (\pi^0, \pi) \) such that \( B_\Psi(\pi^0) = \Psi(\pi^\infty) \, d\mathcal{L}_{\mathbb{T}^d} \) for any subseqential limit point \( \mathcal{Q}_{\ast,\varepsilon} \) as \( N \uparrow \infty \) and then \( \varepsilon \downarrow 0 \) of the family of laws \( \{ \mathcal{Q}_{N,\varepsilon} \} \), where \( \mathcal{Q}_{N,\varepsilon}^{\infty,0} \) is defined in (233),

\[
\mathcal{Q}_{\ast,\varepsilon}^{\infty,0} \left\{ (\pi^0, \pi) \mid B_\Psi \circ \hat{D}(\pi^0) = \Psi(\pi^\infty) \, d\mathcal{L}_{\mathbb{T}^d}, \forall \Psi \in \mathcal{C}_1(\mathbb{R}_+) \right\} = 1, \quad (235)
\]

where \( \pi = \pi_{\pi^\infty} + \pi^\perp, \pi_{\pi^\infty} \ll \mathcal{L}_{\mathbb{T}^d}, \pi^\perp \ll \mathcal{L}_{\mathbb{T}^d} \), is the Radon-Nikodym decomposition of \( \pi \in \mathcal{M}_+(\mathbb{T}^d) \).

Furthermore this implies that also

\[
\mathcal{Q}_{\ast,\varepsilon}^{\infty,0} \left\{ (\pi^0, \pi) \mid B_\Psi \circ D^\perp(\pi^0) = \Psi'(\infty) \pi^\perp, \forall \Psi \in \mathcal{C}_1(\mathbb{R}_+) \right\} = 1, \quad (236)
\]

and thus in particular the barycentric projection \( B \circ D^\perp \) of the Young measures singular part operator \( D^\perp \) yields the Radon-Nikodym singular part of ordinary measures with respect to the law \( \mathcal{Q}_{\ast,\varepsilon}^{\infty,0} \).
Proof Let us check first that (235) implies (236) holds. Indeed, if (235) holds then for $Q_{\pi_0}^{\infty,0}$-a.s. all $(\pi_0, \pi)$ it holds that $B_{\psi_0}(\pi_0) = B_{\psi_0} \circ D(\pi_0) = \Psi_0(\pi_\infty) d\mathcal{L}_{\pi_\infty}$ for all sublinear maps. Thus if given $\Psi \in \mathcal{C}_1(\mathbb{R}_+)$ we set $\Psi_0(\lambda) := \Psi(\lambda) - \Psi'(\infty)\lambda$ we have that $Q_{\psi_0}$-a.s.

$$B_{\psi} \circ D(\pi_0) = \Psi(\pi_\infty) \quad \text{and} \quad B_{\psi_0}(\pi_0) = \Psi_0(\pi_\infty).$$

By the second equality above

$$B_{\psi}(\pi_0) - \Psi'(\infty)B(\pi_0) = B_{\psi_0}(\pi_0) = \Psi_0(\pi_\infty) = \Psi(\pi_\infty) - \Psi'(\infty)\pi_\infty$$

and since $B_{\psi}(\pi_0) = B_{\psi} \circ D(\pi_0) + \Psi'(\infty)B \circ D^+(\pi_0)$ it follows by the first equality in (237) and (238) that

$$\Psi'(\infty)B \circ D^+(\pi_0) - \Psi'(\infty)B(\pi_0) = -\Psi'(\infty)\pi_\infty$$

which by rearranging becomes

$$\Psi'(\infty)B \circ D^+(\pi_0) = \Psi'(\infty)(B(\pi_0) - \pi_\infty).$$

Now as in the proof of Theorem 3.5 (b)(i) it easily follows that $B(\pi_0) = \pi Q_{\pi_0}^{\infty,0}$-a.s. and therefore

$$B_{\psi} \circ D^+(\pi_0) = \Psi'(\infty)B \circ D^+(\pi_0) = \Psi'(\infty)\pi^\perp$$

as claimed.

Next we prove (235). So let $Q_{\pi_0}^{\infty,0}$ be a subsequential limit point of the family $Q_{\psi_0}^{\infty,0,\varepsilon}$ defined in (234) and let $\Psi \in \mathcal{C}_1(\mathbb{R}_+)$. For each $\delta > 0$ and $G \in L^1(0, T; C(T^d))$ the set

$$A_\delta := \{(\pi_0, \pi) \in L^\infty(0, T; \mathcal{C}_1(T^d)) \times D(0, T; \mathcal{M}_+(T^d)) \mid \|G, B_{\psi} \circ D(\pi_0) - I_{\psi}(\pi)| > \delta\}$$

is measurable and since $L^1(0, T; C(T^d))$ is separable in order to prove that $Q_{\pi_0}^{\infty,0}$ is concentrated on trajectories $(\pi_0, \pi)$ such that $B_{\psi}(\pi_0) = \Psi(\pi_\infty) d\mathcal{L}_{\pi_\infty}$ it suffices to show that $Q_{\pi_0}^{\infty,0}(A_\delta^c) = 0$ for all $\delta > 0$ and all $G \in L^1(0, T; C(T^d))$. We start by writing

$$Q_{\pi_0}^{\infty,0}(A_\delta^c) = (\hat{D} \times \mathbf{i}d_{D(0, T; \mathcal{M}_+(\mathbb{T}^d))})_\sharp Q_{\pi_0}^{\infty,0}\{(\sigma_0, \pi)\|G, B_{\psi}(\sigma_0) - I_{\psi}(\pi)\| > \delta\}. $$

By Chebyshev’s inequality it suffices to show that

$$B_{\psi,G} := \int \|G, B_{\psi}(\sigma_0) - I_{\psi}(\pi)\| d(\hat{D} \times \mathbf{i}d_{D(0, T; \mathcal{M}_+(\mathbb{T}^d))})_\sharp Q_{\pi_0}^{\infty,0}(\sigma_0, \pi) = 0$$

for all $G \in L^1(0, T; C(T^d))$. By using the Moreau-Yosida approximations $\{\psi_k\}_{k \in \mathbb{N}}$ of $\psi \in \mathcal{C}_1(\mathbb{R}_+)$, i.e. $\psi_k(\lambda) := \psi(0, k)(\lambda) + \psi'(\infty)\lambda$, where $\psi(0, k)$ are the Moreau-Yosida approximations of $\psi_0(\lambda) := \psi(\lambda) - \psi'(\infty)\lambda$ defined in (186) we can see that it suffices to prove (241) under the additional assumption that $\Psi$ is Lipschitz. This follows by the dominated convergence similarly to the reduction to the case of Lipschitz maps $\Psi$ in the proof of Theorem 3.5 since the maps $\psi_k$ converge to $\psi$ and $\|\psi_k\|_{\infty, \varepsilon} \leq \|\psi_0\|_{\infty, \varepsilon} + |\psi'(\infty)|$ for all large enough $k \in \mathbb{N}$ and the measure $(\hat{D} \times \mathbf{i}d_{D(0, T; \mathcal{M}_+(\mathbb{T}^d))})_\sharp Q_{\pi_0}^{\infty,0}$ is concentrated on trajectories $(\sigma_0, \pi)$ such that $\langle \Lambda, \sigma_0 \rangle \leq m$ and $(1, \pi_t) = m$ for almost all $t \in [0, T]$.

Since the map $I_{\psi}$ is not continuous, we interpolate with the continuous map $I_{\psi'}^{\varepsilon'}$, $\varepsilon' \in (0, 1/2)$, $\sigma' \in (0, \infty)$ to obtain

$$B_{\psi,G} \leq \int \|G, B_{\psi}(\sigma_0) - I_{\psi'}^{\varepsilon'}((\pi)\| d(\hat{D} \times \mathbf{i}d_{D(0, T; \mathcal{M}_+(\mathbb{T}^d))})_\sharp Q_{\pi_0}^{\infty,0}(\sigma_0, \pi)$$

$$+ \int \|G, I_{\psi'}^{\varepsilon'}((\pi) - I_{\psi}(\pi))\| dQ_{\pi_0}^{\infty}(\pi),$$

(240)
where \( Q^\infty = \lim_{N \to \infty} Q_{N} \). Since \( Q^\infty \in Q_{N}^\infty \), there exists a sequence \( \varepsilon_{i} \in \mathbb{N} \) and subsequences \( \{k_{N}^{(i)}\}_{N=1}^{\infty}, i \in \mathbb{N} \), of \( \{k_{N}\} \) such that

\[ Q^\infty = \lim_{i,N \to \infty} Q_{N}^{(i)}, \varepsilon_{i} \].

By (119), \( \hat{D} \circ \pi^{N,\varepsilon,M} = \Pi_{M} \circ j^{*} \circ \pi^{N,\varepsilon} \) and therefore setting \( Q^{N,\varepsilon,M} := (\pi^{N,\varepsilon,M}, \pi^{N})_{2} P_{N} \),

\[ (\hat{D} \times \text{id})_{2} Q^{(i),\varepsilon_{i};M} = (\hat{D} \circ \pi^{N,\varepsilon,M}, \pi^{N})_{2} P_{N}^{(i)} \]

\[ = (\Pi_{M} \circ j^{*} \circ \pi^{N,\varepsilon,M}, \pi^{N})_{2} P_{N}^{(i)} = ((\Pi_{M} \circ j^{*}) \times \text{id})_{2} Q^{(i),\varepsilon_{i}}. \]

Since the map \( \Pi_{M} \circ j^{*} \times \text{id} \) is continuous

\[ \lim_{i,N \to \infty} (\hat{D} \times \text{id})_{2} Q^{(i),\varepsilon_{i};M} = ((\Pi_{M} \circ j^{*}) \times \text{id})_{2} Q^{\infty}. \]

and since \( \Pi_{M} \circ j^{*} \) \( w^{*} \)-converges pointwise to \( \hat{D} \) it follows that

\[ \lim_{M,i,N \to \infty} (\hat{D} \times \text{id})_{2} Q^{(i),\varepsilon_{i};M} = (\hat{D} \times \text{id})_{2} Q^{\infty}. \]

Consequently, since the map \( (\pi^{0}, \pi) \mapsto \|G, B_{\Psi}(\sigma^{0}) - I^{\varepsilon, M'}(\pi)\| \) is continuous in \( L_{w^{*}}^{\infty}(0, T; \mathcal{F}_{1}(\mathbb{T}^{d})) \times D(0, T; M_{+}(\mathbb{T}^{d})) \), it follows by the portmanteau theorem that for each \( \varepsilon' \in (0, 1/2) \), \( M' < +\infty \) the first term in the right hand side of (240) is equal to

\[ \lim_{M,i,N \to \infty} \int \|G, B_{\Psi}(\sigma^{0}) - I^{\varepsilon', M'}(\pi)\| d(\hat{D} \times \text{id})_{2} Q^{(i),\varepsilon_{i};M}(\sigma^{0}, \pi) \]

and thus, since \( \{k_{N}^{(i)}\} \) is a subsequence of \( \{k_{N}\} \) for all \( i \in \mathbb{N} \), inequality (240) becomes

\[ B_{\Psi, G} \leq \lim_{M,i,N \to \infty} \int \|G, B_{\Psi}(\sigma^{0}) - I^{\varepsilon', M'}(\pi)\| d(\hat{D} \times \text{id})_{2} Q^{(i),\varepsilon_{i};M}(\sigma^{0}, \pi) \]

\[ + \int \|G, I^{\varepsilon', M'}(\pi) - I_{\Psi}(\pi)\| dQ^{\infty}(\pi) \]

\[ \leq \lim_{M,i,N \to \infty} \int \|G, B_{\Psi}(\sigma^{0}) - I^{\varepsilon_{i}, M'}(\pi)\| d(\hat{D} \times \text{id})_{2} Q^{(i),\varepsilon_{i};M}(\sigma^{0}, \pi) \]

\[ + \limsup_{M \to \infty, \varepsilon_{i} \to 0, N \to \infty} \int \|G, I^{\varepsilon, M'}(\pi) - I^{\varepsilon_{i}, M'}(\pi)\| Q^{K_{N}}(\pi) \]

\[ + \int \|G, I^{\varepsilon', M'}(\pi) - I_{\Psi}(\pi)\| dQ^{\infty}(\pi). \]

By taking the limit as \( \varepsilon' \downarrow 0 \) and then \( M' \uparrow \infty \) we obtain

\[ B_{\Psi, G} \leq \lim_{M,i,N \to \infty} \int \|G, B_{\Psi}(\sigma^{0}) - I^{\varepsilon, M}(\pi)\| d(\hat{D} \times \text{id})_{2} Q^{(i),\varepsilon_{i};M}(\sigma^{0}, \pi) \]

\[ + \limsup_{M' \to \infty, \varepsilon' \downarrow 0, M \to \infty, \varepsilon \downarrow 0, N \to \infty} \int \|G, I^{\varepsilon, M'}(\pi) - I^{\varepsilon', M'}(\pi)\| Q^{K_{N}}(\pi) \]

\[ + \limsup_{M' \to \infty, \varepsilon' \downarrow 0} \int \|G, I^{\varepsilon', M'}(\pi) - I_{\Psi}(\pi)\| dQ^{\infty}(\pi). \]
pointwise and since for each fixed $M > 0$ we have by (241) the bound
\[
\sup_{\pi \in D(0,T;\mathcal{M}_+(\mathbb{T}^d))} \sup_{\varepsilon > 0} |\langle G, I_{\Psi}^{\varepsilon, M}(\pi) - I_{\Psi}^{\varepsilon, M}(\pi) \rangle| \leq 2\|G\|_{1;\infty} \sup_{0 \leq \lambda \leq M} |\Psi(\lambda)|
\]
and by (231) the bound
\[
\sup_{M > 0} |\langle \Psi, I_{\Psi}^{\varepsilon, M}(\pi) - I_{\Psi}(\pi) \rangle| \leq 2\|G\|_{1;\infty} \|\Psi\|_{1;1}(1 + m)
\]
for $Q^\infty$-a.s. all $\pi \in D(0,T;\mathcal{M}_+(\mathbb{T}^d))$, it follows by the dominated convergence theorem that (243) holds.

For the proof of (242) we note that the map $D(0,T;\mathcal{M}_+(\mathbb{T}^d)) \ni \pi \mapsto |\langle G, I_{\varepsilon}^{\varepsilon, M}(\pi) - I_{\varepsilon}^{\varepsilon, M}(\pi) \rangle|$ is continuous for each fixed $\varepsilon, \varepsilon', M, M' > 0$ and thus since $Q^\infty := \lim_{N \to +\infty} Q^N$, it follows by the portmanteau theorem that
\[
\lim_{N \to +\infty} \int |\langle G, I_{\Psi}^{\varepsilon, M}(\pi) - I_{\Psi}(\pi) \rangle| \, dQ^N(\pi) = \int |\langle G, I_{\Psi}^{\varepsilon, M}(\pi) - I_{\Psi}(\pi) \rangle| \, dQ^\infty(\pi)
\]
By further interpolating the term $I_{\Psi}(\pi)$ in the difference $I_{\Psi}^{\varepsilon, M}(\pi) - I_{\Psi}(\pi)$ in the right hand side above and taking the iterated limit as $\varepsilon \downarrow 0$, $M \uparrow \infty \varepsilon' \downarrow 0$ and finally $M' \uparrow \infty$, we obtain that the iterated limit in (242) is bounded above by
\[
2 \limsup_{M \to +\infty, \varepsilon \to 0} \int |\langle G, I_{\Psi}^{\varepsilon, M}(\pi) - I_{\Psi}(\pi) \rangle| \, dQ^\infty(\pi)
\]
which is equal to zero by (243).

It remains to prove (241) under the additional assumption that $\Psi$ is Lipschitz. This follows by the next lemma.

**Lemma 5.11** For all $G \in L^1(0,T;\mathcal{C}(\mathbb{T}^d))$ and all Lipschitz maps $\Psi \in \overline{C}^1(\mathbb{R}_+)$
\[
\limsup_{M \to +\infty, \varepsilon \to 0, N \to \infty} \mathbb{E}^N |\langle G, B_{\Psi} \circ \tilde{D}(\pi^N,\varepsilon;M) - I_{\Psi}^{\varepsilon, M}(\pi^N) \rangle| = 0.
\] (244)

**Proof** We recall that $k_\varepsilon := \frac{1}{(2\pi)^d} \mathbb{1}_{[-\varepsilon,\varepsilon]^d}$ and note that
\[
\pi^N \ast k_\varepsilon(x/N) = \int_{\mathbb{T}^d} k_\varepsilon(x - y/N) \, d\pi^N(u) = \frac{1}{N^d} \sum_{y \in \mathbb{T}^d} \eta(y)k_\varepsilon \left( \frac{y - x}{N} \right)
\]
\[
= \frac{1}{(2\varepsilon N)^d} \sum_{y \in \mathbb{T}^d} \eta(y)\mathbb{1}_{[-\varepsilon,\varepsilon]^d} \left( \frac{y - x}{N} \right) = \frac{1}{(2\varepsilon N)^d} \sum_{y : |y - x| \leq |N\varepsilon|} \eta(y)
\]
\[
= \frac{(2|N\varepsilon| + 1)^d}{(2N)^d} \eta[|N\varepsilon|](x) = C_{N,\varepsilon} \cdot \eta[|N\varepsilon|](x),
\] (245)
where the constant $C_{N,\varepsilon}$ satisfies $\lim_{N \to +\infty} C_{N,\varepsilon} = 1$ for all $\varepsilon > 0$. This implies that for each $\Psi \in \overline{C}^1(\mathbb{R}_+)$ and $G \in L^1(0,T;\mathcal{C}(\mathbb{T}^d))$
\[
\langle G, B_{\Psi} \circ \tilde{D}(\pi^N,\varepsilon;M) \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d} G_t \left( \frac{x}{N} \right) \eta[|N\varepsilon|](x) \wedge M \, dt
\]
\[
= \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d} G_t \left( \frac{x}{N} \right) \Psi \left( (C_{N,\varepsilon}^{-1} \pi^N \ast k_\varepsilon(x/N)) \wedge M \right) \, dt
\]
Consequently, if we define the map $K_{\Psi}^{N,\varepsilon;M} : D(0,T;\mathcal{M}_+(\mathbb{T}^d)) \to L^\infty(0,T;\mathcal{M}_+(\mathbb{T}^d))$ by
\[
\langle G, K_{\Psi}^{N,\varepsilon;M}(\pi) \rangle = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}^d} G_t \left( \frac{x}{N} \right) \Psi \left( \pi_t \ast k_\varepsilon(x/N) \wedge M \right) \, dt,
\]
since $\Psi$ is assumed to be in addition Lipschitz and the map $\lambda \mapsto \lambda \wedge M$ is $1$-Lipschitz,

$$\|\langle G, B_\Psi \circ \tilde{D}(\pi^{N,\varepsilon,M}_\Psi) - K^{N,\varepsilon,M}_\Psi(\pi_N) \rangle\| \leq \text{Lip}_\Psi(1 - C_{N,\varepsilon}^{-1}) \int_0^T \|G_t\|_{L^\infty} \sum_{x \in \mathbb{T}_N^d} \pi_t^N * k_x(x/N) \, dt$$

$$= \text{Lip}_\Psi(C_{N,\varepsilon} - 1) \int_0^T \|G_t\|_{L^\infty} \sum_{x \in \mathbb{T}_N^d} \eta_t^{[N\varepsilon]} \, dt$$

$$\overset{P^N a.s.,}{=} \text{Lip}_\Psi \|G\|_{L^\infty;1}(C_{N,\varepsilon} - 1)(1, \pi_0^N).$$

Therefore by Lemma 5.1 it follows that

$$\limsup_{N \to \infty} E^N \|\langle G, B_\Psi \circ \tilde{D}(\pi^{N,\varepsilon,M}_\Psi) - K^{N,\varepsilon,M}_\Psi(\pi_N) \rangle\| = 0$$

and thus the process $B_\Psi \circ \tilde{D}(\pi^{N,\varepsilon,M}_\Psi)$ can be replaced in the limit as $N \uparrow \infty$ by the process $K^{N,\varepsilon,M}_\Psi(\pi_N)$.

Next we consider the process $I^{N,\varepsilon,M}_\Psi(\pi)$, defined by

$$\|\langle G, I^{N,\varepsilon,M}_\Psi(\pi) \rangle\| = \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} G_t \left( \frac{x}{N} \right) \Psi(\pi_t * \varepsilon x/N) M \, dt$$

and we will show that the process $K^{N,\varepsilon,M}_\Psi$ can be replaced by the process $I^{N,\varepsilon,M}_\Psi$. Since for any $\theta \in (0, 1)$ and $a, b, b' \leq 0$ the implication

$$\theta b' \leq a \leq \frac{b}{\theta} \implies |b - a| \leq \frac{b}{\theta} - \theta^2 b' \leq \left( \frac{1}{\theta} - \theta^2 \right) b + (b - b')$$

holds, it follows from (225) with $\theta := (1 - \varepsilon)^d$, $b' = \pi * k_{\varepsilon - \varepsilon}(u)$, $b = \pi * k_{\varepsilon}(u)$ and $a = \pi * \varepsilon x/N$ that

$$|\pi * k_{\varepsilon}(u) - \pi * \varepsilon x/N| \leq \left( \frac{1}{\theta} - \theta^2 \right) \pi * k_{\varepsilon}(u) + \left( \pi * \varepsilon x/N - \pi * k_{\varepsilon - \varepsilon}(u) \right)$$

for all $u \in \mathbb{T}^d$ and thus we compute

$$\|\langle G, K^{N,\varepsilon,M}_\Psi(\pi_N) - I^{N,\varepsilon,M}_\Psi(\pi_N) \rangle\| \leq \text{Lip}_\Psi \int_0^T \frac{\|G_t\|_{L^\infty}}{N^d} \sum_{x \in \mathbb{T}_N^d} |\pi_t^N * k_x(x/N) - \pi_t^N * \varepsilon x/N| \, dt$$

$$\leq \text{Lip}_\Psi \left( \frac{1}{\theta} - \theta^2 \right) \int_0^T \frac{\|G_t\|_{L^\infty}}{N^d} \sum_{x \in \mathbb{T}_N^d} \pi_t^N * k_x(x/N) \, dt$$

$$+ \text{Lip}_\Psi \int_0^T \frac{\|G_t\|_{L^\infty}}{N^d} \sum_{x \in \mathbb{T}_N^d} (\pi_t^N * k_x - \pi_t^N * k_{\varepsilon - \varepsilon})(x/N) \, dt$$

By (225) and the conservation of the total number of particles the first term in the right hand side above is $P^N$-a.s. equal to

$$\text{Lip}_\Psi \left( \frac{1}{\theta} - \theta^2 \right) C_{N,\varepsilon} \|G\|_{L^\infty;1}(1, \pi_0^N).$$

For the second term we set $\hat{\eta}^{[N\varepsilon]}(x) = \sum_{y: |y - x| \leq [N\varepsilon]} \eta(y)$ so that by (225) we can write $\pi * k_{\varepsilon}(x/N) = (2\varepsilon N)^d \hat{\eta}^{[N\varepsilon]}(x/N)$ and with this notation

$$\sum_{y: |y - x| \leq [N\varepsilon]} \eta(y) \leq \sum_{z: |z - x| \leq [N\varepsilon]} \eta(z)$$

for $x, y \in \mathbb{T}^d$ and $\varepsilon > 0$. Then

$$\sum_{y: |y - x| \leq [N\varepsilon]} \eta(y) = \frac{1}{(2\varepsilon(1 - \varepsilon)N)^d} \int |\eta^{[N\varepsilon]}(x) - \eta^{[N\varepsilon(1 - \varepsilon)]}(x)|$$

$$\leq \frac{1}{(2\varepsilon(1 - \varepsilon)N)^d} \int |\eta^{[N\varepsilon]}(x) - \eta^{[N\varepsilon]((1 - \varepsilon)x)}(x)|$$

$$= \frac{1}{(2\varepsilon(1 - \varepsilon)N)^d} \sum_{|y| \leq [N\varepsilon]} \eta(x + y)$$
and thus since
\[ \sum_{x \in \mathbb{T}_N^d} \sum_{|N\varepsilon(1-\varepsilon)| < |y| \leq |N\varepsilon|} \eta(x+y) = ([N\varepsilon]_d - [N\varepsilon(1-\varepsilon)]_d) \sum_{x \in \mathbb{T}_N^d} \eta(x) \]
the integral in the second term can be bounded from above by
\[ \frac{|N\varepsilon|_d}{(2\varepsilon(1-\varepsilon)N)_d} \int_0^T \|G\|_{\infty} \sum_{x \in \mathbb{T}_N^d} \eta(x) \, dt \overset{p-\text{a.s.}}{\to} \frac{|N\varepsilon|_d - [N\varepsilon(1-\varepsilon)]_d}{(2\varepsilon(1-\varepsilon)N)_d} \|G\|_{1;\infty}(1, \pi_0^N). \]
To summarize we have the bound
\[ \|\langle G, K\rangle_{\Psi}^{N,\varepsilon;M}(\pi^N) - I_\Psi^{N,\varepsilon;M}(\pi^N)\| \leq \text{Lip}_\Psi \left\{ \left( \frac{1}{\theta_\varepsilon} - \theta_\varepsilon^2 \right) C_{N,\varepsilon} + \frac{|N\varepsilon|_d - [N\varepsilon(1-\varepsilon)]_d}{(2\varepsilon(1-\varepsilon)N)_d} \right\} \|G\|_{1;\infty}(1, \pi_0^N), \]
and thus since \( m_* := \limsup_{N \to \infty} \int (1, \pi^N) \, d\mu_0^N < +\infty \) by Lemma \( \ref{lem:bound} \) it follows by taking the limit superior of the expected values as \( N \uparrow \infty \)
\[ \limsup_{N \uparrow \infty} \mathbb{E}^N \|\langle G, K\rangle_{\Psi}^{N,\varepsilon;M}(\pi^N) - I_\Psi^{N,\varepsilon;M}(\pi^N)\| = 0. \]
We show finally that the process \( I_\Psi^{N,\varepsilon;M}(\pi^N) \) can be replaced by the process \( I^{\varepsilon;M}(\pi^N) \). The process \( I_\Psi^{N,\varepsilon;M}(\pi^N) \) can be written as
\[ \langle G, I_{\Psi}^{N,\varepsilon;M}(\pi^N) \rangle = \int_0^T \int_{\mathbb{T}^d} G_t \left( \frac{[Nu]}{N} \right) \Psi(\pi_1^N \ast \epsilon_\varepsilon([Nu]/N) \land M) \, du \, dt \]
and therefore since \( \Psi \) is assumed to be Lipschitz
\[ \|\langle G, I_{\Psi}^{N,\varepsilon;M}(\pi^N) \rangle - I_{\Psi}^{N,\varepsilon;M}(\pi^N)\| \leq \text{Lip}_\Psi \int_0^T \|G_t\|_{\infty} \int_{\mathbb{T}^d} |\pi_1^N \ast \epsilon_\varepsilon([Nu]/N) - \pi_1^N \ast \epsilon_\varepsilon(u)| \, du \, dt 
+ \sup_{0 \leq \lambda \leq M} \Psi(\lambda) \int_0^T \int_{\mathbb{T}^d} |G_t \left( \frac{[Nu]}{N} \right) - G_t(u)| \, du \, dt. \] (246)
The second term in the right hand side above is deterministic, and since \( G \in L^1(0, T; C(\mathbb{T}^d)) \), it follows by the dominated convergence theorem that it converges to 0 as \( N \uparrow \infty \) for each \( \varepsilon, M > 0 \).
For the first term we estimate
\[ |\pi_1^N \ast \epsilon_\varepsilon([Nu]/N) - \pi_1^N \ast \epsilon_\varepsilon(u)| = \left| \int \epsilon_\varepsilon(u - \frac{[Nu]}{N}) \, d\pi_1^N(v) - \int \epsilon_\varepsilon(v - u) \, d\pi_1^N(v) \right| \]
\[ = \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \epsilon_\varepsilon \left( \frac{x - [Nu]}{N} \right) \eta(x) - \sum_{x \in \mathbb{T}_N^d} \epsilon_\varepsilon \left( \frac{x}{N} - u \right) \eta(x) \]
\[ \leq \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} \left| \epsilon_\varepsilon \left( \frac{x - [Nu]}{N} \right) - \epsilon_\varepsilon \left( \frac{x}{N} - u \right) \right| \eta(x). \]
Now, the map \( \epsilon_\varepsilon \) is uniformly continuous and therefore for any \( \theta > 0 \) there exists \( \delta_{\varepsilon,\theta} > 0 \) such that
\[ d_{x\varepsilon}(u, v) < \delta_{\varepsilon,\theta} \implies |\epsilon_\varepsilon(u) - \epsilon_\varepsilon(v)| < \theta \]
and then for all \( N \in \mathbb{N} \) large enough so that \( \frac{1}{N} < \delta_{\varepsilon,\theta} \)
\[ |\pi_1^N \ast \epsilon_\varepsilon([Nu]/N) - \pi_1^N \ast \epsilon_\varepsilon(u)| \leq \theta(1, \pi_1^N) \]
A Functional analytic prerequisites

In our approach to the hydrodynamic limit of the ZRP the various empirical processes we will consider will take values in the non-separable dual $L^*$ of an appropriate separable Banach space $L$, equipped with its $w^*$-topology, denoted by $w^*_{L^*}$ or simply $w^*$. Thus each empirical processes will be a random variable $x: (\Omega, \mathcal{F}, P) \to L^*$ defined on an appropriate probability space $\Omega$ with the target space $L^*$ being considered as a measurable space with respect to the Borel $\sigma$-algebra $B_{w^*}(L^*)$ generated by the $w^*$-topology of $L^*$ and the laws of the empirical processes will be probability measures on this Borel $\sigma$-algebra $B_{w^*}(L^*)$.

In fact the non-separable dual $L^*$ will be of the form $L^* = L^\infty_{w^*}(0, T; X^*)$ for some separable Banach space $X$ of test functions, for example $X = C(\mathbb{T}^d)$. Here $L^\infty_{w^*}(0, T; X^*)$ is the vector space of all $w^*$-measurable maps $\mu: [0, T] \to X^*$ such that $\sup_{0 \leq t \leq T} \|\mu_t\|_{X^*} < +\infty$ and a map $\mu: [0, T] \to X^*$ is called $w^*$-measurable if the map $[0, T] \ni t \mapsto \langle f, \mu_t \rangle$ is measurable for all $f \in X$. As we will see, if $X$ is separable then the map $t \mapsto \|\mu_t\|_{X^*}$ is measurable for any $w^*$-measurable map $\mu: [0, T] \to X^*$ and $L^\infty_{w^*}(0, T; X^*)$ is the dual of the $L^1$-Bochner space $L^1(0, T; X)$ of all strongly measurable Bochner integrable maps $f: [0, T] \to X$.

The main aim of this appendix is twofold. First we collect the necessary background on the definition of $L^\infty_{w^*}$-spaces of $w^*$-measurable vector valued maps and the isometry $L^1(0, T; X) \cong L^\infty_{w^*}(0, T; X^*)$ for separable Banach spaces $X$, without assuming that $X^*$ satisfies the Radon-Nikodym property and secondly to assert that the classical results of topological measure theory on probability measures in polish spaces are valid for the space $\mathbb{P}L^* \equiv \mathbb{P}(L^*, w^*)$ of probability measures on the $w^*$-dual $L^*$ of a separable Banach space $L$ when equipped with its $w^*$-topology, i.e. for example the weak convergence is Hausdorff, satisfies the portmanteau theorem and the Prokhorov relative compactness criterion. The properties of $(L^*, w^*)$ as a topological space that the topological measure theory relies on are (Hausdorff) complete regularity, submetrizability and $\sigma$-compactness. The complete regularity ensures that there enough bounded and continuous functions for weak convergence of probability measures to be meaningful. In fact the standard theory of weak convergence is true under the complete regularity assumption if one restricts attention to Radon measures. The submetrizability is required for the Prokhorov theorem to be also valid for sequential compactness, and $\sigma$-compactness together with submetrizability ensure that all probability measures on $L^*$ are Radon, i.e. that $(L^*, w^*)$ is a Radon space.

A.1 Duals of separable Banach spaces and submetrizability

Let $L$ be a Banach space. The dual space $L^*$ is a Hausdorff topological vector space when equipped with the $w^*$-topology. As such it is completely regular since any topological group that satisfies the $T_1$-separation axiom is a completely regular Hausdorff space [23]. It is a well known fact of functional analysis that if $L$ is separable there exists a metric $d: L^* \times L^* \to \mathbb{R}$ that metrizes the $w^*$-topology...
of $L^*$ on (norm) bounded subsets of $L^*$. For example one can define $d$ by

$$d(\mu, \nu) = \sum_{k=1}^{\infty} \frac{1}{2^k} \psi(|\mu(f_k) - \mu(f_k)|), \quad \mu, \nu \in X^*, \quad (247)$$

where $\{f_k\}_{k=1}^{\infty}$ is a countable dense subset of $L$ and $\psi: \mathbb{R}_+ \to \mathbb{R}_+$ is the map $\psi(t) = \frac{1}{1+t}$.

This property of the $w^*$-topology is a particular example of submetrizability. A topological space $(M, \tau)$ is called submetrizable if there exists a $\tau$-continuous metric $d$ on $M$. It is elementary to check that the metric $d$ defined in (237) is continuous on $L^* \times L^*$ with the product of the $w^*$-topologies and thus $L^*$ is submetrizable. It is easy to see that whenever $(M, \tau)$ is a submetrizable topological space and $d$ is a $\tau$-continuous metric on $M \times M$ then $d$ metrizes the restriction of the $\tau$-topology on each $\tau$-compact subset $K \subseteq M$ and thus compact sets are also sequentially compact in submetrizable spaces.

Note that if $M$ is $\sigma$-compact then $(M, d)$ is a separable metric space for any $\tau$-continuous metric $d$ on $M$, since $K_n$ is compact metric space in the restriction of the metric, and thus separable, and $M = \bigcup_{n=1}^{\infty} K_n$.

By the Banach-Alaoglu theorem the closed balls $B_{L^*}(0, r) := \{\mu \in L^* | \|\mu\|_{L^*} \leq r\}$ of the dual $L^*$ are compact in the $w^*$-topology and thus $L^*$ is $\sigma$-compact in the $w^*$-topology as the increasing union of the compact subsets $K_n := B_{L^*}(0, n)$, $n \in \mathbb{N}$. Since the $w^*$-topology is metrizable on bounded subsets, bounded subsets are also sequentially relatively compact, i.e. for any bounded sequence $\{\mu_n\}_{n=1}^{\infty} \subseteq L^*$ there exists subsequence $\{\mu_{k_n}\}_{n=1}^{\infty}$ of $\{\mu_n\}$ converging to some $\mu \in L^*$ in the $w^*$-topology.

In general, unless $L^*$ is separable (an assumption to restrictive for the applications) the Borel $\sigma$-algebra $B_{w^*} \equiv \mathcal{B}_{w^*_1}$ generated on $L^*$ by the $w^*$-topology is smaller than the strong $\sigma$-algebra $B_{L^*}$ of $L^*$. For example if $L = C(\mathbb{T}^d)$ with the uniform norm then $L^* = (\mathcal{M}(\mathbb{T}^d), \|\cdot\|_{TV})$ where $\|\cdot\|_{TV}$ is the total variation norm, and if $N \subseteq \mathbb{T}^d$ is a non-Borel subset of $\mathbb{T}^d$ then the set $\mathcal{N} := \{\delta_u \in \mathcal{M}(\mathbb{T}^d) | u \in N\} \subseteq \mathcal{M}(\mathbb{T}^d)$ is strongly closed in $\mathcal{M}(\mathbb{T}^d)$ and thus $\mathcal{N}$ is strongly Borel. But the Dirac map $\delta: \mathbb{T}^d \to \mathbb{P}\mathbb{T}^d \subseteq \mathcal{M}(\mathbb{T}^d)$ is $w^*$-continuous and thus also $(\mathcal{B}_{w^*}, \mathcal{B}_{w^*_1})$-measurable. Therefore $\mathcal{N}$ can not be in $B_{w^*_1}$ since if it were, the set $\mathcal{N} = \delta^{-1}(\mathcal{N})$ would be a Borel subset of $\mathbb{T}^d$.

However, since

$$\|\mu\|_{L^*} = \sup_{\|f\|_{L^*} \leq 1} \mu(f),$$

the norm on the dual $L^*$ of any Banach space $L$ is $w^*$-lower semicontinuous as the supremum of $w^*$-continuous functionals $J(f), f \in L$ where $J: L \to L^{**}$ is the canonical injection in the double dual. Therefore the closed balls $B_{L^*}(0, r) := \{\mu \in L^* | \|\mu\|_{L^*} \leq r\}$ are $w^*$-closed, and thus in $B_{w^*}$, and the norm $\|\cdot\|_{L^*}$ is $w^*$-measurable (i.e. $(B_{w^*}, \mathcal{B}_{w^*_1})$-measurable). Therefore $B_{w^*}$ contains also all open balls

$$D_{L^*}(0, r) := \{\mu \in L^* | \|\mu\|_{L^*} < r\}.$$  

This implies that $A_{L^*} \subseteq \mathcal{B}_{w^*_1}$ where $A_{L^*}$ is the $\sigma$-algebra generated by the collection of all strongly open balls $D_{L^*}(\mu, r), \mu \in L^*, r > 0$. However, unless $L^*$ is separable the inclusion $A_{L^*} \subseteq \mathcal{B}_{L^*}$ is also in general strict.

As is customary, given a collection $\Xi$ of subsets of a set $M$ we will denote by $\sigma(\Xi)$ the $\sigma$-algebra generated by $\Xi$, i.e. the smallest $\sigma$-algebra $\Sigma$ on $M$ that contains $\Xi$. Then if for any $K \subseteq M$ and any collection of subsets $\Xi \subseteq M$ we set $\Xi|_K := \{A \cap K | A \in \Xi\}$ then $\sigma(\Xi)|_K = \sigma(\Xi|_K)$ and if $K \in \sigma(\Xi)$ then

$$\sigma(\Xi|_K) = \sigma(\Xi)|_K \subseteq \sigma(\Xi). \quad (248)$$

**Proposition A.1** If $(M, \tau)$ is a $\sigma$-compact submetrizable topological space and $d$ is any continuous metric then the Borel $\sigma$-algebra of $M$ coincides with the Borel $\sigma$-algebra defined by the metric $d$. 
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Proof Let $B \equiv B_{(M, \tau)}$ be the Borel $\sigma$-algebra of $M$ and let $B_d$ denote the Borel $\sigma$-algebra of $(M, d)$. Since the topology of $d$ is weaker than $\tau$ we have that $B_d \subseteq B$ and so we have to prove the converse. So let $B \in B$. Since $M$ is $\sigma$-compact there exists an increasing sequence $\{K_n\}_{n=1}^{\infty} \subseteq M$ of compact subspaces such that $M = \bigcup_{n=1}^{\infty} K_n$. We set $B_n = B \cap K_n$ so that $B = \bigcup_{n=1}^{\infty} B_n$ and it suffices to show that $B_n \in B_d$ for all $n \in \mathbb{N}$. Note that by definition $B_n \in B|_{K_n}$ and that by [248] for any topology $\tau \supseteq \tau_d$ on $M$ and any $d$-measurable subset $K \subseteq M$

$$B(K, \tau|_K) = \sigma(\tau|_K) = \sigma(\tau)|_K = B_{(M, \tau)}|_K \subseteq B_{(M, \tau)}.$$ 

Therefore $B_n \in B|_{K_n} = B(K_n, \tau|_{K_n}) = B_{\tau|_{K_n}} = B_d|_{K_n} \subseteq B_d$ for all $n \in \mathbb{N}$ as required. \qed

For any family $J$ of maps $f : M \to (\Omega, F)$ defined on $M$ and with values in a measurable space $(\Omega, F)$ we will denote by $\sigma(J)$ the smallest $\sigma$-algebra $\Sigma$ with respect to which all maps $f \in J$ are $(\Sigma, F)$-measurable. As we will see next if $X$ is a separable Banach spaces then the Borel $\sigma$-algebra $B_{(w^*_X)}$ of the $w^*$-topology coincides with $\sigma(J(X))$, i.e. the smallest $\sigma$-algebra $\Sigma$ for which all functionals $J(f) \in X^*$, $f \in X$, are $\Sigma$-measurable. Here $J : X \hookrightarrow X^*$ is the natural injection on the double dual. In other words $\sigma(J(X))$ is the smallest $\sigma$-algebra $\Sigma$ on $X^*$ for which all $w^*$-continuous linear functions on $X^*$ are measurable. We will also denote by $B_{\alpha_w^*}(X^*)$ the Baire $\sigma$-algebra of $(X^*, w^*)$ $(\{X^*, d\})$ i.e. the smallest $\sigma$-algebra on $X^*$ with respect to which all $w^*$-continuous (d-continuous) functions $F : X^* \to \mathbb{R}$ are measurable.

**Proposition A.2** For any dual $(X^*, w^*)$ of a separable Banach space $X$ and any countable subset $D = \{f_k\}_{k=1}^{\infty} \subseteq X$ dense in $X$

$$\sigma(J(D)) = \sigma(J(X)) = B_{\alpha_w^*}(X^*) = B_{w^*}(X^*) = B_d(X^*) = B_{\alpha_d^*}(X^*),$$

where $d$ is the metric defined on $X^*$ as in [247].

**Proof** Since any $F \in C_{w^*}(X^*)$ is $B_{w^*}$-measurable we obviously have $\sigma(J(D)) \subseteq \sigma(J(X)) \subseteq B_{\alpha_w^*}(X^*) \subseteq B_{w^*}$. Since $d$ is a continuous metric on $X^*$ and $X^*$ is a $\sigma$-compact submetrizable space it follows by Proposition A.1 that $B_{\alpha_w} = B_d$. Furthermore the Borel and Baire $\sigma$-algebras of any metric space coincide. Thus $B_d = B_{\alpha_w^*}(X^*)$ and in order to complete the proof it suffices to prove that $B_d \subseteq \sigma(J(D))$.

Since $B_d$ is the Borel $\sigma$-algebra of a separable metric space it suffices to show that and open $d$-ball $D(\mu_0, \varepsilon) := \{\mu \in X | d(\mu, \mu_0) < \varepsilon\}$ of radius $\varepsilon > 0$ around $\mu_0 \in X$ is in $\sigma(J(D))$. For this, for each $k \in \mathbb{N}$ we consider the semimetrics $d_k$ on $X^*$ given by $d_k(\mu, \nu) := \sum_{i=1}^{k} \psi(|\langle f_i, \mu - \nu \rangle|)$. Then $\{d_k\}_{k=1}^{\infty}$ is non-decreasing, $d_k \leq d$ and $\lim_{k \to +\infty} d_k = d$ pointwise on $X^* \times X^*$. A sequence $\{\mu_n\}_{n=1}^{\infty} \subseteq X^*$ converges in the metric $d$ as $n \to +\infty$ to some $\mu \in X^*$ if and only if it converges to $\mu$ in the semimetric $d_k$ for all $k \in \mathbb{N}$. We note that the semimetrics $d_k$ satisfy the following property

$$d_k(\mu, \nu) = d(\mu, \nu), \quad \text{for some } k \in \mathbb{N} \implies \mu = \nu. \quad (249)$$

Indeed, if $d_k(\mu, \nu) = d(\mu, \nu)$ then also $d_{k+n}(\mu, \nu) = d(\mu, \nu)$ for all $n \in \mathbb{N}$. This implies that $\psi(|\langle f_{k+n}, \mu - \nu \rangle|) = 0$ for all $n \in \mathbb{N}$. Since $\{f_k\}_{k=1}^{\infty}$ is dense in $X$ it separates the points of $X^*$ and therefore $\mu = \nu$.

Next we note that if for each $\varepsilon > 0$ we define $B(\mu_0, \varepsilon) := \{\mu \in X^* | d(\mu, \mu_0) \leq \varepsilon\}$ the closed $d$-ball of radius $\varepsilon > 0$ and by $D_k(\mu_0, \varepsilon)$ the open $d_k$-ball of radius $\varepsilon$ around then

$$D(\mu_0, \varepsilon) = \bigcap_{n=1}^{\infty} B\left(\mu_0, \varepsilon - \frac{1}{n}\right) \quad \text{and} \quad B(\mu_0, \varepsilon) = \bigcap_{k=1}^{\infty} D_k(\mu_0, \varepsilon) \quad (250)$$

for all $\varepsilon > 0$ and in particular

$$D(\mu_0, \varepsilon) = \bigcup_{n=1}^{\infty} B\left(\mu_0, \varepsilon - \frac{1}{n}\right) = \bigcup_{n=1}^{\infty} \bigcap_{k=1}^{\infty} D_k\left(\mu_0, \varepsilon - \frac{1}{n}\right). \quad (251)$$
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The left hand side equality in (250) is obvious so we show the right hand side equality. On one hand if \( \mu \in \bigcap_{k=1}^{\infty} D_k(\mu_0, \varepsilon) \) then \( d_k(\mu, \mu_0) < \varepsilon \) for all \( k \in \mathbb{N} \) and therefore \( d(\mu, \mu_0) = \lim_{k \to +\infty} d_k(\mu, \mu_0) \leq \varepsilon \) and thus \( \mu \in B(\mu_0, \varepsilon) \). This shows that \( \bigcap_{k=1}^{\infty} D_k(\mu_0, \varepsilon) \subseteq B(\mu_0, \varepsilon) \). For the converse inclusion it suffices to show that \( B(\mu_0, \varepsilon) \subseteq D_k(\mu_0, \varepsilon) \) for all \( k \in \mathbb{N} \). To prove this let \( k \in \mathbb{N} \) and note that
\[
B(\mu_0, \varepsilon) \setminus D_k(\mu_0, \varepsilon) \subseteq \{ \mu_0 \}.
\]
Indeed, suppose if \( \mu_k \in B(\mu_0, \varepsilon) \setminus D_k(\mu_0, \varepsilon) \) then
\[
d_k(\mu_k, \mu_0) \leq d(\mu_k, \mu_0) \leq \varepsilon \leq d_k(\mu_k, \mu_0)
\]
which according to (249) implies that \( \mu_k = \mu_0 \). Since \( \mu_0 \in B(\mu_0, \varepsilon) \cap D_k(\mu_0, \varepsilon) \) it follows that \( B(\mu_0, \varepsilon) \subseteq D_k(\mu_0, \varepsilon) \). This proves (250) and thus also (251) holds. Consequently in order to show that \( D(\mu_0, \varepsilon) \in \sigma(\mathcal{J}(D)) \) it suffices to show that \( D_k(0, \varepsilon) \in \sigma(\mathcal{J}(D)) \) for all \( k \in \mathbb{N} \).

But \( \sigma(\mathcal{J}(D)) \) contains all sets of the form
\[
[(\langle \mathcal{J}(f_i), \cdot \rangle)^{\mu_0}_{k=1}]^{-1}(A) \subseteq X^*, \quad A \in \mathcal{B}_{\mathbb{R}^k}, \ k \in \mathbb{N}
\]
where \( \langle \tau(f_i), \cdot \rangle_{k}^{\mu_0} : X^* \to \mathbb{R}^k \) is the continuous linear vector functional defined by
\[
[(\langle \mathcal{J}(f_i), \cdot \rangle)^{\mu_0}_{k=1})(\mu) = \langle f_1, \mu \rangle, \ldots, \langle f_k, \mu \rangle
\]
and it can easily see that \( D_k(0, \varepsilon) \) is such a set for all \( k \in \mathbb{N} \). Indeed, if for each \( k \in \mathbb{N} \) we define the continuous map \( \psi_k = \psi^{\mu_0}_k : \mathbb{R}^k \to \mathbb{R}_+ \) by
\[
\psi_k(t_1, \ldots, t_k) = \sum_{i=1}^{k} \frac{1}{2^k} \psi(|t_i - \langle f_i, \mu_0 \rangle|)
\]
then we can express the map \( d_k(\cdot, \mu_0) \) as \( d_k(\mu, \mu_0) = \psi^{\mu_0}_k(\langle f_1, \mu \rangle, \ldots, \langle f_k, \mu \rangle) \) and therefore
\[
D_k(\mu_0, \varepsilon) = \psi_k \circ [(\langle \mathcal{J}(f_i), \cdot \rangle)^{\mu_0}_{k=1}]^{-1}([0, \varepsilon]) = [(\langle \mathcal{J}(f_i), \cdot \rangle)^{\mu_0}_{k=1}]^{-1}(\psi_k^{-1}([0, \varepsilon])).
\]
Since \( \psi_k^{-1}([0, \varepsilon]) \) is a Borel subset of \( \mathbb{R}^k \) we have thus expressed \( D_k(0, \varepsilon) \) as a set of the form (252) which proves that \( D_k(0, \varepsilon) \in \sigma(\mathcal{J}(D)) \) and completes the proof.

A map \( T : X^* \to Y^* \) is called a \( w^* \)-measurable operator if it is \( \sigma(\mathcal{J}(X)), \sigma(\mathcal{J}(Y)) \)-measurable. Equivalently \( T \) is \( w^* \)-measurable if it maps \( w^* \)-measurable curves to \( w^* \)-measurable curves, i.e. if for any measurable space \( (T, \mathcal{F}) \) and any \( w^* \)-measurable map \( \mu : T \to X^* \) the map \( T \ni t \mapsto T(\mu(t)) \) is \( w^* \)-measurable. In the case that \( X, Y \) are separable this equivalent to \( T \) being \( (B_{w^*}, B_{w^*}) \)-measurable.

In the next example we see how the \( w^* \)-lower semicontinuity of the norm \( \| \cdot \|_{X^*} \) can be used in the case that \( X = C(\mathbb{T}) \) the space of continuous functions on a compact metric space with the uniform norm and \( M(\mathbb{T}) := C(\mathbb{T}^d)^* \) to show that the variation map \( \| \cdot \| : M(\mathbb{T}) \to M_+(\mathbb{T}) \) is \( w^* \)-measurable.

**Example A.1** Let \( \mathbb{T} \) be a compact metric space. Then the variation map \( \| \cdot \| : M(\mathbb{T}) \to M_+(\mathbb{T}) \) that assigns to each \( \mu \in M(\mathbb{T}) \) its variation \( \| \mu \| \in M_+(\mathbb{T}) \) is \( w^* \)-measurable.

**Proof** If we show that for each Borel set \( B \subseteq \mathbb{T} \) the map \( I_B : M(\mathbb{T}) \to \mathbb{R}_+ \) given by \( I_B(\mu) = |\mu|(B) \) is \( w^* \)-Baire then for any simple function \( \phi = \sum_{i=1}^{n} a_i \mathbb{1}_{B_i}, \ B_i \in \mathcal{B}_B, \ a_i \in \mathbb{R}, \ n \in \mathbb{N} \) the map \( I_{\phi} : M(\mathbb{T}) \to \mathbb{R} \) given by \( I_{\phi}(\mu) = \phi d|\mu| \) is \( w^* \)-Baire and since any bounded function \( f \in B(\mathbb{T}) \) can be approximated pointwise by a uniformly bounded sequence \( \{ \phi_n \}_{n=1}^{\infty} \) of simple functions it follows that the map \( I_f : M(\mathbb{T}) \to \mathbb{R} \) given by \( I_f(\mu) = \langle f, |\mu| \rangle \) is \( w^* \)-Baire as the pointwise limit of a sequence of \( w^* \)-Baire functions. In particular the map \( \langle f, |\mu| \rangle : M(\mathbb{T}) \to \mathbb{R} \) is \( w^* \)-Baire for all \( f \in C(\mathbb{T}) \) and thus the map \( \| \cdot \| : M(\mathbb{T}) \to M_+(\mathbb{T}) \) is \( w^* \)-measurable.
Let now $\mathcal{A} \subseteq \mathcal{B}_\pi$ be the collection of all sets $B \in \mathcal{B}_\pi$ such that the map $I_B$ is $w^*$-measurable. Obviously $\emptyset \in \mathcal{A}$ and since the total variation norm $\| \cdot \|_{TV}$ is measurable also $\mathcal{T} \in \mathcal{A}$. Since $I_{\mathcal{T},U}(\mu) = \|\mu\|_{TV} - \|\mu\|_U = \|\cdot\|_{TV} - I_B$ the collection $\mathcal{A}$ is closed under complements and it is obviously closed under disjoint unions. Therefore $\mathcal{A}$ is a $\lambda$-system and by Dynkin's $\pi$-$\lambda$ theorem in order to show that $\mathcal{A} = \mathcal{B}_\pi$ it suffices to show that $\mathcal{A}$ contains the $\pi$-system of all open sets.

So let $U \subseteq \mathcal{T}$ be an open set. In order to show that $U \in \mathcal{A}$ it suffices to show that

$$|\mu|(U) = \sup_{f \in C(\mathcal{T})} (f, \mu) =: \mu_0(U). \tag{253}$$

Indeed, if (253) holds true, then since $C(\mathcal{T})$ is separable there exists a countable family $D_U \subseteq C(\mathcal{T})$ such that $|f| \leq 1_U$ for all $f \in D_U$ and $\{f \in C(\mathcal{T}) \mid |f| \leq 1_U\} \subseteq D_U$ and thus $|\mu|(U) = \sup_{f \in D_\mathcal{T}} (f, \mu)$ which shows that the map $\mathcal{M}(\mathcal{T}) \ni \mu \mapsto |\mu|(U) \in \mathbb{R}_+$ is $w^*$-lower semicontinuous and $w^*$-Baire as the supremum of the linear maps $\mathcal{M}(\mathcal{T}) \ni \mu \mapsto (f, \mu) \in \mathbb{R}$, $f \in D_U$. Obviously $\mu_0(U) \leq |\mu|(U)$ and thus in order to show (253) it suffices to show the converse inequality. So let $P \cup N$ be a Hahn decomposition of $\mathcal{T}$ with respect to $\mu$. By the argument in the proof of Proposition 4.1(e) we can find a sequence $\{\phi_n\} \subseteq C(\mathcal{T}^d; [0, 1])$ converging $|\mu|$-a.s. pointwise to $1_P - 1_N$. Furthermore there exists a sequence of compact sets $K_n \subseteq U$ such that $|\mu|(U \setminus K_n) \leq \frac{1}{n}$ for all $n \in \mathbb{N}$ and thus if $\{\psi_n\} \subseteq C(\mathcal{T}^d; [0, 1])$ is any sequence of functions such that $1_{K_n} \leq \psi_n \leq 1_U$ then $\{\psi_n\}$ converges $|\mu|$-a.s. pointwise to $1_U$. Then if we set $f_n = \phi_n \psi_n$ the sequence $\{f_n\}$ converges $|\mu|$-a.s. pointwise to $1_U(1_P - 1_N)$ and $\mu_0(U) \leq |\mu|(U)$ for all $n \in \mathbb{N}$ and thus

$$\mu_0(U) \leq \lim_{n \to +\infty} \langle f_n, \mu \rangle = \int_{1_U \cap 1_P} d\mu - \int_{1_U \cap 1_N} d\mu = \mu^+(U) + \mu^-(U) = |\mu|(U)$$

which proves (253) and completes the proof. □

We will say that a net $\{T_\alpha\}_{\alpha \in \mathcal{A}}$ of linear operators $T_\alpha : X^* \to Y^*$, $\alpha \in \mathcal{A}$, $w^*$-converges pointwise on $X^*$ to $T : X^* \to Y^*$ if the net $\{T_\alpha \mu\}_{\alpha \in \mathcal{A}}$ to $T\mu$ for all $\mu \in X^*$, i.e. if

$$\lim_{\alpha} \langle g, T_\alpha \mu \rangle = \langle g, T\mu \rangle, \quad \forall g \in Y, \forall \mu \in X^*.$$

We will denote by $T = w^*\text{-}\lim_{\alpha} T_\alpha$ the $w^*$-limit operator of the net $\{T_\alpha\}$. Note that by the the $w^*$-semicontinuity of the norm $\| \cdot\|_{y^*}$ in the $w^*$-topology it follows that if $T = w^*\text{-}\lim_{\alpha} T_\alpha$ then the operator norm $\| \cdot \|$ on the space $B(X^*, Y^*)$ of all bounded operators $T : X^* \to Y^*$ satisfies

$$\|T\| \leq \lim_{\alpha} \|T_\alpha\|$$

and thus it is lower semicontinuous with respect to pointwise $w^*$-convergence of operators. As we will see the $w^*$-measurability of operators is preserved by pointwise $w^*$-convergence of sequences of operators.

**Proposition A.3** Let $X^*, Y^*$ be the duals of the Banach spaces $X, Y$. If $\{T_n\}_{n=1}^\infty$ is a sequence of $w^*$-measurable operators $T_n : X^* \to Y^*$ that $w^*$-converges to $T : X^* \to Y^*$ pointwise in $X^*$, then $T$ is $w^*$-measurable.

**Proof** Since the $\sigma$-algebra $\sigma(\mathcal{J}(Y))$ is generated by sets of the form $\mathcal{J}(g)^{-1}(A)$, $g \in Y$, $A \in \mathcal{B}_\mathbb{R}$ it suffices to show that $T^{-1}(\mathcal{J}(g)^{-1}(A))$ is in $\sigma(\mathcal{J}(X))$ for all $g \in Y$, $A \in \mathcal{B}_\mathbb{R}$. Equivalently it suffices to show that the map $\mathcal{J}(g) \circ T : X^* \to \mathbb{R}$ is $\sigma(\mathcal{J}(X))$-measurable. Since the operator $T_n, n \in \mathbb{N}$, are $w^*$-measurable the maps $\mathcal{J}(g) \circ T_n$ is $\sigma(\mathcal{J}(X))$-measurable for all $n \in \mathbb{N}$ and by the assumption that $\{T_n\}$ $w^*$-converges pointwise to $T$ it follows that for each $g \in Y$ and each $\mu \in X^*$

$$\lim_{n \to +\infty} \mathcal{J}(g) \circ T_n(\mu) = \lim_{n \to +\infty} \langle g, T_n \mu \rangle = \langle g, T\mu \rangle = \mathcal{J}(g) \circ T(\mu).$$

Thus $\mathcal{J}(g) \circ T$ is measurable as the pointwise limit of a sequence of measurable real valued maps. □
Proposition A.4 Any $w^*$-continuous operator $T: X^* \to Y^*$ between duals of Banach spaces is $w^*$-measurable and $(B_{w^*}, B_{w^*})$-measurable.

Proof Let $T: X^* \to Y^*$ be a $w^*$-continuous operator. Since continuity implies Borel measurability we only have to show that $T$ is $(\sigma(F(X)), \sigma(F(Y)))$-measurable. Using the fact that for any Banach space $X$ we have $(X^*, w^*) = X \leq X^*$ it follows that an operator $T: X^* \to Y^*$ is $w^*$-continuous if and only if $T = T_0^*$ is the adjoint of a bounded operator $T_0: Y \to X$, in which case $T = T_0^*$. Thus $T$ is $w^*$-measurable since if $(T, F)$ is any measurable space and $\mu: T \to X^*$ a measurable map, then $(g, T_{T\mu_1}) = (g, T_0^*\mu_1) = (T_0g, \mu_1)$ for all $g \in Y$ and all $t \in T$ and therefore the map $T \ni t \mapsto (g, T_{T\mu_1})$ is measurable since $T_0g \in X$ and the map $T \ni t \mapsto \mu_1$ is $w^*$-measurable. \hfill \square

We will denote by $B(X^*, Y^*)$ the space of all bounded linear operators, by $B_0(X^*, Y^*)$ its subspace consisting of all bounded $w^*$-measurable operators and by $BC_0(X^*, Y^*)$ the subspace of $B(X^*, Y^*)$ consisting of $w^*$-continuous operators. We will always consider the space $B(X^*, Y^*)$ equipped with the topology of pointwise $w^*$-convergence of operators. In terms of these spaces, Propositions A.3 and A.4 state that the subspace $B_0(X^*, Y^*)$ is a sequentially closed subspace of $B(X^*, Y^*)$ with respect to pointwise $w^*$-convergence of operators that contains the subspace $BC_0(X^*, Y^*)$. Thus if we define the space $A_{w^*}(X^*, Y^*)$ of $w^*$-Baire measurable operators $T: X^* \to Y^*$ as the sequential closure of $BC_0(X^*, Y^*)$ in $B(X^*, Y^*)$, i.e.

$$A(X^*, Y^*):= BC_0(X^*, Y^*)^q := \bigcap \{F \subseteq B(X^*, Y^*) \mid \text{F seq. closed and } BC_0(X^*, Y^*) \subseteq F\}$$

we have by Propositions A.3 and A.4 that $A_{w^*}(X^*, Y^*) \subseteq B_{w^*}(X^*, Y^*)$. The set $A_{w^*}(X^*, Y^*)$ is indeed a subspace of $B(X^*, Y^*)$. To see this, for any subset $A \subseteq B(X^*, Y^*)$ we define

$$[A]_{sq} := \{t \in B(X^*, Y^*) \mid \exists \{T_n\}_{n=1}^\infty \subseteq A \text{ s.t. } T_n \longrightarrow T \text{ w*-pointwise} \}.$$

If $A$ is a subspace, then so is $[A]_{sq}$. If we set $BC_{w^*}(X^*, Y^*)^q := [BC_{w^*}(X^*, Y^*)]_{sq}$ and via transfinite induction we define $BC_{w^*}(X^*, Y^*)^{q+1} = [BC_{w^*}(X^*, Y^*)]^q$ for any successor ordinal $\xi > 1$ smaller than the first uncountable ordinal $\omega_1$ and $BC_{w^*}(X^*, Y^*) = \bigcup_{\xi \leq \omega_1} BC_{w^*}(X^*, Y^*)^{\xi}$ for any limit ordinal $\xi < \omega_1$, then

$$BC_{w^*}(X^*, Y^*)^{q+1} = \bigcup_{\xi < \omega_1} BC_{w^*}(X^*, Y^*)^{\xi},$$

and thus $A_{w^*}(X^*, Y^*) = BC_{w^*}(X^*, Y^*)^{q}$ is a subspace as the increasing union of subspaces.

Proposition A.5 Let $T: X^* \to Y^*$ be a $w^*$-Baire measurable operator and let $R^*: Y^* \to Z^*$ and $j^*: X_0^* \to X^*$ be $w^*$-continuous operators. Then the compositions $R^* \circ T$ and $T \circ j^*$ are $w^*$-Baire measurable.

Proof The claim follows by transfinite induction and the fact that whenever $\{T_n\}_{n=1}^\infty \subseteq B_{w^*}(X^*, Y^*)$ is a sequence of operators $w^*$-converging pointwise to $T$ and $S_1: Y^* \to Z^*$ and $S_2: Z^* \to X^*$ are $w^*$-continuous operators then $S_1 \circ T_n$ $w^*$-converges pointwise to $S_1 \circ T$ and $T_n \circ S_2$ $w^*$-converges pointwise to $T \circ S_2$. \hfill \square

Example A.2 If we regard $B(\mathbb{T}^d)$ as a subspace of $\mathcal{M}(\mathbb{T}^d)^* \cong (\mathcal{M}(\mathbb{T}^d), \| \cdot \|_{TV})$ via the injection $I: B(\mathbb{T}^d) \to \mathcal{M}(\mathbb{T}^d)^*$ defined by $I(f)(\mu) = \int f \, d\mu$ then

$$C(\mathbb{T}^d) = (\mathcal{M}(\mathbb{T}^d), w^*) \subseteq B(\mathbb{T}^d) \subseteq A_{w^*}(X^*, \mathbb{R}) \subseteq \mathcal{M}(\mathbb{T}^d)^*.$$
A.2 Weak convergence on completely regular spaces

We recall that given a Borel probability measure $\mu$ on a topological space $M$ a Borel set $B \subseteq M$ is called $\mu$-Radon if it is approximated from inside by compact subsets, i.e.

$$\mu(B) = \sup_{K \subseteq B} \mu(K).$$

The measure $\mu$ is called a Radon measure if every Borel subset $B$ of $M$ is $\mu$-Radon and weakly Radon if every open set is $\mu$-Radon. The measure $\mu$ is called tight if the whole space $M$ is $\mu$-Radon.

We will denote by $\mathbb{P}_R M$, $\mathbb{P}_t M$ the spaces of all Radon and tight Borel probability measures on $M$ respectively. A topological space $M$ is called a Radon space if every Borel probability measure $\mu$ on $M$ is a Radon measure. We start by proving that $X^*$ is a Radon space.

**Lemma A.1** Let $(M, \tau)$ be a topological space. Then $\mathbb{P}_t M = \mathbb{P}_R M$ iff every compact subspace of $M$ is a Radon space.

**Proof** We suppose first that every compact subspace of $M$ is Radon and prove that $\mathbb{P}_t M \subseteq \mathbb{P}_R M$. So let $\mu \in \mathbb{P}_t M$, $B \in \mathcal{B}_M$ be any Borel subset of $M$ and let $\varepsilon \in (0, 1)$. Then since $\mu$ is tight, there exists a compact subset $K$ of $M$ such $\mu(M \setminus K) < \frac{\varepsilon}{2}$. Then

$$\mathcal{B}_K = \sigma(A \cap K | A \in \tau) = \mathcal{B}_M \cap K \equiv \{ B \cap K | B \in \mathcal{B}_M \}$$

and by assumption the subspace $K$ is a Radon space and therefore the probability measure $\mu_K := \frac{\mu|_{B_K}}{\mu(K)} \in \mathbb{P}K$ is Radon. Therefore there exists a compact subset $F$ of $K \cap B$ such that $\mu_K([K \cap B] \setminus F) < \frac{\varepsilon}{2\mu(K)}$ and for which

$$\mu(B \setminus F) \leq \mu([K \cap B] \setminus F) + \mu(M \setminus K) < \varepsilon.$$

It is easy to see that any compact subset of the space $K$ is compact subset of $M$, since $\mu(B \setminus F) < \varepsilon$ and $\varepsilon > 0$ was arbitrary proves that $\mu$ is Radon.

Conversely, suppose that $\mathbb{P}_t M = \mathbb{P}_R M$, let $K \subseteq M$ be compact and let $\mu \in \mathbb{P}K$. The measure $\bar{\mu}(\cdot) := \mu(K \cap \cdot) \in \mathbb{P} M$ is obviously tight and therefore by assumption it is Radon. Let now $B \in \mathcal{B}_K = \mathcal{B}_M \cap K$ and $\varepsilon > 0$. Since $\bar{\mu}$ is Radon, there exists a compact subset $F$ of $M$ such that $F \subseteq B \subseteq K$ and $\bar{\mu}(B \setminus F) < \varepsilon$. Then $F$ is also compact in $K$ and $\mu(B \setminus F) = \mu(B \setminus F) < \varepsilon$, since $B \subseteq K$. Therefore the arbitrary measure $\mu \in \mathbb{P} K$ is Radon and thus the arbitrary compact subspace $K \subseteq M$ is a Radon space, which completes the proof. \hfill \box

**Proposition A.6** Let $(M, \tau)$ be a topological space. If $M$ is $\sigma$-compact then $\mathbb{P}_t M = \mathbb{P} M$ and if $M$ is submetrizable it holds that $\mathbb{P}_t M = \mathbb{P}_R M$.

**Proof** If $M$ is $\sigma$-compact then $M$ can be written as the countable increasing union $M = \bigcup_{n=1}^{\infty} K_n$ of a family $\{K_n\}_{n=1}^{\infty}$ of compact sets and thus any finite measure $\mu$ is tight by continuity from below. For the second claim, if $M$ is submetrizable there exists a continuous metric $d$ on $M$, which as we have seen metrizes the restriction of $\tau$ on every compact subset $K \subseteq M$. Consequently, every compact subspace of $M$ is metrizable, thus polish and thus Radon. Therefore $\mathbb{P}_t M = \mathbb{P}_R M$ by lemma A.1. \hfill \box

**Corollary A.1** Any probability measure on a $\sigma$-compact submetrizable space is a Radon measure. In particular the dual $X^*$ of a separable Banach space is a Radon space with the $w^*$-topology.

**Proposition A.7** Let $M$ be a completely regular topological space and let $\mu, \nu \in \mathbb{P}M$ be weakly Radon measures, such that

$$\int f \, d\mu = \int f \, d\nu, \quad \forall f \in BC(M).$$

(254)
Then $\mu = \nu$.

**Proof** Since $\mu, \nu$ are Borel measures, it suffices to prove that $\mu(A) = \nu(A)$ for every open set $A$. But since $\mu, \nu$ are weakly Radon, for every open $A \subseteq M$ we have that $\mu(A) = \sup_{K \in A} \mu(K)$, and likewise for $\nu$, which shows that in order to prove that $\mu = \nu$ it suffices to prove that $\mu(K) = \nu(K)$ for compact subset $K$ of $M$.

So let $K \subseteq M$ be compact. Since $M$ is completely regular, for every $x \in M \setminus K$ there exists a function $f_x : M \rightarrow [0, 1]$ such that $f_x(x) = 1$ and $f|_K \equiv 0$. We denote by $F(M)$ the set of all finite subsets of $M$, define an upwards directed set $A := \{ \alpha \in F(M) | \alpha \cap K = \emptyset \}$ with order the set inclusion, and define the non-decreasing net $(f_\alpha)_{\alpha \in A} \subseteq C(M; [0,1]) \subseteq BC(M)$ by $f_\alpha = \max_{x \in \alpha} f_x$. Obviously $f_\alpha|_K \equiv 0$ for every $\alpha \in A$ and $f_\alpha(x) = 1$ for all $x \in \alpha$. Consequently, $f_\alpha \xrightarrow{\alpha \rightarrow} 1 - \mathbb{1}_K$ pointwise, since given $x \in M \setminus K$, $1 \geq f_\alpha(x) \geq f_\alpha(x) = 1$ for every $\alpha \supseteq \{x\} \in A$ and for every $x \in K$ we have $f_\alpha(x) = 0$ for all $\alpha \in A$. Furthermore, this net is obviously increasing. In other words $1_\alpha \leq f_\alpha \leq 1 - 1_K$ for all $\alpha \in A$ and $1_\alpha \xrightarrow{\alpha \rightarrow} 1 - 1_K$ pointwise, and

$$\int f_\alpha \, d\rho \leq \rho(M \setminus K), \quad \text{for } \rho = \mu, \nu \text{ and } \alpha \in A. \quad (255)$$

On the other hand, given $\varepsilon > 0$, for each $x \in M \setminus K$ we have that $f_x(x) = 1 > 1 - \varepsilon$ and therefore

$$M \setminus K \subseteq \bigcup_{x \in M \setminus K} \{ f_x > 1 - \varepsilon \}.$$

Then, for any compact set $F \subseteq M \setminus K$, the family $\mathcal{U}_c := \{ \{ f_x > 1 - \varepsilon \} \}_{x \in M \setminus K}$ is an open covering of $F$, and so there exist $n = n(F, \mathcal{U}_c) \in \mathbb{N}$ and $x_1, \ldots, x_n \in M \setminus K$ such that $F \subseteq \bigcup_{k=1}^n \{ f_{x_k} > 1 - \varepsilon \}$. Then, for $\rho = \mu, \nu$, for all $\alpha \geq \alpha_\varepsilon := \{ x_1, \ldots, x_n \} \in A$

$$\rho(F) \leq \rho\left( \bigcup_{k=1}^n \{ f_{x_k} > 1 - \varepsilon \} \right) \leq \rho(\{ f_{\alpha} > 1 - \varepsilon \}) \leq \frac{1}{1 - \varepsilon} \int f_\alpha \, d\rho.$$

Therefore, since $\varepsilon > 0$ is arbitrary, for fixed $F \subseteq M \setminus K$ we have that $\rho(F) \leq \liminf_{\alpha \rightarrow \infty} \int f_\alpha \, d\rho$ and since $M \setminus K$ is open and $\mu, \nu$ are weakly Radon taking the supremum over all $F \subseteq M \setminus K$, we get that $\rho(M \setminus K) \leq \liminf_{\alpha \rightarrow \infty} \int f_\alpha \, d\rho$. Together with (255) this proves that $\rho(M \setminus K) = \int f_\alpha \, d\rho$ for $\rho = \mu, \nu$, which by assumption (255) implies that $\mu(M \setminus K) = \nu(M \setminus K)$, and thus $\mu(K) = \nu(K)$. \(\square\)

**Lemma A.2** Let $(M, \tau)$ be a completely regular topological space and let $f \in B(M)$ be a bounded function. Then $f$ is lower semicontinuous if and only if

$$f = \sup_{h \in BC(M), h \leq f} h. \quad (256)$$

**Proof** If (256) holds then $f$ is lower semicontinuous and in fact the complete regularity of $M$ is not required at for this implication. So we assume that $f$ is lower semicontinuous and we will show that (256) holds. We note first that we can make the additional assumption that $f \geq 0$. Indeed, if $m := \inf_{x \in M} f(x)$ and the claim holds for non-negative functions, that

$$f = m + (f - m) = m + \sup_{h \in BC(M), h \leq f - m} h = \sup_{h \in BC(M), h \leq f} h.$$

So in the rest of the proof we assume in addition that $f \geq 0$. The $\geq$ inequality in (256) is obvious and thus order to complete the proof it suffices to prove that

$$f(x) \leq \sup_{h \in BC(M), h \leq f} h(x)$$

for all $x \in M$. Since we assume $f$ to be $\geq 0$ we obviously have that $\sup_{h \in BC(M), h \leq f} h \geq 0$ and therefore if $f(x) = 0$ we have nothing to prove. So we fix $x \in M$ such that $f(x) > 0$ and let
\( \varepsilon > 0 \in (0, f(x)/2) \) be arbitrary. Since \( f \) is lower semicontinuous, there exists an open neighbourhood \( V_x \) of \( x \) such that \( f(V_x) \subseteq (f(x) - \varepsilon, +\infty) \), and since \( M \) is completely regular, there exists a continuous function \( h_x : M \to [0, f(x) - \varepsilon] \) such that \( h_x(x) = f(x) - \varepsilon \) and \( h_x|_{V_x} \equiv 0 \). Then, \( h_x \in BC(M) \) and \( 0 \leq h_x \leq [f(x) - \varepsilon] \cdot \mathbb{1}_{V_x} \leq f \), where the last inequality follows from the choice of the neighbourhood \( V_x \). But then
\[
f(x) = \varepsilon + h_x(x) \leq \varepsilon + \sup_{h \in BC(M), h \leq f} h(x).
\]
So letting \( \varepsilon \) tend to zero we get that \( f(x) \leq \sup_{h \in BC(M), h \leq f} h(x) \) as required.

A Borel probability measure \( \mu \) in a topological space \( (M, \tau) \) is called \( \tau \)-smooth if for any upwards directed family \( \{U_\alpha\}_{\alpha \in \mathcal{A}} \) of open sets we have that
\[
\mu \left( \bigcup_{\alpha \in \mathcal{A}} U_\alpha \right) = \sup_{\alpha \in \mathcal{A}} \mu(U_\alpha).
\]

It is easy to see that any weakly Radon measure on a topological space \( (M, \tau) \) is \( \tau \)-smooth. Indeed, let \( \{U_\alpha\}_{\alpha \in \mathcal{A}} \subseteq \tau \) be an upwards directed family of open sets. We obviously have that
\[
\mu \left( \bigcup_{\alpha \in \mathcal{A}} U_\alpha \right) \geq \sup_{\alpha \in \mathcal{A}} \mu(U_\alpha).
\]
For the converse inequality, let \( \varepsilon > 0 \) be arbitrary. Then \( \bigcup_{\alpha \in \mathcal{A}} U_\alpha \) is open and since \( \mu \) is weakly Radon there exists a compact set \( K \subseteq \bigcup_{\alpha \in \mathcal{A}} U_\alpha \) such that \( \mu \left( \bigcup_{\alpha \in \mathcal{A}} U_\alpha \right) \leq \mu(K) + \varepsilon \). Now, the family \( \{U_\alpha\} \) covers the compact set \( K \), and therefore there exists \( \alpha_1, \ldots, \alpha_n \in \mathcal{A} \) such that \( K \subseteq \bigcup_{k=1}^n U_{\alpha_k} \). But since \( \{U_\alpha\} \) is upwards directed, there exist \( \alpha_0 \in \mathcal{A} \) such that \( \bigcup_{k=1}^n U_{\alpha_k} \subseteq U_{\alpha_0} \), which shows that
\[
\mu \left( \bigcup_{\alpha \in \mathcal{A}} U_\alpha \right) = \mu(K) + \varepsilon \leq \mu(U_{\alpha_0}) + \varepsilon \leq \sup_{\alpha \in \mathcal{A}} \mu(U_\alpha) + \varepsilon,
\]
and proves the claim.

Since any tight measure in a metric space \( (M, d) \) is a Radon measure it follows that any tight measure in a metric space is \( \tau_d \)-smooth where \( \tau_d \) is the topology defined by the metric \( d \).

**Lemma A.3** Let \( (M, \tau) \) be a topological space and let \( \mu \in \mathbb{P}M \) be a \( \tau \)-smooth measure. Then, if \( f := \sup_{u \in \mathcal{U}} u \), where \( \mathcal{U} \) is any upwards directed uniformly bounded family \( \mathcal{U} \) of lower semicontinuous functions \( u : M \to \mathbb{R} \), we have that
\[
\int f \ d\mu = \sup_{u \in \mathcal{U}} \int u \ d\mu.
\]

**Proof** We note first that we can assume in addition that \( 0 \leq f(x) < 1 \) for all \( x \in M \). Indeed, suppose this is true and let \( b := \inf_{x \in M} f(x) \leq \sup_{x \in M} f(x) =: B \). Then for any \( b' < b \), we have \( f - b' > 0 \) and the function \( \tilde{f} := \frac{f - b'}{B - b'} \) satisfies \( 0 < \tilde{f}(x) < 1 \) for all \( x \in M \) and \( \tilde{f} = \sup_{u \in \tilde{\mathcal{U}}} \tilde{u} \) where \( \tilde{\mathcal{U}} = \left\{ \frac{u - b}{B - b} \mid u \in \mathcal{U} \right\} \). Then,
\[
\int f \ d\mu = b'(B - b' + 1) \int \tilde{f} \ d\mu = b'(B - b' + 1) \sup_{u \in \tilde{\mathcal{U}}} \int \tilde{u} \ d\mu = \sup_{u \in \tilde{\mathcal{U}}} \int u \ d\mu.
\]
So in what follows we assume that \( f(M) \subseteq (0, 1) \) and let \( \varepsilon > 0 \) be arbitrary. We have to prove that \( \int f \ d\mu \leq \varepsilon + \sup_{u \in \mathcal{U}} \int u \ d\mu \). For each \( n \in \mathbb{N} \) we have
\[
\int f \ d\mu \leq \sum_{k=0}^{n-1} \frac{k+1}{n} \mu \left\{ f < \frac{k+1}{n} \right\} = \frac{1}{n} \sum_{k=0}^{n-1} \mu \left\{ f > \frac{k}{n} \right\} = \frac{1}{n} + \frac{1}{n} \sum_{k=1}^{n-1} \mu \left\{ f > \frac{k}{n} \right\}.
\]
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We fix \( n > 2/\varepsilon \). Since \( f = \sup_{u \in U} u \), we have that \( \{ f > \frac{k}{n} \} = \bigcup_{u \in U} \{ u > \frac{k}{n} \} \) for each \( k = 1, \ldots, n-1 \). But since each \( u \in U \) is lower semicontinuous, for each \( k = 1, \ldots, n-1 \) the set \( U^k_n := \{ u > \frac{k}{n} \} \) is open, and the family \( U^k := \{ U^k_n \}_{u \in U} \) is an upwards directed family of open sets for each fixed \( k = 1, \ldots, n-1 \). Therefore since \( \mu \) is \( \tau \)-smooth we have that

\[
\mu\{ f > \frac{k}{n} \} = \sup_{u \in U} \mu\{ u > \frac{k}{n} \}
\]

for all \( k = 1, \ldots, n-1 \), and so for each \( k = 1, \ldots, n-1 \) we can choose \( u_k \in U \) such that

\[
\mu\{ u_k > \frac{k}{n} \} > \mu\{ f > \frac{k}{n} \} - \frac{\varepsilon}{2}.
\]

Then, since \( U \) is upwards directed, there exists \( u_0 \in U \) such that \( u_0 \geq u_1 \vee \ldots \vee u_{n-1} \), and

\[
\int fd\mu \leq \frac{\varepsilon}{2} + \frac{1}{n} \sum_{k=1}^{n-1} \mu\{ f > \frac{k}{n} \} \leq \frac{\varepsilon}{2} + n - \frac{1}{n} \varepsilon + \frac{1}{n} \sum_{k=1}^{n-1} \mu\{ u_k > \frac{k}{n} \} \leq \varepsilon + \frac{1}{n} \sum_{k=1}^{n-1} \mu\{ u_0 > \frac{k}{n} \}
\]

\[
= \varepsilon + \frac{1}{n} \sum_{k=1}^{n-1} k \mu\{ \frac{k}{n} < u_0 \leq \frac{k+1}{n} \} \leq \varepsilon + \int u_0 d\mu \leq \varepsilon + \sup_{u \in U} \int u d\mu.
\]

Since \( \varepsilon > 0 \) was arbitrary this concludes the proof. \( \square \)

Next we state the portmanteau theorem in completely regular topological spaces. It is known \cite{Rae} Theorem 8.1] that the well-known characterizations of the weak convergence of nets \((\mu_\alpha)_{\alpha \in A} \subseteq PM\) given in the portmanteau theorem in polish spaces remain valid in the more general context of completely regular topological spaces \((M, \tau)\), provided the limiting measure \( \mu \) is \( \tau \)-smooth. Since any tight measure in a metric space is Radon and thus smooth, the portmanteau theorem is valid in any metric space under the assumption that the limiting measure \( \mu \) is tight and since any measure on the \( w^* \)-dual of a separable Banach space \( X \) is Radon by Corollary \ref{cor:Radon}, the portmanteau theorem holds in the space \( P(X^*, w^*) \) without any assumptions on the limiting measure \( \mu \).

**Proposition A.8** (The portmanteau theorem) Let \((M, \tau)\) be a completely regular topological space, let \((\mu_\alpha)_{\alpha \in A} \) be a net in \( PM \), and let \( \mu \in PM \) be a \( \tau \)-smooth measure. Then the following are equivalent:

(a) \( \mu_\alpha \rightharpoonup \mu \in PM \) weakly.

(b) For every closed set \( F \subseteq M \), \( \limsup_\alpha \mu_\alpha(F) \leq \mu(F) \).

(c) For every open set \( U \subseteq M \), \( \liminf_\alpha \mu_\alpha(U) \geq \mu(U) \).

(d) For every \( \mu \)-continuous set \( A \subseteq M \), i.e. every Borel set \( A \subseteq M \) such that \( \mu(\partial A) = 0 \), it holds that \( \lim_\alpha \mu_\alpha(A) = \mu(A) \).

(b') For every bounded upper semicontinuous function \( f : M \to [-\infty, \infty) \),

\[
\limsup_\alpha \int f d\mu_\alpha \leq \int f d\mu.
\]

(c') For every bounded lower semicontinuous function \( f : M \to (-\infty, \infty] \),

\[
\liminf_\alpha \int f d\mu_\alpha \geq \int f d\mu.
\]

(d') For every bounded \( \mu \)-a.s. continuous function, \( \lim_\alpha \int f d\mu_\alpha = \int f d\mu \).
Proof Since a Borel subset $A \subseteq X$ is closed, open and $\mu$-continuous iff $\mathbb{1}_A$ is lower semicontinuous, upper semicontinuous and $\mu$-a.s. continuous respectively, it follows that $(x')$ implies $(x)$, for $x = b, c, d$. Furthermore, $(b)$ is equivalent to $(c)$, and $(b')$ is equivalent to $(c')$. Finally it is obvious that $(d')$ implies $(a)$, and therefore it suffices to prove that $(a) \Rightarrow (c')$, $(b) \land (c) \Rightarrow (d)$, and that $(d) \Rightarrow (d')$. $(a) \Rightarrow (c')$ Let $f : X \to (-\infty, \infty]$ lower semicontinuous and bounded. By lemmas $A.2$ and $A.3$

$$\int f \, d\mu = \sup \left\{ \int h \, d\mu \mid h \in BC(M), \ h \leq f \right\},$$

which as we can easily see implies that $\liminf_n \int f \, d\mu_n \geq \int f \, d\mu$.

$(b) \land (c) \Rightarrow (d)$ We note first that a Borel set $A \subseteq X$ is a $\mu$-continuous set iff $\mu(A^c) = \mu(A)$. So if $A$ is a $\mu$-continuous set, by $(b)$ and $(c)$ we have that

$$\mu(A') \leq \liminf \mu_n(A') \leq \liminf \mu_n(A) \leq \limsup \mu_n(A) \leq \limsup \mu_n(\overline{A}) \leq \mu(\overline{A}),$$

which according to the initial remark proves $(d)$.

$(d) \Rightarrow (d')$ Let $f : X \to \mathbb{R}$ be a bounded, $\mu$-a.s. continuous function and let $\varepsilon > 0$. Let $M_0 \in \mathcal{B}_M$ be a full measure set, $\mu(M_0) = 1$, of continuity points of $f$ and let $a, b \in \mathbb{R}$ such that $a < f(x) < b$ for all $x \in M$. For each $r \in (a, b)$, we set $F_r := \{ x \in X \mid f(x) = r \}$. The family $\{F_r\}_{r \in (a, b)}$ is a partition of $M$, and thus for every finite subset $I$ of $(a, b)$ we have that $\sum_{r \in I} \mu(F_r) = \mu(\bigcup_{r \in I} F_r) \leq 1$ and thus

$$\sum_{r \in (a, b)} \mu(F_r) \leq 1 < +\infty.$$n

Consequently the set of all $r \in (a, b)$ for which $\mu(F_r) > 0$ is at most countable. There exists then a partition $a = a_0 < a_1 < \cdots < a_n = b$ of the interval $(a, b)$, such that $a_i - a_{i-1} < \varepsilon$, $i = 1, \ldots, n$ and $\mu(F_{a_i}) = 0$, $i = 0, \ldots, n$. We set $E_i := f^{-1}([a_{i-1}, a_i))$, $i = 1, \ldots, n$, and define the simple functions $\phi = \sum_{i=1}^n a_{i-1} \mathbb{1}_{E_i}$ and $\psi = \sum_{i=1}^n a_i \mathbb{1}_{E_i}$. Obviously, $\phi \leq f \leq \psi$ and $\psi - \phi \leq \varepsilon$. Also $\partial E_i \subseteq F_{a_{i-1}} \cup F_{a_i} \cup (M \setminus M_0)$, for all $i = 1, \ldots, n$ and thus the $E_i$'s are $\mu$-continuous sets. Then

$$\lim \int \phi \, d\mu_n = \int \phi \, d\mu$$

and

$$\lim \int \psi \, d\mu_n = \int \psi \, d\mu$$

by $(d)$ and thus

$$\int f \, d\mu - \varepsilon \leq \int \phi \, d\mu \leq \liminf \int f \, d\mu_n \leq \limsup \int f \, d\mu_n \leq \int \psi \, d\mu \leq \int f \, d\mu + \varepsilon.$$

Since $\varepsilon > 0$ was arbitrary, the claim follows. □

Next we state the generalization of Prokhorov’s relative compactness criterion on metric spaces to completely regular topological spaces, originally due to Le Cam [6]. Prokhorov’s criterion is valid in any metric space $M$ and states that a uniformly tight family $M \subseteq \mathcal{P} M \subseteq \mathcal{P} M$ of probability measures is relatively compact in the weak topology. It is usually stated in separable metric spaces, e.g. [5], but it is valid in any metric space. Indeed, if $M$ is uniformly tight, then there exists a separable closed subspace $M_0$ such that $\mu(M_0) = 1$ for all $\mu \in M$. Then the family

$$\mathcal{M}_0 := \{ \mu |_{B_{M_0}} \mid \mu \in M \} \subseteq \mathcal{P} M_0$$

is a uniformly tight family of probability measures in the separable space $M_0$ and thus given any sequence $\{\mu_n\} \subseteq \mathcal{M}$ there exists a subsequence $\{\mu_{k_n}\}$ of $\{\mu_n\}$ and $\mu_0 \in \mathcal{P} M_0$ such that $\mu_{k_n} |_{B_{M_0}} \to \mu_0$ as $n \to +\infty$. But then for the measure $\mu \in \mathcal{P} M$ defined by $\mu(B) = \mu_0(B \cap M_0)$ we have that $\mu_{k_n} \to \mu$ weakly. If the metric space is complete, the converse is also true, i.e. if a family $\mathcal{M} \subseteq \mathcal{P} M$ is relatively compact then it is uniformly tight.

**Theorem A.1** (Prokhorov-Le Cam) Let $(M, \tau)$ be a completely regular topological space. Then any uniformly tight family $\mathcal{M} \subseteq \mathcal{P} \mathcal{R} M$ of probability measures is relatively compact in $\mathcal{P} \mathcal{R} M$ in the weak topology. If $M$ is in addition submetrizable then any uniformly tight family $\mathcal{M} \subseteq \mathcal{P} \mathcal{I} M$ is also sequentially relatively compact in $\mathcal{P} \mathcal{I} M$ in the weak topology.
Proof For the proof of the first assertion see [8] Ch. 3, Th. 59. The second assertion was proved in [8]. Since the latter assertion will be frequently used in the text and the original reference is easily accessible only in Russian we will give a direct proof by using the submetrizability of \( M \) and Prokhorov’s theorem in metric spaces.

So let \( M \subseteq \mathbb{P}_lM \) be a uniformly tight family of probability measures and let \( \{\mu_n\}_{n=1}^{\infty} \subseteq \mathcal{M} \) be a sequence in \( \mathcal{M} \). We need to exhibit a subsequence \( \{\mu_{k_n}\}_{n=1}^{\infty} \) of \( \{\mu_n\}_{n=1}^{\infty} \) such that \( \mu_{k_n} \longrightarrow \mu \) in the weak topology of \( \mathbb{P}_l(M, \tau) \). Since \( M \) is submetrizable there exists a continuous metric \( d: M \times M \rightarrow \mathbb{R} \), which necessarily metrizes the restriction of the topology \( \tau \) on any \( \tau \)-compact subspace \( K \subseteq M \). Since the family \( \mathcal{M} \) is uniformly tight with respect to the topology \( \tau \) and any \( \tau \)-compact set is \( d \)-compact, it follows that \( \mathcal{M} \) is also tight in the metric space \( (M, d) \). Thus by Prokhorov’s theorem on metric spaces there exists a \( \mu \in \mathbb{P}_l(M, d) \) and a subsequence \( \{\mu_{k_n}\}_{n=1}^{\infty} \) of \( \{\mu_n\}_{n=1}^{\infty} \) such that \( \mu_{k_n} \longrightarrow \mu \) in the weak topology of \( \mathbb{P}(M, d) \). In particular by the portmanteau theorem on metric spaces

\[
\limsup_{n \to +\infty} \mu_{k_n}(F) \leq \mu(F), \quad \forall d\text{-closed } F \subseteq M. \tag{257}
\]

If we can show that

\[
\limsup_{n \to +\infty} \mu_{k_n}(F) \leq \mu(F), \quad \forall \tau\text{-closed } F \subseteq M \tag{258}
\]

and that \( \mu \) is \( \tau \)-smooth it will follow by the portmanteau theorem for completely regular spaces that \( \mu_{k_n} \longrightarrow \mu \) and the proof will be complete.

We show first (258). So let \( F \subseteq M \) be \( \tau \)-closed and let \( \varepsilon > 0 \). Since \( \mathcal{M} \) is uniformly \( \tau \)-tight there exists a \( \tau \)-compact set \( K_\varepsilon \subseteq M \) such that

\[
\sup_{n \in \mathbb{N}} \mu_{k_n}(M \setminus K_\varepsilon) < \varepsilon. \tag{259}
\]

Then \( F \cap K_\varepsilon \) is \( \tau \)-compact and thus it is also \( d \)-closed. Thus by (257)

\[
\limsup_{n \to +\infty} \mu_{k_n}(F \cap K_\varepsilon) \leq \mu(F \cap K_\varepsilon) \leq \mu(F). \tag{260}
\]

But \( F \setminus (F \cap K_\varepsilon) = F \cap (M \setminus K_\varepsilon) \) and thus by (259) \( \mu_{k_n}(F) \leq \mu_{k_n}(F \cap K_\varepsilon) + \varepsilon \) for all \( n \in \mathbb{N} \). Taking the limit superior as \( n \to +\infty \), it follows by (260) that \( \limsup_{n \to +\infty} \mu_{k_n}(F) \leq \mu(F) + \varepsilon \), which since \( \varepsilon > 0 \) was arbitrary, proves (258).

It remains to check that the measure \( \mu \) is \( \tau \)-smooth. Since the space \( M \) is assumed submetrizable, by lemma \( \Delta.1 \) it suffices to show that \( \mu \) is \( \tau \)-tight, since then it is Radon and thus \( \tau \)-smooth. But this follows from the uniform \( \tau \)-tightness of \( \mathcal{M} \). Indeed, given \( \varepsilon > 0 \) there exists a \( \tau \)-compact set \( K_\varepsilon \subseteq M \) such that \( \inf_{n \in \mathbb{N}} \mu_{k_n}(K_\varepsilon) > 1 - \varepsilon \) and thus \( \mu(K_\varepsilon) > 1 - \varepsilon \) by (258). This proves that \( \mu \) is \( \tau \)-tight and completes the proof.

In the case that \( M \) is completely regular and submetrizable we do not need to assume the family \( \mathcal{M} \) to consist of Radon measures due to corollary \( \Delta.0 \)

A.3 The dual of \( L^1(\mathcal{T}, X) \)

Let \( (\mathcal{T}, \mathcal{F}, m) \) be a complete finite measure space and let \( X \) be a Banach space. We are mainly interested in the case where \( \mathcal{T} = [0, T] \) for some a finite time horizon \( T > 0 \) where we regard the interval \( [0, T] \) as a complete measure space equipped with the Lebesgue measure. The Bochner \( L^p \)-space \( L^p(\mathcal{T}; X) \), \( 1 \leq p \leq +\infty \), is the vector space of all strongly measurable maps \( f: \mathcal{T} \to X^\ast \) (i.e. a.e. pointwise limits of simple functions) equipped with the norm

\[
\|f\|_{L^p(\mathcal{T}; X)} := \|\|f\|_{L^p(\mathcal{T})}\|.
\]
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Here in the right hand side we denote by \( \| f \|_X \in L^p(0,T) \) the map \( T \ni t \mapsto \| f(t) \|_X \). In the context of Banach valued-maps the duality \( L^p(T;X)^* = L^q(T;X^*) \) where \( 1 \leq p < +\infty \) and \( 1 < q \leq +\infty \) are conjugate exponents holds if and only if \( X^* \) has the Radon-Nikodym property with respect to \( m \). The representation of \( L^\infty(T;X)^* \cong L^1(T;X)^* \) as a dual would induce a \( w^* \)-topology on \( L^\infty(T;X^*) \) which is very convenient in proving that the laws of various empirical processes \( \sigma: D(0,T;M^N_F) \to L^\infty(0,T;X^*) \) of the ZRP are relatively compact. However for the empirical processes under study the space \( X \) will be such that the dual \( X^* \) is not separable, for example \( X = C([0,1]) \), which implies that \( X^* \) does not have the Radon-Nikodym property and the duality \( L^p(0,T;X)^* = L^q(0,T;X^*) \) does not hold.

A Banach space \( X \) is said to have the Radon-Nikodym property with respect to \( m \) if for any \( X \)-valued measure \( \nu: \mathcal{F} \to X \) that is \( m \)-absolutely continuous, i.e. for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[
    m(A) < \delta \quad \implies \quad \| \nu(A) \|_X < \varepsilon, \tag{261}
\]

there exists a Bochner integrable function \( f \in L^1(T;X) \) such that

\[
    \nu(E) = \int_E f \, dm, \quad \forall \ E \in \mathcal{F}.
\]

The Banach space \( X \) has the Radon-Nikodym property if it has the Radon-Nikodym property for any finite measure space \((T, \mathcal{F}, m)\). It is known (see for instance [17, Section 11]) where geometric characterizations of the Radon-Nikodym property are given) that a Banach space has the Radon-Nikodym property if and only if it has the Radon-Nikodym property with respect to the Lebesgue measure on \([0,1]\). As proved by Uhl [32] and Stegall [29] a dual space \( X^* \) has the Radon-Nikodym property if and only if for any separable subspace \( Y \) of \( X \), the dual \( Y^* \) is separable.

In particular if \( X^* \) is not separable, as will be the case for the empirical processes of the ZRP then \( X^* \) does not have the Radon-Nikodym property with respect to the Lebesgue interval \([0,1]\) and thus the inclusion \( L^\infty(0,T;X^*) \hookrightarrow L^1(0,T;X^*) \) is strict. However, we can one can always describe the elements of \( L^1(0,T;X^*) \) via curves taking values in \( X^* \) when \( X^* \) does not have the Radon-Nikodym property by relaxing strong measurability to \( w^* \)-measurability as described for example in [25]. This can be done since a \( w^* \)-measurable Radon-Nikodym derivative always exists. Our goal in this section is to give a description of the dual space \( L^1(T;X)^* \) for general Banach spaces \( X \) following [9, 29] and 17.

### A.3.1 Weak-star \( L^\infty \)-spaces

Let \( T = (T, \mathcal{F}, m) \) be a finite measure space and let \( \mathcal{L}_{w^*}(T;X^*) \) denote the linear space of all \( w^* \)-measurable maps \( \mu: (T, \mathcal{F}) \to X^* \). We recall that \( \mu \) is \( w^* \)-measurable if and only if it is \( \sigma(\mathcal{J}(X)) \)-measurable where \( \mathcal{J}: X \hookrightarrow X^{**} \) is the canonical injection in the double dual. As is customary we use the calligraphic \( \mathcal{L} \) to denote that we have not identified a.e. equal functions. In section A.1 we have seen that the norm \( \| \cdot \|_X \) is only \( \mathcal{B}_{w^*} \)-measurable. However, when \( X \) is separable, \( \sigma(\mathcal{J}(X)) = \mathcal{B}_{w^*} \) by Proposition A.2, and in this case the map \( \| \mu \|_X \) is measurable for all \( \mu \in \mathcal{L}_{w^*}(T;X^*) \). Thus for separable \( X \) we define

\[
    \mathcal{L}^0_{w^*}(T;X^*) := \left\{ \mu \in \mathcal{L}_{w^*}(T;X^*) \mid \| \mu \|_X, \| \mu \|_{L^1(T)} < +\infty \right\}
\]

for each \( q \in [1, +\infty] \) and set \( \mathcal{L}^q_{w^*}(T;X^*) \) the quotient space modulo the relation of \( m \)-a.s. equality.

In general, unless \( X^* \) is separable, the \( \sigma \)-algebra \( \sigma(\mathcal{J}(X)) \) is smaller than the Borel \( \sigma \)-algebra \( \mathcal{B}_{w^*} \) of the \( w^* \)-topology. Thus we can not conclude that \( \| \mu \|_{X^*}: T \to \mathbb{R}_+ \) is measurable. However one can still define the linear subspace of \( \mathcal{L}_{w^*}(T;X^*) \) consisting of \( L^q \)-maps as the space \( \mathcal{L}^q_{w^*}(T;X^*) \) of all \( w^* \)-measurable functions \( \mu \in \mathcal{L}_{w^*}(T;X^*) \) such that

\[
    A_\mu := \left\{ g \in L^\infty(T) \mid \| \mu t \|_{X^*} \leq g(t) \text{ a.s.} \forall t \in T \right\} \neq \emptyset. \tag{262}
\]
and the seminorm $\| \cdot \|_{L^\infty_w(\mathcal{F};X^*)}$ on $L^\infty_w(\mathcal{F};X^*)$ given by
\[ \|\mu\|_{L^\infty_w(\mathcal{F};X^*)} = \inf_{g \in A_\mu} \|g\|_{L^\infty(\mathcal{F})}. \]

The kernel
\[ N_{X^*} := \{ \mu \in L^\infty_w(\mathcal{F};X^*) \mid \|\mu\|_{L^\infty_w(\mathcal{F};X^*)} = 0 \} \]
of the seminorm $\| \cdot \|_{L^\infty_w(\mathcal{F};X^*)}$ coincides with the subspace of maps $\mu \in L^\infty_w(\mathcal{F};X^*)$ that vanish on a measurable subset $E \in \mathcal{F}$ of full measure.

Then the bilinear map $\langle \cdot, \cdot \rangle : L^1(\mathcal{F};X) \times L^\infty_w(\mathcal{F};X^*) \to \mathbb{R}$ given by
\[ \langle f, \mu \rangle = \int_X \langle f, \mu \rangle \, dm(t) \]
is well defined, since for all $(f, \mu) \in L^1(\mathcal{F};X) \times L^\infty_w(\mathcal{F};X^*)$ the map $\mathcal{T} \ni t \mapsto \langle f, \mu \rangle =: (f, \mu)_t$, denoted by $\langle f, \mu \rangle$, does not depend on the representatives of the $m$-a.e. equality classes of $f$ and $\mu$, it is in $L^1(\mathcal{F})$ and
\[ \| \langle f, \mu \rangle \| \leq \| f \|_{L^1(\mathcal{F};X)} \| \mu \|_{L^\infty_w(\mathcal{F};X^*)}. \]

The bilinear pairing between $L^1(\mathcal{F};X)$ and $L^\infty_w(\mathcal{F};X^*)$ induces a linear operator $S : L^\infty_w(\mathcal{F};X^*) \to L^1(\mathcal{F};X^*)$ via $S(\mu)(f) = \langle f, \mu \rangle$. By (263) the operator $S$ is a contraction. Consider in $L^\infty_w(\mathcal{F};X^*)$ the relation $\sim_S$ given by $\mu \sim_S \nu$ if and only if $\mu - \nu \in \ker S$, i.e.
\[ \mu \sim_S \nu \quad \text{iff} \quad \langle f, \mu \rangle = \langle f, \nu \rangle \quad \text{for all} \quad f \in L^1(\mathcal{F};X). \]

As we will see the relation $\sim_S$ is equivalent to the relation $\sim_{w^*}$ of $w^*$-m.a.s. equality, i.e.
\[ \mu \sim_{w^*} \nu \quad \text{iff} \quad m \{ t \in \mathcal{T} \mid \langle f, \mu \rangle = \langle f, \nu \rangle \} = 0, \forall f \in X. \]

Indeed, if $\mu \sim_{w^*} \nu$ then in particular for any $A \in \mathcal{F}$ and any $f \in X$
\[ \int_A \mu_t(f) \, dm(t) = \int_A \mu_t(f\mathbb{1}_A(t)) \, dm(t) = \langle f\mathbb{1}_A, \mu \rangle = \langle f\mathbb{1}_A, \nu \rangle = \int_A \nu_t(f) \, dm(t) \]
which implies that $\mu_t(f) = \nu_t(f)$ for almost all $t \in \mathcal{T}$ and thus $\mu \sim_{w^*} \nu$. Conversely, if $\mu \sim_{w^*} \nu$ holds then it is easy to see that $\langle \phi, \mu \rangle = \langle \phi, \nu \rangle$ for all simple functions $\phi = \sum_{i=1}^n f_i \mathbb{1}_{A_i}, f_i \in X$, $A_i \in \mathcal{F}$ and thus $\mu \sim_S \nu$.

By taking the quotient of the space $L^\infty_w(\mathcal{F};X^*)$ with respect to the subspace $\ker S$ the map $S$ passes to an injection $S : L^\infty_w(\mathcal{F};X^*) \to L^1(\mathcal{F};X^*)$. In the case that the Banach space $X$ is separable the operator $S$ is an injection and we do not need to take the quotient with ker $S$. As we will show in the following two sections the map $S$ is also surjective and thus for separable $X$ the dual $L^1(\mathcal{F};X^*)$ is isometric to $L^\infty_w(\mathcal{F};X^*)$ and in the case that $X$ is not separable $L^1(\mathcal{F};X^*)^*$ is isometric to $L^\infty_w(\mathcal{F};X^*)$.

**Proposition A.9** If the Banach space $X$ is separable then the equivalence relation of $w^*$-m.a.s. equality in $L^\infty_w(\mathcal{F};X^*)$ coincides with $m$-a.s. equality in $L^\infty_w(\mathcal{F};X^*)$ and thus $S : L^\infty_w(\mathcal{F};X^*) \to L^1(\mathcal{F};X^*)$ is an injection.

**Proof** Let $\mu, \nu \in L^\infty_w(\mathcal{F};X^*)$ be such that $\mu \sim_S \nu$. Since $X$ is separable there exists a countable subset $D \subseteq X$ dense in $X$. Then for any $f \in D$ there exists a set $E_f \in \mathcal{F}$ with $m(E_f) = m(T)$ and $\langle f, \mu_t \rangle = \langle \nu_t \rangle$ for all $t \in E_f$. Then set $E := \bigcap_{f \in D} E_f$ is of full $m$-measure in $\mathcal{T}$ and $\langle f, \mu_t \rangle = \langle f, \nu_t \rangle$ for all $f \in D, t \in E$. But since $D$ is dense in $X$ this implies that $\langle f, \mu_t \rangle = \langle f, \nu_t \rangle$ for all $f \in X$ and all $t \in E$ and thus $\mu_t = \nu_t$ for all $t \in E$ which proves that $\mu = \nu$ in $L^\infty_w(\mathcal{F};X^*)$. \qed
A.3.2 Banach-valued measures

A $X$ valued set function $\nu : F \to X$ is called a Banach-valued measure if $\nu(\emptyset) = 0 \in X$ and for any disjoint sequence $\{A_n\} \subseteq F$

$$\nu\left(\bigcup_{n=1}^{\infty} A_n\right) = \sum_{n=1}^{\infty} \nu(A_n)$$

where the series in the right hand side converges in the norm of $X$. Since $\bigcup_{n=1}^{\infty} A_n = \bigcup_{n=1}^{\infty} A_{\sigma(n)}$ for any permutation $\sigma : \mathbb{N} \to \mathbb{N}$ the series converges unconditionally but not necessarily absolutely when $X$ is infinite dimensional. Equivalently $\nu$ is Banach-valued measure if and only if it is finitely additive and for any disjoint sequence $\{A_n\}_{n=1}^{\infty} \subseteq F$

$$\lim_{n \to +\infty} \left\| \nu\left(\bigcup_{i=n}^{\infty} A_i\right) \right\|_X = 0.$$ 

The total variation of a Banach valued measure $\nu : F \to X$ is the finitely additive set function

$$|\nu|(A) = \sup_{P_A} \sum_{E \in P_A} \|\nu(E)\|_X \geq \|\nu(A)\|_X, \quad A \in F.$$ 

Here the supremum runs over all finite partitions $P_A \subseteq F$ of $A \in F$. We say that $\nu$ has bounded variation if $|\nu|_TV := |\nu|(T) < +\infty$, in which case $|\nu|$ is a non-negative measure and we will denote by $M(T; X)$ the space of all $X$-valued measures on $(T, F)$ with bounded variation.

A Banach-valued measure $\nu : F \to X$ on the measure space $T = (T, F, m)$ is called $m$-absolutely continuous, which we denote by $\nu \ll m$, if for every $\varepsilon > 0$ there exists $\delta > 0$ such that (261) holds. The Banach-valued measure $\nu$ is $m$-absolutely continuous if and only if its total variation $|\nu|$ is $m$-absolutely continuous. Indeed, since $|\nu(E)|_X \leq |\nu|(1)$ it is obvious that if $|\nu|$ is $m$-absolutely continuous then so is $\nu$. For the converse, given $\varepsilon > 0$ we can choose a finite partition $P = \{E_1, \ldots, E_k\}, i \in \mathbb{N}$ of $T$ such that $|\nu|(T) \leq \sum_{E \in P_T} |\nu(E)|_X + \varepsilon$. Then for any $A \in F$

$$|\nu|(A) = |\nu|(T) - |\nu|(T \setminus A) \leq \sum_{E \in P_T} |\nu(E)|_X + \varepsilon - \sum_{E \in P_T} |\nu((T \setminus A) \cap E)|_X$$

$$\leq \sum_{E \in P_T} \|\nu(E) - \nu((T \setminus A) \cap E)\|_X + \varepsilon = \sum_{E \in P_T} \|\nu(A \cap E)\|_X + \varepsilon \quad (266)$$

But since $\nu$ is absolutely continuous there exists $\delta = \delta(\varepsilon, P_T, k) > 0$ such that $m(A) < \delta$ implies $|\nu(A)|_X \leq \frac{\varepsilon}{\delta}$. So if $m(A) < \delta$ then also $m(A \cap E) < \delta$ for all $E \in P_T$ and therefore $|\nu|(A) \leq 2\varepsilon$ by (266) which shows that $|\nu| \ll m$.

The Banach-valued measure $\nu : F \to X$ is called $m$-Lipschitz continuous with respect to $m$ if

$$\text{Lip}_m(\nu) := \sup_{m(A) \neq 0} \frac{|\nu(A)|_X}{m(A)} < +\infty.$$ 

A Banach-valued measure $\nu \in M(T; X)$ is Lipschitz continuous if and only if the measure $|\nu| \in M(T)$ is $m$-Lipschitz continuous i.e. iff $\text{Lip}_m(|\nu|) = \sup_{m(A) \neq 0} \frac{|\nu(A)|}{m(A)} < +\infty$ and $\text{Lip}_m(\nu) = \text{Lip}_m(|\nu|)$. Indeed, since $|\nu(A)|_X \leq |\nu|(A) \leq |\nu|(T)$ for all $A \in F$ it is obvious if $|\nu|$ is $m$-Lipschitz continuous then $\nu$ is Lipschitz continuous with $\text{Lip}_m(\nu) \leq \text{Lip}_m(|\nu|)$. Conversely if $\nu$ is $m$-Lipschitz then for each $A \in F$

$$|\nu|(A) = \sup_{P_A} \sum_{E \in P_A} |\nu(E)|_X \leq \text{Lip}_m(\nu) \sup_{P_A} \sum_{E \in P_A} m(E) = \text{Lip}_m(\nu) m(A)$$

and thus $|\nu|$ is $m$-Lipschitz continuous with $\text{Lip}_m(|\nu|) \leq \text{Lip}_m(\nu)$. In particular any $m$-Lipschitz continuous measure $\nu \in M(T; X)$ is also $m$-absolutely continuous. The space of $m$-Lipschitz continuous measures $\nu \in M(T; X)$ will be denoted by $M_{\text{Lip}}(m; X)$. The linear space $M_{\text{Lip}}(m; X)$ becomes a normed space when equipped with the norm $\text{Lip}_m : M_{\text{Lip}}(m; X) \to \mathbb{R}_+$. 
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Given a Banach-valued measure $\nu \in \mathcal{M}(T; X)$ we define $L^p(\nu) = L^p(|\nu|)$, $1 \leq p \leq \infty$ and we can define the $d\nu$-integral for simple functions $\phi = \sum_{i=1}^n a_i \mathbb{1}_{A_i}$, $a_i \in \mathbb{R}$, $A_i \in \mathcal{F}$ by

$$\int \phi(t) \, d\nu(t) = \sum_{i=1}^n a_i \nu(A_i).$$

Then for all simple maps $\phi$ as above

$$\left\| \int \phi(t) \, d\nu(t) \right\|_X \leq \sum_{i=1}^n |a_i| \left\| \nu(A_i) \right\|_X \leq \sum_{i=1}^n |a_i| \nu(A_i) = \int |\phi(t)| \, d|\nu|(t)$$

and the $d\nu$-integral can be extended to a linear vector-valued integral $d\nu : L^1(\nu) \to X$ by defining $\int f \, d\nu = \lim_{n \to +\infty} \int \phi_n(t) \, d\nu(t)$ for any sequence of simple functions $\{\phi_n\}$ such that $\lim_{n \to +\infty} \int |\phi_n(t) - f(t)| \, d|\nu|(t) = 0$. This does not depend on the choice of the sequence $\{\phi_n\}$ of simple functions and satisfies $\left\| \int f \, d\nu \right\|_X \leq \int |f| \, d|\nu|$. 

In the case that the Banach-valued measure $\nu$ takes values in a dual space, i.e. $\nu \in \mathcal{M}(T; X^*)$ then one can define a real valued integral $\int (\cdot, \phi) \nu$ on $L^1(\nu; X) := L^1(|\nu|; X)$. This can be done by defining for any simple function $\phi = \sum_{i=1}^n f_i \mathbb{1}_{A_i}$, $f_i \in X$, $A_i \in \mathcal{F}$

$$\int \langle \phi(t), d\nu(t) \rangle = \sum_{i=1}^n \nu(A_i)(f_i).$$

Then for any such simple map $\phi$ in canonical form so that $\|\phi\|_{X^*} = \sum_{i=1}^n \|f_i\|_X \mathbb{1}_{A_i}$

$$\left| \int \langle \phi(t), d\nu(t) \rangle \right| \leq \sum_{i=1}^n \|\nu(A_i)\|_{X^*} \|f_i\|_X \leq \sum_{i=1}^n \|\nu(A_i)\|_{X^*} (f_i) = \int \|\phi(t)\|_X \, d|\nu|(t)$$

and we can extend to all maps by

$$\int \langle f, d\nu(t) \rangle = \lim_{n \to +\infty} \int \langle \phi_n(t), d\nu(t) \rangle$$

(267)

where $\{\phi_n\}$ is any sequence of simple functions satisfying

$$\lim_{n \to +\infty} \int \|\phi_n(t) - f(t)\|_X \, d|\nu|(t) = 0.$$  

(268)

Such a sequence $\{\phi_n\}$ exists since $\|f\|_X \in L^1(|\nu|)$ because $f$ is assumed in the Bochner space $L^1(|\nu|; X)$ and the definition (267) does not depend on the choice of sequence $\{\phi_n\}$ of simple functions satisfying (268). Then

$$\left| \int \langle f(t), d\nu(t) \rangle \right| \leq \int \|f(t)\|_X \, d|\nu|(t), \quad \forall f \in L^1(\nu; X).$$

(269)

Using this real valued integral we can see $L^1(m; X^*)$ is isometric to $\mathcal{M}_{\text{Lip}}(m; X^*)$.

**Proposition A.10** The linear operator $V : L^1(T; X)^* \to \mathcal{M}_{\text{Lip}}(T; X^*)$ defined by assigning to each functional $J \in L^1(T; X)^*$ the Banach-valued measure $V_J \in \mathcal{M}(T; X^*)$ given by $\langle f, V_J(A) \rangle = \nu_J(A)(f) = J(f \mathbb{1}_A)$ is a surjective isometry.

**Proof** Indeed, the set function $\nu_J$ is obviously finitely additive and for any $f \in X$ and $A \in \mathcal{F}$ satisfies $|V_J(A)(f)| \leq \|J\|_{L^1(T; X)^*} \|f\|_X m(A)$. Taking the supremum over all $f$ in the unit ball of $L^1(T; X)$ we obtain that $\|V_J(A)\|_{X^*} \leq \|J\|_{L^1(T; X)^*} m(A)$ for all $A \in \mathcal{F}$. In particular $V_J$ is a $m$-Lipschitz Banach-valued measure with $\text{Lip}_m(V_J) \leq \|J\|_{L^1(m; X)^*}$. Thus the map $V$ is a well defined contraction and is obviously injective.
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Conversely, for \( \nu \in \mathcal{ML}ip(m; X^*) \) the inequality \( |\nu| (\cdot) \leq \text{Lip}_m(\nu)m(\cdot) \) implies that \( L^1(m; X) \leq L^1(|\nu|; X) \) and \( \int \langle f(t), d\nu(t) \rangle \leq \text{Lip}_m(\nu) \| f \|_{L^1(m; X)} \) for all \( f \in L^1(m; X) \). Thus the formula
\[
\mathcal{J}_\nu(f) = \int \langle f, d\nu \rangle, \quad f \in L^1(m; X) \leq L^1(|\nu|; X)
\]
defines a linear functional \( \mathcal{J}_\nu \in L^1(m; X)^* \) with \( \| \mathcal{J}_\nu \|_{L^1(m; X)} \leq \text{Lip}_m(\nu) \). Consequently the assignment \( \mathcal{ML}ip(m; X^*) \ni \nu \mapsto \mathcal{J}_\nu \in L^1(m; X)^* \) defines a contraction that is obviously injective.

But the maps \( V \) and \( \mathcal{J} \) are inverse to each other since on one hand \( V_{2\nu}(A)(f) = \int \langle f, \mathcal{J}_A(t), d\nu \rangle = \langle f, \nu(A) \rangle \) for all \( \nu \in \mathcal{ML}ip(m; X^*) \), \( A \in \mathcal{F} \) and \( f \in X \) so that \( V_{2\nu} = \nu \) for all \( \nu \in \mathcal{ML}ip(m; X^*) \) and thus \( V \circ \mathcal{J} = \text{id}_{\mathcal{ML}ip(m; X^*)} \). On the other hand for all \( J \in L^1(m; X)^* \) and all simple maps \( \phi = \sum_{i=1}^n f_i \mathbb{I}_{A_i} \in L^1(m; X) \)
\[
\mathcal{J}_{V_j}(\phi) = \int \langle \phi(t), dV_j(t) \rangle = \sum_{i=1}^n \langle f_i, V_j(A_i) \rangle = \sum_{i=1}^n J(f_i \mathbb{I}_{A_i}) = J(\phi)
\]
and since this holds for all simple maps \( \phi \in L^1(m; X) \) and the functionals \( \mathcal{J}_{V_j} \) and \( J \) are both continuous it follows that \( \mathcal{J}_{V_j} = J \) for all \( J \in L^1(m; X)^* \). Therefore \( \mathcal{J} \circ V = \text{id}_{L^1(m; X)^*} \). It follows that the maps \( V \) and \( \mathcal{J} \) are both surjective isometries and the proof is complete. \( \square \)

A.3.3 Weak-Star Radon-Nikodym derivatives

**Theorem A.2** Let \( X \) be a Banach space and let \( (T, \mathcal{F}, m) \) be a complete and finite positive measure space. There exists a linear isometric inclusion \( \hat{\mu}: \mathcal{ML}ip(m; X^*) \to \mathcal{L}_w^\infty(T; X^*) \) such that for each \( \nu \in \mathcal{ML}ip(m; X^*) \)

1. The map \( \hat{\mu}^\nu \in \mathcal{L}_w^\infty(T; X^*) \) for all \( \nu \in \mathcal{ML}ip(m; X^*) \)

2. For all \( f \in X \) and \( A \in \mathcal{F} \)
\[
\nu(A)(f) = \int_A \langle f, \hat{\mu}^\nu \rangle \, dm(t).
\]

3. For all \( A \in \mathcal{F} \)
\[
|\nu|(A) = \int_A \| \hat{\mu}^\nu \|_{X^*} \, dm(t).
\]

Furthermore, any map \( \hat{\mu}: \mathcal{ML}ip(m; X^*) \to \mathcal{L}_w^\infty(T; X^*) \) satisfying properties (1) to (3) above passes to a surjective isometry \( \hat{\mu}: \mathcal{ML}ip(m; X^*) \to \mathcal{L}_w^\infty(T; X^*) := \mathcal{L}_w^\infty(T; X^*|_{X^*}) \) when composed with the natural quotient map \( [.,.]_S: L_w^\infty(T; X^*) \to \mathcal{L}_w^\infty(T; X^*) \) of the relation of \( w^* \)-m.a.s. equality.

**Proof** We follow the proof based on the existence of linear liftings found in [25, Theorem 1.5.2].

A lifting on the space \( (T, \mathcal{F}, m) \) is linear right inverse \( \ell: L^\infty(m) \to \mathcal{L}_\infty(m) \) to the quotient map \([\cdot]_m: \mathcal{L}_\infty(m) \to L^\infty(m) \) that is unital i.e. \( \ell(1) = 1_T \) and monotone i.e. if \( f \leq g \) in \( L^\infty(m) \) then \( \ell(f)(t) \leq \ell(g)(t) \) for all \( t \in T \). If also \( \ell(f \cdot g) = \ell(f) \cdot \ell(g) \) then \( \ell \) is called a strong lifting. For the existence of a strong lifting on \( L^\infty(m) \) on complete positive measure spaces we refer to [12, 31].

Using the existence of liftings it is easy to define the required isometric inclusion \( \hat{\mu}: \mathcal{ML}ip(m; X^*) \to \mathcal{L}_w^\infty(T; X^*) \). Indeed for each \( \nu \in \mathcal{ML}ip(m; X^*) \) for all \( f \in X \) the signed measure \( \nu_f := \langle f, \nu(\cdot) \rangle \) is \( m \)-Lipschitz continuous since \( |\nu_f(A)| \leq \text{Lip}_m(\nu) \| f \|_{X^*} mA \) for all \( A \in \mathcal{F} \). Thus \( \nu_f \) has a Radon-Nikodym derivative \( \frac{d\nu_f}{dm} \in L^\infty(m) \). Then by fixing a lifting \( \ell: L^\infty(m) \to \mathcal{L}_\infty(m) \) we define the map \( \hat{\mu}^\nu = \hat{\mu}^\nu \circ \ell: T \to X^* \) by
\[
\hat{\mu}^\nu (f) = \ell \left( \frac{d\nu_f}{dm} \right)(t).
\]
Let us check that indeed \( \hat{\mu}^\nu \in X^* \) for all \( t \in T \). Obviously \( \nu_{af+bg} = a \nu_f + b \nu_g \) for all \( f, g \in X, \ a, b \in \mathbb{R} \) which implies that \( \frac{d\nu_{af+bg}}{dm} = a \frac{d\nu_f}{dm} + b \frac{d\nu_g}{dm} \) in \( L^\infty(m) \). Therefore by the linearity of liftings
we obtain the linearity of $\hat{\nu}^\nu$ for all $t \in \mathcal{T}$. To see that $\hat{\nu}^\nu$ is bounded we note that since $|\nu|$ is also Lipschitz $\|\frac{d|\nu|}{dm}\|_{L^\infty} \leq \text{Lip}_m(\nu)$ and thus for all $f \in X$ and $A \in \mathcal{F}$

$$\int_A \frac{d|\nu|}{dm}(t) \, dm(t) = v_f(A) \leq \|f\|_X \|\nu(A)\|_{X^*} \leq \|f\|_X \|\nu(A)\| = \|f\|_X \int_A \frac{d|\nu|}{dm}(t) \, dm(t).$$

Since this holds for all $A \in \mathcal{F}$ is follows that $\frac{d|\nu|}{dm} \leq \|f\|_X \frac{d|\nu|}{dm} \leq \|f\|_X \cdot \text{Lip}_m(\nu)$ m-a.e. in $\mathcal{T}$ for all $f \in X$. Therefore by the monotonicity of liftings, for all $t \in \mathcal{T}$

$$\hat{\nu}^\nu(f) = \ell \left( \frac{d|\nu|}{dm} \right)(t) \leq \|f\|_X \cdot \ell \left( \frac{d|\nu|}{dm} \right)(t) \leq \|f\|_X \cdot \text{Lip}_m(\nu)$$

and thus $\hat{\nu}^\nu \in X^*$ with $\|\hat{\nu}^\nu\|_{X^*} \leq \ell \left( \frac{d|\nu|}{dm} \right)(t) \leq \text{Lip}_m(\nu)$. Since $\hat{\nu}^\nu$ is by definition $w^*$-measurable it follows that $\hat{\nu}^\nu \in \mathcal{L}_{w^*}^\infty(\mathcal{T}; X^*)$ and $\|\hat{\nu}^\nu\|_{\mathcal{L}_{w^*}^\infty(\mathcal{T}; X^*)} \leq \text{Lip}_m(\nu)$.

The map $\mathcal{M}_{\text{Lip}}(m; X^*) \ni \nu \mapsto \hat{\nu}^\nu \in \mathcal{L}_{w^*}^\infty(\mathcal{T}; X^*)$ is obviously linear and property (2) holds by definition. We will check that properties (1) and (3) also hold and for this it suffices to show that $\|\hat{\nu}^\nu\|_{X^*} = \frac{d|\nu|}{dm}(t)$ for almost all $t \in \mathcal{T}$. Let $g$ denote the supremum of the family of all functions of the form

$$\sum_{i=1}^n 1_{A_i}(t) \ell \left( \frac{d|\nu|}{dm} \right)(t)$$

where $\{A_i\}_{i=1}^n$ is a partition of $\mathcal{T}$, $n \in \mathbb{N}$ and $\{f_i\}_{i=1}^n$ is a finite sequence in the unit ball of $X$. Since $\ell \left( \frac{d|\nu|}{dm} \right)(t) = \hat{\nu}^\nu(f) \leq \|\hat{\nu}^\nu\|_{X^*}$ for any $f \in X$ with $\|f\|_X \leq 1$ any map in this family is bounded above by $\|\hat{\nu}^\nu\|_{X^*}$ and thus by [13] Corollary IV.11.7 the map $g$ is in $L^\infty(m)$ and

$$0 \leq g(t) \leq \|\hat{\nu}^\nu\|_{X^*} \leq \frac{d|\nu|}{dm}(t) \leq \text{Lip}_m(\nu).$$

By the definition of $|\nu|$, given $\varepsilon > 0$ there exists a partition $\{A_i\}_{i=1}^n$ of $\mathcal{T}$ and unit vectors $f_i \in X$ such that $\sum_{i=1}^n \nu(A_i)(f_i) = |\nu|(\mathcal{T}) - \varepsilon$ and thus

$$\int_\mathcal{T} \frac{d|\nu|}{dm}(t) \, dm(t) - \varepsilon = |\nu|(\mathcal{T}) - \varepsilon \leq \sum_{i=1}^n \nu(A_i)(f_i) = \sum_{i=1}^n \int_{A_i} \frac{d|\nu|}{dm}(t) \, dm(t)$$

$$= \int \sum_{i=1}^n 1_{A_i}(t) \ell \left( \frac{d|\nu|}{dm} \right)(t) \, dm(t) \leq \int_\mathcal{T} g(t) \, dm(t).$$

Since $g(t) \leq \frac{d|\nu|}{dm}(t)$ for $m$-almost all $t \in \mathcal{T}$ this implies that $g = \|\hat{\nu}^\nu\|_{X^*} = \frac{d|\nu|}{dm}$ m-a.e. in $\mathcal{T}$ as required. Using property (3) it is now easy to see $\hat{\nu}$ is norm-preserving. Indeed,

$$\|\hat{\nu}^\nu\|_{\mathcal{L}_{w^*}^\infty(\mathcal{T}; X^*)} = \|\|\mu^\nu\|_{X^*}\|_{L^\infty(m)} = \sup_{m(A) \neq 0} \frac{1}{m(A)} \int_A \|\mu^\nu\|_{X^*} \, dm(t)$$

$$= \sup_{m(A) \neq 0} \frac{|\nu|(A)}{m(A)} = \text{Lip}_m(\nu).$$

for any $\nu \in \mathcal{M}_{\text{Lip}}(m; X^*)$ and the proof of the first claim is complete.

We prove now the second claim. The map $\tilde{\nu} = \|\cdot\|_S \circ \hat{\nu}: \mathcal{M}_{\text{Lip}}(m; X^*) \to \mathcal{L}_{w^*}^\infty(\mathcal{T}; X^*)$ is obviously a contraction. We will show that it is also surjective. Indeed, we can define $\tilde{\nu}: \mathcal{L}_{w^*}^\infty(\mathcal{T}; X^*) \to \mathcal{M}_{\text{Lip}}(m; X^*)$ by

$$\tilde{\nu}(A)(f) = \int_A \langle f, \mu_t \rangle \, dm(t), \quad \mu \in \mathcal{L}_{w^*}^\infty(\mathcal{T}; X^*), \quad A \in \mathcal{F}, \quad f \in X. \quad (271)$$

This is well-defined according to the definition of the relation $\sim_S$ of $w^*$-m.a.s. equality. Then for each $A \in \mathcal{F}$, $f \in X$ and $g \in \mathcal{A}_{\mu_0}$ where $\mu_0 \sim_S \mu$ is a representative of the class $\mu$

$$|\tilde{\nu}(A)(f)| \leq \|f\|_X \int_A g(t) \, dm(t) \leq \|f\|_X \|g\|_{L^\infty(m)} \, m(A)$$
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and taking first the infimum over all \( g \in A_\mu \) and then the supremum over all \( f \in X \) with \( \|f\|_X \leq 1 \) we obtain that \( \|\hat{\nu}(A)\| \leq \|\mu_0\|_{L_\infty^\nu(T;X^*)} m(A) \) for all \( A \in \mathcal{F} \) and thus

\[
\text{Lip}_m(\hat{\nu}_\mu) \leq \|\mu_0\|_{L_\infty^\nu(T;X^*)}.
\]

Taking then the infimum over all \( \mu_0 \) we obtain that the map \( \hat{\nu} \) is a contraction. Now by applying the map \( \hat{\mu}: M_{\text{Lip}}(m;X^*) \to L_\infty^\nu(T;X^*) \) to \( \hat{\nu}_\mu \) we obtain \( \hat{\mu}_\nu^\nu \in L_\infty^\nu(T;X^*) \) satisfying properties (1) to (3) of Theorem A.2. In particular by (2) for all \( f \in X \)

\[
\int_{\mathcal{A}} \langle f, \hat{\mu}_\nu^\nu \rangle \, dm(t) = \int_{\mathcal{A}} \langle f, \mu_\nu \rangle \, dm(t), \quad \forall A \in \mathcal{F}
\]

which implies that \( \hat{\mu}_\nu^\nu \sim_S \mu \) so that \( \hat{\mu}_\nu^\nu = \mu \) in \( L_\infty^\nu(T;X^*) \). This proves that \( \hat{\nu} \circ \hat{\mu} = \text{id}_{L_\infty^\nu(T;X^*)} \) and in particular the map \( \hat{\nu} = \lfloor \cdot \rfloor_S \circ \hat{\mu} \) is surjective. Since both maps \( \hat{\mu} \) and \( \hat{\nu} \) are contractions if we show that also \( \hat{\nu} \circ \hat{\mu} = \text{id}_{M_{\text{Lip}}(m;X^*)} \) is will follow that they are both surjective isomorphisms inverse to each other. But this is easy since for any \( \nu \in M_{\text{Lip}}(m;X^*) \) and any \( A \in \mathcal{F} \), \( f \in X \)

\[
\hat{\mu}_\nu^\nu(A)(f) = \int_{\mathcal{A}} \langle f, \hat{\mu}_\nu^\nu \rangle \, dm(t) = \int_{\mathcal{A}} \langle f, \mu_\nu \rangle \, dm(t) = \nu(A)(f)
\]

where the first equality is just the definition of the map \( \hat{\nu} \), the second is due to the fact that \( \hat{\mu}_\nu^\nu \sim_S \hat{\mu}_\nu^\nu \) and the last equality is by property (2) of \( \hat{\mu}_\nu^\nu \).

\[ \square \]

A few remarks are in order. First, since \( L_\infty^\nu(T;X^*) = L_\infty^\nu(T;X^*) \) when \( X \) is separable, in this case the map \( \hat{\mu}: M_{\text{Lip}}(m;X^*) \to L_\infty^\nu(T;X^*) \) is an isometric isomorphism. Furthermore since the map \( \|\nu\|_{\mathcal{S},T} \) is \( \mathcal{F} \)-measurable for all \( \nu \in L_\infty^\nu(T;X^*) \) property (1) of the map \( \hat{\mu} \) in Theorem A.2 is redundant and the induced map \( \hat{\mu}: M_{\text{Lip}}(m;X^*) \to L_\infty^\nu(T;X^*) \) by composing with the quotient map of the relation of \( m \)-a.s. equality is uniquely determined by property (2).

In the case that \( X \) is non-separable for any \( \nu \in L_\infty^\nu(T;X^*) \) any representative of its \( w^\ast \)-m.a.s equality class satisfies property (2) of Theorem A.2, while there exists a representative \( \hat{\mu} \sim_S \nu \) in its class of \( w^\ast \)-m.a.s equality such that properties (1) and (3) hold namely the map \( \hat{\mu} := \hat{\mu}_\nu^\nu \) where \( \hat{\nu} \) is the map defined in (271). For this representative \( \|\nu\|_{L_\infty^\nu(T;X^*)} = \|\|\hat{\mu}\|_{\mathcal{S},T} \|_{L_\infty^\nu(m)} \). Thus even when \( X \) is non-separable one can always choose for each \( \mu \in L_\infty^\nu(T;X^*) \) a representative \( \hat{\mu} \) from its \( w^\ast \)-m.a.s equality class such that \( \hat{\mu} \in L_\infty^\nu(T;X^*) \).

**Corollary A.2** The map \( S: L_\infty^\nu(T;X^*) \to L^1(T;X)^\ast \) defined by \( S(\mu)(f) = \langle f, \mu \rangle \) is an isometric isomorphism.

**Proof** It suffices to check that \( S = \mathbb{J} \circ \hat{\nu} \) where \( \hat{\nu}: L_\infty^\nu(T;X^*) \to M_{\text{Lip}}(m;X^*) \) and \( \mathbb{J}: M_{\text{Lip}}(m;X^*) \to L^1(T;X)^\ast \) are the isometric isomorphisms defined in (271) and (270) respectively. To check this let \( \mu \in L_\infty^\nu(T;X^*) \) and let \( \phi = \sum_{i=1}^n \mu(A_i) \) be a simple function. Then

\[
\mathbb{J}_{\hat{\nu}_\mu}(\phi) = \int T \langle \phi, \hat{\mu}_\nu^\nu \rangle \, dm(t) = \sum_{i=1}^n \langle \hat{\nu}_\mu(A_i), f_i \rangle = \sum_{i=1}^n \langle f_i, \mu_\nu \rangle \, dm(t) = \int_{\mathcal{A}} \langle f_i, \mu_\nu \rangle \, dm(t) = S(\mu)(\phi).
\]

Since the set of simple functions is dense in \( L^1(T;X) \) and \( \mathbb{J}_{\hat{\nu}_\mu}, S(\mu) \) are continuous linear functionals on \( L^1(T;X) \) it follows that \( I = S(\mu) \) and thus \( S = \mathbb{J} \circ \hat{\nu} \).

\[ \square \]

**Proposition A.11** Suppose that the Banach space \( X \) is separable. If there exists a countable collection \( A \subseteq \mathcal{F} \) such that

\[
\forall E \in \mathcal{F}, \forall \varepsilon > 0, \exists A \in A: m(E \Delta A) < \varepsilon
\]

then the space \( L^1(T;X) \) is separable.
Proof Let \( f \in L^1(T;X) \), \( \varepsilon > 0 \). Fix a dense countable subset \( D \subseteq X \) of \( X \) and let \( \mathcal{A} \) be a countable collection satisfying (272). Then the set \( \mathcal{D} \subseteq L^1(T;X) \) consisting of all functions of the form

\[
\sum_{j=1}^{n} g_j \mathbb{1}_{A_j}, \quad g_j \in D, \ A_j \in \mathcal{A}, \ n \in \mathbb{N}
\]

is obviously countable. We will show that it is also dense in \( X \). Indeed, since \( f \in L^1(T;X) \) there exists a simple function \( \phi = \sum_{k=1}^{n} f_k \mathbb{1}_{E_k} \in L^1(T;X) \) such that \( \| \phi - f \|_{L^1(T;X)} < \varepsilon / 2 \). We set \( M := \max_{1 \leq k \leq n} \| f_k \|_X \). Then for each \( k = 1, \ldots, n \) there exists \( A_k \in \mathcal{A} \) such that \( m(E_k \triangle A_k) < \varepsilon / 4nM \) and since \( D \) is dense in \( X \), for each \( k = 1, \ldots, n \) there exists \( g_k \in D \) such that \( \| g_k - f_k \|_X < \varepsilon / 4nm(T) \).

Then \( \psi := \sum_{k=1}^{n} g_k \mathbb{1}_{A_k} \in \mathcal{D} \) and \( \| \psi - f \|_{L^1(T,X)} \leq \| \psi - \phi \|_{L^1(T,X)} + \frac{\varepsilon}{2} \). But

\[
\| \psi - \phi \|_{L^1(T,X)} \leq \left\| \psi - \sum_{k=1}^{n} f_k \mathbb{1}_{A_k} \right\|_{L^1(T,X)} + \left\| \sum_{k=1}^{n} f_k \mathbb{1}_{A_k} - \phi \right\|_{L^1(T,X)}
\]

\[
\leq \sum_{k=1}^{n} \left( \int_T \| g_k - f_k \|_X \mathbb{1}_{A_k}(t) \, dm(t) + \int_T \| f_k \|_X \mathbb{1}_{A_k \triangle E_k}(t) \, dm(t) \right)
\]

\[
\leq \frac{\varepsilon}{4nm(T)} \sum_{k=1}^{n} \int_T \mathbb{1}_{A_k}(t) \, dm(t) + M \sum_{k=1}^{n} m(E_k \triangle A_k) < \frac{\varepsilon}{2},
\]

and so we have found an element of \( \mathcal{D} \) that is \( \varepsilon \)-close to \( f \in L^1(T;X) \). \( \square \)

As a consequence of Proposition A.11 in the case that \( T \) is the interval \([0,T]\) for some \( T > 0 \) equipped with the Lebesgue measure on the Lebesgue \( \sigma \)-algebra, the space \( L^\infty(\sigma;X^*) \equiv L^1(T;X)^* \) is submetrizable and since it is completely regular as a Hausdorff topological vector space, all the results of Section A.1 are applicable. In particular any probability measure on \((L_w^\ast(T;X^*),w^\ast))\) is Radon and the portmanteau and Prokhorov theorems which are well-known known in the category of polish spaces are also valid on \( L^\infty(\sigma;X^*) \) for separable \( X \).

Let us finally note that the map \( \tilde{\nu} : L^\infty(\sigma;X^*) \to \mathcal{M}_{\text{LiP}}(m;X^*) \) defined in (271) can be viewed as the indefinite \( w^\ast \)-integral and we can equivalently use the notation

\[
\tilde{\nu}(E)(f) = \left\langle f, w^\ast \int_E \mu_t \, dm(t) \right\rangle = \int_E \left\langle f, \mu_t \right\rangle \, dm(t), \quad f \in X.
\]

Proposition A.12 For any \( T \in BC_{w^\ast}(X^*;X^*)^d \), \( \mu \in L^\infty(\sigma;X^*) \) and measurable \( E \subseteq T \)

\[
T \left( w^\ast \int_E \mu_t \, dm(t) \right) = w^\ast \int_E T(\mu_t) \, dm(t).
\]

Proof It suffices to show that the space \( \mathcal{C} \) of all bounded linear operators \( T : X^* \to Y^* \) satisfying (276) contains \( BC_{w^\ast}(X^*,Y^*) \) and is sequentially closed with respect to pointwise \( w^\ast \)-convergence. So let \( T : X^* \to Y^* \) be \( w^\ast \)-continuous. Then \( T = S^* \) for some bounded operator \( S : X \to Y \) and thus for any \( g \in Y \)

\[
\left\langle g, T \left( w^\ast \int_E \mu_t \, dm(t) \right) \right\rangle = \left\langle S g, w^\ast \int_E \mu_t \, dm(t) \right\rangle = \int_E \left\langle S g, \mu_t \right\rangle \, dm(t) = \int_E \left\langle g, T \mu_t \right\rangle \, dm(t)
\]

which shows that \( BC_{w^\ast}(X^*,Y^*) \subseteq \mathcal{C} \). Let now \( \{ T_n \} \subseteq \mathcal{C} \) be a sequence of operators \( w^\ast \)-converging pointwise to an operator \( T : X^* \to Y^* \). Then

\[
\left\langle g, T_n \left( w^\ast \int_E \mu_t \, dm(t) \right) \right\rangle = \int_E \left\langle g, T_n \mu_t \right\rangle \, dm(t)
\]
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for all $n \in \mathbb{N}$ and the left-hand side term converges to $(g, T(w^* \int_E \mu_t \, dm(t)))$ as $n \to +\infty$. Furthermore, since $\{T_n\}$ pointwise $w^*$-converges to $T$ it is norm bounded, i.e. $C := \sup_{n \in \mathbb{N}} \|T_n\| < +\infty$. Indeed, for each fixed $\mu \in X^*$

$$\sup_{n \in \mathbb{N}} |(g, T_n \mu)| < +\infty, \quad \forall g \in Y$$

and thus by the uniform boundedness principle we obtain that $\sup_{n \in \mathbb{N}} \|T_n \mu\|_Y < +\infty$ for all $\mu \in X^*$, which by uniform boundedness principle again yields that $\sup_{n \in \mathbb{N}} \|T_n\| < +\infty$. Therefore the sequence of the maps $(g, T_n \mu)$ is dominated by the $L^1$ function $t \mapsto C \|\mu\|_{L^\infty(T; X^*)} \|g\|_Y$ and by the dominated convergence theorem we conclude that the right hand side term converges to $\int_E (g, T \mu_t) \, dm(t)$ as $n \to +\infty$ which completes the proof.

A.4 $L^\infty_w$-valued random variables

The next proposition ensures us that the empirical processes under consideration in this article are all well defined random variables with values in the measurable space $(L^\infty_w(T; X^*), \mathcal{B}_{L^\infty_w})$ equipped with the Borel $\sigma$-algebra $\mathcal{B}_{L^\infty_w} := \mathcal{B}(L^\infty_w(0, T; X^*))$ of the $w^*$-topology, for an appropriate separable Banach space $X$, with $X^*$ being used to encode the empirical density of the ZRP at each time $t \in [0, T]$. These are obtained via the continuous natural inclusion of the Skorohod space $D(0, T; X^*)$ in $L^\infty_w(0, T; X^*)$ described below. For a nice survey on Skorohod spaces the reader is referred to [13].

**Proposition A.13** For any Banach space $X$,

$$D(0, T; X^*) \subseteq L^\infty_w(0, T; X^*)$$

and the natural inclusion map is continuous with respect to the Skorohod topology and the $w^*$-topology on $L^\infty_w(0, T; X^*) \equiv L^1(0, T; X^*)$.

**Proof** Any cadlag path in $D(0, T; X^*)$ is strongly measurable and uniformly bounded and therefore $D(0, T; X^*) \subseteq L^\infty(0, T; X^*) \subseteq L^\infty_w(0, T; X^*)$. To show that the natural inclusion is continuous let $\{\mu_k\} \subseteq D(0, T; \mathcal{M}(\mathbb{R}^d))$ be a sequence converging to $\mu$ in the Skorohod metric. Then the set $\bigcup_{k \in \mathbb{N}} \mu_k([0, T])$ is relatively compact in $X^*$ and thus

$$C := \sup_{k \in \mathbb{N}} \sup_{0 \leq t \leq T} \|\mu_{k,t}\|_{X^*} \vee \|\mu_t\|_{X^*} < +\infty \tag{274}$$

and there exists a sequence $\{\lambda_k\}_{k \in \mathbb{N}}$ of Lipschitz increasing reparametrizations of $[0, T]$ such that $\gamma(\lambda_k) := \|\log \lambda_k\|_{L^\infty([0, T])} \to 0$ and

$$\lim_{k \to \infty} \sup_{0 \leq \tau \leq T} \|\mu_{k,t} - \mu_{\lambda_k(t)}\|_{X^*} = 0.$$

Therefore, if we choose $k_0 \in \mathbb{N}$ large enough so that

$$k \geq k_0 \implies \sup_{0 \leq t \leq T} \|\mu_{k,t} - \mu_{\lambda_k(t)}\|_{X^*} \leq 1,$$

then for all $k \geq k_0$

$$\|\mu_{k,t} - \mu_t\|_{X^*} \leq 1 + \|\mu_{\lambda_k(t)} - \mu_t\|_{X^*} \leq 1 + \|\mu_{\lambda_k(t)}\|_{X^*} + \|\mu_t\|_{X^*} \leq 1 + 2 \sup_{0 \leq \tau \leq T} \|\mu_t\|_{X^*} \leq 1 + 2C < +\infty$$

for almost all $t \in [0, T]$. Furthermore, since $\mu_k \to \mu$ in the Skorohod topology we have that $\lim_{k \to +\infty} \|\mu_{k,t} - \mu_t\|_{X^*} = 0$ for almost all $t \in [0, T]$ and therefore by (274) we can apply the dominated convergence theorem to obtain

$$\lim_{k \to +\infty} \int f(t) \|\mu_{k,t} - \mu_t\|_{X^*} \, dt = 0, \quad \forall f \in L^1(0, T).$$
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In other words \( \{ \mu_k \} \) converges to \( \mu \) in the normed \( w^* \)-convergence, i.e. the sequence \( \{ \| \mu_k - \mu \|_{X^*} \}_{k=1}^\infty \subseteq L^\infty(0,T) \) converges to 0 in the \( w^* \)-topology of \( L^\infty(0,T) \cong L^1(0,T)^* \). But then \( \mu_k \to \mu \) in the \( w^* \)-topology of \( L^\infty_w(0,T;X^*) \) since
\[
\left| \int_0^T \langle f_t, \mu_k, t \rangle - \langle f_t, \mu_t \rangle \, dt \right| \leq \int_0^T \| \mu_k, t - \mu_t \|_{X^*} \| f_t \|_X \, dt \overset{\kappa \to +\infty}{\to} 0
\]
for any \( f \in L^1(0,T;X) \).

**A.4.1 Subspaces of** \( L^\infty_w(0,T;X^*) \)

For any subset \( K \) of a Banach space \( X \) we will use the notation
\[
L^1(T;K) := \{ f \in L^1(T;X) \mid f_t \in K \text{ for almost all } t \in T \}.
\]
We also define
\[
L^\infty_w(T;K) := \{ \mu \in L^\infty_w(T;X) \mid \mu_t \in K \text{ for almost all } t \in T \}.
\]

For any positive cone \( K \) in a separable Banach space \( X \) (i.e. \( \lambda f + g \in K \) for any \( f, g \in K, \lambda \geq 0 \)) we denote by
\[
K^* := \{ \mu \in X^* \mid \mu(f) \geq 0 \text{ for all } f \in K \}
\]
its dual cone in \( X^* \). Obviously \( K^* \) is \( w^* \)-closed subspace of \( X^* \).

**Proposition A.14** Let \( K \) be a positive closed cone in the separable Banach space \( X \). Then \( L^1(T;K) \) is a closed positive cone in \( L^1(T;X) \) and
\[
L^\infty_w(T;K^*) = L^1(T;K)^*
\]
is a \( w^* \)-closed positive cone in \( L^\infty_w(T;X^*) \). Consequently the space \( \mathbb{P}L^\infty_w(T;K^*) \) is a closed subspace of \( \mathbb{P}L^\infty_w(T;X^*) \).

**Proof** The subspace \( L^1(T;K) \) is obviously a positive cone in \( L^1(T;X) \) and \( L^\infty_w(T;K^*) \subseteq L^1(T;K)^* \).
So let \( \mu = (\mu_t)_{t \in T} \in L^1(T;K)^* \) and we will show that \( \mu \in L^\infty_w(T;K^*) \). By definition, since \( \mu \in L^1(T;K)^* \) we have that
\[
\| \langle f, \mu \rangle \| = \int_0^T \langle f_t, \mu_t \rangle \, dt \geq 0, \quad \forall f \in L^1(T;K).
\]
In particular, for any \( g \in K \) and \( A \in \mathcal{F} \) we have that \( g1_A \in L^1(T;K) \) and thus
\[
0 \leq \| g1_A, \mu \| = \int_A \langle g, \mu_t \rangle \, dt.
\]
Therefore for each \( g \in K \) there exists a set \( E_g \subseteq T \) of full Lebesgue measure such that \( \langle g, \mu_t \rangle \geq 0 \) for all \( t \in E_g \). Since \( X \) is assumed separable, there exists a countable subset \( D \subseteq K \) such that \( K \subseteq \overline{D} \).
Then \( E := \bigcap_{g \in D} E_g \) is of full measure in \( T \) and \( \langle g, \mu_t \rangle \geq 0 \) for all \( g \in K \) and all \( t \in E \). Thus \( \mu_t \in K^* \) for all \( t \in E \) and \( \mu = (\mu_t)_{t \in T} \in L^\infty_w(T;K^*) \). The final claim follows by the results of Section A.1.\( \square \)

We close this section by proving that the subspace \( L^\infty_w(0,T;\mathcal{M}_ac(\mathbb{T}^d)) \) of \( L^\infty_w(0,T;\mathcal{M}(\mathbb{T}^d)) \) where \( \mathcal{M}_ac(\mathbb{T}^d) \) is the space of absolutely continuous measures with respect to Lebesgue measure is \( w^* \)-measurable. We start with some terminology. Given a Polish space \( X \) we say that a family \( \mathcal{U}_0 \subseteq \mathcal{B}_X \) of Borel subsets of \( X \) is absolute continuity determining class on \( X \) if for all measures \( \mu \in \mathcal{M}(X) \) and \( \nu \in \mathcal{M}_+(X) \) if for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that
\[
U \in \mathcal{U}_0 \quad \text{and} \quad \nu(U) < \delta \implies |\mu(U)| < \varepsilon
\]
then \( \mu \) is absolutely continuous with respect to \( \nu \).
Lemma A.4 Let $\mathcal{U}$ be a base for the topology of the polish space $X$ and let $\mathcal{U}_0$ denote the collection of all finite unions of elements of $\mathcal{U}$. Then a measure $\mu \in M(\mathbb{T}^d)$ is absolutely continuous with respect to Lebesgue measure if and only if for any $\varepsilon > 0$ there exists $\delta > 0$ such that (276) holds. Consequently, since $X$ has a countable base it follows that there exists a countable absolute continuity determining class on $X$ that consists of open sets.

Proof Obviously if $\mu \ll \nu$ then (276) holds and so we prove the converse. Note first that by the same argument that shows that a Banach-valued measure $\nu$ is absolutely continuous if and only if its variation $|\nu|$ is absolutely continuous also shows that (276) is equivalent to requiring that for all $\varepsilon > 0$ there exists $\delta > 0$ such that $|\mu|(U) < \varepsilon$ for all $U \in \mathcal{U}_0$ with $\nu(U) < \delta$. So let $\varepsilon > 0$, choose $\delta > 0$ by (276) such that $|\mu|(U) < \frac{\varepsilon}{2}$ for all $U \in \mathcal{U}_0$ with $\nu(U) < \delta$ and let $B \subseteq X$ be a Borel set with $\nu(B) < \delta$. We have to show that $|\mu|(B) < \varepsilon$. Since $\mu$ is regular there exists a compact set $K \subseteq B$ such that $|\mu|(B \setminus K) < \frac{\varepsilon}{2}$. Then $\nu(K) \leq |\mu|(B) < \frac{\varepsilon}{2}$ and thus $\nu(K) < \frac{\varepsilon}{2}$. Consequently the map $\mu \mapsto |\mu|(B \setminus K) + |\mu|(K)$ is absolutely continuous also shows that (276) is equivalent to requiring that for all $\varepsilon > 0$ there exists $\delta > 0$ such that $\nu(B) < \frac{\varepsilon}{2}$ implies that $|\mu|(K) \leq |\mu|(U) < \frac{\varepsilon}{2}$ and thus $|\mu|(B) = |\mu|(B \setminus K) + |\mu|(K) < \varepsilon$ as required. □

Proposition A.15 Let $X$ be a compact metric space and $\nu \in M_+(X)$ be a non-negative reference measure. Then the space $M_{ac}(X; \nu)$ of all measures $\mu$ on $X$ that are absolutely continuous with respect to $\nu$ is a $w^*$-measurable subspace of $M(X)$.

By Lemma (276) we can express $M_{ac}(X; \nu) := \{ \mu \in M(X) | \mu \ll \nu \} \subseteq M(X) \cong C(X)^*$ as

$$M_{ac}(X; \nu) = \bigcap_{n \in \mathbb{N}} \bigcup_{m \in \mathbb{N}} \bigcup_{U \in \mathcal{U}_0} \left\{ \mu \in M(X) \left| \frac{|\mu|(U)}{|\nu(U)|} < \frac{1}{n} \right. \right\}$$

for some countable absolute continuity determining class $\mathcal{U}_0$ on $X$ consisting of open sets. From this it follows that $M_{ac}(X; \nu)$ is $w^*$-measurable since for any open $U \subseteq X$ the linear map $\langle \mathbb{1}_U, \cdot \rangle : M(X) \to \mathbb{R}$ is $w^*$-measurable. Indeed, since $U$ is open there exists a sequence $\{f_n\}_{n=1}^{\infty} \subseteq C(X)$ such that $0 \leq f_n \leq \mathbb{1}_U$ converging pointwise to $\mathbb{1}_U$. But then the sequence of maps $J(f_n) = \langle f_n, \cdot \rangle \in C(\mathbb{T}^d) \cong (M(X), w^*)^* \subseteq M(X)^*$, $n \in \mathbb{N}$ converges to $\langle \mathbb{1}_U, \cdot \rangle$ pointwise in $M(X)$ and thus $\langle \mathbb{1}_U, \cdot \rangle$ is $w^*$-measurable as the pointwise limit of the $w^*$-continuous maps $J(f_n)$. □

The same is also true if $X$ is a locally compact polish space if we replace $C(X)$ by $C_0(X)$. In order to extend this result on the level of path-measures we further need one more lemma.

Lemma A.5 Let $X$ be a compact metric space and let $\nu \in M_+(X)$ be a fixed measure. Then

$$\Lip_\nu(\mu) := \sup_{\nu(A) \neq 0} \frac{|\mu(A)|}{\nu(A)} = \sup_{f \in C(X)} \frac{\int f \, d\mu}{\int f \, d\nu} = \sup_{f \in C(X)} \frac{\int f \, d\mu}{\int |f| \, d\nu} \tag{277}$$

Consequently, the map $\Lip_\nu : M(X) \to [0, +\infty]$ is $w^*$-lower semicontinuous and thus the subspace $M_{\Lip}(\nu) = \{ \mu \in M(X) | \Lip_\nu(\mu) < +\infty \} = \{ f \, d\nu | f \in L^\infty(\nu) \} = L^\infty(\nu)$ of $M(X)$ is $w^*$-measurable. Similarly the map

$$L^\infty_{w^*}(0, T; M(X)) \ni \mu \mapsto \|\Lip_\nu(\mu)\|_{L^\infty(0, T)} \in [0, +\infty]$$
is $w^*$-lower semicontinuous and the subspace
\[ \{ \mu \in L_{w^*}^\infty(0,T; \mathcal{M}(X)) \mid \| \text{Lip}_\nu(\mu) \|_{L^\infty(0,T)} < +\infty \} \quad (278) \]
of $L_{w^*}^\infty(0,T; \mathcal{M}(X))$ is also $w^*$-measurable.

**Proof** Let $R > 0$ and let $B_{L^\infty(\nu)}(0,R)$ be the closed ball of radius $R > 0$ in $L^\infty(\nu)$ centred at the origin. If $\mu \in \mathcal{M}(X)$ is a measure such that $\mu \ll \nu$ with $\frac{d\mu}{d\nu} \in B_{L^\infty(\nu)}(0,R)$ then
\[ \left| \int f \, d\mu \right| \leq R \int |f| \, d\nu, \forall f \in C(X). \quad (279) \]
In particular
\[ \sup_{f \in C(X)} \frac{\int f \, d\mu}{\int |f| \, d\nu} \leq \| \mu \|_{L^\infty(0,T)} = \text{Lip}_\nu(\mu). \]

We prove next the converse inequalities required for the proof of (277). So let $A \subseteq \mathcal{B}_X$ be such that $\nu(A) \neq 0$. Since the measures $|\mu|$ and $\nu$ are regular there exists for each $n \in \mathbb{N}$ a compact set $K_n \subseteq X$ and an open set $U_n \subseteq X$ such that $|\mu|(U_n \setminus K_n) \lor \nu(U_n \setminus K_n) < \frac{1}{n}$ and $\nu(K_n) > \frac{\nu(A)}{2} > 0$ and we can choose a map $f_n \in C(\mathbb{T}^d; [0,1])$ such that $\mathbb{1}_{K_n} \leq f_n \leq \mathbb{1}_{U_n}$. Then $\int f_n \, d\nu \geq \frac{\nu(A)}{2} > 0$ for all $n \in \mathbb{N}$ and thus for all $n \in \mathbb{N}$ large enough so that $\frac{1}{n} < \frac{\nu(A)}{2}$
\[ \frac{|\mu|(A)}{\nu(A)} \leq \frac{|\mu|(K_n) + \frac{1}{n}}{\nu(U_n) - \frac{1}{n}} \leq \frac{\int f_n \, d|\mu| + \frac{1}{n}}{\int f_n \, d\nu - \frac{1}{n}}. \]

But by construction the sequence $\{f_n\} \subseteq C(\mathbb{T}^d; [0,1])$ converges pointwise $|\mu|$-a.s. and $\nu$-a.s. to $\mathbb{1}_A$ and therefore by the dominated convergence theorem the limits $\lim_{n \to +\infty} \int f_n \, d|\mu| = |\mu|(A)$ and $\lim_{n \to +\infty} \int f_n \, d\nu = \nu(A)$ exist and thus
\[ \frac{|\mu|(A)}{\nu(A)} \leq \lim_{n \to +\infty} \frac{\int f_n \, d|\mu| + \frac{1}{n}}{\int f_n \, d\nu - \frac{1}{n}} = \lim_{n \to +\infty} \frac{\int f_n \, d|\mu|}{\int f_n \, d\nu} \leq \sup_{f \in C(X)} \frac{\int f \, d|\mu|}{\int f \, d\nu}. \]

Since this holds for any $A \subseteq \mathcal{B}_X$ with $\nu(A) \neq 0$ it follows that
\[ \text{Lip}_\nu(\mu) \leq \sup_{f \in C(X)} \frac{\int f \, d|\mu|}{\int f \, d\nu} \leq \sup_{f \in C(X)} \frac{\int f \, d\nu}{\int |f| \, d\nu} \quad (277) \]
Consequently if we can prove that
\[ \sup_{f \in C(X)} \frac{\int f \, d|\mu|}{\int |f| \, d\nu} \leq \sup_{f \in C(X)} \frac{\int f \, d\nu}{\int |f| \, d\nu} \quad (277) \]
then (277) follows. So let $f \in C(X)$ be such that $\int |f| \, d\nu \neq 0$. Let $X = P \cup N$ be a Hahn decomposition of $X$ with respect to $\mu$ and as in the proof of Proposition 1.11(c) we can find a sequence $\{\phi_n\} \subseteq C(\mathbb{T}^d; [-1,1])$ converging $|\mu|$-a.s. and $\nu$-a.s. to $\mathbb{1}_P - \mathbb{1}_N$. Obviously $\|\mathbb{1}_P - \mathbb{1}_N\| = 1$ since $P \cap N = 0$ and thus
\[ \frac{\int f \, d|\mu|}{\int |f| \, d\nu} = \frac{\int (\mathbb{1}_P - \mathbb{1}_N) \, f \, d\mu}{\int |(\mathbb{1}_P - \mathbb{1}_N) \, f| \, d\nu} = \lim_{n \to +\infty} \frac{\int \phi_n \, f \, d\mu}{\int |\phi_n \, f| \, d\nu} \leq \sup_{f \in C(X)} \frac{\int f \, d\mu}{\int |f| \, d\nu}. \]

Now since for each $f \in C(X)$ the map $\mathcal{M}(X) \ni \mu \mapsto \frac{\|f \, d\mu\|}{\|f \, d\nu\|}$ is $w^*$-continuous it follows that $\text{Lip}_\nu(\cdot) : \mathcal{M}(X) \to [0, +\infty]$ is $w^*$-lower semicontinuous as the supremum of $w^*$-continuous linear functionals. Consequently the set
\[ B_{L^\infty(\nu)}(0,R) = \{ \mu \in \mathcal{M}_{ac}(X; \nu) \| \frac{d\mu}{d\nu} \|_{L^\infty(\nu)} \leq R \} = \{ \text{Lip}_\nu(\cdot) \leq R \} \]
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is $w^*$-closed and thus $w^*$-measurable. Thus $L^\infty(\nu) = \bigcup_{n \in \mathbb{N}} B_{L^\infty(\nu)}(0, n)$ is also $w^*$-measurable.

We prove next that the map $\|\text{Lip}_f(\cdot)\|_{L^\infty(0,T)} : L^\infty_w(0,T;\mathcal{M}(X)) \to [0, +\infty]$ is also $w^*$-semi continuous. Let us start by noting that for each $f \in C(X)$ the function $h^f : L^\infty_w(0,T;\mathcal{M}(X)) \to [0, +\infty]$ defined by $h^f(\mu) = \|\langle f, \mu \rangle\|_{L^\infty(0,T)}$ is lower semi continuous. Indeed, the operator $I_f : L^\infty_w(0,T;\mathcal{M}(X)) \to L^\infty(0,T)$ given by

$$I_f(\mu)(t) = \langle f, \mu_t \rangle,$$ a.s. $\forall t \in [0,T], \quad (280)$$

is $w^*$-continuous, since if $\{\mu_n\}_{n \in \mathbb{A}} \subseteq L^\infty_w(0,T;\mathcal{M}(\mathbb{T}^d))$ is a net converging to $\mu \in L^\infty_w(0,T;\mathcal{M}(\mathbb{T}^d))$ in the $w^*$-topology then for all $g \in L^1(0,T)$

$$\lim_{n} \int_{0}^{T} g(t)I_f(\mu_n)(t)\,dt = \lim_{n} \int_{0}^{T} \int_{X} g(t)f(x)\,d\mu_n^x(x)\,dt = \int_{0}^{T} \int_{X} g(t)f(x)\,d\mu^x(x)\,dt = \int_{0}^{T} g(t)I_f(\mu)(t)\,dt,$$

since whenever $f \in C(X)$ and $g \in L^1(0,T)$ the function given by $F(t, x) = g(t)f(x)$ is in $L^1(0,T;C(X))$. It follows then that the function $h^f$ is lower semi continuous as it is the composition of the $w^*$-continuous function $I_f$ and the $w^*$-lower semi continuous function $\|\|_{L^\infty(0,T)} : L^\infty(0,T) \to \mathbb{R}$.

Consequently the map $\text{Lip}_f^\infty : L^\infty_w(0,T;\mathcal{M}(X)) \to [0, +\infty]$ given by

$$\text{Lip}_f^\infty(\mu) = \sup_{f \in C(X)} \frac{\|\langle f, \mu \rangle\|_{L^\infty(0,T)}}{\|f\|_{L^\infty(0,T)}}$$

is $w^*$-lower semi continuous as the supremum of $w^*$-lower semi continuous maps and we will show that $\text{Lip}_f^\infty(\mu) = \|\text{Lip}_f(\mu)\|_{L^\infty(0,T)}$ for all $\mu \in L^\infty_w(0,T;\mathcal{M}(X))$. If $R := \|\text{Lip}_f(\mu)\|_{L^\infty(0,T)} < +\infty$ then $\mu_t \ll \nu$ with $\frac{d\mu_t}{d\nu} \in B_{L^\infty(\nu)}(0,R)$ for all $t \in E_\mu$ where $E_\mu$ is a set of full $\nu$-measure. Therefore for all $f \in C(X)$

$$\|\langle f, \mu_t \rangle\| \leq \left| \int f \frac{d\mu_t}{d\nu} \,d\nu \right| \leq R \int |f| \,d\nu$$

for almost all $t \in E_\mu$ which yields which yields that $\|\langle f, \mu \rangle\|_{L^\infty(0,T)} \leq R\|f\|_{\nu}$ for all $f \in C(X)$. Therefore $\text{Lip}_f^\infty(\mu) \leq R = \|\text{Lip}_f(\mu)\|_{L^\infty(0,T)}$. For the converse inequality, if $\text{Lip}_f^\infty(\mu) < +\infty$ then

$$\|\langle f, \mu \rangle\|_{L^\infty(0,T)} \leq \text{Lip}_f^\infty(\mu)(\|f\|_{\nu}), \quad \forall f \in C(X).$$

Thus for each $f \in C(X)$ there exists a Borel set $E^f \subseteq [0,T]$ of full $\nu$-measure such that $\|\langle f, \mu_t \rangle\| \leq \text{Lip}_f^\infty(\mu)(\|f\|_{\nu})$ for all $t \in E^f$. Since $C(X)$ is separable there exists a countable set dense set $D \subseteq C(X)$ in the uniform norm and then the set $E := \bigcap_{f \in D} E^f$ is of full $\nu$-measure and

$$\|\langle f, \mu_t \rangle\| \leq \text{Lip}_f^\infty(\mu)(\|f\|_{\nu}), \quad \forall \left( t, f \right) \in E \times C(X).$$

Consequently $\text{Lip}_f(\mu) \leq \text{Lip}_f^\infty(\mu)$ for all $t \in E$ which shows that also $\|\text{Lip}_f(\mu)\|_{L^\infty(0,T)} \leq \text{Lip}_f^\infty(\mu)$ and completes the proof.

Obviously the set defined in (278) is contained in the set $L^\infty_w(0,T;L^\infty(\nu))$. Note however that according to our definitions this inclusion is in general strict.

**Proposition A.16** The subspace $L^\infty_w(0,T;\mathcal{M}_{ac}(\mathbb{T}^d))$ of $L^\infty_w(0,T;\mathcal{M}(\mathbb{T}^d))$ is $w^*$-measurable.

**Proof** By Lemma A.1 the space $\mathcal{M}_{\text{Lip}}([0,T])$ of Lipschitz-continuous measures on $[0,T]$ is a $w^*$-measurable subspace of $\mathcal{M}([0,T])$. Let $t : [0,T] \times \mathbb{T}^d \to [0,T]$ denote the natural projection on the first coordinate. The push forward operator $t_{\sharp} : \mathcal{M}([0,T] \times \mathbb{T}^d) \to \mathcal{M}([0,T])$ is $w^*$-continuous and thus the space

$$\mathcal{M}_{\text{Lip}(t)}([0,T] \times \mathbb{T}^d) := (t_{\sharp})^{-1}(\mathcal{M}_{\text{Lip}}([0,T])) \leq \mathcal{M}([0,T] \times \mathbb{T}^d)$$
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is a $w^*$-measurable subspace of $\mathcal{M}([0, T] \times \mathbb{T}^d)$ by Lemma \[\text{A.5}\]. The space $\mathcal{M}_{ac}([0, T] \times \mathbb{T}^d)$ is also $w^*$-measurable by Proposition \[\text{A.15}\] and thus the space

$$\mathcal{M}_{\text{Lip}(1), ac}([0, T] \times \mathbb{T}^d) := \mathcal{M}_{\text{Lip}(1)}([0, T] \times \mathbb{T}^d) \cap \mathcal{M}_{ac}([0, T] \times \mathbb{T}^d)$$

is $w^*$-measurable subspace of $\mathcal{M}([0, T] \times \mathbb{T}^d)$.

We consider now the inclusion operator $i : C([0, T] \times \mathbb{T}^d) \to L^1(0, T; C(\mathbb{T}^d))$. This is a bounded injection with $\|i(f)\|_{L^1(0, T; C(\mathbb{T}^d))} \leq T\|f\|_{\infty}$. Thus its adjoint $i^* : L^\infty_w(0, T; \mathcal{M}(\mathbb{T}^d)) \to \mathcal{M}([0, T] \times \mathbb{T}^d)$ given by

$$\langle F, i^* \mu \rangle = \langle i(F), \mu \rangle \equiv \|F, \mu\|$$

is a $w^*$-continuous operator. The space $\mathcal{M}_{ac}([0, T] \times \mathbb{T}^d)$ is a $w^*$-measurable subspace of $\mathcal{M}([0, T] \times \mathbb{T}^d)$ and thus if we can show that

$$L^\infty_w(0, T; \mathcal{M}_{ac}(\mathbb{T}^d)) = (i^*)^{-1}(\mathcal{M}_{\text{Lip}(1), ac}([0, T] \times \mathbb{T}^d))$$

(281)

the claim follows.

So let first $\mu \in L^\infty_w(0, T; \mathcal{M}_{ac}(\mathbb{T}^d))$ and we will show that $i^*(\mu) \in \mathcal{M}_{\text{Lip}(1), ac}([0, T] \times \mathbb{T}^d)$. The $t$-marginal of the measure $\mu := i^* \mu$ satisfies is characterized by

$$\int f(t) \, d\mu(t) = \int_0^T \int_{\mathbb{T}^d} f(t) \, d\mu_t \, dt = \int_0^T \int_{\mathbb{T}^d} f(t) \mu_t(\mathbb{T}^d) \, dt \quad \forall f \in B([0, T])$$

and thus $\mu_t \ll \mathcal{L}_{[0, T]}$ with density $\frac{d\mu_t}{d\mathcal{L}_{[0, T]}}(t) = \mu_t(\mathbb{T}^d)$ for almost all $t \in [0, T]$. Thus $\mu_t \in \mathcal{M}_{\text{Lip}}([0, T])$ with $\|\mu_t\|_{\text{Lip}} \leq \|\mu\|_{TV, \infty} < +\infty$, i.e. $\mu \in \mathcal{M}_{\text{Lip}(1)}([0, T] \times \mathbb{T}^d)$. To see that also $\mu \in \mathcal{M}_{ac}([0, T] \times \mathbb{T}^d)$ we note that since $\mu_t \in \mathcal{M}_{ac}(\mathbb{T}^d)$ for all $t \in [0, T]$ the measure $\mu = i^* \mu$ is characterized by

$$(F, \mu) = \int_0^T \int_{\mathbb{T}^d} F(t, u) \frac{d\mu_t}{d\mathcal{L}_{[0, T]}}(u) \, du \, dt.$$ 

It follows that $\mu \ll \mathcal{L}_{[0, T] \times \mathbb{T}^d}$ with density

$$\frac{d\mu}{d\mathcal{L}_{[0, T] \times \mathbb{T}^d}}(t, u) = \frac{d\mu_t}{d\mathcal{L}_{\mathbb{T}^d}}(u), \quad \text{a.s. for all } (t, u) \in [0, T] \times \mathbb{T}^d,$$

which proves that $\mu \in \mathcal{M}_{\text{Lip}(1), ac}([0, T] \times \mathbb{T}^d)$ and thus the inclusion $\ll$ in (281).

For the converse inclusion let $\mu \in L^\infty_w(0, T; \mathcal{M}(\mathbb{T}^d))$ be such that $i^*(\mu) \in \mathcal{M}_{\text{Lip}(1), ac}([0, T] \times \mathbb{T}^d)$ and we will show that $\mu_t \ll \mathcal{L}_{\mathbb{T}^d}$ for almost all $t \in [0, T]$. Since $i^* (\mu) \in \mathcal{M}_{ac}([0, T] \times \mathbb{T}^d)$ there exists unique $\psi \in L^1([0, T] \times \mathbb{T}^d)$ such that $d\mu = \psi \, d\mathcal{L}_{[0, T] \times \mathbb{T}^d}$. Then for any $F \in C([0, T] \times \mathbb{T}^d)$

$$\langle i(F), \mu \rangle = \langle F, \mu \rangle = \int_0^T \int_{\mathbb{T}^d} F(t, u) \psi(t, u) \, du \, dt$$

and thus by applying this for maps $F$ of the form $F(t, u) = f(t)g(u)$ with $f \in C([0, T])$, $g \in C(\mathbb{T}^d)$ we obtain that for all each fixed $g \in C(\mathbb{T}^d)$

$$\int_0^T f(t) \int_{\mathbb{T}^d} g \, d\mu_t \, dt = \int_0^T f(t) \int_{\mathbb{T}^d} g(u) \psi(t, u) \, du \, dt, \quad \forall f \in C([0, T]).$$

This implies that for each $g \in C(\mathbb{T}^d)$

$$\int_{\mathbb{T}^d} g \, d\mu_t = \int_{\mathbb{T}^d} g(u) \psi(t, u) \, du \quad \mathcal{L}_{[0, T]} - \text{a.s. for all } t \in [0, T].$$

Since $C(\mathbb{T}^d)$ is separable this implies that $\mu_t \ll \mathcal{L}_{\mathbb{T}^d}$ with $d\mu_t = \psi(t, \cdot) \, d\mathcal{L}_{\mathbb{T}^d}$ and completes the proof.\[\square\]
A.4.2 Induced operators

Let $X, Y$ be Banach spaces. Any bounded operator $S: X \to Y$ between Banach spaces induces a bounded operator $\overline{S}: L^p(T; X) \to L^p(T; Y)$, $1 \leq p \leq \infty$, on the corresponding Bochner-$L^p$ spaces via $\overline{S}(f) = (S(f_t))_{t \in T}$ for $f = (f_t)_{t \in T} \in L^p(T; X)$. Obviously $\|\overline{S}(f)\|_{L^p(T; Y)} \leq \|S\| \|f\|_{L^p(T; X)}$ and by checking against constant paths we see that in fact

$$\|\overline{S}\| = \sup_{f \in L^p(T; X) \setminus \{0\}} \frac{\|\overline{S}(f)\|_{L^p(T; X)}}{\|f\|_{L^p(T; X)}} \geq \sup_{f \in X \setminus \{0\}} \frac{S(f)}{\|f\|_X} = \|S\|$$

so that the induced operator $\overline{S}$ retains the same norm. If $S$ is injective, a contraction or norm preserving then so is $\overline{S}$. If $S$ is strongly surjective in the sense that it has a bounded right inverse $T: Y \to X$ then so does $\overline{S}$, namely $\overline{S} \circ \overline{T} = \text{id}_{L^p(T; Y)}$.

Proposition A.17 If a sequence of operators $S_n: X \to Y$ converges strongly to $S: X \to Y$, i.e. if $\lim_{n \to +\infty} \|S_n f - S f\|_Y = 0$ for all $f \in X$, then the sequence of induced operators $\overline{S}_n$ on the corresponding $L^1$-spaces converges strongly to $\overline{S}$.

Proof Let $F \in L^1(0, T; X)$. Since $S_n$ converges to $S$ strongly it follows that $\lim_{n \to +\infty} \|S_n F_t - S F_t\|_Y = 0$ for almost all $0 \leq t \leq T$. Furthermore $\sup_{n \in \mathbb{N}} \|\overline{S}_n - \overline{S}\|_Y < +\infty$ for all $f \in X$ and therefore by the uniform bounded principle $M := \sup_{n \in \mathbb{N}} \|S_n - S\|_Y < +\infty$. Thus $\|\overline{S}_n F_t - \overline{S} F_t\|_Y \leq M \|F_t\|_X$ for almost all $0 \leq t \leq T$ and the maps $\|\overline{S}_n - \overline{S}\|_Y(n \in \mathbb{N})$, are dominated by the integrable map $M \|F\|_X$. Therefore the claim follows by the dominated convergence theorem. □

The aim of this section is to provide conditions that ensure an operator $T: X^* \to Y^*$ induces a $w^*$-measurable operators on the respective $L^\infty_w$-spaces. First let us note that it is obvious that any bounded and $w^*$-measurable operator $T: X^* \to Y^*$ induces an operator $\overline{T}: L^\infty_w(T; X^*) \to L^\infty_w(T; Y^*)$. As we will see, this operator that maps an operator $T \in B_{w^*}(X^*, Y^*)$ to the induced operator on the corresponding $L^\infty_w$-spaces has nice categorical properties and respects the notion of $w^*$-Baire measurability of operators. Since $w^*$-Baire measurability is known to be stronger than $w^*$-measurability we obtain a condition that ensures the $w^*$-measurability of induced operators. This stronger assumption on linear operators in order to induce $w^*$-measurable operators on the $L^\infty_w$-spaces will not pose a problem in the main text since all operators we will encounter will be $w^*$-measurable.

Proposition A.18 (a) Let $T: X^* \to Y^*$ be bounded and $w^*$-measurable. Then the formula

$$\overline{T}(\mu)(t) = T(\mu_t) \quad \text{for almost all } t \in T,$$  \hspace{1cm} (282)

defines a bounded linear operator $\overline{T}: L^\infty_w(T; X^*) \to L^\infty_w(T; Y^*)$ with norm $\|\overline{T}\| = \|T\|$. If $T$ is norm-preserving then so is $\overline{T}$.

(b) If $S: Y^* \to Z^*$ is bounded and $w^*$-measurable then $\overline{S} \circ \overline{T} = \overline{S \circ T}$ and if $T_1: X^* \to Y^*$ are bounded and $w^*$-measurable then $\overline{T_1} + \overline{T_2} = \overline{T_1 + T_2}$.

(c) Finally, if $T \in A_{w^*}(X^*, Y^*)$ is $w^*$-Baire measurable then so is $\overline{T}$ and thus $\overline{T}$ is also $w^*$-measurable.

Proof (a) Since $T: X^* \to Y^*$ is $w^*$-measurable, for any $\mu \in L^\infty_w(T; X^*)$ the map $T \circ \mu: [0, T] \to Y^*$ is $w^*$-measurable and since $T$ is a bounded operator,

$$\|T \circ \mu(t)\|_{Y^*} = \|T(\mu_t)\|_{Y^*} \leq \|T\| \|\mu_t\|_{X^*} \quad \text{a.s. for all } t \in [0, T].$$

Therefore $\overline{T}(\mu)$ is an element of $L^\infty_w(T; Y^*)$ for all $\mu \in L^\infty_w(T; X^*)$ and the induced operator $\overline{T}$ is bounded with $\|\overline{T}\| \leq \|T\|$. By checking against the constant maps in $L^\infty_w(T; X^*)$ it follows that
\[ \| T \| = \| T \|. \] Also, if \( T \) is norm preserving then \( \| T \mu \|_Y = \| \mu \|_Y \) almost everywhere for any \( \mu \in L^\infty_w(\mathcal{T}; X^*) \) and thus \( \| T(\mu) \|_{L^\infty_w(\mathcal{T}; Y^*)} = \| \mu \|_{L^\infty_w(\mathcal{T}; X^*)} \). Statement (b) is trivial.

(c) The fact that \( \bar{T} \) is \( w^*\)-Baire whenever \( T \) is, follows by a simple transfinite induction argument based on the following Proposition \[ \text{A.19} \] according to which the application \( B_w \cdot (X^*, Y^*) \rightarrow T \rightarrow \bar{T} \in B_w \cdot (L^\infty_w(\mathcal{T}; X^*), L^\infty_w(\mathcal{T}; Y^*)) \) is sequentially continuous with respect to pointwise \( w^*\)-convergence of operators.

**Proposition A.19** Let \( \{T_n\}_{n=1}^\infty \subseteq B_w \cdot (X^*, Y^*) \) be a sequence of operators \( w^*\)-converging to \( T \in B_w \cdot (X^*, Y^*) \). Then \( T_n \) pointwise \( w^*\)-converges to \( T \).

**Proof** We have to show that \( \lim_{n \rightarrow \infty} \langle g, T_n \mu \rangle = \langle g, \bar{T} \mu \rangle \) for all \( g \in L^1(\mathcal{T}; Y), \mu \in L^\infty_w(\mathcal{T}; X^*) \). Since \( T_n \rightarrow T \) \( w^*\)-pointwise \( \lim_{n \rightarrow \infty} \langle g, T_n \mu \rangle = \langle g, T \mu \rangle \) for all \( t \in \mathcal{T} \) and sup_{n \in \mathbb{N}} \| T_n \| < +\infty \) and thus an application of the dominated convergence theorem concludes the proof.

In the case that \( X \) is non-separable, in order for a bounded and \( w^*\)-measurable operator \( T: X^* \rightarrow Y^* \) to induce an operator \( \tilde{T}: L^\infty_w(\mathcal{T}; X^*) \rightarrow L^\infty_w(\mathcal{T}; Y^*) \) one has to assume in addition that \( T \) respects the relation of \( w^*\)-a.s. equality, i.e. that

\[ [(f, \mu_1 - \mu_2) = 0, \text{ m-a.s.}] \forall f \in X \implies [(g, T(\mu_1 - \mu_2)) = 0, \text{ m-a.s.}] \forall g \in Y. \] (283)

Indeed assumption (283) is equivalent to \( \bar{T}(\text{ker } S_X) \leq \text{ker } S_Y \) where \( S_Z: L^\infty_w(\mathcal{T}; Z^*) \rightarrow L^1(\mathcal{T}; Z)^* \), \( Z = X, Y \), is the surjective contraction that is induced by the bilinear pairing \( \langle \cdot, \cdot \rangle \) between \( L^1(\mathcal{T}; Z) \) and \( L^\infty_w(\mathcal{T}; Z^*) \). This implies that \( \bar{T} \) induces an operator \( \tilde{T}: \bar{L}^\infty_w(\mathcal{T}; X^*) \rightarrow \bar{L}^\infty_w(\mathcal{T}; Y^*) \) (denoted by the same symbol \( \bar{T} \)) by the formula

\[ \bar{T}(\mu + \text{ker } S_X) = \bar{T}(\mu) + \text{ker } S_Y. \] (284)

As we will see all \( w^*\)-Baire operators \( T: X^* \rightarrow Y^* \) respect the relation of \( w^*\)-m.a.s. equality. This follows since \( w^*\)-continuous operators respect this relation and the set of operators that respect the relation of \( w^*\)-m.a.s. equality is sequentially closed with respect pointwise \( w^*\)-convergence of operators.

**Proposition A.20** Any adjoint operator \( T = T_0^* : X^* \rightarrow Y^* \), where \( T_0: Y \rightarrow X \) is bounded satisfies (283) and thus induces an operator \( \bar{T}: L^\infty_w(\mathcal{T}; X^*) \rightarrow L^\infty_w(\mathcal{T}; Y^*) \) by the formula (284) and

\[ \bar{T} = T_0^* = (T_0)^* \] (285)

where \( T_0: L^1(\mathcal{T}; Y) \rightarrow L^1(\mathcal{T}; X) \) is the induced operator on the \( L^1 \)-spaces. In particular \( \bar{T} \) is \( w^*\)-continuous as the adjoint of the bounded operator \( T_0 \).

**Proof** Since \( T \) is an adjoint operator it is bounded and \( w^*\)-measurable and thus by Proposition A.18 it induces an operator \( \bar{T}: L^\infty_w(\mathcal{T}; X^*) \rightarrow L^\infty_w(\mathcal{T}; Y^*) \) by the formula (282). But since \( T \) is the adjoint of \( T_0 \), if \( \mu_1, \mu_2 \in L^\infty_w(\mathcal{T}; X^*) \) are such that \( \mu_1 \sim \mu_2 \) then for any \( g \in Y \)

\[ \langle g, T(\mu_1^2) - T(\mu_2^2) \rangle = \langle T_0(g), \mu_1^2 - \mu_2^2 \rangle = 0 \quad \text{m-a.s. for all } t \in \mathcal{T}. \]

Thus \( T \) satisfies (283) and induces an operator \( \bar{T}: L^\infty_w(\mathcal{T}; X^*) \rightarrow L^\infty_w(\mathcal{T}; Y^*) \) by (284).

It remains to verify that (283) holds. So let \( g \in L^1(\mathcal{T}; Y) \) and \( \mu \in L^\infty_w(\mathcal{T}; X^*) \). Then

\[ \langle g, \bar{T}(\mu) \rangle = \langle g, T_0^*(\mu) \rangle = \int \langle g, T_0^*(\mu) \rangle \, dm(t) = \int \langle g, T_0^*(\mu) \rangle \, dm(t) = \int \langle g, T_0^*(\mu) \rangle \, dm(t) = \int \langle T_0(g), \mu \rangle \, dm(t) = \langle g, (T_0)^*(\mu) \rangle \]

and since this holds for all \( g \in L^1(\mathcal{T}; Y) \) and all \( \mu \in L^\infty_w(\mathcal{T}; X^*) \) the equality (285) follows. \( \square \)
Proposition A.21 The collection $A_{w^*-m-a.s.}$ of all operators $T \in B_{w^*}(X^*, Y^*)$ that respect the relation of $w^*-m-a.s.$ equality, i.e. that satisfy \[ (283) \] is sequentially closed with respect to pointwise $w^*$-convergence of operators and contains all $w^*$-continuous operators from $X^*$ to $Y^*$. Consequently

$$A_{w^*}(X^*, Y^*) \subseteq A_{w^*-m-a.s.}.$$  

Proof Since an operator $T: X^* \to Y^*$ is $w^*$-continuous if and only if $T$ is the adjoint of a bounded operator $T_0: Y \to X$ is follows by Proposition \[A.20\] that $BC_{w^*}(X^*, Y^*) \subseteq A_{w^*-m-a.s.}$. It is also easy to see that the collection $A$ is also sequentially closed. Indeed, let $\{T_n\} \subseteq A$ be a sequence $w^*$-converging pointwise to $T$, let $\mu^1, \mu^2 \in L_w^\infty(T; X^*)$ be $w^*$-m.a.s. equal and let $g \in Y$. Since $\{T_n\} \subseteq A_{w^*-m-a.s.}$ and $\mu^1, \mu^2$ are $w^*$-m.a.s. equal it follows that $\langle g, T_n \mu^1_1 \rangle = \langle g, T_n \mu^2_1 \rangle$ for all $t \in F^g_n$ where $F^g_n \in F$ is a set of full measure in $T$. Then $F^g := \bigcap_{n \in \mathbb{N}} F^g_n$ is of full measure and $\langle g, T_n \mu^1_1 \rangle = \langle g, T_n \mu^2_1 \rangle$ for all $n \in \mathbb{N}$ and all $t \in F^g$. Since $\{T_n\}$ pointwise $w^*$-converges to $T$, taking the limit as $n \to +\infty$ we obtain that $\langle g, T \mu^1_1 \rangle = \langle g, T \mu^2_1 \rangle$ for all $t \in F^g$ and therefore $T \mu^1 = T \mu^2$ $w^*$-m.a.s. and thus $T \in A_{w^*-m-a.s.}$. \qed
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