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Abstract: We study the 2-dimensional Ising model at critical temperature on a simply connected subset \( \Omega_\delta \) of the square grid \( \delta \mathbb{Z}^2 \). The scaling limit of the critical Ising model is conjectured to be described by Conformal Field Theory; in particular, there is expected to be a precise correspondence between local lattice fields of the Ising model and the local fields of Conformal Field Theory. Towards the proof of this correspondence, we analyze arbitrary spin pattern probabilities (probabilities of finite spin configurations occurring at the origin), explicitly obtain their infinite-volume limits, and prove their conformal covariance at the first (non-trivial) order. We formulate these probabilities in terms of discrete fermionic observables, enabling the study of their scaling limits. This generalizes results of Hongler (Conformal invariance of Ising model correlations. Ph.D. thesis, [Hon10]), Hongler and Smirnov (Acta Math 211(2):191–225, [HoSm13]), Chelkak, Hongler, and Izyurov (Ann. Math. 181(3), 1087–1138, [CHI15]) to one-point functions of any local spin correlations. We introduce a collection of tools which allow one to exactly and explicitly translate any spin pattern probability (and hence any lattice local field correlation) in terms of discrete complex analysis quantities. The proof requires working with multipoint lattice spinors with monodromy (including construction of explicit formulae in the full plane), and refined analysis near their source points to prove convergence to the appropriate continuous conformally covariant functions.
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1. Introduction

The 2D Ising model is one of the most studied models of statistical mechanics. In its simplest formulation it consists of a random assignment of ±1 spins $\sigma_x$ to the faces of (subgraphs of) the square grid $\mathbb{Z}^2$ (Fig. 1); the spins tend to align with their neighbors; the probability of a configuration is proportional to $e^{-\beta H(\sigma)}$ where the energy $H(\sigma) = -\sum_{i \sim j} \sigma_i \sigma_j$ sums over pairs of adjacent faces; alignment strength is controlled by the parameter $\beta > 0$, usually identified with the inverse temperature.

The 2D Ising model has found applications in many areas of science, from description of magnets to ecology and image processing. Due to its simplicity and emergent features, it is interesting both as a discrete probability and statistical field theory model. Of particular physical interest is the phase transition at the critical point $\beta_c$: for $\beta < \beta_c$ the system is disordered at large scales while for $\beta > \beta_c$ a long-range ferromagnetic order arises. Classically, the phase transition can be described in terms of the infinite-volume limit: in the disordered phase $\beta < \beta_c$ there is a unique Gibbs measure, while in the ordered phase $\beta > \beta_c$ infinite-volume measures are convex combinations of two extremal measures. It has a continuous phase transition: only one Gibbs measure exists at $\beta = \beta_c$.

Critical lattice models at continuous phase transition points are widely expected to have universal scaling limits (independent of the choice of lattice and other details). In 2D, such scaling limits are expected to exhibit conformal symmetry. This can be loosely formulated as follows: for a conformal mapping $\varphi : \Omega \to \tilde{\Omega}$,

$$\varphi \text{ (scaling limit on } \Omega) = \text{ scaling limit on } \tilde{\Omega}.$$  

There are two main tools used to describe the scaling limits of planar lattice models: curves and fields. Schramm–Loewner Evolution (SLE) curves naturally arise in conformally invariant setups: for the Ising model, they describe the scaling limit of interfaces between opposite spins [CDHKS14, BeHo16]. The fields on a discrete level, such as the ±1-valued spin field $\sigma_i$, can be described by Conformal Field Theory (CFT): their correlations, in principle, are conjecturally described using representation-theoretic methods. Such conjectures have been proved for a number of natural fields [Hon10, HoSm13, CHI15]; the present paper is part of this program.

What makes it possible to mathematically analyze the 2D Ising model with great precision is its exactly solvable structure, first revealed by Onsager [Ons44]. The exact solvability can be formulated in many different ways; in recent years, the formulation in terms of discrete complex analysis has emerged as one the most powerful ways to understand the scaling limit of the model rigorously. In particular, the model’s conformal symmetry becomes much more transparent in this context.

The results of [Hon10] and [CHI15] on (asymptotic) conformal invariance of spin and energy fields can be formulated, in their simplest cases, as follows: consider the critical Ising model with plus boundary conditions on the discretization $\Omega_\delta$ by a square grid of mesh size $\delta > 0$ of a simply-connected domain $\Omega$ around the origin. Take the origin $0 \in \Omega$, identify it with the closest face of $\Omega_\delta$ and let $\delta$ be the face to the right of 0. Then, as $\delta \to 0$, we have the asymptotic expansions,
Fig. 1. An Ising model configuration on the faces of a square subset of $\mathbb{Z}^2$ with all-plus boundary conditions, along with its “low-temperature expansion”, indicating interfaces separating plus and minus spins

\[
\mathbb{E}_{\Omega_\delta}[\sigma_0] = 0 + C_\sigma |\varphi'(0)|^{-\frac{1}{8}} \delta^{\frac{1}{8}} + o\left(\delta^{\frac{1}{8}}\right),
\]

\[
\mathbb{E}_{\Omega_\delta}[\sigma_0\sigma_\delta] = \frac{\sqrt{2}}{2} + C_\epsilon |\varphi'(0)|^{-1} \delta + o(\delta),
\]

where $C_\sigma, C_\epsilon > 0$ are explicit (lattice-dependent) constants and $\varphi$ is any conformal map from the unit disk $\mathbb{D}$ to $\Omega$ fixing the origin. The first terms in the respective expansions are the infinite-volume limits of the left-hand side quantities. These results illustrate the following: for any local field one-point function, the correction to its infinite-volume expectation is described by Conformal Field Theory (CFT) quantities.

The Ising Model is conjectured to be described by the unitary CFT minimal model $\mathcal{M}_{3,4}$ (see e.g. [BPZ84], [DMS97]), also known as the Ising CFT. The Ising CFT consists of three primary fields: those of respective scaling dimensions 0 (the identity field – a constant field identically equal to one), $\frac{1}{8}$ (the spin field) and 1 (the energy field). Each of these primary fields generates an infinite-dimensional tower of fields called its descendants.

We conjecture that the space of the Ising CFT fields describes the limits of Ising lattice local fields:

**Definition.** Let $\mathcal{F}$ be a finite connected collection of faces of $\mathbb{Z}^2$ including 0. For any $F : \{\pm 1\}^\mathcal{F} \rightarrow \mathbb{C}$, a lattice local field $\Phi^F_\delta$ is a random field on the faces of $\Omega_\delta$ whose values are given by $\Phi^F_\delta(x) = F(\sigma_1 + \delta \mathcal{F})$. We call a local field spin-antisymmetric if $F(-\sigma) = -F(\sigma)$ and spin-symmetric if $F(-\sigma) = F(\sigma)$.

**Conjecture.** For any nonzero lattice field (i.e. whose correlations do not vanish generically; see [HKV17]) $\Phi^F_\delta$, there exists $D \in \mathbb{N} \cup \left(\mathbb{N} + \frac{1}{8}\right)$ such that

\[
\delta^{-D} \Phi^F_\delta \rightarrow \Phi
\]

in the sense of correlations (meaning that the n point functions converge), where $\Phi$ is a nonzero primary or descendant CFT field. If $\Phi$ is spin-antisymmetric then $D \in \mathbb{N} + \frac{1}{8}$; if $\Phi$ is spin-symmetric then $D \in \mathbb{N}$. Moreover every Ising CFT field can be obtained in such a manner.
Spin pattern probabilities Correlations of any lattice local field at a point $x$ can be rewritten in terms of probabilities of observing certain spin patterns centered at $x$, i.e. probabilities of spin configurations in a microscopic neighborhood of $x$. The main objective of this paper is to obtain explicit representations for probabilities of spin pattern events, which are the most general local quantities describing the model: we obtain infinite-volume limits for arbitrary local pattern probabilities and give their first-order corrections corresponding to what can be expected from the Ising-CFT correspondence (see Theorems 1.1–1.2 and Corollary 1.3).

More precisely, Let $\mathcal{F}$ be a finite connected set of faces in $\mathbb{Z}^2$ and fix a configuration $\rho \in \{\pm 1\}^\mathcal{F}$. We look at two types of lattice local fields:

- spin-antisymmetric pattern fields $\Phi_\delta^{F,\rho}(x)$ where $F_\rho = 1\{\sigma|_\mathcal{F} = \rho\}$, whose expectation gives the probability of the spin-antisymmetric pattern $\rho$ on $\mathcal{F}$,
- spin-symmetric pattern fields $\Phi_\delta^{F,\pm \rho}(x)$ where $F_{\pm \rho} = 1\{\sigma|_\mathcal{F} \in \{\pm \rho\}\}$, whose expectation gives the probability of the spin-symmetric pattern $\pm \rho$ on $\mathcal{F}$.

Every Ising lattice local field can easily be seen to be a finite linear combination of such fields. The main result of the paper is the following.

**Theorem** (see Corollary 1.3). Let $\mathcal{F}$ and $\rho$ be as above and let $\mathbb{P}_{\mathbb{Z}^2}$ be the infinite-volume measure of the critical Ising model. Consider the critical Ising model on $\Omega_\delta$ with plus boundary conditions, and denote it by $\mathbb{P}_{\Omega_\delta}$. Then as $\delta \to 0$, we have

$$
\mathbb{P}_{\Omega_\delta}[\sigma|_\delta\mathcal{F} = \rho] = \mathbb{P}_{\mathbb{Z}^2}[\sigma|_\mathcal{F} = \rho] + \delta^{\frac{1}{8}} \cdot \text{geometric effect } (\rho, \Omega) + o\left(\delta^{\frac{1}{8}}\right),
$$

$$
\mathbb{P}_{\Omega_\delta}[\sigma|_\delta\mathcal{F} \in \{\pm \rho\}] = \mathbb{P}_{\mathbb{Z}^2}[\sigma|_\mathcal{F} \in \{\pm \rho\}] + \delta \cdot \text{geometric effect } (\pm \rho, \Omega) + o(\delta).
$$

The infinite-volume probability and the geometric effects are given in terms of explicit Pfaffian formulae.

The distinction between spin-symmetric and spin-antisymmetric pattern fields is both natural and important in the CFT framework: the spin and energy fields are the most elementary instances of spin-antisymmetric and spin-symmetric local fields respectively. The space of lattice local fields is a vector space that can be decomposed into the direct sum of fields that are symmetric and antisymmetric under spin flip.

The above theorem proves the aforementioned conjecture in the following specific case: it allows one to study the scaling limit of the one-point function of $\delta^{-D}\Phi_\delta^{F}$ for $D \leq 1$ in simply-connected domains. Following [Hon10, HoSm13, CHI15], we expect the proof naturally extends to multi-field correlations, in order to prove—in full—the conjecture for fields of scaling dimension $D \in \{0, 1/8, 1\}$. Beyond that, the method we use provides a general toolbox to express multipoint correlations of any local lattice field in terms of discrete fermionic observables in discrete domains, and hence to give explicit infinite-volume limits and first order corrections, and reduce the calculation of all subsequent CFT terms to questions in discrete complex analysis (see Applications 1.3.1).

Moreover, the results allow one to study new interesting quantities: for instance, one can estimate spin flip rates for critical Ising Glauber dynamics, including the geometric effects on them up to first order in the mesh size (see Applications 1.3.2).

The results and approach of this paper, as well as the conjectured connection between Ising lattice local fields and CFT, are expected to straightforwardly generalize in two directions. First, the approach can be generalized to arbitrary combinations of +, − and free boundary conditions (the three conformally invariant boundary conditions according
to CFT [Car84]). Second, the results should extend to more general planar graphs, including, in particular, isoradial graphs.

Let us also point out similar connections between pattern probabilities and conformal invariance obtained by Boutillier in [Bo07] in the context of the dimer model.

The proof relies mainly on discrete complex analytic methods: we use lattice observables, modifying the objects introduced in [Hon10,CHI15], to connect pattern probabilities with solutions of discrete boundary value problems. This requires precise treatment of multipoint observables on a topological double cover of the lattice with microscopically separated source points at their singularities. We then study the scaling limits of such solutions using discrete complex analysis technique, where, in particular, the neighborhood of the monodromy of the double cover needs to be analyzed delicately. The new techniques introduced for this purpose are: refined analysis of convergence of observables and constructions and characterizations of lattice spinor observables on the slit plane \((\mathbb{C} \setminus \mathbb{R}_{>0})_{\delta > 0}\), both as limits of finite-volume ones and in terms of discrete harmonic measures (explicitly computed with Fourier techniques).

1.1. Notation. We begin by defining the most important notation, that will be necessary for the statements of the main theorems. We defer a more extensive discussion of the notation used in the proofs to Sect. 1.5.

In this paper, we consider the Ising model with spins on the faces of the graph \(\Omega_\delta\), a discretization of \(\Omega\) of mesh size \(\delta > 0\). More precisely:

Identify \(\mathbb{Z}^2\) with the square lattice with vertex set at \(\mathbb{Z}^2 \subset \mathbb{C}\) and nearest-neighbor edges. Let \(\mathbb{C}_1 := (1 + i)\mathbb{Z}^2 + 1\) and \(\mathbb{C}_\delta = \delta \mathbb{C}_1\) be the rescaled, rotated and shifted lattice, and its rescaling by a mesh size \(\delta > 0\), respectively.

For a simply connected open domain \(\Omega \subset \mathbb{C}\) bounded by a smooth curve containing 0 (this is easily relaxed to arbitrary simply connected domains [CHI15, Remark 2.10]), define \(\Omega_\delta\) as the largest connected component of the graph \(\Omega \cap \mathbb{C}_\delta\). Denote by \(\mathcal{V}_{\Omega_\delta}\) the set of vertices of \(\Omega_\delta\), and by \(\mathcal{E}_{\Omega_\delta}\) the set of edges in \(\Omega_\delta\). We denote the set of faces of the graph by \(\mathcal{F}_{\Omega_\delta}\). Whenever needed, we identify the edges in \(\mathcal{E}_{\Omega_\delta}\) with their midpoints, and the faces in \(\mathcal{F}_{\Omega_\delta}\) with their centers, such that the origin is identified with a face.

1.1.1. Ising model An Ising configuration \(\sigma\) is an assignment of \(\pm 1\) spins to the faces in \(\mathcal{F}_{\Omega_\delta}\). We consider the critical Ising model on \(\mathcal{F}_{\Omega_\delta}\) with plus boundary conditions, given by,

\[
\mathbb{P}_{\Omega_\delta}(\sigma) = \mathbb{P}^+_{\Omega_\delta}(\sigma) \propto e^{-\beta_c H(\sigma)},
\]

where \(\beta_c = \frac{1}{2} \ln(\sqrt{2} + 1)\) is the critical inverse temperature and \(H(\sigma) = -\sum_{x \sim y} \sigma_x \sigma_y\) with boundary faces fixed to have +1 spin. Let \(\mathbb{E}_{\delta} = \mathbb{E}_{\Omega_\delta}^+\) be its corresponding expectation.

Define the energy density field \((\epsilon(\delta e))_{e \in \mathbb{C}_1}\) as follows: for \(\delta e \in \mathcal{E}_{\Omega_\delta}\) separating faces \(\delta f_1 \sim \delta f_2\),

\[
\epsilon(\delta e) = \mu - \sigma_{\delta f_1} \sigma_{\delta f_2}, \quad \text{where} \quad \mu := \frac{\sqrt{2}}{2} = \mathbb{E}_{\mathbb{C}_1}[\sigma_{\delta f_1} \sigma_{\delta f_2}] = \mathbb{E}_{\mathbb{C}_1}[\sigma_{f_1} \sigma_{f_2}].
\]
Define the spin-weighted energy density field \( \epsilon_{[0]}(\delta e) \) on \( \Omega_\delta \) by
\[
\epsilon_{[0]}(\delta e) = \mu_e - \sigma \delta f_1 \sigma \delta f_2, \quad \text{where} \quad \mu_e := \lim_{\Omega \to \mathbb{C}} \frac{\mathbb{E}_{\Omega_\delta} [\sigma_0 \sigma f_1 \sigma f_2]}{\mathbb{E}_{\Omega_1} [\sigma_0]} = \lim_{\Omega \to \mathbb{C}} \frac{\mathbb{E}_{\Omega_1} [\sigma_0 \sigma f_1 \sigma f_2]}{\mathbb{E}_{\Omega_1} [\sigma_0]} \tag{1.1}
\]
where the limit is trivially independent of \( \delta \) and exists for every \( e \in \mathbb{C}_1 \) by Theorem 1.2 (see Fig. 8 for some exact values). Given a set of edges \( B \subset \mathbb{C}_1 \), we write
\[
\epsilon(\delta B) := \prod_{e \in B} \epsilon(\delta e) \quad \text{and analogously} \quad \epsilon_{[0]}(\delta B) := \prod_{e \in B} \epsilon_{[0]}(\delta e).
\]

1.2. Main results. In this section we present the main results. By translation, it suffices to consider the statistics of fields centered at \( x = 0 \). For a collection \( B = \{e_1, \ldots, e_n\} \subset \mathbb{C}_1 \), consider the spin-symmetric field \( \epsilon(\delta B) = \epsilon(\delta e_1) \cdots \epsilon(\delta e_n) \), i.e., the product of energy densities on a collection of edges around \( x \), and the spin-antisymmetric field \( \sigma_0 \epsilon_{[0]}(\delta B) = \sigma_0 \epsilon_{[0]}(\delta e_1) \cdots \epsilon_{[0]}(\delta e_n) \). If \( A, B \) are anti-symmetric square matrices of the same dimensions, define the directional derivative of the Pfaffian \( \text{Pf}(B) \) (defined in (4.6)) by
\[
D_A \text{Pf}(B) = \lim_{t \downarrow 0} \frac{\text{Pf}(B + tA) - \text{Pf}(B)}{t}.
\]
For spin-symmetric and spin-antisymmetric fields, we obtain the following two convergence results:

**Theorem 1.1** (Spin-symmetric correlations). Let \( B = \{e_1, \ldots, e_n\} \subset \mathbb{C}_1 \). There exist explicit, real-valued anti-symmetric \( 2n \times 2n \) matrices \( F^B \) and \( E^B \), such that as \( \delta \to 0 \),
\[
\mathbb{E}_{\Omega_\delta} [\epsilon(\delta B)] = (-2)^n \cdot \text{Pf}(F^B) + (-2)^n \cdot \delta \cdot r^{-1}_\Omega(0) \cdot D_{E^B} \text{Pf}(F^B) + o(\delta),
\]
where \( r_\Omega(z) \) is the conformal radius of \( \Omega \) seen from \( z \in \Omega \) (i.e. \( r_\Omega(z) = |\varphi'(0)| \) where \( \varphi : \mathbb{D} \to \Omega \) is the conformal map such that \( \varphi(0) = z \)).

**Theorem 1.2** (Spin-antisymmetric correlations). Let \( B = \{e_1, \ldots, e_n\} \subset \mathbb{C}_1 \). The limits \( \mu_e \) defined in (1.1) exist for every \( e \in \mathbb{C}_1 \) and are given explicitly. There exist explicit anti-symmetric \( 2n \times 2n \) matrices \( F_{[0]}^B \) and \( E_{[0]}^B \), the former being real-valued, such that as \( \delta \to 0 \),
\[
\frac{\mathbb{E}_{\Omega_\delta} [\sigma_0 \epsilon_{[0]}(\delta B)]}{\mathbb{E}_{\Omega_\delta} [\sigma_0]} = (-2)^n \cdot \text{Pf}(F_{[0]}^B) + (-2)^n \cdot \delta \cdot \text{Re} \left[ -\frac{1}{4} \partial_z \log r_\Omega(z) \bigg|_{z=0} \cdot D_{E_{[0]}^B} \text{Pf} \left( F_{[0]}^B \right) \right] + o(\delta),
\]
where \( z = x + iy \) and \( \partial_z = \frac{1}{2} (\partial_x - i \partial_y) \).

**Remark.** Theorems 1.1 and 1.2 yield that the infinite-volume limits of \( \mathbb{E}_{\Omega_\delta} [\sigma_0 \epsilon_{[0]}(\delta B)] / \mathbb{E}_{\Omega_\delta} [\sigma_0] \) and \( \mathbb{E}_{\Omega_\delta} [\epsilon(\delta B)] \) exist and are given explicitly by
For spin pattern fields, our results translate to the following:

**Corollary 1.3** (Conformal invariance of pattern probabilities). Let \( \mathcal{F} \) be a finite connected collection of faces of \( \mathbb{C}_1 \) including 0. For any \( \rho \in \{ \pm 1 \}^\mathcal{F} \) we have:

\[
\delta^{-1} \left( P_{\Omega_8}[\sigma|_{\delta \mathcal{F}} \in \{ \pm \rho \}] - P_{\mathbb{C}_1}[\sigma|_{\mathcal{F}} \in \{ \pm \rho \}] \right) \xrightarrow[\delta \to 0]{} \langle \langle \mathcal{F}, \{ \pm \rho \} \rangle \rangle_{\Omega},
\]

\[
\delta^{-1/8} \left( P_{\Omega_8}[\sigma|_{\delta \mathcal{F}} = \rho] - P_{\mathbb{C}_1}[\sigma|_{\mathcal{F}} = \rho] \right) \xrightarrow[\delta \to 0]{} \langle \langle \mathcal{F}, \rho \rangle \rangle'_{\Omega},
\]

where the functions \( \langle \langle \cdot \rangle \rangle_{\Omega} \) and \( \langle \langle \cdot \rangle \rangle'_{\Omega} \) depend only on \( \Omega \), and where:

- **infinite-volume limits** \( P_{\mathbb{C}_1}[\sigma|_{\mathcal{F}} \in \{ \pm \rho \}] = \lim_{\Omega \to \mathbb{C}} P_{\Omega_8}[\sigma|_{\delta \mathcal{F}} \in \{ \pm \rho \}] \) and \( P_{\mathbb{C}_1}[\sigma|_{\mathcal{F}} = \rho] \) are explicit.

- \( \langle \langle \mathcal{F}, \{ \pm \rho \} \rangle \rangle_{\Omega} \) and \( \langle \langle \mathcal{F}, \rho \rangle \rangle'_{\Omega} \) are explicit and are such that for the map \( \varphi : \mathbb{D} \to \Omega \) as in Theorem 1.1,

\[
\langle \langle \mathcal{F}, \{ \pm \rho \} \rangle \rangle_{\Omega} = r^{-1}_{\Omega}(0) \langle \langle \mathcal{F}, \{ \pm \rho \} \rangle \rangle_{\mathbb{D}}, \quad \text{and} \quad \langle \langle \mathcal{F}, \rho \rangle \rangle'_{\Omega} = r^{-1\delta}_{\Omega}(0) \langle \langle \mathcal{F}, \rho \rangle \rangle'_{\mathbb{D}}.
\]

As a result of Corollary 1.3, our results include explicit expressions for all the finite-dimensional distributions of \( P_{\mathbb{D}^2} \) as finite linear combinations of a certain Fourier integral given in Theorem 3.21.

1.3. Applications. In this subsection, we briefly detail three applications of our results: the lattice local field conjecture of the introduction, relations between Markov chain dynamics flip rates and the geometry of the domain where the dynamics live, and explicit computations of pattern probabilities under the Gibbs measure.

1.3.1. Lattice local fields and CFT Returning to the conjectured Ising-CFT correspondence in terms of lattice fields, we observe that any lattice local field \( \phi^x_{\delta}(x) \) is such that \( \mathcal{F} \) can be expressed as a linear combination of indicator functions of spin-pattern events in a microscopic neighborhood of \( x \); a spin-symmetric lattice local field can in particular be written in terms of indicators of spin-symmetric pattern events.

Then Theorems 1.1–1.2 give the infinite-volume limits, and first-order CFT corrections of the one point function of any lattice local field \( \phi^x_{\delta}(x) \) in terms of those of spin-symmetric and spin-antisymmetric pattern fields, whose one-point functions can be obtained explicitly. We believe extending this to multi-field correlations of fields with scaling dimension \( D \leq 1 \) should carry over from \[ Hon10, CHI15 \].

In the other direction, though our main statements only go up to first-order corrections \( (\delta^{1/8} \text{ or } \delta) \), the methods of this paper can, in principle, be employed to reduce the computation of higher order CFT corrections to correlations of any local lattice field to questions of discrete complex analysis. Of course, then obtaining the necessary sharper discrete complex analytic expansions is itself a major obstacle to the extension of such results. All the same, using the present framework along with, hypothetically, improved discrete complex analysis asymptotics, should yield that all Ising lattice local fields are, as conjectured in the Introduction, either zero in correlations, or have scaling dimensions \( \Delta \in \mathbb{N} \cup (\mathbb{N} + \frac{1}{8}) \), as predicted from the Ising CFT.
1.3.2. Local Markov chain dynamics There are a number of Markov chain dynamics for which the Ising measure is the stationary measure; as a result, an efficient way to sample the Ising model is to run such a Markov chain for long times.

Of particular importance are local dynamics, such as the Glauber dynamics, where one picks a spin at random, and flips it with a probability given by the state of spins in a microscopic neighborhood of it (the simplest one using only the four neighbors). At critical temperature interesting dynamical behavior arises (see [LuSl12]). In particular, as our results explain, the geometry of the domain $\Omega$ has a measurable (i.e. inverse polynomial-sized) effect on the local dynamics of the Markov chain.

For such a dynamics, our results allow one to describe, once we are at equilibrium, the relevant observables to compute the average flip rates of the system; those are indeed given in terms of the occurrence probabilities of various spin patterns (typically spin-symmetric patterns).

In particular, Corollary 1.3 gives us the following: at criticality, for any Glauber dynamics (see e.g., [LuSl12, Section 2.1]), we can derive exact information about spin-symmetric pattern probabilities, how they behave at constant order, and how the first-order correction depends on a geometric quantity.

Knowing the long-term history of a Glauber dynamics in a microscopic neighborhood of a point enables the computation of various spin pattern probabilities and hence lattice local field one-point functions. Higher order corrections of these terms in turn give geometric information beyond the conformal radius of the domain. A particularly interesting question, for which our results provide relevant tools, is the following one, due to Benjamini (private communication to the second author): does the complete (i.e., unbounded in time) knowledge of the flip history of a single spin allow one to recover the shape of the domain $\Omega$, up to isometry?

1.3.3. Explicit computations Explicit calculation of infinite-volume limits and finite-size corrections of pattern probabilities in the critical Ising model is of general interest, and may be particularly useful for the program of Application 1.3.2. Such computation requires the explicit matrices of Theorems 1.1–1.2, which are expressed in terms of the full-plane fermion and spin-fermion observables: some values of the former are given in e.g., [Ken00]; we characterize the latter as a Fourier integral (see Theorem 3.21) and give some of its values in Fig. 4. In particular, the entries of the matrices in Theorems 1.1–1.2 are given as finite linear combinations of a slit-plane harmonic measure, whose values are explicitly computable as a Fourier integral.

We present an example computation of the infinite-volume limit and first-order conformal correction of $\mathbb{E}_{\Omega_\delta}[\sigma_0 \sigma_2]$ in Corollary C.1 of Appendix C, where, since the spins live on the rotated square lattice, this is a pair of diagonally “adjacent” spins. The first and second order corrections to this term, and their representation in terms of discrete complex analysis will be used in the Ising stress tensor on the lattice level (see [BeHo18] and, for an alternative approach to the stress tensor, [CGS17]).

As a computation of spin-antisymmetric fields, Corollary C.2 gives the values of the infinite-volume limit and conformal correction to the spin weighted “L”-shaped correlation $\mathbb{E}_{\Omega_\delta}[\sigma_0 \sigma_{(1+i)\delta} \sigma_2]/\mathbb{E}_{\Omega_\delta}[\sigma_0]$.

1.4. Proof outline. In this subsection we outline the strategy for proving our main results: Theorems 1.1–1.2. The proof combines ideas from [Hon10,CHI15], and we try to focus the outline on the places where substantial new ingredients are needed. The steps in proving the main theorems broadly consist of the following.
Section 2 defines standard concepts in discrete complex analysis as well as the discrete Riemann boundary value problems solved by certain discrete observables. Section 3 begins by defining the two-point discrete fermion and spin-fermion (given by \((\alpha, \zeta) \mapsto F_{\Omega, \alpha, \zeta}^\alpha\) and \(F_{\Omega, \alpha, \zeta}^\alpha\) respectively) via the low-temperature expansion of the Ising model and disorder lines, as well as their full-plane analogues.

- In Sect. 3.1, we define the bounded domain observables on \(\Omega_{\delta}\), as previously defined in \([HoSm13, CHI15]\).
- In Sect. 3.2, we introduce their full-plane analogues: the full plane fermion \(H_{\alpha, C_1}^\alpha(z)\) is given explicitly by a formula due to Kenyon. For the special value of \(\alpha_0 = \frac{1}{2}\), the full plane spin-fermion \(H_{[C_1, 0]}^\alpha(z)\) was given by \([CHI15]\). Here, we prove existence of the infinite-volume limit of the spin-fermion \(H_{[C_1, 0]}^\alpha\) for every \(\alpha\), and express it as a finite linear combination of discrete harmonic measures on \(C_1 \setminus \mathbb{R}_{\geq 0}\). Moreover, we give an explicit representation formula using Fourier techniques for this discrete harmonic measure (see Theorem 3.21), allowing computation of \(H_{[C_1, 0]}^\alpha(z)\) for arbitrary \(\alpha\).

Section 4 defines and analyzes \(n\)-point analogues of the two-point fermion and spin-fermion. This section is notationally heavy, but many of its proofs are straightforward adaptations of proofs in \([Hon10]\).

- We first recall the multipoint fermion defined in \([Hon10]\) and slightly, but crucially, generalize its properties to the setting where its arguments are permitted to be adjacent edges.
- Motivated by this definition, we consider a multipoint version of the spin-fermion observable in Definition 4.2 and prove that the same properties hold after minor modifications.
- In Proposition 4.13 we relate specific values taken by the multipoint fermion and spin-fermion to the \(n\)-point spin-symmetric and spin-antisymmetric correlations of Theorems 1.1–1.2.
- These results allow us to arrive at the spin-antisymmetric analogues of the Pfaffian formulae of \([Hon10]\), connecting spin-antisymmetric \(n\)-point Ising correlations to the Pfaffian of a matrix with entries consisting only of the two-point spin-fermion (see Proposition 4.17).

Section 5 defines two-point continuous observables, and proves that they are the renormalized scaling limits (as \(\delta \to 0\)) of the discrete two-point observables.

- In Sect. 5.2 we introduce the continuous analogues of the discrete Riemann boundary value problem defined in Sect. 2 and give their full-plane solutions and bounded domain solutions \(h_{\Omega}^\alpha\) and \(h_{[\Omega, 0]}^\alpha\). Again this was already done for the fermion in \([Hon10, HoSm13]\) and for the spin-fermion in the particular case of \(h_{[\Omega, 0]}^{\alpha = \frac{1}{2}}\) \([CHI15]\); extra care is needed in constructing the continuous bounded domain and full-plane spin-fermions for arbitrary source point \(\alpha\).
- The heart of Sect. 5, Sect. 5.4 proves convergence of a rescaled, renormalized discrete spin-fermion to a conformally covariant quantity obtained by Taylor expanding \(h_{[\Omega, 0]}^\alpha\), for arbitrary \(\alpha\). In adapting the proof of convergence in \([CHI15]\) to the case where \(\alpha \neq \frac{1}{2}\), we require refined analysis of the observables near their branch points and singularities. Here we encounter some discrete complex analytic peculiarities regarding discretizations of the function \(i\sqrt{z}\) which are independently interesting.

Section 6 combines the Pfaffian formulae of Sect. 4.4 expressing \(n\)-point correlations in terms of two-point discrete observables, with the convergence results of Sect. 5, to prove Theorems 1.1–1.2.
In Appendix A, we prove the validity of our explicit construction of the discrete harmonic measure on \(\mathbb{C} \setminus \mathbb{R}_{>0}\) and provide a recursive formula to obtain its value at any lattice point as a finite linear combination of Fourier integrals. In Appendix B, Proposition B.1, we provide a combinatorial proof of the well-definedness of the discrete multipoint spin-fermion we introduce in Definition 4.2. As mentioned earlier, Appendix C consists of explicit computations of the infinite-volume limit and first-order correction of the correlations of two diagonally adjacent spins and three spins in an “L” shape.

1.5. Extra notation and glossary. We now introduce extended notation that will be used globally throughout the paper. This notation mimics very closely that of [CHI15], and we try to make note of places where our conventions differ.

1.5.1. Relevant constants The following constants will recur throughout the paper.

\[
\beta_c = \frac{1}{2} \log(1 + \sqrt{2}) \quad \mu = \frac{\sqrt{2}}{2} \quad \lambda = e^{i \pi/4}
\]

1.5.2. Graph notation We list below the additional graph notation that will be used throughout the paper.

- For two adjacent vertices \(a, b \in \mathcal{V}_{\Omega_\delta}\) the edge \(e = \{a, b\}\) is identified with the line segment in \(\Omega\) connecting \(a\) and \(b\); we define the set of medial vertices \(\mathcal{V}_{\Omega_\delta}^m\) as the set of edge midpoints; given an edge \(e \in \mathcal{E}_{\Omega_\delta}\), we denote its midpoint by \(m(e) \in \mathcal{V}_{\Omega_\delta}^m\), and conversely for \(m \in \mathcal{V}_{\Omega_\delta}^m\) the corresponding edge \(e(m) \in \mathcal{E}_{\Omega_\delta}\).
- We call corners the points that are at distance \(\delta/2\) from the vertices in one of the four \(\pm 1, \pm i\) directions. Following [CHI15], we set
  \[\mathcal{V}_{\Omega_\delta}^1 := \mathcal{V}_{\Omega_\delta} + \delta/2, \quad \mathcal{V}_{\Omega_\delta}^i := \mathcal{V}_{\Omega_\delta} - \delta/2, \quad \mathcal{V}_{\Omega_\delta}^\lambda := \mathcal{V}_{\Omega_\delta} - i\delta/2, \quad \text{and} \quad \mathcal{V}_{\Omega_\delta}^\bar{\lambda} := \mathcal{V}_{\Omega_\delta} + i\delta/2.\]

The set of corners \(\mathcal{V}_{\Omega_\delta}^c\) is the union \(\mathcal{V}_{\Omega_\delta}^1 \cup \mathcal{V}_{\Omega_\delta}^i \cup \mathcal{V}_{\Omega_\delta}^\lambda \cup \mathcal{V}_{\Omega_\delta}^\bar{\lambda}\).
- The domain of definitions for most discrete functions in the following sections is the set of both corners and medial vertices, or \(\mathcal{V}_{\Omega_\delta}^{cm} := \mathcal{V}_{\Omega_\delta}^c \cup \mathcal{V}_{\Omega_\delta}^m\). We declare a medial vertex and a corner adjacent if they are \(\delta/2\) apart from each other.
- The boundary faces \(\partial \mathcal{F}_{\Omega_\delta}\), boundary medial vertices \(\partial \mathcal{V}_{\Omega_\delta}^m\), boundary edges in \(\partial \mathcal{E}_{\Omega_\delta}\) are those faces, medial vertices, and edges in \(\mathcal{C}_\delta\) that are incident to but not contained in \(\mathcal{F}_{\Omega_\delta}, \mathcal{V}_{\Omega_\delta}^m\), and \(\mathcal{E}_{\Omega_\delta}\).
- Given a boundary edge \(z\) (resp., boundary medial vertex), we define the unit normal outward vector \(\nu_z\) as the unit vector in the direction of the vertex in \(\mathbb{C} \setminus \Omega\) viewed from the vertex inside \(\Omega\).

1.5.3. Graph lifts to the double cover For the discrete functions with monodromy which will be introduced in Sect. 3, we work with graphs lifted to the double cover \([\Omega, 0]\) of \(\Omega \setminus \{0\}\).

- We denote by \([\mathbb{C}, 0]\) the double cover of the plane \(\mathbb{C}\) ramified at 0, i.e. the surface on which the function \(z \mapsto \sqrt{z} \in \mathbb{C} \setminus \{0\}\) is naturally defined; above each point of \(\mathbb{C} \setminus \{0\}\) lie exactly two points of \([\mathbb{C}, 0]\). We will sometimes use \(z \in [\mathbb{C}, 0]\) to refer to its projection on \(\mathbb{C}\) in unambiguous cases.
– If \( z_1, z_2 \in \mathbb{C}, 0 \) are two points above \( w_1, w_2 \in \mathbb{C} \setminus \{0\} \) such that \( \text{Re} \left( \frac{w_1}{w_2} \right) > 0 \), we say that they are on the same sheet if \( \text{Re} \left( \frac{\sqrt{z_1}}{\sqrt{z_2}} \right) > 0 \) and that they are on opposite sheets if \( \text{Re} \left( \frac{\sqrt{z_1}}{\sqrt{z_2}} \right) < 0 \).

– If \( z \in \mathbb{C}, 0 \) lies above \( w \in \mathbb{C} \setminus \{0\} \), we define \( z + x \in [\mathbb{C}, 0] \), for \( x \in \mathbb{C} \) small enough, as the point above \( w + x \) that is on the same sheet as \( z \).

– We define complex conjugation on the double cover by conjugating the square root. In other words, the complex conjugate \( \bar{z} \) of \( z \in \mathbb{C}, 0 \) is defined by the condition that \( \sqrt{z} = \sqrt{\bar{z}} \).

– We call functions with monodromy \(-1\) around \( 0 \) spinors; these are naturally defined on \([\mathbb{C}, 0]\).

– We denote by \([\Omega_\delta, 0]\) the double cover of \( \Omega_\delta \) ramified at \( 0 \); in other words, the vertices, medial vertices, and corners get lifted from \( \Omega_\delta \) to yield the lifted vertex, edge and corner sets. We use similar notations for the lifted vertex, edge, and corner sets as above by replacing \( \Omega_\delta \) with \([\Omega_\delta, 0]\). Moreover, \([\Omega_\delta, 0]\) can be naturally viewed as a subgraph of \([\mathbb{C}, 0]\) via the natural inclusion \([\Omega, 0] \subset [\mathbb{C}, 0]\).

– Identify the branches of the double cover \([\mathbb{C}, 0]\) using the function \( \sqrt{z} \) as follows:

\[
\begin{align*}
\mathbb{X} := \mathbb{C} \setminus \{R_{<0}\} & \quad \text{with } \mathbb{X}^+ := \{z \in [\mathbb{C}, 0] : \text{Re}(\sqrt{z}) > 0\} \text{ and } \mathbb{X}^- := \{z \in [\mathbb{C}, 0] : \text{Re}(\sqrt{z}) < 0\} \\
\mathbb{Y} := \mathbb{C} \setminus \{R_{>0}\} & \quad \text{with } \mathbb{Y}^+ := \{z \in [\mathbb{C}, 0] : \text{Im}(\sqrt{z}) > 0\} \text{ and } \mathbb{Y}^- := \{z \in [\mathbb{C}, 0] : \text{Im}(\sqrt{z}) < 0\}
\end{align*}
\]

On the discrete level, define the lift of \( V_{\Omega_\delta}^1 \) to \( \mathbb{X}^\pm \) as \( \mathbb{X}^\pm_\delta \), and the lift of \( V_{\Omega_\delta}^0 \) to \( \mathbb{Y}^\pm \) as \( \mathbb{Y}^\pm_\delta \).

1.5.4. Orientations We define orientations and s-orientations for corners and medial vertices.

– Given an edge \( e = \{a, b\} \in E_{\Omega_\delta} \), we denote the two orientations of \( e \) by the complex numbers \( (a - b) / |a - b| \) and \( (b - a) / |b - a| \). We can subdivide \( e \) into two half edges \( \{a, m(e)\} \) and \( \{m(e), b\} \); their union is identified with the whole edge \( e \). An orientation \( o = o(e) \) is compatible with a half edge \( \{a, m(e)\} \) if \( a - m(e) \) points to the same direction: i.e., \( o = (a - m(e)) / |a - m(e)| \).

– We call an oriented medial vertex and denote by \( m^0 \) an edge midpoint \( m(e) \) together with an orientation of the edge \( e \). We denote by \( V_{\Omega_\delta}^0 \) the set of oriented medial vertices.

– For a corner \( c \), we define its orientation \( o = o(c) \) as the complex number \( (v - c) / |v - c| \), where \( v \) is the nearest vertex to \( c \).

– To an orientation \( o \) we further associate two s-orientations corresponding to the two choices of square root for \( o \); we often denote an s-orientation by \( (\sqrt{o})^2 \), indicating this choice.

1.5.5. Glossary For the reader’s convenience, we compile some of the most important terminology and quantities used across the paper (see also Fig. 2 for the graph notation). We first recall the various graphs we work with: if \( \Omega \) is a simply-connected smooth domain containing the origin and \( \overline{\Omega} \) is its complex conjugate,

\[
\begin{align*}
\mathbb{C} := \{1 + i\mathbb{Z}^2 + 1 \} & \quad \Omega_\delta := \Omega \cap \mathbb{C} \delta \quad \Lambda_\delta := \Omega_\delta \cap (\overline{\Omega})_\delta \quad a_0 = \frac{1}{2}
\end{align*}
\]
Fig. 2. The graph notation on discretizations of $\Omega$ where $\tau \in \{1, i, \lambda, \bar{\lambda}\}$; the notation on $[\Omega_\delta, 0]$ is analogously defined.

and the quantities $[\mathbb{C}_1, 0]$, $[\Omega_\delta, 0]$, etc. are analogously defined on the ramified plane $[\mathbb{C}, 0]$. When proofs are independent of the choice, we let $D_\delta$ denote either of $\Omega_\delta$ or $[\Omega_\delta, 0]$.

The domain-dependent quantities of interest match with [CHI15] and read as follows for fixed $z \in \Omega$.

| Geometric quantities | \begin{align*} 
\phi(\omega) & \quad \text{conformal map } \phi : \mathbb{D} \rightarrow \Omega \text{ with } \phi(0) = z \\
\rho_\Omega(z) & \quad |\phi'(0)| \\
A_\Omega & \quad \frac{1}{4} \partial z \log \rho_\Omega(z) \big|_{z=0} 
\end{align*} |
| --- | --- |
| \begin{align*} 
\text{conformal radius of } z \\
\text{Remark 5.13} 
\end{align*} |

In what follows, we present the notation for the fundamental observables we deal with; in order to reduce multipoint observables to such two-point functions via Pfaffian relations we need much heavier notation, that is restricted to Sect. 4. In the sequel, $a, z$ will be medial vertices or corners and $\alpha$ and $\zeta$ will be their $s$-oriented counterparts, e.g., $\alpha = a(\sqrt{2})^2$.

| Fermion observables | \begin{align*} 
F_{\Omega_\delta}^{\alpha, \zeta} & \quad \text{discrete real fermion} \\
H_{\Omega_\delta}^\alpha(z) & \quad \text{discrete complexified fermion} \\
F_{\mathbb{C}_1}^{\alpha, \zeta} & \quad \text{discrete full-plane fermion} \\
H_{\mathbb{C}_1}^\alpha(z) & \quad \text{discrete full-plane complexified fermion} \\
f_\Omega, h_\Omega, f_\mathbb{C}, h_\mathbb{C} & \quad \text{continuous counterparts of the above} \\
F_{\Omega_\delta}^+, H_{\Omega_\delta}^\alpha, f_{\Omega_\delta}^+, h_{\Omega_\delta}^\alpha & \quad \text{e.g., } \quad F_{\Omega_\delta}^{\alpha, \zeta} = F_{\Omega_\delta}^\alpha - F_{\mathbb{C}_1}^{\alpha, \zeta} 
\end{align*} |
| --- | --- |
| \begin{align*} 
\text{Definition 3.2} \\
\text{Definition 3.8} \\
\text{Theorem 3.13} \\
\text{Proposition 3.14} \\
\text{Definitions 5.6, 5.8} 
\end{align*} |
The notation for the spin-fermions is analogous to the above, but on the respective double covers.

| Spinor observables | Definition |
|--------------------|------------|
| $F^{α,ξ}_{[Ω_δ,0]}$ | discrete real spin-fermion | Definition 3.3 |
| $H^α_{[Ω_δ,0]}(z)$ | discrete complexified spin-fermion | Definition 3.9 |
| $F^{α,ξ}_{[C_1,0]}$ | discrete full-plane spin-fermion | Theorem 3.15, item (E) |
| $H^α_{[C_1,0]}(z)$ | discrete full-plane complexified spin-fermion | Proposition 3.19 |
| $S^{α}_{[Ω_δ,0]}(z), A^{α}_{[Ω_δ,0]}(z)$ | symmetrized and anti-symmetrized observables | Definition 3.11 |
| $G_{[C_1,0]}(z), \tilde{G}^±_{[C_1,0]}(z)$ | auxiliary functions | Definitions 3.25 |
| $C_α = C_α^ν$ | $C_α = \text{Re} \left[ i \sqrt{\alpha} (\tilde{G}^+_α[z_{[C_1,0]}] - \tilde{G}^−_α[z_{[C_1,0]}])^ν(a) \right]$ | Corollary 5.19 |

The lower-case versions of the spin-fermions above again are their continuous counterparts, and when there is a † superscript, that denotes the difference of the bounded-domain and full-plane spin-fermions.

## 2. Discrete Complex Analysis

In this section, we review basic notions of discrete complex analysis that will be useful in this paper. We use discrete complex analysis for the following:

- To relate the Ising correlations to Pfaffians of fermion and spin-fermion observables.
- To obtain explicit formulae for the full-plane observables.
- To establish the convergence of the two-point observables and study their local behavior.

### 2.1. $S$-holomorphicity.

**Definition 2.1.** Associate to each corner $c \in \mathcal{V}_Ω^τ$ with $τ \in \{1, i, \lambda, \bar{λ}\}$, the line $l(c) := τ \mathbb{R}$ in the complex plane. A function $H_δ$ defined on corners and medial vertices of a discrete domain $Ω_δ$ is said to be $s$-holomorphic at a corner $c \in \mathcal{V}_Ω^τ$ if for any adjacent medial vertex $a \in \mathcal{V}_Ω^m$ we have

$$H_δ (c) = P_{l(c)} [H_δ (a)] := \frac{1}{2} \left( H_δ (a) + τ^2 \bar{H}_δ (a) \right), \quad (2.1)$$

where $P_{l(c)}$ denotes orthogonal projection in the complex plane onto the line $l(c)$. The function $H_δ$ is said to be $s$-holomorphic at a medial vertex $a \in \mathcal{V}_Ω^m$ if Eq. (2.1) holds for all corners $c$ adjacent to $a$. A function is said to be $s$-holomorphic on $Ω_δ$ if it is $s$-holomorphic at every $c \in \mathcal{V}_Ω^τ$.

**Remark 2.2.** If a function $H_δ$ is $s$-holomorphic on a discrete domain, then it is purely real on the corners of type 1 and purely imaginary on the corners of type $i$. We call respective restrictions to those corners the real part and the imaginary part of $H_δ$. 
Remark 2.3. \( \text{S-holomorphicity implies usual discrete holomorphicity} \) of the real and imaginary parts, defined by a lattice version of Cauchy–Riemann equations [Smi10]. If \( H_\delta \) is \( \text{s-holomorphic} \), then the following discrete derivative vanishes:

\[
\overline{\partial}_\delta H_\delta(x) := H_\delta\left(x + \frac{\lambda\delta}{\sqrt{2}}\right) - H_\delta\left(x - \frac{\lambda\delta}{\sqrt{2}}\right) + i \left(H_\delta\left(x - \frac{\overline{\lambda}\delta}{\sqrt{2}}\right) - H_\delta\left(x + \frac{\overline{\lambda}\delta}{\sqrt{2}}\right)\right) = 0
\]

for \( x \in V_\Omega \cup V_{\overline{\Omega}} \). One similarly defines \( \partial_\delta \) by taking a negative sign in front of \( i \). We extend the definitions to \( x \in V_\Omega \cup F_\Omega \) by setting \( \partial_\delta H_\delta(x) := \partial_\delta H_\delta(x - i\delta) + \partial_\delta H_\delta(x + i\delta) \). Note the differences in our definitions compared to their continuous counterparts, as the discrete derivatives are taken in rotated directions (thus differing by a phase factor); however, we will not take direct scaling limits of the operator and this poses no problem.

The information defined on corners of type 1, \( i \) is enough to recover an \( \text{s-holomorphic} \) function on \( V_{\Omega_{cm}} \); one can start from a discrete holomorphic function defined on corners of type 1 and \( i \), reconstruct values on medial vertices based on their projections onto \( \mathbb{R} \) and \( i\mathbb{R} \), then project to corners of type \( \lambda \) and \( \overline{\lambda} \) (discrete holomorphicity guarantees well-definedness at those corners); see [CHI15, Remark 3.1].

**Definition 2.4.** We define the \textit{discrete Laplacian} \( \Delta_\delta \) by

\[
\Delta_\delta H_\delta(x) = H_\delta(x + \delta + i\delta) + H_\delta(x - \delta + i\delta) + H_\delta(x - \delta - i\delta) + H_\delta(x + \delta - i\delta) - 4H_\delta(x).
\]

This quantity makes sense on any discrete domain of rotated square type, for example \( V_{\Omega_{\lambda}} \) or \( V_{\overline{\Omega}_{\lambda}} \). A function \( H_\delta \) on such a lattice is said to be \textit{discrete harmonic} if \( \Delta_\delta H_\delta(x) = 0 \) for all \( x \) at which \( \Delta_\delta H_\delta \) is defined. Analogously, it is \textit{discrete sub-harmonic} if \( \Delta_\delta H_\delta \geq 0 \), and \textit{discrete super-harmonic} if \( \Delta_\delta H_\delta \leq 0 \).

**Remark 2.5.** The real and imaginary parts of an \( \text{s-holomorphic} \) function on a planar domain are discrete harmonic on their respective lattices, \( V_{\Omega_{\lambda}} \) and \( V_{\overline{\Omega}_{\lambda}} \). This is a direct consequence of Remark 2.3: discrete holomorphicity converts discrete outward derivatives from the center point in the Laplacian into discrete derivatives in the angular direction, and going in a closed loop around the center point gives zero.

**Remark 2.6.** The notions of discrete complex analysis thus far introduced have been defined on the planar domain \( \Omega_\delta \), but they generalize to \( [\Omega_\delta, 0] \) in a straightforward manner since the double cover is locally isomorphic to a planar domain (cf. Sect. 1.5). However, great care is needed in applying Remark 2.5 because, if the center point of the Laplacian is one of the corners on the monodromy face labeled by 0, the loop around the center point must enclose the monodromy; as a result its lift to \( [\Omega_\delta, 0] \) is not closed, and thus discrete holomorphicity \textit{does not} imply harmonicity at the real and imaginary corners on the face 0. We may still obtain harmonicity of a discrete holomorphic spinor at one of those two types of corners if we assume in addition that it vanishes at the other, since the sum of discrete derivatives will vanish as though the spinor does not branch at 0.

### 2.2. Discrete singularities

Discrete singularities appear as violations of the s-holomorphicity projection relations relations. To study these, we define front and back values at a singularity in order to introduce the notion of \textit{discrete residue} of a function \( H_\delta \) at an oriented medial vertex.
Definition 2.7. Let $H_\delta$ be a function defined on an oriented medial vertex $\alpha = a^o$ and its adjacent four corners. Let $c_1, c_2$ be the two corners adjacent to $a$ in the direction of $o$ (i.e., $c_1 = a + \frac{\sqrt{2}\text{Re}(o)\delta}{2}$ and $c_2 = a + \frac{\sqrt{2}\text{Im}(o)\delta}{2}$). We define the front value $H_\delta(\alpha_+)$ as the unique value such that

$H_\delta(c_1) = P_{l(c_1)}[H_\delta(\alpha_+)]$, \hspace{1cm} and \hspace{1cm} $H_\delta(c_2) = P_{l(c_2)}[H_\delta(\alpha_+)]$.

Likewise, if $c_3, c_4$ are the two corners adjacent to $a$ in the direction of $-o$ (i.e., $c_3 = a - \frac{\sqrt{2}\text{Re}(o)\delta}{2}$ and $c_4 = a - \frac{\sqrt{2}\text{Im}(o)\delta}{2}$), we set the back value $H_\delta(\alpha_-)$ as the unique value such that

$H_\delta(c_3) = P_{l(c_3)}[H_\delta(\alpha_-)]$, \hspace{1cm} and \hspace{1cm} $H_\delta(c_4) = P_{l(c_4)}[H_\delta(\alpha_-)]$.

Definition 2.8. The discrete residue of $H_\delta$ at $\alpha$ is the difference $\text{Res}_\alpha(H_\delta) := H_\delta(\alpha_+) - H_\delta(\alpha_-)$.

By definition $H_\delta$ has an s-holomorphic extension to $a$ if and only if the discrete residue is zero at $\alpha$. It is an analog of the residue in the continuous setting in that doing a closed contour sum around $a$ along the edges of the lattice (i.e. summing $H_\delta(e)e$ where $e$ is the vector pointing from the start to the end of the edge $e$ on the closed counterclockwise path) will yield $\sqrt{2}oi\delta\text{Res}_\alpha(H_\delta)$, for any choice of $o$.

2.3. Discrete Riemann boundary value problems. The key tool for our analysis is the study of discrete Riemann boundary value problems. To prove the convergence of the Ising model observables as the mesh size goes to zero, we will formulate them as the unique solutions to such problems.

Recall that we denote by $\partial \mathcal{V}_m^{\Omega_\delta}$ the set of boundary medial vertices, by $\nu_z$ the outer normal at any $z \in \partial \mathcal{V}_m^{\Omega_\delta}$, i.e. the orientation at $z$ which points outward from $\Omega_\delta$, and $\partial \nu_z$ the outer normal difference, i.e. the value on the outer adjacent vertex minus the value on the inner adjacent vertex.

Definition 2.9. We say that a function $H_\delta : \mathcal{V}_m^{\Omega_\delta} \rightarrow \mathbb{C}$ defined on corners and medial vertices of a discrete domain $\Omega_\delta$ is the solution to the discrete Riemann boundary value problem on $\Omega_\delta$ with boundary data $f : \partial \mathcal{V}_m^{\Omega_\delta} \rightarrow \mathbb{C}$ if it is s-holomorphic and $H_\delta(z) - f_\delta(z) \in \nu_z^{-\frac{1}{2}}\mathbb{R}$ for any boundary medial vertex $z \in \partial \mathcal{V}_m^{\Omega_\delta}$; note that the definition is independent of the branch of the square root $\nu_z^{-\frac{1}{2}}$. This notion is straightforwardly generalized to a function on the double cover $H'_\delta : \mathcal{V}_m^{\Omega_{2\delta,0}} \rightarrow \mathbb{C}$ and the boundary data $q : \partial \mathcal{V}_m^{\Omega_{2\delta,0}} \rightarrow \mathbb{C}$ by adding the assumption that both have monodromy $-1$ around the origin.

Before proving a useful uniqueness result for the discrete Riemann boundary value problems, we introduce the crucial notion of integration of the square of an s-holomorphic function, defined on the vertices and faces (see also [Smi10,Hon10,CHI15]). Although the square of an s-holomorphic function is not s-holomorphic, we can “line-integrate” the square of its magnitude to obtain a single-valued function without monodromy. Its restrictions to the two rotated square lattices respectively of faces and vertices are not harmonic, but they are respectively super-harmonic and sub-harmonic, which will allow us to derive estimates crucial for proofs of the convergence.

$\mathbb{L}_\delta(H_\delta)$ is a discrete analogue of the line integral $\text{Re} \int [H_\delta]^2 \, dz$, defined as follows.
Proposition 2.10 ([Smi10, Lemma 3.8]). Let $H_\delta$ be an s-holomorphic function on $\Omega_\delta$.

There exists a function $I_\delta [H_\delta] : \mathcal{F}_{\Omega_\delta} \cup \mathcal{V}_{\Omega_\delta} \to \mathbb{R}$ uniquely constructed (up to an additive constant) with the rule

$$I_\delta [H_\delta](w) - I_\delta [H_\delta](v) = 2\delta \left| \frac{1}{2}(w+v) \right|,$$

where $w$ is a face, $v$ is a vertex incident to the face, so that $\frac{1}{2}(w+v)$ is the corner between them.

It has $\Delta_\delta I_\delta [H_\delta] = 2\delta |\partial_\delta H_\delta|^2$ on $\mathcal{F}_{\Omega_\delta}$, $\Delta_\delta I_\delta [H_\delta] = -2\delta |\partial_\delta H_\delta|^2$ on $\mathcal{V}_{\Omega_\delta}$.

The following uniqueness statement for both types of the discrete Riemann boundary value problems then allows one to characterize s-holomorphic functions in terms of their boundary values.

Lemma 2.11. If $H_\delta$ is a solution of the discrete Riemann boundary value problem on $\Omega_\delta$ with boundary data $0$, it is identically zero. Similarly, if $H_\delta'$ is a solution of the discrete Riemann boundary value problem on $[\Omega_\delta, 0]$ with boundary data $0$, it is identically zero.

Proof. The case of $H_\delta$ is treated in [Hon10, Proposition 28], but we summarize it here. Given s-holomorphicity and $P_{\nu} - \frac{1}{2} z H_\delta = 0$, we can calculate $\partial_\nu I_\delta [H_\delta](z) = \sqrt{2\delta} \left| P_{\nu_{\frac{1}{2}}} H_\delta(z) \right|$. Then by using the discrete divergence formula ([Hon10, Lemma 6]) and the Laplacian, we can bound from above the orthogonal component of $H_\delta$ on the boundary:

$$0 \leq \sum_{z \in \partial \mathcal{V}^m_{\Omega_\delta}} \partial_\nu I_\delta [H_\delta](z) = \sum_{v \in \mathcal{V}_{\Omega_\delta}} \Delta_\delta I_\delta [H_\delta](v) \leq 0,$$

which implies that $H_\delta \equiv 0$ on $\partial \mathcal{V}^m_{\Omega_\delta}$ and that $\Delta_\delta I_\delta [H_\delta] = -2\delta |\partial_\delta H_\delta|^2 \equiv 0$ in $\mathcal{V}_{\Omega_\delta}$, so $H_\delta \equiv 0$ in $\mathcal{V}_{\Omega_\delta}$.

For $H_\delta'$, note that (see [ChIz13, Proposition 4.1]) we can similarly define the single-valued square integral $I_\delta [H_\delta']$ with single valued increments $I_\delta [H_\delta'](w) - I_\delta [H_\delta'](v) = 2\delta \left| H_\delta' \left( \frac{1}{2} (w+v) \right) \right|^2$. While its restriction to faces fails to be sub-harmonic at the monodromy face in general, $I_\delta [H_\delta']$ on vertices is nonetheless super-harmonic everywhere with positive outer difference, and we can apply the same argument as in the $H_\delta$ case.

$\square$

3. Discrete Two-Point Observables

In this section, we introduce discrete observables, which connect Ising model correlations to discrete complex analysis. Bounded domain observables are defined by summing Boltzmann weights over the set of contours made of the edges in the lattice, alluding to a path integral formulation.

In this section, we define the two-point functions, in terms of which the correlations will be formulated in Propositions 4.16 and 4.17. In Sect. 4, multipoint versions of these observables are introduced to prove these statements.
3.0.1. Low-temperature expansion  In this paper, we will use the low-temperature expansion of the Ising model: we represent a spin configuration by the set of edges separating faces of opposite spins. Through this representation, the probability of a set of edges \( \omega \) is proportional to \( e^{-2\beta|\omega|} \). When considering + boundary conditions, the relevant set of edges form a collection of loops (sets of distinct edges \( \{e_1, \ldots, e_k\} \) such that \( e_i \) is incident to \( e_{i+1} \) for every \( 1 \leq i \leq k \) with \( e_{k+1} = e_1 \)). In identifying an edge configuration \( \omega \) in which every vertex is incident to an even number of edges, with a collection of loops, there is a possible ambiguity at vertices incident to four edges. For concreteness, we fix the convention that at such ambiguous vertices, loops proceed by joining northwest edges to northeast edges and southwest edges to southeast edges. We further prove that all quantities we consider are independent of choice of convention at ambiguous vertices. Denote by \( C_{\Omega_\delta}^\omega \) the set of all such \( \omega \) (subsets of edges of \( E_{\Omega_\delta} \) with every vertex incident an even number of edges), corresponding to collections of closed loops in \( \Omega_\delta \).

As a result, for the critical Ising model with + boundary conditions, the low-temperature expansion of the partition function is thus obtained by summing over the set \( C_{\Omega_\delta}^\omega \):

\[
Z_{\Omega_\delta} := \sum_{\omega \in C_{\Omega_\delta}^\omega} e^{-2\beta_c|\omega|}.
\]

We also note that in this representation, the value of a spin is determined by the parity of the number of loops around it (independently of the choice of convention above), and it is easy to see that

\[
E_{\Omega_\delta}[\sigma_0] = \sum_{\omega \in C_{\Omega_\delta}^\omega} e^{-2\beta_c|\omega|}(-1)^{\ell(\omega)} \frac{1}{Z_{\Omega_\delta}},
\]

where \( \ell(\omega) \) counts the number of loops in \( \omega \) that surround 0.

3.0.2. Disorder lines  The main tool in the study of the 2D Ising model is its fermionic formulation. In this paper, we use the low-temperature representation of the Ising fermion. The relevant sets of contours are deformed versions of \( C_{\Omega_\delta}^\omega \) above: in addition to the collection of closed loops in \( \Omega_\delta \), there are paths linking a pair of marked points of the lattice. In the language of Kadanoff and Ceva (see [KaCe71]), these correspond to the results of the insertion of disorder operators next to the spin.

A medial vertex divides the corresponding edge into two half-edges. A walk between two medial vertices \( a, z \) is a sequence that consists of a half-edge of \( a \), then continues on successively adjacent, all distinct edges, before reaching a half-edge of \( z \). If \( \gamma^{a,z} \) is any such a walk, \( C_{\Omega_\delta}^{a,z} := \{\omega \oplus \gamma^{a,z} : \omega \in C_{\Omega_\delta}\} \), where \( \oplus \) denotes the symmetric difference operation (where the symmetric difference of a half-edge and its edge is defined in the natural way), clearly does not depend on the choice of \( \gamma^{a,z} \). Each \( \gamma \in C_{\Omega_\delta}^{a,z} \) corresponds to a walk from \( a \) and to \( z \) and possibly some collection of loops.

For an element \( \gamma \in C_{\Omega_\delta}^{a,z} \), we say a walk \( \pi(\gamma) \subset \gamma \) from \( a \) to \( z \) is an admissible choice of walk if whenever it arrives at an ambiguous vertex, i.e. incident to four edges in \( \gamma \), it chooses to connect northeast with northwest edges and southeast with southwest edges (in accordance with the aforementioned convention for loops). Again, we will prove well-definedness of relevant quantities so that the choice of convention here is irrelevant. When one or both of \( a, z \) are instead corners, the above is defined analogously, where “half-edge” is understood to mean the segment joining the corner to its nearest vertex.
Fig. 3. An configuration $\gamma \in C_{[\Omega,0]}^{\alpha,\zeta}$, with an admissible choice of walk $\pi(\gamma)$ in blue, from $\alpha$ to $\zeta$. The winding of the walk has $W(\pi(\gamma)) = 2\pi$. The loop number $\ell(\gamma)$ is 1 since there is precisely one loop with 0 in its interior and $s_{\alpha,\zeta}(\pi(\gamma)) = 1$.

Recall that any choice of orientation on a medial vertex is in the direction of exactly one of its two incident half-edges (see Sect. 1.5). If $\alpha = a^o$ and $\zeta = z^p$ are oriented medial vertices, set $C_{\Omega}^{\alpha,\zeta}$ to be the subset of $\gamma \in C_{\Omega}^{\alpha,\zeta}$ including the particular half-edges given by the respective orientations at $a$ and $z$.

### 3.1. Bounded domain observables

In this subsection, we define the fermion and the spin-fermion observables. The former is a function defined on the discrete domain $\Omega$, whereas the latter is defined on the double cover, $[\Omega,0]$. Using the above definitions of loops, walks, $C_{\Omega}^{\alpha,\zeta}$, and admissible choices of walks, we define some quantities central to the presentation of the (two-point) fermion and spin-fermion observables (see Fig. 3).

**Definition 3.1.** If $\alpha = a^o$ and $\zeta = z^p$ are s-oriented medial vertices or corners, define the constants,

$$c_v := \begin{cases} 1 & \text{if } v \in V_{\Omega}^m \\ \cos \frac{\pi}{8} & \text{if } v \in V_{\Omega}^c \end{cases} \text{ and } \lambda_{\alpha,\zeta} := \sqrt{\frac{D}{2}}c_\alpha c_\zeta.$$

For a walk and loops $\gamma \in C_{\Omega}^{\alpha,\zeta}$, define its length $|\gamma|$ as the number of full edges (where the two half-edges at the ends together count as one) in $\gamma$ and for an admissible choice of walk $\pi(\gamma)$ in $\gamma$ from $a$ to $z$, denote its winding (more accurately, turning) angle by $W(\pi(\gamma))$ as the total change in argument of the velocity vector of the walk $\pi(\gamma)$ from $a$ to $z$ (see §5.2.1 of [Hon10]). The choice of counting two half-edges together as one full-edge, is different from the counting in [CHI15]; this leads to an appearance of a normalizing factor of $(\cos \frac{\pi}{8})^2 e^{-2\beta_c} = \frac{1}{2\sqrt{2}}$, whenever considering observables with both arguments in corners.

The following is a real-valued weight on $\gamma \in C_{\Omega}^{\alpha,\zeta}$:

$$\phi_{\alpha,\zeta}(\gamma) := i\lambda_{\alpha,\zeta} e^{-2\beta_c|\gamma|} e^{-\frac{i}{2}W(\pi(\gamma))}.$$
We also recall for a collection of loops $\omega \in \mathcal{C}_\Omega$, the definition of $\ell(\omega)$ as the number of loops of $\omega$ around $0$ (whose parity is independent of our convention for loops). See [Hon10, Proposition 67] for the well-definedness (i.e., independence of the choice of convention for the admissible path $\pi(\gamma)$) of $\phi_{\alpha,\zeta}$.

When $\alpha, \zeta$ are s-oriented medial vertices or corners on $[\Omega_\delta, 0]$, we define the spin-fermion weight as

$$\phi_{\alpha,\zeta}^\Sigma(\gamma) := \phi_{\alpha,\zeta}(\gamma) (-1)^{\ell(\gamma \setminus \pi(\gamma))} s_{\alpha,\zeta}(\pi(\gamma)),$$

where $\pi(\gamma)$ is any admissible choice of walk, and $s_{\alpha,\zeta}$ is the sheet number defined by

$$s_{\alpha,\zeta}(\pi(\gamma)) = \begin{cases} +1 & \text{if } \pi(\gamma) \text{ lifted to } [\Omega_\delta, 0] \text{ connects } \alpha \text{ to } \zeta, \\ -1 & \text{if } \pi(\gamma) \text{ lifted to } [\Omega_\delta, 0] \text{ connects } \alpha \text{ to } \zeta^*, \end{cases}$$

where $\zeta^*$ is the point on $[\Omega_\delta, 0]$ that is distinct from $\zeta$ but shares its projection with $\zeta$. Here, the real-valued weight $\phi_{\alpha,\zeta}(\gamma)$ is still computed by identifying $\alpha, \zeta$ with their projections to $\Omega_\delta$.

See Remark 2.2(ii) of [CHI15] for the well-definedness of the spin-fermion weight $\phi_{\alpha,\zeta}^\Sigma$.

We are now in position to define the real fermion $F_{\alpha,\zeta}^\Omega$ and the real spin-fermion $F_{\alpha,\zeta}[\Omega_\delta, 0]$.

**Definition 3.2.** The (real) fermion observable $F_{\alpha,\zeta}^\Omega$ is a function of two variables $(\alpha, \zeta) \mapsto F_{\alpha,\zeta}^\Omega$, where $\alpha := a^o$ and $\zeta := z^p$ are s-oriented corners or medial vertices of $\Omega_\delta$ given by

$$F_{\alpha,\zeta}^\Omega := \frac{1}{Z_{\Omega_\delta}} \sum_{\gamma \in \mathcal{C}_{\alpha,\zeta}^\Omega} \phi_{\alpha,\zeta}(\gamma).$$

**Definition 3.3.** The (real) spin-fermion observable $F_{\alpha,\zeta}[\Omega_\delta, 0]$ is a function of two variables $(\alpha, \zeta) \mapsto F_{\alpha,\zeta}[\Omega_\delta, 0]$, where $\alpha := a^o$ and $\zeta := z^p$ live on the double cover $[\Omega_\delta, 0]$ of domain $\Omega_\delta$ ramified at $0$. Define $F_{\alpha,\zeta}[\Omega_\delta, 0]$ by

$$F_{\alpha,\zeta}[\Omega_\delta, 0] := \frac{1}{Z_{\Omega_\delta}[\sigma_0]} \sum_{\gamma \in \mathcal{C}_{\alpha,\zeta}^\Omega} \phi_{\alpha,\zeta}^\Sigma(\gamma).$$

Again, when computing $Z_{\Omega_\delta}$, and $\mathcal{C}_{\alpha,\zeta}^\Omega$ and $\phi_{\alpha,\zeta}$, identify $\alpha, \zeta$ with their projections to $\Omega_\delta$.

The well-definedness of $F_{\alpha,\zeta}^\Omega$ and $F_{\alpha,\zeta}[\Omega_\delta, 0]$ are implied by well-definedness of $\phi_{\alpha,\zeta}$ and $\phi_{\alpha,\zeta}^\Sigma$ respectively.

**Remark 3.4.** Informally, one can think of $F_{\alpha,\zeta}[\Omega_\delta, 0]$ as the natural modification to $F_{\alpha,\zeta}^\Omega$ when one tries to reweight it by the value of the spin at $0$. Since the spin and the disorders are not mutually local (but quasi-local instead), this gives rise to a multivalued function (with monodromy $-1$ around $0$).
3.1.1. Antisymmetry of the observables  
An important elementary feature of the observables $F_{\Omega_\delta}$, $F_{[\Omega_\delta,0]}$ is their antisymmetry properties, immediate from their definitions. The fermion observable satisfies the following:

**Lemma 3.5.** If $\alpha := a^o$, $\zeta := z^p$ are $s$-oriented corners or medial vertices of $\Omega_\delta$ and $\alpha' := a'^o$, $\zeta' := z'^p$ where $o' := e^{2\pi i o}$ and $p' := e^{2\pi i p}$, then we have the following antisymmetry properties:

\[
F^\alpha,\zeta_{\Omega_\delta} = -F^\zeta,\alpha_{\Omega_\delta} = -F^{\alpha',\zeta'}_{\Omega_\delta} = -F^{\alpha,\zeta'}_{\Omega_\delta}.
\]

Similarly, the spin-fermion observable satisfies the following antisymmetry properties.

**Lemma 3.6.** If $\alpha := a^o$, $\zeta := z^p$ are $s$-oriented corners or medial vertices of $[\Omega_\delta,0]$, and $\alpha'$, $\zeta'$ are as in the previous lemma and $\alpha^*: = (a^*)^o$, $\zeta^* := (z^*)^p$ where $a, a^*$ and $z$, $z^*$ are respectively distinct lifts of the same points in $\Omega \setminus \{0\}$, we have

\[
F^\alpha,\zeta_{[\Omega_\delta,0]} = -F^{\zeta,\alpha}_{[\Omega_\delta,0]} = -F^{\alpha',\zeta'}_{[\Omega_\delta,0]} = -F^{\alpha,\zeta'}_{[\Omega_\delta,0]}.
\]

Recall that we define complex conjugation on the double cover by letting the square root be conjugated. We similarly conjugate the $s$-orientations, and define $\bar{\alpha} := \bar{a}^o$ if $\alpha = a^o$.

The fact that the contour set of $\Omega_\delta$ and its mirror image $\Omega_\delta^\ast$ have a natural bijection immediately yields the following.

**Lemma 3.7.** If $\alpha, \zeta$ are $s$-oriented corners or medial vertices in $[\Omega_\delta,0]$, we have

\[
F^{\alpha,\zeta}_{[\Omega_\delta,0]} = -F^{\bar{\zeta},\bar{\alpha}}_{[\Omega_\delta,0]}.
\]

3.1.2. Complexified observables  
As explained in the previous subsections, the observables introduced in the previous subsections are real quantities antisymmetric in their two variables; exploiting those properties we can define the following complexified versions, which can be analyzed with discrete complex analysis.

**Definition 3.8.** Let $\alpha$ be an $s$-oriented corner or medial vertex of $\Omega_\delta$. For an (unoriented) medial vertex $z \in V_m^{\Omega_\delta}$, we define the complex fermion-fermion observable $H^{\alpha,\zeta}_{\Omega_\delta}$ by

\[
H^{\alpha,\zeta}_{\Omega_\delta} (z) := \frac{1}{i \sqrt{p_1}} F^{\alpha,\zeta_1}_{\Omega_\delta} + \frac{1}{i \sqrt{p_2}} F^{\alpha,\zeta_2}_{\Omega_\delta},
\]

where $\zeta_1 := z^{p_1}$ and $\zeta_2 := z^{p_2}$ are arbitrary $s$-orientations of $z$ with opposite orientations, i.e. $p_2 = e^{\pm \pi i / p_1}$. The resulting quantity is easily seen to be well-defined regardless of the choice of $s$-orientations. Similarly, for a corner $c \in V_c^{\Omega_\delta}$ with $s$-orientation $\kappa = c^q$, define

\[
H^{\alpha}_{\Omega_\delta} (c) := \frac{1}{i \sqrt{q}} F^{\alpha,\kappa}_{\Omega_\delta}.
\]

Define the complexified spin-fermion observable in the same way:

**Definition 3.9.** Let $\alpha$ be an $s$-oriented corner or medial vertex of $[\Omega_\delta,0]$, let $z$ be a medial vertex of $[\Omega_\delta,0]$, and let $c$ be a corner of $[\Omega_\delta,0]$. Using the same notation as in Definition 3.8, we define the complex spin-fermion observable $H^{\alpha}_{[\Omega_\delta,0]}$ by

\[
H^{\alpha}_{[\Omega_\delta,0]} (z) := \frac{1}{i \sqrt{p_1}} F^{\alpha,\zeta_1}_{[\Omega_\delta,0]} + \frac{1}{i \sqrt{p_2}} F^{\alpha,\zeta_2}_{[\Omega_\delta,0]},
\]

\[
H^{\alpha}_{[\Omega_\delta,0]} (c) := \frac{1}{i \sqrt{q}} F^{\alpha,\kappa}_{[\Omega_\delta,0]}.
\]
Remark 3.10. Note that, given a complexified observable, the real observables can be recovered by \( F_{\Omega^c}^{\alpha, \xi} = i \sqrt{p} P \frac{1}{i \sqrt{p}} \mathbb{R} \left[ H_{\Omega^c}^{\alpha} (z) \right] = \text{Re} \left( i \sqrt{p} H_{\Omega^c}^{\alpha} (z) \right) \) for medial vertices \( \xi = z^p \), and obviously at corners \( \kappa = c^q \), we have \( F_{\Omega^c}^{\alpha, \kappa} = \text{Re} \left( i \sqrt{q} H_{\Omega^c}^{\alpha} (c) \right) \).

Definition 3.11. Let \( \Lambda_{\delta} = \Omega_{\delta} \cap \overline{\Omega_{\delta}} \). Then define the symmetrized and antisymmetrized observables:

\[
S_{\Omega_{\delta}, 0}^\alpha := \frac{1}{2} \left[ H_{\Omega_{\delta}, 0}^{\alpha} + H_{\overline{\Omega_{\delta}}, 0}^{\alpha} \right], \quad A_{\Omega_{\delta}, 0}^\alpha := \frac{1}{2} \left[ H_{\Omega_{\delta}, 0}^{\alpha} - H_{\overline{\Omega_{\delta}}, 0}^{\alpha} \right].
\]

The following lemma then follows immediately from Lemma 3.5 and the definition of \( H_{\Omega_{\delta}, 0}^\alpha \).

Lemma 3.12. Let \( \alpha \) be an \( s \)-oriented corner or medial vertex in \( [\Omega_{\delta}, 0] \), and \( z \) be a corner or medial vertex in \( [\Lambda_{\delta}, 0] \). Then,

- on \( \mathcal{V}_{\Omega_{\delta}, 0}^1 \cap \mathbb{R}_{>0}, \mathcal{V}_{\Omega_{\delta}, 0}^j \cap \mathbb{R}_{<0}, \) we have \( S_{\Omega_{\delta}, 0}^\alpha = 0 \) and \( A_{\Omega_{\delta}, 0}^\alpha = 0 \);
- on \( \mathcal{V}_{\Omega_{\delta}, 0}^j \cap \mathbb{R}_{>0}, \mathcal{V}_{\Omega_{\delta}, 0}^1 \cap \mathbb{R}_{<0} \), we have \( A_{\Omega_{\delta}, 0}^\alpha = 0 \) and \( S_{\Omega_{\delta}, 0}^\alpha = 0 \).

3.2. Full plane observables. In this section, we study the infinite-volume limits of the fermion and spin-fermion observables. By scale invariance, it is enough to give a characterization on the rotated unit grid \( \mathbb{C}_1 = (1 + i) \mathbb{Z}^2 + 1 \) placed on increasing domains.

On \( \mathbb{C}_\delta \) we can define \( H_{\mathbb{C}_\delta} (a\delta) := H_{\mathbb{C}_1} (a) \) and \( H_{[c_{\delta}, 0]} (a\delta) := H_{[c_1, 0]} (a) \). In the \( \delta \to 0 \) scaling limit, these converge to meromorphic functions with a singularity at zero.

We first give a unique characterization for the full-plane limits and establish their existence, and then we give an explicit construction. Using those explicit formulae, we define auxiliary \( s \)-holomorphic functions on the double cover which are discrete forms of \( \sqrt{2} \) and \( i \sqrt{2} \).

We take the limit \( \Omega_1 \to \mathbb{C}_1 \) using an increasing sequence of bounded domains \( \Omega_1^1 \subset \Omega_1^2 \subset \cdots \subset \Omega_1^n \subset \cdots \) such that \( \bigcup_n \Omega_1^n = \mathbb{C}_1 \). The limiting functions will be seen to be unique, so that they do not depend on the particular sequence.

3.2.1. Full plane fermion observable. The following are straightforward modifications to our setting, of the construction [Hon10] of the full-plane fermion.

Theorem 3.13. As \( \Omega_1 \to \mathbb{C}_1 \), the complexified fermion observable \( H_{\mathbb{C}_1} := \lim_{\Omega \to \mathbb{C}_1} H_{\Omega_1} \) exists and is uniquely characterized by the following properties:

- if \( \alpha = a^\delta \) is an \( s \)-oriented medial vertex,
  - \( H_{\mathbb{C}_1}^\alpha \) is \( s \)-holomorphic on \( \mathbb{C}_1 \setminus \{a\} \);
  - At \( \alpha \) we have the discrete residue \( H_{\mathbb{C}_1}^\alpha (\alpha_+) - H_{\mathbb{C}_1}^\alpha (\alpha_-) = \frac{1}{\sqrt{\delta}} \);
  - \( H_{\mathbb{C}_1}^\alpha (l) \to 0 \) as \( |l| \to \infty \).
- For \( \xi = z^p \), the full-plane fermion

\[
F_{\mathbb{C}_1}^{\alpha, \xi} := i \sqrt{p} \cdot P \frac{1}{i \sqrt{p}} \mathbb{R} \left[ H_{\mathbb{C}_1}^\alpha (z) \right]
\]

satisfies the antisymmetry properties of Lemma 3.5.
Proof. For a given s-oriented medial vertex $\alpha$, such an $H_{\alpha}^{\alpha}$ must be uniquely determined: if any two satisfy the above properties, their difference will have an s-holomorphic extension to $a$, but any entire s-holomorphic function which decays to 0 at infinity must be zero, since its real and imaginary parts will be discrete harmonic functions.

To use the same reasoning when $\alpha$ is an s-oriented corner with adjacent medial vertices $z$, $z'$, it suffices to show that the s-holomorphic singularity at $\alpha$, i.e. concretely the value of nonzero $P_{\mu}(\alpha) \left[ H_{\alpha}^{\alpha}(z') \right] - P_{\mu}(\alpha) \left[ H_{\alpha}^{\alpha}(z) \right]$, is fixed by the medial vertex case above. But the antisymmetry relation of Lemma 3.5 gives $H_{\alpha}^{\alpha}(z) = \frac{1}{i \sqrt{p_1}} F_{\alpha,\zeta_1}^{\alpha} + \frac{1}{i \sqrt{p_2}} F_{\alpha,\zeta_2}^{\alpha}$ for $\zeta^1 = z^{p_1}$ and $\zeta^2 = z^{p_2}$, where $p_1$ and $p_2$ are s-orientations of the two opposite orientations of $z$. Since $F_{\alpha,\zeta_1}^{\alpha} = -F_{\alpha,\zeta_1}$ and $F_{\alpha,\zeta_2}^{\alpha} = -F_{\alpha,\zeta_2}$, both terms are determined by their values on medial vertices, and similarly for $H_{\alpha}^{\alpha}(z')$.

An explicit formula, Eq. (3.1), for this full-plane observable, and thus its existence, is given by Proposition 3.14. Then the fact that the given explicit function is the infinite-volume limit is immediate from Theorem 5.11. \Box

Proposition 3.14. Let $a, z \in V_{m}^{m}$ and for an s-orientation $(\sqrt{o})$ on $a$, write $\alpha = a^o$ for the s-oriented medial vertex. The function

\[
H_{\alpha}^{\alpha}(z) = e^{\pi i / 8} \frac{\pi}{\sqrt{\sqrt{o}}} C_0 \left( \frac{\sqrt{2a}}{o} + 1, \frac{\sqrt{2z}}{o} \right) + C_0 \left( \frac{\sqrt{2a}}{o} - i, \frac{\sqrt{2z}}{o} \right) + e^{-3\pi i / 8} \sin \frac{\pi}{\sqrt{\sqrt{o}}} C_0 \left( \frac{\sqrt{2a}}{o} - 1, \frac{\sqrt{2z}}{o} \right) + C_0 \left( \frac{\sqrt{2a}}{o} + i, \frac{\sqrt{2z}}{o} \right)
\] (3.1)

for $z \neq a$ satisfies the properties of Theorem 3.13, where the translation invariant function $C_0$ is the dimer coupling function defined in [Ken00]:

\[
C_0(z_1, z_2) = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \frac{\exp(i(xs - yr))}{2i \sin s + 2 \sin t} ds dt, \quad \text{if } z_2 - z_1 = x + iy.
\]

Moreover, at $\alpha$, the front and back values of the s-holomorphic singularity are given by $H_{\alpha}^{\alpha}(\alpha_{\pm}) = \frac{\mu_{\pm}}{2\sqrt{o}}$.

Proof. These properties were verified in [Hon10, Proposition 22] for a version on the non-rotated lattice, which we will call $H_{\alpha}^{\alpha}$. We note that for any s-oriented medial vertex $\alpha = a^o$, we have

\[
H_{\alpha}^{\alpha}(z) = e^{-\pi i / 8} H_{\alpha}^{\alpha}(z')
\]

if $\alpha' = (a')^o$ is the rotated medial vertex $a' = \frac{a}{1 + i} \in V_{m}^{m}$ oriented to $\sqrt{o'} = e^{-\pi i / 8} \sqrt{o}$, and $z' = \frac{z}{1 + i}$. Given that the projection lines in the s-holomorphicity relation Eq. (2.1) are also rotated by $e^{-\pi i / 8}$ from the definition in [Hon10], the results are easily seen to carry over. The explicit front and back values $H_{\alpha}^{\alpha}(\alpha_{\pm})$ follow from straightforward computation. \Box
3.2.2. Full plane spin-fermion observable

First we recall some notation. Define the left slit plane $X = \mathbb{C} \setminus \mathbb{R}_{<0}$ and the right slit plane $Y = \mathbb{C} \setminus \mathbb{R}_{>0}$. The double cover $[\mathbb{C}, 0]$ contains two lifts $X^\pm$ of $X$ and two lifts $Y^\pm$ of $Y$; define $\sqrt{z}$ on the double cover such that the superscripts of $X^\pm$ denote the sign of the real part of $\sqrt{z}$ and those of $Y^\pm$ denote the sign of the imaginary part of $\sqrt{z}$. In other words, $X^+ \cap Y^+, X^- \cap Y^-$ are lifts of the upper half plane, and $X^+ \cap Y^-, X^- \cap Y^+$ are lifts of the lower half plane. We use the process outlined in Remark 2.3 to define an $s$-holomorphic extension from a discrete holomorphic function defined on type 1 and $i$ corners, so let us define the slit discrete domains $X_1^i := \mathcal{V}^1_{\mathbb{C}_1} \cap X \equiv \mathcal{V}^1_{[\mathbb{C}_1, 0]} \cap X^\pm$ and $Y_1^i := \mathcal{V}^i_{\mathbb{C}_1} \cap Y \equiv \mathcal{V}^i_{[\mathbb{C}_1, 0]} \cap Y^\pm$.

**Theorem 3.15.** As $\Omega_1 \to \mathbb{C}_1$, the complexified spin-fermion observable $H^\alpha_{[\Omega_1, 0]} := \lim_{\Omega \to \mathbb{C}} H^\alpha_{[\Omega_1, 0]}$ exists and is uniquely characterized by the following properties: for every $\alpha = a^i \in \mathcal{Y}^{cm}_{[\mathbb{C}_1, 0]}$.

A $H^\alpha_{[\Omega_1, 0]}$ has monodromy $-1$ around 0.

B $H^\alpha_{[\Omega_1, 0]}$ is $s$-holomorphic on $[\mathbb{C}_1, 0] \setminus \{a, a^i\}$, where $a^i$ is the point in $[\mathbb{C}_1, 0]$ distinct from $a$ which shares its projection onto $\mathbb{C}_1$ with the projection of $a$.

C If $\alpha = a^o$ is an $s$-oriented medial vertex, we have discrete residue $H^\alpha_{[\mathbb{C}_1, 0]}(a^+) - H^\alpha_{[\mathbb{C}_1, 0]}(a^-) = \frac{1}{\sqrt{a}}$.

D If $\alpha = a^o$ is an $s$-oriented real or imaginary corner, $P_l(a) H^\alpha_{[\Omega_1, 0]}(a \pm \frac{1}{2}) = \mp \frac{i}{2\sqrt{2}} \sqrt{a}$.

E For $\zeta = z^p$, the full-plane spin-fermion, $F^\alpha_{[\Omega_1, 0]}(l) \to 0$ as $|l| \to \infty$.

We first present the following three lemmas, then conclude the proof using them.

**Lemma 3.16.** There exists a uniform constant $M > 0$ such that $|H^\alpha_{[\Omega_1, 0]}(z)| \leq M$ for all $n \geq 0$ and any $s$-oriented corner $\alpha$ and any corner $z$.

**Proof.** The strategy will be to progressively extend the validity of the result to more and more points of the domain. Below we will denote by $a$ and $z$ both corners and medial vertices interchangeably:

1. When $\alpha := a_0$ is the imaginary corner on the monodromy face 0 (specifically, the lift of $\frac{1}{2}$ to $\mathfrak{X}_0$) and $z = a + 1$, $H^\alpha_{[\Omega_1, 0]}(z)$ has a probabilistic interpretation as a ratio of magnetizations $\mathbb{E}_{\mathcal{O}_1^+}[\sigma_2]/\mathbb{E}_{\mathcal{O}_1}[\sigma_0]$, which is bounded from above by the finite-energy property of the model.

2. When $\alpha = a_0$ and $z$ is on the boundary, we claim that $\sum_{\zeta \in \partial \mathcal{V}^{cm}_{\mathcal{O}_1^+}} |H^\alpha_{[\mathcal{O}_1^+, 0]}(\zeta)|^2 \leq Cst \cdot H^\alpha_{[\mathcal{O}_1^+, 0]}(a + 1)$ (the right hand side of which is bounded by step 1). This inequality follows by considering the discrete analogue $Q_1 := \mathbb{I}_d(H^\alpha_{[\mathcal{O}_1^+, 0]}(a + 1))$ of $\Re \left( \int (H^{n,a_0})^2 \right)$ analyzed in Sect. 5.1. By Proposition 5.3, the restriction of $Q_1$ to the vertices is super-harmonic (except perhaps at $a + 1$), the sum of the Laplacians is hence bounded from above by $Cst \cdot H^\alpha_{[\mathcal{O}_1^+, 0]}(a + 1)$. At the same time the sum of the Laplacians equals the sum of the outer normal derivatives $\partial_{\nu_{\mathcal{O}_1^+}} Q_1$ on the boundary.


of $[\Omega^n_1, 0]$, and these normal derivatives $\partial_{\nu} Q_1$ equal $\sqrt{2}\left| H_{[\Omega^n_1, 0]}^\alpha(z) \right|^2$. Hence we deduce the inequality.

3. When $\alpha = a_0$ and $z$ (corner or medial vertex) is in the interior, we extend the bound of step 2 by the maximum principle.

4. When $\alpha$ is on the boundary and $z$ is the imaginary corner adjacent to the monodromy ($z = \frac{1}{2}$), the bound follows from the antisymmetry of $H$ and step 2.

5. When $\alpha$ and $z$ are on the boundary, we have that $\left| H_{[\Omega^n_1, 0]}^\alpha(z) \right|$ acquires a probabilistic interpretation: the winding factors out from the sum in the definition of $H$, and we sum over contours that represent the low-temperature expansion of an Ising model with $+/-$ boundary conditions switching at $a$ and $z$. As a result, it is easy to show that $\left| H_{[\Omega^n_1, 0]}^\alpha(z) \right|$ is the ratio $E_{\Omega^n_1}^{\pm} [\sigma_0] / E_{\Omega^n_1}^{+} [\sigma_0]$, where $\pm$ and $+$ indicate the boundary conditions. By monotonocity of the Ising magnetization in boundary conditions, this ratio is less than one, which gives us the desired bound.

6. When $\alpha$ is on the boundary and $z$ in the interior, the result follows from steps 4 and 5 and the maximum principle.

7. When $\alpha$ is in the interior and $z$ is next to the monodromy or on the boundary, the result follows from steps 3 and 6 by antisymmetry.

8. When $\alpha$ and $z$ are in the interior, the result follows from the maximum principle.

Lemma 3.17. Any bounded function $H := H_{[C, 0]}$ that satisfies the properties A–E decays at infinity.

Proof. We exploit the antisymmetry properties E, as specified in Lemmas 3.6–3.7. The idea is to symmetrize-antisymmetrize $H$ as in Definition 3.11 by writing it as $S + A$, where $S^\alpha = \frac{1}{2} \left( H^\alpha + H^{\bar{\alpha}} \right)$ and $A^\alpha = \frac{1}{2} \left( H^\alpha - H^{\bar{\alpha}} \right)$. Let us now show that $S$ and $A$ both decay at infinity.

We have that the restriction of $S$ to real corners vanishes of the positive half-line. We can make a branch cut where it vanishes and study the function on both slit-plane sheets separated by the cut. Since it is uniformly bounded and harmonic except near 0 and $a, \bar{a}$, one can use planar random walk arguments (Beurling estimate) to show that the function vanishes at infinity.

Similarly, the restriction to imaginary corners and analogous restrictions of $A$ vanish on either the positive or the negative half-line. By the same arguments as above, we can conclude the proof.

Lemma 3.18. There is at most one function satisfying the properties A–F.

Proof. To prove the uniqueness, it suffices that if we have two such functions, their difference is zero. Denote by $D^\alpha(z)$ this difference, which will be everywhere s-holomorphic and decay at infinity. However, as noted in Remark 2.6, the absence of s-holomorphic singularities does not guarantee harmonicity on the monodromy face, and some care is needed there (note that below, we abuse notation to refer to points of $[C, 0]$ by their projections on $C$).

For $a_0 = (\frac{1}{2})^0$, $D^{a_0}$ extends s-holomorphically to $a_0$ by zero by property D, and we have that the real part of $D^{a_0}$ is everywhere harmonic by Remark 2.6. As a result, by the maximum principle and discrete holomorphicity, the real part of $D^{a_0}$ vanishes and $D^{a_0} \equiv 0$. 

\[\square\]
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For an arbitrary corner α, by antisymmetry and the previous step, we have \( D^\alpha (a_0) = 0 \). As a result the real part of \( D^\alpha (z) \) is harmonic. Thus, as in the previous step, \( D^\alpha (z) \) vanishes everywhere. □

**Proof of Theorem 3.15.** By Lemma 3.16, we have that for each s-oriented corner α of \([C_1, 0]\), the sequence of harmonic functions \( H_{\alpha}^{n} \) is uniformly bounded and hence by standard arguments, it admits convergent subsequences as \( n \to \infty \) on any finite graph. Any limit along such subsequences satisfies properties A–E and as a result tends to 0 at infinity by Lemma 3.17. By Lemma 3.18, it is uniquely determined. This shows the convergence of the sequence itself to a limit which satisfies the conditions of the theorem, which we call \( H_{[C_1,0]} \). □

3.2.3. **Analytical expressions** In this subsection, we give characterizations of \( H_{[C_1,0]} \) in a few special cases, then outline an inductive process to construct it explicitly in general.

For the observables with monodromy, we have the following characterization near 0 from [CHI15]. Recall \( \alpha_0 = \alpha_0^0 \) where \( \alpha_0 \in \mathbb{X}^+ \) is the lift of \( 1/2 \) to \( \mathbb{X}^+ \) and \( o = (e^{2\pi i})^2 \).

**Proposition 3.19.** For \( z \in \mathcal{V}_{[C_1,0]} \cup \mathcal{V}^{\pm}_{[C_1,0]} \setminus \{1/2\} \) we have the characterization

\[
H_{\alpha_0}^{0}([C_1,0])(z) = \begin{cases} 
\pm \frac{1}{2\sqrt{2}} h_{\alpha} \mathcal{V}_{1/2}^{\pm}(z) & \text{if } z \in \mathcal{V}_{[C_1,0]} \cap \mathbb{X}^\pm \\
\mp \frac{i}{2\sqrt{2}} h_{\alpha} \mathcal{V}_{1/2}^{i}(z) & \text{if } z \in \mathcal{V}_{[C_1,0]} \cap \mathbb{Y}^\pm , \\
0 & \text{otherwise}
\end{cases}
\]

where \( h_{\alpha} \) denotes the harmonic measure of \( \alpha \) as seen from \( z \), i.e., the probability that a simple symmetric random walk on \( \mathbb{D} \) started at \( z \) will first hit \( a \) when or before exiting \( \mathbb{D} \).

**Proof.** In [CHI15, Lemma 2.14] the function defined above (without the additional normalization factor \( \cos^2 \frac{\pi}{8} e^{-2\theta} = \frac{1}{2\sqrt{2}} \)) is proved to be the only function on \([C_1, 0] \) which decays at infinity and is s-holomorphic everywhere away from the singularity at \( a_0 = 1/2 \) given by \( P_{l(a)} H_{[C_1,0]}^{\alpha}(\frac{1+i}{2}) = \mp i \). Thus we can identify it as the unique infinite-volume limit introduced in Theorem 3.15 for \( \alpha = \alpha_0 \). □

**Remark 3.20.** The zeros in the definition reflect the fact that a slit plane harmonic measure vanishes everywhere on the slit except at the tip, e.g. \( 1/2 \) in case of \( h_{\alpha} \mathcal{V}_{1/2}^{i}(z) \). This function is harmonic on all points of \( \mathcal{Y}_{1}^{\pm} \), but harmonicity fails on the slit (positive real axis), the boundary of the domain.

The following explicit characterization of the discrete harmonic measure of the slit plane may be of independent interest. Using this, we provide the values of \( 2\sqrt{2} H_{[C_1,0]}^{0}(z) \) near the origin in Fig. 4.

**Theorem 3.21.** We have the following expression for the discrete harmonic measure:

\[
H_0(z) := h_{\alpha} \mathcal{V}_{1/2}(z = s + ik + \frac{1}{2}) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{C^{[k]}(\theta)}{\sqrt{1 - e^{-2i\theta}}} e^{-ist} d\theta ,
\]

where \( C(\theta) := \frac{\cos \theta}{\Gamma(\sin \theta)} \).
Fig. 4. Some explicit values for the full-plane spin-fermion observable $2\sqrt{2}H_{C_1,0}^{a_0}(z)$ for $z \in \mathbb{V}_{[C_1,0]} \cap \mathbb{X}^*$, where $a_0 = \frac{1}{2}$. The function has a monodromy about the origin, marked by the orange $\times$, and singularity at $a_0$ marked by the blue $\bullet$.

Proof. We defer the proof of this theorem to Appendix A, Proposition A.1. □

Now we inductively characterize $H_{[C_1,0]}^\alpha$ in the cases where $\alpha \in \mathbb{V}_{[C_1,0]} \cap \mathbb{R}_{>0}$.

Proposition 3.22. For an s-oriented corner $\alpha = a^o$ with $a \in \mathbb{X}^* \cap \mathbb{R}_{>0}$, we can recursively compute $H_{[C_1,0]}^\alpha$ starting from the case $a_0 = \frac{1}{2}$, $o_0 = (e^{2\pi i})^2$, as a finite linear combination of functions given explicitly in Theorem 3.21. Explicitly, for s-oriented corners $\alpha_0 + 2n := (a_0 + 2n)^{o_0}$, $\alpha_0 + 2n + 1 := (a_0 + 2n + 1)^{o'}$, $o' = (e^{\pi i})^2$, we have on any of the four half-planes $\mathbb{X}^\pm \cap \mathbb{Y}^\pm$,

$$H_{[C_1,0]}^{\alpha_0+2n}(z) = H_{[C_1,0]}^{\alpha_0}(z - 2n) - \sum_{m=1}^{n} \frac{H_0(-2m+2)}{2m} H_{[C_1,0]}^{\alpha_0}(z - 2(n-m)),$$

$$H_{[C_1,0]}^{\alpha_0+2n+1}(z) = i H_{[C_1,0]}^{\alpha_0+2n}(z - 1) - i \left( H_0(2n+2) + \frac{H_0(2n)}{2(n+1)} \right) H_{[C_1,0]}^{\alpha_0}(z + 1).$$

In fact, for any $a \in \mathbb{V}_{[C_1,0]}^1 \cup \mathbb{V}_{[C_1,0]}^0$ on the real or imaginary axes, we can compute $H_{[C_1,0]}^\alpha$ using rotational symmetry: if $\alpha = a^o$ is any s-oriented corner on the real or imaginary line, and $\alpha' = (a')^{o'}$ is the rotated corner $a' = e^{\frac{\pi i}{4}}a \in \mathbb{V}_{[C_1,0]}^c$ oriented to $o' = (e^{\frac{\pi i}{4}}\sqrt{o})^2$, and $z' = e^{-\frac{\pi i}{4}}z$, we have,

$$H_{[C_1,0]}^\alpha(z) = e^{-\frac{\pi i}{4}} H_{[C_1,0]}^{\alpha'}(z').$$
Proof. Generalizing from the proof of Proposition 3.19, we construct a function on \([\mathbb{C}, 0]\) which decays at infinity and is \(s\)-holomorphic everywhere away from the specified singularity at \(a\), and we argue that it is the unique function which can satisfy the properties specified in Theorem 3.15. For convenience, we will take source points \(a\) on the sheet \(\mathbb{X}^+\) unless otherwise specified; i.e. the positive real line approached from above on \(\mathbb{Y}^+\).

Assume \(a \in \mathcal{V}^i_{[\mathbb{C}, 0]} \cap \mathbb{R}_{>0}\) and consider the restriction \(H^\alpha\) of \(H^\alpha_{[\mathbb{C}, 0]}\) to the imaginary corners on the slit plane \(\mathcal{V}^i_{[\mathbb{C}, 0]} \cap \mathbb{Y}^+\). The function \(H^\alpha\) can be characterized as the unique discrete harmonic function on the slit plane \(\mathcal{V}^i_{[\mathbb{C}, 0]} \cap \mathbb{Y}^+\) which has the single-valued boundary data \(H^\alpha(a) := -\frac{i}{2\sqrt{2}} \sqrt{o} \) and zero elsewhere on the slit \(\mathbb{R}_{>0}\), and decays at infinity. The harmonic function with these properties can be obtained by translating \(H^{α - 2}\) for \(α - 2 := (α - 2)^o\) (which takes its only nonzero boundary value at \(a - 2\)) to the right, and subtracting off a multiple of \(H^{α_0}\) in order to cancel the nonzero value at \(a_0 = \frac{i}{2}\). Specifically, letting

\[
H^α(z) = H^{α - 2}(z - 2) - H^{α - 2}(-\frac{3}{2}) \cdot \text{hm}_{1/2} \mathcal{V}^i_{1}(z) = H^{α - 2}(z - 2) - \text{hm}_{a - 2}(-\frac{3}{2}) \cdot H^{α_0}(z),
\]

then discrete holomorphicity relations imply that the real part is determined up to a \(\Delta\) additive constant; however since the real part must vanish on \(\mathbb{R}_{<0}\), the real part is uniquely determined. In fact, it is easy to see that, in order to maintain discrete holomorphicity, the above recursive relation should also hold for the entire \(H^α_{[\mathbb{C}, 0]}\) as long as we are in the four real-translation invariant half-planes \(\mathbb{X}^± \cap \mathbb{Y}^±\). For the explicit identification of the coefficients, we refer to Proposition A.2.

For \(a \in \mathcal{V}^i_{[\mathbb{C}, 0]} \cap \mathbb{R}_{>0}\), we use a similar recursive process but now instead first construct the restriction \(H^α\) of \(H^α_{[\mathbb{C}, 0]}\) to the real corners on \(\mathbb{Y}^+\), starting from the case \(a = \frac{i}{2}\). Unlike the imaginary case, we need to consider \(-\frac{i}{2}\) as well as \(\mathcal{V}^i_{[\mathbb{C}, 0]} \cap \mathbb{R}_{>0}\) as part of the slit boundary (where harmonicity fails): since \(H^α_{[\mathbb{C}, 0]}(\frac{i}{2}) \neq 0\) in general, we cannot assume that the real part is harmonic at \(-\frac{i}{2}\) (see Remark 2.6).

In other words, \(H^{α_0}\) is the function harmonic on the slit plane \(\mathcal{V}^i_{[\mathbb{C}, 0]} \cap \mathbb{Y}^+ \setminus \{-\frac{i}{2}\}\) which takes nonzero boundary values only at \(a\) and \(-\frac{i}{2} = -a_0\). As above \(H^{α_0}(a) = -\frac{i}{2\sqrt{2}} \sqrt{o}\).

For the value at \(-a_0 := e^{πi}a_0\) with oriented version \(-a_0 := (-a_0)^o\), where \(o = (\frac{πi}{2})^2\) we use antisymmetry in the two inputs to write \(H^α_{[\mathbb{C}, 0]}(-a) = -i\sqrt{o} H^α_{[\mathbb{C}, 0]}(-a_0)\).

Since by rotation \(H^{α_0}_{[\mathbb{C}, 0]}(a) = -i H^{α_0}_{[\mathbb{C}, 0]}(e^{-πi}a)\), we conclude \(H^α_{[\mathbb{C}, 0]}(-a_0) = -\sqrt{o} H^{α_0}_{[\mathbb{C}, 0]}(e^{-πi}a) = -\frac{i}{2\sqrt{2}} \sqrt{o} \cdot \text{hm}_{1/2} \mathcal{V}^i_{1}(-a)\). We can match these boundary values with recursion as above.

The general rotation identity can be verified independently with the same strategy, i.e., identifying the restriction of the left-hand side to a specific type of corner as the unique harmonic function with suitable boundary values, which the right-hand side solves.

\[\square\]

Remark 3.23. The coefficients in Proposition 3.22 of various translated and rotated versions of \(H^{α_0}_{[\mathbb{C}, 0]}\) (with the same scaling limit) become important when identifying the scaling limit of the observables in Lemma 5.14. In particular, by Proposition A.2, the coefficients in the recursive expansion sum to zero in the case of \(a \in \mathcal{V}^i_{[\mathbb{C}, 0]} \cap \mathbb{R}_{>0}\), which will yield that \(\tilde{C}_α = 0 = C_α\) in Corollary 5.19.
Corollary 3.24. For any $a \in \mathcal{V}_{\mathbb{C}}^{cm}$, we can recursively compute $H_{[\mathbb{C}_1,0]}^{\alpha}$ as a finite linear combination of functions given by Theorem 3.21.

Proof. By Proposition 3.22, $H_{[\mathbb{C}_1,0]}^{\alpha}(z)$ is given for all $z \in \mathcal{V}_{\mathbb{C}}^{cm}$ whenever $\alpha \in \mathcal{V}_{[\mathbb{C}_1,0]}^{1,i} \cap (\mathbb{R}_{>0} \cup i\mathbb{R}_{>0})$. The antisymmetry relations it satisfies thus give $H_{[\mathbb{C}_1,0]}^{\alpha}(z)$ for every $\alpha$, whenever $z \in \mathbb{R}_{>0} \cup i\mathbb{R}_{>0}$ (as a finite linear combination of explicit harmonic measures).

Now observe that s-holomorphicity implies that the value, say, of $H_{[\mathbb{C}_1,0]}^{\alpha}(\frac{1+i}{2})$ can be recovered from its values at the $\frac{1}{2}$, $\frac{i}{2}$. From there, one can project the values of $H_{[\mathbb{C}_1,0]}^{\alpha}(z)$ when $z = 1 + \frac{i}{2}$ and $\frac{1}{2} + i$ (see Fig. 5). Continuing this process allows for a recursive construction of $H_{[\mathbb{C}_1,0]}^{\alpha}(z)$ for any $z \in \mathcal{V}_{[\mathbb{C}_1,0]}^{cm}$ as a finite linear combination of the explicit functions of Theorem 3.21. □

3.2.4. Auxiliary functions We introduce here full-plane auxiliary functions $G$ and $\tilde{G}^\pm$, which are everywhere s-holomorphic functions on $[\mathbb{C}_1, 0]$ which do not decay at infinity. The real part of $G$ was defined in [CHI15] as a discrete version of the holomorphic function $\sqrt{z}$ on the double cover; we extend the result in order to give full s-holomorphic discrete representations of $\frac{1}{2\sqrt{2}}\sqrt{z}$ and $\frac{i}{2\sqrt{2}}\sqrt{z}$. Convergence results for these functions will be proved in Sect. 5.4.

As in previous subsections, we define the functions on the unit grid $[\mathbb{C}_1, 0]$, and then scale them by $G_{[\mathbb{C}_1,0]}(z\delta) := \delta G_{[\mathbb{C}_1,0]}(z)$ and $\tilde{G}^\pm_{[\mathbb{C}_1,0]}(z\delta) := \delta \tilde{G}^\pm_{[\mathbb{C}_1,0]}(z)$. We define them first on real and imaginary corners by “integrating” the harmonic measures, then extend to other points by s-holomorphicity. The fact that there are two discrete versions
of $\frac{i}{2\sqrt{2}}\sqrt{z}$ is a peculiarity that will be important in the proof of the main convergence result in Sect. 5.4.2 (see also [Dub15]).

**Definition 3.25.** Define for $z \in V_{1,0}^1 \cup V_{1,0}^i$, the auxiliary functions

$$G_{[C_1,0]}(z) := \begin{cases} 
\sum_{n=0}^{\infty} \pm \frac{i}{2\sqrt{2}} \text{hm} \frac{X_1}{3/2}(z - 2n) & \text{if } z \in V_{1,0}^1 \cap X^\pm \\
\sum_{n=0}^{\infty} \pm \frac{i}{2\sqrt{2}} \text{hm} \frac{Y_1}{-3/2}(z + 2n) & \text{if } z \in V_{1,0}^i \cap Y^\pm, \\
0 & \text{otherwise}
\end{cases}$$

and

$$\tilde{G}_{[C_1,0]}^\pm(z) := iG_{[C_1,0]}(z \pm 1),$$

where translation by 1 is well-defined at any point other than $\pm \frac{1}{2}$; $G_{[C_1,0]}(\pm \frac{1}{2}) = 0$ on both sheets so there is no ambiguity in defining $\tilde{G}_{[C_1,0]}^\pm(\mp \frac{1}{2})$.

**Remark 3.26.** In [CHI15, Lemma 2.17] well-definedness and harmonicity of the real part of $G_{[C_1,0]}$ were proven. From symmetry, we see the same holds for the imaginary part. Discrete holomorphicity of $G_{[C_1,0]}$, and thus of $\tilde{G}_{[C_1,0]}^\pm$, is proved in Appendix A using the explicit formula of Theorem 3.21. Using that, we then extend these to s-holomorphic functions on the corners and medial vertices, again using the process of Remark 2.3.

**Remark 3.27.** Since $G_{[C_1,0]}$ (and thus $\tilde{G}_{[C_1,0]}^\pm$) is defined using infinite sums, one cannot a priori calculate them exactly. However, once its s-holomorphicity is exhibited in Appendix A, we can use a propagation procedure similar to one shown in Fig. 5 and explained in Corollary 3.24 to recursively calculate its values from its values on the real and imaginary axes. Indeed, $G_{[C_1,0]}$ is explicitly computable on the real line since the summands eventually become zero; then we use the rotation identity

$$e^{\pi i/4}G_{[C_1,0]}(e^{\pi i/2}z) = \frac{1}{2} \left[ G_{[C_1,0]}^+ + \tilde{G}_{[C_1,0]}^- \right](z),$$

proved in Proposition A.4, to find the values on the imaginary axis.

Using this procedure, we provide some explicit values of $G_{[C_1,0]}(z)$ near the origin in Fig. 6.

### 4. Discrete Multipoint Observables

In this section, we prove Pfaffian formulae expressing $n$-point energy correlations, with or without a spin weight, in terms of the real fermion and spin-fermion two-point functions.

For the $n$-point energy correlations, we formulate them in terms of s-holomorphic multipoint fermion observables introduced in [Hon10] and follow the strategy there to obtain their Pfaffian formulation with the two-point observables introduced in Sect. 3. In [Hon10], the arguments of the multipoint observable were required to be distinct, non-adjacent medial vertices; we slightly but crucially generalize this to allow for adjacent medial vertices in Proposition 4.5 and Lemma 4.6, using a combinatorial correspondence between paths sourced at medial vertices and at corners.

When looking at $n$-point energy correlations weighted by a spin, the process is analogous, and we get fused multipoint spin-fermion observables, which then reduce to Pfaffians of the two-point spin-fermion observables of Sect. 3.1.
Fig. 6. Some explicit values for the auxiliary function $2\sqrt{2}G_{C_1,0}(z)$ for $z \in \mathcal{V}_{C_1,0} \cap \mathbb{X}^+$, as defined in Definition 3.25. The function has monodromy about the origin, represented by the orange $\times$.

The proofs of these relations connecting the two-point fermion and spin-fermion observables to edge correlations (namely, Propositions 4.16–4.17) are quite notationally heavy, but all the extra notation is contained completely to this section. After generalizing the discrete complex analytic properties of the multipoint observables to adjacent medial vertices in Proposition 4.5, the rest of the proof is just a natural extension of the steps outlined in [Hon10] to prove the desired relations. For an alternative approach using mostly combinatorial arguments, see [CCK17].

4.1. Multipoint observables. Recall that in Sect. 3 we denoted by $Z_{\Omega_\delta}$ the low-temperature expansion of the partition function defined by summing $e^{-2\beta|\omega|}$ over all $\omega \in \mathcal{C}_{\Omega_\delta}$, where $\mathcal{C}_{\Omega_\delta}$ is the set of closed loops in $\Omega_\delta$. Furthermore, for oriented corners or medial vertices $\alpha, \zeta$, we defined the contour sets $\mathcal{C}_{\Omega_\delta}^{\alpha, \zeta}$ as well as admissible walks. We also chose the convention that and at ambiguous vertices in the walk, we connect northeast to northwest edges and southeast and southwest edges (see Sect. 3.1).

We now generalize the two-point observables defined in Sect. 3 (refer also to Fig. 7). First, let us define the generalized contour set $\mathcal{C}_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n}}$ for $s$-oriented corners or medial vertices $\alpha_j = a_j^{\alpha_j}$ for $j = 1, 2, \ldots, 2n$. For now we assume that the underlying points $a_1, \ldots, a_{2n}$ are distinct (we will later generalize to the case where they can take the same value: see Remark 4.12). In [Hon10], these points were all medial vertices, and were required to be non-adjacent (the edges corresponding to them were not allowed to be adjacent). We do not impose this non-adjacency requirement, and this small extension is important to the proofs. As before, the half-edge of a corner is the line segment connecting it to its nearest vertex.

Each element $\gamma \in \mathcal{C}_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n}}$ is a set containing
Fig. 7. An example of a choice of two admissible walks between $\alpha_1$ and $\alpha_3$ and $\alpha_2$ and $\alpha_4$ and a loop. The winding of $\gamma^{\alpha_1,\alpha_3}$ is $2\pi$ while the winding of $\gamma^{\alpha_2,\alpha_4}$ is $-\frac{\pi}{2}$. The crossing parity has $c(\Gamma(\gamma)) = 1$.

- $2n$ half-edges of $a_1, \ldots, a_{2n}$ selected by their respective orientations $o_1, \ldots, o_{2n}$, and
- a (possibly empty) collection of edges distinct from the above-mentioned half-edges of $\{a_j\}_{j=1}^{2n}$

such that any vertex of $\Omega_3$ is incident to an even number of the edges and half-edges. Such a $\gamma$ will be an edge-disjoint union of $n$ walks connecting $\alpha_1, \ldots, \alpha_{2n}$ pairwise as well as a (possibly empty) collection of edge-disjoint loops. In particular, the definition of the 2-point set $C_{\alpha,\zeta}^{\Omega_3}$ coincides with the one given in Sect. 3.

Generalizing from the 2-point case in Sect. 3.0.2, given $\gamma$ we can pick $n$ admissible walks which connect $\{\alpha_i\}$ pairwise. We denote by $\Gamma(\gamma) \subset \gamma$, a set of those $n$ edge-disjoint admissible walks $\{\gamma^{a_j, a_k}\}$ chosen from the half-edges and edges constituting $\gamma$.

We label them so that $j < k$ for each $\gamma^{a_j, a_k}$. Define the crossing parity $c(\Gamma(\gamma))$ as the number of crossings, modulo 2 when linking $1, \ldots, 2n \in \mathbb{R}$ pairwise with generic simple curves in the upper half plane (i.e. connect $j, k$ if there is a walk in $\Gamma(\gamma)$ connecting $\alpha_j, \alpha_k$). Moreover, recall the definitions of $\lambda^{\alpha_j, \alpha_k}$ and $W(\gamma)$ from Definition 3.1.

**Definition 4.1.** For a collection of s-oriented corners or medial vertices $\{\alpha_j\}_{j=1}^{2n}$ in $\Omega_3$, define the *multipoint fermion observable* as

$$F_{\Omega_3}^{\alpha_1, \ldots, \alpha_{2n}} := \frac{1}{Z_{\Omega_3}} \sum_{\gamma \in C^{\alpha_1, \ldots, \alpha_{2n}}_{\Omega_3}} \Phi_{\{\alpha_j\}}(\gamma),$$

$$\Phi_{\{\alpha_j\}}(\gamma) := e^{-2|\gamma|} (-1)^{c(\Gamma(\gamma))} \prod_{\gamma^{a_j, a_k} \in \Gamma(\gamma)} i\lambda^{\alpha_j, \alpha_k} e^{-\frac{1}{2}W(\gamma^{a_j, a_k})}.$$
a corner $c$ in $\Omega_\delta$, we define the complexification of the multipoint fermion observable,

$$
H_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n-1}}(z) := \frac{1}{i \sqrt{p_1}} F_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n-1}, \xi^1} + \frac{1}{i \sqrt{p_2}} F_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n-1}, \xi^2},
$$

$$
H_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n-1}}(c) := \frac{1}{i \sqrt{q}} F_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n-1}, \kappa}.
$$

**Definition 4.2.** For a collection of $s$-oriented corners or medial vertices $\{\alpha_j\}_{j=1}^{2n}$ in $[\Omega_\delta, 0]$, define the multipoint spin-fermion observable,

$$
F_{[\Omega_\delta, 0]}^{\alpha_1, \ldots, \alpha_{2n}} := \frac{1}{Z_{\Omega_\delta} E_\delta^+ [\sigma_0]} \sum_{\gamma' \in C_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n}}} \phi_S^{\sum_{\alpha_j}}(\gamma'),
$$

$$
\phi_S^{\sum_{\alpha_j}}(\gamma) := \phi_{\{\alpha_j\}}(\gamma) (-1)^{\ell(\gamma') \cup \Gamma(\gamma')} \prod_{\gamma', \alpha_j, \alpha_k \in \Gamma(\gamma')} s_{\alpha_j, \alpha_k}(\gamma, \alpha_j, \alpha_k),
$$

where $\ell$ and $s_{\alpha_j, \alpha_k}$ are defined as in Definition 3.1. As in the two-point spin fermion, the contour collection $C_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n}}$ and the weight $\phi_{\{\alpha_j\}}$ are computed with respect to the projections of $\alpha_j$ onto $\Omega_\delta$, but the sheet choices come in the terms $s_{\alpha, \zeta}$. Define the complexified spin-fermion $H_{[\Omega_\delta, 0]}^{\alpha_1, \ldots, \alpha_{2n-1}}$ on medial vertices and corners of $[\Omega_\delta, 0]$ analogously to Eq. (4.1).

**Remark 4.3** [Hon10, Propositions 67, 68] proves well-definedness of $\phi_{\{\alpha_j\}}(\gamma)$. In Proposition B.1 we prove the well-definedness of $(-1)^{\ell(\gamma') \cup \Gamma(\gamma')} \prod_{\gamma', \alpha_j, \alpha_k \in \Gamma(\gamma')} s_{\alpha_j, \alpha_k}(\gamma, \alpha_j, \alpha_k)$, and thus of $\phi_S^{\sum_{\alpha_j}}(\gamma')$, so that it is independent of our convention for admissible walks and the choice of pairings of source points; in particular, it is independent of our choice of admissible $\Gamma(\gamma)$.

In addition to increasing the number of inputs, we can also define observables summing over a subset $C_{\Omega_\delta; [e_k]}^{\alpha_1, \ldots, \alpha_{2n}} \subset C_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n}}$ formed by specifying the inclusion or exclusion of given edges. Given a collection of edges $\{e_k\}_{k=1}^m \in \Omega_\delta$ (disjoint to the half-edges given by $\{\alpha_j\}_{j=1}^{2n}$) and corresponding inclusion variables $s_k \in \{\bullet, \circ\}$, let

$$
C_{\Omega_\delta; [e_k]}^{\alpha_1, \ldots, \alpha_{2n}} = \{ \gamma \in C_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n}} : e_k \in \gamma \text{ if } s_k = \bullet, \text{ and } e_k \notin \gamma \text{ if } s_k = \circ \}.
$$

**Definition 4.4.** We define the restricted fermion and spin-fermion observables, denoted $F_{[\Omega_\delta; [e_k]}^{\alpha_1, \ldots, \alpha_{2n}}$ and $F_{[\Omega_\delta, 0]; [e_k]}^{\alpha_1, \ldots, \alpha_{2n}}$, and their complexifications as in Definitions 4.1–4.2, replacing the contour set $C_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n}}$ by the restricted contour set $C_{\Omega_\delta; [e_k]}^{\alpha_1, \ldots, \alpha_{2n}}$.

The following propositions will characterize the complexified fermion and spin-fermion observables in terms of discrete complex analysis, proving the connection to the discrete Riemann boundary value problem defined in Sect. 2 for possibly adjacent medial vertices $\alpha_1, \ldots, \alpha_{2n}$.

We first modify the real weight $\phi_{\{\alpha_k\}}$ defined on $C_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n}}$ for $2n$ $s$-oriented vertices $\alpha_1, \ldots, \alpha_{2n}$ into a complex weight $\chi$ defined on

$$
C_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n-1}, \alpha_{2n}} := C_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n-1}, \alpha_1} \cup C_{\Omega_\delta}^{\alpha_1, \ldots, \alpha_{2n-1}, \alpha_2^1}.
$$
The idea is that there is a natural bijection between the set of paths to a medial vertex for $2n$ \text{Ising Model: Local Spin Correlations and Conformal Invariance 803}

Let $\gamma \in C_{\Omega^s}^{\alpha_1, \ldots, \alpha_{2n}} \subset C_{\Omega^s}^{\alpha_1, \ldots, \alpha_{2n-1}, \alpha_{2n}}$ the complex weight (where dependence on the choice of $\sqrt{p_j}$ eventually cancels out),

$$\chi(\gamma) := \frac{1}{i\sqrt{p_j}} \phi_{\alpha_1, \ldots, \alpha_{2n-1}, \alpha_{2n}}(\gamma),$$

noting that the complexified observables can be defined in terms of sums of this weight. If $\alpha_{2n} = \alpha_{2n}'$ is an s-oriented corner, there is only one corresponding orientation and $\chi(\gamma) := \frac{1}{i\sqrt{\alpha}} \phi_{\{\alpha_{2n}\}}(\gamma)$.

**Proposition 4.5.** $H_{\Omega^s}[e_1^1, \ldots, e_m^m]$ and $H_{\{\Omega^s, 0\}:[e_1^1, \ldots, e_m^m]}$ are s-holomorphic wherever defined.

**Proof.** This was proven for the complexified fermion in [Hon10, Lemma 74] in the setting where the $\alpha_i$ are non-adjacent medial vertices. We extend this to all possible $\alpha_i$ via the extension of the complexified fermion to corners in addition to medial vertices. The idea is that there is a natural bijection between the set of paths to a medial vertex $e$ and those to an adjacent corner $c$. Namely, if $e(c)$ is the shortest walk from $a_{2n}$ to $c$ consisting of two half-edges both incident to the common vertex $v$, the map $\gamma \mapsto \gamma \oplus e(c)$ is a bijection. One needs to show that the projection in s-holomorphicity relations (2.1) sends the winding weight $e^{-\frac{i}{2}W(\gamma)}$ to the winding weight of the image, times a factor of $\cos(\pi/8)$.

Following this, the next lemma therefore proves s-holomorphicity in the case of $H_{\Omega^s}[e_1^1, \ldots, e_m^m]$. The summands in the definition of $H_{\{\Omega^s, 0\}:[e_1^1, \ldots, e_m^m]}$ only have additional real factors invariant under the $\cdot \oplus e(c)$ bijection, so the lemma implies the s-holomorphicity for $H_{\Omega^s}[e_1^1, \ldots, e_m^m]$ as well. \[\square\]

**Lemma 4.6.** Let $\{a_j\}_{j=1}^{2n-1}$, $\{e_k\}_{k=1}^m$ be distinct medial vertices of $\Omega^s$ and denote the s-oriented versions of $\{a_j\}_{j=1}^{2n-1}$ by $a_j^\circ$, and inclusion variables $s_1, \ldots, s_m \in \{\bullet, \circ\}$. Suppose $c$ is an interior corner and $a_{2n}$ is an adjacent interior medial vertex distinct from $\{a_j\}_{j=1}^{2n-1}$. Let $e(c)$ be the shortest walk from $a_{2n}$ to $c$ consisting of two half-edges both incident to a common vertex $v$. Then the bijection,

$$\gamma \mapsto \gamma \oplus e(c),$$

from $C_{\Omega^s}[e_k^j]$ to $C_{\Omega^s}[e_k^j]$ satisfies the projection relation,

$$P_l(c) \chi(\gamma) = \chi(\gamma \oplus e(c)).$$

**Proof.** Suppose $\gamma_f \in \Gamma(\gamma)$ is the walk ending at $a_{2n}$, starting at some $\alpha_s$. Suppose $c$ is a corner of type $\tau$ adjacent to $a_{2n}$. Then $\Gamma(\gamma \oplus e(c))$, chosen using paths in $\Gamma(\gamma)$ with $\gamma_f$ replaced by $\gamma_f \oplus e(c)$, is clearly an admissible choice of walks in $\gamma \oplus e(c)$. Note that
if \(a_{2n}\) is any s-orientation of \(a_{2n}\) compatible with \(\gamma_f\), \(i\sqrt{\vartheta_n}e^{-\frac{1}{2}W(\gamma_f)}\) is a real quantity. Thus it suffices to show that

\[
P_{l(c)} \frac{e^{-2\beta_r|\gamma|}}{\sqrt{\vartheta_n}} e^{-\frac{1}{2}W(\gamma_f)} = \cos \frac{\pi}{8} \frac{e^{-2\beta_r|\phi(e(c))|}}{\sqrt{\vartheta_n}} e^{-\frac{1}{2}W(\gamma_f \oplus e(c))}.
\]

Commuting real quantities with projections, we may rewrite the left hand side as

\[
i\sqrt{\vartheta_n} e^{-\frac{1}{2}W(\gamma_f)} e^{-2\beta_r|\gamma|} P_{l(c)} \frac{1}{i\sqrt{\vartheta_n}}.
\]

There are two cases to consider: the cases when the half-edge \((a_{2n}, v) \in \gamma_f\) and when \((a_{2n}, v) \notin \gamma_f\).

- In the first case, \(|\gamma \oplus e(c)| = |\gamma|\). Subsequently \(\tau^2 \vartheta_{2n} = -e^{\pm \frac{\pi}{4} i}\), where the sign depends on the winding change \(W(\gamma \oplus e(c)) = W(\gamma) \mp \frac{\pi}{4}\). Now we have

\[
P_{l(c)} \frac{1}{i\sqrt{\vartheta_{2n}}} = \frac{1 - \tau^2 \vartheta_{2n}}{2i \sqrt{\vartheta_{2n}}} = \frac{e^{\pm \frac{\pi}{8} i}}{i \sqrt{\vartheta_{2n}}} \cos \frac{\pi}{8},
\]

and the result follows.

- In the second case, \(|\gamma \oplus e(c)| = |\gamma| + 1\). Then \(\tau^2 \vartheta_{2n} = e^{\pm \frac{\pi}{4} i}\), where the sign depends on the winding change \(W(\gamma \oplus e(c)) = W(\gamma) \pm \frac{3\pi}{4}\). Then

\[
P_{l(c)} \frac{1}{i\sqrt{\vartheta_{2n}}} = \frac{1 - \tau^{-2} \vartheta_{2n}}{2i \sqrt{\vartheta_{2n}}} = \frac{e^{\mp \frac{\pi}{8} i}}{i \sqrt{\vartheta_{2n}}} \sin \frac{\pi}{8},
\]

Upon noting that \(\tan \frac{\pi}{8} = e^{-2\beta_r}\), the result follows.

\[\square\]

**Lemma 4.7.** The discrete residues at an s-oriented interior oriented medial vertex \(\alpha_j\) are

\[
H_{\Omega_3;[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{2n-1}}(\alpha_j^+) - H_{\Omega_3;[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{2n-1}}(\alpha_j^-) = \frac{(-1)^{j+1}}{\sqrt{\vartheta_j}} F_{\Omega_3;[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}},
\]

\[
H_{[\Omega_3,0];[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{2n-1}}(\alpha_j^+) - H_{[\Omega_3,0];[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{2n-1}}(\alpha_j^-) = \frac{(-1)^{j+1}}{\sqrt{\vartheta_j}} F_{[\Omega_3,0];[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}},
\]

where in the two cases \(\alpha_1, \ldots, \alpha_{2n-1}\) are all taken respectively on \(\Omega_3\) and \([\Omega_3, 0]\).

**Proof.** We prove this for the fermion and spin-fermion simultaneously, letting \(D_3\) represent \(\Omega_3\) or \([\Omega_3, 0]\). It suffices to show that the front and back values of \(H_{D_3;[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{2n-1}}\) at \(\alpha_j\) are given by

\[
H_{D_3;[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{2n-1}}(\alpha_j^+) = \frac{(-1)^{j+1}}{\sqrt{\vartheta_j}} F_{D_3;[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}},
\]

\[
H_{D_3;[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{2n-1}}(\alpha_j^-) = \frac{(-1)^{j}}{\sqrt{\vartheta_j}} F_{D_3;[e_1,\ldots,e_m]}^{\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}},
\]

\[\text{(4.2)}\]
where in the case $D_\delta = [\Omega_3, 0]$ the projection of $a_j$ onto $\Omega_3$ is considered in $a_j^\diamondsuit$.

Let $c_1$ denote one of the two corners adjacent to the end vertex of $a_j$ in the direction $o_j$. We verify that $H^{\alpha_1,\ldots,\alpha_{2n-1}}_{D_\delta;[e_1^m,\ldots,e_{2m}^n]}(\alpha_j)$ projects to $H^{\alpha_1,\ldots,\alpha_{2n-1}}_{D_\delta;[e_1^m,\ldots,e_{2m}^n]}(c_1)$. Let $c_1$ be a corner of type $\tau$.

We note that any $\gamma \in C_{\alpha_1,\ldots,\alpha_{2n-1},c_1}^{\frac{1}{2}}$ contains the walk $e(c_1) := \{(a_j, a_j + o_j \frac{\delta}{\sqrt{2}})\}$, so we can start from $\gamma_f$ and complete $\Gamma(\gamma)$. In addition, $\gamma \oplus e(c_1) \in C_{\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}}^{\frac{1}{2}}$ and $\Gamma(\gamma) \backslash \{e(c_1)\}$ is naturally an admissible choice of walk for $2n - 2$ points. Since the additional real factor in the case of $D_\delta = [\Omega_3, 0]$ is easily seen to be invariant under the bijection, it now suffices to show the projection relation

$$P_{l(c_1)} \frac{(-1)^j+1}{\sqrt{o_j}} \phi_{[\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}]}(\gamma \oplus e(c_1)) = \chi(\gamma).$$

This relation can be rewritten as $P_{l(c_1)} \frac{1}{\sqrt{o_j}} = e^{-2\beta t} \cos \frac{\pi}{8} \cdot \frac{e^{-\frac{i}{2}W(e(c_1))}}{\sqrt{o_j}} = \cos \frac{3\pi}{8} \cdot \frac{e^{-\frac{i}{2}W(e(c_1))}}{\sqrt{o_j}}$ using explicit formulae and admissible choices $\Gamma(\gamma)$ and $\Gamma(\gamma \oplus e(c_1))$ (where $(-1)^{j+1}$ is precisely the ratio between the crossing parity factor of $\Gamma(\gamma \oplus e(c_1))$ and $\Gamma(\gamma)$; one sees this by drawing the pairing between $j$ and $2n$ very close to $[j, 2n] \subset \mathbb{R}$, so that it crosses exactly $2n - j - 1$ other lines).

Note that $o_j e^{iW(e(c_1))} = \tau^2$ and $W(e(c_1)) = \pm \frac{3\pi}{4}$. Commuting real values with projection, we have,

$$P_{l(c_1)} \left[ \frac{1}{\sqrt{o_j}} \right] = \frac{1}{2} \left[ \frac{1}{\sqrt{o_j}} + \frac{\sqrt{o_j}}{\tau^2} \right] = \frac{1}{\sqrt{o_j}} \frac{1 + e^{-iW(e(c_1))}}{2} = \cos \frac{3\pi}{8} \cdot \frac{e^{-\frac{i}{2}W(e(c_1))}}{\sqrt{o_j}}.$$

\[\Box\]

**Remark 4.8.** The explicit front and back values (4.2) shown in the proof above give us a simple correspondence between the full-plane observables and the full-plane (normal and spin-weighted) nearest-pair correlations $\mu, \mu_{a'}$ for edges $a = \delta a' \in \mathcal{E}_{\Omega_3}$ defined in (1.1).

Notice that, by low-temperature expansion, the correlation of the nearest spin pair separated by an edge $a$ can be written

$$\frac{1}{Z_{\Omega_3}} \left[ \sum_{\omega \in C_{\Omega_3;[\alpha^a]}^s} e^{-2|\omega|} - \sum_{\omega \in C_{\Omega_3;[\alpha^a]}^{s^*}} e^{-2|\omega|} \right] = F_{\Omega_3;[\alpha^a]} - F_{\Omega_3;[\alpha^{s^*}]}.$$

By the values given in (4.2), this is precisely $\sqrt{\delta} \left[ H^a_{\Omega_3}(\alpha_+) + H^a_{\Omega_3}(\alpha_-) \right]$, for any $s$-oriented version $\alpha$ of $a$. Now taking the infinite-volume limit by sending $\Omega \uparrow \mathbb{C}$ (whose existence is known by Theorem 3.13), we have

$$\mu = \sqrt{\delta} \left[ H^a_{\mathbb{C}^d}(\alpha_+) + H^a_{\mathbb{C}^d}(\alpha_-) \right],$$

matching the values $H^a_{\mathbb{C}^d}(\alpha_\pm) = \frac{\mu_{a'} \pm 1}{2\sqrt{\delta}}$ given by Proposition 3.14.

By analogous reasoning, for every $a = \delta a' \in \mathcal{E}_{\Omega_3}$ we can calculate $\mu_{a'}$ as defined in (1.1) by

$$\mu_{a'} = \sqrt{\delta} \left[ H^a_{[\mathbb{C}^d,0]}(\alpha_+) + H^a_{[\mathbb{C}^d,0]}(\alpha_-) \right],$$
Fig. 8. Some explicit values of \((\mu_\epsilon)_{\epsilon \in \mathcal{E}_{C_1}}\). This represents the mean of the physical quantity, the spin-weighted energy field. The orange × marks the identified origin face, whose spin \(\mu_\epsilon\) is weighted by; as \(|\epsilon| \to \infty\), we have \(\mu_\epsilon \to \mu\). or equivalently for every \(a = \delta \alpha' \in \mathcal{E}_{\Omega}\) we have \(H_{[\Omega, 0]}^{\alpha}[\alpha_\pm] = \frac{\mu_{\alpha_\pm} + 1}{2\sqrt{\alpha}}\), where we know the infinite-volume limit \(\Omega \uparrow \mathbb{C}\) of \(\sqrt{\alpha}[H_{[\Omega, 0]}^{\alpha}(\alpha_+) + H_{[\Omega, 0]}^{\alpha}(\alpha_-)]\) exists by Theorem 3.15 (see Fig. 8 for some explicit values).

Recall the definition of \(\nu_z\) as the outer normal at a boundary medial vertex \(z\).

**Lemma 4.9.** If \(\{\alpha_i\}_{i=1}^{2n-1}\) are interior s-oriented medial vertices, \(\{e_1^s, \ldots, e_m^s\}\) are edges with corresponding inclusion variables, and \(z = a_{2n}\) is a boundary medial vertex, we have that

\[
\begin{align*}
H_{[\Omega, 0]}^{\alpha_1, \ldots, \alpha_{2n-1}}[e_1^s, \ldots, e_m^s](z) \sqrt{\nu_z} &\in \mathbb{R} \cap \mathbb{R}; \\
H_{[\Omega, 0]}^{\alpha_1, \ldots, \alpha_{2n-1}}[\Omega, 0];[e_1^s, \ldots, e_m^s](z) \sqrt{\nu_z} &\in \mathbb{R}.
\end{align*}
\]

**Proof.** [Hon10, Proposition 79] proves the lemma for \(H_{[\Omega, 0]}^{\alpha_1, \ldots, \alpha_{2n-1}}[\Omega, 0];[e_1^s, \ldots, e_m^s]\) with non-adjacent \(\alpha_i\). The idea is that if \(z\) is on the boundary, a path can only reach \(z\) via the half-edge in the inner direction, which fixes the complex phase in the weight; this goes through unchanged for possibly adjacent \(\alpha_i\). For the spin-fermion observable, since the additional factors in \(H_{[\Omega, 0]}^{\alpha_1, \ldots, \alpha_{2n-1}}[\Omega, 0];[e_1^s, \ldots, e_m^s]\) are real, the result holds. \(\Box\)

### 4.2. Fused observables and Ising correlations.
In this subsection, we formulate the Ising correlations in a bounded domain in terms of fusions of the observables introduced above. We again write \(\alpha_1, \ldots, \alpha_{2n}\) for distinct s-oriented medial vertices in \(\Omega\) or \([\Omega, 0]\) and \(e_1, \ldots, e_m\) distinct edges with inclusion variables \(s_1, \ldots, s_m \in \{\bullet, \circ\}\).
**Definition 4.10.** Suppose \( b_1, \ldots, b_N \) are distinct medial vertices in \( \Omega_\delta \) with \( b_N = \delta b_N' \).

Define the **fused fermion** and **fused spin-fermion observables** and their complexifications inductively by

\[
F_{\Omega_\delta;[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_2n-1;[b_1,...,b_N]} := F_{\Omega_\delta;[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_2n;[b_1,...,b_N-1]} - \frac{\mu + 1}{2} F_{\Omega_\delta;[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_2n;[b_1,...,b_N-1]},
\]

(4.3)

\[
F_{[\Omega_\delta,0];[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_2n;[b_1,...,b_N]} := \frac{\mu b_N' + 1}{2} F_{[\Omega_\delta,0];[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_2n;[b_1,...,b_N-1]},
\]

and the usual complexification scheme on \( \alpha_{2n} \) (see e.g. (4.1)).

These fusions arise naturally from the process of removing singularities. Suppose \( \alpha_j \) is an \( s \)-oriented interior medial vertex. Note that, by Lemma 4.7 and Theorems 3.13–3.15, the functions

\[
H_{\Omega_\delta;[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_{2n-1}} \quad \text{and} \quad (-1)^j F_{\Omega_\delta;[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_{2n-1}} H_{C_\delta,j}^{\alpha_j},
\]

(4.4)

\[
H_{[\Omega_\delta,0];[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_{2n-1}} \quad \text{and} \quad (-1)^j F_{[\Omega_\delta,0];[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_{2n-1}} H_{C_\delta,0}^{\alpha_j},
\]

(4.5)

have discrete residue 0 at \( \alpha_j \); thus they extend to \( \alpha_j \)-holomorphically. In fact, we have the following extension result for them, which also applies to the corresponding fused observables.

**Lemma 4.11.** The following fused versions of the functions defined in (4.4)–(4.5) have \( s \)-holomorphic extensions to \( \alpha_j \) given by the values

\[
H_{\Omega_\delta}^{\alpha_1,...,\alpha_{2n-1};[e_1,...,e_m]}(a_j) \quad \text{and} \quad (-1)^j F_{\Omega_\delta}^{\alpha_1,...,\alpha_{2n-1};[e_1,...,e_m]} H_{C_\delta,j}^{\alpha_j}(a_j)
\]

\[
:= \frac{(-1)^{j+1}}{\sqrt{\alpha_j}} F_{\Omega_\delta}^{\alpha_1,...,\alpha_{2n-1};[e_1,...,e_m,a_j]},
\]

\[
H_{[\Omega_\delta,0]}^{\alpha_1,...,\alpha_{2n-1};[e_1,...,e_m]}(a_j) \quad \text{and} \quad (-1)^j F_{[\Omega_\delta,0]}^{\alpha_1,...,\alpha_{2n-1};[e_1,...,e_m]} H_{C_\delta,0}^{\alpha_j}(a_j)
\]

\[
:= \frac{(-1)^{j+1}}{\sqrt{\alpha_j}} F_{[\Omega_\delta,0]}^{\alpha_1,...,\alpha_{2n-1};[e_1,...,e_m,a_j]},
\]

where in the second case, \( \alpha_j \) in \([\Omega_\delta,0]\) is identified with its projection on \( \Omega_\delta \) in the expression \([e_1, \ldots, e_m, a_j]\).

**Proof.** By \( \mathbb{R} \)-linearity of \( s \)-holomorphicity and the definition of fused observables, it suffices to show that the unfused observables given by (4.4)–(4.5) extend \( s \)-holomorphically to \( \alpha_j \) with above right hand side values (without \( e_1, \ldots, e_m \)).

Since the function (4.4) has discrete residue 0 at \( \alpha_j \), it has an \( s \)-holomorphic extension to \( \alpha_j \) given by

\[
H_{\Omega_\delta;[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_{2n-1}}(\alpha_{j+}) + (-1)^j F_{\Omega_\delta;[e_1^n,...,e_m^n]}^{\alpha_1,...,\alpha_{2n-1}} H_{C_\delta,j}^{\alpha_j}(\alpha_{j+}).
\]
In turn, by the explicit values in the proof of Lemma 4.7, this is given by

\[
\frac{(-1)^{j+1}}{\sqrt{\partial_j}} F^{\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}}_{\Omega_\delta;\{e_1^s,\ldots,e_m^s,\alpha_j^s\}} + (-1)^j F^{\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}}_{\Omega_{\delta};\{e_1^s,\ldots,e_m^s\}} H^{\alpha_j}_{\Omega_\delta}(\alpha_{j^+}) \]

\[
= \frac{(-1)^{j+1}}{\sqrt{\partial_j}} F^{\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}}_{\Omega_\delta;\{e_1^s,\ldots,e_m^s\}} - (-1)^{k+1} F^{\alpha_1,\ldots,\alpha_{k-1},\alpha_{k+1},\ldots,\alpha_{2n-1}}_{\Omega_\delta;\{e_1^s,\ldots,e_m^s\}},
\]

using that \( H^{\alpha_j}_{\Omega_\delta}(\alpha_{j^+}) = \frac{\mu_{\alpha_j^+} + 1}{2\sqrt{\partial_j}} \) (see Remark 4.8). Identical computation gives the \([\Omega_\delta,0]\) case, where now we use the fact that for every \( a_j = \delta a_j' \), we have \( H^{\alpha_j}_{[\Omega_\delta,0]}(\alpha_{j^+}) = \frac{\mu_{\alpha_j^+} + 1}{2\sqrt{\partial_j}} \).

\[\square\]

**Remark 4.12.** So far, we have assumed that the 2n inputs \( \alpha_1, \ldots, \alpha_{2n} \) of the real observable are s-orientations of distinct \( a_1, \ldots, a_{2n} \). An important observation to be made is that the combinatorial definition of the real observable is robust enough for the pairwise-fused case, where a medial vertex \( e \) appears twice among the 2n inputs (say \( a_j = a_k = e \)) as long as their respective orientations \( o_j, o_k \) point to opposite directions.

In the complexified case, a medial vertex can appear twice, again oppositely oriented, among the first \( 2n - 1 \) s-oriented medial vertices; if \( a_j = a_k \) on \( \Omega_\delta \) with opposite orientations \( o_j \) and \( o_k \), one can verify that the residue at \( \alpha_j \) is given by

\[
\frac{(-1)^{j+1}}{\sqrt{\partial_j}} F^{\alpha_1,\ldots,\alpha_{j-1},\alpha_{j+1},\ldots,\alpha_{2n-1}}_{\Omega_\delta;\{e_1^s,\ldots,e_m^s\}} - (-1)^{k+1} F^{\alpha_1,\ldots,\alpha_{k-1},\alpha_{k+1},\ldots,\alpha_{2n-1}}_{\Omega_\delta;\{e_1^s,\ldots,e_m^s\}}.
\]

This is precisely a directed superposition of the two residues derived in Lemma 4.7 for s-oriented medial vertices \( \alpha_j, \alpha_k \); similarly Lemma 4.11 and the resulting Propositions 4.14–4.15, introduced in the next subsection, easily generalize to the pairwise-fused case.

We are now in position to connect the fused multipoint observables to multipoint Ising correlations.

**Proposition 4.13.** Suppose \( \{b_k\}_{k=1}^N \) is a set of N distinct interior edges in \( \Omega_\delta \). We have

\[
\mathbb{E}_{\Omega_\delta} \left[ \prod_{b \in \{b_k\}} \epsilon(b) \right] = (-1)^N 2^N F^{\{b_1,\ldots,b_N\}}_{\Omega_\delta},
\]

\[
\mathbb{E}_{\Omega_\delta} \left[ \sigma_0 \prod_{b \in \{b_k\}} \epsilon[0](b) \right] = (-1)^N 2^N F^{\{b_1,\ldots,b_N\}}_{[\Omega_\delta,0]}.
\]

**Proof.** The first identity was proved in [Hon10, Proposition 72] inductively, where our above extensions of the projection relations to adjacent edges now allow for the \( b_k \) to be adjacent. Explicitly, denoting \( \{e_j^s\} = \{e_1^s, \ldots, e_m^s\} \) for a set of edges (distinct from \( b_k \)) with inclusion variables \( s_j \in \{\bullet, o\} \) and recalling \( \mathcal{C}_{\Omega_\delta;\{e_j^s\}} \), it is straightforward to show by induction on \( N \) (the base case is trivial),

\[
\mathbb{E}_{\Omega_\delta} \left[ \mathbf{1}_{\{e_j^s\}} \prod_{b \in \{b_k\}} \epsilon(b) \right] = (-1)^N 2^N F^{\{b_1,\ldots,b_N\}}_{\Omega_\delta;\{e_j^s\}},
\]
(where for an edge $e$ separating faces $x, y$ with inclusion variable $s \in \{\bullet, \circ\}$, the indicator $1_{\{e\}}$ denotes an indicator on the event that $\sigma_x = \sigma_y$ if $s = \circ$ and $\sigma_x \neq \sigma_y$ if $s = \bullet$) using the expansion

$$
\mathbb{E}_{\Omega_{\delta}} \left[ 1_{\{e\}} \epsilon(b_1) \cdots \epsilon(b_{N+1}) \right] = (\mu - 1) \mathbb{E}_{\Omega_{\delta}} \left[ 1_{\{e\}}^\circ \epsilon(b_1) \cdots \epsilon(b_N) \right] + (\mu + 1) \mathbb{E}_{\Omega_{\delta}} \left[ 1_{\{e\}}^\bullet \epsilon(b_1) \cdots \epsilon(b_N) \right],
$$

and that by definition $F_{\Omega_{\delta}}[\epsilon_{\{e\}}]$.

The second identity follows from an analogous process, where we note that for a collection of loops and walks $\omega$, we have $\sigma_0(\omega) = (-1)^{\ell(\omega)}$ due to the plus boundary condition. $\Box$

4.3. Pfaffian formulae. Having related the Ising correlations to the fused observables, in this subsection we will elucidate how the recursive relation (4.3) gives rise to the Pfaffian relation in Sect. 4.4. The argument is identical to the one presented in Chapter 6 of [Hon10], albeit with the stronger lemmas introduced in Sect. 4.1 allowing the $\alpha_i$’s to be adjacent.

We first prove that a $2n$-point observable is in fact a Pfaffian of a matrix of two-point observables. Recall that for a $2n \times 2n$ antisymmetric matrix $A = (A_{jk})_{j,k=1,...,2n}$,

$$
\text{Pf } A := \frac{1}{2^n n!} \sum_{\sigma \in S_{2n}} \text{sgn}(\sigma) A_{\sigma(1)\sigma(2)} A_{\sigma(3)\sigma(4)} \cdots A_{\sigma(2n-1)\sigma(2n)},
$$

and we have the recursive expansion formula,

$$
\text{Pf } A = \sum_{j=1}^{2n-1} (-1)^j A_{j,2n} \text{Pf } A_{\bullet:2n j},
$$

where $A_{\bullet:2n j}$ is the matrix where the $j$ and $2n$-th rows and columns are removed.

**Proposition 4.14.** Suppose $\alpha_j = a_{j}^{\sigma_j}, j = 1, \ldots, 2n$ are distinct (possibly pairwise-fused) $s$-oriented interior medial vertices of $D_\delta = \Omega_\delta$ or $[\Omega_\delta, 0]$. Define the $2n \times 2n$ antisymmetric matrix

$$
F_{D_\delta}^{[\alpha_j]} = \begin{pmatrix}
0 & F_{D_\delta}^{\alpha_1, \alpha_2} & \cdots & F_{D_\delta}^{\alpha_1, \alpha_{2n-1}} & F_{D_\delta}^{\alpha_1, \alpha_{2n}} \\
0 & 0 & \cdots & F_{D_\delta}^{\alpha_2, \alpha_{2n-1}} & F_{D_\delta}^{\alpha_2, \alpha_{2n}} \\
& 0 & \cdots & \vdots & \vdots \\
& & 0 & \cdots & F_{D_\delta}^{\alpha_{2n-1}, \alpha_{2n}} \\
& & & 0 & 0
\end{pmatrix}.
$$

Then

$$
F_{D_\delta}^{\alpha_1, \ldots, \alpha_{2n}} = \text{Pf } F_{D_\delta}^{[\alpha_j]}.
$$
Proof: The 2 × 2 case is trivial. Given the recursive formula (4.7) for the Pfaffian, inductively it suffices to show

\[ F^{\alpha_1, \ldots, \alpha_{2n}}_{D_5} = \sum_{j=1}^{2n-1} (-1)^j F^{\alpha_1, \ldots, \alpha_{j-1}, \alpha_{j+1}, \ldots, \alpha_{2n-1}}_{D_5} F^{\alpha_j, \alpha_{2n}}_{D_5}. \]

The strategy is to use the boundary value problem uniqueness result (Lemma 2.11) to show that the function \( H^{\alpha_1, \ldots, \alpha_{2n-1}}_{D_5}(a_{2n}) = \sum_{j=1}^{2n-1} (-1)^j F^{\alpha_1, \ldots, \alpha_{j-1}, \alpha_{j+1}, \ldots, \alpha_{2n-1}}_{D_5} H^{\alpha_j}_{D_5}(a_{2n}) \) is identically zero. The boundary condition is obviously satisfied; the fact that all singularities at \( \alpha_1, \ldots, \alpha_{2n-1} \) are removable, i.e. have residue zero, is immediate from Lemma 4.7. □

We now extend the Pfaffian representation to the fused observables. For any edge \( e \), write \( e^+ = e^{o^+} \), \( e^- = e^{o^-} \) for a pair of s-orientations \( o^\pm \) of \( e \), so that \( o^+ = e^{\pi i} o^- \). Recall the use of the \( ^\dagger \) to denote

\[ F^{\dagger e_i} = F_{D_5} - F_{C_5} \quad \text{and} \quad F^{\dagger e_i}_{[\Omega_5, 0]} = F_{[\Omega_5, 0]} - F_{[C_5, 0]}. \]

For edges \( e_1, \ldots, e_m \) define the \( 2m \times 2m \) antisymmetric matrix with \( F^{\dagger e_i} \) on the anti-diagonal \( i + j = 2m + 1, i \leq m \), and more generally, entries,

\[
\mathbf{F}^{[\{e_k\}]}_{D_5} := \begin{pmatrix}
0 & F^{e_1^+, e_2^+}_{D_5} & \ldots & F^{e_1^+, e_m^+}_{D_5} & F^{e_1^+, e_2^-}_{D_5} & \ldots & F^{e_1^+, e_m^-}_{D_5} \\
F^{e_2^+, e_1^+}_{D_5} & 0 & \ldots & F^{e_2^+, e_m^+}_{D_5} & F^{e_2^+, e_2^-}_{D_5} & \ldots & F^{e_2^+, e_m^-}_{D_5} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
F^{e_m^+, e_1^+}_{D_5} & F^{e_m^+, e_2^-}_{D_5} & \ldots & 0 & \ldots & F^{e_m^+, e_2^-}_{D_5} \\
0 & F^{e_1^-}_{D_5} & \ldots & F^{e_m^-}_{D_5} & 0 & \ldots & F^{e_1^-}_{D_5} \\
F^{e_2^-}_{D_5} & F^{e_2^-}_{D_5} & \ldots & F^{e_m^-}_{D_5} & 0 & \ldots & F^{e_2^-}_{D_5} \\
0 & F^{e_1^+}_{D_5} & \ldots & F^{e_m^+}_{D_5} & 0 & \ldots & F^{e_1^+}_{D_5}
\end{pmatrix}.
\]

Proposition 4.15. Suppose \( \alpha_j = a_j^{o_j} \) for \( j = 1, \ldots, 2n \) and \( e_k \) for \( k = 1, \ldots, m \) are distinct (possibly pairwise-fused) interior medial vertices of \( D_5 = \Omega_5 \) or \( [\Omega_5, 0] \). Define the block antisymmetric \( 2(m + n) \times 2(m + n) \) matrix \( F^{[\{a_j\}]:[\{e_k\}]}_{D_5} \) by

\[
F^{[\{a_j\}]:[\{e_k\}]}_{D_5} := \begin{pmatrix}
\mathbf{F}^{[\{e_k\}]}_{D_5} & -\mathbf{F}^{[\{a_j\}]:[\{e_k\}]}_{D_5}^T \\
\mathbf{F}^{[\{a_j\}]:[\{e_k\}]}_{D_5} & \mathbf{F}^{[\{a_j\}]}_{D_5}
\end{pmatrix}, \text{ where}
\]

\[
F^{[\{a_j\}]:[\{e_k\}]}_{D_5} := \begin{pmatrix}
F^{\alpha_1, e_1^+}_{D_5} & \ldots & F^{\alpha_1, e_m^+}_{D_5} & F^{\alpha_1, e_2^-}_{D_5} & \ldots & F^{\alpha_1, e_m^-}_{D_5} \\
F^{\alpha_2, e_1^+}_{D_5} & \ldots & F^{\alpha_2, e_m^+}_{D_5} & F^{\alpha_2, e_2^-}_{D_5} & \ldots & F^{\alpha_2, e_m^-}_{D_5} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
F^{\alpha_{2n}, e_1^+}_{D_5} & \ldots & F^{\alpha_{2n}, e_m^+}_{D_5} & F^{\alpha_{2n}, e_2^-}_{D_5} & \ldots & F^{\alpha_{2n}, e_m^-}_{D_5}
\end{pmatrix}.
\]
Then

\[ F_{\delta}^{\alpha_1, \ldots, \alpha_{2n}; [e_1, \ldots, e_m]} = Pf F_{\delta}^{\{a_j\}; [\{e_k\}]} , \]

In particular, since \( F_{\delta}^{\alpha_1, \ldots, \alpha_{2n}; [e_1, \ldots, e_m]} \) does not depend on the choice of s-orientations \( o_j^+, o_j^- \) on \( e_k \), the Pfaffian does not.

**Proof.** Without loss of generality, we will assume \( D_{\delta} = \Omega_{\delta} \); the case \( D_{\delta} = [\Omega_{\delta}, 0] \) can be treated identically. We use induction on \( m \). The case \( m = 0 \) is given by Proposition 4.14. Now we assume the result holds for \( m \), and consider the case \( m + 1 \). By Lemma 4.11, if \( e_{m+1}^+ = e_{m+1}^o \) is an s-orientation of \( e_{m+1} \), we can extend to the removed singularity

\[
\begin{align*}
\left[ H_{\Omega_{\delta}}^{\alpha_1, \ldots, \alpha_{2n}, e_{m+1}^+; [e_1, \ldots, e_m]} - F_{\Omega_{\delta}}^{\alpha_1, \ldots, \alpha_{2n}; [e_1, \ldots, e_m]} H_{C_{\delta}}^{e_{m+1}^+} \right] (e_{m+1}) := \frac{1}{\sqrt{\delta}} F_{\Omega_{\delta}}^{\alpha_1, \ldots, \alpha_{2n}; [e_1, \ldots, e_{m+1}]}.
\end{align*}
\]

Then by the projection relations given by s-holomorphicity, we can deduce

\[
\begin{align*}
F_{\Omega_{\delta}}^{\alpha_1, \ldots, \alpha_{2n}, e_{m+1}^+, e_{m+1}^-; [e_1, \ldots, e_m]} &= F_{\Omega_{\delta}}^{\alpha_1, \ldots, \alpha_{2n}; [e_1, \ldots, e_m]} F_{C_{\delta}}^{e_{m+1}^+, e_{m+1}^-} := F_{\Omega_{\delta}}^{\alpha_1, \ldots, \alpha_{2n}; [e_1, \ldots, e_{m+1}]}.
\end{align*}
\]

By the inductive hypothesis, we have the desired Pfaffian formulations of \( F_{\Omega_{\delta}}^{\alpha_1, \ldots, \alpha_{2n}, e_{m+1}^+; [e_1, \ldots, e_m]} \) and \( F_{\Omega_{\delta}}^{\alpha_1, \ldots, \alpha_{2n}; [e_1, \ldots, e_m]} \). Expanding the Pfaffian along the last column as in (4.7) the result easily follows. \( \Box \)

### 4.4. Observables and Ising correlations.

In this subsection we present the connection between Ising model correlations and spin-weighted correlations and the two-point observables defined in Sect. 3.1. These formulae follow immediately from the results of Sects. 4.2 and 4.3.

#### 4.4.1. Spin-symmetric correlations

Recall that we have defined a spin-symmetric correlation as the expectation of a product of energy densities which scale with the mesh size \( \delta \). Our characterization of the correlation consists of a Pfaffian involving the real observables introduced in Sect. 3. For an edge \( e \), we will denote by \( e^+ := e^{0^+}, e^- := e^{0^-} \) for any pair of s-orientations \( o^+, o^- \) such that \( o^+ = e^{\pi i} o^- \); the following characterization shows in particular that the Pfaffian does not depend on such choice.

**Proposition 4.16.** For any collection of distinct (possibly adjacent) interior edges \( e_1, \ldots, e_m \) in \( \Omega_{\delta} \),

\[
\mathbb{E}_{\Omega_{\delta}} \left[ \prod_{e \in \{e_k\}} \epsilon(e) \right] = (-1)^m 2^m Pf \left( F_{\Omega_{\delta}}^{\{e_k\}} \right),
\]

where for any admissible s-orientations, \( o_1^+ \), \ldots, \( o_m^+ \), the antisymmetric matrix \( F_{\Omega_{\delta}}^{\{e_k\}} \) is given by
We characterize it as a Pfaffian analogously to the previous subsection, but with defined as the expectation of a product of the spin at 0 and energy densities on adjacent sites.

### 4.4.2. Spin-antisymmetric correlations

Proof. Starting from the characterization of Proposition 4.13, we can calculate the fused observable via an application of Proposition 4.15. □

4.4.2. Spin-antisymmetric correlations Recall that a spin-weighted correlation was defined as the expectation of a product of the spin at 0 and energy densities on adjacent sites. We characterize it as a Pfaffian analogously to the previous subsection, but with replaced by its double cover and the two-point fermion replaced with the spin-fermion observable. Accordingly, we again fix orientations $e^+, e^-$ as well as a choice of lift in $[\Omega_{\delta}, 0]$ for an edge $e$ in $\Omega_{\delta}$, on which the value of the Pfaffian does not depend.

**Proposition 4.17.** For any collection of distinct (possibly adjacent) interior edges $e_1, \ldots, e_m$ in $\Omega_{\delta}$,

$$
\frac{1}{\mathbb{E}_{\Omega_{\delta}}[\sigma_0]} \mathbb{E}_{\Omega_{\delta}} \left[ \sigma_0 \prod_{e \in \{e_i\}} e_{[0]}(e) \right] = (-1)^m 2^m \text{Pf} \left( F^{[\{e_k\}]}_{[\Omega_{\delta}, 0]} \right),
$$

where for any admissible $s$-orientations $s_1^a, \ldots, s_m^a$, the antisymmetric matrix $F^{[\{e_k\}]}_{[\Omega_{\delta}, 0]}$ is given by

$$
\begin{pmatrix}
0 & F_{\Omega_{\delta}}^{e_1^+, e_2^-} & \cdots & 0 & F_{\Omega_{\delta}}^{e_1^+, e_m^-} & F_{\Omega_{\delta}}^{e_1^+, e_m^-} & \cdots & 0 & F_{\Omega_{\delta}}^{e_1^+, e_1^-} \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
$$
where \( F_{\Omega_\delta,0}^{\alpha,\zeta} := F_{\Omega_\delta,0}^{\alpha,\zeta} - F_{\bar{\Omega}_\delta,0}^{\alpha,\zeta} \).

**Proof.** Again starting from the characterization of Proposition 4.13, we can calculate the fused observable via Proposition 4.15, using now the equations corresponding to the spin-fermion. \( \square \)

## 5. Scaling Limits of Observables

We have thus far defined the discrete observables which encode probabilistic information in the form of \( n \)-point correlations. As a result of the Pfaffian formulae of Sect. 4.4, it suffices to consider two-point discrete observables since all multipoint correlations can now be written in terms of only two-point observables. In this section, we introduce the continuous observables, which are precisely defined to have continuous analogues of the properties satisfied by the discrete observables; see Sect. 2. With the appropriate scaling, the discrete observables will be shown to converge to these continuous observables.

As the heart of convergence proofs is the extension of the convergence results of [CHI15] for \( H_{\Omega_\delta,0}^{\alpha} \) to the case where the singularity point \( \alpha \) is no longer at \( \alpha_0 \), familiarity with the proofs of convergence in [CHI15] for the case \( \alpha = \alpha_0 \) is very helpful to understanding the sequel.

### 5.1. Integration of the square.

We have the following characterization of the complex fermion observable \( H_{\Omega_\delta}^{\alpha} \) in terms of discrete complex analysis:

**Proposition 5.1** (see [Hon10]). Let \( \alpha = \alpha_0 \) be an \( s \)-oriented medial vertex of \( \Omega_\delta \) that is not on the boundary. The function \( H_{\Omega_\delta}^{\alpha} \) is the unique function such that:

- \( H_{\Omega_\delta}^{\alpha} \) is \( s \)-holomorphic on \( \Omega_\delta \setminus \{a\} \);
- \( H_{\Omega_\delta}^{\alpha} \) has discrete residue 1 at \( \alpha \): \( H_{\Omega_\delta}^{\alpha}( \alpha_+ ) - H_{\Omega_\delta}^{\alpha}( \alpha_- ) = \frac{1}{\sqrt{\nu_\alpha}} \);
- \( H_{\Omega_\delta}^{\alpha}(z) \sqrt{\nu_\delta} \in \mathbb{R} \) for any boundary medial vertex \( z \).

Similarly, we have the following characterization of the complex spin-fermion observable \( H_{[\Omega_\delta,0]}^{\alpha} \).

**Proposition 5.2** Let \( \alpha = \alpha_0 \) be an \( s \)-oriented medial vertex of \([\Omega_\delta,0]\) that is not on the boundary. The function \( H_{[\Omega_\delta,0]}^{\alpha} \) is the unique function such that:

- \( H_{[\Omega_\delta,0]}^{\alpha} \) has monodromy \( -1 \) around \( 0 \);
- \( H_{[\Omega_\delta,0]}^{\alpha} \) is \( s \)-holomorphic on \([\Omega_\delta,0] \setminus \{a,a^*\}\), where \( a, a^* \) are on opposite sheets of \([\Omega_\delta,0] \);\n- \( H_{[\Omega_\delta,0]}^{\alpha} \) has discrete residue 1 at \( \alpha \): \( H_{[\Omega_\delta,0]}^{\alpha}( \alpha_+ ) - H_{[\Omega_\delta,0]}^{\alpha}( \alpha_- ) = \frac{1}{\sqrt{\nu_\alpha}} \);
- \( H_{[\Omega_\delta,0]}^{\alpha}(z) \sqrt{\nu_\delta} \in \mathbb{R} \) for any boundary medial vertex \( z \).

**Proof of Propositions 5.1–5.2.** Monodromy for the latter is clear from the sheet factor \( s_{\alpha,\zeta} \). Proposition 4.5 and Lemmas 4.7 and 4.9 provide the remaining properties. Uniqueness follows from Lemma 2.11. \( \square \)

We now consider the square integral \( Q_\delta^{\alpha} \) of the observables. These are the same discrete square integral analogues \( I_\delta(H_\delta) = \text{Re} \int (H_\delta)^2 \) introduced in Sect. 2.3 in the case where \( H_\delta \) is one of \( H_{\Omega_\delta}^{\alpha}, H_{[\Omega_\delta,0]}^{\alpha} \), but we need to analyze their properties near the singularity at
α and the monodromy. These square integrals will be our primary means of estimating both observables, but for conciseness, we will assume that we are working with $H^\alpha_{[\Omega_\delta,0]}$. Neither the construction nor the properties are changed in the $H^\alpha_{\Omega_\delta}$ case, except for the fact that there are no longer complications arising from the branching at 0.

**Proposition 5.3.** Suppose $\alpha = a^\delta$ is an s-oriented corner in $[\Omega_\delta,0]$. Consider the single-valued integral of the square $Q^\alpha_\delta := I_\delta \left[ H^\alpha_{[\Omega_\delta,0]} \right] : \mathcal{F}_{\Omega_\delta} \cup \mathcal{V}_{\Omega_\delta} \to \mathbb{R}$ constructed with the usual rule

$$Q^\alpha_\delta(w) - Q^\alpha_\delta(v) = 2\delta \left| \frac{1}{2} (w + v) \right|^2,$$

where $w$ is a face, $v$ is a vertex incident to the face, so that $\frac{1}{2} (w + v)$ is the corner between them (note that at the singularity $a$, $\left| H^\alpha_{[\Omega_\delta,0]}(a) \right|^2 = \frac{1}{8}$), and the Dirichlet boundary condition

$$Q^\alpha_\delta(w) = 0 \text{ for } w \in \partial \mathcal{F}_{\Omega_\delta}.$$

It has

- $\Delta_\delta Q^\alpha_\delta = 2\delta \left| \partial_\delta H^\alpha_{[\Omega_\delta,0]} \right|^2$ on $\mathcal{F}_{\Omega_\delta} \setminus \{0, a - \delta \frac{1}{2}\}$, $\Delta_\delta Q^\alpha_\delta = -2\delta \left| \partial_\delta H^\alpha_{[\Omega_\delta,0]} \right|^2$ on $\mathcal{V}_{\Omega_\delta} \setminus \{a + \delta \frac{1}{2}\}$;
- The outer normal derivative $\partial_{\text{out}} Q^\alpha_\Omega = \sqrt{2} \left| H^\alpha_{[\Omega_\delta,0]} \right|^2$ on $\partial \mathcal{V}_{\Omega_\delta}^m$.

**Proof.** The proof follows from direct computations in Chapter 2 of [Hon10] and Section 3.3 of [ChSm12]. Note that as in [CHI15, Proposition 3.6], the singularity at $a$ (two projections from neighboring medial vertices differing only by a sign) and branching at 0 does not affect well-definedness of $Q^\alpha_\delta$, but does affect the Laplacian at 0, $a \pm \delta \frac{1}{2}$. \qed

**Remark 5.4.** In keeping with the Dirichlet boundary condition, we can define $\tilde{Q}^\alpha_\delta$ which simply modifies the value of $Q^\alpha_\delta$ on $\partial \mathcal{V}_{\Omega_\delta}$ to be zero. This affects the Laplacian and normal derivative, but one can define an alternate Laplacian $\tilde{\Delta}_\delta$ modified at the boundary which gives $\tilde{\Delta}_\delta \tilde{Q}^\alpha_\delta = \Delta_\delta Q^\alpha_\delta$; see [CHI15, Preposition 3.6].

**Remark 5.5.** Similarly, one can define the integral $Q^{+\alpha}_\delta := I_\delta \left[ H^\alpha_{[\Omega_\delta,0]} - H^\alpha_{[\mathcal{C}_\delta,0]} \right]$; this has the advantage of removing the singularity at $\alpha$, so that we have sub- and super-harmonicity at all points except for 0. [CHI15, Remark 3.8] notes that in the special case $a = \frac{1}{2}$ we in fact do have super-harmonicity at $a$, owing to the fact that $\left[ H^\alpha_{[\Omega_\delta,0]} - H^\alpha_{[\mathcal{C}_\delta,0]} \right](a) := 0$.

### 5.2. Continuous observables.

The continuous observables are the solutions of the continuous Riemann boundary value problem corresponding to the discrete b.v.p. of Lemma 2.11. We prove that they are in fact the scaling limits of their discrete counterparts in Sect. 5.3.
5.2.1. Continuous full-plane observables

We begin by defining the continuous full-plane observables. In analogy with the discrete case, we define an s-orientation \( o \) of a point \( a \) in a continuous domain \( \Omega \) as a choice of any unit complex number \( o \) with a specified square root.

**Definition 5.6.** Let \( \alpha := a^o \) and \( \zeta := z^p \) be two s-oriented points of \( \mathbb{C} \) with \( a \neq z \). We define the continuous fermion observable \( f_\mathbb{C}^\alpha \) by

\[
f_\mathbb{C}^\alpha (\zeta) := i \sqrt{p} \cdot P_{1 \sqrt{p} \mathbb{R}} [h_\mathbb{C}^\alpha (z)] = \text{Re} \left[ i \sqrt{p} \cdot h_\mathbb{C}^\alpha (z) \right],
\]

where the complex observable \( h_\mathbb{C} \) is defined by

\[
h_\mathbb{C}^\alpha (z) := \frac{1}{\sqrt{2\pi}} \frac{\sqrt{o}}{z - a}.
\]

Analogously to the previous definition, we proceed to define the continuous full-plane spin-fermion observable. Since the source point \( \delta \alpha \) of the discrete two-point spin-fermion tends to the monodromy point 0 as \( \delta \to 0 \), we fix it as \( \alpha \in V_{C_1, 0} \), and formally denote the dependence of the continuous spin-fermion on \( \alpha \) by \( d \alpha \) (not to be confused with \( \delta \alpha \in V_{C_{\delta}, 0} \), which is the scaling of \( \alpha \) by \( \delta > 0 \)).

**Definition 5.7.** Let \( \alpha := a^o \) be an s-oriented corner or medial vertex of \([C_1, 0]\). Let \( \zeta := z^p \) be an s-oriented point of \([C, 0]\). We define the continuous spin-fermion observable \( f_{[C, 0]}^{d \alpha} \) by

\[
f_{[C, 0]}^{d \alpha} (\zeta) := \text{Re} \left[ i \sqrt{p} \cdot h_{[C, 0]}^{d \alpha} (z) \right],
\]

where the complex observable \( h_{[C, 0]}^{d \alpha} \) is defined by

\[
h_{[C, 0]}^{d \alpha} (z) := \frac{C_\alpha}{\sqrt{z}}
\]

and the scaling limit factor \( C_\alpha \in \mathbb{R} \) is given by

\[
C_\alpha = -\text{Re} \left[ i \sqrt{o} \left( \tilde{G}_{[C_1, 0]}^+ - \tilde{G}_{[C_1, 0]}^- \right) (a) \right]. \ (5.1)
\]

Recall, here, that \( \tilde{G}_{[C_1, 0]}^\pm \) are the discrete analogs of \( \frac{i}{2\sqrt{3}} \sqrt{z} \) given by Definition 3.25. Note that when \( \alpha \) is an s-oriented corner, we do not need to take the real-part in the definition above as \( i \sqrt{o} \tilde{G}_{[C_1, 0]}^\pm (a) \) are already real, due to s-holomorphicity. In particular, if \( \alpha \) is an s-oriented real or imaginary corner we have that

\[
C_\alpha = \begin{cases} 
\pm \frac{i}{2\sqrt{3}} \sqrt{\text{hm}^{X^\pm}_{1/2} (a)} & \text{if } a \in V_{[C_1, 0]}^i \cap X^\pm \\
\mp \frac{i}{\sqrt{\text{hm}^{Y^\pm}_{-1/2} (a)}} & \text{if } a \in V_{[C_1, 0]}^i \cap Y^\pm 
\end{cases}
\]
5.2.2. Continuous bounded domain observables Let $\Omega \subset \mathbb{C}$ be a bounded simply connected domain containing 0. Recall that we denote by $\varphi$ the conformal mapping from $\Omega$ to the open unit disk $\mathbb{D}$ with $\varphi(0) = z$ and $\varphi'(0) > 0$. Here we set $z = 0$. We transform $\alpha = a^o$ as $\varphi(\alpha) = \varphi(a)^o$, $\alpha' = (\sqrt{\varphi'(a)} \sqrt{\varphi'(0)})^2 / |\varphi'(a)|$ under $\varphi$ (with a continuous square root branch choice for $\varphi'$ such that $\sqrt{\varphi'(0)} > 0$).

**Definition 5.8.** Let $\alpha = a^o, \xi = z^p$ be two s-oriented points of $\Omega$ with $a \neq z$. We define the fermion observable $f_\alpha$ by

$$f^\alpha_\Omega (\xi) := i\sqrt{p} \frac{1}{\sqrt{\varphi}} \left[ h^\alpha_\Omega (z) \right] = \text{Re} \left[ i\sqrt{p} \cdot h^\alpha_\Omega (z) \right],$$

where the complexified fermion observable $h^\alpha_\Omega$ is defined by

$$h^\alpha_\Omega (z) := \sqrt{|\varphi'(a)}|\sqrt{\varphi'(z)}h^\alpha_{\Omega'}(\varphi(z), \text{ where}$$

$$h^\alpha_{\Omega'}(z) := \frac{1}{\sqrt{2\pi}} \left( \frac{1}{\sqrt{o}} \cdot \frac{1}{1 - \bar{a}z} + \frac{\sqrt{o}}{z - a} \right).$$

**Definition 5.9.** Let $\alpha = a^o$ be an s-oriented corner or medial vertex on $[C_1, 0]$, and $\xi = z^p$ be an s-oriented point of $\Omega$ with $a \neq z$. We define the spin-fermion observable $f^{da}_{\Omega, 0}$ by

$$f^{da}_{\Omega, 0} (\xi) := i\sqrt{p} \frac{1}{\sqrt{\varphi}} \left[ h^{da}_{\Omega, 0} (z) \right] = \text{Re} \left[ i\sqrt{p} \cdot h^{da}_{\Omega, 0} (z) \right],$$

where the complexified spin-fermion observable $h^{da}_{\Omega, 0}$ is defined by

$$h^{da}_{\Omega, 0} (z) := \sqrt{\varphi'(z)}h^{da}_{\Omega'}(\varphi(z), \text{ where}$$

$$h^{da}_{\Omega'}(z) = \frac{C^\alpha}{\sqrt{z}}.$$

**Remark 5.10.** As explained above, these definitions imply continuous versions of the properties satisfied by the discrete observables; they share the singularities of the full-plane observables, and satisfy the boundary condition $h^\alpha_\Omega (z), h^{da}_{\Omega, 0} (z) \in \nu_z^{-1/2} \mathbb{R}$, if $\nu_z$ is the unit outward normal vector at $z \in \partial \Omega$. These also uniquely characterize a holomorphic function: see [Hon10, Proposition 48] and [CHI15, Lemma 2.9].

5.3. Observable convergence: statements. We now state the two observable convergence results for the fermion and spin-fermion that are needed for the proof of the main theorem in Sect. 6. The bulk of the remaining work is in the proof of the spin-fermion observable convergence; that proof is deferred until the next subsection.

In what follows, we say an s-holomorphic function $H_5 : \mathcal{V}^m_{D_5} \rightarrow \mathbb{C}$ converges to a continuous function $h : D \rightarrow \mathbb{C}$ if for any sequence $a_\delta \in \mathcal{V}^m_{D_5}$ such that $a_\delta \rightarrow a \in D$ we have $H_5(a_\delta) \rightarrow h(a)$. Equivalently, the values of $H_5$ on type 1 and $i$ corners respectively converge to the real and imaginary parts of $h$.

For notational convenience and concreteness, when we take $z \in D$ to be the argument of an s-holomorphic function $H_5$ defined on $\mathcal{V}^m_{D_5}$, we will take a closest medial vertex $z_\delta \in \mathcal{V}^m_{D_5}$ to $z$ and evaluate it at $z_\delta$. Then the convergence is often uniform on a compact set $K \subset D$, i.e. $|H_5(z_\delta) - h(z)|$ is small uniformly in $z \in K$.

By a slight abuse of notation, we will then use the notation $\alpha = a^o$ and $\xi = z^p$ both for the the s-orientations of $a$ or $z$, and those of $a_\delta$ and $z_\delta$. 
Theorem 5.11 ([Hon10, Theorem 91]). As $\delta \to 0$, we have
\[
\frac{1}{\delta} \left( F_\Omega^{\alpha_0} - F_\delta^{\alpha_0} \right) (\xi) \to \left( f_\Omega^{\alpha_0} - f_\delta^{\alpha_0} \right) (\xi),
\]
uniformly for $a, z$ away from $\partial \Omega$.

Now let $\alpha := a^o$ and $\xi := z^p$ be s-oriented corners on $[C_1, 0]$. For $\delta > 0$, denote by $\delta \alpha := (\delta \alpha)^o$ and $\delta \xi := (\delta z)^p$ their corresponding scaled versions on $[C_\delta, 0]$ and, for sufficiently small $\delta$, on $[\Omega_\delta, 0]$. Recall that $G, \tilde{G}^\pm$ are the discrete analogues of $\frac{1}{2\sqrt{\pi}} \sqrt{z}, \frac{i}{2\sqrt{\pi}} \sqrt{z}$, respectively, introduced in Definition 3.25.

Theorem 5.12 For $\alpha, \xi$ any s-oriented corners or medial vertices in $[C_1, 0]$, we have as $\delta \to 0$,
\[
\frac{1}{\delta} \left( F_{\Omega_\delta}^{\delta \alpha} - F_{[C_\delta, 0]}^{\delta \alpha} \right) (\delta \xi) \to 2 \cdot 2\sqrt{2} \text{Re} \mathcal{A}_\Omega \cdot \left( C_\alpha \text{Re} \left[ i \sqrt{p} \tilde{G}_{[C_1, 0]}(z) \right] - C_\xi \text{Re} \left[ i \sqrt{0} G_{[C_1, 0]}(a) \right] \right) + 2 \cdot 2\sqrt{2} \text{Im} \mathcal{A}_\Omega \cdot \left( C_\alpha \text{Re} \left[ i \sqrt{p} \tilde{G}_{[C_1, 0]}(z) \right] - C_\xi \text{Re} \left[ i \sqrt{0} G_{[C_1, 0]}(a) \right] \right),
\]
where, for $\alpha_0 = \frac{1}{2}$ as before, $\mathcal{A}_\Omega$ is the coefficient in the expansion
\[
h_{\Omega_\delta}^{\delta \alpha_0}(z) = \frac{1}{2\sqrt{2}} \left( \frac{1}{\sqrt{z}} + 2 A_\Omega \sqrt{z} + O(|z|^{3/2}) \right).
\]

Proof. This statement is the consequence of results proved in Sect. 5.4. Theorem 5.18 shows the following in the case where $\alpha, \xi$ are both s-oriented corners: $\frac{1}{\delta} \left[ h_{[\Omega_\delta, 0]}^{\delta \alpha_0}(\delta \xi) \right]$ converges to
\[
2 \cdot 2\sqrt{2} \cdot \left[ \text{Re} \mathcal{A}_\Omega \cdot \left( C_\alpha \tilde{G}_{[C_1, 0]}(z) + i \sqrt{0} \left[ \tilde{G}_{[C_1, 0]}^+(z) - \tilde{G}_{[C_1, 0]}^-(z) \right] G_{[C_1, 0]}(a) \right) \right]
\]
\[
+ \text{Im} \mathcal{A}_\Omega \cdot \left( C_\alpha \tilde{G}_{[C_1, 0]}(z) + i \sqrt{0} \left[ \tilde{G}_{[C_1, 0]}^+(z) - \tilde{G}_{[C_1, 0]}^-(z) \right] G_{[C_1, 0]}(a) \right),
\]
where we used Corollary 5.19 in order to identify $\tilde{C}_\alpha$ with $C_\alpha$ defined by (5.1). This formula also applies in the case where $z$ is a medial vertex by linearity. Reformulation in the form of the theorem statement follows from the definition of the real observable; we can then swap $\alpha, \xi$ from the antisymmetry of the real observable and proceed to prove the result for the case where both are medial vertices. \qed

Remark 5.13. It was shown in [CHI15, Lemma 2.21] that $\mathcal{A}_\Omega = A_{[\Omega, 0]} = -\frac{1}{4} \partial \xi \log r_{\Omega}(z)|_{z=0}$ which is the logarithmic derivative of the conformal radius as viewed from $0 \in \Omega$. This is used in Theorem 6.6 to identify the coefficient in the first-order correction to spin weighted correlations with $-\frac{1}{4} \partial \xi \log r_{\Omega}(z)|_{z=0}$.

5.4. Observable convergence: proofs. We now prove the aforementioned observable convergence theorems, in particular, the convergence of the full-plane observables and Theorem 5.12.

A tricky point of this subsection is that the explicit coefficient $C_\alpha$ of Definition 5.7, in the claimed limit $h_{[C_1, 0]}^{\delta \alpha_0}(z) = C_\alpha / \sqrt{z}$ of the full-plane spinor $H_{[C_\delta, 0]}^{\delta \alpha_0}$ can only be identified as such once all convergence results are proven; until then we introduce a recursively defined stand-in $\tilde{C}_\alpha$ and $h_{[C_1, 0]}^{\delta \alpha_0}(z) := \tilde{C}_\alpha / \sqrt{z}$. We then show the equality $\tilde{C}_\alpha = C_\alpha$ at the end of this subsection in Corollary 5.19.
5.4.1. Convergence of the full-plane observables  We first state direct extensions of some results in [CHI15] regarding convergence of the full-plane observables and functions. In [CHI15], the renormalization factor \( \vartheta(\delta) := \text{hm}_0 C_\delta \mathbb{R}^{-1} (2\delta \lfloor (2\delta)^{-1} \rfloor) \) is used; we are able to calculate the constant explicitly thanks to Proposition A.1. Specifically, writing \( N := \lfloor (2\delta)^{-1} \rfloor, \vartheta(\delta) = \frac{1}{\sqrt{\pi N}} \sim \sqrt{\frac{2\delta}{\pi}} \).

Lemma 5.14. For \( \alpha \in \mathcal{V}_{\mathbb{C},0}^{cm} \) we have \( \sqrt{\frac{\pi}{2\delta}} \tilde{H}_{\mathbb{C},0}^d(\varphi(z)) \xrightarrow{\delta \downarrow 0} \tilde{h}_{\mathbb{C},0}^d(z) := \tilde{C}_\alpha \sqrt{\pi} \) uniformly on compact subsets in \( \mathbb{C} \setminus \{0\} \) for some \( \tilde{C}_\alpha \in \mathbb{R} \), which can be computed recursively.

Proof. [CHI15, Lemma 2.14] provides the case where \( \alpha = \alpha_0 = \frac{1}{\pi}, \varphi = (e^{2\pi i})^2 \) (\( \tilde{C}_{\alpha_0} = \frac{1}{2\sqrt{2}} \) in our normalization). The other cases easily follow from the recursive constructions given in Proposition 3.22 and Corollary 3.24. The fact that \( \tilde{C}_\alpha \in \mathbb{R} \) is inductively apparent from the fact that for any source point \( \alpha \), the function \( \tilde{H}_{\mathbb{C},0}^d(\varphi(z)) \) vanishes if \( z \) is an imaginary corner of the positive real line, or a real corner of the negative real line.

Lemma 5.15. We have that \( \sqrt{\frac{\pi}{2\delta}} G_{\mathbb{C},0}(z) \xrightarrow{\delta \downarrow 0} \frac{1}{\sqrt{2\delta}} \sqrt{|z|} \) and \( \sqrt{\frac{\pi}{2\delta}} \tilde{G}_{\mathbb{C},0}^d(\varphi(z)) \xrightarrow{\delta \downarrow 0} \frac{i}{2\sqrt{2}} \sqrt{|z|} \) uniformly on compact subsets in \( \mathbb{C} \setminus \{0\} \).

Proof. By [CHI11, Lemma 2.17], we have convergence of the real part of \( G_{\mathbb{C},0} \). The lemma follows by rotation and multiplication by \( i \).

5.4.2. Convergence of the bounded domain observables  We begin by proving the following convergence result, which is a simple generalization of [CHI15, Theorem 2.18]. It provides a local estimate near the monodromy point \( 0 \) which will be crucial to the proof of the general global convergence.

As we have introduced \( \tilde{h}_{\mathbb{C},0}^d \) as the counterpart of \( h_{\mathbb{C},0}^d \) where \( C_\alpha \) was replaced by \( \tilde{C}_\alpha \) in Lemma 5.14, we define \( \tilde{h}_{\mathbb{C},0}^d \) using Definition 5.9 where \( C_\alpha \) in \( h_{\mathbb{C},0}^d \) is replaced by \( \tilde{C}_\alpha \) (i.e. \( \tilde{h}_{\mathbb{C},0}^d(z) = \sqrt{|z|} \tilde{C}_\alpha \sqrt{\varphi(z)} \)). Note \( C_{\alpha_0} = \tilde{C}_{\alpha_0} = \frac{1}{2\sqrt{2}} \). Recall also that we defined \( A_\Omega \) as the coefficient in the expansion,

\[
\tilde{h}_{\mathbb{C},0}^d(z) = \tilde{h}_{\mathbb{C},0}^d(z) = \frac{1}{2\sqrt{2}} \left( \frac{1}{\sqrt{|z|}} + 2A_\Omega \sqrt{|z|} + O(|z|^{3/2}) \right).
\]

Lemma 5.16. For \( \alpha_0 = \frac{1}{\pi}, \sqrt{\alpha} = 1 \), and a corner or medial vertex \( a \) on \([\mathbb{C},0]\),

\[
\tilde{h}_{\mathbb{C},0}^d(\varphi(z)) = \tilde{h}_{\mathbb{C},0}^d(\varphi(z)) = \left( 2\text{Re} A_\Omega \cdot G_{[\mathbb{C},0]} + 2\text{Im} A_\Omega \cdot \tilde{G}_{[\mathbb{C},0]}^d \right)(\varphi(z)) + o(\delta).
\]

Proof. We closely follow the strategy in Section 3.5 of [CHI15]. Note that

\[
\tilde{h}_{\mathbb{C},0}^d(\varphi(z)) = \left( 2\text{Re} A_\Omega \cdot G_{[\mathbb{C},0]} + 2\text{Im} A_\Omega \cdot \tilde{G}_{[\mathbb{C},0]}^d \right)
\]

is s-holomorphic, so it suffices to show that it is \( o(\delta) \) on real and imaginary corners and propagate.
Recalling the symmetrized and antisymmetrized observables $S^\alpha_{[\Omega_2,0]} := \frac{1}{2} \left[ H^\alpha_{[\Omega_2,0]} + H^\alpha_{[\Omega_2,0]} \right]$, $A^\alpha_{[\Omega_2,0]} := \frac{1}{2} \left[ H^\alpha_{[\Omega_2,0]} - H^\alpha_{[\Omega_2,0]} \right]$ and $\Lambda_\delta = \Omega_\delta \cap \overline{\Omega_\delta}$ from Definition 3.11, define the following functions, s-holomorphic everywhere on $[\Lambda_\delta, 0]$:

$$S_\delta := S_\delta^{[\Omega_2,0]} - S_\delta^{[\Omega_2,0]} - 2 \text{Re} A_\delta \cdot G_{[\mathbb{C},0]},$$

$$A_\delta := A_\delta^{[\Omega_2,0]} - A_\delta^{[\Omega_2,0]} - 2 \text{Im} A_\delta \cdot \tilde{G}_{[\mathbb{C},0]}.$$

Given that $S_\delta + A_\delta = H^{\delta_{[\Omega_2,0]}}_{[\Omega_2,0]} - \left( 2 \text{Re} A_\delta \cdot G_{[\mathbb{C},0]} + 2 \text{Im} A_\delta \cdot \tilde{G}_{[\mathbb{C},0]} \right)$, it remains to estimate the real and imaginary parts $S_\delta^1 := S_\delta|_{\mathcal{V}_{[\Lambda_\delta,0]} \cap \mathbb{R}^+}$, $S_\delta^1 := S_\delta|_{\mathcal{V}_{[\Lambda_\delta,0]} \cap \mathbb{R}^+}$ and $A_\delta^1 := A_\delta|_{\mathcal{V}_{[\Lambda_\delta,0]} \cap \mathbb{R}^+}$, $A_\delta^1 := A_\delta|_{\mathcal{V}_{[\Lambda_\delta,0]} \cap \mathbb{R}^+}$. Without loss of generality we show the $o(\delta)$ estimate for $S_\delta^1(\delta a)$, where $S_\delta^1$ is harmonic in the slit domain $\mathcal{V}_{[\Lambda_\delta,0]} \cap \mathbb{R}^+$ and vanishes on $\mathcal{V}_{[\Lambda_\delta,0]} \cap \mathbb{R}_{<0}$.

Define the discrete circle $w(r) := \{ z \in \text{Dom}(S_\delta^1) : r < |z| < r + 5\delta \}$ for small $r > 0$. The same twist of the discrete Beurling estimate ([LaLi04, Theorem 1]) as in [CHI15, Lemma 3.3] or our proof of Theorem 3.15 gives $\text{hm}\frac{X^\delta_r}{w(r)}(\delta a) \leq C\delta^{1/2}|z|^{-1/2}$.

By reversibility of the simple random walk we have $\text{hm}\frac{X^\delta_r}{w(r)}(\delta a) \leq C\delta^{1/2}|r|^{-1/2}$, which gives an estimate of a harmonic function identically 1 on $w(r)$ and vanishing on the slit. Comparing this with $S_\delta^1$ on $w(r)$ and applying the maximum principle in the interior gives

$$|S_\delta^1(\delta a)| \leq C\delta^{2}r^{-\frac{1}{2}} \sup_{w(r)} |S_\delta^1|.$$

Now by convergence of $\sqrt{\frac{n}{2\delta}}H^{\delta_{[\Omega_2,0]}}_{[\Omega_2,0]}$ to $h^{\delta_{[\Omega_2,0]}}_{[\Omega_2,0]}$, away from the singularity, as $\delta \to 0$ (see Theorem 2.16 of [CHI15]), we have

$$\sqrt{\frac{n}{2\delta}}S_\delta^1(z) \to \text{Re} \left[ \frac{1}{2} \left( \tilde{h}^{\delta_{[\Omega_2,0]}}_{[\Omega_2,0]}(z) + \tilde{h}^{\delta_{[\Omega_2,0]}}_{[\Omega_2,0]}(\overline{z}) \right) - \tilde{h}^{\delta_{[\Omega_2,0]}}_{[\mathbb{C},0]}(z) - 2A(\delta) \text{Re} \left[ \sqrt{z} \right] \right] = O(|z|^{3/2}).$$

Here we used the fact that $\tilde{h}^{\delta_{[\Omega_2,0]}}_{[\Omega_2,0]}(\cdot) = \tilde{h}^{\delta_{[\Omega_2,0]}}_{[\Omega_2,0]}(\cdot)$ since the right hand side is the unique solution to the boundary value problem in Remark 5.10. Thus, we have $|S_\delta^1(\delta a)| \leq C'\delta r$ and since $r$ is arbitrary we have $S_\delta^1(\delta a) = o(\delta)$ as $\delta \to 0$.

The estimate follows analogously for $S_\delta^1, A_\delta^1, A_\delta^1$, since they share the following properties which were the two properties needed to deduce that $S_\delta^1(\delta a) = o(\delta)$ above:

1. they are harmonic functions on their respective slit domains and vanish on the slits; we might extend the slit by a point, specifically the slit for $A_\delta^1$ includes $\frac{2}{\delta} \in \mathcal{V}_{[\Lambda_\delta,0]} \cap \mathbb{R}^+$ given that $A_\delta^1(\frac{2}{\delta}) = A_\delta^1(\frac{2}{\delta}) = 0$ (which also implies that $A_\delta^1$ is harmonic at $\frac{2}{\delta}$).

2. they are $O(|z|^{3/2})$ on the discrete circle $w(r)$ defined above. \(\square\)

Now we prove global convergence for general source point $\alpha \neq \alpha_0$, away from 0.
Proposition 5.17. If $\alpha = a^\circ$ is an s-oriented corner or medial vertex on $[C_1, 0]$; then as $\delta \to 0$, we have
\[
\sqrt{\frac{\pi}{\delta}} H_{[\Omega_\delta, 0]}^{\delta a}(z) \to \tilde{h}_{[\Omega_\delta, 0]}^{\delta a}(z) \text{ uniformly on compact subsets of } \Omega \setminus \{0\}.
\]

Proof. [CHI15, Theorem 2.16] proves the case where $\alpha = a_0 = \frac{1}{2} \circ$, $\sqrt{\circ} = 1$; they consider the square integrals $\tilde{Q}_\delta^{\delta a_0}$ and $Q_\delta^{\alpha \delta a_0}$ as introduced in Sect. 5.1 (in their notation, $H_\delta$, $H_\delta^+$), and show that they converge to the continuous functions $\Re \int (\tilde{f}_{[\Omega_\delta, 0]}^{\delta a_0})^2$ and $\Re \int (\tilde{f}_{[\Omega_\delta, 0]}^{\delta a_0} - \tilde{f}_{[C_0, 0]}^{\delta a_0})^2$, which implies convergence of the integrand (see Section 3.4 of [CHI15]). In our notation, they show uniform boundedness, and thus equicontinuity, of $\tilde{Q}_\delta^{\delta a_0}$, $Q_\delta^{\alpha \delta a_0}$ in $\delta$ in each subdomain of $\Omega_\delta$, away from the boundary and 0. Their subsequential limits are then identified with the continuous square integrals above.

We argue that a similar strategy works for all $\alpha$. In fact, the only difference here is that the sub-harmonicity of $Q_\delta^{\alpha \delta a_0}$ at 0 fails, since in general $H_\delta^{\alpha \delta a_0}(\frac{1}{2} \circ) \neq 0$. Sub-harmonicity of the square integral is used twice in the proof of [CHI15, Theorem 2.16]: it shows that their $H_\delta$ (which corresponds to our $Q_\delta^{\alpha \delta a_0}$) is uniformly bounded near 0, which is needed to identify the limit, and it is needed to apply the maximum principle near 0 and obtain [CHI15, Lemma 3.10]. We will thus reproduce these two bounds, except that we replace $Q_\delta^{\alpha \delta a_0}$ in their argument by a modified version $Q_\delta^{\alpha \delta a_0}$, which we now introduce.

By Lemma 5.16 and rescaling,
\[
H_{[\Omega_\delta, 0]}^{\delta a_0}(\delta a) = \delta \left( 2 \Re A_{[C_1, 0]}(a) + 2 \Im A_{[C_1, 0]}(a) + o(1) \right),
\]
and by antisymmetry between the two arguments, it is easy to see that $H_{[\Omega_\delta, 0]}^{\delta a_0}(\delta a_0) = \frac{1}{2\sqrt{2}}(A_\alpha + o(1))i \delta$ as $\delta \to 0$ for some constant $A_\alpha$. Then the modified observable
\[
H_{[\Omega_\delta, 0]}^{\alpha \delta a_0} := H_{[\Omega_\delta, 0]}^{\delta a_0} - 2\sqrt{2} \frac{H_{[\Omega_\delta, 0]}^{\delta a_0}(\delta a_0)}{\delta i} \tilde{G}_{[C_0, 0]} = H_{[\Omega_\delta, 0]}^{\delta a_0} - (A_\alpha + o(1)) \tilde{G}_{[C_0, 0]}
\]
is everywhere s-holomorphic and satisfies $H_{[\Omega_\delta, 0]}^{\alpha \delta a_0}(\delta a_0) = 0$, so its integral $Q_\delta^{\alpha \delta a_0} := \int \left[ H_{[\Omega_\delta, 0]}^{\alpha \delta a_0} \right]$ is sub-harmonic on faces and super-harmonic on vertices. It converges to
\[
\Re \int \left( \tilde{h}_{[\Omega_\delta, 0]}^{\delta a_0}(z) - \tilde{h}_{[C_0, 0]}^{\delta a_0}(z) - \frac{i}{2\sqrt{2}} A_{\alpha} \sqrt{z} \right)^2 d z
\]
uniformly away from 0, so both the discrete observable and the continuous function are single-valued and bounded near 0. This fact, alternatively to its analogue for $Q_\delta^{\delta a_0}$, also implies [CHI15, (2.8)], which identifies the singularity at 0. The analog of [CHI15, Lemma 3.10] also easily follows by replacing $H_\delta^{\alpha}$ in their proof by $Q_\delta^{\alpha \delta a_0}$ as defined above. \(\square\)

We now analyze the observable near the singularity at 0, finally giving the proof of the main convergence theorem. Balancing the two discrete analogues $\tilde{G}_{[C_0, 0]}^{\pm}$ of $\frac{i}{2\sqrt{2}} \sqrt{z}$ to create a harmonic function which is amenable to the methods of analysis used thus far is crucial to the proof.
Theorem 5.18 (Convergence Content of Theorem 5.12). If \( z \in \mathcal{V}^c_{[\mathbb{C}, 0]} \) and \( \alpha = a^o \) is an s-oriented corner on \([\mathbb{C}, 0]\), then as \( \delta \to 0 \),

\[
H_{[\Omega^\alpha_\delta, 0]}^\delta (\delta z) = 2 \sqrt{2} \tilde{C}_\alpha \left( 2 \text{Re} \mathcal{A}_\Omega \cdot G_{[\mathbb{C}, 0]} + 2 \text{Im} \mathcal{A}_\Omega \cdot \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right) (\delta z) \\
+ i 2 \sqrt{2} \sqrt{o} \left( 2 \text{Re} \mathcal{A}_\Omega \cdot G_{[\mathbb{C}, 0]} + 2 \text{Im} \mathcal{A}_\Omega \cdot \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right) (a) \\
\left[ \tilde{G}_{[\mathbb{C}, 0]}^{+} - \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right] (\delta z) + o(\delta).
\]

Proof. We argue that the same strategy as in the proof of Lemma 5.16 works here. Indeed, after defining

\[
S_\delta := S_\delta^\alpha_{[\Omega^\alpha_\delta, 0]} - S_\delta^\alpha_{[\mathbb{C}, 0]} - 2 \cdot 2 \sqrt{2} \tilde{C}_\alpha \text{Re} \mathcal{A}_\Omega \cdot G_{[\mathbb{C}, 0]} \\
A_\delta := A_\delta^\alpha_{[\Omega^\alpha_\delta, 0]} - A_\delta^\alpha_{[\mathbb{C}, 0]} - 2 \cdot 2 \sqrt{2} \tilde{C}_\alpha \text{Im} \mathcal{A}_\Omega \cdot \tilde{G}_{[-\mathbb{C}, 0]}^{-} \\
- i 2 \sqrt{2} \sqrt{o} \left( 2 \text{Re} \mathcal{A}_\Omega \cdot G_{[\mathbb{C}, 0]} + 2 \text{Im} \mathcal{A}_\Omega \cdot \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right) (a) \left[ \tilde{G}_{[\mathbb{C}, 0]}^{+} - \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right],
\]

one sees that the real and imaginary parts of these two functions satisfy properties (1) and (2) at the end of the proof of Lemma 5.16, sufficient to conclude that \( S_\delta^1, S_\delta^2, A_\delta^1, A_\delta^2 \) evaluated at \( (\delta z) \) are \( o(\delta) \). The additional term in \( A_\delta \) above is needed because we require \( A_\delta (\delta a_0) = 0 \);

\[
A_\delta^\alpha_{[\Omega^\alpha_\delta, 0]} - A_\delta^\alpha_{[\mathbb{C}, 0]} (\delta a_0) = H_{[\Omega^\alpha_\delta, 0]}^\delta (\delta a_0) = - \sqrt{o} H_{[\Omega^\alpha_\delta, 0]}^\delta (\delta a) \\
= - \delta \sqrt{o} \left( 2 \text{Re} \mathcal{A}_\Omega \cdot G_{[\mathbb{C}, 0]} + 2 \text{Im} \mathcal{A}_\Omega \cdot \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right) (a) + o(\delta),
\]

so we insert \( \tilde{G}^+ \) to cancel out this nonzero value, then adjust the coefficient in front of \( \tilde{G}^- \) to match the global limit. □

We are now in position to explicitly characterize \( \tilde{C}_\alpha \). The following is a consequence of Theorem 5.18.

Corollary 5.19. For every \( \alpha \in \mathcal{V}_{[\mathbb{C}, 0]}^{cm} \), the constant \( \tilde{C}_\alpha \) defined in Lemma 5.14 is given explicitly by

\[
\tilde{C}_\alpha = - \text{Re} \left[ i \sqrt{o} \left( \tilde{G}_{[\mathbb{C}, 0]}^{+} - \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right) (a) \right] =: C_\alpha,
\]

and therefore \( \tilde{h}_{[\mathbb{C}, 0]}^\alpha = h_{[\mathbb{C}, 0]}^\alpha \).

Proof. First we suppose \( a \) is a real or imaginary corner; note that in this case the real part operator in the definition of \( C_\alpha \), or real observables is superfluous. In Theorem 5.18, let \( z = \frac{3}{2}, \) say on \( \mathbb{X}^+ \), and let \( \zeta = z^{p} \) with \( \sqrt{p} = i \). Since \( F_{[\Omega^\alpha_\delta, 0]}^\xi (\delta z) = \text{Re} i \sqrt{p} H_{[\Omega^\alpha_\delta, 0]}^{\xi+\delta} (\delta z) \),

\[
(2 \sqrt{2} \delta)^{-1} F_{[\Omega^\alpha_\delta, 0]}^{\xi+\delta+\xi} (\delta z) \to \tilde{C}_\alpha \left[ i \sqrt{p} \left( 2 \text{Re} \mathcal{A}_\Omega \cdot G_{[\mathbb{C}, 0]} + 2 \text{Im} \mathcal{A}_\Omega \cdot \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right) (z) \right] \\
- C_\xi \left[ i \sqrt{o} \left( 2 \text{Re} \mathcal{A}_\Omega \cdot G_{[\mathbb{C}, 0]} + 2 \text{Im} \mathcal{A}_\Omega \cdot \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right) (a) \right],
\]

\[
(2 \sqrt{2} \delta)^{-1} F_{[\Omega^\alpha_\delta, 0]}^{\xi+\delta+\xi} (\delta z) \to \tilde{C}_\xi \left[ i \sqrt{o} \left( 2 \text{Re} \mathcal{A}_\Omega \cdot G_{[\mathbb{C}, 0]} + 2 \text{Im} \mathcal{A}_\Omega \cdot \tilde{G}_{[-\mathbb{C}, 0]}^{-} \right) (a) \right]
\]
\[ -C_\alpha \left[ i \sqrt{p} \left( 2 \text{Re} \, \Omega \cdot G_{[C_1,0]} + 2 \text{Im} \, \Omega \cdot \tilde{G}_{[C_1,0]}^- \right)(z) \right]. \]

Since the two limits should differ only by sign, the result follows by using that
\( G_{[C_1,0]}(z) \neq 0, \tilde{G}_{[C_1,0]}^\pm(z) = C_\zeta = 0, \) and the fact that, by our recursive construction, \( \tilde{C}_\zeta = 0 \) (see Proposition 3.22, and in particular, Proposition A.2).

In the case where \( a \) is a medial vertex, note that by s-holomorphicity of \( H^{\delta \alpha}_{[C_1,0]} \) and antisymmetry of its real counterpart, in their arguments, we can express \( \tilde{C}_\alpha \) as a linear combination of \( \tilde{C}_{\beta} \pm, \) where \( \beta \pm \) are adjacent real and imaginary (s-oriented) corners. Notice that this linear combination is exactly mirrored in the case of \( C_\alpha, \) since \( \tilde{G}_{[C_1,0]}^+ - \tilde{G}_{[C_1,0]}^- \) is s-holomorphic; thus the desired equality holds. \( \square \)

6. Proofs of Theorems

In this section, we complete the proofs of Theorems 1.1–1.2 and Corollary 1.3.

6.1. Spin-symmetric fields. We first prove Theorem (1.1), establishing the conformal invariance of spin-symmetric fields.

**Definition 6.1.** Suppose \( a \neq z \) are medial vertices on \( C_1. \) For s-orientations \( o, p \) on \( a, z \) respectively, write \( \alpha = ao, \zeta = zp. \) Define

\[
F_{C_1}^{\alpha, \zeta} = \text{Re} \left[ i \sqrt{p} H_{C_1}^\alpha(z) \right],
\]

\[
E_{C_1}^{\alpha, \zeta} = \text{Re} \left[ i \sqrt{p} \sqrt{o} \right],
\]

where \( H_{C_1}^\alpha(z) \) was explicitly defined in (3.1).

Now let \( \{ e_k \} = \{ e_1, \ldots, e_n \} \) be a collection of distinct edges of \( C_1. \) Set

\[
(x_1, \ldots, x_n, x_{n+1}, \ldots, x_{2n}) := (e_1^+, \ldots, e_n^+, e_n^-, \ldots, e_1^-),
\]

where \( e_j^+ := e_j^{o+} \) and \( e_j^- := e_j^{o-} \) denote a choice of opposite s-orientations of \( e_j \) such that \( o^+ = e_j^{\pi i} o^- \).

We write \( F_{\{ e_k \}} \) to denote the \( 2n \times 2n \) antisymmetric matrix with entries \( (F_{\{ e_k \}})_{jk} := F_{C_1}^{x_j, x_k} \) for \( j + k \neq 2n + 1, \) and \( (F_{\{ e_k \}})_{jk} := 0 \) on the anti-diagonal \( j + k = 2n + 1; \) we also set \( E_{\{ e_k \}} \) to be the matrix taking values \( (E_{\{ e_k \}})_{jk} := E_{C_1}^{x_j, x_k}. \) Now define

\[
\mathcal{P}_{\{ e_k \}} := (-2)^n \text{Pf} \left( F_{\{ e_k \}} \right),
\]

\[
\mathcal{Q}_{\{ e_k \}} := (-2)^n D_{E_{\{ e_k \}}} \text{Pf} (F_{\{ e_k \}}),
\]

where \( D_{E_{\{ e_k \}}} \text{Pf} \) denotes the directional derivative of the Pfaffian function in the direction of \( E_{\{ e_k \}}. \)

**Remark 6.2.** The values \( \mathcal{P}_{\{ e_k \}} \) and \( \mathcal{Q}_{\{ e_k \}} \) only depend on the unordered collection \( \{ e_k \} \) since they arise as limits of the Pfaffian from Proposition 4.16, which has an interpretation as a physical quantity only depending on \( \{ e_k \}. \)
**Theorem 6.3** (Restatement of Theorem 1.1). Let \(\{e_k\}_{k=1}^n\) be a collection of \(n\) distinct edges of \(\mathbb{C}_1\). As \(\delta \to 0\), we have

\[
\mathbb{E}_{\Omega_\delta} \left[ \prod_{e \in \{e_k\}} \epsilon(\delta e) \right] = \mathcal{P}(e_k) + \delta \cdot r_\Omega^{-1}(0) \cdot Q(e_k) + o(\delta),
\]

where \(r_\Omega(z)\) is the conformal radius of \(\Omega\) at \(z \in \Omega\), defined \(r_\Omega(z) := |\varphi'(0)|\) where \(\varphi : \mathbb{D} \to \Omega\) is a conformal map with \(\varphi(0) = z\).

**Proof of Theorem 6.3.** By Proposition 4.16, we have that

\[
\mathbb{E}_{\Omega_\delta} \left[ \prod_{e \in \{e_k\}} \epsilon(\delta e) \right] = (-1)^n 2^n \text{Pf} \left( \mathbf{F}_\Omega^{\{[\delta e_k]\}} \right).
\]

Write \(\mathbf{F}_\Omega^{\{[\delta e_k]\}} = \mathbf{F}_{\mathbb{C}_\delta}^{\{[\delta e_k]\}} + \left[ \mathbf{F}_{\Omega_\delta}^{\{[\delta e_k]\}} - \mathbf{F}_{\mathbb{C}_\delta}^{\{[\delta e_k]\}} \right] \). By scale invariance, \(\mathbf{F}_{\mathbb{C}_\delta}^{\{[\delta e_k]\}} = \mathbf{F}_{\mathbb{C}_1}^{\{[\delta e_k]\}}\), which, by definition, satisfies \(\mathbf{F}_{\mathbb{C}_1}^{\{[\delta e_k]\}} = \mathbf{F}(e_k)\).

By Theorem 5.11, for any \(a = a^p, \zeta = z^p\), if we set \(\delta a := (\delta a)^p, \delta \zeta := (\delta z)^p\) we can calculate

\[
\lim_{\delta \to 0} \frac{1}{\delta} \left[ \mathbf{F}_{\Omega_\delta}^{\{[\delta a, \delta \zeta]\}} - \mathbf{F}_{\mathbb{C}_\delta}^{\{[\delta a, \delta \zeta]\}} \right] = \left[ f_{\Omega}^{0^p} - f_{\mathbb{C}}^{0^p} \right] (0^p) = E_{\mathbb{C}_1}^{顺, \zeta} r_\Omega^{-1}(0),
\]

and the result follows from Taylor expansion of \(\text{Pf} \left( \mathbf{F}_{\Omega_\delta}^{\{[\delta e_k]\}} \right) = \text{Pf} \left( \mathbf{F}^{(e_k)} + \delta \mathbf{E}^{(e_k)} r_\Omega^{-1}(0) + o(\delta) \right). \)

6.2. Spin-antisymmetric fields. We now generalize the above proof to spin-antisymmetric fields, proving Theorem 1.2.

For any \(s\)-oriented medial vertex or corner \(\zeta = z^p\), we introduce the real quantity

\[
G_{[\mathbb{C}_1,0]}(\zeta) = \text{Re} \left[ i \sqrt{p} G_{[\mathbb{C}_1,0]}(z) \right],
\]

and define the real quantities \(\tilde{G}_{[\mathbb{C}_1,0]}^- (\zeta)\) analogously; \(G_{[\mathbb{C}_1,0]}(z), \tilde{G}_{[\mathbb{C}_1,0]}^\pm (z)\) were defined in Sect. 3.2.

**Definition 6.4.** Suppose \(a \neq z\) are medial vertices on \([\mathbb{C}_1, 0]\). For \(s\)-orientations \(o, p\) respectively on \(a, z\), write \(\alpha = a^o, \zeta = z^p\) for the \(s\)-oriented medial vertices. Set

\[
F_{[\mathbb{C}_1,0]}^{\alpha, \zeta} = \text{Re} \left[ i \sqrt{p} H_{[\mathbb{C}_1,0]}^{\alpha}(z) \right],
\]

\[
E_{[\mathbb{C}_1,0]}^{\alpha, \zeta} := 2 \cdot 2 \sqrt{2} \left[ (G_{[\mathbb{C}_1,0]} - i \tilde{G}_{[\mathbb{C}_1,0]}^-)(\alpha)(\tilde{G}_{[\mathbb{C}_1,0]}^+ - \tilde{G}_{[\mathbb{C}_1,0]}^-)(\zeta)
\right.
\]

\[
- [G_{[\mathbb{C}_1,0]} - i \tilde{G}_{[\mathbb{C}_1,0]}^-](\zeta)(\tilde{G}_{[\mathbb{C}_1,0]}^+ - \tilde{G}_{[\mathbb{C}_1,0]}^-)(\alpha).
\]

Let \(\{e_k\} = \{e_1, \ldots, e_n\}\) be a collection of distinct edges of \(\mathbb{C}_1\). Let \(\tilde{e}_1, \ldots, \tilde{e}_n\) be a choice of lifts of \(e_1, \ldots, e_n\) to \([\mathbb{C}_1, 0]\). Set

\[
(x_1, \ldots, x_{2n}) := (\tilde{e}_1^+, \tilde{e}_1^-, \tilde{e}_n^+, \tilde{e}_n^-, \tilde{e}_1^-),
\]
where $\tilde{e}^+_j := \tilde{e}^+_j$ and $\tilde{e}^-_j := \tilde{e}^-_j$ denote a choice of opposite s-orientations of $\tilde{e}_j$ such that $o^+ = e^{\pi i} o^-$. Define $F^{[ek]}_{[0]}$ as the $2n \times 2n$ antisymmetric matrix with entries $(F^{[ek]}_{[0]})_{jk} := F^{x_kx_j}_{[C_3,0]}$ for $j + k \neq 2n + 1$, and $(F^{[ek]}_{[0]})_{jk} := 0$ on the anti-diagonal, $j + k = 2n + 1$. Define also $F^{[ek]}_{[0]}$ the $2n \times 2n$ antisymmetric matrix given by $(F^{[ek]}_{[0]})_{jk} := E^{x_kx_j}_{[C_4,0]}$. Let

$$P^{[ek]}_{[0]} := (-2)^n Pf \left( F^{[ek]}_{[0]} \right),$$

$$Q^{[ek]}_{[0]} := (-2)^n D_{F^{[ek]}_{[0]}} Pf \left( F^{[ek]}_{[0]} \right).$$

**Remark 6.5.** By the same reasoning as in the spin-symmetric case, the values $P^{[ek]}_{[0]}$ and $Q^{[ek]}_{[0]}$ only depend on the unordered collection $\{ek\}$.

**Theorem 6.6 (Restatement of Theorem 1.2).** Let $\{ek\}_{k=1}^n$ be a set of $n$ edges of $C_1$. For every $1 \leq k \leq n$, the quantity $\mu_{ek}$ defined in (1.1) exists and, independently of s-orientation $o_k$ on $e_k$, is

$$\mu_{ek} = \sqrt{a_k} \left[ H^{\epsilon^0_k}_{[C_1,0]}(\epsilon^0_k) + H^{\epsilon^0_k}_{[C_1,0]}(\epsilon^{0\_k}) \right], \quad (6.1)$$

so that $\epsilon_{[0]}(\delta e_k)$ is a well-defined random variable for every $k$, and as $\delta \to 0$,

$$\frac{\mathbb{E}_{\Omega_3} \left[ \sigma_0 \prod_{e \in \{ek\}} \epsilon_{[0]}(\delta e) \right]}{\mathbb{E}_{\Omega_3} [\sigma_0]} = P^{[ek]}_{[0]} + \delta \cdot \Re \left[ -\frac{1}{4} \partial_z \log r_\Omega (z) \right]_{z=0} + o(\delta),$$

where $\partial_z = \frac{1}{2} (\partial_x - i \partial_y)$ if $z = x + iy$. In particular, it follows from the results of [CHI15] that

$$\mathbb{E}_{\Omega_3} \left[ \sigma_0 \prod_{a \in \{ek\}} \epsilon_{[0]}(\delta e) \right] = 0 + C \cdot \delta^{\frac{1}{8}} \cdot P^{[ek]}_{[0]} \cdot 2^{\frac{1}{8}} \cdot r_\Omega (0)^{-\frac{1}{8}} + O(\delta^{\frac{1}{8}}),$$

where $C$ is a constant given explicitly by Eq. (1.1) of [CHI15].

**Proof of Theorem 6.6.** The expression for $\mu_e$ for every $e \in E_{C_1}$ was given by Remark 4.8. Now by Proposition 4.17, we have that

$$\frac{\mathbb{E}_{\Omega_3} \left[ \sigma_0 \prod_{e \in \{ek\}} \epsilon_{[0]}(\delta e) \right]}{\mathbb{E}_{\Omega_3} [\sigma_0]} = (-1)^n 2^n Pf \left( F^{[\delta e_k]}_{[\Omega_3,0]} \right).$$

Write $F^{[\delta e_k]}_{[\Omega_3,0]} = F^{[\delta e_k]}_{[C_3,0]} + \left[ F^{[\delta e_k]}_{[\Omega_3,0]} - F^{[\delta e_k]}_{[C_3,0]} \right]$. As before, by scale invariance, $F^{[\delta e_k]}_{[C_3,0]} = F^{[ek]}_{[C_1,0]}$, and by definition, $F^{[ek]}_{[C_1,0]} = F^{[ek]}_{[0]}$. By Theorem 5.12, for any $\alpha = a^\circ, \xi = z^p$, if we set $\delta \alpha := (\delta a)^\circ, \delta \xi := (\delta z)^p$ we have

$$\lim_{\delta \to 0} \frac{1}{\delta} F^{[\delta a, \delta z]}_{[\Omega_3,0]} = -\Re \left[ \frac{1}{4} \partial_z \log r_\Omega (z) \right]_{z=0} \cdot E^{[\alpha, \xi]}_{[0]}.$$
and hence we get

$$\lim_{\delta \to 0} \frac{1}{\delta} \left[ E_{\{\delta a_k\} \{\delta a_k\}} - E_{\{a_k\}} \{\delta a_k\} \right] = -\text{Re} \left[ \frac{1}{4} \partial_z \log r_\Omega(z) \right]_{z=0} \cdot E_{\{a_k\} \{0\}}.$$  

The first result then follows from Taylor expansion as in the proof of the previous theorem, and the second follows by multiplying through by the conformally covariant expansion of $E_{\Omega_2} [\sigma_0] = C \cdot 2^{1/4} \cdot r_\Omega(0)^{-1/8} \cdot \delta^{1/8} + o(\delta^{1/8})$ given by [CHI15].

6.3. Spin pattern probabilities. Finally, we prove Corollary 1.3 as a consequence of the above two proofs.

**Proof of Corollary 1.3.** We begin by proving the corollary for the spin-symmetric pattern fields. For a subset $F_C \subset F$, let $B$ be the set of all edges separating two adjacent faces in $F$. To any spin-symmetric pattern $\pm \rho$ on $F$, we can associate an edge subset $B \subset C$ via the usual low-temperature expansion (see Fig. 1 and Sect. 3.0.1). Denote the collection of such edge subsets in $B$ that are associated to a spin-symmetric pattern on $F$ by $P_F(B) \subset P(B)$. We will index the $2^{|F|}-1$-dimensional vector $P_F(B) = (P_B)_{B \in P_{F}(B)}$.

Given any such an edge subset $B$, we can calculate a spin-symmetric correlation $E_B = E_{\Omega_2} [\epsilon(\delta B)] = E_{\Omega_2} \left[ \prod_{e \in B} \epsilon(\delta e) \right]$ and also form another vector $E_F = (E_B)_{B \in P_{F}(B)}$ of the probabilities of all spin-symmetric patterns by corresponding edge subsets.

Clearly, every correlation function $E_{\Omega_2} [\epsilon(B)]$ can be expressed as a linear combination of the $2^{|F|}-1$ spin-symmetric patterns on $B$.

Thus we have a $2^{|F|}-1 \times 2^{|F|}-1$ matrix $(E P_F(B) B') = \prod_{e \in B} (\mu - (21_{\{e \in B'\}} - 1))$, such that $E_F = (E P_F(B) P_F$. One can check by hand that the matrix has inverse given by:

$$\left( P E_F \right)_{B' B} = \frac{1}{2^{(2^{|F|}-1)}} (-1) \sum_{e \in B} 1_{\{e \in B\}} \otimes 1_{\{e \in B'\}} \prod_{e \in B} (\mu + (21_{\{e \in B'\}} - 1)).$$

Applying the inverse to $E_F$, consisting of conformally covariant spin-symmetric correlations from Theorem 1.1, yields the desired result for spin-symmetric patterns.

For the spin-antisymmetric patterns, an analogous approach but conditioning on $\sigma_0 = \pm 1$ and replacing $\mu$ by $\mu_\epsilon$, with the conformally covariant expansion $E_{\Omega_2} [\sigma_0] = C \cdot 2^{1/4} \cdot r_\Omega(0)^{-1/8} \cdot \delta^{1/8} + o(\delta^{1/8})$ from [CHI15], gives the desired result. □
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A. The Harmonic Measure on $C_1 \setminus \mathbb{R}_{>0}$

We start this section by giving an analytic formula for the harmonic measure of the tip of the slit plane. This uses Fourier series techniques, which was inspired by [ChHo18]. Using the formula, we prove that the auxiliary functions $G_{[C_1,0]}$, $\tilde{G}_{[C_1,0]}$ are discrete holomorphic.

Since the slit-plane harmonic measures appear as different translations of the same function, we present the following prototype:

Proposition A.1. For $s + ik \in (1 + i)\mathbb{Z}^2$, the function $H_0$ given by,

$$H_0(z) := hm_{0}^{(1+i)\mathbb{Z}^2 \setminus \mathbb{Z}_{\geq 0}}(z = s + ik) = \frac{1}{2\pi} \int_{-\pi}^{\pi} C^{[k]}(\theta) \frac{e^{-is\theta}}{\sqrt{1 - e^{-2i\theta}}} d\theta,$$

(A.1)

where $C(\theta) := \frac{\cos \theta}{1 + |\sin \theta|}$ and the square root is evaluated on the principal branch, is the unique discrete harmonic function on the diagonal slit plane $(1+i)\mathbb{Z}^2 \setminus \mathbb{Z}_{\geq 0}$ with boundary values 1 at the origin and 0 elsewhere on $\mathbb{Z}_{\geq 0}$ and as $\rightarrow \infty$.

Proof. We first state two Fourier expansions, thanks to the generalized binomial theorem:

$$\frac{1}{\sqrt{1 - e^{-2i\theta}}} = \sum_{n=0}^{\infty} (-1)^n \left(\frac{1}{n}\right) e^{-2ni\theta} = 1 + \frac{1}{2} e^{-2i\theta} + \frac{3}{8} e^{-4i\theta} + \frac{5}{16} e^{-6i\theta} + \cdots,$$

(A.2)

$$\frac{|\sin \theta|}{\sqrt{1 - e^{-2i\theta}}} = \frac{\sin^2 \theta}{\sqrt{1 - e^{-2i\theta}}} = \frac{1}{2} \sqrt{1 - e^{2i\theta}} = \frac{1}{2} \sum_{n=0}^{\infty} (-1)^n \left(\frac{1}{n}\right) e^{2ni\theta}.$$

The first identity immediately gives the boundary values on $\mathbb{Z}_{\geq 0}$. Discrete harmonicity when $k \neq 0$ follows directly from the structure of the integrand, and when $k = 0$ values of the discrete Laplacian correspond to the Fourier coefficients in the second identity of Eq. A.2, so vanishes on $\mathbb{Z}_{<0}$ since there are no negative Fourier modes.

For the decay at infinity, it suffices to show $|H_0(s+ik)| \rightarrow 0$ as $|k| \rightarrow \infty$ uniformly in $s$ and as $|s| \rightarrow \infty$ for fixed $k$. Note the latter is just the Riemann-Lebesgue Lemma. For the former, we can use dominated convergence since $\frac{|C^{[k]}(\theta)|}{\sqrt{|1 - e^{-2i\theta}|}} \downarrow 0$ pointwise a.e. as $|k| \rightarrow \infty$ and $\frac{|C^{[k]}(\theta)|}{\sqrt{|1 - e^{-2i\theta}|}} \leq \frac{1}{\sqrt{2|\sin \theta|}}$, which is integrable. ∎

Now, the above characterization of the harmonic measure of the tip of the slit plane leads to a recursive construction of harmonic measures of other points on the slit, as discussed
in Proposition 3.22. Suppose $H_n := \text{hm}_{2n}^{(1+i)z^2}$ denotes the harmonic measure of the point $2n$ on the slit plane $(1 + i)\mathbb{Z}^2 \setminus \mathbb{R}_{\geq 0}$. We have the following recursion formula:

\[
H_n(m) = H_{n-1}(m - 2) - H_{n-1}(-2) H_0(m) =: H_0(m - 2n) - X_1 H_0(m - 2n + 2) - X_2 H_0(m - 2n + 4) - \cdots - X_n H_0(m).
\]

The coefficients $X_n := H_{n-1}(-2)$ can be used to calculate the recursive coefficients in Proposition 3.22 and the scaling limit coefficients $C_\alpha$ in Sect. 5.2.1 explicitly. We now give a simple formula for $X_i$.

**Proposition A.2.** For all $i \geq 1$, we have that $X_n = \frac{H_0(-2n+2)}{2n}$. Consequently, $1 - X_1 - X_2 - \cdots - X_n = H_0(-2n)$.

**Proof.** Define the generating functions

\[
X(z) := \sum_{n=1}^\infty X_n z^n = \frac{1}{2} z + \frac{1}{8} z^2 + \frac{1}{16} z^3 + \cdots,
\]

\[
F(z) := \sum_{n=0}^\infty H_0(-2i) z^n = 1 + \frac{1}{2} z + \frac{3}{8} z^2 + \cdots = \frac{1}{\sqrt{1 - z}}.
\]

Note that Eq. (A.3) implies a convolution identity by taking $m = 0$,

\[
H_0(-2m) = \sum_{n=0}^m X_n H_0(-2m + 2n),
\]

and setting $X_0 = 0$. Thus $XF = F - 1$, and $X = 1 - \sqrt{1 - z} = \sum_{n=1}^\infty (-1)^{n+1} (1/2)^n z^n$. Given that $H_0(-2n) = (-1)^n (1/2)^n$ by Eq. (A.2), both results are straightforward. \[\square\]

**Corollary A.3.** The auxiliary functions, $G_{[C,1]}, \tilde{G}_{[C,1]}$, defined in Definition 3.25 are discrete holomorphic on $[C,1]$.

**Proof.** Without loss of generality, we will show discrete holomorphicity of $G_{[C,1]}$ at a type-$\lambda$ corner $z = s + i (k + \frac{1}{2}) \in \mathbb{X}^+ \cap \mathbb{Y}^+ (k \geq 0)$. By the fact that

\[
\sum_{n=-\infty}^{\infty} \left[ \text{hm}_{3/2}^{i/2}(z + \frac{1+i}{2} + 2n) - \text{hm}_{3/2}^{i/2}(z - \frac{1+i}{2} + 2n) \right] = \lim_{\theta \to 0} c^k(\theta) \frac{C(\theta) - 1}{\sqrt{1 - e^{-2\theta}}} = 0,
\]

and discrete holomorphicity of $H_{[C,1]}^{(0)}$, we have

\[
G_{[C,1]}(z - \frac{1-i}{2}) - G_{[C,1]}(z + \frac{1-i}{2}) = \frac{i}{2\sqrt{2}} \sum_{n=1}^{\infty} \left[ \text{hm}_{1/2}^{i/2}(z - \frac{1-i}{2} + 2n) - \text{hm}_{1/2}^{i/2}(z + \frac{1-i}{2} + 2n) \right] = -\frac{i}{2\sqrt{2}} \sum_{n=1}^{\infty} \left[ \text{hm}_{3/2}^{i/2}(z + \frac{1+i}{2} + 2n) - \text{hm}_{3/2}^{i/2}(z - \frac{1+i}{2} + 2n) \right]
\]
\[
\begin{align*}
&= \frac{i}{2\sqrt{2}} \sum_{n=0}^{\infty} \left[ \text{hm} \frac{x^1}{3/2}(z + \frac{1+i}{2} - 2n) - \text{hm} \frac{x^1}{3/2}(z - \frac{1+i}{2} - 2n) \right] \\
&= i \left[ G_{[\mathbb{C},0]}(z + \frac{1+i}{2}) - G_{[\mathbb{C},0]}(z - \frac{1+i}{2}) \right],
\end{align*}
\]

as desired. □

Now we show that \( G \) in fact has some rotation symmetry, which can be exploited to recursively compute its values as outlined in Remark 3.27. The proof relies on the same kind of analysis of discrete harmonic functions as in the proof of Lemma 5.16 and therefore we omit some of the details.

**Proposition A.4.** On \( \mathbb{C}_\delta \), the following holds: \( e^{\pi i/4} \cdot G_{[\mathbb{C},0]}(e^{\pi i/2}z) = \frac{1}{2} \left[ \tilde{G}^+_{[\mathbb{C},0]} + \tilde{G}^-_{[\mathbb{C},0]} \right](z) \).

**Proof.** We will write \( L_\delta(z) \) for the left hand side, and \( R_\delta(z) = \left[ k\tilde{G}^+_{[\mathbb{C},0]} + (1 - k)\tilde{G}^-_{[\mathbb{C},0]} \right](z) \) for an as yet undefined real number \( k \). Both are s-holomorphic functions, and by Lemma 5.15, both \( \sqrt{\frac{\pi}{2\delta}} L_\delta(z) \), \( \sqrt{\frac{\pi}{2\delta}} R_\delta(z) \) converge to \( \frac{i}{2\sqrt{2}} \sqrt{z} \) on compact subsets away from 0 as \( \delta \to 0 \).

First, it is straightforward to check that \( G_{[\mathbb{C},0]} \) vanishes on \( \tilde{\lambda} \)-corners on the upper half of the imaginary axis, and on \( \lambda \)-corners on the lower half by the symmetry between its real and imaginary parts (in addition, \( G_{[\mathbb{C},0]}(z) = \overline{G}_{[\mathbb{C},0]}(\overline{z}) \)). So \( L_\delta(z) \) has zero real part on the positive real line, and zero imaginary part on the negative real line. This is also true for \( R_\delta(z) \). Now, \( L_\delta(\pm \frac{\delta}{2}) \) is not necessarily zero, so we will choose (taking \( \frac{\delta}{2} \) on \( \mathbb{X}^+ \) ) \( k = -iL_\delta(\frac{\delta}{2}) \). Then \( L_\delta(z) - R_\delta(z) \) is zero at \( \frac{\delta}{2} \), so we have harmonicity at \( -\frac{\delta}{2} \) by Remark 2.6.

Without loss of generality, consider the restriction of \( \sqrt{\frac{\pi}{2\delta}} [L_\delta - R_\delta] \) to \( \mathcal{V}_{[\mathbb{C},0]}^t \cap \mathbb{X}^+ \).

It vanishes on the boundary \( \mathbb{R} \cap 0 \) and \( \frac{\delta}{2} \), and as \( \delta \to 0 \) the values on the boundary \( w(1) \) of the discrete ball \( B_1(0) \cap \mathcal{V}_{[\mathbb{C},0]}^t \) decays as \( o(1) \). By the discrete Beurling estimate (see proof of Lemma 5.16) we can bound \( \sqrt{\frac{\pi}{2\delta}} [L_\delta - R_\delta](z) \) for any \( z \in \mathcal{V}_{[\mathbb{C},0]}^t \cap \mathbb{X}^+ \) from above by \( C\delta^{1/2}o(1) \). Since by definition \( \sqrt{\frac{\pi}{2\delta}} [L_\delta - R_\delta](z) = \sqrt{\frac{\pi}{2\delta}} [L_1 - R_1](z) \), \( [L_1 - R_1](z) = 0 \), and thus \( L_\delta = R_\delta \).

Then we conclude \( k = \frac{1}{2} \) since \( (1 - k)\tilde{G}^-_{[\mathbb{C},0]}(e^{\pi i/2} \frac{\delta}{2}) = L_\delta(e^{\pi i/2} \frac{\delta}{2}) = iL_\delta(\frac{\delta}{2}) = ik\tilde{G}^+_{[\mathbb{C},0]}(\frac{\delta}{2}) \) and \( -\tilde{G}^-_{[\mathbb{C},0]}(e^{\pi i/2} \frac{\delta}{2}) = \tilde{G}^+_{[\mathbb{C},0]}(\frac{\delta}{2}) = G_{[\mathbb{C},0]}(\frac{3\delta}{2}) \) again by the symmetry between real and imaginary parts of \( \tilde{G}_{[\mathbb{C},0]} \).

**B. Contour Weights**

Here we prove the well-definedness of the spin-fermionic contour weights introduced in full generality in Sect. 4.1.

Recall from Sects. 3.0.2 and 4.1 the definition of \( \gamma \in \mathcal{G}_{\alpha_1,\ldots,\alpha_n} \) and the admissible choices of walks \( (\Gamma(\gamma)) \) associated to it. Moreover recall the definition of the multipoint observable \( F_{[\mathbb{G},\alpha]} \) from Definition 4.2.
Proposition B.1. For any collection of distinct oriented medial vertices $\alpha_1, \ldots, \alpha_{2n}$ and any $\gamma \in C_{\Omega_{\delta}}^{\alpha_1,\ldots,\alpha_{2n}}$, for every two admissible choices of walks, $\Gamma(\gamma)$, $\Gamma'(\gamma)$, we have

$$(-1)^{\ell(\gamma \cup \Gamma(\gamma))} \prod_{\gamma^{a_j \cdot a_k} \in \Gamma(\gamma)} s_{\alpha_j, \alpha_k} (\gamma^{a_j \cdot a_k}) = (-1)^{\ell(\gamma \cup \Gamma'(\gamma))} \prod_{\gamma^{a_j \cdot a_k'} \in \Gamma'(\gamma)} s_{\alpha_j, \alpha_k'} (\gamma^{a_j \cdot a_k'}).$$

As a result, the function $F_{[\Omega_{\delta}, a]}$ is well-defined.

We will need the following two lemmas for the proof of the above proposition.

Lemma B.2. If $A$, $B$ are unions of disjoint loops in $\Omega_{\delta}$, $(-1)^{\ell(A \oplus B)} = (-1)^{\ell(A)}(-1)^{\ell(B)}$.

Proof. For each of $A$ and $B$, fill in the faces of the lattice with spins, beginning with the plus boundary conditions, such that there is an edge between two faces if and only if they differ in sign. For each loop collection, we have the spin at zero $\sigma_0^A = (-1)^{\ell(A)}$ and $\sigma_0^B = (-1)^{\ell(B)}$.

The result follows after noting that $A \oplus B$ is identified with the spin configuration constructed by multiplying the spins of configurations $A$ and $B$ pointwise. \qed

Lemma B.3. Suppose $l$ walks $w_1, \ldots, w_l \in \{\gamma_1, \ldots, \gamma_n, \gamma_1', \ldots, \gamma_n'\}$ and $l$ distinct oriented medial vertices $\alpha_1, \ldots, \alpha_l \in \{\alpha_1, \ldots, \alpha_{2n}\}$ form a cycle, i.e. $w_1$ connects (projections of) $\alpha_1$ with $\alpha_2$, $w_2$ connects $\alpha_2$ with $\alpha_3$, ..., $w_l$ connects $\alpha_l$ with $\alpha^{l+1} := \alpha_1$. Then we have,

$$(-1)^{\ell(w_1 \oplus \cdots \oplus w_l)} = s_{\alpha_1, \alpha_2}(w_1) \cdots s_{\alpha_l, \alpha_1}(w_l).$$

Proof. Fix a half-line $\Lambda = e^{i\theta} \mathbb{R}_{\geq 0}$ such that it is not parallel to any edges and is disjoint from all $\alpha_1, \ldots, \alpha_l$. Note that $\Omega \setminus \Lambda$ lifts to $[\Omega, 0]$ as two sheets. We now define two quantities: given a piecewise $C^1$ path in $\Omega \setminus [0]$, we can count the number of times $N_\Lambda$ that the path crosses $\Lambda$; given two points $a, z \in [\Omega, 0] \setminus \Lambda$, we define $S_{\alpha, \xi}^\Lambda := 1$ if they belong to the same sheet in $[\Omega, 0]$ of $\Omega \setminus \Lambda$ and $S_{\alpha, \xi}^\Lambda := -1$ otherwise.

Concatenate the (possibly reversed) walks such that $w := w_1 \oplus w_2 \oplus \cdots \oplus w_l$ is a continuous loop on $\Omega \setminus [0]$ starting from $\alpha_1$. Then clearly $\ell(w_1 \oplus \cdots \oplus w_l) \equiv N_\Lambda(w) \mod 2$. Now it suffices to note that for any $j$, $(-1)^{N_\Lambda(w_j)s_{\alpha_j, \alpha_j+1}(w_j)} = s_{\alpha_1, \alpha_1}^{\alpha_j, \alpha_j+1}$ so that

$$(-1)^{N_\Lambda(w) \sum_{j=1}^l s_{\alpha_j, \alpha_j+1}(w_j)} = \prod_{j=1}^l (-1)^{N_\Lambda(w_j)} s_{\alpha_j, \alpha_j+1}(w_j) = \prod_{j=1}^l S_{\alpha_j, \alpha_j+1}^\Lambda = S_{\alpha_1, \alpha_1}^\Lambda = 1,$$

from which the lemma follows. \qed

Proof of Proposition B.1. First observe that $\gamma_1, \ldots, \gamma_n, \gamma_1', \ldots, \gamma_n'$ and $a_1, \ldots, a_{2n}$ are partitioned into disjoint cycles $P_1, \ldots, P_l$ in the sense of Lemma B.3 (suppose each $P_j$ is the resulting collection of loops of the form $w_1 \oplus \cdots \oplus w_l$). Note that $P_1 \oplus \cdots \oplus P_l = \cup \Gamma(\gamma) \oplus \cup \Gamma'(\gamma)$, and thus $(\gamma \setminus \cup \Gamma(\gamma)) \oplus (\gamma \setminus \cup \Gamma'(\gamma)) \oplus P_1 \oplus \cdots \oplus P_l = \emptyset$. By Lemma B.2,

$$(-1)^{\ell(\gamma \cup \Gamma(\gamma))} \prod_{\gamma^{a_j \cdot a_k} \in \Gamma(\gamma)} s_{\alpha_j, \alpha_k} (\gamma^{a_j \cdot a_k}) \cdot (-1)^{\ell(\gamma \cup \Gamma'(\gamma))} \prod_{\gamma^{a_j \cdot a_k'} \in \Gamma'(\gamma)} s_{\alpha_j, \alpha_k'} (\gamma^{a_j \cdot a_k'}).$$
Proof. We first observe that

\[ (-1)^{\ell(\gamma \setminus \Gamma(\gamma))} (-1)^{\ell(\gamma \setminus \Gamma(\gamma))} \prod_{j=1}^{l'} (-1)^{\ell(P_j)} = (-1)^{\ell(\emptyset)} = 1, \]

concluding the proof. \( \square \)

C. Explicit Pattern Probabilities

In this section we give an example using Theorem 1.1 by computing explicitly the infinite-volume limit of and first-order conformal correction to a diagonal spin-spin correlation. On rotated lattices, \( \Omega_\delta \subset \mathbb{C}_\delta \) with plus boundary, this corresponds to \( \mathbb{E}_{\Omega_\delta}[\sigma_0\sigma_{2\delta}] \) and is a quantity that appears in the study of the lattice level Ising stress tensor [BeHo18]. We then explain how the similar computation would be done for an “L” shaped spin-weighted correlation \( \mathbb{E}_{\Omega_\delta}[\sigma_0\sigma_{(1+i)\delta}\sigma_{2\delta}] / \mathbb{E}_{\Omega_\delta}[\sigma_0] \) and give the explicit values one gets from the explicit recursion process outlined to get values of the infinite-volume spin-fermion.

Corollary C.1. Consider the Ising model on \( \Omega_\delta \) with plus boundary conditions and \( 0 \in F_{\Omega_\delta} \); then, as \( \delta \to 0 \),

\[ \mathbb{E}_{\Omega_\delta}[\sigma_0\sigma_{2\delta}] = \frac{2}{\pi} + \delta \cdot \frac{2}{\pi} \cdot r_\Omega^{-1}(0) + o(\delta). \]

Proof. We first observe that \( \mathbb{E}_{\Omega_\delta}[\sigma_0\sigma_{2\delta}] = \mathbb{E}_{\Omega_\delta}[\sigma_0\sigma_{(1+i)\delta}\sigma_{(1+i)\delta}\sigma_{2\delta}] \) and

\[ \mathbb{E}_{\Omega_\delta}[\epsilon(a_1)\epsilon(a_2)] = \frac{1}{2} + \mathbb{E}_{\Omega_\delta}[\sigma_0\sigma_{(1+i)\delta}\sigma_{(1+i)\delta}\sigma_{2\delta}] - \frac{\sqrt{2}}{2}(\mathbb{E}_{\Omega_\delta}[\sigma_0\sigma_{(1+i)\delta}] + \mathbb{E}_{\Omega_\delta}[\sigma_{(1+i)\delta}\sigma_{2\delta}]), \]

where \( a_1 = \frac{1+i}{2}, a_2 = \frac{3+i}{2} \). By the first-order Taylor expansion of [HoSm13] (after rescaling) for the energy density \( \mathbb{E}_{\Omega_\delta}[\epsilon(a_1)] = -\delta \cdot \frac{\sqrt{2}}{\pi} \cdot r_\Omega^{-1}(0) + o(\delta) \), this implies that as \( \delta \to 0 \),

\[ \mathbb{E}_{\Omega_\delta}[\sigma_0\sigma_{2\delta}] = \frac{1}{2} + \mathbb{E}_{\Omega_\delta}[\epsilon(a_1)\epsilon(a_2)] + \delta \cdot \frac{2}{\pi} \cdot r_\Omega^{-1}(0) + o(\delta). \]

From this it suffices to compute the first-order asymptotics of \( \lim_{\delta \to 0} \mathbb{E}_{\Omega_\delta}[\epsilon(a_1)\epsilon(a_2)] \). In order to do so, we consider the antisymmetric matrix

\[
\mathbf{E}[\epsilon_{\mathbf{e}}] = \begin{pmatrix}
0 & F^{a_1^+a_2^+}_{C_1} & F^{a_1^+a_2^+}_{C_1} & F^{a_1^+a_1^-}_{C_1} \\
0 & F^{a_2^+a_2^+}_{C_1} & F^{a_2^+a_2^-}_{C_1} & F^{a_2^+a_1^-}_{C_1} \\
0 & F^{a_2^-a_1^+}_{C_1} & F^{a_2^-a_2^-}_{C_1} & F^{a_1^-a_1^-}_{C_1} \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

where we choose orientations \( o_1^+ = e^{7\pi i/4} \) and \( o_2^+ = e^{5\pi i/4} \) on \( C_1 \). Plugging in the explicit values from the observable defined in Eq. (3.1) and using the definition \( F^{\alpha,\xi}_{C_1} = \text{Re}[i \sqrt{\beta} H^{\alpha,\xi}_{C_1}] \), where we choose the principal branch of the square root, observe that

\[
a = -\frac{1}{2\pi} + \frac{\sqrt{2}}{2\pi} + \frac{1}{4}, \quad b = -\frac{1}{4} + \frac{1}{2\pi}, \quad c = 0, \quad d = 0,
\]
\[ e = \frac{1}{4} + \frac{1}{2\pi}, \quad f = \frac{1}{2\pi} + \frac{\sqrt{2}}{2\pi} - \frac{1}{4}. \]

Combined with \( \text{Pf}(F^{(e_k)}) = af - be + cd \) and \( \lim_{\delta \to 0} \mathbb{E}_{\Omega_\delta} [\sigma_0 \sigma_{2\delta}] = \frac{1}{2} + 4\text{Pf}(F^{(e_k)}) \) (where we applied Theorem 1.1 to \( \mathbb{E}_{\Omega_\delta} [\epsilon(a_1) \epsilon(a_2)] \)),

\[ \lim_{\delta \to 0} \mathbb{E}_{\Omega_\delta} [\sigma_0 \sigma_{2\delta}] = \mathbb{E}_{C_1} [\sigma_0 \sigma_{2\delta}] = \frac{2}{\pi}. \]

In order to compute the constant in the conformal correction, note that the matrix \( E^{(e_k)} \) is given by \( E^{(e_k)}_{C_1} = \text{Re} \left[ \frac{i \sqrt{p} \sqrt{q}}{\sqrt{2\pi}} \right] \) so that, here,

\[ E^{(e_k)} = \begin{pmatrix} 0 & E_{C_1}^{a_1} a_2 E_{C_1}^{a_2} a_1 & E_{C_1}^{a_1} a_2 \bar{E}_{C_1}^{a_2} a_1 \\ 0 & E_{C_1}^{a_2} a_1 E_{C_1}^{a_1} a_2 & E_{C_1}^{a_2} a_1 \bar{E}_{C_1}^{a_1} a_2 \\ 0 & E_{C_1}^{a_1} a_2 \bar{E}_{C_1}^{a_2} a_1 & 0 \end{pmatrix} = \frac{1}{\sqrt{2\pi}} \begin{pmatrix} 0 & \frac{\sqrt{2}}{2} & \frac{1}{2} \\ \frac{\sqrt{2}}{2} & 0 & \frac{\sqrt{2}}{2} \\ \frac{1}{2} & \frac{\sqrt{2}}{2} & 0 \end{pmatrix}. \]

Inverting \( F^{(e_k)} \) by hand, and using the Pfaffian expansion formula \( \text{Pf}(A + \delta B) = \text{Pf}(A) + \delta \text{Pf}(A) \text{Tr}(A^{-1} B) \), along with the above expressions, we see that, in fact, \( 4D_{E^{(e_k)}} \text{Pf}(F^{(e_k)}) = 4\text{Pf}(F^{(e_k)}) \text{Tr}(F^{(e_k)}E^{(e_k)}) = 0 \) which, combined with Theorem 1.1 implies the desired geometric correction. \( \square \)

**Corollary C.2.** Consider the Ising model on \( \Omega_\delta \) with plus boundary conditions and \( 0 \in F_{\Omega_\delta} \); then as \( \delta \to 0 \),

\[ \frac{\mathbb{E}_{\Omega_\delta} [\sigma_0 \sigma_{(1+i)\delta} \sigma_{2\delta}]}{\mathbb{E}_{\Omega_\delta} [\sigma_0]} = 2(\sqrt{2} - 1) + \delta \cdot \frac{5\sqrt{2} - 7}{2} \cdot \text{Re} \left[ \partial_z \log r_{\Omega}(z) \big|_{z=0} \right] + o(\delta). \]

**Proof.** First observe that the edge \( e \) separating \( \sigma_{(1+i)\delta} \) from \( \sigma_{2\delta} \) has midpoint at \( \delta a \) where \( a = \frac{3}{2} + \frac{i}{2} \).

\[ \frac{\mathbb{E}_{\Omega_\delta} [\sigma_0 \epsilon_{[0]}(\delta a) \sigma_{2\delta}]}{\mathbb{E}_{\Omega_\delta} [\sigma_0]} = \frac{\mathbb{E}_{\Omega_\delta} [\sigma_0 \sigma_{(1+i)\delta} \sigma_{2\delta}]}{\mathbb{E}_{\Omega_\delta} [\sigma_0]} - \mu_a. \]

They by Eq. (6.1), picking an \( s \)-orientation \( \sigma \) on \( a \),

\[ \mu_a = \sqrt{\sigma} [H_{[C_1,0]}^a(a_-) + H_{[C_1,0]}^a(a_+)]. \]

To compute the front and back values of \( H_{[C_1,0]}^a(a_{\pm}) \) we have implemented the recursion procedure for \( H \) using Mathematica as outlined in Proposition 3.22 and Corollary 3.24 (see also Fig. 5). That yields that

\[ \mu_{3/2+i/2} = 2\sqrt{2} - 2. \]

Now by Theorem 1.2, we wish to compute \( P^a_{[0]} = (-2) \text{Pf}(F^a_{[0]}) \) but since \( F^a_{[0]} \) is a \( 2n \times 2n \) antisymmetric matrix that is zero on its anti-diagonal, \( P^a_{[0]} = 0 \). On the other hand, that implies that \( Q^a_{[0]} = E^a_{[0]} \) whose entries are given by Definition 6.4 in terms of values of \( G_{[1,0]} \) and \( \tilde{G}_{[1,0]}^\pm \) evaluated on oppositely oriented \( a^\pm \). Via the explicit construction
of the slit-plane harmonic measure recursion procedure outlined in Remark 3.27, one can calculate

\[ E_{[C_1,0]} = \frac{5\sqrt{2} - 7}{2}. \]

Putting these together and plugging in to the expansion given by Theorem 1.2 for the spin-weighted correlation, we obtain the desired geometric correction.
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