I. INTRODUCTION

Phase transitions (PTs) of the first kind play a crucial role in various astrophysical systems like cold neutron stars, proto-neutron stars, collisions of compact stars or supernovae. In all of these systems the equation of state (EoS) is one of the key information for the understanding of the various phenomena connected with them. For hydrodynamic and hydrostatic calculations the EoS has to be known, and therefore the correct treatment of phase transitions is essential.

In fact plenty of phase transitions can occur in the aforementioned systems: At densities below saturation density and temperatures lower than $\sim 15$ MeV the well-known liquid-gas phase transition of nuclear matter occurs, leading to a dense symmetric phase in coexistence with a more dilute neutron gas [1, 2, 3, 4, 5]. At several times saturation density further phase transitions to exotics degrees of freedom like to quark matter in the chiral phase transition [6, 7] or to a kaon condensed phase [8, 9, 10, 11] are possible. A phase transition to a pion condensed phase [12, 13, 14] or to hyperon matter [15] might also be of first order. Phase transitions between different types of color superconducting quark matter were proposed in Refs. [16, 17, 18].

The inclusion of a phase transition to exotic degrees of freedoms can substantially alter the stability of the star. Usually, the phase transition leads to a softening of the EoS and therefore lowers the maximum mass which can be supported by the star. Thus, the theoretical predictions can be confronted with real observations of neutron star masses. Besides the mass, also other observables can be linked to phase transitions in compact stars, e.g. gamma ray bursts [19, 20, 21, 22] or sudden spin ups during the rotational evolution of young pulsars [23, 24]. Furthermore the appearance and the structure of mixed phases can have important consequences for transport properties like the thermal conductivity or the neutrino emissivities and opacities [25]. Also the shear modulus and the bulk viscosity will be altered, affecting the glitch phenomena or r-modes [26, 27]. Consequently, the occurrence of mixed phases can modify the thermal [28] and rotational evolution of compact stars.

The description of phase transitions in cold, deleptonized neutron stars is rather well understood and extensively discussed in the literature. For bulk matter there are two, in principle different, possible treatments: the Maxwell construction based on local charge neutrality leading to a first order phase transition or the Gibbs conditions for phase equilibrium where only global charge neutrality is required. For the latter case, which was first discussed in [29], the phase transition becomes second order according to Ehrenfest’s classification and an extended mixed phase appears inside the neutron star [30]. If one wants to go beyond the bulk limit, finite size effects in form of surface and Coulomb energies need to be included, as was done in [31, 32, 33, 34] for a mixed phase of (hyperonic) hadronic matter and quark matter. Although Gibbs conditions are used in most of the publications about the hadron-quark phase transition in the bulk approximation, as e.g. in Ref. [35], these detailed calculations show that the EoS of the phase transition is in fact more similar to the Maxwellian case, if Coulomb and surface contributions are included. Because of large surface tensions and small Debye screening lengths charge screening effects are large, and the phases become almost charge neutral. Then also global properties, like the mass-radius relation of cold neutron stars, resemble more the results of the Maxwell construction. Already in [7] it was estimated, that for $\sigma > 70$ MeV/fm$^2$ the Maxwellian case is recovered, recently validated by [36].

In [37] a first order phase transition to a kaon condensed phase was studied and similar results are found. For the
case of nuclear mixed phases (liquid-gas PT) the same charge screening effects are observed, but much less pronounced because of the low charge and baryon densities involved. \[37\].

Recently, new works about the QCD phase transition in core-collapse supernovae or in compact star mergers appeared, as e.g. \[38\] or \[40\]. For the proper description of these more complex dynamical scenarios detailed numerical simulations are necessary. Within certain simplifications and/or model assumptions some interesting results were found. E.g. in Ref. \[38\] a successful explosion in spherical symmetry of a 15\,M\odot progenitor star was obtained due to an early appearance of a mixed phase of quarks and nucleons.

For the early stages after the bounce in a supernova, one can represent the evolution of the proto-neutron star by some typical static configurations, see e.g. \[41\], \[42\]. Until now, the conditions for phase equilibrium of matter in supernovae and proto-neutron stars were not discussed in detail in the literature. If only global charge neutrality is considered, the situation is clear and completely described in \[29\]. However, in some cases the Gibbs conditions for phase equilibrium cannot be fulfilled at all, or only the simple Maxwell construction is wanted for the sake of simplicity, as e.g. in Ref. \[43\], because then no mixed phase is present. But as will be shown in this article, the Maxwell construction has some subtleties and the usual procedure for cold deleptonized neutron stars cannot be used for proto-neutron stars. The requirement of conservation of lepton and/or proton number in addition to baryon number leads to significant differences in the equilibrium conditions, which was not taken into account in several previous publications, like e.g. in \[44\], \[45\], \[46\]. The simple Maxwell construction (in the sense that the mixed phase vanishes) is only possible if in addition to local charge neutrality some other charges are fixed locally, resulting in particular new conditions for phase equilibrium. Because of the additional conserved charges involved, there is a large variety of different descriptions of the phase transition, all of them representing different physical scenarios. We note that one of the new Maxwell constructions which we will present in this article, was already considered in the work by Lugones and Benvenuto \[17\].

The structure of this article is as follows: In section II we derive the equilibrium conditions for a general system of two phases in which not the single particle numbers, but only some global charges are conserved. In addition to globally conserved charges, we also consider the case in which some charge fractions are conserved locally. To achieve a general description which can be applied to all the combinations of global and local conservation laws, we start with a formulation, in which all the charge fractions are fixed locally. Then we derive the new equilibrium conditions if some of these local constraints are lifted. In section III we present the properties of the phase transition depending on whether one has a single- or a multi-component body (only one or multiple globally conserved charges). While most of this was already discussed in \[29\] we want to reformulate it by using consistently our formalism and notations. Quite remarkably, we will show that locally conserved fractions do not influence the qualitative behavior of the mixed phase. In section IV the general results will be applied to single and mixed phases of hadronic matter and/or quark matter. We differentiate between isothermal and adiabatic phase transitions. All relevant possibilities of local and global conservation of the different conserved charges will be analyzed and the corresponding equilibrium conditions will be presented. We will use the results of the previous sections and will show which assumptions are necessary to achieve the simple Maxwell construction even in the case of multiple conserved charges. Some of the combinations of local and global conservation laws have not been discussed in the literature so far, leading to new conditions for chemical equilibrium and new interesting properties of the mixed phase. In addition we discuss the role of neutrinos: We will show explicitly that also in a mixed phase the neutrinos can be handled as an independent contribution to the EoS, as long as the proton fraction is conserved. At the end we will discuss the role of the additional quantum number of strangeness in strange matter, i.e. three-flavor quark matter or hyperonic matter. In section V we will summarize the main results and draw the conclusions.

II. EQUILIBRIUM CONDITIONS

Consider a thermodynamic system with volume \( V \) and temperature \( T \) composed of two different phases. The numbers of the \( N_I \ (N_{II}) \) different particle species of phase I (II) are denoted by \( N^I \ (N^{II}) \). To distinguish the two phases we introduce the index \( k = I, II \). The thermodynamic potential of the system is the Helmholtz free energy \( F(T, V, N^k_I) \).

In many cases, there exist some conserved charges, but the single particle numbers are not conserved. Then it will be more convenient to use these conserved charges as the independent degrees of freedom for the description of the state of the system, instead of specifying all the single particle numbers. In this section the equilibrium conditions in terms of the chemical potentials of the particles shall be derived.

Let us assume there are \( C \) conserved charges \( C_{\sigma}, \sigma = 0, ..., C - 1 \) for which a conservation law of the following form exists:

\[
C_\sigma(N^I_i, N^{II}_j) = C^I_\sigma(N^I_i) + C^{II}_\sigma(N^{II}_j) = \text{const.},
\]

\[
C^k_\sigma(N^k_i) = \sum_i a^{k}_i N^k_i
\]

with \( a^{k}_i \) denoting the amount of charge \( C_\sigma \) carried by particle \( i \) of phase \( k \). The total conserved charge consists of the charge in phase I and in phase II.

In addition to the \( C \) global conservation laws, we consider additional local constraints, which depend only on...
the particles in one of the two phases. To be more specific, we require that some (denoted by the index $\tau$, $\tau \neq 0$) of the local charge fractions of the globally conserved charges $C_\sigma$ have to be equal in the two phases:

$$Y_\tau = Y_\tau^{II}$$  \hspace{1cm} (2) $$Y_\tau^k(N^k_i) = \frac{C^k_0}{C^k_0} = \frac{1}{C^k_0} \sum_i \alpha^k_{i\tau}^k N^k_i = \text{const.}, \hspace{1cm} (3)$$

where $C^k_0$ is the local part of the conserved charge $C_0$ and $C^k_\tau$ the local part of $C_\tau$, which is also one of the globally conserved charges. $C^k_0$ shall be a positive, non-vanishing quantity so that it is suitable to characterize the size of the phases in the mixture. If we introduce the global fraction $Y_\tau$, 

$$Y_\tau = C_\tau/C_0 = \text{const.}, \hspace{1cm} (4)$$

we find:

$$Y_\tau^k = Y_\tau = \text{const.} . \hspace{1cm} (5)$$

Eq. (4) is the reason why we can evaluate the local constraint of eq. (2) independently for the two phases.

To achieve a general description applicable for all kind of local constraints we will first use the two local parts $C^k_0$ of $C_0$ and all the local charge fractions $Y^k_\tau$, $\tau = 1, \ldots, C-1$, as the state variables, i.e. we treat them as independent degrees of freedom. In the following we want to derive the equilibrium conditions for the internal dependent degrees of freedom. In the present we want to connect these state variables with the real local constraints, in which only some of the local fractions have to be constant and $C_0$ is conserved only globally.

Later we connect these state variables with the real local constraints, in which only some of the local fractions are equal to the chemical potentials of the corresponding charges: $\lambda^k_0 = \mu^k_0, \lambda^k_\tau = \mu^k_\tau$, so that:

$$\mu^k_i = \lambda^k_0 \alpha^k_{i0} + \sum_\tau \lambda^k_\tau \frac{1}{C^k_0} (\alpha^k_{i\tau} - Y_\tau \alpha^k_{i0}) . \hspace{1cm} (14)$$

The constraints of eqs. (3) & (7) can be implemented by the means of Lagrange multipliers $\lambda^k_0, \lambda^k_\tau$, by adding

$$\lambda^k_0 dC^k_0 = \lambda^k_0 \sum_i \alpha^k_{i0} dN^k_i = 0 , \hspace{1cm} (12)$$

and

$$\lambda^k_\tau dY^k_\tau = \lambda^k_\tau \frac{1}{C^k_0} (dC^k_\tau - Y^k_\tau dC^k_0) = 0 \leftrightarrow \lambda^k_\tau \frac{1}{C^k_0} \sum_i (\alpha^k_{i\tau} dN^k_i - Y_\tau \sum_i \alpha^k_{i0} dN^k_i) = 0 , \hspace{1cm} (13)$$

to $dF$, where we used eq. (4). This leads to:

$$dF = 0 = \sum_{i,k} \frac{\partial F}{\partial N^k_i} dN^k_i , \hspace{1cm} (8)$$

if the volume and the temperature are kept constant. $k$ denotes the phase different to $\tau$. As the temperature is one of the state variables of the two phases it is set equal by construction, so that thermal equilibrium between the two phases is assured. Only the total volume $V = V^I + V^{II}$ is kept constant, but the two subvolumes can vary, leading to pressure equality as the condition for mechanical equilibrium:

$$P^I = P^{II} . \hspace{1cm} (9)$$

With

$$\mu^k_i = \frac{\partial}{\partial N^k_i} F(N^k_j) \hspace{1cm} (10)$$

eq. (5) becomes

$$\sum_{i,k} \mu^k_i dN^k_i = 0 . \hspace{1cm} (11)$$

The constraints of eqs. (3) & (7) can be implemented by the means of Lagrange multipliers $\lambda^k_0, \lambda^k_\tau$, by adding

$$\lambda^k_0 dC^k_0 = \lambda^k_0 \sum_i \alpha^k_{i0} dN^k_i = 0 , \hspace{1cm} (12)$$

and

$$\lambda^k_\tau dY^k_\tau = \lambda^k_\tau \frac{1}{C^k_0} (dC^k_\tau - Y^k_\tau dC^k_0) = 0 \leftrightarrow \lambda^k_\tau \frac{1}{C^k_0} \sum_i (\alpha^k_{i\tau} dN^k_i - Y_\tau \sum_i \alpha^k_{i0} dN^k_i) = 0 , \hspace{1cm} (13)$$

to $dF$, where we used eq. (4). This leads to:

$$0 = dF = \sum_{i,k} \frac{\partial F}{\partial C^k_0} dC^k_0 + \sum_{k,\tau} \frac{\partial F}{\partial Y^k_\tau} dY^k_\tau . \hspace{1cm} (15)$$

We introduce the chemical potential of the conserved charges $C^k_0$,

$$\mu^k_0 = \frac{\partial}{\partial C^k_0} F(C^k_0, Y^k_0) , \hspace{1cm} (16)$$

and of the conserved fractions $Y^k_\tau$:

$$\mu^k_\tau = \frac{\partial}{\partial Y^k_\tau} F(C^k_0, Y^k_\tau) . \hspace{1cm} (17)$$

Then it is easy to realize, that the Lagrange multipliers are equal to the chemical potentials of the corresponding charges: $\lambda^k_0 = \mu^k_0, \lambda^k_\tau = \mu^k_\tau$, so that:

$$\mu^k_i = \mu^k_0 \alpha^k_{i0} + \sum_\tau \mu^k_\tau \frac{1}{C^k_0} (\alpha^k_{i\tau} - Y_\tau \alpha^k_{i0}) . \hspace{1cm} (18)$$

It is interesting to see, that the chemical potentials of the particles depend now directly on the value of the locally fixed charge fractions and the unknown value of $C^k_0$. $1/C^k_0$ appears because a change in $Y^k_\tau$ implies a change in the particle numbers proportional to $C^k_0$. With

$$\mu^k_\tau = \frac{\partial}{\partial C^k_\tau} F(C^k_0, Y^k_\tau) = C^k_0 \mu^k_\tau ,$$

one can see that $\mu^k_\tau$ is proportional to $C^k_0$ and the chemical potential of the charge $C^k_\tau$. In fact the local chemical
potentials of the particles can only depend on other local intensive variables, so \( C^k_0 \) has to drop out of eq. \( (18) \).

By using this result we get the following expression for the equilibrium conditions for the chemical potentials of the particles:

\[
\mu_{\tau}^k = \mu_0^k \alpha^k_{\alpha^0} + \sum_{\tau} \mu_{\tau}^k (\alpha^k_{\tau} - Y_\tau \alpha^k_{\alpha^0}) \quad .
\] (20)

The first two of the three terms simply state that the chemical potential of particle \((i, k)\) is given by the sum over the amount of conserved charges that the particle carries multiplied by the corresponding chemical potentials. The term proportional to \(Y_\tau\) appears only for particles which contribute to \(C^k_0\). It is due to the change implied by \(dC^k_0\) in the charge \(C^k_0\) if \(Y^k_\tau\) is kept constant. It would not appear if instead of the fractions the chargewere used for the description of the state of the system. This shows the importance in the definition of the chemical potentials of which other quantities are kept constant.

It is important to realize that the local chemical potentials \(\mu_0^k, \mu_{\tau}^k\) will in general be different in the two phases, leading to different chemical potentials of all particles. Only particles of the same phase which carry the same quantum numbers will have equal chemical potentials.

All together there are \(2C + N^I + N^II + 1\) unknown variables in eq. \( (20) \): the chemical potentials \(\mu_0^k, \mu_{\tau}^k, \mu_{\tau}^I\) and one of the two subvolumes \(V^k\). They can be determined from the \(N^I + N^II\) chemical equilibrium conditions \( (20) \), pressure equilibrium \( (21) \) and the \(2C\) conservation laws \( (22) \) and \( (23) \) for the fixed state \( (C^k_0, Y^k_\tau) \). If all the relations \(N^I = N^I(T, V^k, \mu^k_0)\) are known, the system is determined completely.

Eq. \( (20) \) can also be applied for a single phase \(k\), by setting \(V^k = 0\) for the other phase, equivalent to \(N^k = 0\). Then pressure equilibrium is not required any more, and the whole system of equations can be solved and all thermodynamic quantities can be determined, too. If the number of conserved charges \(C\) is equal to the number of particles \(N^k\) in this phase, then the conserved charges directly fix all the \(N^k\) particle numbers \(N^k_i\). If \(C < N^k\), \(N^k - C\) equilibrium conditions between the chemical potentials of the particles will exist.

Next we want to understand the consequences if indeed only \(C_0\) but not the \(C^k_0\) are conserved and if besides the global conservation of the other charges \(C\), \(\tau = 1, ..., C - 1\) only for the \(L\) fractions \(Y^k_\lambda\) local constraints of the form \( (22) \) exist. I.e. we want to connect the chosen state variables to some particular set of local conservation laws. We will denote the only globally conserved charge fractions by \(Y^\gamma_{\gamma}, \gamma = 1, ..., G - 1\), with the number of globally conserved charges \(G\). For the index \(\lambda\) of the locally conserved charge fractions \(Y^k_\lambda\) we then have \(\lambda = G, ..., C - 1\) so that \(C = G + L\).

The global constraint for \(C_0\) can be written as:

\[
\lambda_0 dC_0 = \lambda_0 \sum_{i,k} \alpha^k_{\alpha^0} dN^k_i = 0 \quad .
\] (21)

All the global charge fractions \(Y^k_{\gamma} = C_\gamma / C_0\) are also conserved:

\[
\lambda_0 \frac{1}{C_0} (dC_\gamma - Y^k_\gamma dC^k_0) = 0 \\
\iff \lambda_0 \frac{1}{C_0} \left( \sum_{i,k} \alpha^k_{\gamma} dN^k_i - Y^k_{\gamma} \sum_i \alpha^k_{\alpha^0} dN^k_i \right) = 0 \quad .
\] (22)

We already implemented the new Lagrange multipliers \(\lambda_0, Y^\gamma_{\gamma}\).

By comparing eqs. \( (12) \) & \( (13) \) with \( (21) \) & \( (22) \), one finds that the local conservation laws lead to the same constraints \( (21) \) & \( (22) \) which are added to \(dF\) if we set:

\[
\lambda^k_0 = \lambda^{II}_0 = \lambda_0 \quad ,
\] (23)

\[
\lambda^k_{\gamma} = \lambda^{II}_{\gamma} = \lambda_{\gamma} \quad ,
\] (24)

which is equivalent to:

\[
\mu^k_0 = \mu^{II}_0 = \mu_0 \quad ,
\] (25)

\[
\mu^k_{\gamma} = \mu^{II}_{\gamma} = \mu_{\gamma} \quad ,
\] (26)

where we used eq. \( (19) \) in the last line. Eqs. \( (25) \) & \( (26) \) are the new additional equilibrium conditions for the globally conserved charges in terms of the local chemical potentials. To express the equality of these chemical potentials we introduced the variables \(\mu_0, \mu_\gamma\), which are the global chemical potentials of the corresponding charges. If a local conservation law is lifted, an additional condition for chemical equilibrium between the two phases appears, and the whole set of equilibrium equations can still be solved. Eqs. \( (25) \) & \( (26) \) are the expected result that local chemical potentials become equal in the two phases when the corresponding local constraint is lifted. Then the two local fractions can adjust to minimize the free energy. After equilibrium is reached, the two phases can be separated from each other without any changes arising.

If one of the globally conserved charges, denoted by \(C_\delta\) in the following, is actually not conserved any more this means that

\[
\frac{\partial F}{\partial C_\delta} = 0 \quad ,
\] (27)

to minimize the free energy, leading to

\[
\mu^I_\delta = \mu^{II}_\delta = 0 \quad .
\] (28)

A non-conserved fraction gives two local constraints for the chemical potentials. The two eqs. \( (28) \) replace the equilibrium condition \( (25) \). With this additional information the whole system can be determined, even without knowing the value of \(C_\delta\) any more. This is in accordance with our previous conclusion that all thermodynamic quantities can be determined, independently of the number of conserved charges \(C\) and the number of
particles $N^I$ and $N^{II}$. We note that with the new information of eq. (28) the chemical potentials of the remaining conserved charges can possibly be written in a different simplified form.

This procedure for non-conserved charges can also be applied for a single phase $k$, in which only one chemical potential $\mu^k_\delta$ exists, leading to:

$$\mu^k_\delta = 0 .$$  \hspace{1cm} (29)

All other conclusions are also analog to the mixed phase.

From eqs. (20) it follows immediately, that two particles of the same phase have equal chemical potentials if they carry the same quantum numbers:

$$\mu^k_m = \mu^k_n \text{ if } \alpha^k_{mn} = \alpha^k_{nn} .$$  \hspace{1cm} (30)

If particles $m$ and $n$ of two different phases carry the same quantum numbers, $\alpha^k_{mn} = \alpha^k_{nn}$, e.g. if some of the particles in the two different phases are identical, this is no longer true in general. The local chemical potentials of local fractions will be different in the two phases. Consequently, if a particle carries global and local charges, its chemical potential will also be different in the two phases. Only if they do not contribute to the locally conserved charges from eqs. (20), (25) & (26) it follows that the chemical potentials of such particles are equal:

$$\mu^k_m = \mu^l_n .$$  \hspace{1cm} (31)

This means that, since such particles can be exchanged freely between the two phases, in equilibrium always the same amount of energy is needed when the number of particles $N^k_i$ is varied in one of the two phases. If no local constraints are applied, the chemical potentials of all identical particles become equal, which are the well-known Gibbs conditions for phase equilibrium.

For fixed temperature $T$, pressure $p$ and particle numbers $N^k$, the correct thermodynamic potential is the Gibbs potential $G$, which is also called the Gibbs free enthalpy. With eq. (20) & (24) we get the following relation inside the mixed phase:

$$G(T, p, N^k_i, C^0, Y^k) = \sum_{i,k} \mu^k_i N^k_i$$

$$= \mu_0 C_0 \mu^k C^0_0 + \mu^{II} c^{II}_0 .$$  \hspace{1cm} (32)

independently of which local constraints are applied. For a single phase $k$ with $C^0_0 = C_0$ and $V^k = V$, eq. (20) leads to:

$$G(T, p, N^k_i, C_0, Y^k) = \sum \mu^k_i N^k_i = \mu^k_0 C_0 .$$  \hspace{1cm} (33)

In this case in principle the index $k$ can also be suppressed because only one single phase exists. These two relations can also be used in other thermodynamic potentials or in the fundamental relations of thermodynamics.

**III. PROPERTIES OF THE PHASE TRANSITION**

Depending on the number of globally conserved charges the properties of a phase transition are qualitatively different. The differences between a single and a multi component body were extensively discussed in [29] for neutron stars. In the following we will show that locally fixed charge fractions do not influence the qualitative behavior of the phase transition.

For numerical simulations of proto-neutron stars and supernovae, usually an equation of state in tabular form, as e.g. [48, 49, 50], in terms of $(T, c_0, Y^\tau)$, $\tau = 1, ..., C - 1$, with the density $c_0 = C_0/V$ is applied (in these EoSs the state variables are the temperature, the baryon density and the proton fraction $Y^p$). If the volume $V$ (which is completely arbitrary in the thermodynamic limit) is also taken as one of the state variables, all the conserved charges $C_\sigma$, $\sigma = 0, ..., C - 1$, are known, too, and the Helmholtz free energy becomes the appropriate potential: $F = F(T, V, C_\sigma)$. In the following we want to discuss the properties of the mixed phase for such an EoS in terms of $(T, V, C_\sigma)$ if only $V$ is varied and the other state variables $C_\sigma$ and $T$ are kept constant, i.e. we are investigating an isothermal change of $c_0$ at constant $Y^\tau$.

As before we assume that only $L \leq C - 1$ of the fractions are fixed locally in the form: $Y^\gamma = Y^\gamma_0$. For the globally conserved fractions we will continue to use the index $\gamma$ instead. The number of globally conserved charges/fractions is then $G = C - L$.

By analyzing further the condition for pressure equilibrium one can make statements about the qualitative properties of the phase transition and the possible appearance of mixed phases. The pressure in each phase can only depend on the local chemical potentials of the particles in this phase:

$$p^I(T, \mu^I_0) = p^{II}(T, \mu^{II}_0) .$$  \hspace{1cm} (34)

We already argued before, that also for a single phase the knowledge of the conserved charges, the temperature and the volume $V$ is sufficient to determine all thermodynamic quantities. Obviously, the chemical potentials of the particles cannot depend on the size of the phase, so that they have to be determinable by the local density $c^0_0$ and the local fractions $Y^k$: alone:

$$p^k(T, \mu^k_0) = p^k(T, c^0_0, Y^k) .$$  \hspace{1cm} (35)

Next, we can use $\mu^k_0$ instead of $c^0_0$, and replace the unknown local fractions of the fractions $Y^k$ which are conserved only globally by their local chemical potentials:

$$p^k = p^k(T, \mu^k_0, \mu^k_0, Y^k) .$$  \hspace{1cm} (36)

According to eqs. (25) & (26) the remaining chemical potentials have to be equal in the two phases, and the locally fixed fractions, too. Thus:

$$p^I(T, \mu_0, \mu_\gamma, Y^\gamma_0) = p^{II}(T, \mu_0, \mu_\gamma, Y^\gamma_0) .$$  \hspace{1cm} (37)
These formulas, in which the chemical potentials of the globally conserved charges are treated as known state variables, is most convenient to discuss the properties of the phase transition. Of course, the chemical potentials in this equation are actually fixed by the values of the density \( c_0 \), the fractions \( Y_\gamma \) and the chosen local constraints.

First we will analyze the case in which no other globally conserved charges besides \( C_0 \) exist, \( G = 1 \). Eq. \( \text{[37]} \) then leads to a relation

\[
\mu_0 = \mu_0^{\text{coex}}(T, Y_\lambda), \tag{38}
\]

which also fixes the coexistence pressure:

\[
p = p^{\text{coex}}(T, Y_\lambda). \tag{39}
\]

This means that there is only one value of the pressure \( p^{\text{coex}} \) and the chemical potential \( \mu_0^{\text{coex}} \), where the two phases can coexist. All other local intensive variables are also fixed by the local constraints and the equilibrium conditions and remain constant in the mixed phase, too. A simple way to determine the phase transition pressure is to see where the \( p^2(T, \mu_0, Y_\lambda) \)-curves of the two phases intersect. The transition from phase I to phase II occurs, when the pressure is equal in the two phases.

The mixed phase will extend over a certain range in the density \( c_0 \), with the onset given by \( c_0^0(T, \mu_0^{\text{coex}}, Y_\gamma) \) and the end by \( c_0^I(T, \mu_0^{\text{coex}}, Y_\lambda) \). Inside the mixed phase, the intensive variables are independent of \( c_0 \) and \( c_0 \) is only used to specify the volume fraction \( 0 < X = V^{II}/V^I < 1 \) of the two phases:

\[
c_0 = (1 - X)c_0^0(T, \mu_0^{\text{coex}}, Y_\lambda) + X c_0^I(T, \mu_0^{\text{coex}}, Y_\gamma). \tag{40}
\]

All extensive variables change linearly with the volume fraction in the same way, e.g.:

\[
e_0 = (1 - X)e_0^0(T, \mu_0^{\text{coex}}, Y_\lambda) + X e_0^I(T, \mu_0^{\text{coex}}, Y_\gamma). \tag{41}
\]

Therefore the calculation of the mixed phase becomes trivial. After the coexistence pressure is found it is given by a linear interpolation in the volume fraction between the onset and endpoint of the mixed phase. This case corresponds to the well known Maxwell construction.

For \( G \geq 2 \) globally conserved charges, eq. \( \text{[37]} \) is not sufficient to determine all chemical potentials \( \mu_0, \mu_\gamma \). The equilibrium condition only allows to fix one of the chemical potentials, e.g. \( \mu_0 = \mu_0(T, Y_\gamma, \mu_\gamma) \) and \( G - 1 \) chemical potentials remain unknown. But besides the equilibrium conditions, also the total volume and the globally conserved charges have to have the correct value:

\[
V = V^I + V^{II},
\]

\[
C_\gamma = C_\gamma^I(V^I, T, \mu_0, \mu_\gamma, Y_\lambda) + C_\gamma^I(V^{II}, T, \mu_0, \mu_\gamma, Y_\lambda). \tag{42}
\]

These \( G + 1 \) eqs. involve only two further unknowns \( V^I \) and \( V^{II} \) so that the whole system of eqs. \( \text{[37]} \) and \( \text{[32]} \) can be solved for given volume \( V \), and all thermodynamic variables can be determined. Consequently in this case all quantities (including the pressure) will depend on the values of the densities \( c_0 \) and \( c_\gamma = C_\gamma/V \). A change in the density \( c_0 \) will also imply a change in the pressure. Thus for \( G \geq 2 \) there will be an extended range in pressure in which the two phases can coexist. The simple Maxwell construction cannot be applied, as the system does not behave linearly any more. Instead it is necessary to calculate the mixed phase at every point \((T, V, C_\sigma)\) explicitly.

In both cases \((G = 1 \text{ or } G \geq 2)\) an extended mixed phase between the two phases forms for the chosen state variables. At the onset of the mixed phase the volume of the newly appearing phase vanishes. Similarly, at the end of the mixed phase only the second phase remains (we assume that the two EoSs of the single phases do not show any discontinuities). Thus the mixed phase becomes identical to the neighboring single phases when approaching the onset or end of the mixed phase. Inside the mixed phase the volume fraction changes continuously from 0 to 1, and consequently all global thermodynamic variables up to first derivatives of the thermodynamic potential will change continuously across the whole phase transition. The second derivatives will in general be discontinuous, as they involve the derivative of the volume fraction.

The thermodynamic potential is the Helmholtz free energy, which also changes continuously and which has the following form inside the mixed phase:

\[
F = -pV + \sum_{i,k} N_i^k \mu_i^k = -pV + \mu_0 C_0, \tag{43}
\]

where we used eq. \( \text{[32]} \). For \( G = 1 \) in which the pressure and the chemical potentials are constant, the free energy changes linearly with the volume \( V \).

Next we want to use the different set of state variables \((T, p, C_\sigma)\), in which the volume is replaced by the pressure and we want to analyze the properties of the phase transition in this new formulation. Now the Gibbs free enthalpy \( G = G(T, p, C_\sigma) \), already specified by eq. \( \text{[32]} \), is the appropriate thermodynamic potential. These state variables are especially important because they can directly be used for the description of isothermal neutron stars. Under the influence of gravity in a hydrostatic configuration of a compact star, the pressure has to change continuously and has to be strictly monotonic. In the following we only consider a change of the pressure \( p \) and keep all the other state variables constant.

If \( G = 1 \) the mixed phase collapses to one single point at the coexistence pressure \( p^{\text{coex}} \) introduced above. There is only one point of coexistence, but no extended mixed phase. No mixed phase has to be calculated, only the transition point has to be determined. As \( \mu_0 \) is constant across the mixed phase and continuous at the endpoints, one gets that the potentials of the two phases are
equal at the transition point, \( G = G^I = G^{II} \). The equality of \( \mu_0^I = \mu_0^{II} \) leads to the equality of the Gibbs free enthalpy.

This equality can also be seen as the reason why the volume fraction of the two phases remains arbitrary at the coexistence point and cannot be determined from the equilibrium conditions. Thus all extensive quantities but those of the externally fixed state variables remain unspecified at the coexistence point.

Because of mechanical, thermal and (at least partial) chemical equilibrium the thermodynamic potential changes continuously across the transition, even though no extended mixed phase exists. For smaller or larger changes continuously across the transition, even though the coexistence point and cannot be determined from the thermodynamic potential. Thus the phase transition is of first order according to the Ehrenfest classification. The discussed scenario is the familiar case of the Maxwell phase transition, e.g. known from the liquid-gas phase transition of water.

For \( G \geq 2 \) there will be an extended range in pressure in which the two phases can coexist and an extended mixed phase forms. As noted before, the simple Maxwell construction cannot be applied. The mixed phase does not behave linearly any more and thus it has to be calculated explicitly for every single pressure. Now the equilibrium conditions and the knowledge of the state variables become sufficient to specify the volume fractions and all other thermodynamic variables of the two phases. This case is usually called the Gibbs construction in the context of cold deleptonized neutron stars with global charge neutrality. The presence of a mixed phases with \( X = 0 \) at the onset and \( X = 1 \) at the endpoint assures that all thermodynamic variables (up to first derivatives) change continuously across the phase transition, as argued above. The phase transition is of second order according to the Ehrenfest classification.

As was shown, locally conserved charge fractions do not influence the qualitative behavior of the phase transition. It is only the number of globally conserved charges which determines the order of the phase transition. Independently of any locally conserved charge fractions, for \( G = 1 \) the system behaves like a simple body. By replacing globally conserved charges by adequate local conservation laws, this allows to reduce the number \( G \) of globally conserved charges. In the next section we will use this procedure for isothermal PTs to arrive at a Maxwell construction, even if in principle multiple conserved charges exist.

One can expect that the extension of the mixed phase decreases with the number of local constraints applied. When \( C_0 \) remains as the only globally conserved charge, the mixed phase will disappear completely inside a compact star. Furthermore the discontinuity of the second derivatives will increase with the number of local constraints. For \( G = 1 \) even the first derivatives become discontinuous then.

The situation becomes different, if we consider a phase transition in an adiabatic instead of an isothermal process. To keep the entropy constant, necessarily the temperature has to change across the transition with equal temperatures in the two phases at each point of the mixed phase. The change in temperature will lead to a change in all other intensive variables, too. Thus even for \( G = 1 \) the Maxwell construction cannot be applied. If mechanical and thermal equilibrium between the two phases is required, the mixed phase does not vanish in a hydrostatic situation under the influence of gravity, even if only one globally conserved charge exists. This is an important result, especially for proto-neutron stars which are very often described by a constant ratio of entropy per baryon as a first approximation. Some other local constraints are needed (e.g. locally fixed entropy per baryon) which will influence the conditions for phase equilibrium in a non-trivial way. Therefore we will discuss adiabatic phase transition at the end of this article separately.

IV. APPLICATION FOR MATTER IN SUPERNOVAE, PROTO-NEUTRON STARS AND NEUTRON STARS

As an example, the general relations which were found shall now be applied to the liquid-gas phase transition of nuclear matter and the hadron-quark phase transition under typical astrophysical conditions. The hadronic phases shall consist of \( N_u \) neutrinos, \( N_e \) electrons, \( N_p \) protons and \( N_n \) neutrons (net numbers, including antiparticles). The two-flavor quark phase shall be composed out of \( N_u \) electrons, \( N_e \) neutrinos, \( N_u \) up and \( N_d \) down quarks. Furthermore, at the end of the section we will discuss strange quark matter, too, in which \( N_s \) strange quarks are also part of the system.

The baryon number \( N_B = N_n + N_p \) for hadrons, and

\[
N_B = 1/3(N_u + N_d)
\]

for quarks, and the total electric charge number \( N_C = N_p - N_e \), and \( N_C = 1/3(2N_u - N_d) - N_e \), always have to be conserved in a closed system. Because of charge neutrality \( N_C = 0 \), but the concrete values of the conserved charges are actually irrelevant for the equilibrium conditions of the chemical potentials. Furthermore, there are two additional conserved charges possible, the lepton number \( N_L = N_e + N_u \) and the proton number \( N_p \). The latter in combination with baryon...
number conservation is equivalent to the conservation of isospin or of baryonic electric charge. Obviously, this is equivalent to flavor conservation for up and down quark matter. Thus, constant \( N_p = 1/3(2N_u - N_d) \) can be used to express isospin conservation for both kind of phases. 

To achieve a consistent description of quark and hadronic matter we will use the term proton number or proton fraction conservation as a synonym for the conservation of isospin in the two-flavor quark phase.

Usually instead of fixing \((N_B, N_C, N_L, N_p)\), an intensive formulation in terms of the proton and lepton fractions \(Y_p = n_p/n_B\) and \(Y_L = (n_e + n_\nu)/n_B\), the baryon number density \(n_B\) and charge density \(n_C = n_p - n_e = 0\) together with a fixed temperature \(T\) is used, like e.g. in Refs. [48, 49, 50]. We will also apply this formulation in the following. Instead of the electric charge per baryon \( Y_C = 0 \) used before we can also take \( n_C = 0 \) to describe the state of the matter. In the thermodynamic limit, the size of the system becomes irrelevant, so that we can assume that the volume \( V \) is also known. Obviously then it is completely equivalent to fix \((T, n_B, n_C, Y_p, Y_L, V)\) instead of \((T, N_B, N_C, N_p, N_L, V)\).

Usually for fixed \( Y_p \) the neutrinos are not included in the construction of the EoS but are treated separately. The neutrino dynamics play a crucial role in supernovae and proto-neutron stars. To describe the evolution of such systems it is necessary to handle the neutrinos with a detailed dynamical transport scheme in which their emission, scattering and absorption is calculated. We will explain why it is possible to construct the non-neutrino EoS without taking the neutrinos into account, by showing explicitly that the non-neutrino EoS is independent of the neutrino contribution in single phases and in mixed phases, too.

\section{Single Homogeneous Phases}

In table I the chemical potentials of the conserved charges \( N_B, N_C, N_p \) and \( N_L \) are expressed in terms of the chemical potentials of the particles of one phase if the baryon number and all fractions are kept constant locally, leading to the unusual form of \( \mu_{N_B}^k \). As long as only one single homogeneous phase exists, local conservation laws are identical to global ones. The index \( k \) can be suppressed if we want to use table II for one single homogeneous phase.

The special form of the chemical potentials of the conserved charges/fractions can be understood in a simple way. \( \mu_C \) gives the change of the free energy with the change of the charge \( C \) for constant proton and lepton fraction and electric charge neutrality. The combination of chemical potentials of the particles which is found for \( \mu_C \) corresponds to the change of the particle numbers induced by the change of \( C \) under the chosen constraints. We note once more, that the form of a chemical potential depends on which other quantities are kept constant. E.g. the baryon chemical potential \( \mu_{N_B}^k \) would be equal to \( \mu_n^k \) (for nuclear matter) if instead of the fractions the charges themselves were used as the state variables. However, the final equilibrium conditions are not (and cannot be) affected by the choice of the state variables. Thus we can use the description presented here, which is most convenient for our purpose as it can be applied for single phases as well as for all possible combinations of locally conserved fractions inside mixed phases.

If all the four charges are conserved this corresponds to the situation of matter with completely trapped neutrinos, but too short dynamical timescales to change the proton number by weak reactions. Next we will discuss the different possibilities in which some of the charges are actually not conserved any more. As was shown before, for every charge becoming not conserved an additional equilibrium condition appears. With the new information of eq. (29) then the chemical potentials of the remaining conserved charges can possibly be written in a different simplified form. We note that baryon number and electric charge always have to be conserved.

For non-conserved lepton number from eq. (28) and table II \( \mu_\nu = 0 \) follows. Neutrinos are completely untrapped/free streaming. If the proton number is still conserved weak reactions involving nucleons are assumed to be completely suppressed. We will discuss the meaning of the result \( \mu_\nu = 0 \) in more detail later.

If neutrinos are completely trapped and there is enough time for the weak reactions to become efficient, the lepton number is conserved but the proton number not. Then the well known weak equilibrium conditions

\[ \mu_p - \mu_n - \mu_\nu + \mu_e = 0 \] (45)

for nuclear matter and

\[ \mu_u - \mu_d - \mu_\nu + \mu_e = 0 \] (46)

for quark matter are found.

If then at a later stage in the evolution the neutrinos become completely untrapped, the lepton number is not conserved any more. Only baryon number and electric charge remain as conserved charges. Then two equilibrium conditions are necessary to derive all particle numbers \( N_i \). Without lepton number conservation \( \mu_\nu = 0 \) and the neutrinos drop out in the \( \beta \)-equilibrium conditions

\[ \mu_e + \mu_p - \mu_n = 0 \] (47)

for nucleons and

\[ \mu_u - \mu_d - \mu_e = 0 \] (48)

for quarks. For both sets of particles \( \mu_{N_C} = -\mu_e \). The baryon chemical potential can also be expressed in a simpler way: \( \mu_B = \mu_n^k \) for nucleons and \( \mu_B = 2\mu_q + \mu_u \) for quarks.
TABLE I: The local chemical potentials of the baryon number $N_B$, electric charge $N_C$, proton number $N_p$, and lepton number $N_e$ in terms of the chemical potentials of the particles in one phases if the baryon number and all fractions are fixed locally. The second column is for a hadronic phase composed of neutrons, protons, electrons and neutrinos and the third column for a phase of up and down quarks and electrons and neutrinos. The results also apply for strange quark matter, with $\mu_d = \mu_s$. For global baryon number conservation $\mu^k_{N_B} = \mu^k_{N_B}$ follows. If some of the fractions are conserved only globally and are no longer restricted by local constraints, the corresponding chemical potentials become equal, too: $\mu^k_i = \mu^k_{\nu_i}$. 

| conserved charge | hadrons | quarks |
|------------------|---------|-------|
| $N^k_B$          | $\mu^k_{N_B} = (1 - Y_p)\mu^k_p + Y_p\mu^k_\nu$ | $\mu^k_{N_B} = (2 - Y_p)\mu^k_d + (1 + Y_p)\mu^k_\nu$ |
|                  | $+ Y_p\mu^k_p + (Y_L - Y_p)\mu^k_\nu$ | $+ Y_p\mu^k_p + (Y_L - Y_p)\mu^k_\nu$ |
| $Y^k_C$          | $\mu^k_{N_C} = \mu^k_c - \mu^k_\nu$ | $\mu^k_{N_C} = \mu^k_c - \mu^k_\nu$ |
| $Y^k_p$          | $\mu^k_{N_p} = \mu^k_p - \mu^k_\nu + \mu^k_s$ | $\mu^k_{N_p} = \mu^k_p - \mu^k_\nu + \mu^k_s$ |
| $Y^k_L$          | $\mu^k_{N_L} = \mu^k_c$ | $\mu^k_{N_L} = \mu^k_c$ |

B. Role of Neutrinos

Before we continue, we want to show why neutrinos do not have to be included in the construction of the non-neutrino part of an equation of state in terms of $(T, n_B, Y_p)$, i.e. if the proton number is conserved.

First we note, that for a single phase $(T, n_B, Y_p)$ are sufficient to fix all particle numbers but neutrinos. The non-neutrino part of the EoS would also not change, if neutrinos were not included as part of the thermodynamic system right from the beginning. At the same time, the neutrino contribution is also independent of the non-neutrino EoS: If the lepton fraction is conserved, i.e. if they are completely trapped, the neutrino density is directly specified by $n_\nu(T, \mu_\nu) = (Y_L - Y_p)n_B$. Without lepton number conservation, $\mu_\nu = 0$ also directly sets the neutrino contribution.

Neutrinos also do not have to be included in the construction of a mixed phase if we only allow global lepton number conservation. Then it always follows that $\mu^k_\nu = \mu^k_{\nu_i}$ (the only quantum number of the neutrino is the lepton number so that eq. (31) applies). In all cases, neutrinos can be treated as ideal Fermi-gases, so that their contribution to the EoS in the two phases is exactly the same. Thus it is also sufficient to study the pressure equilibrium without taking neutrinos into account.

When the lepton fraction is conserved globally, the neutrino chemical potential can also always be taken out of the chemical equilibrium conditions. Because the neutrino chemical potentials and all locally fixed fractions are equal in the two phases, terms proportional to $Y_\lambda\mu^k_\nu$ cancel in the equilibrium conditions of other globally conserved charges. One finds that the same conditions for chemical equilibrium of the non-neutrino part are obtained, as if neutrinos were not present at all. We conclude that neutrinos do not influence the phase equilibrium between the two phases as they are distributed uniformly over the entire system, if the lepton fraction is conserved globally. It is sufficient to calculate an equation of state for protons, neutrons and electrons (or quarks and electrons) in terms of $(T, n_B, Y_p)$ and this equation of state can be used for all possible conditions under which the neutrinos appear.

Instead if $Y_p$ is not conserved, i.e. one has an EoS in terms of $(T, n_B)$ or $(T, n_B, Y_L)$ the neutrinos influence the rest of the matter via the condition for weak equilibrium. The neutrino contribution needs to be taken into account for the evaluation of the non-neutrino EoS. Thus the non-neutrino EoS will also depend on whether lepton number is conserved or not, because the conditions for weak-equilibrium eqs. (15) and (16) are different from those for beta-equilibrium, eqs. (17) and (18). In the former case the lepton number is conserved and the neutrinos are determined by $Y_L$. In the latter case neutrinos are completely untrapped and the neutrino contribution becomes trivial, $\mu_\nu = 0$. The same beta-equilibrium conditions eqs. (17) and (18) are found if neutrinos are not included in the thermodynamic description. In general the EoS depends on the conditions under which the neutrinos appear, as soon as $Y_p$ is not conserved.

Let us now discuss the meaning and some interesting consequences of the result $\mu_\nu = 0$ for matter with neutrinos but without lepton number conservation. If a particle $i$ carries no conserved charges ($a_{\gamma i} = 0 \forall \gamma$) with eq. (20) one finds immediately that its chemical potential is zero. If neutrinos can be described as an ideal gas in equilibrium it follows that $N_\nu = 0$, which means that the number of neutrinos equals the number of antineutrinos. Only if $T = 0$ both contributions vanish. Non-conserved $Y_L$ would correspond to the situation when the neutrino mean free path is much larger than the size of the NS so that neutrinos can leave the NS freely. Thus the energy of the system is not conserved, but can be carried away by neutrinos as long as they are abundant. As a logical consequence the NS would cool immediately to $T = 0$ if weak reaction rates were fast enough (infinitely large emissivities) to allow to describe the neutrinos as an ideal gas as part of the thermodynamic description. In reality it takes some $10^5$ years until the neutron star has cooled to a core temperature of $\sim 10$ keV and the photon
cooling era is reached. The neutrinos are far away from equilibrium, their emissivities have to be calculated, and the description of the cooling process requires detailed numerical simulations \[28\].

**C. Mixed Phases**

If a mixed phase exists, it is crucial whether a charge is conserved globally or locally. In the following we will assume that each of the conserved charges is either conserved globally, or its fraction is conserved locally with equal values in the two phases, as before. Obviously, local constraints in the form \( C_k^I = 0 \) or \( Y_k^I = 0 \), i.e. we can interpret local electric charge neutrality as a locally fixed charge fraction, too. Before we start to discuss all relevant combinations of locally and globally conserved charges, we will analyze the physical meaning of the different local constraints.

*Local charge neutrality*

Already in \[31\] it was pointed out, that depending on the surface tension and the Debye-screening length, local charge neutrality might be the better approximation for bulk matter. If a large surface tension drives the system to sizes much larger than the Debye screening length, only a negligible small charged surface layer in the order of the Debye screening length remains and the bulk of the matter becomes locally charge neutral. Most calculations for the PT to quark matter indicate that this is indeed the case.

If instead the surface tension is small so that the typical structures are smaller than the Debye screening length, global charge neutrality is the more reasonable assumption. This applies to the liquid-gas PT of nuclear matter, as the Debye screening length is large. Anyhow we include the assumption of local charge neutrality for the nuclear PT in the following discussion, because it is instructive and the corresponding equilibrium conditions can easily be devolved to other kind of phase transitions of nuclear matter.

If one requires that both of the two phases have to be locally charge neutral, two different local electric charge chemical potentials appear in eq. \[20\] leading to different chemical potentials of all electrically charged particles (electrons, quarks and protons) in the two phases. If one would do the full calculation including finite-size (surface and Coulomb) effects and without the constraint of local electric charge neutrality, the total chemical potential of charged particles would be shifted by the local electrical potential, e.g. \( \tilde{\mu}_p^I = \mu_p^I + eV^I \) leading to full chemical equilibrium, \( \tilde{\mu}_p^I = \tilde{\mu}_p^{II} \), see \[21\]. In the present article we are discussing infinite matter without Coulomb forces, so that the electrical potential cannot be determined and the artificial inequality of the chemical potentials of charged particles cannot be resolved.

Locally fixed \( Y_p, Y_L \) or \( n_B \)

There is no physical reason why the proton fraction, the lepton fraction or the baryon number density should be conserved locally or should be equal in the two phases, as there is no long range force between the two phases which is associated with these charges. This would imply that the readjustment of the local proton fraction, lepton fraction and/or baryon density does not take place. Therefore chemical equilibrium with respect to a locally conserved charge is not established between the two phases.

A non-vanishing locally fixed density (e.g. \( n_B^I = n_B^{II} = n_B \)) influences the condition for mechanical equilibrium so that pressure equilibrium is not obtained from the first and second law of thermodynamics any more. For these constraints a change of the subvolumes would imply a change of the local baryon numbers, too. Instead of pressure equilibrium only a combination of the local pressures and the local chemical potentials are equal in the two phases. Consequently, the pressure would change discontinuously at the phase transition. Thus, we will not use constraints of non-vanishing locally fixed densities.

The likewise rather unphysical assumptions of locally fixed \( Y_p \) or \( Y_L \) might be wanted because they allow to achieve a Maxwell construction of the mixed phase at the cost of only partial chemical equilibrium. Because of the additional conserved charges besides \( N_B \) local charge neutrality alone is not sufficient for that (as in the case of cold neutron stars) and at least one other of the conserved charges needs to be fixed locally. This is our motivation to investigate locally fixed \( Y_p \) or \( Y_L \) and we will focus on this aspect when discussing different scenarios in the following subsections.

*Discussion of different cases*

In Table \[III\] all the relevant combinations of local and global conservation laws of the conserved charges for the construction of a mixed phase for isothermal matter in supernovae, proto-NS and cold NS are listed. We assume that the densities and fractions are either conserved globally, or locally in a form \( Y_p^I = Y_p^{II} = Y_p, \quad Y_L^I = Y_L^{II} = Y_L, \quad n_{C}^{I} = n_{C}^{II} = n_{C} = 0, \quad n_{B}^{I} = n_{B}^{II} = n_{B} \).

The final equilibrium conditions are expressed in terms of the chemical potentials of the particles in the two phases, in Table \[I\] for the liquid-gas phase transition and in Table \[III\] for the hadron-quark phase transition.

1. Case I

In case Ia, besides local charge neutrality the proton and lepton fractions are fixed locally and the system has only one globally conserved charge, the baryon number. The only internal degree of freedom of the two phases is the local baryon density. For this case table \[I\] expresses
the local chemical potentials belonging to the conserved charges $N_B$, $N_C$, $N_p$ and $N_L$ in terms of the chemical potentials of the particles in the phase.

There is only one global chemical potential with the corresponding equilibrium condition:

$$\mu_{N_B} = \mu_{N_B}^l = \mu_{N_B}^l.$$

The condition which is shown in table II expresses that only combinations of particles can be exchanged which do not change the local proton and lepton fractions and are electrically charge neutral to maintain local charge neutrality. Thus in the liquid gas phase transition only a combination of $1 - Y_p$ neutrons, $Y_p$ electrons and protons and $Y_L - Y_p$ neutrinos can be exchanged freely between the two phases. In the hadron-quark phase transition only $(1 + Y_p)$ up and $(2 - Y_p)$ down quarks, $Y_p$ electrons and $Y_L - Y_p$ neutrinos can be exchanged.

As there is only one globally conserved charge $N_B$, the pressure is constant across the phase transition. The Maxwell construction can be used and all the results for $G = 1$ of section III can be applied. The chemical potentials of all particles are different in the two phases, as all particles contribute to the locally conserved fractions.

We note that this case was already discussed in Ref. [47]. Equivalent equilibrium conditions were found and the same conclusions about the disappearance of the mixed phase in a compact star were drawn.

In the following we will use the results of case Ia in table II to derive the equilibrium conditions for all other cases. When a fraction is not conserved locally but only globally, the two local chemical potentials specify the new equilibrium conditions. In eq. (26) it was deduced that by conserving $Y_L$ instead of $Y_N^k$, the two local chemical potentials $\mu_{\delta}^k$ become equal. If one of the charges is actually not conserved any more, this has to be seen as a global criterion. To minimize the free energy with respect to this charge, in eq. (20) it was derived that a non-conserved fraction leads to two new local constraints for the chemical potentials, $\mu_{\delta}^k = \mu_{\delta}^l = 0$, which replace the two locally fixed fractions used before.

In case Ib $Y_p$ is no longer conserved. By setting $\mu_{\delta}^k = 0$ the weak equilibrium conditions (45) respectively (46) of section IV A are obtained which now have to be fulfilled in both phases. In Ic the conservation of $Y_L$ is lifted, leading to $\mu_{\delta}^l = \mu_{\delta}^l = 0$. If both fractions are not conserved any more as in case Id, the beta-equilibrium

| case | conserved densities/fractions | equilibrium conditions | construction of mixed phase |
|------|-----------------------------|------------------------|-----------------------------|
| 0    | $n_B, (Y_p), (Y_L), n_C$    | -                      | direct                      |
| Ia   | $n_B$                       | $Y_p, Y_L, n_C$        | Maxwell                     |
| Ib   | $n_B$                       | $Y_L, n_C$             | Maxwell                     |
| Ic   | $n_B$                       | $Y_p, n_C$             | Maxwell                     |
| Id   | $n_B$                       | $n_C$                  | Maxwell                     |
| IIa  | $n_B, Y_L$                  | $Y_p, n_C$             | Maxwell/Gibbs               |
| IIb  | $n_B, Y_L$                  | $n_C$                  | Gibbs                       |
| IIIa | $n_B, Y_p$                  | $Y_L, n_C$             | Gibbs                       |
| IIIb | $n_B, Y_p$                  | $n_C$                  | Gibbs                       |
| IV   | $n_B, Y_L, Y_p$             | $n_C$                  | Gibbs                       |
| V    | $n_B, Y_L, Y_p, n_C$        | $n_C$                  | Gibbs                       |

We note that this case was already discussed in Ref. [47]. Equivalent equilibrium conditions were found and the same conclusions about the disappearance of the mixed phase in a compact star were drawn.

In the following we will use the results of case Ia in table II to derive the equilibrium conditions for all other cases. When a fraction is not conserved locally but only globally, the two local chemical potentials specify the new equilibrium conditions. In eq. (26) it was deduced that by conserving $Y_L$ instead of $Y_N^k$, the two local chemical potentials $\mu_{\delta}^k$ become equal. If one of the charges is actually not conserved any more, this has to be seen as a global criterion. To minimize the free energy with respect to this charge, in eq. (20) it was derived that a non-conserved fraction leads to two new local constraints for the chemical potentials, $\mu_{\delta}^k = \mu_{\delta}^l = 0$, which replace the two locally fixed fractions used before.

In case Ib $Y_p$ is no longer conserved. By setting $\mu_{\delta}^k = 0$ the weak equilibrium conditions (45) respectively (46) of section IV A are obtained which now have to be fulfilled in both phases. In Ic the conservation of $Y_L$ is lifted, leading to $\mu_{\delta}^l = \mu_{\delta}^l = 0$. If both fractions are not conserved any more as in case Id, the beta-equilibrium
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| 0    | $n_B, (Y_p), (Y_L), n_C$    | -                      | direct                      |
| Ia   | $n_B$                       | $Y_p, Y_L, n_C$        | Maxwell                     |
| Ib   | $n_B$                       | $Y_L, n_C$             | Maxwell                     |
| Ic   | $n_B$                       | $Y_p, n_C$             | Maxwell                     |
| Id   | $n_B$                       | $n_C$                  | Maxwell                     |
| IIa  | $n_B, Y_L$                  | $Y_p, n_C$             | Maxwell/Gibbs               |
| IIb  | $n_B, Y_L$                  | $n_C$                  | Gibbs                       |
| IIIa | $n_B, Y_p$                  | $Y_L, n_C$             | Gibbs                       |
| IIIb | $n_B, Y_p$                  | $n_C$                  | Gibbs                       |
| IV   | $n_B, Y_L, Y_p$             | $n_C$                  | Gibbs                       |
| V    | $n_B, Y_L, Y_p, n_C$        | $n_C$                  | Gibbs                       |
conserved densities/fractions
locally

| case | conserved densities/fractions globally | equilibrium conditions | construction of mixed phase |
|------|--------------------------------------|------------------------|------------------------------|
| 0    | \( n_B, (Y_p), (Y_L), n_C \)          | -                      | direct                       |
| Ia   | \( n_B \) \( Y_p, Y_L, n_C \)        | \( (1 - Y_p)\mu_{n} + Y_p(\mu_p + \mu_{\nu}^H) + (Y_L - Y_p)\mu_{\nu}^L = \) \( (2 - Y_p)\mu_d + (1 + Y_p)\mu_n + Y_p\mu_{\nu}^Q + (Y_L - Y_p)\mu_{\nu}^Q \) | Maxwell                       |
| Ib   | \( n_B \) \( Y_L, n_C \)             | \( \mu_n + Y_L\mu_{\nu}^L = 2\mu_d + \mu_u + Y_L\mu_{\nu}^Q \) | Maxwell                       |
| Ic   | \( n_B \) \( Y_p, n_C \)             | \( (1 - Y_p)\mu_{n} + Y_p(\mu_p + \mu_{\nu}^H) = (2 - Y_p)\mu_d + (1 + Y_p)\mu_n + Y_p\mu_{\nu}^Q \) | Maxwell                       |
| Id   | \( n_B \) \( n_C \)                   | \( \mu_n = 2\mu_d + \mu_u \) | Maxwell                       |
| IIa  | \( n_B, Y_L \) \( Y_p, n_C \)        | \( (1 - Y_p)\mu_{n} + Y_p(\mu_p + \mu_{\nu}^H) = (2 - Y_p)\mu_d + (1 + Y_p)\mu_n + Y_p\mu_{\nu}^Q \) | Maxwell/Gibbs                 |
| IIb  | \( n_B, Y_L \) \( n_C \)             | \( \mu_n = 2\mu_d + \mu_u \) \( \mu_{\nu}^H = \mu_{\nu}^Q \) | Gibbs                         |
| IIIa | \( n_B, Y_p \) \( Y_L, n_C \)        | \( \mu_n + Y_L\mu_{\nu}^L = 2\mu_d + \mu_u + Y_L\mu_{\nu}^Q \) \( \mu_{\nu} - \mu_n - \mu_{\nu}^H + \mu_{n}^H = \mu_u - \mu_d - \mu_{\nu}^Q + \mu_{\nu}^Q \) | Gibbs                         |
| IIIb | \( n_B, Y_p \) \( n_C \)             | \( \mu_n = 2\mu_d + \mu_u \) \( \mu_{\nu}^H = \mu_{\nu}^Q \) \( \mu_{\nu} + \mu_{\nu}^H = 2\mu_u + \mu_d + \mu_{\nu}^Q \) | Gibbs                         |
| IV   | \( n_B, Y_L, Y_p \) \( n_C \)        | \( \mu_n = 2\mu_d + \mu_u \) \( \mu_{\nu}^H = \mu_{\nu}^Q \) \( \mu_{\nu} + \mu_{\nu}^H = 2\mu_u + \mu_d + \mu_{\nu}^Q \) | Gibbs                         |
| V    | \( n_B, Y_L, Y_p, n_C \)             | \( \mu_n = 2\mu_d + \mu_u \) \( \mu_{\nu}^H = \mu_{\nu}^Q \) \( \mu_{\nu} + \mu_{\nu}^H = 2\mu_u + \mu_d + \mu_{\nu}^Q \) | Gibbs                         |

TABLE III: As Table I but now for the hadron-quark phase transition. \( \mu_d = \mu_u \) is always valid.

conditions \(^{17}\) respectively \(^{18}\) are obtained. These results are independent of the other local or global conservation laws. Thus we do not need to discuss the non-conservation of lepton and/or proton fraction in the following cases again.

In cases Ia to Id the different conserved charges allow to rewrite the equilibrium condition \( \mu^{k}_{N_B} = \mu^{k}_{N_L} \) in the simplified forms presented in tables II & III. Case Id describes a cold, deleptonized neutron star. Only global baryon number conservation and local charge neutrality are considered. The well-known result of the equality of the neutron chemical potentials is found for the Maxwell construction of the liquid-gas phase transition. In all other Maxwell constructions the equality of the baryon chemical potential \( \mu^{k}_{N_B} \) takes a different form and involves additional particles besides the neutrons. Because of the inequality of \( \mu^{k}_{N_C} \) in the two phases the chemical potentials of the electrically charged particles always remain different in the two phases in all cases Ia to Id.

2. Case II

In case II lepton number and baryon number are conserved globally. The second equilibrium condition \( \mu^{k}_{N_L} = \mu^{k}_{N_L} \) from the global conservation of lepton number leads to the equality of the neutrino chemical potentials. Neutrinos are the only particles which can be exchanged between the two phases, if the baryon number, the electric charge and the proton fraction are kept constant in both phases.

Case Ia assumes locally fixed \( Y_p \) and local charge neutrality in addition. The same equilibrium condition as in case Ic in which \( Y_L \) is not conserved is obtained for the non-neutrino part of the EoS. Case Ic gives the same description of the non-neutrino EoS as case IIa. If one does not include the neutrinos in the thermodynamic description at all, the same condition as in Ic are found. Once more this shows explicitly that the non-neutrino EoS is independent of the neutrino contribution. As discussed before, the neutrinos can be calculated separately as long as \( Y_p \) is conserved and \( Y_L \) is not fixed locally. From this point of view, the non-neutrino EoSs of cases with fixed \( Y_p \) and globally conserved \( Y_L \) are equivalent to fixed \( Y_p \) and non-conserved \( Y_L \).

For the non-neutrino EoS \( G = 1 \), and the mixed phase without neutrinos can be calculated with the Maxwell construction. The mixed phase would disappear under the influence of gravity in a hydrostatic configuration. But the inclusion of neutrinos leads to an interesting effect on the mixed phase: The neutrino contribution is simply given by \( n_{\nu}(T, \mu_{\nu}) = (Y_L - Y_p)n_B \). Thus for increasing baryon density also the neutrino density has to
increase. Therefore the neutrino pressure is not constant across the phase transition, which is in agreement with our general result for $G = 2$. If the pressure is used as the continuously varying variable and is changed strictly monotonic (e.g. in a compact star), a mixed phase appears only because of the presence of neutrinos.

It is very interesting to see, that all cases with local charge neutrality in which $Y_p$ or $Y_L$ are conserved globally will lead to an extended mixed phase in a compact star. After the star has cooled to $T = 0$ and become completely deleptonized, $Y_p$ and $Y_L$ are no longer conserved, and case Ia will be reached. Consequently the mixed phase will disappear during the evolution of the star. We note that such a scenario has not been considered in the literature so far.

If we compare case IIa to case Ia, we see that the same fractions and charges are conserved. In both cases only the Maxwell construction is needed, but in case IIa the unphysical assumption of a locally fixed lepton fraction is not used. Thus case IIa should be preferred over case Ia.

We conclude that case IIa (or equivalently Ic for the non-neutrino EoS) is the most convenient scenario which leads for fixed $Y_p$ to the desired Maxwell construction of the system without neutrinos. All other cases with conserved proton fraction $Y_p$ involve more than one globally conserved charge for the non-neutrino EoS and the explicit evaluation of phase equilibrium is necessary. Because of the additional global conservation of the proton fraction, even with local charge neutrality a simple Maxwell construction is not possible for matter in supernovae or proto-neutron stars.

In case IIb $Y_p$ is no longer conserved, so that the separation of the neutrino EoS is not possible. The Gibbs construction has to be done with the inclusion of neutrinos. Case IIb is physically meaningful, as local charge neutrality is the only local conservation law.

### 3. Case III

The proton fraction is conserved globally in case III. The general equilibrium condition $\mu^I_{N_p} = \mu^II_{N_p}$ shown by case IIIa in tables II & III expresses that only a proton and an electron can be moved from one phase into the other, if at the same time a neutron and a neutrino are converted backwards. All other combinations of particles would change the local baryon number, the electric charge or the lepton fraction.

In case IIIa the neutrino EoS cannot be separated from the rest of the EoS, as the lepton fraction is conserved locally so that the Gibbs construction has to be performed. If one is only interested to achieve the Maxweillian case (without further reasoning why locally fixed $Y_L$ instead of locally fixed $Y_p$ is assumed), the easier case IIa can be applied instead.

Local charge neutrality is the only local conservation law in case IIIb, which is the proper description of a phase transition with sufficiently large surface tension between the two phases. The equilibrium conditions for the local baryon chemical potentials simplify compared to Ia, in which the proton fraction was fixed locally.

#### 4. Case IV

The non-neutrino constraints of case IV are equivalent to those of case IIIb. Case IV gives the correct description of locally charge neutral matter with neutrinos as part of the thermodynamic description.

#### 5. Case V

In case V local electric charge neutrality is not required any more, so that all charges are conserved globally. Eq. I applies now for all particles in the liquid-gas phase transition, and the chemical potentials of all particles become equal. For the hadron-quark phase transition the hadronic chemical potentials directly fix the quark chemical potentials and vice versa.

$Y_L$ and $Y_p$ are conserved globally in cases IV and V. Thus the equilibrium conditions remain the same if one or both of the fractions are no longer conserved. But every non-conserved fraction gives rise to two new stronger local constraints. They contain the information about the chemical equilibrium between the two phases with respect to this fraction used before, so that one of the equilibrium conditions in tables II & III becomes meaningless.

#### 6. Case 0

Finally, we want to discuss case 0 in which the phase transition is somewhat constructed by hand. In case 0, all state variables are fixed locally. No mixed phase has to be calculated, as also the baryon density is fixed locally: $n^I_B = n^II_B = n_B$. If conserved at all, the three conserved fractions are fixed locally, too. In case 0 there are no globally conserved charges so that no chemical equilibrium condition between the two phases is obtained. Thus, the two equations of state of the two phases can be calculated completely separately and the phase transition point is then set by one freely selectable condition.

Similarly to the Maxwell construction for the state variable $p$, the subvolumes of the two phases remain arbitrary at the transition point and are not constrained by the equilibrium conditions. Accordingly the extensive variables cannot be determined, too. On the other hand, the local intensive variables remain independent of the volumes of the two phases. Thus the chemical potentials of the locally conserved charges, the local pressure and the local temperature remain well-defined even without knowing the two subvolumes. The two phases can be
treated as independent single homogeneous phases with unknown volume.

If pressure equilibrium is taken as the criterion for the determination of the phase transition point (which in this case is not a consequence of the first and second law of thermodynamics any more) the two phases can only coexist at one special density $n_B^{\text{coex}}$ if the other state variables are kept constant. No extended mixed phase appears, and all thermodynamic quantities but the pressure and the chemical potentials of electrons for conserved $Y_e$ and neutrinos for conserved $Y_\nu$ change discontinuously across the phase transition. If electrons and neutrinos can be treated as ideal gases $\mu_e^I = \mu_e^{II}$ follows from the conservation of $Y_e$ and $\mu_\nu^I = \mu_\nu^{II}$ from the conservation of $Y_\nu$ and $Y_L$. If instead of the baryon number density the pressure is used as the continuous variable no mixed phase forms, either. At the transition point pressure and thermal equilibrium are established, but at least chemical equilibrium of the baryons is not. Most importantly, therefore the thermodynamic potential, the free energy $F = -pV + \sum_i N_i \mu_i$, behaves discontinuously. Because of the local constraints, the sum $\sum_i N_i$ will not be equal in the two phases. If the pressure is used instead of the volume as one of the state variables, the free enthalpy will also behave discontinuously when the transition point is crossed. Thus, the thermodynamic potential can also not be used to determine which of the two phases exists before and which one after the phase transition. The second law of thermodynamics is violated and thus some other additional criterion has to be considered for that.

Besides pressure equilibrium every other possible coexistence condition can be applied. The conclusions remain the same, and in general all the conditions will lead to a discontinuous thermodynamic potential.

Instead one can use the continuity of the corresponding thermodynamic potential (the free energy $F$ for $(T, V, C_V)$, the free enthalpy $G$ for $(T, p, C_p)$) as the phase coexistence criterion. At the point where the two potentials are equal the phase transition occurs. Before and after the phase transition only the phase with the lower potential is present. However, with this choice the pressure (and all other thermodynamic quantities but the state variables) will behave discontinuously.

We note that case 0 with fixed $Y_e$ would imply for the liquid-gas phase transition, that actually no phase transition occurs, because the same particles appear with equal densities in the two phases. Case 0 is only relevant if some internal degrees of freedom remain which can be different in the two phases.

**D. EoS in $(S/N_B, p, Y_L, n_C)$**

Apart from numerical simulations, the EoS is usually calculated for the state variables $(S/N_B, p, Y_L, n_C)$. Such an EoS can be used directly for the description of typical representative configurations of proto-neutron stars which are characterized by a constant lepton to baryon ratio in a first approximation.

Because the pressure is chosen to be the independent continuously changing variable, there exist only two possibilities: Either the phase transition occurs only at one single pressure $p^{\text{coex}}$, or a mixed phase of the two phases forms over an extended range in pressure. In the first case no mixed phase needs to be calculated. If thermal and mechanical equilibrium are required, the direct phase transition point can be found where the temperatures of the two phases become equal $T^I = T^{II}$, with locally fixed $S/N_B^I = S/N_B^{II} = S/N_B$, $p^I = p^{II} = p$, $Y_L^I = Y_L^{II} = Y_L$, $n_C^I = n_C^{II} = n_C$ and (arbitrary) globally conserved baryon number $N_B$ which can be shared by the two phases. Pressure equilibrium is automatically given, as the pressure is one of the state variables which is set to equal values in the two phases.

This case is the adiabatic equivalence to case 0 of the isothermal phase transitions, in which all state variables but the volume were fixed locally. Here temperature equilibrium is chosen as the constraint which determines the coexistence point. Even though thermal equilibrium is enforced, the thermodynamic potential, which is the enthalpy $H = TS + \sum_i N_i \mu_i$, will change discontinuously at the transition point. In contrast in the Maxwell construction of an isothermal phase transition the coexistence pressure is determined by the proper equilibrium conditions of the chemical potentials. We showed that this is equivalent to a continuous thermodynamic potential.

There exists nothing similar for an adiabatic process to the isothermal case Ia, which allows an easy construction of the non-neutrino mixed phase but leads to a second order phase transition with the inclusion of neutrinos. As explained before, the non-neutrino part of the EoS depends on the neutrino fraction as soon as $Y_\nu^I$ is not conserved any more. Thus it is not possible to construct the non-neutrino mixed phase by means of an equal pressure Maxwell construction and treat the neutrinos independently. In the adiabatic case, in all scenarios (except for the direct phase transitions) the Gibbs construction has to be used and the mixed phase has to be calculated explicitly with the contribution of the neutrinos.

The only physical meaningful local constraint is local charge neutrality, corresponding to the case of a large surface energy between the two phases. Globally conserved $(S/N_B, Y_L)$ is equivalent to globally conserved $(S, N_B, N_L)$ for constant (arbitrary) baryon number $N_B$. Thus the conditions for chemical equilibrium are the same as in case Iib. As $Y_\nu$ is not conserved, weak equilibrium is established in the two phases. Only neutrinos and neutrons can be exchanged independently between the two phases in the liquid-gas phase transition. For the hadron-quark phase transition two down and one up quark can be converted into a neutron.

The possibility of a locally charge neutral extended mixed phase does not exist for cold deleptonized neutron stars. So far such a kind of a mixed phase was not studied.
in the literature. We will analyze the properties of this new mixed phase and examine its disappearance during the cooling of the neutron star in a forthcoming separate study [51].

If local charge neutrality is lifted, no local charges exist any more, and chemical equilibrium is expressed by case V, with weak equilibrium in the two phases in addition. For the liquid-gas phase transition the chemical potentials of all particles are equal in the two phases.

Because of the stronger constraint of local charge neutrality, one can expect that the locally charge neutral mixed phase will extend over a smaller range in pressure. In both cases the appearance of the mixed phase assures that all thermodynamic variables are well defined and the first derivatives of the thermodynamic potential change continuously with the pressure.

E. Strange Matter

In strange quark matter, in addition to the up and down quarks, \( N_s \) strange quarks are part of the thermodynamic system. In principle, strange quarks carry the additional quantum number of strangeness. There exist two possibilities to handle this additional quantum number: First, one can use the total strangeness of the system indeed as an additional conserved charge. If strangeness is not taken to be identical to zero, it is necessary to calculate the EoS for all possible strangeness fractions \( Y_S = N_S/N_B \). The strangeness chemical potential \( \mu_{N_S} \) would appear in addition to the chemical potentials of the other conserved charges. This approach was e.g. used in Ref. [52] to describe strangeness separation in heavy ion collisions. In this early work for the first time the strangeness, leading to the phase transition of a multi-component body. Here we will not discuss the scenario of conserved strangeness any further but will leave it for future discussion.

Second, there exists a simpler and more commonly used description of strange matter, by assuming equilibrium with respect to strangeness changing reactions, i.e. strangeness is not conserved, so that \( \mu_{N_S} = 0 \). In this case the quantum numbers of the strange quark are identical to the ones of the down quark, so that \( \mu_d = \mu_s \) because of eq. (30). Then all results presented for two-flavor quark matter in this article can also be applied to strange quark matter, with the baryon number given by \( N_B = 1/3(N_u + N_d + N_s) \) and the electric charge number by \( N_C = 1/3(2N_u - N_d - N_s) - e \).

The only subtlety arises when \( Y_p \) is conserved. First of all it is necessary to reconsider the meaning of \( Y_p \) for strange matter. One possibility would be to interpret \( Y_p \) as the net electric charge carried by baryons, \( N_p = 1/3(2N_u - N_d) \), so that \( N_p = N_s \) still gives charge neutrality. In combination with baryon number conservation, the conservation of \( Y_p \) leads then to a fixed number of up quarks, but only the sum of down and strange quarks is fixed, i.e. reactions which change down into strange quarks are still in equilibrium. Thus it would be necessary to assume that these reactions happen on a much shorter timescale than reactions which change the number of up quarks (semi-leptonic reactions).

The argumentation followed in Ref. [35] is a different one. The EoS of state is calculated for fixed \( Y_p \). But within the application in a core-collapse supernova, quark matter appears only at such large densities and temperatures, that neutrinos are completely trapped and weak equilibrium is established. Hence \( Y_p \) is actually not conserved but only \( Y_L \) remains approximately constant. Within the numerical simulation for a given \( Y_L \) the proper \( Y_p \) is determined. Under these conditions, weak equilibrium is a reasonable assumption and it is not necessary to argument with the different timescales of the different reactions.

The whole discussion of this subsection applies also for hyperonic matter, i.e. hadronic matter with strangeness, and the conclusions are analog.

V. SUMMARY & CONCLUSIONS

In section 111 we derived the chemical equilibrium conditions for the chemical potentials of the particles. We used a formulation, in which the two local parts \( C_{0}^{k} \) of the two phases \( k = I, II \) of the conserved charge \( C_{0} = C_{0}^{I} + C_{0}^{II} \) and the local charge fractions \( Y_{C}^{k} = C_{k}^{C}/C_{0}^{k} \) of the conserved charges \( C \equiv C_{C}^{I} + C_{C}^{II} \) were chosen to be the independent degrees of freedom. Finally in eqs. (20), the chemical potentials of the particles were expressed by the chemical potentials of these degrees of freedom. We selected this special set of state variables because it can be used for all additional local constraints which are considered in this article: locally fixed fractions with equal values in the two phases, or local charge densities which are zero (e.g. local charge neutrality). From this general formulation we continued with a particular set of local and global conservation laws and showed that the local chemical potentials of globally conserved charges without local constraints become equal, see eqs. (25) & (26).

I.e. if no local constraint exists for a charge, chemical equilibrium with respect to this charge is established. In eq. (32) it became apparent, that \( \mu_{0} C_{0} \) (where \( \mu_{0} \) is the chemical potential of the charge \( C_{0} \)) is equivalent to the Gibbs potential.

With these results we showed in section 111 that the qualitative properties of the phase transition only depend on the number of globally conserved charges \( G \) and that they are independent of locally fixed fractions. In case there is only one globally conserved charge, \( G = 1 \), the simple Maxwell construction can be used for the calculation of the mixed phase. The mixed phase will vanish in a static configuration under the influence of gravity, leading to a discontinuous phase transition with a continuous thermodynamic potential. If there is more than
one globally conserved charge, $G \geq 2$, the Gibbs construction applies and every point inside the mixed phase has to be calculated explicitly. An extended mixed phase always forms, leading to a second order phase transition. The assumption of additional local constraints allows to achieve the Maxwell construction, if all the charge fractions are fixed locally. However, this does not work for an adiabatic phase transition, as the temperature has to vary with the density to keep the entropy constant.

We applied these general findings to phase transitions in typical astrophysical systems in section IV. We considered the liquid-gas phase transition and the transition from hadronic to quark matter at high densities. It was shown that the results for up and down quark matter are the same as for strange quark matter with $\mu_d = \mu_s$ if equilibrium with respect to strangeness changing reactions is assumed. First we focused on single phases, and derived that the equilibrium condition with a non-conserved fraction is given by setting the corresponding chemical potential to zero. The well known weak equilibrium conditions (eqs. (45) & (46)) are found if the proton fraction is not conserved, and the conditions for beta equilibrium (eqs. (47) & (48)) if both the lepton and the proton fraction are not conserved. If the lepton fraction is not conserved $\mu_L = \mu_L^{\nu} = 0$, if neutrinos are included in the thermodynamic system. Furthermore it was shown that the neutrino EoS is independent of the rest of the matter as long as $Y_p$ is conserved and $Y_L$ is not fixed locally.

For mixed phases it is crucial whether a local or a global conservation law is applied. We argued that local charge neutrality might give a better description of mixed phases, if the typical size of the structures is larger than the Debye screening length, due to a large surface tension between the two phases. Instead there is no physical motivation for a locally fixed proton or lepton fraction, as no long range force is associated with these charges. However, we used these assumptions to reduce the number of globally conserved charges.

We classified the equilibrium conditions between the two phases for all relevant cases (see tables II & III). All of them were derived by applying the procedure described in section IV. If a charge is conserved only globally its chemical potentials become equal in the two phases. For this we used the results from table II which expresses the chemical potentials of the conserved charges in terms of the chemical potentials of the particles, if all of the fractions are fixed locally. If $Y_p$ or $Y_L$ and $Y_L$ are no longer conserved, this is a global constraint leading to weak- or beta-equilibrium in both of the two phases. The case Id, in which $Y_p$ and $Y_L$ are not conserved, gives the well known Maxwell construction for cold-deleptonized neutron stars.

Next, we discussed all the different cases. For fixed $Y_p$ case IIA was most interesting, as it allowed to use the Maxwell construction for the non-neutrino EoS with locally fixed $Y_p$ as the only additional local constraint in addition to local charge neutrality. With the inclusions of neutrinos and globally fixed $Y_L$, an extended mixed phase will form, causing a second order phase transition. The non-neutrino part of case IIA was equivalent to case Ic. Compared to case Ia, case IIA should be used preferably, as the Maxwell construction is achieved without the assumption of a locally fixed lepton fraction. Case IIIa is also based on a locally fixed lepton fraction, but still requires the Gibbs construction. If the Maxwell construction is not necessary, case IIIb and IV show the equilibrium conditions for local charge neutrality. In case V no local constraints are applied, resulting in the equality of the chemical potentials of identical particles in the two phases.

For non-conserved $Y_p$ nothing analogous to case IIA does exist, as the non-neutrino part becomes dependent on the neutrino contribution. Either one assumes a locally fixed lepton fraction (case Ib) or the Gibbs construction has to be used. The only physical meaningful local constraint in the latter case is local charge neutrality (case IIb). The same is true for an adiabatic phase transition in which no Maxwell construction can be achieved at all.

The possibility of a direct phase transition always exists, by fixing all the state variables locally so that no mixed phase has to be calculated at all. However this is contradictory to the second law of thermodynamics as the thermodynamic potential changes discontinuously.

It would be interesting to study the quantitative properties of the mixed phase and the phase transition by applying the general conditions found in the present article to specific equations of state for hadronic and quark matter and to analyze the consequences for the proto-neutron stars’ evolution during the cooling process and its stability. Another promising investigation would be the implications of the different assumptions for the mixed phase in the dynamical environment of a supernova, as done e.g. in [8].

The unphysical assumptions of locally fixed fractions have to be seen as a tool to construct a mixed phase in a thermodynamic consistent way, without the need of complicated calculations of the mixed phase. So far, the necessary conditions for the Maxwell construction were not derived explicitly in the literature.

The assumption of local charge neutrality is instead physical meaningful and represents a simple way to simulate strong Coulomb forces, without the need to include finite-size and Coulomb effects. Yet, local charge neutral mixed phases have not been analyzed in a lepton-rich, hot environment for the quark-hadron phase transition. Such locally charge neutral structures can grow almost arbitrary in size. One can expect significant changes of dynamical properties like the neutrino emissivities and opacities or the thermal conductivity. Furthermore local charge neutrality has an interesting effect on the evolution of the mixed phase itself. As long as $Y_p$ or $Y_L$ are conserved at least two globally conserved charges exist and a mixed phase is present. After the deleptonization, finally only $N_B$ will remain as a globally conserved
of flavor conservation. The authors assume locally fixed terms to determine the phase transition point under the assumption of equilibrium conditions denoted by case Ia in the calculation of the nucleation. E.g. in Ref. [47] in addition to global conservation of baryon number the global conservation of isospin was considered. The recent investigation [47] indicates, that also strangeness fluctuations and separation could lead to interesting effects. However, in contrast to the case of compact stars, the typical hydrocells in a heavy ion collision are usually very small of order 0.1 fm. Thus it might be questionable to use an EoS which includes a mixed phase for the hydrodynamic description. We note that only such globally conserved charges are relevant degrees of freedom, which are actually accessible by the system.
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