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Abstract

To effectively exploit the potential of large-scale models, various pre-training strategies supported by massive data from different sources are proposed, including supervised pre-training, weakly-supervised pre-training, and self-supervised pre-training. It has been proved that combining multiple pre-training strategies and data from various modalities/sources can greatly boost the training of large-scale models. However, current works adopt a multi-stage pre-training system, where the complex pipeline may increase the uncertainty and instability of the pre-training. It is thus desirable that these strategies can be integrated in a single-stage manner. In this paper, we first propose a general multi-modal mutual information formula as a unified optimization target and demonstrate that all mainstream approaches are special cases of our framework. Under this unified perspective, we propose an all-in-one single-stage pre-training approach, named Maximizing Multi-modal Mutual Information Pre-training (M3I Pre-training). Our approach achieves better performance than previous pre-training methods on various vision benchmarks, including ImageNet classification, COCO object detection, LVIS long-tailed object detection, and ADE20k semantic segmentation. Notably, we successfully pre-train a billion-level parameter image backbone and achieve state-of-the-art performance on various benchmarks under public data setting. Code shall be released at https://github.com/OpenGVLab/M3I-Pretraining.

1. Introduction

In recent years, large-scale pre-trained models\textsuperscript{[5, 13, 27, 30, 37, 55, 65, 91]} have swept a variety of computer vision tasks with their strong performance. To adequately train large models with billions of parameters, researchers design various annotation-free self-training tasks and obtain sufficiently large amounts of data from various modalities and sources. In general, existing large-scale pre-training strategies are mainly divided into three types: supervised learn-
ing [20, 65] on pseudo-labeled data (e.g., JFT-300M [85]), weakly supervised learning [37, 55] on web crawling images text pairs (e.g., LAION-400M [56]), and self-supervised learning [5, 13, 27, 30, 91] on unlabeled images. Supported by massive data, all these strategies have their own advantages and have been proven to be effective for large models of different tasks. In pursuit of stronger representations of large models, some recent approaches [47, 78, 81] combine the advantages of these strategies by directly using different proxy tasks at different stages, significantly pushing the performance boundaries of various vision tasks.

Nevertheless, the pipeline of these multi-stage pre-training approaches is complex and fragile, which may lead to uncertainty and catastrophic forgetting issues. Specifically, the final performance is only available after completing the entire multi-stage pre-training pipeline. Due to the lack of effective training monitors in the intermediate stages, it is difficult to locate the problem training stage when the final performance is poor. To eliminate this dilemma, it is urgent to develop a single-stage pre-training framework that can take advantage of various supervision signals. It is natural to raise the following question: Is it possible to design an all-in-one pre-training method to have all the desired representational properties?

To this end, we first point out that different single-stage pre-training methods share a unified design principle through a generic pre-training theoretical framework. We further extend this framework to a multi-input multi-target setting so that different pre-training methods can be integrated systematically. In this way, we propose a novel single-stage pre-training method, termed M3I Pre-training, that all desired representational properties are combined in a unified framework and trained together in a single stage.

Specifically, we first introduce a generic pre-training theoretical framework that can be instantiated to cover existing mainstream pre-training methods. This framework aims to maximize the mutual information between input representation and target representation, which can be further derived into a prediction term with a regularization term. (1) The prediction term reconstructs training targets from the network inputs, which is equivalent to existing well-known pre-training losses by choosing proper forms for the predicted distribution. (2) The regularization term requires the distribution of the target to maintain high entropy to prevent collapse, which is usually implemented implicitly through negative samples or stop-gradient operation. As shown in Fig. 1, by adopting different forms of input-target paired data and their representations, our framework can include existing pre-training approaches and provide possible directions to design an all-in-one pre-training method.

To meet the requirement of large-scale pre-training with various data sources, we further extend our framework to the multi-input multi-target setting, with which we show that multi-task pre-training methods are optimizing a lower bound of the mutual information. In addition, we mix two masked views from two different images as the input. The representation of one image is used to reconstruct the same view, while the other image is used to reconstruct a different augmented view. Both representations will predict their corresponding annotated category or paired texts. In this way, we propose a novel pre-training approach, called M3I Pre-training, which can effectively combine the merits of supervised/weakly-supervised/self-supervised pre-training and enables large-scale vision foundation models to benefit from multi-modal/source large-scale data. Our contributions can be summarized as follows:

- We theoretically demonstrate all existing mainstream pre-training methods share a common optimization objective, i.e., maximizing the mutual information between input and target representation. We also show how to instantiate our framework as distinct pre-training methods.
- We propose a novel single-stage pre-training approach called M3I Pre-training to gather the benefit of various pre-training supervision signals, via extending our mutual information pre-training framework to a multi-input multi-target setting.
- Comprehensive experiments demonstrate the effectiveness of our approach. We successfully pre-train InterImage-H [79], a model with billion-level parameters, and set a new record on basic detection and segmentation tasks, i.e., 65.4 box AP on COCO test-dev [46], 62.9 mIoU on ADE20K [98].

2. Related Work

Supervised Pre-training (SP) has been the mainstream over a long period of time [9, 11, 24, 26, 32, 48, 49]. Most works adopt image classification on ImageNet [21] as the pre-training task, for both ConvNets [32, 49, 65, 86] and Transformers [24, 48, 72]. SP has benefited many downstream tasks, including object detection [9, 26], semantic segmentation [11, 83], and video recognition [8]. Some works have also explored the scaling properties of pre-training datasets [24, 92] and image backbones [1, 92]. Moreover, SP shows that mixing two inputs [90, 94] is critical for improving accuracy [72, 73], which is rarely explored in other pre-training paradigms. Our proposed framework includes SP as a special case. M3I Pre-training can thus preserve the advantage of it in an all-in-one pre-training and surpass its performances on downstream tasks.

Self-supervised Pre-training (SSP) becomes popular in recent years [36, 93]. It does not require annotations, and thus enables the usage of large-scale unlabeled data. SSP can be divided into two kinds of methods: Intra-view tasks create input and target from the same view, which includes
auto-encoder [34, 76], global/dense distillation [33, 81] and masked image modeling (MIM) [4, 5, 14, 30, 87]. On the contrary, inter-view tasks adopt different augmented views as input and target, such as dense/global instance discrimination [53, 82] and siamese image modeling [67]. Instance discrimination contains several sub-frameworks, including contrastive learning [13, 31, 80, 84], asymmetric networks [15, 27] and feature decorrelation [6, 91], which are found of similar mechanism [66, 70]. Some SSP methods have displayed great potential by surpassing SP on downstream tasks by a large margin [13, 30, 31]. MIM has also found of similar mechanism [66, 70]. Some SSP methods have also adopted multiple targets for the main task, such as dense/global instance discrimination [31, 64], feature decorrelation [6, 91], which are mainly focused on learning general representations for visual-linguistic understanding. Recently CLIP [55] and ALIGN [37] demonstrated the effectiveness of image-text pre-training in image recognition. They propose to learn the aligned visual-linguistic representations and achieve impressive image classification accuracy in a zero-shot manner. In our framework, WSP is shown to be a special instance. M3I Pre-training leverages the power of WSP to achieve a new height on various downstream tasks.

**Multi-task Pre-training** adopts multiple targets for the same input. This kind of method usually combines text target from WSP and image target from SSP [23, 52, 59, 89]. Some works have also explored using both category targets from SP and image targets from SSP [39, 44]. Another works [77, 96] aim at unifying visual-linguistic understanding tasks and image perception tasks. Multi-task pre-training fits well into our framework with the multi-input multi-task extension. Compared with previous works, our method can be successfully applied to large-scale models and displays superior results.

**Multi-stage Pre-training** instead adopts stage-wise pre-training, which focuses on one pre-training target in each stage and reuses the model in the next stage [54, 78, 81]. Multi-stage pre-training also follows the mutual information objective in each stage. However, multi-stage pre-training suffers from a complex pipeline that may increase uncertainty and instability. On the contrary, M3I Pre-training combines different supervision signals in a single stage that avoids the problems of multi-stage pre-training.

### 3. Method

#### 3.1. Mutual Information for Generic Pre-training

The goal of pre-training is to learn representations that can well represent the training samples. Suppose the training sample is $s$, where $s$ could be image-category pair (supervised), image-text pair (weakly-supervised), or image only (self-supervised). The input training data $x$ and target training data $y$ are extracted from $s$ by some transform operations $(t_x, t_y)$, i.e., $x = t_x(s), y = t_y(s)$. The transform operations $t$ is typically data-irrelevant, e.g., “apply image augmentation”, “get annotated category” or “get paired text”. In vision-centric pre-training, the input data $x$ is usually an augmented image, while the target data $y$ is either the annotated category, the paired text, or also an augmented image. $z_x$ and $z_y$ denote the encoded representation for input and target, respectively. Then, the desired pre-training objective can be described as maximizing the conditional mutual information between $z_x$ and $z_y$ given $t_x$ and $t_y$ as (see Appendix for derivation):

$$I(z_x; z_y | t_x, t_y) = \underset{f_{\theta}}{\text{sup}} \underset{p_{\phi}(z_{\theta} | t_{\psi})}{\mathbb{E}} [H(p(z_{\theta} | t_{\psi}) | p(z_{\phi} | z_x, t_x, t_y))] - \mathbb{E}_{p(s, t_x, t_y)} [H(p(z_{\theta} | t_{\psi}) | p(z_{\phi} | z_x, t_x, t_y))]$$

(1)

where the first term requires high entropy of the target representation, which avoids collapse. The second term requires the posterior distribution $p(z_y | z_x, t_x, t_y)$ to be close to the target distribution $p(z_y | y)$.

In practice, deterministic neural networks are used for encoding the input representation $z_x$ and target representation $z_y$. On the other hand, the posterior distribution $p(z_y | z_x, t_x, t_y)$ is usually intractable. To alleviate this issue, a common practice is introducing another parameterized distribution $p_{\phi}(z_y | z_x, t_x, t_y)$ as an approximation. Then, Eq. (1) becomes (see Appendix for derivation):

$$z_x = f_\theta(x), \quad z_y = f_\theta(y) \quad \text{(parameterized representation)},$$

$$z_x = f_\theta(z_x, t_x, t_y) \quad \text{prediction of $z_x$ given $z_y$},$$

$$p_{\phi}(z_y | z_x, t_x, t_y) = \hat{P}(z_y | \hat{z}_y) \quad \text{(approximated distribution)},$$

$$I(z_x; z_y | t_x, t_y) = \underset{f_{\theta}}{\text{sup}} \underset{p_{\phi}(z_{\theta} | t_{\psi})}{\mathbb{E}} [H(p(z_{\theta} | t_{\psi}) | p(z_{\phi} | z_x, t_x, t_y))] - \mathbb{E}_{p(s, t_x, t_y)} [H(p(z_{\theta} | t_{\psi}) | p(z_{\phi} | z_x, t_x, t_y))]$$

(2)
where \( \hat{P} \) is the approximated posterior distribution of \( z_y \) given the prediction of \( \hat{z}_y \), \( \theta \), \( \phi \), and \( \psi \) are learnable parameters of input encoder, target encoder, and input-to-target decoder, respectively. When \( z_y \) is continuous and deterministic given \( y \), the regularization term becomes intractable [7, 71]. Different mechanisms would be incorporated to avoid representation collapse (see Sec 3.2). Then, to maximize the mutual information in Eq. (2), the training loss can be derived as:

\[
\min_{\theta, \phi, \psi} \mathbb{E}_{p(s, t_x, t_y)} \left[ L(s, t_x, t_y; \theta, \phi, \psi) = - \log \hat{P}(z_y(s) \mid \hat{z}_y(\theta, \psi)) \right],
\]

s.t. non-collapse representation of \( z_y \).

(3)

Different form of \( \hat{P} \) results in different loss, e.g., Gaussian and Boltzmann distributions corresponding to L2-norm and Softmax cross-entropy losses, respectively:

\[
\hat{P}(z_y \mid \hat{z}_y) \sim \mathcal{N}(\hat{z}_y, \sigma^2 I) \quad \text{(Gaussian distribution)}
\]

\[
\Rightarrow L = - \log \hat{P}(z_y \mid \hat{z}_y) = \frac{1}{2} \sigma^2 \| z_y - \hat{z}_y \|^2 + C,
\]

\[
\hat{P}(z_y \mid \hat{z}_y) \propto \exp(z_y^T z_y / \tau) \quad \text{(Boltzmann distribution)}
\]

\[
\Rightarrow L = - \log \hat{P}(z_y \mid \hat{z}_y) = - \log \frac{\exp(z_y^T z_y / \tau)}{\sum_{z_y} \exp(z_y^T z_y / \tau)},
\]

where \( \sigma \) and \( \tau \) are the hyper-parameters of Gaussian and Boltzmann distributions, respectively. \( C \) is a constant that can be ignored. \( z_y \) iterates over all possible target representations \( \{ f_\phi(y) \mid y = t_y(s) \in D_{\text{train}} \} \).

Eq. (3) is a generic pre-training loss that can be instantiated into different pre-training paradigms, including supervised, weakly-supervised, and self-supervised pre-training. Tab. 5 in Appendix demonstrate the actual implementation of mainstream pre-training methods, which incorporates different mechanisms to avoid representation collapse.

### 3.2 Connection with Existing Pre-training Methods

**Supervised Pre-training (SP)** usually adopts Image Classification (IC) as the pre-training task. It takes an augmented image \( I \) as input data and the corresponding annotated category \( C \) as the target data. The input representation is \( z_x = f_\theta(I) \), while the target representation is the category embedding (e.g., linear classification weight) \( z_y = f_\phi(C) \). The classifier predicts the category based on \( z_x \) as \( \hat{z}_y = f_\phi(z_x) \). Thus, the pre-training objective is to maximize \( I(f_\theta(I) ; f_\phi(C)) \), and the SP loss can be derived as minimizing \( L = - \log \hat{P}(f_\phi(C) \mid f_\psi \circ f_\theta(I)) \).

\[
\max I(f_\theta(I) ; f_\phi(C))
\]

\[
\Rightarrow \min L = - \log \hat{P}(f_\phi(C) \mid f_\psi \circ f_\theta(I)),
\]

where \( \hat{P} \) is typically Boltzmann distribution (i.e., Softmax cross-entropy loss). This distribution contains negative categories and naturally prevents collapse. As a mainstream pre-training framework, SP has been proven to be helpful on many downstream tasks over a long period of time [9, 11, 26, 83]. It learns from clean human-annotated data. This helps the model to develop common semantics and converge faster on downstream tasks.

**Weakly-supervised Pre-training (WSP)** usually adopts Contrastive Language-Image Pre-training (CLIP) [37, 55] as the pre-training task. It takes an augmented image \( I \) as input, and the corresponding paired text \( T \) as targets. Similar to supervised learning, the pre-training objective is

\[
\max I(f_\theta(I) ; f_\phi(T))
\]

\[
\Rightarrow \min L = - \log \hat{P}(f_\phi(T) \mid f_\psi \circ f_\theta(I)),
\]

where \( \hat{P} \) is also Boltzmann distribution, which contains negative samples to prevent the collapse. WSP is able to exploit the massive image-text pairs from the Internet. With the help of image-text alignment, it not only enables many possible new tasks, e.g., open-vocabulary recognition [28, 55], but also greatly boosts the performances of classification and detection tasks in long-tail scenario [69].

**Self-supervised Pre-training (SSP)** learns representation using images only. Given a sampled training image \( I \), the input data is an augmented view of this image \( \tilde{I}_x = t_x(I) \), the target data is another augmented view \( \tilde{I}_y = t_y(I) \). The pre-training objective is derived from Eq. (3) as

\[
\max I(f_\theta(\tilde{I}_x) ; f_\phi(\tilde{I}_y))
\]

\[
\Rightarrow \min L = - \log \hat{P} \left( f_\phi(\tilde{I}_y) \mid f_\psi(f_\theta(\tilde{I}_x), t_x, t_y) \right),
\]

where \( t_x \) and \( t_y \) are the input and target augmentations on the sampled image, respectively. Depending on different methods, the target encoder \( f_\phi \) could be identity, shared with \( f_\theta \) or the Exponential Moving Average (EMA) of \( f_\theta \). \( \hat{P} \) is usually Boltzmann or Gaussian distribution. When \( \hat{P} \) is Boltzmann (i.e., Softmax cross-entropy loss), it aims to differentiate \( z_y \) from different training data. When \( \hat{P} \) is Gaussian (i.e., L2-norm loss), it fits the value of \( z_y \). To prevent collapse, “stop-gradient” [27], feature-decorrelation [91] and negative samples [13] are considered.

As Tab. 5 illustrated, different choices of data transform operations \( t_x, t_y \) and target representation type \( z_y \) result in different pre-training tasks: (1) For \( t_x, t_y \), they could be either the the same view (e.g., auto-encoder) or different views (e.g., instance discrimination [13, 27, 91]). \( t_x \) could also incorporate an additional mask operation (e.g., masked image modeling [5, 30]). (2) For \( z_y \), its representation type could be from \{dense pixels, dense feature, global feature\}.

The advantage of SSP methods is that they can utilize large-scale unlabelled data, which facilitates the development of large models. Some SSP methods can already surpass SP on downstream tasks [5, 30, 31]. Notably, MIM [5, 30] demonstrates great dense localization ability, while SiameseIM [67] can exhibit semantic alignment and spatial sensitivity at the same time.
3.3. Multi-input Multi-target Pre-training

Different pre-training tasks possess their own strengths. We would like to maintain all these properties in one pre-training approach. For this purpose, we extend our framework to a multi-input multi-target setting.

Suppose the set of $N$ multiple inputs and $M$ multiple targets are $X = \{x_i\}_{i=1}^N$ and $Y = \{y_k\}_{k=1}^M$, respectively. We use $t_x$ and $t_y$ to indicate the sets of transforms of inputs and targets. In practice, most methods choose to optimize the objectives of different types of targets separately. In this case, we can split the targets $Y$ into $K$ non-overlapping groups and encode different groups independently as $Y_k \cap Y_{k'} = \emptyset, \forall k \neq k'$. With this modification, we show that the mutual information in Eq. (2) can be bounded by (see Appendix for derivation):

$$ I(z_s \mid x) \geq \sum_{y \in Y} P(y) \inf_{p(z_s \mid x, y)} I(z_s \mid x, y) $$

where $k$ is the group index, $M_k$ is the number of targets in $k^{th}$ group, and $\hat{P}_k$ is the approximated distribution for each target group. Each prediction term corresponds to the objective of a target group. This implies that optimizing target objectives independently is equivalent to optimizing a lower bound of the mutual information.

**Multi-input Pre-training** ($N = M$) uses multiple inputs with one target for each input $X = \{x_i\}_{i=1}^N, Y = \{y_k\}_{k=1}^M$,

where $y_k$ is the corresponding sampled target of $x_i$. multi-input pre-training is widely used in supervised pre-training (typically $N = 2$), where different images are mixed through Mixup [94] or CutMix [90]. It has proven to be critical for improving accuracy and providing a more stable generalization ability. However, in other pre-training paradigms, a single input is usually adopted. The lack of multiple inputs may hinder better model performance, and also lead to inconsistency between different pre-training paradigms, which hampers the pre-training combination.

**Multi-target Pre-training** ($N = 1$) only uses multiple targets for the same input as $X = x, Y = \{y_k\}_{k=1}^M$.

Some previous works have explored the use of multiple targets [39, 44, 59, 89]. One line of research tries to combine weakly-supervised pre-training with specific forms of self-supervised pre-training, such as MaskCLIP [23] and FLAVA [59]. Another line studies the combination of supervised pre-training and self-supervised pre-training, such as SupCon [39] or SupMAE [44]. These methods display the effectiveness of multiple targets.

---

**Figure 2. Overview of M3I Pre-training.** We mix two views from different images as the inputs. The first image needs to predict the same image view, while the other image needs to predict a different augmented view. Both images need to predict their annotated category or paired text. When predicting image targets, we add position embeddings to decoder inputs so that "<mask>" tokens can be matched with target patches. Following [67], position embeddings are computed with respect to the left top origin of the input views.
3.4. M3I Pre-training

With the help of our mutual information framework, we are able to systematically integrate different pre-trainings into a whole, which we name as M3I Pre-training. It has two inputs and four targets, combining self-supervised and supervised / weakly-supervised pre-training as

\[ X = \{ \tilde{I}_{x_1}, \tilde{I}_{x_2} \}, \quad Y = \{ \tilde{I}_{y_1}, \tilde{I}_{y_2}, T_i, T_j \}, \]

where \( \tilde{I}_{x_1}, \tilde{I}_{x_2} \) are the augmented input views of two different sampled images \( I_i, I_j \) (in implementation, for a mini-batch of size \( N \), we randomly shuffle the indexes \( \{1, 2, ..., N\} \) to \( \{\sigma(1), \sigma(2), ..., \sigma(N)\} \) and set \( j = \sigma(i) \)). \( \tilde{I}_{y_1}, \tilde{I}_{y_2} \) are the corresponding augmented target views. \( T_i, T_j \) denotes the corresponding annotated category (supervised) or paired text (weakly-supervised) for each image.

**Input Encoder** \( f_0 \) first mixes the input views with a randomized binary mask \( m \) as \( \tilde{I}_{\text{mix}} = m \odot \tilde{I}_{x_1} + (1 - m) \odot \tilde{I}_{x_2} \), where \( \odot \) is the element-wise product, \( m \) shares the same shape as inputs. Then, the input representation is encoded by an image backbone (e.g., ViT [24]) as \( f_0(\tilde{I}_{\text{mix}}) \). In order to make this mix strategy compatible with existing pre-training tasks like Masked Image Modeling (MIM) and Image Classification (IC), we split the mask \( m \) into patches with \( p \times p \) size. All pixels in the same patch will be masked or unmasked together. For example, \( p = 16 \) is by default used for MIM [5,30]. Note that the widely used Mixup [94] and CutMix [90] are generally incompatible with MIM.

**Target Encoder** \( f_\theta \) is responsible for producing the target representations. For image targets \( \tilde{I}_{y_1}, \tilde{I}_{y_2} \), we use the momentum input image backbone as the encoder to generate dense target features. Note that for a mini-batch of \( N \) samples, we only need to forward target encoder \( N \) times (one for each target image \( \tilde{I}_{y_i} \)). For category targets (supervised) or text targets (weakly-supervised) \( T_i, T_j \), we use a category embedding or text backbone that is jointly trained during pre-training. Notice that because of the multiple inputs, we can adopt both intra-view and inter-view self-supervised predictions: the first image \( i \) is asked to predict the same view (i.e., \( \tilde{I}_{x_1} = \tilde{I}_{y_i} \)), and the other image \( j \) instead needs to predict a different augmented view (i.e., \( \tilde{I}_{x_j} \neq \tilde{I}_{y_j} \)).

**Input-to-Target Decoder** \( f_\phi \) predicts the target representations from the input. For simplicity, we use the separate loss form in Eq. (4) to predict each target separately. We adopt Transformer [74] layers to predict the dense representations for image targets, and an attention pooling layer [14] followed by a linear projection to predict the category embedding (supervised) or text embedding (weakly-supervised).

4. Experiment

**Implementation Details.** We utilize InternImage-H [79] as image encoder in Sec 4.1 for large-scale model pre-training and ViT-B/16 [24] as that in other experiments for ablative study and fair comparison. For image-text dataset (e.g., YFCC-15M [68]), a 12-layer Transformer (with the same network architecture as BERT-Base [22]) is utilized as text target encoder. For image classification dataset (e.g., ImageNet-1k [21]), we directly use the linear classifier weight as category embedding target. We employ 4-layer Transformer as decoder for image representation target, and Attention Pooling as that for category embedding or text global feature. Please see Appendix for detailed pre-training hyper-parameters.

4.1. Pre-training of 1B Image Backbone

**Settings.** We employ InternImage-H [79] (a ConvNet-based image backbone with 1B parameters) as image encoder. The network is pre-trained for 30 epochs on 427M public image-text pairs (LAION400M [56], YFCC-15M [38], CC12M [10]) and 15M public image-category pairs (ImageNet-22k [21]). We report the transfer performance on ImageNet [21], COCO [46], LVIS [29], and ADE20k [97] benchmarks.

**Results and Discussions.** As shown in Tab. 1, all previous large model pre-training approaches adopt a complicated multi-stage training pipeline. Instead, our M3I Pre-training is a simple yet effective single-stage pre-training paradigm. It achieves state-of-the-art performance on COCO object detection, LVIS long-tailed object detection, and ADE20k semantic segmentation. Very competitive performance is achieved on ImageNet classification. It validates the effectiveness of our approach. Besides, M3I Pre-training only employs public datasets and exhibits superior transfer performance while all other approaches include private datasets in their pre-training.

Different from SwinV2 [47], BEiT-3 [78] and FD [81], M3I Pre-training is an all-in-one single-stage training paradigm which brings the following advantages: 1) Simplicity. M3I Pre-training could make use of all available supervision signals and training data in a single-stage pre-training. In contrast, both [47, 78] incorporate redundant multi-stage pre-training pipelines. [47] uses the same training data in multiple pre-training stages but with different supervision signals. [78] picks the pre-trained model in the previous pre-training stage as the target network for the next pre-training stage. 2) Avoiding Catastrophic Forgetting. As shown in Tab. 1, [47, 78, 81] all consist of multiple pre-training stages. The networks are expected to learn different representational attributes in different pre-training stages. However, due to the existence of catastrophic forgetting [25], attributes learned in the previous pre-training stage may be forgotten in the next pre-training stage. Our M3I Pre-training naturally avoids the catastrophic forgetting issue by learning different representational attributes simultaneously in one-stage pre-training.
of image classification. Large-scale private data (WIT-400M [55] is used in [78], ImageNet-22k-ext [47] is used in [47,81]), which is strong correlated with the task.

M3I Pre-training also demonstrate very competitive classification performance with only public datasets, while all other methods utilize large-scale private data (WIT-400M [55] is used in [78], ImageNet-22k-ext [47] is used in [47,81]), which is strong correlated with the task of image classification. We also list previous best results on these tasks with only public training data for comparison. Results reference:

- MOAT [88], Group DETR v2 [12], GLIPv2 [96], Mask DINO [40].

### 4.2. Ablation Study

**Ablation Settings.** We utilize ViT-B/16 as the image backbone for the ablation study. The pre-training schedule is set to 400 epochs on ImageNet-1k. Different pre-training methods are evaluated by the transfer performance on ImageNet-1k classification, COCO detection, LVIS detection, and ADE20k segmentation. The fine-tuning schedule is 100 epochs for ImageNet-1k. For other datasets, fine-tuning with 25 epochs is adopted.

### Table 1. Comparision of M3I Pre-training with existing large model pre-training methods for visual recognition.

| Pre-training Method | ImageNet Top1 | COCO APbox | LVIS mIoU | ADE20k mIoU |
|---------------------|----------------|------------|-----------|-------------|
| Auto-Encoder        | 83.8           | 48.6       | 33.0      | 45.1        |
| Dense Distillation   | 83.3           | 47.4       | 31.2      | 40.1        |
| Novel View Synthesis| 83.7           | 50.3       | 36.6      | 48.7        |
| Siamese Image Modeling | 83.9       | 50.8       | 37.5      | 49.0        |

### Table 2. Ablation study on different self-supervised pre-training methods under our framework.

| Pre-training Method | Input | Target | APbox |
|---------------------|-------|--------|-------|
| Auto-Encoder        | view1 dense pixels | 77.5 | 0.0 |
| Dense Distillation   | view1 dense feature | 78.8 | 32.4 |
| Global Distillation  | view1 global feature | 77.1 | 27.9 |
| Masked Image Modeling | masked view1 dense pixels | 83.1 | 46.8 |
| Masked Image Modeling | masked view1 dense feature | 83.3 | 47.4 |
| Masked Image Modeling | masked view1 global feature | 83.2 | 47.5 |

### Table 3. Ablation study of multi-input multi-target pre-training.

| Pre-training Method | ImageNet Top1 | COCO APbox | LVIS mIoU | ADE20k mIoU |
|---------------------|----------------|------------|-----------|-------------|
| Image Classification | 81.8           | 46.6       | 33.0      | 45.1        |
| Best Intra-view SSP | 83.3           | 47.4       | 31.2      | 40.1        |
| Best Inter-view SSP | 83.7           | 49.8       | 35.2      | 47.7        |
| M3I Pre-training w/o mix | 83.7       | 50.3       | 36.6      | 48.7        |
| M3I Pre-training | 83.9           | 50.8       | 37.5      | 49.0        |
Ablation on Multi-input Multi-target Pre-training. After we have determined the best training setting for SSP with intra-view and inter-view, we can now combine different pre-training methods into an all-in-one approach with our multi-input multi-target framework. Tab. 3 demonstrates the comparison between M3I Pre-training and single-input single-target pre-training methods. Here we only consider pre-training on supervised pre-training for simplicity.

We first compare multi-target pre-training, i.e., M3I Pre-training w/o mix\(^1\), with single-input single-target pre-training methods. It’s shown that M3I Pre-training w/o mix can obtain superior or comparable results on all tasks, especially on LVIS (+1.4 points) and ADE20k (+1.0 points) benchmarks. We note that even though some pre-training methods may not perform well on some tasks, the combination is still effective to improve upon all single-input single-target methods. This is because different pre-training methods focus on different representational properties. For example, Image Classification pre-training brings better semantic information. This leads to higher results on LVIS and ADE20k datasets, where long-tail classes pose high demand for semantic understanding. Intra-view SSP instead excels on spatial sensitivity and delivers good performance on the COCO dataset. M3I Pre-training w/o mix demonstrates the benefits of these methods. Our final M3I Pre-training further adopts multiple inputs to better combine these pre-training methods. Experiments show that it achieves better performances on all tasks.

4.3. System-level Comparison with Other Methods

We compare M3I Pre-training with previous methods using the same ViT-B/16 \([24]\) image backbone in Tab. 4. We pre-train our model for 1600 epochs and finetune it for 100 epochs on ImageNet \([21]\), COCO \([46]\), LVIS \([29]\) and ADE20k \([97]\) datasets. We also report the results on ImageNet without finetuning and with the linear protocol. We further validate our method on YFCC-15M image-text dataset \([38]\). For a fair comparison, the pre-training iterations are kept the same with ImageNet pre-training.

Tab. 4 shows that different pre-training methods possess different advantages. SP learns semantic alignment well and can already deliver good performance on ImageNet without further finetuning. WSP can enable zero-shot transfer learning, which can not be achieved through other pre-training methods. SSP presents better localization ability and is vital for dense prediction tasks. M3I Pre-training is able to achieve comparable results with the best of previous methods on all these tasks. This indicates that M3I Pre-training can maintain all these desired properties through a single-stage pre-training.

5. Conclusion

Modern large-scale networks rely on combining different pre-training methods to effectively utilize massive data, which suffers from the multi-stage pre-training practice. To derive a single-stage pre-training, we proposed a generic pre-training framework that unifies mainstream pre-training approaches. We further extended the framework to a multi-input multi-target setting, which shows that previous multi-task pre-training methods are actually optimizing a lower bound of the mutual information. Finally, we proposed an all-in-one pre-training method, M3I Pre-training. M3I Pre-training surpasses previous pre-training methods in various transfer-learning settings.

Limitations. We focused on vision-centric pre-training. The proposed framework can be applied to other domains, like natural language processing or visual-linguistic tasks. We expect to explore other domains in future work.
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\(^1\)“w/o mix” combines Inter-view SSP with Image Classification.

| Task               | Metric       | SSP (intra-view) | SSP (inter-view) | ImageNet Pre-train | M3I (ImageNet) | YFCC Pre-train |
|--------------------|--------------|-------------------|-------------------|---------------------|----------------|---------------|
|                    | Top1 acc.    | ×                  | ×                  | 83.8 (DeiT-III)     | 83.3           | 73.6 (CLIP)   |
| ImageNet w/o Finetuning | Top1 acc.    | 79.5 (iBOT)       | 78.0 (SiameseIM)  | 83.8 (DeiT-III)     | 83.8           | 66.5 (CLIP)   |
| COCO               | Top1 acc.    | 84.2 (data2vec)   | 84.1 (SiameseIM)  | 83.8 (DeiT-III)     | 84.2           | 80.5 (CLIP)   |
| ADE20k             | Top1 acc.    | 51.6 (MAE)        | 52.1 (SiameseIM)  | 47.6 (Sup.)         | 52.2           | -             |
| LVIS               | AP\(^m\)     | 40.1 (MAE)        | 40.5 (SiameseIM)  | 37.2 (Sup.)         | 40.6           | -             |
|                   | AP\(^s\)     | 38.1 (MAE)        | 38.1 (SiameseIM)  | -                   | 38.2           | -             |
|                   | AP\(^s\)     | 50.0 (iBOT)       | 51.1 (SiameseIM)  | 49.3 (DeiT-III)     | 51.3           | -             |

\(^1\)“ImageNet w/o Fine-tuning” for weakly-supervised pre-training corresponds to the zero-shot transfer setting.

---

\(\times\) denotes do not apply.
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