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Abstract

This paper investigates incorporating quality knowledge sources developed by experts for the medical domain as well as syntactic information for classification of tweets into four different health oriented categories. We claim that resources such as the MeSH hierarchy and currently available parse information are effective extensions of moderately sized training datasets for various fine-grained tweet classification tasks of self-reported health issues.

1 Introduction

Social media are a ubiquitously accessible way to communicate and interact with others, making their users producers of Big Data at a fast rate. It is estimated that about 500M tweets are sent each day on Twitter which often contain information about opinions, trends, reviews, health, incidents, etc. This offers the possibility to gain insight into individuals’ behavior and general state in direct and unmitigated fashion (Rousidis et al., 2020).

Health applications based on social media are an active research area for outbreak management, disease surveillance (Charles-Smith et al., 2015), and pharmacovigilance (Golder et al., 2015). For instance, epidemiologists hope to mine social media to predict and monitor the likelihood and possible severity of outbreaks in a timely fashion. Systems that support this type of research have to make predictions from incomplete data of varying quality.

Deep learning methods are popular for NLP applications and demonstrated significant improvements in areas such as text classification. Deep models have been widely used for personal health mention detection (Khan et al., 2020), (Sarabadani, 2019), (Barry and Uzuner, 2019), (Aroyehun and Gelbukh, 2019), (Bagherzadeh et al., 2018). Deep models, however, do not usually have access to outside resources, apart from word embeddings. While such models can outperform systems that are limited to look-up in gazetteer lists for task specific terms, this can only be when the terms of the test set are foreshadowed sufficiently in the training set.

Sensitivity to lexical triggers is crucial in classification, especially in the medical domain, where vocabularies are ever-growing and new specialized terms are introduced everyday. The most recent example is the term “CoVID” which was coined in late 2019.

Most language models are trained contextually. The assumption for contextualized language models is that the meaning of a word can be represented by the context in which it appears. However, the context usually is not sufficient to represent the meaning for rare specialized terms, which require large amounts of training data for coverage. In addition, highly specialized terms with very different meanings may occur in the same immediate context (see Example 1), rendering contextualized word embeddings less effective.

(1) (a) My son was diagnosed with leukemia
    (b) My son was diagnosed with hydrocephalus

The context for hydrocephalus and leukemia here is the same, and is the same for all diseases, making such contextualized word embeddings less sensitive to, for instance, the more fine-grained distinctions between birth defects and cancer. Consequently, contextualized language models often fail to make these distinctions.

Current language models have over 60M parameters¹, making fine-tuning as well as testing time-consuming and requiring large training sets.

¹The smallest model, DistilBERT (Sanh et al., 2019), has 66M parameters, RoBERTa_Large (Liu et al., 2019) has 340M parameters.
These issues motivate us to investigate widely available external knowledge sources, such as MeSH (Lipscomb, 2000), and language features in a deep architecture suitable for personal health mention detection. We show that knowledge sources, combined with light-weight word embeddings and language models such as GLoVe (Pennington et al., 2014) and ELMo (Peters et al., 2018), are strong contenders for larger models such as RoBERTa (Liu et al., 2019).

We experiment on four health-related tweet classification tasks of the ongoing SMM4H Workshop and present ablation studies to assess the contribution of different external knowledge sources. Our results suggest that the external resources tested indeed enhance performance when properly calibrated to work together. Best performance is achieved with a two layer system that adds representations of gazetteer lists and enhanced part-of-speech annotations in an encoder followed by a graph convolutional neural network (GCNN) (Kipf and Welling, 2017) representing preprocessed grammatical dependencies.

2 Related literature

Personal experiences posted on social media can give insight into the state of public health. Examination and identification of smoking behavior (Myslín et al., 2013), non-medical use of opioids (Chan et al., 2015), and identification of medication-related experiences (Jiang et al., 2018), (Jiang et al., 2019) have recently been studied on social media.

A variety of models have been proposed for the task addressed in the current paper, namely health experience mention detection for different experiences. The approaches fall into three main categories, namely statistical models with hand-crafted features, pure deep learning models, and deep models with leveraged features.

Hand-crafted features (Jiang et al., 2016) proposed a set of textual features such as count of emotion words, of unique words, of first person pronouns, of pronouns, etc., for personal health surveillance. (Jiang et al., 2019) compared different word embeddings such as GLoVE, Word2Vec (Mikolov et al., 2013), fastText, and wordRank with the features of (Jiang et al., 2016). Their word embeddings performed close to one another and considerably outperform their feature based model.

For detection of vaccination behaviour, (Joshi et al., 2018) proposed to use the count of POS tags, number of special characters (such as # and @), and count of emotion words as input features to an ensemble of SVM, logistic regression and random forest classifiers. (Joshi et al., 2018) also experimented with a pure deep-learning method employing ULMfit (Howard and Ruder, 2018) with fine-tuning and reported a performance close to their feature-based model, demonstrating that a model with handcrafted features is a strong contender for deep models.

To identify drug and adverse drug reaction mentions, (Saha et al., 2018) used a SVM classifier with some hand-crafted features such as the count of typed-dependency relation, drug names, and sentiment score and demonstrated success to some extent. (Çöltekin and Rama, 2018) also addressed the task using a SVM model with word and character n-grams as input features. Bag of word features (tf-idf) as well as negation, adverse reaction mentions, and drug mention were also used in (Wang et al., 2019) as input for a SVM.

Models with hand-crafted features have shown competitive performance compared to deep models on some tasks and datasets but despite the availability of many high quality resources from which features can be derived, the power of contextualized word embeddings to fill in not only lexical gaps, but also subtask specific patterns led to the investigation of deep models.

Pure deep models A majority of the proposed models for personal health detection are deep learning based. Studies such as (Xherija, 2018) and (Cortes-Tejada et al., 2019) use conventional pre-trained word embeddings, such as Word2Vec (Mikolov et al., 2013) and GLoVe. By the advent of pre-trained language models, many studies benefit from models such as ULMfit (Howard and Ruder, 2018), ELMo (Peters et al., 2018), and BERT (Devlin et al., 2019) variants (Khan et al., 2020), (Sarabadani, 2019), (Miftahutdinov et al., 2019), (Aroyehun and Gelbukh, 2019), (Babu and Eswari, 2020), (Aduragba et al., 2020).

Deep models are dependent on the representativeness of their training data for the test cases. Pre-trained (often BERT-based models) are generally the top performers in current shared task competitions. The models have to be developed by highly skilled machine learning experts. The data, on the other hand, have to be collected and annotated by domain experts, if they are to be of use in health care research.
Deep models with leveraged features While many approaches to health-oriented classification of tweets use features in statistical models, there have been fewer efforts to leverage them in deep models.

For the task of adverse drug reaction mention detection (Wu et al., 2019) proposed to embed POS tags, gazetteer information, and sentiment scores, then concatenate the features to GloVe embeddings as input to a hybrid of CNN and LSTM. POS tags as well as features such as side effects, medical concepts, and first character are concatenated to word embeddings in (Vydiswaran et al., 2019). (Bagherzadeh et al., 2019) also leveraged features such as adverse mentions, POS tags, and scope of negation and modality, by concatenation to Word2Vec and GLoVE embeddings.

The limitation of input feature concatenation is that only a fixed number of annotation types can be used. Adding more gazetteer lists requires reconfiguring the network, since the number of dimensions is bounded by the number of predefined annotations. This is undesirable because addition of any annotation type has to be performed by a machine learning expert and must be followed by re-training the network from scratch.

In the following we outline a simple architecture, where the end-user (possibly an epidemiologist) can add or remove gazetteer lists and fine-tune the model without making any changes in the network settings such as hidden dimensions (and thus without requiring help from a machine learning expert).

3 Tasks

In order to demonstrate the ability of the presented approach to adapt to new domains, we compare performance on four tasks from the Social Media Mining for Health application\(^2\) (SMM4H) shared tasks. All tasks involve detection of self-reported health mentions on Twitter.

SM18-2: Self-reported medication intake is a 3-class. Tweets which clearly express personal medication intake are considered Category 1. Tweets where the user may have taken some medication are Category 2. Category 3 tweets mention medication names but do not indicate personal intake (Weissenbacher et al., 2018).

(2) (Class 1):
I took three Ibuprofens and I still got a headache crack head *cough cough*

(3) (Class 2):
since I'm constantly in pain, the only way I can go to sleep is if I take Tylenol PM

(4) (Class 3):
Will you take a Xanax and relax.

The performance is evaluated as \(\mu F\) score of Class 1 and Class 2.\(^3\)

SM18-4 Vaccination behavior mention classification is a binary task where the positive class indicates the user has received or intends to receive a flu vaccine. A tweet is classified as negative if it does not contain any mentions of a vaccination or if it merely mentions vaccination (Weissenbacher et al., 2018).

(5) (Class 0):
scientists found a flu vaccine flaw, now they have to fix it

(6) (Class 1):
waiting at the pharmacy for my flu shot

SM19-1 Adverse drug reaction mention is the task of identifying mentions of side effects as the results of drug consumption (Weissenbacher et al., 2019).

(7) (Class 0):
I'm so proud of bob for taking xarelto!

(8) (Class 1):
This Vyvanse got me sweating right now and I dont even know why

SM20-5 Birth defect mention detection is a 3-way classification problem, where Category 1 tweets refer to the user’s child and indicate that he/she has a birth defect. Category 2 tweets are unclear whether the tweet speaks of birth defects of the author’s child. Category 3 tweets merely mention birth defects but not with respect to the author’s child (Klein et al., 2020). Examples of each class are provided in Examples 9-11.

(9) (Class 1):
I had a stillbirth when I was 7 month pregnant.
It was hydrocephalus.

\(^2\)https://healthlanguageprocessing.org/smm4h-2021/

\(^3\)for all tasks we follow the standard measure used in SMM4H competitions
(10) (Class 2):
Olivia was born with down syndrome.

(11) (Class 3):
Down’s syndrome day. Please share to raise awareness.

The performance is evaluated as the μF score of Class 1 and Class 2.

A summary of the statistics of training and test data is provided in Table 1.

Table 1: Statistics of the data sets

| Task   | Train | Test |
|--------|-------|------|
| SM18-2 | 14219 | 3554 |
| SM18-4 | 4579  | 1144 |
| SM19-1 | 25678 | 4575 |
| SM20-5 | 18382 | 4603 |

4 External resources

We experiment with two types of external knowledge sources for the deep learning system: (a) gazetteer lists extracted from MeSH as examples of a high quality resource developed by experts that can be used to partly define the domain of the task and (b) language features (POS, NEs, dependencies) extracted from the text with a parser and named entity recognition pipeline.

4.1 Gazetteer lists

Disease Mentions of disease are important evidence for medication intake classification, since drugs are usually consumed to treat a disease or its symptom. To identify disease mentions, we compiled a gazetteer from subtree C in MeSH (Lipscomb, 2000) which includes terms for infections, wounds, injuries, pain, etc.

(12) : I’ve literally had a headache all day today and have taken four Tylenols throughout the day!

Drug To identify drug mentions, we use the DrugBank database (Wishart et al., 2018), which includes commercial drug names as well as their scientific names.

Anatomy Body parts are often present in both birth defect and adverse drug reaction mentions. Tweets talk about a child’s birth defect often specifically mentioning an affected body part. When talking about an adverse drug reaction, tweets often mention affected organs. To identify these mentions of anatomy, we extracted a gazetteer list from sub-tree A of MeSH.

ADR We use the adverse drug reaction (ADR) lexicon provided by (Nikfarjam et al., 2015) which is a collection of several lexica including SIDER (Kuhn et al., 2016), CHV (Zeng et al., 2007), COSTART,4 and DIEGO_Lab ADR lexicon5.

Preg For tweets that mention a pregnancy issue, rather than a birth defect, a gazetteer list of pregnancy complication terms was extracted from subtree C13.703 of MeSH.

(13) After a stillbirth in 2014 for #Trisomy18, yesterday we found out we are expecting a healthy baby

BirthDef Terms referring to birth defects vary. For instance, Down’s Syndrome is variously referred to as Mongolism, Trisomy G, and Trisomy 21. Supplementing the gazetteer list potentially enables the model to make correct predictions for those instances of birth defects that have not been observed in the training data. We compiled a gazetteer list of congenital, hereditary, and neonatal diseases and abnormalities from MeSH C16.

Descendant Terms referring to children: kid, son, daughter, baby, child, fetus, girl, boy, infant, toddler, twins. In addition, this gazetteer includes patterns such as one year old described by the regular expression:

CD (\- |)?(day|days|month|months|year|years)(\- |)? old

where ? denotes zero or one instance of a token, | denotes alternatives, and CD indicates a number.

FamilyRel Family terms such as mom, dad, mommy, daddy, mother, father, grandfather, grandmother, wife, husband, spouse, sister, brother, parent, sister in law, brother in law, cousin, niece, nephew

Acquaintances Terms such as neighbor, friend, colleague, etc., from G (Stone et al., 1966) (tagged as SocRel)

The last two gazetteers enable the system to distinguish examples of self reports (my child) from reports on a family member (my cousin’s kid).

4http://bioportal.bioontology.org/ontologies/COSTART
5http://diego.asu.edu/Publications/ADRMine.html
4.2 Named entities

Proper names and names of organizations are extracted using the ANNIE module.

Names People often mention the name of their child when talking about a personal experience.

My Kristin such a blessing from GOD - Kids with Down Syndrome

Organization The presence of an organization mention often indicates that a tweet is talking in a general sense and not relating a personal experience.

Ohio Senate Says ‘No’ to Abortion Based on Down Syndrome Diagnosis

Gazetteer lists have two main advantages. First, they enable the model to extend its vocabulary. Second, they determine the position of a certain annotation type in a sentence, which becomes important when coupled with dependency relations, as illustrated in Figure 1. The mapping of gazetteer lists to tasks is provided in Table 2.

4.3 POS tags

Part-of-speech tags are the most widely used linguistic feature and are available from many standard NLP environments. POS tags provide useful information such as types of pronouns and tense for verbs, all important clues for the detection of a personal experience. POS tags have been used in the literature for classifying personal and impersonal sentences (Li et al., 2010).

Since our tasks focus intensely on first person reports, we replace the single tag for pronouns PRP with three tags PRP1, PRP2, PRP3, reserved for first, second, and third person pronouns. Likewise, the reflexive pronoun tag PRP$ is replaced by PRP$1, PRP$2, and PRP$3 for first, second, and third person possessive pronouns. In our experiments we compare the standard Penn Treebank tag set (denoted by POS1) to this extended POS tag set (denoted by POS2).

While POS-tag information is partially encoded in word embeddings, our ablation shows that explicit encoding leads to performance increase and that POS2 is part of our best performing model.

4.4 Dependency parse

Dependency graphs provide syntactic knowledge as well as shallow semantic information. An example of a dependency graph for the ADR task together with gazetteer annotations is provided in Figure 1.

Some dependency relations are indicative of personal experience mentions. For instance, drug or birth defect mentions occur more likely as direct objects. Self-reports mostly use first person pronouns in subject position.

We use the Stanford parser (Klein and Manning, 2003) to determine dependency relations.
We developed a multi-layer system which includes word embeddings with POS embeddings and our gazetteer embeddings additively.

Layer 1: Embeddings We combine traditional GCNN, and classification.

Layer 4: Pooling and classification

Proposed model

We developed a multi-layer system which includes four layers, namely: embeddings, self-attention, GCNN, and classification.

Layer 1: Embeddings We combine traditional word embeddings with POS embeddings and our gazetteer embeddings additively.

- Tokens are embedded by GLoVE, ELMo, pretrained RoBERTa(Liu et al., 2019), or BioBERT (Lee et al., 2020).
- We pretrain POS embeddings using Word2Vec. Our approach is to apply Word2Vec on POS tags instead of tokens. The embeddings are trained using the Gensim package (Rehurek and Sojka, 2010) with a window size of $w = 5$. The pretraining is performed on training data of all task introduced in Section 3. The resulting embeddings are used to initialize a POS embedding matrix $P \in \mathbb{R}^{\phi \times d_{emb}}$, where $\phi$ is the number of distinct POS tags, and $d_{emb}$ is the dimensionality of the word embeddings. The POS embeddings are fine-tuned during the training for the main classification task.
- A gazetteer annotation $x$ is embedded through a vector $G_x \in \mathbb{R}^{d_{emb}}$ which is a learnable parameter and is updated during the training of the main classification task.
- Inspired by BERT (Devlin et al., 2019) segment embeddings, we add POS embeddings and gazetteer embeddings to token embeddings. We call this scheme, additive annotations. Figure 2 shows that for time step 3, the vectors $E_{\text{Hydrocephalus}}, G_{\text{BirthDef}}$, and $P_{\text{NNP}}$ are added to form $h_3^1$, the aggregate for time-step 3 in layer 1.

The additive approach enables the model to encode as many as gazetteer annotations, without introducing new dimensions to the token representations (in contrast to concatenative approaches). After the training, one can easily introduce a new gazetteer annotation $y$ by adding a learnable vector $G_y$ to the model parameters, and only fine-tune the model, without making any changes to hidden dimensions.

Layer 2: Self-attention encoder We use a self-attention encoder (the encoder part of the Transformer) as first layer (Vaswani et al., 2017). The encoder at layer 2 gets the representations $h_1^i$ and outputs representations $h_2^i$. The number of heads in the multi-head attention is $h_{heads} = 4$ and the dimensionality of the feed-forward layer is $d_{FF} = 1024$.

Layer 3: Graph CNN We use a graph convolutional network (GCNN) (Kipf and Welling, 2017) to encode the dependency graph following (Marcheggiani and Titov, 2017). In GCCN, each token is represented based on its adjacent tokens in a dependency parse using:

$$h_3^i = ReLU \left( \sum_{j \in \mathcal{N}(i)} W_{L(i,j)} h_2^j + b \right) \quad (1)$$

where $\mathcal{N}(i)$ is the set of tokens adjacent to token $i$ and $L(i,j)$ is the label of the arc from token $j$ to token $i$. Note that the network is not tied, i.e. $W_{L(i,j)}$ depends on the arc labels. GCNN receives $h_2^i$ and outputs token-wise representations $h_3^i$.

Layer 4: Pooling and classification For the vector representation of the tweet, attention (Bahdanau et al., 2015) is calculated from importance scores:

$$e_i = u_i^{\text{att}} h_3^i \quad (2)$$
Table 3: The set of hyper-parameters used for each task

| Embedding   | Epoch | lr        |
|-------------|-------|-----------|
| SM18-2      | GLoVE | 5 .1e-3   |
|             | ELMo  | 6 .5e-4   |
|             | RoBERTa / BioBERT | 10 .5e-5 |
| SM18-4      | GLoVE | 4 .1e-3   |
|             | ELMo  | 6 .1e-3   |
|             | RoBERTa / BioBERT | 6 .1e-4 |
| SM19-1      | GLoVE | 6 .1e-3   |
|             | ELMo  | 8 .1e-4   |
|             | RoBERTa / BioBERT | 10 .1e-5 |
| SM20-5      | GLoVE | 4 .1e-4   |
|             | ELMo  | 6 .1e-4   |
|             | RoBERTa / BioBERT | 8 .5e-5 |

using a latent context vector \( w_{att} \), and then normalizing the scores using softmax:

\[
\alpha_i = \frac{\exp(e_i)}{\sum_j \exp(e_j)}
\]

(3)

The normalized scores are then used for a weighted sum \( H = \sum_i \alpha_i \cdot h^3_i \). The final vector \( H \) is used as input to a linear layer for the classification.

The proposed model is implemented using the PyTorch library (Paszke et al., 2017). Cross-entropy is used to calculate the network loss and the model is optimized using the Adam optimizer (Kingma and Ba, 2015). Table 3 details the hyper-parameters used for each task.

6 Numerical results

We evaluate the proposed model using a set of ablation studies. The SM19-1 and SM20-5 tasks are evaluated on the official test data. For SM18-2 and SM18-4, official test data is not available, therefore we replicate the state-of-the-art systems and perform evaluation on a hold-out set from the original training data.

Table 4 shows that all tasks benefit moderately from POS features with the extended POS tagset POS2 outperforming the standard Penn Treebank tagset POS1. POS features increase performance for GLoVE and ELMo more than for RoBERTa or BioBERT. Dependency information Dep, similarly, yields consistent small improvements. Note, however, the asymmetrically stronger improvements in precision, especially for RoBERTa and BioBERT models. Combining POS and Dep results in another consistent small improvement, showing that the features effectively interoperate.

The gazetteer lists and named-entity features provide considerable improvements for all tasks except for SM18-4 with marginal improvements. Note that SM18-4 is the vaccination behaviour prediction task, specific to flu. This result is to be expected: it requires identifying self reports, but the trigger terms for the flu domain consisted only of flu, making gazetteers ineffective. The tasks with more diverse vocabularies show greater impact of gazetteer lists.

Combining grammatical and gazetteer features robustly yields best results. Interestingly, adding knowledge resources to a lighter language model approaches performance of a larger model. For instance, GLoVe with all resources outperforms ELMo without resources for all tasks and even approaches RoBERTa or BioBERT without resources.

We also observe that while our system configurations using RoBERTa or BioBERT reported in Table 4 beat the SOTA reported in competition in F1 and precision, our recall only exceeds SOTA for SM18-4 and SM18-4. We interpret this as a strong point of our system: in health-related applications, precision often outweighs recall. For system development, increasing recall is usually easier and this paper limits itself to gazetteer lists and linguistic features for domain adaptation to show their potential and limits. This leaves room for further error-driven domain adaptation.

7 Case-study

To examine the effects of knowledge sources, we probe the attention importance scores at Layer4 (Equation 2). The scores demonstrate how the model attends to different tokens. We probe the scores in two cases, with and without gazetteer lists. Figure 3 and Figure 4 demonstrate visualizations of the attention scores for two samples from SM20-5 and SM19-1 tasks respectively. Higher attention scores are indicated with darker gray color.

A similar pattern is observed in Figure 4. Supply-
### Table 4: Ablation of grammatical features and gazetteer lists

| Features                        | GLoVE | ELMo | RoBERTa | BioBERT |
|---------------------------------|-------|------|---------|---------|
|                                  | μP    | μR   | μF      | μP    |
| None                            | .63   | .64  | .63     | .71   |
| POS1                            | .64   | .67  | .66     | .69   |
| POS2                            | .66   | .67  | .66     | .73   |
| Dep                             | .68   | .65  | .67     | .76   |
| POS1, Dep                       | .70   | .66  | .68     | .73   |
| POS2, Dep                       | .70   | .68  | .69     | .77   |
| Gaz, Name, Org                  | .69   | .72  | .71     | .77   |
| Gaz, Name, Org, Pos2, Dep       | .71   | .71  | .72     | .77   |

| Features                        | SM18-2 | SM18-4 | SM19-1 | SM20-5 |
|---------------------------------|--------|--------|--------|--------|
|                                  | μP     | μR     | μF     | μP     |
| None                            | .50    | .51    | .50    | .54    |
| POS1                            | .51    | .55    | .53    | .57    |
| POS2                            | .53    | .55    | .54    | .59    |
| Dep                             | .56    | .56    | .54    | .58    |
| POS1, Dep                       | .57    | .55    | .56    | .59    |
| POS2, Dep                       | .55    | .56    | .55    | .58    |
| Gaz, Name, Org                  | .59    | .60    | .60    | .65    |
| Gaz, Name, Org, Pos2, Dep       | .59    | .60    | .60    | .65    |

SOTA: .63 .77 .70 .82 .79 .80 .60 .68 .64 .65 .73 .69

(Xherija, 2018) (Joshi et al., 2018) (Chen et al., 2019) (Bai and Zhou, 2020)

The model with the Anatomy and Drug gazetteer leads the model to pay more attention to drug mentions and mentions of affected body parts.

### 8 Conclusions

This paper demonstrates the effectiveness of using gazetteer lists from high-quality sources, standard named entity categories and part-of-speech embeddings with a self-attention encoder and a GCNN encoding grammatical dependencies. The architecture supports precision oriented domain adaptation from widely available, high-quality resources (i.e., MeSH). Adaptation with new gazetteer lists using additive annotation sidesteps the need to reconfigure or retrain the neural networks.

The experiments confirm that quality external resources can offset the lower parameter space of light-weight word embedding/language models, such as GLoVE and ELMo. At the same time, these resources effectively combine with RoBERTa for best performance. The stronger improvements in precision are especially promising for health applications.

The comparative results on different tasks and different domains proves that this extensible architecture is well-suited for actual use in the wild on domains and tasks, for which experts know to supply high-quality terminology resources.
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Figure 3: Visualization of attention scores for a sample from SM20-5

Figure 4: Visualization of attention scores for a sample from SM19-1
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