Sharp bounds on the smallest eigenvalue of finite element equations with arbitrary meshes without regularity assumptions
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Abstract

A proof for the lower bound is provided for the smallest eigenvalue of finite element equations with arbitrary conforming simplicial meshes. The bound has a similar form to the one by Graham and McLean [SIAM J. Numer. Anal., 44 (2006), pp. 1487–1513] but doesn’t require any mesh regularity assumptions, neither global nor local. In particular, it is valid for highly adaptive, anisotropic, or nonregular meshes without any restrictions. In three and more dimensions, the bound depends only on the number of degrees of freedom $N$ and the Hölder mean $M_{1-d/2}(|\omega|/|\omega_i|)$ taken to the power $1 - 2/d$, $|\omega|$ and $|\omega_i|$ denoting the average mesh patch volume and the volume of the patch corresponding to the $i$th mesh node, respectively. In two dimensions, the bound depends on the number of degrees of freedom $N$ and the logarithmic term $(1 + [\ln(N|\omega_{\text{min}}|)])$, $|\omega_{\text{min}}|$ denoting the volume of the smallest patch. Provided numerical examples demonstrate that the bound is more accurate and less dependent on the mesh nonuniformity than the previously available bounds.
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1. Introduction

Highly adapted or misshaped meshes can have a strong influence on the conditioning of the finite element equations, which has an impact on convergence properties and accuracy of iterative methods for solving the resulting linear systems. Thus, bounds on the condition number of finite element stiffness matrix and its extreme eigenvalues have been of theoretical and practical interest for a long time. In most of the available work, some local or global mesh regularity properties are required in order to bound the constants during the derivation of the estimates, which causes degeneration of these estimates in the case of extreme mesh geometries or strong irregular anisotropic adaptation. The aim of this work is to demonstrate that such mesh regularity assumptions are not necessarily required.

The estimation of the largest eigenvalue is well understood and it is easy to show that the largest eigenvalue is bounded by a multiple (with a constant depending on mesh connectivity) of the maximum of the largest eigenvalues of the local stiffness matrices, e.g., [7]. Sharp bounds in terms of mesh geometry are available for both isotropic [4] [9] [12] and anisotropic [4] [11] [12] diffusion. Moreover, the largest diagonal element of the stiffness matrix is a good estimate for the largest eigenvalue: it is tight within a constant factor bounded by the maximal number of basis functions per element [9]. For the smallest eigenvalue, a good bound proved to be much more difficult to achieve. For non quasi-uniform meshes, the bound on the smallest eigenvalue is often considered in terms of the volume of the smallest mesh element, e.g., [6] Remark 9.11, [5] [7] [13] [14], which is clearly much too pessimistic.

A better bound was proven by Bank and Scott [5] for general isotropic meshes in $d \geq 2$ dimensions. They showed that under a proper scaling the conditioning of finite element equations with local refinement does not degrade significantly and is comparable to that on a uniform mesh with a comparable number of degrees of freedom. A more general result for elliptic bilinear forms on Sobolev spaces of real index $m \in [-1, 1]$ with shape-regular meshes in $d \geq 2$ dimensions was derived by Ainsworth, McLean, and Tran [1] [2].

Their result was generalized by Graham and McLean [8] to general meshes satisfying the following weak local regularity condition requiring the neighboring mesh elements to be comparable in size and shape.

Assumption 1 (see [8], Assumption 3.2). There exist positive constants $F$, $G$, $H$, and $M$ such that

$$\frac{h_K}{h_{K'}} \leq F, \quad \frac{\rho_K}{\rho_{K'}} \leq G, \quad \frac{|K|}{|K'|} \leq H \quad \forall K, K' \ni K \cap K' = \emptyset,$$

$$\max_i \# \{ K : x_i \in \overline{K} \} \leq M.$$

For the case of finite elements in $d \geq 3$ dimensions, the obtained bound for the smallest eigenvalue is

$$\lambda_{\text{min}}(A) \gtrsim \left( \sum_{i \in \mathcal{N}} |\omega_i|^{1 - \frac{2}{d}} \right)^{-\frac{d}{2}}, \quad (1)$$
as the layer width goes to zero. It holds that the case of an internal layer with a thickness of only one element (Fig. 2), it holds that its elementwise averaging is not optimal. For example, in corresponding patch volume for such meshes. Bound (3) does being some average of the mesh element volumes \(|K|\). A comparable result was proven by Kamenski and Huang using a different approach. For meshes fulfilling Assumption \[1\] and \[3\] are comparable because the volume of a mesh element is comparable to the corresponding patch volume for such meshes. Bound \[3\] does not require any mesh regularity condition and, in contrast to \[1\], remains valid for arbitrary nonuniform meshes but it’s elementwise averaging is not optimal. For example, in the case of an internal layer with a thickness of only one element (Fig. 2), it holds that \(|K_{\min}| \to 0\) but \(|\omega_{\min}| > 1/2\) as the layer width goes to zero.\footnote{This is one central node connected to many neighbouring nodes, resembling a mesh of a spider.}

Thus, both \[8\] and \[11\] are suboptimal. The former has at least one additional factor depending on the mesh regularity whereas the latter has the suboptimal elementwise averaging.

The aim of this work is to show that Assumption \[1\] is not necessary for obtaining \[4\] (at least for the Lagrangian \(P_m\) finite elements with simplicial meshes considered in this paper) and the factors depending on \(F, G, H,\) and \(M\) can be completely removed from the bound without imposing any mesh regularity assumptions, neither global nor local.

2. Considered problem, assumptions, and notation

Consider the boundary value problem (BVP) of a general diffusion differential equation

\[
\begin{align*}
\begin{cases}
- \nabla \cdot (\mathbb{D} \nabla u) &= f & \quad & \text{in } \Omega, \\
u &= 0 & \quad & \text{on } \partial \Omega,
\end{cases}
\end{align*}
\]

where \(\Omega \subset \mathbb{R}^d\) \((d \geq 2)\) is a bounded Lipschitz domain. It is assumed that the diffusion matrix \(\mathbb{D} = \mathbb{D}(x)\) is symmetric and positive definite and there exist two constants \(d_{\min}, d_{\max} > 0\) such that

\[
d_{\min} I \leq \mathbb{D}(x) \leq d_{\max} I \quad \forall x \in \Omega,
\]

where the \(\geq\) sign means that the difference between the right-hand and left-hand side terms is positive semidefinite.

Let \(T_h\) be a conforming, nondegenerate simplicial mesh (discretization) of \(\Omega\). For a mesh element \(K \in T_h\), let \(F_K : \hat{K} \to K\) be the invertible affine mapping from the reference mesh element \(\hat{K}\) to \(K\) (Fig. 1). For simplicity, the reference element \(\hat{K}\) is assumed to be unitary, i.e., \(|\hat{K}| = 1\), so that the (constant) Jacobian matrix \(F_K^*\) satisfies \(|\det(F_K^*)| = |K|\).

\(V_h \subset H^1_0(\Omega)\) denotes the corresponding Lagrangian \(P_m\) \((m \geq 1)\) finite element space with a given set of nodes

\[
\{ \mathbf{x}_i : i \in \mathcal{N} \}, \quad \mathcal{N} = \{ 1, \ldots, N \},
\]

and the basis functions

\[
\{ \phi_i : i \in \mathcal{N} \} \quad \text{with} \quad \phi_i(\mathbf{x}_j) = \delta_{ij}
\]

and

\[
\text{supp} \phi_i \subseteq \omega_i := \bigcup \{ \hat{K} : \mathbf{x}_i \in \hat{K} \} \quad \forall i, j \in \mathcal{N}.
\]
The finite element solution of the BVP (4) is defined by

\[ A u = f, \]

which is equivalent to solving the system of linear equations

\[ \mathbf{A} \mathbf{u} = \mathbf{f}, \]

where \( \mathbf{A} \) and \( \mathbf{f} \) are defined via

\[ A_{ij} := \int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j \, dx \quad \text{and} \quad f_i := \int_{\Omega} f \phi_i \, dx \quad \forall i, j \in \mathcal{N}. \]

The solution of (6) is then given by

\[ u_h = \sum_{i \in \mathcal{N}} u_i \phi_i. \]

In the following, we are interested in the lower bound on the smallest eigenvalue \( \lambda_{\text{min}}(A) \) of \( A \).

### 3. The general case \( d \geq 3 \)

Hereafter, \( a \gtrsim b \) means \( a \geq C \cdot b \), where \( C \) is a generic constant which can have different values at different appearances but is independent of the mesh and the solution of the BVP.

**Theorem 1** (\( d \geq 3 \)). Under the assumptions of section 2, the smallest eigenvalue of the stiffness matrix \( A \) for the finite element approximation of BVP (4) is bounded by

\[ \lambda_{\text{min}}(A) \gtrsim \left( \sum_{i \in \mathcal{N}} |\omega_i|^{1 - \frac{d}{2}} \right)^{-\frac{1}{2}}. \]

**Proof.** The central idea for the proof is similar to [11, Lemma 5.1]: Poincaré and Sobolev inequalities, norm equivalence for the finite element functions over the reference element, and Hölder’s inequality. However, in order to arrive at the bound (7), some parts of the proof have to be done differently, namely, using a different norm on the reference element and doing this before applying Hölder’s inequality.

First, assumption (5) yields

\[ \mathbf{u}^T \mathbf{A} \mathbf{u} = \int_{\Omega} \nabla u_h \cdot \nabla u_h \, dx \geq d_{\text{min}} |u_h|^2_{H^1(\Omega)}. \]

The next steps go back to Bank and Scott [3]: going from the \( H^1 \)-seminorm through the \( H^1 \)-norm (Poincaré inequality) to the \( L^{2d/(d-2)} \)-norm (Sobolev inequality),

\[ |u_h|^2_{H^1(\Omega)} \geq \frac{d_{\text{min}} C_P}{1 + C_P} \|u_h\|^2_{H^1(\Omega)} \geq \frac{d_{\text{min}} C_P C_S}{1 + C_P} \|u_h\|^2_{L^{\frac{2d}{d-2}}(\Omega)}. \]

Then, represent the norm as an elementwise sum and use the transformation to the reference element \( \bar{K} \),

\[ \|u_h\|_{L^{\frac{2d}{d-2}}(\Omega)}^2 = \left( \int_{\bar{K}} |u_h|^{\frac{2d}{d-2}} \, dx \right)^{\frac{d-2}{d}} \]

\[ = \left( \sum_{K \in \mathcal{T}_h} \int_K |u_h|^{\frac{2d}{d-2}} \, dx \right)^{\frac{d-2}{d}} \]

\[ = \left( \sum_{K \in \mathcal{T}_h} \int_K |u_h \circ F_K|^{\frac{2d}{d-2}} |\det F_K| \, d\xi \right)^{\frac{d-2}{d}} \]

\[ = \left( \sum_{K \in \mathcal{T}_h} |K| \int_K |u_h \circ F_K|^{\frac{2d}{d-2}} \, d\xi \right)^{\frac{d-2}{d}} \]

\[ = \left( \sum_{K \in \mathcal{T}_h} |K| \|u_h \circ F_K\|_{L^{\frac{2d}{d-2}}(K)}^{\frac{2d}{d-2}} \right)^{\frac{d-2}{d}}. \]

Norm equivalence for the finite-dimensional linear space of finite element functions over \( \bar{K} \) yields

\[ \|u_h \circ F_K\|_{L^{\frac{2d}{d-2}}(K)} \gtrsim \|u_h\|_{L^{\frac{2d}{d-2}}(\Omega)} \]

where \( \mathcal{N}_K := \{ i : x_i \in K \} \) and \( u_K := (u_i : i \in \mathcal{N}_K) \) are the restrictions of \( \mathcal{N} \) and \( \mathbf{u} \) on \( K \). Hence,

\[ \mathbf{u}^T \mathbf{A} \mathbf{u} \gtrsim \left( \sum_{K \in \mathcal{T}_h} |K| \sum_{i \in \mathcal{N}_K} |u_i|^{\frac{2d}{d-2}} \right)^{\frac{d-2}{d}} \]

\[ = \left( \sum_{i \in \mathcal{N}} |u_i|^{\frac{2d}{d-2}} \sum_{K \in \omega_i} |K| \right)^{\frac{d-2}{d}} \]

\[ = \left( \sum_{i \in \mathcal{N}} |u_i|^{\frac{2d}{d-2}} |\omega_i| \right)^{\frac{d-2}{d}} \]

\[ = \left( \sum_{i \in \mathcal{N}} (|u_i|^2 |\omega_i|^{\frac{d-2}{d}}) \right)^{\frac{d-2}{d}}. \]

Applying Hölder’s inequality for \( 1/p + 1/q = 1 \) \((p, q > 1)\) in the form

\[ \left( \sum_i |\alpha_i|^p \right)^{\frac{1}{p}} \geq \sum_i |\alpha_i|^{1/p} \left( \sum_i |\beta_i|^q \right)^{-\frac{1}{q}} \]

with

\[ \alpha_i = u_i^2 |\omega_i|^{\frac{d-2}{d}}, \quad \beta_i = |\omega_i|^{\frac{d-2}{d}}, \quad p = \frac{d}{d-2}, \quad q = \frac{d}{2}, \]

finally gives

\[ \mathbf{u}^T \mathbf{A} \mathbf{u} \gtrsim \sum_{i \in \mathcal{N}} |u_i|^2 \left( \sum_{i \in \mathcal{N}} \left( |\omega_i|^{\frac{d-2}{d}} \right)^{\frac{d-2}{d}} \right)^{\frac{1}{2}} \]

\[ = \sum_{i \in \mathcal{N}} |u_i|^2 \left( \sum_{i \in \mathcal{N}} |\omega_i|^{\frac{1}{d}} \right)^{-\frac{1}{2}}. \]
Remark 1 (Geometric interpretation). Bound 7 can be rewritten as
\[ \lambda_{\text{min}}(A) \gtrsim N^{-1} \times \left( \frac{1}{N} \sum_{i \in N} \left( \frac{|\omega|}{|\omega_i|} \right)^{\frac{d-1}{2}} \right)^{-\frac{1}{2}}, \tag{9} \]
where \(|\omega| := d|\Omega|/N\) can be seen as an equivalent to the average mesh patch size. Alternatively, bound \(9\) also reads as
\[ \lambda_{\text{min}}(A) \gtrsim N^{-1} \times M_{1-d/2}^{|\omega|/|\omega_i|}, \]
where \(M\) denotes the H"{o}lder mean
\[ M_p(x_1, \ldots, x_n) := \left( \frac{1}{n} \sum_{i=1}^{n} x_i^p \right)^{1/p}. \]

Thus, the lower bound on the smallest eigenvalue is proportional to the inverse of the number of mesh vertices, \(N^{-1}\), and to the power \(1 - 2/d\) of the \(d/2 - 1\) generalized mean patch volume irregularity.

Remark 2. The essential assumptions for the proof are the following:

a) symmetric, positive definite coefficient matrix \(A\) with \(\lambda_{\text{min}}(\mathbb{D}) \geq d_{\text{min}} > 0;\)

b) validity of the Poincaré and Sobolev inequalities;

c) conforming, nondegenerate simplicial meshes; no further mesh regularity conditions are required, neither global nor local.

4. The special case \(d = 2\)

In two dimensions, the proof is mostly the same except that the Sobolev embedding \(H^1(\Omega) \subset L^p(\Omega)\) holds for all finite \(p\) and
\[ \|u_h\|_{L^p(\Omega)} \gtrsim \frac{1}{p} \|u_h\|_{L^p(\Omega)}^p \quad \forall u_h \in H^1(\Omega), \quad p < \infty. \tag{10} \]

Theorem 2 (d = 2). Under the assumptions of section 2 the smallest eigenvalue of the stiffness matrix \(A\) for the finite element approximation of BVP 1 is bounded by
\[ \lambda_{\text{min}}(A) \gtrsim N^{-1} (1 + |\ln(N|\omega_{\text{min}}|)|)^{-1}. \tag{11} \]

Proof. Repeating the steps of the proof of Theorem 1 and using 8 instead of 6 yield for \(2 < p < \infty\)
\[ u^T A u \gtrsim \frac{1}{p} \|u_h\|_{L^p(\Omega)}^2 \quad \text{(Poincaré, Sobolev)} \]
\[ = \frac{1}{p} \left( \sum_{K \in T_h} \|u_h\|_{L^p(K)}^p \right)^{\frac{2}{p}} \]
\[ \geq \frac{1}{p} \left( \sum_{K \in T_h} |K| \|u_h \circ F_K\|_{L^p(K)}^p \right)^{\frac{2}{p}} \quad \text{(normal equivalence)} \]
\[ = \frac{1}{p} \left( \sum_{i \in N} u_i^p \right)^{\frac{2}{p}} \]
\[ \geq \frac{1}{p} \sum_{i \in N} |u_i|^{\frac{2}{p}} \left( \sum_{i \in N} |\omega_i|^{-\frac{d}{2}} \right) \geq \frac{1}{p} \sum_{i \in N} |u_i|^2 \left( \sum_{i \in N} |\omega_i|^{-\frac{d}{2}} \right) \geq \frac{1}{p} \sum_{i \in N} |u_i|^2 N^{-\frac{1}{p}} (N |\omega_{\text{min}}|)^{\frac{2}{p}}. \tag{12} \]

Choosing \(p = \max \{2, |\ln(N|\omega_{\text{min}}|)|\}\) provides the largest lower bound
\[ u^T A u \gtrsim \sum_{i \in N} |u_i|^2 N^{-1} (1 + |\ln(N|\omega_{\text{min}}|)|)^{-1}. \]

For the choice \(p = 2\), the bound is defined as the limiting case for \(p \rightarrow 2^+\).

Remark 3 (a practical bound in two dimensions). In addition to the factor \(N^{-1}\), bound 11 also involves the logarithmic factor \(\log(N|\omega_{\text{min}}|)\). In many practical applications, neither \(N\) nor \(|\omega_{\text{min}}|\) can become arbitrarily large or small since it is not reasonable to construct meshes with more than \(10^{10}\) elements or to refine below \(10^{-10}\) (the size of a single atom). Thus, for the most two-dimensional application scenarios, we can assume \(\log(N|\omega_{\text{min}}|) = 0(1)\) and consider the bound as \(\lambda_{\text{min}}(A) \gtrsim N^{-1} \frac{1}{\epsilon} \). This is also confirmed by numerical experiments in section 5.2.5 for all considered two-dimensional examples the behaviour of the exactly computed \(\lambda_{\text{min}}(A)\) is almost indistinguishable from \(N^{-1}\) (Figs. 3a, 5a, 6a, 8a, 9a, 11a and 12a).

5. Numerical experiments

In the following, we compare the estimates of Theorems 1 and 2 with 6 and 8 by computing the estimates \(\lambda, \lambda_{GM}, \text{ and } \lambda_{KHX}\) of Theorem 2 8, Lemma 5.2, and 11, Lemma 5.1, respectively,
\[ \lambda \approx N^{-1} (1 + |\ln(N|\omega_{\text{min}}|)|)^{-1}, \tag{14a} \]
\[ \lambda_{GM} \approx N^{-1} (1 + |\ln((M)H^{-1} N|\omega_{\text{min}}|)|)^{-1}, \tag{14b} \]
\[ \lambda_{KHX} \approx N_{\text{ele}}^{-1} (1 + |\ln(N_{\text{ele}} |K_{\text{min}}|)|)^{-1}. \tag{14c} \]

2Except for the unfortunate cases when meshing software produce degenerate elements of vanishing size.
in two dimensions ($d = 2$) and
\[
\bar{\lambda} \approx \left( \sum_{i \in \mathbb{N}} |\omega_i|^{-\frac{1}{2}} \right)^{-\frac{2}{3}}, \quad (15a)
\]
\[
\tilde{\lambda}_{GM} \approx \frac{1}{\sqrt{MH}} \left( \sum_{i \in \mathbb{N}} |\omega_i|^{-\frac{1}{2}} \right)^{-\frac{2}{3}}, \quad (15b)
\]
\[
\tilde{\lambda}_{KHX} \approx \left( \sum_{K \in T_h} |K|^{-\frac{1}{2}} \right)^{-\frac{2}{3}} \quad (15c)
\]
in three dimensions ($d = 3$). The (unknown) constants have been chosen empirically such that the corresponding estimates coincide with the exact $\lambda_{min}$ in the case of uniform meshes (Fig. 3). Numerical computations were carried out with Julia v1.5.2 [4].

Since the formulas for $\bar{\lambda}$ and $\tilde{\lambda}_{GM}$ differ only by the factor involving $M$ and $H$, the difference in the numerical results for these two estimates also indicates the value of this factor. In this sense, the essential difference between [8, Lemma 5.2] and Theorem [1] (and [2]) is that the former provides a bound on $\lambda_{min}(A)$ which depends on $H$ whereas the latter provides a sharp bound which does not depend on $H$ or any other mesh regularity constants.

**Mesh example 1** (Shishkin). A one-dimensional Shishkin mesh is a layer-adapted mesh consisting of two equidistant parts: a fine part and a coarse part (Fig. 4). The nodes of the fine, boundary layer part are given by
\[
x_i = \min \{1, 2C_{\sigma} \varepsilon \ln N \} \times \frac{i}{N}, \quad 0 \leq i \leq \frac{N}{2}. \]

In the coarse part, the remaining nodes are spaced equally. This mesh is not locally uniform and has an abrupt change in the mesh step size at the transition point. A two-dimensional Shishkin mesh (Fig. 10a) is a product mesh
\[
x_{i,j} := (x_i, x_j), \quad 0 \leq i, j \leq N.
\]

The step size change from the coarse part to the fine part of the one-dimensional Shishkin mesh is proportional to $\varepsilon \ln N$, which yields $H \sim \varepsilon^{-\frac{2}{3}}/\ln^2 N$ in two and $H \sim \varepsilon^{-3}/\ln^3 N$ in three dimensions.

Figures 5 and 6 show the results of the numerical experiment. First, the mesh parameter $\varepsilon$ is fixed and the number of nodes $N$ is changing to verify the dependence of the estimate on $N$ (Figs. 5a and 6a). Then, $N$ is fixed and the mesh grading parameter $\varepsilon$ is changed to observe the dependence of the estimate on the mesh shape and the change of the mesh step size (Figs. 5b and 6b).

All three estimates have similar behaviour but $\bar{\lambda}$ provides a noticeably larger bound (by a factor of approximately 3) than $\tilde{\lambda}_{GM}$ and $\tilde{\lambda}_{KHX}$. Estimates $\tilde{\lambda}_{GM}$ and $\tilde{\lambda}_{KHX}$ are very similar for this case, $\tilde{\lambda}_{KHX}$ being slightly better than $\tilde{\lambda}_{GM}$.

**Mesh example 2** (Bakhvalov type). A Bakhvalov type mesh (Fig. 7) is defined by
\[
x_i = -C_{\sigma} \varepsilon \times \ln \left( 1 - 2(1 - \varepsilon) \frac{i}{N} \right), \quad 0 \leq i \leq \frac{N}{2},
\]
in the fine, boundary layer part and is equidistant in the remaining coarse part. The transition point from the fine to the coarse mesh is $\sigma = \min \{0.5, -C_{\sigma} \varepsilon \ln (\varepsilon) \}$. In the numerical tests, $C_{\sigma} = 1$ was used for both Shishkin and Bakhvalov type mesh examples.

Numerical comparison of the Bakhvalov type meshes (Figs. 8 and 9) show similar results: $\bar{\lambda}$ provides a larger bound than $\tilde{\lambda}_{GM}$ and $\tilde{\lambda}_{KHX}$ by a factor of roughly 2, estimate $\tilde{\lambda}_{GM}$ being better than $\tilde{\lambda}_{KHX}$. The less abrupt step size change of the Bakhvalov type mesh yields a smaller $H$ and, thus, a lesser underestimation for $\tilde{\lambda}_{GM}$.

**Mesh example 3** (power-graded). A power graded mesh (Figs. 10a and 13a) is defined by
\[
x_i = \begin{cases} 
\frac{1}{2} \times \left(2 \frac{i}{N}\right)^{\beta}, & 0 \leq i \leq \frac{N}{2}, \\
1 - x_{N-i}, & \frac{N}{2} < i \leq N.
\end{cases}
\]

Numerical results for the two-dimensional power-graded meshes (Fig. 11) again show that $\lambda$ provides a larger bound than $\tilde{\lambda}_{GM}$ and $\tilde{\lambda}_{KHX}$ by a factor of roughly 1.5 to 2.5, $\tilde{\lambda}_{GM}$ being better than $\tilde{\lambda}_{KHX}$.
In three dimensions, the differences must be much more striking because the effect of the mesh nonuniformity is not eliminated by the logarithm in (14a) to (14c) but appears in the estimates directly: only elementwise averaging in the case of $\lambda_{KHX}$ in (15a) and a factor proportional to $1/\sqrt{\mathcal{M}H}$ for $\lambda_{GM}$ in (15b). Figure 14 confirms this consideration: $\lambda$ provides a much better bound than both $\lambda_{KHX}$ and $\lambda_{GM}$ and, in the case of a fixed $N$ and changing $\beta$, it also reproduces the shape of the curve for the exact value more accurately. In particular, it can be observed that the value $H$ can become very large for highly irregular anisotropic meshes but it does not affect the value of the smallest eigenvalue directly, as predicted by Theorem 1.

**Mesh example 4 (Single element layer).** This mesh simulates an internal layer with a thickness of only one element (Figs. 2, 10b, and 13b). The remaining part is equidistant. This example is considered for illustrative purposes to show the effect of a very abrupt change of the mesh step size.

Numerical results in Figures 12 and 15 show that $\lambda$ is very close to the exact value, whereas $\lambda_{GM}$ and $\lambda_{KHX}$ underestimate the exact value by a large factor, which is proportional to $\epsilon$ (due to the special construction of this example). Moreover, it can be observed that a very abrupt step size change doesn’t affect the smallest eigenvalue as long as only single elements are affected and not the whole patches (though it will affect the largest eigenvalue).

**Remark 4 (Possible improvements).** Results in Figs. 5b, 8b, and 11b demonstrate an interesting phenomenon: $\lambda_{\text{min}}$ increases slightly as $\epsilon$ is decreasing and the mesh becomes more anisotropic. The reason for this might be that, as $\epsilon$ decreases, the mesh boundary layer becomes thinner and moves closer to the boundary. It has been observed that meshes near the boundary have a lesser impact on the smallest eigenvalue than elements inside the domain, so that ‘pressing’ the boundary layer containing a significant number of mesh elements towards the boundary might have a similar effect on $\lambda_{\text{min}}$ as mesh coarsening. Bounds of Theorems 1 and 2 do not take this effect into account, so that there still might be some room for further improvement for this particular case, although it is not clear if such bounds can have the same simple form.

Other than that, the new bounds are clearly sharper and seem to more or less follow the curve for the exact value (Figs. 6, 9, and 12). In three dimensions, it doesn’t seem that the bound can be further improved in general, at least not in its current form, since its derivation is free from any mesh regularity assumptions and rough estimates.

In two dimensions, the only rough estimate in the derivation happens between (12) and (13). Hence, a possible improvement might be a replacement of the minimal patch volume $|\omega_{\text{min}}|$ in the estimate with some average, following the structure of the bound for $d \geq 3$. However, it not clear to the author yet how to deal with the sum in (12) directly or if it can be improved at all. Considering that $|\omega_{\text{min}}|$ enters the estimate only inside the logarithm, this possible improvement would be only a small one. In particular, as already predicted in Remark 3, in all two-dimensional examples the curve for the exact smallest eigenvalue is comparable to $N^{-1}$ as $N$ increases.
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Figure 4: Shishkin meshes, $\varepsilon = 0.05$ (2D).

Figure 5: Shishkin meshes (2D boundary layer).

Figure 6: Shishkin meshes (2D internal layer).
Figure 7: Bakhvalov-type meshes, $\varepsilon = 0.05$ (2D).

Figure 8: Bakhvalov-type meshes (2D boundary layers).

Figure 9: Bakhvalov-type meshes (2D internal layers).
(a) power-graded, $\beta = 3$
(b) single element layer, $\varepsilon = 0.2$

Figure 10: Power-graded and single element internal layer meshes (2D).

(a) fixed $\beta = 3.0$, changing $N$
(b) fixed $N = 16384$, changing $\beta$

Figure 11: Power-graded meshes (2D).

(a) fixed $\varepsilon = 0.1$, changing $N$
(b) fixed $N = 16384$, changing $\varepsilon$

Figure 12: Single element internal layer (2D).
Figure 13: Power-graded and single element internal layer meshes (2D).

(a) power-graded, $\beta = 3$
(b) single element layer, $\varepsilon = 0.1$

Figure 14: Power-graded meshes (3D).

(a) fixed $\beta = 3.0$, changing $N$
(b) fixed $N = 1728$, changing $\beta$

Figure 15: Single element internal layer (3D).

(a) fixed $\varepsilon = 0.05$, changing $N$
(b) fixed $N = 1728$, changing $\varepsilon$