DOMAINS OF POLYHEDRAL TYPE AND BOUNDARY
EXTENSIONS OF BIHOLOMORPHISMS
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Abstract. For $D, D'$ analytic polyhedra in $\mathbb{C}^n$, it is proven that a biholomorphic mapping $f: D \rightarrow D'$ extends holomorphically to a dense boundary subset under certain condition of general position. This result is also extended to a more general class of domains with no smoothness condition on the boundary.

1. Introduction

In 1960 Remmert and Stein [9] proved the following theorem:

Let $D, D' \subset \mathbb{C}^n$ be bounded convex Euclidean polyhedra. Suppose that the number of different complex tangent hyperplanes to the faces of $D$ is greater than $n$ and each $n$ of them are linearly independent. Then every biholomorphic (even every proper holomorphic) mapping $f: D \rightarrow D'$ is an affine isomorphism.

The proof is based on the invariance of the above complex tangent hyperplanes which are called characteristic decompositions under proper holomorphic mappings. In fact, Remmert and Stein proved the invariance of characteristic decompositions for a larger class of bounded domains, namely for the so-called analytic polyhedra:

A bounded domain $D \subset \mathbb{C}^n$ is called an analytic polyhedron, if there exist a neighborhood $U = U(D)$ and holomorphic functions $g_i: U \rightarrow \mathbb{C}, i = 1, \ldots, s$, such that $D$ is a connected component of the set

$$\{z \in U : |g_1(z)| < 1, \ldots, |g_s(z)| < 1\}. \quad (1)$$

We call $\{g_1, \ldots, g_s\}$ a set of defining functions. Suppose that this set is minimal, i.e. no function $g_i$ can be removed without changing $D$. For each $i = 1, \ldots, s$, we call the $g_i$-level set decomposition of $D$ a characteristic decomposition of $D$.

A trivial consequence of the above theorem is the holomorphic extendibility of $f$ to the boundary of $D$. One main goal of this paper is to study the extension problem for arbitrary analytic polyhedra. In general, a biholomorphic mapping $f: D \rightarrow D'$ between analytic polyhedra does not extend holomorphically to the whole boundary. We prove the existence of a holomorphic extension to a dense boundary subset under a conditions which can be seen as a nonlinear version of the above condition of linear independence:

Theorem 1.1. Let $f: D \rightarrow D'$ be a biholomorphic mapping between analytic polyhedra in $\mathbb{C}^n$. Suppose that the number of different characteristic decompositions of $D$ is greater than $n$ and that each $n$ of them have linearly independent tangent subspaces at generic points $z \in D$. Then $f$ extends to a biholomorphic mapping between some neighborhoods of dense subsets of $\partial D$ and $\partial D'$ respectively.
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We say that \( f : D \to C^n \) extends (bi)holomorphically to a point \( x \in \partial D \), if there exists a neighborhood \( V = V(x) \) and a (bi)holomorphic mapping \( f_V : V \to f_V(V) \subset C^n \) such that \( f = f_V \) on \( D \cap V \). We give a characterization of the boundary points, to which a biholomorphic extension exists:

**Theorem 1.2.** Let \( f : D \to D' \) be a biholomorphic mapping between analytic polyhedra in \( C^n \). Suppose that the number of different characteristic decompositions of \( D \) is greater than \( n \) and that each \( n \) of them have linearly independent tangent subspaces at some point \( x \in \partial D \), where \( D \) is locally connected. Then \( f \) extends biholomorphically to \( x \) if and only if there exists a sequence \( (z_m)_{m \geq 1} \) in \( D \) together with \( L \in GL_n(C) \) such that \( z_m \to x \) and \( d_{z_m} f \to L \) as \( m \to \infty \).

The special properties of analytic polyhedra are their piecewise smoothness and vanishing of the Levi form at smooth boundary points. In this paper we extend the above results to a larger class of bounded domains with no smoothness condition and arbitrary Levi ranks at smooth points.

**Definition 1.1.** A bounded domain \( D \subset C^n \) with \( D = \overline{D} \) is called a domain of polyhedral type, if there exist a neighborhood \( U = U(D) \subset C^n \), holomorphic maps \( g_i : U \to C^{n_i} \) and open subsets \( D_i \subset C^{n_i} \), \( i = 1, \ldots, s \), such that

1. \( \partial D_i \) contains no positive dimensional analytic set in an open subset of \( C^{n_i} \) for all \( i \);
2. \( D \) is a connected component of the set
   \[ \{ z \in U : g_1(z) \in D_1, \ldots, g_s(z) \in D_s \} \]

If \( n_1 = 1 \) and \( D_1 = \{ |z| < 1 \} \subset C^n \), Definition 1.1 gives an arbitrary analytic polyhedron. If \( s = 1 \) and \( g_1 = \text{id} \), it gives an arbitrary bounded domain with \( D = \overline{D} \), whose boundary contains no positive dimensional analytic set in an open set in \( C^n \). In the sequel we say that these domains have simple boundaries. In particular, we obtain an arbitrary piecewise smooth strongly pseudoconvex or an arbitrary bounded pseudoconvex real-analytic domain (see [4]). On the other hand, if the \( n_i \)'s are arbitrary and each \( D_i \) is strongly pseudoconvex, Definition 1.1 gives an arbitrary strictly pseudoconvex polyhedra in the sense of [4]. Furthermore, as follows from the definition, the class of domains of polyhedral type is closed under cartesian products and intersections In particular a product of bounded domains with simple boundaries is a domain of polyhedral type.

As above we assume that the set \( \{ g_1, \ldots, g_s \} \) of defining mappings is chosen minimal. For each \( i = 1, \ldots, s \), we call the level set decomposition given by each \( g_i \) a characteristic decomposition of \( D \). We denote by \( G_i(z) \) the level set of \( g_i \) through \( z \), i.e. the connected \( z \)-component of \( g_i^{-1}(g_i(z)) \cap D \).

The theorem of Remmert and Stein (Satz 14 in [4]) on the invariance of characteristic decompositions can be extended to domains of polyhedral type:

**Theorem 1.3.** Let \( D \subset C^n \), \( D' \subset C'^m \) be domains of polyhedral type and let \( f : D \to D' \) be a proper holomorphic mapping. Then there exists a function \( \varphi : \{ 1, \ldots, s \} \to \{ 1, \ldots, s' \} \) together with a proper analytic subset \( A \subset D \) such that \( f(G_i(z)) \subset G_{\varphi(i)}(f(z)) \) for every \( z \in D \setminus A \) and \( i = 1, \ldots, s \).

In the cases of analytic polyhedra and of products of domains with simple boundaries the conclusion of Theorem 1.3 is automatically valid for all \( z \in D \). In general this is not true.
We call a characteristic decomposition maximal, if its fibers are not generically included in the fibers of another characteristic decomposition. For analytic polyhedra and products of bounded domains with simple boundaries, all characteristic decompositions are maximal.

**Corollary 1.1.** Let \( f: D \to D' \) be a biholomorphic mapping between bounded domains of polyhedral type whose maximal characteristic decompositions are \( G_1, \ldots, G_s \) and \( G'_1, \ldots, G'_s \), respectively. Then \( s' = s \) and there exists a permutation \( \varphi \) of \( \{1, \ldots, s\} \) such that \( \dim_i G_i(z) = \dim_{i'} G'_{\varphi(i)}(z') \) for all generic points \( z \in D \) and \( z' \in D' \) and for all \( i = 1, \ldots, s \).

Theorem 1.3 and Corollary 1.1 can be seen as generalizations of corresponding statements for analytic polyhedra ([8], see also [10] for similar statements involving proper holomorphic correspondences) and at the same time for the products of bounded domains with simple boundaries (see [12], [9], [6], also [3] for automorphisms under no boundary assumption):

**Corollary 1.2.** Let \( D = D_1 \times \cdots \times D_s \in \mathcal{Q}^n \), \( D = D'_1 \times \cdots \times D'_{s'} \in \mathcal{Q}^{n} \) be products of bounded domains with simple boundaries and let \( f: D \to D' \) be a biholomorphic mapping. Then \( s = s' \) and there exists a permutation \( \varphi \) of the set \( \{1, \ldots, s\} \) together with biholomorphic mappings \( f_i: D_i \to D'_{\varphi(i)} \) such that \( f = f_1 \times \cdots \times f_s \).

The next goal of this paper is to extend Theorem 1.1 to arbitrary domains of polyhedral type. For this we have to reformulate the condition of linear independence of hyperplanes in a way suitable for linear subspaces of arbitrary dimensions. We call this the condition of *general position*. Roughly speaking this means that each two expressions consisting of sums and intersections are in general position, i.e. have the largest possible sum or equivalently the smallest possible intersection (see section 4 for precise definitions).

Define \( N(n) := (n + 1)(n(n - 1)/2 + 1) \).

**Theorem 1.4.** Let \( f: D \to D' \) be a biholomorphic mapping between domains of polyhedral type in \( \mathcal{Q}^n \), \( n > 1 \). Suppose that the number of different characteristic decompositions of \( D \) is at least \( N(n) \) and that their tangent subspaces are in general position at generic points of \( D \). Then there exists a dense subset \( S \subseteq \partial D \) such that \( f \) has a holomorphic extension to every point \( x \in S \), where \( D \) is locally connected.

The following result is a criterion for the existence of a biholomorphic extension at a given boundary point \( x \in \partial D \).

**Theorem 1.5.** Let \( f: D \to D' \) be a biholomorphic mapping between domains of polyhedral type in \( \mathcal{Q}^n \) and \( x \in \partial D \). Suppose that \( D \) is locally connected at \( x \), that the number of different characteristic decompositions of \( D \) is at least \( N(n) \) and that their tangent subspaces are in general position at \( x \). Then \( f \) has a biholomorphic extension to \( x \) if and only if there exist a sequence \( (z_m)_{m \geq 1} \) in \( D \) and \( L \in \text{GL}_n(\mathcal{Q}) \) such that \( z_m \to x \) and \( d_z f \to L \) as \( m \to \infty \).

Here we make no restrictions on the dimensions of characteristic decompositions. If the characteristic decompositions of \( D \) have special dimensions (e.g. for analytic polyhedra), we give exact estimates \( N'(n) \).

**Theorem 1.6.** Under the assumptions of Theorem 1.4 suppose that either all characteristic decompositions of \( D \) are 1-dimensional or all of them are 1-codimensional.
Then in Theorem 1.4 we can replace $N(n)$ with $N'(n) := n + 1$. This estimate is optimal, i.e. if $D$ has at most $n$ different characteristic decompositions, the statement does not hold in general.

If $D$ and $D'$ are analytic polyhedra, the boundary regularity problem for biholomorphic mappings $f : D \to D'$ can be reduced in some cases to corresponding problems in one complex variable. In particular, classical results of Caratheodory and of Schwarz can be used to prove the existence of continuous and holomorphic extensions of $f$ respectively (see [3]). For $D$ and $D'$ arbitrary domains of polyhedral type, we have no smoothness condition on the boundaries and this is the reason why the statement of Theorem 1.6 does not hold for $s = n$ in general, e.g. for some domains biholomorphic to polydisks.

Our method is based on Theorem 1.3 and the theory of holomorphic webs (see e.g. [2] for applications of the holomorphic web theory to analytic polyhedra). All results stated here except Theorem 1.3 are proven in section 8. Theorem 1.3 is proved in section 3.

We now mention some applications of the above theorems. We first give conditions on $f$ to be algebraic (i.e. such that each coordinate of $f$ satisfies a nontrivial polynomial equation with polynomial coefficients). Webster [13] proved that if the Levi form of a real-algebraic hypersurface $M \subset \mathbb{C}^n$ is nondegenerate, a biholomorphic mapping sending $M$ into another real-algebraic hypersurface $M' \subset \mathbb{C}^n$ is always algebraic. Then Baouendi and Rothschild [1] proved this property for the larger class of essentially finite real-algebraic hypersurfaces $M = \{z : \varphi(z, \overline{z}) = 0\}$ (i.e. such that each $x \in M$ is an isolated point of the set $\{z : (\varphi(x, w) = 0) \implies (\varphi(z, w) = 0)\}$).

Applying their result we obtain:

**Corollary 1.3**. Under the assumptions of Theorem 1.4 suppose that $D$ and $D'$ are given by real polynomial inequalities and $\partial D$ contains an open piece of an essentially finite hypersurface. Then every biholomorphic map $f : D \to D'$ is algebraic.

Furthermore, an application of results from [14] yields an algebraic description of the full group $\text{Aut}(D)$ of biholomorphic automorphisms. Recall that a real Lie group is called an affine Nash group if it is diffeomorphic to a (not necessarily closed) submanifold of $\mathbb{R}^m$ given by real polynomial inequalities and if all group operations have graphs of this kind (see [7], [14] for precise definitions).

**Corollary 1.4**. Under the assumptions of Theorem 1.4 suppose that $D$ is given by real-algebraic inequalities and that $\partial D$ contains an open piece of a Levi-nondegenerate hypersurface. Then $\text{Aut}(D)$ is an affine Nash group and the action $\text{Aut}(D) \times D \to D$ is a Nash mapping. In particular, the number of connected components of $\text{Aut}(D)$ is finite.

2. Notation

In the following we use the notation of Definition 1.1. Denote by $G_i(z) \subset D$ the $g_i$-level set through $z \in D$ and by $G_i$ the decomposition into these level sets. For another domain $D'$ we write $(g'_j, D'_j), j = 1, \ldots, s'$, $U' = U(D')$ and $G'_j(z')$ for the corresponding data. The system of all maximal characteristic decomposition is called the characteristic web of $D$. All analytic sets are always meant complex-analytic. We use the abbreviation $L := L(\mathbb{C}^n, \mathbb{C}^m)$ for the space of linear operators. For $d \leq n$, $G_{n,d}$ denotes the Grassmanian of $d$-dimensional linear subspaces of $\mathbb{C}^n$. For a collection of linear subspaces $P_1, \ldots, P_K \subset \mathbb{C}^n$, denote by $P_k$ the sum of all
$P_j$ with $j \neq k$. We say that a property is satisfied generically or for generic points if it is satisfied for all points in the complement of some proper analytic subset.

3. Invariance of characteristic webs under proper holomorphic mappings

In this section we prove Theorem 1.3.

**Lemma 3.1.** For each $i = 1, \ldots, s$, there exist a boundary point $x \in \partial D$, coordinate neighborhoods $\Omega = \Omega_1 \times \Omega_2 \subset \mathbb{C}^r \times \mathbb{C}^{m-r}$ of $x$ and $\tilde{\Omega} = \tilde{\Omega}_1 \times \tilde{\Omega}_2 \subset \mathbb{C}^r \times \mathbb{C}^{m-r}$ of $g_i(x)$ and an open subset $D_0 \subset \Omega_1$ with simple boundary such that $D \cap \tilde{\Omega} = D_0 \times \tilde{\Omega}_2$ and $g_i(z_1, z_2) = (z_1, 0)$.

**Proof.** Fix some $i = 1, \ldots, s$. Since the set of defining mappings $\{g_1, \ldots, g_s\}$ is minimal, there exists a point $x \in \partial D$ and a connected neighborhood $\Omega$ of $x$ such that

$$\tilde{D} \cap \Omega = \{z \in \Omega : g_i(z) \in D_1\},$$

where $\tilde{D}$ is as in Definition 1.1. Denote by $S \subset \Omega$ the singular locus of $g_i$, i.e. the set of all points, where $g_i$ has not its maximal rank. Since $D = \tilde{D}$ and $\Omega \setminus S$ is connected, $\partial D \not\subset S$. Hence, by changing to a smaller $\Omega$, we may assume that $S = \emptyset$. The conclusion of the lemma follows now from the rank theorem and Definition 1.1. \[\square\]

Let $i$ be fixed and $r$ be the maximal rank of $g_i$. We apply Lemma 3.1 for $D$ and $i$ and borrow its notation.

Let $z^0 \in \partial D \cap \Omega$ be arbitrary. Our first goal is to prove that for every sequence $(z^m)_{m \geq 1}$ in $D \cap \Omega$ which converges to $z^0$,

$$\prod_{j=1}^{s'} \frac{\partial (g'_j \circ f)}{\partial z_2}(z^m) \to 0, \quad m \to \infty. \tag{2}$$

Here we mean the tensor product $\mathbb{C}^{m-r} \to \otimes_{j=1}^{s'} \mathbb{C}^{n_j}$ of corresponding partial derivatives considered as linear maps.

If (2) is not valid, we may assume that

$$\left\| \prod_{j=1}^{s'} \frac{\partial (g'_j \circ f)}{\partial z_2}(z^m) \right\| \geq \varepsilon \tag{3}$$

for some $\varepsilon$ and all $m = 1, 2, \ldots$. Further we may assume by Montel’s theorem that

$$\Phi_m(\xi) := f(z^m_1, z^m_2 + \xi) \to \Phi(\xi), \quad m \to \infty \tag{4}$$

uniformly for $\xi \in B$, where $B \subset \mathbb{C}^{m-r}$ is a sufficiently small connected neighborhood of 0. It follows from Lemma 3.1 that $(z_1^m, z_2^m + \xi) \to \partial D$ for all $\xi \in B$.

Since $f$ is proper, $\Phi(B) \subset \partial D'$. It follows from Definition 1.1 that $\partial D'$ is covered by the closed sets $(g'_j)^{-1}(\partial D'_j)$, $j = 1, \ldots, s'$. Changing if necessary to a smaller $B$ we may assume that $\Phi(B)$ is contained in $(g'_j)^{-1}(\partial D'_j)$ for some $j = j_0$, i.e. $g'_j(\Phi(B)) \subset \partial D'_j$. Since $\partial D'_j$ contains only zero dimensional analytic sets, $\Phi(B)$ lies in a level set of $g'_j$. This means that

$$\frac{\partial g'_j \circ \Phi}{\partial \xi} = 0 \tag{5}$$
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for \( j = j_0 \). As a consequence of the uniform convergence we have

\[
\frac{\partial (g'_j \circ f)}{\partial z^2} (z^m) \to \frac{\partial (g' \circ \Phi)}{\partial \xi} (0), \quad m \to \infty.
\] (6)

Together with (5) this contradicts the assumption (3). This shows (2).

Since \( z^0 \in \partial D \cap \Omega \) is arbitrary, we can apply Rado’s theorem (see e.g. [8]) to the tensor product in (3). It follows that for some \( j =: \varphi(i) \),

\[
\frac{\partial (g' \circ f)}{\partial z^2} = 0
\] (7)

identically on \( D \cap \Omega \).

We wish to prove that the rank of the matrix

\[
\begin{pmatrix}
\frac{\partial g_i}{\partial z} & \frac{\partial g'_j \circ f}{\partial z}
\end{pmatrix}
\] (9)

is the same as of \( \partial g_i / \partial z \), i.e. \( r \). It suffices to show that all \( (r + 1) \times (r + 1) \)-minors of (9) which contain \( r \) first columns and \( r \) first rows are zero. It follows from (8) that such minors are exactly the entries of the matrix \( \partial (g'_j \circ f) / \partial z^2 \). By (7), they are equal to zero. Therefore the rank of (9) equals \( r \) everywhere in \( D \). This implies that the level sets of \( g_i \) in its regular locus are included in corresponding level sets of \( g'_j \circ f \). Finally, we define \( A \) to be the union of singular loci of \( g_i, i = 1, \ldots, s \). This finishes the proof of Theorem 1.3.

4. Characteristic webs in general position

4.1. Linear situation. Let \( E_1, E_2 \subset \mathbb{C}^n \) be linear subspaces. Then the pair \((E_1, E_2)\) is in general position, if

\[
\dim (E_1 + E_2) = \min (\dim E, \dim E_1 + \dim E_2).
\] (10)

We wish to discuss this notion for arbitrary systems of linear subspaces \( E = (E_1, \ldots, E_s) \). Notice that it is not sufficient to require that all sums and all intersections have maximal (minimal) possible dimensions. Indeed, suppose that \( E_1, \ldots, E_6 \in \mathbb{C}^3 \) are 1-dimensional, each 3 subspaces are linearly independent but the intersection

\[
(E_1 + E_2) \cap (E_3 + E_4) \cap (E_5 + E_6)
\]

is of dimension 1. On the projective level this means that three lines intersect at one point. This tuple is not in general position but this cannot be checked by considering pure sums and pure intersections.

To make the definition precise we introduce (formal) admissible expressions \( P(X) \) in variables \( X = (X_1, \ldots, X_s) \) by the following rules:

1. Each \( X_i \) is an admissible expression;
2. If \( P(X) \) and \( Q(X) \) are admissible expressions, then \( P(X) + Q(X) \) and \( P(X) \cap Q(X) \) are also admissible.
We call a pair of admissible expressions \((P(X), Q(X))\) independent, at each variable \(X_i\) appears at most once in \(P(X) + Q(X)\). Given a system \(E = (E_1, \ldots, E_s)\) of linear subspaces of \(\mathbb{C}^n\), we denote by \(P(E)\) the evaluation of an admissible expression \(P(X)\) on \(E\).

**Definition 4.1.** A system of linear subspaces \(E = (E_1, \ldots, E_s)\) of \(\mathbb{C}^n\) is said to be in general position, if for every independent pair of admissible expressions \((P(X), Q(X))\), the pair of evaluations \((P(E), Q(E))\) is in general position.

It follows from the definition that the set of all \(s\)-tuples with fixed dimensions \(n_1, \ldots, n_s\) which are in general position is a Zariski open subset of the product of corresponding Grassmanians \(G_{n,n_i}\).

4.2. General position for webs.

**Definition 4.2.** We say that a holomorphic web \(G = (G_i)_{1 \leq i \leq s}\) is in general position at \(z \in U\), if all \(G_i(z)\)'s are smooth at \(z\) and the tangent subspaces \(T_zG_i(z) \subset T_zU\) are in general position. A web is in general position if it is in general position at generic points.

The following statement is straightforward:

**Lemma 4.1.** Let \(G\) be a holomorphic web in general position. Then there exists a nonzero holomorphic function \(\psi: U \to \mathbb{C}\) such that the tangent subspaces \(T_zG_i(z) \subset T_zU\) are in general position for all \(z\) with \(\psi(z) \neq 0\).

Let \(\psi'\) be as in Lemma 4.1 for the web of \(D'\). Applying Rado’s theorem to \(\psi' \circ f\) we obtain:

**Lemma 4.2.** Let \(f: D \to D'\) be a proper holomorphic map between domains of polyhedral type in \(\mathbb{C}^n\). Suppose that the characteristic webs of \(D\) and \(D'\) are in general position. Then there exists a dense boundary subset \(S \subset \partial D\) with the following property. For every \(x \in S\) there exists \(x' \in \partial D'\) and a sequence \(z_m \to x\) in \(D\) such that \(f(z_m) \to x'\) and the corresponding webs are in general position at \(x\) and at \(x'\) respectively.

5. Rigid tuples of natural numbers

**Definition 5.1.** A tuple of natural numbers

\[(m_1, \ldots, m_s) \in \{1, \ldots, n-1\}^s\]

is called \(n\)-rigid if for each \(i = 1, \ldots, s\), there exist systems of formal admissible expressions \(P = (P_1, \ldots, P_K), Q = (Q_1, \ldots, Q_L)\), such that their evaluations on an arbitrary system of linear subspaces \(E = (E_1, \ldots, E_s)\) of \(\mathbb{C}^n\) of dimensions \(m_1, \ldots, m_s\) in general position satisfy the following properties

1. \(E_i \subset \bar{P}_1(E)\);
2. \(\mathbb{C}^n = P_1(E) \oplus \cdots \oplus P_K(E)\);
3. for every \(k = 1, \ldots, K-1\), there exists a subset \(I_k \subset \{1, \ldots, L\}\) such that \(\bar{P}_k(E) + \sum_{l \in I_k} Q_l(E) = \bar{P}_{k+1}(E) + \sum_{l \in I_k} Q_l(E) = \mathbb{C}^n\) and for all \(l \in I_k\), \(\bar{P}_k(E) \cap Q_l(E) = \bar{P}_{k+1}(E) \cap Q_l(E) = 0\).
Example 5.1. The $s$-tuple $(1, \ldots, 1)$ is $n$-rigid if and only if $s > n$. Indeed, if $s > n$, it is sufficient to assume $i = 1$ and define $P_k(E) := E_{k}$, $k = 1, \ldots, n$, $Q_1(E) := E_{n+1}$ and $I_k := \{1\}$. On the other hand, if an $s$-tuple $(1, \ldots, 1)$ is $n$-rigid, one needs at least $n$ subspaces $E_i$ to split $\mathbb{Q}^n$ in a direct sum. Furthermore, one needs at least one more subspace to obtain $Q_l$ as above.

Example 5.2. The $s$-tuple $(n-1, \ldots, n-1)$ is $n$-rigid if and only if $s > n$. Indeed, if $s > n$, it is sufficient to assume $i = 1$ and define $P_k(E) := \cap_{1 \leq j \leq n, j \neq k} E_k$ for $k = 1, \ldots, n$, $Q_l(E) := (P_l(E) + P_{l+1}(E)) \cap E_{n+1}$, $l = 1, \ldots, n-1$ and $I_k := \{k\}$. The necessity of $n+1$ subspaces follows as above.

Proposition 5.1. In the above notation there exists an integer function $N(n)$ such that for each $n$ and $s \geq N(n)$, all $s$-tuples $(m_1, \ldots, m_s)$ are rigid. One can take $N(n) = (n+1)(n(n-1)/2 + 1)$.

Proof. We first prove by induction on $n$ that every system in general position of $s(n) := (n(n-1)/2 + 1)$ linear subspaces $E_i \subset \mathbb{Q}^n$, $i = 1, \ldots, s(n)$, satisfy conditions 1 and 2 of Definition 5.1 with $K = 2$. This is clearly true for $n = 2$. Let $n$ be larger than 2. Let $Z \subset \mathbb{Q}^n$ be the largest possible direct sum of $E_i$’s. If $Z = \mathbb{Q}^n$ we are done. Otherwise $Z$ is smaller and is a sum of at most $(n-1)$ subspaces. There remain at least $s(n) - (n-1) = s(n-1)$ “free” subspaces.

Each remainder subspace $E_i$ is in general position with $Z$. Since $Z$ is the largest direct sum, the intersection $E_i \cap Z$ is nonzero. We use the induction for $Z$ and the system of subspaces $E_i \cap Z$ (at least $s(n-1)$ of them are nonzero). We conclude that there exist admissible expressions $W_1, W_2 \in V$ such that $Z = (Z \cap W_1) \oplus (Z \cap W_2)$ is a nontrivial direct sum. By the conditions of general position we obtain:

$$\dim W_j + \dim Z = n + \dim (Z \cap W_j), \quad j = 1, 2,$$

and therefore $\dim W_1 + \dim W_2 = 2n - \dim Z$. It follows that

$$\dim(W_1 \cap W_2) \geq \dim W_1 + \dim W_2 - n = n - \dim Z. \quad (12)$$

On the other hand, $W := W_1 \cap W_2$ has zero intersection with $Z$, i.e. $\dim W \leq n - \dim Z$. Together with (12) this implies $V = W \oplus Z$ which is the required direct sum.

Suppose now that we have $(n+1)s(n)$ subspaces in general position. By the first part of the proof, they generate $(n+1)$ independent splittings $V = W_j \oplus U_j$, $\dim W_j \leq \dim U_j$, $j = 1, \ldots, n+1$. Choose $W_j$ with the maximal possible dimension, say $W_{n+1}$. Then the subspaces $P_1 := W_{n+1}, P_2 := U_{n+1}, Q_l := W_l, l = 1, \ldots, n$, satisfy the required properties because of general position.

The main property of $n$-rigid tuples which is crucial for our extension results is a certain holomorphic connection between components of linear maps sending one tuple of linear subspaces of general position into another. This is expressed in the following proposition.

Proposition 5.2. Let $(m_1, \ldots, m_s)$ be $n$-rigid, $P$ and $Q$ be systems of formal admissible expressions satisfying conditions of Definition 5.1. Furthermore, let $E_0 = (E_{01}, \ldots, E_{0n})$ and $E'_0 = (E'_{01}, \ldots, E'_{0n})$ be systems of linear subspaces of $\mathbb{Q}^n$ in general position with $\dim E_{0i} = \dim E'_{0i} = m_k$. Then there exist open neighborhoods $\Omega = \Omega(E_0)$ and $\Omega' = \Omega(E'_0)$ in the product of Grassmanians $G_{n,m_1} \times \cdots \times G_{n,m_s}$ and
families of holomorphic maps $\Phi_k(E, E') : \mathcal{L}(P_k(E), P_k(E')) \to \mathcal{L}, E \in \Omega, E' \in \Omega'$, $k = 1, \ldots, K$, such that for all $g = (g_1, \ldots, g_K) \in \mathcal{L}(P_k(E) \oplus \cdots \oplus P_K(E), P_1(E') \oplus \cdots \oplus P_K(E'))$ with $g(Q_l(E)) \subset Q_l(E')$, $l = 1, \ldots, L$, one has $g = \Phi_k(E, E')(g_k)$.

Proof. Let $E$ and $E'$ be close to $E_0$ and $E'_0$ respectively. By conditions of Definition 5.1, the canonical projections $\pi_{kl}(E) : Q_l(E) \to P_k(E), \pi_{k+1,l}(E) : Q_l(E) \to P_{k+1}(E)$, are injective for all $k = 1, \ldots, K-1$ and $l \in I_k$. Hence the following maps are well-defined and invertible:

\[ \psi_{k,l}(E) := \pi_{k+1,l} \circ \pi_{kl}^{-1} \circ \pi_{kl}(Q_l). \]  

(13)

Let $Z_{k,l}(E') \subset P_k(E')$ be a holomorphic family of linear subspaces which satisfies $P_k(E') = \pi_{kl}(Q_l(E')) \oplus Z_{k,l}(E')$. This is possible for $E'$ close to $E'_0$. Then the projection along $Z_{k,l}(E')$, $\psi_{l}(E') : P_k(E') \to \pi_{k}(Q_l(E'))$ is well-defined.

Fix a holomorphically $E$-dependent basis $e_1(E), \ldots, e_m(E) \in P_{k+1}(E)$ such that $e_j(E) \in \pi_{k+1}(Q_{h(j)}(E))$ for all $j = 1, \ldots, m$, where $h : \{1, \ldots, m\} \to I_k$ is an integer function. This is possible by conditions of Definition 5.1.

Define

\[ \Phi_{k,k+1}(E, E')(g_k)(e_j(E)) := \left[ \varphi_{k,h(j)}(E') \circ \psi_{k,h(j)}(E') \circ g_k \circ (\varphi_{k,h(j)}(E'))^{-1} \right](e_j(E)). \]  

(14)

We obtain a holomorphic family of linear maps

\[ \Phi_{k,k+1}(E, E')(g_k) : \mathcal{L}(P_k(E), P_k(E')) \to \mathcal{L}(P_{k+1}(E), P_{k+1}(E')) \]  

(15)

such that for every $g = (g_1, \ldots, g_K)$ as above, $g_{k+1} = \Phi_{k,k+1}(E, E')(g_k)$. Similarly we construct a family

\[ \Phi_{k+1,k}(E, E') : \mathcal{L}(P_{k+1}(E), P_k(E')) \to \mathcal{L}(P_k(E), P_k(E')). \]  

(16)

Then the required families can be defined as follows:

\[ \Phi_{k,r}(E, E') := \Phi_{r-1,r}(E, E') \circ \cdots \circ \Phi_{k,k+1}(E, E') \]  

(17)

for $1 \leq k < r \leq K$, similarly for $1 \leq r < k \leq K$ and finally

\[ \Phi_k(E, E') := (\Phi_{k,1}(E, E'), \ldots, \Phi_{k,K}(E, E')). \]  

(18)

where $\Phi_{k,k}(E, E')(g_k) := g_k$. \hfill \Box

6. Differential equations for biholomorphic maps

Our goal here is to construct a system of differential equations satisfied by biholomorphic maps. We say that a domain of polyhedral type $D \subset \mathbb{C}^n$ is rigid, if the tuple of dimensions of maximal characteristic decompositions is n-rigid.

Proposition 6.1. Let $f : D \to D'$ be a biholomorphic map between domains of polyhedral type. Suppose that $D$ is rigid and the characteristic web of $D$ (resp. of $D'$) is in general position at $x \in \partial D$ (resp. at $x' \in \partial D'$). Then there exist open neighborhoods $V = V(x)$, $V' = V(x')$ and a holomorphic map $\Phi : V \times V' \times \mathcal{L} \to \mathcal{L}$ such that for all $z, w \in D$ with $(z, f(z)), (w, f(w)) \in V \times V'$ and $w$ sufficiently close to $z$, $d_w f = \Phi(w, f(w), dz f)$.
Proof. Suppose for simplicity that $G_1, \ldots, G_s$ are maximal and $\varphi(i) = i$ in Theorem 1.3. Let $P, Q$ be as in Definition 7.1. Denote by $P(z), Q(z)$ the evaluations on $(T_z G_1(z), \ldots, T_z G_s(z))$. Furthermore we evaluate $P$ on the fibers $G_i(z)$ as follows. An intersection in $P$ corresponds to an intersection of fibers and a sum to the composition:

$$G_i(G_j(z)) := \bigcup_{w \in G_j(z)} G_i(w).$$

(19)

By our assumptions, the characteristic web of $D$ is in general position at every point $z \in D$ which is close to $x$. If we restrict all fibers to a small neighborhood $V = V(x)$, this construction yields a non-linear frame $P(z) = (P_1(z), \ldots, P_K(z))$. Let $(\tilde{P}_1(z), \ldots, \tilde{P}_K(z))$ be the complex submanifolds near $z$ which correspond to $\tilde{P}_1, \ldots, \tilde{P}_K$ respectively. We define a local biholomorphism

$$P_1(z) \times \cdots \times P_K(z) \to U, \quad (w_1, \ldots, w_K) \mapsto \tilde{P}_1(w_1) \cap \cdots \cap \tilde{P}_K(w_K).$$

(20)

Changing to a possibly smaller $V$ we may assume that (20) defines local splittings $V = V_1(z) \times \cdots \times V_K(z)$ for all $z \in V$.

In the similar way we do the same construction for $D'$. In the sequel we take $w$ sufficiently close to $z \in D$. It follows from Theorem 1.3 that $w \in P_k(z)$ implies $f(w) \in P_k(f(z))$. Hence $f$ respects the splitting defined by (20) and can be written in the form

$$f(w_1, \ldots, w_K) = (f_1(w_1), \ldots, f_K(w_K))$$

with $f_k := f| P_k(z) \to P_k(z')$. By Proposition 5.2,

$$d_{w_1}f = \Phi_2(E(z), E(z'))(d_{z_1}f_2)$$

(21)

and

$$d_{w}f = \Phi_1(E(z), E(z'))(d_{w_1}f_1).$$

(22)

Putting (21) and (22) together we obtain

$$d_{w}f = \Phi_1(E(z), E(z'))(\Phi_2(E(z), E(z'))(d_{z_2}f_2))|P_1(z)).$$

(23)

This yields the required differential equation, where the right-hand side is defined for all $z$ and $z'$ sufficiently close to $x$ and $x'$ respectively.

\[\square\]

7. BOUNDEDNESS OF $df$

Let $\varphi$ be as in Theorem 1.3.

Proposition 7.1. Let $f : D \to D'$ be a biholomorphic map between domains of polyhedral type in $\mathbb{C}^n$. Suppose $D$ is rigid and its characteristic web of $D$ is in general position. Then there exists a dense subset $S \subset \partial D$ and for every $x \in S$ a sequence $(z_m)_{m \geq 0}$ in $D$ such that $z_m \to x$, $f(z_m) \to x'$, $m \to \infty$, where $d_{z_m}f$ is bounded and the webs $G_1, \ldots, G_s$ (resp. $G'_{\varphi(1)}, \ldots, G'_{\varphi(s)}$) is in general position at $x$ (resp. $x'$).

The proof is given by Lemmata 7.1 and 7.2 below.

Lemma 7.1. Let $i = 1, \ldots, s$ be fixed and $(z_m)_{m \geq 0}$ be a sequence in $G_i(z_0)$ such that $z_m \to x \in \partial D$ and $f(z_m) \to x' \in \partial D'$ as $m \to \infty$. Suppose that $D$ is rigid and the characteristic webs of $D$ and $D'$ are in general position at $x$ and $x'$ respectively. Then $d_{z_m}f$ is bounded.
Proof. Without loss of generality, \( i = 1 \). Let \( z \in G_1(z_0) \) be close to \( x \). Then there exists a neighborhood \( V = V(z) \subset D \) such that \( g_1^{-1}(v) \cap V \) are connected for all \( v \in \mathbb{C}^{n_1}. \) Since \( g_1 \) is regular at \( x \), we may assume that \( W := g_1(V) \subset \mathbb{C}^{n_1} \) is a submanifold with \( y := g_1(x) \in W \). It follows from the connectedness of fibers and condition \( \phi(G_1(z)) \subset G_1'(f(z)) \) that there exists a holomorphic map \( f_1 : W \to \mathbb{C}^{n_1} \) with \( g_1' \circ f = f_1 \circ g_1 \) and \( f_1(y) = g_1'(x') = y' \). By differentiating we obtain
\[
d_zg_1' \circ d_zf = d_yf_1 \circ d_zg_1.
\] (24)

where \( z' := f(z) \).

Let \( P \) and \( Q \) be as in Proposition 5.2. We write \( E_i(z) := T_xG_i(z), E(z) := (E_1(z), \ldots, E_s(z)), P_k(z) := P_k(E(z)), P_k'(z) := P_k'(E(z)). \) By the first condition of Definition 5.1, \( E_1(z) = T_xG_1(z_0) \subset \hat{P}_i(z) \). Hence \( d_zg_1|P_1(z) \) is injective and
\[
d_zf|P_1(z) = (d_zg_1'|P_1(z'))^{-1} \circ d_yf_1 \circ d_zg_1.
\] (25)

If \( z \) and \( z' \) are close to \( x \) and \( x' \) respectively, \( E(z) \in \Omega, E(z') \in \Omega' \) as in Proposition 5.2. Then by Proposition 5.2,
\[
d_zf = \Phi_1(E(z), E(z'), d_zf|P_1(z)).
\] (26)

Combining (23) and (24) we obtain the boundedness of \( d_{zm}f \).

**Lemma 7.2.** Suppose that \( D \) is rigid. For every open subset \( W \subset \partial D \) there exist \( i = 1, \ldots, s \), and a sequence \((z_m)_{m \geq 0}\) as in Lemma 7.1 with \( z_m \to x \in W \).

**Proof.** Consider an open subset \( W \subset \Omega \) such that \( \emptyset \neq W \cap \partial D \subset W \). For brevity we write just \( U, D, \partial D \) and \( g_1 \) for \( \hat{W} \cap U, \hat{W}, \hat{W} \cap \partial D \) and \( g_1|\hat{W} \) respectively. Without loss of generality, the characteristic web of \( D \) is in general position in \( W \) and all fibers \( g_1^{-1}(v) \cap D \) are biholomorphic to some open sets of appropriate vector spaces. Define \( \hat{D}_i := g_i(D) \).

We first suppose that \( g_i(\hat{D}_i) \cap \partial D \neq \emptyset \) for some \( i = 1, \ldots, s \). This means that there exists \( z_0 \in D \) such that \( G_i(z_0) \cap \partial D \neq \emptyset \). Since by our assumption \( G_i(z_0) \) is biholomorphic to open subsets of vector spaces, Rado’s theorem can be applied to the function \( \psi \) from Lemma 4.3 for \( D' \). Hence there exists a sequence \((z_m)_{m \geq 0}\) with \( f(z_m) \to x', m \to \infty \), and such that \( \psi(x') \neq 0 \), i.e. the characteristic web of \( D' \) is in general position at \( x' \). This finishes the proof under our assumption.

Now suppose, on the contrary, that \( g_i(\hat{D}_i) \cap \partial D = \emptyset \) for all \( i = 1, \ldots, s \). Then \( \partial D \subset g_i^{-1}(\partial D') \). We fix \( i \) and change to a possibly smaller connected subset \( \hat{W} \) of the form \( W_1 \times W_2 \) such that \( g_1(z_1, z_2) = z_1 \). In these coordinates \( D = \hat{D}_1 \times W_2 \) and \( \partial D = \hat{D}_1 \times W_2, \) where \( \hat{D}_1 \) is taken in \( W_1 \). This shows that \( \hat{D} \) is locally saturated by the fibers of \( g_1 \). However this should be true for all \( i = 1, \ldots, s \). It follows from the rigidity of \( D \) that \( \partial D \) contains open subsets of \( \mathbb{C}^n \) which is impossible.

\( \square \)

8. Proofs of main results

In the following proofs we use notation of corresponding theorems.

**Proof of Theorem 1.5.** Suppose that the sequence \((z_m)_{m \geq 1}\) exists. By Proposition 5.1, \( D \) is rigid. By Theorem 1.3,
\[
d_zm(T_{z_m}G_1(z_m)) = T_{f(z_m)}G_{\phi(i)}'(f(z_m)).
\]
Passing to the limit as \( m \to \infty \) we obtain \( L(T_xG_1(x)) = T_{x'}G_{\phi(i)}'(x') \). Since \( L \in \text{GL}_n \), the characteristic web of \( D' \) is rigid at \( x' \). Now by Proposition 6.1, \( f \) locally satisfies
a holomorphic system of partial differential equations \( dw f = \Phi(w, f(w), dz f). \) By general results, a local solution depends holomorphically on the initial values and parameters. Setting \( z = z_m \) for \( m \) sufficiently large and using the boundedness of \( dz_m f \) we obtain the required extension. The opposite direction is straightforward.

**Proof of Theorem 1.4.** By Proposition 7.1, there exists a dense subset \( S \subset \partial D \) such the assumptions of Theorem 1.3 are satisfied for every \( x \in S \). The required statement follows now from Theorem 1.5.

**Proof of Theorem 1.6.** We use the statements of Examples 5.1 and 5.2 instead of Proposition 5.1. Then the proof goes as above. To show the exactness define \( D = \delta^n \), \( D' = \Omega^n \) with \( \delta := \{ |z| < 1 \} \subset \mathbb{C} \) and \( \Omega \subset \mathbb{C} \) a simply connected domain with nowhere real-analytic boundary. By Riemann Mapping Theorem, there exists a biholomorphic mapping \( f : D \to D' \). However it is not holomorphically extendible to any point \( x \in \partial D \).

Theorems 1.2 and 1.4 follows directly from Theorems 1.3 and 1.4 respectively.
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