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Abstract

Gaussian processes can be considered as subsets of a standard Hilbert space, but the geometric understanding that would relate the size of a set with the size of its convex hull is still lacking. In this work, we adopt a geometric approach to the majorizing measure problem by identifying the covering number relationships between a given space $T$ and its convex hull, represented by $T_h$. If the space $T$ is a closed bounded polyhedra in $\mathbb{R}^n$, we can evaluate the volume ratio between the space $T$ and its convex hull obtained by the Quickhull algorithm. If the space $T$ is a general compact object in $\mathbb{R}^n$ with non-empty interior, we first establish a more general reverse Brunn-Minkowski inequality for nonconvex spaces which will assist us to bound the volume of $T_h$ in terms of the volume of $T$ if $T_h$ can be acquired by the finite average of the space $T$ with respect to the Minkowski sum. If the volume ratio between the space $T$ and the space $T_h$ is obtained, the covering number ratio between the space $T$ and the space $T_h$ can also be obtained which will be used to build majorizing measure inequality. For infinite dimensional space, we show that the constant $L$ at majorizing measure inequality may not always exist and the existence condition will depend on geometric properties of $T$.

Index terms— Generic chaining, majorizing measure, convex hull, reverse Brunn-Minkowski inequality, Minkowski sum.

1 Introduction

In order to estimate the supremum of a stochastic process, generic chaining method is a powerful tool for this aspect. This method stemmed from the classical chaining method and the later majorizing measures method, which were developed by several great scholars, Kolmogorov, Dudley, Fernique and Talagrand, to understand the supremum properties of stochastic processes.

Let us recall the following definition.

Definition 1 Given a metric space $(T, d(\cdot, \cdot))$, we define $\gamma_\alpha(T, d(\cdot, \cdot))$ as

$$
\gamma_\alpha(T, d(\cdot, \cdot)) = \inf \sup_{t \in T} \sum_{m \geq 0} 2^{m/\alpha} \Delta(A_n(t)),
$$

where the infimum is taken over all admissible sequences and $\Delta(A_n(t))$ denotes the diameter of $A_n(t)$ with respect to the metric $d(\cdot, \cdot)$.

In the Gaussian case, that is when $X_t = \sum_{t_k \in T} t_k g_k$, where $g_k$ are i.i.d. standard Gaussians, we have the celebrated Fernique–Talagrand majorizing measure theorem as:

$$
\frac{1}{2} \mathbb{E} \gamma_2(T, d(\cdot, \cdot)) \leq \mathbb{E} \sup_{t \in T} X_t \leq L \gamma_2(T, d(\cdot, \cdot)).
$$
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The majorizing measure theorem is a main method used to prove Theorem 2.11.1 in [1]. Gaussian processes can be seen as subsets of a standard Hilbert space, but the geometric understanding that would relate the size of a set with the size of its convex hull is still insufficient [1]. The purpose of this work is to establish Theorem 2.11.1 in [1] based on a geometrical approach, i.e., we wish to show

\[ \gamma_2(T_h) \leq L \gamma_2(T), \]

where \( T_h \) is the convex hull for the original space \( T \).

We consider both finite dimensional and infinite dimensional situations. For a finite dimensional situation, we consider two subcases: polyhedra and general object in \( \mathbb{R}^n \). If the space \( T \) is a closed bounded polyhedra in \( \mathbb{R}^n \), we determine the volume ratio between the space \( T \) and its convex hull obtained by the Quickhull algorithm, denoted as \( T_h \). If the space \( T \) is a general compact object in \( \mathbb{R}^n \) with non-empty interior, we first prepare a more general reverse Brunn-Minkowski inequality for nonconvex spaces which will help us to bound the volume of \( T_h \) in terms of the volume of \( T \) if \( T_h \) can be obtained by the finite average of the space \( T \) with respect to the Minkowski sum. If the volume ratio between the space \( T \) and the space \( T_h \) is obtained, the covering number ratio between the space \( T \) and the space \( T_h \) can also be obtained which will be used to establish Theorem 2.11.1. For infinite dimensional space, since the important part in the geometric approach to prove Theorem 2.11.1 in [1] is to know the the covering number (metric entropy) relations between the space \( T \) and its convex hull space \( T_h \), the authors in [2] have results about the estimation of the covering number of \( T_h \) given the covering number of \( T \). We demonstrate that the constant \( L \) at Theorem 2.11.1 in [1] may not always exist and the existence will depend on geometric properties of \( T \).

The rest of this paper is organized as follows. The volume ratio for the polyhedra and the general object in \( \mathbb{R}^n \) is discussed in Section 2. In Section 3 we bound the covering number of \( T_h \) in terms of the covering number of \( T \) for polyhedra and general situations. Majorizing measuring theorem is proved from a geometric perspective in Section 4. For the space with infinite dimension, we provide the condition for the existence of the constant \( L \) in Eq. (3) at Section 5.

2 Volume Ratio Between \( T \) and \( T_h \)

In this section, we will consider the volume ratio between the original geometric space and its convex hull. All objects are assumed to be compact with non-empty interior. In Section 2.1 we will consider \( T \) as a polyhedra object and the general geometric objects in Euclidean space is discussed in Section 2.2. If the space \( T \) is a convex space, its convex hull space \( T_h \) is identical to \( T \). Therefore, we will focus the volume difference for the situation that \( T \) is not a convex space.

2.1 Polyhedra Case

We assume that the space \( T \) is a closed bounded polyhedra in \( \mathbb{R}^n \) having an orientable boundary, denoted as \( \partial T \), which can be triangulated into a set of \((n-1)\)-dimensional simplices. From Eq. (2.1) in [3], we have the volume of \( T \) expressed as

\[ \text{Vol}_n(T) = \sum_{\sigma \in \partial T} \frac{1}{n!} \det(v_1(\sigma), \ldots, v_n(\sigma)), \]

where \( v_i(\sigma) \) are the vertices of the \((n-1)\)-simplex \( \sigma \) ordered according to the orientation of \( \sigma \). The other volume formula provided by Eq. (2.2) in [3] can be expressed as

\[ \text{Vol}_n(T) = (-1)^{(n-1)} \sum_{\sigma \in \partial T} \left( \frac{1}{n} \sum_{i=1}^{n} v_i[n] \right) \frac{1}{(n-1)!} \det \left( \frac{1}{v_1[-n]} \ldots \frac{1}{v_n[-n]} \right), \]
where \( v_i[n] \) is the \( n \)-th coordinate of the point \( v_i \), and \( v_i[-n] \) is obtained by deleting the \( n \)-th coordinate from \( v_i \).

Following Lemma 1 is provided to give the volume ratio between \( T_h \) and \( T \).

**Lemma 1** Given a compact and connected polyhedra \( T \) in \( \mathbb{R}^n \), we have volume ratio between \( T_h \) and \( T \), denoted as \( R_{\text{Poly},n} \), which can be expressed as

\[
R_{\text{Poly},n} = \frac{\text{Vol}_n(T_h)}{\text{Vol}_n(T)},
\]

where \( \text{Vol}_n(T_h) \) and \( \text{Vol}_n(T) \) are volumes of \( T_h \) and \( T \).

**Proof:** We can apply the Quickhull algorithm to convert \( T \) into \( T_h \), see [4]. From Theorem 2.3 in [4], they show that the Quickhull algorithm can produce the convex hull of a set of points (polyhedra) in \( \mathbb{R}^n \). Then, we can apply Eq. (4) or Eq. (5) to evaluate \( \text{Vol}_n(T_h) \). Then, this Lemma is proved. \( \square \)

Note that \( R_{\text{Poly},n} \geq 1 \) and the equality holds when \( T \) is a convex set.

### 2.2 General Case

In this section, we will extend polyhedra to general objects in \( \mathbb{R}^n \). Our main tool is to reverse Brunn–Minkowski theorem. Let us recall the traditional reverse Brunn–Minkowski inequality first. There is a constant \( C_1 \), independent of \( n \), such that for any two centrally symmetric convex objects \( A \) and \( B \) in \( \mathbb{R}^n \), there are volume-preserving linear maps \( \rho \) and \( \varrho \) from \( \mathbb{R}^n \) to \( \mathbb{R}^n \) such that for any real numbers \( s, t > 0 \) and any natural number \( m \), we have

\[
[\text{Vol}_n(s \rho(A) \oplus t \varrho(B))]^{1/m} \leq C_1 \left( s[\text{Vol}_n(\rho(A))]^{1/m} + t[\text{Vol}_n(\varrho(B))]^{1/m} \right),
\]

where \( \oplus \) is the Minkowski sum operator between two geometric objects. However, traditional reverse Brunn–Minkowski theorem requires that the objects \( A \) and \( B \) are centrally symmetric convex bodies. We will prove a more general Theorem 1 that relaxes the objects \( A \) and \( B \) required to be centrally symmetric convex objects.

Given a compact object \( D \) in \( \mathbb{R}^n \), we have its circumscribed ball, denoted as \( S_D \), and the ratio between \( \text{Vol}(S_D) \) and \( \text{Vol}(D) \) is represented by \( \beta_D \), i.e.,

\[
\beta_D = \frac{\text{Vol}(S_D)}{\text{Vol}(D)}.
\]

Then, we have the following theorem about more general class of objects in \( \mathbb{R}^n \).

**Theorem 1** Given two compact objects with non-empty interior in \( \mathbb{R}^n \), denoted as \( A \) and \( B \), two volume-preserving linear maps \( \rho, \varrho \), any real numbers \( s, t > 0 \) and any natural number \( m \), we have

\[
[\text{Vol}_n(s \rho(A) \oplus t \varrho(B))]^{1/m} \leq C_1 \left( s[\beta_{\rho(A)}\text{Vol}_n(\rho(A))]^{1/m} + t[\beta_{\rho(B)}\text{Vol}_n(\varrho(B))]^{1/m} \right),
\]

where \( C_2 \) is a constant.

**Proof:** Since we have

\[
[\text{Vol}_n(s \rho(A) \oplus t \varrho(B))]^{1/m} \leq 1 \quad [\text{Vol}_n(sS_{\rho(A)} \oplus tS_{\varrho(B)})]^{1/m}
\]

\[
\leq 2 C_1 \left( s[\text{Vol}_n(S_{\rho(A)})]^{1/m} + t[\text{Vol}_n(S_{\varrho(B)})]^{1/m} \right)
\]

\[
= C_1 \left( s[\beta_{\rho(A)}\text{Vol}_n(\rho(A))]^{1/m} + t[\beta_{\varrho(B)}\text{Vol}_n(\varrho(B))]^{1/m} \right),
\]

\[
\square
\]
where the inequality \( \leq_1 \) comes from the fact that the volume of an object is less or equal than its circumscribed ball; the inequality \( \leq_2 \) comes from Eq. (7); the last equality comes from the definition \( \beta \) provided by Eq. (8).

Given an object \( A \) in \( \mathbb{R}^n \), we define \( A(k) \) as

\[
A(k) = \frac{1}{k} \bigoplus_{i=1}^{k} A_i,
\]

where \( A_i = A \). Then, we have the following Lemma about the volume \( A(k) \) and the volume \( A(k - 1) \).

**Lemma 2** Let \( A \) be a compact objects with non-empty interior in \( \mathbb{R}^n \), then we have

\[
\text{Vol}_n(A(k)) \leq \left( \frac{2C_2^{(k-1)}}{k} + \frac{C_2(C_2^{(k-2)} - 1)}{k(C_2 - 1)} \right) \text{Vol}_n(A),
\]

where \( C_2 = C_1C'_2 \) and \( C'_2 \) is an upper bound for \( \beta_{A(k)} \).

**Proof:** From [7], we know that \( A(k) \rightarrow A_h \) when \( k \rightarrow \infty \), where \( A_h \) is the convex hull of \( A \). Since \( A_h \) is also a volume bounded object, we can upper bound the ratio parameter \( \beta_{A(k)} \) by \( C'_2 \) for all \( k \), where \( C'_2 \) is a positive number.

Because we have

\[
\text{Vol}_n(A(k)) = \text{Vol}_n \left( \frac{k - 1}{k} A(k - 1) + \frac{1}{k} A \right)
\]

\[
\leq_1 C_1 \left( \frac{k - 1}{k} [\beta_{A(k-1)} \text{Vol}_n(A(k-1))] + \frac{1}{k} [\beta_A \text{Vol}_n(A)] \right)
\]

\[
\leq_2 C_1 \left( \frac{k - 1}{k} [C'_2 \text{Vol}_n(A(k-1))] + \frac{1}{k} [C'_2 \text{Vol}_n(A)] \right)
\]

where the inequality \( \leq_1 \) is obtained from Theorem[1] by setting \( m = 1 \); the inequality \( \leq_2 \) is obtained by using the upper bound \( C'_2 \) for \( \beta_{A(k-1)} \) and \( \beta_A = \beta_{A(1)} \).

By applying Eq. (13) iteratively, we can upper the volume of \( A(k) \) by the volume of \( A \) as

\[
\text{Vol}_n(A(k)) \leq \left( \frac{2C_2^{(k-1)}}{k} + \frac{C_2(C_2^{(k-2)} - 1)}{k(C_2 - 1)} \right) \text{Vol}_n(A),
\]

where \( C_2 = C_1C'_2 \). This Lemma is proved. □

Following Lemma[3] is provided to give the volume ratio between \( T_h \) and \( T \) when \( T \) is a general compact object with non-empty interior in \( \mathbb{R}^n \).

**Lemma 3** Given \( T \) as a compact object with non-empty interior in \( \mathbb{R}^n \) and we assume that \( A(k_h) = A_h \) for some natural number \( k_h \). This means that \( A(k_h + n) \) will be equal to \( A_h \) for any natural number \( n \) since \( A(k_h) \) is a convex set already. We have volume ratio between \( T_h \) and \( T \), denoted as \( R_{Gen,n} \), which can be expressed as

\[
R_{Gen,n} = \frac{\text{Vol}_n(T_h)}{\text{Vol}_n(T)} \leq \left( \frac{2C_2^{(k_h-1)}}{k_h} + \frac{C_2(C_2^{(k_h-2)} - 1)}{k_h(C_2 - 1)} \right).
\]

**Proof:** This Lemma can be obtained directly from Lemma[2] □

---

1 We can consider to apply other center symmetric shapes, like \( p \)-ball, to provide better circumscribed fit of the original shapes \( \rho(A) \) or \( \varrho(B) \) in \( \leq_1 \) of Eq. (10), see [5][6]. This means that we can provide tighter bound in \( \leq_1 \) of Eq. (10) according to the geometric properties of \( \rho(A) \) or \( \varrho(B) \).
3 Covering Number Bounds by Volume

In this section, we will try to upper bound the covering number of \( T_h \) by the covering number of \( T \) via covering number bounds by volume. We begin with the covering number definition.

**Definition 2** We use \( N(A, d(\cdot, \cdot), \varepsilon) \) to represent the covering number of the space \( A \) with \( \varepsilon \)-ball with distance metric function \( d(\cdot, \cdot) \). Then, \( N(A, d(\cdot, \cdot), \varepsilon) \) can be defined as

\[
N(T, d(\cdot, \cdot), \varepsilon) \overset{\text{def}}{=} \min \{ n : \text{the number of } \varepsilon\text{-ball to cover } T \}. \tag{16}
\]

From Theorem 14.2 in [8], we have

\[
\left( \frac{1}{\varepsilon} \right)^n \frac{\text{Vol}(A)}{\text{Vol}(B)} \leq N(A, d(\cdot, \cdot), \varepsilon) \leq \frac{\text{Vol}(A \oplus \frac{\varepsilon}{2} B)}{\text{Vol}(\frac{\varepsilon}{2} B)} \leq_1 \left( \frac{3}{\varepsilon} \right)^n \frac{\text{Vol}(A)}{\text{Vol}(B)} \tag{17}\]

where \( B \) is the unit norm ball, and the inequality \( \leq_1 \) is valid if \( A \) is a convex set and \( \varepsilon B \subset A \).

We will have the following two Lemmas to upper bound the covering number of \( T_h \) by the covering number of \( T \) with respect to different types of \( T \).

**Lemma 4** Given a compact and connected polyhedra \( T \) in \( \mathbb{R}^n \), we have the following relation between the covering number of \( T_h \) and the covering number of \( T \):

\[
N(T_h, d(\cdot, \cdot), \varepsilon) \leq R_{\text{Poly},n} 3^n N(T, d(\cdot, \cdot), \varepsilon), \tag{18}
\]

where \( R_{\text{Poly},n} \) is the volume ratio given by Lemma 7.

**Proof:**

Because \( T_h \) is a convex set, we have

\[
N(T_h, d(\cdot, \cdot), \varepsilon) \leq \left( \frac{3}{\varepsilon} \right)^n \frac{\text{Vol}(T_h)}{\text{Vol}(B)} =_1 \left( \frac{3}{\varepsilon} \right)^n R_{\text{Poly},n} \frac{\text{Vol}(T)}{\text{Vol}(B)} = R_{\text{Poly},n} 3^n \left( \frac{1}{\varepsilon} \right)^n \frac{\text{Vol}(T)}{\text{Vol}(B)} \leq R_{\text{Poly},n} 3^n N(T, d(\cdot, \cdot), \varepsilon), \tag{19}
\]

where the equality \( =_1 \) comes from Lemma 1 and the first and the last inequalities are obtained from Eq. (17). \( \square \)

**Lemma 5** Given a compact object \( T \) with non-empty interior in \( \mathbb{R}^n \) and assume that \( T_h = \frac{1}{k} \oplus_{i=1}^k T \) with finite \( k \), we have the following relation between the covering number of \( T_h \) and the covering number of \( T \):

\[
N(T_h, d(\cdot, \cdot), \varepsilon) \leq R_{\text{Gen},n} 3^n N(T, d(\cdot, \cdot), \varepsilon), \tag{20}
\]

where \( R_{\text{Gen},n} \) is the volume ratio given by Lemma 3.

**Proof:**
Because $T_h$ is a convex set, we have

$$N(T_h, d(\cdot, \cdot), \epsilon) \leq \left(\frac{3}{\epsilon}\right)^n \frac{\text{Vol}(T_h)}{\text{Vol}(B)} \leq \left(\frac{3}{\epsilon}\right)^n \frac{R_{\text{Gen},n} \text{Vol}(T)}{\text{Vol}(B)} \leq R_{\text{Gen},n} 3^n \left(\frac{1}{\epsilon}\right)^n \frac{\text{Vol}(T)}{\text{Vol}(B)} \leq R_{\text{Gen},n} 3^n N(T, d(\cdot, \cdot), \epsilon),$$

where the equality $=_1$ comes from Lemma 3, and the first and last inequalities are obtained from Eq. (17).

\[\square\]

### 4 Majorizing Measures By Geometry Approach

From Lemma 4 and Lemma 5, we are ready to prove Theorem 2.11.1 in [1] geometrically at Euclidean space with dimension $n$.

**Theorem 2** Given the space $T$ as a closed bounded polyhedra in $\mathbb{R}^n$ having an orientable boundary, we have

$$\gamma_\alpha(T_h, d(\cdot, \cdot)) \leq L_{\text{Poly}} \gamma_\alpha(T, d(\cdot, \cdot)), \quad \text{(22)}$$

where $L_{\text{Poly}}$ is the constant depending on the underlying geometry of the space $T$ and $\alpha$.

**Proof:**

Because we have

$$\gamma_\alpha(T_h, d(\cdot, \cdot)) \leq \alpha \int_0^\infty \left(\log N(T_h, d(\cdot, \cdot), \epsilon)\right)^{1/\alpha} d\epsilon$$

\[\leq_1 \alpha \int_0^\infty \left(\log R_{\text{Poly},n} 3^n \frac{\text{Vol}(T, d(\cdot, \cdot), \epsilon)}{\text{Vol}(B)}\right)^{1/\alpha} d\epsilon \leq \left(\frac{\log(R_{\text{Poly},n} 3^n) + 1}{\log 2}\right)^{1/\alpha} \alpha \int_0^\infty \left(\log N(T, d(\cdot, \cdot), \epsilon)\right)^{1/\alpha} d\epsilon \leq_\alpha \left(\frac{\log(R_{\text{Poly},n} 3^n) + 1}{\log 2}\right)^{1/\alpha} \gamma_\alpha(T, d(\cdot, \cdot)), \quad \text{(23)}

where the inequality $\leq_1$ comes from Lemma 4, and the first and last inequalities come from Theorem 1.2 in [2]. This Lemma is proved. \[\square\]

**Theorem 3** Given a compact object $T$ in $\mathbb{R}^n$ such that $T_h = \frac{1}{k} \bigoplus_{i=1}^k T$ with finite $k$, we have

$$\gamma_\alpha(T_h, d(\cdot, \cdot)) \leq L_{\text{Gen}} \gamma_\alpha(T, d(\cdot, \cdot)), \quad \text{(24)}$$

where $L_{\text{Gen}}$ is the constant depending on the underlying geometry of the space $T$ and $\alpha$.  
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Proof:
Since we have
\[
\gamma_{\alpha}(T_h, d(\cdot, \cdot)) \leq \alpha \int_0^\infty (\log N(T_h, d(\cdot, \cdot), \epsilon))^{1/\alpha} d\epsilon
\]
\[
\leq 1 \int_0^\infty \left( \frac{\log R_{Gen,n} 3^n N(T, d(\cdot, \cdot), \epsilon)}{\log 2} + 1 \right)^{1/\alpha} d\epsilon
\]
\[
\leq \alpha \left( \frac{\log R_{Gen,n} 3^n}{\log 2} + 1 \right)^{1/\alpha} \gamma_{\alpha}(T, d(\cdot, \cdot)),
\]
where the inequality \( \leq 1 \) comes from Lemma 5 and the first and last inequalities come from Theorem 1.2 in [2]. This Lemma is proved.

5 Infinite Dimensional T Discussion
From Section 2, the key part in the geometric approach to prove Theorem 2.11.1 in [1] is to represent the covering number \( N(T_h, d(\cdot, \cdot), \epsilon) \) in terms of the covering number \( N(T, d(\cdot, \cdot), \epsilon) \). We will show that, when \( T \) is a subset of an infinite dimensional space, e.g., Banach space or Hilbert space, the constant \( L \) at Eq. (3) may not always exist. The existence will depend on geometric properties of \( T \).

According to Section 2 in [2], the authors list some specific estimates of \( \log N(T_h, d(\cdot, \cdot), \epsilon) \) under various common assumptions on \( \log N(T, d(\cdot, \cdot), \epsilon) \). Here, we assume \( p = 2 \) and \( q = 1 \) (convex hull) in those parameters used in Section 2 in [2].

If \( \log N(T, d(\cdot, \cdot), \epsilon) = O(e^{-\chi} |\log \epsilon|^\psi) \) for \( \chi > 2 \), and \( \psi \in \mathbb{R} \), we have \( \log N(T_h, d(\cdot, \cdot), \epsilon) = O(e^{-\chi} |\log \epsilon|^{\psi}) \). In this situation, we can find a constant, say \( C_3 \), to upper bound the following ratio between the covering number \( N(T_h, d(\cdot, \cdot), \epsilon) \) and the covering number \( N(T, d(\cdot, \cdot), \epsilon) \):

\[
\log N(T_h, d(\cdot, \cdot), \epsilon) \leq C_3.
\]

According to the proof in Theorem 2 (or Theorem 3), the ratio between \( \frac{\gamma_{\alpha}(T_h, d(\cdot, \cdot))}{\gamma_{\alpha}(T, d(\cdot, \cdot))} \) can be upper bound by the integration with respect to \( \epsilon \) from 0 to \( \Delta(T) \) for constant integrand \( C_3 \).

If \( \log N(T, d(\cdot, \cdot), \epsilon) = O(e^{-2} |\log \epsilon|^{\psi}) \) for \( \psi > -2 \), we have \( \log N(T_h, d(\cdot, \cdot), \epsilon) = O(e^{-2} |\log \epsilon|^{2+\psi}) \). In this situation, we can find a function of \( \epsilon \) to upper bound the following ratio between the covering number \( N(T_h, d(\cdot, \cdot), \epsilon) \) and the covering number \( N(T, d(\cdot, \cdot), \epsilon) \):

\[
\log N(T_h, d(\cdot, \cdot), \epsilon) \leq C \left| \log \epsilon \right|^2.
\]

According to the proof in Theorem 2 (or Theorem 3), the ratio between \( \frac{\gamma_{\alpha}(T_h, d(\cdot, \cdot))}{\gamma_{\alpha}(T, d(\cdot, \cdot))} \) can be upper bound by the integration with respect to \( \epsilon \) from 0 to \( \Delta(T) \) for the integrand as \( C \left| \log \epsilon \right|^2 \) since such integration exists.

If \( \log N(T, d(\cdot, \cdot), \epsilon) = O(e^{-2} |\log \epsilon|^{\psi}) \) for \( \psi = -3 \), we have \( \log N(T_h, d(\cdot, \cdot), \epsilon) = O(e^{-2} (|\log \epsilon|)^{2+\psi}) \). In this situation, we can find a function of \( \epsilon \) to upper bound the following ratio between the covering number \( N(T_h, d(\cdot, \cdot), \epsilon) \) and the covering number \( N(T, d(\cdot, \cdot), \epsilon) \):

\[
\log N(T_h, d(\cdot, \cdot), \epsilon) \leq C \left| \log \epsilon \right|^3.
\]
According to the proof in Theorem 2 (or Theorem 3), the ratio between \( \frac{\gamma_{\alpha}(T, d(\cdot, \cdot))}{\gamma_{\alpha}(T, d(\cdot, \cdot))} \) can be upper bound by the integration with respect to \( \epsilon \) from 0 to \( \Delta(T) \) for the integrand as \( C_5 \frac{\log \epsilon}{\log \log \epsilon} \). However, if the diameter \( \Delta(T) \) equals one, this integral does not exist.

Therefore, the existence of the constant \( L \) at Theorem 2.11.1 in [1] can be summarized by the following Theorem 4.

**Theorem 4** Suppose we have a function \( f(\epsilon) \) which satisfies the following:

\[
\log N(T_h, d(\cdot, \cdot), \epsilon) \leq \log N(T, d(\cdot, \cdot), \epsilon) \leq f(\epsilon),
\]

given \( 0 < \epsilon \leq \Delta(T) \). If the following integral exists:

\[
\int_0^{\Delta(T)} f(\epsilon),
\]

we can find the constant \( L \) at Eq. (3).

**Proof:**

The proof is the same as the argument used in the proof for Theorem 2 or Theorem 3.
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