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Abstract—In trying to build humanoid robots that perform useful tasks in a world built for humans, we address the problem of autonomous locomotion. Humanoid robot planning and control algorithms for walking over rough terrain are becoming increasingly capable. At the same time, commercially available depth cameras have been getting more accurate and GPU computing has become a primary tool in AI research. In this paper, we present a newly constructed behavior control system for achieving fast, autonomous, bipedal walking, without pauses or deliberation. We achieve this using a recently published rapidly updating planar regions perception algorithm, a height map based body path planner, an A* footstep planner, and a momentum-based walking controller. We put these elements together to form a behavior control system supported by modern software development practices and simulation tools.

I. INTRODUCTION

The humanoid form has tremendous potential in a world designed for humans. However, humanoid robots have struggled to continuously move and react to changing terrain when trying to reach a goal. They often pause for long periods of time while walking and are typically unresponsive to even large changes in terrain while walking. To advance humanoid capabilities so that they can respond to these changes and move without pausing, we present a behavior system that incorporates active perception and planning while walking. The presented version of this behavior works well for forward traversal on rough terrain, but perception field of view limits sideways and backward movement and turning in place.

While bipedal locomotion on flat and gently sloping terrain has entered a state of relative maturity\cite{1,2,3}, we and others have been working on increasing the capabilities over rough terrain\cite{4,5,6}. In this paper, we focus on terrain that has spatial and angular discontinuities but still has good footholds, such as cinder block piles and broken concrete. This category of terrain lends itself to solutions that utilize planar region extraction and careful footstep planning.

To tackle the locomotion problem over this class of terrain, a stack of reliable technology is required. The robot hardware must have human-like range of motion, especially in the pitching of the ankles. It must be strong enough to perform lunges over multi-level and angled cinder block configurations. To withstand falls and long testing and development sessions, it must be durable and reliable. For software, we practice test-driven development to address reliability and cost of maintenance as lines of code grow\cite{7,8}. We use the Coactive Design method so that behavior operation is observable, predictable, and directable\cite{9}. Finally, we use an advanced simulation environment to develop and test the coordination of control, communication, and user interface. Our simulation environment includes realtime perception which enables test-driven development of the entire system when the real robot is not available. This has enabled us to develop improvements and add features offline without introducing regressions.

In this paper, we build on a realtime planar region perception algorithm\cite{10}, a height map based body path planner\cite{11}, a humanoid footstep planner for rough terrain\cite{6}, and a momentum-based control framework\cite{12} to present the contributions of this paper:

1) A behavior architecture that coordinates perception, body path planning, footstep planning, and walking in realtime over rough terrain.

2) A discussion of the challenges associated with realtime planning and walking with active perception.

3) An operator interface that employs Coactive Design to offer shared autonomy and accelerate development.
4) A description of the simulation environment used to develop this behavior.

II. RELATED WORK

Autonomous and reactive locomotion over various types of terrain has been studied since humanoid robots have existed. However, when falling is not an option, such as in the DARPA Robotics Challenge, these continuously re-planning systems were not used [13][14][15]. Instead, success relied on human operator placed or adjusted footsteps, slowing the robots down and requiring careful supervision. We still strive to make bipedal locomotion fast, autonomous, reliable, and capable of traversing all types of terrain. We cite notable efforts that address this issue directly and that make improvements to the perception, planning, and control elements required to build this functionality.

In 2003, Kuffner et al. presented one of the first algorithms for a humanoid robot continuously re-planning during each step [16]. It assumed flat ground and did not provide results on re-planning during each step, but only preliminary data on initial step plans. Okada et al. developed a planar segment finder and incorporated that with footstep planning over uneven flat terrain but did not show results for re-planning over multiple steps [17]. Cupec et al. used line features in the environment to step over planks and onto uneven flat steps as part of a very reliable 20+ step demo [18].

Nishiwaki et al. developed a walking behavior that uses realtime perception of the terrain while walking [19]. In this work, the human operator draws a body path using a mixed reality interface. It is able to re-plan footsteps using lidar over rough terrain during walking. This work also supports using a joystick to control the path of the robot. However, the speed and reliability of the results are not presented.

Karkowski et al. presented a realtime perception algorithm that can identify planar and nonplanar regions [20]. It then demonstrated continuous footstep re-planning to subgoals along the path to the goal. The robot was able to re-plan around obstacles placed in it’s way while walking. This system exhibited short pauses in walking during re-planning.

Marion et al. achieve continuous humanoid locomotion using filtered and fused stereo vision [21]. They construct a dense point cloud at 10 Hz, segment planar regions in ~615 ms, and plan the next several footsteps in ~445 ms on average. This delay of ~1.3 seconds enables the robot to walk slowly but without pauses over rough terrain.

Lee et al. demonstrate a continuously re-planning walking behavior over flat terrain with gaps [22]. Using a depth sensor, they apply RANSAC to segment major planes and put qualifying planar regions into an Octomap for footstep planning. They do this at a high frequency such that they can re-plan footsteps during walking. They show robustness to active terrain disturbance by re-planning a footstep and utilizing the disturbed planar region as a foothold.

III. LOOK-AND-STEP BEHAVIOR ARCHITECTURE

At the highest level, the goal of our look-and-step behavior is simple. We want the robot to just start walking, without deliberation, and keep walking without pauses over flat, uneven, and rough terrain. To achieve this, the robot must quickly take a look at the immediate terrain in the desired direction, take a step, look again, take a step, and do so repeatedly while walking somewhere. Using this strategy, the robot can be robust to dynamically changing terrain, uncertainty in far away terrain, and drift in the state estimate.

Though the concept is simple, we found that there are many issues that arise when implementing such a system in a robust way. In the real world, terrain and robot state vary greatly and simple heuristics end up breaking down over a large number of edge cases. Therefore, we chose to incorporate existing proven implementations of the required components into an over-arching behavior system. However, the assembly of these heavyweight parts presented architectural challenges. Many things needed to happen in parallel and much of the data is time critical. To address these issues formally, we chose to use an event driven architecture inspired by the control systems described in [23], which features inherent fast response and safe parallelism. In that work, Brooks illustrated control systems as interconnected diagrams of modules with inputs, outputs, suppressors, inhibitors, and resets. We implemented such functionality and built our behavior using this approach.

The control system, illustrated in Figure 2, is comprised of height mapping, body path planning, sub-goal determination, planar region extraction, footstep planning, and walking. It plans a path for the body once, and then incrementally re-plans footsteps until the robot reaches the goal. The system commands footsteps to the walking controller and coordinates with the robot controller’s state.

A. Coactive Design

We used interdependence design principles to make this behavior observable, predictable, and directable [24]. Human machine teaming is critical in both the developmental and operational phases. During development, we put the human in the loop as a blocking reviewer so failures can be detected and fixed as early as possible. Later, when allowing continuous re-planning, the operator may still step in to help out.

As shown in the independence analysis table in Figure 4, the human operator is tasked with providing the goal. The rest of the plans and actions are calculated by autonomous algorithms. However, we place a review checkpoint after both the body path and footstep planning tasks. When those planners complete, the operator is able to preview the results and approve or reject them before they are executed. If rejected, the planners plan again and display the results for further review. These checkpoints are not only a filter but an opportunity for operator action. The operator can tune parameters during review, providing the ability to work through tough scenarios without aborting the behavior. These features provide the predictability and directability parts of Coactive Design.

The operator interface displays a live updating 3D scene with the robot, point cloud, 3D planar regions, and camera
Fig. 2. The high level control system that we call "look-and-step". This diagram is approximate to give the high level idea behind the system. There are many details that complicate it when considering operator teaming, safety, and edge case handling. We attempt to describe those in the text, but the reader may also consult the freely available source code for the exact implementation, linked to at the end of this paper.

Fig. 3. Top left: Point cloud from lidar is used to generate a height map and plan a body path to the human-placed goal. Top right: The initial plan of footsteps to the initial subgoal, placed along the body path. The plan contains 3 steps. Bottom left: The robot is mid-swing. It is currently planning footsteps to the next subgoal around the bend. Bottom right: The robot has squared up its feet at the end of the behavior, having reached the goal. The ground truth terrain is also shown for reference. Data is from simulation.

views. It also features widgets that show the current state, plot planning statistics, manage the display of virtual objects, and offer buttons and checkboxes for goal placement and planning review, shown in Figure 8. These features provide the observability part of Coactive Design.

To start the behavior, the operator uses the lidar point cloud display to place a goal by clicking the “Place goal” button and clicking twice in the 3D scene: once for position and once for orientation. To ensure directability, operator review is enforced by default. This is to ensure that autonomous walking only occurs when the operator has explicitly enabled it. To enable the autonomous mode, the operator may disable review and approve the pending plan if there is one, which will cause the behavior to continue autonomously until the goal is reached.

When the robot falls or is otherwise disabled, the behavior detects this event from status messages, resets its internal state, and awaits a new goal from the user. This is required for safety and to prevent the behavior from resuming when the robot is back on its feet.

B. Body Path Planning over a Height Map

We use a height map based body path planner developed by McCrory et al.[11], which first performs an A* graph search with a cost function specifically designed for bipedal locomotion. It then smooths the path by improving the local traversability score further. To generate the height map, we use an Ouster OS0-128 lidar sensor which provides a sparse point cloud with a range of 50 meters, precision of $\pm 1.5 \text{ cm}$ at short range to $\pm 5.0 \text{ cm}$ at long range, and a 10 Hz update rate[25]. As seen in 5, the OS0-128's field of view is suitable for long range body path planning, while the Realsense L515 is positioned for planning only in the area immediately in front of the robot. The resulting height map and body path can be seen in 3.

C. Subgoal Determination

We first define the imminent stance as the double support stance that the robot will nominally assume when the currently swinging foot lands. In the case that the robot is currently in double support, then the imminent stance is defined as the current stance. This definition is useful to reference the eventual stance conditions which are used for sub-goal determination and footstep planning, as these are done during swing.

Between the re-planning of footsteps, a new sub-goal is determined by projecting the imminent stance’s mid-feet pose to the body path and moving it along the path towards the goal by some defined distance. We set this distance to 0.8 meters when on straight stretches and to 0.4 meters when the body path is tightly curving, to more tightly control the resulting footstep plans. At this point in the behavior, if the robot is near the goal and facing the correct direction, the behavior is reset and does not proceed to footstep planning.

The behavior is also setup to halt here if a significant cluster of lidar points is detected above the body path, blocking the path. This impassibility detection feature prevents the robot from running into large obstacles and people. The behavior is programmed to resume once the obstacle is gone.
Fig. 4. Interdependence analysis of the look-and-step behavior. There is a primary autonomous pathway and two supplementary human assisted pathways in which the human can assess feasibility and risk, tune parameters, approve, or reject and re-plan to increase reliability.

D. Perception of Planar Regions

Perceiving planar regions in a fraction of the foot swing time and during foot swing is critical for continuous walking. In this work we make use of a GPU-accelerated segmentation system for the rapid identification of planar regions presented by Mishra et al.[10]. It is designed to take advantage of depth cameras such as RGB-D structured light and solid state time-of-flight lidar sensors that give full depth images at a high frequency. In this work, we use a Realsense L515 which operates at a resolution of 1024x768 and frame rate of 30 Hz[26]. The algorithm uses OpenCL kernels to distribute planar region segmentation over many GPU cores, yielding ultra fast update rates. We apply a Gaussian blur, segment the image into a lower resolution patch grid, with normal and Z height information, gathered from the pixel neighborhoods. We then apply a series of depth first searches for regions of normal and height similarity to find locally planar regions from the processed depth image. This is shown visually in Figure 1 and Figure 7. These concave regions are decomposed into convex ones and filtered using techniques developed in [27]. Our implementation runs this process in around 80 ms, as shown in Table I. On the real robot, we run the process on a Core i5 CPU and NVIDIA 1050 Ti GPU[28].

The Realsense L515 has field of view of 70°x55°, a range of 9 m, and a depth accuracy of 5 mm to 14 mm. We place the sensor on the lower torso, pitched forward by 66°. By placing the sensor lower, we obtain more accurate depth measurements while sacrificing field of view, highlighted in 5.

E. Footstep Planning

Once an imminent stance, sub-goal, and planar regions are established, we employ a footstep planner capable of optimizing footstep plans over stretches of rough terrain. A typical footstep planning situation is illustrated in Figure 6. Developed by Griffin et al.[6], the planner performs an A* search over an x-y-θ grid and can utilize partial footholds to increase capability. After the initial search, it applies additional local optimizations, such as wiggling footsteps inside planar regions with concave hulls, to maximize walking robustness. This planner was demonstrated successfully on the NASA Valkyrie and DRC Atlas humanoid robots with plans of 8 to 30 footsteps over distances 3 to 11 meters over rough and irregular terrain.

We task the footstep planner with planning at least 3 steps toward the sub-goal, but also with a timeout. If the timeout is reached then we accept partial progress. If no steps are returned, we consider the planning to have failed. The timeout is set to the expected time remaining in the swing to aim for continuous walking. During walking, we start the footstep planner halfway through swing with the latest planar regions available at that time. This takes 200 ms on average which can run in 1/5 of a 1 second swing. If footstep planning fails to plan any steps, it is retried every 2
Fig. 6. This illustration shows a typical planning situation when traversing rough terrain. The footstep planning is invoked while the swing leg is mid stride. The footstep planner is given the “imminent” stance feet to start the planning. 3 steps are then planned. Note that steps 2 and 3 are tentative and will be re-planned on the next step.

... seconds with a longer timeout. Sometimes tricky situations take longer to plan and this enables a robustness to those.

When using a sensor with a limited field of view, re-planning can yield a different result. This is because the sensor was farther back for the plan that was executed during swing. When a re-plan occurs, the robot will always be standing still, having completed the last step.

F. Walking

Once footsteps have been planned, they are sent to the high level walking controller[12] for execution. Our walking controller is run in a separate realtime process that uses a whole-body momentum-based controller to compute the necessary torques to maintain balance while achieving desired footholds defined in the world frame. In our experience, the first three steps most strongly affect the desired dynamic motion, with a drastically reduced effect as this preview window is increased[29]. Because of this, we attempt to provide the robot a minimum of two and preferably three steps for every plan. For each subsequent planning update, we replace the steps in the execution queue with the new plan. In this work, we walk with a specified swing time of 1.2 s and a transfer time of 0.8 s.

After tasked the controller with 1 or more steps, the behavior then waits for half of the first step’s swing, then triggers the subgoal determination task, closing the loop on continuous perception and walking.

IV. SIMULATION

Simulation enables offline development, testing, and evaluation. It is necessary in order to create automated test cases of the system in to warn the developer of regressions. Since simulation can be run quickly and from anywhere, more time can be spent on development.

In order to fully enjoy the benefits of simulation, however, advanced tools are required. We a developed GPU-accelerated depth sensor simulator that is capable of simulating the Ouster OS0-128 and RealSense L515 at full rate and resolution. We also created semi-realistic textured objects that replicate the real objects that we have in the lab. With these tools, we are able to run the same perception and control code as we do on the real robot. This means we can also make improvements to those algorithms offline and test them in varied environments without having to set them up in the real world.

Additionally, since physics simulation is computationally expensive and not always able to perform in realtime, we developed a kinematics-only simulator that runs the high level walking controller and integrates the resulting control signals assuming perfect tracking. This yields a simulation that goes through all the nominal motions generated by the controller for given commands. The behavior can then be run at realtime in simulation, in order to exercise the perception and planning algorithms properly and assert that they meet their deadlines. Our simulation environment is shown in Figure 7.

Fig. 7. Our simulation environment. The robot is shown swinging its left foot in execution of the first in a 3 step plan. The robot’s estimated state, footsteps, planar regions, and ground truth terrain are all rendered in 3D. In the lower left, the simulated depth camera’s raw depth image is displayed with a noise model applied. In the lower right, the debug planar region extraction image is displayed, showing the state of the algorithm before the regions are converted to 3D.

V. DEVELOPMENT AND DEBUGGING

Our first line of defense in debugging is to show rich, live visualization. The primary mechanism for this is the 3D view. For planar region extraction, we show a multi-colored debug image shown in the lower right of Figure 7. Analyzing this debug image is useful as the first query in a binary search to find issues with that process, as it near the middle of the
pipeline. Additionally, parameters can be adjusted via sliders and numerical input widgets and are immediately applied, allowing for a rapid tuning cycle.

To debug and tune the body path and footstep planners, we utilize their provided logging system to record every plan to file. We can later open those in a planning log viewer. It has tools to explore the search path of the plan and rerun the plan with different parameters. To more quickly tune the footstep planner, we also compile an abridged summary of the node rejection reasons, such as “step too high”, “minimum foothold amount”, or “too close to cliff” and print them in the UI, as shown at the bottom of the panel in Figure 8. Often, this information is enough to inform a parameter adjustment.

![Fig. 8. The panel of widgets for the look-and-step behavior. It features state plots, buttons, checkboxes, and footstep planner log and failure information.](image)

Additionally, our high level walking control framework features a sophisticated logging system that logs control variables at 1000 Hz. When the robot loses balance or becomes otherwise unstable, we open the logs in a dedicated visualization program that allows scrubbing through the control variables and balance geometry alongside a synchronized 3rd person log camera video.

We also find graphical debuggers, such as those found in modern integrated development environments, to be critical. These tools can also be used to debug remote processes, which we use often. To shorten the trial and error cycle, we also make use of tools which allow the developer to change code while it is running.

### TABLE I
**AVERAGE DURATION OF PARTS OVER A 22 STEP WALK. RESULTS FROM SIMULATION.**

| Part                        | Uneven Flat Terrain (s) | Rough Terrain (s) |
|-----------------------------|-------------------------|-------------------|
| Rapid regions               | 0.087 ± 0.0363          | 0.079 ± 0.0296    |
| Footstep planning           | 0.089 ± 0.0301          | 0.134 ± 0.0642    |

VI. RESULTS

We conducted real world and simulation experiments to evaluate the performance of the system. We did this by constructing cinder block courses with varying levels of difficulty. A combination of flat, uneven flat, and rough terrain was used. We then set the body path goal to the other side of the terrain with operator review disabled. The robot was then left to execute the entire plan autonomously.

In Table II, we present statistics on 9 runs of the behavior in autonomous mode on a real DRC Atlas robot. We counted the total number of steps and then categorized those steps by the type of step based on the stance foot, swing start, and swing end footholds for each. Flat steps are defined as where the stance, swing start, and swing end footholds are all coplanar and level. Uneven flat steps are defined as where all three footholds are level but at least one is non-coplanar. Rough steps are defined as where one or more of the footholds are angled and they are not all coplanar. Reactive steps are defined as steps that utilized footholds that were on surfaces that moved while the robot was approaching them. These runs were done over cinder block fields which sometimes contained pieces of cracked concrete, as shown in Figure 1 and Figure 9. All of the body paths were in a straight line and not curving.

We found that the robot walks almost as quickly as predefined footstep plans as presented in [6]. When performing straight line walks, the behavior starts its first step within 1 second of the operator’s initiation. This is a drastic improvement over [27], which required a 20 second lidar scan accumulation prior to planning. Additionally, the robot is able to continuously walk farther, in one run walking 5.3 meters over rough terrain without pausing. Our previous capability, presented in [27], was only able to facilitate plans of 2 to 3 meters in length. In addition to these improvements, we are now naturally robust to changes in terrain and state estimator drift.

Additionally, we find the planning the 3 next footsteps is feasible during swing for even heavyweight planners, such as our A* planner. We also find that planning more than one step at a time is critical to enable more robust balance by making full use of walking algorithms such as [12]. Though, in order to take advantage of the increased balance, these steps should not change much. We still don’t know how to juggle keeping these additional steps consistent while also being able to change them. Reasons for multi-step plan change are both changing terrain and “teetering” results from the footstep planner optimizer.

We also find that depth cameras are suitable for modelling rough terrain while in motion and even while attached to a robot with lots of vibration and shaking at various frequencies. However, we were surprised how much the field of view and mounting angle affected the behavior’s capabilities. The sensor must be pointed up and away in order to see far enough for a 3-step plan. However, when mounted in this position it is unable to clearly see it’s own feet and the surrounding area. This results in the robot getting stuck
if it cannot make progress in the forward direction, with little ability to turn while walking.

At the time of writing, integration of the height map based body path planner is an experimental feature. We were only able to demonstrate it in simulation. Additionally, we were not able to meaningfully measure the planning times because they were varied and dependent on how recently we cleared the height map data.

VII. DISCUSSION AND FUTURE WORK

A single distant goal and body path plan is just one way to direct a continuous walking behavior. A useful addition would be a mode for “carrot on a stick” guidance, where the robot is tasked with following a continuously updating translation and yaw trajectory, as done in [19].

The small field of view of the Realsense L515 placed on the lower torso is not sufficient for stepping sideways and backwards and turning in place. Sensors with wider field of views and the incorporation of multiple on-board sensors could help. Sensors with better accuracy could also help if they would allow sensor placement on the head which increases the field of view.

Behavior Trees could potentially replace the event driven architecture presented in this paper and could serve as a tool to incorporate this behavior into large ones. We think that Behavior Trees might be well suited for constructing large, multi-faceted behaviors via similar abstraction mechanisms as we use in object oriented programming.

Lin and Berenson propose a framework for long horizon planning for humanoid robots in rough terrain environments[30]. They present a multi stage method that plans a torso guiding path and decomposes it into smaller segments with various short range planners. The incorporation of these ideas to continuously re-plan the body path in real time as we do with footsteps could help to prevent the behavior from getting stuck in local optima.

Kanoulas and Stumpf et al. model terrain as curved contact patches, allowing for more stable footstep planning over rocky terrain[31][32]. Adding support for this in both the perception and planning modules would greatly enhance the capability of this behavior.

VIII. CONCLUSION

In this work, we developed a behavior control system that is capable of autonomous, bipedal walking, without pauses for deliberation and planning. We integrated a GPU-accelerated perception algorithm that works for computing planar regions while walking and runs quickly enough to react to moving surfaces. We used a robust A* footstep planner to plan optimal footsteps along a body path. We built the behavior using Coactive Design principles of observability, predictability, and directability, and supported the development with a fully-featured simulation environment. We conducted experiments in simulation and on real robot over flat, uneven, and rough terrain. Our system yields drastic improvements over our previous capabilities, completely removing long pauses, enabling continuous walking without range limits, and enabling reactivity to changing terrain.
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B. Source Code and Media

Our implementation of this walking behavior and the associated modules discussed in this paper can be found on our GitHub at https://github.com/ihmcrobotics. The accompanying video can be found at https://youtu.be/-W7wSnhxJ1c.
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