SUPERLINEAR ELLIPTIC INEQUALITIES ON WEIGHTED GRAPHS
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Abstract. Let \((V, \mu)\) be an infinite, connected, locally finite weighted graph. We study the problem of existence or non-existence of positive solutions to a semi-linear elliptic inequality

\[ \Delta u + u^\sigma \leq 0 \text{ in } V, \]

where \(\Delta\) is the standard graph Laplacian on \(V\) and \(\sigma > 0\). For \(\sigma \in (0, 1]\), the inequality admits no nontrivial positive solution. For \(\sigma > 1\), assuming condition \((p_0)\) on \((V, \mu)\), we obtain a sharp condition for nonexistence of positive solutions in terms of the volume growth of the graph, that is

\[ \mu(o, n) \lesssim n^{\frac{2\sigma}{\sigma - 1}}(\ln n)^{\frac{1}{\sigma - 1}} \]

for some \(o \in V\) and all large enough \(n\). For any \(\varepsilon > 0\), we can construct an example on a homogeneous tree \(T_N\) with \(\mu(o, n) \approx n^{\frac{2\sigma}{\sigma - 1}}(\ln n)^{\frac{1}{\sigma - 1} + \varepsilon}\), and a solution to the inequality on \((T_N, \mu)\) to illustrate the sharpness of \(\frac{2\sigma}{\sigma - 1}\) and \(\frac{1}{\sigma - 1}\).

Contents

1. Introduction 1
2. Proof of Theorem 1.1 4
3. Proof of Theorem 1.2 5
4. An example 10
References 12

1. Introduction

Throughout the paper, let \(G = (V, E)\) be an infinite, connected, locally finite graph, where \(V\) denotes the vertex set, and \(E\) denotes the edge set. We allow only at most one edge for any two distinct vertices, and do not allow any edges from a vertex to itself.

Let \(\mu : E \to [0, \infty)\) be a weight defined on its edges, where \(\mu_{xy} > 0\) if and only if \((x, y) \in E\) and \(\mu_{xy} = \mu_{yx}\). Such graph \((V, E, \mu)\) is called a weighted graph. Since \(\mu\) contains all the information of the edge set \(E\), we just denote the weighted graph as \((V, \mu)\).

For a vertex \(x \in V\), denote \(y \sim x\) if there is an edge between \(x\) and \(y\), and we define \(\deg(x) := \#\{y \in V : y \sim x\}\) to be the degree of \(x\). Let

\[ \mu(x) = \sum_{y \sim x} \mu_{xy} \]
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be the measure of \( x \). Let \( \ell(V) \) be the collection of all functions on \( V \). On the graph \((V, E)\), for any two vertices \( x \) and \( y \), we define \( d(x, y) \) to be the minimal number of edges among all possible paths connecting \( x \) and \( y \) in \( V \). Then \( d(\cdot, \cdot) \) is a distance on \( V \), we call it the graph distance.

Fix an arbitrary vertex \( o \in V \). For an integer \( n \geq 1 \), denote by \( B(o, n) := \{ x \in V : d(o, x) \leq n \} \) the closed ball in \( V \) with center \( o \) and radius \( n \). Let us denote

\[
\mu(B(o, n)) = \sum_{x \in B(o, n)} \mu(x),
\]

and the Laplace operator \( \Delta \) by

\[
\Delta u(x) = \frac{1}{\mu(x)} \sum_{y \sim x} \mu_{xy}(u(y) - u(x)), \quad \text{for } u \in \ell(V).
\]

In this paper we are concerned with the following problem: characterize \( \sigma > 0 \) and \( \mu(o, n) \) for which there exists a positive solution \( u \) to the following superlinear elliptic inequality:

\[
\Delta u + u^\sigma \leq 0 \quad \text{in } V.
\]

Recall that a weighted graph \((V, \mu)\) is called recurrent if the random walk on \((V, \mu)\) with one-step transition probability \( P(x, y) = \frac{\mu_{xy}}{\mu(x)} \) is recurrent; otherwise, \((V, \mu)\) is called transient. It is known that \((V, \mu)\) is recurrent if and only if any nonnegative superharmonic function (i.e. \( \Delta u \leq 0 \)) on \((V, \mu)\) is identically equal to a constant, which is termed as parabolic.

The notion of parabolicity of graph can be regarded as a generalization of the parabolicity of manifolds. Let \((M, \mu)\) be a geodesically complete noncompact manifold with Riemannian measure \( \mu \). Recall that in a celebrated paper of Cheng and Yau \cite{2}, it is proved that if for some \( o \in M \)

\[
\mu(B(o, r)) \lesssim r^2 \quad \text{for all large enough } r,
\]

then \( M \) is parabolic.

Later, three authors Grigor’yan, Karp, Varopoulos \cite{5, 15, 22} independently showed that if

\[
\int_0^\infty \frac{r}{\mu(B(o, r))} dr = \infty,
\]

then \( M \) is parabolic.

The following Nash-Williams’ test for parabolicity \cite{13} on weighted graphs is well known (e.g. \cite{22}): if

\[
\sum_{n=1}^\infty \frac{n}{\mu(B(o, n))} = \infty,
\]

then the graph \((V, \mu)\) is recurrent.

Consequently, under the assumption of \((1.4)\), then the only nonnegative solution to \((1.2)\) is identically zero. The above implies that \((1.4)\) is far from sharpness for the nonexistence result to \((1.2)\).

In order to obtain the sharp condition, we need some additional restriction for the graph \((V, \mu)\) for different \( \sigma \). Here are our main results.

**Theorem 1.1.** Assume \( \sigma \in (0, 1] \). If \( u \) is a nonnegative solution to \((1.2)\), then \( u \equiv 0 \).
We say condition \((p_0)\) is satisfied on \((V, \mu)\): if there exists \(p_0 > 1\) such that for any \(x \sim y \) in \(V\),
\[
\frac{\mu_{xy}}{\mu(x)} \geq \frac{1}{p_0}.
\]

Under condition \((p_0)\), our nonexistence result to (1.2) is as follows.

**Theorem 1.2.** Let \(\sigma > 1\). Assume condition \((p_0)\) is satisfied on \((V, \mu)\). If for some \(o \in V\)
\[
\mu(B(o, n)) \lesssim n^{2\sigma/(\sigma - 1)} (\ln n)^{1/(\sigma - 1)}
\]
for all large enough \(n\).

(1.5)

Then the only nonnegative solution to (1.2) is identically zero.

Here the notation “\(H \lesssim K\)” in the above and below means that \(H \leq cK\) for some constant \(c > 0\), and \(H \approx K\) means that both \(H \lesssim K\) and \(K \lesssim H\) hold.

**Remark 1.3.** The volume growth condition (1.5) is similar to that on Riemannian manifolds given in [10]: On a geodesically complete noncompact manifold \(M\), if for some \(o \in M\)
\[
\mu(B(o, r)) \lesssim r^{\frac{2\sigma}{\sigma - 1}} (\ln r)^{\frac{1}{\sigma - 1}},
\]
for all large enough \(r\),
(1.6)

then the only nonnegative solution to \(\Delta u + u^\sigma \leq 0\) with \(\sigma > 1\) on \(M\) is identically zero.

Moreover, if the volume doubling condition and Poincaré inequality are satisfied on \(M\), the above nonexistence results are still valid provided that (1.6) is weakened by
\[
\int_0^\infty \frac{r^{2\sigma - 1}}{\mu(B(o, r))^{\sigma - 1}} dr = \infty,
\]
see [11, Corollary 1.2].

We do not know whether condition \((p_0)\) can be removed. The following conjecture is motivated by [11, Conjecture 1].

**Conjecture 1.4.** On a weighted graph \((V, \mu)\), if
\[
\sum_{n=1}^\infty \frac{n^{2\sigma - 1}}{\mu(B(o, n))^{\sigma - 1}} = \infty,
\]
(1.7)

then the only nonnegative solution to (1.2) is identically zero.

Besides the above nonexistence result (or called Liouville theorems) for elliptic equation on graphs, a lot of attention has been paid to different types of elliptic equations on graphs, see [1] [3] [4] [7] [8] [9] [12] [13] [14] [19]. there are also many literature devoted to the parabolic equations on graphs, see [16] [17] [18].

The methods of the proofs of Theorems 1.1 and 1.2 are motivated by the one used in [10]. For the proof of Theorem 1.1 the case of \(\sigma = 1\) is trivial, while for the case of \(0 < \sigma < 1\), we use the iteration method to derive the nonexistence result. For the proof of Theorem 1.2, we first discretize the test functions used in [10], and then apply the estimates in terms of test functions to derive that \(u \in L^\sigma(\mu)\) and finally obtain \(u \equiv 0\) by choosing a sequence of suitable test functions. However, different from the manifold, in the graph case, in order to obtain the necessary inequalities, we need a simple a priori property of the solution \(u\): the ratio of the values of \(u\) on any two neighboring vertices is uniformly bounded by \(p_0\), where \(p_0\) is the same as that in condition \((p_0)\). We state this property as Lemma 3.1. We remark that it is an interesting question that whether the conclusion in Theorem 1.2 still hold if we remove the condition \((p_0)\).

The structure of this paper is as follows. In Section 2 we give the statement of Theorem 1.2 the main result of this paper; we also give Lemma 3.1 which will be used frequently in the proof of Theorem 1.2. In Section 3 we provide a proof of Theorem 1.2. we also
construct an example on $\mathbb{Z}$ to illustrate the sharpness of the volume growth condition in Theorem 1.2.

2. Proof of Theorem 1.1

Lemma 2.1. If $u$ is a nonnegative solution to (1.2), then either $u > 0$ or $u \equiv 0$.

Proof. Assume that there exists some point $x_0$ such that $u(x_0) = 0$, now we show that $u \equiv 0$. Since from (1.2)

$$0 \geq \sum_{y \sim x_0} \frac{\mu_{xy}}{\mu(x)} u(y) - u(x_0) + u(x_0)^{\sigma} = \sum_{y \sim x_0} \frac{\mu_{xy}}{\mu(x)} u(y),$$

which implies that $u(y) = 0$ for any $y \sim x$. Hence $u \equiv 0$ by the connectedness of $V$.  

Proof of Theorem 1.1 Case of $\sigma = 1$. In this case, inequality (1.2) is just

$$\sum_{y \sim x} \frac{\mu_{xy}}{\mu(x)} u(y) - u(x) + u(x) = \sum_{y \sim x} \frac{\mu_{xy}}{\mu(x)} u(y) \leq 0,$$

which implies $u(y) = 0$ for any $y \sim x$. This implies $u \equiv 0$ by the connectedness of $V$.

Case of $0 < \sigma < 1$. We first show that if $u \neq 0$, then $u(x) \geq 1$ for any $x \in V$. By Lemma 2.1 we obtain that $u > 0$ in $V$, by (1.2), we have

$$0 \geq \sum_{y \sim x} \frac{\mu_{xy}}{\mu(x)} u(y) - u(x) + u(x)^{\sigma} \geq -u(x) + u(x)^{\sigma},$$

which implies $u(x) \geq 1$ by using that $0 < \sigma < 1$.

Now fix any $x_0 \in V$. Let $x_1$ be a neighboring vertex of $x_0$ such that $u(x_1) = \min_{y \sim x_0} u(y)$. Then by (1.2),

$$u(x_0) - u(x_0)^{\sigma} \geq \sum_{y \sim x_0} \frac{\mu_{xy}}{\mu(x)} u(y) \geq \sum_{y \sim x_0} \frac{\mu_{xy}}{\mu(x)} u(x_1) = u(x_1),$$

that is

$$u(x_1) \leq u(x_0) \left(1 - u(x_0)^{\sigma-1}\right).$$

Inductively, for $i$, we can find $x_{i+1} \in V$ such that $u(x_{i+1}) = \min_{y \sim x_i} u(y)$ and

$$u(x_{i+1}) \leq u(x_i) \left(1 - u(x_i)^{\sigma-1}\right) \quad i \geq 1. \quad (2.1)$$

Since $u(x_i) \leq u(x_{i-1}) \leq \cdots \leq u(x_0)$, we have

$$1 - u(x_i)^{\sigma-1} \leq 1 - u(x_0)^{\sigma-1} \quad i \geq 1. \quad (2.2)$$

Multiplying both sides of (2.1) over $i = 0, 1, \cdots, n - 1$, then using (2.2), we obtain

$$u(x_n) \leq u(x_0) \prod_{i=0}^{n-1} (1 - u(x_i)^{\sigma-1}) \leq u(x_0) \left(1 - u(x_0)^{\sigma-1}\right)^n. \quad (2.3)$$

Since $1 - u(x_0)^{\sigma-1} < 1$, we see from (2.3) that $u(x_n) \to 0$ as $n \to 0$, this contradicts the fact that $u(x) \geq 1$ for all $x \in V$. Therefore the only nonnegative solution to (1.2) is identically zero.  

3. Proof of Theorem 1.2

Before proceeding to the proof of Theorem 1.2, we first give a simple property for nonnegative solutions to (1.2) under condition (p₀).

**Lemma 3.1.** Let σ > 1 and (V, μ) satisfy (p₀). If u ≥ 0 is a solution to (1.2), then either u ≡ 0 or 0 < u < 1 on V and

\[
\frac{1}{p₀} \leq \frac{u(x)}{u(y)} \leq p₀ \quad \text{for any } x \sim y. \tag{3.1}
\]

**Proof.** Assume u ≠ 0, then by Lemma 2.1, we must have u > 0 in V. Then by (1.2), we have

\[
0 \geq \frac{1}{\mu(x)} \sum_{y \sim x} \mu_{xy}(u(y) - u(x)) + u(x)^{\sigma} > u(x)^{\sigma} - u(x),
\]

which implies u(x) < 1. Also we have

\[
0 \geq \frac{1}{\mu(x)} \sum_{y \sim x} \mu_{xy}(u(y) - u(x)) + u(x)^{\sigma} \geq \frac{\mu_{xy}}{\mu(x)} u(y) - u(x) \quad \text{for any } y \sim x,
\]

which implies

\[
\frac{u(x)}{u(y)} \geq \frac{\mu_{xy}}{\mu(x)} \geq \frac{1}{p₀},
\]

by the property (p₀). Exchanging x and y, we get the other side inequality and hence (3.1) holds. \(\square\)

In the following, for brevity, we denote by \(\nabla_{xy}f = f(y) - f(x)\) the discrete gradient of a function \(f \in \ell(V)\) along a directed edge \(x \to y\).

**Proof of Theorem 1.2** Assume \(u > 0\) is a solution to (1.2). We will pick a sequence of test functions \(\varphi_n \in \ell(V)\) which are compactly supported in V and satisfy \(0 \leq \varphi_n \leq 1\), then we obtain an estimate of the \(L^p\)-norm of \(u \) in terms of \(\varphi_n\), and finally get \(u \equiv 0\), a contradiction. We separate the proof into the following two steps.

Step 1. Let \(s > 2\) be a sufficiently large fixed number and \(t \in (0, 1)\) be sufficiently small. Let \(\varphi \in \ell(V)\) be compactly supported in V, define \(\psi = \varphi^s u^{-t}\). From (1.2), we have for any fixed \(x \in V,\)

\[
\sum_{y \in V} \mu_{xy}(\nabla_{xy}u)\psi(x) + \mu(x)u(x)^{\sigma} \psi(x) \leq 0.
\]

Multiplying \(\psi\) to the above and summing up over \(x \in V,\) we get

\[
\sum_{x, y \in V} \mu_{xy}(\nabla_{xy}u)\psi(x) + \sum_{x \in V} \mu(x)u(x)^{\sigma} \psi(x) \leq 0. \tag{3.2}
\]

Then noticing

\[
\sum_{x, y \in V} \mu_{xy}(\nabla_{xy}u)\psi(x) = -\frac{1}{2} \sum_{x, y \in V} \mu_{xy}(\nabla_{xy}u)(\nabla_{xy}\psi),
\]

and

\[
\nabla_{xy}\psi = \nabla_{xy}(\varphi^s u^{-t}) = u(y)^{-t} \nabla_{xy}(\varphi^s) + \varphi(x)^s \nabla_{xy}(u^{-t}),
\]

we obtain

\[
\sum_{x, y \in V} \mu_{xy}(\nabla_{xy}u)\psi(x) = -\frac{1}{2} \sum_{x, y \in V} \mu_{xy}u(y)^{-t}(\nabla_{xy}u)(\nabla_{xy}\varphi) - \frac{1}{2} \sum_{x, y \in V} \mu_{xy}\varphi(x)^s(\nabla_{xy}u)(\nabla_{xy}(u^{-t}),
\]
Substituting this back into (3.2), we have
\[ \frac{1}{2} \sum_{x,y \in V} \mu_{xy} \varphi(x)^s (\nabla_{xy} u) \nabla_{xy}(u^{-t}) + \sum_{x \in V} \mu(x) \varphi(x)^s u(x)^{s-t} \leq \frac{1}{2} \sum_{x,y \in V} \mu_{xy} u(y)^{-t} (\nabla_{xy} u) \nabla_{xy}(\varphi^s). \] (3.3)

For the first term in the LHS of (3.3), observe that by the mid-value theorem, there is \( \xi \) between \( u(y) \) and \( u(x) \) such that
\[ \nabla_{xy}(u^{-t}) = u(y)^{-t} - u(x)^{-t} = -t\xi^{-t-1}(u(y) - u(x)) = -t\xi^{-t-1}\nabla_{xy}u. \]
Since \( \xi \) is between two positive values \( u(y) \) and \( u(x) \), and also by (3.1), we must have \( \frac{u(x)}{p_0} \leq \xi \leq u(x)p_0 \). Hence we have
\[
-\frac{1}{2} \sum_{x,y \in V} \mu_{xy} \varphi(x)^s (\nabla_{xy} u) \nabla_{xy}(u^{-t}) \\
= \frac{t}{2} \sum_{x,y \in V} \mu_{xy} \varphi(x)^s (\nabla_{xy} u)^2 \xi^{-t-1} \\
\geq \frac{t}{2p_0^t} \sum_{x,y \in V} \mu_{xy} \varphi(x)^s u(x)^{-t-1}(\nabla_{xy} u)^2 \\
\geq \frac{t}{2p_0^t} \sum_{x,y \in V} \mu_{xy} \varphi(x)^s u(x)^{-t-1}(\nabla_{xy} u)^2, 
\] (3.4)
where we have used that \( 0 < t < 1 \) and \( p_0 > 1 \).

For the RHS of (3.3), similarly we have that there is some \( \eta \) between the two nonnegative values \( \varphi(x) \) and \( \varphi(y) \) such that
\[ \nabla_{xy}(\varphi^s) = s\eta^s-1(\varphi(y) - \varphi(x)) = s\eta^s-1\nabla_{xy}\varphi. \] (3.5)
By using Cauchy-Schwarz inequality, we obtain
\[
\frac{1}{2} \sum_{x,y \in V} \mu_{xy} u(y)^{-t}(\nabla_{xy} u) \nabla_{xy}(\varphi^s) \\
= \frac{s}{2} \sum_{x,y \in V} \mu_{xy} \left( u(y)^{-t-1} \eta^s \nabla_{xy} \varphi \right) \left( u(y)^{-t-1} \eta^s \nabla_{xy} \varphi \right) \\
\leq \frac{s}{4} \sum_{x,y \in V} \mu_{xy} u(y)^{-t-1} \eta^s (\nabla_{xy} u)^2 + \frac{s^2}{\epsilon} \sum_{x,y \in V} \mu_{xy} u(y)^{-t-1} \eta^s-2 (\nabla_{xy} \varphi)^2, 
\] (3.6)
where \( \epsilon > 0 \) will be determined later.

Combining (3.3) with (3.4) and (3.6), we arrive at
\[
\frac{t}{2p_0^t} \sum_{x,y \in V} \mu_{xy} \varphi(x)^s u(x)^{-t-1}(\nabla_{xy} u)^2 + \sum_{x \in V} \mu(x) \varphi(x)^s u(x)^{s-t} \\
\leq \frac{s}{4} \sum_{x,y \in V} \mu_{xy} u(y)^{-t-1} \eta^s (\nabla_{xy} u)^2 + \frac{s^2}{\epsilon} \sum_{x,y \in V} \mu_{xy} u(y)^{-t-1} \eta^s-2 (\nabla_{xy} \varphi)^2. 
\] (3.7)
We first deal with the first term in the RHS of (3.7). Observe that \( \eta^s \leq (\max\{\varphi(x), \varphi(y)\})^s \leq \varphi(x)^s + \varphi(y)^s \) and by applying Lemma 3.1, we have
\[
\sum_{x,y \in V} \mu_{xy} u(y)^{-t-1} \eta^s (\nabla_{xy} u)^2 \leq \sum_{x,y \in V} \mu_{xy} u(y)^{-t-1} (\varphi(x)^s + \varphi(y)^s)(\nabla_{xy} u)^2 
\]
\[
\leq (1 + p_0^{1+t}) \sum_{x, y \in V} \mu_{xy} u(x)^{-t-1} \varphi(x)^{s}(\nabla_{xy} u)^2
\]
\[
\leq (1 + p_0^2) \sum_{x, y \in V} \mu_{xy} u(x)^{-t-1} \varphi(x)^{s}(\nabla_{xy} u)^2, \quad (3.8)
\]

where in the last step we used \(0 < t < 1\) and \(p_0 > 1\).

For the second term in the RHS of (3.7), since \(s > 2\), similar to the above, we have
\[
\sum_{x, y \in V} \mu_{xy} u(y)^{-t+1} \eta^{s-2} (\nabla_{xy} \varphi)^2 \leq (1 + p_0) \sum_{x, y \in V} \mu_{xy} u(x)^{-t+1} \varphi(x)^{s-2}(\nabla_{xy} \varphi)^2. \quad (3.9)
\]

Letting \(\epsilon = \frac{t}{p_0(1+p_0)}\), substituting (3.8) and (3.9) into (3.7), we obtain
\[
\frac{t}{4p_0^2} \sum_{x, y \in V} \mu_{xy} u(x)^{-t+1} \varphi(x)^{s-2}(\nabla_{xy} \varphi)^2
\leq \frac{C(p_0)s^2}{t} \sum_{x, y \in V} \mu_{xy} u(x)^{-t+1} \varphi(x)^{s-2}(\nabla_{xy} \varphi)^2, \quad (3.10)
\]

where \(C(p_0) = p_0^2(1 + p_0)(1 + p_0^2)\).

By using Young’s inequality with Hölder conjugates \(p_1 = \frac{p_0s^2}{t} \) and \(p_2 = \frac{p_0^{s-2}}{t^{s-1}}\), we estimate the RHS of (3.10) as follows.
\[
C(p_0)^s \sum_{x, y \in V} \mu_{xy} u(x)^{-t+1} \varphi(x)^{s-2}(\nabla_{xy} \varphi)^2
= \sum_{x, y \in V} \mu_{xy} \left( u(x)^{-t+1} \varphi(x)^{\frac{s-2}{p_1}} \right) \left( \frac{C(p_0)s^2}{t} \varphi(x)^{\frac{2}{p_2}} (\nabla_{xy} \varphi)^2 \right)^{\frac{1}{p_2}}
\leq \frac{c_1}{2} \sum_{x, y \in V} \mu_{xy} \left( u(x)^{-t+1} \varphi(x)^{\frac{s-2}{p_1}} \right)^{p_1} + C \sum_{x, y \in V} \mu_{xy} \left( \frac{C(p_0)s^2}{t} \varphi(x)^{\frac{2}{p_2}} (\nabla_{xy} \varphi)^2 \right)^{p_2}
\leq \frac{1}{2} \sum_{x, y \in V} \mu_{xy} u(x)^{\sigma-1} \varphi(x)^{s} + \frac{C}{t^{\sigma-1}} \sum_{x, y \in V} \mu_{xy} \varphi(x)^{\frac{2}{\sigma-1} (\nabla_{xy} \varphi)^{\frac{2}{\sigma-1}}, \quad (3.11)}
\]

where we have taken \(\epsilon = \frac{t}{4} \) and used that \(0 \leq \varphi \leq 1\). The constants on \(p_0, \sigma\) and \(s\) are absorbed into \(C\).

Substituting (3.11) into (3.10), we obtain
\[
\frac{t}{4p_0^2} \sum_{x, y \in V} \mu_{xy} u(x)^{-t-1} \varphi(x)^{s}(\nabla_{xy} u)^2 + \frac{1}{2} \sum_{x \in V} \mu(x) \varphi(x)^{s} u(x)^{\sigma-t}
\leq Ct^{\frac{\sigma-1}{\sigma}} \sum_{x, y \in V} \mu_{xy} \varphi(x)^{\frac{2}{\sigma-1} (\nabla_{xy} \varphi)^{\frac{2}{\sigma-1}}, \quad (3.12)}
\]

We then turn back to (3.2), take another \(\psi = \varphi^s\), and get that
\[
- \frac{1}{2} \sum_{x, y \in V} \mu_{xy} (\nabla_{xy} u) \nabla_{xy} (\varphi^s) + \sum_{x \in V} \mu(x) u(x) \varphi(x)^s \leq 0. \quad (3.13)
\]

By using (3.3), and from (3.13), we obtain
\[
\sum_{x \in V} \mu(x) u(x)^{\sigma} \varphi(x)^s
\leq \frac{s}{2} \sum_{x, y \in V} \mu_{xy} \eta^{s-1} (\nabla_{xy} u) (\nabla_{xy} \varphi)
\]
where the last inequality is by Cauchy-Schwarz.

Now similar to (3.8), we have

\[
\sum_{x,y \in V} \mu_{xy} \eta^{s-2} u(x)^{t+1} (\nabla_{xy} \varphi)^{2} \leq (1 + p_0^2) \sum_{x,y \in V} \mu_{xy} u(x)^{t+1} \varphi(x)^{s-2} (\nabla_{xy} \varphi)^{2}.
\]

Substituting (3.8) and (3.15) into (3.14), we see that

\[
\sum_{x \in V} \mu(x) u(x)^{\sigma} \varphi(x)^{s} \leq \frac{s(1 + p_0^2)}{2} \left( \sum_{x,y \in V} \mu_{xy} u(x)^{t+1} \varphi(x)^{s} (\nabla_{xy} u)^{2} \right)^{\frac{s}{2}} \left( \sum_{x,y \in V} \mu_{xy} u(x)^{t+1} \varphi(x)^{s-2} (\nabla_{xy} \varphi)^{2} \right)^{\frac{s-2}{2}}.
\]

Now we use Hölder’s inequality with conjugates \( p_3 = \frac{s}{\sigma-1} \) and \( p_4 = \frac{2}{\sigma - 1 - 1} \) to obtain

\[
\sum_{x,y \in V} \mu_{xy} u(x)^{t+1} \varphi(x)^{s-2} (\nabla_{xy} \varphi)^{2} = \sum_{x,y \in V \setminus \nabla_{xy} \neq 0} \mu_{xy} u(x)^{t+1} \varphi(x)^{s-2} (\nabla_{xy} \varphi)^{2}
\]

\[
\leq \left( \sum_{x,y \in V \setminus \nabla_{xy} \neq 0} \mu_{xy} \varphi(x)^{s} u(x)^{\sigma} \right)^{\frac{1+s}{\sigma}} \left( \sum_{x,y \in V \setminus \nabla_{xy} \neq 0} \mu_{xy} \varphi(x)^{s-2} (\nabla_{xy} \varphi)^{2} \right)^{\frac{s-1}{\sigma}}
\]

where we have used \( 0 \leq \varphi \leq 1 \) and \( s > \frac{2\sigma}{\sigma - 1 - 1} \).

By (3.12), we have that

\[
\sum_{x,y \in V} \mu_{xy} u(x)^{t-1} \varphi(x)^{s} (\nabla_{xy} u)^{2} \leq C t^{\frac{\sigma}{\sigma-1}} \sum_{x,y \in V} \mu_{xy} \varphi(x)^{s-2} (\nabla_{xy} \varphi)^{2} \left( \nabla_{xy} \varphi \right)^{\frac{2(\sigma-1)}{\sigma - 1 - 1}}
\]

\[
\leq C t^{\frac{\sigma}{\sigma-1}} \sum_{x,y \in V} \mu_{xy} \varphi(x)^{s} u(x)^{\sigma} \left( \nabla_{xy} \varphi \right)^{\frac{2(\sigma-1)}{\sigma - 1 - 1}}.
\]

Substituting (3.17) and (3.18) into (3.16), we obtain

\[
\sum_{x \in V} \mu(x) u(x)^{\sigma} \varphi(x)^{s} \leq C t^{\frac{\sigma}{\sigma-1}} \left( \sum_{x,y \in V \setminus \nabla_{xy} \neq 0} \mu_{xy} \varphi(x)^{s} u(x)^{\sigma} \right)^{\frac{1+s}{\sigma}}
\]
which implies that
\[
\left( \sum_{x \in V} \mu(x) u(x)^{\sigma} \varphi(x)^{8} \right)^{1 - \frac{k+1}{2\sigma}} \leq C \left( \sum_{x,y \in V} \mu_{xy}(\nabla_{xy} \varphi)^{\frac{2(\sigma - 1)}{\sigma - 1}} \right)^{\frac{1}{2}} \left( \sum_{x,y \in V \setminus \nabla_{xy} \neq 0} \mu_{xy}(\nabla_{xy} \varphi)^{\frac{2\sigma}{\sigma - 1}} \right)^{\frac{\sigma - 1}{2\sigma}},
\]

Step 2. We now estimate the $L^\sigma$-norm of $u$ via (3.20) by choosing a suitable sequence of $\varphi_i$'s.

Let $o \in V$ be as in (1.5) and denote $d(x) = d(o, x)$ for brevity. For any integer $k \geq 0$, we denote $B_k = \{x \in V : d(x) \leq 2^k\}$ and define the function $h_k$ on $V$ by
\[
h_k = \begin{cases} 
1 & \text{if } d(x) \leq 2^k, \\
2 - \frac{d(x)}{2^k} & 2^k < d(x) < 2^{k+1}, \\
0 & \text{if } d(x) \geq 2^{k+1}.
\end{cases}
\]

For $i \geq 1$, define
\[
\varphi_i(x) = \frac{1}{i} \sum_{k=i-1}^{2i-2} h_k(x).
\]

Then it is clear that $0 \leq \varphi_i \leq 1$ and $\varphi_i = 0$ in $(B_{2i-1})^c$, $\varphi_i = 1$ in $B_{i-1}$. Hence $\varphi_i \to 1$, the identity function on $V$ as $i \to \infty$. Moreover, for any $x \in B_k - B_{k-1}$, if $k \leq i - 2$ or $k \geq 2i + 1$, then $\nabla_{xy} \varphi_i = 0$ for any $y \sim x$; if $i - 1 \leq k \leq 2i$, then for any $y \sim x$, we have
\[
|\nabla_{xy} \varphi_i| \leq \frac{1}{i \cdot 2^k}.
\]

We replace $\varphi$ in (3.20) by $\varphi_i$, and obtain
\[
\sum_{x,y \in V} \mu_{xy}(\nabla_{xy} \varphi_i)^{\frac{2(\sigma - 1)}{\sigma - 1}} \\
\leq \sum_{k=i-1}^{2i} \sum_{x \in B_k - B_{k-1}} \sum_{y \sim x} \mu_{xy}(\nabla_{xy} \varphi_i)^{\frac{2(\sigma - 1)}{\sigma - 1}} \\
\leq C \sum_{k=i-1}^{2i} \mu(B_k) \left( \frac{1}{i \cdot 2^k} \right)^{\frac{2(\sigma - 1)}{\sigma - 1}} \\
\leq C \sum_{k=i-1}^{2i} \left( 2^k \right)^{\frac{2\sigma}{\sigma - 1} \left( \ln 2 \right)^{\frac{1}{\sigma - 1}} \left( \frac{1}{i \cdot 2^k} \right)^{\frac{2(\sigma - 1)}{\sigma - 1}}} \\
\leq C \sum_{k=i-1}^{2i} 2^{\frac{2k}{\sigma - 1} - \frac{2(\sigma - 1)}{\sigma - 1} \cdot k \cdot \frac{1}{\sigma - 1}}.
\]
Similarly, we have
\[
\sum_{x, y \in V} \mu_{xy}(\nabla_{xy} \varphi_i) \sigma^{-\frac{2\sigma}{\sigma-1}} < C \sum_{k=\nu-1}^{2^i} \left( \frac{2^k}{\sigma-1} \right)^{\frac{2\sigma}{\sigma-1}} \left( \ln 2^k \right)^{\frac{1}{\sigma-1}} \left( \frac{1}{i \cdot 2^k} \right)^{\frac{2\sigma}{\sigma-1}}
\]
\[
\leq C \sum_{k=\nu-1}^{2^i} \left( \frac{2^k}{\sigma-1} \right)^{\frac{2\sigma}{\sigma-1}} \left( \ln 2^k \right)^{\frac{1}{\sigma-1}} \left( \frac{1}{i \cdot 2^k} \right)^{\frac{2\sigma}{\sigma-1}}
\]
\[
\leq C \sum_{k=\nu-1}^{2^i} \left( \frac{2^k}{\sigma-1} \right)^{\frac{2\sigma}{\sigma-1}} \left( \ln 2^k \right)^{\frac{1}{\sigma-1}} \left( \frac{1}{i \cdot 2^k} \right)^{\frac{2\sigma}{\sigma-1}}
\]
\[
\leq C^\prime \left( \frac{2^i}{\sigma-1} \right)^{\frac{2\sigma}{\sigma-1}} \left( \ln 2^i \right)^{\frac{1}{\sigma-1}} \left( \frac{1}{i \cdot 2^i} \right)^{\frac{2\sigma}{\sigma-1}}.
\]
(3.21)

Substituting (3.21) and (3.22) into (3.20), we obtain
\[
\left( \sum_{x \in V} \mu(x) u(x)^\sigma \varphi_i(x)^s \right) \left( \frac{1}{i \cdot 2^i} \right)^{\frac{2\sigma}{\sigma-1}}
\]
\[
\leq C \left( \frac{2^i}{\sigma-1} \right)^{\frac{2\sigma}{\sigma-1}} \left( \ln 2^i \right)^{\frac{1}{\sigma-1}} \left( \frac{1}{i \cdot 2^i} \right)^{\frac{2\sigma}{\sigma-1}}
\]
\[
\leq C \left( \frac{1}{i} \right)^{\frac{2\sigma}{\sigma-1} - 1},
\]
(3.23)
in which, we set \( t = \frac{1}{i} \). Note that the RHS of (3.23) is uniformly bounded in \( i \), we obtain by letting \( i \to \infty \) that
\[
\sum_{x \in V} \mu(x) u(x)^\sigma < \infty.
\]

This implies that as \( i \to \infty \),
\[
\sum_{x, y \in V, y \neq x} \mu_{xy} \varphi_i(x)^s u(x)^\sigma \to 0.
\]
Substituting the above \( \varphi_i \) and \( t = \frac{1}{i} \) back into (3.19) and repeating the same procedure as above, we see that as \( i \to \infty \),
\[
\sum_{x \in V} \mu(x) u(x)^\sigma \varphi_i(x)^s \to 0,
\]
which implies
\[
\sum_{x \in V} \mu(x) u(x)^\sigma = 0,
\]
and hence \( u \equiv 0 \), which is a contradiction to the assumption that \( u > 0 \). Therefore, there exists no positive solution to equation (1.2). \( \square \)

4. An example

In this section, we provide an example of weighted graph to see that the indices \( \frac{2\sigma}{\sigma-1} \) and \( \frac{\sigma-1}{2\sigma} \) in (1.5) are sharp.

Let \( N \geq 2 \), we introduce the notion of homogeneous tree \( T_N \). We say that a connected graph \( (V, E) \) is a tree if for any two distinct points \( x, y \in V \), there is only one path between \( x \) and \( y \). A homogeneous tree \( T_N \) is defined to be a tree where all vertices have degree \( N \). The following example is on \( T_N \). Fix an arbitrary vertex \( o \in T_N \) as the root. For \( n \geq 0 \), we denote by \( D_n := \{ x \in T_N : d(o, x) = n \} \) the collection of all the vertices with
distance \( n \) from \( o \), and denote by \( E_n \) the collection of all the edges from vertices in \( D_n \) to vertices in \( D_{n+1} \).

**Theorem 4.1.** Let \((V, E) = \mathbb{T}_N.\) For any arbitrary small \( \varepsilon > 0 \), there exists a weight \( \mu \) on \( \mathbb{T}_N \) such that \( \mu(B(o, n)) \approx n^{2\sigma} \left( \frac{1}{\sigma} \right) \left( \frac{1}{\sigma} + \varepsilon \right)^\sigma \) for \( n \geq 2 \) and for such \((\mathbb{T}_N, \mu)\), there exists a solution \( u \) to (1.2). Moreover, we can take \( \mu \) and \( u \) as following:

\[
\mu_{xy} = \mu_n = \frac{(n + n_0)^{\frac{1}{\gamma}}(\ln(n + n_0))^\frac{1}{\gamma} + \varepsilon}{(N - 1)^n} \quad \text{for any } (x, y) \in E_n, \ n \geq 0,
\]

\[
u(n) = u_n = \frac{\delta_n}{(n + n_0)^{\frac{1}{\gamma}}(\ln(n + n_0))^\frac{1}{\gamma} + \varepsilon} \quad \text{for any } x \in D_n, \ n \geq 0,
\]

where \( n_0 \geq 2 \) is sufficiently large and \( \delta > 0 \) is sufficiently small.

**Proof.** First we show that under the above weight, the volume satisfies

\[
\mu(B(o, n)) \approx n^{2\sigma} \left( \frac{1}{\sigma} \right) \left( \frac{1}{\sigma} + \varepsilon \right)^\sigma.
\]

Indeed, for \( n \geq 2 \), we compute

\[
\mu(B(o, n)) = \sum_{k=0}^{n} \mu(D_k) \approx \sum_{k=0}^{n} \frac{(N - 1)^k \mu_k}{(n + n_0)^{\frac{1}{\gamma}}(\ln(n + n_0))^\frac{1}{\gamma} + \varepsilon}.
\]

Then we check that (1.2) holds for the \( \mu \) and \( u \) given as above, that is

\[
\frac{u_n - u_0^+}{n_0^{2p}(\ln(n_0 + 1))^p} \leq 0, \quad (4.1)
\]

\[
\frac{u_n - u_0^-}{n_0^{2p}(\ln(n_0 + 1))^p} \leq 0, \quad \text{for all } n \geq 1. \quad (4.2)
\]

The two constants \( N \) and \( \delta \) are closely related to \( \varepsilon \) and we will first determine \( n_0 \) and then \( \delta \). For brevity, we denote \( p = \frac{1}{\sigma - 1} \). The proof of (4.2) will be separated into the following two cases \( n = 0 \) and \( n \neq 0 \).

**Case 1.** \( n = 0 \). By substituting the values of \( u \), (4.1) is equivalent to

\[
\frac{\delta}{(n_0 + 1)^{2p}(\ln(n_0 + 1))^p} - \frac{\delta}{n_0^{2p}(\ln(n_0))^p} + \left( \frac{\delta}{n_0^{2p}(\ln(n_0))^p} \right)^\sigma \leq 0,
\]

which is satisfied by choosing \( \delta \leq \delta_0 \) with

\[
\delta_0 = n_0^{2p}(\ln(n_0))^p \left( \frac{(n_0 + 1)^{2p}(\ln(n_0 + 1))^p - n_0^{2p}(\ln(n_0))^p}{(n_0 + 1)^{2p}(\ln(n_0 + 1))^p} \right)^\frac{1}{\sigma}.
\]

**Case 2.** \( n \geq 1 \). By substituting explicit values of \( \mu \) and \( u \), we see that (4.2) is equivalent to

\[
\frac{\delta}{(n + n_0)^{2p}(\ln(n + n_0))^p} + \frac{\delta}{(n + n_0 - 1)^{2p}(\ln(n + n_0 - 1))^p} \leq 0.
\]

Observing that \( \sigma = \frac{p+1}{p} \), thus (4.3) is equivalent to that \( \delta \) satisfies

\[
\delta^{p+1} \leq (n + n_0)^{2p}(\ln(n + n_0))^{-1} - (n + n_0 - 1)^{2p}(\ln(n + n_0 - 1))^{-1}.
\]
By some amount of computation, we have that
\[
\lim_{n \to \infty} n^2 \ln n - n^{2p+2} (\ln n)^{p+1} \cdot \frac{n^{2p+1} (\ln n)^{p+1} + (n-1)^{2p+1} (\ln(n-1))^{p+1}}{n^{2p+1} (\ln n)^{p+1} + (n-1)^{2p+1} (\ln(n-1))^{p+1}} = p\varepsilon.
\]

(The details are as follows. we will use \( \frac{\ln(n-1)}{\ln n} = 1 - \frac{1}{n\ln n} - \frac{1}{2n^2 \ln n} + o\left(\frac{1}{n^2 \ln n}\right) \) frequently. The function of \( n \) under the limit on the LHS of (4.5) can be written as
\[
n^2 \ln n \left(1 - \left(1 - \frac{1}{n+1}\right)^{2p} \left(\frac{\ln n}{\ln(n+1)}\right)^p + \left(1 - \frac{1}{n}\right) \left(\frac{\ln(n-1)}{\ln n}\right)^p\right)
\]

\[\quad \times \left(1 + \left(1 - \frac{1}{n}\right)^{2p+1} \left(\frac{\ln(n-1)}{\ln n}\right)^{p+\varepsilon}\right)
\]

where we use \( \left(1 - \frac{1}{n}\right)^{\alpha} = 1 - \frac{\alpha}{n} - \frac{\alpha(\alpha-1)}{2n^2} \) with \( \alpha > 0 \), then the above Taylor expansion for \( \ln(n-1)/\ln n \) gives
\[
n^2 \ln n \left(1 - \frac{2p}{n+1} - \frac{1}{n(n+1)} + \frac{\varepsilon}{n \ln n} + \frac{2p(2p-1)}{2(n+1)^2} + \frac{4p^2-p}{2(n+1)^2 \ln n} + \frac{4p^2}{n^2 \ln n}ight) + o(1)
\]

\[= n^2 \ln n \left(\frac{2p}{2n^2 \ln n}\right) + o(1)
\]

\[= p\varepsilon + o(1),
\]

where \( o(1) \to 0 \) as \( n \to \infty \), and hence proves (4.5).)

This implies that there exists some large \( n_0 \) such that for all \( n \geq 0 \), the RHS of (4.4) is bounded from above by \( \delta_1 := \frac{2p}{2n^2 \ln n} \).

Finally, take \( n_0 \) as above and \( \delta = \min\{\delta_0, \delta_1\} \), we see that \( u \) is a solution to (1.2). \( \Box \)
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