Tools and methods for objective or contextual evaluation of topic segmentation
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Abstract

In this paper we discuss the way of evaluating topic segmentation, from mathematical measures on variously constructed reference corpus to contextual evaluation depending on different topic segmentation usages. We present an overview of the different ways of building reference corpora and of mathematically evaluating segmentation methods, and then we focus on three tasks which may involve a topic segmentation: text extraction, information retrieval and document presentation. We have developed two graphical interfaces, one for an intrinsic comparison, and the other one dedicated to an evaluation in an information retrieval context. These tools will be very soon distributed under GPL licences on the Technolangue project web page.

1. Introduction

Topic segmentation is a task with multiple applications and multiple methods. It is well known that segmentation can improve information retrieval significantly by giving the specific part of a document corresponding to the query as a result and by indexing documents more precisely. By subdividing texts into topically coherent segments, a segmentation stage allows a better estimation of the relevance compared to the query. A second role is described by the task of TDT (Topic Detection and Tracking). Finally, segmentation can be part of a summary process, for example in TXTRACTOR (McDonald and Chen, 2002).

This diversity of uses leads us to consider a specific class of tools and objectives, in order to compare them. In this paper we propose to discuss the adequacy between the evaluation measure and the application employing the segmentation method. The evaluations are based on a comparison between the unsupervised segmenter we developed and state of the art results. This work is done in the context of the project « Technolangue AGILE - OURAL » financed by the French minister of research. We focused on unsupervised algorithms based on linear segmentation, by placing boundaries between segments, as in C99 (Choi, 2000). We have developed a new method for linear topic segmentation, based on weighted lexical chains. An implementation called LIA_topic_seg is distributed under GPL licence.

In literature there are several mathematical measures for evaluating segmentation algorithms. These measures all operate with a reference corpus, which may be built in different ways. However in this process, the task the topic segmentation is involved in is not taken into account. In a first part we present an overview of the different ways of building reference corpora and of mathematically evaluating segmentation methods. In a second part we focus on three applications of segmentation less common than TDT or a summary. Text extraction, information retrieval and document presentation may all involve a topic segmentation process in order to improve their results, but the need of boundaries strictly corresponding to a reference is not obvious.

2. Objective evaluation measures

2.1. Reference corpora building

2.1.1. Use of text structure

Many experiments in topic segmentation evaluate the capacity of systems to retrieve original paragraphs, in texts where titles and paragraphs are originally printed. This is the aim of DEFT’06 campaign (http://www.lri.fr/ia/fdt/DEFT06/). All titles and empty lines are removed in order to build test documents. This method can be applied to scientific documents as well as to the chapters of a book, as in the experiments done by (Ji and Zha, 2003) on a novel called Mars. The main disadvantage is that sometimes authors may divide topically coherent segments only for eye comfort, or on the contrary they may not separate many sentences from various topics, in introduction or conclusion paragraphs for example. There remains an ambiguity concerning transition sentences, which is usually linked to both the previous and the next paragraph.

2.1.2. Manual decision

An other way of a building reference corpus is to ask human judges to put subtopic frontiers inside large texts without any typographic cues. Such a corpus, called Stargazers, has been done by (Hearst, 1997) in order to evaluate Text-Tiling. The main issue of this corpora constitution is the disagreement between human judges, particularly for transition sentences.

2.1.3. Automatic construction

Many evaluations operate with reference corpora automatically built according to the method proposed by (Choi, 2000), adapted in french by (Sitbon and Bellot, 2004), in portugese by (Dias and Alves, 2005). Each document is composed of 10 extracts from several newspaper articles chosen among different thematic categories randomly. Extract sizes are not constrained and may be different. This corpus of documents is a reference, as the segments of the documents are chosen in different texts to ensure thematic variability. The main advantage of this method, compared to a manually annotated corpus, is the amount of data we
2.2. Mathematical measures

With the help of reference corpora, evaluation of new algorithms is generally based on mathematical measures recently refined.

2.2.1. Classical recall/precision

Both standards recall and precision, classically used in information retrieval, detailed in (Baeza-Yates and Ribeiro-Neto, 1999), were often employed to evaluate segmentation algorithms. For several reasons, they are not very relevant. First, they are too related to each other, and we are not looking for supporting more one or the other, but for evaluating the algorithms globally. To solve this problem, (Jr. et al., 1997) proposed an other measure, the Harmonic Mean, which gives only one result, combining both recall and precision. Another problem is that they do not weight errors because they are locally binary measures. It means that the error is the same if there is one sentence between the found boundary and the real boundary, or if there are 5 sentences. Lastly, for algorithms like dot plotting where the number of boundaries to find is predefined, recall and precision are equal. This is because the number of boundaries to find (used for recall) and the number found by the algorithm (used in precision) is the same in those cases.

2.2.2. Beeferman measure : \( P_k \)

In order to go over those problems, (Beeferman et al., 1997) proposed an other measure that takes into account the distance (computed in number of words for example) between a boundary found and the right boundary to find. The first proposed measure was the probability for any pair of sentences to be in the same segment in the hypothetical segmentation (\( \text{hyp} \)) if they are in the same segment in the reference segmentation (\( \text{ref} \)), and to be in different segments in \( \text{hyp} \) if they are in \( \text{ref} \). Formally that gives:

\[
P_D(\text{ref}, \text{hyp}) = \sum D(i, j) \cdot (\delta_{\text{ref}}(i, j) \oplus \delta_{\text{hyp}}(i, j)) \quad (1)
\]

where \( \oplus \) means XNOR (both or neither), and \( \delta_k(i, j) \) is a boolean set to 1 if sentences \( i \) and \( j \) are in the same segment in segmentation \( x \) and 0 if they are in different segments. \( D \) is a distance probability distribution for each set of distances between random sentences. Then, they proposed a simplification of this measure in [Beef99], fixing the distance between both sentences to a fixed number, which is half the average number of words in a segment. A probability of "error" is then calculated on the segmentation:

\[
p(\text{error}|\text{ref}, \text{hyp}, k) = \frac{p(\text{miss}|\text{ref, hyp, different ref segments}, k) \times p(\text{different ref segments}|\text{ref}, k) + p(\text{false alarm}|\text{ref, hyp, same ref segment}, k) \times p(\text{same ref segment}|\text{ref}, k)}{N - k} \quad (2)
\]

An hypothesized boundary which is far from the reference one at a greater distance than \( k \) is considered as false alarm where it is and as missing where it should be (the same place as the reference one). It is also considered as 2 errors instead of 1.

2.2.3. Hearst measure : WindowDiff

(Pevzner and Hearst, 2002) shows that Beeferman measure, even if it is better than recall and precision, presents some failures. Five bad points have been highlighted in (Pevzner and Hearst, 2002):

- Missing boundaries are more penalized than false alarms.
- When a boundary is added implying a new segments of size smaller than \( k \), it is not detected and so not added in the score.
- The algorithm is more lenient when there are strong variations in segment sizes.
- Near-miss errors are penalized too much compared to false alarms and missing boundaries.
- The meaning of the score is not clear : it looks like a percentage but it is not.

They proposed a new way of scoring segmentation algorithms, called Window Diff. It is almost identical to \( P_k \), except that instead of \( \oplus \) which is evaluated to 0 or 1, they use the difference between the number of boundaries between positions \( i \) and \( i+k \) in both \( \text{ref} \) and \( \text{hyp} \). If this difference is null so the sentences \( i \) and \( i+k \) are locally in the same segments of \( \text{ref} \) and \( \text{hyp} \). This let small added segment in \( \text{hyp} \) be penalized.

\[
\text{WindowDiff}(\text{ref}, \text{hyp}) = \frac{1}{N - k} \sum |(b(\text{ref}_i, \text{ref}_{i+k}) - b(\text{hyp}_i, \text{hyp}_{i+k}))| \quad (3)
\]

where \( b(x_i, x_j) \) represents the number of boundaries between positions \( i \) and \( j \) in the text \( x \), and \( N \) represents the number of sentences of the text.

Experimentally, they show that this measure is stable with variation of segment sizes and equivalent for false alarms and missing boundaries. This new measure presents the inconvenient that the score can now be greater than 1, so it can no longer be assimilated to a percentage. Thus, it is now clear that the measure is only for comparison, and does not evaluate the quality of a segmentation algorithm directly.

2.3. Segeval, a graphical interface for objective evaluation

In order to simplify massive objective comparisons between different methods (or different parameters applied to a method), for variously featured corpora, we have developed a graphical tool based on WD measure. This way of evaluating has been used in (Choi, 2000) and (Sitbon and Bellot, 2004) for comparing methods. Segeval lets a user make a very precise comparison, inside the text. It means many methods can be runned on the same document, and a graphical view of each set of hypothesized boundaries in
Figure 1: Segeval: graphical comparison between referenced and hypothesised boundaries computed with varying parameters of LIA_topic_seg on one text. One may select two segmentations for a text comparison as shown on figure 2.

Figure 2: Segeval: comparison between an automatic segmentation with LIA_topic_seg and the reference. The small vertical lines on the central sliders give an overview of the boundaries in the text and offer a quick navigation system from one boundary to another.

Then a comparison can be made between two segmentations and an in depth analysis can be made as in figure 2. It allows a qualitative evaluation of the differences. Also, Segeval allows a comparison (based on the average WindowDiff measure) between different nature of data. For example one can compare the efficiency of a method applied to a corpus of small segments (3 sentences) and the same method applied to a corpus of large segments (10 sentences). This tool will be available very soon.
3. Contextual evaluation

Mathematical measures tend to look for a perfect alignment between hypothesized boundaries and referenced ones, which can vary depending on the subjectivity with which they are built or on the granularity of their definition. In this section we discuss the fact that WindowDiff presents the advantage of being objective, but it is not task-oriented enough. Each existing evaluation measure computes a distance between existing boundaries and computed boundaries. Now we will present some applications which need to focus on precise features of segmentation, and not necessarily on each additional, missing and displaced boundaries.

3.1. Segmentation for text extraction

A topic segmentation may be used in combination with a classifier in text extraction tasks. For example, in the context of DEFT’05 clustering evaluation campaign, participants had to find extracts from F. Mitterrand about national politics in French political discourses from J. Chirac about international politics. In this context, additional boundaries are not mistakes as long as both segments before and after are long enough to be well classified. The highlight must be on missing boundaries which lead segments with both discourses to be classified in one. However, an error of only one sentence must not be considered as a pure oversight. In order to be able to evaluate the quality of a segmenter in this task, we propose an evaluation of the segmentation method with an “ideal-case F-measure” computing “ideal-case F-scores”. This is a classical F-measure, which evaluates well classified sentences, but the results of clustering are computed with a simulation of a perfect clustering tool runned after the segmenter. According to the reference classification, the class of each sentence is known and one can affect to each segment the same class as the majority of sentences it contains.

As for a comparison of the efficiency of segmenters, table 1 shows the results of “ideal-case F-scores” for C99 and LIA_topic_seg runned with default parameters, for various fixed average sizes of segments (in number of sentences). The differences between two sizes of segments are more important than between both methods, which lets us to conclude that the main issue of text extraction is not the comparison between two segmenting algorithms, but the determination of the better size to choose regarding the classifier.

| Segmentation | title queries | desc. queries |
|--------------|--------------|---------------|
| None         | 0.1679       | 0.1271        |
| C99          | 0.1305       | 0.1051        |
| LIA_topic_seg| 0.1143       | 0.0711        |

Table 2: Mean average precision measures on TREC with LUCENE and different segmentations of documents.

If one wants to accurately evaluate an hypothesized segmentation in this context with a mathematical measure, the focus must be on added boundaries and absolutely not on missing boundaries.

3.2. Segmentation for information retrieval

Topic segmentation can also be dedicated to information retrieval, as (J.Callan, 1994) shows it is better to retrieve a part of a large document, and that sentence is too small a text unit for indexing. This also highlight that best results are obtained with passage sizes around 250 words. Even if topic segmentation can produce denser information units than whole documents, it presents the possibility of splitting coherent sequentially written information, discarding complex requests. The main problems may be with the use of anaphoras or abbreviations revealed in the first paragraph of a long text.

In order to evaluate segmentation in the context of information retrieval, we have developed a specific graphical interface of LUCENE search engine. It allows to retrieve topically coherent text segments instead of documents as a whole. We use it to make some tests on TREC 8 data (Voorhees and Harman, 1999). We runned Lucene with default parameters on title queries (containing approximatively two words) and description queries (usually one sentence long). Three indexes were established, one on whole documents, the second on segments of documents obtained with C99, and the third with segments from LIA_topic_seg.

Table 2 shows that results are lower than without segmentation. It can be explained by the fact that additional boundaries may split information. We now need to go further with this and run some tests with bigger segments, and some tests by means of other evaluation campaigns data.

| Segmentation | 7 sent. | 8 sent. | 10 sent. |
|--------------|--------|--------|---------|
| Lucene + C99 | 0.9183 | 0.9003 | 0.8636  |
| Lucene + LIA_topic_seg | 0.9128 | 0.8915 | 0.8532  |

Table 1: F-scores for an ideal classification of segments of various sizes computed by means of the C99 implementation and of LIA_topic_seg

3.3. Segmentation for improving readability

Presenting a segmented text improves readability by highlighting the thematic structure of the document. This also alleviates visual deficiency aspects as dyslexic people, the succession of lines is a problem. Gaps between paragraphs are visual anchors. (Nordbrock et al., 2004) show that such spaces improve comprehension.

A fixed segmentation based on a number of sentences per paragraph could be an answer, but topic coherence is necessary for an accurate understanding of the document. Moreover, a focus on a specific part of the text may help in an information retrieval process. This feature has also been implemented in our software previously used to test segmentation on TREC ad-hoc data by using our Lucene-based search engine. The application can use segmentation from the indexation or not, and in both cases provides most similar segments for a query. This allows a direct access to the
important information and gives the user the possibility to not read the whole document.

The main graphical interface is presented in figure 3. The answer is focused on the target segment (the most similar according to the query) and there is an access to the original document with the page-setting using the segmentation of the whole document.

In this context, additional boundaries do not decrease readability even if both created segments deal with the same topic. On the contrary, if two segments with totally different topics are merged, it is confusing for the reader.

4. Conclusion

The currently used framework of evaluation of the segmentation tools is reliable but not adapted to many uses of topic segmentation. We proposed new ways of evaluating tasks like clustering, improving readability, and retrieving information. We have developed two graphical interfaces for two contexts of segmentation tools evaluation. One was for an intrinsic comparison, the other one was dedicated to an evaluation in an information retrieval context. These tools will be very soon distributed under GPL licences on the Technolangue project web page.
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