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Abstract

In this paper, we present optimal error estimates of the local discontinuous Galerkin method with generalized numerical fluxes for one-dimensional nonlinear convection-diffusion systems. The upwind-biased flux with adjustable numerical viscosity for the convective term is chosen based on the local characteristic decomposition, which is helpful in resolving discontinuities of degenerate parabolic equations without enforcing any limiting procedure. For the diffusive term, a pair of generalized alternating fluxes are considered. By constructing and analyzing generalized Gauss-Radau projections with respect to different convective or diffusive terms, we derive optimal error estimates for nonlinear convection-diffusion systems with the symmetrizable flux Jacobian and fully nonlinear diffusive problems. Numerical experiments including long time simulations, different boundary conditions and degenerate equations with discontinuous initial data are provided to demonstrate the sharpness of theoretical results.
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1 Introduction

In this paper, we concentrate on optimal error estimates of the local discontinuous Galerkin (LDG) method with generalized numerical fluxes for one-dimensional nonlinear convection-diffusion systems of the form

\begin{align}
\dot{u} + f(u)_x &= (A(u)u_x)_x, \quad (x,t) \in I \times (0,T], \\
 u(x,0) &= u_0(x), \quad x \in I, 
\end{align}

where \(u(x,t) = (u_1(x,t), \ldots, u_m(x,t))^T : \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R}^m\) is the vector-valued solution, \(f(u) = (f_1(u), \ldots, f_m(u))^T : \mathbb{R}^m \to \mathbb{R}^m\) is a vector-valued flux function, \(A(u) = (a_{ij}(u))_{i,j=1}^{m} \) is positive semi-definite, and \(I = (0,2\pi)\). In our analysis, we mainly consider the periodic boundary conditions and \textit{Dirichlet boundary conditions}, and the problems with mixed boundary conditions are numerically investigated.

We first show optimal error estimate when the flux Jacobian matrix \(f'_{u}\) is \textit{symmetric positive definite}.
Extensions to general nonlinear convection-diffusion systems with the symmetrizable flux Jacobian and fully nonlinear diffusive terms are given in Sect. 3.

The LDG method is an extension of the discontinuous Galerkin (DG) finite element methods [7–9], which is suitable to solve partial differential equations involving high order spatial derivatives. It was first introduced by Cockburn and Shu [10] to solve convection-diffusion equations. Later, it was actively applied to solve various high order equations, such as the Schrödinger equations [24, 28], the Navier-Stokes-Korteweg equations [25] and the KdV type equations [29]. The main idea of the LDG method is to rewrite original high order equation into an equivalent first order system and then the standard DG method can be applied. We refer to papers [2, 3, 5, 12, 26, 27] for some incomplete recent development of the LDG methods.

There have been a wide range of numerical methods available for solving convection-diffusion systems. A fast iterative solver for convection-diffusion systems with spectral elements was given in [16]. Rossi et al. [23] studied the segmented waves in a reaction-diffusion-convection system. In [31], a local $L^2$-error analysis of the streamline diffusion method for nonstationary convection-diffusion systems was developed. In [19], high-order DG schemes for the first-order hyperbolic advection-diffusion system were proposed. Michoski et al. [22] extended the classical von Neumann analysis to support generalized nonlinear convection-reaction-diffusion equations discretized via high-order accurate DG methods. The entropy stable spatial-temporal DG method was proposed to solve compressible Navier-Stokes equations in [18]. In light of the sharp discontinuity transition of generalized local Lax-Friedrichs fluxes for nonlinear conservation laws in [13] and the accurate long time wave resolution of downwind-biased fluxes for KdV equations in [14], it would be interesting to investigate the benefit that the generalized flux may bring for solving nonlinear convection-diffusion systems, especially for degenerate equations with discontinuous initial data.

This paper aims to derive optimal error estimates of the LDG method with generalized numerical fluxes for solving nonlinear convection-diffusion systems and to explore the advantages of adjustable numerical viscosities of such fluxes. In particular, due to the difference of the flux Jacobian matrix, we present the optimal error analysis in two different cases, namely the symmetric positive definite flux Jacobian and symmetrizable flux Jacobian. For the first case, we apply the local characteristic decomposition [8, 20, 30] and choose suitable generalized Gauss-Radau (GGR) projections for the leading projection errors for convective and diffusive terms to obtain optimal error estimates. For the second case, since the flux Jacobian matrix is symmetrizable, there are mainly two additional difficulties. One is that the standard GGR projections are no longer valid, due to the complexity of the balance of leading errors between the nonlinear convective term and the diffusive term. Inspired by the work in [6], we construct a new projection for the auxiliary variable to compensate the error of the nonlinear convection term. Another one is that some new test functions involving a symmetric positive definite matrix pertaining to the symmetrizable theory should be chosen, allowing us to obtain a reasonable bound for the boundary term in $\Pi_2$ in Sec. 3.1.2. The analysis is also extended to the fully nonlinear convection-diffusion systems. To show flexibility of generalized numerical fluxes with different weights, a variety of numerical examples are provided, which exhibit smaller long time errors for smooth solutions and steeper discontinuity transitions for degenerate equations with discontinuous initial data when compared to the standard upwind fluxes.

The paper is organized as follows. In Sect. 2, we show the LDG scheme with generalized numerical fluxes for one-dimensional nonlinear convection-diffusion systems with symmetric positive definite flux Jacobian, display the symmetrizable theory, and present the generalized skew-symmetry property of the DG spatial operator. The optimal error estimates for symmetric positive definite flux Jacobian are derived, and the case of Dirichlet boundary conditions is discussed. Extensions of the analysis to the case of symmetrizable flux Jacobian and the fully nonlinear diffusive term are carried out in Sect. 3 in which some new modified GGR projections are constructed and analyzed. In Sect. 4, numerical experiments are presented to verify the theoretical results. Concluding remarks and comments on future work are given in Sect. 5.
2 Error analysis of the symmetric positive definite flux Jacobian

To clearly display the main idea of the analysis of the LDG method with generalized fluxes for nonlinear convection-diffusion systems, let us first consider the following system with a nonlinear convective term and linear diffusive term \( A = \text{diag}(a_1, \ldots, a_m), a_i \geq 0 \) are all constants

\[
\begin{align*}
\dot{u}_t + f(u)_x &= Au_{xx}, \quad (x, t) \in I \times (0, T], \quad (2.1a) \\
u(x, 0) &= u_0(x), \quad x \in I. \quad (2.1b)
\end{align*}
\]

The fully nonlinear case will be discussed in Sect. 3.2.

2.1 The LDG scheme

2.1.1 Notation

Let \( I_h = \{I_j = (x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}})\}_{j=1}^{N} \) be a partition of \( I = (0, 2\pi) \). The length of each element is \( h_j = x_{j+\frac{1}{2}} - x_{j-\frac{1}{2}} \). The maximum element length is denoted by \( h = \max_{1 \leq j \leq N} h_j \). We assume the partition is quasi-uniform, namely, there exists a positive constant \( \gamma \) such that \( h_j \geq \gamma h \) for any \( j \), as \( h \) goes to zero. The discontinuous finite element space is defined as

\[
V_h = \{v \in [L^2(I)]^m : v_{|I_j} \in [P^k(I_j)]^m, \quad j = 1, \ldots, N\},
\]

where \( P^k(I_j) \) denotes the space of polynomials of degree at most \( k \) on \( I_j \).

Since functions in \( V_h \) may be discontinuous across cell interfaces, denote the jump and the average at \( x_{j+\frac{1}{2}} \) by

\[
[p]_{j+\frac{1}{2}} = p^+_{j+\frac{1}{2}} - p^-_{j+\frac{1}{2}}, \quad \langle p \rangle_{j+\frac{1}{2}} = \frac{1}{2}(p^+_{j+\frac{1}{2}} + p^-_{j+\frac{1}{2}}),
\]

where \( p^\pm_{j+\frac{1}{2}} \) are values from the left and right elements, respectively. Furthermore, we define the weighted average as

\[
p^\theta_{j+\frac{1}{2}} = \theta p^-_{j+\frac{1}{2}} + \bar{\theta} p^+_{j+\frac{1}{2}}, \quad f(p)^\theta_{j+\frac{1}{2}} = \theta f(p^-_{j+\frac{1}{2}}) + \bar{\theta} f(p^+_{j+\frac{1}{2}}), \quad \bar{\theta} = 1 - \theta.
\]

As usual, we use \( \| \cdot \|_M \) to represent the length of a vector, or the spectral norm of a matrix. For any vector \( p = (p_1, \ldots, p_m)^T \), \( \| p \|_M = (\sum_{i=1}^m p_i^2)^{1/2} \), and for any matrix \( C, \| C \|_M = \max_{\| p \|_M = 1} \| Cp \|_M \). Let \( W^{k,p}(D) \) be the classical Sobolev space equipped with norm \( \| \cdot \|_{k,p,D} \). For any vector-valued function \( v = (v_1, \ldots, v_m)^T \), the \( L^2 \) norm is denoted by \( \| v \|_2^2 = \int_D \| v \|^2_M dx \) and the \( L^\infty \) norm is denoted by \( \| v \|_{\infty,D} = \max_{x \in D} \| v(x) \|_M \). The subscripts \( D, p, \ell \) will be omitted when \( D = I, \ p = 2 \) and \( \ell = 0 \). The broken Sobolev space \( W^{k,p}(I_h) \) and the corresponding norms can be defined in an analogous way. We use \( \| v \|_{I_h} = \sum_{j=1}^N (\| v^-_{j+\frac{1}{2}} \|_M^2 + \| v^+_{j-\frac{1}{2}} \|_M^2)^{1/2} \) to denote the \( L^2 \) norm at cell boundaries.

2.1.2 The Cauchy-Schwarz inequality and inverse inequalities

For any vector-valued functions \( p, q \) and matrix-valued function \( C \), the following Cauchy-Schwarz inequality holds,

\[
|p^T C q| \leq \| C \|_M \| p \|_M \| q \|_M. \quad (2.2)
\]

In what follows, we list some inverse inequalities of the finite element space \( [1] \). For any \( p \in V_h \), there exists a positive constant \( C \) independent of \( p \) and \( h \), such that

\[
\begin{align*}
(\text{i}) \quad &\| \partial_x p \| \leq Ch^{-1} \| p \|, \\
(\text{ii}) \quad &\| p \|_{I_h} \leq Ch^{-\frac{1}{2}} \| p \|, \\
(\text{iii}) \quad &\| p \|_{\infty} \leq Ch^{-\frac{1}{2}} \| p \|.
\end{align*}
\]
2.1.3 The symmetrization technique

To deal with the symmetrizable flux Jacobian in Sect. 3, the following symmetrization procedure is essential. By the symmetrizable theory, e.g. [12], if the flux Jacobian matrix \( f_u' \) is symmetrizable, we can find a mapping \( u(v) : \mathbb{R}^m \rightarrow \mathbb{R}^m \) such that the Jacobian matrix \( u_v' = (\partial u_i/\partial u_j)_{j=1,...,m} \) is symmetric positive definite and the Jacobian matrix \( f_u' = f_u' u_v' \) is symmetric. We also have the transformation \( v = v(u) \) with \( v_u' = (\partial u_i/\partial u_j)_{j=1,...,m} \) being symmetric positive definite. If we let \( Q = Q(u) = v_u' \), from the symmetrizable theory, we know that \( f_u' \) has a strong relationship with an important symmetric matrix \( K \), i.e.,

\[
Q^{1/2} f_u' Q^{-1/2} = Q^{1/2} f_u' Q^{1/2} \triangleq K.
\]

Note that the symmetric matrix \( K \) has the same spectrum with \( f_u' \). Thus, \( K \) can be decomposed to \( K = X^{-1} Q X \) with \( Q = diag \{ \lambda_i \}_{i=1}^m \) and \( \lambda_i \) (\( i = 1, \ldots, m \)) being the eigenvalues of \( f_u' \). By the above relationship, we can further obtain

\[
Q f_u' = Q^{1/2} K Q^{1/2}.
\]  

The above identity is useful for us to obtain a definite viscosity term for the estimate of \( \Pi_2 \) in Sec. 3.1.2.

2.1.4 The LDG scheme

At first, we introduce an auxiliary variable \( p \) to rewrite (2.1) as

\[
u_t + f(u)_x = A^{\frac{1}{2}} p_x, \quad p = A^{\frac{1}{2}} u_x,
\]

where \( A^{\frac{1}{2}} = diag(a_1^{\frac{1}{2}}, \ldots, a_m^{\frac{1}{2}}) \). The semi-discrete LDG scheme of (2.1) is: \( \forall t \in (0, T] \), find \( (u_h, p_h) \in V_h \times V_h \) such that

\[
\int_{I_j} v_h^T(u_h)_t dx = \mathcal{H}_j^\psi(f(u_h), v_h) - \mathcal{H}_j^\psi(A^{\frac{1}{2}} p_h, v_h),
\]

\[
\int_{I_j} w_h^T p_h dx = - \mathcal{H}_j^\psi(A^{\frac{1}{2}} u_h, w_h),
\]

hold for any \( (v_h, w_h) \in V_h \times V_h \) and \( j = 1, \ldots, N \), where the DG spatial operators \( \mathcal{H}_j^\psi \) and \( \mathcal{H}_j^\psi \) depending on the choice of numerical fluxes (specified later) are

\[
\mathcal{H}_j^\psi(A^{\frac{1}{2}} p, q) = \int_{I_j} q^T A^{\frac{1}{2}} p dx - (q^-)^T_{j-\frac{1}{2}} A^{\frac{1}{2}} p^{(\theta)}_{j+\frac{1}{2}} + (q^+)^T_{j-\frac{1}{2}} A^{\frac{1}{2}} p^{(\theta)}_{j-\frac{1}{2}},
\]

\[
\mathcal{H}_j^\psi(p, q) = \int_{I_j} q^T p dx - (q^-)^T_{j-\frac{1}{2}} \hat{p}_{j+\frac{1}{2}} + (q^+)^T_{j-\frac{1}{2}} \hat{p}_{j-\frac{1}{2}},
\]

and \( \mathcal{H}_j^\psi(A^{\frac{1}{2}} p, q) = \sum_{j=1}^N \mathcal{H}_j^\psi(A^{\frac{1}{2}} p, q) \), \( \mathcal{H}_j^\psi(p, q) = \sum_{j=1}^N \mathcal{H}_j^\psi(p, q) \). Using an argument similar to that in [6], we have the following generalized skew-symmetry property of the DG spatial operator \( \mathcal{H}_j^\psi \).

Lemma 2.1. Under the periodic boundary conditions, one has

\[
\mathcal{H}_j^\psi(A^{\frac{1}{2}} p, q) + \mathcal{H}_j^\psi(A^{\frac{1}{2}} q, p) = 0.
\]  

Following [20], we consider the Jacobian matrix \( f_u'(u_{+\frac{1}{2}}) \) in the definition of the upwind-biased flux \( \hat{f} \). The corresponding eigenvalues, left and right eigenvectors are denoted by \( \lambda_{i,j+\frac{1}{2}}, \ell_{i,j+\frac{1}{2}}, r_{i,j+\frac{1}{2}} \) (\( i = 1, \ldots, m \)), normalized so that \( \ell_{i,j+\frac{1}{2}} r_{n,j+\frac{1}{2}} = \delta_{i,n} \), and \( R_{j+\frac{1}{2}} = [r_{1,j+\frac{1}{2}}, \ldots, r_{m,j+\frac{1}{2}}] \), \( L_{j+\frac{1}{2}} = [\ell_{1,j+\frac{1}{2}}, \ldots, \ell_{m,j+\frac{1}{2}}]^T \). The upwind-biased flux is defined by the following procedure.

1. Transform \( f(u_{+h}) \) to the eigenspace of \( f_u'(u_{+\frac{1}{2}}) \),

\[
z_{i}^{\pm} = \ell_{i,j+\frac{1}{2}} f(u_{+h}), \quad i = 1, \ldots, m.
\]
2. Apply the scalar upwind-biased setting to \( z_i^{\pm} \) in the \( i \)th characteristic field \((i = 1, \ldots, m)\), and the numerical flux \( \hat{z}_i \) depends on the sign of \( \lambda_{i,j+\frac{1}{2}} \),

\[
\hat{z}_i = \begin{cases} 
 z_i^{(0)} & \text{if } \lambda_{i,j+\frac{1}{2}} \geq 0, \\
 z_i^{(0)} & \text{if } \lambda_{i,j+\frac{1}{2}} < 0.
\end{cases}
\]

3. Transform back to the physical field to get \( \hat{f}_{j+\frac{1}{2}} \).

\[
\hat{f}_{j+\frac{1}{2}} = \sum_{i=1}^{m} \hat{z}_i r_{i,j+\frac{1}{2}}.
\]

(2.6)

In particular, when the flux Jacobian \( f_u \) is symmetric positive definite, eigenvalues of \( f_u'(u_{j+\frac{1}{2}}) \) are all positive. It follows from the above procedure that

\[
\hat{f}_{j+\frac{1}{2}} = f(u_h^{(\theta)})_{j+\frac{1}{2}}.
\]

(2.7a)

For diffusive terms, the following generalized alternating numerical fluxes are chosen

\[
\hat{u}_h = u_h^{(\theta)} , \quad \hat{p}_h = p_h^{(\theta)},
\]

(2.7b)

or

\[
\hat{u}_h = u_h^{(\theta)} , \quad \hat{p}_h = p_h^{(\theta)}
\]

(2.7c)

where \( \theta > \frac{1}{2} \) and we have omitted the subscript \( j + \frac{1}{2} \). The numerical initial condition is chosen as \( u_h(0) = \pi_h u_0 \), where \( \pi_h = (\pi_{1,h}, \ldots, \pi_{m,h})^T \) is the standard \( L^2 \) projection in the vector form.

2.2 Optimal error estimates of the symmetric positive definite flux Jacobian

2.2.1 Preliminaries

To define projection for systems, let us first recall scalar GGR projections [6,15]. For \( z \in H^1(I_h) \) and an arbitrary cell \( I_j \), projections \( P_h^z \) and \( P_h^{\varphi} \) are respectively defined as for any \( j = 1, \ldots, N \)

\[
\int_{I_j} (P_h^{\varphi} v) \, dx = \int_{I_j} z v \, dx, \quad \forall v \in P^{k-1}(I_j), \quad (P_h^{\varphi} z)_{j+\frac{1}{2}} = z_{j+\frac{1}{2}}.
\]

(2.8a)

\[
\int_{I_j} (P_h^z v) \, dx = \int_{I_j} z v \, dx, \quad \forall v \in P^{k-1}(I_j), \quad (P_h^z z)_{j+\frac{1}{2}} = z_{j+\frac{1}{2}}.
\]

(2.8b)

Next, consider the local linearization of the Jacobian matrix \( f_u'(u_{j+\frac{1}{2}}) \) again. Its eigenvalues, left and right eigenvectors are \( \lambda_{i,j+\frac{1}{2}}, \lambda_{i,j+\frac{1}{2}}, \ell_{i,j+\frac{1}{2}}, r_{i,j+\frac{1}{2}} \) \((i = 1, \ldots, m)\), and \( \ell_{i,j+\frac{1}{2}} r_{i,j+\frac{1}{2}} = \delta_{i,n} \) respectively. Besides, \( R_{j+\frac{1}{2}} = [r_{1,j+\frac{1}{2}}, \ldots, r_{m,j+\frac{1}{2}}], \quad \Lambda_{j+\frac{1}{2}} = \text{diag}(\lambda_{1,j+\frac{1}{2}}, \ldots, \lambda_{m,j+\frac{1}{2}}) \), and \( R_{j+\frac{1}{2}}^{-1} = L_{j+\frac{1}{2}} = [l_{1,j+\frac{1}{2}}, \ldots, l_{m,j+\frac{1}{2}}]^T \). Clearly, \( f_u'(u_{j+\frac{1}{2}}) R_{j+\frac{1}{2}} = R_{j+\frac{1}{2}} \Lambda_{j+\frac{1}{2}} \). Then, the projection of a vector \( u \), denoted by \( P u \) in \( I_j \), is the unique function in \( [P^k(I_j)]^m \) determined by the following procedure.

1. Transform \( u \) to the eigenspace of \( f_u'(u_{j+\frac{1}{2}}) \),

\[
z_i = \ell_{i,j+\frac{1}{2}} u, \quad i = 1, \ldots, m.
\]

2. Apply the scalar GGR projection (2.8) to \( z_i \) for the \( i \)th characteristic variable \((i = 1, \ldots, m)\), and the projection \( P z_i \) depends on the sign of \( \lambda_{i,j+\frac{1}{2}} \), i.e.,

\[
P z_i = \begin{cases} 
P_h^z z_i & \text{if } \lambda_{i,j+\frac{1}{2}} \geq 0, \\
P_h^\varphi z_i & \text{if } \lambda_{i,j+\frac{1}{2}} < 0.
\end{cases}
\]
According to the above definition, we have \( \mathbf{u} = \mathbf{R}_c \mathbf{z} \) and \( \mathbf{P} \mathbf{u} = \mathbf{R}_c \mathbf{P} \mathbf{z} \) with \( \mathbf{R}_c = R_{j_1 + \frac{1}{2}} \), where \( \mathbf{z} = (z_1, \ldots, z_m)^T \) is the characteristic variable. When the matrix \( \mathbf{f}'_u \) is symmetric positive definite, we have \( \mathbf{P} \mathbf{z} = (\mathbf{P}_h z_1, \ldots, \mathbf{P}_h z_m)^T \) and \( \mathbf{P} \mathbf{u} \triangleq \mathbf{P}_h \mathbf{u} \). Note that \( \mathbf{R}_c = R_{j_1 + \frac{1}{2}} \) is a constant matrix in each element \( I_j \), by the definition and approximation property of scalar GGR projection \( \mathbf{P}_h \) in (2.8a), we conclude that

\[
(u - \mathbf{P} \mathbf{u}, v_h)_j = 0, \quad \forall v_h \in [P^{k-1}(I_j)]^m, \quad (u - \mathbf{P} \mathbf{u})_{j_1 + \frac{1}{2}}(\theta) = 0, \tag{2.9a}
\]

and

\[
\|u - \mathbf{P} \mathbf{u}\| + h \|u - \mathbf{P} \mathbf{u}\|_x + h^\frac{\theta}{2} \|u - \mathbf{P} \mathbf{u}\|_{L_h} \leq C h^{k+1}. \tag{2.9b}
\]

We choose the projection \( \mathbf{P}_h \mathbf{p} = (\mathbf{P}_h p_1, \ldots, \mathbf{P}_h p_m)^T \) for the auxiliary variable \( \mathbf{p} \). Analogously,

\[
(p - \mathbf{P}_h \mathbf{p}, v_h)_j = 0, \quad \forall v_h \in [P^{k-1}(I_j)]^m, \quad (p - \mathbf{P}_h \mathbf{p})_{j_1 + \frac{1}{2}}(\theta) = 0, \tag{2.9c}
\]

and

\[
\|p - \mathbf{P}_h \mathbf{p}\| + h \|(p - \mathbf{P}_h \mathbf{p})_x\| + h^\frac{\theta}{2} \|p - \mathbf{P}_h \mathbf{p}\|_{L_h} \leq C h^{k+1}. \tag{2.9d}
\]

By Galerkin orthogonality, for all \( (v_h, w_h) \in \mathbf{V}_h \times \mathbf{V}_h \), we have the error equations

\[
\int_I v_h^T ( \mathbf{e}_u )_t dx = \mathcal{H}^\theta ( \mathbf{f}(u) - \mathbf{f}(u_h), v_h ) - \mathcal{H}^\theta ( \mathbf{A}^\frac{\theta}{2} \mathbf{e}_p, v_h ),
\]

\[
\int_I w_h^T \mathbf{e}_p dx = - \mathcal{H}^\theta ( \mathbf{A}^\frac{\theta}{2} \mathbf{e}_u, w_h ),
\]

which, by the usual decomposition that \( \mathbf{e}_u = (u - \mathbf{P}^\theta_u u) + (\mathbf{P}^\theta_u u - u_h) \triangleq \eta_u + \xi_u \) and \( \mathbf{e}_p = (p - \mathbf{P}^\theta_p p) + (\mathbf{P}^\theta_p p - p_h) \triangleq \eta_p + \xi_p \), are

\[
\int_I v_h^T (\xi_u)_t dx = - \int_I v_h^T (\eta_u)_t dx + \mathcal{H}^\theta (\mathbf{f}(u) - \mathbf{f}(u_h), v_h ) - \mathcal{H}^\theta ( \mathbf{A}^\frac{\theta}{2} \xi_p, v_h ) - \mathcal{H}^\theta ( \mathbf{A}^\frac{\theta}{2} \eta_p, v_h ), \tag{2.10a}
\]

\[
\int_I w_h^T \xi_p dx = - \int_I w_h^T \eta_p dx - \mathcal{H}^\theta ( \mathbf{A}^\frac{\theta}{2} \xi_u, w_h ) - \mathcal{H}^\theta ( \mathbf{A}^\frac{\theta}{2} \eta_u, w_h ). \tag{2.10b}
\]

To deal with the nonlinearity of nonlinear convective and diffusive terms, we make an \textit{a priori} assumption that

\[
\|\xi_u\| \leq h^\frac{k}{2}, \quad k \geq 1. \tag{2.11a}
\]

By the inverse property, one has

\[
\|\xi_u\|_\infty \leq C h, \quad \|\mathbf{e}_u\|_\infty \leq C h. \tag{2.11b}
\]

Remark 2.2. It is worth noting that the above GGR projection of \( \mathbf{u} \) is defined based on the characteristic decomposition procedure; see, e.g., [17, Sect. 5.6] in which the local Gauss-Radau projection is constructed for the purely upwind flux. Alternatively, since the Jacobian matrix is symmetric positive definite, one can also use the GGR projection for componentwise, and the optimal error estimates still hold.
2.2.2 The optimal error estimate

**Theorem 2.3.** Assume that the exact solution \( u \) of (2.1) is sufficiently smooth, e.g., \( \| u \|_{k+2}(t) \) and \( \| u_{ij} \|_{k+1}(t) \) are bounded uniformly for any \( t \in (0,T) \). Let \( u_h \) be the LDG solution with the numerical fluxes (2.7a, 2.7b). For a quasi-uniform mesh and \( k \geq 1 \), we have, for any \( T > 0 \), the following error estimates

\[
\| u(T) - u_h(T) \| \leq C h^{k+1}, \tag{2.12}
\]

where the positive constant \( C \) depends on \( \| u \|_{k+2}, \| u_{ij} \|_{k+1}, f \), but is independent of \( h \).

**Proof.** Taking \( v_h = \xi_u, w_h = \xi_p \) in (2.10), we obtain the following error equations

\[
\int_I \xi_u^T (\xi_u)_{t} dx = - \int_I \xi_u^T (\eta_u)_{t} dx + \mathcal{H}^0(f(u) - f(u_h), \xi_u) - \mathcal{H}^0(\Lambda \ti \xi_p, \xi_u) - \mathcal{H}(\Lambda \ti \eta_p, \xi_u),
\]

\[
\int_I \xi_p^T (\eta_p)_{t} dx = - \int_I \xi_p^T (\eta_p)_{t} dx + \mathcal{H}^0(\Lambda \ti \xi_u, \xi_p) - \mathcal{H}(\Lambda \ti \eta_u, \xi_p).
\]

Summing up the above equalities and using the second order Taylor expansion \( f(u) - f(u_h) = f_u'(u_h)\xi_u + f_{uu}'(u_h)\eta_u - e_u^T H e_u \) with \( e_u^T H e_u = (e_u^T H_1 e_u, \ldots, e_u^T H_m e_u)^T \) and \( H_i \) being the Hessian matrix [20], we arrive at

\[
\frac{1}{2} \frac{d}{dt} \| \xi_u \|^2 + \| \xi_p \|^2 = \Lambda_1 + \Lambda_2 + \Lambda_3 + \Lambda_4 + \Lambda_5, \tag{2.13}
\]

where

\[
\begin{align*}
\Lambda_1 & = - \int_I \xi_u^T (\eta_u)_{t} dx - \int_I \xi_p^T (\eta_p)_{t} dx, \\
\Lambda_2 & = \mathcal{H}^0(f_u'(u)\xi_u, \xi_u), \\
\Lambda_3 & = \mathcal{H}^0(f_u'(u)\eta_u, \xi_u), \\
\Lambda_4 & = - \mathcal{H}^0(e_u^T H e_u, \xi_u), \\
\Lambda_5 & = - \mathcal{H}(\Lambda \ti \xi_u, \xi_u) - \mathcal{H}(\Lambda \ti \xi_u, \xi_p) - \mathcal{H}(\Lambda \ti \eta_u, \xi_u) - \mathcal{H}(\Lambda \ti \eta_u, \xi_p).
\end{align*}
\]

will be estimated separately.

By the Cauchy-Schwarz inequality, the optimal projection error estimates (2.9) and Young’s inequality, we get

\[
\Lambda_1 \leq C h^{k+1} \| \xi_u \| + C h^{k+1} \| \xi_p \| \\
\leq C \| \xi_u \|^2 + \frac{1}{2} \| \xi_p \|^2 + Ch^{2k+2}. \tag{2.14a}
\]

Using integration by parts and taking into account the symmetric positive definite matrix \( f_u'(u) \), one has

\[
\begin{align*}
\Lambda_2 & = \sum_{j=1}^N \int_{I_j} (\xi_u)_{x}^T f_u'(u)\xi_u dx + \sum_{j=1}^N \| \xi_u \|_{j+\frac{1}{2}} (f_u'(u)\xi_u^{(0)})_{j+\frac{1}{2}} \\
& = \frac{1}{2} \sum_{j=1}^N \int_{I_j} \xi_u^T \partial_x (f_u'(u))\xi_u dx - \sum_{j=1}^N \| \xi_u \|_{j+\frac{1}{2}} (f_u'(u)\xi_u)_{j+\frac{1}{2}} \\
& + \sum_{j=1}^N \| \xi_u \|_{j+\frac{1}{2}} (f_u'(u)\xi_u^{(0)})_{j+\frac{1}{2}} \\
& = \frac{1}{2} \sum_{j=1}^N \int_{I_j} \xi_u^T \partial_x (f_u'(u))\xi_u dx - \left( \theta - \frac{1}{2} \right) \sum_{j=1}^N \| \xi_u \|_{j+\frac{1}{2}} (f_u'(u)\xi_u)_{j+\frac{1}{2}} \\
& \leq C \| \xi_u \|^2, \tag{2.14b}
\end{align*}
\]
since \( \theta > \frac{1}{2} \). \( \Lambda_3 \) can be bounded by the local linearization of \( f_u'(u) \) at \( u_j \) and projection property \( (2.9) \); it reads,

\[
\Lambda_3 = \sum_{j=1}^{N} \int_{I_j} (\xi u)^T f_u'(u) \eta_u dx + \sum_{j=1}^{N} \| \xi u \|^2_{I_j} + \frac{1}{h} \sum_{j=1}^{N} (f_u'(u)\eta_u^{(0)})_{j+\frac{1}{2}}
\]

\[
= \sum_{j=1}^{N} \int_{I_j} (\xi u)^T f_u'(u_j) \eta_u dx + \sum_{j=1}^{N} \int_{I_j} (\xi u)^T (f_u'(u) - f_u'(u_j)) \eta_u dx
\]

\[
\leq C h^{k+1} \| \xi u \|
\]

\[
\leq C (\| \xi u \|^2 + h^{2k+2}),
\]

where we have also used the inverse inequality and \( \| f_u'(u) - f_u'(u_j) \|_M \leq C \| u - u_j \|_M \leq C h \). For the high order term \( \Lambda_4 \), it is easy to show that

\[
\Lambda_4 \leq C \| e_u \|_{\infty} (\| e_u \| (\| \xi u \|_x \| + \| \eta_u \|_{I_\gamma} \| \xi u \|_\gamma))
\]

\[
\leq C h^{-1} \| e_u \|_{\infty} (\| \xi u \| + h^{\frac{1}{2}} \| \eta_u \|_{I_\gamma}) \| \xi u \|
\]

\[
\leq C (\| \xi u \|^2 + h^{2k+2}),
\]

in which the bound \( (2.11b) \) is also used. For \( \Lambda_5 \), by Lemma \( (2.1) \) and the projection property in \( (2.9) \), one has

\[
\Lambda_5 = 0.
\]

Collecting \( (2.14a) - (2.14c) \) into \( (2.13) \), we have

\[
\frac{1}{2} \frac{d}{dt} \| \xi u \|^2 + \frac{1}{2} \| \xi p \|^2 \leq C \| \xi u \|^2 + C h^{2k+2}.
\]

This, in combination with the Gronwall’s inequality, leads to the desired optimal error estimates of Theorem \( (2.3) \). \( \square \)

### 2.2.3 The case of Dirichlet boundary conditions

For Dirichlet boundary conditions,

\[
u(0, t) = g_1(t), \quad u(2\pi, t) = g_2(t),
\]

the numerical fluxes are chosen as

\[
(\hat{f}(u_h), \hat{u}_h, \hat{p}_h)_{j+\frac{1}{2}} = \begin{cases}
(f(g_1), g_1, p_h^+)_{j+\frac{1}{2}}, & j = 0, \\
(f(u_h)^{(0)}, u_h^{(0)}, p_h^{(0)})_{j+\frac{1}{2}}, & j = 1, \ldots, N - 1, \\
(f(u_h^{-}), g_2, p_h^{-})_{N+\frac{1}{2}}, & j = N.
\end{cases}
\]

The global projections \( P_h^0 u \) and \( P_h^0 p \) are modified to \( \tilde{P}_h^0 u \) and \( \tilde{P}_h^0 p \) satisfying

\[
(\tilde{P}_h^0 u, v_h)_j = (u, v_h)_j, \quad \forall v_h \in [P^{k-1}(I_j)]^m,
\]

\[
(\tilde{P}_h^0 u)^{(0)}_{j+\frac{1}{2}} = u^{(0)}_{j+\frac{1}{2}}, \quad \forall j \in Z_{N-1}^+,
\]

\[
f'(u_{N+\frac{1}{2}})(\tilde{P}_h^0 u)_{N+\frac{1}{2}} = f'(u_{N+\frac{1}{2}})u_{N+\frac{1}{2}}^- + A^2(\tilde{P}_h^0 p - p)^-_{N+\frac{1}{2}},
\]

and

\[
(\tilde{P}_h^0 p, v_h)_j = (p, v_h)_j, \quad \forall v_h \in [P^{k-1}(I_j)]^m,
\]
Thus, the optimal error estimates hold for Dirichlet boundary conditions. This completes the proof of Theorem 2.4.

**Theorem 2.4.** Under Dirichlet boundary conditions, for a quasi-uniform mesh and \( k \geq 1 \), we have, for any \( T > 0 \), the following error estimates

\[
\| u(T) - u_h(T) \| \leq Ch^{k+1},
\]

where the positive constant \( C \) depends on \( \| u \|_{k+2}, \| u \|_{k+1}, f \), but is independent of \( h \).

**Proof.** Using an argument similar to that in deriving (2.13), we have

\[
\frac{1}{2} \frac{d}{dt} \| \xi_u \|^2 + \| \xi_p \|^2 = \bar{\Lambda}_1 + \bar{\Lambda}_2 + \bar{\Lambda}_3 + \bar{\Lambda}_4 + \bar{\Lambda}_5,
\]

where

\[
\bar{\Lambda}_1 = -\int_I \xi_{uT}^2(\eta_a) dx - \int_I \xi_p^2 \eta_p dx,
\]

\[
\bar{\Lambda}_2 = \sum_{j=1}^{N-1} \int_{I_j} (\xi_u)^T f(u) \xi_u dx + \sum_{j=1}^{N-1} [\xi_u]_{+\frac{1}{2}}^T (f'(u) \xi_u')_{+\frac{1}{2}} - ((\xi_u^\dagger)^T f'(u) \xi_u^\dagger)_{N+\frac{1}{2}},
\]

\[
\bar{\Lambda}_3 = \sum_{j=1}^{N-1} \int_{I_j} (\xi_u)^T f(u) \eta_u dx + \sum_{j=1}^{N-1} [\xi_u]_{+\frac{1}{2}}^T (f'(u) \eta_u')_{+\frac{1}{2}} - ((\xi_u^\dagger)^T f'(u) \eta_u^\dagger)_{N+\frac{1}{2}},
\]

\[
\bar{\Lambda}_4 = -\sum_{j=1}^{N-1} \left( \int_{I_j} (\xi_u)^T A \xi_p dx + \int_{I_j} (\xi_p)^T A \xi_u dx + \int_{I_j} (\xi_u)^T A \eta_p dx + \int_{I_j} (\xi_p)^T A \eta_u dx \right)
\]

\[
- \sum_{j=1}^{N-1} \left( [\xi_u]_{+\frac{1}{2}}^T A \xi_p^\dagger + [\xi_p]_{+\frac{1}{2}}^T A \xi_u^\dagger + [\xi_u]_{+\frac{1}{2}}^T A \eta_p^\dagger + [\xi_p]_{+\frac{1}{2}}^T A \eta_u^\dagger \right)
\]

will be estimated separately. Paralleling to the estimates of \( \Lambda_1 - \Lambda_5 \) in (2.13), it is easy to show

\[
\bar{\Lambda}_1 \leq C \| \xi_u \|^2 + \frac{1}{2} \| \xi_p \|^2 + Ch^{2k+2},
\]

\[
\bar{\Lambda}_2 \leq C \| \xi_u \|^2 - \frac{1}{2} \| (\xi_u^\dagger)^T f'(u) \xi_u^\dagger \|_{N+\frac{1}{2}} - \frac{1}{2} \| (\xi_u^\dagger)^T f'(u) \xi_u^\dagger \|_{+\frac{1}{2}},
\]

\[
\bar{\Lambda}_3 \leq C \| \xi_u \|^2 + h^{2k+2} - \| (\xi_u^\dagger)^T f'(u) \eta_u^\dagger \|_{N+\frac{1}{2}},
\]

\[
\bar{\Lambda}_4 \leq C \| \xi_u \|^2 + h^{2k+2},
\]

\[
\bar{\Lambda}_5 = \| (\xi_u^\dagger)^T A \xi_p^\dagger \|_{N+\frac{1}{2}} - \| (\xi_u^\dagger)^T A \xi_p^\dagger \|_{+\frac{1}{2}}.
\]

Furthermore, with the help of the newly defined projection \( \bar{P}_h^0 u \) and \( \bar{P}_h^0 p \) in combination with the symmetric positive property of flux Jacobian, we have

\[
\frac{1}{2} \frac{d}{dt} \| \xi_u \|^2 + \frac{1}{2} \| \xi_p \|^2 \leq C (\| \xi_u \|^2 + h^{2k+2}).
\]

Thus, the optimal error estimates hold for Dirichlet boundary conditions. This completes the proof of Theorem 2.4.
3 Extension to symmetrizable flux Jacobian and the fully nonlinear cases

3.1 Optimal error estimates for the symmetrizable flux Jacobian

3.1.1 A new projection

For the case with symmetrizable flux Jacobian, the projection errors of the prime variable \( \mathbf{u} \) for the convective and diffusive terms cannot be simultaneously eliminated when simply choosing the GGR projection \( \mathbb{P}^h \mathbf{u} \), as the numerical fluxes are different. To cancel the leading projection errors, inspired by [6], we introduce a modified projection \( \mathbb{P} \mathbf{p} = [\mathbb{P} p_1, \ldots, \mathbb{P} p_m]^T \) for the auxiliary variable \( \mathbf{p} = (p_1, \ldots, p_m)^T \) with each component \( \mathbb{P} p_i \) for \( i = 1, \ldots, m \) satisfying for \( j = 1, \ldots, N \)

\[
\int_{I_j} (p_i - \mathbb{P} p_i) v_h dx = 0, \quad \forall v_h \in P^{k-1}(I_j), \quad (3.1a)
\]

\[
(\mathbb{P} p_i - p_i)(\bar{\theta})_{j + \frac{1}{2}} = c_j^i, \quad (3.1b)
\]

where \( c_j^i \) is the \( i \)-th component of \( -A^{-\frac{1}{2}} (f_u^i(\mathbf{u}) \hat{\eta}_u)_{j - \frac{1}{2}} \) with \( A^{-\frac{1}{2}} = \text{diag}(a_1^{-\frac{1}{2}}, \ldots, a_m^{-\frac{1}{2}}) \) and \( \hat{\eta}_u = \bar{\mathbf{u}} - \mathbb{P}^\theta \mathbf{u} \) that is known. Clearly, the above projection implies the following relationship for projection errors, which is essential to the estimate of \( \Pi_3 + \Pi_5 \) in the proof of Theorem 3.2.

\[
\int_{I_j} v_h^T (\mathbf{p} - \mathbb{P} \mathbf{p}) dx = 0, \quad \forall v_h \in [P^{k-1}(I_j)]^m, \quad (3.2a)
\]

\[
A^{\frac{1}{2}} (\mathbf{p} - \mathbb{P} \mathbf{p})(\bar{\theta})_{j + \frac{1}{2}} = (f_u^i(\mathbf{u}) \hat{\eta}_u)_{j + \frac{1}{2}}, \quad \forall j = 1, \ldots, N. \quad (3.2b)
\]

Similar to the scalar case [6], we can derive the following optimal approximation property for the above modified projection.

**Lemma 3.1.** Assume that \( \mathbf{u} \in H^{k+2} \) is periodic. Then, the above defined projection is unique and the following approximation property holds

\[
\| \mathbf{p} - \mathbb{P} \mathbf{p} \| \leq C h^{k+1}, \quad (3.3)
\]

where the positive constant \( C \) is independent of \( h \).

**Proof.** We first prove the existence and uniqueness of \( \mathbb{P} \mathbf{p} \). Let \( \mathbf{E} = \mathbb{P} \mathbf{p} - \mathbb{P}^\theta \mathbf{p} = [\mathbb{P} p_1 - \mathbb{P}^\theta p_1, \ldots, \mathbb{P} p_m - \mathbb{P}^\theta p_m]^T \), where \( \mathbb{P}^\theta \) is the GGR projection defined in (2.8a). If we can prove the existence and uniqueness of \( \mathbf{E} = (E^1, \ldots, E^m)^T \), then the projection \( \mathbb{P} \mathbf{p} \) will exist and is unique. By the definition of the two projections \( \mathbb{P}^\theta p_i, \mathbb{P} p_i \) for \( i = 1, \ldots, m \) in (2.8a) and (3.1), we have

\[
\int_{I_j} E^i v_h dx = 0, \quad \forall v_h \in P^{k-1}(I_j), \quad (3.4a)
\]

\[
(E^i)(\bar{\theta})_{j - \frac{1}{2}} = c_j^i, \quad j = 1, \ldots, N. \quad (3.4b)
\]

Denote the restriction of \( E^i \) (i = 1, ..., m) to each element \( I_j \) as

\[
E_j^i(x) = \sum_{\ell=0}^{k} \alpha_{j,\ell}^i P_{\ell}(x) = \sum_{\ell=0}^{k} \alpha_{j,\ell}^i P_{\ell}(s), \quad (3.5)
\]

where \( P_{\ell}(s) \) is the \( \ell \)-th order orthogonal Legendre polynomials on \([-1, 1]\) with \( s = \frac{2(x-x_j)}{L} \). Equality (3.4a) and the orthogonality of Legendre polynomials yield

\[
\alpha_{j,\ell}^i = 0, \quad \ell = 0, \ldots, k-1, \quad j = 1, \ldots, N.
\]

Therefore, \( E_j^i(x) = \alpha_{j,k}^i P_k(s) \). It follows from (3.4b) that

\[
\bar{\theta} \alpha_{j-1,k}^i + (-1)^k \theta \alpha_{j,k}^i = c_j^i.
\]
For periodic boundary conditions, it can be written as a linear system

\[ B\alpha_k^i = c^i, \]  

(3.6)

where \( B = \text{circ}(\theta(-1)^k, 0, \ldots, 0, \theta) \) is an \( N \times N \) circulant matrix with first row \( (\theta(-1)^k, 0, \ldots, 0, \theta) \), and \( \alpha^i_k = [\alpha^i_{1,k}, \ldots, \alpha^i_{N,k}]^T \), \( c^i = [c^i_1, \ldots, c^i_N]^T \). It is easy to compute the determinant of \( B \)

\[ \det B = (\theta(-1)^k)^N - (-\theta)^N. \]

Since the determinant of \( B \) is always not 0 when \( \theta > \frac{1}{2} \), the matrix \( B \) is invertible. This implies that the existence and uniqueness of \( E_j^i(x) \). Further, we can obtain the existence and uniqueness of \( E \).

Next, we turn to the proof of the approximation result (3.3). In [11], it is shown that the inverse of a nonsingular circulant matrix is also circulant, and thus

\[ B^{-1} = \frac{1}{\theta(-1)^k(1-q^N)}\text{circ}(1,q,\ldots,q^{N-1}), \]

where \( q = -\frac{\theta}{\pi(-1)^N} \), and \(|q| < 1 \) since \( \theta > \frac{1}{2} \). By some simple manipulations, we can find that the 1- and \( \infty \)-norms of \( B^{-1} \) are equal and satisfy

\[ \|B^{-1}\|_1 = \|B^{-1}\|_\infty \leq \frac{1}{\theta(1-|q|)}. \]

hence the spectral norm satisfies

\[ \|B^{-1}\|^2 \leq \|B^{-1}\|_1 \|B^{-1}\|_\infty \leq \frac{1}{\theta^2(1-|q|)^2}. \]

Using the approximation property of \( P^\theta_h u \) in (2.9b), we deduce that

\[ \|\alpha^i_k\|^2 = \|B^{-1}c^i\|^2 \leq \|B^{-1}\|^2 \|c^i\|^2 \leq C\|c^i\|^2 \leq C h^{2k+1} \|u\|_{k+1}^2, \]

where the positive constant \( C \) is independent of \( h \). Then,

\[ \|E^i\|^2 = \sum_{j=1}^N \left( E^i_j(x) \right)^2 dx = \sum_{j=1}^N (\alpha^i_{j,k})^2 \|P_{j,k}(x)\|_{I_j}^2 = \sum_{j=1}^N \frac{h_j (\alpha^i_{j,k})^2}{2k+1} \leq C h \|\alpha^i_k\|^2. \]

A combination of above two inequalities produces the optimal approximation result of \( \|E^i\| \). Finally, since \( \|E\|^2 = \sum_{i=1}^m \|E^i\|^2 \) and using the approximation property of \( P^\theta_h p \) in (2.9b), we arrive at

\[ \|p - P^\theta_h p\| \leq \|p - P^\theta_h p\| + \|E\| \leq C h^{k+1}. \]

This finishes the proof of Lemma 3.1

\[ \square \]

3.1.2 The optimal error estimate

**Theorem 3.2.** Assume that the exact solution \( u \) of (2.1) is sufficiently smooth. Let \( u_h \) be the LDG solution with fluxes (2.3) and (2.7b). For a quasi-uniform mesh and \( k \geq 1 \), we have, for any \( T > 0 \), the following error estimates

\[ \|u(T) - u_h(T)\| \leq C h^{k+1}, \]  

(3.7)

where the positive constant \( C \) is independent of \( h \).
Proof. By Galerkin orthogonality, the error equations are

\[
\int_I v_h^T(e_u)dx = \mathcal{H}^\wedge(f(u) - f(u_h), v_h) - \mathcal{H}^\delta(A^{1/2}e_p, v_h),
\]

\[
\int_I w_h^T e_pdx = -\mathcal{H}^\delta(A^{1/2}e_u, w_h), \quad \forall(v_h, w_h) \in V_h \times V_h.
\]

Further, if we decompose \( e_u, e_p \) into \( e_u = (u - P_h^1u) + (P_h^0u - u_h) \triangleq \eta_u + \xi_u \) and \( e_p = (p - Pe) + (Pe - p_h) \triangleq \eta_p + \xi_p \), we get

\[
\int_I v_h^T(\xi_u)dx = -\int_I v_h^T(\eta_u)dx + \mathcal{H}^\wedge(f(u) - f(u_h), \eta_u) - \mathcal{H}^\delta(A^{1/2}\xi_p, \eta_u),
\]

\[
\int_I w_h^T(\xi_u)dx = -\int_I w_h^T(\eta_u)dx - \mathcal{H}^\delta(A^{1/2}\xi_u, \eta_u),
\]

\[\tag{3.8a}\]

\[
\int_I v_h^T(\xi_p)dx = -\int_I v_h^T(\eta_p)dx - \mathcal{H}^\delta(A^{1/2}\xi_u, \eta_p),
\]

\[
\int_I w_h^T(\xi_p)dx = -\int_I w_h^T(\eta_p)dx - \mathcal{H}^\delta(A^{1/2}\eta_u, \eta_p),
\]

\[\tag{3.8b}\]

which hold for all \( (v_h, w_h) \in V_h \times V_h \).

Taking \( v_h = Q_r \xi_u, w_h = Q_r \xi_p \) in (3.8), we have

\[
\int_I \xi_u^T Q_r(\xi_u)dx = -\int_I \xi_u^T Q_r(\eta_u)dx + \mathcal{H}^\wedge(f(u) - f(u_h), Q_r \xi_u) - \mathcal{H}^\delta(A^{1/2}Q_r \xi_p, Q_r \xi_u)
\]

\[
- \mathcal{H}^\delta(A^{1/2}Q_r \eta_u, Q_r \xi_u),
\]

\[
\int_I \xi_p^T Q_r(\xi_p)dx = -\int_I \xi_p^T Q_r(\eta_p)dx - \mathcal{H}^\delta(A^{1/2}Q_r \xi_u, Q_r \xi_p) - \mathcal{H}^\delta(A^{1/2}Q_r \eta_u, Q_r \xi_p),
\]

where \( Q_r = Q^r_j + \frac{1}{2} \) denotes the value of the symmetric positive definite matrix \( Q = v'_u \) at \( x_{j+\frac{1}{2}} \); see Sec. 2.1.3.

Summing up above two identities, we have

\[
\frac{1}{2} \frac{d}{dt} \|Q^T_r \xi_u\|^2 + \|Q^T_r \xi_p\|^2 = \Pi_1 + \Pi_2 + \Pi_3 + \Pi_4 + \Pi_5,
\]

where

\[
\Pi_1 = -\int_I \xi_u^T Q_r(\eta_u)dx - \int_I \xi_p^T Q_r(\eta_p)dx + \frac{1}{2} \int_I \xi_u^T (Q_r)_{ij} \xi_u dx,
\]

\[
\Pi_2 = \mathcal{H}^\wedge(f'_u(u)\xi_u, Q_r \xi_u),
\]

\[
\Pi_3 = \mathcal{H}^\wedge(f'_u(u)\eta_u, Q_r \xi_u),
\]

\[
\Pi_4 = -\mathcal{H}^\delta(e_u^T H e_u, Q_r \xi_u),
\]

\[
\Pi_5 = -\mathcal{H}^\delta(A^{1/2}Q_r \xi_p, Q_r \xi_u) - \mathcal{H}^\delta(A^{1/2}Q_r \xi_u, Q_r \xi_p) - \mathcal{H}^\delta(A^{1/2}Q_r \eta_u, Q_r \xi_p) - \mathcal{H}^\delta(A^{1/2}Q_r \eta_u, Q_r \xi_p)
\]

will be estimated separately.

Let us first consider \( \Pi_1 \). By the Cauchy-Schwarz inequality and Young’s inequality, we get

\[
\Pi_1 \leq Ch^{k+1}(\|\xi_u\| + \|Q^{1/2} \xi_p\|) + C\|\xi_u\|^2
\]

\[
\leq C\|\xi_u\|^2 + \frac{1}{2}\|Q^T_r \xi_p\|^2 + Ch^{2k+2}.
\]

\[\tag{3.10a}\]

Using integration by parts, \( e_u = u - u_h = R_r (z - z_h) \triangleq R_r \eta_z + R_r \xi_z \) and \( f'_u(u_{j+\frac{1}{2}})R_{j+\frac{1}{2}} = R_{j+\frac{1}{2}}A_{j+\frac{1}{2}} \), we arrive at

\[
\Pi_2 = \sum_{j=1}^{N} \int_{j_{j+\frac{1}{2}}} (\xi_u)^T J_{j+\frac{1}{2}} Q_{j+\frac{1}{2}} f'_u(u) \xi_u dx + \frac{\Sigma_{j=1}^{N} [\xi_u]^T J_{j+\frac{1}{2}} Q_{j+\frac{1}{2}} (f'_u(u) \xi_u)_{j+\frac{1}{2}}
\]

\[
= \sum_{j=1}^{N} \int_{j_{j+\frac{1}{2}}} (\xi_u)^T J_{j+\frac{1}{2}} Q_{j+\frac{1}{2}} f'_u(u) \xi_u dx + \frac{\Sigma_{j=1}^{N} [\xi_u]^T J_{j+\frac{1}{2}} Q_{j+\frac{1}{2}} (f'_u(u) \xi_u)_{j+\frac{1}{2}}
\]
semi-definite. By the local linearization of $f$, we include that

$$4$$

the projection property in (2.9) as well as (3.1a), we have

$$A$$

Consequently, by

$$\theta > \frac{1}{2},$$

since $\Pi = \frac{1}{2}I$, where we have also used (2.3), the fact that $K$ is symmetric and $R^TQR|\Lambda|$ is positive semi-definite. By the local linearization of $f'(u)$ at $u_j$, we first rewrite $\Pi_3$ as

$$\Pi_3 = \sum_{j=1}^{N} \int_{I_j} (\xi_u)^T Q_{j+\frac{1}{2}} f'_u(u) \eta_u \, dx + \sum_{j=1}^{N} \|\xi_u\|^T Q_{j+\frac{1}{2}} (f'_u(u) \hat{\eta}_u)_{j+\frac{1}{2}}$$

$$= \sum_{j=1}^{N} \int_{I_j} (\xi_u)^T Q_{j+\frac{1}{2}} f'_u(u_j) \eta_u \, dx + \sum_{j=1}^{N} \int_{I_j} (\xi_u)^T Q_{j+\frac{1}{2}} (f'_u(u) - f'_u(u_j)) \eta_u \, dx$$

$$+ \sum_{j=1}^{N} \|\xi_u\|^T Q_{j+\frac{1}{2}} (f'_u(u) \hat{\eta}_u)_{j+\frac{1}{2}}.$$

It is easy to show for high order term $\Pi_4$ that

$$\Pi_4 \leq C \|\epsilon_u\| \|\xi_u\| + \|\epsilon_u\|_{\Gamma_0} \|\xi_u\|_{\Gamma_0}$$

$$\leq C h^{-1} \|\epsilon_u\|_{\infty} \|\xi_u\| + h^\frac{1}{2} \|\eta_u\|_{\Gamma_0} \|\xi_u\|$$

$$\leq C \|\xi_u\|^2 + h^{2k+2}. \tag{3.10c}$$

For $\Pi_5$, by the generalized skew-symmetry property in Lemma 2.1, the symmetric property of $Q, A^\perp$ and the projection property in (2.11), as well as (3.1m), we have

$$\Pi_5 = \sum_{j=1}^{N} \int_{I_j} (\xi_u)^T Q_{j+\frac{1}{2}} A^\perp \eta_p \, dx - \sum_{j=1}^{N} \|\xi_u\|^T Q_{j+\frac{1}{2}} A^\perp (\eta_p(\hat{\theta}))_{j+\frac{1}{2}}$$

$$= - \sum_{j=1}^{N} \|\xi_u\|^T Q_{j+\frac{1}{2}} A^\perp (\eta_p(\hat{\theta}))_{j+\frac{1}{2}}. \tag{3.10d}$$

Consequently, by $A^\perp (\eta_p(\hat{\theta}))_{j+\frac{1}{2}} = (f'_u(u) \hat{\eta}_u)_{j+\frac{1}{2}}$ in (3.2b) and the projection property in (2.9), we conclude that

$$\Pi_3 + \Pi_5 = \sum_{j=1}^{N} \int_{I_j} (\xi_u)^T Q_{j+\frac{1}{2}} f'_u(u_j) \eta_u \, dx + \sum_{j=1}^{N} \int_{I_j} (\xi_u)^T Q_{j+\frac{1}{2}} (f'_u(u) - f'_u(u_j)) \eta_u \, dx$$
\[
\begin{aligned}
&= \sum_{j=1}^{N} \int_{I_j} (\xi_u)^T Q_j \frac{1}{2} \left( f'_u(u) - f'_u(u_j) \right) \eta_u \, dx \\
&\leq C(\|\xi_u\|^2 + h^{2k+2}). \tag{3.10e}
\end{aligned}
\]

Collecting (3.10a)–(3.10e) into (3.9), we have
\[
\frac{1}{2} \frac{d}{dt} \|Q^T \xi_u\|^2 + \frac{1}{2} \|Q^T \xi_p\|^2 \leq C \|\xi_u\|^2 + Ch^{2k+2}.
\]

The Gronwall’s inequality together with the equivalence of the norms \(\|\cdot\|\) and \(\|Q^T\|\) (since \(Q^T\) is symmetric positive definite uniformly) leads to the expected optimal error estimate (3.7). This completes the proof of Theorem 3.2.

3.2 Optimal error estimates for the fully nonlinear diffusive case

In this section, we display how to obtain the optimal error estimate for the following fully nonlinear convection-diffusion equations
\[
\begin{align}
\dot{u} + f(u)x &= (A(u)u)_x, \quad (x, t) \in I \times (0, T], \\
\dot{u}(x, 0) &= u_0(x), \quad x \in I,
\end{align}
\]
where \(A(u) = (a_{ij}(u))_{i=1,\ldots,m}^{j=1,\ldots,m}\) is symmetric positive semi-definite, which implies that there exists a symmetric positive semi-definite matrix \(B(u)\) such that \(B^2(u) = A(u)\).

We mainly show the proof for (3.11) with symmetric positive definite flux Jacobian; the case with symmetrizable flux Jacobian is discussed in Remark 3.3. The above system can be written as an equivalent system
\[
\begin{align}
\dot{u} + f(u)x &= (B(u)p)_x, \\
p = B(u)u_x = g(u),
\end{align}
\]
where the function \(g(u)\) satisfies \(g'(u) = B(u)\). The LDG scheme is: find \((u_h, p_h) \in V_h \times V_h\) such that
\[
\begin{align}
\int_{I_j} v_h^T (u_h) \eta \, dx &= \mathcal{H}^\theta_j(f(u_h), v_h) - \mathcal{H}^\theta_j(B(u_h)p_h, v_h), \\
\int_{I_j} w_h^T p_h \, dx &= -\mathcal{H}^\theta_j(g(u_h), w_h)
\end{align}
\]
hold for any \((v_h, w_h) \in V_h \times V_h\) and \(j = 1, \ldots, N\). Different from the linear case, we need to redefine numerical fluxes for diffusive terms, i.e.,
\[
\dot{g}(u_h) = g^\theta(u_h), \quad \dot{p}_h = p^\theta_h,
\]
and
\[
\dot{B}(u_h) = \frac{[g(u_h)][u_h]^T}{\|u_h\|_M^2},
\]
where the subscript \(j + \frac{1}{2}\) is omitted.

The projection for the prime variable \(u\) can be chosen as that in Sect. 2.2, namely \(P_h u\). However, since \(A(u)\) is nonlinear, a modified projection of \(p\), denoted by \(\hat{P} p\), shall be introduced satisfying
\[
\int_{I_j} v_h^T (p - \hat{P}p) \, dx = 0, \quad \forall v_h \in [P^{k-1}(I_j)]^m,
\]
\[
\left( B'(u)(p - \hat{P}p)^\theta \right)_{j-\frac{1}{2}} = \left( \theta - \frac{1}{2} \right) \left( B'(u)[\eta_u]g(u) \right)_{j-\frac{1}{2}}, \quad j = 1, \ldots, N,
\]
where \(B'(u)\) is an \(m \times m \times m\) tensor.
If we decompose $e_u, e_p$ into $e_u = (u - P_h^u u) + (P_h^0 u - u_h) \triangleq \eta_u + \xi_u$ and $e_p = (p - \tilde{P}p) + (\tilde{P}p - p_h) \triangleq \eta_p + \xi_p$, and take $v_h = \xi_u, w_h = \xi_p$, we can obtain the following error equations

\[
\int_I \xi_u^T(\xi_u) dx = - \int_I \xi_u^T(\eta_u) dx + \mathcal{H}(f(u) - f(u_h), \xi_u) - \mathcal{H}(B(u)p - B(u_h)p_h, \xi_u),
\]

\[
\int_I \xi_p^T(\xi_p) dx = - \int_I \xi_p^T(\eta_p) dx - \mathcal{H}(g(u) - g(u_h), \xi_p).
\]

Adding above two equations, we have

\[
\frac{1}{2} \frac{d}{dt} \|\xi_u\|^2 + \|\xi_p\|^2 = \Theta_1 + \Theta_2 + \Theta_3 + \Theta_4 + \Theta_5,
\]

where

\[
\Theta_1 = - \int_I \xi_u^T(\eta_u) dx - \int_I \xi_p^T(\eta_p) dx,
\]

\[
\Theta_2 = \mathcal{H}(f_u'(u)\xi_u, \xi_u),
\]

\[
\Theta_3 = \mathcal{H}(f_u'(u)\eta_u, \xi_u),
\]

\[
\Theta_4 = - \mathcal{H}(e_u^T H e_u, \xi_u),
\]

\[
\Theta_5 = - \mathcal{H}(B(u)p - B(u_h)p_h, \xi_u) - \mathcal{H}(g(u) - g(u_h), \xi_p).
\]

By the choice of numerical fluxes and projections, we can see that the estimates of $\Theta_1 - \Theta_4$ are exactly the same as that in the proof of Theorem 2.3. So, we only need to consider the term $\Theta_5$. By Taylor expansion and the mean value theorem, we first have the following expression

\[
B(u)p - B(u_h)p_h = (B'(u)e_u - R_1)p + (B(u) - B'(u)e_u + R_1)e_p,
\]

\[
B(u)p - \tilde{B}(u_h)p_h = (B'(u)\parallel \xi_u \parallel - R_2)p + (B(u) - B'(u)\parallel \xi_u \parallel + R_2)e_p^{(\theta)},
\]

and

\[
g(u) - g(u_h) = B(u)e_u - R_3,
\]

\[
g(u) - g^{(\theta)}(u_h) = B(u)e_u^{(\theta)} - R_4,
\]

where $R_i$ ($i = 1, \ldots, 4$) are all high order terms derived from Taylor expansion.

Using the same argument as that in [1] for scalar nonlinear convection-diffusion equations, and by virtue of the newly designed projection $\tilde{P}p$ and the symmetric property of $B(u)$, we can easily obtain the estimate for $\Theta_5$; it reads,

\[
\Theta_5 \leq C \|\xi_u\|^2 + \frac{1}{2} \|\xi_p\|^2 + C h^{2k+2}.
\]

This, together with the estimates of $\Lambda_1 - \Lambda_4$ in Theorem 2.3, produces the desired optimal error estimates.

**Remark 3.3.** For the case when the flux Jacobian is symmetrizable, a modified projection $\tilde{P}p$ is defined to satisfy for $j = 1, \ldots, N$

\[
\int_{I_j} v_h^T(p - \tilde{P}p) dx = 0, \quad \forall v_h \in [P^{k-1}(I_j)]^m,
\]

\[
(B(u)(p - \tilde{P}p)^{(\theta)})_{j-\frac{1}{2}} = \left( - (\theta - \frac{1}{2}) B'(u)[\eta_u] g(u)_x + f_u'(u)[\eta_u] \right)_{j-\frac{1}{2}}.
\]

The optimal error estimates can be derived analogously, and details are omitted.
4 Numerical Experiments

In this section, we show several numerical examples to validate optimal error estimates of the LDG method using generalized numerical fluxes for nonlinear convection-diffusion systems. We use the explicit third order total variation diminishing Runge-Kutta time discretization and uniform meshes with $\Delta t = CFL_k h^2$, and $CFL_k$ for $P^k$ polynomials are given in Table 4.1. Systems with different boundary conditions, long time simulations, and degenerate equations with discontinuous initial data are numerically tested to show the sharpness of theoretical results and the efficiency of LDG methods with generalized fluxes.

Table 4.1  $CFL$ numbers used in numerical examples.

| Table/Figure | Table 4.2 | Table 4.3 | Table 4.4 | Table 4.5 | Table 4.6 | Table 4.7 | Figure 4.1 | Figure 4.2 |
|--------------|-----------|-----------|-----------|-----------|-----------|-----------|-------------|-------------|
| $CFL_0$      | 0.005     | 0.6       | 0.0001    | 0.005     | 0.005     | –         | –           | –           |
| $CFL_1$      | 0.005     | 0.01      | 0.0001    | 0.005     | 0.005     | –         | –           | 0.05        |
| $CFL_2$      | 0.005     | 0.01      | 0.00008   | 0.005     | 0.005     | 0.005     | –           | 0.01        |
| $CFL_3$      | 0.002     | 0.002     | 0.00002   | 0.003     | 0.003     | 0.0005    | –           | –           |
| $CFL_4$      | 0.001     | 0.002     | 0.00001   | 0.002     | 0.0005    | 0.0001    | –           | –           |

Example 4.1. Consider the system with a linear diffusion term and periodic boundary conditions

$$u_t + f(u)_x = Au_{xx} + g, \quad (x,t) \in (0,2\pi) \times (0,T)$$

$$u(x,0) = u_0(x), \quad x \in (0,2\pi),$$

where $u = (u_1, u_2, u_3)^T$, $f(u) = (u_1^3, u_2^3, u_3^3)^T$, $A = \text{diag}(1,1,1)$. The source term and initial condition are suitably chosen such that the exact solution is

$$u = (\exp(-t) \sin(2x + t), \exp(-t) \sin(2x - t), \exp(-2t) \sin(x + t))^T. \quad (4.1)$$

The $L^2$ errors and numerical orders for Example 4.1 are given in Table 4.2 from which expected optimal order can be observed. In addition, the cases of a convection dominated problem, e.g., $A = \text{diag}(10^{-4}, 10^{-4}, 10^{-4})$ and a strongly anisotropic problem, e.g., $A = \text{diag}(100, 100, 100)$ are considered, for which the source terms are suitably chosen such that the exact solution (4.1) is unchanged. The results shown in Tables 4.3 and 4.4 exhibit the desired optimal $(k+1)$th order, demonstrating that the theoretical results also hold for both convection dominated problems and strongly anisotropic problems.

Example 4.2. To illustrate the case with long time simulations, consider

$$u_t + f(u)_x = Au_{xx} + g, \quad (x,t) \in (0,2\pi) \times (0,T)$$

$$u(x,0) = u_0(x), \quad x \in (0,2\pi)$$

with periodic boundary conditions, where $u = (u_1, u_2, u_3)^T$, $f(u) = (u_1^3, u_2^3, u_3^3)^T$, $A = \text{diag}(1,1,1)$. The source term and initial condition are suitably chosen such that the exact solution is

$$u = (\exp(-0.01t) \sin(2x + 0.1t), \exp(-0.01t) \sin(2x - 0.1t), \exp(-0.01t) \sin(x + 0.1t))^T.$$

The $L^2$ errors for Example 4.2 up to $T = 200$ are shown in Figure 4.1 from which we can see that the LDG scheme exhibits excellent long time behaviors. The magnitude for errors of generalized fluxes is smaller compared to the standard upwind fluxes on the same meshes.

Example 4.3. To show the theoretical results also hold for mixed and Dirichlet boundary conditions, consider the system

$$u_t + f(u)_x = Au_{xx} + g, \quad (x,t) \in (0,\pi) \times (0,T)$$

$$u(x,0) = u_0(x), \quad x \in (0,\pi),$$
Table 4.2  $L^2$ errors and orders for Example 4.1 with different $\theta$, $A = \text{diag}(1, 1, 1)$, $T = 1$.

| $\theta$ = 0.8 | $\theta$ = 1.0 | $\theta$ = 1.2 |
|----------------|----------------|----------------|
| $N$ | $L^2$ error | Order | $L^2$ error | Order | $L^2$ error | Order |
|-----|-------------|-------|-------------|-------|-------------|-------|
| 10  | 3.77E-01   | –     | 3.44E-01   | –     | 4.03E-01   | –     |
| 20  | 1.77E-01   | 1.09  | 1.86E-01   | 0.89  | 2.18E-01   | 0.89  |
| 40  | 9.26E-02   | 0.93  | 9.80E-02   | 0.92  | 1.09E-01   | 1.00  |
| 80  | 4.87E-02   | 0.93  | 5.05E-02   | 0.96  | 5.37E-02   | 1.02  |
| 10  | 9.87E-02   | –     | 8.85E-02   | –     | 8.28E-02   | –     |
| 20  | 2.89E-02   | 1.77  | 2.22E-02   | 2.00  | 1.91E-02   | 2.12  |
| 40  | 7.78E-03   | 1.90  | 5.55E-03   | 2.00  | 4.66E-03   | 2.03  |
| 80  | 1.99E-03   | 1.97  | 1.39E-03   | 2.00  | 1.16E-03   | 2.01  |
| 10  | 8.01E-03   | –     | 8.72E-03   | –     | 9.21E-03   | –     |
| 20  | 9.10E-04   | 3.14  | 1.11E-03   | 2.98  | 1.31E-03   | 2.81  |
| 40  | 1.11E-04   | 3.03  | 1.39E-04   | 2.99  | 1.71E-04   | 2.94  |
| 80  | 1.38E-05   | 3.01  | 1.74E-05   | 3.00  | 2.17E-05   | 2.98  |
| 10  | 7.30E-04   | –     | 6.78E-04   | –     | 6.43E-04   | –     |
| 20  | 5.51E-05   | 3.73  | 4.29E-05   | 3.98  | 3.76E-05   | 4.10  |
| 40  | 3.70E-06   | 3.90  | 2.69E-06   | 4.00  | 2.31E-06   | 4.03  |
| 80  | 2.36E-07   | 3.97  | 1.68E-07   | 4.00  | 1.44E-07   | 4.01  |
| 10  | 2.62E-05   | –     | 3.12E-05   | –     | 3.48E-05   | –     |
| 20  | 6.51E-07   | 5.33  | 9.88E-07   | 4.98  | 1.29E-06   | 4.75  |
| 40  | 1.91E-08   | 5.09  | 3.10E-08   | 4.99  | 4.27E-08   | 4.92  |
| 80  | 5.86E-10   | 5.02  | 9.71E-10   | 5.00  | 1.35E-09   | 4.98  |
Table 4.3. $L^2$ errors and orders for Example 4.1 with a convection dominated problem and different $\theta$, $A = diag(10^{-4}, 10^{-4}, 10^{-4})$, $T = 1$.

| $\theta$ | $P^0$ | $P^1$ | $P^2$ | $P^3$ | $P^4$ |
|----------|-------|-------|-------|-------|-------|
| N        | $L^2$ error | Order | $L^2$ error | Order | $L^2$ error | Order | $L^2$ error | Order | $L^2$ error | Order |
| 40       | 4.69E-01 | –     | 4.69E-01 | –     | 4.69E-01 | –     |
| 80       | 2.63E-01 | 0.84  | 2.63E-01 | 0.84  | 2.63E-01 | 0.84  |
| 120      | 1.85E-01 | 0.86  | 1.85E-01 | 0.86  | 1.85E-01 | 0.86  |
| 160      | 1.44E-01 | 0.88  | 1.44E-01 | 0.88  | 1.44E-01 | 0.88  |
| 20       | 6.56E-03 | –     | 6.55E-03 | –     | 6.53E-03 | –     |
| 40       | 1.46E-03 | 2.16  | 1.46E-03 | 2.17  | 1.45E-03 | 2.17  |
| 80       | 6.26E-04 | 2.09  | 6.23E-04 | 2.10  | 6.17E-04 | 2.11  |
| 160      | 3.47E-04 | 2.06  | 3.45E-04 | 2.06  | 3.40E-04 | 2.07  |
| 20       | 4.27E-04 | –     | 4.28E-04 | –     | 4.30E-04 | –     |
| 40       | 4.87E-05 | 3.13  | 4.90E-05 | 3.13  | 4.95E-05 | 3.12  |
| 80       | 1.17E-05 | 3.51  | 1.19E-05 | 3.50  | 1.21E-05 | 3.47  |
| 160      | 3.86E-06 | 3.86  | 3.94E-06 | 3.83  | 4.06E-06 | 3.80  |
| 20       | 2.88E-06 | –     | 2.86E-06 | –     | 2.82E-06 | –     |
| 40       | 1.69E-07 | 3.73  | 1.67E-07 | 3.98  | 1.62E-07 | 4.12  |
| 80       | 3.33E-08 | 3.90  | 3.26E-08 | 4.00  | 3.15E-08 | 4.05  |
| 160      | 1.06E-08 | 3.97  | 1.03E-08 | 4.00  | 9.86E-09 | 4.04  |
| 20       | 9.25E-08 | –     | 9.34E-08 | –     | 9.48E-08 | –     |
| 40       | 1.81E-09 | 5.67  | 1.87E-09 | 5.64  | 1.96E-09 | 5.59  |
| 80       | 1.72E-10 | 5.81  | 1.81E-10 | 5.76  | 1.96E-10 | 5.68  |
| 160      | 3.43E-11 | 5.60  | 3.69E-11 | 5.54  | 4.29E-11 | 5.45  |
Table 4.4. $L^2$ errors and orders for Example 4.1 with a strongly anisotropic problem and different $\theta$, $A = \text{diag}(100, 100, 100)$, $T = 1$.

| $N$  | $\theta = 0.8$ |          | $\theta = 1.0$ |          | $\theta = 1.2$ |          |
|------|----------------|----------|----------------|----------|----------------|----------|
|      | $L^2$ error    | Order    | $L^2$ error    | Order    | $L^2$ error    | Order    |
| 10   | 5.19E-01       | –        | 3.51E-01       | –        | 3.51E-01       | –        |
| 20   | 1.91E-01       | 1.44     | 1.70E-01       | 1.04     | 1.75E-01       | 1.01     |
| 30   | 1.19E-01       | 1.17     | 1.13E-01       | 1.01     | 1.15E-01       | 1.04     |
| 40   | 8.71E-02       | 1.08     | 8.45E-02       | 1.01     | 8.53E-02       | 1.03     |
| 10   | 9.44E-02       | –        | 8.82E-02       | –        | 8.32E-02       | –        |
| 20   | 2.89E-02       | 1.71     | 2.22E-02       | 1.99     | 1.90E-02       | 2.13     |
| 30   | 1.36E-02       | 1.86     | 9.86E-03       | 2.00     | 8.33E-03       | 2.04     |
| 40   | 7.82E-03       | 1.92     | 5.55E-03       | 2.00     | 4.66E-03       | 2.02     |
| 10   | 8.06E-03       | –        | 8.73E-03       | –        | 9.19E-03       | –        |
| 20   | 9.12E-04       | 3.14     | 1.11E-03       | 2.98     | 1.31E-03       | 2.81     |
| 30   | 2.66E-04       | 3.04     | 3.30E-04       | 2.99     | 4.02E-04       | 2.92     |
| 40   | 1.11E-04       | 3.02     | 1.39E-04       | 3.00     | 1.72E-04       | 2.96     |
| 10   | 7.30E-04       | –        | 6.77E-04       | –        | 6.42E-04       | –        |
| 15   | 1.64E-04       | 3.68     | 1.35E-04       | 3.97     | 1.21E-04       | 4.12     |
| 20   | 5.53E-05       | 3.79     | 4.29E-05       | 3.99     | 3.75E-05       | 4.06     |
| 25   | 2.34E-05       | 3.85     | 1.76E-05       | 3.99     | 1.53E-05       | 4.04     |
| 10   | 2.63E-05       | –        | 3.13E-05       | –        | 3.48E-05       | –        |
| 15   | 2.94E-06       | 5.41     | 4.16E-06       | 4.98     | 5.18E-06       | 4.69     |
| 20   | 6.54E-07       | 5.22     | 9.91E-07       | 4.99     | 1.29E-06       | 4.82     |
| 25   | 2.08E-07       | 5.14     | 3.25E-07       | 4.99     | 4.35E-07       | 4.89     |
where $u = (u_1, u_2)^T$, $f(u) = (u_1^2/2, u_2^2/2)^T$, $A = \text{diag}(1, 1)$. The mixed boundary conditions

\begin{align*}
    u_1(0, t) &= \exp(-t) \sin(t), \\
    u_1(x, \pi, t) &= 3 \exp(-t) \cos(3\pi + t), \\
    u_2(0, t) &= \exp(-t) \sin(t), \\
    u_2(x, \pi, t) &= 3 \exp(-t) \cos(3\pi + t),
\end{align*}

and Dirichlet boundary conditions

\begin{align*}
    u_1(0, t) &= \exp(-t) \sin(t), \\
    u_1(\pi, t) &= \exp(-t) \sin(3\pi + t), \\
    u_2(0, t) &= \exp(-t) \sin(t), \\
    u_2(\pi, t) &= \exp(-t) \sin(3\pi + t)
\end{align*}

are concerned, respectively, in which the source term and initial condition are suitably chosen such that the exact solution is

\[ u = (\exp(-t) \sin(3x + t), \exp(-t) \sin(3x + t))^T. \]

The $L^2$ errors and numerical orders for Example 4.3 are given in Tables 4.5 and 4.6 indicating that the optimal error estimate results are also valid for mixed and Dirichlet boundary conditions.

**Example 4.4.** Consider the following problem

\[ u_t + f(u)_x = (A(u)u_x)_x + g, \quad (x, t) \in (0, 2\pi) \times (0, T] \]

\[ u(x, 0) = u_0(x), \quad x \in (0, 2\pi), \]

with nonlinear diffusive terms and periodic boundary conditions, where $u = (u_1, u_2)^T$, $f(u) = (u_1 + u_2, u_1 + u_2)^T$, $A(u) = \text{diag}(u_1^4, u_2^4)$. The source term and initial condition are chosen such that the exact solution is

\[ u = (\sin(x - t), \sin(x - t))^T. \]
Table 4.5. $L^2$ errors and orders for Example 4.3 with mixed boundary conditions and different $\theta$, $T = 1$.

| $\theta$ | $N$ | $L^2$ error | Order | $L^2$ error | Order | $L^2$ error | Order |
|----------|-----|-------------|-------|-------------|-------|-------------|-------|
| 0.8      | 10  | 1.06        | -     | 7.37E-01    | -     | 7.73E-01    | -     |
|          | 20  | 4.49E-01    | 1.23  | 3.68E-01    | 1.00  | 3.87E-01    | 1.00  |
|          | 40  | 2.07E-01    | 1.12  | 1.83E-01    | 1.01  | 1.90E-01    | 1.03  |
|          | 80  | 1.00E-01    | 1.05  | 9.11E-02    | 1.01  | 9.57E-02    | 0.99  |
| 1.0      | 10  | 2.62E-01    | -     | 1.93E-01    | -     | 2.55E-01    | -     |
|          | 20  | 9.51E-02    | 1.47  | 4.92E-02    | 1.97  | 6.00E-02    | 2.09  |
|          | 40  | 2.83E-02    | 1.75  | 1.24E-02    | 1.99  | 1.42E-02    | 2.08  |
|          | 80  | 7.36E-03    | 1.94  | 3.11E-03    | 2.00  | 3.45E-03    | 2.04  |
| 1.2      | 10  | 2.78E-03    | -     | 2.63E-03    | -     | 3.31E-03    | -     |
|          | 20  | 3.51E-04    | 2.98  | 3.32E-04    | 2.99  | 4.32E-04    | 2.94  |
|          | 40  | 4.53E-05    | 2.96  | 4.16E-05    | 3.00  | 5.84E-05    | 2.89  |
|          | 80  | 5.75E-06    | 2.98  | 5.20E-06    | 3.00  | 7.64E-06    | 2.93  |
| 0.8      | 10  | 4.90E-04    | -     | 1.52E-04    | -     | 3.17E-04    | -     |
|          | 20  | 3.63E-05    | 3.75  | 9.61E-06    | 3.99  | 1.89E-05    | 4.07  |
|          | 40  | 7.34E-06    | 3.95  | 6.02E-07    | 4.00  | 1.15E-06    | 4.03  |
|          | 80  | 1.46E-07    | 4.00  | 3.77E-08    | 4.00  | 7.13E-08    | 4.02  |
| 1.0      | 10  | 6.65E-06    | -     | 5.28E-06    | -     | 8.34E-06    | -     |
|          | 20  | 2.22E-07    | 4.90  | 1.66E-07    | 4.99  | 2.64E-07    | 4.98  |
|          | 40  | 7.45E-09    | 4.90  | 5.21E-09    | 5.00  | 9.43E-09    | 4.81  |
|          | 80  | 2.41E-10    | 4.95  | 1.63E-10    | 5.00  | 3.19E-10    | 4.88  |
Table 4.6. $L^2$ errors and orders for Example 4.3 with Dirichlet boundary conditions and different $\theta$, $T = 1$.

| $\theta$ | $N$ | $L^2$ error | Order | $L^2$ error | Order | $L^2$ error | Order |
|----------|-----|-------------|-------|-------------|-------|-------------|-------|
| 0.8      | 10  | 4.24E-01    | –     | 4.12E-01    | –     | 4.41E-01    | –     |
|          | 20  | 1.74E-01    | 1.29  | 1.90E-01    | 1.12  | 2.28E-01    | 0.95  |
|          | 40  | 7.90E-02    | 1.14  | 8.58E-02    | 1.14  | 1.02E-01    | 1.16  |
|          | 80  | 3.80E-02    | 1.06  | 4.06E-02    | 1.08  | 4.66E-02    | 1.13  |
|          | 10  | 7.60E-02    | –     | 7.76E-02    | –     | 8.16E-02    | –     |
|          | 20  | 1.48E-02    | 2.36  | 1.19E-02    | 2.70  | 1.17E-02    | 2.80  |
|          | 40  | 3.44E-03    | 2.11  | 2.40E-03    | 2.31  | 2.22E-03    | 2.40  |
|          | 80  | 8.50E-04    | 2.02  | 5.62E-04    | 2.09  | 5.01E-04    | 2.15  |
|          | 10  | 3.24E-03    | –     | 3.21E-03    | –     | 3.28E-03    | –     |
|          | 20  | 3.38E-04    | 3.26  | 3.80E-04    | 3.08  | 4.86E-04    | 2.76  |
|          | 40  | 4.01E-05    | 3.07  | 4.38E-05    | 3.12  | 5.97E-05    | 3.03  |
|          | 80  | 4.99E-06    | 3.01  | 5.28E-06    | 3.05  | 7.27E-06    | 3.04  |
|          | 10  | 4.33E-04    | –     | 4.67E-04    | –     | 1.93E-04    | –     |
|          | 20  | 1.93E-05    | 4.49  | 1.62E-05    | 4.85  | 9.88E-06    | 4.29  |
|          | 40  | 1.02E-06    | 4.23  | 7.17E-07    | 4.50  | 5.76E-07    | 4.10  |
|          | 80  | 6.14E-08    | 4.06  | 3.95E-08    | 4.18  | 3.51E-08    | 4.04  |
|          | 10  | 8.66E-06    | –     | 8.21E-06    | –     | 6.75E-06    | –     |
|          | 20  | 2.06E-07    | 5.40  | 2.33E-07    | 5.14  | 2.59E-07    | 4.70  |
|          | 40  | 5.87E-09    | 5.13  | 6.03E-09    | 5.27  | 8.63E-09    | 4.91  |
|          | 80  | 1.82E-10    | 5.01  | 1.71E-10    | 5.14  | 2.74E-10    | 4.98  |
The $L^2$ errors and numerical orders for Example 4.4 are given in Table 4.7, from which we can see that optimal error estimates also hold for problems with nonlinear diffusive coefficients.

Table 4.7. $L^2$ errors and orders for Example 4.4 with nonlinear diffusive terms and different $\theta$, $T = 0.5$.

| $\theta = 0.8$ | $\theta = 1.0$ | $\theta = 1.2$ |
|---------------|---------------|---------------|
| $N$ | $L^2$ error | Order | $L^2$ error | Order | $L^2$ error | Order |
| 15 | 4.15E-01 | – | 5.26E-01 | – | 6.54E-01 | – |
| $P^0$ | 30 | 2.10E-01 | 0.98 | 2.76E-01 | 0.93 | 3.50E-01 | 0.90 |
| | 45 | 1.41E-01 | 0.99 | 1.87E-01 | 0.96 | 2.39E-01 | 0.94 |
| | 60 | 1.06E-01 | 0.99 | 1.42E-01 | 0.97 | 1.82E-01 | 0.95 |
| 15 | 3.74E-02 | – | 2.68E-02 | – | 2.26E-02 | – |
| $P^1$ | 30 | 9.68E-03 | 1.95 | 6.70E-03 | 2.00 | 5.59E-03 | 2.01 |
| | 45 | 4.32E-03 | 1.99 | 2.98E-03 | 2.00 | 2.48E-03 | 2.00 |
| | 60 | 2.43E-03 | 2.00 | 1.67E-03 | 2.00 | 1.39E-03 | 2.00 |
| 15 | 7.89E-04 | – | 9.71E-04 | – | 1.16E-03 | – |
| $P^2$ | 30 | 9.22E-05 | 3.10 | 1.17E-04 | 3.06 | 1.45E-04 | 3.01 |
| | 45 | 2.69E-05 | 3.04 | 3.41E-05 | 3.04 | 4.25E-05 | 3.02 |
| | 60 | 1.13E-05 | 3.02 | 1.43E-05 | 3.02 | 1.79E-05 | 3.02 |
| 10 | 1.92E-04 | – | 1.60E-04 | – | 1.47E-04 | – |
| $P^3$ | 15 | 3.83E-05 | 3.97 | 2.80E-05 | 4.29 | 2.44E-05 | 4.43 |
| | 25 | 4.83E-06 | 4.05 | 3.30E-06 | 4.19 | 2.76E-06 | 4.27 |
| | 30 | 2.29E-06 | 4.09 | 1.56E-06 | 4.12 | 1.30E-06 | 4.12 |
| 10 | 1.81E-05 | – | 1.22E-05 | – | 1.02E-05 | – |
| $P^4$ | 15 | 1.05E-06 | 7.03 | 1.12E-06 | 5.88 | 1.22E-06 | 5.22 |
| | 25 | 4.43E-08 | 6.19 | 6.38E-08 | 5.62 | 8.33E-08 | 5.26 |
| | 30 | 1.54E-08 | 5.81 | 2.32E-08 | 5.55 | 3.14E-08 | 5.34 |

Example 4.5. In this example, consider the following fully nonlinear degenerate convection-diffusion Buckley-Leverett system with discontinuous initial data

$$u_t + f(u)_x = (A(u)u_x)_x + g, \quad (x, t) \in (0, 1) \times (0, T]$$

$$u(x, 0) = u_0(x), \quad x \in (0, 1),$$

and Dirichlet boundary conditions

$$u_1(0, t) = 1, \quad u_1(1, t) = 0,$$
$$u_2(0, t) = 1, \quad u_2(1, t) = 0,$$

where $u = (u_1, u_2)^T$, $f(u) = \left(\frac{u_2^2}{u_2^2 + (1-u_2)^2}, \frac{u_1^2}{u_1^2 + (1-u_1)^2}\right)^T$, $A(u) = \text{diag}(0.01a(u_1), 0.01a(u_2))$. The coeffi-
cient \( a(w) \) and initial condition \( u_1(x, 0), u_2(x, 0) \) are

\[
 a(w) = \begin{cases} 
 4w(1 - w), & 0 \leq w \leq 1, \\
 0, & \text{otherwise}, 
\end{cases} \quad u_1(x, 0) = u_2(x, 0) = \begin{cases} 
 1 - 3x, & 0 \leq x \leq 1/3, \\
 0, & 1/3 \leq x \leq 1. 
\end{cases}
\]

The LDG solutions to Example 4.5 are shown in Figure 4.2, in which \( P_1 \), \( P_2 \) polynomials and different weights \( \theta \) are considered. From the figure, we can see that, for \( P_1 \) polynomials, the LDG solution with \( \theta = 1.3 \) is better than that for the traditional upwind flux with \( \theta = 1 \) and that, for \( P_2 \) polynomials, the LDG solution with \( \theta = 0.8 \) is better than that for the traditional upwind flux with \( \theta = 1 \), as far as the discontinuity transitions are concerned. This illustrates that it is beneficial to use the LDG scheme with generalized numerical fluxes solving fully nonlinear degenerate convection-diffusion systems, producing a satisfactory approximation even without the aid of any limiter. Besides, it seems that for even (odd) values of \( k \), smaller (larger) \( \theta \) would lead to better approximations, which agrees with the case of smooth solutions when the magnitude of errors is considered, e.g. [6].

5 Concluding Remarks

In this paper, we carry out optimal error analysis of the LDG method using generalized numerical fluxes for nonlinear convection-diffusion systems. For both symmetric positive definite and symmetrizable flux Jacobian matrices, we derive optimal error estimates by analyzing suitable GGR projections and using the local characteristic decomposition of the flux Jacobian. A series of numerical experiments are given
to validate the theoretical results. In future work, we will concentrate on the LDG method for multidimensional nonlinear convection-diffusion systems.
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