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Abstract

Different control charts in combination with the process capability indices, \( C_p \), \( C_{pm} \) and \( C_{pk} \), as part of the control strategy, were evaluated, since both are key elements in determining whether the method or process is reliable for its purpose. All these aspects were analyzed using real data from unitary processes and analytical methods. The traditional \( \bar{x} \)-chart and moving range chart confirmed both analytical method and process are in control and stable and therefore, the process capability indices can be computed. We applied different criteria to establish the specification limits (i.e., analyst/customer requirements) for fixed method or process performance (i.e., process or method requirements). The unitary process does not satisfy the minimum capability requirements for \( C_p \) and \( C_{pk} \) indices when the specification limit and control limits are equal in breath. Therefore, the process needs to be revised; especially, a greater control in the process variation is necessary. For the analytical method, the \( C_{pm} \) and \( C_{pk} \) indices were computed. The obtained results were similar in both cases. For example, if the specification limits are set at \( \pm 3\% \) of the target value, the method is considered “satisfactory” (\( 1.22 < C_{pm} < 1.50 \)) and no further stringent precision control is required.
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1. Introduction

At first, it is impossible to determine the quality of a product. However, it is necessary that the manufacturing processes are in control and stable as well as all the involved unitary processes in order to reduce the process variability. When an analytical procedure is performed on a sample, this is itself a process just as the manufacturing operation is a procedure. By analogy, we can apply the same rules and principles.

Control charts, as online statistical process control procedure, represent the first option for achieving this objective. Statistical process control allows to analyze the process stability and to estimate the process capability, knowing the level of
variability. The Shewhart control chart is the most used technique to detect statistical changes in process quality. Walter A. Shewhart of the Bell Telephone Laboratories developed it in 1924. The control chart can be used as an estimating device, for example, process parameters such as the mean, standard deviation, fraction nonconforming, and so on may be estimated from a control chart. In addition, these estimates may be used to determine the capability of the process to produce acceptable results [1]. Shewhart control charts are effective when the in-control process data are stationary (i.e., the process data vary around a fixed mean in a stable manner) and uncorrelated. Under these conditions, their performance is predictable, allowing out-of-control situations to be reliably detected. In this type of control chart, the first step is as follows: a set of process data are collected and analyzed all at once in a retrospective analysis, constructing different control limits (such as warning and action control limits) in order to verify if the process is in control over the time during the collection of data. Second is to check if these limits can help to monitor future productions or samples. Alternatively, chart based on standard values allows specifying standard values for the process mean and standard deviation without analysis of the past data. A limitation of Shewhart control charts is that it uses only the information about the process contained in the last analyzed sample, ignoring any information provided by the set of collected data. This fact makes the Shewhart control chart relatively insensitive to small process shifts, about 1.5 standard deviations or less. The exponentially weighted moving average (EWMA) and the cumulative sum (Cusum) control charts are two good options in those situations where it is important to control small process shifts. Roberts [2] and later Crowder [3] and Lucas and Saccucci [4] introduced the EWMA control chart which analyzed different aspects of interest in detecting small changes in the process. Other authors, such as Lucas [5], Hawkins and Olwell [6], indicate that the Cusum control is more effective than the traditional Shewhart control chart in this type of situations.

In industrial activities or in the laboratory, it is necessary to obtain information about the performance of the process or analytical method when it is operating under statistical control. For this, the process or analytical method is in control and stable. Process capability indices (PCIs) give an indication of the capability of a process or analytical method [7]. They are designed to quantify the relation between the desired specifications and the actual performance of the process or analytical method. In addition, the capability indices are calculated, to evaluate whether the process under study is able to provide sufficient conforming units. The capability indices could be used to evaluate whether the analytical method is only able to provide enough conforming results to check if a method is fitted for its intended purpose [8]. Various examples of the usefulness of capability indices in the framework of analytical method validation can be found in the literature [9–11]. At first, the methodology described earlier can be applied to any process or analytical method in statistical control.

The main objective of this work was to evaluate the use of control charts in combination with the process capability indices as key elements in determining whether the process or analytical method is fitted for its purpose. The process capability indices, $C_p$, $C_{pk}$, and $C_{pm}$, were computed. The level of variability (i.e., method or process performance) was evaluated through the control chart, whereas the method or process specifications (i.e., analyst/customer requirements) were analyzed under different criteria based on the specification limit range. Finally, to determine whether the process or method meets the present capability requirement and runs under the desired quality conditions, the Pearn and Shu [24] method
was used. All these aspects were analyzed using two examples: (1) the upper punch compaction force data obtained in a tablet manufacture process and (2) the RP-HPLC method data used for insulin quantitation in pharmaceutical preparations [12].

2. Control chart in unitary process

2.1 X-bar and MR-control chart

The stability of a process is an important property, since if it is stable in the current time frame, it is also likely to be so in the future, assuming that no major changes occur [13]. This means that the process variation is due only to random causes and all assignable or special causes have been removed. If this is fulfilled, one can draw conclusions about the process capability and use the result for predicting it in future or other conditions. Usually, the process mean is monitored using location charts such as the x-chart, and the process dispersion is monitored using dispersion charts such as the R- or S-chart [1]. These control charts are based on samples (or subgroups) of n observations taken at regular sampling intervals. There are, however, many applications in which the control charts are based on individual observations (n = 1) rather than samples of n > 1. In such cases the R-chart cannot be used, as it is impossible to calculate the within-sample variation when the sample size equals 1.

The control charts discussed above are designed under the assumption that a process being monitored will produce measurements that are independent and identically distributed over time, when only the inherent sources of variability are present in the process. For this, it is necessary to check the normality of the data, which is assessed through Q-Q plots and using statistical tests (e.g., Anderson-Darling, Shapiro-Wilk, or chi-square). Figure 1 shows the Q-Q plots for tablet manufacturing process. Shapiro-Wilk test confirmed that data follow a normal distribution at 5% significance level.
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**Figure 1.**

Normal Q-Q probability plot for compaction process data (left) and HPLC analytical method data used for the insulin quantification (right).
Figure 2 shows the two control charts, one for monitoring the process center (x-bar chart) and the other for monitoring the process variation (MR-chart), when a separate observation is made at each sampling point [1].

![Control charts for compaction process](image)

**Figure 2.** Control charts for compaction process: (upper) x-bar control chart and (lower) MR-chart (UCL = upper control limit; LCL = lower control limit; CL = mean or average range for the MR-chart). The red line corresponds to the warning limits using a RSD of 6%.
For the x-bar control chart based on individual observations, the central lines (CL) and control limits (UCL and LCL) are:

\[ UCL = \bar{X} + 3 \frac{MR_2}{d_2} ; \quad CL = \bar{X} ; \quad LCL = \bar{X} - 3 \frac{MR_2}{d_2} \]

where \( \bar{X} \) is the sample mean and \( MR_2 \) is the mean moving range of length two.

In this case, the traditional choice is to use the moving range chart (MR-chart), which is the range of successive individual observations, to detect changes in the process variation [1].

\[ MR_i = |x_i - x_{i-1}| \]

For the moving range charts, the following equations with \( n = 2 \) are used to establish the CL and control limits, respectively:

\[ LCL = MR_2 \cdot D_4 ; \quad CL = MR_2 ; \quad UCL = MR_2 \cdot D_4 \]

In formulating the control limits of x-bar and MR-control charts, several factors, \( d_2, D_3, \) and \( D_4 \), are constant, dependent on \( n \), and assuming normal data distribution [14]. These values are tabulated and can be found in the bibliography [1]. In our case, \( d_2 = 1.128 \) and \( D_4 = 3.268 \), respectively.

In this first example, we used the upper punch compaction force as variable. The data used in this example were generated using a compress machine (model Korsch AG XP-1) for 10 min with a sample frequency of 20 samples/min. The collected data corresponds to the acetaminophen tablet batch to laboratory scale (data not published).

The data analysis was performed using the R-program (version 3.6.1) and plotted using the “qcc” package [15].

Given the approximate normality of the data, we can use the x-chart to estimate the process mean, obtaining a value of 10.0 kN, whereas the MR-chart provides the process standard deviation, obtaining a value of 0.31 kN.

Figure 2 shows the x-bar control chart for the compression force variable. All plotted values fall within the control limits (9.16, 10.85), and therefore, the process is in statistical control. In addition, there is no evidence of cyclical or periodic behavior. However, there is a located zone between samples 148 and 152 indicating the nonrandom patterns present. This situation is related with the presence of “eight consecutive points plot on one side of the center line” [1] according to the application of decision rules for detecting this type of variation.

In the compaction process, it is usually to fix the warning limits at ±6% of the mean value (RSD = 6%). In such situation, there are six points beyond these limits, indicating the existence of a problem during the process. The MR-control charts exhibit two points above the upper control limits (UCL = 1.013), and therefore the process should be considered out of control (Figure 2). However, a point above the upper control limit followed immediately by a point below control limit would not signal an out-of-control alarm. A similar situation was observed when the warning limits were fixed at ±6% of the mean value. In addition, the control charts show other forms of nonrandom variation; all of them are due to the presence of “eight consecutive values on one side of the centerline.” It is true that, when a point is plotted outside of the action limits, a search for an assignable cause is made and corrective action is taken if necessary. We have no explanation for this. The causes could be various: particle size and shape distribution, flow properties of the bulk
material, mix process, tablet weight, etc. In this last case, we weighted some tablet during the manufacture process, the mean value being 700 ± 5 mg (n = 40), but this tablet batch does not satisfy the proposed fragility test by the USP [16]. Therefore, the process may not be operating properly. In this case, the sensitivity of the control chart should improve, changing the sampling frequency and/or the sample size in order to obtain more information about the process.

This strategy may increase the risk of false alarms and be confusing to the operating personnel. In such situation, the average rung length (ARL) of the control chart is a good alternative. The ARL is the average number of points that must be plotted before a point indicates an out-of-control condition. If the process observations are uncorrelated, then in any Shewhart control chart, the ARL can be calculated as:

\[
ARL = \frac{1}{p}
\]  

where p is the probability that any point exceeds the control limits. For the control at three sigma limits, p = 0.0027, and therefore, an out-of-control signal will be generated every 370 samples, on the average, even if the process remains in control. Some analysts like to report percentiles of the run length distribution instead of just the ARL [1]. The 10th and 50th percentiles are used more. In our example, around 10% of the time, the in-control run length will be less than 38 samples, and 50% of the time, it will be less than 256 samples.

For the MR-control chart, the probability that any point exceeds the upper control limit (1.013) is 0.0052, and therefore, ARL is 190; this supposes that an out-of-control sample will be generated every 190 samples on the average. The second point outsider of control limits (sample #98) is too far from this value (see Figure 2).

### 2.2 Cusum and EWMA control chart

Cumulative sum and exponentially weighted moving average control charts efficiently complement the x-bar and MR-control charts when there is interest in detecting small changes in the process, around ±1.5 SD, and the sample consists of an individual unit. However, many researchers have discussed which of them is better in accordance with the level of variability that must be detected [17]. In practice, the EWMA control chart worked well with the parameters \( \lambda = 0.4 \) (smoothing constant) and \( L = 3.054 \) (control limit width fixed at three standard deviations), a value recommended by Montgomery [1]. Under this scenario, the sample number 112 was out of the control limits (see Figure 3), whereas the sample number 153 is very close to this limit. Using a value of \( \lambda = 0.2 \), the change was clearer, since the samples closest were also affected (data not shown). The values of \( \lambda = 0.2 \) and 0.05 with the respective width of control limits \( L = 2.814 \) and 2.614 are the best option to detect the average changes at order of one standard deviation.

Cusum control charts directly incorporate all the information into the sequence of sample values by plotting the cumulative sums of their deviations from a value objective [18]. Moreover, when a tendency up or down appears, it indicates the process average changes, which requires a search to determine the causes. Oliva and Llabrés described a similar situation [19]. The Cusum control chart showed a similar situation to those observed in the EWMA control chart for the sample number 112; it was out of the limits. When we fixed the shift detection at ±1 SD, the situation is totally different; 17 points were beyond boundaries, approximately 8.4%, especially located at the beginning and at the end of the process (data not shown); for a shift detection equal to ±1.5 SD, a unique value was out of this limit. However, the data
seems to describe a random way with an average of zero. There is no zone with an upward (C+) or downward (C−) tendency, perfectly defined, typical behavior of the Cusum control charts when the average process changes.

At first, the Cusum control chart performed better for detecting shifts lower than 1.5 SD. However, EWMA provided the forecast of where the average will be in the next period, which makes it easier to apply in the process control (Figure 4).

### 2.3 Computing the process capability indices and the specification limits

Details about PCIs and their statistical properties can be found in the literature [20, 21]. A capability index is generally a function of the process parameters, such as the mean $\mu$, standard deviation $\sigma$, target value $T$, lower specification limit (LSL), and upper specification limit (USL) of the $x$ variable.

The $C_{pm}$ index is the best option to drive the process (or method) to the target value since this is intended to account for variability from the process (or method) mean and deviation from the target value $T$ [7]. For a normally distributed process that is demonstrably stable (under statistical control), Boyles [22] considered the maximum likelihood estimator of $C_{pm}$ as:

$$C_{pm} = \frac{USL - LSL}{6\sqrt{\sigma^2 + (\mu - T)^2}}$$  \hspace{1cm} (5)
where USL and LSL are the upper and lower specification limits, respectively. Their difference provides a measure of allowable process (or method) spread (i.e., customer/analyst requirements), whereas \( \sigma^2 \) and \((\mu - T)^2\) are a measure of precision and accuracy, respectively (i.e., process or method performance requirements). The mean of the process (or method) \( \mu \) is estimated through the sample mean \( \bar{x} \), whereas the following estimator for the standard deviation \( \sigma \) can be used:

\[
\hat{\sigma} = \sqrt{\frac{\sum s_i^2}{m}}
\]  

(6)

where \( s_i \) is the standard deviation of each subgroup and \( m \) is the number of subgroups. If the process is monitored using the MR-control chart, the following estimator can be used:

\[
\hat{\sigma} = \frac{\bar{R}}{d_2}
\]  

(7)

where \( \bar{R} \) and \( d_2 \) are the average range (in our case, MR2) and tabulated constant that only depend on the sample size \( n \), respectively [1].

Figure 4.
Cusum control chart for the compaction process. The number of points beyond boundaries was one (#110, in red) for shift detection fixed at \( \pm 1.5 \) SD, whereas the number of points was 8.4\% for detection fixed at \( \pm 1 \) SD.
The $C_{pk}$ index is defined as the ratio of the minimal distance of the specification limits to the method average to three times the standard deviation of the method (if the average is in between the specification limits) \[23\].

$$C_{pk} = \min \left\{ \frac{USL - \mu}{3\sigma}, \frac{\mu - LSL}{3\sigma} \right\} \tag{8}$$

$C_{pk}$ is more commonly used because it is not dependent on the process or method being centered. However, $C_{pm}$ is more sensitive to departure from the method target than $C_{pk}$ is \[24\]. For example, when $\mu$ is within the interval of the specification limits, $C_{pk}$ depends inversely on the method standard deviation $\sigma$ (i.e., systematic error, $\sigma^2$) and becomes large as $\sigma$ gets closer to zero. $C_{pk}$ also depends on the distance of the mean from the specification limits (i.e., method centering).

If the method precision is improved, the $C_{pm}$ will increase. If the method drifts from its target value (i.e., if $\mu$ moves away from $T$), then $C_{pm}$ decreases. When both the method precision and the mean are modified, the $C_{pm}$ index reflects these changes as well. This is also true for the $C_{pk}$ index.

Pearn and Shu \[24\] proposed the lower confidence bounds “C” on $C_{pm}$ to measure the minimum capability of the process, based on the sample data. In this case, the critical values ($C_0$) are used for making decisions in method capability testing with a designated type-I error, $\alpha$, which is the risk of misjudging an incapable method (Ho: $C_{pm} \leq C$) as a capable one (H1: $C_{pm} > C$), where $C$ is the required process capability. This supposes that the decision-making procedure ensures that the risk of making a wrong decision will be no greater than the preset type-I error $\alpha$.

The algorithm proposed by Pearn and Shu \[24\] was used to compute the lower confidence bounds $C$. For this, the sample of size $n$, the confidence level $\gamma$ (0.95), the estimated value $C_{pm}$, and the parameter $\xi$ must be provided. In practice, the parameter $\xi = (\mu - T)/\sigma$ is unknown, but it can be calculated from the sample data as $\bar{X} = (\bar{X} - T)/S_n$, $S_n$ being the process standard deviation.

Pearn and Chen \[25\] and Pearn et al. \[26\] have developed a procedure to obtain the lower confidence bounds and critical values of $C_p$ and $C_{pk}$ to determine whether a process or method meets the capability requirement or not.

To calculate the PCIs, it is necessary to know the inherent variability in a process (using the control chart) and the customer requirements in terms of specification limits \[27\]. Control limits are set by the process and formulas; they are the voice of the process. The specification limits (LSL, USL) may be flexible, not rigorous, based on different criteria, since they represent the voice of the customer \[7, 28\]. The focus is to set some specification limits and compare them with the control limits of the process since they are the voice of the performance of the process (Figure 5).

Bouabidi et al. \[8\] proposed fixing the specification limits at $\pm 5\%$ around the true or nominal value, although Oliva and Llabrés \[29\] have proposed a lower variation level. The true value can be calculated using different procedures depending on variable characteristics. Other criteria could be to fix the specification limits equal to the control limits, which are just $\mu \pm 3\sigma$ if a normal distribution is assumed.

Since the method is in control, capability indices can be computed, in this case, the indices $C_p$ and $C_{pk}$ (Table 1). To calculate the $C_{pm}$, the method mean and variability must be estimated relative to the method target and specification limits \[25\]. In this case, the $T$ value is unknown given the process characteristic; no independent approach is available to calculate it since this response depends on working conditions. If the fixed $T$ value is equal to the process mean, this implies that $C_{pm}$ is equal to the $C_p$ index.
With respect to specification limits, we cannot apply Bouabidi et al.’s [8] proposed criteria, based on variations around the target value T. Other criteria could be to fix the specification limits equal to the control limits. In this case, the $C_{pk}$ index was 1.03. To determine if the process meets the capability requirement, we must calculate the critical value $C_0$ for $C_{pk}$ based on $\alpha$ risk, sample size, and $C$ value (i.e., the required process capability) [25]. We find the critical value $C_0 = 1.095$, based on $C = 1.0$, $\alpha = 0.05$, and sample size $n = 200$, demonstrating that the process fails to meet the capability requirements (Table 1).

Figure 5.
The black-dashed line shows the specified limits (USL and LSL) established at $\pm 10\%$ of mean value, whereas the red-dashed line corresponds to limits at $\pm 6\%$ of the mean value. The black line is the process mean.

| USL-LSL          | $C_p$ | $C_0$ | $C_{pk}$ | $C_0$ | Process capability |
|------------------|-------|-------|----------|-------|--------------------|
| $\pm 3\sigma$    | 1.02  | 1.081 | 1.03     | 1.095 | Inadequate         |
| $\pm 6\%$ of x-bar | 0.73  | 1.081 | 0.73     | 1.095 | Inadequate         |
| $\pm 10\%$ of x-bar | 1.21  | 1.081 | 1.21     | 1.095 | Capable            |

Table 1.
$C_p$ and $C_{pk}$ values as a function of the specification limit (USL-LSL). The process capability is based on the critical values ($C_0$) according to Pearn et al. [26].
A similar result was obtained for the \( C_p \) index. A value of 1.02 was obtained, whereas the critical value \( C_o \) with \( \alpha \) risk of 0.05 was 1.081 [26], and therefore, the process does not satisfy the minimum process capability requirements.

An alternative way to increase the process capability is to improve the process performance (modifying the allowable process spread through specification limits) or reduce the process systematic error (i.e., process standard deviation). In this last case, the quality improvement effort should focus on reducing the process variation, for example, changing the sampling frequency could solve the problem.

The process performance may modify the function of the specification limit width. In the compaction process, it is usually to fix the warning limits at \( \pm 6\% \) of the mean value (RSD = 6\%). If the specification limits are fixed at this level, the estimated \( C_{pk} \) is lower than the critical value (0.73 < 1.095), and therefore, the process is not capable. If the specification limits are fixed at \( \pm 10\% \) of the process mean value, the estimated \( C_{pk} \) value is 1.23 and exceeds the critical value of 1.095, indicating that the process is capable. This option does not suppose a real improvement in the process capability since the process conditions are maintained. The control limits are driven by the natural variability of the process, whereas the specification limits are determined externally by the manufacturing engineering, the customer, etc. We should know the process variability when setting specification limits. In our opinion, it is necessary to establish a compromise between the specification limit width and process variability.

3. Control chart in analytical method

3.1 X-bar and MR-control chart

The main objective of any validation process is to check the maintenance of validation conditions in the laboratory over a long time period. In this second example, we used the insulin peak area expressed as concentration (U/mL) as control parameters [12]. For this, a standard solution with a nominal concentration of 100 U/mL was analyzed each working day (\( n = 144 \)). The predicted concentration for the standard solution was obtained from the method calibration. This value is not independent due to the measurement errors which depend on various factors related to the method and its validation but not on the analyst [29].

Histogram and normal probability plots show that the collected data follow the normal distribution (Figure 1). The Shapiro-Wilk test confirmed this assumption. Therefore, control charts can be used to obtain the method requirements.

The method mean was estimated to be 100.227 U/mL from the x-bar control chart (Figure 6), while the method standard deviation was estimated to be 0.60 U/mL from the MR-chart. The control limits were estimated using the “qcc” package from the R-program [15].

The x-bar control chart shows that all plotted values fall within the control limits (98.40, 102.06), and therefore, the method is in statistical control. In addition, there is no evidence of cyclical or periodic behavior. However, the sample (#74) was outside of the control limits, but the cause of this was attributable to introducing a new column, whereas the sample #86 was related with the presence of “eight consecutive points plot on one side of the center line” [1]. The application of decision rules for detecting nonrandom patterns on control charts indicates that, in this situation, the method is out of control. However, the use of these rules allows enhancing the sensitivity of control charts against only criterion of control limit violation.
The ARL was 370 since the probability that any point exceeds the control limits is 0.0027.

The MR-control charts exhibit one point above the upper control limits (UCL = 2.214) as well as other forms of nonrandom variation, around the sample #40, and therefore the method should be considered out of control (Figure 6).

Figure 6. Control charts for HPLC method used for the insulin quantification in pharmaceutical preparations: (upper) x-bar control chart and (lower) MR-chart. (UCL = upper control limit; LCL = lower control limit; CL = mean or average range for the MR-chart).
In such situation, it is necessary to search the cause and take corrective action. In the first case, the cause was assignable with a column change, whereas the second one was due to the presence of “more eight consecutive point plots on one side of the centerline.”

In this case, the obtained ARL value for MR-control was 189 since the probability that any value exceeds the upper control limit was 0.0053.

### 3.2 Cusum and EWMA control chart

The data were analyzed using the Cusum and EWMA control charts.

The EWMA control chart shows that all plotted values fall within the control limits (Figure 7) using a smoothing constant of 0.2 ($\lambda = 0.2$) and control limit width fixed at three standard deviations ($L = 3.054$).

Cusum control chart, with a shift detection fixed at $1 SD$, shows four points beyond boundaries, all of them greater than the upper control limit. The first alteration is located around the samples #84–85, whereas the second one appears close to the end of the process (#130–131). In addition, if both alterations presented an upward tendency, it indicates the process average changes, which requires a search to determine the causes. When we fixed the shift detection at $1.5 SD$, the situation is totally different, all points fall within control limits (data not shown), and the data describe a random way with an average of zero, since the points show no evidence of an upward or downward tendency (Figure 8).

**Figure 7.**

*EWMA control chart for HPLC method. All points fall within control limit for $\lambda = 0.2$ and $L = 3.054$.***
3.3 Process capability and specification limits

Since the analytical method is in control and stable, capability indices can be computed. Table 2 shows the estimated $C_{pk}$ and $C_{pm}$ indices to analyze the capability of our analytical method. The index $C_{pm}$, sometimes called the Taguchi index, adequately reveals the ability of the method to cluster around the target. This reflects the degree of method targeting (centering). For this, $C_{pm}$ incorporates the variation in the method with respect to the target value and the specification limits preset by the analyst/customer [26]. This index conveys critical information regarding whether a method (or process) is capable of reproducing items satisfying a requirement that would be preset by the analyst [30]. If the prescribed minimum capability fails to be met, the method is considered incapable.

To calculate the $C_{pm}$, the method mean and variability must be estimated relative to the method target and specification limits [27]. In our case, the target value $T$ corresponds to standard solution concentration ($T = 100$ U/mL). The analysis of the measurements during this period shows the accuracy; the average error between

![Cusum control chart for HPLC method. The number of samples beyond limits was four for shift detection fixed at ±1 SD with an upward tendency. The cause of this alteration is unknown.](image)

| USL-LSL | $C_{pm}$ | $C_{pk}$ | $C_{pm}$ | $C_{pk}$ | Method capability |
|---------|---------|---------|---------|---------|------------------|
| ±3SD    | 0.95    | 1.08    | 0.79    | 1.095   | Inadequate       |
| ±2.5%   | 1.30    | 1.08    | 1.26    | 1.095   | Capable          |
| ±3%     | 1.56    | 1.44    | 1.54    | 1.45    | Satisfactory     |
| ±5%     | 2.60    | 2.16    | 2.65    | 2.18    | Super            |

Table 2. $C_{pk}$ and $C_{pm}$ values as a function of the specification limit (USL-LSL). The method capability is based on the critical values ($Co$).
the mean and target concentration \((\mu - T)^2\) was 0.052 U/mL, whereas the precision calculated from the MR-chart was 0.36 U/mL. The overall uncertainty, calculated as the sum of the uncertainty of each component’s contribution (precision and accuracy), was 0.41 U/mL. The expanded uncertainty was 0.82 U/mL, using a coverage factor of 2. The calculated concentration is thus 100 ± 0.82 U/mL.

If the specification limits are set at ±5% of the T value, according to Bouabidi et al. [8] criteria, the \(C_{pm}\) index was 2.60 (n = 100) with a lower confidence bound \(C_{pm}\) (i.e., the value used to measure method capability) of 2.48 (Figure 9). We therefore conclude that the true value of the method capability \(C_{pm}\) is no less than 2.48 with a 95% level of confidence. This result indicates that the method is “super” \((C_{pm} > 2.0)\), and no further stringent precision control is required.

If the specification limits are reduced to ±3% of T value, the \(C_{pm}\) was 1.56 with a lower 95% confidence limit of 1.47. This result implies that the method is considered “satisfactory” \((1.33 < C_{pm} < 1.50)\). The method is inadequate for specification limits lower than ±2% of the T value, since the lower 95% confidence limit for the \(C_{pm}\) is less than 1. A similar result was obtained when the specification limits and the control limits were of equal width. Thus, the number of observations out of specification in the method was zero when the specification limits are greater than ±3% of the T value, and the proportion of nonconforming results was less than 1, giving a process yield of 100%. When the reference limits and the specification limits are the same, the number of observations out of specification is zero as well.

![Figure 9](image)

*Figure 9.* The black-dashed line shows the specified limits (USL and LSL) established at ±5% of T value, whereas the blue-dashed line corresponds to ±3%. The red line is the T value.
limits are of equal width, only 0.27% of the expected observations will be out of specification in the long term, and the process yield is 100%.

The results obtained showed that we cannot use the control limits as specification limits, since the method is considered “inadequate” according to the criteria proposed by Pearn and Shu [24]. However, the control limits can be used in the development of the specification limits. In this example, a level of variability ±2.5% of T can be enough to declare the method capable (1.0 < C_{pm} < 1.33), as seen in Table 2.

All these aspects were also analyzed using the C_{pk} index. The results are summarized in Table 2. To determine if the method meets the capability requirement, we must calculate the critical value C_0 for C_{pk} based on α, sample size, and C value (i.e., the required method capability) [25]. We find the critical value C_0 = 1.081, based on C = 1.0, α = 0.05, and sample size n = 200. When the specification limits are set at ±2.5% of T value, the estimated C_{pk} value is 1.30 and exceeds the critical value of 1.081, demonstrating that the method meets the capability requirements. Furthermore, if the limits are increased to ±5% of the T value, the C_{pk} increases to 2.65 with a critical value of 2.18 (based on C = 2.00; α = 0.05; n = 200), indicating that the capability is “super.” The obtained quality requirements were similar in both cases.

The use of C_{pk} is clearly preferable when the limits are not equidistant, whereas the C_{pm} index can be overly conservative in this scenario. In our case, the target is at the center of the specification range, and if the aim of our method is to achieve a measure close to the target value with minimum variation, then C_{pm} is the most sensitive capability index. Given two analytical methods with different performances (i.e., precision and accuracy) and the same method departure, a simple comparison between both C_{pm} is sufficient to select the better, although similar results were obtained with the C_{pk} index. This fact was analyzed by Oliva and Llabrés [29].

4. Conclusions

The traditional x-chart and moving range chart represent the first option to monitor the analytical method or process over a long time. The EWAMA and Cusum are two good alternatives in those situations where it is important to detect small process shifts. The capability indices are calculated to evaluate whether the process or analytical method under study is able to provide sufficient conforming results when it is operating under statistical control. To calculate the PCIs, it is necessary to know the actual performance of the process or analytical method (using the control chart) and the customer requirements in terms of specification limits. The specification limits should be determined externally from previous knowledge of inherent process variability. However, different criteria have been proposed to fix these limits. The C_{pm} and C_{pk} indices were used as part of the control strategy. C_{pk} is the best option because it is not dependent on the process or method being centered. However, C_{pm} is more sensitive to departure from the method target than C_{pk} is. Independent of the criteria used to establish the specification limits, computation of the capability indices depends on the analyzed response, and their application is limited to each particular situation and is not general.

Acknowledgements

The authors wish to thank Dr. José B. Fariña from University of La Laguna, Tenerife, Spain, for providing the compaction process data. This research was financed by Instituto de Salud Carlos III, Ministerio de Ciencia, and Innovación y Universidades y FEDER as part of Project PI18/01380.
Conflict of interest

The authors declare no conflict of interest.

Author details

Alexis Oliva* and Matías Llabrés
Department of Chemical Engineering and Pharmaceutical Technology, School of Pharmacy, University of La Laguna, La Laguna, Tenerife, Spain

*Address all correspondence to: amoliva@ull.es

IntechOpen

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
References

[1] Montgomery D. Introduction to Statistical Quality Control. 6th ed. New York, USA: John Wiley & Sons, Inc; 2009. ISBN: 978-0-470-16992-6

[2] Roberts S. Control chart tests based on geometric moving averages. Technometrics. 1959;42:97-102

[3] Crowder S. Design of exponentially weighted moving average schemes. Journal of Quality Technology. 1989;21:155-162

[4] Lucas J, Saccucci M. Exponentially weighted moving average control schemes: Properties and enhancements. Technometrics. 1990;32:1-29

[5] Lucas J. The design and use of V-mask control schemes. Journal of Quality Technology. 1976;8:1-12

[6] Hawkins D, Olwell D. Cumulative Sum Charts and Charting for Quality Improvement. New York, NY: Springer Verlag; 1998. ISBN: 978-1-4612-1686-5

[7] Oliva A, Llabrés M, Fariña J. Capability measurement of size-exclusion chromatography with a light-scattering detection method in a stability study of bevacizumab using the process capability indices. Journal of Chromatography A. 2014;1153:89-98. DOI: 10.1016/j.chroma.2014.04.027

[8] Bouabidi A, Ziemons E, Marini R, Hubert C, Talbi M, Bouklouze A, et al. Useful capability indices in the framework of analytical methods validation. Analytica Chimica Acta. 2012;714:47-56. DOI: 10.1016/i.aca.2011.11.019

[9] Dejaegher B, Jimidar M, De Smet M, Cockaerts P, Smeyers-Verbeke J, Van der Heyden Y. Improving method capability of a drug substance HPLC assay. Journal of Pharmaceutical and Biomedical Analysis. 2006;42:155-170. DOI: 10.1016/j.jpba.2006.01.001

[10] Kamberi M, García H, Ferer DP, Rapoza R. Setting acceptance criteria for validation of analytical methods of drug eluting stents: Minimum requirements for analytical variability. European Journal of Pharmaceutical Sciences. 2011;42:230-237. DOI: 10.1016/j.ejps.2010.11.013

[11] Raske C, Bennett T, Goodberlet S. Risk-based analytical method transfer: Application to large multi-product transfers. Analytical Chemistry. 2010;82:5932-5936. DOI: 10.1021/ac1008892

[12] Oliva A, Llabrés M, Fariña J. Development of two high-performance liquid chromatographic methods for the analysis and characterization of insulin and its degradation products in pharmaceutical preparations. Journal of Chromatography B. 2000;749:25-34. DOI: 10.1016/s0378-4347(00)00374-1

[13] Reynolds M, Stoumbos Z. Monitoring the process mean and variance using individual observations and variable sampling intervals. Journal of Quality Technology. 2001;33:181-205. DOI: 10.1080/00224065.2001.11980066

[14] Batson R, Jeong Y, Fonseca D, Ray P. Control charts for monitoring field failure data. Quality and Reliability Engineering International. 2006;22:733-755. DOI: 10.1002/qre.725

[15] R Core Team. R: A Language and Environment for Statistical Computing. Vienna, Austria: R Foundation for Statistical Computing; 2018. Available from: https://www.R-project.org/

[16] USP General Chapter <1216> Tablet friability. In: USP37-NF32. Rockville: The United States
Pharmacopeial Convention; 2014. ISBN: 978445237700

[17] Maroto A, Boqué R, Riu J, Rius F. Estimation of measurement uncertainty by using regression techniques and spiked samples. Analytica Chimica Acta. 2001;446:131-143. DOI: 10.1016/S0003-2670(01)00842-X

[18] de Vargas V, Dias Lopes L, Mendonca-Souza A. Comparative study of the performance of the CuSum and EWMA control charts. Computers and Industrial Engineering. 2004;46:707-724. DOI: 10.1016/j.cie.2004.05.025

[19] Oliva A, Llabrés M. Validation of a size-exclusion chromatography method for bevacizumab quantitation in pharmaceutical preparations: Application in a biosimilar study. Separations. 2019;6:43-55. DOI: 10.3390/separations6030043

[20] Kotz S, Johnson N. Process capability indices—A review 1992-2000. Journal of Quality Technology. 2002;34:2-19. DOI: 10.1080/00224065.2002.11980119

[21] Spiring F, Leung B, Cheng S, Yeung A. A bibliography of process capability papers. Quality and Reliability Engineering International. 2003;19:445-460. DOI: 10.1002/qre.538

[22] Boyles R. The Taguchi capability index. Journal of Quality Technology. 1991;23:17-26. DOI: 10.1080/00224065.1991.11979279

[23] Wu C, Pearn W, Kotz S. An overview of theory and practice on process capability indices for quality assurance. International Journal of Production Economics. 2009;117:338-359. DOI: 10.1016/j.ijpe.2008.11.008

[24] Pearn W, Shu M. Lower confidence bounds with sample size information for Cpm applied to production yield assurance. International Journal of Production Research. 2003;41:3581-3599. DOI: 10.1080/0020754031000138349

[25] Pearn W, Chen K. Making decisions in assessing process capability index Cpk. Quality and Reliability Engineering International. 1999;15:321-326. DOI: 10.1002/(SICI)1099-1638

[26] Pearn W, Shu M, Hsu B. Testing process capability based on Cpm in the presence of random measurement errors. Journal of Applied Statistics. 2005;32:1003-1024. DOI: 10.1080/02664760500164951

[27] English J, Taylor G. Process capability analysis—A robustness study. International Journal of Production Research. 1993;31:1621-1635. DOI: 10.1080/00207549308956813

[28] Cano E, Moguerza J, Corcoba M. Quality Control with R: An ISO Standards Approach. Switzerland: Springer; 2015. ISBN: 978-3-319-24046-6

[29] Oliva A, Llabrés M. Application of capability indices and control charts in the analytical method control strategy. Journal of Separation Science. 2017;40:3046-3053. DOI: 10.1002/jssc.201700173

[30] Shu B, Shu M, Pearn W. Measuring process capability based on Cpmk with gauge measurement errors. Quality and Reliability Engineering International. 2007;23:597-614. DOI: 10.1002/qre.836