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Abstract

LoRaWAN has emerged as an appealing technology to connect IoT devices but it functions without explicit coordination among transmitters, which can lead to many packet collisions as the network scales. State-of-the-art work proposes various approaches to deal with these collisions, but most functions only in high signal-to-interference ratio (SIR) conditions and thus does not scale to many scenarios where weak receptions are easily buried by stronger receptions from nearby transmitters. In this paper, we take a fresh look at LoRa’s physical layer, revealing that its underlying linear chirp modulation fundamentally limits the capacity and scalability of concurrent LoRa transmissions. We show that by replacing linear chirps with their non-linear counterparts, we can boost the capacity of concurrent LoRa transmissions and empower the LoRa receiver to successfully receive weak transmissions in the presence of strong colliding signals. Such a non-linear chirp design further enables the receiver to demodulate fully aligned collision symbols — a case where none of the existing approaches can deal with. We implement these ideas in a holistic LoRaWAN stack based on the USRP N210 software-defined radio platform. Our head-to-head comparison with two state-of-the-art research systems and a standard LoRaWAN baseline demonstrates that CurvingLoRa improves the network throughput by 1.6–7.6× while simultaneously sacrificing neither power efficiency nor noise resilience. An open-source dataset and code will be made available before publication.

1 Introduction

As we gradually reach a cyber-physical world where everything near and far is connected wirelessly, a fundamental question worth discussing is which wireless technologies are best suited for achieving this goal. While Wi-Fi and cellular networks have proved their success in provisioning high-throughput wireless connectivity in small geographic areas, a remaining challenge is connecting those low-power IoT devices deployed in wide areas. Most of these devices are powered by batteries and thus require minimal communication overhead.

LoRaWAN [2] has emerged as a competitive solution because of its ability to communicate over a large distance. Central to LoRaWAN is a dedicated PHY-layer design that leverages Chirp Spread Spectrum (CSS) modulation to facilitate packet decoding in extremely harsh SNR conditions (which can be as low as −20 dB [38]). Coupling with a long-term duty cycling mechanism, a deployed LoRa node can last for a few years with a single dry-cell battery. These dual merits of low-power and long-range make LoRaWAN an attractive solution for IoT connectivity outdoors.

Unlike Wi-Fi, which uses carrier sensing [6] to avoid packet collisions, LoRaWAN functions without explicit coordination due to its stringent power budget. It instead adopts the least restrictive MAC protocol—ALOHA [1]—that allows participating nodes to transmit immediately once they wake up. Such *laissez-faire* transmission inevitably causes packet collision when multiple LoRa nodes transmit simultaneously, resulting in retransmissions that can drain the battery of collision nodes and crowd the precious wireless spectrum on the unlicensed band. Packet collisions are exacerbated with increased network size, thus reducing throughput and hence fundamentally challenging the scalability of LoRa networks in real deployment.

In this paper, we take a fresh look at the physical layer design of LoRaWAN and reveal that the underlying *linear chirp based modulation* fundamentally limits the capacity and scalability of concurrent LoRa transmissions. We present CurvingLoRa, a simple but effective PHY-layer design to boost the LoRa network capacity by simply replacing the standard linear chirp with its non-linear chirp counterpart.

CurvingLoRa is based on a unique property of non-linear chirps, which we term the *energy scattering and converging effect*. When a non-linear up-chirp symbol misaligns with the
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1LoRaWAN recently released a new feature called Channel Activity Detection (CAD) that allows the receiver to scan the channel before transmitting. CAD however incurs extra power consumption and thus may not be applicable to rural deployments where battery replacement is usually infeasible.
non-linear down-chirp during demodulation, their multiplication will spread the power of the non-linear up-chirp symbol into multiple FFT bins where the associated energy peaks are inherently weak. Such energy scattering effect will show up as long as the non-linear up-chirp is not well aligned with the down-chirp (The theoretical analysis is in Appendix A). In contrast, when this non-linear up-chirp is well aligned with the down-chirp, its signal power will converge to a specific frequency point, leading to a strong energy peak after FFT (shown in Figure 1).

This allows the receiver to manipulate the signal-to-interference ratio (SIR\(^2\)) of each collision symbol for reliable demodulation. In contrast, the power of linear chirps will always converge to a single frequency point regardless of its alignment with the down-chirp in demodulation process. This energy converging effect fundamentally limits the decodability of linear chirps in the presence of collisions.

We analyze the performance of non-linear chirp and compare it with its linear chirp counterpart in various SNRs, SIRs, and symbol overlapping ratio conditions. We show that such a non-linear chirp remarkably improve the transmission concurrency while retaining both the high power efficiency and strong noise resilience as linear chirp does (84). We then design a holistic PHY-layer to realize non-linear chirp modulation and demodulation (§5) and implement it on software-defined radios for evaluation. The experimental results show that compared to two state-of-the-art systems [30, 34], CurvingLoRa can greatly improve the network throughput.

We reveal that the PHY-layer design of LoRaWAN fundamentally limits the transmission concurrency and propose a simple but effective solution. Our approach takes the advantage of power scattering effect of non-linear chirps to enable LoRa concurrent transmissions in extreme SNR, SIR, and symbol overlapping ratio conditions.

Through both theoretical analysis and experimental validation, we demonstrate that CurvingLoRa outperforms both the current practice and the standard LoRaWAN while sacrificing neither the power efficiency nor noise resilience. These desired properties make non-linear chirp a potential complementary solution to its linear chirp counterpart.

We design a holistic PHY-layer and implement it on software defined radios platform to evaluate CurvingLoRa in various real-world scenarios. The results confirm that the CurvingLoRa can greatly improve the network throughput.

### 2 Related Work

Prior work on resolving LoRa collisions has followed a common theme: exploring the unique features of collided LoRa symbols in the time domain [34, 35, 39], frequency domain [9, 28, 30, 36], or both [15, 27]. For instance, mLoRa [34] observes that collisions usually start with a stretch of interference free bits on the packet header. The receiver can thus decode these uncontaminated bits first and then leverage successive interference cancellation [11, 23] to decode the collided bits iteratively. Choir [9] uses the frequency variation caused by oscillator imperfection to map bits to each individual LoRa transmitter. FTrack [35] jointly exploits the distinct tracks on the frequency domain and misaligned symbol edges in the time domain to separate collisions. By combining spectra obtained from different parts within each symbol, CIC [27] exploits the sub-symbols that provide both time and frequency resolution to cancel out the interference under low SNR conditions (e.g., above −10 dB).

While above ideas have demonstrated their efficacy, they still face two scalability issues that fundamentally challenge their applicability in practice: First, the vast majority of these approaches do not scale to a large number of concurrent transmissions. For instance, mLoRa [34] and FTrack [35] barely support up to three concurrent transmissions to maintain a symbol error rate less than 0.1. While Choir [9] improved over the above methods, it does not scale to more than ten devices. Although NScale [30] can support tens of concurrent transmissions, it requires the overlap ratio between different symbols to be lower than a rigid threshold, which is unlikely to be held in practice given laissez-faire LoRa transmissions. Second, none of the foregoing approaches scale well to near-far deployment scenarios. This is due to the fact that after dechirping, the weak reception from a remote transmitter produces a tiny FFT peak that is likely to be buried by strong FFT peaks from LoRa nodes that are closer to the receiver.

\(^2\)Defined as the ratio between the power of the targeted LoRa chirp and the power of remaining concurrent LoRa chirps.
Although successive interference cancellation (SIC) can be leveraged to deal with this near-far issue, it functions only in high SNR conditions due to the following reasons. First, due to Carrier Frequency Offset (CFO) and Sampling Frequency Offset (SFO), the phase of received chirp symbols is likely to distort by a certain degree. This phase distortion is critical to the success of signal recovery in SIC but is difficult to estimate in low SNR conditions [28]. Second, SIC suffers from hardware imperfections [30], which is common on low-end IoT devices. The symbol recovering error accumulates gradually and is likely to fail the SIC in the end. In addition, the impact of ambient RF noise on SIC, particularly the parameter estimation for signal reconstruction, gets exacerbated at low SNR conditions. Instead of leveraging new features on time or frequency domain to combat LoRa collisions, CurvingLoRa addresses this issue from a fresh new angle and designs LoRa signals to facilitate concurrent transmissions.

Nonlinear frequency modulation has been widely used in radar systems. Lesnik et al. [19] demonstrate that using nonlinear frequency modulation can enhance signal sensitivity. Doerry et al. [8] and Benson et al. [4] details the way to build non-linear chirp receivers. Kahn et al. [17] and Hosseini et al. [13, 14] use nonlinear chirps in Multi user orthogonal chirp spread spectrum ( MU-OCSS) communication system to mitigate the multiple access interference problem. Wang et al. [33] propose to use non-linear chirps for communication systems of binary orthogonal keying mode. In contrast to these efforts, CurvingLoRa explores a new possibility of using non-linear chirps to improve reception of concurrent LoRa-like signals.

3 Motivation

In this section, we briefly introduce the LoRa physical layer and then analyze the pros and cons of linear chirps (§3.1). A discussion on the limitations of resolving linear-chirp LoRa collisions follows (§3.2).

LoRa Physical Layer. LoRa modulates data with chirp spread spectrum (CSS) [5, 9]. The transmitter encodes bits by varying the initial frequency offset of a standard up-chirp. For instance, bits ‘00’ are encoded by an up-chirp with zero initial frequency offset, while bits ‘01’ are encoded by shifting the initial frequency by $f_0$. The frequency component beyond $BW/2$ will be wrapped to $-BW/2$, ensuring full bandwidth occupancy. Upon the reception of a LoRa packet, the receiver multiplies each chirp symbol with a standard down-chirp (i.e., the conjugate of a standard up-chirp). The multiplication leads to an FFT peak in the frequency domain, which allows the receiver to demodulate LoRa symbols based on the position of FFT peaks. Figure 2(a)-(b) shows an example.

![Figure 2: LoRa PHY-layer design. (a): the multiplication of an up-chirp and a down-chirp leads to an energy peak on a specific FFT. (b): The position of this energy peak varies with the initial frequency offset of the incoming up-chirp. (c): Two collided symbols have separate energy peaks on FFT bins.](image)

3.1 The Pros and Cons of Linear Chirp

In essence, the aforementioned dechirp converges the power of each LoRa symbol to a specific frequency point (i.e., an energy peak on an FFT bin), which allows the LoRa chirp to be decodable in extremely low SNR conditions (i.e., $-20$ dB). As more LoRa nodes get involved, we are expected to see packet collisions at the receiver since LoRa nodes abide by the least-restrictive MAC protocol ALOHA. To solve packet collisions, LoRaWAN [2] stipulates a set of spreading factors (SF) from seven to 12 and different bandwidths (i.e., 125/250/500 KHz). Therefore, LoRa packets with different SFs or bandwidths can transmit concurrently on the same frequency band. The receiver uses down-chirps with different SFs to disambiguate these concurrent transmissions. However, the capacity of this regulation is limited: it supports only 18 pairs of SF&BW combinations [12].

Collision happens when two concurrent transmissions use the same SF and bandwidth. In this case, we are expected to see two energy peaks in two separate FFT bins, as shown in Figure 2(c). In practice, due to the near-far issue, one transmission (e.g., packet A in red) may experience a stronger attenuation than the other (e.g., packet B in blue). Hence the energy peak of A tends to be weaker than that of B in FFT bins. Accordingly, the receiver will take A as noise and demodulate B only. When A and B experience similar attenuations, the receiver can reliably demodulate neither of them because their individual energy peak may bury each other across different symbols. In a nutshell, when two LoRa packets collide, only the strongest transmission can be correctly demodulated by LoRaWAN. Otherwise, no transmissions can be reliably demodulated.

---

A chirp signal whose frequency grows linearly from $-BW/2$ to $BW/2$. 

---

![Figure 2: LoRa PHY-layer design. (a): the multiplication of an up-chirp and a down-chirp leads to an energy peak on a specific FFT. (b): The position of this energy peak varies with the initial frequency offset of the incoming up-chirp. (c): Two collided symbols have separate energy peaks on FFT bins.](image)
We define a non-linear up-chirp as a signal whose frequency grows non-linearly from $-BW/2$ to $BW/2$. The non-linear function can be either polynomial, logarithmic, exponential, or trigonometric. The receiver operates dechirp to demodulate non-linear chirp symbols.

Considering two collision symbols $A$ and $B$, as shown in Figure 4(a). The receiver takes a sliding window approach to demodulate incoming signals. As aforementioned, when symbol $A$ aligns with the down-chirp in the current observing window, we are expected to see a strong energy peak (termed as peak $A$) on the associated FFT bin. At the same time, the energy of symbol $B$ will be spread over multiple, clustered FFT bins due to its misalignment with the down-chirp. Compared to peak $A$, the amplitude of these clustered energy peaks is significantly weaker. The receiver inherently takes these clustered FFT peaks as noise and demodulates symbol $A$. As the observing window slides, symbol $B$ will align with the down-chirp at a time. Consequently, the dechirp converges the power of symbol $B$ to a specific frequency point while spreading the power of symbol $A$ into multiple frequency bins instead. The receiver then takes symbol $A$ as noise and demodulates $B$. When it comes with two collision packets with each consisting of tens of symbols, following the same principle, the receiver slides the observing window step by step.
step and demodulates their individual symbols alternatively.

Remarks. In essence, when the collision symbols are not strictly aligned, there will be only one symbol that aligns with the down-chirp in each observing window. This indicates that each time only one symbol gets its energy accumulated while the energy of all the other colliding signals is being scattered over multiple FFT bins, as shown in Figure 4(b). Hence the receiver can easily pick up each individual symbol on separated observing windows and decode them chronologically.

4.2 Accounting for the Near-far Effect

The above section explains the basic idea of non-linear chirp and its unique energy scattering effect, we next demonstrate that this energy scattering effect can be leveraged to address the near-far issue where weak receptions are buried by strong receptions from nearby transmitters.

Consider a large number of colliding transmitters where some are physically closer to the receiver compared to the others. When linear chirps are adopted, the power of strong receptions converges to a specific frequency point where the associated energy peak is easily distinguishable after dechirp. The weak receptions from remote transmitters, however, have significantly weaker energy peaks. The receiver thus takes those weak receptions as noise. Figure 5(a) shows a snapshot where two linear chirp packets with a distinguishable SIR (-10dB) collide at the receiver. Suppose the current observing window aligns with the symbol A in yellow of the weak packet. Due to the near-far issue, symbol B and C in red produce stronger energy peaks on associated FFT bins even they both are not aligned with the current observing window (shown in Figure 5(b)). Hence the receiver cannot demodulate symbol A successfully. In contrast, when non-linear chirps are adopted (shown in Figure 5(c)), the power of strong reception symbols B and C are both scattered into multiple FFT bins after dechirp. Due to such an energy scattering effect, the energy peaks induced by these strong symbols become lower than the accumulated energy peak induced by the weak symbol A. This allows the receiver to demodulate symbol A in the presence of strong collision symbols B and C (shown in Figure 5(d)).

Figure 5: Comparison of linear and non-linear chirps on resolving the near-far issue. (a): Three linear chirps with different SNR collide at the receiver. (b): Due to the near-far issue, the energy peak (in black) of the weak reception is overwhelmed by the energy peaks (in red) of strong collision symbols. (c): Three non-linear chirps in the same collision situations. (d): The spectral power of strong receptions is spread over multiple frequency points, making the corresponding FFT peaks (in red) significantly lower than the converged power (in black) of the weak reception.

(a) SER of linear and non-linear chirps in different SIR conditions. (b) The SIR threshold for linear and non-linear chirps to achieve 1% SER.

Figure 6: Comparing the SER of linear and non-linear chirps in various near-far conditions.

Validation. To demonstrate the effectiveness of non-linear chirps on resolving the near-far issues, we compare the symbol error rate of non-linear and linear chirps in different signal-to-interference ratio (SIR) settings. The spreading factor, bandwidth, and sampling rate are set to 10, 125KHz, and 1MHz, respectively.

Figure 6(a) shows the results. In accordance with our analysis, we observe that the linear chirp fails to demodulate the targeting symbol in the presence of strong concurrent transmissions (i.e., SER=100% when SIR<−5dB). The SER then drops to around 10% when the power of the targeting symbol is comparable to that of colliding symbols (i.e., SIR=0dB). In contrast, the receiver can successfully demodulate the weak non-linear symbols as long as the SIR is higher than −25dB. We also found that the non-linear chirp can still achieve 100%+SER in an extreme case where the colliding signal is 20dB stronger than the targeting signal (i.e., SIR=−20dB). The SER drops dramatically to 1% as the SIR decreases from −20dB to −10dB. We further evaluate the SER in different spreading factor settings. Figure 6(b) shows the minimum SIR required by each type of chirps in order to achieve less than 1% symbol error rate. We observe that the linear chirp requires a minimal SIR of around 0dB in all six spreading factor settings. In contrast, the non-linear chirps require a minimal SIR less than 0dB, and the SIR requirement drops dramatically with increasing spreading factor. These results clearly demonstrate that the non-linear chirp by its own design is more scalable to near-far issues than its linear chirp counterpart.
We vary when a non-linear chirp is adopted, we merely observe tiny chirps that cover a range of shapes and convexity (§5.1): same noise tolerance as the linear chirp counterpart does.

### 4.3 Noise Tolerance

LoRa collision demodulation approaches can deal with collision symbols (i.e., chirps, the receiver can even demodulate two well-aligned linear chirp is robust to symbol time offset. In §5.1 we further shown in Figure 7(f)-(h). These results manifest that the non-symbol A (i.e., the colliding symbol B is almost aligned with the targeting energy peaks induced by the interfering symbol when the targeting peak is still distinguishable from the interfering peak easily when $t_{\text{gap}}$ drops to 20%. When SIR grows to -10dB (shown in Figure 7(d)), the interfering peak easily exceeds the targeting peak in 3/4 $t_{\text{gap}}$ settings. In contrast, when a non-linear chirp is adopted, we merely observe tiny energy peaks induced by the interfering symbol B. The targeting peak is easily distinguishable even in the case that the colliding symbol B is almost aligned with the targeting symbol A (i.e., $t_{\text{gap}}$=20%) across all three SIR settings, as shown in Figure 7(f)-(h). These results manifest that the non-linear chirp is robust to symbol time offset. In §5.1 we further demonstrate that by adopting different forms of non-linear chirps, the receiver can even demodulate two well-aligned collision symbols (i.e., $t_{\text{gap}}$=0) — a case that none of existing LoRa collision demodulation approaches can deal with.

**The impact of symbol time offset.** We define $t_{\text{gap}}$ as the symbol time offset between two colliding symbols A and B (shown in Figure 7(a)). Suppose the current observing window aligns with symbol A, then after dechirping, the power of the interfering symbol B will be scattered into multiple FFT bins. The amplitude of these scattered FFT peaks is proportional to $1-t_{\text{gap}}$ because only those signal samples that are within the overlapping window will contribute to the energy peaks. Hence a smaller $t_{\text{gap}}$ will lead to stronger interfering peaks. We vary $t_{\text{gap}}$ and plot the energy peaks in Figure 7.

Figure 7(b) shows the energy peaks of linear chirps. When SIR=−1dB, the targeting peak is still distinguishable from the interfering peak across all four $t_{\text{gap}}$ settings. When SIR drops to −5dB (shown in Figure 7(c)), the interferring peak easily surpasses the targeting peak when $t_{\text{gap}}$ drops to 20%. When SIR grows to -10dB (shown in Figure 7(d)), the interfering peak easily exceeds the targeting peak in 3/4 $t_{\text{gap}}$ settings. In contrast, when a non-linear chirp is adopted, we merely observe tiny energy peaks induced by the interfering symbol B. The targeting peak is easily distinguishable even in the case that the colliding symbol B is almost aligned with the targeting symbol A (i.e., $t_{\text{gap}}$=20%) across all three SIR settings, as shown in Figure 7(f)-(h). These results manifest that the non-linear chirp is robust to symbol time offset. In §5.1 we further demonstrate that by adopting different forms of non-linear chirps, the receiver can even demodulate two well-aligned collision symbols (i.e., $t_{\text{gap}}$=0) — a case that none of existing LoRa collision demodulation approaches can deal with.

**Validation.** We evaluate the noise tolerance of six non-linear chirps that cover a range of shapes and convexity (§5.1):

Figure 7: Examining the resilience to symbol time offset in different symbol-to-interference ratio settings.

Figure 8(a) shows the SER achieved by these chirps in three spreading factor settings. We observe that all these six types of non-linear chirps achieve consistent symbol error rates with their linear chirp counterpart across all three different spreading factor settings. In particular, when $SF=11$, the receiver achieves 1% SER on both non-linear and linear chirps in an extremely low SNR condition (i.e., −20dB). The minimal SNR (for achieving the same SER) then grows to −14dB and further to −9dB as the spreading factor drops to 9 and 7, respectively. The result demonstrates that the non-linear chirp achieves superior noise tolerance as the linear chirp does.

Since the LoRa symbol varies with the chirp’s initial frequency offset, given a certain type of non-linear chirp, one may worry that the SER of this chirp may not be consistent across different LoRa symbols. To validate this concern, we generate different chirp symbols by varying the initial frequency offset of a standard up-chirp. We then compare its symbol error rate with linear-chirps in the same SF settings.

Figure 8: Comparing the SER of various types of non-linear chirps in different SNR conditions.

---

(1): quadratic1: $f(t) = t^2$  
(2): quadratic2: $f(t) = -t^2 + 2t$  
(3): quartic1: $f(t) = t^4$  
(4): quartic2: $f(t) = -t^4 + 4t^2 - 6t + 4$  
(5): Sine1: $f(t) = \sin(t), t \in [-\pi/2, \pi/2]$  
(6): Sine2: $f(t) = \sin(t), t \in [-3\pi/2, 3\pi/8]$
4.4 Power Consumption

Next, we show that the non-linear chirp generation consumes the same order of power as the linear chirp generation does. We leverage Direct Digital Synthesis (DDS) [32], a digital signal processing method to generate chirp signals. Compared to other analog frequency synthesis [26] or voltage-controlled oscillator (VCO) [29] based approaches, DDS is immune to both frequency and amplitude drifts and thus has been widely adopted for chirp signal generation in a radar system, e.g., frequency modulated continuous wave (FMCW) radars [21, 22] and synthetic aperture radars (SAR) [18, 37].

DDS works as follows. It first generates a reference signal at a constant frequency $f_{clk}$, and stores the signal samples in a local buffer, called a phase-amplitude mapping-table. Let $L$ be the length of this mapping-table. To generate a desired chirp signal, DDS then accesses the mapping-table following the equation defined below:

$$\phi_i = \sum_{m=1}^{i} f_i = \sum_{m=1}^{i} (f_{i-1} + K_i \times \frac{f_{clk}}{2L}) = \sum_{m=1}^{i} \sum_{j=1}^{m} K_i \times \frac{f_{clk}}{2L}$$  (1)

where $\phi_i$ and $f_i$ represent the phase and frequency of the $i^{th}$ sampling point of the chirp signal to be generated, respectively. $K_i$ is the slope of this chirp signal, describing how its frequency changes over time. $K_i$ is a constant value for linear chirps. It varies over time for non-linear chirps. The transmitter then retrieves these signal samples from the mapping-table and generates the chirp signal accordingly.

Figure 9 describes DDS’s high-level operations. To generate a linear chirp (Figure 9(a)), the transmitter sets $K_i$ to a constant value (i.e., 1) and accesses the frequency samples at index (1, 2, 3, 4, ...). The phase samples are retrieved at index (1, 3, 6, 10, ...). In contrast, to produce a non-linear chirp (Figure 9(b)), $K_i$ varies over time, e.g., $(K_1=1, K_2=2, K_3=4, K_4=8, ...)$. The frequency and phase index then changes to (1, 3, 7, 15, ...) and (1, 4, 11, 26, ...), respectively.

Validation. We prototype DDS on a Zynq-7000 FPGA [25] and measure the power consumption of linear and non-linear chirp generation, respectively. The FPGA board is equipped with an ultra low-power 12-bit ADC and a 256KB RAM. The phase-amplitude mapping-table is generated by a 1 MHz clock signal. It stores $2^{12}$ sample points. We then retrieve signal samples from this mapping table to generate chirps (bandwidth=125KHz, SF=7). The sampling points of each chirp in total are 8192. Our measurement study shows that the transmitter consumes the same order of power on generating the baseband of these two types of chirp signals: 315.6 $\mu$W for non-linear chirps and 306.2 $\mu$W for linear-chirps, respectively. The up-conversion of baseband to RF band (900 MHz) consumes around 40 mW [16] for both chirps. Hence the total power consumption (baseband+RF) of the DDS-based approach is similar to commercial LoRa nodes [7].

5 CurvingLoRa PHY-Layer

The above section shows a set of desirable properties of non-linear chirps, in this section, we describe the PHY-layer design on non-linear chirp modulation (§5.1), demodulation (§5.2), and the frame format for packet detection (§5.3).

5.1 Modulation

Similar to the standard linear chirp modulation in LoRa, CurvingLoRa defines a base non-linear chirp and modulates it by varying its initial frequency offset.

Base non-linear chirp generation. We define a base non-linear chirp as a monotonic curve growing from $(0, -\frac{BW}{2})$ to $(\frac{2SF}{BW}, \frac{BW}{2})$, where the coordinate $(x, y)$ represents the (time, frequency) boundary of this chirp. $SF$ and $BW$ denote the spreading factor and bandwidth, respectively. Since a monotone nonlinear function can be approximated by the sum of a set of polynomial functions in time-frequency domain, the base non-linear chirp thus can be represented as:

$$f_c(t) = \sum_{i=0}^{n} k_i x^i, t \in [0, \frac{2SF}{BW}], f_c(t) \in [-\frac{BW}{2}, \frac{BW}{2}]$$  (2)

where $k_i, i \in [0, n]$ are a set of coefficients to fit the non-linear curve into the range of symbol time and bandwidth. Notice that for a linear chirp, all these coefficients are zero except for $k_0 = -\frac{BW}{2}$ and $k_1 = \frac{BW^2}{2SF}$.

To facilitate the coefficient configuration in different $BW$ and $SF$ settings, we further design a polynomial chirp function in a unified space $(0, 1)_x \times [0, 1]_{f(x)}$ as follow:

$$f(x) = \sum_{i=0}^{n} a_i x^i, x \in [0, 1], f(x) \in [0, 1]$$  (3)

where $a_i, i \in [0, n]$ is the $i^{th}$ coefficient. The relationship between the coefficient defined in the unified space and that defined in the time-frequency domain (i.e., $k_i$ in Equation 2) can be represented as follows:

$$k_0 = BW \times a_0 - \frac{BW}{2}, k_i = \frac{BW^{i+1}}{2SF \times i} a_i, i \in [1, n]$$  (4)

Given $BW$ and $SF$, we can compute the coefficient $k_i$ for each polynomial term defined in Equation 2 and generate the
where \( f_0 \) is the initial frequency offset of this chirp. In essence, given the same \( BW \) and \( SF \) configurations, CurvingLoRa achieves the same link throughput with the standard linear-chirp based LoRa.

**Modulation knobs.** By using different polynomial functions defined in the unified space (e.g., \( f(x) = x \), \( f(x) = x^2 \) and \( f(x) = 2x - x^2 \)), the transmitter can easily build different base chirps. Figure 10 shows a convex and a concave non-linear chirp produced by two different polynomial functions. These different polynomial functions provide us another knob to boost the capacity of concurrent LoRa transmissions. To understand the rationale behind this, let’s consider a case where two LoRa transmissions (i.e., \( S_A \) and \( S_B \)) are happenly well aligned at the receiver. Let \( S_B \) be their superposition.

- **Case one:** when both \( S_A \) and \( S_B \) are linear chirps, we are expected to see two separate energy peaks on FFT bins (shown in Figure 11(a)). In this case, all existing parallel decoding approaches \([9, 15, 28, 30, 34–36, 39]\) fail to disambiguate the collision symbols as these two well-aligned symbols exhibit similar FFT peaks.

- **Case two:** when both \( S_A \) and \( S_B \) are non-linear chirps (i.e., generated by two different polynomial functions), the receiver can decode each symbol from their collision as follows. The receiver first multiplies \( S_B \) with the conjugate of \( S_A \). As a result, the energy of \( S_B \) will be spread over multiple FFT bins, whereas the energy of \( S_A \) will concentrate on a single, isolated FFT bin, as shown in Figure 11(b). The receiver can easily pick up this energy peak and decode \( S_A \). \( S_B \) can be decoded similarly by replacing the down-chirp with the conjugate of \( S_B \).

- **Case three:** when one of the LoRa symbols is based on linear chirp and another is based on non-linear chirp, similar to case two, the receiver can alternate between different down-chirps to decode each of them accordingly, as shown in Figure 11(c).

We have three takeaways from the above analysis: i) the transmitters can use different types of non-linear chirps as an orthogonal approach to boost the concurrency of LoRa transmissions. ii) the non-linear chirp based LoRa nodes can co-exist with those linear-chirp based legacy LoRa nodes. iii) the adoption of different non-linear chirps also facilitates the demodulation of well-aligned collision symbols.

### 5.2 Demodulation

Similar to linear chirp demodulation, the receiver operates dechirp to demodulate non-linear chirps.

**Accounting for the Misalignment.** Symbol alignment is critical to the demodulation performance, particularly for non-linear chirp demodulation, as the misalignment will spread the spectrum power of a chirp symbol into multiple frequency points, which fails the demodulation. While this misalign-
ment, in theory, is only caused by the symbol time offset (STO) between the incident chirp symbol and the down-chirp, in practice, it is also affected by the carrier frequency offset (CFO) caused by clock offset.

In linear chirp demodulation, the dechirp converges the spectrum power of each linear chirp symbol to a specific frequency point. The existence of STO and CFO both renders the energy peak merely deviates from its desired position in FFT bins. After the dechirp, the receiver can thus leverage the preamble to estimate such frequency shift and then correct the symbol by applying the estimated frequency shift to the energy peak. However, such a post-processing approach cannot be directly applied to non-linear chirp, as the existence of STO will instead spread the spectrum energy into multiple FFT bins. Hence the receiver has to align the chirp symbol with the down-chirp and compensate for the CFO before operating dechirp on each non-linear chirp symbol.

To better understand this issue, we take Figure 12 as an example, where the receiver demodulates the linear chirp and non-linear chirp, respectively. To align the incoming linear chirp shown in Figure 12(a), the LoRa receiver simply operates multiplication on these two chirps. Due to the symbol time offset, the resulting FFT peak will be shifted from its desired bin by the amount of $\Delta_{STO}$. CFO leads to an extra shift of the FFT peak $\Delta_{CFO}$. By leveraging the preamble in the LoRa header, the receiver can easily estimate $\Delta_{CFO}+\Delta_{STO}$ and offset their impact on the energy peak. In contrast, the multiplication of two misaligned non-linear chirps (shown in Figure 12(b)) spreads the spectrum energy into multiple FFT bins, as shown in Figure 12(b). The existence of CFO further shift these FFT peaks and complicate the symbol alignment, as shown in Figure 12(c).

In CurvingLoRa, we put a pair of conjugate chirps—a standard linear up-chirp followed by a standard linear down-chirp—as the pilot symbols of a LoRa packet to estimate the STO and CFO. Suppose these two linear chirps are well aligned with their conjugate counterpart in dechirping process, respectively. The resulting two FFT peaks are supposed to be superimposed at the same FFT bin in the absence of CFO. On the contrary, the existence of STO and CFO will shift these two FFT peaks by the amount of $\Delta_{CFO}+\Delta_{STO}$ and $-(\Delta_{CFO}+\Delta_{STO})$ from their desired position. The receiver then estimates the STO and CFO using the similar method in NScale [30] and offsets the symbol misalignment and carrier frequency offset accordingly. It then operates dechirp on the corrected symbols to demodulate each symbol.

5.3 Frame Format

A typical LoRa packet comprises multiple preamble symbols, 2 mandatory sync word symbols, 2.25 Start Frame Delimiter (SFD) symbols followed by a variable number of payload symbols [20, 30]. Following the standard LoRa packet format, we encode the sync word symbols and payloads with non-linear chirps while retaining the linear chirps in pereambles and SFDs, shown in Figure 13. The preamble contains 8 identical linear up-chirps for packet detection and alignment, followed by 2 non-linear chirps of sync word for configuration recognition of payloads. The SFD consists of 2.25 standard down-chirps while the payload contains multiple chirp symbols with configurable length and chirp type. As mentioned in §5.2, a pair of up-chirp and down-chirp (i.e., pilot symbols) is needed to facilitate the symbol alignment. Instead of putting an extra pair of such pilot symbols on the LoRa packet, we reuse the last linear up-chirp symbol in the LoRa preamble and the first linear down-chirp symbol of SFD as the pilots. The use of linear chirp-based preamble may introduce the following two types of collisions:

- Linear chirps collide with non-linear chirps when the preamble of one packet happenly aligns with the payload of another packet. In this case, the receiver can still leverage the energy scattering and converging effect to detect the preamble and further demodulate each individual signal (§5.1).
- Linear chirps collide with linear chirps when the preamble of one packet happenly aligns with the preamble of another packet. In practice, however, this case rarely happens as the preamble contains only eight symbols, whereas the payload may last for hundreds of symbols [28,30].

6 Implementation

Hardware and software. We implement CurvingLoRa on software defined radios USRP N210 equipped with a UBX daughter board. The modulation and demodulation are implemented based on UHD+GNURadio [24]. The transmitter and receiver work on the 904.0MHz ISM band, equipped with a VERT900 antenna [3]. By default, the spreading factor (SF) and bandwidth (BW) are set to 10 and 125 kHz, respectively. The sampling rate is 1 MHz.

Experiment setups. Due to LoRaWAN’s constraint on channel access time (<1% duty cycle ratio for each end node) [10], we conduct trace-driven emulations to evaluate our system. Specifically, we fix the gateway’s location and move a transmitter to different sites. In each site, the transmitter sends packets in different spreading factors and chirp symbol settings. We then align LoRa traces collected from different sites with varying symbol offset offline to emulate packet collisions. The LoRa traces are collected in two different environments:

- Indoor scenario. We place transmitters and gateway on a
Figure 14: The indoor experimental plan and SDR devices spread out across tens of rooms.

30.48m × 21.34m office building. The offices are separated by concrete walls. Figure 14 shows the floor-plan of this office building. We place the gateway in the kitchen and move the transmitter to 10 different locations. Due to the blockage of walls, most LoRa transmissions are under the non-line-of-sight (NLoS) condition.

- **Outdoor scenario.** We deploy a campus-scale testbed outdoors. The gateway powered by a UPS is placed on the parking lot. We move a transmitter to 12 locations and collect LoRa transmissions in both LoS and NLoS conditions with various link distances. The bird view of the outdoor testbed is shown in Figure 15.

**Large-scale packet collision emulation.** Due to the temporal diversity (e.g., the cars passing by may block the LoS path or generate a new reflection path), the LoRa traces collected from each site experience significantly different channel variations. This allows us to emulate large-scale LoRa networks by reusing each individual LoRa trace as a transmission from a new LoRa transmitter. We further enhance the link diversity by varying the SIR of each trace at the gateway. The symbol offset is randomly chosen from [0.2, 0.8] × TSymbol/time.

**Evaluation Metrics.** We adopt three metrics to evaluate CurvingLoRa. i): Symbol Error Rate (SER) measures the demodulation of CurvingLoRa at the symbol level, under various SNRs and SIRs [28, 30]; ii): Packet Delivery Rate (PDR) computes the packet reception rate, in which 80% of symbols can be decoded successfully. iii): Throughput can be derived with the received packets and decoded symbols, denoted by Symbol/Second. Note that LoRa gateways are usually deployed with tethered power supplies, and thus we do not consider

---

**7 Evaluation**

We present the experiment results in this section. §7.1 first gives an overall comparison of CurvingLoRa with linear chirps at the symbol and packet level, followed by the outdoor experiments at the campus scale in §7.2. Finally, we provide the large-scale emulation to explore the impact of concurrency on CurvingLoRa in §7.3. And indoor evaluations can be found in §B.

### 7.1 Overall Comparisons with Linear Chirps

**Noise resilience.** We first compare the noise resilience of CurvingLoRa with linear chirps in the absence of collisions. The results are shown in Figure 16(a). In accordance with our analysis (§4.3), we observe that all four types of non-linear chirps in CurvingLoRa demonstrate comparable noise resilience with linear chirps across all three SF settings. Figure 16(b) shows that the symbol error rate is distributed evenly over the entire code space, confirming that the non-linear chirp achieves consistent SER for different symbols.

We also compare the noise resilience of CurvingLoRa with LoRaWAN in the presence of collisions. Figure 17(a)-(c) shows the SER in various SNR and spreading factor settings. When SF=8, we observe that both LoRaWAN and four types of non-linear chirps fail to demodulate packets in extremely low SNR conditions (i.e., SNR≤-25dB). As the SNR grows to −15dB, the SER achieved by non-linear chirps drops dramatically to around 1%, whereas the SER of linear chirps is still above 20%. As the SNR grows further, we observe the SER of non-linear chirps is always 10× lower than that of
Figure 17: Linear vs non-linear: symbol error rate ($SIR \approx 0\,dB$) in different spreading factor, SNRs and symbol offsets settings.

The linear chirps, e.g., 0.3% versus 3% at $SNR=30\,dB$. Similar trends hold for $SF=10$ and 12.

Symbol offset. Next, we compare the SER of CurvingLoRa and linear chirps in various symbol offset settings. Specifically, from our collected dataset, we randomly pick up LoRa symbols with different spreading factors ($SF=8,10,12$) and SNRs ($(-15\,dB,15\,dB]$). We then vary the symbol offset between two collision symbols from 10% to 50% and plot their SER in Figure 17(d). In consistency with our simulation in Figure 7, we observe the SER of linear chirps drops with increasing symbol offsets. In contrast, the SER achieved by non-linear chirps maintains a consistent low level, with the maximal value of 1% when the offset of two collision symbols is merely 10%. In contrast, the SER achieved by linear chirps spans varies from 1% to 80% as the symbol offset decreases. These results demonstrate that the non-linear chirps are robust to collisions with different symbol offsets.

Resolving near-far issue. We also compare CurvingLoRa with linear chirp-based LoRa (i.e., LoRaWAN) in the presence of the near-far issue. In particular, we vary the SIR of the targeting symbol and measure its SER in each SIR setting. Figure 18(a)-(c) show the results in three different spreading factor settings. We observe the standard LoRaWAN fails to decode weak targeting signal (i.e., $SIR<0\,dB$) across all three $SF$ settings. In contrast, by leveraging the power scattering effect, all four types of non-linear chirps in CurvingLoRa can successively demodulate weak symbols in the presence of strong collisions. For instance, the averaging SIR threshold for achieving less than 1% SER is $-3.7\,dB$, $-7.7\,dB$, and $-10.2\,dB$ for $SF=8, 10, \text{ and } 12$, respectively. We further vary the symbol offset of two collision symbols and measure the SER achieved by both CurvingLoRa and LoRaWAN. The SIR and SF of symbols for evaluation varies from $-10\,dB$ to $1\,dB$, and from 8 to 12, respectively. The results are shown in Figure 18(d). We observe CurvingLoRa achieves a robust low SER (i.e., less than 1%) in the presence of a large symbol offset. It then degrades slightly as the symbol offset decreases. In contrast, the linear chirp achieves consistently high SER (i.e., $\geq 38\%$) in all five different symbol offset settings. These results clearly demonstrate that CurvingLoRa can successfully decode weak signals in the presence of strong collisions in various conditions.

Head-to-head comparison with mLoRa [34]. We compare CurvingLoRa with mLoRa on using our indoor dataset. Figure 19(a) shows the SER of each system in the presence of two collision packets. We observe that the SER of mLoRa drops gradually from 15% to 1% as the SNR grows from $-15\,dB$ to $15\,dB$. It finally drops to 0.3% when SNR grows to $30\,dB$. In contrast, all four types of non-linear chirps adopted by CurvingLoRa achieve a consistently low SER ($<0.01\%)$ when SNR is larger than $-15\,dB$. Similarly, as shown in Figure 19(b), the SER of mLoRa is over 10% in the presence of a strong collision (i.e., $SIR < 0\,dB$) whereas CurvingLoRa can demodulate weak signals at an $SER < 1\%$ as long as the SIR
Symbol Error Rate

12.5% for NScale, mLoRa, and LoRaWAN, respectively. We observe that when the network throughput of LoRaWAN manifests a significantly higher than that of LoRaWAN, mLoRa, and NScale, respectively.

Remarks. These experiments show the advantage of CurvingLoRa in dealing with near-far issues. It also reveals that the performance of CurvingLoRa varies with the non-linear function being adopted. Overall the quadratic function $f(t) = t^2$ achieves consistently better SER than the other types of non-linear functions. We leave the exploration of non-linear space as our future work.

7.2 Concurrency at the Campus Scale

We evaluate CurvingLoRa on decoding collisions in different numbers of concurrent transmissions (termed as $N$) settings. In particular, we measure the SER, PDR, and network throughput and compare with mLoRa [34], NScale [30], and LoRaWAN three baselines. We repeat the experiments in indoor environments and put the results in Appendix B.

As $N$ grows, the SER of LoRaWAN, mLoRa, and NScale all increase gradually, as shown in Figure 20(a). Specifically, LoRaWAN can only demodulate the strongest transmission for most settings. And mLoRa achieves a slightly better performance than LoRaWAN. However, its SER aggravates significantly ($\geq 50\%$) when demodulating more than four concurrent transmissions. Besides, NScale performs better than the above two schemes, and the SER grows gradually from less than 15% to 55% when $N$ grows to 12. In contrast, CurvingLoRa achieves an average SER of less than 25% in all settings.

Figure 20(b) shows the packet delivery ratio achieved by these systems. We observe that as $N$ grows, the PDR achieved by CurvingLoRa drops slightly from 100% to 65%. In contrast, the PDR drops significantly to less than 36.5%, 25.0%, and 12.5% for NScale, mLoRa, and LoRaWAN, respectively. We further compute the network throughput and plot the results in Figure 20(c). The overall network throughput of CurvingLoRa, NScale, and mLoRa grow with the increasing $N$. However, the network throughput of LoRaWAN manifests a converse trend due to the magnified interference as $N$ grows. Taking a further scrutiny on this result, we find that the network throughput of CurvingLoRa grows almost linearly with $N$. In contrast, the growing trend of network throughput in both NScale and mLoRa drops gradually as $N$ grows. This is because the near-far issue grows extensively with an increasing number of concurrent transmissions. However, both NScale and mLoRa are not scaling to such circumstances. Statistically, when $N=12$, the average network throughput of CurvingLoRa is $5.21 \times$, $2.61 \times$, and $1.84 \times$ higher than that of LoRaWAN, mLoRa, and NScale, respectively.

7.3 Large-scale emulation

We also emulate large-scale collisions using the data collected both indoors and outdoors. Specifically, in each number of concurrent transmission settings, we only measure the SER of the weakest transmissions as those stronger transmissions are likely to be correctly demodulated. Figure 21 shows the SER of CurvingLoRa and LoRaWAN when the SIR varies randomly between $[-5dB, 0dB]$. We observe that all four types of non-linear chirps adopted by CurvingLoRa can successively demodulate the weakest transmission (i.e., SER=0) when the number of concurrent transmissions is less than 30. The SER then grows up gradually as the network scales. It peaks at 50% when 100 transmitters work concurrently. In contrast, the standard LoRaWAN fails to demodulate the weakest transmission when there are more than two concurrent transmissions.

8 Conclusion

We have presented the design, implementation, and evaluation of CurvingLoRa, a PHY-layer amendment to LoRaWAN. By replacing the linear-chirp modulation on standard LoRaWAN with its non-linear chirp counterpart, the receiver can effectively demodulate large numbers of collided LoRa transmissions in extreme SNR, SIR, and symbol offset conditions. We practice this idea by design a holistic PHY-layer and implement it on software defined radios. The results demonstrate CurvingLoRa improves the network throughput by $7.6 \times$ against the standard LoRaWAN, outperforming two state-of-the-art approaches by $1.6 \times$ and $2.8 \times$, respectively.
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Upon the reception of a non-linear chirp symbol, the receiver multiplies it with the base down-chirp:

\[ e^{j2\pi f_0 t + f_1 (t + t_{gap})} \cdot e^{-j2\pi f_1 t} = e^{j2\pi F(t)} \]

where \( t_{gap} \) denotes the symbol offset between the incident chirp symbol and the FFT window (i.e., the base down-chirp); \( f_0 \) represents the initial frequency offset of this non-linear chirp. The spectral energy is determined by the term \( F(t) \). For a non-linear chirp, e.g., \( f_1(t) = t^2 \), we have:

\[ F(t) = f_0 + k_2 (t + t_{gap})^2 + k_0 - (k_2 t^2 + k_0) = f_0 + k_2 t_{gap}^2 + 2k_2 t_{gap} t \]

where \( k_0 \) and \( k_2 \) represent the coefficients to fit the non-linear curve into the range of symbol time and bandwidth (Equation (2)). When the incident chirp is not well aligned with the down-chirp (i.e., \( t_{gap} = 0 \)), from the above equation we can find that the spectrum energy of this incident chirp will spread to multiple FFT bins. In contrast, when \( t_{gap} = 0 \), we have \( F(t) = f_0 \), indicating the spectrum energy will converge a single frequency point \( f_0 \).

### B Concurrency in the Indoor Environment

Similar to the SER trend of outdoor experiments, we observe a huge SER gap between CurvingLoRa and its competitors as \( N \) grows in indoor experiments (Figure 22(a)). On the other hand, compared with outdoor experiments, we find that all systems in indoor spaces achieve slightly lower SER, with up to 7.75%-11.26% when \( N=10 \). This is because the transmitters are facing less severe near-far issue indoors. The packet delivery rate in indoor experiments also shows the similar trend with their outdoor counterparts, as shown in Figure 22(b). Specifically, the PDR achieved by CurvingLoRa drops slightly from 100% to 87.10% on average as
$N$ grows from 2 to 10. While both mLoRa and LoRaWAN drops significantly from around 50.5% to less than 40.0% and 10.6%, respectively. Figure 22(c) shows the network throughput achieved by these three systems in indoor environment. The overall network throughput of CurvingLoRa grows up consistently as the number of transmitters scales up. When 10 packets collide simultaneously with significant power difference, the network throughput of CurvingLoRa in average is about 1.6~7.6× higher than the network throughput achieved by NScale, mLoRa and the standard LoRaWAN.