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Abstract—Inferring graph structure from observations on the nodes is an important and popular network science task. Departing from the more common inference of a single graph and motivated by social and biological networks, we study the problem of jointly inferring multiple graphs from the observation of signals at their nodes (graph signals), which are assumed to be stationary in the sought graphs. From a mathematical point of view, graph stationarity implies that the mapping between the covariance of the signals and the sparse matrix representing the underlying graph is given by a matrix polynomial. A prominent example is that of Markov random fields, where the inverse of the covariance yields the sparse matrix of interest. From a modeling perspective, stationary graph signals can be used to model linear network processes evolving on a set of (not necessarily known) networks. Leveraging that matrix polynomials commute, a convex optimization method along with sufficient conditions that guarantee the recovery of the true graphs are provided when perfect covariance information is available. Particularly important from an empirical viewpoint, we provide high-probability bounds on the recovery error as a function of the number of signals observed and other key problem parameters. Numerical experiments using synthetic and real-world data demonstrate the effectiveness of the proposed method with perfect covariance information as well as its robustness in the noisy regime.
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I. INTRODUCTION

Inferring the topology of a network (graph) from a set of nodal observations is a prominent problem in statistics, network science, machine learning, and signal processing (SP) [2], [3], with applications including power, communications, and brain networks [4]–[6], to name a few. Networks can exist as actual physical entities or can be convenient mathematical representations describing parsimonious pairwise relationships between data. Transversal to the particularities of the setup, the fundamental assumption in these network-inference approaches is the formalization of a relation between the topology of the sought network and the properties of the nodal observations. Notable approaches include correlation networks [2] Ch. 7.3.1], partial correlations and (Gaussian) Markov random fields [2], [7]–[9], structured equation models [10], [11], graph-SP-based approaches [12]–[19], as well as their non-linear generalizations [20], [21].

While most of the existing works have looked at the problem of identifying a single network, many contemporary setups involve multiple related networks, each of them with a subset of available observations. Examples of this multi-graph setup arise in multi-hop communication networks deployed in dynamic environments where links are created or destroyed as nodes change their position, in brain analytics where observations for different patients are available and the objective is to estimate their brain functional networks, in gene-to-gene networks where the goal is to identify pairwise interactions between genes and measurements for different tissues, or in social networks where the same set of users can have different types of social interactions [22]–[24]. Arguably, in many contemporary applications, dealing with multiple networks may be more the rule than the exception. Last but not least, one must also note that the joint identification of multiple graphs can be useful even if the interest is only in one of the networks, since joint formulations exploit additional sources of information and, hence, are likely to give rise to better solutions.

Given the previous motivations, our goal in this paper is to develop new schemes for the joint inference of multiple networks that build on recent results from graph SP (GSP) and, in particular, on the notion of graph stationarity [25]–[27]. In the last years, GSP has emerged as a way to generalize tools originally conceived to process signals with regular supports (time or space) to signals defined in heterogeneous domains represented by graphs [4]. The systematic approach put forth relies on the definition of a graph shift operator (GSO), which is a sparse square matrix capturing the local interactions (connections) between pairs of nodes. Within the GSP framework, the GSO constitutes the basic signal operator in the vertex domain, and its eigenvectors define the graph Fourier transform, which enables the analysis and processing of graph signals in a proper frequency domain. The GSO (typically assumed to have the form of an adjacency or Laplacian matrix) is also critical to define the notion of graph stationarity [25]–[27], which generalizes the classical notion of time-stationarity to signals defined on graphs and constitutes the fundamental GSP concept utilized in this paper. Given the covariance matrix associated with a random graph process, graph stationarity requires this covariance and the GSO representing the support of the process to have the same eigenvectors. This requirement, which is equivalent to saying that there exists a polynomial mapping between the sparse shift and the covariance matrix, is fairly general, encompassing classical approaches such as correlation and conditional independent networks [12].

Leveraging those concepts, we can now describe more concretely the GSP-inspired approach put forth in this paper, which aims at inferring the topology of the multiple networks by solving an optimization problem where we look for graph shift matrices that are sparse, guarantee that the observed signals are stationary on the identified graphs, and force the different shifts to be close to each other according to a pre-
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specified level of similarity. Our formulation also takes into account additional structural information that may be available (such as the GSOs corresponding to a particular type of Laplacian, or being an adjacency matrix without self-loops). Together with the novel approach for the formulation of the joint topology inference of multiple networks, the paper also identifies theoretical conditions under which convex relaxations are able to find the optimal sparse structure in noiseless settings (Theorem 1) as well as a detailed theoretical analysis of the probability of robust recovery in the more practical noisy scenario (Theorem 2).

Related work. Although noticeably less than its single-network counterpart, joint inference of multiple networks (a structure often times referred to as a multi-layer graph [28, 29]) has attracted attention for different versions of the problem. The most widely studied one is that of inferring (tracking) the topology of time-varying networks. The standard approach is to assume that the variation is smooth across time, so that the graph-inference problem is regularized with a term that promotes changes between consecutive graphs to be small in some pre-specified norm [30–34]. A second cluster of works focuses on the joint inference of multiple (Gaussian) Markov random fields without assuming a temporal dimension [35–42]. Each graph has its own subset of signal observations, and the goal is the joint recovery of sparse precision matrices. The formulated problems typically correspond to generalizations of the graphical lasso formulation, accounting for either similarity or common structure across the multiple graphs. A third class of more involved approaches looks at the case of signal mixtures, where the assignment of each graph to observed signals is unknown; see, e.g., [43], [44] for sparse precision-matrices approaches and [45], [46] for GSP-based ones. In those cases, not only the graphs but also the signal-to-graph assignments must be inferred. This results in recovery problems that are more challenging to solve, with Gaussianity being often assumed to leverage expectation-maximization approaches. In most cases, the focus is on the problem formulation and algorithmic design, without characterizing the recovery performance theoretically. The present paper is more closely related to the second cluster of works but goes beyond sparse precision matrices and provides novel theoretical guarantees, as detailed next.

Contributions. This paper’s contributions are fourfold:

i) We propose an efficient optimization-based solution to the problem of joint inference of sparse graphs from the observation of stationary graph signals.

ii) We determine sufficient conditions under which the proposed efficient method is guaranteed to recover the underlying set of true sparse graphs (Theorem 1).

iii) We show the robustness of our method by deriving tight high-probability upper bounds on the recovery errors when imperfect covariance information is used to solve the joint inference problem (Theorem 2).

iv) We rely on both synthetic and real-world data to compare the performance of joint and separate inference, validate the conditions for guaranteed recovery, and demonstrate the robustness of the proposed method in noisy settings.

Paper outline. The remainder of this paper is organized as follows. In Section III we describe the main problem and the required assumptions, introduce some background on signal stationarity, and discuss graph similarity notions. Section III first introduces the non-convex problem of jointly inferring multiple graphs given covariance matrices. While true covariances are not often available, this problem lays the foundation for more realistic problem setups. The inference problem is further developed in Section III-A where we introduce the convex relaxation of the sparse graph learning problem and show conditions that lead to perfect recovery. In Section IV we demonstrate the robustness of our method when only noisy or imperfect covariance matrices are available, and we provide a novel bound on the recovery error. Through experiments on synthetic and real-world data, we illustrate the performance of the proposed joint graph inference method in Section V. Finally, we discuss conclusions and possible future research directions in Section VI.

A. Fundamentals of graph signal processing

Let us consider a generic weighted and undirected graph $G$ consisting of a node set $\mathcal{N}$ of known cardinality $N$, an edge set $\mathcal{E}$ of unordered pairs of elements in $\mathcal{N}$, and edge weights $A_{ij} \in \mathbb{R}$ such that $A_{ij} = A_{ji} \neq 0$ for all $(i, j) \in \mathcal{E}$. The edge weights $A_{ij}$ are collected as entries of the symmetric adjacency matrix $A$ and the node degrees in the diagonal matrix $D := \text{diag}(A)$. These are used to form the combinatorial Laplacian matrix $L := D - A$ and the normalized Laplacian $L := I - D^{-1/2}AD^{-1/2}$. More broadly, one can define a generic GSO $S \in \mathbb{R}^{N \times N}$ as any matrix whose off-diagonal sparsity pattern is equal to that of the adjacency matrix of $G$ [47]. Although the choice of $S$ can be adapted to the problem at hand, most existing works set it to either A, $L_{c}$, or $L$. If the GSO is symmetric, its normal eigendecomposition $S = V\Lambda V^{\top}$, with $V$ unitary and $\Lambda$ diagonal, exists. Suppose now that we associate a value (observation) with each node of the graph. Those $N$ values form a graph signal that can be conveniently represented as the vector $x = [x_1, \ldots, x_N]^\top \in \mathbb{R}^N$, with entry $x_n$ denoting the signal value at node $n$. A key aspect when dealing with graph signals is the definition of meaningful operators able to relate different signals while efficiently accounting for the topology of the graph. Linear graph filters, which are defined as $H = \sum_{l=0}^{L} h_l S^l$, i.e., matrix polynomials of the GSO [47], are the most widely-adopted alternative. Graph filters have shown to be useful not
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1Notation: The entries of a matrix $X$ and a (column) vector $x$ are denoted by $X_{ij}$ and $x_i$, respectively. The notation $\top$ and $\odot$ stands for transpose and pseudo-inverse, respectively. With the size clear from the context, $0$ and $I$ refer to the all-zero and all-one vectors, and $e_i$ refers to the $i$-th canonical vector, i.e., a vector whose entries are all zero except the $i$-th one, which is set to one. Sets are represented by calligraphic capital letters. Given an implicit set $B$ and a set $A \subseteq B$, the set $A^B$ stands for the complement set of $A$, i.e., $A^B = B \setminus A$ contains the elements in $B$ that do not belong to $A$. Moreover, $X^{\top}_{T}$ denotes a submatrix of $X$ formed by selecting the rows of $X$ indexed by $T$. The expression $X \odot_{T}$ denotes first selecting the rows and then transposing, whereas $[X]^{\odot}_{T}$ is used to denote the opposite order of operations. For a vector $x$, $\text{diag}(x)$ is a diagonal matrix whose $i$-th diagonal entry is $x_i$; when applied to a matrix $X$, $\text{diag}(X)$ is a vector with the diagonal elements of $X$. The vertical concatenation of the columns of $X$ is denoted as $\text{vec}(X)$. The operators $\odot$, $\odot$, and $\odot$ stand for the Hadamard (element-wise), Kronecker, and Khatri-Rao (column-wise Kronecker) matrix products, while the operator $\odot$ denotes the Kronecker matrix sum, so that $X \odot Y = X \odot 1 + 1 \odot Y$, where the size of each of the identity matrices is chosen to make the dimensions of the matrices consistent. $\text{vec}(X)$ is the matrix norm induced by the vector $\ell_2$ norm, not to be confused with $\|\text{vec}(X)\|_2$, $\text{ker}(X)$ and $\text{Im}(X)$ refer to the null space and the span of the columns of $X$, respectively. The notation $O(\cdot)$ and $o(\cdot)$ entail the usual asymptotic meaning and we write that $f \asymp g$ if $f = O(g)$ and $g = O(f)$.
only to process graph signals (e.g., used for denoising and interpolation), but also to model linear network dynamics and network processes [6]. To illustrate this latter point, consider a dynamic network setup where the initial state (value) of most nodes is zero and only a few seeding nodes (sources) have non-zero values. Suppose further that as time evolves, nodes communicate with their neighbors according to some dynamics captured by $h_0, h_1, \ldots$, then the resultant state $x$ can be represented as $x = \sum_{t=0}^{\infty} h_t S^t z = H z$, i.e., the output of a graph filter to a sparse input graph signal $z$. The expression $x = \sum_{t=0}^{\infty} h_t S^t z$ with $|z|_{0} \ll N$ has indeed been used to model a number of network dynamics as well as to solve different inverse problems involving observations of network processes [6, 48–51].

Stationary graph signals. Consider now a statistical GSP setup where the values in $x$ are random, and use $\bar{x} = E[x]$ and $C = E[(x - \bar{x})(x - \bar{x})^\top]$ to denote the mean and covariance of this random process. In this setup, the random graph process $x$ is said to be stationary in the GSO $S$ if its covariance matrix $C$ is diagonalized by $V$, the eigenvectors of the shift $\{S^k\}$ [25–27]. Equivalently, a random graph process is defined to be stationary in $S$ if it can be represented as the output generated after filtering a white input with a linear graph filter $H = \sum_{t=0}^{\infty} h_t S^t$. Note that, when particularized to time-varying signals, the two aforementioned definitions boil down to the classical definition of stationary in time. The first definition requires stationary time processes to be uncorrelated in the Fourier domain, while the second one puts forth a generative model stating that a stationary time process can be represented as the output of a linear time-invariant filter to a white input [25]. More importantly for the graph context, the second definition reveals that covariance matrices of graph-stationary signals can be written as (positive-semidefinite) polynomials of the GSO. In other words, the set of processes that are stationary on a (sparse) GSO $S$ is formed by the random processes whose covariances can be written as polynomials of $S$ [18, 25].

II. Problem statement

To state our joint network topology inference problem, start by considering a scenario with $K$ different graphs $\{G^{(k)}\}_{k=1}^{K}$ defined over the same set $N$ of nodes, but with possibly different sets of edges and weights. This implies that $K$ different GSOs $\{S^{(k)}\}_{k=1}^{K}$ exist, each represented by an $N \times N$ matrix whose sparsity pattern and non-zero values may be different across $k$. Suppose also that, associated with each of the graphs, we have access to a set of graph signals collecting information attached to the nodes. Formally, we use matrix $X^{(k)} := [x_1^{(k)}, \ldots, x_{n_k}^{(k)}] \in \mathbb{R}^{N \times n_k}$ to denote the matrix containing the $n_k$ graph signals associated with graph $G^{(k)}$. To simplify notation, we will assume that the signals are zero mean and denote the sample covariance of the $k$-th set as

$$\hat{C}^{(k)} := \frac{1}{n_k} X^{(k)}(X^{(k)})^\top.$$  \hfill (1)

The setup that we investigate in this paper is one where the graphs are unknown and we want to use the observed signals to infer their topology. This is feasible under the assumption that the properties of the signals are related to those of the underlying graph. Intuitively, when there is no relation among the different graphs, each of the $K$ topology inference problems can be solved separately. However, if the graphs are related, joint inference can be beneficial. In this context, our problem is stated as follows.

Problem 1 Given the observations $\{X^{(k)}\}_{k=1}^{K}$ find the graph structure encoded in $\{S^{(k)}\}_{k=1}^{K}$ under the assumptions that:

- (AS1) the signals in $X^{(k)}$ are realizations of a process that is stationary in $S^{(k)}$ and (AS2) graphs $k$ and $k'$ are “close” according to a particular distance $d(S^{(k)}, S^{(k')})$.

Although relatively formal, the statement of the problem above can give rise to different formulations. This issue will be resolved in Section III, where an optimization problem associated with Problem I is presented. Before that, several remarks on assumptions (AS1) and (AS2) are provided.

(AS1) Stationarity: To better understand the implications of (AS1), let us recall that stationarity requires the covariance of the graph process to be a polynomial of $S$. In other words, (AS1) is tantamount to assuming that the mapping between the GSO $S$, which represents pairwise relationships between the nodes, and the matrix $C = E[xx^\top]$, which represents pairwise correlations between the nodes, is analytic (smooth), so that it can be accurately represented by a matrix polynomial. At an intuitive level, this model assumes that $S$ encodes latent one-hop interactions between nodes and that each successive application of the shift (i.e., higher-order powers of $S$) spreads the original information across an iteratively increasing neighborhood, which ends up giving rise to indirect correlations among all nodes in the graph [6]. Put it differently, although the correlation is given by the dense matrix $C$, the actual dependencies can be (more easily) represented by the more parsimonious matrix $S$. Relevant relations between the shift and the covariance matrices that fall within this model include

- $C = S$, as in correlation networks;
- $C = S^{-1}$, as in conditionally independent Markov random fields; or
- $C = (I-S)^{-2}$, as in symmetric structural equation models with white exogenous inputs.

To elaborate on the third example, structural equation models postulate that the observed signal $x$ can be written as $x = Ax + w$, where $w$ is the so-called exogenous input, and $A$ is an adjacency matrix without self-loops [21]. Rewriting the previous expression as $x = (I - A)^{-1}w$ and using the fact that $w$ is white, it follows that $E[ww^\top] = (I - A)^T E[ww^\top] (I - A)^{-1} = (I - A)^{-2}$, where for the last step we have used that the graph is undirected. Note also that the second example, which can be equivalently written as $S = C^{-1}$, will allow us to establish meaningful links between our approach and graphical lasso. Although graph stationarity does not require Gaussianity, many of the works in the area assume that the graph signals at hand are not only stationary but also Gaussian distributed [6]. That is indeed the case for, e.g., linear network diffusion processes whose initial condition is Gaussian. While the algorithms presented in this paper can be applied regardless of the distribution of the data, the theoretical result in Theorem 2 is the only point where Gaussianity is assumed.
(AS2) Similarity among graphs. Regarding (AS2), the two critical issues are the form of the distance function $d(\cdot, \cdot)$ and determining the proximity degree among the different graphs. To handle the second issue, let us define the weighted and directed graph $G_Q$ whose node set $Q$ collects the $K$ GSOs and with $W_{k,k'}$, the weight of edge $(k, k')$, representing the similarity between $S^{(k)}$ and $S^{(k')}$. The particular form of $G_Q$ will depend on the application at hand. In dynamic environments where the index $k$ corresponds to time, a reasonable choice is to set $G_Q$ to a directed path connecting the GSOs corresponding to consecutive time instants (windows). Differently, if $k$ indexes patients with a particular disease, then it is reasonable to set $G_Q$ as a complete graph with the strength of the connection $W_{k,k'}$ depending on the similarity between the corresponding patients. The weights in $G_Q$ can be known beforehand or learned from the data after postulating a particular model (see, e.g., [28] for a hierarchical approach). Regarding the form of $d(S^{(k)}; S^{(k')})$, reasonable choices include $\|\text{vec}(S^{(k)}) - S^{(k')})\|_0$ and $\|\text{vec}(S^{(k)} - S^{(k')})\|_1$, which will promote the pair of shifts to have the same sparsity pattern and weights; and $\|\text{vec}(S^{(k)} - S^{(k')})\|_2^2$, which will promote similar weights. Several of these distances have been explored in the context of joint identification of multiple sparse precision matrices $C = S^{-1}$ giving rise to modified graphical lasso formulations using regularized lasso [36], regularized elastic net [37], and regularized $\ell_1,\infty$ group lasso [38].

III. CONVEX SOLUTION AND RECOVERY GUARANTEES

Our goal is to provide an optimization-based solution to Problem 1. Specifically, our approach is to find the sparsest graphs $\{S^{(k)}\}_{k=1}^K$ that satisfy assumptions (AS1) and (AS2) by solving

$$
\min_{\{S^{(k)}\}_{k=1}^K} \sum_k \alpha_k \|\text{vec}(S^{(k)})\|_0 + \sum_{k<k'} \beta_{k,k'} d(S^{(k)}, S^{(k')})
$$

s. t. $C^{(k)}S^{(k)} = S^{(k)}C^{(k)}$, $S^{(k)} \in S^{(k)}$, for all $k$. (2)

In (2), the set $S^{(k)}$ specifies additional properties that $S^{(k)}$ must satisfy, with examples including symmetry, zero diagonal elements (if the GSO is an adjacency matrix with no self-loops), or non-positive off-diagonal elements and $0 = S^{(k)}1$ for the case of a combinatorial Laplacian. Regarding the structure of the objective, the first term promotes sparsity on the GSOs, the second one promotes the proximity postulated in (AS2), and $\{\alpha_k\}$ and $\{\beta_{k,k'}\}$ are parameters that allow a trade-off between the two terms in the objective. Finally, the constraints $C^{(k)}S^{(k)} = S^{(k)}C^{(k)}$ account for (AS1). Specifically, note that stationarity implies that the eigenvectors of the covariance and those of the GSO are the same; hence, the covariance and the shift must commute, as enforced in the constraint. As will be apparent in Section IV, to take into account that in practice we have access to the sample covariance $C^{(k)}$, it is reasonable to relax the equalities in $C^{(k)}S^{(k)} = S^{(k)}C^{(k)}$, with the level of tolerated violation depending on the number of samples available to form the estimates $\hat{C}^{(k)}$.

A. Relaxation for the sparse formulation

Consider the following convex optimization problem

$$
\min_{\{S^{(k)}\}_{k=1}^K} \sum_k \alpha_k \|\text{vec}(S^{(k)})\|_0 + \sum_{k<k'} \beta_{k,k'} \|\text{vec}(S^{(k)} - S^{(k')})\|_1
$$

s. t. $C^{(k)}S^{(k)} = S^{(k)}C^{(k)}$, $S^{(k)} = S^{(k)^T}$, for all $k$

$$
S_{ii}^{(k)} = 0, \text{ for all } \{i,k\}, \sum_{j=1}^N S_{jj}^{(1)} = 1. \quad (3)
$$

Notice that (3) is a relaxed version of (2) where the $\ell_0$-norm has been replaced by the $\ell_1$-norm. Moreover, the distance $d(\cdot, \cdot)$ between the graph shifts was specialized to the $\ell_1$-norm of their difference and the feasibility sets $S^{(k)}$ were selected to represent symmetric adjacency matrices with zeros in the diagonal. Finally, the last constraint in (3) fixes the scale of the recovered graphs and precludes the all-zero solution from belonging to the feasibility set. If we denote by $\{S^{(k)}\}_{k=1}^K$ the solution to (3), we now present conditions under which $\{S^{(k)}\}_{k=1}^K$ is guaranteed to coincide with the corresponding solution $\{\hat{S}^{(k)}\}_{k=1}^K$.

In order to formally define these conditions, a series of definitions must be put in place. First, define matrices $B^{(i,j)} \in \mathbb{R}^{N_i \times N_j}$ for $i < j$ such that $B^{(i,j)}_{i,j} = 1$, $B^{(i,j)}_{i,j} = -1$, and all other entries are zero. Based on this, we denote by $B \in \mathbb{R}^{N \times N}$ a matrix whose rows are the vectorized forms of $B^{(i,j)}$ for all $i, j \in \{1, 2, \ldots, N\}$ where $i < j$. In this way, $B_s(k) = 0$ when $s(k)$ is the vectorized form of a symmetric matrix. Similarly, define vectors $z^{(i,j)} \in \mathbb{R}^K$ for $i < j \leq K$ such that $z^{(i,j)}_k = 1$, $z^{(i,j)}_k = -1$, and all other entries are zero. We build the matrix $Z \in \mathbb{R}^{(N \times N) \times K}$ whose rows are the vectors $z^{(i,j)}$. We consolidate the information of all the covariances $C^{(k)}$ in the block diagonal matrix $\Sigma$ defined as $\Sigma := \text{blockdiag}(-C^{(1)} \oplus C^{(1)}, \ldots, -C^{(K)} \oplus C^{(K)})$ where, we recall, $\oplus$ denotes the Kronecker sum. With $\alpha$ and $\beta$ collecting the values of $\{\alpha_k\}$ and $\{\beta_{k,k'}\}$, respectively, and $D' = \{1, 2, \ldots, N\}^2$ denoting the indices corresponding to the diagonal of an $N \times N$ matrix when vectorized, we define the following two matrices

$$
\Psi := \begin{bmatrix} \text{diag}(\alpha) \\ \text{diag}(\beta)Z \end{bmatrix} \otimes I_{N/2}, \quad \Phi := \begin{bmatrix} I_K \otimes B \\ I_K \otimes I_{N/2} \end{bmatrix} \otimes \bigoplus_{(e_1 \otimes 1_N)^T} \Sigma \bigoplus_{D'} \begin{bmatrix} I_K \otimes Z \end{bmatrix}.
$$

Denote by $J$ the index set of the support of $s^*$, where $s^* \in \mathbb{R}^{KN^2}$ collects the vectorized versions of $\{S^{(k)}\}_{k=1}^K$ and by $\mathcal{T}$ the index set of the support of $\Psi s^*$. With this notation in place, the following result holds.

Theorem 1 Assuming problem (3) is feasible. $\{\hat{S}^{(k)}\}_{k=1}^K = \{S^{(k)}\}_{k=1}^K$ if the following two conditions are satisfied: 1) $\Phi_{J,\mathcal{T}}$ is full row rank; and 2) There exists a constant $\delta > 0$ such that

$$
\gamma := \|\Psi_{J,\mathcal{T}}(\delta^{-2} \Phi_{J,\mathcal{T}}^{\top} \Phi_{J,\mathcal{T}} + \Sigma_{\mathcal{T},\mathcal{T}})^{-1} \Psi_{J,\mathcal{T}}^{\top}\|_\infty < 1. \quad (5)
$$

Proof: Denoting by $s^{(k)} = \text{vec}(S^{(k)})$ for all $k$, problem (3)
can be reformulated as
\[
\min_{\{s^{(k)}\}_{k=1}^K} \sum_k \alpha_k \|s^{(k)}\|_1 + \sum_{k<k'} \beta_{k,k'} \|s^{(k)} - s^{(k')}\|_1 \\
\text{s. t. } (I_N \otimes C^{(k)} - C^{(k)} \otimes I_N)y^{(k)} = 0, \\
B s^{(k)} = 0, \quad [I_N^2 \otimes I_N] y^{(k)} = 0, \quad \text{for all } k \\
(e_1 \otimes I_N)^\top s^{(1)} = 1,
\]
(6)
where, we recall, $s^{(k)}$ belonging to the null space of $B$ ensures that $S^{(k)}$ is symmetric, and the last equality imposes that the first column of $S^{(1)}$ sums up to 1 [cf. last constraint in (5)]. Denoting by $s = [s^{(1)}, \ldots, s^{(K)}]^\top$ and leveraging the definitions in (4), problem (6) can be compactly stated as
\[
\min_{s} \|\Psi s\|_1 \quad \text{s. t. } \Phi s = b,
\]
(7)
where $b$ is a binary vector of length $K((N^2 + N^2 + N) + 1$ with all its entries equal to 0 except for the last one that is 1. Problem (7) is an instance of $\ell_1$-analysis [52]. It can be shown [52] Theorem 1] that the solution to (7) coincides with the sparsest solution $s^*$ if:

a) $\ker(\Psi_T^\top) \cap \ker(\Phi) = \{0\};$

b) There exists a vector $y \in \mathbb{R}^{N^2(K+\frac{K}{2})}$ such that $\Psi_T^\top y \in \Im(\Phi^\top), \ y_T = \text{sign}(\Psi_T s^*),$ and $\|y_T\|_\infty < 1.$

The remainder of the proof is devoted to showing that, if conditions 1) and 2) in the statement of the theorem hold, then a) and b) are satisfied.

We begin by showing that 1) implies a). In order to do this, we first provide some insight on the specific form of $\Psi_T$. Notice that the first $K N^2$ rows of $\Psi$ correspond to the computation of the $\ell_1$-norm cost of each entry of the $K$ graph shifts whereas the last $(\frac{K}{2}) N^2$ rows of $\Psi$ correspond to the cost of a discrepancy between corresponding entries of two different graph shifts. Hence, the rows selected in $\Psi_T$, i.e., the ones not in the support of $\Psi s^*$, belong to two classes: i) among the first $K N^2$ rows, $T'$ selects the rows corresponding to elements in $s^*$ which are $0$; and ii) among the last $(\frac{K}{2}) N^2$, $T'$ selects the rows corresponding to pairs of elements that are repeated in two different graph shifts. Thus, for a generic vector $w \in \mathbb{R}^{K N^2}$ to belong to $\ker(\Psi_T)$ two conditions must be satisfied (associated with the two aforementioned classes): i) if $s^*_i = 0$ then $w_i = 0$; and ii) if $s^*_i = 0$ and $s^*_{i-j} = s^*_{i-j+k}$ for some $k$, $k'$, then $w_i = w_i(k' - 1) N^2 + i = w_i(k' - 1) N^2 + i.$ For a) to be satisfied, we need to guarantee that no such $w_i$ cannot belong to the null space of $\Phi$. A sufficient condition for this is to require that columns $i$ of $\Phi$ associated with values $s^*_i \neq 0$ are linearly independent, which is exactly condition 1) in the theorem’s statement.

The next step is to show that condition 2) implies b). For this, consider the following $\ell_2$ norm minimization problem
\[
\min_{\{\Psi_T \Psi_T^r\}} \delta^2 \|\Psi_T^r\|_2^2 + \|\Psi_T^r\|_2^2 \quad \text{s. t. } \Psi_T^r y = \Phi^T r, \ y_T = \text{sign}(\Psi_T s^*),
\]
(8)
where $\delta$ is a positive tuning constant. Including the term $\delta^2 \|\Psi_T^r\|_2^2$ in the objective guarantees the existence of a closed-form expression for the minimizing argument, while preventing numerical instability when solving the optimization. We now show that the solution $y^*$ of (8) satisfies the requirements imposed in condition b). The two constraints in (8) enforce the fulfillment of the first two requirements in b), hence, we are left to show that $\|y_T^*\|_\infty < 1.$ Since the values of $y_T^*$ are fixed, the constraint $\Psi_T y = \Phi^T r$ can be rewritten as $\Psi_T \text{sign}(\Psi_T s^*) = -\Psi_T y_T^* + \Phi^T \delta^2 r.$ Then, by defining the vector $t := [\delta^2 r, -y_T^*]^\top$ and the matrix $Q := [\delta^2 \Phi^\top, \Psi_T]^\top,$ (8) can be rewritten as
\[
\min_{t} \|t\|_2^2 \quad \text{s. t. } \Psi_T \text{sign}(\Psi_T s^*) = Q t.
\]
(9)
The minimum-norm solution to (9) is given by $t^* = (Q^\top Q)^{\dagger} Q^\top \text{sign}(\Psi_T s^*)$ from where it follows that
\[
y_T^* = -\Psi_T (\delta^{-2} \Phi^T \Phi + \Psi_T^\top \Psi_T)^{-1} \Psi_T \text{sign}(\Psi_T s^*).
\]
(10)
Condition a) guarantees the existence of the inverse in (10). Since $\|\text{sign}(\Psi_T s^*)\|_\infty = 1$, we may bound the $\ell_\infty$ norm of $y_T^*$ as $\|y_T^*\|_\infty \leq \|\Psi_T (\delta^{-2} \Phi^T \Phi + \Psi_T^\top \Psi_T)^{-1} \Psi_T \|_\infty = \gamma.$ Hence, condition 2) in the theorem guarantees $\|y_T^*\|_\infty < 1$ as wanted.

Theorem 1 provides sufficient conditions under which the relaxation in (5) is guaranteed to recover the true sparse GSOs $\{S^{(k)}\}_{k=1}^K$. Numerical experiments in Section IV reveal that the bound imposed on $\gamma$ in (5) is tight by providing examples where $\gamma = 1$ and for which recovery fails. In the statement of the theorem, condition 1) ensures that the solution to (3) is unique, a necessary requirement to guarantee sparse recovery. Condition 2) is derived from the construction of a dual certificate designed to ensure that the unique solution to (3) also has minimum $\ell_0$ (pseudo-)norm [52]. Details within the proof of the theorem reveal why condition 2) is sufficient but not necessary. In a nutshell, the condition guarantees that a specific judicious candidate for the dual certificate (obtained by minimizing a relevant $\ell_2$ norm) satisfies a bound on its $\ell_\infty$ norm. However, when this specific candidate fails, one cannot rule out the existence of better dual certificates that can ensure sparse recovery. To gain further intuition on (5), notice that condition 2) is always satisfied whenever $\Phi^\top \Phi$ is invertible. Indeed, for small values of $\delta$ we have that $\gamma \approx \delta^2 \|\Psi_T (\Phi^\top \Phi)^{-1} \Psi_T^\top\|_\infty$, which can be made smaller than 1 by selecting arbitrarily small values of $\delta$. This should not be surprising since $\Phi^\top \Phi$ being invertible implies that $\Phi$ has full column rank which, in turn, implies that the feasibility set of our problem is a singleton [cf. (7)]. Thus, in this extreme case, the $\ell_1$ relaxation (and any other objective) is guaranteed to recover the true GSOs. Notice that the guarantees for exact recovery provided by Theorem 1 strongly rely on the fact that all constraints in (3) are equality constraints. This, in turn, is enabled by the assumption that we have perfect knowledge of the covariances $C^{(k)}$. Thus, the more practical scenario where the covariances are estimated requires a robust reformulation of the recovery problem, as we discuss next.

IV. ROBUST RECOVERY AND SAMPLE COMPLEXITY

Following the formal description of Problem 1, we do not have access to the covariance matrices $C^{(k)}$ but rather to signals $\{X^{(k)}\}_{k=1}^K$. Hence, we reformulate (3) to account for the fact that we can only have access to sample estimates $\hat{C}^{(k)}$ of the covariances [cf. (1)]. More specifically, the commutativity constraint in (3), $C^{(k)} S^{(k)} = S^{(k)} C^{(k)}$, is relaxed and instead...
we bound the difference between $\hat{C}^{(k)}S^{(k)}$ and $S^{(k)}\hat{C}^{(k)}$, giving rise to the following optimization problem

$$
\min_{\{S^{(k)}\}_{k=1}^K} \sum_{k=1}^K \beta_{k,k'} \| \text{vec}(S^{(k)}) - \text{vec}(S^{(k')} \hat{C}^{(k)}) \|_1
$$

s.t. $\| S^{(k)} \hat{C}^{(k)} - \hat{C}^{(k)} S^{(k)} \|_F^2 \leq \epsilon_n^2$

where the second, third, and fourth constraints correspond to the feasibility conditions in (11). Decomposing $s$ into $s_P$, $s_L$, and $s_U$, we may write the first constraint in (13) as $\| \Sigma^k \|_2 s_P + \| \Sigma^k \|_* s_L + \| s_U \|_2 \leq \epsilon_n$. This enables us to restate (13) only in terms of $s_L$ as follows

$$
\hat{s}_L = \arg\min_{s_L} \| R s_L \|_1
$$

s.t. $\| M s_L \|_2 \leq \epsilon_n$, $(e_1 \otimes 1_{N-1})^T s_L = 1$,

where we have assumed that $N$ is even to simplify the notation in the last constraint in (13). We now introduce a slight variation on problem (14) parametrized by $q > 0$, where we relax the equality constraint as follows

$$
\hat{s}_L^{(q)} = \arg\min_{s_L} \| R s_L \|_1
$$

s.t. $\| M s_L \|_2 \leq \epsilon_n$, $(e_1 \otimes 1_{N-1})^T s_L = 1$, $q \neq 1$,

where $n_\infty$ is selected large enough to ensure feasibility. To formally state this bound, a series of definitions must be put in place.

Recalling that $s^* \in R^{KN^2}$ collects the vectorized versions of the true GSOs, $\{S^{(k)}\}_{k=1}^K$, we denote by $D$, $L$, and $U$ the indices in $s^*$ corresponding to the diagonal, lower triangular, and upper triangular elements of $S^{(k)}$ for $k = 1, \ldots, K$. Analogous to the definition of $\Sigma$, we define the block diagonal $\Sigma$ that combines the sample covariance matrices $C^{(k)}$ as $\Sigma := \text{blockdiag}(C^{(1)} \otimes C^{(1)}, \ldots, C^{(K)} \otimes C^{(K)})$. Define matrices $M := [\Sigma_L]_{ij} + [\Sigma_L]_{ji} \in R^{K(N^2 + K^2)}$, $R := [\Sigma_L]_{ij} \in R^{(K(N^2 + K^2))}$, and let $\sum k n_k = n$. We let $K$ represent the support of $Rs_L$. Finally, we define the constant $\omega := \max_{k=1}^K \omega_k$ where $\omega_k$ := $\text{max}[\text{max}\{\text{vec}(C^{(k)})_{1i}, \text{max}\{S^{(k)}S^{(k)}-C^{(k)}S^{(k)}\}]]$. With this notation in place, we state our main result on the performance of the proposed robust recovery scheme.

**Theorem 2** If the following five conditions are satisfied:

1) $M$ is full column rank.
2) $K = o(\log N)$.
3) $n_1 \gg n_2 \gg \ldots \gg n_K$.
4) $\log N = o(\min[n/(K^2(\log n)^2), (Kn^2)^{1/3}])$.
5) $\epsilon_n \geq C \omega \sqrt{(K\log N)/n}$, for some constant $C > 0$.

Then, with probability at least $1 - e^{-C' \log N}$ for some constant $C' > 0$ we have that

$$
\sum_{k=1}^K \| \text{vec}(S^{(k)}) - \text{vec}(S^{(k)} \hat{C}^{(k)}) \|_1 \leq \gamma_n,
$$

where $\gamma = 4 \sqrt{\|R\|_F^2(\text{vec}(\text{max}(\Sigma)))\|R\|_F^2} \left(2 + \sqrt{|K|}\right)$.

**Proof:** We first state the following lemma, which characterizes the eigenvalues of a matrix after performing a rank-one update and that will be instrumental in showing our main result.

**Lemma 1** Let $C = D + uu^T$ where $D = \text{diag}(d)$ is a diagonal matrix of size $m \times m$ such that $d_i \leq d_{i+1}$. We denote the eigenvalues of $C$ by $\lambda_i$ such that $\lambda_i \leq \lambda_{i+1}$. Then, for $i = 1, \ldots, m - 1$ it holds that $d_i \leq \lambda_i \leq d_{i+1}$.

Recalling that $s = [\text{vec}(S^{(1) \otimes \Gamma})^\top, \ldots, \text{vec}(S^{(K) \otimes \Gamma})^\top]^\top$, we may reformulate (11) as

$$
\min_s \| \text{vec}(\Sigma s) \|_2 \leq \epsilon_n, \quad s_D = 0, \quad s_L = s_{UL}, \quad (e_1 \otimes 1_N)^\top s = 1,
$$
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Consequently, if we show that $2\gamma_{\infty} \leq \gamma$ as defined in (12) the proof concludes. More specifically, we want to show that
\[
\lim_{q \to \infty} \frac{4\sqrt{|K|} \sigma_{\max}(R) \|R\|_1}{\sigma_{\min}(\Phi_q)} \leq \frac{4\sqrt{|K|} \sigma_{\max}(R) \|R\|_1}{\sigma_{\min}(M)} \left(2 + \sqrt{|K|}\right).
\]
(18)

This boils down to showing that $\lim_{q \to \infty} \sigma_{\min}(\Phi_q) \geq \sigma_{\min}(M)$. To prove this, we use Lemma 1. Let us denote the eigendecomposition of the real and symmetric matrix $M = VDV^T$. Notice that the singular values of $M$ are then given by $\sqrt{\lambda_i}$. From the definition of $\Phi_q$, it readily follows that $
abla_i \Phi_q = M^t M + t_q t_q^T$. We may rewrite this equality in a form more amenable to Lemma 1 as $V^T \Phi_q^T \Phi_q V = D + V^T t_q t_q^T V$. Equating $V^T \Phi_q^T \Phi_q V$ to C and $V^T t_q$ to $u$ in Lemma 1, we obtain that $\sigma_{\min}(\Phi_q) \geq \sigma_{\min}(M)$ for all $q > 0$. In particular, $\lim_{q \to \infty} \sigma_{\min}(\Phi_q) \geq \sigma_{\min}(M)$ as we wanted to show, concluding the proof of the theorem.

Theorem 2 provides a high-probability bound on the error incurred when solving (11). The fact that the result is probabilistic in nature is expected. Indeed, since we are estimating the covariances from observed signals, there is always a small chance that the estimates are too noisy to enable approximate recovery of the GSOs. Let us now analyze the five conditions required in the statement of the theorem. Condition 1) is akin to requiring the feasibility set to be a singleton when perfect covariances are available. To see this, notice that if in (4) we make $\epsilon_n = 0$ and $M$ is full column rank, then $S$ is completely determined. Relating this back to Theorem 1 recovery in the noiseless case is guaranteed in this setting [cf. discussion after Theorem 1]. However, the current theorem describes how this recovery degrades with noise in the estimated covariances. Condition 2) imposes the reasonable requirement that the amount of signals observed from each graph is comparable. Intuitively, since our objective is to gain inference power by pooling signals together, the case where only a vanishing number of signals are associated with a specific graph is detrimental to the estimation of that graph. Conditions 2) and 4) impose relations between the size of the graphs $N$, the number of signals available $n$, and the number of graphs $K$. The number of graphs should be small in relation to the number of nodes in each of those graphs [cf. condition 2)] and the number of nodes cannot be too large compared with the number of observed signals [cf. condition 4)]. Condition 5) provides a direct handle on the recovery error by determining the minimum admissible $\epsilon_n$. More precisely, if $\epsilon_n$ is too small then the problem might become infeasible or no approximate solution might be included in the feasibility set. On the other hand, if $\epsilon_n$ is chosen too large then the bound in (12) would be too loose. In this context, condition 5) guides the choice of $\epsilon_n$ so that it is large enough for the result to hold while trying to minimize the upper bound on the estimation error. Consistent with our discussion of condition 1), whenever $n \to \infty$, we have that $\epsilon_n \to 0$ and (12) guarantees a perfect recovery. More interestingly, Theorem 2 reveals the behavior of this error for finite values of $n$. Indeed, for fixed $K$ and $N$, $\epsilon_n$ decreases as $1/\sqrt{n}$ and the only term in $\gamma$ dependent on $n$ is $\sigma_{\min}(M)$. The revealed functional dependence arises in practice, as we illustrate in the next section.

V. NUMERICAL EXPERIMENTS

Through synthetic and real-world graphs, we validate our theoretical claims and illustrate the performance of the proposed method for joint inference of networks.

Conditions for noiseless recovery. In this numerical experiment, we illustrate the theoretical guarantees in Theorem 1 by jointly inferring pairs of networks from perfect knowledge of the covariances of graph stationary processes. More specifically, we generate 500 pairs of graphs where one graph in each pair is generated from an Erdős–Rényi model [24] of size $N = 20$ and edge-formation probability $p = 0.1$, and the other graph is obtained by randomly rewiring 3 edges of the first one. Notice that this procedure ensures that both graphs in each pair are similar, thus motivating our joint inference method. Covariance matrices of stationary processes in each graph are generated randomly by constructing filters $H$ (see Section I-A) of size $L = 3$ with normally distributed coefficients, and then setting $C_x = HH^T$. Our goal is to recover the adjacency matrices of each pair of graphs by solving 500 instances of (3), where we set $\alpha_1 = \alpha_2 = \beta_{1,2} = 1$. For each of these 500 attempts we record whether the recovery was successful or not, whether condition 1 in Theorem 1 was satisfied or not – it was satisfied in all cases –, and the value of $\gamma$ in (5). In Fig. 1a we plot the histogram of $\gamma$ discriminating by recovery performance. The figure clearly depicts the result of Theorem 1 in that, for all cases in which $\gamma < 1$, relaxation (3) achieves perfect recovery. Equally important, Fig. 1a reveals that the bound stated in (5) is tight since some realizations with $\gamma = 1$ led to failed recoveries as indicated by the yellow portion of the bar to the right of the dashed line.

High-probability error bound. We next demonstrate the upper bound for the recovery error in Theorem 2 in the case of fixed nodes $N$ and graphs $K$. We generate one graph from an Erdős–Rényi model with $N = 20$ and edge-formation probability $p = 0.4$, and the remaining $K - 1$ graphs are obtained by rewiring the edges of the first graph with probability $q = 0.3$. Graph filters are constructed as in the previous experiment. In this case, we are demonstrating robust graph inference using sample covariance matrices obtained from an increasing number of observed graph signals. Since $K$ and $N$ are fixed, we would expect the sum of the $\ell_1$-norm recovery errors to be upper bounded by $C/\sqrt{n}$ for a proper choice of the constant $C$ [cf. (12)], where we are neglecting the effect of $n$ on $\sigma_{\min}(M)$. Importantly, the square-root decrease in error should be more conspicuously observed for large $n$, since in this regime the dependence of $\sigma_{\min}(M)$ on the number of observations is indeed negligible. This is observed in practice, as portrayed in Fig. 1b, where we plot the recovery error of $K \in \{2, 5\}$ graphs as the number of signals increases. The error shown in the figure corresponds to the sum in (12) normalized by the $\ell_1$-norm sum of the true GSOs, i.e., $\sum_{k=1}^K \|S(k) - S(k)^*\|_1 / \|\sum_{k=1}^K \|S(k)^*\|_1\|$. In both cases, the normalized $\ell_1$-norm error remains below the $C/\sqrt{n}$ bound, where $C$ is chosen for best fit, and the bound becomes especially tight for large values of $n$.

Joint inference of social networks. Consider three graphs defined on a common set of nodes representing 32 students from the University of Ljubljana in Slovenia. The networks encode different types of interactions among the students, and were built by asking each student to select a group of preferred
college mates for a number of situations, e.g., to discuss a personal issue or to invite to a birthday party\textsuperscript{2}. The considered graphs are unweighted and symmetric, and the edge between \(i\) and \(j\) exists if either student \(i\) picked \(j\) in the questionnaire or vice versa. Notice that the obtained networks are naturally similar to each other since the choices of friends across different situations do not vary greatly. We test the recovery performance of the robust formulation in (11) where the sample covariances are estimated from varying numbers of graph signals, and \(\epsilon_n\) is chosen as small as possible while ensuring feasibility. The graph signals are synthetically generated following covariance matrices obtained from the GSOs as explained in the previous numerical experiment. Fig. 1 portrays the joint recovery errors for the three networks as the number of observed signals varies, and compares them to the corresponding errors obtained from inferring the networks separately. The error of an estimator \(\mathbf{S}\) is quantified as \(\|\mathbf{S} - \mathbf{S}\|_F/\|\mathbf{S}\|_F\), where \(\mathbf{S}\) denotes the true GSO. First notice that for an increasing number of observed signals we see a monotonous decrease in recovery error. For instance, when going from \(10^3\) to \(10^4\) observations the error when inferring Network 1 is (approximately) divided by three. This is expected since a larger number of observations entails a more reliable estimate of the covariance matrix. More interestingly, we see an overall positive effect of the joint inference compared to the corresponding separate inferences. This effect is more conspicuous for Network 2, for which the inference based exclusively on its sample covariance has proven to be more challenging.

Finally, we repeat the above experiment but for three synthetically generated networks that model a scenario where the students choose their college mates completely at random. In this way, the similarity across the networks to be inferred is lost. Consequently, imposing this similarity in the joint inference problem is actually detrimental to the recovery performance as depicted in Fig. 1. Indeed, from the figure it can be seen that for the three networks and for almost any possible number of observed signals the separate inference outperforms the joint method.

\textbf{Senate networks.} The comparison of joint and separate graph inference is also performed with real-world data of U.S. congress roll-call votes \textsuperscript{55}. We observe the votes of 3 congresses, 113th (2013 to 2015), 114th (2015 to 2017), and 115th (2017 to 2019), from 2 senators per state (100 total). All \(K = 3\) congresses are represented as networks, where senator opinions per state are combined for \(N = 50\) nodes shared by each graph. Nodal values for each state consist of the sum of the votes of both senators, where yea, nay, and other cases (such as abstention) are represented by 1, -1, and 0, respectively. The total number of roll-calls (graph signals) for the 113th, 114th, and 115th congresses are respectively 657, 502, and 599. Each state is separated into one of three categories based on the party affiliation of its senators. States are labeled as (i) D if both senators are in the Democratic Party, (ii) R if both senators are in the Republican Party, and (iii) M if senators are from different (mixed) parties.

In the absence of ground-truth senate networks, we deem as true underlying graphs those separately inferred for each congress when considering all the available graph signals. Moreover, to recover graphs on which the observed signals are not only stationary but also smooth, we add a regularization term \(\|\mathbf{S} \circ \mathbf{Z}\|\) to the optimization objective, where \(\mathbf{Z}\) is the pairwise distance matrix \(Z_{ij} = \|x_i - x_j\|_2\), and \(x_i\) contains the value of all signals at the \(i\)-th node; see \textsuperscript{16}. Having established the ground-truth baselines, we perform joint and separate inference from limited observations and compare the estimation accuracy when gradually increasing the number of signals considered in the covariance computation. Subsets are randomly selected from all available votes, and ten trials of randomized subsets are performed to observe their mean behavior; see Fig. 2.

Although the true networks were inferred separately, joint inference of senate networks markedly outperforms separate inference when a limited number of signals are available. This further reinforces our intuition that pooling observations from similar networks is especially relevant in data scarce settings. To better illustrate the difference in the inferred networks, in Figs. 2 through 2 we provide spring layout plots of the true, separately inferred, and jointly inferred networks for congress 114th when 350 signals are observed. For clarity, only the top-200 edges sorted by weight are drawn. From the figures it becomes evident that the joint inference helps preserve the partisan structure of the true network whereas this important network feature is not recovered when performing separate inference.
Fig. 2: (a) Mean recovery error over ten trials for three senate networks as a function of the number of signals considered in the computation of the sample covariance. Joint inference demonstrates less overall recovery error than separate inference of each senate network. (b) True graph of senate network for 114th congress with top-200 edges sorted by weight. Red nodes correspond to states with two Republican senators, blue nodes with two Democratic senators, and yellow nodes with senators from differing parties. (c) Separately recovered senate network for 114th congress with top-200 edges sorted by weight. Network recovery for a limited number of signals shows a mixed structure when each network is estimated alone. (d) Jointly recovered senate network for 114th congress with top-200 edges sorted by weight. A more similar structure to the true graph is observed when joint inference is applied for three similar senate networks.

VI. CONCLUSIONS

We presented a method for jointly estimating multiple graphs from observed graph signals. The inference task was posed as a sparse recovery optimization problem regularized by the differences between the recovered graphs and subject to algebraic constraints derived from the assumption that the observed signals are stationary on the underlying graphs. A convex relaxation of the aforementioned optimization problem was presented and its tightness was shown under sufficient conditions for the case of perfect knowledge on the signal covariances. Furthermore, for the more relevant case where the covariances are estimated, a robust variation of the optimization problem is presented along with a high-probability bound on the recovery error. Finally, the results and intuition discussed throughout the paper were illustrated via numerical experiments on synthetic and real-world data.

Regarding potential avenues for future research, two generalizations of the setting here presented are of special interest. 1) It would be of interest to relax the assumption that we know on which graph each signal is defined. This case would require clustering the signals based on their estimated source graph and, most probably, an iterative formulation where the graphs are inferred and the signals reassigned between the graphs until convergence. 2) It would be of interest to consider setups where the node sets (and their cardinality) are not the same across the graphs to be inferred. The rising popularity of graphons [59] may contribute to solving this setting, where the association of multiple graphs with a graphon presents a potential direction for joint graph inference with the underlying similarity between graphs dictated by the probability of being generated by a common graphon.

APPENDIX A

PROOFS OF CLAIMS 1 AND 2

We first state the following two lemmas that will be used to prove Claim 2.

Lemma 2 [42] Lemma 2] Suppose \( r_1, \ldots, r_n \) are \( K \)-dimensional random vectors satisfying \( \mathbb{E}[r_i] = 0 \) and \( \|r_i\|_2 \leq M \) for \( 1 \leq i \leq n \). We have for any \( s > 0 \) and \( r > s \)

\[
\mathbb{P}\left( \left\| \sum_{i=1}^{n} r_i \right\|_2 \geq r \right) \leq \mathbb{P}\left( \left\| z \right\|_2 \geq (r - s)/\lambda_{\max}^{1/2} \right) + L,
\]

where \( L = c_1 K^{5/2} \exp(-c_2 K^{-5/2}s/M) \), \( \lambda_{\max} \) is the largest eigenvalue of \( \text{Cov}(\sum_{i=1}^{n} r_i) \), \( z \) is a \( K \)-dimensional standard normal random vector and \( c_1, c_2 \) are positive constants.

Lemma 3 Denoting by \( a^{(k)} \) independent realizations of the random variable \( a \sim \mathcal{N}(0, \sigma^2) \), the following tail bound holds

\[
\mathbb{P}\left( \frac{1}{m} \sum_{k=1}^{m} (a^{(k)})^2 - \mathbb{E}[a^2] \geq \sigma^2 t \right) \leq \exp\left( -\frac{m}{8} \min(t^2, t) \right).
\]

Lemma 2 bounds in probability the sum of the norm of bounded random vectors whereasLemma 3 is a standard result about tail bounds of chi-squared random variables. Having introduced these results, we can now show the two claims.

A. Proof of Claim 1

This proof has been partially inspired by [52] Theorem 2. We are first going to show that condition II) guarantees the existence of a vector \( y \in \mathbb{R}^{\left(K + \left(\frac{k}{2}\right)\right)\times 2} \) that will be denominated dual certificate – such that \( R^\top y \in \text{Im}(\Phi_q^\top) \)

\[ y_K = \text{sign}(R_Ks_K^\ast), \]

and \( \|y_K\|_\infty < 1 \). In fact, we show here that we may attain that \( y_K = 0 \). Indeed, consider the vector \( y \) given by

\[ y = I_K^\ast \text{sign}(R_Ks_K^\ast). \]

That \( y_K = \text{sign}(R_Ks_K^\ast) \) and \( \|y_K\|_\infty = 0 \) follow immediately from (21). Moreover, we have that \( R^\top y \in \text{Im}(\Phi_q^\top) \) by realizing that \( R^\top y = \Phi_q^\top \Phi_y (\Phi_q^\top \Phi_y)^{-1} R^\top I_K^\ast \text{sign}(R_Ks_K^\ast) \), where condition II) guarantees the existence of the inverse. Now that we have established the existence of the dual certificate \( y \), it is helpful to notice that \( \|Rs_k^\ast\|_1 = y^\top Rs_k^\ast \).

We are ready to show the bound in (16). Consider an arbitrary vector \( u \in \mathbb{R}^{\left(K + \left(\frac{k}{2}\right)\right)\times 2} \) such that \( \text{supp}(u) \subseteq K \). Letting \( \rho = Rs_k^{(q)} - Rs_k^\ast, \rho_1 = Rs_k^{(q)} - u, \) and \( \rho_2 = Rs_k^\ast - u \), we have that
Moreover, since the support of $\rho_2$ is contained in $K$, we may write that
\begin{align}
\|\rho_2\|_1 &\leq \sqrt{|K|} \|\rho_2\|_2 \\
&\leq \sqrt{|K|} \left( \|\rho_2\|_2 + \sqrt{|K|} \|\rho_1\|_2 \right) \\
&\leq \sqrt{|K|} \sigma_{\max}(R)|s_L^* - s_L^{(q)}|_2 + \sqrt{|K|} \|\rho_1\|_1 \\
&\leq \sqrt{|K|} \frac{\sigma_{\max}(R)}{\sigma_{\min}(\Phi_{\rho})} \left( |\Phi_{\rho}(s_L^* - s_L^{(q)})|_2 + \sqrt{|K|} \|\rho_1\|_1 \right),
\end{align}
where in the third inequality we used that for an arbitrary vector $x$ it holds that $\|x\|_2 \leq \|x\|_1$, and in the last inequality we used that $\|x\|_2 \leq \|Ax\|_2/\sigma_{\min}(A)$, for every full column rank matrix $A$. Condition (II) guarantees the validity of this operation.

We now find an upper bound for $\|\rho_1\|_1$ for the vector $\rho$ that minimizes this norm. More precisely, we want to bound $\xi := \min_{u \in \text{supp}(u) \subseteq K} \|\rho_1\|_1$. We may rewrite the support constraint on $u$ as $I_K \cdot u = 0$. Thus, the Lagrangian $L(u, v)$ of the minimization problem becomes
\begin{equation}
L(u, v) = \|\rho_1\|_1 + v^T I_K \cdot u \\
= \|\rho_1\|_1 + v^T I_K \cdot (u - R_s L^*). \tag{24}
\end{equation}
From duality theory we have that $\xi = \max_{v} \min_{u} L(u, v)$. Moreover, if we define $w := I_K \cdot v$, we have that
\begin{equation}
\xi = \max_{w | \text{supp}(w) \subseteq K^C} \min_{u} \|\rho_1\|_1 + w^T (u - R_s L^*) + w^T R_s L^*. \tag{25}
\end{equation}
By minimizing with respect to $u$, for (25) not to result in $-\infty$, it must be that $\|w\|_{\infty} \leq 1$. Otherwise, if $|w_r| > 1$ for some index $r$, the corresponding entry $u_r$ can take a $-\infty$ value resulting in an unbounded minimization of $\xi$. In the case where $\|w\|_{\infty} \leq 1$, the minimum for $u$ is attained when $u = R_s L^*$. It thus follows that
\begin{equation}
\xi = \max_{w | \text{supp}(w) \subseteq K^C, \|w\|_{\infty} \leq 1} w^T R_s L^*. \tag{26}
\end{equation}
Recalling that $y$ is the previously introduced dual certificate [cf. (21)], we may write that
\begin{equation}
\xi = \max_{w | \text{supp}(w) \subseteq K^C, \|w\|_{\infty} \leq 1} (y + w)^T R_s L^* - y^T R_s L^*. \tag{27}
\end{equation}
Moreover, since $\|y\|_{\infty} = 1$, $\|w\|_{\infty} \leq 1$ and the supports of $y$ and $w$ do not intersect, it readily follows that $\|y + w\|_{\infty} \leq 1$. Consequently, $(y + w)^T R_s L^* \leq R_s L^*$. Substituting this in (27) we obtain that
\begin{equation}
\xi \leq \|R_s L^*\|_1 - y^T R_s L^*. \tag{28}
\end{equation}
Leveraging the fact that $\|R_s L^*\|_1 = y^T R_s L^*$, we may write
\begin{equation}
\xi \leq \|R_s L^*\|_1 - \|R_s L^*\|_1 + y^T R(s_L^* - s_L^{(q)}) \\
\leq y^T R(s_L^* - s_L^{(q)}), \tag{29}
\end{equation}
where the inequality follows from $\|R_s L^*\|_1 \leq \|R_s L^*\|_1$ since $s_L^{(q)}$ is a minimizer of (15) whereas $s_L^*$ is a feasible solution of (15) due to condition (I2). Lastly, since we know that $R^T y$ can be written as $R^T y = \Phi_{\rho}^T q_{\rho} q_{\Phi}^T q_{\Phi}^{-1} R^T I_K^T \text{sign}(R_k s_L^*)$, we may rewrite (29) as (recalling the definition of $\xi$)
\begin{equation}
\|\rho_1\|_1 \leq \|\text{sign}(R_k s_L^*)^T I_K R (\Phi_{\rho}^T q_{\rho} q_{\Phi}^T q_{\Phi}^{-1} R^T I_K^T) [\Phi_{\rho}(s_L^* - s_L^{(q)})]_2 \leq \sqrt{|K|} \frac{\sigma_{\max}(R)}{\sigma_{\min}(\Phi_{\rho})} \|\Phi_{\rho}(s_L^* - s_L^{(q)})\|_2, \tag{30}
\end{equation}
where the second inequality follows from the fact that every positive scalar is equal to its $\ell_2$ norm. By substituting (30) back in (23) and then back in (22), we obtain that
\begin{equation}
\|\rho_1\|_1 \leq \left( 2 + \sqrt{|K|} \right) \frac{\sqrt{|K|} \sigma_{\max}(R)}{\sigma_{\min}(\Phi_{\rho})} \|\Phi_{\rho}(s_L^* - s_L^{(q)})\|_2 \leq \left( 2 + \sqrt{|K|} \right) \frac{\sqrt{|K|} \sigma_{\max}(R)}{\sigma_{\min}(\Phi_{\rho})} \|\Phi_{\rho}(s_L^* - s_L^{(q)})\|_2. \tag{31}
\end{equation}
Two observations are sufficient to obtain (16) from (31). First, notice that since $s_L^*$ and $s_L^{(q)}$ both belong to the feasibility set of (15), we must have that $\|\Phi_{\rho}(s_L^* - s_L^{(q)})\|_2 \leq 2 \epsilon_q$. Second, from compatibility of matrix induced norms and the fact that $R$ is full column rank we have that $\|s_L^* - s_L^{(q)}\|_1 = \|R^T R(s_L^* - s_L^{(q)})\|_1 \leq \|R^T\|_1 \|\rho_1\|_1$.

B. Proof of Claim 2

Since $\sum_{j=1}^{N} S_j^{(1)} = 1$, then $(e_1 \otimes 1_K)^T s^* = 1$. Thus, having that $\|\Phi_{\rho} s_L^* - b_q\|_2 \leq \epsilon_q$ is equivalent to $\|M s_L^*\|_2 \leq \epsilon_q$ for all $q$. From (11) this is equivalent to requiring that $\sum_{k=1}^{K} |S^{(k)} C^{(k)} - C^{(k)} S^{(k)}|^2 \leq \epsilon_q^2$. Hence, we will show that this inequality holds with probability at least $1 - \epsilon_q^2 C^2 / n$ for some constant $C^2 > 0$ when conditions 2-5) in Theorem 2 hold.

Begin by noting that condition 4) in particular implies that $\log N = o(n)$. This will be used throughout the proof. Leveraging the fact that $S^{(k)} C^{(k)} - C^{(k)} S^{(k)}$, and making use of the well-known inequality $(a + b)^2 \leq 2a^2 + 2b^2$, we denote by $T^{(k)} = S^{(k)} C^{(k)} - C^{(k)} S^{(k)}$, $T^{(k)} = S^{(k)} C^{(k)} - C^{(k)} S^{(k)}$, and $T^{(k)} = C^{(k)} S^{(k)} - C^{(k)} S^{(k)}$ so that
\begin{equation}
\left| T_{ij}^{(k)} \right|^2 \leq 2 \left| T_{11}^{(k)} \right|^2 + 2 \left| T_{22}^{(k)} \right|^2 \tag{32}
\end{equation}
for all $i, j$. In terms of the Frobenius norm of interest, this implies that
\begin{equation}
K \sum_{k=1}^{K} \left| T_{ij}^{(k)} \right|^2 \leq N^2 \sum_{k=1}^{K} \left| T_{ij}^{(k)} \right|^2 \leq 2N^2 \sum_{k=1}^{K} \left| T_{11}^{(k)} \right|^2 + 2N^2 \sum_{k=1}^{K} \left| T_{22}^{(k)} \right|^2. \tag{32}
\end{equation}

We now focus bounding $\max_{i, j} \sum_{k=1}^{K} \left| T_{ij}^{(k)} \right|^2$. This is sufficient, since an analogous procedure can be followed to bound the second summand in (32). In order to bound the first summand in (32), we are going to show that the random event
\begin{equation}
A := \left\{ \sum_{k=1}^{K} \left| T_{11}^{(k)} \right|^2 \leq c_2 \omega^2 K \log N \right\}, \tag{33}
\end{equation}
holds with high probability for some constant $c_2 > 0$. Notice that we can regard event $A$ as the intersection of events specific to the entries $(i, j)$, and consider the events
\begin{equation}
A_{ij} := \left\{ \sum_{k=1}^{K} \left| T_{ij}^{(k)} \right|^2 \leq c_2 \omega^2 K \log N \right\}. \tag{34}
\end{equation}
Recall that $X(k) \in \mathbb{R}^{N \times nk}$ contains the signals $x_i(k)$ as columns. We denote as $(z(k))^T \in \mathbb{R}^{nk}$ the $j$-th row of $X(k)$, i.e., the vector collecting the value in the $j$-th position of each of the graph signals associated with the $k$-th GSO. Moreover, for simplicity we will denote by $(s_i(k))^T \in \mathbb{R}^N$ the $i$-th row of $S(k)$. From (1), we then have that
\[
\left[ T_i^k \right]_{ij} = \frac{1}{nk} \left[ \langle s_i(k), X(k) (z_j(k) - E[Z_j(k)^T X(k)] \rangle \right],
\]
where, under a slight abuse of notation, we are now considering $X(k)$ and $z(k)$ as random variables instead of specific realizations. Given that the columns of $X(k)$ are i.i.d., we have that $(y_i(k)^T := (s_i(k)^T X(k) \sim \mathcal{N}(0, (s_i(k)^T C(k) s_i(k)^T I))^T$ and, by definition, $(z_j(k)^T \sim \mathcal{N}(0, [C(k)])_{jj} I)$. It then follows that each term in the sum $(y_i(k)^T z_j(k) = \sum_{t=1}^{nk} (y_i(k)_t)(z_j(k)_t)$, is i.i.d. Leveraging this decomposition, we can write
\[
\left[ T_i^k \right]_{ij} = \frac{1}{nk} \sum_{t=1}^{nk} y_i(t) z_{j,t} - E[y_i(t) z_{j,t}],
\]
where we denote by $y_i(t)$ a scalar random variable representing the elements of $y_i(k)$ (since they are all i.i.d.) and as $z_{j,t}$ a specific realization of this random variable. The same applies for $z_j(k)$ with respect to $z_j(k)$. We denote random variables $w_{i+j,t} = y_i(k) + z_{j,t}$ and $w_{i-k,t} = y_i(k) - z_{j,t}$. By subsequently applying the identity $a b = (a+b)^2 - (a-b)^2$ and the inequality $(a+b)^2 \leq 2a^2 + 2b^2$ we obtain that
\[
\left[ T_i^k \right]_{ij}^2 \leq \frac{1}{8} \frac{1}{nk} \sum_{t=1}^{nk} (w_{i+j,t}^2 - E[(w_{i+j,t})^2])^2 + \frac{1}{8} \frac{1}{nk} \sum_{t=1}^{nk} (w_{i-k,t}^2 - E[(w_{i-k,t})^2])^2.
\]
Observe that, since both $y_i(k)$ and $z_j(k)$ are Gaussian random variables, we have that $w_{i+j,t}$ and $w_{i-k,t}$ are also Gaussian with variance at most $4\omega k$. We define $\rho_k := nk/n$ and, for fixed $i, j$, we define $u_{i,k}(t) := \left( (1/\sqrt{nk}) (w_{i+j,t} - E[w_{i+j,t}])^2 \right)$ if $t < nk$ and $u_{i,k}(t) = 0$ if $t > nk$. Also, let $u_t := (u_{t}^{(1)}, \ldots, u_{t}^{(K)})^T$. By definition, we can then write
\[
\sum_{k=1}^{K} \rho_k \left( \frac{1}{nk} \sum_{t=1}^{nk} (w_{i+j,t}^2 - E[(w_{i+j,t})^2])^2 \right) = \left\| u_t \right\|^2.
\]
Consider now a new event $A'_{ij}$ based on the newly introduced variable $u_t$, namely
\[
A'_{ij} := \left\{ \left\| u_t \right\|^2 \leq c_e^2 \frac{\omega^2 \log N}{n} \right\},
\]
for some constant $c'_e$. We now briefly show that there exists a constant $c'_e$ such that the probability of $A'_{ij}$ occurring is not larger than the probability of occurrence of $A_{ij}$. Indeed, from condition 3) we know that there exists some constant $c_w$ such that $\rho_k \geq c_w / K$. Hence, when $A'_{ij}$ occurs, it is also satisfied that
\[
\sum_{k=1}^{K} \left( \frac{1}{nk} \sum_{t=1}^{nk} (w_{i+j,t}^2 - E[(w_{i+j,t})^2])^2 \right) \leq (c_e^2 / c_w) \omega^2 K \frac{\log N}{n}.
\]
A similar analysis can be used to bound the above expression but for $u_{i-j}$ instead of $u_{i+j}$. Hence, we substitute these bounds in the expression obtained by summing (34) over all $k = 1, \ldots, K$, to see that $A_i,j$ also occurs, where the constant $c$ in $A_{ij}$ depends on $c'_e$ and $c_w$. Consequently, if we show that $\mathbb{P}(A'_i) \geq 1 - c' e^{-c' \log N}$ for some constants $c > 2$ and $c'$, it would then follow that $\mathbb{P}(A_{ij}) \geq 1 - c' e^{-c' \log N}$. Moreover, a union bound over all $(i, j)$ then guarantees the existence of a constant $c' > 0$ such that $\mathbb{P}(A) \geq 1 - e^{-\gamma' \log N}$. It follows from the discussion after (32) that this would complete the proof.

Consequently, we are left to show that under conditions 2)-5) we have that $\mathbb{P}(A'_i) \geq 1 - c' e^{-c' \log N}$ for some constants $c > 2$ and $c'$. The remainder of the proof of Claim 2 is devoted to proving this statement. We are going to prove this by showing that $\mathbb{P}(\neg A'_i) \leq c' e^{-c' \log N}$.

Notice that we cannot directly use Lemma 2 to bound $\left\| \sum_{t=1}^{nk} u_t \right\|_2$, since we would need $\left\| u_t \right\|_2$ to be bounded by some constant $M$. We therefore split $A'_i$ into two subevents and estimate the bound for the probability of each of the two subevents. The basic intuition is that, if we are on the random event
\[
E_a := \left\{ \left| u_t(k) \right| \leq (n \log N)^{-1/2} K^{1/2-a} \omega \right\},
\]
then the $\ell_2$ norm of $u_t$ would always be smaller than $\left\| u_t \right\|_2 \leq M_a := (n \log N)^{-1/2} K^{-1/2} \omega$, (36) where $a$ is a free parameter that will be fixed later in the proof.

In particular, if we split the complement of $A'_i$ as $\mathbb{P}(\neg A'_i) \leq \mathbb{P}(\neg A'_i|E_a) \mathbb{P}(E_a) + \mathbb{P}(\neg E_a)$, (37) we can use Lemma 2 to bound $\mathbb{P}(\neg A'_i|E_a)$ and then use Lemma 3 to bound $\mathbb{P}(\neg E_a)$. Let us introduce a new variable
\[
\hat{u}_t(k) := u_t(k) I \left\{ \left| u_t(k) \right| \leq (n \log N)^{-1/2} K^{1/2-a} \omega \right\}
\]
and $\bar{u}_t := (\hat{u}_t^{(1)}, \ldots, \hat{u}_t^{(K)})^T$. Notice that if we are on the random event $E_a$, then $u_t$ and $\bar{u}_t$ follow the same distribution except for a shift $v_t(k) := E[u_t(k) I \left\{ \left| u_t(k) \right| \leq (n \log N)^{-1/2} K^{1/2-a} \omega \right\}]$. Putting it differently, the distribution of $u_t(k) - \hat{u}_t(k)$ is a constant $\bar{u}_t(k)$ when we are on the random event $E_a$.

We can use Lemma 3 to estimate the scale of $u_t(k)$ with respect to $N$ and $n$. To do this, first notice that $u_t(k)$ is a chi-squared random variable with one degree of freedom. Thus, for some constant $\eta$ we can apply Lemma 3 for $\sigma^2 = \frac{K \omega}{\sqrt{\eta n}}$, $t = \frac{8\eta n}{K \omega}$ and $m = 1$, to obtain the tail bound
\[
\mathbb{P}(u_t(k) \geq l) \leq \exp \left( -\eta \frac{nl}{\sqrt{\eta n}} \right) \text{ with } l > \sqrt{\frac{K \omega}{n}}. \quad (38)
\]
Moreover, since $u_t(k)$ has mean zero for all $t$ and $k$, we have that
\[
\left| \mathbb{E}[u_t(k) I \left\{ \left| u_t(k) \right| \leq (n \log N)^{-1/2} K^{1/2-a} \omega \right\}] \right| = \mathbb{E}[u_t(k) I \left\{ \left| u_t(k) \right| \geq (n \log N)^{-1/2} K^{1/2-a} \omega \right\}]. \quad (39)
\]
It follows from the definition of $u_t^{(k)}$ that $u_t^{(k)} \geq -\rho_k^{1/2}(4\omega/n_k)$. From the fact that $\log N = o(n)$, we have that
\[
\rho_k^{1/2} \frac{4\omega}{n_k} < (\log n)^{-1/2} K^{1/2-a}. \tag{40}
\]
Therefore, combining both previous facts, when $u_t^{(k)}$ satisfies that $|u_t^{(k)}| \geq (\log n)^{-1/2} K^{1/2-a}$, it must be that $u_t^{(k)}$ is positive. Therefore, the right-hand side of (39) can be further rewritten as $\mathbb{E}\left[u_t^{(k)} I \left\{u_t^{(k)} \geq (\log n)^{-1/2} K^{1/2-a}\right\}\right]$, where we have deleted the absolute value of $u_t^{(k)}$. We let $\theta := (\log n)^{-1/2} K^{1/2-a}$ and $\gamma := \eta n^{\frac{1}{12} K^{1/2-a}}$. Consequently, we may bound $|v_t^{(k)}|$ as follows
\[
|v_t^{(k)}| = \mathbb{E}\left[u_t^{(k)} I \left\{u_t^{(k)} \geq (\log n)^{-1/2} K^{1/2-a}\right\}\right] \leq \int_{\theta}^{\infty} \exp(-\gamma t) d\ell = \frac{1}{\gamma} \exp(-\theta) = \sqrt{K} \exp\left(-\frac{1}{n}(\log n)^{1/2} K^{-a}\right),
\]
where we have used (38) in the computation of the expected value. Clearly, $|v_t^{(k)}|$ decays exponentially with respect to $n/\log n$. Therefore, we have that $n|v_t^{(k)}| = o(\sqrt{(\log n)/n})$ for all $k = 1, \ldots, K$. In addition, when we are on the random event $E_a$, we have that $\sum_{t=1}^{n} u_t = \sum_{t=1}^{n} \hat{u}_t + n_k v_t^{(k)}$ and therefore $\left(\sum_{t=1}^{n} u_t^{(k)}\right)^2 / 2 \leq \left(\sum_{t=1}^{n} \hat{u}_t\right)^2 + (n_k v_t^{(k)})^2$. By summing the previous expression over all $k = 1, \ldots, K$, we further have that
\[
\frac{1}{2} \sum_{k=1}^{K} \left(\sum_{t=1}^{n} u_t\right)^2 \leq \sum_{k=1}^{K} \left(\sum_{t=1}^{n} \hat{u}_t\right)^2 + \left(\sum_{t=1}^{n} n_k v_t^{(k)}\right)^2 \tag{41}
\]
By combining (41) with the fact that $n|v_t^{(k)}| = o(\sqrt{(\log n)/n})$ for all $k$, we further have that there exists some $0 < \delta < 1$ such that if we are on the event $E_a$, then $\|\sum_{t=1}^{n} u_t\|_2 \geq \epsilon c_w \frac{\sqrt{\log n}}{n}$. Equivalently, there exists some constant $0 < \delta < 1$ such that, given the event,
\[
B = \left\{\left\|\sum_{t=1}^{n} \hat{u}_t\right\|_2 \geq (1-\delta)c_w \frac{\sqrt{\log n}}{n}\right\},
\]
the following inequality holds
\[
\mathbb{P}(\neg A'_{(k)} | E_a) \mathbb{P}(E_a) \leq \mathbb{P}(B | E_a) \mathbb{P}(E_a) \leq \mathbb{P}(B), \tag{42}
\]
where the second inequality follows readily from Bayes’ theorem. Given that $\hat{u}_t$ is obtained from $u_t$ by cutting the tails, we have that $\lambda_{\max}\{\text{Cov}(\sum_{t=1}^{n} u_t)\} \leq \lambda_{\max}\{\text{Cov}(\sum_{t=1}^{n} \hat{u}_t)\}$. In addition, as $u_t^{(k)}$ are i.i.d. for all $t$, we have that
\[
\lambda_{\max}\{\text{Cov}(\sum_{t=1}^{n} u_t^{(k)})\} = \max\{\text{Var}(\sum_{t=1}^{n} u_t^{(k)})\}
= (n_k \rho_k/n_k^2) \text{Var}(u_t^{(k)}) \leq 16\omega^2/n.
\]
We may thus apply Lemma 2 to further bound (42) by setting $r = (1-\delta)c_w \frac{\sqrt{\log n}}{n}$, $s = \frac{1}{2}(1-\delta)c_w \frac{\sqrt{\log n}}{n}$, $\lambda_{\max} = 16\omega^2/n$ and $M = M_a$ as defined in (50) to get that
\[
\mathbb{P}(B) \leq \mathbb{P}(\|z\|_2 \geq C_s \sqrt{\log N}) + C_3 \exp\left\{\frac{2}{5} \log K - C_4 K^{1/2} \sqrt{\log N}\right\}, \tag{43}
\]
where $C_2$ and $C_4$ are constants that increase with increasing $c_w$ and $z$ is a $K$-dimensional standard normal random vector. Note that the constant $\delta$ is also absorbed into $C_2$ and $C_4$. From condition 2) and the tail bound in Lemma 3 we get that
\[
\mathbb{P}(\|z\|_2 \geq C_2 \sqrt{\log N}) \leq C_1 \exp(-C_2'(\log N - K))
\]
where $C_2'$ is a constant that increases with increasing $c_w$.

Replacing the above expression into (43) we obtain
\[
\mathbb{P}(B) \leq \exp(-C_2' \log N) + C_3 \exp\left\{\frac{2}{5} \log K - C_4 \log N - K^{1/2}\alpha\right\}
\]
where $C_2'$ and $C_4$ are the constants that would increase with the increment of $c_w$. In this case, by choosing $a = 7/2$, with constant $c_w$ big enough, there exists some constant $c_1 > 2$ such that
\[
\mathbb{P}(B) \leq \exp(-c_1 \log N), \tag{44}
\]
Replacing (44) into (43) gives us the sought exponential bound for the first summand in (37). We are now left with the task of finding a bound for $\mathbb{P}(\neg E_a)$. Given event $B'(k) = \left\{|v_t^{(k)}| \geq \left(\frac{K^{1/2-a}}{\log n}\right)^{1/2}\right\}$, from the definition of the event $E_a$ it follows that
\[
\mathbb{P}(\neg E_a) \leq K\left(\max_{1 \leq k \leq K} n_k\right) \max_{1 \leq k \leq K} \mathbb{P}(B'_k). \tag{45}
\]
From (40) we obtain that the probabilities $\mathbb{P}(u_t^{(k)} \geq \left(\frac{K^{1/2-a}}{\log n}\right)^{1/2})$ and $\mathbb{P}(\{u_t^{(k)} \geq \left(\frac{K^{1/2-a}}{\log n}\right)^{1/2}\})$ are the same. Plus, from the tail bound in (38) we get
\[
\mathbb{P}(B'_k) \leq e^{-\eta \sqrt{\frac{n \log n}{K}}} = e^{-\eta \sqrt{\frac{n \log n}{K}}},
\]
where the last equality follows from recalling that we have fixed $a = 7/2$ in order to write (44). Condition 3) guarantees the existence of some constant $c_w$ such that $n_k \leq n c_w/K$ for all $k$, thus
\[
\mathbb{P}(\neg E_a) \leq c_w n e^{-\eta \sqrt{\frac{n \log n}{K}}} \leq c_w e^{\log n - \eta \sqrt{\frac{n \log n}{K}}}. \tag{46}
\]
From condition 4) it follows that $\log n = o(\sqrt{n/(K^2 \log N)})$ and $\log N = o(\sqrt{n/(K^2 \log N)})$, which immediately implies that $\log N = o\left(\sqrt{\frac{n \log n}{K}} - \log n\right)$. Combining this expression with (46) reveals that
\[
\mathbb{P}(\neg E_a) \leq c_w e^{-c_2 \log N}, \tag{47}
\]
for some constant $c_2 > 2$, thus obtaining an exponential bound for the second summand in (37). To conclude, from the combination of (43) and (47) we get that $\mathbb{P}(\neg A'_{(k)}) \leq c w \exp(-c \log N)$ for some $c > 2$, as wanted.
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