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Abstract

We consider the problem of recovering a \(k\)-sparse signal \(\beta_0 \in \mathbb{R}^p\) from noisy observations \(y = X\beta_0 + w \in \mathbb{R}^n\). One of the most popular approaches is the \(l_1\)-regularized least squares, also known as LASSO. We analyze the mean square error of LASSO in the case of random designs in which each row of \(X\) is drawn from distribution \(N(0, \Sigma)\) with general \(\Sigma\). We first derive the asymptotic risk of LASSO for \(w \neq 0\) in the limit of \(n, p \to \infty\) with \(n/p \to \delta \in [0, \infty)\). We then examine conditions on \(n, p, k\) for LASSO to exactly reconstruct \(\beta_0\) in the noiseless case \(w = 0\). A phase boundary \(\delta_c = \delta(\epsilon)\) is precisely established in the phase space defined by \(0 \leq \delta, \epsilon \leq 1\), where \(\epsilon = k/p\). Above this boundary, LASSO perfectly recovers \(\beta_0\) with high probability. Below this boundary, LASSO fails to recover \(\beta_0\) with high probability. While the values of the non-zero elements of \(\beta_0\) do not have any effect on the phase transition curve, our analysis shows that \(\delta_c\) does depend on the signed pattern of the nonzero values of \(\beta_0\) for general \(\Sigma \neq I_{p \times p}\). This is in sharp contrast to the previous phase transition results derived in i.i.d. case with \(\Sigma = I_{p \times p}\) where \(\delta_c\) is completely determined by \(\epsilon\) regardless of the distribution of \(\beta_0\). Underlying our formalism is a recently developed efficient algorithm called approximate message passing (AMP) algorithm. We generalize the state evolution of AMP from i.i.d. case to general case with \(\Sigma \neq I_{p \times p}\). Extensive computational experiments confirm that our theoretical predictions are consistent with simulation results on moderate size system.

1 Introduction

1.1 LASSO phase transition

Consider the problem of recovering a sparse signal \(\beta_0 \in \mathbb{R}^p\) from a under-sampled collection of noisy measurements \(y = X\beta_0 + w\), where the matrix \(X\) is \(n \times p\), the \(p\)-vector \(\beta_0\) is \(k\)-sparse (i.e. it has at most \(k\) non-zero entries), and \(w \in \mathbb{R}^n\) is random noise. One of the most popular approaches for this problem is called LASSO which estimates \(\beta_0\) by solving the following convex optimization problem

\[
\hat{\beta}(\lambda) = \arg \min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \|y - X\beta\|^2 + \lambda \|eta\|_1 \right\}.
\]
In the noiseless case $w = 0$, exact reconstruction of $\beta_0$ through (1) is possible when $n \geq p$ or $\beta_0$ is sufficiently sparse for the case of $n<p$. Knowing the precise limits to such sparsity for the case of $n<p$ is important both for theory and practice.

In the noiseless case, the $\lambda = 0$ limit of (1) is identical to the solution of the following $l_1$ minimization problem

$$
\min \|\beta\|_1, \quad \text{subject to } y = X\beta.
$$

The precise condition under which $\hat{\beta}(\lambda = 0)$ can successfully recover $\beta_0$ has been obtained through large system analysis by letting $n, p, k$ tend to infinity with fixed rates $n/p$ and $k/p$. Let $\epsilon = k/p$ and $\delta = n/p$ denote the sparsity and under-sampling fractions for sampling $\beta_0$ and $y$ according to $y = X\beta_0$. Then $(\delta, \epsilon) \in [0, 1]$ defines a phase space which expresses different combinations of under-sampling $\delta$ and sparsity $\epsilon$. When the elements of the matrix $X$ are generated from i.i.d. Gaussian, the phase space can be divided into two phases: "success" and "failure" by a phase transition curve $\delta = \delta_c(\epsilon)$ which has been explicitly derived in the literature (see e.g. Donoho and Tanner (2005, 2009), Kabashima et al. (2009); Donoho et al. (2009)) as shown by the black curve in Figure 1. Above this curve, LASSO perfectly recovers the sparse signal $\beta_0$ with high probability, i.e. $\hat{\beta}(\lambda = 0) = \beta_0$. Below this curve, the reconstruction fails, i.e. $\hat{\beta}(\lambda = 0) \neq \beta_0$ also with high probability.

**Figure 1:** Phase transition boundary in the plane $(\delta, \epsilon)$ when the matrix $X$ consisting of i.i.d. Gaussian rows $x_i \sim N(0, \Sigma)$. Black curve: $\Sigma = I$. Red curve: $\Sigma$ is block-diagonal with AR(1) block structure $\Sigma_s$, i.e. $\Sigma_{s,ij} = \rho^{|i-j|}$ with block length $s = 2$ and $\rho = -0.9$. Blue curve: $\Sigma$ is block-diagonal with AR(1) block structure, i.e. $\Sigma_{s,ij} = \rho^{|i-j|}$ with block length $s = 2$ and $\rho = 0.9$.

Our aim in this paper is to study the LASSO phase transition under arbitrary covariance dependence, i.e. $X$ consists of i.i.d. Gaussian rows $x_i \sim N(0, \Sigma)$ with general covariance matrix $\Sigma > 0$ and $\Sigma \neq I_{p \times p}$. We present formulas that precisely characterize the LASSO sparsity/undersampling trade-off for arbitrary $\Sigma$. Our numerical results show that LASSO phase transition depends on the form of $\Sigma$. For example, the red and blue curves in Figure 1 correspond to the phase transition boundaries for block-diagonal covariance matrix $\Sigma$ with AR(1) block structure $\Sigma_s$, i.e. $\Sigma_{s,ij} = \rho^{|i-j|}$ with block length $s = 2$ and $\rho = -0.9$ and $\rho = 0.9$ respectively. These results indicate that for a given
sparsity fraction $\epsilon$, the limits of allowable undersampling $\delta_\epsilon(\epsilon)$ of LASSO in the case when $X$ has non-independent entries can be either higher or lower than the corresponding value in the case when $X$ has i.i.d. entries. To the best of our knowledge, this is the first result to illustrate the LASSO phase transition for matrices $X$ that have non-independent entries.

### 1.2 Approximate Message Passing

Our analysis is based on the asymptotic study of mean squared error (MSE) of the LASSO estimator, i.e. the quantity $\|\hat{\beta}(\lambda) - \beta_0\|^2/p$, in the large system limit $n, p \to \infty$ with $n/p = \delta \in [0, \infty)$ fixed. We derive the asymptotic MSE through the analysis of an efficient iterative algorithm first proposed by [Donoho et al.](2009) called approximate message passing (AMP) algorithm. The AMP algorithms can be considered as quadratic approximations of loopy belief propagation algorithms on the dense factor graph corresponding to the LASSO model. A striking property of AMP algorithms is that their high-dimensional per-iteration behavior can be characterized by a one-dimensional recursion termed *state evolution*. The AMP’s state evolution was first conjectured in [Donoho et al.](2009) and subsequently proved rigorously in [Bayati and Montanari](2011) for i.i.d. Gaussian matrices. This result was extended to i.i.d. non-Gaussian matrices in [Bayati et al.](2015) under certain regularity conditions. [Javanmard and Montanari](2013) further extended the AMP’s state evolution to independent but non-identical Gaussian matrices. But there remains the important question of how AMP behaves with non-independent matrices.

In this paper, we establish the AMP’s state evolution for non-independent Gaussian matrices whose fixed points are consistent with the replica prediction derived in [Javanmard and Montanari](2014). On the basis of this result, we first derive the MSE for AMP estimators using the fixed points of state evolution, then we obtain the MSE for LASSO by proving that, in the large system limits, the AMP algorithm converges to the LASSO optimum after enough iterations. Our analysis strategy is similar to the one used in [Bayati and Montanari](2012) for i.i.d. Gaussian matrices. However, our main result cannot be seen as a straightforward extension of the ones in [Bayati and Montanari](2012). In particular, the proofs of some results for non-independent case are much more complicated than for i.i.d. case, and our proof techniques are hence of independent interest, see e.g. the proof of Lemma 1 for the concavity and strict increasing of $\psi$ function defined in (27), the proof of Theorem 2 for deriving the phase transition curve, and the proof of Lemmas 4 and 5 for the structural property of LASSO under dependent designs.

Note that although this study is motivated by the phase transition problem shown in Figure 1 which is restricted to the case when $(\delta, \epsilon) \in [0, 1]$, the AMP and main results derived in Theorem 1 work fine for the entire range $\delta \in [0, \infty)$. The LASSO risk formulas derived in Theorem 1 apply to both noiseless and noisy cases with quite general i.i.d. random error. The phase transition results derived in Theorem 2 are only for the noiseless case. This result can also be generalized to the noisy case and we have some discussion about this in Section 6.

### 1.3 Related work

[Rangan et al.](2009) derived expressions for the asymptotic mean square error of LASSO. Similar results were presented in [Guo et al.](2009); [Javanmard and Montanari](2014). Unfortunately, these results were non-rigorous and were obtained through the famous replica method from statis-
tical physics (Mezard and Montanari, 2009). Some rigorous proofs were given in Barbier and Macris
(2019); Reeves and Pfister (2016); Bayati and Montanari (2012) to show that the replica symmetric
prediction for LASSO is exact. However, all these rigorous proofs are limited to settings with i.i.d. Gaussian measurement matrices.

By now a large amount of empirical and theoretical studies have been conducted to understand the phase transitions of regularized reconstruction exhibited by different algorithms. In the noiseless case, the phase transition curve based on (2) was explored in Donoho and Tanner (2005) utilizing techniques of combinatorial geometry for entries of $X$ being i.i.d. Gaussians. The AMP algorithm was proposed in Donoho et al. (2009) which produces the same phase transition curve. It has been proved in Bayati and Montanari (2012) that the limit of AMP estimate corresponds to the solution of LASSO in the asymptotic settings. Statistical physics methods were used to study $l_q$ ($0 < q < 1$) based reconstruction methods in Kabashima et al. (2009). Zheng et al. (2017) and Weng et al. (2018) studied the phase transition for $l_q$ penalized least square in the case of $0 < q < 1$ and $1 < q \leq 2$ respectively. Krzakala et al. (2012) replaced the $l_1$ regularization with a probabilistic approach and studied its phase transition. Donoho et al. (2013) derived phase transition of AMP for a wide class of denoisers. In noisy case, Donoho et al. (2011) studied the noise sensitivity phase transition of LASSO through deriving the minimax formulation of the asymptotic MSE. Zheng et al. (2017); Weng et al. (2018) studied the phase transition of $l_q$-regularized least squares using higher order analysis of regularization techniques. The phase transition in generalized linear models for i.i.d. matrices was characterized in Barbier et al. (2019). Maleki et al. (2013) generalized AMP to complex approximate message passing methods and used it to study phase transitions for compressed sensing with complex vectors.

Most of the above results are for i.i.d. Gaussian matrices and some of them are for independent but non-identical Gaussian matrices. This paper performs the phase transition analysis of LASSO under dependent Gaussian matrices. We derive the basic relation between minimax MSE and the phase-transition boundary in the sparsity-undersampling plane. We adopt the message passing analysis whose state evolution allows to determine whether AMP recovers the signal correctly, by simply checking whether the MSE vanishes asymptotically or not. Most closely related to the current paper are results by Wainwright (2009) that derives the sharp thresholds for LASSO sparsity recovery in the case of random designs in which each row of $X$ is drawn from a broad class of Gaussian ensembles $N(0, \Sigma)$. However, the major difference is that Wainwright (2009) only provides the necessary and sufficient conditions for the recovery of sparsity pattern, while we focus on the recovery of complete signal including both signed support and magnitude. Recently, based on Gordon’s inequality, Celentano et al. (2020) derived the LASSO risk under non-standard Gaussian design for i.i.d. Gaussian random error, i.e. $w_i \overset{i.i.d.}{\sim} N(0, \sigma^2_w)$. But they didn’t study the phase transition problem and also we don’t have Gaussian restriction here for random error $w$.

2 LASSO risk

The Gaussian random design model for linear regression is defined as follows. We are given $n$ i.i.d. pairs $(y_i, x_i), \cdots, (y_n, x_n)$ with $y_i \in \mathbb{R}$, $x_i \in \mathbb{R}^p$, and $x_i \sim N(0, \Sigma)$ for some positive definite $p \times p$ covariance matrix $\Sigma \succ 0$. Further, $y_i$ is a linear function of $x_i$, plus noise

$$y_i = x_i^T \beta + w_i,$$
where \( w_i \overset{i.i.d.}{\sim} p_w \) with mean 0 and variance \( \sigma_w^2 \), and \( \beta_0 \in \mathbb{R}^p \) is a vector of parameters to be estimated. The special case \( \Sigma = I_{p \times p} \) is usually referred to as standard Gaussian design model. In matrix form, letting \( y = (y_1, \ldots, y_n)^T, w = (w_1, \ldots, w_n)^T, \) and denoting by \( X \) the matrix with rows \( x_1^T, \ldots, x_n^T \), we have

\[
y = X\beta_0 + w.
\]

In this paper, our approach is based on the LASSO estimator

\[
\hat{\beta} = \text{argmin}_{\beta} C(\beta),
\]

where

\[
C(\beta) = \frac{1}{2}\|y - X\beta\|^2 + \lambda\|\beta\|_1.
\]

We will consider sequences of instances of increasing sizes. The sequence of instances \( \{\beta_0(p), w(p), \Sigma(p), X(p)\} \) parameterized by \( p \) is said to be a converging sequence if \( \beta_0(p) \in \mathbb{R}^p, w(p) \in \mathbb{R}^n, \Sigma(p) \in \mathbb{R}^{p \times p}, X(p) \in \mathbb{R}^{n \times p} \) with \( n = n(p) \) is such that \( n/p \to \delta \in (0, \infty) \), and in addition the following conditions hold:

1. The empirical distribution of the entries of \( \beta_0(p) \) converges weakly to a probability measure \( p_{\beta_0} \) on \( \mathbb{R} \) with bounded second moment. Further \( \sum_{i=1}^p \beta_{0,i}(p)^2/p \to E_{p_{\beta_0}}\{\beta_0^2\} \).
2. The empirical distribution of the entries of \( w(p) \) converges weakly to a probability measure \( p_w \) on \( \mathbb{R} \) with \( \sum_{i=1}^n w_i(p)^2/n \to \sigma_w^2 < \infty \).
3. For any \( v \in \mathbb{R}^p, \|v\|_\Sigma^2 = O(\|v\|^2) \) and \( \|v\|_{\Sigma_1}^2 = O(\|v\|^2), \) where \( \|v\|^2 = v^T \Sigma v \).
4. The rows of \( X(p) \) are drawn independently from distribution \( N(0, \frac{1}{n} \Sigma(p)) \).
5. The sequence of functions

\[\mathcal{E}^{(p)}(a, b) = \frac{1}{p} E \min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \|\beta - \beta_0(p) - \sqrt{a_1} \Sigma(p)^{-1/2} z_1 \|^2_{\Sigma(p)} + b \|\beta\|_1 \right\}(4)\]

admits a differentiable limit \( \mathcal{E}(a, b) \) on \( [0, \infty) \times [0, \infty) \) with \( \frac{\partial \mathcal{E}^{(p)}(a, b)}{\partial a} \to \frac{\partial \mathcal{E}(a, b)}{\partial a} \) and \( \frac{\partial \mathcal{E}^{(p)}(a, b)}{\partial b} \to \frac{\partial \mathcal{E}(a, b)}{\partial b} \), where \( z \sim N(0, I_{p \times p}) \) is independent of \( \beta_0(p) \).
6. For any \( a_1, b_1, a_2, b_2 \in [0, \infty) \) and any \( 2 \times 2 \) positive definite matrix \( S \), the following limit exists and is finite

\[\lim_{p \to \infty} \frac{1}{p} \left\langle \hat{\beta}_1^{(p)}, \hat{\beta}_2^{(p)} \right\rangle,
\]

where \( \left\langle \cdot, \cdot \right\rangle \) is the standard scalar product and

\[
\hat{\beta}_1^{(p)} = \text{argmin}_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \|\beta - \beta_0(p) - \sqrt{a_1} \Sigma(p)^{-1/2} z_1 \|^2_{\Sigma(p)} + b_1 \|\beta\|_1 \right\},
\]

\[
\hat{\beta}_2^{(p)} = \text{argmin}_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \|\beta - \beta_0(p) - \sqrt{a_2} \Sigma(p)^{-1/2} z_2 \|^2_{\Sigma(p)} + b_2 \|\beta\|_1 \right\},
\]

where \( (z_1, z_2) \sim N(0, S \otimes I_{p \times p}) \) and is independent of \( \beta_0(p) \).
Conditions 1 and 2 have appeared in Bayati and Montanari (2012) which indicate that the entries of $\beta_0$ and $w$ are drawn i.i.d. from certain distributions with bounded second order moment. Note that the entries of $w$ are not necessarily normal. Denote $\lambda_{\min}(\Sigma(p))$ and $\lambda_{\max}(\Sigma(p))$ the smallest and largest eigenvalues of $\Sigma(p)$ respectively, then Condition 3 is equivalent to that $1/\lambda_{\min}(\Sigma(p)) = O(1)$ and $\lambda_{\max}(\Sigma(p)) = O(1)$. Condition 5 indicates that the covariance matrix should satisfy such conditions that the $l_1$ penalized quadratic loss function specified in (4) has a differentiable limit, i.e. the derivative over $a, b$ and the limit of $p$ are exchangeable. It is worth stressing that Conditions 5 and 6 are satisfied by a larger family of covariance matrices. For instance, based on law of large number, it can be proved that it holds for block-diagonal matrices $\Sigma$ as long as the blocks have bounded length and the block’s empirical distribution converges. This condition has also appeared in Javanmard and Montanari (2014) and it ensures the existence of large dimensional limits of some functions such as (6), (10), and (12) that will be used in describing the main results of Theorems 1 and 2. It also allows us to exchange the order of operations such as taking limit and derivative over these functions.

In order to present our main result, for any $\theta > 0$ and $\Sigma \succ 0$, we need to introduce the soft-thresholding operation $\eta_{\theta} : \mathbb{R}^p \to \mathbb{R}^p$ which is defined as

$$\eta_{\theta}(v) = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \| \beta - v \|_{\Sigma}^2 + \theta \| \beta \|_1 \right\}.$$  

Then for a converging sequence of instances, we can define the function

$$\psi(\tau^2, \theta) = \sigma_w^2 + \lim_{p \to \infty} \frac{1}{p} \mathbb{E} \left( \| \eta_{\theta}(\beta_0 + \tau \Sigma^{-1/2} z) - \beta_0 \|_{\Sigma}^2 \right),$$

where $z \sim N(0, I_{p \times p})$ is independent of $\beta_0$. Notice that the function $\psi$ depends implicitly on the law $p_{\beta_0}$.

Condition 5 allows us to verify the existence of the limit in (6). Toward this end, we start from (4) and have

$$\mathcal{E}^{(p)}(\tau^2, \theta) = \frac{1}{p} \mathbb{E} \left\{ \frac{1}{2} \| \hat{\beta} - \beta_0 - \tau \Sigma^{-1/2} z \|_{\Sigma}^2 + \theta \| \hat{\beta} \|_1 \right\},$$

where $\hat{\beta} = \eta_{\theta}(\beta_0 + \tau \Sigma^{-1/2} z)$. In order to take derivative over $\tau^2$ and $\theta$, we need to conduct integrals over $z \in \mathbb{R}^p$. We first divide the $p$-dimensional space into regions such that $\hat{\beta}$ is differentiable in each region and continuous across the entire space (see Figure 7 for a simple 2-dimensional illustration). Then the derivative of $\mathcal{E}^{(p)}(\tau^2, \theta)$ involves the explicit derivative inside each region and integrals over the boundaries among different regions over $p - 1$-dimensional measure. According to Stokes’s theorem, as in Theorem 1 of Baddeley (1977), we conclude that the boundary effects are canceled and have no contribution due to the continuity of $\beta$ (see detailed discussion in A.6). Further note that, according to the definition of $\hat{\beta}$, the derivative of the integrand in (7) over $\hat{\beta}$ is 0, therefore we only need to consider the explicit dependance of the integrand on $\tau^2$ and $\theta$ in deriving the corresponding
derivatives. We obtain
\[
\frac{\partial E^{(p)}(\tau^2, \theta)}{\partial \tau^2} = -\frac{1}{2\rho_0} E \left\langle \hat{\beta} - \beta_0, \Sigma^{1/2} z \right\rangle + \frac{1}{2}, \quad (8)
\]
\[
\frac{\partial E^{(p)}(\tau^2, \theta)}{\partial \theta} = \frac{1}{p} E \| \hat{\beta} \|_1. \quad (9)
\]
From Condition 5, all the limits of \(E^{(p)}(\tau^2, \theta), \frac{\partial E^{(p)}(\tau^2, \theta)}{\partial \tau^2}, \text{ and } \frac{\partial E^{(p)}(\tau^2, \theta)}{\partial \theta}\) exist, therefore, \(\lim_{p \to \infty} \frac{1}{p} E \left( \| \hat{\beta} - \beta_0 \|_1^2 \right)\)
also exists, which is just the right hand side of (6). Taking \(\beta_0 = 0\), we immediately obtain that the limit of the following equation (10) also exists.

We choose \(\theta = \alpha \tau\), then we have the following result in order to establish a calibration mapping between \(\alpha\) and \(\lambda\).

**Proposition 1.** Define function
\[
f(\alpha) \equiv \lim_{p \to \infty} \frac{1}{p} E \left( \| \eta_{\alpha}(\Sigma^{-1/2} z) \|_2^2 \right). \quad (10)
\]
Then the equation \(f(\alpha) = 1\) has a unique solution denoted by \(\alpha_{\min}(\delta)\) when \(\delta < 1\). Then for any \(\delta \geq 1\) or \(\delta < 1\) and \(\alpha > \alpha_{\min}(\delta)\), the fixed point equation
\[
\tau^2 = \psi(\tau^2, \alpha \tau) \quad (11)
\]
adopts a unique solution.

We then define a function \(\lambda \to \lambda(\alpha)\) on \((\alpha_{\min}(\delta), \infty)\) by
\[
\lambda(\alpha) = \alpha \tau_*(\alpha) \left\{ 1 - \lim_{p \to \infty} \frac{1}{p} E \left[ \text{div} \eta_{\alpha \tau_*(\alpha)}(\beta_0 + \tau_*(\alpha) \Sigma^{-1/2} z) \right] \right\}, \quad (12)
\]
where the divergence of the vector field is defined as \(\text{div} \eta_{\theta}(v) = \sum_{j=1}^p \frac{\partial \eta_{\theta}(v)}{\partial v_j}\). This function defines a correspondence between \(\alpha\) and \(\lambda\). The existence of the limit of (11) can be obtained from the existence of the limit of \(\frac{\partial E^{(p)}(\tau^2, \theta)}{\partial \tau^2}\) in (8) following by integration by parts. In the following we will need to invert this function and define \(\lambda \to \lambda(\alpha)\) on \((0, \infty)\) in such a way that
\[
\alpha(\lambda) \in \{ a \in (\alpha_{\min}, \infty) : \lambda(a) = \lambda \}. \quad (13)
\]
The next result implies that the function \(\lambda \to \alpha(\lambda)\) is well defined.

**Proposition 2.** The function \(\alpha \to \lambda(\alpha)\) is continuous on the interval \((\alpha_{\min}, \infty)\) and for any given \(\lambda\) there exist a unique \(\alpha\) such that \(\lambda(\alpha) = \lambda\).

For two sequences (in \(n\)) of random variables \(x_n, y_n\), write \(x_n \overset{P}{\approx} y_n\) when their difference convergences in probability to 0, i.e. \(x_n - y_n \overset{P}{\to} 0\). For any \(m \in \mathbb{N}_{>0}\), we say a function \(\varphi : \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R}\) is pseudo-Lipschitz if there exist a constant \(L > 0\) such that for all \(x, y \in \mathbb{R}^m\):
\[
|\varphi(x, y)| \leq L (1 + \|x\| + \|y\|) \|x - y\|. \quad \text{A sequence (in \(m\)) of pseudo-Lipschitz functions \(\{\varphi_m\}_{m \in \mathbb{N}_{>0}}\) is called uniformly pseudo-Lipschitz if, denoting by \(L_m\) is the pseudo-Lipschitz constant, we have \(L_m < \infty\) for each \(m\) and \(\sup_{m \to \infty} L_m < \infty\). Note that the input and output dimensions of each \(\varphi_m\) can depend on \(m\). We call any \(L > \sup_{m \to \infty} L_m\) a pseudo-Lipschitz constant of the sequence. We can now state our main result.
Theorem 1. Let \(\{\beta_0(p), w(p), \Sigma(p), X(p)\}_{p \in \mathbb{N}}\) be a converging sequence of instances. Denote \(\hat{\beta}(\lambda)\) the LASSO estimator for instance \(\{\beta_0(p), w(p), \Sigma(p), X(p)\}\) with \(\lambda > 0\) and \(P\{\beta_0(p) \neq 0\} > 0\). For any sequence \(\varphi_p : \mathbb{R}^p \times \mathbb{R}^p \to \mathbb{R}, p \geq 1\), of uniformly pseudo-Lipschitz functions, we have
\[
\varphi_p(\hat{\beta}(\lambda), \beta_0) \overset{p}{\approx} E \varphi_p(\eta_{\theta}(\beta_0 + \tau_\star \Sigma^{-1/2}z), \beta_0)
\]
where \(z \sim N(0, I_{p \times p})\) is independent of \(\beta_0 \sim p_{\beta_0}, \tau_\star = \tau_\star(\alpha(\lambda)), \text{ and } \theta_\star = \alpha(\lambda)\tau_\star(\alpha(\lambda))\).

Using function \(\varphi_p(a, b) = \frac{1}{p}\|a - b\|^2\), we obtain LASSO MSE \(\frac{1}{p}\|\hat{\beta}(\lambda) - \beta_0\|^2\) which can be used to evaluate competing optimization methods on large scale applications. Using Theorem 1 we get
\[
\frac{1}{p}\|\hat{\beta}(\lambda) - \beta_0\|^2 \overset{p}{\approx} \frac{1}{p}E\|\eta_{\theta}(\beta_0 + \tau_\star \Sigma^{-1/2}z) - \beta_0\|^2,
\]
where \(z \sim N(0, I_{p \times p})\) is independent of \(\beta_0 \sim p_{\beta_0}, \tau_\star = \tau_\star(\alpha(\lambda)), \text{ and } \theta_\star = \alpha(\lambda)\tau_\star(\alpha(\lambda))\).

Therefore, for fixed \(\lambda\), LASSO MSE explicitly depends on \(\tau_\star^2\) which can be obtained by solving the fixed point equation \(\tau_\star^2 = \psi(\tau_\star, \alpha(\lambda))\) together with (12). Closer to the spirit of this paper, Javanmard and Montanari (2014) non-rigorously derived the LASSO MSE under the same setting considered here using the replica method from statistical physics. The present paper is rigorous and putting on a firmer basis this line of research.

3 Phase transition of LASSO under dependence

Note that the LASSO risk results based on Theorem 1 work fine for entire \(\sigma_w^2, \delta \in [0, \infty)\). To study phase transition, we only need to consider \(\delta \in [0, 1]\) and evaluate the results in the noiseless setting \(\sigma_w^2 = 0\) and understand the extend to which (3) accurately recovers \(\beta_0\) under this setting. Consider a class of distributions \(\mathcal{F}_\epsilon\) whose mass at zero is equal to \(1 - \epsilon\), i.e.
\[
\mathcal{F}_\epsilon \equiv \{p_{\beta_0} : p_{\beta_0}(\{0\}) = 1 - \epsilon\}.
\]

When the matrix \(X\) has i.i.d. Gaussian elements, i.e. \(\Sigma = I_{p \times p}\), phase space \(0 \leq \delta, \epsilon \leq 1\) can be divided into two components, or phases, separated by a curve \(\delta_c = \delta(\epsilon)\), which does not depend on the actual distribution of \(p_{\beta_0}\) and can be explicitly computed. Above this curve, LASSO perfectly recovers the sparse signal \(\beta_0\) with high probability. Below this curve, we have \(\hat{\beta} \neq \beta_0\) with high probability.

For non-standard Gaussian design, i.e. \(\Sigma \neq I_{p \times p}\), we need to consider a more general class of distributions \(\mathcal{F}_{\epsilon, \Delta}\) defined as
\[
\mathcal{F}_{\epsilon, \Delta} \equiv \left\{p_{\beta_0} : p_{\beta_0}(\{0\}) = 1 - \epsilon \text{ and } \frac{|p_{\beta_0}(\{\geq 0\}) - p_{\beta_0}(\{< 0\})|}{p_{\beta_0}(\{\geq 0\}) + p_{\beta_0}(\{< 0\})} = \Delta \right\}.
\]

Here we introduce an extra parameter \(\Delta = \frac{|P(\beta_0 > 0) - P(\beta_0 < 0)|}{P(\beta_0 > 0) + P(\beta_0 < 0)}\) which represents the positive-negative asymmetry for the nonzero components of \(\beta_0\). Clearly, \(0 \leq \Delta \leq 1\), and if \(\Delta = 0\), we have \(P(\beta_0 > 0) = P(\beta_0 < 0)\), i.e. \(\beta_0\) has positive and negative nonzero components with equal probability.
We denote by \([p] = \{1, \ldots, p\}\) the set of first \(p\) integers. For a subset \(I \subseteq [p]\), we let \(|I|\) denote its cardinality. For an \(p \times p\) matrix \(\Sigma\) and set of indices \(I \subseteq [p]\), \(J \subseteq [p]\), we use \(\Sigma_{IJ}\) to denote the \(|I| \times |J|\) sub-matrix formed by rows in \(I\) and columns in \(J\). Likewise, for a vector \(\beta \in \mathbb{R}^p\), \(\beta_I\) is the restriction of \(\beta\) to indices in \(I\). The following Theorem shows that, under general covariance \(\Sigma\), the phase transition curve exists and depends on the asymmetry parameter \(\Delta\).

**Theorem 2.** Let \(\{\beta_0(p), w(p), \Sigma(p), \bar{X}(p)\}_{p \in \mathbb{N}}\) be a converging sequence of instances and \(w(p) = 0\). Assume \(p\beta_0 \in \mathcal{F}_{\epsilon, \Delta}\). Then the phase space \(0 \leq \delta, \epsilon \leq 1\) can be divided into two components separated by a curve \(\delta_c = \delta(\epsilon)\). Above this curve, LASSO algorithm (3) perfectly recovers the sparse signal \(\beta_0\) with high probability, i.e. \(\frac{1}{p}\|\hat{\beta}(\lambda) - \beta_0\| \to 0\) after appropriately choosing the tuning parameter \(\lambda\). Below this curve, we have \(\hat{\beta} \neq \beta_0\) with high probability. For fixed \(\epsilon\), the \(\delta_c\) is determined by

\[
\delta_c = \inf_{\alpha} M(\epsilon, \Delta, \alpha),
\]

where

\[
M(\epsilon, \Delta, \alpha) = \lim_{p \to \infty} \frac{1}{p} \mathbb{E} \left\{ \left( (\Sigma^{1/2} z)_A - \alpha \text{sign}(\hat{\beta}_A) \right)^T \Sigma^{-1} (\Sigma^{1/2} z)_A - \alpha \text{sign}(\hat{\beta}_A) \right\},
\]

where the active set \(A = B \cup \bar{B}\) with \(B = \{j : \beta_{0,j} \neq 0\}\) and \(\bar{B}\) the active set of LASSO problem

\[
\hat{\beta} = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \| \bar{Y} - \bar{X}\beta \|_2^2 + \alpha \|\beta\|_1 \right\}
\]

with

\[
\bar{X} = (\Sigma_{BB}^{-1} - \Sigma_{BB} \Sigma_{BB}^{-1} \Sigma_{BB})^{1/2},
\]

\[
\bar{Y} = \bar{X}^{-1} \left( (\Sigma^{1/2} z)_B - \Sigma_{BB} \Sigma_{BB}^{-1} (\Sigma^{1/2} z)_B - \alpha \text{sign}(\beta_{0,B}) \right),
\]

where \(\bar{p} = |B^c|\) and \(z \sim N(0, I_{p \times p})\) is independent of \(p\beta_0\).

Note that all the nonzero components of \(\beta_0\) contribute to function \((16)\). Some zero components also have contribution if they are selected by the LASSO problem \((17)\). Theorem \(2\) shows that the LASSO phase transition is independent of the actual distribution of \(p\beta_0\) but depends on the positive-negative asymmetry of the nonzero components of \(\beta_0\), i.e. depends on \(\epsilon_+ = \#\{\beta_0 > 0\}/p\) and \(\epsilon_- = \#\{\beta_0 < 0\}/p\) with \(\epsilon = \epsilon_+ + \epsilon_-\) and \(\Delta = (\epsilon_+ - \epsilon_-)/U(\epsilon_+ + \epsilon_-)\).

The following two Corollaries provide the explicit phase transition curves for two special covariance matrices.

**Corollary 1.** For \(\Sigma = I_{p \times p}\), the LASSO phase transition curve is determined by

\[
\delta = \frac{2\varphi(\alpha)}{\alpha + 2\varphi(\alpha) - 2\alpha \Phi(-\alpha)},
\]

\[
\epsilon = \frac{2\varphi(\alpha) - 2\alpha \Phi(-\alpha)}{\alpha + 2\varphi(\alpha) - 2\alpha \Phi(-\alpha)},
\]

\[\text{with } \varphi(x) = (1 + \Phi(x))^2 - 1, \Phi(x) = \frac{1}{\sqrt{2\pi}} \int_0^x e^{-t^2/2} dt.\]
This is equivalent to the result provided in [Donoho et al. (2009)] based on techniques of combinatorial geometry.

**Corollary 2.** For block-diagonal matrix $\Sigma$ with block $\begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}$, the LASSO phase transition curve is determined by

$$
\begin{align*}
\delta &= \epsilon^2 A(\alpha, \Delta) + \epsilon (1-\epsilon) B(\alpha) + (1-\epsilon)^2 C(\alpha), \\
\epsilon &= \frac{2C'(\alpha) - B'(\alpha) + \sqrt{B'(\alpha)^2 - 4 \frac{\partial A(\alpha, \Delta)}{\partial \alpha} C'(\alpha)}}{2\left( \frac{\partial A(\alpha, \Delta)}{\partial \alpha} - B'(\alpha) + C'(\alpha) \right)}, \\
\end{align*}
$$

where

$$
A(\alpha, \Delta) = 1 + \frac{\alpha^2}{2} \left( \frac{1 + \Delta^2}{1 - \rho^2} \right),
$$

$$
B(\alpha) = B_1(\alpha) + B_2(\alpha) + B_3(\alpha),
$$

$$
C(\alpha) = C_1(\alpha) + C_2(\alpha) + C_3(\alpha) + C_4(\alpha),
$$

where

$$
\begin{align*}
B_1(\alpha) &= E(\xi_1 - \alpha)^2 I(|\xi_2 - \rho \xi_1 + \rho \alpha| \leq \alpha) + E(\xi_2 - \alpha)^2 I(|\xi_1 - \rho \xi_2 + \rho \alpha| \leq \alpha), \\
B_2(\alpha) &= E(\xi_1 - \alpha)^2 + (\xi_2 - \alpha)^2 - 2\rho(\xi_1 - \alpha)(\xi_2 + \alpha) \left\{ I(\xi_2 - \rho \xi_1 + \rho \alpha \geq \alpha) \\
& \quad + I(\xi_1 - \rho \xi_2 + \rho \alpha \geq \alpha) \right\}, \\
B_3(\alpha) &= E(\xi_1 - \alpha)^2 + (\xi_2 + \alpha)^2 - 2\rho(\xi_1 - \alpha)(\xi_2 + \alpha) I(\xi_2 - \rho \xi_1 + \rho \alpha \leq -\alpha) \left\{ I(\xi_2 - \rho \xi_1 + \rho \alpha \leq -\alpha) \\
& \quad + I(\xi_2 - \rho \xi_1 + \rho \alpha \leq -\alpha) \right\}, \\
C_1(\alpha) &= E(\xi_1 - \alpha)^2 I(|\xi_2 - \rho \xi_1 + \rho \alpha| \leq \alpha) I(\xi_1 \geq \alpha) \\
& \quad + E(\xi_1 + \alpha)^2 I(|\xi_2 - \rho \xi_1 + \rho \alpha| \leq \alpha) I(\xi_1 \leq -\alpha), \\
C_2(\alpha) &= E(\xi_2 - \alpha)^2 I(|\xi_1 - \rho \xi_2 + \rho \alpha| \leq \alpha) I(\xi_2 \geq \alpha) \\
& \quad + E(\xi_2 + \alpha)^2 I(|\xi_1 - \rho \xi_2 + \rho \alpha| \leq \alpha) I(\xi_2 \leq -\alpha), \\
C_3(\alpha) &= E(\xi_1 - \alpha)^2 + (\xi_2 - \alpha)^2 - 2\rho(\xi_1 - \alpha)(\xi_2 + \alpha) I(\xi_1 - \rho \xi_2 + \rho \alpha \geq \alpha) \left\{ I(\xi_1 - \rho \xi_2 + \rho \alpha \geq \alpha) \\
& \quad + I(\xi_1 - \rho \xi_2 + \rho \alpha \geq \alpha) \right\}, \\
C_4(\alpha) &= E(\xi_1 + \alpha)^2 + (\xi_2 + \alpha)^2 - 2\rho(\xi_1 + \alpha)(\xi_2 - \alpha) I(\xi_1 - \rho \xi_2 + \rho \alpha \leq -\alpha) \left\{ I(\xi_1 - \rho \xi_2 + \rho \alpha \leq -\alpha) \\
& \quad + I(\xi_1 - \rho \xi_2 + \rho \alpha \leq -\alpha) \right\}.
\end{align*}
$$
where
\[
\begin{align*}
\xi_1 &= \frac{\sqrt{1+\rho + \sqrt{1-\rho}}}{2} z_1 + \frac{\sqrt{1+\rho - \sqrt{1-\rho}}}{2} z_2, \\
\xi_2 &= \frac{\sqrt{1+\rho - \sqrt{1-\rho}}}{2} z_1 + \frac{\sqrt{1+\rho + \sqrt{1-\rho}}}{2} z_2,
\end{align*}
\]
and \((z_1, z_2) \sim N(0, I_{2 \times 2})\).

For general \(\Sigma\), it is difficult to derive closed form analytic result for \(\delta_c\) due to the complicated expression of (16) and LASSO problem (17). We provide Monte Carlo based numerical solutions in following section.

4 Numerical illustration

In this section, we present some numerical studies to support our theoretical results in Section 2 and Section 3. Our studies are based on simulations on finite size systems of moderate dimensions. We compute asymptotic LASSO risks and compare them with simulation results in Section 4.1. In Section 4.2, we verify our theoretical prediction on LASSO phase transition through Monte Carlo simulations. In Section 4.3, we study the dependence of LASSO phase transition on the covariance structure \(\Sigma\) and positive negative asymmetrical parameter \(\Delta\) under various settings.

We consider block-diagonal covariance matrix with AR(1) block structure. For this choice, we can easily verify that Condition 5 is satisfied with limit
\[
\lim_{p \to \infty} E(\rho)(a, b) = \frac{1}{s} E \left\{ \frac{1}{2} \left\| \hat{\beta} - \beta_0 - \sqrt{a} \Sigma_s^{-\frac{1}{2}} z \right\|^2_{\Sigma_s} + b \|\hat{\beta}\|_1 \right\}, \tag{23}
\]
where \(\Sigma_s\) is the block matrix with length \(s\) and \(\hat{\beta} = \eta_b(\beta_0 + \sqrt{a} \Sigma_s^{-\frac{1}{2}} z)\) with covariance matrix \(\Sigma_s\) and \(z \sim N(0, I_{s \times s})\). Similarly, we can verify that Condition 6 is also satisfied. We use \(s = 2, 10, 20, 50\) in our numeric studies.

4.1 LASSO risk

We compute LASSO risk using (14) with \(\tau^*_2\) determined by solving the fixed point equation of \(\tau^2 = \psi(\tau^2, \alpha(\lambda) \tau)\), where \(\alpha(\lambda)\) is defined in (13). We use the bisection method to numerically solve the non-linear equation \(f(\tau^2) = \tau^2 - \psi(\tau^2, \alpha \tau) = 0\).

For each setting, we generate 100 data sets with \(p = 400\) consisting of design matrix \(X \sim N(0, \Sigma)\) and measurement vector \(y = X \beta_0 + w\) obtained from independent signal vector \(\beta_0\) and independent noise vector \(w\). For each data set, we obtain the LASSO optimum estimator \(\hat{\beta}(\lambda)\) using \textit{glmnet}, an efficient package for fitting lasso or elastic-net regularization path for linear and generalized linear regression models. For each case, the dependence of MSE as a function of tuning parameter \(\lambda\) is plotted as shown in Figure 3. Here the random error \(w_i \overset{i.i.d.}{\sim} N(0, 1)\) and the magnitude for nonzero components of \(\beta_0\) are sampled from uniform \([1, 2]\). The agreement is remarkably good already for \(p, n\) of a few hundred.
Figure 2: LASSO MSE as a function of the regularization parameter $\lambda$ compared to the asymptotic prediction. The solid curves represent theoretical prediction using (14) and the error bars are summaries over 100 simulated data with $p = 400$. Here the covariance matrix is block-diagonal with AR(1) block structure $\Sigma_{s,ij} = \rho^{\mid i-j \mid}$ with $s = 2$ and $\rho = 0.5$. The under-sampling $\delta = 1$ and the sparsity $\epsilon = 0.15$. Left panel is for $\Delta = 0$ and right panel is for $\Delta = 1$.

4.2 Phase transition verification

For noiseless case, we compare the theoretical phase transition with the empirical one estimated by applying the following optimization algorithm to simulated data.

$$
\text{minimize} \| \beta \|_1, \\
\text{subject to } y = X\beta.
$$

Using the similar procedure as in Donoho et al. (2009), we first fix a grid of 31 $\epsilon$ values between 0.05 and 0.95. For each $\epsilon$, we consider a series of $\delta$ values between $\max(0, \delta_c(\epsilon) - 0.2)$ and $\min(1, \delta_c(\epsilon) + 0.2)$, where $\delta_c(\epsilon)$ is the theoretically expected phase transition based on Theorem 2. We then have a grid of $\delta, \epsilon$ values in parameter space $[0, 1]^2$. At each $\delta, \epsilon$, we generate $m = 100$ problem instances $(X, \beta_0)$ with size $p = 500$. Then $y = X\beta_0$. For the $i$th problem instance, we obtain an output $\hat{\beta}_i$ by using the rq.lasso.fit function in package rqPen to the $i$th simulated data. We set the success indicator variable $S_i = 1$ if $\|\hat{\beta}_i - \beta_0\|_2 \leq 10^{-4}$ and $S_i = 0$ otherwise. Then at each $(\delta, \epsilon)$ combination, we have $S = \sum_{i=1}^m S_i$.

We analyze the simulated data-set to estimate the phase transition. At each fixed value of $\epsilon$ in our grid, we model the dependence of $S$ on $\delta$ using logistic regression. We assume that $S$ follows a binomial $B(\pi, 100)$ distribution with logit($\pi$) = $a + b\delta$. We define the phase transition as the value of $\delta$ at which the success probability $\pi = 0.5$. In terms of the fitted parameters $\hat{a}, \hat{b}$, we have the estimated phase transition $\hat{\delta}(\epsilon) = -\hat{a}/\hat{b}$. Figure 3 shows that the agreement between the estimated phase transition curve based on the simulated finite-size systems and the analytical curve based on asymptotic theorem is remarkably good. We have tried different distributions for the random error $w$ and nonzero components of $\beta_0$ and found that our phase transition results are dependent of those choices as illustrated by Theorem 2.
Figure 3: Compare the theoretical phase transition curve with the one determined by simulation studies with $p = 500$. Here the covariance matrix is based on AR(1) model with $\rho = 0.5$. The black curves represent the theoretical estimations while the red curves represent the simulation results. Left panel is for $\Delta = 0$ and right panel is for $\Delta = 1$.

4.3 Phase transition under different dependent settings

In this section, we study the dependence of phase transition on the block length $s$, correlation coefficient $\rho$, and asymmetric coefficient $\Delta$. Figure 4 shows the change of phase transition boundaries with the block length $s$ for fixed $\Delta = 1$ and $\rho$. As $s$ increases, the boundary moves further away from the i.i.d. boundary. For large $s$, in order to make a perfect recovery, less samples are needed under positive correlation $\rho = 0.9$ and more samples are needed under negative correlation $\rho = -0.9$. When $s$ is big enough, e.g. $s = 20$, the boundaries only change slightly for further increasing of $s$.

Figure 5 shows the dependence of phase transition on $\rho$ for fixed $s = 2$ and $\Delta$. If the distribution of $\beta_0$ is positive-negative symmetric, i.e. $\Delta = 0$, the boundaries are almost independent of $\rho$ and very close to the Donoho-Tanner phase transition observed in Donoho and Tanner (2009) as illustrated by the left panel of Figure 5. If the distribution of the nonzero components of $\beta_0$ is highly skewed, e.g. $\Delta = 1$, the phase transition curves fall below the Donoho-Tanner phase transition curve for $\rho > 0$ and above it for $\rho < 0$. As is clear from the right panel of Figure 5 for asymmetrically distributed signal $\beta_0$, the performance can be improved by increasing the correlation of covariance matrix $\Sigma$.

The phase transition curves for different $\Delta$ with fixed $\rho$ are exhibited in Figure 6. For positive correlation, at the same sparsity level $\epsilon$, the number of measurements $\delta$ that is required for successful recovery decreases as we increase $\Delta$ as shown by the left panel of Figure 6. For negative correlation, the conclusion is opposite as shown by the right panel of Figure 6.

5 Proof of the main results

We prove Theorem 1 using the limiting distribution of the approximate message passing (AMP) estimator. The AMP algorithm is a recently developed efficient iterative algorithm for solving the optimization problem (3). In order to define AMP algorithm, we need to use the soft-thresholding operation $\eta_\theta : \mathbb{R}^p \rightarrow \mathbb{R}^p$ defined in (5). For an arbitrary sequence of thresholds $\{\theta_t\}_{t \geq 0}$, the AMP
Figure 4: The values of $\delta_c(\epsilon)$ as a function of $\epsilon$ for several different values of block length $s$ with fixed $\Delta = 1$. Here the block covariance matrix is based on AR(1) model with $\Sigma_{s,ij} = \rho^{|i-j|}$. Left panel is for $\rho = 0.9$ and right panel is for $\rho = -0.9$.

Figure 5: The values of $\delta_c(\epsilon)$ as a function of $\rho$ with fixed $s = 2$ and $\Delta$. Left panel is for $\Delta = 0$ and right panel is for $\Delta = 1$. 
Figure 6: The dependence of the phase transition curve on $\Delta$ for fixed $s = 2$ and $\rho$. Left panel is for $\rho = 0.9$ and right panel is for $\rho = -0.9$.

constructs a sequence of estimates $\beta^t \in \mathbb{R}^p$, and residuals $z^t \in \mathbb{R}^p$, according to the iteration

$$
\beta^{t+1} = \eta_{\theta_t}(\Sigma^{-1}X^Tz^t + \beta^t),
$$
$$
z^t = y - X\beta^t + \frac{1}{p\delta}z^{t-1}\text{div}\eta_{\theta_{t-1}}(\Sigma^{-1}X^Tz^{t-1} + \beta^{t-1}),
$$

(24)

where $\text{div}\eta_{\theta}(v)$ is the divergence of the soft thresholding function. The algorithm (24) is mainly designed for theoretical analysis rather than practical use due to the fact that $\Sigma$ is usually unknown. The following proposition shows the relation between the fixed-point solution of AMP algorithm (24) and the optimization solution of LASSO problem (3).

**Proposition 3.** Any fixed point $\beta^t = \beta^\star, z^t = z^\star$ of the AMP iteration (24) with $\theta_t = \theta^\star$ is a minimizer of the LASSO cost function (3) with

$$
\lambda = \theta^\star \left\{ 1 - \frac{1}{p\delta} \text{div}\eta_{\theta^\star}(\Sigma^{-1}X^Tz^\star + \beta^\star) \right\}.
$$

(25)

For a converging sequence of instances $\{\beta_0(p), w(p), \Sigma(p), X(p)\}$, the asymptotic behavior of the recursion (24) can be characterized as follows. Define the sequence $\{\tau^2_t\}_{t \geq 0}$ by setting $\tau^2_0 = \sigma_w^2 + \lim_{p \to \infty} E\{\|\beta_0\|^2_{\Sigma}\}/(p\delta)$ (for $\beta_0 \sim p_{\beta_0}$) and letting, for all $t \geq 0$:

$$
\tau^2_{t+1} = \psi(\tau^2_t, \theta_t),
$$

(26)

where the function $\psi(\cdot, \cdot)$ is defined in (6) which depends implicitly on the law $p_{\beta_0}$. The next proposition shows that the behavior of AMP can be tracked by the above one dimensional recursion which was often referred to as state evolution.

**Proposition 4.** Let $\{\beta_0(p), w(p), \Sigma(p), X(p)\}_{p \in \mathbb{N}}$ be a converging sequence of instances and let sequence $\varphi_p : \mathbb{R}^p \times \mathbb{R}^p \to \mathbb{R}$, $p \geq 1$ be uniformly pseudo-Lipschitz functions. Then

$$
\varphi_p(\beta^{t+1}, \beta_0) \approx E\varphi_p(\eta_{\theta_t}(\beta_0 + \tau_t\Sigma^{-1/2}z), \beta_0),
$$

where $z \sim N(0, I_{p \times p})$ is independent of $\beta_0 \sim p_{\beta_0}$ and the sequence $\{\tau_t\}_{t \geq 0}$ is given by the recursion (26).
In order to establish the connection with LASSO, a specific policy has to be chosen for the thresholds \( \{ \theta_t \}_{t \geq 0} \). Throughout this paper we will take \( \theta_t = \alpha \tau_t \) with \( \alpha \) is fixed. The sequence \( \{ \tau_t \}_{t \geq 0} \) is given by the recursion

\[
\tau_{t+1}^2 = \psi(\tau_t^2, \alpha \tau_t).
\] (27)

We prove Theorem 3 by proving the following result.

**Theorem 3.** Assume the hypothesis of Theorem 1. Let \( \hat{\beta}(\lambda; p) \) be the LASSO estimator for instance \( \{ \beta_0(p), w(p), \Sigma(p), X(p) \} \) and denote by \( \{ \beta^t(\alpha; p) \}_{t \geq 0} \) the sequence of estimators produced by AMP algorithm (24) with \( \theta_t = \alpha(\lambda) \tau_t \), where \( \alpha(\lambda) \) is the calibration mapping between \( \alpha \) and \( \lambda \) defined in (13) and \( \tau_t \) is updated by the recursion (27). Then

\[
\lim_{t \to \infty} \lim_{p \to \infty} \frac{1}{p} \| \beta^t(\alpha; p) - \hat{\beta}(\lambda; p) \|^2 = 0.
\]

As mentioned by Bayati and Montanari (2012), Theorem 3 requires taking the limit of infinite dimensions \( p \to \infty \) before the limit of an infinite number of \( t \to \infty \).

6 **Discussion**

This paper focuses on the behavior of LASSO for learning the sparse coefficient vector in high-dimensional setting. We rigorously analyze the asymptotic behavior of LASSO for nonstandard Gaussian design models where the row of design matrix \( X \) are drawn independently from distribution \( N(0, \Sigma) \). We first obtain the formula for the asymptotic mean square error (AMSE) characterized through a series of non-linear equations. Then we present an accurate characterization of the phase transition curve \( \delta_c = \delta(\epsilon) \) for separating successful from unsuccessful reconstruction of \( \beta_0 \) by LASSO in the noiseless case \( y = X \beta_0 \). Our results show that the values of the non-zero elements of \( \beta_0 \) do not have any effect on the phase transition curve. However, for general \( \Sigma \), the phase boundary \( \delta_c \) not only depends on the sparsity coefficient \( \epsilon \) but also depends on the signed sparsity pattern of the nonzero components of \( \beta_0 \). This is in sharp contrast to the result for i.i.d. case where \( \delta_c \) is completely determined by \( \epsilon \) regardless of the distribution of \( \beta_0 \).

Zheng et al. (2017) shows that, in the noiseless setting, the \( l_q \)-regularized least squares exhibits the same phase transition for every \( 0 \leq q < 1 \) and this phase transition is much better than that of LASSO. However, in the noisy setting, there is a major difference between the performance of \( l_p \)-regularized least squares with different values of \( q \). For instance, \( q = 0 \) and \( q = 1 \) outperform the other values of \( q \) for very small and very large measurement noises. Weng et al. (2018) further reveals some of the limitations and misleading features of the phase transition analysis. To overcome these limitations, they propose the small error analysis for \( l_q \)-regularized least squares to describe when phase transition analysis is reliable. Donoho et al. (2013) applied the AMP framework to a wider range of shrinkers including firm shrinkage and minimax shrinkage. Particularly, they show that the phase transition curve for AMP firm shrinkage and AMP minimax shrinkage are slightly better than that for LASSO.

An interesting future research direction is to generalize the results derived in Zheng et al. (2017); Weng et al. (2018); Donoho et al. (2013) from the case of \( \Sigma = I_{p \times p} \) to the case of \( \Sigma \neq I_{p \times p} \). Our goal is to provide more accurate comparison for different regularizers in general setting for \( \Sigma \). One
of the major challenges in this direction is to establish the correspondence between regularized least square methods and specific AMP algorithms.  

Rangan (2011) introduces a class of generalized approximate message passing (GAMP) algorithms that cope with the case where the noisy measurement vector \( y \) can be non-linear function of the noiseless measurement \( X \beta_0 \). Barbier et al. (2019) evaluate the asymptotic behavior of GLAM in standard Gaussian setting and locate the associated sharp phase transitions separating learnable and nonlearnable regions in phase space. Another interesting future direction is to generalize these GLM results from the case of i.i.d. design matrix to the case of general design matrix.

This work deals with the phase transition in noiseless case. For i.i.d. design matrix, Donoho et al. (2011) studied the phase transition behavior in the noisy case by introducing a quantity called noise sensitivity which is proportional to the mean-squared error of LASSO estimator. They found a boundary curve in the phase space \( 0 \leq \epsilon, \delta \leq 1 \) such that the noise sensitivity is bounded above the curve and unbounded below the curve. This phase boundary is identical to the phase transition curve in the noiseless case for i.i.d. design. We plan to investigate if there is a similar phenomenon for LASSO phase transition with non-zero noise under non-i.i.d. design.
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A Proofs

A.1 Proof of Proposition 3

Proof. First we need to prove that the fixed-point of iteration (24) is a solution of (3). Toward this end, the first equation of (24) implies that 

\[
\Sigma \{ \beta_* - (\Sigma^{-1} X^T z_* + \beta_*) \} + \theta_* \partial \| \beta_* \|_1 = 0.
\]

Therefore 

\[
X^T z_* = \theta_* \partial \| \beta_* \|_1.
\]

The second equation of (24) implies that 

\[
(1 - \omega_*) z_* = y - X \beta_*,
\]

where 

\[
\omega_* = \frac{1}{\rho \delta} \text{div} \eta_{\theta_*} (\Sigma^{-1} X^T z_* + \beta_*).
\]

Therefore 

\[
X^T (y - X \beta_*) = \theta_* (1 - \omega_*) \partial \| \beta_* \|_1,
\]

which is the solution of (3) for appropriately choosing tuning parameter \( \lambda = \theta_* (1 - \omega_*) \).
A.2 Proof of Proposition 4

Proof. Since the entries of $X$ are not i.i.d. normal, we do transformation $\tilde{X} = X\Sigma^{-1/2}$ and consider a different problem from (3)

$$\hat{\beta} = \arg\min_\beta \tilde{C}(\beta),$$

where

$$\tilde{C}(\beta) = \frac{1}{2}\|y - \tilde{X}\hat{\beta}\|^2 + \lambda\|\Sigma^{-1/2}\hat{\beta}\|_1.$$  

Here the design matrix $\tilde{X}$ has i.i.d. normal entries but the penalty term is not component-wise. The AMP algorithm for solving $\tilde{\beta}$ in (29) constructs a sequence of estimates $\tilde{\beta}^t \in \mathbb{R}^p$, and residuals $z^t \in \mathbb{R}^n$, according to the iteration

$$\tilde{\beta}^{t+1} = \tilde{\eta}_\theta(\tilde{X}^Tz^t + \tilde{\beta}^t),$$

$$z^t = y - \tilde{X}\tilde{\beta}^t + \frac{1}{p_0}z^{t-1}\text{div}\tilde{\eta}_\theta(\tilde{X}^Tz^{t-1} + \tilde{\beta}^{t-1}),$$

initialized with $\tilde{\beta}^0 = 0 \in \mathbb{R}^p$, where

$$\tilde{\eta}_\theta(v) = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2}\|\beta - v\|^2 + \theta\|\Sigma^{-1/2}\beta\|_1 \right\}.$$  

Comparing (31) and (5), we have

$$\tilde{\eta}_\theta(v) = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2}\|\Sigma^{-1/2}\beta - \Sigma^{-1/2}v\|^2 + \theta\|\Sigma^{-1/2}\beta\|_1 \right\} = \Sigma^{1/2}\eta_\theta(\Sigma^{-1/2}v).$$

Substituting $\beta = \Sigma^{-1/2}\tilde{\beta}$ into (30), the AMP update for $\beta^{t+1}$ is

$$\beta^{t+1} = \Sigma^{-1/2}\tilde{\beta}^{t+1} = \Sigma^{-1/2}\tilde{\eta}_\theta(\tilde{X}^Tz^t + \tilde{\beta}^t) = \eta_\theta(\Sigma^{-1/2}(\tilde{X}^Tz^t + \tilde{\beta}^t)) = \eta_\theta(\Sigma^{-1/2}X^Tz^t + \beta^t)$$

$$z^t = y - X\beta^t + \frac{1}{p_0}z^{t-1}\text{div}\theta(\Sigma^{-1/2}(\tilde{X}^Tz^{t-1} + \tilde{\beta}^{t-1}))$$

which is equal to the AMP (24) constructed for solving the original problem (3).

The asymptotic property of AMP algorithm (30) has been established in Berthier et al. (2019). It can be verified that the assumptions (C1)-(C6) of Theorem 14 in Berthier et al. (2019) are satisfied for the AMP iteration problem (30) by using the Conditions 1-6 introduced in the definition of converging sequences. More specifically, assumption (C1) is trivial. Assumptions (C3) and (C4) can be implied by Conditions 1 and 2 respectively. Assumption (C2) is satisfied due to the fact that both $1/\lambda_{\text{min}}(\Sigma)$
and $\lambda_{max}(\Sigma)$ are bounded. Assumptions (C5) and (C6) can be implied by Condition 6. Applying Theorem 14 in Berthier et al. (2019), for any sequence $\tilde{\varphi}_p : (\mathbb{R}^p)^2 \rightarrow \mathbb{R}$, $p \geq 1$, of uniformly pseudo-Lipschitz functions, we obtain

$$\tilde{\varphi}_p \left( \tilde{\beta}^{t+1}, \tilde{\beta}_0 \right) \approx E\tilde{\varphi}_p \left( \tilde{\eta}_t (\tilde{\beta}_0 + \tau_t z), \tilde{\beta}_0 \right),$$

(32)

where $z \sim N(0, I_{p \times p})$ is independent of $\tilde{\beta}_0$ and $\tau_t$ is determined by the following state evolution recursion

$$\tau_0^2 = \sigma_w^2 + \frac{1}{p\delta} E\|\tilde{\beta}_0\|^2,$$
$$\tau_{t+1}^2 = \sigma_w^2 + \frac{1}{p\delta} E \left( \|\tilde{\eta}_t (\tilde{\beta}_0 + \tau_t z) - \tilde{\beta}_0\|^2 \right),$$

where $\tilde{\beta}_0 = \Sigma^{1/2}\beta_0$.

Define sequence of functions: $\tilde{\varphi}_p(x, y) = \varphi_p \left( \Sigma^{-1/2}x, \Sigma^{-1/2}y \right)$ which is also uniformly pseudo-Lipschitz due to the fact that $\Sigma^{-1/2}$ is well-conditioned. Therefore, the distributional limit of $\beta^{t+1} = \Sigma^{-1/2}\tilde{\beta}^{t+1}$ can be described by

$$\varphi_p \left( \beta^{t+1}, \beta_0 \right) = \varphi_p \left( \Sigma^{-1/2}\tilde{\beta}^{t+1}, \Sigma^{-1/2}\tilde{\beta}_0 \right) = \varphi_p \left( \tilde{\beta}^{t+1}, \tilde{\beta}_0 \right) \approx E\varphi_p \left( \tilde{\eta}_t (\tilde{\beta}_0 + \tau_t z), \tilde{\beta}_0 \right) = E\varphi_p \left( \tilde{\eta}_t (\Sigma^{-1/2}(\tilde{\beta}_0 + \tau_t z)), \Sigma^{-1/2}\tilde{\beta}_0 \right) = E\varphi_p \left( \tilde{\eta}_t (\Sigma^{-1/2}(\tilde{\beta}_0 + \tau_t z)), \beta_0 \right) = E\varphi_p \left( \tilde{\eta}_t (\beta_0 + \tau_t \Sigma^{-1/2}z), \beta_0 \right).$$

A.3 Proof of Proposition 1

Proof. In order to prove Proposition 1, we need the following Lemma.

Lemma 1. For any fixed $\alpha > 0$, the function $\psi(\tau^2, \alpha \tau)$ is strictly increasing and concave with respect to $\tau^2$.

We first prove that $f(\alpha) = 1$ has a unique solution when $\delta < 1$. From the definition (5), we get

$$\eta_\alpha(\Sigma^{-1/2}z) = \hat{\beta}$$
$$= \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2}\beta - \Sigma^{-1/2}z\beta + \frac{1}{p\delta} E\|\tilde{\eta}_t (\tilde{\beta}_0 + \tau_t z) - \tilde{\beta}_0\|^2 \right\},$$

(33)

which is equivalent to the solution of LASSO problem with $X = \Sigma^{1/2}$, $y = z$, and $\lambda = \alpha$. It can be easily verified that $f(\alpha) = \frac{1}{p\delta} E\|\hat{y}\|^2 = \frac{1}{p\delta} E\|X\hat{\beta}\|^2$ with $f(0) = 1/\delta$ and $f(\infty) = 0$. Thus in order
to find unique solution of \( f(\alpha) = 1 \), it is enough if we can prove that \( f(\alpha) \) is a strictly decreasing function. Denote \( A = \{ j : \beta_j \neq 0 \} \) the active set of LASSO solution \( \beta \). From (33), we obtain
\[
\Sigma(\hat{\beta} - \Sigma^{-1/2} \mathbf{z}) + \alpha \partial \| \hat{\beta} \|_1 = 0,
\]
which implies
\[
\Sigma_{AA}(\hat{\beta}_A - (\Sigma^{-1/2} \mathbf{z})_A) - \Sigma_{AA^c}(\Sigma^{-1/2} \mathbf{z})_{A^c} + \alpha \text{sign}(\hat{\beta}_A) = 0.
\]
Taking derivative over \( \alpha \) on both side, we obtain
\[
\Sigma_{AA} \frac{\partial \hat{\beta}_A}{\partial \alpha} + \text{sign}(\hat{\beta}_A) + h(\alpha, \mathbf{z}) = 0,
\]
where \( h(\alpha, \mathbf{z}) \) is the contribution from the changing of active set \( A \) with \( \alpha \). Since \( \| \eta_\alpha(\Sigma^{-1/2} \mathbf{z}) \|_\Sigma^2 \) is continuous across the entire space \( \mathbf{z} \in \mathbb{R}^p \), according to the discussion before (49) in Section A.6, the term \( h(\alpha, \mathbf{z}) \) disappears after taking expectation over \( \mathbf{z} \). Therefore
\[
\frac{df(\alpha)}{d\alpha} = \frac{2}{p^2} \mathbb{E} \left( \hat{\beta}_A^T \Sigma \frac{\partial \hat{\beta}_A}{\partial \alpha} \right) = -\frac{2}{p^2} \mathbb{E} \left( \hat{\beta}_A^T \text{sign}(\hat{\beta}_A) \right) < 0,
\]
and we prove that \( f(\alpha) \) is a decreasing function from \( 1/\delta \) to 0 as \( \alpha \) increasing from 0 to \( \infty \). Hence \( f(\alpha) = 1 \) has a unique solution denoted by \( \alpha_{\min} \).

Next we prove that for fixed \( \alpha > \alpha_{\min} \), the solution of equation (11) exists. According to the definition (6), we have
\[
\lim_{\tau^2 \to \infty} \mathbb{E} \left( \| \eta_{\alpha \tau}(\beta_0 + \tau \Sigma^{-1/2} \mathbf{z}) - \beta_0 \|^2_\Sigma \right) \rightarrow \mathbb{E} \left( \| \eta_\alpha(\Sigma^{-1/2} \mathbf{z}) \|_\Sigma^2 \right) \tau^2,
\]
which implies
\[
\lim_{\tau^2 \to \infty} \frac{\psi(\tau^2, \alpha \tau)}{\tau^2} = f(\alpha)
\]
based on the definition (10). From Lemma 1, we have that \( \psi(\tau^2, \alpha \tau) \) is strictly increasing and concave function. Further, we have \( \psi(\tau^2, \alpha \tau)_{\tau^2=0} = \sigma_w^2 > 0 \). Therefore, in order for the fixed point equation \( \tau^2 = \psi(\tau^2, \alpha \tau) \) to have solutions, it is enough to show that \( f(\alpha) < 1 \) for \( \alpha > \alpha_{\min}(\delta) \). This can be obtained from the fact that \( f(\alpha) \) is decreasing and \( f(\alpha_{\min}) = 1 \). Thus we conclude that \( \psi(\tau^2, \alpha \tau) < \tau^2 \) as \( \tau^2 \to \infty \) and prove that the solution of (11) exists and is unique.

\[\square\]

A.4 Proof of Proposition 2

Proof. Consider a system of equations
\[
\tau^2 = \psi(\tau^2, \theta), \quad \theta = 1 - \frac{1}{\delta} \mathbb{E} \left( \eta_\theta(\beta_0 + \tau \Sigma^{-1/2} \mathbf{z}), \mathbf{z} \right). \tag{34}
\]
According to Theorem 1 in Celentano et al. (2020), for \( \sigma_w^2 > 0 \), equations (34) and (35) have a unique solution denoted by \( \tau^*, \theta^* \). Therefore, for any give \( \lambda \), let \( \alpha = \lambda / (\theta^* \tau^*) \), then \( \alpha \) satisfies equation (12) and is also unique. \[\square\]
A.5 Proof of Theorem 3

Proof. The proof of Theorem 3 is based on a series of Lemmas. The first Lemma implies that, asymptotically for large $p$, the AMP estimates converge.

Lemma 2. The estimates $\{\beta^t\}_{t \geq 0}$ and residuals $\{z^t\}_{t \geq 0}$ of AMP (24) almost surely satisfy

$$\lim_{t \to \infty} \lim_{p \to \infty} \frac{1}{p} \| \beta^t - \beta^{t-1} \|^2 = 0, \quad \lim_{t \to \infty} \lim_{p \to \infty} \frac{1}{p} \| z^t - z^{t-1} \|^2 = 0.$$ 

Denote $\sigma_{\min}(X)$ and $\sigma_{\max}(X)$ the maximum and minimum non-zero singular value of $X$. Then the second Lemma implies that with high probability, $\sigma_{\min}(X)$ is lower bounded and $\sigma_{\max}(X)$ is upper bounded.

Lemma 3. For every $t \geq 0$, there exists $c_5 > 0$ such that

$$\mathbb{P} \left( c_5^{-1} \leq \sigma_{\min}(X) \leq \sigma_{\max}(X) \leq c_5 \right) > 1 - 2 \exp(-t^2/2).$$

According to the first equation of (24), denote the subgradient $v^t \in \partial \| \beta^t \|_1$ such that

$$\Sigma \{ \beta^t - (\Sigma^{-1} X^T z^{t-1} + \beta^{t-1}) \} + \theta_{t-1} v^t = 0. \quad (36)$$

Then the next Lemma implies that with high probability, the subgradient $v^t$ cannot have too many coordinates with magnitude close to 1.

Lemma 4. For large enough $t$, there exists $c, C, c_2 > 0$ such that

$$\mathbb{P} \left( \frac{1}{n} \sum_{j \in [p]} |v^t_j| \geq 1 - c_2 \right) \leq C \exp(-cn),$$

where $\omega^*$ is defined in (28) and

$$\omega^* = \frac{1}{n} E \left( \left\| \eta_{\theta_\dagger} \left( \beta_0 + \tau_\dagger \Sigma^{-1/2} z \right) \right\|_0 \right).$$

Define the minimum singular value of $X$ over a set $S \subset [p]$ by

$$\kappa_{-}(X, S) = \inf \{ \|Xw\|_2 : \text{supp}(w) \subset S, \|w\|_2 = 1 \},$$

and the $s$ sparse singular value by

$$\kappa_{-}(X, s) = \min_{|S| \leq s} \kappa_{-}(X, S).$$

Then the next Lemma implies that $\kappa_{-}(X, s)$ is lower bounded with high probability.

Lemma 5. For every $c_4 \geq 0$, there exists $C, c > 0$ such that

$$\mathbb{P} \left( \kappa_{-}(X, n(1 - \omega^*/4)) \leq c_4 \right) \leq Ce^{-cn}.$$
We are now ready to prove Theorem 3. The remainder of the argument takes place on the high-probability event determined by Lemmas 2, 3 and 5.

Let \( r = \beta - \beta^t \) denote the distance between the LASSO optimum and the AMP estimate at \( t \)-th iteration, then

\[
0 \geq \frac{C(\beta^t + r) - C(\beta^t)}{p} \geq \frac{1}{2p} \| y - X(\beta^t + r) \|^2 + \frac{\lambda}{p} \| \beta^t + r \|_1 - \frac{1}{2p} \| y - X\beta^t \|^2 - \frac{\lambda}{p} \| \beta^t \|_1
\]

Then by using equation (24) we have

\[
0 \geq \frac{1}{2p} \| Xr \|^2 + \frac{1}{p} (r, \text{sg}(\beta^t)) + \frac{\lambda}{p} (\| \beta^t + r \|_1 - \| \beta^t \|_1 - r^T v^t).
\tag{37}
\]

where the sub-gradient \( \text{sg}(\beta^t) = -X^T(y - X\beta^t) + \lambda v^t \) and \( v^t \) is defined in (36).

Let's first take a look at the second term of (37). Substituting (24) and \( v^t \) from (36), we obtain

\[
\text{sg}(\beta^t) = X^T(\omega_t z^{t-1} - z^t) - \frac{\lambda}{\theta_t} \{ \Sigma(\beta^t - \beta^{t-1}) - X^T z^{t-1} \}
\]

\[
= \frac{\lambda - \theta_t(1 - \omega_t)}{\theta_t} X^T z^{t-1} - X^T z^t - \frac{\lambda}{\theta_t} \{ \Sigma(\beta^t - \beta^{t-1}) \},
\]

where \( \omega_t = \text{div} \eta_{\theta_t} (\Sigma^{-1} X^T z^{t-1} + \beta^{t-1}) / p/\delta \). Hence

\[
\frac{1}{\sqrt{p}} \| \text{sg}(\beta^t) \| \leq \frac{\| \lambda - \theta_t(1 - \omega_t) \|}{\theta_t} \sigma_{\max}(X) \frac{\| z^{t-1} \|}{\sqrt{p}} + \sigma_{\max}(X) \frac{\| z^t - z^{t-1} \|}{\sqrt{p}}
\]

By Lemmas 2, 3 and the fact that \( \lambda_{\max}(\Sigma) \) is bounded as \( p \to \infty \), we deduce that the last two terms converge to 0 as \( p \to \infty \) and then \( t \to \infty \). For the first term, using state evolution, we obtain \( \frac{\| z^{t-1} \|}{\sqrt{p}} = O(1) \). Finally, using the calibration relation (25), we get

\[
\lim_{t \to \infty} \lim_{p \to \infty} \frac{\| \lambda - \theta_t(1 - \omega_t) \|}{\theta_t} = \frac{1}{\theta_*} | \lambda - \theta_* (1 - \omega_*) | = 0.
\]

Therefore \( \frac{1}{\sqrt{p}} \| \text{sg}(\beta^t) \| \to 0 \) almost surely. Since \( \frac{\| \beta \|}{\sqrt{p}} = O(1) \) and \( \frac{\| \beta^t \|}{\sqrt{p}} = O(1) \), we get that \( \frac{\| r \|}{\sqrt{p}} = O(1) \) and hence the second term of (37) \( (r, \text{sg}(\beta^t)) \to 0 \) almost surely. From (37), we have

\[
\frac{1}{2p} \| Xr \|^2 + \frac{\lambda}{p} (\| \beta^t + r \|_1 - \| \beta^t \|_1 - r^T v^t) \leq c_1 \varepsilon.
\]
Both the first and third terms on the right-hand side of (37) are non-negative. The first one is trivial. Denote $S' \equiv \{ j \in \mathbb{N} : \beta_j^f \neq 0 \}$ the support of $\beta^f$. The third one is non-negative since

$$\|\beta^f + r\|_1 - \|\beta^f\|_1 - r^T v^f = (\beta_S^f + r_s) - (\beta_S^f) - r_s^T \text{sign}(\beta_S^f) + \|r_s\|_1 - r_s^T v_S^f$$

Since $(\beta_S^f + r_s)\{\text{sign}(\beta_S^f + r_s) - \text{sign}(\beta_S^f)\} \geq 0$ and $\|v_S^f\|_1 \leq 1$, we have

$$\frac{\|Xr\|^2_p}{p} \leq \xi_1(\varepsilon),$$

$$\|r_S\|_1 - r_S^T v_S^f \leq p\xi_1(\varepsilon),$$

where $\xi_1(\varepsilon) \to 0$ as $\varepsilon \to 0$.

Consider $r = r^+ + r^\perp$ with $r^\perp \in \text{ker}(X)$ and $r^\perp \perp \text{ker}(X)$. It follows from (38) and Lemma 3 that

$$\|r^+\|^2 \leq pc_5\xi_1(\varepsilon).$$

We need to prove an analogous bound for $r^\perp$. Note that $\|r_S^\perp\|_1 \leq \sqrt{p}\|r_S^\perp\|_2 \leq \sqrt{p}\|r^+\|_2 \leq p\sqrt{\xi_1(\varepsilon)}$, from (39), we get

$$\|r_S^\perp\|_1 - (r_S^\perp)^T v_S^\perp \leq p\xi_2(\varepsilon).$$

Define $S(c_2) \equiv \{ j \in \mathbb{N} : |v_j^\perp| \geq 1 - c_2 \}$, then $\tilde{S}(c_2) \subseteq \tilde{S}$. We have

$$\|r_S^\perp\|_1 - (r_S^\perp)^T v_S^\perp \geq \|r_S^\perp\|_1 - (r_{S(c_2)}^\perp)^T v_{S(c_2)}^\perp \geq c_2\|r_{S(c_2)}^\perp\|_1.$$  

Therefore using (42), we have

$$\|r_{S(c_2)}^\perp\|_1 \leq c_2^{-1}p\xi_2(\varepsilon).$$

Denote $c_3 = \delta \omega^* / 4$. Then from Lemma 4, we have $|S(c_2)| \leq n - 2pc_3$. Thus if $|\tilde{S}(c_2)| \leq pc_3 / 2$, one obtains $p \leq n - 3pc_3 / 2$. In this case, $\text{ker}(X) = \{0\}$ and the proof is concluded. Let us now consider the case $|\tilde{S}(c_2)| \geq pc_3 / 2$. Then partition $\tilde{S}(c_2) = \cup_{i=1}^{K} S_i$, where $pc_3 / 2 \leq |S_i| \leq pc_3$, and for each $i \in S_i$, $j \in S_{i+1}$, $|r_i^\perp| \geq |r_j^\perp|$. Also define $\tilde{S}_+ = \cup_{i=2}^{K} S_i \subseteq \tilde{S}(c_2)$. Since, for any $i \in S_i$, $|r_i^\perp| \leq \|r_{S_{i-1}}^\perp\|_1 / |S_{i-1}|$, we have

$$\|r_{S_i}^\perp\|^2 = \sum_{l=2}^{K} \|r_{S_l}^\perp\|^2 \leq \sum_{l=2}^{K} |S_l| \left( \frac{\|r_{S_{l-1}}^\perp\|_1}{|S_{l-1}|} \right)^2$$

$$\leq \frac{4}{pc_3} \sum_{l=2}^{K} \|r_{S_{l-1}}^\perp\|^2 \leq \frac{4}{pc_3} \left( \sum_{l=2}^{K} \|r_{S_{l-1}}^\perp\|_1 \right)^2$$

$$\leq \frac{4}{pc_3} \|r_{S(c_2)}^\perp\|^2 \leq \frac{4\xi_2(\varepsilon)^2}{c_2^2c_3} p \equiv p\xi_3(\varepsilon).$$
To conclude the proof, it is sufficient to prove an analogous bound for $\|r_{S_{+}}\|^2$ with $S_{+} = S(c_2) \cup S_1$. Since $|S_1| \leq pc_3$ and $|S(c_2)| \leq n - 2pc_3$, we have $|S_{+}| \leq n - pc_3$ and by Lemma 5 that $\sigma_{\min}(X_{s_{+}}) \geq c_4$. Since $0 = Xr = X_{S_{+}}r_{S_{+}} + X_{S_{+}}^\perp r_{S_{+}}$, we have

$$c_4^2\|r_{S_{+}}\|^2 \leq \|X_{S_{+}}^\perp r_{S_{+}}\|^2 = \|X_{S_{+}}^\perp r_{S_{+}}\|^2 \leq c_5\|r_{S_{+}}\|^2 \leq c_5p\xi(\epsilon).$$

Combining (40), (44), and (45), we conclude the proof.

\section*{A.6 Proof of Theorem 2}

\textit{Proof.} Since there is no measurement noise, i.e. $\sigma_w^2 = 0$, we have $\psi(\tau^2, \alpha \tau)|_{\tau^2 = 0} = 0$. Thus in order for the fixed point equation $\tau^2 = \psi(\tau^2, \alpha \tau)$ to have unique solution $\tau^2_0 = 0$, we need to have $\inf_\alpha \frac{d\psi(\tau^2, \alpha \tau)}{d\tau^2}|_{\tau^2 = 0} \leq 1$ due to the fact that $\psi(\tau^2, \alpha \tau)$ is a increasing and concave function of $\tau^2$ for fixed $\alpha$. Since $\psi(\tau^2, \alpha \tau)$ decreases with $\delta$, the critical value $\delta_c$ is defined as

$$\delta_c = \inf \left\{ \delta : \inf_\alpha \frac{d\psi(\tau^2, \alpha \tau)}{d\tau^2}|_{\tau^2 = 0} \leq 1 \right\}. \quad (46)$$

Then for any $\delta > \delta_c$, we have unique solution $\tau^2_0 = 0$; for any $\delta < \delta_c$, we also have solution $\tau^2_0 > 0$. According to Theorem [1] we can consider the following solution

$$\hat{\beta} = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2}\|\beta - \beta_0 - \tau \Sigma^{-1/2}z\|^2_\Sigma + \alpha \tau \|\beta\|_1 \right\},$$

where $z \sim N(0, I_{p \times p})$ is independent of $p_{\beta_0}$. Define $A = \{j : \hat{\beta}_j \neq 0\}$, then we have $\hat{\beta}_{A^c} = 0$ and

$$\{\Sigma(\hat{\beta} - \beta_0) - \tau \Sigma^{1/2}z\}_A + \alpha \tau \text{sign}(\hat{\beta}_A) = 0,$$

which implies

$$\Sigma_{AA}(\hat{\beta}_A - \beta_{0,A}) = \tau(\Sigma^{1/2}z)_A - \alpha \tau \text{sign}(\hat{\beta}_A) + \Sigma_{AA}\beta_{0,A},$$

and

$$\hat{\beta}_A - \beta_{0,A} = \Sigma_{AA}^{-1}\{\tau(\Sigma^{1/2}z)_A - \alpha \tau \text{sign}(\hat{\beta}_A) + \Sigma_{AA}\beta_{0,A}\}. \quad (47)$$

Substituting into the definition, we get

$$E\{\|\hat{\beta} - \beta_0\|_\Sigma^2\} = E\{\|\hat{\beta}_A - \beta_{0,A}\|^2\Sigma_{AA}(\hat{\beta}_A - \beta_{0,A})$$

$$- 2(\hat{\beta}_{A^c} - \beta_{0,A^c})^T \Sigma_{AA} \beta_{0,A} + \beta_{0,A^c}^T \Sigma_{AA^c} \beta_{0,A^c}\}$$

$$= E\{\tau^2((\Sigma^{1/2}z)_A - \alpha \text{sign}(\hat{\beta}_A))^T \Sigma_{AA}^{-1}((\Sigma^{1/2}z)_A - \alpha \text{sign}(\hat{\beta}_A))\}$$

$$+ E\{\beta_{0,A^c}^T (\Sigma_{AA^c} - \Sigma_{AA^c} \Sigma_{AA}^{-1} \Sigma_{AA^c}) \beta_{0,A^c}\}. \quad (48)$$
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To perform the integrals over \( z \in \mathbb{R}^p \), we divide the \( p \)-dimensional space into regions such that the active set of \( \beta(z) \) keeps the same in each region and changes by one variable between two neighboring regions that share a common boundary hyperplane. In each region, the sign of \( \beta(z) \) also keeps the same. A illustration of this space separation is shown in Figure 7 for a simple two dimensional example. Let \( S_i \) and \( S_j \) denote two neighboring regions that share a common hyperplane \( F_{ij} \) determined by equation \( g_{ij}(z, \tau) = 0 \) with \( g_{ij}(z, \tau) > 0 \) in \( S_i \) and \( g_{ij}(z, \tau) < 0 \) in \( S_j \). Denote \( f_i(z, \tau) \) the function form of \( \| \beta(z, \tau) - \beta_0 \|^2 \) in region \( S_i \). Then \( f_i(z, \tau) \) is differentiable over \( \tau^2 \) inside \( S_i \) and the derivative of \( E f_i(z, \tau) I(z \in S_j) \) over \( \tau^2 \) involves integrals over face \( F_{ij} \) with respect to \( d - 1 \) dimensional measure \( \sigma_{F_{ij}}(\cdot) \). An application of Stokes’s theorem, as in Theorem 1 of Baddeley (1977), establishes differentiability of this integral which is given by \( \sigma_{F_{ij}}(f_i(z, \tau) \frac{\partial g_{ij}(z, \tau)}{\partial \tau^2}) \). Similarly, we can obtain the boundary contribution of \( F_{ij} \) to the derivative of \( E f_j(z, \tau) I(z \in S_j) \) over \( \tau^2 \) which is given by \( -\sigma_{F_{ij}}(f_j(z, \tau) \frac{\partial g_{ij}(z, \tau)}{\partial \tau^2}) \). Since \( \beta(z, \tau) \) is continuous across \( F_{ij} \), we have \( f_i(z, \tau) = f_j(z, \tau) \) on \( F_{ij} \) and thus the contributions of the boundary effects due to \( F_{ij} \) cancel each other between the derivative of \( E f_i(z, \tau) I(z \in S_i) \) over \( \tau^2 \) and the derivative of \( E f_j(z, \tau) I(z \in S_j) \) over \( \tau^2 \). Therefore, in taking derivative over \( \tau^2 \) for (48), the boundary effects are canceled and one gets

\[
\frac{d\psi(\tau^2, \alpha \tau)}{d\tau^2} = \lim_{P \to \infty} \frac{1}{P} E \{(\Sigma^{1/2}z)_A - \alpha \text{sign}(\hat{\beta}_A))^T \Sigma^{-1} A (\Sigma^{1/2}z)_A - \alpha \text{sign}(\hat{\beta}_A)\}, \tag{49}
\]

which only depends on the sign of the non-zero components of \( \hat{\beta} \).

We need to consider situations as \( \tau^2 \to 0 \). Since \( \hat{\beta} \to \beta_0 \), we have \( \hat{\beta} = \beta_0 + o_P(1) \) as \( \tau^2 \to 0 \). Let \( B = \{j: \beta_{0,j} \neq 0\} \), clearly \( B \subseteq A \) and \( A^c \subseteq B^c \) as \( \tau^2 \to 0 \). For \( B \) part, from (47), we obtain

\[
\{\Sigma(\hat{\beta} - \beta_0) - \tau \Sigma^{1/2}z\}_B + \alpha \tau \text{sign}(\hat{\beta}_B) = 0,
\]

which implies

\[
\Sigma_{BB}(\hat{\beta}_B - \beta_{0,B}) = \tau(\Sigma^{1/2}z)_B - \alpha \tau \text{sign}(\hat{\beta}_B) - \Sigma_{BB} \hat{\beta}_B^c,
\]

and thus

\[
\hat{\beta}_B - \beta_{0,B} = \Sigma_{BB}^{-1}(\tau(\Sigma^{1/2}z)_B - \alpha \tau \text{sign}(\hat{\beta}_B) - \Sigma_{BB} \hat{\beta}_B^c).
\tag{50}
\]

For \( B^c \) part, we have

\[
\{\Sigma(\hat{\beta} - \beta_0) - \tau \Sigma^{1/2}z\}_B^c + \alpha \tau \partial \|\hat{\beta}_B^c\|_1 = 0
\]

which implies

\[
\Sigma_{BB^c}(\hat{\beta}_B - \beta_{0,B}) = \tau(\Sigma^{1/2}z)_B^c - \alpha \tau \partial \|\hat{\beta}_B^c\|_1 - \Sigma_{BB^c} \hat{\beta}_B^c.
\]
Using (50), we have
\[
\Sigma_{B^c}^{-1} \Sigma_{B^c} \{ \tau (\Sigma^{1/2} z)_B - \alpha \tau \text{sign}(\hat{\beta}_B) - \Sigma_{B^c} \hat{\beta}_{B^c} \}
\]
\[
= \tau (\Sigma^{1/2} z)_B - \alpha \tau \partial \| \hat{\beta}_{B^c} \|_1 - \Sigma_{B^c} \hat{\beta}_{B^c}.
\]
The final equation for \( \hat{\beta}_{B^c} \) is
\[
(\Sigma_{B^c}^{-1} \Sigma_{B^c} \Sigma_{B^c}^{-1} \Sigma_{B^c} \hat{\beta}_{B^c} - \tau (\Sigma^{1/2} z)_B
\]
\[
+ \tau (\Sigma_{B^c}^{-1} \Sigma_{B^c} \Sigma_{B^c}^{-1} (\Sigma^{1/2} z)_B - \alpha \text{sign}(\hat{\beta}_B)) + \alpha \tau \partial \| \hat{\beta}_{B^c} \|_1 = 0.
\]
Therefore \( \hat{\beta}_{B^c} \) is equivalent to the solution of the following LASSO problem
\[
\hat{\beta}_{B^c} = \arg \min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \| y - X \beta \|_2^2 + \lambda \| \beta \|_1 \right\}
\]
with
\[
X = (\Sigma_{B^c}^{-1} \Sigma_{B^c} \Sigma_{B^c}^{-1} \Sigma_{B^c} \hat{\beta}_{B^c})^{1/2},
\]
\[
y = \tau X^{-1} \left[ (\Sigma^{1/2} z)_A - \Sigma_{B^c} \Sigma_{B^c}^{-1} (\Sigma^{1/2} z)_B - \alpha \text{sign}(\hat{\beta}_B) \right],
\]
and \( \lambda = \alpha \tau \). Since (49) only involves the sign of \( \hat{\beta} \), without loss of generality, we can take \( \tau = 1 \). Therefore \( \hat{\beta}_{B^c} \) is independent of the actual distribution of \( \beta_0 \) but depends on \( \epsilon \) and \( \Delta \). Denote \( B = \{ j : j \in B^c \quad \text{and} \quad \hat{\beta}_j \neq 0 \} \), then we have \( \mathcal{A} = B \cup B^c \). Define function
\[
M(\epsilon, \Delta, \alpha) = \lim_{p \to \infty} \frac{1}{p} \mathbb{E} \left\{ (\Sigma^{1/2} z)_{\mathcal{A}} - \alpha \text{sign}(\hat{\beta}_A) \right\}^T \Sigma_{\mathcal{A}}^{-1} (\Sigma^{1/2} z)_{\mathcal{A}} - \alpha \text{sign}(\hat{\beta}_A) \}
\]
which exists according to Condition 5. Substituting (49) into (46), we obtain
\[
\delta_c = \inf_{\alpha} M(\epsilon, \Delta, \alpha).
\]
\[\square\]

A.7 Proof of Lemma 1

Proof. For fixed \( \alpha \), in order to prove that \( \psi(\tau^2, \alpha \tau) \) is an increasing and concave function of \( \tau^2 \), we need to show that \( \frac{d \psi(\tau^2, \alpha \tau)}{d \tau^2} > 0 \) and \( \frac{d^2 \psi(\tau^2, \alpha \tau)}{(d \tau^2)^2} < 0 \). Since \( \Sigma_{\mathcal{A}}^{-1} \) is positive definite, from (49), we get \( \frac{d \psi(\tau^2, \alpha \tau)}{d \tau^2} > 0 \) and prove that \( \psi(\tau^2, \alpha \tau) \) is an increasing function of \( \tau^2 \).

We need to take further derivative over \( \tau^2 \) to obtain \( \frac{d^2 \psi(\tau^2, \alpha \tau)}{(d \tau^2)^2} \). Toward this end, consider the LASSO problem with
\[
X = \Sigma^{1/2}, \quad y = \tau z + \Sigma^{1/2} \beta_0,
\]
and \( \lambda = \alpha \tau \). Following the discussion in deriving (49), we can divide the \( p \)-dimensional space \( z \in \mathbb{R}^p \) into regions such that the active set and the sign of each variable are fixed in each region. Denote by \( \mathcal{A}_i \) and \( \mathcal{A}_j \) the active sets in two neighboring regions \( S_i \) and \( S_j \) respectively. Further denote by \( F_{ij} \)
the boundary hyperplane between $S_i$ and $S_j$. Assume that $|A_i| = k$, $|A_j| = k - 1$, and denote $x_k$ the active variable that drops when moving from $S_i$ to $S_j$. Therefore, $A_j \subset A_j$ and $A_i \setminus A_j = x_k$. Then, from (47), we obtain that the solution of $\hat{\beta}$ inside $S_i$ is differentiable over $\tau^2$ and can be written as

$$\hat{\beta}_{S_i} = \Sigma_{A_i,A_i}^{-1} \left\{ (\Sigma^{1/2} y)_{A_i} - \alpha \tau \text{sign}(\hat{\beta}_{S_i}) \right\}. \tag{51}$$

Assume that the $k$-th component of $\hat{\beta}_{S_i}$, i.e. $\hat{\beta}_{S_i}[k] > 0$ in $S_i$ and $\hat{\beta}_{S_i}[k] = 0$ in $S_j$, then the boundary hyperplane $F_{ij}$ is determined by equation

$$g_{ij}(z, \tau) = e^{T}_{(k)} \hat{\beta}_{S_i} = e^{T}_{(k)} \Sigma_{A_i,A_i}^{-1} \left\{ (\Sigma^{1/2} y)_{A_i} - \alpha \tau \text{sign}(\hat{\beta}_{S_i}) \right\} = 0,$$

where $e_{(k)}$ represents the $k$-th coordinate vector for $\hat{\beta}_{A_i}$. Denote by $S_i$ and $S_j$ the other two neighboring regions that have the same active sets but opposite sign of variables comparing to $S_i$ to $S_j$, i.e. $\text{sign}(\hat{\beta}_{S_i}) = -\text{sign}(\hat{\beta}_{S_j})$ and $\text{sign}(\hat{\beta}_{S_i}) = -\text{sign}(\hat{\beta}_{S_j})$. Then their boundary hyperplane $F_{ij}$ is determined by equation

$$g_{ij}(z, \tau) = e^{T}_{(k)} \hat{\beta}_{S_i} = e^{T}_{(k)} \Sigma_{A_i,A_i}^{-1} \left\{ (\Sigma^{1/2} y)_{A_i} - \alpha \tau \text{sign}(\hat{\beta}_{S_i}) \right\} = 0.$$
by \( \sigma_{F_{ij}}(\Delta_{ij} \frac{\partial g_{ij}(z, \tau)}{\partial \tau}) \). Similarly, we derive that the contribution of boundary \( \tilde{F}_{ij} \) to the derivative of integral \( E\tilde{f}_j(z, \tau)I(z \in \tilde{S}_j) + E\tilde{f}_j(z, \tau)I(z \in \tilde{S}_j) \) over \( \tau^2 \) is given by \( -\sigma_{F_{ij}}(\Delta_{ij} \frac{\partial g_{ij}(z, \tau)}{\partial \tau}) \). Define

\[
\begin{align*}
a_k &= \Sigma_{1/2} I_{A_i} e(\kappa), \\
b_k &= e(\kappa) \Sigma_{A_i} \text{sign}(\beta_{S_i}), \\
c_k &= e(\kappa) \Sigma_{A_i} (\Sigma_0 A_i).
\end{align*}
\]

Then from (51), we have \( g_{ij}(z, \tau) = \tau a_k^T z - \alpha \tau b_k + c_k \). Therefore, \( \frac{\partial g_{ij}(z, \tau)}{\partial \tau} = \frac{1}{2\tau}(a_k^T z - \alpha b_k) \). We obtain the boundary contributions of \( F_{ij} \) and \( \tilde{F}_{ij} \) as

\[
\sigma_{F_{ij}} \left\{ \frac{\Delta_{ij} c_k}{2\tau^3 \| a_k \|} \left[ \phi \left( \frac{c_k}{\tau} \frac{\| a_k \|}{\| a_k \|} \right) - \phi \left( \frac{c_k}{\tau} \frac{\| a_k \|}{\| a_k \|} \right) \right] \right\}.
\]

From (53), since \( A_i \subset A_i \), we get \( A^c_i \supset A^c_i \) and hence \( \Delta_{ij} \geq 0 \). Then we conclude that the boundary contribution is less than or equal to zero since \( x(\phi(x + c) - \phi(x - c)) \leq 0 \) for any \( x \) and \( c \geq 0 \). This completes the proof of the concavity of function \( \psi(\tau^2, \alpha \tau) \).

### A.8 Proof of Lemma 2

**Proof.** We begin with the convergence of the state evolution (27) iteration described by the following lemma which can be immediately proved using the concavity of \( \psi(\tau^2, \alpha \tau) \) over \( \tau^2 \).

**Lemma 6.** For any \( \alpha \geq \alpha_{\text{min}} \), the iteration (27) converges to the unique solution of the fixed-point equation \( \tau_s^2 = \psi(\tau_s^2, \alpha \tau_s) \), i.e. \( \tau_s^2 \to \tau^2 \) as \( t \to \infty \).

Next we need to generalize state evolution to compute large system limits for functions of \( \beta^t, \beta^\ast \), with \( t \neq s \). To this purpose, we define the covariances \( \{\tau_{s,t}\}_{s,t \geq 0} \) recursively by

\[
\tau_{s+1,t+1} = \sigma_w^2 + \lim_{p \to \infty} \frac{1}{p \delta} E \left\{ [\eta_{\theta_s} (\beta_0 + \Sigma^{-1/2} z_s) - \beta_0]^T \Sigma \right\} \left[ [\eta_{\theta_t} (\beta_0 + \Sigma^{-1/2} z_t) - \beta_0] \right],
\]

(54)

where \( (z_s, z_t) \) jointly Gaussian, independent from \( \beta_0 \sim p_{\beta_0} \) with mean 0 and covariance given by \( E(z_s z_t^T) = \tau_{s,s} I_{p \times p} = \tau_{s,t} I_{p \times p}, E(z_t z_t^T) = \tau_{t,t} I_{p \times p} = \tau_{t,t}^2 I_{p \times p}, \) and \( E(z_s z_t^T) = \tau_{s,t}^2 I_{p \times p} \). The boundary condition is fixed by letting \( \tau_{0,0} = \sigma_w^2 + E\{\|\beta\| \Sigma \}/\delta \) and \( \tau_{0,1} = \sigma_w^2 + \lim_{p \to \infty} E\{\|\beta_0 - \eta_{\theta_0} (\beta_0 + \Sigma^{-1/2} z_0)\|^2 \Sigma \beta_0\}/p \delta \). With this definition, we have the following generalization of Proposition 1.

**Lemma 7.** Let \( \{\beta(p), w(p), \Sigma(p), X(p)\}_{p \in \mathbb{N}} \) be a converging sequence of instances and let sequence \( \varphi_p : \mathbb{R}^p \to \mathbb{R}, p \geq 1 \) be uniformly pseudo-Lipschitz functions. Then for all \( s \geq 0 \) and \( t \geq 0 \), we get

\[
\varphi_p(\beta^{s+1}, \beta^{t+1}, \beta_0) \overset{L}{\sim} \varphi_p(\eta_{\theta_s} (\beta_0 + \Sigma^{-1/2} z_s), \eta_{\theta_t} (\beta_0 + \Sigma^{-1/2} z_t), \beta_0),
\]

where \( (z_s, z_t) \) jointly Gaussian, independent from \( \beta_0 \sim p_{\beta_0} \) with mean 0 and covariance given by \( E(z_s z_t^T) = \tau_{s,t}^2 I_{p \times p}, E(z_t z_t^T) = \tau_{t,t}^2 I_{p \times p}, \) and \( E(z_s z_t^T) = \tau_{s,t}^2 I_{p \times p} \). The recursion \( \tau_{s,t} \) for all \( s, t \geq 0 \) is determined by (6) and (54).
Proof of Lemma 2. Define sequence of \( \{y_t\}_{t \geq 0} \) as

\[
y_t = \lim_{p \to \infty} \frac{1}{p \delta} E \left\| \eta_{\theta_t} (\beta_0 + \Sigma^{-1/2} z_t) - \eta_{\theta_{t-1}} (\beta_0 + \Sigma^{-1/2} z_{t-1}) \right\|^2 \Sigma. \]

From (54), we have

\[
y_t = \tau_t^2 + \tau_{t-1}^2 - 2 \tau_{t-1}. \tag{55}
\]

Take \( \theta_t = \alpha \tau_t \) with \( \alpha \) is fixed, then according to Lemma 6, we have \( \tau_t^2 \to \tau_*^2 \) and \( \theta_t \to \theta_* = \alpha \tau_* \) as \( t \to \infty \). We will show that \( y_t \to 0 \) which in turn yields \( \tau_{t,t-1} \to \tau_2^* \) based on (55). For large enough \( t \), we have the representation as follows in terms of the two independent random vectors \( z, w \sim N(0, I_{p \times p}) \):

\[
y_t = \lim_{p \to \infty} \frac{1}{p \delta} E \left\| \eta_{\theta} \left( \beta_0 + \sqrt{\tau_2^* - \frac{y_{t-1}}{4}} \Sigma^{-1/2} z + \sqrt{\frac{y_{t-1}}{4}} \Sigma^{-1/2} w \right) - \eta_{\theta} \left( \beta_0 + \sqrt{\tau_2^* - \frac{y_{t-1}}{4}} \Sigma^{-1/2} z - \sqrt{\frac{y_{t-1}}{4}} \Sigma^{-1/2} w \right) \right\|^2 \Sigma.
\]

Consider \( y_t \) as a function of \( y_{t-1} \) denoted by \( y_t = R(y_{t-1}) \). A straightforward calculation yields

\[
R'(y_{t-1}) = \lim_{p \to \infty} \frac{1}{p \delta} E \left( Tr \left[ \Sigma^{-1} \left\{ \nabla \eta_{\theta} \left( \beta_0 + \Sigma^{-1/2} z \right) \right\}^T \Sigma \nabla \eta_{\theta} \left( \beta_0 + \Sigma^{-1/2} z_{t-1} \right) \right] \right),
\]

where

\[
z_t = \sqrt{\tau_2^* - \frac{y_{t-1}}{4}} z + \sqrt{\frac{y_{t-1}}{4}} w, \quad z_{t-1} = \sqrt{\tau_2^* - \frac{y_{t-1}}{4}} z - \sqrt{\frac{y_{t-1}}{4}} w,
\]

and \( \nabla \) denotes the vector differential operator. For \( y_{t-1} = 0 \), we have \( z_t = z_{t-1} \) and

\[
R'(0) = \lim_{p \to \infty} \frac{1}{p \delta} E \left( Tr \left[ \Sigma^{-1} \left\{ \nabla \hat{\eta} \right\}^T \Sigma \nabla \hat{\eta} \right] \right), \tag{56}
\]

where \( \hat{\eta} = \eta_{\alpha \tau} \left( \beta_0 + \tau_2 \Sigma^{-1/2} z \right) \). Denote \( A = \{ j : \hat{\eta}_j \neq 0 \} \). From the definition (5), we get

\[
\Sigma (\hat{\eta} - (\beta_0 + \Sigma^{-1/2} z)) + \theta_*(1) \hat{\eta} = 0,
\]

which implies that

\[
\Sigma_{AA} (\hat{\eta}_A - (\beta_0 + \Sigma^{-1/2} z)_A) - \Sigma_{AA^c} (\beta_0 + \Sigma^{-1/2} z)_{A^c} + \theta_* \text{sign}(\hat{\eta}_A) = 0.
\]

Taking derivatives, we obtain

\[
\Sigma_{AA} (\nabla \hat{\eta})_{AA} = \Sigma_{AA} \quad \text{and} \quad \Sigma_{AA} (\nabla \hat{\eta})_{AA^c} = \Sigma_{AA^c}.
\]
Substituting into (56), we obtain

\[ R'(0) = \lim_{p \to \infty} \frac{1}{p^\delta} E \left( \frac{1}{p} \right) \left( \text{Tr} \left\{ \left( \Sigma^{-1} \right)_{AA} [(\nabla \tilde{\eta})_{AA}]^T + (\Sigma^{-1})_{AA^c} [(\nabla \tilde{\eta})_{AA^c}]^T \right\} \Sigma_{AA} 
+ \left\{ (\Sigma^{-1})_{AA^c} [(\nabla \tilde{\eta})_{AA}]^T + (\Sigma^{-1})_{AA^c} [(\nabla \tilde{\eta})_{AA^c}]^T \right\} \Sigma_{AA^c} \right) \]

\[ = \lim_{p \to \infty} \frac{1}{p^\delta} E \left( \frac{1}{p} \right) \left( \text{Tr} \left\{ [\nabla \tilde{\eta}]_{AA} (\Sigma^{-1})_{AA} + \Sigma_{AA^c} (\Sigma^{-1})_{AA^c} \right\} 
+ [\nabla \tilde{\eta}]_{AA^c} (\Sigma^{-1})_{AA^c} + \Sigma_{AA^c} (\Sigma^{-1})_{AA^c} \right) \]

\[ = \lim_{p \to \infty} \frac{1}{p^\delta} E \left\{ \text{div}(\tilde{\eta}) \right\} = \lim_{p \to \infty} \frac{1}{p^\delta} E \left( \sum_{j=1}^p I(\tilde{\eta}_j \neq 0) \right) \leq 1, \]

for any \( \alpha \geq \alpha_{\min} \) according to Propositions (1) and (2). By the argument in [Bayati and Montanari (2012)], the covariance of \( z_t \) and \( z_{t-1} \) is \( \tau_s^2 - y_{t-1}/2 \) decreasing with \( y_{t-1} \) which implies that \( R'(y_{t-1}) \) is a decreasing function. Moreover \( R(0) = 0 \). Therefore \( R(y) \) is concave with \( R'(0) \leq 1 \) and \( R(0) = 0 \). For any \( y_0 > 0 \), the iteration procedure \( y_t = R(y_{t-1}) \) leads to a convergent result with \( y_t \xrightarrow{t \to \infty} 0 \). Therefore,

\[ \lim_{p \to \infty} \frac{1}{p} \| \beta^{t+1} - \beta^t \|^2 \]

\[ = \lim_{p \to \infty} \frac{1}{p} E \left\{ \left\| \eta_{\theta_t}(\beta_0 + \Sigma^{-1/2} z_t) - \eta_{\theta_{t-1}}(\beta_0 + \Sigma^{-1/2} z_{t-1}) \right\|^2 \right\} \]

which vanishes as \( t \to \infty \). The statement of \( \lim_{t \to \infty} \lim_{p \to \infty} \frac{1}{p} \| z^t - z^{t-1} \|^2 = 0 \) can be proved similarly.

**A.9 Proof of Lemma 7**

*Proof.* Applying Corollary 2 of [Berthier et al. (2019)] to the AMP iteration (30), for any sequence \( \tilde{\varphi}_p : (\mathbb{R}^p) \to \mathbb{R} \), \( p \geq 1 \), of uniformly pseudo-Lipschitz functions, we obtain

\[ \tilde{\varphi}_p \left( \tilde{\beta}^{t+1}, \tilde{\beta}^{s+1}, \tilde{\beta}_0 \right) \overset{P}{\approx} \tilde{\varphi}_p \left( \tilde{\eta}_{\theta_t}(\tilde{\beta}_0 + z_t), \tilde{\eta}_{\theta_{s_t}}(\tilde{\beta}_0 + z_s), \tilde{\beta}_0 \right), \]

where \( (z_s, z_t) \) jointly Gaussian, independent from \( \beta_0 \sim p_{\beta_0} \) with mean 0 and covariance given by

\[ E(z_s z_s^T) = \tau_s^2 I_{p \times p}, \quad E(z_t z_t^T) = \tau_t^2 I_{p \times p}, \quad \text{and} \quad E(z_s z_t^T) = \tau_{s,t} I_{p \times p}. \]

The recursion \( \tau_{s,t} \) for all \( s, t \geq 0 \) is determined by

\[ \tau_{t+1}^2 = \sigma_w^2 + \lim_{p \to \infty} \frac{1}{p^\delta} E \left( \left\| \tilde{\eta}_{\theta_t}(\tilde{\beta}_0 + \tau_t z) - \tilde{\beta}_0 \right\|^2 \right), \]

\[ \tau_{s+1}^2 = \sigma_w^2 + \lim_{p \to \infty} \frac{1}{p^\delta} E \left( \left\| \tilde{\eta}_{\theta_s}(\tilde{\beta}_0 + \tau_s z) - \tilde{\beta}_0 \right\|^2 \right), \]

\[ \tau_{t+1,s+1}^2 = \sigma_w^2 + \lim_{p \to \infty} \frac{1}{p^\delta} E \left( \tilde{\eta}_{\theta_t}(\tilde{\beta}_0 + \tau_t z) - \tilde{\beta}_0 \right)^T \left( \tilde{\eta}_{\theta_s}(\tilde{\beta}_0 + \tau_s z) - \tilde{\beta}_0 \right). \]
Then define sequence of functions: \( \varphi_p(x, y, z) = \varphi_p\left(\Sigma^{-1/2}x, \Sigma^{-1/2}y, \Sigma^{-1/2}z\right) \) which is also uniformly pseudo-Lipschitz. We then obtain the distributional limit for \( \beta^{t+1} = \Sigma^{-1/2}\tilde{\beta}^{t+1} \) and \( \beta^{s+1} = \Sigma^{-1/2}\tilde{\beta}^{s+1} \) using (57). 

**A.10 Proof of Lemma 3**

*Proof.* The matrix \( X = \tilde{X}\Sigma^{1/2} \), where \( \tilde{X} \) has entries distributed i.i.d. \( N(0, 1/n) \). Thus, one has (Vershynin [2011], Corollary 5.35)

\[
\mathbb{P}\left(\sqrt{\delta} - 1 - t \leq \sigma_{\min}(\tilde{X}) \leq \sigma_{\max}(\tilde{X}) \leq \sqrt{\delta} + 1 + t\right) \geq 1 - 2\exp(-t^2/2).
\]

From the fact that

\[
\sigma_{\min}(X) \geq \sigma_{\min}(\tilde{X})\sigma_{\min}(\Sigma^{1/2}), \quad \text{and} \quad \sigma_{\max}(X) \leq \sigma_{\max}(\tilde{X})\sigma_{\max}(\Sigma^{1/2}),
\]

We conclude that, for every \( t \geq 0 \), there exists \( c_5 > 0 \) such that

\[
\mathbb{P}\left(c_5^{-1} \leq \sigma_{\min}(X) \leq \sigma_{\max}(X) \leq c_5\right) > 1 - 2\exp(-t^2/2).
\]

**A.11 Proof of Lemma 4**

*Proof.* Define \( S(c_2) = \{j \in [p] : |v_j| \geq 1 - c_2\} \), we have almost surely

\[
\frac{|S(c_2)|}{p} = \frac{1}{p} \sum_{i=1}^{p} \mathbb{I}\left\{\frac{1}{\theta_{t-1}}|X^Tz^{t-1} + \Sigma(\beta^{t-1} - \beta^t)|_i \geq 1 - c_2\right\}
\]

\[
\rightarrow \frac{1}{p} \sum_{i=1}^{p} \mathbb{I}\left\{\frac{1}{\theta_{t-1}}|\Sigma\{\beta_0 + \tau_{t-1}\Sigma^{-1/2}z - \eta_{\theta_{t-1}}(\beta_0 + \tau_{t-1}\Sigma^{-1/2}z)\}|_i \geq 1 - c_2\right\}.
\]

Let us write \( \tilde{\Sigma} = \Sigma/\lambda_{\min}, \tilde{\tau}_{t-1} = \tau_{t-1}/\lambda_{\min}^{1/2}, \tilde{\theta}_{t-1} = \theta_{t-1}/\lambda_{\min} \), so that

\[
\hat{\beta} = \eta_{\theta_{t-1}}(\beta_0 + \tau_{t-1}\Sigma^{-1/2}z)
\]

\[
= \text{argmin}_{\beta \in \mathbb{R}^p} \left\{\frac{1}{2}\|\Sigma^{1/2}(\beta - \beta_0) - \tau_{t-1}z\|_2^2 + \theta_{t-1}\|\beta\|_1\right\}
\]

\[
= \text{argmin}_{\beta \in \mathbb{R}^p} \left\{\frac{1}{2}\|\Sigma^{1/2}(\beta - \beta_0) - \tilde{\tau}_{t-1}z\|_2^2 + \tilde{\theta}_{t-1}\|\beta\|_1\right\}.
\]

(58)

The KKT conditions of this optimization problem are

\[
\Sigma^{1/2}(\tilde{\tau}_{t-1}z + \Sigma^{1/2}(\beta_0 - \hat{\beta})) \in \tilde{\theta}_{t-1}\partial\|\hat{\beta}\|_1.
\]

Define \( \hat{y} = \hat{\beta} + \Sigma^{1/2}(\tilde{\tau}_{t-1}z + \Sigma^{1/2}(\beta_0 - \hat{\beta})) \), we have

\[
\hat{\beta} = \eta_{\text{soft}}(\hat{y}; \tilde{\theta}_{t-1}),
\]
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where \( \eta_{\text{soft}}(x; \alpha) = \text{sign}(x)(|x| - \alpha)_+ \) and applies coordinates-wise. Define \( f(\tau_{t-1}z) = (I_{p \times p} - \Sigma^{-1})^{1/2}(\beta_0 - \tilde{\beta}) \), then \( \hat{y} \) can be written as

\[
\hat{y} = \beta_0 + \Sigma^{1/2}(\tau_{t-1}z + (I_{p \times p} - \Sigma^{-1})^{1/2}(\beta_0 - \tilde{\beta})) = \beta_0 + \Sigma^{1/2}(\tau_{t-1}z + f(\tau_{t-1}z)).
\]

Denote \( \sigma_j \) the j-th row of \( \Sigma^{1/2} \) and \( \sigma_j^Tz = x \), then \( x \sim N(0, \|\sigma_j\|^2_2) \). Let \( P_j^\perp \) be the projection operator onto the orthogonal complement of the span of \( \sigma_j \). Then

\[
\hat{y}_j = \beta_0 + \tau_{t-1}\sigma_j^Tz + \sigma_j^Tf(\tau_{t-1}(\sigma_j^Tz)\sigma_j/\|\sigma_j\|^2_2 + \tau_{t-1}P_j^\perp z) = \beta_0 + \tau_{t-1}x + \sigma_j^Tf(\tau_{t-1}x\sigma_j/\|\sigma_j\|^2_2 + \tau_{t-1}P_j^\perp z) \equiv h(x).
\]

By (58), \( \Sigma^{1/2}(\beta_0 - \tilde{\beta}) \) is 1-Lipschitz in \( \tau_{t-1}z \). Thus, \( f(\tau_{t-1}z) \) is \( (1 - \kappa_{\text{cond}})^{-1} \)-Lipschitz in \( \tau_{t-1}z \) and \( \tau_{t-1}(1 - \kappa_{\text{cond}})\|\sigma_j\|^2_2 \)-Lipschitz in \( x \), where \( \kappa_{\text{cond}} = \lambda_{\max}/\lambda_{\min} \). For any \( x_1, x_2 \in \mathbb{R} \), we have

\[
|h(x_1) - h(x_2)| \geq \tau_{t-1}|x_1 - x_2| - \sigma_j^T\left\{ f\left(\frac{\tau_{t-1}x_1\sigma_j}{\|\sigma_j\|^2_2} + \tau_{t-1}P_j^\perp z\right) - f\left(\frac{\tau_{t-1}x_2\sigma_j}{\|\sigma_j\|^2_2} + \tau_{t-1}P_j^\perp z\right)\right\} \\
\geq \tau_{t-1}|x_1 - x_2| - \tau_{t-1}(1 - \kappa_{\text{cond}})|x_1 - x_2| = \tau_{t-1}(1 - \kappa_{\text{cond}})|x_1 - x_2|. \tag{60}
\]

According to (56), we have

\[
\nu^t = \frac{1}{\theta_{t-1}}(\hat{y} - \eta_{\text{soft}}(\hat{y}; \tilde{\theta}_{t-1})). \tag{61}
\]

By the definition of \( S(c_2) \), one obtains

\[
S(c_2) = \{j \in [p] : |\hat{y}_j| \geq \tilde{\theta}_{t-1}(1 - c_2)\}.
\]

Therefore

\[
\frac{|S(c_2)|}{n} = \frac{\{j \in [p] : |\hat{y}_j| > \tilde{\theta}_{t-1}\}}{n} + \frac{\{j \in [p] : 1 - |\hat{y}_j|/\tilde{\theta}_{t-1} \in [0, c_2]\}}{n}. \tag{62}
\]

Consider the function

\[
g(\hat{y}, c_2) = \frac{1}{n} \sum_{j=1}^p g_1(\hat{y}_j, c_2),
\]

where \( g_1(\hat{y}, c_2) = \min \left\{ 1, \left( \frac{|\hat{y}_j|}{\tilde{\theta}_{t-1}c_2} - \frac{1}{c_2} + 2 \right)_+ \right\} \). Since

\[
|g(\hat{y}_1, c_2) - g(\hat{y}_2, c_2)| \leq \frac{1}{n} \sum_{j=1}^p \{|g_1(\hat{y}_{1,j}, c_2) - g_1(\hat{y}_{2,j}, c_2)|\}
\]

\[
\leq \frac{1}{n} \sum_{j=1}^p \frac{1}{\tilde{\theta}_{t-1}c_2} |\hat{y}_{1,j} - \hat{y}_{2,j}|
\]

\[
\leq \frac{\sqrt{p}}{n\tilde{\theta}_{t-1}c_2} \|\hat{y}_1 - \hat{y}_2\|_2.
\]

32
the function \( g(\hat{y}, c_2) \) is \( \sqrt{\frac{p}{n}} \) Lipschitz in \( \hat{y} \). For all \( \hat{y} \), by definition we have \( \frac{|S(c_2)|}{n} \leq g(\hat{y}, c_2) \leq \frac{|S(2c_2)|}{n} \). Moreover, by (60) and (62), one obtains

\[
E(g(\hat{y}, c_2)) \leq E\left( \frac{\|\hat{\beta}\|_0}{n} \right) + \frac{\{j \in [p] : 1 - |\hat{y}_j|/\hat{\theta}_{t-1} \in [0, 2c_2]\}}{n}.
\]

Absorbing constants appropriately, we conclude there exists \( \kappa \) such that

\[
\frac{\|\hat{\beta}\|_0}{n} \leq \frac{\kappa \kappa_{cond} \hat{\theta}_{t-1}}{\sqrt{2 \pi \hat{\tau}_{t-1}}}.
\]

From (59), \( \hat{y} \) is \( 2\kappa_{cond}^\frac{1}{2} \hat{\tau}_{t-1} \) Lipschitz in \( z \). Therefore, \( g(\hat{y}, c_2) \) is \( \frac{g(\hat{y}, c_2)}{n \kappa_{cond} \hat{\tau}_{t-1}} \) Lipschitz in \( z \). By Gaussian concentration of Lipschitz functions

\[
\mathbb{P}\left( \frac{|S(c_2)|}{n} \geq 1 - \omega^* + \frac{4c_2 \kappa_{cond} \hat{\theta}_{t-1}}{\sqrt{2 \pi \hat{\tau}_{t-1}}} + \epsilon \right)
\]

\[
\leq \mathbb{P}\left( g(\hat{y}, c_2) \geq 1 - \omega^* + \frac{4c_2 \kappa_{cond} \hat{\theta}_{t-1}}{\sqrt{2 \pi \hat{\tau}_{t-1}}} + \epsilon \right)
\]

\[
\leq \mathbb{P}(g(\hat{y}, c_2) \geq \mathbb{E}(g(\hat{y}, c_2)) + \epsilon)
\]

\[
\leq \exp\left( -\frac{n \delta \hat{\tau}^2 \kappa^2}{8 \kappa_{cond}^2 \hat{\tau}_{t-1}^2} \epsilon^2 \right).
\]

Absorbing constants appropriately, we conclude there exists \( C, c_1 > 0 \) such that

\[
\mathbb{P}\left( \frac{|S(c_2)|}{n} \geq 1 - \omega^*/2 \right) \leq C \exp(-n c_1).
\]

\[\Box\]

### A.12 Proof of Lemma 5

**Proof.** Let \( k = \lceil n(1 - \omega^*/4) \rceil \) and note that \( k < p \). Because for \( k > p \), we have \( \kappa_-(X, n(1 - \omega^*/4)) = \kappa_-(X, p) \) and thus \( \mathbb{P}(\kappa_-(X, n(1 - \omega^*/4)) \geq c_4) \geq 1 - C \exp(-c n) \).

Because \( \kappa_-(X, S') \geq \kappa_-(X, S) \) when \( S' \subset S \), we have that \( \kappa_-(X, n(1 - \omega^*/4)) = \min_{|S|=k} \kappa_-(X, S) \). By a union bound, for any \( t > 0 \)

\[
\mathbb{P}(\kappa_-(X, n(1 - \omega^*/4)) \leq t) \leq \sum_{|S|=k} \mathbb{P}(\kappa(X_S) \leq t).
\]

The matrix \( X_S = \tilde{X}_S \Sigma_S^{1/2} \) where \( \tilde{X}_S \) has entries distribution i.i.d. \( N(0, 1/n) \). Thus, one has

\[
\kappa_-(X_S) \geq \kappa_-(\tilde{X}_S) \kappa_-(\Sigma_S^{1/2}) \geq \kappa_-(\tilde{X}_S) \kappa_{min}^{1/2}
\]
Invoking the fact that $X_S$ has the same distribution for all $|S| = k$, expression (63) implies
\[
\mathbb{P}(\kappa_-(X, n(1 - \omega^*/4)) \leq t) \leq \binom{p}{k} \mathbb{P}(\kappa_-(X_S) \leq t/\kappa_{min}^{1/2}).
\]

Let $f_{min}(k, n, \lambda)$ denote the probability density function for the smallest eigenvalue $\kappa_-(X_S)$. By Prop. 5.2, pp.553 of Edelman (1988), $f_{min}(k, n, \lambda)$ satisfies
\[
f_{min}(k, n; \lambda) \leq g_{min}(k, n; \lambda)
\]
where $g_{min}(k, n; \lambda) \leq \Gamma((n + 1)/2)\Gamma((n - k + 1)/2)/\Gamma((n - k + 2)/2)\Gamma(k/n)\exp(-n\lambda/2)$. It can be verified that the quantity $g_{min}(k, n; \lambda)$ is strictly increasing in $\lambda$ on $[0, (n - k - 1)/n]$. Lemma 2.9 of Blanchard et al. (2011) states that as $n, k \to \infty$ with $k/n \to \rho \in (0, 1)$,
\[
g_{min}(k, n; \lambda) \to p_{min}(n, \lambda) \exp(n\psi_{min}(\lambda, \rho)),
\]
where $p_{min}(n, \lambda)$ is a polynomial in $n, \lambda$, and $\psi_{min}(\lambda, \rho) = H(\rho) + \frac{1}{2}[(1 - \rho) \log \lambda + 1 - \rho + \rho \log \rho - \lambda]$, where $H(\rho) = \rho \log(1/\rho) + (1 - \rho) \log(1/(1 - \rho))$. Therefore, for $t/\kappa_{min}^{1/2} \leq 1 - \rho$, we have
\[
\mathbb{P}(\kappa_-(X_S) \leq t/\kappa_{min}^{1/2}) = \int_0^{t/\kappa_{min}^{1/2}} f_{min}(k, n; \lambda) d\lambda \leq \int_0^{t/\kappa_{min}^{1/2}} g_{min}(k, n; \lambda) d\lambda \leq t/\kappa_{min}^{1/2}g_{min}(k, n; t/\kappa_{min}^{1/2}) = C(n, t/\kappa_{min}^{1/2}) \exp(n\psi(p, t/\kappa_{min}^{1/2}))
\]
where $C(a, b)$ is a polynomial in $a, b$. To simplify $\binom{p}{k}$, we apply the second of Binet’s log gamma formulas (Whittaker and Watson, 1996) and obtain
\[
\frac{1}{n} \log \binom{p}{k} \to \rho \log \frac{1}{\rho\delta} + \left(\frac{1}{\delta} - \rho\right) \log \frac{1}{1 - \rho\delta} = H(\rho\delta)/\delta.
\]
We conclude that
\[
\mathbb{P}(\kappa_-(X, n(1 - \omega^*/4)) \leq t) \leq C(n, t/\kappa_{min}^{1/2}) \exp(n(H(\rho\delta)/\delta + \psi(\rho, t/\kappa_{min}^{1/2}))).
\]
Note that $H(\rho) \leq 1/2$ for $\rho \in (0, 1)$. Thus, there exists $c > 0$ such that
\[
H(\rho\delta)/\delta + \psi(\rho, t/\kappa_{min}^{1/2}) \leq -c
\]
for all $t/\kappa_{min}^{1/2} \leq -1 - \frac{8(1/\delta + 1)\log 2}{\omega^*} - \frac{8c}{\omega^*}$. Because $C(n, t/\kappa_{min}^{1/2})e^{-cn}$ is upper bounded by a constant $C$, we conclude there exists $C, c > 0$ such that
\[
\mathbb{P}(\kappa_-(X, n(1 - \omega^*/4)) \leq t) \leq Ce^{-cn}.
\]
\[\square\]
A.13 Proof of Corollary 1

Proof. For $\Sigma = I_p \times p$, (16) can be simplified as

$$
M(\varepsilon, \Delta, \alpha) = \varepsilon_+ E(z-\alpha)^2 + \varepsilon_- E(z+\alpha)^2 + (1-\varepsilon)E[(z-\alpha)^2 I(z \geq \alpha) + (z+\alpha)^2 I(z \leq -\alpha)]
$$

$$
= \varepsilon(1 + \alpha^2) + 2(1-\varepsilon)[(1 + \alpha^2)(1 - \Phi(\alpha)) - \alpha\phi(\alpha)],
$$

where the first term comes from the non-zero components of $\beta_0$ and the second term comes from the zero components of $\beta_0$. To determine $\delta_c = \inf_\alpha M(\varepsilon, \Delta, \alpha)$, we can solve $\frac{\partial M(\varepsilon, \Delta, \alpha)}{\partial \alpha} = 0$ and thus obtain the phase transition curve as shown in (18).

A.14 Proof of Corollary 2

Proof. For block-diagonal matrix with block $\Sigma_s = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}$, (16) can be simplified as

$$
M(\varepsilon, \Delta, \alpha) = \frac{1}{2} E\{((\Sigma_s^{-1/2} z)_A - \alpha \text{sign}(\hat{\beta}_A))^T \Sigma_s^{-1} ((\Sigma_s^{-1/2} z)_A - \alpha \text{sign}(\hat{\beta}_A))\},
$$

(64)

where $z \sim N(0, I_2 \times 2)$. Note that $\Sigma_s^{-1/2} = \begin{pmatrix} \rho_1 & \rho_2 \\ \rho_2 & \rho_1 \end{pmatrix}$, where $\rho_1 = \frac{\sqrt{1+\rho}}{2}$ and $\rho_2 = \frac{\sqrt{1-\rho}}{2}$.

There are three scenarios. In the first scenario, both components of $\beta_0$ are non-zero, which means that $B = \{1, 2\}$ and $B^c = \emptyset$. Its contribution to (16) can be written as

$$
M_1(\varepsilon, \Delta, \alpha) = \varepsilon_+^2 (1 + \frac{\alpha^2}{1 + \rho}) + \varepsilon_-^2 (1 + \frac{\alpha^2}{1 + \rho}) + 2\varepsilon_+\varepsilon_- (1 + \frac{\alpha^2}{1 - \rho})
$$

$$
= \varepsilon^2 A(\alpha, \Delta),
$$

where $A(\alpha, \Delta)$ is defined in (20). In the second scenario, only one component of $\beta_0$ are non-zero, i.e. $B = \{1\}$ or $B = \{2\}$. In the situation where $B = \{1\}$ and $\beta_{0,1} > 0$, we need to consider the one-dimensional LASSO problem specified by (17) with $\hat{x} = \sqrt{1 - \rho^2}$ and $\hat{y} = \hat{x}^{-1}(\xi_2 - \rho \xi_1 + \rho \alpha)$ whose solution is

$$
\begin{cases}
\text{positive} & \text{if } \xi_2 - \rho \xi_1 + \rho \alpha \geq \alpha \\
0 & \text{if } |\xi_2 - \rho \xi_1 + \rho \alpha| < \alpha \\
\text{negative} & \text{if } \xi_2 - \rho \xi_1 + \rho \alpha \leq -\alpha
\end{cases}
$$

Plugging this result into (17), we obtain its contribution to (64) to be

$$
\varepsilon_+ (1 - \varepsilon) \{ E(\xi_1 - \alpha)^2 I(|\xi_2 - \rho \xi_1 + \rho \alpha| < \alpha) \\
+ E(\xi_1 - \alpha)^2 + (\xi_2 - \alpha)^2 - 2\rho(\xi_1 - \alpha)(\xi_2 - \alpha) \} \frac{1}{1 - \rho^2} I(\xi_2 - \rho \xi_1 + \rho \alpha \geq \alpha) \\
+ E(\xi_1 - \alpha)^2 + (\xi_2 + \alpha)^2 - 2\rho(\xi_1 - \alpha)^2(\xi_2 + \alpha)^2 \frac{1}{1 - \rho^2} I(\xi_2 - \rho \xi_1 + \rho \alpha \leq -\alpha)
$$
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The other situations in this scenario can be considered in a similar way. The total contribution of the second scenario to (64) is

\[ M_2(\epsilon, \Delta, \alpha) = \epsilon(1-\epsilon)B(\alpha), \]

where \( B(\alpha) \) is defined in (21).

In the third scenario, both components of \( \beta_0 \) are zero, i.e. \( B = \emptyset \) and \( B^c = \{1, 2\} \). According to (17), we need to consider the following two dimensional LASSO problem

\[
\bar{\beta} = \arg\min_{\beta \in \mathbb{R}^2} \left\{ \frac{1}{2} \|z - \Sigma_s^{1/2} \beta \|_2^2 + \alpha \|\beta\|_1 \right\}.
\]

There exists subgradients \( \partial\|\beta_1\|_1 \) and \( \partial\|\beta_2\|_1 \) such that

\[
\bar{\beta}_1 + \rho \bar{\beta}_2 = \xi_1 - \alpha \partial\|\bar{\beta}_1\|_1,
\]

\[
\rho \bar{\beta}_1 + \bar{\beta}_2 = \xi_2 - \alpha \partial\|\bar{\beta}_2\|_1.
\]

By dividing the two dimensional space into nine regions (as illustrated by Figure 7), we obtain the following solution for \( \bar{\beta} \)

\[
\begin{cases}
\bar{\beta}_1 = \bar{\beta}_2 = 0 & \text{if } \|\xi_1\| < \alpha & \& \|\xi_2\| < \alpha \\
\bar{\beta}_1 > 0, \bar{\beta}_2 = 0 & \text{if } \|\xi_1\| \geq \alpha & \& |\xi_2 - \rho \xi_1 + \rho \alpha| < \alpha \\
\bar{\beta}_1 < 0, \bar{\beta}_2 = 0 & \text{if } \|\xi_1\| \leq -\alpha & \& |\xi_2 - \rho \xi_1 - \rho \alpha| < \alpha \\
\bar{\beta}_1 = 0, \bar{\beta}_2 > 0 & \text{if } \|\xi_2\| \geq \alpha & \& |\xi_1 - \rho \xi_2 + \rho \alpha| < \alpha \\
\bar{\beta}_1 = 0, \bar{\beta}_2 < 0 & \text{if } \|\xi_2\| \leq -\alpha & \& |\xi_1 - \rho \xi_2 - \rho \alpha| < \alpha \\
\bar{\beta}_1 > 0, \bar{\beta}_2 > 0 & \text{if } \xi_1 - \rho \xi_2 + \rho \alpha \geq \alpha & \& \xi_2 - \rho \xi_1 + \rho \alpha \geq \alpha \\
\bar{\beta}_1 > 0, \bar{\beta}_2 < 0 & \text{if } \xi_1 - \rho \xi_2 - \rho \alpha \geq \alpha & \& \xi_2 - \rho \xi_1 - \rho \alpha \leq -\alpha \\
\bar{\beta}_1 < 0, \bar{\beta}_2 > 0 & \text{if } \xi_1 - \rho \xi_2 + \rho \alpha \leq -\alpha & \& \xi_2 - \rho \xi_1 - \rho \alpha \geq \alpha \\
\bar{\beta}_1 < 0, \bar{\beta}_2 < 0 & \text{if } \xi_1 - \rho \xi_2 - \rho \alpha \leq -\alpha & \& \xi_2 - \rho \xi_1 + \rho \alpha \leq -\alpha
\end{cases}
\]

Substituting into (17), the total contribution of the third scenario to (64) can be written as

\[ M_3(\epsilon, \Delta, \alpha) = (1-\epsilon)^2C(\alpha), \]

where \( C(\alpha) \) is defined in (22). Therefore

\[
M(\epsilon, \Delta, \alpha) = M_1(\epsilon, \Delta, \alpha) + M_2(\epsilon, \Delta, \alpha) + M_3(\epsilon, \Delta, \alpha) = \epsilon^2A(\alpha, \Delta) + \epsilon(1-\epsilon)B(\alpha) + (1-\epsilon)^2C(\alpha).
\]

To get \( \delta_c \), we need to solve the equation \( \frac{\partial M(\epsilon, \Delta, \alpha)}{\partial \epsilon} = 0 \) for \( \epsilon \) which is given by

\[
\epsilon = \frac{2C''(\alpha) - B''(\alpha) + \sqrt{B''(\alpha)^2 - 4\frac{\partial A(\alpha,\Delta)}{\partial \alpha}C''(\alpha)}}{2\left\{ \frac{\partial A(\alpha,\Delta)}{\partial \alpha} - B''(\alpha) + C''(\alpha) \right\}}.
\]

Substituting into (67), we conclude that the transition curve is determined by (19). □
Figure 7: Illustration of the solution \( (66) \) for equation \( (65) \) in two dimensional space. Here \( \rho = 0.5 \) and \( \alpha = 1 \).
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