Experimental Investigation of Vortex-Tube Streamwise-Vorticity Characteristics and Interaction Effects with a Finite-Aspect-Ratio Wing
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Abstract: An experimental study is conducted to analyze a streamwise-oriented vortex and investigate the unsteady interaction with a finite-aspect-ratio wing. A pressurized vortex tube is used to generate streamwise vortices in a wind tunnel and the resulting flow behavior is analyzed. The vortex tube, operated at various pressures, yields flows that evolve downstream under several freestream wind tunnel speeds. Flow measurements are performed using two- and three-dimensional (2D and 3D) particle image velocimetry to observe vortices and their freestream interactions from which velocity and vorticity data are comparatively analyzed. Results indicate that vortex velocity greater than freestream flow velocity is a primary factor in maintaining vortex structures further downstream, while increased supply pressure and reduced freestream velocity also reduce vortex dissipation rate. The generated streamwise-oriented vortex is also impinged on a finite-aspect-ratio airfoil wing with a cross-section of standard NACA0012 airfoil. The wingtip-aligned vortex is shown to investigate the interaction of the streamwise vortex and the wingtip vortex region. The results indicate that the vorticity at the high vortex-tube pressure has a significant effect on the boundary layer of airfoil.
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1. Introduction

Swirling and vortex flows are encountered in many nature and technology applications [1] ranging from formation flights [2,3] to spray and combustor mixing devices [4]. Formation flight, like that observed from birds to improve aerodynamic efficiency [2], is a commonly used technique in groups of aircraft to improve fuel efficiency [3]. In order to improve upon the benefits obtained through formation flight, an understanding of the underlying physical phenomena is necessary. The primary factor in effective formation flight is the alignment of aircraft wings such that the wingtip vortices produced by a leading aircraft will intersect with the wing of a trailing aircraft in a way that increases lift and reduces drag. This intersection has been modeled numerically [5] to produce valuable information about the nature of the fluid flow resulting from the interaction of the wingtip vortex with the trailing wing. In order to verify such numerical methods, a robust real-world approach is needed to allow control over the flow parameters specified in simulations, and the device developed in this study is intended to provide an approach for such control. Therefore, the goal of this research is to develop a method of producing controllable streamwise vortex structure that can be characterized and that can also be used in several applications of swirling flows, such as the experimental analysis of vortex interactions with airfoils. The resulting experimental data can also be used to perform numerical simulation validations.

In addition, the canonical nature of the experimental framework permits application to methods for improvement on aircraft performance, such as those using winglets [6], flow control devices such as tubercles [7], etc.
Streamwise vortices are produced during the general operation of finite airfoil wings [8]. The 3D nature of aircraft wings results in increased complexity of the surrounding airflow compared to that of a theoretical 2D airfoil. The high-pressure region created underneath the wing is responsible for producing lift; however, near the wingtips this pressure causes the air to be forced upwards and over the wing. The motion of this air produces a circulatory flow pattern that trails after the wing, known as a wingtip vortex [8]. The air that has circulated to the top of the wing now affects the wing’s upper surface, producing a downward force in a process known as downwash, which reduces the effective angle of attack of the wing [9]. Conversely, the circulating air can also produce an upwards force, known as upwash, before it reaches the upper surface of the wing; however, since the axis about which the air is circulating is aligned with the wingtip, this upwash generally does not affect the wing generating the vortex [10]. The distribution of forces due to vortices is shown in Figure 1 [11]. To reduce the effects of downwash and increase flight efficiency, some aircraft utilize wingtip devices to alter the behavior of the circulating air [6,10]. While theorized prior to its first application, this approach was first implemented by Whitcomb in 1976 by adding nearly vertical wing-like plates known as winglets to the wingtips of aircraft [6,11,12]. The addition of wingtip devices increases the weight of the aircraft and causes increased drag due to the increase in surface area, but the benefits of increased fuel efficiency and maximum range often justify the decision. Wingtip devices may also be used to reduce takeoff noise and increase cruise altitude and speed [6,11,12].

![Figure 1. Downwash and upwash generation from wingtip vortices [11].](image)

Wingtip vortices produced by finite airfoil wings can impact the flight characteristics of other aircraft. The vortices produced from the wingtip expand in diameter as they trail behind an aircraft [10]. Known also as wake turbulence, these vortices are produced during flight as well as during take-off and landing and have the potential to interfere with the operation of other aircraft with which they come into contact. An aircraft entering wake turbulence may experience sharp sudden aerodynamic moments that can be difficult to recover from. The National Transportation Safety Board (NTSB) records that in the United States between 1983 and 1993, at least 51 incidents and accidents occurred...
that were most likely caused by the interaction of aircraft with wake turbulence, some of which resulted in the death or injury of aircraft occupants or damage or destruction of one of the aircraft involved. To avoid incidents such as these, the FAA mandates that aircraft remain at a great enough distance away from the wake of other aircraft according to their weight classification, as larger aircraft produce stronger wakes [13].

In a more useful situation, aircraft and birds flying in formation can take advantage of wingtip vortices to increase the lift produced by their wings and improve their efficiency. The technique of formation flight is demonstrated by many species of birds: by flying in a V-shaped pattern, the wingtip vortices produced by the leading bird produce upwash, the opposite effect of downwash, on the trailing birds’ wings when they are located within the upward-moving portion of the wingtip vortex [2]. This upward component of the circulating air creates additional lift and thereby increases flight efficiency. A theoretical examination of this technique showed that the range of a flock of 25 birds would increase by 71% due to the benefits of upwash in formation flight [2]. Similarly, for fixed-wing aircraft, the upwash of a leading aircraft may be used to provide additional lift for other aircraft, increasing efficiency and reducing fuel consumption [14].

Streamwise vortices are also sometimes induced on the surface of an aircraft wing in order to delay boundary layer separation and improve fuel efficiency. These vortex generators are comprised of small fins mounted perpendicularly on the top surface of an aircraft’s wings, at an angle to the incident airflow. As the vortices produced by the fins travel over the surface of the wing, they carry away some of the wing’s slow-moving boundary layer and so delay the separation of the flow over the airfoil. This interruption of flow separation events can be found in the numerical simulations of Garman and Visbal [5].

In this study, particle image velocimetry (PIV) using its tomography version technique was applied to study the streamwise vortex that is generated in a vortex tube [15] that is controlled by a compressed air with varying inlet pressures and released to various wind tunnel freestream velocities. Then, the controllable generated streamwise vortex with various strengths and endurances was studied and it was also allowed to impinge on a finite airfoil wing to study the interaction with wingtip flow. Besides the fundamental nature of the investigation, it is noteworthy to mention again that there are multiple practical applications of this work that relate to the improvement of aerodynamic efficiency of aircraft using involving vortex surfing [3], winglets [6], etc., and it also relates to multiple other fundamental and applications of swirling flows, such as those common in sprays and combustors [4], etc.

2. Experimental Setup

2.1. Pressurized Vortex Tube

The method used for vortex generation was a pressurized vortex tube. This device circulates compressed air in a cylindrical chamber and then releases the air into the freestream flow. These devices are used in industry to produce separate streams of higher and lower temperature air from a single supply [15]. The device’s operation is illustrated in Figure 2 below. Compressed air is introduced into the chamber from a tangential port near the front of the chamber’s interior. The tangential airflow then circulates along the length of the device, and upon reaching the end of the chamber the central portion of the vortex air is reflected back through the chamber to exit the front of the device, while the heated outer air is released through a valve at the back end. In this study, the valve is removed entirely to allow the air to continue its circulatory pattern outside the device, forming a streamwise vortex. This approach allows for the strength of the produced vortex to be manipulated by increasing or decreasing the pressure of the compressed air supplied to the vortex tube.

The pressurized vortex tube was constructed by 3D printing with ABS plastic with a cylindrical chamber length of 6 inches, an internal diameter of 0.25 inches and an external diameter of 0.375 inches. The tangential inlet had an internal diameter of 0.0625 inches and was supplied with compressed air through 0.036 inch ID tubing. The dimensions of the device were chosen to conform to the vortex
size relations imposed by the numerical simulation of Reference [5]: streamwise vortices with an outer diameter of 0.25 inches corresponds to an airfoil chord length of 1.25 inches, and for an aspect ratio of 6 this airfoil would have a wingspan of 7.5 inches. As a result, the wingtip of the airfoil of corresponding size would be located near enough the center of the 12 in$^2$ wind tunnel test section, with the goal of sufficient spacing to avoid interacting with the boundary layers on the wind tunnel walls and other wind tunnel interferences [16–22]. Both ends of the chamber were left open in the initial design of the part to allow future testing to investigate the effects of allowing the freestream flow to enter the chamber, but the front end of the chamber was sealed during testing. To determine the effects of changes in air supply pressure on the produced vortices, the device was operated with supply pressures of 20, 30 and 40 psi which translate into the flow conditions of Table 1. The device is pictured in Figure 3 below, mounted on a slider system to allow spanwise motion for transient tests and in a typical wind tunnel mounted configuration with various dimensions of interest.

**Figure 2.** Schematic of vortex tube method of operation.

**Table 1.** Experimental conditions.

| WT Set (%) | WT Vel (m/s) | VT (psi) | VT Exit Plane Vel (m/s) | Uo (m/s) (V_avg) | Re (Uo*d/ν) |
|------------|--------------|----------|------------------------|------------------|-------------|
|            |              |          | Vx_avg | Vy_avg | Vz_avg |                |              |              |
| 3          | 0.21         | 0.21     | 1.01   | 1.07   | 5.77   | 6.95           | 2982         |
| 3          | 0.21         | 0.21     | 1.56   | 1.79   | 9.65   | 11.07          | 4752         |
| 5          | 2.9          | 2.9      | 2.71   | -2.19  | 9.16   | 11.88          | 5099         |
| 5          | 2.9          | 2.9      | 2.38   | 1.24   | 5.37   | 6.66           | 2856         |
| 5          | 2.9          | 2.9      | 2.46   | -1.40  | 7.23   | 9.24           | 3965         |
| 10         | 4.32         | 4.32     | 3.20   | 1.09   | 6.49   | 7.08           | 3222         |
| 10         | 4.32         | 4.32     | 3.44   | 1.23   | 6.20   | 7.31           | 3135         |
| 10         | 4.32         | 4.32     | 3.69   | 1.60   | 6.91   | 8.96           | 3843         |
| 20         | 8.58         | 8.58     | 6.73   | 1.03   | 2.74   | 7.17           | 3077         |
| 20         | 8.58         | 8.58     | 5.83   | 1.45   | 3.82   | 8.12           | 3483         |
| 20         | 8.58         | 8.58     | 6.48   | 1.12   | 3.52   | 9.85           | 4225         |
2.2. Wind Tunnel

Tests were conducted inside a FloTek 1440 wind tunnel with a test section area of 12 in\(^2\) that was operated at various speeds for each vortex generation apparatus. For each configuration of each vortex generator, the wind tunnel was operated at speeds ranging from 3% to 43% of the full power speed for the 2-dimensional (2D) PIV tests, and from 3% to 20% of the full power speed for 3-dimensional (3D) tests. The corresponding freestream velocities were then determined for each wind tunnel percentage using separate Pitot tube and freestream PIV measurements obtained prior to testing, with the results shown in Table 1 (where WT means wind tunnel and VT vortex tube). The percentages used in the various conditions reported in the investigation refer to the freestream and Reynolds number conditions of the table. The rest of experimental conditions related to the vortex tube flow are also shown in the table for the exit flow and were obtained from the PIV campaigns in the manner described in the results section. The Re number for the vortex flow is obtained from the tube exit magnitude of velocity at each condition (U\(_o\)) the tube inner diameter (0.25 in or 6.35 mm) (d), and the air kinematic viscosity (\(\nu\)) at 15 °C (1.48 × 10\(^{-5}\) m\(^2\)/s) as Re = U\(_o\)*d/\(\nu\). The table quantities enlighten the fact that the flow is indeed 3D at the exit, having high tangential components.

Wind tunnel testing, especially when directed towards validation of numerical simulations, brings up a series of concerns that need be addressed properly and scaling considerations and boundary conditions corrections have to be considered. These concerns include the influence of Reynolds and Mach numbers, the scaling quality and accuracy, the wall-interference effects, the flow and solid blockages, the freestream turbulence, etc. [16–22]. Investigations have clearly concluded that corrections for aerodynamic coefficient measurements (notably lift and drag) have to be properly used to represent the natural flow conditions encountered by models. These corrections come about from the fact that wall separations and boundary layer developments interfere with the model natural flow conditions sought for the engineering assessments. It is thus obvious that the current testing will be affected by such wind tunnel interference and, indeed, wind tunnel freestream and wall flow interrogation and calibrations performed with pressure probes and PIV revealed irregularities that would have to be considered when measuring flows and airfoil properties. For the purposes of this investigation, which concerns streamwise vorticity of various levels and its impingement on an end
tip of an arbitrary and thin airfoil centered in the test section, these corrections were less critical than studies on aerodynamic performance such as lift and drag. In this study, irregularities were observed very near to the test section walls and were avoided by placing the vortex generator in the center of the test section to ensure a uniform freestream flow during testing. As previously discussed, avoiding the effects of the irregularities was also a factor in selecting the dimensions of the vortex tube. It is nonetheless clear that the strength, evolution and interactions of the vorticity generated in the wind tunnel would differ from those in a natural “free” environment and further studies would be needed to assess the differences.

The freestream velocity coupled with the vortex tube flow exit was responsible for carrying the streamwise vortex away from the generator, and as such an increase in freestream velocity would affect the periodicity of the vortices. This was a contributing factor to focus on lower speed setting tests for both 2D and 3D PIV to assess streamwise vorticity strength, evolution, and interaction with a downstream object, such as a wing [5].

2.3. Particle Image Velocimetry (PIV) Setup

The vortices produced by the generation apparatus were observed using both 2D and 3D PIV approaches [23,24] for the various tunnel conditions. For the PIV system, the schematic of the system used in the present study and photography of the laser sheet path, the four-camera PIV setup, and the particle seeding system are shown in Figure 4 along with schematics showing the laser illumination used for the data acquisition campaigns.

Small droplets of sub-micron diameter were introduced into the wind tunnel as an aerosol produced from atomization of DEHS oil. Pressurized air is injected into a tank of this oil, producing droplets around air bubbles. The oil–air mixture is then carried to the diffusers where it is released as a mist into the inlet of the wind tunnel. Due to their small size, gravitational and inter particle forces are ignored, and these droplets are characterized as accurately following the flow path of the airflow inside the wind tunnel. The density of the mist released into the wind tunnel was controlled by modifying the pressure of the supplied air to ensure that the proper particle density was present during testing. Not enough particles in the flow would prevent accurate measurements from being obtained, while too many particles would lead to excessive computational effort being required to process the resulting images.

The droplets were then illuminated by a double-pulsed Nd:YAG laser (NewWave MiniLase-III) capable of emitting two laser pulses of 100 mJ at a wavelength of 532 nm with a repetition rate of 30 Hz, as shown in Figure 4. For 2D PIV, the laser was expanded into a vertical sheet parallel with the flow using spherical optics, which was centered at the axis of the vortex generator. For tomographic PIV, the laser was expanded to shine over a volumetric region of interest for the apparatus, with thickness of 10 mm set by a rectangular aperture, and specifically over the flow region immediately following the outlet of the vortex tube (Figure 4e) and downstream regions such as the wingtip of the airfoil (Figure 4f). For the study of the vortex–airfoil interaction, the vortex tube was held vertically to minimize obstruction on the flow from the vortex tube holder on the horizontal airfoil (Figure 4f). The dimensions of this region remained unchanged between tests to allow comparison of the data between configurations without needing to account for differences in location of the test volume.

For each measurement instance, the laser emits two pulses separated by less than 100 µs to illuminate the region and capture two images of the particles with appropriate displacements expected at the magnification and flow dynamic ranges. A timing interval for the pulses is selected that is short enough that the displacement of the particles is small enough for the correlation algorithm to identify the individual particles’ positions in both frames, but also large enough that the difference of the particles’ positions is great enough to produce optimal accuracy measurements [23–25]. When chosen properly, the resulting vectors obtained from the measured displacement and time provide an effectively instantaneous velocity field of the observed flow region.
The selection of this interval is complicated by the presence of multiple flow regions with varying velocities; in such a flow, the proper interval may be suitable for a slower flow but unable to accurately measure the faster flow region, or vice versa. This problem limited the velocities that could be tested in the wind tunnel, as even at the 43% setting the difference between the freestream velocity and vortex velocity made accurate measurement more difficult, so data collection was focused on lower speeds for this investigation. The selected 2D timing intervals for each configuration were set from 30 to 60 µs depending on the vortex tube flow and freestream conditions.

Images of the illuminated droplets were then captured using Charged-Coupled-Device (CCD) PIV double-frame cameras with 1600 × 1200 resolution mounted outside the tunnel at various positions and angles. These cameras are designed to rapidly capture two images corresponding to the two laser pulses in each measurement instance.

Figure 4. Schematic of standard particle image velocimetry (PIV) (a), photography of the laser beam path (b), the tomographic four-camera arrangement (c), and the particle seeding system components (d), and schematic of the laser illumination for the vortex tube (e) and airfoil (f) data acquisition campaigns.
During 2D operation, the cameras captured images spanning approximately 40 mm (1.575 inches) in the x-direction and 30 mm (1.181 inches) in the y-direction, while the tomographic camera arrangement, as shown in Figure 4 above, captured images in their own local coordinate systems. For tomographic operation, the resulting images were used to reconstruct the 3D positions of the droplets within the flow region of interest in both frames. For both 2D and 3D approaches, a cross-correlation algorithm was applied to the two consecutive frames to identify the displacement of the particles between frames [23–25].

As previously mentioned, these displacement vectors, when divided by the time interval between frames, produce effectively instantaneous 2D (u, v) or 3D (u, v, w) velocity fields of the flow for individual camera views or tomographic reconstructions, respectively. Further related details of these techniques as well as other vortex generation designs considered for this investigation can be found in [26].

3. Results

The pressurized vortex tube was tested first using 2D PIV to verify the device’s operation and to determine the extent to which the produced streamwise vorticity could be maintained downstream. One camera was placed parallel to the flow viewing the region around the outlet of the device and another in a similar orientation to observe the region immediately downstream of that of the first camera. This allowed the degree of dissipation of the vortices streamwise vorticity to be observed after they had travelled a fixed distance. Although the 2D renderings in the streamwise plane are useful and yield a first impression and guidance of the vortex flow main location and quality, it is obvious that only a 3D flow field from the tomographic PIV is expected to render a full characterization of the complex flow. In keeping up with this philosophy, initial developments, flow features, vortex main spanwise locations, skewness and direction, etc., will be easily drawn from the 2D data and then the 3D data will be collected in the regions found of interest and presented to complement the findings.

The results will show flow properties derived from the PIV velocity field including streamlines, vorticity, and other means to find vortex core regions [27–29], such as iso-surfaces of Q-criterion [27]; both instantaneous and average renderings will be utilized to highlight the unsteady nature of the flows. The data cover downstream regions from the outlet of the vortex tube and they are organized to show characteristics as a function of the settings of the vortex tube pressure, that determines the vortex strength, and the wind tunnel speed, that determines the freestream condition, at which each dataset was obtained; they are arranged to display the different conditions together and allow their direct comparison and analysis. Since a small portion of the vortex tube was visible within the near camera frame during data collection, approximately 12 mm² (0.0186 in²) of invalid or missing data is present where the overlap occurred, centered at the vertical location of the outlet y = 0. All numerical data have been presented at the same scale as data of the same type.

For every case, several figures are presented first to show instantaneous data choosing the median frame of the set (a robust statistic [30]) as the illustrative representation in their associated datasets. In the streamline graphs, 300 random points were used to generate the streamlines and are colored with velocity magnitude. Then, the following figures present the time-averaged data from the same datasets. The downstream 2D camera view data are organized similarly in the figures. Following the instantaneous snap samples, the averaged flow fields presented yield a representation of the flow’s average patterns for the various conditions.

It is important to note that the maximum repetition rate at which the laser could operate (30 Hz) was too slow to capture time-resolved particle image data from the vortex structures, since they manifest and travel at smaller timescales than the PIV apparatus is capable of operating at. Thus, time averaging the vorticity data could not produce meaningful results due to this timescale issue as well as the turbulent nature of the vortices, and instead only the instantaneous vorticity data are presented. It is also important to note that the vorticity maps from the 2D images present the vorticity in the z-direction, i.e., negative normal to the camera, since only x and y data are available in these images.
As discussed in the aforementioned experimental setup section, in order to correctly perform the correlation calculations, the time interval between two consecutive frames (‘\(dt\)’) must be small enough to observe the flow particles with a small but still measurable displacement. This leads to difficulty in obtaining accurate measurements when observing a slow-moving vortex core in a high-speed freestream flow, or a high-speed vortex core in a slow-speed freestream flow. In this study, observation of the vortex was prioritized and a value for ‘\(dt\)’ was selected to ensure accurate measurement of the vortex core as explained in the previous section. This value is shown in each of the individual graphs in the Figures.

3.1. 2D Velocity Maps, Vectors and Streamlines

Several results are immediately apparent from the instantaneous 2D data. The velocity and streamline graphs indicate that the vortices entrain the freestream flow to a much greater extent when the difference in velocity between the vortex core and freestream is large due to the larger difference in the mixing layer between the vortex flow and the freestream flow [31–34]. The complex three-dimensional events involve mixing streams with velocity gradients and they evolve downstream to display free-shear turbulent flow characteristics [35] after the internal vortex-tube complex developments [36–38].

This is most evident in the 40 psi and 3% wind tunnel setting, for which the velocity map is presented below in Figure 5a. In this configuration, near the outlet of the vortex generator, the majority of the vortex possesses a velocity approximately 20 m/s faster than the surrounding flow. The corresponding streamlines for this configuration are shown in Figure 5b, where it can be clearly seen that the freestream is entrained into the vortex due to the significantly higher velocity of the vortex structure. In contrast, the velocity map and streamlines from a configuration with similar velocities in the freestream and vortex structures shows that entrainment is greatly reduced when the vortex structure velocity is greater than the freestream velocity, but this difference in velocity is small.

A prime example of this is the 20 psi vortex tube and 20% wind tunnel settings, shown in Figure 5c. In this configuration, the freestream flow is only slightly influenced by the presence of the vortex structure, as evidenced by the corresponding streamlines presented in Figure 5d. While it may also be inferred that high-speed flows generally entrain the vortices in smaller scales than flows at lower speeds, this hypothesis is complicated by the varying degree of entrainment of freestreams by the vortices at different pressure settings.

The colored streamline plots are additionally useful because they clearly convey the fact that the flow is 3D. This is indicated with areas with higher and lower velocities through the given streamlines (which are tangents to the projections of the 3D vectors in the 2D plane) and imply a divergence (and a \(w\) component) in the plane (another indication of three-dimensionality). This is discussed further in the tomographic data analysis section.

Additionally, several small vortices and circulation areas in the \(xy\)-plane can be seen throughout the vortex structure in Figure 5, primarily in the upper portion of the graph, which may indicate the location of an annular portion of the vortex structure perpendicular to the camera, i.e., with its centerline extending in the \(z\)-direction. Additionally, present to varying degrees in the corresponding vorticity maps, these circulation regions also appear frequently in the other 2D and 3D streamline graphs, most obviously in the 30 psi and 20% setting streamlines shown in Figure 6, which indicate the presence of an annular structure formed immediately after the outlet of the vortex generator.

As expected, from the velocity maps it can be observed that the vortices are rotating more quickly at higher pressures, since both the top and bottom of the vortex structures are more visible in the instantaneous data from configurations with 40 psi settings.
Figure 5. Instantaneous 2D near region velocity map (a,c) and their streamlines (b,d) for 40 psi, 3% freestream wind tunnel setting (a,b) and for 20 psi, 20% freestream wind tunnel setting (c,d).

Figure 6. Annular structure at vortex tube exit region instant streamlines (30 psi, 20% freestream).
The downstream vortex tube test is of importance for characterizing vortex developments and also for establishing a frame of reference for the flow that will be interacting with the airfoil later. A few representative results are shown in the following sections. Due to a smudge or dirt on windows on the laser sheet path, a small linear distortion is visible in nearly all velocity datasets at approximately $x = 35$ mm (1.378 inches), and another small distortion centered near $x = 30$ mm (1.181 inches), $y = -7$ mm (−0.276 inches) is also visible in the vorticity data. Most notable in these datasets is that the vortex structures remain intact further downstream for configurations in which the exit velocity of the vortex tube is much larger than the freestream velocity. In both the instantaneous and time-averaged velocity maps, the vortices produced at the 20 psi pressure setting have largely dissipated before entering the frame of the downstream camera, whereas at the 40 psi pressure setting the central region of the vortices are still clearly visible. However, the downstream vortices maintain their average velocity for longer at the 20% setting. In the instantaneous downstream data, the turbulent nature of the vortices is more noticeable than in the near camera view data. As previously discussed in this section, since the camera timing is not synchronized to the period of the vortices, the motion of the vortex structures cannot be followed frame-by-frame. However, the instantaneous images still show the vortices at various orientations as they spiral downstream, as will be shown in downstream datasets and that can be found in the full dataset in [26]. It is observed that the 2D vector field does not reflect clearly that motion due to the 2D limitations in a 3D flow and that tomographic results are needed.

Most enlightening developments can be traced once the data for the various wind tunnel speeds and vortex pressures are put together side by side as shown and discussed next using representative instantaneous samples (Figure 7) and averages (Figure 8) of velocity contour maps in the near field. The instantaneous maps first revealed the turbulence nature of the vortex flow, clearly characterized by strong fluctuations and jitter among realizations that are typical of free (unbounded) turbulent flows [35]. To this point, as alluded earlier, mention needs to be made to the fact that the vortex tube, where the vortex is generated, is a complex geometry with a confined boundary, a free end, and lengthy internal boundary conditions; it also houses an interaction with the other swirling cold vortex flow and with an exit flow and the mixing flow with the free stream environment. Studies with even simpler geometries have revealed unstable flow patterns quickly developing and depending on several geometric and swirl flow parameters [36–38]; these studies have also depicted flow patterns once the vortex is generated, becomes unstable upon freestream interaction and mixing (a complex 3D spiraling mixing layer phenomena), and produces vortex breakdown phenomena [5,31–34,39,40]. As depicted in the data that follows, the vortex is typical of an unsteady turbulent swirling vortex flow.

The swirling flow coming out from the vortex tube starts mixing with the free stream at the various ratios and it is clear and expected that as the ratio of the velocities decreases from an almost quiescent free stream (3% wind speed) to the higher velocities, the mixing region becomes thinner as illustrated in the instantaneous (Figure 7) and averaged (Figure 8) data plots. The instantaneous samples reveal individual structures, for example, those centered at the higher velocity spots (e.g., those in the frame corresponding to 40 psi and 10% wind speed), that were detected in the streamlines shown earlier, and that will be further and better demonstrated with vorticity maps. They also show a tendency of the main vortex flow location to be slightly skewed downwards for the high pressure vortex conditions, an asymmetric feature related to the specific orientation of the vortex tube inlet, that tends to vanish as the vortex strength (pressure) is lower. The average maps corroborate this main pattern with two prominent “jets” at this 2D plane. The sudden disappearance of these “jets” some short distance downstream is indeed a signature of the three-dimensional swirling nature of the vortex.
Figure 7. Instantaneous vortex-tube flow at near region. Data at 3%, 5%, 10%, and 20% freestream wind tunnel speed settings (rows) for three different vortex tube pressures (columns).
Figure 8. Time-averaged vortex-tube flow at near region. Data at 3%, 5%, 10%, and 20% freestream wind tunnel speed settings (rows) for three different vortex tube pressures (columns).

The downstream flow follows the trend that the stronger and more lasting vortex is indeed that with the higher pressure setting (40 psi), as demonstrated by few sample conditions for instantaneous (Figure 9) and average (Figure 10) velocity maps. Further samples and other conditions can be found in [26]. As mentioned earlier, these downstream flows are as crucial as the ones that will produce the interaction with the downstream airfoil.

The vorticity in the \( x \)-direction cannot be observed in 2D testing in which the cameras are facing the negative \( z \)-direction, but \( z \)-vorticity data can still be used to draw conclusions about the flow behavior. Figure 11 shows the \( z \)-vorticity map from the near camera from the 40 psi and 5% configuration, the velocity map of which was shown in Figure 7. In this near map it can be seen that the regions with high-magnitude \( z \)-vorticity correspond to the high-velocity regions from the outlet of the vortex generator as seen in Figure 7. In particular, the location of the region centered at approximately (0, 3) mm or (0, 0.118) inches in Figure 11 matches part of a high-velocity region in Figure 7. This vorticity is
likely produced by a previously discussed annular portion of the vortex structure. The interaction of the vortex flow with the freestream leads to mixing layers with vorticity of opposite signs as seen in Figure 7. These 2D vorticity maps have strong limitations and, thus, 3D tomographic mapping is needed for the full characterization of vorticity fields, as will be shown in the following section.

Figure 9. Instantaneous vortex-tube flow: downstream region data at 5% (a), 10% (b), and 20% (c) wind tunnel speeds for the 40 psi vortex condition showing the 2D version of the flow that the downstream airfoil will encounter.

Figure 10. Average vortex-tube flow: downstream region data at 5% (a), 10% (b), and 20% (c) wind tunnel speeds for the 40 psi vortex condition showing the 2D version of the flow that the downstream airfoil will encounter.

Figure 11. Instantaneous near region vorticity map for 40 psi, 5% wind tunnel speed setting.
3.2. 3D Tomographic Test Results Overview

After the initial assessment with the 2D PIV campaign, where the main regions of interest for vorticity activity were identified, tomographic testing was performed to observe the vortex structures with more detail. Since the tomographic approach only allows for a limited span (z axis) of area to be observed, the available PIV hardware apparatus was focused on the outlet region, and further downstream behavior of the vortices was not observed simultaneously. The vortex generator was operated in the same configurations as with the 2D analysis, and the laser apparatus was modified to illuminate a 70 mm (2.755 inches) long, 10 mm (0.398 inches) thick and 50 mm (1.969 inches) tall volume immediately following the outlet. Four PIV cameras were then positioned to observe this region from multiple orientations to produce the images to be used for tomographic reconstruction, as shown in Figure 4. It is important to note that the orientation of the vortex tube in the wind tunnel causes the produced vortex to have a positive vorticity in the x-direction.

The tomographic data are plotted and grouped to allow direct view and comparison of the various conditions, wherein the vortex behavior is much more clearly visible than in the 2D datasets. As with the 2D data, the 3D instantaneous data are shown for the median camera frame followed by the time averaged data. Additionally shown are the instantaneous Q-criterion isosurfaces [27] for the median camera frame colored by velocity magnitude. The instantaneous velocity vectors show the circulatory motion at several planes along the length of the tomography volume much more readily than the 2D views. These also further support the conclusion that when the vortex velocity is greater than that of the freestream, the difference in velocity between the vortex and freestream is the primary factor in maintaining the vortex structures in the flow. Note that the locations of the planes at which data are presented are constant for all graphs.

After completing this analysis, a final set of tomographic tests was performed to observe the interaction of the vortices with a NACA 0012 airfoil with an aspect ratio of $AR = 4$ and an angle of attack of $5^\circ$. This test allowed both the study of the influence of having higher turbulence on the airfoil as well as the influence of strong streamwise vorticity in the freestream from the various conditions. The airfoil was placed 6 inches downstream from the vortex tube to prevent the wake from the generator apparatus from interfering with the vortex−airfoil interaction. The vortex generator was positioned at the same elevation as the airfoil, and slightly offset from the wingtip such that the outside of the vortex tube was tangent to the vertical plane of the airfoil wingtip. While not ideal for detecting wingtip vortex dissipation, this was done to allow the laser to be projected on the upper surface of the airfoil rather than on the wingtip. Centering the laser volume over the wingtip would have caused the edge of the airfoil to produce significant glare in each of the tomographic camera views, which was avoided by moving the laser volume slightly spanwise inward over the airfoil such that the edge of the airfoil was just outside the laser volume. Due to the orientation of the laser, only data from above the airfoil could be obtained, and additional measurement apparatus or an alternative setup would be required to measure both the top and bottom surfaces. While insightful, these tests were primarily intended to demonstrate the capability of the vortex generator rather than produce a sizable dataset to work with, and additional testing will be required to fully verify the results of the numerical simulations, such as those in [5].

3.3. 3D Tomographic Data Analyses

A prime example of the aforementioned significance of velocity difference and three-dimensionality is the contrast between the graphs of instantaneous velocity vectors with changing wind tunnel and vortex pressure settings. Figure 12 shows such examples for a wind tunnel set to 3% and the vortex tube operating at 20 psi (Figure 12a) versus 40 psi (Figure 12b), and for the vortex pressure of 20 psi interacting with the freestream generated from the wind tunnel set to 5% (Figure 12c) versus 10% (Figure 12d). The insightful addition of the third dimension, making the vector plots appear flooded with spatial data, is indicative of high activity in the three spatial dimensions. A few slices normal to the streamwise direction are selected to present the data to yield more visual clarity. At the 3% setting,
the vortex pattern and circulatory motion can be seen prominently in the first five slices starting from the -x bound, where the outlet is positioned. At the 20% setting, the vortex is now more mixed with the free stream and becomes harder to distinguish from it due to the similar velocities. This results in the corresponding downstream vortices (at this point identified from the swirling components of velocity) remaining intact longer at the 3% setting than the 20%, which is consistent with the 2D datasets presented in the previous section. At the 40 psi setting, the velocity of the vortex is still high enough to maintain the vortex structures regardless of the selected freestream velocity. Fuller sets of instantaneous data and graphs pertaining to this investigation can be found in [26].

Figure 12. Instantaneous velocity vector slices normal to streamwise direction compared at 3% wind tunnel setting and vortex tube pressures of 20 psi (a) and 40 psi (b), and comparing at a vortex pressure of 20 psi the freestreams from wind tunnel settings of 5% (c) and 10% (d).

The structure in the flows can be assessed using alternative ways of presenting the velocity maps and their derivatives. In Figure 13, instantaneous velocity field samples for the conditions with a 3% freestream setting with a vortex set at 30 psi (Figure 13a) and a 20% freestream setting with vortex set at 40 psi (Figure 13b) are shown through several slices normal to the streamwise direction with velocity magnitude contours. The plots complement the velocity vector plots in showing the flow following swirling pattern characteristics in the downstream direction. Note that this structural view of the flow in space at a given time is emphasizing the Eulerian point of view (a picture of particles in space at a given time) of the flow instead of a Lagrangian point of view (a picture where particles are followed in
time) [35]. The full set of cases representing the various conditions investigated can be found in [26]. These graphs also demonstrate that the vortex is notably more visible at the slower 3% setting due to the difference in velocity being greater than at the 20% setting. This does not only facilitate qualitative observation of the vortices, it also leads to the observation of increased entrainment of the freestream flow by the faster vortex core, as demonstrated in the 2D data and illustrated in Figure 14 by the streamlines for several representative cases. Streamlines in 3D (tangent to velocity vectors) allow one to follow the spiraling pattern of the flow, as depicted in the images of Figure 14, with perspective view chosen to highlight the spiraling/undulating motions. A full set is available in [26].

**Figure 13.** Instantaneous velocity vector slices for 3% freestream and 30 psi vortex settings (a) and 20% freestream and 40 psi settings (b).

**Figure 14.** Instantaneous streamlines for freestream and vortex settings of 3% and 20 psi (a), 3% and 30 psi (b), 3% and 40 psi (c), and 20% and 30 psi (d).
The average tomographic vector fields produce a combination of the Eulerian and Lagrangian point of views by averaging in space and time. Given that time series are from independent snapshots and not phase- (or conditional-) averaged [25], the patterns reveal locations where flow is most repeated in time and location, such as the exit of the vortex tube and reveal locations where flow is most random or chaotic and has the characteristics of fully turbulent flow [35]. It is also clear that the vortex mixing into free stream is more rapid when both streams have similar speeds, such as the case shown in Figure 14d.

These average stories also allow emphasize some of the distinctiveness of the mean flow pattern for each of the conditions and several average plots are shown next for few representative cases. The graphs are composed with slices normal to the streamwise direction, showing mean velocity vectors (Figures 15–17) and contours (Figure 18). These graphs offer a view of each swirling and mixing pattern for each case. It is apparent, and corroborates early suggestions from the 2D maps, that the vortex flow dominates the field for lower freestreams and higher vortex pressures. Vortex strength line plots can be generated to compare and extract quantitative conclusions from the data, as will be shown in a subsequent section.

**Figure 15.** Time-averaged 3D velocity vector slices for 3% freestream at 20 and 40 psi cases.

**Figure 16.** Time-averaged 3D velocity vector slices for the 10% freestream and 30 psi vortex pressure case from two perspective views.
3.4. 3D Tomographic x-Vorticity and Q-Criterion Analysis

For furthering the vortex core identification and also for comparison with numerical simulations such as those of an incident vortex on airfoils in the literature [5], the Q-criterion [27] isosurfaces of tomographic datasets are presented for $Q = 5$ and with velocity magnitude presented as color. For locating vortex structures, simply calculating vorticity isosurfaces can be misleading since vorticity regions may arise outside of the vortex structure, such as near walls, and identification based on low pressure regions may not be adequate for large or complex flows with widely varying pressures [27,28]. An approach for vortex characterization is the Q-criterion, [27] which gives the second invariant of the velocity tensor, and provides a more accurate means of locating vortex cores. This derived value is calculated from the following equation:

$$Q = \frac{1}{2} \left( \|\Omega^2\| - \|S^2\| \right)$$  (1)
where $\Omega$ is the vorticity magnitude and $S$ is the strain rate magnitude. In order to use this equation, the region of calculation must possess a pressure lower than that of the freestream. The isosurfaces of this criterion represent regions in which the vorticity magnitude is a specific amount greater than the strain rate magnitude [27]. Flow characterization displayed using the Q-criterion is dependent on the value of $Q$ chosen for the isosurfaces and as such can be somewhat arbitrary, and while other methods of identifying vortex cores are available, the Q-criterion was chosen for ease of comparison with numerical simulations since a value of $Q = 5$ was already specified for visualization of the incident vortex.

Before measuring the Q-criterion directly, some insight can be gained by observing the x-vorticity map and its limitations, for example, that of the 40 psi at freestream settings of 3% and 5% as shown in Figure 19. In most of the high-vorticity regions, a corresponding region with the opposite sign can be seen nearby, suggesting that entrained counter-rotating flow is present, as mentioned in the discussion of the 2D data. This counter-rotation is included in the calculation of the Q-criterion, since it is the magnitude of the vorticity that is being considered, but the presence of the vortex core is still understood since it is the cause of the entrainment.

Despite the heavy noise due to turbulence, it can be deduced that the vortex core maintains its strength further downstream when the freestream velocity is low, while at higher freestream velocities, the vortex core is weakened more quickly. As seen below in Figure 20, the vortex core is most visible in the $Q = 5$ isosurface graph of the two cases depicted corresponding to the 3% freestream setting and vortex tube pressures of 30 psi (Figure 20a,b) and 40 psi (Figure 20c,d) from two perspective views to emphasize the spiraling motion from the Q tracks. The full results of the campaign using the Q-criterion can be found in [26] where it is shown how the vortex signatures increase at the various conditions and offer a clear comparison.

The dissipation rate of the vortices was also evaluated from the tomographic data, which allowed a solution to be obtained for the problem of insufficient 2D data for time-averaging vorticity. As previously discussed, since the measurement process is not time-resolved to the vortex structures, accurate time-averaged vorticity calculations cannot be performed on the structures themselves. However, the time-averaged vorticity magnitude in an $x$-plane in the tomography region can be used to determine the average strength of the vortices that pass through that plane during the measurement process. Unlike the use of time-averaging to identify vortex structures, which is unmanageable with different timescales, this application does not rely on the location of the vortex within the $x$-plane. Rather, the calculation is only concerned with the magnitude of the vorticity of the structures, therefore the difference in timescales is not a limitation in determining the average strength of vortices over the measurement time.

![Figure 19](image-url)  
**Figure 19.** Instantaneous vorticity slices for 40 psi and the 3% (a) and 5% (b) freestream settings.
Figure 20. Instantaneous Q-Criterion isosurfaces for the 3% freestream setting and vortex pressure set at 30 psi (a,b) and 40 psi (c,d), each from two perspective views.

The maximum and minimum vorticity magnitudes at each of the \(x\)-planes in previous graphs are presented in Figure 21. As previously mentioned, the design of the vortex tube led to the production of outlet flow with positive \(x\)-vorticity and, as such, the negative values in the below graphs are likely the result of the entrained counter-rotating flow circulating behind the vortex structures.

The dissipation rate of the produced vortices with respect to downstream distance can be visualized more clearly through the use of numerical \(x\)-derivatives obtained from the positive maximum vorticity measurements. Several deductions can be made from Figure 22 in which these derivatives are plotted. It can be seen that at lower freestream wind tunnel velocities, the vortices dissipate over a greater distance than at higher speeds, and when a higher supply pressure is combined with the faster freestream velocities, the vortices experience greater fluctuation in strength further downstream. The vorticity derivative magnitudes also begin to decrease more significantly approximately 30 mm (1.181 inches) after the vortex generator outlet, thus, the trend in vorticity magnitude is nonlinear.
Figure 21. Vortex dissipation through tomography region for (a) 3%, (b) 5%, (c) 10%, and (d) 20% freestream wind tunnel settings.

Figure 22. Vortex dissipation numerical x-derivative for (a) 3%, (b) 5%, (c) 10%, and (d) 20% freestream wind tunnel settings.
Data from the 2D tests indicate that the difference in velocity between the freestream and vortex leads to increased entrainment and keeps the vortex structure intact as it travels downstream. In contrast, from this 3D vorticity data, it can be deduced that the difference in velocity also causes the strength of the vortex to drop off more quickly in the region immediately following the outlet. Thus, in high velocity flows with lower vortex tube pressure settings, despite the structures persisting longer in the flow, their strength is reduced as a side effect of the velocity difference. Tables 2 and 3 below summarize the produced vorticity at the vortex generator outlet and at the maximum $x$-value of the tomography region.

| Table 2. Maximum time-averaged vorticity measurements at the vortex generator outlet. |
|---------------------------------------------------|
| $\Omega$ (1/s) | 3% | 5% | 10% | 20% |
| 20 psi | 1695.210 | 1379.880 | 2368.070 | 1325.320 |
| 30 psi | 3470.530 | 2523.750 | 2152.670 | 1354.960 |
| 40 psi | 3239.890 | 2524.980 | 2479.220 | 1794.040 |

| Table 3. Maximum time-averaged vorticity measurements at maximum $x$-value. |
|---------------------------------------------------|
| $\Omega$ (1/s) | 3% | 5% | 10% | 20% |
| 20 psi | 739.689 | 623.144 | 624.112 | 593.548 |
| 30 psi | 696.067 | 653.810 | 588.809 | 617.909 |
| 40 psi | 984.326 | 1012.160 | 808.438 | 926.641 |

3.5. 3D Airfoil Interaction Test Velocity Data

After obtaining the tomographic data presented in the last sections, a final set of tests was performed to observe the interaction of the generated vortices with a downstream airfoil. Each of these tests was performed with the wind tunnel set to 5%, and the position of the NACA 0012 airfoil and the angle of attack ($5^\circ$) was not modified during or between tests and were kept as described in the above introduction. This wind tunnel setting was selected based on previous test data with the goal of maintaining vortex strength far enough downstream for the interaction to be measurable. The laser volume was slightly larger than the previous tests at approximately 105 mm (4.134 inches) in the $x$-direction, 65 mm (2.559 inches) in the $y$-direction, and 10 mm (0.393 inches) in the $z$-direction. The timing of the laser and cameras was set to a constant value of $dt = 40 \mu s$. As with the previous graphs, the median timestep is used to present representative instantaneous data.

Before testing the vortex-airfoil interaction, a “control” test was performed with the airfoil placed in the freestream without the vortex generator present, to establish how the flow behaved around the airfoil without influence from the vortex tube. The instantaneous median frame velocity maps and corresponding vectors of this test are shown below in Figure 23a,b. As expected, the airfoil causes minimal interruption to the flow, while the region of increased velocity in the second-to-last $x$-plane is likely the result of a random disturbance of the wind tunnel freestream flow. Time-averaging this velocity data gives a similar impression and the averaged graphs can be found in [26]. As alluded earlier, in these graphs it should be noted that since the laser is projected onto the upper surface of the airfoil, the region below the airfoil cannot be observed since the seeder particles are traveling through the airfoil’s shadow.

With the inclusion of the vortex tube, the presence of the vortex near the surface of the airfoil is immediately noticeable. As discussed in the review of the numerical simulations of Garmann and Visbal [5], the splitting of the vortex over the two airfoil surfaces can be observed in Figure 24.
though its strength has been diminished during the expansion of the vortex. At a 40 psi setting indicate that the faster-moving vortex core is still reaching the leading edge of the airfoil, but much of the observed volume. Thus, in future tests, a balance must be found between avoiding the disruption of flow throughout the volume, the time-averaged velocity data, and maintaining the vortex further downstream. Despite the disruption

As alluded earlier, in these graphs it should be noted that since the laser is projected onto the upper plane, the position of the NACA 0012 airfoil was slightly larger than the previous tests at approximately 105 mm (4.134 inches) in the direction, and 65 mm (2.559 inches) in the y-direction, 10 mm (0.393 inches) in the z-direction, 65 mm (2.559 inches) in the y-direction, and 10 mm (0.393 inches) in the z-direction. The timing of the laser and cameras was set to a constant value of dt = 40 μs. As with the previous averages graphs can be found in [26].

When increasing the pressure setting of the vortex tube, the interaction is less visible due to the expansion of the generated vortex after traveling downstream. This problem is evident in the velocity maps, especially at the 40 psi setting shown in Figure 25, where the vortex has already expanded to fill much of the observed volume. Thus, in future tests, a balance must be found between avoiding the effects of the apparatus wake and maintaining the vortex further downstream. Despite the disruption of flow throughout the volume, the time-averaged velocity maps such as that of Figure 25b for the 40 psi setting indicate that the faster-moving vortex core is still reaching the leading edge of the airfoil, though its strength has been diminished during the expansion of the vortex.

![Airfoil Interaction - Control (No Vortex) Median Velocity Magnitude (m/s) Slices](image1)

Figure 23. Airfoil interaction control (without the vortex tube) instantaneous median frame: (a) velocity maps and (b) velocity vector.

![Airfoil Interaction - 40 psi Median Velocity Vectors (m/s) Slices Colored by Velocity Magnitude (m/s) Wind Tunnel 5%](image2)

Figure 24. Airfoil interaction instantaneous median frame velocity maps with a 5% freestream setting and the vortex generator set at 20 psi (a) and 40 psi (b).
Figure 25. Airfoil interaction: (a) instantaneous median frame velocity maps and (b) average velocity maps; vortex generator, 40 psi.

3.6. 3D Airfoil Interaction Test Vorticity Data

The presence of the vortex core at the surface of the airfoil was further analyzed by calculating the x-vorticity of the flow field for each test. However, since the vortices had already dissipated and expanded considerably before reaching the observed volume, these graphs were of limited use in analyzing the vortex interaction with the airfoil. The most useful of these graphs is shown in Figure 26, which is the vorticity data for the “control” case (no vortex tube) along the case with a vortex tube set at 40 psi. The maps are left semi-translucent to allow the airfoil location be seen. Here the regions of relatively high vorticity are scattered throughout the flow field, and although one such region is present near the leading edge of the airfoil, the vorticity has already decreased so significantly that it is difficult to identify the path of the vortex core over the airfoil with this method, thus, the Q-criterion was used to obtain a better representation of the vortex interaction with the airfoil, as will be discussed in the following.

The Q-criterion was evaluated in a similar manner to the previous tomographic tests, but due to the decreased strength of the vortices, a lower value of \( Q = 0.5 \) was used when graphing the isosurfaces. Moreover, it is noteworthy to mention that isosurfaces of \( Q = 0 \) present the condition of the flow after the vortices have dissipated and indicate regions in which the vorticity and strain rate are equal and, as such, these isosurfaces are located throughout the flow field due to the smaller turbulent scales and absence of high-strength large vortices [26]. As presented in Figure 27, data from the control test established that minimal vorticity was present at the surface of the airfoil in the absence of the vortex generator.

With the inclusion of the vortex generator at 20 psi, the effect of the vortex begins to take shape, but the 30 and 40 psi settings, also shown in Figure 27, more clearly illustrate the influence of the vortex on the airfoil boundary layer. Similarly, to the velocity data, the isosurfaces present upstream of the leading edge of the airfoil indicate that the vortex is being split over the airfoil and maintaining at least a part of its vorticity as it does so. This agrees with the description presented by the numerical simulation in the literature of the behavior of the incident vortex after sweeping spanwise across the airfoil [5], even though this test did not involve movement of the vortex generator.
he vortices in the flow field, and although one such region is near the exit of the device and allows the structures to be maintained more consistently further downstream. When the vortex velocity is greater than that of the freestream flow, a large difference in velocity between the vortex and freestream also contributed to keeping the vortex.

Perspective views as streamlines, vorticity, and Q-criterion at different conditions were captured from different 2D and 3D PIV techniques and associated analysis methodology. Moreover, the Q-criterion was evaluated in a similar manner to the previous tomographic tests, but due to the smaller turbulent scales and absence of high strain rate are present near the leading edge of the airfoil, the vorticity has already decreased so significantly that it is difficult to identify the path of the vortex core over the airfoil with this method, thus as such was used to obtain a better representation of the vortex interaction with the airfoil. The most useful of these graphs is shown in Figure 26.

With the inclusion of the vortex generator at 20 psi, the effect of the vortex begins to take shape, but the 30 and 40 psi settings, also shown in Figure 27, more clearly illustrate the influence of the vortex on the airfoil boundary layer. Similarly, to the velocity data, the isosurfaces present upstream of the leading edge of the airfoil indicate that the vortex is being split over the airfoil and maintaining its strength large vortices also contributed to keeping the vortex.

The presence of the vortex core at the surface of the airfoil was further analyzed by calculating the vorticity of the flow field for each test. However, this was used to calculate the Q-criterion which was then unveiled from the 3D renderings. The complex patterns expected from a vortex tube were captured from different 2D analyses, while projecting features of the flows, quickly revealed limitations but the 30 and 40 psi settings, also shown in Figure 27, more.

Figure 26. Airfoil interaction vorticity flow: instantaneous median frame of x-vorticity maps for control (no vortex tube) instantaneous median frame of x-vorticity maps for control (no vortex tube) and vortex generator set at 40 psi; translucent view to allow airfoil view.

Figure 27. Airfoil interaction with q-criterion isosurfaces: control (no vortex tube) instantaneous median frame (a), and with the vortex tube set at 20 psi (b), 30 psi (c), and 40 psi (d).
4. Conclusions

A study of the suitability of a pressurized vortex tube for the generation of streamwise vortices was examined using state-of-the-art 2D and 3D PIV techniques and associated analysis methodology. Significant patterns and their distinctiveness occurring for the various conditions were observed. The observations from 2D analyses, while projecting features of the flows, quickly revealed limitations that were then unveiled from the 3D renderings. The complex patterns expected from a vortex tube exit flow and its interaction with a downstream airfoil using velocity and the derived properties such as streamlines, vorticity, and Q-criterion at different conditions were captured from different perspective views. It was found from these tests that increasing the air supply pressure improves the strength of the vortex at the exit of the device and allows the structures to be maintained more consistently further downstream. When the vortex velocity is greater than that of the freestream flow, a large difference in velocity between the vortex and freestream also contributed to keeping the vortex structure intact, while increasing entrainment of the freestream flow. In contrast, near the outlet, vortex strength dissipated faster with a larger difference in velocities. Low freestream velocities also reduced the degree of dissipation of the vortices after the initial reduction and allowed the vortex cores to retain their strength after traveling downstream. The relation between vorticity and travel distance was observed to be nonlinear due to significant reduction in vorticity near the outlet, followed by a more gradual decline in vortex strength.

Some limited testing on the generated streamwise vortices and a downstream airfoil produced data in agreement with the simulations from the literature that support the fact that an incident vortex on an airfoil will split over both surfaces and maintain its vorticity in doing so. However, the vortices in these tests had already lost a significant portion of their energy from traveling downstream before intersecting the airfoil, making accurate measurement more difficult than in the freestream interactions tests, and additional testing should be conducted to verify these results.

For a more thorough verification of the numerical simulations [5], additional tests should be conducted analyzing the interaction of a generated streamwise vortex and a downstream airfoil. In such tests, increasing the distance between the vortex generator and the airfoil reduces the influence of the wake from the generator apparatus on the airfoil, but also leads to the strength of the vortex being diminished as it travels and expands. A balance must be found between avoiding the effects of the apparatus wake and maintaining the vortex further downstream. Additional insight into improving vortex uniformity may also be found from an analytical investigation of the vortex tube interior.
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