AN OPERATOR THEORETIC APPROACH TO UNIFORM (ANTI-)MAXIMUM PRINCIPLES

SAHIBA ARORA AND JOCHEN GLÜCK

Abstract. Maximum principles and uniform anti-maximum principles are a ubiquitous topic in PDE theory that is closely tied to the Krein–Rutman theorem and kernel estimates for resolvents.

We take up a classical idea of Takáč – to prove (anti-)maximum principles in an abstract operator theoretic framework – and combine it with recent ideas from the theory of eventually positive operator semigroups. This enables us to derive necessary and sufficient conditions for (anti-)maximum principles in a very general setting. Consequently, we are able to either prove or disprove (anti-)maximum principles for a large variety of concrete differential operators. As a bonus, for several operators that are already known to satisfy or not satisfy anti-maximum principles, our theory gives a very clear and concise explanation of this behaviour.

1. Introduction

Maximum and anti-maximum principles. Maximum principles belong to the most classical tools in the analysis of PDEs. If, for instance, \( \Omega \) is an open subset of \( \mathbb{R}^d \) and \( A : E \supseteq \text{dom}(A) \to E \) is a differential operator on a suitable function space \( E \) over \( \Omega \), it is common to say that \( A \) satisfies the maximum principle if, for each \( f \geq 0 \), a unique solution \( u \in \text{dom}(A) \) to the equation

\[
-Au = f
\]

exists, which in addition, satisfies \( u \geq 0 \). For example, if \( A \) is the Laplace operator with Dirichlet boundary conditions, then \( A \) satisfies the maximum principle. If however, \( A \) is a second-order operator with some lower order terms, conditions on the latter are necessary to ensure that the maximum principle holds. Hence, it actually makes sense to consider the more general equation

\[
(\lambda - A)u = f
\]

for real numbers \( \lambda \) that are located in the resolvent set \( \rho(A) \) of \( A \), and to ask again whether \( f \geq 0 \) implies \( u \geq 0 \). For second-order elliptic operators \( A \) (with local boundary conditions), this more general version of the maximum principle is now, as a rule, true whenever \( \lambda \) is larger than the so-called spectral bound

\[
s(A) := \sup\{\text{Re}\mu : \mu \in \sigma(A)\};
\]

here, \( \sigma(A) \) denotes the spectrum of \( A \). On the other hand, for elliptic operators of order strictly higher than 2, the maximum principle is not satisfied for all \( \lambda > s(A) \) in general (this is, for instance, a consequence of the very general results in [34, Theorem 3.5] and [4, Proposition 2.2]). On the other hand, some operators still satisfy the maximum principle for \( \lambda \) in a right neighbourhood of \( s(A) \).

Date: December 14, 2021.

2010 Mathematics Subject Classification. 35B09; 47B65; 46B42.

Key words and phrases. Maximum principle; uniform anti-maximum principle; eventual positivity; eventually positive resolvents.

1
In many cases, one will even expect a stronger version of the maximum principle to hold: by this we mean that, if $f \geq 0$ is non-zero in the equation (1.1), then $u$ will, for instance, be strictly positive in $\Omega$, or – more specifically – dominate a positive multiple of the leading eigenfunction of $A$. One (though not the major) consequence of our main result, Theorem 1.2, is that – under appropriate assumptions – the maximum principle already implies its stronger version.

In the setting described above, we can also consider the equation (1.1) for $\lambda$ in a left neighborhood of the spectral bound $s(A)$ (or of a more general eigenvalue $\lambda_0$ of $A$). For such $\lambda$, certain elliptic differential operators $A$ satisfy the implication: $f \geq 0$ implies $u \leq 0$. This is typically referred to as an anti-maximum principle. There exists extensive literature about the question for which operators such an anti-maximum principle holds, and we refrain from the attempt to give a comprehensive list of references here; see for instance [11–13, 43] for just a few papers on this.

### Uniform vs. individual behaviour.

It is crucial to distinguish between the following two versions of the maximum principle when considering the equation (1.1):

Does $f \geq 0$ imply $u \geq 0$ for all $\lambda$ in a right neighbourhood of $s(A)$ which might depend on $f$, or in a right neighbourhood that can be chosen to be independent of $f$? In the former case, we speak of an individual maximum principle, while in the latter case, we speak of a uniform maximum principle. The analogous distinction must also be made for the anti-maximum principle.

Individual maximum and anti-maximum principles are, in general, easier to prove than their uniform versions; detailed references on what is known about them in an abstract setting are given in the subsection on eventually positive resolvents below. In this paper, we focus on uniform (anti-)maximum principles throughout.

Our main result is Theorem 1.2 which gives sufficient criteria for these principles to hold. Necessary criteria, on the other hand, can be found in Theorem 4.5.

### Main notation.

To keep our results at a general and flexible level, we will work in the setting of Banach lattices throughout. This also has the advantage that many theoretical constructions that occur in our arguments – in particular, principal ideals and norms induced by strictly positive functional, are most naturally formulated within the theory of Banach lattices. In the special case of $L^p$-spaces, those constructions are typically framed as so-called change of density-arguments. Standard references about Banach lattices include the monographs [39], [45], and [33].

Let us briefly recall a bit of notation and terminology that is needed to properly state our setting and our main result. Fix a complex Banach lattice $E$ with real part $E_\mathbb{R}$. A linear operator $A : E \supseteq \text{dom}(A) \to E$ is called real if its domain satisfies $\text{dom}(A) = \text{dom}(A) \cap E_\mathbb{R} + i \text{dom}(A) \cap E_\mathbb{R}$ and if $A$ maps $\text{dom}(A) \cap E_\mathbb{R}$ into $E_\mathbb{R}$. Consequently, a linear operator $T : E \to E$ is real if and only if $T$ maps $E_\mathbb{R}$ into $E_\mathbb{R}$.

For two vectors $u, v$ in the real part of $E$, we use the notation $v \geq u$ (or $u \leq v$) if there exists a real number $c \in (0, \infty)$ such that $v \geq cu$; equivalently, there exists a real number $\tilde{c} \in (0, \infty)$ such that $\tilde{c}v \geq u$. Similarly, for two bounded and real linear operators $T, S$ on $E$ we use the notation $T \succeq S$ (or $S \preceq T$) if there exists a real number $c \in (0, \infty)$ such that $T \geq cS$; equivalently, there exists a real number $\tilde{c} \in (0, \infty)$ such that $\tilde{c}T \geq S$.

For a non-zero vector $u$ in $E$ and a non-zero functional $\varphi \in E'$, we use the notation $u \otimes \varphi$ to denote the rank-1 operator on $E$ given by

$$(u \otimes \varphi)f = \langle \varphi, f \rangle u$$
for each \( f \in E \). We say \( \varphi \) is strictly positive if \( \langle \varphi , f \rangle > 0 \) for all \( f \in E_+ \setminus \{0\} \). Moreover, if \( u \) is positive, then we use the notation 
\[
    E_u := \{ x \in E : |x| \leq u \}
\]
to denote the so-called principal ideal generated by \( u \). It is itself a complex Banach lattice when endowed with the so-called gauge norm \( \| \cdot \|_u \) given by
\[
    \| x \|_u := \inf \{ c > 0 : |x| \leq cu \}
\]
for each \( x \in E_u \). The vector \( u \) is called a quasi-interior point of \( E_+ \) – or briefly, just a quasi-interior point – if the principal ideal \( E_u \) is dense in \( E \). For illustrations of these notions in concrete functions spaces, we refer to Examples 2.1 below. A bit of further notation and terminology about Banach lattices can also be found at the beginning of Section 2.

**Major assumptions.** Throughout the article, we will often consider the following setting, where we assume a domination or a spectral assumption, or both:

**Setting 1.1.** Let \( A : E \supseteq \text{dom} (A) \to E \) be a densely defined, closed, and real linear operator on a complex Banach lattice \( E \). Let \( u \in E_+ \) and let \( \varphi \in E'_+ \) be strictly positive.

For the vectors \( u \) and \( \varphi \) we consider the following two assumptions (and we will specify in each result which of the assumptions is used):

(a) Domination assumption: We assume that \( m_1, m_2 \geq 0 \) are integers such that the inclusions
\[
    \text{dom} (A^{m_1}) \subseteq E_u \quad \text{and} \quad \text{dom} ((A')^{m_2}) \subseteq (E')_{\varphi}
\]
hold; we use the notation \( m := m_1 + m_2 \geq 0 \).

(b) Spectral assumption: We assume that \( \lambda_0 \in \mathbb{R} \) is a geometrically simple eigenvalue of \( A \) and an eigenvalue of \( A' \), with the following additional properties: The eigenspace \( \ker(\lambda_0 - A) \) is spanned by a vector \( v \) that satisfies \( v \geq u \), and the dual eigenspace \( \ker(\lambda_0 - A') \) has an element \( \psi \) that satisfies \( \psi \geq \varphi \).

Here, as usual, we say an eigenvalue \( \lambda_0 \) is geometrically simple if the dimension of the eigenspace \( \ker(\lambda_0 - A) \) is equal to one.

It is worthwhile to note that, under the spectral assumption in Setting 1.1, the vector \( u \) is automatically a quasi-interior point of \( E_+ \), since \( \text{dom} (A^{m_1}) \) is dense in \( E \). Moreover, we point out that both assumptions in Setting 1.1 are invariant under simultaneously replacing \( A \) with \( -A \) and \( \lambda_0 \) with \( -\lambda_0 \).

In concrete situations, where \( A \) will typically be a differential operator, the domination assumption will, in many cases, be a consequence of a Sobolev embedding theorem. The spectral assumption, on the other hand, has to be checked by different means; however, the spectral assumption turns out to be, in a sense, necessary for the conclusions of our main results to hold; see the explanation at the end of the introduction. It is also worthwhile noting that our spectral assumption can, in a sense, be regarded as an abstract version of the spectral conditions that appear in [12, Assumption 2 and Theorem 3] for a class of concrete differential operators.

**Main result.** The following theorem is our main result; it gives sufficient conditions for the uniform maximum or anti-maximum principle to be satisfied. For \( \lambda \in \rho (A) \), we denote the resolvent of \( A \) at \( \lambda \) by \( \mathcal{R}(\lambda, A) := (\lambda - A)^{-1} \), which is a bounded linear operator on \( E \).

**Theorem 1.2.** Assume that both the domination and the spectral assumption are satisfied in Setting 1.1. Then every spectral value of \( A \) is isolated and the following assertions hold for the eigenvalue \( \lambda_0 \).
(a) Uniform maximum principle via a lower bound: If there exists a number \( \mu_0 > \lambda_0 \) in the resolvent set of \( A \) such that \( R(\mu_0, A) \succeq -u \otimes \varphi \), then the estimate
\[
R(\mu, A) \succeq u \otimes \varphi
\]
holds for all \( \mu \) in a right neighbourhood of \( \lambda_0 \).

(b) Uniform anti-maximum principle via an upper bound: If there exists a number \( \mu_0 < \lambda_0 \) in the resolvent set of \( A \) such that \( R(\mu_0, A) \preceq u \otimes \varphi \), then the estimate
\[
R(\mu, A) \preceq -u \otimes \varphi
\]
holds for all \( \mu \) in a left neighbourhood of \( \lambda_0 \).

After several sections of preparation, we will prove this theorem in Section 5. Necessary conditions for uniform (anti-)maximum principles in terms of resolvent estimates will be given in Theorem 4.5, and by combining these necessary conditions with Theorem 1.2 one can, for instance, find a characterization of the uniform anti-maximum principle under rather mild assumptions on the operator (see Theorem 5.3 and Corollary 5.4). (Anti-)maximum principles for powers of the resolvent hold under weaker conditions than in Theorem 1.2, as we show in Theorem 5.2. Finally, in Section 6 we give plenty of applications to concrete differential operators.

In order to provide sufficient context for Theorem 1.2, several remarks and explanations are in order. They are the content of the rest of this introduction.

**Strong versions of the (anti-)maximum principle.** An important point to note is that the conclusions in both parts of Theorem 1.2 are not merely that the resolvent satisfies \( R(\mu, A) \geq 0 \) in part (a) and \( R(\mu, A) \leq 0 \) in part (b), but in fact, the stronger estimates \( R(\mu, A) \succeq u \otimes \varphi \) and \( R(\mu, A) \preceq -u \otimes \varphi \), respectively. Thus, compared to the discussion at the beginning of the introduction, we not only prove a maximum and an anti-maximum principle, but also, in a sense, strong versions thereof.

**Related literature.** For concrete differential operators, uniform (anti-)maximum principles have been discussed on many occasions in the literature. We refer to the references in Section 6 for several concrete examples. As a rule, these results are often based on kernel estimates along with manipulations that rely on series expansions of the resolvent.

Attempts to unify these arguments in order to prove uniform (anti-)maximum principles in a general and abstract setting have, on the other hand, been rare. The most general approach to uniform anti-maximum principles that we are aware of is due to Takáč [43, Section 5]. Let us explain in which way our Theorem 1.2(b) generalizes the sufficient condition for the uniform anti-maximum principle given by Takáč in [43, Theorem 5.2]: Assumption (A2) in [43, page 347] requires, in our terminology, that the positive cone in \( \text{dom}(A) - \text{dom}(A) \cap E_+ \) has non-empty interior. In concrete applications, this typically comes down to checking the domination assumption \( \text{dom}(A^{m_1}) \subseteq E_+ \) in our Setting 1.1 for the special case \( m_1 = 1 \). The fact that we allow a priori for general \( m_1 \) enables us to very freely use Sobolev embedding theorems and in turn, handle a larger class of differential operators. Assumption (A3) in [43, page 347] requires that the resolvent of \( A \) is strongly positive at all \( \lambda > s(A) \). Our spectral assumptions in Setting 1.1 are a consequence of this, but they turn out to be satisfied in many situations where (A3) is not. The resolvent estimate (35) in [43, Theorem 5.2] is related to our setting as follows: the upper estimate in (35) can be seen as a version of our assumption \( R(\mu_0, A) \preceq u \otimes \varphi \) in Theorem 1.2(b). The lower estimate in (35) is not needed in our setting; what replaces this estimate is, in a sense, our dual
domination assumption \( \text{dom}((A')^{m_2}) \subseteq (E')_\varphi \), which can, again, be checked by means of Sobolev embedding theorems in many concrete situations.

Quite abstract results in the spirit of Theorem 1.2 have recently been proved by the first named of the present authors in [6, Theorem 4.1 and Corollary 4.3]; these results yield a local version of the uniform (anti-)maximum principle. If one chooses \( E = F = G \) and \( S = T = \text{id}_G \) in [6, Assumptions 2.1], results as in our Theorem 1.2 can be recovered from [6, Theorem 4.1 and Corollary 4.3]; yet, assumption (c) in [6, Theorem 4.1] is again the domination assumption from our Setting 1.1 for the special case \( m_1 = m_2 = 1 \). Thus, our Theorem 1.2 can be employed for operators defined on larger domains.

**Eventual positivity of resolvents.** The terminology about (anti-)maximum principles discussed above can also be rephrased in the language of eventually positive and eventually negative resolvents introduced in [19, Definition 4.1]. To clarify, fix an isolated real spectral value \( \lambda_0 \) of \( A \). Then saying that \( A \) satisfies the uniform maximum principle is the same as saying that \( \mathcal{R}(\cdot, A) \) is uniformly eventually positive, i.e., the operators \( \mathcal{R}(\lambda, A) \) are positive for all \( \lambda \) greater than and sufficiently close to \( \lambda_0 \). By a positive operator, we mean that the positive cone \( E_+ \) is invariant under that operator.

Note that eventually positive resolvent is a generalization of the notion positive resolvent, which is defined as: \( \mathcal{R}(\lambda, A) \) exists and is positive for all \( \lambda > \lambda_0 \). This property is, for example, discussed in detail in [2], and occurs, as mentioned above, also in Takač’s paper [43] as a weaker form of assumption (A3). It is also intimately related to positive \( C_0 \)-semigroups, see for instance [8, Corollary 11.4] (and compare also [36, Chapters B-II and C-II]).

The individual maximum principle can similarly be restated by saying that the resolvent is individually eventually positive. Likewise, the anti-maximum principles translate into uniform and individual eventual negativity of the resolvent. In fact, the strong (anti-)maximum principle can also be rephrased using the eventual positivity (negativity) terminology; see [18, Section 4].

Both individual eventual positivity and negativity of the resolvent of various concrete differential operators have occurred on many occasions in the literature (where the term individual (anti-)maximum principle was mostly used; see the beginning of the introduction for several references). Recently, a detailed study of this concept in a general and abstract setting was undertaken in [19, Section 4], [18, Section 4], and [15, Theorem 4.1] which was mainly motivated by the analysis of eventually positive \( C_0 \)-semigroups. In relation to this latter notion, the following observation is important: After various results about and characterizations of individually eventually positive semigroups in the aforementioned papers, even uniform eventual positivity was successfully characterized for many classes of semigroups in [24, Theorem 10.2.1] and [16]. However, uniform eventual positivity of resolvent was, until now, not understood at the same general level as for semigroups.

We briefly note that a simple sufficient criterion for uniform eventual positivity of the resolvent can be derived from the series expansion of the resolvent, as was for instance done in [19, Propositions 4.2 and 4.3] and [17, Proposition 3.2]. For many operators, though, the main assumption of this criterion cannot be checked directly, so the criterion is of rather limited use. On the other hand, the methods used in [24, Theorem 10.2.1] and [16] to obtain uniform eventual positivity of the semigroup are not directly applicable either (this can, for instance, be observed using [28, Theorem 1] with \( n = m = k = 1 \)). For these reasons, until now, it has been difficult to obtain satisfactory abstract results about uniform eventual positivity of resolvents. Our Theorem 1.2, along with the necessary conditions in Theorem 4.5, closes part of this gap.
Notes on the spectral and the domination condition. We remark that character-
ization for individual eventual positivity and negativity of the resolvent was
proved under the stronger assumption \( \text{dom}(A^{m_1}) \subseteq E_u \) with \( m_1 = 1 \) in [18, The-
orem 4.4]. As mentioned before, in Setting 1.1, we weaken this by allowing for
general \( m_1 \). On the other hand, the motivation for the assumption on the dual \( A' \)
stems from a similar condition imposed on the dual generator in [16, Theorem 3.1].

Let us also note that the spectral assumption from Setting 1.1 is, under mild
assumptions on the operator \( A \), necessary for the maximum or anti-maximum prin-
ciple in the conclusions of Theorem 1.2. This was proved in [15, Theorem 4.1] and
and [18, Corollary 3.3].

2. Upper and lower estimates by rank-1 operators

As indicated by our main result, Theorem 1.2, we will throughout deal with
upper and lower estimates of bounded linear operators by rank-1 operators. In
order to have a well-stocked toolbox available, we first prove some fundamental
results about those kinds of estimates.

First, we need a few more concepts from Banach lattice theory. Let \( E \) be a real or
complex Banach lattice, \( u \in E_+ \), and \( \varphi \in E' \) be strictly positive. We have already
introduced the principal ideal \( E_u \) and the gauge norm on it in the introduction; now
we explain a construction that behaves, in a sense, dually. Define

\[
\|f\|_{\varphi} := \langle \varphi, |f| \rangle
\]

for each \( f \in E \). Then \( \| \cdot \|_{\varphi} \) is a norm on \( E \); we denote the completion of \( E \) with
respect to this norm by \( E^\varphi \), and for the sake of simplicity, we denote the norm
on \( E^\varphi \) also by \( \| \cdot \|_{\varphi} \). It turns out that \( E^\varphi \) is a Banach lattice with the special
property that \( \| f + g \|_{\varphi} = \| f \|_{\varphi} + \| g \|_{\varphi} \) for all positive elements \( f, g \in E^\varphi \), i.e.,
\( E^\varphi \) is a so-called \( AL \)-space (and thus, it is isometrically lattice isomorphic to an
\( L^1 \)-space [33, Theorem 2.7.1]).

Both mappings \( E_u \to E \) and \( E \to E^\varphi \) are continuous, injective, and lattice
homomorphisms. Of course, the second embedding always has a dense range and
the range of the first embedding is dense if and only if \( u \) is a quasi-interior point of
\( E \). A bit more information on the space \( E^\varphi \) and its relation to \( E_u \) can be found at
the beginning of [39, Section IV.3].

Let us illustrate the abstract construction outlined above, along with the concept
of principal ideals and the gauge norm, by two simple concrete examples.

Examples 2.1. (a) Let \( (\Omega, \mu) \) be a finite measure space and \( p \in [1, \infty] \). Let \( \| \|
\) denote the constant one function in the space \( E := L^p(\Omega, \mu) \), and consider
the functional \( E^\varphi \ni \varphi : f \mapsto \int_\Omega f \, d\mu \).

Then it is not difficult to check that \( L^\infty(\Omega, \mu) = E_1 \) and that the gauge
norm with respect to \( \| \| \) coincides with the sup norm. Moreover, the space
\( E^\varphi \) is \( L^1(\Omega, \mu) \), and the norm \( \| \cdot \|_{\varphi} \) is simply the \( 1 \)-norm.

(b) Let \( K \) be a compact Hausdorff space and consider the Banach lattice
\( E = C(K) \), i.e., the space of continuous scalar-valued functions on \( K \),
endowed with the sup norm.

Let \( u \in C(K) \) be a function which is strictly positive everywhere on \( K \). Then \( C(K)_u = C(K) \), and the gauge norm \( \| \cdot \|_u \) is equivalent to the
sup norm on \( C(K) \); both norms coincide if and only if \( u \) is the constant
function with value 1.

If \( \mu \in C(K)' \) is a (Radon) measure on \( K \) which is strictly positive on
every non-empty open subset of \( K \), then \( C(K)^\mu \) is isometrically lattice
isomorphic to the space \( L^1(K, \mu) \).
We now use the spaces $E_u$ and $E^\varphi$ to characterize a joint upper and lower estimate of a bounded linear operator by a rank-1 operator. In part (iii) of the following proposition, $E_u$ is endowed with the gauge norm $\| \cdot \|_u$.

**Proposition 2.2.** Let $E$ be a real or complex Banach lattice, let $u \in E_+$, and let $\varphi \in E_u^*$ be strictly positive. For every bounded real linear operator $T : E \to E$, the following assertions are equivalent:

(i) There exists a number $c \in [0, \infty)$ such that $|Tx| \leq c \langle \varphi, |x| \rangle u$ for each $x \in E$.

(ii) There exists a number $\hat{c} \in [0, \infty)$ such that $-\hat{c} u \otimes \varphi \leq T \leq \hat{c} u \otimes \varphi$ (in short: we have $-u \otimes \varphi \preceq T \preceq u \otimes \varphi$).

(iii) There exists a bounded linear operator $\tilde{T} : E^\varphi \to E_u$ such that the following diagram commutes:

$$
\begin{array}{ccc}
E^\varphi & \xrightarrow{\tilde{T}} & E_u \\
\downarrow j & & \downarrow k \\
E & \xrightarrow{T} & E
\end{array}
$$

Here, $j : E \to E^\varphi$ and $k : E_u \to E$ are the canonical embeddings.

**Proof.** “(i) $\Rightarrow$ (ii)”: The inequality in (i) implies that

$$-c \langle \varphi, x \rangle u \leq -|Tx| \leq |Tx| \leq c \langle \varphi, x \rangle u$$

for each $x \in E_+$, which yields (ii) for $\hat{c} = c$.

“(ii) $\Rightarrow$ (i)”: By (iii), there exists a number $\hat{c} \geq 0$ such that $-\hat{c} u \otimes \varphi \leq T \leq \hat{c} u \otimes \varphi$. This implies that, for each $x \in E_+$, we have $|Tx| \leq \hat{c} \langle \varphi, x \rangle u$. For each vector $x$ in the real part of $E$, we thus obtain

$$|Tx^+| \leq \hat{c} \langle \varphi, x^+ \rangle u \quad \text{and} \quad |Tx^-| \leq \hat{c} \langle \varphi, x^- \rangle u$$

and hence, $|Tx| \leq |Tx^+| + |Tx^-| \leq \hat{c} \langle \varphi, |x| \rangle u$.

Finally, in case that scalar field is complex, consider a general vector $x \in E$. The modulus of each vector $z \in E$ can be written as

$$|z| = \sup_{\theta \in (0, 2\pi)} |(\cos \theta) \Re z + (\sin \theta) \Im z|$$

and, alternatively, as

$$|z| = \sup_{\theta \in [0, 2\pi]} |\cos \theta| |\Re z| + |\sin \theta| |\Im z|;$$

the first formula is the definition of $|z|$ in a complex Banach lattice, and the second formula follows, e.g., from Kakutani’s representation theorem for AM-spaces [33, Theorem 2.1.3] (applied to the principal ideal generated by $|\Re z| + |\Im z|$) since the formula holds for complex numbers $z$.

If we apply the first formula to $|Tx|$ and the second formula to $|x|$, inequality (i) follows since we have already proved it for real vectors $x$.

“(i) $\Rightarrow$ (iii)”: If $|Tx| \leq c \langle \varphi, |x| \rangle u$ for each $x \in E$, then $TE \subseteq E_u$ and $\| Tx \|_u \leq c \| x \|_{E^\varphi}$ for each $x \in E$. Using the density of $E$ in $E^\varphi$, the existence of $\tilde{T}$ follows.

“(iii) $\Rightarrow$ (i)”: By the commutativity of the diagram, $T$ maps into $E_u$ (more precisely, into the image of $E_u$ under $k$). Let $c := \| \tilde{T} \|_{E^\varphi \to E_u}$. For each $x \in E$ we have

$$\| \tilde{T} j x \|_u \leq c \| j x \|_{\varphi} = c \langle \varphi, |x| \rangle,$$
so \(|\tilde{T}jx| \leq c \langle \varphi, |x| \rangle u\). From this, we conclude that

\(|Tx| = c |k\tilde{T}jx| \leq c \langle \varphi, |x| \rangle u,

which proves (i). □

The following simple observation about the constants in the previous proposition will be useful later on:

**Remark 2.3.** The proof of Proposition 2.2 shows that: if (iii) holds, then (i) and (ii) hold with

\[ \hat{c} = c = \left\| T \right\|_{E^\varphi \to E_u}. \]

A nice consequence of the previous proposition is the following multiplicative permanence property of operators that can be estimated above and below by a given rank-1 operator.

**Proposition 2.4.** Let \( E \) be a real or complex Banach lattice, let \( u \in E_+ \), and let \( \varphi \in E_\varphi \) be strictly positive. Let \( T_1, S, T_2 : E \to E \) be bounded real linear operators and assume that \( T_1 \) and \( T_2 \) both satisfy the equivalent conditions of Proposition 2.2.

Then \( T_2ST_1 \) also satisfies the equivalent conditions of Proposition 2.2.

**Proof.** We use the same notation as in Proposition 2.2. From the commutative diagram

\[
\begin{array}{ccccccc}
E_{\varphi} & \xrightarrow{T_1} & E_u & & & \xrightarrow{T_2} & E_u \\
j & & k & & & j & \\
E & \xrightarrow{T_1} & E & & & \xrightarrow{T_2} & E \\
\end{array}
\]

we immediately get the commutative diagram

\[
\begin{array}{ccccccc}
E_{\varphi} & \xrightarrow{\tilde{T}_2ST_1} & E_u & & & \xrightarrow{k} & E_u \\
j & & k & & & j & \\
E & \xrightarrow{T_1} & E & & & \xrightarrow{T_2} & E \\
\end{array}
\]

which proves the assertion. □

Let us now explain how the equivalent conditions in Proposition 2.2 can be checked in concrete situations. Here, we need a result from [16, Proposition 2.1] which says the following: let \( E \) be a complex Banach lattice and let \( \varphi \in E_\varphi' \) be strictly positive. If \( T : E \to E \) is a bounded linear operator and the range of its dual operator satisfies the domination condition

\[ T'E' \subseteq (E')_\varphi, \]

then \( T \) extends to a bounded linear operator \( E_{\varphi'} \to E \). This result easily implies the following:

**Proposition 2.5.** Let \( E \) be a real or complex Banach lattice, let \( u \in E_+ \), and let \( \varphi \in E_\varphi' \) be strictly positive. If \( T_1, T_2, T_3 : E \to E \) are bounded real linear operators which satisfy the domination conditions

\[ T_1'E' \subseteq (E')_\varphi \quad \text{and} \quad T_3E \subseteq E_u, \]

then the product \( T := T_3T_2T_1 \) satisfies the equivalent conditions (i)–(iii) in Proposition 2.2.
Proof. We prove that the operator $T = T_3T_2T_1$ satisfies condition (iii) in Proposition 2.2.

To this end, first note that, by the closed graph theorem, $T_3$ acts continuously as an operator from $E$ to $E_u$ (where the latter space is endowed with the gauge norm $\|\cdot\|_u$). Strictly speaking, an operator is determined not only by its domain and action, but also by its range – so let us be precise here and use the notation $\tilde{T}_3 : E \to E_u$ for the operator from $E$ to $E_u$ that acts as $T_3$.

As mentioned right before the proposition, the operator $T_1$ extends to a continuous linear operator $\tilde{T}_1$ from $E^{\varphi}$ to $E$. Hence, condition (iii) in Proposition 2.2 is satisfied for the operator $\tilde{T} := \tilde{T}_3\tilde{T}_2\tilde{T}_1 : E^{\varphi} \to E_u$. □

As an immediate consequence of the previous proposition, we get a resolvent estimate if our domination assumption from Setting 1.1 is satisfied:

**Corollary 2.6.** Assume that the domination assumption in Setting 1.1 is satisfied and let $\mu, \mu_1$, and $\mu_2$ be real numbers in the resolvent set $\rho(A)$.

Then the operator $R(\mu_1, A)^{\mu_1}R(\mu_2, A)^{\mu_2}$ satisfies the equivalent assertions in Proposition 2.2; in particular, the power $R(\mu, A)^{\mu}$ satisfies these equivalent assertions as well.

Let us close this section with a note on compactness for operators which satisfy the equivalent conditions of Proposition 2.2. Recall that a real Banach lattice $E$ is said to be order complete if every non-empty order bounded subset of $E$ has a supremum in $E$ and a complex Banach lattice $E$ is called order complete whenever its real part is order complete. Moreover, a linear operator between two Banach lattices is called regular if it can be written as a difference of two positive operators.

**Corollary 2.7.** In the situation of Proposition 2.2, assume that the bounded real linear operator $T : E \to E$ satisfies the equivalent assertions (i)–(iii). Then $T^3$ is compact.

Proof. We may assume throughout the proof that the underlying scalar field is real. By assumption, there exists a number $c \in (0, \infty)$ such that $-c u \otimes \varphi \leq T \leq c u \otimes \varphi$. For the following argument, we need that the operator under consideration possesses a positive and a negative part; since this is, in general, only true on order complete Banach lattices, therefore, let us switch to the bi-dual space of $E$:

We have $(u \otimes \varphi)^\prime\prime = u \otimes \varphi$, where we interpret $\varphi$ as a functional on $E^\prime\prime$. Clearly, the estimate

$$-c u \otimes \varphi \leq T^\prime\prime \leq c u \otimes \varphi$$

holds. This inequality shows that $T^\prime\prime$ is a regular operator, and hence $-c u \otimes \varphi \leq T^\prime\prime$ has a modulus in $\mathcal{L}(E^\prime\prime)$ (see e.g. [39, Proposition IV.1.2]) which satisfies $|T^\prime\prime| \leq c u \otimes \varphi$. Consequently, the positive and the negative part of $T^\prime\prime$ – i.e., $(T^\prime\prime)^+$ and $(T^\prime\prime)^-$ – exist and are also dominated by the rank-1 operator $c u \otimes \varphi$.

It is known that, if three positive operators on a Banach lattice are dominated by compact operators, then their product is compact as well [33, Corollary 3.7.14]; hence, the operator

$$(T^3)^\prime\prime = (T^\prime\prime)^3 = ((T^\prime\prime)^+ - (T^\prime\prime)^-)^3$$

is the sum of eight compact operators, and is thus itself compact. Consequently, $T^3$ is compact, as asserted. □

We note that the third power in Corollary 2.7 is optimal in general: for instance, the positive operator $S$ in [33, Example (ii) on p. 224] is dominated by a positive
rank-2 operator – and hence, also by a positive rank-1 operator – but its square $S^2$ is not compact.

By combining Proposition 2.5 and Corollary 2.7 one can conclude that, if a bounded real operator $T : E \to E$ satisfies the domination conditions

$$T^0 E' \subseteq \langle E' \rangle_\varphi \quad \text{and} \quad TE \subseteq E_u,$$

for a vector $0 \leq u \in E$ and a strictly positive functional $\varphi \in E'$, then the power $T^0$ is compact. However, this result is not optimal under the given domination assumptions: in [16, Corollary 2.3] it was shown that even $T^4 : E \to E$ is compact.

3. COMPACTNESS OF THE RESOLVENT

In both [19, Section 4] and [18, Section 4], individual eventual strong positivity of the resolvent of an operator $A$ at a pole was characterized. In particular, it was shown that the pole must be algebraically simple and have its order equal to 1. In the following proposition, we show that the domination assumption in Setting 1.1 guarantees the eigenvalue $\lambda_0$ is a pole of the resolvent $R(\cdot, A)$, and that, in conjunction with the spectral assumption, we even get that the eigenvalue $\lambda_0$ is algebraically simple with pole order 1. Recall that an eigenvalue $\lambda_0$ is said to be algebraically simple if the dimension of the generalized eigenspace $\bigcup_{n \in \mathbb{N}} \ker(\lambda_0 - A)^n$ is equal to one.

**Proposition 3.1.** Assume that the domination assumption is satisfied in Setting 1.1. Then:

(a) If $\mu$ is a real number in the resolvent set $\rho(A)$, then the operator $R(\mu, A)^{3m}$ is compact and thus, $A$ has at most countably many spectral values, and each spectral value is isolated and a pole of the resolvent with finite-rank residuum.

If, in addition, the spectral assumption is also satisfied, then:

(b) The order of $\lambda_0$ as a pole of the resolvents $R(\cdot, A)$ and $R(\cdot, A')$ equals 1; hence, $\lambda_0$ is an algebraically simple eigenvalue of both $A$ and $A'$.

(c) The eigenvectors $v \in \ker(\lambda_0 - A)$ and $\psi \in \ker(\lambda_0 - A')$ satisfy $\langle \psi, v \rangle > 0$, and the operator $R(\cdot, A)^{3m} \subseteq \langle \psi, v \rangle$ is the spectral projection of $A$ associated with the spectral value $\lambda_0$.

**Proof.** (a) Fix $\mu \in \rho(A)$. If $\mu$ is real, the operator $R(\mu, A)^{3m}$ is real, so the compactness of $R(\mu, A)^{3m}$ is an immediate consequence of Corollary 2.6 and the compactness assertion in Proposition 2.7. The rest of the assertions are standard results of the Riesz–Schauder theory of compact operators (see [44, Section X.5] and [22, Corollary IV.1.19]).

For the rest of the proof, we assume that the spectral assumption is satisfied as well.

(b) The vector $v$ is a quasi-interior point since $v \succ u$, and the functional $\psi$ is strictly positive since $\psi \succeq \varphi$. Due to these observations, the fact that the order of $\lambda_0$ as a pole of $R(\cdot, A)$ and $R(\cdot, A')$ equals 1 can be found in [18, Proposition 3.1]. Since $\lambda_0$ is – by the spectral assumption – a geometrically simple eigenvalue of $A$, the result that the pole order is 1 also implies that $\lambda_0$ is an algebraically simple eigenvalue of both $A$ and $A'$.

(c) Due to the strict positivity of $\psi$ we have $\langle \psi, v \rangle > 0$. As $\lambda_0$ is a pole of the resolvent $R(\cdot, A)$ of order equal to 1, the corresponding spectral projection $P$ satisfies $\ker P = \ker(\lambda_0 - A) = \text{span}\{v\}$ and $\ker P' = \ker(\lambda_0 - A') = \text{span}\{\psi\}$. This implies that $P = \frac{\psi \otimes \psi^*}{\langle \psi, v \rangle}$. \qed
In many concrete situations, \( A \) will be the generator of a \( C_0 \)-semigroup which implies that \( \lambda R(\lambda, A) \) is bounded as \( \lambda \to \infty \). This latter property suffices to conclude that the resolvent is itself compact if one of its powers is compact. In light of Proposition 3.1(a), we find it worthwhile to include this fact here:

**Proposition 3.2.** Let \( A : E \supseteq \text{dom} (A) \to E \) be a bounded linear operator on a complex Banach space \( E \). Assume that all sufficiently large real numbers \( \lambda \) are contained in the resolvent set \( \rho (A) \) of \( A \) and that \( \lambda R(\lambda, A) \) is bounded in the operator norm as \( \lambda \to \infty \).

If there exists a complex number \( \mu_0 \in \rho (A) \) and an integer \( k \geq 1 \) such that the operator \( R(\mu_0, A)^k : E \to E \) is compact, then \( R(\lambda, A) \) is compact for each \( \lambda \in \rho (A) \).

While the proposition is certainly well-known to experts in operator theory, we could not find it in precisely this form in the literature. Closely related statements, though, are shown in [21, Lemma 3.4] and [5, Proposition 4.9], and the proof of Proposition 3.2 is very similar. For the convenience of the reader, we include the details; the essence of the argument is the following lemma.

**Lemma 3.3.** Under the assumptions of Proposition 3.2, for every \( \lambda \in \rho (A) \) we have

\[
(\mu R(\mu, A))^k R(\lambda, A) \to R(\lambda, A)
\]

with respect to the operator norm as \( \mu \to \infty \).

**Proof.** Fix \( \lambda \in \rho (A) \). The resolvent equation yields

\[
\mu R(\mu, A) R(\lambda, A) = \frac{\mu}{\mu - \lambda} \left( R(\lambda, A) - R(\mu, A) \right)
\]

for all \( \mu \in \rho (A) \). If \( \mu \) is real and tends to \( \infty \), this expression converges to \( R(\lambda, A) \) since \( \mu R(\mu, A) \) stays bounded.

Now we proceed by induction: assume that we have already proved the claim for an integer \( k \geq 1 \). For all \( \mu \in \rho (A) \) we can write the expression

\[
(\mu R(\mu, A))^k R(\lambda, A) - R(\lambda, A)
\]

as

\[
\mu R(\mu, A) \left( (\mu R(\mu, A))^k R(\lambda, A) - R(\lambda, A) \right) + \left( \frac{\mu}{\mu - \lambda} (R(\lambda, A) - R(\mu, A)) \right).
\]

If \( \mu \) is real and tends to \( \infty \), the first summand converges to 0 by the induction hypothesis since \( \mu R(\mu, A) \) remains bounded; the second summand also tends to 0 – this is simply the case \( k = 1 \) that we have already treated. \( \square \)

**Proof of Proposition 3.2.** For each \( \mu \in \rho (A) \), we obtain using the resolvent equation that

\[
R(\mu, A)^k = R(\mu_0, A)^k (\text{id} + (\mu_0 - \mu) R(\mu, A))^k,
\]

which implies \( R(\mu, A)^k \) is also compact. So for a fixed \( \lambda \in \rho (A) \), Lemma 3.3 tells us that \( R(\lambda, A) \) is the operator norm limit of compact operators and is hence compact. \( \square \)

### 4. Estimating the resolvent and its powers

Both the assumptions and the conclusions of our Theorem 1.2 contain estimates for the resolvent \( R(\cdot, A) \) at certain points of \( \rho (A) \). In order to (i) be able to check that the assumptions are satisfied and (ii) derive consequences of the conclusions of the theorem, it is worthwhile to check how these estimates carry over from some points in \( \rho (A) \) to further points in \( \rho (A) \); this is the content of the results in this section.
First, we show that a certain two-sided estimate for the resolvent at a point is sufficient to obtain the same estimate for all real numbers in the resolvent set and for all powers of the resolvent.

**Proposition 4.1.** Let $A : E \supseteq \text{dom}(A) \to E$ be a densely defined, closed, and real linear operator on a complex Banach lattice $E$. Let $u \in E_+$ and let $\varphi \in E'$ be strictly positive. If there exists a real number $\mu_0 \in \rho(A)$ such that

$$-u \otimes \varphi \leq \mathcal{R}(\mu_0, A) \leq u \otimes \varphi,$$

then we have

$$-u \otimes \varphi \leq \mathcal{R}(\mu, A)^n \leq u \otimes \varphi$$

for all real numbers $\mu \in \rho(A)$ and all exponents $n \in \mathbb{N}$.

For the proof of the proposition, we will use the following well-known finite sum expansion of the resolvent. We state it explicitly here since we will need the same expansion several times later on in this and in the next section.

**Lemma 4.2.** Let $A : E \supseteq \text{dom}(A) \to E$ be a closed linear operator on a complex Banach space $E$ and let $\mu_0, \mu$ be two complex numbers in the resolvent of $A$. Then we have

$$\mathcal{R}(\mu, A) = \sum_{k=0}^{n-1} (\mu_0 - \mu)^k \mathcal{R}(\mu_0, A)^{k+1} + (\mu_0 - \mu)^n \mathcal{R}(\mu_0, A)^n \mathcal{R}(\mu, A)$$

for each integer $n \in \mathbb{N}_0$.

**Proof.** This follows by applying the resolvent equation

$$\mathcal{R}(\mu, A) = \mathcal{R}(\mu_0, A) + (\mu_0 - \mu)\mathcal{R}(\mu_0, A)\mathcal{R}(\mu, A)$$

$n$ times. $\square$

**Proof of Proposition 4.1.** Fix a real number $\mu \in \rho(A)$. We apply Lemma 4.2 for $n = 2$, which gives

$$\mathcal{R}(\mu, A) = \mathcal{R}(\mu_0, A) + (\mu_0 - \mu)\mathcal{R}(\mu_0, A)^2 + (\mu_0 - \mu)^2 \mathcal{R}(\mu_0, A)\mathcal{R}(\mu, A)\mathcal{R}(\mu_0, A).$$

By assumption, the operator $\mathcal{R}(\mu_0, A)$ satisfies the equivalent assertions of Proposition 2.2, and hence, so do $\mathcal{R}(\mu_0, A)^2$ and $\mathcal{R}(\mu_0, A)\mathcal{R}(\mu, A)\mathcal{R}(\mu_0, A)$ according to Proposition 2.4.

So we conclude from the above formula for $\mathcal{R}(\mu, A)$ that this operator also satisfies the equivalent assertions of Proposition 2.2. Once again applying Proposition 2.4, we conclude that all powers of $\mathcal{R}(\mu, A)$ must also satisfy the claimed estimate. $\square$

Let us show how Propositions 4.1 and 2.5 can be combined to obtain a two-sided resolvent estimate for self-adjoint operators, provided that their corresponding form domain is contained in a principal ideal:

**Proposition 4.3.** Let $(\Omega, \mu)$ be a $\sigma$-finite measure space and $E = L^2(\Omega, \mu)$. Let $A : E \supseteq \text{dom}(A) \to E$ be a self-adjoint and real operator whose spectral bound $s(A)$ satisfies $s(A) < \infty$ and which is associated with a symmetric bilinear form $a : \text{dom}(a) \times \text{dom}(a) \to \mathbb{C}$, whose form domain we denote by $\text{dom}(a) \subseteq E$.

If $0 \leq u \in E$ is a function that is strictly positive almost everywhere and the form domain satisfies $\text{dom}(a) \subseteq E_u$, then

$$-u \otimes u \leq \mathcal{R}(\mu, A) \leq u \otimes u,$$

for each real number $\mu$ in the resolvent set of $A$. 


Proof. By Proposition 4.1, it suffices to prove the claim for an arbitrary real number \( \mu > s(A) \), so fix such a number. The resolvent \( \mathcal{R}(\mu, A) \) is a positive-definite self-adjoint operator and therefore has a unique positive definite square root \( \mathcal{R}(\mu, A)^{1/2} \).

Self-adjointness together with [37, Theorem 8.1] implies that
\[
\mathcal{R}(\mu, A)^{1/2} E = \text{dom}(u) \subseteq E_u.
\]

Since the square root \( \mathcal{R}(\mu, A)^{1/2} \) is also self-adjoint, the operator
\[
\mathcal{R}(\mu, A) = \mathcal{R}(\mu, A)^{1/2} \mathcal{R}(\mu, A)^{1/2}
\]
is sandwiched between multiplies of \(-u \otimes u\) and \(u \otimes u\) because of Proposition 2.5 (applied to \( \varphi = u \)). \( \square \)

According to Proposition 4.1, a two-sided estimate of the resolvent carries over from one point in \( \rho(A) \cap \mathbb{R} \) to all points in this set and to all powers of the resolvent.

The situation becomes more subtle if we only consider one-sided estimates. The estimate still carries over to the powers of the resolvent, provided that the two conditions specified within Setting 1.1 are satisfied; this is the content of the following Proposition 4.4. In the subsequent Theorem 4.5, we shall see that, under the same conditions, the bounds also carries over to other values of \( \mu \); however, we are only able to prove this for \( \mu \) on one side of \( \mu_0 \).

**Proposition 4.4.** Assume that both the domination and the spectral condition are satisfied in Setting 1.1. Let \( \mu_0 \) be a real number in \( \rho(A) \).

(a) If \( \mathcal{R}(\mu_0, A) \succeq -u \otimes \varphi \), then \( \mathcal{R}(\mu_0, A)^n \succeq -u \otimes \varphi \) for all \( n \in \mathbb{N} \).

(b) If \( \mathcal{R}(\mu_0, A) \preceq u \otimes \varphi \), then \((-1)^{n-1} \mathcal{R}(\mu_0, A)^n \preceq u \otimes \varphi \) for all \( n \in \mathbb{N} \).

**Proof.** There is no loss of generality in assuming that the eigenvalue \( \lambda_0 \) equals 0.

Moreover, it suffices to prove (a); assertion (b) then follows from (a) by replacing \( A \) with \(-A\) and \( \mu_0 \) with \(-\mu_0 \).

Observe that, as \( v \) is an eigenvector of \( A \) corresponding to 0, therefore, it is also an eigenvector of \( A^{n+1} \) corresponding to the eigenvalue 0. In particular we have \( v \in \text{dom}(A^{n+1}) \subseteq \overline{E}_0 \), which together with the spectral condition implies that \( v \preceq u \preceq v \). Similarly, \( \psi \preceq \varphi \preceq \psi \).

We may rescale \( \psi \) and \( \varphi \) such that \( \langle \psi, v \rangle = 1 \). By Proposition 3.1, the eigenvalue 0 is a pole of the resolvent \( \mathcal{R}(\cdot, A) \) and the associated spectral projection is given by \( P := v \otimes \psi \). Thus, from our observation, we have \( P \preceq u \otimes \varphi \preceq P \), so \( u \otimes \varphi \) can be replaced with \( P \) in all estimates that we assume or that we want to show. In particular, the assumption in (a) can be restated as \( \mathcal{R}(\mu_0, A) \succeq -P \).

Now we distinguish the following two cases:

*First case: \( \mu_0 > 0 \).* Then there exists a number \( c \in (0, \infty) \) such that we have \( \mu_0 \mathcal{R}(\mu_0, A) \succeq -cP \). Hence, for \( n \geq 1 \),
\[
0 \leq \left( \mu_0 \mathcal{R}(\mu_0, A) + cP \right)^n = \mu_0^n \mathcal{R}(\mu_0, A)^n + \sum_{k=0}^{n-1} \binom{n}{k} \mu_0^k \mathcal{R}(\mu_0, A)^k c^{n-k} P
\]
\[
= \mu_0^n \mathcal{R}(\mu_0, A)^n + \sum_{k=0}^{n-1} \binom{n}{k} c^{n-k} P;
\]

for the second equality we used that \( \mu_0 \mathcal{R}(\mu_0, A) P = P \). It now follows that, indeed,
\( \mathcal{R}(\mu_0, A)^n \succeq -P \).

*Second case: \( \mu_0 < 0 \).* Then there exists a number \( c \in (0, \infty) \) such that we have \( \mu_0 \mathcal{R}(\mu_0, A) \preceq -cP \). Moreover, we can – and will – choose \( c \) to be strictly larger than
2. Then, for $n \geq 1$,

$$0 \leq (eP - \mu_0 R(\mu_0, A))^n = (-\mu_0)^n R(\mu_0, A)^n + \sum_{k=0}^{n-1} \binom{n}{k} (-\mu_0)^k R(\mu_0, A)^k c^{n-k} P.$$  

Again using $\mu_0 R(\mu_0, A)P = P$, the sum on the right simplifies to

$$\sum_{k=0}^{n-1} \binom{n}{k} (-1)^k c^{n-k} P = (c - 1)^n P - (-1)^n P = c' P,$$

where the number $c' := (c - 1)^n - (-1)^n$ is strictly positive since $c > 2$. Thus, we have shown that

$$-c' P \leq (-\mu_0)^n R(\mu_0, A)^n,$$

which proves the claim as $-\mu_0 > 0$. □

In the next theorem we show that the lower estimate $R(\mu, A) \preceq -u \otimes \varphi$ extends to all $\mu$ on the left of $\mu_0$, while the upper estimate $R(\mu, A) \preceq u \otimes \varphi$ extends to all $\mu$ on the right of $\mu_0$.

**Theorem 4.5.** Assume that both the domination and the spectral condition are satisfied in Setting 1.1. Let $\mu_0, \mu$ be real numbers in $\rho(A)$.

(a) If $R(\mu_0, A) \succeq -u \otimes \varphi$ and $\mu \leq \mu_0$, then

$$R(\mu, A) \succeq -u \otimes \varphi$$

and hence even $R(\mu, A)^n \succeq -u \otimes \varphi$ for all all $n \in \mathbb{N}$.

(b) If $R(\mu_0, A) \preceq u \otimes \varphi$ and $\mu \geq \mu_0$, then

$$R(\mu, A) \preceq u \otimes \varphi$$

and hence even $(-1)^{n-1} R(\mu, A)^n \preceq u \otimes \varphi$ for all all $n \in \mathbb{N}$.

**Proof.** We only need to prove the result for $n = 1$, since the estimates for the higher powers then follow immediately from Proposition 4.4. Moreover, it is sufficient to prove (a); assertion (b) will follow by a sign flip again.

Let $\mu$ be real number in $\rho(A)$ such that $\mu \leq \mu_0$. Because of the domination condition, we have both $R(\mu_0, A)^{m_1} E \subseteq (E')_u$ and $R(\mu_0, A)^{m_2} E \subseteq E_u$. Hence, Proposition 2.5 shows that the operator

$$R(\mu_0, A)^{m_1} R(\mu, A) = R(\mu_0, A)^{m_2} R(\mu, A) R(\mu_0, A)^{m_2}$$

satisfies the equivalent assertions of Proposition 2.2, i.e., we have

$$-u \otimes \varphi \preceq R(\mu_0, A)^{m_1} R(\mu, A) \preceq u \otimes \varphi.$$

Now we use the finite expansion of the resolvent from Lemma 4.2, namely

$$R(\mu, A) = \sum_{k=0}^{m-1} (\mu - \mu_0)^k R(\mu_0, A)^k + (\mu - \mu_0)^m R(\mu_0, A)^m R(\mu, A).$$

As $\mu \leq \mu_0$, all operators under the sum on the left dominate a negative multiple of $u \otimes \varphi$ according to Proposition 4.4(a); and the summand on the right does the same as shown in the previous paragraph. □

Let us sum up what the main idea in the previous proof was: in the finite expansion formula for $R(\mu, A)$ from Lemma 4.2, the number $\mu$ occurs within a resolvent only in the expression $R(\mu_0, A)^{m_1} R(\mu, A)$; but due to our domination assumption, this product is bounded below by a negative multiple of $u \otimes \varphi$. 


Remark 4.6. One can, for instance, use Theorem 4.5(b) to show that certain operators cannot satisfy the uniform anti-maximum principle in the conclusion of Theorem 1.2(b): If an operator $A$ satisfies this uniform anti-maximum principle, then we have $R(\mu, A) \preceq -u \otimes \varphi \preceq u \otimes \varphi$ for some $\mu$ in a left neighbourhood of $\lambda_0$; hence, it follows from Theorem 4.5(b) that actually $R(\mu, A) \preceq u \otimes \varphi$ for all sufficiently large $\mu \in \mathbb{R}$. Thus, operators that do not satisfy the latter inequality for all large $\mu$ cannot satisfy a uniform anti-maximum principle.

In Theorem 5.3 we will use such an argument to derive a characterization of the anti-maximum principle.

The situation becomes a bit simpler than in Theorem 4.5 if the domination condition in Setting 1.1 is satisfied for the exponents $m_1 = m_2 = 1$:

**Proposition 4.7.** Assume that the domination condition in Setting 1.1 is satisfied for $m_1 = m_2 = 1$. Let $\mu_0$ be a real number in $\rho(A)$. Let $\mu_0$ be a real number in $\rho(A)$.

(a) We have $R(\mu_0, A) \succeq -u \otimes \varphi$ if and only if $R(\mu, A) \succeq -u \otimes \varphi$ for all real numbers $\mu$ in the resolvent set of $A$.

(b) We have $R(\mu_0, A) \preceq u \otimes \varphi$ if and only if $R(\mu, A) \preceq u \otimes \varphi$ for all real numbers $\mu$ in the resolvent set of $A$.

**Proof.** Let $\mu \in \rho(A) \cap \mathbb{R}$. Corollary 2.6 gives us $-u \otimes \varphi \preceq R(\mu, A)R(\mu_0, A) \preceq u \otimes \varphi$. Therefore, the resolvent equation

$$R(\mu, A) = R(\mu_0, A) + (\mu_0 - \mu)R(\mu, A)R(\mu_0, A).$$

immediately implies the proposition. \qed

Thus, if we want to derive a one-sided estimate for $R(\mu, A)$ from a one-sided estimate for $R(\mu_0, A)$, Proposition 4.7 tells us that, if $m_1 = m_2 = 1$, then we do not need to care whether $\mu \leq \mu_0$ or $\mu \geq \mu_0$. For the more general $m_1$ and $m_2$, we do not know whether the conditions $\mu \leq \mu_0$ and $\mu \geq \mu_0$ in Theorem 4.5(a) and (b), respectively, can be dropped.

5. Eventual positivity of resolvents and their powers

In this section, we finally come back to sufficient criteria – and characterizations – of uniform (anti-)maximum principles. Our goals in this section are to finally prove Theorem 1.2, to give a similar result on powers of the resolvent (Theorem 5.2) albeit with less restrictive assumptions, and to prove a characterization of the uniform anti-maximum principle under appropriate additional assumptions (Theorem 5.3 and Corollary 5.4).

The following resolvent estimate, which is a consequence of our spectral and domination assumption, will be very useful.

**Lemma 5.1.** Let both the domination and the spectral assumption be satisfied in Setting 1.1 and assume that the number $m = m_1 + m_2$ is non-zero. Then there exists an open neighbourhood $U \subseteq \mathbb{R}$ of $\lambda_0$ that does not contain any spectral value of $A$ except for $\lambda_0$, and a function $c : U \setminus \{\lambda_0\} \to (0, \infty)$ with the following properties:

We have $c(\mu) \to 0$ as $\mu \to \lambda_0$, and

$$-c(\mu) u \otimes \varphi \leq (\mu - \lambda_0)^m R(\mu, A)^m - P \leq c(\mu) u \otimes \varphi$$

for all $\mu \in U \setminus \{0\}$; here, $P := \frac{\varphi \otimes \varphi}{(\varphi, \varphi)}$ denotes the spectral projection of $A$ associated to $\lambda_0$.

**Proof.** Replacing $A$ with $A - \lambda_0$, we assume $\lambda_0 = 0$. By Proposition 3.1, the spectral value 0 is a first order pole of the resolvent $R(\cdot, A)$ and the corresponding spectral
projection is given by $P = \frac{\phi \otimes \varphi}{(\varepsilon, \varepsilon)}$. The former implies that $\mu \mathcal{R}(\mu, A) \rightarrow P$ as $\mu \rightarrow 0$ in the operator norm (see [3, Proposition 4.3.15]).

Fix a real number $\lambda$ in the resolvent set of $A$. The domination condition implies that the dual operator of $\mathcal{R}(\lambda, A)^{m_2}$ maps into $(E')_\varphi$, so – as mentioned before Proposition 2.5 – $\mathcal{R}(\lambda, A)^{m_2}$ extends to a bounded linear operator from $E^\varphi$ to $E$. Again by the domination condition and due to the closed graph theorem, we also have $\mathcal{R}(\lambda, A)^{m_1} \in \mathcal{L}(E, E_u)$.

For all real numbers $\mu \in \rho(A)$ we get from $\lambda \mathcal{R}(\lambda, A)P = P$, together with the resolvent equation that

$$(\mu \mathcal{R}(\mu, A))^m - P = \mathcal{R}(\lambda, A)^{m_1} (S(\mu)^m - \lambda^m P) \mathcal{R}(\lambda, A)^{m_2};$$

where $S(\mu) := \mu + (\lambda - \mu)\mu \mathcal{R}(\mu, A)$ is a bounded operator on $E$. The middle term on the right $S(\mu)^m - \lambda^m P$ converges to 0 with respect to the operator norm on $\mathcal{L}(E)$ as $\mu \rightarrow 0$ (here we have used that $m \geq 1$) and so we obtain

$$c(\mu) := \| (\mu \mathcal{R}(\mu, A))^m - P \|_{E^\varphi \rightarrow E_u} \rightarrow 0$$

as $\mu \rightarrow 0$. Finally, the numbers $c(\mu)$ satisfy the desired estimate according to Remark 2.3.

As a direct application of Lemma 5.1, we can prove a first eventual positivity result. It deals with the powers of the resolvent rather than the resolvent itself. Recall that we have set $m := m_1 + m_2$.

**Theorem 5.2.** Let both the domination and the spectral assumption be satisfied in Setting 1.1. Then all spectral values of $A$ are isolated, and the following assertions hold:

(a) For all $\mu$ in a right neighbourhood of $\lambda_0$ we have

$$u \otimes \varphi \preceq \mathcal{R}(\mu, A)^m \preceq u \otimes \varphi.$$

(b) For all $\mu$ in a left neighbourhood of $\lambda_0$ we have

$$-u \otimes \varphi \preceq (-1)^{m-1}\mathcal{R}(\mu, A)^m \preceq -u \otimes \varphi.$$

**Proof.** According to Proposition 3.1(a), all spectral values of $A$ are isolated.

Next we note that, if $m = 0$, then $E = E_u$ and $(E')_\varphi = E'$, so by Proposition 2.5 every real bounded linear operator $S$ on $E$ satisfies $u \otimes \varphi \preceq S \preceq u \otimes \varphi$. Thus, we may assume from now on that $m \geq 1$, so that Lemma 5.1 can be applied. Let the open set $U$, the function $c$, and the spectral projection $P$ be as in the lemma. Just like in the proof of Proposition 4.4, we observe that we have the estimate

$$u \otimes \varphi \preceq P \preceq u \otimes \varphi.$$

The assertions can now be deduced from

$$P - c(\mu)u \otimes \varphi \preceq ((\mu - \lambda_0)\mathcal{R}(\mu, A))^m \leq P + c(\mu)u \otimes \varphi$$

and $c(\mu) \rightarrow 0$ as $\mu \rightarrow \lambda_0$. \hfill \Box

Our main result, Theorem 1.2, essentially says that we can drop the exponent $m$ in the conclusion of Theorem 5.2 if a certain a priori estimate holds for the resolvent. Let us finally prove this result; the argument is quite similar to the proof of Lemma 5.1 and Theorem 5.2.

**Proof of Theorem 1.2.** It is a consequence of the domination assumption that every spectral value of $A$ is isolated, see Proposition 3.1(a).

By a change of signs, it suffices to prove part (a) of the theorem. To this end, without loss of generality, assume that $\lambda_0 = 0$. Let

$$R_\mu := (\mu_0 - \mu)^m \mathcal{R}(\mu_0, A)^m \mathcal{R}(\mu, A)$$

$$= (\mu_0 - \mu)^m \mathcal{R}(\mu_0, A)^{m_1} \mathcal{R}(\mu, A) \mathcal{R}(\mu_0, A)^{m_2}$$
for all real numbers \( \mu \) in the resolvent set of \( A \) and let \( P \) be the spectral projection of \( A \) corresponding to 0. As in the proof of Lemma 5.1, we can see that

\[
c(\mu) := \|R_\mu - P\|_{E^r \to E_u} \to 0
\]
as \( \mu \to 0 \) (but this time the convergence is also true for \( m = 0 \)). Again, we will use that

\[
R_\mu \geq P - c(\mu)(u \otimes \varphi)
\]
for every \( \mu \in \rho(A) \cap \mathbb{R} \); this is an immediate consequence of Remark 2.3. Since \( P \succeq u \otimes \varphi \), there exists \( c > 0 \) such that \( R_\mu \geq (c - c(\mu))u \otimes \varphi \) for all \( \mu \in \rho(A) \cap \mathbb{R} \).

Now, let us consider numbers \( \mu \in (0, \mu_0] \cap \rho(A) \). Then the finite expansion of the resolvent from Lemma 4.2, yields

\[
\mu R(\mu, A) = \mu \sum_{k=0}^{m-1} (\mu_0 - \mu)^k R(\mu_0, A)^{k+1} + R_\mu \geq \mu \sum_{k=0}^{m-1} (\mu_0 - \mu)^k R(\mu_0, A)^{k+1} + (c - c(\mu))u \otimes \varphi.
\]
The assumption \( R(\mu_0, A) \succeq -u \otimes \varphi \) and Proposition 4.4(\( a \)) ensure that we have \( R(\mu_0, A)^{k+1} \succeq -c_k u \otimes \varphi \) for all \( k \in \{0, \ldots, m-1\} \) and positive constants \( c_0, \ldots, c_{m-1} \). Since the coefficients \( \mu(\mu_0 - \mu)^k \) are all positive, we deduce that

\[
\mu R(\mu, A) \succeq -d(\mu) u \otimes \varphi + (c - c(\mu)) u \otimes \varphi;
\]
here, the number \( d(\mu) \) is defined as \( d(\mu) := \mu \sum_{k=0}^{m-1} (\mu_0 - \mu)^k c_k \) and thus converges to 0 as \( \mu \to 0 \). It follows that \( R(\mu, A) \succeq u \otimes \varphi \) for all \( \mu \) in a sufficiently small right neighbourhood of 0.

We end this section with a very useful consequence of Theorems 1.2 and 4.5: a characterization for the uniform anti-maximum principle under the condition that a certain resolvent estimate holds at a single point on the right of \( \lambda_0 \). As before, all spectral values of \( A \) in the following theorem and in its corollary are isolated as a consequence of Proposition 3.1(\( a \)).

**Theorem 5.3.** Let both the domination and the spectral assumption be satisfied in Setting 1.1. If there exists a number \( \mu_1 > \lambda_0 \) in the resolvent set of \( A \) such that \( R(\mu_1, A) \succeq -u \otimes \varphi \), then the following are equivalent:

(i) The uniform anti-maximum principle holds, i.e., we have

\[
R(\mu, A) \succeq -u \otimes \varphi
\]
for all \( \mu \) in a left neighbourhood of \( \lambda_0 \).

(ii) There exists a number \( \mu_0 < \lambda_0 \) in the resolvent set of \( A \) at which we have

\[
R(\mu_0, A) \preceq 0.
\]

(iii) We have \( R(\mu_1, A) \succeq u \otimes \varphi \).

**Proof.** “(i) \( \Rightarrow \) (ii)”: This implication is of course, obvious.

“(ii) \( \Rightarrow \) (iii)” We have \( R(\mu_0, A) \preceq 0 \preceq u \otimes \varphi \), which, along with Theorem 4.5(\( b \)) gives the desired estimate \( R(\mu_1, A) \succeq u \otimes \varphi \).

“(iii) \( \Rightarrow \) (i)”: Because of the two-sided estimate

\[
-u \otimes \varphi \preceq R(\mu_1, A) \succeq u \otimes \varphi,
\]
we can employ Proposition 4.1 to obtain \( R(\mu_0, A) \succeq u \otimes \varphi \) for all \( \mu_0 \in \rho(A) \cap \mathbb{R} \) and thus, in particular, for all real number \( \mu_0 \in \rho(A) \) that are located on the left of \( \lambda_0 \). Thus \( A \) satisfies the uniform anti-maximum principle by Theorem 1.2(\( b \)).
Theorem 5.3 can be seen as an abstract and very general version of [28, Theorem 1], where the uniform anti-maximum principle for polyharmonic operators was characterized. In particular, [28, Theorem 1] can be derived with the help of Theorem 5.3 (see Theorem 6.7 below for details).

A special case of the previous theorem is the situation where the resolvent at \( \mu_1 \) is even a positive operator. It is worthwhile to state this special case explicitly in an extra corollary – due to the prevalence of the assumption \( R(\mu_1, A) \geq 0 \) in applications and since it is particularly relevant for the important case of generators of positive semigroups.

**Corollary 5.4.** Let both the domination and the spectral assumption be satisfied in Setting 1.1. If there exists \( \mu_1 > \lambda_0 \) in the resolvent set of \( A \) such that \( R(\mu_1, A) \geq 0 \), then the following are equivalent.

(i) The uniform anti-maximum principle holds, i.e., we have
\[
R(\mu, A) \preceq -u \otimes \varphi
\]
for all \( \mu \) in a left neighbourhood of \( \lambda_0 \).

(ii) There exists a number \( \mu_0 < \lambda_0 \) in the resolvent set of \( A \) at which we have
\[
R(\mu_0, A) \leq 0.
\]

(iii) We have \( R(\mu_1, A) \preceq u \otimes \varphi \).

Let us stress that, if \( A \) generates a positive \( C_0 \)-semigroup, then the resolvent is positive on the right of the spectral bound; thus, Corollary 5.4 gives a characterization of the anti-maximum principle for such operators (for \( \lambda_0 = s(A) \)).

By a change of signs, one can formulate an analogue of Theorem 5.3 and Corollary 5.4 for the maximum principle as well.

### 6. Examples and applications

In this section, we consider a variety of concrete differential operators and demonstrate how our results can be used to prove or disprove that they satisfy a uniform (anti-)maximum principle. Our choice of examples does by no means cover all operators for which (anti-)maximum principles have been proved in the literature. It is rather our goal to demonstrate the applicability and the strength of our abstract approach by discussing merely a selection of examples, namely of the following three types:

1. We revisit a few easy and well-understood toy examples to demonstrate how our machinery works in principle (Proposition 6.1).
2. We prove (anti-)maximum principles for several (classes of) operators for which these results seem to be new (Propositions 6.2 and 6.3, as well as Subsections 6.2, 6.4, and 6.5).
3. We look at several operators for which (anti-)maximum principles are already known, and we illustrate how our abstract results can be used to facilitate the proofs of these results (Subsection 6.3).

#### 6.1. Laplace operators on intervals

In this subsection, we prove anti-maximum principles for the Laplace operator on an interval with various boundary conditions. As a warm-up, we first revisit a few simple and classical boundary conditions in Proposition 6.1. There is nothing novel in this proposition, but it serves as a nice example to illustrate how our results can be applied. On a more serious note, we then proceed with anti-maximum principles for certain non-local boundary conditions (Propositions 6.2 and 6.3).
Throughout, let \((\alpha, \beta) \subseteq \mathbb{R}\) be a non-empty and bounded open interval. On \(E := L^2(\alpha, \beta)\) we consider the Laplace operator
\[
\text{dom}(\Delta) := \{ f \in H^2(\alpha, \beta) : \text{BC}(f) \},
\]
(6.1)
\[
\Delta f = f'',
\]
where \(\text{BC}(f)\) denote the boundary conditions imposed on the vectors \(f\) in the domain of \(\Delta\).

Firstly, we go over three classical examples: the Laplace operator on the interval \((0, 1)\) subject to Dirichlet, Neumann, and periodic boundary conditions. The following proposition contains both positive and negative results about the anti-maximum principle for these operators.

**Proposition 6.1.** Let \((\alpha, \beta) = (0, 1)\). Then the following assertions hold for the Laplace operator \(\Delta\) defined in (6.1) with Dirichlet, Neumann, and periodic boundary conditions, respectively.

(a) No uniform anti-maximum principle for Dirichlet boundary conditions: Let \(\text{BC}(f) \Rightarrow f(0) = f(1) = 0\). Then there is no real number \(\mu \in \rho(\Delta)\) for which we have \(\mathcal{R}(\mu, \Delta) \leq 0\) (in particular, \(\Delta\) does not satisfy a uniform anti-maximum principle at its spectral bound \(s(\Delta) = -\pi^2\)).

(b) Uniform anti-maximum principle for Neumann boundary conditions: Let \(\text{BC}(f) \Rightarrow f'(0) = f'(1) = 0\). Then for every \(\mu \) in a left neighbourhood of \(s(\Delta) = 0\), we have that \(\mathcal{R}(\mu, \Delta) \leq -1 \otimes 1\).

(c) Uniform anti-maximum principle for periodic boundary conditions: Let \(\text{BC}(f) \Rightarrow (f(0) = f(1) \text{ and } f'(0) = f'(1))\). Then for every \(\mu \) in a left neighbourhood of \(s(\Delta) = 0\), we have that \(\mathcal{R}(\mu, \Delta) \leq -1 \otimes 1\).

**Proof.** (b) and (c): Let \(1\) denote the constant one function in \(E\). Since \(\Delta\) is self-adjoint and \(\text{dom}(\Delta)\) is a subset of \(L^\infty(0, 1) = (L^2(0, 1))_1\), the domination assumption in Setting 1.1 is satisfied for \(u = \varphi = 1\) and for \(m_1 = m_2 = 1\).

Due to the boundary conditions, \(1\) is a geometrically simple eigenvalue for the spectral bound \(s(\Delta) = 0\). Whence, the spectral assumption in Setting 1.1 is also satisfied.

Since the operator \(\Delta\) generates a positive \(C_0\)-semigroup, its resolvent is positive at every point in \((0, \infty)\). Thus, the characterization of the anti-maximum principle from Corollary 5.4 is applicable. In particular, we only need to show that the estimate \(\mathcal{R}(1, \Delta) \leq 1 \otimes 1\) holds.

But this estimate follows from Proposition 4.3 since the self-adjoint operator \(\Delta\) is associated with a symmetric bilinear form \(a\) whose form domain \(\text{dom}(a)\) is a subset of \(H^1(0, 1)\) and thus a subset of \(L^\infty(0, 1) = (L^2(0, 1))_1\).

(a) For Dirichlet boundary conditions, the spectral and domination assumptions are again satisfied in Setting 1.1 for \(m_1 = m_2 = 1\), but this time for the function \(u = \varphi\) given by \(u(x) := \sin(\pi x)\), which is the first eigenfunction of \(\Delta\).

Since \(\Delta\) generates a positive \(C_0\)-semigroup [8, Example 11.14(b)], we can again apply the characterization of the anti-maximum principle from Corollary 5.4.

Now assume towards a contradiction that there exists a number \(\mu \in \rho(\Delta) \cap \mathbb{R}\) such that \(\mathcal{R}(\mu, \Delta) \leq 0\). Since \(\Delta\) generates a positive semigroup, we must then have \(\mu < s(\Delta) = -\pi^2\) and hence, it follows from Theorem 4.5(b) that \(\mathcal{R}(0, \Delta) \preceq u \otimes u\). However, it is not difficult to compute \(\mathcal{R}(0, \Delta)\) explicitly: for each \(f \in L^2(0, 1)\) the formula
\[
\mathcal{R}(0, \Delta)f(x) = \int_0^x y(1 - x)f(y)\ dy + \int_x^1 x(1 - y)f(y)\ dy
\]
holds for every $x \in (0, 1)$. We can now infer that the integral kernel (or the Green’s function) $G : (0, 1) \times (0, 1) \to \mathbb{R}$ of $\mathcal{R}(0, \Delta)$ is given by

$$G(x, y) = \begin{cases} 
    y(1 - x) & \text{if } y \leq x, \\
    x(1 - y) & \text{if } y \geq x.
\end{cases}$$

Hence, $G$ is not dominated by a positive multiple of $(x, y) \mapsto \sin(\pi x) \sin(\pi y)$, as can be seen by considering the behaviour of $G$ on the diagonal of the square $(0, 1)^2$ as $(x, x)$ approaches the corner $(0, 0)$. As a result, $\mathcal{R}(0, \Delta) \not\preceq u \otimes u$, which gives us the desired contradiction. 

One can also use our results to show maximum principles for the boundary conditions in the previous theorem. However, for those boundary conditions, lower estimates of the form $\mathcal{R}(\mu, \Delta) \succeq u \otimes u$ (where $u = \sin(\pi \cdot)$ for Dirichlet boundary conditions and $u = I$ for Neumann or periodic boundary conditions) are well-known to hold even for all $\mu > s(\Delta)$. More generally, for many generators of positive $C_0$-semigroups, such estimates for all $\mu$ that are larger than the spectral bound can be shown by means of ultracontractivity properties of the semigroup; see for instance [20, Theorem 4.2.5].

We again emphasize that the results in Proposition 6.1 are hardly surprising and are merely a first and simple illustration of our methods. Part (b) of the proposition can, for instance, be found – for more general coefficients and Robin boundary conditions, actually – in [11, Theorem 5.3]. In the introduction of the same paper, it was also mentioned that part (a) of Proposition 6.1 above can be seen by explicitly computing the resolvent of the Dirichlet Laplacian at numbers $\mu$ that are smaller than the spectral bound. We do not know an explicit reference where part (c) of the proposition is proved, but due to the spectral and domination properties of the Laplace operator with periodic boundary conditions – which are very similar to the case of Neumann boundary conditions – the result is not much of a surprise.

Before we proceed to discuss more involved boundary conditions, let us briefly comment on the anti-maximum principle of the Laplace operator in higher dimensions. It was shown in [11, Theorem 3.2] that if $\Omega \subseteq \mathbb{R}^n$ is a bounded smooth domain, then a non-uniform anti-maximum principle holds at the first eigenvalue for the Laplacian with mixed Dirichlet and Neumann boundary conditions whenever the initial value lies in $L^p(\Omega)$ for $p > n$. In the introduction of the same paper, it is explained why the result cannot be uniform in dimension $\geq 2$. We also note that the non-uniform anti-maximum principle no longer holds if $p \leq n$; see [42].

Let us now get back to the Laplace operator in dimension one, given by (6.1) – but this time we consider non-local boundary conditions. More precisely, let $B \in \mathbb{R}^{2 \times 2}$; in the domain $\text{dom}(\Delta)$ in (6.1) we now consider the boundary conditions

$$\text{BC}(f) :\Leftrightarrow \quad \frac{\partial}{\partial \nu} f = -B \left( \frac{f(\alpha)}{f(\beta)} \right),$$

where

$$\frac{\partial}{\partial \nu} f := \begin{pmatrix} -f'(&alpha) \\ f'(&beta) \end{pmatrix}$$

denotes the outer normal derivative of $f$ at the boundary of the interval $(\alpha, \beta)$.

In the following two propositions, we deal with two special cases of the boundary conditions (6.2) that have already been treated in [18, pp. 2625–2627]. The results developed in the current paper enable us to show uniform anti-maximum
principles for these boundary conditions, which are not contained in [18]. In addition, uniform eventual positivity of the corresponding semigroups was the content of [16, Theorems 4.2 and 4.3].

Proposition 6.2. Let \((\alpha, \beta) = (0, 1)\). Endow the Laplace operator \(\Delta\) defined in (6.1) with the boundary conditions (6.2), where we choose the matrix \(B\) as

\[
B = \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}.
\]

Then we have \(s(\Delta) < 0\). Moreover, for all \(\mu\) in a right neighbourhood of \(s(\Delta)\), we have that \(\mathcal{R}(\mu, \Delta) \succeq 1 \otimes 1\), and for all \(\mu\) in a left neighbourhood of \(s(\Delta)\), the estimate \(\mathcal{R}(\mu, \Delta) \preceq -1 \otimes 1\) holds.

Proof. The spectral bound \(s(\Delta)\) is strictly negative according to [18, Lemma 6.9] and it was shown in [16, Theorem 4.2] that the domination assumption in Setting 1.1 is satisfied with \(n_1 = n_2 = 1\) and \(u = \varphi = 1\). Moreover, as a consequence of [18, Theorem 6.11 and Proposition 3.1], the spectral assumption in Setting 1.1 is also fulfilled.

The operator \(\Delta\) is self-adjoint [18, Lemma 6.9], and it is associated with a form whose form domain is \(H^1(0, 1)\) (see [18, pp. 2625–2626]). Hence, Proposition 4.3 is applicable and yields that \(-1 \otimes 1 \preceq \mathcal{R}(\mu, A) \preceq 1 \otimes 1\) for all real numbers \(\mu > 0\). Proposition 4.7 now implies that actually the estimate holds for all real numbers \(\mu\) in the resolvent set of \(A\). The result thus follows by Theorem 1.2. \(\Box\)

We note that the Laplace operator with the boundary conditions in Proposition 6.2 is also discussed in some details in [1, Section 3]. The uniform maximum principle proved above also follows from arguments in [18]; more precisely, the resolvent \(\mathcal{R}(0, \Delta)\) was explicitly computed in the proof of [18, Theorem 6.11], and from the formula for \(\mathcal{R}(0, \Delta)\) obtained there one can see that \(\mathcal{R}(0, \Delta) \succeq 1 \otimes 1\).

By the series expansion of the resolvent about the point 0, one then obtains that \(\mathcal{R}(\mu, \Delta) \succeq 1 \otimes 1\) for all \(\mu \in (s(\Delta), 0]\). However, the anti-maximum principle shown in Proposition 6.2 was, to the best of our knowledge, not known before.

For our last example, we consider a situation where \(\Delta\) is not self-adjoint. Therefore, unlike in the previous results, we do not have the luxury to employ Proposition 4.3.

Proposition 6.3. Let \((\alpha, \beta) = (0, \pi)\). Endow the Laplace operator \(\Delta\) defined in (6.1) with the boundary conditions (6.2), where we choose the matrix \(B\) as

\[
B = \begin{bmatrix}
0 & \beta \\
0 & 0
\end{bmatrix}
\]

where \(\beta \in (0, 1/\pi)\). Then \(s(\Delta) < 0\), for all \(\mu \in (s(\Delta), 0]\) we have \(\mathcal{R}(\mu, \Delta) \succeq 1 \otimes 1\), and for all \(\mu\) in a left neighbourhood of \(s(\Delta)\) we have \(\mathcal{R}(\mu, \Delta) \preceq -1 \otimes 1\).

The boundary conditions in this proposition were used in [30] in a linearisation of a thermostat model. In [31, Theorem 5.7], a maximum principle was shown for the operator \(\Delta\) with the above boundary conditions. Our proposition shows that a uniform anti-maximum principle holds as well.

We note that before Theorem 6.10 in [18] it was claimed that \(s(\Delta) > 0\); this claim is apparently based on a confusion of \(\Delta\) and \(-\Delta\) (but this does not affect the arguments in the proof of [18, Theorem 6.10]).

Proof of Proposition 6.3. The domination assumption in Setting 1.1 is satisfied for \(u = \varphi = 1\) and \(n_1 = n_2 = 1\) (note that taking the adjoint of \(\Delta\) simply corresponds to swapping the boundary points of the interval \((0, \pi)\)).
Since \( \beta < \frac{1}{2} \) we, in particular, have that \( \beta < \frac{1}{4} \). Using the latter inequality, one can show by a direct computation that the spectral bound \( s(\Delta) \) is strictly negative, and that the spectral assumption from Setting 1.1 is also satisfied; see for instance [24, Theorem 11.7.4] and [30, Section 3] for details (we note that the operator \( A \) that occurs in parts (b) and (c) of [24, Theorem 11.7.4] is the same as the operator \( \Delta_B \) there; also, note that the boundary points of the interval are swapped there and that the parameter \( \beta \) there is minus our parameter \( \beta \)).

An explicit computation shows that the resolvent of \( \Delta \) at the point 0 is given by

\[
R(0, \Delta) f(x) = \int_x^\pi \left( \frac{1}{\beta} + x - y \right) f(y) \, dy + \frac{1}{\beta} \int_0^x f(y) \, dy
\]

for all \( f \in L^2(0, \pi) \) and \( x \in (0, \pi) \). We conclude that \( \mathbb{1} \otimes \mathbb{1} \preceq R(0, \Delta) \preceq \mathbb{1} \otimes \mathbb{1} \), where the first estimate holds since \( \beta < 1/\pi \).

The series expansion of \( R(\mu, \Delta) \) about the point 0 now implies the estimate \( \mathbb{1} \otimes \mathbb{1} \preceq R(\mu, \Delta) \preceq \mathbb{1} \otimes \mathbb{1} \) for all real numbers \( \mu \in \rho(\Delta) \) that are smaller than \( s(\Delta) \). Part (b) of our main result, Theorem 1.2, thus shows that even \( R(\mu, \Delta) \preceq -\mathbb{1} \otimes \mathbb{1} \) for all \( \mu \) in a left neighbourhood of \( s(\Delta) \).

\[ \square \]

6.2. An anti-maximum principle for a Laplace operator on a metric graph.

In this subsection, we briefly discuss an extension of the anti-maximum principle for the Neumann-Laplacian and the Laplace operator with periodic boundary conditions on an interval from Proposition 6.1(b) and (c); we now consider a Laplace operator on a finite metric graph, subject to Kirchhoff boundary conditions. For a general reference to elliptic operators on metric graphs – in particular in the context of evolution equations – we refer to the monograph [35].

Let \( G = (V, E) \) be a finite, connected, and (a priori) undirected graph. Assign a length \( \ell_e \) to each edge \( e \in E \). We identify each edge \( e \in E \) with a copy of the interval \([0, \ell_e]\); in order to do so, we actually need to endow \( e \) with a direction – which is, however, arbitrary and not of relevance for what follows.

By \( H^1(G) \), we denote the set of all tuples of functions

\[
\mathbf{f} = (f_e)_{e \in E} \in \bigoplus_{e \in E} H^1(0, \ell_e)
\]

which satisfy the additional condition that, for each vertex \( v \in V \), all functions \( f_e \) on edges that begin or end in \( v \) have the same value at \( v \). By \( L^2(G) \), we simply mean the space \( \bigoplus_{e \in E} L^2(0, \ell_e) \). We define symmetric a bilinear form

\[
a : H^1(G) \times H^1(G) \to \mathbb{C}
\]

as

\[
a(f, g) = \sum_{e \in E} \int_0^{\ell_e} f_e'(x)g_e'(x) \, dx
\]

for all \( f, g \in H^1(G) \). To the form \( a \) we can associate a self-adjoint operator \(-\Delta\) on \( L^2(G) \); its negative operator \( \Delta \) has spectral bound 0 and acts as the Laplace operator on each edge of \( G \); its boundary conditions are, in addition to the continuity condition in the vertices that has already appeared in the definition of \( H^1(G) \) above, so-called Kirchhoff conditions in the vertices.

The operator \( \Delta \) is a simultaneous generalization of the Neumann-Laplace operator and the Laplace operator with periodic boundary conditions on an interval: if \( G \) consists precisely of two vertices and one edge of length \( \ell \) between them, then \( \Delta \) is simply the Neumann-Laplace operator on \( L^2(0, \ell) \). If we connect two vertices by
two edges, instead, then $\Delta$ becomes the Laplace operator with periodic boundary conditions on an interval.

The operator $\Delta$ generates a positive $C_0$-semigroup on $L^2(G)$ (see for instance [35, Example 6.73]) and thus, the resolvent $\mathcal{R}(\mu, \Delta)$ is a positive operator for every $\mu > \text{s}(\Delta) = 0$. The following proposition shows that $\Delta$ also satisfies a uniform anti-maximum principle:

**Proposition 6.4.** Consider the Laplace operator $\Delta$ that we introduced above on the graph $G$. For all $\mu$ in a left neighbourhood of $\text{s}(\Delta)$, we have $\mathcal{R}(\mu, \Delta) \preceq -\mathbb{1} \otimes \mathbb{1}$.

*Proof.* Since $\text{dom}(\Delta)$ is a subset of $H^1(G)$, the domination assumption in Setting 1.1 is satisfied for $u = \varphi = \mathbb{1}$ and $m_1 = m_2 = 1$. Moreover, since the graph is assumed to be connected, the spectral bound 0 is a simple eigenvalue of $\Delta$ and its eigenspace is spanned by $\mathbb{1}$; thus, the spectral assumption in Setting 1.1 is also satisfied. Furthermore, since $\Delta$ is a generator of a positive $C_0$-semigroup, all assumptions of Corollary 5.4 are satisfied. Thus, we only need to show $\mathcal{R}(\mu, A) \preceq -\mathbb{1} \otimes \mathbb{1}$ for some $\mu > 0$.

Since the form domain $H^1(G)$ of $a$ is contained in the principal ideal generated by $\mathbb{1}$ in $L^2(G)$, we can employ Proposition 4.3, which indeed yields the estimate $\mathcal{R}(\mu, A) \preceq -\mathbb{1} \otimes \mathbb{1}$ for all $\mu > 0$. 

The situation considered in the above example can be generalized in various directions, but we refrain from discussing this in detail here.

### 6.3. Polyharmonic operators with Dirichlet boundary conditions revisited

Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ ($n \geq 2$), say with $C^\infty$-boundary. For a positive integer $\ell \geq 2$, consider the polyharmonic operator $A$ on $E := L^2(\Omega)$ given by

$$A : \text{dom}(A) := W^{2\ell, 2}(\Omega) \cap W_0^{\ell, 2}(\Omega) \to E, \quad f \mapsto Af := -(-\Delta)^\ell f.$$ 

We define $d : \Omega \to \mathbb{C}$ as $d(x) = \text{dist}(x, \partial \Omega)$.

It was shown by Grunau and Sweers in [27, Theorem 5.2] that for domains sufficiently close to the unit ball, the leading eigenvalue $\text{s}(A)$ is geometrically simple and the corresponding eigenspace is spanned by a vector $v \succeq d^2$. This result helps us establish that the operator $A$ satisfies the spectral assumptions in Setting 1.1. For more general domains, this property cannot be expected, in general (see the recent article [40]), though) We collect here some properties of the operator $A$:

**Proposition 6.5.** The operator $A$ is a closed, densely defined, and real operator on $E$. Moreover, $A$ is self-adjoint with a strictly negative spectral bound, and the domination assumption from Setting 1.1 is satisfied for a sufficiently large number $m_1 = m_2$ and for $u = \varphi = d^2$.

If, in addition, $\Omega$ is sufficiently close to the unit ball in $\mathbb{R}^n$ in the sense of [27, Theorem 5.2], then $A$ also satisfies the spectral assumption in Setting 1.1 for $\lambda_0 = s(A)$.

*Proof.* The operator $A$ is densely defined and real, and it’s spectral bound satisfies $s(A) < 0$. Moreover, it follows by [23, Corollary 2.21] that $0 \in \rho(A)$. Thus $A$ is closed and its self-adjointness follows with the aid of [32, Theorem 8.4]. Hence all of its spectral values are real.

In order to verify the domination assumption, note that for sufficiently large integers $m_1$ and $j$, we have

$$\text{dom}(A^{m_1}) \subseteq W^{2m_1, 2}(\Omega) \cap W_0^{\ell, 2}(\Omega) \subseteq C^j(\overline{\Omega}) \cap W_0^{\ell, 2}(\Omega) \subseteq E_u,$$

where the first inclusion follows from [23, Corollary 2.21], the second inclusion from a Sobolev embedding theorem, and the third inclusion from the boundary decay
rate of $u$. Combining the above facts with the self-adjointness of $A$, it follows that the domination assumption in Setting 1.1 is satisfied for sufficiently large values of $m_1$ and for $m_2 = m_1$.

If $\Omega$ is sufficiently close to the unit ball then, as stated above, we know from [27, Theorem 5.2] that the eigenspace $\ker(s(A) - A)$ is spanned by a vector $v \succeq u$, so the spectral assumption from Setting 1.1 is satisfied as well. \hfill \Box

For $\ell = 2$, the operator $A$ generates a $C_0$-semigroup on $E$ and its eventual positivity properties were studied first in [18, Section 6] and [24, Sections 8.3 and 11.4] and then again in [16, Section 4]. In fact, in the former references individual eventual properties of the resolvent were also studied. In particular, an individual maximum principle was proved in [18, Proposition 6.5] for $n < 4$.

In the following, we are interested in uniform maximum and anti-maximum principles for this operator. We recall two known results about this topic, show how these results fit into the general theory developed in this paper, and generalize the first of them. Let us start with the following uniform maximum principle that was recently proved by Schnieders and Sweers in [41, Corollary 4] for the particular case $\ell = 2$.

**Theorem 6.6.** Assume that $\lambda_0 \in \mathbb{R}$ is a geometrically simple eigenvalue of $A$ with an associated eigenvector $v$ that satisfies $v \succeq u := d^2$ (where $d(x) = \text{dist}(x, \partial \Omega)$ as above). Then $\mathcal{R}(\mu, A) \succeq u \otimes u$ for all $\mu$ in a right neighbourhood of $\lambda_0$.

As mentioned in Proposition 6.5, the spectral assumption in the theorem is satisfied for $\lambda_0 = s(A)$ if $\Omega$ is sufficiently close to the unit ball.

The proof of Theorem 6.6 in the special case $\ell = 2$ given in [41, Corollary 4] relies on an intriguing lower estimate for the Green’s function of $A$ which is deduced, via quite involved technical arguments, from the lower bound $\mathcal{R}(0, A) \succeq -u \otimes u$ that was already known in the literature (see [14, Theorem 1.5] and [26, Theorem 1], or alternatively [38, Theorem 4.1]). Let us now demonstrate how Theorem 6.6 can be obtained as a direct consequence of this lower bound and our abstract main result, Theorem 1.2.

**Proof of Theorem 6.6.** The domination assumption in Setting 1.1 is satisfied according to Proposition 6.5. Moreover, the spectral assumption in Setting 1.1 is satisfied due to the assumptions of the theorem. In addition, the estimate

$$\mathcal{R}(0, A) \succeq -u \otimes u;$$

follows from [38, Theorem 4.1]. Taking $\mu_0 = 0$ in Theorem 1.2(a) proves the assertion (since $\lambda_0 \leq s(A) < 0$). \hfill \Box

Very recently, Grunau showed a similar estimate as in [38, Theorem 4.1] for a class of polyharmonic operators where the leading coefficients are non-constant [25, Theorem 1].

The second result that we discuss here is the following characterization of the uniform anti-maximum principle for polyharmonic operators on balls which was announced in [13] and proved in [28, Theorem 1] (though in a slightly different form than stated below).

**Theorem 6.7.** Fix an integer $k \geq 1$ and, as above, let the dimension $n$ be at least 2. Assume, in addition, that the domain $\Omega \subseteq \mathbb{R}^n$ is a ball. Then the following are equivalent for the operator $B := -(−A)^k$:

(i) For all $\mu$ in a left neighbourhood of $s(B)$ we have $\mathcal{R}(\mu, B) \succeq -u \otimes u$, where $u = d^k$.

(ii) There exists a number $\mu_0 < s(B)$ in the resolvent set of $B$ at which we have $\mathcal{R}(\mu_0, B) \leq 0$. 


The dimension $n$ satisfies $n < 2\ell(k - 1)$.

Strictly speaking, the equivalences in the above theorem are slightly stronger than the one in [28, Theorem 1], since the uniform anti-maximum principle in [28, Theorem 1(b)] is formally weaker than assertion (i) in the theorem above, but formally stronger than assertion (ii).

More interesting, though, is the question how this characterization is proved in [28, Theorem 1]: it is known from [29, Theorem 1.2] that $R(0,B) \preceq u \otimes u$ if and only if $n < 2\ell(k - 1)$; this is used to prove [28, Theorem 1] via various resolvent estimates. Since we have encapsulated all the technical resolvent estimates into our abstract results, we are now able to re-derive Theorem 6.7 from [29, Theorem 1.2] via a very short argument:

**Proof of Theorem 6.7.** Since $\Omega$ is a ball, $R(0,A)$ is positive; this was shown by Boggio in [10]. This means that $R(0,B)$ must also be positive. Moreover, according to Proposition 6.5, the operator $A$ satisfies the domination and spectral assumption from Setting 1.1 for $u = \varphi = d^\ell$ and for sufficiently large $m_1 = m_2$. Consequently, so does $B$.

Finally, we note that $R(0,B) \preceq u \otimes u$ if and only if $n < 2\ell(k - 1)$ by [29, Theorem 1.2]. So the claimed equivalence is a consequence of Corollary 5.4. □

We remark that Corollary 5.4 was obtained as a consequence of Theorem 5.3 which (as mentioned before) adapted the resolvent arguments of Grunau and Sweers in [28, Theorem 1] to a more abstract setting. Let us also stress that we could only apply Corollary 5.4 due to the explicit Green’s function estimate which was given by Grunau and Sweers in [29, Theorem 1.2].

### 6.4. Differential operators of odd order.

After the various applications to elliptic type differential operators in the preceding subsections, we will now consider a class of differential equations that are equations of odd order on an interval, with periodic boundary conditions. Since the order is odd, the maximum and anti-maximum principle might come as quite a surprise. Throughout this subsection, let $\ell \geq 0$ be an integer. We consider the operator

$$A : L^2(0,1) \supseteq \text{dom}(A) \to L^2(0,1),$$

$$w \mapsto w^{(2\ell+1)}$$

with domain

$$\text{dom}(A) := \{w \in H^{2\ell+1}(0,1) : w^{(k)}(0) = w^{(k)}(1) \text{ for all } k = 0, \ldots, 2\ell\}.$$  

The operator $A$ is skew-adjoint and thus generates a unitary $C_0$-group $(e^{tA})_{t \in \mathbb{R}}$ on $L^2(0,1)$. In the simplest case $\ell = 0$, this group is simply the periodic shift group; but we will see in Proposition 6.10 that the (semi)group does not satisfy any eventual positivity property if $\ell \geq 1$. More importantly though, we will show that – for each choice of $\ell$ – the operator $A$ satisfies a uniform maximum and a uniform anti-maximum principle at its only real spectral value $\lambda_0 = 0$.

Let us start by noting that our domination and spectral assumption are satisfied:

**Proposition 6.8.** Let $u := 1 \in L^2(0,1)$ denote the constant function which takes the value 1. Moreover, under the canonical anti-linear identification of $L^2(0,1)$ with its dual space, we also set $\varphi := 1$.

Then the domination and spectral assumptions in Setting 1.1 are satisfied by $A$ for $m_1 = m_2 = 1$ and $\lambda_0 = 0$ respectively.

**Proof.** The principal ideals $E_u$ and $(E')_{\varphi}$ that occur in the domination assumption are both equal to $L^\infty(0,1)$, due to our choice of $u$ and $\varphi$. 

Both $A$ and its adjoint $-A$ are defined on the space $H^{2\ell+1}(0,1)$; this is a subspace of $H^1(0,1)$ and the latter embeds into $L^\infty(0,1)$, so the domination assumption is satisfied for $m_1 = m_2 = 1$, as claimed.

Since $A$ is skew-adjoint, it suffices to prove the spectral condition for $A$ and $\mathbb{1}$ only. Obviously, $\mathbb{1} \in \ker A$. On the other hand, every vector in $\ker A$ is a polynomial of degree at most $2\ell$, and the boundary conditions encoded in the domain of $A$ then readily imply that this polynomial is actually constant. Hence, $\ker A$ is indeed spanned by $\mathbb{1}$. \hfill \Box

Now we prove a uniform maximum and anti-maximum principle for the odd-order operator $A$.

**Theorem 6.9.** Let $A$ be the differential operator of order $2\ell + 1$ with periodic boundary conditions on $L^2(0,1)$ introduced above.

(a) For all real numbers $\mu$ in a right neighbourhood of 0, we have

$$R(\mu, A) \geq \mathbb{1} \otimes \mathbb{1}.$$  

(b) For all real numbers $\mu$ in a left neighbourhood of 0, we have

$$R(\mu, A) \preceq -\mathbb{1} \otimes \mathbb{1}.$$  

If $\ell = 0$ (i.e., if the operator $A$ is of first-order), assertion (a) even holds for all $\mu \in (0, \infty)$ and (b) even holds for all $\mu \in (-\infty, 0)$.

**Proof.** Recall from the previous proposition that $A$ satisfies both the domination and the spectral assumption in Setting 1.1 for $u = \varphi = \mathbb{1}$. We use different arguments for the cases $\ell \geq 1$ and $\ell = 0$.

**First case: $\ell \geq 1$:** It suffices to prove the resolvent estimate

$$(6.3) \quad -\mathbb{1} \otimes \mathbb{1} \preceq R(\mu, A) \preceq \mathbb{1} \otimes \mathbb{1} \quad \text{for all } \mu \in \mathbb{R} \setminus \{0\},$$

since both claims (a) and (b) then follow immediately from our main result, Theorem 1.2. In order to verify (6.3), let us first show the estimate for $\mu = 1$. To this end, consider the closed operators

$$B : w \mapsto w' \quad \text{and} \quad C : w \mapsto \sum_{k=0}^{2\ell} w^{(k)}$$

on $L^2(0,1)$ with domains

$$\text{dom} (B) := \{ w \in H^1(0,1) : w(0) = w(1) \}$$

and

$$\text{dom} (C) := \{ w \in H^{2\ell}(0,1) : w^{(k)}(0) = w^{(k)}(1) \text{ for all } k = 0, \ldots, 2\ell - 1 \},$$

respectively. We have $1 - A = (1 - B)C$ and we know that $1$ is in the resolvent set of $A$ and $B$. Thus, $0$ is in the resolvent set of $C$ with $R(1, A) = R(0, -C)R(1, B)$. The dual operator of $B$ has the same domain as $B$, so the dual resolvent $R(0, B)'$ maps into $L^\infty(0,1) = L^2(0,1)_1$; the resolvent $R(0, -C)$ maps into the same space as well, since since $\ell \geq 1$.

Therefore, we obtain from Proposition 2.5 that, indeed the required estimate

$-\mathbb{1} \otimes \mathbb{1} \preceq R(1, A) \preceq \mathbb{1} \otimes \mathbb{1}$ holds. Now, Proposition 4.1 even shows that the same estimate remains true for all real numbers $\mu$ in the resolvent set of $A$, i.e., we have proved (6.3) and as a result the theorem for the case $\ell \geq 1$.

**Second case: $\ell = 0$.** In this case, we cannot use the previous argument since the operator $C$ from above would be the identity operator and thus, its resolvent does not map into $L^\infty(0,1)$. However, the case $\ell = 0$ is simple enough that one can
just compute the resolvent explicitly. Using the periodic boundary conditions, one obtains the formula
\[ \mathcal{R}(\mu, A)f(x) = e^{\mu x} \left( \frac{e^\mu}{e^\mu - 1} \int_0^1 e^{-\mu y} f(y) \, dy - \int_0^x e^{-\mu y} f(y) \, dy \right) \]
for all complex numbers \( \mu \) in the resolvent set of \( A \) and all \( f \in L^2(0,1) \). For non-zero real numbers \( \mu \), this formula can be used to directly verify the assertions of the theorem.

As mentioned above, if \( \ell = 0 \), then the unitary group \( (e^{tA})_{t \in \mathbb{R}} \) is just the periodic shift semigroup and hence, it is positive. Let us show now that the \( C_0 \)-semigroups \( (e^{tA})_{t \in \mathbb{R}} \) and \( (e^{-tA})_{t \in \mathbb{R}} \) are not individually eventually positive for the case \( \ell \geq 1 \), in the sense specified below:

**Proposition 6.10.** Let \( \ell \geq 1 \). Then there exists a function \( 0 \leq f_1 \in L^2(0,1) \) such that the orbit \( t \mapsto e^{tA}f_1 \) is not eventually contained in the positive cone \( L^2(0,1)_+ \). Likewise, there exists a function \( 0 \leq f_2 \in L^2(0,1) \) such that the orbit \( t \mapsto e^{-tA}f_2 \) is not eventually contained in \( L^2(0,1)_+ \).

**Proof.** By identifying \( L^2(0,1) \) with the \( L^2 \)-spaces over the complex unit circle and using the Fourier transform, we can see that the point spectra of \( A \) and \( -A \) are given by
\[ \sigma_{\text{pnt}}(A) = \sigma_{\text{pnt}}(-A) = \{ 2\pi ik^{2\ell+1} : k \in \mathbb{Z} \}. \]
Now assume that, for each \( 0 \leq f_1 \in L^2(0,1) \), the orbit \( t \mapsto e^{tA}f_1 \) was eventually contained in the positive cone. This property of the semigroup \( (e^{tA})_{t \in \mathbb{R}} \) is called *individual eventual positivity*, and for such semigroups it was shown in [7, Theorem 2.1] that intersection of the point spectrum \( \sigma_{\text{pnt}}(A) \) with the imaginary axis is *cyclic*, which means that every integer multiple of a purely imaginary eigenvalue of \( A \) is again an eigenvalue. But since \( \ell \geq 1 \), the set \( \sigma_{\text{pnt}}(A) \cap i\mathbb{R} = \sigma_{\text{pnt}}(A) \) – which we computed above – is obviously not cyclic.

The same argument also applies to the semigroup generated by \( -A \). \( \square \)

The cyclicity result from [7, Theorem 2.1] even holds for a slightly larger class of semigroups, as shown in [24, Theorem 6.3.2]. If one uses the latter more general result, one can also generalize the previous proposition: there exists a function \( 0 \leq f_1 \in L^2(0,1) \) such that the orbit \( t \mapsto e^{tA}f_1 \) does not converge to the positive cone as \( t \to \infty \) (and likewise for \( f_2 \) and the semigroup in negative times).

6.5. **A delay differential operator.** In this last subsection, we consider a delay equation taken from [16, Theorem 4.6], where uniform eventual positivity of the solution semigroup was asserted; here we study the eventual positivity of the corresponding stationary problem, i.e., of the resolvent of the differential operator.

Fix a real number \( c \in (0, \infty) \), and consider the time evolution of a function \( y : [-2, \infty) \to \mathbb{C} \) given by
\[ \dot{y}(t) = c \left( \int_{t-2}^{t-1} y(s) \, ds - \int_{t-1}^t y(s) \, ds + y(t-2) - y(t) \right) \quad \text{for} \ t \geq 0. \]
Let \( E = \mathbb{C} \times L^1([-2,0]; \mathbb{C}) \) and define a closed, densely defined linear operator \( A : \text{dom}(A) \subseteq E \to E \) by
\[ \text{dom}(A) := \{ (x,f) \in \mathbb{C} \times W^{1,1}((-2,0); \mathbb{C}) : f(0) = x \}, \]
\[ A(x,f) := ((\Phi,f), f'); \]
where $\Phi$ is a functional on $W^{1,1}((-2, 0); \mathbb{C})$ given by
\[
\langle \Phi, f \rangle = c \left( \int_{-2}^{-1} f(s) \, ds - \int_{-1}^{0} f(s) \, ds + f(-2) - f(0) \right)
\]
for all $f \in W^{1,1}((-2, 0); \mathbb{C})$. Then $A$ generates a $C_0$-semigroup by [9, Theorem 3.23] and the solutions of the delay differential equation (6.4) on the state space $E$ are given by this semigroup (see [9, Section 3.1]). We point out that [9] only considers the interval $[-1, 0]$ but the results still hold if we stretch the interval. This semigroup was also considered in [16, Theorem 4.6], where uniform eventual positivity properties were proved for $c \leq \pi/16$. Here, we instead treat the resolvent. In fact, we show that both the uniform maximum and anti-maximum principles are satisfied without any restriction on $c$.

Before stating the result, we point out that the dual space $E'$ can be identified with the space $\mathbb{C} \times L^\infty([-2, 0]; \mathbb{C})$. We also note that 0 is an eigenvalue of $A$ with eigenvector $(1, 1_{[-2,0]})$.

**Theorem 6.11.** Let $A$ be the linear operator given above on $E = \mathbb{C} \times L^1([-2, 0]; \mathbb{C})$. Let $u := (1, 1_{[-2,0]}) \in E$ and $\varphi = (1, c 1) \in E'$.

(i) For all $\mu$ in a right neighbourhood of 0, we have
\[
\mathcal{R}(\mu, A) \supseteq u \otimes \varphi.
\]

(ii) For all $\mu$ in a left neighbourhood of 0, we have
\[
\mathcal{R}(\mu, A) \subseteq -u \otimes \varphi.
\]

**Proof.** We begin by noting that the operator $A$ is real. Next, by the Sobolev embedding theorem, $\text{dom}(A) \subseteq \mathbb{C} \times L^\infty([-2, 0]; \mathbb{C}) = E_u$. Moreover, $\varphi$ is a strictly positive functional and $(E')_\varphi = E'$. Therefore the domination assumption in Setting 1.1 is satisfied for $m_1 = 1$ and $m_2 = 0$.

As mentioned above, a simple computation shows that 0 is an eigenvalue of $A$ and the eigenspace is spanned by the vector $u$. In particular, 0 is a geometrically simple eigenvalue of both $A$ and $A'$. Define $v(s) = 3 + s$ if $s \in [-2, -1]$ and $v(s) = 1 - s$ for $s \in (-1, 0]$. It was shown in the proof of [16, Theorem 4.6] that $\psi := (1, cv) \in \ker A'$. Of course, $\psi \succeq \varphi$. This settles the spectral assumption in Setting 1.1 as well.

Finally, as $m = m_1 + m_2 = 1$, an appeal to Theorem 5.2 concludes the proof. □
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