How Stable is Knowledge Base Knowledge?

Suhas Shrinivasan\textsuperscript{a}, Simon Razniewski\textsuperscript{b}

\textsuperscript{a} University of Göttingen
\textsuperscript{b} Max Planck Institute for Informatics

Abstract. Knowledge bases (KBs) provide highly structured semantic representation of the real-world in the form of extensive collections of facts about real-world entities, their properties and relationships between them. They are ubiquitous in large-scale intelligent systems that exploit structured information such as in tasks like structured search, question answering and reasoning, and hence their data quality becomes paramount. The inevitability of change in the real-world, brings us to a central property of KBs — they are highly dynamic in that the information they contain are constantly subject to change. In other words, KBs are unstable.

In this paper, we investigate the notion of KB stability, specifically, problem of KBs changing due to real-world change. Some entity-property-pairs do not undergo change in reality anymore (e.g., Einstein-children or Tesla-founders), while others might well change in the future (e.g., Tesla-board member or Ronaldo-occupation as of 2021). This notion of real-world grounded change is different from other changes that affect the data only, notably correction and delayed insertion, which have received attention in data cleaning, vandalism detection, and completeness estimation already. To analyze KB stability, we proceed in three steps. (1) We present heuristics to delineate changes due to world evolution from delayed completions and corrections, and use these to study the real-world evolution behaviour of diverse Wikidata domains, finding a high skew in terms of properties. (2) We evaluate heuristics to identify entities and properties likely to not change due to real-world change, and filter inherently stable entities and properties. (3) We evaluate the possibility of predicting stability post-hoc, specifically predicting change in a property of an entity, finding that this is possible with up to 83% F1 score, on a balanced binary stability prediction task.
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1. Introduction

Knowledge bases (KBs) like Wikidata, DBpedia\textsuperscript{1} or YAGO\textsuperscript{44} are cornerstones of the Semantic Web\textsuperscript{20}, and increasingly used as backbones for AI applications like question answering and dialogue\textsuperscript{1} \textsuperscript{11} \textsuperscript{33}. A crucial task for KB curators as well as consumers is to understand their data quality, as quality issues propagate throughout use cases and adversely affect user experience\textsuperscript{35} \textsuperscript{49}.

The goal of this paper is to understand the dimension of KB stability: Can we trust data to remain as is, that was last curated at a certain point in time in the past?

Motivation. Stability has high relevance in web-scale KBs: For example, Wikidata entities are often created in a concerted, one-off effort, then left untouched for months or years. And even if KB content is updated regularly, applications may rely on discrete dumps that risk going stale. The QAnswer system\textsuperscript{8} for instance, still responds to the question “Who is the president of the USA” with “Donald Trump” (as of Mar 11, 2021). Knowledge about stability is also crucial for negative knowledge\textsuperscript{3}, as real-world evolution may render it incorrect.

Knowledge about KB (in-)stability could help both consumers and curators. KB consumers, on the one hand, could use this information to qualify the reliability of their applications, e.g., annotating the query answer for Musk’s residence with a warning like, “This information is volatile and may be outdated!”. KB curators, on the other hand, could use this information to efficiently allocate their update-efforts - among a trove of entity-property-pairs, identifying those most likely to have undergone change since the last review.

\textsuperscript{1}https://qanswer-frontend.univ-st-etienne.fr
How frequent is KB change due to real-world change, and how can we differentiate it from other types of change?

RQ 2. How can we identify subject-property-pairs that are stable?

RQ 3. For subject-property-pairs that are unstable, how can we predict the change likelihood?

State of the art and its limitations. Several works have looked at estimating KB data quality. Identifying inaccuracies in the data, possibly detecting vandalism, is one such direction. Another direction is identifying (in-)completeness in KBs. Both correction and completion also change KB content, yet, in contrast to real-world evolution, are intentionally performed, and with the goal of improving KB quality. Real-world evolution, in contrast, is a process outside the control of KB curators, by which utility of a KB snapshot continuously erodes.

Currently, KBs like Wikidata, DBpedia and YAGO can provide temporal qualifiers along with assertions (e.g., Ronaldo, team, Juventus, start:2019), which provide a coarse hint as to where real-world change is possible. A few works have tackled related issues, such as efficiently distributing update resources to maximize KB freshness w.r.t. a source website, or analyzing the possibility to link KB changes to changes in encyclopedic texts. Similarly, work in distributes bulk updates based on coarse estimates of change likelihoods, and change interrelations that allow to formulate a set-cover style problem. Other works have looked at optimizing web re-crawl resource distributions based on estimations of the frequency of change.

While tackling RQ 1, we encounter the challenge of automatically distinguishing KB changes resulting from real-world changes from changes resulting from delayed completion. Delayed completions, e.g., adding in 2021 information about Einstein’s education, and corrections, e.g. changing Einstein’s country of birth from USA to Germany, generally dominate the number of changes in a KB. To distinguish between changes due to real-world change and delayed completions, we explore three heuristic criteria — (i) using the partial completeness assumption and (ii) bulk updates to identify delayed completions, and (iii) using timestamp information. Although each of the heuristics has limitations, we show that in practice they are effective, jointly giving good insights into the real-world change behaviour underlying KBs.

In RQ 2, we investigate whether there are effective filters that allow to rule out certainly stable information. For example, dead entities should hardly undergo change, and properties such as first name or place of birth should also be stable. We investigate heuristics for identifying stable entities (e.g., dead ones or Wikipedia-inactive ones), and for stable properties (e.g., single-valuedness or having had less historic edits). Our results show that with regard to entities, generalizations of death are indeed a useful feature, while stability in Wikipedia has almost no relation to real-world stability, and with regard to properties, single-valuedness indicates stability whereas number of historic edits is useless as far as real-world changes are concerned.

In RQ 3, we approach stability estimation as a (property) prediction problem. We analyze which features hold most predictive power, finding in particular that textual features from encyclopedic source, and their change thereof, can predict stability with up to 83% F1 score considering a 3-year window, providing interesting interpretable insights into entity characteristics implying change.

Our novel technical contributions include:

1. Introduce and formalize the notion and problem of KB stability;
2. Introduce and evaluate heuristics for identifying KB changes resulting from real-world changes, among general KB changes;
3. Introduce and evaluate heuristics to determine stable properties and stable entities;
4. Analyse and evaluate features for supervised prediction of property stability.
Delineation. Stability in general, like other typical data quality dimensions [37] such as timeliness, completeness and correctness, is desirable. But, unlike the other dimensions, stability cannot be controlled for by the KB curator, in that a KB cannot be “made” stable - it results from the whims of the reality. KBs can be timely, complete and correct at one point in time, but due to the changing world, the data in the KB at a later point in time is bound to become stale due to the changing world, hence motivating the problem of stability prediction.

2. Related Work

KB Completeness. The basis for incompleteness in KBs is the Open World Assumption (OWA), which states that any assertion that the KB does not contain, is not necessarily false, but simply unknown. Most KBs assume OWA, and is naturally the most realistic assumption, but also makes automatically determining completeness hard. Work in [13] systematically analyzes completeness in KBs and discusses relaxed assumptions, a.k.a. completeness oracles, that guess whether a given entity-property pair in a KB is complete, such as partial completeness assumption (PCA), which states that if an entity-property pair has at least one value, e.g., partnerOf(Don, Melania), then the entity-property pair (Don-partnerOf or Melania-partnerOf) is complete. More sophisticated oracles are also proposed to predict incompleteness and even perform completion based on association rule mining such as AMIE [14], that extracts Horn clauses based on their support in the KB, e.g., sonOf(Don, Barron) ∧ sonOf(Melania, Barron) \implies spouseOf(Don, Melania). Completions are also approached using latent feature models, a.k.a. embedding models, which assume assertions of a KB to be conditionally independent of each other given a set of global latent features, and use matrix factorization or analogous techniques on the KBs in order to learn these latent features, which are eventually used to score any arbitrary subject-property-object triple signifying its likelihood of being true [6, 32, 53]. Another work looks at class completeness, e.g., “Does the KB have a complete list of volcanoes” and uses non-parametric estimation techniques, such as the Jackknife estimator, inspired from species-sampling [27]. Relative completeness of an entity is another idea approached using comparison with data present for similar entities [5]. There also exist work that estimates completeness based on coverage in text, e.g., if there exists the sentence, "Don was married twice.", then the scalar implication is that entity Don should have two values for Don-spouse pair [40].

Temporal Completeness. Addressing static KB completeness allowed us to ask completeness questions w.r.t entity-property (to check if all subjects/objects specific to the pair are contained in the KB) or w.r.t entity-entity pairs (to check if all properties or relations between the two entities are contained in the KB). Addressing tKB completeness allows us, theoretically, to ask completeness questions with an additional dimension of timestamp, such as if the KB has a complete list of objects for an entity-property pair in 2015. Several works extend static KB completeness to tKBs, such as extending embedding models to account for time information - by using integer linear programming with temporal consistency as constraints [21], by incorporating temporal representations directly into the scoring functions of static embedding models [23, 39]. Recent works have considering modeling temporally evolving KBs using sophisticated temporal point processes [45] and proposed for instance, the Neural Graph Hawkes process [16] that allows one to even consider future timestamps.

KB Accuracy. Another important dimension, apart from completeness, is correctness or accuracy. Works that are concerned with KB accuracy aim to develop methods that detect errors in KBs [35]. Errors could manifest in entities or in properties. Work in [28] target erroneous entities by using association rule mining to learn disjointness axioms that detect inconsistencies in entity type assertions. Work in [38] exploits statistical distributions of entities and properties and flag errors when large deviations are detected. In fact [39] targets both completeness and correctness together. Similarly, the embedding models discussed w.r.t completeness can also potentially used for corrections since given a triple, they essentially provide a score signifying likelihood for the existence of the triple [30]. There also exist external methods such as DeFacto [15] that convert triples into natural language statements and look for its popularity in web searches. Furthermore, there exist work that check for accuracy in not just static KBs but also evolving KBs, e.g., work in [38] propose a quality assessment methodology for evolving KBs using proposed quality dimensions that are based on changes in KBs over subsequent releases, based on evolutionary analysis.
Timeliness and stability. A few works have implicitly approached instability resulting from real-world change. For instance, work in [26] attempts to synchronize KB with its growing encyclopedic source by learning an update frequency predictor of entities by using various features of the entity’s encyclopedic page such as update frequency, popularity and centrality. Work in [43] similarly, learns verb changes in natural language text in the encyclopedic source (Wikipedia article) that predict changes in corresponding structured information (Wikipedia infoboxes). Work in [17] tackles outdated fact detection in KBs by developing a human-in-the-loop framework and training a supervised classifier to perform automatic fact detection that uses as features a proxy for completeness of the subject entity of the fact, historical update frequency, number of links to the subject entity and so on, but unlike our work, it does not provide a deep enough analysis of the problem and trains a general model for all types of facts regardless of the type of property or the entity. Work that comes closest to ours is in [9], where stability of properties is predicted by training a supervised classifier that uses as features other properties of the entity. Other works have looked at optimizing web re-crawling based on estimation of frequency of change of web sources [7], and also hypothesizing a cost-benefit framework [40]. Yet another angle is provided by work that aims to predict the stability of natural language assertions via temporal tagging (intervals) [22], or via a coarse-grained classification into stability categories like few hours, few days, few weeks, ..., based on linguistic features [2].

3. Formalization

Data model. We define a KB to be a set of facts that are quintuples. Assuming existence of infinite sets E (entities), Π (properties), Λ (literals), and Θ (timestamps), we define a quintuple fact as \( (s, p, o, t_i, t_o) \in E \times Π \times (E \cup Λ) \times Θ \times Θ \) where \( s \) is the subject, \( p \) the property, \( o \) the object, \( t_i \) timestamp representing valid time, i.e., the point-in-time at which the fact has occurred in the real-world, and \( t_o \) timestamp is the transaction time, i.e., point in time the fact was added to the KB [45]. \( t_i \) can also be null.

Subject-property-centric view. We conceptualize changes in KBs around properties of subject entities, e.g., Ronaldo moves from Madrid to Turin in 2018, and the KB is added with the fact (Ronaldo, residence, Turin, 2018, 2018), and we say property residence of subject entity Ronaldo has changed.

Notation. In general, given two sampling timepoints \( τ_1 \) and \( τ_2 \), where \( τ_2 > τ_1 \), corresponding KB snapshots \( K_{τ_1} \) and \( K_{τ_2} \) and some subject-property pair \( (s, p) \), we denote the set of objects and corresponding valid timestamps and transaction timestamps belonging to \( (s, p) \) in \( K_{τ_1} \) as \( O_{K_{τ_1}} = \{(a_i, t_i, o_i, t_o)\}_{i=1}^{m} \) where \( m \in \mathbb{N} \cup \{0\} \), and similarly for \( (s, p) \) in \( K_{τ_2} \), \( O_{K_{τ_2}} = \{(a_i, t_i, o_i, t_o)\}_{i=1}^{m} \), where \( m \in \mathbb{N} \cup \{0\} \). For example, considering sampling timepoints \( τ_1 = 2017 \) and \( τ_2 = 2020 \); KB snapshots \( K_{2017} \) and \( K_{2020} \); object-timestamps sets \( O_{K_{2017}} = \{\{Madrid, 2010, 2012\}\} \) and \( O_{K_{2020}} = \{\{Madrid, 2010, 2012\}, \{Turin, 2018, 2018\}\} \).

We say that a pair \( (s, p) \) is stable in an interval \( [τ_1, τ_2] \), iff \( O_{K_{τ_1}} = O_{K_{τ_2}} \).

Problem. Given a subject-property pair \( (s, p) \) and sampling timepoints \( τ_1 \) and \( τ_2 \), \( τ_2 > τ_1 \), what is the likelihood that \( p \) is not stable between \( τ_1 \) and \( τ_2 \)? In other words, what is the likelihood that \( p \), considering the time-interval, is stable?

4. Change Analysis

KBs undergo a lot of changes. For example, just in February 2021, 20 million edits were performed in Wikidata[3]. But how many of these edits are due to real-world change? This number subsumes two other reasons for change - (i) delayed completions and (ii) corrections. In fact, any observable property change subsumes changes due to real-world change as well as delayed completions and corrections. Since we are interested in KB changes due to real-world change, it is important for us to develop methods that automatically identify if an observed KB change is due to real-world change, and consequently estimate for their prevalence among all changes that KBs undergo. But before we do so, we define a naïve criterion for change which just measures some observable change in property values.

Observable property change. Valid time is often not asserted in KBs, thus we next define observable property change, which is therefore more than just unstable KB content. We define observable property change for property \( p \) of subject entity \( s \) between
sampling timepoints $\tau_1$ and $\tau_2$ as the case when: $O_{K_{\tau_1}} \neq O_{K_{\tau_2}}$, i.e., there must be some observable difference in the object-timestamps sets between the two snapshots. This difference spans trivialities such as a minor edit in spelling to some object to significant differences such as the presence of new object-entities, e.g. consider the subject-property pair John-sibling with $O_{K_{2019}} = \{(\text{Maria, } \_), (\text{Anna, } \_), (\text{Julian, } \_), (\text{Roger, } \_), \}$ This example would pass as having an observable property change. It is, however, unlikely it reflects a real-world change, i.e., it is questionable whether John had four new siblings in a single year, and is likely that the four objects were added as a delayed completion effort instead. Consider another example with subject-property pair John-citizenship with $O_{K_{2019}} = \{(UK, \_), \}$ and $O_{K_{2020}} = \{(\text{Britain, } \_), \}$. This would also pass as an observable property change but would not be reflective of any real-world change, since the only difference is renaming UK as Britain, which is likely only an ontology refinement (correction). Hence, any observable property change subsumes three distinct artefacts - change due to real-world change, delayed completion, and correction. In this work, we are interested in changes due to real-world changes and stability thereof.

4.1. Exploring KB changes

In order to get a better understanding of the types of changes, we consider changes that Ronaldo's 42 properties - ranging from gender, member of sports team to official website and social media followers⁴ - experienced in an example year, 2018. In total, the properties experienced a total of 27 observable property changes. Upon manual inspection, we observed — only 2 out of 27 changes corresponded to changes due on real-world change, e.g., addition of object Juventus to property member of sports team; 10 due to delayed completion, e.g., addition to the property father; remaining 15 due to correction, e.g., from 185cm to 185.4cm for the property height.

**Broader analysis.** We extended the same analysis to now consider the same set of properties for 2533

| Property | Real-world evolution | Post-hoc completion | Correction |
|----------|----------------------|---------------------|------------|
| team     | 17%                  | 47%                 | 35%        |
| award    | 15%                  | 58%                 | 26%        |
| participated | 2%            | 67%                 | 31%        |
| country  | 0%                   | 76%                 | 24%        |
| total    | 9%                   | 62%                 | 29%        |

Showing number of changes corresponding to each property as categorized into the three reasons for changes — (i) real-world change, (ii) delayed completion, (iii) correction. We see that 90% of all changes encountered are in fact due to post-hoc completions and corrections. Note - team stands for member of sports team, awards stands for awards won, country stands for country for sport and participated stands for participated in.

Premier League Footballers in Wikidata for the year 2020, and observed 4429 changes in total. Out of these changes, we chose a sample of 4 properties: member of sports team, participated in, country for sport, and award won, and sampled 50 changes in each, distributed uniformly randomly across all entities. Again, we manually inspected the reason behind each change and annotated each change. The distribution of the number of changes are shown in Table 1. We observe that only about 10% of the changes are due to real-world change and the rest are due to post-hoc completions and corrections.

4.2. Identifying real-world based KB changes

**Heuristic criteria for real-world based change identification.** We observe firstly, that correction based changes are easy to identify - they are essentially edits, replacements and/or removals of existing values, and are hence easy to filter out. Subsequently, we are left with changes due to real-world evolution and post-hoc completions. In order to distinguish between the two, we propose three heuristic criteria. Following notation introduced earlier, we present three heuristic criteria to determine whether $p$ for $s$ between sampling timestamps $\tau_1$ and $\tau_2$ has experienced change due to real-world change:

1. **Timestamp Criterion:** We can base our criterion on changes that come with an explicit timestamp in the relevant interval, that is: $\exists (o, t_o) \in O_{K_{\tau_2}} : \tau_1 < t_o \leq \tau_2$, e.g., consider entity-property pair (Ronaldo, team) and points in time $\tau_1 = 2017$ and $\tau_2 = 2020$ and in $K_{2020}$ we have (Juventus, 2018), then we say team for Ronaldo has changed between 2017 and 2020 due to real-world change.

---

⁴In these examples, we omit valid as well as transaction timestamps, denoted by ‘\_’; since observable property change does not employ them.

⁵We choose this set based on the current set of properties that entity Ronaldo possesses in Wikidata, as of 28 January, 2021 [https://www.wikidata.org/w/index.php?title=Q11371&oldid=1390069233].
Using the same manually annotated data as in the broader analysis for the sample of changes, we evaluated the accuracy of our heuristics on heuristics from Wikipedia edit activity and page history. Formally, \( \exists \{o_i\} \in O_{K_i} \setminus \{o_i\} \notin O_{K_i} \) and \( O_{K_i} \neq \emptyset \), i.e., there must be a new object added between \( \tau_1 \) and \( \tau_2 \) to the already existing non-empty list of objects present at \( \tau_1 \). The latter condition follows the PCA oracle and thereby assumes that the non-empty list is in fact a complete list, and the criterion then posits tautologically that adding something to an already complete list reflects a real-world change.

3. **Bulk Criterion**: Another idea is to consider bulk updates as indicators of delayed insertion. Formally, \( \neg \forall o_1, o_2 : t_o(o_1) = t_o(o_2) \) where \( \{\{o_1, \ldots, t_o(o_1)\}, \{o_2, \ldots, t_o(o_2)\}\} \in O_{K_i} \) and \( \{\{o_1, \ldots, t_o(o_1)\}, \{o_2, \ldots, t_o(o_2)\}\} \notin O_{K_i} \) and \( o_1 \neq o_2 \). That is, not all newly added distinct objects must be added at the same time (in bulk), where we measure time in resolution of one day. This heuristic was inspired from the observation that many one-off bulk additions to a property were generally delayed completion efforts.

**Evaluating heuristic criteria for real-world based change identification.** Using the same manually annotated data as in the broader analysis for the sample of changes, we evaluated the accuracy of our heuristics (Table 2). Our findings are as follows.

| Properties       | Timestamp | PCA | Bulk |
|------------------|-----------|-----|------|
| Awards           | 1.00      | 0.71| 0.83 |
| Team             | 1.00      | 1.00| 0.83 |

Table 2: Table showing evaluation of heuristic criteria that identify whether a given change is due to real-world change or not. The properties column represents for what set of properties, the evaluation was performed on. Firstly, note that timestamp criterion provides promising performance. Secondly, also note that the performance of timestamp criterion is best when considering property team, and subsequently gets worse when other properties are considered together. This can be explained by the lack of timestamps for other properties such as country and participated. Note that ‘all’ in Properties column refers to all four properties considered together.

### 5. Heuristics for Stability

Now that we understand, heuristically, how to identify changes due to real-world change, we approach the problem of predicting property change (as formalized in Section 3). First, we notice that some entities, e.g., dead Humans, and some properties, e.g., birthplace are inherently stable. Before tackling the problem of predicting property change, we first consider filtering away these inherently stable entities and properties, and in this section present methods thereof.

#### 5.1. Stable entities

We investigated two approaches - based on structured features (having a end date, e.g., death date for humans, dissolution date for companies etc.), and on heuristics from Wikipedia edit activity and page growth (as an indicator of true change, compared to minor edits).
5.2. Stable properties

Regardless of stability in entities, there exists only a subset of properties of the entities that change due to real-world change, e.g., residence changes and birthplace does not. We filter properties that are not the kind that change (stable properties). The idea that we use in order to classify a property as one that is inherently unstable is the following filtering heuristic - “if a property has changed at least once, for 5% of the total number of entities (of a class) in the past then it’s an unstable property”. In order to estimate the number of times a property has changed since the beginning of time, we present the following heuristic measures.

1. KB historic edits: The first one we consider is based on the total number of times the property has undergone edits in the past measured via access to the historical revisions to the KB. The measured change is the same as observable property change.

2. Multiplicity in property values: We then turn to a much simpler method, using the multiplicity in the number of objects of the property of an entity, read using the current KB snapshot, i.e., we consider the number of objects that a property for an entity contains to be equal to the number of times the property of the entity has changed due to real-world change.

3. Multiplicity in timestamped property values: Similar to previous, here we consider the number of timestamped objects that a property of entity contains to be equal to the number of times the property of the entity has changed due to real-world change.

In order to evaluate the measures with the filtering heuristic, we consider multiple large random samples of entities, i.e., 50,000 Politicians, 30,000 Football Players, 30,000 Actors, 3916 Enterprises and 5614 Music Groups, and for each sample set, we consider the most popular and interesting properties (about 15 of them in each case). We apply the filter for the properties separately for each sample set of entities, and classify the properties into stable and unstable ones using the aforementioned filtering technique (1 - stable, 0 - unstable). In parallel, we also manually classify these properties in each case into stable and unstable ones relying on real-world intuition, and use them as ground-truth in order to evaluate the performance of the classification via the filter, and report the performance in Table 3.

| Class          | KB edits | Object multiplicity | Timestamp multiplicity |
|----------------|----------|---------------------|------------------------|
|                | P        | R       | F1      | P  | R  | F1  | P  | R  | F1  |
| Footballers    | 0.30     | 0.80    | 0.53    | 0.30| 0.80| 0.53 | 0.30| 0.80| 0.53 |
| Politicians    | 1.00     | 0.35    | 0.40    | 0.82| 1.00| 0.70 | 1.00| 0.64| 0.77 |
| Actors         | 0.70     | 0.30    | 0.54    | 0.86| 0.90| 0.80 | 1.00| 0.76| 0.83 |
| Enterprises    | 0.40     | 0.30    | 0.54    | 0.86| 0.90| 0.80 | 1.00| 0.76| 0.83 |
| Music groups   | 0.40     | 0.40    | 0.48    | 0.83| 1.00| 0.70 | 1.00| 0.87| 0.80 |

Table 3. Table showing results for property filtering heuristics (for changing properties).

6. Stability as Supervised Prediction Problem

After filtering out stable entities and stable properties, we consider the core problem of property change prediction, which we treat as a supervised binary classification problem, i.e., given a subject-property pair \((s, p)\), we predict whether \(p\) would change as a result of real-world change between sampling timepoints \(\tau_1\) and \(\tau_2\), where \(\tau_2 > \tau_1\), using various features of \(s\). The prediction target, given the features of \(s\), is a binary variable that denotes whether \(p\) of \(s\) between \(\tau_1\) and \(\tau_2\) or not.

6.1. Features

We consider the following orthogonal classes of features of \(s\) that we posit to be predictive of change of \(p\):

**Observable KB features.** This class posits that the properties and corresponding objects of \(s\), other than \(p\), are predictive of change of \(p\), e.g., age of a Footballer is predictive of change of member of sports team. There are two challenges in generlalizing this to all the properties — (i) most property values, unlike age, are not literal numerical values, but are either literal strings, such as names, or specific entities, such as a country in the KB, hence representing them to use as a feature is a challenge, and (ii) some properties may not be present for all entities to use, e.g., not all Footballers might have the property positions played. One way in which we overcome these two challenges is by considering all properties and corresponding objects that an entity has as Bag-of-Words (BoW) unigram text and use either count- or tf-idf-based vectorization to employ as features (denoted as structured-bow).

**Latent KB features.** Another solution to the problem of observable KB features is to alternatively use an al-
ternative entity representation such as entity’s KB embedding. Not only are KB embeddings numerical and general across all classes in a KB, they are also shown to capture latent features of entities such as ‘how famous’, ‘how central’ an entity is [30] and we posit that these features are very predictive in property change.

**Wikipedia page text features.** One could also use an external source like Wikipedia of s (when available) in order to predict property change, e.g., words such as “injured” or “retired” in a Footballer’s Wikipedia article suggests that the property member of sports team is likely to not change. One could either use the latest version of the Wikipedia page, i.e., version at \( \tau_2 \), or consider only the text that is modified or added in between \( \tau_1 \) and \( \tau_2 \). Once that is decided, we convert the text into BoW, and derive unigram, bigram as well as trigram features, and use a standard tf-idf weighting scheme.

**Graph neighborhood features.** Another idea is that given a property of an entity, whose stability is to be estimated between \( \tau_1 \) and \( \tau_2 \), we look at how similar entities have behaved between \( \tau_1 \) and \( \tau_2 \) with respect to the same property. We represent entities via KB embeddings and consider K-nearest-neighbors of the entity, computed via Euclidean distance, and take the proportion of those neighbors for which the property has changed between \( \tau_1 \) and \( \tau_2 \) as the feature.

### 6.2. Model

Using each of the features as described and the aforementioned target, we train a logistic regression model, per property per class. For example, consider property award won (p) of the sample of Actors, \( S = \{ s_i \}_{i=1}^n, n \in \mathbb{N} \cup \{ 0 \} \). We choose a sampling period \( (\tau_1, \tau_2) = (2017, 2020) \) across all experiments. Then, for each subject-property \( (s_i, p) \), we check whether \( p \) has changed in (2017, 2020) and set corresponding target, \( y_{p,s_i} \), as 1 if changed, 0 otherwise. We then extract the interested feature of \( s_i \) that we generically denote as \( X_{s_i} \), e.g., text unigram features using \( s_i \)’s current Wikipedia page with tf-idf weighting. Once we do this for all of \( S \) then we have our dataset \( D = \{ (X_{s_i}, y_{p,s_i}) \}_{i=1}^n \).

### 6.3. Evaluation

**Experiments.** In order to evaluate the ideas for supervised prediction, we consider the following different unstable properties along with respective class — (i) affiliation type: member of sports team for Footballers and Basketball players, positions held for Politicians, (ii) award type: award won as well as nominations for Footballers, Basketball players, Actors and Politicians, (iii) head of organization type: head coach of Football clubs. For each of these properties and the respective classes of entities we train logistic regression models considering each feature individually first and then all together, with target being change \( (y_{p,s_i} = 1) \) / no-change \( (y_{p,s_i} = 0) \) measured using timestamp criterion for sampling period [2017, 2020]. For each of the model evaluations, we balance the datasets for training as well as testing and hence assume a 50% baseline performance (reported as precision \( p \), recall \( r \), F1-score \( f1 \)) across all models, and we dedicate a conservative minimum of 40% of the data for the test set, and report performance on the test set in Table 2.

**Results.** We observe that the highest performing feature, consistently across all properties, is Wikipedia text based, specifically, unigram features from the latest Wikipedia article of the entity vectorized via tf-idf weighting. We also see that almost all results cross the 50% random baseline, supporting the arguments for the use of the features discussed.

**Model inspection.** In order to get an insight into the models, we inspected the features learned in each of the cases. (i) When trained using text features, we observe that the model picks up a lot of the expected unigrams, e.g., for member of sports team, we see that many of the positively weighted features are words such as “new”, “club”, “contract”, “sign”, signifying Footballers’ team change and analogously negatively weighted features contain “manager”, “career”, “coach” signifying Footballers’ retirement from being a player; similarly for positions held of Politicians, positive features contain “elected”, “vote”, “office”; and positive features for award won contain “best”, “performance”, “received”, “award” and so on. Furthermore, in each case, dates in text lying in (2017, 2020) such as “2018” and “2019” are found to be positively weighted and dates far in the past such as “2007”, “2011” and so on are negatively weighted signifying the use recency of events for each entity leading to change / no-change. But, we do note that there do exist a majority of features that are not interpretable, resulting from spurious correlations in the data. (ii) When it comes to using to structured features, we firstly observe as we expected, that age is only good predictor in selected cases such as predicting change of member of sports team where the model predicts...
change for younger players (< 30 years) and achieves reasonably high performance that is interpretable, but a poor one for to all other cases and supports the argument that using specific property values can only be used in specific cases and does not generalize. Using structured-bow features, we see that the results are encouraging, but upon inspecting the unigrams learned, we see hardly any interpretable ones, denoting again, the model picking up spurious correlations in the data-generation process, e.g., positive weights for unigrams such as “Italy”, “USA” and so on. (iii) When it comes to using KB embedding as a feature for logistic regression, the results are highly encouraging, except that KB embeddings represent latent features of entities in the KB and are not human-interpretable.

**Manual Evaluation.** Given time period 2017–2020, we took random balanced set of 50 Footballers, half of whom had changed member of sports team and half did not (automatically annotated via Timestamp criterion). We then proceeded to predict property change manually for each entity, using the entity’s Wikipedia page, entity’s age and just general intuition where possible. Our manual annotation achieved an ~ 0.80 f1 (similar p and r). We learn that extracting change-event information in Wikipedia article provides the most accurate way to perform the prediction (such as “X moved from Barcelona to Real Madrid in 2018”), followed by clues in the article that imply whether or not the entity as a whole or a property can change (such as, “X is retired”). However, in cases where the text does not contain explicit change-event information or clues, it does not necessarily mean that the property of the entity did not undergo change, as the text article is itself incomplete or completely absent. In such cases, we made guesses of completeness based on the length of the Wikipedia article and if the article is long enough and does not yet contain change-event information or clues then we predict that the property of the entity did not change. We also used age of the entity when Wikipedia article was not informative and also the last time the property for the entity has changed and make a prediction based on that, which ultimately amount more towards guessing than rigorously explicable predictions, illuminating the difficulty of the task at hand.

### 7. Discussion

Having presented all the ideas to table the problems of KB stability, we now critically reflect on the work and provide pointers for future work.

**Ground Truth for Supervised Prediction.** In order to perform supervised classification of change / no change of properties of entities, we require to acquired ground truths for change / no-change information in datasets using the timestamp criterion. The gold standard for such ground truth is generally human annotation, which is often too expensive and time consuming, and in our case non-trivial to do correctly since it is unclear what ground-truth source must be used that has information on events, if the entities are long tail. Resorting to using our high-precision heuristic timestamp criterion a tremendous advantage that it is automatic and high-precision, but a disadvantage that it is potentially low recall, since some entities in the KB may not have been updated with the required event, and even if the event has been updated, it may not contain a timestamp, which is often a problem with curated KBs, which is a source of noise in our datasets.

**Change Time Distribution Estimation.** One can also tackle the change prediction problem by approaching it as a inter-event time distribution estimation problem, thereby specifically addressing temporal dynamics. That is, if we consider change to a property as a

| Feature                      | member of sports team | positions held | awards won | head coach |
|------------------------------|-----------------------|---------------|------------|------------|
|                              | Football players      | Politicians   | Actors     | Football clubs |
|                              | P         | R         | F1         | P         | R         | F1         | P         | R         | F1         |
| Wikipedia text               | 0.81      | 0.85      | 0.83       | 0.75      | 0.72      | 0.73       | 0.70      | 0.73      | 0.72       | 0.61      | 0.68      | 0.64       |
| Age                          | 0.71      | 0.85      | 0.75       | 0.56      | 0.50      | 0.53       | 0.53      | 0.56      | 0.54       | -         | -         | -          |
| Embedding                    | 0.79      | 0.80      | 0.79       | 0.64      | 0.68      | 0.66       | 0.63      | 0.61      | 0.62       | 0.54      | 0.64      | 0.58       |
| Structured-BoW              | 0.77      | 0.74      | 0.76       | 0.66      | 0.67      | 0.66       | 0.53      | 0.76      | 0.62       | 0.60      | 0.61      | 0.60       |
| Graph neighborhood (using kNN)| 0.74      | 0.73      | 0.74       | 0.68      | 0.68      | 0.68       | 0.66      | 0.73      | 0.70       | 0.60      | 0.59      | 0.60       |

Table 4

Test performance (P: precision, R: recall, F1: F1 score) for different properties. For each cell, assume random baseline of 50%.
random event in time and we consider several changes to the same property, then what we get is an empirical set of inter-event times, e.g., consider the list of objects with timestamps for Ronaldo’s member of sports team - [(Sporting CP, start:2002), (ManU, start:2003), (Real Madrid, start:2009), (Juventus, start:2018)], and corresponding inter-change times - [1, 6, 9] (found by subtracting start-times in years). We can then hypothesize that this empirical set of change-event times has underlying change-event time distribution. Access to this true distribution allows us to precisely answer questions such as, “when next would the property change, given its history?”.

KDE. At first, we can make the most simplifying assumption about the change-events — that they are independent of each other, and hence so are the inter-change times. Considering such inter-change times from 5000 Footballers in Wikidata, we plotted a histogram of (assumed to be independent) inter-change times, and consequently, in order to get a smooth approximation of the histogram, we use kernel density estimation (KDE) (Fig 1). Such information alongside property values is essentially stability information and can help users as well as maintainers understand the change-likelihood based on a large sample of changes to the specific property. We find the use of KDE as an especially attractive choice for understanding change-likelihood in periodic properties such as life expectancy (Figure 1 or GDP of a country, net profit or total revenue of an enterprise, and so on. Some of these periodic properties represent a special case, in that they are in the real-world continuously changing (as opposed to discrete, such as changing a team), but only sampled in discrete points in time like life expectancy is sampled once a year, net profit every quarter, and so on. Another unique characteristic of periodically changing properties is that the change-events may hardly correlate with other characteristics of the entity that it is part of, i.e., these properties get updated regardless of other features of the entity such as the content of its Wikipedia page, or explicit characteristics such as age.

Limitations of KDE. Naturally though, KDE and histograms make a strong i.i.d assumption, i.e., the likelihoods w.r.t time that they estimate is simply based on the frequencies of inter-change times. In reality, these changes are hardly independent of each other. Changes to any property are in fact sequential, with short- and long-range dependencies among one another. Consider again, member of sports team of Footballers. A repetitive pattern that one can observe is that

Fig. 1. Figure showing, on the leftmost column, histograms of inter-change times for set of 20,756 changes to property member of sports team sampled from a random subset of 5000 Footballers (above) and for a set of 2667 inter-change times for life expectancy for a total of 170 countries in Wikidata (below). The plots in the rightmost column show corresponding smooth approximation of the histogram to obtain likelihoods using KDE.

Footballers in the beginning of their careers change member of sports team every year and towards the latter half change only once in 3-4 years, until eventual retirement. Secondly, this temporal trend does depend on factors such as if the Footballer is injured in between or is prematurely retired and so on, and is not an independently temporally changing property such as periodic properties, which are ignored by KDE and histograms. This requires that we employ sophisticated temporal models such as temporal point processes [39], especially those that allow arbitrary trends to be captured via neural networks [34, 42, 47].

7.1. What is Fundamentally Stable?

Entities that undergo real-world change. The problem of stability due to real-world evolution does not apply to a KB throughout, since KBs often contain certain timeless entities or entity classes even such as the class of color[5] or the entity of color blue[6]. In Wikidata, in general, there are large parts of its ontology that are virtually fully stable such as the class of chemical compounds which consists of over a million different chemical compounds as individual entities, accounting for 1.7% of total entity count; class of taxon, which consists of nearly 3 million different taxonomic groups of various ranks such as a species, families, or

https://www.wikidata.org/wiki/Q1075
https://www.wikidata.org/wiki/Q1088
classes of organisms, accounting for 3.8% of total entity count, and so on. Such classes and groups of entities can be identified using the knowledge of the content of a KB. This helps in trusting the expected temporal validity of statements in a potentially large part of the KB and also reduces the burden of timeliness-based update for the same part of the KB. Specifically, entities that undergo real-world evolution based changes are typically leaf-level instances of named entities that have a practically limited lifespan such as humans.

**Real-world evolution stability is only a problem for real-world KBs.** Lastly, real-world evolution based stability is not a problem for certain kinds of KBs that are static by design. Commonsense KBs are an illustrative of the same, which rather contain only general concepts like eating breakfast as entities instead of concrete named entities like Ronaldo. For example, commonsense KB ATOMIC ([11]) consists of events connected by if-then relationships, such as the entity ‘X repels Y’s attacks’ is connected via relationship ‘X is seen as’ to entity ‘Y is strong’. Similarly, a causal KB, one that consists of causal-effect concepts closely related to commonsense KBs, like CauseNet ([19]) with entities such as ‘disease’ is connected via relationship ‘causes’ to entity ‘death’. In such KBs, stability resulting from real-world evolution is not a problem.
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