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Abstract

Using algebraic tools inspired by the study of nilpotent orbits in simple Lie algebras, we obtain a large class of solutions describing interacting non-BPS black holes in \( \mathcal{N} = 8 \) supergravity, which depend on 44 harmonic functions. For this purpose, we consider a truncation \( E_{6(6)}/Sp_{c}(8, \mathbb{R}) \subset E_{8(8)}/Spin_{c}(16) \) of the non-linear sigma model describing stationary solutions of the theory, which permits a reduction of algebraic computations to the multiplication of 27 by 27 matrices. The lift to \( \mathcal{N} = 8 \) supergravity is then carried out without loss of information by using a pertinent representation of the moduli parametrizing \( E_{7(7)}/SU_{c}(8) \) in terms of complex valued Hermitian matrices over the split octonions, which generalise the projective coordinates of exceptional special Kähler manifolds. We extract the electromagnetic charges, mass and angular momenta of the solutions, and exhibit the duality invariance of the black holes distance separations. We discuss in particular a new type of interaction which appears when interacting non-BPS black holes are not aligned. Finally we will explain the possible generalisations toward the description of the most general stationary black hole solutions of \( \mathcal{N} = 8 \) supergravity.
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1 Introduction

The property that the weakly coupled calculation of the Bekenstein–Hawking entropy of BPS black holes [1] seems to generalise to non-BPS extremal black holes [2, 3, 4], suggested an increasing interest in characterising the entire moduli space of such solutions in various supergravity theories. The understanding of non-BPS extremal black holes is an important step toward the study of black holes carrying a non-zero temperature. The classification of supersymmetric composite black hole solutions has permitted to understand the mismatch between the enumeration of spherically symmetric BPS black holes in $\mathcal{N} = 2$ supergravity and the counting of BPS states within weakly coupled string theory [5, 6]. The associated wall crossing formula can also be understood from the moduli space of regular solutions [7, 8]. Because the weakly coupled computations for non-BPS black holes are not based on well established non-renormalisation theorems, it is important to extract the maximum of information from the classical solutions in the supergravity limit. These solutions have been studied extensively in the literature, see [9]–[34] for a non-exhaustive list of progress that have been achieved in the recent years.

The approach we will follow relies on the well established result that the stationary solutions of ‘irreducible’ supergravity theories with abelian vector fields are described within a non-linear sigma model over a pseudo-Riemannian symmetric space $G/K^*$ coupled to Euclidean gravity in three dimensions [35]. Here we will only discuss $\mathcal{N} = 8$ supergravity, therefore we will fix notations accordingly and consider the coset space $E_{8(8)}/\text{Spin}^*_c(16)$; although note that the generalisation of the content of this paper to exceptional $\mathcal{N} = 2$ supergravity theories will be completely straightforward in our notations. The scalar momentum $P$ is defined as the component of the Maurer–Cartan form $\mathcal{V}^{-1}d\mathcal{V}$ in the coset component $128 \cong \mathfrak{e}_{8(8)} \oplus \mathfrak{so}^*(16)$ of the Lie algebra. Solutions describing spherically symmetric black holes are then determined by the associated Noether charge in the Lie algebra $\mathfrak{e}_{8(8)}$ of $E_{8(8)}$, and can therefore be classified in terms of $E_{8(8)}$-orbits [35, 36, 37]. In the extremal limit, the Noether charge is nilpotent and the spherically symmetric extremal black hole solutions are classified in terms of the class of nilpotent orbits of $E_{8(8)}$ in $\mathfrak{e}_{8(8)}$ which lie in the closure of the minimal semi-simple orbit of $E_{8(8)}$ in $\mathfrak{e}_{8(8)}$ [37, 38]. Then $P$ automatically lies in the same nilpotent orbit, and more precisely in its intersection with the coset component $128$.

Relying on these properties, it has been proposed that the most general stationary solutions which geometry is fibered over a flat three-dimensional base are described by fields $\mathcal{V}$ valued in specific nilpotent subgroups [34], such that $P$ is automatically nilpotent.
Indeed, a vanishing three-dimensional Riemann tensor implies the equation

$$\text{Tr } P_\mu P_\nu = 0$$

(1)

and non-nilpotent solutions would then involve imaginary eigen values, which have been shown to lead to singularities in the spherically symmetric case [36]. Moreover, all known under-rotating extremal solutions (as opposed to over-rotating extremal solutions generalising the extremal Kerr black hole) satisfy to this criterion, as it has been shown for the BPS solutions in [39], and for both the almost BPS solutions introduced in [12] and the composite non-BPS ones in [34].

In this paper we will exploit these ideas to derive generalisations of these solvable systems of differential equations to compute and study a large class of solutions in $\mathcal{N} = 8$ supergravity. The generalisation to $\mathcal{N} = 8$ is pertinent because this is very probably the simplest such supergravity theory at the quantum level, and on the other hand, it is complicated enough classically such that its solutions exhaust the possible classes of solutions one can have in supergravity coupled to abelian vector fields and scalars parametrizing a symmetric space. We will study the solvable systems of equations that are associated to the nilpotent orbits of $\mathfrak{e}_8(8)$ which can be realised within $\mathfrak{so}(4,4)$, and which are therefore the direct generalisations of the systems of equations studied in the STU model in [17, 14, 34] to the full $\mathcal{N} = 8$ supergravity. However, as opposed to the BPS solutions, the non-BPS solutions do not in general sit in a given $\mathcal{N} = 2$ truncation of the theory, and our solutions will include new harmonic functions. Although these functions will not dramatically change the physical properties of the solutions, they modify the systems of differential equations in a non-trivial manner.

Within the maximal $\mathcal{N} = 2$ truncation of $\mathcal{N} = 8$ supergravity, the relevant nilpotent subalgebras defining these solvable systems admit an $SU(2) \times \mathbb{Z}_2 \times SL(3,\mathbb{H})$ automorphism, and they decompose accordingly into a graded algebra; where $SL(3,\mathbb{H}) \cong SU^*(6)$ is the group linearly realised on the special coordinates of the special Kähler space $SO^*(12)/U(6)$ of the maximal $\mathcal{N} = 2$ truncation of the theory. The components of these nilpotent subalgebras in the coset component (which are associated to the harmonic functions defining the solutions) are

$$n_{\text{Almost BPS}} \cong (1 \oplus 15)^{(1)} \oplus 15^{(3)} \oplus 1^{(5)}$$

$$n_{\text{non-BPS}} \cong (2 \otimes 15)^{(1)} \oplus 2^{(3)}$$

$$n_{\text{BPS}} \cong 32^{(1)}$$

(2)
whereas for $\mathcal{N} = 8$ supergravity one has

$$
n_{\text{Almost BPS}} \cong (1 \oplus 15)_1 \oplus (2 \otimes 6)_2 \oplus 15_3 \oplus 1_5$$

$$
n_{\text{non-BPS}} \cong (2 \otimes 15)_1 \oplus (2 \otimes 6)_2 \oplus 2_3$$

$$
n_{\text{BPS}} \cong (2 \otimes 6)_1 \oplus (1 \oplus 15)_2 \oplus (1 \oplus 15)_3$$

such that $SU(2) \times_{\mathbb{Z}_2} SL(3, \mathbb{H})$ is also an automorphism of these nilpotent subalgebras. The integer superscripts indicate the grading preserved by these nilpotent algebras. It is such that the new generators of grade 2 are simply abelian in the generalised non-BPS nilpotent algebra. In this sense, the generalisation of the non-BPS system is the simplest. The almost BPS algebra is the next, with new generators of grade 2 that only commute to source the grade 5 scalar function. The BPS algebra is the most stringent generalisation, and the new generators of grade 1 then source half of the old ones. We will see that in the associated, say ‘locally BPS system’, these new generators are associated to axion fields, and would source strings instead of black holes. The more general nilpotent subalgebras, which will be discussed in the last section, always have the property that new generators appear at grade 1, and modify strongly the algebra. It is not yet clear if they can describe composite black hole solutions.

We will make progress in the physical understanding of these solutions, which are also pertinent within the $\mathcal{N} = 2$ truncations. In particular we will generalise the two non-BPS centres solution of [34] to an N centres solution. We will not assume the solution to be axisymmetric, although we will only be able to derive a closed form formula in the case in which the centres are all aligned. The missing explicit function will be defined as a convergent integral for which we will derive the asymptotic expansion in the near horizon and the asymptotic regions in Appendix A. Therefore we will not prove the regularity of the solution everywhere, but only in these different regions. We will nevertheless be able to prove the absence of closed time-like curve due to Dirac–Misner string singularities. These criteria are known to be enough for regularity by experience, but a complete proof would require a careful analysis of the solution everywhere. We can nevertheless rely on numerical simulations that have been carried out in [17, 34] to exhibit that these solutions are indeed generically regular everywhere.

In the non-BPS composite case the local properties of the non-BPS black holes at the horizon are as expected. In the case in which they are not aligned, they produce nevertheless an additional angular momentum which is related to the interactions of the centres three by three. Studying the equations for the distance separations between the black holes, we will see that they are not linear in their inverse distance separations,
such that the interactions between the black holes do not only depend on their distance separations pairwise, but also on the geometry of the triangles joining them in triplets.

We will study the composite non-BPS solutions in much more details, and in particular we will have an additional section devoted to the study of the duality invariance of their physical properties. This will permit to get some information on the general case, not associated to a specifically simple duality frame in which the solution can be written in closed form. In this section we will exhibit the general form of the momentum $P \in 128$, which will permit to introduce a generalised fake superpotential for $\mathcal{N} = 8$ supergravity. The introduction of auxiliary tensors that can be determined in terms of the electromagnetic charges of the black holes and the asymptotic moduli will permit to show the duality invariance of the equations determining the distance separations of the centres.

In the almost BPS system we will study the restricted case of one BPS centre and arbitrary many non-BPS ones. This solution will be complementary of the one derived in [14], where they considered one non-BPS centre and arbitrary many aligned BPS ones. We will see that even if this system does not allow for interactions between the non-BPS black holes in the absence of BPS black hole, the presence of the latter permits to consider charge configurations which do not locally commute for the various non-BPS black holes. The local properties of the BPS black hole in the near horizon region are somehow unexpected, because we will see that there is no enhancement of supersymmetry, and the BPS horizon is replaced by a surrounding under-rotating horizon,\footnote{By under-rotating horizon we mean an ergo-free horizon with zero angular velocity, but which is not spherically symmetric such that it would lead to an ADM angular momentum for a single-centre black hole [40].} which area is larger than the one of the original BPS centre. In this case also we will find additional contributions to the angular momentum which appear when two non-BPS black holes are not aligned with the BPS centre. In general one should expect to have additional corrections when three BPS centres are not aligned with two non-BPS ones coming from the solution of the Laplace equation with five distinct point sources.

In order to carry out this program we will not consider directly the non-linear sigma model defined on $E_{8(8)}/Spin^*_c(16)$. It turns out that the smallest linear representation of $E_{8(8)}$ is the adjoint which is 248-dimensional. Instead, we will consider the truncation to the $E_{6(6)}/Sp_c(8,\mathbb{R})$ coset space. This truncation contains all the information we need and the 27 dimensional fundamental representation of $E_{6(6)}$ can be managed with the help of a computer. It will appear that the $SL(3,\mathbb{R})$ linearly realised symmetry of
the solutions in the truncation is promoted to a linearly realised $SU(2) \times SL(3,\mathbb{H}) \cong SU(2) \times SU^*(6)$ symmetry in $\mathcal{N} = 8$ supergravity. Relying on this property, we will be able to generalise the solutions to $\mathcal{N} = 8$ supergravity without ambiguities. Doing so, we will define particularly convenient coordinates for the symmetric space $E_{7(7)}/SU_c(8)$ which generalise somehow the special coordinates in very special Kähler geometry. The basic idea is to realise $E_{7(7)}/SU_c(8)$ as a $E_{7(7)}/(U(1) \times E_{6(2)})$ fibered over the quaternionic space $SO(4,4)/(SO(4) \times SO(4))$

$$E_{7(7)}/(U(1) \times E_{6(2)}) \rightarrow E_{7(7)}/SU_c(8) \rightarrow SO(4,4)/(SO(4) \times SO(4)) \quad \text{(4)}$$

The complex fibre $E_{7(7)}/(U(1) \times E_{6(2)})$ is a pseudo-Riemannian special Kähler space, and can be coordinatized in terms of Hermitian matrices over the split octonions, similarly as special coordinates for the exceptional special Kähler space $E_{7(-25)}/(U(1) \times E_{6(-78)})$. However, the fibre-bundle structure does not preserve the complete $E_{7(7)}$ isometry of the fibre. Therefore the associated special coordinates will not admit a linearly realised $E_{6(6)}$ symmetry preserving the equations of motion, as the special coordinates admit a linearly realised $E_{6(-26)}$ symmetry in the exceptional special Kähler geometry [41].

In this paper we will parametrize the scalar fields in terms of a complex exceptional Jordan algebra element $t$, i.e. a 3 by 3 Hermitian matrix over the split octonions, which we will decompose into a 3 by 3 Hermitian matrix over the quaternions $t_1$ and an anti-symmetric matrix over the quaternions $t_2$ (equivalently a 3-vector of quaternions)

$$t = t_1 + \ell t_2 \quad \text{(5)}$$

and similarly for the electromagnetic charges $q_0, Q, P, p^0$ and the electromagnetic fields. This notation will be rather convenient in order to render straightforward the truncation of our solutions to $\mathcal{N} = 2$ supergravity. In $\mathcal{N} = 2$ supergravity, the components $t_2$ linear in the split imaginary unit $\ell$ are simply set to zero. The generalisation to any $\mathcal{N} = 2$ supergravity coupled to vector multiplets which scalar fields parametrize a symmetric special Kähler space of cubic prepotential can be obtained by considering $t_1$ (and the other Jordan algebra elements) to lie in the appropriate Jordan algebra [41, 42]. In particular, one can obtain the solutions of the STU model by considering the Jordan algebra of diagonal 3 by 3 real matrices, such that the three diagonal components of $t$ give the three STU moduli, and respectively for the charges.

Similarly, the $SL(6)/SO(6)$ moduli of the truncated theory will be described in terms
of special coordinates associated to the fibration

$$SL(6, \mathbb{R})/(U(1) \times SL(3, \mathbb{C})) \rightarrow SL(6, \mathbb{R})/SO(6)$$

$$\downarrow$$

$$\mathbb{R}_+^* \times \mathbb{R}_+^*$$

which fibre will be coordinatized by a complex element of the Jordan algebra of Hermitian 3 by 3 matrices over the split complex. The solutions described in this paper will admit a linearly realised $SL(3, \mathbb{R})$ symmetry, such that the two base space scalars are not sourced, and the solutions can be written in terms of symmetric 3 by 3 real matrices and a real 3 vector. The enhancement of this symmetry to $SU(2) \times SL(3, \mathbb{H})$ in $\mathcal{N} = 8$ supergravity is very constraining, and implies that the corresponding explicit solutions can be determined without ambiguities in terms of 3 by 3 Hermitian matrices over the quaternions, and a 3 vector of quaternions, such that the 16 $SO(4, 4)/(SO(4) \times SO(4))$ base space scalars are not sourced. For the most general ergo-free extremal solutions of $\mathcal{N} = 8$ supergravity discussed in the last section, the linearly realised symmetry is reduced to $SO(4, 4)$, which is a priori not big enough to determine without ambiguities the generalisation of a solution of the truncation to $\mathcal{N} = 8$ supergravity. Nevertheless, combining the knowledge inherited from the most general solutions of the truncation with the explicit form of the first order linear system in $\mathcal{N} = 8$ supergravity, one might be able to determine the most general solutions without considering directly the $E_{8(8)}/Spin^*(16)$ representative.

2 Exceptional truncations

In order to find solutions of $\mathcal{N} = 8$ supergravity in four dimensions, and more generally of eleven-dimensional supergravity, it is often extremely useful to consider pertinent consistent truncations of the theory. Because one has been mainly interested in BPS solutions preserving a certain amount of supersymmetry, one was used to consider supersymmetric truncations of the theory. However, we will be studying non-BPS solutions in this paper, and there is no particular reason to consider truncations which are themselves supersymmetric. On the contrary, it will turn out that the most appropriate consistent truncations of $\mathcal{N} = 8$ supergravity which are pertinent in the discussion of composite black hole solutions do not define the bosonic sector of supersymmetric theories. Rather than maintaining a certain amount of supersymmetry, these theories preserve somehow “exceptionality”. 
\( \mathcal{N} = 8 \) supergravity can be obtained as the compactification of eleven-dimensional supergravity on a seven-torus \([43]\), or alternatively as the compactification of type IIB supergravity on a six-torus. The second theory admits a non-supersymmetric truncation which consists in setting to zero the scalar fields and the doublet of 2-form fields. The remaining theory consists in a self-dual 5-form field strength coupled to gravity.

A further truncation can be carried out in eight dimensions, by considering gravity coupled to an \( SL(2)/SO(2) \) non-linear sigma model and a 3-form, which 4-form field strength transforms in the fundamental of \( SL(2) \) (by complex self-duality).

These theories have the common property that after dimensional reduction down to four dimensions, the corresponding stationary solutions admit a duality group of type \( E_{n(n)} \). Similarly as the exceptional \( \mathcal{N} = 2 \) supergravity theories, their respective duality groups in 3, 4 and 5 dimensions define the magic square

\[
\begin{pmatrix}
SL(3) & SL(3) & SL(6) & E_{6(6)} \\
SL(6) & SO(6,6) & E_{7(7)} \\
E_{6(6)} & E_{7(7)} & E_{8(8)}
\end{pmatrix}
\]

associated to the three exceptional Jordan algebras of Hermitian \( 3 \times 3 \) matrices over the three split composition algebras. The realisation of split real form of exceptional Lie algebra as quasiconformal groups associated to exceptional Jordan algebras defined over split composition algebras has been defined and studied in \([44, 45]\).

The stationary solutions of the corresponding four-dimensional theories are described by three-dimensional Euclidean gravity coupled to the non-linear sigma model over the pseudo-Riemannian symmetric spaces

\[
E_{6(6)}/Sp_c(8, \mathbb{R}) \subset E_{7(7)}/SU_c(4,4) \subset E_{8(8)}/Spin^*(16)
\]

respectively (where the index \( c \) states for the quotient by the \( \mathbb{Z}_2 \) subgroup which leaves invariant the real 27, the complexe 28 and the real 128 representations of \( Sp(8, \mathbb{R}) \), \( SU(4,4) \) and \( Spin^*(16) \), respectively).

The main advantage in considering these truncations is that the smallest linear representation of \( E_{8(8)} \) is of dimension 248, whereas \( E_{6(6)} \) admits a 27-dimensional linear representation. Moreover, one will be able to lift the solutions associated to the \( E_{6(6)} \) model to the general solutions of \( \mathcal{N} = 8 \) supergravity by promoting real functions to functions defined over the quaternions.

For this purpose, let us first define the coordinates over \( E_{6(6)}/Sp_c(8, \mathbb{R}) \).
2.1 Conventions for $E_{6(6)}$

In four dimensions, this theory consists of Einstein gravity coupled to 20 scalar fields parametrizing the symmetric space $SL(6)/SO(6)$ and 10 vector fields which field strengths transform altogether in the 3-form representation $20$ of $SL(6)$. The stationary metric will take the standard form

$$ds^2 = -e^{2U}(dt + \omega)^2 + e^{-2U}\delta_{\mu\nu}dx^\mu dx^\nu,$$

as well as the vector fields

$$\sqrt{8}A_{ABC} = \zeta_{ABC}(dt + \omega) + w_{ABC},$$

where the tensors are antisymmetric with respect to the permutations of the three $SL(6)$ indices $ABC$.

We will decompose the $27$ representation in terms of the four-dimensional duality group as

$$\mathfrak{e}_{6(6)} \cong 1^{(-2)} \oplus 20^{(-1)} \oplus (\mathfrak{gl}_1 \oplus \mathfrak{sl}_6)^{(0)} \oplus 20^{(1)} \oplus 1^{(2)}$$

$$27 \cong 6^{(-1)} \oplus 15^{(0)} \oplus 6^{(1)}$$

such that a general element of $\mathfrak{e}_{6(6)}$ acting on a vector $(R^a, S^d, T_{bc})$ admits the following matrix form in terms of two antisymmetric tensors $E_{abc}$ and $F_{abc}$, and the traceless tensor $G_{ab}$

$$\delta \begin{pmatrix} R^a \\ S^d \\ T_{bc} \end{pmatrix} = \begin{pmatrix} \delta^a_d H + G^a_d & \delta^a_d E & E^{aef} \\ \delta^d_a F & -\delta^d_a H + G^d_a & F^{aef} \\ -F_{bcd} & E_{bcd} & -2\delta^{[e}_a G^{f]}_b \end{pmatrix} \begin{pmatrix} R^d \\ S^d \\ T_{ef} \end{pmatrix}$$

where $E_{abc} \equiv \frac{1}{6} \varepsilon_{abcdef} E^{def}$ and respectively for $F_{abc}$. The elements of $\mathfrak{sp}(8, \mathbb{R})$ are defined from the involution associated to the metric

$$\eta = \begin{pmatrix} \delta^a_d & 0 & 0 \\ 0 & \delta^a_d & 0 \\ 0 & 0 & -\delta^{ef}_{ab} \end{pmatrix}$$

as $x^\dagger \equiv \eta x \eta^t = -x$, and they read

$$\begin{pmatrix} A^a_d & \delta^a_d & X^{aef} \\ -\delta^a_d & A^a_d & X_{aef} \\ X_{bcd} & X_{bcd} & -2\delta^{[e}_a G^{f]}_b \end{pmatrix}$$
where $A^a_b$ is antisymmetric.

Using the standard convention that capital indices correspond to rigid $SL(6)$ (acting on the left) whereas small ones correspond to local $SO(6)$ (acting on the right), one has the representative

$$
\mathcal{V} = \exp \left[ \zeta^{ABC} E_{ABC} + \sigma E \right] \exp [U H] \left( \begin{array}{ccc}
  v_a^A & 0 & 0 \\
  0 & v_a^A & 0 \\
  0 & 0 & (v^{-1})_{[B'}^b (v^{-1})_{C']}^c 
\end{array} \right)
$$

$$
= \left( \begin{array}{ccc}
  e^U v_a^A & e^{-U} v_a^A \sigma + \frac{1}{2} e^{-U} v_a^B \zeta^{ADE} \zeta_{BDE} & (v^{-1})_{[B'}^b (v^{-1})_{C']}^c \\
  0 & e^{-U} v_a^A & 0 \\
  0 & e^{-U} v_a^D \zeta_{BCD} & (v^{-1})_{[B'}^b (v^{-1})_{C']}^c 
\end{array} \right)
$$

(15)

where one must note that $v_a^A$ should be understood as the transverse $v^t$ acting on the right through the contraction with the index $a$.

It will be convenient to make use of a non-triangular representative in $SL(6)/SO(6)$ as

$$
v^t = \exp \left( \begin{array}{cccccccc}
  0 & a_1 & 0 & \xi_0 & 0 & \xi_2 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & a_2 & 0 & \eta_0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & \xi_0 & 0 & \eta_1 & 0 & a_3 \\
  0 & 0 & 0 & 0 & 0 & 0 
\end{array} \right) \exp \left( \begin{array}{cccccccc}
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & \xi_1 & 0 & \zeta_3 \\
  \xi_2 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & \eta^2 \\
  \zeta_1 & 0 & \zeta_3 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 
\end{array} \right) \times
$$

$$
\exp \left( \begin{array}{cccccccc}
  -\phi_1 + \zeta_+ & 0 & 0 & 0 & 0 & 0 \\
  0 & \phi_1 + \zeta_+ & 0 & 0 & 0 & 0 \\
  0 & 0 & -\phi_2 - \zeta_+ - \zeta_- & 0 & 0 & 0 \\
  0 & 0 & 0 & \phi_2 - \zeta_+ - \zeta_- & 0 & 0 \\
  0 & 0 & 0 & 0 & -\phi_3 + \zeta_- & 0 \\
  0 & 0 & 0 & 0 & 0 & \phi_3 + \zeta_- 
\end{array} \right)
$$

(16)
which gives

\[
\begin{pmatrix}
1 & a_1 & 0 & \xi_0 & 0 & \zeta^2 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & \xi^3 & 1 & a_2 & 0 & \eta_0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & \xi_0 & 0 & \eta^1 & 1 & a_3 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\times

\begin{pmatrix}
e^{-\phi_1+\zeta_1} & 0 & 0 & 0 & 0 & 0 \\
0 & e^{\phi_1+\zeta_1} & 0 & 0 & 0 & 0 \\
e^{-\phi_1+\zeta_2} & 0 & e^{-\phi_2-\zeta_0-\zeta_1} & 0 & 0 & 0 \\
0 & 0 & 0 & e^{-\phi_2-\zeta_0-\zeta_1} & 0 & 0 \\
e^{-\phi_1+\zeta_2}(\zeta_1+\frac{1}{2}\xi_21) & 0 & e^{-\phi_2-\zeta_0-\zeta_1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & e^{\phi_3+\zeta_1\eta^2}
\end{pmatrix}
\]  

(17)

where \( t^i \equiv a_i + ie^{-2\phi_i} \) are the STU moduli. The reason for this choice is that the matrix on the right corresponds to the \( \text{GL}(1) \times \text{SL}(3)/\text{SO}(3) \times \text{SL}(3)/\text{SO}(3) \) representative (with the two \( \text{SL}(3) \) factors respectively in upper and lower triangular form), which parametrizes the five-dimensional scalars and the dilaton \( \phi \equiv \sum_i \phi_i \) that appears in the dimensional reduction from five to four dimensions, whereas the left matrix corresponds to the axion fields associated to the five dimensional electromagnetic fields, which transform in the \( 3 \otimes 3 \) with respect to the five-dimensional duality group \( \text{SL}(3) \times \text{SL}(3) \).

**Exceptional Jordan algebra**

This representation will permit to use the homomorphism \( \text{SL}(3) \times \text{SL}(3) \cong \text{SL}(3, \mathbb{C}^*) \) where \( \mathbb{C}^* \) is the split complex composition algebra, with imaginary unite \( \ell \) satisfying \( \ell^2 = 1 \). In this way one can rewrite the axion fields as a (Jordan algebra) Hermitian matrix over \( \mathbb{C}^* \)

\[
a = \begin{pmatrix}
a_1 & \alpha_3 & \alpha_2^* \\
\alpha_3^* & a_2 & \alpha_1 \\
\alpha_2 & \alpha_1^* & a_3
\end{pmatrix}
\]  

(18)

with

\[
\alpha_1 = \frac{1}{2}(\xi_0+\xi^3)+\frac{\ell}{2}(\xi^3-\xi_0), \quad \alpha_2 = \frac{1}{2}(\zeta^2+\zeta_0)+\frac{\ell}{2}(\zeta^2-\zeta_0), \quad \alpha_3 = \frac{1}{2}(\eta_0+\eta^1)+\frac{\ell}{2}(\eta^1-\eta_0)
\]  

(19)
Using the property (which defines the homomorphism $C^* \cong \mathbb{R} \oplus \mathbb{R}$)

$$\left(\frac{1 \pm \ell}{2}\right)^2 = \frac{1 \pm \ell}{2}$$

one computes that the components of the Maurer–Cartan form $v^t - 1 dv^t$ associated to the axions take the form

$$\rho(\varsigma) \begin{pmatrix} e^{\phi_1} & 0 & 0 \\
 e^{\phi_2} & e^{\phi_2} & 0 \\
 e^{\phi_3}(\zeta + \frac{1}{2}\xi^* \eta^*) & e^{\phi_3} \eta^* & e^{\phi_3} \end{pmatrix} d \begin{pmatrix} a_1 & \alpha_3 & \alpha_2^* \\
 \alpha_3^* & a_2 & \alpha_1 \\
 \alpha_2 & \alpha_1^* & a_3 \end{pmatrix} \begin{pmatrix} e^{\phi_1} & e^{\phi_2} \xi & e^{\phi_3}(\zeta + \frac{1}{2}\xi \eta) \\
 0 & e^{\phi_2} & e^{\phi_3} \eta \\
 0 & 0 & e^{\phi_3} \end{pmatrix}$$

(21)

where

$$\xi = \frac{1}{2} (\xi_1 - \xi_2) - \frac{1}{2} (\xi_1 + \xi_2), \quad \zeta = \frac{1}{2} (\zeta_3 - \zeta_1) + \frac{1}{2} (\zeta_3 + \zeta_1), \quad \eta = \frac{1}{2} (\eta^2 - \eta_3) - \frac{\ell}{2} (\eta^2 + \eta_3)$$

(22)

and $\rho(\varsigma)$ acts on the resulting matrix such that on any Hermitian matrix

$$\rho(\varsigma) \begin{pmatrix} b_1 & \beta_3 & \beta_2^* \\
 \beta_3^* & b_2 & \beta_1 \\
 \beta_2 & \beta_1^* & b_3 \end{pmatrix} = \begin{pmatrix} b_1 & \rho_3(\varsigma) \beta_3 & \rho_2(\varsigma) \beta_2^* \\
 \rho_3(\varsigma) \beta_3^* & b_2 & \rho_1(\varsigma) \beta_1 \\
 \rho_2(\varsigma) \beta_2 & \rho_1(\varsigma) \beta_1^* & b_3 \end{pmatrix}$$

(23)

with

$$\rho_1(\varsigma) = e^{\ell(2\varsigma_1 + \varsigma_2)}, \quad \rho_2(\varsigma) = e^{\ell(-\varsigma_1 + \varsigma_3)}, \quad \rho_3(\varsigma) = e^{-\ell(\varsigma_1 + 2\varsigma_2)}$$

(24)

the three phases satisfying the triality condition

$$\rho_i^*(\varsigma) = \rho_{i+1}(\varsigma) \rho_{i+2}(\varsigma)$$

(25)

The matrix

$$\nu^{-1} = \begin{pmatrix} e^{\phi_1} & e^{\phi_2} \xi & e^{\phi_3}(\zeta + \frac{1}{2}\xi \eta) \\
 0 & e^{\phi_2} & e^{\phi_3} \eta \\
 0 & 0 & e^{\phi_3} \end{pmatrix}$$

(26)

on the right of (21) also defines partially the $GL(1) \times SL(3, C^*)$ coset representative. In analogy with the $N = 2$ case for which the $GL(1) \times SL(3, C)$ Maurer–Cartan form can be written as

$$d
u \nu^{-1} + \nu^{-1} \frac{dv^t}{v^t} = \nu^t - 1 d(v^t v) \nu^{-1}$$

(27)

we will define the complex coordinates

$$t = a + iv^t$$

(28)
with

\[ v^\dagger v = \begin{pmatrix}
  e^{-2\phi_1} & -e^{-2\phi_1} \xi & -e^{-2\phi_1} \zeta \left( \zeta^* - \frac{1}{2} \xi \eta \right) \\
  -e^{-2\phi_1} \xi^* & e^{-2\phi_2} + e^{-2\phi_1} |\xi|^2 & -e^{-2\phi_2} \eta + e^{-2\phi_1} \zeta^* \left( \zeta^* - \frac{1}{2} \xi \eta \right) \\
  -e^{-2\phi_1} \left( \zeta - \frac{1}{2} \eta \xi \right)^* & -e^{-2\phi_2} \eta^* + e^{-2\phi_1} \left( \zeta - \frac{1}{2} \eta \xi \right) \xi & e^{-2\phi_2 \eta} + e^{-2\phi_1} |\eta|^2 + e^{-2\phi_1} |\zeta^* - \frac{1}{2} \xi \eta|^2
\end{pmatrix} \] (29)

The metric is still defined in terms of the complex 1-form valued in the Jordan algebra

\[ D t \equiv \rho(\varsigma) \left( v^{\dagger -1} d t v^{-1} \right) \] (30)

but instead of being given by the \( SL(3, C^*) \) invariant trace, as

\[ ds^2 \neq \text{Tr} \ D t * \ D \bar{t} \] (31)

with

\[ \bar{t} \equiv a - i v^\dagger v \] (32)

the definition requires to split \( C^* \) into \( \mathbb{R} \oplus \mathbb{R} \) as

\[ D t_1 + \ell D t_2 \] (33)

and the metric is given by the \( \mathbb{R}^*_+ \times \mathbb{R}^*_+ \) invariant trace

\[ ds^2 = \text{Tr} \ D t_1 * \ D \bar{t}_1 + \text{Tr} \ D t_2 * \ D \bar{t}_2 + 4d \zeta^2 + 4d \xi^2 \] (34)

Therefore the metric is not directly determined in terms of the variables \( t \) and is not invariant under the holomorphic action of the symmetry group of the determinant of the Jordan algebra \( SL(3, C^*) \). Nevertheless, we will see that these coordinates are particularly convenient for describing black hole solutions.

In the same way, the components of \( \zeta^{ABC} E_{ABC} \), rewritten as a \( 6 \times 15 \) matrix

\[
\begin{pmatrix}
0 & P^0 & P^3 & P^2 & Q_1 & p_1 & 0 & -p_3 & 0 & -\bar{x} & y & 0 & 0 & z & q^2 \\
0 & P^1 & Q_2 & Q_3 & -Q_0 & \bar{y} & p_3 & 0 & \bar{x} & 0 & q^1 & -z & -q^2 & 0 & 0 \\
z & 0 & 0 & \xi & q^3 & 0 & P^0 & P^1 & P^3 & Q_2 & p_2 & 0 & -p_1 & 0 & -\bar{y} \\
q^2 & -\bar{x} & -q^3 & 0 & 0 & 0 & P^2 & Q_3 & Q_1 & -Q_0 & \bar{z} & p_1 & 0 & \bar{y} & 0 \\
p_3 & 0 & -p_2 & 0 & -\bar{z} & \bar{x} & 0 & 0 & y & q^1 & 0 & P^0 & P^2 & P^1 & Q_3 \\
\bar{x} & p_2 & 0 & \bar{z} & 0 & q^3 & -y & -q^1 & 0 & 0 & 0 & P^3 & Q_1 & Q_2 & -Q_0
\end{pmatrix}
\] (35)
can be recombined into two scalars \( q_0 \equiv Q_0 \) and \( p^0 \equiv P^0 \) and two Hermitian matrices \( Q \) and \( P \):

\[
Q = \begin{pmatrix}
\frac{q^3 - z}{2} - \ell \frac{q^3 + z}{2} & \frac{q^2 - y}{2} + \ell \frac{q^2 + y}{2} \\
\frac{q^2 - y}{2} - \ell \frac{q^2 + y}{2} & \frac{q^1 - x}{2} - \ell \frac{q^1 + x}{2}
\end{pmatrix}
\]

(36)

\[
P = \begin{pmatrix}
\frac{p_3 - \bar{z}}{2} - \ell \frac{p_3 + \bar{z}}{2} & \frac{p_2 - \bar{y}}{2} + \ell \frac{p_2 + \bar{y}}{2} \\
\frac{p_2 - \bar{y}}{2} - \ell \frac{p_2 + \bar{y}}{2} & \frac{p_1 - \bar{x}}{2} - \ell \frac{p_1 + \bar{x}}{2}
\end{pmatrix}
\]

(37)

These coordinates render the \( N = 2 \) truncation of the theory rather transparent, because the latter is simply defined by the real solutions (no \( \ell \) components) with \( \varsigma_{\pm} = 0 \).

The coordinates then correspond to the conventional special coordinates associated to the special Kähler space \( Sp(6, \mathbb{R})/U(3) \) \([41, 42]\). Requiring all the symmetric 3 by 3 matrices to be diagonal corresponds then to the STU truncation. In these notations the two truncations of the solutions we will describe in the following will be transparent. The corresponding three-dimensional models are defined over the symmetric spaces

\[
SO(4,4)/(SO(2,2) \times SO(2,2)) \subset F_4/(SL(2) \times \mathbb{Z}_2, Sp(6, \mathbb{R})) \subset E_6(6)/Sp_c(8, \mathbb{R})
\]

(38)

2.2 Lift to \( E_{7(7)} \) special coordinates

We will now describe how these coordinates can be generalised to the symmetric space \( E_{7(7)}/SU_c(8) \) of \( N = 8 \) supergravity moduli. Just like \( SL(3, \mathbb{R}) \times SL(3, \mathbb{R}) \cong SL(3, \mathbb{C}^*) \), it is possible to realise \( E_{6(6)} \) as \( SL(3, \mathbb{O}^*) \). Recall that the split octonions are defined as doublets of quaternions

\[
k + \ell s, \quad e + \ell y
\]

(39)

which are multiplied according to the Cayley rule \([46]\)

\[
(e + \ell y)(k + \ell s) = ek + s\ell^* + \ell(e^* s + ky)
\]

(40)

and for which the complex conjugation reads

\[
(k + \ell s)^* = k^* - \ell s
\]

(41)

For the case of the \( E_{6(6)} \) truncation one considered the split complex, and these relations reduced to say that \( \ell^2 = 1 \) and \( \ell^* = -\ell \). As opposed to the case of the associative composition algebra, there is no representation of \( SL(3, \mathbb{O}^*) \) on 3-vectors of split octonions
because of the lack of associativity. However, the associativity problem is resolved in the case of the representation on Hermitian 3 by 3 matrices over the split octonions. More precisely, the action of traceless 3 by 3 matrices over $O^*$ on a Hermitian 3 by 3 matrix closes modulo $g_{2(2)}$ automorphism transformations. This Lie algebra representation exponentiates to a group representation of $E_{6(6)}$.

Let us consider a 3 by 3 matrix over any composition algebra which diagonal components are all real

$$X = \begin{pmatrix} h_1 & e_3 & e_2^* \\ f_3^* & h_2 & e_1 \\ f_2 & f_1^* & h_3 \end{pmatrix}$$

(42)

By definition, the infinitesimal transformation of a Hermitian matrix $a$

$$\delta a = Xa + aX^\dagger$$

(43)

 preserves the condition that $a$ is Hermitian. In order to check that this transformation defines a Lie algebra representation, it will be convenient to define the algebra in the associated differential graded algebra $\bigwedge \mathfrak{sl}_{\ast}^3(O^*)$, which can be understood as the complex of Grassmann variables valued in the co-algebra on which acts the differential $\delta$ as

$$\delta X^i = \frac{1}{2} C^i_{jk} X^j X^k$$

(44)

where $C^i_{jk}$ are the structure constants. The differential is also defined on vectors associated to the representations of the Lie algebra as in (43). In this formalism, the Jacobi identity is then equivalent to the nilpotency of the differential $\delta$, as it is in the BRST formalism. For anti-commuting parameters, one will use the convention that

$$(ef)^* = -f^*e^*$$

(45)

and therefore the identities on the algebra get minus signs associated to the grading. We define

$$\delta X = X^2 - \frac{1}{2} \begin{pmatrix} e_3 f_5 + e_2^* f_2 + f_3 e_3 + f_2 e_2 & 0 & 0 \\
0 & f_3^* e_3 + e_1 f_1^* + e_3^* f_3 + f_1 e_1 & 0 \\
0 & 0 & f_2 e_2^* + f_1^* e_1 + e_2 f_2^* + e_1 f_1^* \end{pmatrix}$$

(46)

where the second term is required in order to ensure that the diagonal elements remain real. One computes that $\delta^2$ does not vanish, but gives

$$\delta^2 X = \sum_i v(e_i, f_i) X = \sum_i \begin{pmatrix} 0 & v_{3-i}(e_i, f_i) e_3 & (v_{2-i}(e_i, f_i) e_2)^* \\
v_{3-i}(e_i, f_i) f_3^* & 0 & v_{1-i}(e_i, f_i) f_1 \\
v_{2-i}(e_i, f_i) f_2 & (v_{1-i}(e_i, f_i) f_1)^* & 0 \end{pmatrix}$$

(47)
where the indices of \( r_i(a, b) \) are defined modulo 3 and
\[
\begin{align*}
    r_1(a, b)\alpha &= -\frac{1}{2} a^* (ba) - \frac{1}{2} b^* (a\alpha) \\
r_2(a, b)\alpha &= \frac{1}{2} (a\alpha)b^* + \frac{1}{2} (ab)a^* \\
r_3(a, b)\alpha &= -a(b^\alpha + (-1)^\alpha a^* b) - b(a^\alpha + (-1)^\alpha a^* a)
\end{align*}
\] (48)
for anticommuting composition algebra elements \( a \) and \( b \) and where \((-)^\alpha\) is minus if \( \alpha \) is anticommuting (\( i.e. \ (-)^\alpha = -1 \) in (47), whereas \((-)^\alpha = 1 \) in (51) to come). These transformations generate the automorphisms of the algebra of cyclic products of three copies of the composition algebra. Indeed \( r_3(a, b) \) is manifestly an infinitesimal rotation whereas \( r_1(a, b) \) and \( r_2(a, b) \) correspond to spinor transformations. Their group analogue are the triality related fundamental representations of \( \text{Spin}(4, 4) \) satisfying
\[
(\rho_i(\varsigma)\beta^*\alpha^*)^* = (\rho_{i+1}(\varsigma)\alpha)(\rho_{i+2}(\varsigma)\beta)
\] (49)
for the split octonions. We conclude that the algebra closes modulo \( \mathfrak{so}(4, 4) \) transformations in this case. This representation corresponds precisely to the graded decomposition of \( \mathfrak{e}_{6(6)} \)
\[
\mathfrak{e}_{6(6)} \cong \mathfrak{s}_2^{(-2)} \oplus (\mathfrak{s}_1 \oplus \mathfrak{s}_3)^{(-1)} \oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{so}(4, 4))^{(0)} \oplus (\mathfrak{s}_1 \oplus \mathfrak{s}_3)^{(1)} \oplus \mathfrak{s}_2^{(2)}
\] (50)
One checks also that \( E_{6(6)} \) is represented in this way on the Jordan algebra such that
\[
\delta^2 a = \sum_i r(e_i, f_i)a = \sum_i \begin{pmatrix}
\delta a & r_{3-i}(e_i, f_i)a_3 & (r_{2-i}(e_i, f_i)a_2)^* \\
r_{2-i}(e_i, f_i)a_2 & (r_{1-i}(e_i, f_i)a_1)^* \\
r_{1-i}(e_i, f_i)a_1 & 0
\end{pmatrix}
\] (51)
The coordinates we have been using for \( SL(6) \) will extend straightforwardly to \( E_{7(7)} \) in this way. To take care of the associativity issue, we will define the ordered exponential
\[
: \exp[X]a \exp[X^\dagger] : = a + Xa + aX^\dagger + \frac{1}{2}(X(Xa + aX^\dagger) + (Xa + aX^\dagger)X^\dagger) \\
+ \frac{1}{6}(X(X(Xa + aX^\dagger) + (Xa + aX^\dagger)X^\dagger) + (X(Xa + aX^\dagger) + (Xa + aX^\dagger)X^\dagger)X^\dagger) + \ldots
\] (52)

**Special coordinates for \( E_{7(7)}/SU_\varsigma(8) \)**

The \( GL(1) \times E_{6(6)} \) coset element will be represented by 16 scalar fields (written collectively \( \varsigma^I \)) parametrizing the quaternionic symmetric space \( SO(4, 4)/(SO(4) \times SO(4)) \), three
scalars $\phi_i$ and three $\mathbb{O}^*$ valued scalars $\xi, \eta, \zeta$ such that the group is represented in the Jordan algebra by

$$d' = \rho(\zeta) \begin{bmatrix} e^{\phi_1} & 0 & 0 \\ 0 & e^{\phi_2} & 0 \\ 0 & 0 & e^{\phi_3} \end{bmatrix} : \exp \begin{pmatrix} \xi^* & 0 & 0 \\ 0 & e^{-2\phi_2} & 0 \\ 0 & 0 & e^{-2\phi_3} \end{pmatrix} \exp \begin{pmatrix} 0 & \xi & \zeta^* \\ 0 & 0 & \eta \\ 0 & 0 & e^{-2\phi_3} \end{pmatrix}$$

(53)

One can still define the complex coordinates $t$ by acting on the identity of the Jordan algebra in the conjugate representation

$$t = a + i : \exp \begin{pmatrix} 0 & 0 & 0 \\ -\xi^* & 0 & 0 \\ -\zeta & -\eta^* & 0 \end{pmatrix} \begin{pmatrix} e^{-2\phi_1} & 0 & 0 \\ 0 & e^{-2\phi_2} & 0 \\ 0 & 0 & e^{-2\phi_3} \end{pmatrix} \exp \begin{pmatrix} 0 & -\xi & -\zeta^* \\ 0 & 0 & -\eta \\ 0 & 0 & 0 \end{pmatrix}$$

(54)

$$= a + i \begin{pmatrix} e^{-2\phi_1} & -e^{-2\phi_1} \xi & -e^{-2\phi_1} (\zeta \frac{1}{2} \xi \eta) \\ -e^{-2\phi_1} \xi^* & e^{-2\phi_2} + e^{-2\phi_1} |\xi|^2 & -e^{-2\phi_2} \eta + e^{-2\phi_1} \zeta^* (\zeta \frac{1}{2} \xi \eta) \\ -e^{-2\phi_1} (\zeta \frac{1}{2} \eta^* \xi^*) & -e^{-2\phi_2} \eta^* + i e^{-2\phi_1} (\zeta \frac{1}{2} \eta^* \xi^*) & e^{-2\phi_3} + e^{-2\phi_2} |\eta|^2 + e^{-2\phi_1} |\zeta|^2 \end{pmatrix}$$

The metric is defined in terms of

$$Dt = \rho(\zeta) \begin{bmatrix} e^{\phi_1} & 0 & 0 \\ 0 & e^{\phi_2} & 0 \\ 0 & 0 & e^{\phi_3} \end{bmatrix} : \exp \begin{pmatrix} \xi^* & 0 & 0 \\ 0 & e^{-2\phi_2} & 0 \\ 0 & 0 & e^{-2\phi_3} \end{pmatrix} dt \exp \begin{pmatrix} 0 & \xi & \zeta^* \\ 0 & 0 & \eta \\ 0 & 0 & e^{-2\phi_3} \end{pmatrix}$$

(55)

similarly as in (34) by

$$ds^2 = \text{Tr} D t_1 \ast D t_1 + \text{Tr} D t_2 \ast D t_2 + g_{IJ}(\zeta) d\zeta^I d\zeta^J$$

(56)

The determinant is defined in the Jordan algebra by [46]

$$\det[a] = a_1 a_2 a_3 - \sum_i a_i |\alpha_i|^2 + \alpha_1 \alpha_2 \alpha_3 + \alpha_2^* \alpha_3^* \alpha_1^*$$

(57)

and we have that

$$i \det[t - \bar{t}] = 8 e^{-2\phi_1} e^{-2\phi_2} e^{-2\phi_3}$$

(58)

This determinant defines the symmetric cross product such that

$$a \times a = a^2 - \text{Tr} a \cdot a - \frac{1}{2} \text{Tr} a^2 + \frac{1}{2} \text{Tr}^2 a$$

(59)

The coordinates can be chosen independently of a specific parametrization by requiring that this determinant is the product of three strictly positive fields. Under this condition one can define the Jordan inverse of $(t - \bar{t})$ as

$$(t - \bar{t})^{-1} = \det[t - \bar{t}]^{-1} (t - \bar{t}) \times (t - \bar{t})$$

(60)
For a Jordan algebra defined over a field, like in $\mathcal{N} = 2$ special geometry, the scalar field metric would be simply given by \[ ds^2 = - \frac{4}{\det(t - i)^2} \text{Tr} \left( (t - i) \times (t - i) dt \times (t - i) dt \right) \] which implies that the metric is invariant with respect to a linear action of the symmetry group preserving the determinant. However in our case the metric is defined as in (56) and is not preserved by the complete $E_{6(6)}$ symmetry, but only by its $SO(4, 4)$ subgroup. The solutions we will describe in this paper satisfy nevertheless that $D_t^2$ is real, such that the remaining coordinates admit an enhanced linearly realised symmetry $SU(2) \times \mathbb{Z}_2 SL(3, \mathbb{H})$, as for the solutions sitting in the maximal $\mathcal{N} = 2$ truncation of the theory. \(^2\)

**The electromagnetic charges in the 56**

The electromagnetic charges will be described in the same way. We consider the decomposition of electromagnetic charges according to the $E_{6(6)} \subset E_7(7)$ subgroup, such that they decompose into $1 \oplus 27$ electric charges, $q_0$ and the Jordan algebra element

\[
Q = \begin{pmatrix}
Q_1 & \frac{q_1^2 + z^2}{2} + \ell \frac{q_1^2 + z^2}{2} & \left( \frac{q_2^2 - y^2}{2} \right)^* + \ell \frac{q_2^2 + y^2}{2} \\
\left( \frac{q_1^2 - z^2}{2} \right)^* - \ell \frac{q_1^2 + z^2}{2} & Q_2 & \frac{q_1^2 - x^2}{2} + \ell \frac{q_1^2 + x^2}{2} \\
\frac{q_2^2 - y^2}{2} - \ell \frac{q_2^2 + y^2}{2} & \left( \frac{q_1^2 - x^2}{2} \right)^* - \ell \frac{q_1^2 + x^2}{2} & Q_3
\end{pmatrix}
\]  

and $1 \oplus \overline{27}$ magnetic charges, $p^0$ and the Jordan algebra element

\[
\mathcal{P} = \begin{pmatrix}
P_1 & \frac{p_1^2 - z^2}{2} + \ell \frac{p_1^2 + z^2}{2} & \left( \frac{p_2^2 - y^2}{2} \right)^* + \ell \frac{p_2^2 + y^2}{2} \\
\left( \frac{p_1^2 - z^2}{2} \right)^* - \ell \frac{p_1^2 + z^2}{2} & P_2 & \frac{p_1^2 - x^2}{2} - \ell \frac{p_1^2 + x^2}{2} \\
\frac{p_2^2 - y^2}{2} - \ell \frac{p_2^2 + y^2}{2} & \left( \frac{p_1^2 - x^2}{2} \right)^* + \ell \frac{p_1^2 + x^2}{2} & P_3
\end{pmatrix}
\]

where $q^i, p_i, x, y, z, \bar{x}, \bar{y}, \bar{z}$ are quaternions.

It will often be useful to decompose a 3 by 3 Hermitian matrix over the split octonions into a 3 by 3 Hermitian matrix over the quaternions and a 3 vector over the quaternions. For this purpose we define the Hodge like operation $\star$ from a 3 vector over the quaternions

\(^2\)Note however that this symmetry is incompatible with $SO(4, 4)$. Indeed, extracting $\text{Im}[t_2]$ from the special coordinates and combining it with the $\varsigma$’s to parametrize the symmetric space $F_4(4)/(Sp(1) \times Sp(3))$ permits to compensate for the linear $E_{6(6)}$ realisation, however, only its $SU(2) \times \mathbb{Z}_2 SL(3, \mathbb{H})$ preserves the condition $\text{Im}[t_2] = 0$. 
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To a 3 by 3 antisymmetric matrix over the quaternions

\[
\begin{pmatrix}
Y_1 \\
Y_2 \\
Y_3
\end{pmatrix} =
\begin{pmatrix}
0 & Y_3 & -Y_2 \\
-Y_3 & 0 & Y_1 \\
Y_2 & -Y_1 & 0
\end{pmatrix}
\]  \hspace{1cm} (64)

Using this notation, we will write

\[
Q = q + \ell \times q, \quad P = p + \ell \times p
\]  \hspace{1cm} (65)

One has then \(^3\)

\[
Q \times Q = q \times q + qq^\dagger - \ell \times qq
\]  \hspace{1cm} (67)

where \(qq^\dagger\) is the Hermitian matrix defined from the tensor product of the vector \(q\) with its Hermitian conjugate \(q^\dagger\), and \(qq\) is the ordinary action of a Hermitian matrix on a vector. In particular, we will consider \(pq\) as the repeated action of the matrix such that the factor \(pq\) is the ordinary product of two Hermitian matrices, and not the symmetric Jordan product. In this way

\[
det [Q] = det[q] + (q^\dagger qq)
\]  \hspace{1cm} (68)

and

\[
Tr [Q P] = Tr [q p] - (q^\dagger p) - (p^\dagger q)
\]  \hspace{1cm} (69)

Using these equations, the quartic invariant \([47]\)

\[
I_4 \equiv p^0 \det[q] - q_0 \det[p] + Tr [(Q \times Q)(P \times P)] - \frac{1}{4} (q_0 p_0^0 + Tr [Q P])^2
\]  \hspace{1cm} (70)

decomposes as

\[
I_4 = p^0 (\det[q] + (q^\dagger qq)) - q_0 (\det[p] + (p^\dagger pp)) + Tr [(q \times q)(p \times p)]
\]

\[
+ (q^\dagger (p \times p) q) + (p^\dagger (q \times q) p) + (q^\dagger p) (p^\dagger q) - (p^\dagger p q q) - (q^\dagger q p p)
\]

\[
- \frac{1}{4} (q_0 p_0^0 + Tr [q p] - (q^\dagger p) - (p^\dagger q))^2
\]  \hspace{1cm} (71)

Let us mention that all these algebraic relations can be written in terms of \(SU(2) \times SU^*(6)\) tensors \((SU^*(6) \cong SL(3,\mathbb{H}))\). The charge \(q\) can be written in term of an antisymmetric tensor of \(SU^*(6)\) \(Q_{ab}\), and \(q\) as an \(SU(2) \times SU^*(6)\) tensor \(Q^a_\alpha\), while \(P\) is

\[^3\]Whereas the Jordan product decomposes as

\[
Q^2 = q^2 + q q^\dagger - (q^\dagger q) I + \ell \times (Tr [q] - q) q
\]  \hspace{1cm} (66)
defined in terms of tensors transforming in the conjugate representations $P_{ab}$ and $P^{\alpha}_{\alpha}$. In this way one has

$$
\text{Tr} \left[ Q \mathcal{P} \right] = \frac{1}{2} Q_{ab} P_{ab} - \frac{1}{2} Q^a P^a \\
(Q \times Q)^{ab} = \frac{1}{8} \varepsilon^{abcdef} Q_{cd} Q_{ef} + \frac{1}{2} \varepsilon^{\alpha\beta} Q^a Q^b \\
(Q \times Q)^{a}_{a} = -\varepsilon^{\alpha\beta} Q_{ab} Q^b \\
\det[Q] = \frac{1}{48} \varepsilon^{abcdef} Q_{ab} Q_{cd} Q_{ef} + \frac{1}{4} \varepsilon^{\alpha\beta} Q_{ab} Q^a Q^b
$$

(72)

and similarly for $P_{ab}$ and $P^a_{\alpha}$.

**The central charges**

The 28 complex central charges $Z_{ij}(q, p)$ decompose accordingly into two real components

$$
Z_0 = \frac{1}{\sqrt{\det[\nu^\dagger \nu]}} \left( q_0 + \text{Tr} \left[ a Q \right] + \text{Tr} \left[ a \times a \mathcal{P} \right] - \det[a]p^0 \right) \\
Z^0 = \sqrt{\det[\nu^\dagger \nu]} p^0
$$

(73)

and two Jordan algebra elements

$$
Z_{27} = \rho(\varsigma) \frac{1}{\sqrt{\det[\nu^\dagger \nu]}} : v \left[ Q + 2a \times \mathcal{P} - a \times a p^0 \right] v^\dagger : \\
Z^{27} = \rho(\varsigma) \sqrt{\det[\nu^\dagger \nu]} : v^\dagger^{-1} \left[ \mathcal{P} - a p^0 \right] v^{-1} : \\
\text{Tr} Z_{27} = \frac{1}{\sqrt{\det[\nu^\dagger \nu]}} \text{Tr} \left[ (v^\dagger v) (Q + 2a \times \mathcal{P} - a \times a p^0) \right] \\
\text{Tr} Z^{27} = \frac{1}{\sqrt{\det[\nu^\dagger \nu]}} \text{Tr} \left[ (v^\dagger v) \times (v^\dagger v) (\mathcal{P} - a p^0) \right]
$$

(74)

where $v$ is formally defined as

$$
v = \begin{pmatrix}
e^{-\phi_1} & 0 & 0 \\
0 & e^{-\phi_2} & 0 \\
0 & 0 & e^{-\phi_3}
\end{pmatrix} \exp \begin{pmatrix}0 & -\xi & -\zeta^* \\
0 & 0 & -\eta \\
0 & 0 & 0
\end{pmatrix}
$$

(75)

with the product appearing in the exponential understood to be ordered such that each element acts on the charges in a first place, according to (52). As for $\mathcal{N} = 2$, it will be more convenient to define the central charges in a complex basis. These combinations will break the symmetry group to the one of the maximal $\mathcal{N} = 2$ truncation, i.e. to $SU(2) \times Z_2$ $Spin^*(12) \subset E_7(7)$ and $S(U(2) \times U(6)) \subset SU(8)$. $Z_0$ and $Z^0$ are only invariant with respect to the subgroup $Sp(4) \subset SU(8)$, and the traces of $Z_{27}$ and $Z^{27}$
are only invariant with respect to the subgroup $Sp(1) \times Sp(3) \subset S(U(2) \times U(6))$. But the ‘central charge’

$$Z(p, q) = \frac{1}{4}(Z_0 + i\text{Tr}Z_{27} - \text{Tr}Z_{27}^* + iZ^0)$$

$$= \frac{1}{\sqrt{2\det[t-i]}}(q_0 + \text{Tr}[iQ] + \text{Tr}[t \times t P] - \det[t]p^0)$$

(77)

is itself invariant with respect to $S(U(2) \times U(6))$. Of course, if one considers the maximal $\mathcal{N} = 2$ truncation of the theory by fixing all split octonions to be quaternions, then this ‘central charge’ defines the $\mathcal{N} = 2$ central charge. The unconventional factor of $\sqrt{2}$ is due to the fact that we will not consider integral electromagnetic charges, but rather charges valued in $\sqrt{2\mathbb{Z}}$, in order to simplify expressions. One can similarly recombine the other components of the central charges $Z_{ij}$ into the Jordan algebra element

$$\mathcal{D}Z(p, q) = -\frac{1}{2}(Z_{27}^* + iZ_{27}) + \frac{1}{4}(Z_0 + i\text{Tr}Z_{27} + \text{Tr}Z_{27}^* - iZ^0))\mathbb{1}$$

$$= \frac{\rho(s)}{4\sqrt{\det[v^tv]}} \left(q_0\mathbb{1} - 2i : vQU^t : +i\text{Tr}[v^tvQ]\mathbb{1} + \text{Tr}[aQ]\mathbb{1}\right)$$

$$-2\det[v^tv] : v^{t-1}Pv^{-1} : +\text{Tr}[(v^tv) \times (v^tv)P]\mathbb{1} + \text{Tr}[a \times a P]\mathbb{1}$$

$$-4i : v(a \times P)v^t : +2i\text{Tr}[(v^tv) \times a P]\mathbb{1}$$

$$-\left( i\det[v^tv] + \text{Tr}[(v^tv) \times (v^tv)a] + i\text{Tr}[v^tv(a \times a) + \det[a]]\mathbb{1}

-2\det[v^tv] : v^{t-1}av^{-1} : -2i : v(a \times a)v^t : \right)p^0 \right)$$

(78)

which reduces to the Kähler derivative of the central charge in tangent frame for quaternions. In general it includes 27 complex components, and decomposes into its quaternionic and its $\ell$ component which transform in the $\mathbf{15} \oplus \mathbf{2} \otimes \mathbf{6}$ of $S(U(2) \times U(6))$. In particular, its trace appears to be equal to

$$\text{Tr} \mathcal{D}Z(p, q) = -\sqrt{2\det[t-i]}\text{Tr} \left[ (t-i)\frac{\partial}{\partial t} \right] \frac{Z}{\sqrt{2\det[t-i]}}$$

(79)

It breaks $S(U(2) \times U(6))$ to its $Sp(1) \times Sp(3)$ subgroup, and it will appear explicitly in the definition of the ADM mass of the solutions we will describe in this paper.

### 2.3 Extraction of the solutions

A solution is generated from an Ansatz in the symmetric gauge. For a given nilpotent orbit one choses a specific representative $h$ of the semi-simple orbit which characterises
the nilpotent element $e$ through $[\mathbf{h}, e] = 2e$ (80)

For even orbits, this element also characterises the corresponding nilpotent subalgebra as the subalgebra of strictly positive grade, generated by the elements

$$[\mathbf{h}, e^{(p)}] = 2p e^{(p)}$$ (81)

where $0 < p \leq n$ for a finite $n$. We then decompose a general vector $L$ in this nilpotent subalgebra as

$$L = \sum_{p=1}^{n} L^{(p)}$$ (82)

such that

$$[\mathbf{h}, L] = 2 \sum_{p=1}^{n} p L^{(p)}$$ (83)

A solution is obtained from such vector $L$ defined as a function over the punctured $\mathbb{R}^3$, which punctures correspond to the black hole horizons. The functions defining $L$ satisfy a set of differential equations as explained in details in [34].

In order to render this section slightly more explicit, let us discuss the particular case of the non-BPS composite system in the $E_{6(6)}$ truncation. In that case, the relevant generator $\mathbf{h}$ (which can be expressed in a Cartan basis as $\{0, e_{-2}, e_0\}$ [49]) decomposes the $\mathfrak{sp}(8, \mathbb{R})$ algebra into

$$\mathfrak{sp}(8, \mathbb{R}) \cong 6^{(-2)} \oplus (2 \otimes 3)^{(-1)} \oplus (\mathfrak{gl}_1 \oplus \mathfrak{sl}_2 \oplus \mathfrak{sl}_3)^{(0)} \oplus (2 \otimes \overline{3})^{(1)} \oplus \overline{6}^{(2)}$$ (84)

where the nilpotent generators satisfy the algebra

$$[\mathbf{E}_a^\alpha, \mathbf{E}_b^\beta] = \varepsilon^{\alpha\beta}_{\ ab}$$ (85)

The $42$ representation of $Sp(8, \mathbb{R})$ decomposes accordingly into

$$42 \cong 2^{(-3)} \oplus \overline{3}^{(-2)} \oplus (2 \otimes \overline{6})^{(-1)} \oplus 8^{(0)} \oplus (2 \otimes 6)^{(1)} \oplus 3^{(2)} \oplus 2^{(3)}$$ (86)

where the nilpotent generators satisfy

$$[\mathbf{e}_a^{\alpha b}, \mathbf{e}_b^{\alpha c}] = \frac{1}{2} \varepsilon_{\alpha\beta\gamma} \varepsilon^{\alpha c e f} \mathbf{e}_{e f} , \quad [\mathbf{e}_{ab}^{\alpha}, \mathbf{e}_{c}^{\alpha d}] = \frac{1}{2} (\delta_{a}^{\alpha \delta_{b}^{d}} + \delta_{a}^{d \delta_{b}^{c}}) \mathbf{e}_{\alpha}$$ (87)
and the grade 2 generators $e^a$ commute with the others, but the generators $E_\alpha^a$. The complete $\mathfrak{e}_{6(6)}$ algebra decomposes as

$$\mathfrak{e}_{6(6)} \cong 2(-3) \oplus (3 \otimes 3)^{(-2)} \oplus (2 \otimes \overline{3} \otimes \overline{3})^{(-1)} \oplus (\mathfrak{g}l_1 \oplus \mathfrak{sl}_2 \oplus \mathfrak{sl}_3 \oplus \mathfrak{sl}_3) \oplus (2 \otimes 3 \otimes 3)^{(0)} \oplus (\overline{3} \otimes \overline{3})^{(2)} \oplus 2^{(3)}$$  

(88)

and the fundamental representation as

$$27 \cong (\overline{3} \otimes 1)^{(-2)} \oplus (2 \otimes 1 \otimes 3)^{(-1)} \oplus (3 \otimes \overline{3})^{(0)} \oplus (2 \otimes \overline{3} \otimes 1)^{(1)} \oplus (1 \otimes 3)^{(2)}$$  

(89)

It follows from the grading that the generators $e^{ab}_{\alpha}$ are nilpotent of order 5 (i.e. $(X^a_{\alpha}e^{ab}_{\alpha})^5 = 0 \forall X^a_{\alpha}$), the generators $e^a$ nilpotent of order 3, and the generators $e_\alpha$ nilpotent of order 2. Therefore $L^5 = 0$.

It will turn out to be useful to break the $SL(2)$ symmetry rather drastically by taking an Ansatz of the form (breaking also the apparent $SL(3)$ to $SO(3)$)

$$L = (\delta_{ab} + L_{ab})e^a_1 + K_{ab}e^b_2 + Y_a e^a$$

$$+ \left( M - \frac{1}{6} \delta_{ab} K_{ab} + \frac{1}{6} \varepsilon^{ace} \varepsilon^{bdf} (\delta_{ab} L_{cd} K_{ef} - L_{ab} L_{cd} K_{ef}) \right) e_1$$

$$- \frac{1}{2} \left( 1 + V - \frac{1}{6} \varepsilon^{ace} \varepsilon^{bdf} (2 \delta_{ab} K_{cd} K_{ef} - L_{ab} K_{cd} K_{ef}) \right) e_2$$  

(90)

The algebra is such that the system of equations can be written for $L$ as

$$d \star dL = -\frac{2}{3}[dL, [L, \star dL]]$$  

(91)

and some algebra permits to obtain that $L_{ab}, K_{ab}$ and $Y_a$ are all harmonic functions, whereas $V$ and $M$ satisfy

$$d \star dV = -\varepsilon^{ace} \varepsilon^{bdf} L_{ab} dK_{cd} \star dK_{ef}, \quad d \star dM = \varepsilon^{ace} \varepsilon^{bdf} L_{ab} dL_{cd} \star dK_{ef}$$  

(92)

The Ansatz for the solution is then defined for the $E_{6(6)}/Sp_c(8, \mathbb{R})$ representative as

$$\mathcal{V} \eta \mathcal{V}^* \eta = \left( \begin{array}{ccc}
\times & e^{-2U} M^{AB} \sigma + \frac{1}{2} e^{-2U} M^{CB} \zeta^{ADE} \zeta_{CDE} & \times \\
\times & e^{-2U} M^{AB} & \times \\
\times & e^{-2U} M^{AD} \zeta_{DBC} & \times 
\end{array} \right)$$

$$= \exp(-2L) = 1 - 2L + 2L^2 - \frac{4}{3} L^3 + \frac{2}{3} L^4$$  

(93)
where \( M^{A\!B} = (v^tv)^{A\!B} \). We first focus on the matrix element \( e^{-2U}M^{A\!B} \). Computing the determinant of this matrix gives the scaling factor

\[
e^{-12U} = \det[e^{-2U}M] \tag{94}
\]

One computes in a specific frame that it is given by the cube of

\[
e^{-12U} = V \frac{1}{6} \varepsilon^{ace} \varepsilon^{bdf} L_{ab} L_{cd} L_{ef} - \frac{1}{2} \varepsilon^{ace} \varepsilon^{bdf} L_{ab} L_{cd} Y_e Y_f \tag{95}
\]

for the non-BPS solution. It is then straightforward to write an algorithm which extracts from \( M^{A\!B} \) the fields defined in (17). We obtain in this way their expression in the case of the non-BPS solution

\[
t_{ab} = K_{ab} + \frac{(- M + i e^{-2U}) L_{ab}}{6 e^{gce} \varepsilon^{bdf} L_{gh} L_{cd} L_{ef}} + \ell \varepsilon_{abc} \frac{1}{6} \varepsilon^{ceg} \varepsilon^{dfh} L_{ef} L_{gh} Y_d \tag{96}
\]

where the notation is justified by the property that the real part of \( t \) is a symmetric matrix, whereas its imaginary part is antisymmetric. The two scalars \( \varsigma_{\pm} \) are simply zero everywhere. Note that the specific Ansatz (90) has been chosen in order to get such simple expressions. In general it is necessary to implement non-linear reparametrizations preserving somehow the grading in order to get a solution which is manifestly symmetric with respect to the largest available symmetry group.

Once the components of \( v^t \) have been extracted, the matrix \( M \) is trivial to invert, and one can extract the electromagnetic scalars from \( e^{-2U}M^{A\!D} \xi_{DBC} \).

It remains then to extract the three-dimensional vector fields. This can be done straightforwardly by computing the Noether current

\[
dW \equiv \star VPV^{-1} = - \sum_{k=0}^{n-1} \frac{(-2)^k}{(k+1)!} \text{ad}_L^k \star dL , \tag{97}
\]

In the case of the composite non-BPS solutions

\[
\star dW = -dl + [L, dl] - \frac{2}{3} [L, [L, dl]]
= -d L_{ab} e_1^{ab} - dK_{ab}(e_2^{ab} + \delta^{ac} \delta^{bd} e_{cd} - \delta^{ab}(\delta^{cd} e_{cd} - \frac{1}{2} e_1)) - dY_a e^a
+ \frac{1}{2} \varepsilon^{ace} \varepsilon^{bdf} (L_{ab} dK_{cd} - K_{ab} dL_{cd}) (e_{ef} + \delta_{ef} e_1)
+ \frac{1}{2} \left( dV + \frac{1}{2} \varepsilon^{ace} \varepsilon^{bdf} (L_{ab} d(K_{cd} K_{ef}) - K_{ab} K_{cd} dL_{ef}) \right) e_2
- \left( dM - \frac{1}{2} \varepsilon^{ace} \varepsilon^{bdf} L_{ab} L_{cd} dK_{ef} \right) e_1 \tag{98}
\]
One obtains
\[ d\omega = \text{Tr } E \, dW = \star e^{-4U} \left( d\sigma - \frac{1}{2} \zeta^{ABC} d\zeta_{ABC} \right), \]  
which in this case gives
\[ \star d\omega = dM - \frac{1}{2} \varepsilon^{ace} \varepsilon^{bdf} L_{ab} L_{cd} dK_{ef} \]  
and
\[ dw_{ABC} = -\frac{1}{4} \text{Tr } E_{ABC} dW \]
\[ = e^{-2U} M^{-1}_{AB} M^{-1}_{BE} M^{-1}_{CF} \star d\zeta^{DEF} - e^{-4U} \star \left( d\sigma - \frac{1}{2} \zeta^{DEF} d\zeta_{DEF} \right) \zeta_{ABC} \]
\[ = e^{-2U} M^{-1}_{AB} M^{-1}_{BE} M^{-1}_{CF} \star d\zeta^{DEF} - \zeta_{ABC} d\omega, \]  
which gives
\[ \star dw_0 = dV + \frac{1}{2} \varepsilon^{ace} \varepsilon^{bdf} \left( L_{ab} d(K_{cd} K_{ef}) - K_{ab} K_{cd} dL_{ef} \right) \]
\[ \star dw^{ab} = \star d\omega \delta^{ab} + \varepsilon^{ace} \varepsilon^{bdf} \left( L_{ab} dK_{cd} - K_{ab} dL_{cd} \right) + \ell \varepsilon^{abc} dY_c \]
\[ \star dv_{ab} = dL_{ab} \]
\[ \star dv^0 = -\star d\omega \]  
(102)

In order to restore the manifest covariance, we moreover carry out gauge transformations linear in time in order to remove the \( \star d\omega \) components as well as the corresponding non-covariant constant terms in
\[ \zeta^0 = 1 - e^{4U} \frac{1}{6} \varepsilon^{ace} \varepsilon^{bdf} L_{ab} L_{cd} L_{ef} \]  
(103)
such that
\[ \zeta^0 (dt + \omega) + v^0 - dt = \left( 1 - e^{4U} \frac{1}{6} \varepsilon^{ace} \varepsilon^{bdf} L_{ab} L_{cd} L_{ef} \right) (dt + \omega) - (dt + \omega) \]
\[ = -e^{4U} \frac{1}{6} \varepsilon^{ace} \varepsilon^{bdf} L_{ab} L_{cd} L_{ef} (dt + \omega) \]  
and similarly for \( \zeta^{ab} (dt + \omega) + w^{ab} + d(\delta^{ab} t). \)

Once the fields of the truncated theory have all been extracted, one can simply re-organise them in the Jordan algebra scalar field \( \ell \) and equivalently for the vector fields.

It appears that all the nilpotent orbits of \( \mathfrak{e}_{6(6)} \) admit at least two grade zero components associated to the two extra generators of the Cartan subalgebra of \( \mathfrak{e}_{6(6)} \) with respect to
the Cartan subalgebra of \( \mathfrak{sp}(8, \mathbb{R}) \). This suggests that one could choose the coordinates such that the two scalars \( \varsigma_\pm = 0 \) in the Ansatz. Equivalently for \( \mathcal{N} = 8 \) supergravity, the maximal nilpotent orbit of \( E_8(8) \) that admits a non-trivial intersection with the coset component has a grade zero component which is defined by the non-compact generators of the algebra \( \mathfrak{so}(4,4) \subset \mathfrak{e}_8(8) \). If the two scalars \( \varsigma_\pm = 0 \) in the truncation, it seems reasonable to believe that the 16 scalars \( \varsigma^I \) that parametrize the quaternionic space \( SO(4,4)/(SO(4) \times SO(4)) \) can also all be set to zero. However, the situation is not always so simple, and preliminary computations show that the scalar fields \( \varsigma_\pm \) get non-trivial values in the maximal solvable systems. It seems nevertheless that the scalar fields parametrizing the submanifold \( G_2(2)/SO(4) \) are still constant, such that one could obtain the \( \mathcal{N} = 8 \) scalar fields in \( SO(4,4)/(SO(4) \times SO(4)) \) by promoting the two non-trivial scalars \( e^{\ell \varsigma_\pm} \) to uni-modular split octonions. Anyway, the systems we will study in this paper have more symmetries, and in these cases, the two scalars \( \varsigma_\pm \) are indeed null. Moreover, one can then check that the scalar fields \( \varsigma^I \) are not sourced by the other fields, through a cancellation of the contributions of the other scalar fields and the electromagnetic fields. We will call the scalar fields that are constant in the solutions the ‘flat directions’, referring to the property that they decouple completely from the equations and are simply set to constant. Note however that they do not define the common stabiliser subgroup of all the electromagnetic charges of the black hole constituents.

In all the systems there is a linearly realised \( [SU(2)]^4 \) symmetry. This symmetry permits to determine the ordering ambiguities appearing in the generalisation of an expression written in terms of real functions to the expression written in terms of quaternions. Each quaternion transforms with respect to one specific \( SU(2) \) on its left, and one specific \( SU(2) \) on its right. The only problem that can appear is when quantities like

\[
x y^* - y x^* 
\]

appear explicitly in the solution (where \( x \) and \( y \) transforms identically with respect to \( [SU(2)]^4 \)), since such expression vanishes identically for reals. In fact, one might have to deal with such ambiguities for the most general systems, and it may then become necessary to compute the solutions within the \( E_{7(7)}/SU_c(4,4) \) non-linear sigma model. However, we will mainly focus in this paper on solutions admitting a much larger linearly realised symmetry \( SU(2) \times SL(3, \mathbb{H}) \), such that quaternions all combine into 3 by 3 Hermitian matrices, or 3-vectors over the quaternions. In this case, we will see that there is no such ambiguity problem.
3 Composite non-BPS system

The nilpotent orbit in which is parametrized the composite non-BPS solution of the STU model [34] can be embedded in a larger $\mathfrak{e}_8(8)$ nilpotent orbit. The nilpotent algebra admits as an automorphism $SL(2) \times SU(2) \times SL(3, \mathbb{H})$. The parametrization of the solution breaks $SL(2)$, which is related to Ehlers symmetry. But the automorphism symmetry of the Jordan algebra is preserved because the solution can be explicitly written in terms of scalars, Jordan algebra elements, and 3 vectors over the quaternions. The nilpotent algebra itself is entirely determined by the $\mathfrak{gl}_1$ weights and the Jordan algebra cross product, such that the satisfaction of the equations of motion in the $E_{6(6)}$ truncated theory ensures that they are satisfied in $\mathcal{N} = 8$ supergravity. The structure is as such extremely constrained, and one can check at each step that the $SL(3, \mathbb{R})$ invariant terms generalise in a unique way to the $SL(3, \mathbb{H})$ invariant expressions.

3.1 The solution Ansatz

The solution is defined in terms of harmonic functions organised in two 3 by 3 Hermitian matrices over the quaternions, $K$ and $L$, and a 3 vector over the quaternions $Y$. There are moreover two sourced scalar functions $V$ and $M$ which solve the equations

\[
\begin{align*}
d \star (dV + \text{Tr} \ L d(K \times K) - \text{Tr} \ K \times K dL) &= 0 \\
d \star (dM - \text{Tr} \ L \times L dK) &= 0
\end{align*}
\]  

The system is invariant with respect to the $SL(3, \mathbb{H})$ symmetry group of the cross product.

The four-dimensional metric is determined by its scaling factor

\[
e^{-4U} = V \det [L] - (Y^\dagger L \times L Y) - M^2
\]  

and the Kaluza–Klein vector

\[
\star d\omega = dM - \text{Tr} \ L \times L dK
\]  

The scaling factor can be seen to be invariant with respect to $SL(4, \mathbb{H})$, by rewriting its two first terms as the determinant of a 4 by 4 Hermitian matrix over the quaternions. This is a consequence of the property that the system reduces for $K = 0$ to the system describing single centre non-BPS black holes which is invariant with respect to this symmetry.
For the sake of clarity, let us recall the form of these equations in terms of $SU(2) \times SU^*(6)$ tensors, as discussed in equations (72),

$$d \star \left( dV + \frac{1}{16} \varepsilon^{abcdef} (L_{ab}d(K_{cd}K_{ef}) - K_{cd}K_{ef}dL_{ab}) \right) = 0$$

$$d \star \left( dM - \frac{1}{16} \varepsilon^{abcdef} L_{ab}L_{cd}dK_{ef} \right) = 0$$ (109)

and

$$e^{-4U} = V \frac{1}{48} \varepsilon^{abcd} L_{ab}L_{cd}L_{ef} - \frac{1}{16} \varepsilon_{\alpha\beta} \varepsilon^{abcd} Y^\alpha_a L_{bc}L_{de}Y^\beta_f - M^2$$

$$\star d\omega = dM - \frac{1}{16} \varepsilon^{abcdef} L_{ab}L_{cd}dK_{ef}$$ (110)

Nevertheless, we shall only use the Jordan algebra notations in the following.

The expression of the scalar $t$ is

$$t = \mathcal{K} + \frac{\mathcal{L}}{\det[\mathcal{L}]} (-M + ie^{-2U}) + \ell \times \frac{\mathcal{L} \times \mathcal{L}}{\det[\mathcal{L}]} Y$$ (111)

and the 16 scalars $\varsigma^I$ are constant. Here one sees that setting $Y$ to zero, the scalar fields are Hermitian matrices over the quaternions and the solution sits in the $\mathcal{N} = 2$ truncation of $\mathcal{N} = 8$ supergravity. The product with $Y$ is defined as for an ordinary 3 by 3 matrix

$$\frac{\mathcal{L} \times \mathcal{L}}{\det[\mathcal{L}]} = \mathcal{L}^{-1}$$ (112)

The three dimensional vector components of the vector fields are

$$\star dw_0 = dV - \text{Tr} \mathcal{L} d(\mathcal{K} \times \mathcal{K}) + \text{Tr} \mathcal{K} \times \mathcal{K} d\mathcal{L}$$

$$\star dw = 2\mathcal{L} \times d\mathcal{K} - 2\mathcal{K} \times d\mathcal{L} + \ell \times dY$$

$$\star dv = d\mathcal{L}$$

$$\star dv^0 = 0$$ (113)

and they combine with the scalar components to give the 28 vectors

$$A^0 = -e^{4U} \det[\mathcal{L}](dt + \omega) + v^0$$

$$\mathcal{A} = -e^{4U} \left( \det[\mathcal{L}] \mathcal{K} - M\mathcal{L} + \ell \times (\mathcal{L} \times \mathcal{L})Y \right) (dt + \omega) + v$$ (114)

and their 28 duals

$$\tilde{A}_0 = e^{4U} \left( MV + M\text{Tr} \left[ (\mathcal{K} \times \mathcal{K}) \mathcal{L} \right] - V\text{Tr} \left[ (\mathcal{L} \times \mathcal{L}) \mathcal{K} \right] - \det[\mathcal{L} \det[\mathcal{K}] \right] + 2(Y^\dagger (\mathcal{K} \times \mathcal{L})Y) \right) (dt + \omega) + w_0$$ (115)

$$\tilde{\mathcal{A}} = e^{4U} \left( V\mathcal{L} \times \mathcal{L} - 2MK \mathcal{K} \times \mathcal{L} + \det[\mathcal{L}] \mathcal{K} \times \mathcal{K} - 2\mathcal{L} \times YY^\dagger + \ell \times (-\mathcal{K}(\mathcal{L} \mathcal{L}) + M)Y \right) (dt + \omega) + w$$

28
They can be rewritten conveniently in terms of the scalar fields and $M$ as

$$A^0 = -4 \frac{e^U}{\sqrt{2i \det[t - \bar{t}]}} (dt + \omega)$$

$$\mathcal{A} = -2 \frac{e^U}{\sqrt{2i \det[t - \bar{t}]}} (t + \bar{t})(dt + \omega) + v$$

$$\tilde{A} = 4 \frac{e^U}{\sqrt{2i \det[t - \bar{t}]}} (t \times \bar{t})(dt + \omega) + w$$

$$\tilde{A}_0 = \left( \frac{e^U}{\sqrt{2i \det[t - \bar{t}]}} \left( \det[t] + \det[\bar{t}] - \text{Tr} [t \times \bar{t}] - \text{Tr} [\bar{t} \times t] \right) - \frac{e^{3U}}{2} \frac{1}{\sqrt{2i \det[t - \bar{t}]}} M \right) (dt + \omega) + w_0$$

3.2 Solving the differential equations

Let us now solve this system. We define the harmonic functions

$$\mathcal{L} = \ell + \sum_A \frac{p_A}{|x - x_A|}, \quad \mathcal{K} = k + \sum_A \frac{\gamma A p_A}{|x - x_A|}, \quad Y = y + \sum_A \frac{q_A}{|x - x_A|}$$

Note that we already fixed each pole of $\mathcal{K}$ to be proportional to the corresponding pole of $\mathcal{L}$, because this is required for the Noether charge associated to each centre to be nilpotent of order 3, such that it can correspond to a regular black hole solution [34]. Although, the solutions for $V$ and $M$ can be found in principle, they do not admit closed form expressions in general. Therefore we will first compute these functions locally near each pole $x_A$, and in the asymptotic region. We will discuss the global solution when we will compute the angular momentum.

Near the pole $x_A$, $\mathcal{L}$ admits the expansion

$$\mathcal{L} = \frac{p_A}{|x - x_A|} + \left( \ell + \sum_{B \neq A} \frac{p_B}{|x_B - x_A|} \right) + \left( \sum_{B \neq A} \frac{p_B}{|x_B - x_A|^3 (x_B - x_A)_i} \right) (x - x_A)^i$$

$$+ \frac{1}{2} \left( \sum_{B \neq A} \frac{p_B}{|x_B - x_A|^5} \left( 3(x_B - x_A)_i (x_B - x_A)_j - \delta_{ij} |x_B - x_A|^2 \right) \right) (x - x_A)^i (x - x_A)^j$$

$$+ \mathcal{O}((x - x_A)^3)$$

where all higher order corrections are symmetric traceless polynomials in $x - x_A$. $\mathcal{K}$
admits the similar expansion

\[ K = \gamma_A \frac{p_A}{|x - x_A|} + \left( k + \sum_{B \neq A} \gamma_B \frac{p_B}{|x_B - x_A|} \right) + \left( \sum_{B \neq A} \gamma_B \frac{p_B}{|x_B - x_A|^3} (x_B - x_A)_i (x - x_A)^i \right) + \frac{1}{2} \left( \sum_{B \neq A} \gamma_B \frac{p_B}{|x_B - x_A|^5} \left( 3 (x_B - x_A)_i (x_B - x_A)_j - \delta_{ij} |x_B - x_A|^2 \right) (x - x_A)^i (x - x_A)^j \right) + \mathcal{O}((x - x_A)^2) \]  

(119)

Using this expression, we find the particular solution for \( M \) near \( x_A \)

\[ M^{(1)} = \gamma_A \frac{\text{det}[p_A]}{|x - x_A|^3} + \gamma_A \text{Tr} \left[ p_A \times p_A \left( \ell + \sum_{B \neq A} \frac{p_B}{|x_B - x_A|} \right) \right] \frac{1}{|x - x_A|^2} \]

\[ + \left( \sum_{B \neq A} \gamma_B \text{Tr} \left[ p_A \times p_A p_B \right] \frac{|x_B - x_A|}{|x_B - x_A|^3} \right) \frac{(x - x_A)^i}{|x - x_A|^2} + \mathcal{O}(1) \]  

(120)

to which we can add a homogenous solution

\[ M^{(0)} = m + \sum_A \frac{\tilde{p}^0_A}{|x - x_A|} - \sum_A \frac{J^i_A (x - x_A)_i}{|x - x_A|^3} \]  

(121)

No higher order poles are allowed because they would necessarily produce singularities in the metric. The absence of Dirac–Misner string singularities requires to constraint the simple poles of \( M^{(0)} \) such that

\[ \tilde{p}^0_A = \gamma_A \text{Tr} \left[ p_A \left( \ell + \sum_{B \neq A} \frac{p_B}{|x_B - x_A|} \right) \right] \times \left( \ell + \sum_{C \neq A} \frac{p_C}{|x_C - x_A|} \right) \]  

(122)

and

\[ \omega = \varepsilon_{ijk} \frac{J^j_A (x - x_A)^i dx^k}{|x - x_A|^3} + \mathcal{O}(x - x_A) \]  

(123)

One finds therefore the expansion of \( M \) near \( x_A \)

\[ M = \gamma_A \frac{\text{det}[p_A]}{|x - x_A|^3} + \gamma_A \text{Tr} \left[ p_A \times p_A \left( \ell + \sum_{B \neq A} \frac{p_B}{|x_B - x_A|} \right) \right] \frac{1}{|x - x_A|^2} \]

\[ - \frac{J^j_A (x - x_A)_i}{|x - x_A|^3} + \gamma_A \text{Tr} \left[ p_A \left( \ell + \sum_{B \neq A} \frac{p_B}{|x_B - x_A|} \right) \right] \times \left( \ell + \sum_{C \neq A} \frac{p_C}{|x_C - x_A|} \right) \frac{1}{|x - x_A|} \]

\[ + \left( \sum_{B \neq A} \gamma_B \text{Tr} \left[ p_A \times p_A p_B \right] \frac{|x_B - x_A|}{|x_B - x_A|^3} \right) \frac{(x - x_A)^i}{|x - x_A|^2} + \mathcal{O}(1) \]  

(124)
We will solve similarly \( V \) by rewriting its equation

\[
d \ast d (V - \text{Tr} \mathcal{L} \mathcal{K} \times \mathcal{K}) = -2d \text{Tr} \mathcal{K} \times \mathcal{K} \ast d \mathcal{L}
\]  

(125)

We find in the neighbourhood of \( x_A \) the particular solution

\[
(V - \text{Tr} \mathcal{L} \mathcal{K} \times \mathcal{K})^{(1)} = -2 \left( \gamma^2 \frac{\det[p_A]}{|x - x_A|^3} + \gamma \text{Tr} \left[ p_A \times p_A \left( \hat{k} + \sum_{B \neq A} \frac{p_B}{|x_B - x_A|} \right) \right] \right) \frac{1}{|x - x_A|^2}
\]

\[
\quad + \gamma^2 \left( \sum_{B \neq A} \text{Tr} \left[ p_A \times p_A p_B \right] \frac{(x_B - x_A)_i}{|x_B - x_A|^3} \right) \frac{(x - x_A)^i}{|x - x_A|^2} + \mathcal{O}(1)
\]

(126)

to which we can add the homogenous solution

\[
(V - \text{Tr} \mathcal{L} \mathcal{K} \times \mathcal{K})^{(0)} = h + \sum_A \frac{\bar{q}_{0A}}{|x - x_A|} - \sum_A \frac{\beta^3_A (x - x_A)_i}{|x - x_A|^3}
\]

(127)

The definition of the associated charge \( q_{0A} \) through the explicit form of the vector \( w_0 \) requires that

\[
\bar{q}_{0A} = q_{0A} - 2\text{Tr} \left[ p_A \left( \hat{k} + \sum_{B \neq A} \frac{p_B}{|x_B - x_A|} \right) \times \left( \hat{k} + \sum_{C \neq A} \frac{p_C}{|x_C - x_A|} \right) \right]
\]

(128)

such that

\[
dw_0 = \ast d \frac{q_{0A}}{|x - x_A|} + d \left( \varepsilon_{ijk} \frac{\beta^3_A (x - x_A)^j dx^k}{|x - x_A|^3} \right) + \mathcal{O}(x - x_A)
\]

(129)

The expansion of \( V \) near \( x_A \) gives finally

\[
V = \gamma^2 \frac{\det[p_A]}{|x - x_A|^3} + \gamma^2 \text{Tr} \left[ p_A \times p_A \left( \hat{I} + \sum_{B \neq A} \frac{p_B}{|x_B - x_A|} \right) \right] \frac{1}{|x - x_A|^2}
\]

\[
\quad + \gamma^2 \left( \sum_{B \neq A} \text{Tr} \left[ p_A \times p_A p_B \right] \frac{(x_B - x_A)_i}{|x_B - x_A|^3} \right) \frac{(x - x_A)^i}{|x - x_A|^2} + \mathcal{O}(1)
\]

(130)
3.3 Near horizon geometry

Let us now study the form of the scaling factor $e^{-4U}$ near $x_A$. We get

$$V \det[\mathcal{L}] - M^2 = \frac{\det[p_A]}{|x - x_A|^4} (\beta_A + 2\gamma_A J_A)^i (x - x_A)_i + O(|x - x_A|^{-4}) \quad (131)$$

Therefore regularity requires

$$\beta^i_A = -2\gamma_A J^i_A \quad (132)$$

Using this equation one then gets

$$V \det[\mathcal{L}] - M^2 = -\frac{\det[p_A]}{|x - x_A|^4} (-q_0 A)$$

$$+ \text{Tr} \left[ p_A \left( \gamma_A l - k + \sum_{B \neq A} (\gamma_A - \gamma_B) \frac{p_B}{|x_A - x_B|} \right) \times \left( \gamma_A l - k + \sum_{C \neq A} (\gamma_A - \gamma_C) \frac{p_C}{|x_A - x_C|} \right) \right]$$

$$- \frac{(J_A^i (x - x_A)_i)^2}{|x - x_A|^6} + O(|x - x_A|^{-3}) \quad (133)$$

To interpret this limit we must compute the charges $q_A$ associated to the vector field $w$. Near $x_A$ one computes that

$$\mathcal{L} \times d\mathcal{K} - \mathcal{K} \times d\mathcal{L} = \left( \gamma_A l - k + \sum_{B \neq A} (\gamma_A - \gamma_B) \frac{p_B}{|x_A - x_B|} \right) \times d \frac{p_A}{|x - x_A|} + O(1) \quad (134)$$

and therefore

$$q_A = 2p_A \times \left( \gamma_A l - k + \sum_{B \neq A} (\gamma_A - \gamma_B) \frac{p_B}{|x_A - x_B|} \right) \quad (135)$$

We then use the Jordan algebra identity [46]

$$\det[p_A]q_A = 4p_A \times (q_A \times (p_A \times p_A)) - p_A \times p_A \text{Tr} [p_A q_A] \quad (136)$$

to show that

$$V \det[\mathcal{L}] - M^2 = -\frac{-q_0 A \det[p_A]}{|x - x_A|^4} + \text{Tr} \left[ (q_A \times q_A)(p_A \times p_A) \right] - \frac{1}{2} \left( \text{Tr} [p_A q_A] \right)^2$$

$$- \frac{(J_A^i (x - x_A)_i)^2}{|x - x_A|^6} + O(|x - x_A|^{-3}) \quad (137)$$
We recognise the first term as a component of the quartic invariant. Using coordinates such that \( J^i_A \partial_i = J_A \partial_z \) we can rewrite the scaling factor as

\[
e^{-4U} = -q_0 A \det[p_A] + \text{Tr} \left[ (q_A \times q_A) (p_A \times p_A) \right] + (q_A^\dagger (p_A \times p_A) q_A) - \frac{1}{4} \left( \text{Tr} [p_A q_A] \right)^2 \frac{1}{|x - x_A|^4} \]

\[
- \frac{(J_A^i (x - x_A)_i)^2}{|x - x_A|^6} + O(|x - x_A|^{-3})
\]

\[
= -\frac{I_4[q_A, p_A] + J_A^2 \cos^2(\theta_A)}{|x - x_A|^4} + O(|x - x_A|^{-3})
\] (138)

as expected for a non-BPS extremal black hole [40, 50, 51]. The horizon is therefore squashed, and the scalar fields do not take constant values, but rather

\[
t_A = -\frac{\partial I_4}{\partial q_A} + \ell + \frac{\partial I_4}{\partial q_A} + p_A \left( J_A \cos(\theta_A) + i \sqrt{-I_4 - J_A^2 \cos^2(\theta_A)} \right)
\]

\[
= -\frac{\partial I_4}{\partial q_A} + p_A \left( J_A \cos(\theta_A) + i \sqrt{-I_4 - J_A^2 \cos^2(\theta_A)} \right)
\] (139)

This corroborates the analysis in [32]. We will see in the next section that the scalar fields satisfy a generalised attractor equation which is the \( U(1) \) Ehlers transform of the standard one, for which the angle depends on the angular momentum \( J_A \) and the coordinate \( \theta_A \).

### 3.4 The asymptotic region

Let us now consider the solution in the asymptotic region. In that case one has

\[
\mathcal{L} = \ell + \sum_A p_A \frac{x^i}{|x|} + \frac{\sum_A p_A x^i x_i}{|x|^3} + O(|x|^{-3}), \quad \mathcal{K} = \ell + \sum_A \gamma_A p_A \frac{x^i}{|x|} + \frac{\sum_A \gamma_A p_A x^i x_i}{|x|^3} + O(|x|^{-3})
\] (140)

The boundary conditions for the functions \( V \) and \( M \) were fixed at the poles, and without solving the equation completely one only fixes these functions up to arbitrary harmonic functions. Nevertheless, the conservation of charges determines the first pole to be the sum of the poles associated to each black holes and we can determine that

\[
M = m + \frac{\text{Tr} \left[ \ell \times \ell \sum_A \gamma_A p_A \right]}{|x|} + O(|x|^{-2})
\]

\[
V = h + \sum_A q_0 A + \frac{\text{Tr} \left[ 2\ell \times \gamma_A p_A - \kappa \times \gamma_A p_A \right]}{|x|} + O(|x|^{-2})
\] (141)

One can check that this is indeed the case for the global solution we will discuss latter.
The ADM mass

Using these formulas one obtains that

\[
e^{-4U} = h \det[\ell] - (y^\dagger (\ell \times \ell) y) - m^2 + \left( h \text{Tr} \left[ \ell \times \ell \sum_A p_A \right] \right) \\
+ \det[\ell] \left( \sum_A q_{0A} + \text{Tr} \left[ 2\ell \times \kappa \sum_A \gamma_A p_A - \kappa \times \kappa \sum_A p_A \right] \right) \\
- \left( y^\dagger (\ell \times \ell) \sum_A q_A \right) - \left( \left( \sum_A q_{A} \right)^\dagger (\ell \times \ell) y \right) - 2 \left( y^\dagger (\ell \times \sum_A p_A) y \right) \\
- 2m \text{Tr} \left[ \ell \times \ell \sum_A \gamma_{A} p_A \right] \right) \frac{1}{|x|} + \mathcal{O}(|x|^{-2})
\] (142)

The conventional boundary condition on the scaling factor of the metric determines

\[
h = \frac{1 + \left( y^\dagger (\ell \times \ell) y \right) + m^2}{\det[\ell]}
\] (143)

To interpret this formula more precisely we will also need the asymptotic moduli

\[
\ell_0 = \kappa + \frac{\ell}{\det[\ell]} (-m + i) + \ell \times \frac{\ell \times \ell}{\det[\ell]} y
\] (144)

and the total electromagnetic charges

\[
q_0 = \sum_A q_{0A} \quad p = \sum_A p_A \quad q = \sum_A q_A \\
q = \sum_A q_A = 2 \sum_A (\gamma_A \ell - \kappa) \times p_A
\] (145)

Let us first combine the terms

\[
\frac{m^2}{\det[\ell]} \text{Tr} \left[ \ell \times \ell \sum_A p_A \right] + \det[\ell] \left( \sum_A q_{0A} + \text{Tr} \left[ 2\ell \times \kappa \sum_A \gamma_A p_A - \kappa \times \kappa \sum_A p_A \right] \right) \\
- 2m \text{Tr} \left[ \ell \times \ell \sum_A \gamma_{A} p_A \right]
\]

\[
= \det[\ell] \text{Tr} \left[ \left( \kappa - \frac{\ell}{\det[\ell]} m \right) \times \left( \kappa - \frac{\ell}{\det[\ell]} m \right) \sum_A p_A \right] \\
+ 2 \left( \kappa - \frac{\ell}{\det[\ell]} m \right) \left( \ell \times \sum_A \gamma_{A} p_A - \kappa \times \sum_A p_A \right)
\]

\[
= \det[\ell] \text{Tr} \left[ \left( \kappa - \frac{\ell}{\det[\ell]} m \right) \times \left( \kappa - \frac{\ell}{\det[\ell]} m \right) p + \left( \kappa - \frac{\ell}{\det[\ell]} m \right) q \right]
\] (146)
We can now have a look at the terms in $y$

$$\frac{(y^\dagger(\ell \times \ell)y)}{\det[\ell]} \text{Tr} [\ell \times \ell p] - (y^\dagger(\ell \times \ell)q) - (q^\dagger(\ell \times \ell)y) - 2(y^\dagger(\ell \times p)y) \quad (147)$$

For the Jordan algebra associated to the associative composition algebras, we have the matrix product identity

$$p(\ell \times \ell) + 2\ell(\ell \times p) = \text{Tr} [\ell \times \ell p] \quad (148)$$

which is generally valid for any exceptional Jordan algebra for the commutative Jordan product. One can then simplify (147) as

$$\det[\ell] \left( \left( \frac{\ell \times \ell}{\det[\ell]} y \right)^\dagger \left( \frac{\ell \times \ell}{\det[\ell]} y \right)^\dagger - \left( \frac{\ell \times \ell}{\det[\ell]} q \right)^\dagger - \left( \frac{\ell \times \ell}{\det[\ell]} y \right) \right) \quad (149)$$

Using the octonionic expression for the asymptotic moduli and the electric charges

$$a_0 = \hat{k} - \frac{\ell}{\det[\ell]} m + \ell \times \frac{\ell}{\det[\ell]} y \quad Q = q + \ell \times q \quad (150)$$

we can combine these expressions in

$$\text{Tr} \left[ \left( \hat{k} - \frac{\ell}{\det[\ell]} m \right) \times \left( \hat{k} - \frac{\ell}{\det[\ell]} m \right) \right] + \left( \left( \frac{\ell \times \ell}{\det[\ell]} y \right)^\dagger \left( \frac{\ell \times \ell}{\det[\ell]} p \right) \right) = \text{Tr} [a_0 \times a_0 p] \quad (151)$$

and

$$\text{Tr} \left[ \left( \hat{k} - \frac{\ell}{\det[\ell]} m \right) q - \left( \frac{\ell \times \ell}{\det[\ell]} y \right)^\dagger q - \left( \frac{\ell \times \ell}{\det[\ell]} y \right) \right] = \text{Tr} [a_0 Q] \quad (152)$$

This way we can rewrite the scaling factor as

$$e^{-4U} = 1 + \det[\ell] \left( q_0 + \text{Tr} [a_0 Q] + \text{Tr} \left[ \left( \frac{\ell}{\det[\ell]} \times \frac{\ell}{\det[\ell]} + a_0 \times a_0 \right) p \right] \right) \frac{1}{|x|} + O(|x|^{-2}) \quad (153)$$

We conclude that the ADM mass is determined in terms of the asymptotic moduli and the total electromagnetic charges as

$$M_{\text{ADM}} = \frac{\det[\ell]}{4} (q_0 + \text{Tr} [a_0 Q] + \text{Tr} \left[ \left( \frac{\ell}{\det[\ell]} \times \frac{\ell}{\det[\ell]} + a_0 \times a_0 \right) p \right]) \quad (154)$$

This can be written in terms of the $t_0$ themselves as

$$M_{\text{ADM}} = \frac{1}{\sqrt{2i \det[t_0 - t_0]}} \left( q_0 + \frac{1}{2} \text{Tr} \left[ (t_0 + \bar{t}_0) Q \right] + \text{Tr} \left[ t_0 \times \bar{t}_0 p \right] \right) \quad (155)$$

Although this solution does not sit within an $\mathcal{N} = 2$ truncation, it is characterised in this duality frame by the ‘central charge’ (77) such that

$$M_{\text{ADM}} = \frac{1}{2} \left( -Z(q, p) + \text{Tr} [\mathcal{D}Z(p, q)] \right) \quad (156)$$
The angular momentum

This perturbative expansion does not permit to compute the angular momentum. In order to obtain the global solutions, one needs to solve several Laplace equations with sources. The ones involving only two centres were already solved in [14], and we will refer to this paper for further details. However, the equation involving three centres

\[ \Delta F_{A,BC} = \frac{1}{|x - x_A|} \Delta \left( \frac{1}{|x - x_B||x - x_C|} \right) \]  

was only solved in the axisymmetric case for which \( x_A, x_B, x_C \) were assumed to be aligned. In this case

\[ F_{A,BC}^{\text{Axysm}} = \frac{1}{(x_B - x_A)(x_C - x_A)} \left( \frac{|x - x_A|}{|x - x_B||x - x_C|} - \frac{|x_B - x_A|}{|x_B - x_C||x - x_B|} - \frac{|x_C - x_A|}{|x_C - x_B||x - x_C|} \right) \]

We will not be able to solve this Laplace equation in general, but one can define

\[ F_{A,BC} = -\int \frac{d^3 y}{2\pi |y - x||y - x_A|^3|y - x_B|^3|y - x_C|^3} (y - x_B) \cdot (y - x_C) \]

which is the unique solution to the Laplace equation that admits no poles and is regular in the asymptotic region. We study this function in the Appendix A, where we prove that the integral converges, and we calculate its Taylor expansion in the asymptotic region.

The exact solution for the function \( M \) is then

\[
M = m + \sum_A \gamma_A \left( \frac{\det[p_A]}{|x - x_A|^3} + \frac{\Tr \ell \ p_A \times p_A}{|x - x_A|^2} + \frac{\Tr p_A \ell \times \ell}{|x - x_A|} \right) - \sum_A J_{A\iota} (x - x_A)^\iota \\
+ \sum_{A \neq B} \gamma_A \Tr \ell \ p_A \times p_B \left( \frac{1}{|x - x_A||x - x_B|} + \frac{1}{|x_A - x_B||x - x_A|} - \frac{1}{|x_A - x_B||x - x_B|} \right) \\
+ \frac{1}{2} \sum_{A \neq B} \Tr p_B p_A \times p_A \left( \frac{\gamma_A + \gamma_B}{|x - x_A|^2|x - x_B|} + \frac{\gamma_A - \gamma_B}{|x_A - x_B|^2} \left( \frac{|x - x_B|}{|x - x_A|^2} - \frac{1}{|x - x_B|} \right) \right) \\
+ \sum_{A \neq B \neq C} \gamma_C \Tr p_A p_B \times p_C \left( F_{A,BC} + \frac{1}{|x_A - x_C||x_B - x_C||x - x_C|} \right) \]

We will not compute the Kaluza–Klein vector \( \omega \) globally, but the asymptotic behaviour of \( F_{A,BC} \) at \( x \to \infty \) is enough to compute the asymptotic behaviour of the vector

\[ *d\omega_{AB,C} = d \left( F_{(A,B)C} + \frac{1}{|x_A - x_C||x_B - x_C||x - x_C|} \right) - \frac{1}{|x - x_A||x - x_B|} d \frac{1}{|x - x_C|} \]
as

$$\omega_{AB,C} = \frac{1}{2} \left( \frac{x^i_A - x^i_B}{|x_B - x_A||x_A - x_C|} + \frac{x^i_B - x^i_A}{|x_A - x_B||x_B - x_C|} + \frac{x^i_A + x^i_B - 2x^i_C}{|x_A - x_C||x_B - x_C|} \right) \varepsilon_{ijk} x^j dx^k / |x|^3$$

$$- \frac{(x^i_A - x^i_B)^2(x^i_C - x^i_B) - (x_A - x_B)\cdot(x_C - x_B)(x^i_A - x^i_B)}{|x_A - x_B||x_A - x_C||x_B - x_C|(|x_A - x_B| + |x_A - x_C| + |x_B - x_C|)} \Omega(x^{-2})$$

(162)

The solution is

$$\omega = \sum_A \varepsilon_{ijk} J^i_A (x - x_A)^i dx^k + \sum_{A \neq B \neq C} \gamma_C \text{Tr} p_A p_B \times p_C \omega_{AB,C}$$

$$+ \sum_{A \neq B} \left( \gamma_A - \gamma_B \right) \text{Tr} \left[ p_A \times p_B \varepsilon_{ijk}(x^i_A - x^i_B)(x^j - x^j_B) dx^k \right]$$

$$+ \sum_{A \neq B} \left( \gamma_A - \gamma_B \right) \text{Tr} \left[ p_A p_B \varepsilon_{ijk}(x^i_A - x^i_B)(x^j - x^j_B) dx^k \right]$$

(163)

Using the asymptotic expression of $\omega_{AB,C}$ one obtains the angular momentum

$$J^i = \sum_A J^i_A + \sum_{A > B} \text{Tr} \left( \left( \gamma_A \ell + \sum_{C \neq A} \left( \gamma_C - \gamma_A \right) \frac{p_C}{|x_A - x_C|} \right) \times p_A p_B \right)$$

$$- \left( \gamma_B \ell + \sum_{C \neq B} \left( \gamma_C - \gamma_B \right) \frac{p_C}{|x_B - x_C|} \right) \times p_B p_A$$

$$+ \sum_{A \neq B \neq C} \gamma_C \text{Tr} (p_A p_B) \times p_C \left| x_A - x_B \right|^2 (x^i_C - x^i_B) - (x_A - x_B)\cdot(x_C - x_B)(x^i_A - x^i_B)$$

$$- \frac{(x^i_A - x^i_B)^2(x^i_C - x^i_B) - (x_A - x_B)\cdot(x_C - x_B)(x^i_A - x^i_B)}{|x_A - x_B||x_A - x_C||x_B - x_C|(|x_A - x_B| + |x_A - x_C| + |x_B - x_C|)}$$

(164)

The first term is simply the sum of the intrinsic angular momenta of the black holes, and the second is the standard angular momentum resulting from the non-commuting dyon charges. The third one is rather non-standard, and is generated by interactions between three non-aligned black holes. One can easily compute that the sum over the permutations of $ABC$ of the function

$$|x_A - x_B|^2(x^i_C - x^i_B) - (x_A - x_B)\cdot(x_C - x_B)(x^i_A - x^i_B)$$

(165)
vanishes. Therefore the associated contribution to the angular momentum clearly vanishes if $\gamma_A = \gamma_B = \gamma_C$. The function of the charges $(\gamma_C + c) \text{Tr} \ p_A p_B \times p_C$, does not obviously look like it is $E_{7(7)}$ invariant for any given constant $c$. Nonetheless we will show in the next section that it is.

4 Duality invariance

The composite non-BPS nilpotent orbit is characterised by a semi-simple element $h$ of $so^*(16)$ (which can be expressed in a Cartan basis as $\begin{bmatrix} \epsilon & \cdots & \epsilon \\ 0 & \cdots & 0 \end{bmatrix}$) defining the graded decomposition

$$so^*(16) \cong 15^{(-2)} \oplus (2 \otimes 2 \otimes 6)^{(-1)} \oplus (\text{gl}_1 \oplus \text{sl}_2 \oplus su(2) \oplus su^*(6))^0 \oplus (2 \otimes 2 \otimes 6)^{1(1)} \oplus \overline{15}^{(2)}$$

such that

$$128 \cong 2^{(-3)} \oplus (2 \otimes 6)^{(-2)} \oplus (2 \otimes 15)^{(-1)} \oplus (2 \otimes 20)^0 \oplus (2 \otimes 15)^{(1)} \oplus (2 \otimes 6)^{(2)} \oplus 2^{(3)}$$

A generic element of the grade one component is not left invariant by any generator of $so^*(16)$ of negative grade. To compute the isotropy subalgebra in the grade zero component, it is convenient to decompose

$$su^*(6) \cong (2 \otimes 4)^{(-3)} \oplus (\text{gl}_1 \oplus su(2) \oplus su^*(4))^0 \oplus (2 \otimes 4)^{(3)}$$

such that

$$15 \cong 1^{(-4)} \oplus (2 \otimes 4)^{(-1)} \oplus 6^{(2)}$$

A generic element of the $(2 \otimes 15)^{(1)}$ is then chosen to be a doublet of non-null orthogonal vectors of $SO(1,5) \cong SU^*(4)/\mathbb{Z}_2$ with a non-trivial component in the grade $-4$ singlet. If one vector is time-like, the isotropy subgroup is

$$\left( \prod_{\Lambda=0}^3 \text{SU}(2)_{\Lambda} \right) \ltimes \left( \bigoplus_{\Xi > \Lambda} 2_{\Xi} \otimes 2_{\Lambda} \oplus \mathbb{R} \right) \subset Spin^*_c(16)$$

which defines a Lagrangian submanifold of dimension 83 inside the $E_{8(8)}$ nilpotent orbit (associated to the weighted Dynkin diagram $\begin{bmatrix} \epsilon & \cdots & \epsilon \\ 0 & \cdots & 0 \end{bmatrix}$) of stabiliser

$$Spin(4,4) \ltimes \mathbb{R}^{6 \times 8 + 6} \subset E_{8(8)}$$

If the two vectors are space-like, the isotropy subgroup is of the form

$$(SU(2)_1 \times SU(2)_2 \times SL(2, \mathbb{C})) \ltimes \left( 2_{\text{C}} \otimes (2_1 \oplus 2_2) \oplus 4 \oplus \mathbb{R} \right) \subset Spin^*_c(16)$$
which defines a Lagrangian submanifold of dimension 83 inside the $E_{8(8)}$ nilpotent orbit (associated to the weighted Dynkin diagram $[\begin{array}{cccccccc} 0 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \end{array}]$) of stabiliser

$$Spin(5, 3) \times \mathbb{R}^{6 \times 8 + 6} \subset E_{8(8)}$$ (173)

For single-centre extremal black holes, the regularity of the solutions requires the two $\mathfrak{so}(16, \mathbb{C})$ weighted Dynkin diagrams, determining respectively in which $Spin_c(16, \mathbb{C})$ orbit and in which $E_{8(8)}$ orbit the Noether charge sits in, to be identical [26]. Only the first representative (with one time-like vector) satisfies to this criterion. In the neighbourhood of a given centre, the semi-simple component of the stabiliser subgroup of the momentum $P \in 128$ must necessarily be compact in order to interpolate smoothly the stabiliser subgroup $Sp(4) \times \mathbb{R}^{27}$ associated to a regular solution. Therefore this criterion must still be satisfied in the near horizon regions of the solution. But in principle the signature of the isotropy subgroup of the momentum $P \in 128$ is not necessarily constant allover space, and we could have regular solutions for which the total Noether charge defines a representative of the other nilpotent orbit.

A configuration of charges which gives rise to a regular black hole must lie in a smaller orbit. After some computation, one finds that the only configurations corresponding to regular extremal black holes in this system are necessarily corresponding to non-BPS black holes. To illustrate this, let us consider a particularly simple configuration, with one antisymmetric tensor in the grade 1 component $P^+_{ab}$ of weight 1 with respect to a given Cartan generator of $\mathfrak{sl}_2$, and a singlet $Q^-_0$ in the grade 3 component and of weight $-1$ with respect to $\mathfrak{sl}_2$. Then one computes that the stabiliser of such charge configuration only allows for two components of grade 1 and $-1$ satisfying

$$E^{-\alpha b} P^+_{ab} + F^+_{a} Q^-_0 = 0$$ (174)

the generators of $\mathfrak{su}(2)$, and the generators of $\mathfrak{su}^*(6)$ that leave $P^+_{ab}$ invariant, as well as the combination of the weight 2 $\mathfrak{sl}_2$ generator $E^{++}$ and the grade 2 component $E^{ab}$ satisfying

$$E^{++} Q^-_0 + E^{ab} P^+_{ab} = 0$$ (175)

and the grade 1 component of $\mathfrak{sl}_2$ weight 1 $E^{+\alpha\alpha}$. In order for the grade 0 component of the stabiliser to be compact, we see that $P^+_{ab}$ must have eigen values of the same sign, such

\[ \text{4The composite BPS solutions which total electromagnetic charges have a negative quartic invariant, admit for instance a momentum $P$ of stabiliser $(SU(2) \times SU(6)) \times \mathbb{C}^{2 \times 6} \oplus \mathbb{R}$ in the near horizon regions, and of stabiliser $(SU(2) \times SU^*(6)) \times \mathbb{C}^{2 \times 6} \oplus \mathbb{R}$ in the asymptotic region [34]}. \]
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that it admits $Sp(3)$ as an isotropy subgroup of $SU^*(6)$. In order for the combination of $E^{-ab}$ and $F_{a}^{+\alpha}$ to define a compact generator, we see that we must have
\[ Q_0 \varepsilon^{abcdef} P_{ab}^+ P_{cd}^+ P_{ef}^+ > 0 \tag{176} \]
which is equivalent as to have a negative quartic invariant. The components $E^{++}$, $E^{ab}$ and $E^{+\alpha\alpha}$, then combine into nilpotent generators transforming in the $27$ of $Sp(4)$, and this reproduces the correct isotropy subgroup of a regular non-BPS black hole [37]

\[ Sp_+(4) \rtimes \mathbb{R}^{27} \subset Spin^*_c(16) \tag{177} \]

The elements of the $2 \otimes 20$ grade 0 component in (167) correspond by definition to fields which are not sourced by the system of equations. With respect to $Sp(1) \times Sp(3)$ they decompose into $2 \otimes 14$ non-compact generators and $2 \otimes 6$ compact ones. The non-compact generators are associated to the scalar fields, and the compact generators to the electromagnetic fields. The ‘flat directions’ therefore define the quaternionic symmetric space

\[ F_{4(4)}/(Sp(1) \times_{\mathbb{Z}_2} Sp(3)) \subset E_{7(7)}/SU_c(8) \tag{178} \]

Indeed, the imaginary part of the scalar field $t$ is quaternionic in the Ansatz (does not include components in $\ell$). The corresponding non-compact generators in $\epsilon_{6(6)}$ are realised as off-diagonal anti-Hermtian 3 by 3 matrices over the octonions which are linear in $\ell$.

The group of unitary matrices over the split octonions acting on traceless Hermitian 3 by 3 matrices extended by the action of the authomorphism group $G_2(2)$ defines the fundamental representation of $F_{4(4)}$. Therefore we see that the scalar fields which are trivial in the solution indeed parametrize the quaternionic manifold (178).

### 4.1 Generalised fake superpotential

The isotropy subgroup of $SU(8)$ of the element $h$ defining the nilpotent subalgebra is $Sp(1) \times Sp(3)$ (because the $U(1)$ factor lies in the Ehlers group). As it was discussed in [34], this implies that the set of inequivalent embeddings for the solvable system described by the 44 functions $L, K, Y, V, M$ is parametrized by the 39 angles parametrizing

\[ SU(8)/(Sp(1) \times Sp(3)) \tag{179} \]

which indeed add up to the 83 dimensions of the orbit. These angles parametrize two orthogonal antisymmetric tensors of $SU(8)$ satisfying

\[ \omega_{ij} \omega^{ij} = 2 \quad \omega_{[ij} \omega_{kl]} = 0 \quad \omega_{ik} \omega^{jk} + \Omega_{ik} \Omega^{jk} = \delta^k_i \quad \omega^{ik} \Omega_{jk} = 0 \]

\[ \frac{1}{96} \varepsilon^{ijklmnpq} \omega_{ij} \Omega_{kl} \Omega_{mn} \Omega_{pq} = 1 \tag{180} \]
where $\omega^{ij}$ and $\Omega^{ij}$ are the complex conjugates of $\omega_{ij}$ and $\Omega_{ij}$. In the solutions described in the last section, $\omega_{ij}$ defines the ‘central charge’

$$\omega^{ij}Z_{ij} = Z$$

(181)

and $\Omega_{ij}$ the Jordan algebra identity, such that

$$\Omega_{ij}Z^{ij} = \text{Tr} [\mathcal{D}Z]$$

(182)

The mass formula can be rewritten as

$$M_{ADM} = \frac{1}{2}(\Omega_{ij}Z^{ij} - \omega^{ij}Z_{ij})$$

(183)

Note that within our Ansatz the potential $\Omega_{ij}Z^{ij} - \omega^{ij}Z_{ij}$ is automatically real, whereas its imaginary part was interpreted as the NUT charge in [34]. This discrepancy is due to the fact that we already assumed that the NUT charge vanished when we computed the electromagnetic charges, whereas one would need in general to consider the complete spatial components of the field strengths.

Let us define the generalised fake superpotential

$$W \equiv \frac{1}{2}(\Omega^{ij}Z_{ij} - \omega_{ij}Z^{ij})$$

(184)

which within our specific Ansatz is defined as

$$W = \frac{1}{2}(\text{Tr} [\mathcal{D}Z] - \mathcal{Z})$$

(185)

The real part of $\mathcal{D}Z$ is a Hermitian matrix over the quaternions (i.e. the components in $\ell$ all vanish), and rewriting this property in terms of the tensors $\omega_{ij}$, $\Omega_{ij}$ we conclude that in general

$$\omega_{ik}\Omega_{jl}(Z^{kl} + \omega^{kp}\Omega^{lj}Z_{pq}) = 0$$

(186)

These 12 constraints (in the $2 \otimes 6$ of $Sp(1) \times Sp(3)$) reduce the number of angles associated to a duality frame for given asymptotic central charges to 27. One of these angles is moreover determined such that

$$\frac{1}{2}(\Omega_{ij}Z^{ij} - \omega^{ij}Z_{ij}) \in \mathbb{R}_+^*$$

(187)

In this way the 56 remaining parameters defining the specific nilpotent element associated to the asymptotic momenta $\mathcal{V}^{-1}d\mathcal{V}|_{128}$ are the 28 complex central charges.
Relation to the standard fake superpotential

This potential $W$ somehow generalises the ‘flat direction dependent’ fake superpotential described in [27]. To see this, let us consider for a moment the exceptional $\mathcal{N} = 2$ supergravity with moduli parametrizing the exceptional special Kähler space $E_7(-25)/(U(1) \times E_6(-78))$ [41, 42]. In this case our Ansatz applies as well, with all $Y$ set to zero and $\mathcal{L}$ and $\mathcal{K}$ understood to be three by three Hermitian matrices over the octonions. In this case the constraint (186) disappears and

$$W \equiv \frac{1}{2} \left( \text{Tr} \left[ \Omega \mathcal{D} \zeta \right] - \det[\Omega] \bar{\zeta} \right)$$  \hspace{1cm} (188)

where $\Omega$ is a complex Hermitian matrix over the octonions $^5$ satisfying

$$\Omega \times \Omega = \det[\Omega] \, \bar{\Omega}, \quad \text{Tr} \left[ \Omega \bar{\Omega} \right] = 3$$  \hspace{1cm} (189)

$\Omega$ is parametrized by $U(1) \times E_6(-78)/F_4(-52)$. And so with the additional positivity constraint $W > 0$, the remaining free parameters lie in $E_6(-78)/F_4(-52)$, which defines a compact version of the space of flat directions $E_6(-26)/F_4(-52)$ of non-BPS charges in the theory [52]. Therefore $W(\Omega)$ can be interpreted as a ‘flat direction dependent’ fake superpotential as in [27]. In order to be the case, one should recover the single-centre non-BPS fake superpotential when the auxiliary parameters extremize the potential. However the constraint that $W > 0$ is relatively complicated to enforce, and in order to simplify the problem we will consider instead the potential

$$W_\alpha \equiv \frac{\text{Re}[e^{2i\alpha}W]}{\cos(2\alpha)}$$  \hspace{1cm} (190)

as a function of $\Omega \in U(1) \times E_6(-78)/F_4(-52)$, which is equal to $W$ when $W$ is real. It turns out that this potential coincides with $W$ at its extremum, if and only if $\alpha$ is the phase appearing in the definition of the non-standard diagonal form of the central charge and its Kähler derivative [26], and in this way, there is no ambiguity in the definition of $W_\alpha$.

Using the property that the constraint (189) is invariant with respect to the variation of $\Omega$ in $U(1) \times E_6(-78)/F_4(-52)$, one relates the variation of $\bar{\Omega}$ to its complex conjugate through

$$\delta \bar{\Omega} = \frac{1}{\det[\Omega]} \left( 2\Omega \times \delta \Omega - \bar{\Omega} \text{Tr} \left[ \Omega \times \Omega \delta \Omega \right] \right)$$  \hspace{1cm} (191)

$^5$The field of complex being kept distinct from the field of octonions, such that the Hermitian property is defined for the octonions only.
and one computes that $\Omega$ extremizes $W_\alpha$ if and only if

$$e^{-2i\alpha} \det[\Omega] (2\Omega \times \mathcal{D}Z + \Omega (Z - \det[\Omega] \text{Tr} \left[ \Omega \mathcal{D}Z \right])) + e^{2i\alpha} (\mathcal{D}Z - \det[\Omega] \Omega Z) = 0 \quad (192)$$

Because this equation is $U(1) \times E_{6(-78)}$ invariant, one can solve it in any basis. There always exists an element $g \in E_{6(-78)}$ and a phase $e^{i\beta} \in U(1)$ such that $e^{3i\beta} Z$ and $e^{i\beta} g(\mathcal{D}Z)$ are in the non-standard diagonal form defined in [26]

$$e^{3i\beta} Z = e^{i\beta} (e^{i\alpha} + ie^{-i\alpha} \sin(2\alpha)) g + e^{i\beta} (\xi_1 + \xi_2 + \xi_3)$$

$$e^{i\beta} g(\mathcal{D}Z) = e^{i\beta} (e^{-i\alpha} - ie^{i\alpha} \sin(2\alpha)) g 1 - e^{i\beta} (\xi_1 0 0)
\begin{pmatrix}
0 & \xi_2 & 0 \\
0 & 0 & \xi_3
\end{pmatrix} \quad (193)$$

In this basis one computes that (192) implies (up to a sign)

$$e^{i\beta} g(\Omega) = e^{-i\alpha - i\beta} 1 \quad (194)$$

and using then (188) that $W = 2g$. The 27 constraints (192) altogether with the positivity condition $W > 0$ therefore determine $\Omega$ in terms of $Z$ and $\mathcal{D}Z$, such that $W(\Omega)$ defines the single-centre non-BPS fake superpotential.

Understanding the link between the potential $W_\alpha(\Omega, Z)$ away from its extremum value $\Omega^*(Z)$ is important in order to be able to generalise the triangular inequality for the central charge [5] to show that the energy of a composite non-BPS bound state is inferior to the sum of the energies of its non-BPS constituents. If the extrema of $W_\alpha(\Omega, Z)$ were necessarily maximums, it would follow directly that this is indeed the case since

$$W_\alpha(\Omega, Z_1 + Z_2) = W_\alpha(\Omega, Z_1) + W_\alpha(\Omega, Z_2) < W_\alpha(\Omega^*(Z_1), Z_1) + W_\alpha(\Omega^*(Z_2), Z_2) \quad (195)$$

but the Hessian $\frac{\partial^2 W_\alpha}{\partial \Omega \partial \Omega} |_{\Omega^*(Z)}$ can admit positive eigenvalues, and this identity is not trivially true. Nevertheless, there ought to be a similar property relying on the compatibility of the two constituents that would imply that this inequality holds.

**Extension to the interior of the solution**

We will now generalise these equations to describe the flow of the various fields all over space. For this we define the spatial components of the vector field strengths as the horizontal components with respect to the connexion $dt + \omega$ (with $I = 1, 8$ of $SU(8)$)

$$F_{IJ} = dw_{IJ} + \zeta_{IJ} d\omega \quad (196)$$
and define the functions of the scalar fields defined as the central charges acting on these vectors. Within our specific Ansatz (116),

\[
\begin{align*}
\zeta^0 &= -4e^U \frac{\delta \text{Re}[W]}{\delta q_0} = -4e^U \frac{\delta \text{Re}[W]}{\delta \bar{p}} - \frac{e^{3U}}{2} \sqrt{2} i \det[t - \bar{t}] M \\
\zeta &= -4e^U \frac{\delta \text{Re}[W]}{\delta Q} \\
\tilde{\zeta} &= 4e^U \frac{\delta \text{Re}[W]}{\delta P}
\end{align*}
\] (197)

Using a complex basis for the 56 charges in terms of 28 complex \(Q_{IJ}\) and their complex conjugate \(Q_{IJ}^\ast\), one will have in general

\[
\zeta_{IJ} = -e^{U;_i} \frac{\delta \text{Re}[W]}{\delta Q^IJ} - \frac{1}{2} e^{3U} \mathcal{R}_{IJ} M
\] (198)

with

\[
\mathcal{R}_{IJ} = u^{ij}_{_I_J} \frac{1}{2} (\omega_{ij} + \Omega_{ij}) - v_{ij}_{I_J} \frac{1}{2} (\omega^{ij} + \Omega^{ij})
\] (199)

where we used the standard notation of [53] for the scalar fields such that

\[
Z_{ij} = u_{ij}^{IJ} Q_{IJ} + v_{ij}_{I_J} Q^{IJ}
\] (200)

In the single centre case, \(\mathcal{R}_{IJ}\) can be identified up to a renormalisation with the small vector appearing in [31] in the framework of \(\mathcal{N} = 2\) supergravity. Note that because the duality group acts linearly on the field strength, the direction in \(\mathbb{R}^{56}\) defined by the tensor \(\mathcal{R}_{IJ}\) will always be a constant, as it is in the specific duality frame of the last section. Moreover, (180) implies that \(\mathcal{R}_{IJ}\) satisfies the constraints of a 1/2 BPS charge, and its stabiliser subgroup of \(E_{7(7)}\) is [54]

\[
E_{6(6)} \ltimes \mathbb{R}^{27} \subset E_{7(7)}
\] (201)

The simplicity of the solution we described in the last section comes from the property that we parametrized the moduli in \(E_{7(7)}/SU_c(8)\) in terms of the specific parabolic subgroup \((\mathbb{R}^*_+ \times E_{6(6)}) \ltimes \mathbb{R}^{27}\) which coincides with this stabiliser, such that the action of the scalars on \(\mathcal{R}_{IJ}\) amounted to a rescaling by the dilaton and

\[
\frac{1}{2} (\omega_{ij} + \Omega_{ij}) = u_{ij}^{IJ} \mathcal{R}_{IJ} + v_{ij}_{I_J} \mathcal{R}^{IJ}
\] (202)

was constant. In this way the defining tensors \(\omega_{ij}\) and \(\Omega_{ij}\) are determined in terms of the scalar fields and the specific direction in \(\mathbb{R}^{56}\) determined by the small charge \(\mathcal{R}_{IJ}\) of unit mass, noting that its norm is fixed by

\[
\frac{1}{2} Z(\mathcal{R})_{ij} Z(\mathcal{R})^{ij} = 1
\] (203)
It is clear from (202) that in any other duality frame, \( \omega_{ij} \) and \( \Omega_{kl} \) will flow all over space accordingly.

Using some identities valid when \( v^\dagger v \) is a Hermitian matrix over the quaternions (no \( \ell \) component),

\[
\text{det}[v^\dagger v] : v^{\dagger-1}dKv^{-1} = : \text{Tr } [(v^\dagger v) \times (v^\dagger v)dK] 1 - 2 : v((v^\dagger v) \times dK)v^\dagger :
\]

\[
: v(\ell \times dY)v^\dagger : = : v^\dagger-1(\ell \times (vv^\dagger) \times (vv^\dagger)dY)v^{-1}
\]

one computes

\[
e^U Z(\star F) = \frac{1}{2} \left( dU - \frac{i}{2} e^{2U} \times d\omega \right) - \frac{i}{4} \text{Tr } [v^{\dagger-1}dtv^{-1}]
\]

and using the definition \( t = t_1 + \ell t_2 \), that

\[
e^U DZ(\star F) = -\frac{1}{2} \left( dU - \frac{i}{2} e^{2U} \times d\omega + \frac{i}{2} \text{Tr } [v^{\dagger-1}dtv] \right) 1 + \frac{i}{2} \rho(\varsigma) : v^{\dagger-1}d(t_1 - \ell t_2)v^{-1} : 
\]

Therefore it follows that

\[
dU - \frac{i}{2} e^{2U} \times d\omega = \frac{1}{2} e^U (Z(\star F) - \text{Tr } [DZ(\star F)])
\]

which generalises (156). Similarly, the scalar fields momenta are defined as

\[
D_{t_1} - \ell D_{t_2} = -2i e^U DZ(\star F) + ie^U (Z(\star F) + \text{Tr } [DZ(\star F)]) 1
\]

Note that this equation shows that each split octonion component \( 'x_0 + \ell y_x' \) of \( -2i e^U DZ(\star F) \) is equal to the \( '\ell' \) conjugate of the corresponding split octonion component \( 'x_0 - \ell y_x' \) of \( D_{t_1} + \ell D_{t_2} \). This implies that their respective contribution to the equations of motion of the scalar \( \varsigma^I \) cancel precisely such that the latter are indeed constant.

The property that \( \text{Re } [DZ(\star F)] \) is defined as a 3 by 3 Hermitian matrix over the quaternions (\( i.e. \) that its \( \ell \) component vanishes) is also valid all over space. We conclude therefore that

\[
\omega_{ik} \Omega_{jl} (Z^{kl}(F) + \omega^{kp} \Omega^{lq} Z_{pq}(F)) = 0
\]
also generalises all over space, such that in general one would have
\[
dU - \frac{i}{2} e^{2U} \star d\omega = -\frac{1}{2} e^{U} (\Omega_{ij} Z^{ij}(\ast F) - \omega^{ij} Z_{ij}(\ast F))
\] (211)

To compute the expression of the scalar fields momenta, we will use the property that the \( e(8) \otimes so^*(16) \) momenta \( P \) is a nilpotent element characterised by a generator \( h \) of \( so^*(16) \), which can be expressed in a Cartan basis as \( [-\varepsilon_{aabb}] \). Defining the chiral \( Spin^c(16) \) spinor \( P \) in terms of fermionic oscillators as in \( |37\rangle \)
\[
|0\rangle ≡ \left( dU + \frac{i}{2} e^{2U} \star d\omega + e^{U} Z_{ij}(\ast F) a^i a^j + \frac{1}{12} (u_{ij}^{IJ} d\Omega_{ijkl} - v_{ijIJ} d\omega_{ijkl}) a^i a^j a^k a^l + \frac{1}{6!} \varepsilon_{ijklpqrs} e^{U} Z^{ij}(\ast F) a^k a^l a^p a^q a^r a^s + \frac{1}{8!} \varepsilon_{ijklpqrs} \left( dU - \frac{i}{2} e^{2U} \star d\omega \right) a^i a^j a^k a^l a^p a^s \right) |0\rangle
\] (212)

one obtains that \( h \) can be chosen as
\[
h = -\frac{1}{2} \Omega_{ij} a^i a^j + \frac{1}{2} \Omega^{ij} a_i a_j
\] (213)
such that \( |P\rangle = |P^{(1)}\rangle + |P^{(2)}\rangle + |P^{(3)}\rangle \) decomposes according to \( (167) \) and
\[
h |P\rangle = |P^{(1)}\rangle + 2|P^{(2)}\rangle + 3|P^{(3)}\rangle
\] (214)
Or, alternatively
\[
(h - 1)(h - 2)(h - 3)|P\rangle = 0
\] (215)

Solving this equation one gets back \((210,211)\), and moreover that the scalar fields momenta satisfy
\[
u_{ij}^{IJ} d\Omega_{ijkl} - v_{ijIJ} d\omega_{ijkl} = 6e^{U} \left( \omega_{ij} \Omega_{kl} \Omega_{pq} Z^{pq}(\ast F) - \Omega_{ij} Z_{kl}(\ast F) \right.
\]
\[
- \frac{1}{4} \omega_{ij} \Omega_{kl} (\Omega_{pq} Z^{pq}(\ast F) - \omega^{pq} Z_{pq}(\ast F))
\]
\[
+ \frac{1}{8} \Omega_{ij} \Omega_{kl} (\Omega^{pq} Z_{pq}(\ast F) - \omega_{pq} Z^{pq}(\ast F)) \left) \right)
\] (216)

This expression is complex self-dual thanks to \((210)\).7 The component in the \((2 \otimes 14)_R^s \) of \( Sp(1) \times Sp(3) \) vanishes, exhibiting ‘flat directions’ parametrizing the quaternionic space

7One computes for instance that
\[
\frac{1}{24} \varepsilon_{ijklmn} (\omega^{mn} \Omega_{pq} \Omega_{rs} Z_{rs} - \Omega^{mn} Z_{pq}) = \omega_{ij} \Omega_{kl} \Omega_{pq} Z_{pq} - \frac{1}{2} \omega_{ij} \Omega_{kl} (\Omega_{pq} Z_{pq} - \omega^{pq} Z_{pq})
\]
\[
+ \frac{1}{4} \Omega_{ij} \Omega_{kl} (\Omega^{pq} Z_{pq} - \omega_{pq} Z^{pq}) + 2\Omega_{ij} \omega_{kl} \Omega_{pq} (Z_{pq} + \omega^{pq} \Omega^{mn} Z_{mn})
\] (217)
$F_{4(4)}/(Sp(1) \times Z_2 Sp(3))$. Within our Ansatz $\omega_{ij}$ and $\Omega_{ij}$ are constant all over the flow, as opposed to the phase $\alpha$ which appears in the BPS system as the trivialisation of the 'modified Kähler connexion' [5, 55]. However, it is clear from equation (202) that this is an artefact of the specifically simple duality frame we chose to define the solution.

This equation directly implies that there is always one trivial vector field in the system. Using the imaginary part of (210), one obtains

$$-ie^U d\omega = \frac{1}{2} (\omega^{ij} + \Omega^{ij}) Z_{ij}(F) - \frac{1}{2} (\omega_{ij} + \Omega_{ij}) Z^{ij}(F)$$

$$= R^{IJ} F_{IJ} - R_{IJ} F^{IJ}$$

and therefore the vector field in the direction Darboux conjugate to $R_{IJ}$ is vertical, i.e. in $\zeta(dt + \omega)$ only.

### 4.2 Rotating attractor

Let us consider the expression of the momentum $P$ in the near horizon region. One computes that

$$\left. \left( dU - \frac{i}{2} e^{2U} \star d\omega \right) \right|_{x_A} = \left( 1 - \frac{i J_A \cos(\theta_A)}{\sqrt{-I_4 - J_A^2 \cos^2(\theta_A)}} \right) (d\ln(r) - \frac{i J_A \sin(\theta_A) d\theta_A}{\sqrt{-I_4 - J_A^2 \cos^2(\theta_A)}})$$

and similarly that

$$\left. (\rho(\varsigma) : v^{i-1} d(t_1 - \ell t_2) v^{-1} : ) \right|_{x_A} = \left( 1 - \frac{i J_A \cos(\theta_A)}{\sqrt{-I_4 - J_A^2 \cos^2(\theta_A)}} \right) \frac{J_A \sin(\theta_A) d\theta_A}{\sqrt{-I_4 - J_A^2 \cos^2(\theta_A)}} 1$$

Using these expressions one gets

$$\left. \left( e^U Z(\star F) \right) \right|_{x_A} = \frac{1}{2} \left( 1 - \frac{i J_A \cos(\theta_A)}{\sqrt{-I_4 - J_A^2 \cos^2(\theta_A)}} \right) (d\ln(r) + \frac{i J_A \sin(\theta_A) d\theta_A}{\sqrt{-I_4 - J_A^2 \cos^2(\theta_A)}})$$

$$\left. \left( e^U D Z(\star F) \right) \right|_{x_A} = \frac{1}{2} \left( 1 - \frac{i J_A \cos(\theta_A)}{\sqrt{-I_4 - J_A^2 \cos^2(\theta_A)}} \right) (d\ln(r) + \frac{i J_A \sin(\theta_A) d\theta_A}{\sqrt{-I_4 - J_A^2 \cos^2(\theta_A)}}) 1$$

Let us introduce the following notation for simplicity

$$w \equiv \left. \left( dU + \frac{i}{2} e^{2U} \star d\omega \right) \right|_{x_A} \quad Z \equiv \left. \left( e^U Z(\star F) \right) \right|_{x_A} \quad D Z \equiv \left. \left( e^U D Z(\star F) \right) \right|_{x_A}$$

$$\Sigma \equiv \frac{i}{2} \left( \rho(\varsigma) : v^{i-1} d(t_1 - \ell t_2) v^{-1} : \right) \left|_{x_A} \quad D \Sigma \equiv \left. \left( e^U D Z(\star F) \right) \right|_{x_A}$$
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We define the generator \( h \) (which can be expressed in a Cartan basis as \( \left[ e^{\text{so}(8)} \right] \)) of \( \mathfrak{so}^*(16) \)

\[
\begin{align*}
\mathbf{h} w &= e^{-2i\omega} Z - \text{Tr} \left[ \mathcal{D}Z \right] \\
\mathbf{h} Z &= e^{2i\omega} w - \text{Tr} \left[ \Sigma \right] \\
\mathbf{h} \mathcal{D}Z &= e^{-2i\omega} \Sigma - w \mathbf{1} + \Sigma - \mathbf{1} \text{Tr} \left[ \Sigma \right] \\
\mathbf{h} \Sigma &= e^{2i\omega} \mathcal{D}Z - Z \mathbf{1} + \mathcal{D}Z - \mathbf{1} \text{Tr} \left[ \mathcal{D}Z \right]
\end{align*}
\] (223)

which according to [26] characterises the nilpotent orbit associated to non-BPS extremal black holes. It decomposes the coset component of \( \mathfrak{e}_{8(8)} \) into representations of \( \mathfrak{SU}^*(8) \) as

\[
128 \cong 1^{(-2)} + \overline{28}^{(-1)} + 70^{(0)} + 28^{(1)} + 1^{(2)}
\] (224)

Choosing the phase as

\[
e^{i\omega} = \sqrt{-I_4 - J_A^2 \cos^2(\theta_A)} - i J_A \cos(\theta_A) \sqrt{-I_4}
\] (225)

one computes that

\[
\mathbf{h} \mathbf{P}_r \big|_{x_A} = 2P_r \big|_{x_A}, \quad \mathbf{h} \mathbf{P}_\theta \big|_{x_A} = 4P_\theta \big|_{x_A}
\] (226)

It appears therefore that \( P_r \big|_{x_A} \) lies in the nilpotent orbit associated to a non-BPS extremal black hole, and \( P_\theta \big|_{x_A} \) lies in the minimal nilpotent orbit. The outgoing momentum \( P_r \big|_{x_A} \) exhibits that the scalar fields take values determined by the local central charges. The pull backs of the field strengths on the horizon define the charges of the black hole, such that

\[
F_{IJ} \big|_{x_A} = Q_{IJ} \sin(\theta_A) d\theta_A \wedge d\varphi_A
\] (227)

It follows that the scalar fields (139) at \( \theta_A \) satisfy the attractor equation

\[
e^{2i\omega} \mathcal{D}Z - Z \mathbf{1} + \mathcal{D}Z - \mathbf{1} \text{Tr} \left[ \mathcal{D}Z \right] = 0
\] (228)

which reproduces the standard spherically symmetric non-BPS attractor equation, only at \( \omega = 0 \). In general it is associated to a symplectic matrix \( \Omega_{ij} \) of \( SU(8)/Sp(4) \) such that

\[
\Omega_{[ij} \Omega_{kl]} + \frac{e^{2i\omega}}{24} \epsilon_{ijklmnopq} \Omega^{mn} \Omega^{pq} = 0
\] (229)

and the attractor equation reads

\[
\Omega_{[ij} \mathcal{Z}_{kl]} + \frac{1}{24} \epsilon_{ijklmnpq} \Omega^{mn} \mathcal{Z}^{pq} = 0
\] (230)
The equation transforms covariantly with respect to the $U(1)$ Ehlers symmetry, such that this extra phase is directly related to the phase of $w$. In our case

$$\Omega_{ij} = e^{2i\omega} \omega_{ij} - \Omega_{ij}$$  \hfill (231)

### 4.3 Non-BPS interactions

To begin let us argue that the asymptotic tensors $\omega_{ij}$ and $\Omega_{ij}$ associated to a solution can be determined in terms of the asymptotic moduli and the charges if the solution includes enough many black holes. In this subsection the moduli and associated central charges (as function of the scalars) will always be understood to be evaluated in the asymptotic region.

The set of charges $Q_A^{IJ}$ carried by the black holes will span a vector space $\mathbb{R}^{43} \subset \mathbb{R}^{56}$ which includes a Lagrangian subspace associated to the invariant symplectic form. We choose a Darboux basis associated to this Lagrangian, such that one can then define the orthogonal complement $\mathbb{R}^{13} \subset \mathbb{R}^{56}$. In our duality frame, these charges are simply the ones admitting only as non-zero components $p^0$ and a 3-vector of quaternions $p$. One can single out the $p^0$ charge in an invariant way by using the property that the second derivative of the quartic invariant restricted to the adjoint representation evaluated for such charges is only zero if the 3-vector of quaternions $p$ is null

$$\left. \frac{\partial^2 I_4}{\partial Q \partial Q} \right|_{133} \propto p p^\dagger$$  \hfill (232)

The condition $\left. \frac{\partial^2 I_4}{\partial Q \partial Q} \right|_{133} (R) = 0$ is required for the vector $R_{IJ}$ to be small [56]. The singled out direction determines therefore the vector $R_{IJ}$, and then the combination $\omega_{ij} + \Omega_{ij}$ through (202, 203). The obtained symplectic form $\omega_{ij} + \Omega_{ij}$ decomposes in a single way into a sum of orthonormal rank 2 antisymmetric tensors as

$$\omega_{ij} + \Omega_{ij} = \sum_{\Lambda=0}^3 \omega_{ij}^{(\Lambda)}$$  \hfill (233)

Then using equation (210) on all the charges will determine $\omega$ as

$$\omega_{ij} = \omega_{ij}^{(\Lambda)} \quad \forall Q_A \quad \sum_{\Xi \neq \Lambda} \omega_{ik}^{(\Lambda)} \omega_{jl}^{(\Xi)} (Z^{kl}(Q_A) + \omega_{k(\Lambda)}^{p} \omega_{l(\Xi)}^{q} Z_{pq}(Q_A)) = 0$$  \hfill (234)

This way one determines $\omega_{ij}$ and $\Omega_{ij}$ in terms of the charges $Q_A^{IJ}$ and the asymptotic moduli. We will therefore consider them as functions of the charges and the asymptotic moduli which transform as the central charges $Z_{ij}$ with respect to $E_{7(7)}$ transformations.
It will turn out to be useful to define the real tensor in the $1 \oplus 14$ of $Sp(3)$

$$W_{ij} \equiv \frac{1}{2} \Omega_{ik} \Omega_{jl} (Z^{kl} + \Omega^{kp} \Omega^{lq} Z_{pq}) - \frac{1}{2} \Omega_{ij} \text{Re}[\omega^{kl} Z_{kl}] \quad (235)$$

This tensor is described within our Ansatz by the Jordan algebra element

$$\mathcal{W}(q,p) \equiv \text{Re}[\mathcal{D} \mathcal{Z}(q,p) - \mathcal{Z}(q,p) \mathbb{1}] = \frac{1}{2 \det[l]} \left( \text{Tr} \left[ (l \times l)(p - ap^0) \mathbb{1} - \rho(\varsigma) : v^{-1} (p - ap^0) v^{-1} : \right] \right)$$

$$= \frac{1}{2 \det[l]} \left( \text{Tr} \left[ (l \times l) p \mathbb{1} - \rho(\varsigma) v^{-1} p v^{-1} \right] \right) \quad (236)$$

which is a Hermitian matrix over the quaternions because of (186).

It is now time to have a second look at equation (135). First of all let us note that assuming that $\det[p_A] \neq 0$, we can inverse this relation to

$$\gamma_A l + \sum_{B \neq A} (\gamma_A - \gamma_B) \frac{p_B}{\det[l]} \left( \frac{2(p_A \times p_A) \times q_A - \frac{1}{2} \text{Tr} \left[ p_A q_A \right] p_A + \frac{1}{2} \text{Tr} \left[ (p_A \times p_A) p_A \right]}{\det[p_A]} \right) + \hat{k} \quad (237)$$

Then we will contract this equation with $l \times l$, and recognise each component as being writable in terms of the tensor function $\mathcal{W}$ of the moduli. Indeed, one can define the following invariants by using the property that $\text{Tr} [\mathcal{W}^n]$ is reproduced in general by the trace of $W_{ik} \Omega^{jk}$ to the power $n$

$$\frac{\text{Tr} \left[ (l \times l) p_A \right]}{\det[l]} = \text{Tr} \left[ \mathcal{W}(q_A, p_A) \right] \quad (238)$$

$$\frac{\text{Tr} \left[ (p_A \times p_B) \right]}{\det[l]} = \text{Tr} \left[ \mathcal{W}(q_A, p_A) \right] \text{Tr} \left[ \mathcal{W}(q_B, p_B) \right] - 2 \text{Tr} \left[ \mathcal{W}(q_A, p_A) \mathcal{W}(q_B, p_B) \right]$$

$$\frac{\text{det}[p_A]}{\det[l]} = 8 \text{det}[\mathcal{W}(q_A, p_A)] + 4 \text{Tr} \left[ \mathcal{W}(q_A, p_A) \right] \text{Tr} \left[ \mathcal{W}(q_A, p_A)^2 \right] - \text{Tr} \left[ \mathcal{W}(q_A, p_A)^3 \right]$$

For convenience we will rename these invariants as

$$W_A \equiv \frac{\text{Tr} \left[ (l \times l) p_A \right]}{\det[l]}$$

$$W_{AB} \equiv \frac{\text{Tr} \left[ (p_A \times p_B) \right]}{\det[l]}$$

$$W_{ABC} \equiv \frac{\text{Tr} \left[ p_A \times p_B \right]}{\det[l]} \quad (239)$$

Using the quartic $E_7(7)$ invariant $I_4(q,p)$, we can also define the invariant quantity

$$J_A \equiv - \frac{\text{Tr} \left[ \mathcal{W}(\frac{\partial I_4}{\partial p_A}, -\frac{\partial I_4}{\partial q_A}) \right]}{W_{AAA}} \quad (240)$$

$$= \frac{1}{\det[p_A]} \text{Tr} \left[ (l \times l) \left( 2(p_A \times p_A) \times q_A - \frac{1}{2} \text{Tr} \left[ p_A q_A \right] p_A + \det[p_A] \left( \hat{k} - \frac{m l}{\det[l]} \right) \right) \right]$$
Finally, we can write the equations
\[ 3 \left( \gamma_A - \frac{m}{\det[l]} \right) + \sum_{B \neq A} \left( \gamma_A - \gamma_B \right) \frac{W_B}{|x_B - x_A|} = \frac{J_A}{\det[l]} \] (241)
which permit to determine all \( \gamma_A \) coefficients. It turns out that \( \gamma_A \) are not covariant quantities, but \( \det[l] \gamma_A - m \) are. One can define the \( N \) by \( N \) matrix
\[ M_{AB} = \begin{pmatrix}
3 + \sum_{C \neq 1} \frac{W_C}{|x_C - x_1|} & \frac{W_1}{|x_1 - x_2|} & \frac{W_2}{|x_2 - x_1|} & \cdots \\
\frac{W_1}{|x_1 - x_2|} & 3 + \sum_{C \neq 2} \frac{W_C}{|x_C - x_2|} & \frac{W_2}{|x_2 - x_1|} & \cdots \\
& \vdots & \ddots & \vdots \\
& & & \vdots 
\end{pmatrix} \] (242)
and solve
\[ \det[l] \gamma_A - m = \sum_B M_{AB}^{-1} J_B \] (243)

We will now consider the symplectic products of (135) with \( p_B \), which give
\[ (\gamma_A - \gamma_B) \left( \frac{\text{Tr} [l(p_A \times p_B)]}{|x_A - x_B|} + \frac{\text{Tr} [p_A(p_B \times p_B)] + \text{Tr} [p_B(p_A \times p_A)]}{|x_A - x_B|} \right) \]
\[ + \sum_{C \neq A,B} \left( (\gamma_A - \gamma_C) \frac{\text{Tr} [p_A(p_B \times p_C)]}{|x_A - x_C|} - (\gamma_B - \gamma_C) \frac{\text{Tr} [p_A(p_B \times p_C)]}{|x_B - x_C|} \right) = \frac{1}{2} \text{Tr} [q_A p_B - q_B p_A] \] (244)
and can be rewritten in general
\[ (\gamma_A - \gamma_B) \left( \frac{W_{AB}}{|x_A - x_B|} + \frac{W_{BB} + W_{BA}}{|x_A - x_B|} \right) \]
\[ + \sum_{C \neq A,B} \left( (\gamma_A - \gamma_C) \frac{W_{ABC}}{|x_A - x_C|} - (\gamma_B - \gamma_C) \frac{W_{ABC}}{|x_B - x_C|} \right) = \frac{\langle Q_A, Q_B \rangle}{\det[l]} \] (245)
where we used for short
\[ \langle Q_A, Q_B \rangle = \frac{1}{2} (q_0 A P_0^B - q_0 B P_0^A + \text{Tr} [Q_A P_B - Q_B P_A]) \] (246)

Considering \( \gamma_A \) to be determined as (243), one has 26\( N \) remaining equations in (135) for a solution with \( N \) centres. Assuming all \( p_A \) to be linearly independent, equations (245) provide \( \text{inf} [N(N - 1)/2, 26N] \) covariant equations which constrain the centres in terms of the angles \( \omega_{ij}, \Omega_{ij} \).

Note that, as opposed to the BPS case, one obtains \( \text{inf} [N(N - 1)/2, 26N] \geq 3N - 6 + \delta_{N,2} \) equations, and not only \( N - 1 \), such that the system does not even admit trivially a
solution for $N \geq 10$. In general these equations will give $\inf[N(N-1)/2, 26N]$ polynomial equations of degree $N - 1$ for the $N$ centres. This is because the leading terms of order $N$ in the inverse radius all cancel. In the two centres case one gets

$$|x_1 - x_2| = \frac{\langle Q_1, Q_2 \rangle (W_1 + W_2) + (J_2 - J_1)(W_{111} + W_{122})}{(J_1 - J_2)W_{12} - 3\langle Q_1, Q_2 \rangle}$$

(247)

In the three centres case one can find the distance separations as real roots of quartic polynomials. Therefore they admit closed form formula in principle, although these expressions are not really illuminating and we will not display them.

In general (for more than three centres which are not on the same axe, or more than four which are not on the same plan), equation (135) determines $15N$ charges in terms of $4N - 6$ parameters, and therefore it is clear that the moduli space of such composite black hole solutions is only defined for a much smaller submanifold of allowed charges. In the axisymmetric situation, $15N$ charges are determined in terms of $2N - 1$ parameters (respectively $3N - 3$ for the plan). It is therefore clear that considering the largest possible landscape of allowed charges requires to consider non-axisymmetric configurations, as opposed to the BPS case for which one could always rotate a configuration of charged black holes to an axisymmetric one.

This property is confirmed by the appearance of a new contribution to the total angular momentum, when at least three centres are not aligned. In such a case, the charge factor reads

$$
\gamma_C \text{Tr} [p_A \times p_{BP}C] - \frac{m}{\det[f]} \text{Tr} [p_A \times p_{BP}C]
\approx (-3 \text{Tr} [\mathcal{W}(q_A, p_A)] \text{Tr} [\mathcal{W}(q_B, p_B)] \text{Tr} [\mathcal{W}(q_C, p_C)]
+ 4 \text{Tr} [\mathcal{W}(q_A, p_A)] \text{Tr} [\mathcal{W}(q_B, p_B) \mathcal{W}(q_C, p_C)]
+ 4 \text{Tr} [\mathcal{W}(q_B, p_B)] \text{Tr} [\mathcal{W}(q_C, p_C) \mathcal{W}(q_A, p_A)]
+ 4 \text{Tr} [\mathcal{W}(q_C, p_C)] \text{Tr} [\mathcal{W}(q_A, p_A) \mathcal{W}(q_B, p_B)]
+ 8 \text{Tr} [\mathcal{W}(q_A, p_A) \mathcal{W}(q_B, p_B) \mathcal{W}(q_C, p_C)] \sum_D M_{CD}^{-1} J(q_D, p_D)
$$

(248)

and because the second term does not contribute by symmetry, we obtain that the contribution to the angular momentum is a duality invariant function of the charges and the asymptotic moduli.

In principle one would expect the expression of the angular momentum to not only be a duality invariant, but to moreover be independent of the asymptotic moduli such
that it could take an integer valued expression for arbitrary moduli. However, given the complexity of the complete expression of (165) in terms of the charges and the asymptotic moduli, and the property that the charges are themselves constrained, it is very hard to prove that this is indeed the case. The first step would be to actually understand clearly the constraints on the charges for the existence of a solution in terms of duality invariant equations. On the other hand, note that whenever one gets such contribution to the angular momentum, the different contributions to the angular momentum are then not aligned by definition, and there is no reason for the sum of the standard contributions to give rise to an integer valued total angular momentum anyway.

Let us note nevertheless the following observation. We define

\[ d_A \equiv \gamma_A I + \sum_{B \neq A} (\gamma_A - \gamma_B) \frac{P_B}{|x_B - x_A|} \]  

such that (135) reads simply \( q_A = 2p_A \times d_A \). For generic charges \( p_A \), we know that the interactions disappear if and only if all \( \gamma_A \) are equal. Then one has \( d_A = d_B \) since

\[
d_A - d_B = (\gamma_A - \gamma_B) \left( I + \frac{p_A + p_B}{|x_B - x_A|} \right) + \sum_{C \neq A, B} \left( (\gamma_A - \gamma_C) \frac{p_C}{|x_C - x_A|} - (\gamma_B - \gamma_C) \frac{p_C}{|x_C - x_B|} \right)
\]

One checks straightforwardly that this implies that the charges are mutually local

\[
\langle Q_A, Q_B \rangle = \text{Tr} \left[ p_A \times p_B (d_A - d_B) \right]
\]

which is the standard property for non-interacting black holes. Moreover, one can check that the sextic invariant proposed in [57, 58] to describe interacting solutions also vanishes

\[
\left\langle \frac{\partial I_A}{\partial Q_A}, \frac{\partial I_A}{\partial Q_B} \right\rangle = 8 \det[p_A] \det[p_B] (\det[d_A] - \det[d_B]) + 2 \det[p_B] (q_A^\dagger (p_A \times (d_A - d_B)) q_A) \\
+ 2 \det[p_A] (q_B^\dagger (p_B \times (d_A - d_B)) q_B) - (q_{0B} \det[p_A] + q_{0A} \det[p_B]) \text{Tr} [p_A \times p_B (d_A - d_B)] \\
- 2(q_B^\dagger (p_B \times p_B) (d_A - d_B) (p_A \times p_A) q_A) - 2(q_A^\dagger (p_A \times p_A) (d_A - d_B) (p_B \times p_B) q_B)
\]

when \( d_A = d_B \). This suggests that this invariant might play a role in the description of these solutions.

5 Almost BPS system

Let us now discuss the generalisation of the almost BPS system of equations derived in [12] to \( \mathcal{N} = 8 \) supergravity.
5.1 The solution Ansatz

The system includes one real harmonic function $V$, a Jordan algebra valued (i.e. a 3 by 3 Hermitian matrix over the quaternions) harmonic function $\mathcal{K}$, and a 3-vector over the quaternions of harmonic functions $Y$. It also includes a Jordan algebra valued sourced function $\mathcal{L}$ satisfying

$$d \star (d\mathcal{L} + \mathcal{K} \times \mathcal{K} \, dV - V \, d(\mathcal{K} \times \mathcal{K})) = 0$$ (253)

and a real function $M$ sourced according to

$$d \star (dM - V \mathrm{Tr} \, \mathcal{L} \, d\mathcal{K} + (Y^\dagger (d\mathcal{K}) Y)) = 0$$ (254)

It will be convenient to define

$$\diamond \equiv V \, \det[\mathcal{L}] - (Y^\dagger \mathcal{L} \times \mathcal{L} Y)$$ (255)

and its derivatives

$$\frac{\partial \diamond}{\partial \mathcal{L}} = V \mathcal{L} \times \mathcal{L} - 2 \mathcal{L} \times (Y Y^\dagger)$$ (256)

and

$$\frac{\partial^2 \diamond}{\partial \mathcal{L} \times \partial \mathcal{L}} = V \mathcal{L} - (Y Y^\dagger)$$ (257)

where $(Y Y^\dagger)$ is the Hermitian matrix over the quaternions built from the 3-vector $Y$.

The metric is defined by the scaling factor

$$e^{-M} = \diamond - M^2$$ (258)

and the Kaluza–Klein vector satisfying

$$\star d\omega = dM - \mathrm{Tr} \, \frac{\partial^2 \diamond}{\partial \mathcal{L} \times \partial \mathcal{L}} d\mathcal{K}$$ (259)

The moduli are defined by

$$t = \mathcal{K} + \frac{-M + ie^{-2U} \partial \ln[\diamond]}{V} + \frac{\ell}{V} \frac{Y}{V}$$ (260)

The Kaluza–Klein components of the vector fields are

$$\star dw_0 = \mathrm{Tr} \left[ \mathcal{L} d\mathcal{K} - \mathcal{K} d\mathcal{L} \right] + V \, d \det[\mathcal{K}] - \det[\mathcal{K}] dV$$

$$\star dw = d\mathcal{L} + \mathcal{K} \times \mathcal{K} dV - V \, d(\mathcal{K} \times \mathcal{K}) + \ell \times ((d\mathcal{K}) Y - \mathcal{K} dY)$$

$$\star dv = V \, d\mathcal{K} - \mathcal{K} dV - \ell \times dY$$

$$\star dv^0 = -dV$$ (261)

Of course setting $Y = 0$ one gets back the system of $\mathcal{N} = 2$ supergravity [12].
5.2 Solving the differential equations

Algebra shows directly that the poles of $V$ and $Y$ are incompatible with the poles of $K$ for the Noether charge carried by the pole to correspond to a regular orbit. The condition for regularity is the same and we will already assume that the function $K$ admits pole at the BPS centres only. This is in agreement with the result obtained in [13] for the STU model. For simplicity we will consider one single BPS centre at $x = 0$, such that

$$K = \kappa + V(0)^{-1} \frac{p_s}{|x|}$$

whereas $V$ and $Y$ will admit poles at the (arbitrary $x_A \neq 0$) non-BPS centres

$$V = h - \sum_A \frac{p_A^0}{|x - x_A|}, \quad Y = y - \sum_A \frac{p_A}{|x - x_A|}$$

This restriction will somehow be complementary of the case discussed in [14], where they considered one single non-BPS centre and arbitrary many BPS ones.

One can then solve

$$\mathcal{L} = V(0)^{-2} \left( h - \sum_A \frac{p_A^0 |x - x_A|}{|x_A|^2} \right) \frac{p_s \times p_s}{|x|^2} + \frac{q_s + 2 \kappa \times p_s}{|x|} + \sum_A \frac{-\bar{q}_A}{|x - x_A|} + \ell$$

The choice of parametrization is justified by the value of the electromagnetic charges at each centre. One computes the charges of the BPS black hole as

$$q_{s0} = -\text{Tr} \left[ \kappa q_s + \left( \kappa \times \kappa - \frac{\ell + \sum_A \bar{q}_A}{V(0)} \right) p_s \right] - V(0)^{-3} \det[p_s] \sum_A \frac{p_A^0}{|x_A|^3}$$

$$Q_A = q_s + \ell \times p_s \frac{Y(0)}{V(0)}$$

$$P_s = p_s$$

$$p_s^0 = 0$$

and the charges of the non-BPS black holes as

$$q_{0A} = -\text{Tr} \left[ K(x_A) \bar{q}_A \right] + \det[K(x_A)] p_A^0$$

$$Q_A = \bar{q}_A - K(x_A) \times K(x_A) p_A^0 + \ell \times K(x_A) p_A$$

$$P_A = K(x_A) p_A^0 + \ell \times p_A$$

$$p_A^0 = p_A^0$$

(266)
In order to compute the expression of the function $M$, we will need to define the function

$$K_{AB} = \int \frac{d^3y}{4\pi |x-y||y|^3} \left( \frac{|x_A||y-x_B| - |x_B||y-x_A|}{|x_A||x_B||y-x_A||y-x_B|^2} \right)$$

(267)

We will not compute this integral, however one can show that it converges for any value of $x$, such that the function $K_{AB}$ is regular everywhere, and satisfies the differential equation

$$\Delta K_{AB} = \nabla \left( \frac{(|x_A||x-x_B| - |x_B||x-x_A|)^2}{|x_A||x_B||x-x_A||x-x_B|^2} \right) \cdot \nabla \frac{1}{|x|}$$

(268)

Using this function one computes the solution for $M$

$$M = m + V(0)^{-1} \frac{\det[p_\sigma]}{|x|^3} + \frac{1}{2} \text{Tr} \left[(q_\sigma + 2\kappa \times p_\sigma)p_\sigma\right] \frac{h - \sum A \frac{p_\sigma^0}{|x-x_A|^3}}{V(0)|x|^2}$$

$$+ \frac{V(0)^{-1}}{2} \sum A \left( \text{Tr} \left[(h\hat{q}_A - p_\sigma^0 l)p_\sigma\right] + (y^i p_\sigma p_\sigma) \right) \frac{1}{|x-x_A|^2 |x-x_B|^2}$$

$$- V(0)^{-1} \sum A \left( p_A^0 \text{Tr} \left[\hat{q}_A p_\sigma\right] + (p_\sigma^i p_\sigma p_\sigma) \right) \frac{1}{|x-x_A|^2 |x-x_B|^2}$$

$$- \frac{\det[p_\sigma]}{2V(0)^3} \sum A h p_A^0 \left( \frac{3|x-x_A|^2 + |x_A|^2 - 4|x_A||x-x_A|}{|x|^3 |x-x_A|^3} + \frac{1}{|x|^3 |x-x_A|^3} - \frac{1}{|x-x_A|^3 |x_A|^3} \right)$$

$$- V(0)^{-1} \sum_{A>B} (p_A^0 \text{Tr} \left[\hat{q}_B p_\sigma\right] + p_B^0 \text{Tr} \left[\hat{q}_A p_\sigma\right] + (p_A^i p_\sigma p_B) + (p_B^i p_\sigma p_A)) \left( F_{(A,B)0} + \frac{1}{|x_A||x_B|x|} \right)$$

$$+ V(0)^{-3} \sum_{A>B} p_A^0 p_B^0 \left( K_{AB} + \frac{|x_A-x_B|^2}{|x_A|^3 |x_B|^3 |x|^3} \right)$$

$$- V(0)^{-3} \det[p_\sigma] \left( \sum_B \frac{p_B^0}{|x_B|^3} \right) \left( \sum_A \frac{p_A^0}{|x_A|^3 |x|^3} \right)$$

$$+ V(0)^{-1} \left( h \text{Tr} \left[\hat{p}_\sigma\right] - (y^i p_\sigma y) \right) \frac{1}{|x|} - \sum A \frac{J_A^i(x-x_A)}{|x-x_A|^3}$$

(269)

where we chose the dipole harmonic function at $x = 0$ such as to cancel the divergence in $\frac{\hat{p}_\sigma}{|x|^3}$ in the scaling factor $e^{-4t^i}$, and each pole such that $\omega$ is globally defined. $F_{(A,B)0}$ is the function defined in the Appendix A for $x_c = 0$. We refer to [13, 14] for a more detailed discussion in the case of the STU model.
5.3 Near horizon geometry

The BPS centre

In the BPS centre near horizon geometry, one computes that

$$\omega = \frac{\varepsilon_{ijk} J_i x^j dx^k}{|x|^3} + \mathcal{O}(1)$$  \hspace{1cm} (270)

and

$$e^{-4U} = -q_{s0} \text{det}[p_*] + \text{Tr} \left[(q_* \times q_*)(p_* \times p_*)\right] + \left(q_*^I(p_* \times p_*) - \frac{1}{4} \text{Tr} [q_* p_*] \right)^2$$

$$+ 2 \left| J_* x^i \right|^2 - \left( \frac{J_*^2}{|x|^3} \right)^2 + \mathcal{O}(x^{-3})$$  \hspace{1cm} (271)

with

$$J_*^I \equiv -\frac{\text{det}[p_*]}{V(0)^2} \sum_A \frac{p_A^0 x_A^i}{|x_A|^3}$$  \hspace{1cm} (272)

an angular momentum induced by the interactions with the non-BPS black holes. The horizon area is thus

$$S_* = 4\pi \sqrt{I_4(q, p)} + |J_*|^2$$  \hspace{1cm} (273)

The scalar fields turn out to do not sit at the attractor values, in fact they are defined at the horizon as (choosing coordinates such that $J_*^i \partial_i = J_* \partial_z$)

$$t_* = \frac{-\partial I_4}{\partial q_*} + \ell \frac{\partial I_4}{\partial q_*^0} + p_* \left(J_* \cos(\theta_*) + i \sqrt{I_4 + |J_*|^2 + |J_*|^2 \sin^2(\theta_*)} \right)$$

$$- \frac{\partial I_4}{\partial q_*^0}$$  \hspace{1cm} (274)

Indeed one can check that the BPS attractor equation is not satisfied

$$\mathcal{D}Z_* = \frac{J_*^2 + J_*^2 \sin^2(\theta_*) + iJ_* \sin(\theta_*) \sqrt{I_4 + J_*^2 + J_*^2 \sin^2(\theta_*)}}{2(I_4 + J_*^2 + J_*^2 \sin^2(\theta_*))^{\frac{3}{4}}} \mathbb{1} \neq 0$$  \hspace{1cm} (275)

although the scalar fields are entirely determined by the electromagnetic charges and the local angular momentum. Note that the solution is not quaternionic at $x = 0$ (it admits non-trivial components in $\ell$) and therefore does not sit obviously in the $\mathcal{N} = 2$ truncation in which $Z(q, p)$ defines the central charge; all these components can nonetheless be eliminated by a duality transformation that shifts the axions by $-\ell \times \frac{Y(0)}{V(0)}$, such that it does.

There is therefore no enhancement of supersymmetry in the near horizon geometry. The horizon is itself a squashed sphere with an angular momentum induced by the
interactions with the non-BPS black holes. As a consequence, the horizon area is not determined by the quartic invariant of its charges, but is increased by the norm squared of its induced local angular momentum. This horizon is larger than the BPS horizon in all directions, because its metric

\[ ds^2 = \sqrt{I_4 + |J_s|^2 + |J_s|^2 \sin^2(\theta_s)} \, d\theta_s^2 + \frac{I_4 + |J_s|^2}{\sqrt{I_4 + |J_s|^2 + |J_s|^2 \sin^2(\theta_s)}} \sin^2(\theta_s) d\varphi^2 \]  

(276)

verifies that

\[ \frac{I_4 + |J_s|^2}{\sqrt{I_4 + |J_s|^2 + |J_s|^2 \sin^2(\theta_s)}} > \sqrt{I_4} \]  

(277)

The existence of interactions seems therefore to create a squashed horizon that surrounds the BPS horizon.

**Non-BPS centres**

The near horizon geometry of the non-BPS black holes is much simpler to extract. One directly obtains that

\[ \omega = \varepsilon_{ijk} J^A_i (x - x_A)^j \, dx^k + O(1) \]  

(278)

and

\[ e^{-4U} = -\frac{p_0^A \det[q_A] + (p_0^A (q_A \times q_A) p_A)}{|x|^4} - \left( \frac{J_A(x - x_A)^i}{|x|^3} \right)^2 + O(x^{-3}) \]  

(279)

Using the property that the charges of the non-BPS black holes are obtained by ‘T-duality’ of parameter \( K(x_A) \), one concludes that

\[ S_A = 4\pi \sqrt{-I_4(q_A, p_A) - |J_A|^2} \]  

(280)

as expected [40, 50, 51].

**5.4 The asymptotic region**

**The ADM mass**

To compute the ADM mass, it will be simpler to consider the asymptotic behaviour of the various functions in terms of the total electromagnetic charges

\[ V = h - \frac{p^0}{r} + O(r^{-2}) \, , \quad Y = y - \frac{p}{r} + O(r^{-2}) \, , \quad \mathcal{K} = k + \frac{p - k p^0}{r} + O(r^{-2}) \]  

(281)
and
\[ \mathcal{L} = \ell + \frac{q + 2k \times p - k \times k p^0}{r} + \mathcal{O}(r^{-2}) \]  
\hfill (282)

The total \( q_0 \) and \( q \) charges are determined such that
\[ q_0 + \text{Tr} [k \cdot q] + \text{Tr} \left[ \left( k \times k - \frac{\ell}{\hbar} \right) p \right] - \left( \text{det}[k] - \frac{1}{\hbar} \text{Tr} [\ell \cdot k] \right) p^0 = 0 \]
\[ q - k \cdot p - \frac{1}{\hbar} (p - k p^0) y = 0 \]  
\hfill (283)

Requiring the absence of total NUT charge implies
\[ M = m + \frac{\text{Tr} [\ell (p - k p^0)] - \frac{1}{\hbar} (y^\dagger (p - k p^0) y)}{r} + \mathcal{O}(r^{-2}) \]  
\hfill (284)

This is indeed the case provided
\[ F_{(A,B)0}(x) + \frac{1}{|x_A||x_B|} = \mathcal{O}(r^{-2}) \] , \quad \[ K_{AB}(x) + \frac{|x_A - x_B|^2}{|x_A|^3|x_B|^3 r} = \mathcal{O}(r^{-2}) \]  
\hfill (285)

in the asymptotic region. We prove explicitly the first limit in Appendix A, and we will assume that the second is valid. This is ensured by the conservation of the three-dimensional \( \mathfrak{e}_{8(8)} \) current, since there is no poles outside the black hole horizons.

By definition
\[ e^{-4U} = 1 + 4 \frac{M_{\text{ADM}}}{r} + \mathcal{O}(r^{-2}) \]  
\hfill (286)

which implies
\[ h \text{det}[\ell] = 1 + m^2 + (y^\dagger (\ell \times \ell) y) \]  
\hfill (287)

Using this equation, the asymptotic scalar fields simplify to
\[ t_0 = k + \frac{-m + i}{1 + m^2} \left( \ell \times \ell - \frac{2}{\hbar} \ell \times y y^\dagger + \ell \times \frac{y}{\hbar} \right) \]  
\hfill (288)

One computes that
\[ M_{\text{ADM}} = \frac{1}{4} \left( -\text{det}[\ell] p^0 + h \text{Tr} \left[ (\ell \times \ell) (q + 2k \times p - k \times k p^0) \right] \right. \]
\[ -2(y^\dagger (q + 2k \times p - k \times k p^0) y) + (y^\dagger (\ell \times \ell) p + p^\dagger (\ell \times \ell) y) \]
\[ \left. + 2m \text{Tr} [k p^0 - kp] + \frac{2m}{\hbar} (y^\dagger (p - k p^0) y) \right) \]  
\hfill (289)
After some algebra, one computes that it can be rewritten as

\[ M_{ADM} = \frac{\hbar}{4} \left( \text{Tr} \left[ (\ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger) Q \right] + 2 \text{Tr} \left[ \left( (\mathbf{k} + \mathbf{\ell} \times \frac{y}{\hbar}) \times (\ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger) \right) \right] - \frac{2m}{1 + m^2} \left( \ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger \right) \right) \]

\[ - \left( \frac{1}{1 + m^2} \text{det} \left[ \left( \ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger \right) \right] + \frac{1}{1 + m^2} \text{Tr} \left[ \left( \mathbf{k} + \mathbf{\ell} \times \frac{y}{\hbar} \right) \times \left( \mathbf{k} + \mathbf{\ell} \times \frac{y}{\hbar} \right) \times \left( \ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger \right) \right] \right) \]

where we used in particular that

\[ \left( \ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger \right) \times \left( \ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger \right) = \left( \text{det}[\ell] - \frac{1}{\hbar}(y^\dagger(\ell \times \ell)y) \right) \left( \ell - \mathbf{y}^\dagger \right) \]

\[ \text{det} \left[ \ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger \right] = \left( \text{det}[\ell] - \frac{1}{\hbar}(y^\dagger(\ell \times \ell)y) \right)^2 \] (291)

Before to be able to rewrite this expression in terms of the asymptotic central charges, we will first observe that

\[ N = \frac{\hbar \sqrt{1 + m^2}}{4} \left( q_0 + \text{Tr} \left[ \left( \mathbf{k} + \mathbf{\ell} \times \frac{y}{\hbar} \right) Q \right] - \text{Tr} \left[ \left( \mathbf{k} + \mathbf{\ell} \times \frac{y}{\hbar} \right) \times \left( \mathbf{k} + \mathbf{\ell} \times \frac{y}{\hbar} \right) \right] \right) - \frac{1}{1 + m^2} \left( \ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger \right) \right) \]

\[ - \left( \text{det} \left[ \mathbf{k} + \mathbf{\ell} \times \frac{y}{\hbar} \right] \right) \]

\[ - \frac{1}{1 + m^2} \text{Tr} \left[ \left( \ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger \right) \times \left( \mathbf{k} + \mathbf{\ell} \times \frac{y}{\hbar} \right) \times \left( \ell \times \ell - \frac{2}{\hbar} \ell \times \mathbf{y}^\dagger \right) \right] \right) \]

vanishes identically according to (283). Then one can compute that

\[ M_{ADM} = M_{ADM} - \frac{3e^{i\alpha} + e^{-3i\alpha}}{4} N \]

\[ = -\frac{1}{4} \left( 3e^{i\alpha} Z(q, p) + e^{-3i\alpha} \overline{Z}(q, p) - e^{-i\alpha} \left( \text{Tr} \left[ \mathcal{D}Z(q, p) \right] - \text{Tr} \left[ \overline{\mathcal{D}}Z(q, p) \right] \right) \right) \]

\[ = -e^{i\alpha} Z(q, p) + \frac{i}{2} e^{-i\alpha} \text{Im} \left[ e^{2i\alpha} Z(q, p) + \text{Tr} \left[ \mathcal{D}Z(q, p) \right] \right] \] (293)

for

\[ e^{i\alpha} = \frac{m + i}{\sqrt{1 + m^2}} \] (294)

This form indeed generalises the formula derived in [34] for the STU model.
Angular momentum

Using the property that the angular momentum is defined by the asymptotic expression of the Kaluza–Klein vector

\[ \omega = \frac{\varepsilon_{ijk} J^i x^j dx^k}{|x|^3} + \mathcal{O}(x^{-2}) \]  

(295)

one can compute that it also defines the asymptotic component of the function \( M \)

\[ M = m - J_i \frac{x^i}{|x|^3} + \frac{1}{2V(0)|x|} (\text{Tr} [(V\mathcal{L} + \hbar \ell) p_s] - (Y^\dagger p_s y) - (y^\dagger p_s y)) + \mathcal{O}(x^{-3}) \]  

(296)

where the last term includes the terms in \( \frac{1}{|x|} \) and \( \frac{1}{|x|^2} \). To compute this expression, we would need the asymptotic behaviour of the function \( K_{AB} \). We will consider instead a undetermined parameter \( j_{AB}^i \) such that

\[ K_{AB} = -\frac{|x_A - x_B|^2}{|x_A|^3 |x_B|^3 |x|} - \frac{1}{2} \left( \frac{1}{|x_A|} - \frac{1}{|x_B|} \right)^3 \frac{x_A - x_B}{|x_A - x_B|} \cdot \frac{x}{|x|^3} - j_{AB} \frac{x^i}{|x|^3} + \mathcal{O}(x^{-3}) \]  

(297)

The specific choice for the second term (that could have been absorbed in the constants \( j_{AB}^i \)) will become clear shortly. Using this expression one computes

\[
-J^i = \frac{1}{2V(0)} \text{Tr} [(q_s + 2\kappa \times p_s) p_s] \sum_A \frac{p_A^0 x_A^i}{|x_A|^2}
- \frac{1}{2V(0)} \sum_A \left( \left( \text{Tr} [(\hbar \vec{\omega}_A - p_A^0 \ell) p_s] - (y^\dagger p_s y) (p_A^0 p_s y) \right) \frac{x_A^i}{|x_A|^3} \right)
+ \frac{1}{V(0)} \sum_A \left( (p_A^0 \text{Tr} [\vec{q}_A p_s] + (p_A^0 p_s p_A^0)) \frac{x_A^i}{|x_A|^2} \right)
+ \frac{\det[p_s]}{2V(0)^3} \left( h - 2 \sum_B \frac{p_B^0}{|x_B|} \left( \sum_A \frac{p_A x_A^i}{|x_A|^3} - \sum_A J_A^i \right) \right)
+ \frac{1}{2V(0)} \sum_{A > B} \left( (p_A^0 \text{Tr} [\vec{q}_B p_s] + p_B^0 \text{Tr} [\vec{q}_A p_s] + (p_A^0 p_s p_B^0) + (p_B^0 p_s p_A^0)) \right)
\]

(298)

\[
\left( \frac{x_A^i - x_B^i}{|x_A - x_B|} \left( \frac{1}{|x_A|} - \frac{1}{|x_B|} \right) + \frac{x_A^i + x_B^i}{|x_A - x_B|} \right)
- \frac{1}{|x_A - x_B|} \left( x_A - x_B \right) \cdot \left( x_A - x_B \right) (x_A^i - x_B^i)
\]

\[
\frac{1}{|x_A - x_B|} \left( \frac{1}{|x_A|} - \frac{1}{|x_B|} \right)^3 \frac{x_A^i - x_B^i}{|x_A - x_B|} + 2j_{AB}^i
\]

(298)
After some algebra one obtains that the angular momentum can be rewritten as

\[ J^i = \frac{1}{2} \sum_A \left( q_0^0 p_A^0 + \text{Tr} \left[ Q_A P_A^0 \right] - \text{Tr} \left[ Q_A Q_B^* \right] - p_A^0 q_0^0 \right) \frac{x^i_A}{|x_A|} \]

\[ + \frac{1}{2} \sum_{A>B} \left( q_0^0 p_B^0 + \text{Tr} \left[ Q_A P_B^0 \right] - \text{Tr} \left[ Q_A Q_B^0 \right] - p_A^0 q_0^0 \right) \frac{x^i_A - x^i_B}{|x_A - x_B|} \]

\[ + \sum_A J^i_A - J^i + \frac{\text{det} [p_0]}{V(0)^3} \sum_{A>B} p_A^0 p_B^0 j^i_{AB} \]

\[ + \frac{1}{2V(0)} \sum_{A>B} \left( p_A^0 \text{Tr} \left[ Q_B^0 F_B \right] + p_B^0 \text{Tr} \left[ Q_A^0 F_A \right] + (p_A^0 p_B p_A^0) + (p_B^0 p_A p_B^0) \right) \frac{|x_B|^2 x^j_A - (x_B \cdot x_A) x^j_B + |x_A|^2 x^j_B - (x_A \cdot x_B) x^j_A}{|x_A - x_B||x_A||x_B| \left( |x_A - x_B| + |x_A| + |x_B| \right)} \] (299)

The first two lines correspond to the usual electromagnetic dipole angular momentum. Note that although the charges of the non-BPS black holes would have been trivially commuting in the absence of a BPS centre, the presence of the latter rotates the charges differently depending of their distance from the BPS centre. The third lines contains the angular momenta that can be felt in the near horizon region of each black hole, although note that the angular momentum induced by the non-BPS black holes in the near horizon region of the BPS one has the opposite sign with respect to the contribution to the angular momentum in the asymptotic region. The last line corresponds to a contribution to the angular momentum that would vanish if the centres were all aligned, similar as the one that exists for non-BPS black hole composites. Relying on duality invariance, it is clear that the constants \( j^i_{AB} \) should vanish for an axisymmetric solution, and that they should produce a contribution similar to the last line contribution in general. But we will not prove this property in this paper.

6 Locally BPS system

Let us now describe a locally BPS system, which is defined by the usual BPS system of differential equations with additional harmonic functions sourcing axions that do not lie in the \( \mathcal{N} = 2 \) truncation. We consider therefore two scalar functions \( L_0 \) and \( K^0 \), and two Hermitian matrices over the quaternions \( \mathcal{L} \) and \( \mathcal{K} \), which altogether would define the harmonic functions of the maximal \( \mathcal{N} = 2 \) truncation. In addition we will consider a 3-vector of quaternions of harmonic functions \( Y \), such that only \( K^0, \mathcal{K} \) and \( Y \) are harmonic.
functions, whereas $L_0$ and $\mathcal{L}$ satisfy
\[
d \star (dL_0 + Y^\dagger(d\mathcal{K})Y - Y^\dagger \mathcal{K} dY - (dY^\dagger) \mathcal{K} Y) = 0
\]
\[
d \star (d\mathcal{L} + K^0 d(Y Y^\dagger) - YY^\dagger dK^0) = 0 \tag{300}
\]
The metric is then defined as in the BPS system by
\[
e^{-4U} = I_4 = K^0 \det[\mathcal{L}] - L_0 \det[\mathcal{K}] + \text{Tr} \left( (\mathcal{L} \times \mathcal{L})(\mathcal{K} \times \mathcal{K}) \right) - \frac{1}{4} \left( K^0 L_0 + \text{Tr} \left[ \mathcal{K} \mathcal{L} \right] \right)^2 \tag{301}
\]
and
\[
\star d\omega = \frac{1}{2} \left( K^0 dL_0 + \text{Tr} \left[ \mathcal{K} d\mathcal{L} \right] - \text{Tr} \left[ \mathcal{L} d\mathcal{K} \right] - L_0 dK^0 \right) \tag{302}
\]
which is well defined because
\[
K^0 \Delta L_0 + \text{Tr} \left[ \mathcal{K} \Delta \mathcal{L} \right] = K^0 \text{Tr} \left[ \mathcal{K} \Delta (Y Y^\dagger) \right] + \text{Tr} \left[ \mathcal{K} \left( -K^0 \Delta (Y Y^\dagger) \right) \right] = 0 \tag{303}
\]
The scalar fields are defined as
\[
t = \frac{\frac{\partial \sqrt{T_\xi}}{\partial \mathcal{L}} - i\mathcal{K}}{\frac{\partial \sqrt{T_\xi}}{\partial L_0} - iK^0} + \ell \star Y \tag{304}
\]
and the three dimensional vector components of the vector fields are
\[
\star dw_0 = L_0 + Y^\dagger(d\mathcal{K})Y - Y^\dagger \mathcal{K} dY - (dY^\dagger) \mathcal{K} Y
\]
\[
\star dw = d\mathcal{L} + K^0 d(Y Y^\dagger) - YY^\dagger dK^0 + \ell \star ((d\mathcal{K})Y - \mathcal{K} dY)
\]
\[
\star dv = d\mathcal{K} + \ell \star (Y dK^0 - K^0 dY)
\]
\[
\star dv^0 = dK^0 \tag{305}
\]
However, there is no regular composite black hole solutions which involve the functions $Y$ in a non-trivial manner, because a pole in $Y$ necessarily renders the corresponding axion field singular.

7 Maximal nilpotent orbits

The three solvable systems of differential equations we discussed in this paper were all associated to nilpotent orbits which exist in $D_4$, i.e. that they can be represented by elements of $\mathfrak{so}(8, \mathbb{C})$ appropriately embedded inside $\mathfrak{e}_8$. In fact the almost BPS system is associated to the principal orbit of $SO(4, 4)$, and the non-BPS composite (as well as the locally BPS) are associated to the subregular orbit of $SO(4, 4)$. They correspond
to two inequivalent nilpotent orbits in the coset component $\mathfrak{e}_8 \oplus \mathfrak{so}(16, \mathbb{C})$. Since they correspond to direct generalisations of the STU models, it was somehow natural that their expression was very similar to $\mathcal{N} = 2$ supergravity expressions.

In fact there are orbits of type $D_5$ which generalise these three orbits. The embedding of the principal nilpotent orbit of $SO(5, 5)$ defines a system which generalises the almost BPS system, and the embedding of its subregular nilpotent orbit defines two inequivalent systems generalising the non-BPS composite system and the locally BPS system. Then the linearly realised $SU(2) \times SL(3, \mathbb{H})$ symmetry is broken to $SU(2) \times SU(2) \times SL(2, \mathbb{H})$ and these three systems include 8 more functions which transform in the fundamental of $SL(2, \mathbb{H})$. The $SO(5, 5)/(SO(3, 2) \times SO(2, 3))$ model defines a truncation of the $SO(8, 5 + n)/(SO(6, 2) \times SO(2, 3 + n))$ one that captures most information about $\mathcal{N} = 4$ supergravity black holes solutions. Indeed, the maximal nilpotent orbit of $\mathfrak{so}(8, 5 + n)$ which admits a non-trivial intersection with the coset component is of type $D_5$, and corresponds to the maximal nilpotent orbit of $SO(5, 5)$.

The maximal orbit of $E_8(8)$ which admits an intersection with the coset component orthogonal to $\mathfrak{so}^*(16)$ is of type $E_6$, which justifies the use of the $E_6(6)/Sp_8(8, \mathbb{R})$ to obtain black hole solutions in $\mathcal{N} = 8$ supergravity. Once again the principal nilpotent orbit of $E_6$ appropriately embedded inside $\mathfrak{e}_8(8)$ defines a generalisation of the almost BPS system, and the subregular orbit of $E_6$ defines two inequivalent nilpotent orbits associated respectively to a generalisation of the composite non-BPS system and of the locally BPS system. In this case the linearly realised symmetry of these systems is broken to $\prod_{i=0}^4 SU(2)_i$, and the latters include 4 more functions defining a quaternion, that is 56 functions in whole. We will describe in this section the three nilpotent orbits of type $E_6$ in $\mathfrak{e}_8(8)$.

It is useful to consider the decomposition of $\mathfrak{so}^*(16)$

$$\mathfrak{so}^*(16) \cong \bigoplus_{i=0}^3 \mathfrak{so}^*(4)_i \oplus \bigoplus_{i>j} (4_i \otimes 4_j)$$

$$\cong \bigoplus_{i=0}^3 \mathfrak{sl}_2^{(i)} \oplus \bigoplus_{i=0}^3 \mathfrak{su}(2)_i \oplus \bigoplus_{i>j} 2^{(i)} \otimes 2^{(j)} \otimes (2_i \otimes 2_j)$$

with respect to which the coset component $128$ decomposes as

$$128 \cong 2^{(0)} \otimes 2^{(1)} \otimes 2^{(2)} \otimes 2^{(3)} \oplus \bigoplus_{i>j \neq k>l} 2^{(i)} \otimes 2^{(j)} \otimes (2_k \otimes 2_l) \oplus (2_0 \otimes 2_1 \otimes 2_2 \otimes 2_3)$$

The four $\mathfrak{sl}_2^{(i)}$ correspond precisely to the STU truncation, as well as the $2^{(0)} \otimes 2^{(1)} \otimes 2^{(2)} \otimes 2^{(3)}$ of the coset component. We will call $H_i$ Cartan generators of the $\mathfrak{sl}_2^{(i)}$. The
$SU(2)$ factors cannot be further decomposed within a real graded decomposition (i.e. with respect to a $\mathfrak{gl}_1$ and not a $\mathfrak{u}(1)$ which would require complexification). So for any graded decomposition, the $(2_0 \otimes 2_1 \otimes 2_2 \otimes 2_3)$ will always be of grade zero, and the corresponding graded decomposition of $\mathfrak{e}_8(8)$ will accordingly always includes $\mathfrak{so}(4,4)$ in its grade zero component.

This property implies that the nilpotent orbits of $\mathfrak{e}_8$ in the coset component orthogonal to $\mathfrak{so}(16,\mathbb{C})$ which admit a non-trivial intersection with the real $128$ inside $\mathfrak{e}_8(8)$, are necessarily associated to weighted Dynkin diagram of $\mathfrak{so}(16,\mathbb{C})$ for which the component associated to compact generators of the Cartan subalgebra of $\mathfrak{so}^*(16)$ are all null. They are of type $[a, b, c, d \in \mathbb{N}]$.

We refer to [60, 61] for the complete classification of the nilpotent orbits of $E_8(8)$.

### 7.1 Almost BPS solvable algebra

The maximal nilpotent orbit of $E_8(8)$ which does admit a non-trivial intersection with the coset component is associated to the weighted Dynkin diagram of $\mathfrak{e}_8(8)$ $[a_8^{20}_a, a_8^{20}_a]$ which defines the graded decomposition

$$
\mathfrak{e}_8(8) \cong 1^{(-11)} \oplus 1^{(-10)} \oplus 1^{(-9)} \oplus \mathfrak{8}_v^{(-8)} \oplus (1 \oplus \mathfrak{8}_a)^{(-7)} \oplus (1 \oplus \mathfrak{8}_c)^{(-6)} \oplus (1 \oplus 1 \oplus \mathfrak{8}_c)^{(-5)} \\
\oplus (1 \oplus \mathfrak{8}_a \oplus \mathfrak{8}_c)^{(-4)} \oplus (1 \oplus \mathfrak{8}_a \oplus \mathfrak{8}_a)^{(-3)} \oplus (1 \oplus \mathfrak{8}_a \oplus \mathfrak{8}_v)^{(-2)} \oplus (1 \oplus 1 \oplus \mathfrak{8}_a \oplus \mathfrak{8}_c)^{(-1)} \\
\oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{so}(4,4))^{(0)} \oplus (1 \oplus 1 \oplus \mathfrak{8}_v \oplus \mathfrak{8}_c)^{(1)} \\
\oplus (1 \oplus \mathfrak{8}_a \oplus \mathfrak{8}_v)^{(2)} \oplus (1 \oplus \mathfrak{8}_v \oplus \mathfrak{8}_a)^{(3)} \oplus (1 \oplus \mathfrak{8}_a \oplus \mathfrak{8}_c)^{(4)} \\
\oplus (1 \oplus 1 \oplus \mathfrak{8}_c)^{(5)} \oplus (1 \oplus \mathfrak{8}_c)^{(6)} \oplus (1 \oplus \mathfrak{8}_a)^{(7)} \oplus \mathfrak{8}_v^{(8)} \oplus 1^{(9)} \oplus 1^{(10)} \oplus 1^{(11)} \quad (308)
$$

A representative element of the orbit is a generic element of grade 1, for which all four components are non-zero and such that the vector and the spinor have a non-vanishing norm. The four components have all different weights with respect to the four $\mathfrak{gl}_1$ such that no combination of them leaves the element invariant. The vector is only preserved by $Spin(3,4) \subset Spin(4,4)$, and the chiral spinor by $G_2(2) \subset Spin(3,4)$. The corresponding nilpotent orbit has dimension 216, and is isomorphic to

$$
E_8(8)/(G_2(2) \ltimes \mathbb{R}^{2\times 7+4}) \quad (309)
$$

Its intersection with the coset component is associated to the $\mathfrak{so}^*(16)$ weighted Dynkin diagram $[a_8^{20}_a, a_8^{20}_a]$, (i.e. $H_1 + 2H_2 + 3H_3 + 5H_0$ in the $STU$ basis) which defines the graded
decomposition

$$\mathfrak{so}^*(16) \cong 1^{(-10)} \oplus (2_0 \otimes 2_3)^{(-8)} \oplus (2_0 \otimes 2_2)^{(-7)} \oplus (1 \oplus 2_0 \otimes 2_1)^{(-6)} \oplus (2_2 \otimes 2_3)^{(-5)}$$
$$\oplus (1 \oplus 2_1 \otimes 2_3 \otimes 2_0 \otimes 2_1)^{(-4)} \oplus (2_1 \otimes 2_2 \otimes 2_0 \otimes 2_2)^{(-3)} \oplus (1 \oplus 2_1 \otimes 2_3 \otimes 2_0 \otimes 2_3)^{(-2)} \oplus (2_1 \otimes 2_2 \otimes 2_2 \otimes 2_3)^{(-1)}$$
$$\oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \bigoplus_{i=0}^{3} \mathfrak{su}(2)_{i})^{(0)} \oplus (2_1 \otimes 2_2 \otimes 2_2 \otimes 2_3)^{(1)}$$
$$\oplus (1 \oplus 2_1 \otimes 2_3 \otimes 2_0 \otimes 2_3)^{(2)} \oplus (2_1 \otimes 2_2 \otimes 2_0 \otimes 2_2)^{(3)} \oplus (1 \oplus 2_1 \otimes 2_3 \otimes 2_0 \otimes 2_1)^{(4)}$$
$$\oplus (2_2 \otimes 2_3)^{(5)} \oplus (1 \oplus 2_0 \otimes 2_1)^{(6)} \oplus (2_0 \otimes 2_2)^{(7)} \oplus (2_0 \otimes 2_3)^{(8)} \oplus 1^{(10)} \quad (310)$$

for which the 128 decomposes as

$$128 \cong 1^{(-11)} \oplus 1^{(-9)} \oplus (2_1 \otimes 2_2)^{(-8)} \oplus (1 \oplus 2_1 \otimes 2_3)^{(-7)} \oplus (2_2 \otimes 2_3)^{(-6)} \oplus (1 \oplus 1 \oplus 2_0 \otimes 2_1)^{(-5)}$$
$$\oplus (2_0 \otimes 2_2 \otimes 2_2 \otimes 2_3)^{(-4)} \oplus (1 \oplus 2_0 \otimes 2_3 \otimes 2_1 \otimes 2_3)^{(-3)} \oplus (2_0 \otimes 2_2 \otimes 2_1 \otimes 2_2)^{(-2)} \oplus (1 \oplus 1 \oplus 2_0 \otimes 2_3 \otimes 2_0 \otimes 2_1)^{(-1)}$$
$$\oplus (2_0 \otimes 2_1 \otimes 2_2 \otimes 2_3)^{(0)} \oplus (1 \oplus 1 \oplus 2_0 \otimes 2_3 \otimes 2_0 \otimes 2_1)^{(1)}$$
$$\oplus (2_0 \otimes 2_2 \otimes 2_1 \otimes 2_2)^{(2)} \oplus (1 \oplus 2_0 \otimes 2_3 \otimes 2_1 \otimes 2_3)^{(3)} \oplus (2_0 \otimes 2_2 \otimes 2_2 \otimes 2_3)^{(4)}$$
$$\oplus (1 \oplus 1 \oplus 2_0 \otimes 2_1)^{(5)} \oplus (2_2 \otimes 2_3)^{(6)} \oplus (1 \oplus 2_1 \otimes 2_3)^{(7)} \oplus (2_1 \otimes 2_2)^{(8)} \oplus 1^{(9)} \oplus 1^{(11)} \quad (311)$$

where 2_i \otimes 2_j is the real vector representation of SO(4)_{ij} \cong SU(2)_i \times \mathbb{Z}_2 SU(2)_j. Again an element of the orbit carries a non-trivial component in each irreducible representation of the grade one component of the 128. Therefore no combination of the gl_1 generators leaves it invariant, and only the diagonal of the three SU(2)_i (for i = 0, 1, 3) leaves both the 2_1 \otimes 2_2 and the 2_2 \otimes 2_3 invariant. The corresponding orbit of Spin^*_c(16) is of dimension 108, and is isomorphic to

$$Spin^*_c(16)/\left(SU(2) \times SU(2) \ltimes \mathbb{R}^{3+3}\right) \quad (312)$$

Any element of the positive grade component is also an element of this orbit, as long as the grade one component admits generic elements, for every value of the higher order components. The components of positive grades define a solvable algebra of dimension 108 which intersection with the coset component is of dimension 56, and therefore which permits to define a system of solvable equations for 56 sourced harmonic functions, i.e. one for each electromagnetic component. This system contains the almost BPS system.

We will now describe this nilpotent algebra \n in terms of the associated differential graded algebra \wedge \mathfrak{n}^*, as we did in section 2.2.
Before to consider the maximal nilpotent orbit, let us restrict ourselves in a first step to the maximal nilpotent orbit of $SO(4, 4)$ in $\mathfrak{e}_8(8)$ (discussed in more details in this paper), i.e. of weighted Dynkin diagram $\begin{diagram} A_4 \cdot A_2 \cdot A_2 \end{diagram}$. In that case the relevant solvable algebra inside $\mathfrak{e}_8(8)$ admits an $E_6(6)$ automorphism and can be written in terms of the exceptional Jordan algebra.

For the solvable algebra

$$\begin{align*}
(1 \oplus 27)^{(1)} & \oplus 27^{(2)} \oplus \overline{27}^{(3)} \oplus 1^{(4)} \oplus 1^{(5)}
\end{align*}$$

we define $V$, $E_0$ and $M$ associated to the grade 1, 4 and 5 singlets respectively, and $K$, $E$ and $L$ the grade 1, 2 and 3 Hermitian matrices. We chose the notations to be as similar as possible to the ones used in the paper such that one can recognise to which generators are associated the various functions of the associated solvable systems. The differential reads

$$\begin{align*}
\delta E &= V K, \quad \delta L = E \times K, \quad \delta E_0 = \text{Tr} \ L K, \quad \delta M = E_0 V + \text{Tr} \ E L
\end{align*}$$

It is nilpotent because the cross product $\times$ is symmetric. Decomposing these expressions in terms of split real and split octonion numbers according to

$$\begin{align*}
K &= \begin{pmatrix}
K^1 & k_3 & k_2^* \\
k_3^* & K^2 & k_1 \\
k_2 & k_1^* & K^3
\end{pmatrix}
\end{align*}$$

and analogously for $E = (E^i, e_i)$ and $L = (L_i, l^i)$, one gets

$$\begin{align*}
\delta E^i &= V K^i, \quad \delta e_i = V k_i, \\
\delta L_i &= E^{i+1} K^{i+2} + E^{i+2} K^{i+1} - e_i k_i^* + k_i e_i^*, \\
\delta l^i &= -E^i k_i + K^i e_i + e_i^{i+2} k_i^{i+1} - k_i^{i+2} e_i^{i+1}, \\
\delta E_0 &= \sum_i (L_i K^i + l^i k_i^* - k_i l_i^*) , \\
\delta M &= E_0 V + \sum_i (E^i L_i + e_i l_i^* - l_i e_i^*) .
\end{align*}$$

where $i = 1, 2, 3$ and repeated indices are not summed. The nilpotency can be checked explicitly by using the property that the real part of a square is symmetric, and that the real part of a cube is cyclic. To decompose the algebra in its $\mathfrak{so}^*(16)$ and coset components, one must decompose the split octonions in terms of quaternions

$$\begin{align*}
k_i = k_i + \ell s_i, \quad e_i = e_i + \ell y_i, \quad l_i = l_i + \ell x_i
\end{align*}$$
and use the Cayley product (40).

The algebra then decomposes in terms of quaternions as

\[
\begin{align*}
\delta E^i &= VK^i, \quad \delta e_i = V k_i, \quad \delta y_i = V s_i; \\
\delta L_i &= E^{i+1} K^{i+2} + E^{i+2} K^{i+1} - e_i k_i^* + k_i e_i^* + y_i s_i^* - s_i y_i^*, \\
\delta L &= -E^i k_i + K^i e_i + e_i k_i^{*+1} - k_i^{*+2} e_i^{*+1} - s_i y_i^{*+1} + y_i s_i^{*+1}, \\
\delta x_i &= -E^i s_i + K^i y_i + k_i^{*+2} y_i^{*+1} + k_i^{*+1} y_i^{*+2} - e_i s_i^{*+1} - e_i s_i^{*+2}, \\
\delta E_0 &= \sum_i \left( L_i K^i + l^i k_i^* - k_i l^i - x_i s_i^* + s_i x_i^* \right); \\
\delta M &= E_0 V + \sum_i \left( E^i L_i + e_i l^i - l^i e_i^* + x_i^* y_i - y_i x_i^* \right). \tag{318}
\end{align*}
\]

which disentangles the elements \(V, K^i, k_i, y_i, L_i, l^i, M\) associated to the coset component from the elements \(s_i, E^i, e_i, x_i, E_0\) of the \(\mathfrak{so}^*(16)\) subalgebra. The automorphism group then reduces to \(SU(2) \times SL(3, \mathbb{H})\).

One obtains the maximal algebra by adding three generators associated to split octonions \(r_i \equiv r_i + \ell t_i\). \(t_i\) will be generators in the coset component 128 whereas \(r_i\) will correspond to generators of \(\mathfrak{so}^*(16)\). The \(E_6(6)\) automorphism will then be reduced to \(Spin(4, 4)\), such that octonions only get multiplied through the triality invariant products which preserve \(Spin(4, 4)\) in the three trial representations \(\rho_i^8\)

\[
(\rho_i((xy)^*))^s = \rho_{i+1}(x)\rho_{i+2}(y) \tag{319}
\]

According to this rule, the grading and the Jacobi identity determines completely the algebra up to a redefinition of \(r_i, \) as

\[
\begin{align*}
\delta E^1 &= VK^1, \quad \delta k_3 = K^1 r_3, \quad \delta r_2 = -r_1^* r_3^*; \\
\delta K^2 &= k_3 r_3^* - r_3 k_3^*, \quad \delta k_2 = K^1 r_2 - r_1^* k_3^*, \quad \delta e_3 = V k_3 + E^1 r_3; \\
\delta E^2 &= VK^2 - r_3 e_3^* + e_3 r_3^*, \quad \delta k_1 = K^2 r_1 + k_2 r_2^* - r_2^* k_2, \quad \delta e_2 = V k_2 + E^1 r_2 - r_1^* e_3; \\
\delta K^3 &= k_1 r_1^* - r_1 k_1^* + k_2 r_2^* - r_2 k_2^*, \quad \delta L_3 = E^1 K^2 + E^2 K^1 - e_3 k_3^* + k_3 e_3^*, \\
\delta e_1 &= V k_1 + E^2 r_1 + e_3 r_2^* - r_3^* e_2; \\
\delta E^3 &= VK^3 - r_1 e_1^* + e_1 r_1^* - r_2 e_2^* + e_2 r_2^*, \quad \delta l^1 = -E^1 k_1 + K^1 e_1 + e_3 k_2^* - k_3 e_2^* - L_3 r_1; \\
\end{align*}
\]

*Here \(\rho_1, \rho_2, \rho_3\) state for the same element of \(Spin(4, 4)\) in the chiral spinor, the antichiral spinor and the vector representation, respectively.*
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\[
\delta L_2 = E^3 K^1 + E^1 K^3 - e_2 k_2^* + k_2 e_2^* - l_1 r_1^* + r_1 l_1^* , \\
\delta^2 = -E^2 k_2 + K^2 e_2 + e_1^* k_3^* - k_1^* e_3^* - L_3 r_2 - l_2^* r_2^* ; \\
\delta^3 = -E^3 k_3 + K^3 e_3 + e_2^* k_4^* - k_2^* e_4^* - L_4 r_3 + r_2 l_2^* - l_2^* r_2^* ; \\
\delta L_1 = E^2 K^3 + E^3 K^2 - e_1 k_1^* + k_1 e_1^* - l_2^* r_2^* + r_2 l_2^* - l_3^* r_3^* + r_3 l_3^* ; \\
\delta E_0 = \sum L_i K^i + l_i^* k_i^* - k_i l_i^* \right) ; \\
\delta M = E_0 V + \sum (E^i L_i + e_i l_i^* - l_i^* e_i^* ) . \tag{320}
\]

Note that there is a particular truncation of this algebra for which there is an enhanced \(SO(5,5)\) symmetry, namely for \(r_3 = 0\). The algebra then corresponds to the nilpotent orbit \([ \omega \delta \omega \omega \omega] \). A representative element of the maximal nilpotent orbit in the coset component has \(V, K^1, t_3, t_1\) all different from zero.

### 7.2 Locally BPS solvable algebra

There is another pertinent orbit which also defines a system involving 56 harmonic functions, and which contains the BPS system. It can be obtained from the nilpotent orbits of \(c_{8(8)}\) weighted Dynkin diagram \([ \omega \delta \omega \omega \omega] \) which defines the graded decomposition

\[
c_{8(8)} \cong 1^{(-8)} \oplus 2^{(-7)} \oplus 8_v^{(-6)} \oplus (2 \oplus 8_a)^{(-5)} \oplus (1 + 2 \otimes 8_v)^{(-4)} \oplus (2 \oplus 8_a \oplus 8_v)^{(-3)} \\
\oplus (1 \oplus 2 \otimes 8_a \oplus 8_v)^{(-2)} \oplus (2 \oplus 2 \otimes 8_v \oplus 8_c)^{(-1)} \oplus (gl_1 \oplus gl_1 \oplus gl_1 \oplus sl_2 \oplus so(4,4))^{(0)} \\
\oplus (2 \oplus 2 \otimes 8_v \oplus 8_c)^{(1)} \oplus (1 + 2 \otimes 8_a \oplus 8_v)^{(2)} \oplus (2 \oplus 8_a \oplus 8_v)^{(3)} \\
\oplus (1 \oplus 2 \otimes 8_v)^{(4)} \oplus (2 \oplus 8_a)^{(5)} \oplus 8_v^{(6)} \oplus 2^{(7)} \oplus 1^{(8)} \tag{321}
\]

Such a nilpotent element admits a non-trivial component in each irreducible representation of the grade one component, including an element of the 2, a doublet of two linearly independent non null vectors and a non null chiral spinor. The two orbits associated to this graded decompositions are distinguished by the property that the two vectors are of the same signature or not. If they are, the doublet of vectors is left invariant by an \(SU(2,2) \subset Spin(4,4)\), and the chiral spinor by \(SU(2,1) \subset SU(2,2)\). Otherwise, they are left invariant by an \(SL(4) \subset Spin(4,4)\), and the chiral spinor by \(SL(3) \subset SL(4)\). These two orbits are of dimension 214, and are isomorphic to

\[
E_{8(8)}/(SU(2,1) \ltimes \mathbb{R}^{26}) , \quad E_{8(8)}/(SL(3) \ltimes \mathbb{R}^{26}) \tag{322}
\]

respectively. There is one intersection of each of these orbits with the coset component.

The intersection of the second is associated to the weighted Dynkin diagram \([ \omega \delta \omega \omega \omega] \).
Its positive grade components do not include the 8 charges of the \( STU \) truncation, and we will only discuss it in the following subsection. The intersection of the former is associated to the weighted Dynkin diagram \([\cdot \delta \cdot 2 \cdot 3 \cdot \delta \cdot 4]\) \(i.e.\ H_1 + 2H_2 + 4H_3\) which defines the graded decomposition

\[
\mathfrak{so}^*(16) \cong 1^{(-8)} \oplus (2 \otimes 2)^{(-6)} \oplus (2 \otimes 2)^{(-5)} \oplus (1 \oplus 2 \otimes 2_0 \otimes 2_3)^{(-4)} \oplus (2_1 \otimes 2_2 \oplus 2_1 \otimes 2_3)^{(-3)} \\
\oplus (1 \oplus 2 \otimes 2_0 \otimes 2_3)^{(-2)} \oplus (2 \otimes 2_0 \otimes 2_1 \otimes 2_2)^{(-1)} \oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{sl}_2 \oplus \bigoplus_{i=0}^3 \mathfrak{su}(2)_i)^{(0)}
\]

\[
\oplus (2 \otimes 2_0 \otimes 2_1 \oplus 2_2)^{(1)} \oplus (1 \oplus 2 \otimes 2_0 \otimes 2_2 \otimes 2 \otimes 2_3)^{(2)} \oplus (2_1 \otimes 2_2 \oplus 2_1 \otimes 2_3)^{(3)} \\
\oplus (1 \oplus 2 \otimes 2_0 \otimes 2_3)^{(4)} \oplus (2_1 \otimes 2_3)^{(5)} \oplus (2_2 \otimes 2_3)^{(6)} \oplus 1^{(8)} \quad (323)
\]

with respect to which the coset component decomposes as

\[
128 \cong 2^{(-7)} \oplus (2_0 \otimes 2_1)^{(-6)} \oplus (2 \otimes 2_0 \otimes 2_2)^{(-5)} \oplus (2 \otimes 2_1 \otimes 2_2)^{(-4)} \oplus (2 \otimes 2_0 \otimes 2_3 \oplus 2_0 \otimes 2_2)^{(-3)} \\
\oplus (2 \otimes 2_1 \otimes 2_3 \oplus 2_0 \otimes 2_1)^{(-2)} \oplus (2 \otimes 2 \otimes 2_2 \otimes 2_3 \oplus 2_0 \otimes 2_3)^{(-1)} \oplus (2_0 \otimes 2_1 \otimes 2_2 \oplus 2_3)^{(0)} \\
\oplus (2 \otimes 2 \otimes 2_2 \otimes 2_3 \oplus 2_0 \otimes 2_3)^{(1)} \oplus (2 \otimes 2_1 \otimes 2_3 \oplus 2_0 \otimes 2_1)^{(2)} \oplus (2 \otimes 2_0 \otimes 2_3 \oplus 2_0 \otimes 2_2)^{(3)} \\
\oplus (2 \otimes 2 \otimes 2_2)^{(4)} \oplus (2 \otimes 2_0 \otimes 2_2)^{(5)} \oplus (2_0 \otimes 2_1)^{(6)} \oplus 2^{(7)} \quad (324)
\]

A representative of the nilpotent orbit is then defined as an element of the grade one component with a non-zero \( 2 \) element, a doublet of linearly independent vectors of \( SO(4)_{23} \) and a vector of \( SO(4)_{03} \). The latter is only left invariant by the diagonal \( SU(2)_{03} \) subgroup of \( SO(4)_{03} \), and the doublet of vectors is only left invariant by a subgroup \( SO(2) \times SO(2) \subset SL(2) \times SU(2)_{2} \times SU(2)_{03} \). The element in the \( 2 \) is not left invariant by the \( SO(2) \) factor, such that the orbit is isomorphic to

\[
Spin_5^*(16)/\left(U(2) \times \mathbb{R}^9\right) \quad (325)
\]

and is of dimension 107. The associated system involves 56 harmonic functions and includes the BPS system. The property that one needs a doublet of linearly independent quaternions shows that such element does not exist inside the real \( \mathfrak{e}_{6(6)} \), and therefore the \( E_{6(6)}/Sp_{\mathfrak{c}}(8, \mathbb{R}) \) truncation might not be enough to describe this system of equations.

Similarly as for the almost BPS system, let us consider in a first place the \( E_{6(6)} \) invariant \( D_4 \) type nilpotent algebra associated to the orbit \([\cdot \delta \cdot 2 \cdot 3 \cdot \delta \cdot 4] \) \([\cdot \delta \cdot 2 \cdot 3 \cdot \delta \cdot 4] \). In that case one simply replaces the generator \( V \) associated to a \( \overline{D6} \) by a \( \tilde{V} \) associated to a D6, which gives

\[
\delta K = \tilde{V} E , \quad \delta L = E \times K , \quad \delta M = Tr \ E L , \quad \delta E_0 = M \tilde{V} + Tr \ L K \quad (326)
\]
or after decomposition

\[
\delta K' = \bar{\nabla} E^i, \quad \delta k_i = \bar{\nabla} e_i, \quad \delta s_i = \bar{\nabla} y_i
\]

\[
\delta L_i = E^{i+1} K^{i+2} + E^{i+2} K^{i+1} - e_i k_i^* + k_i e_i^* + y_i s_i^* - s_i y_i^*
\]

\[
\delta l^i = e_i^* k_i^* + k_i e_i^* - E^i k_i + K^i e_i - s_i y_i^* - s_i y_i^*
\]

\[
\delta x^i = K^i y_i + k_i^* y_i + k_i e_i^* + x^i y_i^* - y_i x^i
\]

\[
\delta M = \sum_i (E^i L_i + e_i l^* - l^i e_i^* + x^i y_i^*)
\]

\[
\delta E_0 = M \nabla + \sum_i (L_i K^i + l^i k_i^* - k_i l^i - x^i s_i^* + s_i x^i)
\]

(327)

The maximal solvable algebra can be obtained by adding again the same three octonions \( r_i \). And because the corresponding generators commute with the generator associated to \( \nabla \) (as can be checked from the grading), one gets the algebra

\[
\delta E^2 = - r_3 e_3^* + e_3 r_3^*, \quad \delta k_3 = \bar{\nabla} k_3 + K^1 r_3, \quad \delta r_2 = - r_1^* r_3^*; \quad \delta e_2 = - r_4^* e_3^*
\]

\[
\delta K^2 = \bar{\nabla} E^2 + k_3 r_3^* - r_3^* k_3^*, \quad \delta L_3 = E^2 K^1 - e_3 k_3^* + k_3 e_3^*
\]

\[
\delta e_1 = E^2 r_1 + e_3 r_3^* - r_3^* e_2^*; \quad \delta k_2 = \bar{\nabla} e_2 + K^1 r_2 - r_3^* k_3
\]

\[
\delta E^3 = - r_1 e_1^* + e_1 r_1^* - r_2 e_2^* + e_2 r_2^*; \quad \delta l^1 = K^1 e_1 + e_3^* k_3^* - k_3^* e_3^* - L_3 r_1
\]

Where we have ordered the terms in function of the grading, and we set \( E^1 \) to zero because it is of grade zero. Note that a closer look to the algebra permits to recognise the \( SL(2) \) automorphism of the maximal BPS system (generated by \( E^1 \) and its conjugate).
### 7.3 Non BPS solvable algebra

Now let us come back to the orbit associated to the weighted Dynkin diagram \([\frac{2}{5}H_0 + \frac{3}{2}H_1 + \frac{5}{2}H_2 + \frac{7}{2}H_3]\), for which \(\mathfrak{so}^*(16)\) decomposes as

\[
\begin{align*}
\mathfrak{so}^*(16) &\cong 1^{(-7)} \oplus (2 \times 2_3)^{(-6)} \oplus (1 \oplus 2 \otimes 2_3)^{(-5)} \oplus (2 \otimes 2 \oplus 2_0 \otimes 2_3)^{(-4)} \\
&\oplus (1 \oplus 2_0 \otimes 2_3 \oplus 2_0 \otimes 2_2)^{(-3)} \oplus (2_0 \otimes 2 \oplus 2_3 \oplus 2_0 \otimes 2_2)^{(-2)} \oplus (1 \oplus 2_0 \otimes 2 \oplus 2_1 \otimes 2 \oplus 2_2 \otimes 2_3)^{(-1)} \\
&\oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \bigoplus_{i=0}^{3} \mathfrak{su}(2)_i)^{(0)} \oplus (1 \oplus 2_0 \otimes 2 \oplus 2_1 \otimes 2_2 \oplus 2_2 \otimes 2_3)^{(1)} \\
&\oplus (2_0 \otimes 2 \oplus 2_1 \otimes 2_3 \oplus 2_0 \otimes 2_2)^{(2)} \oplus (1 \oplus 2_0 \otimes 2_3 \oplus 2_0 \otimes 2_2)^{(3)} \\
&\oplus (2_1 \otimes 2_2 \oplus 2_0 \otimes 2_3)^{(4)} \oplus (1 \oplus 2_1 \otimes 2_3)^{(5)} \oplus (2_2 \otimes 2_3)^{(6)} \oplus 1^{(7)} \quad (329)
\end{align*}
\]

and respectively does the \(128\)

\[
\begin{align*}
128 &\cong 1^{(-8)} \oplus 1^{(-7)} \oplus (2_0 \otimes 2_1)^{(-6)} \oplus (1 \oplus 2 \otimes 2_2)^{(-5)} \oplus (1 \oplus 2 \otimes 2_3 \oplus 2_1 \otimes 2_2)^{(-4)} \\
&\oplus (1 \oplus 2_1 \otimes 2_2 \oplus 2_0 \otimes 2_3)^{(-3)} \oplus (1 \oplus 2_2 \otimes 2_3 \oplus 2_0 \otimes 2_2 \oplus 2_1 \otimes 2_3)^{(-2)} \oplus (1 \oplus 2_2 \otimes 2_3 \oplus 2_0 \otimes 2_3 \oplus 2_0 \otimes 2_1)^{(-1)} \\
&\oplus (1 \oplus 2_0 \otimes 2 \oplus 2_1 \otimes 2_2 \otimes 2_3)^{(0)} \oplus (1 \oplus 2 \otimes 2_3 \oplus 2_0 \otimes 2_3 \oplus 2_0 \otimes 2_1)^{(1)} \\
&\oplus (1 \oplus 2_2 \otimes 2 \oplus 2_0 \otimes 2_2 \oplus 2_1 \otimes 2_3)^{(2)} \oplus (1 \oplus 2 \otimes 2_2 \oplus 2_1 \otimes 2_3)^{(3)} \\
&\oplus (2_1 \otimes 2_2 \oplus 2_0 \otimes 2_3)^{(4)} \oplus (1 \oplus 2_0 \otimes 2_2)^{(5)} \oplus (2_0 \otimes 2_1)^{(6)} \oplus 1^{(7)} \oplus 1^{(8)} \quad (330)
\end{align*}
\]

An element of the orbit is defined as a generic element of grade one. The four components are not left invariant by any combination of the \(\mathfrak{gl}_1\) and the three \(2_i \otimes 2_j\) are only left invariant by the diagonal \(SU(2)\) of the four \(SU(2)_i\), such that the orbit is of dimension 107 and isomorphic to \(Spin^*_e(16)/(SU(2) \ltimes \mathbb{R}^{3 \times 3+1})\) \((331)\)

The positive grade component defines a solvable algebra which almost contains the one associated to non-BPS solutions in the STU model, but a singlet generator associated to one D2 is in the grade zero component. However, adding such an element to a general element of grade one does not modify the stabiliser subgroup. Let us write \(L^{(n)}, L^{(n)}_{ij}\) the coefficients of the elements \((1 \oplus 2_i \otimes 2_j)^{(n)}\) in \(\mathfrak{so}^*(16)\), and \(X, X_{ij}\) the elements of the grade one component of the \(128\). We will consider the element of the \(2_i \otimes 2_j\) as \(2 \times 2\) matrix which multiply themselves through the contraction of their indices associated to the same \(SU(2)\). Note that any \(SO(4)\) vector is invertible as a \(2 \times 2\) matrix. One computes that the elements of the positive grade component of \(\mathfrak{so}^*(16)\) which leave invariant a generic
element of the grade one component of the 128 are defined from 10 parameters as

\[ L_{23}^{(6)} \cdot X_{23} = 0, \quad L_{13}^{(5)} = X_{03}^{-1}X_{01}L_{03}^{(5)}, \quad L_{03}^{(4)} \cdot X_{03} = 0, \quad L_{12}^{(4)} = X_{03}^{-1}X_{23}L_{03}^{(4)}, \]
\[ L_{01}^{(2)} \cdot X_{01} = 0, \quad L_{13}^{(2)} = X^{-1}X_{03}L_{01}^{(2)}, \quad L_{02}^{(2)} = X^{-1}X_{01}^{-1}X_{23}X_{03}L_{01}^{(2)} \]

(332)

An element which includes moreover a non-trivial element of grade 0 associated to a D2 with coefficient \(Y\) is also trivially invariant with respect to the diagonal \(SU(2)\), and is also left invariant by the positive grade elements as long as

\[ L_{01}^{(1)} = X^{-1}YL_{01}^{(2)}, \quad L_{03}^{(3)} = X^{-1}YL_{03}^{(4)} \]

(333)

It follows that one can associate the nilpotent element to the deformed grading associated to

\[ -\frac{1}{2}H_0 + \frac{3}{2}H_1 + \frac{5}{2}H_2 + \frac{7}{2}H_3 + \varepsilon \left( H_0 + H_1 + H_2 + H_3 \right) \]

(334)

which gives the following graded decomposition of \(\mathfrak{so}^*(16)\)

\[ \mathfrak{so}^*(16) \cong 1^{(-7,0) + (2_2 \otimes 2_3)^{(-6)}} + (1 \oplus 2_1 \otimes 2_3)^{(-5,0) + (2_1 \otimes 2_2)^{(-4)}} + (2_0 \otimes 2_3)^{(-4)} \]
\[ \oplus (1 \oplus 2_0 \otimes 2_3)^{(-3,0) + (2_0 \otimes 2_2)^{(-2)}} + (2_0 \otimes 2_1 \otimes 2_3)^{(-2)} + (2_0 \otimes 2_1)^{(-1)} \]
\[ \oplus (2_1 \otimes 2_2 \otimes 2_3)^{(-1)} + 1^{(-1,0) + (gl_1 \oplus gl_1 \oplus gl_1 \oplus gl_1 \oplus su(2)_{1})_0 + 1^{(1,0)}} \]
\[ \oplus (2_1 \otimes 2_2 \otimes 2_3)^{(1)} + (2_0 \otimes 2_1)^{(1)} + (2_0 \otimes 2_1 \otimes 2_3)^{(2)} + (2_0 \otimes 2_2)^{(2)} \]
\[ \oplus (1 \oplus 2_0 \otimes 2_3)^{(3)} + (2_0 \otimes 2_3)^{(4)} + (2_1 \otimes 2_2)^{(4)} + (1 \oplus 2_1 \otimes 2_3)^{(5)} + (2_2 \otimes 2_3)^{(6)} + 1^{(7,0)} \]

(335)

and of the 128

\[ 128 \cong 1^{(-8,0) + (2_0 \otimes 2_1)^{(-7,0) + (2_0 \otimes 2_2)^{(-6)}} + (2_0 \otimes 2_3)^{(-5)}} + (1 \oplus 2_0 \otimes 2_3)^{(-4,0)} \]
\[ \oplus (2_1 \otimes 2_2)^{(-4)} + (2_1 \otimes 2_2)^{(-3,0) + (1 \oplus 2_1 \otimes 2_3)^{(-3)}} + (1 \oplus 2_1 \otimes 2_3)^{(-2,0) + (1 \oplus 2_1 \otimes 2_3)^{(-2)}} \]
\[ \oplus (2_0 \otimes 2_1 \otimes 2_2)^{(-2)} + (2_2 \otimes 2_3)^{(-1)} + (1 \oplus 2_0 \otimes 2_3)^{(-1)} + 1^{(-1,0)} \]
\[ \oplus (2_0 \otimes 2_1 \otimes 2_3)^{(0)} + (1 \oplus 2_0 \otimes 2_3)^{(1)} + (1 \oplus 2_0 \otimes 2_3)^{(2)} + (1 \oplus 2_1 \otimes 2_3)^{(3)} + (2_2 \otimes 2_3)^{(4)} \]
\[ \oplus (2_2 \otimes 2_3)^{(5)} + (1 \oplus 2_1 \otimes 2_3)^{(6)} + (1 \oplus 2_1 \otimes 2_3)^{(7)} + 1^{(7,0)} + 1^{(8,0)} \]

(336)

Although this is slightly more subtle in this case, one gets in this way a solvable algebra which defines a solvable system of differential equations involving 56 harmonic functions.
which generalises the composite non-BPS system of the STU model. Of course we could fix \( \varepsilon \) to any fixed value, for instance \( \varepsilon = 1 \) permits to exhibit an additional \( SL(2) \) symmetry of the system. The graded decomposition is then defined with respect to \( 2H_1 + 3H_2 + 4H_3 \), and gives

\[
\mathfrak{so}^*(16) \cong 1^{(-8)} \oplus (2_2 \otimes 2_3)^{(-7)} \oplus (1 \oplus 2_1 \otimes 2_3)^{(-6)} \oplus (2_1 \otimes 2_2)^{(-5)} \\
\oplus (1 \oplus 2_2 \otimes 2_3)^{(-4)} \oplus (2 \otimes 2_0 \otimes 2_2)^{(-3)} \oplus (2 \otimes 2_0 \otimes 2_1 \oplus 2_1 \otimes 2_3)^{(-2)} \\
\oplus (2_1 \otimes 2_2 \oplus 2_2 \otimes 2_3)^{(-1)} \oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{s}l_2 \oplus \bigoplus_{i=0}^{3} \mathfrak{su}(2)_r)^{(0)} \\
\oplus (2_1 \otimes 2_2 \oplus 2_2 \otimes 2_3)^{(1)} \oplus (2 \otimes 2_0 \otimes 2_1 \oplus 2_1 \otimes 2_3)^{(2)} \oplus (2 \otimes 2_0 \otimes 2_2)^{(3)} \\
\oplus (1 \oplus 2_2 \otimes 2_3)^{(4)} \oplus (2_1 \otimes 2_2)^{(5)} \oplus (1 \oplus 2_1 \otimes 2_3)^{(6)} \oplus (2 \otimes 2_3)^{(7)} \oplus 1^{(8)} \quad (337)
\]

and of the \( 128 \)

\[
128 \cong 2^{(-9)} \oplus (2_0 \otimes 2_1)^{(-7)} \oplus (2_0 \otimes 2_2)^{(-6)} \oplus (2 \oplus 2_0 \otimes 2_3)^{(-5)} \oplus (2 \otimes 2_1 \otimes 2_2)^{(-4)} \\
\oplus (2 \oplus 2_2 \otimes 2_3)^{(-3)} \oplus (2 \otimes 2_2 \otimes 2_0 \oplus 2 \otimes 2_0 \otimes 2_2)^{(-2)} \oplus (2 \oplus 2_0 \otimes 2_3 \oplus 2_0 \otimes 2_2)^{(-1)} \\
\oplus (2_0 \otimes 2_1 \otimes 2_2 \otimes 2_3)^{(0)} \oplus (2 \oplus 2_0 \otimes 2_3 \otimes 2_0 \otimes 2_1)^{(1)} \oplus (2 \otimes 2_2 \otimes 2_3 \otimes 2_0 \otimes 2_2)^{(2)} \oplus (2 \oplus 2_1 \otimes 2_3)^{(3)} \\
\oplus (2 \otimes 2_1 \otimes 2_2)^{(4)} \oplus (2 \otimes 2_0 \otimes 2_3)^{(5)} \oplus (2_0 \otimes 2_2)^{(6)} \oplus (2 \otimes 2_1)^{(7)} \oplus 2^{(9)} \quad (338)
\]

In order to obtain the ‘maximal’ non-BPS nilpotent algebra from the almost BPS one, one can again simply replace the \( \mathbf{K} \) generators associated to D4’s by conjugates \( \overline{\mathbf{K}} \) associated to \( \overline{\mathbf{D}} \). Using the already derived commutation relations, it remains only to compute the ones involving \( \mathbf{r}_i \) and \( \overline{\mathbf{K}} \). But noting that the algebra admits an \( SL(2) \) automorphism with respect to which \( (\overline{\mathbf{K}}, \mathbf{L}) \) transforms as a doublet and \( \mathbf{r}_i \) is invariant, one gets these relations without effort.

\[
\delta r_2 = -r^*_2 r_3, \quad \delta k^1 = -K_3 r_1, \quad \delta l^1 = -L_3 r_1; \\
\delta K_2 = -k_1 r^*_1 + r_1 k^*_1, \quad \delta L_2 = -l_1 r^*_1 + r_1 l^*_1; \\
\delta k^2 = -K_3 r_2 - k^*_1 r^*_3, \quad \delta l^2 = -L_3 r_2 - l^*_1 r^*_3; \\
\delta E^1 = K_2 L_3 + K_3 L_2 - k^1 l^1 + l^1 k^1; \\
\delta k^3 = -K r_3 + r^*_2 k^*_3 - k^2 r^*_1, \quad \delta l^3 = -L_2 r_3 + r^*_2 l^1 - l^2 r^*_1; \\
\delta K_1 = -k^2 r^*_2 + r^*_2 k^2 - k^3 r^*_3 + r^*_3 k^3, \quad \delta L_1 = -l^2 r^*_2 + r^*_2 l^2 - l^3 r^*_3 + r^*_3 l^3; \\
\delta e_3 = -K_3 l^3 + L_3 k^3 + k^2 r^*_1 - l^2 r^*_3 + E^1 r^*_3;
\]
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\[
\delta E^2 = K_3 L_1 + K_1 L_3 - k^2 l^{2*} + l^2 k^{2*} - r_3 e^*_3 + e_3 r^*_3,
\]
\[
\delta e_2 = -K_2 l^2 + L_2 k^2 + k^1 l^3* - l^1* k^3* + E^1 r_2 - r_1 e^*_2;
\]
\[
\delta e_1 = -K_1 l^1 + L_1 k^1 + k^3* l^2* - l^3* k^2* + E^2 r_1 + e_3 r^*_2 - r_3 e^*_2;
\]
\[
\delta E^3 = K_2 L_2 + K_1 L_1 - k^3 l^3* + l^1* k^3* - r_1 e^*_1 + e_1 r^*_1 - r_2 e^*_2 + e_2 r^*_2;
\]
\[
\delta V = \sum_i (E^i K_i + e_i k^{i*} - k^i e^*_i), \quad \delta M = \sum_i (E^i L_i + e_i l^{i*} - l^i e^*_i). \quad (339)
\]

The role of the three new quaternionic functions \( T_i \) in the system is clearly to relax the constraint (210), and to allow the scalar fields \( t \) to carry a non-trivial \( \ell \) component in its imaginary part. The Ansatz is significantly more complicated in this case. Moreover the system of differential equations is also much more involved, and the functions \( V \) and \( M \) are now sourced by polynomials of order seven in the harmonic functions. The definition and the analysis of the regularity of these solutions requires further studies.
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**A Solution of the Laplace equation with three point sources**

We define the solution to the Laplace equation

\[
\Delta F_{A,B,C} = \frac{2(x - x_B)(x - x_C)}{|x - x_A||x - x_B|^3|x - x_C|^3}
\]

as the integral

\[
F_{A,B,C} = -\int d^3 y \frac{(y - x_B)(y - x_C)}{2\pi |y - x||y - x_A||y - x_B|^3|y - x_C|^3}
\]

This integral is convergent for any value of \( x \). Being regular everywhere, this integral is determined to be the solution of the Laplace equation which admits no poles and which vanishes in the asymptotic region \( x \to \infty \).
As such, it follows that if $x_A, x_B$ and $x_C$ are aligned, the function is given by the axisymmetric solution

$$F_{A,BC}^{\text{Axysym}} = \frac{1}{(x_B - x_A)\cdot(x_C - x_A)} \left( \frac{|x - x_A|}{|x - x_B||x - x_C|} - \frac{|x_B - x|}{|x_B - x_C||x_A - x_B|} - \frac{|x_C - x|}{|x_B - x_C||x_A - x_C|} \right)$$

We note also that by definition the function is invariant with respect to the exchange of $x$ and $x_A$, therefore whenever $x$ is aligned with respect to $x_B$ and $x_C$, it reduces to

$$F_{A,BC} = \frac{1}{(x - x_B)\cdot(x - x_C)} \left( \frac{|x - x_A|}{|x_A - x_B||x_C - x_B|} - \frac{|x_B - x|}{|x_B - x_C||x_A - x_B|} - \frac{|x_C - x|}{|x_B - x_C||x_A - x_C|} \right)$$

The symmetry with respect to the interchange $x \leftrightarrow x_A$ will play an important role in the following.

However, if the axisymmetric solution is not too hard to compute, the general solution is rather difficult to obtain. We will study the asymptotic expansion of the general solution in the asymptotic region in this appendix. But let us first show that the integral (343) indeed converges for all values of $x$. To see this, let us study the limit $y \to x_B$ in the most dangerous case, i.e. when $x \to x_B$ as well.

**Limit** $x \to x_B$

We consider the integral on a very small ball $B_B$ of radius $\epsilon$ surrounding $x_B$, such that $x$ lies in the ball. In this case we can expand the integrand in $y - x_B$, (note that $|x - x_B| < \epsilon$)

$$-\int_{B_B} \frac{d^3y}{2\pi} \frac{(y - x_B)\cdot(y - x_C)}{|y - x_A||y - x_B|^3|y - x_C|^3} + O(\epsilon)$$

$$= \frac{(x - x_B)\cdot(x_C - x_B)}{|x_A - x_B||x_C - x_B|^3|x - x_B|} \int_0^\epsilon \frac{d r}{3|x - x_B|^2} + \frac{r^3}{|x - x_B|} \int_0^\epsilon \frac{2 r}{3|x - x_B|^2}$$

$$= \frac{(x - x_B)\cdot(x_C - x_B)}{|x_A - x_B||x_C - x_B|^3|x - x_B|} \left( 1 - \frac{2|x - x_B|}{3\epsilon} \right)$$

Let us now compute the explicit expression of the function $F_{A,BC}$ at $x \to x_B$. In order to do this computation we will first decompose $\mathbb{R}^3$ into the interior of the ball $B_B$ surrounding $x$ in the limit $|x - x_B| < \epsilon$, and the exterior of this ball. In the interior one gets the same result as in (344), with $\frac{|x - x_B|}{\epsilon} \to 0$. In the exterior, one can expand the integrand
in the harmonics centred at \(x = x_B\), such that

\[
- \int_{\mathbb{R}^3 \setminus B} \frac{d^3y}{2\pi} \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A||y - x_B|^3|y - x_C|^3} = 0
\]

Concludes that the possible additional harmonic function in the harmonics centred at \(x = x_B\) is clearly given by the convergent integral

\[
\int_{\mathbb{R}^3} \frac{d^3y}{2\pi} \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A||y - x_B|^3|y - x_C|^3}
\]

The singular component in \(\epsilon\) vanishes by symmetry, and one can therefore define the limit at \(x \to x_B\) of \(F_{A,BC}\) as

\[
\lim_{x \to x_B} F_{A,BC} = \frac{(x - x_B) \cdot (x_C - x_B)}{|x - x_B||x_A - x_B||x_B - x_C|^3}
\]

Up to a harmonic function in \(x_A\), one obtains

\[
F_{A,BC} = \frac{(x - x_B) \cdot (x_C - x_B)}{|x - x_B||x_A - x_B||x_B - x_C|^3} \left( \frac{1}{|x_A - x_B||x_C - x_B|^2 - |x_A - x_C||x_B - x_C|^2} + \mathcal{O}(x - x_B) \right)
\]

Using the property that this expression agrees with the axisymmetric one (342), one concludes that the possible additional harmonic function in \(x_A\) must vanish when \(x_A\) is on the line \((x_B, x_C)\). Moreover the integral is regular in the limit \(x_A \to \infty\), and one concludes that (347) is indeed the right expression.

Note that using the symmetry with respect to the interchange \(x \leftrightarrow x_A\), one obtains as well the limit of \(F_{A,BC}\) as \(x_A \to x_B\)

\[
F_{A,BC} = \frac{(x_A - x_B) \cdot (x_C - x_B)}{|x - x_B||x_A - x_B||x_B - x_C|^3} \left( \frac{1}{|x_A - x_B||x_C - x_B|^2 - |x_A - x_C||x_B - x_C|^2} + \mathcal{O}(x_A - x_B) \right)
\]

Limit \(x \to x_A\)

The limit \(x \to x_A\) is clearly given by the convergent integral

\[
F_{A,BC}(x_A) = - \int d^3y \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A|^2|y - x_B|^3|y - x_C|^3}
\]

Concludes that the possible additional harmonic function in \(x_A\) must vanish when \(x_A\) is on the line \((x_B, x_C)\). Moreover the integral is regular in the limit \(x_A \to \infty\), and one concludes that (347) is indeed the right expression.

Note that using the symmetry with respect to the interchange \(x \leftrightarrow x_A\), one obtains as well the limit of \(F_{A,BC}\) as \(x_A \to x_B\)

\[
F_{A,BC} = \frac{(x_A - x_B) \cdot (x_C - x_B)}{|x - x_B||x_A - x_B||x_B - x_C|^3} \left( \frac{1}{|x_A - x_B||x_C - x_B|^2 - |x_A - x_C||x_B - x_C|^2} + \mathcal{O}(x_A - x_B) \right)
\]

Limit \(x \to x_A\)

The limit \(x \to x_A\) is clearly given by the convergent integral

\[
F_{A,BC}(x_A) = - \int d^3y \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A|^2|y - x_B|^3|y - x_C|^3}
\]

Concludes that the possible additional harmonic function in \(x_A\) must vanish when \(x_A\) is on the line \((x_B, x_C)\). Moreover the integral is regular in the limit \(x_A \to \infty\), and one concludes that (347) is indeed the right expression.

Note that using the symmetry with respect to the interchange \(x \leftrightarrow x_A\), one obtains as well the limit of \(F_{A,BC}\) as \(x_A \to x_B\)

\[
F_{A,BC} = \frac{(x_A - x_B) \cdot (x_C - x_B)}{|x - x_B||x_A - x_B||x_B - x_C|^3} \left( \frac{1}{|x_A - x_B||x_C - x_B|^2 - |x_A - x_C||x_B - x_C|^2} + \mathcal{O}(x_A - x_B) \right)
\]
and therefore
\[ \Delta_{x_B} F_{A,BC}(x_A) = -4 \frac{(x_B - x_A) \cdot (x_B - x_C)}{|x_B - x_A|^4 |x_B - x_C|^3} \] (350)

We conclude that
\[ F_{A,BC}(x_A) = -2 \frac{(x_B - x_A) \cdot (x_C - x_A)}{|x_B - x_A|^2 |x_C - x_A|^2 |x_B - x_C|} + H_{BC} \] (351)

for a harmonic function in $x_B$, symmetric in the interchange of $x_B$ and $x_C$. Comparing with the axisymmetric case (342), one obtains that $H_{BC}$ must vanish whenever $x_A, x_B, x_C$ are aligned. Moreover, analysing the asymptotic behaviour of $F_{A,BC}(x_A)$ in the limit $|x_B - x_A| \to \infty$, one obtains that $H_{BC} = \mathcal{O}(|x_B - x_A|^{-3})$. We conclude therefore that $H_{BC}$ must vanish identically and that
\[ F_{A,BC}(x_A) = -2 \frac{(x_B - x_A) \cdot (x_C - x_A)}{|x_B - x_A|^2 |x_C - x_A|^2 |x_B - x_C|} \] (352)

**Limit $x \to \infty$**

Let us now study the limit $x \to \infty$. We consider a ball $B_\Lambda$ centred at 0 of radius $\Lambda > \sup(|x_A|, |x_B|, |x_C|)$, but such that $|x| > \Lambda$. We decompose the integral into the integrals over the interior and the exterior of the ball. On the exterior, $y$ is very large everywhere and one can expand the integrand as a Laurent series in $y$

\[
- \int_{\mathbb{R}^3 \setminus B_\Lambda} \frac{d^3 y}{2\pi} \frac{(y - x_B) \cdot (y - x_C)}{|y - x||y - x_A||y - x_B|^3 |y - x_C|^3}
= \left( - \int_{\mathbb{R}^3 \setminus B_\Lambda} \frac{d^3 y}{2\pi} \frac{1}{|y - x|} + \frac{(x_A + 2x_B + 2x_C) \cdot y}{|y - x|^3} + \mathcal{O}(y^{-7}) \right)
= \frac{1}{3|x|^3} + \frac{(x_A + 2x_B + 2x_C) \cdot x}{5|x|^5} + \mathcal{O}(x^{-5})
\]

\[- \frac{1}{\Lambda^2} \left( \frac{1}{|x|} + \frac{(x_A + 2x_B + 2x_C) \cdot x}{3|x|^3} + \mathcal{O}(x^{-3}) \right) + \mathcal{O}(\Lambda^{-3}) \] (353)

On the interior, $x$ is very large compared to $y$ itself, and one can expend the integral in the harmonics centred at $x = 0$.

\[
- \int_{B_\Lambda} \frac{d^3 y}{2\pi} \frac{(y - x_B) \cdot (y - x_C)}{|y - x||y - x_A||y - x_B|^3 |y - x_C|^3}
= \left( - \frac{1}{|x|} \int_{B_\Lambda} \frac{d^3 y}{2\pi} \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A||y - x_B|^3 |y - x_C|^3} \right)
\]

\[- \frac{x}{|x|^3} \cdot \int_{B_\Lambda} \frac{d^3 y}{2\pi} \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A||y - x_B|^3 |y - x_C|^3} + \mathcal{O}(x^{-3}) \] (354)
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By definition the terms in $\Lambda$ cancel each others, as one can straightforwardly check at this order, by computing the contribution to these integrals in the neighbourhood of the sphere $|y| = \Lambda$. Defining $\text{Lau}_{x \to \infty}(F)$ as the Laurent series in $x$ of the expansion of the function $F$ at $x \to \infty$, we conclude that

$$\text{Lau}_{x \to \infty}(F_{A,BC}) = -\lim_{\Lambda \to \infty} \int_{\mathbb{R}^3 \setminus B_{\Lambda}} \frac{d^3 y}{2\pi |y - x|} \text{Lau}_{y \to \infty} \left( \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A| |y - x_B|^3 |y - x_C|^3} \right)$$

$$- \int_{\mathbb{R}^3} \frac{d^3 y}{2\pi} \text{Lau}_{x \to \infty} \left( \frac{1}{|y - x|} \right) \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A| |y - x_B|^3 |y - x_C|^3}$$  \hspace{1cm} (355)

Note that the first term is also a Laurent series in $x$, because each term in the Laurent expansion in $y$ will have a definite scaling in $y$, such that the corresponding integral will have a definite scaling in $x$ (after having taken the limit $\Lambda \to \infty$).

Applying the Laplace operator, one directly obtains that

$$\Delta \text{Lau}_{x \to \infty}(F_{A,BC}) = \lim_{\Lambda \to \infty} \int_{\mathbb{R}^3 \setminus B_{\Lambda}} d^3 y \delta^{(3)}(x - y) \text{Lau}_{y \to \infty} \left( \frac{2(y - x_B) \cdot (y - x_C)}{|y - x_A| |y - x_B|^3 |y - x_C|^3} \right)$$

$$= \text{Lau}_{x \to \infty} \left( \frac{2(x - x_B) \cdot (x - x_C)}{|x - x_A| |x - x_B|^3 |x - x_C|^3} \right)$$  \hspace{1cm} (356)

because

$$\text{Lau}_{x \to \infty}(\delta^{(3)}(x - y)) = 0$$  \hspace{1cm} (357)

and $B_{\Lambda}$ does not contain $x$ (before to take the limit) by definition. Therefore it follows that $\text{Lau}_{x \to \infty}(F_{A,BC})$ satisfies the correct Laplace equation as a Laurent series.

In order to confirm that this formula makes sense, let us also consider the asymptotic behaviour of $F_{A,BC}$ in the limit $x_A \to \infty$. $F_{A,BC}$ is by definition symmetric with respect to the interchange $x \leftrightarrow x_A$, and therefore the same formula must hold in this limit, \textit{i.e.}

$$\text{Lau}_{x_A \to \infty}(F_{A,BC}) = -\lim_{\Lambda \to \infty} \int_{\mathbb{R}^3 \setminus B_{\Lambda}} \frac{d^3 y}{2\pi |y - x_A|} \text{Lau}_{y \to \infty} \left( \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A| |y - x_B|^3 |y - x_C|^3} \right)$$

$$- \int_{\mathbb{R}^3} \frac{d^3 y}{2\pi} \text{Lau}_{x \to \infty} \left( \frac{1}{|y - x_A|} \right) \frac{(y - x_B) \cdot (y - x_C)}{|y - x_A| |y - x_B|^3 |y - x_C|^3}$$  \hspace{1cm} (358)

Applying the Laplace operator, we obtain the same result, but now only the second term contributes

$$\Delta \text{Lau}_{x_A \to \infty}(F_{A,BC}) = \int_{\mathbb{R}^3} d^3 y \delta^{(3)}(x - y) \text{Lau}_{x_A \to \infty} \left( \frac{1}{|y - x_A|} \right) \frac{2(y - x_B) \cdot (y - x_C)}{|y - x_B|^3 |y - x_C|^3}$$

$$= \text{Lau}_{x_A \to \infty} \left( \frac{1}{|x - x_A|} \right) \frac{2(x - x_B) \cdot (x - x_C)}{|x - x_B|^3 |x - x_C|^3}$$  \hspace{1cm} (359)
It follows that the two terms are necessary for \( \text{Lau}_{x\rightarrow\infty}(F_{A,BC}) \) to satisfy the correct Laplace equation and to be the asymptotic series of a symmetric function in \( x \) and \( x_A \).

Using the asymptotic expansion (353,354), one therefore concludes that

\[
F_{A,BC} = -\frac{1}{|x|} \int \frac{d^3y}{2\pi} \frac{(y - x_B)(y - x_C)}{|y - x_A||y - x_B|^3|y - x_C|^3} \left( -\frac{x}{|x|^3} \cdot \int \frac{d^3y}{2\pi} \frac{(y - x_B)(y - x_C)}{|y - x_A||y - x_B|^3|y - x_C|^3} + \mathcal{O}(x^{-3}) \right) \tag{360}
\]

where the integrals are now computed over \( \mathbb{R}^3 \). These integrals are both regular at any value of \( x_A \), and it follows that they define the associated solutions of the Laplace equations in \( x_A \) which have no pole in \( x_A \), as we just discussed in general for the Laurent series. For instance

\[
-\Delta \int \frac{d^3y}{2\pi} \frac{(y - x_B)(y - x_C)}{|y - x||y - x_B|^3|y - x_C|^3} = \frac{2(x - x_B)(x - x_C)}{|x - x_B|^3|x - x_C|^3} \tag{361}
\]

and therefore

\[
-\int \frac{d^3y}{2\pi} \frac{(y - x_B)(y - x_C)}{|y - x_A||y - x_B|^3|y - x_C|^3} = \frac{|x_B - x_C| - |x_A - x_B| - |x_A - x_C|}{|x_B - x_C||x_A - x_B||x_A - x_C|} \tag{362}
\]

And similarly

\[
-\Delta \int \frac{d^3y}{2\pi} \frac{(y - x_B)(y - x_C)}{|y - x||y - x_B|^3|y - x_C|^3} = \frac{2(x - x_B)(x - x_C)}{|x - x_B|^3|x - x_C|^3} \tag{363}
\]

implies that

\[
-\int \frac{d^3y}{2\pi} \frac{(y - x_B)(y - x_C)}{|y - x_A||y - x_B|^3|y - x_C|^3} = -\frac{x_A + x_B + x_C}{|x_A - x_B||x_A - x_C|} - \frac{1}{|x_A - x_C|} \left( \frac{x_B}{|x_A - x_C|} + \frac{x_C}{|x_A - x_B|} \right) + 2 \frac{|x_B - x_C|^2(x_A - x_B) - (x_B - x_C)(x_A - x_B)(x_B - x_C)}{|x_B - x_C||x_A - x_B||x_A - x_C|(|x_A - x_B| + |x_A - x_C| + |x_B - x_C|)} \tag{364}
\]

In order to find this solution one first observes that

\[
-\frac{x_A + x_B + x_C}{|x_A - x_B||x_A - x_C|} = \frac{x}{|x - x_B|^3|x - x_C|^3} \cdot \frac{2(x - x_B)(x - x_C)}{|x - x_B|^3|x - x_C|^3} + 2 \frac{|x_B - x_C|^2(x - x_B) - (x_B - x_C)(x - x_B)(x_B - x_C)}{|x - x_B|^3|x - x_C|^3} \tag{365}
\]
The second equation
\[
\Delta G_{BC} = -2 \frac{|x_B - x_C|^2 (\mathbf{x} - \mathbf{x}_B) - (x_B - x_C) \cdot (x - x_B)(\mathbf{x}_B - \mathbf{x}_C)}{|x - x_B|^2 |x - x_C|^3}
\]
\[
= 2 \left( |x_B - x_C|^2 \nabla_{x_B} - (\mathbf{x}_B - \mathbf{x}_C)(x_B - x_C) \cdot \nabla_{x_B} \right) \frac{1}{|x - x_B| |x - x_C|^3}
\]
(366)
can be solved by considering in a first step the equation
\[
\Delta F_{BC} = \frac{2}{|x - x_B| |x - x_C|^3} = \frac{2}{\sqrt{\rho^2 + (z - z_B)^2} \sqrt{\rho^2 + (z - z_C)^2}}
\]
(367)
Expanding the harmonic factor, one computes that a particular solution to this equation is obtained as the integral
\[
F_{BC} = \int_0^1 \frac{d\alpha}{\sqrt{\rho^2 + (z - z_C)^2} \sqrt{\rho^2 + (z - z_B - \alpha(z_B - z_C))^2}}
\]
\[
= \frac{\ln \left( \frac{z - z_B + \sqrt{\rho^2 + (z - z_B)^2}}{z - z_B + \sqrt{\rho^2 + (z - z_C)^2}} \right)}{(z_C - z_B) \sqrt{\rho^2 + (z - z_C)^2}}
\]
\[
= \frac{\ln \left( \frac{(x - x_B)(x_C - x_B) + |x - x_B||x_C - x_B|}{(x_C - x_B)(x - x_B) + |x - x_B||x_C - x_B|} \right)}{|x_C - x_B| |x - x_C|}
\]
(368)
The corresponding \( x_B \) derivative only involves the derivative with respect to \( x - x_B \) because of the projection and gives
\[
G'_{BC} = \frac{|x_B - x_C|^2 (\mathbf{x} - \mathbf{x}_B) - (x_B - x_C) \cdot (x - x_B)(\mathbf{x}_B - \mathbf{x}_C)}{|x_B - x_C||x - x_B||x - x_C|}
\]
\[
\times \left( \frac{1}{|x - x_B| + |x - x_C| + |x_B - x_C|} - \frac{1}{|x - x_B| + |x - x_C| - |x_B - x_C|} \right)
\]
(369)
However the second factor is singular whenever \( x \) goes to the segment \([x_B, x_C]\), whereas \( G_{BC} \) is regular everywhere. We consider therefore the harmonic function
\[
H_{BC} = \frac{|x_B - x_C|^2 (\mathbf{x} - \mathbf{x}_B) - (x_B - x_C) \cdot (x - x_B)(\mathbf{x}_B - \mathbf{x}_C)}{|x_B - x_C||x - x_B||x - x_C|}
\]
\[
\times \left( \frac{1}{|x - x_B| + |x - x_C| + |x_B - x_C|} + \frac{1}{|x - x_B| + |x - x_C| - |x_B - x_C|} \right)
\]
\[
= \frac{|z_B - z_C| \rho e^{i\phi} \left( \sqrt{(z - z_B)^2 + \rho^2} + \sqrt{(z - z_C)^2 + \rho^2} \right)}{\sqrt{(z - z_B)^2 + \rho^2} \sqrt{(z - z_C)^2 + \rho^2} \sqrt{(z - z_B)^2 + (z - z_B)(z - z_C) + \rho^2}}
\]
(370)
which interpolates between the singular harmonic function \( \nabla \log(\rho^2) = \frac{2 e^{r^2}}{\rho} \) near the segment \([x_B, x_C]\), and \( \frac{\rho e^{r^2}}{(x^2 + \rho^2)^2} \) in the asymptotic region. Adding this contribution, one obtains the everywhere regular function

\[
G_{BC} = 2 \frac{|x_B - x_C|^2 (\mathbf{x} - \mathbf{x}_B) - (x_B - x_C) \cdot (x - x_B) (\mathbf{x}_B - \mathbf{x}_C)}{|x_B - x_C||x - x_B||x - x_C|(|x - x_B| + |x - x_C| + |x_B - x_C|)} \tag{371}
\]

We have therefore the expansion

\[
F_{A,BC} = \frac{|x_B - x_C| - |x_A - x_B| - |x_A - x_C|}{|x||x_B - x_C||x_A - x_B||x_A - x_C|} + \frac{x}{|x|^3} \left( -\mathbf{x}_A + \mathbf{x}_B + \mathbf{x}_C \right) \frac{1}{|x_A - x_B||x_A - x_C|} - \frac{1}{|x_B - x_C|} \left( \frac{\mathbf{x}_B}{|x_A - x_C|} + \frac{\mathbf{x}_C}{|x_A - x_B|} \right) + G_{BC}(x_A) + \mathcal{O}(|x|^{-3}) \tag{372}
\]

This result is consistent with the axisymmetric solution, because the third term vanishes identically whenever \(x_A\) (respectively \(x\)) is aligned with \(x_B\) and \(x_C\). One can also check that in the limit \(x_A \to x_B\), this expression further reduces to

\[
F_{A,BC} = \left( \frac{(x_A - x_B) \cdot (x_C - x_B)}{|x_A - x_B||x_B - x_C|^3} - \frac{1}{|x_B - x_C|^2} \right) \left( \frac{1}{|x|} + \frac{x \cdot x_B}{|x|^3} \right) + \mathcal{O}(|x|^{-3}, x_A - x_B) \]

\[
= \frac{(x_A - x_B) \cdot (x_C - x_B)}{|x - x_B||x_A - x_B||x_B - x_C|^3} - \frac{1}{|x - x_C||x_B - x_C|^2} \]

\[
\frac{x \cdot (x_C - x_B)}{|x|^3|x_B - x_C|^3} + \mathcal{O}(|x|^{-3}, x_A - x_B) \tag{373}
\]

which coincides with (348) in the limit \(x \to \infty\).

This confirms the asymptotic expansion of \(F_{A,BC}\). For the composite black hole solution discussed in the paper, we are in fact interested in the function symmetrised in \(A, B\)

\[
F_{(A,B)C} + \frac{1}{|x_A - x_C||x_B - x_C||x - x_C|} \tag{374}
\]

\[
= \frac{x}{2|x|^3} \left( \frac{x_A - x_B}{|x_A - x_B||x_B - x_C|} + \frac{x_B - x_A}{|x_B - x_A||x_A - x_C|} + \frac{2x_C - x_A - x_B}{|x_A - x_C||x_B - x_C|} \right) + \frac{|x_A - x_B|^2 (x_B - x_C) \cdot x - (x_A - x_B) \cdot (x_B - x_C) (x_A - x_B) \cdot x}{|x|^3|x_A - x_B||x_A - x_C||x_B - x_C|(|x_A - x_B| + |x_A - x_C| + |x_B - x_C|)} + \mathcal{O}(x^{-3})
\]
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B  Bases for the solvable subalgebras

In order to deal with nilpotent orbits representatives, it will is convenient to decompose
the general charge \( \mathcal{C} \in 42 \cong \mathfrak{c}_{6(6)} \oplus \mathfrak{sp}(8, \mathbb{R}) \) according to a Cartan basis of \( \mathfrak{sp}(8, \mathbb{R}) \).
Up to redefinitions of the harmonic functions that define the solutions, one can restrict
oneself to a Cartan basis in the purely non-compact component 20 according to the
decomposition \( \mathfrak{sp}(8, \mathbb{R}) \cong \mathfrak{u}(4) \oplus 20 \), \textit{i.e.} for which only \( X_{abc} \) is non-zero in (14). The
most general such quartet of generators is parametrized by \( U(4) \), and we will restrict
ourselves to a particular case for simplicity. There is Cartan basis which is naturally
associated to the \( D0-D4 \) configuration in the \( STU \) model, and which is defined as the
generators \( H_0, H_i \) for which \( X_{abc} \) is defined as in (35) with only \( Q_0 \) and \( P^i \) non-zero, and
respectively equal to

\[
H_0 : Q_0 = P^i = -\frac{1}{2}, \quad H_i : Q_0 = P^i = \frac{1}{2}, P^j = -\frac{1}{2} \text{ for } j \neq i \quad (375)
\]

The elements of the coset component decompose with respect to their weight in terms of
these four generators. For the charges which sit in the \( STU \) truncation, one has

\[
\begin{align*}
D0 &: (1, 1, 1, 1) \quad N = -\Xi_i = -Q_i = -P^0 \\
D2 &: (1, -1, 1, 1) \quad M = -\Sigma_1 = \Sigma_2 = \Sigma_3 = \frac{1}{2}P^1 \\
(1, 1, -1, 1) \quad M = \Sigma_1 = -\Sigma_2 = \Sigma_3 = \frac{1}{2}P^2 \\
(1, 1, 1, -1) \quad M = \Sigma_1 = \Sigma_2 = -\Sigma_3 = \frac{1}{2}P^3 \\
D4 &: (1, 1, -1, -1) \quad N = -\Xi_1 = \Xi_2 = \Xi_3 = Q_1 = -Q_2 = -Q_3 = P^0 \\
(1, -1, 1, -1) \quad N = \Xi_1 = -\Xi_2 = \Xi_3 = -Q_1 = Q_2 = -Q_3 = P^0 \\
(1, -1, -1, 1) \quad N = \Xi_1 = \Xi_2 = -\Xi_3 = -Q_1 = -Q_2 = Q_3 = P^0 \\
D6 &: (1, -1, -1, -1) \quad M = -\Sigma_i = \frac{1}{2}Q_0 \\
\overline{D0} &: (-1, -1, -1, -1) \quad N = -\Xi_i = Q_i = P^0 \\
\overline{D2} &: (-1, 1, -1, -1) \quad M = -\Sigma_1 = \Sigma_2 = \Sigma_3 = -\frac{1}{2}P^1 \\
(-1, -1, 1, -1) \quad M = \Sigma_1 = -\Sigma_2 = \Sigma_3 = -\frac{1}{2}P^2 \\
(-1, -1, -1, 1) \quad M = \Sigma_1 = \Sigma_2 = -\Sigma_3 = -\frac{1}{2}P^3 \\
\overline{D4} &: (-1, -1, 1, 1) \quad N = -\Xi_1 = \Xi_2 = \Xi_3 = -Q_1 = Q_2 = Q_3 = -P^0 \\
(-1, 1, -1, 1) \quad N = \Xi_1 = -\Xi_2 = \Xi_3 = Q_1 = -Q_2 = Q_3 = -P^0 \\
(-1, 1, 1, -1) \quad N = \Xi_1 = \Xi_2 = -\Xi_3 = Q_1 = Q_2 = -Q_3 = -P^0 \\
\overline{D6} &: (-1, 1, 1, 1) \quad M = -\Sigma_i = -\frac{1}{2}Q_0
\end{align*}
\]
where all the unspecified charges are zero. Out of the the $STU$ truncation one has

$$
\begin{align*}
D2 & : (1, 1, 0, 0) & -\eta^2 = \eta^3 = y = -p_1 \\
     & (1, 0, 1, 0) & \zeta_1 = -\zeta_3 = z = -p_2 \\
     & (1, 0, 0, 1) & -\xi^1 = \xi^2 = \chi = -p_3 \\
D4 & : (1, -1, 0, 0) & \eta_0 = \eta_1 = \bar{y} = -q^1 \\
     & (1, 0, -1, 0) & \zeta^0 = \zeta^2 = \bar{z} = -q^2 \\
     & (1, 0, 0, -1) & \xi_0 = \xi_3 = \bar{x} = -q^3 \\
Y & : (0, 0, 1, 1) & -\eta_0 = \eta_1 = \bar{y} = q^1 \\
     & (0, 1, 0, 1) & -\zeta^0 = \zeta^2 = \bar{z} = q^2 \\
     & (0, 1, 1, 0) & -\xi_0 = \xi_3 = \bar{x} = q^3 \\
T & : (0, 0, -1, 1) & \eta^2 = \eta^3 = -y = -p_1 \\
     & (0, -1, 0, 1) & \zeta_1 = \zeta_3 = z = p_2 \\
     & (0, -1, 1, 0) & \xi^1 = \xi^2 = -\chi = -p_3 \\
\text{flat} & : (0, 0, 0, 0) & \zeta_\pm \\
\overline{D}2 & : (-1, -1, 0, 0) & -\eta^2 = \eta^3 = -y = p_1 \\
     & (-1, 0, -1, 0) & \zeta_1 = -\zeta_3 = -z = p_2 \\
     & (-1, 0, 0, -1) & -\xi^1 = \xi^2 = -\chi = p_3 \\
\overline{D}4 & : (-1, 1, 0, 0) & \eta_0 = \eta_1 = \bar{y} = q^1 \\
     & (-1, 0, 1, 0) & \zeta^0 = \zeta^2 = \bar{z} = q^2 \\
     & (-1, 0, 0, 1) & \xi_0 = \xi_3 = \bar{x} = q^3 \\
\overline{Y} & : (0, 0, -1, -1) & \eta_0 = -\eta_1 = \bar{y} = q^1 \\
     & (0, -1, 0, -1) & \zeta^0 = -\zeta^2 = \bar{z} = q^2 \\
     & (0, -1, -1, 0) & \xi_0 = -\xi_3 = \bar{x} = q^3 \\
\overline{T} & : (0, 0, 1, -1) & \eta^2 = \eta^3 = y = p_1 \\
     & (0, 1, 0, -1) & \zeta_1 = \zeta_3 = -z = -p_2 \\
     & (0, 1, -1, 0) & \xi^1 = \xi^2 = \chi = p_3 \\
\end{align*}
$$

Each system of differential equations associated to a given nilpotent orbit is defined by possibly sourced harmonic functions valued in the positive eigenvector of a Cartan generator. For the BPS system, the Cartan generator is simply $H_0$, and the system is generated by all $D0$, $D2$, $D4$, $D6$ charges, which all carry eigenvalue 1. The single-centred non-BPS system is associated to $\frac{1}{2}(H_0 + \sum_i H_i)$, and is generated by the charges $\overline{D}6$, $Y$, $D2$. 
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and $D_0$, carrying respectively eigenvalue 1 and 2. The almost BPS system is associated to $2H_0 + \sum_i H_i$, and is generated by the charges $D_6, D_4$ of eigenvalue 1, $Y$ of eigenvalue 2, $D_2$ of eigenvalue 3 and $D_0$ of eigenvalue 5. The non-BPS system is associated to $\sum_i H_i$, and is generated by the charges $D_4, D_2$ of eigenvalue 1, $Y$ of eigenvalue 2, and $D_0, D_0$ of eigenvalue 3.

Another interesting system is the one associated to the maximal nilpotent orbit, for which the Cartan generator is $5H_0 + H_1 + 2H_2 + 3H_3$. It extends the almost BPS system by bringing the charges $T$ into the game, giving rise to a system that includes as many harmonic functions as there are electromagnetic charges

$$20 = D_0 + 6 \times D_2 + 6 \times D_4 + D_6 + 3 \times Y + 3 \times T$$  \hspace{1cm} (378)

Similarly, the maximal locally BPS system is defined by the Cartan generator $H_2 + 2H_3 + 4H_0$ and includes

$$20 = D_0 + 6 \times D_2 + 6 \times D_4 + D_6 + 3 \times Y + 3 \times T$$  \hspace{1cm} (379)

and the maximal composite non-BPS system is defined by the Cartan generator $2H_1 + 3H_2 + 4H_3$ and includes

$$20 = D_0 + 6 \times D_2 + 6 \times D_4 + D_6 + 3 \times Y + 3 \times T$$  \hspace{1cm} (380)
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