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ABSTRACT

Simultaneous localization and mapping (SLAM) using automotive radar sensors can provide enhanced sensing capabilities for autonomous systems. In SLAM applications, with a greater requirement for the environment map, information on the extent of landmarks is vital for precise navigation and path planning. Although object extent estimation has been successfully applied in target tracking, its adaption to SLAM remains unaddressed due to the additional uncertainty of the sensor platform, bias in the odometer reading, as well as the measurement non-linearity. In this paper, we propose to incorporate the Bayesian random matrix approach to estimate the extent of landmarks in radar SLAM. We describe the details for implementation of landmark extent initialization, prediction and update. To validate the performance of our proposed approach we compare with the model-free ellipse fitting algorithm with results showing more consistent extent estimation. We also demonstrate that exploiting the landmark extent in the state update can improve localization accuracy.

Index Terms— Radar SLAM; Landmark extent estimation; Random matrix

1. INTRODUCTION

In recent years, there has been increased interest in simultaneous localization and mapping (SLAM) using automotive radar sensors, mainly due to its relatively high accuracy, low cost, and small size, as well as its robustness when operated in harsh weather conditions, such as heavy rain or dense fog [1]. The 360 degree field of view (FoV) can be achieved by either using a combination of short, middle, and long range radar sensors (each with a different FoV) [2], or a 360 degree rotational radar sensor [3]. Radar SLAM has been applied in both indoor and outdoor environments. In particular, the success of employing automotive radar in vehicle-based applications such as assisted or autonomous driving demonstrates a promising research direction [4][5][6].

One of the main methods for environment modeling in SLAM is landmark-based mapping, where sensed objects are abstracted as landmarks. The goal is thus to estimate the state of landmarks in order to construct a map of the region surrounding the mobile platform. In the early years, algorithms developed for landmark-based SLAM operated under the assumption that each landmark can generate at most one measurement per scan (point landmark), and therefore mainly focused on estimating the location of landmarks. However, with the advent of high resolution automotive radar sensors, landmarks may occupy multiple radar resolution cells and hence generating more than one radar detection per scan, i.e. an extended landmark. By exploiting information such as the location of each radar detection, as well as their spacial spread, we can also estimate the size and orientation of a landmark, in addition to its centroid location.

Landmark extent estimation can better facilitate navigation and path planning for the mobile platform, since it provides a more precise map of the surrounding environment. However, existing methods of object extent estimation have mainly been developed in the target tracking literature (typically the single/multiple extended target(s) tracking [7][8]) and adaption of these approaches to radar SLAM is non-trivial. Firstly, the pose (location and orientation) of the mobile platform is unknown and evolves with time, and hence needs to be estimated simultaneously in SLAM. Compared with conventional extended target tracking using linear measurements and a fixed known sensor location, uncertainty in the estimated pose of the mobile platform and measurement conversion from polar coordinate to Cartesian coordinate give rise to additional complexity for SLAM in the landmark extent estimation. Secondly, due to the relative short detection range of an automotive radar, as well as the motion of the mobile platform (and potentially the motion of a landmark in a dynamic environment), a landmark may frequently move in and out of the radar FoV, preventing a consistent estimation in a timely manner. In addition, there are unique problems associated with automotive radars: radar detections are sparse at each scan, and are severely affected by the relative geometry (aspect angle) between the radar and the landmark. This makes recursive inference of landmark extent difficult, since we may lack sufficient measurement data.

In this paper, we propose a method for landmark extent estimation within the extended Kalman filter (EKF) SLAM framework, with the aim of enhancing mapping in radar...
SLAM applications. The landmark extent estimation is a further extension of our previous work [9], where only centroid location of each landmark is considered. Specifically, using our landmark management scheme, we introduce an extent prediction and update procedure for each registered landmark in the system. Accordingly, the main contributions of this paper are three-fold: 1) we implement the Bayesian random matrix algorithm (RMA) for landmark extent estimation in radar SLAM under the assumption of an elliptical model; 2) we demonstrate the effectiveness of the RMA for radar SLAM landmark extent estimation, and compare the results with the ellipse fitting algorithm for performance validation; 3) we apply the available landmark extent information in the association of new radar detections to existing landmarks, as well as better qualifying the measurement uncertainty due to the landmark extent.

2. PROBLEM FORMULATION

Typically, in the target tracking literature, landmark extent estimation methods differ in the following three aspects:

Shape modeling. By assuming some general parametric shape for the target extent, we can approximate different types of targets with varying sizes and shapes. Typical parametric shapes include employing a specific geometric shape, such as an ellipse or a rectangle [8], and a more general star-convex model to represent an arbitrary shape [10].

Spread modeling. Measurement spread refers to the spatial distribution of the generated radar measurements around the target extent, such as the uniform surface distribution model, the boundary (edge) distributed contour model [11], the random hypersurface model [12], and the reflection/scattering point-based model [13]. In practice, measurement spread distribution depends on many factors, including the sensor type, target structure and material, as well as the aspect angle between the sensor and the target.

Algorithm. Algorithms developed for target extent estimation vary with their assumptions on target shapes and the spatial spread in measurement data. Well-known algorithms include the Bayesian random matrix algorithm [14], extended Kalman filter based algorithm [15], and the random finite set based algorithm [16].

In this work we employ an ellipse shape for landmark extent modelling, assume a uniform surface distribution model and use the Bayesian random matrix algorithm to estimate the landmark extent. In the following, we outline our approach and refer readers to our previous work [9] for details on the landmark management scheme under the EKF-SLAM framework.

Figure 1 depicts a typical setup for landmark-based radar SLAM. At each time $k$, we aim to jointly estimate the pose of the mobile platform, namely the 2D location and heading of the mobile platform, $x_k^n = [x_k, y_k, \theta_k]^T$ and the information of each sensed landmark $n$, namely the centroid location, $p_k^n = [p_k^n(x), p_k^n(y)]$ and the physical extent $e_k^n = [e_k^n(l), e_k^n(w), e_k^n(o)]$ representing the length, width and orientation respectively.

Following the formulation of the EKF-SLAM, we define an augmented state vector for time $k$, denoted by $x_k^a$, as

$$x_k^a = [x_k^n, x_k^l]^T,$$  \hspace{1cm} (1)

where $x_k^l = [p_k^1, \ldots, p_k^{N_k}]^T$ is the vector of landmarks registered in the system. As well as $x_k^l$, we additionally define a corresponding landmark extent vector $e_k^l$ to encompass the extent of all of the landmarks,

$$e_k^l = [e_1^l, e_k^2, \ldots, e_k^{N_k}]^T.$$  \hspace{1cm} (2)

Note the total number of landmarks $N_k$ will vary with time as newly confirmed landmarks will be added and false landmarks will be removed.

2.1. Measurement Model

We assume there are $m_k^n$ radar detections obtained from landmark $n$ at time $k$, where each radar sensor measurement $s_{k,i}^n = [r_{k,i}^n, \phi_{k,i}^n]$ consists of the range, $r_{k,i}^n$, and azimuth, $\phi_{k,i}^n$, relative to the mobile platform, where $i = 1, \ldots, m_k^n$. For object extent (shape and size) estimation, a conversion of the sensor measurements from the polar coordinate to a 2D Cartesian coordinate is usually required, giving

$$z_{k,i}^n = f(x_k^n, s_{k,i}^n) = \begin{bmatrix} x_k + r_{k,i}^n \cos(\theta_k + \phi_{k,i}^n) \\ y_k + r_{k,i}^n \sin(\theta_k + \phi_{k,i}^n) \end{bmatrix}.$$  \hspace{1cm} (3)
The joint distribution of the converted Cartesian measurements $z_k^n$, generated from landmark $n$, is modelled as

$$p(z_k^n | x_k^n, s_k^n) = \prod_{i=1}^{m_k^n} N(z_k^n; p_k^n, \sigma^2_k X_k^n + W_k^n).$$  (4)

Here $\sigma^2_k$ is a scaling factor accounting for the spread contribution of the landmark extent $X_k^n$, where $X_k^n$ is a random matrix modeling the landmark extent (see [1] for a detailed explanation). $W_k^n$ is the covariance of Cartesian measurements which originates from both the uncertainty in the platform pose (denoted by $P_m$ and obtained from the covariance of $X_k^n$) and the sensor noise covariance $R_k$. The non-linearity of $f(x_k^n, s_k^n)$ with respect to the pose of the mobile platform and the original radar measurements gives rise to difficulties in calibrating $W_k^n$. For each measurement, $W_k^n(i)$ can be approximated as

$$W_k^n(i) = \nabla f_x x_k^n P_m^{m}\nabla f_s x_k^n + \nabla f_s s_k^n R_k \nabla f_s s_k^n,$$  (5)

where $\nabla f_x x_k^n$ and $\nabla f_s s_k^n$ are the Jacobians of $f(x_k^n, s_k^n)$ with respect to $x_k^n$ and $s_k^n$, as shown below,

$$\nabla f_x x_k^n \frac{\partial f}{\partial x_k^n}(x_k^n, s_k^n) = \begin{bmatrix} 1 & 0 & -r_{k,i}^n \sin(\theta_k + \phi_{k,i}) \\ 0 & 1 & r_{k,i}^n \cos(\theta_k + \phi_{k,i}) \end{bmatrix},$$

$$\nabla f_s s_k^n \frac{\partial f}{\partial s_k^n}(x_k^n, s_k^n) = \begin{bmatrix} \cos(\theta_k + \phi_{k,i}) & -r_{k,i}^n \sin(\theta_k + \phi_{k,i}) \\ \sin(\theta_k + \phi_{k,i}) & r_{k,i}^n \cos(\theta_k + \phi_{k,i}) \end{bmatrix}.$$  (6)

We thus approximate $W_k^n$ as the maximum of $\left\{ W_k^n(i) \right\}_{i=1}^{m_k^n}$.

## 3. LANDMARK EXTENT ESTIMATION

To model the physical extent of landmark $n$ as an ellipsoidal shape at time $k$, we use a semi-positive definite (SPD) random matrix $X_k^n$ and adapt the Bayesian random matrix solution in [1] to estimate the landmark extent. Conversion between $X_k^n$ and its extent parameter $e_k^n$ can be found in [17] (Equations (8-9)). In the following, we provide a summary of the steps for implementation of the landmark extent estimation.

### 3.1. Initialization

To initialize $e_k^n$ for each registered landmark we apply the ellipsoid fitting based approach (EFA) [17], using the converted measurements from [1]. Once a new landmark is registered (only the centroid location $p_k^n$ is available), its extent initialization may be postponed until the number of accumulated measurements from recent associated radar detections exceeds a pre-defined threshold $N_i$. Then the landmark orientation $e_k^n(o)$ and semi-axis length $e_k^n(l)$, $e_k^n(w)$ can be estimated respectively. To reduce computation, we use the upper bounds in [17] as the estimated semi-axis length, since the initialization is a coarse step for landmark extent estimation.

### 3.2. Extent Prediction

For the purposes of the extent prediction we assume the landmark extent remains constant over time,

$$X_{k \mid k-1} = X_{k-1 \mid k-1}.$$  (8)

As for the variance of the extent estimation, we follow the presentation

$$\alpha_{k \mid k-1} = 2 + \exp \left( -\Delta t / \tau \right)(\alpha_{k-1 \mid k-1} - 2),$$  (9)

where $\Delta t$ is the prediction time interval.

### 3.3. Extent Update

The mean of the converted Cartesian measurement $z_k^n$ and its spatial spread $Z_k^n$ are computed as

$$\bar{Z}_k^n = \frac{1}{m_k^n} \sum_{i=1}^{m_k^n} z_k^n,$$

$$\tilde{Z}_k^n = \sum_{i=1}^{m_k^n} (z_k^n - \bar{z}_k^n) \cdot (z_k^n - \bar{z}_k^n)'.$$

The predicted variance of a single measurement $Y_{k \mid k-1}$ and the covariance of the mean measurement $M_{k \mid k-1}$ are

$$Y_{k \mid k-1} = \gamma X_{k \mid k-1} + W_k^n,$$

$$M_{k \mid k-1} = (Z_k^n - p_k^n)(Z_k^n - p_k^n)'.$$

The innovation covariance $S_{k \mid k-1}$ is approximated as

$$\tilde{S}_{k \mid k-1} = P_m^{m \mid k-1} + Y_{k \mid k-1} / m_k^n.$$  (14)

If we define

$$A_k^n = (X_{k \mid k-1})^\frac{1}{2} (S_{k \mid k-1}^{-\frac{1}{2}}),$$

$$B_k^n = (X_{k \mid k-1})^\frac{1}{2} (Y_{k \mid k-1}^{-\frac{1}{2}}),$$

then the estimated variance and covariance become

$$\hat{M}_{k \mid k-1} = A_k^n M_{k \mid k-1} A_k^n T,$$

$$\hat{Y}_{k \mid k-1} = B_k^n Z_k^n (B_k^n)' T.$$  (17)

Finally, the updated extent estimate for landmark $n$ is

$$X_{k \mid k} = \frac{1}{\alpha_{k \mid k}^n} \left( \alpha_{k \mid k}^n X_{k \mid k-1} + \hat{M}_{k \mid k-1} + \hat{Y}_{k \mid k-1} \right),$$

where $\alpha_{k \mid k}^n$ is updated as

$$\alpha_{k \mid k}^n = \alpha_{k \mid k-1}^n + m_k^n.$$  (20)
3.4. Exploitation of Landmark Extent

The estimated extent of the landmarks can be used to assist the EKF-SLAM in two aspects. First, at each time step new radar measurements need to be associated with existing landmarks, which is achieved via a sifting step, as described in [9]. Having the estimated landmark extent allows the sifting to be conducted by checking whether a measurement lies within the contour of the landmark, without needing to resort to a sifting threshold. Secondly, the estimated landmark extent can be used to give an indication of the measurement spread associated with a landmark. This spread can then be used to calibrate the measurement uncertainty arising from the landmark extent during the EKF update step.

4. SIMULATION RESULTS

To assess the performance of our proposed landmark extent approach under the EKF-SLAM framework, we use the same simulated car park environment as in [9] (note that the same model parameters are used if not specified). We set the parameters used in RMA as $N_i = 20$, $\tau = 100$, $\alpha_0 = 50$, $\gamma_z = \frac{1}{2}$ and use the model-free EFA as a baseline comparison. Once a landmark extent is initialized, both approaches are applied at each time step for landmark extent estimation. To assess the performance we use a Monte Carlo simulation with 1000 independent trials. The Gaussian Wasserstein distance (GWD) [18] is used to quantify the difference between the ground truth landmark extent and the estimated extent.

Figure 2 shows a typical example of the end of a simulation, illustrating that both the RMA and EFA can be used to estimate landmark extent in EKF-SLAM. The two algorithms use the same initialization approach: once a landmark is registered in the system with a centroid estimate, its corresponding extent will be initialized when the accumulated number of associated measurements exceeds $N_i$.

The performance of the algorithms was compared using the root mean square error (RMSE) of the average GWD, with the statistical results shown in Fig. 3. It can be seen from Fig. 3 that overall the RMA maintains a more consistent extent estimation performance, compared with the EFA. The RMA employs a Bayesian scheme to exploit the previous estimate when updating the landmark extent estimate. The EFA, however, is a pure data fitting approach.

In order to illustrate the benefit of the landmark extent on the EKF-SLAM, we compare the performance without using the estimated landmark extent to that achieved when exploiting the extent as described in Section 3.4. Table 1 shows there is an improvement in the average error in the pose of the mobile platform, both in terms of position and heading. Note that although the improvement in this case is only small, one of the key benefits of exploiting landmark extent lies in the fact that it can help to reduce the dependence on empirical thresholds, which can be difficult to set in practice.

5. CONCLUSIONS

In this paper, we propose a random matrix approach for the estimation of landmark extent for radar SLAM. For each registered landmark in the system we detail the extent initialization, prediction and update steps. Using a simulated car park environment we demonstrate the proposed method is able to maintain a consistent landmark extent estimation. Furthermore, we show that including the estimated landmark extent in the measurement association and EKF update steps can improve the localization of the mobile platform. These are initial results indicating that there is a benefit to exploiting the landmark extent when performing self localization and sensing tasks.
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