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Abstract In the second part of our study, we introduce the concept of global extended exactness of penalty and augmented Lagrangian functions, and derive the localization principle in the extended form. The main idea behind the extended exactness consists in an extension of the original constrained optimization problem by adding some extra variables, and then construction of a penalty/augmented Lagrangian function for the extended problem. This approach allows one to design extended penalty/augmented Lagrangian functions having some useful properties (such as smoothness), which their counterparts for the original problem might not possess. In turn, the global exactness of such extended merit functions can be easily proved with the use of the localization principle presented in this paper, which reduces the study of global exactness to a local analysis of a merit function based on sufficient optimality conditions and constraint qualifications. We utilize the localization principle in order to obtain simple necessary and sufficient conditions for the global exactness of the extended penalty function introduced by Huyer and Neumaier, and in order to construct a globally exact continuously differentiable augmented Lagrangian function for nonlinear semidefinite programming problems.
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1 Introduction

In this two-part study, we present a new general approach to the analysis of the global exactness of various penalty and augmented Lagrangian functions for constrained optimization problems in finite-dimensional spaces. This approach allows one to obtain easily verifiable necessary and sufficient conditions for the global exactness of most of the existing penalty/augmented Lagrangian functions in a simple and straightforward manner with the use of the so-called localization principle. This principle, in essence, reduces the study of the global exactness of a given merit function to a local analysis of behaviour of this function near globally optimal solutions of the original problem. In turn, the local analysis can be usually performed with the use of some standard tools of constrained optimization, such as sufficient optimality conditions and constraint qualifications. Thus, the localization principle provides one with a simple technique for verifying whether a given penalty/augmented Lagrangian function is globally exact.

A motivation behind the study of the exactness of penalty/augmented Lagrangian functions, a review of the relevant literature, as well as some general discussions of the framework for the study of global exactness that is adopted in our research, can be found in the preprint of the first part of our study [1].

Let us note that there exist several different approaches to the definition of global exactness of penalty/augmented Lagrangian functions. Each part of this two-part study is devoted to the analysis of one of these approaches. In this paper, we introduce and investigate the concept of global extended exactness, which naturally appeared within the theory of exact augmented Lagrangian functions and extended (or parametric) penalty functions.

The first exact augmented Lagrangian function was introduced by Di Pillo and Grippo [2] for equality constrained optimization problems in 1979. This augmented Lagrangian was extended to the case of inequality constrained optimization problems and thoroughly investigated in [3–14]. Recently, Di Pillo and Grippo’s exact augmented Lagrangian function was extended to the case of nonlinear semidefinite programming problems [15]. A general theory of globally exact augmented Lagrangian functions for cone-constrained optimization problems was developed by the author in [16]. It should be noted that the main feature of exact augmented Lagrangian functions is the fact that one has to minimize these function in primal and dual variables simultaneously in order to compute KKT points corresponding to globally optimal solution of the original constrained problem.

The first exact penalty function depending on some additional parameters, apart from the penalty parameter (i.e. extended or parametric penalty function), was introduced by Huyer and Neumaier [17] in 2003. This penalty function was generalized and, later on, applied to various optimization problems in [18–27]. In [28], it was shown that Huyer and Neumaier’s extended penalty function is exact if and only if the standard nonsmooth penalty function is exact, and some relations between the least exact penalty parameters of these functions were obtained. Finally, the general theory of globally exact extended penalty functions was developed in [29]. As in the case of exact augmented Lagrangians, the main feature of Huyer and Neumaier’s penalty function is the fact that one has to minimize this function in primal variables and...
an additional artificial variable simultaneously in order to recover globally optimal
solution of the original problem.

Thus, both Huyer and Neumaier’s exact penalty function and Di Pillo and Grippo’s
exact augmented Lagrangian depend on some extra variables, and the global exactness
of these functions is studied in the extended space including the extra variables. The
introduction of these extra variables allows one to guarantee both smoothness and
exactness of the corresponding penalty/augmented Lagrangian functions. In contrast,
standard exact penalty functions are always nonsmooth (see, e.g. [30], Remark 3).
A straightforward generalization of the main idea behind the aforementioned penalty
and augmented Lagrangian functions to the abstract framework leads to the concept
of global extended exactness, which is the main object of our study.

In this paper, we introduce the concept of global extended exactness and prove the
localization principle in the extended form. With the use of this principle, we recover
existing simple necessary and sufficient conditions for the global exactness of Huyer
and Neumaier’s extended penalty function. We also study the global exactness of a
continuously differentiable augmented Lagrangian function for nonlinear semidefinite
programming problems that was recently introduced by the author [16]. It should be
noted that the theorem on the global exactness of this augmented Lagrangian function
was formulated in [16] without proof. In this paper, we present a detailed proof of this
result.

The paper is organized as follows. In Sect. 2, we introduce the definition of global
extended exactness and derive the localization principle in the extended form. In
Sect. 3, we apply this principle to Huyer and Neumaier’s penalty function and to a
continuously differentiable augmented Lagrangian function for nonlinear semidefinite
programming problems. Due to the page limitations, we omit some details that can be
found in the preprint of this paper [31].

2 Extended Exactness

Let $X$ be a finite-dimensional normed space, and $M, A \subset X$ be nonempty sets.
Throughout this article, we study the following optimization problem

$$\min f(x) \text{ subject to } x \in M, \ x \in A, \quad (P)$$

where $f : X \rightarrow \mathbb{R} \cup \{+\infty\}$ is a given function. Denote by $\Omega = M \cap A$ the set of
feasible points of this problem. From this point onwards, we suppose that there exists
$x \in \Omega$ such that $f(x) < +\infty$, and that there exists a globally optimal solution of $(P)$.

Our aim is to “get rid” of the constraint $x \in M$ in the problem $(P)$ with the use of a
merit function. Namely, we want to develop a general theory of merit functions $F(\cdot)$
such that globally optimal solutions of the problem $(P)$ can be easily recovered from
points of global minimum of these functions.

Let $\Lambda$ be a nonempty set of parameters that are denoted by $\lambda$, and let a function
$F : X \times \Lambda \times (0, +\infty) \rightarrow \mathbb{R} \cup [+\infty], \ F = F(x, \lambda, c)$, be given. Here $c > 0$ is the
penalty parameter. The function $F$, for instance, can be a penalty function with $\Lambda$
being the empty set or an augmented Lagrangian function with $\lambda$ being a Lagrange
multiplier. However, in order not to restrict ourselves to any specific case, we call $F(x, \lambda, c)$ a separating function for the problem $(P)$. The motivation behind this term comes from the image space analysis [32] in which penalty and augmented Lagrangian functions are viewed as nonlinear functions separating certain nonconvex sets.

In the first part of our study, we analysed the concept of global parametric exactness. Recall that the separating function $F(x, \lambda, c)$ is called globally parametrically exact iff there exists $\lambda^* \in \Lambda$ such that the problem of minimizing the function $F(\cdot, \lambda^*, c)$ over the set $A$ has the same globally optimal solutions as the problem $(P)$ for any sufficiently large $c > 0$. Any such $\lambda^* \in \Lambda$ is called an exact tuning parameter.

Thus, if a globally parametrically exact separating function $F(x, \lambda, c)$ is constructed, then one can minimize the function $F(\cdot, \lambda^*, c)$ over the set $A$ in order to find globally optimal solutions of the original problem, i.e. the function $F(x, \lambda, c)$ allows one to incorporate the constraint $x \in M$ into the objective function without any loss of information about globally optimal solutions. However, in order to utilize such function $F(x, \lambda, c)$ one must know an exact tuning parameter $\lambda^* \in \Lambda$ in advance, and the problem of finding an exact tuning parameter can be even more complicated than the original optimization problem itself (unless, of course, $F(x, \lambda, c)$ is a penalty function, i.e. unless it does not depend on $\lambda$). For example, if $F(x, \lambda, c)$ is an augmented Lagrangian function, then $\lambda^*$ is usually a vector of Lagrange multipliers corresponding to a globally optimal solution of the problem $(P)$. Clearly, in most particular cases the problem of finding these Lagrange multipliers is at least as difficult as the problem $(P)$ itself.

Furthermore, if $F(x, \lambda, c)$ is globally parametrically exact, then every globally optimal solution of the problem $(P)$ must be, in particular, a local minimizer of the function $F(\cdot, \lambda^*, c)$ on the set $A$. In the case when $F(x, \lambda, c)$ is an augmented Lagrangian function, this condition typically results in the assumption that for any globally optimal solution $x^*$ of the problem $(P)$ the pair $(x^*, \lambda^*)$ is a KKT point of this problem. Therefore, in particular, if there exist two globally optimal solutions of the problem $(P)$ with disjoint sets of Lagrange multipliers, then an augmented Lagrangian function cannot be globally parametrically exact (cf. [34]).

In order to avoid complications concerning exact tuning parameters, one can consider a different definition of exactness of the separating function $F(x, \lambda, c)$. Namely, one can consider the extended problem

$$
\min_{x, \lambda} F(x, \lambda, c) \quad \text{subject to} \quad (x, \lambda) \in A \times \Lambda,
$$

and design a separating function $F(x, \lambda, c)$ such that globally optimal solutions of the original problem $(P)$ can be recovered from globally optimal solutions of the extended problem. This simple idea leads us to the definition of extended exactness.

The separating function $F(x, \lambda, c)$ is called globally extendedly exact iff for any sufficiently large $c > 0$ the following two conditions are valid:

1. if $(x^*, \lambda^*)$ is a globally optimal solution of the extended problem (1), then $x^*$ is a globally optimal solution of the problem $(P)$.
2. for any globally optimal solution $x^*$ of the problem $(P)$, there exists $\lambda^* \in \Lambda$ such that the pair $(x^*, \lambda^*)$ is a globally optimal solution of (1).
Thus, if the separating function $F(x, \lambda, c)$ is globally extendedly exact, then one can recover globally optimal solution of the problem $(P)$ by solving extended problem (1) with sufficiently large $c$.

In order to obtain necessary and sufficient conditions for the global extended exactness of the function $F(x, \lambda, c)$, we need to make two assumptions on the set of parameters $\Lambda$. At first, hereinafter, we suppose that $\Lambda$ is a closed subset of a finite-dimensional normed space. This assumption is needed in order to ensure that every bounded sequence of parameters $\{\lambda_n\}$ has a convergent subsequence whose limit point belongs to $\Lambda$.

The second assumption that we make concerns the nature of globally optimal solutions of the extended problem (1). Namely, we suppose that one chooses which parameters $\lambda^*$ must correspond to globally optimal solutions $(x^*, \lambda^*)$ of the extended problem (1). We suppose that the choice of parameter $\lambda^*$ is formulated in the form of the equality constraint $\eta(x^*, \lambda^*) = 0$ with a prespecified function $\eta(x, \lambda)$.

Let us give a precise formulation of this assumption. Suppose that a function $\eta: X \times \Lambda \rightarrow \mathbb{R}$ is given. We also suppose that for any globally optimal solution $x^*$ of the problem $(P)$ there exists $\lambda^* \in \Lambda$ such that $\eta(x^*, \lambda^*) = 0$.

**Definition 2.1** The separating function $F(x, \lambda, c)$ is called *globally extendedly exact* (with respect to the function $\eta$) iff there exists $c_0 > 0$ such that for any $c \geq c_0$ the following two conditions are valid:

1. if $(x^*, \lambda^*)$ is a globally optimal solution of the extended problem (1), then $\eta(x^*, \lambda^*) = 0$, and $x^*$ is a globally optimal solution of the problem $(P)$;
2. for any globally optimal solution $x^*$ of the problem $(P)$ and for any $\lambda^* \in \Lambda$ such that $\eta(x^*, \lambda^*) = 0$ the pair $(x^*, \lambda^*)$ is a globally optimal solution of the problem (1),

The greatest lower bounded of all such $c_0$ is denoted by $c_{\text{ext}}^*$ and is called the *least exact penalty parameter* of the separating function $F(x, \lambda, c)$.

Let us note that the additional assumption $\eta(x^*, \lambda^*) = 0$ naturally appears in all particular examples of globally extendedly exact separating function (see examples below). In particular, if $F(x, \lambda, c)$ is an augmented Lagrangian function with $\lambda$ being a Lagrange multiplier, then it is natural to require that global minimizers $(x^*, \lambda^*)$ of the extended problem are exactly KKT points corresponding to globally optimal solutions $x^*$ of the problem $(P)$. The assumption that $(x^*, \lambda^*)$ is a KKT point can be easily expressed in the form of the equality $\eta(x^*, \lambda^*) = 0$ with a suitable function $\eta$.

Our aim is to obtain simple necessary and sufficient conditions for the global extended exactness of $F(x, \lambda, c)$. As in the case of parametric exactness, these conditions are formulated in the form of the so-called *localization principle*. This principle allows one to reduce the study of the global exactness of the separating function $F(x, \lambda, c)$ to a local analysis of behaviour of this function near globally optimal solutions of the problem $(P)$. Below, we follow the same line of reasoning as during the derivation of the localization principle in the parametric form in the first part of our study (see [1]).
As it was mentioned above, the localization principle allows one to study local behaviour of the separating function $F(x, \lambda, c)$ near globally optimal solution of the problem ($P$) in order to prove the global exactness of this functions. The following definition describes desired local behaviour of the function $F(x, \lambda, c)$.

**Definition 2.2** Let $x^*$ be a locally optimal solution of the problem ($P$). The separating function $F(x, \lambda, c)$ is called *locally extendedly exact* at the point $x^*$ iff for any $\lambda^* \in \Lambda$ such that $\eta(x^*, \lambda^*) = 0$ there exist $c_0 > 0$ and a neighbourhood $U$ of the point $(x^*, \lambda^*)$ such that

$$F(x, \lambda, c) \geq F(x^*, \lambda^*, c) \quad \forall (x, \lambda) \in U \cap (A \times \Lambda) \quad \forall c \geq c_0.$$ 

The greatest lower bound of all such $c_0$ is denoted by $c_{\text{ext}}(x^*, \lambda^*)$ and is called the *least exact penalty parameter* of $F(x, \lambda, c)$ at $(x^*, \lambda^*)$.

Thus, if the separating function $F(x, \lambda, c)$ is locally exact at a globally optimal solution $x^*$, then for any $\lambda^* \in \Lambda$ such that $\eta(x^*, \lambda^*) = 0$ and for all $c_0 > c_{\text{ext}}(x^*, \lambda^*)$ the pair $(x^*, \lambda^*)$ is a point of local (uniformly with respect to $c \in [c_0, +\infty)$) minimum of the function $F(\cdot, \cdot, c)$ on the set $A \times \Lambda$.

Recall that $c > 0$ is called the *penalty parameter*; however, a connection between the parameter $c > 0$ and penalization is unclear from the definition of the separating function $F(x, \lambda, c)$. The following definition specifies this connection.

**Definition 2.3** The function $F(x, \lambda, c)$ is called a *penalty-type* separating function iff there exists $c_0 > 0$ such that if

1. $\{c_n\} \subset [c_0, +\infty)$ is an increasing unbounded sequence,
2. $(x_n, \lambda_n) \in \arg\min_{(x, \lambda) \in A \times \Lambda} F(x, \lambda, c_n)$ for any $n \in \mathbb{N}$,
3. $(x^*, \lambda^*)$ is a cluster point of the sequence $\{(x_n, \lambda_n)\}$,

then $x^*$ is a globally optimal solution of the problem ($P$) and $\eta(x^*, \lambda^*) = 0$.

Thus, roughly speaking, the separating function $F(x, \lambda, c)$ is of penalty-type iff global minimizers of this function on the set $A \times \Lambda$ converge to pairs $(x^*, \lambda^*)$ with $x^*$ being a globally optimal solution of ($P$) and $\eta(x^*, \lambda^*) = 0$ as the penalty parameter $c > 0$ increases unboundedly. It should be pointed out that the choice of the term “penalty-type” is due to the fact that the behaviour described in the definition above is characteristic of penalty functions.

Note that if there exists $c_0 > 0$ such that for any $c \geq c_0$ the function $F(\cdot, \cdot, c)$ does not attain a global minimum on the set $A \times \Lambda$, then, formally, $F(x, \lambda, c)$ is of penalty-type. Similarly, if sequences of global minimizers $(x_n, \lambda_n) \in \arg\min_{(x, \lambda) \in A \times \Lambda} F(x, \lambda, c_n)$, $n \in \mathbb{N}$, where $c_n \to +\infty$ as $n \to \infty$, do not have cluster points, then the function $F(x, \lambda, c)$ is also of penalty-type. In order to exclude these pathological cases from our consideration, it is natural to introduce the following definition of a *nondegenerate* separating function. Recall that $\Lambda$ is a subset of a finite-dimensional normed space.

**Definition 2.4** The separating function $F(x, \lambda, c)$ is said to be *nondegenerate* iff there exist $c_0 > 0$ and $R > 0$ such that for any $c \geq c_0$ there exists $(x(c), \lambda(c)) \in \arg\min_{(x, \lambda) \in A \times \Lambda} F(x, \lambda, c)$ with $\|x(c)\| + \|\lambda(c)\| \leq R$.
Roughly speaking, the separating function $F(x, \lambda, c)$ is nondegenerate iff it attains a global minimum in $(x, \lambda)$ on the set $A \times \Lambda$ for any sufficiently large $c > 0$, and points of global minimum of $F(x, \lambda, c)$ on $A \times \Lambda$ do not escape to infinity as the penalty parameter $c > 0$ increases unboundedly. Note that the nondegeneracy is a natural assumption ensuring that the definition of a penalty-type separating function is meaningful.

Now we can formulate and prove the main result of this paper that under some natural assumptions connects the global extended exactness of the separating function $F(x, \lambda, c)$ with its local extended exactness near globally optimal solutions of the problem $(\mathcal{P})$. Denote by $\Omega^*$ the set of globally optimal solutions of the problem $(\mathcal{P})$.

**Theorem 2.1** (Localization Principle in the Extended Form I) *Let $A$ be a closed subset of a finite-dimensional normed space, the set $\{ (x, \lambda) \in \Omega^* \times \Lambda \mid \eta(x, \lambda) = 0 \}$ be closed, and let the validity of the conditions

$$\eta(x^*, \lambda^*) = 0, \quad (x^*, \lambda^*) \in \arg \min_{(x, \lambda) \in A \times \Lambda} F(x, \lambda, c)$$

for some $x^* \in \Omega^*$, $\lambda^* \in \Lambda$, and $c > 0$ imply that the separating function $F(x, \lambda, c)$ is globally extendedly exact. Then the separating function $F(x, \lambda, c)$ is globally extendedly exact if and only if the following conditions are valid:

1. for any $x^* \in \Omega^*$ there exists $\lambda^* \in \Lambda$ such that $\eta(x^*, \lambda^*) = 0$;
2. $F(x, \lambda, c)$ is of penalty-type and nondegenerate;
3. $F(x, \lambda, c)$ is locally extendedly exact at every globally optimal solution of the problem $(\mathcal{P})$.

**Proof** Let $F(x, \lambda, c)$ be globally extendedly exact. Then, in particular, for any $c > c_{\text{ext}}^*$, and for all $x^* \in \Omega^*$ and $\lambda^* \in \Lambda$ such that $\eta(x^*, \lambda^*) = 0$ the pair $(x^*, \lambda^*)$ is a global minimizer of the function $F(x, \lambda, c)$ in $(x, \lambda)$ on the set $A \times \Lambda$. Therefore $F(x, \lambda, c)$ is nondegenerate with $R = \|x^*\| + \|\lambda^*\|$, and locally extendedly exact at every globally optimal solution of the problem $(\mathcal{P})$.

Let, now, $\{c_n\} \subset (c_{\text{ext}}^*, +\infty)$ be an increasing unbounded sequence, and let a sequence $\{(x_n, \lambda_n)\}$ be such that $(x_n, \lambda_n) \in \arg \min_{(x, \lambda) \in A \times \Lambda} F(x, \lambda, c_n)$ for all $n \in \mathbb{N}$. From the fact that $F(x, \lambda, c)$ is globally extendedly exact it follows that for any $n \in \mathbb{N}$ one has $x_n \in \Omega^*$ and $\eta(x_n, \lambda_n) = 0$. Hence taking into account the fact that the set $\{ (x, \lambda) \in \Omega^* \times \Lambda \mid \eta(x, \lambda) = 0 \}$ is closed one gets that any cluster point $(x^*, \lambda^*)$ of the sequence $\{(x_n, \lambda_n)\}$, if exists, satisfies the conditions $x^* \in \Omega^*$ and $\eta(x^*, \lambda^*) = 0$, which implies that $F(x, \lambda, c)$ is a penalty-type separating function. Thus, the “only if” part of the theorem is proved. Let us prove the “if” part.

Let $\{c_n\} \subset (0, +\infty)$ be an increasing unbounded sequence. By condition 2 there exist $n_0 \in \mathbb{N}$ and $R > 0$ such that for any $n \geq n_0$ there exists $(x_n, \lambda_n) \in \arg \min_{(x, \lambda) \in A \times \Lambda} F(x, \lambda, c)$ with $\|x_n\| + \|\lambda_n\| \leq R$. Since the sequence $\{(x_n, \lambda_n)\}$, $n \geq n_0$, is bounded, and $A \times \Lambda$ is a subset of a finite-dimensional normed space, there exists a subsequence $\{(x_{n_k}, \lambda_{n_k})\}$ converging to some $(x^*, \lambda^*)$.

By condition 2, the separating function $F(x, \lambda, c)$ is of penalty-type. Therefore $x^* \in \Omega^*$ and $\eta(x^*, \lambda^*) = 0$. Applying condition 3 one obtains that there exist $\hat{c} > 0$ and a neighbourhood $U$ of the pair $(x^*, \lambda^*)$ such that
\[ F(x, \lambda, c) \geq F(x^*, \lambda^*, c) \quad \forall (x, \lambda) \in U \cap (A \times \Lambda) \quad \forall c \geq \hat{c}. \quad (3) \]

From the fact that \( \{c_n\} \) is an increasing unbounded sequence it follows that \( c_n > \hat{c} \) for any \( n \) large enough. Furthermore, one has \( (x_{nk}, \lambda_{nk}) \in U \) for any sufficient large \( k \) due to the fact that \( (x^*, \lambda^*) \) is a limit point of the subsequence \( \{(x_{nk}, \lambda_{nk})\} \subseteq A \times \Lambda \). Consequently, applying (3) one obtains that there exists \( k_0 \in \mathbb{N} \) such that \( F(x_{nk}, \lambda_{nk}, c_{nk}) \geq F(x^*, \lambda^*, c_{nk}) \) for all \( k \geq k_0 \), which implies that \( (x^*, \lambda^*) \) is a point of global minimum of \( F(x, \lambda, c_{nk}) \) in \( (x, \lambda) \) on the set \( A \times \Lambda \) for any \( k \geq k_0 \) by virtue of the definition of the sequence \( \{(x_n, \lambda_n)\} \). Thus, the triplet \( (x^*, \lambda^*, c_{nk}) \) satisfies conditions (2) for any \( k \geq k_0 \), which implies that \( F(x, \lambda, c) \) is globally extendedly exact.

**Remark 2.1**
(i) The assumptions that the validity of (2) implies the global extended exactness of \( F(x, \lambda, c) \) simply means that instead of verifying that the sets \( \{(x^*, \lambda^*) \in \Omega^* \times \Lambda \mid \eta(x^*, \lambda^*) = 0\} \) and \( \arg \min_{(x, \lambda) \in A \times A} F(x, \lambda, c) \) coincide, it is sufficient to check that these sets only intersect in order to prove the global extended exactness of the separating function \( F(x, \lambda, c) \). Let us note that this assumption is automatically satisfied for all particular examples of the function \( F(x, \lambda, c) \) (see examples below). Thus, this assumption is not restrictive in all important cases.

(ii) Note that the “only if” part of the theorem above is valid without the assumption that conditions (2) implies the global extended exactness \( F(x, \lambda, c) \).

(iii) It is easily seen the set \( \{(x, \lambda) \in \Omega^* \times \Lambda \mid \eta(x, \lambda) = 0\} \) is closed, in particular, if \( \Omega \) is closed, \( f \) is l.s.c. on \( \Omega \), and \( \eta \) is continuous on \( \Omega \times \Lambda \).

Let us also present a slightly different formulation of the localization principle in the extended form that is more convenient for applications. Denote \( S_c(x^*, \lambda^*) := \{(x, \lambda) \in A \times \Lambda \mid F(x, \lambda, c) < F(x^*, \lambda^*, c)\} \).

**Theorem 2.2** (Localization Principle in the Extended Form II) Let \( \Lambda \) be a closed subset of a finite-dimensional normed space, and let the validity of conditions (2) for some \( x^* \in \Omega^*, \lambda^* \in \Lambda, \) and \( c > 0 \) implies that the separating function \( F(x, \lambda, c) \) is globally extendedly exact. Suppose, finally, that the sets \( A \) and \( \{(x, \lambda) \in \Omega^* \times \Lambda \mid \eta(x, \lambda) = 0\} \) are closed, and the function \( F(\cdot, \cdot, c) \) is l.s.c. on \( A \times \Lambda \) for any \( c > 0 \). Then the separating function \( F(x, \lambda, c) \) is globally extendedly exact if and only if the following conditions are valid:

1. for any \( x^* \in \Omega^* \) there exists \( \lambda^* \in \Lambda \) such that \( \eta(x^*, \lambda^*) = 0 \);
2. \( F(x, \lambda, c) \) is of penalty-type;
3. \( F(x, \lambda, c) \) is locally extendedly exact at every globally optimal solution of the problem \((P)\);
4. there exist \( c_0 > 0, x^* \in \Omega^*, \lambda^* \in \Lambda, \) and a bounded set \( K \) such that \( \eta(x^*, \lambda^*) = 0 \) and \( S_c(x^*, \lambda^*) \subseteq K \) for all \( c \geq c_0 \).

**Proof** Let us prove the “if” part of the theorem. The validity of the “only if” part of the theorem follows directly from Theorem 2.1, and the fact that if \( F(x, \lambda, c) \) is globally extendedly exact, then the set \( S_c(x^*, \lambda^*) \) is empty for any \( c > c^*_{\text{ext}}, x^* \in \Omega^* \) and \( \lambda^* \in \Lambda \) such that \( \eta(x^*, \lambda^*) = 0 \).
Let \( x^* \in \Omega^* \) and \( \lambda^* \in \Lambda \) be from condition 4. Observe that if the set \( S_c(x^*, \lambda^*) \) is empty for some \( c \geq c_0 \), then conditions (2) are satisfied, and one obtains that \( F(x, \lambda, c) \) is globally extendedly exact. Consequently, one can suppose that \( S_c(x^*, \lambda^*) \neq \emptyset \) for all \( c \geq c_0 \). Taking into account the facts that \( F(\cdot, \cdot, c) \) is l.s.c. on \( A \times \Lambda \), and the set \( A \times \Lambda \) is closed one gets that for any \( c \geq c_0 \) the function \( F(x, \lambda, c) \) attains a global minimum in \( (x, \lambda) \) on the set \( A \times \Lambda \). Furthermore, for all \( c \geq c_0 \) every global minimizer of \( F(x, \lambda, c) \) in \( (x, \lambda) \) on \( A \times \Lambda \) belongs to a bounded set \( K \). Therefore the function \( F(x, \lambda, c) \) is nondegenerate. Then applying Theorem 2.1 one obtains the desired result.

\[ \Box \]

Remark 2.2 The last condition in the theorem above may seem superficial in comparison with the rather natural nondegeneracy condition. However, as we show below, this condition becomes more convenient than the nondegeneracy assumption in all important particular cases.

3 Applications of the Localization Principle

Below, we present two particular examples of separating functions that are globally extendedly exact and demonstrate how one can utilize the localization principle to obtain necessary and sufficient conditions for the global extended exactness of these separating function in a simple and straightforward manner.

3.1 Example I: Huyer and Neumaier’s Penalty Function

Let us apply the localization principle in the extended form to a simple modification of the exact penalty function proposed by Huyer and Neumaier in [17]. We call this penalty functions singular. For theoretical results on the exactness of singular penalty functions as well as applications of these functions to various optimization problems, see [17–29].

Let the set \( M \) have the form \( M = \{ x \in X \mid 0 \in G(x) \} \), where \( G : X \rightrightarrows Y \) is a given set-valued mapping with closed values, and \( Y \) is a normed space (not necessarily finite dimensional). Let, also, \( \Lambda = \mathbb{R}_+ = [0, +\infty) \). In order to distinguish points of the set \( \Lambda \) from Lagrange multipliers, in this subsection we denote them as \( p \).

Fix arbitrary \( w \in Y \), and choose nondecreasing functions \( \phi : [0, +\infty] \rightarrow [0, +\infty] \) and \( \omega : \mathbb{R}_+ \rightarrow [0, +\infty] \) such that \( \phi(t) = 0 \) iff \( t = 0 \) and \( \omega(t) = 0 \) iff \( t = 0 \). Following the ideas of [28, 29], define the singular penalty function

\[
F(x, p, c) = \begin{cases} 
  f(x) + \frac{c}{p} \phi \left( \text{dist}^2 (0, G(x) - pw) \right) + c \omega(p), & \text{if } p > 0, \\
  f(x), & \text{if } p = 0, x \in \Omega, \\
  +\infty, & \text{if } p = 0, x \notin \Omega.
\end{cases}
\]

Note that \( F(x, 0, c) = f(x) \), if \( x \) is feasible, and \( F(x, 0, c) = +\infty \), otherwise. Consequently, the problem of minimizing the function \( F(x, 0, c) \) over the set \( A \) is equivalent to the problem (\( \mathcal{P} \)). Furthermore, one can verify that under very mild
additional assumptions $F(x, p, c) \to F(x, 0, c)$ as $p \to +0$ for any $x \in X$ and $c > 0$. In addition, if the functions $f, \phi$ and $\omega$ are continuously differentiable on their domains, and the multifunction $G$ is actually single-valued and Fréchet differentiable, then the singular penalty function $F(x, p, c)$ is continuously differentiable at every point $(x, p) \in \text{dom } F(\cdot, \cdot, c)$ such that $p > 0$. Thus, for any $p > 0$ the function $F(x, p, c)$ can be viewed as a continuously differentiable approximation of the function $F(x, 0, c)$. Finally, let us note that the vector $w$ is added into the definition of $F(x, p, c)$ in order for this penalty function to resemble the Hestenes–Powell–Rockafellar augmented Lagrangian function (see [17] for more details, and [28] for some results on a connection between the choice of $w$ and the value of the least exact penalty parameter of the function $F(x, p, c)$.

Our aim is to demonstrate that under some natural assumptions the singular penalty function $F(x, p, c)$ is globally extendedly exact with $\eta(x, p) = p$, i.e. for any sufficiently large $c$ the function $F(x, p, c)$ attains a global minimum on the set $A \times \mathbb{R}_+$, and a pair $(x^*, p^*)$ is a point of global minimum of $F(x, p, c)$ on $A \times \mathbb{R}_+$ iff $p^* = 0$ and $x^*$ is a globally optimal solution of the problem (P). We utilize the localization principle in the extended form in order to obtain this result. Define $\eta(x, p) = p$.

**Theorem 3.1** (Localization Principle for Huyer and Neumaier’s Penalty Functions) Let $A$ be closed, $f$ be l.s.c. on $A$, $\phi$ and $\omega$ be l.s.c., and $G$ be outer semicontinuous on $A$. Then the singular penalty function $F(x, p, c)$ is globally extendedly exact if and only if it is locally extendedly exact at every globally optimal solution of the problem (P), and one of the following two conditions is satisfied:

1. the function $F(x, p, c)$ is nondegenerate;
2. there exists $c_0 > 0$ such that the set $\{(x, p) \in A \times \mathbb{R}_+ : F(x, p, c_0) < f^*\}$ is bounded, where $f^* = \min_{x \in \Omega} f(x)$ is the optimal value of the problem (P).

**Proof** Taking into account the facts that $F(x, 0, c) = f(x)$, if $x$ is feasible, and $F(x, 0, c) = +\infty$, otherwise, while for any $p > 0$ either $F(x, p, c)$ is strictly increasing in $c$ or $F(x, p, \cdot) \equiv +\infty$ it is easy to check that the validity of the condition $(x^*, 0) \in \arg \min_{(x, \lambda) \in A \times A} F(x, \lambda, c)$ implies that $F(x, p, c)$ is globally extendedly exact.

Applying [29], Lemma 4.2 and Remark 12 one gets that under the assumptions of the theorem the singular penalty function is l.s.c. in $(x, p)$ on $A \times \mathbb{R}_+$ for any $c > 0$. Therefore it remains to check that $F(x, p, c)$ is a penalty-type separating function. Then applying the localization principle in the extended form (Theorems 2.1 and 2.2) one obtains the desired result.

Choose an increasing unbounded sequence $\{c_n\} \subset (0, +\infty)$, and suppose that $(x_n, p_n) \in \arg \min_{(x, p) \in A \times \mathbb{R}_+} F(x, p, c_n)$ for all $n \in \mathbb{N}$. Suppose also that $(x^*, p^*)$ is a cluster point of the sequence $\{(x_n, p_n)\}$. Applying [29], Theorem 4.13 one obtains that $p_n \to 0$, and $\text{dist}(0, G(x_n)) \to 0$ as $n \to \infty$. Hence $p^* = 0$, and taking into account the outer semicontinuity of the multifunction $G$ one can easily check that $0 \in G(x^*)$, i.e. $x^*$ is a feasible point of (P).

Since $F(x^*, 0, c) = f^*$ for any $x^* \in \Omega^*$, one has $F(x_n, p_n, c_n) \leq f^*$, and $f(x_n) \leq f^*$ due to the fact that $F(x, p, c) \geq f(x)$ for all $x \in X, p \in \mathbb{R}_+$ and $c > 0$ by the definition of $F(x, p, c)$. Consequently, passing to the limit as $n \to \infty$, and
applying the lower semicontinuity of the function $f$ one obtains that $x^*$ is a globally optimal solution of the problem $(\mathcal{P})$, which implies that $F(x, p, c)$ is a penalty-type separating function.

\[ \Box \]

Remark 3.1 For a detailed analysis of the singular penalty function $F(x, p, c)$ see [27–29].

3.2 Example II: An Exact Augmented Lagrangian Function for Semidefinite Optimization

In this section, we apply the localization principle in the extended form to an exact augmented Lagrangian function. The first exact augmented Lagrangian function was introduced by Di Pillo and Grippo in [2], and later on was improved and thoroughly investigated by many researchers [2–15]. The general theory of exact augmented Lagrangian functions for cone-constrained optimization problems was developed by the author in [16].

The main goal of this section is to introduce a continuously differentiable exact augmented Lagrangian function for nonlinear semidefinite programming problem, and to prove its global extended exactness with the use of the localization principle. This augmented Lagrangian function was first introduced by the author in [16]; however, the paper [16] does not contain a proof of the global exactness of this augmented Lagrangian. Here we present a detailed and almost self-contained proof of this result (see also the preprint [31]).

Let us note that a different exact augmented Lagrangian function for semidefinite programs was earlier introduced in [15]. However, it should be underlined that our augmented Lagrangian function is defined via the problem data directly, while the augmented Lagrangian function from [15] depends on a solution of a certain system of linear equations. Furthermore, in order to correctly define the augmented Lagrangian function from [15] one must suppose that every feasible point of the nonlinear semidefinite program is nondegenerate ([33], Def. 4.70), which might be a too restrictive assumption for many applications. In contrast, we assume that only globally optimal solutions of the problem under consideration are nondegenerate.

Let $X = A = \mathbb{R}^d$, and $M = \{x \in \mathbb{R}^d \ | \ |G(x)| = 0, h(x) = 0\}$, where $G : X \to \mathbb{S}^l$ and $h : X \to \mathbb{R}^s$ are given functions, $\mathbb{S}^l$ is the set of all $l \times l$ real symmetric matrices, and the relation $G(x) = 0$ means that the matrix $G(x)$ is negative semidefinite. We suppose that the space $\mathbb{S}^l$ is equipped with the Frobenius norm $\|A\|_F = \sqrt{\text{Tr}(A^2)}$. Note that this norm corresponds to the inner product $\langle A, B \rangle = \text{Tr}(AB)$. In this case, the problem $(\mathcal{P})$ is a nonlinear semidefinite programming problem of the form

$$\min f(x) \quad \text{subject to} \quad G(x) \leq 0, \quad h(x) = 0.$$ 

Suppose that the functions $f, G$ and $h$ are continuously differentiable. For any $\lambda \in \mathbb{S}^l$ and $\mu \in \mathbb{R}^s$ denote by $L(x, \lambda, \mu) = f(x) + \text{Tr}(\lambda G(x)) + \langle \mu, h(x) \rangle$ the standard Lagrangian function for the nonlinear semidefinite programming problem. For the sake of shortness, we will sometimes denote $\nu = (\lambda, \mu)$. 

\[ \Box \] Springer
Our aim is to introduce a continuously differentiable augmented Lagrangian function \( \mathcal{L}(x, \lambda, \mu, c) \) for the problem (\( P \)) that is globally extendedly exact with respect to a function \( \eta(x, \lambda, \mu) \) such that \( \eta(x^*, \lambda^*, \mu^*) = 0 \) for some \( x^* \in \Omega^* \) if \( (x^*, \lambda^*, \mu^*) \) is a KKT point of the problem (\( P \)). In this case, one obtains that the augmented Lagrangian function \( \mathcal{L}(x, \lambda, \mu, c) \) is globally extendedly exact if its points of global minimum are exactly KKT points of the problem (\( P \)) corresponding to globally optimal solutions of this problem.

Define

\[
\eta(x, \lambda, \mu) = \| \nabla_x L(x, \lambda, \mu) \|^2 + \text{Tr}(\lambda^2 G(x)^2).
\]

In order to ensure that \( \eta(x^*, \lambda^*, \mu^*) = 0 \) if \( (x^*, \lambda^*, \mu^*) \) is a KKT point of the problem (\( P \)) we need to utilize a proper constraint qualification.

Let \( x^* \) be a locally optimal solution of the problem (\( P \)). Recall that the point \( x^* \) is called nondegenerate ([33], Def. 4.70) if

\[
\begin{bmatrix}
DG(x^*) \\
\nabla h(x^*)
\end{bmatrix} \in \mathbb{R}^d + \text{lin} T_{\mathbb{S}^l_-}(G(x^*)) = \begin{bmatrix} \mathbb{S}^l \\mathbb{R}^s \end{bmatrix},
\]

where \( DG(x^*) \) is the Fréchet derivative of \( G(\cdot) \) at the point \( x^* \), “lin” stands for the linearity subspace of a convex cone, i.e. the largest linear space contained in this cone, and \( T_{\mathbb{S}^l_-}(G(x^*)) \) is the contingent cone to the cone of \( l \times l \) negative semidefinite matrices \( \mathbb{S}^l_- \) at the point \( G(x^*) \). The nondegeneracy condition can be rewritten as a linear independence-type condition (see [33], Prp. 5.71).

Let us note that the nondegeneracy condition guarantees that there exists a unique Lagrange multiplier at \( x^* \) ([33], Prp. 4.75), and that \( \eta(x^*, \lambda^*, \mu^*) = 0 \) if \( (x^*, \lambda^*, \mu^*) \) is a KKT point of the problem (\( P \)). Furthermore, it ensures that the matrix \( D_{x^*}^2 \eta(x^*, \nu^*) \), where \( \nu^* = (\lambda^*, \mu^*) \), is positive definite ([16], Lemma 4).

Let us introduce an augmented Lagrangian function for nonlinear semidefinite programming problems. Choose \( \alpha > 0 \) and \( \kappa \geq 1 \), and define

\[
p(x, \lambda) = \frac{a(x)}{1 + \text{Tr}(\lambda^2)}, \quad q(x, \mu) = \frac{b(x)}{1 + \|\mu\|^2},
\]

where

\[
a(x) = \alpha - \text{Tr}(G(x)^2)^\kappa, \quad b(x) = \alpha - \|h(x)\|^2,
\]

and \([\cdot]_+\) is the projection of a matrix onto the cone of \( l \times l \) positive semidefinite matrices. Denote \( \Omega^\alpha = \{ x \in \mathbb{R}^d \mid a(x) > 0, \ b(x) > 0 \} \), and define

\[
\mathcal{L}(x, \lambda, \mu, c) = f(x) + \frac{1}{2c \text{p}(x, \lambda)} \left( \text{Tr}([cG(x) + p(x, \lambda)\lambda]_+^2) - p(x, \lambda)^2 \text{Tr}(\lambda^2) \right)
\]

\[
+ \langle \mu, h(x) \rangle + \frac{c}{2q(x, \mu)} \|h(x)\|^2 + \eta(x, \lambda, \mu), \quad (4)
\]
if \( x \in \Omega_\alpha \), and \( \mathcal{L}(x, \lambda, \mu, c) = +\infty \), otherwise. It is easy to see that the function \( \mathcal{L}(\cdot, c) \) is lower semicontinuous for all \( c > 0 \). Furthermore, one can verify that \( \mathcal{L}(x, \lambda, \mu, c) \) is continuously differentiable on its effective domain, provided the functions \( f, G \) and \( h \) are twice continuously differentiable (cf. [34], Sect. 3). Note also that the augmented Lagrangian (4) is constructed from a straightforward modification of the Hestenes–Powell–Rockafellar augmented Lagrangian to the case of semidefinite programming problems [35–40].

Let us obtain simple necessary and sufficient conditions for the global extended exactness of the augmented Lagrangian function (4). Denote \( \Lambda = \mathbb{S}_+^l \times \mathbb{R}^s \).

**Theorem 3.2** (Localization Principle for Exact Augmented Lagrangian Functions) Let the functions \( f, G, \) and \( h \) be continuously differentiable. Suppose also that every globally optimal solution of the problem (\( P \)) is nondegenerate. Then the augmented Lagrangian function \( \mathcal{L}(x, \lambda, \mu, c) \) is globally extendedly exact if and only if it is locally extendedly exact at every globally optimal solution of the problem (\( P \)), and one of the two following conditions is satisfied:

1. the function \( \mathcal{L}(x, \lambda, \mu, c) \) is nondegenerate;
2. the set \( \{(x, \lambda, \mu) \in \mathbb{R}^d \times \Lambda \mid \mathcal{L}(x, \lambda, \mu, c_0) < f^*\} \) is bounded for some \( c_0 > 0 \);

We divide the proof of the theorem above into two lemmas.

**Lemma 3.1** Let the functions \( f, G, \) and \( h \) be continuously differentiable, and let every globally optimal solution of the problem (\( P \)) be nondegenerate. Then the validity of the conditions

\[
(x^*, \lambda^*, \mu^*) \in \arg \min_{(x, \lambda, \mu)} \mathcal{L}(x, \lambda, \mu, c_0), \quad \eta(x^*, \lambda^*, \mu^*) = 0 \tag{5}
\]

for some \( x^* \in \Omega_\alpha \), \( (\lambda^*, \mu^*) \in \Lambda \) and \( c_0 > 0 \) implies that the augmented Lagrangian function \( \mathcal{L}(x, \lambda, \mu, c) \) is globally extendedly exact.

**Proof** Introduce the function

\[
\Phi(x, \lambda, c) = \min_{y \in \mathbb{S}_+^l - G(x)} \left(- p(x, \lambda) \langle y, y \rangle + \frac{c}{2} \|y\|_F^2\right), \tag{6}
\]

where \( \langle \lambda, y \rangle = \text{Tr}(\lambda y) \) is the inner product in \( \mathbb{S}_+^l \). Then for any \( x \in \Omega_\alpha \) one has

\[
\mathcal{L}(\xi, c) = f(x) + \frac{1}{p(x, \lambda)} \Phi(x, \lambda, c) + \langle \mu, h(x) \rangle + \frac{c}{2q(x, \mu)} \|h(x)\|_F^2 + \eta(\xi), \tag{7}
\]

where \( \xi = (x, \lambda, \mu) \) [see [34], formulae (2.5) and (2.9)]. Therefore the function \( \mathcal{L}(\xi, c) \) is nondecreasing in \( c \).

Suppose that (5) holds true. Then by our assumption the point \( x^* \) is nondegenerate, and \( \eta(x^*, \lambda^*, \mu^*) = 0 \). With the use of [16], Lemma 4 one obtains that \( (x^*, \lambda^*, \mu^*) \) is a KKT point of the problem (\( P \)). Hence, in particular, \( \langle \lambda^*, G(x^*) \rangle = 0 \), and the matrix \( \lambda^* \) is positive semidefinite. Consequently, applying the standard first order necessary
and sufficient conditions for a minimum of a convex function on a convex set one can easily check that the minimum in

\[ [cG(x^*) + p(x^*, \lambda^*)]z^2 = \text{dist}^2 (cG(x^*) + p(x^*, \lambda^*)z, S^-) \]

\[ = \min_{z \in S^-} \|cG(x^*) + p(x^*, \lambda^*)z - z\|^2 \]

is attained at the point \( z = cG(x^*) \). Here we used the equality \( \|PK^*(y)\| = \text{dist}(y, K) \) that is valid for any closed convex cone \( K \), where \( PK^* \) is the projection operator onto the polar cone \( K^* \) of the cone \( K \). Thus, one has \( L(x^*, \lambda^*, \mu^*, c) = f^* \) for any \( c > 0 \) (see [4]), which implies that

\[ \min_{(x, \lambda, \mu)} L(x, \lambda, \mu, c) = f^* \quad \forall c \geq c_0 \] (8)

due to the fact that the function \( L(\xi, c) \) is nondecreasing in \( c \).

Let, now, \( \xi \in \Omega^* \) be arbitrary. Since \( \xi \) is nondegenerate, there exists a unique pair \((\lambda, \mu)\) such that the tripler \((\xi, \lambda, \mu)\) is a KKT point of the problem \((P)\) ([33], Prp. 4.75), and \( \eta(\xi, \lambda, \mu) = 0 \) iff \( (\lambda, \mu) = (\lambda, \mu) \) ([16], Lemma 4). Arguing in the same way as above one can easily verify that \( L(\xi, \lambda, \mu, c) = f^* \) for all \( c > 0 \). Thus, one has

\[ \{(x, \lambda, \mu) \in \Omega^* \times \Lambda \mid \eta(x, \lambda, \mu) = 0\} \subseteq \arg \min_{(x, \lambda, \mu)} L(x, \lambda, \mu, c) \quad \forall c \geq c_0. \] (9)

Let us prove the opposite inclusion. Then one can conclude that \( L(\xi, c) \) is globally extendedly exact.

Fix arbitrary \( c > c_0 \), and \( \xi_0 = (x_0, \lambda_0, \mu_0) \) \( \in \arg \min_c L(\xi, c) \). Clearly, if \( h(x_0) \neq 0 \), then \( L(\xi_0, c) > L(\xi_0, c_0) = f^* \), which is impossible due to (8). Consequently, \( h(x_0) = 0 \). Therefore from (7), (6) and (8), the definition of \( \xi_0 \), and the fact that the function \( L(\xi, c) \) is nondecreasing in \( c \) it follows that

\[ f^* = L(\xi_0, c_0) = f(x_0) + \frac{1}{p(x_0, \lambda_0)} \Phi(x_0, \lambda_0, c_0) + \eta(\xi_0) \leq f(x_0) + \frac{1}{p(x_0, \lambda_0)} \left( -p(x_0, \lambda_0)\lambda_0, y \right) + \frac{c_0}{2} \|y\|_F^2 + \eta(\xi_0) \]

for any \( y \in S^- - G(x_0) \). Hence for any \( y \in (S^- - G(x_0)) \setminus \{0\} \) one has

\[ f(x_0) + \frac{1}{p(x_0, \lambda_0)} \left( -p(x_0, \lambda_0)\lambda_0, y \right) + \frac{c}{2} \|y\|_F^2 + \eta(\xi_0) > f^* , \]

which implies that the minimum in the definition of \( \Phi(x_0, \lambda_0, c) \) (see 6) is attained at the point \( y = 0 \), and \( \Phi(x_0, \lambda_0, c) = 0 \). Hence \( 0 \in S^- - G(x_0) \), i.e. \( x_0 \) is feasible, which yields that \( f^* = L(\xi_0, c) = f(x_0) + \eta(\xi_0) \geq f^* \) due to the fact that the
function $\eta(\cdot)$ is nonnegative. Hence $\eta(\xi_0) = 0$ and $x_0 \in \mathcal{Q}^\ast$. In other words, the inclusion opposite to (9) holds true, which completes the proof. □

**Remark 3.2** From the proof of the lemma above it follows that if $(x^\ast, \lambda^\ast, \mu^\ast)$ is a KKT point of the problem (P), then $\mathcal{L}(x^\ast, \lambda^\ast, \mu^\ast, c) = f(x^\ast)$ for all $c > 0$.

**Lemma 3.2** Let the functions $f$, $G$, and $h$ be continuously differentiable, and suppose that at least one of the globally optimal solutions of the problem (P) is nondegenerate. Then the augmented Lagrangian function $\mathcal{L}(x, \lambda, \mu, c)$ is a penalty-type separating function.

**Proof** Let $\{c_n\} \subset (0, +\infty)$ be an increasing unbounded sequence, and let also $\xi_n = (x_n, \lambda_n, \mu_n) \in \arg \min_\xi \mathcal{L}(\xi, c_n)$ for all $n \in \mathbb{N}$, and $\xi^\ast = (x^\ast, \lambda^\ast, \mu^\ast)$ be a cluster point of the sequence $\{\xi_n\}$. Replacing, if necessary, the sequence $\{\xi_n\}$ with its subsequence one can suppose that $\xi_n$ converges to $\xi^\ast$.

Let $\overline{x}$ be a nondegenerate globally optimal solution of the problem (P) that exists by our assumption. Applying [33], Prp. 4.75 one obtains that there exists $(\overline{\lambda}, \overline{\mu})$ such that the triplet $\overline{\xi} = (\overline{x}, \overline{\lambda}, \overline{\mu})$ is a KKT point of the problem (P). Then $\mathcal{L}(\overline{\xi}, c) = f(\overline{x}) = f^\ast$ for all $c > 0$ by virtue of Remark 3.2, which implies that $\mathcal{L}(\xi_n, c_n) \leq f^\ast$ for all $n \in \mathbb{N}$.

Minimizing the function $\omega_n(t) = -\|\mu_n\|t + c_n t^2/2q(x_n, \mu_n)$ with respect to $t \in \mathbb{R}$ (see 4) one obtains that

$$f^\ast \geq \mathcal{L}(\xi_n, c_n) \geq f(x_n) - \frac{\text{Tr}(\lambda_n^2) p(x_n, \lambda_n)}{2c_n} - \|\mu_n\|^2 q(x_n, \lambda_n)/2c_n + \eta(\xi_n)$$

$$\geq f(x_n) - \frac{\alpha}{c_n} + \eta(\xi_n)$$

(10)

for all $n \in \mathbb{N}$. Hence passing to the limit as $n \to +\infty$ one gets that $f(x^\ast) + \eta(\xi^\ast) \leq f^\ast$. Therefore it remains to prove that $x^\ast$ is feasible, since in this case one obtains that $x^\ast \in \mathcal{Q}^\ast$ and $\eta(\xi^\ast) = 0$, which implies the required result.

Arguing by reductio ad absurdum, suppose that $x^\ast$ is infeasible. Suppose, at first, that $h(x^\ast) \neq 0$. Then there exist $\varepsilon > 0$ and a subsequence $\{x_{n_k}\}$ such that $\|h(x_{n_k})\| \geq \varepsilon$ for all $k \in \mathbb{N}$. Note that since $\{\mu_n\}$ is a convergent sequence, there exists $M > 0$ such that $\|\mu_n\| \leq M$ for all $n \in \mathbb{N}$. Moreover, it is obvious that $\|h(x_n)\|^2 < \alpha$ for any $n \in \mathbb{N}$. Therefore

$$\mathcal{L}(\xi_{n_k}, c_{n_k}) \geq f(x_{n_k}) - \frac{\alpha}{2c_{n_k}} - M\sqrt{\varepsilon} + \frac{c_{n_k}\varepsilon^2}{2(\alpha - \varepsilon^2)}$$

for all $k \in \mathbb{N}$ (clearly, one can suppose that $\varepsilon^2 < \alpha$). Hence one gets that $\mathcal{L}(\xi_{n_k}, c_{n_k}) \to +\infty$ as $k \to +\infty$, which is impossible. Thus, $h(x^\ast) = 0$.

Suppose, now, that $G(x^\ast)$ is not negative semidefinite. Then there exist $\varepsilon > 0$ and a subsequence $\{x_{n_k}\}$ such that $\|[G(x_{n_k})]_+\|_F^2 \geq \varepsilon$ for all $k \in \mathbb{N}$. From the facts that $\{\lambda_n\}$ is a convergent sequence, and $c_n \to +\infty$ as $n \to \infty$ it follows that $\|[G(x_{n_k}) + p(x_{n_k}, \lambda_{n_k})]/c_{n_k}]_+\|_F^2 \geq \varepsilon/2$ for any sufficiently large $k \in \mathbb{N}$. Consequently, for any $k$ large enough one has
$\mathcal{L}(\xi_{nk}, c_{nk}) \geq f(x_{nk}) + \frac{c_{nk} \varepsilon}{4(\alpha - \varepsilon^k)} - \frac{\alpha}{c_{nk}}$

(one can obviously suppose that $\varepsilon^k < \alpha$). Hence $\mathcal{L}(\xi_{nk}, c_{nk}) \to +\infty$ as $k \to +\infty$, which is impossible. Thus, $x^*$ is a feasible point of the problem $(P)$, and the proof is complete. □

Now, applying Lemmas 3.1 and 3.2, and the localization principle in the extended form (Theorems 2.1 and 2.2) one obtains that Theorem 3.2 holds true.

**Remark 3.3**
One can check that the augmented Lagrangian $\mathcal{L}(x, \lambda, \mu, c)$ is locally extendedly exact at a locally optimal solution $x^*$ of the problem $(P)$, if $x^*$ is non-degenerate, and a natural second order sufficient optimal condition holds at $x^*$ ([31], Theorem 3.3). Let us also note that under the assumptions of Theorem 3.2 the set $\{(x, \lambda, \mu) \in \mathbb{R}^d \times \Lambda \mid \mathcal{L}(x, \lambda, \mu, c_0) < f^*\}$ is bounded for some $c_0 > 0$, provided the set $\{x \in \mathbb{R}^d \mid f(x) < f^* + \gamma, a(x) > 0, b(x) > 0\}$ is bounded for some $\gamma > 0$ ([31], Lemma 3.3).

4 Conclusions

In this paper, we developed a general theory of globally extendedly exact separating functions for constrained optimization problems in finite-dimensional spaces. We utilized this theory in order to obtain, in a simple and straightforward manner, necessary and sufficient conditions for the global exactness of Huyer and Neumaier’s extended penalty function, and to design a new globally exact continuously differentiable augmented Lagrangian function for nonlinear semidefinite programming problems.
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