Finite-temperature density-matrix renormalization group method for electron-phonon systems: Thermodynamics and Holstein-polaron spectral functions
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We investigate the thermodynamics and finite-temperature spectral functions of the Holstein polaron using a density-matrix renormalization group method. Our method combines purification and local basis optimization (LBO) as an efficient treatment of phonon modes. LBO is a scheme which relies on finding the optimal local basis by diagonalizing the local reduced density matrix. By transforming the state into this basis, one can truncate the local Hilbert space with a negligible loss of accuracy for a wide range of parameters. In this work, we focus on the crossover regime between large and small polarons of the Holstein model. Here, no analytical solution exists and we show that the thermal expectation values at low temperatures are independent of the phonon Hilbert space truncation provided the basis is chosen large enough. We then demonstrate that we can extract the electron spectral function and establish consistency with results from a finite-temperature Lanczos method. We additionally calculate the electron emission spectrum and the phonon spectral function and show that all the computations are significantly simplified by the local basis optimization. We observe that the electron emission spectrum shifts spectral weight to both lower frequencies and larger momenta as the temperature is increased. The phonon spectral function experiences a large broadening and the polaron peak at large momenta gets significantly flattened and merges almost completely into the free-phonon peak.

I. INTRODUCTION

Developments in experimental methods with ultra-fast dynamics (see, e.g., Refs. [1–5] and Refs. [6, 7] for a review) have reinforced the interest in the theoretical modeling of electron-phonon interactions. Despite the complexity of real materials, qualitative insights can be gained from model systems such as the Holstein model [8–43], hard-core boson-phonon models [44, 45], the t-J model augmented with phonons [46, 47] and spin-boson models [48–51]. It is believed that many experimental results can be interpreted by studying such toy Hamiltonians that contain important key features. A paradigmatic example is the Holstein-polaron model [8] which consists of one electron interacting with local bosons. Since the electron-boson interaction is the only mean of thermalization in the system (see, e.g., Ref. [52]), the model allows us to study this particular relaxation channel, which plays an important role in real materials, in a controlled way.

The Holstein polaron at zero temperature has been the subject of intense research [13, 17, 27, 53–57]. Recent developments in the field of thermalization in isolated quantum systems and quench dynamics have fueled the demand for additional research on the model at a finite temperature [52, 58–67]. In particular, the momentum dependence of the spectral function and the self-energy have recently been computed using a finite-temperature Lanczos method by Bonča et al. in Ref. [68], followed by a comparison between spectral properties of the Holstein polaron and an electron coupled to hard-core bosons [69].

In this paper, we introduce an alternative numerical approach. We demonstrate that a density-matrix renormalization group (DMRG) method [70–72] can efficiently reproduce the spectral function. We also compute the electron emission spectrum, which can be accessed in angle-resolved photoemission spectroscopy (ARPES) experiments [73–78], and the phonon spectral function. The method further allows us to compute thermodynamic observables for very large system sizes compared to other wave-function based methods.

We combine finite-temperature DMRG with purification [79–82], time-dependent DMRG (tDMRG) [72, 83–86] and local basis optimization (LBO) [87] to obtain an efficient scheme to both generate the finite-temperature matrix-product state (MPS) and to compute different Green’s functions. LBO, originally introduced by Zhang et al. in Ref. [87], has already been used for the real-time evolution [40, 43, 88, 89] and ground-state algorithms [43, 48, 90–96]. The DMRG method with purification requires an infinite-temperature state as its starting point which is approximate and strongly dependent on the truncation of the phonon Hilbert space. Our results, however, become independent of that truncation in the polaron-crossover regime at low temperatures, which is physically most relevant. This allows for the efficient computation of static and dynamic properties of the Holstein model at finite temperatures.

In particular, using finite-temperature states we compute the electron addition spectral function. This quantity has already been analyzed thoroughly at finite temperatures by Bonča et al. in Ref. [68] for a system with periodic boundary conditions. We show that we can resolve the same peaks as the finite-temperature Lanczos method and observe an excellent quantitative agreement. We additionally compute the electron emission spectrum and the phonon spectral function. The electron emission spectrum was computed in Ref. [58] for a two-site...
and two-electron system. Here, we focus on one electron and go up to twenty one sites. We further show that
the LBO scheme proposed in Ref. [88] becomes computationally beneficial at low temperatures and significantly
simplifies the computations of these spectral functions.

This paper is structured as follows. In Sec. II, we intro-
duce the Holstein-polaron model, the observables, and
the spectral functions. We proceed in Sec. III with a
description of the methods used. We introduce DMRG with
purification in Sec. III A, the time-evolution algorithm
in Sec. III B and the finite-temperature Lanczos method
in Sec. III C. In Sec. III D and Sec. III E, we show the
spectral functions for the single-site Holstein model. We
present the results for the thermodynamic expectation
values in Sec. IV and the results for the spectral func-
tions in Sec. V. In Sec. VI, we summarize the paper and
provide an outlook.

II. MODEL

A. The Holstein polaron

To study finite-temperature polaron properties we con-
consider the single-electron Holstein model [8]. The Hamil-
tonian is defined as

$$\hat{H} = \hat{H}_{\text{kin}} + \hat{H}_{\text{ph}} + \hat{H}_{e-ph}.$$  

(1)

The model has $L$ sites and we use open boundary condi-
tions, unless stated otherwise. We set $\hbar = 1$ throughout
this paper. The first term, the kinetic energy of the elec-
tron, then becomes

$$\hat{H}_{\text{kin}} = -t_0 \sum_{j=1}^{L-1} \left( \hat{c}^\dagger_j \hat{c}_{j+1} + \hat{c}^\dagger_{j+1} \hat{c}_j \right),$$  

(2)

with $\hat{c}^\dagger_j (\hat{c}_j)$ being the electron creation (anni-
hilation) operator on site $j$ and $t_0$ the hopping amplitu-
de. The second term is the phonon energy

$$\hat{H}_{\text{ph}} = \omega_0 \sum_{j=1}^{L} \hat{b}^\dagger_j \hat{b}_j,$$  

(3)

where $\hat{b}^\dagger (\hat{b}_j)$ is the creation (anni-
hilation) operator of an optical phonon on site $j$ with the
constant frequency $\omega_0$. The last term is the electron-phonon coupling

$$\hat{H}_{e-ph} = \gamma \sum_{j=1}^{L} \hat{n}_j \left( \hat{b}^\dagger_j + \hat{b}_j \right),$$  

(4)

with $\hat{n}_j = \hat{c}^\dagger_j \hat{c}_j$. We furthermore define the dimensionless
 coupling parameter

$$\lambda = \frac{\gamma^2}{2 t_0 \omega_0},$$  

(5)

which characterizes the crossover from a large ($\lambda < 1$) to
a small ($\lambda > 1$) polaron. In this work, we focus on the
intermediate regime and set $\lambda = 1$.

B. Thermodynamics

We first want to study the thermodynamics of the
model. The thermal expectation value of an observable $\hat{O}$
in the canonical ensemble at temperature $T$ is defined as

$$\langle \hat{O} \rangle_T = \text{Tr}[\hat{\rho}(T)\hat{O}],$$  

(6)

where $\hat{\rho}(T)$ is the thermal density matrix at temperature $T$.
In the canonical ensemble,

$$\hat{\rho}(T) = \frac{1}{Z} e^{-\beta \hat{H}},$$  

(7)

where we have set $k_B = 1$ such that $\beta = 1/T$ and $Z$ is
the partition function. We will focus on four observ-
ables: The total energy $E(T) = \langle \hat{H} \rangle_T$, the kinetic energy
$E_{\text{kin}}(T) = \langle \hat{H}_{\text{kin}} \rangle_T$, the coupling energy $E_{e-ph}(T) = \langle \hat{H}_{e-ph} \rangle_T$ and the phonon energy $E_{\text{ph}}(T) = \langle \hat{H}_{\text{ph}} \rangle_T$.

C. Spectral functions

We are also interested in dynamical quantities by in-
vestigating Green’s functions of operators acting on sites
$m$ and $n$. We define the greater Green’s function

$$G^>_T(m,n,t) = -i \langle \hat{c}_m(t) \hat{c}^\dagger_n(0) \rangle_{T,0},$$  

(8)

where the sub-indices $T,0$ indicate that the thermal ex-
pectation value is calculated in the zero-electron sector.
Since we use open boundary conditions, we construct the
Fourier transform into quasi-momentum space (see, e.g.,
Refs. [97, 98]) as

$$\hat{c}_k = \sqrt{\frac{2}{L+1}} \sum_{j=1}^{L} \sin(kj) \hat{c}_j,$$  

(9)

where $k = \pi m_k / (L + 1)$ and $1 \leq m_k \leq L$. The greater
Green’s function in $k$ and $\omega$ space then becomes

$$G_T^>(k,\omega) = -i \int_{-\infty}^{\infty} dt e^{i\omega t} \langle n | G_{T,0}(k,t) | 0 \rangle,$$  

(10)

where $\eta = 0^+$ is an artificial broadening. From the
greater Green’s function, we extract the electron spec-
tral function

$$A(k,\omega) = -\frac{1}{2\pi} \text{Im}[G_T^>(k,\omega)].$$  

(11)

Since we are in the zero-electron sector, Eq. (11) con-
tains all the information about the spectrum. Here, we
extend previous studies [58, 68] of the finite-temperature
Holstein polaron by also computing the lesser Green’s
function in the one-electron sector

$$G_T^<_{1}(m,n,t) = i \langle \hat{c}_{m}^\dagger(0) \hat{c}_n(t) \rangle_{T,1},$$  

(12)
which we use to obtain the electron emission spectrum

\[ A^+(k, \omega) = -\frac{1}{2\pi} \text{Im}[-G_T^{\omega}(k, \omega)]. \]  

We are further interested in the greater Green’s function in the phonon sector

\[ D_T^{\omega}(m, n, t) = -i \langle \hat{X}_m(t) \hat{X}_n(0) \rangle_{T,1}, \]  

where \( \hat{X}_n = \hat{b}_n + \hat{b}_n^\dagger \) is the phonon displacement. We use Eq. (14) to calculate the phonon spectral function

\[ B(k, \omega) = -\frac{1}{2\pi} \text{Im}[D_T^{\omega}(k, \omega)]. \]  

III. METHODS

In this section, we first describe our main numerical method, DMRG using purification and local basis optimization. We next briefly review the finite-temperature Lanczos method used in Ref. [68]. In order to guide the discussion of the numerical results, we compute the three spectral functions in the single-site limit.

A. Density-matrix renormalization group with purification

While the density-matrix renormalization group and matrix-product states were originally developed to find ground states [70–72], they have proven to be extremely useful tools for calculating spectral functions [99–104], carrying out the time evolution [72, 83–86], and finite-temperature calculations [79–81, 105–112] as well. There are several ways to utilize matrix-product states at finite temperatures. These include, among others, minimally entangled typical thermal state algorithms [113–115], purification algorithms [80–82] or a mixture of both [116, 117].

In this paper, we use the purification method [79] which doubles the system by adding an auxiliary space to the physical Hilbert space \( \mathcal{H}_P \rightarrow \mathcal{H}_P \otimes \mathcal{H}_A \). One can write down a state in this doubled Hilbert space \( |\psi\rangle \in \mathcal{H}_P \otimes \mathcal{H}_A \). If one now traces out the auxiliary space, one can simulate a mixed state in the physical Hilbert space with the density matrix

\[ \hat{\rho}_P = \text{Tr}_A[|\psi\rangle \langle \psi|]. \]  

Since we are working with a fixed number of electrons, we will use the notation where \( |\psi^0_\beta\rangle \) represents a state at temperature \( T \) with \( n \) electrons in the physical system. For example, the state \( |\psi^1_\beta=0\rangle \in \mathcal{H}_P \otimes \mathcal{H}_A \) can be expressed analytically. This state can then be used to simulate the density matrix from Eq. (7) for one electron at \( \beta = 0 \). The density matrix for \( \beta \neq 0 \) is generated by the evolution in imaginary time of \( |\psi^0_\beta\rangle \) as

\[ |\psi^n_\beta\rangle = e^{-\hat{H} \beta/2} |\psi^0_\beta\rangle. \]  

The thermal expectation value of an observable \( \hat{O} \) can then be calculated as

\[ \langle \hat{O} \rangle_{T,\beta} = \frac{\langle \psi^0_\beta | \hat{O} | \psi^0_\beta \rangle}{\langle \psi^0_\beta | \psi^0_\beta \rangle}. \]  

Since we use thermal states with both one and zero electrons we briefly illustrate how to generate both of them at \( \beta = 0 \). Since the Holstein model contains infinitely many local phonon degrees of freedom, we first introduce a local cutoff \( M \) which represents the maximal number of phonons on each site. We furthermore define a local basis state \( |\sigma_i\rangle = |n_i^e, n_i^{ph}\rangle \) with electron occupation \( n_i^e \in \{0, 1\} \) and phonon occupation \( n_i^{ph} \in \{0, \ldots, M\} \). This determines the local dimension \( d = 2(M + 1) \). We further write \( |\bar{\sigma}\rangle = |\sigma_1, \sigma_2, \ldots, \sigma_L\rangle \). The zero-electron state \( |\psi^0_{\beta=0}\rangle \) becomes

\[ |\psi^0_{\beta=0}\rangle = \sum_{\bar{\sigma}^P, \bar{\sigma}^A} A_1^{\bar{\sigma}^P, \bar{\sigma}^A} A_2^{\bar{\sigma}_2^P, \bar{\sigma}_2^A} \cdots A_L^{\bar{\sigma}_L^P, \bar{\sigma}_L^A} |\bar{\sigma}^P, \bar{\sigma}^A\rangle, \]  

where each \( A_i^{\bar{\sigma}_i^P, \bar{\sigma}_i^A} = \delta_{n_i^e, 0} \delta_{n_i^{ph}, 0} \delta_{n_i^{ph}, 0} \delta_{n_i^{ph}, 0} \delta_{n_i^{ph}, 0} \) is the local tensor corresponding to maximum entanglement between the physical site \( \sigma_i^P \) and the auxiliary site \( \sigma_i^A \). To generate the one-electron state \( |\psi^1_{\beta=0}\rangle \), we proceed in a similar fashion as in Ref. [118]. We first write down the maximum entangled one-electron tensor \( \tilde{A}_j^{\sigma_j^P, \sigma_j^A} = \delta_{n_j^e, 0} \delta_{n_j^{ph}, 0} \delta_{n_j^{ph}, 0} \delta_{n_j^{ph}, 0} \delta_{n_j^{ph}, 0} \). We then define our wave function as the superposition of terms which all have the one-electron tensor \( \tilde{A}_j^{\sigma_j^P, \sigma_j^A} \) at a different site \( j \). On the sites \( i \neq j \), we just place the zero-electron tensors \( A_i^{\bar{\sigma}_i^P, \bar{\sigma}_i^A} \) from Eq. (18). The total wave function becomes

\[ |\psi^1_{\beta=0}\rangle = \sum_{j=1}^L \sum_{\bar{\sigma}^P, \bar{\sigma}^A} A_1^{\bar{\sigma}_1^P, \bar{\sigma}_1^A} \cdots \tilde{A}_j^{\sigma_j^P, \sigma_j^A} \cdots A_L^{\bar{\sigma}_L^P, \bar{\sigma}_L^A} |\bar{\sigma}^P, \bar{\sigma}^A\rangle. \]  

After constructing \( |\psi^1_{\beta=0}\rangle \), one then generates the desired \( |\psi^n_{\beta}\rangle \) by imaginary-time evolution.

B. Time evolution with local basis optimization

Since we are interested in thermodynamics and spectral functions at finite temperatures, we need to carry out both imaginary and real-time evolution. This subsection explains the procedure and its application to electron-phonon systems. To calculate the time evolution we use tDMRG [83, 84] combined with local basis optimization (LBO) [87]. The idea of the local basis optimization is to find a numerically efficient representation of the phonon Hilbert space, thus reducing the computational cost. This has already been applied to the real-time evolution of pure states, e.g., by Brockt et al. [88] for the polaron problem, by Stolpp et al. [43] for a charge density wave, as well as in Refs. [40, 89]. In this paper, we
demonstrate that the local basis optimization is computationally beneficial for computing thermodynamics and real-time evolution at finite temperature for the Holstein polaron.

For the tDMRG method, we first write our Hamiltonian as a sum of terms \( \hat{H} \) which act on the two neighboring sites \( l \) and \( l + 1 \). For a time step \( dt \) \((-i\hat{H} dt\) for imaginary-time evolution) one can then carry out a second-order Trotter-Suzuki decomposition into even and odd terms
\[
e^{-i\hat{H} dt} = e^{-i\hat{H}_{\text{even}}/2}e^{-i\hat{H}_{\text{odd}} dt}e^{-i\hat{H}_{\text{even}}/2} + O(dt^3). \tag{20}
\]

One can further write each exponential as the product of local elements \( e^{-i\hat{H}_{\text{even}}/2} = \prod_{l_{\text{even}}} e^{-i\hat{H}_{l_{\text{even}}}/2} \). Since each physical site is connected to an auxiliary site, one must first apply a fermionic swap gate \([114, 119]\) to swap site \( \sigma^P \) and \( \sigma^\Lambda \). One then acts with the time evolution gate \( e^{-i\hat{H}_{l_{\text{odd}}}/2} \) followed by another gate which swaps \( \sigma^P \) and \( \sigma^\Lambda \) back.

To illustrate how the local basis optimization works, we assume that our MPS is already in an optimal local basis. Before we start the real-time evolution, we first obtain the desired state \( |\phi^P_n\rangle \) and that the local transformation matrices \( R^P_{\sigma^P} \) and \( R^\Lambda_{\sigma^\Lambda} \). Then we follow Ref. \([81]\) and compute the desired correlation functions
\[
C_{T,n}(m,l,t) = \langle \psi_\beta^m | \hat{A}_m(t/2) \hat{B}_l(-t/2) | \psi_\beta^m \rangle, \tag{25}
\]

where \( \hat{A}, \hat{B} \) are general operators and
\[
\hat{A}_m(t) = U(t/2) \hat{U}^A(t/2) \hat{A}_m U(t/2) \hat{U}^A(t/2) \hat{U}(t/2). \tag{26}
\]

In Eq. (26), \( \hat{U}^V(t/2) = e^{-i\hat{H}_{\text{tr}}t/2} \) acts on the part of the state in the physical Hilbert space and \( \hat{U}^A(t/2) = e^{i\hat{H}_{\text{tr}}t/2} \) correspondingly evolves the part of the state in the auxiliary space in the opposite direction. This is done to keep the entanglement entropy low during the real-time evolution \([107-111]\). Even though this procedure is not optimal \([112]\), it provides a natural extension of the local basis optimization to the auxiliary spaces and allows us to keep them in an optimal basis during the time evolution. We then obtain \( C_{T,n}(k,\omega) \) from \( C_{T,n}(m,l,t) \) by Fourier transformations in space and time.

We further use linear prediction \([81, 120, 121]\) to access larger times. Since we do the real-time evolution on states \( |\phi^P_n\rangle = \hat{A}_i |\psi^P_\beta\rangle \), which are not normalized, e.g. \( \langle \phi^P_n | \phi^P_m \rangle \neq 1 \), we do not renormalize the state after applying the time-evolution gate. Instead, we verify that the norm is of order \( O(1) \) for the temperatures considered here, such that the MPS truncation scheme remains valid. We further keep the change of norm below \( \leq 10^{-3} \) during the simulation time. For all imaginary-time evolutions, we use \( dt/\omega_0 = 0.1 \) and for the real-time evolution, we use \( dt/\omega_0 = 0.01 \). The real-time evolution is done up to a maximum time \( t_{\text{total}}/\omega_0 \). All DMRG calculations are carried out using \([122]\).

C. Finite-temperature Lanczos method

We now proceed by introducing alternative methods used as benchmarks. The thermodynamic quantities will be compared to exact diagonalization (ED) and the spectral function from Eq. (11) will be compared to the finite-temperature Lanczos method \([123, 124]\) (FTLM).

The finite-temperature Lanczos method data used here is obtained from Ref. \([68]\). The electron spectral function
is expressed as

\[ A(k, \omega) = Z^{-1} \sum_{r=1}^{R} \sum_{j=1}^{M} \sum_{n=1}^{N} e^{-\beta \epsilon_n} \langle \phi_n^0 | \phi_n^0 | \psi_j \rangle \times \langle \psi_j | e^{-\beta \epsilon_j} | \psi_j \rangle \delta(\omega - \epsilon_j + \epsilon_n^0) , \]

where \( Z \) is the partition function, \( |\phi_n^0 \rangle \) are random states in the zero-electron basis, and \( |\phi_n^0 \rangle \) are the zero-electron eigenstates and \( |\psi_j \rangle \) are the Lanczos vectors from the one-electron subspace with the corresponding energy \( \epsilon_j \). The variational Hilbert space [13, 17] is used to-gether with twisted boundary conditions [125–127] to limit finite-size effects.

D. Single-site spectral function and emission spectrum

In order to gain a better understanding of the emission spectrum at low temperatures, we derive an analytical expression for the single-site system. This is done for the spectral function in Ref. [128] and a detailed derivation is presented in Ref. [68]. This section is a simple extension of that work but is included for self consistency and to guide the discussion. The single-site Hamiltonian is

\[ \hat{H}_s = \gamma \hat{n} \hat{b}^\dagger \hat{b} + \omega_0 \hat{b}^\dagger \hat{b} \]  

The solution for the case of a single electron is given by the well-known coherent states

\[ |0_s \rangle = e^{-\tilde{g}^2} \sum_{m=0}^{\infty} \frac{(-\tilde{g})}{\sqrt{m!}} |m \rangle \]

where \( \tilde{g} = \gamma / \omega_0 \) and \( |m \rangle \) are bare phonon modes. The ground state \( |0_s \rangle \) has the energy \( E_{0,s} = -\omega_0 \tilde{g}^2 \). The excited states \( |m_s \rangle \) have an energy \( E_{m,s} = -\omega_0 \tilde{g}^2 + m \omega_0 \) and are given by

\[ |m_s \rangle = \frac{\{b^\dagger + \tilde{g}\}^m}{\sqrt{m!}} |0_s \rangle \]

The single-site spectral function is derived in Ref. [68], is

\[ A_s(\omega) = \frac{1}{Z} \sum_{n,m=0}^{\infty} e^{-\beta \omega_n} |\langle m_s | n \rangle|^2 \delta(\omega + E_n - E_{m,s}) \]

where \( |n \rangle \) are the bare phonon modes and \( E_n \) the corresponding energies. We show \( A_s(\omega) \) in Fig. 1(a) for \( \lambda = 1 \).

The electron emission spectrum is

\[ A_s^+(\omega) = \frac{1}{Z} \sum_{n,m=0}^{\infty} e^{-\beta E_{m,s}} |\langle n | m_s \rangle|^2 \delta(\omega + E_n - E_{m,s}) \]

The overlap between the coherent state and the normal mode is given by

\[ \langle n | m_s \rangle = e^{-\tilde{g}^2/2} \sum_{l=0}^{\min\{m,n\}} \frac{(-1)^n \tilde{g}^{n+m-2l}}{l!(m-l)!(n-l)!} \frac{\sqrt{m!}}{n!} \]

If we send \( T / \omega_0 \to 0 \), only the \( m = 0 \) term contributes in Eq. (32). This gives

\[ \langle n | 0_s \rangle = e^{-\tilde{g}^2/2} \frac{\sqrt{n!}}{n!} \]

The emission spectrum then takes the form

\[ A_s^+(\omega) = \sum_{n=0}^{\infty} e^{-\tilde{g}^2/2} \frac{1}{n!} \delta(\omega + n \omega_0 + \omega_0 \tilde{g}^2) \]

which has a polaron peak for \( n = 0 \) at \( \omega_{pol}/\omega_0 = -\omega_0 \tilde{g}^2 \). The spectrum further has peaks at negative \( \omega \), which are separated by \( \omega_0 \). It is also clear that at larger temperatures, peaks at \( \omega > -\omega_0 \tilde{g}^2 \) will appear.

In Fig 1(b), we show the single-site emission spectrum \( A_s^+(\omega) \). There, the peaks at \( \omega < \omega_0 \tilde{g}^2 \) are visible. One can also observe the peaks at \( \omega > \omega_0 \tilde{g}^2 \) appearing for larger temperatures.

E. Single-site phonon spectral function

The single-site phonon spectral function is

\[ B_s(\omega) = \frac{1}{Z} \sum_{n,m=0}^{\infty} e^{-\beta E_{m,s}} |\langle n_s | \hat{b} + \hat{b}^\dagger | m_s \rangle|^2 \times \delta(\omega + E_{m,s} - E_{n,s}) \]

We use that

\[ \hat{b} |0_s \rangle = -\tilde{g} |0_s \rangle \]

and

\[ \hat{b} |m_s \rangle = \sqrt{m} |(m-1)_s \rangle - \tilde{g} |m_s \rangle \]

to obtain

\[ \langle n_s | b + \hat{b} | m_s \rangle = \sqrt{n} \langle (n-1)_s | m_s \rangle + \sqrt{m} \langle n_s | (m-1)_s \rangle - 2 \tilde{g} \langle n_s | m_s \rangle \]

At \( T / \omega_0 = 0 \), the spectral function becomes

\[ B_s(\omega) = 4 \tilde{g}^2 \delta(\omega) + \delta(\omega - \omega_0) \]

\( B_s(\omega) \) is shown for different \( T / \omega_0 \) in Fig. 1(c). We observe two peaks separated by \( \omega_0 \) at the lowest temperatures as predicted in Eq. (40). This is the polaron peak and the free-phonon peak. When the temperature is increased, a smaller free-phonon peak starts to appear at \( -\omega_0 \).
IV. DMRG RESULTS FOR THERMODYNAMICS

In this section, we show the results for the thermodynamic quantities introduced in Sec. II B. Thermodynamics for electron-phonon models has already been studied with Monte Carlo methods, see, e.g., Refs. [129–132] for results for two-dimensional lattices. As explained in Sec. III A, the DMRG purification method starts at $T = \infty$. Finite temperatures are then obtained by imaginary-time evolution. For the Holstein-polaron model with a local phonon cutoff $M$, we have $\langle H \rangle_{T=\infty} / (\omega_0 L) = M/2$, such that depending on the phonon number truncation, the imaginary-time evolution will start at a different energy. Additionally, starting points with a finite $M$ are artificial since they do not represent the true $T = \infty$ limit of the system. For this reason, we first want to investigate whether there is a range of temperatures where we can produce states with expectation values that are independent of $M$ for the polaron in the crossover regime $\lambda = 1$. Since the results become $M$-dependent and unphysical for large $T/\omega_0$, we choose to focus on $0.1 \leq T/\omega_0 \leq 0.4$. Secondly, we want to investigate how the optimal local basis is affected by the imaginary-time evolution.

We first verify that the purification method reproduces values calculated with ED. In Fig. 2, we compare the results to ED for $L = 5$ and different $M$. We show the four observables defined in Sec. II B as a function of temperature $T/\omega_0$. One sees that the finite-temperature DMRG method (symbols) reproduces the ED (solid lines) for the corresponding $M$. The clear dependence of the observables on $M$ suggests that the local Hilbert space is not
chosen large enough to yield the correct low-temperature physics for these parameters. Most importantly, the DMRG method reproduces the ED results for the accessible system sizes. We proceed by comparing the expectation values for different system sizes $L$. The results are shown in Fig. 3. Notice that the ground-state energy is intensive in the single-electron problem. Therefore, $E/(\omega_0 L)$ should approach zero in the thermodynamic limit. This can be observed in Fig. 3(a). The figure also serves as a consistency check by showing that the imaginary-time evolution approaches the ground-state energy calculated with ground-state DMRG [70–72] (solid lines). Both the total energy $E$ and the phonon energy $E_{ph}$ are extensive at finite temperature, and therefore, we divide both of these expectation values by the system size $L$ to get a quantity that only depends on temperature for sufficiently large $L$. The observables $E_{kin}$ and $E_{e-ph}$ [Figs. 3(b) and (d)] are automatically intensive since there is only one electron in the system. Figure 3 therefore illustrates that the purification method gives access to thermodynamic quantities in systems with very large local Hilbert spaces.

We next demonstrate that the DMRG method can access values of $M$ large enough to obtain cutoff-independent results in the low-temperature regime. In Fig. 4, we show the same observables as in Fig. 2 with $L = 21$ and $M = 20, 30$ calculated with DMRG. We find that even though the two initial states start at two completely different energies $\langle \hat{H} \rangle_{T=0}/(\omega_0 L)$, they still converge to the same expectation value up to an accuracy of $O(10^{-5})$ below $T/\omega_0 \lesssim 0.5$. We thus conclude that we correctly reproduce results for the real phonon limit $M \to \infty$ below a certain temperature if $M$ is chosen large enough. Therefore, the method gives access to thermodynamics at temperatures for system sizes and phonon numbers unavailable to ED and regular Lanczos methods. For the rest of this paper, we choose $M = 20$.

To demonstrate that the imaginary-time evolution results are converged in the low-temperature limit, we vary $\rho_{bond}$ and $\rho_{LBO}$. As explained in Sec. III, the truncation of the bond dimension is controlled by $\rho_{bond}$ whereas $\rho_{LBO}$ controls the truncation of the optimal local basis of the MPS. In Figs. 5(a) and (c), we illustrate how $E_{kin}$ is affected by changes in $\rho_{bond}$ and $\rho_{LBO}$. The change is significant if one of the discarded weights is chosen too large. If $\rho_{bond}$ is too large, the expectation values lie above the converged value. In the other case, for $\rho_{LBO}$ too large, we start to get fluctuating expectation values. We do this test for all terms in the Hamiltonian in Eq. (1) and find that they are all converged for $\rho_{bond} = 10^{-7}$ and $\rho_{LBO} = 10^{-9}$ to an accuracy of $O(10^{-3})$. However, exactly how they behave for a too small cutoff is observable and system-size dependent. Since the expectation values already have converged for both $\rho_{bond}$ and $\rho_{LBO} = 10^{-7}$ [red triangles in Figs. 5(a) and (c)], the $10^{-9}$ markers (blue circles) are barely visible.

In Figs. 5(b) and (d), we analyze the maximum dimension $\max(d_{LBO})$ of the optimal basis of the physical Hilbert space. One clearly sees that this becomes equal to the bare phonon dimension $M + 1$ for large $T/\omega_0$. This
is expected since all the phonon modes become equally probable at $T/\omega_0 = \infty$. However, $\text{max}(d_{\text{LBO}})$ starts to decrease rapidly below a certain temperature and the rotation into the optimal basis becomes computationally beneficial for a given truncation error. This means that the eigenvalues of the reduced-density matrix first do not decay at all until a certain temperature is reached. After that, they start decreasing rapidly as a function of $T/\omega_0$. Figure 5(d) shows that this trend becomes more pronounced for larger $M$. Furthermore, it illustrates that as $M$ is increased, the rotation into the optimal basis becomes beneficial at higher $T/\omega_0$.

The accurate evaluation of thermal expectation values also serves as an important test for the spectral function calculations in Sec. V 2. In Appendix B, we show that the first temperature-dependent moments can be calculated by either integrating the spectral function or by computing thermal expectation values. We verify the accuracy of the spectral function by comparing both methods. For the rest of this work, we set $\rho_{\text{LBO}} = \rho_{\text{bond}} = 10^{-9}$ during the imaginary-time evolution.

V. SPECTRAL FUNCTIONS

1. Real-time evolution

We now proceed by calculating dynamical properties of our model. We first check that the real-time evolution converges with respect to $\rho_{\text{bond}}$ and $\rho_{\text{LBO}}$. This is illustrated in Fig. 6. There, we show the imaginary part of $G^r_{T,0}(m, n, t)$ from Eq. (8) with $m = n = 11$. From Figs. 6(a) and (b), it becomes apparent that as $\rho_{\text{bond}}$ is increased, the results are indiscernible on the scale of the figure. A similar behaviour is also seen with respect to $\rho_{\text{LBO}}$ [see Fig. 6(c)]. We can also report a large increase in the bond dimension as the temperature is increased (for details, see Appendix A). Since this limits the accessible times it will also limit the possible energy resolution after the Fourier transformation. As explained in Sec. III A, we additionally apply linear prediction. The spectral functions tend to oscillate around zero away from the peaks as a result of the finite time interval. By applying linear prediction, the oscillation amplitude goes from order $10^{-1}$ to $10^{-5}$ without changing the peak position or height in the spectrum. However, the exact decrease of the amplitude is spectral-function and temperature dependent. Due to the oscillations, we always show the absolute values of the spectral functions in the normalized log-scaled plots. The real-time evolution for all the following spectral functions is done with $\rho_{\text{bond}} = \rho_{\text{LBO}} = 10^{-8}$.

To test the accuracy of the method, we also derive the first temperature-dependent moment of the spectral functions and compare the thermal expectation values to our numerical data. The results in Appendix B show good agreement. We further want to emphasize that in the zero-electron sector, it is trivial to obtain the finite-temperature initial state for the real-time evolution since it only contains non-interacting local harmonic oscillators. For this reason, we compare results using both the trivially obtained thermal states and those obtained with the imaginary-time evolution algorithm to verify its correctness.

2. Electron spectral function and comparison to the FTLM

In Fig. 7, we show the electron spectral function $A(k, \omega)$ and compare it to results obtained with FTLM. We show the results for $T/\omega_0 = 0.1$ in Figs. 7(a) and (b) and $T/\omega_0 = 0.4$ in Figs. 7(c) and (d). Our method can resolve the same peak positions as the FTLM. One can identify the polaron peak at $\omega_{\text{pol}}/\omega_0 \approx -3.0$ and the peaks corresponding to the polaron with additional phonons separated by $n\omega_0$ in the incoherent part of the spectrum. We also observe a significant decrease of the quasi-particle weight for $k_{\text{min}}$ compared to $k_{\text{max}}$. This has already been reported in Ref. [68] and is consistent with other ground-state approaches [15, 18, 133–135].

In the inset, we show

$$I(k, \omega) = \int_{-\infty}^{\omega} d\omega' A(k, \omega').$$  (41)

There are only small differences between the FTLM and the DMRG data. The amplitude of the polaron peak exhibits small temperature-dependent differences between the two methods. For larger values of $k$, we also observe
some different weight distribution in the incoherent part of the spectrum. The results for \( I(k, \omega) \) still almost completely overlap. We want to emphasize that we show results for two different \( k \) values for the methods due to the difference in boundary conditions. For the DMRG method, we choose \( k_{\text{min}} = \pi/(L + 1) \), \( k_{\text{max}} = \pi L/(L + 1) \) and for the FTLM method, we select \( k_{\text{min}} = 0 \), \( k_{\text{max}} = \pi \). We conclude that despite these differences, the DMRG and FTLM method show a very good quantitative agreement.

Alternatively to computing the complete correlation function, one can calculate \( G^<_{T,0}(m, n, t) \) for a fixed \( n = L/2 \) and \( m \leq n \). This gives access to much larger system sizes, as illustrated in Fig. 8. There, we calculate the spectral function for \( L = 101 \). We first fix \( n = 51 \) and set \( G^<_{T,0}(n + m, n, t) = G^>_{T,0}(n - m, n, t) \). We then compute the Fourier transform into \( k \)-space as

\[
G^>_{T,0}(k, t) = \frac{1}{L} \sum_{m=1}^{L} e^{i(m-n)k} G^<_{T,0}(m, n, t).
\]

Here, we use periodic boundary-condition quasi-momenta with \( k = 2\pi m/L \) and \(-\frac{\pi}{4} \leq m \leq \frac{\pi}{4} \). This is often done (e.g., in Refs. [82, 136]) and the method works well here since the noninteracting harmonic oscillators are homogeneously distributed in the initial state and there is no electron in the system. In Fig. 8, we show comparison between data produced with periodic-boundary condition momenta (\( L = 101 \)) with results for open-boundary moment (\( L = 21 \)). Only small changes in the largest peaks (see Figs. 8(a) and (c)) can be seen even though the \( L = 101 \) data use \( k_{\text{min}} = 0 \), \( k_{\text{max}} = \pi \) while the \( L = 21 \) data use \( k_{\text{min}} = \pi/(L + 1) \), \( k_{\text{max}} = \pi L/(L + 1) \). This is, however, not the case for the other spectral functions studied in this work since the one-electron state has an inhomogeneous electron distribution. The previously described approach does, therefore, not fulfill the sum rules in those cases. Moreover, we mention that the calculations with the periodic boundary-condition Fourier transformation is more sensible to the choice of parameters for the linear prediction for our data.

In Fig. 9, we show \( A(k, \omega) \) as a function of \( \omega \) for all \( k \). Here, the spectral weight at \( \omega < \omega_{\text{pol}} \) [see Fig. 7(a)] becomes visible at larger \( T/\omega_0 \). This has been reported in Ref. [68] and corresponds to the electron absorbing a thermal phonon. One can also see that the polaron band structure is shifted downwards and renormalized compared to the free-fermion case which would have its ground-state energy at \( \omega/\omega_0 = -2 \) and a bandwidth of \( 4\omega_0 \). In all cases, we confirm that the sum rule \( \int_{-\infty}^{\infty} d\omega A(k, \omega) = 1 \) is fulfilled up to \( 10^{-3} \).

3. Electron emission spectrum

We next discuss \( A^+(k, \omega) \), defined in Eq. (13). Computationally, this function is the easiest to obtain with our method since the most demanding part of the calculation,
namely the real-time evolution, is done without an electron in the physical system. In Fig. 10, we show $A^\dagger(k, \omega)$ for two different temperatures. At low $T/\omega_0$, Fig. 10(b) unveils the presence of several peaks that are separated by $\omega_0$. The peaks can be understood by inspecting the single-site emission spectrum at low temperatures from Eq. (35). There, one clearly sees a peak at $-\gamma^2/\omega_0$. Furthermore, there are several peaks at negative $\omega$ separated with $\omega_0$. In Fig. 10(b), we have one main peak at the ground-state energy $\omega_{\text{pol}}/\omega_0 \approx -3$. This peak is also robust against an increase in temperature [see Fig. 10(c)]. The peaks at lower $\omega$, however, acquire more structure at elevated $T/\omega_0$. We also observe a peak at $\omega_{\text{pol}}/\omega_0 + 1$ which is completely suppressed at $T/\omega_0 = 0.1$. In Fig. 11, the complete function $A^\dagger(k, \omega)$ is plotted as a function of $k$ and $\omega$. At $T/\omega_0 = 0.4$ [Fig. 11(b)], we see two clear polaron bands starting at $\omega/\omega_0 = -3$ and $\omega/\omega_0 = -2$. Both have a bandwidth of $D \approx e^{-\gamma^2}4 \approx 0.54$, which is illustrated by the black dashed and solid lines. The peaks at lower frequencies also seem to shift towards higher frequencies and additional peaks appear to emerge at approximately $D$ away from the already existing ones at $\omega/\omega_0 < -3$.

In Fig. 10(a), we show the electron momentum distribution calculated for different system sizes. This quantity can be calculated directly as the thermal expectation value $\langle n_k \rangle_T$ or extracted from the lesser Green’s function

$$n_k = \int_{-\infty}^{\infty} d\omega A^\dagger(k, \omega). \quad (42)$$

As a consistency check, we show both. Figure 10(a) illustrates that some finite-size effects exist for small $L$, but as $L$ is increased, $n_k L$ converges. Note that with increasing $L$, the number of $k$-points also increases, however, $\sum_k n_k = 1$. This is, of course, different for the spectral function discussed in Sec. V 2, where

$$\int_{-\infty}^{\infty} d\omega A(k, \omega) = 1 \quad (43)$$

for all $k$ and $L$. We thus conclude that already at the low temperatures studied here, $n_k$ starts to flatten out and the difference in amplitude between the polaron peak and the other peaks decrease.
4. Phonon spectral function

We now move on to the phonon spectral function. Its ground-state properties have already been studied thoroughly (see, e.g., Refs. [27, 56]). In Ref. [56], Loos et al. used analytic and numerical methods to study this spectral function in a variety of parameter regimes. They found that the dominating features of the phonon spectral function are a free-phonon line and a renormalized band dispersion with additional structure appearing for intermediate electron-phonon coupling. Vidmar et al. [27] studied the low-energy spectrum and identified several bound and anti-bound states in different parameter regimes.

Here, we are interested in this function at finite temperature and in Fig. 12, we display $B(k, \omega)$ for $T/\omega_0 = 0.1$ and 0.4 for different $k$. At $T/\omega_0 = 0.1$, which is close to the ground state, we clearly recognize two distinct peaks, one at $\omega/\omega_0 = 1$ and another one that gets shifted with $k$. The peak at $\omega/\omega_0 = 1$ originates from the free phonon, whereas the other peak originates from the phonon being coupled to the electron. When temperature is increased, the phonon spectral function changes dramatically. For $k = L\pi/(L+1)$, the peaks get significantly broader and the polaron and the free-phonon peaks are almost completely merged. We also see structure appearing at $\omega/\omega_0 < 0$ which is suppressed at low temperatures, exactly as is the case for the single-site phonon spectral function in Sec. III.E.

In Fig. 13, we show the complete $B(k, \omega)$. Here, the polaron band structure with a width of $D \approx 4e^{-g^2}$ is visible. It also becomes clear that whereas we only observe the appearance of a free-phonon peak at negative frequencies in the single-site case, here, there is a complete reflected polaron band appearing for $T/\omega_0 = 0.4$ at $\omega/\omega_0 < 0$ [see Fig. 13(b)]. This is similar to what we find for the emission spectrum in Fig. 11.

VI. SUMMARY

We have generalized the DMRG method combined with purification and local basis optimization to efficiently compute static as well as dynamic properties of the Holstein polaron in the intermediate coupling regime at finite temperatures. We first showed that the method enabled us to generate thermal states at a finite temperature by performing imaginary-time evolution. We then computed the electron spectral function and showed that our results quantitatively agree with those obtained using the finite-temperature Lanczos method of Ref. [68]. We also analyzed the electron emission spectrum and found that the difference between the amplitude of the polaron peak and the other peaks decreased and that $n_k$ flattened out with increasing temperature. In addition, we observed an additional band appearing at larger $\omega$. Regarding the phonon spectral function, our work unveils that with increasing temperature, the spectrum broadens at larger momentum accompanied by the emergence of a mirrored image at $\omega < 0$.

We propose a number of future applications of the method introduced in this work. One direction would be to combine the local basis optimization with other time-evolution methods [137–141]. Another possible area of application is to calculate thermal expectation values combined with quench dynamics [40, 43, 50, 88, 89, 142–145] to test the predictions of the eigenstate thermalization hypothesis [52, 60–62, 64, 66, 67, 146]. The proposed method can also be generalized to investigate hetero-junctions containing vibrational degrees of free-
dom [132, 147–152] and to study the evolution of polaron states in manganites [153–156]. Further challenging continuations could involve the numerical study of time-dependent spectral functions (see, e.g., [77, 136]) relevant to time-dependent ARPES experiments [74, 75, 157, 158] or to compute the optical conductivity at finite temperatures (see, e.g., Refs. [29, 159, 160]).
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Appendix A: Bond and LBO dimension in real-time evolution

In Fig. 14, we show the maximum bond dimension [Fig. 14(a) and Fig. 14(b)] and maximum local optimal basis dimension [Fig. 14(c)] as a function of time. The bond dimension is clearly dependent on the temperature and on the specific Green’s function. It increases a lot faster for the $G_{T,0}^{\gamma}(t, m, n)$ (red) and $D_{T,1}^{\gamma}(t, m, n)$ (blue). For these Greens’ functions, the real-time evolution is done with an electron in the physical system which causes the large increase in the bond dimension. One also sees that as temperature is increased, the computations become much more costly. This is especially true for the phonon Green’s function $D_{T,1}^{\gamma}(t, m, n)$. The drop at $t\omega_0 = 0$ comes from the fact that the imaginary-time evolution is carried out with $\rho_{LBO} = \rho_{bond} = 10^{-3}$, whereas the real-time evolution is done with $\rho_{LBO} = \rho_{bond} = 10^{-8}$. This leads to some states getting truncated away right at the beginning. This is not the case for the red curve that shows $G_{T,0}^{\gamma}(m, n, t)$. There, the insertion of the electron into the system directly leads to a much larger bond dimension. We also observe that the maximum dimension of the local optimal basis remains approximately constant during the real-time evolution for the Green’s functions in the one-electron sector. The dimension clearly increases for larger temperature [$T/\omega_0 = 0.1$ (symbols) and $T/\omega_0 = 0.4$ (solid lines)] but it is, in both cases, clearly beneficial. This does, of course, not imply that the modes in the optimal basis remain the same. When the Green’s function is calculated in the zero-electron sector, inserting the electron clearly leads to an increase in $\max(d_{LBO})$.

Appendix B: Moments

To validate that the method captures the correct finite-temperature behaviour we compute the first temperature-dependent moment for each spectral function. The moments are defined for the corresponding spectral function [here only shown for $A(k, \omega)$] as

$$M_{m,A}(k) = \int_{-\infty}^{\infty} \omega^m A(k, \omega) d\omega.$$  \hspace{1cm} (B1)

For $A(k, \omega)$, the first two moments (see Refs. [68, 134, 161]) become

$$M_{1,A}(k) = \epsilon(k), \hspace{1cm} (B2)$$

$$M_{2,A} = \epsilon^2(k) + \gamma^2(2n_{ph} + 1), \hspace{1cm} (B3)$$

where $n_{ph} = 1/\left(\exp(\omega_0/T) - 1\right)$, $\epsilon(k) = -2t_0 \cos(k)$ with the quasi momenta for open-boundary conditions used in this paper. For $A^+(k, \omega)$, the first moment is already temperature dependent

$$M_{1,A^+}(k) = \frac{2}{L+1} \sum_{i,j} \sin(ki) \sin(kj) \times \langle \hat{c}_i \hat{c}_j (\epsilon(k) + \gamma \hat{X}_i) \rangle_T.$$ \hspace{1cm} (B4)
and for $B(k, \omega)$ we obtain

\begin{align}
M_{1,B}(k) &= \omega_0, \\
M_{2,B}(k) &= \frac{2}{L+1} \sum_{i,j} \sin(ik) \sin(jk) \\
&\times \langle \omega_0(\hat{X}_i \hat{X}_j) + 2\gamma \hat{n}_i \hat{X}_j \rangle_T.
\end{align}

The results for the temperature-dependent moments are shown in Fig. 15. We see that they can be calculated quite accurately with our method. The mean differences for both temperatures are of the order $O(10^{-5})$ for all the first moments and $O(10^{-2})$ for the second moments. In contrast to the rest of the paper, we here use a Gaussian regularization for the spectral function. The moments show a dependence on the regularization parameter $\eta$. One must find a compromise between allowing for unphysical oscillations in the spectral function and the accuracy of the moments. We choose $\eta = 0.05/(6\pi)$. For the second moments, we further limit the integration to physical oscillations in the spectral function and the accuracy of the moments. We choose $\eta = 0.05/(6\pi)$. For the second moments, we further limit the integration to $\omega_{\min} \approx -10\omega_0 < \omega < \omega_{\max} \approx 10\omega_0$. We found that the results for the Gaussian regularization are much more robust against changes in $\omega_{\min}$ and $\omega_{\max}$ than the Lorenzian regularization.
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