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Abstract

Video restoration, aiming at restoring clear frames from degraded videos, has been attracting increasing attention. Video restoration is required to establish the temporal correspondences from multiple misaligned frames. To achieve that end, existing deep methods generally adopt complicated network architectures, such as integrating optical flow, deformable convolution, cross-frame or cross-pixel self-attention layers, resulting in expensive computational cost. We argue that with proper design, temporal information utilization in video restoration can be much more efficient and effective. In this study, we propose a simple, fast yet effective framework for video restoration. The key of our framework is the grouped spatial-temporal shift, which is simple and lightweight, but can implicitly establish inter-frame correspondences and achieve multi-frame aggregation. Coupled with basic 2D U-Nets for frame-wise encoding and decoding, such an efficient spatial-temporal shift module can effectively tackle the challenges in video restoration. Extensive experiments show that our framework surpasses previous state-of-the-art method with 43\% of its computational cost on both video deblurring and video denoising.

1 Introduction

With the rapid development of smartphones, capturing videos becomes popular. However, the videos usually suffer from different types of degradations, such as image noise due to low-cost sensors and severe blurs caused by camera shaking and object moving. Video restoration, aiming to recover clear frames from degraded videos, has been attracting increasing attention in recent years. Video restoration, by nature, requires aggregating information from the temporal dimension. Two decisive functionalities and challenges of video restoration are alignment and information aggregation across frames. The keys of various video restoration network lie in how to design different network components to realize the two functionalities.

For inter-frame alignment, most previous video restoration methods resort to explicit alignment to establish temporal correspondences across frames, such as using optical flow\textsuperscript{51} and deformable convolution\textsuperscript{10,56}. However, using such techniques incurs more computational cost and memory consumption. They might also fail in the scenarios of large displacements\textsuperscript{25}, noise\textsuperscript{7,53}, and blurry regions\textsuperscript{40,6}. Several methods\textsuperscript{32,43,6,33,50} utilize convolutional networks to fuse multiple frames without explicit inter-frame alignment, which generally show poorer performances. Information aggregation across frames is mostly dominated by recurrent frameworks. However, the misalignments and faulty prediction can be accumulated across time and the methods are usually difficult to be parallelized for efficient inference. Recently, transformer architectures\textsuperscript{11,14} emerge as promising alternatives. Video restoration transformer (VRT)\textsuperscript{27} is proposed for modeling long-range dependency with attention mechanism. Nevertheless, VRT has a very large number of self-attention layers and is computationally costly.
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Previous methods tackling the two challenges are either computationally expensive or have complicated network architectures. In this study, we propose a simple, fast, and effective spatial-temporal shift module to implicitly model temporal correspondences across time. We introduce Group Shift-Net, which is equipped with the proposed spatial-temporal shift module for alignment and basic 2D U-Nets as the frame-wise encoder and decoder. Such a simple yet effective framework is able to model long-term dependency without utilizing resource-demanding optical flow estimation [51], deformable convolution [10, 44, 47], recurrent methods [32, 3, 5, 40, 6], or temporal transformers [27]. Our Group Shift-Net adopts a three-stage design: 1) frame-wise pre-restoration, 2) multi-frame fusion with grouped spatial-temporal shift, and 3) frame-wise restoration:

1. **Frame-wise Pre-restoration.** The presence of severe degradation (e.g., noise and blur) would significantly impede the establishment of temporal correspondences between frames. The main goal of the first stage is to mitigate the adverse effect by performing per-frame initial restoration, for which 2D frame-wise U-Nets are adopted.

2. **Multi-frame fusion.** We propose a simple and lightweight grouped spatial-temporal shift module to realize implicit temporal alignment and effective multi-frame feature aggregation. The features of an input clip are separately shifted in spatial and temporal dimensions, and fused by 2D convolution blocks. Such shift operations have minimal computational cost, but can still achieve long-term information aggregation by stacking multiple spatial-temporal shift blocks.

3. **Frame-wise restoration.** After the multi-frame features are implicitly aggregated, 2D frame-wise U-Nets are adopted for reconstructing each frame’s final result.

Notably, our proposed grouped spatial-temporal shift module is quite different from the temporal shift module (TSM) [28] for video understanding. Directly applying TSM cannot achieve promising performance in low-level video restoration. Our method has three key differences with TSM: a) **Channel misalignment in TSM.** TSM [28] adopts bi-directional channel shift during training. The channels of the reference frame and two neighboring frames would misalign and actually increase the difficulty of multi-frame aggregation. Our module advocates alternative temporal shifts to achieve bi-directional communication. b) **No spatial shift in TSM.** In TSM [28], shift is only applied along the channel dimension, which is incapable of conducting alignment. The proposed grouped spatial-temporal shift performs additional spatial shift on the features of neighboring frames. The additional spatial shift, has different directions and strides and thus provides multiple candidate displacements for matching misaligned features. c) **Depth-wise Convolution with Large Kernels.** To further handle the possible large displacements between frames, we adopt depth-wise convolutions with large kernels [30, 13, 15] to increase the receptive field.

The contributions of this study are two-fold: 1) We propose a simple, fast, yet effective framework with a newly introduced grouped spatial-temporal shift, made for video restoration, which achieves efficient temporal feature alignment and aggregation when coupled with only basic 2D convolution blocks. 2) The proposed framework achieves state-of-the-art performances with much fewer FLOPs on both video deblurring and video denoising tasks, demonstrating its generalization capability.

## 2 Related Work

A series of learning-based methods have been proposed to explore **temporal alignment** and **long-term information aggregation** for video restoration.

**Temporal alignment.** Temporal alignment is a vital step to model temporal correspondences of misaligned frames in videos. Early learning-based methods [21, 2, 42, 40, 24] employ traditional image alignment methods [48] to model the motions. To handle complicated motions, Xue et al. [51] propose task-oriented flow by fine-tuning a pretrained optical flow model [47] on different video restoration tasks. Dynamic filters [20, 55] and deformable convolution [44, 47] are also proposed to achieve implicit motion compensation. Chan et al. [5, 27] leverage the optical flow to guide the deformable alignment for stable training [4]. Such temporal alignment techniques increase the model complexity and might fail in the case of large displacement [25], noise [5, 53], blurry regions [40, 6]. A series of methods [43, 6, 32] are proposed to avoid explicit motion compensation. Chao et al. [6] demonstrate that optical flow and deformable convolution cannot model the motions or restore sharp frame in video deblurring, due to the blur effect. FastDVDNet [43] and EMVD [32] also propose to
utilize convolution networks to handle motion implicitly. However, convolution usually has narrow receptive field, which limits the model capacity to address large displacements.

**Long-term information aggregation.** To obtain the long-term information from distant frames, learning-based methods can be mainly divided into two categories: 1) sliding window-based methods and 2) recurrent methods. Sliding window-based methods \[43, 36\] usually take several adjacent frames as input and output the center restored frame. The information can only be propagated within the fixed sliding window. The sliding window-based methods also suffer from inefficient computation. In contrast, the recurrent methods propagate information recurrently. A series of methods \[18, 40, 32, 3, 5\] utilize the recurrent framework for long-term information propagation. In recurrent methods, the faulty prediction and misalignment are accumulated frame by frame, which would deteriorate the long-term dependency modeling. Additionally, the recurrent methods are limited in parallelization for efficient inference.

**Shift operations.** Wu et al. \[49\] propose to combine shift operation and \(1 \times 1\) convolution as an efficient alternative to \(3 \times 3\) convolution. Its variants \[19, 9\] propose learnable active shifts. Lin et al. \[28\] propose a temporal shift module (TSM) for video understanding. Based on TSM, Rong et al. \[38\] apply unidirectional temporal shift on wavelet transforms for burst denoising. Liu et al. \[29\] propose to perform self-attention calculation with shifted windows to boost the performance of vision transformer \[14\]. Recently, a series of MLP-based architectures \[46, 26, 52\] couple the spatial shifts with multi-layer perceptron to achieve the competitive performance in high-level vision tasks. Liang et al. \[27\] propose a video restoration transformer (VRT), where one video is partitioned into 2-frame clips at each layer and shifted for every other layer to perform temporal self-attention. However, it has a large number of self-attention layers and produces a large amount of computational cost.

## 3 Method

### 3.1 Overall Pipeline of Group Shift-Net

Most previous methods in video restoration adopt complicated and resource-demanding network architectures, such as optical flow prediction \[51\], deformable convolution \[10\], and temporal self-attention layers \[27\]. We propose a simple yet effective grouped spatial-temporal shift module with 2D basic U-Nets \[39\] to implicitly establish temporal correspondences. Given consecutive degraded frames \(\{I_i \in \mathbb{R}^{H \times W \times C_{in}}\}_1^T\), where \(T\) denotes the frame number, the proposed framework Group Shift-Net outputs the corresponding high-quality frames \(\{O_i \in \mathbb{R}^{H \times W \times C_{out}}\}_1^T\). As shown in Figure 1, our framework adopts a three-stage design: 1) frame-wise pre-restoration, 2) multi-frame feature fusion with grouped spatial-temporal shift, and 3) frame-wise restoration.

**Frame-wise pre-restoration.** In video restoration, each frame suffers from degradation (e.g., noise or blur), which would affect the modeling of temporal correspondences across frames. To mitigate the negative impact of degradation, a 2D frame-wise U-Net-like structure \[39\] is adopted for frame-wise pre-restoration. The ground-truth frames act as supervisions on the outputs and the frame-wise features \(\{f_i \in \mathbb{R}^{H \times W \times C}\}_1^T\) are fed into the next stage for inter-frame alignment and fusion.

**Multi-frame feature fusion.** At this stage, we propose a grouped spatial-temporal shift block to shift different features groups of neighboring frames to the reference frame to establish the temporal correspondences implicitly. The key-frame feature \(f_i \in \mathbb{R}^{H \times W \times C}\) is fully aggregated with those of the neighboring frames to obtain the corresponding aggregated feature \(A_i \in \mathbb{R}^{H \times W \times C}\). Spatial-temporal shifts of different directions and distances are adopted to provide multiple candidate displacements for matching the frames. By stacking multiple such grouped spatial-temporal shift blocks, our framework can achieve long-term aggregation with lightweight shift operations.

**Frame-wise restoration.** At the last stage, a U-Net-like structure, similar to that in stage 1, takes the low-quality input frames \(\{I_i\}_1^T\) and corresponding aggregated features \(\{A_i\}_1^T\) from the previous stage as input and estimates each frame’s final result \(O_i\).

### 3.2 U-Net for Frame-wise Restoration

For the network of frame-wise pre-restoration of stage 1 and final restoration of stage 3, it is observed in \[44\] that a single U-Net-like structure \[39, 54\] cannot restore the frames well. Instead, we propose to stack \(N\) 2D slim U-Nets consecutively to conduct frame-wise restoration effectively. Stacking
Figure 1: The overview of the Group Shift-Net. It adopts a three-stage design: frame-wise pre-restoration, multi-frame fusion, and final restoration. At the second stage, we utilize grouped spatial-temporal shift blocks to achieve multi-frame aggregation.

multiple U-Nets was explored long before [35], which leads to a deeper network depth and achieves larger receptive field than a single U-Net [54] with the same computational cost. At each U-Net, we utilize residual blocks [16] to enhance features at three scales. We adopt average pooling and bilinear upsampling to adjust the resolution of features. The output features of the previous U-Net are directly passed to the next U-Net as input. No other shortcut or loss function is adopted between two U-Nets. Zamir et al. [54] propose to add a cross U-Net feature fusion between two adjacent U-Nets. But adopting this design between our adjacent slim U-Nets achieves worse performance. The outputs of stage 1 and stage 3 are supervised by the ground-truth clean frames with $L_1$ loss.

3.3 Grouped Spatial-temporal Shift for Multi-frame Fusion

In multi-frame fusion, each frame-wise feature $f_i$ is to be fully aggregated with neighboring features \{f_{i-t}, \ldots, f_{i+t}\} to obtain the temporally aligned and fused features $F_i$. The input features $f_i \in \mathbb{R}^{H \times W \times C}$ have the same resolution as the original input image $I_i$. Our multi-frame fusion module adopts a three-scale U-Net [39] like structure. We keep skip connections in the U-Net but replace the conventional 2D convolution blocks by the proposed grouped spatial-temporal shift (GSTS) blocks to aggregate multi-frame features. We utilize 2D average pooling and bilinear upsampling for downsampling and upsampling feature maps in the U-Net, respectively. At each scale, we stack multiple GSTS blocks (e.g., 6) to effectively establish temporal correspondences and conduct multi-frame fusion. A GSTS block consists of three components: 1) a temporal shift operation, 2) a spatial shift operation, and 3) a lightweight fusion layer, organized in the way shown in Figure 2.

**Grouped temporal shift.** It is observed in [35] that, due to the misalignment between frames, handling information from three frames simultaneously [28] would increase the difficulty of multi-frame fusion. Therefore, we only allow each temporal shift to handle two adjacent frames at a time. Our grouped temporal shift blocks are either a forward temporal shift (FTS) block fusing $\{f_{i-1}, f_i\}$ (see Figure 3 Left) or backward temporal shift (BTS) block fusing $\{f_{i+1}, f_i\}$ (see Figure 2 Right). To achieve effective bi-directional temporal propagation, we stack FTS blocks and BTS blocks alternatively.
In a temporal shift, the multi-frame features \( f_i \in \mathbb{R}^{H \times W \times C} \) are first split (i.e. grouped) equally along the channel dimension to obtain two feature groups: \( f_i^a \in \mathbb{R}^{H \times W \times \frac{C}{2}} \) and \( f_i^b \in \mathbb{R}^{H \times W \times \frac{C}{2}} \). In the forward shift, \( f_i^a \) is not shifted and is aggregated with the forward-shifted feature \( f_{i-1}^b \) from time \( i - 1 \). In the backward shift, \( f_i^a \) is backward-shifted to be aggregated with \( f_{i-1}^b \) for restoring \( I_{i-1} \). In other words, both FTS and BTS blocks keep half of the feature channels (one feature group) for characterizing visual appearance at current time \( i \) and shift the other half of the feature channels (the other feature group) for temporally propagating information for inter-frame aggregation of two frames. For simplicity, in the following paragraphs, we explain the details of the FTS block (i.e. how \( f_i^a \) is aggregated with \( f_{i-1}^b \)), and the BTS block is similarly defined.

**Grouped spatial shift.** Directly concatenating \( f_i^a \) and \( f_{i-1}^b \) for restoring frame \( i \) does not account for the spatial misalignment between the two frames \( i \) and \( i - 1 \). Therefore, we propose to conduct additional grouped spatial shift on the propagated feature group \( f_{i-1}^{b_r} \in \mathbb{R}^{H \times W \times \frac{C}{2}} \) to achieve a large spatial range for the implicit alignment. Specifically, we first equally split (i.e. group) \( f_{i-1}^{b_r} \) along channel dimension to obtain \( M \) feature slices \( f_{i-1,m}^{b_r} \in \mathbb{R}^{H \times W \times \frac{C}{2m}} \), where \( m = 1, \ldots, M \) is the slice index. For each feature slice \( f_{i-1,m}^{b_r} \), we spatially shift it by \( (\Delta x_m, \Delta y_m) \) pixels in the \( x \) and \( y \) directions respectively to obtain the shifted feature slice \( f_{i-1,m}^{b_r'} \).

\[
 f_{i-1,m}^{b_r'} = \text{Shift}(f_{i-1,m}^{b_r}, \Delta x_m, \Delta y_m), \text{ for } m = 1, \ldots, M
\]  

(1)

Since the spatial shift causes void pixels in the border, we set them to zero. To handle objects across two shifts (e.g. \( \Delta x_m \) pixels shift and \( 2 \times \Delta x_m \) pixels shift), we replace the last pixel shift by a depth-wise \( 3 \times 3 \) convolution to achieve smooth translation and combination between two adjacent shifted feature slices. For a \( \Delta x_m \) pixels shift, the corresponding feature group is shifted spatially by \( \Delta x_m - 1 \) pixels, followed by a depth-wise \( 3 \times 3 \) convolution. Then we concatenate all feature groups \( f_{i-1,m}^{b_r'} \) along the channel dimension to obtain the spatially shifted feature \( f_{i-1}^{b_r'} \).

\[
 f_{i-1}^{b_r'} = \text{Concat}(f_{i-1,1}^{b_r'}, \ldots, f_{i-1,M}^{b_r'}).
\]  

(2)

For example, when \( M = 9 \) and \( \Delta x_m, \Delta y_m \in \{-1, 0, 1\} \), the spatial shift operation creates 9 feature slices and shifts the different slices by the 9 directions. In our final implementation, we set \( M = 25 \)
Figure 3: PSNR-Params-FLOPS comparisons with other state-of-the-art methods on video deblurring (Left) and video denoising (Right). The horizontal axis, vertical axis and circle radius represent Flops (computational cost), PSNR (restoration quality) and parameter number (memory overhead), respectively. Our tiny (-T), small (-S) and base models occupy top-left corners, indicating superior performance with higher efficiency.

and $\Delta x_m, \Delta y_m \in \{-10, -5, 0, 5, 10\}$ to enlarge the alignment and fusion’s receptive field, so as to handle large displacements across frames.

**Fusion layer.** Then we utilize a lightweight fusion layer $F$ with residual connection to aggregate the multi-frame features $f^a_i, f^b_{i-1}, f^b_{i-1}$. The fusion layer $F$ contains two residual blocks and each residual block adopts the combination of point-wise convolution and depth-wise convolution to avoid heavy computation. The output fused feature $\hat{f}_i$ of the reference frame $i$ is calculated as

$$\hat{f}_i = \text{Concat}(f^a_i, f^b_{i-1}) + F(f^a_i, f^b_{i-1}, f^b_{i-1}).$$

(3)

The output feature $\hat{f}_i$ of the reference frame $i$ is then fed into the next GSTS block. To further increase the receptive field and to better handle large displacements, we use large-kernel convolutions to handle features from the spatial-temporal shift layer.

4 Experiments

We evaluate Group Shift-Net on two mainstream video restoration tasks: video deblurring and video denoising. To meet different computational requirements, we obtain a series of models of tiny (-T), small (-S) and base size. We also conduct extensive ablation experiments to validate the proposed modules and show impacts of different design choices.

**Datasets.** For video deblurring, we use GOPRO [34] (CC BY 4.0 license) and DVD [41] datasets. GOPRO [34] dataset contains 2,103 and 1,111 frames as training and test sets, respectively. DVD [41] includes 5,708 frames for training and 1,000 frames for testing. For each dataset, we train our proposed model using its training set and evaluate on the corresponding test set. For video denoising, we follow Huang et al. [17] to train our model on DAVIS [22] dataset and test it on Set8 dataset [43] of different noise levels to test models’ generalization capacity. The Set8 dataset consists of 4 sequences from the Derfs Test Media collection and 4 clips captured by a GoPro camera. Our non-blind model is trained for noise level $\sigma \in U[5, 55]$ during training and tested on different noise levels.

**Implementation details.** Our Group Shift-Net is end-to-end trained. Separate models are trained for different tasks. The number of channels is 42 for frame-wise restoration and 80 for grouped spatial-temporal shift (GSTS) blocks. In frame-wise pre-restoration and final restoration, 6 slim U-Nets are stacked to encode frame-wise features. In multi-frame fusion, there are 48 GSTS blocks built in a three-scale U-Net-like structure. In the GSTS block, the kernel size of convolution is set to $5 \times 5$. The re-parameterization technique [12] is adopted for better optimization of the large-kernel convolutions. The networks are trained with a batch size of 8 for 750 epochs. The patch size is set as $256 \times 256$. Horizontal and vertical flips are adopted for data augmentation. We use the Adam optimizer [23] and the learning rate is decreased from $3 \times 10^{-4}$ to $1 \times 10^{-7}$ according to the cosine annealing strategy [31]. All models are trained on a server with 8 A100 GPUs.
Table 1: Quantitative comparison with state-of-the-art video deblurring methods on GoPro [34].

| Method            | EDVR [47] | Su et al. [41] | STFAN [55] | TSP [36] | MPRNet [54] | HINet [8] | RNN-MBP [6] | VRT [27] | Ours  |
|-------------------|-----------|----------------|------------|----------|-------------|-----------|-------------|----------|-------|
| PSNR              | 34.81     | 35.22          | 33.32      | 32.71    | 32.66       | 31.67     | 28.59       | 27.31    | 26.83 |
| SSIM              | 0.975     | 0.972          | 0.963      | 0.959    | 0.959       | 0.928     | 0.861       | 0.843    | 0.843 |
| Params (M)        | 3.57      | 18.3           | 16.4       | 88.7     | 16.17       | 15.3      | 194.2       | 15.3     | 20.6  |
| FLOPS (G)         | 349.0     | 171.3          | 496.0      | 721.3    | 469.0       | 18.3      | 170.7       | 17.5     | 357.9 |

Table 2: Quantitative comparison with state-of-the-art video deblurring methods on DVD [41].

| Method            | EDVR [47] | Su et al. [41] | STFAN [55] | TSP [36] | MPRNet [54] | HINet [8] | RNN-MBP [6] | VRT [27] | Ours  |
|-------------------|-----------|----------------|------------|----------|-------------|-----------|-------------|----------|-------|
| PSNR              | 28.51     | 32.31          | 31.15      | 30.01    | 32.13       | 32.80     | 33.32       | 34.27    | 34.52 |
| SSIM              | 0.969     | 0.9352         | 0.9049     | 0.887    | 0.927       | 0.926     | 0.932       | 0.965    | 0.864 |
| Params (M)        | 18.3      | 42.8           | 35.4       | 31.5     | 32.4        | 32.13     | 32.80       | 33.32    | 32.13 |
| FLOPS (G)         | 170.7     | 496.0          | 357.9      | 349.0    | 171.3       | 16.4      | 18.3        | 16.4     | 170.7 |

4.1 Video Deblurring Results

Quantitative Comparison. We compare our method with state-of-the-art deblurring methods, EDVR [47], Su et al. [41], STFAN [55], TSP [36], MPRNet [54], HINet [8], RNN-MBP [6], and VRT [27]. As shown in Tables 1 and 2, our model achieves the best restoration quality with high efficiency. Our model outperforms VRT [27], the most competitive method at present, by 0.41 dB and 0.25 dB PSNR on GoPro and DVD, respectively, with only 43% of its flops. For a more intuitive comparison, we provide the PSNR-Params-FLOPS plot in Figure 3 (Left). The three versions of our model occupy the top-left corner, showing strong performance with less computational cost. Notably, our small-version model surpasses EDVR [47] by a significant 7.9 dB PSNR with only 49.5% parameters, our tiny-version model achieves 4.4 dB PSNR gains over STFAN [55] with 42.8% parameters.

Qualitative Comparison. Figure 4 provides the visualization of two hard deblurring cases. As one can see from the full images, there exist severe blurry regions due to camera shaking and object movement. On the zoomed-in patch of the yellow band in the first row, our model reconstructs much sharper letters and building structures. For the walking people in the second row, the fine-grained boundaries of moving legs are better restored by our model.

4.2 Video Denoising Results

Quantitative Comparison. We compare our method with state-of-the-art video denoising methods, VLN8 [1], DVDNet [42], FastDVDNet [43], EMVD-L [52], PaCNet [45], EDVR [47], and VRT [27]. In Table 3, we present the quantitative results on Set8 dataset. Our model achieves the best results in 4 out of 5 noise levels. Our method surpasses VRT by 0.55 dB PNSR in the extremely noisy case ($\sigma = 50$). On average, our model achieves 0.21 dB improvement over VRT [27] with 43% FLOPS. Similarly, we provide PSNR-Params-FLOPS in Figure 5 (Right). Our models dominate the top-left
Table 3: Quantitative comparison with state-of-the-art video denoising methods on Set8 [43].

|         | VLNB [1] | DVDNet [42] | FastDVD [43] | EMVD-L [32] | PaCNet [45] | EDVR [47] | Huang et al. [17] | VRT [27] | Ours |
|---------|----------|-------------|-------------|-------------|-------------|-----------|-------------------|---------|------|
| σ = 10  | 37.26    | 36.08       | 36.44       | 36.56       | 37.06       | 37.16     | 37.17            | 37.88   | 37.54|
| σ = 20  | 33.72    | 33.49       | 33.43       | 33.27       | 33.94       | 34.09     | 34.22            | 35.02   | 35.10|
| σ = 30  | 31.74    | 31.79       | 31.68       | 31.40       | 32.05       | 32.31     | 32.57            | 33.35   | 33.64|
| σ = 40  | 30.39    | 30.55       | 30.46       | 30.05       | 30.70       | 31.03     | 31.39            | 32.15   | 32.60|
| σ = 50  | 29.24    | 29.56       | 29.53       | 29.15       | 29.66       | 30.06     | 30.45            | 31.22   | 31.77|
| Average | 32.47    | 32.29       | 32.31       | 32.09       | 32.68       | 32.93     | 33.16            | 33.92   | 34.13|
| Params (M) | -       | -          | 2.5         | 9.6          | 2.87        | 20.6       | 13.95            | 18.3    | 17.5 |
| FLOPS (G)  | -       | -          | 41.8        | 69.5         | -           | 194.2     | 48.5             | 721.3   | 309.1 |

Figure 5: Video denoising results on Set8. Our method achieves better performances at reconstructing details such as textures and lines.

corner, exhibiting superior performance and efficiency advantages. Specifically, our small-version model outperforms EDVR [47] by a clear margin of 0.91 dB with only 49.5% parameters, our tiny-version model leads Huang et al. [17] by 0.46 dB with only 16.5% of its parameters.

**Qualitative Comparison.** Figure 5 visualizes the denoising results of severe noisy videos of the Set8 [43]. Note the zoomed-in regions in the red boxes. Other models generate over-smooth results, while our model reconstructs more detailed textures, showing the superiority of our models.

### 4.3 Ablation Study

We demonstrate the effectiveness of each key component in Group Shift-Net. All the methods are trained and evaluated on the GoPro dataset [34] with the same training settings of our base model.

**Grouped spatial-temporal shift.** To demonstrate the effectiveness of grouped spatial-temporal shift (GSTS) block, we remove grouped spatial shift and alternative temporal shift gradually to evaluate the impact of each component. The results are shown in Table 4a. At first, we remove grouped spatial shift and only the temporal shift is applied. It suffers a drop of 0.33 dB PSNR. Then we replace the alternative temporal shift by the bi-directional shift, where a fusion layer would aggregate $\frac{4}{3}$ channels of feature $f_i$, $\frac{1}{3}$ channels of feature $f_{i-1}$, and $\frac{1}{3}$ channels of feature $f_{i+1}$. This operation causes a decrease of 0.31 dB PSNR. The ablation study of two steps demonstrates the importance of grouped spatial shift and alternative temporal shifts.
Stacking multiple U-Nets. The stacked U-Nets are chosen as the network architecture for frame-wise pre-restoration and final restoration. We start from a single standard U-Net-like structure and gradually increase the number \( N \) of the stacked U-Nets. As the stacking number \( N \) increases, the channel of U-Net becomes smaller to maintain the equal computational cost. It is observed in Table 4c that the performance of stacking \( N \) slim U-Nets gets better as \( N \) increases. When \( N = 7 \), the performance drops significantly. It might be because the channel number of each U-Net becomes too small to encode effective features. The model with 6 slim U-Nets achieves the best performance, which is 0.32 dB PSNR better than using a single U-Net.

Large-kernel convolutions. Then we conduct ablation study of different kernel sizes in multi-frame fusion. \( 3 \times 3, 5 \times 5, 7 \times 7 \) and \( 9 \times 9 \) are evaluated to increase the receptive field of the large-kernel convolutions. It is observed in Table 4d that using the kernel size of \( 5 \times 5 \) improves over \( 3 \times 3 \) ones by 0.29 dB PSNR. However, the performances of \( 7 \times 7 \) and \( 9 \times 9 \) convolutions drop by 0.05 dB PSNR and 0.09 dB, respectively, which demonstrates that larger kernel sizes cannot improve the performance further. It might be because larger kernels are more difficult to optimize.

Grouped Spatial shift. We set \( M = 25 \) and change the \( \Delta x_m, \Delta y_m \) as shown in Table 4e. \( \Delta x_m, \Delta y_m \in \{0\} \) means that only temporal shift is applied. When \( \Delta x_m, \Delta y_m \in \{0, \pm 5, \pm 10\} \), the range of spatial shifts is up to \( 21 \times 21 \) pixels. It is observed that the model with \( \Delta x_m, \Delta y_m \in \{0, \pm 5, \pm 10\} \) achieves the best performance. Then We change the number \( M \) of shifts and \( \Delta x_m, \Delta y_m \) are changed with the number \( M \). \( M = 0 \) denotes that no spatial shift is adopted. It is shown in Table 4e that the models with \( M = 49 \) and \( M = 25 \) achieve the similar performances, which outperform the model with \( M = 9 \) by \( \sim 0.11 \) dB PSNR. Therefore, we select \( M = 25 \) and \( \Delta x_m, \Delta y_m \in \{0, \pm 5, \pm 10\} \) in our solution.

Frame-wise pre-restoration. We evaluate the impact of frame-wise pre-restoration in Table 4b. First, we remove the extra supervision applied to the output of stage 1. It suffers a drop of 0.29 dB PSNR. Then we move the network of the first stage to the third stage and adopt 12 stacked U-Nets for the third stage. Then the multi-frame fusion of stage 2 would handle the severe degraded frames directly. It also suffers a drop of 0.27 PSNR. The two framework achieve almost the same performances, which are much lower than our final solution. The two experiments demonstrate the importance of extra supervision in frame-wise pre-restoration.

## 5 Limitation and Conclusion

In this paper, we propose a simple, fast and effective Group Shift-Net for video restoration. Our method does not require complicated network architectures, such as using optical flow, deformable convolution or self-attention layers. In contrast, we propose a grouped spatial-temporal shift block to perform grouped large spatial shifts on multi-frame features to achieve temporal alignment implicitly. With the basic 2D U-Nets, such an efficient block can still establish temporal correspondence and long-term information aggregation. Extensive experiments on various datasets show that our method surpasses the state-of-the-art methods with much less computational cost on video restoration.
current spatial-temporal shift layers are implemented via PyTorch. Although it has theoretically minimal FLOPs, the implementation of PyTorch is to shift the feature groups one by one, which is not efficient. We will write customized CUDA kernel functions to speed up the spatial-temporal shift layers in the near future. We do not foresee negative social impact from the proposed work.
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