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In order to design clusters with desired properties, we have implemented a suite of genetic algorithms tailored to optimize for low total energy, high vertical electron affinity (VEA), and low vertical ionization potential (VIP). Applied to (TiO$_2$)$_n$ clusters, the property-based optimization reveals the underlying structure-property relations and the structural features that may serve as active sites for catalysis. High VEA and low VIP are correlated with the presence of several dangling-O atoms and their proximity, respectively. We show that the electronic properties of (TiO$_2$)$_n$ up to $n=20$ correlate more strongly with the presence of these structural features than with size.

The rapidly growing field of nanocatalysis [1-4] harnesses the tunability of nano-structured materials to increase the activity and selectivity of catalysts, while lowering their cost by reducing the amount of rare elements. The properties of nanocatalysts depend strongly on the size, composition, and local structure of their constituents. Nanocatalysts often comprise metal or metal-oxide clusters dispersed on a high surface area support, owing to the enhanced reactivity of clusters compared to bulk materials [5-13]. In addition, clusters may serve as models to reveal the structure and function of catalytically active sites on surfaces [14-16].

The role of first principles simulations has been expanding from elucidating the active sites and reaction mechanisms involved in catalytic processes to computational screening and design of potential catalysts [17-21]. Efforts to computationally design catalysts have largely focused on solid alloys and surfaces. At the same time, the vast majority of computational studies of clusters have focused on searching for their global minimum structures [10, 22-25]. However, the most stable structures of atomic clusters are not necessarily optimal for catalysis. Rather, the presence of active sites has been shown to be a key factor in catalysis by clusters [26-31].

Our quest to computationally design atomic clusters for applications in nanocatalysis embarks from the hypothesis that clusters possessing a high vertical electron affinity (VEA) or a low vertical ionization potential (VIP) may be more promising candidate catalysts because they would be more chemically reactive (as they would accept or donate an electron more readily). We further assume that these electronic properties are correlated with the presence of potentially active sites [32]. Based on these premises, we have implemented a suite of three massively parallel cascade genetic algorithms (GAs). The first is the energy-based GA (EGA), described in detail in [33, 34]. The second is tailored to search for clusters with a high VEA (VEA-GA) and the third is tailored to search for a low VIP (VIP-GA). Here, we apply these to the case of (TiO$_2$)$_n$ clusters with $n=2,10,15,20$.

Analysis of the optimal structures found by the property-based GAs reveals the underlying structure-property relations. We show that the electronic properties of (TiO$_2$)$_n$ clusters depend more strongly on structure than on size. In particular, we find a clear correlation between certain structural motifs and the magnitude of the VEA, VIP, and fundamental gap. Contrary to common belief, we do not find a clear size trend. We attribute this to the fact that particular structural features related to high VEA and low VIP are less favorable energetically and therefore less likely to be found in larger clusters.

GAs have been used extensively for finding the energy global minimum (GM) of crystalline solids [35-41] and clusters [22-25, 42]. The strategy of a GA is to perform global optimization by simulating an evolutionary process [22-24, 43]. First, local optimizations are performed for an initial population of randomly generated structures. The scalar descriptor (or combination of descriptors) being optimized is mapped onto a fitness function. The structures with the highest fitness are assigned a higher probability for mating. In the mating step a crossover operator creates a child structure by combining fragments (or structural “genes”) of two parent structures. The child structure is locally optimized and added to a common pool if determined to be different than the existing structures. The cycle of local optimization, fitness evaluation, and generation of new structures is repeated until convergence is achieved. Advantageously, the fitness function may be based on any property of interest, not necessarily the total or free energy [22, 44-48]. We rely on this to tailor GAs to explore the configuration space of desired electronic properties.

Within our cascade GA approach [33, 34] successive steps employ an increasingly accurate level of theory. Structural information is passed between steps of the cascade and some structures are filtered out. This...
considerably increases the efficiency of the GA and reduces the time to solution.

Initially, the reactive force field ReaxFF [49-51] is used for an exhaustive GA pre-screening of possible structures. Structures found within an energy window of 4 eV from the energy GM are then transferred to a density-functional theory (DFT) based GA. DFT calculations are performed with the all-electron numeric atom-centered orbitals code FHI-aims [52, 53]. The cascade flow proceeds as follows: In the first step local optimizations are performed with the Perdew-Burke-Ernzerhof (PBE) [54, 55] functional, using lower-level settings [56]. Structures that are already in the pool or outside an energy window of 2 eV above the running GM are rejected [57]. The remaining structures are passed to the second step of the cascade, where their energies are calculated with the PBE-based hybrid functional (PBE0) [58] to evaluate their fitness [59]. For the electronic property based GAs, the VEA/VIP are evaluated based on the total energy difference between the neutral species and the anion/cation. After the GA cycle converges the 50 fittest isomers (for each cluster size) are post-processed at the higher-level settings [55]. The structures are first re-optimized using PBE. Then, PBE0 is used for the final single point total energy and VEA/VIP evaluations. We have verified that among isomers the hierarchy of the PBE0-level electronic properties (total energy, VEA, VIP) is largely conserved upon switching from lower-level to higher-level settings. Since the hierarchy of the optimized quantity is more important than the absolute values, this enables a considerable reduction of the computational effort by running the potential energy surface scan with lower level settings. A complete account of the GA implementation and validation is provided in the SI, including details on how crossover, mutation, and similarity checks are performed and how convergence is determined [60].

For the first application of the property-based GAs we have chosen the case of (TiO$_2$)$_n$ clusters with up to 20 stoichiometric units [61]. The three GAs ran independently starting from the initial pool generated by the force field based GA until convergence was achieved. In Figure 1 their performance is compared in terms of the ability to find structures that optimize different target properties. Histograms of the number of structures found for each property value by the respective GA are shown for (TiO$_2$)$_n$ clusters at selected sizes. The data shown here were obtained using the PBE0 functional with the lower-level settings, reflecting the level of theory used to evaluate the fitness function in the final step of the cascade scheme.

For small clusters (n=2,3) the three algorithms find the same isomers because the configuration space is small and there are only a few structures in the search window. Starting from n=4, it is evident that the three GAs explore different regions of the configuration space. The centers of the VEA-GA histograms in panel 1a are clearly shifted to higher VEAs, compared to the EGA histograms and there are more structures in the tail regions with particularly high VEA. Similarly, the VIP-GA histograms in panel 1b are shifted to lower VIPs. From the energy histograms in panel 1c, it is evident that the VEA-GA and VIP-GA systematically explore higher energy regions of the configuration space than the EGA. Hence, they efficiently find more structures with the desired electronic properties than the EGA [62].
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Figure 1. Comparison of the three GAs in terms of their ability to find structures with the target properties of (a) high VEA, (b) low VIP, and (c) low energy. Histograms represent the number of isomers found by the respective GA for (TiO$_2$)$_n$ clusters with n=3,5,10,15,20.

Analysis of the structures found by the property-based GAs reveals the structural features correlated with a high VEA and a low VIP. Figure 2a shows the Ti-O pair correlation functions (PCFs) of the ten best (TiO$_2$)$_3$ clusters found by the VEA-GA and the EGA. A peak at 1.65 Å is clearly more prominent in the VEA-GA PCF, compared to the EGA PCF. This is observed for all cluster sizes (see SI). This peak corresponds to the bond length of dangling-O atoms, shown in Figure 2b. Figure 2c shows the average and maximum VEA (upper panel) and number of dangling-O atoms (lower panel) for the same sample of isomers as for the PCFs. The data shown from here on (including in Figures 3, 4) correspond to the higher-level settings of the final post-processing stage.
For the smallest clusters with \(n=2,3\) the graphs overlap because both algorithms find the same isomers. Starting from \(n=4\), the graphs diverge. The high VEA isomers clearly have a larger number of dangling-O atoms than the low energy isomers. Therefore, a correlation can be drawn between the number of dangling-O atoms and a high VEA. Many of the high VEA isomers with \(n\geq 4\) have 3-4 dangling-O atoms. The number of dangling-O atoms decreases for high-VEA clusters with \(n\geq 10\) because this structural motif becomes increasingly unfavorable energetically with size. Many of the high VEA clusters also have the tri-coordinated Ti site, reported in [32], as shown in the SI. Thus, the VEA-GA has revealed a new structure-property relation.

Visual inspection of the structures found by the VIP-GA reveals that they tend to have two dangling-O atoms in proximity to each other. The corresponding descriptor is the bond connectivity (the number of Ti-O bonds along the shortest path between two Ti atoms attached to dangling-O atoms, see Fig. 3a). Figure 3b shows the average and minimum VIP (upper panel) and bond connectivity between dangling-O atoms (bottom) of the 10 isomers with the lowest VEA vs. the 10 isomers with the lowest energy for all cluster sizes.

Owing to quantum confinement effects, one would expect size trends in the electronic properties of clusters, whereby the VEA increases, the VIP decreases, and the gap narrows with size. The expected size trends are not readily apparent in Figures 2c and 3b. The VEA increases fast for the smallest isomers and then stabilizes and becomes almost constant. The VIP decreases for the smallest clusters and then fluctuates. We further investigate whether there is a size trend in the fundamental gap (VIP VEA) of the structures found in the three searches.

Figure 4a shows the VIP vs. VEA for the best 10 structures found in each search for all cluster sizes. The loci of constant fundamental gap are indicated by diagonal lines. The results of the EGA, VEA-GA, and VIP-GA are clustered in different regions of the graph. The clusters found by the VEA-GA and VIP-GA tend to have gaps of 5.5-6.5 eV while the clusters found by the EGA tend to have gaps of 7-8 eV. Considering that a narrow gap requires a combination of a high VEA and a low VIP, it is not surprising that the VEA-GA and VIP-GA generally find structures with smaller gaps than the EGA [63].

What is more unexpected is that the clusters with the smallest gaps are not necessarily the largest ones. The three clusters with gaps below 5 eV have \(n=6,15\), and 10. Between 5 to 5.5 eV we find clusters with \(n=5,7,8,9,10,15\), and 20. Figure 4b shows the average and minimum gap of the 10 best structures found in
each search for all cluster sizes. A clear trend of narrowing gap with increasing size is seen only for the smallest clusters. For the larger clusters the EGA isomers show a weak trend of gap narrowing with size. The isomers found by the VEA-GA and VIP-GA exhibit significant fluctuations of the minimum and average gap and no clear size trend is visible. Our findings are consistent with those of Shevlin et al. for certain families of nitride clusters [64].

The absence of the expected size trends may be explained by the structural features associated with a high VEA, a low VIP, and a narrow gap. These features become less energetically favorable with increasing size because they involve a number of dangling-O atoms, some of which are in proximity to each other. Therefore, they are less likely to appear in larger clusters. We have thus demonstrated that the electronic properties of TiO$_2$ clusters with up to 20 stoichiometric units correlate more strongly with the presence of specific structural features than with the cluster size. For larger clusters we expect to eventually reach a size regime where isomers possessing multiple dangling-O atoms completely disappear from the search window and the electronic properties correlate more strongly with size. Indeed, such size trends have been reported for the IP, EA, and gap of bulk-like rutile TiO$_2$ nanocrystals without any dangling-O sites [65].

In summary, we have implemented a suite of three cascade genetic algorithms tailored to optimize cluster structures for low total energy (EGA), high vertical electron affinity (VEA-GA), and low vertical ionization potential (VIP-GA). Analysis of the structures found by the VEA-GA and the VIP-GA vs. the EGA reveals the following structure-property relations: A high VEA is correlated with a number of dangling-O atoms (typically 3-4) and a low VIP is correlated with low bond connectivity (typically 2) between two dangling-O atoms. These structure-property relations explain the absence of the expected size trends. Smaller clusters may have a higher VEA, a lower VIP, and a narrower gap than larger clusters because the structural features associated with these properties become less favorable with increasing size.

We further suggest that the presence of dangling-O atoms on TiO$_2$ clusters or surfaces may be associated with enhanced catalytic activity and that these O atoms may serve as the active sites. Our findings hint at a new approach to the computational design of cluster-based nanocatalysts, employing property-based GAs. These broadly applicable algorithms may be modified to search for any desired electronic property (that can be mapped onto a fitness function) and may be extended to clusters of varying composition as well as cluster/support systems. The process of optimization for a target property, associated with enhanced reactivity, reveals the underlying structure-property relations and the structural features that may serve as active sites for catalysis. This may provide valuable physical insight and design rules for better nanocatalysts.

Figure 4. a) VIP vs. VEA for the best 10 structures found in each search for all cluster sizes. The loci of constant fundamental gap are indicated by diagonal lines. b) The average and minimum gap of the 10 best structures found in each search for all cluster sizes.
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