Scattering theory of nonlinear thermoelectricity in quantum coherent conductors
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Abstract
We construct a scattering theory of weakly nonlinear thermoelectric transport through sub-micron scale conductors. The theory incorporates the leading nonlinear contributions in temperature and voltage biases to the charge and heat currents. Because of the finite capacitances of sub-micron scale conducting circuits, fundamental conservation laws such as gauge invariance and current conservation require special care to be preserved. We do this by extending the approach of Christen and Büttiker (1996 Europhys. Lett. 35 523) to coupled charge and heat transport. In this way we write relations connecting nonlinear transport coefficients in a manner similar to Mott’s relation between the linear thermopower and the linear conductance. We derive sum rules that nonlinear transport coefficients must satisfy to preserve gauge invariance and current conservation. We illustrate our theory by calculating the efficiency of heat engines and the coefficient of performance of thermoelectric refrigerators based on quantum point contacts and resonant tunneling barriers. We identify, in particular, rectification effects that increase device performance.

1. Introduction
Today’s energy challenges are calling for novel technologies to produce, store and use energy [1]. These challenges have among others renewed the interest in the old problem of thermoelectricity [2]. Research in thermoelectricity is predominantly directed toward finding new materials with better thermoelectric properties [3–5], however a recently proposed alternative approach has been to try and tailor low-dimensional micro- and nano-structured materials [6], which may exhibit the sharp oscillations in the electronic density of states necessary to trigger large thermoelectric effects [7]. With the ongoing trend toward circuit miniaturization in electronics, heat evacuation becomes a major problem and it is accordingly important to explore how heat currents can be controlled at sub-micron scales. Thus, there is ample motivation for investigating thermoelectricity in micro- and nanodevices [8]. To name but few examples of recent investigations, sub-micron electrically controlled heat rectifiers [9], thermally driven electric rectifiers [10, 11], thermoelectric refrigerators [12–14] and heat converters [15–17] have been proposed, and thermoelectric effects in molecular transport have been investigated [18–24]. On a more fundamental level, thermoelectric effects provide information on the nature of the underlying quantum fluid, for instance, breakdowns of the Wiedemann–Franz law [25] may reflect non-Fermi liquid behaviors [26–28], quantum interference effects [29, 30] or electric and heat transport mediated by both electron and hole quasiparticles in Andreev systems [31–33].

The field of thermoelectricity has until now overlooked the fact that thermoelectric devices often operate in the nonlinear regime of transport (see for instance [18, 34, 35]). Rectification effects occur in that regime [36–40], and their influence on thermoelectricity is not yet understood.
are only few works we know about which have discussed nonlinear thermoelectricity. Reference [41] calculated the thermopower to quadratic order in temperature gradients and [42–44] focused on the nonlinear Peltier coefficient. These works considered bulk systems with large capacitances, where accordingly the build-up of local electrostatic potentials can be neglected. This neglect is no longer justified in small constrictions, where such potentials have to be self-consistently connected to the applied biases in order to preserve gauge invariance [45]. References [46, 47] discussed nonlinear thermoelectricity in such constrictions but did not introduce local potentials, thereby taking the risk of violating gauge invariance. References [14, 34, 48] introduced self-consistently determined homogeneous Hartree potentials to preserve gauge invariance.

In this manuscript we generalize the scattering theory of weakly nonlinear transport of [45] to coupled electric and heat transport. We go beyond [48] which considered only electric currents in the presence of voltage and temperature biases, by additionally treating heat currents. One of our motivations is to provide criteria for enhanced thermoelectric efficiency in the nonlinear regime. The standardly used figure of merit $ZT$ is constructed out of linear thermoelectric coefficients only [2], thus while any measure of thermodynamic efficiency in the linear regime can only be a function of $ZT$, it is expected that $ZT$ loses its predictive power in the nonlinear regime. It is often the case, and we illustrate this below, that the maximal efficiency predicted by $ZT$ is attained outside the linear regime. In this article we accordingly focus our attention on thermodynamic efficiencies and coefficients of performance as indicators of thermoelectric performance. In particular we investigate how they behave upon increasing sources of nonlinearities such as temperature and voltage biases and capacitive couplings. A key aspect of our theory is that in the nonlinear regime of transport, the state of the system is self-consistently determined by the conditions under which transport proceeds. We will take this self-consistency into account by introducing piecewise constant local electrostatic potentials. We will go beyond [14, 34, 48] and consider more than one such potential. In the scattering theory, gauge invariance and current conservation are naturally preserved in the linear regime by the unitarity of the scattering matrix. In the nonlinear regime, they are reflected by sum rules connecting nonlinear transport coefficients. Such sum rules were derived in [45] for purely electric transport and below we give a complete list of sum rules ensuring gauge invariance and current conservation for weakly nonlinear thermoelectric transport.

The paper is organized as follows. In section 2, we construct a scattering theory of weakly nonlinear thermoelectric transport valid to quadratic order in temperature and voltage biases. We express linear and nonlinear transport coefficients in terms of the scattering matrix and the local potentials generated in the system by the biases. In section 3, we discuss these local potentials and recall how they can be determined in practice. In section 4 we write down sum rules that have to be satisfied for the theory to preserve charge and current conservation as well as gauge invariance. In section 5 we briefly discuss performance metrics for thermoelectric devices. In section 6 we apply our theory to two particular devices, a quantum point contact and a resonant tunneling double barrier. We find in particular that the bias range of operation of these devices is such that our weakly nonlinear approximation gives a rather accurate description of the exact thermodynamic efficiency. Conclusions are presented in section 7.

2. Scattering approach to thermoelectricity

In linear response, the scattering theory to thermoelectric transport was worked out by Butcher [50]. We follow his approach and consider heat and electric transport mediated only by electron quasiparticles and extend it to the nonlinear regime. Considering a coherent conductor connected to $i = 1, 2, \ldots, M$ external reservoirs via reflectionless leads (see figure 1), the electric ($I_i$) and heat ($J_i$) currents through contact $i$ are given by

$$I_i = \frac{2e}{h} \sum_j \int d\varepsilon f_j(\varepsilon)A_{ij}[\varepsilon, U(\vec{r})], \quad (1a)$$

$$J_i = \frac{2}{h} \sum_j \int d\varepsilon (\varepsilon - eV_j)f_j(\varepsilon)A_{ij}[\varepsilon, U(\vec{r})]. \quad (1b)$$

We took the convention that both electric and heat currents are positive when they flow into the conductor. Thus, for example, the conductor is cooled if $\sum_j J_i < 0$ and heated otherwise. In equations (1), $e \equiv E - E_F$ is the energy of an electron counted from the Fermi energy, $f_j(\varepsilon) = [1 + \exp((-e - eV_j)/k_B T_j)]^{-1}$ is the Fermi function in reservoir $j$, maintained at a voltage $V_j$ and a temperature $T_j$, $A_{ij}[\varepsilon, U(\vec{r})] = N_i[\varepsilon, U(\vec{r})]\delta_{ij} - \delta_{ij}[\varepsilon, U(\vec{r})]$ is given by the number $N_i$ of transport channel in lead $i$ and the scattering matrix $s$ via $T_{ij} = T[s^ijs_{ij}]$ where $s_{ij}$ is the sub-block of $s$ connecting terminals $j$ to $i$ and $U(\vec{r})$ is the local potential in the conductor. In this manuscript, we take $N_i$ to be independent of energy and biases. The electrostatic potential induced within the conductor (see figure 1) is itself dependent on the voltages.

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Sketch of a multi-terminal coherent conductor capacitively coupled to an external gate and connected to three external Fermi liquid reservoirs. The electronic Fermi distributions of the reservoirs are depicted. In the nonlinear regime, an inhomogeneous electrostatic potential $U(\vec{r})$ develops inside the conductor, as it is induced by the applied voltages and temperatures at the reservoirs. The arrows indicate our convention that electric and heat currents are positive when they flow into the conductor.}
\end{figure}
and temperatures in the reservoirs, i.e., \( U(\vec{r}, \{ V_k \}, \{ T_k \}) \). Expanding the currents in equations (1) to quadratic order in temperature differences, \( \theta_j \equiv T_j - T_0 \), and voltage biases one obtains

\[
I_i = \sum_j (G_{ij} V_j + B_{ij} \theta_j) + \sum_{j,k} \left[ G_{ijk} V_j V_k + B_{ijk} \theta_j \theta_k + Y_{ijk} \theta_j \theta_k \right].
\]

The linear response coefficients were calculated in [50]. They are given by

\[
G_{ij} = \frac{2e^2}{h} \int \text{d}\varepsilon (-\partial_{i} f) A_{ij}(\varepsilon),
\]

(3a)

\[
B_{ij} = \frac{2e}{hT_0} \int \text{d}\varepsilon (-\partial_{i} f) \epsilon A_{ij}(\varepsilon),
\]

(3b)

\[
\Gamma_{ij} = \frac{2e}{h} \int \text{d}\varepsilon (-\partial_{i} f) \epsilon A_{ij}(\varepsilon),
\]

(3c)

\[
\Xi_{ij} = \frac{2e^2}{hT_0} \int \text{d}\varepsilon (-\partial_{i} f) \epsilon^2 A_{ij}(\varepsilon),
\]

(3d)

where \( f(\varepsilon) = [1 + \exp(\varepsilon/k_B T_0)]^{-1} \). The temperature \( T_0 \neq 0 \) is in principle arbitrary, however, better convergence of the expansion of equations (2) is obtained when \( T_0 \) is taken as the temperature in one of the reservoirs or the average of the reservoir temperatures. In particular, the sum rules given below in section 4 guarantee that all currents \( I_i \) and \( J_j \) vanish at equilibrium, regardless of the choice of \( T_0 \). Equations (3b) and (3c) show that the reciprocity relation \( \Gamma_{ij} = B_{ji} T_0 \) is automatically satisfied (see [51] for a detailed discussion of Onsager relations in the linear regime).

These linear response coefficients are determined by the equilibrium state of the system for which we set \( U^{eq}(\vec{r}) = 0 \). However, in the nonlinear regime, we must consider how the biases affect the local potential. We do that by introducing characteristic potentials [45, 48]

\[
U(\vec{r}) = \sum_k [u_k(\vec{r}) V_k + z_k(\vec{r}) \theta_k],
\]

(4)

which describe how \( U(\vec{r}) \) depends on the biases to leading order. Truncating the expansion of \( U(\vec{r}) \) to linear order in the biases is sufficient to correctly capture currents to quadratic order. Gauge invariance requires that \( \sum_k u_k = 1 \) [45], however there is no such relation involving \( z_k(\vec{r}) \). The nonlinear response coefficients are then

\[
G_{ijk} = \frac{e^3}{h} \int \text{d}\varepsilon (-\partial_{i} f) \alpha_{ijk}(\varepsilon),
\]

(5a)

\[
B_{ijk} = \frac{e}{hT_0^2} \int \text{d}\varepsilon (-\partial_{i} f) \epsilon \beta_{ijk}(\varepsilon),
\]

(5b)

\[
Y_{ijk} = \frac{2e^2}{hT_0^2} \int \text{d}\varepsilon (-\partial_{i} f) \gamma_{ijk}(\varepsilon),
\]

(5c)

where we defined

\[
\alpha_{ijk}(\varepsilon) = \int \text{d}\varepsilon \frac{\delta A_{ijk}(\varepsilon)}{\epsilon \delta U(\vec{r})}[2u_k(\vec{r}) - \delta_{j,k}],
\]

(6a)

\[
\beta_{ijk}(\varepsilon) = \int \text{d}\varepsilon \frac{\delta A_{ijk}(\varepsilon)}{\epsilon \delta U(\vec{r})}[2e_0 z_k(\vec{r}) - \delta_{j,k}],
\]

(6b)

\[
\gamma_{ijk}(\varepsilon) = \int \text{d}\varepsilon \frac{\delta A_{ijk}(\varepsilon)}{\epsilon \delta U(\vec{r})}[e_0 T_0 z_k(\vec{r}) - \delta_{j,k}]
\]

\[+ \frac{\delta A_{ijk}(\varepsilon)}{\epsilon \delta U(\vec{r})} u_j(\vec{r}).
\]

(6c)

Several of the nonlinear response coefficients of equations (5) differ primarily by a factor of \( \epsilon \) inside the energy integral. Using a Sommerfeld expansion, we find that at low temperature the following relations between nonlinear response coefficients must hold,

\[
\Gamma_{ijk} + G_{ijk} (\delta_{i,j} - \delta_{i,k}/2) = \frac{(\pi k_B T_0)^2}{3\epsilon} \partial_k \ln G_{ijk},
\]

(7a)

\[
\Psi_{ijk} + B_{ijk} (\delta_{i,j} - \delta_{i,k}) = \frac{(\pi k_B T_0)^2}{3\epsilon} \partial_k \ln Y_{ijk},
\]

(7b)

\[
\Xi_{ijk} - \Xi_{ij} \delta_{j,k}/(2T_0) = e \partial_k \ln \left[ \Xi_{ijk} - \Xi_{ij} \delta_{j,k}/(2T_0) \right].
\]

(7c)

where all derivatives on the right-hand side are evaluated at the Fermi energy, \( \varepsilon \equiv 0 \). These relations are the nonlinear counterpart to the Mott relation [25] \( S = \frac{\pi^2 k_B T_0}{3e} \partial_i \ln G \) between the thermopower \( S = B_{12}/G_{12} \) and the logarithmic derivative of the conductance \( G = G_{12} \) in two-terminal conductors. There is no counterpart to the Onsager reciprocity relations for nonlinear coefficients, because, as can be seen from equations (5), they all have different energy integrals. The absence of such relations may be attributed to the breaking of microscopic reversibility in the nonlinear regime, where local potentials are self-consistently related to transport, and where their dependence on temperature (the coefficients \( z_k \) in equation (4)) is not necessarily related to their dependence on voltages (the coefficients \( u_k \) in equation (4)).

3 Characteristic potentials

Our main task is next to determine the characteristic potentials defined in equation (4). We briefly summarize how this can be done [45, 48]. We consider first how additional charges are injected into the conductor as it is driven out of equilibrium.
Biased reservoirs inject a net addition of charge, called the bare charge, \( \delta q^{(b)} \). The presence of \( \delta q^{(b)} \) induces an electrostatic potential shift within the conductor which, in its turn, generates a screening charge \( \delta q^{(s)} \). The net injected charge is the sum of the two, \( \delta q(\bar{r}) = \delta q^{(b)}(\bar{r}) + \delta q^{(s)}(\bar{r}) \). To leading order the bare charge can be expressed as a linear function of the biases,

\[
\delta q^{(b)}(\bar{r}) = \sum_j D_j^{(s)}(\bar{r}) V_j + \sum_j D_j^{(b)}(\bar{r}) \theta_j, \quad (8)
\]

where \( D_j^{(s)}(\bar{r}) = e^2 \int d\bar{r}' \delta(-\partial_{\bar{r}'}) v_f^p(\bar{r}, \bar{r}') \) and \( D_j^{(b)}(\bar{r}) = e \int d\bar{r}' \delta(-\partial_{\bar{r}'}) v_f^e(\bar{r}, \bar{r}') \) are charge injectivities (expressed in the units of capacitances as in [45]) determined by the energy dependent particle [45] and entropic [48] injectivities

\[
v_f^p(\bar{r}, \bar{r}') = -\frac{1}{4\pi}\sum_k \text{Tr} \left[ s_{kj}^i \delta s_{kij} \frac{\delta F_{kij}}{\epsilon U(\bar{r})} - \frac{\delta s_{kij}^i}{\epsilon U(\bar{r})} s_{kij} \right], \quad (9a)
\]

\[
v_f^e(\bar{r}, \bar{r}') = \left( \frac{\epsilon}{\epsilon_{0}} \right) v_f^p(\bar{r}, \bar{r}'), \quad (9b)
\]

where the trace runs over channel indices. Equation (9a) gives the partial density of states at \( \bar{r} \) corresponding to injection from lead \( j \), which is multiplied by a single-particle entropy factor \( \epsilon/\epsilon_0 \) in equation (9b) [48].

Next, the screening charge \( \delta q^{(s)}(\bar{r}) \) is related to \( U(\bar{r}) \) via the Lindhard polarization function. The relation is in principle nonlocal, however the nonlocal corrections are quantum in essence and thus negligible in good metals with high enough electronic density. We thus make the quasiclassical approximation of a local Lindhard function and write \( \delta q^{(s)}(\bar{r}) = -\Pi(U(\bar{r})) \), with \( \Pi(U(\bar{r})) = \sum_j D_j^{(s)}(\bar{r}) = D(\bar{r}) \). From the definition of \( D_j^{(s)} \) we have \( D(\bar{r}) = e^2 \int d\bar{r}' \delta(-\partial_{\bar{r}'}) v_f^e(\bar{r}, \bar{r}') \) with the local density of states \( v_f(\bar{r}, \bar{r}') = \sum_j v_f^p(\bar{r}, \bar{r}') \). Note that at zero temperature, \( D(\bar{r}) \) is the density of states (in units of capacitance) at the Fermi energy. Putting all this together, the net total injected charge is, to leading order in the biases,

\[
\delta q(\bar{r}) = \sum_j D_j^{(s)}(\bar{r}) V_j + \sum_j D_j^{(b)}(\bar{r}) \theta_j - D(\bar{r}) U(\bar{r}). \quad (10)
\]

The conductor may also be capacitively coupled to the reservoirs and external metallic gates. One way to take these couplings into account is to discretize the conductor into different regions labeled \( r = 1, 2, \ldots \) each with a constant potential \( U_r \). The procedure brings about additional relations

\[
\delta q_r = \sum_k C_{rk}(U_r - V_k), \quad (11)
\]

with the sum running over all capacitively coupled components. This equation expresses changes in local charge distributions due to Coulomb interactions. The latter are represented here by geometric capacitances between different components of the system.

Once the microstructure considered is consistently defined, in that all electric components (leads, gates, etc.) that are coupled to the conductor are included so that electric field lines do not leave the system, then the total charge is conserved by Gauss’s theorem. Equations (4), (10) and (11) then determine the characteristic potentials in equations (6). The nonlinear transport coefficients are finally calculated by using the identity \( \int d\bar{r} \delta U(\bar{r}) \). The functional derivatives in equations (6). Two examples of thermoelectric microdevices will be discussed in section 6, which illustrate how the procedure is applied in practice by discretizing the microstructures into regions of uniform local potential.

4. Conservations and sum rules

Particle conservation is expressed mathematically by the unitarity of the scattering matrix, \( \sum_i A_{ij} = \sum_i A_{ij} = 0 \). This translates into the following sum rules for the linear transport coefficients,

\[
\sum_{i \neq j} G_{ij} = \sum_{i \neq j} B_{ij} = \sum_{i \neq j} \Gamma_{ij} = \sum_{i \neq j} \Xi_{ij} = 0. \quad (12)
\]

In particular, two of these sum rules correspond to electric current conservation, \( \sum_i G_{ij} = \sum_i B_{ij} = 0 \) while two others reflect gauge invariance, \( \sum_i G_{ij} = \sum_i \Gamma_{ij} = 0 \).

The unitarity of the scattering matrix further implies \( \sum_i \alpha_{ijk} = \sum_i \beta_{ijk} = \sum_i \gamma_{ijk} = \sum_i (\alpha_{ijk} + \alpha_{ikj}) = \sum_i \gamma_{ijk} = 0 \), which results in the following sum rules between the nonlinear response coefficients,

\[
\sum_i G_{ij} = \sum_i B_{ij} = \sum_i Y_{ijk} = 0, \quad (13a)
\]

\[
\sum_i (G_{ij} + G_{ikj}) = \sum_i (\Gamma_{ij} + \Gamma_{ikj}) = 0, \quad (13b)
\]

\[
\sum_i Y_{ijk} = \sum_i \Psi_{ijk} = 0, \quad (13c)
\]

\[
\sum_i \Xi_{ijk} = 0, \quad (13d)
\]

\[
G_{jk} = - \sum_i \Gamma_{ijk}, \quad B_{jk} = - \sum_i \Psi_{ijk}. \quad (13e)
\]

Two of these sum rules were derived in [45], \( \sum_i G_{ij} = 0 \), implied by current conservation and \( \sum_i (G_{ijk} + G_{ikj}) = 0 \), resulting from gauge invariance. All other sum rules are written here for the first time. Equations (13a) reflect current conservation while equations (13b) and (13c) correspond to gauge invariance. The sum rules of equation (13e) imply \( \sum_i J_i + I^{\text{lin}}_i V_i = 0 \), where \( I^{\text{lin}}_i \) is the linear response current through lead \( i \). Thus in our approach energy is conserved to quadratic order in the biases.

Finally we note the following, additional double-sum rules \( \sum_i \alpha_{ijk} = \sum_i \beta_{ijk} = 0 \) which imply

\[
\sum_{i,j,k} G_{ijk} = \sum_{i,j,k} \Gamma_{ijk} = 0, \quad (14a)
\]

\[
\sum_{i,j,k} B_{ijk} = \sum_{i,j,k} \Xi_{ijk} = 0. \quad (14b)
\]

While equations (14a) are guaranteed to hold by equations (13b) the relations given by equations (14b) are new.
Equations (12), (13c), (14a) and (14b) ensure in particular that the electric and heat currents of equations (2) vanish at equilibrium.

5. Performance metrics for thermoelectricity

For two-terminal setups treated in linear response, equations (1) reduce to

\[
\frac{I}{J} = \left( \frac{G}{\Gamma} \frac{B}{\Xi} \right) \frac{V}{\Delta T},
\]

where \(V\) and \(\Delta T\) are the voltage and temperature differences between the reservoirs. Alternatively, this linear relation is often rewritten in terms of responses to an electric current and a temperature difference,

\[
\frac{V}{J} = \left( \frac{R}{\pi_p \kappa} \right) \frac{I}{\Delta T}.
\]

Equations (15) and (16) define the linear response coefficients, the electric conductance, \(G\), and resistance, \(R\), the Seebeck, \(S\), and Peltier, \(\pi_p\), coefficients, as well as the thermal conductances \(\Xi\) (at zero voltage, \(V = 0\)) and \(\kappa\) (at zero current, \(I = 0\)). We can express the relationships between these linear transport coefficients as

\[
\left( \frac{R}{\pi_p \kappa} \right) = \left( \frac{1}{G} \right) \frac{B/G}{\Xi - B\Gamma/G}.
\]

Dimensional analysis shows that a single dimensionless quantity can be constructed from the linear response coefficients and the temperature. This is the figure of merit \(ZT = (GS^2/\kappa)T_0\). In the linear regime, thermodynamic efficiencies are then only functions of \(ZT\) and the temperature difference, for instance a heat engine working in the linear regime has maximal efficiency

\[
\eta_{\max} = \max \left( \frac{IV}{J} \right) = \left( \frac{\Delta T}{T_0} \right) \frac{\sqrt{ZT + 1} - 1}{\sqrt{ZT + 1} + 1}.
\]

It is important to keep in mind that this relation is valid only in the linear regime, and that nonlinear effects may invalidate it. Linear response may even predict a maximal efficiency to occur outside its range of validity (at too large a bias voltage). A description of thermodynamic efficiency based only on \(ZT\) is therefore inappropriate in the nonlinear regime. However, the efficiency is generically given by \(\eta = IV/J_{\text{hot}}\), where \(J_{\text{hot}}\) is the heat current flowing from the hot reservoir. While \(J_{\text{hot}} = -J_{\text{cold}}\) in linear response, \(J_{\text{hot}} \neq -J_{\text{cold}}\) in the nonlinear regime. Note that with this definition, it makes sense to substitute \(T_0 \rightarrow T_{\text{hot}}\) in equation (18), in which case one obtains Carnot efficiency for \(ZT \rightarrow \infty\).

The efficiency of thermoelectric refrigeration is measured by the coefficient of performance (COP) which is the ratio of

\[
\text{COP} = \frac{J_{\text{cold}}/IV}{J_{\text{hot}}/IV} = \frac{T_0}{\Delta T} \frac{\sqrt{ZT + 1} - 1}{\sqrt{ZT + 1} + 1}.
\]

Figure 2. Sketch of a resonant tunneling barrier (RTB) formed between two Fermi liquid reservoirs by two tunnel barriers in series with transparencies \(\Gamma_L\) and \(\Gamma_R\). They define a potential well with a single resonant level capacitively coupled to an external gate.

6. Examples

6.1. Resonant tunneling barrier

We illustrate our theory, first by calculating the thermodynamic efficiency of thermoelectric devices based on a coherent single-level double-barrier system—a resonant tunneling barrier (RTB). Nonlinear electric transport through a RTB was investigated in [45], where rectification effects were stressed in asymmetric systems with different tunneling probabilities through the left and right barriers. Electric transport generated by simultaneously applied voltage and temperature biases was investigated in [48], focusing on the thermopower. This system is especially interesting in that the weakly nonlinear theory can be compared to fully nonlinear solutions [45].

The system we consider is sketched in figure 2. Two tunnel barriers with tunnel rates \(\Gamma_{LR}\) define a potential well
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with a single resonant level, at energy $E_1$ above the bottom of the well. Left and right, the well is coupled to two Fermi liquid reservoirs at temperatures $T_{L,R}$ and electrochemical potentials $\mu_{L,R}$. The well is capacitively coupled to an external gate with voltage $V_{g}$ which, together with the temperatures and electrochemical potentials in the reservoirs determine the potential $U$ (assumed spatially homogeneous) in the well. This models a quantum dot in the Coulomb blockade regime as long as neither the temperatures nor the voltage biases exceed the single-particle level spacing in the dot. The equilibrium energy dependent particle injectivity at lead $j = L, R$ is [45]

$$v_j^p(\epsilon) = \frac{1}{\pi} \frac{\Gamma_j}{(\epsilon + E_F - E_j)^2 + \Gamma_j^2}$$

(20)

and the transmission probability is [45]

$$T(\epsilon) = \frac{4\Gamma_L \Gamma_R}{(\epsilon + E_F - E_j)^2 + \Gamma_j^2}$$

(21)

where $\Gamma = \Gamma_L + \Gamma_R$ is the total decay rate of the resonant level and we defined $E_F = (\mu_L + \mu_R)/2$. In the following we will set $E_F = 0$, as the zero of the energy scale and measure all other energies in units of $\Gamma = \text{const}$.

Because we consider a single homogeneous potential in the well, $U(\vec{r}) = U$, the injected charge loses its spatial dependence, $\delta q(\vec{r}) \to \delta q$. Consequently, equation (10) can be rewritten as

$$\delta q = \sum_j D_j^p V_j + \sum_j D_j^p \theta_j - DU.$$  

(22)

The well is capacitively coupled to an external gate, thus equation (11) tells us that the additional charge in the potential well is also given by

$$\delta q = C(U - V_g).$$

(23)

Using equations (22) and (23) we obtain the characteristic potentials as

$$u_j = \frac{D_j^V}{C + D}$$

$$u_g = \frac{C}{C + D}$$

$$z_j = \frac{D_j^g}{C + D},$$

(24)

where the charge and entropic injectivities are given by $D_j^V = e^2 \int d\epsilon (-\partial_\epsilon f) v_j^p(\epsilon)$ and $D_j^g = e \int d\epsilon (-\partial_\epsilon (\epsilon/T_0)) v_j^p(\epsilon)$, with the particle injectivity $v_j^p$ of equation (20). This fully determines the nonlinear coefficients in equation (5) so that currents can be calculated using equation (2).

For the RTB the potential $U$ can alternatively be determined nonperturbatively. Equation (22) for the injected charge is replaced by the energy integral

$$\delta q = e \int d\epsilon \left[ \sum_j v_j^p(\epsilon - eU)f(\epsilon) - \nu(\epsilon)f(\epsilon) \right],$$

(25)

with $\nu(\epsilon) = \sum_j v_j^p(\epsilon)$. One determines $U$ numerically from equations (23) and (25). The fully nonlinear currents are then obtained from equation (1). The result is exact, up to the approximation of a single homogeneous local potential in the well.

We first show in figure 3 the electric and heat currents for two RTB’s. Different temperatures have been chosen to present $I$ and $J$ in order to visually optimize nonlinear effects. The curves are clearly nonlinear and display rectification in both the electric (left) and heat (right) currents. The rectification in the heat current is in general more pronounced, due to the additional voltage in the integrand of equation (1b).

Most remarkably, perhaps, we see that the behavior obtained via the weakly nonlinear approximation (solid lines) does
A good approximation to $\eta_{\text{eff}}$ is at finite voltage bias, yet linear response gives this is so, because in that case, the weakly nonlinear approximation (colored solid and dotted lines) for different asymmetries $(\Gamma_L - \Gamma_R)/\Gamma$ in the linear (dashed black line) and in the nonlinear regime. Both effects conspire to increase the efficiency in this case (cyan curves in the left panel of figure 4). The coefficient of performance, on the other hand, is always significantly smaller than predicted by linear response, and rectification plays in the opposite direction in the refrigerator case because $\text{COP} = J_{\text{cold}}/IV$ while $\eta = IV/J_{\text{hot}}$. Another remarkable feature is that both performance metrics are well predicted by the weakly nonlinear theory (compare solid with dotted lines) with larger deviations, as expected, in the refrigerator case at larger biases.

So far the capacitive coupling to the external gate has been set equal to zero, $C = 0$. Figure 5 finally shows the dependence of $\eta$ and COP on $C$. Efficiencies and maximal efficiencies for a heat engine are shown in the left panels, while coefficients of performance and maximal coefficients of performance for a refrigerator are on the right panels. For the chosen set of parameters, linear response overestimates $\eta$ and COP when there is no coupling to the gate. In both panels (c) and (d), the capacitive coupling is seen to increase $\eta$ and COP. Quite remarkably the efficiency ranges from well below the linear prediction for $CT/e^2 = 0$ to well above it for $CT/e^2 = 10^{-5}$, strikingly illustrating the dependence of $\eta$ on nonlinear effects. The same calculation for RTB’s with all other asymmetries reported in figure 4 show systematic increases in $\eta$ above its value at $CT/e^2 = 0$ as the capacitive coupling is turned on. The magnitude of the increase is in all cases similar to that in figure 5, which we attribute to similar increases in $U$ with $C$, regardless of the asymmetry. Panels (a) and (b) also show that better performances are obtained for a resonant level lying a distance of a few times $\Gamma$ above or below $E_F$. We finally note that, as before and despite the rather large biases involved, the weakly nonlinear theory gives a rather faithful prediction of the true fully nonlinear behavior.
From the data shown in this section we conclude that nonlinear effects can significantly increase the efficiency of RTB-based thermoelectric engines, first via rectification effects in both the electric and heat currents, and second via capacitive couplings which lift the resonant level.

6.2. Quantum point contact

Nonlinear electric transport through a quantum point contact (QPC) has been discussed theoretically in [45] and experimentally in [52]. Linear thermoelectric transport through a QPC has been discussed by Proetto [53], assuming a saddle potential whose transmission spectrum is known exactly [54–56]. Oscillations in the thermopower were in particular reported in [53], which we reproduce in the inset to figure 6. Curiously enough, the efficiency of QPC-based thermoelectric devices has not been calculated as of yet, even in the linear regime, and we briefly comment first on the figure of merit for a QPC. We show in figure 6 data for the ratio $S/GTL_0$ with the Lorenz number $L_0 = \pi^2(k_b/e)^2/3$ as well as $ZT = (GTL_0^2/\kappa)T_0$. When the Wiedemann–Franz law holds, one has $S/GTL_0 = 1$ [25]. This is the case when the QPC is well opened and transmits several conductance channels. The Wiedemann–Franz law breaks down when the QPC is closing, and the sharp increase displayed by $S/GTL_0$ in that regime suggests a reduction in $ZT$. The right panel of figure 6 however indicates an equally sharp increase of $S$ reaching almost 10, which is understood once one realizes (see inset) that the increase in $S/GTL_0$ is accompanied by an increase of $S$ [53], with the net result that $ZT$ increases as the QPC closes. This results in a large efficiency for an almost completely closed QPC operating as a heat engine. This however occurs when the power of the device is exponentially small. Some aspects of nonlinear thermoelectric transport through a QPC have been addressed in [14]. We here extend these investigations.

The geometry of the QPC is sketched in figure 7. Two lateral gates constrain the motion of electrons in a two-dimensional electron gas to a narrow channel. We take these two gates as symmetric and at the same potential and thus consider them together as a single gate. The width of the channel is tuned by the electric potential on the gates. We spatially split the QPC into a left and a right region, each with its own local potential. These two regions are capacitively coupled to one another (capacitance $C_0$) and to the gate. For physically realistic parameters, an asymmetry in the capacitive coupling of the two regions to the gate has only a small effect on transport, and we therefore consider a symmetric coupling with capacitance $C$ for both the left and right regions of the QPC. We consider a geometrically symmetric QPC with only a few open transmission channels, which we model by a saddle potential [54]

$$eU(x, y) = eU_0 + \frac{1}{2}m\omega_y^2x^2 - \frac{1}{2}m\omega_x^2y^2, \quad \text{(26)}$$

with the electron mass $m$ and the electric potential $U_0$ at the center of the QPC. The transmission probability for each

---

**Figure 5.** (a) Maximal thermodynamic efficiency, $\eta_{\text{max}} = \max_x \eta$, for a RTB heat engine and (b) maximal coefficient of performance, $\text{COP}_{\text{max}} = \max_x \text{COP}$, for a RTB refrigerator as a function of the position of the resonant level. (c) Efficiency and (d) coefficient of performance versus bias voltage for RTB-based devices with $ZT$.

---

**Figure 6** indicates an equally sharp increase of $ZT$ in that regime suggests a reduction in $ZT$. The right panel of figure 6 however indicates an equally sharp increase of $S$ reaching almost 10, which is understood once one realizes (see inset) that the increase in $S/GTL_0$ is accompanied by an increase of $S$ [53], with the net result that $ZT$ increases as the QPC closes. This results in a large efficiency for an almost completely closed QPC operating as a heat engine. This however occurs when the power of the device is exponentially small. Some aspects of nonlinear thermoelectric transport through a QPC have been addressed in [14]. We here extend these investigations.
transmission channel is given by [55, 56]

\[ T_n(\varepsilon) = [1 + e^{-\pi \alpha_n(\varepsilon)}]^{-1}, \]  

(27)

with

\[ \alpha_n(\varepsilon) = 2 \left[ \varepsilon + E_F - \hbar \omega_x \left( n + \frac{1}{2} \right) - e U_0 \right] / \hbar \omega_x, \]  

(28)

for \( n = 0, 1, 2, \ldots \). The density of states for each channel, \( \nu_n(\varepsilon) \), has been calculated in [57], using a WKB approach. The result exhibits a nonphysical logarithmic singularity close to conductance steps, but retains its validity away from them. We found that electric and heat currents lie on smooth curves except in the immediate vicinity of the steps. The results presented below accordingly use a numerical interpolation to investigate the behavior of QPC-based devices close to conductance steps, whose exact form does not matter, given the very small range where the expression of [57] breaks down. Other than this interpolation, we use the density of states calculated in [57].

The QPC has been discretized into two separate regions, and we express the particle injectivity into region \( r = L, R \) from lead \( j = L, R \) as [45]

\[ \nu^p_{rj}(\varepsilon) = \frac{1}{2} \sum_n \nu_n(\varepsilon) \left[ T_n(\varepsilon) + 2[1 - T_n(\varepsilon)] \delta_{rj} \right], \]  

(29)

where the prefactor of \( 1/2 \) takes into account that only electrons moving toward the QPC undergo transmission or reflection. Equation (10) now becomes

\[ \delta q_r \approx \sum_j D_{Vj}^r V_j + \sum_j D_{\theta j}^r \theta_j - DU_r, \]  

(30)

where \( r = L, R \) labels the left/right regions of the QPC. As in equation (23), the injected charge can alternatively be determined by

\[ \delta q_r = C(U_r - V_{\tilde{r}}) + C_0(U_r - U_l), \]  

(31)

where \( \tilde{r} = L(R) \) when \( r = R(L) \). Equations (30) and (31) determine the characteristic potentials as

\[ u_{rj} = \frac{(C + C_0 + D) \nu^p_{rj} + C_0 \nu^p_{rj}}{(C + D)(C + 2C_0 + D)}, \quad u_{rg} = \frac{C}{C + D}, \]  

(32)

\[ z_{rj} = \frac{(C + C_0 + D) \nu^p_{rj} + C_0 \nu^p_{rj}}{(C + D)(C + 2C_0 + D)}, \quad z_{rg} = 0, \]  

(33)

which, again, we use to calculate nonlinear transport coefficients in equation (5) and the currents in equation (2).
Figure 8. Left panel: efficiency of a QPC-based heat engine. Right panel: coefficient of performance for a QPC-based refrigerator. In both instances the QPC is set at \((E_F - eU_0)/\hbar\omega_x = 1.5\) corresponding to the red arrow in the inset of figure 6, \(\omega_y/\omega_x = 3\), \(eV_g/\hbar\omega_x = 3000\), \(k_B T_0/\hbar\omega_x = 0.3\), \(T_R - T_L = 0.1T_0\), \(eV = E_F - \mu_R = \mu_L - \mu_R\), \(C_0 = 0\) and \(\hbar\omega_x/e^2 = 0\) (blue), \(5 \times 10^{-5}\) (green), and \(10^{-4}\) (red).

Note that the characteristic potentials now have two labels, one indicating the regions where they are measured, the other one the lead or gate from which they originate.

We present our results for the efficiency of QPC-based devices. For all presented data, we set the chemical potential of the left terminal at \(E_F\) and bias the right reservoir to lower electrochemical potential, \(\mu_R = E_F - eV\). This corresponds approximately to the situation considered by Whitney [14] (see his figure 2(d)), though he chose a Heaviside function for the QPC transmission. Another discrepancy between that work and ours is that we discretize the geometry into two distinct spatial regions, which accordingly may carry two different local potentials. The data we present all have \(C_0 = 0\), as we found that this capacitive coupling does not change the results significantly. Note that for the QPC, only the weakly nonlinear results are shown.

In figure 8 we plot both the efficiency of a QPC-based heat engine (left panel) and the coefficient of performance of a QPC-based refrigerator (right panel) as a function of the applied bias voltage when the capacitive coupling \(C\) to the gate is varied. Both sets of data correspond to a first transmission channel close to half transmission, \(T \simeq 1/2\), corresponding to the red arrow in the inset of the left panel of figure 6. Figure 8 shows that in the absence of capacitive coupling, the maximal efficiency of the heat engine is slightly lower than one would predict from linear response, in agreement with [14]. The trend is however reversed once the capacitive coupling \(C\) is turned on. Increasing \(C\) increases \(\eta\) and even extends the bias range of operation of the heat engine toward higher bias. Turning our attention next to the refrigerator case (right panel in figure 8) we note that the discrepancy between linear prediction and nonlinear calculation is stronger, essentially because the refrigerator works at higher bias voltage, therefore larger nonlinear effects may be expected. Increasing \(C\) increases the COP for refrigeration just as it increased the power generation efficiency for the QPC when operating as a heat engine. In both instances we see that the nonlinear efficiency significantly exceeds the linear prediction at large enough capacitive coupling \(C\).

Figure 6 shows a dramatic increase of \(ZT\) when the QPC is almost totally closed and its conductance is exponentially small. We investigate whether this region presents opportunities for thermoelectricity, in particular whether the already large linear efficiency can be further increased by nonlinear effects. In figure 9 we plot data similar to those presented in figure 8 but obtained at smaller \(E_F\), corresponding to the black arrow in the inset of the left panel of figure 6. We see that nonlinearities influence thermodynamic performances only weakly in that regime, essentially because currents are exponentially small.

7. Conclusions

We have presented a weakly nonlinear theory of coupled heat and electric transport in micro- and nanoscopic devices. On those scales it is of central importance that local electrostatic potentials are correctly taken care of, in order to preserve fundamental conservation laws such as gauge invariance and current conservation. We described how this can be done and listed sum rules ensuring that these conservation laws are preserved. Most works on thermoelectricity use the linear figure of merit \(ZT\) as a metric for thermodynamic performance—the larger \(ZT\), the better the efficiency of a heat engine and the coefficient of performance of a refrigerator. We pointed out that the predictive power of
ZT is no longer guaranteed when nonlinear effects kick in, and directly investigated the thermodynamic efficiency and coefficient of performance, including nonlinear contributions to the heat and electric currents. We investigated devices based on two microconstrictions, a quantum point contact and a resonant tunneling barrier. In both instances we found situations where the true efficiency significantly differs from that predicted by linear response, as well as cases where thermodynamic efficiencies strongly depend on the strength of these nonlinearities—not only on the magnitude of the applied temperature and voltage biases, but also on the capacitive coupling to external electrostatically charge regions. Most importantly, we found that the weakly nonlinear theory faithfully captures the true nonlinear behavior of micro- and nanoscopic devices. We believe this opens the way to more general investigations of thermoelectricity in quantum microdevices which until now have often been limited to numerical investigations.
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