Estimating area function of the vocal tract from formants using a sensitivity function and least-squares
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Abstract: We present methods for estimating the cross-sectional area function of the vocal tract from formant frequencies. They extend the work of Story (J. Acoust. Soc. Am., 119, 715–718, 1996) based on a sensitivity function representing the change in the formant frequency due to a perturbation of the cross-sectional area. In Method I, the area function is estimated through an iterative procedure that uses the sensitivity function as the basis function to optimize the area function that produces the target frequencies. In Method II, a mode function linearly expands the area function. The estimation is performed by optimizing the value of each mode coefficient, where the sensitivity function is used as a constraint in the optimization. As a specific feature, the summing weight of sensitivity functions in Method I and mode functions in Method II is determined by minimizing an objective function representing the frequency error of every formant. By using existing area function data for English vowels, we compare the performance of each method with respect to the estimation accuracy and convergence speed. The results show that our methods can effectively reduce degrees of freedom of the area function and quickly obtain the optimal solution with fair accuracy.
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1. INTRODUCTION

In producing speech, movements of the articulatory organs such as the jaw, lips, and tongue control the shape of the vocal tract. In addition, the transfer function of the vocal tract, and hence the formants, are essentially determined by specific information of the vocal-tract geometry; i.e., the cross-sectional area function. The inverse problem of speech production has attracted much attention thus far [1,2] in an attempt to establish ultimately an effective method to estimate the hidden, invisible state of the vocal tract from speech without special observational tools such as X-ray imaging. One approach to this inversion problem is the conversion of acoustic features of speech to an area function for the vocal tract. Another is the conversion of speech acoustics to parameter values representing the position and shape of the articulatory organs.

The latter approach is advantageous in reducing the degrees-of-freedom in the inversion, because the number of articulatory parameters is in general smaller than the number of vocal-tract sections for which the area function is determined. Schroeder and Sondhi [3], for example, used an 11-parameter model of the articulators and estimated their values from speech with a constraint on the smoothness of articulatory movements, where the forward relation between the articulatory parameters and the speech acoustics was computed via the area function and an acoustic tube model of the vocal tract [4]. Such a structure-based framework was also used in other studies [5–7]. Alternatively, with the use of data collected by measuring the motion of articulatory organs with speech, the forward relation was more directly represented using statistical methods and was applied to the inversion [8–11].

The inversion problem according to the former approach was first investigated by Schroeder [12] and
Mermelstein [13] using perturbation theory on the wave equation, where for simplicity the vocal-tract wall was assumed to be hard and lossless. They represented the vocal-tract shape by using the Fourier expansion of the logarithm of the area function, and showed how the Fourier coefficient is related to the poles and zeros of the vocal-tract impedance at the lips. Actually, accurate determination of the input impedance is a hard task and requires acoustical input-output measurement [12,14,15]. They therefore assumed the vocal-tract shape to be antisymmetric around the center point or be represented by low-order Fourier components, and estimated the cross-sectional area from formants. Sondhi and Resnick [16] went further and presented an inverse problem of the sound wave propagation in the tract for both lossless and lossy cases with the acoustic measurement of the vocal tract. An inversion method was also studied in which the direct relationship between the vocal-tract shape and the speech spectrum was determined by using a data set of the area function and a statistical model [17].

In line with perturbation theory, Story [18] used the sensitivity function and proposed a method for estimating the area function from specified target frequencies of the formants. The sensitivity function is derived based on a theorem by Ehrenfest and represents the change in the acoustic pressure at the frequency of the formant. We did not estimate the length of the vocal tract in this study.

2. ESTIMATION METHOD

In this section, we present methods for determining the cross-sectional area function of the vocal tract from specified values of the formant frequencies. First, the definition of the sensitivity function is explained and an overview of the estimation method proposed by Story [18] is given. Two methods, designated Method I and II, are then described in the succeeding subsections. Method I is based on the sensitivity function and the least-squares technique. Just as in Story’s method, Method I uses the sensitivity function as the basis function to gradually optimize the area function that produces the target formant frequencies. In Method II, the area function is expressed by overlapping a number of mode functions. The value of the summing coefficient in this expression is determined from the formants through least-squares, where the sensitivity function is used as a constraint in the optimization to relate the change in the area function to the change in the formant frequency. We did not estimate the length of the vocal tract in this study.

2.1. Sensitivity Function and Story’s Inverse Estimation Method

Using the sensitivity function derived by Fant and Pauli [20], the change in formant frequencies for a small perturbation of the cross-sectional area is represented by

$$\Delta F_n = \sum_{i=1}^{L} S(n,i) \Delta A(i),$$

where $S(n,i)$ is the sensitivity function related to the $n$th formant frequency and $i$th tube section of the vocal tract, $F_n$ is the formant frequency $(n = 1, 2, \ldots, N)$, $A(i)$ is the cross-sectional area of each tube section $(i = 1, 2, \ldots, L)$, and $L$ is the total number of sections. $S(n,i)$ can be calculated via

$$S(n,i) = \frac{E_K(n,i) - E_P(n,i)}{E(n)},$$

where $E_K(n,i)$ and $E_P(n,i)$ are kinetic and potential energies defined as

$$E_K(n,i) = \frac{1}{2} \rho l(i) \frac{1}{A(i)} |U(n,i)|^2$$

and

$$E_P(n,i) = \frac{1}{2} \frac{1}{\rho c^2} |P(n,i)|^2.$$
The relationship between the area function and formant frequency is in principle nonlinear, but is linearized in Eq. (1) assuming small changes in the cross-sectional area and formant.

Story proposed a method for estimating the area function from specified formant frequencies [18]. Starting from an initial value, \( A^0(i) \), the area function is iteratively tuned such that

\[
A^{k+1}(i) = A^k(i) + \alpha \sum_{n=1}^{N} z_n S(n, i) \tag{6}
\]

for \( i = 1, 2, \ldots, L \), where \( k \) is the index of iteration and \( N \) is the number of formants. \( z_n \) is the relative error of the formant

\[
z_n = \frac{\hat{F}_n - F_n}{F_n}, \tag{7}
\]

where \( \hat{F}_n \) is the target formant frequency and \( F_n \) is the formant calculated from the area function, \( A^k(i) \), by using an acoustic tube model of the vocal tract. Note that \( S(n, i) \) is also calculated from \( A^k(i) \) in a similar manner from Eqs. (2) through (5).

The method is based on the idea that the sensitivity function can be regarded as a linear basis function in determining the updating term for the cross-sectional area. If \( S(n, i) \) is positive for specific values of \( n \) and \( i \), the \( n \)th formant frequency would increase (decrease) from Eq. (1) by increasing (decreasing) the cross-sectional area of \( i \)th tube section. Therefore, it is expected that the area function is effectively optimized using the iterative procedure. The actual updating term, \( z_n S(n, i) \), is summed for every formant in the procedure. In addition, an unknown weighting parameter, \( \alpha \), scales this term.

### 2.2 Estimation Method Using Least-Squares Optimization (Method I)

Story’s method has a drawback in that the value of the parameter \( \alpha \) should be determined empirically; it is actually set to 10 in the literature [18]. In addition, the method does not guarantee that every formant simultaneously converges to the target. In general, a large number of iterations are needed to obtain a solution. To overcome the problem, we now show that least-squares optimization can be used to determine the updating term of the area function. We set \( \beta_n = \alpha z_n \) and rewrite the updating equation as

\[
A^{k+1}(i) = A^k(i) + \sum_{n=1}^{N} \beta_n S(n, i). \tag{8}
\]

The optimal value of \( \beta_n \) is then found as follows.

To minimize the formant error, we use an explicit criterion. First, the formant frequency after updating, \( F_n^{k+1} \), can be written as follows using the relationship given in Eq. (1):

\[
F_n^{k+1} = F_n^k + \Delta F_n = \left\{ 1 + \sum_{i=1}^{L} S(n, i) \frac{\Delta A(i)}{A^k(i)} \right\} F_n^k, \tag{9}
\]

where \( \Delta F_n \) is the difference in the formant frequency before and after updating. In addition, the updating term of the cross-sectional area, \( \Delta A(i) \), is defined from Eq. (8) as

\[
\Delta A(i) = A^{k+1}(i) - A^k(i) = \sum_{n=1}^{N} \beta_n S(n, i). \tag{10}
\]

The right side of Eq. (1) is then rewritten as

\[
\sum_{i=1}^{L} S(n, i) \frac{\Delta A(i)}{A^k(i)} = \sum_{p=1}^{N} \beta_p T_{np}, \tag{11}
\]

where

\[
T_{np} = \sum_{i=1}^{L} \frac{S(n, i) S(p, i)}{A^k(i)}. \tag{12}
\]

Note that the actual value of \( T_{np} \) can be determined, because \( A^k(i) \) is the area function before updating and \( S(n, i) \) can be calculated from \( A^k(i) \). From Eqs. (9) and (11), we then obtain the following relation:

\[
F_n^{k+1} = \left\{ 1 + \sum_{p=1}^{N} \beta_p T_{np} \right\} F_n^k. \tag{13}
\]

We now obtain the error of the formant frequency, \( E_n \), after updating using Eqs. (7) and (13):

\[
E_n = F_n^{k+1} - \hat{F}_n = \left\{ 1 + \sum_{p=1}^{N} \beta_p T_{np} \right\} F_n^k - (z_n + 1)F_n^k
\]

\[
= -z_n + \sum_{p=1}^{N} \beta_p T_{np} F_n^k. \tag{14}
\]

Here, we consider the relative error \( E_n/F_n^k \) and minimize it using least-squares. The total cost function is defined as

\[
C = \sum_{n=1}^{N} \frac{E_n^2}{F_n^k} = \sum_{n=1}^{N} \left( -z_n + \sum_{p=1}^{N} \beta_p T_{np} \right)^2. \tag{15}
\]

\( C \) is a quadratic function of the unknown parameter, \( \beta_p \) \( (p = 1, 2, \ldots, N) \), and the optimal value of \( \beta_p \) is determined from the condition \( \partial C/\partial \beta_p = 0 \), giving the relation
This represents a set of linear simultaneous equations, and can be rewritten in matrix form as
\[ T \beta = z. \]  
(17)

\( T \) is a \( N \times N \) symmetrical coefficient matrix where the \((n, p)\) component is given by \( T_{np} (= T_{pn}) \). \( \beta \) is the parameter vector
\[ \beta = [\beta_1 \beta_2 \cdots \beta_N]^t \]  
(18)

and \( z \) is the error coefficient vector
\[ z = [z_1 z_2 \cdots z_N]^t. \]  
(19)

The superscript \( t \) signifies the transposition. Finally, the optimal value of the coefficient \( \beta \) can be determined via
\[ \beta = T^{-1}z \]  
(20)

and the area function is updated from Eq. (8).

### 2.3. Estimation Method Using a Mode Decomposition of the Area Function (Method II)

Story’s method and our Method I both estimate the cross-sectional area function iteratively by adding sensitivity functions at each step of the procedure. However, the sensitivity function by definition represents the acoustic sensitivity for a small change in the area function, and simple addition of the sensitivity functions may result in an unnatural vocal-tract configuration. We therefore present another method, Method II, by using a mode decomposition of the area function ([17,22]) in addition to the least-squares technique.

Story and Titze [22] measured 3D vocal-tract shapes for ten English vowels using MRI and obtained their area functions, where the number of vocal-tract sections was the same for all vowels. They also performed a principal component analysis and computed mode functions such that
\[ A(i) = A_0(i) + \sum_{m=1}^{M} \gamma_m \phi_m(i), \]  
(21)

where \( A_0(i) \) is the mean cross-sectional area of the \( i \)th section, \( \gamma_m \) is the coefficient for the \( m \)th component, and \( \phi_m(i) \) is the \( m \)th mode function. \( M \) is the number of mode functions reconstructing the area function. If the value of \( \gamma_m \) is determined properly from given formant frequencies, we can expect that this alternative method is capable of estimating the area function within physiological tolerances.

To derive the estimation algorithm, the difference in the cross-sectional area before and after updating is represented as
\[ \Delta A(i) = A^{k+1}(i) - A^k(i) = \sum_{m=1}^{M} \Delta \gamma_m \phi_m(i), \]  
(22)

where
\[ \Delta \gamma_m = \gamma_m^{k+1} - \gamma_m^k \]  
(23)

is the difference in the coefficient. Equation (1) can then be rewritten as
\[ \frac{\Delta F_n}{F_n} = \sum_{i=1}^{L} \frac{S(n, i)}{A^k(i)} \sum_{m=1}^{M} \Delta \gamma_m \phi_m(i) \]  
(24)

where
\[ T_{nm} = \sum_{i=1}^{L} \frac{S(n, i)}{A^k(i)} \phi_m(i). \]  
(25)

The definition of \( T_{nm} \) is different from that in Method I [see Eq. (12)], but the value of \( T_{nm} \) can again be determined before updating.

The formant frequency after updating is then given as
\[ F_n^{k+1} = F_n^k + \Delta F_n \]  
(26)

and the formant error after updating as
\[ E_n = F_n^{k+1} - \hat{F}_n \]  
(27)

The total cost function is now obtained as
\[ C = \sum_{n=1}^{N} \left( \frac{E_n}{F_n^k} \right)^2 \]  
(28)

Finally, the optimization problem is formulated as a set of linear simultaneous equations as in the previous method such that
\[ T \gamma = z. \]  
(29)

\( T \) is a \( N \times M \) coefficient matrix where the \((n, m)\) component is given by \( T_{nm} \) in Eq. (25). \( \gamma \) is the following parameter vector
\[ \gamma = [\Delta \gamma_1 \Delta \gamma_2 \cdots \Delta \gamma_M]^t \]  
(30)

and \( z \) is the coefficient vector.
We assume the condition $N \leq M$ indicating that the number of mode functions is equal to or greater than the number of formants to obtain a proper solution of the estimation problem. The optimal value of the parameter vector, $\mathbf{y}$, is determined via

$$\mathbf{y} = T^+ \mathbf{z},$$

(32)

where the superscript $+$ signifies the pseudo-inverse of the matrix [23]. The area function is then updated as

$$A^{k+1}(i) = A_0(i) + \sum_{m=1}^{M} \gamma_{m+1} \phi_m(i)$$

(33)

2.4. Estimation Procedure

Figure 1 shows the procedure for estimating the vocal-tract cross-sectional area function from specified formant frequencies, $\hat{F}_n$ $(n = 1, 2, \ldots, N)$, and the initial area function, $A^0(i)$ $(i = 1, 2, \ldots, L)$. In Method II, mode functions, $\phi_m(i)$ $(m = 1, 2, \ldots, M)$, and the mean area function, $A_0(i)$, are also needed. The index $k$ is set to 0.

First, we apply the area function, $A^k(i)$, to an acoustic tube model of the vocal tract. We use the frequency-domain model proposed by Sondhi and Schroeter [4]. The formant frequency, $F_n^k$, is then estimated by finding the peaks of the transfer function

$$H(\omega) = \frac{1}{A_T(\omega) - C_T(\omega)Z_R(\omega)}$$

(34)

where $Z_R(\omega)$ is the radiation impedance at the lip opening. $A_T(\omega)$ and $C_T(\omega)$ are the elements of the transmission matrix for the whole vocal tract [4]. We also calculate the sensitivity function, $S(n, i)$, from the volume velocity and acoustic pressure at each tube section of the vocal tract, as given in Eqs. (2) through (5).

Next, we calculate the coefficients of the linear equations $T_{np}$ given in Eq. (12) in Method I or $T_{nm}$ given in Eq. (25) in Method II as well as the error coefficient $\epsilon_n$ in Eq. (7). The optimal value of $\beta_n$ in Method I or $\Delta \gamma_m$ in Method II is then determined by solving the simultaneous equations in Eq. (17) or Eq. (29). The area function is then updated as given in Eq. (8) or Eq. (33).

The index $k$ is set to $k + 1$, and we repeat the procedure until the mean absolute formant error

$$E_F = \frac{1}{N} \sum_{n=1}^{N} |\hat{F}_n - F_n|$$

(35)

falls below a threshold condition such as $E_F < 1$ (Hz). In addition, the value of $\beta_n$ or $\Delta \gamma_m$ is scaled using a factor common for the index, $n$ or $m$, so that the maximum change of the cross-sectional area, $\Delta A(i)/A(i)$, is less than 10% in each iteration, because Eq. (1) holds for a small change in the cross-sectional area and formant frequency.

3. ESTIMATION RESULTS

To evaluate the accuracy of the estimation methods quantitatively, we performed experiments using area function data of the ten English vowels, /i/, /I/, /e/, /æ/, /Λ/, /a/, /o/, /u/, /u/, and /u/, collected using a MRI measurement for a male native speaker [22]. Using the cross-sectional area data of each vowel and an acoustic tube model of the vocal tract [4], we first calculated the transfer function and resonance frequencies of the vocal tract. These resonance frequencies were then used as target frequencies, $\hat{F}_n$, and the cross-sectional area data as the right answer to the inverse estimation problem.

The mean cross-sectional area, $A_0(i)$, and the mode function, $\phi_m(i)$, were also computed from the area function data for these ten vowels using principal component analysis. The mean cross-sectional area was used as the initial value of the area function, $A^0(i)$, in each estimation. Depending on the estimation condition, the number of target formants was changed to $N = 2, 3,$ and 4 in each
Fig. 2 Mean cross-sectional area and mode functions from first to eighth calculated using area function data of ten English vowels [22] and principal component analysis.

estimation method and the number of mode functions to $M = 4$, 5, 6, 7, and 8 in Method II. Figure 2 shows the calculated mean cross-sectional area and mode functions as a function of the section number of the vocal tract. The number of tube sections, $L$, was 44 for all vowels. The first section corresponds to the glottis and 44th to the lips. The cumulative proportion increases as the number of mode functions increases; specifically, 97.2%, 98.7%, 99.2%, 99.7%, and 99.9% for $M$ equal to 4, 5, 6, 7, and 8, respectively. We did not estimate the length of the vocal tract but used a measured value given in the literature [22].

3.1. Comparison of Estimation Methods

First, we compare the estimation accuracy of Story’s method [18] and our Methods I and II. The top graph in Fig. 3 shows the estimation error of the area function averaged for the ten vowels as a function of the number of target formants, $N$. The target formants were selected in ascending order such that the frequencies for the first and second formants were constrained when $N = 2$, for example. The plots for (a) show the results from Story’s method and (b) those in Method I. The plots (c), (d), and (e) show the results from Method II, where the number of mode functions, $M$, was set to 6 in (c), 7 in (d), and 8 in (e), respectively. The lower graph shows the mean number of iterations needed to satisfy the convergence criterion.

When $N$ was 2, the estimation error in Method I was 0.55 cm$^2$ and smaller than the error of 0.58 cm$^2$ in Story’s method. Furthermore, the iteration number significantly decreased from 128 in Story’s method to 30 in Method I indicating the effectiveness of the least-squares technique. When $N$ increased from 2 to 3 or 4, on the other hand, the estimation error increased unexpectedly in both methods. In addition to the number of targets, $N$ specifies the number of sensitivity functions used to recover the area function [Eq. (8)]. The sensitivity function expresses the acoustical effect caused by a change in the cross-sectional area. In contrast to the mode function used in Method II, it does not necessarily reflect a physiologically relevant deformation pattern of the vocal tract. The actual reason for the increase in the error when $N$ is 3 or 4 is not clear, but the sensitivity functions for the third and fourth formants, added to recover the area function, could have degraded the estimation accuracy.

Here, it is important to compare our estimation method with others and point out its fundamental feature. Inverse estimation methods such as those of Refs. 3, 5, 8–11, and 17 use a set of articulatory-acoustic data consisting of information about the vocal-tract shape or the state of the articulatory organs and corresponding vocal-tract spectrum or formant frequencies. The mapping relation between the articulatory and acoustic parameters is then trained from the data set. In general, the interrelation between both parameters would be more precise when the number of explanatory variables (formant frequencies, for example) in the mapping increases, and the estimation error then decreases. On the other hand, neither Story’s method nor ours uses such an explicit relationship. The tendency of
the estimation error in Fig. 3 may be partly due to this fundamental difference in the estimation principle.

In Method II, the estimation error decreased as the number of formants increased. Furthermore, the optimal value of the number of mode functions was found to be $M = 7$. When $N = 4$ and $M = 7$, the mean estimation error was 0.51 cm$^2$. This error was the smallest among all the methods and estimation conditions on $N$ and $M$. The mean iteration number was 19 and smaller than that in Method I. Therefore, we can conclude that Method II is superior to other methods in both estimation accuracy and computational efficiency.

Here, the result for the condition $M = 4$ is not shown, as the iterative procedure did not converge for a number of vowels when $N = 2$, 3, and 4. For $M = 5$, convergence was obtained for all vowels only for $N = 2$. The reason convergence was not obtained is possibly related to the above discussion about the property of the sensitivity function and mode function. The mode function is capable of effectively representing the deformation pattern of the vocal tract. For some vowels, however, the area function constructed by combining four or five mode functions was possibly acoustically insensitive to achieve the target formant frequencies. As a result, convergence was not obtained during optimization irrespective of the large number of iterations of more than a thousand.

The figure also shows that the estimation error tends to increase when the value of $N$ is fixed to 2 or 3 and the value of $M$ increases from 6 to 8. When $N = 4$, the estimation error for $M = 8$ was slightly larger than that for $M = 7$. Possibly this is because the estimation problem was more ambiguous when we used more mode functions to recover the area function from the same number of targets. Unlike Method I, Method II determines the value of unknown parameters, $\gamma$, from Eq. (32) by using the pseudo-inverse of the coefficient matrix, $T$, because the number of parameters ($M$) is greater than the number of linear equations ($N$) that constrain the parameter values. We then determine the parameter values so that the norm of the parameter vector is the minimum under the linear constraints. When the number of target formants is 2 or 3, the number of linear constraints is also 2 or 3. On the other hand, the number of unknown parameters increases as the number of mode functions increases. Therefore, for higher $M$, the parameters have more unsolved degrees of freedom that are not constrained by the linear equations. The optimization problem then becomes more ambiguous, which can explain the tendency of the estimation error observed in Fig. 3.

3.2. Comparison of Vowels

Figure 4 shows the estimation error of the area function for each vowel, where the results from Story’s method ($N = 2$) are plotted in (a), those from Method I ($N = 2$) in (b), and those from Method II ($N = 4$ and $M = 7$) in (c). The estimation conditions on $N$ and $M$ were determined so that the mean estimation error was the minimum in each method. The residual error when the actual area function was approximated by seven mode functions is also plotted in (c) for each vowel, represented by the white bar, and this approximation error was much smaller than the estimation error, represented by the black bar.

The vowel-dependent patterns for the estimation error are quite similar between Story’s method and Method I. The error was found to be minimum for /a/ and maximum for /u/. For Method II, in contrast, the error was minimum for /a/ and maximum for /u/. The difference between the maximum and minimum errors was 0.91 cm$^2$ in Story’s method, 0.71 cm$^2$ in Method I, and 0.73 cm$^2$ in Method II. The estimation error is therefore largely dependent of vowel type, when compared to the dependence on target number or the estimation method itself.

Figure 5 shows the area function estimated from the formants and frequency response of the vocal tract calculated from the area function as given in Eq. (34). The estimation condition was the same as that in Fig. 4 in each method. The area function estimated by Method I
is very similar to the result of Story’s method and therefore both plots are overlapped in the figure except for /o/, /u/, and /u/. In Method II, the error is prominent for a specific region near the lip opening for /i/ and around the anterior part of the vocal tract for /æ/ and /u/. For /æ/ and /u/, the error is distributed over the whole vocal-tract region.

Except for /æ/ and /u/, the vocal-tract spectrum in Method II agrees well with that calculated from the actual area function over the frequency range up to 5 kHz. In Story’s method and Method I, good agreement with the actual spectrum is obtained at least up to the second formant frequency, except for /i/.

### 3.3. Dependency on the Initial Value of the Area Function

Finally, we investigated the dependency of methods on the initial value of the area function. In addition to the mean of the area function data for all vowels, the mean of frontal vowels /i/, /i/, /I/, /ε/, /æ/, /2/, /A/, and /o/, /o/, /U/, /u/, /u/ were used as the candidate for the initial value. When the target formant frequencies were specified, the best was selected so that the mean difference between the target frequency and the corresponding formant frequency calculated from each candidate area function was minimum. The initial area function might be closer to the actual one in this way and we expected an improvement in the estimation accuracy and convergence speed.

The estimation condition was set to $N = 2$ in Story’s method and Method I, and $N = 4$ and $M = 7$ in Method II. As a result, the iteration number decreased on average from 128 to 121 in Story’s method, from 30 to 25 in Method I, and from 19 to 14 in Method II. However, the estimation error remained the same or was even slightly worse: 0.60 cm$^2$ for Story’s method, 0.57 cm$^2$ for Method I, and 0.48 cm$^2$ for Method II.

To investigate the influence of the initial value in more detail, it was set as

$$A^0(i) = (1 - w) \cdot A_0(i) + w \cdot A_T(i),$$  \hspace{1cm} (36)$$

where $w$ is the interpolation rate between the mean cross-sectional area, $A_0(i)$, and the actual cross-sectional area for the test vowel, $A_T(i)$, and $i = 1, 2, \ldots, L$. The initial value gradually approached the actual value as $w$ increased from
It was also shown that the iteration number decreased from 128 in Story’s method to 30 in Method I, and the solution in Method I converged very quickly.

(2) The minimum of the estimation error, 0.51 cm², was obtained when four targets and seven mode functions were used in Method II. The iteration number was 19 on average and smaller than for Method I.

(3) The estimation accuracy significantly depended on the type of the vowel. The minimum-maximum range of the estimation error for ten vowels was 0.91 cm² from Story’s method, 0.71 cm² from Method I, and 0.73 cm² from Method II.

(4) The estimation error did not decrease effectively when the number of candidates for the initial value of the area function increased from one to three.

The area function in general involves many sections required to model the vocal-tract shape with enough accuracy. The number of parameters representing the cross-sectional area and length of each section then becomes very large compared with, for example, the number of formants which convey linguistic information. A different shape of the vocal tract has been suggested as possibly producing similar acoustic characteristics such as the vocal-tract spectrum or resonance frequencies [5,12].

With respect to the non-uniqueness problem, numerical results presented in this paper showed that the use of the sensitivity function or mode function is to some extent effective in reducing the degrees-of-freedom of the area function and in determining the area function from formants with a satisfactory degree of accuracy.

However, the estimation error was prominent for some specific vowels. Our methods could not recover acoustically important features of the vocal tract such as the cross-sectional area near the vocal-tract constriction (typically for /u/) or the opening area of the lips (typically for /i/ in Method II). For /æ/, the estimation error was distributed over the entire vocal-tract region in both methods. From the numerical investigation, the existence of the one-to-many relation was suggested as a possible source for the prominent errors observed for these vowels.

Another problem was that the estimated area functions tended to give somewhat irregular results in Method II. The spatial pattern of the mode function is jagged along the vocal-tract sections for higher order modes, implying that such higher modes were overly weighted in the estimation process, and as a result, the smoothness of the area function was degraded. To overcome the problem, further investigation will be conducted to integrate a priori information about the variance of each mode (eigenvalue obtained in the principal component analysis) into the estimation process. In addition, drawbacks of the current method should be improved by estimating the length and cross-sectional area of the vocal tract simultaneously, and by
taking the speaker dependence of empirical mode functions into account.
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