Abstract—Reconfigurable intelligent surface (RIS) has attracted extensive attention in recent years. However, most research focuses on the scenario of the narrowband and/or instantaneous channel state information (CSI), while wide bandwidth with the use of millimeter-wave (mmWave) (including sub-Terahertz) spectrum is a major trend in next-generation wireless communications, and statistical CSI is more practical to obtain in realistic systems. Thus, we consider the ergodic achievable rate of RIS-assisted mmWave multiple-input multiple-output orthogonal frequency division multiplexing communication systems. The widely used Saleh-Valenzuela channel model is adopted to characterize the mmWave channels and only the statistical CSI is available. We first derive the approximations of the ergodic achievable rate by means of the majorization theory and Jensen’s inequality. Then, an alternating optimization based algorithm is proposed to maximize the ergodic achievable rate by jointly designing the transmit covariance matrix at the base station and the reflection coefficients at the RIS. Specifically, the design of the transmit covariance matrix is transformed into a power allocation problem and solved by spatial-frequency water-filling. The reflection coefficients are optimized by the Riemannian conjugate gradient algorithm. Simulation results corroborate the effectiveness of the proposed algorithms.
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I. INTRODUCTION

The millimeter wave (mmWave) communication over the 30-300 GHz spectrum is one of the most promising techniques for 5G-and-beyond systems [1], [2]. However, the free-space path loss is more severe at mmWave compared to the conventional microwave bands. Typically, multiple-input multiple-output (MIMO) beamforming technology is employed to provide high gains to extend the transmission distance, but the high directivity makes the mmWave communication more sensitive to signal blockage. Meanwhile, MIMO technology greatly increases the consumption of power and cost. Recently, one promising and cost-effective solution to overcome these issues is to deploy reconfigurable intelligent surfaces (RISs) [3], [4], [5]. An RIS is an artificial uniform planar array (UPA) with plenty of elements, each of which can independently impose a phase shift on the incident signal and then reflect or refract it passively with the assistance of a smart controller. Hence, by adaptively adjusting the coefficients, RIS can be controlled to enhance the transmission quality of the desired signals. RIS is spectrum- and energy-efficient since it does not require radio frequency components. In addition, RIS can be flexibly and widely deployed so as to enhance the coverage of the mmWave communication.

Motivated by the above promising advantages, RIS has attracted extensive attention in both academia and industry, e.g., [6], [7], [8], [9], [10]. The authors in [6] consider a power minimization problem under multiple-input single-output (MISO) scenario and propose a semidefinite relaxation based algorithm to jointly optimize the active and passive beamforming, while the weighted sum-rate maximization problem is studied in [7]. The authors in [8] focus on the capacity maximization problem under MIMO scenario and propose an alternating optimization (AO) based algorithm. In [9], the inherent sparse feature of the mmWave channels is exploited to find an efficient algorithm to jointly design the transceiver and RIS. It is mentioned in [10] that the beamforming at the BS and the reflection coefficients at the RIS can be simultaneously optimized to improve the system performance.

However, all of the above works mainly focus on the narrowband communication systems, while 5G and future 6G communications are likely to conduct wideband deployment. Two main effects, i.e., spatial-wideband effect and frequency-wideband effect, emerge in mmWave MIMO wideband systems, which will dramatically affect the system performance [11], [12]. The spatial-wideband effect refers to the phenomenon of a non-negligible time delay across the array aperture for the same symbol in wideband systems. To combat the spatial-wideband effect, orthogonal frequency division multiplexing (OFDM) is a promising technology that divides the baseband into several sub-bands so that each sub-band can be considered frequency-independent [11], [12]. As for
the frequency-wideband effect which is also known as beam squint effect, there are no effective solutions thus far to the authors’ best knowledge, especially for RIS. Specifically, the array response vectors differ across frequencies, notably for large bandwidth systems. However, RIS can only impose the same phase shifts on different frequencies since it is applied in the time domain and lacks the ability of digital signal processing [15]. Some work has been devoted to investigating the wideband RIS-assisted communication systems [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25]. For the single-input single-output (SISO) scenario, the authors in [15] aim at the achievable rate maximization and propose a successive convex approximation based method for jointly power allocation and reflection coefficient optimization, while the problem of maximizing the minimum rate of all users is considered in [16]. The authors in [17] first execute channel estimation, and then maximize the average achievable rate based on the strongest signal path. The authors in [18] propose a low-complexity majorization-minimization-based algorithm to efficiently maximize the achievable rate. For the MISO scenario, the authors in [14] focus on mitigating the beam squint effect and propose low-complexity solutions for both line-of-sight (LoS) and non-LoS scenarios. Multi-user MISO scenario is studied in [19], where the original sum rate maximization problem is reformulated as a modified mean square error minimization problem, followed by a block coordinate descent iterative algorithm. For the MIMO scenario, the authors in [20] aim at maximizing the spectral efficiency for point-to-point communication, while hybrid digital and analog beamforming is considered in [21] and [22]. The weighted sum-rate maximization problem is studied in [23], where single data stream transmission is considered and the fractional programming is adopted to decouple the original problem. In addition, the secrecy rate maximization problem is investigated in [24] and an AO-based inexact block coordinate descent algorithm by leveraging Lagrange multiplier and complex circle manifold methods is proposed, while the discrete reflecting phase shift case is extended in [25].

However, all of the above contributions are based on the instantaneous channel state information (CSI), which is pretty challenging to acquire in practice since RIS is usually nearly passive and composed of a large number of unit cells [3], [4], [5]. An attractive alternative is to explore the statistical CSI. Therefore, we concentrate on a point-to-point RIS-assisted mmWave MIMO-OFDM communication system by exploiting the statistical CSI where the RIS is adopted as a reflecting surface. The main contributions of this study are summarized as follows:

- We focus on maximizing the ergodic achievable rate of the RIS-assisted mmWave MIMO-OFDM communication system. The widely used Saleh-Valenzuela (SV) channel model is adopted to characterize the mmWave channels and only the statistical CSI is assumed to be available. To the best of the authors’ knowledge, this is the first effort to consider the statistical CSI in the broadband RIS-assisted mmWave MIMO-OFDM communication systems.
- We derive closed-form approximations of the ergodic achievable rate by means of the majorization theory and Jensen’s inequality. The results show that the ergodic achievable rate increases logarithmically with the number of antennas at the base station (BS) and the user, the number of reflection units at the RIS, the power allocation at the BS, and the eigenvalues of the steering matrices associated with the BS, RIS and user.
- The ergodic achievable rate is maximized by jointly designing the transmit covariance matrix at the BS and the reflection coefficients at the RIS. Specifically, the design of the transmit covariance matrix is transformed into a power allocation problem and solved by spatial-frequency water-filling. The reflection coefficients are optimized by the Riemannian conjugate gradient (RCG) algorithm.

Furthermore, we conduct extensive simulations to validate the performance of the proposed algorithms. It is shown that our proposed alternating AO outperforms the benchmark scheme from the literature [9]. In addition, the ergodic achievable rate after optimization can be improved by about 25 bps/Hz, which emphasizes the importance of the optimization of the transmit covariance matrix at the BS and the reflection coefficients at the RIS. Additionally, this work is a substantial improvement from our previous work [26]. On the one hand, this work takes the direct BS-user link into consideration, while it is assumed to be blocked due to unfavorable propagation conditions in [26]. When the direct link exists, the majorization theory cannot be applied directly because the cross product term of the ergodic achievable rate is no longer a positive semidefinite Hermitian matrix. Fortunately, the asymptotic orthogonality of the array response vectors can be utilized to overcome this hurdle. On the other hand, this work extends the narrowband scenario in [26] into the broadband systems. The spatial- and frequency-wideband effects are mitigated in our proposed algorithm.

The rest of the paper is organized as follows. Section II presents the system model and the problem formulation. The approximations of the ergodic achievable rate are derived in Section III. An alternating optimization algorithm for maximizing the ergodic achievable rate is proposed in Section IV. The comparison with the state-of-the-art algorithms is discussed in Section V. Simulation results are provided in Section VI. Conclusions are drawn in Section VII.

**Notations:** The imaginary unit is denoted by $j = \sqrt{-1}$. Vectors and matrices are denoted by bold-face lower-case and upper-case letters, respectively. The conjugate, transpose and conjugate transpose of the vector $\mathbf{x}$ are denoted by $\mathbf{x}^*$, $\mathbf{x}^T$ and $\mathbf{x}^H$, respectively. The $\odot$ symbol is the element-wise product and $\mathbb{E}(\cdot)$ is the expectation operation. The $\text{tr}(\cdot)$, $\text{det}(\cdot)$ and $\text{rank}(\cdot)$ denote the trace, determinant and rank operation, respectively. The $\Re(\cdot)$ operation extracts the real

1The beam squint effect has been addressed in some literature, e.g., [13], [14]. In order to mitigate the influence of the beam squint effect, the authors in [13] propose a twin-stage orthogonal matching pursuit algorithm during channel estimation, while the authors in [14] propose an efficient beamforming algorithm to maximize the achievable rate. Nevertheless, a general method to address the beam squint effect is still absent.
value of a complex variable. The unit(x) operation represents an N-dimensional vector with elements \( \frac{x}{|x|}, \ldots, \frac{x}{|x|} \). The distribution of a circularly symmetric complex Gaussian random vector with mean vector \( \mu \) and covariance matrix \( \Sigma \) is denoted by \( \mathcal{C}\mathcal{N}(\mu, \Sigma) \); and \( \sim \) stands for “distributed as”. The exponential random variable \( X \) with parameter \( \lambda \) is given by \( X \sim \exp(\lambda) \).

### II. System Model and Problem Formulation

In this section, we will first introduce the system model, then describe the widely adopted mmWave channel model, and finally propose the considered problem of maximizing the ergodic achievable rate.

#### A. System Model

We consider a downlink wideband point-to-point mmWave MIMO communication system as illustrated in Fig. 1, where the BS is equipped with \( N_b \) antennas and transmits signals to a user with \( N_u \) antennas, via the help of one \( N_r \)-element RIS. In order to mitigate the spatial-wideband effect of the wideband mmWave channel, OFDM with \( K \) subcarriers is employed to modulate the signal at the BS [11], [12]. Let \( s_k \in \mathbb{C}^{N_b \times 1} \) denote the transmitted signal vector at subcarrier \( k \). The transmit covariance matrix at subcarrier \( k \) is defined as \( Q_k = \mathbb{E}\{s_k s_k^H\} \in \mathbb{C}^{N_b \times N_b} \), with \( Q_k \succeq 0 \). The normalized transmit power constraint at the BS is given by

\[
\sum_{k=1}^{K} \text{tr}\left\{Q_k\right\} = \sum_{k=1}^{K} \text{tr}(Q_k) \leq 1. \quad (1)
\]

Without loss of generality, we assume the maximum excess delay is of \( L_{\text{max}} \) taps in the time domain for the baseband equivalent channels of both the BS-RIS-user reflecting link and the BS-user direct link. The transmit signal \( s_k \) is first transformed into the time domain through a \( K \)-point inverse discrete Fourier transform (IDFT), followed by the appending of a cyclic prefix (CP) of length \( N_{\text{CP}} \), with \( N_{\text{CP}} \geq L_{\text{max}} \). At the user side, after removing the CP and performing the \( K \)-point discrete Fourier transform (DFT), the baseband received signal \( y_k \in \mathbb{C}^{N_u \times 1} \) at the \( k \)-th subcarrier can be presented as

\[
y_k = (T_k G_k + H_k) s_k + n_k, \quad (2)
\]

where \( T_k \in \mathbb{C}^{N_u \times N_r}, G_k \in \mathbb{C}^{N_r \times N_b}, \) and \( H_k \in \mathbb{C}^{N_u \times N_b} \) denote the frequency-domain channel on subcarrier \( k \) from the RIS to the user, from the BS to the RIS, and from the BS to the user, respectively; \( \Theta \in \mathbb{C}^{N_r \times N_r} \) denotes the response matrix at the RIS, which is written as

\[
\Theta \triangleq \text{diag}\{\xi_1 e^{j\theta_1}, \xi_2 e^{j\theta_2}, \ldots, \xi_{N_r} e^{j\theta_{N_r}}\}, \quad (3)
\]

where \( \theta_i \in [0, 2\pi) \) and \( \xi_i \in [0, 1] \) represent the phase shift and the amplitude of the reflection coefficient of the \( i \)-th reflection unit, respectively; and \( n_k \sim \mathcal{C}\mathcal{N}(0, \sigma^2 I_{N_u}) \) represents the additive white Gaussian noise vector with zero mean and variance \( \sigma^2 \).1 Note that the RIS can only bring the same phase shift on different subcarriers due to the lack of the ability of digital signal processing\(^2\) [15]. In addition, the amplitude \( \xi_i \forall i \in N_r \) is assumed to be one to maximize the signal reflection and simplify the hardware design of the RIS [6], [13], [17]. Let \( K = \{1, \ldots, K\} \) and \( N_r = \{1, \ldots, N_r\} \) denote the index sets of subcarriers and RIS elements, respectively.

#### B. Channel Model

Due to the limited scattering paths in mmWave channels, the SV model is widely adopted for modelling the wideband mmWave channel. Suppose uniform linear arrays (ULAs) are equipped at the BS and the user, and a uniform planar array (UPA) is equipped at the RIS. The frequency domain channel matrix \( H_k, G_k \) and \( T_k \) at subcarrier \( k \) can be expressed as [11], [12], [28], [29], [30]

\[
H_k = \sqrt{\frac{N_b N_u}{L_h}} \sum_{i=1}^{L_h} \alpha_{h,i} e^{-j 2 \pi \tau_{h,i}} f_k a_r(\psi_{h,u,i}, f_k) 
\times a_l^H(\psi_{h,b,i}, f_k), \quad (4)
\]

\[
G_k = \sqrt{\frac{N_r N_b}{L_g}} \sum_{i=1}^{L_g} \alpha_{g,i} e^{-j 2 \pi \tau_{g,i}} a_r(\phi_{g,r,i}, \varphi_{g,r,i}, f_k) 
\times a_l^H(\psi_{g,b,i}, f_k), \quad (5)
\]

\[
T_k = \sqrt{\frac{N_r N_u}{L_t}} \sum_{i=1}^{L_t} \alpha_{t,i} e^{-j 2 \pi \tau_{t,i}} f_k a_r(\psi_{t,u,i}, f_k) 
\times a_l^H(\phi_{t,r,i}, \varphi_{t,r,i}, f_k), \quad (6)
\]

where \( L_h \) (\( L_g, L_t \)) is the number of the paths between the BS and the user (the BS and the RIS, and the RIS and the user); \( \alpha_{h,i} \sim \mathcal{C}\mathcal{N}(0, \sigma_{h,i}^2) \), \( \alpha_{g,i} \sim \mathcal{C}\mathcal{N}(0, \sigma_{g,i}^2) \), \( \alpha_{t,i} \sim \mathcal{C}\mathcal{N}(0, \sigma_{t,i}^2) \)\(^4\) denotes the complex gain of the \( i \)-th path and assume \( \sigma_{h,i}^2 \geq 1 \).

---

\(^1\)Without loss of generality, the variances of noise at different subcarriers are assumed to be the same.

\(^2\)In this paper, we assume that the RIS units are frequency independent as widely adopted in the existing literature [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25]. Some literature, e.g., [27], studies the property of the frequency dependency of RIS. Nevertheless, there is still lack of a general model to accurately characterize the nonlinear response of RIS over various frequencies.

\(^4\)In mmWave MIMO communication systems, the complex gain is widely assumed to be i.i.d. random variables following the complex Gaussian distribution [28], [31].
\[ \sigma_h^2 \geq \ldots \geq \alpha_h^2, \quad \sigma_g^2 \geq \ldots \geq \alpha_g^2, \quad \sigma_r^2 \geq \ldots \geq \alpha_r^2, \quad \tau_h, \tau_g, \tau_r \] is the delay of the i-th path; \( f_k \) is the frequency at subcarrier \( k \), which is given by
\[ f_k = f_c + \frac{f_k}{K} \left( k - 1 - \frac{K-1}{2} \right), \quad \forall k \in K, \] (7)
where \( f_c \) is the carrier frequency and \( f_k \) is the bandwidth. Note that in the narrowband communication systems, it is assumed that \( f_k = f_c \). However, this assumption is invalid in wideband communication systems and will dramatically affect the ergodic achievable rate. \( a_c(\cdot) \) denotes the normalized array response vector at the receiver side (the transmitter side); \( \psi_{h,i} \) denotes the angle of departure (AoA) associated with the user of the direct link (the reflecting link); \( \psi_{b,i} \) denotes the angle of arrival (AoD) associated with the BS of the direct link (the reflecting link); \( \phi_{g,r} \) and \( \varphi_{g,r} \) denote the azimuth and elevation angles of the arrival (departure) associated with the RIS. For a ULA with \( N \) antennas at the frequency \( f_k \), the normalized array response vector is given by
\[ a(\psi, f_k) = \frac{1}{\sqrt{N}} \begin{bmatrix} e^{j2\pi f_k d_1 \sin \psi} \sin \psi, \ldots, e^{j2\pi f_k d_{N-1} \sin \psi} \end{bmatrix}^T, \] (8)
where \( c \) represents the speed of light, \( d = \frac{c \lambda}{f} = \lambda \) is the antenna spacing, \( \lambda \) represents the signal wavelength of the central frequency, and \( \psi \) denotes the AoA or AoD. For a UPA with \( M = M_h \times M_r \) elements at the frequency \( f_k \), the normalized array response vector can be expressed as
\[ a(\phi, \varphi, f_k) = \frac{1}{\sqrt{M}} \begin{bmatrix} 1, e^{j2\pi f_k d_1 \sin \phi \sin \varphi + M_x \cos \varphi}, \ldots, e^{j2\pi f_k d_{N-1} \sin \phi \sin \varphi + M_x \cos \varphi} \end{bmatrix}^T, \] (9)
where \( d_x \) is the unit cell spacing which is assumed to be half wavelength. \( \phi \) and \( \varphi \) denote the azimuth and elevation angles, respectively. Defining \( A_{ah,k} = [a_t(\psi_{h,u,i}, f_k), \ldots, a_t(\psi_{h,u,L}, f_k)] \in \mathbb{C}^{N_h \times L_h} \), \( A_{bh,k} = [a_t(\psi_{b,h,1}, f_k), \ldots, a_t(\psi_{b,h,L_h}, f_k)] \in \mathbb{C}^{N_h \times L_h} \), and \( H_{L,k} = \sqrt{\frac{N_h}{2L_h}} \text{diag}(\alpha_{1h} e^{-j2\pi \tau_h f_k}, \ldots, \alpha_{L_h} e^{-j2\pi \tau_h f_k}) \), the channel matrix \( H_k \) in (4) can be rewritten as
\[ H_k = A_{ah,k} H_{L,k} A_{bh,k}^H. \] (10)
Defining \( \hat{A}_{tg,k} = [a_t(\phi_{g,r,1}, \varphi_{g,r,1}, f_k), \ldots, a_t(\phi_{g,r,L}, \varphi_{g,r,L}, f_k)] \in \mathbb{C}^{N_g \times L_g} \), \( \hat{A}_{bg,k} = [a_t(\psi_{b,g,1}, f_k), \ldots, a_t(\psi_{b,g,l}, f_k)] \in \mathbb{C}^{N_g \times L_g} \), and \( \hat{G}_{L,k} = \sqrt{\frac{N_g}{2L_g}} \text{diag}(\alpha_{1g} e^{-j2\pi \tau_g f_k}, \ldots, \alpha_{L_g} e^{-j2\pi \tau_g f_k}) \), the channel matrix \( G_k \) in (5) can be expressed as
\[ G_k = \hat{A}_{tg,k} \hat{G}_{L,k} \hat{A}_{bg,k}^H. \] (11)
\( \sigma^2 \) denotes the normalized channel gain at the BS. The RIS response matrix \( \Theta \) is given by
\[ \Theta = \frac{1}{K + N_{cp,k=1}} \sum_{k=1}^{K} \log_2 \det \left( I_{N_h} + \frac{P_r}{\sigma^2} H_{eff,k} Q_k H_{eff,k}^H \right), \] (13)
where \( P_r > 0 \) is the power budget at the BS, and \( H_{eff,k} = T_k \Theta G_{L,k} + H_k \) denotes the effective channel at subcarrier \( k \) between the BS and the user. The expectation is taken over the effective channel \( H_{eff} \). More specifically, it is taken over the complex channels \( \{\alpha_{g,r}\}_{i=1}^{L_h} \) in Eq. (4), \( \{\alpha_{g,r}\}_{i=1}^{L_h} \) in Eq. (5), and \( \{\alpha_{g,r}\}_{i=1}^{L_h} \) in Eq. (6). In this paper, we aim to maximize the ergodic achievable rate by jointly designing the transmit covariance matrix \( \{Q_k\}_{k=1}^{K} \) at the BS and the response matrix \( \Theta \) at the RIS, subject to the maximum power budget at the BS. Therefore, the optimization problem can be formulated as
\[ \mathcal{P}_0 : \max_{\{Q_k\}_{k=1}^{K}, \Theta} R_k \] s.t. \[ \text{tr}(Q_k) \leq 1, \quad q_k \geq 0, \quad \forall k \in K, \quad \Theta = \text{diag}(e^{\theta_1}, e^{\theta_2}, \ldots, e^{\theta_{N_h}}). \] (14)
\( \mathcal{P}_0 \) is highly challenging mainly due to the following three facts. First of all, there is no explicit expression of the ergodic achievable rate and the expectation operation in Eq. (13) prevents further optimization. Secondly, the problem is non-convex due to the unit-modulus constraints of the RIS, and thus difficult to be optimally solved. Last but not the least, different from the narrowband communication systems, the RIS can only apply the same phase shifts over different subcarriers. Thereby, we need to consider all the subcarriers when designing the RIS. In the following, we will firstly find an explicit expression to approximate the ergodic achievable rate in Section III, and then maximize the ergodic achievable rate by jointly designing \( \{Q_k\}_{k=1}^{K} \) and \( \Theta \) in Section IV.

### III. APPROXIMATIONS OF THE ERGODIC ACHIEVABLE RATE

In this section, the approximation of the ergodic achievable rate is firstly derived by means of the majorization theory. The Jensen’s inequality is then used to obtain explicit and compact expressions. Finally, we evaluate the tightness of the approximations via numerical results.
A. Approximation of the Ergodic Achievable Rate

The derivation of the ergodic achievable rate is much more difficult than that in our previous work [26], where the direct link is blocked by obstacles. In the previous work, [32, Theorem 9.H.1.a] is frequently adopted during the derivation. However, when the direct BS-user link exists, the cross product term \( \mathbf{H}_k \mathbf{Q}_k \mathbf{G}_k^H \Theta^H T_k^H \) of the ergodic achievable rate is not a positive semi-definite Hermitian matrix, which prevents further derivation. Fortunately, we have the following proposition.

**Proposition 1:** When \( N_b \) goes to infinity, we have

\[
\mathbf{G}_k \mathbf{H}_k^H \to 0^{N_r \times N_a}.
\]

**Proof:** See Appendix A.

**Proposition 1** implies that the cross product term of the ergodic achievable rate can be neglected, when the transmit covariance matrix \( \mathbf{Q}_k \) is an identity matrix and the number of the antennas at the BS is sufficiently large. Under **Proposition 1** and the majorization theory [32], we have the following lemma.

**Lemma 1:** Under the wideband SV channel model expressed in (10), (11), and (12), when the number of antennas at the BS goes to infinity, the ergodic achievable rate of the RIS-assisted mmWave MIMO-OFDM communication systems can be approximated by

\[
R \left( \left\{ \mathbf{Q}_k \right\}_{k=1}^K \right) \approx \tilde{R} \left( \left\{ \mathbf{Q}_k \right\}_{k=1}^K, \Theta \right),
\]

where \( \tilde{R} \left( \left\{ \mathbf{Q}_k \right\}_{k=1}^K, \Theta \right) \) is defined in Eq. (17), shown at the bottom of the page, \( N_s = \min \left\{ \text{rank} \left( \mathbf{A}_{bg,k}^H \mathbf{A}_{bg,k} \right), \text{rank} \left( \mathbf{A}_{ut,k}^H \mathbf{A}_{ut,k} \right), \text{rank} \left( \mathbf{X}_{r,k}^H \mathbf{X}_{r,k} \right) \right\} \) denotes the rank of the BS-RIS-user reflecting link, \( \mathbf{X}_{r,k} = \mathbf{A}_{r,k}^H \Theta_{bg,k}; \)

\( N_s = \min \left( \text{rank} \left( \mathbf{A}_{bh,k}^H \mathbf{A}_{bh,k} \right), \text{rank} \left( \mathbf{A}_{bh,k}^H \mathbf{A}_{bh,k} \right) \right) \) denotes the rank of the BS-user direct link, \( N_s = N_s + N_s' \); \( \left\{ d_{ut,k,1}, d_{ut,k,2}, \ldots, d_{ut,k,N_s} \right\}, \left\{ d_{bg,k,1}, d_{bg,k,2}, \ldots, d_{bg,k,N_s} \right\}, \left\{ d_{bh,k,1}, d_{bh,k,2}, \ldots, d_{bh,k,N_s} \right\} \)

are descending ordered eigenvalues of \( \mathbf{A}_{ut,k}^H \mathbf{A}_{ut,k} \), \( \mathbf{A}_{bg,k}^H \mathbf{A}_{bg,k} \), \( \mathbf{X}_{r,k}^H \mathbf{X}_{r,k} \), \( \mathbf{A}_{bh,k}^H \mathbf{A}_{bh,k} \) and \( \mathbf{A}_{bh,k}^H \mathbf{A}_{bh,k} \), respectively; \( q_{k,i} \) is the power allocated to the \( i \)-th data stream, whose value depends on the transmit covariance matrix \( \mathbf{Q}_k \). We therefore explain the design of \( \mathbf{Q}_k \) next. Physically, when there are \( L \) different paths, the BS can transmit at most \( L \) data streams. Then, we can firstly align the transmit covariance matrix towards these paths and allocate different power over them later. Therefore, one reasonable and sub-optimal design of \( \mathbf{Q}_k \) is to determine its directions according to \( \mathbf{A}_{bg,k} \) and \( \mathbf{A}_{bh,k} \). Specifically, define the singular value decomposition (SVD) of \( \mathbf{A}_{bg,k} \) and \( \mathbf{A}_{bh,k} \) as

\[
\mathbf{A}_{bg,k} = \mathbf{U}_2 \Sigma_2 \mathbf{V}_2^H, \quad \mathbf{A}_{bh,k} = \mathbf{U}_3 \Sigma_3 \mathbf{V}_3^H.
\]

Let \( \mathbf{U}_4 = \mathbf{U}_2(:, 1 : N_s) \in \mathbb{C}^{N_r \times N_s} \) denotes the first \( N_s \) columns of \( \mathbf{U}_2 \), \( \mathbf{U}_5 = \mathbf{U}_3(:, 1 : N_s) \in \mathbb{C}^{N_r \times N_s} \) denotes the first \( N_s \) columns of \( \mathbf{U}_3 \), and \( \mathbf{U}_{q,k} = [\mathbf{U}_4, \mathbf{U}_5] \in \mathbb{C}^{N_r \times N_c} \). Then, the transmit covariance matrix \( \mathbf{Q}_k \) is given by

\[
\mathbf{Q}_k = \mathbf{U}_{q,k} \Lambda_{q,k} \mathbf{U}_{q,k}^H, \quad (19)
\]

where \( \Lambda_{q,k} = \text{diag} \{ q_{k,1}, q_{k,2}, \ldots, q_{k,N_s} \} \) and \( q_{k,i} \) represents the amount of power allocated to the \( i \)-th data stream.

**Proof:** See Appendix B.

Note that the approximation of the ergodic achievable rate consists of two parts, i.e., the BS-RIS-user reflection part and the BS-user direct part. The reflection part depends on the channel gains \( \left\{ \alpha_g \right\} \) and \( \left\{ \alpha_s \right\} \) of the first \( N_s \) paths in both the BS-RIS link and the RIS-user link, while the direct part depends on the channel gains \( \left\{ \alpha_d \right\} \) of the first \( N_s \) paths.

B. Jensen’s Approximation of the Ergodic Achievable Rate

The expectation operation in (17) hinders further optimization. To overcome this difficulty, Jensen’s inequality is adopted to obtain simplified expressions.

**Theorem 1:** Under the wideband SV channel model expressed in (10), (11), and (12), when the number of antennas at the BS goes to infinity, the ergodic achievable rate of the RIS-assisted mmWave MIMO-OFDM communication systems can be upper bounded by

\[
\tilde{R} \left( \left\{ \mathbf{Q}_k \right\}_{k=1}^K, \Theta \right) \geq R_{\text{Jen}} \left( \left\{ \mathbf{Q}_k \right\}_{k=1}^K, \Theta \right), \quad (20)
\]

where \( R_{\text{Jen}} \left( \left\{ \mathbf{Q}_k \right\}_{k=1}^K, \Theta \right) \) is defined in Eq. (21), shown at the bottom of the next page.

**Proof:** See Appendix C.

The Jensen’s approximation has a very compact form composed of the product of the eigenvalues and the summation over data streams. Note that the above derivation only relies on the asymptotic orthogonality and eigenvalues of the steering matrices, thus it holds for both ULA and UPA structures. The Jensen’s approximation is composed of the BS-RIS-user reflection part and the BS-user direct part. The reflection part is determined by signal-to-noise ratio (SNR), the number of antennas of the BS and the user, the number of the reflection units of the RIS, the power allocation at the BS, and the eigenvalues of the matrices of \( \mathbf{A}_{ut,k}^H \mathbf{A}_{ut,k} \), \( \mathbf{A}_{bh,k}^H \mathbf{A}_{bh,k} \) and \( \mathbf{X}_{r,k}^H \mathbf{X}_{r,k} \). The direct part is influenced by SNR, the number of antennas of the BS and the user, the power allocation at the BS, and the eigenvalues of the matrices of \( \mathbf{A}_{ub,k}^H \mathbf{A}_{ub,k} \) and \( \mathbf{A}_{bh,k}^H \mathbf{A}_{bh,k} \).

\[\begin{align*}
\tilde{R} \left( \left\{ \mathbf{Q}_k \right\}_{k=1}^K, \Theta \right) & \approx \mathbb{E}_{\alpha_g, \alpha_s} \left[ \frac{1}{K + N_{cp}} \sum_{k=1}^{K} \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{P_T N_b N_a N_s^2}{\sigma^2 L_g L_t} q_{k,i} d_{ut,k,i} d_{bg,k,i} d_{r,k,i} |\alpha_g,i|^2 |\alpha_s,i|^2 \right) \right] \\
& \quad + \mathbb{E}_{\alpha_h} \left[ \frac{1}{K + N_{cp}} \sum_{k=1}^{K} \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{P_T N_b N_a N_s^2}{\sigma^2 L_h} q_{k,N_s + 1} d_{uh,k,i} d_{bh,k,i} |\alpha_h,i|^2 \right) \right], \quad (17)
\end{align*}\]
In addition, when no CSI is available at the BS, uniform power allocation over transmit signals, i.e., $Q_k = \frac{1}{K N_u} N_u$, is optimal [33]. In this case, we have the following lemma.

Lemma 2: Under the wideband SV channel model expressed in (10), (11) and (12), when the number of antennas at the BS goes to infinity and $Q_k = \frac{1}{K N_u} I_{N_u}$, the Jensen’s approximation can be expressed as

$$R_{\text{Jen}} \left( \Theta \mid Q_k = \frac{1}{K N_u} I_{N_u} \right)$$

$$= \frac{1}{K + N_c p} \sum_{k=1}^{K} \sum_{i=1}^{N_d} \log_2 \left( 1 + \frac{P_T N_u \sigma_h^2 d_{ah,k,i} d_{bh,k,i}}{K L_h} \right) + \frac{1}{K + N_c p} \sum_{i=1}^{N_d} \log_2 \left( 1 + \frac{P_T N_u \sigma_b^2 \sigma_t^2 d_{ut,k,i} d_{bg,k,i} d_{r,k,i}}{K L_g L_t} \right).$$

(22)

Proof: See Appendix D.

It is worth noting that the ergodic achievable rate approximations are derived for an arbitrary positive semidefinite Hermitian matrix $Q$ in our previous work [26]. However, in this work, the ergodic achievable rate approximations can be derived only when $Q_k$ satisfies (19) or $Q_k = \frac{1}{K N_u} I_{N_u}$ due to the existence of the BS-user direct link.

C. Tightness of the Approximations

In this subsection, we investigate the tightness of the approximations via numerical results. Let us first consider the details of the channels as illustrated in Section II-B. The central carrier frequency is $f_c = 28$ GHz, the number of subcarriers is $K = 24$, the length of CP is $N_{CP} = 10$, and the bandwidth is $f_s = 1$ GHz. The angles $\psi_{h,b,i}$, $\psi_{g,b,i}$, $\psi_{h,u,i}$ and $\psi_{l,u,i}$ are randomly generated and uniformly distributed in $[-\pi/2, \pi/2]$, and $\varphi_{g,r,i}$ and $\varphi_{t,r,i}$ in $[0, \pi]$. The exponential distribution is adopted to model the variances of the complex gain [34]. In order to make the complex gain of the direct link and the reflecting link comparable, we set $\sigma_{h,i}^2 \sim \exp(1)$, $\sigma_{g,i}^2 \sim \exp(0.1)$ and $\sigma_{t,i}^2 \sim \exp(0.1)$. All curves are averaged over 100 sets of independent realizations of the angles. For each set of angle realization, 1000 independent realizations of the path gains are generated for the Monte-Carlo simulations. Here, the phase matrix of RIS is randomly generated. We investigate the ergodic achievable rate against SNR with different numbers of antennas or reflection units (where $Q_k$ is generated according to Eq. (19), $A_{q,k} = \frac{1}{K N_u} I_{N_u}$), different number of paths (where $Q_k$ is generated according to Eq. (19), $A_{q,k} = \frac{1}{K N_u} I_{N_u}$), $N_b = 100$, $N_r = 169$, and different transmit covariance matrices (where $L_g = L_t = L_h = 6$, different number of paths (where $Q_k$ is generated according to Eq. (19), $A_{q,k} = \frac{1}{K N_u} I_{N_u}$), and $Q_2 = \frac{1}{K N_u} I_{N_u}$) in Figs. 2, 3, and 4, respectively. In addition, we compare the normalized error of $R_{\text{Jen}} (\{Q_k\}_{k=1}^K, \Theta)$ and $\tilde{R} (\{Q_k\}_{k=1}^K, \Theta)$ with respect to $R (\{Q_k\}_{k=1}^K, \Theta)$ when SNR = 20 dB in Table I. From Figs. 2-4 and Table I, we find that the approximations $R_{\text{Jen}} (\{Q_k\}_{k=1}^K, \Theta)$ and $\tilde{R} (\{Q_k\}_{k=1}^K, \Theta)$ are close to $R (\{Q_k\}_{k=1}^K, \Theta)$ when the number of paths is one, i.e., $L_g = L_t = L_h = 1$. The approximations are larger than the actual results in other cases. It is mainly due to the following three facts. First of all, Proposition 1 utilizes the asymptotic orthogonality of array response vectors. However, the number of antennas at the BS is usually limited in practice, which leads to $G_k H_k^H \neq 0_{N_x \times N_u}$. Second, the optimal $Q_k$ is closely related to the end-to-end instantaneous channel $H_{\text{eff},k}$, but only the statistical CSI is available. Thus, the adopted transmit covariance matrix $Q_k$ in Eq. (19) is sub-optimal, resulting in some errors. Third, $R_{\text{Jen}} (\{Q_k\}_{k=1}^K, \Theta)$ is amplified by the Jensen's inequality. Nevertheless, the trend of the derived approximations is consistent with the actual ergodic achievable rate, and it will be shown later that our proposed algorithm outperforms the algorithm in [9].

IV. OPTIMIZATION OF TRANSMIT COVARIANCE MATRIX AND REFLECTION COEFFICIENTS

With the obtained upper bound $R_{\text{Jen}} (\{Q_k\}_{k=1}^K, \Theta)$ of the ergodic achievable rate of the RIS-assisted mmWave MIMO-OFDM communication systems, we now concentrate on maximizing the ergodic achievable rate by jointly designing the transmit covariance matrix $\{Q_k\}_{k=1}^K$ and the reflection coefficients $\Theta$. Note that $Q_k$ is determined by Eq. (19).

$$R_{\text{Jen}} (\{Q_k\}_{k=1}^K, \Theta) \triangleq \frac{1}{K + N_c p} \sum_{k=1}^{K} \sum_{i=1}^{N_d} \log_2 \left( 1 + \frac{P_T N_u \sigma_h^2 d_{ah,k,i} d_{bh,k,i}}{K L_h} \right)$$

$$+ \frac{1}{K + N_c p} \sum_{i=1}^{N_d} \log_2 \left( 1 + \frac{P_T N_u \sigma_b^2 \sigma_t^2 d_{ut,k,i} d_{bg,k,i} d_{r,k,i}}{K L_g L_t} \right).$$

(21)
Thus, we only need to optimize $q_{k,i}$, instead of $Q_k$. Applying $R_{Jen} \left( \{Q_k\}_{k=1}^K, \Theta \right)$ in Eq. (21) to the problem $P_0$, we have

$$ P_1 : \max_{q_{k,i}, \Theta} R_{Jen} \left( \{Q_k\}_{k=1}^K, \Theta \right) $$

s.t. \hspace{1cm} \sum_{k=1}^{K} \sum_{i=1}^{N_s} q_{k,i} \leq 1, \hspace{1cm} q_{k,i} \geq 0, \forall i, k, \hspace{1cm} \Theta = \text{diag} \left( e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_{N_r}} \right),$$

where

$$ R_{Jen} \left( \{Q_k\}_{k=1}^K, \Theta \right) = \frac{1}{K + Ncp} \sum_{k=1}^{K} \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{P_T N_r N_u \sigma_i^2}{\sigma^2 L_h} \right) \times q_{k,N_1 + i} d_{u,k,i} d_{h,k,i} + \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{P_T N_r N_u \sigma_i^2 \sigma_i^2}{\sigma^2 L_t} \right) \times q_{k,i} d_{u,k,i} d_{h,k,i} d_{r,k,i},$$

where $d_{u,k,i}, d_{h,k,i}, d_{r,k,i}, d_{u,h,k,i},$ and $d_{h,h,k,i}$ are defined in Lemma 1. Compared with problem $P_0$, problem $P_1$ is much simpler, where the objective function is only composed of the summation of simple logarithm functions. However, the problem $P_1$ is still challenging mainly due to two facts. First of all, the problem $P_1$ is not jointly convex over $q_{k,i}$ and $\Theta$. Thus, the optimal solution is very difficult to obtain. Secondly, the reflection coefficients $\Theta$ are not directly related to the objective function. We need to build the bridge to connect $\Theta$ and the objective function. In the following, AO is adopted to decouple the problem $P_1$ into two sub-problems, and then different tools are employed to optimize them.

$$ \max_{q_{k,i}} \frac{1}{K + Ncp} \sum_{k=1}^{K} \sum_{i=1}^{N_s} \log_2 \left( 1 + \zeta_{k,i} q_{k,i} \right) $$

s.t. \hspace{1cm} \sum_{k=1}^{K} \sum_{i=1}^{N_s} q_{k,i} \leq 1, \hspace{1cm} q_{k,i} \geq 0, \forall i, k,$$

where $\zeta_{k,i}$ is defined in Eq. (26), shown at the bottom of the page. The above problem is well studied in [35]. It is found that joint space-frequency water-filling outperforms single dimensional water-filling either in the spatial domain or in the frequency domain. The optimal power allocation $q_{k,i}$ across

$$ \zeta_{k,i} = \begin{cases} \frac{p_r}{\sigma^2} N_r N_u N_f^2 \sigma_i^2 \sigma_i^2, & \text{if } 1 \leq i \leq N_1, \\ \frac{p_r}{\sigma^2} N_r N_u \sigma_i^2 \sigma_i^2, & \text{if } N_1 + 1 \leq i \leq N_s, \end{cases} $$

Fig. 2. Ergodic achievable rate against SNR with different antenna numbers when $L_d = L_t = L_h = 6$.

Fig. 3. Ergodic achievable rate against SNR with different channel path when $N_b = 100$, $N_r = 169$, and $N_u = 16$.

Fig. 4. Ergodic achievable rate against SNR with different $Q_k$ when $L_d = L_t = L_h = 6$, $N_b = 100$, $N_r = 169$, and $N_u = 16$.
subcarriers and streams is given by

$$q_{k,i} = \max \left( 0, \frac{1}{q_0} - \frac{1}{\xi_{k,i}} \right),$$  \hspace{1cm} (27)$$

where $q_0$ is the water level satisfying $\sum_{k=1}^{K} \sum_{i=1}^{N_k} q_{k,i} = 1$.

### B. Reflection Coefficient Optimization Given Transmit Covariance Matrix

When the power allocations $q_{k,i}$ are fixed, the problem $P_1$ can be rewritten as (with constant terms ignored)

$$\min_{\Theta} - \sum_{k=1}^{K} \sum_{i=1}^{N_k} \log_2 (1 + \eta_{k,i} d_{r,k,i})$$

s.t. $\Theta = \text{diag} \left( e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_{N_r}} \right)$, \hspace{1cm} (28a)

where $\eta_{k,i} = \frac{P_{n_i}}{\sigma^2} N_k \sum_{l=1}^{L_k} \frac{1}{L_k} q_{k,i} \phi_{l,k,i} \phi_{l,k,i}$. For better understanding, the information of $d_{r,k,i}$ is rewritten down here: $d_{r,k,i}$ are the descending ordered eigenvalues of $X_{r,k}^H X_{r,k}$, where $X_{r,k} = A_{r_k,k}^H \Theta A_{r_k,k}, X_{r,k}^H X_{r,k} = U_{r,k} D_{r,k} U_{r,k}^H$, $D_{r,k} = \text{diag} (d_{r,1,k}, d_{r,2,k}, \ldots, d_{r,L_k,k})$. The above problem is highly challenging due to the following two facts. On the one hand, problem (28) is non-convex due to the unit-modulus constraints, and thus difficult to solve optimally. On the other hand, the objective function is connected to the optimization variable via eigenvalue decomposition (EVD) rather than being directly tied to it. A sub-optimal solution of $\Theta$ can be obtained using the RCG algorithm which is widely applied in RIS-aided systems [7], [9]. Define $\Theta = \left[ e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_{N_r}} \right]^T \in \mathbb{C}^{N_r \times 1}$ and $f(\Theta) = - \sum_{k=1}^{K} \sum_{i=1}^{N_k} \log_2 (1 + \eta_{k,i} d_{r,k,i})$. Then, the feasible set of $\Theta$ forms a Riemannian manifold $M = \{ \Theta \in \mathbb{C}^{N_r \times 1} : |\theta_i| = 1, \forall i \} \{36\}$. The RCG algorithm usually has three steps in each iteration.

1) **Riemannian Gradient**: The Riemannian gradient $\nabla f(\Theta)$ is the orthogonal projection of the Euclidean gradient $\nabla f(\Theta)$ onto the manifold:

$$\nabla f(\Theta) = \nabla f(\Theta) - \Re \{ \nabla f(\Theta) \odot \Theta^* \} \odot \Theta. \hspace{1cm} (29)$$

In the following, we will explore the Euclidean gradient of $f(\Theta)$.

For simplicity, let us first consider subcarrier $k$. Specifically, following the chain rule, the $\ell$-th element of the gradient is given by

$$\frac{\partial f(\Theta)}{\partial \theta^*_\ell} \left|_{\ell} \right. = \left[ \frac{\partial f(\Theta)}{\partial d_{r,k,1}}, \frac{\partial f(\Theta)}{\partial d_{r,k,2}}, \ldots, \frac{\partial f(\Theta)}{\partial d_{r,k,N_{k+1}}} \right]^{T \hspace{1cm} (30)}$$

where $\nabla f(\Theta)$ denotes the $\ell$-th element of $\Theta$, \hspace{1cm} (29) denotes the $\ell$-th element of the gradient on subcarrier $k$, and the overall gradient can be represented as

$$\nabla f(\Theta) = \left[ \frac{\partial f(\Theta)}{\partial \theta^*_1}, \frac{\partial f(\Theta)}{\partial \theta^*_2}, \ldots, \frac{\partial f(\Theta)}{\partial \theta^*_{N_r}} \right]^T.$$  \hspace{1cm} (31a)

$$= \left[ \sum_{k=1}^{K} \left( \frac{\partial f(\Theta)}{\partial \theta^*_1} \right)_k, \sum_{k=1}^{K} \left( \frac{\partial f(\Theta)}{\partial \theta^*_2} \right)_k, \ldots, \sum_{k=1}^{K} \left( \frac{\partial f(\Theta)}{\partial \theta^*_{N_r}} \right)_k \right]^T.$$  \hspace{1cm} (31b)

The partial derivative of $f(\Theta)$ with respect to $d_{r,k,i}$ can be found by directly differentiating $f(\Theta)$ to be

$$\frac{\partial f(\Theta)}{\partial d_{r,k,i}} = - \frac{\eta_{k,i}}{(1 + \eta_{k,i} d_{r,k,i}) \ln 2}.$$  \hspace{1cm} (32)

Then, we will explore the partial derivative of $d_{r,k,i}$ with respect to the $\ell$-th reflection coefficient. First of all, $d_{r,k,i}$ can be expressed as

$$d_{r,k,i} = u_{k,i}^H X_{r,k}^H X_{r,k} u_{k,i} \hspace{1cm} (33a)$$

$$= u_{k,i}^H A_{r_k,k}^H \Theta^* A_{r_k,k} A_{r_k,k}^H \Theta A_{r_k,k} u_{k,i}, \hspace{1cm} (33b)$$

where $u_{k,i}$ refers to the $i$-th column of $U_{r,k}$. Then, the partial derivative with respect to $\theta^*_\ell$ can be calculated as

$$\frac{\partial d_{r,k,i}}{\partial \theta^*_\ell} = u_{k,i}^H X_{r,k}^H X_{r,k} u_{k,i} + u_{k,i}^H \partial \left( X_{r,k}^H X_{r,k} \right) u_{k,i}$$

$$+ \partial u_{k,i}^H X_{r,k}^H X_{r,k} u_{k,i} + \partial u_{k,i}^H X_{r,k}^H X_{r,k} u_{k,i}$$

$$= \partial u_{k,i}^H X_{r,k}^H X_{r,k} u_{k,i}$$

where (a) holds due to the fact that $X_{r,k}^H X_{r,k} u_{k,i} = d_{r,k,i} u_{k,i}$ and $u_{k,i}^H X_{r,k}^H X_{r,k} u_{k,i} = d_{r,k,i} u_{k,i}$ by the definition of eigenvalues, and (b) follows $u_{k,i}^H u_{k,i} = 1$.

The $(x,y)$-th entry of $X_{r,k}^H X_{r,k}$ can be represented as

$$X_{r,k}^H X_{r,k} = \sum_{m=1}^{N_r} \sum_{n=1}^{N_r} [A_{r_k,k}]_{x,m} \Theta_{m,n}^* [A_{r_k,k}]_{y,n}, \hspace{1cm} (35)$$

where $A_{r_k,k}$ is the $k$-th block of $A_{r_k,k}$.
Algorithm 1 RCG Algorithm for Reflection Coefficients Optimization
1: Input: \( \{\eta_{k,i}, A_{r,t,k}, A_{r,g,k}\} \), desired accuracy \( \epsilon \)
2: Initialize: \( \theta_0, \eta_0 = -\text{grad} f(\theta_0) \) and set \( i = 0 \);
3: repeat
4: Choose the Armijo backtracking line search step size \( \alpha \);
5: Update \( \theta \) by using (40);
6: Update the Riemannian gradient by using (29);
7: Update the research direction by using (38);
8: \( i \leftarrow i + 1 \);
9: until \( ||\text{grad} f(\theta_i)||_2 \leq \epsilon \).

yielding the partial derivative with respect to \( \overline{\theta}_\ell^H \)

\[
\frac{\partial \left( X_{r,k}^H X_{r,k} \right)}{\partial \overline{\theta}_\ell^H} \bigg|_{x,y} = \sum_{n=1,n\neq \ell}^{N_r} \left[ A_{r,g,k}^H \right]_{x,\ell} \left[ A_{r,t,k} A_{r,t,k}^H \right]_{n,\ell} \overline{\theta}_n \left[ A_{r,g,k} \right]_{n,y}
\]

Thus, the partial derivative of \( X_{r,k}^H X_{r,k} \) with respect to \( \overline{\theta}_\ell^H \) can be expressed as

\[
\frac{\partial \left( X_{r,k}^H X_{r,k} \right)}{\partial \overline{\theta}_\ell^H} = \sum_{n=1,n\neq \ell}^{N_r} \left[ A_{r,g,k}^H \right]_{x,\ell} \left[ A_{r,t,k} A_{r,t,k}^H \right]_{n,\ell} \overline{\theta}_n \left[ A_{r,g,k} \right]_{n,y}
\]

where \( \otimes \) denotes the Kronecker product operation. Finally, by substituting (30), (32), (34) and (37) back into (31), we can obtain the Euclidean gradient of \( f(\theta) \).

2) Search Direction: The current search direction \( \eta \) can be found as

\[
\eta = -\text{grad} f(\theta) + \beta T(\eta),
\]

where \( \beta \) is chosen as the Polak-Ribiere parameter to achieve fast convergence [36], \( \overline{\eta} \) is the previous search direction, and \( T(\cdot) \) is a transport operation defined as

\[
T(\eta) = \eta - \Re(\eta \otimes \theta^*) \otimes \theta.
\]

3) Retraction: The retraction operation is to project the tangent vector back to the manifold:

\[
\theta \leftarrow \text{unt} (\theta + \alpha \eta),
\]

where \( \alpha \) is the Armijo backtracking line search step size [36].

The key steps are introduced above, and the consequent RCG algorithm for reflection coefficients optimization is summarized in Algorithm 1, which is guaranteed to converge to a stationary point [36].

Algorithm 2 Alternating Optimization Algorithm for Problem \( \mathcal{P}_1 \)
1: Initialize: \( \eta^{(0)} = \frac{1}{N_{p}}, \Theta^{(0)} \) is randomly generated where the phases \( \{\theta_k\} \) are uniformly and independently distributed in \([0, 2\pi]\), error tolerance \( \epsilon \), and set \( i = 0 \);
2: repeat
3: Calculate \( q_{k,i}^{(i+1)} \) according to (27) with fixed \( \Theta^{(i)} \);
4: Calculate \( \Theta^{(i+1)} \) based on Algorithm 1 with fixed \( q_{k,i}^{(i+1)} \);
5: \( i \leftarrow i + 1 \);
6: until The increase of the objective value of the problem \( \mathcal{P}_1 \) is below the threshold \( \epsilon \).

V. SUMMARY AND DISCUSSIONS

In this section, we will first discuss the convergence and the complexity of the proposed algorithm, and then compare it with other state-of-the-art methods [9], [20]. Note that the algorithm in [9] that is originally designed for the narrowband systems is extended to the wideband systems here. In addition, it is worth noting that our proposed algorithm relies on the statistical CSI, while the algorithms in [9] and [20] depend on the instantaneous CSI.

A. Converge and Computational Complexity Analysis

In summary, the proposed algorithm is illustrated in Algorithm 2. Let us first consider the convergence of the proposed algorithm. We adopt the AO framework in Algorithm 2. First of all, the optimal power allocation is obtained via (27) with fixed reflection coefficients. Then, the sub-optimal reflection coefficients are obtained via Algorithm 1 with fixed power allocation. Therefore, the objective value of the problem \( \mathcal{P}_1 \) is non-decreasing over iterations and the proposed algorithm is guaranteed to converge.

Next, let us consider the complexity of the proposed Algorithm 2. Firstly, the complexity of the water-filling algorithm is dominated by the procedure of SVD. Note that \( Q_k \) is determined by (19), and optimizing \( Q_k \) is transformed into power allocation in (27) whose complexity can be neglected. Secondly, the complexity of reflection coefficient optimization is dominated by the calculation of the gradient in (31). The complexity of calculating (34) is \( \mathcal{O}(N_s L_g^2) \). The complexity of calculating (31) is \( \mathcal{O}(KN_s N_r^2 L_g^2) \). And the complexity of calculating (19) is \( \mathcal{O}(N_b (L_r^2 + L_g^2)) \). Note that \( Q_k \) in (19) only needs to be calculated once. Thus, the overall complexity of the proposed Algorithm 2 is on the order of \( \mathcal{O}(I_1 I_2 KN_s N_r^2 L_g^2 + KN_b (L_r^2 + L_g^2)) \), where \( I_1 \) and \( I_2 \) denote the number of iterations of Algorithm 1 and Algorithm 2 required to converge, respectively.

B. Computational Complexity Comparison

In this subsection, we compare the computational complexity with other state-of-the-art methods [9], [20] that assume the knowledge of perfect instantaneous CSI.

- Projected gradient ascent (PGA)-based algorithm [20]:
  The AO method is adopted, where PGA is utilized
to optimize the reflection coefficients, and the spatial-frequency water-filling method is used to optimize the transmit covariance matrix.

• Truncated-SVD-based beamforming (T-SVD-BF) [9]: A manifold-based algorithm is firstly adopted to optimize the reflection coefficients, followed by the water-filling algorithm to handle the active beamforming at the BS. Note that each stage only needs to be carried out once, and there is no need for an alternating process.

The complexity of PGA-based algorithm [20] which is designed for general channels is on the order of $O(K N_r N_u + N_u^2 N_u + N_u^3)$, where $I$ denotes the number of iterations required to converge. The authors in [9] propose the T-SVD-BF algorithm specifically for mmWave systems which utilizes the inherent sparse structure of mmWave channels. The complexity of T-SVD-BF [9] is on the order of $O(K N_r L_1 + K N_b N_u \min(N_b,N_u))$, where $L_1$ denotes the number of iterations required to converge when optimizing the reflection coefficients. Considering the case $N_b > N_u$, the dominant computational complexity of the respective algorithms is summarized in Table II. We further compare the running time for various value of $N_r$ in Table III. The system settings are the same as that in Section III-C, where $N_b = 100$, $N_u = 16$, and $L_g = L_t = L_h = 6$. The simulations are carried out on a computer with Intel i7-7700 CPU at 3.60 GHz and with 16.0 GB RAM. We can find that the complexity of T-SVD-BF in [9] is the lowest, while our proposed algorithm has the highest complexity because we have to calculate the element-wise gradient in Eq. (31).

### VI. Simulation Results

In this section, we evaluate the performance of the proposed algorithms for ergodic achievable rate optimization. The system settings are the same as that in Section III-C. Other system parameters are set as follows unless otherwise specified: $N_b = 100$, $N_r = 13 \times 13$, $N_u = 16$, and $L_g = L_t = L_h = 6$. All curves are averaged over 100 sets of independent realizations of the angles. For each set of angle realization, 1000 independent realizations of the path gains are generated for the Monte-Carlo simulations.

Fig. 5 illustrates the convergence performance of the proposed Algorithm 1 where $q_{k,i}$ is fixed at $\frac{1}{KN_r}$ in different SNR scenarios. We can find that Algorithm 1 converges in around 10 iterations. Fig. 6 displays the convergence performance of the proposed Algorithm 2. It is found that Algorithm 2 converges in about 6 iterations, which confirms the convergence of the proposed algorithm.

In Fig. 7, the proposed algorithm is compared with some benchmarks, where PGA and T-SVD-BF refer to the algorithm in [20] and [9], respectively, and “Not Optimized” denotes the scenario where $q_{k,i} = \frac{1}{KN_r}$ and $\Theta$ is randomly generated. It is interesting that our proposed algorithm performs well although the derived approximation $R_{Jen}^{\cdot} (\{Q_{k,i}\}_{k=1}^{K}, \Theta)$ of the ergodic achievable rate is larger than the Monte-Carlo results. On the one hand, the PGA-based algorithm in [20] performs best. The gap between our proposed algorithm and the PGA-based algorithm narrows as SNR increases. When SNR is 40 dB, our proposed algorithm is about 2 bps/Hz.
When of the transmit covariance matrix and reflection coefficients, CSI feedback overhead. Quite favorable in practice considering the performance and requirement instantaneous CSI. Overall, our proposed algorithm is statistical CSI, while the PGA-based algorithm and T-SVD-BF Optimized. Note that our proposed algorithm only requires ergodic achievable rate greatly compared with the curve "Not Optimized". However, the SVD of the BS-RIS-user reflection channel. However, our proposed algorithm only requires the BS side to employ a large number of antennas to approximate the complexity of T-SVD-BF is the least and all the three algorithms improve the ergodic achievable rate greatly compared with the curve "Not Optimized". Note that our proposed algorithm only requires statistical CSI, while the PGA-based algorithm and T-SVD-BF require instantaneous CSI. Overall, our proposed algorithm is quite favorable in practice considering the performance and CSI feedback overhead.

We compare the influence on the ergodic achievable rate of the transmit covariance matrix and reflection coefficients in Fig. 8. When \( Q_k = \frac{1}{N_b} I \), the Jensen’s approximation \( R_{Jen} \left( \Theta | Q_k = \frac{1}{N_b} I_{N_b} \right) \) in Eq. (22) is adopted in the optimization. We first find that the ergodic achievable rate of equal power allocation approaches that of the optimized power allocation, especially when the SNR is greater than 10 dB. Then, compared with the curve "Qk = \( \frac{1}{N_b} I \). Random \( \Theta \)," the ergodic achievable rate can be improved by about 8 bps/Hz if only the reflection coefficients \( \Theta \) are optimized when SNR is larger than 30 dB. The ergodic achievable rate can be improved by about 16 bps/Hz if only the transmit covariance matrix is optimized, while the ergodic achievable rate can be improved by about 25 bps/Hz if both the reflection coefficients and the transmit covariance matrix are optimized. These observations indicate that the design of the reflection coefficients and the transmit covariance matrix plays a crucial role for ergodic achievable rate.

VII. Conclusion

This paper studies the ergodic achievable rate maximization problem for a point-to-point RIS-assisted mmWave MIMO-OFDM communication system. First of all, compact closed-form approximations of the ergodic achievable rate are derived by means of the majorization theory and Jensen’s inequality. The approximations show that the ergodic achievable rate increases logarithmically with the number of antennas at the BS and the user, the number of the reflection units at the RIS, the power allocation at the BS, as well as the eigenvalues of the array-response-related matrices associated with the BS, the user, and the RIS. Then, an AO-based algorithm is proposed to maximize the ergodic achievable rate by jointly optimizing the transmit covariance matrix at the BS and the reflection coefficients at the RIS, where the transmit covariance matrix is optimized by spatial-frequency water-filling and the reflection coefficients are optimized by the RCG algorithm. Simulation results validate the effectiveness of the proposed algorithms. The ergodic achievable rate after optimization can be improved by about 25 bps/Hz on average, which demonstrates the effectiveness of the optimization of the transmit covariance matrix and the reflection coefficients.

Appendix

A. Proof of Proposition 1

The AoDs of different scattering paths can be considered as continuous random variables that are independent from each other. Then, the event \( E = \{ \psi_{g,b,i} \neq \psi_{h,b,j}, \forall i \in \{1,2,\ldots,L_g\}, \forall j \in \{1,2,\ldots,L_h\} \} \) occurs with probability one. Therefore, by the asymptotic orthogonality of ULA array response vectors [9], [37], we have

\[
A_{bg,k}^HA_{bh,k} \rightarrow 0^{L_g \times L_h}, \quad \text{as } N_b \rightarrow \infty. \tag{41}
\]

Consequently, \( G_k H_k^H = A_{rg,k} G_{L,k} A_{bg,k}^HA_{bh,k} H_{L,k}^H A_{uh,k}^H \rightarrow 0^{N_r \times N_u} \).

B. Proof of Lemma 1

Let us first focus on subcarrier \( k \), and then extend the results to all of the subcarriers. Define the SVD of \( H_{\text{eff},k} \) as \( H_{\text{eff},k} = U \Sigma V^H \). If the instantaneous CSI \( H_{\text{eff},k} \) is known, the optimal transmit covariance matrix \( Q_k \) is given by

\[
Q_k = V_1 A_k V_1^H, \tag{42}
\]

where \( V_1 \) represents the first \( N_s \) columns of \( V \), \( N_s \) represents the rank of \( H_{\text{eff},k} \), \( A_k = \text{diag}(q_{k,1}, q_{k,2}, \ldots, q_{k,N_s}) \) where \( q_{k,j} \).
represents the optimal amount of power allocated to the i-th data stream. Then, we have

\[ R_k = \mathbb{E}_{H_{\text{eff},k}} \left[ \log_2 \det \left( I_{N_s} + \frac{P_t}{\sigma^2} H_{\text{eff},k} Q_{k} H_{\text{eff},k}^H \right) \right] \]  

\[ \approx \mathbb{E}_{H_{\text{eff},k}} \left[ \sum_{i=1}^{N_r} \log_2 \left( 1 + \frac{P_t}{\sigma^2} q_{k,i} |\xi(i, i)|^2 \right) \right] \]  

\[ \approx \mathbb{E}_{H_{\text{eff},k}} \left[ \sum_{i=1}^{N_s} \log_2 \left( 1 + \frac{P_t}{\sigma^2} q_{k,i} \lambda_i (H_{\text{eff},k} H_{\text{eff},k}^H)^H T_k \right) \right] \]

where \( R_k \) refers to the ergodic achievable rate at subcarrier \( k \), \( \lambda_i (\cdot) \) refers to the i-th largest eigenvalue of the input matrix, (a) holds due to the Proposition 1, (b) holds due to the asymptotic orthogonality of \( G_k \) and \( H_{\text{eff},k}^H \), \( N_s \) is the rank of the BS-RIS-user cascade channel, \( N_r \) is the rank of the direct BS-user channel, and it follows that \( N_s = N_r = N_r + N_s \).

Define \( X_{r,k} = A_{r,k} H_{\text{eff},k} Q_{k} H_{\text{eff},k}^H \), and assume the EVD of \( A_{r,k} H_{\text{eff},k} Q_{k} H_{\text{eff},k}^H \).

\[ A_{r,k} H_{\text{eff},k} Q_{k} H_{\text{eff},k}^H = U_{r,k} D_{r,k} U_{r,k}^H, \]

\[ A_{r,k} H_{\text{eff},k} Q_{k} H_{\text{eff},k}^H = U_{b,k} D_{b,k} U_{b,k}^H, \]

\[ A_{r,k} H_{\text{eff},k} Q_{k} H_{\text{eff},k}^H = U_{r,k} D_{r,k} U_{r,k}^H, \]

\[ A_{r,k} H_{\text{eff},k} Q_{k} H_{\text{eff},k}^H = U_{b,k} D_{b,k} U_{b,k}^H, \]

where \( \lambda_{i, k} \) is the i-th largest eigenvalue of \( H_{\text{eff},k}^H \), \( H_{\text{eff},k}^H \) is the Hermitian transpose of \( H_{\text{eff},k} \), \( A_{r,k} \) and \( A_{b,k} \) are the steering vectors of \( A_{r,k} \) and \( A_{b,k} \) respectively, where \( D_{r,k} \) is the diagonal matrix of eigenvalues of \( A_{r,k} H_{\text{eff},k} Q_{k} H_{\text{eff},k}^H \), \( D_{b,k} \) is the diagonal matrix of eigenvalues of \( A_{b,k} H_{\text{eff},k} Q_{k} H_{\text{eff},k}^H \).
\[ \bar{R}(\{Q_k\}_{k=1}^{K}, \Theta) = E_{\alpha_e, \alpha_t} \left[ 1 + \frac{P_T}{T} N_b N_u N_g^2 q_{k,i}d_{u,k,i}d_{h,y,k,i}d_{r,k,i} |\alpha_{g,k}|^2 |\alpha_{t,k}|^2 \right] \]

\[ + E_{\alpha_t} \left[ 1 + \frac{P_T}{T} N_b N_u N_g^2 q_{k,i}d_{u,k,i}d_{h,y,k,i}d_{r,k,i} E\left( |\alpha_{g,k}|^2 |\alpha_{t,k}|^2 \right) \right] \]

\[ \leq \frac{1}{K + N_c} \sum_{k=1}^{K} \sum_{i=1}^{N_g} \log_2 \left( 1 + \frac{P_T}{T} N_b N_u N_g^2 q_{k,i}d_{u,k,i}d_{h,y,k,i}d_{r,k,i} \right) \]

\[ + E_{\alpha_t} \left[ 1 + \frac{P_T}{T} N_b N_u N_g^2 q_{k,i}d_{u,k,i}d_{h,y,k,i}d_{r,k,i} E\left( |\alpha_{g,k}|^2 |\alpha_{t,k}|^2 \right) \right] \]

\[ = \frac{1}{K + N_c} \sum_{k=1}^{K} \sum_{i=1}^{N_g} \log_2 \left( \frac{1}{P_T N_b N_u N_g^2 q_{k,i}d_{u,k,i}d_{h,y,k,i}d_{r,k,i}} \right) \]

\[ = R_{\text{Sen}}(\{Q_k\}_{k=1}^{K}, \Theta). \]

(47)

\[ \alpha_{g,k} \sim \mathcal{CN}(0, \sigma_g^2), \quad \alpha_{t,k} \sim \mathcal{CN}(0, \sigma_t^2), \quad \text{and} \quad \alpha_{g,k} \text{ and } \alpha_{t,k} \text{ are independent with each other. Then, } |\alpha_{g,k}|^2 \sim \alpha^2 \left( \frac{1}{\sigma_g} \right), \quad \text{and } E(\alpha_{g,k}^2 |\alpha_{t,k}|^2) = \sigma_g^2 \sigma_t^2. \]

Similarly, \( E(|\alpha_{h,k}|^2) = \sigma_h^2. \)

**D. Proof of Lemma 2**

When \( Q_k = \frac{1}{K N_b} I_{N_b} \), we have

\[ R_k = E_{H_{e,f,k}} \left[ \log_2 \det \left( I_{N_u} + \frac{P_T}{T} H_{e,f,k} Q_k H_{e,f,k}^H \right) \right] \]

\[ = E_{H_{e,f,k}} \left[ \log_2 \det \left( I_{N_u} + \frac{P_T}{T} H_{e,f,k} Q_k H_{e,f,k}^H \right) \right] \]

\[ = E_{H_{e,f,k}} \left[ \lambda_{i} \left( I_{N_u} + \frac{P_T}{T} H_{e,f,k} Q_k H_{e,f,k}^H \right) \right]. \]

(48a)

(48b)

(48c)

The following derivations are similar to Appendix B. Thus, it is omitted here.
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