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Abstract

Adaptive stochastic gradient descent methods, such as AdaGrad, RMSProp, Adam, AMSGrad, etc., have been demonstrated efficacious in solving non-convex stochastic optimization, such as training deep neural networks. However, their convergence rates have not been touched under the non-convex stochastic circumstance except recent breakthrough results on AdaGrad [39], perturbed AdaGrad [26] and AMSGrad [7]. In this paper, we propose two new adaptive stochastic gradient methods called AdaHB and AdaNAG which integrate a novel weighted coordinate-wise AdaGrad with heavy ball momentum and Nesterov accelerated gradient momentum, respectively. The $O\left(\frac{\log T}{\sqrt{T}}\right)$ non-asymptotic convergence rates of AdaHB and AdaNAG in non-convex stochastic setting are also jointly established by leveraging a newly developed unified formulation of these two momentum mechanisms. Moreover, comparisons have been made between AdaHB, AdaNAG, Adam and RMSProp, which, to a certain extent, explains the reasons why Adam and RMSProp are divergent. In particular, when momentum term vanishes we obtain convergence rate of coordinate-wise AdaGrad in non-convex stochastic setting as a byproduct.

1 Introduction

Let $\mathbb{R}^d$ be the $d$-dimensional Euclidean space. We revisit the non-convex stochastic optimization:

$$\min_{x \in \mathbb{R}^d} f(x) = \mathbb{E}[\tilde{f}(x, \xi)],$$

where $\mathbb{E}[\tilde{f}(x, \xi)]$ denotes the expectation with respect to some random variable $\xi$, and $f : \mathbb{R}^d \rightarrow (-\infty, \infty)$ is a $L$-smooth function whose gradient is a $L$-Lipschitz continuous mapping and satisfies

$$\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|, \quad \forall x, y \in \mathbb{R}^d.$$

In the whole paper, we assume that $f$ is bounded from below, i.e., $f^* = \min_{\mathbb{R}^d} f(x) > -\infty$.

One typical instance of the above non-convex stochastic problem is the empirical risk minimization:

$$\min_{x \in \mathbb{R}^d} f(x) = \frac{1}{n} \sum_{i=1}^{n} \tilde{f}(x, \xi_i),$$

where $n$ is the number of samples $\{\xi_i\}$. The number $n$ is usually extremely large so that the problem (3) can approximate problem (1) sufficiently closely by the law of large numbers. In general, gradient
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1 A day earlier Chen et al. [7] release the $O\left(\frac{\log T}{\sqrt{T}}\right)$ convergence rate of AMSGrad in the non-convex stochastic setting online. In addition, AdaGrad with exponential moving average momentum with $O\left(\frac{\log T}{\sqrt{T}}\right)$ convergence rate is provided as a byproduct in their paper. Its difference with our proposed algorithms will be given in Section 4.
of $f$ in problems (1) and (3) can only be accessed with noise, denoted as $g(x, \xi)$, due to the absence of true distribution of the random variable $\xi$ and too many samples $\xi$, respectively. For problem (3), noise gradient can be estimated as $g(x, \xi) = \nabla \tilde{f}(x, \xi)^2$ for a random index $i \in \{1, \ldots, n\}$. In addition, problem (3) arises from many statistical learning [29] and deep learning [15, 22] models with finite samples, such as the logistic regression, AUC maximization [36], etc. When data perturbation/augmentation and dropout techniques [37] are introduced in the training process, the training model falls into problem (1) in which infinite datasets and noise gradient are unavoidable [2, 18].

Stochastic Gradient Decent (SGD) [4, 5] is the most popular method to solve the two non-convex problems (1) and (3). The SGD iteratively updates the solution according to the following formula

$$x_{t+1} = x_t - \eta_t g(x_t, \xi_t),$$

where $\eta_t$ and $g(x_t, \xi_t)$ are the learning rate and the noise gradient estimation in the $t$-th iteration, respectively. The convergence and convergence rate of vanilla SGD have been established [3, 13, 45]. However, it is well known that the vanilla SGD suffers from poor convergence performance because it is too sensitive to the learning rate and is hard to tune a suitable one. To obtain an easy-to-tune learning rate and improve the robustness of SGD, many attempts have been tried, such as reducing the variance of the noise gradient [8, 19, 25, 43], using adaptive learning rate [11, 20, 35] and using momentum acceleration mechanisms [34, 32]. The best promising variance reducing techniques are summarized as mini-batch [25], SVRG/SAGA [19, 8] and importance sampling [30, 43]. However, SVRG/SAGA techniques require to store/calculcate the full batch gradient of $f$ in each epoch. It is unbearable if the memory storage is limited, and even impossible for problem (1) if the number of training samples is infinite. Comparing to variance reducing, adaptive learning rate and momentum mechanisms are more suitable for problems (1) and (3), since they do not require large memory and merely require a little more computation in each iteration comparing with the vanilla SGD method. The both techniques have been widely used and demonstrated efficacy for training deep neural networks [21, 38, 20, 42].

**Momentum mechanisms** Momentum acceleration mechanisms, including Heavy Ball (HB) momentum [34] and Nesterov Accelerated Gradient (NAG) momentum [32], have been theoretically and numerically investigated for both convex and non-convex optimization problems [32, 33, 12, 6] for constant global learning rate. Due to the conciseness and effectiveness of momentum accelerated mechanisms, the HB momentum and NAG momentum have already been embedded in SGD method to speed up the training of deep neural networks [21, 38]. Given initial points $x_1 \in \mathbb{R}^d$, $m_0 = 0$ and $y_1 = x_1$, the stochastic gradient descent methods with HB (SHB) and NAG (SNAG) accelerated mechanisms are respectively defined as below [41]:

$$\text{(SHB):} \quad \begin{cases} 
  m_t = \mu m_{t-1} - \eta_t g(x_t, \xi_t); \\
  x_{t+1} = x_t + m_t,
\end{cases} \quad \text{(SNAG):} \quad \begin{cases} 
  y_{t+1} = x_t - \eta_t g(x_t, \xi_t); \\
  x_{t+1} = y_{t+1} + \mu(y_{t+1} - y_t),
\end{cases}$$

for $t = 1, 2, \ldots$. The constant $\mu$ is called the momentum factor and $0 \leq \mu < 1$. Moreover, with a pre-fixed global learning rate $\eta_t = \mathcal{O}(\frac{1}{t})$, the $\mathcal{O}(\frac{1}{\sqrt{t}})$ convergence rates of SHB and SNAG have been established in a unified analysis framework in non-convex stochastic setting in [41]. In addition, they have numerically illustrated that SHB and SNAG have faster training process and better generalization ability compared with vanilla SGD. Prior to this, convergence rate of SNAG has already been established in [14] individually.

**Adaptive learning rate** The first popular adaptive stochastic gradient descent method is the AdaGrad [27, 11]. Comparing with the vanilla SGD, AdaGrad achieves significantly better performance especially when the gradients are sparse. However, when the loss functions are non-convex and the gradients are dense, the performance of AdaGrad deteriorates due to the rapid decay of the learning
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2One may also consider the mini-batch case $g(x, \xi) = \frac{1}{|B|} \sum_{i \in B} \nabla \tilde{f}(x, \xi_i)$ for a random index set $B \subseteq \{1, 2, \ldots, n\}$. 
rate. To address this issue, several variants of AdaGrad, such as RMSProp [17], Adam/AdaMax[20], AdaDelta [42], Nadam [10], FTML [44], etc., have been proposed by leveraging the exponential moving averages of second-order moment of past noise gradient and/or momentum accelerated mechanisms to further improve their efficiency. Although these variants of adaptive stochastic methods have been widely used and have achieved great success in practice, especially in the non-convex stochastic setting for training deep neural networks, these algorithms are still short of convergence guarantees even in convex setting. Particularly, a recent paper [35] has pointed out that Adam can be divergent even for convex problems by a concrete counterexample.

On the other hand, several convergent adaptive stochastic gradient descent methods, such asAdaGrad [11, 27], AdaBatch [9], WNgrad [40] and AMSGrad [35], only guarantees convergence limited to the (strongly) convex setting so far. Very recently, Li and Orabona [26] proved for the first time the convergence of an adaptive method with perturbed AdaGrad adaptive learning rate in the non-convex stochastic setting. Ward et al [39] independently and almost simultaneously established $O(\log^2 T)$ convergence rate for the original AdaGrad. Later on, global convergences of full batch RMSProp and Adam [1] are established in the non-convex deterministic setting. To the best of our knowledge, there are still no theoretical guarantees for momentum accelerated adaptive stochastic gradient descent algorithms, like Adam, AdaMax and Nadam, for non-convex stochastic problems except the independent and almost simultaneous work [7] on establishing the convergence rate of AMSGrad.

In this paper we try to close this gap by establishing the convergence rates of adaptive stochastic gradient descent methods with momentum accelerated mechanisms in non-convex stochastic setting. Based on the two stochastic momentum mechanisms, i.e., SHB and SNAG, we obtain two new convergent adaptive stochastic gradient methods, named as AdaHB and AdaNAG. In contrast with the traditional adaptive learning rate in AdaGrad [11], the adaptive learning rates in AdaHB and AdaNAG are estimated via a novel weighted gradient accumulation technique generalized from [23, 24] which can capture more information on the later generated gradients. By carefully reformulating Adam and RMSProp, we show that their adaptive learning rates can be represented as a special class of weighted gradient accumulation structure in AdaHB and AdaNAG, which also partly explains that the issues of divergence of Adam and RMSProp lie in the constant exponential moving average parameter in estimating second-order moment. In addition, we jointly characterize the convergence rates of AdaHB and AdaNAG by reshaping them to a unified iteration scheme. We emphasize that our unified formulation is totally different with the one in [41] which takes a more complicated form of three step recursions. Moreover, to make AdaHB and AdaNAG more practical for large scale problem, coordinate-wise adaptive learning rate [11] with low computational cost is used. On the other hand, when momentum parameter $\mu = 0$ and weights are uniform, AdaHB and AdaNAG reduce to coordinate-wise AdaGrad in [11], and its convergence rate is directly derived in the non-convex stochastic setting as byproduct. We emphasize that our result does not need to perturb the adaptive learning rate as [39]. To the end of this section, we summarize the contributions of this paper as follows:

- We develop a weighted gradient accumulation technique to estimate the adaptive learning rate, which generalizes the structures of adaptive learning rate of AdaGrad and Adam/RMSProp and covers the exponential moving average technique in Adam/RMSProp as a special case.
- We integrate the weighted coordinate-wise AdaGrad with two types of momentum mechanisms that yields two typical adaptive stochastic momentum methods called AdaHB and AdaNAG.
- We establish the $O(\log^2 T)$ non-asymptotic convergence rates of AdaHB and AdaNAG methods in a unified scheme in non-convex stochastic setting. Our assumptions are natural and minimal.
- We build the connections between AdaHB/AdaNAG and Adam/RMSProp, which indicates that the divergences of Adam and RMSProp are mainly due to the usage of constant moving average parameters in estimating second moment.

\[3\] The adaptive learning rate has to be perturbed due to the issue of convergence.
We derive convergence rate of the original coordinate-wise AdaGrad in non-convex stochastic setting as byproduct when the momentum factor vanishes and weighted parameters are uniform.

2 Notations and Preliminaries

Notations We use $T$ to denote the maximum iterations. Random variable in the $t$-th iteration is denoted by $\xi_t$. The noise gradient estimation of $f(x)$ at $t$-th iteration will be denoted by $g(x_t, \xi_t)$ where $\xi_t, t=1,2,\ldots$ are random variables. We denote $\mathbb{E}[\cdot]$ as the expectation with respect to the underlying probability space and $\mathbb{E}_t$ as the conditional expectation with respect to $\xi_t$ when $\xi_1, \ldots, \xi_{t-1}$ are fixed.

In this paper we consider the coordinate-wise updating. The adaptive learning rate $\eta_t$ is a vector in $\mathbb{R}^d$. Given a vector $v \in \mathbb{R}^d$ we denote its k-th coordinate by $v_k$. For a vector $x_t$ in the $t$-th iteration, the k-th coordinate of $x_t$ is denoted as $x_{t,k}$ by adding a subscript $k$. This works the same for $g_t$, $m_t$, $\eta_t$, etc. The k-th coordinate of the gradient $\nabla f(x)$ is denoted by $\nabla_k f(x_t)$. Given two vectors $v, w \in \mathbb{R}^d$, the inner product of $v$ and $w$ is denoted by $\langle v, w \rangle = \sum_{k=1}^d v_k w_k$, while we will also heavily use the coordinate-wise product of $v$ and $w$ and is simply denoted as $vw$ which is another vector in $\mathbb{R}^d$ and whose k-th coordinate is given by $(vw)_k = v_k w_k$. Division by a vector and the square root of a vector are defined in this coordinate-wise sense similarly, namely, computations are conducted coordinate-wise. Given a vector $v \in \mathbb{R}^d$, we define the weighted norm

$$
\|\nabla f(x)\|_v^2 := \langle \nabla f(x), v \nabla f(x) \rangle = \sum_{k=1}^d v_k |\nabla_k f(x)|^2.
$$

The $\|\cdot\|$ without any subscript is Euclidean norm by default. The $\|\cdot\|_1$ is defined as $\|v\|_1 = \sum_{k=1}^d |v_k|$. We use bold letters to denote the constant vectors with the same coordinates. In particular, we denote $0 = (0, 0, \ldots, 0) \in \mathbb{R}^d$ and $\epsilon = (\epsilon, \epsilon, \ldots, \epsilon) \in \mathbb{R}^d$.

Assumption In the stochastic setting, instead of observing a full gradient $\nabla f(x_t)$ in the $t$-th iteration, we observe a noise gradient $g(x_t, \xi_t)$ of $f$. In what follows, we will denote $g(x_t, \xi_t)$ by $g_t$ for the sake of brevity for $t = 1, 2, \ldots$. We assume that the random variables $\xi_t, t=1,2,\ldots$ are independent of each other and also of $x_t$. We assume additionally that:

(A1) $\mathbb{E}_t [g_t] = \nabla f(x_t)$; that is, $g_t$ is an unbiased estimator of $\nabla f(x_t)$;

(A2) $\mathbb{E}_t \|g_t\|^2 \leq \sigma^2$; that is, $g_t$ has uniform bounded second moment.

Notice that $\mathbb{E}_t \|g_t\|^2 = \mathbb{E}_t \|g_t - \nabla f(x_t)\|^2 + \|\nabla f(x_t)\|^2$. Therefore, assumption (A2) indicates that both the variance of the noise gradient $g_t$ of $f$ and the full batch gradient $\nabla f(x_t)$ of $f$ are bounded.

Unified stochastic momentum scheme In this paragraph, we propose a new unified formulation for SHB and SNAG. By introducing $m_t = y_{t+1} - y_t$ with $m_0 = 0$, SNAG can be equivalently written as

$$
\text{(SNAG)}: \begin{cases}
    m_t = \mu m_{t-1} - \eta_t g_t, \\
    x_{t+1} = x_t + m_t + \mu (m_t - m_{t-1}),
\end{cases} \quad t = 1, 2, \ldots,
$$

Here, $m_t$ in both SHB and SNAG is called the momentum. Comparing SHB and above SNAG we can see that the difference between SHB and SNAG lies in that SNAG has more weight on the current momentum $m_t$. We reshape the two forms to the following unified stochastic momentum (USM) form:

$$
\text{(USM)}: \begin{cases}
    m_t = \mu m_{t-1} - \eta_t g_t, \\
    x_{t+1} = x_t + m_t + \lambda (m_t - m_{t-1}),
\end{cases} \quad t = 1, 2, \ldots,
$$

where $\lambda \geq 0$ is a constant. When $\lambda = 0$, it is the SHB; when $\lambda = 1$, it is the NAG; when $0 < \lambda < 1$, USM can be regarded as an interpolation between SHB and SNAG. Indeed, our theoretical analysis shows that $\lambda$ remains valid as long as $\lambda \leq 1/(1-\mu)$. We call the parameter $\lambda$ the interpolation factor.
Remark 1. In [41], a three steps version of unified stochastic momentum method has been provided
\[
\begin{align*}
\begin{cases}
  y_{t+1} = x_t - \eta_t g_t \\
  y_{t}^* = x_t - s\eta_t g_t \\
  x_{t+1} = y_{t+1} + \mu(y_{t+1}^* - y_t^*)
\end{cases}, \quad t = 1, 2, \ldots, \\
\end{align*}
\] (6)
where \(y_0^* = x_0\). The convergence rate of above iteration has been established if \(\eta_t = O\left(\frac{1}{\sqrt{t}}\right)\). Notably, USM is slightly simpler than Eq. (6) and the learning rate \(\eta_t\) in USM is adaptively determined.

3 Weighted AdaGrad with Momentum

The AdaGrad [11] is the first popular adaptive method. It takes the following adaptive learning rate
\[
\eta_t = \frac{\eta}{\sqrt{\sum_{i=1}^{t} g_i^2 + \epsilon}} \tag{7}
\]
where \(\eta > 0\) is a fixed parameter and the small constant value \(\epsilon > 0\) is added to make sure the denominator is strictly positive. In practice \(\epsilon\) is usually chosen sufficiently small. In above USM algorithm, if we take the adaptive learning rate \(\eta_t\) as \(\frac{\eta}{\sqrt{\sum_{i=1}^{t} a_i g_i^2 + \epsilon}}\), we get a class of new adaptive stochastic method with unified momentum accelerated mechanisms.

In this paper we consider a new coordinate-wise adaptive learning rate which generalizes the AdaGrad learning rate in [11] by assigning different weights to the past gradients in the accumulation. It requires low-computational cost and is defined as follows:
\[
\eta_{t,k} = \frac{\eta}{\sqrt{\sum_{i=1}^{t} a_i g_i^2 + \epsilon}} \quad \text{for} \quad k = 1, 2, \ldots, d, \tag{8}
\]
where \(a_1, \ldots, a_t\) are positive weights, \(\bar{a}_t\) is the arithmetic average of the past weights. The classical AdaGrad Eq. (7) corresponds to take \(a_t = 1\) for all \(t\) in Eq. (8), that it, assigns the same weight for all past gradients. It is natural to think that the more recent gradients, the more correlated they are to the current state, and hence shall have more priority. Therefore, we shall put more weight on the later generated points and related gradients. A typical choice for such weights is to choose \(a_t = t^\alpha\) for \(\alpha > 0\), which grows in a polynomial rate. Below, we formally present AdaUSM algorithm which effectively integrates weighted coordinate-wise AdaGrad with USM technique.

Algorithm 1 AdaUSM: AdaGrad with unified stochastic momentum

**Parameters:** Choose \(x_1 \in \mathbb{R}^d\), fixed parameter \(\eta \geq 0\), momentum factor \(\mu\) and initial accumulator value \(\epsilon \geq 0\). Set \(m_0 = 0\), \(v_0 = 0\), \(A_0 = 0\), \(0 \leq \mu < 1\) and \(0 \leq \lambda \leq 1/(1 - \mu)\), parameters \(\{a_t\}\).

**for** \(t = 1, 2, \ldots, T\) **do**

Sample a stochastic gradient \(g_t\).

**for** \(k = 1, 2, \ldots, d\) **do**

\[
\begin{align*}
  v_{t,k} &= v_{t-1,k} + a_t g_{t,k}^2 \\
  A_t &= A_{t-1} + a_t \\
  \bar{a}_t &= A_t/t \\
  m_{t,k} &= \mu m_{t-1,k} - \eta g_{t,k} / (\sqrt{v_{t,k}/\bar{a}_t + \epsilon}) \\
  x_{t+1,k} &= x_{t,k} + m_{t,k} + \lambda \mu (m_{t,k} - m_{t-1,k})
\end{align*}
\]

end for

end for

Note that \(\eta_t = \eta / (\sqrt{\bar{a}_t} + \epsilon)\) as Eq. (8) where the division operation is coordinate-wise. When \(\lambda = 0\), AdaUSM reduces to AdaGrad method with heavy ball momentum which we denote as AdaHB for short.
When $\lambda = 1$, AdaUSM reduces to AdaGrad method with Nesterov acceleration gradient momentum which we denote as AdaNAG for short. Below, we specify AdaHB and AdaNAG for readability.

**Algorithm 2 AdaHB: AdaGrad with HB**

**Parameters:** Choose $x_t \in \mathbb{R}^d$, fixed parameter $\eta \geq 0$, momentum factor $\mu$, initial accumulator value $\epsilon \geq 0$ and parameters $\{a_t\}$. Set $m_0 = 0$, $v_0 = 0$, $A_0 = 0$.

for $t = 1, 2, \ldots, T$ do

Sample a stochastic gradient $g_t$.

for $k = 1, 2, \ldots, d$ do

$v_{t,k} = v_{t-1,k} + a_t g_{t,k}^2$.

$A_t = A_{t-1} + a_t$.

$\bar{a}_t = A_t/t$.

$m_{t,k} = \mu m_{t-1,k} - \eta g_{t,k}/(\sqrt{v_{t,k}/\bar{a}_t} + \epsilon)$.

$x_{t+1,k} = x_{t,k} + m_{t,k}$.

end for

end for

**Algorithm 3 AdaNAG: AdaGrad with NAG**

**Parameters:** Choose $x_t \in \mathbb{R}^d$, fixed parameter $\eta \geq 0$, momentum factor $\mu$, initial accumulator value $\epsilon \geq 0$ and parameters $\{a_t\}$. Set $m_0 = 0$, $v_0 = 0$, $A_0 = 0$.

for $t = 1, 2, \ldots, T$ do

Sample a stochastic gradient $g_t$.

for $k = 1, 2, \ldots, d$ do

$v_{t,k} = v_{t-1,k} + a_t g_{t,k}^2$.

$A_t = A_{t-1} + a_t$.

$\bar{a}_t = A_t/t$.

$m_{t,k} = \mu m_{t-1,k} - \eta g_{t,k}/(\sqrt{v_{t,k}/\bar{a}_t} + \epsilon)$.

$x_{t+1,k} = x_{t,k} + m_{t,k} + \mu(m_{t,k} - m_{t-1,k})$.

end for

end for

**Remark 2.** Let $\mu = 0$ and $a_t = a > 0$. AdaUSM reduces to the coordinate-wise AdaGrad [11]. Hence, its convergence rate in non-convex stochastic setting can be directly derived via AdaUSM.

### 3.1 Main results

In this subsection, we theoretically prove the convergence rates of AdaUSM, AdaHB and AdaNAG in non-convex stochastic setting. All the proof procedures are presented in supplementary material.

**Theorem 1.** Let $\{x_t\} \subset \mathbb{R}^d$ be a sequence generated by AdaUSM. Suppose the weights $\{a_t\}$ satisfy:

(i) $\{a_t\}$ is non-decreasing;

(ii) $\sum_{t=1}^T a_t = O(T^\gamma)$, for some positive constant $\gamma$.

Assume that the noise gradient $g_t$ in each iteration satisfies the assumptions (A1) and (A2). Then for any $\delta > 0$, the convergence rate of AdaUSM holds with probability at least $1 - \delta^{2/3}$ as below:

$$\min_{1 \leq t \leq T} \|\nabla f(x_t)\|^2 \leq \frac{C(T)}{\delta} = O\left(\frac{\log T}{\sqrt{T}}\right),$$

where $C(T) = \frac{\sqrt{2C^* + 2\alpha T}}{2\log(1 + \alpha T)} + \frac{2\alpha T}{2\log(1 + \alpha T)} + \frac{4\alpha T}{\gamma}$.

**Remark 3.** When we take $a_t = t^\alpha$ for some constant power $\alpha \geq 0$, then $A_T = O(T^{\alpha+1})$. In particular, the conditions (i) and (ii) are both satisfied. Hence, AdaSUM with such weights has $O(\log T/\sqrt{T})$ convergence rate. In fact, the convergence of AdaUSM can be guaranteed if $\log \left(\sum_{t=1}^T a_t\right) = o(\sqrt{T})$.

When the momentum $\mu$ and interpolation factor $\lambda$ vanish, and $a_t = a$ for some constant $\alpha > 0$ all $t$, AdaSUM reduces to the coordinate-wise AdaGrad. In this case, $A_T = aT$ and the power $\gamma = 1$. In particular, we have the following corollary for coordinate-wise AdaGrad.

**Corollary 1.** Assuming the same setting as Theorem 1. For any $\delta > 0$, the convergence rate of coordinate-wise AdaGrad holds with probability at least $1 - \delta^{2/3}$ as below:

$$\min_{1 \leq t \leq T} \|\nabla f(x_t)\|^2 \leq \frac{C(T)}{\delta} = O\left(\frac{\log T}{\sqrt{T}}\right),$$

where $C(T) = \frac{\sqrt{2C^* + 2\alpha T}}{2\log(1 + \alpha T)} + \frac{2\alpha T}{2\log(1 + \alpha T)} + \frac{4\alpha T}{\gamma} \log \left(1 + \frac{\alpha T}{\gamma} \sum_{t=1}^T a_t\right) = O\left(\frac{\log T}{\sqrt{T}}\right)$. 
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Remark 4. Above corollary provides the first convergence rate for native coordinate-wise AdaGrad in non-convex stochastic setting. Recently, convergence rate for AdaGrad with global adaptive learning rate $\eta_t = \eta/\sqrt{\epsilon + \sum_{i=1}^t \|g_i\|^2}$ has been established in [39]. Our argument also works for AdaUSM with the global adaptive learning rate with little modification. The proof is essentially the same as $d = 1$.

Remark 5. In [26], convergence rates of an AdaGrad-like and its coordinate-wise version have been established with the following perturbed adaptive learning rate:

$$\eta_t = \frac{\eta}{(\epsilon + \sum_{i=1}^t \|g_i\|^2)^{\frac{1}{2}} + \epsilon}, \quad \eta_{t,k} = \frac{\eta}{(\epsilon + \sum_{i=1}^t \hat{g}_{i,k}^2)^{\frac{1}{2}} + \epsilon}$$

for $k = 1, 2, \ldots, d$, under slightly different assumptions. All that matters is that the perturbation term $\epsilon > 0$ is unavoidable to make their convergence rate valid. Notably, the above perturbed adaptive learning rates decrease to zero faster than the native ones in Eq. (7) and Eq. (8) due to the strictly positivity of $\epsilon$.

4 Relationship with Adam/RMSProp

In this section, we point out that the weighted gradient accumulation technique in (8) in AdaUSM algorithm covers the moving average technique in estimating second-order moment in Adam [20] and RMSProp [17] as a special case. Based on this observation, we build the connections between AdaUSM and Adam/RMSProp, which partly explains that the key issue of the divergences of Adam/RMSProp lies in the usage of constant exponential moving average parameter of estimating second-order moment.

4.1 Adam

Below, we first represent the detailed iterations of Adam [20] for readability:

$$\begin{align*}
(\text{Adam}) : \quad & \begin{cases} 
\hat{m}_{t,k} = \beta_1 \hat{m}_{t-1,k} + (1 - \beta_1)g_{t,k} \\
\hat{v}_{t,k} = \beta_2 \hat{v}_{t-1,k} + (1 - \beta_2)\hat{g}_{t,k} \\
m_{t,k} = \hat{m}_{t,k}/(1 - \beta_1^t) \\
v_{t,k} = \hat{v}_{t,k}/(1 - \beta_2^t) \\
x_{t,k} = x_{t-1,k} - \eta m_{t,k}/(\sqrt{\hat{v}_{t,k}} + \sqrt{\epsilon})
\end{cases}, \quad k = 1, 2, \ldots, d,
\end{align*}$$

where $\beta_1, \beta_2 \in [0, 1)$ and $\eta > 0$ are constants, and $\epsilon$ is a sufficiently small constant. By denoting the adaptive learning rate $\eta_{t,k} = \eta/(\sqrt{\hat{v}_{t,k}} + \epsilon)$, we can simplify the iterations of Adam as

$$\begin{align*}
(\text{Adam}) : \quad & \begin{cases} 
\hat{m}_{t,k} = \beta_1 \hat{m}_{t-1,k} + (1 - \beta_1)g_{t,k} \\
m_{t,k} = \hat{m}_{t,k}/(1 - \beta_1^t) \\
x_{t+1,k} = x_{t,k} - \eta_{t,k} m_{t,k}
\end{cases}, \quad k = 1, 2, \ldots, d.
\end{align*}$$

Below, we talk about the main differences between AdaUSM and Adam in two aspects: first moment estimate $m_{t,k}$ and coordinate-wise adaptive learning rate $\eta_{t,k}$.

First moment estimate The exponential moving average (EMA) technique is widely used in the first moment estimate step in Adam [20] and AMSGrad [35]. Moreover, an extra step $m_{t,k} = \hat{m}_{t,k}/(1 - \beta_1^t)$ is introduced in Adam to correct the bias. However, the bias-correction step does not affect the global convergence [35, 7]. Without loss the generality, we consider the following standard EMA step

$$\begin{align*}
(\text{EMA}) : \quad & \begin{cases} 
m_{t,k} = \beta_1 m_{t-1,k} + (1 - \beta_1)g_{t,k} \\
x_{t+1,k} = x_{t,k} - \eta_{t,k} m_{t,k}
\end{cases}, \quad k = 1, 2, \ldots, d.
\end{align*}$$
Here, we merely compare AdaHB with the EMA formulation of Adam. Let \( \tilde{m}_{t,k} = -\eta_{t,k} m_{t,k} \). We have

\[
\tilde{m}_{t,k} = -\eta_{t,k} m_{t-1,k} - (1 - \beta_1) \eta_{t,k} g_{t,k} = \tilde{m}_{t-1,k} - (1 - \beta_1) \eta_{t,k} g_{t,k} + (\eta_{t,k} - \eta_{t-1,k}) m_{t-1,k}.
\]

There is an additional error term \((\eta_{t,k} - \eta_{t-1,k}) m_{t-1,k}\) which vanishes if \(\eta_{t,k} = \eta_{t-1,k}\) for all \(t\), i.e., if the stepsize \(\eta_{t,k} = \eta\) is constant, the EMA is actually the AdaHB with a different stepsize \((1 - \beta_1)\eta^4\).

More precisely, if we solve out the momentum \(m_{t,k}\) in terms of the past noise gradient estimations \(g_{1,k}, \ldots, g_{t,k}\) and eliminate the momentum term \(m_{t,k}\), we have

\[
\begin{align*}
\text{AdaHB} : x_{t+1,k} &= x_{t,k} - \sum_{i=1}^{t} \eta_{t,k} g_{i,k} \beta_{1}^{t-i,k} - (1 - \beta_1) \eta_{t,k} g_{t,k}, \\
\text{EMA} : x_{t+1,k} &= x_{t,k} - (1 - \beta_1) \eta_{t,k} \sum_{i=1}^{t} g_{i,k} \beta_{1}^{t-i,k}
\end{align*}
\]

(9)

One can clearly see that the key difference lies in whether we use the current stepsize or the past stepsize in the exponential moving average.

**Adaptive learning rate** By the definition of \(\hat{v}_{t,k}\) in Adam, it is easy to check that \(\hat{v}_{t,k} = \beta_2^t \hat{v}_{0,k} + \sum_{i=1}^{t} (1 - \beta_2) \beta_2^{t-i} g_{i,k}^2\). Without loss of generality, we set \(\hat{v}_{0,k} = 0\). Since that \(v_{t,k} = \hat{v}_{t,k} / (1 - \beta_2^t)\), we have \(v_{t,k} = \sum_{i=1}^{t} \frac{(1 - \beta_2) \beta_2^{t-i}}{1 - \beta_2^t} g_{i,k}^2\). Then, the adaptive learning rate \(\eta_{t,k}\) can be rewritten as

\[
\eta_{t,k} = \frac{\eta}{\sqrt{v_{t,k}} + \epsilon} = \frac{\eta}{\sqrt{t \sum_{i=1}^{t} \frac{(1 - \beta_2) \beta_2^{t-i}}{1 - \beta_2^t} g_{i,k}^2}}.
\]

Note that \(\sum_{i=1}^{t} \frac{(1 - \beta_2) \beta_2^{t-i}}{1 - \beta_2^t} g_{i,k}^2 = (1 - \beta_2) \sum_{i=1}^{t} \beta_2^{t-i} = 1\). Let \(a_i = \beta_2^{-i}\), \(\eta_{t,k}\) can be reformulated as

\[
\eta_{t,k} = \frac{\eta}{\sqrt{v_{t,k}^{1/2}} + \epsilon} = \frac{\eta}{\sqrt{t \sum_{i=1}^{t} a_i g_{i,k}^2}}.
\]

For comparison, the adaptive learning rate of Adam and AdaUSM respectively denoted as \(\eta_{t,k}^{\text{Adam}}\) and \(\eta_{t,k}^{\text{AdaUSM}}\) are summarized as below:

\[
\begin{align*}
\eta_{t,k}^{\text{Adam}} &= \frac{\eta}{\sqrt{t \sum_{i=1}^{t} a_i g_{i,k}^2}} + \epsilon, \\
\eta_{t,k}^{\text{AdaUSM}} &= \frac{\eta}{\sqrt{t \sum_{i=1}^{t} a_i g_{i,k}^2}} + \epsilon.
\end{align*}
\]

Hence, the adaptive learning rate in Adam is actually equivalent to the one in AdaUSM by specifying an exponential weighted sequence \(a_i = \beta_2^{-i}\) if \(\epsilon\) is sufficiently small, which may be the core issue of divergence of Adam due to \(\log \left( \sum_{i=1}^{T} a_i \right) = \log \left( \frac{1 - \beta_2^{-T}}{1 - \beta_2} \right) \geq \log \left( \frac{\beta_2^{-T+1}}{\beta_2} \right) \geq (T-1) \log(1 - \beta) = \mathcal{O}(T) > o(T)\).

**Remark 6.** By setting \((\beta_2) = (1 - \frac{1}{T})\) and removing the bias-correction steps in Adam, Chen et al. [7] obtained a new algorithm called AdaGrad with exponential moving average moment (AdaEMA). While AdaHB and AdaNAG are new compared with this algorithm since SHB and SNAG momentums are different with the exponential moving average moment used in [7] according to Eq. (9). In addition, the \(\mathcal{O}(\log T)\) convergence rate of AdaEMA in [7] was established in the non-convex stochastic setting under a slightly stronger assumption that the second-order moment is required to be uniformly bounded.

\footnote{Since that the learning rate \(\eta_{t,k}\) in AdaHB and Adam are all adaptively determined, we do not have \(\eta_{t,k} = \eta_{t-1,k}\).}
4.2 RMSProp

RMSProp is another efficient algorithm for training deep neural networks [17, 28], which is defined as:

\[
\begin{align*}
    v_{t,k} &= \beta v_{t-1,k} + (1 - \beta)g_{t,k}^2, \\
    x_{t,k} &= x_{t-1,k} - \eta g_{t,k} / (\sqrt{tv_{t,k}} + \epsilon),
\end{align*}
\]

where \( k = 1, 2, \ldots, d \).

Define \( a_i = \beta^{-i} \). The adaptive learning rate of RMSProp denoted as \( \eta_{t,k}^{\text{RMSProp}} \) can be rewritten as

\[
\eta_{t,k}^{\text{RMSProp}} = \frac{\eta}{\sqrt{tv_{t,k}} + \epsilon} = \frac{\eta / (1 - \beta t)}{\sqrt{\sum_{i=1}^{t} \frac{(1 - \beta^i)}{1 - \beta^2} \beta^{i-1} y_{i,k}^2 + \frac{\epsilon}{1 - \beta^t}}} = \frac{\eta / (1 - \beta t)}{\sqrt{\sum_{i=1}^{t} a_i \frac{\beta_i}{1 - \beta^2} g_{i,k}^2 + \frac{\epsilon}{1 - \beta^t}}}.
\]

When \( \epsilon \) is sufficient small and \( \beta < 1 \), it is obvious that \( \eta_{t,k}^{\text{RMSProp}} \) has a similar structure as \( \eta_{t,k}^{\text{AdaUSM}} \) for \( t \) being sufficiently large. As pointed out by [35, 28], RMSProp could be divergent due to the terrible constant parameter \( \beta \). By replacing the constant parameter \( \beta \) by \( \beta_t = 1 - \gamma t \) with \( \gamma \in (0, 1] \), RMSProp has been shown to be convergent in the convex stochastic setting [28]. By setting non-decreasing weighted parameters \( a_i \) that satisfy \( \log(\sum_{j=1}^{T} a_i) = o(T) \) and based on above analysis, AdaHB and AdaNAG can be respectively explained as integrating RMSProp algorithm with SHB and SNAG momentums [16] and simultaneously guarantee the global convergences in the non-convex stochastic setting.

5 Conclusion

In this paper, we integrate coordinate-wise AdaGrad with heavy ball and Nesterov accelerate gradient momentum mechanisms which yields two new adaptive stochastic gradient decent methods called AdaHB and AdaNAG, respectively. Their convergence rates are jointly analyzed in a unified framework under the non-convex stochastic circumstance. Moreover, when the momentum vanishes we obtain the convergence rate of coordinate-wise AdaGrad [11] in non-convex stochastic setting as byproduct. In addition, we build the connections between AdaUSM and Adam/RMSProp, which partly explains that the key issue of the divergences of Adam/RMSProp lies in the usage of constant exponential moving average parameter of estimating second-order moment.
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Supplementary Material for  
“ On the Convergence of Weighted AdaGrad with Momentum for Training Deep Neural Networks ”

In this supplementary we give a complete proof of Theorem 1. The material arranges as follows. In Section A, we provide preliminary lemmas that will be used to establish the main result of this paper. In Section B, we give the detailed proof of Theorem 1.

A Preliminary lemmas

In this section we provide preliminary lemmas that will be used to prove our main theorem. The readers may skip this part for the first time and come back whenever the lemmas are needed.

Lemma 1. Let $S_t = S_0 + \sum_{i=1}^{t} a_i$ where $\{a_i\}$ is a non-negative sequence and $S_0 > 0$. We have

$$\sum_{t=1}^{T} \frac{a_t}{S_t} \leq \log(S_T) - \log(S_0).$$

Proof. The finite sum $\sum_{t=1}^{T} \frac{a_t}{S_t}$ can be interpreted as a Riemann sum as follows $\sum_{t=1}^{T} \frac{1}{S_t} (S_t - S_{t-1})$. Since $1/x$ is decreasing on the interval $(0, \infty)$, we have

$$\sum_{t=1}^{T} \frac{1}{S_t} (S_t - S_{t-1}) \leq \int_{S_0}^{S_T} \frac{1}{x} dx = \log(S_T) - \log(S_0).$$

The proof is finished. \(\square\)

The following lemma is a direct result of the momentum updating rule.

Lemma 2. Suppose $m_t = \mu m_{t-1} - \eta_t g_t$ with $m_0 = 0$ and $0 \leq \mu < 1$. We have the following estimate

$$\sum_{t=1}^{T} \|m_t\|^2 \leq \frac{1}{(1 - \mu)^2} \sum_{i=1}^{T} \|\eta_t g_t\|^2.$$

Proof. If $\mu = 0$, the equality directly holds due to $m_t = -\eta_t g_t$. Otherwise, $0 < \mu < 1$. Since $m_t = \mu m_{t-1} - \eta_t g_t$, for any $\theta > 0$ we have

$$\|m_t\|^2 = \|\mu m_{t-1}\|^2 + \|\eta_t g_t\|^2 - 2\langle \mu m_{t-1}, \eta_t g_t \rangle$$

$$\leq \|\mu m_{t-1}\|^2 + \|\eta_t g_t\|^2 + \theta \|m_{t-1}\|^2 + 1/\theta \|\eta_t g_t\|^2$$

$$= (1 + \theta)\mu^2 \|m_{t-1}\|^2 + (1 + 1/\theta) \|\eta_t g_t\|^2.$$

In particular, we can pick $\theta$ in the above so that $(1 + \theta)\mu = 1$, namely, $\theta = 1/\mu - 1$. Then $1 + 1/\theta = 1/(1 - \mu)$. Hence, $\|m_t\|^2 \leq \mu \|m_{t-1}\|^2 + 1/(1 - \mu) \|\eta_t g_t\|^2$. Dividing both sides by $\mu^t$, we get

$$\|m_t\|^2 \mu^t \leq \|m_{t-1}\|^2 \mu^{t-1} + \frac{1}{1 - \mu} \|\eta_t g_t\|^2 \mu^t.$$

Note that $m_0 = 0$. Hence, $\|m_t\|^2 \leq \frac{1}{1 - \mu} \sum_{i=1}^{t} \|\eta_i g_i\|^2 \mu^{t-i}$. Then multiplying both sides by $\mu^t$ we obtain

$$\|m_t\|^2 \leq \frac{1}{1 - \mu} \sum_{i=1}^{t} \|\eta_i g_i\|^2 \mu^{t-i}.$$
Take summation of above inequality over $t = 1, 2, \ldots, T$, we have
\[
\sum_{t=1}^{T} \|m_{t}\|^2 \leq \frac{1}{1-\mu} \sum_{t=1}^{T} \sum_{i=1}^{t} \|\eta_{t} g_{i}\|^2 \mu^{t-i} = \frac{1}{1-\mu} \sum_{t=1}^{T} \sum_{i=1}^{T} \|\eta_{t} g_{i}\|^2 \mu^{t-i} \leq \frac{1}{(1-\mu)^2} \sum_{i=1}^{T} \|\eta_{t} g_{i}\|^2.
\]

The equality above is due to a double-sum trick. The second inequality is due to the following fact of geometric series
\[
\sum_{t=0}^{N} \mu^t \leq \sum_{t=0}^{\infty} \mu^t = \frac{1}{1-\mu} \quad \text{(for } 0 < \mu < 1).\]

We finish the proof. \qed

The following lemma is a result of USM formulation for any general adaptive learning rate.

**Lemma 3.** Suppose the objective function $f$ is $L$-smooth. Let $\{x_t\}$ and $\{m_t\}$ be sequences generated by the following general SGD with USM momentum: starting from initial values $x_0$ and $m_0 = 0$, update through
\[
\begin{align*}
    m_t &= \mu m_{t-1} - \eta_t g_t \\
    x_{t+1} &= x_t + m_t + \lambda \mu (m_t - m_{t-1}),
\end{align*}
\]

where the momentum factor $\mu$ and the interpolation factor $\lambda$ satisfy $0 \leq \mu < 1$ and $0 \leq \lambda \leq 1/(1-\mu)$, respectively. Assume that the noise gradients $g_t$ satisfy the assumptions (A1) and (A2). For any $t \geq 2$, we have the following estimate
\[
\langle \nabla f(x_t), m_t \rangle \leq \mu \langle \nabla f(x_{t-1}), m_{t-1} \rangle + (1 + \frac{3}{2} \lambda \mu) \mu L m_{t-1} - \frac{1}{2} \lambda \mu^2 L m_{t-2}^2 - \langle \nabla f(x_t), \eta_t g_t \rangle. \tag{10}
\]

In particular, the following estimate holds
\[
\langle \nabla f(x_t), m_t \rangle \leq (1 + 2\lambda) L \sum_{i=1}^{t-1} \|m_i\|^2 \mu^{t-i} - \sum_{i=1}^{t} \langle \nabla f(x_i), \eta_t g_t \rangle \mu^{t-i}. \tag{11}
\]

**Proof.** Since $m_t = \mu m_{t-1} - \eta_t g_t$, we have
\[
\langle \nabla f(x_t), m_t \rangle = \mu \langle \nabla f(x_t), m_{t-1} \rangle - \langle \nabla f(x_t), \eta_t g_t \rangle = \mu \langle \nabla f(x_{t-1}), m_{t-1} \rangle + \mu \langle \nabla f(x_t) - \nabla f(x_{t-1}), m_{t-1} \rangle - \langle \nabla f(x_t), \eta_t g_t \rangle \tag{12}
\]

Note that by $L$-smoothness of the function $f$, we have
\[
\|\nabla f(x_t) - \nabla f(x_{t-1})\| \leq L \|x_t - x_{t-1}\| = L \|m_{t-1} + \lambda \mu (m_t - m_{t-1})\| \leq (1 + \lambda \mu) L \|m_{t-1}\| + \lambda \mu L \|m_{t-2}\|. \tag{13}
\]

Hence, by Cauchy-Schwartz inequality and Eq. (13), we have
\[
\langle \nabla f(x_t) - \nabla f(x_{t-1}), m_{t-1} \rangle \leq \|\nabla f(x_t) - \nabla f(x_{t-1})\| \|m_{t-1}\| \leq (1 + \lambda \mu) L \|m_{t-1}\|^2 + \lambda \mu L \|m_{t-2}\| \|m_{t-1}\| \leq (1 + \frac{3}{2} \lambda \mu) L \|m_{t-1}\|^2 + \frac{1}{2} \lambda \mu L \|m_{t-2}\|^2. \tag{14}
\]

Combining Eq. (12) and Eq. (14) we get the desired inequality Eq. (10).

To get the second estimate, let $B_t = \langle \nabla f(x_t), m_t \rangle$. If $\mu = 0$, the equality holds trivially. Otherwise $0 < \mu < 1$. We divide $\mu^t$ from both sides of Eq. (10) and obtain
\[
\frac{B_t}{\mu^t} \leq \frac{B_{t-1}}{\mu^{t-1}} + (1 + \frac{3}{2} \lambda \mu) L \frac{\|m_{t-1}\|^2}{\mu^{t-1}} + \frac{1}{2} \lambda L \frac{\|m_{t-2}\|^2}{\mu^{t-2}} - \langle \nabla f(x_t), \eta_t g_t \rangle \mu^{-t}. \tag{15}
\]
Note that $m_0 = 0$, and $B_1 = -\langle \nabla f(x_1), \eta_1 g_1 \rangle$. Therefore,

$$
\frac{B_t}{\mu} \leq \frac{B_1}{\mu} + (1 + \frac{3}{2} \lambda \mu) L \sum_{i=2}^{t-1} \|m_{i-1}\|^2 \mu^{-(i-1)} + \frac{1}{2} \lambda \mu L \sum_{i=2}^{t} \|m_{i-2}\|^2 \mu^{-(i-2)} - \sum_{i=1}^{t} \langle \nabla f(x_i), \eta_i g_i \rangle \mu^{-i}.
$$

(16)

Multiplying both sides of Eq. (16) by $\mu^t$, we obtain the desired estimate Eq. (11). This finishes the proof.

The following two lemmas, which are first introduced in [39, Theorem 10], are particular results of the AdaGrad adaptive learning rate. Here we adjust their proof to the coordinate-wise version and represent it here for readers’ convenience.

**Lemma 4** (Proof of Theorem 10 in [39]). Let $\sigma_t = \sqrt{E_t g_t^2}$ and let

$$
\hat{\eta}_t = \frac{\eta}{\sqrt{\frac{1}{\sigma_t} \sum_{i=1}^{t-1} a_i g_i^2 + a_t \sigma_t^2}} + \epsilon.
$$

Assume that the noise gradients $g_t$ satisfy the assumptions (A1) and (A2), then we have the following estimate

$$
- E_t \langle \nabla f(x_t), \eta_t g_t \rangle \leq -\frac{1}{2} \| \nabla f(x_t) \|^2_{\hat{\eta}_t} + \frac{2 \sigma}{\eta} E_t \left[ \sqrt{(a_t/\bar{a}_t)} \| \eta_t g_t \|^2 \right],
$$

(17)

where $\| \nabla f(x_t) \|^2_{\hat{\eta}_t} = \sum_{k=1}^d \hat{\eta}_{t,k} |\nabla_k f(x_t)|^2$ defined as Eq. (5), and the constant $\sigma$ is the one in assumption (A2).

**Proof.** First, we have

$$
- \langle \nabla f(x_t), \eta_t g_t \rangle = -\langle \nabla f(x_t), \hat{\eta}_t g_t \rangle + \langle \nabla f(x_t), (\hat{\eta}_t - \eta_t) g_t \rangle.
$$

(18)

Note that $\hat{\eta}_t$ is independent of $g_t$, and $E_t g_t = \nabla f(x_t)$ by assumption (A1). Hence,

$$
E_t \langle \nabla f(x_t), \hat{\eta}_t g_t \rangle = \langle \nabla f(x_t), \hat{\eta}_t \nabla f(x_t) \rangle = \| \nabla f(x_t) \|^2_{\hat{\eta}_t}.
$$

(19)

Taking the conditional expectation of Eq. (18) with respect to $\xi_t$ while $\xi_1, \ldots, \xi_{t-1}$ are fixed, we have

$$
- E_t \langle \nabla f(x_t), \eta_t g_t \rangle = -\| \nabla f(x_t) \|^2_{\hat{\eta}_t} + E_t \langle \nabla f(x_t), (\hat{\eta}_t - \eta_t) g_t \rangle.
$$

(20)

To estimate the second term of Eq. (20), we first have

$$
\langle \nabla f(x_t), (\hat{\eta}_t - \eta_t) g_t \rangle \leq \sum_{k=1}^d |\hat{\eta}_{t,k} - \eta_{t,k}| |\nabla_k f(x_t)| |g_t,k|.
$$

(21)

Let $V_t = \frac{1}{\sigma_t} \sum_{i=1}^{t-1} a_i g_i^2$ and $\hat{V}_t = \frac{1}{\sigma_t} \left( \sum_{i=1}^{t-1} a_i g_i^2 + a_t \sigma_t^2 \right)$. Then $\eta_t = \eta/(\sqrt{V_t} + \epsilon)$ and $\hat{\eta}_t = \eta/(\sqrt{\hat{V}_t} + \epsilon)$. We then get

$$
|\hat{\eta}_t - \eta_t| = \frac{\eta |V_t - \hat{V}_t|}{(\sqrt{V_t} + \epsilon)(\sqrt{V_t} + \epsilon)(\sqrt{V_t} + \sqrt{\hat{V}_t})} \leq \frac{\eta \sqrt{(a_t/\bar{a}_t)} |g_t|^2 - \sigma_t^2}{\eta \sqrt{V_t + \sqrt{\hat{V}_t}}} \leq \frac{\sqrt{(a_t/\bar{a}_t)} |g_t| + \sigma_t}{\eta}.
$$

(22)

Note that the above inequality is coordinate-wise. By Eq. (21) and Eq. (22), we have

$$
\langle \nabla f(x_t), (\hat{\eta}_t - \eta_t) g_t \rangle \leq \sum_{k=1}^d \frac{\sqrt{(a_t/\bar{a}_t)} |\hat{\eta}_{t,k} - \eta_{t,k}| |\nabla_k f(x_t)| |g_t,k|^2}{\eta} + \sum_{k=1}^d \frac{\sqrt{(a_t/\bar{a}_t)} \sigma_{t,k} |\hat{\eta}_{t,k} - \eta_{t,k}| |\nabla_k f(x_t)| |g_t,k|^2}{\eta}.
$$

(23)
We claim that
\[ \mathbb{E}_t \sum_{k=1}^d \frac{\sqrt{(a_t/\bar{a}_t)}}{\eta} \hat{\eta}_{t,k} \eta_{t,k} |\nabla_k f(x_t)||g_{t,k}|^2 \leq \frac{1}{4} \| \nabla f(x_t) \|_{2}^2 + \frac{\sigma}{\eta} \mathbb{E}_t \left[ \sqrt{(a_t/\bar{a}_t)} \| \eta_{g_t} \|^2 \right]. \tag{24} \]

To see this, first, if \( \sigma_{t,k} > 0 \), we apply the arithmetic inequality \( 2ab \leq a^2 + b^2 \) with
\[ a = \frac{1}{2\sigma_{t,k}} \sqrt{\hat{\eta}_{t,k} \eta_{t,k} |\nabla_k f(x_t)||g_{t,k}|} \quad \text{and} \quad b = \frac{\sqrt{(a_t/\bar{a}_t)}}{\eta} \sigma_{t,k} \sqrt{\hat{\eta}_{t,k} \eta_{t,k} |g_{t,k}|} \]
to the left hand side of Eq. (24), we have
\[ \frac{\sqrt{(a_t/\bar{a}_t)}}{\eta} \hat{\eta}_{t,k} \eta_{t,k} |\nabla_k f(x_t)||g_{t,k}|^2 \leq \frac{|g_{t,k}|^2}{4\sigma_{t,k}^2} \hat{\eta}_{t,k} |\nabla_k f(x_t)|^2 + \frac{(a_t/\bar{a}_t)}{\eta^2} \sigma_{t,k}^2 \hat{\eta}_{t,k} \eta_{t,k} |g_{t,k}|^2 \tag{25} \]
Note that \( \mathbb{E}_t |g_{t,k}|^2 = \sigma_{t,k} \), and
\[ \hat{\eta}_{t,k} = \frac{\frac{1}{\sqrt{\bar{a}_t}} (\sum_{i=1}^{t-1} a_i g_i^2 + a_t \sigma_{t,k}^2) + \epsilon}{\sqrt{(a_t/\bar{a}_t)} \sigma_{t,k}} \leq \frac{\eta}{\sqrt{(a_t/\bar{a}_t)} \sigma_{t,k}} \]
and \( \sigma_{t,k} \leq \sqrt{\mathbb{E}_t |g_{t}|^2} \leq \sigma \) by assumption (A2). Therefore,
\[ \mathbb{E}_t \left[ \frac{\sqrt{(a_t/\bar{a}_t)}}{\eta} \hat{\eta}_{t,k} \eta_{t,k} |\nabla_k f(x_t)||g_{t,k}|^2 \right] \leq \frac{1}{4} \hat{\eta}_{t,k} |\nabla_k f(x_t)|^2 + \frac{\sigma}{\eta} \mathbb{E}_t \left[ \sqrt{(a_t/\bar{a}_t)} \| \eta_{g_t} \| \right] \tag{26} \]
On the other hand, if \( \sigma_{t,k} = 0 \), then \( g_{t,k} = 0 \), Eq. (26) holds automatically. By taking sum of the components for \( k = 1, 2, \ldots, d \), we then get the desired claim Eq. (24).

Similarly, we apply the arithmetic inequality with
\[ a = \frac{1}{2} \sqrt{\hat{\eta}_{t,k} |\nabla_k f(x_t)|} \quad \text{and} \quad b = \frac{\sqrt{(a_t/\bar{a}_t)}}{\eta} \sigma_{t,k} \sqrt{\hat{\eta}_{t,k} \eta_{t,k} |g_{t,k}|} \]
to the second term of Eq. (23), we have
\[ \sigma_{t,k} \hat{\eta}_{t,k} \eta_{t,k} |\nabla_k f(x_t)||g_{t,k}| \leq \frac{1}{4} \hat{\eta}_{t,k} |\nabla_k f(x_t)|^2 + \frac{(a_t/\bar{a}_t)}{\eta^2} \sigma_{t,k}^2 \hat{\eta}_{t,k} |\eta_{t,k} g_{t,k}|^2 \]
\[ \leq \frac{1}{4} \hat{\eta}_{t,k} |\nabla_k f(x_t)|^2 + \frac{\sigma}{\eta} \sqrt{(a_t/\bar{a}_t)} |\eta_{t,k} g_{t,k}|^2. \tag{27} \]
Hence,
\[ \mathbb{E}_t \sum_{k=1}^d \frac{\sigma}{\eta} \hat{\eta}_{t,k} |\nabla_k f(x_t)||g_{t,k}| \leq \frac{1}{4} \| \nabla f(x_t) \|_{2}^2 + \frac{\sigma}{\eta} \mathbb{E}_t \left[ \sqrt{(a_t/\bar{a}_t)} \| \eta_{g_t} \| \right] \tag{28} \]
Combining Eq. (23), Eq. (26) and Eq. (28), we obtain the following estimate
\[ \mathbb{E}_t (\nabla f(x_t), (\hat{\eta} - \eta) g_t) \leq \frac{1}{4} \| \nabla f(x_t) \|_{2}^2 + \frac{2\sigma}{\eta} \mathbb{E}_t \left[ \sqrt{(a_t/\bar{a}_t)} \| \eta_{g_t} \| \right]. \tag{29} \]
The proof is finished by taking the estimate Eq. (29) into Eq. (20). \( \square \)
Lemma 5 (Proof of Theorem 10 in [39]). Let $\hat{\eta}_t$ be defined as in Lemma 4. Assume that the noise gradients $g_t$ satisfy the assumptions (A1) and (A2). We have the following estimate

$$
\mathbb{E} \left[ \min_{1 \leq t \leq T} \| f(x_t) \|^{4/3} \right]^{3/2} \leq \frac{\sqrt{c}d + \sigma^2 T}{\eta T} \mathbb{E} \sum_{t=1}^{T} \| \nabla f(x_t) \|_{\hat{\eta}_t}^2. \tag{30}
$$

Proof. We cite the proof form [39]. Let $\hat{V}_t = \frac{1}{\alpha_t} \left( \sum_{i=1}^{t-1} g_i^2 + a_t \sigma_t^2 \right)$ where $\sigma_t = \sqrt{E_t g_t^2}$, we have $\hat{\eta}_{t,k} = \eta/(\sqrt{\hat{V}_{t,k}} + \epsilon)$. For any $0 < p, q < 1$ with $1/p + 1/q = 1$, by Hölder’s inequality we have $\mathbb{E}|XY| \leq (\mathbb{E}|X|^p)^{1/p} (\mathbb{E}|Y|^q)^{1/q}$. Taking $p = 3/2$ and $q = 3$, and

$$
X = \left( \frac{\| \nabla f(x_t) \|^2}{\epsilon + \sqrt{\| \hat{V}_t \|_1}} \right)^{2/3}, \quad Y = \left( \frac{\epsilon + \sqrt{\| \hat{V}_t \|_1}}{\epsilon + \sqrt{\| \hat{V}_t \|_1}} \right)^{2/3},
$$

we have

$$
\mathbb{E} \| \nabla f(x_t) \|^{4/3} \leq \left( \mathbb{E} \left[ \frac{\| \nabla f(x_t) \|^2}{\epsilon + \sqrt{\| \hat{V}_t \|_1}} \right] \left( \mathbb{E} \left[ \frac{\epsilon + \sqrt{\| \hat{V}_t \|_1}}{\epsilon + \sqrt{\| \hat{V}_t \|_1}} \right] \right) \right)^{1/3}.
$$

Namely,

$$
\left( \mathbb{E} \| \nabla f(x_t) \|^{4/3} \right)^{3/2} \leq \left( \mathbb{E} \left[ \frac{\| \nabla f(x_t) \|^2}{\epsilon + \sqrt{\| \hat{V}_t \|_1}} \right] \left( \mathbb{E} \left[ \frac{\epsilon + \sqrt{\| \hat{V}_t \|_1}}{\epsilon + \sqrt{\| \hat{V}_t \|_1}} \right] \right) \right)^{1/2}. \tag{31}
$$

Note that

$$
\frac{\| \nabla f(x_t) \|^2}{\epsilon + \sqrt{\| \hat{V}_t \|_1}} = \sum_{k=1}^{d} \frac{|\nabla_k f(x_t) |^2}{\epsilon + \sqrt{\| \hat{V}_t \|_1}} \leq \frac{1}{\eta} \sum_{k=1}^{d} \eta |\nabla_k f(x_t) |^2 = \frac{1}{\eta} \sum_{k=1}^{d} \hat{\eta}_{t,k} |\nabla_k f(x_t) |^2 = \frac{1}{\eta} \| \nabla f(x_t) \|^2_{\hat{\eta}_t}. \tag{32}
$$

On the other hand, for any $t \leq T$ we have

$$
\mathbb{E} \left[ \frac{\epsilon + \sqrt{\| \hat{V}_t \|_1}}{\epsilon + \sqrt{\| \hat{V}_t \|_1}} \right] \leq \mathbb{E} \left[ 2 \left( \epsilon^2 + \| \hat{V}_t \|_1 \right) \right]
$$

$$
= 2\epsilon^2 + 2 \mathbb{E} \sum_{k=1}^{d} \frac{1}{\alpha_t} \left( \sum_{i=1}^{t-1} a_i g_{i,k}^2 + a_t \sigma_{t,k}^2 \right)
$$

$$
= 2\epsilon^2 + 2 \sum_{i=1}^{T} \frac{a_i}{\alpha_t} \mathbb{E} \| g_i \|^2
$$

$$
\leq 2\epsilon^2 + 2\sigma^2 t
$$

$$
\leq 2\epsilon^2 + 2\sigma^2 T. \tag{33}
$$

Hence, by Eq. (31), Eq. (32) and Eq. (33), we have

$$
\left( \mathbb{E} \| \nabla f(x_t) \|^{4/3} \right)^{3/2} \leq \frac{\sqrt{2\epsilon^2 + 2\sigma^2 T}}{\eta} \mathbb{E} \| \nabla f(x_t) \|^2_{\hat{\eta}_t}, \quad \forall t \leq T \tag{34}
$$

It follows that

$$
\mathbb{E} \left[ \min_{1 \leq t \leq T} \| \nabla f(x_t) \|^{4/3} \right]^{3/2} \leq \frac{1}{T} \sum_{t=1}^{T} \left( \mathbb{E} \| \nabla f(x_t) \|^{4/3} \right)^{3/2} \leq \frac{\sqrt{2\epsilon^2 + 2\sigma^2 T}}{\eta T} \mathbb{E} \sum_{t=1}^{T} \| \nabla f(x_t) \|^2_{\hat{\eta}_t}. \tag{35}
$$

The proof is finished. \qed


\section*{B Proof of Theorem 1}

In this section we prove our main theorem 1. We restate the theorem for readers’ convenience.

**Theorem.** Let \( \{x_t\} \subseteq \mathbb{R}^d \) be a sequence generated by AdaUSM. Suppose that the weights \( \{a_t\} \) satisfy:

1. \( \{a_t\} \) is non-decreasing;
2. \( \sum_{t=1}^T a_t = O(T^\gamma) \), for some positive constant \( \gamma \).

Assume that the noise gradient \( g_t \) in each iteration satisfies the assumptions (A1) and (A2). Then for any \( \delta > 0 \), the convergence rate of AdaUSM holds with probability at least \( 1 - \delta^{2/3} \) as below:

\[
\min_{1 \leq t \leq T} \|\nabla f(x_t)\| \leq \frac{C(T)}{\delta} = O\left(\frac{\log T}{\sqrt{T}}\right),
\]

where \( C(T) = \frac{2(\log T + 2\sigma^2T)}{1 + \lambda \mu^2} \)\( \left[2 \left(1 + \frac{2\lambda^2 Ld}{(1 + \lambda \mu)(1 - \mu)^3} + \frac{4\sigma^2}{1 - \mu}\right) \log \left(1 + \frac{\sigma^2}{\lambda \mu} \sum_{t=1}^T a_t\right)\right] \).

The key point of the Theorem is the estimate in the following proposition.

**Proposition.** Let \( \{x_t\} \subseteq \mathbb{R}^d \) be a sequence generated by AdaUSM. Suppose that the weights \( \{a_t\} \) satisfy the conditions (1) and (2) in the Theorem. Assume that the stochastic gradient \( g_t \) in each iteration satisfies the assumptions (A1) and (A2), then we have the following estimate

\[
\left(\mathbb{E}\left[\min_{1 \leq t \leq T} \|\nabla f(x_t)\|^{4/3}\right]\right)^{3/2} \leq C(T) = O\left(\frac{\log T}{\sqrt{T}}\right)
\]

where \( C(T) = \frac{2(\log T + 2\sigma^2T)}{1 + \lambda \mu^2} \)\( \left[2 \left(1 + \frac{2\lambda^2 Ld}{(1 + \lambda \mu)(1 - \mu)^3} + \frac{4\sigma^2}{1 - \mu}\right) \log \left(1 + \frac{\sigma^2}{\lambda \mu} \sum_{t=1}^T a_t\right)\right] \).

The Theorem is an immediate result of the Proposition. Let us first prove the Theorem assuming the proposition.

**Proof of the Theorem assuming the Proposition.** Let \( \xi = \min_{1 \leq t \leq T} \|\nabla f(x_t)\|^2 \). By Proposition we have \( \mathbb{E}[\xi^{2/3}] \leq C(T)^{2/3} \). Let \( \mathcal{P} \) denote the probability measure. By Chebyshev’s inequality, we have

\[
\mathcal{P}\left(|\xi| > \frac{C(T)^{2/3}}{\delta^{2/3}}\right) \leq \frac{\mathbb{E}[\xi^{2/3}]}{C(T)^{2/3}} \leq \delta^{2/3}.
\]

Namely, \( \mathcal{P}\left(|\xi| > \frac{C(T)}{\delta}\right) \leq \delta^{2/3} \). Therefore, we have \( \mathcal{P}\left(|\xi| \leq \frac{C(T)}{\delta}\right) \geq 1 - \delta^{2/3} \). This finishes the proof.

Now we are ready to prove our main estimate in the Proposition. For clarity we first introduce the following lemmas which assemble the main estimate of the Proposition.

**Lemma 6.** Assume the same setting as the Theorem, we have the following estimate

\[
\mathbb{E}\sum_{t=1}^T \|\nabla f(x_t)\|^2_{\tilde{\eta}} \leq \frac{2}{1 + \lambda \mu} (f(x_1) - f^*) + \left\{\frac{2(1 + 2\lambda^2 Ld)}{(1 + \lambda \mu)(1 - \mu)^3} + \frac{4\sigma^2}{\eta(1 - \mu)}\right\} \mathbb{E}\left[\sum_{t=1}^T (a_t / \tilde{a}_t) ||\eta_t g_t||^2\right]
\]

where \( \tilde{\eta} \) is defined as in Lemma 4.

The following lemma estimates the right hand side of Lemma 6.

**Lemma 7.** Assume the noise gradient \( g_t \) in each iteration satisfies the assumptions (A1) and (A2). We have the following estimate

\[
\mathbb{E}\sum_{t=1}^T (a_t / \tilde{a}_t) ||\eta_t g_t||^2 \leq \eta^2 d \log \left(1 + \frac{\sigma^2}{\epsilon} \sum_{t=1}^T a_t\right).
\]
We first prove the Proposition assuming we already have the lemmas and leave the proof of the lemmas in the end.

Proof of the Proposition. The proof simply assembles Lemma 5, Lemma 6 and Lemma 7. By Lemma 5, we have
\[
\left( \mathbb{E} \left[ \min_{1 \leq t \leq T} \| \nabla f(x_t) \|^4 \right] \right)^{3/2} \leq \sqrt{2 \xi^2 + \frac{2 \sigma^2 T}{\eta T}} \mathbb{E} \sum_{t=1}^{T} \| \nabla f(x_t) \|^2 \eta_t
\] (40)

On the other hand, by Lemma 6 and 7, we have the following estimate for the right hand side of Eq. (40)
\[
\mathbb{E} \sum_{t=1}^{T} \| \nabla f(x_t) \|^2 \eta_t \leq \frac{2}{1 + \lambda \mu} (f(x_1) - f^*) + \left( \frac{2(1 + 2 \lambda)^2 L \eta^2 d}{(1 + \lambda \mu)(1 - \mu)^3} + 4 \sigma \eta d \right) \log \left( 1 + \frac{\sigma^2}{\epsilon^2} \sum_{t=1}^{T} a_t \right)
\] (41)

Combining Eq. (40) and Eq. (41) we get the estimate in the proposition. This finishes the proof. \( \square \)

Finally, we are left to prove Lemma 6 and Lemma 7.

Proof of Lemma 6. Since \( x_{t+1} = x_t + m_t + \lambda \mu (m_t - m_{t-1}) \), it follows by Lipschitz continuity of the gradient of \( f \) and descent lemma in [31] that
\[
f(x_{t+1}) \leq f(x_t) + \langle \nabla f(x_t), m_t + \lambda \mu (m_t - m_{t-1}) \rangle + \frac{L}{2} \| m_t + \lambda \mu (m_t - m_{t-1}) \|^2.
\] (42)

Since \( m_t = \mu m_{t-1} - \eta_t g_t \), it follows
\[
f(x_{t+1}) \leq f(x_t) + \langle \nabla f(x_t), (1 + \lambda \mu - \lambda) m_t - \lambda \eta_t g_t \rangle + \frac{L}{2} \| m_t + \lambda \mu (m_t - m_{t-1}) \|^2
\]
\[
\leq f(x_t) + (1 + \lambda \mu - \lambda) \langle \nabla f(x_t), m_t \rangle - \lambda \langle \nabla f(x_t), \eta_t g_t \rangle + \frac{L}{2} \| m_t + \lambda \mu (m_t - m_{t-1}) \|^2.
\] (43)

By Lemma 3, we have
\[
\langle \nabla f(x_t), m_t \rangle \leq (1 + 2 \lambda) L \sum_{i=1}^{t-1} \| m_i \|^2 \mu^{t-i} - \sum_{i=1}^{t} \langle \nabla f(x_i), \eta_t g_t \rangle \mu^{t-i}.
\] (44)

Note that \( 1 + \lambda \mu - \lambda \geq 0 \) since \( \lambda \leq 1 / (1 - \mu) \). Combining Eq. (43) and Eq. (44), we have
\[
f(x_{t+1}) \leq f(x_t) + (1 + \lambda \mu - \lambda)(1 + 2 \lambda) L \sum_{i=1}^{t-1} \| m_i \|^2 \mu^{t-i} + \frac{L}{2} \| m_t + \lambda \mu (m_t - m_{t-1}) \|^2
\]
\[
- (1 + \lambda \mu - \lambda) \sum_{i=1}^{t} \langle \nabla f(x_i), \eta_t g_t \rangle \mu^{t-i} - \lambda \langle \nabla f(x_t), \eta_t g_t \rangle
\] (45)

On one hand, by arithmetic inequality, we have
\[
\| m_t + \lambda \mu (m_t - m_{t-1}) \|^2 \leq 2(1 + \lambda \mu)^2 \| m_t \|^2 + 2(\lambda \mu)^2 \| m_{t-1} \|^2.
\] (46)

Hence,
\[
(1 + \lambda \mu - \lambda)(1 + 2 \lambda) L \sum_{i=1}^{t-1} \| m_i \|^2 \mu^{t-i} + \frac{L}{2} \| m_t + \lambda \mu (m_t - m_{t-1}) \|^2
\]
\[
\leq (1 + \lambda \mu)(1 + 2 \lambda) L \sum_{i=1}^{t-1} \| m_i \|^2 \mu^{t-i} - \lambda(1 + 2 \lambda) \mu L \| m_{t-1} \|^2 + (1 + \lambda \mu)^2 L \| m_t \|^2 + (\lambda \mu)^2 L \| m_{t-1} \|^2
\]
\[
\leq (1 + 2 \lambda)^2 L \sum_{i=1}^{t} \| m_i \|^2 \mu^{t-i}.
\] (47)
Summarize Eq. (45) and Eq. (47), we have the following cleaner inequality

\[ f(x_{t+1}) \leq f(x_t) + (1 + 2\lambda)^2 L \sum_{i=1}^{t} \|m_i\|^2 \mu^{t-i} - (1 + \lambda \mu - \lambda) \sum_{i=1}^{t} \langle \nabla f(x_i), \eta g_i \rangle \mu^{t-i} \]

(48)

On the other hand, by Lemma 4, we have

\[
-\mathbb{E}_i \langle f(x_i), \eta g_i \rangle \leq -\frac{1}{2} \| \nabla f(x_i) \|_{\eta_i}^2 + \frac{2\sigma}{\eta} \mathbb{E}_i \left[ \sqrt{(a_i/\bar{a}_i)} \| \eta g_i \| \right]
\]

\leq -\frac{1}{2} \| \nabla f(x_i) \|_{\eta_i}^2 + \frac{2\sigma}{\eta} \mathbb{E}_i \left[ (a_i/\bar{a}_i) \| \eta g_i \|^2 \right], \forall i.

(49)

The second inequality is due to that $\frac{1}{\lambda} \geq 1$, hence $\sqrt{(a_i/\bar{a}_i)} \leq (a_i/\bar{a}_i)$. Combining Eq. (48) and Eq. (49), taking sum from 1 to $T$ and taking expectation, followed by moving the gradient square terms to the left hand side, we get

\[
(1 + \lambda \mu - \lambda) \mathbb{E} \sum_{t=1}^{T} \frac{1}{2} \| \nabla f(x_t) \|_{\eta_t}^2 \mu^{t-i} + \lambda \mathbb{E} \sum_{t=1}^{T} \frac{1}{2} \| \nabla f(x_t) \|_{\eta_t}^2 
\]

\[
\leq f(x_1) - f^* + (1 + 2\lambda)^2 L \mathbb{E} \sum_{t=1}^{T} \|m_i\|^2 \mu^{t-i} + \frac{2\sigma(1 + \lambda \mu)}{\eta} \mathbb{E} \sum_{t=1}^{T} (a_i/\bar{a}_i) \| \eta g_i \|^2 \mu^{t-i}
\]

(50)

The last inequality is due to $\lambda \sum_{t=1}^{T} (a_i/\bar{a}_i) \| \eta g_i \|^2 \leq \lambda \sum_{t=1}^{T} \sum_{i=1}^{t} (a_i/\bar{a}_i) \| \eta g_i \|^2 \mu^{t-i}$. Similarly, for the left hand side, note that $1 + \lambda \mu - \lambda \geq 0$ since $\lambda \leq 1/(1 - \mu)$, we have

\[
(1 + \lambda \mu - \lambda) \sum_{t=1}^{T} \sum_{i=1}^{t} \| \nabla f(x_t) \|_{\eta_t}^2 \mu^{t-i} + \lambda \sum_{t=1}^{T} \| \nabla f(x_t) \|_{\eta_t}^2 
\]

\[
\geq (1 + \lambda \mu - \lambda) \sum_{t=1}^{T} \| \nabla f(x_t) \|_{\eta_t}^2 + \lambda \sum_{t=1}^{T} \| \nabla f(x_t) \|_{\eta_t}^2 
\]

(51)

= (1 + \lambda \mu) \sum_{t=1}^{T} \| \nabla f(x_t) \|_{\eta_t}^2.

Now we are left to estimate the third term and the last term in the right hand side of Eq. (50). We apply the double-sum trick

\[
\sum_{t=1}^{T} \sum_{i=1}^{t} \|m_i\|^2 \mu^{t-i} = \sum_{t=1}^{T} \sum_{i=1}^{t} \|m_i\|^2 \mu^{t-i} \leq \frac{1}{1 - \mu} \sum_{t=1}^{T} \|m_i\|^2.
\]

(52)

\[
\sum_{t=1}^{T} \sum_{i=1}^{t} \|\eta g_i\|^2 \mu^{t-i} = \sum_{t=1}^{T} \sum_{i=1}^{t} \|\eta g_i\|^2 \mu^{t-i} \leq \frac{1}{1 - \mu} \sum_{t=1}^{T} \|\eta g_i\|^2.
\]

(53)

Combining Eq. (50), Eq. (51), Eq. (52) and Eq. (53), we have

\[
\frac{1 + \lambda \mu}{2} \mathbb{E} \sum_{t=1}^{T} \| \nabla f(x_t) \|_{\eta_t}^2 \leq f(x_1) - f^* + \frac{(1 + 2\lambda)^2 L}{1 - \mu} \mathbb{E} \sum_{t=1}^{T} \|m_i\|^2 + \frac{2\sigma(1 + \lambda \mu)}{\eta(1 - \mu)} \mathbb{E} \sum_{t=1}^{T} (a_i/\bar{a}_i) \| \eta g_i \|^2.
\]

(54)
Finally, By Lemma 2 and \((a_t/\bar{a}_t) \geq 1\) we have
\[
\mathbb{E} \sum_{t=1}^{T} \|m_t\|^2 \leq \frac{1}{(1-\mu)^2} \mathbb{E} \sum_{t=1}^{T} \|g_t\|^2 \leq \frac{1}{(1-\mu)^2} \mathbb{E} \sum_{t=1}^{T} (a_t/\bar{a}_t) \|g_t\|^2.
\] (55)
Combining Eq. (54) and Eq. (55), we get
\[
\mathbb{E} \sum_{t=1}^{T} \|\nabla f(x_t)\|^2 \leq \frac{2}{1+\lambda \mu} (f(x_1) - f^*) + \left( \frac{2(1+2\lambda)^2 L}{(1+\lambda \mu)(1-\mu)^3} + \frac{4\sigma}{\eta(1-\mu)} \right) \mathbb{E} \sum_{t=1}^{T} (a_t/\bar{a}_t) \|g_t\|^2.
\] (56)
The proof is finished. \(\square\)

**Proof of Lemma 7.** Let \(V_t = \frac{1}{a_t} \sum_{i=1}^{t} a_i g_i^2\). Then \(\eta_t = \eta/(\sqrt{V_t} + \epsilon)\). We have
\[
\sum_{t=1}^{T} (a_t/\bar{a}_t) \|g_t\|^2 = \eta^2 \sum_{t=1}^{T} \sum_{k=1}^{d} \frac{(a_t/\bar{a}_t) g_{t,k}^2}{(\sqrt{V_{t,k}} + \epsilon)^2} \leq \eta^2 \sum_{t=1}^{T} \sum_{k=1}^{d} \frac{(a_t/\bar{a}_t) g_{t,k}^2}{\epsilon^2 + V_{t,k}}
\]
\[
= \eta^2 \sum_{k=1}^{d} \sum_{t=1}^{T} \frac{a_t g_{t,k}^2}{\epsilon^2 \bar{a}_t + \sum_{i=1}^{t} a_i g_{i,k}} \leq \eta^2 \sum_{k=1}^{d} \sum_{t=1}^{T} \frac{a_t g_{t,k}^2}{\epsilon^2 + \sum_{i=1}^{t} a_i g_{i,k}^2}
\] (57)
The last inequality is due to \(\bar{a}_t \geq a_t = 1\). By Lemma 1, we have
\[
\sum_{t=1}^{T} \frac{a_t g_{t,k}^2}{\epsilon^2 + \sum_{i=1}^{t} a_i g_{i,k}^2} \leq \log \left( \epsilon^2 + \sum_{i=1}^{T} a_i g_{i,k}^2 \right) - \log(\epsilon^2).
\]
On the other hand, since \(\log(x)\) is concave, we have
\[
\mathbb{E} \left[ \log \left( \epsilon^2 + \sum_{i=1}^{T} a_i g_{i,k}^2 \right) \right] \leq \log \left( \mathbb{E} \left[ \epsilon^2 + \sum_{i=1}^{T} a_i g_{i,k}^2 \right] \right) \leq \log \left( \epsilon^2 + \sigma^2 \sum_{i=1}^{T} a_i \right)
\]
Hence,
\[
\mathbb{E} \sum_{t=1}^{T} (a_t/\bar{a}_t) \|g_t\|^2 \leq \eta^2 \sum_{k=1}^{d} \left( \log \left( \epsilon^2 + \sigma^2 \sum_{i=1}^{T} a_i \right) - \log(\epsilon^2) \right) \leq \eta^2 d \log \left( 1 + \frac{\sigma^2}{\epsilon^2} \sum_{i=1}^{T} a_i \right).
\] (58)
The proof is finished. \(\square\)