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Abstract. The uncertainty principle of $SE(2)$ allows to construct a coherent states transform that is strictly related to the Bargmann transform for the group $\mathbb{H}^2$. The corresponding target space is characterized constructively and related to the almost complex structure of $SE(2)$ as a contact manifold. Such a coherent state transform provides a model for neural activity maps in the primary visual cortex, that are then described in terms of minimal uncertainty states. The results of the model are compared with the experimental measurements.
1. Introduction

Several notions of coherent states have been formulated that capture in great generality many aspects of this intrinsically interdisciplinary territory \([1]\). Perhaps the most classical one when dealing with Lie group symmetries is that of Gilmore-Perelomov (GPCS) \([23, 1]\), that considers the orbits of some given fiducial vector under the action of irreducible unitary representations of the Lie group of interest. The main issue arising when this notion is applied to the Euclidean groups \(E(n)\) is that the irreducible representations are not square integrable, hence no resolution of unity is provided by linear superposition on \(L^2(E(n))\) of projectors, since this would give rise to divergence. This problem has been addressed in \([18]\), with the use of reducible representations constructed as direct integrals over finite intervals of representation parameters, while in \([1]\) the authors provide square integrable representations on the related homogeneous spaces as an application of a powerful result which makes use of the geometry of coadjoint orbits for semidirect product groups. Moreover, in \([1]\) it is also pointed out that the construction of reproducing kernel Hilbert spaces (RKHS) is always possible for GPCS, independently on the square integrability, by restricting to the target of the corresponding coherent state transform.

We addressed the problem from a different perspective. Our approach is strongly motivated by the studies concerning the geometrization of the structure of the primary visual cortex (V1) in mammals \([13, 24, 12]\), the first cortical region involved in the processing of visual stimuli captured by the retinal receptors \([16]\). The functional architecture of V1 presents indeed the concurrency of two different symmetries, since the action of single neurons can be modeled as a linear filtering of retinal images with the (canonical) coherent states of the second Heisenberg group \(H^2\) \([13, 25]\), while the internal axonal connectivity can be described in terms of the Lie algebra of the group of Euclidean motions of the plane \(SE(2)\) \([12]\). These two symmetries are tied together by the so-called orientation preference maps (OPM), that are mappings from the Euclidean plane \(\mathbb{R}^2\) to the real projective line \(P^1\) defining at each point of V1, represented as a flat surface, the orientation of the Gabor filter corresponding to the relative cell \([22]\). These maps contain then informations on how coherent state analysis of two dimensional images is performed by V1 neurons using a two dimensional set of parameters instead of the total four dimensional set, due to the layered structure of V1, and have proven to be intimately related with the connectivity \([9]\).

The purpose of linking these two apparently unrelated symmetries has lead us to the GPCS notion of Euclidean coherent states, with fiducial vector chosen as a minimizer of the uncertainty principle for the irreducible representation of \(SE(2)\). The corresponding RKHS can be related to the abstract construction explained in \([1]\), but its concrete realization contains some extra structure which is relevant for the understanding of this specific problem. More precisely, the characterization of the space of surjectivity for the coherent state transform is similar to the one of the well known Bargmann-Fock space: an \(L^2\) summability condition, but with respect to a singular measure, and a complex differentiability condition. This is not trivial, since the dimension of \(SE(2)\) is odd, and hence it can carry only an almost complex structure \([6]\): analyticity is then replaced by the weaker CR condition \([4]\). Then, while complex differentiability is enough to get surjectivity for \(H^2\), in this case the excess of redundancy in the coherent state transform needs also to be controlled by the measure. Moreover, this RKHS coincides with the target space of the canonical Bargmann transform when this last is restricted to irreducible Hilbert spaces for the
representations of $SE(2)$). This result provides then a link between the two symmetries, and also motivates the CR condition, which naturally arises from the corresponding restriction of the ordinary Cauchy-Riemann equations.

In [3] we provided a model of the structure of OPM [8, 7, 9] grounded on neurophysiological findings, which is able to reproduce neural activities of V1 measured in the in-vivo experiments and is in agreement with the proposed notion of coherent states. We would like to emphasize that this concrete application provides not only a motivation for the entire work, but also an example of a biological system whose remarkable organization can be deeply inspiring and demanding.

The paper is organized as follows. In Section 2 we first provide precise definitions of the irreducible Hilbert spaces for the representations of $SE(2)$, following the classical approach introduced in [28]. Then we define the natural coherent state transform acting on $L^2(S^1)$ and with Theorem 2.18 we characterize its Hilbert space of surjectivity $P^F_\lambda$. After a comparative discussion on the group structures of $H^2$ and $SE(2)$, with Theorem 2.23 and Corollary 2.24 we then explicit the functional relations between the two symmetries, showing that the newly defined transform acts as the projection of the classical Bargmann transform on $P^F_\lambda$. In Section 3 we present, as the fundamental application, the model for activated regions of V1 introduced in [3]: after a description of the functional architecture of V1 and of the experimental setting, we precisely state the model in terms of the introduced coherent states and compare the results with the measurements.

2. Lie group symmetries and coherent states

2.1. The group $SE(2)$ and the Heisenberg groups

The Euclidean motion group $SE(2) = R^2_q \times S^1_\theta$ is the noncommutative Lie group obtained as semidirect product between translation and counterclockwise rotations of the Euclidean plane with the usual composition law $(q', \theta') = (q + r_\theta q, \theta)$. The left invariant vector fields can be calculated as [12]

\[ X_1 = -\sin \theta \partial_{q_1} + \cos \theta \partial_{q_2} , \quad X_2 = \partial_\theta \]

whose commutator is given by

\[ X_3 = [X_1, X_2] = \cos \theta \partial_{q_1} + \sin \theta \partial_{q_2} \].

Since the two vector fields together with their commutator span the tangent space at any point, by Chow theorem [20] every couple of points can be connected by curves that are piecewise Lie group exponential mappings

\[ (q', \theta') = \text{Exp}(t(X_1 + kX_2))(q, \theta) \]

for some $t, k \in \mathbb{R}$, i.e. the group $SE(2)$ is naturally endowed with a so-called sub-Riemannian structure. The nonintegrable distribution of planes provided by $X_1$ and $X_2$ defines then a contact structure, associated to the contact form

\[ \omega = \cos \theta dq_1 + \sin \theta dq_2 \]

and $SE(2)$ can be seen as the double covering of the manifold of contact elements of the plane $\mathbb{R}^2 \times \mathbb{P}^1$. This last one is not orientable and hence can not carry a global contact form [6], but it is useful to note that it arises naturally as the projectivization of the four dimensional phase space [2].
If we denote by $H^n$ the $n$-th Heisenberg group \cite{14, 20} in its semidirect product form $\mathbb{R}^n \rtimes (\mathbb{R}^n \times \mathbb{R})$, defined by the group law
\[(p', q', t') \cdot (p, q, t) = (p' + p, q' + q, t' + t + p'q)\]
we note that, by an argument analogous to the one expressed for $SE(2)$, we can associate to it a contact structure in the Darboux normal form \cite{2, 6}\[\omega_0 = pdq - dt\]
in accordance with the notion of $H^n$ as a central extension of the commutative $\mathbb{R}^{2n}$.

Darboux theorem tells then that locally the geometry of $SE(2)$ is that of $H^1$, which indeed is its metric tangent cone \cite{15}. Moreover, as we noted, the contact structure (3) is directly inherited by the symplectic structure of the phase space $\mathbb{R}^4$, whose central extension returns the $H^2$ group. This will be the point that will permit to relate, in subsection 2.4, the groups $SE(2)$ and $H^2$ in terms of the complex structures underlying their coherent states transforms.

### 2.2. Coherent states of the Euclidean motion group

We consider the coherent states of $SE(2)$ obtained with the Gilmore-Perelomov (GPCS) definition \cite{23, 1}, starting from a minimum of the uncertainty principle. In order to do that, we make use of the irreducible representations of $SE(2)$ \cite{28, 27}, and of the related algebra representation.

**Proposition 2.1.** The action of the irreducible unitary representation of $SE(2)$ with parameter $\Omega \in \mathbb{R}$ on $u \in L^2(S^1)$ is given by
\[\Pi^{\Omega}(q, \theta)u(\varphi) = e^{-i\Omega(q_1 \cos \varphi + q_2 \sin \varphi)}u(\varphi - \theta)\] (4)
and for any $\phi_0 \in S^1$ we obtain a representation that is unitarily equivalent to (4) up to rotations, as
\[\Pi^{\Omega, \phi_0}(q, \theta)u(\varphi) = e^{-i\Omega(q_1 \cos(\varphi - \phi_0) + q_2 \sin(\varphi - \phi_0))}u(\varphi - \theta) .\] (5)

**Corollary 2.2.** The representation of the Lie algebra of $SE(2)$ reads
\[d\Pi^{\Omega, \phi_0}X_{1_0} = i\Omega \sin(\varphi - \phi_0) , \quad d\Pi^{\Omega, \phi_0}X_{2_0} = \frac{d}{d\varphi}\] (6)
where $X_{1_0}$ and $X_{2_0}$ are the infinitesimal generators corresponding to the left invariant vector fields \cite{1}.

Minimal uncertainty states for $SE(2)$ in the irreducible representation can be obtained as eigenvectors of the properly constructed annihilation operator \cite{14} in terms of the operators provided by (6). This specific uncertainty principle has been discussed e.g. in \cite{11, 10}, and we will be interested only in the eigenvector with eigenvalue zero.

**Proposition 2.3.** The equation for minimal uncertainty states with zero average angular momentum \cite{11} reads
\[\left(\frac{d}{d\varphi} + \lambda \Omega \sin(\varphi - \phi_0)\right)u^{\lambda, \Omega, \phi_0}(\varphi) = 0\] (7)
and is solved by
\[u^{\lambda, \Omega, \phi_0}(\varphi) = Ne^{\lambda \Omega \cos(\varphi - \phi_0)}\]
where $N$ is the $L^2(S^1)$ normalization. For $\phi_0 = 0$ we will simply denote them as $u^{\lambda, \Omega}$.

GPCS can then be constructed starting from the fiducial vector $u^{\lambda, \Omega}$.

**Definition 2.4.** We consider the family of coherent states for the group $SE(2)$
\[\psi^{\lambda, \Omega}(q, \theta; \varphi) \equiv \Pi^{\Omega}(q, \theta)u^{\lambda, \Omega}(\varphi) .\] (8)
2.3. The Bargmann transform for the two dimensional Euclidean group

This subsection is devoted to the analysis of the coherent state transform defined by the family \([8]\), which we will call \(SE(2)\)-Bargmann transform in analogy with the classical Bargmann transform (see also Theorem 2.23). Its Hilbert space of surjectivity, denoted \(\mathcal{P}_\Omega^\lambda\), is the space of functions on \(SE(2)\) that satisfy an \(L^2\) summability condition and a complex differentiability condition, as for the ordinary Bargmann space \([14]\). Following the classical strategy used in \([28]\) to characterize the irreducible Hilbert spaces for the representations of \(SE(2)\), the summability with respect to the \(\mathbb{R}^2\) variables is expressed in terms of a Hilbert space \(\mathcal{H}_\Omega\) which, roughly speaking, consists of functions whose Fourier transform is concentrated on a circle, and hence can be treated as functions in \(L^2(S^1)\). The complex differentiability relies instead on the almost complex structure that can be associated to \(SE(2)\) as a contact manifold \([6]\), and tells that \(\mathcal{P}_\Omega^\lambda\) is a space of CR functions \([4]\).

**Definition 2.5.** We will call \(SE(2)\)-Bargmann transform of a function \(\Phi \in L^2(S^1)\)

\[
\mathcal{B}_\Omega^\lambda \Phi(q, \theta) = \langle \Omega^\lambda(q, \theta) u^\lambda, \Phi \rangle_{L^2(S^1)} \tag{9}
\]

We start now the construction of the Hilbert space \(\mathcal{H}_\Omega\). In what follows we will use for the (unitary) Fourier transform the convention

\[
\mathcal{F} f(k) = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{-ik \cdot x} f(x) \, dx .
\]

**Definition 2.6.** Let \(f \in \mathcal{S}(\mathbb{R}^2)\) be a function in the Schwartz class and call \(\hat{f} \in \mathcal{S}(\mathbb{R}^2)\) its Fourier transform. We define the distributions

\[
\hat{f}^\Omega(k) = \hat{f}(k) \frac{1}{\Omega} \delta(|k| - \Omega) \in \mathcal{S}'(\mathbb{R}^2)
\]

\[
f_\Omega(x) = \left(\frac{1}{2\pi}\right)^2 f * j_0(\Omega |x|) = \int_{\mathbb{R}^2} f(y) j_0(\Omega |x - y|) \frac{dy}{(2\pi)^2} \in \mathcal{S}'(\mathbb{R}^2)
\]

where \(j_0\) stands for the Bessel function of order zero \([28]\)

\[
j_0(s) = \int_{0}^{2\pi} e^{i s \cos(\varphi)} \, d\varphi.
\]

We will also call the corresponding operators from \(\mathcal{S}\) to \(\mathcal{S}'\)

\[
\mathcal{P}_\Omega \hat{f}(k) = \hat{f}^\Omega(k) ; \quad \mathcal{P}_\Omega f(x) = f_\Omega(x).
\]

**Definition 2.7.** By \(\langle \cdot, \cdot \rangle_\Omega\) we denote the seminorm on \(\mathcal{S}(\mathbb{R}^2)\)

\[
\langle \hat{f}, \hat{f}^\Omega \rangle_\Omega = \left(\langle \hat{f}(k)^2 \mathcal{d}\mu_\Omega(k) \rangle \right)^{1/2}
\]

noting that \(\langle \hat{f}, \hat{f}^\Omega \rangle_\Omega = \left(\int_{\mathbb{R}^2} |\hat{f}(k)|^2 \mathcal{d}\mu_\Omega(k) \right)^{1/2}\), where \(\mathcal{d}\mu_\Omega(k) = \frac{1}{\Omega} \delta(|k| - \Omega) \, dk\), and by \(\langle \cdot, \cdot \rangle_\Omega\) we denote the functional on \(\mathcal{S}(\mathbb{R}^2)\)

\[
\langle f, f^\Omega \rangle_\Omega = \left(\langle f(k)^2 \mathcal{d}\mu_\Omega(k) \rangle \right)^{1/2}.
\]

The introduced operators \(\mathcal{P}\) and functionals \(\langle \cdot, \cdot \rangle\) are related by distributional Fourier transform, as expressed by the following lemma.

**Lemma 2.8.** The following hold

i) \(\mathcal{P}_\Omega = \mathcal{F}^{-1} \mathcal{P}_\Omega^\lambda \mathcal{F}\) in distributional sense

ii) \(\langle f, f^\Omega \rangle_\Omega = \langle \hat{f}, \hat{f}^\Omega \rangle_\Omega\) for all \(f \in \mathcal{S}(\mathbb{R}^2)\).
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Proof. The first claim reads equivalently $\mathcal{F}f_\Omega = \hat{f}_\Omega$. To this end we only need to show

$$
(\mathcal{F}j_0(\Omega \cdot |)) (k) = \frac{2\pi}{\Omega} \delta(|k| - \Omega)
$$

since by standard arguments on tempered distributions

$$
(\mathcal{F}f_\Omega) (k) = \frac{1}{(2\pi)^2} (\mathcal{F}f * j_0(\Omega \cdot |)) (k) = \frac{1}{2\pi} \hat{f} (k) (\mathcal{F}j_0(\Omega \cdot |)) (k).
$$

To see (12), take $\psi \in \mathcal{S}(\mathbb{R}^2)$

$$
\frac{2\pi}{\Omega} \langle \delta(|k| - \Omega), \mathcal{F}\psi \rangle_{\mathcal{S}' \mathcal{S}} = 2\pi \int_0^{2\pi} \hat{\psi}(\Omega \cos \varphi, \Omega \sin \varphi) d\varphi
$$

$$
= \int_0^{2\pi} d\varphi \int_{\mathbb{R}^2} d\psi(x)e^{-i\Omega|x|\cos(\varphi - \alpha_x)} = \int_{\mathbb{R}^2} d\psi(x) \int_0^{2\pi} d\varphi e^{i\Omega|x||\cos \varphi}.
$$

The second claim is then a consequence of Definition 2.6 and the distributional Parseval theorem, since $(\hat{f}_\Omega, \hat{f})_{\mathcal{S}' \mathcal{S}} = (\mathcal{F}f_\Omega, \mathcal{F}f)_{\mathcal{S}' \mathcal{S}}$.

**Definition 2.9.** Let $\sim^\Omega$ be the equivalence relation induced by (10)

$$
\hat{f}_1 \sim^\Omega \hat{f}_2 \iff \{ \hat{f}_1 - \hat{f}_2 \}^\Omega = 0
$$

and $[\cdot]^\Omega$ the corresponding equivalence classes. We call $\mathcal{H}^\Omega$ the space $\mathcal{H}^\Omega = \mathcal{S}(\mathbb{R}^2)/\sim^\Omega$ and denote by $[\cdot]^\Omega$ its elements.

By definition, then, we have that $\| \cdot \|^\Omega$ is a norm on $\mathcal{H}^\Omega$. Moreover, since this quotient keeps only informations on the behavior of functions on the circle of radius $\Omega$, the elements of $\mathcal{H}^\Omega$ can be considered as functions of the polar angle.

**Lemma 2.10.** $\mathcal{H}^\Omega \approx \mathcal{H}^\Omega \upharpoonright_{\mathcal{S}' \mathcal{S}} \approx L^2(S^1)$

Proof. Any element $[\hat{f}]^\Omega \in \mathcal{H}^\Omega$ is represented by a function of the polar angle of $k$ as $[\hat{f}]^\Omega (\varphi) = \hat{f}(\Omega \cos \varphi, \Omega \sin \varphi) \in \mathcal{S}(S^1)$. In particular,

$$
\hat{f}\Omega (k) = [\hat{f}]^\Omega (\varphi) \frac{1}{\Omega} \delta(|k| - \Omega).
$$

Moreover, we have that $\| \hat{f} \|^\Omega = \|[\hat{f}]^\Omega\|_{L^2(S^1)}$. The density of the quotient space relies then on the ordinary density result of $\mathcal{S}(S^1)$ in $L^2(S^1)$.

By Lemma 2.8 and Lemma 2.10 also (11) is a seminorm.

**Corollary 2.11.** The functional $\| \cdot \|^\Omega$ is a seminorm on $\mathcal{S}(\mathbb{R}^2)$ and the corresponding equivalence classes are formed by functions that are equal when convolved with the Bessel function $j_0$. More precisely

$$
\| f_1 - f_2 \|^\Omega = 0 \Leftrightarrow (f_1 - f_2)_\Omega = 0
$$

and in this case we write $f_1 \sim_\Omega f_2$ and indicate by $[\cdot]_\Omega$ the related equivalence classes.

**Definition 2.12.** We will call $\mathcal{H}_\Omega$ the closure of the quotient space $\mathcal{S}(\mathbb{R}^2)/\sim_\Omega$ with respect to the norm $\| \cdot \|_\Omega$ and denote by $[\cdot]_\Omega$ its elements.

Lemma 2.8 can now be applied to the introduced Hilbert spaces.
Corollary 2.13. The spaces $\mathcal{H}_\Omega$ and $\mathcal{H}^\Omega$ are Fourier transformed of one another. More precisely the Fourier transform

$$\mathcal{F} : \mathcal{H}_\Omega \to \mathcal{H}^\Omega$$

is a bijection, isometric with respect to the norms $\| \cdot \|_\Omega$ and $\| \cdot \|^{\Omega}$.

Remark 2.14. The spaces $\mathcal{H}_\Omega$ and $\mathcal{H}^\Omega$ are Hilbert spaces. Indeed, for $\mathcal{H}^\Omega$ the natural scalar product $\langle \cdot , \cdot \rangle^\Omega$ is the one inherited from $L^2(S^1)$ while for $\mathcal{H}_\Omega$ we can define $\langle [f]_\Omega , [g]_\Omega \rangle^\Omega = \langle \hat{f}^\Omega , \hat{g}^\Omega \rangle_{L^2(S^1)} = \langle f_\Omega , g_\Omega \rangle_{S'}$. Where the last transition is due to Corollary 2.13.

We recall that by the standard arguments in [28, 27] and the theory of direct integral for $SE(2)$, Lemma 2.10 and Corollary 2.13 provide the following.

Proposition 2.15. The Hilbert spaces $\mathcal{H}_\Omega$ and $\mathcal{H}^\Omega$ are $SE(2)$ invariant.

Working with equivalence classes allows some useful flexibility, but should be handled carefully. In order to avoid confusion, we explicitly state this corollary.

Corollary 2.16. Let $f$ be in $L^2(\mathbb{R}^2)$ and $\Phi$ in $L^2(S^1)$. Then

i) an element $[f]_\Omega$ of $\mathcal{H}_\Omega$ can be represented as an $S'$ distribution by $f_\Omega$

ii) we can unambiguously extend the notation $[\cdot]_\Omega$ to $S'$ distributions of type $T = \Phi(\cdot)\frac{1}{2\pi}\delta(|k| - \Omega)$, meaning $[T]_\Omega = \Phi(\cdot)$.

Proof of ii). To any distribution $T = \Phi(\cdot)\frac{1}{2\pi}\delta(|k| - \Omega)$ we can indeed associate a function $\hat{f}_T \in L^2(\hat{\mathbb{R}}^2)$ such that $\hat{f}_T^\Omega(\varphi) = \Phi(\varphi)$, simply providing one $L^2$ prolongation outside the circle, e.g. $\hat{f}_T(k) = \Phi(\varphi)(g(|k|))$. So ii) amounts to say that we indicate for simplicity $[T]_\Omega$ to mean $[\hat{f}_T]_\Omega$.

These notions allow us to define the Hilbert space of surjectivity for the $SE(2)$-Bargmann transform.

Definition 2.17. Let us call

$$\mathcal{H}_\Omega(\mathbb{R}^2, S^1) = \{ F : \mathbb{R}^2_q \times S^1_\theta \to \mathbb{C} \text{ such that } \theta \mapsto F(q, \theta) \text{ is in } L^2(S^1) \text{ and } q \mapsto F(q, \theta) \text{ is in } \mathcal{H}_\Omega \}$$

and let us say that a function $F : \mathbb{R}^2_q \times S^1_\theta \to \mathbb{C}$ is $CR^\lambda$ if

$$X_2 - i\lambda X_1 \ F = 0 \quad (14)$$

where $X_1$ and $X_2$ are the left invariant differential operators given by [4].

We define the $SE(2)$-Bargmann space as

$$\mathcal{P}^\lambda_{\Omega} = \mathcal{H}_\Omega(\mathbb{R}^2_q, S^1_\theta) \cap CR^\lambda \quad (15)$$

On the basis of this definition we can indeed prove the following.

Theorem 2.18. $\mathcal{B}^\lambda_{\Omega} : L^2(S^1) \to \mathcal{P}^\lambda_{\Omega}$ is an isometric surjection.

Proof. By direct computation we can see that the functions $\mathcal{B}^\lambda_{\Omega}\Phi(q, \theta)$ satisfy equation (14) for any $\Phi \in L^2(S^1)$.
Moreover, the distributional Fourier transform of
\[ q \mapsto B^λ_Ω(\varphi, \Theta) = \langle \PiΩ(\Theta, q)u^{λ,Ω}, \Phi \rangle_{L^2(S^1)} \]
\[ = N \int_{S^1} d\varphi e^{iΩ(q_1 \cos \varphi + q_2 \sin \varphi)} e^{λΩ \cos(\varphi - \Theta)} \Phi(\varphi) \]  

(16)
can be calculated as for Lemma 2.8 i), providing
\[ \mathcal{F}B^λ_Ω(\varphi, \Theta) = Ne^{λΩ \cos(\varphi - \Theta)} \Phi(\varphi) \frac{1}{Ω} δ(|k| - Ω) \]

(17)
hence (16) is the \( S' \) representation of a \( H_Ω \) function, as from Corollary 2.16 i).

The isometry can now be proved since
\[ \left[ \mathcal{F}B^λ_Ω \Phi \right]_Ω(\varphi, \Theta) = Ne^{λΩ \cos(\varphi - \Theta)} \Phi(\varphi) \]

as in Corollary 2.16 ii), and
\[ \int_{S^1} d\varphi \int_{S^1} d\Theta \left| \left[ \mathcal{F}B^λ_Ω \Phi \right]_Ω(\varphi, \Theta) \right|^2 = \int_{S^1} |Φ(\varphi)|^2 d\varphi . \]

To prove surjectivity, consider a function \( F(q, \Theta) \) satisfying (14). Then its Fourier transform with respect to the \( q \) variables must satisfy
\[ (θ_0 + λκ \sin(\varphi - \varphi)) \mathcal{F}F(κ \cos \varphi, κ \sin \varphi, \Theta) = 0 . \]

(18)
hence
\[ \mathcal{F}F(κ \cos \varphi, κ \sin \varphi, \Theta) = e^{λκ \cos(θ - \varphi)} \Phi(φ)g(κ) \]

for some \( Φ(φ), g(κ) \). But \( F ∈ H_Ω(ℝ^2, S^1) \), so \( Φ ∈ L^2(S^1) \) and \( g(κ) = cδ(κ - Ω) \). \( ∎ \)

We remark that equation (18) is the same as equation (7), so the CR property on this space is a minimal uncertainty condition.

As a corollary, we can express the inversion of the \( SE(2) \)-Bargmann transform in a familiar way.

**Corollary 2.19.** The following holds
\[ \Phi(φ) = \left[ \int_{L^2(ℝ^2 × S^1)} Π|k|(θ, q)u^{λ,|k|}(φ)(ΠΩ(θ, q)u^{λ,Ω}, \Phi)_{L^2(S^1)} \frac{dq \, dΘ}{2π} \right]_Ω \]

Proof. By (17) we have
\[ Φ(φ)\frac{1}{Ω} δ(|k| - Ω) = N \int_{0}^{2π} dθ e^{λΩ \cos(φ - Θ)} \mathcal{F}B^λ_Ω(κ, Θ) \]
\[ = N \frac{2π}{Ω} \int_{0}^{2π} dθ \int_{ℝ^2} dq e^{-i|q|(q_1 \cos φ + q_2 \sin φ)} e^{λΩ \cos(φ - Θ)} B^λ_Ω(κ, Θ) \]
\[ = \int_{L^2(ℝ^2 × S^1)} Π|k|(θ, q)u^{λ,|k|}(φ)(ΠΩ(θ, q)u^{λ,Ω}, \Phi)_{L^2(S^1)} \frac{dq \, dΘ}{2π} . \]

By Corollary 2.16 ii) we can then conclude. \( ∎ \)
This result shows explicitly that the choice of the equivalence class does not amount to simply set \(|k| = \Omega\) when applied to \(S'\) distributions, but rather allows to overcome the divergence that this position would give. This divergence is indeed the counterpart of the \(L^2(SE(2))\) nonintegrability discussed in [18]. In the end, the precise definition of the space \(H_\Omega\) provides a constructive way to realize the summability condition for the RKHS related to the \(SE(2)\)-Bargmann transform that would result following the approach described in [1].

2.4. Connections with the Heisenberg group \(\mathbb{H}^2\)

This subsection provides a relation between the symmetries defined by \(SE(2)\) and \(\mathbb{H}^2\) in terms of their coherent states transforms and the related complex structures. As we have seen, the \(SE(2)\)-Bargmann transforms are CR functions in the almost complex structure of \(SE(2)\). On the other hand, it is well known that the Bargmann transform is analytic with respect to the complex structure of \(\mathbb{R}^4\), that corresponds precisely to the symplectic structure that induces the contact structure of \(SE(2)\). As it will be clear with Proposition 2.22, the almost complex structure related to the \(SE(2)\)-Bargmann space is indeed the one induced on \(\mathbb{R}^2 \times S^1\) considered as a real submanifold of \(\mathbb{C}^2\) [4]. The center of \(\mathbb{H}^2\), which prevents any direct relation between the two groups, does not interfere at the level of coherent states, since it behaves as a phase factor and is usually disregarded in favor of the usage of the so-called projective (Schrödinger) representation [14, 23, 1].

For notational convenience we recall the following two classical results.

**Definition 2.20.** For any \(\sigma \in \mathbb{R}^+\), we obtain a family of minimal uncertainty coherent states for the Heisenberg group \(\mathbb{H}^2\) on \(L^2(\mathbb{R}^2)\) as

\[
\psi^{\sigma}_{q,p}(x) = Me^{i\nu(x-q)}e^{-\frac{|x-q|}{2\sigma^2}}, \quad (q,p) \in \mathbb{R}^4
\]

where \(M\) is the \(L^2(\mathbb{R}^2)\) normalization. In what follows we will indicate the space-frequency analysis provided by the \(\mathbb{H}^2\) coherent states transform as

\[
F(q,p) = \langle \psi^{\sigma}_{q,p}, f \rangle_{L^2(\mathbb{R}^2)}.
\]

**Proposition 2.21.** The Bargmann transform of \(f \in L^2(\mathbb{R}^2)\), defined as \(B_{\mathbb{H}^2} f(q,p) = e^{\frac{\sigma^2 p^2}{2}} F(q,p)\) is an isometry onto the Bargmann space

\[
\mathcal{F}_\sigma = L^2(\mathbb{R}_q^2 \times \mathbb{R}_p^2, e^{-\frac{\sigma^2 p^2}{2}}dqdp) \cap Hol(\mathbb{C}^2_{z_1, z_2})
\]

where holomorphy is intended with respect to the complex structure \(z_j = (q_j, \sigma^2 p_j)\)

\[
(\partial q_j + i\sigma^2 q_j) B_{\mathbb{H}^2} f = 0 \quad , \quad j = 1, 2.
\]

The simple observation that leads the argument consists in inspecting the frequency behavior of functions (19) in polar coordinates. Setting \(\sigma^2 p = \lambda (\cos \theta, \sin \theta)\)

the localization in frequency space reads

\[
e^{-\frac{|k-p\|^2}{2\sigma^2}} = e^{-\frac{|k|^2}{2\sigma^2}} e^{-\frac{\lambda^2}{2\sigma^2}} e^{\lambda |k| \cos(\varphi - \theta)}
\]

so in particular angular localization satisfies minimal uncertainty \([7]\).
Proposition 2.22. Let \( F(q,p) \) be given by \([27]\), and let \( U(k,p) \) be its spatial Fourier transform \( U(k,p) = \mathcal{F}_{tp} F(k,p) \). By setting both variables in polar coordinates, call \( U^{\lambda,\kappa}(\varphi,\theta) = U(\lambda \cos \varphi, \kappa \sin \varphi, \frac{\lambda}{\sigma^2} \cos \theta, \frac{\kappa}{\sigma^2} \sin \theta) \). Then the functions \( \vartheta \mapsto U^{\lambda,\kappa}(\varphi,\theta) \) are minimal uncertainty states for \( SE(2) \) in the \( \varphi \)-rotated representation \([7]\).

Proof. Any \( C^2 \)-analytic function restricted to the real submanifold obtained by fixing the modulus of \( p \) is a CR function \([4]\) with respect to the vector fields that generate the group \( SE(2) \). Specifically, from the Cauchy-Riemann equations \((21)\) it follows that

\[
(X_2 - i\sigma^2 |p| X_1) B^{se^2} f = 0.
\]  

(23)

We note that since no derivation is performed along \(|p|\), this equation equivalently holds also for \((20)\), and we are in the same situation as in the proof of Theorem 2.18, holding equation \((18)\). \hfill \Box

Proposition 2.22 motivates the following.

Theorem 2.23. Let us denote by \( -B^{se^2} \) the linear extension of \( B^{se^2} \) to tempered distributions \( S' \) (see \([22]\)), and let \( f \in L^2(\mathbb{R}^2) \) then

\[
- B^{se^2} f_\Omega(q,p) = c B^{se^2}_\Omega(\hat{f})^\Omega(q,p)
\]

where the constant \( c \) is given by \( c = \frac{\sqrt{\jmath 0(2\jmath \Omega)}}{\sigma^{\sqrt{2}}} e^{-\frac{\sigma^2 q^2}{2}} \).

Proof. We prove the result first by showing that the Bargmann transform acts as a composition of \( SE(2) \)-Bargmann transforms, and then projecting to an irreducible subspace. Calling \( \hat{f}^{(\kappa)}(\varphi) = \hat{f}(\kappa \cos \varphi, \kappa \sin \varphi) \), and according to \([22]\)

\[
B^{se^2} f(q,p) = e^{\frac{\sigma^2 |q|^2}{2}} \langle \psi_{q,p}^\sigma, f \rangle_{L^2(\mathbb{R}^2)} = e^{\frac{\sigma^2 |p|^2}{2}} \langle \mathcal{F} \psi_{q,p}^\sigma, \mathcal{F} f \rangle_{L^2(\mathbb{R}^2)}
\]

\[
= Me^{\frac{\sigma^2 |p|^2}{2}} \int_{\mathbb{R}^2} dk e^{ikq} e^{-\frac{\sigma^2 |k-p|^2}{2}} \hat{f}(k)
\]

\[
= M \int_0^{\pm \infty} dk e^{\frac{-\sigma^2 q^2}{2}} \int_{S^1} d\varphi e^{i\jmath q_1 \cos \varphi + q_2 \sin \varphi} e^{\jmath \kappa \cos(\varphi - \theta)} \hat{f}(\kappa)(\varphi)
\]

\[
= M \int_0^{\pm \infty} dk e^{\frac{-\sigma^2 q^2}{2}} \langle \Pi^\kappa(\theta, q) u^{\lambda,\kappa}, \hat{f}(\kappa) \rangle_{L^2(S^1)}
\]

and the normalization constants are \( M = \frac{1}{\sigma^{\sqrt{2}}} \) and \( N = \frac{1}{\sqrt{\jmath 0(2\jmath \Omega)}} \).

The proof is concluded since if we perform the Bargmann transform on \( f_\Omega \), then by Lemma 2.8 \( \mathcal{F} f_\Omega(k) = \hat{f}^{\Omega}(k) = \frac{1}{\jmath \Omega} (\hat{f})^{\Omega} \delta(\kappa - \Omega). \) \hfill \Box

The relations among the various Hilbert spaces is now summarized.

Corollary 2.24. The following diagram is commutative

\[
\begin{array}{cccc}
L^2(\mathbb{R}^2) & \xrightarrow{P_\Omega} & \mathcal{H}_\Omega(\mathbb{R}^2) & \xrightarrow{\mathcal{F}} & \mathcal{H}^{\Omega}(\mathbb{R}^2) \approx L^2(S^1) \\
B^{se^2} & \xrightarrow{P_{\Omega^\lambda}} & B^{se^2} & \xrightarrow{\mathcal{F}} & \mathcal{P}^\lambda_{\Omega}
\end{array}
\]

where the map \( \mathcal{H}_\Omega(\mathbb{R}^2) \xrightarrow{B^{se^2}} \mathcal{P}^\lambda_{\Omega} \) is intended in the sense of Theorem 2.23 and \( B^{se^2} \) transforms with respect to the \( p \) variable are considered as functions of the polar angle.
Proof. The only relation that has not been inspected is $\mathcal{P}_\Omega : \mathbb{F}_\sigma \rightarrow \mathcal{P}\mathcal{F}_\Omega$. The $CR^\lambda$ regularity is due to \cite{23}, while $[\mathcal{B}\mathcal{H}^2 f(q,p)]_\Omega$, where the equivalence class is considered with respect to $q$, belongs to $\mathcal{H}_\Omega(\mathbb{R}^2_\theta \times S^1_\theta)$, where $\theta$ is the polar angle of $p$. The commutativity (up to a constant factor), can be seen by direct computation. Denoting with $\mathcal{F}_{qk}$ the Fourier transform with respect to spatial variables $P\mathcal{F}_\Omega \mathcal{F}_{qk} \left( B\mathcal{H}^2 f \right)(k,p) = 2\pi \sigma^2 M \mathcal{P}\mathcal{F}_\Omega \tilde{f}(k) e^{-\frac{|k|^2+2\sigma^2|p|}{2\sigma^2} \frac{|k| \cos(\theta-\varphi)}}$.

Then, by (17) and Theorem 2.23

$\mathcal{P}_\Omega \mathcal{F}_{qk} \left( B\mathcal{H}^2 f \right) (k,p) = 2\mathcal{F}_{qk} \left( B\mathcal{H} f_\Omega \right) (k,p)$

hence using Lemma 2.8 we have $\mathcal{P}_\Omega B\mathcal{H}^2 f(q,p) = 2B\mathcal{H}^2 f_\Omega(q,p)$.\hfill\qed

3. A model for activated regions

The primary visual cortex V1 shows a remarkable organization of neurons devoted to specific sensory measurements and axonal connections that allow elaborated perceptive tasks. Both are involved in the maps of orientations preference (OPM) shown in Fig.1, which have been measured by means of in-vivo experiments designed to activate specific cortical regions corresponding to populations of cells with similar preferred orientation \cite{8,7}. We recall here the model presented in \cite{3} that is able to describe and reproduce the images obtained by these experiments in terms of the $SE(2)$-Bargmann transform \cite{9}, hence providing a geometric interpretation for the OPM.

3.1. The functional architecture of V1

V1 is the first cortical area which elaborates the visual signal, sent by the retina. To each V1 cell there corresponds a receptive field, a region of the visual field that, when stimulated, will cause a neuron response. V1 is organized in a so-called retinotopic way, meaning that the centers of receptive fields relative to nearby neurons are correspondingly close. Moreover, nearby receptive fields are highly overlapping, providing a complete covering of the visual field. Since the works of Hubel and Wiesel in the 60’s, V1 cells are known to be selective for local orientations of the visual stimuli, i.e. the main direction that characterizes retinal images restricted to the receptive field. More recently, orientation selectivity has been described in a much deeper detail, the response of V1 simple cells being modeled as a Gabor filtering in \cite{13}, and this assumption has been lately validated experimentally \cite{25}. Given the input $f \in L^2(\mathbb{R}^2)$ as a function on the retina, cell response can then be assumed to be given by $F(q,p)$ as in \cite{20}. The variable $q$ denotes the center of a cell receptive field and $p$ denotes a wave vector whose polar angle $\theta$ characterizes the cell orientation selectivity. This response is a complex function, whose real and imaginary parts describe respectively the output of two different population of cells, called even and odd cells \cite{25}. As a local approximation, we will consider the retina and V1 as flat surfaces, and the retinotopic organization as the identity map \cite{16}, so that we can intend $q \in \mathbb{R}^2$ as the position on V1 of a given cell. We will also consider, in an additional approximation, that the size of a receptive field, corresponding to the parameter $\sigma$ in \cite{20}, is an intrinsic
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constant parameter \( b \). From the point of view of orientation selectivity, V1 can be modeled \( 24, 12 \) as the 3-dimensional fiber bundle \( \mathbb{R}_q^2 \times \mathbb{P}_\theta^1 \), where each point \((q, \theta)\) corresponds to a specific cell. The concrete two dimensional organization corresponds to a section that associates to a cell located at \( q \) a preferred orientation \( \theta \), and is commonly referred to as OPM (see Fig. 1 left).

Axonal connections in V1 can be broadly classified into two main classes: local connections, among nearby neurons, and long-range connections. In \( 12 \) it has been proposed a geometric model for long-range connections in the space \( \mathbb{R}_q^2 \times S_\theta^1 \) as an implementation of the geometry of the \( SE(2) \) group, that considers two cells \((q, \theta)\) and \((q', \theta')\) as connected by curves \( 2 \). This approach has shown effectiveness in reproducing different tasks, described by the Gestalt principle of good continuation. Moreover, the connectivity of V1 provides links between far away cells according to their preferred orientation \( 9 \), showing then the relation with OPM.

Several geometric analyses have been proposed concerning the formation of OPM in terms of self-organization and in the framework of the physics of defects \( 23 \). We must note also that the presence of spontaneous neural activities in the early development of the visual cortex plays a determinant role in the formation of OPM. This is mainly due to the so-called retinal random waves \( 17 \), that are wavefronts randomly propagating in the retina. Each visual cortex is then subject to a randomness that is characteristic of the specific animal, which is then coded in its realization of OPM.

Some crucial principles of organizations of these structures were pointed out in \( 21 \), noting in particular that the Fourier spectrum of the orientation maps is approximately concentrated on a circle (see Fig. 1 right), or equivalently that these aperiodic structures possess isotropic internal correlations at a fixed characteristic length. A very recent analysis \( 19 \) quantifies these observations with much sharper instruments, and also include them into a generative model. In \( 21 \) it was also introduced an empirical method able to reproduce orientation map-like structures as a superposition of complex plane waves with random phases: indeed, if \( \phi_\varphi \) is a white noise with values in \([0, 2\pi]\) and indexed by \( \varphi \in \mathbb{P}^1 \), then the structures in Fig. 1 can be approximately reproduced as

\[
\theta(q) = \frac{1}{2} \arg \int_0^\pi e^{2i\varphi} \cos(\Omega(q_1 \cos \varphi + q_2 \sin \varphi) + \phi_\varphi) \, d\varphi \tag{24}
\]

where the integral should properly be intended in Itô sense.

The experiments that allow to obtain OPM as in Fig. 1 left \( 8, 7, 9 \) rely on optical imaging techniques that quantify blood charge in the neural tissue using fMRI. This setting is then used to measure the activity in V1 caused by cells responses to so-called gratings. Gratings are images constituted by straight parallel black and white stripes shifting along the perpendicular direction, that can be easily provided by plane waves with phase shift. Experiments with gratings have shown that activated regions depend only on the angle at which they are presented, or better the orientation, since the stimulus, and consequently the resulting activity, can not be distinguished at angles of \( \pi \) due to the phase shift. An example of the images obtained is given in Fig. 2 left. The result of this experiment is then a family of real maps \( \{A_\alpha(q)\}_{\alpha \in \mathbb{P}^1} \), that can be used to obtain the OPM coded with colors as in Fig. 1 by performing a vector sum and then considering the resulting orientation \( 8 \) (see Fig. 2 right):

\[
\theta(q) = \frac{1}{2} \arg \int_0^\pi e^{2i\alpha} A_\alpha(q) \, d\alpha \tag{25}
\]
We note that, starting from a given orientation map \( \theta(q) \), a way to obtain activated regions that are compatible with (25) is by scalar product, i.e.

\[
A_\alpha(q) = \Re \left( e^{-i2\alpha} e^{i2\theta(q)} \right) 
\]

so in particular if we consider the construction (24), then (26) reduces to

\[
A_\alpha(q) = \int_0^\pi \cos \left( \Omega(x \cos \varphi + y \sin \varphi) + \phi(\varphi) \right) \cos(2(\varphi - \alpha)) d\varphi .
\]

We are going to see that model introduced in [3] does indeed reproduce activities in the form (27), and hence OPM in the form (24), but starting from a geometric model of the activities, so that OPM arise as a consequence of the color coding (25).

3.2. Reproducing activated regions

The model we have proposed in [3] in order to reproduce the activity patterns resulting from the gratings experiment can be stated in terms of an \( SE(2) \)-Bargmann transform of a specific white noise process. This will be properly symmetrized due to the intrinsic characteristics of the patterns, and the presence of randomness will be motivated in terms of the retinal random waves previously described. The geometry of the different activities resulting from the exposure to gratings at various orientations is then motivated in terms of the uncertainty principle, providing a description of a family of functions indexed by orientations in terms of a single function on the group.

**Statement of the model** Given a white noise \( \phi_\varphi \) with values in \([0, 2\pi]\) and indexed by \( \varphi \in [0, \pi] \), and considering a prolongation to \( \varphi \in [0, \pi] \) such that \( \phi_{\varphi + \pi} = -\phi_\varphi \), we define the functions

\[
F_1^\lambda(q, \theta) = B_1^{\lambda} e^{i\phi(q, \theta)} = \int_0^{2\pi} e^{i\Omega(q_1 \cos \varphi + q_2 \sin \varphi) + \lambda \Omega \cos(\varphi - \theta)} e^{i\phi \varphi} d\varphi
\]

recalling that they are minimal uncertainty states in the sense of Proposition 2.22.
Starting from them we define the activity functions \( \{ A_\theta : \mathbb{R}^2 \to \mathbb{R} \}_{\theta \in \mathbb{P}_1} \) as
\[
A_\theta(q) = F_1^\lambda(q, \theta) + F_1^\lambda(q, \theta + \pi) - F_1^\lambda(q, \theta + \frac{\pi}{2}) + F_1^\lambda(q, \theta + \frac{3\pi}{2})
= \Re \left( F_1^\lambda(q, \theta) - F_1^\lambda(q, \theta + \frac{\pi}{2}) \right). \tag{28}
\]
These functions are indeed \( \pi \) periodic in \( \theta \), to represent orientations, and provide opposite response at orthogonal angles: \( A_{\theta + \frac{\pi}{2}} = -A_\theta \), as it is the case for V1 cells.

By direct computation we can explicitly write (28) in the following form

**Lemma 3.1.** Calling
\[
V_1^\lambda(\varphi) = \cosh(\lambda \Omega \cos \varphi) - \cosh(\lambda \Omega \sin \varphi)
\tag{29}
\]
then (28) reads
\[
A_\theta(q) = \int_0^\pi \cos(\Omega(q_1 \cos \varphi + q_2 \sin \varphi + \phi(\varphi)) + \theta) d\varphi \tag{30}
\]
We note that, if we consider a real retinal image obtained as a superposition of plane random waves \([17]\) at a fixed wavelength as given by
\[
f(x) = \int_0^\pi \cos(\Omega(x_1 \cos \varphi + x_2 \sin \varphi + \phi(\varphi)) d\varphi
\]
then by Theorem 2.23 the function \( F_1^\lambda \) can be obtained as the the resulting cell response in the form (20). This in particular motivates the choice of random phases \( \phi(\varphi) \).

**Comparison with the experiments** In Fig. 2 we show a comparison with the experiments. The parameters were chosen as \( \lambda \Omega \approx 1 \), providing an approximate equipartition of uncertainty \([11]\). However the results are stable under small variations of \( \lambda \Omega \). This is reasonable, since the functions (29) are such that
\[
V_1^\lambda(\varphi) \approx \cos(2\varphi) \quad \text{for} \quad \lambda \Omega \lesssim 1
\]
up to a multiplicative constant. This ensures in particular that the expression (27) can be considered as an approximation to (30).

**Figure 2.** Left, the configurations of orientation activity maps as experimentally observed (extracted from [9]). Center, a sample of the activity maps \( A_\theta \) produced by (30). Right, gray valued images visualize the maps \( A_\theta \) by varying the angle \( \theta \). The color image has been constructed associating a color coding representation to preferred orientations, as in (25). (Center and right figures extracted from [3]).
4. Conclusions

The introduced notion of $SE(2)$-Bargmann space allows to pass the problem of nonintegrability of the representation using a measure that is singular in the Fourier domain, hence reflecting the behavior of the irreducible representation. This method is constructive, and permits to perform integrations on the group in terms of equivalence classes. Moreover, the choice of a fiducial vector as a minimum of the uncertainty principle provides a relation between two symmetries that appeared unrelated as $SE(2)$ and $H^2$. This relation is given at the level of coherent states transforms, and relies on a compatibility of the complex structures associated to the coherent states of the two Lie groups, that can then be considered nested one into the other from this perspective. Moreover, it allows to complete the concrete construction of the space of surjectivity of the $SE(2)$-Bargmann transform.

This approach unifies two main symmetries present in the maps of orientation preference of the primary visual cortex, and allows to produce a model that is able to reproduce neural maps of activity measured experimentally. The model is based on the uncertainty principle of $SE(2)$, describing activated regions in terms of minimal uncertainty states. This uncertainty principle acts at the macroscopic level, hence does not rely on any microscopic physics assumption on the brain, but rather refers to functional features of the cortex. The modularity of the Lie group approach allows to extend the models to other higher symmetries characterizing the functional architecture, as in [26], and in perspective to model high level functionality of vision.

References

[1] Ali S.T., Antoine J.P. and Gazeau J.P., Coherent states, wavelets and their generalizations. Springer 2000.
[2] Arnold V.I., Mathematical Methods of Classical Mechanics. Springer 1989.
[3] Barbieri D., Citti G., Sanguinetti G. and Sarti A., An uncertainty principle underlying the functional architecture of V1. J. Physiol. Paris, to appear.
[4] Baouendi M.S., Ebenfelt P. and Rothschild L.P., Real submanifolds in complex space and their mappings. Princeton 1999.
[5] Bargmann V., On a Hilbert space of analytic functions and an associated integral transform. Part II. Application to distribution theory. Comm. Pure Appl. Math. 1967., 20: 1101.
[6] Blair D.E., Riemannian geometry of contact and symplectic manifolds. Birkhäuser 2002.
[7] Blasdel G.G., Orientation selectivity, preference, and continuity in monkey striate cortex. J. Neurosci 1992, 12:3139-3161.
[8] Bonhoeffer T. and Grinvald A., Iso-orientation domains in cat visual cortex are arranged in pinwheel-like patterns. Nature 1991, 353(6343):429-431.
[9] Bosking W. H., Zhang Y., Schofield B. and Fitzpatrick D., Orientation selectivity and the arrangement of horizontal connections in tree shrew striate cortex. J. Neurosci 1997, 17(6):2112-2127.
[10] Breitenberger E., Uncertainty measures and uncertainty relations for angle observables. Found. Phys. 1985,15:353-364.
[11] Carruthers P. and Nieto M.M., Phase and angle variables in quantum mechanics. Rev. Mod. Phys 1968, 40:441-440.
[12] Citti G. and Sarti A., A cortical based model of perceptual completion in the roto-translation space. J. Mathematical Imaging and Vision 2006, 24(3):307-326.
[13] Daugman J.G., Uncertainty-relation for resolution in space, spatial frequency and orientation optimized by two dimensional visual cortical filters. J. Opt. Soc. Am. A 1985, 2(7):1160-1169.
[14] Folland G.B., Harmonic analysis on phase space. Princeton 1989.
[15] Gromov M., Carnot-Carathéodory spaces seen from within. Sub-Riemannian geometry, Progr. Math. 1996, 144:79323, Birkhäuser.
[16] Hubel D.H. and Wiesel T.N., Ferrier Lecture. Functional Architecture of Macaque Monkey Visual Cortex. Proc. R. Soc. Lond. B 1977, 198:1-59.
[17] Huberman A.D., Feller M.B. and Chapman B., Mechanisms underlying development of visual maps and receptive fields. Annu. Rev. Neurosci. 2008, 31:479-509.

[18] Isham C.J. and Klauder J.R., Coherent states for n dimensional Euclidean groups E(n) and their application. J. Math. Phys. 1991, 32(3):607-620.

[19] Kaschube M., Schnabel M., Löwel S., Coppola D.M., White L.E. and Wolf F., Universality in the evolution of orientation columns in the visual cortex. Science 2010, 330(6007):1113-1116.

[20] Montgomery R., A tour of subriemannian geometries, their geodesics and applications. AMS 2002.

[21] Niebur E. and Wörgötter F., Design principles of columnar organization in visual cortex. Neural Computation 1994, 6(4):602-614.

[22] Ohki K., Chung S., Kara P., Hübener M., Bonhoeffer T., Reid C., Highly ordered arrangement of single neurons in orientation pinwheels. Nature 2006, 442(7105):925-928.

[23] Perelomov A., Generalized coherent states and their applications. Birkhäuser 1986.

[24] Petitot J. and Tondut Y., Vers une neurogéométrie. Fibrations corticales, structures de contact et contours subjectifs modaux. Mathematiques, Informatique et Sciences Humaines 1999, 145:5-101.

[25] Ringach D., Spatial structure and symmetry of simple-cell receptive fields in macaque primary visual cortex. J. Neurophysiology 2002, 88(1):455-63.

[26] Sarti A., Citti G. and Petitot J., The symplectic structure of the primary visual cortex. Biol. Cybernetics 2008, 98(1):33-48.

[27] Sugiura M., Unitary representations and harmonic analysis: an introduction. Elsevier 1990.

[28] Vilenkin N.J., Special functions and the theory of group representations. AMS 1968.

[29] Wolf F. and Geisel T., Spontaneous pinwheel annihilation during visual development. Nature 1998, 395(6697):73-78.