Abstract—Prediction of stock price and stock price movement patterns has always been a critical area of research. While the well-known efficient market hypothesis rules out any possibility of accurate prediction of stock prices, there are formal propositions in the literature demonstrating accurate modeling of the predictive systems can enable us to predict stock prices with a very high level of accuracy. In this paper, we present a suite of deep learning-based regression models that yields a very high level of accuracy in stock price prediction. To build our predictive models, we use the historical stock price data of a well-known company listed in the National Stock Exchange (NSE) of India during the period December 31, 2012 to January 9, 2015. The stock prices are recorded at five minutes interval of time during each working day in a week. Using these extremely granular stock price data, we build four convolutional neural network (CNN) and five long- and short-term memory (LSTM)-based deep learning models for accurate forecasting of the future stock prices. We provide detail results on the forecasting accuracies of all our proposed models based on their execution time and their root mean square error (RMSE) values.
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I. INTRODUCTION

Analysis of financial time series and prediction of future stock prices and future stock price movement patterns have been an active area of research over a considerable period of time. While there are people who believe in the well-known efficient market hypothesis and claim that it is impossible to forecast stock prices accurately, propositions exist in the literature that demonstrate that it is possible to predict the values of stock prices with a very high level of accuracy using optimally designed and fine-tuned models. The latter have focused on the choice of variables, appropriate functional forms, and techniques of forecasting. Time series decomposition of stock price data is also a popular approach for stock price forecasting [1-2]. The use of machine learning and deep learning-based approaches are also adopted in some propositions [3]. An approach based on text mining and natural language processing in analyzing the sentiments in the social media, and utilizing that information in building a non-linear predictive model for accurate stock price prediction has been proposed in the literature [4]. Deployment of a suite of convolutional neural networks (CNN) for achieving a very high level of accuracy in the forecasting of the stock price has also been proposed [5].

Numerous contributions exist in the literature on technical analysis of stock prices that attempt to identify patterns in stock price movement so that profitable decisions can be made on stock market investments. A gamut of indicators has been proposed in the literature for characterizing the behavior of stock price movement. Some of the important indicators like moving average convergence divergence (MACD) and meta sine wave etc., provide the potential investors with visual representations enabling them to make wise decisions in investments in the stock market.

In this work, we present a suite of regression models for forecasting of future stock prices of a well-known company listed in the National Stock Exchange (NSE) of India. The proposition includes three regression models that are built on convolutional neural networks (CNNs) and four predictive models based on long-and-short-term memory (LSTM) networks. The models differ in their architectural designs and input data structures.

The contributions of the paper are three-fold. First, unlike most of the existing propositions in the literature, the models presented here are designed to handle extremely granular stock price data collected at 5 min interval of time. Second, our propositions include deep learning models that provide a very high level of accuracy in stock price forecasting. The most accurate model in this work yields a value of 0.00625 as a ratio of root mean square error (RMSE) to the mean value of the target variable in the test data set. Third, the proposed models are very fast in execution. The fastest model took to 83.42s to execute over a training dataset consisting of 19500 records and a test dataset with 20500 records on the target hardware platform.

The rest of the paper is organized as follows. In Section II, we very briefly discuss some related work on forecasting of stock prices. Section III presents a detailed discussion on the stock price data that we have used, and the research methodology we followed in this work. Detailed experimental results on the performance of our proposed suite of models are presented in Section IV. Finally, we conclude the paper in Section V.

II. RELATED WORK

Forecasting of future stock prices and stock price movement patterns have been an active area of research over a long period of time. The propositions are quite diverse in their methodology and algorithms used by them. However, most of the approaches can broadly categorized into three groups. The propositions belonging to the first category follow ordinary least square (OLS) regression or some form of its variants on cross-sectional data [6-8]. Unfortunately, models using this approach fail to achieve high accuracy in
forecasting. This is because of the fact that the assumptions made by the models are, most often, not satisfied by the real-world data. The propositions of the second category use time series models using econometric approaches like autoregressive integrated moving average (ARIMA), vector autoregression (VAR), and autoregressive distributed lag (ARDL) [9-11]. Although, these models perform well on financial time series data with dominant trend and seasonality components, their performance on volatile data exhibiting high degree of randomness has been suboptimal.

The models in the third category are learning-based systems that use various algorithms of machine learning, deep learning and natural language processing on structured and unstructured data including textual information in the social web [12-14]. The predictive models belonging to the third category are found to be most effective in handling volatile and extremely granular financial time series data.

The most common drawback of the majority of the existing approaches for stock price prediction is their inability to effectively handle randomness in financial time series data. Our current work attempts to address this problem by exploiting the high learning abilities of convolutional neural networks (CNNs) and long-and-short-term memory (LSTM) networks.

III. METHODOLOGY

In this work, our main goal is to build a framework of predictive models for accurately forecasting the open value of the stock price of the company Bharat Forge listed in the NSE, India. We use stock price data for the company Bharat Forge for the period December 31, 2012 (which was a Monday) to January 9, 2015 (which was a Friday). During this period of time, the stock price data have been captured at an interval of 5 minutes by the Metastock tool [15]. For building the models, we use the stock price data for the period: December 31, 2012 to December 30, 2013. The models are tested on the historical stock price data from December 31, 2013 to January 9, 2015. The entire dataset has also been organized in a form of a weekly sequence of data from Monday to Friday. The training and the test datasets consist of 19500 and 20500 records respectively. Each record consists of the following attributes: (i) date, (ii) time slot, (iii) open, (iv) high, (v) low, (vi) close, and (vii) volume.

We build seven deep learning-based regression models for forecasting stock prices. In the univariate models, the variable open is used as the target variable, and the future open values are predicted using its past values. In the multivariate models, while open is still used as the response variable, other variables, e.g., high, low, close, and volume are used as the predictors. For testing the models, an approach called multi-step forecasting with walk-forward validation approach is followed [8]. Following this method, the models are built using the records in the training dataset, and then the open values of the Bharat Forge stock for the next are forecasted. At the completion of one week, the actual open values of that week are included in the training dataset, and then the forecasts for the open values for the next week are made. At each round, forecasting of the open values for the five days in the upcoming week is made.

We have demonstrated the efficacy and efficiency of convolutional neural networks (CNNs) in time series analysis and forecasting in one of our recently published work [5]. In the current work, in addition to exploiting the power of CNN, we propose the application of long-and-short-term memory (LSTM) networks in analysis and forecasting on a complex multivariate time series.

CNNs have two processing layers that are responsible for carrying out the major computations [5]. While the convolutional layers are responsible for identifying the important features from the input data, the pooling or sub-sampling layers summarize those features and extract the most prominent among them in a neighborhood. The final pooling layer feeds its output into one or more dense layers, and the classification or regression tasks are performed.

LSTM is a variant of deep neural network that has the capability to read and interpret sequential data like text or time series [14]. LSTM networks have the ability to maintain their state information using memory cells and gates. The gates enable these networks to reject irrelevant information of the past, remember important information in the current state, and capture the input to the system at the current instant of time, in order to produce the output as the forecast for the next time instant. The state vector in the LSTM memory cell carries out aggregation of the old information received from the forget gates, and the most recent information received from the input gates. Finally, the output gates produce the output from the network at the current slot. This output can be considered as the forecasted value computed by the model for the next time [14].

We propose seven different deep learning-based predictive models in this work. The models vary in their design, architecture, and input data shapes. Among these models, three are based on CNN architecture and the remaining four are built on LSTM networks. The models are: (i) CNN model with univariate input data of the previous one week, (ii) CNN model with univariate input data of the previous two weeks, (iii) CNN model with multivariate input data of the previous two weeks, (iv) LSTM model with univariate input data of previous one week, (v) LSTM model with univariate input data of previous two weeks, (vi) Encoder-decoder LSTM model with univariate data of previous two weeks, (vii) Encoder-decoder LSTM model with multivariate input data of previous two weeks.

In the following, a brief outline on the architectural details of the above models is presented. The details of these models can be found in [5, 14].

The first model is built on a CNN architecture that takes the previous one week’s data as the input and makes forecasting of the next week’s open values in a multi-step walk-forward manner. The input data shape is (5, 1) indicating that only one attribute (i.e., open) of the stock price time series is used for the five days in the previous week. The model deploys one convolutional layer and one max-pooling layer. The output of the max-pooling layer is reshaped into a flat one-dimensional vector, and then the flattened vectors is allowed to pass into a fully-connected layer. Finally, the output layer predicts the open values for the next five days. The model is trained using 20 epochs and a batch size of 4 using a rectified linear unit (ReLU) as the activation function in the convolutional and the max-pooling layer, and ADAM as the optimizer. The architecture of the model is presented in Fig. 1. We refer to this model as CNN model.
The second model is also a CNN model that uses the previous two weeks’ open values as its input, and forecasts the next week’s open values in a univariate manner. The architecture of the model is identical to that of CNN#1 model, except for the input data shape, which is (10, 1) for this model. We refer to this model as the CNN#2 model.

The third model is a multivariate CNN model that uses the previous two week’s data as its input. Each of the five variables, i.e., open, high, low, close, and volume is used as a separate channel in a CNN. Two convolutional layers with 32 filter maps with a kernel size of 3 are deployed in this model. A max-pooling layer follows the second convolutional layer. Another convolutional layer followed by a second max-pooling layer process the data. One fully connected layer with 100 nodes processes the data after the second max-pooling layer, before the output layer produces the forecast of the next five open values. Fig. 2 presents the architecture of the model, which we call as CNN#3 model.

The fourth model and the first of the LSTM suite is a univariate LSTM model that uses the previous one week’s open values to forecast the open values in the next week. The shape of the input data to the model is (5, 1) as in the case of the CNN#1 model. The input data is passed through an LSTM layer consisting of 200 nodes. The output of the LSTM layer propagates through a dense layer that has 200 nodes at its input and 100 nodes at the output. Finally, the forecasted values are produced by the output layer that is connected to the fully-connected layer. The output layer has 100 nodes at its input and 5 nodes at the output. Fig. 3 shows the architecture of the model, which we refer to as LSTM#1.

The fifth model and the second model in the LSTM suite is also a univariate model with the previous two weeks’ open values as the input. The architectural design and all parameters of the models are all identical to those of the LSTM#1 model, except for the input data shape which is (10, 1). We call this model as LSTM#2.

The sixth model and the third one in the LSTM suite is an encoder-decoder univariate model with the past two weeks’ data as the input [14]. We call this model as LSTM#3, which is shown in Fig. 4.
The seventh and the fourth model in the LSTM suite is an encoder-decoder LSTM model that uses a multivariate time series data as its input. The model receives the previous two weeks’ stock price data with all the variables, i.e., open, high, low, close, and volume, as the inputs. Based on this multivariate input, the model forecasts the actual open values of the stock for the five days in the next week. Fig. 5 shows the architecture of this model. We call this model LSTM #4.

IV. PERFORMANCE RESULTS

In this Section, we present the performance results of the deep learning models. Each model is tested over 10 rounds, and the performance of the model is noted in terms of the overall RMSE, the RMSE values for the individual days of a week (i.e., Monday – Friday), the time needed to execute one round of the model, and the ratio of the RMSE to the mean of the actual open value in the test dataset. It may be noted that the number of records in the training and the test dataset were 19500 and 20250 respectively. The mean open value in the test dataset is 628.53. The model has been executed on a computing machine consisting of an Intel i7 CPU with a clock speed of 2.60 GHz – 2.569 GHz, and 16GB RAM, and running on 64-bit Windows 10 operating system. The execution time for each round is noted in seconds.

TABLE I. CNN REGRESSION RESULTS: UNIVARIATE TIMESERIES WITH ONE WEEK DATA AS INPUT (CNN#1)

| No. | RMSE  | Mon  | Tue  | Wed  | Thu  | Fri  | Time  |
|-----|-------|------|------|------|------|------|-------|
| 1   | 3.840 | 2.90 | 3.60 | 3.90 | 4.20 | 4.50 | 85.62 |
| 2   | 5.471 | 4.50 | 5.30 | 5.30 | 5.80 | 7.40 | 81.07 |
| 3   | 4.370 | 3.90 | 4.10 | 4.80 | 4.70 | 5.00 | 83.71 |
| 4   | 3.804 | 4.80 | 3.50 | 3.80 | 5.00 | 4.40 | 83.49 |
| 5   | 3.840 | 3.00 | 3.50 | 3.90 | 4.20 | 4.50 | 80.57 |
| 6   | 3.964 | 3.20 | 3.80 | 4.00 | 4.20 | 5.50 | 82.74 |
| 7   | 4.138 | 2.20 | 3.50 | 4.50 | 4.60 | 4.00 | 82.67 |
| 8   | 3.852 | 3.00 | 3.40 | 3.80 | 4.20 | 5.50 | 82.20 |
| 9   | 3.364 | 3.60 | 4.30 | 4.40 | 4.80 | 4.60 | 83.98 |
| 10  | 3.944 | 2.90 | 3.90 | 3.90 | 4.10 | 4.70 | 84.64 |
| Mean| 4.158 | 3.22 | 3.80 | 4.23 | 4.49 | 4.87 | 83.42 |
| Min | 3.804 | 2.90 | 3.40 | 3.80 | 4.10 | 4.40 | 80.57 |
| Max | 5.471 | 4.50 | 5.30 | 5.30 | 5.80 | 7.40 | 86.20 |
| SD  | 0.517 | 0.50 | 0.58 | 0.51 | 0.53 | 0.90 | 1.80 |
| RMSE/ Mean | 0.0066 | 0.005 | 0.006 | 0.007 | 0.007 | 0.008 |

Table I presents the performance results of the CNN#1 model. It is observed that the CNN#1 model takes, on an average, 83.42s for the execution of one round. It yields a mean value of the ratio of RMSE to the mean of the open values in the test dataset as 0.0066. The mean RMSE values of the model is found to increase consistently from Monday to Friday. Fig. 6 presents the performance results of the CNN#1 model for round #5 in Table I. The mean RMSEs for the model for Monday to Friday have been found to be 0.005123, 0.006189, 0.00673, 0.007144, and 0.007748.

The performance results of the CNN#2 are presented in Table II. The model exhibits a mean execution time of 87.29s for one round, which is higher than that of the model CNN#1 model. The average value of the ratio of the RMSE to the mean of the actual open values is 0.0062, which is smaller than the corresponding value of the model CNN#1. The mean RMSE of the model for the five days in a week were 0.004868, 0.005823, 0.006316, 0.006587, and 0.007303 respectively. Fig. 7 depicts the variations of RMSE of the model as per the round #1 in Table II.

The performance results of the CNN#3 model are presented in Table III. While the mean execution time for one round of the model is 116.45s, the RMSE to the mean of the actual open values in the test dataset for the model is found to be 0.0090. The mean RMSE values for the different days in a week for the model are found to be 0.008051, 0.008751, 0.008862, 0.009673, and 0.009689 respectively. Fig. 8 shows the variations of RMSE with respect to different days in a week as per the round 6 in Table III.
Table IV presents the performance of the LSTM#1 model. It is observed that the mean time of execution of one round of the model is 330.75s, while the value of the RMSE to the mean open value in the test dataset is 0.007. The mean RMSE of the model for different days in a week are 0.006094, 0.006825, 0.00716, 0.007414, and 0.007716 for Monday to Friday respectively. Fig. 9 shows how the mean RMSE of the model varies for different days in a week as per the round 7 in Table IV.

Table V shows that the mean time for execution of one round of the model LSTM#2 is 544.2s, while the value of the ratio of RMSE to the mean of the actual open values in the test dataset is 0.007. The mean daily RMSE of the model for different days in a week are 0.006253, 0.006253, 0.007223, 0.007573, and 0.007828 respectively. Fig. 10 depicts the way the mean RMSE of the model varies with different days in a week as per the round 10 in Table V.
Overall, the CNN models are found to have outperformed the fastest in execution, the model CNN #2 is the most accurate. The performance results of the model LSTM#3 are presented in Table VI. The model takes a mean time of 305.41s for each round, and it yields a value of 0.0083 as the ratio of the RMSE to the mean open value. The mean RMSE for different days in a week were found to be 0.007382, 0.00821, 0.008496, 0.008576, and 0.009069 from Monday to Friday respectively. Fig.11 shows the variations of RMSE of the model as per the round 3 in Table VI.

Table VII presents the performance of the LSTM#4 model. The model needs 838.92s, on an average, for each round. The ratio of the RMSE to the mean open value in the test dataset yielded by the model is 0.0115. The mean RMSE values for the model with respect to different days in a week are 0.010771, 0.011201, 0.011519, 0.011742, and 0.012028 from Monday to Friday respectively. Fig. 12 shows how the RMSE varies over different days in a week for LSTM#4 as per the round 8 in Table VII.

Table VIII provides a comparative analysis of all the seven models that we have presented in this work. The models are ranked based on two metrics: execution time, and the ratio of RMSE to the mean open value in the test dataset. It is observed that while the CNN #1 model is found to be the fastest in execution, the model CNN #2 is the most accurate. Overall, the CNN models are found to have outperformed their LSTM counterparts in both the metrics.

Table VIII. Comparison of Different Models Based on Execution Time and RMSE

| Execution Time | RMSE/Mean |
|----------------|-----------|
| Model          | Value     | Rank | Model          | Value     |
| CNN #1         | 83.42s    | 1    | CNN #2         | 87.29s    | 2    |
| CNN #2         | 99.52s    | 3    | LSTM #3        | 116.45s   | 3    |
| LSTM #3        | 306.41s   | 4    | LSTM #4        | 330.75s   | 5    |
| LSTM #4        | 544.42s   | 6    | CNN #3         | 544.42s   | 7    |
| CNN #3         | 838.92s   | 7    | LSTM #4        | 544.42s   | 7    |

Fig. 12. RMSE of LSTM#4 - multivariate encoder-decoder LSTM model with the previous two weeks’ data as input (Round #8 of Table VII)

V. CONCLUSION

In this paper, we have presented a suite of the deep learning-based regression model for forecasting stock price on a daily basis for a forecast horizon of one week. While three models are built on CNN architecture, four regression models are designed following LSTM networks. The models were constructed using optimized hyperparameters and then tested on extremely granular stock price data collected at an interval of five minutes. Experimental results showed that while the models exhibited wide divergence in their accuracy and execution speeds, all of them yielded a very high level of accuracy in their forecasting results. In general, the CNN-based models outperformed their LSTM counterparts both in terms of their execution speed and accuracy in prediction.
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