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Abstract
Satellite observations of anthropogenic carbon dioxide (CO₂) emissions within urban settings offer unique potential to understand carbon sources and sinks and evaluate carbon mitigation strategies. Despite availability of column-averaged dry air mole fraction of CO₂ (XCO₂) from Orbiting Carbon Observatory-2 (OCO-2), temporal variations of XCO₂ and their drivers in cities remain poorly understood due to inconsistent definitions of urban extent, diverse urban forms, and unresolved impacts of urban vegetation on carbon fluxes. To this end, this study revealed that OCO-2 XCO₂ measurements from 2014 to 2018 exhibited statistically significant seasonal and trend components for each city. A correlation analysis suggested a weak association between XCO₂ trends and fossil fuel CO₂ emissions (FFCO₂) trends but a close relationship between yearly average XCO₂ and FFCO₂ trends. Vegetation abundance exhibited a negative relationship with the XCO₂ seasonality, though it only explained 21% of the variance. No statistically significant relationship between urban morphological factors (areal extent, complexity, and compactness) and temporal XCO₂ components was observed. However, urban morphological factors had a close relationship with the total amount of FFCO₂ aggregated over the study period. Thus, it was speculated that urban morphological factors exerted their influence on XCO₂ through fossil fuel consumption. When only cities of high normalized difference vegetation index seasonality were used, statistically significant correlation coefficients between urban morphological factors and winter/summer averaged XCO₂ measurements were found. The variations of these correlation coefficients between leaf-on and leaf-off seasons stress the important role that urban trees play in mitigating carbon emissions in cities.

1. Introduction
Cities are a major source of greenhouse gas (GHG) emissions and account for ~70% of energy-related carbon dioxide (CO₂) emissions worldwide (Duren & Miller, 2012; International Energy Agency, 2008). Social and economic activities in urban areas, because of their large magnitude, lead to carbon flows roughly estimated to be responsible for up to 80% of the total anthropogenic flux of CO₂ in North America (Gurney et al., 2018; Jones & Kammen, 2014). As the urban population is expected to surpass 9 billion by 2050 (United Nations, 2014), many cities are implementing strategies for reducing carbon emissions due to increased pressure to abate climate change impacts and improve air quality for public health. Organizations such as the C40 Cities Climate Leadership Group, Cities Alliance, and the Global Covenant of Mayors for Climate and Energy are positioned to help cities implement policies and share practices for mitigating urban emissions. As a result, accurate quantification of anthropogenic CO₂ emissions is of importance to verify, monitor, and report the efficiency of emission reduction strategies. Recently, the Second State of the Carbon Cycle Report called for a better characterization of urban carbon emissions, which is critical to understanding global anthropogenic carbon flux, drivers of fossil fuel-based consumption, and available policy options to cities in emissions mitigation (Gurney et al., 2018).

Both bottom-up and top-down approaches have been used to estimate carbon emissions in urban areas (Gurney et al., 2009; Gurney et al., 2012; Newman et al., 2016; Sargent et al., 2018; Turnbull et al., 2015). Bottom-up approaches generally involve integration of reported inventories from various sources (e.g.,
transportation, building, and industrial activities), while top-down approaches are associated with atmospheric GHG concentrations measured from surface monitoring stations or dedicated satellite sensors. Since most cities lack independent and comprehensive carbon inventories (Hutyra et al., 2014), carbon emissions estimated using bottom-up approaches may not exhibit reliable trends comparable at both intracity and intercity levels. In contrast, atmospheric carbon concentrations measured from surface stations or satellite sensors, together with inverse modeling (e.g., Hybrid Single-Particle Lagrangian Integrated Trajectory model by Stein et al., 2015), offer an alternative approach to evaluate carbon inventories and detect trends attributable to policy, regulation, or economic changes (Sargent et al., 2018; Stein et al., 2015). For example, Mitchell et al. (2018) showed divergent trends in CO₂ emissions using a decadal record of atmospheric CO₂ from five monitoring stations with strikingly different urban characteristics (urban core, residential, and rural) within the Salt Lake Valley region. Their study highlighted the necessity to build multiple network stations in urban areas to monitor surface GHG concentrations in both spatial and temporal domains. As such, carbon monitoring projects to build observational networks were initiated in many large cities such as Los Angeles (Feng et al., 2016), Salt Lake City (McKain et al., 2012), Paris (Bréon et al., 2015), Portland, Oregon (Rice & Bostrom, 2011), Boston (McKain et al., 2015), Indianapolis (Lauvaux et al., 2016), and Washington, DC/Baltimore (Mueller et al., 2018).

In addition to measurements from surface monitoring networks, spaceborne carbon observations have also been widely used to quantify carbon sources and sinks (Detmers et al., 2015; Lindqvist et al., 2015; Parazoo et al., 2013; Reuter et al., 2013; Schneising et al., 2014). Remote sensing-based atmospheric carbon concentrations may be better than those from surface monitoring stations in detecting emission trends due to its synoptic coverage and insensitivity to atmospheric motions (McKain et al., 2012). The dedicated satellites such as the Greenhouse Gases Observing Satellite (GOSAT; Kuze et al., 2009) and the Orbiting Carbon Observatory-2 (OCO-2; Crisp et al., 2004; Zhang et al., 2016) can provide accurate column-averaged retrievals of the dry air mole fraction of CO₂ (referred to as XCO₂; Buchwitz et al., 2017). Although these satellites were initially designed for understanding carbon fluxes at regional and continental scales, recent efforts have demonstrated their feasibility and effectiveness to examine anthropogenic carbon emissions in cities (Bovensmann et al., 2010; Hakkarainen et al., 2016; Janardanan et al. 2016; Kort et al., 2012). For example, using XCO₂ collected by the GOSAT, Kort et al. (2012) revealed an elevated carbon concentration of 3.2 ± 1.5 ppm in the city of Los Angeles relative to its rural part, which was consistent with the column enhancements (2–8 ppm) calculated using ground-based XCO₂ observations (Wunch et al., 2009). Hakkarainen et al. (2016) showed small isolated emission areas from cities were detectable from detrended and deseasonalized OCO-2 observations and a positive correlation between XCO₂ anomalies and emission inventories. Despite successful analysis of spaceborne carbon data in cities, only a few studies focus on intercity and intracity comparisons of emission trend that can be expected to shed light on the impacts of urbanization processes and patterns (e.g., urbanization intensity and urban form) in different environmental settings on the carbon cycle (Mitchell et al., 2018). As cities release the majority of energy-related carbon dioxide (~70% worldwide), quantification of XCO₂ trend among cities may also help understand the emission trend, facilitating evaluation of the effectiveness of carbon mitigation strategies.

The availability of XCO₂ retrievals from satellite sounders enables large-scale analysis of seasonal variations of carbon dioxide (Kulawik et al., 2016; Lindqvist et al., 2015; Reuter et al., 2013) that are mainly dominated by terrestrial biogenic carbon fluxes (Keppel-Aleks et al., 2012; Palmer et al., 2008). These seasonal variations, however, were not well understood in and among cities due to inconsistent definitions of urban extent, diverse urban forms, and presence of patchy vegetation in cities that induce uncertainty into the understanding of timing, magnitude, and direction of carbon fluxes (Hardiman et al., 2017; Hutyra et al., 2014; Raciti et al., 2012). In fact, most studies associated with urban carbon fluxes have been focused on a single city, making them spatially limited (e.g., eddy covariance flux towers; Bergeron & Strachan, 2011; Coutts et al., 2007; Järvi et al., 2012). This lack of intercomparisons among cities hinders understanding variations in vegetation abundance and urban morphological factors such as urban size and compactness and their impacts on carbon emissions. Therefore, based upon the XCO₂ retrievals from the OCO-2 satellite, this study attempted to provide a better understanding of temporal variations of XCO₂ among selected cities (48 cities in total based on data availability, further details in section 2.2) by addressing the following research questions (with hypothesis listed for each question):
1. How do interannual trends of $X_{CO_2}$ measurements correlate with those estimated from inventory of fossil fuel carbon dioxide emissions (FF$CO_2$)? (A high trend in fossil fuel consumption and its CO$_2$ emissions will lead to a high trend in satellite detected $X_{CO_2}$ measurements.)

2. How does urban vegetation abundance affect the intraannual variations of $X_{CO_2}$ measurements? (More vegetation abundance in a city will lead to higher seasonality of $X_{CO_2}$ measurements.)

3. What are the impacts of urban morphology (i.e., urban size, compactness, and complexity) on $X_{CO_2}$? (A compact city of small size and simplified shape will release fewer CO$_2$ emissions, as measured by $X_{CO_2}$, compared to a disperse city of large size and complex shape.)

By addressing these scientific questions, the objectives of this study are threefold: (1) to explore if and how satellite-based CO$_2$ retrievals can help track fossil fuel consumptions in urban areas over time and thus can help evaluate mitigation strategies deployed in cities; (2) to reveal the impacts of urban vegetation abundance on seasonal variations of $X_{CO_2}$, so that human-induced carbon emissions can be isolated and identified; and (3) to examine whether urban form (compact or dispersed urban form) based mitigation strategies would be helpful to reduce carbon emissions in cities.

2. Data and Methods

2.1. Data

In this study, version 9 OCO-2 $X_{CO_2}$ measurements from September 2014 to September 2018 were downloaded (available at https://disc.gsfc.nasa.gov/datasets?project=OCO) and used (Eldering et al., 2017). The satellite was launched in July 2014 and joined the “afternoon constellation” of satellites (also referred to as A-train, L’Ecuyer & Jiang, 2010) in sun-synchronous orbit with a nominal crossing time of 1:30 PM LT (local time). On board the satellite, three grating spectrometers are available to record 24 high-resolution spectra per second at wavelengths of approximately 0.76, 1.61, and 2.06 μm, respectively (Crisp et al., 2017). Each spectrometer can continuously provide across-track measurements in eight independent footprints (each footprint is less than 3 km$^2$), which have a spatial resolution of 1.3 × 2.25 km$^2$ at nadir view. The OCO-2 satellite is configured to alternate between nadir and glint modes and is occasionally switched to the target mode to collect measurements for ground validation sites (Schwandner et al., 2017). With the collected high-resolution spectra, $X_{CO_2}$ is estimated using the Atmospheric CO$_2$ Observations from Space algorithm with a retrieval accuracy of better than approximately 1 ppm (Crisp et al., 2017; O’Dell et al., 2012). Since these $X_{CO_2}$ measurements have large gaps in spatial coverage at the original configured temporal interval (16 day), monthly mean composites of $X_{CO_2}$ retrievals within each city boundary (delineated using the algorithm outlined in section 2.2) were used for revealing both seasonal and interannual variations (section 2.3).

Vegetation abundance in each city was estimated using version 6 Moderate Resolution Imaging Spectroradiometer (MODIS) Aqua monthly NDVI (normalized difference vegetation index) data (MYD13A3; Didan, 2015). Compared to EVI (enhanced vegetation index), NDVI is better suited for representing vegetation abundance in urban environments (e.g., Weng et al., 2004). The NDVI data were provided in the sinusoidal projection with a spatial resolution of ~1 km. The MYD13A3 product rather than the MOD13A3 (MODIS Terra) product was used since the former has a similar overpassing time as the OCO-2 satellite. Within each city boundary, pixels with a NDVI value larger than 0.05 were used and their values were summed up to form an integrated NDVI variable ($NDVI_{integ}$) to represent the total amount of vegetation in each city. The monthly $NDVI_{integ}$ variations were also subjected to the modeling of the seasonal component as outlined in section 2.3.

The FF$CO_2$ emission data were obtained from the 2018 version ODIAC (Open-source Data Inventory for Anthropogenic CO$_2$) emission estimates and projections (Oda et al., 2018; Oda & Maksyutov, 2011). The ODIAC emission data were initially developed for operational carbon flux inversions. It is a global carbon emission product for fossil fuel combustion and was estimated using point source carbon emissions and satellite images of nighttime light. The data product has a spatial resolution of 1 km and is distributed on a monthly basis. For each city, the total value of FF$_{CO_2}$ aggregated over the study period and the monthly total value of FF$_{CO_2}$ were quantified. Trends in the monthly total FF$_{CO_2}$ for the 48 cities were estimated using the modeling procedures in section 2.3.
2.2. Urban Extent and Morphological Factors

Urban extents for the selected 48 cities (Figure 1a, a list of cities were provided in supporting information Table S1) were delineated from the Global Human Settlement (GHS) BUILT-UP Grid product (Pesaresi et al., 2016). These 48 cities were selected since they have enough time series monthly $X_{CO_2}$ measurements (at least 16 monthly observations over the study period and at least 10 $X_{CO_2}$ measurements in a month for a city) for seasonal and interannual modeling. Additionally, these 48 cities provided a diverse set of city size and urban form that could be expected to provide insights into the understanding of potential drivers and mitigation strategies for urban carbon emissions.

The GHS BUILT-UP Grid is one of the dedicated urban extent products describing temporal and spatial evolutions of urban areas at the global scale. The built-up grid was produced using machine learning algorithms that can automatically process multisource data sets such as Landsat images, census data, and crowdsourcing information (Pesaresi et al., 2016). The built-up data were made public by the European Commission science hub (https://ec.europa.eu/jrc/en) and were available for four epochs: 1975, 1990, 2000, and 2014. In this study, the built-up map in 2014 at 38-m spatial resolution was used as it is the closest to the study period and suitable for city-level analysis. At present, the GHS BUILT-UP Grid is the most accurate urban extent product as evaluated in Europe and the United States with the Kappa coefficient (a statistic to indicate the accuracy level of land cover maps) slightly larger than 0.3 (Pesaresi et al., 2016).

To derive urban extent from the GHS BUILT-UP Grid, the City Clustering Algorithm (CCA; Rozenfeld et al., 2008) was applied to the 48 cities. The CCA has been widely used for environmental applications in cities (e.g., Gudipudi et al., 2016; Peng et al., 2012; Zhou et al., 2013) due to its simplicity and automation nature. The algorithm has only one parameter (cell size) that allows for aggregation of urban clusters consistently.

Figure 1. The geographic location of the selected 48 cities (a), and urban extents extracted from the Global Human Settlement BUILT-UP Grid product (0 for nonurban areas, and 1 for urban areas) using the City Clustering Algorithm (Rozenfeld et al., 2008) for New York City (b), London (c), and Guangzhou-Shenzhen-Dongguan (d).
among different cities. Figures 1c–1d show three examples of urban extent polygons extracted from the GHS BUILT-UP grid product using the CCA. Further technical details of the CCA can be found in Rozenfeld et al. (2008).

Based on urban extent polygons, urban morphological factors including urban size, compactness index (Li & Yeh, 2004), and area weighted mean shape index (McGarigal & Marks, 1995) were calculated for each city (Table 1). The selected indices can represent cities’ areal extent, compactness, and complexity and can be used to help differentiate cities between compact and dispersed forms (Huang et al., 2007). The correlation analysis was performed to observe the relationship between urban morphological variables and yearly averaged $X_{CO_2}$ measurements at city level.

### 2.3. Seasonal and Trend Modeling

The seasonal and trend modeling for monthly $X_{CO_2}$, $FF_{CO_2}$, and NDVI$_{integ}$ observations was achieved using equation (1).

$$y = a + b \cos \left( \frac{2\pi t}{f} \right) + c \sin \left( \frac{2\pi t}{f} \right) + d^* t$$

(1)

In equation (1), $a$ refers to the yearly averaged $X_{CO_2}$, $FF_{CO_2}$, or NDVI$_{integ}$ from 2014 to 2018 (i.e., the annual mean value of $X_{CO_2}$, $FF_{CO_2}$, or NDVI$_{integ}$ over a 4-year period), $b$ and $c$ are the coefficients of the seasonal component, $d$ is the coefficient for the interannual component, $f$ is sampling frequency ($f = 12$ for a year), and $t$ is the sampling interval. The purpose of equation (1) is to decompose time series satellite measurements including $X_{CO_2}$, $FF_{CO_2}$, or NDVI$_{integ}$ into three components: annual mean (coefficient $a$), seasonality (coefficients $b$ and $c$), and trend (coefficient $d$). The decomposition allows for the reduction of discrete, large amounts of satellite measurements to several meaningful parameters that can help examine temporal patterns of $X_{CO_2}$, $FF_{CO_2}$, or NDVI$_{integ}$ and their possible relationships. Statistical indicators including coefficient of determination ($R^2$) and root mean square error (RMSE) were used to evaluate the fitting performance. The amplitude of the seasonal component ($S_{amp}$) was thus computed as $\sqrt{b^2 + c^2}$. For the optimization of equation (1), the robust linear regression using iteratively reweighted least squares was utilized (Welsch, 1977). To ensure that interannual trends in $X_{CO_2}$, $FF_{CO_2}$, and NDVI$_{integ}$ were estimated with statistical significance, the Mann Kendall Trend Test (Gibbons & Chakraborti, 2011) was applied to the original satellite observations. As NDVI did not show an interannual trend component with statistical significance, only its seasonal component over the study period was computed in this study. The Pearson’s correlation coefficient and linear regression were used to understand the temporal variations of $X_{CO_2}$ and other variables (NDVI seasonality and $FF_{CO_2}$ trend).

| Table 1 | Urban Morphological Variables Used in This Study |
|---------|-----------------------------------------------|
| Indicators | Abbreviation | Equation |
| Urban size | US | $\left(\frac{\sum P_i}{P_i}\right)/n^2$ |
| Compactness index | CI | $\left(\frac{0.25p_j}{\sqrt{a_j}}\right)\left(\frac{a_j}{n\sum a_j}\right)$ |
| Area weighted mean shape index | AWMSI | $\left(\frac{n}{\sum a_j}B_{\frac{j}{C_4}}\right)$ |

Note. In the two equations, $i$ is the number of patches within the city boundary ($n = 1$ for this study), $j$ is the number of patch type ($j = 1$ for this study), $Pi$ is the perimeter of patch $i$, $Pi$ is the perimeter of a circle with the same areal extent as patch $i$, and $a_i$ is the areal extent of patch $i$. The seasonal and trend modeling for monthly $X_{CO_2}$, $FF_{CO_2}$, and NDVI$_{integ}$ observations was achieved using equation (1).
3. Results

3.1. Temporal Variations of $X_{CO_2}$, NDVI, and FF$_{CO_2}$ at City Level

Figure 2a shows an example of the modeling of $X_{CO_2}$ with both intraannual and interannual components (i.e., seasonality and trend components) for the city of Guangzhou-Shenzhen-Dongguan. The fitting procedure yielded an $R^2$ of 0.91, an RMSE of 1.3 ppm, an amplitude of seasonality of 2.50 ppm, and a slope value of 0.0083 ppm/day (i.e., ~3.03 ppm/year) from the satellite-based CO$_2$ measurements. The good performance of this fitting procedure was also evidenced by the statistical distribution of $R^2$ and RMSE values (Figure 2b) among the 48 cities selected in this study. It was observed that the $R^2$ value ranged from 0.74 to 0.96 with a mean value of 0.89 and the RMSE value ranged from 0.66 to 1.93 ppm with a mean value of 1.25 ppm.

Figures 2c and 2d present the seasonality amplitude and the trend (c) components estimated for the 48 cities. For example, in the city of Los Angeles, the seasonality and trend values were 2.41 ppm and 6.75 × 10$^{-3}$ ppm/day (i.e., 2.46 ppm/year), which were very similar to the observations as shown in Figure 1 of Kort et al. (2012). In addition, spatial patterns of CO$_2$ seasonality were not correlated well with those of CO$_2$ trend from 2014 to 2018 as indicated by a weak correlation coefficient of 0.22 between them. Large seasonality and
Trend values were mainly found in cities in China, Japan, India, and some European countries such as England. Only the seasonality component was used for modeling of NDVI \textsubscript{integ} since the interannual component was not detected with statistical significance (p value > 0.05 provided by the Mann Kendall Trend Test). This lack of statistical significance can be attributed to the relatively short-term NDVI observations used in this study as suggested by Fu (2019). Figure 3a shows an example of the seasonal modeling for New York City with an $R^2$ of 0.88, an RMSE of 428.09, and a seasonality amplitude of 1672.06. For the selected 48 cities, the seasonality modeling exhibited a relatively wider range of $R^2$ (0.48–0.98 with a mean value of 0.76) compared to that in Figure 2B. The RMSE values, as shown in Figure 3b, ranged from 3.60 to 428.09 with a mean value of 79.63. Overall, the $R^2$ and RMSE values suggested a good performance of seasonal modeling in NDVI \textsubscript{integ}. Figure 3c presents the spatial patterns of NDVI seasonality amplitude for the 48 cities with the value ranging from 3.77 to 1672.06.
For the modeling of FF$\text{CO}_2$, the seasonal component was not observed consistently among the selected 48 cities (only 14 of them exhibited a statistically significant seasonality component). Thus, only the trend component was computed for each city. Figure 4a shows an example of the trend modeling for Mumbai, India using the ODIAC FF$\text{CO}_2$ data (the seasonal cycle of FF$\text{CO}_2$ can also be observed). The modeling procedure exhibited a slope of 0.053 Mg/day with statistical significance ($p$ value < 0.01). Figures 4b and 4c show the statistical distributions and spatial patterns of FF$\text{CO}_2$ trend values for the selected 48 cities, respectively.

Although most (30) of the selected cities exhibited a trend value larger than 0 in FF$\text{CO}_2$, some cities (18) had a negative trend value, particularly in cities of developed countries such as the United States and Japan. This finding may signal the declined fossil CO$_2$ emissions in cities that supported implementation of renewable energy or had a low growth in gross domestic product (Le Quéré et al., 2019). In addition, it was observed that relatively larger trend values were found in areas between 25° and 130° longitude. This region consisted of cities with large population and/or high economic growth such as Beijing (China), Mumbai (India), and Bangkok (Thailand), and of cities with economic growth largely
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The modeling of the seasonal variations of FF$\text{CO}_2$ was not performed as not all cities exhibited a consistent seasonality component.

| Table 2 | The Pearson’s Correlation Coefficient Between FF$\text{CO}_2$ Trend and X$\text{CO}_2$, Trend and Yearly Average X$\text{CO}_2$ |
|---------|---------------------------------------------------------------|
| Correlation coefficient | FF$\text{CO}_2$ trend | FF$\text{CO}_2$, trend (only positive) |
| $X\text{CO}_2$ trend | 0.22 | 0.38 |
| Yearly averaged $X\text{CO}_2$ | 0.35 | 0.74 |

Note. Correlation coefficient values are statistically significant with p value <0.01.

For the modeling of FF$\text{CO}_2$, the seasonal component was not observed consistently among the selected 48 cities (only 14 of them exhibited a statistically significant seasonality component). Thus, only the trend component was computed for each city. Figure 4a shows an example of the trend modeling for Mumbai, India using the ODIAC FF$\text{CO}_2$ data (the seasonal cycle of FF$\text{CO}_2$ can also be observed). The modeling procedure exhibited a slope of 0.053 Mg/day with statistical significance ($p$ value < 0.01). Figures 4b and 4c show the statistical distributions and spatial patterns of FF$\text{CO}_2$ trend values for the selected 48 cities, respectively.

Although most (30) of the selected cities exhibited a trend value larger than 0 in FF$\text{CO}_2$, some cities (18) had a negative trend value, particularly in cities of developed countries such as the United States and Japan. This finding may signal the declined fossil CO$_2$ emissions in cities that supported implementation of renewable energy or had a low growth in gross domestic product (Le Quéré et al., 2019). In addition, it was observed that relatively larger trend values were found in areas between 25° and 130° longitude. This region consisted of cities with large population and/or high economic growth such as Beijing (China), Mumbai (India), and Bangkok (Thailand), and of cities with economic growth largely
varied from measurements used in this study were estimated based on satellite images with a correlation coefficient of 0.21. The correlation coefficient between \( X_{\text{CO}_2} \) trends and the NDVI seasonality was greater than 0.74 between \( X_{\text{CO}_2} \) trends and \( X_{\text{CO}_2} \) trends. In addition, a higher correlation coefficient (0.74) between \( X_{\text{CO}_2} \) trends (only positive values) and yearly averaged \( X_{\text{CO}_2} \) was observed relative to that between \( X_{\text{CO}_2} \) trends (both positive and negative values) and yearly averaged \( X_{\text{CO}_2} \). This suggested that the high dependence on and increasing use of fossil fuel led to the rising of the mean annual \( X_{\text{CO}_2} \). Further regression analysis as shown in Figure 5 suggested that \( X_{\text{CO}_2} \) trends could explain 55% of variance in the modeled yearly averaged \( X_{\text{CO}_2} \) among the 48 cities. Figure 6 shows that the yearly NDVI (log value) has a negative relationship with \( X_{\text{CO}_2} \) seasonality amplitude. Specifically, the regression analysis yielded a \( R^2 \) of 0.21. The correlation coefficient between the \( X_{\text{CO}_2} \) seasonality and the NDVI seasonality was −0.15. These findings revealed that \( X_{\text{CO}_2} \) seasonality was related to vegetation abundance (yearly NDVI can indicate the average vegetation abundance over the study period) in cities.

Although no significant correlation coefficients were found between urban morphological factors and \( X_{\text{CO}_2} \) (both seasonality and trend components), statistically significant correlation coefficient values between urban morphological factors and the total \( X_{\text{CO}_2} \) (Table 3) were identified. Specifically, urban size and area weighted mean shape index (AWMSI) had a positive relationship with \( X_{\text{CO}_2} \) with a correlation coefficient of 0.67 and 0.57, respectively, and compactness index (CI) exhibited a negative relationship with \( X_{\text{CO}_2} \) with a correlation coefficient of −0.52. This finding suggested that urban morphological factors including urban size, compactness, and complexity, potentially exerted influences on \( X_{\text{CO}_2} \) variations through the total \( X_{\text{CO}_2} \). Note that \( X_{\text{CO}_2} \) measurements used in this study were estimated based on satellite images of nighttime light, a good indicator for urban extent (e.g., Xie & Weng, 2016), which may reinforce the positive relationship between urban size and the total \( X_{\text{CO}_2} \) observed here. For cities with the NDVI\text{Integ} seasonality magnitude larger than 477.19 (as shown in Figure 3c, corresponding to a mean NDVI greenness value of 0.45), that is, Tokyo, Shanghai, Beijing, New York, Chicago, Johannesburg, Philadelphia, Atlanta, and Washington, DC (these cities have deciduous trees or vegetation showing strong seasonality), statistically significant correlation coefficients between urban morphological factors and summer/winter averaged \( X_{\text{CO}_2} \) measurements (calculated based on modeled monthly time series \( X_{\text{CO}_2} \) measurements) were observed. This statistical relationship was not statistically significant for cities with the NDVI\text{Integ} seasonality magnitude less than 477.19 (corresponding to a mean NDVI greenness value of 0.45). More specifically, for the selected cities with NDVI\text{Integ} seasonality magnitude larger than 477.19, averaged \( X_{\text{CO}_2} \) measurements showed a positive correlation coefficient of 0.26 with urban size, of 0.41 with AWMSI, and a negative correlation coefficient of −0.45 with CI in the leaf-off season (winter). In the leaf-on season (summer), averaged \( X_{\text{CO}_2} \) measurements exhibited a decreased positive coefficient of 0.11 with urban size, of 0.22 with AWMSI, and a negative correlation coefficient of −0.40 with

### 3.2. Impact Analysis on \( X_{\text{CO}_2} \) Variations

Table 2 shows the Pearson correlation coefficients between trends estimated from \( X_{\text{CO}_2} \) and those estimated from \( X_{\text{CO}_2} \). When both positive and negative \( X_{\text{CO}_2} \) values were considered, the correlation coefficient between \( X_{\text{CO}_2} \) trends and \( X_{\text{CO}_2} \) trends was 0.22, less than the correlation coefficient of 0.38 between positive \( X_{\text{CO}_2} \) trends and the corresponding \( X_{\text{CO}_2} \) trends. In addition, a higher correlation coefficient (0.74) between \( X_{\text{CO}_2} \) trends (only positive values) and yearly averaged \( X_{\text{CO}_2} \) was observed relative to that between \( X_{\text{CO}_2} \) trends (both positive and negative values) and yearly averaged \( X_{\text{CO}_2} \). This suggested that the high dependence on and increasing use of fossil fuel led to the rising of the mean annual \( X_{\text{CO}_2} \). Further regression analysis as shown in Figure 5 suggested that \( X_{\text{CO}_2} \) trends could explain 55% of variance in the modeled yearly averaged \( X_{\text{CO}_2} \) among the 48 cities. Figure 6 shows that the yearly NDVI (log value) has a negative relationship with \( X_{\text{CO}_2} \) seasonality amplitude. Specifically, the regression analysis yielded a \( R^2 \) of 0.21. The correlation coefficient between the \( X_{\text{CO}_2} \) seasonality and the NDVI seasonality was −0.15. These findings revealed that \( X_{\text{CO}_2} \) seasonality was related to vegetation abundance (yearly NDVI can indicate the average vegetation abundance over the study period) in cities.

Although no significant correlation coefficients were found between urban morphological factors and \( X_{\text{CO}_2} \) (both seasonality and trend components), statistically significant correlation coefficient values between urban morphological factors and the total \( X_{\text{CO}_2} \) (Table 3) were identified. Specifically, urban size and area weighted mean shape index (AWMSI) had a positive relationship with \( X_{\text{CO}_2} \) with a correlation coefficient of 0.67 and 0.57, respectively, and compactness index (CI) exhibited a negative relationship with \( X_{\text{CO}_2} \) with a correlation coefficient of −0.52. This finding suggested that urban morphological factors including urban size, compactness, and complexity, potentially exerted influences on \( X_{\text{CO}_2} \) variations through the total \( X_{\text{CO}_2} \). Note that \( X_{\text{CO}_2} \) measurements used in this study were estimated based on satellite images of nighttime light, a good indicator for urban extent (e.g., Xie & Weng, 2016), which may reinforce the positive relationship between urban size and the total \( X_{\text{CO}_2} \) observed here. For cities with the NDVI\text{Integ} seasonality magnitude larger than 477.19 (as shown in Figure 3c, corresponding to a mean NDVI greenness value of 0.45), that is, Tokyo, Shanghai, Beijing, New York, Chicago, Johannesburg, Philadelphia, Atlanta, and Washington, DC (these cities have deciduous trees or vegetation showing strong seasonality), statistically significant correlation coefficients between urban morphological factors and summer/winter averaged \( X_{\text{CO}_2} \) measurements (calculated based on modeled monthly time series \( X_{\text{CO}_2} \) measurements) were observed. This statistical relationship was not statistically significant for cities with the NDVI\text{Integ} seasonality magnitude less than 477.19 (corresponding to a mean NDVI greenness value of 0.45). More specifically, for the selected cities with NDVI\text{Integ} seasonality magnitude larger than 477.19, averaged \( X_{\text{CO}_2} \) measurements showed a positive correlation coefficient of 0.26 with urban size, of 0.41 with AWMSI, and a negative correlation coefficient of −0.45 with CI in the leaf-off season (winter). In the leaf-on season (summer), averaged \( X_{\text{CO}_2} \) measurements exhibited a decreased positive coefficient of 0.11 with urban size, of 0.22 with AWMSI, and a negative correlation coefficient of −0.40 with
CI. The differences in correlation coefficients for cities of high-NDVI seasonality between leaf-on and leaf-off seasons suggested that urban vegetation in these cities played an important role in regulating carbon emissions.

4. Discussion and Conclusions

This study focused on analysis of temporal CO₂ variations and their associations with vegetation abundance, fossil fuel consumption, and urban morphological factors at city level based on OCO-2 derived \( X_{\text{CO}_2} \) measurements. The CCA algorithm, due to its automated nature, enabled consistent delineation of urban extent from the existing land cover map product (i.e., the GHS BUILT-UP Grid) that provided a solid basis for the interannual and intraannual modeling of NDVI, \( X_{\text{CO}_2} \), and FF\(_{\text{CO}_2}\).

The results suggested that significant seasonality and trend variations could be detected from OCO-2 \( X_{\text{CO}_2} \) observations with an \( R^2 \) varying from 0.74 to 0.96 for the selected 48 cities (supporting information Table S1). The seasonal and trend modeling of \( X_{\text{CO}_2} \) measurements for each city considered possible variability of seasonality and trend particularly with the latitude, which may lead to better calculation of the \( X_{\text{CO}_2} \) anomalies for estimating anthropogenic carbon emissions (Hakkarainen et al., 2016). Based on the emission inventories, the selected cities exhibited both positive and negative FF\(_{\text{CO}_2}\) trends that may signal the efforts and strategies of each individual city to replace traditional fossil fuel consumption with clean energy (Le Quéré et al., 2019). However, such an understanding requires further confirmation with local authorities of each city to verify what efforts have been implemented for reducing fossil fuel consumption. The decomposition of \( X_{\text{CO}_2} \) measurements into the trend component also enabled tracking of fossil fuel consumptions over time (\( R^2 = 0.55 \) in Figure 5). Since the combustion of fossil fuels generally accounts for a major source of carbon emissions in urban areas (Marcotullio et al., 2018), temporal modeling of \( X_{\text{CO}_2} \) and FF\(_{\text{CO}_2}\) measurements would provide a rough but quick verification of carbon mitigation strategies in cities.

Overall, this study addressed three scientific questions. First, do interannual trends of \( X_{\text{CO}_2} \) measurements correlate with FF\(_{\text{CO}_2}\)? A statistically significant positive relationship between interannual trends of \( X_{\text{CO}_2} \) measurements and those estimated from FF\(_{\text{CO}_2}\) was observed. The correlation coefficient of 0.38 (between positive FF\(_{\text{CO}_2}\) trends and the corresponding \( X_{\text{CO}_2} \) trends) did not suggest a major influence of FF\(_{\text{CO}_2}\) trends on \( X_{\text{CO}_2} \) trends, but the regression analysis further suggested a major influence of FF\(_{\text{CO}_2}\), trends on the yearly average \( X_{\text{CO}_2} \). More specifically, the increasing use of FF\(_{\text{CO}_2}\) was much more easily to be observed using the annual average rather than the trend of \( X_{\text{CO}_2} \). Factors such as gross domestic product and population growth may also affect CO₂ emissions and concentrations and should be included in future studies to refine the conclusions. Second, how does urban vegetation abundance affect the intraannual variations of \( X_{\text{CO}_2} \) measurements? The vegetation abundance analysis showed a negative relationship between the yearly average NDVI and \( X_{\text{CO}_2} \) seasonality, demonstrating the potential role of vegetation, even in an urban environment, on partially mitigating CO₂ emissions. And third, what are the impacts of urban morphology (i.e., urban size, compactness, and complexity) on \( X_{\text{CO}_2} \)? No statistical relationship was observed between \( X_{\text{CO}_2} \) variations and urban morphological factors including urban size, compactness, and complexity. However, results did show a strong association between urban morphological factors and the total amount of FF\(_{\text{CO}_2}\) variations integrated over the four years. In addition, for cities of high NDVI\(_{\text{integ}}\) seasonality (larger than 477.19), correlation coefficient values (positive values) between urban size and AWMSI and \( X_{\text{CO}_2} \).
measurements were higher in winter than those in summer; correlation coefficient values (negative values) between CI and \(X_{CO_2}\) measurements were higher in summer than in winter. The difference in correlation coefficients between urban morphological factors and \(X_{CO_2}\) measurements between leaf-on and leaf-off seasons may be partially explained by the urban trees that are fully photosynthetic in summer to assimilate CO\(_2\). In many high-latitude cities during winter (the leaf-off season), urban trees (or vegetation with strong seasonality) are dormant and do not take up atmospheric CO\(_2\) via photosynthesis. Our results showed that winter averaged \(X_{CO_2}\) measurements had a positive correlation coefficient of 0.26 with urban size, of 0.41 with AWMSI, and a negative correlation coefficient of 0.45 with CI winter. In summer (the leaf-on season), averaged \(X_{CO_2}\) measurements were significantly reduced, which can be attributed to photosynthetic uptake of CO\(_2\) by urban vegetation, weakening the correlation between urban morphological factors and \(X_{CO_2}\) measurements as observed in winter. These findings highlight the role of urban vegetation in regulating CO\(_2\), implying a necessity to account for vegetation impacts on carbon cycles in urban areas that have been neglected or treated as constant (Hardiman et al., 2017; Sargent et al., 2018).

The positive relationship between FF\(_{CO_2}\) and urban size and complexity as well as the negative relationship between FF\(_{CO_2}\) and urban compactness highlighted that a small, compact city form would help reduce fossil fuel consumption in urban areas. CO\(_2\) emission related to transportation and building cooling (or heating) can be significantly reduced in a compact city with a smaller population size than those in disperse cities with a larger population size. For example, Gudipudi et al. (2016) also found that a compact city form by doubling the population density would lead to at least 42% reduction in the total CO\(_2\) emissions in buildings and on-road sectors. Given the positive relationship between FF\(_{CO_2}\) trends and \(X_{CO_2}\) trends, it was believed in this study that urban morphological factors may exert influences on \(X_{CO_2}\) variations through affecting FF\(_{CO_2}\) consumed in urban areas. Thus, our study stressed the importance for developments of adequate local policy measures to limit urban sprawl while considering prosperity of economic growth within urban areas.

Finally, it would be beneficial to refine this study by taking meteorological information at city scale such as wind into consideration for modeling \(X_{CO_2}\) over time in isolated emission areas (such as large cities; Fioletov et al., 2015). In this study, as the OCO-2 satellite may not provide complete \(X_{CO_2}\) measurements over each city, uncertainty exists in using partly covered \(X_{CO_2}\) measurements to represent those for the whole city. This uncertainty may be addressed and quantified by acquiring \(X_{CO_2}\) measurements from the OCO-3 satellite mission (Eldering et al., 2019) with a much higher density of sampling footprints and by using its Snapshot Area Mapping mode, which will enable OCO-3 to focus on CO\(_2\) hot spots, such as emissions from cities and power plants.

**References**

Bergeron, O., & Strachan, I. B. (2011). CO\(_2\) sources and sinks in urban and suburban areas of a northern mid-latitude city. *Atmospheric Environment*, 45(8), 1564–1573. https://doi.org/10.1016/j.atmosenv.2010.12.043

Bovensmann, H., Buchwitz, M., Burrows, J. P., Reuter, M., Krijgsman, T., Gerilowski, K., et al. (2010). A remote sensing technique for global monitoring of power plant CO\(_2\) emissions from space and related applications. *Atmospheric Measurement Techniques*, 3(4), 781–811. https://doi.org/10.5194/amt-3-781-2010

Bréon, F. M., Broquet, G., Puygrenier, V., Chevallier, F., Xueref-Remy, I., Ramonet, M., et al. (2015). An attempt at estimating Paris area CO\(_2\) emissions from atmospheric concentration measurements. *Atmospheric Chemistry and Physics, 15*(4), 1707–1724. https://doi.org/10.5194/acp-15-1707-2015

Buchwitz, M., Reuter, M., Schneising, O., Hewson, W., Detmers, R. G., Boesch, H., et al. (2017). Global satellite observations of column-averaged carbon dioxide and methane: The GHG-CCI XCO\(_2\) and XCH\(_4\) CRD3 data set. *Remote Sensing of Environment*, 203, 276–295. https://doi.org/10.1016/j.rse.2016.12.027

Coutts, A. M., Beringer, J., & Tapper, N. J. (2007). Characteristics influencing the variability of urban CO\(_2\) fluxes in Melbourne, Australia. *Atmospheric Environment*, 41(1), 51–62. https://doi.org/10.1016/j.atmosenv.2006.08.030

Crisp, D., Atlas, R. M., Breon, F. M., Brown, L. R., Burrows, J. P., Clais, P., et al. (2004). The Orbiting Carbon Observatory (OCO) mission. *Advances in Space Research*, 34(4), 700–709. https://doi.org/10.1016/j.asr.2003.08.062

Crisp, D., Pollock, H. R., Rosenberg, R., Chapsky, L., Lee, R. A. M., Oyafuso, F. A., et al. (2017). The on-orbit performance of the Orbiting Carbon Observatory-2 (OCO-2) instrument and its radiometrically calibrated products. *Atmospheric Measurement Techniques, 10*(1), 59–81. https://doi.org/10.5194/amt-10-59-2017

Detmers, R. G., Hasekamp, O., Aben, I., Houweling, S., Leeuwen, T. T., Butz, A., et al. (2015). Anomalous carbon uptake in Australia as seen by GOSAT. *Geophysical Research Letters, 42*, 8177–8184. https://doi.org/10.1002/2015GL065161

Didan, K. (2015). MOD11A2 MODIS/Terra Vegetation Indices 16-Day L3 Global 1 km SIN Grid V006 [Data set]. NASA EOSDIS land processes DAAC, USGS Earth Resources Observation and Science (EROS) Center, Sioux Falls, SD, USA.

Duren, R. M., & Miller, C. E. (2012). Measuring the carbon emissions of megacities. *Nature Climate Change*, 2(8), 560–562. https://doi.org/10.1038/nclimate1629

Eldering, A., Taylor, T. E., O’Dell, C. W., & Pavlick, R. (2019). The OCO-3 mission: measurement objectives and expected performance based on 1 year of simulated data. *Atmospheric Measurement Techniques, 12*(4), 2341–2370. https://doi.org/10.5194/amt-12-2341-2019

**Acknowledgments**

The XCO\(_2\) measurements used in this study were produced by the OCO-2 project at the Jet Propulsion Laboratory, California Institute of Technology, and obtained from the OCO-2 data archive maintained at the NASA Goddard Earth Science Data and Information Services Center (https://disc.gsfc.nasa.gov/datasets?project=OCO). The authors would also like to thank the ODIAC team for providing the fossil fuel consumption data at a global scale (http://db.cger.nies.go.jp/dataset/ODIAC/) and the NASA EOSDIS team for providing the monthly global 1-km NDVI data (https://lpdaac.usgs.gov/products/myd13a3v006/). The manuscript is entirely based on these publicly available data sets. Any opinions, findings, and conclusions or recommendations expressed in this publication are those of the author(s) and do not necessarily reflect the views of the U.S. Department of Agriculture. Mention of trade names or commercial products in this publication is solely for the purpose of providing specific information and does not imply recommendation or endorsement by the U.S. Department of Agriculture. USDA is an equal opportunity provider and employer.
Elder, A., Wennberg, P. O., Crisp, D., Schmel, D. S., Gunson, M. R., Chatterjee, A., et al. (2017). The Orbiting Carbon Observatory-2 early science investigations of regional carbon dioxide fluxes. Science, 358(6360), eaam5745. https://doi.org/10.1126/science.aam5745

Feng, S., Lauvaux, T., Newman, S., Rao, P., Ahmadov, R., Deng, A., et al. (2016). Los Angeles megacity: A high resolution land-atmosphere modelling system for urban CO2 emissions. Atmospheric Chemistry and Physics, 16(14), 9019–9045. https://doi.org/10.5194/acp-16-9019-2016

Fioletov, V. E., McLinden, C. A., Kotrikov, N., & Li, C. (2015). Lifetimes and emissions of SO2 from point sources estimated from OMI. Geophysical Research Letters, 42, 1969–1976. https://doi.org/10.1002/2015GL063148

Fu, P. (2019). Responses of vegetation productivity to temperature trends over continental United States from MODIS imagery. IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing, 12(4), 1085–1090. https://doi.org/10.1109/JSTARS.2019.2903080

Gibbons, J. D., & Chakraborti, S. (2011). Nonparametric Statistical Inference. In M. Lovric (Ed.), International encyclopedia of statistical science (pp. 977–979). Berlin, Heidelberg: Springer Berlin Heidelberg.

Gudipudi, R., Fluschnik, T., Ros, A. G. C., Walther, C., & Kropp, J. P. (2016). City density and CO2 emissions during the dormant season of the Indianapolis Flux Experiment (INFLUX). Science, 358(6360), eaam5745. https://doi.org/10.1126/science.aam5745

Le Quéré, C., Korsbakken, J. I., Wilson, C., Tsoni, J., Andrew, R., Andres, R. J., et al. (2015). Drivers of declining CO2 emissions in 18 developed economies. Nature Climate Change, 5(3), 213–217. https://doi.org/10.1038/nclimate2658

Li, X., & Yeh, A. G.-O. (2004). Analyzing spatial restructuring of land use patterns in a fast growing region using remote sensing and GIS. Landscape and Urban Planning, 69(4), 335–354. https://doi.org/10.1016/j.landurbplan.2003.10.033

Lindqvist, H., O’Dell, C. W., Basu, S., Boesch, H., Chevallier, F., Deutscher, N., et al. (2015). Does GOSAT capture the true seasonal cycle of carbon dioxide? Atmospheric Chemistry and Physics, 15(22), 13,023–13,040. https://doi.org/10.5194/acp-15-13023-2015

Marcotullio, P. J., Bruhwiler, L., Davis, S., Engel-Cox, J., Field, J., Gately, C., et al. (2018). Chapter 3: Energy systems. In N. Cavallaro, G. Shrestha, R. Birdsey, M. A. Mayes, R. G. Najjar, S. C. Reed, P. Romero-Lankao, & Z. Zhu (Eds.), Second State of the Carbon Cycle Report (SOCCR2): A sustained assessment report, U.S. Global Change Research Program (pp. 110–188). Washington, DC, USA. https://doi.org/10.7930/SOCCR2.2018.Ch4

Hakkarainen, J., Ialongo, I., & Tamminen, J. (2016). Direct space-based observations of anthropogenic CO2 emission areas from OCR-2. Geophysical Research Letters, 43, 11,400–11,406. https://doi.org/10.1002/2016GL070885

Hardiman, B. S., Wang, J. A., Hutyra, L. R., Gately, C. K., Getson, J. M., & Friedli, M. A. (2017). Accounting for urban biogenic fluxes in regional carbon budgets. Science of the Total Environment, 592, 366–372. https://doi.org/10.1016/j.scitotenv.2017.03.028

Huang, J., Lu, X. X., & Sellers, J. M. (2007). A global comparative analysis of urban form: Applying spatial metrics and remote sensing. Landscape and Urban Planning, 82(4), 184–197. https://doi.org/10.1016/j.landurbplan.2007.02.010

Hutyra, L. R., Duren, B., Gurney, K. R., Grimm, N., Kort, E. A., Larson, E., & Shrestha, G. (2014). Urbanization and the carbon cycle: Current capabilities and research outlook from the natural sciences perspective. Earth’s Future, 2(10), 473–495. https://doi.org/10.1002/2014EF000255

IEA (2008). World Energy Outlook 2008. Paris: International Energy Agency.

Janardanan, R., Maksyutov, S., Oda, T., Salmo, M., Kaiser, J. W., Ganshin, A., et al. (2016). Comparing GOSAT observations of localized CO2 enhancements by large emitters with inventory-based estimates. Geophysical Research Letters, 43, 3488–3493. https://doi.org/10.1002/2016GL067843

Järvi, L., Nordbo, A., Junninen, H., Riikonen, A., Moilanen, J., Nikinmaa, E., & Vesala, T. (2012). Seasonal and annual variation of carbon dioxide surface fluxes in Helsinki, Finland, in 2006–2010. Atmospheric Chemistry and Physics, 12(18), 8475–8489. https://doi.org/10.5194/acp-12-8475-2012

Jones, C., & Kammen, D. M. (2014). Spatial distribution of U.S. household carbon footprints reveals suburbanization undermines greenhouse gas benefits of urban population density. Environmental Science & Technology, 48(2), 895–902. https://doi.org/10.1021/es403464

Keppel-Aleks, G., Wennberg, P. O., Washenfelder, R. A., Wunch, D., Schneider, T., Toon, G. C., et al. (2012). The imprint of surface fluxes and transport on variations in total column carbon dioxide. Biogeochemistry, 93(5), 875–891. https://doi.org/10.1007/s10533-012-9503-0

Kort, E. A., Frankenberg, C., Miller, C. E., & Oda, T. (2012). Space-based observations of megacity carbon dioxide. Geophysical Research Letters, 39, L17806. https://doi.org/10.1029/2012GL052738

Kulawik, S., Wunch, D., O’Dell, C., Frankenberg, C., Reuter, M., Oda, T., et al. (2016). Consistent evaluation of ACOS-GOSAT, BESD-SCIAMACHY, CarbonTracker, and MACC through comparisons to TCCON. Atmospheric Measurement Techniques, 9(2), 683–709. https://doi.org/10.5194/amt-9-683-2016

Kuze, A., Suto, H., Nakajima, M., & Hamazaki, T. (2009). Thermal and near infrared sensor for carbon observation Fourier-transform spectrometer on the Greenhouse Gases Observing Satellite for greenhouse gases monitoring. Applied Optics, 48(35), 6716–6733. https://doi.org/10.1117/1.4086716

Lauvaux, T., Miles, N. L., Deng, A., Richardson, S. J., Cambaliza, M. O., Davis, K. J., et al. (2016). High-resolution atmospheric inversion of urban CO2 emissions during the dormant season of the Indianapolis Flux Experiment (INFLUX). Journal of Geophysical Research: Atmospheres, 121(21), 5213–5236. https://doi.org/10.1002/2015JD024473

L’Ecuyer, T. S., & Jiang, J. H. (2010). Touring the atmosphere aboard the A-Train. Physics Today, 63(7), 36–41. https://doi.org/10.1063/1.3463626

Le Quére, C., Korsbakken, J. I., Wilson, C., Tsoni, J., Andrew, R., Andres, R. J., et al. (2019). Drivers of declining CO2 emissions in 18 developed economies. Nature Climate Change, 9(3), 213–217. https://doi.org/10.1038/s41558-019-0419-7

Li, X., & Yeh, A. G.-O. (2004). Analyzing spatial restructuring of land use patterns in a fast growing region using remote sensing and GIS. Landscape and Urban Planning, 69(4), 335–354. https://doi.org/10.1016/j.landurbplan.2003.10.033

Marcotullio, P. J., Bruhwiler, L., Davis, S., Engel-Cox, J., Field, J., Gately, C., et al. (2018). Chapter 3: Energy systems. In N. Cavallaro, G. Shrestha, R. Birdsey, M. A. Mayes, R. G. Najjar, S. C. Reed, P. Romero-Lankao, & Z. Zhu (Eds.), Second State of the Carbon Cycle Report (SOCCR2): A sustained assessment report, U.S. Global Change Research Program (pp. 110–188). Washington, DC, USA. https://doi.org/10.7930/SOCCR2.2018.Ch3

McGarrison, K., & Marks, B. (1995). FRAGSTATS: Spatial pattern analysis program for quantifying landscape structure. USDA Forest Service General Technical Report PNW-GTR-351. USA.

McKain, K., Down, A., Raciti, S. M., Budney, J., Hutyra, L. R., Floerchinger, C., et al. (2015). Methane emissions from natural gas infrastructure and use in the urban region of Boston, Massachusetts. Proceedings of the National Academy of Sciences, 112(7), 1941–1946. https://doi.org/10.1073/pnas.1416261112
McKain, K., Wofsy, S. C., Nehrkorn, T., Eluazkiewicz, J., Ehleringer, J. R., & Stephens, B. B. (2012). Assessment of ground-based atmospheric observations for verification of greenhouse gas emissions from an urban region. Proceedings of the National Academy of Sciences, 109(22), 8423–8428. https://doi.org/10.1073/pnas.1116645109

Mitchell, L. E., Lin, J. C., Bowling, D. R., Pataki, D. E., Strong, C., Schauer, A. J., et al. (2018). Long-term urban carbon dioxide observations reveal spatial and temporal dynamics related to urban characteristics and growth. Proceedings of the National Academy of Sciences, 115(12), 2912–2917. https://doi.org/10.1073/pnas.1702393115

Mueller, K., Yadav, V., Lopez-Coto, I., Karion, A., Gourji, S., Martin, C., & Whetstone, J. (2018). Siting background towers to characterize incoming air for urban greenhouse gas estimation: A case study in the Washington, DC/Baltimore area. Journal of Geophysical Research: Atmospheres, 123, 2910–2926. https://doi.org/10.1002/2017JD027364

Newman, S., Xu, X., Gurney, K. R., Hsu, Y. K., Li, K. F., Jiang, X., et al. (2016). Toward consistency between trends in bottom-up CO₂ emissions and top-down atmospheric measurements in the Los Angeles megacity. Atmospheric Chemistry and Physics, 16(6), 3843–3863. https://doi.org/10.5194/acp-16-3843-2016

Oda, T., & Maksyutov, S. (2011). A very high-resolution (1 km x 1 km) global fossil fuel CO₂ emission inventory derived using a point source database and satellite observations of nighttime lights. Atmospheric Chemistry and Physics, 11(2), 543–556. https://doi.org/10.5194/acp-11-543-2011

Oda, T., Maksyutov, S., & Andres, R. J. (2018). The Open-source Data Inventory for Anthropogenic CO₂, version 2016 (ODIAC2016): A global monthly fossil fuel CO₂ gridded emissions data product for tracer transport simulations and surface flux inversions. Earth System Science Data, 10(1), 87–107. https://doi.org/10.5194/essd-10-87-2018

O’Dell, C. W., Connor, B., Bösch, H., O’Brien, D., Frankenberger, C., Castano, R., et al. (2012). The ACOS CO₂ retrieval algorithm—Part 1: Description and validation against synthetic observations. Atmospheric Measurement Techniques, 5(1), 99–121. https://doi.org/10.5194/amt-5-99-2012

Palmer, P. L., Barkley, M. P., & Monks, P. S. (2008). Interpreting the variability of space-borne CO₂ column-averaged volume mixing ratios over North America using a chemistry and physics model. Atmospheric Chemistry and Physics, 8(19), 5855–5868. https://doi.org/10.5194/acp-8-5855-2008

Parazoo, N. C., Bowman, K., Frankenberger, C., Lee, J.-E., Fisher, J. B., Worden, J., et al. (2013). Interpreting seasonal changes in the carbon balance of southern Amazonia using measurements of XCO₂ and chlorophyll fluorescence from GOSAT. Geophysical Research Letters, 40, 2829–2833. https://doi.org/10.1002/grl.50452

Peng, S., Fiao, S., Clais, P., Friedlingstein, P., Otlec, C., Bréon, F.-M., et al. (2012). Surface urban heat island across 419 global big cities. Environmental Science & Technology, 46(2), 696–703. https://doi.org/10.1021/es203438

Pesaresi, M., Ehrlich, D., Ferri, S., Florczyk, A., Freire, S., Halkia, M., ... Syrris, V. (2016). Operating procedure for the production of the Global Human Settlement Layer from Landsat data of the epochs 1975, 1990, 2000, and 2014. Publications Office of the European Union.

Raciti, S. M., Hutyra, L. R., Rao, P., & Finzi, A. C. (2012). Inconsistent definitions of “urban” result in different conclusions about the size of urban carbon and nitrogen stocks. Ecological Applications, 22(3), 1015–1035. https://doi.org/10.1890/11-1250.1

Reuter, M., Bösch, H., Bovensmann, H., Bell, A., Buchwitz, M., Burz, A., et al. (2013). A joint effort to deliver satellite retrieved atmospheric CO₂ concentrations for surface flux inversions: The ensemble median algorithm EMMA. Atmospheric Chemistry and Physics, 13(4), 1771–1780. https://doi.org/10.5194/acp-13-1771-2013

Rice, A., & Bostrom, G. (2011). Measurements of carbon dioxide in an Oregon metropolitan region. Atmospheric Chemistry and Physics, 11(5), 1138–1144. https://doi.org/10.5194/acp-11-1138-2011

Rozanfield, H. D., Rybski, D., Andrade, J. S., Batty, M., Stanley, H. E., & Makse, H. A. (2008). Laws of population growth. Proceedings of the National Academy of Sciences, 105(48), 18702–18707. https://doi.org/10.1073/pnas.0807435105

Sargent, M., Barrera, Y., Nehrkorn, T., Hutrya, L. R., Gatley, C. K., Jones, T., et al. (2018). Anthropogenic and biogenic CO₂ fluxes in the Boston urban region. Proceedings of the National Academy of Sciences, 115(29), 7491–7496. https://doi.org/10.1073/pnas.1803715115

Schneising, O., Reuter, M., Buchwitz, M., Heymann, J., Bovensmann, H., ... Burrows, J. P. (2014). Terrestrial carbon sink observed from space: Variation of growth rates and seasonal cycle amplitudes in response to interannual surface temperature variability. Atmospheric Chemistry and Physics, 14(1), 133–141. https://doi.org/10.5194/acp-14-133-2014

Schroedner, F. M., Gunson, M. R., Miller, C. E., Curna, S. A., Eldering, A., ... Wang, J. (2017). Spaceborne detection of localized carbon dioxide sources. Science, 358(6360), eaam5782. https://doi.org/10.1126/science.aam5782

Stein, A. F., Draxler, R. R., Rolph, G. D., Stunder, B. J. B., Cohen, M. D., ... Ngan, F. (2015). NOAA’s HYSPLIT atmospheric transport and dispersion modeling system. Bulletin of the American Meteorological Society, 96(12), 2059–2077. https://doi.org/10.1175/BAMS-D-14-00110.1

Turnbull, J. C., Sweeney, C., Karion, A., Newberger, T., Lehman, S. J., Tans, P. P., et al. (2015). Toward quantification and source sector identification of fossil fuel CO₂ emissions from an urban area: Results from the INFLUX experiment. Journal of Geophysical Research: Atmospheres, 120, 292–312. https://doi.org/10.1002/2014JD02555

United Nations (2014). World urbanization prospects: The 2014 revision-highlights. New York: United Nations. https://doi.org/10.18356/5275125-en

Welsch, R. E. (1977). Robust regression using iteratively reweighted least-squares. Communications in statistics—Theory and methods, 6(9), 813–827. https://doi.org/10.1080/0361092770882533

Weng, Q., Lu, D., & Schuhbring, J. (2004). Estimation of land surface temperature—vegetation abundance relationship for urban heat island studies. Remote Sensing of Environment, 89(4), 467–483. https://doi.org/10.1016/j.rse.2003.11.005

Wunch, D., Wennberg, P. O., Toon, G. C., Keppel-Aleks, G., & Yavin, Y. G. (2009). Emissions of greenhouse gases from a North American megacity. Geophysical Research Letters, 36, L15810. https://doi.org/10.1029/2009GL039825

Xie, Y., & Weng, Q. (2016). Updating urban extents with nighttime light imagery by using an object-based thresholding method. Remote Sensing of Environment, 187, 1–13. https://doi.org/10.1016/j.rse.2016.10.002

Zhang, Q., Shia, R.-L., Sander, S. P., & Yung, Y. L. (2016). XCO₂ retrieval error over deserts near critical surface albedo. Earth and Space Science, 3, 36–45. https://doi.org/10.1002/2015EA000143

Zhou, B., Rybski, D., & Kropp, J. P. (2013). On the statistics of urban heat island intensity. Geophysical Research Letters, 40, 5486–5491. https://doi.org/10.1002/2013GL057320