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Abstract
This article analyses the convergence of the Lie–Trotter splitting scheme for the stochastic Manakov equation, a system arising in the study of pulse propagation in randomly birefringent optical fibers. First, we prove that the strong order of the numerical approximation is 1/2 if the nonlinear term in the system is globally Lipschitz. Then, we show that the splitting scheme has convergence order 1/2 in probability and almost sure order 1/2 in the case of a cubic nonlinearity. We provide several numerical experiments illustrating the aforementioned results and the efficiency of the Lie–Trotter splitting scheme. Finally, we numerically investigate the possible blowup of solutions for some power-law nonlinearities.
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1 Introduction

The Internet and its many areas of applications and dependencies create a huge demand for faster optical communication systems. One of the current limiting factors of high bit
rate transmissions is dispersive effects which accumulate over long distances [12]. One of these limiting factors is due to polarization mode dispersion (PMD) which follows from birefringence in the optical fibers. This effect in turn may vary due to e.g. core geometry, non-uniform anisotropy, or mechanical distortions from point-like pressure or twisting. These restrictive factors can together be modeled as random influences leading to the Manakov PMD equation and its limiting equation, the stochastic Manakov equation, see for instance [6,16] for details. A precise definition of the stochastic Manakov equation is given below. This stochastic partial differential equation (SPDE) thus serves as a model to study long distance light propagation in random optical fibers.

Let us now discuss recent literature on the numerical analysis of the stochastic Manakov equation. The work [11] (see also [10]) numerically studies the impact of noise on Manakov solitons and soliton wave-train propagation by the following time integrators: the nonlinearly implicit Crank–Nicolson scheme, the linearly implicit relaxation scheme, and an explicit split-step scheme (the Lie–Trotter scheme). The paper [12] (see also [10]) proves that the order of convergence in probability of the Crank–Nicolson scheme is $1/2$. In addition, it is shown that this numerical integrator preserves the $L^2$-norm as does the exact solution to the stochastic Manakov equation (see below for details). Furthermore, it is numerically observed in the reference [12] that the almost sure order of convergence of the relaxation scheme and the split-step scheme is $1/2$. To the best of our knowledge, no proofs for these orders of convergence exist. Finally, the recent reference [2] proves, among other things, that the order of convergence in probability of an exponential integrator is $1/2$.

The main goal of this article is to analyse a linearly implicit version of the Lie–Trotter integrator for an efficient time integration of the stochastic Manakov system. This numerical integrator is an application of the classical deterministic Lie–Trotter splitting from [15] to the present stochastic setting. The outline of the paper is as follows. The numerical integrator is described in Sect 2. In Sect. 3, we theoretically confirm that this time integrator applied to the Manakov system with a truncated Lipschitz nonlinear term has the same order of convergence as that of the nonlinearly implicit Crank–Nicolson scheme from [12] and that of the exponential integrator from [2]. This is achieved in Theorem 1, which is the main theoretical result of this paper. Extending Theorem 1 to the non globally Lipschitz case (for example a cubic nonlinearity) would require, for instance, to improve the global well posedness result of the SPDE as well as to get bounds for the moments of the numerical solutions. This is outside the scope of this article. As a consequence of Theorem 1, we prove in Sect. 4, that the order of convergence of the proposed numerical scheme applied to the Manakov system with untruncated nonlinearity is $1/2$ in probability (see Proposition 1) and almost surely (see Proposition 2). Finally, Section 5 is devoted to numerical experiments. In particular, we illustrate numerically the strong order of convergence of the scheme applied to the Manakov system, its order of convergence in probability, and its order of almost sure convergence. In addition to comparing its qualitative properties ($L^2$-norm preservation) and its computational cost with other numerical methods from the literature applied to the stochastic Manakov equation, we use this new scheme to investigate the existence of a critical power-law exponent for the stochastic Manakov system, which is a theoretical open problem [12] at the time of writing.

2 A Lie–Trotter Scheme for the Nonlinear Stochastic Manakov System

In this section, we set notation, and introduce the stochastic Manakov equation and the Lie–Trotter splitting scheme that we analyse and use in the next sections.
Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space on which a three-dimensional standard Brownian motion \(W(t) := (W_1(t), W_2(t), W_3(t))\) is defined. We endow this probability space with the complete filtration \(\{\mathcal{F}_t\}_{t \geq 0}\) generated by \(W(t)\).

Following [12], we write the nonlinear stochastic Manakov system as

\[
\frac{1}{i} dX + \partial_x^2 X \, dt + i \sqrt{\gamma} \sum_{k=1}^{3} \sigma_k \partial_x X \circ dW_k + |X|^2 X \, dt = 0, \tag{1}
\]

where \(X = X(t, x) = (X_1, X_2)\), with \(t \geq 0\) and \(x \in \mathbb{R}\), is the unknown vector-valued function with values in \(\mathbb{C}^2\), \(\circ\) denotes the Stratonovich product, \(\gamma \geq 0\) measures the intensity of the noise, \(|X|^2 = |X_1|^2 + |X_2|^2\) is the nonlinear coupling, and \(\sigma_1, \sigma_2\) and \(\sigma_3\) are the classical Pauli matrices defined by

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \text{and} \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

For \(t \geq s \geq 0\) and \(m \in \mathbb{Z}^+\), let \(U(t, s) : \mathbb{H}^m \to \mathbb{H}^m\) be the random unitary propagator defined as the unique solution to the linear part of (1). The mild form of the stochastic Manakov equation (1) then reads

\[
X(t) = U(t, 0)X_0 + i \int_0^t U(t, s) F(X(s)) \, ds,
\]

where \(X_0 = (X_{0,1}, X_{0,2})\) denotes the initial value of the problem, and \(F(X) = |X|^2 X\).

Let \(p \geq 1\). We define \(L^p := L^p(\mathbb{R}) := (L^p(\mathbb{R}; \mathbb{C}))^2\) the Lebesgue spaces of functions with values in \(\mathbb{C}^2\). We equip \(L^2\) with the real scalar product \((u, v)_2 = ((u_1, u_2), (v_1, v_2))_2 = \sum_{j=1}^{2} \text{Re} \left( \int_{\mathbb{R}} u_j \overline{v_j} \, dx \right)\). Further, for \(m \in \mathbb{N}\), we denote by \(\mathbb{H}^m := \mathbb{H}^m(\mathbb{R})\) the space of functions in \(L^2\) with their \(m\) first derivatives in \(L^2\), for which we denote the corresponding norm by \(\|\cdot\|_{\mathbb{H}^m} = \|\cdot\|_{m}\).

Just as for the classical cubic Schrödinger equation, the \(L^2\)-norm of the exact solution to the stochastic Manakov system (1) is almost surely preserved:

\[
\|X(t)\|_{L^2} = \|X_0\|_{L^2}
\]

for all \(t \in [0, \tau^*]\), where \(\tau^* > 0\) is a stopping time, see [6] for details. This is not the case for the evolution of the Hamiltonian, or total energy

\[
H(X) := \frac{1}{2} \int_{\mathbb{R}} \left| \frac{\partial X}{\partial x} \right|^2 \, dx - \frac{1}{4} \int_{\mathbb{R}} |X|^4 \, dx,
\]

where \(|X|^4 = (|X|^2)^2 = (|X_1|^2 + |X_2|^2)^2\), as shown in [6, Lemma 3.1].

For the time-integration of the system (1), one has to face two issues. First, the linear part of this SPDE generates a stochastic group which is not easy to compute. In particular, since the Pauli matrices do not commute, it is not the product of the stochastic semi-groups associated to each Brownian motion with the group generated by \(i \partial_x^2\). Second, the nonlinear coupling term \(|X|^2 X\) often leads to implicit numerical methods that are costly to solve, see for instance the Crank–Nicolson scheme from [12].

Therefore, we numerically approximate solutions to the stochastic Manakov equation (1) with the Lie–Trotter splitting scheme

\[
X^{n+1} = U_{h, n+1} \left( X^n + i \int_{t_n}^{t_{n+1}} F(Y^n(s)) \, ds \right), \tag{3}
\]
where \( h > 0 \) denotes the time-step size, \( t_n = nh \) for nonnegative integers \( n \),
\[
U_{h,n+1} = \left( I_d + \frac{1}{2} H_{h,n} \right)^{-1} \left( I_d - \frac{1}{2} H_{h,n} \right),
\]
with \( I_d \) the identity operator and \( H_{h,n} = -ihI_2 \delta_x^2 + \sqrt{\gamma h} \sum_{k=1}^3 \sigma_k \chi_k \partial_x \). Here, \( I_2 \) is the \( 2 \times 2 \) identity matrix and \( \sqrt{\gamma h} \chi_k = W_k((n + 1)h) - W_k(nh) \), for \( k = 1, 2, 3 \), are i.i.d. Wiener increments. Furthermore, \( Y^n \) is the exact solution to the nonlinear differential equation \( i dY + F(Y) \, dt = 0 \) with initial value \( X^n \) at time \( t = t_n \). Iterating the recurrence given by (3), one obtains the discrete mild form of the Lie–Trotter splitting scheme
\[
X^n = U_{h,0}^{n,0} X_0 + i \sum_{l=0}^{n-1} U_{h,l}^{n,l} \int_{t_l}^{t_{l+1}} F(Y^l(s)) \, ds,
\]
where \( U_{h,l}^{n,l} := U_{h,n} \ldots U_{h,l+1} \) with \( U_{h,0}^{0,0} = Id \) if needed.

As the exact solution to the SPDE (1), we have that the Lie–Trotter scheme also preserves the \( \mathbb{L}^2 \)-norm almost surely:

**Lemma 1** The Lie–Trotter splitting scheme (3) preserves the \( \mathbb{L}^2 \)-norm almost surely.

**Proof** Choose \( n \in \mathbb{N} \) such that the scheme is well-defined at step \( n+1 \). By definition of \( Y^n \), since \( Y^n_1 \) and \( Y^n_2 \) solve pointwise in \( x \in \mathbb{R} \) the following differential equations,
\[
\frac{d}{dt} Y_1(t) = i(\sqrt{\gamma} \sigma_1 Y_2(t)) Y_1(t) \quad \text{and} \quad \frac{d}{dt} Y_2(t) = i(\sqrt{\gamma} \sigma_2 Y_1(t)) Y_2(t),
\]
over \([t_n, t_{n+1}]\) with \( Y^n(t_n) = X^n \), we have for all \( t \in [t_n, t_{n+1}] \),
\[
\frac{d}{dt} |Y^n(t)|^2 = \frac{d}{dt} \left( |Y^n_1(t)|^2 + |Y^n_2(t)|^2 \right) = \frac{d}{dt} \left( |Y^n_1(t)|^2 + |Y^n_2(t)|^2 \right) \Re \left( \frac{Y^n_1(t)}{Y^n_1(t)} \frac{d}{dt} Y^n_1(t) + \frac{Y^n_2(t)}{Y^n_2(t)} \frac{d}{dt} Y^n_2(t) \right)
\]
\[
= 0,
\]
pointwise in \( x \in \mathbb{R} \). In particular, we have \( |Y^n(t_n)|^2 = |Y^n(t_{n+1})|^2 \). Integrating this last identity over \( \mathbb{R} \) yields \( \|Y^n(t_n)\|_{L^2}^2 = \|Y^n(t_{n+1})\|_{L^2}^2 \).

Using the above, the fact that \( U_{h,n+1} \) is an isometry over \( \mathbb{L}^2 \), see for instance [2, Appendix 5], and the definition of \( Y^n \), one then obtains
\[
\|X^{n+1}\|_{L^2} = \left\| X^n + i \int_{t_n}^{t_{n+1}} F(Y^n(s)) \, ds \right\|_{L^2} = \|Y^n(t_{n+1})\|_{L^2} = \|Y^n(t_n)\|_{L^2} = \|X^n\|_{L^2}.
\]

\(\Box\)

### 3 Convergence Analysis of the Lie–Trotter Splitting Scheme

In this section, we consider the convergence analysis of the Lie–Trotter splitting (3) where we have a globally Lipschitz continuous and bounded nonlinearity in (2). This is the case for instance, when one introduces a cut-off function for the cubic nonlinearity present in (1): Let \( R > 0 \) and \( \theta \in C^\infty(\mathbb{R}_+) \), with \( \theta \geq 0, \text{supp}(\theta) \subset [0, 2] \) and \( \theta \equiv 1 \) on \([0, 1] \). For \( x \geq 0 \), we set \( \theta_R(x) = \theta(\frac{x}{R}) \) and define \( F_R(X) = \theta_R(\|X\|_1^2) |X|^2 X \).
We next present some properties of the function $F_R$ as well as of the numerical solution, given by the Lie–Trotter splitting (3), of the SPDE (2) with the cut-off nonlinearity $F_R$. In this case, we denote the numerical solution by $X^n_R$ (and $Y^n_R$).

**Lemma 2** There exists a positive constant $C$ such that for all $R > 0$ and all $X \in H^1$,

$$\|F_R(X)\|_1 \leq CR^{3/2}.$$  

Furthermore, for all $R > 0$, the function $F_R$ is globally Lipschitz continuous in $H^1$, with corresponding Lipschitz constant $L_R$. The map $F_R$ also sends bounded subsets of $H^2$ to bounded subsets of $H^2$, resp. $H^6$ to $H^6$. Finally, the numerical solution of (2), with the cut-off nonlinearity $F_R$, given by the Lie–Trotter splitting scheme (3) is almost surely bounded in $H^m$ for all $m \in \{1, 2, 6\}$: For all $X^0 \in H^m$, for all $T > 0$, there exists a positive constant $C(\|X_0\|_m, T, L_R)$ such that for all integer $N$ large enough, for all $n = 1, \ldots, N$, one has

$$\|X^n_R\|_m + \sup_{t_n \leq s \leq t_{n+1}} \|Y^n_R(s)\|_m \leq C(\|X_0\|_m, T, L_R) \text{ a.s.}$$

**Proof** We only highlight parts of the proofs. For ease of presentation we will omit the subscript $R$ in $X^n_R$ and $Y^n_R(s)$.

In order to show that $F_R$ is globally Lipschitz continuous from $H^1$ to $H^1$, one first observes that $F_R$ is of class $C^\infty$ and vanishes outside the ball $B^H_{2R} \times B^H_{2R} \subset B^H_{2R} \cap B_{2R}^{\sqrt{2}}$, where $H^1 = H^1(\mathbb{R}; \mathbb{C})$. Moreover, the derivative of $F_R$ is bounded on $H^1$.

The mean value theorem then implies that $F_R$ is globally Lipschitz continuous, and we denote by $L_R$ the corresponding Lipschitz constant.

In order to show that $F_R$ sends bounded subsets of $H^2$ to bounded subsets of $H^2$, one uses the definition of $\theta_R$ and the fact that $H^2$ is an algebra to get

$$\|F_R(X)\|_2^2 = \|F_R((X_1, X_2))\|_2^2 \leq C \|\theta_R(\|X\|_2)^2 \|_2^2 \left( \|X_1\|_{H^2}^2 + \|X_2\|_{H^2}^2 + \|X_1\|_{H^2}^2 \|X_2\|_{H^2}^2 \right) \leq C (\|X_1\|_{H^2}^6 + \|X_2\|_{H^2}^6 \|X_1\|_{H^2}^2 \|X_2\|_{H^2}^2 + \|X_2\|_{H^2}^6),$$

which is bounded if $\|X_1, X_2\|_2$ is bounded.

Finally, when considering the SPDE (2) with the cut-off Lipschitz nonlinearity $F_R$, it is classical to show, using for instance Picard’s iterations and Grönwall’s lemma, that the Lie–Trotter splitting scheme is almost surely bounded in $H^m$, with $m \in \{1, 2, 6\}$. 

\[ \square \]

With the above preparation, we can now show strong convergence of the Lie–Trotter splitting scheme when applied to the stochastic Manakov equation (2) with a cut-off nonlinearity $F_R$. The solution to this problem is denoted by $X_R$.

**Theorem 1** Let $R > 0$, $T > 0$, $N \in \mathbb{N}$, $h = T/N$, $p \geq 1$, and $X_0 \in H^6$. Consider the stochastic Manakov equation (2) with the cut-off nonlinearity $F_R$. Then, the Lie–Trotter splitting scheme (3) has strong order of convergence 1/2: There exists $h_0 > 0$ such that

$$\forall h \in (0, h_0), \quad \mathbb{E} \left[ \max_{n=0,1,\ldots,N} \|X^n_R - X_R(t_n)\|_1^{2p} \right] \leq Ch^p,$$

where $C = C(\|X_0\|_6, T, L_R, p, \gamma)$. 
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Proof  For ease of presentation, in the proof below, we remove the subscript $R$ in the stochastic processes $X_R(t)$ and $X^*_R$.

Let us denote the difference $X^n - X(t_n)$ by $e^n$. Using the mild equations (2) and (4), one gets

$$
\|e^n\|_1 = \left\| U^n_{0,0} X_0 + \sum_{l=0}^{n-1} U^n_{l,l} \int_{t_l}^{t_{l+1}} F_R(Y^l(s)) \, ds - U(t_n, 0) X_0 - \int_{0}^{t_n} U(t_n, s) F_R(X(s)) \, ds \right\|_1
$$

$$
\leq \left\| \left( U^n_{0,0} - U(t_n, 0) \right) X_0 \right\|_1
+ \left\| \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \left( U^n_{l,l} F_R(Y^l(s)) - U(t_n, s) F_R(X(s)) \right) \, ds \right\|_1
=: I^n_1 + I^n_2.
$$

We begin by estimating the term $I^n_2$ using the following decomposition

$$
I^n_2 = \left\| \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} U^n_{l,l} F_R(Y^l(s)) - U(t_n, t_l) F_R(Y^l(s)) + U(t_n, t_l) F_R(Y^l(s)) - U(t_n, s) F_R(Y^l(s)) \right\|_1
$$

$$
+ U(t_n, s) F_R(Y^l(s)) - U(t_n, s) F_R(X^l) + U(t_n, s) F_R(X^l) - U(t_n, s) F_R(X(t_l))
$$

$$
+ U(t_n, s) F_R(X(t_l)) - U(t_n, s) F_R(X(s)) \, ds \right\|_1
$$

$$
\leq \left\| \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \left( U^n_{l,l} - U(t_n, t_l) \right) F_R(Y^l(s)) \, ds \right\|_1
$$

$$
+ \left\| \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \left( U(t_n, t_l) - U(t_n, s) \right) F_R(Y^l(s)) \, ds \right\|_1
$$

$$
+ \left\| \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} U(t_n, s) \left( F_R(Y^l(s)) - F_R(X^l) \right) \, ds \right\|_1
$$

$$
+ \left\| \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} U(t_n, s) \left( F_R(X^l) - F_R(X(t_l)) \right) \, ds \right\|_1
$$

$$
+ \left\| \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} U(t_n, s) \left( F_R(X(t_l)) - F_R(X(s)) \right) \, ds \right\|_1
$$

$$
=: J^n_1 + J^n_2 + J^n_3 + J^n_4 + J^n_5.
$$

In estimating these five terms, we repeatedly make use of the facts that $F_R$ is globally Lipschitz continuous, and that $U^n_{l,l}$ and $U(t, s)$ are isometries on $\mathbb{H}^1$, see [2,12].

In order to bound the first term, $J^n_1$, we first define

$$
Y^*(t) = \sum_{l=0}^{N-1} \mathbb{1}_{[t_l, t_{l+1})}(t) Y^l(t).
$$

We then use [12, Proposition 2.2] (strong convergence for linear problems, i.e. when $F_R \equiv 0$) and Lemma 2 (the almost sure boundedness of the Lie–Trotter splitting scheme in $\mathbb{H}^6$) to conclude that

$$
\forall t \in [0, T], \quad \mathbb{E} \left[ \max_{n=0,1,...,N-1} \max_{l=0,1,...,n} \left\| \left( U^n_{l,l} - U(t_n, t_l) \right) F_R(Y^*(t)) \right\|_1^{2p} \right] \leq Ch^p.
$$

© Springer
With this, we get through Hölder’s inequality that

\[
\mathbb{E} \left[ \max_{n=0,1,\ldots,N} (J_n^2)^{2p} \right] \\
\leq \mathbb{E} \left[ \max_{n=0,1,\ldots,N} \left( \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \left\| \left( U_{h}^{n,l} - U(t_n, t_l) \right) F_R(Y^l(s)) \right\|_1 \, ds \right)^{2p} \right] \\
\leq \mathbb{E} \left[ \max_{n=0,1,\ldots,N-1} \left( \sum_{l=0}^{N-1} \int_0^T \max_{l+1 \leq n \leq N} \left\| \left( U_{h}^{n,l} - U(t_n, t_l) \right) F_R(Y^s(s)) \right\|_1 \, ds \right)^{2p} \right] \\
\leq T^{2p-1} \int_0^T \mathbb{E} \left[ \max_{n=0,1,\ldots,N-1} \max_{l \in \{0,1,\ldots,n\}} \left\| \left( U_{h}^{n,l} - U(t_n, t_l) \right) F_R(Y^s(t)) \right\|_1^{2p} \right] \, dt \\
\leq C_1 \left( \|X_0\|_6, T, L_R, p, \gamma \right) h^p.
\]

Using the isometry property of \( U(t_n, s) \) and Hölder’s inequality, we obtain

\[
\mathbb{E} \left[ \max_{n=0,1,\ldots,N} (J_n^2)^{2p} \right] \\
\leq \mathbb{E} \left[ \max_{n=0,1,\ldots,N} \left( \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \left\| U(t_n, s) (U(s, t_l) - Id) F_R(Y^l(s)) \right\|_1 \, ds \right)^{2p} \right] \\
\leq C h^{2p} \mathbb{E} \left[ \left( \sum_{l=0}^{N-1} 1^{2p-1} \right)^{\frac{2p-1}{2p}} \left( \sum_{l=0}^{N-1} \sup_{t_l \leq s \leq t_{l+1}} \left\| (Id - U(s, t_l)) F_R(Y^l(s)) \right\|_1^{2p} \right)^{\frac{1}{2p}} \right] \\
\leq C h^{2p} N^{2p-1} \sum_{l=0}^{N-1} \mathbb{E} \left[ \sup_{t_l \leq s \leq t_{l+1}} \left\| (Id - U(s, t_l)) F_R(Y^l(s)) \right\|_1^{2p} \right]. \quad (5)
\]

In order to estimate the above expectation, we write this term as

\[
\mathbb{E} \left[ \sup_{t_l \leq s \leq t_{l+1}} \left\| (Id - U(s, t_l)) (F_R(Y^l(t_l)) - F_R(Y^l(l_{l+1})) + F_R(Y^l(s))) \right\|_1^{2p} \right] \\
\leq C \mathbb{E} \left[ \sup_{t_l \leq s \leq t_{l+1}} \left\| (Id - U(s, t_l)) F_R(Y^l(t_l)) \right\|_1^{2p} \right] \\
+ C \mathbb{E} \left[ \sup_{t_l \leq s \leq t_{l+1}} \left\| (Id - U(s, t_l)) \left( F_R(Y^l(s)) - F_R(Y^l(l_{l+1})) \right) \right\|_1^{2p} \right]. \quad (6)
\]

using the triangle inequality.

The term, \((Id - U(s, t_l)) F_R(Y^l(t_l))\), in the equation above is the difference between \(F_R(Y^l(t_l))\) and the exact solution to the linear SPDE

\[
id Z(t) + \frac{\partial^2 Z(t)}{\partial x^2} \, dt + i \sqrt{\gamma} \sum_{k=1}^{3} \sigma_k \frac{\partial Z(t)}{\partial x} \circ dW_k(t) = 0
\]

with initial value \(F_R(Y^l(t_l))\) at initial time \(t_l\). Using the conversion formula from Stratonovich to Itô SPDE, see for instance [17, Section 3.3.6], this can be written using the mild Itô form of \(Z\) as
\[ Z(t) - F_R(Y^l(t)) = (S(t - t_l) - I_d) F_R(Y^l(t)) - \gamma \sum_{k=1}^{3} \int_{t_l}^{t} S(t - u) \sigma_k \partial_x Z(u) \, dW_k(u), \]

where \( S(t) \) is the semi-group solution to the free diffusive Schrödinger equation \( \partial_t Y(t) = \gamma \partial_x^2 Y(t) \), where \( \gamma = i + \frac{3p}{2} \). Owning at the regularity property of the semi-group \( S \) (see for instance the first inequality in the proof of \([10, \text{Lemma 4.2.1}]\)), the fact that the numerical solution \( Y^l \) is bounded, that \( F_R \) sends bounded sets from \( \mathbb{H}^2 \) to \( \mathbb{H}^2 \), and Burkholder–Davis–Gundy’s inequality (for the second term), one obtains the following bound

\[
E \left[ \sup_{t_l \leq s \leq t_{l+1}} \left\| (I_d - U(s, t_l)) F_R(Y^l(t_l)) \right\|_{L^2}^{2p} \right] \leq C h^p.
\]

Using the fact that the random propagator \( U \) is an isometry, that \( F_R \) is Lipschitz continuous, and \( Y^l \) is solution to a Lipschitz differential equation, one gets the estimate

\[
E \left[ \sup_{t_l \leq s \leq t_{l+1}} \left\| (I_d - U(s, t_l)) \left( F_R(Y^l(s)) - F_R(Y^l(t_l)) \right) \right\|_{L^2}^{2p} \right] \leq E \left[ \sup_{t_l \leq s \leq t_{l+1}} \left\| F_R(Y^l(s)) - F_R(Y^l(t_l)) \right\|_{L^2}^{2p} \right] \leq C h^{2p},
\]

for the second term in (6).

Combining the estimates above, one finally arrives at

\[
E \left[ \max_{n=0,1,...,N} (J^n_{n})^{2p} \right] \leq C h^{2p} N^{2p-1} NH^p \leq C h^p.
\]

For the third term, by definition of \( Y^l \) and Lemma 2, we get

\[
E \left[ \max_{n=0,1,...,N} (J^n_{n})^{2p} \right] \leq E \left[ \max_{n=0,1,...,N} \left( \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \left\| U(t_n, s) \left( F_R(Y^l(s)) - F_R(X^l) \right) \right\|_{L^2}^{2p} \right) \right]
\]

\[
\leq E \left[ \max_{n=0,1,...,N} \left( L_R \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \left\| F_R(Y^l(r)) \right\|_{L^2}^{2p} \right) \right]
\]

\[
\leq C_3(T, L_R, p) h^{2p}.
\]

For the estimation of the fourth term, one may use the original error term involving \( e^n_{n} \):

\[
E \left[ \max_{n=0,1,...,N} (J^n_{n})^{2p} \right] \leq E \left[ \max_{n=0,1,...,N} \left( \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \left\| U(t_n, s) \left( F_R(X^l(s)) - F_R(X(t_l)) \right) \right\|_{L^2}^{2p} \right) \right]
\]

\[
\leq E \left[ \max_{n=0,1,...,N} \left( L_R \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \left\| X^l(s) - X(t_l) \right\|_{L^2}^{2p} \right) \right]
\]

\[
\leq (L_R T)^{2p} E \left[ \max_{n=0,1,...,N} \left( \left\| e^n_{n} \right\|_{L^2}^{2p} \right) \right].
\]
For the fifth term we use Hölder’s inequality and [12, Lemma 5.4] (temporal regularity of
the mild solution), which yields
\[
E \left[ \max_{n=0,1,\ldots,N} (I^n_5)^{2p} \right] \\
\leq E \left[ \max_{n=0,1,\ldots,N} \left( \sum_{l=0}^{n-1} \int_{t_l}^{t_{l+1}} \| U(t_n, s) (F_R(X(t_l))) - F_R(X(s))) \|_1 \, ds \right)^{2p} \right] \\
\leq E \left[ \max_{n=0,1,\ldots,N} \left( L_R h \sum_{l=0}^{n-1} \sup_{t \leq t \leq t_{l+1}} \| X(t_l) - X(s) \|_1 \right)^{2p} \right] \\
\leq (L_R h)^{2p} E \left[ \left( \left( \sum_{l=0}^{N-1} 1^{2p/2p-1} \right)^{2p-1} \left( \sum_{l=0}^{N-1} \sup_{t \leq s \leq t_{l+1}} \| X(t_l) - X(s) \|_1 \right)^{2p} \right)^{1/2p} \right]^{2p} \\
\leq (L_R h)^{2p} N^{2p-1} \sum_{l=0}^{N-1} E \left[ \sup_{t \leq s \leq t_{l+1}} \| X(t_l) - X(s) \|_1 \right]^{2p} \\
\leq (L_R h)^{2p} N^{2p} C (\| X_0 \|_2, T, p, R, \gamma) h^p = C_5 (\| X_0 \|_2, T, L_R, p, \gamma) h^p.
\]

All together, with another use of [12, Proposition 2.2] for bounding the term \( I^n_1 \), we thus obtain
\[
E \left[ \max_{n=0,1,\ldots,N} \| e^n \|_1^{2p} \right] \leq C E \left[ \max_{n=0,1,\ldots,N} \| I^n_1 \|_1^{2p} \right] + (L_R T)^{2p} E \left[ \max_{n=0,1,\ldots,N} \| e^n \|_1^{2p} \right] \\
+ C_1 h^p + C_2 h^p + C_3 h^{2p} + C_5 h^p \leq Ch^p + (L_R T)^{2p} E \left[ \max_{n=0,1,\ldots,N} \| e^n \|_1^{2p} \right].
\]

Now, as in the proof of [2, Theorem 2], for \( T = T_1 \) small enough, i.e. such that \( (L_R T)^{2p} < 1 \), the inequality above gives
\[
E \left[ \max_{n=0,1,\ldots,N} \| e^n \|_1^{2p} \right] \leq \frac{C}{1 - (L_R T)^{2p}} h^p,
\]
on \([0, T_1]\). In order to iterate this procedure, we impose, if necessary, that \( h \) is small enough (or, equivalently, that \( N \) is big enough), to ensure that \( T_1 \) can be chosen as before and as some integer multiple of \( h \) (say \( T_1 = rh \) for some positive integer \( r \), while \( T \) is some multiple integer of \( T_1 \) (say \( KT_1 = T \) for some positive integer \( K \)). To obtain a bound for the error on the longer time interval \([0, T]\), we iterate the procedure above by choosing \( T_2 = 2T_1 \) and estimate the error on the interval \([T_1, T_2]\). We repeat this procedure, \( K \) times, up to the final time \( T \). This can be done since the above error estimates are uniform on the intervals \([T_k, T_{k+1}]\) for \( k = 0, \ldots, K - 1 \) (with a slight abuse of notation for the time interval):
\[
E \left[ \max_{[T_k, T_{k+1}]} \| X^n - X_k(t_n) \|_1^{2p} \right] \leq C_E h^p
\]
where \( C_E \) is the error constant obtained above, \( t_n = nh \) are discrete times in \([T_k, T_{k+1}]\), \( X_k(t) \), \( k = 0, \ldots, K - 1 \), denotes the exact solution of Eq. (1) with the truncated nonlinearity with corresponding numerical solution \( X^{kr} \) as initial value at time \( T_k = kT_1 = (kr)h = t_{kr} \). We
now use the mild form of the truncated problem, that is Eq. (2) with the truncated nonlinearity, and the above obtained inequality to get

\[
E_K := \mathbb{E} \left[ \max_{[T_{K-1}, T_K]} \left\| X^n - X(t_n) \right\|_1^{2p} \right] \\
= \mathbb{E} \left[ \max_{[T_{K-1}, T_K]} \left\| X^n - X(t_n) + X_{K-1}(t_n) - X_{K-1}(t_n) \right\|_1^{2p} \right] \\
\leq CEh^p + CE \mathbb{E} \left[ \max_{[T_{K-1}, T_K]} \left\| X(t_n) - X_{K-1}(t_n) \right\|_1^{2p} \right] \\
\leq CEh^p + CE \mathbb{E} \left[ \max_{[T_{K-1}, T_K]} \left\| U(t_n, T_{K-1}) \left( X(T_{K-1}) - X^{(K-1)p} \right) \right\|_1^{2p} \right] \\
+ CE \mathbb{E} \left[ \max_{[T_{K-1}, T_K]} \int_{T_{K-1}}^{t_n} U(t, s) \left( F^R(X_{K-1}(s)) - F^R(X(s)) \right) ds \right]^{2p} \\
\leq CEh^p + CEh^p + CKE_{K-1} + CLR_T1E \left[ \left\| X_{K-1}(T_{K-1}) - X(T_{K-1}) \right\|_1^{2p} \right] \\
\leq CEh^p + (C + CLR_T1)E_{K-1}.
\]

For \( K = 1 \) one gets \( E_1 \leq CEh^p \). Finally, for the total error, we thus obtain

\[
\mathbb{E} \left[ \max_{n=0,1,\ldots,N} \left\| e^n \right\|_1^{2p} \right] = \mathbb{E} \left[ \max_{[0,T]} \left\| X^n - X(t_n) \right\|_1^{2p} \right] \\
\leq C(E_1 + E_2 + \ldots + E_K) \leq C(C_E, L_R, K, T_1)h^p,
\]

where the constant \( C \) is independent of \( N \) and \( h \) with \( Nh = T \) for \( N \) big enough. This concludes the proof of the theorem. \( \square \)

### 4 Convergence in Probability and Almost Surely in the Non-Lipschitz Case

Using the same strategy as in [1,2], one can show convergence in probability of order 1/2 and almost sure convergence of order \( \frac{1}{2} \) for the Lie–Trotter splitting scheme (3) when applied to the stochastic Manakov equation (1) with the original cubic nonlinearity.

**Proposition 1** Let \( X^0 \in \mathbb{H}^6 \) and \( T > 0 \). Denote by \( \tau^* = \tau^*(X^0, \omega) \) the maximum stopping time for the existence of a strong adapted solution, denoted by \( X(t) \), of the stochastic Manakov equation (1). For all stopping time \( \tau < \tau^* \wedge T \) a.s. there exists \( h_0 > 0 \) such that we have

\[
\forall h \in (0, h_0), \lim_{\mathcal{C}\to\infty} \mathbb{P} \left( \max_{0\leq n \leq N_\tau} \left\| X^n - X(t_n) \right\|_1 \geq Ch^{1/2} \right) = 0,
\]

where \( X^n \) denotes the numerical solution given by the Lie–Trotter splitting scheme (3) with time-step size \( h \) and \( N_\tau = \left\lceil \frac{T}{h} \right\rceil \).

**Proof** For \( R > 0 \), let us denote by \( X_R \), resp. \( X_R^p \), the exact, resp. numerical, solutions to the stochastic Manakov equation (2) with a truncated nonlinearity \( F_R \).

Fix \( X^0 \in \mathbb{H}^6 \), \( T > 0 \), \( \varepsilon \in (0, 1) \). Let \( \tau \) be a stopping time such that a.s. \( \tau < \tau^* \wedge T \).

By [6, Theorem 1.2] there exists an \( R_0 > 1 \) such that \( \mathbb{P} \left( \sup_{t \in [0, \tau]} \| X(t) \|_1 \geq R_0 - 1 \right) \leq \varepsilon/2. \)
Observe that one has the inclusion

\[
\left\{ \max_{0 \leq n \leq N_t} \left\| X^n - X(t_n) \right\|_1 \geq \varepsilon \right\} \subset \left\{ \max_{0 \leq n \leq N_t} \left\| X(t_n) \right\|_1 \geq R_0 - 1 \right\} \cup \left( \left\{ \max_{0 \leq n \leq N_t} \left\| X^n - X(t_n) \right\|_1 \geq \varepsilon \right\} \cap \left\{ \max_{0 \leq n \leq N_t} \left\| X(t_n) \right\|_1 < R_0 - 1 \right\} \right).
\]

Taking probabilities, we obtain

\[
P(\left\{ \max_{0 \leq n \leq N_t} \left\| X^n - X(t_n) \right\|_1 \geq \varepsilon \right\}) \leq \varepsilon / 2 + P\left( \left\{ \max_{0 \leq n \leq N_t} \left\| X^n - X(t_n) \right\|_1 \geq \varepsilon \right\} \cap \left\{ \max_{0 \leq n \leq N_t} \left\| X(t_n) \right\|_1 < R_0 - 1 \right\} \right).
\]

In order to estimate the terms on the right-hand side, we define the random variable \( n_\varepsilon := \min\{n \in \{0, \ldots, N_t\} : \left\| X^n - X(t_n) \right\|_1 \geq \varepsilon \} \), with the convention that \( n_\varepsilon = N_t + 1 \) if the set is empty. If \( \max_{0 \leq n \leq N_t} \left\| X(t_n) \right\|_1 < R_0 - 1 \) then we have by the triangle inequality

\[
\max_{0 \leq n \leq n_\varepsilon - 1} \left\| X^n \right\|_1 = \max_{0 \leq n \leq n_\varepsilon - 1} \left\| X^n - X(t_n) + X(t_n) \right\|_1 \leq \varepsilon + R_0 - 1 \leq R_0.
\]

From the definition of the Lie–Trotter splitting scheme (3), the isometry property of \( U_{h, n+1} \), the fact that \( F \) below is the cubic nonlinearity, and Lemma 2 follows

\[
\left\| X^{n_\varepsilon} \right\|_1 = \left\| Y^{n_\varepsilon-1}(t_{n_\varepsilon}) \right\|_1 \leq \left\| Y^{n_\varepsilon-1}(t_{n_\varepsilon-1}) \right\|_1 + \int_{t_{n_\varepsilon-1}}^{t_{n_\varepsilon}} \left\| F(Y^{n_\varepsilon-1}(s)) \right\|_1 \, ds \\
\leq \left\| X^{n_\varepsilon-1} \right\|_1 + C \int_{t_{n_\varepsilon-1}}^{t_{n_\varepsilon}} \left\| Y^{n_\varepsilon-1}(s) \right\|_1^3 \, ds \quad a.s.
\]  

(7)

Next, we give an explicit bound on \( Y^{n_\varepsilon-1}(s) \) for \( t_{n_\varepsilon-1} \leq s \leq t_{n_\varepsilon} \), in order to show that \( X^{n_\varepsilon} \) is also explicitly bounded. To do so, we use the explicit form of \( Y^{n_\varepsilon-1} \), as solution to the system of differential equation \( i \, dY + |Y|^2 \, Y \, dt = 0 \). First, we recall that \( |Y_1(t, x)|^2 + |Y_2(t, x)|^2 \) is pointwise preserved by the flow, see the proof of Lemma 1. This implies in particular that, for all \( s \in [t_{n_\varepsilon-1}, t_{n_\varepsilon}] \),

\[
\left\| Y^{n_\varepsilon-1}(s) \right\|_{L^2_x}^2 = \left\| Y^{n_\varepsilon-1}(t_{n_\varepsilon-1}) \right\|_{L^2_x}^2 \quad a.s.
\]

Moreover, this preservation property allows for the exact solution of the differential equation on \( (t_{n_\varepsilon-1}, t_{n_\varepsilon}) \) to be written for all \( s \in [t_{n_\varepsilon-1}, t_{n_\varepsilon}] \) as

\[
Y^{n_\varepsilon-1}(s) = e^{i(s-t_{n_\varepsilon-1})Y^{n_\varepsilon-1}(t_{n_\varepsilon-1})^2} \left( Y_1^{n_\varepsilon-1}(t_{n_\varepsilon-1})Y_2^{n_\varepsilon-1}(t_{n_\varepsilon-1}) \right).
\]

Then, the first spatial derivative of \( Y^{n_\varepsilon-1} \) can be computed as follows

\[
\partial_s Y^{n_\varepsilon-1}(s) = e^{i(s-t_{n_\varepsilon-1})Y^{n_\varepsilon-1}(t_{n_\varepsilon-1})^2} \left( \partial_s Y_1^{n_\varepsilon-1}(t_{n_\varepsilon-1}) + \partial_s Y_2^{n_\varepsilon-1}(t_{n_\varepsilon-1}) \right) + 2i(s-t_{n_\varepsilon-1}) \text{Re} \left( Y_1^{n_\varepsilon-1}(t_{n_\varepsilon-1}) \partial_s Y_1^{n_\varepsilon-1}(t_{n_\varepsilon-1}) + Y_2^{n_\varepsilon-1}(t_{n_\varepsilon-1}) \partial_s Y_2^{n_\varepsilon-1}(t_{n_\varepsilon-1}) \right).
\]
Using Cauchy–Schwarz inequality and the fact that $H^1$ is an algebra, one obtains that, for some constant $C > 0$,
\[
\left\| \partial_s Y^{n_{\varepsilon}}(s) \right\|^2_{L^2} \leq 2 \left\| \partial_s Y^{n_{\varepsilon}}(t_{n_{\varepsilon} - 1}) \right\|^2_{L^2} \left( 1 + C^2 (s - t_{n_{\varepsilon} - 1})^2 \right) \left\| Y^{n_{\varepsilon}}(t_{n_{\varepsilon} - 1}) \right\|^4_{1}.
\]
Using the above estimates and the definition of the $H^1$ norm, one arrives at the following bound
\[
\left\| Y^{n_{\varepsilon}}(s) \right\|^2_{1} \leq 2 \left\| Y^{n_{\varepsilon}}(t_{n_{\varepsilon} - 1}) \right\|^2_{1} \left( 1 + C |s - t_{n_{\varepsilon} - 1}| \right) \left\| Y^{n_{\varepsilon}}(t_{n_{\varepsilon} - 1}) \right\|^2_{1}.
\]
Taking the square root of the above and using the fact that $\sqrt{a^2 + b^2} \leq a + b$ for positive real numbers $a$, $b$, one gets
\[
\left\| Y^{n_{\varepsilon}}(s) \right\|_{1} \leq \sqrt{2} \left\| Y^{n_{\varepsilon}}(t_{n_{\varepsilon} - 1}) \right\|_{1} \left( 1 + C |s - t_{n_{\varepsilon} - 1}| \right) \left\| Y^{n_{\varepsilon}}(t_{n_{\varepsilon} - 1}) \right\|_{1}.
\]
Now, as $Y^{n_{\varepsilon}}(t_{n_{\varepsilon} - 1}) = X^{n_{\varepsilon}} - 1$ is bounded in $H^1$ by $R_0$, if we assume that $h$ is small enough to ensure that $C h \left( \sqrt{2} R_0 (1 + C h R_0^2)^3 \right) \leq R_0$, then we have $X^n = X^{n_{2 R_0}}$ for $0 \leq n \leq n_{\varepsilon}$ by (7).

If $n_{\varepsilon} \leq N_T$, then $\max_{0 \leq n \leq N_T} \left\| X^n_{2 R_0} - X^{n_{2 R_0}}(t_{n_{\varepsilon}}) \right\|_{1} \geq \varepsilon$ thanks to the definition of $n_{\varepsilon}$. Therefore we get $\max_{0 \leq n \leq N_T} \left\| X^n_{2 R_0} - X^{n_{2 R_0}}(t_{n_{\varepsilon}}) \right\|_{1} \geq \varepsilon$. Furthermore, by definition of $n_{\varepsilon}$, we have
\[
\left\{ \max_{0 \leq n \leq N_T} \left\| X^n - X(t_{n_{\varepsilon}}) \right\|_{1} \geq \varepsilon \right\} \cap \{ n_{\varepsilon} > N_T \} = \emptyset.
\]
We then deduce that
\[
\left\{ \max_{0 \leq n \leq N_T} \left\| X^n - X(t_{n}) \right\|_{1} \geq \varepsilon \right\} = \left\{ \max_{0 \leq n \leq N_T} \left\| X^n - X(t_{n}) \right\|_{1} \geq \varepsilon \right\} \cap \{ n_{\varepsilon} \leq N_T \}.
\]
Combining the above, using Markov’s inequality as well as the strong error estimates from Theorem 1, since $\tau < T$ a.s., there exists $C > 0$ such that
\[
P \left( \max_{0 \leq n \leq N_T} \left\| X^n - X(t_{n}) \right\|_{1} \geq \varepsilon, n_{\varepsilon} \leq N_T, \max_{0 \leq n \leq N_T} \left\| X(t_{n}) \right\|_{1} < R_0 - 1 \right) \leq \frac{1}{\varepsilon^{2p}} \left( \max_{0 \leq n \leq N_T} \left\| X^{n_{2 R_0}} - X^{n_{2 R_0}}(t_{n}) \right\|_{1} \right)^p \leq \frac{1}{\varepsilon^{2p}} C h^p.
\]
This last term is smaller than $\varepsilon/2$ for $h$ small enough. All together we obtain
\[
P \left( \max_{0 \leq n \leq N_T} \left\| X^n - X(t_{n}) \right\|_{1} \geq \varepsilon \right) \leq \varepsilon/2 + \varepsilon/2 = \varepsilon,
\]
and thus convergence in probability.

To get the order of convergence in probability, we choose $R_1 \geq R_0 - 1$ such that for all $h > 0$ small enough, $P \left( \max_{0 \leq n \leq N_T} \left\| X^n \right\|_{1} \geq R_1 \right) \leq \varepsilon/2$. As above, for all positive real number $C$, we have
\[
\left\{ \max_{0 \leq n \leq N_r} \| X^n - X(t_n) \|_1 \geq C h^{1/2} \right\} \subseteq \left\{ \max_{0 \leq n \leq N_r} \| X(t_n) \|_1 \geq R_1 \right\}
\]

\[
\cup \left( \left\{ \max_{0 \leq n \leq N_r} \| X^n - X(t_n) \|_1 \geq C h^{1/2} \right\} \cap \left\{ \max_{0 \leq n \leq N_r} \| X(t_n) \|_1 < R_1 \right\} \right).
\]

Taking probabilities and using Markov’s inequality as well as the strong error estimate from Theorem 1, we obtain

\[
P \left( \left\{ \max_{0 \leq n \leq N_r} \| X^n - X(t_n) \|_1 \geq C h^{1/2} \right\} \right) \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon,
\]

since \( \tau \leq T \) almost surely. For \( C \) large enough, we infer

\[
P \left( \left\{ \max_{0 \leq n \leq N_r} \| X^n - X(t_n) \|_1 \geq C h^{1/2} \right\} \right) \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon,
\]

uniformly for \( h < h_0 \). This shows that the order of convergence in probability of the Lie–Trotter splitting scheme is 1/2. \( \square \)

Using the results above, one arrives at the following proposition, which establishes that the Lie–Trotter splitting scheme has almost sure convergence order \( \frac{1}{2} \).

**Proposition 2** Under the assumptions of Proposition 1, for all \( \delta \in (0, \frac{1}{2}) \) and \( T > 0 \), there exists a random variable \( K_\delta(T) \) such that for all stopping times \( \tau \) with \( \tau < \tau^* \wedge T \), we have

\[
\max_{n=0, \ldots, N_r} \| X^n(\omega) - X(t_n, \omega) \|_1 \leq K_\delta(T, \omega) h^\delta \quad \mathbb{P} \text{-- a.s.},
\]

for \( h > 0 \) small enough.

**Proof** The proof uses similar arguments as the corresponding proof in [2]. Let \( \tau \) be a stopping time such that \( \tau < \tau^* \wedge T \) almost surely. Fix \( R > 0 \) and \( p > 1 \). Using the strong error estimate from Theorem 1 and Markov’s inequality, one gets positive \( h_0 \) and \( C \), which depend on \( T \) but not on \( \tau \) itself, such that

\[
\forall h \in (0, h_0), \quad \mathbb{P} \left( \max_{0 \leq n \leq N_r} \| X^n_R - X_R(t_n) \|_1 > h^\delta \right) \leq C h^{p(1-2\delta)}.
\]

Using [14, Lemma 2.8], one then obtains that, choosing \( p \geq 1 \) sufficiently large to ensure that \( p(1-2\delta) > 1 \), there exists a positive random variable \( K_\delta(R, \gamma, T, p, \cdot) \) such that

\[
\mathbb{P} \text{-- a.s.}, \quad \forall h \in (0, h_0), \quad \max_{0 \leq n \leq N_r} \| X^n_R - X_R(t_n) \|_1 \leq K_\delta(R, \gamma, T, p, \omega) h^\delta.
\] (8)

After this preliminary observation, we shall proceed as in the proof of Proposition 1. We know that, since \( \tau < \tau^* \) a.s., there exists a random variable \( R_0 \) such that

\[
\sup_{0 \leq t \leq \tau} \| X(t) \|_1 \leq R_0(\omega) \quad \mathbb{P} \text{-- a.s.}
\]

Let now \( \varepsilon \in (0, 1) \) and \( h \) small enough (\( h \leq 3 R_0^{-2}(\omega) \)). Assume by contradiction that

\[
\max_{0 \leq n \leq N_r} \| X^n - X(t_n) \|_1 \geq \varepsilon.
\]
Define \( n_\varepsilon := \min\{n : \|X^n - X(t_n)\|_1 \geq \varepsilon\} \). By definition of \( R_0 \) and \( h \), we have that \( \|X^n\|_1 \leq R_0 \) a.s. for \( 0 \leq n < n_\varepsilon - 1 \). Hence, \( \|X^n\|_1 \leq 2R_0 \) and so the numerical solution equals the numerical solution of the truncated equation \( X^n = X^n_{2R_0} \) for \( n = 0, 1, \ldots, n_\varepsilon \). We thus obtain that \( \max_{0 \leq n \leq N_t} \|X^n_{2R_0} - X_{2R_0}(t_n)\|_1 \geq \varepsilon \) for \( h \) small enough. This contradicts (8) with \( R = 2R_0 \). Therefore, we have almost sure convergence.

To get the order of almost sure convergence, we proceed similarly as in the proof of Proposition 1. From the above, we have for \( \omega \) in a set of probability one and all \( \varepsilon > 0 \), there exists \( h_0 > 0 \) such that for all \( h \leq h_0 \), \( \max_{0 \leq n \leq N_t} \|X^n - X(t_n)\|_1 \leq \varepsilon \). Thus, there exists \( R_1(\omega) > R_0(\omega) \) such that \( \max_{0 \leq n \leq N_t} \|X^n\|_1 \leq R_1(\omega) \).

If now \( h \leq 3R_1^{-2} := h_0 \), we obtain from (8) that
\[
\max_{0 \leq n \leq N_t} \|X^n - X(t_n)\|_1 = \max_{0 \leq n \leq N_t} \|X^n_{R_1} - X_{R_1}(t_n)\|_1 \leq K_3(R_1, \gamma, T, p, \omega)h^{\delta}.
\]

This shows that the order of a.s. convergence of the Lie–Trotter splitting scheme is \( \frac{1}{2} \). –

5 Numerical Experiments

In this section, we present various numerical experiments in order to illustrate the main properties of the Lie–Trotter scheme (3), denoted by LT below, and to compare it with other time integrators from the literature for the stochastic Manakov system. We start by numerically illustrating various types of convergence (strong, in probability, and almost surely) of various time integrators. Then, we focus on the preservation of the \( L^2 \)-norm and computational costs. Finally, we consider stochastic evolution of deterministic solitons and we discuss the possible occurrence of blowup of solutions to the stochastic Manakov equation.

Let us note that, in order to be able to consider soliton solutions (see below for precise details), we slightly modify the SPDE (1) with a factor \( 1/2 \) in front of the second order spatial derivative:

\[
i dX + \frac{1}{2} \partial_x^2 X \, dt + i \sqrt{\gamma} \sum_{k=1}^{3} \sigma_k \partial_x X \circ dW_k + |X|^2 X \, dt = 0. \tag{9}
\]

We also introduce the following numerical schemes in order to compare their performance:

– The nonlinearly implicit Crank–Nicolson scheme from [12]

\[
X^{n+1} = X^n - H_{h,n}X^{n+1/2} + ihG(X^n, X^{n+1}). \tag{CN}
\]

where \( G(X^n, X^{n+1}) = \frac{1}{2} (|X^n|^2 + |X^{n+1}|^2) X^{n+1/2} \) and \( X^{n+1/2} = \frac{X^{n+1} + X^n}{2} \).

– The exponential integrator studied in [2]

\[
X^{n+1} = U_{h,n} \left( X^n + ihF(X^n) \right). \tag{EXP}
\]

– The relaxation scheme presented in [12]

\[
i \left( X^{n+1} - X^n \right) + H_{h,n} \left( \frac{X^{n+1} + X^n}{2} \right) + \Phi^{n+1/2} \left( \frac{X^{n+1} + X^n}{2} \right) = 0. \tag{Relax}
\]

where \( \Phi^{n+1/2} = 2|X^n|^2 - \Phi^{n-1/2} \) with \( \Phi^{-1/2} = |X_0|^2 \).
Observe that the definitions of the quantities $H_{h,n}$ and $U_{h,n}$ have to be modified in order to take into account the factor $1/2$ in Eq. (9).

Equation (9) allows the formation of solitons in the deterministic case (i.e. for $\gamma = 0$). Such solutions are given by the initial value $[11,13]$

$$X_0(\eta, \kappa, \alpha, \tau, \theta, \phi_1, \phi_2) = X(x, 0) = \left( \cos(\theta/2) \exp(i\phi_1) \right) \eta \sech(\eta x) \exp(-i\kappa(x - \tau) + i\alpha),$$

(10)

where $\eta, \kappa, \alpha, \tau, \theta, \phi_1, \phi_2 \in \mathbb{R}$, and take the form

$$X(x,t) = \left( \cos(\theta/2) \exp(i\phi_1) \right) \eta \sech(\eta(x - \tau(t))) \exp(-i\kappa(x - \tau(t)) + i\alpha(t)),$$

(11)

where $\tau(t) = \tau_0 - \kappa t$, $\alpha(t) = \alpha_0 + \frac{1}{2} \left( \eta^2 + \kappa^2 \right) t$, and $\tau_0, \alpha_0 \in \mathbb{R}$.

For the numerical experiments we follow a few standards that will hold unless stated otherwise. The initial condition for the SPDE (9) is given by Eq. (10) with the parameters $\alpha = \tau = \phi_1 = \phi_2 = \kappa = 0$ and $\theta = \pi/4$, $\eta = 1$. For such initial value, we expect that the essential part of the mass of the solution to the SPDE with $\gamma = 1$ remains on a bounded interval $[-a, a]$ with a sufficiently large $a > 0$ over the computational time interval $[0, T]$, for $T > 0$. The spatial discretization is done using standard finite differences with a uniform mesh size denoted by $\Delta x$. We consider homogeneous Dirichlet boundary conditions ($X(-a, t) = X(a, t) = 0$). In order to avoid too long computations, some numerical experiments have been performed with a pseudospectral discretization and periodic boundary conditions ($X(-a, t) = X(a, t)$). Lastly, all experiments will per sample, whenever possible, use a common Brownian motion for each numerical scheme and time discretization.

### 5.1 Strong Convergence

In this subsection we will numerically demonstrate the mean-square orders of convergence of the four numerical schemes seen above. The strong order of convergence has been shown to be $1/2$, in the case of a cut-off nonlinearity, for the Lie–Trotter splitting scheme, the exponential integrator, and the Crank–Nicolson scheme in Theorem 1 above, [2, Theorem 2], and [12, Proposition 3.4], respectively.

To illustrate these strong orders of convergence, we consider discretizations of Eq. (9) with the following parameters: $a = 50$, $\Delta x = 0.05$, $T = 1$, $N = 2^k$, $k = 10, 11, \ldots, 16$, and $h = T/N$. We approximate the exact solution using a reference solution, denoted by $\tilde{X}$, simulated using the Lie–Trotter splitting scheme with $N^{\text{ref}} = 2^{18}$ and time-step size $h^{\text{ref}} = T/N^{\text{ref}}$. We then compute the mean-square errors

$$e_N := \mathbb{E} \left[ \max_{n=1,\ldots,N} \| X^n - \tilde{X}(t_n) \|_1^2 \right],$$

at the coarse time grid $\{t_n\}_{n=1}^N = \{nh\}_{n=1}^N$. The expectations are approximated using 300 samples (we have checked that this number of samples was enough). The results are presented in Fig. 1, where it can be observed that all four numerical schemes demonstrate the mean-square rate of convergence $1/2$. 
5.2 Convergence in Probability

In this subsection we numerically demonstrate the orders of convergence in probability for the four numerical schemes. This order has been shown to be $1/2$ for the exponential integrator and the Crank–Nicolson scheme in [2, Proposition 3], and [12, Theorem 1.3], respectively, and for the Lie–Trotter scheme in Proposition 1 above.

Restating a definition from [1], we say that a numerical scheme converges in probability with order $\delta$, in $H^1$, if for all small enough $h > 0$,

$$\lim_{C \to \infty} P \left( \sup_{n \in \{1, 2, \ldots, N\}} \|X^n - X(t_n)\|_1 \geq Ch^\delta \right) = 0,$$

or, equivalently, if for all $\varepsilon \in (0, 1]$, there exists $C(\varepsilon) > 0$ such that

$$P \left( \sup_{n \in \{1, 2, \ldots, N\}} \|X^n - X(t_n)\|_1 \geq C(\varepsilon)h^\delta \right) < \varepsilon.$$

Numerically, we investigate the order in probability by using the equation

$$\max_{n \in \{1, 2, \ldots, N\}} \|X^n - \tilde{X}(t_n)\|_1 \geq Ch^\delta,$$  \hspace{1cm} (12)

where $\tilde{X}$ denotes a reference solution. We then either study the proportion of samples, $P$, fulfilling equation (12) for given $C$ and $\delta$, or estimate the constant $C$ for given $\delta$ and proportion of samples $P$. This is to say, when estimating $P$ for given $\delta$, $h$, and $C$, we then observe whether $P \to 0$ for the given $\delta$ as $h \to 0$ and $C$ increases. Or, when estimating $C$ for given $\delta$, $h$, and the proportion $P$ allowed by the sample size, we then observe whether the range of obtained $C$ is small or not. In order to allow for comparison, we normalize this range via

$$\tilde{C}(\delta, h, P) = \frac{C(\delta, h, P)}{\max_{\delta, h} C(\delta, h, 0)},$$

which forces $\max_{\delta, h} \tilde{C}(\delta, h, 0) = 1$.

In the first numerical experiment we simulate 36 samples (on a 12 core computer) using the Lie–Trotter splitting scheme using a pseudospectral spatial discretization using $2^{10}$ Fourier modes and we take the parameters $\gamma = 9$, $a = 50$, $T = 1/2$, $N = 2^k$, $k = 12, 14, \ldots, 20$, and $h = T/N$. We approximate the exact solution using a reference solution, $\tilde{X}$, simulated using the Lie–Trotter splitting scheme with $N^{\text{ref}} = 2^{24}$ and time-step size $h^{\text{ref}} = T/N^{\text{ref}}$. We then estimate the proportion $P$ of samples fulfilling (12) for each given $h$, $\delta = 0.4, 0.5, 0.6$, and $C = 10^c$ for $c = 0, .5, 1$. The results are presented in Fig. 2.

In this figure, one clearly sees how the proportion of samples $P$ quickly goes to zero for $\delta \leq 1/2$ and an increasing $C$. Furthermore, this property does not hold for $\delta > 1/2$. This
Fig. 2 Proportion of samples fulfilling (12) for the Lie–Trotter splitting scheme

The numerical experiment thus confirms that the order of convergence in probability of the Lie–Trotter scheme is $1/2$. Observe that the reason for choosing a larger value of $\gamma$ in the model (9) is for being able to perform such computations in reasonable times with reasonable large values of $C$ and $N$. We have performed similar experiments for the other time integrators and have obtained alike results.

In the second numerical experiment we simulate 300 samples using all four schemes and considering the parameters $a = 50$, $\Delta x = 0.05$, $T = 1$, $N = 2^k$, $k = 10, 11, \ldots, 16$, and $h = T/N$. We approximate the exact solution using a reference solution, $\tilde{X}$, simulated using the Lie–Trotter splitting scheme with $N^{\text{ref}} = 2^{18}$ and time-step size $h^{\text{ref}} = T/N^{\text{ref}}$. Using the obtained samples, we estimate the normalized ranges $\tilde{C}$ for the given $h$, $\delta = 0.3, 0.4, 0.5$ and $P \in (0, 1)$. The results are presented in Fig. 3.

In this figure, one clearly sees how the ranges $\tilde{C}$ becomes smaller when $\delta \to 1/2$. This figure illustrates that all four numerical schemes converge in probability with at least order $1/2$.

5.3 Almost sure convergence

In this subsection, with the help of two numerical experiments, we numerically demonstrate the orders of almost sure convergence of the four numerical schemes. This order has been shown to be $1/2$ for the exponential integrator and the Crank–Nicolson scheme in [2, Proposition 4], and [12, Theorem 1.3], respectively as well as for the Lie–Trotter scheme in Proposition 2.

Restating the definition, we say that a numerical scheme converges almost surely with order $\hat{\delta}$ if for all $\delta \in (0, \hat{\delta})$, there exists a random variable $K_\delta(T)$ such that one has

$$\max_{n=0,\ldots,N_T} \|X^n(\omega) - X(t_n, \omega)\|_1 \leq K_\delta(T, \omega) h^{\hat{\delta}} \quad \mathbb{P} - a.s.,$$

for $h > 0$ small enough, where $\tau$ is a stopping time. For ease of presentation we take $T = 1$.

Numerically, we can investigate the order of almost sure convergence by first computing the sample errors, with respect to a reference solution $\tilde{X}$,

$$e_N(\omega) := \max_{n=1,\ldots,N} \|X^n(\omega) - \tilde{X}(\omega, t_n)\|_1$$
at the coarse time grid \(\{t_n\}_{n=1}^N = \{nh\}_{n=1}^N\), where \(h = 1/N\). For a fixed sample, we can then estimate the constant \(K_{\delta}(T, \omega)\), according to the formula
\[
\min \{ K_{\delta}(T, \omega) \in \mathbb{R}^+ : K_{\delta}(T, \omega)h^\delta \geq e_N(\omega) \}
\]
for all considered time-step sizes \(h\). For a sufficiently large span of \(h\), we would then expect that the distance
\[
e_{\delta} = \max_h |K_{\delta}(T, \omega)h^\delta - e_N(\omega)|
\] (13)
would be minimized for the correct order \(\delta\).

Let us now use the above and investigate \(e_{\delta}\) from (13) for all four numerical schemes. We simulate 300 samples and consider the following parameters \(a = 50, \Delta x = 0.2, T = 1, N = 2^k, k = 8, 11, \ldots, 16\), and \(h = T/N\). We approximate the exact solution using a reference solution, \(\tilde{X}\), simulated using the Lie–Trotter splitting scheme with \(N_{\text{ref}} = 2^{18}\) and time-step size \(h_{\text{ref}} = T/N_{\text{ref}}\). We then estimate the constant \(K_{\delta}(T, \omega)\) for each sample, and compute the mean, median and standard deviation of \(e_{\delta}\) in Eq. (13). The results are presented in Table 1. We see that \(\delta = 1/2\) minimizes the mean, median and the deviation of \(e_{\delta}\) for all four numerical schemes. This confirms the theoretical results that the order of almost sure convergence is \(1/2\) for the Lie–Trotter scheme, Crank–Nicolson scheme, and exponential integrator.

By treating the \(e_{\delta}\) as random variables dependent on the choice of \(\delta\) and numerical scheme, we can statistically compare their expected values via one-sided paired t-tests. We do this by pairing \(e_{0.5}\) and \(e_{\delta}, \delta = 0.4, 0.45, 0.55, 0.6\) for each numerical scheme, and test the hypothesis pairs

![Fig. 3](image-url)
The p-values obtained by the t-tests is the probability, under the assumption of the null hypothesis $H_0$, to observe a set of observations at least as extreme as those tested. This means that if one obtains a p-value smaller than a chosen significance level, typically 5% or 1%, one may reject the null hypothesis $H_0$ in favor of the alternative hypothesis, $H_1$. For 12 of the 16 combinations of $e_3$ and numerical schemes, we obtain p-values which are at most approximately $10^{-11}$. When comparing $e_{0.5}$ with $e_{0.55}$ for the four numerical schemes, we obtain p-values of approximately 0.35 to 0.37. We may therefore safely reject the null hypotheses in favor of the alternative hypotheses, with the exception of $E[e_{0.5}] < E[e_{0.55}]$. This leads to the conclusion that $\delta$ close to $1/2$ minimizes the mean of the chosen $e_3$, for all four numerical schemes. Combining this with the results in Table 1 thus illustrates that all time integrators converge almost surely with at least order $\delta = 1/2$. In the second numerical experiment, we illustrate the behavior of how each individual sample of the Lie–Trotter splitting scheme converges in $H_1$ as $h \to 0$. To do this, we take the parameters $a = 50$, $\Delta x = 1/16$, $T = 1$, $N = 2^k$, $k = 4, 6, \ldots, 18$, and $h = T/N$. The real part of the obtained numerical solutions are presented in Fig. 4. Solutions computed with larger time-steps $h$ are displayed with lighter gray, the red color is used for the reference solution $\tilde{X}$. In this figure, one can clearly observe that not only the heights of the oscillations will converge properly, but also that the offsets of the peaks, caused by coarse time-stepping, will be lessened as the number of time-steps increases.

5.4 Preservation of the $L^2$-norm

In this subsection we numerically illustrate the preservation of the $L^2$-norm for the above time integrators. The numerical schemes which have been shown to preserve the $L^2$-norm are the Lie–Trotter splitting scheme (in Lemma 1 above) and the Crank–Nicolson scheme (in
Fig. 4 Almost sure convergence with the Lie–Trotter splitting scheme.

Fig. 5 Log of the maximum drift in the $L^2$-norm for each time integrators.

Almost sure convergence with the Lie–Trotter splitting scheme [12, Proposition 3.1]). In contrast, the exponential integrator does not preserve the $L^2$-norm, see [2, Ch. 4].

For this numerical experiment, we consider the parameters $a = 50$, $\Delta x = 0.2$, $T = 100$, and $h = 2^{-12}$. We simulate 100 samples and for each sample and each scheme compute the maximum drift in the $L^2$-norm,

$$\max_{n=1, \ldots, N} \log_{10} \| X^n \|_{L^2} - \| X^0 \|_{L^2}.$$  

The maximum drifts of these samples are presented in Fig. 5.

In this figure, it can be observed that one has a preservation of the $L^2$-norm up to the 13’th decimal for all numerical schemes but the exponential integrator.

5.5 Computational Costs

The goal of the present numerical experiment is to compare the computational costs of the above time integrators. To do this, we consider the following parameters $a = 50$, $\gamma = 2$, $\Delta x = 0.25$, $T = 1$, $N = 2^k$, $k = 8, 9, \ldots, 14$, and $h = T/N$. We approximate the exact solution using a reference solution, denoted by $\tilde{X}$ and simulated using the Lie–Trotter splitting scheme with $N_{\text{ref}} = 2^{16}$ and time-step size $h_{\text{ref}} = T/N_{\text{ref}}$, and compute the mean-square errors.
Fig. 6 Mean-square errors at time $T = 1$ compared to mean computational times

$$e_N := \mathbb{E} \left[ \| X^N - \tilde{X}(T) \|_1^2 \right].$$

The expectations present in $e_N$ are approximated using 100 samples. The mean computational times for all time integrators are presented in Fig. 6.

In this figure, one can see that the Crank–Nicolson scheme is significantly slower than the other three schemes, which is to be expected due to the implicit calculations. In addition, it seems that the exponential integrator has a slight advantage when it comes to computational time.

### 5.6 Comparison of the Evolution of Solitons

In this subsection, we investigate the impact of noise on soliton solutions to the deterministic Manakov system. We do this by simulating equation (9) with the Lie–Trotter splitting scheme (3) for different levels of noise. We observe the evolutions of the $H^1$-norm, Hamiltonian, the mass center, and the pulse width. We also inspect the evolution of the profiles of the solitons. The mass center (or barycenter, or time displacement) and the pulse width (or viriel), see e.g. [9,10], are respectively defined as

$$T_c(t) = \langle x \rangle(t) = \frac{\int_{\mathbb{R}} x |X(t,x)|^2 \, dx}{\int_{\mathbb{R}} |X(t,x)|^2 \, dx}$$

and

$$V(t) = \langle x^2 \rangle(t) = \frac{\int_{\mathbb{R}} (x - \langle x \rangle(t))^2 |X(t,x)|^2 \, dx}{\int_{\mathbb{R}} |X(t,x)|^2 \, dx}.$$

In the deterministic case, the soliton (11) preserves a number of properties, including the $H^1$-norm, the Hamiltonian, and the pulse width. Some of the preserved properties can be seen in the lemma below.

**Lemma 3** The soliton (11), obtained by Eq. (9) with $\gamma = 0$ and initial value (10), preserves the following quantities:

1. $H(X(\cdot, t))$, where $H$ is the Hamiltonian

   $$H(X) = \frac{1}{2} \int_{\mathbb{R}} \left( \frac{\partial}{\partial x} X \right)^2 \, dx - \frac{1}{2} \int_{\mathbb{R}} |X|^4 \, dx.$$

2. The norm $\| X(\cdot, t) \|_1^2$. 
Table 2  Initial value coefficients

| Set | 1     | 2     | 3     |
|-----|-------|-------|-------|
| $\eta$ | 1     | 1.2   | 1.5   |
| $\theta$ | $\pi/3$ | $\pi/2$ | $-\pi/2$ |
| $\phi_1$ | $\pi/4$ | $-\pi/4$ | $4\pi/5$ |
| $\phi_2$ | $\pi/2$ | $\pi/4$ | $-\pi/2$ |
| $\kappa$ | 2     | 3     | 4     |

Fig. 7  Time evolution of various quantities of the deterministic (•) and stochastic (○ and △ for $\gamma = 1$ and $\gamma = 1/20$ respectively) numerical approximations of Eq. (9). Top to bottom: the initial values are Eq. 10) with coefficient set 1, 2, and 3, from Table 2.

3. $\|\left( \frac{\partial}{\partial x} X(x, t) \right)(\cdot) \|_{L^2}^2$.
4. $\|X(\cdot, t)\|_{L^2}^2$ for $\sigma \in \mathbb{Z}^+$.
5. The pulse width $V(t)$.

**Proof** To show that the first four quantities are preserved along the soliton (11), one inserts the definition of the soliton into these quantities and uses the translation invariance of the Lebesgue measure.

Along the soliton (11), the evolution of the mass center $T_c$ is given by

$$T_c(t) = \frac{\int_{\mathbb{R}} x |X(t, x)|^2 dx}{\int_{\mathbb{R}} |X(t, x)|^2 dx} = \frac{\int_{\mathbb{R}} (\eta z + \tau_0 - \kappa t)|\text{sech}(z)|^2 dz}{2} = \tau_0 - \kappa t.$$
Fig. 8 Evolution of the square of the modulus of the first components, $X_1$, up to $t = 2.5$ (left) and $t = 10$ (right) of the deterministic (bottom) and stochastic ($\gamma = 1$ top and $\gamma = 1/20$ middle) numerical approximations of (9) with initial value Eq. (10) and coefficient set 3 from Table 2.

Fig. 9 Evolution of $H^1$-norm of (14) for $\gamma = 0$ using the four initial values (10), (15), (16), and (17) (left to right, top to bottom). Pink $\times$: $M = 2^{13}$, grey $\circ$: $M = 2^{15}$. Darker lines implies larger $N$. 


It then follows that the pulse width satisfies
\[
V(t) = \frac{\int_{\mathbb{R}} (x - T_c(t))^2 |X(t, x)|^2 dx}{\int_{\mathbb{R}} |X(t, x)|^2 dx} = \frac{\pi^2}{12\eta^2}.
\]

With the following experiments we highlight how some of these quantities evolve in the stochastic case considered in this paper ($\gamma > 0$), and present a visual comparison, using the Lie–Trotter splitting scheme and a pseudospectral spatial discretization. We consider three instances of Eq. (9) with periodic boundary conditions and the noise coefficients $\gamma = 0$, $\gamma = 1$, and $\gamma = 1/20$. We use three initial values for each choice of $\gamma$ in the form of Eq. (10), with the coefficients seen in Table 2.

Further, we use $a = 20\pi$, $2^{14}$ Fourier modes, $T = 10$, $N = 2^{10}$ and $h = T/N$. In the stochastic cases ($\gamma = 1$ and $\gamma = 1/20$) we simulate one sample each using one common Brownian motion.

The $H^1$-norm, Hamiltonian, the mass center, and the pulse width can be seen in Fig. 7. In addition to this, the evolution of the first component of some of the numerical solutions can be seen in Fig. 8.

When $\gamma = 0$, we see how the soliton produces the expected drift of the mass center. In addition, hardly visible in these figures, is the fact that the Lie–Trotter splitting scheme does not exactly preserve the $H^1$-norm, Hamiltonian, or the pulse width of the soliton. Their respective evolutions instead oscillate around their starting values, with the amplitude of the oscillation decreasing as $h$ decreases. When $\gamma > 0$, it can be clearly observed that the presence of the noise prevents the preservation of the $H^1$-norm, Hamiltonian and the pulse width of solitons. Furthermore, it can be noted how the pulse width only varies slightly for $\gamma = 1/20$. Finally, the conjecture posed in [11], stating that the soliton is stable and not strongly destroyed for small noise and short distances, seems to hold.
Fig. 11 Evolution of $H^1$-norm of (14) using the initial value (15), $a = 20\pi, \gamma = 0$ (left) or $\gamma = 1$ (right), and $\sigma = 2, 3, 4$ (top, middle, bottom). Pink $\times$: $M = 2^{16}$, grey $\diamond$: $M = 2^{17}$. Darker lines implies larger $N$

5.7 Conjecture on the Critical Exponent

A stochastic partial differential equation related to the stochastic Manakov equation (1) or (9) is the nonlinear Schrödinger equation with white noise dispersion (NLSw) in dimension $d$

$$
\begin{cases}
  idu + \Delta u \circ d\beta + |u|^{2\sigma} u \, dt = 0 \\
  u(0) = u_0,
\end{cases}
$$

where $u = u(x, t)$, is a complex valued random process, with $t \geq 0$ and $x \in \mathbb{R}^d$, $\Delta u = \sum_{j=1}^{d} \frac{\partial^2 u}{\partial x_j^2}$ denotes the Laplacian in $\mathbb{R}^d$, $\sigma$ a positive real numbers, $\beta = \beta(t)$ is a real valued standard Brownian motion, and $u_0$ is a given initial value, see for instance [4]. Solutions to this SPDE may blowup in finite time, see details below, depending on the choice of the power-law $\sigma$. We therefore introduce a general power-law nonlinearity in the stochastic Manakov
Fig. 12 Evolution of $H^1$-norm of (14) using the initial value (15), $a = 40\pi, \gamma = 0$ (left) or $\gamma = 1$ (right), and $\sigma = 2, 3, 4$ (top, middle, bottom). Pink $\times: M = 2^{17}$, grey $\diamond: M = 2^{18}$. Darker lines implies larger $N$

equation (9) and consider

$$i dX + \frac{1}{2} \partial_x^2 X dt + i \sqrt{\gamma} \sum_{k=1}^{3} \sigma_k \partial_x X \circ dW_k + |X|^{2\sigma} X dt = 0,$$

where $\sigma \in \mathbb{R}_{+}$. The aim of the following numerical experiments is to numerically investigate possible blowup of the stochastic Manakov equation with power-law nonlinearity.

Following the convention of e.g. [7], given $u_0 \in H^1$ and $\omega \in \Omega$, we define the blowup time of the process $X$ by

$$\tau(u_0, \omega) = \inf \{ \tau \in [0, +\infty] : \lim_{t \to \tau} \|X(\cdot, t, \omega)\|_1 = +\infty, X(0) = u_0 \}.$$

We say that an exponent $\sigma_{\text{crit}}$ is critical for Eq. (14) if on the one hand $\tau(u_0, \omega) = +\infty$ for all $\sigma < \sigma_{\text{crit}}$ and all $u_0$ and on the other hand $\tau(u_0, \omega) < +\infty$ for all $\sigma > \sigma_{\text{crit}}$ for some $u_0$. The exponents $\sigma < \sigma_{\text{crit}}$ and $\sigma > \sigma_{\text{crit}}$ would be called subcritical exponents and supercritical exponents respectively.
It has been shown that the NLSw has solutions in $H^1$ for dimension $d = 1$ and $\sigma = 2$, [8, Theorem 2.2], and for $\sigma < 2/d$ in any dimension, [5, Theorem 2.3]. It is also conjectured, see [1], that the critical exponent in the stochastic case is $\sigma_{\text{crit}} = 4/d$, twice that of the deterministic case. Extensive numerical experiments on the NLSw are presented in [1,3,4]. Identification of critical exponents for the stochastic Manakov equation (14) is still an open problem, as discussed in [12] for the cubic case ($\sigma = 1$).

Let us first investigate possible blowup of solutions to Eq. (14) in the cubic case, i.e. when $\sigma = 1$, for $\gamma = 0$ (deterministic case) and $\gamma = 1$ by observing how the $H^1$-norms evolve over a sufficiently long time interval. These simulations use the following four initial values: The initial value given by the soliton (10) with the usual parameters given at the end of the

---

**Fig. 13** Evolution of $H^1$-norms of (14) with $\sigma = 1, 1.25, 1.5, 1.75, 2, 2.25$ (in order left to right, top to bottom) using the initial value (15)
introduction of Sect. 5, a sum of solitons (10) (see [11]) with arbitrarily chosen coefficients
\[
X_{0,2} = X_0(5, 0, 0, 0, \pi/4, 0, 0) + X_0(1, \pi/3, 0, 0, \pi/4, 3, 0),
\]  
(15)
a Gaussian initial value
\[
X_{0,3} = \begin{pmatrix}
3 \exp(-10x^2) \\
2 \exp(-5x^2)
\end{pmatrix},
\]  
(16)
and a modification of Eq. (10)
\[
X_{0,4} = X_0(1, 0, 0, 0, \pi/4, 0, 0) + \begin{pmatrix}
\cos(x) \exp(-x^2) \\
0
\end{pmatrix}.
\]  
(17)
In order to avoid too long computational times, we perform this numerical experiment using a periodic boundary condition and a pseudospectral spatial discretization. We consider numerical discretizations with the following parameters: \(a = 20\pi\), \(M = 2^{13}, 2^{15}\)
Fig. 15 Evolution of $H^1$-norms of (14) with $\gamma = 0$ and $\sigma = 1, 1.25, 1.5, 1.75, 2, 2.25$ (in order left to right, top to bottom) using the initial value (15)

Fourier modes, $T = 40, N = 2^k, k = 15, 17, 19,$ and $h = T/N$. We then, at the time grids $\{t_n\}_{n=0}^N = \{nh\}_{n=0}^N$, compute the mean of the $H^1$-norms of the numerical solutions,

$$H_n = \mathbb{E}\left[\|X^n\|_1\right].$$

The expectations are approximated using 48 samples. The results of these numerical experiments are presented in Fig. 9 (deterministic case) and Fig. 10.

From these figures, it is clear that no indication of blowup is present, for any of the chosen discretizations or simulated samples. Had $\tau(u_0, \omega) < +\infty$ for any of the samples, we would have expected $H_n$ to increase as $M$ and $N$ increased.

Expanding on the above results, we perform two numerical experiments where we vary the exponent $\sigma = 2, 3, 4$ in the stochastic Manakov equation with a power-law nonlinearity (14) and the coefficient $\gamma = 0$ and $\gamma = 1$ (again comparing deterministic and stochastic...
results). As in the previous experiment we perform these numerical experiments using a periodic boundary condition and a pseudospectral spatial discretization. In order to further limit the computational time, we only consider the initial value (15), abort the simulations if \( \| X^n \|_1 > 500 \), and simulate only one sample per combination of \( \sigma \) and \( \gamma \).

The common parameters for the following two experiments are \( T = 0.01, N = 2^k, k = 16, 17, \) and \( h = T/N \). In order to verify possible blowup we also vary the width of the interval between the two experiments, by using \( a = 20\pi \), and \( M = 2^{16}, 2^{17} \) Fourier modes in the first experiment and \( a = 40\pi \), and \( M = 2^{17}, 2^{18} \) Fourier modes in the second experiment. For the stochastic samples we use one common Brownian motion.

The results can be seen in Fig. 11 (for the first experiment with \( a = 20\pi \)) and in Fig. 12 (for the second experiment with \( a = 40\pi \)). We see that the \( H^1 \)-norm increases sharply before exceeding 500 in all cases but for the stochastic \(( \gamma = 1 \) processes with \( \sigma = 2 \). Further, we see that taking a finer discretization or wider interval neither prevents nor delays these sharp increases. This is a clear evidence of blowup, for 5 of the 6 combinations of \( \gamma \) and \( \sigma \), but we have two notable observations to make. The first is that the presence of noise \(( \gamma = 1 \) either delays or completely prevents blowup when \( \sigma = 2 \). The second is that an insufficient number of Fourier modes will fail to properly reflect the rapid increase in the \( H^1 \)-norm, as seen in both deterministic \(( \gamma = 0 \) cases with \( \sigma = 4 \). Other numerical experiments, not shown here, using finer time and spatial discretizations or the initial value (16) produce similar results.

Having confirmed that blowup may occur, and that the discretization parameters of the previous experiment are sufficient to observe it, we now simulate 48 samples with \( \sigma = 1, 1.25, 1.5, 1.75, 2, 2.25, 2.5, 2.9, 3, 3.5, 4 \) and the parameters \( T = 0.01, N = 2^{17}, h = T/N \), \( a = 20\pi \), and \( M = 2^{17} \) Fourier modes. As in the two previous experiments we terminate calculations if \( \| X^n \|_1 > 500 \). The results are presented in Figs. 13 and 14. We observe that a rapid increase in the \( H^1 \)-norm is present for most samples. For \( \sigma = 2.5 \), we suspect that the spatial discretisation may perhaps not be fine enough to reach blowup. We also observe that, as expected, blowup for each sample is reached earlier for larger \( \sigma \).

The results for the deterministic problem \(( \gamma = 0 \) are presented in Fig. 15 (with a focus on values of \( \sigma \) between 1 and 2.25).

With these preliminary numerical experiments, we formulate the following two conjectures regarding the Manakov equation (9) in dimension \( d = 1 \): First, in the deterministic case \(( \gamma = 0 \) blowup occurs when \( \sigma \geq 2 \), see left columns of Figs. 11, 12, and 15. Second, in the stochastic case \(( \gamma > 0 \) blowup occurs when \( \sigma > 2 \), see right columns of Figs. 11, 12, and 13 and 14.
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