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We consider a generalization of the standard cache problem called file-bundle caching, where different queries (tasks), each containing $l \geq 1$ files, sequentially arrive. An online algorithm that does not know the sequence of queries ahead of time must adaptively decide on what files to keep in the cache to incur the minimum number of cache misses. Here a cache miss refers to the case where at least one file in a query is missing among the cache files. In the special case where $l = 1$, this problem reduces to the standard cache problem. We first analyze the performance of the classic least recently used (LRU) algorithm in this setting and show that LRU is a near-optimal online deterministic algorithm for file-bundle caching with regard to competitive ratio. We then extend our results to a generalized $(h,k)$-paging problem in this file-bundle setting, where the performance of the online algorithm with a cache size $k$ is compared to an optimal offline benchmark of a smaller cache size $h < k$. In this latter case, we provide a randomized $O(l \ln \frac{k}{k-h})$-competitive algorithm for our generalized $(h,k)$-paging problem, which can be viewed as an extension of the classic marking algorithm. We complete this result by providing a matching lower bound for the competitive ratio, indicating that the performance of this modified marking algorithm is within a factor of two of any randomized online algorithm. In this case we show that for $m = l + 1$ caches, there is a deterministic distributed caching algorithm which is $(l^2 + l)$-competitive and a randomized distributed caching algorithm which is $O(l \ln(2l + 1))$-competitive when $l \geq 2$. We also provide a general framework to devise other efficient algorithms for the distributed file-bundle caching problem and evaluate the performance of our results through simulations.
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1 INTRODUCTION

Caching has long been considered as an effective and essential method to improve the performance of storage systems [22]. In this regard, a basic and well-studied model for the cache problem is the two-level memory model, where the storage system has a large but slow main memory and a small but fast cache. In this model, the main memory contains a large set of $N$ files while the smaller cache can store at most $k \ll N$ files. Whenever a client requests some file, if it is available in the cache, then it can be sent to him immediately, and it is called a cache *hit*; otherwise, it is called a cache *miss* and incurs a cost (e.g., delay or energy cost).

While in the literature of cache problem files are usually considered to be requested one by one, and a cache miss is defined as missing a single requested file, nowadays it frequently arises in scientific data management applications such as data-grids, when conducting analysis for data-intensive scientific experiments such as High Energy Physics (HEP) experiments, every task (an analysis process) will request a bundle of files, each containing different attributes of some object, and it can be serviced only if all its requested files are in the cache at the same time[18][23]. In this setting, a cache miss is thus defined to be missing any of the files in the file-bundle requested by the task. Such an extension of the standard cache problem is often referred to as the file-bundle caching problem [18, 19]. In the distributed setting, we further assume that a query may be served by a distributed storage system instead of a centralized storage system. In fact, the offline version of the distributed file-bundle caching problem has been studied in [9], where a fundamental trade-off between cache design cost and cache access cost to respond to every query has been established.

In this paper, we propose a novel approach to the online version of the file-bundle caching problem in which every query consists of $l \geq 1$ files, and a cache miss occurs if at least one of the files in the query is not in the cache. The goal is then to devise online algorithms to minimize the total cache misses over an arbitrary sequence of query arrivals; that is, we have to decide the cache’s content without any information on the future queries. The file-bundle caching problem is indeed a generalization of the standard cache problem since the latter can be viewed as a special case of the former when $l = 1$. Subsequently, we also look at the distributed version of the file-bundle caching problem when there are $m > 1$ caches in the system and design online algorithms which are competitive with respect to an optimal offline benchmark, i.e., the one which knows the entire sequence of queries a priori.

1.1 Related Work

The cache problem, also known as the paging problem, is one of the earliest problems studied in the field of competitive analysis and has a rich literature [11]. For deterministic algorithms, it is known that the least recently used (LRU) algorithm that at each cache miss inserts the new file into the cache by evicting the least recently used file is $k$-competitive, and that is the best one can hope for. Here, $k$ refers to the cache size of the online algorithm, which is the same as that in the optimal offline algorithm [24]. When randomization is allowed, [10] introduced the marking algorithm and showed that it is $2H_k$-competitive. In particular, it was shown that no randomized algorithm could achieve a competitive ratio better than $H_k$. Subsequently, $H_k$-competitive algorithms which exactly match this lower bound were given in [17] and [1].

For the $(h,k)$-paging problem, where the online algorithm with cache size $k$ is compared to the weaker offline optimal algorithm with cache size $h \leq k$, [24] showed that no deterministic algorithm can achieve a competitive ratio better than $\frac{k}{k-h+1}$, and that LRU is exactly $\frac{k}{k-h+1}$-competitive. When randomization is allowed, [25] showed that the marking algorithm is $2 \log \frac{k}{k-h+1}$-competitive (omitting lower order terms from the competitive ratio), and is roughly within a factor of two of

\[ H_k := \sum_{i=1}^{k} \frac{1}{i} \approx \ln k \text{ is the } k\text{-th harmonic number.} \]
the optimal. However, all of the above results assume that files are always requested one by one and do not capture scenarios where queries come as batches and must be responded by a cache containing all the batch files. It is worth noting that the cache problem can itself be viewed as a special case of a more general \( k \)-server problem, which has been extensively studied in the past literature [12]. However, when queries consist \( l \geq 1 \) files and the cache misses are defined as in the file-bundle setting, then a simple reduction of the file-bundle caching problem to the \( k \)-server problem becomes nontrivial. In particular, the file-bundle caching problem provides a broader view and new insights for the classic cache problem, which is of its own interest.

Apart from the cache problem, there is a rich literature on distributed storage and distributed caching, where the goals are to reduce access latencies, lower network traffic, and alleviate loads on a server. In this regard, different models [2, 3, 5] have been proposed and various algorithmic techniques to achieve these objectives have been analyzed [8, 14, 15, 20]. Nonetheless, as in the case of caching and \((h, k)\)-paging problems, these works do not address the situations where queries consist of a set of files and must be responded by the cache upon their arrival. Therefore, assuming that every query consists of \( l \geq 1 \) files, in this paper, we develop online distributed caching algorithms that are particularly suitable for the scenarios where completion of a query critically depends on the completion of each of its (sub) files.

Perhaps, one of the first studies under the file-bundle setting is [18] where a near-optimal offline algorithm together with an online algorithm that iteratively solves the offline problem upon the arrival of new queries are proposed. However, the online algorithm in [18] requires a reallocation of the entire cache whenever a new query arrives, and no performance analysis is conducted except for simulations, where the algorithm’s byte miss ratio is measured and compared with other algorithms. Moreover, [13] considers a different version of the online file-bundle caching problem and conducts competitive ratio analysis. However, their focus is mainly on determining the trade-off between bypassing or updating the cache, thus making their setting fundamentally different from ours. In particular, the definition of the cost function in [13] is in terms of the cost of missing single files, which is different from our query-wise definition of cost functions.

1.2 Contributions and Organization

In Section 2, we provide a formal definition of the problem. In Section 3, we introduce the LRU algorithm and analyze its performance in the case of the file-bundle caching problem. More specifically, we show that no deterministic online algorithm for the file-bundle caching problem can achieve a competitive ratio better than \( k - l + 1 \), where \( k \) is the cache size and \( l \) is the length of each query, and that LRU is \( k \)-competitive. In particular, we adopt a new notion of “phase” which will be of crucial importance for the rest of our analysis. In Section 4, we introduce a generalized \((h, k)\)-paging problem and a modified marking algorithm under the file-bundle setting and show that

1. the competitive ratio of the modified marking algorithm in the generalized \((h, k)\)-paging problem is at most \( 2l(\ln \frac{k}{k-h} - \ln \frac{k}{k-h} + \frac{1}{2}) \), whenever \( \frac{k}{k-h} \geq e \), and it is at most \( 2l \) otherwise.

2. When \( \frac{k}{k-h} \geq e \), for any randomized caching algorithm there exists a sequence of queries such that the expected number of cache misses by the algorithm on that instance is at least \( l(\ln \frac{k+1}{k-h+l+1} - \ln \frac{k+1}{k-h+l+1} - 2) \) times more than that of the optimal offline algorithm.

In Section 5, we get into the distributed file-bundle caching problem and provide two distributed caching algorithms for the specific case when there are \( m = l+1 \) caches in the system. The first one is a deterministic \((l^2 + l)\)-competitive algorithm while the other is a randomized \( 2l(2l+1) - \ln l + 1 \)-competitive algorithm given \( l \geq 2 \). Consequently, we provide a general framework to design distributed caching algorithms for the file-bundle caching problem by introducing a so-called...
virtual cache and reducing the distributed caching problem to the generalized \((h,k)\)-paging problem. In Section 6, we evaluate the performance of our devised file-bundle algorithms using various simulations. The results here are compared with the farthest in future (FF) algorithm, which serves as a proxy of the optimal offline algorithm, and the random eviction algorithm. We conclude the paper with some final remarks and further directions of research in Section 7.

2 PROBLEM FORMULATION

In this section, we give a formal definition of the file-bundle caching problem under both single cache and distributed (multiple) cache settings.

2.1 Single-cache file-bundle caching problem

Consider a data storage system with a total set of \(O = \{1,2,\ldots,N\}\) pages (files), each of unit size. Moreover, let us assume that there is a single cache of size \(k\) whose content at each discrete time instances \(t = 1,2,\ldots,T\) is denoted by \(C_t \subset O\). Note that as the cache’s size is fixed, we have \(|C_t| = k, \forall t\). At each time \(t\), a new query \(Q_t \subset O\) requesting a subset of pages arrives in the system and must be immediately responded by the cache \(C_t\). We allow replications of pages in the queries, and as a consequence, without loss of generality, we may assume the sizes of all the queries are the same and equals to \(|Q_t| = l, \forall t\). Upon the arrival of a new query \(Q_t\) at time \(t\), if all the pages in \(Q_t\) exist in the current content of the cache, i.e., \(Q_t \subseteq C_t\), then there will be no cache miss, and we incur no cost. Otherwise, if \(Q_t \not\subseteq C_t\), then a cache miss occurs, and we incur a unit cost. Therefore, we define the cost at each time instance \(t\) to be \(f(C_t, Q_t) := 1\{Q_t \not\subseteq C_t\}\), which is an indication of a cache miss at time \(t\) in the file-bundle caching problem. For any caching algorithm (including the optimal offline algorithm), if a cache miss happens, it must update the content of the cache from \(C_t\) to \(C_{t+1}\) by inserting the query \(Q_t\) into the cache and evicting some of the current pages. Note that such an update must take place before the arrival of the new query \(Q_{t+1}\) at time \(t + 1\). Apart from this, no change to the cache is allowed by the algorithm. In other words, the only decisions that the caching algorithm makes are which pages to evict every time a cache miss happens. The difference between online and offline algorithms is that online algorithms must decide on the update without knowledge of upcoming queries \(Q_{t+1}, Q_{t+2}, \ldots\), while offline algorithms always know the entire sequence of queries, including future queries.

For a given sequence of queries \(\sigma = \{Q_t\}_{t=1}^T\) and a given caching algorithm \(\text{ALG}\), we let the cost of the algorithm on the requested sequence \(\sigma\) be \(\text{ALG}(\sigma) := \sum_{t=1}^{T} f(C_t, Q_t)\). Denoting the cost of the optimal offline algorithm on the sequence of queries \(\sigma\) by \(\text{OPT}(\sigma)\), we say \(\text{ALG}\) has a competitive ratio \(r\) if for every sequence \(\sigma\), we have,

\[
\text{ALG}(\sigma) \leq r \cdot \text{OPT}(\sigma) + c,
\]

where \(c\) is a constant which does not depend on \(\sigma\). Therefore, in the file-bundle caching problem, our goal is to find an online algorithm that has a small competitive ratio.

2.2 Distributed file-bundle caching problem

Consider a data-grid with multiple geographically distributed computing clusters; each keeps a replication of the whole data set and also keeps its own cache. Once a task is submitted to the data-grid, it is matched to a suitable computing cluster for execution. If the file-bundle requested by the task is contained in the cache of one of the computing clusters, then it can be assigned to that computing cluster and executed immediately; otherwise, it must wait for some files to be fetched.

\(^2\)In the case where different queries have different lengths, one can always add dummy pages to the smaller queries to make all the queries have the same maximum size of \(l\).
from the hard drive before execution. A typical example of such data-grids is GridPP (Grid for Particle Physics)[6]. Motivated by this observation, we propose the following distributed file-bundle caching problem.

In the distributed file-bundle caching problem, everything remains as before except that instead of having one single cache, we now have \( m \geq 1 \) caches of identical size \( k \). In particular, our goal is to dynamically update the caches such that every query can be responded by at least one of them. More precisely, we consider a set of \( m \) caches each of size \( k \). The collection of all cache contents at time \( t \) is given by \( C_t = \{ C_i^t \}_{i=1}^m \), where \( C_i^t \subset O \) and \( |C_i^t| = k, \forall i \). Upon the arrival of a query \( Q_t \) at time \( t \), we say a cache hit happens if there exists at least one cache among the set of \( m \) caches that can answer the entire query; otherwise, we call it a cache miss. Therefore, in this case, the cost at time \( t \) is given by

\[
f(C_t, Q_t) := \prod_{i=1}^m \mathbb{1}_{\{Q_t \not\in C_i^t\}},
\]

and the overall cost of an online algorithm \( ALG \) over a sequence of queries \( \sigma = \{ Q_t \}_{t=1}^T \) equals to \( ALG(\sigma) = \sum_{t=1}^T f(C_t, Q_t) \). However, as before, we compare the online algorithm performance with respect to the same optimal offline benchmark as in the single-cache setting, i.e., the one with a single cache of size \( k \). Again, in the distributed setting, we are interested in finding an online algorithm with a small competitive ratio.

Remark 1. While the above definitions of the competitive ratios are given for deterministic algorithms, however, they can be extended naturally to randomized algorithms. In that case, we say that a randomized algorithm \( ALG \) which updates the cache contents randomly has a competitive ratio \( r \) if for any sequence of queries \( \mathbb{E}[ALG(\sigma)] \leq r \cdot OPT(\sigma) + c \), where \( c \) is a constant independent of \( \sigma \), and the expectation is with respect to the internal randomness of the algorithm.

3 COMPETITIVE RATIO ANALYSIS OF THE LRU ALGORITHM

In this section, we consider the file-bundle caching problem with a single cache and show that the classic LRU algorithm still performs quite well among online deterministic algorithms. The LRU algorithm, which is well known since as early as in 1970[16], is a simple but powerful deterministic caching algorithm that works as follows: whenever a new page is requested, put it into the cache; if the cache is full so that the new page can not be fetched in, then evict the least recently used page from the cache. It has been shown in [24] that: i) no deterministic online algorithm for the standard cache problem can achieve a competitive ratio better than \( k \), where \( k \) is the size of the cache, and ii) LRU has a competitive ratio of \( k \). In the following, we show analogous results for the performance of the LRU algorithm in the case of the file-bundle caching problem.

Theorem 3.1. i) No deterministic online algorithm for the file-bundle caching problem can achieve a competitive ratio better than \( k - l + 1 \), where \( k \) is the size of the cache and \( l \) is the length of the queries.

ii) LRU has a competitive ratio of \( k \).

Proof. First, we note that by restricting the query sequence \( \sigma \) always to contain the same \( l - 1 \) pages, we can reduce the problem to the standard cache problem of a cache size \( k - l + 1 \). The reason is that, for such a sequence of queries, \( l - 1 \) locations of the cache are always occupied by the same pages. As a result, responding to a new query is equivalent to responding to a new single-page using the remaining \( k - l + 1 \) locations in the cache. More precisely, defining
\( \mathcal{P} := \{\sigma | \{1, 2, \cdots, l - 1\} \subset Q_t, \forall t\} \), for any online deterministic algorithm \( \text{ALG} \), we have,

\[
\sup_{\sigma} \text{ALG}(\sigma) \geq \sup_{\sigma \in \mathcal{P}} \text{OPT}(\sigma) \geq k - l + 1,
\]

where the second inequality is due to the fact that in the case of a standard cache problem with a cache size \( k - l + 1 \), the best achievable competitive ratio for any deterministic online algorithm is \( k - l + 1 \).

Conversely, for an arbitrary sequence of requests \( \sigma \), let us divide this sequence into several disjoint phases as follows:

- Phase 1 begins at the first page of \( \sigma \);
- Phase \( i \) begins at the first query which contains the \( (k + 1) \)-th distinct page since phase \( i - 1 \) has begun (see, Example 3.2).

We show that the optimal offline algorithm \( \text{OPT} \) makes at least one cache miss each time a new phase begins. Denote the \( j \)-th query in phase \( i \) by \( Q_j^i \), and let \( g' \) be the total number of queries in phase \( i \). For every \( i \), consider queries \( Q_1^i, Q_2^i, \cdots, Q_{g'}^i \) and \( Q_{g'}^i+1 \). Note that at the end of the query \( Q_1^i \), the cache must contain all the pages requested by \( Q_1^i \), and according to our definition of phases, there are all altogether at least \( k + 1 \) distinct pages requested by queries \( Q_1^i, Q_2^i, \cdots, Q_{g'}^i, Q_{g'}^i+1 \). Thus, at least one cache miss will occur when the cache tries to answer queries \( Q_2^i, Q_3^i, \cdots, Q_{g'}^i, Q_{g'}^i+1 \).

On the other hand, we show that \( \text{LRU} \) makes at most \( k \) cache misses during each phase. According to the definition of phases, at most \( k \) distinct pages are being requested in a phase, and we consider their first presence in the phase. Notice that according to the definition of \( \text{LRU} \), if a query does not contain the first presence of any of these pages, then it does not incur a cache miss because, after its first presence, a page is kept in the cache until after the current phase ends. We want to show that there are at most \( k \) queries in the phase that contain such first presences. In fact, every such query must contain at least one of these first presences, this in view of the fact that there are at most \( k \) such first presences implies that there can be at most \( k \) queries that contain such first presences. Thus, \( \text{LRU} \) makes at most \( k \) cache misses during each phase. Finally, denoting the total number of phases by \( K \), we have \( \text{OPT}(\sigma) \geq K - 1 \) and \( \text{LRU}(\sigma) \leq kK \), which shows that \( \text{LRU} \) is \( k \)-competitive. \( \square \)

**Example 3.2.** Consider a file-bundle caching problem with cache size \( k = 3 \) and query length \( l = 2 \). Moreover, consider a sequence of \( T = 6 \) queries:

\[
\sigma = \{(4, 1), (2, 1), (2, 1), (5, 3), (4, 3), (3, 1), (2, 3)\}.
\]

Dividing this sequence into phases we have,

\[
\begin{align*}
\text{Phase 1} & \quad \begin{pmatrix} (4 & 1) \end{pmatrix}, \begin{pmatrix} 2 & 1 \end{pmatrix} \\
\text{Phase 2} & \quad \begin{pmatrix} 5 & 3 \\ 4 & 3 \end{pmatrix} \\
\text{Phase 3} & \quad \begin{pmatrix} 3 & 1 \\ 2 & 3 \end{pmatrix}
\end{align*}
\]

Note that by definition, Phase 2 begins at the fourth query since it contains page 5, which is the fourth distinct page since Phase 1 began. Similarly, Phase 3 begins at the sixth query since this query contains page 1, which is the fourth distinct page after Phase 2 has begun.

4 **GENERALIZED \((h, k)\)-PAGING PROBLEM**

In this section, we consider the generalized \((h, k)\)-paging problem, i.e., \((h, k)\)-paging problem in the file-bundle setting, where we compare the performance of our online algorithm with a cache sized \( h \) with the optimal offline algorithm using a cache size \( h \leq k \). We first introduce the classic
randomized marking algorithm. We then introduce a slightly modified version of the marking algorithm that better suit our problem, and then upper bound its competitive ratio under the generalized \((h,k)\)-paging setting. We also give an almost matching lower bound for the competitive ratio of any randomized algorithm for the generalized \((h,k)\)-paging problem.

### 4.1 Marking Algorithm

Marking algorithm was the first randomized caching algorithm introduced in [10], where it was shown that for \(h = k\), it achieves a competitive ratio of \(2H_k\) against an oblivious adversary who generates the sequence of requested pages.

**Algorithm 1** Marking Algorithm [10]

Associate with each page in the cache one bit. If a cache page is recently used, the corresponding bit value is 1 (marked); otherwise, the bit value is 0 (unmarked). Initially, all cache pages are unmarked. Whenever a page is requested:

- If the page is in the cache, mark the page.
- Otherwise, if there is at least one unmarked page in the cache, evict an unmarked page uniformly at random, insert in the requested page, and mark it.
- Otherwise, unmark all the pages and start a new phase.

It was shown in [25] that for the standard \((h,k)\)-paging problem, the above marking algorithm has a competitive ratio of no more than \(2(\ln \frac{k}{k-h} - \ln \ln \frac{k}{k-h} + \frac{1}{2})\), when \(\frac{k}{k-h} \geq e\), and 2 otherwise. In the following, we introduce a slightly modified version of the marking algorithm and leverage this result to obtain a similar competitive ratio for the modified marking algorithm in the case of generalized \((h,k)\)-paging problem. For this purpose, let us again consider the same phase partitioning of the request sequence \(\sigma\):

- Phase 1 begins at the first page of \(\sigma\);
- Phase \(i\) begins at the first query which contains the \((k+1)\)-th distinct page since phase \(i-1\) has begun.

We state the modified marking algorithm here.

**Algorithm 2** Query-wise Marking Algorithm

Associate with each page in the cache one bit. If a cache page is recently used, the corresponding bit value is 1 (marked); otherwise, the bit value is 0 (unmarked). Initially, all cache pages are unmarked. Whenever a query is requested:

- If all the pages requested by the query are in the cache, mark those pages.
- Otherwise, if the requested query is not the first query of a phase (and thus the number of unmarked pages in the cache is greater than the number of requested pages not in the cache), then insert the newly requested pages into the cache by evicting enough unmarked pages uniformly at random, and mark the inserted pages.
- Otherwise, if the requested query is at the beginning of a phase, unmark all the pages and start the new phase.

Note that the main difference between the standard Marking Algorithm 1 and the Query-wise Marking Algorithm 2 is that the latter unmarks all the pages at the end of each phase regardless of whether all the pages are marked or not.
Definition 4.1. We call the new pages in Phase $i$ as those pages that were not requested in Phase $i-1$, and the old pages in Phase $i$ as those pages that were requested before in Phase $i-1$.

Lemma 4.2. Let $k$ be the size of the cache, $m$ be the number of new pages in a phase, and $l$ be the length of the queries. Then the expected number of cache misses of the modified marking algorithm during the phase is at most $m + m \sum_{t=m+1}^{k} \frac{1}{t}$.

Proof. Consider an arbitrary but fixed phase and let $X$ be a random variable denoting the number of cache misses by the query-wise marking algorithm during that phase. Moreover, let $Q_j$ be any query in the phase for which a cache miss occurs. Then either (I) $Q_j$ contains the first presence of at least one of the new pages, or (II) $Q_j$ does not contain the first presence of any new page, but it contains the first presence of some $s_j \geq 1$ of the old pages. Let $Q_{n_1}, Q_{n_2}, \cdots, Q_{n_p}$ be the queries satisfying condition (I), and $Q_{o_1}, Q_{o_2}, \cdots, Q_{o_q}$ be the queries satisfying condition (II). In the latter case, we also denote the number of old pages which were first requested in queries $Q_{o_1}, \cdots, Q_{o_q}$ by $s_{o_1}, \cdots, s_{o_q}$, respectively. Clearly we have $p \leq m$.

Now without loss of generality let us assume that $n_1 < \cdots < n_p < o_1 < \cdots < o_q$.\footnote{In fact, it is easy to argue that this assumption maximizes the expected number of cache misses by the algorithm.} We can write,

$$
\mathbb{E}[X] = \sum_{i=1}^{p} \mathbb{P}\{Q_{n_i} \text{ suffers a cache miss}\} \\
\quad + \sum_{j=1}^{q} \mathbb{P}\{Q_{o_j} \text{ suffers a cache miss}\} \\
= p + \sum_{j=1}^{q} \mathbb{P}\{Q_{o_j} \text{ suffers a cache miss}\}.
$$

Next, we proceed to compute $\mathbb{P}\{Q_{o_j} \text{ suffers a cache miss}\}$. Let $A_{o_j}$ and $B_{o_j} = k - A_{o_j}$ be the number of marked and unmarked pages in the cache when query $Q_{o_j}$ comes. As queries $Q_{n_1}, Q_{n_2}, \cdots, Q_{n_p}$ altogether should mark at least $p$ pages in the cache, we must have

$$
B_{o_1} \leq k - p.
$$

Also we note that $B_{o_{j+1}} = B_{o_j} - s_{o_j}, \forall j$, and by the definition of a phase $B_{o_q} \geq s_{o_q}$, so that $B_{o_{q+1}} := B_{o_q} - s_{o_q} \geq 0$.

When query $Q_{o_j}$ comes, $B_{o_j}$ locations of the cache are still unmarked. However, the set of candidate pages in those unmarked locations is among the $k$ old pages in the cache at the beginning of the phase and should not be among the $A_{o_j}$ marked pages. Since the $A_{o_j}$ marked pages contain exactly $m$ new pages and $A_{o_j} - m$ old pages, the number of these page candidates is $k - (A_{o_j} - m) = B_{o_j} + m$. As $Q_{o_j}$ contains $s_{o_j}$ old pages which were requested in the previous phase but not yet in the current phase, the probability that $Q_{o_j}$ hits the cache is equal to the probability that all of these $s_{o_j}$ newly requested pages are among the $B_{o_j}$ unmarked pages in the cache. As by Algorithm 2 all of the $B_{o_j} + m$ page candidates are equally likely to be in the cache (i.e., to be among the $B_{o_j}$
unmarked pages in the cache). Thus the probability that $Q_{o_j}$ hits the cache is equal to,

$$\Pr\{Q_{o_j} \text{ hits the cache}\} = \frac{B_{o_j}}{B_{o_j} + m}$$

$$= \prod_{i=1}^{s_{o_j}} \left(1 - \frac{m}{B_{o_j} + m - s_{o_j} + i}\right)$$

$$\geq 1 - \sum_{i=1}^{s_{o_j}} \frac{m}{B_{o_j} + m - s_{o_j} + i}$$

$$= 1 - m \sum_{\ell=1+B_{o_j}+1}^{B_{o_j}} \frac{1}{\ell + m},$$

where the inequality holds by $\prod_{i=1}^{n} (1 - x_i) \geq 1 - \sum_{i=1}^{n} x_i$, for every $0 \leq x_i \leq 1$. Now we can write,

$$\mathbb{E}[X] = p + \sum_{j=1}^{q} \Pr\{Q_{o_j} \text{ suffers a cache miss}\}$$

$$= p + \sum_{j=1}^{q} (1 - \Pr\{Q_{o_j} \text{ hits the cache}\})$$

$$\leq p + m \sum_{j=1}^{q} \sum_{\ell=1+B_{o_j}+1}^{B_{o_j}} \frac{1}{\ell + m}$$

$$\leq p + m \cdot \sum_{\ell=1}^{B_{o_j}} \frac{1}{\ell + m}. \quad (1)$$

Finally, since $B_{o_j} \leq k - p$ and $p \leq m$, the right hand side of (1) is maximized for $p = m, B_{o_j} = k - m$. Therefore, we have $\mathbb{E}[X] \leq m + m \sum_{\ell=m+1}^{k} \frac{1}{\ell}$. \hfill \Box

**Theorem 4.3.** The competitive ratio of the modified marking algorithm for the generalized $(h, k)$-paging problem is at most

$$r = 2l(\ln \frac{k}{k-h} - \ln \frac{k}{k-h} + \frac{1}{2}),$$

whenever $\frac{k}{k-h} \geq e$, and $r = 2l$, otherwise.

**Proof.** Let $m_i$ denote the number of new pages in Phase $i$. Moreover, let $X_i$ and $X_{i}^{\text{OPT}}$ be the number of cache misses that the marking algorithm and the optimal algorithm makes during Phase $i$, respectively. From Lemma 4.2, we have

$$\mathbb{E}[X_i] \leq m_i + m_i \sum_{\ell=m_i+1}^{k} \frac{1}{\ell} \leq m_i + m_i \ln \frac{k}{m_i}.$$  

Also, since in total there are $k + m_i$ distinct pages in Phases $i - 1$ and $i$, we have $h + l(X_{i-1}^{\text{OPT}} + X_i^{\text{OPT}}) \geq k + m_i$, where the left-hand is an upper bound on the maximum number of distinct page requests.
during Phases $i - 1$ and $i$. Therefore,

$$X_{i-1}^{\text{OPT}} + X_i^{\text{OPT}} \geq \frac{k - h + m_i}{l}. \tag{4.1}$$

Now let $K$ be the total number of phases in a given sequence of queries $\sigma$. Then the cost of the modified marking algorithm and that of the optimal algorithm can be bounded by

$$\mathbb{E}[^{\text{MARK}}]\left(\sigma\right) = \sum_{i=1}^{K} E[X_i] \leq \sum_{i=1}^{K} \left( m_i + m_i \ln \frac{k}{m_i} \right),$$

$$\text{OPT}(\sigma) = \sum_{i=1}^{K} X_i^{\text{OPT}} \geq \frac{1}{2} \sum_{i=1}^{K} \frac{k - h + m_i}{l} - c.$$

As a result, the competitive ratio $r$ of the modified marking algorithm is at most $r \leq 2 \text{max}_m T(m)$, where $T(m) := \frac{m + m \ln \frac{k}{k-h+m}}{k-h+m}$. Finally, it is shown in Appendix I (Lemma 8.1), that the maximum value of $T(m)$ over all ranges of $m$ is at most $l \cdot (\ln \frac{k}{k-h} - \ln \left( \frac{k}{k-h} + \frac{1}{2} \right))$ if $\frac{k}{k-h} \geq e$, and it is $l$, otherwise. This completes the proof. \hfill \Box

### 4.2 A Lower Bound for the Competitive Ratio

In this section, we give a lower bound on the competitive ratio of any randomized algorithm for the generalized $(h, k)$-paging problem.

#### Theorem 4.4

Let $\frac{k}{k-h} \geq e$. Then for any randomized algorithm ALG, there is a sequence of queries $\sigma$ such that,

$$\frac{\mathbb{E}[\text{ALG}(\sigma)]}{\text{OPT}(\sigma)} \geq l \ln \frac{k+1}{k-h+l+1} - l \ln \frac{k+1}{k-2l+1} - 2l+1.$$  

**Proof.** As before, let us denote the content of cache for ALG at time $t$ by $C_t \subseteq [N]$, where $|C_t| = k$. Moreover, let $D = \{D_\epsilon \subseteq [N] : |D_\epsilon| = k\}$ be the set of all possible states for $C_t$. Then any randomized algorithm can be described using a probability transition matrix from $D$ to itself given the query sequence $\sigma$. Consider an adversary that at each time $t$ knows the probability distribution induced by the ALG over the set of cache states. In other words, at every time $t$ the adversary knows $P_\epsilon^t := \mathbb{P}\{C_t = D_\epsilon\}, \forall D_\epsilon \subseteq D$, where $\sum_{D_\epsilon \subseteq D} P_\epsilon^t = 1$. Now let $P_i^t = \sum_{\epsilon \subseteq D} P_\epsilon^t$ be the probability that page $i$ is in $C_t$. We have,

$$\sum_{t=1}^{N} P_i^t = \sum_{\epsilon \subseteq D} \sum_{t=1}^{N} P_\epsilon^t = \sum_{\epsilon \subseteq D} \sum_{t=1}^{N} \mathbb{1}_{(i \in D_\epsilon)} P_\epsilon^t = \sum_{\epsilon \subseteq D} kP_\epsilon^t = k.$$

Next, we generate a sequence of queries in a segment as follows: Let $m$ be a positive integer to be determined later, and $\delta \rightarrow 0^+$. During each segment,

1. Generate $\frac{k-h+m}{l}$ queries requesting $k - h + m$ ‘new’ pages, i.e. pages not in the cache of ALG and OPT.\(^4\) (Since $N$ is large we can always find such ‘new’ pages.)

2. Denote the $k - h + m$ ‘new’ pages together with the $h$ pages in the cache of OPT before the beginning of the segment to be $k + m$ candidate pages. Generate another query requesting $l$ ‘new’ pages, pick $l - 1$ of them and denote them as fixed pages.

\(^4\)Note that this definition of ‘new’ pages is different from that given in the proof of Lemma 4.2.
(3) For $i = 1, \ldots, h - l$, we generate a query that consists of $l - 1$ fixed pages and one page $p_i$ from the candidate pages that are least likely to be contained in the cache of ALG. That is, given time $t$ and for $i = 1, \ldots, h - l$, we generate a query requesting $p_j$ and $l - 1$ fixed pages. Since $\forall j \leq i - 1$, $P_{p_j}^t \geq 1 - \delta$, we have

$$\sum_{\{\text{candidate pages } s\}} P_s^t \leq \sum_{i=1}^N p_i^t = k,$$

$$\sum_{j=1}^{i-1} P_{p_j}^t \geq (i - 1)(1 - \delta).$$

As the total number of candidate pages is $k + m$, by pigeonhole principle there exists a candidate page $p_i$ such that $P_{p_i}^t \leq k - (i - 1)(1 - \delta)$. We generate a query requesting $p_i$ and $l - 1$ fixed pages.

Now we compute the number of cache misses during each segment for ALG and OPT. Since the total number of candidate pages requested during stage (3) is $h - l$, the optimal algorithm can keep these $h - l$ candidate pages in the cache all through stages (2) and (3) and only use the remaining $l$ pages in the cache to respond to queries generated in (1) and (2). Therefore the number of cache misses for the OPT in each of the above three states are:

- In (1), $\frac{k - h + m}{l}$ cache misses.
- In (2), 1 cache miss.
- In (3), 0 cache miss.

On the other hand, the number of cache misses for the ALG are given by

- In (1), $\frac{k - h + m}{l}$ cache misses.
- In (2), 1 cache miss.
- In (3), the number of cache misses is at least

$$\frac{k - h + m}{l} + 1 + m \cdot \ln \frac{k + m + 1}{k - h + m + l + 1}$$

As a result, the competitive ratio of the ALG over this generated sequence of queries is at least

$$r \geq \frac{k - h + m}{l} + 1 + m \cdot \ln \frac{k + m + 1}{k - h + m + l + 1}$$

$$= 1 + l \cdot \frac{m}{k - h + m + l} \ln \frac{k + m + 1}{k - h + m + l + 1}$$

$$\geq 1 + l \cdot \frac{m}{k - h + l + 1 + m} \ln \frac{k + 1}{k - h + l + 1 + m}$$

$$= 1 + l \cdot f(m),$$
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Finally, maximizing the right-hand side of the above inequality with respect to $m$ (see, Lemma 8.2 in Appendix I) we obtain the desired lower bound on the competitive ratio.

**Remark 2.** Comparing the results of Theorems 4.3 and 4.4, one can see that when the size of queries is much smaller than the size of the cache, i.e., $l \ll h, k$, (which is indeed the case in almost all practical applications), we have,

$$2l \cdot \left( \ln \frac{k}{k-h} - \ln \frac{k}{k-h} + \frac{1}{2} \right) \approx 2 \cdot \left( l \ln \frac{k+1}{k-h+l+1} - l \ln \frac{k+1}{k-h+l+1} - 2l + 1 \right).$$

As a result, the competitive ratio of the marking algorithm is approximately within a factor of two of the optimal one.

**5 DISTRIBUTED FILE-BUNDLE CACHING**

Now we turn our attention to the distributed version of the file-bundle caching problem. This section considers the organization of the caches of geographically distributed data centers, each keeping a replication of the whole data set, in order to answer file-bundle queries. In this section, we propose two effective distributed caching algorithms that use $m = l + 1$ caches and achieve small competitive ratios. Building upon this, we then propose a more general framework for designing distributed caching algorithms.

**5.1 Competitive Distributed Algorithms with $l+1$ Caches**

Here we propose a deterministic and a randomized distributed caching algorithm that can be viewed as a generalization of the LRU and the modified marking algorithms, respectively. The main results of this section are summarized in the following theorems:

**Theorem 5.1.** For $m = l + 1$ identical caches in the system, there is a deterministic distributed caching algorithm with a competitive ratio of $r = l^2 + l$.

**Theorem 5.2.** For $m = l + 1$ identical caches in the system, there is a randomized distributed caching algorithm with a competitive ratio of $r = 2l \cdot \left( \ln(2l+1) - \ln \ln l + \frac{1}{2} \right)$.

The key element in establishing the above results is to reduce the problem to that of a single-cache case by introducing a so-called virtual cache. For this purpose, let $g = \lceil \frac{k}{l} \rceil$, where we recall that $k$ is the size of every cache, and $l$ is the length of every query. Let us consider a virtual cache of size $k + gl$ whose content at time $t$ is denoted by $C^*_t$. Upon the arrival of a new query at time $t$, we first update the virtual cache from $C^*_t$ to $C^*_{t+1}$ using the earlier LRU or marking algorithms. Accordingly, we update the actual set of caches from $C_t = \{C^i_t\}_{i=1}^m$ to $C_{t+1} = \{C^i_{t+1}\}_{i=1}^m$ in such a way to mimic the responsive behavior of the virtual cache with respect to the future queries.

Next, we show that following Algorithm 3 the ability to respond to future queries using either actual set of caches or the virtual cache is indeed the same.

**Lemma 5.3.** For every query $Q_t \subset O$, $|Q_t| = l$, we have

$$f(C_t, Q_t) = f(C^*_t, Q_t),$$

where $f(C^*_t, Q_t) = \prod_{i=1}^{l+1} \mathbb{1}_{Q_t \not\subseteq C^*_t}, f(C_t, Q_t) = \mathbb{1}_{Q_t \not\subseteq C_t}$. 
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**Proof.** First we show that $f(C_t, Q_t) \geq f(C^*_t, Q_t)$. Otherwise, if $f(C_t, Q_t) < f(C^*_t, Q_t)$, this means that $f(C_t, Q_t) = 0$ and $f(C^*_t, Q_t) = 1$. But in that case,

$$f(C^*_t, Q_t) = 1 \Rightarrow Q_t \nsubseteq C^*_t$$

$$\Rightarrow \exists q \in Q_t, q \notin C^*_t$$

$$\Rightarrow \forall i \in \{1, 2, \ldots, l + 1\}, q \notin C^*_t$$

$$\Rightarrow \forall i \in \{1, 2, \ldots, l + 1\}, 1 \{Q_t \nsubseteq C^*_t\} = 1$$

$$\Rightarrow f(C_t, Q_t) = \sum_{i=1}^{l+1} 1\{Q_t \nsubseteq C^*_t\} = 1,$$

where the third line follows from the construction of $C_t$, as we have $C^*_t \subseteq C^*_t, \forall i$. This contradiction shows that $f(C_t, Q_t) \geq f(C^*_t, Q_t)$.

Next, we show that $f(C_t, Q_t) \leq f(C^*_t, Q_t)$. Otherwise, if $f(C_t, Q_t) > f(C^*_t, Q_t)$, then $f(C_t, Q_t) = 0$ and $f(C^*_t, Q_t) = 1$. This means that $Q_t \subseteq C^*_t$, and $Q_t \nsubseteq Q^*_t = C^*_t - \{c^{(i-1)g\ell+1}_t, c^{(i-1)g\ell+2}_t, \ldots, c^{ig\ell}_t\}, \forall i$. Thus,

$$|Q_t \cap \{c^{(i-1)g\ell+1}_t, c^{(i-1)g\ell+2}_t, \ldots, c^{ig\ell}_t\}| \geq 1, \forall i,$$

and we can write,

$$|Q_t| = |Q_t \cap C^*_t|$$

$$\geq | \bigcup_{i=1}^{l+1} (Q_t \cap \{c^{(i-1)g\ell+1}_t, c^{(i-1)g\ell+2}_t, \ldots, c^{ig\ell}_t\})|$$

$$= \sum_{i=1}^{l+1} |Q_t \cap \{c^{(i-1)g\ell+1}_t, c^{(i-1)g\ell+2}_t, \ldots, c^{ig\ell}_t\}| \geq l + 1.$$

This contradiction shows that $f(C_t, Q_t) \leq f(C^*_t, Q_t)$, which completes the proof. \qed

Using the above lemma, we next proceed to prove Theorems 5.1 and 5.2.

**Proof of Theorem 5.1:** We use the same technique as in the proof of Theorem 3.1. As before, we divide the request sequence $\sigma$ into phases where Phase 1 begins at the first page of $\sigma$, and Phase $i$ begins at the first query, which contains the $(k + gl + 1)$-th distinct page since Phase $i - 1$ has begun. We show that OPT makes at least $g + 1$ cache miss each time a new phase begins. Denote the $j$-th query in phase $i$ by $Q^j_i$, and let $g^j$ be the number of queries in Phase $i$. Consider queries $Q^1_2, Q^1_3, \ldots, Q^g_i$ and $Q^{g+1}_i$. Note that at the end of the query $Q^j_i$, the virtual cache must contain all
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5.2 Generalization to Arbitrary Number of Caches

As we showed earlier, when there are \( m = l + 1 \) caches in the system, the distributed caching algorithms that are based on virtual cache reduction will give us competitive algorithms. Here we attempt to generalize this idea to larger ranges of \( m \). We follow the same idea as in Algorithm 3, which is to reduce the distributed caching problem to a single-cache generalized \((h, k)\)-paging problem, and then use the marking (or LRU) algorithm to solve it. This is done by introducing a single virtual cache of a larger size while making sure that the virtual cache and the actual caches perform the same in responding to any query. Unfortunately, when \( m \neq l + 1 \), the construction given in Algorithm 3 is no longer valid. In that case, we can distribute our virtual cache’s content among a set of \( m \) caches using a generalized notion of \( r \)-dense families [21]. Such construction will again preserve the responsive equivalence between the virtual and the actual caches. However, as we shall see, the number of caches needed to achieve a substantial decrease in the competitive ratio is prohibitively large, making this approach practically unrealizable. Nevertheless, we present our results here, as it may indicate a fundamental difficulty in the organization of geographically distributed caches to answer file-bundle queries.

Definition 5.4 (\( r \)-dense families [21]). Given positive integers \( r < k < N \), let \( \mathcal{F} \) be a family of \( k \)-element subsets of \( \{1, 2, \ldots, N\} \). We say that \( \mathcal{F} \) is \( r \)-dense if any \( r \)-element subset of \( \{1, 2, \ldots, N\} \) is contained in at least one member of \( \mathcal{F} \).
Lemma 5.5. ([21]) Let $M(N, k, r)$ be the minimal number of elements of a $r$-dense family $\mathcal{F}$. Then,

$$M(N, k, r) \leq \binom{N}{r} \left(1 + \log \binom{k}{r}\right).$$

(2)

To see how to use $r$-dense families in our virtual cache reduction, using Definition 5.4 and Lemma 5.5 to our problem setting we can maintain a virtual cache of size $k^*$ if we have a set of $m = M(k^*, k, l)$ caches, each of size $k$. Therefore, selecting the contents of our $m$ actual caches to be $k$-element subsets of the virtual cache that form a $l$-dense family, we are guaranteed that the virtual cache and the actual ones respond identically to every query. This is because if a query of size $l$ misses the virtual cache, so do the actual caches (note that every actual cache is a subset of the virtual cache). On the other hand, if a query of size $l$ (viewed as a $l$-element subset) hits the virtual cache, since the collection of actual caches forms a $l$-dense family, so the query must be contained in at least one of the $k$-subsets (actual cache) of the virtual cache. Therefore, the requested query will also hit at least one of the actual caches. This establishes the equivalence between the virtual and the actual caches.

Now using the result of Theorem 4.3, we know that applying the modified marking algorithm on the virtual cache when compared with an optimal offline benchmark of cache size $k^*$, the competitive ratio is at most,

$$r = 2l \cdot \left(\ln \frac{k^*}{k^{*} - k} - \ln \frac{k^*}{k^{*} - k} + \frac{1}{2}\right).$$

(3)

This shows that the competitive ratio of the generalized distributed caching algorithm with $m = M(k^*, k, l)$ caches of size $k$ is at most (3).

Remark 3. To interpret the result, using approximation and neglecting less important terms, we can compute from equation (2) and (3) that for some $h < l$, if we want the randomized distributed algorithm to have a competitive ratio of $r = 2l \ln \left(\frac{l}{h}\right)$, then a number of approximately $m \approx e^h l \ln \frac{k}{l}$ caches are needed. The prohibitively large number makes this approach practically unrealizable. Although we do not give a lower bound on the competitive ratio of any distributed algorithm for file-bundle caching at this point, this negative result provides some insight into the difficulty of designing competitive distributed algorithms for the file-bundle caching problem.

6 SIMULATIONS

We design a simulation model to explore the practical performance of our proposed algorithms. For the sake of comparison, we use two benchmark algorithms. One is random eviction, which, whenever needed, will uniformly at random selects a file from the cache and evict it. The other is the farthest in future (FF) algorithm, which, knowing all future queries, will evict the files that will be requested farthest in the future whenever evictions are needed. The FF algorithm is proved to be the optimal offline algorithm for the standard caching problem (i.e., when $l = 1$)[16]. In the file-bundle caching problem, the FF algorithm can be viewed as a greedy approach to the problem, i.e., always evict the most "useless" files in the cache, which are the files that will be requested farthest in the future. Therefore, although the FF algorithm may not be the optimal offline algorithm for file-bundle caching, as is shown in Theorem 8.3 (Appendix I), it provides a $2l$-approximation for the optimal offline algorithm. Thus, we use the FF algorithm as a proxy for the optimal offline algorithm for the file-bundle caching problem, mainly because computing the exact optimal offline algorithm can be very time-consuming.\(^5\)

\(^5\)In fact, how to efficiently compute the optimal offline algorithm for file-bundle caching itself is an interesting open problem.
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6.1 Workload Characterization and Simulation Parameters

Although file-bundle is the mode of file requests in much data-intensive scientific analysis, most workload traces and logs maintained by scientific data centers are on a per-file basis and do not give information about requested file-bundles. Apart from that, there are even fewer efforts made to derive workload traces and logs of file-bundle caching activities in other environments such as web-caching.

In the absence of workload traces and logs available for experimentation, we construct simulated workloads consisting of sequences of queries each request a file-bundle selected from a large set of candidate files and test our proposed algorithms’ performance on these simulated workloads. We choose parameters such that our simulated workload is as close as possible to observed real experiments that trace single file requests. We use miss ratio as the performance measurement metrics. In the following, we summarize the major parameters of our simulation. During the experiments, these parameters are varied to observe the impact on the performance of the algorithms.

*Popularity Distribution:* The popularity distribution considers how single files are selected into the file-bundles requested by queries. We examine two distributions’ effects: a uniformly random distribution, where all the candidate files have the same probability of being selected by any query, and a Zipf distribution. In a Zipf distribution, the probability of selecting the $i^{th}$ most popular element is proportional to $\frac{1}{i^s}$, with $s$ being the value of the exponent characterizing the distribution. In our experiments, we first generate a number of candidate queries with a fixed length. Each of these candidate queries is generated independently and identically, and the probability of presence for each file in any particular candidate query follows a Zipf distribution. We then generate the real queries from these candidate queries such that the probability that a candidate query to be among the real queries obeys another Zipf distribution. In the experiments, the exponent value, $s$, for both Zipf distributions is set to be 1.

*Size of the Cache and Length of the Queries:* The size of the cache $k$ and the length of the queries $l$ are the two most important parameters in our theoretical analysis, and perhaps they are also the parameters that have the most impact on the practical performance of the file-bundle caching algorithms. Naturally, we will expect increasing $k$ will reduce the miss ratio while increasing $l$ will increase the miss ratio.

*Size of the data set:* The size of the data set corresponds to the total number of candidate files in our simulation experiments. Although less discussed in the theoretical analysis above, the size of the data set can substantially impact the performance of the algorithms. Consider two extreme cases: when the size of the data set is very small, say less than or equal to the size of the cache, then we can store all the files in the cache and never incur any cache miss; on the other hand, if the data set is extremely large and all the files are approximately equally likely to be selected into the request, then we would expect even the offline optimal algorithm to have a miss ratio of nearly 100% since every query is very likely to contain a “new” file, i.e., a file that is never requested before.

6.2 Simulation Results

This section presents some simulation results of our proposed algorithms to show the impact of some representative parameters such as varying cache size, varying query length, varying size of the data set, and different request distributions. In each simulation run, the miss ratio is calculated by running the algorithm on a sequence of 40,000 queries.$^6$

---

$^6$All the simulations are performed in Matlab and are run by a computer with 3.1 GHz Intel Core i5 CPU and 8GB memory.
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The effect of varying cache size of $k$ is summarized in figure 1. In this set of experiments, we set the size of the data set to be $N = 10,000$, the length of the queries to be $l = 10$. In figure 1(a), we let the requested files follow the Zipf distribution, and in figure 1(b) we let the requested files follow the random distribution. The LRU algorithm outperforms the query-wise marking algorithm, and as the size of the cache increases, the miss ratio of all the algorithms decreases. When the requested files follow the Zipf distribution, the performance gap between the LRU algorithm, query-wise marking algorithm, and the FF algorithm shrinks as $k$ increases. This is because as $k$ increases, all the three algorithms can handle frequently seen queries quite well, and for rarely seen queries, none of the algorithms can handle them well. On the other hand, when the requested files follow the random distribution, the performance gap remains approximately the same because there are no frequently seen queries nor rarely seen queries.

The effect of varying query length $l$ is summarized in Figure 2. In this set of experiments, we set the size of the data set to be $N = 10,000$, the cache’s size to be $k = 600$. In Figure 2(a), we let the requested files follow the Zipf distribution, and in figure 2(b) we let the requested files follow the random distribution. As the length of the queries increases, the miss ratio of all the algorithms increases. In fact, from the graph, we can see that the effect of increasing query length $l$ with fixed cache size $k$ is similar to that of decreasing cache size $k$ with fixed query length $l$.

The effect of varying data set size of $N$ is summarized in figure 3. In this set of experiments, we set the size of the cache to be $k = 800$, the length of the queries to be $l = 10$. In Figure 3(a), we let the requested files follow the Zipf distribution, and in Figure 3(b), we let the requested files follow the random distribution. We run simulations for data set size $N = 800, 1000, 2000, 5000, 10000, 20000, 50000, 100000$. From the graph, we can see that the miss ratio of the algorithms increases dramatically as $N$ increases when $N \leq 10000$, and becomes stable after that. We conclude that when the size of the cache $k$ is comparable to the size of the data set $N$, their relative size can substantially affect the performance of file-bundle caching algorithms. However, when $k << N$, then their relative size will not matter so much. Instead, the relative size of the cache size $k$ and the query length $l$ dominates the performance of file-bundle caching algorithms.

The performance evaluation of our distributed caching algorithm is shown in Figure 4. In this set of experiments, we set the size of the data set to be $N = 10,000$. We vary the length of the queries $l$, and with every $l$, the performance of a set of $m = l + 1$ caches with the same cache
size $k = 80l$ is tested using the distributed caching algorithm of Theorem 5.2. For comparison, the performance of a monolithic cache with cache size $k' = 160l$ is also tested using both the query-wise marking algorithm and the FF algorithm. In Figure 4(a), we let the requested files follow the Zipf distribution, and in Figure 4(b), we let the requested files follow the random distribution. We run simulations for query length $l = 4, 8, \ldots, 40$. From the graph, we can see a performance gap between distributed caching and a monolithic cache, and that gap becomes greater as we increase $l$, especially when requested files follow the Zipf distribution. This suggests that for large $l$ distributed caching may not be very useful, as the cost increases (the number of caches needed is $m = l + 1$) but the improvement of performance decreases. As a by-product, if we focus on the monolithic cache’s performance, we can see that as long as the ratio of $\frac{k'}{l}$ is fixed, the performance of the file-bundle caching algorithms is relatively stable with varying $l$.

Our last experiment considers adversarially generated queries. In this experiment, we set the size of the data set to be $N = 10,000$, the size of the cache to be $k = 500$, and the queries’ length to
be $l = 10$. Here, rather than letting the requested files follow the Zipf distribution or the random distribution, we generate a sequence of 100,000 queries adversarially using the following rules:

- Every query must request 9 fixed files: 10000, 9999, 9998, 9997, 9996, 9995, 9994, 9993, 9992, 9991.
- For the remaining 1 file in the query, we let the first query up to the 491-st one request the file whose index matches their sequence number, i.e. the first query requests file 1, the second query requests file 2, and the 491-st query requests file 491.
- Every 491 queries form a cyclic sequence, that is, the $i$-th query requests exactly the same file as the $(i - 491)$-th query, $\forall i \geq 492$.

Queries generated as such force the LRU algorithm to suffer a cache miss at every query, while the FF algorithm (which can be shown to be the exact optimal offline algorithm) suffers a cache miss only once every 491 queries. Here, the goal is to show that although in many instances, the LRU algorithm performs well and even better than the query-wise marking algorithm, there are extreme instances where the LRU algorithm will perform very poorly. This indicates the existence of bad instances where the upper bound for the competitive ratio of the query-wise marking algorithm is much lower than that for the LRU algorithm. The result of this experiment is depicted in Figure 5. It can be seen that the query-wise marking algorithm performs very good (near-optimal), while the LRU algorithm performs extremely poor.

7 CONCLUSION

In this paper, we studied the file-bundle caching problem. We analyzed the performance of the well-known LRU/marking algorithms for the file-bundle caching problem. We showed that the LRU algorithm is $k$-competitive, and that is nearly the best among online deterministic algorithms. Moreover, we showed that the marking algorithm is $2l \cdot (\ln \frac{k}{k-h} - \ln \frac{k}{k-h} + \frac{1}{2})$-competitive when $\frac{k}{k-h} \geq e$, and 2-competitive otherwise, and these competitive ratios are within a factor of at most two from the optimal ones. Due to the nearly optimal performance of the LRU/marking algorithms in the case of single-cache file-bundle caching problem, we then used these algorithms to devise efficient deterministic/randomized distributed caching algorithms when there are multiple caches in the system. In particular, for $m = l + 1$ caches, we developed a deterministic distributed caching algorithm which is $(l^2 + l)$-competitive and a randomized distributed caching algorithm which is
Fig. 5. Adversarially generated queries. Altogether the farthest in future algorithm incurred 694 cache misses out of the 100,000 queries, the LRU algorithm incurred 100,000 cache misses, and the query-wise marking algorithm incurred 1823 cache misses. Left: the transient phase that includes filling up the cache. Right: the steady-state phase.

\[ 2l \cdot (\ln(2l + 1) - \ln l + \frac{1}{2}) \]-competitive when \( l \geq 2 \). We also showed that the farthest in future (FF) algorithm for the file-bundle caching problem achieves an approximation factor of at most \( 2l \) compared to the optimal offline algorithm, where \( l \) is the length of the queries.

As a future direction of research, an interesting problem is to incorporate the role of different weights of the files into the problem. For instance, instead of setting a unit cost for any cache miss, we can set the cost of a cache miss to be the maximum weight of the files contained in the query (i.e., the \( l_\infty \)-norm of the difference vector). In fact, [4] and [7] have given \( O(\log(\frac{k}{k-h+1})) \)-competitive algorithms for the weighted \((h,k)\)-paging problem. Therefore, one can extend these results to the generalized weighted \((h,k)\)-paging problem under the file-bundle setting. Finally, we did not establish a lower bound for the competitive ratio of distributed caching algorithms in this work. It would be very interesting to establish tight lower bounds or to develop distributed caching algorithms with better competitive ratios.
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8 APPENDIX I: AUXILIARY LEMMAS

LEMMA 8.1. Let \( T(m) := \frac{m + \ln \frac{k}{m}}{k - h + m} \). Then \( \max_m T(m) \leq l \cdot \left( \ln \frac{k}{k-h} - \ln \frac{k}{k-h} + \frac{1}{2} \right) \) if \( \frac{k}{k-h} \geq e \), and \( \max_m T(m) \leq l \), otherwise.

Proof. We have \( T(m) = l \cdot \frac{m}{k-h+m} (1 + \ln \frac{k}{m}) \). Let \( t := \frac{m}{k-h+m} \), and \( s \) to be the constant \( s := \frac{k}{k-h} \). Then,

\[
T(m) = G(t) := l \cdot \left( t + t \ln(s \cdot \frac{1-t}{t}) \right) \\
\leq l \cdot \left( t_0 + t_0 \ln(s \cdot \frac{1-t_0}{t_0}) \right),
\]

where \( t_0 \) satisfies \( \frac{dG}{dt}(t_0) = 0 \), or equivalently

\[
\frac{t_0}{1-t_0} + \ln \frac{t_0}{1-t_0} = \ln s.
\]

Now if \( \frac{k}{k-h} \leq e \), we have \( 0 \leq \ln s \leq 1 \) and \( 0 \leq t_0 \leq \frac{1}{2} \). Therefore, \( T(m) \leq G(t_0) \leq l \). Otherwise, if \( \frac{k}{k-h} \geq e \), we have \( s \geq e \) and \( 1 \geq t_0 \geq \frac{1}{2} \). Let us define \( u := \frac{t_0}{1-t_0} \), which also implies \( t_0 = \frac{u}{1+u} \). Now

\[
\frac{t_0}{1-t_0} + \ln \frac{t_0}{1-t_0} = \ln s.
\]
we can rewrite (4) and (5) in terms of the new variable \( u \) as,

\[
G(t_0) \leq l(t_0 + t_0 \ln(s \frac{1-t_0}{t_0})) = \frac{l}{1+u} (1 - \ln u + \ln s),
\]

\[
u + \ln u = \ln s.
\]

Combining these two relations we obtain \( G(t_0) \leq lu \). Finally, for \( s \geq e \) and since \( u + \ln u = \ln s \), it is easy to see that \( u \leq \ln s - \ln \ln s + \frac{1}{2} \). Thus,

\[
\max_{m} T(m) = G(t_0) \leq lu \leq l(\ln s - \ln \ln s + \frac{1}{2}),
\]

where we recall that \( s = \frac{k}{k-h} \).

\[\square\]

**Lemma 8.2.** Let \( f(m) = \frac{m}{k-h+l+1+m} \ln \frac{k+1}{k-h+l+1+m} \). Then

\[
\max_{m} f(m) \geq \ln \frac{k+1}{k-h+l+1} - \ln \ln \frac{k+1}{k-h+l+1} - 2.
\]

**Proof.** Let us define \( b := k + 1 \), \( c := k - h + l + 1 \), and \( u := \frac{m}{c+m} \). We have

\[
f(m) = u \ln \frac{b}{c} (1-u) := g(u).
\]

Let \( m^* \) be the smallest integer \( m^* \geq c \ln \frac{b}{c} - c \), such that \( \frac{k-h+m^*}{l} \) is integral. Then, we have \( c \ln \frac{b}{c} - c \leq m^* \leq c \ln \frac{b}{c} - c + l \), and consequently, \( 1 - \frac{1}{\ln \frac{b}{c}} \leq u^* \leq 1 - \frac{c}{\ln \frac{b}{c} + l} \), where \( u^* := \frac{m^*}{c+m^*} \). This means that \( u^* \geq 1 - \frac{1}{\ln \frac{b}{c}} \) and \( 1 - u^* \geq \frac{c}{\ln \frac{b}{c} + l} \), \( \geq \frac{1}{\ln \frac{b}{c}} \), and we can write,

\[
g(u^*) = u^* \ln \frac{b}{c} (1-u^*)
\]

\[
\geq (1 - \frac{1}{\ln \frac{b}{c}}) \ln \left( \frac{1}{\ln \frac{b}{c}} \right)
\]

\[
= -1 + \frac{1}{\ln \frac{b}{c}} + \ln \frac{b}{c} \ln \frac{b}{c} - \frac{\ln \frac{b}{c}}{\ln \frac{b}{c}}
\]

\[
= \ln \frac{b}{c} - \ln \frac{b}{c} + 2 + \frac{1}{\ln \frac{b}{c}} + \frac{\ln \frac{b}{c}}{\ln \frac{b}{c}}
\]

\[
\geq \ln \frac{b}{c} - \ln \frac{b}{c} - 2.
\]

Therefore, we have,

\[
\max_{m} f(m) = \max_{u} g(u) \geq g(u^*) \geq \ln \frac{b}{c} - \ln \frac{b}{c} - 2
\]

\[
= l \ln \frac{k+1}{k-h+l+1} - l \ln \ln \frac{k+1}{k-h+l+1} - 2l + 1.
\]

\[\square\]

**Theorem 8.3.** The farthest in future (FF) algorithm for the file-bundle caching problem achieves an approximation factor of at most \( 2l \) compared to the optimal offline algorithm, where \( l \) is the queries’ length.
Proof. Again we consider the same phase partitioning of the request sequence $\sigma$:
- Phase 1 begins at the first page of $\sigma$;
- Phase $i$ begins at the first query which contains the $(k + 1)$-th distinct page since phase $i - 1$ has begun.

Consider any two consecutive phases $i$ and $i + 1$, with phase $i + 1$ including $m$ new pages. This means there are also $m$ pages exclusive to phase $i$, and $k - m$ pages shared by both phase $i$ and phase $i + 1$.

First we want to prove that for the FF algorithm, at the end of phase $i$ the cache contains at least $k - m$ of the $k$ distinct pages in phase $i + 1$. In fact, we can prove that by analyzing two cases:

1. At least one page in the cache at the end of phase $i$ is not requested in both phase $i$ and phase $i + 1$. In this case, since during phase $i$, that page should be evicted prior to all the pages that are requested in phase $i + 1$, this means none of the $k - m$ common pages requested in phase $i$ is evicted. Therefore the cache contains at least $k - m$ of the $k$ distinct pages in phase $i + 1$.

2. All the pages in the cache at the end of phase $i$ are requested in phase $i$ or phase $i + 1$. Since there are only $m$ pages exclusive to phase $i$, therefore the cache contains at least $k - m$ of the $k$ distinct pages in phase $i + 1$.

Now, consider the FF algorithm and let $d(j)$ denote the number of pages that are not contained in the current cache but will be requested later in phase $i + 1$, after the $j$-th query in phase $i + 1$ has arrived. Since during phase $i + 1$, the FF algorithm will not evict any pages that are contained in the current cache and will be requested later in phase $i + 1$, it is easy to see that $d(j)$ is non-increasing, and $d(j)$ decreases by at least 1 whenever a cache miss occurs. Notice that from the above discussion $d(0) \leq m$, and at the end of phase $i + 1$ we have $d(j) = 0$. Thus, the number of cache misses of the FF algorithm during phase $i + 1$ is at most $m$. Finally, following the arguments in the proof of Theorem 4.3, it is easy to see that the optimal algorithm makes at least $\frac{k - k + m}{l} = \frac{m}{l}$ cache missed during phases $i$ and $i + 1$. This indicates that the competitive ratio of the FF algorithm is at most $2l$. \qed