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Abstract

Landau-Ginzburg mirror symmetry studies isomorphisms between graded Frobenius algebras, known as A- and B-models. Fundamental to constructing these models is the computation of the finite, Abelian maximal symmetry group $G_{W}^{\text{max}}$ of a given polynomial $W$. For invertible polynomials, which have the same number of monomials as variables, a generating set for this group can be computed efficiently by inverting the polynomial exponent matrix. However, this method does not work for noninvertible polynomials with more monomials than variables since the resulting exponent matrix is no longer square.

A previously conjectured algorithm to address this problem relies on intersecting groups generated from submatrices of the exponent matrix. We prove that this method is correct, but intractable in general. We overcome intractability by presenting a group isomorphism based on the Smith normal form of the exponent matrix. We demonstrate an algorithm to compute $G_{W}^{\text{max}}$ via this isomorphism, and show its efficiency in all cases.
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1 Introduction

In the context of Landau-Ginzburg mirror symmetry, two different physical theories arise known as Landau-Ginzburg A- and B-models. These are graded Frobenius algebras, built using a nondegenerate weighted homogeneous polynomial $W$ and a related group of symmetries $G$ of $W$. Fan et al. (2013), Intriligator and Vafa (1990), Kaufmann (2002, 2003, 2006), and Krawitz (2010) have constructed the A-model theories, which are a special case of what is known as FJRW theory. Herzog and Vafa (1990), and Fan et al. (2013) have constructed the B-model theories, which correspond to an orbifolded Milnor ring. In many cases, both A- and B-model theories extend to whole families of Frobenius algebras, called Frobenius manifolds.

For the so-called invertible polynomials, Berglund and Hübsch (1993), Berglund and Henningson (1993), and Krawitz (2010) described the construction of a dual (or transpose) polynomial $W^T$ and a dual group $G^T$. One formulation of the Landau-Ginzburg mirror symmetry conjecture states that the A-model of a polynomial-group pair $(W, G)$ should be isomorphic to the B-model of the dual pair $(W^T, G^T)$ on the level of graded Frobenius algebras, and is written as $A(W, G) \cong B(W^T, G^T)$. Krawitz (2010), Francis et al. (2012), and Fan et al. (2013) have proven this conjecture in many cases, although the proof of the full conjecture remains open.

One way to generalize mirror symmetry is to include a larger class of polynomials called noninvertible. Together with the invertible polynomials, these make up the class of admissible polynomials. Many of the mirror symmetry constructions immediately generalize for noninvertible polynomials, but not all (see Cordner, 2015). An open area of research focuses on developing the ideas necessary for mirror symmetry to include all such admissible polynomials.

Fundamental to the construction of Landau-Ginzburg A- and B-models is the group of symmetries for a given polynomial $W$. The largest group allowed for an A-model using polynomial $W$ is the maximal symmetry group, denoted $G_W^{max}$. This is a finite, Abelian group when $W$ is admissible. In the case that $W$ is invertible, a generating set for $G_W^{max}$ is given by the columns of the inverse polynomial exponent matrix. This method does not work when $W$ is noninvertible, since the shape of the exponent matrix is no longer square.

In this paper we will focus on developing and analyzing two characterizations of $G_W^{max}$ which yield computational methods that include the noninvertible case. In Section 3, we examine a previously conjectured characterization which relates $G_W^{max}$ as the intersection of groups generated by all the submatrices of the exponent matrix of $W$. This is the natural extension of the method used to compute $G_W^{max}$ for invertible polynomials (see Lemma 2.11). In Section 4, we present an alternative characterization of $G_W^{max}$ via a group isomorphism based on the Smith normal form of the exponent matrix.

In turn, these characterizations yield algorithms to compute $G_W^{max}$. We will show that Algorithm 1 based off the submatrix characterization is correct, but not efficient. In particular, we exhibit a family of cases where its running time is exponential in the size of its input. We will also show that Algorithm 2 based off the Smith normal form is correct, and that it runs in polynomial time in terms of the size of the exponent matrix.

2 Background

Here we will introduce some of the concepts needed to understand the theory of this paper.

2.1 Polynomials

Definition 2.1. For a polynomial $W \in \mathbb{C}[x_1, \ldots, x_n]$, we say that $W$ is nondegenerate if it has an isolated critical point at the origin.

Definition 2.2. Let $W \in \mathbb{C}[x_1, \ldots, x_n]$. We say that $W$ is quasihomogeneous if there exist positive rational numbers $q_1, \ldots, q_n$ such that for any $c \in \mathbb{C}$, $W(c^{q_1}x_1, \ldots, c^{q_n}x_n) = c^{q}W(x_1, \ldots, x_n)$.

We often refer to the $q_i$ as the quasihomogeneous weights of a polynomial $W$, or just simply the weights of $W$, and we write the weights in vector form $J = (q_1, \ldots, q_n)$.

Definition 2.3. $W \in \mathbb{C}[x_1, \ldots, x_n]$ is admissible if $W$ is nondegenerate and quasihomogeneous with unique weights, having no monomials of the form $x_ix_j$ for $i \neq j$, $i, j \in \{1, \ldots, n\}$.

The condition that $W$ have no cross-term monomials is necessary for constructing the A-model (see Fan et al., 2013). Because the construction of $A(W, G)$ requires an admissible polynomial, we will only
be concerned with admissible polynomials in this paper. In order for a polynomial to be admissible, it needs to have at least as many monomials as variables. Otherwise its quasihomogeneous weights cannot be uniquely determined. We now state the main subdivision of the admissible polynomials.

**Definition 2.4.** Let \( W \) be an admissible polynomial. We say that \( W \) is invertible if it has the same number of monomials as variables. If \( W \) has more monomials than variables, then it is noninvertible.

We observe that if \( W \) is invertible, we can rescale variables to force each coefficient \( c_i \) to equal one—which we will do in this paper. The invertible polynomials can also be decomposed into sums of three types of polynomials, called the atomic types.

**Theorem 2.5** [Kreuzer and Skarke (1992)]. Any invertible polynomial is the decoupled sum of monomials in one of three atomic types:

- **Fermat type:** \( W = x^n \),
- **Loop type:** \( W = x_1^{q_1} x_2 + x_2^{q_2} x_3 + \cdots + x_n^{q_n} x_1 \),
- **Chain type:** \( W = x_1^{q_1} x_2 + x_2^{q_2} x_3 + \cdots + x_n^{q_n} \).

We also assume that the \( a_i \geq 2 \) to avoid terms of the form \( x_i x_j \) for \( i \neq j \). This is the fundamental decomposition result for invertible polynomials.

### 2.2 The Exponent Matrix

For our computations, it is often useful to represent the polynomials in matrix form.

**Definition 2.6.** Let \( W \in \mathbb{C}[x_1, \ldots, x_n] \). If we write \( W \) as a sum of monomials \( W = \sum_{i=1}^n c_i \prod_{j=1}^n x_j^{a_{ij}} \), then the associated exponent matrix is defined to be \( A = (a_{ij}) \).

Note that \( A \) is an \( m \times n \) matrix, where \( m \) is the number of monomials of \( W \) and \( n \) is the number of variables of \( W \). Since the number of monomials must be greater than or equal to the number of variables for \( W \) to be admissible, we will always have \( m \geq n \). In the special case where \( W \) is invertible, we get \( m = n \). We note that these matrices are of full rank and are indeed invertible in this case, as the name of this class of polynomials suggests.

We would like to get a sense of how large \( A \) can be in terms of \( n \) and the quasihomogeneous weights of \( W \). We define a norm for \( A \) to pick out its largest entry, and write \( \|A\| = \max_{i,j} |a_{ij}| = \max_{i,j} a_{ij} \) since the entries of \( A \) are nonnegative integers.

**Lemma 2.7.** Given admissible \( W \) with weight vector \( q = (q_1, \ldots, q_n) \), then \( \|A\| \leq \lfloor \frac{1}{n} \rfloor \).

**Proof.** By the quasihomogeneous property, a monomial \( x_1^{q_1} \cdots x_n^{q_n} \) is admissible under \( q \) if and only if \( \sum_{i=1}^n a_i q_i = 1 \). We produce the largest exponent by considering \( q_k = \min \{ q_i \} \), with \( q_k = \frac{1}{n} \) for some \( a \geq 2 \). In this case, the monomial \( x_i^{a} \) is admissible. Therefore, for an admissible polynomial \( W \), \( \|A\| \leq \lfloor \max \{ \frac{1}{n} \} \rfloor \) and this is a tight upper bound. \( \square \)

Also of interest is the number of rows that the exponent matrix allows for.

**Lemma 2.8.** There exist weight systems that admit exponentially many monomials.

**Proof.** Consider the homogeneous weight system \( q = \left( \frac{1}{a}, \ldots, \frac{1}{a} \right) \) for some \( a \geq 2 \). Each admissible monomial \( x_1^{c_1} \cdots x_n^{c_n} \) satisfies \( \sum_{i=1}^n \frac{c_i}{a} = 1 \) which implies that \( \sum_{i=1}^n c_i = a \). Therefore any solution to the equation \( c_1 + \cdots + c_n = a \) in nonnegative integers yields a new monomial. We get the exact solution

\[
m = \left( \begin{array}{c} a + n - 1 \\ a \end{array} \right).
\]

Weight systems of this form admit many monomials in terms of the number of variables \( n \). Choosing \( a = n + 1 \), for example, we get

\[
m = \left( \begin{array}{c} 2n + 1 \\ n + 1 \end{array} \right) = \frac{(2n)!}{(n+1)!(n-1)!} = \frac{2n(2n-1) \ldots (n+2)}{(n-1)(n-2) \ldots (2)(1)} \geq 2 \cdot 2(n-1) \times \cdots \times 2(n-1) \times 2(n-1) \times 2(n-1) = 2^{n-1}.
\]

Therefore it is possible for \( m \) to be exponential in terms of \( n \).

\( \square \)

Though \( A \) can be exponentially large as an input in terms of \( n \), we will focus on more reasonably sized problems. In the algorithms that follow, we will consider \( A \) to be of polynomial size in \( n \) if both \( m \) and \( \|A\| \) are of polynomial size in \( n \).
2.3 Symmetry Groups

We are now ready to define the maximal symmetry group for admissible polynomials.

**Definition 2.9.** Let \( W \) be an admissible polynomial. We define the maximal diagonal symmetry group of \( W \) to be \( G_W^{\text{max}} = \{(\zeta_1, \ldots, \zeta_n) \in (\mathbb{C}^*)^n \mid W(\zeta_1 x_1, \ldots, \zeta_n x_n) = W(x_1, \ldots, x_n)\} \).

Fan et al. (2013) and Artebani et al. (2014) show that \( G_W^{\text{max}} \) is finite and that each coordinate of every group element is a root of unity. The group operation in \( G_W^{\text{max}} \) is coordinate-wise multiplication. Converting to additive notation, we use the map \((e^{2\pi i \theta_1}, \ldots, e^{2\pi i \theta_n}) \mapsto (\theta_1, \ldots, \theta_n) \) mod \( \mathbb{Z} \) taking \( G_W^{\text{max}} \) to \((\mathbb{Q}/\mathbb{Z})^n\). Hence we will write \( G_W^{\text{max}} = \{g \in (\mathbb{Q}/\mathbb{Z})^n \mid Ag \in \mathbb{Z}^n\} \), where \( A \) is the \( m \times n \) exponent matrix of \( W \). In this notation we have the following

**Definition 2.10.** The group \( G_W^{\text{max}} \) is a subgroup of \((\mathbb{Q}/\mathbb{Z})^n\) with respect to coordinate-wise addition. For \( g \in G_W^{\text{max}} \), we can write \( g \) uniquely as \((g_1, \ldots, g_n)\), where each \( g_i \) is a rational number in the interval \([0,1)\). The \( g_i \) are called the phases of \( g \).

We will occasionally say that a group element represented by its phases is in its canonical form. However, as a matter of convenience we will sometimes use equivalent representatives of the \( g_i \) that lie outside the interval \([0,1)\) to write down group elements. One such example of this occurs in the following

**Lemma 2.11** (see Artebani et al. (2014) or Krawitz (2010)). If \( W \) is invertible, then \( G_W^{\text{max}} \) is generated by the columns of \( A^{-1} \). We write \( G_W^{\text{max}} = \\langle \text{cols of } A^{-1} \rangle \).

Though this method uses column vectors, throughout this paper we will usually represent group elements as row vectors. We also note that the columns of \( A^{-1} \) are not necessarily in canonical form. However, the resulting group elements can certainly be represented by their phases. Note also that this characterization of \( G_W^{\text{max}} \) works only for invertible polynomials. When \( W \) is noninvertible, its exponent matrix is no longer square and hence is not invertible. Generalizing the result of Lemma 2.11 to include noninvertible polynomials is the focus of the next section. One additional result that we will also later generalize (see Lemma 4.9) is

**Lemma 2.12** (see Artebani et al. (2014)). If \( W \) is invertible, then the size of \( G_W^{\text{max}} \) is equal to the absolute value of the determinant of the exponent matrix of \( W \). We write \( |G_W^{\text{max}}| = |\det(A)| \).

3 Characterization of \( G_W^{\text{max}} \) via Submatrices

In order to state our new formulation of the maximal symmetry group, we first need a notion of submatrix for a given matrix \( A \).

**Definition 3.1.** Given an admissible polynomial \( W \) with \( m \times n \) exponent matrix \( A \). Any matrix \( A_i \), comprised of \( n \) rows taken from \( A \) is called a submatrix of \( A \). We say that two submatrices \( A_i \), \( A_j \) of \( A \) are equivalent if they differ only by a permutation of rows.

The following characterization of \( G_W^{\text{max}} \), attributed to Drew Johnson (Webb, 2013), is one way to compute \( G_W^{\text{max}} \). In the case where \( m = n \), the characterization matches the method of computing \( G_W^{\text{max}} \) for an invertible polynomial, and thus extends the result of Lemma 2.11.

**Theorem 3.2.** Let \( W \) be an admissible polynomial, and let the \( A_i \) denote the invertible submatrices of the polynomial exponent matrix \( A \) (up to equivalence). Then \( G_W^{\text{max}} = \bigcap_{A_i} (\text{cols of } A_i^{-1}) \).

**Proof.** To avoid the trivial case, assume that \( W \) is noninvertible. Let \( W_i \) be a polynomial corresponding to the exponent matrix \( A_i \) for all values of \( i \). We will denote by \( G_{W_i}^{\text{max}} \) the group \( \langle \text{cols of } A_i^{-1} \rangle \). Though some of the polynomials \( W_i \) may not necessarily be nondegenerate, this notation still makes sense because the characterization of \( G_W^{\text{max}} \) in Lemma 2.11 depends only on \( W \) being quasihomogeneous and having an invertible exponent matrix.

We note that extra monomials in a polynomial \( W \) become extra rows in an exponent matrix, and serve as further restrictions for elements allowed in \( G_W^{\text{max}} \). In our case, since \( W = W_i \) plus additional monomials, we have that \( G_W^{\text{max}} \subseteq G_{W_i}^{\text{max}} \) for each \( i \). Therefore \( \bigcap_{A_i} (\text{cols of } A_i^{-1}) = \bigcap_{W_i} G_{W_i}^{\text{max}} \supseteq G_W^{\text{max}} \).

Now choose arbitrary nonequivalent submatrices \( A_i \) and \( A_j \). Let \( W_i \) and \( W_j \) be corresponding polynomials for \( A_i \) and \( A_j \). Since \( A_i \) and \( A_j \) are invertible \( n \times n \) matrices, their corresponding polynomials will be polynomials of \( n \) variables. We notice that \( \langle \text{cols of } A_i^{-1} \rangle \cap \langle \text{cols of } A_j^{-1} \rangle = G_{W_i}^{\text{max}} \cap G_{W_j}^{\text{max}} \).
Now we have the following:

\[
G^\text{max}_W \cap G^\text{max}_W = \{ \mathbf{g} \in (\mathbb{Q}/\mathbb{Z})^n \mid A_i \mathbf{g} \in \mathbb{Z}^n \} \cap \{ \mathbf{g} \in (\mathbb{Q}/\mathbb{Z})^n \mid A_j \mathbf{g} \in \mathbb{Z}^n \} \\
= \{ \mathbf{g} \in (\mathbb{Q}/\mathbb{Z})^n \mid A_i \mathbf{g} \in \mathbb{Z}^n \text{ and } A_j \mathbf{g} \in \mathbb{Z}^n \} \\
\subseteq \{ \mathbf{g} \in (\mathbb{Q}/\mathbb{Z})^n \mid A'_{ij} \mathbf{g} \in \mathbb{Z}^{m'} \}
\]

where \( A'_{ij} \) is the \( m' \times n \) matrix containing all rows of \( A_i, A_j \) (removing duplicates)

\[
= G^\text{max}_{W+W_j}.
\]

In general we see that

\[
G^\text{max}_{W_1} \cap G^\text{max}_{W_2} \cap \cdots \cap G^\text{max}_{W_r} \subseteq G^\text{max}_{W_1+W_2+\cdots+W_r},
\]

which yields

\[
\bigcap_{i=1}^r \text{cols} (A_i^{-1}) = \bigcap_{W_i} G^\text{max}_{W_i} \subseteq G^\text{max}_{W_1+W_2+\cdots+W_r}.
\]

Because the exponent matrix \( A \) has rank \( n \), there are \( n \) rows of \( A \) that form a basis of \( \mathbb{R}^n \). Let \( B_n = \{ a_1, \ldots, a_n \} \) be a basis of \( \mathbb{R}^n \) comprised of \( n \) row vectors from \( A \). Let \( a_{n+1}, \ldots, a_m \) be the remaining rows of \( A \). The sets \( \{ a_{n+1} \}, \ldots, \{ a_m \} \) are linearly independent sets in \( \mathbb{R}^n \). By the Replacement Theorem of linear algebra, we can create new bases of \( \mathbb{R}^n \), say \( B_{n+1}, \ldots, B_m \), such that \( a_{n+1} \in B_{n+1}, \ldots, a_m \in B_m \). Each row of \( A \) can be represented in a basis of \( \mathbb{R}^n \).

Let \( A_n, A_{n+1}, \ldots, A_m \) be matrices with rows made up from the basis vectors in \( B_n, B_{n+1}, \ldots, B_m \), respectively. Then \( A_n, A_{n+1}, \ldots, A_m \) are all \( n \times n \) invertible matrices, with rows originally taken from \( A \). Let \( W_0, W_{n+1}, \ldots, W_m \) be the corresponding polynomials to these exponent matrices. We see that the polynomials \( W \) and \( W_0 + W_{n+1} + \cdots + W_m \) have all the same monomials. Therefore the polynomials \( W \) and \( W_0 + W_{n+1} + \cdots + W_m \) defined above also share all the same monomials. Since \( G^\text{max}_W \) is independent from the coefficients of \( W \), we have that \( G^\text{max}_{W_0+W_{n+1}+\cdots+W_m} = G^\text{max}_W \). Therefore we see that \( \bigcap_{i=1}^r \text{cols} (A_i^{-1}) \subseteq G^\text{max}_W \).

We now have the following preliminary algorithm to compute \( G^\text{max}_W \) even when \( W \) is noninvertible.

The algorithm accepts the polynomial exponent matrix \( A \) as input, and returns the entire set of group elements in canonical form that comprise \( G^\text{max}_W \).

\[\text{Algorithm 0: Compute the generators of } G^\text{max}_W \text{ via submatrices}\]

1: \textbf{function GmaxSubmatrix}(A) \triangleright A is the \( m \times n \) exponent matrix
2: \textbf{for each submatrix }A_i\text{ of } A \text{ do} \triangleright \text{Up to equivalence}
3: \hspace{1em} \textbf{if } A_i \text{ is invertible then}
4: \hspace{2em} Compute the inverse \( A_i^{-1} \) of \( A_i \)
5: \hspace{2em} Generate the group \( G_i \subseteq (\mathbb{Q}/\mathbb{Z})^n \) from the columns of \( A_i^{-1} \)
6: \hspace{1em} \textbf{end if}
7: \textbf{end for}
8: \textbf{return} the intersection of groups \( \bigcap_i G_i \) \triangleright \text{Use canonical representatives for group elements}
9: \textbf{end function}

Before we perform our analysis, we will see how this algorithm works on a small example.

\[\text{Example 3.3.} \text{ Consider the polynomial } W = x^3 + y^3 + x^2 y. \text{ One can quickly verify that } W \text{ is quasihomogeneous with weights } \left( \frac{3}{2}, \frac{3}{2} \right), \text{ and has its gradient vanishing only at the origin. Thus } W \text{ is admissible.}
\]

We can represent its exponent matrix as

\[A = \begin{bmatrix} 3 & 0 \\ 0 & 3 \\ 2 & 1 \end{bmatrix}.
\]

We have three different ways to choose two rows from \( A \), so we form the submatrices

\[A_1 = \begin{bmatrix} 3 & 0 \\ 0 & 3 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 3 & 0 \\ 2 & 1 \end{bmatrix}, \quad A_3 = \begin{bmatrix} 0 & 3 \\ 2 & 1 \end{bmatrix}.
\]

Taking inverses of each matrix, we get

\[A_1^{-1} = \begin{bmatrix} 1/3 & 0 \\ 0 & 1/3 \end{bmatrix}, \quad A_2^{-1} = \begin{bmatrix} 1/3 & 0 \\ -2/3 & 1 \end{bmatrix}, \quad A_3^{-1} = \begin{bmatrix} -1/6 & 1/2 \\ 1/3 & 0 \end{bmatrix}.
\]
From the columns of $A_1^{-1}$ (writing column vectors as row vectors) we get the group generators $(\frac{1}{2}, 0)$ and $(0, \frac{1}{2})$. These produce the nine-element set

$$G_1 = \{(0,0), (1/3,0), (2/3,0), (0,1/3), (1/3,1/3), (2/3,1/3), (0,2/3), (1/3,2/3), (2/3,2/3)\}.$$ 

Putting the columns of $A_2^{-1}$ in canonical form, we get the single generator $(\frac{1}{4}, \frac{1}{4})$. The second column becomes $(0,0)$ in canonical form, which contributes nothing. We get the three-element set

$$G_2 = \{(0,0), (1/3,1/3), (2/3,2/3)\}.$$ 

Finally, from the columns of $A_3^{-1}$, we get generators $(\frac{5}{8}, \frac{1}{4})$ and $(\frac{1}{2}, 0)$. This yields a six-element set

$$G_3 = \{(0,0), (1/2,0), (5/6,1/3), (1/3,1/3), (2/3,2/3), (1/6,2/3)\}.$$ 

Taking the intersection of $G_1$, $G_2$, and $G_3$ yields our symmetry group

$$G_W^{\text{max}} = \{(0,0), (1/3,1/3), (2/3,2/3)\}.$$ 

From our example, we note that there are a few slight improvements we can make to Algorithm 1. First, we can keep a running list of candidate group elements by computing the intersections of the $G_i$ inside the for loop. Second, we see that $G_W^{\text{max}} = G_2$. In hindsight, computing $G_3$ was a little unnecessary since we ultimately got $G_2 \subseteq G_3$.

It turns out that the smallest group $G_W^{\text{max}}$ can be is the one generated by the vector of quasi-homogeneous weights. This follows by noting that $q \in G_W^{\text{max}}$ by the quasi-homogeneous condition since $Aq = 1_m \in \mathbb{Z}^n$. Notice in Example 3.3 that $G_W^{\text{max}}$ is the group generated by the weights $(\frac{1}{4}, \frac{1}{4})$, so this is a tight lower bound on the size of $G_W^{\text{max}}$. If at any point in our computation our intersection of groups so far has size equal to the size of the group generated by $q$, we can exit the loop and output our group elements. This gives the slightly better

**Algorithm 1** Compute the generators of $G_W^{\text{max}}$ via submatrices

1: function GMAXSUBMATRIX(A) \> A is the $m \times n$ exponent matrix
2: \> Set $H := (\mathbb{Q}/\mathbb{Z})^n$
3: \> for each submatrix $A_i$ of $A$ \> Up to equivalence
4: \> if $A_i$ is invertible then
5: \> \> Compute the inverse $A_i^{-1}$ of $A_i$
6: \> \> Generate the group $G_i \leq (\mathbb{Q}/\mathbb{Z})^n$ from the columns of $A_i^{-1}$
7: \> \> Set $H := H \cap G_i$ \> Use canonical representatives for group elements
8: \> \> if $|H| = |\langle q \rangle|$ then
9: \> \> \> return $H$
10: \> \> end if
11: \> end if
12: end for
13: return $H$
14: end function

Now for the analysis. By Theorem 3.2, Algorithm 1 is correct—that is, it computes $G_W^{\text{max}}$. However, it can be intractable even on polynomially sized input. We will consider a class of bad examples.

**Lemma 3.4.** For all even $n \geq 4$, $W_n = x_1^{2n} + \cdots + x_n^{2n} + x_1 x_2 x_3 + \cdots + x_n x_{n-1}^{n}$ is admissible.

**Proof.** Here $W_n$ is the sum of $n$ Fermat monomials with exponent $2n$, followed by $n$ extra monomials. Note that $W_n$ has weight system $q = (\frac{1}{2n}, \ldots, \frac{1}{2n})$, since any monomial of the form $x_i^{2n} x_j$ (possibly with $i = j$) satisfies $n \cdot \frac{1}{2n} + n \cdot \frac{1}{2n} = 1$. To show that $W_n$ is nondegenerate, we compute

$$\nabla W_n = (2nx_1^{2n-1} + n x_1^{2n-1} x_2 + nx_1^{2n-1} x_3 + \cdots + 2nx_n^{2n-1} + nx_n^{2n-1} x_1 + nx_{n-1}^{2n-1} x_n^{n-1})$$

$$= (nx_1^{n-1}(2x_1^n + x_2^n + x_3^n), \ldots, nx_n^{n-1}(2x_n^n + x_1^n + x_{n-1}^n)).$$

$W_n$ has a critical point when $x_1 = \cdots = x_n = 0$. Notice that if $x_1 = 0$, then $(\nabla W_n)_1 = 0$. And if $x_1 \neq 0$, then in order for the $i$th coordinate of the gradient to vanish we require the $2x_i^n + x_j^n + x_k^n$ term to vanish. But since $n$ is even, each variable raised to the $n$th power is nonnegative. And since we assumed $x_i \neq 0$, then $2x_i^n + x_j^n + x_k^n$ has to be positive. Therefore $\nabla W_n$ only vanishes at the origin. Hence $W_n$ is nondegenerate. 

\[ \square \]
Notice that for $W_n$ the largest entry of $A$ is $2n$ (thus $\|A\| = 2n$), and the number of monomials of $W_n$ is $m = 2n$. Therefore the input to Algorithm $\text{II}$ is of polynomial size to compute $G_{W_n}^{\max}$. However, the computation time quickly gets large.

**Theorem 3.5.** Algorithm $\text{II}$ requires exponential time to compute $G_{W_n}^{\max}$ for all even $n \geq 4$.

**Proof.** Here the group generated by the weights vector is
$$\langle q \rangle = \langle (1/2n, \ldots, 1/2n) \rangle .$$

If $G_{W_n}^{\max} = \langle q \rangle$, then every group element in $G_{W_n}^{\max}$ would have the canonical form $(\frac{c_1}{2n}, \ldots, \frac{c_{2n}}{2n})$ for some $c \in \{0, \ldots, 2n-1\}$. But we notice that vectors of the form $(0, \ldots, \frac{1}{n}, \ldots, 0) \in G_{W_n}^{\max}$ since both $2n \cdot \frac{1}{n}$ (coming from the monomials $x_i^{2n}$) and $n \cdot \frac{1}{n}$ (coming from the monomials $x_i^n x_j^n$) are integers. This shows that $\langle q \rangle \leq G_{W_n}^{\max}$, which means that Algorithm $\text{II}$ does not exit early.

Hence the for loop on line 3 of the algorithm iterates over all the $\binom{m}{n}$ submatrices of $A$. Plugging in $m = 2n$, we see that as $n$ gets large the inequality
$$\binom{2n}{n} \geq \frac{2^{2n}}{2n+1}$$
holds via Stirling’s formula. So Algorithm $\text{II}$ takes at least $\frac{2^{2n}}{2n+1}$ steps, which is exponential in the size of the input matrix $A$.

\[\square\]

4 Characterization of $G_{W_n}^{\max}$ via the Smith Normal Form

An alternative characterization for $G_{W_n}^{\max}$, which does not extend the result of Lemma 2.11, is obtained through the Smith normal form of $A$.

**Definition 4.1.** The Smith normal form of an $m \times n$ matrix $M$ over $\mathbb{Z}$ of rank $n$ is a matrix $S$ over $\mathbb{Z}$ that satisfies the following properties: there exist matrices $P$ and $Q$ such that $S = PMQ$, where $P$ is an invertible $m \times m$ matrix over $\mathbb{Z}$, $Q$ is an invertible $n \times n$ matrix over $\mathbb{Z}$, and $S$ is an $m \times n$ matrix of the form

$$\begin{bmatrix}
a_1 & 0 & \ldots & 0 \\
0 & a_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & a_n \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{bmatrix}$$

The $a_i$ are sometimes referred to as invariant factors. Here each $a_i \in \mathbb{N} \setminus \{0\}$, and for all $i \in \{2, \ldots, n\}$ we have $a_{i-1} | a_i$. Because $M$ has rank $n$, none of the $a_i = 0$.

Given an admissible polynomial $W$, we know that its $m \times n$ exponent matrix $A$ has full rank with integer-valued entries. Therefore, we can have the following

**Definition 4.2.** Define a new set $G_{W_n}^{\text{Smith}}$ as
$$G_{W_n}^{\text{Smith}} = \{ g \in (\mathbb{Q}/\mathbb{Z})^n \mid Sg \in \mathbb{Z}^m \} ,$$
where $S$ is the Smith normal form of the exponent matrix of $W$.

We immediately see that $G_{W_n}^{\text{Smith}}$ is itself a group, and is a subgroup of $(\mathbb{Q}/\mathbb{Z})^n$.

**Lemma 4.3.** $G_{W_n}^{\text{Smith}}$ is a subgroup of $(\mathbb{Q}/\mathbb{Z})^n$. 
Thus well-defined inverse map, it is a bijection. Because map elements of G, we see that for any x, y ∈ G,

\[ S(x - y) = Sx - Sy = b_1 - b_2, \]

where \( b_1, b_2 \in \mathbb{Z}^m \).

Therefore, by the Subgroup Criterion, \( G_{W}^{\text{Smith}} \leq (\mathbb{Q}/\mathbb{Z})^n \).

We also observe that \( G_{W}^{\text{Smith}} \) is isomorphic to our original group \( G_{W}^{\text{max}} \).

**Theorem 4.4.** \( G_{W}^{\text{Smith}} \cong G_{W}^{\text{max}} \) as finite Abelian groups.

**Proof.** Let \( S = PAQ \) be the Smith normal form of \( A \). We then have \( A = P^{-1}SQ^{-1} \). Define a map

\[ \phi : G_{W}^{\text{Smith}} \to G_{W}^{\text{max}} \]

by the rule \( x \mapsto Qx \). Notice that for any \( x \in G_{W}^{\text{Smith}} \),

\[ A\phi(x) = AQx = (P^{-1}SQ^{-1})Qx = P^{-1}Sx. \]

Since \( x \in G_{W}^{\text{Smith}} \) then \( Sx \in \mathbb{Z}^m \), which implies \( P^{-1}Sx \in \mathbb{Z}^m \). This shows that \( \phi(x) \in G_{W}^{\text{max}} \), so \( \phi \) does map elements of \( G_{W}^{\text{Smith}} \) into \( G_{W}^{\text{max}} \).

For any \( x_1, x_2 \in G_{W}^{\text{Smith}} \), we write \( x_1 \equiv x_2 \) if and only if there is some integer vector \( b \in \mathbb{Z}^n \) such that \( x_1 = x_2 + b \). Thus,

\[ x_1 \equiv x_2 \text{ if and only if } x_1 = x_2 + b, \]

if and only if \( Qx_1 = Qx_2 + Qb \),

if and only if \( \phi(x_1) = \phi(x_2) + Qb \).

Because \( Qb \in \mathbb{Z}^n \), we have that \( \phi(x_1) \equiv \phi(x_2) \). Hence \( \phi \) is well-defined.

To show that \( \phi \) is a bijection, we define an inverse map \( \phi^{-1} : G_{W}^{\text{max}} \to G_{W}^{\text{Smith}} \) by the rule \( x \mapsto Q^{-1}x \). Then

\[ \phi(\phi^{-1}(x)) = \phi(Q^{-1}x) = QQ^{-1}x = x, \]

\[ \phi^{-1}(\phi(x)) = \phi^{-1}(Qx) = Q^{-1}Qx = x. \]

We see that for any \( x \in G_{W}^{\text{max}} \),

\[ S\phi^{-1}(x) = SQ^{-1}x = (PAQ)Q^{-1}x = PAx. \]

Since \( x \in G_{W}^{\text{max}} \) then \( Ax \in \mathbb{Z}^m \), which implies \( PAx \in \mathbb{Z}^m \). This shows that \( \phi^{-1}(x) \in G_{W}^{\text{max}} \), so \( \phi^{-1} \) does map elements of \( G_{W}^{\text{max}} \) into \( G_{W}^{\text{Smith}} \).

Also, for any \( x_1, x_2 \in G_{W}^{\text{max}} \), we write \( x_1 \equiv x_2 \) if and only if there is some integer vector \( b \in \mathbb{Z}^n \) such that \( x_1 = x_2 + b \). Thus,

\[ x_1 \equiv x_2 \text{ if and only if } x_1 = x_2 + b, \]

if and only if \( Q^{-1}x_1 = Q^{-1}x_2 + Q^{-1}b \),

if and only if \( \phi^{-1}(x_1) = \phi^{-1}(x_2) + Q^{-1}b \).

Because \( Q^{-1}b \in \mathbb{Z}^n \), we have that \( \phi^{-1}(x_1) \equiv \phi^{-1}(x_2) \). Hence \( \phi^{-1} \) is well-defined. Since \( \phi \) has a well-defined inverse map, it is a bijection.

Finally, to show that \( \phi \) is a homomorphism, let \( x_1, x_2 \in G_{W}^{\text{Smith}} \). Then,

\[ \phi(x_1 + x_2) = Q(x_1 + x_2) = Qx_1 + Qx_2 = \phi(x_1) + \phi(x_2). \]

Thus \( \phi \) is an isomorphism, and we conclude that \( G_{W}^{\text{Smith}} \cong G_{W}^{\text{max}} \).

We can now write down a generating set for \( G_{W}^{\text{Smith}} \).

**Lemma 4.5.** \( G_{W}^{\text{Smith}} = \{(\frac{1}{a_1}, 0, \ldots, 0), (0, \frac{1}{a_2}, 0, \ldots, 0), \ldots, (0, \ldots, 0, \frac{1}{a_n})\} \).

**Proof.** Consider the \( i \)th generator \( x_i = (0, \ldots, 0, \frac{1}{a_i}) \). Then

\[ Sx_i = (0, \ldots, 1, 0, \ldots, 0) \in \mathbb{Z}^m. \]

Any integer linear combination of generators also produces an integer vector, because

\[ S(c_1x_1 + \cdots + c_nx_n) = c_1Sx_1 + \cdots + c_nSx_n = (c_1, \ldots, c_n, 0, \ldots, 0) \in \mathbb{Z}^m. \]

Thus any \( x \in G_{W}^{\text{Smith}} = (\frac{c_1}{a_1}, \ldots, \frac{c_n}{a_n}) = c_1x_1 + \cdots + c_nx_n. \)
It may be of independent interest to note that $G^{\text{Smith}}_W$ immediately decomposes into the canonical form

$$G^{\text{Smith}}_W \cong \mathbb{Z}/a_1\mathbb{Z} \times \cdots \times \mathbb{Z}/a_n\mathbb{Z}$$

guaranteed by the Fundamental Theorem of Finitely Generated Abelian Groups. By the isomorphism of Theorem 4.4 we immediately get the same decomposition of invariant factors for $G^{\max}_W$. We can now generalize Lemma 2.12 with

**Lemma 4.6.** Let $W$ be an admissible polynomial. If $D = \text{diag}[a_i]_{i=1}^n$ (the first $n$ rows of the Smith normal form of the exponent matrix of $W$), then $|G^{\max}_W| = \det(D) = \prod_{i=1}^n a_i$.

Considering the isomorphism from $G^{\text{Smith}}_W$ to $G^{\max}_W$, we can now write (using column vectors)

$$G^{\max}_W = (Q(1/a_1,0,\ldots,0)^T, Q(0,1/a_2,0,\ldots,0)^T, \ldots, Q(0,\ldots,0,1/a_n)^T).$$

We see that $G^{\max}_W$ is generated by at most $n$ elements. Also, if any of the $a_i = 1$, then $G^{\max}_W$ is generated by fewer than $n$ elements. In general, this will give us a minimal set of generators for $G^{\max}_W$.

We now have an algorithm to compute the generators of $G^{\max}_W$. It accepts as input the polynomial exponent matrix $A$, but unlike Algorithm 2 which outputs the entire group it just outputs a set of column vectors that generate $G^{\max}_W$.

**Algorithm 2** Compute the generators of $G^{\max}_W$ via the Smith normal form

1: function $G^{\text{MAXGENS}}(A)$
2: Compute the Smith normal form $S = PAQ$ ◆ where $\{a_i\}_{i=1}^n$ are the invariant factors
3: Scale the $i$th column of $Q$ by $1/a_i$ for each $a_i \neq 1$
4: return the scaled columns of $Q$
5: end function

We will once again see how the algorithm works on an example.

**Example 4.7.** Consider again the polynomial $W = x^3 + y^3 + x^2y$, with exponent matrix

$$A = \begin{bmatrix} 3 & 0 \\ 0 & 3 \\ 2 & 1 \end{bmatrix}.$$ 

We compute the Smith normal form $S = PAQ$ and get

$$\begin{bmatrix} 1 & 0 \\ 0 & 3 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 2 & 1 & -3 \end{bmatrix} \begin{bmatrix} 3 & 0 \\ 0 & 3 \\ 2 & 1 \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 1 & -2 \\ \end{bmatrix}.$$ 

Scaling the first column of $Q$ by 1 and the second column of $Q$ by 1/3 (again writing column vectors as row vectors), we get the group generators $(0,1)$ and $(\frac{1}{3}, -\frac{2}{3})$. Putting these in canonical form, we see that the first generator is $(0,0)$ which contributes nothing. The second generator becomes $(\frac{4}{9}, \frac{4}{3})$, which gives us

$$G^{\max}_W = \{(0,0), (1/3,1/3), (2/3,2/3)\}$$

as we saw in Example 3.3.

To analyze this algorithm, we take advantage of the following notation.

**Definition 4.8** (Soft-Oh Notation). We write $f(n) \in O^\sim(g(n))$ if $f(n) \in O(g(n) \log^k g(n))$ for some $k$.

We will also need a way to compute the Smith normal form of a matrix. Deterministic polynomial time algorithms exist to compute the Smith normal form of a matrix over $\mathbb{Z}$. One such algorithm is given in the following

**Theorem 4.9** (Storjohann (1996)). Let $M$ be an $m \times n$ matrix over $\mathbb{Z}$. Suppose two $m \times m$ matrices can be multiplied in $O(m^6)$ steps over $\mathbb{Z}$, and that $B(t)$ bounds the cost of multiplying two $|t|$-bit integers. Then the time required to compute the Smith normal form of $M$ is given by

$$O^\sim(m^6 - 1 \cdot n \cdot B(m \log |A|)).$$
We are now ready to analyze Algorithm 2.

**Theorem 4.10.** Algorithm 2 runs in polynomial time.

*Proof.* We see that on line 3 the algorithm performs \(n^2\) multiplications to appropriately scale the columns of \(Q\). The interesting part of the analysis comes from computing the Smith normal form on line 2. Using the method of Williams (2012), we can perform matrix multiplication in \(O(m^{1.373})\) steps. Using the method by Schönhage and Strassen (1971), we can multiply \(n\)-bit vectors in \(O(n \log n \log \log n)\) steps. We see that Storjohann’s algorithm in Theorem 4.9 requires \(O(\sim n^{3.373})\) bit operations. Since we always have \(m \geq n\), the complexity of Algorithm 2 reduces to the complexity of computing Storjohann’s algorithm. Therefore our algorithm runs in polynomial time when \(m\) and \(\|A\|\) are polynomial in the size of \(n\).

We now revisit a previous example to compare the running times of Algorithms 1 and 2.

**Example 4.11.** Consider again the polynomial \(W_n\) from Lemma 3.4 and Theorem 3.5 given by

\[ W_n = x_2^{2n} + \cdots + x_2^n + x_1^n x_2^n + \cdots + x_1^n x_{2n} + x_1^n. \]

Here \(m = 2n\), and \(\lceil \max \{ \frac{1}{q_i} \} \rceil = 2n\). Therefore by Theorem 4.10, Algorithm 2 runs in \(O(\sim n^{3.373})\) steps.

5 Conclusion

In this paper we examined two ways to algorithmically compute \(G_{\max W}\) in the case where \(W\) is a non-invertible polynomial. The natural extension of the algorithm for invertible polynomials proved to be intractable in some cases, while a new algorithm based on the Smith normal form turned out to have a polynomial running time.
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