INFINITE FRIEZES AND TRIANGULATIONS OF ANNULI
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Abstract. It is known that any infinite periodic frieze comes from a triangulation of an annulus by [BPT, Theorem 4.6]. In this paper we show that each infinite periodic frieze determines a triangulation of an annulus in essentially a unique way. Since each triangulation of an annulus determines a pair of friezes, we study such pairs and show how they determine each other. We study associated module categories and determine the growth coefficient of the pair of friezes in terms of modules as well as their quiddity sequences.
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1. INTRODUCTION

The notion of finite friezes was defined in 1971 by Coxeter in [C]. A finite frieze is a grid consisting of a finite number of rows of positive integers satisfying a determinant rule for each diamond in the grid. Each row is of infinite length. The first two and the last two rows are fixed, with entries 0 and 1 as shown in Figure 1. Because of the determinant rule, the first non-trivial row completely determines the frieze and is called the quiddity row. Finite friezes and their properties are well understood. It was proven by Conway and Coxeter ([CC1, CC2]) that every finite frieze has periodic quiddity row and they showed that:

Theorem. ([CC1, CC2, Question 27]) There is a bijection between periodic finite friezes and triangulations of regular polygons.

Caldero and Chapoton showed that finite friezes are connected to the theory of cluster algebras via the Caldero–Chapoton map and through the association with triangulations of regular polygons [CaCh].

In this paper, we consider another type of friezes called infinite periodic friezes (see Figure 2 and Definition 2.1.1). Similar to finite friezes, infinite periodic friezes start with a row of 0’s and a row of 1’s; their quiddity row is also periodic. But the number of rows in this case is infinite. In 2017, it was shown in [BPT] (also see Def 2.5.1) that:

Theorem. ([BPT, Theorem 4.6]) Each infinite periodic frieze corresponds to a triangulation of an annulus.
We will see later that each triangulation of an annulus defines a pair of infinite periodic friezes; one associated with each boundary component. One of the goals of this paper is to establish a one-to-one correspondence between such pairs of infinite periodic friezes and triangulations of an annulus, see Proposition 3.1.10. In order to get such a correspondence, we define skeletal triangulations and skeletal friezes. A skeletal triangulation is a triangulation with only bridging arcs in it (arcs connecting the two boundary components). A skeletal frieze is a frieze whose quiddity sequence has no 1's in it and which is different from \( q = (2, \ldots, 2) \). With this in mind, we prove the following theorem.

**Theorem A.** (Theorem 3.2.9) Given a skeletal frieze, there is exactly one other skeletal frieze such that this pair of friezes corresponds to triangulation of an annulus.

Every skeletal frieze (or skeletal triangulation of an annulus) represents an infinite family of infinite periodic friezes (or triangulations of an annulus) (see Theorem 3.2.9). Every skeletal frieze corresponds to a non-oriented cyclic quiver and each such quiver will recover the corresponding pair of skeletal friezes (Theorem 3.2.7).

An interesting phenomenon of infinite periodic friezes is that for a frieze of period \( n \), the difference between an entry in its \( n \)th row and the entry right above it in row \( n - 2 \) is constant. This difference is called the growth coefficient of the frieze. It is shown in [BFPT, Theorem 3.4] that for a pair of friezes coming from a triangulation of an annulus, the growth coefficients of the two friezes are equal. We show that:

**Theorem B.** (Corollary 4.2.5) Consider an infinite periodic frieze with quiddity sequence \( q = (a_1, a_2, \ldots, a_n) \). Then its growth coefficient is

\[
s_q = \left( \sum_I (-1)^{\ell_I} \prod_{k \in I} a_k \right) + \delta_n
\]

where \( I \)'s are certain subsets of \( \{1, 2, \ldots, n\} \). The integers \( \ell_I \) and \( \delta_n \) are defined as in Section 4.2.

Infinite periodic friezes are also related to cluster algebras through the corresponding triangulations. This gives us a relation to cluster categories of type \( \tilde{A} \) as defined by [BMR+], through the Caldero–Chapoton map [CaCh]. In particular, we explain in Sections 4.3 and 4.4 how infinite periodic friezes are related to the non-homogeneous tubes in the Auslander–Reiten quivers of cluster-tilted algebras of type \( \tilde{A} \). Hence we get a representation theoretic interpretation of infinite periodic frieze patterns and their growth coefficients.

**Theorem C.** (Corollary 4.4.3) Let \( q = (a_1, \ldots, a_n) \) be a quiddity sequence, let \( B \) be the associated rank \( n \) tube. Let \( M \) be any indecomposable in \( B \) at level \( n \) and \( \tilde{M} \) be the indecomposable right below it in the Auslander–Reiten quiver, at level \( n + 2 \). Then we have

\[
s(M) - s(\tilde{M}) = s_q,
\]

where \( s(M) \) is a generalized version of the number of submodules of \( M \) as in Section 4.3.

The paper is organized as follows. In Section 2, we recall the notion of friezes and triangulations of annuli. Moreover, we introduce skeletal friezes and skeletal triangulations and show how these are related to each other. In Section 3, we describe how to associate a pair of infinite periodic friezes to a triangulation, and
study the uniqueness of this correspondence when restricted to skeleta. Furthermore, we give a direct map
between non-oriented cyclic quivers and skeletal friezes by associating a pair of quiddity sequences to every
non-oriented cycle, see Section 3.2. This association has indirectly been known before, via triangulations.
To our knowledge, the direct map is new. In Section 4 we recall the growth coefficient of an infinite periodic
frieze and some results from [BFPT]. We then state our result (Corollary 4.2.5) which computes the growth
coefficient using only the quiddity sequence. This leads us to the representation theoretic interpretation of
the differences of entries in the infinite periodic friezes in terms of certain modules, see Theorem 4.4.2, and
hence of the growth coefficient, see Corollary 4.4.3.

2. Triangulations, friezes and quivers

We have three players here: triangulations, friezes and quivers. There are clear correspondences between
them, some of which are already well known and some which we describe in the paper and prove their
properties. In order to have uniqueness in such correspondences (up to certain factors) we consider certain
reduced versions for each of these notions, namely when they are “skeletal”, so that we can go easily between
the three players.

2.1. Finite and infinite friezes. Friezes were introduced by Coxeter in 1971 [C]. A frieze consists of a
possibly infinite number of rows of positive integers as shown in Figure 2. The first and second rows consist
of 0’s and 1’s respectively. The rows of 0’s and 1’s are called trivial. Every diamond of adjacent entries

\begin{align*}
  \begin{array}{ccc}
    b & \quad & a \\
    \downarrow & \quad & \downarrow \\
    c & \quad & d
  \end{array}
\end{align*}

in a frieze satisfies the determinant rule \( ad - bc = 1 \). The order of a frieze is the number of non-trivial rows
in the frieze. A frieze is called finite if it has finite order. The last row of a finite frieze consists of 0’s and
the second to last of 1’s. A frieze is infinite if it has infinite order. An example of a finite frieze is shown in
Figure 1. That frieze has order 3.

Definition 2.1.1. A frieze \( F \) is determined by its first non-trivial row \((a_i)_{i \in \mathbb{Z}}\), called the quiddity row. A
frieze is called periodic if the quiddity row is periodic. So for any \( i \), an \( n \)-periodic frieze \( F \) is determined
completely by an \( n \)-tuple \( q=(a_i,..,a_{i+n-1}) \) in its quiddity row. Every such tuple is a quiddity sequence of
\( F \).

Throughout the paper we will consider infinite periodic friezes, which we will sometimes simply call infinite
friezes. We always consider quiddity sequences up to cyclic equivalence, i.e. \((a_1,\ldots,a_n) \sim (a_2,\ldots,a_n,a_1)\).

\[ \cdots \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad \cdots \]
\[ \cdots \quad 1 \quad 1 \quad 1 \quad 1 \quad 1 \quad 1 \quad \cdots \]
\[ \cdots \quad a_{-1} \quad a_0 \quad a_1 \quad a_2 \quad a_3 \quad \cdots \]
\[ \cdots \quad a_{-2,-1} \quad a_{-1,0} \quad a_{0,1} \quad a_{1,2} \quad a_{2,3} \quad a_{3,4} \quad \cdots \]
\[ \cdots \quad a_{-2,0} \quad a_{-1,1} \quad a_{0,2} \quad a_{1,3} \quad a_{2,4} \quad \cdots \]
\[ \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \]

Figure 2. The layout of an infinite frieze.

2.2. Skeletal friezes. Quiddity sequences and hence friezes can be simplified through the process of redu-
duction, as introduced in [CC1, CC2] and described below. This will be a key ingredient for the results in
Section 3. These reduced friezes help us to establish a bijective correspondence between infinite periodic
friezes and triangulations of annuli.
Definition 2.2.1. A reduction (at a 1) of a quiddity sequence $q$ of a frieze is obtained by subtracting 1 from both neighbouring entries in the quiddity sequence $q$ provided that the neighbouring entries are $> 1$. More precisely, a reduction $\rho$ of a quiddity sequence $q = (a_1, \ldots, a_r)$ at $a_i = 1$ is obtained by:

(a) reducing both $a_{i-1}$ and $a_{i+1}$ by 1 and deleting $a_i = 1$ in $q$ if $r \geq 3$ and $a_{i-1}, a_{i+1} \geq 2$, or
(b) if $q = (1,k)$ then deleting 1 and replacing $k$ by $k-2$, i.e. $\rho(q) = (k-2)$ if $k \geq 3$.

We note that reduction primarily makes sense when considering quiddity sequences where no two consecutive entries are equal to one. The full set of cases is discussed below.

Example 2.2.2. For instance the reduction of the quiddity sequence $q = (1,5)$ is $q' = (3)$, i.e. $\rho((1,5)) = (3)$.

Remark 2.2.3. Given a quiddity sequence, we can also perform a reverse reduction by inserting a new entry 1 into the sequence and increasing the neighbouring entries by 1. A reverse reduction of the quiddity sequence $q = (1)$ is then $q = (1,4)$, and a reverse reduction of $q = (2,3)$ is $q = (3,1,4)$.

Definition 2.2.4. A peripheral triangle or ear of a triangulation is a triangle whose sides are: two boundary segments and a peripheral arc (Definition 2.3.1) (so, all 3 vertices are on the same boundary component).

Remark 2.2.5. (a) It is well known that finite (infinite) friezes correspond to triangulations of polygons (annuli). We will describe this correspondence for infinite periodic friezes in Section 2.5.

(b) In case of both finite and infinite friezes, reduction of a quiddity sequence at a 1 corresponds to deletion of annuli. We will later exclude these types of friezes as they form a class of their own which is not relevant for our work, and have been well studied elsewhere.

Definition 2.2.6. (1) If we repeatedly apply reduction to the quiddity sequence of a finite frieze, we will eventually obtain a quiddity sequence where all entries are 1. This can be proved using: i) all finite friezes correspond to triangulations of polygons, ii) each reduction of the quiddity sequence reduces the number of vertices of the polygon by Remark 2.2.3 and iii) the quiddity sequence for the triangle is $(1,1,1)$. Also a short reference is [CC1, CC2, Question 23].

(2) However, if we repeatedly apply reduction to the quiddity sequence of an infinite frieze, all 1’s will eventually disappear since otherwise, repeated reductions would give the quiddity sequence $(1)$. If the period is 1, the quiddity sequence is $(a)$ with $a \geq 2$. For period 2, we can have $(1,a)$ with $a \geq 4$, which we can reduce to $(2)$ and $(a,b)$ with $a,b \geq 2$. If the period is at least 3 and if there is an entry 1 in the quiddity sequence, we reduce and get a sequence with one entry less, it is still a quiddity sequence of an infinite periodic frieze ([11, Theorem 2.7]). We iterate until all entries are $\geq 2$. Observe that there can never be two entries $a_i = a_{i+1} = 1$ as by the diamond rule, the entry below them would be 0, so the frieze would not be infinite.

(3) If we start with a quiddity sequence of an infinite periodic frieze, the final quiddity sequence where all entries are $\neq 1$ is independent of the sequence of reductions. Indeed, since any reduction on the quiddity sequence corresponds to removing a peripheral triangle (ear) in the surface by Remark 2.2.5(b), and two peripheral triangles may share at most a common point, the order in which we remove peripheral triangles does not matter. As a consequence the notions reduced quiddity sequence and reduced frieze (Definitions 2.2.7 and 2.2.8) are well-defined.

Definition 2.2.7. Given a quiddity sequence $q$ of an infinite periodic frieze, the reduced quiddity sequence $q^*$ is obtained from $q$ by successively applying reduction to $q$ until there are no occurrences of 1’s left.

Definition 2.2.8. Let $F$ be an infinite periodic frieze with quiddity sequence $q$. Then we define the reduced frieze $F^*$ of $F$ to be the infinite periodic frieze of the quiddity sequence $q^*$.

Definition 2.2.9. If $q$ is a quiddity sequence with $q = q^*$ and if $q$ is different from $(2,2,\ldots,2)$, we will call $q$ a skeletal quiddity sequence. A skeletal frieze is a frieze obtained from a skeletal quiddity sequence.

Example 2.2.10. If $q = (4,1,2,5)$ then $q^* = (2,4)$. The frieze and its skeletal frieze are shown in Figures 3 and 4 respectively.

We end this subsection with the special frieze associated to the so called “trivial quiddity sequence” $q = (2,2,\ldots,2)$. This is an infinite periodic frieze which arises from a triangulation of a punctured disc as well as from a triangulation of an annulus using spiraling arcs. See Remark 2.1.1. We will later exclude these types of friezes as they form a class of their own which is not relevant for our work, and have been well studied elsewhere.
Example 2.2.11. Consider the quiddity sequence \( q = (2, 2, \ldots, 2) \). It defines an infinite periodic frieze where the entries in the \( k \)-th non-trivial row are all equal to \( k+1 \). See Figure 5. The entries in each diagonal row grow linearly, this is an example of an arithmetic infinite frieze as studied by Tschabold [T]. We will call this the trivial quiddity sequence.

\[
\begin{array}{ccccccc}
& 0 & 0 & 0 & 0 & 0 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \\
& 2 & 2 & 2 & 2 & 2 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \\
& 3 & 3 & 3 & 3 & 3 & \\
\end{array}
\]

Figure 5. The infinite periodic frieze with quiddity sequence \( q = (2, 2, \ldots, 2) \).

2.3. Triangulations of surfaces and their associated quivers. Let \( S \) be a connected oriented surface with boundary. We denote by \( M \), a finite set of marked points on the boundary. The pair \((S, M)\) is called a bordered surface with marked points if \( S \) is non-empty and each connected component of the boundary of \( S \) has at least one marked point, see [FST, Section 2] for details.

An arc \( \gamma \) in \((S, M)\) is a class of curves equivalent up to homotopy in \( S \) which start and end at the marked points in \( M \). We require that there exists a curve \( \gamma \) in \((S, M)\) for which the following conditions hold (we use the same notation for the arc and its representative):

- \( \gamma \) has no self-intersections,
- \( \gamma \) does not intersect the set \( M \) and the boundary of the surface \( S \), except at its endpoints,
- \( \gamma \) is not contractible to a subset of the boundary of \( S \).

Two arcs are compatible if they have representatives which do not intersect each other inside \( S \). A maximal collection of such pairwise compatible arcs is called a triangulation of \((S, M)\). A triangulation of \((S, M)\) has two types of arcs.

Definition 2.3.1. An arc that connects two marked points on the same boundary component is called a peripheral arc. An arc that connects two marked points on different boundary components is a bridging arc.

We recall the definition of the quiver of a triangulation of a surface, as illustrated in Figure 6.

Definition 2.3.2. Let \( \mathcal{T} \) be a triangulation of a surface \((S, M)\). We associate a quiver \( Q_{\mathcal{T}} \) to \( \mathcal{T} \) as:
Figure 6. Examples of quivers $Q_T$ and $Q_{T'}$ from two triangulations of $C_{3,2}$.

**Vertices:** For every arc in $T$ we have a vertex in $Q_T$.

**Arrows:** Suppose that $i$ and $j$ are arcs in the triangulation sharing one endpoint such that $i$ is a direct predecessor to $j$ with respect to anti-clockwise rotation at their shared endpoint. Then there is an arrow from $i$ to $j$ in $Q_T$.

**Remark 2.3.3.** We observe that (isotopy classes of) infinite curves which start at one marked point and spiral around infinitely many times have also been used in triangulations of surfaces, as introduced in [BBM, Section 3.2]. Such arcs are called *spiraling arcs*. See Figure 8 for examples. However such arcs do not appear in the results of this paper.

**2.4. Triangulations and friezes.** Now let us recall the correspondence between triangulations of regular polygons and finite friezes [CC1, CC2, Section 3]. First, note that every finite frieze of order $n$ has period $(n+3)$ [CC1, CC2, Question 26]. In fact, every finite frieze of order $n$ comes from a triangulation of a regular $(n+3)$-gon [CC1, CC2, Question 28 and 29]. The correspondence can be described as follows: let $F$ be a frieze of period $(n+3)$ with quiddity sequence $q$. Then the $(n+3)$ entries of $q$ count the number of triangles at the vertices in a triangulation of an $(n+3)$-gon.

Every triangulation of an annulus gives rise to an infinite periodic frieze and every infinite periodic frieze can be realized by a triangulation of an annulus ([BPT, Theorem 3.7, Theorem 4.6]). For this reason, the surface $S$ we consider will always be an annulus. We denote by $C_{m,n}$ an annulus with $m$ marked points on one boundary component $B_1$ and $n$ marked points on the other boundary component $B_2$. We will refer to them as inner and outer boundary components of annulus if we use a geometric presentation of the annulus in figures. We will label the marked points on $B_1$ anti-clockwise around the outer boundary and the marked points on $B_2$ anti-clockwise around the inner boundary.

**Remark 2.4.1.** It is worth pointing out that there are infinite periodic friezes which can also be given by triangulations of a punctured disk. These are the arithmetic infinite friezes from Examples 2.2.11 and 2.5.3.

**2.5. Triangulations of annuli and friezes.** We recall from [BPT, Theorem 4.6] that for every infinite periodic frieze we can construct a triangulation of an annulus such that the number of triangles at the marked points on one boundary give the quiddity sequence of the frieze (as in Definition 2.5.1 below). While finite friezes are in bijection with triangulations of polygons, infinite periodic friezes arise from triangulations of annuli, but not in a unique way. In fact, each infinite periodic frieze gives rise to a family of triangulations of an annulus. If we restrict to skeletal friezes, the triangulation is essentially unique as we will see in Proposition 3.1.10.

As a consequence we show in Theorem 3.2.9 that if $F_1$ is skeletal, it determines another skeletal frieze $F_2$ essentially uniquely such that the pair arises from a triangulation of an annulus. We start with a triangulation of an annulus and associate two infinite periodic friezes to it.

**Definition 2.5.1.** Let $T$ be a triangulation on an annulus $C_{m,n}$. For each of the two boundaries $B_1$ and $B_2$ define the *quiddity sequences* $q_1 = (a_1, \ldots, a_m)$ and $q_2 = (b_1, \ldots, b_n)$ as the number of triangles at marked points on $B_1$ and $B_2$ respectively. The friezes corresponding to $q_1$ and $q_2$ will be denoted by $F_1$ and $F_2$ respectively.

Note that we will not distinguish between the two annuli $C_{m,n}$ and $C_{n,m}$. Let $T$ be a triangulation of $C_{m,n}$ and $T'$ be the triangulation of $C_{n,m}$ obtained by exchanging the boundaries of $C_{m,n}$, then $Q_T$ and $Q_{T'}$ are isomorphic quivers.
Example 2.5.2. Consider the triangulation $T$ of an annulus $C_{3,2}$ shown in Figure 7, the corresponding quiddity sequences are $q_1 = (2,3,3)$ and $q_2 = (3,4)$. The frieze $F_1$ corresponding to the boundary $B_1$ is defined to be the frieze which has quiddity sequence $q_1 = (2,3,3)$ and therefore is as follows:

\[
\begin{array}{cccccccc}
\vdots & 0 & 0 & 0 & 0 & 0 & 0 & \vdots \\
\vdots & 1 & 1 & 1 & 1 & 1 & 1 & \vdots \\
\vdots & 3 & 3 & 2 & 3 & 3 & 2 & \vdots \\
\vdots & 8 & 5 & 5 & 8 & 5 & 5 & \vdots \\
\end{array}
\]

The frieze $F_2$ corresponding to the boundary $B_2$ with quiddity sequence $q_2 = (3,4)$ is as follows:

\[
\begin{array}{cccccccc}
\vdots & 0 & 0 & 0 & 0 & \vdots \\
\vdots & 1 & 1 & 1 & 1 & \vdots \\
\vdots & 3 & 4 & 3 & 4 & \vdots \\
\vdots & 11 & 11 & 11 & 11 & \vdots \\
\end{array}
\]

Figure 7. A triangulation of an annulus $C_{3,2}$ with number of triangles at each marked point.

Example 2.5.3. The triangulation of an annulus giving rise to the trivial quiddity sequence $(2,2,2,2)$ is given by arcs spiraling around a non-contractible curve in the annulus as shown in Figure 8.

Figure 8. The asymptotic triangulation of an annulus corresponding to $q = (2,2,2,2)$. The figure on the left shows a fundamental domain for the surface, where the two vertical ends of the shaded region are identified. It is often convenient to draw arcs in this way.

Remark 2.5.4. We will from now on always exclude asymptotic triangulations, the trivial quiddity sequences $(2,2,\ldots,2)$ and their infinite periodic friezes (as in Figure 5).
3. Pairs of friezes

In this section we characterize the relation between the two infinite periodic friezes associated to a triangulation.

3.1. Skeletal triangulations. In the section 2.2 we studied skeletal friezes. Similarly we can define skeletal triangulations. To a triangulation $T$ of an annulus with marked points, we associate a skeletal triangulation $T^*$ of a new annulus with marked points. We show that the essential properties that we are concerned about are preserved when going from a triangulation/frieze to the corresponding skeletal triangulation/frieze. Since skeletal triangulations/friezes are easier to deal with, we will work with them. Recall that we only allow finite arcs in triangulations.

Definition 3.1.1. A flip of an arc in a triangulation $T$ is the replacement of the arc by the unique other arc in the quadrilateral formed by the two triangles incident with the arc.

An example of a flip is shown in Figure 6. The vertical arc in the annulus on the left hand is flipped to a peripheral arc in the right hand.

Definition 3.1.2. A peripheral arc in a triangulation $T$ is a bounding arc (for $T$) if its flip is a bridging arc as defined in Definition 2.3.1.

Remark 3.1.3. Every bounding arc of a triangulation splits the annulus into two parts. One part is a triangulated polygon and the other is a triangulated annulus.

Lemma 3.1.4. Every triangulation with a peripheral arc has a bounding arc.

Proof. Assume that $T$ has a peripheral arc $\gamma$. Let $\gamma'$ be maximal and peripheral above $\gamma$ ($\gamma$ lies between $\gamma'$ and the boundary it is attached to and there is no other peripheral arc above $\gamma'$). Denote the endpoints of $\gamma$ by $P_1$ and $P_2$. Then $\gamma'$ is incident with two triangles of $T$: one consists only of peripheral arcs, say with vertices $P_1, P_2, P_3$ along the boundary and the other one has vertices $P_1, Q, P_2$ with $Q$ on the other boundary. Flipping $\gamma$ results in the arc connecting $P_3$ with $Q$, a bridging arc. Therefore, $\gamma$ is bounding. \qed

Definition 3.1.5. Let $T$ be a triangulation of an annulus. The skeletal triangulation $T^*$ of $T$ is obtained by cutting along all bounding arcs and removing the triangulated polygon attached with them.

Example 3.1.6. In Figure 9 we give an example of a triangulation $T$ of an annulus and the corresponding skeletal triangulation $T^*$.

![Figure 9](image-url)

Figure 9. A triangulation of an annulus $C_{3,2}$ and the corresponding skeletal triangulation of $C_{3,2}$.

Lemma 3.1.7. Let $T$ be a triangulation of an annulus. Then:

1. The process of constructing the skeletal triangulation $T^*$ is well defined.
2. The skeletal triangulation $T^*$ has only bridging arcs.

Proof. (1) This is clear since bounding arcs do not intersect except possibly at end points, and no new bounding arcs are created after cutting along existing bounding arcs. Thus the order of removing them does not matter.

(2) Every non-bounding peripheral arc lies in a polygon given by some bounding arc and the corresponding boundary of the annulus between the two endpoints of the bounding arc. In particular, every peripheral arc gets removed when going from $T$ to $T^*$. \qed
Note that the skeletal triangulation $T^*$ of a triangulation $T$ of an annulus, is actually a triangulation of a different annulus (as in the above Figure 9).

**Lemma 3.1.8.** If a triangulation of $C_{m,n}$ has $k$ peripheral arcs, then its skeletal triangulation is of an annulus $C_{m-k_1,n-k_2}$ where $k_1$ is the number of peripheral arcs on the outer boundary and $k_2$ the number of peripheral arcs on the inner boundary (in particular, $k_1 + k_2 = k$).

**Proof.** The proof follows since removing one peripheral arc of a triangle with two boundary segments corresponds to removing one marked point on that boundary. \(\square\)

By Lemma 3.1.7 (2), all arcs of a skeletal triangulation are bridging. We have the following:

**Lemma 3.1.9.** Let $T$ be a triangulation of an annulus. Then, $T = T^*$ if and only if the quiver $Q_T$ of $T$ is a non-oriented cycle.

**Proof.** Assume first that $T = T^*$. Then the only arcs in the annulus are bridging. In particular, every triangle of $T$ has a boundary segment as one of its edges and two bridging arcs. So every triangle gives rise to exactly one arrow in $Q_T$ and every vertex of $Q_T$ has exactly two arrows incident with it. Thus the graph underlying $Q_T$ is a cycle. The arcs in $T$ form a collection of fans from each boundary (some of these fans only consist of two arcs). Look at the outer boundary. Take any two neighboured fans $f_1$ and $f_2$: the right most arc of $f_1$ together with the left most arc of $f_2$ form a V. Together with the next arc to the left, they form an N, together with the next arc on the right they form a N. This means that $Q_T$ has at least one sink and at least one source, respectively.

Assume now that $Q_T$ is a non-oriented cyclic quiver, and suppose that the corresponding triangulation $T$ has a peripheral arc $\gamma'$; then $T$ also must have at least one bounding arc $\gamma$ by Lemma 3.1.4. For $T$ to be a triangulation, we need $\gamma$ to be part of an internal triangle. This internal triangle gives rise to an oriented 3-cycle in $Q_T$, leading to a contradiction. \(\square\)

The following proposition is a consequence of the construction from Section 4 of [BPT]. It uses a construction of a triangulation for a skeletal quiddity sequence.

**Proposition 3.1.10.** Let $q = q^s$ be a skeletal quiddity sequence. Then up to rotating the inner boundary and its marked points, there is a unique skeletal triangulation of an annulus $C_{m,n}$ such that the infinite periodic frieze associated to the outer boundary has $q$ as its quiddity sequence.

**Proof.** This follows from the algorithm described in the proof of [BPT Corollary 4.5]: Let $q = q^s = (a_1, \ldots, a_m)$. Recall that $q \neq (2, 2, \ldots, 2)$. Draw an annulus with $m$ vertices on the outer boundary, labeled 1, 2, \ldots, $m$ clockwise. For every $a_i$, draw $a_i - 1$ arc segments at vertex $i$. See the first picture in Figure 10 for an illustration.

![Figure 10. Triangulation from the quiddity sequence (2, 3, 3).](image)

Extend the leftmost arc segment at vertex 1 and connect it with the inner boundary, thus creating a marked point at the inner boundary. See second picture in Figure 10.

If $m = 1$, continue connecting the arc segments (from left to right) at vertex 1 to the inner boundary, until one arc is left, creating $a_1 - 2$ marked points at the inner boundary. Then connect the remaining segment to the first marked point on the inner boundary.

If $m > 1$, continue connecting the arc segments (from left to right) at vertex 1 to the inner boundary, creating $a_1 - 1$ marked points at the inner boundary.
Now assume the arc segments at vertices $1, 2, \ldots, i-1$ have been connected to the inner boundary. Connect the left most arc segment at vertex $i$ to the last of the marked points created for vertex $i - 1$. If $a_i = 2$, this is the only segment to connect. If $i < m$ and if there is an index $j$ with $i < j \leq m$ such that $a_j > 2$, create new vertices for the next $a_i - 2$ arc segments at $i$. See third picture in Figure 10. If $i = m$ or if $a_j = 2$ for all $j = i + 1, \ldots, m$, create new vertices for the next $a_i - 3$ arc segments at $i$ and connect the last arc segment to the first marked point created for vertex 1, as in the last picture of Figure 10. In the latter case, connect any remaining vertices $j$ with $j > i$ and $a_j = 2$ with this same marked point.

As we see from Figure 11, the triangulation is only dependent on the first arc: once the endpoint of the first arc on the inner boundary is fixed, the rest is determined. Thus we have the uniqueness of the triangulation up to this first choice.

![Figure 11. An illustration of the uniqueness of the triangulation up to the choice of the first bridging arc (in orange), for the quiddity sequence $q = (3, 4, 2, 4)$.](image)

The above proposition also suggests that if $q_1$ is a skeletal quiddity sequence corresponding to the outer boundary in the skeletal triangulation $T$, then it determines the skeletal quiddity sequence $q_2$ for the inner boundary as well. We state the formula in the next corollary. For this, we write the entries of a skeletal quiddity sequence $q$ as follows:

$$q = (a_{i_1}, 2^{(k_1)}, a_{i_2}, 2^{(k_2)}, \ldots, a_{i_r}, 2^{(k_r)})$$

or $(a_{i_1}, 2^{(k_1)}, a_{i_2}, 2^{(k_2)}, \ldots, a_{i_r}, 2^{(k_r)})$ for short, where $a_{i_j} > 2$ and $k_j \geq 0$ for all $j$.

**Corollary 3.1.11.** Let $q_1 = (a_{i_1}, 2^{(k_1)}, a_{i_2}, 2^{(k_2)}, \ldots, a_{i_r}, 2^{(k_r)})$ be a skeletal quiddity sequence, where $a_{i_j} > 2$ and $k_j \geq 0$ for all $j$. Let $T$ be the triangulation associated to $q_1$ by Proposition 10. Then the quiddity sequence given by the inner boundary of $T$ is $q_2 = (2^{(a_{i_1} - 3)}, k_1 + 3, 2^{(a_{i_2} - 3)}, k_2 + 3, \ldots, 2^{(a_{i_r} - 3)}, k_r + 3)$.

The following proposition describes the correspondence between triangulations and infinite periodic friezes, and their respective skeletal versions. Let $T$ be a triangulation of an annulus. Let $f$ be the map that sends $T$ to the corresponding pair of infinite periodic friezes $f(T) = (\mathcal{F}_1, \mathcal{F}_2)$. Let $s_T$ be the map that sends a triangulation to its skeletal triangulation. Let $s_F$ be the map sending a pair of infinite periodic friezes to the pair of their skeletal versions, so that $s_F((\mathcal{F}_1, \mathcal{F}_2)) = (\mathcal{F}^*_1, \mathcal{F}^*_2)$.

**Proposition 3.1.12.** We have that $f \circ s_T = s_F \circ f$, i.e. $f(T^*) = s_F \circ f(T)$. 

$\mathcal{T} \leftrightarrow (\mathcal{F}_1, \mathcal{F}_2)$

$\mathcal{T}^s \leftrightarrow (\mathcal{F}'_1, \mathcal{F}'_2)$

**Proof.** First notice that the reduction $s_T$ of a triangulation $\mathcal{T}$ to its skeletal triangulation $\mathcal{T}^s$ consists of cutting along all bounding arcs and removing the triangulated polygons attached with them by Definition 3.1.5. This process is well defined by Lemma 3.1.7. So it is enough to show that removing one polygon from a triangulation of an annulus produces the same pair of infinite periodic friezes as are obtained by applying reduction process to the friezes as in Definition 2.2.1.

Consider now the deletion of a triangulated $n$-gon from a triangulation of an annulus, where $n \geq 3$. We will show that such a deletion corresponds to a sequence of reductions on the corresponding quiddity sequence. If $n = 3$, we use the fact that reduction of a quiddity sequence at a 1 corresponds to deletion of a peripheral triangle, and then a series of reductions when deleting the peripheral triangle, and then a series of reductions when deleting the $k-\text{gon}$. Hence the deletion of a $k+1$-gon corresponds to a series of reductions. 

Suppose the statement holds for $n = k$. Suppose we remove a triangulated $k + 1$-gon. The triangulated $k + 2$-gon must have at least two peripheral triangles, and at least one of them must also be on the boundary of the original triangulated annulus. If we delete this peripheral triangle from the annulus, our original $k + 1$-gon is now a $k$-gon. Looking at the quiddity sequence side, we perform one reduction when deleting the peripheral triangle, and then a series of reductions when deleting the $k-\text{gon}$. Hence the deletion of a $k+1$-gon corresponds to a series of reductions. 

**Lemma 3.1.13.** Let $\mathcal{T}$ be a triangulation of an annulus, let $(q_1, q_2)$ the pair of quiddity sequences associated to $\mathcal{T}$. The following are equivalent:

1. $\mathcal{T} = \mathcal{T}^s$.
2. There are no 1’s in $q_1$ and $q_2$.

**Proof.** Suppose $\mathcal{T} = \mathcal{T}^s$, then there are no peripheral arcs in the triangulation and hence all entries in $q_1$ and $q_2$ are $\geq 2$.

Suppose conversely that $q_1$ and $q_2$ have no 1’s. When we do the construction of Proposition 3.1.10, this means that every marked point on each boundary will have at least one arc incident to it. Hence there can be no peripheral arcs. 

### 3.2. Quivers to quiddity sequences and back

In this section, we explain how any non-oriented cyclic quiver gives rise to a pair of quiddity sequences of an infinite periodic frieze and hence to a triangulation of an annulus. Let $\mathcal{Q}$ be a non-oriented cyclic quiver, with vertices $1, 2, \ldots, n$ labeled anti-clockwise around the cycle. We associate a pair of quiddity sequences to $\mathcal{Q}$ as follows.

First observe that in any non-oriented cycle there is at least one source and at least one sink. Without loss of generality we can assume that the vertex 1 is a source. To define the quiddity sequences we distinguish between *increasing arrows* (arrows $i \rightarrow i + 1$, including $n \rightarrow 1$) and *decreasing arrows* (arrows $i \leftarrow i + 1$, including $1 \rightarrow n$) in $\mathcal{Q}$. Let $p$ be the number of decreasing arrows in $\mathcal{Q}$ and let $t = n - p$ be the number of increasing arrows in $\mathcal{Q}$. We define an increasing path as a path of increasing arrows. It is maximal when it starts at a source and ends at a sink. Similarly, a decreasing path is a path of decreasing arrows.

**Definition 3.2.1** (Quiddity sequences from a non-oriented cyclic quiver $\mathcal{Q}$). Let $\mathcal{Q}$ be a non-oriented cyclic quiver with vertices $\{1, 2, \ldots, n\}$. Assume that vertex 1 is a source. Let $j_1 = 1$ and $\{j_2, \ldots, j_p\}$ be the set of tails of the decreasing arrows in $\mathcal{Q}$ for $1 \leq p < n$, with $1 < j_2 < \cdots < j_p \leq n$. Let $c_1$ be the length of the maximal (increasing) linear path starting with $1 \rightarrow 2$. For $k = 2, \ldots, p$, let $c_{jk} \geq 0$ be the length of the maximal increasing linear path starting at $j_k$. Define:

$\sigma(\mathcal{Q}) := (a_1, \ldots, a_p)$ where $a_k := c_{jk} + 2$, for $k = 1, \ldots, p$.

Similarly, let $\{m_1, m_2, \ldots, m_t\}$ be the set of heads of the increasing arrows in $\mathcal{Q}$, $1 \leq t < n$, with $2 = m_1 < m_2 < \cdots < m_t \leq n$. For $k = 1, \ldots, t$, let $d_{jk} \geq 0$ be the length of the maximal decreasing path ending at $m_{jk}$. Define:

$\bar{\sigma}(\mathcal{Q}) := (b_1, \ldots, b_t)$ where $b_k := d_{jk} + 2$, for $k = 1, \ldots, p$. 
We have $a_i \geq 2$ for all $i$ and $b_i \geq 2$ for all $i$. Furthermore, $a_1 > 2$ and $b_1 > 2$. So by result [BPT, Corollary 2.2], both are quiddity sequences of infinite friezes.

**Remark 3.2.2.** Let $Q$ be a non-oriented cyclic quiver and consider $\sigma(Q)$ and $\tilde{\sigma}(Q)$ from Definition 3.2.1. We have $a_j \geq 2$ for all $j$ and $b_j \geq 2$ for all $i$. Furthermore, $a_1 > 2$ and $b_1 > 2$. So by result [BPT, Corollary 2.2], both are quiddity sequences of infinite friezes.

**Example 3.2.3.** Consider the quiver from Figure 12. Here, $\{j_1, \ldots, j_p\} = \{1, 4, 6, 7, 8\}$ and $\{m_1, \ldots, m_t\} = \{2, 3, 5, 9\}$. From this, we get $c_{j_1} = c_1 = 2$, $c_{j_2} = 1$, $c_{j_3} = 0$, $c_{j_4} = 0$, $c_{j_5} = 1$ and $d_{m_1} = 0$, $d_{m_2} = 1$, $d_{m_3} = 3$, $d_{m_4} = 1$. And so $\sigma(Q) = (4, 3, 2, 2, 3)$ and $\tilde{\sigma}(Q) = (2, 3, 5, 3)$.

**Lemma 3.2.4.** Each vertex in a non-oriented cyclic quiver is either the head of an increasing arrow or the tail of a decreasing arrow (it cannot be both).

**Proof.** If a vertex $k$ in a non-oriented cyclic quiver $Q$ is a sink or a source, then it is clear that it is the head of an increasing arrow or the tail of a decreasing arrow (respectively). If the vertex $k$ is neither a sink nor a source, then it is one of the following:

$$k - 1 \rightarrow k \rightarrow k + 1$$

$$k - 1 \leftarrow k \leftarrow k + 1$$

In the first case $k$ is the head of an increasing arrow, and in the second case, it is the tail of a decreasing arrow. To see that it cannot be both, notice that if it is both, we get a two-cycle at that vertex. This contradicts the assumption that $Q$ is a non-oriented cyclic quiver. $\square$

**Lemma 3.2.5.** Let $Q$ be a non-oriented cyclic quiver with vertices $\{1, 2, \ldots, n\}$. Assume that vertex 1 is a source. Let $\sigma(Q) = (a_1, \ldots, a_p)$ and $\tilde{\sigma}(Q) = (b_1, \ldots, b_t)$ be as in Definition 3.2.1. Then:

1. $\sigma(Q)$ and $\tilde{\sigma}(Q)$ are skeletal, non-trivial quiddity sequences, i.e. $a_i > 1$ and $b_j > 1$ for all $i, j$ and not all elements of $\sigma(Q)$ and $\tilde{\sigma}(Q)$ are equal to 2,

2. $\sum a_i + \sum b_j = 3n$.

**Proof.** By Remark 3.2.2, $\sigma(Q) = (a_1, \ldots, a_p)$ and $\tilde{\sigma}(Q) = (b_1, \ldots, b_t)$ are quiddity sequences giving rise to infinite periodic friezes. By construction, the $a_i$ and the $b_j$ are all greater than or equal to 2. Since $Q$ is not cyclic, at least one $c_{j_k}$ and at least one $d_{j_k}$ is positive, so (1) holds.

To see that (2) holds: The $c_{j_k}$ count the decreasing arrows and the $d_{m_k}$ the increasing arrows in $Q$. Since we add 2 for every arrow to get $a_i$ and $b_j$, the total sum is $3n$. $\square$

**Definition 3.2.6 (A non-oriented cyclic quiver from a quiddity sequence).** Let

$$q = (a_{j_1}, 2^{(k_1)}, a_{j_2}, 2^{(k_2)}, \ldots, a_{j_r}, 2^{(k_r)})$$

be a skeletal quiddity sequence where $a_{j_i} > 2$ and $k_i > 0$ for all $i = 1, \ldots, r$. To $q$, we associate a cyclic quiver $Q = \mu(q)$ as follows: Starting with a source at vertex 1, $Q$ has $a_{j_1} - 2$ increasing arrows, then a sink, then $k_1 + 1$ decreasing arrows, then a source, followed by $a_{j_2} - 2$ increasing arrows, another sink, then $k_2 + 1$ decreasing arrows, etc. This ends with $k_r + 1$ decreasing arrows, the last of them being $n \leftarrow 1$. 

![Figure 12. A non-oriented cycle on 9 vertices.](image)
Theorem 3.2.7. Let $n \geq 2$. There is a bijection between the following classes.

1. Unlabeled non-oriented cyclic quivers with $n$ vertices.
2. Skeletal quiddity sequences $q = (a_1, \ldots, a_p)$ with
   \[ n = p + \sum_{k=1}^{p} (a_k - 2) \]
   for some $1 \leq p < n$.

Proof. We use the maps $\sigma$ and $\mu$ to get the bijection. The map $\sigma$ associates to every non-oriented cyclic quiver $Q$ a skeletal quiddity sequence. We show that the image $\sigma(Q)$ is of the form described in (2). Assume that $Q$ has a source at vertex 1 and consider $\sigma(Q) = (a_1, \ldots, a_p)$. Recall from Definition 3.2.1 that $a_k = c_{j_k} + 2$, where $c_{j_k}$ counts the length of the maximal increasing path starting at $j_k$, $a_i \geq 2$ for all $i$, and $a_1 > 2$. So $(a_1, \ldots, a_p)$ is a skeletal non-trivial quiddity sequence. Also, $a_k = c_{j_k} + 2$ implies that the right hand side of the equality in (2) becomes:
   \[ p + \sum_{k=1}^{p} (a_k - 2) = p + \sum_{k=1}^{p} c_{j_k}. \]

Let us denote the maximal increasing path starting at $j_k$ by $P_k$ (this can be of length 0). All these paths are disjoint (they do not share vertices). By Lemma 3.2.3 each vertex in $Q$ is either the head of an increasing arrow or the tail of a decreasing arrow (it cannot be both). If it is the tail of a decreasing arrow, then it is the tail of some $P_k$. If it is the head of an increasing arrow, then it is either the head of a path $P_k$ or an internal vertex of $P_k$, for some $k$. In any case, the vertex belongs to a maximal increasing path. This implies that each vertex of $Q$ appears exactly once in one $P_k$. The number of vertices in $P_k$ is $c_{j_k} + 1$. Hence we have
   \[ \sum_{k=1}^{p} (c_{j_k} + 1) = p + \sum_{k=1}^{p} c_{j_k} = n. \]

Now we argue that $\mu(\sigma(Q)) = Q$. Let $Q$ be a non-oriented cyclic quiver described as in the beginning of Section 3.2 such that $\{j_1 = 1, j_2, \ldots, j_p\}$ is the set of tails of its decreasing arrows. Then $\sigma(Q) = (a_1, \ldots, a_p)$ is the quiddity sequence from Definition 3.2.1.

To prove that $\mu(\sigma(Q))$ has $n$ vertices, we use induction on the length of the quiddity sequence. Suppose $\sigma(Q) = (a_1)$, where $a_1 > 2$. We claim that $n = a_1 - 1$. The quiver $\mu(\sigma(Q))$ has a source at vertex 1, then an increasing path of length $a_1 - 2$, then a sink and a decreasing arrow from 1 to that sink. So the number of vertices of $\mu(\sigma(Q))$ is $a_1 - 1$. This is shown in Figure 13.

![Figure 13. The quiver $\mu(\sigma(Q))$ where $\sigma(Q) = (a_1)$.](image)

Let $\sigma(Q) = (a_1, \ldots, a_{\ell+1})$. By induction, the quiddity sequence $q = (a_1, \ldots, a_{\ell})$ is such that $\mu(q)$ is a quiver with $n$ vertices fulfilling
   \[ n = \ell + \sum_{k=1}^{\ell} (a_k - 2). \]

If $a_{\ell+1} = 2$, then the algorithm in Def 3.2.10 adds one decreasing arrow and hence one more vertex to the quiver $\mu(q)$. That means the total number of vertices is $n + 1$, which is indeed the case since $a_{\ell+1} - 2 = 0$ and
   \[ \ell + 1 + \sum_{k=1}^{\ell+1} (a_k - 2) = \ell + 1 + \sum_{k=1}^{\ell} (a_k - 2) = n + 1. \]
If $a_{\ell+1} \geq 3$, then by Def 3.2.6 we must add $a_{\ell+1} - 2$ increasing arrows and a decreasing arrow from vertex 1 to the last vertex. This implies that we add $a_{\ell+1} - 2$ vertices for the increasing arrows and one more for the decreasing arrow.

**Corollary 3.2.8.** Let $n \geq 2$. There is a bijection between the following classes.

1. Skeletal quiddity sequences $q = (a_1, \ldots, a_p)$ with $n = p + \sum_k (a_k - 2)$, for some $1 \leq p < n$.
2. Skeletal triangulations of annuli $C_{m,n-m}$ with $1 \leq m < n$.

**Proof.** By Theorem 3.2.7 (1) is equivalent to the associated quiver being non-oriented cycle and (by Lemma 3.1.9) these in turn correspond to triangulations given by bridging arcs, i.e. skeletal triangulations.

**Theorem 3.2.9.** Let $F_1^s$ be the skeletal frieze of an infinite periodic frieze $F_1$. Then

1. $F_1^s$ uniquely determines an infinite skeletal frieze $F_2^s$ such that the two form a pair of infinite periodic friezes associated to a triangulation of an annulus,
2. $F_1^s$ gives rise to an infinite family of infinite periodic friezes $F_2$ for each of which $(F_1^s, F_2)$ is a pair of infinite periodic friezes arising from a triangulation of an annulus.

**Proof.**

1. Let $q_1^s$ be the quiddity sequence of $F_1^s$. Then $q_1^s$ is a skeletal quiddity sequence. By Corollary 3.2.8, the quiddity sequence $q_1^s$ gives rise to a unique skeletal triangulation $T^s$ of a marked annulus. Then $T^s$ uniquely gives rise to a pair of infinite skeletal friezes one of which is $F_1^s$ and the other is $F_2$.
2. By Remark 2.2.3 we can apply reverse reduction process on $q_2^s$ repeatedly to obtain infinitely many friezes $F_2$.

**4. Growth coefficients**

The entries in any infinite (periodic) frieze continue to grow. In fact, there is an invariant of periodic friezes which governs their growth, called the growth coefficient. It is known by [BFPT, Theorem 3.4] that the pair of infinite friezes associated with a triangulation have the same growth coefficient. In this section, we calculate the growth coefficients in terms of quiddity sequences and study a module theoretic interpretation of them.

**4.1. Properties of growth coefficients.** Let $F$ be an infinite periodic frieze of (minimal) period $n$, i.e. $F$ is $n$-periodic but there is no $n' < n$ such that $F$ is $n'$-periodic. Set $s_r := a_{1,rn} - a_{2,rn-1}$ for any $r > 0$ (we follow the notation from Figure 2, see also Figure 14). We define the growth coefficient of $F$ as $s_F := s_1$. Recall that the first non-trivial row of a frieze is the quiddity row and we count rows onwards from there.

\[
\begin{array}{cccccccc}
\ldots & 0 & 0 & \ldots & 0 & 0 & \ldots \\
\ldots & 1 & 1 & 1 & \ldots & 1 & 1 & 1 & \ldots \\
\ldots & \ldots & a_i & a_{i+1} & \ldots & a_{rn-1} & a_{rn} & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & a_{i,rn-2} & a_{i+1,rn-1} & a_{i+2,rn} & \ldots \\
\ldots & \ldots & a_{i,rn-1} & a_{i+1,rn} & \ldots \\
\ldots & \ldots & a_i & \ldots \\
\end{array}
\]

**Figure 14.** Indexing of an infinite periodic frieze, see also Figure 2.
Proposition 4.1.1. Let $\mathcal{F}$ be an infinite periodic frieze of (minimal) period $n$ and let $s_r$ and $s_\mathcal{F}$ be as in the paragraph above, set $s_0 = 2$. Then the following holds:

1. $a_{i,r_{n+i-1}} - a_{i-1,r_{n+i-2}} = s_r$ for all $i \in \mathbb{Z}$;
2. $s_{r+1} = s_1 s_r - s_{r-1}$ for $r > 0$;
3. $s_r = s_\mathcal{F} + r \sum_{l=1}^{\lceil r/2 \rceil} (-1)^l \frac{r^l}{l} s_\mathcal{F}^{r-2l}$ for $r > 0$.

Proof. Part (1) is Theorem 2.2 in [BFPT]. Part (2) is Proposition 2.10 in [BFPT]. Part (3) can be obtained by solving the recursion in Part (2). □

By Proposition 4.1.1(1), the difference between an entry in the $n$-th row and the entry directly above it in row $kn$ and the entry above it in row $kn-2$, for all $k > 1$. The sequence $(s_1, s_2, s_3, \ldots)$ thus determines the growth of the entries in the frieze. By Proposition 4.1.1(3), these coefficients grow exponentially ([BFPT Proposition 4.7]).

We now concentrate on pairs of infinite periodic friezes arising from triangulations of an annulus with marked points.

Definition 4.1.2. Let $\mathcal{T}$ be a triangulation of $C_{m,n}$ with associated quiddity sequences $q_1 = (a_1, \ldots, a_m)$ and $q_2 = (b_1, \ldots, b_n)$ and, infinite periodic friezes $\mathcal{F}_1$ and $\mathcal{F}_2$. We denote the entries of $\mathcal{F}_1$ by $a_{ij}$ and the entries of $\mathcal{F}_2$ by $b_{ij}$. Then we define $s_{q_1} := a_{1,m} - a_{2,m-1}$ and $s_{q_2} := b_{1,n} - b_{2,n-1}$. We call $s_{q_i}$ the growth coefficient of $q_i$.

Remark 4.1.3. (1) In order to determine growth coefficients, it is enough to work with skeletal quiddity sequences, see [BFPT Theorem 3.1].

(2) In our infinite periodic friezes, we always have $s_q > 2$. There are infinite periodic friezes with $s_q = 2$. In these cases, all the coefficients $s_i$ are 2. Such a quiddity sequence generates an arithmetic frieze which we have excluded from our considerations, see Example 2.5.3 and Remark 2.5.4.

(3) By definition, the growth coefficient $s_q$ of a quiddity sequence $q = (a_1, \ldots, a_n)$ is equal to one of the $s_r$ from above, it is not necessarily equal to the growth coefficient $s_\mathcal{F}$ of the associated frieze, as the quiddity sequence may be symmetric, i.e. the repetition of a shorter subsequence. We have $s_q = s_\mathcal{F}$ if and only if the minimal period of $\mathcal{F}_i$ is equal to $n$, i.e. if and only if the minimal period of $\mathcal{F}_i$ is equal to the length of its quiddity sequence.

Example 4.1.4. As an example, consider the leftmost triangulation in Figure 11. The quiddity sequences are $q_1 = (1, 4, 4)$ and $q_2 = (3, 3)$ and one can compute $s_{q_1} = 7$, $s_{q_2} = 7$: For $q_1$ we have to compute the difference between an entry in the 3rd non-trivial row and the entry above it in the quiddity row. For $q_2$, we compute the difference between an entry in the 2nd non-trivial row and an entry above it. However, if one views $\mathcal{F}_2$ as an infinite 1-periodic frieze, one obtains $s_{\mathcal{F}_2} = 3$.

We observe that $s_{q_1} = s_{q_2}$ in Example 4.1.4. This is no coincidence, as we will see now.

Proposition 4.1.5. Let $\mathcal{T}$ be a triangulation of an annulus, with associated infinite periodic friezes $\mathcal{F}_1$ and $\mathcal{F}_2$ and quiddity sequences $q_1$ and $q_2$ respectively. Then $s_{q_i} = s_{q_j}$ for $i = 1, 2$ and $s_{q_1} = s_{q_2}$.

Proof. This is Theorem 3.4 in [BFPT]. □

Let us point out that not every pair of infinite periodic friezes with a common growth coefficient can be realized via a triangulation of an annulus. Consider $q_1 = q_2 = (2, 3)$ with growth coefficient $s_{q_1} = s_{q_2} = 4$. But this pair does not correspond to any triangulation of an annulus. Another such example is: $q_1 = (4, 3, 4, 3)$ and $q_2 = (5, 20)$ where $s_{q_1} = s_{q_2} = 98$.

4.2. A formula for calculating growth coefficients. Consider an arbitrary element $a_{ij}$ of the frieze in Figure 13. By [BFPT Lemma 3.5], building on work by [BR], we can find the entry $a_{ij}$ of the infinite
periodic frieze by calculating a determinant:

\[
a_{ij} = \det \begin{pmatrix}
1 & 1 & 0 & \cdots & 0 \\
0 & 1 & a_{i+1} & 1 & \cdots \\
0 & 0 & 1 & a_{j-1} & 1 \\
0 & \cdots & 0 & 1 & a_j \\
\end{pmatrix}
\]

(4.1)

**Definition 4.2.1.** Consider a finite ordered set of integers \( S = \{i, i+1, \ldots, j-1, j\} \). A **pair-excluding subset** \( I \subseteq S \) is a subset obtained by removing zero or more disjoint pairs of consecutive integers from \( S \).

A **cyclic pair-excluding subset** \( J \subseteq S \) is a subset obtained by removing zero or more disjoint pairs of consecutive integers from \( S \), when the first and the last element of \( S \) are also considered consecutive.

Note that any pair-excluding subset is also cyclic pair-excluding. The empty set is a pair-excluding subset if and only if the cardinality of \( S \) is even.

**Example 4.2.2.** The pair-excluding subsets of \( \{1, 2, 3, 4, 5\} \) are

\[
\{1, 2, 3, 4, 5\}, \quad \{1, 2, 3\}, \quad \{1, 2, 5\}, \quad \{1, 4, 5\}, \quad \{3, 4, 5\}, \quad \{1\}, \quad \{2\}, \quad \{3\}, \quad \{4\}, \quad \{5\}
\]

The cyclic pair-excluding subsets are the above, together with the sets

\[
\{2, 3, 4, \emptyset\} \quad \text{and} \quad \{2, 3\} \quad \{2, 4\} \quad \{2, 5\} \quad \{3, 4\} \quad \{3, 5\} \quad \{4, 5\}
\]

Similarly, the pair-excluding subsets of \( \{1, 2, 3, 4, 5, 6\} \) are

\[
\{1, 2, 3, 4, 5, 6\}, \quad \{1, 2, 3, 4\}, \quad \{1, 2, 3, 6\}, \quad \{1, 2, 5, 6\}, \quad \{1, 4, 5, 6\}, \quad \{3, 4, 5, 6\}, \quad \{1, 2\}, \quad \{1, 4\}, \quad \{1, 6\}, \quad \{3, 4\}, \quad \{3, 6\}, \quad \{5, 6\}
\]

and \( \emptyset \).

The cyclic pair-excluding subsets are the sets above, together with the sets

\[
\{2, 3, 4\}, \quad \{2, 3, 5\}, \quad \{2, 3, 6\} \quad \{2, 4\} \quad \{2, 5\} \quad \{2, 6\} \quad \{3, 4\} \quad \{3, 5\} \quad \{3, 6\} \quad \{4, 5\} \quad \{4, 6\} \quad \{5, 6\}
\]

**Theorem 4.2.3.** With the notation above,

\[
a_{ij} = \sum_{I \subseteq \{i, \ldots, j\} \text{ pair-excluding}} (-1)^{\ell_I} \prod_{k \in I} a_k
\]

where \( \ell_I \) is the number of pairs that were excluded from \( \{i, \ldots, j\} \) to create \( I \); in other words \( \ell_I = \frac{j-i+1-|I|}{2} \).

**Proof.** The theorem follows from using §544-546 of [M] on formula 4.1. □

**Example 4.2.4.** For \( i = j \), the formula simply reads \( a_{ii} = a_{ii} \), and for \( j = i+1 \), it says \( a_{i,i+1} = a_{i}a_{i+1}a_{i+1,i+1}-1 \), where the term \(-1\) appears due to the empty set being a pair-excluding subset when the original set is of even length. For \( i = 1, j = 5 \) the formula is as follows:

\[
a_{15} = a_{1}a_{2}a_{3}a_{4}a_{5}
- a_{1}a_{2}a_{3} - a_{1}a_{2}a_{5} - a_{1}a_{4}a_{5} - a_{3}a_{4}a_{5}
+ a_{1} + a_{3} + a_{5}
\]

For \( i = 1, j = 6 \) the formula is as follows:

\[
a_{16} = a_{1}a_{2}a_{3}a_{4}a_{5}a_{6}
- a_{1}a_{2}a_{3}a_{4} - a_{1}a_{2}a_{3}a_{6} - a_{1}a_{2}a_{5}a_{6} - a_{1}a_{4}a_{5}a_{6} - a_{3}a_{4}a_{5}a_{6}
+ a_{1}a_{2} + a_{1}a_{4} + a_{1}a_{6} + a_{3}a_{4} + a_{3}a_{6} + a_{5}a_{6}
- 1.
\]
Corollary 4.2.5. Consider an infinite periodic frieze with quiddity sequence \( q = (a_1, \ldots, a_n) \). The growth coefficient of this frieze is given by

\[
s_q = \left( \sum_{I \subseteq \{1, \ldots, n\}} (-1)^{\ell_I} \prod_{k \in I} a_k \right) + \delta_n
\]

Here \( \ell_I \) is the number of pairs that were excluded from \( \{1, \ldots, n\} \) to create \( I \); in other words \( \ell_I = \frac{n - |I|}{2} \).

Furthermore,

\[
\delta_n = \begin{cases} 
0 & \text{if } n \text{ is odd}, \\
1 & \text{if } n \text{ is divisible by 4}, \\
-1 & \text{if } n \text{ otherwise}.
\end{cases}
\]

Proof. We know that the growth coefficient is obtained by taking an entry in the \( n \)th row of the frieze, and subtracting the entry directly above it, in row \( n - 2 \). The growth coefficient is independent of the choice of entry, so we may write

\[
s_q = a_{1, n} - a_{2, n-1}
\]

Consider the pair-excluding subsets of \( \{2, \ldots, n-1\} \). These are precisely the subsets of \( \{1, \ldots, n\} \) which are cyclic pair-excluding, but not pair-excluding. Hence we get

\[
s_q = \sum_{I \subseteq \{1, \ldots, n\} \text{ cyclic pair-excluding}} (-1)^{\ell_I} \prod_{k \in I} a_k - \sum_{I \subseteq \{2, \ldots, n-1\} \text{ pair-excluding}} (-1)^{\ell_I} \prod_{k \in I} a_k + \delta_n.
\]

For \( n \) even, we have a term \( \pm 1 \) in the expression for \( a_{2, n-1} \) which is recovered by the inclusion of \( \delta_n \) in the formula; this term does not occur for odd \( n \). \( \square \)

Example 4.2.6. Consider the infinite periodic frieze given by the quiddity sequence \( q = (2, 3, 4, 2, 4) \) as illustrated in Figure 15. By Corollary 4.2.5, we calculate the growth coefficient to be

\[
s_q = 2 \cdot 3 \cdot 4 \cdot 2 \cdot 4 - (2 \cdot 3 \cdot 4 + 2 \cdot 3 \cdot 4 + 2 \cdot 2 \cdot 4 - 4 \cdot 2 \cdot 4 - 2 \cdot 3 \cdot 4) + (2 + 3 + 4 + 2 + 4) = 87,
\]

which is also the growth coefficient we read off the frieze in Figure 15

\begin{center}
\begin{tabular}{cccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
2 & 3 & 4 & 2 & 4 & 2 & 3 & 4 & 2 & 4 & 2 & 4 \\
5 & 11 & 7 & 7 & 7 & 5 & 11 & 7 & 7 & 7 & 5 & 11 \\
17 & 18 & 19 & 24 & 12 & 17 & 18 & 19 & 24 & 12 & 17 & 18 \\
62 & 31 & 65 & 41 & 29 & 62 & 31 & 65 & 41 & 29 & 62 & 31 \\
104 & 105 & 106 & 111 & 99 & 104 & 105 & 106 & 111 & 99 & 104 & 105 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{tabular}
\end{center}

Figure 15. The frieze with quiddity sequence (2, 3, 4, 2, 4).
4.3. Cluster category for an infinite periodic frieze. We consider a cluster category $\mathcal{C} = D^b(\mathbb{C}Q)/\tau^{-1}[1]$ of type $\tilde{A}$ associated to a non-oriented cyclic quiver $Q$ with $n + m$ vertices, where $m$ arrows are of the form $i \to i + 1$ and $n$ arrows of the form $i \to i + 1$, as defined in [BMR]. The Auslander–Reiten quiver (AR quiver) of this cluster category has two tubes, one of rank $n$ and one of rank $m$, see [BT] for details. We use the specialized Caldero–Chapoton (CC) map [CaCh] (see [P] for the general setting) with respect to the algebra $\mathbb{C}Q$ to associate infinite periodic friezes to the tubes of the AR quiver of $\mathcal{C}$. In this case, the CC map sends the shifted projectives to 1. All other indecomposables can be viewed as $\mathbb{C}Q$-modules. The CC map sends such a module $M$ to $\sum \chi(\text{Gr}_e M)$ where the sum is over submodules of $M$ with dimension vector $e$ and $\chi$ is the Euler-Poincaré characteristic of the complex Grassmannian. For rigid modules in the tube, this is the number of submodules. For non-rigid modules, i.e. modules in a tube of rank $n$, which are at least $n$ steps away from the mouth of the tube, the Euler-Poincaré characteristic can be computed by taking into account simples which occur with higher multiplicities. Indeed, for any module $M$ in a tube there is a representation of $M$ by an arc, see e.g. [W, ABCP, BM]. In the same setting, the authors in [MSW] construct a planar graph to each arc, called snake graph, and use cardinalities of certain sets in this graph, namely perfect matchings, to compute the Euler-Poincaré characteristic $\chi(\text{Gr}_e M)$ of a fixed dimension vector $e$, see [MSW] Theorem 13.1. By establishing a bijection between the lattice structure of perfect matchings of a snake graph and the extended submodule structure of $M$ (this corresponds to the submodule lattice of $M'$ where $M'$ is obtained by considering the simple composition factors of $M$ with their multiplicities), [CS Corollary 3.10] establishes a formula for $\chi(\text{Gr}_e M)$ in terms of submodules of $M$.

We denote the specialized CC map by $s$. Thus if $M$ is an indecomposable object of $\mathcal{C}$ which is not a shifted projective and which is at most $n - 2$ steps away from the mouth of the tube (where the mouth itself is considered to be 0 steps away), then $s(M)$ is simply the number of submodules of $M$ and if $M$ is a shifted projective, $s(M) = 1$. If $M$ is at least $2$ steps away from the mouth of a tube of rank $n$, then $s$ is computed by counting the submodules of $M'$ where $M'$ is obtained by relabelling the simples that occur with higher multiplicities in $M$. In type $\tilde{A}$ almost split sequences have either one or two middle terms. After applying the specialized CC map to the tubes of the AR quiver, the entries satisfy the determinant rule to form two infinite periodic friezes, one for each tube (similar as in Section 5 of [CaCh]). Namely, if $\tau M \to B \to M$ is an Auslander-Reiten triangle in the cluster category $\mathcal{C}$, then applying the CC map by [AD Proposition 2.2], we obtain $s(\tau M)s(M) - s(B) = 1$ where $s$ is the specialized CC-map.

4.4. Module-theoretic interpretation. In this section, we associate a cluster tilting object in a cluster category of type $\tilde{A}$ to an infinite periodic frieze $\mathcal{F}$. This gives rise to a skeletal triangulation $\mathcal{T} = \mathcal{T}(q)$ of an annulus with $n$ marked points on one boundary component (say $B_1$) of the annulus, by Corollary 4.3. Let $m$ be the number of marked points on $B_2$ (see Section 2.3). Then $\mathcal{T}$ is a triangulation of the annulus $\mathbb{C}_{n,m}$. Let $\mathcal{C} = \mathbb{C}_{n,m}$ be the category from Section 4.3. The indecomposable objects of this category except the ones that come from the homogeneous tubes are known to be in bijection with arcs in $\mathbb{C}_{n,m}$, and triangulations of $\mathbb{C}_{n,m}$ correspond to cluster-tilting objects for $\mathcal{C}$, as described in [BM, W]. We claim that one of the infinite periodic friezes coming from the tubes is $\mathcal{F}$. Note that the indecomposable objects in the tubes correspond to the peripheral arcs on the boundaries $B_1$ and $B_2$ respectively. We restrict to the tube arising from $B_1$. We use the following notation to label indecomposables in that tube. Note that we follow the frieze notation here and draw the vertices at the mouth of the tube on the top line. Going down in the quiver thus corresponds to injections.

```
... -1, -1 -1, 0 0, 0 1, 1 2, 2 ...
  |   |   |   |   |
... -1, 0 0, 1 1, 2 2, 3 ...
  |   |   |   |   |
... -2, 0 -1, 1 0, 2 1, 3 ...
  |   |   |   |   |
... -2, 1 -1, 2 0, 3 1, 4 ...
  |   |   |   |   |
```

We write $M_{ij}$ for the indecomposable module corresponding to the vertex $(i, j)$ with indices reduced modulo $n$ (Figure 16). The dotted lines indicate the Auslander–Reiten translation $\tau$ in the category, which sends the module $M_{ij}$ to the module $M_{i-1,j-1}$. Let $M_i = M_{ii}$. Note that the indexing of vertices/modules follows the indexing we use for friezes. Under the correspondence between indecomposables and arcs in $C_{n,m}$, the indecomposable objects in this tube correspond to the peripheral arcs based at $B_1$. In particular, the $M_i$’s correspond to the peripheral arcs of $B_1$ joining the marked points $i$ and $i + 2$.

\[
\begin{array}{cccccc}
\cdots & 0 & 0 & 0 & 0 & 0 & \cdots \\
\cdots & 1 & 1 & 1 & 1 & 1 & \cdots \\
\cdots & M_i & M_{i+1} & \cdots & M_{j-1} & M_j & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & M_{i+1,j-1} & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & M_{i,j-1} & M_{i+1,j} & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{array}
\]

**Figure 16.** A tube of the AR quiver with modules $M = M_{i,j}$ and $\tilde{M} = M_{i+1,j-1}$, and modules $M_i, \ldots, M_j$ at its mouth, where $j = i + t - 1$.

In order to link the indecomposable objects with the friezes, we use the specialized CC map $s$ defined above. We can then use [HJ] Section 0.1 to obtain part (1) of the following:

**Proposition 4.4.1.** Following the notation above and with $M := M_{i,i+t-1}$, for $t \geq 1$,

1. $s(M_i) = a_i$.
2. $s(M) = a_i,i+t-1$

**Proof.** (2) follows from (1), using the fact that $s$ is multiplicative on short exact sequences, see for example [HJ] Section 0.1. \qed

The modules $M_i$ form the **mouth** of the category. All modules in a given $\tau$-orbit are of the form $M_{i,i+n-1}$ for some $n > 0$. We say that module $M_{i,i+n-1}$ is at level $n$.

Let $M$ be an indecomposable in $C$ at level $n$. The **wing** of $M$, denoted by $\mathcal{W}(M)$, consists of the indecomposable modules which are submodules, quotients or subquotients of $M$. In the AR quiver, these are the indecomposables positioned in the triangle in $\Gamma$ whose apex is $M$. This means that if $M = M_{i,i+n-1}$, then $\mathcal{W}(M)$ is given by $\{ M_{u,v} \mid i \leq u \leq v \leq i + n - 1 \}$.

Then $M_i, \ldots, M_{i+n-1}$ are the modules at the mouth of the wing $\mathcal{W}(M)$. Note that $M$ is obtained through iterated extensions from $M_i, \ldots, M_{i+n-1}$. Now assume $n \geq 3$ and let $\tilde{M}$ be $M_{i+1,i+n-2}$, so that $\mathcal{W}(\tilde{M}) = \{ M_{u,v} \mid i + 1 \leq u \leq v \leq i + n - 2 \}$. Furthermore, define $N := M_i \oplus M_{i+1} \oplus \cdots \oplus M_{i+n-1}$.

In the following, we will quotient out direct sums of cyclic consecutive pairs of indecomposables from $N$: for $i \leq j \leq i + n - 1$, let

$N_j := N/(M_j \oplus M_{j+1})$.

In particular, $N_{i+n-1} = N/(M_{i+n-1} \oplus M_i)$ since we reduce modulo $n$. Similarly, for $i \leq j_1 < j_2 - 1 \leq i + n - 2$,

$N_{j_1,j_2} := N/(M_{j_1} \oplus M_{j_1+1} \oplus M_{j_2} \oplus M_{j_2+1})$

and for $j_1, \ldots, j_k$ with $k \geq 2$, $j_1 < j_2 - 1 < \cdots < j_k - (k - 1) \leq i + n - k$,

$N_{j_1,j_2,\ldots,j_k} := N/(M_{j_1} \oplus M_{j_1+1} \oplus M_{j_2} \oplus M_{j_2+1} \oplus \cdots \oplus M_{j_k} \oplus M_{j_k+1})$

In particular, for $k = 2$ and $j_2 = i + n - 1$, this gives $N_{j_1,i+n-1} = N/(M_i \oplus M_{j_1} \oplus M_{j_1+1} \oplus M_{i+n-1})$.

Analogously, modules $N_{i_1,\ldots,i_k}$ are defined, for $k \leq n/2$. 
Let \( \{r_1, \ldots, r_n\} = \{1, 2, \ldots, n\} \) (not necessarily ordered). We will use the following two properties in the proof of the theorem below:
\[
(4.2) \quad s(N/(M_{r_1} \oplus \cdots \oplus M_{r_n})) = s(M_{r_{n+1}} \oplus \cdots \oplus M_{r_n})
\]
\[
(4.3) \quad s(M_{r_{n+1}} \oplus \cdots \oplus M_{r_n}) = s(M_{r_{n+1}}) \cdots s(M_{r_n})
\]

**Theorem 4.4.2.** Let \( M \) be an indecomposable module of \( C \) at level \( t \geq 3 \), let \( \bar{M} \) and \( M_{i+1}, \ldots, M_{i+t-1} \) be as above. If \( t = 2k+1 \),
\[
s(M) - s(\bar{M}) = s(N) - \sum_{j=i}^{i+t-1} s(N_j) + \sum_{j_1, j_2 = i}^{i+t-1} s(N_{j_1, j_2}) + \cdots \pm (-1)^k \sum_{j=i}^{i+t-1} s(M_j).
\]
If \( t = 2k \),
\[
s(M) - s(\bar{M}) = s(N) - \sum_{j=i}^{i+t-1} s(N_j) + \sum_{j_1, j_2 = i}^{i+t-1} s(N_{j_1, j_2}) + \cdots \pm (-1)^k \cdot 2.
\]

Note that the \((k+1)\)st term on the right hand of the expressions is
\[
\sum_{j_1 < j_2 < \ldots < j_k < i} s(N_{j_1, j_2, \ldots, j_k}).
\]

**Proof.** We use the formula from Theorem 4.2.3 for \( M = M_{i+1, i+t-1} \) and \( \bar{M} = M_{i+1, i+t-2} \) with Proposition 4.4.1 (2):
\[
s(M) - s(\bar{M}) = a_{i+1, i+t-2} - a_{i+1, i+t-2} = \sum_{I \subseteq \{i, \ldots, i+t-1\}} (-1)^{t_I} \prod_{k \in I} a_k - \sum_{I \subseteq \{i+1, \ldots, i+t-2\}} (-1)^{t_I} \prod_{k \in I} a_k
\]

Consider the second term on the right hand side: we can view pair-excluding subsets of \( \{i+1, \ldots, i+t-2\} \) as the cyclically pair-excluding subsets of \( \{i, \ldots, i+t-1\} \), which are not pair-excluding subsets of \( \{i, \ldots, i+t-1\} \). Now observe that for any (cyclically) pair-excluding subset \( I \), the sign of \((-1)^{t_I}\) when \( I \) is viewed as a subset of \( \{i, \ldots, i+t-1\} \) is the opposite of the sign of \((-1)^{t_I}\) when \( I \) is viewed as a subset of \( \{i+1, \ldots, i+t-2\} \). Given that the second term on the right is subtracted from the first, these signs cancel each other. We can thus add the cyclic pair-excluding subsets from the second term to the first term and get the following:
\[
s(M) - s(\bar{M}) = \sum_{I \subseteq \{i, \ldots, i+t-1\} \text{ cyclic pair-excluding}} (-1)^{t_I} \prod_{k \in I} a_k
\]

The claim then follows using the equations (4.2) and (4.3) since for any cyclic pair-excluding subset \( I \) of \( \{i, \ldots, i+t-1\} \),
\[
\prod_{k \in I} a_k = \prod_{i \in I} s(M_i) = s(\bigoplus_{i \in I} M_i) = s(N/\bigoplus_{i \in I} M_i)
\]
where the last term is equal to \( s(N_{j_1, \ldots, j_r}) \) for \( \{i, i+1, \ldots, i+t-1\} \setminus I = \{j_1, j_1+1, j_2, j_2+1, \ldots, j_r, j_r+1\} \). \( \Box \)

We can use the theorem to give the growth coefficient of a quiddity sequence a module-theoretic interpretation. For a given skeletal quiddity sequence \( (a_1, \ldots, a_n) \) of an infinite periodic frieze, let \( T \) be the associated triangulation of \( C_{n,m} \) as at the beginning of this section. Then take the cluster category \( C_{n,m} \) as in Section 4.3 and let \( s \) be the specialized CC map.

**Corollary 4.4.3.** Let \( q = (a_1, \ldots, a_n) \) be a quiddity sequence, let \( B \) be the associated rank \( n \) tube as above. Let \( M = M_{i,i+n-1} \) be any indecomposable in \( B \) at level \( n \) and \( \bar{M} = M_{i+1,i+n-2} \). Then we have
\[
s(M) - s(\bar{M}) = s_q.
\]
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