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ABSTRACT

In this work, the partitioning clustering of COVID-19 data using c-Means (cM) and Fuzzy c-Means (Fc-M) algorithms is carried out. Based on the data available from January 2020 with respect to location, i.e., longitude and latitude of the globe, the confirmed daily cases, recoveries, and deaths are clustered. The performance and validity indices of the clusters formed are analyzed to assess the quality of clusters. The validity indices to understand all the COVID-19 clusters’ quality are analysed based on the Zahid SC (Separation Compaction) index, Xie-Beni Index, Fukuyama-Sugeno Index, Validity function, PC (performance coefficient), and CE (entropy) indexes. The analysis results pointed out that five clusters were identified as a major centroid where the pandemic looks concentrated. Additionally, the observations revealed that mainly the pandemic is distributed easily at any global location, and there are several centroids of COVID-19, which primarily act as epicentres. However, the three main COVID-19 clusters identified are 1) cases with value <50,000, 2) cases with a value between 0.1 million to 2 million, and 3) cases above 2 million. These centroids are located in the US, Brazil, and India, where the rest of the small clusters of the pandemic look oriented. Furthermore, the Fc-M technique seems to provide a much better cluster than the c-M algorithm.

Introduction

Coronavirus disease 2019 (COVID-19) is defined as a disease caused by a new strain of coronavirus, which belongs to a large family of viruses known to cause disease ranging from the common cold to more severe illnesses such as Middle East Respiratory Syndrome (MERS-CoV). It is now called severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2; formerly known as 2019-nCoV), which was identified as the infectious agent causing an outbreak of respiratory illness cases in Wuhan City, Hubei Province, China, in December 2019 [1]. Since January 2020, the COVID-19 confirmed cases and death had been detected outside Wuhan. Currently, the number of reported cases and death have been reported across the world. On March 11, 2020, the World Health Organization (WHO) declared that the coronavirus diseases 2019 (COVID-19) as a global pandemic, and it is an international concern of public health emergency. As of October 22, 2020, there were 41,500,769 confirmed cases, 1,136,526 deaths, and 30,918,817 recovered cases of COVID-19 globally [2]. The high disease transmission rate of COVID-19 and vaccines’ unavailability cause COVID-19 to become a global pandemic. COVID-19 virus is primarily transmitted between people through respiratory droplets inhalation from infected individuals and direct contact with contaminated surfaces. Therefore, the transmission of the COVID-19 virus can occur by direct contact with infected people when an infected person generates droplets by coughing, sneezing, or exhaling. Moreover, the virus can be transmitted by indirect contact with contaminated surfaces in the immediate environment or with the
infected person’s fomites \([3–5]\).

Spreading the novel coronavirus disease COVID-19 has become a challenging global issue. Therefore, to control the spread of COVID-19, the governments have been implementing different control measures such as lockdowns to maintain social distance, curfew, preventing crowded events, and using the precautions such as face masks while in public. These procedures reduced the COVID-19 transmission rate. However, the full lockdown has a negative impact on the economy and may cause a significant financial crisis within a short time. Therefore, there should be a suitable balance between governmental policy lockdown and healthy free conditions. As the COVID-19 is transmitting easily between people in many parts of the world simultaneously, and the outbreak spread quickly across the world, it is important to understand its dynamics and predications. Uncertainties around the spread of COVID-19 have led many scientists, clinicians, and engineers to investigate and suggest many mathematical models, which are necessary to quantify COVID-19.

The study of infectious disease spread mechanism can be done by many models such as Susceptible-Infected-Recovered (SIR), susceptible individuals, asymptomatic infected, symptomatic infected, recovered, and deceased (SEIRD), and Susceptible, Exposed, Infectious, Hospitalized, Dead (SEIHRD). These models use differential equation systems or difference equations (discrete-time) for describing population dynamics concerning infection \([3–8]\). The SIR-model is one of the simplest models, and it divided the entire population into three groups or compartments: the number of susceptible people \((S)\), the number of infectious people \((I)\), and the number of removed people \((R)\) \([8]\). In SIR-model, each person is categorized as susceptible, infectious, or removed, where susceptible indicates healthy person and removed indicates either recovered or dead as a result of the COVID-19. Each person can transition from one group or state (susceptible, infectious, or removed) to another. That is, each person has a unique Markov chain associated with their classification \([9]\).

Mathematical models have been used successfully in understanding the population dynamics of COVID-19 in several countries. Kucharski et al. \([10]\) have developed a stochastic transmission mathematical model combined with data on cases COVID-19. All positive cases of Wuhan, China were considered by this study until March 5, 2020. In another study by Ndaireu et al. \([11]\), an autonomous mathematical model system was performed to investigate the spread of COVID-19 in Wuhan city, China. Another study that focuses on controlling the status of COVID-19 of Wuhan city research was performed by Prem et al. \([12]\) using mathematical modeling. In another work, using the isolation method to investigate the effective procedure of COVID-19 disease was done by Hellewell et al. \([13]\). Mizumoto and Chowell \([14]\) investigated the transmission dynamics of COVID-19 in the Diamond Princess Cruises Ship. To study the nature of infectious diseases. In order to study the nature of the infectious disease, Liu et al. \([15]\) have analyzed the numerical value of the basic reproduction number of COVID-19. Fanelli and Piazza \([16]\) have analyzed and forecasted the nature of COVID-19 spreading in China, Italy, and France until March 2020 by developing mathematical modelling. Chakraborty and Ghosh \([17]\) have considered a hybrid autoregressive integrated moving average (ARIMA) and Wavelet-based forecasting of the number of daily confirmed cases for Canada, France, India, South Korea, and the UK. In another study, Ribeiro et al. \([18]\) have used some stochastic-based regression models to evaluate the task of time series forecasting with one, three, and six days ahead of the COVID-19 cumulative confirmed cases in ten Brazilian states with a high daily incidence.

Yang et al. \([19]\) have developed a mathematical model using a modified susceptible exposed infectious recovered (SEIR) technique to study the epidemic development of COVID-19 in China. They have predicted the magnitude and timing of the COVID-19 epidemic peaks and sizes under various intervention strategies. Peng et al. \([20]\) performed a study on estimating the epidemic of COVID-19 in China by implementing the SEIR model. They have made predictions on the inflection point and possible ending time of confirmed COVID-19 cases for five different regions. Li et al. \([21]\) have used the traditional SEIR model to predict the COVID-19 transmission dynamics in Wuhan and Beijing. They have estimated the effect of lockdowns on the COVID-19 transmission dynamics for these cities. Wu et al. \([22]\) have used an SEIR model to predict the disease transmission dynamics in China and forecasted the national and global spread of COVID-19, based on the basic reproductive number and the outbreak size in Wuhan from December 31, 2019, to January 28, 2020. Tang et al. \([23]\) have developed a mathematical model to determine the potential and severity of an outbreak of COVID-19. They have implemented the disease’s clinical progression, the individuals’ epidemiological status, and intervention measures to their model.

The previous and recent works on COVID-19 modelling and analysis of its spread and further prediction indicate a widespread list of methods. However, the knowledge discovery of the COVID-19 data using partition-based clustering methods has a lot of scopes. Hence in this study, the clusters of COVID-19 based on longitude, latitude, confirmed cases, deaths, and recoveries based on data available from the initial days are formed using c-Means (c-M) and Fuzzy c-Means (Fc-M) algorithm. The optimum number of clusters formed, and their performance and validity indexes are analyzed in detail.

Clustering of COVID-19 data

c-M clustering

In this algorithm, the cluster’s center is obtained by minimizing a cost function with a dissimilarity measure. For a given data points set \(m\) represented as \(X = (x_1, \ldots, x_m)\). This set is a vector with \(n\)-dimension in which the c-M algorithm partitions the data into \(c\) clusters to minimize the dissimilarity \(J(X, \{V\})\). The dissimilarity is chosen by the Euclidean distance, which is the sum of squares. The objective function is mathematically shown as in Eq. (1). The performance Index for c-M is thus given by:

\[
J(X, V) = \sum_{j=1}^{c} \frac{1}{n} \sum_{i=1}^{n} u_{ij}^2 d^2(x_i, v_j)
\]

where,

\[
J(x_i, v_j) = \sum_{i=1}^{n} u_{ij}^2 d^2(x_i, v_j)
\]

In cluster, \(C_k\) is objective function

When, \(x_i \in C_k\), the membership \(u_{ik} = 1\), else it is 0.

The distance \(d^2(x_i, v_j)\) is between \(v_j\) and \(x_i\) which is given by:

\[
d^2(x_i, v_j) = \sum_{k=1}^{n} x_{ik}^2 - v_{jk}^2
\]

The above equation is the Euclidean distance between the centre of cluster and the data point.

The \(k^{th}\) dimensional value of \(x_i\) is given by \(x_{ik}\)

The \(k^{th}\) dimensional value of \(v_j\) is given by \(v_{jk}\)

The membership function \(V = \{v_1, v_2, \ldots, v_c\}\) for cluster centres are defined as:

\[
u_{ij} = \begin{cases} 
1 & \text{if } d^2(x_i, v_j) < d^2(x_i, v_j'), j' \neq j, \forall j' = 1, \ldots, k \\
0 & \text{otherwise}
\end{cases}
\]

According to Eq. (1), the \(x_i\) point belonging to \(C_j\) cluster having a nearest \(v_j\) cluster center should be assigned. Then the optimal \(v_j\) cluster center, which lessens the mean of cluster data points in \(j\) cluster is assigned with \(U = \{|u_{ij}|\}\) membership using Eq. (4). In Algorithm 1, the step-by-step procedure for the partition of COVID-19 data points using c-M is mentioned. In Fig. 1 the c-Means algorithm is shown to form...
clusters before and after its application.

\[ v_j = \frac{1}{|c_j|} \sum_{i \in c_j} x_i \]  \hspace{1cm} (5)

**Algorithm 1: Clustering by c-Means**

**Input:** \( X = \{x_1, \ldots, x_m\} \) data point set with clusters \( k \)

**Output:** \( U = \{u_{ij}\} \) (membership matrix), \( C = \{c_1, \ldots, c_k\} \) (clusters), and \( V = \{v_1, \ldots, v_k\} \) as centroids

- Select \( k \) points randomly to initialize the \( V = \{v_1, \ldots, v_k\} \) centers
- for each cluster in number of clusters \( k \) do
  - Calculate the membership value using Eq. (2) by allocating \( x_i \) to the nearest centre
  - The objective \( J(X, V) \) function is calculated using Eq. (1). Stop the iterations if it reduces below a threshold \( \epsilon \).
  - Update the centre of cluster using Eq. (3)
- end for

- till the centroids don’t change

**Fc-M clustering**

Fc-M clustering is widely used in the data mining technique. Each data point in this technique belongs to a cluster by a membership degree. As with c-M clustering, Fc-M clustering depends on the cost function of a different measure being minimized. Fc-M integrates a simple concept of c-M, whereas each data point in Fc-M belongs to a cluster to some extent. While each data point of c-M either belongs to or does not belong to a specific cluster. Thus, Fc-M performs fuzzy clusters so that a certain data point may belong to several clusters’ membership degrees between 0 and 1. However, when trying to partition the data, Fc-M still uses an objective function to be minimized. The algorithm uses a \( q \) parameter of the fuzziness index that specifies the clusters’ amount of fuzziness. The algorithm operates like a crisp partitioning algorithm when the value of \( q \) reaches 1. The increase in the \( q \) value contributes to further cluster overlap.

Again, data points \( X = \{x_i \mid i = 1 \ldots m\} \) where each \( x_i = (x'_i, x'_1, \ldots, x'_n \mid i = 1 \ldots m) \). The \( n \)-dimensional vector of centres of clusters is \( V = \{v_j \mid j = 1 \ldots c\} \) and each \( v_j = (v'_j, v'_1, \ldots, v'_n \mid j = 1 \ldots c) \). \( u_{ij} \) is the membership of data points with

\[ u_{ij} \in [0,1]\forall i = 1 \ldots m \text{ and } \forall j = 1 \ldots c \]

\( U = \{u_{ij}\} \) is the Fc-M matrix that represents the data point allocation and satisfies the condition:

\[ \sum_{j=1}^{c} u_{ij} = 1, \quad \forall i = 1 \ldots m \]

\[ 0 < \sum_{j=1}^{c} u_{ij} < m, \quad \forall j = 1 \ldots c \]  \hspace{1cm} (6)

In this algorithm the performance index as in c-M is denoted similarly by \( J(U, V, X) \) i.e. weighted sum of data point distances and respective cluster point centres as:

\[ J(U, V, X) = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{k} u_{ij} d_{ij}^q(v_i, v_j) \]  \hspace{1cm} (7)

Here \( q \in [1, \infty] \) is the clustering fuzziness index and distance \( d_{ij}^q(v_i, v_j) \) is between \( v_i \) and \( v_j \).

The updating of clusters centre occurs using Eq. (8).

\[ v_j = \frac{\sum_{i=1}^{m} u_{ij}^q v_i}{\sum_{i=1}^{m} u_{ij}^q} \]  \hspace{1cm} (8)

The membership of the cluster points is calculated using Eq. (9). The entire Fc-M algorithm in the COVID-19 clustering is mentioned in Algorithm 2.

**Algorithm 2: Clustering by Fc-Means**

**Input:** \( X = \{x_1, \ldots, x_m\} \) data point set with clusters \( k \)

**Output:** \( U = \{u_{ij}\} \) (membership matrix), \( C = \{c_1, \ldots, c_k\} \) (clusters), and \( V = \{v_1, \ldots, v_k\} \) as centroids, and Fuzzy membership matrix

- Select \( k \) points randomly to initialize the \( V = \{v_1, \ldots, v_k\} \) centres
- for each cluster in number of clusters \( k \) do
  - Calculate the membership value using Eq. (8) by allocating \( x_i \) to the nearest centre
  - The objective \( J(U, V, X) \) function is calculated using Eq. (7). Stop the iterations if it reduces below a threshold \( \epsilon \).
  - Update the centre of cluster using Eq. (9)
- end for

- till the centroids don’t change

**Validity indices**

For the set of COVID-19 data \( X \), the optimal number of clusters is calculated using validity function \( S \) representing the compactness to separation ratio is given by [24,25]:

\[ S = \frac{\sum_{i=1}^{m} \sum_{j=1}^{c} u_{ij}^q v_i - v_j^q}{m \min_{i \neq j} \sum_{i=1}^{m} \| v_i - v_j \|} \]

For each \( \epsilon = \min, \ldots, \max \)

Reducing the output index is normally accomplished by changing the membership grading of data points and cluster centres differently before convergence is achieved. This index is based on the sum of the squared error criterion. The cluster centres will be updated as follows during each iteration [26,27]:

\[ v_j = \frac{\sum_{i=1}^{m} u_{ij}^q v_i}{\sum_{i=1}^{m} u_{ij}^q} \]  \hspace{1cm} (11)

Intra-cluster membership ratio to inter-cluster separation is the Xie-Beni (XB) validity index. This index is based on the objective function \( J \) and the square of the cluster centres’ minimum distances. This is given as [28]:

\[ XB = \frac{\sum_{i=1}^{m} \sum_{j=1}^{c} u_{ij}^q d^2(s, v_j)}{m \bar{d}^2_{\text{min}}} \]  \hspace{1cm} (12)

Here the term \( \bar{d}^2_{\text{min}} \) is the Euclidean distance between the centres of clusters which is given by:

\[ \bar{d}^2_{\text{min}} = \min_{i,j} \bar{d}^2(s, v_j) \]

The Fukuyama–Sugeno (FS) Index is given as:
\[ FS = \sum_{i,j=1}^{n} \mu_{ij}^2 \delta^2 \left( x_i, \delta \right) - \sum_{i,j=1}^{n} \mu_{ij} \delta^2 \left( y_j, \delta \right) \]  

(13)

The vector of cluster centres mean \( v \) is given by:

\[ v = \frac{\sum_{j=1}^{c} v_j}{c} \]

By considering geometrical properties of membership functions and data structure, the term \( \zeta_1 \) measures the ratio of fuzzy separation to fuzzy compactness. A large value of \( \zeta_1 \) implies well-separated and compact clusters. The term \( \zeta_2 \) also measures the ratio of fuzzy separation to fuzzy compactness, but only considers the fluid value of the membership. In order to obtain the compactness and the fuzzy separation, the term \( \zeta_2 \) uses a fuzzy union and a fuzzy intersection. For well separated fuzzy c-partitions, a small value in the numerator is needed, and the high value in the fuzzy denominator is a fuzzy c-partition. Therefore, the Zahid SC index is given as:

\[ SC = \zeta_1 - \zeta_2 \]

\[ \zeta_1 = \frac{\sum_{j=1}^{c} \sum_{i=1}^{m} \mu_{ij} \delta^2 \left( x_i, \delta \right)}{\sum_{j=1}^{c} \sum_{i=1}^{m} \mu_{ij} / \sum_{i=1}^{m} \mu_{ij}} \]

\[ \zeta_2 = \frac{\sum_{j=1}^{c} \sum_{i=1}^{m} \min \left( \mu_{ij}, \mu_{ik} \right)}{\sum_{j=1}^{c} \sum_{i=1}^{m} \max \left( \mu_{ij}, \mu_{ik} \right)} \]

(14)

The performance coefficient (PC) and entropy (CE) are respectively given as:

\[ PC = \frac{1}{N} \sum_{i=1}^{n} \sum_{j=1}^{c} \mu_{ij}^2 \]

(15)

\[ CE = \frac{1}{N} \sum_{i=1}^{n} \sum_{j=1}^{c} \mu_{ij} \log(\mu_{ij}) \]

(16)

To evaluate the overlapping clusters in Fuzzy partitioning, the PC index reduces with the increase in cluster size. CE is just another parameter to calculate the fuzziness of the cluster partition.

In the Silhouette index \( (S_i) \), the method calculates the silhouette width, the average silhouette width for each cluster, as well as the total data set for the average silhouette width. Eq. (17) is used to measure the silhouette width of the data point, where \( a_i \) is the average dissimilarity it has with every other data point in that cluster. \( b_i \) is a minimum of average dissimilarity of a data point with respect to every other point in other clusters.

\[ S_i = \frac{b_i - a_i}{\max(a_i, b_i)} \]

(17)

Results and discussion

The clustering using c-M and Fc-M algorithms of COVID-19 data from January 2020 has more than 67,000 entries with longitude, latitude, date, reported cases, recovered, and deaths as the attributes. The clusters are varied from 5 to 50 in separate runs of both the algorithms. The clusters are kept at a minimum of 5 and a maximum from 5 to 50. The optimal number of clusters is obtained based on the algorithms’ calculations, as mentioned in the previous section. The clusters of COVID-19 are based on 1) longitude 2) latitude 3) date 4) reported cases, 5) recovered, and 6) deaths. Later, the validity indices to understand all the COVID-19 clusters’ quality are analyzed based on the Zahid SC index, Xie-Beni Index, Fukuyama–Sugeno Index, Validity S function, PC, and CE indexes.

The cluster centers correspond to the longitude of the globe where the COVID-19 cases are centered are shown in Fig. 2 during different upper limits of cluster inputs, i.e., from 5 to 50. The centroids of COVID-19 longitudes are largely in the zone of \(-10^\circ \) to \(20^\circ \). Three of the centroids are placed at approximately \(-30^\circ \), and three more are \(50^\circ \). These all clusters are obtained from the c-M and Fc-M algorithms. Fig. 3 shows the latitude position of the COVID-19 centroids obtained using the c-M and Fc-M algorithms. Mainly the concentrations are in \(-50^\circ \) to \(-100^\circ \) indicating the affected areas are the American continent. The next three zones largely affected by the COVID-19 are found between \(0^\circ \) to \(30^\circ \), primarily the Indian subcontinent. These latitude positions indicate the centroids of the COVID-19 pandemic. Basically, the knowledge discovered from this analysis is that mainly the pandemic is distributed easily at any global location. At the same time, there are several centroids of COVID-19, which primarily act as epicenters. In such centroids of COVID-19, the newly added data is easily allocated with a cluster center. Fig. 4 shows that the centres of confirmed COVID-19 cases are depicted obtained from the c-M and Fc-M algorithms. Except for three centres the remaining centres are more than 50,000 values. The remaining indicate the US, India, and Brazil as COVID-19 centres separately. The trend is nearly similar for both the algorithms but the peaks are largely different. However, the Fc-M technique seems to provide a much better cluster than the c-M algorithm. Instead of 9 clusters shown here with centres having values in the range of \(<50,000 \) and \(>50,000 \), the partition can be made into three main clusters: 1) COVID-19 cases with value < 50,000, 2) cases with a value between 0.1 million to 2 million, and 3) cases above 2 million. The finding mainly here is the distribution of cases in these three cases where the COVID-19 confirmed cases fall.

The recovered cases shown in Fig. 5 has primarily two main centres, which can be extended with three centres, as in the previous case. Here
also the three main centres contributing to COVID-19 recovered cases are nearly the same. But in this case, the recovered cases are higher in number for cluster 6. Previously, the confirmed US soil cases were more while the Indian people have shown more recovery in the recovery rate. The rest, the other centres remain locally in the same range of <50,000.

In Fig. 6, the death cases due to the COVID-19 pandemic are of a very similar trend. The pattern of all the cases looks much similar. The confirmed, recovered, and death centres can be easily mapped, referring to Figs. 2 and 3. As the recovery is high for cluster number 6, the deaths pertinent to this cluster are also less than cluster number 4. In cluster centre 4, the deaths are more than 12,000. The centres from c-M and Fc-M nearly have the same partitioned clusters in the US and India region. These two are mainly the centres where the spread, propagation, and related recovery and deaths are concentrated. It is further required to cluster the US and Indian COVID-19 cases.

The optimal cluster validity values for c-M and Fc-M is provided in Fig. 7 with increasing cluster size. The trend of rising and falling using the c-M and Fc-M algorithms is quite separated, showing an abrupt cluster validity value. The cluster validity using Fc-M for the COVID-19 data is highest for a maximum cluster size of 50 and lower for lower cluster sizes (<25 maximum clusters). c-M has provided the highest value at 5 maximum clusters as it is much clear from the preceding results that lower cluster numbers represent a much appropriate scenario of COVID-19.

In Fig. 8, the performance index of the c-M algorithm with the increase of cluster size from 5 to 50 is presented. Eq. (1) is used to measure the performance index of c-M clustering. It is the sum of distances from the data points to the appropriate cluster centres. The output minimization of Index J is achieved by using Eqs. (5) and (8), respectively, to change the membership of the data points and cluster centres, before convergence is achieved. The performance index continuously reduces with the increase of cluster size, which is the indication of convergence.

The validity index S of c-M obtained using Eq. (10) with an increasing number of cluster sizes is shown in Fig. 9. The Silhouette index obtained using Eq. (17) is shown in the secondary axis of the same Fig. 9. The S validity index is highly fluctuating with the cluster number. There is no specific reason for the variations. However, the validity index is also low for smaller cluster sizes, indicating a lower number of optimal clusters. The values range from −1 to 1 for the Silhouette index. A value close to 1 means that a very suitable cluster is allocated to the data point. A value near zero means that the data point may also be allocated to another nearest cluster since both clusters are equidistant. If the value is similar to −1, the data is wrongly labelled and lies between the clusters. Our findings demonstrate that all technologies produce values from 0 to 1. Single link hierarchical clusters and leader clusters (with a threshold of dissimilarity β = 1.0) have closer values to 1 and therefore outdo the other techniques.

*Fig. 9 shows the performance index of Fc-M and its validity index S is represented with increasing cluster size. The cluster size’s performance index pattern is having the same pattern as we have observed with the c-M algorithm. We have estimated how many optimal clusters we have identified Index of validity (S), the ratio of the separation, and compactness given by Eq. (10). The validity index S is a minimum for the initial cluster size and fluctuates with peak values randomly between the clusters. The variations in the results have no role in the COVID-19 cluster formation. However, this index helps obtain the
optimum number of clusters, as discussed previously concerning Fig. 7. The partition entropy (PE) and coefficient (PC) index of the Fc-M algorithm is shown in Fig. 10. PC measures the overlapping clusters. PC’s main characteristics are the decreasing trend with the increasing cluster size, as also noted in Fig. 10. Another measure similar to the partition coefficient described by Bezdek is entropy classification for the cluster partition fuzziness. Only the elements of the membership matrix are used to measure partition and classification entropy. Both of them may lack a clear relation to their geometry.

The Xie Beni index variation is shown in Fig. 11. Xie Beni has proposed a well-known validity index. This index incorporates the features of the degree of membership and the geometry of the dataset. XB index calculates the average total separation between the clusters and intra-compactness. Smaller XB index values mean more compact clusters with greater spacing. When the cluster numbers are very high, the index decreases monotonically. The Zahid Separation Compaction (SC) index values determined using Eq. (14) can be found in Fig. 10 with the number of clusters as a function. This index shows a higher value for improved cluster consistency. Fig. 12 displays the index scores determined using Eq. (13) for Fukuyama Sugeno (FS) with the number of clusters as a function. Since FS reflects the difference between the cluster’s compaction and the separation between the clusters, a lower value of the index is better as shown in Fig. 13.

Comparative analysis

In Table 1 the most important quantitative analysis between the c-Means and Fc-Means algorithm results are comparatively shown. It can be seen that the optimum value of the c-Mean cluster is highest at the lowest cluster size while it reduces with increasing cluster size. The optimum validity is at the lowest cluster indicating the epicentre of the epidemic. In Fc-Mean the increasing number of cluster sizes shows an increasing cluster validity which has a direct effect on the fuzzy index in the clustering of COVID-19 data. The maximum validity obtained using Fc-Mean is at the largest cluster size. However, it can be mentioned that the c-Mean has an appropriate clustering technique which is helpful in the insight of the epicentres compared to the Fc-Mean algorithm predictions.
Conclusion

In this work, the clustering of COVID-19 data to discover useful patterns that can help understand the pandemic’s spread was carried out. For the clustering of data, c-Means and Fc-Means algorithms were employed. The c-Means and Fc-Means performance and validity indices obtained for the clusters formed are analyzed to assess the quality of clusters. The below conclusions are drawn from the clustering analysis:

1. The cluster’s optimum validity is obtained at the lowest cluster size using c-Means while the maximum validity obtained using Fc-Means is at the maximum cluster size.
2. The performance index using c-Means and Fc-Means obtained is of the same nature (reducing with increasing cluster size) while the validity index obtained using both though same was of very random nature with increasing cluster size.
3. The clustering of COVID-19 data from the available data revealed that there were five optimal clusters based on the location and the cases observed so far.
4. The three main COVID-19 clusters have been identified: 1) cases with value < 50,000, 2) cases with a value between 0.1 million to 2 million, and 3) cases above 2 million.
5. In cases where there were 0.1 to 2 million cases, the recovery was faster, and the number of deaths was lower. The first and third cases were mainly located in the US and Brazil, while the third is in the Indian sub-continent.
6. Even if the pandemic spreads faster, these three centres will remain as centroids. These three main centres need to adopt stringent rules to eradicate pandemic transmission.
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