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Abstract
IoT devices trigger real-time applications by receiving data from their vicinity. Modeling these applications in the form of workflows enables automating their procedure, especially for the business and industry. Depending on the features of the applications, they can be modeled in different forms, including single workflow, multiple workflows, and workflow ensembles. Since the whole data must be sent to the cloud servers for processing and storage, cloud computing has many challenges for executing real-time applications, such as bandwidth limitation, delay, and privacy. Edge paradigms are introduced to address the challenges of cloud computing in executing IoT applications. Executing IoT applications using device-to-device (D2D) communications in edge paradigms requiring direct communication between devices in a network with a graph topology. While there is no simulator supporting simulating workflow-based applications and device-to-device communication, this paper introduces a toolkit for simulating resource management of scientific workflows in distributed environments with graph topology called WIDESim: The graph topology of WIDESim enables D2D communication between devices in a network with a graph topology. *The simulation toolkit (WIDESim) can be downloaded from our Github repository:
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communications in edge paradigms. WIDESim can work with all three different structures of scientific workflows: single, multiple workflows, and workflow ensembles. It has no constraint on the topology of the distributed environment. Also, unlike most existing network simulators, this simulator enables dynamic resource management and scheduling. We have validated the performance of WIDESim in comparison to standard simulators and workflow management tools.

Also, we have evaluated its performance in different scenarios of distributed computing systems using different types of workflow-based applications. The results indicate that WIDESim’s performance is close to existing standard simulators besides its improvements. Additionally, the findings demonstrate the satisfactory performance of the extended features incorporated within WIDESim.
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1 Introduction

Internet of Things (IoT) is a game-changer in the industry that brings various opportunities for different applications such as healthcare, agriculture, and transportation using connected devices to the internet. IoT devices gather information from their surrounding environment and send IoT data streams to the computation resources. Most of the IoT applications are large-scale and modeled as scientific workflows that are directed acyclic graphs (DAG) of interdependent tasks [1]. Workflows introduce a formal representation of the application, automating its process. According to the literature, there are three forms of scientific workflow applications: individual or multiple workflows and workflow ensembles. There are some differences between workflow ensembles and multiple workflows. The QoS requirements are determined for the ensemble, not each workflow. So, all workflows cannot be complete necessarily, and an additive objective compared with multiple workflows is maximizing the number of completed workflows from the ensemble. Also, the ensemble’s workflows have a similar structure, and the differences are in the input data and workflows’ size. The final difference is the number of workflows in the ensemble, which is predefined in most cases [2, 3].

IoT services are commonly provided using cloud computing. However, this computing paradigm has a centralized model, transmitting all data to the cloud data-centers for processing and storing [2]. Cloud computing providing centralized and near to infinite computation power is an appropriate infrastructure to process large-scale computation problems. However, an essential characteristic of IoT applications is the distribution of IoT devices and their large geographic distance from computing servers, also most IoT applications are delay-sensitive. Because of the slow growth of bandwidth than computing power, cloud computing tackles bandwidth delay, especially for bandwidth-hungry IoT applications such as video processing, virtual reality, and object detection. Also, sending all raw data to cloud servers owned by un-trustable providers brings privacy issues for data owners [2, 4–6].

Fog computing and edge computing are introduced to advance the centralized nature
of cloud computing architecture in executing IoT applications with various resource requirements. Fog computing has a hierarchical architecture of processing and networking resources in the spectrum of end devices to cloud devices. Edge/fog devices with geo-distributed and heterogeneous resources can process input data, so there is no need to send the raw data to cloud servers. This infrastructure has the potential to tackle the challenges of cloud-centric IoT. Architectures of distributed computing systems that use the processing, storage, and networking resources in the continuum from end devices to cloud are known as edge paradigms [7], these architectures have various communication models between devices at all three layers: end devices, edge devices, and the cloud. According to the importance of device-to-device communication for exchanging information between devices, using this technology they can communicate with devices in the same layer or different layers. This yields a graph topology for the edge paradigms [7, 8].

Resource management techniques must be used to unleash the potential of edge paradigms and optimal utilization of resources [9]. These techniques introduce solutions for optimal execution of applications in the network [8]. There are several works in the literature for managing the execution of scientific applications in fog environments [2, 10–15]. In these studies, various topologies are considered for the fog environments, from a tree to a fully connected, and different resource management problems are contemplated, such as scheduling, computation offloading, resource discovery, resource sharing [8]. An IoT use case can have a particular topology for the network structure. Hence the resource management solution is introduced for that topology. Also, because of the distributed infrastructure of edge/fog computing, researchers are introducing distributed, and decentralized algorithms for these environments [16–19]. Therefore, resource management schemes use different network topologies and different algorithms depending on the type of application and system model.

Analyzing the performance of a resource management solution requires evaluation environments. Since the evaluation of solutions in real environments is costly and does not provide a repeatable and controllable condition, simulation tools are considered as a testbed in most studies [20]. An appropriate simulation environment for resource management techniques must be flexible in implementing the desired system model to simulate the solution’s performance close to the real environment. Although by increasing the number of IoT devices, the use of the application in the form of scientific workflows will increase, there are limited tools for simulating resource management and scheduling of these applications in distributed environments. Most of the existing tools have limitations in terms of network topology and computational model, such that they can not work with all types of scientific workflows [21, 22]. Also, there is no simulation toolkit supporting graph network topology to simulate decentralized resource management algorithms. On the other hand, the existing standard simulation tools do not support dynamic arrival of tasks, and hence dynamic resource management and scheduling.

This paper introduces a flexible toolkit called WIDESim for simulating resource management of workflows in distributed environments. WIDESim is an extension of the CloudSim simulator [23] with the ability to simulate distributed environments of cloud, edge, and fog computing without any restrictions on the network topology. To the best
of our knowledge, WIDESim is the first network simulator that is flexible in defining the topology of the distributed environments to consider both centralized and decentralized resource management schemes. On the other hand, WIDESim’s computation model supports applications in all three different forms of scientific workflows. The structure of this paper summarizes as follows: section 2 presents the related works of this study by mentioning related resource management and scheduling approaches in distributed computing systems, and the most popular and state-of-the-art network simulators. section 3 presents the architecture of the WIDESim simulator. Evaluation of WIDESim’s validity is present in section 4. Finally, section 5, concludes the paper.

2 Related Works

The related works of this study can be divided into two sections, the first is resource management approaches in distributed computing systems and the second is simulation tools for these approaches.

2.1 Resource management and scheduling

Since resource management and scheduling are vital challenges in distributed computing systems, there are many studies on these issues [2, 15, 24–32]. Among them, many studies considered the network topology as a graph to enable communication between devices in each layer. In [30], an edge device desire to offload its computation to one or more providers, while providers desire optimal pricing for their services. The nodes in the network are divided into two groups of leader and follower and there is a communication link between each leader and follower. The paper of [31] presented a reinforcement learning-based approach for computation offloading in edge computing. There is one edge server in the system model and a group of edge devices communicates with each other to decide how to offload their computation on the edge server. The paper of [33] presented a game-theoretic approach for multi-hop computation-offloading in an edge–cloud computing to achieve the quality of service (QoS) in a distributed manner. The presented solution is using communication between devices for determining their computation offloading strategies. A scheduling solution is presented in [34], where devices must communicate with each other. Managing an application with dependent tasks in the form of workflows requires considering the dependencies among tasks. A child task is ready provided that the execution of its parents is completed and their dependency data sent to the resource node that the child is assigned. Since the parent and child tasks can place in different layers of the edge/fog computing environment, communication between nodes in different layers and nodes in each layer may be needed. For example, the paper [11] presented a heuristic allocation and scheduling approach to minimize the execution time of independent tasks of IoT applications in the form of workflows. It is considered multiple fog and cloud servers in the system model while they are fully connected by a virtual network. A latency-aware application module placement of workflow-based applications in a fog computing environment with multiple fog servers and one cloud server is presented in [35] that meets the diverse service delivery latency and amount of data signals to be processed in per unit of time for different applications. A heuristic
approach for allocating multiple workflows in a fog computing system with multiple edge/fog and cloud servers is presented in [15]. A meta-heuristic approach is introduced in [36] to address the offloading problem for multiple workflows and is studied to minimize time and energy consumption. The paper [37] presents a heuristic approach to minimize the time and monetary cost of executing multiple workflows in a fog computing system. This paper also considered the fog and cloud servers in the form of a connected graph. The paper [32], presents a heuristic approach to schedule delay-sensitive IoT applications in the form of workflows in a fog computing environment. An offloading and scheduling solution for workflows in fog computing is presented in [38].

On the other hand, large-scale scientific applications may comprise a set of interrelated workflows called a workflow ensemble [39–44]. Workflows in an ensemble typically have a similar structure, and the differences are in their sizes (number of tasks), input data, and individual computational task sizes [39, 43]. There are researchers on managing workflow ensembles in cloud computing [40, 42, 44, 45], also [2] studied offloading and allocation of workflows in a fog computing environment. These approaches are considering multiple fog and cloud servers in their environment. So, assigning the tasks to different servers requires sending dependency data among them. In this case, devices in different layers must communicate with each other, which is practical in a graph topology. Therefore, a simulation tool that is unable to model the graph topologies cannot simulate and evaluate most of the presented studies.

2.2 Simulation tools

CloudSim, [23] is a standard network simulator for simulating scheduling and resource management algorithms of applications in the form of independent tasks. This simulator provides numerous entities that are necessary to simulate a cloud environment. It is an open-source toolkit where different aspects can be reprogrammed. Despite the tooling provided by CloudSim and its flexibility to be partially reprogrammed, it cannot be used to simulate the execution of a workflow in a fog computing environment. This simulator supports modeling independent tasks and their properties, such as the number of instructions to be completed. However, it lacks support for properties such as the dependency between a group of tasks which is crucial for modeling a workflow. Another limitation is the severity of the arrival time of each task, such that all tasks must enter the simulation environment at time zero. iFogSim simulator [20] is developed upon CloudSim to add the necessary features for simulating a fog computing environment to that one. In contrast to CloudSim, iFogSim has richer capabilities for modeling the dependent tasks and their dependencies. Its computational model is essentially a graph in which each vertex is a task, and each edge models the data flow from a source task to a destination task. Since a workflow (i.e., DAG) is a tree of tasks, we can consider all workflows as a subset of all computational models supported by the iFogSim. Additionally, iFogSim supports various devices, including sensors, actuators, edge, fog, and cloud devices. These features make iFogSim an excellent choice for modeling the execution of applications in a fog computing environment. However, the importance of these features is diminished by the strict modeling of network topology. In iFogSim, network devices can only form a tree-like topology. Also, since there are...
no routing tables, each device uses broadcast to send its message to the destination, making it unsuitable for modeling all real-world networks. Its computational model lacks support for grouping the tasks into distinct workflows. Also, there is no support for defining parameters like the deadline for each task or the application. iFogSim2, [46] an enhanced version of iFogSim, aimed to address certain issues in iFogSim. It achieved this by introducing a set of simulation models for mobility-aware application migration, dynamic distributed cluster formation, and microservice orchestration. These contributions positively influenced the quality of service and resource utilization within the simulation. While these enhancements were impactful, the underlying computational and network models remained largely unchanged. As a result, iFogSim2 inherits the primary limitations of its predecessor. WorkflowSim, [21] is also developed upon CloudSim but with a different goal: to simulate the execution of scientific workflows in distributed environments. This simulator enables the user to model scientific workflows providing a directed acyclic graph as its computational model. WorkflowSim takes different delays such as queuing delay, postscript delay, and workflow engine delay into account during the simulation. It can model random failures in the system and respond to them according to users’ configuration, making it an excellent choice for modeling fault-tolerant systems and algorithms. One of the shortcomings of this simulator is the lack of support for concurrent execution of multiple workflows. All tasks in each workflow will mix after applying to the workflow engine component, and it cannot be distinguished each task corresponds to which workflow. Also, WorkflowSim supports a star-like topology for networking in which the central node is the broker and other nodes connected to it are data-centers. These limitations make WorkflowSim unsuitable for decentralized schemes. FogWorkflowSim, [22] is developed on top of both iFogSim and WorkflowSim. This simulator tries to use the network model of iFogSim and integrate it with the computation model of WorkflowSim. Therefore, it is subjected to the shortcomings of the network model of iFogSim and the computation model of WorkflowSim. IoTSim-Edge, [47] has also developed upon CloudSim to accurately model protocols, devices, and scenarios that take place in executing an application on the edge of the network. In this simulator, numerous features are available to model different aspects of the edge network, such as modeling the movement of devices at the edge of the network and their dynamic connection to each cell tower. But, just like iFogSim, this simulator only supports a tree-like topology for networking and suffers from the same constraints as that one. The limitations of the computational model of WorkflowSim also exist here. EdgeCloudSim simulator, [48] also extends CloudSim with a modular architecture to assess the performance of edge computing systems. Notably, it excels in specialized network modeling for WLAN and WAN scenarios, integrates a device mobility model, and features a realistic, tunable load generator and network delay model. Compared to IoTSim-Edge, which focuses on precise modeling of edge protocols and devices, EdgeCloudSim stands out with its modular design and dedicated network modeling capabilities. However, as it relies on CloudSim capabilities for its computational model, EdgeCloudSim faces the same limitations that exist in the CloudSim computational model and cannot model the scientific workflows that are heavily used in IoT applications.
After investigating standard simulators in the context of cloud, fog, and edge simulation, we concluded that CloudSim is the best choice as the base simulation framework to develop a simulation toolkit for modeling resource management problems. Our goal is to reach a simulator where the computational model can support any type of workflow-based application. Also, the network model can support both centralized and decentralized resource management algorithms by considering most of the topologies introduced for the distributed environments of cloud, edge, and fog computing.

3 Architecture

Each discrete-event simulation framework requires tools to model entities and events. Also, there needs to be an interface for sending and receiving events. The simulation framework manages each entity’s life cycle and the generation and delivery of events. When the necessary infrastructure is provided, one can build higher-level tools on top of it. For example, many components such as data-centers, brokers, virtual machines, and processing cores need to be modeled for a fog computing environment. Also, other concepts like tasks, files, and network packets may not be an entity but need to be modeled. In addition, other concepts don’t take a physical form but are present in a resource management and scheduling simulation environment, such as provisioning algorithms and schedulers. It is efficient to rely on a well-established discrete event simulation framework, and develop our desired simulator on top of it. It can provide us with the basic tooling that we need, and we can focus on implementing higher-level features.

iFogSim’s network model simulates tree topologies, and its computational model considers workflows. However, the computational model in the iFogSim is based on the distributed data flow (DDF) model, and converting this model to a workflow as a directed acyclic graph (DAG) format is more complex than extending the computational model of CloudSim to support workflow-based applications. We picked CloudSim as the base simulator for WIDESim. The main reason for this decision is the negligible amount of friction that CloudSim introduces for the extension. Also, according to section 2, all other state-of-the-art simulators are based on CloudSim, indicating the flexibility of this simulation toolkit to be customized for different purposes. CloudSim provides us with all the necessary tooling for discrete-event simulation in cloud computing. Its computation model is rudimentary but quite easy to extend. Its network model contains all the essential features needed to operate in a network. So the challenge lies in making every device in the network aware of the topology and supporting workflow-based applications. In the following section, we discuss the relationship between the architecture of CloudSim and that of WIDESim.

3.1 The proposed simulator

We attempted to implement WIDESim to take inspiration from the discussed simulators in section 2 and inherit their merits while improving their shortcomings. Figure 1 represents the relationship between the architecture of WIDESim and CloudSim in terms of their classes. The architecture of WIDESim consists of two primary categories: the network model and the computational model. Components such as FogDevice,
FogHost, and FogVM are part of the network model and are responsible for managing data movement between devices and the actual processing of tasks. Conversely, components like TaskManager, WorkflowEngine, and FogBroker belong to the computational model, overseeing task relations and making decisions on releasing and assigning tasks to devices based on user policies. The details of each component class are presented in the following.

![Diagram of class relationships in WIDESim and CloudSim](image)

**Fig. 1**: The relationship between classes in WIDESim and CloudSim

### 3.1.1 FogDevice
The FogDevice class models a device in a fog environment network. Therefore, it inherits the properties of a data-center from the Datacenter class in CloudSim, which is also an inheritance of the SimEntity class. So, the FogDevice class is an entity that can receive, process, and send simulation events. This class is modeling a data-center having knowledge from the network topology. This knowledge helps fog devices to communicate with each other. The FogDevice class has three major components of links, routing table, and VM allocation policy. Figure 2 represents the main components of this class. The routing table consists of triples in the form of (source id, destination id, next-hop), which indicates which fog device should be the next hop in the route to any destination. Using routing table, the fog devices can route the received packages in the network. When a fog device receives a message, check if it is the destination of this message, or not. If yes, it will open the message, otherwise, the fog device will send the message to a neighbor node, according to its routing table. This process repeats until the destination device receives the message. Also, there is a download and upload link in each fog device. Each link can receive each packet of data sequentially, and
other packets will be stored in an FCFS queue. And finally, the VM allocation policy maps the VMs created in the FogDevice to a FogHost in this FogDevice. Users can customize the VM allocation policies for this class.

Fig. 2: An overview of FogDevice class

3.1.2 FogHost

This class is a subclass of the Host in Cloudsim without any unique additions. It was created to expose some private properties of the Host class that are needed for the dynamic nature of the WIDESim simulator.

3.1.3 FogVM

This class is a subclass of the Vm in Cloudsim without any special additions. It was created to expose some private properties of the Vm class that are needed to support dynamic resource management in the WIDESim.

3.1.4 Task

Task represents a job in the WIDESim, while it is aware of its position in a workflow. This class is inherited from the Cloudlet class in Cloudsim, which models workload. However, the Cloudlet class has limitations for modeling a task in a workflow according to the WIDESim purpose. So, we inserted some features to the Cloudlet linking each task in a workflow to its parent(s) and children. Each task also carries the id of the workflow belongs to. Other attributes specify how the task will behave when its execution is completed. For example, the selectivity model dictates how the task will produce its output based on its received inputs. The execution model specifies how the task will continue its life cycle after its execution is completed. For example, the task can behave periodically and restart its execution after a fixed period. Each task also carries other specific attributes like its entry time and deadline. Figure 3 represents Cloudlet’s features and the features inserted into it in the Task class of WIDESim.
3.1.5 TaskManager

TaskManager is a subclass of SimEntity in the CloudSim. So, it can receive, process, and send events. TaskManager is responsible for releasing tasks into the simulation environment based on their entry time. TaskManager itself doesn’t know the dependencies between tasks and only looks at their entry time. This entity has access to all input tasks and sorts them in a queue according to their entry time, and releases a task when the simulation clock is equivalent to this task’s entry time. The released tasks are sent to the WorkflowEngine which knows the dependency between tasks. TaskManager is not a physical component in the network and only simulates tasks’ dynamic arrival into the simulation environment.

3.1.6 WorkflowEngine

WorkflowEngine is inherited from SimEntity class in CloudSim. This entity resolves dependencies among tasks and has absolute knowledge of the structure of all workflows submitted to the simulation environment. It receives incoming tasks from the TaskManager. Each received task enters into a queue until the execution of all of its parents is completed. Then, this task is ready for scheduling. So, WorkflowEngine will release this task and pass it to the FogBroker for scheduling.

3.1.7 FogBroker

This class may be the centerpiece of WIDESim. It is also an inheritance of SimEntity class in CloudSim. FogBroker knows the network’s topology, mapping tasks to VMs, and mapping VMs to FogDevices. Also, it keeps track of the life cycle of each task and generates the necessary messages and events based on each task’s execution and selectivity model. This class also keeps track of the life cycle of different VMs and can create and destroy VMs based on a provisioning algorithm. In this case, three task and VM management methods are considered in this class as follows:
• VmToFogDeviceMapper: This method determines the allocation of VMs to fog devices.
• TaskToVmMapper: The manner of mapping tasks to VMs controls by this method.
• VMProvisioner: This method can change VM’s status by deciding which VMs are provisioned, failed, or destroyed.

All the above methods are rewritable and can be customized according to the user’s purpose.

3.1.8 Input Files

In addition to the introduced classes, three input files are considered for describing different aspects of the simulation environment including the input application, network model and user-specified configurations of the simulation environment. These files which are explained in the following are parsed by their designated parser:

**Workflows.json**: This file contains descriptions of input workflows that are supposed to be run in the simulator. At the root level, there is the ”workflows” tag, which is an array of workflows. Any number of workflows can be defined in this file. Each workflow contains a ”workflow_id” and an array of tasks. The definition of tasks of each workflow begins with the ”tasks” tag. Each task has an id, a runtime that indicates the number of instructions needed to complete this task, an array of input files, and an array of output files. This file parses by WorkflowParse in WIDESim. An example of this file is depicted in figure 4. This example models a single workflow with id 0, composed of two tasks with ids 0 and 1, and runtimes of 40000 and 30000 million instructions (MIP), respectively. The input file of task with id 1 is dependent on the output of task with id 0.

**Topology.json**: This file is parsed by the TopologyParser in WIDESim, and describes the network architecture and its topology. Using this file, the user can define the specifications of fog devices available in the network and the connections between them. All properties of a network environment such as fog devices, hosts, processing cores, and virtual machines are configurable through this file. Any network topology can be defined using this file. As shown in figure 5 at the root level of this file is the ”fog_devices” tag, which is an array of FogDevices class. Each FogDevice has an id and a list of neighbors to which this device is connected. Neighbors are instance of FogDevice too. Also, it has a list of hosts belonging to this device. Each host is an instance of FogHost class and has an id and an array of processing cores. Another root level tag is the ”vms” tag which lists the virtual machines created in the simulation environment. It represents FogVM class. The complete list of tags can be found in the [src/main/java/widesim/parse/topology/Parser.java](src/main/java/widesim/parse/topology/Parser.java) file, within the `Tags` class. Figure 5 represents an example of Topology.json when there are two fog devices with IDs 0 and 1 in the system, that are connected directly. There is one host with one processing core in each fog device. Also, three VMs with IDs 0 through 3 are defined in this file. More examples of this file can be found in the [src/main/resources/topologies/](src/main/resources/topologies/) directory.

**Config.json**: This file is parsed by the ConfigParser in WIDESim and provides the user-specified configurations about the behavior of the simulation environment.
For example, we can define how the entities must react when the deadline of a task is reached while it is not completed. More examples for these files can be found from our Github repository. A separate parser is used to parse and analyze each of these files and generate the necessary information for the simulation environment. This information is distributed between TaskManager, FogBroker, and FogDevices once needed. The tasks extracted by WorkflowParser are passed to the TaskManager. Then, this component passes the tasks to the WorkflowEngine according to their entrance time. Finally, the tasks are sent to the FogBroker according to their data dependencies in their associated workflow. FogBroker routes the tasks to a FogDevice for scheduling, knowing the network’s topology. An overview of the relationship between WIDESim’s entities and their functionality is presented in figure 6.

3.1.9 Failure Generator

Failure generator can be used to inject task failure at each simulation run. Then the failed tasks will be rescheduled by the Broker. Failure generator randomly selects a task and fails it based on the specified random distribution and the corresponding parameters. Currently, WIDESim supports Normal, Log-Normal, Gamma, and Weibull distributions. By enabling the failure, the failure generator will be called after the execution of each task; then a column will be added to the output table to show the failure time(s) of each task.
Failure generator examples and usage can be found in `src/main/java/widesim/examples/fail` directory. The output of the examples are available in `outputs/fail` directory.

### 3.2 Summary of characteristics

According to the architecture of WIDESim, we can summarize its features compared to the reviewed simulators in table 1. As shown in this table, network simulators discussed in section 2 do not provide the necessary features needed to simulate the concurrent execution of workflows in a fog computing environment, while WIDESim provides this feature. WIDESim enables separating workflows during execution, allowing defining different QoS parameters for each workflow. Using this feature, our developed simulator can model any application in the form of scientific workflows. None of the reviewed simulators support the dynamic entrance of jobs to the system, while WIDESim supports this feature to enable dynamic resource management and scheduling. Another distinctive feature of the developed simulator is the ability to support any network topology. WIDESim uses the routing tables on each fog device to send a message directly between neighboring nodes, and there are no limitations for communications between nodes. On the other hand, the topology supported in the reviewed simulators is the star or tree. This feature of WIDESim enables the modeling of broader architectures of edge paradigms and IoT use cases.
Fig. 6: An overview of the relationship between WIDESim’s entities and their functionality

| Feature                      | CloudSim | iFogSim | WorkflowSim | Fog WorkflowSim | IoTSim | WIDESim |
|------------------------------|----------|---------|-------------|-----------------|--------|---------|
| Working with workflows      | x        | ✓       | ✓           | ✓               | ✓      | ✓       |
| Concurrent execution         | ✓        | ✓       | ✓           | ✓               | ✓      | ✓       |
| Grouping                     | x        | x       | x           | x               | x      | ✓       |
| Define specific parameters for each workflow | x   | x       | x           | x               | x      | ✓       |
| Dynamic arrival of tasks     | x        | x       | x           | x               | x      | ✓       |
| Dynamic scheduling and provisioning | x   | x       | x           | x               | x      | ✓       |

Table 1: Specification of the network layer used in the evaluation
4 Evaluation and Validation

To study the validity of WIDESim’s performance, we conducted a two-part evaluation under different conditions. In the first part, we compared it with standard simulators. In these evaluations, the simulation time and energy consumption of the proposed simulator are compared to standard simulators, which their accuracy proved. If the results of two simulators are close to each other in an identical scenario, the functionalities are also the same. The contribution of the WIDESim is in both the application and network model. So, for exact comparison, the validation of the WIDESim in this part has been divided into two sections. At first, we will keep the network model simple to evaluate the proposed simulator against WorkflowSim, in terms of the computation model. Then we add more nodes to the network to verify the validity of the proposed simulator’s network model by comparing it with iFogSim. The network model of IoTSim-Edge is more restricted than iFogSim, and its computation model is on par with WorkflowSim. Also, FogWorkflowSim has the network model of iFogSim and the computation model of WorkflowSim. So comparing WIDESim with IoTSim-Edge and FogWorkflowSim does not yield a new scenario that could not be validated during our comparison with iFogSim and WorkflowSim.

In the second part of our evaluations, our focus is solely on showcasing WIDESim’s capabilities in both network and computation models without imposing restrictions on various simulation factors. We primarily measure completion time and overall energy consumption as key performance metrics for this part. To achieve a comprehensive evaluation, we introduce three different network topologies that are more complicated than those used in the first part. These complex topologies effectively demonstrate WIDESim’s support for a wide range of network structures and its suitability for various real-life IoT scenarios. Furthermore, we thoroughly assess WIDESim’s robust computation model through three distinct sections. In the first section, we evaluate WIDESim’s performance with single scientific workflows, including Cybershake, Montage, Sipht, Inspiral, and Epigenomics, as input. In the second section, we conduct experiments using multiple workflow inputs, which consist of batches of different workflows of varying sizes. Finally, in the third section, we evaluate WIDESim with workflow ensembles, which are collections of workflows of the same type but with different sizes. These sections collectively confirm WIDESim’s support for processing diverse workflow-based and edge-based network architectures.

To maintain our focus on evaluating the fundamental capabilities of the network and computational models, we intentionally disabled error generation and fault tolerance features in all experiments. It’s also important to note that energy consumption in all the simulations is calculated as the product of the average power of the devices present in the network throughout the entire simulation duration. The measured time is in seconds, and energy (power) consumption is in joules (watts).

4.1 Comparison with presented simulators

In this section, we are going to compare WIDESim with some of the most common simulation tools available.
4.1.1 Computational model evaluation

To evaluate the computational model of the proposed simulator, WorkflowSim has been chosen as a reference. This simulator has one of the richest computational models among existing simulators, in terms of supporting workflow-based applications. This simulator is supporting execution of workflows, similar to our simulator. This issue caused a close similarity between the computational model of WorkflowSim and the proposed simulator. However, the similarities end here, and we have to limit the network model of our simulator immensely to make it compatible with WorkflowSim. This is due to WorkflowSim’s restriction to a star network topology, wherein a central broker resides at the core, and the data-centers are directly linked solely to this central node. Therefore, the network depicted in figure 7 has been chosen as the underlying topology. The exact specification of the simulation environment in this comparison is shown in table 2. The network topology includes a single data-center, and the resources of this data-center will be divided equally between three VMs. The JSON file for this topology is depicted in figure 8.

To ensure the validity and fairness of the evaluations, we have configured all parameters identically across both simulators. Furthermore, any extra features inherent to each simulator, such as clustering or fault tolerance, have been deliberately deactivated. Both simulators incorporate a customizable mapping mechanism: the TaskToVmMapper class in WIDESim and the BaseSchedulingAlgorithm class in WorkflowSim that can be explicitly specified within WorkflowSim’s Parameters class. These mechanisms are responsible for assigning tasks to specific VMs before their submission to the broker. Moreover, these mechanisms offer high reconfigurability, allowing users to implement and experiment with their own mapping algorithms across both simulators. In this paper, we have employed two distinct mapping algorithms to enhance the precision and comprehensiveness of our computational model evaluation. The first algorithm is a straightforward round-robin (RR) mapper. This approach involves uniformly distributing all ready tasks among all the free VMs, leading to a nearly equal allocation of tasks to each VM. Additionally, each VM executes its assigned tasks using a time-shared methodology. A second algorithm, an FCFS mapper, is also utilized. This algorithm prioritizes assigning ready tasks with earlier entry times to available VMs first. It then waits for the completion of a task and the availability of the associated VM before proceeding to assign the remaining
The execution time of WorkflowSim and WIDESim for five scientific workflows of Montage, Sipht, Inspiral, Cybershake, and Epigenomic [49] and both mapping algorithms, RR and FCFS, are presented in table 3. Visual comparisons between WIDESim and WorkflowSim utilizing the round-robin and FCFS mapping algorithms are illustrated in figures 9 and 10 respectively. The results of both simulators are either equal or incredibly close to each other. These negligible differences arise from inherent structural differences between the two simulators that cannot be manipulated in an experiment. For example, WorkflowSim is a cloud computing simulator, and file transfer times between hosts within the same data-center are not instantaneous. Conversely, WIDESim functions as a fog computing simulator, so there are no file transfer times between hosts within the same fog device. Upon intentionally setting the file transfer
time to 0 in WorkflowSim, the resulting outcomes aligned with those of WIDESim across all analyzed workflows. All the execution results are available in the outputs/computational_model_evaluation directory in the Github repository. These results prove that despite inserted features in our simulator, its accuracy is similar to WorkflowSim. Since the considered scientific workflows in this comparison have a different structure in terms of the graph and the tasks’ specifications, the results further show that our simulator can maintain a similar accuracy compared to WorkflowSim, for different types of scientific workflows. Therefore, our simulator can be used in any scenario where WorkflowSim falls short, as discussed in section 3, such as all forms of scientific workflow-based applications and decentralized resource management and scheduling.

### 4.1.2 Network model evaluation

We assess the validity of WIDESim in terms of the network model by comparing its performance with iFogSim. According to [20], iFogSim only supports tree-like topologies. Therefore we have to evaluate the network model of the simulators using a more restricted topology compared with WIDESim. Another problem is the way messages are sent between different devices in iFogSim. Although in iFogSim, each node broadcasts its message on its outgoing links, WIDESim uses routing tables to propagate messages in the network. So, it is expected to experience various congestion and delays in the performance of these two simulators over the same network topology. However, a linear topology prevents this difference, so we choose the network topology of figure 11 in this comparison.

| Parameter                              | Value          |
|----------------------------------------|----------------|
| Number of VMs                          | 3              |
| VM size                                | 10000 MB       |
| RAM                                    | 512 MB         |
| Bandwidth                              | 1024 MB/s      |
| MIPS                                   | 1000 MIPS      |
| Number of processing cores             | 1              |
| Scheduling algorithm                   | CloudletSchedulerTimeShared |
| Number of data-centers (fog devices)   | 1              |
| Number of hosts                        | 3              |
| Number of processing cores for each host| 1             |
| MIPS of each host                      | 1000 MIPS      |
| Processing core Provisioning algorithm | PeProvisionerSimple |
| RAM of each host                       | 512 MB         |
| RAM Provisioning algorithm             | RamProvisionerSimple |
| Bandwidth of each host                 | 1024 MB/s      |
| Bandwidth Provisioning algorithm       | BwProvisionerSimple |
| VM allocation policy                   | VmAllocationPolicySimple |
| VM scheduler algorithm                 | VmSchedulerTimeShared |

Table 2: Specification of the simulation environment in evaluating WIDESim vs WorkflowSim
Fig. 9: Results of evaluating the computational model of WIDESim compared with WorkflowSim (round-robin mapper)

Fig. 10: Results of evaluating the computational model of WIDESim compared with WorkflowSim (FCFS mapper)
Table 3: Execution time of WorkflowSim and WIDESim for all scientific workflows

| Workflow    | WorkflowSim [RR] | WorkflowSim [FCFS] | WIDESim [RR] | WIDESim [FCFS] |
|-------------|------------------|--------------------|--------------|----------------|
| Cybershake 30 | 360.99           | 300.54             | 317.97       | 305.7          |
| Cybershake 50 | 719.77           | 791.25             | 522.78       | 550.82         |
| Cybershake 100 | 1200.16         | 1272.46            | 1075.89      | 1181.94        |
| Cybershake 1000 | 7894.48         | 792.86             | 7588.57      | 7642.44        |
| Epigenomics 24 | 8793.43          | 8796.44            | 8412.78      | 8416           |
| Epigenomics 46 | 11740.24         | 11742.25           | 10859.89     | 10899          |
| Epigenomics 100 | 137403.42        | 137499.43          | 140196.31    | 140183.78      |
| Epigenomics 997 | 1300291.68       | 1300298.37         | 1295050.89   | 1294140.58     |
| Inspiral 30   | 2880.56          | 2880.78            | 2429.92      | 2430.21        |
| Inspiral 50   | 4344.52          | 4344.56            | 3934.59      | 3934.95        |
| Inspiral 100  | 8061.46          | 8061.69            | 7301.41      | 7301.91        |
| Inspiral 1000 | 76008.05         | 76008.28           | 76033.17     | 76038.57       |
| Montage 25    | 99.13            | 99.38              | 91.02        | 91.17          |
| Montage 50    | 198.53           | 198.84             | 187.76       | 187.96         |
| Montage 100   | 394.73           | 394.98             | 392.7        | 392.79         |
| Montage 1000  | 4622.71          | 4624.32            | 4021.67      | 4021.74        |
| Sipht 30      | 5396.21          | 5396.66            | 4468.96      | 4461.02        |
| Sipht 60      | 10144.38         | 10144.39           | 5008.16      | 5008.54        |
| Sipht 100     | 10874.04         | 10874.85           | 6204.46      | 6200.89        |
| Sipht 1000    | 72895.54         | 72895.65           | 57894.87     | 57897.12       |

Fig. 11: The network topology used in comparing iFogSim vs WIDESim

In addition to the differences mentioned in the implementation of the network model of these two simulators, the computational model of these two also has differences. The input of the computational model of both simulators is a DAG, but the meaning of node and edge in in the computational model of the iFogSim is different from WIDESim. In a workflow in WIDESim, a node represents a task, and each task has an input file, an execution time, and an output file. This task must be scheduled and prepared for execution on a virtual machine. Also, each edge represents a data dependency between tasks. The weight of each edge also indicates the amount of data that the source task produces and the destination task consumes. On the other hand, in the iFogSim computing model, each node represents a virtual machine which only one application module is assigned to it, unlike WIDESim where each vm can schedule multiple tasks. Each edge contains information that informs the destination virtual machine how much data it should receive and how many instructions it should execute. This means that a one-to-one conversion from a workflow to an application is not necessarily possible in the iFogSim.

In scenarios with linear workflow, this conversion is one-to-one, and as shown in Figure 12, the amount of data required to complete each intermediate task in the workflow must be placed on the input edge of that task in a similar node in the iFogSim’s
computational model. But as shown in Figure 13, there are scenarios in which the workflow model cannot provide enough information for the computational model of iFogSim and therefore the conversion fails. In this figure, the reason for this failure is that Task 3 has two parents, and this makes us unable to determine which edge to allocate the necessary execution time to in conversion. A solution to this problem is to divide the task execution time between the input edges in a weighted manner, means that execution time is assigned based on data length which is transferred on each edge. But for several reasons, this method may lead to the implementation of the application being different from the workflow that was generated from it as is mentioned below.

- In the case of workflow, it is meant that Task 3 is done at once, but in the conversion of this task into two tasks as shown in Figure 13, depending on the scheduling algorithm in Node 3, different results can be generated. In other words, the scheduling algorithm of Node 3 may schedule whole 700 instructions in a different way that schedules two smaller tasks and it causes inconsistency in two simulator’s results comparison.
- Also, another case is that Node 3 executes two received tasks when both tasks have been sent. For example, if Node 1 finishes its execution and sends its output to Node 3 along with the number of commands necessary to process it, Node 3 must wait for the output file of Node 2 to be generated and reach it. Because Task 3 executes all 700 million commands at once. But since it is not possible to determine such a property in this simulator, the execution of the application will be different from the reference workflow.

Figure 14 shows the comparison of the performance of WIDESim with iFogSim in terms of execution time and energy consumption. We see the same performance of WIDESim and iFogSim under the same topology and simulate the same application. This result is, in conjunction with the results obtained by comparing WIDESim to WorkflowSim, showing WIDESim can be used for simulating different types of scientific workflows over different network topologies (graph topology), with close performance to standard simulators that are an extension of CloudSim.

Fig. 12: Successful mapping of iFogSim application to WIDESim workflow
4.2 Analyzing the contributions of WIDESim

In this section, we are going to evaluate the advanced features of WIDESim. These features include supporting complex graph topologies and a variety of workflows, including single, multiple, and workflow ensembles.

In the assessments of this section, we’ve mainly focused on two essential factors: time and energy consumption. These are crucial aspects that require efficient management, especially in cloud, fog, and edge computing. For all our experiments, we’ve consistently used the FCFS algorithm for the assignment of tasks to virtual machines. Additionally, our internal virtual machine scheduling algorithms are designed to share processing time efficiently.

4.2.1 Case studies

In this part, we will study the performance of WIDESim in three different network topologies, which are presented in [8]. The first topology is called edge server, in
| Parameter                          | Value                        |
|-----------------------------------|------------------------------|
| Number of VMs                     | 8                            |
| VM size                           | 10000 MB                     |
| RAM                               | 512 MB                       |
| Bandwidth                         | 1024 MB/s                    |
| MIPS                              | 1000 MIPS                    |
| Number of processing cores        | 1                            |
| Scheduling Algorithm              | CloudletSchedulerTimeShared  |
| Number of Datacenters             | 8                            |
| Number of Hosts                   | 1                            |
| Number of Processing Cores for Each Host | 1                      |
| MIPS of Each Host                 | 1000 MIPS                    |
| Processing Core Provisioning Algorithm | PeProvisionerSimple       |
| RAM of Each Host                  | 512 MB                       |
| RAM Provisioning Algorithm        | RamProvisionerSimple         |
| Bandwidth of Each Host            | 1024 MB/s                    |
| Bandwidth Provisioning Algorithm  | BwProvisionerSimple          |
| VM Allocation Policy              | VmAllocationPolicySimple     |
| VM Scheduler Algorithm            | VmSchedulerTimeShared        |

Table 4: Specification of the simulation environment in evaluating WIDESim vs iFogSim

Fig. 14: WIDESim execution time and energy compared to iFogSim

which cloud devices are connected to the edge devices and edge devices are connected to end devices. This topology illustrates edge computing architecture and cloudlet, where bandwidth and computationally intensive tasks are sometimes expected. In this topology, thanks to edge devices, it is possible to manage bandwidth challenges in cloud computing for bandwidth-intensive applications. Edge devices, with less computational power than cloud devices, can also process all or some of the tasks of the applications. Relatively high computational power, moderate power consumption, and lower latency are the advantages of this topology. This topology is shown in figure 15.

The second topology is called coordinator device, in which both edge and end devices are considered computational resources, and these edge devices are called coordinators. In this topology, some end devices can mediate between the cloud and other end devices. In other words, the coordinator devices are connected to edge devices and other end devices. There is not any specific separation between the edge and end layers. Even the edge layer can contain a hierarchy of devices. In this topology,
fog and end devices are present in the range of end-to-cloud devices. Hence, this topology is suitable for both computational power-intensive and bandwidth-intensive tasks since end devices can do some computations without needing cloud devices. However, running a computationally intensive workflow may result in an increase in the consumed power. Since fog and edge devices have higher bandwidth than cloud devices, this topology can decrease the transmission time of tasks and data. This topology is shown in figure 16.

The third topology is called device cloud. Unlike previously mentioned ones, this topology has less interaction between the end and cloud devices. End devices can also act as small cloud devices and do some of the cloud devices’ tasks. The more computationally intensive tasks are still done by cloud devices. This topology can illustrate the mobile-cloud computing environment, especially in the case of decentralized and peer-to-peer communication. Since fog and edge devices are computationally less capable, and cloud devices are less used in this topology, this topology is unsuitable for massive workloads with computationally intensive tasks. Power consumption and latency
Parameter | Value
---|---
VM size | 10000 MB
Scheduling algorithm | CloudletSchedulerTimeShared
Processing core Provisioning algorithm | PcProvisionerSimple
RAM Provisioning algorithm | RmProvisionerSimple
Bandwidth Provisioning algorithm | BwProvisionerSimple
VM allocation policy | VmAllocationPolicySimple
VM scheduler algorithm | VmSchedulerTimeShared
Task to VM mapping algorithm | FCFS

Table 5: General specification of all topologies in evaluating WIDESim

are expected to vary depending on the network configuration. This topology is shown in figure 17.

![Device cloud topology](image)

Fig. 17: Device cloud topology

These topologies can be seen in a wide range of IoT applications. For the first example, we can consider a transportation scenario in which smart cars, traffic lights, and other sensors should be connected to each other. In this scenario, the first topology can be used. For the second example, consider visual security and surveillance scenarios in which cameras are deployed in different places. These cameras can generate massive amounts of data. Traditionally, these cameras are connected to a central cloud server. But, nowadays, by increasing camera resolution and frame rate, traditional cloud-based architectures are not efficient and scalable. So, we can use the second topology for this scenario. As the last example, we can consider a smart building scenario in which different sensors are deployed in a building. These sensors can be used for different purposes like security, energy management, etc. In this scenario, we can use the third topology. [8]

The simulation settings, common to all three topologies, are detailed in Table 5. The detailed specification of devices of each topology (edge server, coordinator server, and device cloud) can also be found in tables 6, 7, and 8 respectively.

### 4.2.2 Single Workflow Evaluation

In our evaluations thus far, we have constrained WIDESim’s capabilities to ensure equal conditions for conducting experiments and making fair comparisons with other simulators. These limitations made us restrict the network topologies and workflows
Table 6: Device specification of topology edge server

| Parameter               | Cloud Device | Edge Device | End Device (Phone) | End Device (Other) |
|-------------------------|--------------|-------------|--------------------|--------------------|
| Number of VMs           | 1            | 1           | 1                  | 1                  |
| RAM of VM               | 1024 MB      | 512 MB      | 64 MB              | 64 MB              |
| Bandwidth of VM         | 512 MB/s     | 1000 MB/s   | 4000 MB/s          | 4000 MB/s          |
| MIPS of VM              | 6000 MIPS    | 4000 MIPS   | 500 MIPS           | 500 MIPS           |
| Number of VM processing cores | 1           | 1           | 1                  | 1                  |
| Number of devices       | 1            | 2           | 1                  | 3                  |
| Number of hosts per device | 1           | 1           | 1                  | 1                  |
| Number of processing cores for each host | 1           | 1           | 2                  | 1                  |
| RAM of each host        | 1024 MB      | 512 MB      | 64 MB              | 64 MB              |
| Bandwidth of each host  | 512 MB/s     | 1000 MB/s   | 4000 MB/s          | 4000 MB/s          |
| MIPS of each host       | 6000 MIPS    | 4000 MIPS   | 500 MIPS           | 500 MIPS           |

Table 7: Device specification of topology coordinator device

| Parameter               | Cloud Device | Edge Device | End Device (Phone) | End Device (Other) |
|-------------------------|--------------|-------------|--------------------|--------------------|
| Number of VMs           | 1            | 1           | 1                  | 1                  |
| RAM of VM               | 1024 MB      | 512 MB      | 64 MB              | 64 MB              |
| Bandwidth of VM         | 512 MB/s     | 1000 MB/s   | 5000 MB/s          | 5000 MB/s          |
| MIPS of VM              | 6000 MIPS    | 4000 MIPS   | 500 MIPS           | 500 MIPS           |
| Number of VM processing cores | 1           | 1           | 1                  | 1                  |
| Number of devices       | 1            | 2           | 1                  | 4                  |
| Number of hosts per device | 1           | 1           | 1                  | 1                  |
| Number of processing cores for each host | 1           | 1           | 2                  | 1                  |
| RAM of each host        | 1024 MB      | 512 MB      | 64 MB              | 64 MB              |
| Bandwidth of each host  | 512 MB/s     | 1000 MB/s   | 5000 MB/s          | 5000 MB/s          |
| MIPS of each host       | 6000 MIPS    | 4000 MIPS   | 500 MIPS           | 500 MIPS           |

used in our experiments. As a result, we couldn’t fully showcase WIDESim’s capabilities and thoroughly assess its ability to handle complex workflows and network scenarios.

Recognizing these limitations, this section focuses on understanding WIDESim’s strengths and validating its network and computational abilities. The workflows we’ve used for this assessment are the same scientific workflows we used in previous evaluations when comparing WIDESim with WorkflowSim. In each test, we’ve simulated one of these workflows in different computing environments. Regarding the network topologies we’ve used, we’ve chosen three practical configurations: edge server, coordinator device, and device cloud, as we discussed earlier. These topologies have more complex structures, including loops and cycles, which are challenging for other simulators to handle. These topologies are inspired by real-world networks and demonstrate WIDESim’s ability to simulate real-world scenarios accurately.

To enable a comparison of the execution results of individual workflows on different topologies, we’ve created bar charts. In these charts, each distinct workflow size is represented with different colors for each of the three reference realistic topologies. Figure 18 displays the charts related to workflow execution time, and Figure 19 shows those related to energy consumption. All execution results are available in the directory
Fig. 18: Execution time of individual scientific workflows on three different topologies in the WIDESim

Fig. 19: Energy consumption of individual scientific workflows on three different topologies in the WIDESim
| Parameter                      | Cloud Device | End Device (Phone) | End Device (Other) |
|-------------------------------|--------------|--------------------|-------------------|
| Number of VMs                 | 1            | 1                  | 1                 |
| RAM of VM                     | 1024 MB      | 64 MB              | 64 MB             |
| Bandwidth of VM               | 512 MB/s     | 4500 MB/s          | 4500 MB/s         |
| MIPS of VM                    | 6000 MIPS    | 500 MIPS           | 500 MIPS          |
| Number of VM processing cores | 1            | 1                  | 1                 |
| Number of devices             | 1            | 1                  | 3                 |
| Number of hosts per device    | 1            | 1                  | 1                 |
| Number of processing cores for each host | 1 | 2 | 1 |
| MIPS of each host             | 6000 MIPS    | 500 MIPS           | 500 MIPS          |
| RAM of each host              | 1024 MB      | 64 MB              | 64 MB             |
| Bandwidth of each host        | 512 MB/s     | 4500 MB/s          | 4500 MB/s         |

Table 8: Device specification of topology device cloud

outputs/single_workflow within the project’s GitHub repository. The results are categorized by network topology in this directory. In these files, you can find the results related to energy consumption at the end of the simulation run and above the summary table for task execution times.

Regarding the results obtained from the evaluation of individual workflows, we can observe that in almost all cases, as the workflow size increases, the time required for processing all tasks follows an increasing trend in all three topologies. This upward trend in energy consumption is also evident with an increase in the workflow size. In some cases, such as the Sipht workflow, the upward trend is less apparent for smaller sizes. This phenomenon is due to the efficient concurrent execution structure within these workflows. Essentially, due to lower workloads and greater potential for concurrent execution among tasks in these workflows, the time difference between executions is reduced. These findings align with expectations, as devices take more time to complete all tasks with an increase in the number of executable tasks. Since energy consumption is dependent not only on device power but also on simulation runtime, it similarly increases with execution time.

Another interesting aspect to investigate is the general comparison of execution time and energy consumption in different topologies, independent of the processed workflow. By examining the execution time results for different workflows individually on these three topologies, we observe that, in most cases, the execution time for a workflow on the device cloud topology (c) is significantly higher than the other two topologies. These observations are justified considering the differences among these three topologies. As evident from the device cloud (c) topology’s structure, it essentially represents a simplified cloud environment, with most computations dedicated to a specific cloud data-center. This is in contrast to the other two topologies that focus more on edge and fog environment structures. Therefore, for executing a set of tasks on the device cloud topology (c), a single device bears the majority of computations, resulting in an extended execution time. Additionally, considering that in all links between edge and data-center devices, the lower bandwidth of cloud device is the bottleneck of communication, file transfer times between devices are significantly increased in this topology. This is while in the other topologies, the participation of various edge and fog devices in the environment and their collaboration with the cloud
server enhances the overall processing power, requiring less time to complete all tasks in the environment.

On the other hand, when comparing the execution times of workflows in the edge server topology (a) to the coordinator device topology (b), considering the architecture of these topologies is of great importance. The edge server topology, in addition to the end devices, includes edge servers near the end users with relatively high processing power, allowing a larger portion of computations to be performed outside the cloud device, within the edge layer. This topology, overall, offers higher processing capabilities compared to the device cloud topology (c) and, due to its emphasis on task processing at edge devices, represents an edge computing environment. The coordinator device topology (b) also places a significant emphasis on the processing power available at the edge. It includes end devices with slightly higher processing power connected to the regular end devices, which can function as less powerful edge servers, referred to as edge-end devices. These edge-end devices are connected to more powerful edge servers in higher layers, still near end users, enabling the processing of heavier workloads within the edge environment. The higher number of employed edge and end devices and the diversity of their interconnections unveil a substantial amount of readily accessible computational resources in the space between the cloud device and end devices. The intricate hierarchical and widely distributed architecture of the devices in the network makes the coordinator device topology (b) more representative of a fog computing environment.

Considering the architectures of these two topologies, the overall processing power of the coordinator device topology (b), particularly in the edge layer, is greater than that of the edge server topology (a). As a result, we generally expect the execution time for a set of similar tasks in the coordinator device topology (b) to be less than that in the edge server topology (a). Based on the results obtained in Figure 18, we see that this pattern has been followed in almost all workflow cases, with the coordinator device topology (b) having the shortest execution time among all three topologies. In very few cases, such as Inspiral50 and Epigenomics100, a slightly larger execution time is observed in the coordinator device topology (b) compared to the edge server topology (a). The reason for this observation is that the evaluation results exhibit a strong dependence on various factors such as workflow graph structure, task size, task dependencies, number of devices and interconnections in topology, and task mapping and scheduling algorithms optimality, rather than just the overall processing power of the environment. The impact of the processing power shows itself more strongly in larger number of tasks. The FCFS algorithm, for instance, makes task mapping decisions solely based on a simple heuristic of task arrival time, without considering critical parameters like device processing power, bandwidth of connections, task size, and task dependencies. Therefore, as expected, the outcome of mapping and scheduling with this algorithm may not be optimal, leading to greater delays and suboptimal processing times in some cases. The few instances where the general execution time trend between the edge server (a) and coordinator device (b) topologies has deviated slightly are influenced by this phenomenon.

Looking at energy consumption in the results obtained from the evaluation, we observe that for each single workflow type scenario, energy consumption for smaller
sizes is lower in the device cloud topology (c) compared to the edge server (a) and coordinator device (b) topologies. However, for larger workflow sizes, this observation is inverted, and energy consumption in the device cloud topology (c) surpasses the other two topologies. The reason behind this lies in how we calculate the energy consumption in computational environments. Energy consumption is directly related to both the processing power of devices and the total runtime of workflow execution. Therefore, for smaller workflow sizes, despite the slightly longer execution time of the device cloud topology (c) compared to the other two topologies, that's mainly because of the large file transfer times due to limited bandwidth in the cloud layer and poor utilization of devices in the edge layer, the lower power consumption of the devices in this topology (primarily consisting of the power consumption of a single cloud device) dominate the calculation of energy consumption. As a result, in this scenario, the device cloud topology (c) consumes less energy compared to the other two topologies. In cases where the workflow size is larger, and the number of tasks is higher, due to network congestion in the device cloud topology (c) and its limited bandwidth, the execution time significantly outweighs the power consumption of devices in the environment, which remains constant. Consequently, in this scenario, the device cloud topology (c) consumes more energy compared to the other two topologies.

Furthermore, as previously mentioned, the coordinator device topology (b) has more devices and interconnections in its network than the edge server topology (a). This leads to the expectation that, despite generally having a shorter execution time compared to the edge server topology (a), the coordinator device topology (b) usually consumes more energy under similar conditions than the edge server topology (a). Observing the energy consumption results for different topologies in Figure 19 also confirms this general expectation to a considerable extent. In some cases where the opposite pattern is observed, and the energy consumption in the coordinator device topology (b) is lower than that in the edge server topology (a), considering the small total number of tasks, as well as the workflow graph structure and the size of the executable tasks, becomes a key factor. For example, in the Cybershake50 workflow where the energy consumption in the coordinator device topology (b) is significantly lower than that in the edge server topology (a), it can be attributed to the small task size and the need for less execution time. Most of the workload is handled by the end devices in the low-power edge layer, leading to a significant reduction in the overall energy consumption of this topology. This is due to the higher number and diversity of end devices in the coordinator device topology (b) compared to the edge server topology (a).

4.2.3 Multiple Workflow Evaluation

One of the most important features of the WIDESim simulator is support for the concurrent execution of several different workflows. To perform this, according to the paper [15], a list of workflows is passed to the TaskManager class, which is responsible for managing tasks. Then, depending on the scheduling algorithm specified by the user, the tasks are scheduled. It is also crucial to note that in the implementation of the Task class in the WIDESim simulator, an identifier related to the respective workflow is stored for each task, indicating which workflow each task belongs to. This feature in
the WIDESim simulator provides the possibility to investigate the performance and execution method of each of the workflows separately.

In the evaluation phase of this WIDESim simulator feature, the network topologies mentioned in the case study section 4.2.1 have been used, and benchmark workflow groups have been used as workflows. To estimate and examine this matter more precisely, evaluations have been performed on eight scenarios of multiple workflows where there are 5, 10, 15, 20, 25, 30, 35, and 40 workflows. In the scenario with 5 workflows the smallest size of each five benchmark workflows in table 3 is used for simulation. For further evaluations, as the number of workflows increases, the set of 5 benchmark workflows with larger size is added to simulation environment. In each scenario, one instance of each of the 5 larger benchmark workflows is added to the workflow groups until the largest size of each 5 benchmark workflows, afterwards the largest size of benchmark workflows are used. The exact structure of workflows used and the simulation code in each scenario can be viewed at GitHub repository. We evaluate each of the 8 scenarios of multiple workflows on the three mentioned network topologies, and we compare the results in terms of execution time and energy in each. The time and energy results related to different topologies are available in figure 20. Also, detailed and precise reports related to each simulation, such as information and detailed data for each task and other data, are accessible at the path outputs/multiple_workflows in the GitHub repository.

According to the mentioned diagrams, during the increase in the number of workflows initially, due to the fact that the dimensions of each workflow are increasing in addition to their number, the slope of time and energy diagrams is smaller than the case where the dimensions of workflows grow to a fixed size at the end of the x-axis. The increase, as expected, in the amount of time and energy during the increase in the number and size of workflows confirms the simulator’s accuracy in this regard. In terms of comparing the network topologies, the execution time in device cloud scenario is much more than other two topologies due to the use of only cloud devices for processing, unlike other scenarios where edge and end devices are also used as processing units, another reason is the network latency which is larger in the case of
cloud scenario comparing other two topologies. Moreover, the execution time of edge server scenario is more than coordinator device, which is consistent with the results in single execution scenario in figure 18 that is mainly due to more processing power in coordinator device topology.

When evaluating energy consumption in single workflow scenarios, it was observed that edge and fog setups tend to consume more energy compared to cloud configurations. This is illustrated in Figure 19, where, in most instances, the energy usage of edge servers and coordinator devices exceeds that of cloud-based devices. However, considering a group of benchmark workflows with different structures doesn’t lead to a same result as single workflow evaluation. Thus, energy consumption of multiple workflows does not follow a specific pattern as it does in single workflow scenario due to different structure of combined workflows and non-optimized scheduling and allocation algorithms.

Another issue we examine in this part is the execution time per each workflow. To evaluate this, we examine the start and end times and the duration of each of the workflows in the topologies of section 4.2.1. For readability and easier evaluation, we consider a group of five workflows for this issue, which list of them and the results of this study can be seen in table 9. In this table, the start time, end time, and duration for each of the five workflows are reported for each of the three network topologies in the section. As can be seen, all five workflows are being executed in parallel, and this confirms the WIDESim supports evaluation on a group of parallel workflows. Also, comparing this table with the single execution case for FCFS scheduling algorithm 3 of each of the workflows shows that most execution times are in harmony with the single case, and in cases where the execution time in the multi-instance is longer than the single workflow case, a few tasks of that workflow have waited in the queue to be scheduled. For easier review of the amount of time spent by each of the workflows, their execution duration for different topologies is leaked in figure 21. There is also the comparison of energy consumption in figure 22.

Referring to Figure 21, the execution time for the device cloud topology scenario exceeds that of the other two scenarios for most scientific workflows. This observation aligns with prior findings from single workflow evaluations. The increased execution time in the device cloud scenario arises from the lower computational power and the significant latency due to numerous links to the cloud. Conversely, computational power in this scenario is distributed across multiple devices, ensuring that no single device becomes a system bottleneck as a result of high latency. Furthermore, in all
Table 9: Investigating the execution time of workflows in group workflow evaluation

| Workflow    | Coordinator Device | Device Cloud | Edge Server |
|-------------|--------------------|--------------|-------------|
| Cybershake 30 | 0.11               | 159.02       | 388.46      |
| Epigenomics 24 | 0.11              | 7637.38      | 9175.5      |
| Inspiral 30   | 0.11               | 2201.35      | 2665.74     |
| Montage 25   | 12.00             | 556.01       | 1107.53     |
| Sipht 30     | 25.99             | 2111.49      | 1185.03     |

In terms of energy consumption, as illustrated in Figure 22, the variance across all three topologies is not as pronounced as it was with execution time. Energy consumption is comparable in most scientific workflows, with the exceptions of Epigenomics and
Inspiral. This stands in contrast to the single workflow energy comparisons shown in Figure 19, where the coordinator device topology and edge server scenarios exhibited higher power consumption than the device cloud scenario. In the context of multiple workflow simulations, however, the energy consumption of the device cloud topology exceeds that of the other topologies. This increase is due to the accumulation of waiting tasks and the strain of an overloaded system, compounded by the non-optimal scheduling algorithm, which results in higher energy consumption in the device cloud scenario.

4.2.4 Workflow Ensemble Evaluation

In the following, we will evaluate the WIDESim simulator on workflow ensembles that are a group of workflows from one type but with different sizes chosen based on a probability distribution according to the article [42]. In this evaluation, for the 5 benchmark topologies, we randomly select some of them with different sizes and concatenate them and then simulate the process. The distribution which is used to pick random sizes of each scientific workflow is uniform. We concatenate and run each of the workflows with a number of 5 through 40 workflows and examine the results. The comparison of these cases in terms of time and energy can be seen in figure 23. Also, the implementation code of this simulation is accessible in the WIDESim GitHub repository. You can refer to the documentation section doc for further information on how to repeat this experiment.

In terms of execution time, we can overlay conclude that the duration of device cloud topology is greater than edge server and edge server is greater than coordinator device, this fact was observed about single workflow and multiple workflow simulation in figure 18 and 20. In the case of energy consumption comparison, there is again no significant order between three topologies as it was mentioned in multiple workflow evaluation. However, the results are much more varied that is mainly due to randomness in choosing different sizes of each benchmark workflow. Additionally, contrasting to multiple workflow evaluation, the structure of each workflow in group of workflows in each scenario of ensemble evaluation is the same that, avoiding the impact of a larger workflow in terms of execution time and energy on other workflows.
Fig. 23: Ensemble workflow evaluation and comparison of time and energy
5 Conclusion

This paper presents a network simulator on top of CloudSim called WIDESim, which supports different forms of scientific workflows in distributed environments with a graph topology while existing network simulators neither support all types of scientific workflows nor a graph topology for the network. WIDESim enables direct communication between devices supporting device-to-device communication, an important technology in 5G and 6G. So, besides simulating all types of scientific workflows, WIDESim supports decentralized resource management and scheduling, which includes a wide range of schemes in the distributed environments of edge, fog, and cloud computing. We have studied the validity of the network and computational model of WIDESim compared to existing standard simulators. It confirms that WIDESim performs correctly while providing improvements either in the computation or network model. We have also conducted performance studies of WIDESim in resource management and application scheduling for diverse types of workflow-based applications and real-life distributed computing systems including edge-based infrastructures with graph topology. These assessments provide evidence for the suitability of WIDESim in simulating various IoT and distributed computing scenarios, highlighting its exceptional features.

In the future, we aim to expand this study in two key areas. Firstly, we plan to enhance the network model by supporting a broader range of IoT devices, including sensors and actuators. These improvements in the network model also include the support of different messaging protocols that are used widely in IoT like MQTT (Message Queuing Telemetry Transport), AMQP (Advanced Message Queuing Protocol), XMPP (Extensible Messaging and Presence Protocol), and CoAP (Constrained Application Protocol), as they are supported in IoTSim-Edge. Additionally, we will focus on allowing support for device mobility and dynamic changes in device connections within the network. Secondly, in terms of the computational model, we intend to reduce workflow execution overhead by implementing features such as workflow clustering. An implementation of this technique is already available in WorkflowSim, and we aim to provide a more enhanced implementation in WIDESim.
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