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ABSTRACT

For generative autoencoders to learn a meaningful latent representation for data generation, a careful balance must be achieved between reconstruction error and how close the distribution in the latent space is to the prior. However, this balance is challenging to achieve due to a lack of criteria that work both at the mini-batch (local) and aggregated posterior (global) level. Goodness of fit (GoF) hypothesis tests provide a measure of statistical indistinguishability between the latent distribution and a target distribution class. In this work, we develop the Goodness of Fit Autoencoder (GoFAE), which incorporates hypothesis tests at two levels. At the mini-batch level, it uses GoF test statistics as regularization objectives. At a more global level, it selects a regularization coefficient based on higher criticism, i.e., a test on the uniformity of the local GoF p-values. We justify the use of GoF tests by providing a relaxed $L_2$-Wasserstein bound on the distance between the latent distribution and target prior. We propose to use GoF tests and prove that optimization based on these tests can be done with stochastic gradient (SGD) descent on a compact Riemannian manifold. Empirically, we show that our higher criticism parameter selection procedure balances reconstruction and generation using mutual information and uniformity of p-values respectively. Finally, we show that GoFAE achieves comparable FID scores and mean squared errors with competing deep generative models while retaining statistical indistinguishability from Gaussian in the latent space based on a variety of hypothesis tests.

1 INTRODUCTION

Training generative autoencoders (GAEs) to generate quality samples requires balancing low reconstruction error with a regularization loss that encourages the latent representation to be meaningful for data generation (Hinton & Salakhutdinov, 2006; Ruthotto & Haber, 2021). Variational autoencoders (VAEs) achieve this balance by maximizing a lower bound on the data log-likelihood, which consists of a reconstruction term and a Kullback-Leibler (KL) divergence term between the posterior and prior distributions (Kingma & Welling, 2013; Rezende et al., 2014). The development of new GAE meta-priors (Bengio et al., 2013) generalizes assumptions about the data distribution in the latent space and have enabled the learning of representations that are hierarchically organized (Sønderby et al., 2016; Vahdat & Kautz, 2020), semi-supervised (Kingma et al., 2014), clustered (Makhzani et al., 2015; Lechat et al., 2021), or disentangled (Kumar et al., 2018; Horan et al., 2021). Meta-priors are typically enforced with an additive term in the GAE loss function that minimizes a statistical distance, e.g., KL divergence, between the posterior and a specific prior (Tschannen et al., 2018).

Another important class of statistical distances used in GAE meta-priors are based on optimal transport (OT) and Wasserstein distance, including the Wasserstein (WAE) (Tolstikhin et al., 2017), Sinkhorn (Patrini et al., 2018) and sliced-Wasserstein autoencoders (SWAE) (Kolouri et al., 2018). Importantly, OT-based GAEs encourage the aggregated posterior density to match an assumed prior distribution (compared to, e.g., VAEs that typically minimize the per-sample discrepancy) and have been shown to avoid the disadvantages of VAEs and adversarial methods (Tolstikhin et al., 2017). However, in all cases, a balance between reconstruction and generation is required (Alemi et al., 2018) to prevent decoupling between the posterior and the prior (Hoffman & Johnson, 2016) or vanishing KL between the two (Bowman et al., 2016). Regardless of the selected meta-prior, it is difficult to decide when the posterior is close enough to the prior due to: (a) the absence of tight constraints on
the statistical distances; (b) their distributions across mini-batches; and (c) the difference in scale between reconstruction and regularization objectives. If the posterior deviates from the prior, GAEs may generate samples of poor quality or with incorrect proportions (Rubenstein et al., 2018).

In contrast to statistical distances, goodness-of-fit (GoF) tests are statistical hypothesis tests that measure the indistinguishability between the posterior and a prior distribution class (Stephens, 2017), typically the class of Gaussians. While both parametric (Ridgeway & Mozer, 2018; Palmer et al., 2018) and nonparametric (Ding et al., 2019) hypothesis tests have been used in GAEs, prior work exhibits both theoretical and practical issues. In GAEs, GoF test statistics are optimized locally in mini-batches and no mechanism exists to determine if the aggregated posterior is indistinguishable from the prior. If GoF test p-values are small (i.e., mini-batches are distinguishable from the prior), then sampling quality is poor; conversely, an abundance of large GoF p-values may result in poor reconstruction as the posterior matches too closely to the prior at the mini-batch level (Lucas et al., 2019). Careful selection of regularization coefficients is required to ensure that the statistical distance is close enough but not too close to balance reconstruction and generation. Further, test statistic optimization in GAEs suffers from identifiability issues, unbounded domains, and gradient singularities and there exists no principled algorithm to optimize GoF using SGD.

**Our Contributions:** We develop and justify a framework for parametric test statistic optimization, resulting in a novel GAE that optimizes GoF tests for normality, and an algorithm for regularization coefficient selection based on p-value higher criticism (Donoho et al., 2004). Note that the GoF tests are not only for Gaussians with nonsingular covariance matrices, but all Gaussians, so they can handle situations where the data distribution is concentrated on or closely around a manifold with dimension smaller than the ambient space. The framework uses Gaussian priors as it is a standard option (Doersch, 2016; Bousquet et al., 2017; Kingma et al., 2019), and also because normality tests are much better understood than GoF tests for other distributions, with many more tests and more accurate calculation of p-values available. The framework can be modified to use other priors in a straightforward way provided that the same level of understanding can be gained on GoF tests for those priors as for normality tests. All proofs are deferred to the appendix. Specifically, our contributions are summarized as follows.

- We propose a framework (Sec. 2) for bounding the statistical distance between the posterior and the prior in GAEs, which forms the theoretical foundation for a deterministic GAE - Goodness of Fit Autoencoder (GoFAE), that directly optimizes GoF hypothesis test statistics.
- We examine four GoF tests of normality based on correlation and empirical distribution functions (Sec. 3). Each GoF test focuses on a different aspect of Gaussianity, e.g., moments or quantiles.
- A model selection method using higher criticism of p-values is proposed (Sec. 3), which enables global normality testing of the aggregated posterior and is test-based instead of performance-based. This method helps determine the range of the regularization coefficient that well balances reconstruction and generation using uniformity of p-values respectively (Fig. 2).
- We show that gradient based optimization of test statistics for normality can be complicated by identifiability issues, unbounded domains, and gradient singularities; we propose a SGD that optimizes over a Riemannian manifold (Stiefel manifold in our case) that effectively solves our GAE formulation with convergence analysis (Sec. 4).
- We show that GoFAE achieves comparable FID scores and mean squared error on three datasets while retaining statistical indistinguishability from Gaussian in the latent space (Sec. 5).

## 2 A Generative Auto-Encoder Framework

Let $(X, P_X)$ and $(Z, P_Z)$ be two probability spaces. In our setup, $P_X$ is the true, but unknown, data distribution while $P_Z$ is a pre-specified, or prior distribution on the latent space $Z$. An implicit generative model aims to find a possibly stochastic mapping $G : Z \rightarrow X$, known as the decoder, such that the distribution of $G(Z)$, i.e., $P_{G(Z)}$ matches $P_X$, where $Z \sim P_Z$. One approach is based on optimal transport (OT) (Villani, 2008). Recall that if $\mu$ and $\nu$ are two distributions on a space $\mathcal{E}$ and $c(u, v)$ is a cost function on $\mathcal{E}$, then the OT cost to transfer $\mu$ to $\nu$ is $T_c(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \mathbb{E}_{(U,V) \sim \pi}[c(U,V)]$, where $\Pi(\mu, \nu)$ is the set of all joint probability distributions with marginals $\mu$ and $\nu$. If $\mathcal{E}$ is endowed with a metric $d$ and $c(u, v) = d(u, v)^p$ with $p > 0$, then $d_{W_p}(\mu, \nu) = (T_c(\mu, \nu))^{1/p}$ is known as the $L_p$-Wasserstein distance. In principle, the decoder $G$ can
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1This should be distinguished from the priors in Bayesian statistics.
be learned by solving \( \min_G T_c(\mathbb{P}_X, \mathbb{P}_{G(Z)}) \). Unfortunately, the minimization is intractable. Instead, the idea of the autoencoder approach is to find a possibly stochastic mapping \( F : \mathcal{X} \rightarrow \mathcal{Z} \), known as the encoder, such that the distribution of \( Y = F(X) \), i.e., \( \mathbb{P}_Y \) matches the prior \( \mathbb{P}_Z \). This idea combined with the generative modeling leads to GAEs, which learn the encoder and decoder by solving the following optimization problem

\[
\min_{F,G} \left[ \mathbb{E}_{X \sim \mathbb{P}_X, Y = F(X)} c(X, G(Y)) + \lambda D(\mathbb{P}_Y, \mathbb{P}_Z) \right],
\]

where \( \lambda > 0 \) is a regularization coefficient and \( D \) is a penalty on statistical discrepancy. In the GAE framework, \( Y = F(X) \) is the latent variable or code with \( \mathbb{P}_Y \) referred to as the aggregated posterior, \( G(Y) = G(F(X)) \) the reconstruction of \( X \), and \( G(Z) \) the generated data. When \( \mathcal{X} \) and \( \mathcal{Z} \) are Euclidean spaces, a common choice for \( c \) is the squared Euclidean distance, leading to the \( L_2 \)-Wasserstein distance \( d_{W_2} \) and the following bounds.

**Proposition 1.** If \( \mathcal{X} \) and \( \mathcal{Z} \) are Euclidean spaces and the decoder \( G \) is differentiable, then (a) \( d_{W_2}(\mathbb{P}_{G(Y)}, \mathbb{P}_{G(Z)}) \leq \| \nabla G \|_{\infty} d_{W_2}(\mathbb{P}_Y, \mathbb{P}_Z) \), (b) \( d_{W_2}(\mathbb{P}_X, \mathbb{P}_{G(Z)}) \leq \mathbb{E} \| X - G(Y) \|_2^2 / 2 + \| \nabla G \|_{\infty} d_{W_2}(\mathbb{P}_Y, \mathbb{P}_Z) \).

Combined with the triangle inequality for \( d_{W_2} \), (a) and (b) imply that when the reconstruction error \( \mathbb{E} \| X - G(Y) \|_2^2 / 2 \) is small, proximity between the latent distribution \( \mathbb{P}_Y \) and the prior \( \mathbb{P}_Z \) is sufficient to ensure proximity of the generated data distribution \( \mathbb{P}_{G(Z)} \) and the data distribution \( \mathbb{P}_X \).

Both (a) and (b) are similar to [Patrini et al., 2018], though here a less tight bound – the square-error – is used in (b) as it is an easier objective to optimize. In practice the encoder and decoder are networks trained using mini-batches of data. Henceforth, we denote them by \( F_{\theta} \) and \( G_{\phi} \) respectively, with \( \theta \) and \( \phi \) being the parameters of the corresponding networks. Given a mini-batch of size \( m \), \( \{X_i\}_{i=1}^m \), the \( L_2 \)-Wasserstein distance between the empirical distribution of \( \{Y_i = F_{\theta}(X_i)\}_{i=1}^m \) and \( \mathbb{P}_Z \) is a natural approximation of \( d_{W_2}(\mathbb{P}_Y, \mathbb{P}_Z) \) because it is a consistent estimator of the latter as \( m \rightarrow \infty \), although in general is biased [Xu et al., 2020].

**Proposition 2.** Let \( \hat{X}_m \) be the empirical distribution of samples \( \{X_i\}_{i=1}^m \), and \( \hat{Y}_{m} \) be the empirical distribution of \( \{Y_i = F_{\theta}(X_i)\}_{i=1}^m \). Assume that \( F_{\theta}(X) \) is differentiable with respect to \( X \) with bounded gradients \( \nabla F_{\theta}(X) \). Then, (a) \( d_{W_2}(\hat{X}_m, \mathbb{P}_X) \leq \| \nabla F_{\theta} \|_{\infty} d_{W_2}(\hat{Y}_m, \mathbb{P}_Y) \), (b) \( d_{W_2}(\hat{Y}_m, \mathbb{P}_Z) \leq d_{W_2}(\hat{Y}_m, \mathbb{P}_Z) + \| \nabla F_{\theta} \|_{\infty} d_{W_2}(\hat{X}_m, \mathbb{P}_X) \).

For reasonably large \( m \), \( d_{W_2}(\hat{X}_m, \mathbb{P}_X) \) is small, so from (b), the proximity of the latent distribution and the prior is mainly controlled by the proximity between the empirical distribution \( \hat{Y}_m \) and \( \mathbb{P}_Z \). Together with Proposition 1, this shows that in order to achieve close proximity between \( \mathbb{P}_{G(Z)} \) and \( \mathbb{P}_X \), we need to have a strong control on the proximity between \( \hat{Y}_m \) and \( \mathbb{P}_Z \) in addition to a good reconstruction. To this end, we propose to use hypothesis tests (HTs) associated with the Wasserstein distance. Note that HTs associated with other statistical distances can also be used in conjunction. Many standard statistical distances are not metric. We will consider several well-known tests, including the Shapiro-Wilk (SW) test [Shapiro & Wilk, 1965]. While the SW aims to control the Wasserstein distance, the other tests aim to control statistical distances dominated by the Wasserstein distance. Although at the population level, the Wasserstein distance provides stronger separation between different distributions, at the sample level, noisy data can exhibit various properties that some tests are sensitive to while others are not. Therefore, it is useful to exploit different tests.

### 3 The Need for a Higher Criticism: From Local to Global Testing

GoF tests assess whether a sample of data, \( \{Y_i\}_{i=1}^m \), is drawn from a distribution class \( \mathcal{G} \). The most general opposing hypotheses are \( H_0 : \mathbb{P}_Y \in \mathcal{G} \) vs \( H_1 : \mathbb{P}_Y \notin \mathcal{G} \). A test is specified by a test statistic \( T \) and a significance level \( \alpha \in (0, 1) \). The observed value of the statistic is \( T(\{Y_i\}_{i=1}^m) \) and its (lower tail) \( p \)-value is \( P(T \leq T(\{Y_i\}_{i=1}^m) | H_0) \). \( H_0 \) is rejected in favor of \( H_1 \) at level \( \alpha \) if the \( p \)-value is less than \( \alpha \), or equivalently, if \( T(\{Y_i\}_{i=1}^m) \leq T_\alpha \), where \( T_\alpha \) is the \( \alpha \)-th quantile of \( T \) under \( H_0 \). The probability integral transform (PIT) states that if \( T \) has a continuous distribution under \( H_0 \), the \( p \)-values are uniformly distributed on \( (0, 1) \) [Murdoch et al., 2008]. Multivariate normality (MVN) has received the most attention in the study on multivariate GoF tests. A random variable \( Y \in \mathbb{R}^d \) has a normal distribution if and only if for every \( u \in \mathcal{S}, Y^T u \), the projection of \( Y \) on \( u \), follows a UVN distribution [Rao et al., 1973], where \( \mathcal{S} = \{ u \in \mathbb{R}^d \mid \|u\| = 1 \} \) is the unit sphere in \( \mathbb{R}^d \).
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Furthermore, if \( Y \) has a non-normal distribution, the set of \( \mathbf{u} \in S \) with \( Y^T \mathbf{u} \) being normal has Lebesgue measure 0 (Shao & Zhou 2010). Thus to test on MVN, one way is to apply GoF tests on univariate normality (UVN) to a set of (random) projections of \( Y \) and then make a decision based on the resulting collection of test statistics. Many univariate tests exist (Looney [1995]; Mecklin & Mundfrom [2005]), each focusing on different distributional characteristics. Recently, GoF tests based on reproducing kernel Hilbert space theory have been developed (Liu et al. 2016; Chwialkowski et al. 2016). In this work, we only use traditional GoF tests. We next briefly describe correlation based (CB) tests because they are directly related to the Wasserstein distance. For other test types, see appendix §B. In essence, CB tests on UVN (Dufour et al. 1998) are based on assessment of the correlation between empirical and UVN quantiles. Two common CB tests are Shapiro-Wilk (SW) and Shapiro-Francia (SF) (Shapiro & Francia 1972). Their test statistics will be denoted by \( T_{SW} \) and \( T_{SF} \) respectively. Both are closely related to \( d_{W_2} \). For example, for \( m \gg 1 \), \( T_{SW} \) is a strictly decreasing function of \( d_{W_2}(\hat{P}_{Y,m}, \mathcal{N}(0, 1)) \) (del Barrio et al. [1999]), i.e., large \( T_{SW} \) values correspond to small \( d_{W_2} \), justifying the rule that \( T_{SW} > T_\alpha \) in order not to reject \( H_0 \).

The Benefits of GoF Testing in Autoencoders. GoF tests on MVN inspect if \( P_Y \) is equal to some \( P_Z \in \mathcal{G} \), where \( \mathcal{G} \) is the class of all Gaussians, i.e., MVN distributions. The primary justification for preferring \( P_Z \) as a Gaussian to the more commonly specified isotropic Gaussian (Makhzani et al. 2015; Kingma & Welling 2013; Higgins et al. 2017; Dai & Wipf 2019) is that its covariance \( \Sigma \) is allowed to implicitly adapt during training. For example, \( \Sigma \) can be of full rank, allowing for correlations between the latent variables, or singular (i.e., a degenerate MVN, Fig. S1). The ability to adapt to degenerate MVN is of particular benefit. If \( F_\theta \) is differentiable and the dimension of the latent space is greater than the intrinsic dimension of the data distribution, then the latent variable \( Y = F_\theta(X) \) only takes values in a manifold whose dimension is less than that of the latent space (Rubenstein et al. 2018). If \( P_Z \) is only allowed to be an isotropic Gaussian, or more generally, a Gaussian with a covariance matrix of full rank, the regularizer in Eq. [1] will promote \( F_\theta \) that can fill the latent space with \( F_\theta(X) \), leading to poor sample quality and wrong proportions of generated images (Rubenstein et al. 2018). Since GoF tests use the class \( \mathcal{G} \) of all Gaussians, they may help avoid such a situation. Note that this precludes the use of whitening, i.e. the transformation \( \Sigma^{-1/2}[X - \mathbb{E}(X)] \) to get to \( \mathcal{N}(0, I) \) as the covariance matrix \( \Sigma \) may be singular. In other words, whitening confines available Gaussians to a subset much smaller than \( \mathcal{G} \); see the cartoon Fig. [1]. Notably, a similar benefit was exemplified in the 2-Stage VAE, where decoupling manifold learning from the probability measure stabilized FID scores and sharpened generated samples when the intrinsic dimension is less than the dimension of the latent space (Dai & Wipf 2019).

There are several additional benefits of GoF testing. First, it allows higher criticism (HC) to be used, a topic to be covered shortly. As mentioned in the introduction, GoF tests act at the local level (mini-batch), while HC applies to the aggregated level (training set). Second, many GoF tests produce closed-form test statistics, and thus do not require tuning and provide easily understood output. Lastly, testing for MVN via projections is unaffected by rank deficiency. This is not the case with the majority of multivariate GoF tests, e.g., the Henze–Zirkler test (Henze & Zirkler 1990). In fact, any affine invariant test statistic for MVN must be a function of Mahalanobis distance, consequently requiring non-singularity (Henze 2002).

3.1 A Local Perspective: Goodness of Fit for Normality

In light of Section 3.2 the aim is to ensure the proximity of the data distribution \( \hat{P}_X \) and the distribution \( P_{G(\theta)} \) by finding \( \theta, G_\phi \) such that the reconstruction error is small and the distribution \( P_Y \) of the latent variable \( Y = F_\theta(X) \) matches the prior \( P_Z \). If the prior is taken to be in \( \mathcal{G} \), then given a reconstruction loss function \( d \), we can formulate the problem as \( \min_{\theta, \phi} \mathbb{E}[d(X, G_\phi(Y))] \) s.t. \( Y = F_\theta(X) \) is Gaussian. To enforce the constraint in the minimization, a HT can be conducted to decide whether or not to reject the null \( H_0 : P_{G_\phi(X)} \in \mathcal{G} \). Without loss of generality, suppose that we use a test statistic \( T \) such that \( H_0 \) is rejected when \( T \) is small. It is natural to include the rejection criterion as a constraint to the optimization problem \( \min_{\theta, \phi} \mathbb{E}[d(X, G_\phi(Y))] \) s.t. \( \mathbb{E}[T(F_\theta(X))] > T_\alpha \). Rewriting with regularization coefficient \( \lambda \) leads to the Lagrangian \( \min_{\theta, \phi} \mathbb{E}[d(X, G_\phi(Y))] + \lambda(T_\alpha - \mathbb{E}[T(F_\theta(X))]) \). Since \( \lambda \geq 0 \), the final objective can be simplified to \( \min_{\theta, \phi} \mathbb{E}[d(X, G_\phi(Y))] - \lambda \mathbb{E}[T(F_\theta(X))] \).
When the network is trained using a single mini-batch of size $m$, making $Y$ less statistically distinguishable from $G$ amounts to increasing $\mathbb{E}[T(F_\theta(X))]$, where $X_i$ are i.i.d.~$\sim P_X$. However, if the training results in none of the mini-batches yielding small $T$ values to reject $H_0$ at a given $\alpha$ level, it also indicates a mismatch between the latent and prior distributions. This type of mismatch cannot be detected at the mini-batch level; a more global view is detailed in the next section.

3.2 A GLOBAL PERSPECTIVE: GOODNESS OF FIT FOR UNIFORMITY - HIGHER CRITICISM

With sufficient capacity it may be possible to train $F_\theta$ to overfit, that is, to produce too many mini-batches with large $p$-values. Under $H_0$, the PIT posits $p$-value uniformity. Therefore, it is expected that after observing many mini-batches, approximately a fraction $\alpha$ of them will have $p$-values that are less than $\alpha$. This idea of a more encompassing test is known as Tukey’s higher criticism (HC) [Donoho et al., 2004]. While each mini-batch GoF test is concerned with optimizing for indistinguishability from the prior distribution class $G$, the HC test is concerned with testing whether the collection of $p$-values is uniformly distributed on $(0, 1)$, which may be accomplished through the Kolmogorov–Smirnov uniformity test. See Algorithm 1 for a pseudo-code and Fig. 2 for an illustration of the HC process. HC and GoF form a symbiotic relationship; HC cannot exist by itself, and GoF by itself may over or under fit, producing $p$-values in incorrect proportions.

### Algorithm 1 Evaluating Higher Criticism

**Require:** Trained encoder $F_\theta$. \{${x_i}$\}_{i=1}^N.

**GoF test $T$**

1. **for** $i = 1 : \lfloor N/m \rfloor$ **do**
2. Randomly sample mini-batch $X$ of size $m$
3. $Y = G_\theta(X)$
4. if projection required then
5. $T^* = T(Y_u)$, where $u \in S$
6. else
7. $T^* = T(Y)$
8. Calculate $p$-value of $T^*$ and store it
9. Use KS to evaluate uniformity of $p$-value set

A GoF test statistic $T$ is not merely an evaluation mechanism. Its gradient will impact how the model learns what characteristics of a sample indicate strong deviation from normality, carrying over to what the aggregated posterior $P_Y$ becomes. The following desiderata may help when selecting $T$. In the following, we denote a collection of sample observations by bold $X$, $V$, and $Y$.

- **HT-Trainable:** $T(F_\theta(X))$ is almost everywhere continuously differentiable in feasible region $\Omega$.
- **HT-Consistent:** There exists a $\theta^*$ in $\Omega$ such that $F_{\theta^*}(X)$ becomes indistinguishable from the target distribution in the sense that $H_0$ cannot be rejected.

HT-Trainable is needed if gradient based methods are used to optimize the network parameters. Consider a common encoder architecture $F_\theta$ that consists of multiple feature extraction layers (forming a mapping $H_{\Xi}(X)$) followed by a fully connected layer with parameter $\Theta$. Thus, $F_\theta(X) =$
Optimization on \( \Theta \in \mathcal{M} \) is also Gaussian for any nonsingular matrix \( V \in \mathcal{M} \). A Riemannian metric provides a way to measure lengths and angles of tangent vectors of a smooth way that avoids getting close to singular by both upper and lower bounding it in terms of its singular will not be applicable to yield convergence of \( \Theta \) without any restrictions, the set of solutions is infinite. Here, all that matters is the direction of the gradient blows up. (c) Visualization for GoF optimization on a Stiefel manifold \( \mathcal{M} \).

Let \( \Theta \) values. We propose to restrict \( \Theta \) to the compact Riemannian manifold of orthonormal matrices, i.e. \( \Theta \in \mathcal{M} = \{ \Theta \in \mathbb{R}^{k \times d} : \Theta^T \Theta = I_d \} \) which is also known as the Stiefel manifold. This imposes a feasible region for \( \Theta \in \mathcal{M} = \{ \{ \Theta \in \Omega : \Theta^T \Theta = I_d \} \). Optimization over a Stiefel manifold has been studied previously \cite{Nishimori2005, Absil2009, Cho2017, Bécigneul2018, Huang2018, Li2020}.

### 4.1 Optimizing Goodness of Fit Test Statistics

A Riemannian metric provides a way to measure lengths and angles of tangent vectors of a smooth manifold. For the Stiefel manifold \( \mathcal{M} \), in the Euclidean metric, we have \( \langle \Gamma_1, \Gamma_2 \rangle = \text{trace}(\Gamma_1^T \Gamma_2) \) for any \( \Gamma_1, \Gamma_2 \) in the tangent space of \( \mathcal{M} \) at \( \Theta \). It is known that \( \mathcal{T}_\Theta \mathcal{M} = \{ \Gamma : \Gamma^T \Theta + \Theta^T \Gamma = 0, \Theta \in \mathcal{M} \} \). For arbitrary matrix \( \Theta \in \mathbb{R}^{k \times d} \), the retraction back to \( \mathcal{M} \), denoted

---

**Theorem 3.** Suppose \( V \in \mathbb{R}^{m \times k} \) is of full row rank. For \( \Theta \in \mathbb{R}^{k \times d} \), define \( Y = V \Theta \). Denote \( T_{SW} = T_{SW}(Yu) \) where \( u \in \mathbb{R}^d \) is a unit vector. Then, \( T_{SW} \) is differentiable with respect to \( \Theta \) almost everywhere, and \( \nabla_{\Theta} T_{SW} = 0 \) if and only if \( T_{SW} = 1 \).

This theorem justifies the use of \( T_{SW} \) as an objective function according to HT-Conditions. The largest possible value of \( T_{SW} \) is 1, corresponding to an inability to detect deviation from normality no matter what level \( \alpha \) is specified. See the appendix for other HT choices.

**Identifiability, Singularities, and Stiefel Manifold.** If \( Y = V \Theta \) is Gaussian for some \( \Theta \), then \( V \Theta \) is also Gaussian for any nonsingular matrix \( M \). Thus, any matrix of the form \( \Theta M \) is a solution. This leads to several problems when optimizing an objective function containing \( \Theta \) as a variable and the test statistic as part of the objective. First, there is an identifiability issue since, without any restrictions, the set of solutions is infinite. Here, all that matters is the direction of the projection, so restricting the space to the unit sphere is reasonable. Second, almost all GoF tests for normality in the current literature are affine invariant. However, the gradient and Hessian of the test statistics will not be bounded. Fig. 3b illustrates an example of such a singularity issue.

**Theorem 4.** Let \( T(\{y_i\}_{i=1}^m) \), \( m \geq 3 \) be any affine invariant test statistic that is non-constant and differentiable wherever \( y_i \) are not all equal. Then, for any \( b \), as \( (y_1, \ldots, y_m) \rightarrow (b, \ldots, b) \), \( \sup \| \nabla T(\{y_i\}_{i=1}^m) \| \rightarrow \infty \), where \( \| \cdot \| \) is the Frobenius norm.

If \( \Theta \) is searched without being kept away from zero or the diagonal line, traditional SGD results will not be applicable to yield convergence of \( \Theta \). A common strategy might be to lower bound the smallest singular value of \( \Theta^T \Theta \). However, it does not solve the issue that any re-scaling of \( \Theta \) leads to another solution, so \( \Theta \) must be also upper bounded. It is thus desirable to restrict \( \Theta \) in such a way that avoids getting close to singular by both upper and lower bounding it in terms of its singular values. We propose to restrict \( \Theta \) to the compact Riemannian manifold of orthonormal matrices, i.e. \( \Theta \in \mathcal{M} = \{ \Theta \in \mathbb{R}^{k \times d} : \Theta^T \Theta = I_d \} \) which is also known as the Stiefel manifold. This imposes a feasible region for \( \Theta \in \mathcal{M} = \{ \{ \Theta \in \Omega : \Theta^T \Theta = I_d \} \). Optimization over a Stiefel manifold has been studied previously \cite{Nishimori2005, Absil2009, Cho2017, Bécigneul2018, Huang2018, Li2020}.

---

Figure 3: (a) GoFAE Architecture. (b) Example of singularity. Blue region is a polytope created as \( U = \{ x = [x_1, x_2, x_3] \in \mathbb{R}^3 : 0 \leq x_1 \leq x_2 \leq x_3 \leq 1 \} \). For \( \forall x \in U \), the coordinates of \( x \) are also its order statistics, the min, median and max coordinates corresponds to the \( x, y \) and \( z \)-axis. The green simplex is where \( T_{SW}(\{x_1, x_2, x_3\}) = 1 \), and the region built with the dotted lines and the red line creates an acceptance region, outside of which is the rejection region. The light blue arrows are the derivatives at corresponding points and the red boundary line corresponds to the singularity where the gradient blows up. (c) Visualization for GoF optimization on a Stiefel manifold \( \mathcal{M} \).
We evaluate generation and reconstruction performance, normality, and informativeness of GoFAE $\Theta |_{\mathcal{M}'}$ can be performed via a singular value decomposition (SVD), $\Theta |_{\mathcal{M}} = R S^T$, where $\Theta = R A S^T$ and $A$ is the $d \times d$ diagonal matrix of singular values, $R \in \mathbb{R}^{k \times d}$ has orthonormal columns, i.e. $R \in \mathcal{M}$, and $S \in \mathbb{R}^{d \times d}$ is an orthogonal matrix. The retraction of the gradient $D = \nabla_{\Theta} T_{\Theta}$ to $T_{\Theta} \mathcal{M}$, denoted by $D |_{T_{\Theta} \mathcal{M}}$, can be accomplished by $D |_{T_{\Theta} \mathcal{M}} = D - \Theta (\Theta^T D + D^T \Theta) / 2$ (Fig. 3c).

The process of mapping Euclidean gradients to $T_{\Theta} \mathcal{M}$, updating $\Theta$, and retracting back to $\mathcal{M}$ is well known [Nishimori & Akaho, 2005]. The next result states that the Riemannian gradient for $T_{SW}$ has a finite second moment, which is needed for our convergence theorem in § 4.2.

**Theorem 5.** Let $T = T_{SW}$ be as in Theorem 3. Denote by $\nabla_{\Theta}$, $\nabla_{\phi}$, the Riemannian gradient w.r.t. $\Theta$, $\phi$, respectively, and $\| \cdot \|$ the Frobenius norm. Let $B = (1 - J/m) V$, i.e., $B$ is obtained by subtracting from each row of $V$ the mean of the rows. Suppose $(a)$ $\sup_{\|x\| = 1, \mathbb{E}}(\|Bx\|^4) < \infty$, and $(b)$ $\sup_{\|x\| = 1, \mathbb{E}}(\|Bx\|^4)^{1/2} < \infty$. Then, $\sup_{\Theta} \mathbb{E}[\|\nabla_{\Theta} T\|^2] < \infty$.

### 4.2 Optimizing the Goodness of Fit Autoencoder

Given a mini-batch of size $m$, $\{x_i\}_{i=1}^m$, the GoFAE loss function is written as:

$$\mathcal{L}(\Theta, \phi; \{x_i\}_{i=1}^m) = \frac{1}{m} \sum_{i=1}^m d(x_i, G_{\phi}(F_{\Theta}(x_i))) \pm \lambda T(\{F_{\Theta}(x_i)\}_{i=1}^m),$$  \hspace{1cm} (2)

where $\theta = \{\Xi, \Theta\}$. Since $\Theta \in \mathcal{M}$, model training requires Riemannian SGD. The proof of Bonnabel (2013) for the convergence of SGD on a Riemannian manifold, which extended from the Euclidean case (Bottou, 1998), requires conditions on step size, differentiability, and a uniform bound on the stochastic gradient. We show that this result holds under a much weaker condition, eliminating the need for a uniform bound. While we apply the resulting theorem to our specific problem with a Stiefel manifold, we emphasize that Theorem 6 is applicable to other suitable Riemannian manifolds.

**Theorem 6.** Let $\mathcal{M}$ be a connected Riemannian manifold with injectivity radius uniformly bounded from below by $I > 0$. Let $C \in C^{(b)}(\mathcal{M})$ and $R_{\mu}$ be a twice continuously differentiable retraction. Let $z_0, z_1, \ldots$ be i.i.d. $\sim \zeta$ taking values in $\mathcal{Z}$. Let $H : \mathcal{Z} \times \mathcal{M} \to \mathcal{M}$ be a measurable function such that $\mathbb{E}[H(\zeta, w)] = V C(w)$ for all $w \in \mathcal{M}$, where $TM$ is the tangent bundle of $M$. Consider the SGD update $w_{t+1} = R_{w_t}(-\gamma_t H(z_t, w_t))$ with stepsize $\gamma_t > 0$ satisfying $\sum \gamma_t < +\infty$ and $\sum \gamma_t = +\infty$. Suppose there exists a compact set $K$ such that all $w_{t} \in K$ and $\sup_{w \in K} \mathbb{E}[\|H(\zeta, w)\|^2] \leq A^2$, for some $A > 0$. Then, $C(w_t)$ converges almost surely and $\nabla C(w_t) \to 0$ almost surely.

In our context, $C(\cdot)$ corresponds to Eq. (2). The parameters of GoFAE are $\{\Theta, \phi\} = \{\Xi, \Theta, \phi\}$ where $\Xi, \phi$ are defined in Euclidean space, a Riemannian manifold endowed with the Euclidean metric, and $\Theta$ on the Stiefel manifold. Therefore, $\{\Xi, \Theta, \phi\}$ is a product manifold that is also Riemannian and $\{\Xi, \Theta, \phi\}$ are updated simultaneously. Convergence of GoFAE holds from Proposition 3 and Theorem 6 provided that $\Xi, \phi$ stay within a compact set. Algorithm 2 depicts the GoFAE pseudo-code.

### 5 Experiments

We evaluate generation and reconstruction performance, normality, and informativeness of GoFAE using several GoF statistics on the MNIST (LeCun et al., 1998), CelebA (Liu et al., 2015) and CIFAR10 (Krizhevsky et al., 2009) datasets and compare to several other GAE models. We emphasize that our goal is not to merely to produce competitive evaluation metrics, but to provide a principled way to balance the reconstruction versus prior matching trade-off. For MNIST and CelebA the architectures are based on Tolstikhin et al. (2017), while CIFAR10 is from Lippe (2022). The aim is to keep the architecture consistent across models with the exception of method specific components. See the appendix for complete architectures (§C), training details (§D), and additional results (§E). The following results are from experiments on CelebA.

**Effect of $\lambda$ and Mutual Information (MI).** We investigated the balance between generation and reconstruction in the GoFAE by considering mini-batch (local) GoF test p-value distributions, aggregated posterior (global) normality, and MI as a function of $\lambda$ (Fig. 4). Global normality as assessed through the higher criticism (HC) principle for p-value uniformity denoted by $KS_{uni}$ and computed using Algorithm 7. We trained GoFAE on CelebA using $T_{SW}$ as the test statistic for $\lambda = 10$ (Fig. 4a).

2The sign of $\lambda$ is determined by the test statistic. Since $T_{SW}$ is our exemplar it would be negative.
blue) and \( \lambda = 100,000 \) (Fig. 4a yellow). For small \( \lambda \), the model emphasizes reconstruction and the p-value distribution will be skewed right since the penalty for deviating from normality is small (Fig. 4a red dashed line). As \( \lambda \) increases, more emphasis is placed on normality and, for some \( \lambda \), p-values are expected to be uniformly distributed (Fig. 4a black line). If \( \lambda \) is too large, the p-value distribution will be left-skewed (Fig. 4a red solid line), which corresponds to overfitting the prior.

Figure 4: Effects of \( \lambda \) on p-value distribution and mutual information for GoFAE models.

We assessed the normality of GoFAE mini-batch encodings, using 30 repetitions of Algorithm 1 for different \( \lambda \) and \( K_{\text{unif}} \) (Figs. 4b-4c). The blue points and blue solid line represent the \( K_{\text{unif}} \) test p-values and mean, respectively. HC suggests the aggregated posterior is still unimodal (Fig. 4b). Without reference to a performance criterion, the unimodality of the average KS test suggests the aggregated posterior is still unimodal (Fig. 4b). When \( \lambda \) is relatively large, indicating a shift to lower-dimension. The unimodality of the average \( K_{\text{unif}} \) and monotonicity of MI suggests \( \lambda \) can be selected solely based on \( K_{\text{unif}} \) without reference to a performance criterion.

Algorithm 2 GoFAE Optimization

Require: test \( T \), learning rates: \( \eta_1, \eta_2 \), max iter. \( J \)
1: Initialize: \( \Xi, \Theta, \phi \)
2: while \( j < J \) do
3: Randomly sample mini-batch of size \( m \), \( X \)
4: \( V = F^{(1)}(X) \)
5: \( Y = F^{(2)}(V) = V\Theta_j \)
6: if test requires projection then
7: \( T' = T(Yu) \), where \( u \in S \)
8: else
9: \( T^* = T(Y) \)
10: \( \mathcal{L} = d(X, \phi_i(Y)) + \lambda T^* \)
11: \( \Theta_{j+1} = \Theta_j - \eta_1 \nabla_\phi \mathcal{L} \) or other optim
12: \( \phi_{j+1} = \phi_j - \eta_2 \nabla_\phi \mathcal{L} \) or other optim
13: \( D = \nabla_\phi T^* \)
14: \( \Gamma = D'|_{\Theta_{j+1} = \Theta_j} \)
15: \( \Theta_{j+1} = \Theta_j + \eta_1 \Gamma \)
16: Compute \( \text{RAS}^T = \text{SVD}(\Theta_{j+1}) \)
17: \( \Theta_{j+1} = \Theta_j + \eta_2 \text{RAS}^T \)

Gaussian Degeneracy. Due to noise in the data, numerically the aggregated posterior can never be singular. Nevertheless, the experiments indicate that the GoF test can push the aggregated posterior to become “more and more singular” in the sense that the condition number of its covariance matrix, \( \kappa(\Sigma) \), becomes increasingly large. As \( \lambda \) continues to increase, \( \kappa(\hat{\Sigma}) \) also increases (Figs. 4b-4c green line), implying a Gaussian increasingly concentrated around a lower-dimensional linear manifold. The same trend is shown in Fig 5 which depicts the spectrum of singular values (SV) of \( \hat{\Sigma} \) for each \( \lambda \) after training with \( TS_W \). From the figure, it is seen that while the spectrum does not exhibit extremely large SVs, it has many small SVs. Notably in Figs. 4b-4c even when \( \lambda \) is not too large, \( \kappa(\hat{\Sigma}) \) is relatively large, indicating a shift to lower-dimension. However, MI remains relatively large and the \( K_{\text{unif}} \) test suggests the aggregated posterior is still indistinguishable from Gaussian. Together, these results are evidence that the GoFAE can adapt as needed to a reduced-dimension representation while maintaining the representation’s informativeness.

Figure 5: SV of \( \hat{\Sigma} \) trained with SW.
We presented the GoFAE, a deterministic GAE based on optimal transport and Wasserstein distances (Kingma & Welling, 2013), VAE with learned \( \gamma \) (Dai & Wipf, 2019), 2-Stage VAE (Dai & Wipf, 2019), \( \beta \)-VAE (Higgins et al., 2017) and WAE-GAN (Tolstikhin et al., 2017); convergence was assessed by tracking the test set reconstruction error over training epochs (Tables S2–S8 and Fig. S9). Figs. 6a–6b are for models presented in Table 1. We selected the smallest \( \lambda \) whose mean p-value of the HC uniformity test, \( K_{unif} \), was greater than 0.05 for GoFAE models. The CB GoF tests have the most competitive performance on FID and test set MSE. We assessed the normality of mini-batch encodings across each method using several GoF tests for normality combined with \( K_{unif} \). We ran 30 repetitions of Algorithm [I] for each method and reported the mean (std) of the \( K_{unif} \) p-values in Table 1. In addition to superior MSE and FID scores, the GoFAE models obtained uniform p-values under varying GoF tests. Variability across GoF tests highlights the fact that different tests are sensitive to different distributional characteristics. Qualitative and quantitative assessments (§ E.3) and convergence plots (§ E.4) are given in the appendix for MNIST, CIFAR-10, and CelebA. Finally, an ablation study provided empirical justification for Riemannian SGD in the GoFAE (§ E.5).

### 6 Summary and Conclusion

We presented the GoFAE, a deterministic GAE based on optimal transport and Wasserstein distances that optimizes GoF hypothesis test statistics. We showed that gradient based optimization of GoFAE induces identifiability issues, unbounded domains, and gradient singularities, which we resolve using Riemannian SGD. By using GoF statistics to measure deviation from the prior class of Gaussians, our model is capable of implicitly adapting its covariance matrix during training from full-rank to singular, which we demonstrate empirically. We developed a performance agnostic model selection algorithm based on higher criticism of p-values for global normality testing of the aggregated posterior. Collectively, empirical results show that GoFAE achieves comparable reconstruction and generation performance while retaining statistical indistinguishability from Gaussian in the latent space.

Several limitations in our methods provide opportunities for future work. First, a most powerful GoF test for normality does not exist. Each test is sensitive to certain characteristics of the null distribution. In GAEs, the induced distribution is unknown; hence we can’t know which test is best for the task. Solutions might include a weighted combination of tests or randomly selecting one for each iteration. Second, we solved difficulties in high-dimensional scaling of UVN GoF tests by projection, which can be slow for univariate tests because many samples from the unit sphere are required. Third, the increased interpretability of test statistic regularization comes with the danger of p-hacking by permuting the GoF test and regularization coefficient until significance is achieved (Head et al., 2015). This issue applies more broadly, can lead to biased and misleading findings, and possibly be used deceptively by wrongly claiming statistical significance. 

---

**Table 1: Evaluation of CelebA by MSE, FID scores, and samples with p-values from higher criticism.**

| Algorithm          | MSE ↓ | FID Score ↓ | Kolmogorov-Smirnov Uniformity Test |
|--------------------|-------|-------------|-----------------------------------|
|                    | MSE   | FID         | SW      | SP      | CVM     | KS      | EP      |
| AE-Baseline        | 69.32 | 40.28       | 126.43  | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) |
| VAE (fixed \( \gamma \)) | 101.78 | 49.29       | 56.78   | 0.01(0.05) | 0.0(0.01) | 0.10(0.19) | 0.30(0.30) | 0.23(0.27) |
| VAE (learned \( \gamma \)) | 68.09 | 34.54       | 58.15   | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) | 0.0(0.0) |
| 2-Stage-VAE        | 68.09 | 34.54       | 49.55   | 0.51(0.26) | 0.49(0.27) | 0.49(0.29) | 0.52(0.28) | 0.49(0.32) |
| \( \beta \)-VAE    | 235.37 | 99.59      | 101.30  | 0.36(0.31) | 0.46(0.35) | 0.47(0.28) | 0.38(0.25) | 0.44(0.27) |
| WAE-GAN            | 129.72 | 60.72       | 65.65   | 0.19(0.21) | 0.06(0.11) | 0.42(0.29) | 0.52(0.30) | 0.44(0.27) |
| GoFAE-SW(63)       | 72.70 | 38.23       | 48.39   | 0.01(0.04) | 0.0(0.0) | 0.11(0.18) | 0.14(0.19) | 0.13(0.15) |
| GoFAE-SF(25)       | 66.11 | 34.69       | 43.76   | 0.14(0.23) | 0.28(0.26) | 0.01(0.03) | 0.08(0.17) | 0.08(0.17) |
| GoFAE-CVM(398)     | 66.35 | 33.89       | 43.3    | 0.04(0.09) | 0.12(0.20) | 0.00(0.01) | 0.02(0.04) | 0.01(0.03) |
| GoFAE-KS(63)       | 67.43 | 37.50       | 46.74   | 0.19(0.22) | 0.34(0.29) | 0.05(0.08) | 0.16(0.27) | 0.19(0.28) |
| GoFAE-EP(10)       | 66.62 | 35.14       | 43.93   | 0.0(0.00)  | 0.0(0.00) | 0.0(0.00) | 0.00(0.00) | 0.00(0.00) |
|                    | 67.03 | 39.71       | 48.53   | 0.03(0.08) | 0.06(0.10) | 0.00(0.00) | 0.00(0.00) | 0.02(0.04) |

**Reconstruction, Generation, and Normality.** We assessed the quality of the generated and test set reconstructed images using Fréchet Inception Distance (FID) (Heusel et al., 2017) and mean-square error (MSE) based on \( 10^4 \) samples (Table I). We compared GoFAE with AE (Bengio et al., 2013), VAE (Kingma & Welling, 2013), VAE with learned \( \gamma \) (Dai & Wipf, 2019), 2-Stage VAE (Dai & Wipf, 2019), \( \beta \)-VAE (Higgins et al., 2017) and WAE-GAN (Tolstikhin et al., 2017); convergence was assessed by tracking the test set reconstruction error over training epochs (Tables S2–S8 and Fig. S9). Figs. 6a–6b are for models presented in Table 1. We selected the smallest \( \lambda \) whose mean p-value of the HC uniformity test, \( K_{unif} \), was greater than 0.05 for GoFAE models. The CB GoF tests have the most competitive performance on FID and test set MSE. We assessed the normality of mini-batch encodings across each method using several GoF tests for normality combined with \( K_{unif} \). We ran 30 repetitions of Algorithm [I] for each method and reported the mean (std) of the \( K_{unif} \) p-values in Table 1. In addition to superior MSE and FID scores, the GoFAE models obtained uniform p-values under varying GoF tests. Variability across GoF tests highlights the fact that different tests are sensitive to different distributional characteristics. Qualitative and quantitative assessments (§ E.3) and convergence plots (§ E.4) are given in the appendix for MNIST, CIFAR-10, and CelebA. Finally, an ablation study provided empirical justification for Riemannian SGD in the GoFAE (§ E.5).
et al., 2020); however, p-hacking can be detected with binomial tests (Gerber & Malhotra, 2008; Simmons et al., 2011), ameliorated by correcting for multiple comparisons (Streiner, 2015), or avoided with Bayesian posterior probabilities (Gelman & Loken, 2013). Lastly, the theoretical principles concerning overfitting while using a test statistic as a regularizer are not well understood and requires further investigation.
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