Abstract—Optical satellite sensors cannot see the Earth’s surface through clouds. Despite the periodic revisit cycle, image sequences acquired by Earth observation satellites are therefore irregularly sampled in time. State-of-the-art methods for crop classification (and other time series analysis tasks) rely on techniques that implicitly assume regular temporal spacing between observations, such as recurrent neural networks (RNNs). We propose to use neural ordinary differential equations (NODEs) in combination with RNNs to classify crop types in irregularly spaced image sequences. The resulting ODE-RNN models consist of two steps: an update step, where a recurrent unit assimilates new input data into the model’s hidden state; and a prediction step, in which NODE propagates the hidden state until the next observation arrives. The prediction step is based on a continuous representation of the latent dynamics, which has several advantages. At the conceptual level, it is a more natural way to describe the mechanisms that govern the phenological cycle. From a practical point of view, it makes it possible to sample the system state at arbitrary points in time, such that one can integrate observations whenever they are available, and extrapolate beyond the last observation. Our experiments show that ODE-RNN indeed improves classification accuracy over common baselines such as LSTM, GRU, temporal convolutional network, and transformer. The gains are most prominent in the challenging scenario where only few observations are available (i.e., frequent cloud cover). Moreover, we show that the ability to extrapolate translates to better classification performance early in the season, which is important for forecasting.
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I. INTRODUCTION

Monitoring of agricultural lands is important to manage food production, biodiversity and forestry, among others. An increasing world population and changes in consumer habits require new agricultural areas or intensification of existing ones: ≈38% of the Earth’s land surface are already covered with crops and pastures [1]. Cropland expansion and more intensive agriculture are linked to ecological problems like deforestation, biodiversity loss and soil degradation. Crop monitoring supports land management to minimise such negative impacts.

With the increasing availability of high-resolution satellite data and annotations, crop classification with machine learning methods has made great progress. Like vegetation in general, agricultural crops have class-specific spectral properties depending on soil structure (soil brightness, roughness), vegetation architecture (leaf area index, leaf angle, etc.) and leaf biochemistry (chlorophyll, water content, nitrogen content, etc.). Importantly, the reflectance of agricultural crops varies strongly due to their pronounced phenological cycle [2], [3], so time series modeling is essential to achieve good classification.

Recurrent neural network (RNN) architectures are a powerful tool for sequence modeling, and several state-of-the-art crop mapping methods are based on RNNs [4]–[7]. A main challenge when working with satellite time series in the optical spectrum (e.g., Sentinel-2 or Landsat) are atmospheric effects, in particular occlusion by clouds. If the region of interest is overcast during image acquisition, then the corresponding observations do not contain any signal from the crop on the ground, see Figs. 1 and 2. RNNs can, in principle, learn to discard uninformative parts of the input. However, their performance degrades [8], [9] when uninformative observations are frequent and arbitrarily scattered across the time series as often the case in repeat-pass satellite data. For example, approximately half of all pixels in our time series dataset are invalid due to cloud cover or unavailability of a satellite image at the specified time and location. One reason for this behaviour is that RNNs are designed for discrete data sampled at regular intervals – in our case with equal temporal spacing. RNNs regard the individual observations as an ordered sequence, but beyond the sequence order they are unaware of time, as they do not have a “clock”. They cannot represent the dynamics of a system that is observed with variable temporal spacing, since the state update depends only on the previous state and observation, without any notion when that state is reached.

In this paper, we deal with the classification of spectral time series into crop types, in the presence of varying cloud cover. To handle the changing and uneven data gaps due to clouds, we employ a method based on Neural Ordinary Differential Equations (NODE) [10]. NODEs encode continuous dynamics that are, by themselves, independent of observations, and have a metric notion of time, so that observations can be included with conventional RNN operations whenever they are available. Hence, uninformative observations can simply be skipped. We validate the proposed method on two different datasets, in combination with two different (arguably, the two most popular) recurrent architectures, namely Long Short-Term Memory (LSTM, [11]) units and Gated Recurrent Units (GRU [12]).

To the best of our knowledge, our work is the first study of neural ordinary differential equations for time series analysis in remote sensing. We show that the application of NODEs to
satellite image time series is fairly straight-forward, opening up a host of potential applications. We believe that NODEs may be beneficial for many remote sensing tasks beyond crop mapping, since the problem of uninformative observations and/or data gaps is a ubiquitous, general problem of optical earth observation.

II. RELATED WORK

Classification of crops from satellite image data has been studied intensively in the remote sensing literature. In early work, rule-based systems [13] or classical machine learning [14], [15] were used. Such methods mostly relied on handcrafted features such as the Normalized Difference Vegetation Index (NDVI) [13], [16]–[18]. To model the temporal dynamics, methods used beyond consensus voting or concatenation, also employed floating windows [19], hidden Markov models [20], [21] and dynamic time warping [22].

More recent approaches tend to avoid handcrafted features and employ deep learning. [4] investigate the use of Long Short-Term Memory (LSTM) networks to model the temporal evolution of different crop types’ spectral characteristics. In follow-up work a convolutional version of LSTM is used to learn spatio-temporal patterns of the crop classes [5]. Other popular neural architectures have also been used to represent temporal dependencies; such as temporal convolutional networks (TCNs), which employ convolutions along the time dimension [23], and transformers, which instead use a learned attention mechanism to focus on informative time steps in the sequence [24]–[27].

A recurring question when working with time series of observations is how to handle missing data. A frequent strategy is imputation, i.e., explicitly filling the gaps by predicting the missing values. Many different variants exist, including simple (e.g., linear or spline) interpolation, supervised learning methods such as k-nearest neighbours [28] or Random Forests [29], and algebraic methods for low-rank matrix completion [30], [31]. These methods have also been used in remote sensing. In [32] the authors used a k-NN imputation techniques to estimate the forest biomass from Landsat time series, similarly [33] predicted the missing data with by leveraging Fourier analysis.

There have been attempts to extend recurrent networks and propagate information through data gaps. In the simplest case
missing values are replaced by the last observed value or the dataset mean, but it has also been proposed to gradually decay the input towards the mean [8]. That work also suggests to append the time that has passed since the previous observation to the input. [34] integrate an RNN with a Kalman filter, whereas GRU-D uses exponential decays to model the behavior of the variables over time. For remote sensing images it has been proposed to reconstruct the missing data with a convolutional encoder-decoder network, exploiting the fact that gaps with associated ground truth are trivial to simulate [35] for training.

Neural Ordinary Differential Equations (NODEs) [10] can be used as a generic building block to integrate a self-contained dynamic model into deep learning architectures, see below. By themselves, NODEs do not ingest observations, but they can be combined with standard recurrent units to form ODE-RNNs, where a NODE represents the dynamics and some RNN unit serves to update the hidden state when input is available at irregular intervals [36]. Extensions of that idea include a GRU-like version of NODE, where the sporadic input of observations is interpreted as a Bayes update, termed ODE-GRU-Bayes [37], and using Controlled Differential Equations to obtain smooth temporal dynamics without jumps when the hidden state is updated with new input data [38].

We are only aware of one other application of NODE in remote sensing. [39] apply a NODE-based, continuous-depth counterpart of the ResNet convolutional architecture for hyperspectral image classification. The authors show that their approach can improve performance while having a lower memory footprint. However, conceptually and methodologically the approach of [39] is very different from our proposed model here, which proposes NODE for satellite image-sequence analysis.

III. Method

A. Recurrent Neural Networks

Recurrent neural networks have established themselves as a powerful tool for modelling sequential data. They have brought significant progress in a variety of applications, in recent years notably language processing and speech recognition [40]–[42]. RNNs are feed-forward neural networks that iteratively update a hidden state vector \( h \) with the same computational unit (or “cell”). At a given time \( t \), a new observation (input) is combined with the previous state \( h_{t-1} \) in a non-linear mapping that outputs the new state \( h_t \).

\[
h_t = f(x_t, h_{t-1}, W),
\]

with \( W \) being the trainable parameters of the cell. The input sequence has an overall length \( T \), which can vary from sample to sample. The final hidden state \( h_T \) can be seen as a “cumulative encoding” that summarises the complete sequence, and serves as input for a decoder that maps it to the desired output, for instance a class label or a forecast of some biophysical variable. To fit the model to the training data, its parameters \( W \) are adjusted to minimise a suitable loss function that measures the prediction error of either the final states or all the intermediate states of the training sequences. Usually that minimisation uses some form of stochastic gradient descent [43], [44].

RNNs can in principle handle sequences of arbitrary and varying length; however, in their most basic form,

\[
h_t = \tanh(W_x x_t + W_h h_{t-1} + b)
\]

they struggle to capture long-range dependencies in the input, the error signal is diluted more and more with increasing distance (the ”vanishing gradient” problem). To address this limitation, gated architectures have been proposed, most prominently Long Short-Term Memory (LSTM) [11] and Gated Recurrent Units (GRU) [12]. They use gates to store and retain information over longer time intervals, so as to mitigate the vanishing gradient problem, see Fig. 3. Gates are modulation functions that control the information flow into hidden state variables (note, LSTM has a second such variable, the ”cell state”). Both LSTM and GRU are able to capture long- and short-range dependencies in the data [45], [46].

B. Neural Ordinary Differential Equations

RNNs update their hidden state in discrete steps that are implicitly assumed to be evenly spaced, as the state change between two adjacent steps does not depend on their time difference. However, natural phenomena usually follow some underlying process that evolves continuously and longer time intervals correspond to larger changes. The hidden state of an RNN instead, cannot be sampled at arbitrary times, but only at every discrete update. Neural Ordinary Differential Equations (NODE) as proposed by [10] can be seen as a continuous version of RNNs. Instead of parameterising the update of the hidden state as in equation 1, its continuous dynamics is parameterised by a neural network \( f_\theta \):

\[
\frac{dh(t)}{dt} = f_\theta(h_t, t, W)
\]

where \( \theta \) are the network parameters. This differential equation corresponds to an initial value problem with input \( h_0 \) and solution \( h_T \), hence it can be used as a feed-forward building block. The NODE approach has several desirable properties:

- As it defines a continuous transformation of the latent function, it can be sampled at arbitrary, irregular times, which means that the model assumptions permit missing data points in the time series.
- The hidden state depends explicitly on a time parameter \( t \), endowing the model with an awareness of time (respectively, rate of change), as opposed to only ordering (respectively, change per step).
- One can train the model with the adjoint method [47] instead of classical backpropagation, which is more memory efficient, since one need not store intermediate values during the forward pass.
- The formulation is not tied to a specific ODE solver, so one can trade off computational cost vs. numerical accuracy by choosing an appropriate solver.
For the ODE network \( f \) additionally has a separate cell state \( c \) of the two dataset we perform: 2.44 steps per update for the TUM dataset (missing rate of 0.59), and 1.96 for ZueriCrop (missing rate of 0.49). In our experiments, we observed that a smaller step size can slightly improve the overall performance. However, improvements are not significant enough to justify the increase in computational cost. The recurrent unit RNN in our experiments is a LSTM or GRU. Figure 3 schematically illustrates the evolution of the hidden state. The state \( h_T \) at the final time \( T \), after seeing all observations, serves as a feature encoding of the complete time series and is fed into a fully-connected network to map it to class probabilities for the different crop types.

C. Combining NODE with RNN

By itself, NODE updates the state vector \( h \) without taking into account any observations \( x \), i.e., it only represents the system dynamics. See equation 33. To inject observations whenever they become available, we incorporate conventional recurrent units (we test both LSTM or GRU), similar to [36]. The proposed approach alternates between two steps:

1) state prediction with NODE, and
2) state update with RNN, based on the observed data.

At time \( t = 0 \) the hidden state \( h \) is initialized with Gaussian noise of small magnitude, \( h_0 \sim \mathcal{N}(0, \sigma^2) \) with \( \sigma = 10^{-4} \). Starting from there, the hidden state at time \( t_i \) is predicted with the ODESolver and then updated with an RNN only if an observation \( x_{t_i} \) is available for the time step \( t_i \). If no observation is available, that second step is skipped. More formally, these two steps are expressed as follows:

\[
\begin{align*}
\text{Prediction:} & \quad h_{t_i} := \text{ODESolver}(f_0, h_{t_{i-1}}, (t_{i-1}, t_i)) \\
\text{Update:} & \quad h_{t_i} := \text{RNN}(h_{t_{i-1}}, x_{t_i})
\end{align*}
\]

We use a multi-layer perceptron (MLP) with two layers for the ODE network \( f_0 \), which is solved with the Euler method. The Euler method performs numerical integration with an explicit first-order approximation and is considered the simplest explicit solver for initial value problems on ODEs. ODEsolvers can take an infinite number of steps between two observations, depending on the step size. In our implementation we set the number of steps equal to the timestamp difference between the current valid observation and the next valid one. Considering the statistics, missing observations rate, of the two dataset we perform: 2.44 steps per update for the TUM dataset (missing rate of 0.59), and 1.96 for ZueriCrop (missing rate of 0.49). In our experiments, we observed that a smaller step size can slightly improve the overall performance. However, improvements are not significant enough to justify

\[
\begin{align*}
\dot{i}_t &= \sigma(W_s x_t + W_h h_{t-1} + b_i) \\
\dot{f}_t &= \sigma(W_s x_t + W_h h_{t-1} + b_f) \\
\dot{o}_t &= \sigma(W_s x_t + W_h h_{t-1} + b_o) \\
z_t &= \tanh(W_s x_t + W_h h_{t-1} + b_z) \\
c_t &= f_t \odot c_{t-1} + i_t \odot z_t \\
h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]

D. Learning

The entire model, including the ODE part, is fully differentiable and trained by minimizing the following objective function:

\[
L = \frac{1}{N} \sum_{n=1}^{N} CE(y^n, \hat{y}^n)
\]

where \( CE \) denotes the cross-entropy loss between \( y \) and \( \hat{y} \) which are ground-truth and predicted crop class probabilities respectively, and \( N \) is the number of time-series in the training set. The gradient w.r.t. each model parameter \( \partial L/\partial \theta \) can be computed by backpropagation. However, a naive implementation of the chain rule is memory inefficient since all the intermediate computation of ODESolver need to be stored as well. [10] shows that the gradients can be computed with low memory cost using the adjoint sensitivity method [48] by solving a second, augmented ODE backward in time. We use the Pytorch library torchdiffeq [49], which enables memory-efficient backpropagation through the ODESolver.

E. Regularization of ODE-RNN

Regularization is essential for neural networks to generalize well to the test data. In the development stage, we found that artificially omitting some observations in the input sequences during training provides a good regularization effect for the proposed method in terms of data augmentation. Intuitively,
Fig. 4: Illustration of the hidden state dynamics for traditional RNNs (left) and for the ODE-RNN model (right). Observations are available at time \( t - 1 \), \( t \), and \( t + 1 \). (Left): Blue arrow shows the RNN update and the dashed yellow arrow depicts the non-continuous dynamics of RNN in the time direction. (Right): Blue arrow shows update step with RNN (equation 5) and green arrow shows the prediction step (time-continuous dynamics) with the ODESolver (equation 4).

randomly omitting a small fraction of the observations in the input time series increases the variability in the training set in terms of temporal gaps. The advantage of this additional temporal sampling diversity outweighs the slightly sparser sampling per sequence and ultimately improves performance. To perform this regularization, we randomly sub-sample the input sequence along the time direction with factor \( p \in [0 \ldots 1] \) (\( p = 1 \) means no regularization). At test time, the entire sequence is presented to the model, without sub-sampling. We set \( p = 0.75 \) for both datasets. In experiments, we apply the same regularization technique for the baselines, too.

F. Implementation Details

We implement the ODE network (\( f_{\theta} \) in Eq. 3 and 4) as a multi-layer perceptron with two layers. The number of neurons per layer is set to 255 for TUM, respectively to 220 for ZueriCrop, reducing the capacity to account for the smaller number of classes. The size of the hidden state vector \( h \) is set to 80 for both datasets. A single fully-connected layer (perceptron) serves as classifier on top of ODE-RNN to map the final state \( h_T \) to a class probability. Batch normalization \( [50] \) of the hidden state is performed before that classification layer, and before every LSTM/GRU update. The model is trained with the Adamax optimizer \([51]\) with mini-batch size of 500. The learning rate is initially set to 0.07 and then decreased by a constant factor 0.9995 after each batch iteration, corresponding to a half-life of 1400 batches. On the TUM dataset the model was trained for 12 epochs or a total of \( \approx 6'000 \) batch iterations. For the much larger ZueriCrop dataset a single epoch of \( \approx 22'000 \) batches was sufficient. All models were implemented in Pytorch. Source code is available at https://github.com/nandometzger/ODEcrop.

IV. DATASETS

A. TU Munich Crop Data

The TUM dataset was generated by \([4]\). It comprises \( \approx 400k \) time series of up to 26 multi-spectral Sentinel-2A satellite images with a ground resolution of 10 m. On average, 59\% of the pixels per time series are invalid, either due to cloud cover or because no satellite image is available at the specified time and location. The data is collected over a \( 102 \times 42 \) km\(^2\) area north of Munich, Germany (Fig. 5), between December 2015 and August 2016, and comes with ground truth annotations with 19 classes (18 different crop types, plus a rejection class "other"). The data has been atmospherically corrected with the standard settings of the Sen2cor toolbox \([52]\) and comprises six bands, namely B2 (blue), B3 (green), B4 (red) B8 (near infrared) B11 and B12 (both short-wave infrared). Lower-resolution bands are upscaled to 10 m with nearest-neighbour interpolation. The intensities in each band were normalised to have mean zero and unit energy. As input to the network we use patches of \( 3 \times 3 \) pixels centred at the pixel of interest, flattened into 54-dimensional vectors. The train/test split of this dataset is \( \approx 80\% / 20\% \). We use 20\% of the training set as a validation set for hyper-parameter tuning.

B. ZueriCrop Data

The ZueriCrop dataset was generated by \([53]\). This dataset is collected a time series of 71 multi-spectral Sentinel-2 satellite images with a ground resolution of 10 m collected over a \( 50 \times 48 \) km\(^2\) area over the Swiss cantons of Zurich and Thurgau (Fig. 5) between January 2019 and December 2019. On average, 49\% of the pixels per time series are invalid due to either cloud coverage or lack of satellite data at the specified time and location. The TUM data were atmospherically corrected with the Sen2cor toolbox \([52]\) and normalised to mean zero and unit energy per channel. We use 9 bands, B2 (blue), B3 (green), B4 (red), B5, B6, B7 (all vegetation red edge), B8 (near infrared), B11, B12 (both short-wave infrared). As above, lower-resolution bands are upscaled to 10 m with nearest-neighbour interpolation, then intensities from a \( 3 \times 3 \) neighbourhood around each pixel are flattened into 81-dimensional input vectors. The original nomenclature includes a large number of crop classes with an extremely imbalanced, long-tailed distribution. We collect all rare classes with a total of < 50'000 pixels per class into a common rejection class "no label", which leaves us with 13 classes for the dominant crop types. In total, there are \( 3.5 \cdot 10^8 \) time series, split into 80\% for training and 20\% for testing. Within
the training set, 20% are set aside as validation set to tune the hyper-parameters.

V. EXPERIMENTS

A. Setup

We test two different variants of the proposed method, using either LSTM or GRU to include the observation data. These methods are then compared to the respective baselines without the NODE part. For quantitative performance evaluation we use the F1-score (harmonic mean between precision and recall) and the overall accuracy (fraction of correctly classified total pixels). As a main metric we focus on the F1-score, since it is less influenced by varying class frequencies, whereas the overall accuracy tends to be biased towards the most dominant classes. We report both mean and standard deviation which are derived over three runs with different random seeds. Uninformative observations (clouds, water) are detected with the corresponding tools of Sen2cor [52] and removed from the input time series.

B. Baselines

We compare our model to several baselines that do not employ NODE. The implementations of the RNN baselines (LSTM and GRU) without ODE backbone closely follow those of ODE-RNN, so as to rule out implementation differences and make them comparable. We run three different versions of the RNN baselines: B-I leaves out the ODE prediction step (equation 4), such that we are left with a conventional LSTM, respectively GRU model; B-II also leaves out the ODE prediction, but adds the time interval $\delta t$ since the previous observation to the input vector. This technique gives the models the chance to learn how to handle varying delays between observations. Empirically this variant, denoted by the suffix $-\delta t$, does slightly improve the performance for both LSTM and GRU. Another technique to introduce temporal information into models is to add a position encoding (PE) of periodic functions, which recently became popular with the transformer architecture [54]. We implement baseline B-III by adding the following position encoding to the input:

$$PE(t, i) = \sin\left(\frac{\text{day}(t)}{\tau} \cdot \frac{2\pi}{d} + \frac{\pi}{2} \text{mod}(i, 2)\right)$$

where $d$ is the dimension of the input ($d = 54$ and $d = 81$ for TUM and ZueriCrop datasets, respectively.), and $i$ the coordinates of the positional encoding. By following [26] we set $\tau = 1000$, day($t$) represents the number of days since the first observation for the observation at time $t$. In the experiments, we observe that this variant is more effective than B-II. A separate hyper-parameter search was done for each model. We found that, for both B-I, B-II, and B-III for both GRU and LSTM, a hidden state of size 150 worked best. The detailed list of hyper-parameters is given in the Appendix. As optimiser for the baseline models, we used Adam [51] with an initial learning rate of 0.07 and batch size of 300, which we empirically found to work best. The learning rate is decreased by a constant factor of 0.9995 after each batch iteration, corresponding to a half-life of 1400 batches.

We also compare the proposed approach with non-recurrent methods that have proven to be effective for crop mapping: (i) [23] propose a temporal convolutional network (TCN) approach and (ii) [25]–[27] propose a Transformer-based approach. We run [27]'s model since they achieve state-of-the-art performance for an object-based crop mapping task on the Sentinel2-Agri dataset [26]. We use the same set of hyper-parameters as suggested in the corresponding papers.

C. Performance Comparison

Quantitative classification results for the TUM and ZueriCrop datasets are reported in Tables I and II, respectively. The proposed NODE method brings a consistent improvement over pure RNN models, across both performance metrics. Specifically, ODE-GRU outperforms all the other methods including TCN [23] and Transformer [27] on both datasets. Our NODE method reduces the model size (i.e., number of parameters), and memory requirements on the GPU for training and even slightly reduces the CPU run-time for the forward pass (Tab. III). For a more detailed picture, we show the full confusion matrix of ODE-GRU for the TUM data in Fig. 8. Note the consistently high accuracy across almost all crop classes. Significant miss-classifications happen only between the most ambiguous classes, namely: fallows (i.e., unproductive areas not currently used for crops) are confused with meadows and with the diffuse "other" class; and different types of winter grains with similar phenotype and similar phenological cycle are sometimes confused. We also visualise the difference between the confusion matrix of ODE-GRU and that of one of the best baseline GRU-$\delta t$. For most classes, ODE-GRU increases the rate of correct classifications and reduces confusions, in some cases up to >7 percent points. There is only a single class out of 19 where ODE-GRU performs noticeably worse (peas).

In Fig. 7 we show qualitative results of the ODE-GRU model for the complete test area of the ZueriCrop dataset.

D. Dataset Size

The NODE model can be seen as a sort of regularizer that accounts for the continuity of the underlying process and for an isotropic time scale. In order to show that this regularization, which can be also thought of as a prior, on the continuity of the hidden state (i.e latent dynamics) indeed makes sense and imposes a meaningful inductive bias, we amplify its influence...
sensing, where access to ground truth labels is often the small-data regime is a relevant situation in agricultural remote by reducing the amount of training data. We note that this

| Method   | F1-score (%) | Accuracy (%) |
|----------|--------------|--------------|
| TCN      | 70.9 ±0.2    | 85.9 ±0.1    |
| Transformer (reg.) | 78.2 ±1.0    | 87.3 ±0.0    |
| Transformer (reg.) | 79.8 ±1.0    | 88.3 ±0.0    |

**TABLE I: Performance comparison on TUM dataset. reg. stands for regularization, see Section III-E and PE is positional encoding, see Section V-B.** The best score for each metric is printed bold.

| Method   | F1-score (%) | Accuracy (%) |
|----------|--------------|--------------|
| TCN      | 60.1 ±0.6    | 83.0 ±0.2    |
| Transformer (reg.) | 71.7 ±0.8    | 85.1 ±0.3    |
| Transformer (reg.) | 72.6 ±0.7    | 85.4 ±0.2    |

**TABLE II: Performance comparison on ZueriCrop data. reg. stands for regularization, see Section III-E and PE is positional encoding, see Section V-B.** The best score for each metric is printed bold.

by reducing the amount of training data. We note that this small-data regime is a relevant situation in agricultural remote sensing, where access to ground truth labels is often the bottleneck.

We randomly sub-sample the training set to 10%, respectively 1% of its original size, train the models on the reduced set, and evaluate them on the same (full) test set as before. As expected, performance decreases for both ODE-GRU and the GRU-\(\delta t\) baseline if they are presented fewer training samples. However, the relative advantage due to NODE increases as the model sees less data and must rely more on the prior, as shown in Table IV. This supports our claim that the a-priori assumptions inherent in NODE better match the temporal evolution of agricultural crops, respectively their spectral responses.

**E. Early Classification**

The architecture as proposed in Section III is capable of extrapolating the hidden trajectory beyond the last data point in time, whereas conventional RNNs (including GRU) cannot extrapolate without observations – this is illustrated on the right end of the trajectories in Fig. 8. In the next experiment we investigate this difference, by comparing our ODE-GRU to the GRU-\(\delta t\) baseline on the task of early classification. That task corresponds to the practically important scenario of forecasting the area of each crop from a shorter time series covering only the early part of the growing season, before most crops have been harvested. In the context of agriculture, forecasting is a practically important scenario, for instance to ensure food security or to inform policies for sustainable agriculture [55]. To simulate that setting, we truncate the time series of the test set and keep only the leading 75%, respectively 50% of all time steps. For the conventional GRU, this means that we have to classify from only the early part of the growing season, whereas with ODE-GRU we can simply let the prediction step run beyond the last time step without observations. We also tried to extrapolate with the conventional GRU, by feeding it the global channel-wise mean values as input, but this did not improve the scores. Obviously classification performance drops if only a part of the seasonal cycle is shown to the model (Table V). However, the relative improvement due to NODE increases quite significantly as the time series ends earlier. This demonstrates the value of explicitly modelling the latent trajectories and being able to extrapolate them into the future beyond the last observation.

**F. Sparsely Sampled Time Series**

In this experiment, the input image time series are also shortened, but this time by randomly subsampling along the time dimension rather than truncation. i.e., the model receives fewer observations (100/75/50/25% of the original number) per time series, but those are still distributed over the entire phenological cycle, just sparser. Please note that, in this experiment, we do not subsample the dataset i.e., the entire training and test datasets are still presented to the models. Such approach can be considered as an attempt to artificially add more clouds to the time series in the same dataset. When training and test data have progressively higher (but matched) sparsity, performance decreases monotonically for both models as expected, see Table VI.
ODE-GRU consistently outperforms the baseline, but also performance gap increases as sparsity increases, showing that the stronger dynamical modelling power of NODE manages to preserve a meaningful hidden state across longer temporal gaps. The better handling of sparse time series with few input images is consistent with our hypothesis that NODE can represent the temporal evolution more faithfully and is therefore able to bridge longer and more irregular data gaps.

G. Sensitivity Analysis for Regularization

In Section III-E we have described a regularization scheme where training sequences are randomly subsampled with a factor $p \in [0 \ldots 1]$ ($p = 1$ means no regularization). Figure 9 displays the performance of the proposed ODE-GRU model as a function of the hyper-parameter $p$, evaluated on both datasets. Randomly omitting a reasonable fraction of the input time series improves generalization a bit, for both datasets the best scores are achieved with $p = 0.75$, we further observed that $p$ values smaller than 0.5 lead to a performance drop. See also entries denoted by "(reg.)" in Tables I and II. Note the
TABLE IV: Performance comparison for small-data regime (TUM dataset), using 100%, 10%, and 1% of the available training sequences.

| Method     | F1-score (%) | Accuracy (%) |
|------------|--------------|--------------|
|            | 100% | 10%  | 1%      | 100% | 10%  | 1%    |
| GRU-δt     | 78.2 ±0.7 | 70.1 ±0.5 | 49.4 ±0.8 | 87.6 ±0.1 | 84.9 ±0.1 | 79.3 ±0.4 |
| ODE-GRU    | 79.9 ±0.2 | 72.2 ±0.6 | 52.5 ±2.3 | 88.1 ±0.1 | 85.5 ±0.1 | 80.3 ±0.2 |
| Difference | +1.7 | +2.1  | +3.1    | +0.5 | +0.6  | +1.0  |

TABLE V: Performance comparison for early classification (TUM dataset).

| Method     | F1-score (%) | Accuracy (%) |
|------------|--------------|--------------|
|            | 100% | 75%  | 50%     | 100% | 75%  | 50%    |
| GRU-δt     | 78.2 ±0.7 | 51.2 ±1.8 | 19.2 ±1.3 | 87.6 ±0.1 | 74.9 ±0.0 | 46.9 ±1.5 |
| ODE-GRU    | 79.9 ±0.2 | 54.5 ±0.6 | 24.3 ±0.5 | 88.1 ±0.1 | 79.8 ±0.2 | 60.4 ±0.7 |
| Difference | +1.7 | +3.3  | +5.1    | +0.5 | +4.9  | +13.5 |

TABLE VI: Performance comparison for sparser time series (TUM dataset) with input observations subsampled to 100%, 75%, 50%, 25% of the original density.

Relation to dropout regularization, where individual neurons are omitted at random.

VI. CONCLUSION

We have studied the use of neural ordinary differential equations (NODE) in combination with conventional recurrent units to assimilate image observations, in order to model the latent dynamics of spectral signatures over time. Our target application is crop classification from optical satellite time series, with missing data due to cloud cover. We have shown that the ODE-RNN model performs consistently better than conventional recurrent network architectures that lack an explicit, isotropic notion of time. Under favourable conditions with frequent revisits and low to moderate cloud cover conventional RNN models already perform rather well, still we have observed consistent improvements. The NODE prior becomes particularly useful under challenging conditions, for instance when only little training data is available, when the available time series are sparse, and when the time series cover only a part of the growth cycle. In those situations NODE exhibits significant benefits in our experiments, reaching up to 10% higher F1-score for very sparse time series and up to 20% higher overall accuracy for the early classification scenario. As a side effect, we also found that the ability to represent irregularly sampled time series and assimilate observations at arbitrary points in time allows for a convenient form of data...
augmentation by randomly dropping some observations from the training sequences.

So far, we have chosen the most straightforward way to update the hidden dynamics of NODE when an observation becomes available. However, this procedure leads to discontinuous jumps of the hidden state with each update. We suspect that these jumps adversely affect the model, because they violate the ODE’s preference for a continuously evolving state vector. In future work we plan to address that limitation, perhaps through tighter integration between the prediction and update mechanisms or regularization of the update step.

Beyond our specific application, we believe that the NODE framework has great potential for time series analysis in remote sensing and Earth observation, where data gaps are ubiquitous, not only due to clouds, but also caused by irregular acquisition patterns in space or time, sensor failures and replacements, transmission limits, etc.
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APPENDIX A

EFFECT OF SPATIAL CONTEXT AGGREGATION

We conducted an additional experiment with ODE-GRU model on ZueriCrop dataset using the center pixel (1x1 patch) instead of using 9 pixels (3x3 patch), see Table VII for the performance comparison. Using a 3x3 patch improves the model performance especially in terms of F1 score but it slightly increases the memory cost, too. We find that the additional number of parameters and runtime are insignificant.

| Patch Size | #Parameters | Runtime (ms) | Memory (GB) | F1 (%) | Accuracy (%) |
|------------|-------------|--------------|-------------|--------|--------------|
| 1x1        | 241k        | 264.6        | 1.07        | 73.1 ± 0.3 | 85.2 ± 0.1 |
| 3x3        | 248k        | 267.8        | 1.14        | 74.9 ± 1.2 | 85.5 ± 0.1 |

TABLE VII: Effect of input patch size for ODE-GRU model on ZueriCrop dataset. Using 3x3 patch (9 pixels) instead of 1x1 patch (center pixel) improves the model performance while slightly increasing memory usage. We find that the additional number of parameters and runtime are insignificant.

APPENDIX B

HYPER-PARAMETERS SETTINGS

We provide detailed hyper-parameters setting of the models in Table VIII and Table IX for TUM and ZueriCrop datasets, respectively. Code link for the other baselines are give in Table X.

| Method  | Hidden Dim | Layers in $f_\theta$ | Units $f_\theta$ | Gating Layers | Gating Units | #Parameters |
|---------|------------|-----------------------|------------------|---------------|--------------|-------------|
| B-II    | LSTM-$\delta t$ | 150                   | -                | 1              | -            | 346k        |
|         | GRU-$\delta t$ | 150                   | -                | 2              | 100          | 314k        |
| NODE    | ODE-LSTM   | 85                    | 2                | 255            | 1            | 258k        |
|         | ODE-GRU    | 80                    | 2                | 230            | 2            | 248k        |

TABLE VIII: TUM dataset: Parameter settings for baseline, and the proposed NODE models.

| Method  | Hidden Dim | Layers in $f_\theta$ | Units $f_\theta$ | Gating Layers | Gating Units | #Parameters |
|---------|------------|-----------------------|------------------|---------------|--------------|-------------|
| B-II    | LSTM-$\delta t$ | 130                   | -                | 1              | -            | 293k        |
|         | GRU-$\delta t$ | 120                   | -                | 2              | 80           | 272k        |
| NODE    | ODE-LSTM   | 85                    | 2                | 255            | 1            | 251k        |
|         | ODE-GRU    | 80                    | 2                | 230            | 2            | 248k        |

TABLE IX: ZueriCrop dataset: Parameter settings for baseline, and the proposed NODE models.

| Method  | Link                                                                 |
|---------|----------------------------------------------------------------------|
| TCN     | https://github.com/charlotte-pel/temporalCNN                         |
| Transformer | https://github.com/VSainteuf/lightweight-temporal-attention-pytorch |

TABLE X: Code sources of baseline methods.