Modeling and Test Results of an Innovative Gyroscope Wave Energy Converter
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Abstract: An improved Maximum Power Point Tracking (MPPT) method based on a purely mechanical wave energy converter (WEC) of gyroscope precession is proposed. The method adopts dynamic perturbation step adjustment, which improves the stability of power output and reduces steady-state oscillation. The paper introduces the principle of the device, establishes the mathematical model, and obtains the complete expression of power. The effect of wave frequency, pitch amplitude, power take-off (PTO) damping coefficient, and flywheel rotating speed on power output is analyzed. The output regression equation is established, and the extraction conditions of the maximum power are summarized and predicted. Aiming at the time-varying nature of actual ocean waves, a variable step size modified maximum power point (MPP) tracking control algorithm based on perturbation and observation (P&O) method is proposed. The algorithm has a unique technology to dynamically change the perturbation size, which not only improves the dynamic response but also reduces the oscillation. Besides, the boundary conditions ensure that the algorithm will not deviate from the motion trajectory, and the average filtering method and steady-state judgment can further reduce steady-state oscillation. In various ocean conditions, the proposed method has better output stability compared with other variable step size algorithms. Finally, different wave working conditions are given in the experiment, and the results verify the effectiveness of the proposed MPPT control strategy in experimental equipment. The device will be suitable for distributed power sources in small islands and ports.
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1. Introduction

In the past few decades, the entire world has lived in a great crisis of energy shortage and the deterioration of the environment [1]. With the decline in fossil resources, the use of renewable energy solves one of the major concerns of the world community [2]. Clean and renewable energy technologies making use of ocean energy provide us with pollution-free alternatives to fossil fuel power plants and serve as a response to global warming and growing electricity demand. The oceans supply many kinds of renewable energy, such as ocean thermal energy conversion, marine current power, salinity gradient power, and eventually wave power [3,4]. Among all these ocean energy resources, wave energy is receiving growing attention because of its enormous potential energy [5].

Various types of wave energy converters (WECs) have been invented so far to extract energy from ocean waves to develop wave energy [6]. Although, after over 40 years of effort, wave energy still remains in the research and prototype stages, with only a few pilot plants connected to the grid worldwide [7,8]. The current main energy conversion methods can be divided into three main types. Take Wave Dragon [9] and Tapchan [10] for example; the first kind uses potential energy stored in reservoirs, and the principle is basically the same as that of hydropower dams. The second is to compress the medium...
based on the relative movement between the components, such as the oscillating water column. The third type uses a high-speed rotating rotor to store a substantial amount of energy as kinetic energy (flywheel effect—the Wells turbine) [11]. In all kinds of WECs, point absorbers [12,13], oscillating water columns [14,15], and flaps [16] have become the most common devices in the wave energy field.

However, some issues still need to be resolved, such as the survivability of the equipment, environmental pollution (if a hydraulic conversion system is used), the economics of energy extraction, and power output stability [17,18]. The WECs work in extreme environments, for example, Toftesfallen, Norway, built equipment in 1985, but it was severely damaged in 1991, which means higher technical requirements and a more advanced structure. Since then, researchers have made a lot of attempts, but still cannot avoid the damage of WECs. The most famous is the Aguçadoura wave farm in Portugal, the first wave farm in the world that integrated three types of Pelamis equipment, which stopped its operation after two months [19]. Besides, in hydraulically driven WECs, hydraulic oil leakage caused by loss of lubrication, wear, and other factors will cause irreversible damage to the marine environment [20].

According to the global wave energy atlas proposed by Konet [21], deep waters (40°–60° N and 40°–60° S) have abundant wave energy resources (70 kW/m) [22], and the energy density will decrease as the waves approach the coast, so it is appropriate to install WECs in deep water. However, one of the shortcomings of these devices is that the areas with high wave energy density are far away from the power grid, thus increasing the proportion of cable installation and maintenance costs in the investment of water conservancy projects and increasing commercial costs. From the economic point of view, the nearshore wave energy resources cannot be ignored, because the shallower waters and islands associated with the nearshore are critical to the operation and economic costs of certain WECs [23]. Japan does not have a substantial amount of wave power, but a WEC was developed successfully in the full-scale test [24]. Therefore, the current wave energy development and test power stations are mainly related to the coastal waters, and the development of small-scale wave energy has become a research hotspot in some coastal countries [25].

Therefore, in recent years, nearshore enclosed WECs have become more popular with the conversion systems not in contact with water [26,27]. The main advantage is that there are no moving parts in the water with survivability, and the purely mechanical device is friendly to the ocean. The University of Rome has developed a new type of wave energy device, which is especially suitable for enclosed sea areas with moderate wave power [4]. Kobe University applied the gyroscope principle to extract wave energy in the low-energy density ocean and successfully developed a 5.5 kW WEC in 2003 [28]. The gyroscope principle is used by the above two WECs to convert wave energy into electricity. Compared with other WECs with different structures or conversion principles, these WECs have the advantages of high reliability, low construction and maintenance costs, and easy implementation of active control strategies [29].

The design of WEC is quite different in the method of energy extraction, but all of them require a core of the WEC, called the power take-off (PTO) system, to convert the mechanical motion of the primary wave interface into a stable energy output. Additionally, there is an optimal damping point under different sea conditions for the PTO system, so the PTO can be controlled by the maximum power point (MPP) tracking (MPPT) control algorithms to improve the generated power of the system [30]. MPPT is an adaptive control strategy, which has been widely used in renewable energy such as wind and solar energy [31]. In the application of renewable energy, the duty cycle of the voltage converter is usually applied to adjust the load resistance in the generator. At present, MPPT methods are mainly divided into two categories, namely conventional methods and soft computing methods. The methods based on software calculations such as artificial neural networks, fuzzy algorithms, and particle swarm algorithms have excellent steady-state performance but have not been widely recognized due to their slow calculation speed. The conventional
algorithms are perturb and observe (P&O) and incremental conductance, especially P&O, which is the most extensively used due to its simplicity and low cost [32,33].

However, there are two main problems with these methods. Firstly, the MPPT controller occasionally makes the system deviate from the optimal operating point when the external conditions change rapidly. Another disadvantage is that when the MPP is approached, the system will continuously oscillate around the MPP [34]. One of the most significant parameters of P&O is the length of perturbation. A smaller value will result in slower tracking performance and poor dynamic response, while a larger one will cause steady-state oscillation and energy waste [35]. Therefore, the adjustable perturbation step size can simultaneously meet the system’s requirements for dynamic tracking and steady-state characteristics. Several MPPT techniques have been investigated for creating adaptive perturbing step size to enhance MPPT control [36], but these methods are limited to specific conditions [37–39]. Therefore, solving the two shortcomings has become the key to improving the P&O method.

Compared with other structures of WEC, this paper creatively develops a compact, high-safety, and non-polluting purely mechanical wave power generation system. It is anchored underwater and can be lowered to the seabed in extreme ocean conditions, thereby avoiding potential damage near the sea surface. The high-speed rotating flywheel is sealed in a float. When activated by external waves, it proceeds to generate electricity due to the gyroscope principle. This design reduces the energy conversion process and is sensitive to external excitations so that a wider range of waves can be captured. The main work of this paper is as follows. Firstly, the principle of gyroscope WEC is introduced in Section 2 and the mathematical model of the precession torque is established by MATLAB in Section 3. Secondly, the physical model and test environment are introduced in detail, including the various components of the gyroscope and the composition of the test platform, in Section 4. In Section 5, the influence of each input parameter on the power is obtained, and the complete expression of the output is obtained through linear regression and prediction. In Section 6, a modified MPPT algorithm is proposed to test the performance of the system, including a variable step size algorithm, reducing the steady-state error and the application of filters. After that, the performance of the proposed algorithm under different sea conditions is tested and compared with the other two variable step size P&O algorithms in Section 7.2. The results show that the proposed algorithm has excellent stability and good rapidity in various sea conditions. Finally, in Section 7.3, the model is verified through experimental testing, finding a reasonable agreement between simulation and experimental results.

2. Principle of System

The gyroscope principle is applied to convert the undulating wave energy into the gyroscope precession torque. The reference frames are used to analyze the movement of the system in Figure 1. The moving coordinate system $x_1 y_1 z_1$ is obtained by the fixed coordinate system XYZ through two rotating angular velocities $\delta$ and $\epsilon$. In the initial position without wave excitation, the moving coordinate system coincides with the fixed coordinate system, where $\delta = 0$ and $\epsilon = 0$, and the flywheel rotates at a constant velocity $\phi$ along the Z-axis. If the torque applied by the external waves is along the X-axis, the gyroscope’s rotating angular velocity direction and the wave torque acting direction are perpendicular to each other. The flywheel is affected by two angular velocities $\varphi$ and $\dot{\delta}$, and the gyroscopic effect produces a torque on the direction $y_1$, which is perpendicular to the two velocities. By driving the gear to increase the angular velocity of precession, and driving the rotating PTO to generate energy, then the energy is converted from the wave to electric energy. But if the flywheel rotates in the direction of the wave (X-axis), the two angular velocities coincide and no power will be generated.
Figure 1. Reference frames.

The functional layout of the gyroscope wave energy converter (GWEC) is presented in Figure 2. The gyroscope device is sealed in the float, and the monitor must be connected to the system to obtain real-time power and efficiency. In this case, the gyroscope is considered to be a motor on the damper, and the system extracts the energy of the damper for power generation in the PTO. The damper can be directly connected to the generator on the Y-axis. In this paper, the damping is connected to the monitor to verify the prototype performance, and the prototype will produce gyroscope torque, regardless of whether it contains external damping.

Figure 2. Principle of GWEC.

3. Theoretical Analysis

Assuming that the gyroscope rotor rotates about the Z-axis at an angular velocity $\phi$, the floating platform and the flywheel both rotate around the X-axis at an angular velocity $\delta$ by the motion of the wave. Then, the flywheel coordinate system is used as the moving
coordinate system (the unit vector of the moving coordinate system is \(\vec{i}, \vec{j}, \vec{k}\) respectively), the angular velocity of the gyroscope rotor relative to the inertial space is:

\[
\vec{\omega} = \dot{\delta} \cos \epsilon \cdot \vec{i} + \dot{\epsilon} \cdot \vec{j} + (\delta \sin \epsilon + \dot{\phi}) \cdot \vec{k}
\]  

(1)

where \(\epsilon\) is the gyroscope precession angle. Then, the angular moment of the rotor can be obtained (where \(J_x, J_y, J_z\) are the moments of inertia in x, y, z directions).

\[
H = J_x \dot{\delta} \cos \epsilon \cdot \vec{i} + J_y \dot{\epsilon} \cdot \vec{j} + J_z (\delta \sin \epsilon + \dot{\phi}) \cdot \vec{k}
\]  

(2)

The change of the precession angle is the key to wave energy generation. According to the expression of angular momentum, the equation of motion of the \(y_1\) is written:

\[
J_y \ddot{\epsilon} + (J_x - J_z) \dot{\delta}^2 \sin \epsilon \cos \epsilon = -J_z \dot{\phi} \dot{\phi} \cos \epsilon = T_y
\]  

(3)

where \(T_y\) is the control torque in the direction of the precession axis, the PTO can be considered as a spring damping system, and Equation (3) can be rewritten as:

\[
J_y \ddot{\epsilon} + (J_x - J_z) \dot{\delta}^2 \sin \epsilon \cos \epsilon = -J_z \dot{\phi} \dot{\phi} \cos \epsilon = -c_y \dot{\epsilon} - k_y \epsilon
\]  

(4)

where \(c_y\) is the damping coefficient and \(k_y\) is the spring coefficient. When \(\epsilon\) is small, \(\sin \epsilon\) is approximately equal to 0. It can be noticed in Equation (4) that the second term of the above formula is two orders of magnitude smaller than the others, so it can be ignored to reduce the amount of calculation. Then, Equation (4) can be rewritten as follows:

\[
J_y \ddot{\epsilon} + c_y \dot{\epsilon} + k_y \epsilon = J_z \ddot{\phi} \cos \epsilon
\]  

(5)

In order to obtain the main behavioral characteristics and dynamic performance of the gyroscope device, Equation (5) has been linearized around the position \(\epsilon\) approximately equal to 0.

\[
J_y \ddot{\epsilon} + c_y \dot{\epsilon} + k_y \epsilon = J_z \ddot{\phi}
\]  

(6)

It can be observed that Equation (6) is a typical second-order system, which can be rewritten as:

\[
\ddot{\epsilon} + 2\zeta \omega_n \dot{\epsilon} + \omega_n^2 \epsilon = \frac{J_z \ddot{\phi}}{J_y}
\]  

(7)

where equivalent damping ratio \(\zeta = \frac{c_y}{2 \sqrt{J_y k_y}}\), free oscillation frequency \(\omega_n = \sqrt{\frac{J_z}{J_y}}\). When a certain input \(\dot{\delta}\) is given to the system, we can observe the output as:

\[
( - J_y \omega^2 \sin(\omega t) + c_y \omega \cos(\omega t) + k_y \sin(\omega t)) \epsilon_0 = J_z \ddot{\phi}
\]  

(8)

where \(\omega\) is the frequency of the wave, \(\epsilon = \epsilon_0 \sin(\omega t)\) by assuming the gyroscope precession change periodically. Equation (9) can be obtained using \(k_y = J_y \omega_n^2\).

\[
\epsilon_0 = \frac{J_z \ddot{\phi}}{J_y (\omega_n^2 - \omega^2) \sin(\omega t) + c_y \omega \cos(\omega t)}
\]  

(9)

In this paper, the energy \(P\) extracted from the damper is considered to be available for power generation, then:

\[
P = \frac{c_y}{2} \omega^2 \epsilon_0^2 = \frac{c_y}{2} \left( \frac{J_z \ddot{\phi} \omega}{J_y (\omega_n^2 - \omega^2) \sin(\omega t) + c_y \omega \cos(\omega t)} \right)^2
\]  

(10)
It can be observed from Equation (10) that the maximum power acquisition is when the system resonates. Then, Equation (9) can be simplified as:

$$\varepsilon_0 = \frac{J_z \dot{\phi}}{c_y \omega \cos(\omega t)}$$  (11)

It can be concluded from Equation (11) that $\varepsilon_0$ is proportional to $J_z$, $\dot{\phi}$, and $\delta$, and inversely proportional to $c_y$ and $\omega$, while Equation (10) can be expressed as:

$$P = \frac{c_y \omega^2 \varepsilon_0^2}{2} = \frac{(J_z \dot{\phi})^2}{2c_y \cos^2(\omega t)} \Rightarrow P = \frac{(J_z \dot{\phi}) \omega \delta \varepsilon_0}{2 \cos(\omega t)}$$  (12)

Equation (12) shows that for a gyroscopic device, the system output power is proportional to the flywheel angular momentum $J_z \dot{\phi}$, the wave frequency $\omega$, the wave pitch amplitude velocity $\delta$, and the maximum precession angle $\varepsilon_0$, on the condition that the wave has the same natural frequency as the system. It can also be considered that the output of the system power is proportional to the damping coefficient $c_y$ of the second-order system, the square of the wave frequency $\omega$, and the square of the maximum precession angle $\varepsilon_0$. For a nonlinear system, the power expression is:

$$P = \frac{(J_z \dot{\phi} \cot \varepsilon)^2}{2c_y \cos^2(\omega t)} = \frac{(J_z \dot{\phi}) \omega \delta \varepsilon_0 \cot \varepsilon}{2 \cos(\omega t)}$$  (13)

Compared with Equation (12), the output power in a nonlinear system is less than that in a linear system.

4. Physical Model and Test Environment

4.1. Characteristics of GWEC

As shown in Figure 3, the gyroscope wave energy converter (GWEC) system is mainly composed of a flywheel, rotor motor, support frame, speed increaser gearbox, rotating PTO, and floating platform. The flywheel rotates in one direction at high speed in the vacuum flywheel housing, and the vacuum environment bestially reduces the air resistance to the flywheel. The outer ring of the flywheel is subjected to greater centrifugal force under high-speed rotation, while the internal influence is less. Therefore, the split flywheel structure is composed of a flywheel disc and a flywheel outer ring. Among them, the flywheel disc made of titanium alloy contributes little to the moment of inertia of the flywheel. The choice of this material not only ensures strength but also reduces unnecessary weight. The high-strength and high-density X30Cr13 is adopted in the rotating mass that contributes a large moment of inertia. The rotor motor makes the load obtain a fast acceleration rate so that the system has high sensitivity and a quick response. Another advantage is that it is easy to achieve the dynamic balance of the flywheel. The small number of parts of the motor means it is simple in design and has high inherent reliability while reducing manufacturing costs. It can be seen from Figure 3 that there are circular holes arranged in a matrix on the side of the support frame. Their function is to disperse the internal stress in the frame and avoid potential safety hazards caused by stress concentration. Besides, reducing the weight of non-power output parts also can improve energy conversion efficiency. However, the precession angular velocity of the flywheel is much smaller than the rated speed of the generator. Therefore, a 4-3-3-3 gear ratio is applied to increase the precession angular velocity of the flywheel to the speed required for rotating the PTO to generate electricity. Besides, it is fixed at both ends and integrally sealed, which is not only convenient for maintenance but also highly reliable.
Compared with other power generation devices, the GWEC converts wave energy into mechanical energy to produce electric energy directly. The device omits the intermediate transformation in the structure, thereby improving transmission efficiency. Additionally, it is sensitive to external excitation and can absorb a wider range of wave energy due to its working principle. Moreover, it is lightweight and pollution-free.

The entire device is installed in a sealed container floating on the sea surface and moored on the seabed. The movement direction of the device is strictly restricted to ensure the wave movement direction is perpendicular to the flywheel rotating direction, so that GWEC can stably convert wave energy into electric energy. Besides, a motion limit device is also added to the mechanical structure to prevent damage to the entire equipment under extreme weather conditions to improve survivability.

4.2. Test Platform and Experimental Environment

A six degrees of freedom (6-DOF) hydraulic platform is utilized to simulate the wave to test the prototype in this paper before the actual maritime experiment. This can move along three coordinate axes and rotate around three axes, and the external dimensions of the GWEC and the relative equipment of the experiment platform are shown in Figure 4.
wave motion and stimulate the GWEC to produce a precession effect to generate electricity. Finally, the load resistance is used to test the power output.

To facilitate installation, disassembly, and structural adjustment, a rectangular frame is used to replace the cylindrical frame in the test phase. The working space of the hydraulic 6-DOF platform is 0.4796 m³. The motor power is 7.5 kW, the system flow rate is 48 L/min, the maximum stroke of the ATOS cylinder is 280 mm with the rated pressure of 10 MPa, and each cylinder adopts the DLHZO proportional servo valve and displacement sensor. The maximum pitch range of the platform movement is ±30°. The platform provides external excitation for the GWEC by simulating wave motion. The view of the GWEC with a wave simulation system and power acquisition device is illustrated in Figure 5. Among them, the 6-DOF platform controller issues instructions to make the platform simulate the movement of the regular wave during the experimental phase.

![GWEC test system site.](image)

The power supply is utilized to switch on the GWEC, including the operation of the gyroscope flywheel and the motor drive board. The monitor is composed of an industrial computer with A/D conversion and acquisition. The data acquisition board adopts Advantech’s PCI-1716 with a 250 KS/s 16-bit A/D converter with a maximum input of 2.4 volts, which collects the voltage value of the PTO, and calculates the average power of the output through Equation (14) after filtering.

\[ P = \frac{U^2}{R} \]

where \( U \) is the voltage value generated by the PTO after converting the gyroscope precession torque, while the load resistance \( R \) in this experiment is 100 ohms.

The drive board controls the motor to drive the flywheel to maintain a certain velocity. The speed-increasing device is used to drive the generator to generate electricity by accelerating the precession angular velocity of the flywheel. The operation of the GWEC system and power monitoring is illustrated in Figure 6. The core specification of the prototype system and rated experimental conditions are presented in Table 1.
Table 1. Specification of the prototype system.

| Parameter                              | Symbol | Values     | Units |
|----------------------------------------|--------|------------|-------|
| Total weight of GWEC                   | \(m_g\) | 50         | kg    |
| GWEC volume                            | \(V\)  | \(\phi 400 \times 450\) | \(\text{mm}^3\) |
| Weight of flywheel                     | \(m\)  | 30         | kg    |
| Moment of inertia of rotor in x axis   | \(J_x\) | 0.211      | \(\text{kgm}^2\) |
| Moment of inertia of rotor in y axis   | \(J_y\) | 0.211      | \(\text{kgm}^2\) |
| Moment of inertia of rotor in z axis   | \(J_z\) | 0.372      | \(\text{kgm}^2\) |
| Moment of inertia of platform in x axis| \(J_{px}\) | 1.40      | \(\text{kgm}^2\) |
| Moment of inertia of platform in y axis| \(J_{py}\) | 0.93      | \(\text{kgm}^2\) |
| Moment of inertia of platform in z axis| \(J_{pz}\) | 1.40      | \(\text{kgm}^2\) |
| Rated wave period                      | \(T\)  | 7          | s     |
| Rated pitch amplitude                  | \(A\)  | 10         | degree (°) |
| Flywheel rated speed                   | \(\varphi\) | 10,000    | rpm   |
| Damping coefficient                    | \(c_y\) | 35         | Nm s/rad |
| Generator rated voltage                | \(U\)  | 24         | v     |
| Generator rated power                  | \(P\)  | 100        | w     |

Since a 6-DOF platform is used to simulate wave motion in this experiment, the input power can be given by the total power of the platform motion:

\[
P_{in} = P + \frac{1}{2} \int J \dddot{\delta} \, dt
\]  
(15)
Due to $\delta = \delta_0 \sin(\omega t)$, and when neglecting the power to maintain the flywheel in vacuum and other energy losses, then the energy conversion efficiency is:

$$\eta = \frac{P}{P_{in}} = \frac{2J_z \phi \phi_0}{2J_z \phi \phi_0 + |J_y \delta_0 \omega \sin(2\omega t)|} = \frac{2(J_z \phi)^2}{2(J_z \phi)^2 + |J_y c_y \omega \sin(2\omega t)|}$$  \(16\)

From Equation (16), it is obvious that the conversion efficiency decreases as the damping coefficient $c_y$ increases when other conditions remain unchanged. However, the damping coefficient will also change under different wave conditions and flywheel speeds. Therefore, given the strong coupling of the gyroscope system, it is impossible to directly obtain the relationship between energy conversion efficiency and other coefficients in the above formula.

5. Performance Test

To represent the performance of GWEC, the linearization model (Equation (6)) described above has a fast application, which is based on the assumption that $\varepsilon$ is a small angle. However, the precession angle of the rotating gyroscope cannot be 0 when subjected to external forces from the mechanical and dynamic point of view. Figure 7 shows the power output of the linearized model and the nonlinearized equation under the same conditions, where the gyroscope rotating speed of Figure 7a–d is 8000 rpm and the speed in e–h is 12,000 rpm. The pitch amplitude of the left images is 6°, while that of the remaining images is 14°.

![Figure 7](image-url)  
**Figure 7.** Comparison of power output between linear and nonlinear systems (linearized system: red line, nonlinear system: blue line): (a) $A = 6^\circ$, $T = 5$ s, $\phi = 8000$ rpm; (b) $A = 14^\circ$, $T = 5$ s, $\phi = 8000$ rpm; (c) $A = 6^\circ$, $T = 14$ s, $\phi = 8000$ rpm; (d) $A = 14^\circ$, $T = 14$ s, $\phi = 8000$ rpm; (e) $A = 6^\circ$, $T = 5$ s, $\phi = 12,000$ rpm; (f) $A = 14^\circ$, $T = 5$ s, $\phi = 12,000$ rpm; (g) $A = 6^\circ$, $T = 14$ s, $\phi = 12,000$ rpm; (h) $A = 14^\circ$, $T = 14$ s, $\phi = 12,000$ rpm.

Figure 7 shows the main differences between the linear model and the nonlinear model. In general, the power output of the linear model is greater than the nonlinear equation.

As mentioned before, Equation (5) can be simplified to Equation (6) only when $\varepsilon_0$ is at a small angle. When combined with Equation (12), it can be concluded that when $c_y$ and $J_z$ remain unchanged, the greater $\phi$ and $A$ are, the greater $\varepsilon_0$ is. It can be clearly seen
from Figure 7 that when only the pitch amplitude is different, the output with $14^\circ$ pitch amplitude $A$ in Figure 7b,d,f,h is much greater than the others. The speed of flywheel $\phi$ in Figure 7e–h is also higher than in (a)–(d), which causes the increase in $\varepsilon_0$. Therefore, the values of $\phi$ and $A$ are both increased in Figure 7i,h, and the power difference between the linear model and the nonlinear model is more obvious than in other figures. Based on the above analysis, the following conclusions can be drawn. Under the wavelet pitch amplitude or low flywheel speeds, the linearized model can obtain an acceptable approximation of the complete nonlinear equation. However, under large pitch amplitude, or the high flywheel speed, the two models are quite different. This also verifies that the linear model can be used instead of the nonlinear model to test the characteristics of GWEC only under low-speed, small pitch amplitude conditions.

In this section, the effects of the main parameters of the gyroscope system on the output power and energy conversion efficiency are analyzed. To test and verify the performance of the GWEC, the sea state with lower wave energy density is selected in the experimental stage. The South China Sea has a wave period of 6–8 s, while the North Bay and the Gulf of Thailand have a wave height of 0.5 to 1.5 m. In this experiment, the rated sea state is set to a wave period of 7 s, and the pitch amplitude is $10^\circ$.

5.1. Effect of the Damping Coefficient

Figure 8 shows the influence of pitch amplitude on energy conversion efficiency under different damping coefficients. The energy conversion efficiency is obviously affected by the damping coefficient. As shown in Equation (16), the energy conversion efficiency generally decreases as $c_y$ increases. The best performance is obtained with minimum damping ($c_y = 30$ Nm·s/rad) in most cases. The conversion efficiency obtained by the minimum damping coefficient is at most 1.99% higher than the efficiency corresponding to the medium damping coefficient ($c_y = 35$ Nm·s/rad). The relative maximum damping coefficient ($c_y = 40$ Nm·s/rad) is increased by at most 4.0%. It is noteworthy that not all maximum efficiency points appear at the minimum damping coefficient. As the pitch amplitude increases and the wave period decreases, the value of the damping coefficient at the point of maximum efficiency gradually increases. From a statistical point of view, the gap decreases as the pitch amplitude increases and the wave period decreases.

Figure 8. Influence of damping coefficient and pitch amplitude: (a) $c_y = 30$; (b) $c_y = 35$; (c) $c_y = 40$. 
On the other hand, the graphs show that for a given damping coefficient and wave period, the larger the wave pitch amplitude, the lower the conversion efficiency. Besides, for the same damping coefficient and pitch amplitude, the conversion efficiency decreases with the increase in the wave period, which is especially obvious at high wave periods. In the case of small damping, the attenuation rate of the conversion efficiency with increasing pitch amplitude is greater than that with large damping. For the wave state of $T = 14$ s and $A = 5^\circ$, the conversion efficiency can be improved 4% by adjusting the damping coefficient, so an appropriate damping coefficient should be selected. This improvement is more important than changing the wave period alone (3.7% with $c_y = 40$ Nm·s/rad and $A = 20^\circ$) or the pitch amplitude alone (3.1% with $c_y = 30$ Nm·s/rad and $T = 14$ s). These results indicate that the damping coefficient should be the focus of attention when optimizing the GWEC device.

The damping coefficient is quite important due to the analysis of dynamic characteristics in Figure 9. When the damping coefficient is larger than the rated value, the output power and conversion efficiency will decrease rapidly. For damping coefficients smaller than the rated value, the precession angle will be too large, which will cause the system to be uncontrolled. The platform counter torque will decrease with the increase in the damping coefficient. From the perspective of PTO, when the damping coefficient is the optimal value, the torque on the precession shaft also reaches the maximum, which is not convenient to realize from the perspective of the mechanical structure.

Figure 9. Effect of the PTO damping coefficient: (a) output power; (b) conversion efficiency; (c) flywheel precession angular displacement; (d) platform counter torque.

5.2. Effect of the Pitch Amplitude

As for the pitch amplitude of the wave in Figure 10, the output power of the system increases significantly as the pitch amplitude increases. However, the excessive amplitude will rapidly reduce the energy conversion efficiency. At the same time, this will also make the precession angular displacement reach the limit position, causing system instability. In addition, excessive platform counter torque is not conducive to energy generation.
5.3. Effect of the Flywheel Rotating Speed

Figure 11 illustrates that the flywheel rotating speed is a significant parameter in the GWEC system, and the output power increases as the flywheel rotating speed increases. When the rotating speed is less than the rated value, the conversion efficiency drops sharply, and when it is greater than the rated value, the efficiency increases slightly as the rotating speed raises. Additionally, the raising of the flywheel rotating speed will increase the precession angle displacement, while the excessive precession angle will cause the flywheel to reach the precession angle limit. The increase in the counter torque of the platform will cause the GWEC system to behave as a space stabilizer, and reduce the conversion efficiency, which is not suitable for power generation.
5.4. Effect of the Wave Period

Figure 12 shows the system’s response to the wave period. As stated in Equation (13), the output power of the system decreases as the wave period increases. Generally, the energy conversion efficiency declines as the wave period increases. However, the changes in conversion efficiency and precession angular displacement curves were not very smooth due to the complexity of the system model. The precession angular displacement decreases rapidly with the wave period from 5 to 12 s, and the trend reduces gently after 12 s. The counter torque of the platform decreases as the wave period increases.

![Figure 12. Effect of the wave period: (a) output power; (b) conversion efficiency; (c) flywheel precession angular displacement; (d) platform counter torque.](image)

As mentioned earlier, the energy conversion efficiency varies with the wave period. To maximize energy conversion efficiency, Figure 13 shows the efficiency relative to the wave period and flywheel rotating speed. The efficiency increases as the wave period decreases and the speed of the flywheel increases. However, if the period is short, the conversion efficiency decreases significantly at low speed, but it can be increased in phases by raising the flywheel rotating speed. For high speed, reducing the wave period does not improve efficiency significantly in the simulation situation. As for the actual system, the trade-off between energy output and power consumption when maintaining the high-speed rotation of the flywheel is also considered to determine the optimal flywheel rotating speed in various situations.

5.5. Multiple Regression and Prediction

Figure 14 shows the effect of changes in damping coefficient, pitch amplitude, wave period, and flywheel speed on output power. In order to observe the influence of the changes of the two parameters on the output power of the system, we kept the other two parameters at the rated values in each figure. The theoretical output power will increase with the decrease in the wave period, the raising of the pitch amplitude, and the increase in the flywheel speed, no matter how the parameters change. More importantly, an appropriate damping coefficient needs to be selected. In the case of $A = 10^\circ$ and $\phi = 10,000$ rpm, the maximum power of 46.06 W was achieved at $T = 5$ s and $c_y = 30$ Nm·s/rad rather than $c_y = 25$ or 35 Nm·s/rad, in Figure 14a. Figure 14b–d shows that the power changes slowly
with the parameters, but in Figure 14e,f, it can be observed that the output increases sharply when the wave period is less than 6 s. It is also worth noting that comparing Figure 14c–f, the influence of pitch amplitude and flywheel speed on output power is almost the same.

![Figure 13](image1.png)

**Figure 13.** The influence of wave period.

![Figure 14](image2.png)

**Figure 14.** The influence of input parameters on power output: (a) P vs. $c_y$, $T$; (b) P vs. $A$, $\varphi$; (c) P vs. $c_y$, $A$; (d) P vs. $c_y$, $\varphi$; (e) P vs. $T$, $\varphi$; (f) P vs. $T$, $A$.

Minitab was used to perform multiple linear regression and power prediction on the previous data in Figure 15. The figure shows the damping coefficient X1 ($c_y = 30, 35, 40$ Nm s/rad), the flywheel rotating speed X2 (Rev = 9000, 10,000, 11,000 rpm), the wave period X3 ($T = 6, 7, 8$ s), and the wave pitch amplitude X4 ($A = 9^\circ, 10^\circ, 11^\circ$) to obtain the statistical results of output power simulation.
The complete output formula of power is expressed in Figure 15a. Power = 70.15 - 0.4581 \times 1 + 0.00638X2 - 30.493X3 + 6.639X4 + 2.8507X3^2 + 0.05007X1 \times X3 - 0.9250X3 \times X4. R-sq is a measure of fit, which is defined as the ratio of regression model error to total error. The R-sq value of the model is 99.89% in Figure 15a, which indicates an excellent correlation between the experimental value and the fitted value. The contribution of each parameter in R-sq is shown in Figure 15b. A low p-value (p ≤ 0.1) implies that the relevant data source is statistically significant. The P-value is less than 0.001 in this regression, which also indicates the obtained model is considered statistically significant and desirable in Figure 15c. Differently from R-sq, when the added variables in the model are not statistically significant, R-sq (adj) will decrease, so R-sq (adj) is one of the important indicators to measure the quality of the model built. The larger the R-sq (adj), the better the model fits. Among the variables, the R-sq (adj) of the minimum value X3 is greater than 80%, indicating the system has high goodness of fit in Figure 15d.

Figure 15e,f shows the interaction of the variables and the effect of every single variable on the output. Intersecting lines are used to indicate significant interactions; however, there are no two important interactions in Figure 15e. There is even no mutual influence between cy and Rev or A. Among the individual effects of the four variables on the output, T has the largest impact on the power in Figure 15f, while other variables have less impact on the output in a small range of changes, which is the same as the simulation conclusion.
Residual plots for power are shown in Figure 15g. The residual is the difference between the actual observation value and that fitted from the regression. When the points on the plot fall near the straight line, it indicates the data are normally distributed. It can be clearly seen from the figure that the experimental points are all near the straight line, which verifies the data are normally distributed. By comparing 81 sets of simulation results with multiple linear regression data, we get an average power error of 0.0375, and a variance of 0.0245, which also verifies the effectiveness of the model.

The prediction and optimization report in Figure 15h provides an ideal output scheme for pursuing maximum power goals. The predicted result according to the model is 28.196 W, which is 99.37% compared to the simulated value of 28.375 W. This proves the model has excellent fitting and predictive capabilities, and the linear regression formula in the modeling report can be applied to accurately predict power output. Besides, the other top four alternative solutions with predicted power closest to the optimal solution are presented.

6. The Proposed Modified P&O

6.1. Adaptive Perturbation Size

From Figures 8–13, it can be concluded that the energy output under a single variable has a single peak, and there is a unique optimal output power in every sea state. Moreover, it can be concluded from Figures 14 and 15 that under the combined action of the two input conditions, the power output has the only optimal damping coefficient. However, this parameter is also variable under different sea conditions and flywheel rotating speeds. At present, the MPPT algorithm has been widely used in energy fields, and the principle is applied to electronic PWM control to optimize the generator load. The P&O control algorithm is widely used in MPPT of photovoltaic power generation, which is simple and has excellent convergence. Its working principle is to adjust the perturbation direction according to the comparison result of the power value before and after the perturbation signal.

\[ X_{\text{new}} = X_{\text{old}} + \Delta X \times \phi \]  

Equation (17), X is the control variable, which can be voltage (U), current (I), or duty cycle (d), and \( \Delta X \) is the perturbation step size. Simultaneously, \( \phi \) represents the direction of perturbation, and +1 and −1 correspond to the increase and decrease in \( X \). However, the working point cannot be stabilized at the MPP, and will fluctuate around the stable power as the perturbation changes. Therefore, it is necessary to obtain an adaptive perturbation step size \( \Delta x \) to ensure the power loss when fluctuation around the MPP is minimized.

The inverse proportional function is a common mathematical function, the expression of which is \( y = k/x \). The conventional inverse proportional function makes the product of two consecutive perturbation steps a fixed value, which not only has strict requirements on the value of the constant but also inevitably produces energy waste caused by oscillation. A dynamic inverse proportional function method to adjust the size of the perturbation step is applied in this paper. Define that the product of two consecutive perturbation steps is equal to the absolute value of \( \Delta P \):

\[ |\Delta P| = \text{step}_{n-1} \times \text{step}_n. \]

After assigning an initial step size \( a \), this formula ensures the perturbation step size will vary with the change of \( \Delta P \). Besides, no matter how the external conditions change, \( \Delta P \) and the perturbation size will not be zero to ensure the stability of the algorithm. After the initial perturbation step length is given, when the value of \( \Delta P \) is larger, the perturbation size will increase accordingly, thereby reducing \( \Delta P \). At this time, the new perturbation step size will decrease with the decrease in \( \Delta P \), and the power output will reach the vicinity of MPP eventually.

6.2. Minimize Steady-State Error

It can be concluded from Equation (17) that the perturbation step size is closely related to the value of \( \phi \). In this paper, five consecutive \( \phi \) are recorded to detect oscillations, and extra step size is applied to reduce steady-state power loss. When the power is increased
or decreased, the absolute value of five consecutive $\phi$ is 5, and when the steady-state oscillation occurs, the sum of the absolute values is less than 5 as is shown in Equation (17). Therefore, it can be accurately detected whether it reaches the vicinity of MPP by recording five consecutive $\phi$.

$$\text{if } \left| \int_{1}^{5} \phi \right| = \{ \begin{array}{ll}
5 & \text{(Non-steady state)} \\
\text{else} & \text{(Steady state)}
\end{array} \right. \quad (18)$$

Equation (18) can be applied as a criterion to switch the perturbation step size. The perturbation step size is calculated by the inverse proportional function when the system is in an unstable state. When $\left| \int_{1}^{5} \phi \right| = 3$, it indicates that the operating point has reached the vicinity of MPP, so a small step size is used to reduce the oscillation. Even when the system is in steady-state, especially when $\left| \int_{1}^{5} \phi \right|$ is 1, and the operating point is closer to the MPP, an extra small perturbation step size is applied. In this way, not only can the perturbation step size be switched in different states of the system to ensure rapidity, but the application of the extra step size when the system is near the MPP can greatly reduce the power loss in the steady state.

6.3. Algorithm Flowchart

The modified algorithm is illustrated in the flowchart of Figure 16. The first step is to initialize each parameter and assign variables. In this paper, the limited range is imposed on the constant of the inverse proportional function to ensure the change of the step size twice in succession. In this case, a large step size can be used when the power difference is large to ensure the rapidity of the system, and small step size can be applied when it reaches the vicinity of the MPP to reduce energy loss. It is worth noting that since the precise MPP position will continue to move, zero perturbation is not allowed, which will force the tracking of the same voltage value throughout the cycle, resulting in a serious reduction in efficiency.

![Figure 16. The complete flowchart of the modified P&O.](image-url)
The overall simulation flow chart in MATLAB/Simulink is shown in Figure 17. The pitch amplitude and period are the input parameters of the wave, and the angular displacement and angular velocity of precession are applied to the inputs of the PTO. The duty cycle is generated by the MPPT algorithm and applied to the boost chopper. Finally, the smooth power curve is obtained by the filter module.

![Simulation Flow Chart](image)

**Figure 17.** The diagram of simulation in Simulink, including WEC, PTO, rectification, filtering, and MPPT algorithm by MATLAB.

### 7. Algorithm Simulation and Experimental Verification

#### 7.1. Filter Comparison

Compared with relatively stable solar energy, wave energy changes continuously, and its energy output fluctuates greatly. The application of filters is very necessary to obtain a smooth and stable output power curve and reduce unnecessary interference. Butterworth and Chebyshev Type II filters are universal and very effective low-pass filters in signal processing, which can eliminate overshoot in the system. However, the system will have some oscillation, if rapidity is the primary goal. For signal processing, the lower the cut-off frequency of the filter and the longer the equivalent time delay, the slower the sensor response speed, which will cause phase lag. Therefore, a lead circuit needs to be added to the circuit to compensate for the phase lag, which will increase the amount of calculation and complicate the system structure. As a linear filtering method, mean filtering is usually applied in image processing, which has the advantages of high efficiency, simple structure, and less calculation. It can not only effectively filter random interference signals, but also smooth the output curve.

The power output comparison of different filtering methods under rated conditions is shown in Figure 18. In the waveform diagram after the initial filtering, the waveform without subsequent filtering has the worst performance and the most intense oscillation. However, Butterworth and Chebyshev Type II filters perform equally, and both are better than unfiltered. Their steady-state error is slightly larger when the two provide better rapidity. The average filter with a step size of $5 \times 10^{-1}$ has the smallest steady-state error. The stability criterion of the system is fully demonstrated in this method, but the rapidity of this method is too poor to meet the system requirements. Compared with other methods, the average filter with a size of $1 \times 10^{-1}$ guarantees the excellent stability and good rapidity, especially after reaching the rated operating point, and the energy oscillation is much smaller than the other two filtering methods. The average power generation in 25 s obtained by the MPPT control is 10.9 W, which accounts for 85.96% of the optimal power generation obtained by data fitting, which directly proves the feasibility of the algorithm.
7.2. Simulation of Different Sea Conditions

The motion state of the waves will change with the water depth. Waves in shallow waters will undergo refraction, reflections, and other phenomena due to the impact of coastal terrain and offshore engineering, which can be regarded as a superposition of regular waves. In deep-water areas, the wave period usually fluctuates very little within a few hours. Therefore, the deep-water waves with a narrow spectrum can be regarded as regular waves with relatively excellent predictability, except for occasional amplitude changes. In this section, we analyze the performance of the modified algorithm under different ocean conditions.

The simulation model was established by MATLAB/Simulink according to the design to verify the proposed control algorithm. First, under the rated conditions, the wave period is set to 7 s, the pitch amplitude is $10^\circ$, and the simulation time is 25 s. A traditional P&O algorithm with a fixed step size of $1 \times 10^{-1}$ and $1 \times 10^{-2}$ is established to facilitate comparison. The comparison between the outputs and the modified MPPT is shown in Figure 19.

As mentioned earlier, the choice of step size is particularly important. It can be clearly seen from Figure 19 that the fixed step method has certain disadvantages. When the step size is slightly larger (step size = $1 \times 10^{-1}$), the tracking curve has good rapidity, especially in the initial position. However, there are large power fluctuations in the initial stage of the simulation, which has a great impact on the PTO and is not conducive to stable energy generation. Moreover, there will be a short-term constant output phenomenon at non-MPP (2.5–3.5s), which has a certain impact on the rapidity of the algorithm. As for the small step size (step size = $1 \times 10^{-2}$), the tracking characteristics are extremely poor, and the MPP cannot be reached before the end of the entire simulation cycle. This dynamic characteristic is not satisfactory. The modified MPPT method has both good speed and excellent stability under rated conditions.
Some scenarios of varying wave pitch amplitude were simulated to test the control strategy of this article, and the ocean state (the MPP of the system) changes. Among them, Figure 20a,b has increased and decreased step signals at 12.5 s, respectively. In Figure 20c,d, the ramp increase and decrease signals last from 10 to 15 s, respectively. In Figure 20e,f, there are half-sine signals that increase and decrease from 10 to 15 s. It can be seen from Figure 20 that the system starts running from 0 and operates stably around the rated MPP from 8 s, which shows that the filter module effectively solves the system oscillation problem near the MPP. At 10–15 s, the pitch amplitude changes differently. However, after a period of time, the system can accurately find a new MPP and operate stably no matter how the wave energy changes.

Figure 20. Power output curve under different ocean conditions: (a) step signal 10°–11°; (b) step signal 11°–10°; (c) ramp signal 10°–12°; (d) ramp signal 10°–8°; (e) half-sine signal 10°–12°–10°; (f) half-sine signal 10°–8°–10°.

In order to test the performance of the MPPT proposed in this paper, two modified algorithms are added to the comparison; one comes from [9], and algorithm 2 comes from [10]. Figure 21 shows the power output comparison of different methods under rated sea conditions.

Figure 21a shows the angular displacement and angular velocity of the flywheel output under rated sea conditions, both of which change smoothly and have the same period. Figure 21b shows the power output of different methods under this sea state. The initial step of algorithm 1 is large, which presents an excellent dynamic response. However, in the process of chasing MPP, a strong oscillation is not conducive to energy output. The proposed algorithm has both rapidity and smooth power output, which avoids system oscillation. The initial step size of algorithm 2 is small, and it takes the longest time to reach the position of MPP, but the output curve of this method is relatively stable. The above three methods have reached MPP, verifying the feasibility of the methods.
However, in the shallow areas of the ocean, especially the coastal areas, the wave conditions are more complicated. Therefore, this paper superimposes random waves in the rated sea state to simulate the actual sea area, in order to verify the performance of the algorithm in the coastal sea area. The power output comparison is shown in Figure 22.

Figure 21. Algorithm comparison of rated sea conditions: (a) precession angular displacement and angular velocity under rated conditions; (b) power output of three methods.

Figure 22. Algorithm comparison of time-varying sea conditions: (a) precession angular displacement and angular velocity under irregular sea conditions; (b) power output of three methods.
Figure 22a shows the flywheel output angular displacement and angular velocity under irregular sea conditions. It can be clearly seen from the figure that the overall trend of precession angular displacement is sinusoidal, accompanied by continuous oscillation, and the change of its amplitude decreases with time. The precession angular velocity curve contains continuous and strong fluctuations, and it is difficult to find the law of motion. In this wave state, three different MPPT methods are shown in Figure 22b. In general, the performance of the three algorithms is the same as that shown in Figure 21b. Algorithm 1 is very fast, but it is full of strong power oscillations in the process of chasing MPP. The algorithm proposed in this paper is known for its stable output power and certain rapidity. However, algorithm 2 exposes the problem of poor dynamic response and poor power tracking in the initial stage. Eventually, the three algorithms reached MPP at 14 s simultaneously, and followed MPP steadily as the wave conditions changed.

7.3. Experimental Test

Figure 23 illustrates the actual influences of different flywheel rotating speeds, wave periods, and pitch amplitude on output power. Under the same conditions, the output power improves as the wave period decreases, the flywheel rotating speed raises, and the pitch amplitude increases, which also verifies the previous simulation. From Figure 23a,b, it can be concluded that the modified MPPT control algorithm takes approximately 10 s to reach the vicinity of MPP and maintain a stable output. This also proves the feasibility and stability of the algorithm under different working conditions. It can be observed from the figure that the peak voltage of the power output is approximately 50 V, and the output period is the same as the wave. It is worth noting that there is still a certain gap between the output power and the theoretical power in each experimental state in the figure. The experimental power of Figure 23d is 13.8 W, which is only 0.92 W lower than the theoretical output, accounting for 93.8% of the maximum power. However, the actual output of Figure 23a is 6.1 W, which is 1.15 W smaller than the simulated value, and only reaches 84.2% of the simulated maximum power, which is the smallest proportion in Figure 23. The ratio of the actual power to the theoretical power value in Figure 23b is 91.1%, and the ratio in Figure 23c is 85.0%. The power difference between theory and reality is affected by factors such as the mechanical efficiency of the transmission mechanism, friction, and electrical losses. After comparing all the actual outputs and the simulated values, it can be concluded that the difference between the two values is almost the same under different working conditions.

![Figure 23](image_url)

**Figure 23.** Effect of different input parameters on output power (the dark line is the voltage measurement value, the light line is the MPPT output): (a) \( \varphi = 10,000 \text{ rpm}, T = 8 \text{ s}, A = 10^\circ, P = 6.1 \text{ W} \); (b) \( \varphi = 10,000 \text{ rpm}, T = 7 \text{ s}, A = 10^\circ, P = 10.7 \text{ W} \); (c) \( \varphi = 8,000 \text{ rpm}, T = 7 \text{ s}, A = 10^\circ, P = 7.4 \text{ W} \); (d) \( \varphi = 10,000 \text{ rpm}, T = 7 \text{ s}, A = 12^\circ, P = 13.8 \text{ W} \).
8. Conclusions

This paper proposes a modified MPPT algorithm and realizes the maximum power capture under different working conditions based on the gyroscope WEC. The main work of this paper is as follows:

1. The paper introduces the working principle of the gyroscope wave energy converter, and the energy conversion process. The influence of the natural frequency, damping ratio, and input parameters of the wave condition on the power output are analyzed. The complete expression of the power output under wave energy is obtained;

2. We conclude from the dynamic model of the system that the linear model can be used to replace the nonlinear model when the precession angle is small. The influence of each input parameter on power, conversion efficiency, and the experimental platform is analyzed, and the single-peak function of power output is verified. The linear equation of the output power is obtained through multiple linear regression, and the correctness of the regression analysis is verified by the prediction model;

3. This paper proposes a modified MPPT algorithm based on the traditional P&O method which focuses on improving the stability of power output and ensuring certain dynamic characteristics. The basic idea of the algorithm is to dynamically adjust the perturbation step length with an inverse proportional function to ensure the stability of the system while achieving rapidity. The sign of the power difference is used to determine whether the system is in a steady state, and smaller step size is applied to reduce the steady-state error. The adopted mean filtering function provides the system with strong robustness and an excellent ability to adapt to changes in external conditions;

4. The proposed algorithm is compared with the fixed size algorithm under the rated condition. The simulation results show that the method has a faster dynamic response, better stability, and smoother output power curve. Then, two variable step size algorithms are introduced to compare with the proposed algorithm under different sea states. The results illustrate that the proposed algorithm has excellent stability and rapidity. Eventually, experimental results verify that the designed MPPT control algorithm can effectively maximize power generation under different conditions.

9. Future Work

Future work includes establishing a hydrodynamic model of the device, optimizing the overall dimensions and mass distribution of the floating body, and establishing a detailed mooring system. It also includes reducing system power loss, and matching the appropriate flywheel speed according to the motor power consumption. More intelligent algorithms to achieve optimal or sub-optimal control will be developed to improve power performance under different conditions. We will verify the performance of the proposed algorithm and control strategy in the wave tank or the ocean to obtain experimental feedback on the results on the simulation and test platform. We could develop commercial applications of equipment, such as the electric source of the buoy for signal light, or form a variety of distributed power applications to power small islands or ports.
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