Exact non-Markovian master equation for a driven damped two-level system
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I. INTRODUCTION

The dynamics of open quantum systems \textsuperscript{1,3} has attracted much attention and becomes active again in recent years due to its possible applications in quantum information science \textsuperscript{4–9}. Indeed the study of coupled system-environment system is an long standing endeavor in many fields of physics including quantum optics \textsuperscript{10–13}, atomic optics \textsuperscript{13–17} and condensed matter physics \textsuperscript{3,18,19}. The coupling of the system to its environment leads to dissipation and dephasing with flows of energy or information from the system to the environment \textsuperscript{2,3}. The back flowing of information from the environment to the system determines the Markovianity of the dynamics.

Driven two-level model is available to effectively describe many actual physical systems, for example, a quantum bit in quantum information processing. Thus the theoretical analysis as well as the practical implementation of the driven two-level systems brings us a renewed topic. There are several ways to create a driven two-level system (or qubit) today by current quantum technologies, each exploits different approaches or in different quantum systems. For instance, by means of quantum optics and in microscopic quantum objects (electrons, ions, atoms) in traps, quantum dots, and quantum circuits \textsuperscript{20–23}. Different implementations of qubit \textsuperscript{24–27} are subjected to different types of environmental noise \textsuperscript{20}, most environments are assumed Markovian \textsuperscript{27,28} and the dynamics of system was studied perturbatively in the literatures.

In recent years, an increasing interest has been paid to developing a non-Markovian generalization for open quantum system theory, some of them are formulated in terms of non-local time evolutions. There exist diverse formalisms for describing memory effects, including the generalization of the Lindblad master equation from time-independent dissipative rates to time-convoluted kernel functions. A wide class of both phenomenological and theoretical approaches were formulated for building and characterizing this type of master equations, which in turn lead to a completely positive map.

By means of the Feynman-Vernon influence functional theory \textsuperscript{29–33}, exact master equations describing the general non-Markovian dynamics of a wide range of open quantum system have been recently developed, e.g. quantum Brownian motion \textsuperscript{32,33,36}, single-mode cavity \textsuperscript{35} and two entangled cavities \textsuperscript{38,39} with vacuum fluctuations, spin-boson model \textsuperscript{40}, coupled harmonic oscillators \textsuperscript{41,42}, quantum dot in nanostructures \textsuperscript{43,45}, various nanodevices with time-dependent external control field \textsuperscript{46}, nanocavity systems including initial system-reservoir correlations \textsuperscript{47}, and photonic networks imbedded in photonic crystals \textsuperscript{48,49}. However, an exact master equation for driven systems are very rare.

Projection operator technique is other mean to study the open quantum system, both the time-convolutionless (TCL) \textsuperscript{50–52} master equation and the Nakajima-Zwanzig (NZ) \textsuperscript{53,55} master equation can be derived by this approach. The NZ approach provides us with a generalized master equation in which the time derivative of the density operator is connected to the past of the reduced density matrix through the convolution of the density operator and a appropriate integral kernel. While the TCL approach leads to a generalized master
equation which is local in time. It seems that the NZ should run better than the TCL approach in describing the non-Markovian effect, since it takes into account the history of the reduced density matrix. However this is not the case as we will show later, examples in Refs. [2, 56–63] confirm this point, namely, the exact dynamics of the open system can be described via a master equation with time-dependent decay rate, as in the well-known case of the Hu-Paz-Zhang generalized master equation [2, 62].

In the weak coupling limit, the non-Markovian master equation for a driven two-level system coupled to a bosonic reservoir at zero temperature has been derived and discussed in Ref. [62]. This derivation treat the system-environment coupling perturbatively, and hence it is available for weak system-environment couplings. In this paper, exploiting the Feynman-Vernon influence theory in the coherent state path integral formalism, we derive an exact non-Markovian master equation for the driven two-level system. The Feynman-Vernon influence theory enables us to treat the environment-system coupling non-perturbatively. The dynamics of the driven open two-level system, going beyond the TCL, NZ, and Markovian approximations, is governed by an effective action associated with the influence functional containing all the influences of the environment on the system. The exact master equation is available to examine the validity of those perturbative approaches applied to the TCL and NZ techniques. We show that the TCL approach works better than the NZ one, since the latter does not guarantee the positivity of the density matrix when the correlations in the reservoir become strong, while the former is available for a wider range of values of reservoir memory time.

The remainder of the paper is organized as follows. In Sec. II, we introduce a model to describe a driven two-level system subject to reservoir and give a detailed derivation of the influence functional for the model in the coherent state representation. In Sec. III, an exact non-Markovian master equation describing the evolution of the driven open two-level system is derived. In Sec. IV, a derivation of the second-order NZ master equation is presented and the characteristics of the second-order TCL derived in Ref. [2] are discussed, and then we give a comparison among the exact, TCL, and NZ master equations. In Sec. V, we investigate the validity of the secular approximation in Markovian and non-Markovian regimes, respectively. Discussions and conclusions are given in Sec. VI.

II. ATOMIC COHERENT STATE PATH-INTEGRATE APPROACH TO THE DRIVEN OPEN TWO-LEVEL SYSTEM

A. Model Hamiltonian

We start by considering a two-level system with Rabi frequency $\omega_0$ driven by an external laser of frequency $\omega_L$. The two-level atom is embedded in a bosonic reservoir at zero-temperature modeled by a set of infinite harmonic oscillators. In a rotating frame, the Hamiltonian of such a system (system plus environment) takes

$$H = H_S + H_E + H_I,$$

with

$$H_S = \Delta \cdot \sigma_+ \sigma_- + \Omega \sigma_z,$$

$$H_E = \sum_k \Omega a_k^\dagger a_k,$$

$$H_I = \sum_k g_k \sigma_+ a_k + H.c.,$$

where $\Delta = \omega_0 - \omega_L$, $\Omega_k = \omega_k - \omega_L$, and $\sigma_x = \sigma_+ + \sigma_-$. $\Omega$ is the driven strength, and H.c. stands for the Hermitian conjugation. $\sigma_+ = |e\rangle \langle g|$ is the Pauli matrix. $a_k$ and $g_k$ are the annihilation operator and coupling constants, respectively. In the following we shall start with this Hamiltonian (1) and derive all master equations in this paper.

B. Coherent state representation

The starting point of analysis is to observe that the lowering and raising operators of the atomic transition operators $\sigma_+ = |e\rangle \langle g|$ and $\sigma_- = |g\rangle \langle e|$ satisfy anticommutation rules similar to those of fermions, i.e.,

$$\{\sigma_-, \sigma_+\} = |e\rangle \langle e| + |g\rangle \langle g| = 1,$$

$$\{\sigma_-, \sigma_-\} = \{\sigma_+, \sigma_+\} = 0,$$

where $\{A, B\} = AB + BA$. Identifying the ground state $|g\rangle$ with the fermionic vacuum, we can therefore treat $\sigma_+$ and $\sigma_-$ as fermionic creation and annihilation operators, respectively. Following Ref. [64], we introduce a couple of conjugate Grassmann variables $\zeta$ and $\bar{\zeta}$ imposing standard anticommutation with the annihilation and creation operators of the system.

Therefore, coherent states are defined as a tensor product of states generated by exponentiated operation of a creation operator and a suitable label on a chosen fiducial state $|0\rangle$.

$$|\zeta\rangle = \prod_k |z_k\rangle, |z_k\rangle = \exp(a_k^\dagger z_k) |0_k\rangle,$$

and

$$|\zeta\rangle = \exp(\sigma_+ \zeta) |g\rangle.$$

For bosonic coherent states defined in Eq. (4), the label $z_k$ is a complex number, and for atomic coherent states defined in Eq. (5), the label $\zeta$ is a Grassmannian or anticommuting number. A state of the combined atom-field
system can be expanded in a direct product of coherent state
\[ |z\zeta\rangle = |z\rangle \otimes |\zeta\rangle. \]  
(6)

Atomic and bosonic coherent states possess the well-known properties such as being nonorthogonal
\[ (z | z') = \exp\left(\sum_k \bar{z}_k z'_k\right), \langle \zeta | \zeta' \rangle = \exp(\bar{\zeta}\zeta'), \]  
(7)

where \( \bar{z}_k \) and \( \bar{\zeta} \) denote the conjugation of \( z_k \) and \( \zeta \), respectively. Despite their nonorthogonality, both types of coherent states form an over-complete basis set
\[ \int d\varphi(z) |z\rangle \langle z| = \int d\varphi(\zeta) |\zeta\rangle \langle \zeta| = 1, \]  
(9)

where the integral measures are defined by \( d\varphi(z) = \prod_k \frac{\exp(-z_k\bar{z}_k)}{\pi} d^2 z_k \), and \( d\varphi(\zeta) = \exp(-\bar{\zeta}\zeta) d^2 \zeta \). As shown, the bosonic coherent states we use here are not normalized, and the normalization factors are moved into the integration measures, which is similar to the Bargmann representation of the complex space. The application of the coherent state representation makes the evaluation of path integrals extremely simple. In the coherent state representation, the Hamiltonians of the system, the environment, and the interaction between them are expressed as, respectively
\[ H_S(\bar{\zeta}, \zeta) = \Delta \bar{\zeta}\zeta + \Omega(\bar{\zeta} + \zeta), \]  
\[ H_E(\bar{z}, z) = \sum_k \Omega_k \bar{z}_k z_k, \]  
\[ H_I(\bar{z}, z, \bar{\zeta}, \zeta) = (g_k \bar{z}_k z_k + g'_k \bar{\zeta}_k \zeta_k). \]  
(10)

With these notations, we will present a detailed derivation of the exact master equation for the reduced density matrix of the system in the following sections.

C. The influence functional in coherent state representation

Explicitly, the density matrix of the whole system (the system plus the environment) obeys the quantum Liouville equation, \( i\hbar \rho_T(t)/\hbar = [H, \rho_T(t)] \), which gives the formal solution
\[ \rho_T(t) = \exp(-iHt)\rho_T(0) \exp(iHt). \]  
(11)

In the coherent state representation, by use of Eq. (10), \( \rho_T(t) \) can be expressed as
\[ \langle \zeta_f, z_f | \rho_T(t) | \zeta'_f, z_f \rangle = \int d\varphi(z_i) d\varphi(z'_i) d\varphi(z_f) d\varphi(z'_f) \langle \zeta_i, z_i | t | \zeta_i, z_i; 0 \rangle \]  
\[ \times \langle \zeta_i, z_i | \rho_T(0) | \zeta'_i, z'_i \rangle \langle \zeta'_i, z'_i; 0 | \zeta_f, z_f \rangle. \]  
(12)

Assume the initial density matrix be factorized into a direct product of the system and the environment state, i.e., \( \rho_T(0) = \rho(0) \otimes \rho_E(0) \) \[19\], the reduced density matrix of the system is then given by
\[ \rho(\tilde{\zeta}_f, \zeta'_f; t) = \int d\varphi(z_f) \langle \zeta_f, z_f | \rho_T(t) | \zeta'_f, z_f \rangle \]  
\[ = \int d\varphi(\zeta_i) d\varphi(\zeta'_i) \rho(\zeta_i, \zeta'_i; 0) \cdot J(\tilde{\zeta}_f, \zeta'_f; t | \tilde{\zeta}_i, \zeta'_i; 0). \]  
(13)

The next task is to determine the effective propagating function for the reduced density matrix \[23, 51, 68\] \[J(\tilde{\zeta}_f, \zeta'_f; t | \tilde{\zeta}_i, \zeta'_i; 0) = \int D^2 \bar{\zeta} D^2 \zeta' \exp \{i(S_\zeta[\bar{\zeta}, \zeta] - S_\zeta[\bar{\zeta}', \zeta']) \} F[\bar{\zeta}, \zeta, \bar{\zeta}', \zeta'], \]  
(14)

with \( S_\zeta[\bar{\zeta}, \zeta] \) being the action of the system in the atomic coherent state representation, see Eq. (A.2). \( F[\bar{\zeta}, \zeta, \bar{\zeta}', \zeta'] \) is the influence functional which takes into account the back-action (in Eq. (A.1)) of the environment on the system.

Assume the environment be initially at zero temperature, i.e., the initial state of the environment takes
\[ \rho_E = |0\rangle_{BB} \langle 0|, \]  
(15)

then the influence functional can be solved exactly and we have
\[ F[\bar{\zeta}, \zeta, \bar{\zeta}', \zeta'] = \exp\left\{ \int_{t_0}^t \int_{t_0}^{\tau} d\tau' d\tau' f(\tau - \tau') \right\} \]  
\[ \langle \bar{\zeta}'(\tau) - \bar{\zeta}(\tau') \rangle \langle \zeta(\tau) - \zeta'(\tau) \rangle + f^*(\tau - \tau'), \]  
(16)

where
\[ f(\tau - \tau') = \sum_k |g_k|^2 e^{-i\Omega_k(\tau - \tau')} \]  
\[ = \int d\omega J(\omega) e^{-i(\omega - \omega_L)(\tau - \tau')} \]  
(17)

is called the dissipation-fluctuation kernel.

The details of derivation of Eq. (16) can be found in Appendix.

III. THE EXACT NON-MARKOVIAN MASTER EQUATION

We now derive the master equation for the reduced density matrix of the system. Since the effective after tracing/integrating out the environmental degrees of freedom, i.e., combining Eqs. (13) and (16) together) is in a quadratic form of the dynamical variables, the path integral (13) can be calculated exactly by making use of the stationary path method and Gaussian integrals.
Substituting Eq. (A.2) into Eq. (14), we have

\[ J(\tilde{\zeta}_f, \tilde{\zeta}_f'; t|\zeta_i, \tilde{\zeta}'; 0) = \int D^2\zeta D^2\zeta' \exp \left\{ \frac{1}{2} \left[ \tilde{\zeta}_f(\zeta(t)) + \tilde{\zeta}_f(t)\zeta_i \ight. \right. \]
\[ + \tilde{\zeta}'(\zeta(t)) + \tilde{\zeta}'(t)\zeta_i - \int_{t_0}^t dt' \frac{1}{2} \tilde{\zeta}'(t) \]
\[ - \tilde{\zeta}_f + \tilde{\zeta}' - \tilde{\zeta}' \right\} + iH_S(\tilde{\zeta}, \zeta) \]
\[ - iH_S(\tilde{\zeta}', \zeta') \right\} F[\tilde{\zeta}, \tilde{\zeta}', \tilde{\zeta}', \zeta'] \] (18)

To calculate the path integral in Eq. (18), we use the stationary phase method [33, 34], which yields the equations of motion

\[ \dot{\zeta}(\tau) + i[\Omega + \Delta \cdot \zeta(\tau)] + \int_{t_0}^t dt' f(\tau - \tau')\zeta(\tau') = 0, \]
\[ \dot{\zeta}'(\tau) + i[\Omega + \Delta \cdot \zeta'(\tau)] - \int_{t_0}^t dt' f(\tau - \tau')\zeta'(\tau') \]
\[ + \int_{t_0}^t dt' f(\tau - \tau')\zeta(\tau') = 0, \] (19)

subject to the boundary conditions \( \zeta(t_0) = \zeta_i \) and \( \zeta'(t_0) = \zeta'_i \), respectively. \( \zeta(\tau) \) and \( \zeta'(\tau) \) denote the conjugates of \( \zeta(\tau) \) and \( \zeta'(\tau) \) in Eq. (19) and taking then a complex conjugate to these equations. The corresponding boundary conditions are \( \zeta'(t_0) = \zeta_i' \) and \( \zeta(t_0) = \zeta_f \). With these boundary conditions, we can get the solution of \( \zeta(\tau) \) and \( \zeta'(\tau) \). For clarity, we illustrate these notations in Fig. 1. Noticing \( t_0 \leq \tau \leq t \), we keep in mind that \( \zeta(\tau) \) in Fig. 1 (a) can be obtained by setting \( \tau = t \) and \( \zeta'(t_0) \) in Fig. 1 (b) can be obtained by \( \tau = t_0 \). Fig. 1 (c) and (d) is similar, namely, \( \zeta(\tau) \) and \( \zeta'(t_0) \) can be obtained with \( \tau = t \) and \( \tau = t_0 \), respectively.

The solution of the integro-differential Eq. (19) can be expressed in terms of two complex functions \( u(\tau) \) and \( u_1(\tau) \) as

\[ \zeta'(\tau) = u(\tau)\zeta_f - \zeta(t) + \zeta', \]
\[ \zeta(\tau) = u(\tau)\zeta_i + h(\tau), \] (20)
a similar transformation can be written down for their conjugate variables with the exchange of \( \zeta \) with \( \zeta' \) for the boundary values \( \zeta(t) = \zeta_f \) and \( \zeta(t_0) = \zeta'_i \). Substituting Eq. (20) into Eq. (19), we can obtain the equations of motion for \( u(\tau), u_1(\tau) \) and \( h(\tau) \)

\[ \dot{u}(\tau) + i\Delta \cdot u(\tau) + \int_{t_0}^t dt' f(\tau - \tau')u(\tau') = 0, \]
\[ \dot{u}_1(\tau) + i\Delta \cdot u_1(\tau) - \int_{t_0}^t dt' f(\tau - \tau')u_1(\tau') = 0, \]
\[ \dot{h}(\tau) + i\Delta \cdot h(\tau) + \int_{t_0}^t dt' f(\tau - \tau')h(\tau') = -i\Omega, \] (21)

subject to the boundary conditions \( u_1(t) = 1, u(t_0) = 1 \) and \( h(t_0) = 0 \) with \( t_0 \leq \tau, \tau' \leq t \). By means of Laplace transform to Eq. (21), we can easily find that

\[ u_1(\tau) = u^*(t - \tau), h(\tau) = -i\Omega \int_{t_0}^\tau dt' u(\tau - \tau'). \] (22)

Now, we set \( \tau = t_0 \) in the first equation and \( \tau = t \) in the second equation of Eq. (20), \( \zeta(t) \) and \( \zeta'(t_0) \) can be expressed in terms of the boundary conditions \( \zeta_i \) and \( \zeta'_i \)

\[ \zeta(t) = u(t)\zeta_i + h(\tau), \]
\[ \zeta'(t_0) = u^*(t)[\zeta'_f - h(\tau)] + n(t)\zeta_i, \] (23)

where \( n(t) = 1 - |u(t)|^2 \). Similarly, \( \zeta(t_0) \) and \( \zeta'_i(\tau) \) can be obtained by exchanging \( \zeta \) and \( \zeta' \) in Eq. (23) and by taking a complex conjugate to these equations. Finally, substituting these results with Eq. (20) into Eq. (18), we obtain the form of the propagating function for the reduced density matrix

\[ J(\tilde{\zeta}_f, \tilde{\zeta}_f'; t|\zeta_i, \tilde{\zeta}'; 0) = \exp \{ u(t)[\tilde{\zeta}_f - h^*(\tau)]\zeta_i + u^*(t)\tilde{\zeta}' \]
\[ \times [\zeta'_f - h(t)] + n(t)\zeta_i\zeta_f + h(t)\tilde{\zeta}_f \]
\[ + h^*(t)\tilde{\zeta}' - |h(t)|^2 \} \] (24)

Notice that the pre-exponential factor in Eq. (24) is one, this is due to the fact that Eq. (24) is the result of integrating out fluctuations around the stationary path. Now we can derive the master equation by computing the time derivative of Eq. (13).

First, from Eq. (24), we can write down the following identities

\[ J_\tau = \frac{1}{u} \left( \delta J \right), \]
\[ J_{\zeta_i} = \frac{1}{u^*} \left( \delta J \right), \] (25)

which will be used to remove \( \zeta_i \) and \( \zeta'_i \) from the time derivative of Eq. (13).
and substituting Eqs. (24) and (25) into it, we obtain the evolution equation

$$\frac{\partial \rho(\tilde{z}_r, \tilde{z}_f)}{\partial t} = m\tilde{z}_f P_1 + m^* \tilde{z}_f P_2 - (m + m^*) P_3 + m^* h^* P_1 + m h P_2 - \dot{h}^* P_1 - \dot{h} P_2$$

(26)

$$- m \tilde{z}_f \tilde{z}_f \rho - m^* \tilde{z}_f \tilde{z}_f \rho + \dot{h} \tilde{z}_f \rho + \dot{h}^* \tilde{z}_f \rho,$$

where, $m(t) \equiv \frac{u(t)}{u(t)}$, $P_1 \equiv \frac{\partial \rho}{\partial \tilde{z}_r}$, $P_2 \equiv \frac{\partial \rho}{\partial \tilde{z}_f}$, $P_3 \equiv \frac{\delta^2 \rho}{\delta \tilde{z}_r \delta \tilde{z}_f}$. By introducing the following functional differential relations in the coherent state representation [26, 44]

$$\tilde{z}_f P_1 \leftrightarrow \sigma_+ \sigma_- \rho(t), P_2 \tilde{z}_r \leftrightarrow \rho(t) \sigma_+ \sigma_-, P_3 \leftrightarrow \sigma_- \rho(t) \sigma_+,$$

we arrive at an exact non-Markovian master equation

$$\frac{d\rho(t)}{dt} = -i[H(t), \rho(t)] + \gamma(t)[2\sigma_- \rho(t) \sigma_+ - \{\sigma_+ \sigma_- \rho(t)\}],$$

(27)

with the effective Hamiltonian containing the classical driven field

$$H(t) = s(t) \sigma_+ \sigma_+ + r(t) \sigma_+ + r^*(t) \sigma_-.$$

(29)

The renormalized frequency $s(t)$ and the renormalized driving field $r(t)$ are results of the back-action of the environment. The time dependent dissipative coefficient $\gamma(t)$ describes the dissipative non-Markovian dynamics due to the interaction between the system and environment. All these time-dependent coefficients can be given explicitly,

$$s(t) = \frac{i}{2} [m(t) - c.c.],$$

$$\gamma(t) = - \frac{i}{2} [m(t) + c.c.],$$

$$r(t) = [\dot{h}(t) - h(t) m(t)],$$

where $u(t)$ and $h(t)$ are determined by the integro-differential equations of Eq. (24). The non-Markovian effect is fully manifested in the integral kernels in Eq. (24), which include the non-local time-correlation function $f(t)$ of the environment. The non-Markovian memory effect is coded into the homogeneous non-local time integrals with the integral kernel. In addition, our derivation of the master equation is fully non-perturbative, which goes beyond the TCL, NZ and Markovian approximations and includes all effects resulting from the environment-system couplings.

IV. COMPARISON BETWEEN THE EXACT AND APPROXIMATE MASTER EQUATIONS

A. The Nakajima-Zwanzig and time-convolutionless master equations

To derive the second-order perturbative master equation, we first go to the interaction picture, in which the effective Hamiltonian $H_I(t)$ in Eq. (2) can be rewritten as

$$H_I(t) = \sigma_-(t) a^\dagger(t) + H.c.,$$

(31)

where $\sigma_-(t) = U^\dagger(t) \sigma_- U(t), U(t) = e^{-iH_S t}, a(t) = \sum_k g_k a_k e^{i\omega_k t}$. The density operator $\tilde{\rho}(t)$ of the whole system including the system and environment satisfies the following Liouville equation

$$\dot{\tilde{\rho}}(t) = -i[H_I(t), \tilde{\rho}(t)].$$

(32)

Integrating the left and right sides of Eq. (32), we have

$$\tilde{\rho}(t) = \tilde{\rho}(t_0) + \int_{t_0}^{t} dt' [H_I(t'), \tilde{\rho}(t')].$$

(33)

Substituting Eq. (33) into Eq. (32), we obtain

$$\dot{\tilde{\rho}}(t) = -i[H_I(t), \tilde{\rho}(t_0)]$$

$$- \int_{t_0}^{t} dt' [\tilde{H}_I(t), [\tilde{H}_I(t'), \tilde{\rho}(t')]].$$

(34)

Tracing over the degrees of freedom of the environment, we can obtain the dynamical equation for the system density matrix $\tilde{\rho}(t) = Tr_E \tilde{\rho}(t)$

$$\dot{\tilde{\rho}}(t) = -i[\tilde{H}_I(t), \tilde{\rho}(t_0)]$$

$$- Tr_E \int_{t_0}^{t} dt' [\tilde{H}_I(t'), [\tilde{H}_I(t'), \tilde{\rho}(t')]].$$

(35)

Let us apply the Born approximation and assume that the reservoir stays in the vacuum state [16] in the dynamics, then we have

$$\dot{\tilde{\rho}}(t) = -Tr_E \int_{t_0}^{t} dt' [\tilde{H}_I(t'), \tilde{\rho}(t') \otimes \rho_E].$$

(36)

Notice that

$$\langle a(t)a^\dagger(t_1) \rangle = f(t - t_1),$$

$$\langle a^\dagger(t)a(t_1) \rangle = \langle a(t)a(t_1) \rangle = \langle a^\dagger(t)a(t_1) \rangle = 0,$$

where $\langle A \rangle = Tr_B \langle A \rho_E \rangle = \langle 0| A |0 \rangle_B$, and substituting Eq. (31) into Eq. (36), we have

$$\dot{\tilde{\rho}}(t) = \int_{t_0}^{t} dt' f(t - t') [\sigma_-(t') \rho(t'), \sigma_+ + H.c..$$

(38)

By transforming Eq. (38) back into the Schrödinger picture, we obtain

$$\dot{\rho}_{NZ} = -i[H_S, \rho_{NZ}(t)] + \int_{t_0}^{t} dt' \{ f(t - t') [U(t - t') \times \sigma_- \rho_{NZ}(t') U^\dagger(t - t'), \sigma_] + H.c. \}.$$

(39)

The non-Markovian master equation (39) is in the standard form of the Nakajima-Zwanzig (NZ) equation $\dot{\rho}(t) =$
\[ f_0 \int_0^t dt' f(t, t') \rho(t') \] where the NZ kernel \( f(t, t') \) is of the time-translationally-invariant form \( f(t - t') \).

Note that Eq. (30) is in a form of delayed integro-differential equation and thus it is a time-nonlocal master equation. It is worth reminding that the other systematically perturbative non-Markovian master equation that is local in time can be derived from the time-convolutionless projection operator formalism [2, 54, 63]. Now, we go to the details. Under a similar assumption, i.e., the factorized initial system-reservoir density matrix, the second-order time-convolutionless master equation in the interaction picture can be obtained [2, 54, 63]

\[
\dot{\rho}(t) = -i[H_S, \rho_{TCL}(t)] + \int_{t_0}^t dt' \{ f(t - t') \times (\sigma_-(t') - \sigma_+) \rho_{TCL}(t) \sigma_+ - \sigma_+ \times (\sigma_-(t') - \sigma_+) \rho_{TCL}(t) + H.c. \}.
\]

Substituting Eq. (31) into Eq. (40) and using Eq. (37), we transform Eq. (38) back into the Schrödinger picture and obtain,

\[
\dot{\rho}_{TCL} = -i[H_S, \rho_{TCL}(t)] + \int_{t_0}^t dt' \{ f(t - t') \times (\sigma_-(t') - \sigma_+) \rho_{TCL}(t) \sigma_+ - \sigma_+ \times (\sigma_-(t') - \sigma_+) \rho_{TCL}(t) + H.c. \}.
\]

We note here that obtaining the time-convolutionless non-Markovian master equation perturbatively up to second order in the coupling by the use of the time-convolutionless projection operator technique is equivalent to obtaining it by replacing \( \dot{\rho}(t') \) with \( \dot{\rho}(t) \) in Eq. (36) [2, 54, 63]. One may wonder if the second order time-nonlocal master equation (39) is more accurate than the second-order time-convolutionless master equation (41). In the following, using the exact master equation, we show that the TCL approach (41) works better than the NZ one (39) for a wide range of parameters.

### B. Comparison to the Nakajima-Zwanzig and time-convolutionless master equations

We now analyze the characteristics of the damped driven two-level systems, by comparing the exact dynamics with that from the NZ and TCL master equations. Our purpose is to shed light on the performances of two master equations and to point out their ranges of validity. As stressed in the introduction, without the exact master equation, it is difficult to examine the range of validity for these master equations.

We assume that the system couples to a reservoir with detuning and the reservoir has a Lorentzian spectral density [2, 52, 71, 72]

\[
J(\omega) = \frac{\Gamma}{2\pi} \frac{\lambda^2}{(\omega - \omega_0 + \delta)^2 + \lambda^2},
\]

where \( \delta = \omega_0 - \omega_c \) is the detuning of \( \omega_c \) to \( \omega_0 \), and \( \omega_c \) is the center frequency of the cavity. It is worth noting that the parameter \( \lambda \) defines the spectral width of the reservoir and is connected to the reservoir correlation time \( \tau_R = \lambda^{-1} \). The parameter \( \Gamma \) can be shown to be related to the decay of the system in the Markovian limit with a flat spectrum. The relaxation time scale is \( \tau_L = \Gamma^{-1} \).

The Markovian dynamics usually describes a situation where the coupling strength between the system and the environment is very weak, and the characteristic correlation time \( \tau_R \) of the environment is sufficiently shorter than that of the system \( \tau_L \), i.e.,

\[
\tau_R \ll \tau_L,
\]

equivalently, the spectrum of the reservoir takes \( J(\omega) = \frac{\Gamma}{2\pi} \), which leads to a Markovian dynamics. The reservoir has no memory effect on the evolution of the system. Then according to Eq. (17), we have

\[
f(t) = \Gamma \delta(t).
\]

Substituting Eq. (44) into the first equation of Eq. (21), we reduce the solution of \( u(t) \) to

\[
u(t) = e^{-i \Delta t - \frac{\delta t^2}{2}},
\]

i.e., all the coefficients in Eq. (40) are constants,

\[
s(t) = \Delta, r(t) = \Omega, \gamma(t) = \Gamma.
\]

The exact master equation (28) is then reduced to Markovian master equation [2, 10, 73]

\[
\frac{d\rho(t)}{dt} = -i[\Delta \sigma_+ \sigma_- + \Omega \sigma_x, \rho(t)] + \frac{\Gamma}{2} [2 \sigma_+ \rho(t) \sigma_+ - \{ \sigma_+ \sigma_-, \rho(t) \}],
\]

where the decoherence rates are time independent. This gives the standard Lindblad form for the Markovian dynamics. When

\[
\tau_R \geq \tau_L
\]

is satisfied, the strong non-Markovian effect plays an important role and the dynamics must be described by the exact master equation (28).

Now we calculate the two-time correlation functions \( f(t - t') \) by substituting Eq. (42) into Eq. (17)

\[
f(t - t') = \frac{1}{2} \lambda \Gamma \exp[-(\lambda + i \Delta - i \delta)(t - t')].
\]

It is clear that the bandwidth \( \lambda \) is inversely proportional to the memory time of reservoir. For this correlation function \( f(t - t') \), Eq. (21) can be easily solved by use of Eq. (49), the solution reads,

\[
u(t) = k(t) \times \left[ \cosh \left( \frac{dt}{2} \right) + \frac{\lambda - i \delta}{d} \sinh \left( \frac{dt}{2} \right) \right],
\]

where \( k(t) = e^{-1+2i\Delta-i\delta t/2} \) and \( d = \sqrt{(\lambda - i \delta)^2 - 2\Gamma \lambda} \).
In order to calculate $U(t)$ and $\sigma_-(t)$ in Eqs. (63) and (11), we calculate the eigenstates of the free system Hamiltonian $H_S$,

$$|\phi_{\lambda 1}\rangle = \frac{1}{\sqrt{2}}(\sqrt{1 + \sin \theta}|e\rangle + \sqrt{1 - \sin \theta}|g\rangle),$$

$$|\phi_{\lambda 2}\rangle = \frac{1}{\sqrt{2}}(\sqrt{1 - \sin \theta}|e\rangle - \sqrt{1 + \sin \theta}|g\rangle),$$

the corresponding eigenvalues are $\lambda_1 = (\Delta + W_0)/2$ and $\lambda_2 = (\Delta - W_0)/2$. Here $W_0 = \sqrt{\Delta^2 + 4\Gamma^2}$, $\theta = \arctan(\Delta/2\Gamma)$. Straightforward algebra yields,

$$\sigma_-(t) = e^{iH_S t}\sigma_- e^{-iH_S t} = \sum_{j,k=1}^2 \sigma_{jk} e^{i(\lambda_j - \lambda_k)t} |\phi_{\lambda j}\rangle \langle \phi_{\lambda k}|,$$

$$U(t) = \sum_{j=1}^2 e^{i\lambda_j t} |\phi_{\lambda j}\rangle \langle \phi_{\lambda j}|,$$

(52)

where $\sigma_{jk} = \langle \phi_{\lambda j}| \sigma_- |\phi_{\lambda k}\rangle$. Now let us concentrate on the average $\langle \sigma_- \rangle$, i.e., on the probability difference of finding the system in the atomic excited and ground levels. To examine the validity of the two approximate approaches we explore three different regimes by changing the width $\lambda$ of the Lorentzian spectral density. This investigation will allow us to estimate in which cases the non-Markovian master equations are efficient in the description of the system dynamics. Fig. 2 shows a comparison among the exact, TCL, and NZ master equations with large bandwidth $\lambda = 2\Gamma$. We find that the results given by the TCL (11) and NZ (53) are in good agreement with those obtained by the exact master equation (25) for any time scales. In this case, both TCL and NZ give a very good description for the dynamics. They indeed provide us with the same results, which are very close to the Markovian dynamics; see the discussion in Eq. (17). In addition, in such cases the TCL master equation which is easier to solve might be preferred to use because it is a time-local first order differential equations.

We set the same quantity $\lambda = \Gamma$ in Fig. 3. Clearly, the results given by the TCL (11) and NZ (53) are in good agreement with those obtained by the exact expression (25) in a short-time scale, but they deviate from each other in a long-time scale. Especially considering the long-time behavior, the NZ equation leads to a non-physical result. For times longer than some critical values, the solution for the population difference $\langle \sigma_z \rangle$ cannot represent a physical result, because the absolute value of $\langle \sigma_z \rangle$ is larger than 1. We therefore can conclude that for this range of parameters the TCL equation gives a better description of the dynamics because it reflects all the qualitative characteristics of the exact expression.

One may wonder if this observation depends on the quantity plotted. To clarify this point, we plot the fidelity of the density matrix from the exact master equation to these from TCL and NZ master equations in Fig. 4. The results suggest that the TCL master equation is indeed better than the NZ for a wide range of parameters.

In Fig. 5, we choose the parameter $\lambda = 0.05\Gamma$, which, according to Eq. (19), corresponds to very strong reservoir correlations and very long memory effect. We find again that a good agreement among all the three approaches in the short-time scale, but in this case the TCL approximation works not so good. The dynamics of the TCL master equation (black-dashed line) does not succeed to follow the oscillations given by the exact expression (red line). The NZ approach has the same problem as the TCL for (a), (b), (c), and (d). Thus in this case two approximate methods are not suitable to describe the dynamics of the driven two-level system.

Before closing this section, we present a discussion on the function $f(\tau - \tau')$ in Eq. (17). Concretely, we examine mathematically the validity to extend the lower limit of the integration from 0 to $-\infty$. We will explore three different regimes characterized by the width $\lambda$ in the spectral density in the following.

In Fig. 6, we show a comparison between results with two different lower limits in the integration (17) with the spectral density given in Eq. (42), the simulation is performed for the exact dynamics described by Eq. (25). Fig. 6 (a) is for the integration with lower limit $-\infty$, which is slightly
different from that with lower limit 0. In Fig. 6 (b) and (c), the results with lower limit \(-\infty\) are in good agreement with that obtained with lower limit 0.

This numerical result can be explained as follows. When we change \(\omega \rightarrow \omega - \omega_L\), Eq. (17) becomes

\[
\langle \sigma_t \rangle = \int_{-\infty}^{\infty} d\omega J(\omega) e^{-i\omega (\tau - \tau')} \tag{53}
\]

with

\[
J(\omega) = \frac{\Gamma}{2\pi} \frac{\lambda^2}{(\omega - \Delta - \delta)^2 + \lambda^2} \tag{54}
\]

this tells us that the frequency \(\omega_L\) affects only the lower limit of the integral (53) when \(\Delta\) is fixed. Define \(x_{\pm} = \Delta - \delta \pm \lambda\) representing the position of half-height of the Lorentzian spectral density (53), we thought that the integral of \(J(\omega)\) over \(\omega\) from \(-\infty\) to \(\infty\) can be approximately replaced by the same integral but from \(x_-\) to \(x_+\). With this approximation, we find that \(x_- = -24.7\Gamma\) and \(\lambda = 25\Gamma\) in Fig. 6 (a). Clearly, \(x_-\) is much smaller than \(-\omega_L\), thus the integral of \(J(\omega)\) over \(\omega\) from \(x_-\) to \(-\omega_L\) can not be ignored [see Fig. 6 (d)]. This explains the difference of the two curves in Fig. 6 (a). On the contrary, \(\lambda = \Gamma, x_- = -0.71\Gamma\) in Fig. 6 (b), and \(\lambda = 0.05\Gamma, x_- = 0.24\Gamma\) in Fig. 6 (c).

\[
\hat{\rho} = -i[H_S - H_1, \hat{\rho}] + D(\rho) + D_1(\rho) \tag{55}
\]
Facts are contained in the time-dependent coefficients \( \lambda \) where the coefficients with which describes a small shift in the energy of the two-level system. The above new operators are defined as \( S_- = |\phi_{\lambda 2}\rangle \langle \phi_{\lambda 1}|, S_+ = |\phi_{\lambda 1}\rangle \langle \phi_{\lambda 2}|, \) and \( S_z = |\phi_{\lambda 1}\rangle \langle \phi_{\lambda 1}| - |\phi_{\lambda 2}\rangle \langle \phi_{\lambda 2}|, \) then the dissipative superoperator \( D(\rho) \) in Eq. (55) can be written in a Lindblad form

\[
D(\rho) = \gamma_1 P_1(t) \{ 2 S_\rho S_+ - \{ S_+ S_\rho, \rho \} \\
+ \gamma_2^2 P_1(t) \{ 2 S_\rho S_+ - \{ S_- S_\rho, \rho \} \\
+ \gamma_0^2 P_0(t) \{ 2 S_\rho S_z - \{ S_z^2, \rho \} \},
\]

where the coefficients \( \gamma_0 = \Omega/W_0, \gamma_1 = (W_0 + \Delta)/(2W_0), \gamma_2 = (W_0 - \Delta)/(2W_0), \) \( W_0 = \sqrt{\Delta^2 + 4\Omega^2}. \) The second dissipator \( D_2(\rho) \) in Eq. (56) has a more complicated form and contains the contribution of the so-called nonsecular terms,

\[
D_1(\rho) = \gamma_0 R_0(t) \{ 2 S_\rho S_+ - \{ S_+ S_\rho, \rho \} \\
+ \gamma_2^2 R_1(t) \{ 2 S_\rho S_+ - \{ S_- S_\rho, \rho \} \\
+ \gamma_0^2 R_0(t) \{ 2 S_\rho S_z - \{ S_z^2, \rho \} \},
\]

For TCL master equations, the non-Markovian effects are contained in the time-dependent coefficients \( P_m(t), Q_m(t), \) and \( R_m(t), \) with \( m \in \{ +, 0, - \}. \) The time-dependent coefficient reads

\[
R_m(t) = \int_0^t dt' \int d\omega J(\omega) \text{exp}[i(M_m - \omega)(t - t')],
\]

where \( M_m = \omega_L - mW_0. \) The other coefficients take \( P_m(t) = \text{Re}[R_m(t)] \) and \( Q_m(t) = -\text{Im}[R_m(t)]. \) Conventionally, the nonsecular terms included in the dissipator \( D_1(\rho) \) are neglected in the secular approximation. In order to investigate the effects of the nonsecular terms on the non-Markovian dynamics, we focus on two regimes identified by the mutual relationship between the system characteristic time and the reservoir correlation time.

The time-dependent coefficient (59) for the driven two-level system in a Lorentzian reservoir can be calculated explicitly using Eq. (49)

\[
R_m(t) = \frac{\Gamma}{\lambda + iN_m} \{ 1 - \exp[-(\lambda + iN_m)t] \},
\]

with

\[
N_m = \Delta - \delta + mW_0.
\]
We can see from Eq. (60) that when \( \min (|N_+|, |N_0|, |N_-|) \gg \lambda \), namely, the relaxation time \( \tau_R = \lambda^{-1} \) of the reservoir correlation is very large compared to the typical timescale defined as \( \tau_S = \left( \min (|N_+|, |N_0|, |N_-|) \right)^{-1} \), i.e.

\[
\tau_R \gg \tau_S
\]

is satisfied, oscillating terms \( \delta N \) (that containing \( R_m(t) \)) may be neglected as \( t \) increases, since rapid oscillations have no contribution to the dynamics on the timescale of the relaxation, this constitutes the secular approximation.

When

\[
\tau_R \leq \tau_S,
\]

we cannot neglect the nonsecular terms \( \delta N \) in the master equation \( \delta \) in the dynamics of the driven two-level system. Therefore in this case, we can no longer obtain a simple expression for the system. The master equation of the system is no longer in the time-dependent Lindblad form.

Examining Eqs. (58) and (62), we can summarize the comparison of the nonsecular with the secular approximation in the following Table I, which shows the validity regimes for secular and nonsecular approximation in TCL, Markovian and non-Markovian regimes, respectively. From Table I we can divide the time dependent dynamics into two regimes, labeled by \( \alpha \) and \( \beta \), i.e., Markovian and non-Markovian regimes, respectively. In regime \( \alpha \), i.e., Markovian regime, we can see that the results given by the regime I under the secular approximation in the TCL Eq. (55) are in good agreement with those obtained by the exact master equation Eq. (28) when the weak coupling condition (43) and the secular approximation (58) are simultaneously satisfied [see Figs. 7 (a), 7 (c), and 7 (e)]. When the parameters simultaneously satisfy Eqs. (43) and (63) [see Figs. 7 (b), 7 (d), and 7 (f)], i.e., the regime (II), the dynamics of the TCL master equation (55) involving the nonsecular terms Eq. (58) are in good agreement with those obtained by the exact one (28), but the results obtained by the secular approximation have serious deviations from those obtained by the exact solution Eq. (28). This difference comes from the nonsecular terms (58), which are ignored in the regime (II).

Examining the non-Markovian regime labeled by \( \beta \) in Table I, we find that the results given by the secular approximation Eq. (57) in the regime III are in good agreement with those obtained by the exact expression Eq. (28) when the strong coupling condition (48) and the secular approximation (58) are simultaneously satisfied [see Figs. 8 (a), 8 (c), and 8 (e)]. When the parameters satisfy simultaneously Eqs. (43) and (63) [see Figs. 8 (b), 8 (d), and 8 (f)], i.e., in the regime IV, the dynamics of the TCL master equation (55) involving the nonsecular terms Eq. (58) are in good agreement with those obtained by the exact one (28). However, the results obtained by the secular approximation have serious deviations from the exact solution Eq. (28). The same observation can be found in the regime II.

From Figs. 7 and 8, we can learn that the non-Markovian effect occurs when \( \lambda \) is small. The non-Markovian regime \( \beta \) transits to the Markovian regime \( \alpha \) when \( \lambda \) is large. Therefore by manipulating \( \lambda \) we can

![FIG. 7: (Color online) This plot shows the comparison of the secular approximation (regime I) [(a), (c), and (e)] and nonsecular terms (regime II) [(b), (d), and (f)] in Markovian regime \( \alpha \) in Table II The red line, blue-dashed line, and black dashed-dotted line denote the exact expression Eq. (28), the secular approximation Eq. (55) neglecting the nonsecular terms (58), and the nonsecular Eq. (55) containing (58), respectively. Parameters chosen are \( \lambda = 10 \Gamma \), \( \Delta = 0 \), \( \Omega = 0.5 \Gamma \), \( \delta = 4 \Gamma \) for (a), \( \Delta = 0.5 \Gamma \), \( \Omega = 0.2 \Gamma \), \( \delta = 10 \Gamma \) for (b), \( \Delta = 10 \Gamma \), \( \Omega = 2 \Gamma \), \( \delta = 60 \Gamma \) for (c), \( \Delta = 0.1 \Gamma \), \( \Omega = 0.2 \Gamma \), \( \delta = 5 \Gamma \) for (d), \( \Delta = 10 \Gamma \), \( \Omega = 0.2 \Gamma \), \( \delta = 60 \Gamma \) for (e), \( \Delta = 1 \Gamma \), \( \Omega = 0.5 \Gamma \), \( \delta = 10 \Gamma \) for (f).]
control the crossover from non-Markovian to Markovian processes and vice versa. This provides us with a method to manipulate the non-Markovian dynamics in the driven two-level system.

Now we turn to discuss the positivity and complete positivity of the reduced dynamics given by the TCL master equation. The non-Markovian TCL master equation derived in this paper is not of the Lindblad form, even in the secular regime discussed in Sec. V, therefore, both the positivity and the complete positivity of the reduced dynamics can not be guaranteed. In other words, the Lindblad-Gorini-Kossakowski-Sudarshan theorem [74, 75] that ensures the positivity can not be satisfied in general, indicating that the dynamics given by the TCL master equation might not be physical for all range of parameters.

Nevertheless, the parameters chosen (in fact, it is wide range of parameters) in this paper assure the positivity of the reduced dynamics given by the TCL master equations. This can be understood as follows. For the driven qubit in the TCL approximation, the necessary and sufficient condition for complete positivity and positivity is given by (for details, see Ref. [62])

$$2\alpha(t) + \beta(t) \geq 0,$$

where

$$\alpha(t) = 2 \int_{0}^{t} d\tau [g_{2}^{2} P_{-1}(\tau) + g_{2}^{2} P_{1}(\tau) + 4g_{2}^{2} P_{0}(\tau)],$$

$$\beta(t) = 4 \int_{0}^{t} d\tau [g_{2}^{2} P_{-1}(\tau) + g_{2}^{2} P_{1}(\tau)].$$

Now back to the Sec. IV, we stress that the necessary and sufficient condition for complete positivity is satisfied for the parameters chosen in Fig. (3) and (5) (not for a very long time). Therefore, for a wide range of parameters, the complete positivity of the reduced dynamics is guaranteed. Hence our conclusion, i.e., the TCL equation gives a better description of the dynamics, holds true for a wide range of parameters. It is important to remind that theoretical descriptions of non-Markovian open quantum systems are often based on a series of approximations and approximations without which it would not be possible to tackle the problem of the description of the dynamics in simple analytic terms. But those approximations plague almost all approximated reduced dynamics and lead them to break the complete positivity required for reduced dynamics. Therefore the observation here is available for short times and certain ranges of parameters.

VI. THE CASE WITH NON-LORENTZIAN SPECTRUM

Note that the spectral density $J_{SB}(\omega)$ is proportional to the imaginary part of the dynamical susceptibility $\chi(\omega)$ of a damped harmonic oscillator, in this section, we present a numerical simulation for $\langle \sigma_z(t) \rangle$ adapting a different spectral density, e.g., spin-boson spectral density [3, 76],

$$J_{SB}(\omega) = \frac{1}{M} \frac{\omega \lambda}{(\omega^{2} - \omega_{0}^{2})^{2} + \omega^{2} \lambda^{2}}.$$

In Fig. (9), we plot the time evolution of the population difference $\langle \sigma_z \rangle$ for three typical spectral width $\lambda$. Interestingly, in Fig. (9) (a), i.e., for large $\lambda = 25\Gamma$ the population difference $\langle \sigma_z \rangle$ decays monotonically for both spin-boson and Lorentzian spectral density, the difference is that the former decay more slowly than the latter. This corresponds to the Markovian case, see the discussion in Eq. (47). For $\lambda = \Gamma$, small oscillations can be observed in the case with spin-boson spectral density, while it is not obvious in the case with Lorentzian spectral density [see Fig. (9) (b)]. For small $\lambda = 0.05\Gamma$, oscillations in the population difference can be found in both cases with...
spin-boson spectral density and Lorentzian spectral density[see Fig. 9(c)]. These oscillations correspond to a rapid exchange of energy and information between the two-level atom and reservoir.

![Graph](image)

FIG. 9: (Color online) This plot shows the comparison of the exact dynamics \[28\] for Lorentzian (red-line) and spin-boson (blue-dashed line) spectral density. The parameters in (a), (b) and (c) are chosen as the same as in Fig.2-(a), Fig.3-(a) and Fig.5-(a), respectively. The other parameter chosen is \(M = 5\Gamma\).

Spectral density is a key feature for environments. It characterizes the correlation among the particles in the environment and determines the dynamics of open system, as we show in this section.

VII. CONCLUSION

For a driven two-level quantum system, secular and weak coupling approximations break down when the system-environment coupling varies significantly on the scale of the Rabi frequency. In this paper, we avoid these approximations and have studied the non-Markovian dynamics of the driven two-level system coupled to a bosonic reservoir at zero temperature. Making use of the Feynman-Vernon influence functional theory in the coherent state representation, we derive an exact non-Markovian master equation for the driven two-level system. We compare this exact master equation with the other equations describing non-Markovian dynamics, i.e., the Nakajima-Zwanzig and the time-convolutionless non-Markovian master equation, it is found that the TCL approach is valid for a range of parameters much wider than the NZ master equation. This is reasonable since the latter may violate the positivity of dynamical map when the correlation in the reservoir is strong. By using the exact master equation, we also have given the analytical condition of validity of the secular approximation and show how it depends on the environmental spectral density, we found that the nonsecular terms have significant corrections to results obtained by the secular approximation when the relaxation time of the environment is less than or equal to that of the system, i.e. \(\tau_R \leq \tau_S\).

The limitation of this representation is the state of the bath, here we only consider the bath initially at vacuum. Although the zero temperature case is problematic for getting reduced dynamics as the bath correlation functions may decay slowly, the zero-temperature reservoir is a good approximation for many problems in physics. For the reservoir initially at thermal states, the question becomes complicated, since the influence functional in the Feynman-Vernon influence functional theory is very involved.
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Appendix: DERIVATION OF THE INFLUENCE FUNCTIONAL

The propagating function controlling the time evolution of the reduced density matrix is given by Eq. \[14\], where the generalized Feynman-Vernon influence functional is defined by

\[
F[\vec{\zeta}, \zeta', \vec{\zeta}', \zeta'] = \int d\varphi(\vec{z}_f)d\varphi(\vec{z}_i)d\varphi(\vec{z}_i')D^2zD^2z' \\
\times \rho_E(\vec{z}_i, \vec{z}_i'; 0) \exp\{i(S_E[\vec{z}, \vec{z}']) - S_E^*[\vec{z}', \vec{z}'] + S_I[\vec{z}, \vec{z}, \vec{z}', \vec{z}'] - S_I^*[\vec{z}', \vec{z}', \vec{z}, \vec{z}']\},
\]
where $S_S, S_I$ and $S_E$ are the actions corresponding to $H_S, H_I$ and $H_E$, respectively,

$$S_S[\zeta, \bar{\zeta}] = -i\hat{\zeta}_f \zeta(t) + \hat{\zeta}(t_0)\zeta(\zeta) + \int_{t_0}^{t} d\tau_i \zeta(\zeta)(\tau) \times \zeta(\tau) - \zeta(\zeta)(\tau)/2 - H_S(\zeta, \bar{\zeta}),$$

$$S_E[\bar{\zeta}, \zeta] = \sum_k -i\zeta_k \bar{\zeta}(t) + \int_{t_0}^{t} d\tau_i \zeta_k \bar{\zeta}(\tau) - H_E(\bar{\zeta}, \zeta),$$

$$S_I[\bar{\zeta}, \zeta, \bar{\zeta}, \zeta] = -\int_{t_0}^{t} d\tau H_I[\bar{\zeta}, \zeta, \bar{\zeta}, \zeta].$$

(A.2)

All the functional integrations are worked out over paths $\bar{\zeta}(t_0), \zeta(\zeta)$, and $\zeta(\tau)$, the endpoints are $\bar{\zeta}(t) \equiv \bar{\zeta}(t), \zeta(t_0) \equiv \zeta, \bar{\zeta}(t) \equiv \bar{\zeta}_f$, and $\zeta(t_0) \equiv \zeta_0$.

Now we can calculate explicitly the influence functional of our model using the coherent state path-integral formalism. Substituting Eq. (A.10) into the actions of Eq. (A.2), we obtain the explicit form of the propagator. The path integral of the environmental part in the propagator can be exactly done by the stationary phase method with the boundary conditions $z_k(t_0) = \bar{z}_k$ and $\bar{z}_k(t) = \bar{z}_k$.

By taking the reservoir to be initially at zero temperature, i.e., $\rho^E(\bar{z}_k, \bar{z}_k^*; 0) = 1$, we finally can obtain Eq. (16) after substituting the result and Eq. (A.4) into Eq. (A.11).
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