Abstract

We derived the equation of the density operator for generalized entropy and generalized expectation value with quantum analysis when conserved quantities exist. The derived equation is simplified when the conventional expectation value is employed. The derived equation is also simplified when the commutation relations, $[\hat{\rho}, \hat{H}]$ and $[\hat{\rho}, \hat{Q}^{[a]}]$, are the functions of the density operator $\hat{\rho}$, where $\hat{H}$ is the Hamiltonian, and $\hat{Q}^{[a]}$ is the conserved quantity. We derived the density operators for the von Neumann entropy, the Tsallis entropy, and the Rényi entropy in the case of the conventional expectation value. We also derived the density operators for the Tsallis entropy and the Rényi entropy in the case of the escort average (the normalized $q$-expectation value), when the density operator commutes with the Hamiltonian and the conserved quantities. We found that the argument of the density operator for the canonical ensemble is simply extended to the argument for the generalized Gibbs ensemble in the case of the conventional expectation value, even when conserved quantities do not commute. The simple extension of the argument is also shown in the case of the escort average, when the density operator $\hat{\rho}$ commutes with the Hamiltonian $\hat{H}$ and the conserved quantity $\hat{Q}^{[a]}$: $[\hat{\rho}, \hat{H}] = [\hat{\rho}, \hat{Q}^{[a]}] = 0$. These findings imply that the argument of the density operator for the canonical ensemble is simply extended to the argument for the generalized Gibbs ensemble in some systems.
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were derived in the MEP [1]. A density operator is applied to calculate values of physical quantities.

The generalized Gibbs ensemble (GGE) [2–4] is an extension of the canonical ensemble, and some conserved quantities are contained in the density operator for the GGE. The density operator for the GGE was derived in the MEP [3, 5], and it is shown that the argument of the density operator is simply extended for the von Neumann entropy with the conventional expectation value. It is considered that some systems can be described by the GGE.

A nonextensive statistics is an extension of the Boltzmann-Gibbs statistics, and many entropies have been proposed. For example, the Tsallis [6–9] and the Rényi entropies [8–10] are well-known entropies. A difference between the Boltzmann-Gibbs statistics and the unconventional statistics is the definition of the expectation value. The escort average (the normalized $q$-expectation value) is often used in the statistics. The density operator can be obtained in the MEP, and is applied to various phenomena. The constraint of energy conservation is imposed in such calculations. It is natural to consider some additional constraints of conserved quantities.

The quantum analysis developed by M. Suzuki [11–16] is a useful tool to obtain the density operator in the MEP. The quantum analysis was applied to the nonequilibrium response [14] and quantum correlation identities [15]. The density operators for some entropies were derived with the quantum analysis in the previous study [17]. It is expected that the quantum analysis works well in order to obtain the density operators with some constraints in the MEP.

In this paper, we attempt to obtain the density operators with the quantum analysis in the MEP. Some entropies such as Tsallis and Rényi entropies are extremized under the existence of conserved quantities. Density operators are explicitly obtained in some cases, and conditions to obtain the well-known density operators for the GGE are explicitly shown. The density operators in some cases are given with the quantum analysis in the MEP.

We derived the equation of the density operator for generalized entropy and generalized expectation value when conserved quantities exist. It was shown that the equation of the density operator is simplified in particular cases, and the density operators for the von Neumann, Tsallis and Rényi entropies were obtained. We found the followings. The argument of the density operator for the canonical ensemble is simply extended to the argument for the GGE without assuming commutation relations between conserved quantities, when the conventional expectation value is employed. The extension is possible for the unconventional expectation value, when the density operator commutes with the Hamiltonian and the conserved quantities. The simple extensions of the density operator for the GGE are shown in quantum statistics.

This paper is organized as follows. In section 2, the quantum analysis is briefly reviewed, and the variations of some functionals are calculated. In section 3, the equation of the density operator is derived in the MEP. The density operators for the von Neumann, Tsallis, and Rényi entropies are derived when conserved quantities exist. The last section is assigned for discussion and conclusion.
2. Quantum analysis and variations of functionals

2.1. Basics of quantum analysis

We begin with the following differential $d f(\hat{A})$ with operators $\hat{A}$ and $d \hat{A}$:

$$d f(\hat{A}) = \lim_{\varepsilon \to 0} \frac{f(\hat{A} + \varepsilon d \hat{A}) - f(\hat{A})}{\varepsilon}.$$  \hspace{1cm} (1)

The operators $\hat{A}$ and $d \hat{A}$ do not commute generally. Symbolically, the above differential is represented as

$$d f(\hat{A}) = d f(\hat{A}) d \hat{A} d \hat{A}.$$  \hspace{1cm} (2)

The hyperoperator $d f(\hat{A})/d \hat{A}$ maps $d \hat{A}$ to $d f(\hat{A})$. This hyperoperator $d f(\hat{A})/d \hat{A}$ is named quantum derivative in the quantum analysis. A hyperoperator $\hat{L} \hat{A}$ is defined as the left multiplication to the operator:

$$\hat{L} \hat{A} \hat{B} := \hat{A} \hat{B}.$$  \hspace{1cm} (3)

The inner derivative $\hat{\delta} \hat{A}$ is defined by using the commutation relation:

$$\hat{\delta} \hat{A} \hat{B} := [\hat{A}, \hat{B}] = \hat{A} \hat{B} - \hat{B} \hat{A}.$$  \hspace{1cm} (4)

The hyperoperator $\hat{L} \hat{A}$ and the inner derivative $\hat{\delta} \hat{A}$ commute:

$$\hat{L} \hat{A} \hat{\delta} \hat{A} \hat{B} = \hat{\delta} \hat{A} \hat{L} \hat{A} \hat{B}.$$  \hspace{1cm} (5)

This property is useful in calculations. Hereafter, we do not distinguish between $\hat{L} \hat{A}$ and $\hat{A}$ throughout this paper as in Ref. [11].

The quantum derivative $d f(\hat{A})/d \hat{A}$ is represented as follows:

$$\frac{d f(\hat{A})}{d \hat{A}} = \int_0^1 dt f^{(1)}(\hat{A} - t \hat{\delta} \hat{A}),$$  \hspace{1cm} (6)

where $f^{(k)}(x)$ is the $k$-th derivative of $f(x)$ with respect to a classical variable $x$. The first order quantum Taylor expansion for operators $\hat{A}$ and $\hat{B}$ is represented with $d f(\hat{A})/d \hat{A}$:

$$f(\hat{A} + x \hat{B}) = f(\hat{A}) + x \frac{d f(\hat{A})}{d \hat{A}} \hat{B} + O(x^2).$$  \hspace{1cm} (7)

The variation of the functional is often used. The variation of the functional $F[\hat{A}(t)]$ of $A(t)$ with a variable $t$ \cite{13, 16} is defined as follows:

$$\delta F[\hat{A}(t)] := \lim_{\varepsilon \to 0} \frac{F[\hat{A}(t) + \varepsilon (\delta \hat{A}(t))] - F[\hat{A}(t)]}{\varepsilon}.$$  \hspace{1cm} (8)

These expressions are used to derive the density operator in the MEP. We attempt to obtain the expressions of variations for some functionals in the next subsection.
2.2. Variations of functionals with quantum analysis

In this subsection, we calculate variations of some functionals with the quantum analysis. We treat following functionals:

\[ F(\hat{\rho}) = \text{Tr}(f(\hat{\rho})), \quad (9a) \]
\[ G(\hat{\rho}; \hat{A}) = \frac{\text{Tr}(g(\hat{\rho})\hat{A})}{\text{Tr}(g(\hat{\rho}))}, \quad (9b) \]
\[ H(\hat{\rho}) = h(F(\hat{\rho})) \equiv h(\text{Tr}(f(\hat{\rho}))). \quad (9c) \]

First, we treat the functional \( F(\hat{\rho}) \). The variation of \( F(\hat{\rho}) \) is obtained by applying the quantum Taylor expansion, Eq. (7):

\[
\delta F(\hat{\rho}) = \lim_{\varepsilon \to 0} \varepsilon^{-1} \left\{ \text{Tr}[f(\hat{\rho} + \varepsilon(\delta \hat{\rho})] - \text{Tr}[f(\hat{\rho})] \right\}
\]

\[
= \lim_{\varepsilon \to 0} \varepsilon^{-1} \left\{ \text{Tr} \left[ f(\hat{\rho}) + \frac{df(\hat{\rho})}{d\hat{\rho}} \varepsilon(\delta \hat{\rho}) + O(\varepsilon^2) \right] - \text{Tr}[f(\hat{\rho})] \right\}
\]

\[
= \text{Tr} \left[ \frac{df(\hat{\rho})}{d\hat{\rho}} (\delta \hat{\rho}) \right]. \quad (10)
\]

Applying Eq. (6) to the above equation, we obtain

\[
\delta F(\hat{\rho}) = \text{Tr} \left[ \int_0^1 dt f^{(1)}(\hat{\rho} - t\delta \hat{\rho}) \right] = \text{Tr} \left[ \int_0^1 dt \sum_{k=0}^{\infty} \frac{1}{k!} f^{(k+1)}(\hat{\rho})(-t)^k(\delta \hat{\rho})^k(\delta \hat{\rho}) \right]
\]

\[
= \sum_{k=0}^{\infty} \frac{(-1)^k}{(k+1)!} \text{Tr} \left[ f^{(k+1)}(\hat{\rho})((\delta \hat{\rho})^k(\delta \hat{\rho})) \right]. \quad (11)
\]

We focus on the trace in Eq. (11) for \( k \geq 1 \). The term \( ((\delta \hat{\rho})^k(\delta \hat{\rho})) \) generates \( 2^k \) terms of the form \( \hat{\rho}^j(\delta \hat{\rho})\hat{\rho}^{k-j} (0 \leq j \leq k) \). This term gives the same contribution when the cyclic permutation property of trace is hold:

\[
\text{Tr} \left[ f^{(k+1)}(\hat{\rho})(\delta \hat{\rho})^k(\delta \hat{\rho}) \right] = \text{Tr} \left[ (\hat{\rho})^{k-j} f^{(k+1)}(\hat{\rho})(\delta \hat{\rho})^j(\delta \hat{\rho}) \right] = \text{Tr} \left[ f^{(k+1)}(\hat{\rho}) (\delta \hat{\rho})^k(\delta \hat{\rho}) \right]. \quad (12)
\]

The number of the terms with plus sign equals that with minus sign. Therefore, we obtain

\[
\text{Tr} \left[ f^{(k+1)}(\hat{\rho})(\delta \hat{\rho})^k(\delta \hat{\rho}) \right] = 0 \quad (k \geq 1). \quad (13)
\]

Equation (13) is also proved with the result given in Appendix A. Equation (13) gives

\[
\delta F(\hat{\rho}) = \text{Tr} \left[ f^{(1)}(\hat{\rho})(\delta \hat{\rho}) \right]. \quad (14)
\]

Next, we attempt to calculate \( \delta G(\hat{\rho}; \hat{A}) \). We pay attention that \( \hat{\rho} \) and \( \hat{A} \) do not commute generally. In the same way, we obtain the expression of \( \delta G(\hat{\rho}; \hat{A}) \) by applying
Eqs. (6) and (7).

\[
\delta G(\hat{\rho}; \hat{A}) = \frac{1}{\text{Tr}(g(\hat{\rho}))} \sum_{k=0}^{\infty} \frac{(-)^k}{(k+1)!} \text{Tr}\left(g^{(k+1)}(\hat{\rho}) \left(\hat{\delta}_\rho \right)^k \hat{A}\right) \\
- \frac{\text{Tr}(g(\hat{\rho})\hat{A})}{\text{Tr}(g(\hat{\rho}))} \frac{1}{\text{Tr}(g(\hat{\rho}))} \text{Tr}\left(g^{(1)}(\hat{\rho})\left(\hat{\delta}_\rho \right)\hat{\rho}\right).
\]  

(15)

Equation (15) is simplified when the conventional expectation value is employed: the function \(g(x) = cx\), where \(c\) is a constant. Therefore, we have \(g^{(1)}(x) = c\) and \(g^{(j)}(x) = 0\) \((j \geq 2)\). This gives

\[
\delta G(\hat{\rho}; \hat{A}) = \frac{\text{Tr}(\hat{\delta}_\rho \hat{A})}{\text{Tr}(\hat{\rho})} - \frac{\text{Tr}(\hat{\rho} \hat{A})}{\text{Tr}(\hat{\rho})},
\]

(16)

We note that the commutation relation between \(\hat{\rho}\) and \(\hat{A}\) is not assumed to obtain Eq. (16). Equation (15) is also simplified when the commutation relation between \(\hat{\rho}\) and \(\hat{A}\) is a function of \(\hat{\rho}^0\): \([\hat{\rho}, \hat{A}] = r(\hat{\rho})\). The trace, \(\text{Tr}(u(\hat{\rho})((\hat{\delta}_\rho)^k(\hat{\rho})\hat{A}))\), is

\[
\text{Tr}(u(\hat{\rho})((\hat{\delta}_\rho)^k(\hat{\rho})\hat{A})) = \begin{cases}
0 & (k \geq 2) \\
-\text{Tr}(u(\hat{\rho}r(\hat{\rho})\delta(\hat{\rho})) & (k = 1) \\
\text{Tr}(u(\hat{\rho})(\hat{\delta}_\rho)\hat{A}) & (k = 0)
\end{cases},
\]

(17)

where \(u(\hat{\rho})\) is a function of \(\hat{\rho}\) (see Appendix B). We have

\[
\delta G(\hat{\rho}; \hat{A}) = \frac{1}{\text{Tr}(g(\hat{\rho}))} \text{Tr}\left\{\left(\hat{A} - G(\hat{\rho}; \hat{A})\right)g^{(1)}(\hat{\rho}) + \frac{1}{2}g^{(2)}(\hat{\rho})r(\hat{\rho})\right\}(\hat{\delta}_\rho)\} \quad \text{for} \quad [\hat{\rho}, \hat{A}] = r(\hat{\rho}).
\]

(18)

Finally, we treat \(H(\hat{\rho})\). The variation \(\delta H(\hat{\rho})\) is easily obtained by using the expression of \(\delta F(\hat{\rho})\).

\[
\delta H(\hat{\rho}) = \lim_{\varepsilon \to 0} \frac{H(\hat{\rho} + \varepsilon(\hat{\delta}_\rho)) - H(\hat{\rho})}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{h(F(\hat{\rho}) + \varepsilon \delta F(\hat{\rho}) + O(\varepsilon^2)) - h(F(\hat{\rho}))}{\varepsilon}
\]

\[
= \lim_{\varepsilon \to 0} \frac{[h(F(\hat{\rho})) + h^{(1)}(F(\hat{\rho}))\varepsilon \delta F(\hat{\rho}) + O(\varepsilon^2)] - h(F(\hat{\rho}))}{\varepsilon}
\]

\[
= h^{(1)}(F(\hat{\rho}))(\delta F(\hat{\rho})).
\]

(19)

In the next section, these results are used to derive the density operators in the MEP.

3. Derivation of the density operators in the maximum entropy principle

3.1. Derivation of the equation of the density operator with the quantum analysis

We treat the entropy \(S(\hat{\rho})\) under some constraints, where \(\hat{\rho}\) is a density operator. The expectation value of a quantity \(\hat{A}\) is denoted by \(\langle \hat{A} \rangle\). The quantity \(\hat{Q}^{[a]}\) is the operator of a conserved quantity. Therefore, the operator \(\hat{Q}^{[a]}\) and the Hamiltonian \(\hat{H}\) commute:
$[\hat{H}, \hat{Q}^{[a]}] = 0$. The number of the constraints represented by the operators $\hat{Q}^{[a]}$ is $M$. Therefore, we treat the variational problem with the following functional $I(\hat{\rho})$:

$$I(\hat{\rho}) := S(\hat{\rho}) - \alpha(\text{Tr}\hat{\rho} - 1) - \beta(\langle \hat{H} \rangle - E) - \sum_{a=1}^{M} \gamma^{[a]}(\langle \hat{Q}^{[a]} \rangle - Q^{[a]}),$$

(20)

where $\alpha, \beta, \gamma^{[a]}$ are Lagrange multipliers, $E$ is the energy, and the expectation value of the physical quantity $\hat{Q}^{[a]}$ is $Q^{[a]}$. We note that the above expectation value is not always the conventional expectation value defined by $\text{Tr}(\hat{\rho}\hat{A})/\text{Tr}(\hat{\rho})$.

The maximum entropy principle requires $\delta I(\hat{\rho}) = 0$. We treat the following entropy and average in this paper.

$$S(\hat{\rho}) := H(\hat{\rho}) = h(\text{Tr}(f(\hat{\rho}))) = h(F(\hat{\rho})),$$

(21a)

$$\langle \hat{Q}^{[a]} \rangle := G(\hat{\rho}; \hat{Q}^{[a]}) \equiv \frac{\text{Tr}(g(\hat{\rho})\hat{Q}^{[a]})}{\text{Tr}(g(\hat{\rho}))}.$$  

(21b)

The variation of the entropy $\delta S(\hat{\rho})$ is given by

$$\delta S(\hat{\rho}) = h^{(1)}(F(\hat{\rho}))\text{Tr}(f^{(1)}(\hat{\rho})(\delta \hat{\rho})) = \text{Tr}(h^{(1)}(F(\hat{\rho}))f^{(1)}(\hat{\rho})(\delta \hat{\rho})).$$

(22)

The functional $I(\hat{\rho})$ is rewritten with $G(\hat{\rho}, \hat{A})$:

$$I(\hat{\rho}) = S(\hat{\rho}) - \alpha(\text{Tr}\hat{\rho} - 1) - \beta(G(\hat{\rho}; \hat{H}) - E) - \sum_{a=1}^{M} \gamma^{[a]}(G(\hat{\rho}; \hat{Q}^{[a]}) - Q^{[a]}).$$

(23)

The variation of $I(\hat{\rho})$ is given by

$$\delta I(\hat{\rho}) = \delta S(\hat{\rho}) - \alpha(\text{Tr}\delta \hat{\rho}) - \beta(\delta G(\hat{\rho}; \hat{H})) - \sum_{a=1}^{M} \gamma^{[a]}(\delta G(\hat{\rho}; \hat{Q}^{[a]})).$$

(24)

With this expression, we attempt to find the density operators in the following subsection.

### 3.2. Density operators in particular cases

The variation $\delta I(\hat{\rho})$, Eq. (24), is reduced to simple expressions in particular cases. In this subsection, we treat two cases: (i) the conventional expectation value is employed, and (ii) the commutation relations, $[\hat{\rho}, \hat{H}] = r^{[0]}(\hat{\rho})$ and $[\hat{\rho}, \hat{Q}^{[a]}] = r^{[a]}(\hat{\rho})$ $(a = 1, 2, \ldots, M)$, are satisfied. Especially, density operators are given for $r^{[0]}(\hat{\rho}) = r^{[a]}(\hat{\rho}) = 0$ when the escort average is employed.

#### 3.2.1. The cases of conventional expectation value

The function $g(x)$ is $cx$ for the conventional expectation value, where $c$ is a constant. This leads to $g^{(1)} = c$ and $g^{(k)}(x) = 0$ ($k \geq 2$). Equation (24) is reduced to the following equation:

$$\delta I(\hat{\rho}) = \text{Tr} \left[ h^{(1)}(F(\hat{\rho}))f^{(1)}(\hat{\rho}) - \alpha - \beta \left( \frac{\langle \hat{H} \rangle}{\text{Tr}(\hat{\rho})} \right) - \sum_{a=1}^{M} \gamma^{[a]} \left( \frac{\langle \hat{Q}^{[a]} \rangle}{\text{Tr}(\hat{\rho})} \right) \right] (\delta \hat{\rho}).$$

(25)
The requirement \( \delta I(\hat{\rho}) = 0 \) leads to

\[
h^{(1)}(F(\hat{\rho})) f^{(1)}(\hat{\rho}) - \alpha - \beta \left( \frac{\hat{H} - \langle \hat{H} \rangle}{\text{Tr}(\hat{\rho})} \right) - \sum_{a=1}^{M} \gamma^{[a]} \left( \frac{\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle}{\text{Tr}(\hat{\rho})} \right) = 0. \tag{26}
\]

Considering the requirement \( \text{Tr}(\hat{\rho}) = 1 \), we have

\[
h^{(1)}(F(\hat{\rho})) f^{(1)}(\hat{\rho}) = \alpha + \beta (\hat{H} - \langle \hat{H} \rangle) + \sum_{a=1}^{M} \gamma^{[a]} (\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle). \tag{27}
\]

It is significant that Eq. (27) is derived without assuming the commutation relations between operators: the relation between \( \hat{Q}^{[a]} \) and \( \hat{Q}^{[b]} \) is not assumed. Equation (27) indicates that the argument of the density operator for the canonical ensemble is simply extended to the argument for the GGE.

First, we treat the von Neumann entropy as an example. The function \( f(x) = -x \ln x \) and \( h(x) = x \) for the von Neumann entropy. The derivatives, \( f^{(1)}(x) = -\ln x - 1 \) and \( h^{(1)}(x) = 1 \), are obtained. Inserting these expressions into Eq. (27), we have

\[
\hat{\rho} = \exp \left( -\alpha - \beta (\hat{H} - \langle \hat{H} \rangle) - \sum_{a=1}^{M} \gamma^{[a]} (\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle) \right). \tag{28}
\]

The requirement \( \text{Tr}(\hat{\rho}) = 1 \) leads to

\[
\hat{\rho} = \frac{1}{Z_{\text{conv}}^N} \exp \left( -\beta \hat{H} - \sum_{a=1}^{M} \gamma^{[a]} \hat{Q}^{[a]} \right), \tag{29a}
\]

\[
Z_{\text{conv}}^N = \text{Tr} \left[ \exp \left( -\beta \hat{H} - \sum_{a=1}^{M} \gamma^{[a]} \hat{Q}^{[a]} \right) \right]. \tag{29b}
\]

This is just the density operator for the GGE.

Next, we treat the Tsallis entropy. The function \( f(x) = x^q \) and \( h(x) = (1 - x)/(q - 1) \) for the Tsallis entropy. The derivatives, \( f^{(1)}(x) = qx^{q-1} \) and \( h^{(1)}(x) = 1/(1 - q) \), are inserted into Eq. (27):

\[
\frac{q}{1-q} \beta^{q-1} = \alpha + \beta (\hat{H} - \langle \hat{H} \rangle) + \sum_{a=1}^{M} \gamma^{[a]} (\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle). \tag{30}
\]

With the requirement \( \text{Tr}(\hat{\rho}) = 1 \), we have

\[
\hat{\rho} = \frac{1}{Z_{\text{conv}}^T} \left( 1 + \tilde{\beta} (\hat{H} - \langle \hat{H} \rangle) + \sum_{a=1}^{M} \tilde{\gamma}^{[a]} (\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle) \right)^{-1/q-1}, \tag{31a}
\]

\[
Z_{\text{conv}}^T = \text{Tr} \left[ \left( 1 + \tilde{\beta} (\hat{H} - \langle \hat{H} \rangle) + \sum_{a=1}^{M} \tilde{\gamma}^{[a]} (\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle) \right)^{-1/q-1} \right], \tag{31b}
\]

\[
\tilde{\beta} := \beta/\alpha, \tag{31c}
\]

\[
\tilde{\gamma}^{[a]} := \gamma^{[a]}/\alpha. \tag{31d}
\]
We have the following relation by multiplying $\hat{\rho}$ and calculating the trace from Eq. (30):

$$\frac{q}{1-q} \text{Tr}(\hat{\rho}^q) = \alpha.$$  \hspace{1cm} (32)

Finally, we treat the Rényi entropy. The function $f(x)$ is $x^q$ and $h(x)$ is $\ln x/(1-q)$ for the Rényi entropy. The derivatives, $f^{(1)} = qx^{q-1}$ and $h^{(1)}(x) = 1/(1-q)x$, are inserted into Eq. (27):

$$\frac{q}{1-q} \text{Tr}(\hat{\rho}^q) = \alpha + \beta(\hat{H} - \langle \hat{H} \rangle) + \sum_{a=1}^{M} \gamma[a](\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle).$$  \hspace{1cm} (33)

With the requirement $\text{Tr}(\hat{\rho}) = 1$, we have

$$\hat{\rho} = \frac{1}{Z_R^{\text{conv}}}(1 + \tilde{\beta}(\hat{H} - \langle \hat{H} \rangle) + \sum_{a=1}^{M} \tilde{\gamma}[a](\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle))^{\frac{1}{1-q}},$$  \hspace{1cm} (34a)

$$Z_R^{\text{conv}} = \text{Tr}\left((1 + \tilde{\beta}(\hat{H} - \langle \hat{H} \rangle) + \sum_{a=1}^{M} \tilde{\gamma}[a](\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle))^{\frac{1}{1-q}} \right),$$  \hspace{1cm} (34b)

$$\tilde{\beta} := \frac{\beta}{\alpha},$$  \hspace{1cm} (34c)

$$\tilde{\gamma}[a] := \frac{\gamma[a]}{\alpha}.$$  \hspace{1cm} (34d)

We have the following relation by multiplying $\hat{\rho}$ and calculating the trace from Eq. (33):

$$\frac{q}{1-q} = \alpha.$$  \hspace{1cm} (35)

The density operator for the canonical ensemble is simply extended to the density operator for the GGE in the conventional expectation value case.

3.2.2. The cases of $[\hat{\rho}, \hat{H}] = r^{[0]}(\hat{\rho})$ and $[\hat{\rho}, \hat{Q}^{[a]}] = r^{[a]}(\hat{\rho})$ ($a = 1, 2, \cdots, M$)

We treat the cases of $[\hat{\rho}, \hat{H}] = r^{[0]}(\hat{\rho})$ and $[\hat{\rho}, \hat{Q}^{[a]}] = r^{[a]}(\hat{\rho})$ ($a = 1, 2, \cdots, M$), where $r^{[0]}(\hat{\rho})$ and $r^{[a]}(\hat{\rho})$ are functions of $\hat{\rho}$. The cases contain the following conditions: $[\hat{\rho}, \hat{H}] = 0$ and $[\hat{\rho}, \hat{Q}^{[a]}] = 0$ ($a = 1, 2, \cdots, M$). The density operator constructed from $\hat{H}$ and $\hat{Q}^{[a]}$ satisfies $[\hat{\rho}, \hat{H}] = [\hat{\rho}, \hat{Q}^{[a]}] = 0$ when the commutation relations $[\hat{Q}^{[a]}, \hat{Q}^{[b]}] = 0$ ($a, b = 1, 2, \cdots, M$) are satisfied.

The variation $\delta I(\hat{\rho})$ is given by using Eqs. (22) and (15) in the case of $[\hat{\rho}, \hat{H}] = r^{[0]}(\hat{\rho})$ and $[\hat{\rho}, \hat{Q}^{[a]}] = r^{[a]}(\hat{\rho})$ ($a = 1, 2, \cdots, M$):

$$\delta I(\hat{\rho}) = \text{Tr}\left\{ h^{(1)}(F(\hat{\rho})) f^{(1)}(\hat{\rho}) - \frac{\beta}{\text{Tr}(g(\hat{\rho}))} \left( (\hat{H} - \langle \hat{H} \rangle) g^{(1)}(\hat{\rho}) + \frac{1}{2} g^{(2)}(\hat{\rho}) r^{[0]}(\hat{\rho}) \right) - \sum_{a=1}^{M} \frac{\gamma[a]}{\text{Tr}(g(\hat{\rho}))} \left( (\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle) g^{(1)}(\hat{\rho}) + \frac{1}{2} g^{(2)}(\hat{\rho}) r^{[a]}(\hat{\rho}) \right) \right\}.$$  \hspace{1cm} (36)
Therefore, the condition $\delta I(\hat{\rho}) = 0$ gives

$$h^{(1)}(F(\hat{\rho}))f^{(1)}(\hat{\rho}) - \alpha - \frac{\beta}{\text{Tr}(g(\hat{\rho}))} \left( (\hat{H} - \langle \hat{H} \rangle)(\hat{\rho}) + \frac{1}{2}g^{(2)}(\hat{\rho})r^{[0]}(\hat{\rho}) \right)$$

$$- \sum_{a=1}^{M} \frac{\gamma[a]}{\text{Tr}(g(\hat{\rho}))} \left( (\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle)(\hat{\rho}) + \frac{1}{2}g^{(2)}(\hat{\rho})r^{[a]}(\hat{\rho}) \right) = 0.$$  

(37)

We treat the cases of $[\hat{\rho}, \hat{H}] = [\hat{\rho}, \hat{Q}^{[a]}] = 0$ ($a = 1, 2, \cdots, M$) hereafter. The requirement $\delta I(\hat{\rho}) = 0$ for $[\hat{\rho}, \hat{H}] = [\hat{\rho}, \hat{Q}^{[0]}] = 0$ gives

$$h^{(1)}(F(\hat{\rho}))f^{(1)}(\hat{\rho}) - \alpha - \frac{\beta}{\text{Tr}(g(\hat{\rho}))} (\hat{H} - \langle \hat{H} \rangle)(\hat{\rho})$$

$$- \sum_{a=1}^{M} \frac{\gamma[a]}{\text{Tr}(g(\hat{\rho}))} (\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle)(\hat{\rho}) = 0.$$  

(38)

With Eq. (38), we attempt to find the density operators for the Tsallis and Rényi entropies with the escort average.

We attempt to obtain the density operator for the Tsallis entropy with the escort average. The function $f(x)$ is $x^q$, $h(x)$ is $(1 - x)/(q - 1)$ for the Tsallis entropy, and the function $g(x)$ is $x^q$ for the escort average. Inserting these functions into Eq. (38), we have

$$\left( \frac{q}{1 - q} \right) \hat{\rho}^{q-1} - \alpha - q\beta \left( \frac{\langle \hat{H} - \langle \hat{H} \rangle \rangle}{\text{Tr}(\hat{\rho})} \right) \hat{\rho}^{q-1} - \sum_{a=1}^{M} q\gamma[a] \left( \frac{\langle \hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle \rangle}{\text{Tr}(\hat{\rho})} \right) \hat{\rho}^{q-1} = 0.$$  

(39)

Multiplying $\hat{\rho}$ and taking the trace, we obtain

$$\frac{q}{1 - q} \text{Tr}(\hat{\rho})^{q-1} - \alpha = 0.$$  

(40)

We have the density operator for the Tsallis entropy with the escort average with the requirement $\text{Tr}(\hat{\rho}) = 1$.

$$\hat{\rho} = \frac{1}{Z_{\text{esc}}} \left( 1 - (1 - q)\beta \left( \frac{\langle \hat{H} - \langle \hat{H} \rangle \rangle}{\text{Tr}(\hat{\rho})} \right) - \sum_{a=1}^{M} (1 - q)\gamma[a] \left( \frac{\langle \hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle \rangle}{\text{Tr}(\hat{\rho})} \right) \right)^{\frac{1}{1-q}},$$  

(41a)

$$Z_{\text{esc}} = \text{Tr} \left[ \left( 1 - (1 - q)\beta \left( \frac{\langle \hat{H} - \langle \hat{H} \rangle \rangle}{\text{Tr}(\hat{\rho})} \right) - \sum_{a=1}^{M} (1 - q)\gamma[a] \left( \frac{\langle \hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle \rangle}{\text{Tr}(\hat{\rho})} \right) \right)^{\frac{1}{1-q}} \right].$$  

(41b)

Equation (41a) is the density operator for the GGE for the Tsallis entropy with the escort average. The conditions $[\hat{\rho}, \hat{Q}^{[a]}] = 0$ ($a = 1, 2, \cdots, M$) are satisfied in the case of $[\hat{Q}^{[a]}, \hat{Q}^{[b]}] = 0$. Therefore, Eq. (41a) gives the density operator for the Tsallis entropy with the escort average when the conserved quantities commute: $[\hat{Q}^{[a]}, \hat{Q}^{[b]}] = 0$. 
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Another example is the Rényi entropy with the escort average. For the Rényi entropy, the function $f(x)$ is $x^q$, $g(x)$ is $x^q$, and $h(x)$ is $(\ln x)/(1 - q)$. These functions yield

$$
\left( \frac{q}{1 - q} \frac{1}{\Tr(\hat{\rho}^q)} \right) \hat{\rho}^{q-1} - \alpha - q^{\beta} \left( \frac{\hat{H} - \langle \hat{H} \rangle}{\Tr(\hat{\rho}^q)} \right) \hat{\rho}^{q-1} - \sum_{a=1}^{M} q^{\gamma[a]} \left( \frac{\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle}{\Tr(\hat{\rho}^q)} \right) \hat{\rho}^{q-1} = 0.
$$

(42)

Multiplying $\hat{\rho}$ and taking the trace, we obtain

$$
\left( \frac{q}{1 - q} \right) - \alpha = 0.
$$

(43)

We have the density operator for the Rényi entropy with the escort average with the requirement $\Tr(\hat{\rho}) = 1$.

$$
\hat{\rho} = \frac{1}{Z_{\text{esc}}^R} \left( 1 - (1 - q)^{\beta}(\hat{H} - \langle \hat{H} \rangle) - \sum_{a=1}^{M} (1 - q)^{\gamma[a]}(\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle) \right)^{\frac{1}{\beta - q}},
$$

(44a)

$$
Z_{\text{esc}}^R = \Tr \left[ \left( 1 - (1 - q)^{\beta}(\hat{H} - \langle \hat{H} \rangle) - \sum_{a=1}^{M} (1 - q)^{\gamma[a]}(\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle) \right)^{\frac{1}{\beta - q}} \right].
$$

(44b)

Equation (44) is the density operator for the GGE for the Rényi entropy with the escort average. The conditions $[\hat{\rho}, \hat{Q}^{[a]}] = 0$ ($a = 1, 2, \cdots, M$) are satisfied for $[\hat{Q}^{[a]}, \hat{Q}^{[b]}] = 0$. Eq. (44) gives the density operator for the Rényi entropy with the escort average when the conserved quantities commute: $[\hat{Q}^{[a]}, \hat{Q}^{[b]}] = 0$. The density operator for the Rényi entropy is similar to the density operator for the Tsallis entropy.

4. Discussion and Conclusion

We derived the equation of the density operator in the maximum entropy principle by using the quantum analysis. The derived equation is simplified in particular cases, and the density operators for the generalized Gibbs ensemble are derived: the density operators for the von Neumann entropy, the Tsallis entropy, and the Rényi entropy in the case of the conventional expectation value and the density operators for the Tsallis entropy and the Rényi entropy in the case of the escort average (the normalized $q$-expectation value). The obtained density operators are the simple extensions of the well-known density operators for the canonical ensemble.

The derived equation of the density operator is simplified in two cases in the present paper. The equation is simplified when the conventional expectation value is employed and the equation is also simplified when the following commutation relations are satisfied: $[\hat{\rho}, \hat{H}] = r^{[0]}(\hat{\rho})$ and $[\hat{\rho}, \hat{Q}^{[a]}] = r^{[a]}(\hat{\rho})$ ($a = 1, 2, \cdots, M$), where $\hat{\rho}$ is the density operator, $\hat{H}$ is the Hamiltonian, $\hat{Q}^{[a]}$ is the conserved quantity, and $r^{[j]}(\hat{\rho})$ is a function of $\hat{\rho}$ ($j = 0, 1, 2, \cdots, M$).

The argument of the density operator for the generalized Gibbs ensemble is given by adding the conserved quantities to the argument of the density operator for the canonical ensemble when the conventional expectation value is employed: the argument
\[-\beta(\hat{H} - \langle \hat{H} \rangle)\text{ in the canonical ensemble is replaced with the argument }-\beta(\hat{H} - \langle \hat{H} \rangle) - \sum_a \gamma^{[a]}(\hat{Q}^{[a]} - \langle \hat{Q}^{[a]} \rangle)\text{ in the generalized Gibbs ensemble. There is no assumption of the commutation relations between the conserved quantities, while the Hamiltonian and the conserved quantity commute.}

The argument of the density operator for the canonical ensemble is extended simply to the argument of the density operator for the generalized Gibbs ensemble in the case of the escort average (the normalized $q$-expectation value), as found in the case of the conventional expectation value, when the density operator $\hat{\rho}$, the Hamiltonian $\hat{H}$, and conserved quantities $\hat{Q}^{[a]}$ ($a = 1, 2, \cdots, M$) satisfy the following commutation relations:

\[ [\hat{\rho}, \hat{H}] = 0 \text{ and } [\hat{\rho}, \hat{Q}^{[a]}] = 0. \]

We note that the conditions, $[\hat{\rho}, \hat{H}] = 0$ and $[\hat{\rho}, \hat{Q}^{[a]}] = 0$, are satisfied when the commutation relations $[\hat{Q}^{[a]}, \hat{Q}^{[b]}] = 0$ ($a, b = 1, 2, \cdots, M$) are satisfied.

The argument of the density operator is extended simply even when the expectation value is not conventional.

It is clearly shown for various entropies that the argument of the density operator for the canonical ensemble is simply extended to the argument for the generalized Gibbs ensemble when the conventional expectation value is employed, even though the conserved quantities do not commute. This implies that the well-known density operator for the generalized Gibbs ensemble appears when there are conserved quantities. In contrast, the argument of the density operator for the canonical ensemble is not always extended simply in the case of the unconventional expectation value, when there are conserved quantities. The argument of the density operator may be simply extended in the case of unconventional expectation value when additional conditions are imposed. Such conditions are given in the present paper: the density operator and the Hamiltonian commute, and the density operator and the conserved quantities commute. The conditions will be satisfied when the conserved quantities commute each other.

We derived the density operators for the generalized Gibbs ensemble in the particular cases. It is not enough to study the derivation of the density operator in the cases of unconventional expectation values, when the density operator and the conserved quantity do not commute. The explicit commutation relations between the conserved quantities should be required to derive the density operator. The derivation of the density operator in such cases will be studied in the future.

**Appendix A. Expansion of $((\delta_\hat{\rho})^k \hat{A})$ and proof of $\text{Tr}(f(\hat{\rho})((\delta_\hat{\rho})^k \hat{A})\hat{B}) = 0$ for $k \geq 1$ in the case of $[\hat{\rho}, \hat{A}] = 0$ and/or $[\hat{\rho}, \hat{B}] = 0$**

In this appendix, we attempt to expand $((\delta_\hat{\rho})^k \hat{A})$ and to show the following identity explicitly when $[\hat{\rho}, \hat{A}] = 0$ and/or $[\hat{\rho}, \hat{B}] = 0$ are hold:

\[
\text{Tr}\left(f(\hat{\rho})\left((\delta_\hat{\rho})^k \hat{A}\right)\hat{B}\right) = 0 \quad (k \geq 1). \tag{A.1}
\]

First, we expand the quantity $((\delta_\hat{\rho})^k \hat{A})$ by considering the definition of $\delta_\hat{\rho}$: $\delta_\hat{\rho} \hat{A} = \hat{\rho} \hat{A} - \hat{A} \hat{\rho}$.

\[
((\delta_\hat{\rho})^k \hat{A}) = \sum_{j=0}^{k} C_j^{(k)} \hat{\rho}^j \hat{A} \hat{\rho}^{k-j}. \tag{A.2}
\]
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We attempt to find the recursion formula of $C_j^{(k)}$ to obtain the expression of $C_j^{(k)}$. By applying $\hat{\delta}\hat{\rho}$ to $(\hat{\delta}\hat{\rho})^{k-1}\hat{A}$, we have

$$
C_j^{(k)} = C_{j-1}^{(k-1)} - C_j^{(k-1)}, \quad (1 \leq j \leq k-1), \quad (A.3a)
$$

$$
C_k^{(k)} = C_{k-1}^{(k-1)}, \quad (A.3b)
$$

$$
C_0^{(k)} = -C_0^{(k-1)}. \quad (A.3c)
$$

Next, we expand $(x - y)^k$ as

$$(x - y)^k = \sum_{j=0}^{k} D_j^{(k)} x^j y^{k-j}, \quad D_j^{(k)} = (-1)^{k-j} \binom{k}{j}. \quad (A.4)$$

By applying $(x - y)$ to $(x - y)^{k-1}$, we obtain

$$
D_j^{(k)} = D_{j-1}^{(k-1)} - D_j^{(k-1)}, \quad (1 \leq j \leq k-1), \quad (A.5a)
$$

$$
D_k^{(k)} = D_{k-1}^{(k-1)}, \quad (A.5b)
$$

$$
D_0^{(k)} = -D_0^{(k-1)}. \quad (A.5c)
$$

The recursion formula of $C_j^{(k)}$ is equivalent to that of $D_j^{(k)}$. The initial conditions are given by

$$
C_0^{(1)} = -1, \quad C_1^{(1)} = 1, \quad (A.6a)
$$

$$
D_0^{(1)} = -1, \quad D_1^{(1)} = 1. \quad (A.6b)
$$

Therefore, $C_j^{(k)}$ equals $D_j^{(k)}$. We obtain

$$
C_j^{(k)} = D_j^{(k)} = (-1)^{k-j} \binom{k}{j}. \quad (A.7)
$$

We have the expansion of $((\hat{\delta}\hat{\rho})\hat{A})$, Eq. (A.2) with Eq. (A.7).

With the above result, we attempt to prove the equation:

$$
\text{Tr} \left( f(\hat{\rho}) (\hat{\delta}\hat{\rho})^{k} \hat{A} \hat{B} \right) = 0 \quad (k \geq 1). \quad (A.8)
$$

When the cyclic permutation property of trace is hold and the commutation relation $[\hat{\rho}, \hat{A}] = 0$ and/or $[\hat{\rho}, \hat{B}] = 0$ are hold, we have the following equation by using Eq. (A.2).

$$
\text{Tr} \left( f(\hat{\rho}) (\hat{\delta}\hat{\rho})^{k} \hat{A} \hat{B} \right) = \sum_{j=0}^{k} C_j^{(k)} \text{Tr} \left( f(\hat{\rho}) \hat{\rho}^j \hat{\delta}\hat{\rho}^{k-j} \hat{B} \right)
$$

$$
= \sum_{j=0}^{k} C_j^{(k)} \text{Tr} \left( f(\hat{\rho}) \hat{\rho}^j \hat{A} \hat{B} \right) = \text{Tr} \left( f(\hat{\rho}) \hat{\rho}^k \hat{A} \hat{B} \right) \sum_{j=0}^{k} C_j^{(k)} \quad (k \geq 1). \quad (A.9)
$$
From Eqs. (A.4) and (A.7), we have \( \sum_{j=0}^{k} C_j^{(k)} = 0 \) \( (k \geq 1) \). We obtain the final result:

\[
\text{Tr} \left( f(\hat{\rho}) \left( \delta \hat{\rho} \right)^k \hat{A} \hat{B} \right) = 0 \quad \text{for } [\hat{\rho}, \hat{A}] = 0 \text{ and/or } [\hat{\rho}, \hat{B}] = 0 \quad (k \geq 1). \tag{A.10}
\]

From the result, Eq. (A.10), we have the following identity by substituting \( \delta \hat{\rho} \) into \( \hat{A} \), substituting \( \hat{Q}^{[a]} \) into \( \hat{B} \), and replacing \( f(\hat{\rho}) \) with \( g^{(k+1)}(\hat{\rho}) \), when \( \hat{Q}^{[a]} \) has the property, \( [\hat{\rho}, \hat{Q}^{[a]}] = 0 \):

\[
\text{Tr} \left( g^{(k+1)}(\hat{\rho}) \left( \delta \hat{\rho} \right)^k \hat{Q}^{[a]} \right) = 0 \quad (k \geq 1). \tag{A.11}
\]

The expansion of \( \left( \delta \hat{\rho} \right)^k \hat{A} \), Eq. (A.2), may be useful to calculate quantities.

**Appendix B. Expression of \( \text{Tr} \left( f(\hat{\rho}) \left( (\delta \hat{\rho})^k (\delta \hat{\rho}) \right) \hat{B} \right) \) in the case of \( [\hat{\rho}, \hat{B}] = r(\hat{\rho}) \)**

We treat the case of \( [\hat{\rho}, \hat{B}] = \hat{\rho} \hat{B} - \hat{B} \hat{\rho} = r(\hat{\rho}) \). For a function \( u(\hat{\rho}) \) and an operator \( \hat{B} \), we have the following equation with the quantum analysis:

\[
[u(\hat{\rho}), \hat{B}] = \delta u(\hat{\rho}) \hat{B} - \hat{B} \delta u(\hat{\rho}) = \int_0^1 dt u^{(1)}(\hat{\rho} - t \delta \hat{\rho}) [\hat{\rho}, \hat{B}] = \int_0^1 dt u^{(1)}(\hat{\rho} - t \delta \hat{\rho}) r(\hat{\rho}). \tag{B.1}
\]

We have

\[
[u(\hat{\rho}), \hat{B}] = u^{(1)}(\hat{\rho}) r(\hat{\rho}) \quad \text{for } [\hat{\rho}, \hat{B}] = r(\hat{\rho}). \tag{B.2}
\]

Therefore, we obtain the following equation with \( [\hat{\rho}^{k-j}, \hat{B}] = (k-j)\hat{\rho}^{k-j-1} r(\hat{\rho}) \) by substituting \( \hat{\rho}^{k-j} \) into \( u(\hat{\rho}) \):

\[
\text{Tr} \left( f(\hat{\rho}) \hat{\rho}^j (\delta \hat{\rho}) \hat{B} \right) = \text{Tr} \left( f(\hat{\rho}) \hat{\rho}^j (\delta \hat{\rho}) \hat{B} \right) + (k-j) \text{Tr} \left( f(\hat{\rho}) r(\hat{\rho}) \hat{\rho}^{k-1} (\delta \hat{\rho}) \right). \tag{B.3}
\]

We have the following equation by using Eq. (A.2):

\[
\text{Tr} \left[ f(\hat{\rho}) \left( \left( \delta \hat{\rho} \right)^k (\delta \hat{\rho}) \right) \hat{B} \right] = \text{Tr} \left[ f(\hat{\rho}) \left( \sum_{j=0}^{k} C_j^{(k)} \hat{\rho}^j (\delta \hat{\rho}) \hat{\rho}^{k-j} \right) \hat{B} \right] = \sum_{j=0}^{k} C_j^{(k)} \text{Tr} \left[ f(\hat{\rho}) \hat{\rho}^j (\delta \hat{\rho}) \hat{\rho}^{k-j} \hat{B} \right], \tag{B.4}
\]

where \( C_j^{(k)} = (-1)^{k-j} \frac{k!}{j!(k-j)!} \). Inserting Eq. (B.3) into Eq. (B.4), we have

\[
\text{Tr} \left[ f(\hat{\rho}) \left( \left( \delta \hat{\rho} \right)^k (\delta \hat{\rho}) \right) \hat{B} \right] = \text{Tr} \left( f(\hat{\rho}) \hat{\rho}^k (\delta \hat{\rho}) \hat{B} \right) \left[ \sum_{j=0}^{k} C_j^{(k)} \right] + \text{Tr} \left( f(\hat{\rho}) r(\hat{\rho}) \hat{\rho}^{k-1} (\delta \hat{\rho}) \right) \left[ \sum_{j=0}^{k-1} C_j^{(k)} (k-j) \right]. \tag{B.5}
\]
The sums of $C_j^{(k)}$ satisfy

$$\sum_{j=0}^{k} C_j^{(k)} = 0 \quad (k \geq 1),$$  \hspace{1cm} (B.6a)

$$\sum_{j=0}^{k-1} C_j^{(k)}(k-j) = 0 \quad (k \geq 2).$$  \hspace{1cm} (B.6b)

As a result, we have

$$\text{Tr} \left[ f(\hat{\rho}) (\hat{\delta}\hat{\rho})^{k} \hat{B} \right] = \begin{cases} 0 & (k \geq 2) \\ -\text{Tr} \left[ f(\hat{\rho}) r(\hat{\rho}) (\hat{\delta}\hat{\rho}) \right] & (k = 1) \\ \text{Tr} \left[ f(\hat{\rho}) (\hat{\delta}\hat{\rho}) \hat{B} \right] & (k = 0) \end{cases}.$$  \hspace{1cm} (B.7)

Again, we have the following result by substituting $\hat{A}$ into $(\hat{\delta}\hat{\rho})$ for $[\hat{\rho}, \hat{B}] = 0$:

$$\text{Tr} \left( f(\hat{\rho}) (\hat{\delta}\hat{\rho})^{k} \hat{A} \hat{B} \right) = 0,$$  \hspace{1cm} for $[\hat{\rho}, \hat{B}] = 0 \quad (k \geq 1).$  \hspace{1cm} (B.8)
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