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“It often happens that when two sets of data obtained by observation give slightly different estimates of the true value we wish to know whether the difference is significant. The usual procedure is to say that it is significant if it exceeds a certain rather arbitrary multiple of the standard error; but this is not very satisfactory, and it seems worth while to see whether any precise criterion can be obtained by a thorough application of the theory of probability.”

Harrold Jeffreys, 1935
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A common problem in natural sciences is the comparison of competing models in the light of observed data. Bayesian model comparison provides a statistically sound framework for this comparison based on the evidence each model provides for the data. However, this framework relies on the calculation of likelihood functions which are intractable for most models used in practice. Previous approaches in the field of Approximate Bayesian Computation (ABC) circumvent the evaluation of the likelihood and estimate the model evidence based on rejection sampling, but they are typically computationally intense. Here, I propose a new efficient method to perform Bayesian model comparison in ABC. Based on recent advances in posterior density estimation, the method approximates the posterior over models in parametric form. In particular, I train a mixture-density network to map features of the observed data to the posterior probability of the models. The performance is assessed with two examples. On a tractable model comparison problem, the underlying exact posterior probabilities are predicted accurately. In a use-case scenario from computational neuroscience – the comparison between two ion channel models – the underlying ground-truth model is reliably assigned a high posterior probability. Overall, the method provides a new efficient way to perform Bayesian model comparison on complex biophysical models independent of the model architecture.
Ein häufiges Problem in den Naturwissenschaften ist der Vergleich konkurrierender Modelle im Hinblick auf beobachtete Daten. Der Bayes'sche Modellvergleich liefert einen statistisch fundierten Rahmen für diesen Vergleich, basierend auf der Evidenz eines jeden Modells für die Daten. Dieses Verfahren beruht jedoch auf der Berechnung von Likelihood-Funktionen, die für die meisten in der Praxis verwendeten Modelle nicht definiert sind. Bisherige Ansätze auf dem Gebiet der Approximativen Bayes'schen Berechnung (ABC) umgehen die Berechnung der Likelihood-Funktion und schätzen die Evidenz eines Modells basierend auf der sogenannten Verwerfungsmethode, sie sind jedoch typischerweise rechenintensiv. In dieser Arbeit schlage ich eine neue effiziente Methode vor, um den Bayes'schen Modellvergleich im Rahmen von ABC durchzuführen. Dabei stütze ich mich auf jüngste Fortschritte in der Dichteschätzung und approximiere die A-Posteriori-Wahrscheinlichkeitsverteilung über Modelle in parametrischer Form. Genauer, ich trainiere ein künstliches neuronales Netzwerk, um Eigenschaften der beobachteten Daten auf die A-Posteriori-Wahrscheinlichkeit eines jeden Modells abzubilden. Die Performanz der Methode wird anhand von zwei Beispielen demonstriert. In einem berechenbaren Modellvergleich Problem wird die zugrunde liegende exakte A-Posteriori-Wahrscheinlichkeit akkurat vorhergesagt. In einem Anwendungsszenario aus dem Bereich der theoretischen Neurowissenschaften – der Vergleich zweier Ionenkanalmodelle – wird dem zugrunde liegenden Modell eine hohe A-Posteriori Wahrscheinlichkeit zugeordnet. Insgesamt bietet die neue Methode eine effiziente Möglichkeit, den Bayesschen Modellvergleich an komplexen biophysikalischen Modellen durchzuführen, unabhängig von der Modellarchitektur.
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Chapter 1

Introduction

The goal of natural and social sciences is to acquire and organize knowledge by providing
explanations and predictions about the world. Explanations and predictions are often
based on hypotheses and models developed from observations and from prior knowledge.
Based on this general approach, scientists often develop multiple hypotheses and models
based on the set of observations. Therefore, one essential step in the scientific process
is the comparison of models when given observations.

The field of statistics has developed many techniques for model comparison. One com-
mon technique, especially in the psychological and social sciences, is null hypothesis
significance testing (NHST) based on \( p \)-values (Neyman and Pearson, 1933). Although
commonly used, this technique has been subject to criticism for numerous years. Among
the main concerns are the following. First, the meaning of a significant result is often
misunderstood or misinterpreted by researchers (Nickerson, 2000; Wasserstein and Lazar,
2016). Second, the test only quantifies the evidence under the null hypothesis and rejects
it if it is low, irrespective of the evidence under the hypothesis of interest (Wagenmakers
et al., 2017). As an alternative technique, critics commonly suggest hypothesis testing
based on Bayesian model comparison, as it is easier to interpret and theoretically sound
(Dienes, 2011).

In Bayesian model comparison, competing statistical models are not compared against a
null hypothesis but among each other, on the basis of the evidence they provide for the
observed data. The result of the comparison is a posterior probability for each model,
\( i.e. \) the conditional probability that is assigned to a model given the observed data. The
rationale of this approach lays in Bayes’ theorem. It states that the posterior probability
of a model is a consequence of two terms: a prior probability that expresses prior beliefs,
and a likelihood function expressing the probability of the data under the model, \( i.e. \) the
model evidence. In situations where the prior beliefs about the models are indifferent,
models can be compared based on the Bayes factor (Jeffreys, 1935) that is given by the ratio of the model evidences.

The model evidence is therefore the central term in Bayesian model comparison. It can be interpreted as the likelihood of the data under the model with all model parameters marginalized out. It therefore implicitly penalizes overly complex or too simple models and is less sensitive to overfitting. However, this step requires that the likelihood function for the model is available. It thereby brings about one of the major limitations of the practical uses for Bayesian model comparison (Vandekerckhove et al., 2015): the likelihood function, and therefore the model evidence, is difficult or impossible to calculate for many scientific models used in practice. This applies especially to areas like physics, biology or neuroscience, where models are often defined as differential equations. Accordingly, the field of approximate Bayesian computation (ABC) (reviewed in Sunnâker et al., 2013) has emerged with diverse contributions from these areas by aiming to apply Bayesian methods to statistical models with intractable likelihood functions (Rubin et al., 1984).

One of the main ideas in ABC is to circumvent the evaluation of the likelihood function by generating data from a model and comparing it to the observed data. This approach can be used for both the estimation of the parameters of a model and for model comparison. In case of model comparison, the model evidence is approximated by testing how well the data generated from one model can mimic the observed data. This was initially proposed by Rubin et al. (1984) as the basic rejection sampling approach for model comparison: data is generated for every model and for a large range of parameters, which is then compared to the observed data by using a distance measure. If the distance is below some threshold, the simulation is accepted, otherwise it is rejected. The relative number of accepted simulations of a model then provides an estimate of the model evidence.

A major drawback of this method is the trade-off between accuracy and the number of simulations: The smaller the acceptance threshold, the better the estimate; alas, a smaller threshold also requires more simulations. Several improvements were adjoined to rejection sampling in order to enhance sampling efficiency and accuracy (Toni et al., 2009; Leuenberger and Wegmann, 2010; Didelot et al., 2011). However, for models with many parameters, the number of needed simulations still becomes impractically high. In addition, the inherent problem of choosing an appropriate distance measure on the observed data remains.

The method of rejection sampling originated from the problem of estimating the posterior distribution over parameters of a model (Marjoram et al., 2003; Toni and Stumpf, 2010). In this subfield of parameter estimation within ABC, several approaches have
been presented to overcome its limitations. One crucial idea for avoiding rejection sampling was proposed by Beaumont et al. (2002) who estimated the properties of posterior distributions, such as the mean or the probability density curve, with a regression from model parameters onto the corresponding simulated data. This idea was developed further by Blum and François (2010), who introduced non-linear regression approaches for posterior estimation, and by Papamakarios and Murray (2016), who used Bayesian conditional density estimation to estimate the posterior.

In general, these alternative methods estimate a parametric form of the posterior, instead of approximating it with a set of accepted samples. For example, in Papamakarios and Murray (2016) the parametric form of the posterior is approximated by training an artificial neural network to learn a mapping from simulated data and parameters to a posterior over parameters. The training data set consists of pairs of parameters from a prior distribution and corresponding data generated from the model. This approach entails several advantages over rejection sampling: all simulated data is used, no distance measure has to be chosen, and a closed form posterior distribution is obtained. Recently, Lueckmann et al. (2017) refined this approach further and demonstrated its applicability for common neuroscience models with a large number parameters and complex prior distributions.

So far there has been no attempt to extend the promising technique of posterior density estimation in ABC to the estimation of the posterior distribution over models. This thesis presents a method for Bayesian model comparison in approximate Bayesian computation based on posterior density estimation, building on the work by Papamakarios and Murray (2016) and Lueckmann et al. (2017). The goal of this new method is the following: Given a set of models for which the likelihoods are intractable but which can be simulated to generate data, and given some observed data, estimate the posterior probability of each model given the observed data. Based on this posterior probability, Bayesian model comparison can be performed, e.g. using the Bayes factor.

The method is theoretically grounded on estimating the density function of the joint probability distribution of models, model parameters, and data. Therefore, following the procedure in Papamakarios and Murray (2016), it is possible to derive a loss function that guarantees convergence of the estimated posterior to the true posterior in the limit of infinite samples. This loss function is used to train the neural network that approximates the mapping from observed data to both the posterior over models and the posterior model parameters.

To demonstrate the feasibility of this approach, I will test it on a theoretical example of model comparison for which the ground-truth posterior over models is known, and
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on an unidealized use-case scenario for which the ground-truth posterior is not known. Both example problems are taken from the field of computational neuroscience.

The theoretical example is the comparison between a Poisson model and a negative-binomial model. For both models, it is possible to calculate the true posterior probability so that the proposed method can be validated directly. Furthermore, the comparison is relevant from a neuroscientific perspective. Both models are used to mirror the statistics of neural spiking data, in particular the variability of spike counts between trials of an experiment. Usually, spike count variability is modeled as a Poisson process, assuming equal mean and variance in the counts, as reflected in cortical responses to visual stimuli (Shadlen and Newsome, 1998; McAdams and Maunsell, 1999). However, it has also been reported that the spike count variability is higher than expected from a Poisson model (Dean, 1981; Vogels et al., 1989), implying that the spike counts are overdispersed. Taouali et al. (2015) therefore proposed to assume a negative-binomial model instead, offering an additional degree of freedom on the variance parameter which allows the variance to be larger than the mean. I will use surrogate data from these models in order to perform Bayesian model comparison.

The second example is the comparison of two biophysical models of ion channels based on simulated current traces. This mimics a common problem in computational neuroscience: the choice of the appropriate computational model for data that was observed experimentally. To simplify the systematic comparison of published ion channel models Podlaski et al. (2017) developed an ion channel genealogy (ICGenealogy) that compares ion channel models based on publication metadata and on the responses of the ion channel models to stereotypical experimental paradigms. For the example scenario, I select two ion channel models, both from Pospischil et al. (2008) and available in the ICGenealogy, and perform Bayesian model comparison between them based on the stereotypical experimental paradigms proposed by Podlaski et al. (2017).

In summary, this thesis presents a new method for Bayesian model comparison for models with intractable likelihoods. In contrast to previous methods that estimate the model evidence using rejection sampling, this method obtains the posterior over models using conditional density estimation. The procedure is tested on an idealized comparison between a Poisson model and a negative-binomial model for which the exact posterior probabilities can be calculated, and on a realistic use-case scenario of comparing two ion channel models.

The thesis is structured in six chapters. After this introduction, the second chapter will provide a more detailed introduction to Bayesian model comparison, an overview of related work in approximate Bayesian computation, and a motivation for the proposed
method. The third chapter will present the methods for model comparison through posterior density estimation. Chapters four and five contain the methods and results of the theoretical example and the use-case example, respectively. Finally, chapter six will discuss the results.
Chapter 2

Theoretical Background

The goal of this chapter is to provide a more detailed introduction to the methods and concepts used in this thesis. I begin with an introduction to Bayesian model comparison and an outline of how it is approached in the field of approximate Bayesian computation (ABC). A lot of work in ABC focuses on estimating the posterior over the parameters of a model. I will therefore first introduce rejection sampling and posterior density estimation approaches from this sub-field of ABC, before addressing model comparison approaches. In the last section of this chapter I will comment on problems that arise when using summary statistics of the data for model comparison in ABC.

2.1 Bayesian model comparison

The goal of the Bayesian model comparison is to obtain a posterior probability for each model using Bayes’ rule. Given a set of model classes \( M = \{ M_1, \ldots, M_n \} \) and data \( D \) the posterior over models is given by

\[
p(M|D) = \frac{p(D|M)p(M)}{p(D)}.
\]

(2.1)

\( p(M) \) is the prior distribution over model classes. Assuming that the data \( D \) is generated from one of the models, the prior expresses our uncertainty about which one it is. It is chosen by the experimenter and can be used to express a preference for a certain model.

The term \( p(D|M) \) is the model evidence, often called the marginal likelihood. This term relates data and models. For a model \( M_i \) it is given by

\[
p(D|M_i) = \int p(D|\theta, M_i)p(\theta|M_i)d\theta,
\]

(2.2)
where $\theta$ are the parameters of the model $M_i$. It is the probability of the observed data $D$ given a particular set of model parameters $\theta$, weighted with the corresponding prior probability of $\theta$, integrated over all parameters $\theta$. Thus, it is a marginalization over the parameters of the model. This is an important point as it implies that overfitting is avoided so that in Bayesian model comparison models can be compared directly on the training data (Bishop, 2006).

Given this definition of the posterior over models, a model can be selected based on the maximal posterior probability. A related important quantity for comparing models is the Bayes factor (Kass and Raftery, 1995). The Bayes factor is defined as the ratio of the model evidences

$$B_{12} = \frac{p(D|M_1)}{p(D|M_2)} = \frac{\int p(D|\theta, M_1) p(\theta|M_1) d\theta}{\int p(D|\theta, M_2) p(\theta|M_2) d\theta}$$

expressing the evidence provided by the data in favor of one model over another. A Bayes factor much larger than 1 indicates strong evidence for model $M_1$ whereas a Bayes factor close to 0 indicates evidence is in favor of $M_2$.

The Bayes factor is often proposed as an alternative to hypothesis testing (Wagenmakers, 2007) because it has several advantages. First, the models in question do not need to be related in any way, e.g. they need not to be nested. Second, the Bayes factor provides evidence in favor of and against a model, unlike in hypothesis testing where a null hypothesis that was not rejected allows no further conclusion. And third, the Bayes factor between two models gives an intuitive measure for the weight of evidence for the model.

Several approaches have been made to give an interpretation to the weight of evidence associated with a certain value of the Bayes factor (Jeffreys, 1935; Kass and Raftery, 1995). This results in suggestions for when to accept one or another hypothesis, similar to levels of significance in null-hypothesis significance testing. However, the Bayes factor is directly related to the ratio of the posterior probabilities:

$$B_{12} = \frac{p(D|M_1)}{p(D|M_2)} = \frac{p(M_1|D)p(M_2)}{p(M_2|D)p(M_1)},$$

and the posterior probabilities give an intuitive interpretation of the weight of evidence of one model over another. In the following I will therefore compare models based on their posterior probabilities. Note that if the prior distribution over models is uniform, the Bayes factor is equal to the ratio of posterior probabilities.
## 2.2 Approximate Bayesian computation

The framework of Bayesian model comparison comes with one limitation, that is, the difficulty of calculating the model evidence in practice. For most models used in the scientific context the likelihood is not defined or costly to evaluate, and therefore, the integral of the likelihood over all model parameters is usually not tractable. The field of approximate Bayesian computation (ABC) develops methods for this scenario.

In a situation where the likelihood $p(D|\theta)$ of a model is not tractable, it is often still possible to sample from the joint distribution of parameters and data, $p(D, \theta)$. This is the case when the model is defined as a simulator that generates data $x_o \in D$ given a set of parameters $\theta$, i.e. it samples from $p(D|\theta)$. Sampling a parameter from a prior $p(\theta)$ and simulating the model to obtain data $x_o$ then corresponds to a sample from the joint distribution $p(D, \theta)$. Therefore, it is possible to approximate the posterior by sampling parameters and simulating data without explicitly evaluating the likelihood.

Many methods developed in the field of ABC are designed to approximate the posterior over parameters, $p(\theta|D)$, given some observed data $D = x_o$, a generative model with parameters $\theta$ and a prior $p(\theta)$. This is a task that is not directly related to model comparison because it deals with finding the parameters of one particular model. However, the methods for approximating the posterior over models are based on these methods. Therefore, I will explain them first, before turning to the problem of approximating the posterior over models. The approaches can be roughly separated into rejection sampling approaches that approximate the posterior with a set of samples and density approaches that learn a parametric form of the posterior.

### 2.2.1 Rejection sampling approaches

The central idea of most ABC methods is to replace the calculation of the likelihood $p(D|\theta)$ by a comparison of the simulated and the observed data. Given observed data $D = x_o$, a simulator model $f(x|\theta)$ and a prior over model parameters $p(\theta)$, the posterior is approximated by a set of parameter samples that yield simulated data similar to the observed data. The most basic approach in this direction is the ABC rejection sampler.
(Pritchard et al., 1999):

**Algorithm 1: ABC rejection sampler**

Given: a prior $p(\theta)$, a simulator $f(\theta)$, observed data $x_o \in D$;

Set number of total simulations $N$;

for $i = 1$ to $N$ do
    Sample parameters $\theta_i$ from prior $p(\theta)$;
    Simulate a data set $x_i$ from the simulator $f(x|\theta_i)$;
    if $d(x_o, x_i) \leq \epsilon$ then
        accept $\theta_i$;
    else
        reject $\theta_i$;
end

Here, $d(x, x')$ is some distance measure between data $x$ and $x'$ and $\epsilon$ is a tolerance level. The result of the sampling algorithm is a set of samples from the distribution $p(\theta|d(x_o, x_i) \leq \epsilon)$ that for sufficiently small tolerance $\epsilon$ will approximate the posterior distribution $p(\theta|x_o)$ well. However, the acceptance criterion $\epsilon$ constitutes one of the main problems of this algorithm. With a prior on the parameters that is broad in comparison to the true posterior and a low tolerance $\epsilon$ the acceptance rate will be very low so that a very large number of samples is needed.

To overcome this problem, several improved versions of rejection sampling have been proposed, usually based on more systematic sampling methods like Markov Chain Monte Carlo (MCMC) (Marjoram et al., 2003). As an example, I give a short outline of the sequential Monte Carlo (SMC) algorithm (Sisson et al., 2007) with importance sampling proposed by Toni et al. (2009) that combines several of the improvements.

The idea is to repeat the rejection sampling algorithm presented above multiple times. To gradually approach the target distribution of the posterior and to sample more efficiently, the tolerance $\epsilon$ is adapted to a smaller value in every round dependent on the number of accepted samples. Additionally, new parameter samples are drawn from a proposal distribution instead of the prior. The proposal distribution is usually chosen as the set of accepted samples from the previous round and additionally, the samples selected from the proposal distribution are perturbed with a kernel to change them slightly. Furthermore, for each accepted parameter sample an importance weight is calculated to capture the importance of that sample for the approximation of the posterior (Del Moral et al., 2006), e.g. by taking into account the probability of the sample under
the proposal distribution. The final estimate of the posterior is then given by the set of accepted samples and their importance weights.

All sampling based approaches require the choice of a distance measure $d$ and a tolerance $\epsilon$. This implies a trade-off between accuracy and simulation time because the posterior is approximated well only for small $\epsilon$ and the acceptance rate is proportional to $\epsilon$. As $\epsilon$ is reduced to obtain a better estimate, the number of required simulations becomes intractable for models with many parameters. Another disadvantage is given by the fact that the approximated posterior is not given in closed form but by a set of samples, which complicates the interpretation of the shape of the posterior and the comparison to other posteriors. These disadvantages can be overcome by parametric approaches based on density estimation.

### 2.2.2 Density estimation approaches

The goal of posterior density estimation in ABC is to learn a parametric approximation to the exact posterior. This goes back to Beaumont et al. (2002) who proposed to learn properties of the posterior, such as its mean and variance, directly using a regression from simulated parameters to generated data. More recently, this idea was developed further by Papamakarios and Murray (2016) who proposed mixture-density networks (MDN) (Bishop, 1994) to estimate the entire conditional density of the parameters given the observed data $p(\theta|D = x_o)$.

The rational behind MDN is to learn a mixture model $q_\phi(\theta|x)$ that for a given input data $x$ approximates any conditional density $p(\theta|x)$. Once the mixture model is trained, it can in principle predict the posterior for many different data points of interest. As in Papamakarios and Murray (2016) the model $q_\phi$ could be a mixture of Gaussians so that the parameters of the MDN $\phi$ are the means, variances and the mixture coefficients:

$$q_\phi(\theta|x) = \sum_{k=1}^{K} \alpha_k(x)\mathcal{N}(\theta|\mu_k(x), \sigma_k^2(x)). \quad (2.5)$$

The dependence between parameters $\phi = \{\alpha, \mu, \sigma\}$ and the data $x$ is expressed with a conventional artificial neural network that takes data $x$ as input and produces the means, variances and mixture coefficient for every mixture component as output. To approximate the posterior over the parameters given observed data $x_o$ the MDN is trained with samples $(\theta, x)$ generated from the prior $p(\theta)$ and the simulator model. A prediction is obtained by evaluating the optimized MDN at the observed data $D = x_o$.

Papamakarios and Murray (2016) learn the posterior with several improvements to the basic MDN setup. They replace the training of the classic MDN by a Bayesian version
using stochastic variational inference (Kingma and Welling, 2013). Then, similar to the SMC approach, they replace the original prior over parameters $p(\theta)$ by a proposal distribution $\tilde{p}(\theta)$ and adapt the proposal distributions over multiple rounds of training. In every round parameters are drawn from the proposal prior and the model is simulated to obtain samples $(\theta, x)$. The samples are used to train the MDN for a first approximation of the posterior. In turn, this approximation is used as the proposal distribution for next round.

This method was demonstrated to work well on theoretical and practical examples and to require less samples than Monte Carlo ABC methods. However, it entails some limitations too. First, the choice of the proposal distribution is restricted to uniform and Gaussian distributions. Second, the replacement of the original prior by a proposal distribution requires a post-hoc correction to actually approximate the original posterior and not the posterior based on the proposal distribution, which caused numerical instabilities in some cases. Lueckmann et al. (2017) addressed these issues. They provide an importance-weighted loss function that directly corrects for the use of complex proposal priors. Additionally, they present an approach to effectively deal with simulations that result in missing values and demonstrate that the method works well on typical biophysical models.

Overall, posterior density estimation approaches are a promising alternative to rejection sampling as they seem to achieve similar or better results (Lueckmann et al., 2017), yield parametric posterior estimates and seem to scale better to models with many parameters.

After this short overview of approaches to posterior estimation in ABC, I will now turn to the actual problem of approximating the posterior over models.

### 2.2.3 Model comparison approaches

Bayesian model comparison requires the calculation of the posterior over models or the model evidences. This calculation becomes a subject of ABC as it relies on the evaluation of the likelihood of the model which is often not tractable. Most approaches to model comparison in ABC are based on rejection sampling. The basic form of the rejection sampling algorithm as illustrated above (see section 2.2.1) was extended to model comparison by Rubin et al. (1984). Given a discrete random variable $m$ over the set of models $\mathcal{M}$, a prior over models $p(m)$, the prior over parameters for every model $p(\theta|m)$ and the simulators, the model evidence is approximated by the relative frequency with which a model generates data similar to the observed data. The procedure is shown
Algorithm 2: ABC rejection sampler for model comparison

Given: priors \( p(m) \) and \( p(\theta|m) \), a simulator \( f(\theta,m) \), observed data \( x_o \in \mathcal{D} \);
Set number of total simulations \( N \);

\[
\text{for } i = 1 \text{ to } N \text{ do }
\begin{align*}
&\text{Sample a model } m_i \text{ from the prior } p(m); \\
&\text{Sample parameters } \theta_i \text{ from } p(\theta|m_i); \\
&\text{Simulate a data set } x_i \text{ from } f(x|\theta_i, m_i); \\
&\text{if } d(x_o, x_i) \leq \epsilon \text{ then } \\
&\quad \text{accept } (m_i, \theta_i); \\
&\text{else} \\
&\quad \text{reject } (m_i, \theta_i); \\
\end{align*}
\]

After convergence according to a criterion on the number of simulations or on the tolerance \( \epsilon \), the posterior probability of model \( m_i \) is estimated as

\[
p(m_i|x_o) \approx \frac{\# \text{ accepted samples for } m_i}{N},
\]

where \( N \) is the number of total simulations. That is, the more often a sample belonging to a model \( m_i \) is accepted, the higher the evidence for this model. With this estimate of the posterior probability the Bayes factor between individual models can be calculated.

This rejection based algorithm suffers from the same limitations as mentioned above: the sampling procedure becomes inefficient if the prior is broad and the tolerance is small. As an improvement, Toni et al. (2009) extended the SMC approach presented above to the scenario of model comparison. In this extension the models are represented by an additional model parameter for which the posterior is estimated as the relative frequency of acceptance of the parameters of a model, similar to the basic rejection sampling approach. However, the procedure of sampling new parameters follows the more efficient SMC approach over several rounds with adaptive tolerance, proposal distributions and importance weights. Similarly, Didelot et al. (2011) use a SMC approach to estimate the model evidence, however, they estimate the evidence independently for every model. Leuenberger and Wegmann (2010) use rejection sampling paired with regression adjustment (Beaumont et al., 2002) to allow for larger tolerance values.

A technique different from rejection sampling was proposed by Pudlo et al. (2015) who phrase the model comparison as a classification problem that is approached with the random forest algorithm (Breiman, 2001). In a first step a random forest classifier is
applied to the data to predict the model that fits best and in a second step the posterior probability of that model is approximated with a regression relying again on the random forest algorithm. This seems to be computational more efficient compared to sampling approaches. However, it remains unclear how the classification approach via random forest relates to the exact posterior probability.

In summary, most approaches to the estimation of the posterior over models rely on rejection sampling and its variants. The literature presented above mostly originates in field of genetics and computational biology and the developed methods have been demonstrated to work on corresponding examples. Accordingly, several software packages for performing Bayesian model comparison on problems in this field using rejection sampling are publicly available (Mertens et al., 2018; Cornuet et al., 2014; Liepe et al., 2014).

However, being based on rejection sampling these methods come with the drawback of depending on the choice of a distance measure and a tolerance level. Additionally, they usually do not scale to higher-dimensional parameter spaces. As mentioned above, parametric approaches have been proposed to overcome these limitations for the estimation of the posterior over parameters of a model. Chapter 3 will present the extension of these approaches to the estimation of the posterior over models.

### 2.2.4 Summary statistics

One important point that has not been addressed concerns the summary statistics of the data. The methods as illustrated above seem to operate directly on the data $x$, for example, when calculating the distance between generated and observed data $d(x_o, x)$. In practice, however, this is usually not the case, because the data is of high dimensionality and computationally costly to process. Therefore, summary statistics $s(x)$ are used in place of the full data $x$.

In particular cases, a summary statistic $s(x)$ can be chosen for the data $x$ such that no information is lost. Then $s(x)$ is called a sufficient statistic. More formally, a summary statistic $s$ is sufficient for the model parameters $\theta$ if the conditional distribution of the parameters $\theta$ given the statistics $s$ does not depend on the data $x$:

$$p(\theta|s(x), x) = p(\theta|s(x)).$$  \hspace{1cm} (2.7)

If this condition holds, it is possible to use summary statistic in place of the actual data with no effect on the performance of the ABC algorithm. In practice, it is often difficult
to find sufficient statistics as data and models are usually highly complex. A review on the selection of summary statistics in the context of ABC is given by Blum et al. (2013).

If statistics are not sufficient this adds another layer of approximation to the estimation of the posterior. For the estimation of the model evidence this has important implications as it has been shown that comparing two models based on insufficient summary statistics can be problematic (Didelot et al., 2011; Robert et al., 2011). Given a summary statistic \( s \), data \( x \) and two competing models \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) the Bayes factor can be written as (Didelot et al., 2011):

\[
B_{1,2} = \frac{p(x|\mathcal{M}_1)}{p(x|\mathcal{M}_2)} = \frac{p(x, s(x)|\mathcal{M}_1)p(s(x)|\mathcal{M}_1)}{p(x, s(x)|\mathcal{M}_2)p(s(x)|\mathcal{M}_2)} = \frac{p(x, s(x)|\mathcal{M}_1)}{p(x, s(x)|\mathcal{M}_2)} B_{1,2}^s,
\]

where \( B_{1,2}^s \) is the Bayes factor based on the summary statistic. Then it becomes clear that comparing two models with the Bayes factor based on the summary statistic corresponds to the actual Bayes factor comparison if and only if \( p(x, s(x)|\mathcal{M}_1) = p(x, s(x)|\mathcal{M}_2) \). Importantly, it was shown that this condition is not guaranteed even if the statistic \( s \) is sufficient for both \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) (Grelaud et al., 2009).

This appears as a serious problem for model comparison in ABC in general, as pointed out by Robert et al. (2011). However, the authors further remark that although the existing methods are usually applied to problems with insufficient statistics, they seem to select the correct models. This indicates that the approach is not untrustworthy per se, but that it requires further research on methods to approximate the posterior probabilities of models (Robert et al., 2011).

### 2.3 Summary

I presented an introduction to Bayesian model comparison in the context of ABC. We have seen that the approaches to estimate the model posterior probabilities are based on rejection sampling methods that come with multiple limitations. Some of those limitations have been overcome by approaches using posterior density estimation in the context of learning the posterior over parameters of a model and it seems promising to extend these approaches to the model comparison problem, as it is the subject of this thesis. The next chapter introduces this extension.
Chapter 3

Bayesian model comparison in approximate Bayesian computation

This chapter presents the technical details of the approach for Bayesian model comparison in approximate Bayesian computation introduced above. The goal of the method is to approximate the posterior distribution over models given the observed data using density estimation. I will begin with formulating this objective as an optimization problem. With this formulation it will be possible to approximate not only the posterior over models, but also the posterior over the parameters of an individual model. Therefore, the method will cover the complete model selection process: it approximates the posterior over models given observed data in order to select a model; and approximates the posterior over the parameters of the selected model.

In the second section of the chapter I will introduce methods for validating the approximated posteriors.

3.1 The optimization problem

As explained in detail in section 2.1 the ultimate goal of the model comparison setup is to obtain a posterior over models given the observed data

\[
p(m|x) = \frac{p(x|m)p(m)}{p(x)},
\]

where \( m \) is a discrete random variable over the model indices. Note that I change notation from \( \mathcal{M} \) to \( m \) and from \( \mathcal{D} \) to \( x \). In the ABC setting the likelihood \( p(x|m) \)
is unknown. However, given a prior distribution over models \( p(m) \) and a simulator to generate data \( x \) for every model, it is possible to draw samples \((m, x)\). In previous approaches, this was used to estimate the model index using rejection sampling (see 2.2.1 for details). In contrast to that, I here extend the approach suggested by (Papamakarios and Murray, 2016) and learn a parametric model of the posterior over models.

First, note that the process of generating data from the models involves the parameters of the models as well: When generating data \( x \) from a model \( m \), model parameters \( \theta \) are sampled from a prior over parameters \( p(\theta | m) \). Thus, the joint density of models, parameters and data can be factorized as

\[
p(m, \theta, x) = p(x) \ p(m | x) \ p(\theta | x, m).
\]  

(3.2)

Apart from the marginal density of the data, \( p(x) \), this factorization contains the posterior over model indices, \( p(m | x) \), and the the posterior over model parameters, \( p(\theta | x, m) \). Now the objective is to approximate these two posteriors with regression models \( q_\psi(m | x) \) and \( q_\phi(\theta | x, m) \), respectively, using a set of samples \((m, \theta, x)\) to optimize the parameters \( \psi \) and \( \phi \). To this end, I choose as a criterion the minimization of the Kullback-Leibler divergence \( D_{KL} \) between the joint distribution \( p(m, \theta, x) \) and the joint data model \( p(x) q_\psi(m | x) q_\phi(\theta | x, m) \). The \( D_{KL} \) between two continuous probability distributions is defined as

\[
D_{KL}(p(x)||q(x)) = \int p(x) \log \left( \frac{p(x)}{q(x)} \right) dx.
\]  

(3.3)

Therefore, we have

\[
D_{KL}\left(p(x) \ p(m | x) \ p(\theta | x, m) \ || \ p(x) q_\psi(m | x) q_\phi(\theta | x, m)\right) = \\
\int p(x) \ p(m | x) \ p(\theta | x, m) \log \left( \frac{p(m | x) \ p(\theta | x, m)}{q_\psi(m | x) q_\phi(\theta | x, m)} \right) dx \\
= \int p(x) \ p(m | x) \ p(\theta | x, m) \ \log(p(m | x) p(\theta | x, m)) dx - \underbrace{\int p(x) p(m | x) p(\theta | x, m) \log(q_\psi(m | x) q_\phi(\theta | x, m)) dx}_{\text{constant w.r.t } \psi, \phi} \\
= - \left\langle \log(q_\psi(m | x) q_\phi(\theta | x, m)) \right\rangle_{p(x) p(m | x) p(\theta | x, m)} + \text{const.} \\
= - \left\langle \log q_\psi(m | x) \right\rangle - \left\langle \log q_\phi(\theta | x, m) \right\rangle + \text{const.} 
\]  

(3.4)

Thus, minimizing the above \( D_{KL} \) is equivalent to maximizing the expectations of the log-probability of \( q_\psi(m | x) \) and \( q_\phi(\theta | x, m) \) under the joint distribution \( p(m, \theta, x) \) with respect to \( \psi \) and \( \phi \), respectively. Under the assumption that there are infinitely many
samples, $N \to \infty$, and that the models $q_\psi$ and $q_\phi$ are flexible enough to approximate the posterior, minimizing the $D_{KL}$ is equivalent to minimizing the loss

$$L(\psi, \phi) = -\frac{1}{N} \sum_{n=1}^{N} \log q_\psi(m_n|x_n) - \frac{1}{N} \sum_{n=1}^{N} \log q_\phi(\theta_n|x_n, m_n),$$

(3.5)

where the subscript $n$ refers to individual samples of model indices, parameters and data. Here, it is important to note that the two terms in the loss function do not depend on each other. Therefore, they can be separated into two loss functions $L(\psi)$ and $L(\phi)$ and it is possible to optimize the two models separately. Then, minimizing $L(\psi)$ will approximate $p(m|x)$ with $q_\psi$ and minimizing $L(\phi)$ will approximate $p(\theta|x, m)$ with $q_\phi$.

### 3.1.1 Approximation of the posterior over models

The posterior over models $p(m|x)$ can be approximated with the model $q_\psi(m_n|x_n)$ by minimizing the loss $L(\psi)$. It is a distribution over a discrete model index variable and can be modeled as a multinomial distribution. I therefore use a mixture-density network (MDN) (Bishop, 1994) $q_\psi(m|x)$ parametrized by $\psi$, to approximate a multinomial distribution. In other words, the approximation of the model index posterior is treated as a multi-class classification problem solved with softmax regression by minimizing the cross-entropy loss

$$L(\psi) = -\frac{1}{N} \sum_{n=1}^{N} \log q_\psi(m_n|x_n)$$

(3.6)

$$= -\frac{1}{N} \left[ \sum_{n=1}^{N} m_n \log q_\psi(m_n|x_n) + (1 - m_n) \log (1 - q_\psi(m_n|x_n)) \right].$$

(3.7)

Here, $m_n$ is the target model index and $q_\psi(m_n|x_n)$ is the posterior probability predicted by the MDN.

The MDN takes as input the data $x$ or the summary statistics of the data $s(x)$. The output $q_\psi(m|x)$ is computed by a feedforward neural network $f_{W, b}(s(x))$ with weights $W$ and biases $b$. The layers are fully connected and the units have tanh activation functions. In particular, if the activation of the last hidden layer is

$$y = f_{W, b}(s(x)),$$

(3.8)

then the predicted posterior probability is calculated from

$$q_\psi(m|x) = \text{softmax}(W_{out} y + b_{out}).$$

(3.9)
where the subscript \textit{out} refers to the weights and biases of the output layer.

In summary, to train the MDN $q_\psi(m|x)$ for approximating the posterior over models $p(m|x)$ we use samples $(x_n, m_n)$ to minimize the cross entropy loss with respect to the parameters $\psi = (W, b, W_{\text{out}}, b_{\text{out}})$.

### 3.1.2 Approximation of the posterior over model parameters

The posterior over model parameters given the observed data and the model index, $p(\theta|x, m)$, is a continuous probability distribution that can take any form, dependent on the model class. Therefore, the model $q_\phi(\theta|x, m)$ that is used to approximate it is defined as a MDN of a mixture of Gaussians,

$$ q_\phi(\theta|x, m) = \sum_k \alpha_k \mathcal{N}(\theta|m_k, S_k). \tag{3.10} $$

The mixing coefficients $\alpha_k$, the means $m_k$ and the covariances $S_k$ are computed by a feedforward network $f_{W, b}(s(x), m)$ with multiple hidden layers summarized by weights $W$ and biases $b$. This network takes the summary statistics of the data and the model index as input features. The layers are fully connected and the units have \textit{tanh} activation functions.

The outputs $\alpha_k$, $m_k$ and $S_k$ are computed in an approach as used by Papamakarios and Murray (2016): If $y = f_{W, b}(s(x), m)$ is the activation of the last hidden layer, then the mixing coefficients are given by

$$ \alpha_k = \text{softmax}(W_{\alpha_k} y + b_{\alpha_k}) \tag{3.11} $$

where the softmax activation function ensures that the mixture weights sum up to 1. The means $m_k$ are calculated as a linear combination of $y$:

$$ m_k = W_{\theta_k} y + b_{\theta_k}. \tag{3.12} $$

The covariances of the mixture-density need to be symmetric and positive definite. To ensure these properties, the network does not output the covariances directly, but the Cholesky transform of their inverses,

$$ S_k^{-1} = U_k^T U_k. \tag{3.13} $$

In particular, the activation $y$ of the last hidden layer is transformed and arranged in an upper triangular matrix as follows. From the last layer activation there is another
linear readout to the matrix elements, and additionally, the diagonal elements are passed through an exponential function to ensure positivity:

\[ u_{k_{\text{diag}}} = \exp(W_{u_{k_{\text{diag}}}y + b_{u_{k_{\text{diag}}}}}) \quad (3.14) \]
\[ u_{k_{\text{tri}}} = W_{u_{k_{\text{tri}}}y + b_{u_{k_{\text{tri}}}}} \quad (3.15) \]

Then the Cholesky transform matrix \( U_k \) is set up by assigning \( u_{k_{\text{diag}}} \) to the diagonal elements and \( u_{k_{\text{tri}}} \) to the upper triangular elements, leaving the remaining elements of the matrix zero.

In summary, the posterior over the model parameters, \( p(\theta|x,m) \), is approximated by the MDN \( q_\phi(\theta|x,m) \) parametrized by a mixture of Gaussians. It is trained by maximizing the average log probability of the model, which is equivalent to minimizing the average loss

\[ L(\phi) = -\frac{1}{N} \sum_{n=1}^{N} \log q_\phi(\theta|x,m) \quad (3.16) \]

\[ = -\frac{1}{N} \sum_{n=1}^{N} \log \sum_k \alpha_k \mathcal{N}(\theta|m_k,S_k) \quad (3.17) \]

with respect to the parameters

\[ \phi = (W, b, W_{\alpha}, b_\alpha, W_{m_k}, b_{m_k}, W_{u_{k_{\text{diag}}}}, b_{u_{k_{\text{diag}}}}, W_{u_{k_{\text{tri}}}}, b_{u_{k_{\text{tri}}}}) \].

### 3.1.3 Implementation

The approximation of the posterior over models and the posterior over parameters using MDNs is implemented in Pytorch (Paszke et al., 2016). The loss functions of the MDNs are minimized by backpropagation of the gradients and adapting the parameters with stochastic batch optimization using Adam (Kingma and Ba, 2014). The batch size, number of epochs and, in case of the mixture of Gaussians MDN, also number of mixture components are chosen heuristically. The complete code of the project is publicly available on GitHub (https://github.com/janfb/mcabc).

Given a prior over the models to be compared, a prior over parameters for every model and a simulator to generate data from parameters, the training data is generated from the models in the following way: A model index \( m_n \) is sampled from the prior over models, prior parameters \( \theta_n \) are sampled from the corresponding prior over parameters and data \( x_n \) is generated data from the model. This gives a single joint sample \((m_n, \theta_n, x_n)\). If
the MDN takes summary statistics as input, the summary statistics \( s(x_n) \) are calculated for every data point \( x_n \).

To improve the convergence of the loss function the training data \( x \) is \( z \)-transformed. Similarly, in case of the approximation of the posteriors over model parameters, the parameters \( \theta_n \) are \( z \)-transformed to ease the initialization of the network weights and to improve the convergence of the training procedure. After the training, the approximated posterior is transformed back into the original parameter range. When predicting unseen test data, the test data is \( z \)-transformed using the mean and standard deviations of the training data set.

### 3.2 Posterior validation

The above method aims at approximating the true posterior over model indices and, for every model, the posterior over model parameters. I derived a loss function that will lead to an exact approximation in case of an infinite amount of data. As this does not hold in practice, the approximated posteriors have to be validated. Here, I distinguish between two scenarios. First, the method can be validated on an example problem for which the ground-truth posteriors are available. This will demonstrate that the method works in a tractable case. Second, there are validation steps for the use-case, i.e., when there are no ground-truth posterior available.

In either case, for the validation process a large number of model indices from a model prior and parameters from the corresponding priors are sampled to generate a test data set \( \{m_n, \theta_n, x_n\}_{n=1}^N \).

#### 3.2.1 Validation with ground-truth posterior

With a ground-truth posterior at hand the approximated posterior can be validated directly. The methods of validation differ for the discrete model index posterior and the continuous model parameter posterior.

##### 3.2.1.1 Posterior over models

To validate the approximated model index posterior I calculate \( q_\psi(m_n|x_n) \) for every test sample \( (m_n, \theta_n, x_n) \) and compare it to the exact posterior probability \( p(m_n|x_n) \). The
exact posterior probability is calculated as

\[ p(m_n|x_n) = \frac{p(x_n|m_n)p(m_n)}{\sum_{i=1}^{M} p(x_n|m_i)p(m_i)}, \quad (3.18) \]

where \( p(x_n|m_n) \) is the evidence under the model \( m_n \) and \( p(m_n) \) is the prior probability. The sum in the denominator runs over all model indices.

### 3.2.1.2 Posterior over model parameters

The continuous model parameter posterior is approximated with a mixture of Gaussians. For each test sample \( x_n \) we obtain the predicted posterior \( q_\theta(\theta|x_n) \) and the exact posterior. As a first validation we compare the means and the variances. If the posterior is multidimensional, means and variances are compared for each marginal separately. Additionally, we calculate the Kullback-Leibler divergence \( (D_{KL}) \) between the exact posterior and the estimated posterior, normalized by the \( D_{KL} \) between the exact posterior and the prior. This normalization improves the interpretability of this validation step: The \( D_{KL} \) between the posterior and the prior is a baseline measure for how well one would do without having seen any data.

In some cases the \( D_{KL} \) is not tractable, even if the ground-truth posterior is available. Then it is approximated as the expectation over the logarithm of the two probability density functions:

\[
D_{KL}(p(x)||q(x)) = \mathbb{E} \left[ \log \left( \frac{p(x)}{q(x)} \right) \right]_{p(x)} \\
\approx \frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{p(x_i)}{q(x_i)} \right), \quad (3.19)
\]

In case of a multidimensional posterior, it is sensible to not only validate the means and variances of the marginals, but also the overall covariance structure. To this end, I investigate the marginals defined by the direction of the eigenvectors of the covariance matrix, \( \nu_{\max} \) and \( \nu_{\min} \), corresponding to the largest and smallest eigenvalues, \( \lambda_{\max} \) and \( \lambda_{\min} \). To test the accuracy of the approximation of the posterior one can compare the sample distributions along the marginals. If the exact posterior covariance matrix is estimated accurately then the distributions of samples, from the exact and from the estimated posterior, projected along the eigenvector marginals of the estimated posterior should be very similar. Therefore, I show how samples from both posteriors are distributed along these two marginals and compare again the sample means and variances.
of the projections. Furthermore, I quantify how much variance the estimated eigenvector marginals capture of the exact samples by comparing the variance of the projected samples with the corresponding eigenvalue of the exact posterior.

### 3.2.2 Validation without ground-truth posterior

In the use-case scenario there is no ground-truth posterior available. Still, there exist several methods to test the quality of the estimation.

#### 3.2.2.1 Posterior over models

For the discrete posterior over model indices I examine how the estimated posterior probability depends on the prior. Multiple test data sets, each with a large number of test samples \((m_n, \theta_n, x_n)\), are generated using a range of different prior probabilities. If the posterior is approximated correctly, the model prior probabilities are reflected in the relative frequencies of the predicted model classes. To give an example, if there are models \(A\) and \(B\) and the prior is \(p(A) = 0.1\), we expect that the method predicts a large posterior probability for model \(A\) for approximately 10% of the test samples.

#### 3.2.2.2 Posterior over model parameters

Regarding the posterior over model parameters I consider two methods of validation.

The first one only applies to one-dimensional posteriors (or marginals) and is based on the following observation: If one samples from a random variable and then calculates the quantiles of the samples with respect to its probability distribution, then the quantile distribution follows a uniform distribution (Cook et al., 2006). Additionally, consider a parameter that is sampled from a prior distribution, the corresponding data that is generated from a model and the exact posterior over parameters calculated given the data. Then the parameter that was initially sampled from the prior is also a sample from the posterior distribution. Therefore, if we consider all the test samples generated from a prior, then the quantiles of these samples under the exact posterior are distributed uniformly. Thus, testing whether the distribution of quantiles of the prior parameters under the estimated posterior is uniform is a sanity check for the estimated posterior. This does not generalize to multiple dimensions, however, in that case one can perform the quantile check for the one-dimensional marginal over each model parameter separately.

The second validation step investigates the credible intervals of the estimated posterior. A credible interval of a distribution of a random variable is defined by a subjective
probability that corresponds to an interval into which the random variable falls with that probability. For each parameter $\theta_n$ from the test data set I consider whether it falls in a credible interval of the estimated posterior for a set of different subjective probabilities, e.g., 0.05, 0.1, ..., 0.95. If the estimated posterior is close to the true posterior, the relative frequency with which the sampled parameter falls into a credible interval should correspond to the subjective probability of that interval. For example, if we generate 100 test samples $\theta_n$, predict the posterior given data $x_n$ for each of them and check whether the test samples fall into the 90% credible interval of the posterior, this should happen approximately 90 (90%) times.

The concept of credible intervals can be extended to credible regions in multiple dimensions. However, we will apply it separately to the one-dimensional marginals in case of a multidimensional posterior.

This concludes the presentation of the methods used in the new approach. Two separate loss functions have been derived, one that optimizes an MDN for the posterior over models, and another one optimizing an MDN for the posterior over model parameters. The approximated posteriors can be validated with the validation methods presented above. In the following two chapters the performance of this optimization will be demonstrated on two examples, a theoretical example with ground-truth posterior and a realistic use-case scenario without ground-truth posterior.
Chapter 4

Model comparison on a tractable example

To explore the performance of the model comparison method I choose an example problem for which the ground-truth is known. This example is the comparison between a Poisson model and a negative binomial (NB) model. Both models are often used to model the occurrence of events in given time intervals. The Poisson distribution has by definition equal mean and variance, whereas the NB model is overdispersed, i.e. its variance is larger than the mean. This is why the NB model is often used as an alternative to the Poisson model in cases where the sample variance is expected to be larger than the mean, e.g. when modeling the spike count variability in neural spiking data.

The goal of this example problem is to demonstrate that with the proposed method it is possible to compare two competing models given observed data, to select the one that is more likely based on the posterior probability, and to find the posterior over parameters for this model. Because the central difference between the two models is the overdispersion of the NB model, the difficulty of the comparison can be scaled by scaling the amount of overdispersion. How this is done is illustrated in the following section after presenting the two models in more detail.

4.1 Methods

4.1.1 Poisson model

The Poisson model describes the data with a Poisson random variable $X$, that expresses the probability of the number of events occurring in a certain time interval. The events
are assumed to occur independently and with a constant predefined rate. Given a rate
\( \lambda \) and a fixed time interval \( T \) the probability of \( x \) events to occur in \( T \) is given by the
probability mass function
\[
p(X = x|\lambda) = \frac{\lambda^x e^{-\lambda}}{x!}.
\] (4.1)
The mean and the variance of the Poisson distribution are given by \( \lambda \). When observing
multiple independent trials the likelihood of a series of observations \( X = x_i \) is given by
\[
p(X|\lambda) = \prod_{i=1}^{N} \frac{\lambda^{x_i} e^{-\lambda}}{x_i!} = \frac{\lambda^{(\sum x_i)} e^{-N\lambda}}{\prod_i x_i!}
\] (4.2)
The Poisson distribution belongs to the exponential family. Therefore it has a conjugate
prior and a closed form posterior. As a prior over the Poisson rate \( \lambda \) I choose the
conjugate Gamma prior
\[
p(\lambda|k, \theta) = \frac{1}{\Gamma(k) \theta^k} \lambda^{k} e^{-\frac{\lambda}{\theta}}
\] (4.3)
with shape parameter \( k \) and scale parameter \( \theta \). For the purpose of model comparison
the evidence of the Poisson model under the observed data is of special interest. The evidence
is defined as the product of likelihood and prior integrated over all prior parameters
\[
p(x|k, \theta) = \int_0^{\infty} p(x|\lambda)p(\lambda|k, \theta) d\lambda
\] (4.4)
\[
= \frac{1}{\Gamma(k) \theta^k} \frac{1}{\prod_i x_i!} \int_0^{\infty} \lambda^{k+\sum x_i-1} e^{-\lambda(N+\theta^{-1})} d\lambda
\] (4.5)
\[
= \frac{\Gamma(k + \sum x_i) (N + \theta^{-1})^{-(k+\sum x_i)}}{\Gamma(k) \theta^k \prod_i x_i!}
\] (4.6)
and it depends on the choice of hyper parameters of the Gamma prior, \( k \) and \( \theta \).

Following Bayes rule, the posterior distribution of the Poisson rate \( \lambda \) given the observed
data \( X \) is the product of likelihood and prior normalized by the evidence. Because I
chose a conjugate Gamma prior the posterior follows a Gamma distribution:
\[
p(\lambda|X, k, \theta) = \frac{p(x|\lambda, k, \theta)p(\lambda|k, \theta)}{p(x|k, \theta)}
\] (4.7)
\[
= \frac{\lambda^{k+\sum x_i-1} e^{-\lambda(N+\theta^{-1})}}{\Gamma(k) \theta^k \prod_i x_i!} \frac{\Gamma(k + \sum x_i) (N + \theta^{-1})^{-(k+\sum x_i)}}{\Gamma(k) \theta^k \prod_i x_i!}
\] (4.8)
\[
= \frac{\lambda^{k+\sum x_i-1} e^{-\lambda(N+\theta^{-1})}}{\Gamma(k + \sum x_i) (N + \theta^{-1})^{-(k+\sum x_i)}}
\] (4.9)
\[
= \text{Gamma}(k + \sum x_i, (N + \theta^{-1})^{-1}).
\] (4.10)
4.1.2 Negative binomial model

The negative binomial model (NB) describes the data with a negative binomial random variable. A negative binomial random variable gives the number of successes in a sequence of independent and identically distributed Bernoulli trials before a specified number of \( r \) failures occurs. To give an example, in a coin toss experiment, the number of times tails comes up before three heads have occurred follows a negative binomial distribution with \( r = 3 \). For success probability \( p \) and a number of failures \( r \) the probability to observe \( x \) successes is given by

\[
p(x|r, p) = \binom{x + r - 1}{x} (1 - p)^r p^x
\]

and for a sequence of independent trials \( X \) it is given by

\[
p(X|r, p) = (1 - p)^N p^{\sum_i N_i} \prod_{i=1}^N \binom{x_i + r - 1}{x_i},
\]

defining the likelihood. The mean is given by \( \frac{pr}{1-p} \) and the variance by \( \frac{pr}{(1-p)^2} \).

Regarding the choice of the prior I note that the NB is in the exponential family as well if \( r \) is fixed, with a conjugate Beta prior on \( p \). However, by setting \( r \) to a fixed value the additional degree of freedom on the variance, and thereby the crucial difference to the Poisson model, is lost. Because the core idea of this example problem is to perform a model comparison based on the overdispersion present in the data I choose a prior for both \( p \) and for \( r \).

To this end, I formulate the NB model differently. A negative binomial random variable can also be described as a Poisson random variable for which the rate \( \lambda \) is itself a Gamma random variable with shape parameter \( k = r \) and scale parameter \( \theta = \frac{p}{1-p} \):

\[
p_{NB}(X = x|r, p) = \int_{\lambda} p_{\text{Poisson}}(x|\lambda) p_{\text{Gamma}}(\lambda|k = r, \theta = \frac{p}{1-p}) \, d\lambda.
\]

To have a similar setup as in the Poisson case and to have more flexibility in choosing the prior parameters I express the NB model as this mixture of a Poisson with a Gamma rate and use again Gamma priors on the shape and scale parameter of Gamma:

\[
p_{NB}(x|k, \theta) = p_{\text{Poisson}}(x|\lambda)p_{\text{Gamma}}(\lambda|k, \theta)
\]

with \( k \sim \text{Gamma}(k_2, \theta_2) \) and \( \theta \sim \text{Gamma}(k_3, \theta_3) \).
With this formulation the evidence integral of the NB model is calculated over three variables, the two prior variables \( k \) and \( \theta \) and the Poisson rate \( \lambda \) of the Poisson-Gamma mixture. It can be reduced to two integrals by going back to the original formulation in terms of the prior variables \( p \) and \( r \) by a change of variables from \( k \) to \( r \) and from \( \theta \) to \( p \):

\[
p(x) = \int_k \int_\theta \int_\lambda p_{\text{Poisson}}(x | \lambda) \ p_{\text{Gamma}}(\lambda | k, \theta) \ p(k) \ p(\theta) \ d\lambda d\theta dk
\]

\[
= \int_k \int_\theta p_{\text{NB}}(x | r, p) \ f_k(k) \ f_\theta(\theta) \ d\theta dk
\]

\[
= \int_r \int_p p_{\text{NB}}(x | r, p) \frac{1}{(1 - p)^2} f_\theta \left( \frac{p}{1 - p} \right) \ f_k(r) \ dr dp,
\]

where \( r \) is defined as a real number.

There is no closed form solution for this integral. And in general, with this alternative formulation of the NB model there is no closed form posterior distribution. Therefore, to calculate the evidence of the NB model I calculate the above integral numerically. And accordingly, the exact joint posterior over \( k \) and \( \theta \) is also determined numerically. To do so for a single pair of \( k \) and \( \theta \), I again take the old formulation of the NB model for the calculation of the likelihood in order to avoid the additional integral:

\[
p(k, \theta | x) = \frac{p_{\text{NB}}(x | k, \theta)p(k) \ p(\theta)}{p(x)}
\]

\[
= \frac{p_{\text{NB}}(x | r, p) \ p(k) \ p(\theta)}{p(x)},
\]

with \( r = k \) and \( p = \frac{\theta}{1 + \theta} \). To obtain an overall representation of the exact NB model posterior, the posterior probabilities for all \( (k, \theta) \) pairs are calculated on a large grid of values almost over the complete range of the prior distributions. The corresponding cumulative density function is approximated numerically by taking the cumulative sum over the grid and normalizing by the total sum. Samples are generated using inverse transform sampling: the marginal density \( p(k) \) is obtained by numerically integrating the grid of PDF values over \( \theta \) and the conditional density \( p(\theta | k) \) is obtained by calculating \( p(\theta | k) = \frac{p(k, \theta)}{p(k)} \) for every \( k \). Then, pairs of samples \( (k_i, \theta_i) \) are generated by sampling \( k_i \) from \( p(k) \) and \( \theta_i \) from \( p(\theta | k_i) \) using inverse transform sampling via the approximated CDF array.

### 4.1.3 Controlling the difficulty of model comparison

I apply the model comparison method to a Poisson model and a Negative Binomial (NB) model. The main difference between the two models is the overdispersion in the
NB model. Accordingly, the difficulty of the problem can be controlled by changing the amount of overdispersion: the more overdispersed the NB model the easier it will be distinguishable from the Poisson model. However, scaling up the variance in the NB model will result in a higher mean as well. In order to base the comparison mainly on overdispersion and not on mean differences in the data, the sample means of the data sets generated from the two models should be equal on average.

The average sample mean and sample variance of the models are controlled by the hyperparameters of the priors. There is a Gamma prior on the Poisson rate and there are Gamma priors on the Gamma shape and scale in the Poisson-Gamma mixture of the NB model:

\[
\begin{align*}
\lambda &\sim \text{Gamma}(k_1, \theta_1) \quad (4.22) \\
r &\sim \text{Gamma}(k_2, \theta_2) \quad (4.23) \\
\frac{p}{1-p} &= \theta \sim \text{Gamma}(k_3, \theta_3). \quad (4.24)
\end{align*}
\]

Starting from the constraint that the expectation over the NB mean equals the expectation over the Poisson mean I derive a condition on the prior hyper-parameters:

\[
\begin{align*}
E[\mu_{NB}] &= E[\mu_{Poi}] \quad (4.25) \\
E[r \frac{p}{1-p}] &= E[\lambda] \quad (4.26) \\
E[r]E[\theta] &= k_1 \theta_1 \quad (4.27) \\
k_2 \theta_2 k_3 \theta_3 &= k_1 \theta_1. \quad (4.28)
\end{align*}
\]

Similarly, I can find the hyper-parameters that have to be changed in order to scale up the expected variance in the NB model. With \( r = k, p = \frac{\theta}{\theta + 1} \) and \( \theta = \frac{p}{1-p} \), the variance can be written in terms of \( k \) and \( \theta \):

\[
\begin{align*}
\sigma^2_{NB} &= \frac{pr}{(1-p)^2} = r \left( \frac{p}{1-p} \right)^2 \frac{1}{p} \quad (4.29) \\
&= k \theta^2 \frac{\theta + 1}{\theta} = k(\theta^2 + \theta). \quad (4.30)
\end{align*}
\]

Then we have for the expectation

\[
\begin{align*}
E[\sigma^2_{NB}] &= E[k(\theta^2 + \theta)] \quad (4.31) \\
&= E[k] E[\theta^2 + \theta] \quad (4.32) \\
&= k_2 \theta_2 E[\theta^2 + \theta]. \quad (4.33)
\end{align*}
\]
Thus, I can choose to set $\theta_2$, $k_3$ and $\theta_3$ heuristically, scale the expected variance as a function of $k_2$ and adapt $k_1$ accordingly to have equal expected means:

$$E[\sigma_{NB}^2] = f(k_2|\theta_2, k_3, \theta_3)$$

(4.34)

$$k_1 = \frac{k_2 \theta_2 k_3 \theta_3}{\theta_1}.$$  

(4.35)

This enables me to scale the model comparison problem from a relatively easy example (large $k_2$) to a relatively difficult one (small $k_2$).

Overall, I have defined a tractable example problem for which we know all the quantities needed to perform model comparison analytically or numerically exact.

### 4.1.4 Data generation

To generate data from the models, prior distributions over the model parameters have to be defined. The Poisson model comes with a single Gamma prior with shape $k_1$ and scale $\theta_1$. The NB model comes with two Gamma priors, one for the internal Gamma shape, with shape $k_2$ and scale $\theta_2$ and one for the internal Gamma scale, with shape $k_3$ and scale $\theta_3$. Above, we have seen how to choose the prior hyper-parameters to obtain different amounts of overdispersion in the NB model while keeping the expected sample mean in both models equal. For the model comparison example setup I now generate data for two scenarios: a relatively simple case with $k_2 = 20$ such that there is large dispersion in the NB model and a relatively difficult case with $k_2 = 1$ such that the overdispersion is low and the two models are quite similar. With $k_2$ fixed and the remaining prior parameters set accordingly, prior parameters are sampled from the priors and count data is sampled from the models.

The count data can be sampled from the models with different sample sizes. For a given set of sampled prior parameters I decided on a set of $C = 100$ counts, such that a single data point from the model will be a vector of 100 numbers.

### 4.1.5 Summary statistics

The mixture-density networks (MDN) that approximate the posteriors do not take the entire data vector as input. Instead, summary statistics are calculated. Ideally, the summary statistics are sufficient such that no information is lost (see section 2.2.4 for details). Because the Poisson distribution is in the exponential family, there is a sufficient statistics: the sum over the sampled vector of counts. However, this does not apply to the NB model as defined here (see section 4.1.2 above). For this reason and because the
model comparison should be based on the amount of overdispersion present in the data, I take the sample mean and the sample variance as the summary statistics:

\[
s(x) = [\bar{x}, s^2],
\]

\[
\bar{x} = \frac{1}{M} \sum_{i=1}^{M} x_i,
\]

\[
s^2 = \frac{1}{M-1} \sum_{i=1}^{M} (x_i - \bar{x})^2.
\]

4.1.6 Training procedure

The approximation of the posterior over models and the posterior over model parameters using MDNs is explained in detail in section 3. To train both MDNs, a single data set with \(N = 100000\) data points each holding \(C = 100\) counts is generated in the following way. A model index is sampled from a uniform prior and the prior parameters are sampled from the corresponding priors. With the sampled parameters data is generated from the model. This is done for both, the simple scenario \((k_2 = 20)\) and the difficult scenario \((k_2 = 1)\) as explained above. The summary statistics are calculated for each data point and finally, the resulting data set and the parameters are \(z\)-transformed.

The MDN for approximating the posterior over models is defined with two input units for the summary statistics, a single hidden layer with 10 units, and two output units for the estimated posterior probabilities. With a learning rate of \(\eta = 0.01\) and a minibatch size \(n_{\text{batch}} = N/100\) the weights are optimized using Adam (Kingma and Ba, 2014) with the default parameter settings over \(n_{\text{epochs}} = 100\) epochs.

Regarding the MDN for the posterior over model parameters I implement separate MDNs for each model parameter posterior: one for the one-dimensional posterior of the Poisson model, with two input units, a single hidden layer with 10 units and parameters for a univariate mixture of Gaussian with three components as output; and another one for the two-dimensional posterior of the NB model, with two input units, 2 hidden layers of 10 units each and a three-component multivariate mixture of Gaussian as output. In both cases we use a learning rate of \(\eta = 0.01\), \(n_{\text{batch}} = N/100\), \(n_{\text{epochs}} = 100\) and Adam with default parameters.

In principle, it is possible to define a single MDN to approximate the posteriors for both models. The network would take the summary statistics and the model index as input, share the weights in the first layers and route to different output layers dependent on the given model index. The different output layers would define different mixture of Gaussians for approximating the corresponding posterior distribution. This procedure
would be computationally less expensive as weights can be shared in the first layers of the network.

4.1.7 Testing procedure

The performance of the model comparison method presented above is validated by comparing the posterior distributions approximated by the MDNs with the exact posterior distributions that are available for the example problem. A detailed explanation of the procedure of posterior validation is given in section 3.2.

For the validation process, a test data set of size \( N = 1000 \) is generated. The data is generated by sampling model indices from the model prior and model parameters from the corresponding priors to obtain data from the corresponding model, resulting in test samples \((m_n, \theta_n, x_n)\). The hyper-parameters of the priors and the parameters for the \( z \)-transform are the same as in the training set.

To validate the discrete posterior over models I compare the predicted and exact posterior probabilities. The exact posterior probabilities are calculated in closed form for the Poisson model and numerically for the NB model. In comparison, the posterior probabilities are predicted with a standard sequential Monte Carlo for model comparison (SMC) (Toni et al., 2009, section 2.2.1) using the \( pyABC \) toolbox by Klinger et al. (2017). For the prediction with these two methods the number of samples was restricted to the same number of training samples used by our method. Additionally, I investigate how the posterior probability of each model class averaged over the test data set depends on the prior over models.

In case of the parameter posteriors there are two MDNs to be validated. The one-dimensional posterior of the Poisson model is evaluated by comparing means and variances given in closed form, and by calculating the Kullback-Leibler divergence \((D_{KL})\) between the exact and the approximated posterior. Furthermore, I evaluate the posterior quantiles and the posterior credible intervals.

These comparisons are less straightforward in case of the two-dimensional posterior of the NB model for which the exact posterior has to be approximated numerically (described in section 4.1.2). Means, covariances and the \( D_{KL} \) are estimated from a large set of samples and compared for each marginal. And as before, I evaluate the posterior quantiles and credible intervals for every marginal. Finally, the covariance matrix of the approximated joint posterior \( q_{\phi}(k, \theta|x_n) \) is validated by comparing the largest and smallest covariance eigenvectors and eigenvalues of the exact and the approximated posterior (described in section 3.2).
4.2 Results

As a tractable example I set up a model comparison between a Poisson model and a negative binomial model. Both models aim at explaining the counts of events of a discrete random variable. While the Poisson model assumes that mean and variance of the event counts are equal, the NB model assumes that the variance is larger than the mean. In the following, I will first show the data generated by the two models and results on how to change the difficulty of the example problem, before turning to the results of the model comparison.

4.2.1 Simulated data and difficulty scaling

Drawing a single sample of 1000 counts from the Poisson model and from the negative binomial model (NB) for a representative set of prior parameters results in the data shown in figure 4.1.

![Histograms of event counts sampled from the Poisson model and the negative binomial model.](image)

**Figure 4.1:** Histograms of event counts sampled from the Poisson model and the negative binomial model.

The counts observed under the Poisson model have equal sample mean and variance, whereas the sample mean is smaller than the sample variance for the negative binomial model, i.e. the data is overdispersed.

This relation becomes even clearer when sampling multiple times and plotting the sample mean and variance for every sample for each model, as shown in figure 4.2. The distribution of sample means and variances are similar for the Poisson model, whereas for the NB model the distribution of sample variances shows a long tail towards larger values.
Thus, the amount of overdispersion in the NB model determines the difficulty of the model comparison. To control the difficulty systematically I investigated the effect of the hyper-parameters of the Gamma priors on the expected sample means and variances of the two models. By increasing the Gamma shape $k_2$ and adapting the remaining parameters, the expected sample variance of the NB model increases while the expected sample means of both models remain constant (figure 4.3, left). Concurrently, one can observe how the rate of the Poisson model increases with increasing $k_2$ such that the expected sample means are equal (figure 4.3, right).

As illustrated above, the model comparison problem becomes easier when $k_2$ increases. In the following I investigate a difficult case, for which we set $k_2 = 1$ and an easy case, for which we set $k_2 = 20$. First, the results for the posterior over the model indices are presented.

### 4.2.2 Approximating the posterior over models

For both scenarios I trained a mixture-density network (MDN) to predict the posterior probability of a model given the data. The predictions are validated against the
exact posterior probabilities that are calculated analytically for the Poisson model and numerically for the NB model.

To give a general overview of the performance, the predicted posterior probability of the Poisson model over a representative grid of values is shown in figure 4.4. For both scenarios there is a clear transition in the data space from predicting one model to predicting the other model. In the difficult scenario (figure 4.4 left) the posterior probability for the Poisson model is high for data with low variance; the transition to a high probability for the NB model happens as the variance exceeds the mean, i.e. as the data becomes overdispersed. In the easy scenario (figure 4.4 right) the ranges of sample means and variances are larger. Here, one can observe that there is a region with low variance and low mean in which the posterior probability for the NB model is high. The transition to a high posterior probability for the Poisson model occurs for larger mean values. This is because in the easy scenario the large overdispersion in the training data is compensated by a large Poisson rate such that there are no Poisson samples with low mean and variance.

These predictions are confirmed by the exact posterior probabilities calculated for the test data set, which are plotted as red circles on top of the MDN predictions in figure 4.4. The matching color code shows that for both scenarios the MDN predictions are in close agreement with the exact posterior probabilities.

A more precise comparison of the predicted and the exact posterior probabilities is presented in figure 4.5. I compared the predictions of the basic rejection sampling algorithm (R), the commonly used SMC algorithm and the posterior density estimation (DE) method against the exact posterior probabilities for all test samples. An exemplary plot of the predictions of a subset of test samples (figure 4.5, left) shows that the basic rejection algorithm is usually far away from the exact posterior probability; the SMC algorithm performs well and is sometimes very close to the exact solutions; the DE method is even closer to the exact posterior for most samples, however, it tends to
overestimate with predictions close to either 0 or 1. Averaged over the set of test samples the absolute error to the exact posterior probabilities is the lowest for the DE method (figure 4.5, middle).

Additionally, I tested how the predicted posterior probabilities depend on the prior over model indices. This test is important for the use case, where no ground-truth is available. For the example problem we find that the posterior probability of a given model averaged over a large test set corresponds to the prior probability of the model for both the DE and SMC method (figure 4.5, right).

### 4.2.3 Approximating the posterior over model parameters

The MDN for estimating the posterior over models reliably predicts the underlying model posterior probability given observed counting data. I trained another MDN that estimates the posterior over the model parameters, given the predicted model index and the observed data. As before, because I am working with the example problem I have access to the exact posteriors over parameters and can validate the estimated posteriors directly. To this end, I generated 500 model parameter test samples $\xi_o^i$ from the prior, generated the data $x_o^i$ and calculated the predicted posterior $q^i_\theta(\xi|x_o^i)$ as well as the exact posterior $p^i(\xi|x_o^i)$. The posterior of the Poisson model is one-dimensional with $\xi = [\lambda]$, whereas the posterior of the NB model is two-dimensional with $\xi = [k, \theta]$.

#### 4.2.3.1 Poisson model

First, I present the results for the posterior over the Poisson rate $\lambda$. Because the Poisson distribution is in the exponential family and I used the conjugate Gamma prior on the $\lambda$ parameter, the posterior is Gamma distributed. In figure 4.6 the resulting posteriors are
Figure 4.6: The exact and the estimated posterior probability mass function plotted for a range of values for $\lambda$. The true $\lambda$ parameter underlying the data is plotted as a vertical line in green.

Figure 4.7: Validation of the estimated posterior against the exact posterior. In the left and middle plot the posterior means and variances of the exact and the estimated posterior are plotted against each other for every test sample. The histogram on the right shows the $D_{KL}$ between the posteriors normalized with the $D_{KL}$ between the exact posterior and the prior.

shown for an arbitrary test sample; for this test sample the exact posterior is estimated very accurately by the MDN.

For every test sample I calculated the posteriors and inspected the means, the variances and the Kullback-Leibler divergence ($D_{KL}$) in comparison with the exact posterior. The posterior means fit very well for all test samples (figure 4.7, left), and the posterior variances show only small deviations when they are relatively small or relatively large (figure 4.7, middle). The $D_{KL}$ between the exact posterior and the estimated posterior normalized with the $D_{KL}$ between the exact and the prior is close to zero for most test cases (figure 4.7, right). This indicates that the estimated posteriors are much closer to the exact posterior than the prior.

The approximated posterior was validated independently of the exact posterior as well. For a method that estimates the posterior accurately the distribution of quantiles of $\lambda_i^*$ under the posterior $\hat{p}$ is uniform (for details, see section 3.2). This seems to be the case here because the Q-Q plot between the observed quantiles and the quantiles of a uniform distribution is very close to the identity line (figure 4.8, middle). Finally, I estimated the probability of a $\lambda_i^*$ to fall into a given credible interval of the estimated posterior. For an accurate posterior distribution, this probability corresponds to the
mass in the credible interval. And indeed, for this test set, the estimated probabilities and the credible interval masses lie very close to the identity line (figure 4.8, right).

4.2.3.2 Negative binomial model

The validation of the parameter posterior of the NB model is more elaborate because the posterior is two-dimensional. As a first step I examined the one-dimensional marginal posteriors $p(k|x_o)$ and $p(\theta|x_o)$.

As before, I compared the means and variances, calculated the normalized $D_{KL}$, the posterior quantiles and the credible interval probabilities for the two marginals separately. Again, the means are well fitted, whereas the variances are over-estimated for some test
samples (figure 4.9, top left and middle). The normalized $D_{KL}$ is close to zero for most $\theta$-marginals; for the $k$-marginals there are a couple of test samples for which it is close to one, indicating that the marginal is as far away from the exact one as the prior (figure 4.9, top right). Overall, however, the marginals seem to be estimated accurately as the Q-Q plot of each marginal indicates a uniform quantile distribution and the credible interval probability is close to the underlying credible mass (figure 4.9, right column). One can also observe that the normalized $D_{KL}$ between the joint estimated posterior and the exact posterior is close to zero for most test samples.

To validate the joint posterior in two dimensions I investigated the eigenvalues $\lambda_i$ and eigenvectors $\nu_i$ of the covariance matrix of the estimated and the exact posterior. One can quantify how well the covariance is estimated by projecting samples from the exact and from the estimated posterior along the estimated eigenvectors of largest and of smallest variance, $\hat{\nu}_{MAX}$ and $\hat{\nu}_{MIN}$. This is illustrated in figure 4.10 for an arbitrary test sample $([k, \theta], x_o)$.

![Figure 4.10](image-url)

**Figure 4.10:** Visualization of the posterior of the negative binomial model: top row, the probability density function of the two-dimensional posterior for the exact posterior (left) and the estimated posterior (right), bottom row, histograms of samples from both the exact posterior and the predicted posterior projected along the eigenvectors $\nu_{MAX}$ (left) and $\nu_{MIN}$ (right) of the estimated posterior.

The non-Gaussian shape of the exact posterior seems to be well approximated by the mixture of Gaussians (figure 4.10, top row). Likewise, the distribution of samples from the exact posterior along the marginal directions of $\hat{\nu}_{MAX}$ and $\hat{\nu}_{MIN}$ resembles that one of the samples from the estimated posterior (figure 4.10, bottom row).

To test whether this holds throughout the set of test samples I compared the means and variances of the exact samples and the estimated samples projected along the eigenvectors. I find that the means match very well (figure 4.11 first row, left), whereas the variances are slightly overestimated along $\hat{\nu}_{MAX}$ and underestimated along $\hat{\nu}_{MIN}$.
Figure 4.11: Validation of the two-dimensional posterior of the NB model. The first and second column show the sample means (top row) and variances (bottom row) of the samples from the exact and the estimated posterior projected along the eigenvector directions of largest (blue) and smallest (orange) variance. In the third column the projected variance of exact samples along the eigenvector marginals of the estimated posterior is plotted against corresponding largest (blue) and smallest (orange) eigenvalue of the exact posterior. The fourth column shows a histogram of the angles between the exact and the estimated eigenvectors.

(second row, left). Still, this indicates that the directions of largest and the smallest variance in the estimated posterior also appear in the samples from the exact posterior.

To further quantify how much variance of the true data is captured by the eigenvectors of the estimated posterior, I plot the variance of the samples from $p(k, \theta|x_o)$ projected along $\hat{\nu}$ against the actual variance those samples have under $p(k, \theta|x_o)$, i.e. against the eigenvalue $\lambda$ (figure 4.11, third column). Along $\hat{\nu}_{MAX}$ the projected sample variance and the corresponding eigenvalue $\lambda_{MAX}$ of the exact posterior match closely (third column, top), whereas along $\hat{\nu}_{MIN}$ the projected variance seems to be slightly larger than the actual variance for some test samples (third column, bottom). Nevertheless, the angles between the eigenvectors are very small for most test samples (figure 4.11, top right), indicating a very good estimation of the posterior covariance.

4.2.4 Summary

Overall, the proposed method for estimating the posterior over model indices and the posterior over model parameters appears to work accurately for the example problem. Most importantly, the posterior probabilities of the models are estimated accurately (figure 4.4). Additionally, I find that the posterior over the model parameters of the Poisson model is estimated very accurately (figure 4.7) and that the two-dimensional posterior of the NB model is estimated accurately for most test samples (figure 4.9).
Chapter 5

Model comparison on ion channel models

Ion channels play a key role in neuronal dynamics (Koch and Segev, 2000). Mechanistic models of ion channels are therefore a central object of computational neuroscience. A large number of families, types and subtypes of ion channels has been identified by experimental research and in parallel, a large number of computational models exists. While these models have been organized in a centralized manner, for example in a publicly available data base of computational models (Hines et al., 2004), the difficulty to compare them systematically still remains. This is because no common basis for comparison is available.

Recently, Podlaski et al. (2017) made the effort to systematically compare and categorize a large number of published voltage gated and calcium gated ion channel models and set up an ion channel genealogy (ICG) (ICGenealogy, 2016). Their comparison is based on ion channel model meta data from the literature and on ion channel model kinetics in response to standardized voltage clamp protocols. Using the ICG API it is possible to either categorize new ion channels models within the set of existing models, or to find ion channel models that fit to current traces recorded experimentally.

The method for approximate Bayesian model comparison defined in chapter 3 has the potential to further simplify the process of selecting among competing models and of fitting parameters. I therefore choose the ion channel model comparison as a use-case scenario for the proposed method. From the ICGenealogy I select two published ion channel models to compare them based on the standardized voltage clamp protocol proposed by Podlaski et al. (2017). Like in the example problem illustrated in chapter 4, I first approximate the posterior over models and then, given a model selected based on the predicted posterior probability, I approximate the posterior over parameters for
each model. The main difference to the example problem in chapter 4 is that the models
are more complex and that there is no ground-truth posterior available.

The remainder of this chapter will introduce the channel models in more detail, explain
the voltage traces and summary statistics of the ion channel model data and the training
and testing procedures. The corresponding results are shown in section 5.2.

5.1 Methods

5.1.1 Ion channel models

The ion channel models compared here are taken from an article by Pospischil et al.
(2008). The authors develop a set of simple yet flexible models that are able to fit a
diversity of cortical and thalamic single neuron recordings. The models are based on volt-
age dependent currents modeled with a basic set of ion channel variants: sodium ($I_{Na}$) and
potassium ($I_{Kd}$) currents for action potential generation, a slow voltage-dependent
potassium current ($I_{Ks}$) for spike-frequency adaptation, a high-threshold calcium cur-
rent ($I_T$) and a low-threshold calcium current ($I_L$). Together, they govern the dynamics
of the membrane voltage described by

$$C_m \frac{dV}{dt} = -g_{leak}(V - E_{leak}) - I_{Na} - I_{Kd} - I_{Ks} - I_T - I_L.$$  (5.1)

The current equation is given by

$$I_j = \bar{g}_j \ m^M \ h^N \ (V - E_j),$$  (5.2)

that is, the product of peak conductance $\bar{g}_j$, the activation ($m$) and inactivation ($h$)
variables and the driving force ($V - E_j$).

The ion channel models differ in the dynamics on $m$ and $h$. For the model comparison
I will focus on the delayed-rectifier potassium channel $K_d$ and the slow non-inactivating
potassium channel $K_s$. These two channels are typically associated with distinct activity
features, making the distinction between models easy. However, there might be parame-
ter ranges for which such currents have similar responses, making the problem of model
comparison harder. In what follows, I will perform model comparison for parameter sets
for which the models responses are clearly distinct.
5.1.1.1 Delayed rectifier $K^+$ channel

The dynamics of the delayed-rectifier $K^+$ current are introduced here as a modification of the original Hodgkin-Huxley equations made by Traub and Miles (1991). The channel is voltage dependent, does not contain inactivation, has relatively slow dynamics and mediates re-polarization of the membrane potential through the outflow of $K^+$ after the upstroke of the action potential (Hodgkin and Huxley, 1952). Therefore it is named \textit{delayed-rectifier}. The current equations and the dynamics are the following:

\begin{align}
I_{K_d} &= \bar{g}_{K_d} n^M (V - E_K) \\
\frac{dn}{dt} &= \alpha_n(V)(1 - n) - \beta_n(V)n \\
\alpha_n(V) &= \frac{R_{\alpha}(V - V_T - th_\alpha)}{\exp\left(-\frac{(V - V_T - th_\alpha)}{q_\alpha}\right) - 1} \\
\beta_n(V) &= R_{\beta} \exp\left(-\frac{(V - V_T - th_\beta)}{q_\beta}\right),
\end{align}

where the peak conductance is set to $\bar{g}_{K_d} = 5 \text{ mS/cm}^2$ and the reversal potential to $E_K = -90\text{mV}$. While these two parameters are biologically constrained, there is a number of free model parameters that can take different values dependent on observed data to be reproduced by the model. In Traub and Miles (1991) and Pospischil et al. (2008) those parameter were set as follows: $M = 4$, $R_{\alpha} = 0.032$, $V_T = -63$, $th_\alpha = 15$, $q_\alpha = 5$, $R_{\beta} = 0.5$, $th_\beta = 10$ and $q_\beta = 40$. I define this parameter configuration as the “ground-truth” in the following.

5.1.1.2 Slow non-inactivating $K^+$ channel

The slow non-inactivating potassium current as used in Pospischil et al. (2008) was described originally by Yamada et al. (1989) as follows:

\begin{align}
I_{K_s} &= \bar{g}_{K_s} p^M (V - E_K) \\
\frac{dp}{dt} &= (p_{\infty}(V) - p)/\tau_p(V) \\
p_{\infty}(V) &= \frac{1}{1 + \exp[-(V + th_p)/q_p]} \\
\tau_p(V) &= \frac{\tau_{\text{max}}}{R_{r} \exp[(V - th_p)/q_r] + \exp[-(V - th_p)/q_r]},
\end{align}

where $\bar{g}_{K_s} = 0.004 \text{ mS/cm}^2$ and activation time constant $\tau_{\text{max}} = 4\text{s}$. Again, the latter two parameters are biologically well constrained, whereas one can fit the five remaining parameters to observed data. The values chosen by Pospischil et al. (2008) and Yamada
et al. (1989) are the “ground-truth” for the posterior fitting demonstrated later: $M = 1$, $th_p = 35$, $q_p = 10$, $R_r = 3.3$ and $q_r = 20$.

5.1.2 Voltage-clamp protocols

One goal of the ICGenealogy is to compare channel models based on their dynamic responses to voltage-clamp protocols. The protocols were designed to investigate the whole range of dynamics of the model (Hodgkin and Huxley, 1952; Willms et al., 1999) without taking into account the model equations explicitly. Podlaski et al. (2017) used an individual set of five protocols for every ion type, testing the gating characteristics of the ion channel:

- a single voltage step to capture the activation kinetics
- a varying voltage step followed by a fixed voltage step to capture the inactivation
- a single high voltage step followed by varying voltage steps for the deactivation
- the membrane voltage during a series of regular action potentials
- four up and down ramping voltages with different slopes.

I will take this approach as the basis for the channel model comparison: I use the voltage-clamp protocols defined for the $K^+$ current and simulate the response to the five different protocols through the channel equations defined above. The responses are normalized with the corresponding maximal conductance to be comparable across models and subsampled to 512 samples. Because the protocols consist of voltage traces of $c = 12$ different step amplitudes, this results in $c$ current traces that are arranged in a single vector, one per protocol.

5.1.3 Summary statistics

To summarize this data for the posterior estimation routines and to remove the time dependence, I perform principal component analysis (PCA) across the time dimension as proposed by Podlaski et al. (2017). In particular, the goal of the PCA is to relate the current traces simulated through the model to the dynamics in the entire family of $K^+$ ion channel models. Therefore, the PCA is run beforehand on the set of the current responses of all $N = 1243$ $K^+$ ion channel models currently available through the ICG API (ICGenealogy, 2016). This is done for every voltage trace protocol separately. Then, the data matrix for the PCA consists of the channel models in rows ($N$) and the
appended current traces in the columns \((c \cdot 512)\). The first five principle components (PC) are taken as basis functions for the dimensionality reduction, retaining about 99% of the total variance.

For a given set of simulated current traces the summary statistics are calculated using a least squares approach. The five PCs that were calculated beforehand are used as the basis functions \(X\) for fitting the current traces \(y\) as follows

\[
X\beta = y, \tag{5.11}
\]

\[
\hat{\beta} = (X^TX)^{-1}X^Ty \tag{5.12}
\]

and the estimated coefficients \(\hat{\beta}\) are taken as summary statistics. Given five basis functions and five voltage protocols this results in 25 summary statistics per data sample.

### 5.1.4 Training procedure

The mixture-density networks (MDN) for learning the mapping from observed data to posteriors over model indices and over model parameters are trained with a data set of model indices, model parameters and summary statistics:

\[\{m_n, \theta_n, s(x_n)\}_{n=1}^N.\]

To generate the training data set, equal prior probability is assigned to each model \(M_i\), and uniform priors are chosen for the model parameters \(\theta_i\) in a range around the ground-truth \((GT)\) value defined above:

\[
p(M_{K_d}) = p(M_{K_s}) = 0.5 \tag{5.13}
\]

\[
p(\theta^i) = \mathcal{U}(0.3 \times \theta_{GT}^i, 1.3 \times \theta_{GT}^i). \tag{5.14}
\]

A training data set of \(N = 100000\) samples is generated. The overall training data set of model indices and summary statistics, \((m_n, s(x_n))\), is used to train a MDN \(q_m(m|x)\) to approximate the model index posterior. The MDN consists of a single hidden layer with 10 units and is trained with a batch size of \(N/100\) for 10 epochs.

For the model parameter posteriors I train separate MDNs for each channel model using the corresponding training data \((\theta_n, s(x_n))\). The one for the delayed-rectifier model \(K_d\), \(q_{K_d}^\theta(\theta|x)\), is an 8 dimensional mixture of Gaussians (MoG). The MoG for the \(K_s\) model is 5 dimensional. The training parameters are the same for both: 2 hidden layers holding 30 units, 3 mixture components in the mixture of Gaussians, a batch size of \(N/100\) and 100 training epochs.

Throughout training, a learning rate of \(\eta = 0.01\) and Adam optimization with default parameters is used.
5.1.5 Testing procedure

The posterior approximation is evaluated with a testing data set generated in the same way but independently from the training data set. Because there is no ground-truth posterior available for this use-case example, the posterior validation methods are limited.

For the discrete posterior over model indices, the consistency of the predictions with changing model prior probabilities is tested. To this end, several testing data sets are generated with different priors on the model classes and the average predicted posterior probability is compared to the prior probability of each model.

As no ground-truth posterior probabilities are available, the predictions for the posterior over models cannot be validated directly. However, it is possible to compare the predicted posterior probability to the actual underlying model, e.g., by comparing the predicted probability for the $K_d$ model to the underlying model $m_i \in \{0, 1\}$ with a cross entropy loss. It is important to note that this is not validating the accuracy with respect to the actual posterior probability given the observed data. However, it allows to compare the performance, in terms of selecting the correct model, to other methods. Therefore, I calculate the cross entropy loss on the test data set and compare it to the loss of the standard rejection sampling procedure and the sequential Monte Carlo (SMC) rejection sampling method on the same test set.

In case of the continuous model parameter posterior, a first evaluation is the visual comparison of the current traces simulated with the ground-truth parameters and the current traces simulated with the mode or random samples from the estimated posterior. For a more systematic validation, I perform the posterior validation tests as described in the methods section 3.2: I examine the distribution of posterior quantiles across parameters of the testing data set and I check the relative frequency with which test parameters fall into posterior credible intervals of different widths.

5.2 Results

Mixture-density networks (MDN) were trained to approximate the posteriors over ion channel models $K_d$ and $K_s$ and over the corresponding model parameters. For MDN training I used a large data set of summary statistics on current traces of the models in response to stereotypical voltages traces. In this section the results are presented. First, the voltage protocols and current traces for both models, then the validation of the posterior over models and finally the results for the posteriors over model parameters of both models.
5.2.1 Voltage protocols and current traces

The voltage protocols are used to characterize the behavior of the channel models in different dynamics regimes. The comparison of channel model is then based on the current responses to the voltage traces. For the parameters provided in the original article by Pospischil et al. (2008) a clear difference between the responses of the $K_d$ and the $K_s$ is visible (figure 5.1).

![Figure 5.1: Voltage protocols and current responses. The protocols are shown in the subplots of the first row. In the second and third row the corresponding current trace responses of the $K_d$ and $K_s$ ion channel model are shown, respectively. For better comparison the current responses are normalized with their largest value.](image)

For example, one can clearly see the characteristic slow time scale of the $K_s$ channel model for the activation and the inactivation protocol (figure 5.1, third row left). Additionally, the spike-frequency adaptation effect becomes visible in the action potential protocol when the $K_s$ current slowly increases in amplitude.

5.2.2 Approximating the posterior over models

In the ion channel model comparison example there are no ground-truth posteriors available, therefore the validation of the estimated posterior probabilities is limited. Two tests were performed with a test set of 1000 samples $(m_n, s(x_n))$: the performance compared to standard rejection sampling approaches and the dependence on the prior over models.

The comparison between methods was based on the cross entropy loss between the predicted posterior probabilities and the underlying model indices. The loss was calculated
for the posterior density estimation (DE) method, the basic rejection sampling method (R) and the sequential Monte Carlo (SMC) method.

The visualization of a subset of predictions from the test set (figure 5.2, left) indicates that for this test set and selection of algorithm hyper-parameters the rejection sampling approach performed reasonably with some exceptions, whereas the SMC method was not able to recover the underlying model. The posterior density estimation method performs very well. Accordingly, the mean cross entropy loss on the entire test is smallest for the this method (figure 5.2, middle, SMC is not shown).

The second test investigated the dependence of the predicted posterior probabilities on the prior distribution of models in the test set. To this end, I calculated the average posterior probability over a test set for different prior probabilities on the two models. The results show that for the posterior density estimation approach (DE) the posterior reflects the prior probability of each model well, e.g., if the prior for the $K_d$ model was low, then the posterior probability for this model averaged over the test data set was low as well (figure 5.2, right). The rejection sampling approach (R) becomes less accurate when the prior probability are close to 0 or 1 for one of the two models.

5.2.3 Approximating the posterior over model parameters

Two separate MDNs were trained to approximate the posterior over the parameters of each model and the results are presented here separately. First, I predicted the posterior given the “ground-truth” parameters from the original paper (Pospischil et al., 2008). The visualization of this posterior gives a first impression of the results. Second, the results of forward simulations of the channel models with parameter sampled from the posterior are presented. Finally, for a more systematic validation, the results of the posterior checks using quantiles and credible intervals are shown.
5.2.3.1 Delayed-rectifier $K^+$ channel

The delayed-rectifier $K^+$ channel model has eight free parameters. The posterior was approximated with an eight-dimensional mixture of Gaussians. Its visualization in figure 5.3 shows the one-dimensional marginal posteriors of each parameter on the diagonal and all pairs of two-dimensional marginal posteriors in the upper triangular subplots. The marginal posteriors for $V_T, R_\alpha, q_\alpha, R_\beta$ and $q_\beta$ show relatively low variance (relative to the prior variance) and are centered around the ground-truth parameter values. This indicates that those parameters are well constrained by the data and that they are recovered by the posterior approximation. The broader posterior marginals for the remaining parameters $M, th_\alpha$ and $th_\beta$ indicate that those parameter are less constrained by the observed data, e.g., that one can observe the same model output in a range of different values of the parameter $M, th_\alpha$ and $th_\beta$.

![Figure 5.3: Visualization of the eight-dimensional parameter posterior for the $K_d$ model. The marginal pdf of each model parameter is plotted on the diagonal and the pairwise marginals across all parameter pairs in the upper triangle subplots. The underlying ground-truth parameters used to generated the observed data are shown as vertical lines in red. The color code represents the posterior density values. Units and detailed ticks are omitted for better visualization: $V_T$ and $th_{\{\alpha,\beta\}}$ are in mV, the remaining parameters are unitless.](image)

Investigating the shape of the covariance of the two-dimensional marginal posteriors in figure 5.3 gives additional room for interpretation. For example, the negative posterior
covariance between $V_T$ and $\theta_{t\alpha}$ indicates that the model output is preserved by simultaneously decreasing $V_T$ and increasing $\theta_{t\alpha}$. Looking at the equations of the $K_d$ model this indeed makes sense because $V_T$ and $\theta_{t\alpha}$ counteract each other.

An additional test for goodness of fit is to compare the observed data with data generated given parameter samples from the learned posterior. The results in figure 5.4 show that the observed data and the data generated with the parameters of the posterior mode and a random sample from the posterior are very similar.
Finally, to test the performance of the parameter posterior approximation over a large set of test data I investigated the posterior quantiles and credible intervals. Due to the high dimensionality the quantiles and credible interval checks were calculated for every posterior marginal separately. The shapes of quantile distributions are visualized in a Q-Q plot comparing the quantiles of the quantile distribution against the quantiles of a uniform distribution (figure 5.5, left). Most marginal quantile distribution are close to the ideal identity line, however, there seems to be a small bias towards smaller quantiles for all of them. This indicates that the posterior marginals are shifted to higher values for some of the test samples.

The validity of credible intervals was checked for a range of intervals. For visualization, the width of the different credible intervals is compared to the relative frequency with which the underlying parameter falls into the interval. The better the algorithm does at approximating the posterior distribution, the closer the relative frequency is to the identity line. The results in figure 5.5 (right) show that most marginals are close to the identity line, however, there is a tendency for slightly lower relative frequencies for intermediate intervals. This indicates that for those marginals the estimated posteriors are slightly too narrow, i.e., too confident about the underlying parameter.

5.2.3.2 Slow non-inactivating $K^+$ channel

The parameter posterior for the slow non-inactivating $K^+$ channel model was tested and visualized in the same way. The model has five free parameters so that the approximating posterior is a five-dimensional mixture of Gaussians. The visualization in figure 5.6 draws a clear picture of how the parameters are constrained by the observed data: the marginals for the parameters $th_p$, $q_p$, $R_r$ and $q_r$ are centered on the ground-truth values and have, in relation to the prior distribution very small variance, whereas that of the parameter $M$ has relatively large variance. This indicates that the model is relatively invariant to changes in the parameter $M$.

The current traces resulting from simulations with the posterior mode and a random sample are very similar to the originally observed data (figure 5.8). This was to be expected, given that the posterior marginals are centered accurately on the ground-truth parameters with low variance relative to the prior.
Figure 5.6: Visualization of the five dimensional parameter posterior of the $K_s$ model. On the diagonal the marginal pdf of each parameter and on the upper off diagonal subplots the pairwise marginal pdfs. The vertical red lines mark the ground-truth parameter values.

Figure 5.7: Posterior predictive checks for the $K_s$ model posterior. The observed current traces are shown in the first row; the current traces resulting from simulating the posterior mode parameters and a random sample from the posterior in the second and third row, respectively.

The result of the systematic posterior checks over a larger test data are therefore unexpected. The Q-Q plot of the posterior marginal quantiles and a uniform distribution for comparison indicate that there is deviation from the ideal identity line (figure 5.8, left), for example for the marginal of $R_T$ and $q_T$. Correspondingly, these two marginals
also show larger deviations from the ideal line in the check of the consistency of the credible intervals (figure 5.8, right). The larger values of the relative frequency with which the underlying parameter falls into the credible interval indicates that the posterior marginals are too broad, i.e., the marginal posterior variance is overestimated for these parameters.

**Figure 5.8:** Posterior validation with quantiles and credible intervals. The Q-Q plot of the quantiles of the test parameters under the corresponding predicted posterior, and those of a uniform distribution are shown on the left. On the right the size of different credible intervals (x-axis) is plotted against the relative frequency with which parameters from the test set fall into these credible intervals (y-axis).

Overall, this shows that although for single examples the ground-truth posteriors are recovered in the sense that the posterior marginals are centered around them, the posterior validation on a larger test set revealed a deficiency indicating that some posterior marginals are not learned consistently.
Chapter 6

Discussion

The comparison of statistical models in the light of observed data is a central problem in computational sciences. Since classical null-hypothesis significance testing fell into disrepute in the scientific community, Bayesian model comparison has been suggested as an alternative. One limitation of the practical use of Bayesian model comparison is the difficulty of applying it to statistical models used in practice because the likelihoods of the models are often intractable. I presented a new method for performing Bayesian model comparison in cases where the likelihood of the models is not available. In contrast to previous rejection sampling based approaches that quickly become impractical as the number of parameters of a model increases (McKinley et al., 2018), this method is based on posterior density estimation and approximates the posterior in parametric form using all available samples.

The posterior density estimation approach to model comparison extends recent advances in parameter estimation in approximate Bayesian computation (ABC) (Papamakarios and Murray, 2016; Lueckmann et al., 2017). These approaches use a mixture-density network (MDN) to estimate the posterior over parameters in closed form by regressing surrogate data that was generated from the underlying model onto the corresponding parameters. They overcome several limitations of the standard rejection sampling algorithms, e.g. they require less samples to accurately estimate the posterior and they perform well on neuroscience models with many parameters and complex parameter priors, as demonstrated in Lueckmann et al. (2017). To carry these improvements to the domain of model comparison I extended the posterior density estimation approach to the estimation of the posterior over model parameters.

I presented two applications to validate the performance of the proposed method. First, the method was applied to the comparison of a Poisson model and a negative-binomial model. This is a known comparison problem in computational neuroscience for which
the ground-truth posteriors are known. The results show that the MDN correctly represents the overdispersion in the data as the crucial difference between the models (figure 4.4). Accordingly, the predicted posterior probabilities were close to the exact posterior probabilities for most test set data points. The overall performance was slightly better compared to a standard SMC algorithm whose predictions were based on the same number of training simulations.

An important difference to the SMC algorithm was the number of samples required for prediction of the posterior from observed data. While the SMC algorithm is tailored to every observed data point so that it needs to sample from scratch every time a new data point is observed, the proposed method learns the mapping from the data domain to posteriors just once and thereafter predicts a posterior instantly for any new observation. As such it performs amortized inference. If there is no limitation on the number of samples in the SMC algorithm such that it can adapt the rejection threshold to very small values and towards a particular observed data point, then the predicted posterior probabilities eventually become more accurate than those of the posterior density estimation approach. However, this requires that simulations are computationally cheap, which is not the case in practice. In addition, this eliminates the advantage amortized inference.

In the second example the method was tested in a use-case scenario from computational neuroscience: the comparison of ion channel models. This mimics the situation many scientists encounter: the ion channel models are defined as simulator models through differential equations and it is not clear how to compare them systematically in the light of observed channel data, e.g. current trace responses to voltage protocols. I used summary statistics proposed by Podlaski et al. (2017) to learn the mapping from data to the posterior over channel models. The predictions on a test set of simulated data were accurate in the sense that the correct underlying model was predicted with high probability. The comparison to rejection sampling approaches showed that the SMC algorithm was not able to recover the underlying model, whereas the basic rejection sampling algorithm achieved mediocre results. However, the latter required a lot more samples than needed for the MDN training and it was strongly dependent on the selected rejection criterion. Admittedly, the SMC algorithm was applied using an open source toolbox Klinger et al. (2017) with default settings. Thus, it is conceivable to achieve a better result by tuning the algorithm more carefully. Nevertheless, it seems that the rejection sampling approaches are outperformed by the density estimation on a problem with many summary statistics (here 25) and computationally expensive simulations.

The derivation of the optimization objective for approximating the posterior showed that it is possible to learn both, the posterior over models and the posterior over the
parameters for every model, separately. Therefore, in addition to predicting the posterior over models, the posterior over parameters was predicted for both example applications.

To validate the estimated posteriors, credible intervals and posterior quantile distributions were calculated. In case of the idealized comparison between the Poisson model and the negative-binomial model these demonstrated an accurate approximation. For the case of the posteriors over the parameters of the ion channel models, the visual impression of the posterior was good on individual test cases and predictive checking with samples from the posterior appeared accurate as well. However, the quantile distribution and credible intervals of the marginal posteriors over individual parameters showed deficits for both ion channel models. This indicates that the posterior estimation is not working properly. Reasons for that can be, among others, too little training data for learning the posterior density estimation so that the parameter spaces are not sampled densely enough, or the insufficiency of the summary statistics.

It was out of the scope of this thesis to investigate this further. However, these issues were addressed in previous work that focuses on the estimation of the posterior over parameters. Therefore, a possible extension of my approach is to apply a more specialized algorithm to the estimation of the posterior over parameters of a selected model, e.g., via density estimation and over multiple rounds with adaptive proposal priors to increase sampling efficiency, like in Lueckmann et al. (2017) or via non-linear regression models (Blum and François, 2010).

The problems in estimating the posterior over parameters for the ion channel models indicate an insufficiency in the summary statistics $s(x)$. This can be problematic for the estimation of the posterior probability of the model given the raw data, $p(m|x)$, as pointed out by Robert et al. (2011) and explained in section 2.2.4. Namely, the posterior probabilities estimated based on the summary statistics, $p(m|s(x))$, may in fact be quite different from the actual posterior $p(m|x)$. However, the results presented here showed that throughout the test data set, a posterior probability close to 1 was assigned to the correct ion channel model. Therefore, the information contained in the summary statistics appears to be sufficient to tell the models apart. Yet, in a case where models are more similar so that posterior probabilities are less extreme, the method might produce inconsistent results. To overcome this potential problem, one extension of my approach could be to learn better summary statistics from raw data time series using dimensionality reduction methods as proposed in Blum et al. (2013) or by defining the first layers of the MDN as recurrent neural networks applied to the raw data, as proposed by Lueckmann et al. (2017) and Jiang et al. (2015).
Overall, the accurate results on the theoretical example and the promising results on the use-case example indicate the feasibility of the proposed method. To further substantiate its applicability, additional use-case scenarios and a more detailed comparison to alternative approaches would be beneficial, e.g. a direct comparison to rejection sampling based approaches by Toni and Stumpf (2010) and Didelot et al. (2011). More recent approaches to compare to are given by Vakilzadeh et al. (2018) who propose a method to estimate the model evidence via hierarchical state-space models, and by Kacprzak et al. (2018) who improve standard rejection sampling efficiency using the quantiles of the distance measure between simulated and observed data. Thus, a future project could be a systematic review of the performance of above mentioned methods and the method proposed here, on a tractable example problem and on a number of representative examples from different disciplines.
M. A. Beaumont, W. Zhang, and D. J. Balding. Approximate bayesian computation in population genetics. *Genetics*, 162(4):2025–2035, 2002.

C. M. Bishop. Mixture density networks. 1994.

C. M. Bishop. *Pattern Recognition and Machine Learning*, volume 4. 2006. doi: 10.1117/1.2819119.

M. G. Blum and O. François. Non-linear regression models for approximate bayesian computation. *Statistics and Computing*, 20(1):63–73, 2010.

M. G. Blum, M. A. Nunes, D. Prangle, S. A. Sisson, et al. A comparative review of dimension reduction methods in approximate bayesian computation. *Statistical Science*, 28(2):189–208, 2013.

L. Breiman. Random forests. *Machine learning*, 45(1):5–32, 2001.

S. R. Cook, A. Gelman, and D. B. Rubin. Validation of software for bayesian models using posterior quantiles. *Journal of Computational and Graphical Statistics*, 15(3):675–692, 2006.

J.-M. Cornuet, P. Pudlo, J. Veyssier, A. Dehne-Garcia, M. Gautier, R. Leblois, J.-M. Marin, and A. Estoup. Diyabc v2. 0: a software to make approximate bayesian computation inferences about population history using single nucleotide polymorphism, dna sequence and microsatellite data. *Bioinformatics*, 30(8):1187–1189, 2014.

A. Dean. The variability of discharge of simple cells in the cat striate cortex. *Experimental Brain Research*, 44(4):437–440, 1981.

P. Del Moral, A. Doucet, and A. Jasra. Sequential monte carlo samplers. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)*, 68(3):411–436, 2006.

X. Didelot, R. G. Everitt, A. M. Johansen, D. J. Lawson, et al. Likelihood-free estimation of model evidence. *Bayesian Analysis*, 6(1):49–76, 2011.
Z. Dienes. Bayesian versus orthodox statistics: Which side are you on? Perspectives on Psychological Science, 6(3):274–290, 2011.

A. Grelaud, C. P. Robert, J.-M. Marin, F. Rodolphe, J.-F. Taly, et al. Abc likelihood-free methods for model choice in gibbs random fields. Bayesian Analysis, 4(2):317–335, 2009.

M. L. Hines, T. Morse, M. Migliore, N. T. Carnevale, and G. M. Shepherd. Modeldb: a database to support computational neuroscience. Journal of Computational Neuroscience, 17(1):7–11, 2004.

A. L. Hodgkin and A. F. Huxley. A quantitative description of membrane current and its applications to conduction and excitation in nerve. Journal of Physiology, 117(1-2):500–544, 1952. doi: DOI:10.1016/S0092-8240(05)80004-7.

ICGenealogy. ICGenealogy Website, 2016. URL https://icg.neurotheory.ox.ac.uk/.

H. Jeffreys. Some Tests of Significance, Treated by the Theory of Probability. Mathematical Proceedings of the Cambridge Philosophical Society, 31(2):203–222, 1935. doi: 10.1017/S030500410001330X.

B. Jiang, T.-y. Wu, C. Zheng, and W. H. Wong. Learning summary statistic for approximate bayesian computation via deep neural network. arXiv preprint arXiv:1510.02175, 2015.

T. Kacprzak, J. Herbel, A. Amara, and A. Réfrégier. Accelerating approximate bayesian computation with quantile regression: application to cosmological redshift distributions. Journal of Cosmology and Astroparticle Physics, 2018(02):042, 2018.

R. Kass and A. Raftery. Bayes Factors. Journal of the American Statistical Association, 90(430):773–795, 1995. doi: 10.1080/01621459.1995.10476572.

D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. CoRR, abs/1412.6980, 2014. URL http://arxiv.org/abs/1412.6980.

D. P. Kingma and M. Welling. Auto-encoding variational bayes. arXiv preprint arXiv:1312.6114, 2013.

E. Klinger, D. Rickert, and J. Hasenauer. pyabc: distributed, likelihood-free inference. bioRxiv, page 162552, 2017.

C. Koch and I. Segev. The role of single neurons in information processing. Nature Neuroscience, 3(11s):1171, 2000.
C. Leuenberger and D. Wegmann. Bayesian computation and model selection without likelihoods. *Genetics*, 184(1):243–252, 2010.

J. Liepe, P. Kirk, S. Filippi, T. Toni, C. P. Barnes, and M. P. Stumpf. A framework for parameter estimation and model selection from experimental data in systems biology using approximate bayesian computation. *Nature Protocols*, 9(2):439, 2014.

J.-M. Lueckmann, P. J. Goncalves, G. Bassetto, K. Öcal, M. Nonnenmacher, and J. H. Macke. Flexible statistical inference for mechanistic models of neural dynamics. In *Advances in Neural Information Processing Systems*, pages 1289–1299, 2017.

P. Marjoram, J. Molitor, V. Plagnol, and S. Tavaré. Markov chain monte carlo without likelihoods. *Proceedings of the National Academy of Sciences*, 100(26):15324–15328, 2003.

C. J. McAdams and J. H. Maunsell. Effects of attention on the reliability of individual neurons in monkey visual cortex. *Neuron*, 23(4):765–773, 1999.

T. J. McKinley, I. Vernon, I. Andrianakis, N. McCreesh, J. E. Oakley, R. N. Nsubuga, M. Goldstein, R. G. White, et al. Approximate bayesian computation and simulation-based inference for complex stochastic epidemic models. *Statistical Science*, 33(1):4–18, 2018.

U. K. Mertens, A. Voss, and S. Radev. Abrox—a user-friendly python module for approximate bayesian computation with a focus on model comparison. *PloS one*, 13(3):e0193981, 2018.

J. Neyman and E. S. Pearson. Ix. on the problem of the most efficient tests of statistical hypotheses. *Phil. Trans. R. Soc. Lond. A*, 231(694-706):289–337, 1933.

R. S. Nickerson. Null hypothesis significance testing: a review of an old and continuing controversy. *Psychological Methods*, 5(2):241, 2000.

G. Papamakarios and I. Murray. Fast ε-free inference of simulation models with bayesian conditional density estimation. In *Advances in Neural Information Processing Systems*, pages 1028–1036, 2016.

A. Paszke, S. Gross, S. Chintala, and G. Chanan. Pytorch. [https://github.com/pytorch/pytorch](https://github.com/pytorch/pytorch), 2016.

W. F. Podlaski, A. Seeholzer, L. N. Groschner, G. Miesenböck, R. Ranjan, and T. P. Vogels. Mapping the function of neuronal ion channels in model and experiment. *eLife*, 6, 2017. doi: 10.7554/eLife.22152.
M. Pospischil, M. Toledo-Rodriguez, C. Monier, Z. Piwkowska, T. Bal, Y. Frégnac, H. Markram, and A. Destexhe. Minimal Hodgkin–Huxley type models for different classes of cortical and thalamic neurons. *Biological Cybernetics*, 99(4-5):427–441, 2008.

J. K. Pritchard, M. T. Seielstad, A. Perez-Lezaun, and M. W. Feldman. Population growth of human Y chromosomes: a study of Y chromosome microsatellites. *Molecular Biology and Evolution*, 16(12):1791–1798, 1999.

P. Pudlo, J.-M. Marin, A. Estoup, J.-M. Cornuet, M. Gautier, and C. P. Robert. Reliable ABC model choice via random forests. *Bioinformatics*, 32(6):859–866, 2015.

C. P. Robert, J.-M. Cornuet, J.-M. Marin, and N. S. Pillai. Lack of confidence in approximate Bayesian computation model choice. *Proceedings of the National Academy of Sciences*, 108(37):15112–15117, 2011.

D. B. Rubin et al. Bayesianly justifiable and relevant frequency calculations for the applied statistician. *The Annals of Statistics*, 12(4):1151–1172, 1984.

M. N. Shadlen and W. T. Newsome. The variable discharge of cortical neurons: implications for connectivity, computation, and information coding. *Journal of Neuroscience*, 18(10):3870–3896, 1998.

S. A. Sisson, Y. Fan, and M. M. Tanaka. Sequential Monte Carlo without likelihoods. *Proceedings of the National Academy of Sciences*, 104(6):1760–1765, 2007.

M. Sunnåker, A. G. Busetto, E. Numminen, J. Corander, M. Foll, and C. Dessimoz. Approximate Bayesian computation. *PLoS Computational Biology*, 9(1):e1002803, 2013.

W. Taouali, G. Benvenuti, P. Wallisch, F. Chavane, and L. U. Perrinet. Testing the odds of inherent vs. observed overdispersion in neural spike counts. *Journal of Neuroscience*, 115(1):434–444, 2015.

T. Toni and M. P. Stumpf. Simulation-based model selection for dynamical systems in systems and population biology. *Bioinformatics*, 26(1):104–110, 2010.

T. Toni, D. Welch, N. Strelkowa, A. Ipsen, and M. P. Stumpf. Approximate Bayesian computation scheme for parameter inference and model selection in dynamical systems. *Journal of the Royal Society Interface*, 6(31):187–202, 2009.

R. D. Traub and R. Miles. *Neuronal Networks of the Hippocampus*, volume 777. 1991. doi: 10.1017/CBO9780511895401.

M. K. Vakilzadeh, J. L. Beck, and T. Abrahamsson. Using approximate Bayesian computation by subset simulation for efficient posterior assessment of dynamic state-space model classes. *SIAM Journal on Scientific Computing*, 40(1):B168–B195, 2018.
J. Vandekerckhove, D. Matzke, and E.-J. Wagenmakers. Model comparison and the principle. *The Oxford Handbook of Computational and Mathematical Psychology*, page 300, 2015.

R. Vogels, W. Spileers, and G. A. Orban. The response variability of striate cortical neurons in the behaving monkey. *Experimental Brain Research*, 77(2):432–436, 1989.

E.-J. Wagenmakers. A practical solution to the pervasive problems of p-values. *Psychonomic Bulletin & Review*, 14(5):779–804, 2007.

E.-J. Wagenmakers, J. Verhagen, A. Ly, D. Matzke, H. Steingroever, J. N. Rouder, and R. D. Morey. The need for bayesian hypothesis testing in psychological science. *Psychological Science under Scrutiny: Recent Challenges and Proposed Solutions*, pages 123–138, 2017.

R. L. Wasserstein and N. A. Lazar. The asa’s statement on p-values: context, process, and purpose, 2016.

A. R. Willms, D. J. Baro, R. M. Harris-Warrick, and J. Guckenheimer. An improved parameter estimation method for Hodgkin-Huxley models. *Journal of Computational Neuroscience*, 6(2):145–168, 1999.

W. Yamada, C. Koch, and P. Adams. Multiple channels and calcium dynamics. *Methods in Neuronal Modeling. MIT Press, Cambridge*, pages 97–134, 1989.