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Abstract: In this paper, the prey predator model as well as maximum sustainable yield has been discussed. Both prey and predator populations are considered to follow logistic law of growth. Both prey and predator harvesting or combined harvesting and maximum sustainable yield have been discussed. The maximum sustainable yield has been observed in two ways: as a function of one variable and also a function of two variables. Non-dimensionalization or scaling of the model, in order to reduce the number of the parameters has been performed. Positivity and boundedness of the solution have been studied. Stability analysis of the equilibrium point and also numerical simulations of the model in two dimensional as well as three dimensional cases have been done using MATLAB ode 45.
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1. Introduction

In an ecosystem, predation is a biological interaction where a predator feeds on its prey. Predator is a hunting organism while prey is the organism that is attacked. Predators may or may not kill their prey prior to feeding on them, but the act of predation often results in the death of the prey. However, predators are also often another organism's prey. For example, blue jays prey on insects, they in turn are prey for cats and snakes, and snakes are the prey for hawks.

Since most of predator-prey communities are linked it is interesting to study how they are linked to and affect each other. Studying of Predator-prey models plays an important role in the management of renewable resources.

A fishery is generally assumed to be a renewable resource because if a small number of fish from the population is harvested in a given year then those will be replaced by the offspring of the adults during following year. Fishing has a lot of benefits to human beings. It serves as food, creates job opportunities and generates income. In general, it has great impact on the socioeconomic and infrastructure development of a country [1 – 3].

The optimal management of renewable resources is the maximum sustainable yield MSY of harvesting, being the maximum harvestable quantity. A population will go extinction over a period of time if it is harvested more than its MSY. That is, the population is over exploited. The MSY for the harvesting must be determined, in case the harvesting is allowed, for each population so as to assure the preservation of all species [4 – 7].

Many researchers modeled prey predator systems assuming that the predator will alive only if its prey exists. The generalist species predator-prey model including harvesting of both prey and predator has been studied. Here the predator is assumed to have alternative food resources [8 – 11].

The general practice is that the harvesting of prey and predator populations will be considered separately. However, in the present study harvesting of both prey and predator are considered. That is, the model can be used to study the combined harvesting of both the populations simultaneously. Harvesting is performed on both prey and predator populations at the same time.

The interaction of prey and predator is studied on the assumptions: (i) both the prey and predator populations grow following logistic functions (ii) there is high intra-specific competition among the predator population and (iii) harvesting is applied on both prey and predator populations, combined harvesting.
2. Construction of Mathematical Model

The mathematical model for prey and predator can be constructed using Ordinary Differential Equations. Scaling of the model equations reduce the number of parameters helping to classify less and more important parameters. In the formulation of the model here the interesting issue is the maximum sustainable yield, also the harvesting of both populations conducted simultaneously. The other issues of interest include performing of stability analysis of the equilibrium points, and numerical simulations. Simulation study of the model is conducted using MATLAB ode45 software.

2.1. Model Formulation

In an existing prey-predator model constructed on the assumption that the prey and the predator population follow logistic law of growth, the population dynamics include the cases: (i) model without harvesting (ii) prey harvesting (iii) predator harvesting. In this study stability analysis and simulation study as well as boundedness and positivity of the model solution have been verified. However, the case of harvesting of both prey and predator simultaneously has not been considered [1].

To fill the gap, here the study is conducted on the maximum sustainable yield as well as species conservation considering the harvesting of both populations at the same time i.e., combined harvesting. The present model is built based on the following assumptions [1]:

(i) The variables \(x(t)\) and \(y(t)\) respectively represent the population sizes of prey and predator at time \(t\).
(ii) The population sizes of both prey and predator follow logistic law of growth.
(iii) The predator consumes the prey population involving linearly interaction.
(iv) There is an intra-specific competition within the predator population.
(v) The harvesting rates of prey and predator populations are not the same.
(vi) Simultaneous harvesting of both prey and predator populations is possible.

The population dynamics of the system is then governed by the following system of differential equations:

\[
\frac{dx}{dt} = r_1 x [1 - (x/k_1)] - a xy - q_1 Ex \\
\frac{dy}{dt} = r_2 y [1 - (y/k_2)] + b xy - \mu y^2 - q_2 Ey
\]

Here in (1) – (2), \(r_1\) and \(r_2\) are respectively, the intrinsic growth rate of prey and predator populations; \(k_1\) and \(k_2\) are their respective environmental carrying capacities; \(q_1\) and \(q_2\) are the catchability coefficient of prey and predator population; \(q_1 E\) and \(q_2 E\) are the harvesting rates of prey and predator populations at time \(t\); \(p\) is the predation rate; and \(\mu\) is the coefficient of intra-specific competition among predators.

2.2. Combined Harvesting

In the combined harvesting, consider that the prey is Tilapia fish with population size \(x\) while the predator is Whale Fish with the population size \(y\). The populations of both prey and predator are assumed to grow following logistic function. A variable \(E\) is introduced into both the prey and predator equations and is called fishing effort. Assume that the catch of fish per unit effort is proportional to the available amounts of \(x\) and \(y\). Thus, a population harvesting predator prey model with combined harvesting and intra-specific competition among predators is the same given by (1) and (2).

Scaling the Combined Harvesting Model

The scaled versions of the equations (1) – (2) using the new scaled parameters \(u = x/k_1\), \(v = y/k_2\), \(t = (1/r_1)\tau\) take the form as

\[
\frac{du}{d\tau} = u(1 - u) - a_1 uv - E_1 u
\]
\[
\frac{dv}{d\tau} = a_2 v(1 - v) + a_3 uv - a_4 v^2 - E_2 v
\]

Here in (3) – (4), \(a_1 = ak_1/r_1\), \(a_2 = r_2/r_1\), \(a_3 = bk_1/r_1\), \(a_4 = \mu k_2/r_1\), \(E_1 = q_1 E/r_1\) and \(E_2 = q_2 E/r_1\).

2.3. Boundedness of Solution of the Combined Harvesting Model

Theorem: All solutions \(\{u(\tau), v(\tau)\}\) of the system of model equations (3) – (4) together with positive initial condition \((u_0, v_0)\) are bounded within the region \(\Omega = \{(u, v): 0 \leq u(\tau) \leq 1, 0 \leq v(\tau) \leq 1 + \frac{a_3}{a_2}\}\).

Proof: The boundedness argument for \(u(\tau)\): the model equation (3) can be expressed as an inequality, without loss of generality, as \(du/d\tau \leq u(1 - u)\). This inequality can be solved analytically to obtain a solution that sets an upper bound for \(u(\tau)\). Using partial fraction method the inequality can be equivalently expressed as \([0 \leq [1/(1 - u)]\} du/d\tau \leq dt\) and this can be solved to obtain a solution as \(u(\tau) \leq [\frac{A}{A + e^{\tau}}] + \frac{u_0}{1 - u_0}\) where \(A = [u_0/(1 - u_0)]\) and \(u_0 = u(0)\). Further, as \(\tau \to \infty\) it can be observed that \(u(\tau) \leq 1\). Thus, \(u(\tau)\) satisfies the boundary conditions that \(u_0 \leq u(\tau) \leq 1\) for all \(\tau \geq 0\). Thus it can be concluded that \(u(\tau)\) is bounded.

The boundedness argument for \(v(\tau)\): the model equation (4) can be expressed as an inequality, without loss of generality, as \(dv/d\tau \leq a_2 v(1 - v) + a_3 v\). This inequality can be solved analytically to obtain a solution that sets an upper bound for \(v(\tau)\). Using partial fraction method the inequality can be equivalently expressed as \([0 \leq (a_2 + a_3)/([1/(1 - v)] + a_3 a_3)] \leq dt\) and this can be solved to obtain a solution as \(v(\tau) \leq [B(a_2 + a_3)/a_2 B + e^{-(a_2 + a_3)\tau}]\), where \(B = [v_0/(a_3(1 - v_0) + a_3)]\) and \(v_0 = v(0)\). Further, as \(\tau \to \infty\) it can be observed that \(v(\tau) \leq 1 + (a_3/a_2)\). Thus, \(v(\tau)\) satisfies the boundary conditions that \(v_0 \leq v(\tau) \leq 1 + (a_3/a_2)\) for all \(\tau \geq 0\). Thus it can be concluded that \(v(\tau)\) is bounded.

Therefore all solutions of the system of model equations (3) – (4) with positive initial values in \(R_2^+\) are bounded in the region \(\Omega\).
2.4. Positivity of the Solution

In the present model population sizes of the prey as well as the predator should not be negative because population cannot be negative. Hence the solutions of (1) – (2) are expected to be positive quantities. It is sufficient to show that the solution of the scaled model expressed in (3) – (4) is nonnegative and the same is done as follows:

Non – negativity of \( v(r) \): the equation (4), without loss of generality, can be expressed as \( dv/dr \geq v(a_2v + a_4v + E_2) \). Using integration by part it is possible to find its general solution. After simplification the solution takes the form as \( v(r) = \frac{Ae^{\frac{r^2}{2}} - A(a_2 + a_4)}{v_0/\left[E_2 + (a_2 + a_4)\nu_0\right]} \), here \( A = v_0/[E_2 + (a_2 + a_4)\nu_0] \) is a constant, and \( v_0 = v(0) \) is the initial population size of \( v(r) \). Further it can be observed that \( lim v(r) \to 0 \) as the time \( \tau \to \infty \). Hence, the variable \( v(r) \) is non – negative for all \( \tau \geq 0 \).

Non – negativity of \( u(r) \): The equation (3), without loss of generality, can be expressed as \( du/dr \geq -u^2 - a_1uv - E_1u \). Since minimum of \( v \) is zero, the foregoing inequality can be equivalently put as \( du/dr \geq -u^2 - E_1u \). Using integration by part it is possible to find its general solution. After simplification the solution takes the form as \( u(r) \geq \frac{\nu_0[Be^{\frac{r^2}{2}}-1]}{\nu_0[Be^{\frac{r^2}{2}}-1]} \), here \( B = 1 - (E_1/\nu_0) \) is a constant, and \( \nu_0 = u(0) \) is the initial population size of \( u(r) \). Further it can be observed that \( lim u(r) \to 0 \) as the time \( \tau \to \infty \). Hence, the variable \( u(r) \) is non – negative for all \( \tau \geq 0 \).

Therefore both \( v(r) \) and \( u(r) \) are non – negative quantities for all the values of temporal coordinate \( \tau \).

2.5. Equilibrium Points

From the scaled equations (3) - (4) of the model, the equilibrium points can be found by setting the left hand sides equal to zero and solving the resultant equations. Thus the equilibrium points \((u, v)\) are solutions of the pair of equations \( u(1 - u) - a_1uv - E_1u = 0 \) and \( a_2v(1 - v) + a_3uv - a_4v^2 - E_2v = 0 \). In all there are four equilibrium points: one is trivial; two are axial; and one is interior as illustrated below:

(i) The trivial equilibrium point is \((0, 0)\). It occurs at the origin.
(ii) The axial equilibrium points are \( \{0, [a_2 - E_2/a_2 + a_4]\} \) and \((1 - E_1, 0)\). The former is on \( v \) axis while the other occurs on \( u \) axis.
(iii) The interior equilibrium point occurs in the positive quadrant of \( uv \) plane at

\[
(u^*, v^*) = \left\{ \frac{(a_2 + a_4)(1 - E_1) + a_1(E_2 - a_2) - a_2 + a_3 - (a_3E_1 + E_2)}{a_2 + a_3 + a_4}, \frac{a_3u}{a_2 + a_3 + a_4} \right\}
\]  

Note that the axial equilibrium points are valid only if the parameters satisfy \( E_2 < a_2 \) and \( E_1 < 1 \). In addition to these the interior equilibrium point is valid if and only if \( \{a_2 - [(a_2 + a_4)(1 - E_1)/a_1]\} < E_2 \). Thus, it can be concluded that all the four equilibrium points are valid if the following conditions of parameters are valid:

\[
0 < E_1 < 1 \quad \text{and} \quad \{a_2 - [(a_2 + a_4)(1 - E_1)/a_1]\} < E_2 < a_2
\]

2.6. Stability Analysis of the Equilibrium Points

In order to verify stability of the equilibrium point, the first and foremost thing to be done is finding the Jacobin matrix \( J(u, v) \) of the functions \( f_1(u, v) = u(1 - u) - a_1uv - E_1u \) and \( f_2(u, v) = a_2v(1 - v) + a_3uv - a_4v^2 - E_2v \). The element form of Jacobin matrix can be expressed as

\[
J(u, v) = \begin{bmatrix}
\frac{\partial f_1}{\partial u} & \frac{\partial f_2}{\partial u} \\
\frac{\partial f_1}{\partial v} & \frac{\partial f_2}{\partial v}
\end{bmatrix} = \begin{bmatrix}
1 - 2u - a_1v - E_1 & a_3u \\
-2a_2v + a_3u - 2a_4v - E_2
\end{bmatrix}
\]  

Now the Jacobian matrix (8) at the axial equilibrium point \((1 - E_1, 0)\) reduces to the form as

\[
J(1 - E_1, 0) = \begin{bmatrix}
E_1 - 1 & -a_1(1 - E_1) \\
0 & a_2 + a_3(1 - E_1) - E_2
\end{bmatrix}
\]

The characteristic equation \( |J - \lambda I| = 0 \) is thus found to be \( \lambda_1 = E_1 - 1 \) and \( \lambda_2 = a_2 + a_3(1 - E_1) - E_2 \). From the restrictions \( (6) \) and \( (7) \) set on parameters it can be verified that both the eigenvalues \( \lambda_1 \) and \( \lambda_2 \) are positive. Therefore the axial equilibrium point \((1 - E_1, 0)\) is unstable.

Theorem 3: The axial equilibrium point \( \{0, [a_2 - E_2/(a_2 + a_4)]\} \) of the model (3) – (4) is unstable.

Proof: Note that an equilibrium point is said to be unstable if among the two eigenvalues of the Jacobian matrix at that point, one is positive and the other is negative.

Now the Jacobian matrix (8) at the axial equilibrium point \( \{0, [a_2 - E_2/(a_2 + a_4)]\} \) reduces to the form as
The characteristic equation \(|J - \lambda I| = 0\) is thus computed to be \((1 - E_1 - [(a_2 - E_2)/(a_2 + a_4)]) - \lambda = 0\) giving two eigenvalues as 
\[
\lambda_1 = E_2 - a_2 \\
\lambda_2 = [(a_2 + a_4)/(1 - E_1) - a_1(a_2 - E_2)/(a_2 + a_4)].
\]
From the restrictions (6) and (7) on parameters it can be verified that \(\lambda_1\) is negative while \(\lambda_2\) is positive. Therefore the axial equilibrium point \((0, [(a_2 - E_2)/(a_2 + a_4)])\) is unstable.

Furthermore, the stability of the equilibrium point can be done making the use of Jacobian matrix. Let \((u^*, v^*)\) be the positive equilibrium point. The determinant and the trace of the Jacobian at \((u^*, v^*)\) is given by
\[
det J = \left[\begin{array}{cc}
1 - E_1 \left(\frac{a_2 - E_2}{a_2 + a_4}\right) & 0 \\
(a_3 - 2a_2E_2) & E_2 - a_2
\end{array}\right]
\]

The sustainable yield during the equilibrium state is denoted and can be expressed following the procedure given in [2]. Thus, the yield in the equilibrium situation is defined as
\[
Y(E_1, E_2) = Y(E_1) + Y(E_2) = E_1u^* + E_2v^*.
\]

The main objective is to find the maximum sustainable yield i.e., to find the point \((E_1, E_2)\) at which the function \(Y(E_1, E_2)\) defined in (11) gains a maximum value.

In case of a function of one variable, the local maximum or minimum is found using differentials of the given function. The local maximum or minimum occurs where the first derivative of the function equals to zero. The point at which the first derivative of the function is zero and the second derivative is negative is called maximum point. Further, the point at which the first derivative of the function is zero and second derivative is positive is called minimum point.

2.8. Finding Stationary Points of a Function of Two Variables

In the present case the yield function is a function \(Y(E_1, E_2)\) of two variables \(E_1\) and \(E_2\). So in order to find the maximum yield point the following procedure can be followed: A point \((c^*, d^*)\) which is either maximum or minimum or saddle point is commonly known as a stationary point. The computed value of a function at the stationary point is called the stationary value of that function. To find the stationary points of \(Y(E_1, E_2)\) the partial derivatives \(\partial Y/\partial E_1\) and \(\partial Y/\partial E_2\) are required to be worked out and set both equal to zero. This set up gives two equations in two unknowns \(E_1\) and \(E_2\). Solving these equations will provide maximum yielding population sizes of prey and predator \(E_1\) and \(E_2\). In what follows the concept of classifying stationary points is briefly summarized.

The classification of a stationary point of a function of two variables is provided here. The general notations for representing partial derivatives include
\[
Y_{E_1} = \partial Y/\partial E_1, \quad Y_{E_2} = \partial Y/\partial E_2, \quad Y_{E_1E_1} = \partial^2 Y/\partial E_1^2, \quad Y_{E_1E_2} = \partial^2 Y/\partial E_1\partial E_2, \quad Y_{E_2E_2} = \partial^2 Y/\partial E_2^2.
\]
Recall that at a stationary point \((u^*, v^*)\) the function \(Y(E_1, E_2)\) satisfies the conditions \(Y_{E_1} = 0\) and \(Y_{E_2} = 0\). Further, (i) if \(Y_{E_1E_1}Y_{E_2E_2} - (\partial^2 Y/\partial E_1\partial E_2) < 0\) then \((c^*, d^*)\) is a saddle point (ii) if \(Y_{E_1E_1}Y_{E_2E_2} - (\partial^2 Y/\partial E_1\partial E_2) > 0\) then \((c^*, d^*)\) is either maximum or minimum point (iii) In addition to the satisfaction of the condition given in (ii) if \(Y_{E_1E_1} < 0\) and \(Y_{E_2E_2} < 0\) then \((c^*, d^*)\) is the maximum point and finally (iv) in addition to the satisfaction of the condition given in (ii) if \(Y_{E_1E_1} > 0\) and \(Y_{E_2E_2} > 0\) then \((c^*, d^*)\) is the minimum point.

The explicit expression the yield function (11) and its first and second order partial derivatives can be expressed as
\[
Y(E_1, E_2) = \frac{(a_2 + a_4)(E_1 - E_2^2)}{a_2 + a_4} + \frac{(a_1 - a_3)E_1E_2 + E_2(a_2 + a_3 - E_2) - E_1a_1a_2}{a_2 + a_4}.
\]
\[ \frac{\partial Y}{\partial E_1} = \frac{a_2 + a_4 - 2a_2E_1 - 2a_4E_2 - a_1a_2 + E_2a_1 - a_3E_2}{a_2 + a_1a_3 + a_4} \]
\[ \frac{\partial Y}{\partial E_2} = \frac{E_1a_1 + a_2 + a_3 - a_3E_1 - 2E_2}{a_2 + a_1a_3 + a_4} \]
\[ \frac{\partial^2 Y}{\partial E_1^2} = \frac{-2a_2 - 2a_4}{a_2 + a_1a_3 + a_4} \]
\[ \frac{\partial^2 Y}{\partial E_2^2} = \frac{-2}{a_2 + a_1a_3 + a_4} \]
\[ \frac{\partial^2 Y}{\partial E_1 \partial E_2} = \frac{(a_1 - a_3)}{a_2 + a_1a_3 + a_4} \]

In view of the above solving the two equations \( \frac{\partial Y}{\partial E_1} = \frac{\partial Y}{\partial E_2} = 0 \) leads to one stationary point \((c^*, d^*)\) where

\[ c^* = \left[ \frac{2(a_1 + a_2 - a_3)(a_2 + a_4) + (a_3 - a_2)(a_1 - a_3)^2 - 2a_1a_3^2}{(a_1 - a_3)^2(2a_2 + a_1a_3) + 4(a_3 - a_2)(a_2 + a_4)} \right] \]
\[ d^* = \left[ \frac{(a_1 + a_2 + 2a_3) - a_1a_2(a_1 - a_3)}{(a_1 - a_2)(a_1 - a_3) + 4(a_2 + a_4)} \right] \]

It is now need to classify \((c^*, d^*)\). Now the determinant is given by

\[ \frac{\partial^2 Y}{\partial E_1^2} \frac{\partial^2 Y}{\partial E_2^2} - \frac{\partial^2 Y}{\partial E_1 \partial E_2}^2 = \frac{2(2a_2 + 2a_4 + a_1a_3) - (a_1 + a_3)^2}{(a_2 + a_1a_3)^2} \]

Here it can be observed that the determinant given in (14) is greater than zero if the condition on parameters \(2(2a_2 + 2a_4 + a_1a_3) > (a_1 + a_3)^2\) holds true. However, the conditions \(\frac{\partial^2 Y}{\partial E_1^2} < 0\) and \(\frac{\partial^2 Y}{\partial E_2^2} < 0\) do hold absolutely true. It can be concluded that the maximum sustainable yield \(Y_{MSY} = E_1c^* + E_2d^*\) is given at the point \((c^*, d^*)\) where the expressions for \(c^*\) and \(d^*\) are given by (12) and (13) respectively provided that the following condition on parameters hold

\[ 2(2a_2 + 2a_4 + a_1a_3) > (a_1 + a_3)^2 \]

### Table 1. Model parameters and their description.

| Parameter | Description |
|-----------|-------------|
| \(r_1\) | The intrinsic growth rate of prey population |
| \(r_2\) | The intrinsic growth rate of predator population |
| \(q_1\) | The catchability coefficient of prey population |
| \(q_2\) | The catchability coefficient of predator population |
| \(q_{1,E}\) | The harvesting rate from prey population at time \(t\) |
| \(q_{2,E}\) | The harvesting rate from predator population at time \(t\) |
| \(a\) and \(b\) | The predation rates |
| \(\mu\) | The coefficient of intra-specific competition among predators |

### 3. Numerical Simulations

Numerical simulations of the model have been carried out using MATLAB inbuilt function `ode 45`. The simulation study is carried out in two ways for the maximum sustainable yield: such as the maximum sustainable yield as a function of one variable and maximum sustainable yield as function of two variables have been studied. The graph for a function of one variable as well as function of two variables has been discussed through 2 and 3 dimensional plot as follows:

**Figure 1.** Dynamics of population biomass with \(a_1 = 0.999, a_2 = 0.8, a_3 = 0.99, a_4 = 0.71, \ E_1 = 0.8, E_2 = 0.6, \beta = 0.28, a = 0.5, u_0 = 5, v_0 = 3.**

In Figure 1, the simulation study shows that the maximum sustainable yield of the combined population is around \(Y_{MSY} = 1.642\) units. This combined yield occurs when the efforts of prey and predator are \((E_1, E_2) = (49, 33)\). Further, it can be observed that the maximum yield increasing \(E_2\) increases from 0 to 40 and decreases thereafter.

**Figure 2.** Dynamics of population biomass with \(a_1 = 0.999, a_2 = 0.8, a_3 = 0.99, a_4 = 0.71, E_1 = 0.48, E_2 = 0.6, \beta = 0.28, a = 0.5, u_0 = 5, v_0 = 3.**

In Figure 2, the simulation study shows that the maximum sustainable yield of the combined population is around \(Y_{MSY} = 1.643\) units. This combined yield occurs when the efforts of prey and predator are \((E_1, E_2) = (49, 32)\). Further, it can be observed that the maximum yield increasing \(E_2\) increases from 0 to 52 and decreases thereafter.
In Figure 3, the simulation study shows that the maximum sustainable yield of the combined population is around $Y_{MSV} = 1.575$ units. This combined yield occurs when the efforts of prey and predator are $(E_1, E_2) = (53, 40)$. Further, it can be observed that the maximum yield increasing $E_2$ increases from 0 to 40 and decreases thereafter.

Alternative way of finding Maximum sustainable yield in 2D: The maximum sustainable yield for combined harvesting can be also found in two dimensional i.e., function of one variable by rescaling the model. This technique will be applied on the model equations (1) – (2) by considering new scaling parameters as $u = x/k_1, v = y/k_2, t = (1/r_1)\tau$. In terms of these new scaling parameters the equations take the form as:

$$du/d\tau = u(1-u) - a_1uv - \beta Eu$$  \hspace{1cm} (16)

$$dv/d\tau = a_2v(1-v) + a_3uv - a_4v^2 - a_5E v$$  \hspace{1cm} (17)

Here in (14) – (15), the notations used and their expressions include $a_1 = ak_2/r_1, a_2 = r_2/r_1, a_3 = ak_3/r_1, a_4 = \mu k_2/r_1, \beta = q_1/r_1, a_5 = q_2/r_1$.

On setting the left hand sides system of two equations (16) – (17) to zero and after making some algebraic simplifications the interior or co-existence equilibrium point can be obtained as

$$\left(\frac{(a_2 + a_4)(1-\beta E) + a_1(a_2- a_3)(1-\beta E)}{(a_2 + a_1a_3 + a_4)}\right)$$

As stated in [2] the yield function in the equilibrium situation is defined as $Y(E) = Eu^\star + Ev^\star$ and hence it takes the expression as

$$Y(E) = E\left(\frac{(a_2 + a_4)(1-\beta E) + a_1(a_2- a_3)(1-\beta E)}{(a_2 + a_1a_3 + a_4)}\right)$$  \hspace{1cm} (18)

To find the maximum sustainable total yield MSTY the first derivative of the yield function $Y(E)$ with respect to effort $E$ is to be constructed and made equal to zero. Then solve for the stationary point. It is a point at which the first derivative of a function equal to zero. Inserting of the stationary point in to the yield function $Y(E)$ results the maximum sustainable yield. To find the MSTY a procedure is followed as follows:

$$\frac{dY}{dE} = \left(\frac{(a_2 + a_3 + a_4)(1-2\beta E) + (a_2 - 2a_5E)(1-\alpha_j)}{(a_2 + a_1a_3 + a_4)}\right)$$

Setting $dY/dE = 0$ and solving gives the result as $E = \left(\frac{2a_2 + a_3 - a_4 - a_1a_2}{2(a_2\beta + a_3\beta + a_5 + a_1a_5)}\right)$ provided that the denominator is not zero, that is $a_2\beta + a_3\beta + a_5 + a_1a_5$. Hence the MSTY is given be

$$Y_{MSTY} = (u^\star + v^\star)\left(\frac{2a_2 + a_3 - a_4 - a_1a_2}{2(a_2\beta + a_3\beta + a_5 + a_1a_5)}\right)$$

A simulation study is conducted on the model equations (14) – (15) and on the yield function (16). The results are presented in the form of figures below:
indicates that population sizes of both prey and predator converge to a finite value. The phase portrait shows that the interior equilibrium point \((0.46689, 0.4883)\) is stable. The yield curve is increasing for any effort lying in the interval \(E \in (0, 4.046)\) and decreases thereafter. The maximum sustainable yield is 2.052 at \(E = 4.046\). As it can be observed the prey biomass decreases when effort \(0 \leq E \leq 3.246\) and increases when the effort is \(3.246 \leq E \leq 10\). The predator biomass increases when \(0 \leq E \leq 0.24\) and decreases when \(0.24 \leq E \leq 10\).

In Figure 5, the time series plot of the system (13) – (14) indicates that population size converges to finite equilibrium value. The phase portrait of the system in this figure corresponding to different initial values indicates that the interior equilibrium point \((0.7143, 0.2381)\) is stable. The yield curve is increasing for any effort lying in \((0, 4.046)\). The maximum sustainable yield is 2.068 at \(E = 4.068\). It can be observed that biomass of the prey as well as the predator changes almost constant throughout effort.

4. Conclusions

In this paper, a modified mathematical model is proposed to describe the maximum combined harvesting on prey and predator population as well as maximum sustainable yield. The stability analysis and numerical simulations for the maximum sustainable yield have been performed. From the stability analysis of the equilibrium point it could be stable biomass decreases throughout the domain \(E\), but at the beginning it decreases rapidly after a while the change is very slow.

In Figure 6, the phase portrait of the system corresponding to differential values indicates that the interior equilibrium point \((0.5154, 0.43829)\) is stable. The yield curve is increasing for any effort lying in \((0, 4.01)\). The maximum sustainable yield is 2.035 at \(E = 4.01\). It can be observed that biomass of the prey as well as the predator changes almost constant throughout effort.
only under some specific conditions. The numerical simulations for the maximum sustainable yield have been seen in two different ways. That is yield as a function of one variable and function of two variables have been also done. Positivity and boundedness of the model also have been studied. Since, the numerical simulation studies and stability analysis of the model are conducted the model could be applied to the real-world situations, and may help to get maximum sustainable harvest without extremely affecting the fish population in the environment and also to keep the prey-predator relationship in balanced condition.
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