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Abstract
We revisit the problem of recovering wave speeds and density across a curved interface from reflected wave amplitudes. Such amplitudes have been exploited for decades in (exploration) seismology in this context. However, the analysis in seismology has been based on linearization and mostly flat interfaces. Here, we present an analysis without linearization and allow curved interfaces, establish uniqueness and provide a reconstruction, while making the notion of amplitude precise through a procedure rooted in microlocal analysis.
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1 Introduction

We consider the problem of recovering piecewise smooth wave speeds and density across a curved interface from reflected wave amplitudes. Such amplitudes have been exploited for decades in seismology in this context. However, the analysis in seismology uses a linearization and assumes mostly flat interfaces. This is a nonlinear inverse problem, and here, we present an analysis without linearization and allow curved interfaces, establish uniqueness and provide a reconstruction, while making the notion of amplitude precise through a procedure rooted in microlocal analysis. While our focus is on elastic waves in isotropic media, we consider in parallel the acoustic case with vanishing shear modulus. By measuring the amplitudes of reflected acoustic or elastic waves above a curved interface at various incidence angles, we recover the jet of the material parameters infinitesimally below the interface as well as the principal curvatures of the interface.

Following the notation in Stefanov et al. (2021) and Hansen (1991), let $\Omega \subset \mathbb{R}^3$ be a smooth, bounded domain and $\Gamma$ a closed, smooth hypersurface splitting $\Omega$ into two subdomains $\Omega_+$ and $\Omega_-$. For the isotropic elastic wave equation, we assume the density of mass $\rho$ and Lamé parameters $\lambda, \mu$ are smooth up to the surface $\Gamma$ with a possible jump there. When an acoustic or elastic wave hits an interface, the strength of the reflected wave depends not only on the material parameters infinitesimally above and below the interface, but it also depends on the angle of incidence and the curvature of the interface. There is a certain reflection operator that we denote $R$ throughout this work, which will be a PsiDO of order zero on the interface, that determines the amplitude of a reflected wave. Concretely, we aim to recover all material parameters (and their derivatives) directly below an interface from knowledge of $R$ and the material parameters above an interface. We will also determine the curvature of the interface from such data. This is a variant of the boundary determination problem (see for example Rachele 2000) from the hyperbolic Dirichlet-to-Neumann map, but in our case, reflected amplitudes (specifically, we use the full symbol of $R$) is in place of the Dirichlet-to-Neumann map. We are not aware of mathematical literature of this exact problem even though there is plenty of geophysical literature on a simplified version of this problem (see Davydenko and Verschuur 2019; Hammad and Verschuur 2019; Skopintseva et al. 2012). We treat this inverse problem both in the acoustic and elastic wave setting.

The result closest to ours was obtained by Rachele in Rachele (2000). She showed that one can uniquely determine the Lamé parameters and density of mass (including all their derivatives) at the boundary of a domain from the hyperbolic Dirichlet-to-Neumann map. Aside from boundary recovery, through asymptotic analysis, following the propagation of singularities, amplitudes and reflection coefficients have been used by seismologists to obtain wave speeds and density of mass just below an interface. The procedure, which is derived from a linearization of the inverse problem considered here, is termed “amplitude versus offset analysis” (AVO). The procedure has “locally” elastic plane waves sent into an elastic medium with a reflector at various angles and their reflected amplitudes are measured. The amplitude variation due to change in angle of a wave hitting the reflector indicates contrasts in lithology, shear properties, and fluid content in rocks above and below the interface. Recent work
for this type of analysis in heterogeneous media can be found in Hammad and Verschuur (2019), and an inverse problem that incorporates both multiple scattering and recovering reflection coefficients can be found in Davydenko and Verschuur (2019). A genetic algorithm (evolutionary algorithm) for optimization for the nonlinear recovery of material parameters from reflection coefficients can be found in Neves and de Hoop (2000). We also refer to de Hoop and Bleistein (1997) for an inverse problem with anisotropic media and reflection coefficients. Our analysis here gives a concrete mathematical framework and proof that at least in an isotropic setting (we will study anisotropic settings in another work), one can determine the full elastic properties and density across an interface from reflection operators. Most works in the geophysics literature assumed some type of homogeneity and a simple interface, while several works such as Skopintseva et al. (2012) and Červený et al. (1974) consider curved interfaces and their effect on the reflection coefficients. We make no simplifying geometric assumptions about the interface except that it is a smooth hypersurface, and a nice byproduct of our construction, aside from the inverse problem, shows concretely the effect of curvature on the reflection operators. In addition, we do not linearize the problem as is usually done in articles on AVO. Much of our proof is constructive, and will serve as a basis for reconstruction algorithms.

Our primary motivation is to eventually recover a piecewise smooth density of mass (in the isotropic elastic wave equation) in the interior of the domain, which we present in a subsequent paper. We essentially want to “image” the density using high frequency waves. In fact, one may recover piecewise smooth wavespeeds without using reflected amplitudes as in Stefanov et al. (2021). In Stefanov et al. (2021), Stefanov, Vasy, and Uhlmann first construct the parametrix for the isotropic elastic wave equation away from any glancing rays. They use the principal symbol of the parametrix (in particular, the polarization set) to then recover local travel times for the $P$ and $S$ wavespeeds near a particular interface. By using rays that are near tangential to the interface, they can recover travel times (for both the $P$ and $S$ wavespeeds) between two nearby points at the interface. This allows them to recover the wavespeeds initially at the interface, and then in the interior using local boundary rigidity theorems. This argument only relies on the principal symbol of the elastic operator and the parametrix. As noted in their (Stefanov et al. 2021, Remark 10.7) their argument does not address unique determination of the density of mass past the first interface, nor at the interface itself. Since the density appears in the lower order part of the elastic operator, it is natural to look at the lower order symbols of the elastic parametrix to initially recover the density at the interface. This leads to the inverse problem considered here where we study the full symbol of the reflection operator, which is a constituent of the elastic parameterix (Caday et al. 2021), to recover the jet of the density of mass at the interface.

In the smooth setting, boundary determination of material parameters is usually needed to prove uniqueness in the interior (Oksanen et al. 2020) (see also Bhat-tacharyya 2018 for a local recovery of the density near the boundary), while in our setting where material parameters have jump discontinuities, unique determination at the interface is needed to solve the interior problem for the density of mass (recovering piecewise smooth wavespeeds in the interior may already be done without such an interface determination result as in Stefanov et al. (2021)). The focus of this paper is to prove an interface determination result from reflected amplitudes. The proof leads
us to compute the full symbol of the acoustic and elastic reflection (and transmission) operators that are used to construct a parametrix to solve the acoustic/elastic wave equation near an interface. We do not know of any literature that has done this computation beyond the principal symbol level, while the principal symbol is computed in many works such as Stefanov et al. (2021), Caday et al. (2021), Knott (1899) and Zoeppritz (1919) so that this paper may also be viewed as a generalization of these results. We provide a toy example to illustrate the type of inverse problem we are after.

Consider a simple half space in $\mathbb{R}^3$ with a flat interface $\Gamma$ that separates a layer above denoted $\Omega_-$ and a layer below $\Omega_+$. Suppose that there are two piece-wise constant material parameters $c$ and $\rho$. Let $c_\pm$ be $c$ restricted to $\Omega_\pm$ and likewise for $\rho$. An elastic $P$-wave (say) that hits $\Gamma$ at angle $\theta$ from the normal, with transmitted angle $\theta_t$, the reflection coefficient that determines the reflected wave amplitude is

$$R(\theta) = \frac{\rho_+ c_+ \cot(\theta) - \rho_- c_- \cot(\theta_t)}{\rho_+ c_+ \cot(\theta) + \rho_- c_- \cot(\theta_t)}.$$  

Note that $\theta$ and $\theta_t$ depend on the wavespeeds $c_\pm$ as well. Ideally, one would like to reconstruct $c_+ - c_-$ and $\rho_+ - \rho_-$ from $R$ at various angles. Due to the nonlinearities involved, this is difficult even in this simplest of settings. Instead, we are interested in uniquely determining $c_+$ and $\rho_+$ from knowing $c_-$, $\rho_-$ and $R$ for different $\theta$ values since $\theta$, $\theta_t$ also depend on $c_\pm$. That is, one recovers $\cot(\theta)/\cot(\theta_t)$, which depends on the wave speeds and not the densities, to first recover $c_+$, and then one may recover $\rho_+$ (see appendix A.1 for the analysis on a similar problem). In our setting, we allow $c$ and $\rho$ to be piecewise smooth functions and $\Gamma$ is not restricted to be flat. Hence, we want to determine all derivatives of $c_+$ and $\rho_+$ restricted to $\Gamma$, and the eigenvalues of the shape operator of $\Gamma$.

We consider two types of wave fields: acoustic and elastic waves, defined in a bounded domain $\Omega \subset \mathbb{R}^3$. Though the inverse problems for the acoustic as well as the elastic waves have been studied extensively in the last few decades, a large portion of them concerns domains with smooth material parameters. This manuscript is the analog to a boundary determination result that will enable future results in interior determination, including the density of mass, when material parameters contain conormal singularities. The history of boundary determination problems of a coefficient from the Dirichlet-to-Neumann map is summarized in Rachele (2000). In the case of the conductivity equation involving an elliptic partial differential operator, Kohn and Vogelius (1984) and then Sylvester and Uhlmann (1988), prove boundary determination in the case of real analytic and then $C^\infty$ conductivities. Sylvester and Uhlmann (1987) and Nachman (1996) use the result at the boundary to show an interior uniqueness result in certain situations.

As described in Rachele (2000), in the case of a scalar hyperbolic wave operator associated with a Laplace-Beltrami operator $\Delta_g$ for a metric $g$, Sylvester and Uhlmann (1991) show that the Dirichlet-to-Neumann map uniquely determines the metric (up to the pullback by a diffeomorphism of $\Omega$ that fixes $\partial \Omega$) to infinite order at the boundary $\partial \Omega$. In this setting, boundary determination of multiple parameters with stability results can be found in Montalto (2014) and Stefanov and Yang (2018). For the elastic setting, Nakamura and Uhlmann have solved the inverse problem for elasticity in the static case.
in Nakamura and Uhlmann (1993, 1994) together with the erratum (Nakamura and Uhlmann 2003), and independently in Eskin and Ralston (2002), Eskin and Ralston proved uniqueness for both Lamé coefficients in the isotropic setting when the Lamé parameter \( \mu(x) \) is close to a constant. The classic paper for boundary determination of parameters for the isotropic elastic wave equation is Rachele (2000). An extension of that result to elastic media with residual stress is in Rachele (2003), and boundary determination in certain anisotropic cases can be found in de Hoop et al. (2019). Our inverse problem is an analog to these results where the interface acts as our boundary and we instead determine the jet of multiple material parameters at one side of an interface from the reflection operator and knowledge of the material parameters on the other side of the interface.

There is a natural forward problem associated to the inverse problem of this paper. In his 1975 paper (Taylor 1975), Michael Taylor microlocally analyzed the reflection and transmission of waves from a boundary or an interface. The scattering due to the boundary was governed by a boundary PsiDO denoted \( \beta \in \Psi^0(\partial\Omega) \) in Taylor (1975) (giving boundary conditions) under certain geometric assumptions such as away from any glancing rays. Transmission conditions can locally be written as a boundary value problem (see Taylor 1975; Yamamoto 1989) with such a PsiDO as well. Taylor uses the original operator and the boundary conditions to construct tangential pseudodifferential operators, that he denotes \( P^I, P^{II}, P^{III}, P^{IV} \), near the boundary. For a vector valued solution \( u \) to a hyperbolic partial differential equation with boundary conditions, \( P^I u \rvert_\Omega \) roughly represents the trace at the boundary of the “incoming waves” and \( P^{II} u \rvert_\Omega \) represents the trace at the boundary of “outgoing waves”. The boundary condition leads to a pseudodifferential equation involving a derived operator \( \gamma \) at the boundary (Taylor 1975, Equation (3.2)). When this equation is elliptic, one may construct a parametrix near the boundary with a constituent at the boundary relating the incoming and outgoing waves. Our inverse problem is: Given the full symbol of several entries of a matrix PsiDO \( \gamma \) (or entries of a pseudodifferential operator involving submatrices of \( \gamma \)) that microlocally determines the amplitudes of scattered waves at an interface, can we recover the jets of certain parameters of the pseudodifferential operator at the boundary, in particular for PDEs describing acoustic and elastic waves? We are not aware of any such results for interfaces.

### 1.1 Basic notations and definitions

In this article we consider two types of wave operators, one is the acoustic wave operator \( P \), given by (1.3) defined on a function \( u(t, x) \), the second is the linear, isotropic elastic wave operator \( Q \), given in (1.5), acting on a vector-field \( u(t, x) = (u_1(t, x), u_2(t, x), u_3(t, x)) \). Here, we fix our basic assumptions and notational conventions for the rest of the article. Though we work with two types of wave operators, the following discussion in this section is common for both of them. Later we divide this article into two sections, each dedicated to the two types of waves.

Throughout this article, we will work on the space \((0, \infty) \times \mathbb{R}^3\) or its subsets. We denote \((t, x)\) to be the coordinates on the space \((0, \infty) \times \mathbb{R}^3\). Let \( \Omega \subset \mathbb{R}^3 \) be an open bounded domain with smooth boundary. We assume that the parameters \( \mu, \rho \) in the
case of the acoustic waves and $\lambda, \mu, \rho$ in the case of the elastic waves are piecewise smooth functions in $\Omega$. Concretely, we assume that $\lambda, \mu, \rho$ are smooth on $\Omega$ except for a jump discontinuity at a smooth connected hypersurface $\Gamma \subset \Omega$. The global structure of $\Gamma$ is irrelevant in this work since our analysis is done in a small neighborhood of a point on $\Gamma$. In general, $\Gamma$ can be a collection of disjoint closed connected, orientable hypersurfaces, but we can deal with multiple interfaces via an iterative argument. For the purpose of this article, we restrict ourselves to the fact that $\Gamma$ is a single smooth, connected hypersurface in $\Omega$. We define $\Omega_{\pm}$ to be the portions of $\Omega$ on the two sides of $\Gamma$, where $\Omega_-$ is the portion outside $\Gamma$ and $\Omega_+$ is the part inside $\Gamma$.

Let $u_I$ be a wave field (Acoustic/Elastic), travelling through $\Omega_-$, approaching the interface $\Gamma$. We write the suffix $I$ to indicate $u_I$ to be an incoming wave field (see Stefanov and Uhlmann 2011; Stefanov et al. 2021 for more details). After hitting the interface $\Gamma$, the wave field splits into two parts $u_R$ and $u_T$, where $u_R$ is the reflected wave field travelling through $\Omega_-$ and $u_T$ is the transmitted wave field travelling through $\Omega_+$, perturbed by a refraction according to Snell’s law. The wave fields $u_I, u_R, u_T$ are standardly related by the transmission conditions corresponding to the acoustic or the elastic waves, given on $(0, \infty) \times \Gamma$. Thus, we can write the solution $u$ of the acoustic/elastic wave equation near an interface as (see Stefanov et al. 2021)

$$u = u_I + u_R + u_T,$$

where $u_I$ is the incident wave, $u_R$ is the reflected wave, and $u_T$ is the transmitted wave, where $u_T$ is supported in $\Omega_+$ and $u_I, u_R$ are supported in $\Omega_-$. Using various incident waves, we are interested in whether we can determine all the elastic parameters on $\Gamma^+$ from $u_R$. We restrict ourselves only to hyperbolic “points,” which are in the hyperbolic set on each side of the interface (see (Stefanov et al. 2021, section 3.3) for definitions), and this is sufficient data. In this article we prove that, by knowing the material parameters on one side of the interface along with the knowledge of $u_R$ at the interface, one can determine those parameters and their derivatives (of any order) on $\Gamma$. The theorems are stated precisely for both the acoustic case and the elastic case in Sect. 1.2.

For clarity of the exposition, we initially assume $\Gamma$ is flat and that $\Gamma \subset \{x_3 = 0\}$ in $\mathbb{R}^3$. We show in Sect. 4 how the general case of curved interfaces follows quite easily using boundary normal coordinates near $\Gamma$ since all our arguments are local, and there will be some additional terms showing the effect of curvature on the reflection operator. We write $x_3 < 0$ is “above” while $x_3 > 0$ is “below” the interface. Since our analysis in this article is mostly on the interface $\Gamma$, therefore, we can shrink $\Omega$ to be a small neighborhood of $\Gamma$ in $\mathbb{R}^3$. For notational convenience, we denote $\Gamma_{\pm}$ to be two copies of $\Gamma$ when approached from $\Omega_{\mp}$. We add the suffix $(\pm)$ to denote parameters on the different sides of $\Gamma$. For instance, we write $\rho(\mp)$ to denote the density function $\rho$ on the domains $\Omega_{\mp}$, and similarly for the other material parameters. We write $\Omega := \overline{\Omega}_- \cup \overline{\Omega}_+$ to be the disjoint union of $\overline{\Omega}_+$ and $\overline{\Omega}_-$, with $\Gamma_{\pm}$ included in the respective boundaries. For any function $p(x)$ on $\Omega$, we denote $p \upharpoonright \Gamma_\pm$ as the limit of $p(x)$ as $x$ approaches $\Gamma$ from above/below. It will also be convenient to denote $p(\mp) = p \upharpoonright \Gamma_\mp$. We also denote $\partial_\nu p$ as the normal derivative to $\Gamma$ where $\nu$ is a fixed unit normal to $\Gamma$. 

$\square$ Springer
We consider two sets of parameters \((\mu, \rho)\), \((\tilde{\mu}, \tilde{\rho})\) for the acoustic wave equation and \((\lambda, \mu, \rho)\), \((\tilde{\lambda}, \tilde{\mu}, \tilde{\rho})\) for the isotropic elastodynamic wave operator on \(\Omega\). We have two acoustic wave operators \(P\) and \(\tilde{P}\), corresponding to the two sets of parameters \((\mu, \rho)\), \((\tilde{\mu}, \tilde{\rho})\) and elastic wave operators \(Q, \tilde{Q}\) for the two sets of parameters \((\lambda, \mu, \rho)\), \((\tilde{\lambda}, \tilde{\mu}, \tilde{\rho})\) respectively. We use the notation \(\tilde{f}\) to refer to a corresponding quantity associated to \(\tilde{P}\) (or \(\tilde{Q}\)) when \(f\) is a quantity associated to \(P\) (or \(Q\)). In the next two subsections, we state the main theorems in the acoustic and elastic cases.

### 1.2 Notation and statement of the theorems

#### Acoustic case

First, consider the acoustic wave equation written in the classical form as

\[
Pu := \rho \partial_t^2 u - \nabla_x \cdot \mu \nabla_x u = 0,
\]  

(1.2)

where \(u\) is a scalar function, and \(\rho(x), \mu(x)\) are two piecewise smooth functions. This is not the standard notation for an acoustic wave equation. Normally, one first considers the elastic equation (1.5), and \(\kappa := \lambda + 2/3 \mu\) is the incompressibility (or bulk modulus). In the fluid regions, one sets \(\mu \equiv 0\) in (1.5). One then obtains the acoustic wave equation for the pressure field \(p = -\kappa \nabla_x \cdot \partial_t u\), that is \(\kappa^{-1} \partial_t^2 p - \nabla \cdot (\rho^{-1} \nabla p) = 0\). This notation is awkward to use in our paper since we will compare our formulas to that of Rachele (2000, 2003). In order to make the comparison clearer, we replace \(\kappa^{-1}\) by \(\rho\) and \(\rho^{-1}\) by \(\mu\) to obtain (1.2), and we will refer to it as the acoustic wave equation. This will allow for easy comparisons between our formulas and to those of Rachele (2000, 2003).

On a bounded domain \(\Omega\) with smooth boundary \(\partial \Omega\), the wave equation for \(P\) with initial Cauchy data at time \(t = 0\) and a boundary condition on \((0, \infty) \times \partial \Omega\) is well-posed. The acoustic wave equation in an open, bounded domain \(\Omega \subset \mathbb{R}^3\) with transmission conditions is given as

\[
P u(t, x) := \left( \rho(x) \partial_t^2 - \nabla_x \cdot \mu(x) \nabla_x \right) u(t, x) = 0, \quad \text{in } (0, \infty) \times \Omega \setminus \Gamma,
\]

\[
u \left. u \right|_{\Gamma^-} = \left. u \right|_{\Gamma^+},
\]

\[
\frac{\partial u}{\partial v} \left|_{\Gamma^-} = \frac{\partial u}{\partial v} \left|_{\Gamma^+},
\]

\[
\left. u(t, x) = f(t, x) \right|_{(0, \infty) \times \partial \Omega},
\]

\[
\left. u \right|_{t=0} = 0, \quad \left. \partial_t u \right|_{t=0} = 0 \quad \text{on } \Omega,
\]

(1.3)

where as in Stefanov and Uhlmann (2011), \(\left. u \right|_{\Gamma^\pm}\) is the limit value (the trace) of \(u\) on \(\Gamma\) when taking the limit from “above” and from “below” \(\Gamma\) respectively. We will denote this limit when applied to a parameter \(c\) by \(c^{(\pm)}\). We similarly define the interior and exterior normal derivatives, and \(v\) is a unit (in the Euclidean metric) normal to \(\Gamma\). The conditions at \(\Gamma_{\pm}\) are called the transmission conditions. They can be shortened
to \([u] = 0\), and \([\mathcal{N}u] = 0\) where \([v]\) stands for the jump of \(v\) from the exterior to the interior across \(\Gamma\) and \(\mathcal{N}\) is the normal operator: \(\mathcal{N}u = \mu \frac{\partial u}{\partial \nu}\). We consider the parameters \(\mu\) and \(\rho\) to be piecewise smooth in \(\Omega\). The set of discontinuities of \(\mu\) and \(\rho\) is known as the interface and denoted by \(\Gamma\).

We denote \(c_S := \sqrt{\mu/\rho}\) to be the wave speed in \(\Omega\). For each given \(f\), a solution \(u\) to (1.3), can be written microlocally near the interface in the form (1.1), with \(u_I\) the incoming wave hitting \(\Gamma_-, \ u_R\) the reflected wave, and \(u_T\) the transmitted wave initially moving away from \(\Gamma_+\) inside \(\Omega_+\) (see Stefanov and Uhlmann 2011, Section 4) for the construction).\(^1\) Denote

\[
h := \rho_{\Gamma_-} u_I \in \mathcal{E}'(\Gamma_- \times \mathbb{R}_t),
\]

where \(\rho_{\Gamma_-}\) is the restriction to \(\Gamma\) from \(\Omega_-\). We assume \(h\) is microsupported away from the glancing set (see Stefanov et al. 2021 for the relevant definition). It is well known that Stefanov and Uhlmann (2011)

\[
\rho_{\Gamma_-} u_R = R(\rho_{\Gamma_-} u_I) = Rh,
\]

where \(R \in \Psi^0_{\mathcal{E}_c}(\Gamma_- \times \mathbb{R}_t)\) is the reflection operator (see Caday et al. (2019, 2021)) derived explicitly in Sect. 2.1 with principal symbol given by \((a_R)_{0}\) in equation (2.4), and ‘\(\equiv\)’ denotes equality modulo functions in the class \(C^\infty(\Gamma_{\pm} \times \mathbb{R}_t)\), and when used between pseudodifferential operators, it means equality modulo operators in \(\Psi^{-\infty}\). In our notation, \(R\) has principal symbol \(b^{(0)}_R\) \(\mid \Gamma\) in the notation of (Stefanov and Uhlmann 2011, Section 4) and \(R\) is constructed microlocally from \(P\) and the transmission conditions so that if \(\tilde{P}\) is another acoustic wave operator, there a corresponding reflection operator \(\tilde{R}\). Since we are interested in recovering the material parameters and their derivatives on \(\Gamma\), we can shrink \(\Omega\) so that \(\Omega_{\pm}\) becomes a small one-sided neighbourhoods of \(\Gamma_{\pm}\). Hence, without loss of generality, we assume \(\Omega\) to be a thin open neighbourhood of \(\Gamma\) in \(\mathbb{R}^3\).

**Theorem 1.1** Let \(P\) and \(\tilde{P}\) be two acoustic wave operators with parameters \((\mu, \rho)\) and \((\tilde{\mu}, \tilde{\rho})\) on \((0, T_0) \times \Omega\). We assume the notations defined above. Suppose that \(R \equiv \tilde{R}\) on \((0, T_0) \times \Gamma_-\) and \(c_S = \tilde{c}_S\) and \(\rho = \tilde{\rho}\) in a small neighbourhood of \(\Gamma_-\) in \(\Omega_-\). Then \(\partial^j_{\nu} c^{(+)}_S = \partial^j_{\nu} \tilde{c}^{(+)\tilde{c}}_S\) and \(\partial^j_{\nu} \rho^{(+)} = \partial^j_{\nu} \tilde{\rho}^{(+)}\) on \(\Gamma_+\) for \(j = 0, 1, 2, \ldots\).

**Remark 1.2** Note that we need the data only on a infinitesimally small neighbourhood on only one side of the interface. From the data measured on one side of the interface, we can determine information about the transmitted wave which lies on the other side of the interface.

**Remark 1.3** We require measurements for a very short period of time at the interface, but we consider time \(T_0 > 0\) in order to the wave to travel from \(\partial \Omega\) to \(\Gamma\). That is, we start with generating an initial pulse at \(t = 0\) on \(\partial \Omega\). Let \(T > 0\) be the time required for the wave to reach the interface \(\Gamma\). We consider \(\delta > 0\) small and take measurements for time neighbourhood of \((T - \delta, T + \delta)\) at \(\Gamma\) and set \(T_0 = T + \delta > 0\).

---

\(^1\) The notion of incoming and outgoing is characterized in terms of its wavefront set. See Stefanov et al. (2021) and Stefanov and Uhlmann (2011).
Elastic case

For a bounded domain $\Omega \subset \mathbb{R}^3$ (representing an elastic object), we consider the isotropic elastic equation with operator $Q$ given formally in the classical form as

$$Qu := \rho \partial_t^2 u - \nabla \cdot (\lambda \text{div} \; \text{Id} + 2\mu \hat{\nabla} u) = 0, \quad (1.5)$$

where $\rho$ is the density, $\lambda$ and $\mu$ are the Lamé parameters, and $\hat{\nabla}$ is the symmetric gradient used to define the strain tensor for an elastic system via $\hat{\nabla} u = (\nabla u + (\nabla u)^T)/2$ for a vector valued distribution $u$. Operator $Q$ acts on a vector-valued distribution $u(x, t) = (u_1, u_2, u_3)$, the displacement of the elastic object. We assume that the Lamé parameters $\lambda(x)$ and $\mu(x)$ are bounded and satisfy the strong convexity conditions, namely $\mu > 0$ and $3\lambda + 2\mu > 0$ on $\Omega$.

We consider the initial boundary value problem as

$$QU(t, x) = 0, \quad \text{in } (0, \infty) \times \Omega, \quad (1.6)$$

$$U(t, x) \big|_{\partial \Omega} = f(t, x), \quad \text{for } (t, x) \in (0, \infty) \times \partial \Omega, \quad (1.7)$$

$$U \big|_{t=0} = 0, \quad \partial_t U \big|_{t=0} = 0, \quad \text{in } \Omega. \quad (1.8)$$

Here $U(t, x)$ in the above system denotes the displacement in $\Omega$ at time $t \geq 0$ and $c_P = \sqrt{\frac{\lambda + 2\mu}{\rho}}$, $c_S = \sqrt{\frac{\mu}{\rho}}$ are the compressional and the shear wave-speeds in $\Omega$ respectively. As described in Stefanov et al. (2021) and Caday et al. (2021) we impose the following transmission conditions

$$[U] = 0, \quad [\mathcal{N} U] = 0 \quad (1.9)$$

where $[v]$ stands for the jump of $v$ from the exterior to the interior across $\Gamma$ and $\mathcal{N} f$ are the normal components of the stress tensor (see 3.10).

The strong convexity conditions on $\lambda$, $\mu$ ensures that $c_P > c_S$ on $\Omega$. Near an interface, we have the decomposition $u = u_I + u_R + u_T$ from (1.1). As in the acoustic setting, with $h = \rho \Gamma - u_I$ and assuming $h$ is microsupported away from the glancing set (see Stefanov et al. 2021 for the relevant definition), one has $\rho \Gamma u_R \equiv Rh$, where $R \in \Psi^0(\Gamma_- \times \mathbb{R}_t)$ is the reflection operator (see Caday et al. 2019, 2021) and it is denoted by $M_R$ in Caday et al. (2021), ‘≡’ denotes equality modulo functions in the class $C^\infty(\Gamma_\pm \times \mathbb{R}_t)$. The operator $R$ will be derived microlocally from $Q$ and the transmission conditions. Note that in this setting, $\Psi^*(\Gamma_- \times \mathbb{R}_t)$ are pseudodifferential operators acting on vector bundles. We now state our theorem:

**Theorem 1.4** Let $Q$ and $\tilde{Q}$ be two isotropic elastic wave operators with parameters $(\lambda, \mu, \rho)$ and $(\tilde{\lambda}, \tilde{\mu}, \tilde{\rho})$ on $(0, T_0) \times \Omega$. Assuming the above notational conventions, suppose that $R \equiv \tilde{R}$ on $(0, T_0) \times \Gamma_-$ and $c_{p/S} \equiv \tilde{c}_{p/S}$, $\rho = \tilde{\rho}$ near $\Gamma$ in $\Omega_-$. Then $\partial_t^j c_{p/S} = \partial_t^j \tilde{c}_{p/S}$ and $\partial_t^j \rho = \partial_t^j \tilde{\rho}$ on $\Gamma_+$ for all $j = 0, 1, 2, \ldots$.

**Remark 1.5** More generally, we can show unique determination of the parameters below the interface using relative amplitude reflections. In seismic experiments, one
often only has access to normalized reflected amplitudes rather than the exact ones (see Remark A.1) for the normalization (c.f. Zhou et al. 2015). Hence, it becomes natural to ask whether our reconstruction methods would apply to these cases. For a reconstruction formula, the answer is essentially yes, modulo solving an intricate nonlinear equation involving one of the parameters, while unique determination can be done completely. The argument is briefly summarized in Remark A.1, which deals with the simpler acoustic case, but similar arguments hold for the elastic case.

We also state an obvious corollary regarding the unique recovery of the transmission operator $T \in \Psi^0(\Gamma_- \times \mathbb{R})$ using the reflection operator. Here, $\rho_{\Gamma_-} u_T = Th$ with $u_T$ and $h$ introduced earlier. On a principal symbol level, this is usually proved using a conservation of energy argument. However, since we show that the full symbol of the transmission operator is determined by the jet of all three parameters on both sides of the interface, we also have

**Corollary 1.6** Suppose that $R = \tilde{R} \mod \Psi^{-\infty}(\Gamma_- \times \mathbb{R})$ and $c_{P/S} = \tilde{c}_{P/S}$ and $\rho = \tilde{\rho}$ in $\Omega_-$. Then $T = \tilde{T} \mod \Psi^{-\infty}(\Gamma_\pm \times \mathbb{R})$.

**Remark 1.7** We require measurements for a very short period of time at the interface, but we consider a time $T_0 > 0$ for the waves to travel from $\partial \Omega$ to $\Gamma$. Since, we have two waves (compressional and shear) travelling with different wave-speeds ($c_{P/S}$), the estimate of the time $T_0$ is not as straight-forward as in the acoustic case (Remark 1.3). We avoid this dilemma with the help of the strong convexity condition of the Lamé parameters, which ensures that $c_P > c_S$ in $\Omega$. We can define distance functions corresponding to the non-smooth metrics $g_{P/S}$ by joining geodesics on the both sides of the interface (see Caday et al. (2021)) and estimate the time $T_0$ for elastic waves as $\text{diam}_{g_S}(\Omega) < T_0 < 2\text{diam}_{g_P}(\Omega)$, where the two wave-speed metrics are given as $g_{P/S} := c_{P/S}^{-2} dx^2$ in $\Omega$.

**Remark 1.8** Since we can take $\Omega$ to be as arbitrarily small and $T_0$ is bounded above and below by $\text{diam}_{g_{P/S}}(\Omega)$, therefore, one can have $T_0$ to be small enough by choosing a thin enough $\Omega$.

For clarity of the exposition, we first assume a flat interface and prove the theorems in this case in Sects. 2 and 3. In Sect. 4, we extend the arguments to the general case.

### 2 Acoustic waves and proof of Theorem 1.1

The parameters for the acoustic waves are $\mu(x) > 0$ and $\rho(x) > 0$, where $\rho$ is the density of the domain $\Omega$ and $c_S := \sqrt{\frac{\mu}{\rho}}$ is the wave speed in $\Omega$. We write the coordinates in $(0, \infty) \times \Omega$ as $(t, x) = (t, x_1, x_2, x_3) = (t, x', x_3)$ and consider $(\tau, \xi) = (\tau, \xi_1, \xi_2, \xi_3) := (\tau, \xi', \xi_3)$ to be the dual coordinates of $(t, x)$ in the cotangent space $T^*\Omega$. 

Springer
Summary of the proof of Theorem 1.1

Let us here provide a brief summary on how we prove Theorem 1.1. As a first step, we give a complete derivation of the reflection operator \( R \) by using “geometric optics solutions” of (1.3) near \( \Gamma_1 \). One can use Fourier integral operators to construct a microlocal parameterix for the fundamental solution of (1.3) when \( f \) is a delta distribution. After imposing the transmission conditions, we derive the reflection operator \( R \) that is a constituent of this parameterix. \( R \) will end up being a 0’th order classical PsiDO and we derive each symbol in the polyhomogeneous expansion of the symbol of \( R \). We also show how the curvature of \( \Gamma_1 \) affects the lower order symbols.

Afterwards, we proceed with a series of lemmas and propositions showing how to recover the material parameters \( \mu \) and \( \rho \), and their derivatives, at the interface using each term in the polyhomogeneous expansion of the full symbol of \( R \). We start with the principal symbol of \( R \) and then successively use lower order symbols to recover more derivatives of the coefficients. The eigenvalues of the shape operator of \( \Gamma \) gets recovered as well if \( R \) is known. The final proof just combines the lemmas and propositions and will follow easily. Since the elastic case follows an analogous procedure in a more complicated case, we leave most of the proofs to Appendix 1, and instead focus on the proofs for the elastic case.

We consider a geometric optic solution for the acoustic wave equation (1.3) locally near \( \Gamma \) as

\[
U = U_I + U_R + U_T
\]

with

\[
U_\bullet(t, x) = \int e^{i\phi_\bullet(t, x, \tau, \xi')} a_\bullet(t, x, \tau, \xi') \hat{h}(\tau, \xi') d\tau d\xi',
\]

where \( \bullet = I / R / T \) denotes the incoming, reflected or the transmitted wave fields and \( \hat{h} \) is the Fourier transform of the \( h := \rho_{\Gamma_-} U_I \). The wave fields \( U_{I/R} \) are supported on \( \Omega_- \) and \( U_T \) is supported in \( \Omega_+ \). The phase function \( \phi_\bullet(t, x, \tau, \xi') \) satisfies the usual Eikonal equation

\[
|\partial_t \phi_\bullet|^2 = c_\xi^2 |\nabla_x \phi_\bullet|^2,
\]

with the boundary condition \( \phi_\bullet \mid_{x_3 = 0} = -t\tau + x' \cdot \xi' \). We observe that \( \phi_\bullet \) is of homogeneity 1 in the \( (\tau, \xi') \) variables. We write a formal asymptotic series for the amplitude function \( a_\bullet(t, x, \tau, \xi') \) as

\[
a_\bullet(t, x, \tau, \xi') = \sum_{J=-\infty}^{\infty} (a_\bullet)_J(t, x, \tau, \xi'), \quad \bullet = I, R, T,
\]

where \( (a_\bullet)_J \) is homogeneous of order \( |J| \) in \( |(\tau, \xi')| \). From the equation \( PU = 0 \), separating orders of \( |(\tau, \xi')| \) we obtain recursive transport equations for the terms \( (a_\bullet)_J \).
For a more transparent proof, we initially assume $\Gamma$ is flat, and that locally, $\Gamma \subset \{x_3 = 0\}$ so that $x_3$ is a defining function for $\Gamma$. We show in Sect. 4 how the general case follows easily from this case using boundary normal coordinates. The reflection and the transmission operators $R, T$ on the interface are derived from the transmission conditions so that $R(U_I) = U_R$ and $T(U_I) = U_T$ when restricted to $\Gamma$. One can calculate the full symbol of $R$ and $T$ microlocally (see Stefanov and Uhlmann 2011; Hansen 1991 as well) from the transmission conditions on $\Gamma$ induced by the acoustic wave equation. In Theorem 1.1 we prove that one can determine $\partial_k^\nu \mu, \partial_k^\nu \rho$ on $\Gamma$, for $k = 0, 1, 2, \ldots$, from the knowledge of the reflection operator $R$ at the interface $\Gamma$ and the parameters $\rho, \mu$ on $\Omega_-.$

2.1 Derivation of reflection operator

Since $h(t, x')$ on $\Gamma$ can be made arbitrary, one can work with the acoustic wave parametrix

$$u_\bullet(t, x, \tau, \xi') = e^{i\phi_\bullet(t, x, \tau, \xi')} a_\bullet(t, x, \tau, \xi').$$

Let $u_I$ be an incoming wave approaching the interface $\Gamma$ and $u_R$ be the reflected wave with the condition $\rho_{\Gamma_-} u_R = Rh$, where $R \in \Psi^0(\Gamma_- \times \mathbb{R})$ is a well-known pseudodifferential reflection operator. Thus, $a_R \mid \Gamma$ is the symbol of $R$ in the statement of Theorem 1.1 and the discussion preceding it, and the symbol of $R$ has an asymptotic expansion as $\sum_{J=0}^{-\infty} (a_R)_J \mid \Gamma_-$. The interface condition for acoustic waves reads

$$a_I + a_R = a_T,$$

$$\mu^-(i\partial_{x_3} a_I + \partial_{x_3} a_I) + \mu^-(i\partial_{x_3} a_R + \partial_{x_3} a_R) = \mu^+(i\partial_{x_3} a_T + \partial_{x_3} a_T),$$

on $\Gamma$.

Now, we must have $u_I \mid \Gamma = h$ so that this imposes the boundary conditions of $(a_I)_J, J = 0, -1, \ldots$. Indeed we get

$$(a_I)_0 = 1 \quad (a_I)_J = 0 \quad \text{on } \Gamma.\quad (2.2)$$

Now, observe that, from the interface conditions of $\phi_\bullet$ in (2.1) we obtain $\partial_{x_k} e^{i\phi_\bullet} = i\xi_k e^{i\phi_\bullet}$ for $k = 1, 2$ and $\partial_{t} e^{i\phi_\bullet} = -i \tau e^{i\phi_\bullet}$ on $\Gamma$. Furthermore, we define the quantity

$$\xi_{3, \bullet} = \pm i\sqrt{\left|\partial_{x'} \phi_\bullet\right|^2 - c_s^{-2}\left|\partial_{t} \phi_\bullet\right|^2} = \pm i\sqrt{|\xi'|^2 - c_s^{-2}|\tau|^2},$$

where $\bullet = I, R, T$.\quad (2.3)

Also, note that $\xi_{3, R} = -\xi_{3, I}$ on $\Gamma$. The interface conditions for the 0’th order term $(a_\bullet)_0$ are (see also (Stefanov et al. 2021, section 3.3))
\[
\begin{pmatrix}
-(a_R)_0 + (a_T)_0 = (a_I)_0 \\
\mu^{(-)} i \xi_{3,R}(a_R)_0 - \mu^{(+)} i \xi_{3,T}(a_T)_0 = -\mu^{(-)} i \xi_{3,I}((a_I)_0 = 1)
\end{pmatrix}
\quad \text{on } \Gamma.
\]

Since \(\xi_{3,R} = -\xi_{3,I}\),
\[
\begin{pmatrix}
-(a_R)_0/(a_T)_0 = \frac{-1}{\mu^{(-)} \xi_{3,I} + \mu^{(+)} \xi_{3,T}}
\end{pmatrix}
\begin{pmatrix}
\mu^{(+)} \xi_{3,T} \\
-\mu^{(-)} \xi_{3,I} \\
\mu^{(+)} \xi_{3,I}
\end{pmatrix}
\begin{pmatrix}
(a_R)_0 \\
(a_T)_0 \\
1
\end{pmatrix}
\begin{pmatrix}
1 \\
1 \\
1
\end{pmatrix}
= B_0 \begin{pmatrix}
1 \\
1 \\
1
\end{pmatrix},
\]
(2.4)

where the matrix \(B_0\) above depends only on the parameters \(\lambda, \mu, \rho\) at the boundary, but not on their derivatives. For the order of homogeneity \(-J = 1, 2, \ldots\) in \(|\xi'|\), using the boundary conditions for \((a_\bullet)_J\), we get
\[
\begin{pmatrix}
-1 \\
-\mu^{(-)} \xi_{3,R} \\
\mu^{(+)} \xi_{3,T}
\end{pmatrix}
\begin{pmatrix}
(a_R)_J \\
(a_T)_J \\
0
\end{pmatrix}
\begin{pmatrix}
\mu^{(-)} \partial_{x3}(a_I)_{J+1} + \mu^{(-)} \partial_{x3}(a_R)_{J+1} - \mu^{(+)} \partial_{x3}(a_T)_{J+1}
\end{pmatrix}
\quad \text{on } \Gamma. \quad (2.5)
\]

Thus, \((a_R)_0\) restricted to \(\mathbb{R}_t \times \Gamma\) is the principal symbol of \(R\) and \((a_R)_J\) for \(J = -1, -2, \ldots\) restricted to \(\mathbb{R}_t \times \Gamma\) are the lower order symbols in the polyhomogeneous expansion of the symbol of \(R\).

### 2.2 Some lemmas and proof of Theorem 1.1

We can uniquely determine both material parameters restricted to the interface from \((a_R)_0\). The proofs of the lemmas in this section are in Appendix 1.

**Lemma 2.1** Suppose \((a_R)_0(x, \tau_i, \xi'_i) = \tilde{(a_R)}_0(x, \tau_i, \xi'_i)\) for \(i = 1, 2\) such that \(|\xi'_1|/\tau_1 \neq \pm |\xi'_2|/\tau_2\) and \((x, \xi'_i)\) are not in the glancing set. Suppose also that \(\mu^{(-)} = \tilde{\mu}^{(-)}, \rho^{(-)} = \tilde{\rho}^{(-)}\). Then \(\mu^{(+)} = \tilde{\mu}^{(+)}, \rho^{(+)} = \tilde{\rho}^{(+)}\). That is, the reflection coefficient at two different covectors in the nonglancing region uniquely determine both material parameters infinitesimally below the interface when those parameters are known above the interface.

The next step is to recover all the higher order normal derivatives of the parameters at the non-glancing region of the interface from the lower order symbols in the polyhomogeneous expansion of the full symbol of \(R\). Since we are considering the non-glancing region only, therefore, we may very well assume that \(\xi_{3,\bullet}\) is bounded away from 0.

**Notation:** We denote by \(R_j\) terms that depend on

- normal derivatives of \(c_S, \rho\) of order at most \(j\), and
- quantities determined completely by the transmission conditions \((2.4),(2.5)\) in \(\Gamma\) for \(J = 0, -1, \ldots, 1 - j\), and
any quantity in the known region $\Omega_1$.

By a direct calculation, $P u_\bigcdot = 0$ reduces to the equation

$$p(x, \partial_t, \phi_\bigcdot) u_\bigcdot + 2i(\rho \partial_t \phi_\bigcdot \partial_t - \mu \partial_x \phi_\bigcdot \cdot \partial_x) a_\bigcdot + i(P \phi_\bigcdot) a_\bigcdot + P(x, D_t, D_x) a_\bigcdot = 0,$$

where $p(t, x, \tau, \xi)$ is the principal symbol of the operator $P = \rho \partial_t^2 - \nabla \cdot \mu \nabla$, given as

$$p(t, x, \tau, \xi) = -\left(\rho(x) \tau^2 - \mu(x) |\xi|^2\right).$$

Separating orders of $|\xi'|$ we obtain the transport equations

$$\left(\partial_t \phi_\bigcdot \partial_t - c_S^2 \partial_x \phi_\bigcdot \cdot \partial_x\right)(a_\bigcdot)_0 + \left((1/2\rho) P \phi_\bigcdot\right)(a_\bigcdot)_0 = 0,$$

$$\left(\partial_t \phi_\bigcdot \partial_t - c_S^2 \partial_x \phi_\bigcdot \cdot \partial_x\right)(a_\bigcdot)_J + \left((1/2\rho) P \phi_\bigcdot\right)(a_\bigcdot)_J = -(1/i2\rho) P(x, D_t, D_x)(a_\bigcdot)_{J+1}, \text{ for } J < 0. \tag{2.6}$$

The Hamiltonian to describe downgoing and upgoing waves is

$$q_\pm(t, x, \tau, \xi) = \xi_3 \mp \sqrt{c_S^{-2} \tau^2 - |\xi'|^2},$$

with the Hamilton's equations

$$\frac{dt}{ds} = -\frac{\tau}{c_S^2 \xi_3,} \quad \text{and} \quad \frac{dx}{ds} = \frac{\xi}{\xi_3,}.$$  

Here $s$ is the parameter along the Hamiltonian fields. Along the Hamilton vector fields we obtain

$$\left(\partial_t \phi_\bigcdot \partial_t - c_S^2 \partial_x \phi_\bigcdot \cdot \partial_x\right)(a_\bigcdot) = -c_S^2 \xi_3, \left(\frac{d}{ds} a_\bigcdot\right)$$

$$= -c_S^2 \xi_3, \left(-\partial_{x3} a_\bigcdot + (\tau/\xi_3,) \partial_t a_\bigcdot - (\xi'/\xi_3, \cdot \partial_{x'} a_\bigcdot)\right). \tag{2.7}$$

Observe that, when we restrict to $\Gamma$, the second two terms viz. $(\tau c_S^2) \partial_t a_\bigcdot$ and $c_S^2 (\xi' \cdot \partial_{x'} a_\bigcdot)$ are completely determined by 0 derivatives of $c_S, \rho$ at $\Gamma$ and the transmission conditions (2.5). Thus, using our notation $R_j$, for $J = 0, (2.7)$ can be written as

$$\left(\partial_t \phi_\bigcdot \partial_t - c_S^2 \partial_x \phi_\bigcdot \cdot \partial_x\right)(a_\bigcdot)_0 = -c_S^2 \xi_3, \left(\frac{d}{ds} (a_\bigcdot)\right)_0 = -c_S^2 \xi_3, \partial_{x3} (a_\bigcdot)_0 + R_0. \tag{2.8}$$

Along with the transport equations, this identity shows that the term $\partial_{x3} (a_\bigcdot)_0$ can be expressed in terms of the normal derivatives of the parameters at $\Gamma$. In order to illustrate this fact and to get an explicit relation between the normal derivatives of the amplitude and the normal derivatives of the coefficients, we state the following technical lemma.
Lemma 2.2 \( \partial_{x_3} (a_*)_0 \) are \( R_1 \), that is, they depend on at most 1 derivative of \( \rho \), \( c_S \) on \( \Gamma \). In fact we have the following explicit relation

\[
\partial_{x_3} (a_*)_0 = - \left( (\partial_{x_3} \log \sqrt{\rho}) - (\partial_{x_3} \log c_S) \left( 1 - \frac{\left( \partial_t \phi_* \right)^2}{2c_S^2} \right) \right) (a_*)_0 + R_0. \tag{2.9}
\]

Next, higher order normal derivatives of the material parameters can be uniquely determined from the knowledge of \( (a_*)_J \) at \( \Gamma \). We first consider the case for the first order normal derivatives.

Lemma 2.3 One may recover the first normal-derivatives of both parameters, that is \( \partial_{x_3} \rho^{(+)} \) and \( \partial_{x_3} c_S^{(+)} \) at \( \Gamma \) from \( (a_R)_{-1} \).

For the higher order derivatives of the coefficients we have an analogous lemma. For the smooth case, the following lemma reduces to (Rachele 2000, Lemma 3.10).

Lemma 2.4 Fix \( J \in \{-2, -3, \ldots \} \) and assume that \( \mu, \rho \) are known on \( \Omega_\omega \), and \( (a_R)_0, \ldots, (a_R)_{J+1} \) are known on \( \Gamma \). Then \( \partial_{x_3}^{[J]} c_S^{(+)} \) and \( \partial_{x_3}^{[J]} \rho^{(+)} \) are uniquely determined by \( (a_R)_J \) at \( \Gamma \). In fact, we have the following explicit relation

\[
(a_R)_J = -\left( -i/(2\xi_3, T) \right)^J \left[ (\partial_{x_3}^{[J]} \log \sqrt{\rho^{(+)}}) + \partial_{x_3}^{[J]} \log c_S^{(+)} \right. \\
\left. \quad \left( 1 - \frac{\left( \partial_t \phi_T \right)^2}{2c_S^2} \right) \right] (a_T)_{J+1} + R_{[J+1]} \tag{2.10}
\]

Proof of Theorem 1.1 The assumption \( R \equiv \tilde{R} \) implies that the full symbol of \( R \) coincides with the full symbol of \( \tilde{R} \) away from the glancing set. By construction, this means \( (a_R)_J = (\tilde{a}_R)_J \) for each \( J \) on \( \mathbb{R}_t \times \Gamma_- \) so by Lemma 2.4, we may recover \( \mu^{(+)} \) and \( \rho^{(+)} \). By Lemma 2.2 and 2.4 we recover \( \partial_{x_3}^{[J]} c_S^{(+)} \) and \( \partial_{x_3}^{[J]} \rho^{(+)} \) for each \( J = 1, 2, \ldots \). \( \square \)

3 Elastic waves and proof of Theorem 1.4

Recall from Sect. 1.2 the isotropic elastodynamic wave equation as

\[
\rho \partial_t^2 U - \nabla \cdot (\lambda \text{div} \otimes \text{Id} + 2\mu \hat{\nabla}) U = 0, \quad \text{in } (0, \infty) \times \Omega,
\]

\[
[U] = 0,
\]

\[
[N U] = 0,
\]

\[
U(t, x) \ |_{\partial \Omega} = f(t, x), \quad \text{for } (t, x) \in (0, \infty) \times \partial \Omega,
\]

\[
U \ |_{t=0} = 0, \quad \partial_t U \ |_{t=0} = 0, \quad \text{in } \Omega.
\]

\[
\tag{3.1}
\]
We define the compressional wave speed $c_P$ and the shear wave speed $c_S$ as

$$c_P = \sqrt{\frac{\lambda + 2\mu}{\rho}}, \quad c_S = \sqrt{\frac{\mu}{\rho}} \quad \text{in } \Omega.$$ 

The proof of Theorem 1.4 will proceed in a series of steps analogous to the acoustic case and detailed at the start of Sect. 2. As in that case, we start with a geometric optics solution of (3.1) near $\Gamma$ and then derive the reflection operator $R$ with its full symbol.

Since we consider our analysis only on $\Gamma$, we can shrink $\Omega$ to be a small neighbourhood of $\Gamma$. Considering $\Omega$ as a neighbourhood of $\Gamma$ we construct the geometric optic solutions for the elastic wave equation (3.1) given as

$$(U_s)_l = \sum_{*=S,P} \sum_{m=1,2,3} \int e^{i\Phi_s(t,x,\tau,\xi')} A_{l,m}^l(t,x,\tau,\xi') \hat{f}_m(\tau,\xi') d\tau d\xi', \quad l = 1, 2, 3$$

(3.2)

where $\bullet = I/R/T$ denotes the incoming, the reflected or the transmitted wave field. Note that $U_{1/R}$ travels through $\Omega_-$, whereas $U_T$ is on $\Omega_+$. The phase functions $\Phi_{\bullet,P/S}$ satisfies the Eikonal equations

$$|\partial_t \Phi_{\bullet,P/S}|^2 = c_{P/S}^2 |\nabla x \Phi_{\bullet,P/S}|^2, \quad \text{such that} \quad \Phi_{\bullet,P/S}(t,x) \mid_{x_3=0} = -t \tau + x' \cdot \xi'.$$

(3.3)

Similar to the acoustic wave case, $\Phi_{\bullet,P/S}$ is homogeneous of order 1 in $|(\tau, \xi')|$. We define the quantity

$$\xi_{3,\bullet,P/S} := \pm i \sqrt{|\nabla_x \Phi_{\bullet,P/S}|^2 - c_{P/S}^{-2} |\partial_t \Phi_{\bullet,P/S}|^2},$$

(3.4)

and observe that $\xi_{3,R,P/S} = -\xi_{3,I,P/S}$. The amplitudes $(A_{\bullet,P/S})_J$ are homogeneous of order $|J|$ in $|(\tau, \xi')|$ and solves the following iterative equations

$$p(t, x, \partial_t \Phi_{\bullet,P/S}, \nabla_x \Phi_{\bullet,P/S})(A_{\bullet,P/S})_{J-1} = B_{\bullet,P/S}(A_{\bullet,P/S})_J + C_{\bullet,P/S}(A_{\bullet,P/S})_{J+1}, \quad \forall J = 0, -1, -2, \ldots,$$

(3.5)

where $(A_{\bullet,P/S})_1 = 0$ and $p(t, x, \tau, \xi)$ is the principal symbol of the operator $P$, given as $p(t, x, \tau, \xi) := (-\rho \tau^2 + \mu |\xi|^2)\text{Id} + (\lambda + \mu)(\xi \otimes \xi)$. Also, $p_{i,j}$ refers to the $ij$'th entry of the matrix symbol. The operators $B_{\bullet,P/S}$ and $C_{\bullet,P/S}$ are given as

$$(B_{\bullet,P/S} M)_{k_1,k_2} := i \left( \partial_{t,\xi} p(t, x, \partial_t \Phi_{\bullet,P/S}, \nabla_x \Phi_{\bullet,P/S}) \cdot \partial_{t,x} M \right)_{k_1,k_2}$$

$$- \left( p_1(t, x, \partial_t \Phi_{\bullet,P/S}, \nabla_x \Phi_{\bullet,P/S}) M \right)_{k_1,k_2}$$

$$+ \frac{i}{2} \sum_{|\alpha|=2} \sum_{l=1}^3 \partial_{t,\xi}^\alpha p_{k_1,l}(t, x, \partial_t \Phi_{\bullet,P/S}, \nabla_x \Phi_{\bullet,P/S})$$

 Springer
where } p_1(t, x, \tau, \xi) = -i [\nabla_x \lambda \otimes \xi + (\nabla_x \mu \cdot \xi) \text{Id} + (\xi \otimes \nabla_x \mu)] \text{ is the lower order terms of the symbol of } P.

We consider the elastic wave parametrix as

\[
(u_\bullet(t, x, \tau, \xi'))_m := \sum_{* = P/S} e^{i \phi_\bullet(t, x, \tau, \xi')} A^m_{\bullet, \bullet}(t, x, \tau, \xi')
\]

\[
= \sum_{* = P/S} e^{i \phi_\bullet(t, x, \tau, \xi')} a^m_{\bullet, \bullet}(t, x, \tau, \xi'),
\]

where } a^m_{\bullet, P/S} \text{ is the vector-field with components to be } (a^m_{\bullet, P/S})_l = A^m_{\bullet, P/S}. \text{ For the sake of notational simplicity, we denote } a^l_{\bullet, P/S} \text{ by } a_{\bullet, P/S}.

We define } N := \frac{\nabla x \phi_{\bullet, P}}{[\nabla x \phi_{\bullet, P}]}, \text{ be the unit vector in the kernel of } p(t, x, \partial_t \phi_{\bullet, P}, \nabla_x \phi_{\bullet, P}) \text{. Take } N_1, N_2 \text{ two orthonormal vectors in the kernel of } p(t, x, \partial_t \phi_{\bullet, S}, \nabla_x \phi_{\bullet, S}) \text{ such that } \{N_1, N_2, \frac{\nabla x \phi_{\bullet, S}}{[\nabla x \phi_{\bullet, S}]}\} \text{ forms an orthonormal basis for } \mathbb{R}^3. \text{ From the transport equation } (3.5) \text{ one easily obtains the following compatibility condition}

\[
N_{P/S} [B_{\bullet, P/S}(a_{\bullet, P/S}) J + C_{\bullet, P/S}(a_{\bullet, P/S}) J_{J+1}] = 0, \quad \forall J = 0, -1, -2, \ldots, \quad (3.6)
\]

where } N_P = N = \frac{\nabla x \phi_{\bullet, P}}{[\nabla x \phi_{\bullet, P}]}, \text{ and } N_S = N_1 \text{ or } N_2. \text{ The amplitudes } (a_{\bullet, P/S})_0 \text{ are written in the form}

\[
(a_{\bullet, P/S})_J = (h_{\bullet, P/S})_J + \begin{cases} (\alpha_{\bullet})_J N_\bullet & \text{if } \phi_\bullet = \phi_{\bullet, P} \\ (\alpha_{1, \bullet})_J N_{1, \bullet} + (\alpha_{2, \bullet})_J N_{2, \bullet} & \text{if } \phi_\bullet = \phi_{\bullet, S} \end{cases},
\]

\[
J = 0, -1, \ldots, \quad (3.7)
\]

for some vector } (h_{\bullet, P/S})_J \text{ in the co-kernel of } p(t, x, \partial_t x \phi_{\bullet}), \text{ to be determined } ((h_{\bullet, P/S})_0 = 0). \text{ We write}

\[
\text{for } J = -1, -2, \ldots,
\]

\[
\begin{cases} h_{\bullet, P} = (y_1, \bullet)_J M_1 + (y_2, \bullet)_J M_2, \\ h_{\bullet, S} = (y_\bullet)_J M_1, \end{cases}
\]

where } M, M_1 \text{ and } M_2 \text{ are orthogonal to } P/S \text{ waves, given as}

\[
M_1 = -i e_3 \times (\xi', 0), \quad M_2 = -\xi_{3, \bullet, P}(\xi', 0) + |\xi'|^2 e_3, \quad M = -i \xi_{\bullet, S},
\]

where } \xi_{\bullet, P/S} := (\xi', 0) + \xi_{3, \bullet, P/S} e_3 \text{ and the } \alpha_i, \text{ are vector symbols for } i = 0, 1, 2.
3.1 P/S mode projections

First we construct a P/S-mode projector \( \Pi_{P/S} \), which microlocally projects the elastic wave field \( u \) to the compressive (\( P \)) and the shear (\( S \)) wave fields for a small time-interval, as \( \Pi_{P/S} u_{\bullet} = u_{\bullet, P/S} = e^{i\varphi_{\bullet}} a_{\bullet, P/S} \). Observe that the elasticity operator \( Q \), as defined in (3.1), has the principal symbol \( p(t, x, \tau, \xi) \) as

\[
 p(t, x, \tau, \xi) = -\rho \left[ (\tau^2 - c_P^2|\xi|^2) I_{3 \times 3} - \left( c_P^2 - c_S^2 \right) (\xi \otimes \xi) \right]. \tag{3.8}
\]

Observe that \( p(t, x, \tau, \xi) \) has eigenvalues \( \rho \begin{cases} \tau^2 - c_P^2|\xi|^2 \\ 0 \\ 0 \end{cases} \) with multiplicity 1 and 2 respectively. The matrix \( p \) can be diagonalised and there exists unitary matrix \( V(t, x, \tau, \xi) \) such that

\[
 Vp(t, x, \tau, \xi)V^{-1} = \rho \begin{pmatrix} \tau^2 - c_P^2|\xi|^2 & 0 & 0 \\ 0 & \tau^2 - c_S^2|\xi|^2 & 0 \\ 0 & 0 & \tau^2 - c_S^2|\xi|^2 \end{pmatrix} = D(t, x, \tau, \xi). \tag{3.9}
\]

We now consider the symbol

\[
 \Pi_{P}(t, x, \tau, \xi) := V^{-1} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} V \quad \text{and} \quad \Pi_{S}(t, x, \tau, \xi) := V^{-1} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} V.
\]

One can equivalently write the mode projection operators \( \Pi_{P/S} \) as

\[
 \Pi_{P/S} u_{\bullet} = \int e^{i\varphi_{\bullet, P/S}} a_{P/S}(t, x, \tau, \xi) \hat{h}(\tau, \xi') d\tau d\xi' = u_{\bullet, P/S},
\]

where \( u_{\bullet} \) is as defined in (3.2). Observe that the symbol of \( \Pi_{P/S} \) is homogeneous of order 0 in \( |\xi| \) and thus \( \Pi_{P/S} \) represents a 0-th order pseudodifferential operator.

3.2 The elastic transmission conditions

Let \( u_I \) be the incoming wave parametrix corresponding to (3.1), travels through \( \Omega_- \), approaching the interface \( \Gamma \). Let \( h := \rho_{\Gamma_-} u_I \), where \( \rho_{\Gamma_\pm} \) are the restriction operators on \( \Gamma_\pm \). Denote \( R \) and \( T \) to be the well-known reflection and transmission operators on \( \Gamma \) respectively. As calculated in Caday et al. (2021) \( R, T \) are pseudo-differential operators (\( \Psi DO \)) of order 0 on \( \Gamma \). Let \( f := \rho_{\Gamma_-} u_I \in \mathcal{E}'(\Gamma_- \times \mathbb{R}_+) \), where \( \rho_{\Gamma_-} \) is the restriction to \( \Gamma \) from above. The reflected wave field \( u_R \) and the transmitted wave field \( u_T \) starts from \( \Gamma_- \) and \( \Gamma_+ \) respectively, with the boundary data as \( \rho_{\Gamma_-} u_R = Rf \) and \( \rho_{\Gamma_+} u_T = Tf \).

We define the Neumann operator at \( \Gamma \), given as

\[
 \mathcal{N}_{\bullet} u_{\bullet} = (\lambda \text{div} \otimes I + 2\mu \hat{\nabla})u_{\bullet} \cdot n \big|_{\Gamma}, \tag{3.10}
\]

\( \odot \) Springer
where \( \nu \) is the outward unit normal vector at \( \Gamma \). The elastic transmission conditions on the interface \( \Gamma \) from (1.9) become

\[
\begin{align*}
  u_I + u_R &= u_T \\
  N_I u_I + N_R u_R &= N_T u_T.
\end{align*}
\] (3.11)

Recall that we assume \( \Gamma = \{ x_3 = 0 \} \) and \( \Omega_{\pm} \subset \{ x \in \mathbb{R}^3 : \pm x_3 > 0 \} \). Therefore, with \( \nu = (0, 0, 1) = e_3 \) we see that

\[ N \bullet u_\bullet = B_\bullet (x, D_x) u_\bullet, \]

where the matrix operator \( B_\bullet \in \text{Diff}^1 (\Omega) \) is defined as

\[
B_\bullet(x, D_x) u_\bullet = \begin{bmatrix}
0 & 0 & \mu^{(\pm)} \partial_{x_1} \\
0 & 0 & \mu^{(\pm)} \partial_{x_2} \\
\lambda^{(\pm)} \partial_{x_1} & \lambda^{(\pm)} \partial_{x_2} & 0
\end{bmatrix} u_\bullet
+ \begin{bmatrix}
\mu^{(\pm)} & 0 & 0 \\
0 & \mu^{(\pm)} & 0 \\
0 & 0 & (\lambda^{(\pm)} + 2\mu^{(\pm)})
\end{bmatrix} \partial_{x_3} u_\bullet, \quad \text{on } \Gamma.
\]

Since we are working only at the boundary, we will sometimes use the operators \( B_\bullet \) and \( \rho_\Gamma \circ B_\bullet \) interchangeably where \( \rho_\Gamma \) is restriction to the interface.

First, we work with the case \( (u_\bullet)_0 \) i.e. the term of \( u_\bullet \) which are homogeneous of order 0 in \( |\xi| \). We also compute

\[
B_\bullet(x, D_x) e^{i\phi} a = e^{i\phi} (B_\bullet(x, i \partial_x \phi) a + B_\bullet(x, D_x) a).
\]

It is convenient to introduce the shorthand \( B(\phi_\bullet, p/S) \) as the bundle endomorphism \( B_\bullet(x, i \partial_x \phi, p/S) \). Note that the transmission conditions of different order of homogeneity should be dealt separately.

Here we discuss the case of the 0-th order transmission conditions on the interface \( \Gamma \). The higher order transmission conditions have been discussed in the later subsections. For \( J = 0 \), using the form of the parametrix

\[
(u)_0 = (e^{\phi_\bullet,p} (a_p)_0 + e^{\phi_\bullet,s} (a_S)_0),
\]

we form the 3 \( \times \) 3 matrix \( S_\bullet = (N_\bullet, N_{1,.}N_{2,\cdot}) \), where \( N_\bullet, N_{1,.}, N_{2,\cdot} \) are as in (3.7) and

\[
(A_\bullet)_0 = \begin{bmatrix}
\alpha_0 \\
\alpha_{1,.} \\
\alpha_{2,\cdot}
\end{bmatrix}.
\]

It is convenient to define the matrix

\[
T_\bullet = (B(\phi_\bullet,p)N_\bullet | B(\phi_\bullet,s)N_{1,.} | B(\phi_\bullet,s)N_{2,\cdot}),
\]
where this $3 \times 3$ matrix is 0-th order in the parameters. Since, $T_\bullet$ is of order 1 in $|\xi|$, therefore, the transmission conditions in (3.11) become

$$S_I(A_I)_0 + S_R(A_R)_0 = S_T(A_T)_0$$

$$T_I(A_I)_0 + T_R(A_R)_0 = T_T(A_T)_0 + \left( B_T(x, D_x) \left( a_{T,P} + a_{T,S} \right) \right)_1$$

$$- \left( B_I(x, D_x)(a_{I,P} + a_{I,S}) \right)_1$$

$$- \left( B_R(x, D_x)(a_{R,P} + a_{R,S}) \right)_1.$$ 

Since $B_\bullet(x, D_x) \left( a_{\bullet,P/S} \right)_J$ is homogeneous of order $J$ in $|\tau, \xi|$, hence, $(B_\bullet(x, D_x)a_{\bullet,P/S})_1 = 0$. Therefore, the elastic transmission conditions for $J = 0$ implies

$$\begin{bmatrix} -S_R & S_T \\ -T_R & T_T \end{bmatrix} \begin{bmatrix} (A_R)_0 \\ (A_T)_0 \end{bmatrix} = \begin{bmatrix} S_I(A_I)_0 \\ T_I(A_I)_0 \end{bmatrix}$$ on $\Gamma$. \hspace{1cm} (3.12)

### 3.3 Parameters at the interface

We start from the transmission conditions (3.12). Observe that this is not quite the same situation as in the acoustic case (2.4), since the given reflection coefficient is not $\alpha_R$ but rather $S_R\alpha_R$. However, note that $S_R$ is completely determined by the material parameters above the interface, i.e. $\Gamma_-$ that we have access to. Hence, we may assume instead of $R = S_R\alpha_R$, we are indeed given $\alpha_R$, and the goal is to determine the material parameters below the interface. However, this is a calculation already done in Caday et al. (2021). To make the connection, we will write using the ansatz, $(A_R)_0 = R(A_I)_0, (A_T)_0 = T(A_I)_0$ with $R, T$ being $3 \times 3$ matrices of symbols. Then

$$\begin{bmatrix} (A_R)_0 \\ (A_T)_0 \end{bmatrix} = \begin{bmatrix} -S_R & S_T \\ -T_R & T_T \end{bmatrix}^{-1} \begin{bmatrix} S_I(A_I)_0 \\ T_I(A_I)_0 \end{bmatrix}. \hspace{1cm} (3.13)$$

The symbols $R, T$ are exactly those computed in Caday et al. (2021). Since $(A_I)_0$ can be anything, we indeed recover $R$.

**Lemma 3.1** Let $\rho^{(-)}$, $c_S^{(-)}$, $c_P^{(-)}$ be known on $\Omega_-$. Then the knowledge of $R$ at the interface $\Gamma$ uniquely determines $\rho^{(+)}$, $c_S^{(+)}$ and $c_P^{(+)}$ on $\Gamma$.

**Proof** From (Caday et al. 2021, Appendix A), the $r_{33}$ entry of $R$ is given as

$$r_{33} = \frac{\mu^{(-)}\xi_{3,1,S} - \mu^{(+)}\xi_{3,T,S}}{\mu^{(-)}\xi_{3,1,S} + \mu^{(+)}\xi_{3,T,S}}. \hspace{1cm} (3.14)$$

For the term $r_{33}$, we are in the same situation as in the Lemma 2.1 for the acoustic case and using the same calculations done in the proof we recover $\rho^{(+)}$, $c_S^{(+)}$ using just two values of $(|\xi'|/\tau)$.
The other entries of \( R \) are can be used to recover the remaining parameter \( c_P^{(+)} \) with the analogous argument. For instance, the \( r_{11} \) entry of \( R \) is (as computed in Caday et al. (2021))

\[
r_{11} = \frac{1}{\mathcal{A}} \left[ \hat{\tau}^4 (\xi_{3,I,S} + \xi_{3,T,S}) (\xi_{3,I,P} - \xi_{3,T,P}) \\
+ 4\hat{\tau}^2 (\mu^{(-)} - \mu^{(+)}) (\xi_{3,I,P} \xi_{3,I,S} - \xi_{3,T,S} \xi_{3,T,P}) \\
+ 4 (\mu^{(-)} - \mu^{(+)})^2 (1 + \xi_{3,I,S} \xi_{3,I,P}) (1 - \xi_{3,T,S} \xi_{3,T,P}) \right],
\]

(3.15)

where

\[
\mathcal{A} = \hat{\tau}^4 (\xi_{3,I,S} - \xi_{3,T,S}) (\xi_{3,I,P} + \xi_{3,T,P}) \\
- 4\hat{\tau}^2 (\mu^{(-)} - \mu^{(+)}) (\xi_{3,I,P} \xi_{3,I,S} - \xi_{3,T,S} \xi_{3,T,P}) \\
+ 4 (\mu^{(-)} - \mu^{(+)})^2 (1 + \xi_{3,I,S} \xi_{3,I,P}) (1 + \xi_{3,T,S} \xi_{3,T,P}),
\]

(3.16)

and \( \hat{\tau} = \frac{\tau}{|\xi|^2} = \frac{\tau}{(|\xi|^2 + |\xi|^2)^{1/2}} \). Since all quantities in the above formula are now known except for \( c_P^{(+)} \) which appears in \( \xi_{3,T,P} \), a similar argument as in Lemma 2.1 allows us to uniquely determine \( c_P^{(+)} \). For completeness, we provide its proof at the end of appendix A.

So far we have seen that from the knowledge of the 0-th order parameters on \( \Gamma \) and the parameters in \( \Omega_- \) we can uniquely determine \( c_P^{(+)} \), \( c_S^{(+)} \) and \( \rho^{(+)} \) on \( \Gamma_+ \).

### 3.4 Recovery of the derivatives of the material parameters at the interface

In this subsection we determine the \( J \)-th order derivatives of the material parameters at the interface \( \Gamma \) from the \( J \)-th transmission conditions. We first establish a relation between the \( J \)-th reflection asymptotic term on \( \Gamma_- \) with the Neumann data of the \( J \)-th asymptotic of the transmitted waves on \( \Gamma_+ \). Then we study the relation between the lower order asymptotic terms of the transmitted rays and the higher order derivatives of the material parameters at \( \Gamma \). We observe that the calculations for the higher order derivatives of the parameters at the interface \( \Gamma \) is similar to the calculations done in (Rachele 2000, Section 3). We try to use similar notations, wherever possible, to draw a relation between the two articles.

**Notation:** We denote by \( R_J \) the terms depending on

- normal derivatives of \( c_P, c_S, \rho \) of order at most \( j \), and
- quantities determined by the transmission conditions (3.12), (3.19) in \( \Gamma \) for \( J = 0, -1, \ldots, 1 - j \).
Lemma 3.2 If \((u_R)_j = (\tilde{u}_R)_j, (u_I)_j = (\tilde{u}_I)_j, c_{P/S} = \tilde{c}_{P/S}\) and \(\rho = \tilde{\rho}\) on \(\Omega_-\), for \(j = -1, -2, \ldots, J\), then
\[
(\partial_{x_j}u_T)_{J+1} = (\partial_{x_j}\tilde{u}_T)_{J+1}, \text{ for } J \leq 0 \text{ on } \Gamma_+.
\]

Proof We recall the elastic transmission conditions (3.11) and the boundary Neumann data as
\[
\mathcal{N}u_\bullet = B(x, \phi_\bullet, p)a_\bullet, p + B(x, \phi_\bullet, S)a_\bullet, S + B(x, D_\chi)(a_\bullet, p + a_\bullet, S) \tag{3.17}
\]
\[
= \sum_{\bullet = p/S} B(x, \phi_\bullet, \bullet)a_{\bullet, \bullet} + \begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix} \sum_{\bullet = p/S} a_{\bullet, \bullet} \\
+ \begin{bmatrix}
\mu & 0 \\
0 & \mu
\end{bmatrix} \begin{bmatrix}
0 \\
0
\end{bmatrix} \begin{bmatrix}
\lambda & \lambda \\
\lambda & \lambda
\end{bmatrix} \sum_{\bullet = p/S} \partial_{x_j}a_{\bullet, \bullet}. \tag{3.18}
\]

Observe that, \(\mathcal{N}^{(-)}u_{I/R}\) is completely determined in \(\Gamma_-\) from the knowledge of \(\phi_{I/R}, p, S, c_{P/S}, \rho\) and \(a_{I/R}, p, S\) on \(\Omega_-\) except the term \(\partial_{x_j}a_{I/R, p, S.}\) That is, one may write \(\mathcal{N}^{(-)}u_{I/R} = R_0 + P^{(-)}\partial_{x_j}u_{I/R},\) where \(P^{(\pm)}\) is the diagonal matrix \(\text{diag}(\mu^{(\pm)}, \mu^{(\pm)}, (\lambda^{(\pm)} + 2\mu^{(\pm)})).\)

Note that \(\partial_{x_j}\phi_{\bullet, p, S} = \xi_k\), for \(k = 1, 2\) and \(\partial_{x_j}\phi_{\bullet, p/S} = \xi_{3, \bullet, p/S}\) on \(\Gamma_.\) Therefore, the \(J\)-th order transmission conditions become
\[
(u_T)_J = (u_I)_J + (u_R)_J
\]
\[
(\mathcal{N}_T(x, \xi)u_T)(J+1) = (\mathcal{N}_I(x, \xi)u_I)(J+1) + (\mathcal{N}_R(x, \xi)u_R)(J+1) \tag{3.19}
\]

Now if \((u_I)_J = (\tilde{u}_I)_J\) and \((u_R)_J = (\tilde{u}_R)_J\) on \(\Gamma\) for \(J \leq -1,\) then
\[
(u_T)_J = (u_I)_J + (u_R)_J = (\tilde{u}_I)_J + (\tilde{u}_R)_J = (\tilde{u}_T)_J, \text{ on } \Gamma. \tag{3.20}
\]

Moreover, \(\Pi_{p/S}(u_\bullet)_J = \Pi_{p/S}(\tilde{u}_\bullet)_J\) on \(\Gamma\) since \(\Pi_{p/S}\) is a \(R_0\) quantity (see (3.9)). Therefore, from (3.17) along with the fact that \((u_{I/R})_{J+1} = (u_{I/R})_{J+1}\) on \(\Gamma\) we obtain
\[
(\mathcal{N}_Iu_I)(J+1) = (\tilde{\mathcal{N}}_I\tilde{u}_I)(J+1) \quad \text{and} \quad (\mathcal{N}_Ru_R)(J+1) = (\tilde{\mathcal{N}}_R\tilde{u}_R)(J+1) \quad \text{on } \Gamma.
\]

Now, let \(\mathcal{N}\) be the Neumann derivative for the parameters \(\tilde{\lambda}, \tilde{\mu}, \tilde{\rho}\) on \(\Gamma_.\) We readily obtain
\[
(\mathcal{N}_T u_T)(J+1) = (\mathcal{N}_Iu_I)(J+1) + (\mathcal{N}_Ru_R)(J+1) = (\tilde{\mathcal{N}}_I\tilde{u}_I)(J+1) + (\tilde{\mathcal{N}}_R\tilde{u}_R)(J+1)
\]
\[
= (\tilde{\mathcal{N}}_T\tilde{u}_T)(J+1), \quad \text{on } \Gamma. \tag{3.21}
\]
Note that, from $\Pi_{P/S}(u_T)_{J+1} = \Pi_{P/S}(u_T)_{J+1}$ on $\Gamma$ and (3.17) we see
\[
0 = (\mathcal{N}_T u_T)_{J+1} - (\tilde{\mathcal{N}}_T u_T)_{J+1} = -P^{(+)} (\partial_{x_3} u_T)_J + \tilde{P}^{(+)} (\partial_{x_3} \tilde{u}_T)_J
\]
on $\Gamma$. The last identity holds due to the fact that Lemma 3.1 asserts $P^{(+)} = \tilde{P}^{(+)}$ on $\Gamma$. Therefore, we essentially obtain $(\partial_{x_3} \tilde{u}_T)_J = (\partial_{x_3} u_T)_J$ on $\Gamma$ since $P^{(+)}(x)$ is invertible. \hfill \Box

Remark 3.3 A similar lemma can be proved if the transmitted wave fields $(u_T)_J$ are known instead of $(u_R)_J$ on $\Gamma$. That is, if we know the elastic parameters on $\Omega_-$, $(u_T)_J$ on $\Gamma_-$ and $(u_T)_J$ on $\Gamma_+$, then one can determine the reflected wave fields $(\partial_{x_3} u_R)_J$ on $\Gamma_-$. 

In the rest of the section we will show that knowing $(\partial_{x_3} u_T)_J$ on $\Gamma_+$ implies knowing $\partial_{x_3}^{J+1} c_P^{(+)}$ and $\partial_{x_3}^{J+1} \rho^{(+)}$ on $\Gamma_+$. We start with the following computation whose proof follows from (Rachele 2000, Proposition 3.1). One can describe $(\partial_{x_3} u_\bullet)_J \mid_{\Gamma_+}$ as
\[
(\partial_{x_3} u_\bullet)_J = i (\gamma_2 \bullet)_J - 1 \left[ \xi_3 \bullet, P \left( M_2 + \frac{\xi' \xi_2 (\xi_3 \bullet - \xi_3 \bullet P)}{\xi' + \xi_3 \bullet, P \xi_3 \bullet} \right) \right] - \xi_3 \bullet, P \left( \frac{\xi' \xi_2 (\xi_3 \bullet, P \xi_3 \bullet)}{\xi' + \xi_3 \bullet, P \xi_3 \bullet} \right) \\
- (\gamma_1 \bullet)_J - 1 \left[ (\xi_3 \bullet, P - \xi_3 \bullet, S) M_1 + \left[ \partial_{x_3} (\gamma_1 \bullet) \right] M + \left[ \partial_{x_3} (\gamma_1 \bullet) \right] M_1 \\
+ \left[ \partial_{x_3} (\gamma_2 \bullet) \right] M_2 + \left[ \partial_{x_3} (\alpha_\bullet) \right] N + \left[ \partial_{x_3} (\alpha_\bullet) \right] N_1 \\
+ \left[ \partial_{x_3} (\alpha_2 \bullet) \right] N_2 + (\gamma_1 \bullet) \left[ \partial_{x_3} M \right] + (\gamma_1 \bullet) \left[ \partial_{x_3} M_1 \right] \\
+ (\gamma_2 \bullet) \left[ \partial_{x_3} M_2 \right] + (\alpha_\bullet) \left[ \partial_{x_3} N \right] + (\alpha_1 \bullet) \left[ \partial_{x_3} N_1 \right] + (\alpha_2 \bullet) \left[ \partial_{x_3} N_2 \right] \right].
\]

Before going into the full general case for recovering $|J|$-th order derivatives of the elastic parameters on the interface, we consider the case for $|J| = 1$ in the following proposition.

Proposition 3.4 The terms $\partial_{x_3} c_P^{(+)}$, $\partial_{x_3} c_S^{(+)}$ and $\partial_{x_3} \rho^{(+)}$ are uniquely determined on $\Gamma_+$ from the knowledge of $(u_R)_0$ and $(u_R)_{-1}$ on $\Gamma_-$. 

Proof We start with the following relation, obtained from a similar calculation done in (Rachele 2000, Equation (64)), given as
\[
\frac{M_1}{|M_1|} \cdot \partial_{x_3} (u_T)_0 = -\left( \partial_{x_3} \log \sqrt{\rho^{(+)PET}} + \frac{1}{(2c_s^{(+)PET})^2 f_S} \partial_{x_3} \log c_S^{(+)PET} \right) (\alpha_{1,T})_0 + R_0,
\]

(3.23)

where

\[
f_S = f(|\xi'|/\tau) = \left( \frac{1}{(c_s^{(+)PET})^2} - \frac{|\xi'|}{\tau} \right)
\]

is a \(R_0\) quantity. Since, \(M_1\) is a \(R_0\) quantity, hence, from Lemma 3.2 for \(J = 0\) and (3.23) we get

\[
\partial_{x_3} \log \sqrt{\rho^{(+)PET}} = \frac{1}{2(c_s^{(+)PET})^2 f_S} \left( \partial_{x_3} \log c_S^{(+)PET} - \partial_{x_3} \log c_S^{(+)PET} \right), \quad \text{on } \Gamma_+.
\]

(3.24)

Similar to the case of acoustic waves, we fix \(x\) and consider two different cases of \(|\xi'|/\tau\) to have two different quantities \(f_S\) and \(f_S^{(1)}\). Thus, we obtain

\[
(f_S - f_S^{(1)}) \left( \partial_{x_3} \log c_S^{(+)PET} - \partial_{x_3} \log c_S^{(+)PET} \right) = 0 \quad \text{on } \Gamma.
\]

Hence, \(\partial_{x_3} \log c_S^{(+)PET} = \partial_{x_3} \log c_S^{(+)PET} \quad \text{on } \Gamma_+\). From (3.24) we get \(\partial_{x_3} \log \sqrt{\rho^{(+)PET}} \Big|_{\Gamma_+} = \partial_{x_3} \log \sqrt{\rho^{(+)PET}} \Big|_{\Gamma_+}\).

Now, to recover \(\partial_{x_3} c_p^{(+)PET} \big|_{\Gamma_+}\), we observe that a similar calculation as in (Rachele 2000, Proposition 3.8) gives us

\[
\frac{M_2}{|M_2|} \cdot \partial_{x_3} (u_T)_0
\]

\[
= \left( \partial_{x_3} \log c_p^{(+)PET} \left[ i \left( \frac{4(c_s^{(+)PET})^2(\xi_{3,T,P} - \xi_{3,T,S})|\xi'|}{|\xi_{3,T,P}|^2} \right) \left( 1 - \frac{2(c_s^{(+)PET})^2}{(c_{\lambda+\mu}^{(+)PET})^2} \frac{(\xi_{3,T,P} - \xi_{3,T,S})|\xi'|}{|\xi_{3,T,P}|^2} \right) \right] \right) (\alpha_{1,T})_0 + R_0,
\]

(3.25)

where \(c_{\lambda+\mu}^{(+)PET} := \sqrt{(c_p^{(+)PET})^2 - (c_s^{(+)PET})^2} = \sqrt{\frac{\lambda^{(+)PET} + \mu^{(+)PET}}{\rho^{(+)PET}}} \). Since

\[
\partial_{x_3} \log c_S^{(+)PET} \big|_{\Gamma_+} = \partial_{x_3} \log c_S^{(+)PET} \big|_{\Gamma_+}, \quad \partial_{x_3} \log \sqrt{\rho^{(+)PET}} \big|_{\Gamma_+} = \partial_{x_3} \log \sqrt{\rho^{(+)PET}} \big|_{\Gamma_+}.
\]
then \((a_R)_{-1} = (\tilde{a}_R)_{-1}\) on \(\Gamma_+\) implies

\[
\frac{\partial_{x_3} \log \tilde{c}_p^{(+)}(+) \left[ i \left( \frac{\xi_3.T.P - \xi_3.T.S}{2\xi_3.T.P} \right) + \frac{\left| \xi’ \right|}{\xi_3.T.P} \right]}{\partial_{x_3} \log \tilde{c}_p^{(+)}(+) \left[ i \left( \frac{\xi_3.T.P - \xi_3.T.S}{2\xi_3.T.P} \right) + \frac{\left| \xi’ \right|}{\xi_3.T.P} \right] \text{ on } \Gamma,}
\]

which implies \(\partial_{x_3} \tilde{c}_p^{(+)} \mid_{\Gamma_+} = \partial_{x_3} \tilde{c}_p^{(+)} \mid_{\Gamma_+} \neq i \frac{\left| \xi’ \right|}{\xi_3.T.P} \).

Next we define the quantities

\[
A_p = \begin{bmatrix} 1 - (c_p/\tau)^3 \end{bmatrix}, \quad C_p = \begin{bmatrix} (c_p/\tau)^2 \left( \frac{c_p^2}{c_{\lambda+\mu}} + \frac{c_p^2 \left| \xi’ \right|^2}{\tau^2} \right) 0 \end{bmatrix},
\]

\[
B_p = \begin{bmatrix} \frac{2i\xi_3.P}{c_{\lambda+\mu}^2} & c_p^5 \xi_3.P \end{bmatrix}, \quad \tilde{D}_p^{J+1} = \begin{bmatrix} -c_p^2 \left| \xi’ \right|^2 c_{\lambda+\mu} \tau^2 c_p^5 \xi_3.P \end{bmatrix},
\]

\[
\begin{bmatrix} (\gamma_2,+)J+1 & c_p^2 \left( c_{\lambda+\mu}^2 + c_p^2 \left| \xi’ \right|^2 \right) \end{bmatrix}.
\]

Observe that \(A_p, B_p, C_p\) are \(R_0\) terms and \(D_p^{J+1}\) are \(R_{|J|+1}\) terms, for \(J = 0, -1, -2, \ldots\). We have the following recursive relation from (Rachele 2000, Theorem 3.7) as

**Proposition 3.5** For \(P\) waves, we have the following recurrence relation for \((\gamma_2,+)_{J-1}\) and \(\partial_{x_3}(\alpha_+)J\) as

\[
A_p \left[ \begin{bmatrix} (\gamma_2,+)J+1 \end{bmatrix} \right] = B_p \partial_{x_3} \left[ \begin{bmatrix} (\gamma_2,+)J \end{bmatrix} \right] + C_p \partial_{x_3}^2 \left[ \begin{bmatrix} (\gamma_2,+)J+1 \end{bmatrix} \right] + D_p^{J+1} \left[ \begin{bmatrix} \partial_{x_3} \log c_+ \end{bmatrix} \right] + R_{|J|+1},
\]

for \(J \leq -1\).

Using the recurrence relation in Proposition 3.5 we state the following lemma.
Lemma 3.6 \((γ_2, \bullet)_{J-1} \) and \(∂_{x_3}(α_\bullet)_{J} \) can be written in terms of \(∂_{x_3}^{1+|J|} \log c_P, ∂_{x_3}^{1+|J|} \log c_S \) and \(∂_{\nu}^{1+|J|} \log \sqrt{ρ} \). In fact,

\[
\left[ (γ_2, \bullet)_{J-1} \right] = (I \ 0) \cdot M_J \cdot (∂_{x_3})^{1+|J|} \left[ \begin{array}{c} \log c_P \\ \log c_S \\ \log \sqrt{ρ} \end{array} \right] (α_\bullet)_0 + R[J],
\]

for \(J = -1, -2, \ldots\),

where

\[
M = \left[ \begin{array}{cc} A_p^{-1} & B_p \\ I & 0 \end{array} \right] M_γ_{2, α} + \left[ \begin{array}{c} J \\ 0 \end{array} \right] \left[ \begin{array}{cc} A_p^{-1} D^0 \\ 0 \end{array} \right], \quad I = \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right],
\]

\[
M_J = \left[ \begin{array}{cc} A_p^{-1} B_p & A_p^{-1} C_p \\ I & 0 \end{array} \right]^{J-1},
\]

in which,

\[
M_γ_{2, α} = \left[ \begin{array}{ccc} \frac{c_p^2}{2τ^2 \xi_{3, p}^2} & \frac{4i c_p^3 c_s^2}{τ^3 c_{3, +μ}\bullet} & i \left( 1 - \frac{2c_p^2}{c_{3, +μ}\bullet} \right) c_p^3 \bullet \\ \frac{i}{2} \left( 1 - \frac{E^2}{ξ_{3, p}^2} \right) \xi_{3, p} & 0 & -1 \end{array} \right].
\]

The proof of the above Lemma follows from similar calculations done in (Rachele 2000, Lemma 3.12).

Lemma 3.7 One can determine \(∂_{x_3}^{1+|J|} c^\pm_S \) and \(∂_{x_3}^{1+|J|} \rho^\pm \) on \(Γ_- \) from the knowledge of \((u_R)_j, c_P, s \) and \(ρ \) on \(Ω_- \), for \(j = 0, -1, \ldots, J - 1 \).

Proof From the equation (3.22) and Lemma 3.6 we obtain the following relation

\[
\left( ∂_{x_3} e_T \right) \cdot \frac{M_1}{|M_1|} = - \left( \frac{i}{2ξ_{3, T, S}} \right)^{|J|} \left[ \begin{array}{c} 0 \\ \frac{1}{ξ_{3, T, S}} \end{array} \right] \cdot \left( 1 - \frac{ξ^2}{ξ_{3, T, S}} \right)^{|J|+1} \left[ \begin{array}{c} \log c_P \\ \log c_S \\ \log \sqrt{ρ} \end{array} \right] (α_{1, T})_0 + R[J]. \quad (3.26)
\]
From Lemma 3.2 we get \( (\partial_{x_3},u_T)_J = (\partial_{x_3},\tilde{u}_T)_J \) and fact that \( M_1 \) is a \( R_0 \) quantity we obtain

\[
\left( \frac{i}{2\xi, T, S} \right)^{|J|} \left[ \frac{1}{2} (\partial_{x_3}^{|J|} \log c_S^{(+)}) \left( 1 - \frac{|\xi'|^2}{(\xi, T, S)^2} \right) + (\partial_{x_3}^{|J|} \log \sqrt{\rho^{(+)}}) \right] \\
= \left( \frac{i}{2\xi, T, S} \right)^{|J|} \left[ \frac{1}{2} (\partial_{x_3}^{|J|} \log \tilde{c}_S^{(+)}) \left( 1 - \frac{|\xi'|^2}{(\xi, T, S)^2} \right) \\
+ (\partial_{x_3}^{|J|} \log \sqrt{\tilde{\rho}^{(+)}}) \right]. \quad \text{on } \Gamma_+.
\]

\(3.27\)

Varying \( \frac{1}{|\xi'|^2/\xi, T, S) = (c_S^{(+)} \right)^{-2} f_S^{-2} \) as in the proof of Proposition 3.4 we get

\[
\frac{1}{(c_S^{(+)} \right)^2 f_S^2} (\partial_{x_3}^{|J|} \log c_S^{(+)}) - \frac{1}{(\tilde{c}_S^{(+)})^2 f_S^2} (\partial_{x_3}^{|J|} \log \tilde{c}_S^{(+)}) \\
= \frac{1}{(c_S^{(+))}^2 (f_S^{(1)})^2} (\partial_{x_3}^{|J|} \log c_S^{(+)}) - \frac{1}{(\tilde{c}_S^{(+)})^2 (f_S^{(1)})^2} (\partial_{x_3}^{|J|} \log \tilde{c}_S^{(+)}) \\
\text{so that } \left( (c_S^{(+)})^2 (f_S^2 - (f_S^{(1)})^2) \right) (\partial_{x_3}^{|J|} \log c_S^{(+)}) = 0 \quad \text{on } \Gamma_+.
\]

Choosing \( f_S \neq f_S^{(1)} \) we obtain \( \partial_{x_3}^{|J|} \log c_S^{(+)}) \big|_{\Gamma_+} = \partial_{x_3}^{|J|} \log \tilde{c}_S^{(+)}) \big|_{\Gamma_+} \). Going back to (3.27) we further obtain \( \partial_{x_3}^{|J|} \log \tilde{c}_S^{(+)}) \big|_{\Gamma_+} = \partial_{x_3}^{|J|} \log \tilde{c}_S^{(+)}) \big|_{\Gamma_+} \). \(\Box\)

**Lemma 3.8** One can determine \( \partial_{x_3}^{|J|+1} c_p^{(+)}) \big|_{\Gamma_+} \) from the knowledge of \( (u_R)_j \big|_{\Gamma_-}, \) for \( j = 0, -1, \ldots, J - 1, \) where \( J \leq -1. \)

**Proof** In order to determine \( \partial_{x_3}^{|J|+1} c_p^{(+)}) \big|_{\Gamma_+} \) we go back to equation (3.22), Lemma 3.6 and observe that

\[
(\partial_{x_3}(u_T)_J \cdot \frac{M_2}{|M_2|}) = \left[ \begin{array}{ccc} i(\xi, T, P - \xi, T, S) & 0 & 0 \\ 1 & 0 & 0 \\ \end{array} \right] \cdot \partial_{x_3}^{|J|+1} \left[ \begin{array}{c} \log c_p \\\ \log c_S \\\ \log \sqrt{\rho} \end{array} \right] \frac{\alpha_T}{|\alpha_T|} + R_{|J|}, \quad \text{for } J = -1, -2, \ldots.
\]

Now we are in the exact same situation as in the proof of (Rachele 2000, Theorem 3.13) and following the exact same calculations there one finally obtains \( \partial_{x_3}^{|J|+1} \left( c_p^{(+)}) = \partial_{x_3}^{|J|+1} \left( c_p^{(+)}) \right. \big|_{\Gamma_+}. \quad \Box\)

**Proof of Theorem 1.4** The proof follows the same argument as the proof of Theorem 1.1 in Sect. 2.2 using the above lemmas in this section. \(\Box\)
4 Extending the previous results to a non-flat interface

We will briefly show how the earlier proofs extend to the nonflat case. Essentially, the only changes are that lower order terms such as \((a_R)_J, J = -1, -2, \ldots\) will contain terms involving the curvature of the interface, also known as the shape operator. However, when we try to determine \(\partial_j \nu_{cP}/S\), any such curvature term in \((a_R)_J - 1\) will be a \(R_j\) term and hence completely determined from the previous step in the induction argument. Hence, the proof will proceed with little change, and the formulas from the previous sections continue to hold. Nevertheless, it is worthwhile to do the calculation to see how the geometry of the interface is incorporated in the reflection operator. We do the main calculation in the acoustic case, but make it clear that similar calculation continue to hold in the elastic case.

Some geometric notation

First, define boundary normal coordinates

\[ \tilde{x} = (\tilde{x}', \tilde{x}_3) \]

near \(\Gamma = \{\tilde{x}_3 = 0\}\), here with respect to the Euclidean metric. Then \(\Omega_-\) is given by \(\tilde{x}_3 < 0\) and \(\Omega_+\) is \(\tilde{x}_3 > 0\) (see Rachele 2000). The directions of the boundary-normal-coordinate axes are given by the orthogonal vectors \(\nabla_x \tilde{x}_1, \nabla_x \tilde{x}_2, \nabla_x \tilde{x}_3 = -v\). Here, we denote \(v\) as the vector field that is normal to the interface when restricted to \(\Gamma\). In semigeodesic coordinates, the Euclidean metric has the form \(g = d\tilde{x}_3^2 + h(x, d\tilde{x}')\) where \(h\{|\Gamma\} is the induced metric on \(\Gamma\).

If \(\tilde{\xi}'\) are the dual coordinates to \(\tilde{x}'\), then \(\xi_{tan} = (\frac{\partial \tilde{x}'}{\partial \tilde{x}}) \tilde{\xi}'\). We also have \(\nabla_{tan}\phi = (\frac{\partial \tilde{x}'}{\partial \tilde{x}}) (\nabla_{\tilde{x}}\phi)\), and \(\nabla_x\phi = \nabla_{tan}\phi + \partial_v \phi \nabla_x \tilde{x}_3\). Similarly, \(\xi_{3,\bullet}\) is defined as before using the \(\tilde{x}\) coordinates:

\[ \partial_v \phi_{\bullet} = \xi_{3,\bullet} = \pm \sqrt{c_s^{-2} |\partial_t \phi_{\bullet}|^2 - |\nabla_{tan}\phi_{\bullet}|^2} = \pm \sqrt{c_s^{-2} |v|^2 - |\xi_{tan}'|^2} \]

on \(\Gamma\). We also define a useful object for studying submanifolds.

**Definition 4.1** Let \(\Gamma\) be a surface, \(p \in \Gamma\), and \(v\) a smooth unit normal vector field defined along a neighborhood of \(p\). The shape operator is the map \(S_\Gamma : T_p \Gamma \to T_p \Gamma\) defined by,

\[ S_\Gamma(X) = -\nabla_X v \]

where \(\nabla_X\) is the covariant derivative.
Curvature contributions to the symbols

We are ready to prove the following proposition. Recall $a_R \sim \sum (a_R)_J$ from before, but we assume $\Gamma$ is a smooth interface and not necessarily flat.

**Proposition 4.2** Assume $\Gamma$ is a smooth hypersurface. Equation (2.10) continues to hold for $(a_R)_J$ with $\partial x_3$ replaced by $\partial \nu$. That is,

$$
(a_R)_J = -(-i/(2\xi_3, T))^{[J]} \left[(\partial^{[J]}_\nu \log \sqrt{\rho(+)}) + \partial^{[J]}_\nu \log c^+_S \left(1 - \frac{(\partial_\nu \phi_T)^2}{2c^+_S \xi^2_3 T} \right) \right] \frac{(a_T)_J+1}{R_{|J+1|}} + R_{|J+1|}
$$

Hence, Theorem 1.1 continues to hold. Moreover, $R_{|J+1|}$ above differs from $R_{|J+1|}$ computed in (2.10) by terms depending only on $S_\Gamma$. Thus, the full reflection operator $R$ in the general case differs from $R$ in the flat case only by terms depending on $S_\Gamma$, i.e. the curvature of $\Gamma$. Similarly, in the elastic case Theorem 1.4 and Corollary 1.6 continue to hold as well.

The second statement about curvature is nontrivial and requires a careful geometric argument since as seen in the above equation, $(a_R)_J$ involves higher order normal derivatives and in the non-flat case, it will involve higher order normal derivatives of quantities related to the curvature of $\Gamma$ (c.f. (4.4)). Nevertheless, we show that all such high order derivatives are still determined by just the curvature of $\Gamma$ (in fact, the eigenvalues of $S_\Gamma$) and no other information is needed to compute the full reflection operator.

**Proof** First, we consider the acoustic case since the elastic case will follow from analogous calculations. Our goal is to compute the full symbol of the reflection operator in the non-flat case and show that the only additional terms from that of the flat case done earlier are completely determined by the shape operator $S_\Gamma$.

Observe that

$$
\nabla \cdot \mu \nabla_x \phi = \nabla_x \mu \cdot \nabla_x \phi + \mu \nabla \cdot (\nabla_{\tan} \phi + \partial_\nu \phi \nabla_x \tilde{x}_3)
$$

$$
= \nabla_x \mu \cdot \nabla_x \phi + \mu \text{div}_x (\nabla_{\tan} \phi) + \mu \nabla_\nu \phi \cdot \nabla_x \tilde{x}_3 + \mu \partial_\nu \phi \text{div}_x (\nabla_x \tilde{x}_3)
$$

$$
= \partial_\nu \mu \partial_\nu \phi + \mu R(\nabla_{\tan} \phi) + \mu \partial_\nu \phi H(x) + R_0
$$

where $H(x)|_\Gamma$ is proportional to the mean curvature of the interface at $x$, which can be computed by taking the divergence of the normal vector field and is determined by the eigenvalues of $S_\Gamma$. $R(X) = \langle \nabla_\nu, X, \nu \rangle$ will also be a term containing curvature. However, here, $R_0$ will be non-curvature terms with 0 normal derivatives of the material parameters.
From (2.6) and (2.8) we obtain

\[ic^2_S \xi_3, \partial_{\nu} (a)_0 = -c^2_S \xi_3, \partial_{\nu} \log \sqrt{\rho} - (\partial_{\nu} \log c_S) \left(1 - \frac{(\partial_{\nu} \phi_\bullet)^2}{2c^2_S \xi^2_3, \bullet}\right)
+ H(x)/2 + \frac{R(\nabla_{\tan} \phi)}{2\xi_3, \bullet} \right)(a_\bullet)_0 + R_0.\]  
(4.1)

so that

\[\partial_{\nu} (a_\bullet)_0 = -\left[(\partial_{\nu} \log \sqrt{\rho}) - (\partial_{\nu} \log c_S) \left(1 - \frac{(\partial_{\nu} \phi_\bullet)^2}{2c^2_S \xi^2_3, \bullet}\right)
+ H(x)/2 + \frac{R(\nabla_{\tan} \phi)}{2\xi_3, \bullet} \right)(a_\bullet)_0 + R_0\]  
(4.2)

Note that the \(R\) and \(H\) terms are \(R_0\) terms and have no normal derivatives of any material parameters so that Lemma 2.2 continues to hold even in this non-flat case.

Using semigeodesic coordinates actually allows us to simplify the \(R(\nabla_{\tan} \phi)\) term. Let \(e_1, e_2, e_3\) denote the basis of vector fields corresponding to the coordinates \(\tilde{x}_1, \tilde{x}_2, \tilde{x}_3\) with \(e_3 = \nu\) being the normal vector. Then

\[\langle \nabla_{\nu} \nabla_{\tan} \phi_\bullet, \nu \rangle = \langle \nabla_{\nu}(\sum_{j=1}^{2} \partial_{\tilde{x}_j} \phi_\bullet e_j), \nu \rangle = \sum_{j=1}^{2} \partial_{\tilde{x}_j} \phi_\bullet \langle \nabla_{e_j} e_3, e_3 \rangle = \sum_{j=1}^{2} \partial_{\tilde{x}_j} \phi_\bullet \Gamma^3_{j3} = 0\]  
(4.3)

where \(\Gamma^3_{j3}\) are Christoffel symbols, and these ones vanish in semigeodesic coordinates (Stefanov et al. 2021, Section 2.4). Hence, we conclude that \(R(\nabla_{\tan} \phi) = 0\).

First note that the computation for \((aR)_0\) in (2.4) is identical to the flat case and has no curvature terms. For \((aR)_{-1}\) we need to compute \(P \phi_\bullet\) and \(\partial_{\nu}(aT)_0\) which will have the curvature terms above. But to compute \((aR)_{-2}\), we will need \(\partial_{\nu}(aT)_{-1}\) which will involve \(P \phi_T\) and \(P(aT)_0\). This will involve \(\partial^2_{\nu}(aT)_0\) which in turn involves \(\partial_{\nu} P \phi_T\) which will have second derivatives of the elastic parameters, first order normal derivatives of curvature terms, and curvature terms. However, any term with curvature will be \(R_1\) and known from the previous step.

Thus,

\[ic^2_S \xi_3, \partial_{\nu} (a_\bullet)_{-1} = \frac{1}{2\rho} (P \phi_\bullet(a_\bullet)_{-1} + \tau \partial_{\nu}(a_\bullet)_{-1} - c^2_S \eta_{\tan} \cdot \nabla_{\tan} (a_\bullet)_{-1} - P(a_\bullet)_0
- c^2_S \left[(\partial_{\nu}^2 \log \sqrt{\rho}) - (\partial_{\nu}^2 \log c_S) \left(1 - \frac{(\partial_{\nu} \phi_\bullet)^2}{2c^2_S \xi^2_3, \bullet}\right) + \partial_{\nu} H(x)/2 \right](a_\bullet)_0 + R_1\]

where \(R_1\) has at most one normal derivative of parameters and no normal derivatives of the curvature. The quantity \(\partial_{\nu} H\) is related to both the mean curvature and the Gauss.
curvature of $\Gamma$ (Doúgan and Nochetto 2012, Lemma 3.2). Again, any curvature term will be $R_1$ so that the main formulas remain the same.

After iteration as in the previous section, we obtain

$$
\partial_\nu(a_*)_j = \left( -\frac{i}{\xi_3,*} \right)^{|J|+1} \left[ (\partial_\nu^{|J|+1} \log \sqrt{\rho}) - (\partial_\nu^{|J|+1} \log c_S) \left( 1 - \frac{(\partial_\nu \phi_*)^2}{2c_S^2 S^2} \right) + \partial_\nu^{|J|} H(x)/2 \right] (a_*)_0 + R_{|J|}, \quad (4.4)
$$

where $R_{|J|}$ includes up to $|J| - 1$ normal derivatives of $H$. Using (2.6) and (2.5) with the same argument in the flat case, we arrive at the equation for $(a_R)_j$ in the statement of the Proposition. Lemma 4.4 applied to $\partial_\nu^{|J|} H$ shows that all curvature terms can be determined from $S_{\Gamma}$. This implies that one only needs the shape operator (and not its derivatives!) to compute the full reflection operator. Let us do the proof in the elastic case.

**Elastic case with curved interface**

In the elastic case as well, we may use boundary normal coordinates and this creates interface curvature terms as in Rachele (2000). However, these terms will contain one normal derivative less than the highest order normal derivatives of the material parameters, and would still be included in the $R_{|J|}$ remainder terms. Hence, as in the above calculation for the acoustic case and in Rachele (2000), let us show the same formulas hold in Proposition 3.4, Proposition 3.5, Lemma 3.6, and Lemma 3.8 where $\partial_\nu x_3$ is replaced by $\partial_\nu$.

For the zeroth order recovery, the elastic transmission equation (3.12) stays the same with $\xi'$ replaced by $\xi_{tan}$. Thus, the zeroth order terms $(a_R)_0$ are unaffected by the curvature of $\Gamma$ and the same proof of Lemma 3.1 applies to recover $\rho^{(+)}$, $c_{P/S}^{(+)}$ at $\Gamma$. Note that this is analogous to (Rachele 2000, section 2) for the zeroth order recovery where there are no terms involving the curvature of the boundary, which only appear in the lower order terms of the asymptotic expansion.

For the lower order terms, we need to first verify the lemma 3.2 holds with $\partial_\nu x_3$ replaced by $\partial_\nu$. From (Rachele 2000, equation (13)) we have,

$$
B(x, \nabla_x)u = (\lambda \nabla_{tan} u + \mu (\nabla_{tan} \otimes u + (\nabla_{tan} \otimes u)^t) v
\quad + (\lambda + 2\mu)(\partial_\nu u \cdot v)v + \mu (\partial_\nu u)_{tan}
$$

on $\Gamma$. By (3.17), $N^{(-)}_{u_{1/R}}$ is completely determined in $\Gamma_{-}$ from the knowledge of $\phi_{1/R,P/S}$, $c_{P/S}$, $\rho$ and $a_{1/R,P/S}$ on $\Omega_{-}$ except the term $\partial_\nu a_{1/R,P/S}$. That is, one may write $N^{(-)}_{u_{1/R}} = R_0 + P^{(-)} \partial_\nu u_{1/R}$, where

$$
P^{(\pm)} u := (\lambda^{(\pm)} + 2\mu^{(\pm)})(\partial_\nu u \cdot v)v + \mu^{(\pm)} (\partial_\nu u)_{tan}.
$$
The same proof of lemma 3.2 applies to conclude

$$0 = P^{(+)} \left[ (\partial_v u_T)_J - (\partial_v \tilde{u}_T)_J \right]$$

on $\Gamma$. Since the normal and tangential components are independent, this shows

$$(\partial_v u_T)_J \cdot \nu = (\partial_v \tilde{u}_T)_J \cdot \nu \text{ and } ((\partial_v u_T)_J)_{tan} = ((\partial_v \tilde{u}_T)_J)_{tan}$$

which proves lemma 3.2 with $\partial_x^3$ replaced by $\nu$.

Next (3.22) holds with $\partial_x^3$ replaced by $\partial_v$ directly from (Rachele 2000, Proposition 3.1). The same is true for (3.23) taken from (Rachele 2000, Equation (64)). Thus, proposition 3.4 holds with $\partial_x^3$ replaced by $\partial_v$ with the same proof. Proposition 3.5 and lemma 3.6 hold as well with $\partial_x^3$ replaced by $\partial_v$ since these are taken directly from (Rachele 2000, Theorem 3.7) and (Rachele 2000, Lemma 3.12), which are done for a curved boundary. Continuing, (3.26) is just (Rachele 2000, equation (67)) when we replace $\partial_x^3$ by $\partial_v$ and $\xi'$ by $\xi_{tan}$. The rest of the proof of lemma 3.7 proceeds with no change so Lemma 3.7 holds as well with $\partial_x^3$ replaced by $\partial_v$. Similarly the main equation in Lemma 3.8 comes from (Rachele 2000, equation (67)) with $\partial_x^3$ replaced by $\partial_v$ and $\xi'$ replaced by $\xi_{tan}$. The rest of lemma 3.8 proceeds identically.

The higher order normal derivatives $\partial_v^k H(x)$ can be related to the principal curvatures of the interface, using the methods of Doúgan and Nochetto (2012). Note this is irrelevant for Theorem 1.1 since we just showed (A.10) continues to hold even in the general case since $\partial_v^{[J]} H(x)$ are indeed $R_{[J]}$ terms. Next, we show that even these higher order normal derivatives only depend on the curvature (shape operator) of the interface and not the higher order derivatives.

We follow Doúgan and Nochetto (2012) to introduce a natural defining function for $\Gamma$ for the interface normal coordinates that we use to compute. The signed distance function $b(x)$ to the surface $\Gamma$ is defined as

$$b(x, \Gamma) = \begin{cases} 
\text{dist}(x, \Gamma) & \text{for } x \in \Omega_- \\
0 & \text{for } x \in \Gamma \\
-\text{dist}(x, \Gamma) & \text{for } x \in \Omega_+ 
\end{cases}$$

where

$$\text{dist}(x, \Gamma) = \inf_{y \in \Gamma} |y - x|.$$  

Then $\tilde{x}_3 = b$ is the defining function of $\Gamma$ and

$$\nu = \nabla b(x) \mid \Gamma$$

and we sometimes denote $\nu$ for the vector field $\nabla b = \nabla_x \tilde{x}_3$ where convenient. Since $b$ is a distance function, $|\nabla b| = 1$ (Doúgan and Nochetto 2012). Denote by $\kappa(x)$ at $\Gamma$ the mean curvature of $\Gamma$ at $x$ and $\kappa_i$ are the principal curvatures of the surface, which are the eigenvalues of $S_{\Gamma}$. As mentioned, $H(x)$ is proportional to $\kappa$ by a constant so that all our results for $\kappa$ extend naturally to $H$. We first mention the following important lemma
**Lemma 4.3** (Doúgan and Nochetto 2012, Lemma 3.2) *The normal derivative of the mean curvature of a surface $\Gamma$ of class $C^3$ only depends on the shape operator of $\Gamma$. More precisely*

$$\partial_{\nu}\kappa = -\sum_i \kappa_i^2.$$  

*For a two-dimensional surface in $3d$, this is equal to*

$$\partial_{\nu}\kappa = -(\kappa_1^2 + \kappa_2^2) = -(\kappa^2 - 2\kappa_G)$$

*where $\kappa_G = \kappa_1\kappa_2$ denotes the Gauss curvature.*

We shall extend this type of result to higher order derivatives as well.

**Lemma 4.4** *All higher order normal derivative of the mean curvature of a surface $\Gamma$ of class $C^\infty$ only depends on the shape operator of $\Gamma$. More precisely*

$$\partial^J_{\nu}\kappa = (-1)^J J! \sum_i \kappa_i^{J+1},$$

*and $\partial^J_{\nu}H$ differs from this by a constant depending only on the dimension.*

**Proof** Observe that

$$\partial_{\nu}\kappa = (\nabla \kappa) \cdot \nabla b \big|_{\Gamma}$$

It is shown in (Doúgan and Nochetto 2012, Lemma 3.2) that $\partial_{\tilde{x}_3}\kappa = -|D^2b|^2$ where $|\cdot|$ denotes the Frobenius norm of a matrix.

Thus

$$-\partial^2_{\tilde{x}_3}\kappa = \nabla (|D^2b|^2) \cdot \nabla b = \nabla (\kappa_{x_i x_j}^2) \cdot \nabla b = 2b_{x_i x_j} b_{x_i x_j} b_{x_k}$$

Next, we can use $1 = |\nabla b|^2 = \sum_k b_{x_k x_k}^2 = b_{x_k} b_{x_k}$ where we understand the last equality as a sum over $k$, to obtain after a brief calculation

$$\partial^2_{\tilde{x}_3}\kappa = 2\text{tr}((D^2b)^3)$$

(4.5)

Next, $D^2b \big|_{\Gamma} = \nabla_{\Gamma,\nu}$ whose eigenvalues are precisely the principal curvatures $\kappa_1, \ldots, \kappa_{n-1}$ so that the eigenvalues of $D^2b$ are $\kappa_i^3$ for $i = 1, \ldots, n-1$.

Thus, for a constant $c_n$, we conclude

$$\partial^2_{\nu}H = 2c_n \sum_i \kappa_i^3.$$
We can obtain the higher order derivatives $\partial^J_\nu \kappa$ analogously by using $1 = |\nabla b|$ together with (4.5) so that only terms in $D^2 b$ appear. In fact, we can show inductively that
\[
\partial^J_\nu \kappa = (-1)^J J! \text{trace}((D^2 b)^{J+1}).
\]
Denote $b_{pq} = b_{qp} = b_{x_p x_q}$. Then by the inductive step
\[
\frac{1}{(-1)^{J-1}(J-1)!} \partial^J_\nu \kappa = \text{trace}((D^2 b)^{J}) = \sum_{i_1, \ldots, i_J} b_{i_1i_2} b_{i_2i_3} \cdots b_{i_{J-1}i_J} b_{i_Ji_1}
\]
After a brief computation we obtain
\[
\frac{1}{(-1)^{J-1}(J-1)!} \partial^J_\nu \kappa = \nabla \left( \sum_{i_1, \ldots, i_J} b_{i_1i_2} b_{i_2i_3} \cdots b_{i_{J-1}i_J} b_{i_Ji_1} \right) \cdot \nabla b
\]
\[
= - \sum_{p=1}^J \text{tr}(D^2 b)^{J+1} = - J \text{tr}(D^2 b)^{J+1}.
\]
Hence, using induction and taking the trace in the above formula allows us to conclude
\[
\partial^J_\nu H = c_n (-1)^J J! \sum_i \kappa^J_i.
\] (4.6)

Using Lemma 4.3 and the proof of Proposition 4.2, we can recover the eigenvalues of $S_\Gamma$ from $R$ once the material parameters have been recovered below the interface. Note that this is not necessary for our main theorems, but it is an extra feature of our explicit constructions.

**Proposition 4.5** Suppose $c_S, \rho$ and their normal derivatives are known at both sides of the interface. Then the principle curvatures of $\Gamma$, which are the eigenvalues of $S_\Gamma$, can be computed from $R$. The same holds true in the elastic case when $c_S, c_P, \rho$ and their normal derivatives are known at both sides of the interface.

**Proof** Let us consider a normally incident wave so that $\nabla_{\text{tan}} \phi_\bullet = 0$ when restricted to $\Gamma$. In this case, we have from (4.2) and the calculations before it,
\[
(a_\bullet)_0 H(x)/2 = \partial_v (a_\bullet)_0 + \left[ (\partial_v \log \sqrt{\rho}) + (\partial_v \log c_S) \left( 1 - \frac{(\partial_\nu \phi_\bullet)^2}{2c_S^2 \sqrt{\rho}} \right) \right] (a_\bullet)_0
\]
\[
- R_0,
\]
where $R_0$ does not depend the curvature of $\Gamma$ since the terms containing $\partial_\xi_1 \phi_\bullet \text{div}(e_1)$ and $\partial_\xi_2 \phi_\bullet \text{div}(e_2)$ will vanish at $\Gamma$. In the nonglancing set, $(a_\bullet)_0$ does not vanish. Hence,
using (2.5) with \( J = -1 \), noting that the matrix on the left side of that equation is an \( R_0 \) term independent of curvature, we can recover \( H(x) \) in terms of \( (a_R)_{-1} \), the parameters, and their first derivatives at \( \Gamma \).

Similarly, we can use (4.4) with \( (a_R)_{-1} \) to obtain an equation where the only curvature term is the term with \( \partial_\nu H(x) \) at \( \Gamma \). We then apply the analogous argument using (2.5) with \( J = -2 \) to recover \( \partial_\nu H(x) \) from \( (a_R)_{-2} \), the parameters, and their first and second derivatives. Since \( \Gamma \) is two-dimensional, we recover both principal curvatures by Lemma 4.3. The elastic case leads to similar formulas as above after a lengthy computation to recover the principal curvatures. We provide the details in appendix A.3. □

5 An underlying viewpoint that relates to boundary determination

As mentioned in the introduction, a relevant forward problem to our inverse problem is Michael Taylor’s work in Taylor (1975). Following Yamamoto (1989), the elastic transmission problem may locally be cast as a first order boundary value problem near the interface, with \( \Gamma \) acting as a boundary. Denote \( \Omega_1 = \Omega_+ \) and \( \Omega_2 = \Omega_- \) from the introduction. We assume boundary normal coordinates are chosen so that locally, \( \Gamma \) is given by \( \{ x_3 = 0 \} \). Again, \( u \) denotes the solution to the elastic transmission problem on \( \Omega \times \mathbb{R} \) and we denote \( u_1 \) as \( u \) restricted to \( \Omega_1 \times \mathbb{R} \).

Then, we denote \( U_i = (\Lambda(D_{x'}, D_t)u_i, D_{x_3}u_i)^t \) where \( \Lambda \) is a pseudo-differential operator with the symbol \( \Lambda_1(\xi', \tau) = (|\xi'|^2 + \tau^2 + 1)^{1/2} \). The transmission problem becomes the following boundary value problem with the form (taken from Yamamoto (1989))

\[
\begin{cases}
D_{x_3}U_i = M_i(x', D_{x'}, D_t)U_i & \text{in } (-1)^{i+1}x_3 > 0 \\
(I_3, 0)U_1 = (I_3, 0)U_2 & \text{on } x_3 = 0, \\
B_1(x', D_{x'}, D_t)U_1 = B_2(x', D_{x'}, D_t)U_2 & \text{on } x_3 = 0
\end{cases}
\]

where \( I_3 \) is the \( 3 \times 3 \) identity matrix, \( M_i \) is a \( 6 \times 6 \) matrix pseudo-differential operator of order one depending on the parameters in \( \Omega_i \), and the \( 6 \times 3 \) matrix principal symbol \( (B_{11}, B_{12})(x', \xi', \tau) \) of \( B_i = (B_{11}, B_{12})(x', D_{x'}, D_t) \) is determined by the Neumann operator (3.10) and depend on the parameters in region \( \Omega_i \) (see (Yamamoto 1989, Equation (2.2)) for the exact definitions).

One may then construct the boundary operator \( \gamma \) appearing in Taylor (1975) that determines a pseudodifferential equation between the “incoming” and “outgoing” elastic waves at the interface (Yamamoto 1989). The principal amplitudes of the outgoing waves at the interface are determined by \( \gamma \), which are used to form the parametrix for the elastic wave equation away from glancing rays. Our inverse problem is to use these scattered amplitudes at the interface to determine the jet of the material parameters at a certain side of an interface.
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A Proofs of lemmas and propositions from Section 2

These are proofs of the main statements in the acoustic case. Since they are a simpler, yet more lucid version of the elastic case, we relegate them to this appendix.

A.1 Zeroth order recovery of the parameters at the interface

Proof of Lemma 2.1 By solving (2.4), we get

\[(a_R)_0(x', \tau, \xi') = \frac{\mu(-)\xi_I - \mu(+)\xi_T}{\mu(-)\xi_I + \mu(+)*\xi_T} = \frac{\mu(-)\xi_I/\xi_T - \mu(+)}{\mu(-)\xi_I/\xi_T + \mu(+)} = \frac{af - b}{af + b},\]

where we denote \(f = \xi_I/\xi_T\), \(a = \mu(-)\), \(b = \mu(+)\). Note that \(f = f(|\xi'|/\tau)\) i.e. it is a function of the parameter \(|\xi'|/\tau\) while \(a, b\) only depend on \(x\). Now, since \((a_R)_0 = (\tilde{a}_R)_0\) and assuming \(\mu(-) = \tilde{\mu}(-)\) (i.e. \(a = \tilde{a}\)) on \(\Gamma\) we obtain

\[\frac{af - b}{af + b} = \frac{a\tilde{f} - \tilde{b}}{a\tilde{f} + \tilde{b}} , \text{ if and only if } a\tilde{b}f = ab\tilde{f} , \text{ if and only if } \frac{\tilde{b}}{b} = \frac{\tilde{f}}{f}. \quad (A.1)\]

Varying \(|\xi'|/\tau\) keeping everything else constant, we get

\[\frac{\tilde{b}}{b} = \frac{\tilde{f}_1}{f_1},\]
where \( f_1 \) is \( f \) evaluated at different value of \( |\xi'|/\tau \). Thus,
\[
\frac{\tilde{f}}{f} = \frac{\tilde{f}_1}{f_1} \quad \text{if and only if} \quad \frac{(\tilde{c}^{(+)}_S)^{-2} - d^2}{(c^{(+)}_S)^{-2} - d^2} = \frac{(\tilde{c}^{(+)}_S)^{-2} - d_1^2}{(c^{(+)}_S)^{-2} - d_1^2},
\]
where we used \( c^{(-)}_S = \tilde{c}^{(-)}_S \) and labelled \( d = |\xi'|/\tau, d_1 = |\xi'_1|/\tau_1 \). Cross multiplying we get the algebraic equation
\[
((\tilde{c}^{(+)}_S)^{-2} - (c^{(+)}_S)^{-2})(d^2 - d_1^2) = 0
\]
Note that, as long as we pick \( d_1 \neq \pm d \), we recover \( c^{(+)}_S = \tilde{c}^{(+)}_S \). Then going back to (A.1) one gets \( b = \tilde{b} \), that is \( \mu^{(+)} = \tilde{\mu}^{(+)} \) on \( \Gamma \).

**Remark A.1** In geophysical experiments, one often only has access to relative amplitudes where the amplitude is normalized to be 1 for an incident wave hitting the interface at a fixed particular angle. Concretely, for a fixed, \((x', \tau_1, \xi'_1)\) in the hyperbolic set, suppose one instead measures \( R := (a_R)_0(x', \tau, \xi')/(a_R)_0(x', \tau_1, \xi'_1) \). The questions is can one recover \( \mu^{(+)} \) and \( c^{(+)}_S \) at \( x' \) from \( R \) at various incident angles (i.e. varying \( \tau, \xi' \) in the hyperbolic set)?

In order to recover a single unknown parameter such as \( \mu^{(+)} \), then this can be done with elementary means, but disentangling two material parameters is less clear. For the uniqueness question, ignoring spacial variables, assume
\[
\frac{(a_R)_0(\tau, \xi')}{(a_R)_0(\tau_1, \xi_1)} = \frac{(\tilde{a}_R)_0(\tau, \xi')}{(\tilde{a}_R)_0(\tau_1, \xi_1)}.
\]
Then one can show \( \mu^{(+)} = \tilde{\mu}^{(+)} \) and \( c^{(+)}_S = \tilde{c}^{(+)}_S \) with a similar argument as above.

One can even obtain a partial reconstruction algorithm directly from \( R \). Via computation, one can show that
\[
L := (R - 1)/(R + 1) = \frac{2ac(f - f_1)}{a^2 ff_1 - b^2},
\]
where \( a, b, f, f_1 \) are as in the lemma. By solving a quadratic equation, we compute
\[
2b = \alpha/L + \sqrt{\alpha^2/L^2 + 4\beta}
\]
where \( \alpha = 2a(f - f_1), \beta = a^2 ff_1 \) are independent of \( b \). Since \( b \) is independent of those variable, one can vary \( \tau, \xi' \) within the hyperbolic set to obtain a nonlinear equation that needs to be solved for \( c_S \) only (without any terms involving \( b = \mu^{(+)} \)), but it is unclear whether this can be done by elementary means. If it can, then our approach shows how one can do the recovery even with reflected amplitudes, and there is a reconstruction formula.
A.2 Recovery of the derivatives of the parameters at the interface

Proof of Lemma 2.2. Observe that for $J = 0$, from (2.6) and (2.8) one obtains

\[ \partial_{x_3}(a_\bullet)_0 = \frac{1}{2 \rho c_S^2 \xi_3,\bullet} (P \phi_\bullet) (a_\bullet)_0 + R_0. \]  

(A.2)

In order to calculate the term $P \phi_\bullet = (\rho \partial_t^2 - \nabla_x \cdot \mu \nabla_x) \phi_\bullet$, we start with

\[ \partial_{x_3} e^{i \phi_\bullet} = i \partial_{x_3} \phi_\bullet e^{i \phi_\bullet} = \pm \left( \sqrt{ |\partial_{x'} \phi_\bullet|^2 - c_S^{-2} |\partial_t \phi_\bullet|^2 } \right) e^{i \phi_\bullet}, \quad \text{on } \Gamma. \]  

(A.3)

Therefore, $\partial_{x_3} \phi_\bullet = \pm \sqrt{ c_S^{-2} |\partial_{x'} \phi_\bullet|^2 - |\partial_t \phi_\bullet|^2 }$ can be recovered from $c_S$ and the tangential derivatives of $\phi_\bullet$ on $\Gamma$. In other words, $\partial_{x_3} \phi_\bullet$ at $\Gamma$ is a $R_0$ term. Taking one more derivative of (A.3) in the normal direction we get

\[ \partial_{x_3}^2 \phi_\bullet = \frac{1}{\xi_3,\bullet} \left[ -c_S^{-2} (\partial_{x_3} \log c_S) |\partial_t \phi_\bullet|^2 + c_S^{-2} (\partial_t \phi_\bullet) \partial_{x_3} \partial_t \phi_\bullet - (\partial_{x_3} \nabla_x' \phi_\bullet, \nabla_x' \phi_\bullet) \right]. \]

Here the last two terms above are determined by $c_S, \phi_\bullet$ and their tangential derivatives on $\Gamma$. Hence, we have

\[ \partial_{x_3}^2 \phi_\bullet = - (\partial_{x_3} \log c_S) c_S^{-2} \xi_3^{-1} |\partial_t \phi_\bullet|^2 + E_0, \quad \text{where } E_0 \text{ is a } R_0 \text{ term.} \]

If we take one more normal derivative of $\phi_\bullet$, then $\partial_{x_3} E_0$ can have at most one derivative of $c_S$ as well as the term $c_S^{-2} \xi_3^{-1} |\partial_t \phi_\bullet|^2$. Thus, we obtain

\[ \partial_{x_3}^3 \phi_\bullet = - (\partial_{x_3}^2 \log c_S) c_S^{-2} \xi_3^{-1} |\partial_t \phi_\bullet|^2 + R_1. \]

In general, one obtains

\[ \partial_{x_3}^k \phi_\bullet = - (\partial_{x_3}^{k-1} \log c_S) c_S^{-2} \xi_3^{-1} |\partial_t \phi_\bullet|^2 + R_{k-2}. \]  

(A.4)

Now we calculate

\[ \nabla_x \cdot \mu \nabla_x \phi_\bullet = (\partial_{x_3} \mu) \partial_{x_3} \phi_\bullet + \mu \partial_{x_3}^2 \phi_\bullet + R_0 \]
\[ = \partial_{x_3} (\rho c_S^2 \xi_3,\bullet) - \rho c_S^2 (\partial_{x_3} \log c_S) c_S^{-2} \xi_3^{-1} |\partial_t \phi_\bullet|^2 + R_0 \]
\[ = \rho ((\partial_{x_3} \log \rho) c_S^2 \xi_3,\bullet + (\partial_{x_3} \log c_S) (2 c_S^2 \xi_3,\bullet - \xi_3^{-1} |\partial_t \phi_\bullet|^2)) + R_0. \]

Also note that $\partial_t^2 \phi_\bullet = \partial_t^2 \left( -\tau t + x' \cdot \xi' \right) = 0$ on $\Gamma$. Thus, from a direct calculation, we obtain

[Springer]
\[(1/2\rho)P\phi_\bullet = \frac{1}{2} \partial_t^2 \phi_\bullet - (2\rho)^{-1} \nabla_x \cdot \mu \nabla_x \phi_\bullet \]
\[= -(1/2)((\partial_x \log \rho)c_3^2 \xi_3,\bullet + (\partial_x \log c_S)(2c_3^2 \xi_3,\bullet - \xi_3,\bullet^{-1}(\partial_t \phi_\bullet)^2)) + R_0,\]
on \Gamma.

Therefore, going back to (A.2) we get
\[c_3^2 \xi_3,\bullet \partial_x \xi_3(a_\bullet)_0 \]
\[= -(1/2)((\partial_x \log \rho)c_3^2 \xi_3,\bullet + (\partial_x \log c_S)(2c_3^2 \xi_3,\bullet - \xi_3,\bullet^{-1}(\partial_t \phi_\bullet)^2))(a_\bullet)_0 + R_0,\]
so that
\[\partial_x \xi_3(a_\bullet)_0 = -\left[(\partial_x \log \sqrt{\rho}) - \partial_x \log c_S \left(1 - \frac{(\partial_t \phi_\bullet)^2}{2c_3^2 \xi_3,\bullet} \right)\right](a_\bullet)_0 + R_0.\]

\[\square\]

Remark A.2 Observe that \(\partial_x \xi_3(a_I)_0\) and \(\partial_x \xi_3(a_R)_0\) are indeed \(R_0\) terms, because \(\rho^{(-)}\) and \(c_S^{(-)}\) are known on the \(\Omega_-\) region and so are \(\partial_x \rho^{(-)}, \partial_x c_S^{(-)}\) on \(\Gamma\). The rest of the terms in the expression of \(\partial_x \xi_3(a_I)_0\) and \(\partial_x \xi_3(a_R)_0\) can be determined from the 0-th order transmission condition (2.4). On the other hand \(\partial_x \xi_3(\partial_T)_0\) is not \(R_0\) but \(R_1\) since it involves \(\rho^{(+)}\) and \(c_S^{(+)}\), which cannot be determined from (2.4).

We provide the proofs of several claims made in the elastic case.

Proof of Lemma 2.3 We start with the transmission conditions for \((a_R)_-1\). From (2.5) for \(J = -1\), we get
\[(a_R)_-1 = \frac{1}{\mu^{(-)} \xi_3, I + \mu^{(+)} \xi_3, T} \left[\mu^{(-)} \partial_x \xi_3(a_I)_0 + \mu^{(-)} \partial_x \xi_3(a_R)_0 - \mu^{(+)} \partial_x \xi_3(\partial_T)_0\right].\]  
(A.5)

Note that \(\mu^{(+)}\) can be determined by the 0-th order transmission condition (see Lemma 2.1), therefore, \((\mu^{(-)} \xi_3, I + \mu^{(+)} \xi_3, T)^{-1}\) is a \(R_0\) quantity. Furthermore, thanks to Lemma 2.2, \(\mu^{(-)} \partial_x \xi_3(a_I)_0\) and \(\mu^{(-)} \partial_x \xi_3(a_R)_0\) are \(R_0\), see Remark A.2. From (A.5) and (2.9) one obtains
\[(a_R)_-1 = R_0 + \left[\left(\partial_x \log \sqrt{\rho^{(+)}}\right) - \partial_x \log c_S^{(+)} \left(1 - \frac{(\partial_t \phi_T)^2}{2(c_S^{(+)} \xi_3, T)^2}\right)\right] \frac{(a_T)_0}{R_0}.\]

We denote \(f = f(|\xi'|/\tau) = \left(1 - \frac{(\partial_t \phi_T)^2}{2(c_S^{(+)} \xi_3, T)^2}\right).\) If we have \(\tilde{\rho}^{(-)} = \rho^{(-)}, \tilde{\mu}^{(-)} = \mu^{(-)}\) on \(\Omega_-\) and \(\tilde{R} = R\) on \(\Gamma\), then one gets \(\tilde{R}_0 = R_0\) and \((\tilde{a}_R)_-1 = (a_R)_-1\) on \(\Gamma\). Therefore, we obtain
\[ R_0 + \left[ \partial_{x_3} \log \sqrt{\rho} - \partial_{x_3} \log c_S^{(+)} \left( 1 - \frac{\left( \partial_1 \phi_T \right)^2}{2(c_S^{(+)} \xi_{S,T}^2)} \right) \right] \left( a_T \right)_0 \]

\[ = R_0 + \left[ \partial_{x_3} \log \sqrt{\rho} - \partial_{x_3} \log c_S^{(+)} \left( 1 - \frac{\left( \partial_1 \tilde{\phi}_T \right)^2}{2(c_S^{(+)} \xi_{S,T}^2)} \right) \right] \left( a_T \right)_0, \quad \text{on} \quad \Gamma. \]

Note that \( (a_T)_0 \neq 0 \) on the hyperbolic set when solving (2.4), which implies

\[ \left( \partial_{x_3} \log \frac{\rho}{\rho^{(+)}} \right) = \left( \partial_{x_3} \log c_S^{(+)} \right) f - \left( \partial_{x_3} \log c_S^{(+)} \right) \tilde{f} \quad \text{on} \quad \Gamma. \quad (A.6) \]

Observe that \( f \) is a \( R_0 \) quantity so that \( f = \tilde{f} \). Furthermore, \( \rho^{(+)}, \rho^{(+)} \) depends only on \( x \), hence by varying \( (|\xi'|/\tau) \) we obtain

\[ \left( \partial_{x_3} \log \frac{c_{S}^{(+)}}{c_S^{(+)}} \right) f = \left( \partial_{x_3} \log \frac{c_{S}^{(+)}}{c_S^{(+)}} \right) f_1 \quad \text{on} \quad \Gamma, \quad (A.7) \]

where \( f \) and \( f_1 \) are evaluated in different values of \( |\xi'|/\tau \). Note that \( c_S^{(+)} = c_S^{(+)} \) on \( \Gamma \) (see Lemma 2.1). If we take two values of \( |\xi'|/\tau \) such a way that \( f \neq f_1 \) on \( \Gamma \), then (A.7) implies

\[ \left( \partial_{x_3} \log \frac{c_{S}^{(+)}}{c_S^{(+)}} \right) = 0, \quad \text{so that} \quad \partial_{x_3} c_S^{(+)} = \partial_{x_3} c_S^{(+)} \text{ on } \Gamma. \]

Going back to (A.6) we obtain \( \partial_{x_3} \rho^{(+)} = \partial_{x_3} \tilde{\rho}^{(+)} \) and thus \( \partial_{x_3} \mu^{(+)} = \partial_{x_3} \tilde{\mu}^{(+)} \) on \( \Gamma. \)

**Proof of Lemma 2.4** We prove this lemma via an iterative argument. First we note that for \( J = 0, -1 \) we already have Lemma 2.1 and Lemma 2.3.

In order to prove the lemma for \( J < -1 \) we study the transport equation (2.6). For \( J < 0 \), in the transport equations (2.6), we encounter the term \( P(t, x, D_t, x)(a_\bullet)_J = \rho \partial_t^2 (a_\bullet) + \nabla \cdot \mu \nabla (a_\bullet). \) We calculate

\[ \nabla \cdot \mu \nabla (a_\bullet) = (\partial_{x_3} \mu) \partial_{x_3} (a_\bullet) + \mu (\partial_{x_3} (a_\bullet) + R_0 \]

\[ = \mu \partial_{x_3}^2 (a_\bullet) + R_1 \]

\[ = -\mu \left[ \left( \partial_{x_3}^2 \log \sqrt{\rho} \right) + \partial_{x_3} \log c_S \left( 1 - \frac{\left( \partial_1 \phi_T \right)^2}{2(c_S \xi_{S,T}^2)} \right) \right] (a_\bullet) + R_1 \]

\[ = -\mu \left[ \left( \partial_{x_3} \log \sqrt{\rho} \right) + \partial_{x_3} \log c_S \left( 1 - \frac{\left( \partial_1 \tilde{\phi}_T \right)^2}{2(c_S \xi_{S,T}^2)} \right) \right] (a_\bullet) + R_1 \]

\[ \Diamond \text{ Springer} \]
Using the equation earlier for $\partial x_3 (a_\bullet)_0$, we see the second term is in fact $R_1$. Thus, we obtain

$$P(t, x, D_{t,x})(a_\bullet)_0 = \mu \left[ (\partial_{x_3}^2 \log \sqrt{\rho}) + \partial_{x_3}^2 \log c_S \left( 1 - \frac{(\partial_t \phi_\bullet)^2}{2c_S^2 \xi_3^2} \right) \right] (a_\bullet)_0 + R_1$$

(A.8)

Now, from the transport equation (2.6) and the relation (2.7), (A.8) we get

$$\partial_{x_3} (a_\bullet)_{-1} = -i/(2\xi_3, \bullet) \left[ (\partial_{x_3}^{[J]+1} \log \sqrt{\rho}) + \partial_{x_3}^{[J]+1} \log c_S \left( 1 - \frac{(\partial_t \phi_\bullet)^2}{2c_S^2 \xi_3^2} \right) \right] (a_\bullet)_0 + R_{[J]}$$

(A.9)

Since the microlocal transmission conditions (2.5) helps us to connect $(a_R)_{-2}$ to $\partial x_3 (a_T)_{-1}$, using the same argument as in Lemma 2.3 we see that $(a_R)_{-2}$ uniquely determines $\partial_{x_3}^2 \rho^{(+)}$ and $\partial_{x_3}^2 \mu^{(+)}$ at $\Gamma$. Iterating the above argument gives us

$$\partial_{x_3} (a_\bullet)_{J} = (-i/(2\xi_3, \bullet))^J \left[ \partial_{x_3}^{[J]+1} \log \sqrt{\rho} \right] + \partial_{x_3}^{[J]+1} \log c_S \left( 1 - \frac{(\partial_t \phi_\bullet)^2}{2c_S^2 \xi_3^2} \right) (a_\bullet)_0 + R_{[J]}$$

(A.10)

Then we get from the $|J|$-th order transmission conditions

$$\partial_{x_3} (a_T)_{J+1} = R_{[J+1]}(R_{[J+1]} - (a_R)_{J}) \text{ on } \Gamma$$

so that

$$(a_R)_{J} = -\frac{\partial_{x_3} (a_T)_{J+1}}{R_{[J+1]}} + R_{[J+1]}$$

$$= -(-i/(2\xi_3, T))^J \left[ \partial_{x_3}^{[J]} \log \sqrt{\rho^{(+)}} \right]$$

$$+ \partial_{x_3}^{[J]} \log c_S^{(+)} \left( 1 - \frac{(\partial_t \phi T)^2}{2c_S^2 \xi_3^2} \right) \frac{(a_T)_{J+1}}{R_{[J+1]}} + R_{[J+1]}$$

(A.11)

Using the same argument as above, and noting that the transmission conditions already determine $(a_T)_{J+1}$ from knowledge of $(a_R)_{J+1}$, shows that $(a_R)_J$ determines $\partial_{x_3}^{[J]} \rho^{(+)}$ and $\partial_{x_3}^{[J]} \mu^{(+)}$ at $\Gamma$. \hfill \square

This completes the proof of Theorem 1.1. The essential piece to make this work is verifying that $(a_R)_J$ at $\Gamma$ only depends on at most $|J|$ normal derivatives of the material parameters using the transmission conditions to continue unique recovery inductively. We finish this section by the following remark.
Remark A.3  Note that the recovery of the parameters on the boundary is obtained directly from the principal symbol of the reflection operator $R$, whereas recovering the higher order derivatives one relies on the recursive equations obtained from the interface conditions for the lower order terms of the asymptotic expansion of the geometric optics solution.

### A.3 Proofs of several lemmas in the elastic case

Lastly in this appendix, we provide the remaining proof of lemma 3.1, which is similar to our previous computations and the

**Remaining proof of lemma 3.1**  Having $r_{11} = \tilde{r}_{11}$ we obtain

$$
\tilde{A} \left[ \tilde{t}^4 \left( \xi_{3,1,S} + \xi_{3,T,S} \right) \left( \xi_{3,1,P} - \xi_{3,T,P} \right) \\
+ 4 \tilde{t}^2 \left( \mu^{(-)} - \mu^{(+)} \right) \left( \xi_{3,1,P} \xi_{3,1,S} - \xi_{3,T,S} \xi_{3,T,P} \right) \\
+ 4 \left( \mu^{(-)} - \mu^{(+)} \right)^2 \left( 1 + \xi_{3,1,S} \xi_{3,1,P} \right) \left( 1 - \xi_{3,T,S} \xi_{3,T,P} \right) \right]
$$

Here we use that fact that so far we have $\rho^{(\pm)} = \tilde{\rho}^{(\pm)}$, $\mu^{(\pm)} = \tilde{\mu}^{(\pm)}$, $c_S^{(\pm)} = \tilde{c}_S^{(\pm)}$ on $\Gamma$ and therefore, $\xi_{3,\bullet,S} = \tilde{\xi}_{3,\bullet,S}$. Equating the coefficient of $\tilde{t}^8$ on the both sides of the above equation we obtain

$$
\frac{\left( \xi_{3,1,S} + \xi_{3,T,S} \right)}{\left( \xi_{3,1,S} - \xi_{3,T,S} \right)} \frac{\left( \xi_{3,1,P} - \xi_{3,T,P} \right)}{\left( \xi_{3,1,P} + \xi_{3,T,P} \right)} = \frac{\left( \xi_{3,1,S} + \xi_{3,T,S} \right)}{\left( \xi_{3,1,S} - \xi_{3,T,S} \right)} \frac{\left( \xi_{3,1,P} - \tilde{\xi}_{3,T,P} \right)}{\left( \xi_{3,1,P} + \tilde{\xi}_{3,T,P} \right)}
$$

which implies

$$
\frac{\left( \xi_{3,1,P} - \xi_{3,T,P} \right)}{\left( \xi_{3,1,P} + \xi_{3,T,P} \right)} = \frac{\left( \xi_{3,1,P} - \tilde{\xi}_{3,T,P} \right)}{\left( \xi_{3,1,P} + \tilde{\xi}_{3,T,P} \right)}.
$$

After a cross multiplication and simplification, on $\Gamma$ we obtain

$$
\frac{\xi_{3,T,P}}{\xi_{3,T,P}} = \frac{\xi_{3,1,P}}{\xi_{3,1,P}} = 1, \text{ which implies } \frac{|\xi'|^2 - \tau^2 (c_P^{(+)})^{-2}}{|\xi'|^2 - \tau^2 (\tilde{c}_P^{(\pm)})^{-2}} = 1
$$

and thus, $(c_P^{(+)})^{-2} = (\tilde{c}_P^{(\pm)})^{-2}, \ [\because \tau \neq 0].$
Since \( c_p^{(+)} \) and \( \tilde{c}_p^{(+)} \) are wave speeds and cannot be negative, hence, we obtain \( c_p^{(+)} = \tilde{c}_p^{(+)} \) on \( \Gamma \).

We also finish the proof of proposition 4.5 in the elastic case.

**Proof of proposition 4.5 in the elastic case:** First, we need the following operator appearing in the elastic transport equations (see (Rachele 2000, equation (25)))

\[
P_{sc}(t, x, D)\phi = \rho(\partial_t^2 \phi) - \left[ (\nabla_x \otimes \lambda \nabla_x \phi) + (\text{div} \mu \nabla_x \phi) \right] I + (\nabla_x \otimes \mu \nabla_x \phi)^t.
\]

The divergence term is computed exactly as in the acoustic case with the mean curvature appearing, which is still an \( R_0 \) term.

Next, we let \( \nabla \) be the Levi-Civita connection and \( e_\alpha = \partial_{\tilde{x}_\alpha} \) a basis for \( T\Omega \) near \( \Gamma \) for \( \alpha = 1, 2, 3 \), and dual basis \( \{\hat{e}_\alpha\} \). Note that \( \partial_{\tilde{x}_3} = \partial_v \) when restricted to \( \Gamma \) by fixing a unit normal \( v \) with the corresponding sign. Then \( \nabla_x \phi = \partial_{\tilde{x}_\alpha} \phi \ e_\alpha \) with the usual summation convention and

\[
\nabla_{\tilde{x}_j}(\lambda \nabla_x \phi) = (\partial_{\tilde{x}_j} \lambda) \partial_{\tilde{x}_\alpha} \phi + \lambda \partial_{\tilde{x}_j} \partial_{\tilde{x}_\alpha} \phi + \lambda \partial_{\tilde{x}_\beta} \phi \Gamma^\alpha_{\beta j} e_\alpha,
\]

where in particular, the last term is the only new term we have from the flat case and it is an \( R_0 \) term. An analogous calculation applies to \( (\nabla_x \otimes \mu \nabla_x \phi)^t \). Let \( N = \nabla \phi P / |\nabla \phi P| \) and observe that

\[
N^t(\partial_{\tilde{x}_\beta} \phi_p \Gamma^\alpha_{\beta j} e_\alpha \otimes \hat{e}_j) N = |\nabla \phi P|^{-2} \Gamma^\alpha_{\beta j} (\partial_{\tilde{x}_\beta} \phi_p)(\partial_{\tilde{x}_\alpha} \phi_p)(\partial_{\tilde{x}_j} \phi_p).
\]

Since \( \Gamma^3_{3 j} = 0 \) in our coordinates, if we pick \( \xi_{tan} = 0 \) (normal incidence wave), then the quantity above vanishes at \( \Gamma \). Thus,

\[
\frac{N^t(P_{sc}(t, x, D)\phi P)}{2 \rho c_p^2 \tilde{z}_3, \Phi}(\alpha_{\Phi})_0 = \left( -\frac{1}{2} (\partial_v \log c_P) \left[ 1 + \frac{c_S^2}{c_p^2} \left( 1 - \frac{|\nabla_x \phi P, \Phi|^2}{(\partial_v \phi P, \Phi)^2} \right) \right] + (\partial_v \log \sqrt{\rho}) \right)(\alpha_{\Phi})_0
\]

\[
- \frac{c_S^2}{2 c_P^2} H(x)(\alpha_{\Phi})_0 + R_0,
\]

where for \( \xi_{tan} = 0 \), \( R_0 \) contains no curvature terms when restricted to \( \Gamma \).

Following (Rachele 2000, equation (34)), we also need to compute the term

\[
N^t(\partial_{t, \tilde{z}} P)(t, \tilde{x}, \partial_{t, \tilde{z}} \phi_p) \cdot (\partial_{t, \tilde{z}} N
\]

restricted to \( \Gamma \) where \( p \) is the principal symbol of \( Q \). We will also choose \( \xi_{tan} = 0 \) initially. Observe that \( \partial_{\tilde{x}_1} (\tilde{\xi} \otimes \tilde{\xi}) = \tilde{\xi} \otimes e_1 + e_1 \otimes \tilde{\xi} \) so that when restricted to \( \tilde{\xi} = d \phi_p \), at \( \Gamma \), for \( \xi_{tan} = 0 \) (we assume all statements in this subsection are with this restriction)
\[ N'^{t} \partial_{\xi_{1}} (\tilde{\xi} \otimes \tilde{\xi}) \cdot \partial_{\xi_{1}} N = (N \cdot \tilde{\xi})(e_{1}, \nabla e_{1} N) = \frac{(\partial_{\nu} \phi p)^{3}}{|\nabla \phi p|^{2}} (e_{1}, \nabla e_{1} [(\partial_{\nu} \phi p / |\nabla \phi p|) e_{3}]) \]

\[ = \frac{(\partial_{\nu} \phi p)^{3}}{|\nabla \phi p|^{2}} (e_{1}, \nabla e_{1} e_{3}) = \xi_{3,p} (e_{1}, \nabla e_{1} e_{3}). \]  
(A.13)

Using that \( \nu, \nabla \nu = 0 \), we get

\[ N'^{t} \partial_{\xi_{1}} (\tilde{\xi} \otimes \tilde{\xi}) \cdot \partial_{\xi_{1}} N + N'^{t} \partial_{\xi_{2}} (\tilde{\xi} \otimes \tilde{\xi}) \cdot \partial_{\xi_{2}} N = \xi_{3,p} H(x) \]  
(A.14)

where \( H(x) \) is from before and proportional to the mean curvature at \( \Gamma \). Similarly,

\[ N'^{t} \partial_{\xi_{3}} (\tilde{\xi} \otimes \tilde{\xi}) \cdot \partial_{\xi_{3}} N = \frac{(\partial_{\nu} \phi p)^{3}}{|\nabla \phi p|^{2}} (e_{3}, \partial_{\nu} (N_{tan} + e_{3} \partial_{\nu} \phi p / |\nabla \phi p|)) \]

\[ = \xi_{3,p} \partial_{\nu} \left( \frac{\partial_{\nu} \phi p}{|\nabla \phi p|} \right). \]

One may also check that the quantity \( N'^{t} (\partial_{\xi} |\xi|^{2} I) \cdot \partial_{\xi} N \) has no curvature terms when we restrict to \( \Gamma' \) and \( \xi_{tan} = 0 \). Then from (Rachele 2000, equation (50)), we get

\[ - \left[ N_{*} (\partial_{\tau} \phi p)(t, \tilde{x}, \partial_{\tilde{x}} \phi p) \cdot \partial_{\tilde{x}} N_{*} \right] (\alpha_{*})_{0} \]

\[ = \left( \partial_{\nu} \log c_{p} \right) \left[ \frac{c_{\lambda+\mu}^{2} |\xi_{tan}|^{2}}{2c_{p}^{2} (\partial_{\nu} \phi p)^{2}} \right] (\alpha_{*})_{0} + \frac{c_{\lambda+\mu}^{2}}{2c_{p}^{2}} H(x)(\alpha_{*})_{0} + R_{0}, \]  
(A.15)

where \( R_{0} \) also does not contain any curvature terms and can be computed from the values of the parameters and not their normal derivative. Combining these calculations, we obtain from (Rachele 2000, lemma 3.5)

\[ \partial_{\nu} (\alpha_{*})_{0} = - \left[ \frac{1}{2} \left( \partial_{\nu} \log c_{p} \right) \left( 1 - \frac{|\xi_{tan}|^{2}}{(\partial_{\nu} \phi p)^{2}} \right) \right. \]

\[ + \left. (\partial_{\nu} \log (\sqrt{\rho})) \right] (\alpha_{*})_{0} + b_{*} H(x)(\alpha_{*})_{0} + R_{0} \]  
(A.16)

where \( R_{0} \) does not depend on curvature when restricted to \( \Gamma' \) and \( \xi_{tan} = 0 \), and \( b_{*} \) is a fixed constant whose sign is dependent on \( \cdot \). One may derive an analogous formula for \( \partial_{\nu} (\alpha_{k,*})_{0} \) for \( k = 1, 2 \) using (Rachele 2000, lemma 3.5) as well. To recover the mean curvature as in the acoustic case, we use the transmission conditions (3.13) for the lower order symbols and this produces an additional term:

\[ \begin{bmatrix} (A_{R})_{J} \\ (A_{T})_{J} \end{bmatrix} = D^{-1} \begin{bmatrix} S_{I} \\ T_{I} \end{bmatrix} (A_{I})_{J} \]

\[ + D^{-1} \left[ B_{I}(x, D)(a_{I})_{J+1} + B_{R}(x, D) (a_{R})_{J+1} - B_{T}(x, D)(a_{T})_{J+1} \right], \]  
(A.17)
where we denoted by $D$ the matrix appearing in (3.13) which does not depend on curvature. The right hand side of the above equation will contain curvature terms in the form of $\partial_{\tilde{t}} N_k \cdot N \kappa$. However, when $\xi_{tan} = 0$ and restricted to $\Gamma$, the inner product of these vectors with $N$ will not have curvature terms since $\Gamma^3_3 = 0$. Thus, by setting $J = -1$ and taking the inner product of the equation for $(A_R)^{-1}$ in (A.17) with $N_R$, then we can recover the mean curvature from $(A_R)^{-1}$ as in the acoustic case by using (A.16). After a long computation similar to the one above, we may then recover $\partial_\nu H(x)$ at the boundary from $(A_R)^{-2}$ as in the acoustic case and invoke lemma 4.3, keeping in mind that $H(x)$ and $\kappa$ are proportional. □
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