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Abstract
This work proposes a robust data-driven predictive control approach for unknown nonlinear systems in the presence of bounded process and measurement noise. Data-driven reachable sets are employed for the controller design instead of using an explicit nonlinear system model. Although the process and measurement noise are bounded, the statistical properties of the noise are not required to be known. By using the past noisy input-output data in the learning phase, we propose a novel method to over-approximate exact reachable sets of an unknown nonlinear system. Then, we propose a data-driven predictive control approach to compute safe and robust control policies from noisy online data. The constraints are guaranteed in the control phase with robust safety margins by effectively using the predicted output reachable set obtained in the learning phase. Finally, a numerical example validates the efficacy of the proposed approach and demonstrates comparable performance with a model-based predictive control approach.
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1. Introduction
Model Predictive Control (MPC) is one of the most powerful and well-established methods in the field of control systems due to its ability to efficiently handle system constraints, nonlinear dynamics, and trajectory tracking [1]. The MPC scheme generally requires a sufficiently accurate dynamical system model to guarantee optimal control performance while satisfying system constraints. However, acquiring an accurate model in practice, especially for complex systems, is often time-consuming and costly [2]. Consequently, data-driven approaches for predictive control have gained significant interest in the control community in recent years [3].

A remarkable contribution to data-driven predictive control for linear time-invariant (LTI) systems can be found in [4], where the authors addressed an optimal trajectory tracking problem for unknown LTI systems using the data-enabled predictive control (DeePC) algorithm. DeePC relies on behavioral systems theory and Willems’ Fundamental Lemma (WFL) [5] to learn a non-parametric system model from noise-free data. Although DeePC is a seminal approach, it was initially developed only for noise-free systems, and later it was extended to stochastic LTI systems in [6]. However, when the statistics of the uncertainties and noise in the LTI systems are unknown but bounded, the data-driven set-based approach presented in [7] is more appropriate for guaranteeing robust constraint satisfaction. This approach relies on using data-driven reachable set prediction within a predictive control scheme to compensate for the complexity of capturing an accurate model. Unlike LTI systems, data-driven control for nonlinear systems is quite challenging, and there are many open challenges in this research area.

Recent works on data-driven predictive control for uncertain nonlinear systems include [8], which provides a chance-constrained MPC approach to control a nonlinear system with a known nominal part and unknown additive dynamics modeled as a Gaussian process. However, the nonlinear system is not completely unknown in [8]; in addition, the proposed approach is not robust and allows a certain amount of constraint violations. Extensions of the WFL to nonlinear systems have also been proposed to make it analogous to data-driven control approaches in LTI systems. In this regard, [9] proposes a data-driven predictive control approach for unknown nonlinear and control-affine systems using available noise-free data. This approach relies on local linearization of the underlying system using noise-free data in order to apply WFL. In [10], WFL is used to reproduce kernel Hilbert space and extend its applicability to a class of nonlinear systems. However, it is important to emphasize that all the works cited above either assume noise-free data or do not provide robust safety guarantees under system constraints.
In this paper, we provide an extension of the results on robust zonotopic data-driven predictive control presented in \cite{1} to unknown nonlinear systems under bounded process and measurement noise. Our proposed approach uses noisy data to derive an implicit data-driven model of the system in real-time and obtains an optimal control input guaranteeing robust constraint satisfaction. To this end, we employ a zonotopic set representation to provide an implicit data-driven system model.

Our proposed approach comprises learning and control phases. The goal of the learning phase is to compute an implicit data-driven representation of the unknown nonlinear system at each time step using zonotopes. In this phase, a data-driven linear model approximates the unknown nonlinear system by employing Taylor series expansion and utilizing the past input-output data over a finite horizon. Subsequently, the model mismatch and the Lagrange remainder term of the Taylor series are bounded by a zonotope using the available data. In the control phase, we propose a robust data-driven approach called nonlinear zonotopic predictive control (NZPC). NZPC utilizes the learning phase and zonotope recursion at each time step to predict the reachable output set over a finite horizon. The optimal control problem solved by NZPC in this phase yields an optimal control input that minimizes the given cost function and satisfies the specified constraints. This method involves updating the input-output data set as the closed-loop system evolves over time, i.e., old data is discarded when new data is collected and added to the data set, thereby enhancing the implicit system representation and improving the controller’s performance. The code to recreate our findings is publicly available \cite{github.com/aalanwar/Data-Driven-Predictive-Control}.

This paper presents three main contributions that address the data-driven predictive control problem for unknown nonlinear systems. Firstly, we propose Algorithm 1 which efficiently estimates the reachable sets of an unknown nonlinear system using zonotopes, leveraging noisy input-output data. Secondly, we introduce Theorem 1 which provides a formal proof that the reachable sets obtained through Algorithm 1 offer an over-approximation of the exact reachable sets for nonlinear systems. This theoretical result establishes the reliability, accuracy, and practical applicability of Algorithm 1. Finally, we present Algorithm 2 which computes safe and robust control inputs for a receding horizon optimization problem associated with an unknown nonlinear system. This algorithm provides a principled approach to handling uncertain and dynamic environments, ensuring robust constraint satisfaction. Theorem 2 provides the formal proof that the control inputs generated by Algorithm 2 robustly satisfy the system’s constraints, thus providing a safe and reliable control strategy.

The remainder of this paper is organized as follows. Section 2 provides preliminaries and formally defines the problem. In Section 3, we present our robust data-driven predictive control approach for unknown nonlinear systems. An illustrative example demonstrating the proposed approach is presented in Section 4 and its performance is compared to a robust model predictive control approach in the same section. We conclude the paper with Section 5 where we summarize our results and discuss the future prospects of this work.

2. Preliminaries and Problem Statement

2.1. Notations

The set of natural numbers, non-negative integers, and real numbers is denoted by $\mathbb{N}$, $\mathbb{Z}_{\geq 0}$, and $\mathbb{R}$, respectively. The absolute value of a scalar $c$ is denoted as $|c|$. For an $n \times 1$ vector $x \in \mathbb{R}^n$, $||x||_\infty$ and $||x||_2$ respectively represent the infinity-norm and the 2-norm of $x$, and $||x||_P^2 = x^T P x$. Furthermore, $\mathbb{R}^{n \times m}$ denotes the real $n \times m$ matrix space. We write $I_n$, and $0_n$ for $n$-dimensional column vectors with all entries equal to 1 and 0, respectively. For simplicity, where no confusion arises, we use 0 and 1 to denote matrices with the proper dimensions. For a given vector $x$, $x^{(i)}$ denotes its $i$-th element. For a given matrix $A$, the row $i$ of $A$ is denoted by $(A)_i$, the column $j$ of $A$ is denoted by $(A)_{:,j}$, and the element at row $i$ and column $j$ of $A$ is presented by $(A)_{i,j}$. Finally, diag($\cdot$) denotes the diagonal operator, which constructs a diagonal matrix using its arguments. For $X \in \mathbb{R}^{n \times m}$, $X'$ and $X''$ indicate the transpose and Moore-Penrose pseudo-inverse of a matrix $X$, respectively. If matrix $X$ is full-row rank, then $X'X''(XX')^{-1}$ is the right inverse, i.e., $XX'' = I_m$, where $I_m \in \mathbb{R}^{m \times m}$ is the identity matrix. The Kronecker product is denoted by $\otimes$. A stacked window of sequence $\{x(k)\}_{k=t-T}$ is

$$X_{[t-T,t]} = \left[ x(t-T), x(t-T+1), \ldots, x(t) \right].$$

For notational simplicity, we introduce $X_\epsilon = X_{[t-T+1,t]}$ and $X_\epsilon = X_{[t-T-1]}$ to represent the shifted stacked windows. We use the subscript $t + k\|t\|$ to highlight predictive quantities, e.g., $x_{r+k\|t\}$ is the $(t + k)$-step-ahead prediction of the vector $x$ initialized at time $t$, and $x_{\|t\}$ is $x(t)$.

2.2. Set Representations

A zonotope is an affine transformation of a unit hypercube, \cite{11}, and it is defined as follows.

**Definition 1 (Zonotope).** Given a center $z \in \mathbb{R}^n$ and a number $\gamma \in \mathbb{N}$ of generator vectors $g_i \in \mathbb{R}^n$, a zonotope is defined as

$$Z = \{x \in \mathbb{R}^n | x = z + \sum_{i=1}^{\gamma} \beta^{(i)} g_i^{(i)}, -1 \leq \beta^{(i)} \leq 1 \}.$$  

To simplify notation, we denote a zonotope as $Z = \langle z, G_Z \rangle$, where $G_Z = [g_1^{(1)} \cdots g_{\gamma}^{(1)}] \in \mathbb{R}^{n \times \gamma}$.

A zonotope $Z$ could be over-approximated by a multidimensional interval as \cite{12} Proposition 2.2:

$$I = \text{int}(Z) = [c_Z - \Delta g, c_Z + \Delta g], \quad \Delta g = \sum_{i=1}^{\gamma} |g_i^{(1)}|.$$  

where the absolute value is taken element-wise. The conversion of an interval $I = \langle z, I \rangle$ to a zonotope is denoted by $Z = \text{zonotope}(I, I)$.
Given $L \in \mathbb{R}^{m \times n}$, the linear transformation of a zonotope $Z$ is a zonotope $LZ = \langle c_{Z1}, G_{Z1} \rangle$. Given two zonotopes $Z_1 = \langle c_{Z1}, G_{Z1} \rangle$ and $Z_2 = \langle c_{Z2}, G_{Z2} \rangle$, the Minkowski sum is defined and obtained as

$$Z_1 \oplus Z_2 = \{ z_1 + z_2 | z_1 \in Z_1, z_2 \in Z_2 \} = \{ c_{Z1} + c_{Z2}, |G_{Z1} + G_{Z2} \rangle \}.$$  

For simplicity, we use the notation $\oplus$ instead of $\oplus$ to represent the Minkowski sum and write $Z_1 - Z_2$ to denote $Z_1 + (-Z_2)$. The Cartesian product of two zonotopes $Z_1$ and $Z_2$ is defined and obtained as

$$Z_1 \times Z_2 = \left\{ \frac{z_1}{z_2} \bigg| z_1 \in Z_1, z_2 \in Z_2 \right\} \triangleq \left\{ c_{Z1}, \begin{bmatrix} G_{Z1} & 0 \\ 0 & G_{Z2} \end{bmatrix} \right\}.$$  

A matrix zonotope is defined as follows \cite{12} p. 52.

**Definition 2 (Matrix Zonotope).** Given a center matrix $C_M \in \mathbb{R}^{n \times T}$ and a number $\gamma_M \in \mathbb{N}$ of generator matrices $G_{M1}, \ldots, G_{M\gamma_M} \in \mathbb{R}^{n \times T}$, a matrix zonotope is defined as

$$M = \{ X \in \mathbb{R}^{n \times T} | X = C_M + \sum_{i=1}^{\gamma_M} \delta^i G_{Mi}, -1 \leq \delta^i \leq 1 \}.$$  

We use the short notation $M = \langle C_M, G_M \rangle$ to denote a matrix zonotope, where $G_M = [G_{M1}, \ldots, G_{M\gamma_M}]$.

### 2.3. Problem Statement

Consider a discrete-time nonlinear control system

\begin{align}
\dot{x}(k+1) &= f(x(k), u(k)) + w(k) \\
y(k) &= Hx(k) + v(k)
\end{align}

where $f: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ is an unknown nonlinear function, $x(k) \in \mathcal{X} \subset \mathbb{R}^n$ and $y(k) \in \mathcal{Y} \subset \mathbb{R}^m$ are respectively the state and the output of the system with $n_i \leq n_t$ at time $k \in \mathbb{Z}_{\geq 0}$, $u(k) \in \mathcal{U}_k \subset \mathbb{R}^p$ is the control input, $x_0 \in \mathcal{X}$ is the set of initial states, $H \in \mathbb{R}^{m \times n}$, is the system output matrix which is assumed to be known and full row-rank, i.e., $\text{rank}(H) = n_y$, $w(k)$ denotes the process noise bounded by a zonotope $w(k) \in \mathcal{W}_k = \langle c_{Z_w}, G_{Z_w} \rangle$ and $v(k)$ is the measurement noise bounded by a zonotope $v(k) \in \mathcal{V}_k = \langle c_{Z_v}, G_{Z_v} \rangle$ for all time steps. At each time step $k$, input and output constraints for a controller design are given by

\begin{align}
u(k) \in \mathcal{U}_k \subset \mathbb{R}^p, \quad y(k) \in \mathcal{Y}_k \subset \mathbb{R}^m.
\end{align}

To be precise, we assume that at each time step $t \in \mathbb{Z}_{\geq 0}$, we have access to the past $K$ input-output trajectories of different lengths $T_i + 1, i = 1, \ldots, K$, denoted by $u_{\text{obs}}(k)_{k=-T_i}^t$ and $y_{\text{obs}}(k)_{k=-T_i}^t$. For simplicity, we consider a single trajectory and collect all the input and ‘noisy’ output data in the following matrices

$$Y_{[t-T_i]} = \begin{bmatrix} y(t-T_i) & \ldots & y(t) \end{bmatrix},$$

$$U_{[t-T_i]} = \begin{bmatrix} u(t-T_i) & \ldots & u(t) \end{bmatrix}.$$  

If a data point index $k$ is negative, it refers to the data obtained from offline experiments, i.e., it was collected before implementing NZPC in the control loop. We indicate the set of all available data at time $t$ by $D_{[t-T_i]} = (U_{[t-T_i]}, Y_{[t-T_i]})$.

Given the set of all possible inputs $u(k) \in \mathcal{U}_k$, process noise $w(k) \in \mathcal{W}_k$, for $k = 0, \ldots, N-1$, and initial state set $X_0$, the state reachable set $R_N^X$ is defined as the set of all possible states in the state space that a system can reach after $N$ time steps:

$$R_N^X = \{ x(N) \in \mathbb{R}^n | x(k+1) = f(x(k), u(k)) + w(k), \forall x(0) \in X_0, w(k) \in \mathcal{W}_k, \text{ and } u(k) \in \mathcal{U}_k, \text{ for } k = 0, \ldots, N-1 \}.$$  

In this paper, however, we are particularly interested in the output reachable set, which is defined below.

**Definition 3 (Output reachable Set).** The output reachable set $R_N^Y$ is defined as the set of all possible outputs that a system can reach after $N$ time steps:

$$R_N^Y = H R_N^X + Z_v$$  

where $R_N^X$ is the state reachable set defined in \[3\] and $Z_v$ is the measurement noise zonotope.

We denote the sequences of the unknown actual process and measurement noise corresponding to the available input-output trajectories as $\{w(k)\}_{k=-T_i}^t$ and $\{v(k)\}_{k=-T_i}^t$ respectively. Based on the assumptions of bounded noise, we can directly infer that the stacked matrices $W_{[t-T_i]}$, $V_{[t-T_i]}$, and $V_{[t+1]}$, and $V_{[t-T_i]}$ are bounded, satisfying the conditions $W_{[t-T_i]} \in \mathcal{W}_k$ and $V_{[t-T_i]} \in \mathcal{V}_k$. Here, $\mathcal{W}_k = \langle c_{W_k}, G_{W_k} \rangle$ and $\mathcal{V}_k = \langle c_{V_k}, G_{V_k} \rangle$ represent matrix zonotopes resulting from the concatenation of multiple noise zonotopes $Z_w$ and $Z_v$ as described in \[13\]. Additionally, we denote the actual state trajectory, which is unknown, as $X_{[t-T_i]}$.

### 2.4. Main Assumptions

In this subsection, we present the essential assumptions for the data-driven nonlinear zonotopic predictive control approach.

**Assumption 1.** We assume that the zonotope $Z_0 = (0_n, \eta I_n)$ inscribes the state space $\mathcal{X}$, where $\eta > 0$ is known. In other words, for any $k \in \mathbb{Z}_{\geq 0}$, we assume $\|x(k)\|_\infty \leq \eta$.

It is important to note that the aforementioned assumption does not imply that the system is already stabilized. Rather, it is a consequence of the operational or physical constraints on the system states; that is, the domain of states is a bounded subset $\mathcal{X}$.
We define $\mathcal{M}_q = (C_{\mathcal{M}_q}, G_{\mathcal{M}_q})$ to denote a matrix zonotope resulting from the concatenation of multiple zonotopes $Z_q$. Additionally, we define

$$\mathcal{F} = Z_q \times Z_u.$$  

For simplicity, we omit the time index $k$ when no confusion may arise. In order to introduce a concise notation, we define a new extended state vector as follows:

$$\xi = \begin{bmatrix} x \\ u \end{bmatrix}.$$  

**Assumption 2.** The unknown nonlinear function $f$ is twice continuously differentiable in $x$ and $u$.

According to Assumption 2, $f$ is locally Lipschitz continuous in $x$ and $u$ at each dimension, i.e., there exists a vector of constants $L_f^{(i)} \in \mathbb{R}^{n_i}$ with $L_f^{(i)} > 0$, for $i = 1, \ldots, n_z$, such that for any $\xi_1, \xi_2 \in \mathcal{F}$, it holds that

$$|f^{(i)}(\xi_1) - f^{(i)}(\xi_2)| \leq L_f^{(i)} \|\xi_1 - \xi_2\|_2.$$  

Considering a separate Lipschitz constant for each element of the function $f$ decreases conservatism, especially when the data has a different scale for each dimension.

### 3. Robust Data-driven Predictive Control

In this section, we propose a data-driven nonlinear zonotopic predictive control (NZPC) approach for the nonlinear system (1). The proposed NZPC algorithm consists of two online phases: the learning phase and the control phase, which are described in detail in the following subsections.

#### 3.1. Learning Phase

In this phase, we propose a data-driven algorithm to over-approximate reachable sets of a nonlinear control system given input and noisy output data $D_{t-\tau:t}$. This algorithm is a key technical result for predicting all possible output reachable trajectories within the prediction horizon in the NZPC approach. Using (1a), we rewrite the output equation (1b) as

$$y(k+1) = f_H(x(k), u(k)) + H \nu(k) + v(k+1)$$

with

$$f_H(x(k), u(k)) = H f(x(k), u(k)).$$

Our NZPC approach does not involve state measurement $x(k)$, and, therefore, we need to construct a zonotope that contains all possible $x(k)$ consistent with the output measurement $y(k)$.

**Lemma 1 ([13]).** Let Assumption 2 hold. Then, given the output measurement $y(k)$ of the system (1), it holds that $x(k) \in Z_{y|x}$, where

$$Z_{y|x} = H^\dagger(y(k) - Z_y) + g_\eta Z_\eta$$

with $g_\eta = (I_{n_t} - H^\dagger H) c_{y|x}$, $c_{y|x} = H^\dagger y(k) - c_{Z_y}$, and $G_{y|x} = H^\dagger G_{Z_y} \eta g_\eta$.

Let $\xi^* = \begin{bmatrix} x^* \top & u^* \top \end{bmatrix} \top$. Then, Taylor series of $f_H$ around $\xi^*$ can be represented (see [13]) by

$$f_H(\xi) = f_H(\xi^*) + \frac{\partial f_H(\xi)}{\partial \xi} \bigg|_{\xi=\xi^*} (\xi - \xi^*) + L_H$$

where $L_H$ is the Lagrange remainder given by

$$L_H = \frac{1}{2}(\xi - \xi^*)^\top \frac{\partial^2 f_H(\xi)}{\partial \xi^2}(\xi - \xi^*)$$

for some $z \in \{\xi^* + a(\xi - \xi^*)|a \in [0, 1]\}$.

To present a standard notation of the linearized system, we define

$$\begin{aligned}
    &\hat{z}_{y|x} = \begin{bmatrix} \hat{y}^\top & \hat{u}^\top \end{bmatrix} \top, \\
    &M_H = \begin{bmatrix} 1 & -H^\dagger \end{bmatrix}, \\
    &B_H = \begin{bmatrix} 1 & -u^* \end{bmatrix}.
\end{aligned}$$

If a model of a nonlinear system is available, the Lagrange remainder $L_H$ could be over-approximated as described in [12], Section 3.4.3. However, in this paper, the model is unknown. Therefore, we over-approximate $L_H$ from the available input-output data using Algorithm [1] which is described below.

**Algorithm 1 Data-Driven Reachability Analysis**

**Input:** Input-output data $D_{t-\tau:t}$, initial set $\hat{R}^y_{t-\tau}$, process noise zonotope $Z_\nu$, measurement noise zonotope $Z_\eta$, Lipschitz constants $L_f^{(i)}$ for $i = 1, \ldots, n_z$, covering radius $\delta$, upper bound $\eta$, and input zonotope $Z_u$.

**Output:** Data-driven reachable sets $\hat{R}^y_{t+k}$ for $k = 0, \ldots, N-1$.

1. $\hat{M}_H = (Y_+ - HC_{\mathcal{M}_u} - C_{\mathcal{M}_u}) \begin{bmatrix} \frac{1}{\delta} Y_+ \top & \top \eta \top \end{bmatrix} \top U_\nu - U_\nu \top \eta \top$.
2. $\hat{z}_j = \min_j \begin{bmatrix} (Y_+)_j \top & \top \eta \top \end{bmatrix} \begin{bmatrix} \frac{1}{\delta} ((Y_+)_j \top - (y^* - v^*)) \top (U_\nu)_j - u^* \\
    0 \end{bmatrix}.$
3. $\hat{z}_j = \max_j \begin{bmatrix} (Y_+)_j \top & \top \eta \top \end{bmatrix} \begin{bmatrix} \frac{1}{\delta} ((Y_+)_j \top - (y^* - v^*)) \top (U_\nu)_j - u^* \\
    0 \end{bmatrix}.$
4. $Z_L = \text{zonotope}(\hat{z}_j, \hat{z}_j) - \hat{M}_H \begin{bmatrix} -H \top \nu_\eta \top \eta \top Z_\eta \top - H \top \nu_\eta \top \eta \top Z_\nu \top - 0 \end{bmatrix}.$
5. $Z_\nu = \{0_{n_\nu}, \text{diag(([H]_y\top L_f^\dagger/2, \ldots, ([H]_y\top L_f^\dagger/2/2)) \}$.
6. for $k = 0 : N - 1$ do
7. $\hat{R}^y_{t+k} = H^\dagger (\hat{R}^y_{t+k} - Z_\nu) + g_\eta Z_\eta$
8. $\hat{R}^y_{t+k+1} = \hat{M}_H (\text{zonotope}(\hat{R}^y_{t+k+1} \times Z_u - \xi^*)) + Z_v + H Z_\nu + Z_L + Z_\nu$
9. end for

Algorithm [1] computes over-approximated data-driven reachable sets of the nonlinear control system (1). At time $t$, the over-approximated data-driven reachable set and the exact reachable
set within $k$ steps are denoted by $\mathcal{R}^x_{r+k|y}$ and $\mathcal{R}^y_{r+k|y}$, respectively. The initial output set is denoted by $\mathcal{R}^y_{r|y}$. The procedure of Algorithm 1 is as follows: Set $k = 0$. First, we obtain an approximated linearized model $\hat{M}_H$ given available data $D_{[t-T:t]}$ in line 1. Subsequently, for the chosen linear model, we derive a zonotope $Z_t$ that over-approximates the modeling mismatch $\Delta M_H$ together with the Lagrange remainder $L_H$, following lines 2-4. By computing a zonotope $Z_t$, we over-approximate the over-approximated output reachable sets $\mathcal{R}^y_{r+k+1|y}$ for $k = 0, \ldots, N - 1$ according to lines 5-9.

**Theorem 1.** Let Assumptions 1 and 2 hold. Then, given the input-output trajectories $D_{[t-T:t]}$ of the system 1 at time $t \in \mathbb{Z}_{\geq 0}$, the data-driven reachable set $\mathcal{R}^y_{r+k+1|y}$, i.e., $\mathcal{R}^y_{r+k+1|y} \supseteq \mathcal{R}^y_{r+k|y}$ holds for $k = 0, \ldots, N - 1$.

Proof. We can rewrite (6) as follows:

$$f_H(\xi) = \tilde{M}_H \left[ \begin{array}{c} 1 \\ \xi - \xi^* \end{array} \right] + \Delta M_H \left[ \begin{array}{c} 1 \\ \xi - \xi^* \end{array} \right] + L_H$$

where $\tilde{M}_H$ is an approximation of $M_H$ and $\Delta M_H = M_H - \tilde{M}_H$ is the model mismatch. We aim to obtain $\tilde{M}_H$, which is an approximate linearization of $f_H(x(k), u(k))$, and over-approximate the model mismatch $\Delta M_H$ along with the Lagrange remainder $L_H$. Let Assumption 2 hold. Then, by neglecting the Lagrange remainder and substituting (6) in (6), the following holds for the collected data and its corresponding unknown actual state and noise realizations:

$$Y_t \approx M_H \left[ \begin{array}{c} X_t - 1_T^* x^* \\ U_t - 1_T^* u^* \end{array} \right] + HW - V_t$$

where, by Lemma 1, we set $x^* = H^* (y^* - v^*)$ and $v^* = c_Z$ with $y^*$ known a linearization point. Now, let Assumption 1 hold. Then, by Lemma 1, it holds that

$$X_t \in \mathcal{M}_H \Rightarrow H^*(Y_t - \mathcal{M}_y) + g_p M_y.$$  

To get an approximated linear model $\hat{M}_H$, we set $X_t = H^*(Y_t - C_{M_o})$, which is the center of matrix zonotope $\mathcal{M}_y$. Also, in [8], we choose $V_t = C_{M_o}$ and $W_t = C_{M_o}$. By substituting these values in (5), we obtain

$$X_t - 1_T^* x^* = H^* Y_t - H^* C_{M_o} - 1_T^* \otimes H^* (y^* - v^*)$$

because $v^* = c_Z$ and $C_{M_o} = 1_T^* \otimes c_Z$. Consequently, an approximated linear model $\hat{M}_H$ can be derived using the least-squares solution of (5), according to line 1 of Algorithm 1.

The second step of the proof involves over-approximating the model mismatch $\Delta M_H$ and the Lagrange remainder $L_H$ for the given data. For this, we define

$$\Xi = \begin{bmatrix} (X_\cdot)_1 & \cdots & (X_\cdot)_T \\ (U_\cdot)_1 & \cdots & (U_\cdot)_T \end{bmatrix}$$

with $(\Xi)_j$, $j = 1, \ldots, T$, denoting the $j$-th column. By substituting (7) in (9), the following relation holds for any point $(\Xi)_j$ and its corresponding noise realization $(W_\cdot)_j \in \mathcal{Z}_w$:

$$(Y_\cdot)_j - H(W_\cdot)_j - (V_\cdot)_j = (\hat{M}_H + \Delta M_H) \left[ \begin{array}{c} 1 \\ (\Xi)_j - \xi^* \end{array} \right] + L_H.$$  

Rearranging equation (10) and considering zonotopes bounding the noise realizations $\mathcal{Z}_w$, $\mathcal{Z}_v$, and the zonotope bounding the state $\mathcal{Z}_y$, yields to bounding the model mismatch and Lagrange remainder for a single point $(\Xi)_j$ as follows:

$$\Delta M_H \left[ \begin{array}{c} 1 \\ (\Xi)_j - \xi^* \end{array} \right] + L_H \in (Y_\cdot)_j - H \mathcal{Z}_w - \mathcal{Z}_v$$

$$- \hat{M}_H \left[ \begin{array}{c} 1 \\ (U_\cdot)_j - u^* \end{array} \right]$$

Now, we can over-approximate the right-hand side of (10) for all $(\Xi)_j$, $j = 1, \ldots, T$, corresponding to the data $D_{[t-T:t]}$ together with their state trajectory and noise realizations by $\mathcal{Z}_L$ according to lines 2-4 of Algorithm 1. In particular, we have proved that for all $(\Xi)_j$, $j = 1, \ldots, T$, corresponding to the data $D_{[t-T:t]}$ the following holds

$$\Delta M_H \left[ \begin{array}{c} 1 \\ (\Xi)_j - \xi^* \end{array} \right] + L_H \in \mathcal{Z}_L.$$  

Next, the model mismatch and the Lagrange remainder should be over-approximated for all $\xi \in \mathcal{F}$. To this end, we assume $\mathcal{Z}_q$ and $\mathcal{Z}_p$ to be compact. Due to this assumption, all points $(\Xi)_j$, $j = 1, \ldots, T$, corresponding to $D_{[t-T:t]}$ are dense in $\mathcal{F}$, i.e., there exists some $\delta \geq 0$ such that, for any $\xi \in \mathcal{F}$, there is a $(\Xi)_j$ corresponding to $D_{[t-T:t]}$ such that $\|\xi - (\Xi)_j\|_2 \leq \delta$. The quantity $\delta$ is referred to as the covering radius of the set of $(\Xi)_j$, $j = 1, \ldots, T$, corresponding to $D_{[t-T:t]}$. Given Assumption 2 and a known $\delta$, we know that for every $\xi \in \mathcal{F}$, there exists a $(\Xi)_j$ corresponding to $D_{[t-T:t]}$ such that

$$|f_H(\xi) - f_H(\xi)| \leq \|H\|_L \|\xi - (\Xi)_j\|_2$$

for each dimension. Here, $\|H\|_L$ represents the element-wise absolute value of row $i$ in matrix $H$ with $i = 1, \ldots, n_y$. This yields

$$\Delta M_H \left[ \begin{array}{c} 1 \\ \xi - \xi^* \end{array} \right] + L_H \in \mathcal{Z}_L + \mathcal{Z}_\epsilon$$

and

$$f_H(\xi) \in \mathcal{M}_H \left[ \begin{array}{c} 1 \\ \xi - \xi^* \end{array} \right] + \mathcal{Z}_L + \mathcal{Z}_\epsilon$$

with $\mathcal{Z}_\epsilon = \langle 0_n, \text{diag}([H\|_L]/\|L\|/\delta, \ldots, [H\|_L]/\|L\|/\delta)/2 \rangle$ representing a box with length $[H\|_L]/\|L\|/\delta$ in each dimension $i$. Finally, according to equations (4) and (11), the exact reachable set can be over-approximated using line 8 of Algorithm 1 i.e., $\mathcal{R}^y_{r+k+1|y} \supseteq \mathcal{R}^y_{r+k+1|y}$, which completes the proof. □
Note that as $T \to \infty$, i.e., $\delta$ approaches zero, we observe that $Z_{\varepsilon} \to 0$. Consequently, for every $\xi \in F$, $Z_{L}$ accounts for both the model mismatch and the Lagrange remainder. For computing the Lipschitz constant and the covering radius, [17] and [18] have proposed methods that work well in practice.

**Remark 1.** In model-based reachability analysis of nonlinear systems, [17] proves that the norm of the Lagrange remainder is minimized by choosing the center of a reachable set as a linearization point. Therefore, based on this result, we simply choose centers of $R_{y_{k+1}|y}$ subject to the constraints in (2). At each time step $t$, consider the linearization points $y^*$, $v^*$, and $u^*$, respectively.

### 3.2. Control Phase

In this section, we present a novel approach for solving the receding horizon optimal control problem for the nonlinear system in (1) subject to the constraints in (2). At each time step $t$, we use past input-output measurements to predict future reachable regions over the time horizon $N \in \mathbb{N}$ using the learning phase described in Section 2.1. Then, we compute the control input trajectories such that the predicted outputs remain within the computed reachable regions while minimizing the cost over the horizon $N$. We define the following data-driven optimal control problem

\[
\min_{y,u} J(y,u) = \sum_{k=0}^{N-1} \ell(y_{k+1}|y_k, u_{k+1}) \tag{12a}
\]

s.t. \[R_{y_{k+1}|y} = \tilde{M}_k(1 \times (R_{x_{k+1}|x} + u_{k+1} - \xi^*)) + Z_y + HZ_u + Z_L + Z_e \tag{12b}\]

\[y_{k+1} \in Y_{\gamma_{k+1}} \tag{12c}\]

\[u_{k+1} \in U_{\gamma_{k+1}} \tag{12d}\]

with the initial point $y_0 = y(t)$. Here, $u = (u_0, \ldots, u_{N-1})$ and $y = (y_0, \ldots, y_{N})$ are input and output trajectories predicted at time $t$ over the finite horizon $N$, respectively. Meanwhile, $y(t)$ is the measured output at the current time $t$. The cost function $J(y,u)$ containing a positive definite stage cost function $\ell: \mathbb{R}^n_x \times \mathbb{R}^m_a \to \mathbb{R}_{>0}$ is minimized online. Notice that problem (12) can be classified as convex provided that the stage cost function is convex. The constraint (12b) is derived from Algorithm 1 where $Z_e$ is substituted with $H_{u_{k+1}}$. Notice that the Cartesian product of a zonotope and a vector in equation (12b) is given by

\[R_{x_{k+1}|x} \times u_{k+1} \subseteq R_{y_{k+1}|y} \times u_{k+1} \subseteq R_{x_{k+1}|y} \times u_{k+1} \tag{12b}\]

The constraint (12c) ensures that the output constraints are satisfied by predicted reachable sets (12b). This ultimately limits the choice of $u_{k+1}$ in (12c). On the other hand, the constraint (12d) guarantees that $y_{k+1}$ remains within the allowable reachable region. We denote the optimal solution of (12) at time $t$ by $u^*$ and $y^*$. Then we apply the optimal control input $u^*_t$ to the system. Similar to standard MPC, (12) is solved in a receding horizon fashion as summarized in Algorithm 2.

To implement the constraint (12c), we need to verify that the predicted reachable set $R_{x_{k+1}|y}$ is a subset of the zonotope $Y_{\gamma_{k+1}}$. To this end, we first over-approximate $R_{x_{k+1}|y}$ by an interval vector as

\[\text{int}(R_{x_{k+1}}) = [Z_{x_{k+1}}^+, \tilde{Z}_{x_{k+1}}]. \tag{12e}\]

Then, we verify the following constraints:

\[\tilde{Z}_{x_{k+1}} \subseteq \tilde{Z}_{y_{k+1}}, \quad Z_{y_{k+1}} \subseteq Y_{\gamma_{k+1}} \tag{12f}\]

with $\text{int}(Y_{\gamma_{k+1}}) = [Z_{y_{k+1}}^+, \tilde{Y}_{y_{k+1}}].$ In the remainder of this section, we prove the robust satisfaction of the specified control problem subject to the feasibility of (12). Notice here that, by assuming feasibility, we mean it is assumed that an admissible solution to (12) exists, which satisfies the constraints. Then, the following result guarantees that such a solution can be found by Algorithm 2.

**Theorem 2.** Consider a discrete-time nonlinear system (1) together with input and output constraints (2). Suppose Assumptions 1 and 2 hold, and process and measurement noise are bounded by $Z_u$ and $Z_v$, respectively. If problem (12) is feasible at each time step, then the data-driven controller obtained from Algorithm 1 guarantees the robust satisfaction of the closed-loop constraints, i.e., $y(k) \in Y_k$, and $u^*(k) \in U_k$ for all time $k \in \mathbb{Z}_{\geq 0}$ and for all possible realizations of the bounded process and measurement noise.

**Proof.** Based on Theorem 1, the data-driven reachable sets computed in (12b) over-approximates the exact reachable sets. According to the constraints (12c) and (12d), the optimal control input sequence is chosen such that the output is within the intersection of the over-approximated output reachable sets and the output constraints in the presence of bounded noise, along with satisfying input constraints (12c). This, therefore, guarantees the robust constraint satisfaction of $Y_k$ at each time step subject to the feasibility of (12).
need for an offline system identification step. The designed controller provides robust constraint guarantees against all possible bounded noise realizations. While we focused on robust constraint satisfaction, we did not tackle the issue of how to guarantee recursive feasibility and closed-loop stability in this paper. Addressing this matter is a relevant future research direction.

Remark 2. While Theorem 2 assumes the problem (12) to be feasible and does not require additional assumptions on guaranteeing feasibility, we highlight that controllability and observability of the linearized system are necessary in this regard. The controllability condition is essential to guarantee that the system’s output $y(k)$ can be regulated at any desired reference output. In contrast, observability is necessary to ensure that the state $x(k)$ does not blow up without being observed in the output $y(k)$. Furthermore, without the model knowledge and direct state measurements, verifying the controllability and observability of the nonlinear system is challenging. However, similar to [29], we can implicitly assume that the linearization of the nonlinear system (1) is controllable and observable at every point in $\mathcal{X} \times \mathcal{Z}_u$ so that the data-driven predictive control approach proposed in this paper is feasible and well-posed. This amounts to assuming that the system is equipped with a sufficient amount of sensing and actuating equipment to ensure that the output of the nonlinear system can be steered easily and the input-output data is informative of the system’s state. Formally exploring notions of controllability and observability in a data-driven setting is not considered in the current paper and is deferred for future work.

4. Numerical Example

In this section, we verify our proposed NZPC algorithm through an illustrative example. First, we demonstrate the effectiveness of the proposed data-driven reachability analysis by considering Algorithm 1 as a self-contained algorithm. We consider the discrete-time nonlinear system given in [20] Section 8.3.5, whose model is given by:

$$f_1(x, u) = \frac{(1 - 0.5\tau - \alpha e^{\frac{\beta}{x_{20}}})x_1(k) + \tau}{1 + 0.5\tau} + u_1(k)\tau$$

$$f_2(x, u) = \frac{(1 - 1.5\tau)x_2(k) + \rho x_1(k)e^{\beta x_2(k)}}{1 + 1.5\tau} + \frac{\tau(350 - 6.3x_2(k) - 14.4x_1(k))}{1 + 1.5\tau} + u_2(k)\tau$$

where $\tau = 0.015$, $\alpha = 7.2 \cdot 10^{10}$, $\beta = -8750$, and $\rho = 1.5 \cdot 10^{13}$. Note that this illustrative example differs from the original example given in [20] Section 8.3.5 in the sense that the process noise and the control input are applied differently, and we consider the system output matrix

$$H = \begin{bmatrix} 1 & 0.001 \\ -0.01 & 1 \end{bmatrix}.$$ 

Furthermore, we assume $\eta = 22$. The initial available input-output data contain 50 trajectories with a length of 10 (i.e., $T = 500$). It is important to highlight that in the context of model-based reachability analysis, the function $f(x, u)$, representing the ground truth, is known. However, this knowledge is not available to the data-driven reachability analysis Algorithm and the NZPC algorithm. Additionally, in this section, we misuse the notation $\mathcal{R}_{k+\tau}^+$ to represent model-based reachable sets, which correspond to an over-approximation of the exact reachable set. For the simulations, we use CORA toolbox [19] in MATLAB, along with Multi-Parametric Toolbox [21] and YALMIP solver [22].

For data-driven reachability analysis, we assume that the initial state set is $\mathcal{X}_0 = \langle -2 - 20.5 \rangle$, $\text{diag}(0.01, 0.2)$). The process noise and measurement noise are bounded by $\mathcal{Z}_w = \langle 0_n, 2 \cdot 10^{-4}1_n \rangle$ and $\mathcal{Z}_v = \langle 0_n, 10^{-3}1_n \rangle$, respectively. The initial output set is $\mathcal{Y}_0 = H\mathcal{X}_0 + \mathcal{Z}_v$. The input set is $\mathcal{Z}_u = \langle 0_n, \text{diag}(0.1, 3) \rangle$, $\forall k = 0, \ldots, 4$. Figure 1 illustrates that the model-based output reachable sets $\mathcal{R}_{k+\tau}^+$ are over-approximated by data-driven output reachable sets $\mathcal{R}_{k+\tau}^*$ computed by Algorithm 1 in Section 3, which validates the result of Theorem 1.

Next, we apply the proposed NZPC approach (Algorithm 2) to the same system and demonstrate its applicability considering the following cost function:

$$J(y, u) = \sum_{k=0}^{N-1} \|y_{k+1} - y_k\|_Q^2 + \|u_{k+\tau} - u_k\|_P^2$$

where $y_k = \langle 0_n, u_k = \begin{bmatrix} 0 & 0.007 \end{bmatrix}^\top$, $Q = 5I_n$, and $R = 0.02I_n$. We set the following parameters:

$$\mathcal{X}_0 = \langle -2 - 20.5 \rangle$, $\text{diag}(0.01, 1)\rangle$$

$$\mathcal{Z}_w = \langle 0_n, \begin{bmatrix} 0.0002 & 0.02 \end{bmatrix} \rangle$$

$$\mathcal{Z}_v = \langle 0_n, \begin{bmatrix} 0.001 & 0.01 \end{bmatrix} \rangle$$

and $N = 3$. The constraints are $\mathcal{U} = \langle u_k, \text{diag}(5, 3) \rangle$, $\mathcal{Y}_1 = \langle -3 -22 \rangle$, $\mathcal{Y}_0 = \begin{bmatrix} 0.25 & 2.7 \end{bmatrix}$, and $\mathcal{Z}_\varepsilon = \langle 0_2, \text{diag}(0.08, 0.71) \rangle$.

![Figure 1: The output reachable sets of the numerical example computed using input-output data by applying Algorithm 1.](image-url)
The data-driven reachable sets $\hat{R}_t^{y}$, system trajectory $y(k)$, and predicted output $y_{\text{pred}}(k)$ of the closed-loop system are plotted in Figure 2a over 150 time steps. Figure 2a illustrates that the output trajectory of the closed-loop system and the predicted outputs by NZPC are inside the reachable sets. For comparison, we also apply NZPC assuming the availability of an accurate model of the system, which we refer to as the RMPC-zono approach. The input-output trajectories of one dimension of the closed-loop system under both the NZPC and RMPC-zono approaches are depicted in Figures 2b and 2c. The results indicate that in NZPC, the convergence of the closed-loop outputs towards the output reference is slower compared to RMPC-zono. This can be attributed to the less accurate prediction in NZPC. However, it is noteworthy that both control approaches satisfy all constraints.

We would like to note that while we did not explicitly discuss the computation of the reference control input in this paper, it is worth mentioning that similar techniques, as described in [23], were employed for its computation. Moreover, there are alternative methods proposed in the literature. For instance, authors in [9] proposed a different stage cost function by introducing an artificial equilibrium that is optimized online, and it does not require prior knowledge of whether a given input-output setpoint is a feasible equilibrium.

We presented the effectiveness of the NZPC approach through a simple example for illustration purposes. However, this approach can be applied to higher-dimensional systems, as well as those in which the number of outputs is less than the number of states. In particular, our future work will exploit the presented results to design a data-driven predictive scheme for complex systems like smart buildings to optimize energy use for space heating while maintaining the thermal comfort levels of the occupants [24].

5. Conclusion

We presented a zonotopic data-driven predictive control approach to robustly control unknown nonlinear systems using only input-output data, where the output data could be noisy. The proposed algorithm uses available data to over-approximate reachable sets over a finite horizon through the learning phase (Algorithm 1). Then, in the control phase, we utilized the over-approximated reachable sets as an implicit data-driven system representation in the receding horizon optimal control problem. The proposed control algorithm updates the input-output data as the closed-loop system evolves (Algorithm 2). We showed that the optimal control inputs computed by our proposed algorithm provide robust system constraint satisfaction.

As compared to the existing literature, the distinctive features of our method are twofold. First, we provide robust safety guarantees in the presence of bounded process and measurement noise. Second, these guarantees do not require explicit knowledge of the nonlinear system model.

The work presented in this paper points towards several open problems to be addressed in future works. For instance, future work involves providing necessary and sufficient conditions for the recursive feasibility of the NZPC algorithm. Related to this, characterizing data-driven observability and controllability notions for systems with unknown models is a challenging problem that needs to be addressed. In addition, extending the current framework to include unknown nonlinear systems with unknown output map is an interesting problem that will also be pursued. Not knowing the output map makes the problem quite challenging because, in this case, the dimension of the state variable may not be accurately inferred. We believe that the method proposed in this paper will serve as the foundation for the aforementioned prospects.
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