A 3D medical image registration method based on multi-scale feature fusion
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Abstract. Deformable medical image registration refers to finding a certain transformation so that the corresponding points of two medical images can be aligned in space. This has important clinical applications. In this article, we propose an unsupervised end-to-end medical image registration method. In this method, the fixed image and the moving image are concatenated in series and input into the convolution neural network to obtain the feature images of different scales. In order to improve the ability of neural network to capture global and local information, we fuse feature maps of different scales. The spatial transformation network uses the deformation field to deform the moving image, so as to realize the registration of the two pairs. We validate our method in the ABIDE data set and compare it with some classic state-of-the-art methods. The experimental results show that our method improves the registration accuracy of image pairs.

1. Introduction
Deformable image registration is the process of establishing dense correspondence between two or more images [1]. It is a basic task in medical image processing and has important clinical applications, so it has been paid attention to by many scholars in recent years. Medical imaging equipment is diverse and each has its own advantages. In clinical applications, doctors often need to combine image information collected by multiple imaging equipment to make a diagnosis of the patient's condition. If medical images of different modalities can be registered and fused together, it will effectively assist doctors in diagnosing the condition. In addition, accurate medical image registration is of great significance for specifying tumor radiotherapy plans and monitoring the development of lesions.

The traditional image registration method generally optimizes the similarity measure of the gray information or feature information of the input image [2][3] This type of method usually has high registration accuracy, but often requires a lot of time and computing resources to optimize, which is very inconvenient in clinical diagnosis and therefore loses its competitive advantage in practical applications. In recent years, with the development of deep learning, some methods [4][5][6] based on deep learning have been applied to image registration, and many remarkable results have been achieved.

In this article, we follow the basic framework of learning-based medical image registration, and propose an image registration method fusing multi-scale deformation fields. This method superimposes fixed images and moving images and inputs them into a convolution neural network. In the process of convolution, different scale samples are taken, and different scale feature maps are
obtained by optimizing the parameter function. The fusion of feature images of different scales is conducive to the accurate deformation of the image and better image registration effect.

2. Related work

Traditional image registration algorithms have been paid attention to by many scholars in the past decades. Rangarajan et al. [7] first extracted the key shape feature points in the two images and then used the mutual information method to register the two image pairs. Rohr et al. [8] improved on the thin-plate spline interpolation method and realized the elastic registration of two images. Although these methods can achieve good registration accuracy, the amount of calculation is complicated and requires a lot of time. Therefore, in recent years, more scholars have begun to explore the use of deep learning methods for image registration. This makes the registration method based on learning a research hotspot. Such methods are usually divided into two types: supervised learning and unsupervised learning. Image registration based on supervised learning generally requires the use of anatomical information annotated by experts or traditional methods to generate simulated deformation fields, and use this information as ground truth to guide image registration. Cao et al. [9] introduced a balanced active point guided sampling strategy on the limited image data set to facilitate the accurate learning of CNN model. In recent years, many image registration methods based on unsupervised learning have emerged because these methods need additional auxiliary information and it is not easy to obtain the information. Voxelmorph [10] [11] is a typical representative of unsupervised learning based registration. It proposes a solution based on unsupervised learning, which does not need to obtain information such as ground truth correspondence or anatomical landmarks during training. Voxermorph uses convolutional neural network to extract information and optimizes the parametric function to achieve image registration.

3. method

Deformable medical image registration is described as the optimization problem of parametric function, because it has the effective ability to establish dense correspondence between images. Let $F$ and $M$ represent fixed image and moving image respectively, and deformable image registration can be described as:

$$\hat{\phi} = \arg\min( L(F, M \circ \phi) + \lambda L_p(\phi))$$

Where $M \circ \phi$ is the image of the moving image deformed by the deformation field $\phi$, $L_R(\phi)$ is the regularization term, which can make the deformation field smoother, and $\lambda$ is the parameter to measure the regularization degree.
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As shown in Figure 1, we connect the fixed image and the moving image as input. The registration network outputs the registration deformation field, and then uses the spatial transformation layer [12]...
to deform the moving image to the registered image. The loss function is calculated between the deformed image and the fixed image to optimize the network parameters.

3.1. Network Architecture

As shown in the figure the fixed image and the moving image are concatenated and input into the neural network, we use 3×3×3 convolutional layers (stride is 2) followed by a ReLU activation function to implement downsampling. The relative value of the size of the image feature map and the number of channels are marked in the figure. For example, 1/2,16 means that the size of the feature map at this time is half of the original size and the current number of channels is 16. In order to fuse the feature map information of multiple scales, we sample the feature maps of different sizes into the same size and use the summation method to fuse the feature maps. Feature maps with small resolutions can often capture more global information, which is helpful to improve the registration of large deformed regions in human tissues. Feature maps with large resolutions often focus on the contextual information of local details and can more fully express tiny anatomical structures. Feature maps of different scales can be combined to obtain multi-scale information, which is useful for improving the information extraction ability of neural networks.

3.2. Loss Function

The loss function is composed of image similarity items and regular items. We use the cross-correlation function (CC) commonly used in the field of medical image registration to evaluate the similarity between image pairs. The higher the CC value, the higher the similarity between the two images. The image phase loss between the registered image and the fixed image can be described as follows:

\[ L(F,M;\phi) = -CC(F,M;\phi) \]  

where:

\[ L(F,M;\phi) \]
In order to make the deformation field smoother and prevent overfitting to a certain extent, we use a regular term:

\[ L_\lambda (\varphi) = \| \nabla \varphi \|^2 \]  

(4)

The total loss function is as follows:

\[ L = -CC(F, M \circ \varphi) + \lambda L_\lambda(\varphi) \]  

(5)

4. Experiments

4.1. Data set

ABIDE (Autism Brain Imaging Data Exchange) [13] is a large-scale evaluation data set of the internal brain structure of autism patients. The data includes more than 1,046 collected from patients with autism spectrum disorders and typical controls aged 7 to 64 years. Samples. We need to perform some preprocessing on the data: first use FreeSurfer [14] to strip the human brain image, and then the size of the image is uniformly cropped to 160*192*224, and the resolution is resampled to the same resolution. We use ANTs [15] to affine the image pairs. During the experiment, we used 1569 images for training and 100 images for testing.

4.2. Results

We use Dice Similarity coefficient in the ABIDE dataset to evaluate the proposed method and compare it with some classic image registration methods such as affine, Symmetric Normalization (SyN) [16] and voxelmorph. Table 1 shows the average DSC of our proposed method, affine alignment, and SyN.

![Figure3. One sample results of the proposed method.](image)

Table 1. Average DSC of affine alignment, SyN, Voxel morph and our method.

|                      | Affine alignment | SyN    | Voxel morph | Ours   |
|----------------------|------------------|--------|-------------|--------|
| DSC(%)               | 58.81            | 58.64  | 71.69       | 71.79  |
Figure 3 is a sample we randomly selected and shows the visual image registration results from three angles of sagittal plane, coronal plane, and transverse plane.

In order to further measure the effect of the proposed method, we selected 15 important anatomical structures in the human brain image, and calculated the dice coefficients of the method on these anatomical structures. The experimental results show that our method is compared with the classic affine alignment and SyN methods. Excellent registration effects have been achieved on these cross-sectional structures.

| Name | Name | Name |
|------|------|------|
| 1. Left-Cerebral-White-Matter | 6. Left-Thalamus-Proper | 11. 4th-Ventricle |
| 2. Left-Cerebral-Cortex | 7. Left-Caudate | 12. Brain-Stem |
| 3. Left-Lateral-Ventricle | 8. Left-Putamen | 13. Left-Hippocampus |
| 4. Left-Cerebellum-White-Matter | 9. Left-Pallidum | 14. Left-Amygdala |
| 5. Left-Lateral-Ventricle | 10. 3rd-Ventricle | 15. CSF |

Figure 4. The average DSC evaluated on 15 ROIs.

5. conclusion

In this article, we propose an unsupervised and deformable medical image registration method. This method facilitates the neural network to capture more global and local information by fusing feature maps of multiple scales, thereby improving the matching of medical images. The experimental results show that our method has better results than some state-of-the-art methods.
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