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Abstract—Accumulation of corporate data in the cloud has attracted more enterprise applications to the cloud creating data gravity. As a consequence, network traffic has become more cloud-centric. This increase in cloud-centric traffic poses new challenges in designing learning systems for streaming data due to class imbalance. The number of classes plays a vital role in the accuracy of the classifiers’ built from the data streams.

In this paper, we present a vector quantization based sampling method, which substantially reduces the class imbalance in data streams. We demonstrate its effectiveness by conducting experiments on network traffic and anomaly dataset with commonly used ML model building methods — Multilayered Perceptron on TensorFlow backend, Support Vector Machines, K-Nearest Neighbour, and Random Forests. We built models using parallel processing, batch processing, and randomly selecting samples. We show that the accuracy of classification models improves when the data streams are pre-processed with our method. We used out of the box hyper-parameters of these classifiers as well as used auto-sklearn [1] for hyper-parameter optimization.
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I. INTRODUCTION

With more and more enterprise data moving to the cloud, it has attracted enterprise applications and traffic to the cloud. This accumulation of data in the cloud and its gravity has resulted in an enormous volume of cloud-centric traffic, which poses new computational challenges in developing machine learning (ML) models from these data streams. We observe that when ML models are built from data streams, they do not perform well as the number of observations per class differs significantly in these data streams.

Class balancing techniques like ROSE [11] and SMOTE [2], with its variants given in [3], are generally used to address the class imbalance. In our experiments, we observe that even if the data streams are balanced (i.e., when the number of observations per class is roughly the same) with the methods given in [11, 2, 3]. We found that the classification models do not perform well unless some intelligent stream pre-processing or sampling is done.

When a dataset is balanced, trivial random sampling may yield good results [4]. However, when the dataset is imbalanced, random sampling fails to capture full classes in a dataset [4]. One can improve “vanilla” random sampling by performing random sampling from each class of data independently. Hybrid approaches, such as SMOTE and ROSE down-sample the majority class and up-sample the minority classes. These approaches require knowledge of the labels limiting these to supervised learning. Besides, we find that no substantial modeling accuracy can be achieved by applying these methods to streaming data.

II. BACKGROUND AND MOTIVATION

In this publication, we propose a novel method to sample imbalanced streaming datasets for building high accuracy ML models. To demonstrate this on network traffic data streams, we select a labeled intrusion and anomaly detection dataset. There are not enough labeled anomaly datasets publicly available out there. Mainly because organizational Security Information and Event Management Systems (SIEMS) are domain-specific and depend upon many factors, e.g., time, geographical location, and nature of the business to label the anomalies, above all, attack and anomaly labels are proprietary. Therefore, to generalize the problem, we use a publicly available and well researched labeled intrusion detection dataset KDDCUP [5]. Though there are newer datasets available at [6], [7], [8], these are either smaller or not as widely used by the research community. KDDCUP dataset is a perfect fit for our purposes as it is highly imbalanced; the test set is not from the same domain as the train set, making it very close to real-world problems.

A general rule in ML is — the more the data, the better learning by ML algorithms. Therefore, we use the full KDDCUP dataset as a single streaming window to create a baseline by first analyzing the entire dataset in a single batch, so that the results of small data streams (mini batches) can be compared. We perform a number of ad-hoc experiments. Our testbed is a computer with two Intel Xeon(R) E5-2680v4 processors (allowing execution of 56 hyper-threads in parallel) and 512 GB of memory.

To create a baseline, we use the full batch of KDDCUP dataset and trained Naive Bayes [9] model using 10-fold cross-validation using Weka v.3.8.2, and it takes ≈30 seconds and another ≈100 seconds for testing. The performance of the model, not surprisingly, is not stellar (precision of ≈ 0.83 and recall of ≈ 0.70). We also tried to train support vector machine (SVM) model using Weka on the same dataset, but it could not complete after 15 days, so we have to terminate the training.

We then switch to an automated machine learning tool autosklearn [10], which automates data pre-processing and parameter optimization for machine learning algorithms. Hyper-parameter optimization and automated machine learning is not a new concept and has been experimenting for several decades.
A comprehensive survey is given by [11]. We set the system memory limit available memory (512 GB), the rest of the default parameters are used and described in Section VI-C2. The training process runs for 15 days, on the system described above, before we kill it without any results.

Then we used approach to build models in parallel by sharding the data and training an ensemble of models (one model per data shard) [12]. Training of each member of the group is independent of each other hence the ease of parallelization. We implement this approach using the classification algorithms mentioned above. We find that this approach does not work well for the KDDCUP dataset. No individual classifiers can pick all the classes in the dataset, resulting in very low precision, details are given in Section VI-C1.

Then we tried parallel versions of classification models. Though there are ways to perform parallel processing of all the classification algorithms, not all the classification algorithms, have parallel versions available [13]. Most of these methods find work-around and either compromise on accuracy or perform some sort of data reduction to design the parallel version of an algorithm, e.g., random forest (RF) is a parallelizable algorithm, but the implementations often compromise on accuracy or performance [14]. As we discussed above, not every model is parallelizable (even if it is, it may be challenging to do it efficiently, not to mention the cost associated with parallelization). Thus, this approach is not universal.

Finally, we used graph-based parallel processing systems, like TensorFlow [15], CNTK [16], and Theano [17], as the backend to speed up the computations on multicore-systems. Not all the classification algorithms can be used with graph-based backends, and even the ones that can be used, e.g., Neural Networks, are degraded to the extent that these models cannot be generalized. We demonstrate this in detail in Section VII-C.

III. PROPOSED METHOD: PARALLEL VECTOR QUANTIZATION

To address the issues discussed in the previous section, we designed a Parallel Vector Quantization (PVQ) method that improves the classification accuracy of the classifiers mentioned above by removing the class imbalance. This method gives much better results when used with graph-based backends like TensorFlow.

The schematic diagram of PVQ is shown in Figure 1. The intuition behind this approach comes from scalar quantization. Quantization takes a continuous function, like a sine wave, samples it at a much coarser scale, and produces a much smaller dataset than the original one. The steps of the scalar quantization are separated by quantization error. In telecommunications, the analog signal is quantized by the coder, and much smaller signal is transmitted across the network, and the decoder then re-constructs it back using the quantization error. Similarly, Vector Quantization (VQ) is a data sampling mechanism in high dimensional spaces that preserves the characteristics of the full dataset. The details of the PVQ method are given in Section VII-C.

A. PVQ Cloud Architecture

The architecture to use PVQ with distributed stream processing systems in the cloud is shown in Figure 2, and the schematic representation of data streams is shown in Figure 3. Mini batches of network traffic data streams are captured by a streaming service Google’s cloud data flow [18]. Network traffic can be captured by widely used network security monitors (e.g., Zeek [19]) or widely used intrusion prevention systems (e.g., Snort [20]). The network traffic data streams are intercepted by the PVQ segment as shown in Figure 2.

The streaming data is sampled by PVQ and passed to ML model building layer. To demonstrate our method, we stream mini-batches of 80k network traffic packets and a full batch of 4.9M packets, as shown in Figure 3.

B. Our Contributions

The purpose of our work is not to evaluate how different ML algorithms perform on streaming datasets (for which the reader is directed to [21]) nor to build a new intrusion detection
Fig. 3. Depiction of full batch and mini-batches for KDDCUP dataset

system, which is a well-researched area. The contributions of our work are summarized as follows.

1) We show that PVQ removes class imbalance in the streaming data even with a small window;
2) Most importantly, we show that when graph-based parallel processing backends like TensorFlow are used with classification algorithms, the classifiers cannot capture full classes present in a streaming dataset, even if a very large sampling window is used. Whereas, when data is PVQ sampled the classification algorithms (with TensorFlow backend) captured almost all classes present in a dataset;
3) We describe a parallel vector quantization (PVQ) sampling method, which improves the accuracy and performance of the classification algorithms for cloud-centric streaming data.

The rest of the paper is structured as follows. In Section IV we discuss the related work. In Section V we describe the algorithm in detail and its complexity analysis to compare with similar methods to run in real-time stream processing. The experimental setup is given in Section VI. Results for experiments are discussed in Sections VII and VIII.

IV. LITERATURE REVIEW

Machine learning model building from streaming data is a well-researched area. A survey of clustering methods from data streams can be found at. A survey on addressing the class imbalance in big data is given by. Incremental learning and concept drift has been discussed by. A theoretical overview of neural networks have been used to detect patterns from found here. Incremental learning and concept drift has been discussed by. A theoretical overview of neural networks have been used to detect patterns from found here.

Background on VQ can be found in. VQ methods like Dirichlet tessellations and Voronoi tessellations date back to the nineteenth century. And in the modern times introduced by Lloyd’s (in a scalar form) and Forgy as supervised learning in the biomedical domain and lacks a discussion on unsupervised and streaming datasets. VQ in streaming video data was used by but did not consider class imbalance.

V. PARALLEL VECTOR QUANTIZATION (PVQ)

A. Algorithm

Our algorithm is summarized in Algorithm 1. The details are as follows. Let input \( X = \{x_1, \ldots, x_n\} \) be a dataset composed of \( n \) instances; and \( i \)-th instance \( x_i \in \mathbb{R}^d, i = 1, \ldots, n \).

To perform parallel processing we randomly partition \( X \) into \( L \) subsets \( S = \{s_1, \ldots, s_L\} \). We then independently select representative samples (using VQ) of points from each of the \( L \) subsets. We deem such a representative sample for subset \( s_k \) as \( \pi_k \).

This is an embarrassingly parallel problem, as the selection of \( \pi_k \) within each of the \( L \) subsets is independent of the remaining subsets. Thus, the selection can be performed in parallel independently for each of the \( L \) subsets. Once we obtain \( \pi_k \) from each of the \( L \) subsets we create a union of all \( \pi_k \), producing the final representative sample \( \Pi = \bigcup_{k=1}^{L} \pi_k \). The resulting dataset \( \Pi \), which is much smaller than \( X \), is passed to classification systems for modeling.

In the MapReduce programming model, the selection of \( \pi_k \) in each of the \( L \) subsets is done in the Mapping phase, followed by the union of \( \pi_k \) for all \( L \) in the Reduction phase. Details of the phases are as follows:

1) Map: For \( k \)-th subset of data \( s_k \), a VQ algorithm finds a set of codebook vectors or centroids \( C_k \) with \( m_k \) elements: \( C_k = \{c_1, \ldots, c_{m_k}\} \), with \( j \)-th instance \( c_j \in \mathbb{R}^d, j = 1, \ldots, m_k \). Typically, \( |s_k| \gg m_k \), where \( |s_k| \) is the number of elements in \( s_k \).

Each observation in \( s_k \) belongs to a particular centroid. The mapping (in the mathematical sense of the term) of observations in \( s_k \) to codebook vectors in \( C \) is done by computing Voroni cells. That is, a point \( x_i \) belongs to \( c_j \) if the Euclidean distance between \( x_i \) and \( c_j \) is shorter than the distance between \( x_i \) and the remaining \( m - 1 \) centroids in \( C_k \). Once the mapping, deemed \( \mathcal{M}_k \), is established, for every centroid that has at least one observation in \( s_k \) mapped to it, we retain an instance that is the closest to a given centroid. The set of the points that are the closest to the centroids, becomes our representative sample of \( s_k \). We deem this sample set \( \pi_k \).

Various VQ algorithms can be used. We use Self-Organising Maps (SOM) as, as it is fast and scalable algorithm that can deal with high-dimensional data. To execute SOM, we need to define topology of SOM which is done using standard heuristic given by. The heuristic sets \( m_k \) proportional to \( |s_k| \):

\[
m_k = \left[ \frac{5}{3} \sqrt{|s_k|} \right].
\]
2. Reduce: Append all $\pi_k$ (computed in parallel during the Mapping phase) to produce the resulting set $\Pi$.
3. Analysis of $\Pi$: Given that we partition $X$ into $L$ subsets with approximately the same number of elements, the number of elements in $k$-th subset $s_k$ is $\approx n/L$. The number of elements in $\pi_k$ will be at most $m_k$. Given Eq. [1] the upper boundary of the elements in $\Pi$ is

$$|\Pi| = \sum_{k=1}^{L} m_k = \sum_{k=1}^{L} \left\lceil 5\sqrt{|s_k|} \right\rceil \approx \sum_{l=1}^{L} 5\sqrt{n/L} = 5\sqrt{nL}.$$  

Eq. [2] helps us estimate the number of samples returned by the PVQ. We can control the size of $\Pi$ by changing the number of subsets $L$.

Algorithm 1 (Parallel VQ (PVQ))

1: procedure PVQ($X$, $L$
2:    $S \leftarrow$ split the dataset $X$ into $L$ subsets
3:    $\Pi \leftarrow$ an empty set
4:    parfor $s_k$ in $S$ do $\triangleright$ Mapping phase, which is done on the worker nodes; $k = 1, \ldots, L$. 
5:        $\pi_k \leftarrow$ an empty set
6:        $m_k \leftarrow 5\sqrt{|s_k|}$ $\triangleright$ The scalar $m_k$ is computed as per [51]
7:        $T_k \leftarrow$ define SOM topology using [51] based on $m_k$
8:        $C_k, M_k \leftarrow$ Compute VQ of $s_k$ using SOM based on $T_k$
9:        for $c_j$ in $C_k$ do $\triangleright j = 1, \ldots, m_k$
10:            $r_k \leftarrow$ a subset of observations belonging to $c_j$
11:                obtained using $M_k$
12:                if $r_k$ is not empty then
13:                    $o \leftarrow$ an observation in $r_k$ that is the closest to $c_j$ (based on the Euclidean distance)
14:                        Add $o$ to $\pi_k$
15:                end if
16:        Add $\pi_k$ to $\Pi$ $\triangleright$ Reduction phase: in practice, this step will be done by the master node
17:    end parfor
18: return $\Pi$
19: end procedure

The Voronoi region $V_i$ of the codebook vector $c_i$ is the set of vectors in $\mathbb{R}^d$ for which $c_i$ is the nearest vector: $V_i = \{ z \in \mathbb{R}^d \mid \arg \min || z - c_i ||^2 \}$. The definition of the Voronoi set $\pi_i$ of the codebook vectors $c_i$ is straightforward. It is the subset of $X$ for which the codebook vector $c_i$ is the nearest vector: $\pi_i = \{ x \in X \mid \arg \min || x - c_i ||^2 \}$ that is, the set of vectors belonging to $V_i$.

Data streams are read from distributed streaming systems, and VQ is performed in parallel using MapReduce. The task of VQ is to find $\pi_i$ for each subset of the data. Let us assume that we have $w$ workers and that the data is partitioned into equal size shards between the workers. Then each worker in the system reduces $n/w$ instances to $m$ codebook elements. The codebooks from all $w$ workers are appended together, resulting in the sampled dataset $X' = \pi_1, \ldots, \pi_w$ of the size $\leq mw$ (in practice, some of the codebook records can be empty, thus $mw$ represents an upper boundary of the size of the reduced dataset). The resulting dataset $X'$, which is much smaller in size, is passed to classification systems for modeling.

This process is formally depicted in Algorithm 1. To perform VQ, we use a batch version of SOM Toolbox [51]. Note that our approach does not require labels; thus, it can be used in supervised and unsupervised learning pipelines.

Each worker will take In each iteration $iter$ each worker produces a set $C_{iter}$, where $iter$ = number of workers which participated in the computations. This reduced the dataset $X$ into a much smaller dataset $X' = x'_{1}, \ldots, x'_{iter}$, as given in Algorithm 1.

To perform VQ, we used a batch version of SOM Toolbox [51]. The resulting dataset $X'$ which, is much smaller in size, is used for classification model building, and we show that this set substantially improves the class imbalance and classification accuracy of the models built from this reduced dataset.

Results of different datasets show that this scheme is very efficient, reduces complexity, and produces very good predictive models as if the models were built on the full dataset.

B. Complexity Analysis

The theoretical benefit of using PVQ can be sketched as follows. Let us assume that Algorithm 1 will be executed on $w$ workers. Without the loss of generality, and to simplify computations, let us assume that the number of workers is equal to the number of data subsets, i.e., $w = L$. The dataset $X$ will be distributed among the workers in roughly equal shards. Then, each worker has to process $\approx n/L$ observations.

VQ drives PVQ worst-case complexity at each worker. Worst-case VQ complexity on a full dataset is $O(dn^2)$ [44]. However, since each of the workers is processing only $n/L$ instances, the complexity is reduced to $O \left( dL(n/L)^2 \right) = O \left( d^2n/L \right)$.

SVM's worst-case computational complexity is $O(dn^3)$ [52]. The complexity of processing the reduced dataset $\Pi$ is $O(d\|\Pi\|^3) \geq O(d(nL)^{3/2})$. Besides, we need to add the time needed to reduce the original dataset: $O \left( d^2n/L \right)$. This will yield $O \left( d(nL)^{3/2} + dn^2/L \right)$. Given that $n \gg m \gg L$, we may assume that $dn^2/L$ will dominate the $d(nL)^{3/2}$ term (i.e., $n^2 \gg d(nL)^{3/2}$). Thus, the complexity will be mainly driven by the PVQ-related term $O \left( d^2n/L \right)$.

A similar analysis can be performed for k-nearest neighbors (kNN) with the worst-case complexity of $O(dn)$ [53] and random forest (RF) with the worst-case complexity of $O \left( d^2\log(n) \right)$ [54], and multilayer perceptron (MLP) with the worst-case complexity of $O \left( 2^{d-1}n \right)$ [55].

VI. EXPERIMENTAL SETUP

A. Dataset Description

KDDCUP is a classic dataset widely used for building classification models for network traffic and anomaly detection. This dataset is based on an intrusion detection system evaluation program [56] and collected by [57]. It contains the data for seven weeks of network traffic.
While the types of attacks in the dataset may be stale, the dataset’s structure is very relevant for today’s problems. The dataset contains a large number of observations and classes; some of the classes present in the train set are missing in the test set and vice versa. To quantify, the train set contains 4.9M instances, with 41 features labeled as normal class or one of the 22 attack classes. The test set contains 311K instances and 38 classes (one normal and 37 attack types). Out of these 38 classes, the training dataset has only 23 classes; the remaining 15 classes are not present in the train set. The dataset is highly imbalanced: the most common class “smurf” has 2,807,886 observations, while the least common class “spy” has only 2 instances. In these experiments, we want to demonstrate that PVQ pre-processing takes care of the class imbalance by picking maximum number of classes. This is then verified by the higher performance statistics of the classifiers.

B. Data Preparation

1) Transformation of features: We add a dummy feature to the training and test sets to improve the generalization of models (a common practice in machine learning [58], [59]). We also remove three non-numeric features from the dataset for the simplicity of calculations.

2) Data preparation for the complete train set: To mimic larger sampling window, use the full train set. To combat the class imbalance in the full train set, we use SMOTE algorithm to (a) up-sample the “minority” class giving 64M instances, (b) down-sample the “not-majority” class leading to 2M instances, and (c) up-sample the minority class and down-sample the majority class to a instances in ”satan” class giving us 365K instances.

3) Data preparation for a subset of the training data: To mimic smaller sampling window, we employ two approaches. In the first one, we randomly sample 80K observations from the original unbalanced 4.9M training observations. In the second one, we use PVQ to ingest the full train set and return approximately 80K representative observations that will be passed to models to do the training.

4) Aggregation of labels: The 23 types of labels present in the train set can be grouped into five categories as per [60]. Often, in the literature, the authors explore the performance of their predictive models by examining the ability of a model to distinguish five labels (i.e., one ‘normal’ label and four ‘aggregate attack’ labels) rather than 23 original labels (i.e., one ‘normal’ label and 22 ‘original attack’ labels). We try to reduce the labels’ space to see if it improves the performance of the models.

C. Models and Frameworks under study

The resulting train sets are used to train the following models: MLP, RF, SVM, and kNN, albeit we are not comparing how these models perform on streaming data for which the reader is referred to [21].

1) Keras-based Multilayer perceptron (MLP): We constructed an MLP with tanh activation as the input layer, two hidden layers, and softmax activation at the output layer. For optimization of the gradient, we used Adam optimizer [61]. The model is built with Keras v 2.3.0 on TensorFlow backend v 2.1. Keras simplifies the creation of neural networks and pre-configures the majority of hyper-parameters with default values (that work relatively well out of the box). While there exists an infinite amount of MLP architectures, this one mimics a frequent one that a practitioner may start with when exploring a problem.

2) auto-sklearn based RF, SVM, and kNN: For all three models (RF, SVM, or kNN) we auto-tuned their hyper-parameters using AutoML paradigm [10], which is implemented in the auto-sklearn package v 0.6.0.

3) Scikit-learn-based RF, SVM, and kNN: We also trained each of the three models (RF, SVM, and kNN) individually using their implementations in scikit-learn v.0.21.0 (with the default values of hyper-parameters set by the package).

D. Experiments

With the ‘building blocks’ discussed above, we set up two groups of experiments. The first group studies the models’ performance on the full dataset and acts as a general baseline. The second group trains the models on subsets of data, comparing our PVQ approach against random sampling. The details are as follows.

1) Group 1: The first group of experiments is conducted on the full dataset, mimicking a larger sampling window and to set a baseline. In this group, we study the performance of the popular implementations of machine learning models using platforms that are popular among practitioners that would like to obtain the results with a minimal amount of customization. Thus, we leverage the auto-sklearn package (as per Section VI-C2) to train RF, SVM, and kNN models. We also train Keras-based implementation of the MLP (as per Section VI-C1).

2) Group 2: The second group of experiments is designed to mimic smaller sampling winds of the data streams. In this group, we evaluate the performance of RF, SVM, kNN and Keras based MLP for Random sampling vs PVQ sampling of 80k data streams. We further divided these experiments into:

   a) using auto-sklearn (to auto-optimize classifier hyper-parameters) (as per Section VI-C2)
   b) using vanilla hyper-meters of classifiers (as per Section VI-C1 and Section VI-C3)

E. Formulation of Performance Metrics for Multi-Class Classification

KDDCUP dataset is a multi-class classification problem. It is quite challenging to evaluate classification models for this dataset as the training and test sets have different number of classes. In the following, we state the multi-class problem and formulation of performance metrics and their desired values.

Each instance of the multi-class dataset \( x_i \), \( X = \{x_1, \ldots, x_n\} \) has an given class label \( \lambda(x_i); \Lambda = \{\lambda_1, \ldots, \lambda_k\} \). Each classifier predicts \( \psi_i \) of the each \( x_i \) giving the prediction set \( \Psi = \{\psi_1, \ldots, \psi_k\} \). The \( k \times k \) matrix containing the number of actual and predicted classes as its cells, called the confusion matrix, given by \( M_{ij} \), where \( i' = \Psi \) and where \( j' = \Lambda \).
All the classifiers that we used produce discrete classification. Therefore, the overall performance of a classifier $\alpha$ is given by the sum of instances on the diagonal of matrix $M$ divided by the number of all instances, called accuracy, can be written as:

$$\text{accu}(\alpha) = \frac{1}{n} \sum_{i=1}^{k} M_{\psi(i),\psi(i)}.$$  

The precision and recall of a classifier is calculated as:

$$\text{precision}(\alpha) = \frac{1}{n} \sum_{i=1}^{n} \frac{|\lambda(x_i) \cap \psi(x_i)|}{|\psi(x_i)|}$$  

and

$$\text{recall}(\alpha) = \frac{1}{n} \sum_{i=1}^{n} \frac{|\lambda(x_i) \cap \psi(x_i)|}{|\lambda(x_i)|}.$$  

Area under curve and receiver operator curves are also widely used metrics for assessing classifier accuracy but become too cumbersome for multi-model comparison. Balanced Accuracy (BA), on the other hand, combines accuracy and recall into one metric and gives a good visual comparison of multi-model comparison. Therefore, we compare the models using accuracy, precision, recall, and Balanced Accuracy, as these measures provide a very good visual representation of the overall performance and generalization capability of a model.

For multi-class and imbalanced datasets, generalized Matthews Correlation Coefficient (MCC) score also gives unbiased results (see [64, 65]) as it involves values of all quadrants of the confusion matrix. Therefore, we also use this metric to cross-examine accuracy, precision, and recall combination.

F. Evaluation criteria

To evaluate each experiment, we compare how many classes were detected in that particular set of data. Then we look at the classification performance and see how the class imbalance has affected an experiment.

Each experiment is repeated 50 times, and the distributions or mean, and variance of the performance measures are reported. The only exception is the Group 1 (VI-C1) keras-based implementation of the MLP. For this group, we limit the number of repetitions to five, as a single repetition takes approximately one week, and the variance between runs is low.

VII. RESULTS

A. Results: Group 1

The auto-sklearn was non-scalable, as it could not optimize hyper-parameters of RF, SVM, and kNN in 15 days (after which we terminated the process).

Keras-based implementation of the MLP, though trained in 12 hours on full dataset, the results are not good for any classification modeling. MLP’s goodness of fit is reported in Figure 4. The training on the original and the up-sampled datasets yielded relatively high accuracy and recall, $\approx 0.9x$ on average. Balancing the data in all classes (via up- and down-sampling) let to the reduction of accuracy and recall to $\approx 0.8x$ on average. The down-sampling scheme yielded the worst results with the average accuracy and recall of $\approx 0.4x$. Precision for all of these data preparation approaches is low, with the averages ranging between $\approx 0.1x$ and $\approx 0.1x$. The reason for low precision is explained below in Section VII-B.

Thus, we can conclude that for the full dataset, we would fail training classic models using an AutoML framework on this moderate sized dataset. The Keras-based neural network solution would finish training; however, the goodness-of-fit of the model would be inadequate due to low precision for all class balancing schemes.

B. Results: Group 2(a)

We sample 80K data points with PVQ and built models for 50 random iterations. Note that we use out of the box auto-sklearn and only specified memory = 512 MB. We compare the PVQ sampled dataset classification results with the results of equal-sized randomly selected streams. Both models are tested on 10k test set randomly selected from the full test set (which is 311k in total). Balanced Accuracy (BA) and MCC for each of 50 runs is shown in Figure 5(a). For simplicity of the plot, we select BA over accuracy and recall as the former takes into account the accuracy recall of the model. We can see, though PVQ sampled set performed better than the randomly selected subsets (both the BA and MCC are higher - on the horizontal axes), the overall performance of both models is quite low. The reason might be the high number of attack types in the train set (23 in total).

We performed the same experiment on reduced attack types, as suggested by many studies [66]. Network attacks fall under five main categories. In the literature, numerous studies that build models on these categories. We transformed the 23 class problem into 5 class problem as described by [60]. The same classifiers are trained as before using auto-sklearn, and the BA for 5 classes is given in Figure 5(b). We can see the performance went up as compared to Figure 5(a), and PVQ is winner, but the accuracy is very low, making this method of not much use as well.

Reasons for low accuracy by auto-sklearn: The reasons for low accuracy by auto-sklearn are twofold. First, the test set has many more classes than the train set. Second, auto-sklearn uses sequential model-based algorithm configuration SMAC [67], in which hyper parameters optimization process is terminated if it does not converge after a certain time (giving zero accuracy). The reason PVQ sampled dataset performed better than the randomly selected is that PVQ at average picked 22 out of 23 classes present in the train set. In contrast, the random subset of 80k picked a maximum of 16 classes as shown in the Figure 6.

C. Results: Group 2(b)

In this group, we used scikit-learn (sklearn) [68] machine learning library for calculating performance metrics accuracy, precision, and recall. Whereas we had few design choices to make for hyper-parameter selection of these performance metrics.
Fig. 4. Accuracy, Recall and Precision of: (a) Full KDDCUP dataset (4.9M) (b) SMOTE up-sampled dataset (64M) (c) Down-sampled dataset with "not-majority" class (2M) and (d) Up-sampled and down-Sampled to class "satan" (365k). Baseline created using MLP on TensorFlow backend for all 23 classes. Tested on full test set (311k) for 5 random runs.

**Accuracy** is not sensitive to the number of test set class labels. Consider the denominator in Eq. (4) and Eq. (5). The denominator in the recall is class label $\lambda(x_i)$, making recall sensitive to the total number of class labels in a dataset. Whereas **precision** is not sensitive to the class labels. High accuracy with high precision and low recall will be the desired results in case of high-class imbalance and extra classes in the test set. Most of the software (like Weka) just ignore extra classes present in the test set. Doing this can skew the results especially when there is a huge class imbalance in the train set. So for multi-class classification with high-class imbalance and more classes in the test set than train set, the recall will inherently be low. Therefore, while selecting the hyper-parameters for recall averaging of the class labels should be avoided. This can be done by selecting 'macro' as a label average method for recall in sklearn. This method calculates metrics for each label and finds their unweighted mean. Whereas **precision** is not sensitive to the class labels; therefore, 'weighted' average method can be used (which finds the number of weighted instances for each label).

For this group of experiments, we used two dense layered neural network architecture using Keras, to avoid overfitting. We used ADAM [61] learning rate optimizer. In the fist dense layer, we use *Tanh* activation function and in the output layer we used (sigmoid) activation function as this is a multi-class classification problem. The loss function used is categorical cross-entropy. We train these classifiers on PVQ sampled dataset and randomly selected dataset (about 80k) for 50 different iterations. Both models are tested on 10k test set randomly sampled from the full test set (which is 311k). The results show that PVQ sampling produces better accuracy, precision, and mcc for all classifiers. The results are shown in the box plot in Figure 7.

VIII. ANALYSIS AND DISCUSSION ON RESULTS

In this study, we analyzed cloud bound data streams with high-class imbalance. We processed the longer streams (one week of network traffic) as well as smaller streaming windows. We processed the data and built classification models to see how the class imbalance plays a role. We showed that the general approaches of classification model building from data streams either do not scale up or do not produce good results. Weka could not run SVM or any other complex classification other than Naive Bayes. We showed that MLP with TensorFlow backend (which uses parallel processing and chop the data into smaller subsets) does not perform well on an imbalanced dataset. Figure 4 shows that, though we can use MLP on TensorFlow to analyze the full batch in a reasonable time, the precision is very low, which is not desirable result in this multi-class classification problem.

This is because TensorFlow chops the data into smaller chunks in the background to build models in parallel. When the data are chopped, not all the classes can be selected/represented by any node in TensorFlow. We showed that MLP on TensorFlow could only find a maximum of 16 classes, whereas PVQ was able to find 22 classes out of 23 classes present in the train...
Thus, using TensorFlow with classifiers does not help in building classification models from data streams even if the data stream window is fairly large (seven days or full batch of KDDCUP in this case).

We also showed that the automated ML approaches like auto-sklearn either do not work on moderately sized datasets or take days to build classification models on reduced sized datasets. The reason is, the hyper-parameter optimization process (as explained in Section VII-B) is very iterative and makes multiple copies of the dataset making, even moderate-sized dataset unsolvable. We found that auto-sklearn is a costly optimization process. With 80k random sampling for 50 iterations, it took over a week to suggest a model on the machine described in [1].

Figure 7 shows that “PVQ sampled” dataset (plots labeled with PVQ suffix) performed better in terms of model quality (higher accuracy, precision, and MCC) as compared to “Randomly sampled” dataset for all 50 runs for classifiers (RF, SVM, kNN, including MLP on TensorFlow). Low recall for PVQ sampled data was also expected for a reason explained above.

PVQ sampling was able to detect 22 out of 23 total classes in the train set (irrespective of the sampling window size), whereas a maximum of 16 classes distinguished by full batch processing using TensorFlow. A spread of classes captured by each classification method when random sampling is used (irrespective of batch size) is shown in box plot Figure 6.

In this publication, we described the PVQ sampling method, which improves the accuracy and performance of the classification algorithms for cloud-centric streaming data. We showed that PVQ removes class imbalance in the streaming data even with a small window. Most importantly, we showed that when graph-based parallel processing backends like TensorFlow are used with classification algorithms, the classifiers are not able to capture full classes present in a streaming dataset, even if a very large sampling window is used. Whereas, when data is
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