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ABSTRACT. In this paper we present a three-dimensional discrete model governing the deformation of a viral capsid, modelled as a regular icosahedron and subjected not to cross a given flat rigid surface on which it initially lies in correspondence of one vertex only. First, we set up the model in the form of a set of variational inequalities posed over a non-empty, closed and convex subset of a suitable space. Secondly, we show the existence and uniqueness of the solution for the proposed model. Thirdly, we numerically test this model and we observe that the outputs of the numerical experiments comply with physics. Finally, we establish the existence of solutions for the corresponding time-dependent obstacle problem.

1. Introduction

Canonical virus architecture often involves a symmetric polyhedral cage surrounding the viral genome. This nanoscopic cage, called the capsid, takes multiple roles during the virus life cycle: genome protection, targeting of a host cell, genome presentation. Switching between these roles is triggered by reading the chemical environment and usually manifests as a change in the mechanical properties of the cage [19]. The latter can be probed by atomic force microscopy (AFM) – an in situ method able to measure the stress-strain relationship at the scale of a single virus, as a function of the chemical environment. In AFM imaging, a sharp mechanical probe compresses the capsid uniaxially against a flat solid support. As the virus deforms, the contact area and the magnitude of adhesive forces increase. The final shape of the cage is the result of the balance between adhesive and elastic forces [20]. Here we present a purely elastic icosahedral cage deformation model including irreversible adhesion, for studying the shape of polyhedral cages that have undergone a two step process which mimics force application in AFM imaging.

This paper is divided into five sections, including this one. In section 2 we present the main notation ans well as the geometrical and analytical background. In section 3 we derive a discrete linearized static (i.e., time-independent) model governing the deformation of an icosahedral viral cage under the action of forces like those described in the above paragraph, and subjected to a confinement condition according to which the points of the deformed reference configuration do not have to cross a prescribed plane on which the reference configuration of the icosahedral cage lies in correspondence of one point only when no forces are acting on it. This problem can be classified as an obstacle problem, and it is thus possible to observe that it takes the form of a set of variational inequalities posed over a non-empty, closed and convex subset of an ad hoc Euclidean (finite-dimensional) space. We then establish the existence and uniqueness of solutions for this model. In section 4 we conduct numerical experiments on the model we recovered in section 3. In the first series of experiments we compute the deformed reference configuration of the icosahedral viral cage when
it is subjected to the action of applied body forces and – at the same time – it has to obey the confinement condition introduced beforehand. In the second series of experiments, we compute the equilibrium shape of the viral cage in the case of irreversible adhesion, in the sense that the points which are in contact with the obstacle (the prescribed plane) at the end of the first series of experiments, must continue to remain in contact with the obstacle when the second series of experiments is carried out. Finally, in section 5, we study the time-dependent version of the model introduced in section 3. Unlike the elliptic counterpart, the concept of solution for this time-dependent problem – which will be of hyperbolic type since the displacement is the main unknown entering the model under consideration – is a priori not clear. Therefore, we will recover the governing hyperbolic contact problem and we will establish the existence of solutions using a technique based on the penalty method. It is noticeable that the concept of solution for this newly recovered model is not standard, as it involves the usage of vector-valued measures.

2. Geometrical and analytical preliminaries

A point \( A \) in the plane corresponds to a column vector in \( \mathbb{R}^3 \) of the form \( A = (x_A, y_A, z_A)^T \). Here, the symbol \( T \) denotes the transposition operator. Let us consider a Cartesian frame for the three-dimensional plane with origin \( O = (0, 0, 0)^T \) and with canonical directions \( \vec{e}_1 = (1, 0, 0)^T, \vec{e}_2 = (0, 1, 0)^T \) and \( \vec{e}_3 = (0, 0, 1)^T \).

The position vector associated with the point \( A \) is denoted by \( \vec{OA} \); the angle between three points \( A, B \) and \( C \) with vertex at \( B \) is either denoted by \( \overline{ABC} \) or by a Greek letter. The Euclidean inner product and the vector product between two vectors \( \vec{OA} \) and \( \vec{OB} \) are respectively denoted by \( \overline{OA} \cdot \overline{OB} = \overline{OA}^T \overline{OB} \) and \( \overline{OA} \times \overline{OB} \). The Euclidean norm of \( \overline{OA} \) is denoted \( |\overline{OA}| \). Matrices are denoted by capital Greek letters. Tensors are denoted by boldface capital Latin letters.

Given an open interval \( I \) of \( \mathbb{R} \), notations such as \( L^p(I), W^{m,p}(I) \), \( m, p \geq 1 \), designate the usual Lebesgue and Sobolev spaces, with norms \( \| \cdot \|_{L^p(I)} \) and \( \| \cdot \|_{W^{m,p}(I)} \), respectively. The space of continuous functions on \( I \) is denoted by \( C^0(I) \). The spaces \( L^p(I; \mathbb{R}^n) \) and \( W^{m,p}(I; \mathbb{R}^n) \) are spaces of vector-valued functions \( \mathbf{v} : I \to \mathbb{R}^n \) such that each component \( v_i \), \( 1 \leq i \leq n \), is in \( L^p(I) \) or \( W^{m,p}(I) \), respectively. The space \( C^0(I; \mathbb{R}^n) \) is the space of vector-valued functions \( \mathbf{v} : I \to \mathbb{R}^n \) such that each component \( v_i \), \( 1 \leq i \leq n \), is in \( C^0(I) \). The space \( \mathcal{D}(I) \) denotes the space of infinitely differentiable functions with compact support in \( I \).

The positive and negative parts of a function \( f : I \to \mathbb{R} \) are respectively denoted by:

\[
\begin{align*}
 f^+(x) & := \max \{ f(x), 0 \} \quad \text{and} \quad f^-(x) := -\min \{ f(x), 0 \} \quad x \in I.
\end{align*}
\]

In this paper we model the deformation of a regular icosahedron whose vertices (and so the edges) are subjected not to cross an undeformable flat surface. The problem amounts to minimizing an ad hoc energy functional defined over a non-empty, closed, convex subset of a finite-dimensional space or, equivalently, to solving a set of variational inequalities posed on the aforementioned non-empty, closed, convex set.

We assume that one and only one vertex of the undeformed reference configuration is initially in contact with the flat surface. We also assume that each edge is massless and can only stretch or compress, hence, that there is no torsion acting on them. We further assume that one such contact point, denoted by \( P_0 \) in what follows, undergoes no displacement;
Figure 1. The reference configuration of the problem under consideration is a regular icosahedron. The points shaped like asterisks denote the barycentres of each triangular face of the icosahedron.

This assumption is critical to establish the existence and uniqueness of the solution of the governing equations.

3. FORMULATION AND WELL-POSEDNESS OF THE CORRESPONDING THREE-DIMENSIONAL DISCRETE MODEL

When a vertex $P$ of the regular icosahedron under consideration undergoes the action of an applied body force, it is mapped onto a new point in the space, denoted by $P'$.

Let $F = (\vec{f}_i)_{i=1}^{11} \in \mathbb{R}^{33}$ denote the array of applied body forces acting on the regular icosahedron vertices. The application of the force vector $\vec{f}_i \in \mathbb{R}^3$ on the point $P_i$ displaces the position vector $\overrightarrow{OP_i}$ by a vector $\vec{u}_i$, and transforms the vector $\overrightarrow{OP_i}$ into the vector $\overrightarrow{OP'_i}$ via the following relation:

$$\overrightarrow{OP'_i} = \overrightarrow{OP_i} + \vec{u}_i, \quad \text{for each } 1 \leq i \leq 11.$$

We denote by $\ell$ the length of any edge of the undeformed reference configuration of the regular icosahedron.

Since the point $P_0$ undergoes, by assumption, no deformation we let $\vec{u}_0 = (0, 0, 0)^T$. For each $1 \leq i \leq 11$, define the set

$$\mathcal{N}(i) := \{j \neq i; |\overrightarrow{P_iP_j}| = \ell\}.$$

The total elastic energy of the mechanical system under consideration is contributed by three components: the stretching (or compression) of each edge, the variation of the amplitude of each dihedral angle and, finally, the variation of the Gaussian curvature at each vertex. We recall that the Gaussian curvature of a polyhedron is computed by means of a formula originally discovered by Descartes, and known in the literature as *the Descartes Lost Theorem*, also known as *The Second Euler Theorem*, that was later generalized by Gauss and Bonnet to a more general context (cf., e.g., Theorem 6.1.7 of [1]). Let us recall that, for a general polyhedron, the *angular defect at a vertex* is defined as the difference between $2\pi$ and the sum of all the face-angles at the vertex. We recall that, if a polyhedron is convex, then the angular defect at each vertex is always positive.

We now recall the celebrated formula proved by Descartes (cf., e.g., page 145 of [13]).
Theorem 3.1 (The Lost Descartes Theorem). Let $P$ be the vertex of a convex three-dimensional polyhedron. Let $D(P)$ denote the angular defect at the vertex $P$. Then, the curvature at the vertex $P$ is given by:

$$K(P) = D(P).$$

Moreover, if the polyhedron is convex, its Gaussian curvature, which is given by the sum of the curvatures at each of the polyhedron vertex, is always equal to $4\pi$. □

The first component of the total elastic energy is the stretching energy associated with the displacement

$$U = \begin{pmatrix} \vec{u}_1 \\ \vdots \\ \vec{u}_{11} \end{pmatrix} \in \mathbb{R}^{33}$$

with $\vec{u}_i = \begin{pmatrix} u_i^1 \\ u_i^2 \\ u_i^3 \end{pmatrix}$ for all $1 \leq i \leq 11$.

The stretching energy is computed via Hooke’s law, i.e.,

$$J_s(U) := \frac{k_s}{4} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} |\vec{u}_i - \vec{u}_j|^2,$$

where the elastic constant $k_s > 0$ is associated with the elongation properties of the constitutive material, and the nature of the energy is aptly recalled by the subscript “$s$”. The convexity of $J_s$ is straightforward: Indeed, for all $0 \leq \lambda \leq 1$ and all $U$ and $V$ in $\mathbb{R}^{33}$, we have that

$$J_s(\lambda U + (1 - \lambda)V) = \frac{k_s}{4} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} |\lambda(\vec{u}_i - \vec{u}_j) + (1 - \lambda)(\vec{v}_i - \vec{v}_j)|^2 \leq \lambda \frac{k_s}{4} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} |\vec{u}_i - \vec{u}_j|^2 + (1 - \lambda) \frac{k_s}{4} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} |\vec{v}_i - \vec{v}_j|^2 = \lambda J_s(U) + (1 - \lambda)J_s(V).$$

Observe that the functional $J_s$ is differentiable in the Fréchet sense at any $U$, since

$$J_s(U + V) - J_s(U) = \frac{k_s}{4} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} \{ |(\vec{u}_i - \vec{u}_j) + (\vec{v}_i - \vec{v}_j)|^2 - |\vec{u}_i - \vec{u}_j|^2 \} = \frac{k_s}{2} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} (\vec{u}_i - \vec{u}_j) \cdot (\vec{v}_i - \vec{v}_j) + \frac{k_s}{4} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} |\vec{v}_i - \vec{v}_j|^2,$$

and, therefore, we have that the action of the Fréchet derivative of $J'_s(U)$ at any $V$ is given by:

$$J'_s(U)V = \frac{k_s}{2} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} (\vec{u}_i - \vec{u}_j) \cdot (\vec{v}_i - \vec{v}_j).$$

To prove the strict convexity, let us show that for all $U$ and $V$ with $U \neq V$ it results:

$$J_s(V) > J_s(U) + J'_s(U)(V - U).$$

(1)
Observe that a direct computation gives:

\[ J_s(\mathbf{V}) - J_s(\mathbf{U}) - J'_s(\mathbf{U})(\mathbf{V} - \mathbf{U}) \]

\[ = \frac{k_s}{4} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} \left\{ |\vec{v}_i - \vec{v}_j|^2 - |\vec{u}_i - \vec{u}_j|^2 - 2(\vec{u}_i - \vec{u}_j) \cdot (\vec{v}_i - \vec{v}_j) + 2|\vec{u}_i - \vec{u}_j|^2 \right\} \]

\[ = \frac{k_s}{4} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} \left\{ |\vec{v}_i - \vec{v}_j|^2 + |\vec{u}_i - \vec{u}_j|^2 - 2(\vec{u}_i - \vec{u}_j) \cdot (\vec{v}_i - \vec{v}_j) \right\} \]

\[ = \frac{k_s}{4} \sum_{i=0}^{11} \sum_{j \in \mathcal{N}(i)} \left| (\vec{u}_i - \vec{u}_j) - (\vec{v}_i - \vec{v}_j) \right|^2 \geq 0. \]

If for all \( 1 \leq i \leq 11 \) and all \( j \in \mathcal{N}(i) \) it resulted \((\vec{u}_i - \vec{u}_j) = (\vec{v}_i - \vec{v}_j)\) then, in particular, for all \( 1 \leq i \leq 11 \) such that \( 0 \in \mathcal{N}(i) \) the assumption \( \vec{u}_0 = \vec{v}_0 = \vec{0} \) would imply

\[(3) \quad \vec{u}_i = \vec{v}_i.\]

Thanks to (3), we in turn derive that \( \vec{u}_j = \vec{v}_j \) for all \( j \in \mathcal{N}(i) \setminus \{0\} \). Therefore, given any \( k \in \mathcal{N}(i) \setminus \{0\} \), we have that

\[(4) \quad \vec{u}_\ell = \vec{v}_\ell, \quad \text{for all } \ell \in \mathcal{N}(k).\]

By repeatedly applying (3) and (4) we obtain that the left-hand side of (2) is equal to zero if and only if \( \mathbf{U} = \mathbf{V} \) (the “if” part is straightforward). Therefore, if \( \mathbf{U} \neq \mathbf{V} \), the inequality (1) is verified and we have that \( J_s \) is strictly convex, as it was to be proved.

The second component of the total elastic energy is associated with the variation of the dihedral angle \( \alpha \) between any pair of adjacent faces. From now on, we will refer to this kind of energy as the bending energy. The corresponding bending energy is given by:

\[ \frac{k_b}{2} |\alpha - \alpha'|^2, \quad 1 \leq m \leq 20, \]

where the symbol \( \alpha \) denotes the measure of any dihedral angle of the reference configuration, the symbol \( \alpha' \) denotes the measure of the angle into which \( \alpha \) is transformed after the application of an applied body force, and the symbol \( k_b > 0 \) denotes the elastic constant associated with the bending properties of the constitutive material.

If the difference between \( \alpha \) and \( \alpha' \) is small, we can approximate \( \alpha - \alpha' \) by \( \sin(\alpha - \alpha') \). The latter term has the advantage that it can be expressed in terms of a vector product. In order to formulate the bending energy variation we resort to the outer unit normal vectors associated with each face of the reference configuration. More specifically, let the points \( \mathbf{G}^m \), \( 1 \leq m \leq 20 \), denote the barycentres of the icosahedron faces. Let \( g \) denote the distance between the barycentres of two adjacent faces. Let \( \mathbf{G}^{m_1} \) and \( \mathbf{G}^{m_2} \) be the barycentres of any pair of adjacent faces.

The integers \( i = i(m_1, m_2) \) and \( j = j(m_1, m_2) \) range between 0 and 11 and are associated with the reference configuration vertices in the following fashion:

\[ |\mathbf{G}^{m_1} \mathbf{P}_i| = |\mathbf{G}^{m_1} \mathbf{P}_j| = |\mathbf{G}^{m_2} \mathbf{P}_i| = |\mathbf{G}^{m_2} \mathbf{P}_j|. \]

It is easy to see that the measure of the dihedral angle between two adjacent faces is equal to \( \pi \) minus the measure of the dihedral angle between the outer unit normal vectors
associated with two such faces. The unit normal vector associated with the face of the reference configuration whose barycentre is the point \( G^m \) is given by:

\[
\vec{q}^m := \frac{G^m \overrightarrow{P_i} \times G^m \overrightarrow{P_j}}{|G^m \overrightarrow{P_i} \times G^m \overrightarrow{P_j}|}.
\]

When the reference configuration given by the regular icosahedron under consideration undergoes a deformation, the barycentre of any face of the reference configuration is deformed onto the barycentre of the image of that very face (which is again a triangle) as a result of the applied deformation. This makes sense from the geometrical and physical point of view, as the barycentre is not a material point on which the applied body forces act. For each \( 1 \leq m \leq 20 \), define the set

\[
\mathcal{M}(m) := \{0 \leq r \leq 11; |G^m \overrightarrow{P_r}| \text{ is minimal}\}.
\]

Any barycentre \( G^m \) is thus transformed onto a point \( G'^m \) via the following transformation:

\[
\overrightarrow{OG}'^m = \overrightarrow{OG}^m + \sum_{r \in \mathcal{M}(m)} \frac{\vec{u}_r}{3}.
\]

The unit normal vector associated with the face of the deformed reference configuration whose barycentre is the point \( G'^m \) is given by:

\[
\vec{q}'^m := \frac{G'^m \overrightarrow{P'_i} \times G'^m \overrightarrow{P'_j}}{|G'^m \overrightarrow{P'_i} \times G'^m \overrightarrow{P'_j}|}.
\]

The variation of the dihedral angle \( \alpha \) between any pair of adjacent faces having for barycentres the points \( G'^{m_1} \) and \( G'^{m_2} \), with \( 1 \leq m_1, m_2 \leq 20 \) is thus given by:

\[
(5) \quad \alpha - \alpha' \approx \sin(\alpha - \alpha') = \sin \alpha \cos \alpha' - \cos \alpha \sin \alpha'
\]

\[
= \left| \vec{q}'^{m_1} \times \vec{q}'^{m_2} \right| (\vec{q}'^{m_1} \cdot \vec{q}'^{m_2}) - (\vec{q}'^{m_1} \cdot \vec{q}'^{m_2}) |\vec{q}'^{m_1} \times \vec{q}'^{m_2}|
\]

\[
= \left| \frac{G'^{m_1} \overrightarrow{P'_i} \times G'^{m_1} \overrightarrow{P'_j}}{|G'^{m_1} \overrightarrow{P'_i} \times G'^{m_1} \overrightarrow{P'_j}|} \times \frac{G'^{m_2} \overrightarrow{P'_i} \times G'^{m_2} \overrightarrow{P'_j}}{|G'^{m_2} \overrightarrow{P'_i} \times G'^{m_2} \overrightarrow{P'_j}|} \left( \frac{G^{m_1} \overrightarrow{P_i} \times G^{m_1} \overrightarrow{P_j}}{|G^{m_1} \overrightarrow{P_i} \times G^{m_1} \overrightarrow{P_j}|} \frac{G^{m_2} \overrightarrow{P_j} \times G^{m_2} \overrightarrow{P_i}}{|G^{m_2} \overrightarrow{P_j} \times G^{m_2} \overrightarrow{P_i}|} \right) \right.
\]

\[
- \left. \left( \frac{G^{m_1} \overrightarrow{P_i} \times G^{m_1} \overrightarrow{P_j}}{|G^{m_1} \overrightarrow{P_i} \times G^{m_1} \overrightarrow{P_j}|} \frac{G^{m_2} \overrightarrow{P_j} \times G^{m_2} \overrightarrow{P_i}}{|G^{m_2} \overrightarrow{P_j} \times G^{m_2} \overrightarrow{P_i}|} \right) \right| \left( \left( \frac{G^{m_1} \overrightarrow{P_i} \times G^{m_1} \overrightarrow{P_j}}{|G^{m_1} \overrightarrow{P_i} \times G^{m_1} \overrightarrow{P_j}|} \right) \cdot \left( \frac{G^{m_2} \overrightarrow{P_j} \times G^{m_2} \overrightarrow{P_i}}{|G^{m_2} \overrightarrow{P_j} \times G^{m_2} \overrightarrow{P_i}|} \right) \right).
\]

Let us study the term

\[
(G^{m_1} \overrightarrow{P_i} \times G^{m_1} \overrightarrow{P_j}) \cdot (G^{m_2} \overrightarrow{P_j} \times G^{m_2} \overrightarrow{P_i}),
\]
in the previous set of equations (5). We have:

\[ (G^m P_i' \times G^m P_j') \cdot (G^{m_2} P_j' \times G^{m_2} P_i') = \]

\[ \left( (OP_i' - OG^m_1) \times (OP_j' - OG^m_1) \right) \cdot \left( (OP_j' - OG^{m_2}) \times (OP_i' - OG^{m_2}) \right) = \]

\[ \left[ (OP_i' + \bar{u}_i - OG^m_1) - \sum_{r \in M(m_1)} \bar{u}_r \right] \times \left[ (OP_j' + \bar{u}_j - OG^m_1) - \sum_{r \in M(m_1)} \bar{u}_r \right] \]

\[ \cdot \left[ (OP_j' + \bar{u}_j - OG^m_2) - \sum_{r \in M(m_2)} \bar{u}_r \right] \times \left[ (OP_i' + \bar{u}_i - OG^m_2) - \sum_{r \in M(m_2)} \bar{u}_r \right] \]

\[ \approx \left[ (OP_i' - OG^m_1) \times (OP_j' - OG^m_1) + (OP_i' - OG^m_1) \times \left( \frac{2}{3} \bar{u}_j - \sum_{r \in M(m_1)} \bar{u}_r \right) \right] \]

\[ - (OP_j' - OG^m_1) \times \left( \frac{2}{3} \bar{u}_i - \sum_{r \in M(m_1)} \bar{u}_r \right) \]

\[ \cdot \left[ (OP_j' - OG^m_2) \times (OP_i' - OG^m_2) + (OP_j' - OG^m_2) \times \left( \frac{2}{3} \bar{u}_i - \sum_{r \in M(m_2)} \bar{u}_r \right) \right] \]

\[ - (OP_i' - OG^m_2) \times \left( \frac{2}{3} \bar{u}_j - \sum_{r \in M(m_2)} \bar{u}_r \right) \]

\[ \approx \left[ (OP_i' - OG^m_1) \times (OP_j' - OG^m_1) \right] \cdot \left[ (OP_j' - OG^m_2) \times (OP_i' - OG^m_2) \right] \]

\[ + \left( (OP_i' - OG^m_1) \times (OP_j' - OG^m_1) \right) \cdot \left( (OP_j' - OG^m_2) \times \left( \frac{2}{3} \bar{u}_i - \sum_{r \in M(m_2)} \bar{u}_r \right) \right) \]
As a result, we have that:

\[-\left((\overrightarrow{OP}_i - \overrightarrow{OG}^m_1) \times (\overrightarrow{OP}_j - \overrightarrow{OG}^m_1)\right) \cdot \left((\overrightarrow{OP}_i - \overrightarrow{OG}^m_2) \times \left(\frac{2}{3} \overrightarrow{u}_j - \sum_{r \in \mathcal{M}(m_2)} \frac{\overrightarrow{u}_r}{3}\right)\right)\]

\[+ \left((\overrightarrow{OP}_i - \overrightarrow{OG}^m_1) \times \left(\frac{2}{3} \overrightarrow{u}_j - \sum_{r \in \mathcal{M}(m_1), r \neq j} \frac{\overrightarrow{u}_r}{3}\right)\right) \cdot \left((\overrightarrow{OP}_j - \overrightarrow{OG}^m_2) \times (\overrightarrow{OP}_i - \overrightarrow{OG}^m_2)\right)\]

\[+ \left((\overrightarrow{OP}_i - \overrightarrow{OG}^m_1) \times \left(\frac{2}{3} \overrightarrow{u}_i + \sum_{r \in \mathcal{M}(m_2)} \frac{\overrightarrow{u}_r}{3}\right)\right) \cdot \left((\overrightarrow{OP}_j - \overrightarrow{OG}^m_2) \times (\overrightarrow{OP}_i - \overrightarrow{OG}^m_2)\right)\]

\[- \left((\overrightarrow{OP}_j - \overrightarrow{OG}^m_1) \times \left(\frac{2}{3} \overrightarrow{u}_i + \sum_{r \in \mathcal{M}(m_1), r \neq i} \frac{\overrightarrow{u}_r}{3}\right)\right) \cdot \left((\overrightarrow{OP}_j - \overrightarrow{OG}^m_2) \times (\overrightarrow{OP}_i - \overrightarrow{OG}^m_2)\right)\]

\[= (\overrightarrow{G}^m_1 \overrightarrow{P}_i \times \overrightarrow{G}^m_1 \overrightarrow{P}_j) \cdot (\overrightarrow{G}^m_2 \overrightarrow{P}_j \times \overrightarrow{G}^m_2 \overrightarrow{P}_i)\]

\[+ (\overrightarrow{G}^m_1 \overrightarrow{P}_i \times \overrightarrow{G}^m_1 \overrightarrow{P}_j) \cdot \left[\overrightarrow{G}^m_2 \overrightarrow{P}_j \times \left(\frac{2}{3} \overrightarrow{u}_i + \sum_{r \in \mathcal{M}(m_2), r \neq i} \frac{\overrightarrow{u}_r}{3}\right)\right] \cdot (\overrightarrow{G}^m_2 \overrightarrow{P}_j \times (\overrightarrow{G}^m_2 \overrightarrow{P}_i))\]

\[+ \left[\overrightarrow{G}^m_1 \overrightarrow{P}_i \times \left(\frac{2}{3} \overrightarrow{u}_i + \sum_{r \in \mathcal{M}(m_1), r \neq i} \frac{\overrightarrow{u}_r}{3}\right)\right] \cdot (\overrightarrow{G}^m_2 \overrightarrow{P}_j \times (\overrightarrow{G}^m_2 \overrightarrow{P}_i))\]

\[+ \left[\overrightarrow{G}^m_1 \overrightarrow{P}_j \times \left(\frac{2}{3} \overrightarrow{u}_i + \sum_{r \in \mathcal{M}(m_1), r \neq i} \frac{\overrightarrow{u}_r}{3}\right)\right] \cdot (\overrightarrow{G}^m_2 \overrightarrow{P}_j \times (\overrightarrow{G}^m_2 \overrightarrow{P}_i)).\]

As a result, we have that:

\[|\alpha - \alpha'| \approx \frac{|(\overrightarrow{G}^m_1 \overrightarrow{P}_i \times \overrightarrow{G}^m_1 \overrightarrow{P}_j) \times (\overrightarrow{G}^m_2 \overrightarrow{P}_j \times \overrightarrow{G}^m_2 \overrightarrow{P}_i)|}{|\overrightarrow{G}^m_2 \overrightarrow{P}_j \times \overrightarrow{G}^m_2 \overrightarrow{P}_i|^4}\]

\[\cdot \left((\overrightarrow{G}^m_1 \overrightarrow{P}_i \times \overrightarrow{G}^m_1 \overrightarrow{P}_j) \times \left(\frac{2}{3} \overrightarrow{u}_i + \sum_{r \in \mathcal{M}(m_2), r \neq i} \frac{\overrightarrow{u}_r}{3}\right)\right) \cdot \left((\overrightarrow{G}^m_2 \overrightarrow{P}_j \times (\overrightarrow{G}^m_2 \overrightarrow{P}_i))\right)\]

\[\cdot \left((\overrightarrow{G}^m_1 \overrightarrow{P}_i \times \overrightarrow{G}^m_1 \overrightarrow{P}_j) \times \left(\frac{2}{3} \overrightarrow{u}_i + \sum_{r \in \mathcal{M}(m_2), r \neq i} \frac{\overrightarrow{u}_r}{3}\right)\right) \cdot (\overrightarrow{G}^m_2 \overrightarrow{P}_j \times (\overrightarrow{G}^m_2 \overrightarrow{P}_i)).\]
Observe that the constant 
\[ C := \frac{1}{|G(P_j) \times G(P_i)|^4} \]
is uniform with respect to the indices since the edges of the polyhedron under consideration all have the same length.

The total bending energy can thus be expressed in terms of the vertices displacements:

\[ J_b(U) = \frac{k_b C^2}{2} \sum_{m_1=1}^{20} \sum_{m_2 \neq m_1, \text{ and } G(P_i)G(P_j) = g} |J_{m_1,m_2}|^2. \]

It is immediate to observe that the functional \( J_b \) is a convex function of \( U \), and hence that \( J_s(U) + J_b(U) \) is strictly convex.

Finally, the last component of the total elastic energy is given by the variation of the Gaussian curvature, which takes the following form (cf., e.g., [10])

\[ J_G = \frac{k_G}{2} \sum_{i=0}^{11} (K(P_i) - K(P_i')), \]

where \( k_G > 0 \) is the elastic modulus associated with the Gaussian curvature.

If the deformation is small enough, it is licit to assume that the deformed reference configuration is still a convex polyhedron. As a result, we have that

\[ J_G = \frac{k_G}{2} \sum_{i=0}^{11} (K(P_i) - K(P_i')) = \frac{k_G}{2} \left\{ \sum_{i=0}^{11} K(P_i) - \sum_{i=0}^{11} K(P_i') \right\} = \frac{k_G}{2} (4\pi - 4\pi) = 0, \]

where the second last equality holds thanks to the Descartes Lost Theorem (Theorem 3.1). In conclusion, the energetic contribution due to the variation of the Gaussian curvature is exactly equal to zero.

In conclusion, the total elastic energy associated with the displacement tensor \( U \) takes the following form:

\[ J(U) = J_s(U) + J_b(U). \]

The functional \( J \) is strictly convex since \( J_s \) is strictly convex, and \( J_b \) is convex.

The search for an equilibrium position for the deformed polygon amounts to minimizing the total elastic energy functional \( J \). In view of the geometrical constraint according to
which the vertices must not cross the given flat surface, the admissible displacement fields are to be sought in the following set

\[ U := \left\{ \mathbf{V} = (\tilde{v}_i)_{i=1}^{11} \in \mathbb{R}^{33}; \tilde{v}_i = (v_{i,1}, v_{i,2}, v_{i,3})^T \text{ and } \right. \]
\[ (\overrightarrow{OP}_i + \tilde{v}_i) \cdot \mathbf{e}_3 \geq 0 \text{ for all } 1 \leq i \leq 11 \}\].

It is straightforward to observe that the set \( U \) is non-empty (as \( \mathbf{V} = \mathbf{0} \in \mathbb{R}^{33} \in U \)), closed, and convex. Recall that \( \mathbf{F} = (\tilde{f}_i)_{i=1}^{11} \in \mathbb{R}^{33} \) denotes the array of applied body forces acting on the regular icosahedron vertices (cf. at the beginning of Section 3).

Therefore, the latter together with the fact that the total elastic energy functional is strictly convex, imply that the quadratic minimization problem

\[ \inf_{\mathbf{V} \in U} (J(\mathbf{V}) - \mathbf{F} \cdot \mathbf{V}) \]

admits a unique minimizer (cf., e.g., Proposition 1.2 of [7]). Finding the solution for this minimization problem is equivalent to finding a tensor \( \mathbf{U} \) that solves the following variational inequalities:

\[ \left( \left( \frac{k_s}{2} \Sigma^T \Sigma + \frac{k_b C^2}{2} \Theta^T \Theta \right) \mathbf{U} \right) \cdot (\mathbf{V} - \mathbf{U}) \geq \mathbf{F} \cdot (\mathbf{V} - \mathbf{U}), \text{ for all } \mathbf{V} \in \mathbf{U}. \]

Both the matrices \( \Sigma \) and \( \Theta \) have 20 rows and 33 columns. They are associated with the formulation of the stretching and bending energy, respectively. Given the high number of variables entering the problem, it is not easy to explicitly write down these matrices without the aid of computing software, as it was for the two-dimensional simplified case treated in the paper [12]. The numerical experiments that we will implement in the forthcoming sections make use of the matrix formulation for the variational inequalities stated above.

Since the functional \( J_s \) is strictly convex, it is clear on the one hand that the square matrix \( \Sigma^T \Sigma \), which counts 33 rows and 33 columns, is strictly positive-definite (in the sense that the smallest eigenvalue is greater than zero). On the other hand, the square matrix \( \Theta^T \Theta \) is a priori only non-negative definite (in the sense that the smallest eigenvalue is greater or equal than zero). With the aid of computing software, it can be indeed verified that the determinant of the non-negative definite matrix \( \Theta^T \Theta \) is of the order \( 10^{-231} \), which is zero in view of the precision of the calculations.

This lets us infer that there cannot be bending without stretching. The latter statement makes sense from both the physical and geometrical points of view, since it is not possible to change the inclination of the faces of a regular icosahedron without changing the lengths of its edges.

4. Numerical experiments

In this section we report on two batches of numerical experiments intended to test the model presented in Section 4.

We consider different instances of the array of applied body forces whose tangential components are equal zero and whose transverse component are directed downwards. The values for the elastic constants are \( k_s = 0.25 \) and \( k_b = 1.7 \). We assume the length of each edge \( \ell \) to be equal to 3.
The first batch of numerical experiments that we conducted on the proposed model is classical, and amounts to finding the position of the deformed reference configuration of the icosahedron undergoing the action of an applied body force $F = (f_i)_{i=1}^{11}$ which acts on each vertex with the same magnitude. Recall that the undeformed reference configuration of the icosahedral cage is in contact with the obstacle at one point, and that this point is not displaced.

In the second batch of experiments, the force acting on the icosahedral cage is released, and we compute the equilibrium position of the cage under the constraint that the points which are in contact with the obstacle at the end of the first experiment continue remaining in contact with the obstacle for the whole duration of the second experiment.

The two experiments are summarized in the diagrams below:

**Algorithm 1**

**Input**
- Undeformed reference configuration of the icosahedral viral cage as in Figure 1
- Applied body force $F = (f_i)_{i=1}^{11}$

Compute the deformation associated with the input $F$ via the primal-dual active set method [17]

**Output**
- Deformed reference configuration of the icosahedral viral cage

**Algorithm 2**

**Input**
- Deformed reference configuration of the icosahedral viral cage (Output of Algorithm 1)

Compute the equilibrium configuration subjected to the constraint that points in the input that are in contact with the obstacle continue remaining in contact with the obstacle

**Output**
- Equilibrium shape of the icosahedral viral cage with points in contact

In Figure 5 below, each row displays the output of the two batches of numerical experiments described beforehand. For each row, starting from the left, the first two figures illustrate the deformed reference configuration, seen from the top and from the side, respectively, of the icosahedral cage when it undergoes the action of a vertical applied body force $F = (f_i)_{i=1}^{11}$. The third figure represents the equilibrium shape recovered by releasing the force acting on the deformed icosahedral cage, and by minimizing the total energy functional $J$ subjected to the constraint that the points of the deformed reference configuration that are in contact with the obstacle at the end of the first experiment continue remaining in contact with the obstacle for the whole duration of the second experiment.

First, we observe that, as the magnitude of the applied body forces acting on the vertices of the icosahedron increases, the height of the top point of the reference configuration decreases.
Secondly, we observe that, as expected, the equilibrium shape corresponding to two different references configurations which have the same number of points in contact with the obstacle is the same.

Figure 2. Deformations of a regular icosahedron corresponding to a purely vertical applied body force such that \( \vec{f}_i = (0, 0, -5.3) \) for all \( 1 \leq i \leq 11 \), and restoration of the equilibrium position. Figures 2a and 2b depict the deformed reference configuration output by an implementation of Algorithm 1 seen from the above and from the side, respectively. Figure 2c, instead, depicts the output of Algorithm 2. In this case equilibrium configuration associated with the displacement field that minimizes the total elastic energy subjected to the constraint that the points that are in contact with the obstacle.

Figure 3. Deformations of a regular icosahedron corresponding to a purely vertical applied body force such that \( \vec{f}_i = (0, 0, -5.7) \) for all \( 1 \leq i \leq 11 \), and restoration of the equilibrium position. Figures 3a and 3b depict the deformed reference configuration output by an implementation of Algorithm 1 seen from the above and from the side, respectively. Figure 3c, instead, depicts the output of Algorithm 2. In this case equilibrium configuration associated with the displacement field that minimizes the total elastic energy subjected to the constraint that the points that are in contact with the obstacle.
Deformation of a regular icosahedron corresponding to a purely vertical applied body force such that \( \mathbf{f}_i = (0, 0, -6.0) \) for all \( 1 \leq i \leq 11 \), and restoration of the equilibrium position. Figures 4a and 4b depict the deformed reference configuration output by an implementation of Algorithm 1 seen from the above and from the side, respectively. Figure 4c, instead, depicts the output of Algorithm 2. In this case equilibrium configuration associated with the displacement field that minimizes the total elastic energy subjected to the constraint that the points that are in contact with the obstacle.

5. Deformation of viral capsids subjected to a confinement condition in the time-dependent case

In this section we present a time-dependent model describing the evolution of the deformation of a viral capsid subjected to the action of an applied body force, and confined not
to cross a given rigid surface on which it lies in correspondence of one point at the beginning of the observation. Moreover, we recall that, experimental data led us to assume the contact point does not change its position during the deformation. This means that $\overrightarrow{OP}_i \cdot \vec{e}_3 > 0$ for all $1 \leq i \leq 11$. We limit ourselves to observing the deformation in a finite length time interval of the form $[0, T]$, with $T > 0$ given.

The model is hyperbolic, since it takes into account the evolution of the displacement. The formulation of the corresponding variational problem and the concept of solutions are, however, a priori not clear. For this reason, we will recover the rigorous concept of solution for the problem under consideration and we will prove the existence of solutions for one such model by resorting to a technique based on the penalty method which was originally developed for the continuum case in the paper [2].

By virtue of the physical model under consideration, we require the displacement $U = (\vec{u}_i)_{i=1}^{11} : [0, T] \rightarrow \mathbb{R}^{33}$ to be such that $(\overrightarrow{OP}_i + \vec{u}_i(t)) \cdot \vec{e}_3 \geq 0$, for all, or almost all (a.a. in what follows) $t \in [0, T]$.

Define the set
$$K := \{ V = (\vec{v}_i)_{i=1}^{11} \in \mathbb{R}^{33}; (\overrightarrow{OP}_i + \vec{v}_i) \cdot \vec{e}_3 \geq 0 \text{ for all } 1 \leq i \leq 11\},$$
and define the set
$$\mathcal{K} := \{ V = (\vec{v}_i)_{i=1}^{11} \in C^0([0, T]; \mathbb{R}^{33}); V(t) \in K \text{ for a.a. } t \in (0, T)\}.$$

Define the linear operator $\gamma : L^2(0, T; \mathbb{R}^3) \rightarrow L^2(0, T)$ in a way such that
$$\gamma(\vec{v})(t) := \vec{v}(t) \cdot \vec{e}_3 \text{ for a.a. } t \in (0, T).$$

The operator $\gamma$ is clearly bounded by the Cauchy-Schwarz inequality, and thus continuous. As a result, the operator $\gamma$ admits a uniquely determined Hilbert adjoint, which we denote by $\gamma^*$ (cf., e.g., Theorem 4.7-2 of [4]).

For all $1 \leq i \leq 11$, define the operator $\beta_i : L^2(0, T) \rightarrow L^2(0, T)$ by
$$\beta_i(f) := -\{\overrightarrow{OP}_i \cdot \vec{e}_3 + f\}^-, \text{ for all } f \in L^2(0, T).$$

The following properties for the operators $\beta_i$ can be established.

**Theorem 5.1.** For all $1 \leq i \leq 11$, the operator $\beta_i$ is monotone, bounded and Lipschitz continuous with Lipschitz constant $L = 1$.

**Proof.** Fix $1 \leq i \leq 11$. For the sake of brevity, sets of the form $\{ f \lesssim 0 \& g \lesssim 0 \}$ denote the sets:
$$\{ t \in (0, T); \overrightarrow{OP}_i \cdot \vec{e}_3 + f(t) \leq 0 \} \cap \{ t \in (0, T); \overrightarrow{OP}_i \cdot \vec{e}_3 + g(t) \leq 0 \}. $$
For proving the monotonicity, we observe that for all \( f, g \in L^2(0, T) \) we have:

\[
\int_0^T (\beta_i(f) - \beta_i(g))(f - g) \, dt \\
= \int_0^T \left( (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^-) - (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^-) \right) \left( \{\overrightarrow{P}_i \cdot \bar{e}_3 + f\} - \{\overrightarrow{P}_i \cdot \bar{e}_3 + g\} \right) \, dt \\
= \int_0^T \left| -\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^- \right|^2 \, dt + \int_0^T \left| -\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^- \right|^2 \, dt \\
- \int_0^T (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^-) (\overrightarrow{P}_i \cdot \bar{e}_3 + g) \, dt \\
- \int_0^T (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^-) (\overrightarrow{P}_i \cdot \bar{e}_3 + f) \, dt \\
= \int_0^T \left| -\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^- \right|^2 \, dt + \int_0^T \left| -\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^- \right|^2 \, dt \\
- \int_{\{f \leq 0 \text{ and } g \leq 0\}} (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^-) (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^-) \, dt \\
- \int_{\{f \leq 0 \text{ and } g \geq 0\}} (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^-) \{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^+ \, dt \\
- \int_{\{f \leq 0 \text{ and } g \leq 0\}} (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^-) (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^-) \, dt \\
- \int_{\{f \geq 0 \text{ and } g \leq 0\}} (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^-) \{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^+ \, dt \\
\geq \int_{\{f \leq 0 \text{ and } g \leq 0\}} \left| -\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^- \right|^2 \, dt + \int_{\{f \leq 0 \text{ and } g \leq 0\}} \left| -\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^- \right|^2 \, dt \\
- 2 \int_{\{f \leq 0 \text{ and } g \leq 0\}} (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^-) (-\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^-) \, dt \\
= \int_{\{f \leq 0 \text{ and } g \leq 0\}} \left( -\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^- \right) - \left( -\{\overrightarrow{P}_i \cdot \bar{e}_3 + g\}^- \right) \, dt \geq 0.
\]

For establishing the boundedness, we show that each nonlinear mapping \( \beta_i \) maps bounded sets onto bounded sets. To see this, let \( \mathcal{F} \subset L^2(0, T) \) be a bounded subset and evaluate, for all \( 1 \leq i \leq 11 \) and all \( f \in \mathcal{F} \):

\[
\|\beta_i(f)\|_{L^2(0,T)} = \sup_{g \in L^2(0,T)} \left| \int_0^T \beta_i(f)g \, dt \right| \leq \|\{\overrightarrow{P}_i \cdot \bar{e}_3 + f\}^-\|_{L^2(0,T)} \\
\leq T \max_{1 \leq i \leq 11} \{\overrightarrow{P}_i \cdot \bar{e}_3\} + \|f\|_{L^2(0,T)},
\]

where the second last inequality is obtained as a result of an application of the Cauchy-Schwarz inequality.
The boundedness of the family \( \mathcal{F} \) and the uniform boundedness of \( \max_{1 \leq i \leq 11} \{ \overrightarrow{OP}_i \cdot \overrightarrow{e}_3 \} \) in turn imply that there actually exists a constant \( c > 0 \) independent of \( i \) for which

\[
\max_{1 \leq i \leq 11} \| \beta_i(f) \|_{L^2(0,T)} \leq c,
\]

thus establishing the boundedness for all the functions \( \beta_i \) by means of the same uniform constant.

Finally, in order to establish the Lipschitz continuity, for each \( 1 \leq i \leq 11 \) we compute

\[
\left( \int_0^T |\beta_i(f) - \beta_i(g)|^2 \, dt \right)^{1/2} = \left( \int_0^T \left| \left( -\overrightarrow{OP}_i \cdot \overrightarrow{e}_3 + f \right) - \left( -\overrightarrow{OP}_i \cdot \overrightarrow{e}_3 + g \right) \right|^2 \, dt \right)^{1/2}
\]

\[
= \left( \int_0^T \frac{1}{2} \left( \overrightarrow{OP}_i \cdot \overrightarrow{e}_3 + f \right) - \left( \overrightarrow{OP}_i \cdot \overrightarrow{e}_3 + g \right) \right) \, dt
\]

\[
\leq \frac{1}{2} \| f - g \|_{L^2(0,T)} + \frac{1}{2} \left( \int_0^T \left| \overrightarrow{OP}_i \cdot \overrightarrow{e}_3 + f \right| - \left| \overrightarrow{OP}_i \cdot \overrightarrow{e}_3 + g \right| \, dt \right)^{1/2}
\]

where the first inequality is obtained as a result of an application of the Minkowski inequality, and the second last inequality is a direct consequence of the triangle inequality for the absolute value.

The Lipschitz continuity is thus established and we note in passing that the Lipschitz constant is equal to one, as it was to be proved.

Thanks to the properties established in Theorem 5.1, we are in a position to define the nonlinear operator \( \mathbf{N} : L^2(0,T; \mathbb{R}^{33}) \to L^2(0,T; \mathbb{R}^{33}) \) by

\[
\mathbf{N}(\mathbf{V}) := ((\gamma^* \beta \gamma)(\overrightarrow{v}_i))_{i=1}^{11}, \quad \text{for all } \mathbf{V} = (\overrightarrow{v}_i)_{i=1}^{11} \in L^2(0,T; \mathbb{R}^{33}).
\]

It comes natural to define the following duality product

\[
\langle \langle \mathbf{N}(\mathbf{V}), \mathbf{W} \rangle \rangle_{L^2(0,T); \mathbb{R}^{33},L^2(0,T); \mathbb{R}^{33}} := \sum_{i=1}^{11} \int_0^T (\beta \gamma)(\overrightarrow{v}_i) \gamma(\overrightarrow{w}_i) \, dt,
\]

for all \( \mathbf{V} = (\overrightarrow{v}_i)_{i=1}^{11} \) and all \( \mathbf{W} = (\overrightarrow{w}_i)_{i=1}^{11} \) in \( L^2(0,T; \mathbb{R}^{33}) \).

The following properties easily descend from Theorem 5.1.

**Corollary 5.2.** The nonlinear operator \( \mathbf{N} \) is monotone, bounded and Lipschitz continuous from \( L^2(0,T; \mathbb{R}^{33}) \) into itself.

**Proof.** To verify the monotonicity, it suffices to observe that the linearity of the adjoint \( \gamma^* \) gives:

\[
\langle \langle \mathbf{N}(\mathbf{V}) - \mathbf{N}(\mathbf{W}), \mathbf{V} - \mathbf{W} \rangle \rangle_{L^2(0,T); \mathbb{R}^{33},L^2(0,T); \mathbb{R}^{33}}
\]
for all $V = (\mathbf{v}_i)_{i=1}^{11}$ and all $W = (\mathbf{w}_i)_{i=1}^{11}$ in $L^2(0, T; \mathbb{R}^{33})$.

The boundedness is immediate to verify since each operator $\gamma^* \beta_i \gamma : L^2(0, T; \mathbb{R}^{33}) \to L^2(0, T; \mathbb{R}^{33})$ is a composition of bounded operators.

For verifying the Lipschitz continuity, let us evaluate

$$
\| N(V) - N(W) \|_{L^2(0, T; \mathbb{R}^{33})} = \left\| \sum_{i=1}^{11} |\beta_i^* (\mathbf{v}_i) \gamma - \beta_i (\mathbf{w}_i) \gamma| \right\|_{L^2(0, T)}
$$

$$
\leq C_{\gamma^*} \sum_{i=1}^{11} \| \beta_i (\mathbf{v}_i) - \beta_i (\mathbf{w}_i) \|_{L^2(0, T)} \leq C_{\gamma} \sum_{i=1}^{11} \| \gamma(\mathbf{v}_i) - \gamma(\mathbf{w}_i) \|_{L^2(0, T)}
$$

for all $V = (\mathbf{v}_i)_{i=1}^{11}$ and all $W = (\mathbf{w}_i)_{i=1}^{11}$ in $L^2(0, T; \mathbb{R}^{33})$.

We now recall a very important inequality which is used to study evolutionary problems: Gronwall’s inequality (see the seminal paper [8] or, for instance, Theorem 1.1 in Chapter III of [9]).

**Theorem 5.3.** Let $T > 0$ and suppose that the function $y : [0, T] \to \mathbb{R}$ is absolutely continuous and such that

$$
\frac{dy}{dt}(t) \leq a(t)y(t) + b(t), \text{ a.e. in } (0, T),
$$

where $a, b \in L^1(0, T)$ and $a(t), b(t) \geq 0$ for a.a. $t \in (0, T)$. Then, it results

$$
y(t) \leq \left[ y(0) + \int_0^t b(s) \, ds \right] e^{\int_0^t a(s) \, ds}, \text{ for all } t \in [0, T].
$$

Let us recall a compactness result proved by Simons (see, e.g., Corollary 4 of [15]), which will be used in what follows to recover the initial conditions. In what follows, the symbol ”$\hookrightarrow$” denotes a continuous embedding, whereas the symbol ”$\hookrightarrow\hookrightarrow$” denotes a compact embedding.

**Theorem 5.4.** Let $T > 0$ and let $X, Y$ and $Z$ be three Banach spaces such that

$$
X \hookrightarrow\hookrightarrow Y \hookrightarrow Z.
$$

Let $(f_n)_{n=1}^{\infty}$ be a bounded sequence in $L^\infty(0, T; X)$ and assume that the sequence of the weak derivatives in time $(\frac{d f_n}{dt})_{n=1}^{\infty}$ is bounded in $L^\infty(0, T; Z)$. Then, there exists a subsequence, still denoted $(f_n)_{n=1}^{\infty}$, that converges in the space $C^0([0, T]; Y)$.

Let us also recall a result on vector-valued measures proved by Zinger in the paper [21] (see also, e.g., page 182 of [5], and page 380 of [6]).
Theorem 5.5. Let $\omega$ be a compact Hausdorff space and let $X$ be a Banach space satisfying the Radon-Nikodym property. Let $\mathcal{F}$ be the collection of Borel sets of $\omega$.

There exists an isomorphism between $(C^0(\omega; X))^*$ and the space of the regular Borel measures with finite variation taking values in $X^*$. In particular, for each $F \in (C^0(\omega; X))^*$, there exists a unique regular Borel measure $\mu : \mathcal{F} \to X^*$ in $\mathcal{M}(\omega; X^*)$ with finite variation such that

$$\langle \langle \alpha, F \rangle \rangle_X = \int_\omega X^* (d\mu, \alpha)_X,$$

for all $\alpha \in C^0(\omega; X)$.

We are now ready to formulate the penalized variational formulation of the model under consideration. In what follows, the number $\kappa > 0$ denotes the penalty parameter. For sake of brevity, define the matrix

$$\Upsilon := \frac{k_s}{2} \Sigma^T \Sigma + \frac{k_b C^2}{2} \Theta^T \Theta,$$

where, the matrices $\Sigma$ and $\Theta$, and the positive constants $k_s$, $k_b$ and $C$ are those defined in section 3.

Problem $\mathcal{P}_\kappa$. Given $F = (\tilde{F}_i)_{i=1}^{11} \in L^2(0, T; \mathbb{R}^{33})$, find $U_\kappa = (\tilde{u}_{i, \kappa})_{i=1}^{11} : [0, T] \to \mathbb{R}^{33}$ such that

$$U_\kappa \in L^\infty(0, T; \mathbb{R}^{33}),$$

$$\frac{dU_\kappa}{dt} \in L^\infty(0, T; \mathbb{R}^{33}),$$

$$\frac{d^2U_\kappa}{dt^2} \in L^\infty(0, T; \mathbb{R}^{33}),$$

that satisfies the following equations

$$\frac{d^2U_\kappa}{dt^2} + \Upsilon U_\kappa + \frac{1}{\kappa} N(U_\kappa) = F,$$

in the sense of distributions in $(0, T)$, and satisfying the following initial conditions

$$U_\kappa(0) = U_0 \in K,$$

$$\frac{dU_\kappa}{dt}(0) = U_1 \in \mathbb{R}^{33},$$

for a prescribed element $U_0 \in K$ such that

$$(\vec{OP}_i + \vec{u}_{i,0}) \cdot \vec{e}_3 > 0, \quad \text{for all } 1 \leq i \leq 11,$$

and a prescribed element $U_1 \in \mathbb{R}^{33}$.

We first establish a series of preliminary results and we will then let the penalty parameter $\kappa$ approach zero. We will show that, by so doing, it is possible to recover a limit model, which is the proposed model governing the deformation of a viral capsid subjected not to cross a given rigid surface in the time-dependent case.

Lemma 5.1. For each $\kappa > 0$, Problem $\mathcal{P}_\kappa$ admits a unique solution $U_\kappa \in W^{2,1}(0, T; \mathbb{R}^{33})$. 
Proof. Let us put
\[ X_1^\kappa := U_\kappa, \]
\[ X_2^\kappa := \frac{dU_\kappa}{dt} = \frac{dX_1^\kappa}{dt}, \]
so that the initial value problem in Problem \((P_\kappa)\) can be written, for a.a. \( t \in (0, T) \), in the form of a system of ordinary differential equations of the first order:

\[
\begin{cases}
\frac{dX_1^\kappa}{dt} = X_2^\kappa, \\
\frac{dX_2^\kappa}{dt} = F - \Upsilon X_1^\kappa - \frac{1}{\kappa} N(X_1^\kappa), \\
X_1^\kappa(0) = U_0, \\
\frac{dX_1^\kappa}{dt}(0) = U_1.
\end{cases}
\]

The mapping
\[(t, X^{(1)} = (x_i^{(1)})_{i=1}^{11}, X^{(2)} = (x_i^{(2)})_{i=1}^{11}) \in (0, T) \times \mathbb{R}^{33} \times \mathbb{R}^{33}\]

\[
(7)
\rightarrow \left( F(t) - \Upsilon X^{(1)} - \frac{1}{\kappa} \left( -\{ (\overrightarrow{OP_i} + \hat{x}_i^{(1)}) \cdot \hat{e}_3 \} \right)_{i=1}^{11} \right)
\]
is measurable with respect to \( t \) and, thanks to Corollary 5.2, is continuous with respect to \( X^{(1)} \) and \( X^{(2)} \). An application of the local-in-time existence and uniqueness theorem for systems of ordinary differential equations whose datum is a Carathéodory function (cf., e.g., Theorem 1.44 of [14]) ensures the existence of a number \( 0 < \tau \leq T \) such that the system (6) admits a unique solution \((X_1^\kappa, X_2^\kappa) \in W^{1,1}(0, \tau; \mathbb{R}^{33}) \times W^{1,1}(0, \tau; \mathbb{R}^{33})\).

We now compute the maximal interval for the locally unique solution. The idea consists in applying the weak version of the Cauchy-Lipschitz theorem for systems of first order ordinary differential equations where the datum appears in the form of a Carathéodory function (cf., e.g., Theorem 1.45 of [14]).

To this aim, observe that for each \( \kappa > 0 \) the mapping (7) is such that the norm of its right hand side is dominated by

\[
\|X^{(2)}\| + \|F\|_{L^2(0,T;\mathbb{R}^{33})} + \lambda_{\text{max}}|X^{(1)}| + \frac{1}{\kappa}|X^{(1)}| + \max_{1 \leq i \leq 11} \{ \overrightarrow{OP_i} \cdot \hat{e}_3 \},
\]

where \( \lambda_{\text{max}} > 0 \) is the maximal eigenvalue of the symmetric positive-definite matrix \( \Upsilon \).

The aforementioned domination allows us to apply the weak version of the Cauchy-Lipschitz theorem for ordinary differential equations recalled beforehand, so as to infer that the maximal interval is the whole interval \([0, T]\) and, thus, that the unique solution of (6) is defined over the whole interval \([0, T]\) up to a zero measure subset. This completes the proof. \( \square \)

Lemma 5.2. There exists a constant \( c_0 > 0 \) independent of \( \kappa \) for which

\[ \|U_\kappa\|_{L^\infty(0,T;\mathbb{R}^{33})} \leq c_0, \quad \text{for all } \kappa > 0, \]
\[
\| \frac{dU_\kappa}{dt} \|_{L^\infty(0,T;\mathbb{R}^{33})} \leq c_0, \quad \text{for all } \kappa > 0,
\]
\[
\frac{1}{\kappa} \| N(U_\kappa) \|_{L^1(0,T;\mathbb{R}^{33})} \leq c_0, \quad \text{for all } \kappa > 0,
\]
\[
\left\| \frac{d^2U_\kappa}{dt^2} \right\|_{L^1(0,T;\mathbb{R}^{33})} \leq c_0, \quad \text{for all } \kappa > 0.
\]

**Proof.** Fix \( t \in (0,T) \), and scalarly multiply the equations in Problem \( \mathcal{P}_\kappa \) by \( V = \frac{dU_\kappa}{dt}(\tau) \), where \( 0 < \tau < t \). We obtain that

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \left( \frac{dU_\kappa}{dt}(\tau) \right)^2 &+ \frac{1}{2} \frac{d}{dt} \left( U_\kappa(\tau)^T \Upsilon U_\kappa(\tau) \right) \\
&+ \frac{1}{\kappa} N(U_\kappa)(\tau) \cdot \frac{dU_\kappa}{dt}(\tau) = F(\tau) \cdot \frac{dU_\kappa}{dt}(\tau).
\end{align*}
\]

Let us recall that, by Stampacchia’s theorem (cf., e.g., [16]), we have that if \( f \in W^{1,p}(0,T) \) then its negative part \( f^- \in W^{1,p}(0,T) \) and

\[
\frac{d}{dt} f^- = \begin{cases} -\frac{df}{dt}, \quad &\text{if } f < 0, \\
0, \quad &\text{if } f \geq 0.
\end{cases}
\]

Thanks to this result, we obtain that

\[
\sum_{i=1}^{11} \int_0^t (\beta_i \gamma)(\bar{u}_{i,\kappa})(\tau) \frac{d}{d\tau}(\gamma(\bar{u}_{i,\kappa})(\tau)) \, d\tau
\]

\[
= \frac{1}{2} \sum_{i=1}^{11} \int_0^t \left( |(\beta_i \gamma)(\bar{u}_{i,\kappa})(\tau)|^2 \right) \, d\tau
\]

\[
= \frac{1}{2} \sum_{i=1}^{11} |(\beta_i \gamma)(\bar{u}_{i,\kappa})(t)|^2 \geq 0,
\]

where \( (\beta_i \gamma)(\bar{u}_{i,0}) = 0 \) for all \( 1 \leq i \leq 11 \), since \( U_0 = (\bar{u}_{0,i})_{i=1}^{11} \in K \).

Keeping the latter in mind, letting \( \lambda_{\min} > 0 \) denote the minimal eigenvalue of the symmetric positive-definite matrix \( (\Sigma^T \Sigma + \Theta^T \Theta) \), and applying Young’s inequality [18] gives:

\[
\frac{1}{2} \frac{d}{dt} \left( \left\| \frac{dU_\kappa}{dt}(\tau) \right\|^2 + \left( U_\kappa(\tau)^T \Upsilon U_\kappa(\tau) \right) \right)
\]

\[
\leq \frac{1}{2} \frac{d}{dt} \left( \left\| \frac{dU_\kappa}{dt}(\tau) \right\|^2 + \left( U_\kappa(\tau)^T \Upsilon U_\kappa(\tau) \right) \right)
\]

\[
+ \frac{1}{2\kappa} \sum_{i=1}^{11} |(\beta_i \gamma)(\bar{u}_{i,\kappa})(\tau)|^2 \leq \frac{|F(\tau)|^2}{2} + \frac{1}{2} \left\| \frac{dU_\kappa}{d\tau}(\tau) \right\|^2
\]

\[
\leq \frac{|F(\tau)|^2}{2} + \frac{1}{2} \left\| \frac{dU_\kappa}{d\tau}(\tau) \right\|^2 + \frac{1}{2} \left( U_\kappa(\tau)^T \Upsilon U_\kappa(\tau) \right).
\]
Letting
\[ y(\tau) := \frac{d}{dt} \left\{ \frac{1}{2} \left| \frac{dU_\kappa}{dt}(\tau) \right|^2 + \frac{1}{2} (U_\kappa(\tau)^T \Upsilon U_\kappa(\tau)) \right\}, \]
\[ a(\tau) := 1, \]
\[ b(\tau) := \frac{1}{2} |F(\tau)|^2, \]
an application of the Gronwall’s inequality (Theorem 5.3) to (9) gives:
\[ \{U_\kappa\}_{\kappa > 0} \text{ is bounded in } L^\infty(0, T; \mathbb{R}^{33}), \]
\[ \left\{ \frac{dU_\kappa}{dt} \right\}_{\kappa > 0} \text{ is bounded in } L^\infty(0, T; \mathbb{R}^{33}). \]

As a result of (10), we have that
\[ \frac{1}{2\kappa} \sum_{i=1}^{11} |(\beta_i \gamma)(\vec{u}_{i, \kappa})(t)|^2 \leq C, \quad \text{for a.a. } t \in (0, T), \]
for some \( C = C(F, T) > 0 \) so as to infer that:
\[ \{ (\vec{O}_{\vec{P}}_i + \vec{u}_{i, \kappa}) \cdot \vec{e}_3 \}^- \to 0 \text{ as } \kappa \to 0 \text{ for all } 1 \leq i \leq 11. \]

Let us integrate in \((t_1, t_2) \subset (0, T)\) the equation in Problem \( \mathcal{P}_\kappa \) and let us pass to the absolute value; we obtain that
\[ \frac{1}{\kappa} \left| \int_{t_1}^{t_2} N(U_\kappa) \, dt \right| = \left| \int_{t_1}^{t_2} F \, dt - \int_{t_1}^{t_2} \Upsilon U_\kappa \, dt - \int_{t_1}^{t_2} \frac{d^2U_\kappa}{dt^2} \, dt \right| \]
\[ \leq \int_{t_1}^{t_2} |F| \, dt + \lambda_{\text{max}} \int_{t_1}^{t_2} |U_\kappa| \, dt + \left| \frac{dU_\kappa}{dt}(t_2) - \frac{dU_\kappa}{dt}(t_1) \right|, \]
where the evaluation of the first derivatives at \( t_2 \) and \( t_1 \) in the last term makes sense since for continuous functions the essential supremum coincides with the supremum, and since we have shown in Lemma 5.1 that \( U_\kappa \in W^{2,1}(0, T; \mathbb{R}^{33}) \). The boundednesses established in (10) thus give that there exists a constant \( c_0 > 0 \) independent of \( \kappa \) such that:
\[ \frac{1}{\kappa} \left| \int_{t_1}^{t_2} N(U_\kappa) \, dt \right| \leq c_0, \quad \text{for all } \kappa > 0. \]

Let us now observe that we can write
\[ \frac{1}{\kappa} \left| \int_{t_1}^{t_2} N(U_\kappa) \, dt \right| = \frac{1}{\kappa} \sup_{V = (\vec{v})_{i=1}^{11} \mid |V| = 1} \left| \int_{t_1}^{t_2} N(U_\kappa) \, dt \right| \cdot V \]
\[ = \frac{1}{\kappa} \sup_{V = (\vec{v})_{i=1}^{11} \mid |V| = 1} \left| \int_{t_1}^{t_2} (N(U_\kappa)(t) \cdot V) \, dt \right| \]
\[ = \frac{1}{\kappa} \sup_{V = (\vec{v})_{i=1}^{11} \mid |V| = 1} \left| \sum_{i=1}^{11} \int_{t_1}^{t_2} \left( -\{(\vec{O}_{\vec{P}}_i + \vec{u}_{i, \kappa}(t)) \cdot \vec{e}_3 \}^- \right) (\vec{v}_i \cdot \vec{e}_3) \, dt \right|. \]
By the definition of inner product in $\mathbb{R}^3$, the quantity $\vec{u}_i \cdot \vec{e}_3 = |\vec{u}_i| \cos \vec{u}_i \vec{e}_3$ is maximized for vectors $\vec{u}_i$ which are parallel to $\vec{e}_3$. If, moreover, the vector $\vec{u}_i$ points in the direction opposite to $\vec{e}_3$ then all the factors appearing in the last integral are nonnegative. Having found one element with these features, the monotonicity of the integral gives:

$$
\sup_{\mathbf{V} = (\vec{v}_i)_{i=1}^{11}, |\mathbf{V}| = 1} \left| \frac{1}{\kappa} \sum_{i=1}^{11} \int_{t_1}^{t_2} \left( -\{(\overrightarrow{OP}_i + \vec{u}_{i,\kappa}(t)) \cdot \vec{e}_3\}^- \right) (\vec{v}_i \cdot \vec{e}_3) \, dt \right|
$$

$$
= \frac{1}{\kappa} \int_{t_1}^{t_2} \sup_{\mathbf{V} = (\vec{v}_i)_{i=1}^{11}, |\mathbf{V}| = 1} \left( \sum_{i=1}^{11} \int_{t_1}^{t_2} \left( -\{(\overrightarrow{OP}_i + \vec{u}_{i,\kappa}(t)) \cdot \vec{e}_3\}^- \right) (\vec{v}_i \cdot \vec{e}_3) \, dt \right)
$$

$$
= \frac{1}{\kappa} \int_{t_1}^{t_2} \sup_{\mathbf{V} = (\vec{v}_i)_{i=1}^{11}, |\mathbf{V}| = 1} \left( \sum_{i=1}^{11} \left( -\{(\overrightarrow{OP}_i + \vec{u}_{i,\kappa}(t)) \cdot \vec{e}_3\}^- \right) (\vec{v}_i \cdot \vec{e}_3) \right) \, dt
$$

$$
= \frac{1}{\kappa} \int_{t_1}^{t_2} \sup_{\mathbf{V} = (\vec{v}_i)_{i=1}^{11}, |\mathbf{V}| = 1} |N(U_\kappa) \cdot \mathbf{V}| \, dt = \frac{1}{\kappa} \int_{t_1}^{t_2} |N(U_\kappa)| \, dt.
$$

In conclusion, taking $t_1 = 0$ and $t_2 = T$, we have that there exists a constant $c_0 > 0$ independent of $\kappa$ for which:

$$
(12) \quad \frac{1}{\kappa} \|N(U_\kappa)\|_{L^1(0,T;\mathbb{R}^{33})} = \frac{1}{\kappa} \int_0^T |N(U_\kappa)| \, dt = \frac{1}{\kappa} \int_0^T N(U_\kappa) \, dt \leq c_0, \quad \text{for all } \kappa > 0.
$$

An application of (12) to the equations of Problem $P_\kappa$ gives

$$
(13) \quad \left\{ \frac{d^2U_\kappa}{dt^2} \right\}_{\kappa > 0} \text{ is bounded in } L^1(0,T;\mathbb{R}^{33}).
$$

This completes the proof.

In view of Lemma 5.1 and Lemma 5.2, we let the parameter $\kappa$ approach zero in the penalized variational equations in Problem $P_\kappa$. In what follows, weak convergences and weak-star convergences are respectively denoted by $\rightharpoonup$ and $\rightharpoonup^*$. We observe that the first two boundedness properties in (10) imply that $U_\kappa \in C^0([0,T];\mathbb{R}^{33})$.

Since the acceleration $\frac{d^2U_\kappa}{dt^2}$ is uniformly bounded in $L^1(0,T;\mathbb{R}^{33})$, by the Dinculeanu-Zinger theorem we are able to extract a subsequence, still denoted $\{U_\kappa\}_{\kappa > 0}$, and to find a function $U \in L^\infty(0,T;\mathbb{R}^{33})$ and a vector-valued measure $\mu \in \mathcal{M}([0,T];\mathbb{R}^{33})$ such that:

$$
U_\kappa \overset{*}{\rightharpoonup} U \text{ in } L^\infty(0,T;\mathbb{R}^{33}),
$$

$$
\frac{dU_\kappa}{dt} \overset{*}{\rightharpoonup} \frac{dU}{dt} \text{ in } L^\infty(0,T;\mathbb{R}^{33}),
$$

$$
\frac{d^2U_\kappa}{dt^2} \overset{*}{\rightharpoonup} \mu \text{ in } \mathcal{M}([0,T];\mathbb{R}^{33}) \cong (C^0([0,T];\mathbb{R}^{33}))^*.
$$
Besides, by the Aubin-Lions-Simon lemma (Theorem 5.4), we have that
\[ U_\kappa \rightarrow U, \quad \text{in } C^0([0,T]; \mathbb{R}^{33}). \]

This leads us to define the linear and continuous operator \( L_0 : C^0([0,T]; \mathbb{R}^{33}) \rightarrow \mathbb{R}^{33} \) by
\[ L_0(V) := V(0), \quad \text{for all } V \in C^0([0,T]; \mathbb{R}^{33}). \]

Thanks to the convergence process (14), we infer that \( U_\kappa \rightharpoonup U \) in \( W^{1,\infty}(0,T; \mathbb{R}^{33}) \hookrightarrow C^0([0,T]; \mathbb{R}^{33}) \), and so we have that (recall that in finite-dimensional spaces weak convergence and strong convergence coincide; cf., e.g., [3]):
\[ U_\kappa(0) \rightarrow U(0). \]

Since \( U_\kappa(0) = U_0 \in K \) for all \( \kappa > 0 \), we infer that \( U(0) = U_0 \) as well. Moreover, by the third boundedness in the statement of Lemma 5.2 and the continuity of the operator \( N \), we infer that
\[ N(U) = 0 \text{ in } L^2(0,T; \mathbb{R}^{33}), \]
so that \( U \in K \) and \( U(0) = U_0 \). Therefore, there exists a number \( t_0 = t_0(F) > 0 \) independent of \( \kappa \) such that:
\[ (O\vec{P}_i + \vec{u}_i(t)) \cdot \vec{e}_3 > 0, \quad \text{for all } t \in [0,t_0] \text{ and for all } 1 \leq i \leq 11. \]

The convergence (15) means that for all \( \varepsilon > 0 \) there exists a number \( \kappa_\varepsilon > 0 \) such that for each \( 0 < \kappa < \kappa_\varepsilon \) it results:
\[ \sup_{t \in [0,T]} |U(t) - U_\kappa(t)| < \varepsilon. \]

Hence, if \( 0 < \kappa < \kappa_\varepsilon \), in correspondence of the number \( t_0 = t_0(F) > 0 \) defined beforehand we have that for all \( t \in [0,t_0] \) and all \( 1 \leq i \leq 11 \), it results:
\[ (O\vec{P}_i + \vec{u}_{i,\kappa}(t)) \cdot \vec{e}_3 \\
= (O\vec{P}_i + \vec{u}_{i,\kappa}(t) - \vec{u}_i(t)) \cdot \vec{e}_3 + \vec{u}_i(t) \cdot \vec{e}_3 \\
= (O\vec{P}_i + \vec{u}_i(t)) \cdot \vec{e}_3 + (\vec{u}_{i,\kappa}(t) - \vec{u}_i(t)) \cdot \vec{e}_3 \\
\geq (O\vec{P}_i + \vec{u}_i(t)) \cdot \vec{e}_3 - \sup_{t \in [0,T]} |\vec{u}_{i,\kappa}(t) - \vec{u}_i(t)| \\
> (O\vec{P}_i + \vec{u}_i(t)) \cdot \vec{e}_3 - \varepsilon. \]

In view of (16), we choose
\[ 0 < \varepsilon < \frac{1}{2} \inf_{t \in [0,t_0]} \inf_{1 \leq i \leq 11} (O\vec{P}_i + \vec{u}_i(t)) \cdot \vec{e}_3, \]
so that the right-hand side in (17) is strictly positive. We thus conclude that:
\[ (O\vec{P}_i + \vec{u}_{i,\kappa}(t)) \cdot \vec{e}_3 > 0, \quad \text{for all } t \in [0,t_0] \text{ and for all } 1 \leq i \leq 11, \]
for all \( 0 < \kappa < \kappa_\varepsilon \).
For what concerns the first derivative of $U_\kappa$, the condition (18) implies that in the time interval $[0, t_0]$ the constraint is inactive and so the penalty term in Problem $P_\kappa$ vanishes in the time interval $[0, t_0]$. As a result, we have that

$$\frac{d^2 U_\kappa}{dt^2}$$

is bounded in $L^\infty(0, t_0; \mathbb{R}^{33})$,

which means, by the Sobolev embedding theorem (cf., e.g., Theorem 10.1.20 of [11]), that up to passing to subsequences:

$$\frac{dU_\kappa}{dt} \rightharpoonup \frac{dU}{dt}$$

in $C^0([0, t_0]; \mathbb{R}^{33})$.

This leads us to define the linear and continuous operator $L_1 : C^0([0, t_0]; \mathbb{R}^{33}) \rightarrow \mathbb{R}^{33}$ by

$$L_1(V) := V(0), \quad \text{for all } V \in C^0([0, t_0]; \mathbb{R}^{33}).$$

By virtue of (19), we are in a position to infer that:

$$\frac{dU}{dt}(0) = U_1.$$
Exploiting the convergences in (14) and (15) allows us to change (21) into:

\[
\langle\langle \mu, V - U \rangle\rangle_{\mathcal{M}([0,T];\mathbb{R}^{33}),\mathcal{C}^0([0,T];\mathbb{R}^{33})} \\
+ \int_0^T (V - U)^T \Upsilon U \, dt \\
\geq \int_0^T F \cdot (V - U) \, dt, \quad \text{for all } V \in \mathcal{K}.
\]

We can observe that, by the convergence process (14), the vector-valued measure \( \mu \in \mathcal{M}([0,T];\mathbb{R}^{33}) \) can be interpreted as the acceleration of the limit displacement \( U \). Indeed, by the classical definition of weak derivative, we have that

\[
\int_0^T dU_\kappa \phi' \, dt = - \int_0^T \frac{d^2U_\kappa}{dt^2} \phi \, dt, \quad \text{for all } \phi \in \mathcal{D}(0,T).
\]

By the properties of Lebesgue-Bochner integrals we have that, for all \( V \in \mathbb{R}^{33} \) and all \( \phi \in \mathcal{D}(0,T) \), it results

\[
\int_0^T \frac{dU_\kappa}{dt} \cdot (\phi'V) \, dt = - \int_0^T \frac{d^2U_\kappa}{dt^2} \cdot (\phi V) \, dt,
\]

so that, letting \( \kappa \to 0 \) (see Comment 3 of Chapter 4 of [3]) gives

\[
\left( \int_0^T \frac{dU_\kappa}{dt} \phi' \, dt \right) \cdot V = \int_0^T \left( \frac{dU_\kappa}{dt} \cdot V \right) \phi' \, dt \\
= - \langle\langle \mu, \phi V \rangle\rangle_{\mathcal{M}([0,T];\mathbb{R}^{33}),\mathcal{C}^0([0,T];\mathbb{R}^{33})} = - \int_0^T d\mu \cdot (\phi V) \, dt,
\]

where the first equality holds by Fubini’s theorem, the second equality holds by Theorem 5.5, the third convergence of the process (14) and the definition of weak derivative, and, finally, the last equality holds true by Theorem 5.5. This means that it is licit to replace the measure \( \mu \) in the third convergence of (14) by the more intuitive symbol \( \frac{d^2U}{dt^2} \).

In conclusion, we have shown that there exists at least one element \( U \in \mathcal{K} \) satisfying the following initial value limit problem.

**Problem \( \mathcal{P} \).** Given \( F = (f_i)_{i=1}^{11} \in L^2(0,T;\mathbb{R}^{33}) \), find \( U = (u_i)_{i=1}^{11} : [0,T] \to \mathbb{R}^{33} \) such that \( U \in \mathcal{K} \),

\[
\frac{dU}{dt} \in L^\infty(0,T;\mathbb{R}^{33}), \\
\frac{d^2U}{dt^2} \in \mathcal{M}([0,T];\mathbb{R}^{33}),
\]

that satisfies the following variational inequalities

\[
\left\langle \left\langle \frac{d^2U}{dt^2} \cdot V - U \right\rangle\right\rangle_{\mathcal{M}([0,T];\mathbb{R}^{33}),\mathcal{C}^0([0,T];\mathbb{R}^{33})} \\
+ \int_0^T (V - U)^T \Upsilon U \, dt \geq \int_0^T F \cdot (V - U) \, dt,
\]

for all \( V = (v_i)_{i=1}^{11} \in \mathcal{K} \), and satisfying the following initial conditions

\[
U(0) = U_0,
\]
\[
\frac{dU}{dt}(0) = U_1,
\]

for some prescribed elements \( U_0 \in K \) and \( U_1 \in \mathbb{R}^{33} \) as in the statement of Problem \( \mathcal{P}_\kappa \). ■

We summarize the results that we proved in the following theorem, which constitutes the main result of this section.

**Theorem 5.6.** Problem \( \mathcal{P} \) admits at least one solution.
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