Mutual Contrastive Learning to Disentangle Whole Slide Image Representations for Glioma Grading
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Abstract. Whole slide images (WSI) provide valuable phenotypic information for histological assessment and malignancy grading of tumors. The WSI-based computational pathology promises to provide rapid diagnostic support and facilitate digital health. The most commonly used WSI are derived from formalin-fixed paraffin-embedded (FFPE) and frozen sections. Currently, the majority of automatic tumor grading models are developed based on FFPE sections, which could be affected by the artifacts introduced by tissue processing. Here we propose a mutual contrastive learning scheme to integrate FFPE and frozen sections and disentangle cross-modality representations for glioma grading. We first design a mutual learning scheme to jointly optimize the model training based on FFPE and frozen sections. Further, we develop a multi-modality domain alignment mechanism to ensure semantic consistency in the backbone model training. We finally design a sphere normalized temperature-scaled cross-entropy loss (NT-Xent), which could promote cross-modality representation disentangling of FFPE and frozen sections. Our experiments show that the proposed scheme achieves better performance than the model trained based on each single modality or mixed modalities. The sphere NT-Xent loss outperforms other typical metrics loss functions.
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1 Introduction

Glioma is the most frequent malignant primary brain tumor, characterized by remarkable infiltration and tumor heterogeneity \cite{2013-14}. According to the World Health Organization (WHO) classification, glioma is classified into four grades, where grade IV represents the most aggressive type, and lower grade glioma (LGG), i.e., grades II and III, are less aggressive \cite{13-14}.

* Corresponding author
Glioma grading is of crucial significance for treatment planning and risk stratification towards precision medicine [24][12][11]. The current practice of glioma grading is based on the histology assessment of tumor specimens, which is time-consuming and requires high professional expertise. Therefore, an accurate and automatic approach of glioma grading based on the whole slide images (WSI) acquired from the specimen promises to provide rapid diagnostic support for timely clinical decision making. Furthermore, a computer-assisted method could help facilitate digital health and enhance the accessibility of medical resources.

Two types of WSI are available depending on the procedure of tissue sectioning. The FFPE tissue section is used as the diagnostic standard in clinical practice, which is time-consuming in processing tissue. Importantly, the artifacts introduced by formalin can affect the interpretation of histological specimens [15]. Specifically, the procedure of prefixation and fixation could influence the morphological quality of FFPE specimens [2]. These artifacts pose particular challenges to the model training based on WSI.

In parallel, frozen sections provide a rapid approach of tumor grading to guide intra- or peri-operative clinical decisions. Although frozen sections typically contain limited tissue, the sample hydration and cellular morphology of the frozen tissue can be preserved at a natural state [3], which may provide crucial information for tumor grading. Hence, the frozen sections could provide important complementary information to the FFPE sections for tumor grading.

Here we hypothesise that integrating FFPE and frozen sections could train a more robust model to learn the high-level representations reflecting tumor malignancy, with less bias from the artefacts caused by tissue processing. We design a parallel mutual learning scheme to facilitate the integration of FFPE and frozen sections in model training. We adopt the domain alignment approach to achieve semantic consistency in model training to adjust the multi-modality input. We further design a sphere NT-Xent to disentangle representations with the sphere projection [8].

To our best knowledge, this is the first cross-modality mutual contrastive learning approach for glioma grading in the field of digital pathology. Our contributions include:

- a mutual learning scheme for joint optimisation of model training based on the WSIs of FFPE and frozen sections.
- a domain alignment mechanism across FFPE and frozen sections based on sampling without replacement to ensure semantic consistency.
- a sphere NT-Xent loss to improve the ability to disentangle cross-modality representations in the mutual learning process.

2 Related work

Modelling WSI remains challenging due to the gigapixel size of the images and the complexity of tumor tissue. To mitigate the challenge of computational costs, multiple instance learning (MIL) is used as an effective method in model training [10][21]. Using MIL, previous studies proposed machine learning approaches based
on feature engineering [22,18]. Although providing reasonable performance, these approaches were prone to model generalizability due to the less robust features extracted from heterogeneous tumor tissue. Recently, deep learning has achieved superior performance using the end-to-end training scheme. Most state-of-the-art models employed the transfer learning approach to transfer the pre-trained weights from ImageNet [10,6,19,21]. Based on the FFPE sections, these studies might be affected by the bias from FFPE tissue. Moreover, a single section modality may not facilitate learning relevant image representations for tumor grading.

Recent studies show that collaborative learning is capable of extracting common features from natural and medical images [27,23]. In addition, domain alignment [17,29] and the contrastive loss [4,23] can further promote the network in extracting more precise features in the collaborative learning. Based on these methods, a cross-modality mutual learning scheme becomes feasible, which could outperform the single modality training.

3 Methods

The proposed parallel mutual learning scheme is shown in Fig. 1, which is based on mutual optimisation learning. Initially, a multi-modality domain alignment strategy is proposed for data sampling before training. The paired images are input into the Network $\alpha_1$ and $\alpha_2$, respectively. In each branch, the set of feature vectors ($h_1$ and $h_2$) after first fully connection and ReLU are copied into the multi-heads. One head is for classification, and the other is designed to achieve representation disentangling across the modalities. Combining classification loss and contrastive loss could optimize each branch via the back-propagation. We introduce details of the main design in the following.
Multi-modality domain alignment. This design describes the introduction of loading data from two different data types. For a given patch sampled from \( n \)th patient FFPE bag, the other patch from \( n \)th is randomly sampled without replacement. This operation can ensure the multi-modality domain alignment, allowing semantic consistency across patients to follow the procedure.

Multi-heads. We adopt multi-heads in our scheme to promote better projection of latent vectors for different functions. In each modal network, the latent vectors after average pooling are transformed by first fully connection and copied into two heads respectively for two tasks. One head is used for down-sampling the latent vectors to predict tumor grades. The other head includes a hidden layer with the same dimension, such that we can obtain a representative vector after the non-linear projection \( z_i = g(h_i) = W^2\sigma(W^1h_i) \), where \( \sigma \) is a ReLU non-linearity. Referred by the experiments of SimCLR [4], a non-linear operator can remove variant information, e.g., the color or orientation of objects resulting from various staining procedures from multiple centers. Therefore, the classification head can leverage the nonlinear transformation to maintain more useful information in \( h \), which could boost the performance.

Sphere NT-Xent loss. For this design, we firstly view the FFPE and the frozen section images as images sampled from different augmented views on the same patient. In standard contrastive loss definition presented in [4,9], \( l^2 \) normalization was used for reference and augmented images. However, the image pairs used in self-supervised learning keep unified features and distribution, and \( l^2 \) normalization can scale latent vector into a valid range. In our task, the image pairs include two domains with different distributions. Therefore, we adopt layer normalization, as shown in Eq. 1, to center and rescale the latent space into the same sphere, which can improve the efficiency of disentangling.

\[
\hat{g}_n = \frac{g_n - \mu_n}{\sqrt{(\sigma_n)^2 + \epsilon}}
\]  

(1)

where \( n \in \{1, 2\} \) and \( g_n \) denotes the latent vector from FFPE or frozen section. \( \mu \) and \( \sigma \) are mean and variance of each batch. Moreover, we denote \( \text{sim}(\hat{g}_1, \hat{g}_2) = \frac{\hat{g}_1^T\hat{g}_2}{||\hat{g}_1|| \cdot ||\hat{g}_2||} \) as the cosine similarity between \( \hat{g}_1 \) and \( \hat{g}_2 \). The Sphere NT-Xent loss loss function can be defined as:

\[
L_{\text{contrastive}} = -\log \frac{\exp(\text{sim}(\hat{g}_a, \hat{g}_b) / \tau)}{\sum_{i\neq b} \exp(\text{sim}(\hat{g}_a, \hat{g}_i) / \tau)}
\]  

(2)

where \( 1_{i\neq b} \in \{0, 1\} \) is an indicator, which values 1 only when \( i \neq b \). We also define \( \tau \) as a temperature hyper-parameter.

Optimisation Model. Our learning scheme consists of two functions to achieve joint optimisation in two classification tasks. Each function consists of a cross-entropy (CE) loss with Taylor Softmax [7], and a contrastive loss. The Taylor Softmax CE can be formed as Eq. 3 and total loss function of each model
can be expressed as Eq. 4:

$$L_{cls}(f(x), y) = \frac{1}{i} \sum_{i=1}^{i} (1 - f_y(x))^i$$

(3)

$$L_{FFPE} = L_{cls1} + L_{contrastive}$$

$$L_{frozen} = L_{cls2} + L_{contrastive}$$

(4)

4 Experimental Setup

4.1 Datasets

We utilised the WSI of glioblastoma (GBM) and LGG from the Cancer Genome Atlas (TCGA) dataset [1], with clinical details and Hematoxylin and Eosin (HE) stained sections available. We only selected 499 patients (201 grade II, 229 grade III and 119 grade IV) with both FFPE and frozen sections available.

For data pre-processing, we designed three steps: 1) transforming a low-dimension version of WSI into HSV color space and separating HE-stained tissue from the background using Otsu’s Binarization on the saturation channel [3]; 2) patching a number of non-overlapping 500 × 500 instance-level images at 20× magnification; 3) a blob detection procedure [25] to further remove redundant patches containing insufficient tissue. The numbers of finally included patches were 1,680,714 for FFPE sections and 483,886 for frozen sections.

To evaluate the proposed scheme, the dataset was randomly divided into 349 patients for the training set, 50 patients for the validation set and 100 patients for the testing set. Moreover, to increase sample size, we cropped sub-regions of patches into a size of 224 × 224. In addition, we applied data augmentation techniques (random rotation of 90°, 180°, 270°, random flipping image along axis, shift hue saturation value and brightness contrast) to increase the training sample size.

4.2 Training Details

The training environment was based on PyTorch 1.6.0 backend with acceleration by Nvidia RTX 3090. The batch size was set to 128, corresponding to 128 pairs of FFPE and frozen images in the mutual training, while 128 of FFPE or frozen images in single training and mixed training. The input was 224 × 224 × 3. We used the loss function described in Eq.4 for our experiments. The number of training epochs was 10, and the optimizer was Adam with default parameters. Cosine annealing warm restarts were adopted with an initial learning rate of 1.6 × 10^{-4}.

We trained different CNN backbones with single input training (baseline) [10, 21], mixed training, mutual training scheme. We compared the performance of different contrastive loss in mutual training such as Kullback-Leibler divergence [27], marginal triplet loss [20], NT-logistic loss and NT-loss [4].
4.3 Testing Details

The details of the inference phase are shown in Fig. 2. FFPE and frozen sections are classified separately by Network $a_1$ or $a_2$ with respective classification heads. After predicting all images in a patient’s bag, the number of predicted grades is counted by the histogram and majority voting is used to determine the final predicted tumor grade.

5 Results

5.1 Quantitative Results

| Backbone  | Accuracy | Precision | Recall | Accuracy | Precision | Recall |
|-----------|----------|-----------|--------|----------|-----------|--------|
| FFPE      |          |           |        | frozen   |           |        |
| EfficientNet-B0 | 0.69 | 0.70 | 0.69 | 0.65 | 0.67 | 0.65 |
| Mixed training | 0.71 | 0.72 | 0.71 | 0.61 | 0.70 | 0.61 |
| Mutual training | **0.75** | **0.77** | **0.75** | **0.72** | **0.75** | **0.72** |
| ResNet50   |          |           |        |          |           |        |
| Baseline   | 0.68     | 0.68     | 0.68  | 0.65     | 0.70     | 0.70  |
| Mixed training | 0.71 | 0.68 | 0.68 | 0.68 | 0.70 | 0.70 |
| Mutual training | **0.77** | **0.76** | **0.76** | **0.73** | **0.71** | **0.72** |

For comparison, the evaluation metrics on different CNN backbones with single input training, mixed training and mutual training scheme are shown in Table 1. We chose EfficientNet-B0 and ResNet50 to evaluate the model performance in these experiments. We observe that our proposed learning scheme outperforms the single and mixed training on the given backbone from the experiments. These results suggest that the performance of the single training could be limited by the information from each single specific modality, while the mixed training may not efficiently obtain complementary information from the batch-size learning. After being applied on the different backbone networks, the mutual learning scheme demonstrates the capability of disentangling mutual information in the same latent vector space, which could increase the model performance.
5.2 Visualization

![Visualizations](image)

**Fig. 3.** Mutual learning scheme interpretability in brain tumor grading. Each point is from reducing dimension of the latent vector by UMAP method.

| Table 2. Comparison with different metrics loss functions |
|--------------------------------------------------------|
| FFPE | Frozen |
| KL-loss | 0.71 | 0.70 | 0.68 | 0.71 | 0.68 | 0.69 |
| Marginal triplet loss | 0.73 | 0.70 | 0.71 | 0.72 | 0.68 | 0.72 |
| NT-Logistic loss | 0.74 | 0.74 | 0.72 | 0.71 | 0.68 | 0.70 |
| NT-Xent | 0.75 | 0.74 | 0.74 | 0.71 | 0.70 | 0.69 |
| Sphere NT-Xent | **0.77** | **0.76** | **0.76** | **0.73** | **0.76** | **0.73** |

To further demonstrate that our proposed sphere NT-Xent could fulfil a better representation disentangling, we compared with other loss functions as shown in Table. 2. We observe that the NT-Xent loss provides superior performance, benefiting the representation of Disentangled Learning. In comparison, KL-loss fails to consider the distance between positive and negative samples, which might lead to worse performance than other loss functions. As for the marginal triplet and NT-logistic loss, they are measured using the absolute similarity of the positive and negative samples. By contrast, the NT-Xent loss is calculated using the relative similarity, which may help the network optimize the balance between separating the samples of different classes while maintaining the overall model
The color bar indicates the estimated level of attention on the region. Moreover, the results illustrate that the sphere projection, provided by the layer normalization, improves the mutual information disentangling, compared with the original NT-Xent loss.

To understand how a mutual learning scheme leverages representation disentangling in predicting tumor grades, we visualized the latent vector from single training, mixed training and mutual training on FFPE and frozen section images, using the Uniform Manifold Approximation and Projection (UMAP) method [16]. As shown in Fig. 3, the latent vectors are obtained from the CNN extractors. The results show that the mutual training scheme could promote representation disentangling, which may help the latent vector on the classification head preserve more helpful information from the same tumor grade, demonstrating closer distribution in the feature space.

The qualitative performance of the randomly selected statistical features from the mutual learning is illustrated in Fig. 4. These salient maps are generated by classification activation maps (CAMs) [28]. The examples in Fig. 3 show that the trained model by the mutual learning can focus on the proliferation region, which helps efficiently detect tissue morphology from the WSI.

6 Conclusions

We propose a mutual contrastive learning scheme to improve the performance of glioma grading based on whole slide images. We first develop a mutual learning scheme to extract relevant image representations by integrating FFPE and frozen sections with complementary information. Next, we employ a multi-modality domain alignment mechanism to maintain semantic consistency across the FFPE and frozen sections. We further design a sphere NT-Xent, which could promote cross-modality representation disentangling within the same sphere. We demonstrate that our learning scheme could mitigate the drawbacks of the training schemes based on a single modality or mixed modalities. Our experiments show that the sphere NT-Xent outperforms other typical metrics loss. The proposed
learning scheme may be generalised to tumor grading of different systems and other cross-modality learning tasks.
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