Introducing corrugated surfaces in electromagnetism problems via perturbative approach
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Problems involving boundary conditions on corrugated surfaces are relevant to understand nature, since, at some scale, surfaces manifest corrugations that have to be taken into account. In introductory level electromagnetism courses, a very common and fundamental exercise is to solve Poisson’s equation for a point charge in the presence of an infinity perfectly conducting planar surface, which is usually done by image method. Clinton, Esrick and Sacks [Phys. Rev. B 31, 7540 (1985)] added corrugation to this surface, and solved the problem by a perturbative analytical calculation of the corresponding Green’s function. In the present paper, we make a detailed pedagogical review of this calculation, aiming to popularize their results. We also present an original contribution, extending this perturbative approach to solve the Laplace’s equation for the electrostatic potential for a corrugated neutral conducting cylinder in the presence of a uniform electric field (without corrugation, this is another very common model considered as an exercise in electromagnetism courses). All these calculations can be used as pedagogical examples of the application of the present perturbative approach in electromagnetism courses.

I. INTRODUCTION

In many physical situations of interaction between bodies, in a certain scale of length, the corrugation of their surfaces have to be taken into account, for instance in the calculation of the image potential of a charge in the vicinity of a surface [1, 2]. The image potential, which is the potential that arises from the induced charge distribution, is important for several effects, such as the formation of image potential states, which are quantum states of electrons localized at the surface of materials that exhibit negative electron affinity [2]. These electrons are bound close to the surface due to the image potential field, which attracts them to the surface, but up to a certain point after which a repulsive force does not allow the electron to penetrate the material [3]. The behavior of these electrons can reveal important physical and chemical surface information [4, 5]. The image potential presents modifications when the surface has deformations [1, 5] and, since the fabrication of perfectly plane surfaces is almost impossible, the corrugation effects in the image potential may have to be taken into account [2].

Until 1980, the majority of the investigations on the image potential effects were made considering that the interfaces between two dielectric media were planar [2]. In 1985, Clinton, Esrick and Sacks calculated the image potential for a point charge in vacuum in the presence of a nonplanar metallic surface [1]. They showed that ions and electrons are always attracted to the elevated part of the surface [1]. Later, also in 1985, these authors, considering corrugation in an infinite conducting plane, solved, by perturbative analytical calculations, the Poisson’s equation for a point charge in the presence of such a corrugated surface [6]. This approach has been applied recently, for instance, in Ref. [7], where it was considered a planar two-dimensional system (for instance, graphene or transition metal dichalcogenide monolayers) in the presence of a nonplanar dielectric medium and, using an extension of the perturbative method found in Ref. [6], it was obtained that the effective potential of the electron-electron interaction in a 2D system is dependent not only on the distance to the source charge, but also on the position of the charge itself. As another example, in Ref. [8] the authors combined the perturbative analytical solution in Ref. [6] with the description done by Eberlein and Zietal [9] for the van der Waals interaction between a polarizable particle and an ideal conducting surface, proposing a new analytical approach to investigate the van der Waals interaction between an anisotropic particle and a corrugated surface. In this way, in Ref. [8] it was predicted new nontrivial behaviors of the lateral van der Waals force, so that the particle can be attracted not only toward the corrugation peaks (as found so far in the literature), but also to the nearest valley, or to an intermediate point between a peak and a valley [8]. Calculations based on Ref. [6] have been used to extend the results shown in Ref. [8] to dielectrics [10]. Moreover, in Ref. [11], it was predicted, taking as basis Ref. [6], the possibility of sign inversions in the lateral van der Waals force acting on an anisotropic particle interacting with a conducting plane containing a single protuberance.

In introductory level electromagnetism courses, a very common and fundamental exercise is to solve Poisson’s equation for a point charge in the presence of an infinity perfectly conducting planar surface [12–17], which is usually done by image method. Clinton, Esrick and Sacks [6] introduced corrugation to this surface, and solved the problem via a perturbative analytical calculation. Thus, in the present paper, we make a detailed pedagogical review of their calculations, aiming to popularize their results and to use them as a pedagogical example of the introduction of corrugated surfaces in electromagnetism problems via a perturbative approach. In addition, we give a special attention to the cases of a sinusoidal surface, and show how the potential, electric field, and induced surface charge density are affected by the presence of a corrugation on the surface. We also present an original contribution, extend-
ing this perturbative approach to solve the Laplace’s equation for the electrostatic potential for a corrugated neutral conducting cylinder in the presence of a uniform electric field (without corrugation, this is another very common model considered as an exercise in electromagnetism courses [12–17]). This calculation can be used as another, and simpler, pedagogical example of the application of a perturbative approach to discuss the introduction of corrugated surfaces in electromagnetism problems.

This paper is organized as follows. In Sec. II, we make a brief review of the problem of a point charge in the presence of an infinity perfectly conducting planar surface. In Sec. III, we make a detailed review of the Clinton, Esrick and Sacks perturbative analytical calculations to solve Poisson’s equation in the presence of a nonplanar conducting surface. In Sec. IV, we perform, for pedagogical purposes, a consistency check of the formulas obtained in the previous section, by applying them to the case of a translated plane, and discuss some conditions under which the approximate solutions become closer to the exact one. In Sec. V, we perform an application of the Clinton, Esrick and Sacks calculations for a sinusoidal surface. In Sec. VI, we review the solution for the Laplace’s equation for an ideal conducting cylinder placed in a uniform electrostatic field. In Sec. VII, we extend this perturbative approach to solve the Laplace’s equation for the electrostatic potential of an infinite conducting cylinder placed in a uniform electrostatic field. In Sec. VIII, we perform a consistency check of the formulas obtained in the previous section, by applying them to the case of a cylinder with a slight enhancement in its radius. In Sec. IX, we apply our perturbative calculations to a sinusoidal corrugated cylinder, and analyze how the potential, electric field, and induced surface charge density are affected by the corrugation. In Sec. X, we present our final remarks.

II. A POINT CHARGE IN THE PRESENCE OF AN INFINITY PLANAR CONDUCTING SURFACE

In this section, we make a brief review of the problem of finding the potential $\Phi$ for a point charge at a distance $z'$ from an infinite grounded conducting plane located at $z = 0$ (see Fig. 1). Let us consider a point charge $Q$ located at the position $r' = r'_\parallel + z'\hat{z}$ (with $z' > 0$ and $r'_\parallel = x'\hat{x} + y'\hat{y}$). The problem of finding a solution to $\Phi$, for this case, is a very common exercise in introductory electromagnetism courses (see, for instance, Refs. [12–17]). By writing the potential as

$$\Phi (r, r') = QG (r, r'),$$

(1)

where $G (r, r')$ is the Green’s function of the Laplacian operator, one has that the problem consists in finding (in the region $z \geq 0$) the solution of Poisson’s equation

$$\nabla^2 G (r, r') = -4\pi \delta (r - r'),$$

(2)

under the boundary conditions

$$G (r, r') |_{z=0} = 0,$$

(3)

$$G (r, r') |_{|r|>|r'|} \to 0.$$

(4)

The solution of the problem given in Eqs. (2)-(4) is usually obtained by the image method [12–17]. This means that it coincides, for $z \geq 0$, with the solution of another problem, defined by the configuration formed by two point charges: $Q$ located at $r = r'$, and $-Q$ located at $r = r_i$ (see Fig. 2), where $r_i = r'_\parallel - z'\hat{z}$ (the charge $-Q$ is named as the image charge of $Q$). For this new configuration, the solution is simply given by the sum of the correspondent Green’s function of each charge, and is written as

$$G (r, r') = \frac{1}{\|r - r\|_2^2 + (z - z')^2} \frac{1}{\|r - r\|_2^2 + (z + z')^2},$$

(5)

This solution, for $z \geq 0$, is also the solution for the original problem given by Eqs. (2)-(4) and illustrated in Fig. 1.

III. REVIEW OF CLINTON, ESRICR AND SACKS CALCULATIONS

In this section, we make a brief pedagogical review of the Clinton, Esrick and Sacks perturbative analytical calculations and results found in Ref. [6]. These authors computed, perturbatively, the potential $\Phi$ associated to a problem similar to that
illustrated in Fig. 1, with the difference that they considered a corrugated surface, instead of a plane. In other words, the grounded conducting corrugated surface given by $z = h(r_\parallel)$ (see Fig. 3), where $h(r_\parallel)$ describes a suitable modification $\max|h(r_\parallel)| \ll z'$ of a grounded planar conducting surface at $z = 0$. Effectively, one has that the problem consists in finding [in the region $z \geq h(r_\parallel)$] the solution of Eq. (2), under the condition that $G(r, r')$ goes to zero at large distances [Eq. (4)], and the boundary condition

$$G(r, r')|_{z = h(r_\parallel)} = 0. \quad (6)$$

To build a perturbative description, these authors introduced an arbitrary auxiliary parameter $\varepsilon$, with $0 \leq \varepsilon \leq 1$. Thus, one parameterize: $h(r_\parallel) \to \varepsilon h(r_\parallel)$, so that Eq. (6) is replaced by

$$G(r, r')|_{z = \varepsilon h(r_\parallel)} = 0, \quad (7)$$

and the Green’s function is written as a perturbative expansion

$$G^{(0)}(r, r')|_{z = 0} + \varepsilon \left[ h(r_\parallel) \frac{\partial}{\partial z} G^{(0)}(r, r')|_{z = 0} + G^{(1)}(r, r')|_{z = 0} \right]$$

$$+ \varepsilon^2 \left[ h(r_\parallel) \right]^2 \frac{1}{2} \frac{\partial^2}{\partial z^2} G^{(0)}(r, r')|_{z = 0} + h(r_\parallel) \frac{\partial}{\partial z} G^{(1)}(r, r')|_{z = 0} + G^{(2)}(r, r')|_{z = 0} \right]$$

$$+ \varepsilon^3 \left[ h(r_\parallel) \right]^3 \frac{1}{6} \frac{\partial^3}{\partial z^3} G^{(0)}(r, r')|_{z = 0} + h(r_\parallel) \frac{1}{2} \frac{\partial^2}{\partial z^2} G^{(1)}(r, r')|_{z = 0} + h(r_\parallel) \frac{\partial}{\partial z} G^{(2)}(r, r')|_{z = 0} + G^{(3)}(r, r')|_{z = 0} \right] + \ldots = 0. \quad (15)$$

in terms of the parameter $\varepsilon$ [6],

$$G(r, r') = G^{(0)}(r, r') + \sum_{n=1}^{\infty} \varepsilon^n G^{(n)}(r, r'), \quad (8)$$

where $G^{(0)}(r, r')$ is the unperturbed Green’s function [Eq. (5), now considered for $z \geq h(r_\parallel)$] corresponding to the configuration obtained by image method and illustrated in Fig. 2, and $G^{(n)}(r, r')$ are the perturbative corrections. Note that, when $\varepsilon = 0$, one has the correspondent solution to the case of a planar surface at $z = 0$, whereas, when $\varepsilon = 1$, we recover the actual problem of a corrugated surface described by $z = h(r_\parallel)$. Thus, when we find $G^{(0)}(r, r')$ and $G^{(n)}(r, r')$, one must set $\varepsilon = 1$ to obtain the solution for the problem.

Substituting Eq. (8) in Eq. (2), one obtains

$$\sum_{n=0}^{\infty} \varepsilon^n \left[ \nabla^2 G^{(n)}(r, r') \right] = -4\pi \delta (r - r'), \quad (9)$$

which can be rewritten as

$$\nabla^2 G^{(0)}(r, r') + 4\pi \delta (r - r') + \sum_{n=1}^{\infty} \varepsilon^n \left[ \nabla^2 G^{(n)}(r, r') \right] = 0. \quad (10)$$

Since $\varepsilon$ is an arbitrary parameter, which can be chosen from 0 to 1, the solution of Eq. (10) requires that the coefficients multiplying each power of $\varepsilon$ vanish. In this way, one obtains the differential equations to $G^{(0)}$ and each $G^{(n)}$, which are given by

$$\nabla^2 G^{(0)}(r, r') = -4\pi \delta (r - r'), \quad (11)$$

$$\nabla^2 G^{(n)}(r, r') = 0 \quad (n \geq 1). \quad (12)$$

Using, in Eq. (8), the boundary condition given by Eq. (7), one obtains

$$\sum_{i=0}^{\infty} \varepsilon^i G^{(i)}(r, r')|_{z = \varepsilon h(r_\parallel)} = 0. \quad (13)$$

Expanding it in powers of $\varepsilon h(r_\parallel)$, one has [6]

$$\sum_{i, m=0}^{\infty} \varepsilon^{i+m} [h(r_\parallel)]^m \frac{1}{m!} \frac{\partial^m}{\partial z^m} G^{(i)}(r, r')|_{z = 0} = 0. \quad (14)$$

Manipulating the series to bring together the terms with a same order in $\varepsilon$, one obtains
Since $\varepsilon$ is an arbitrary parameter, the solution of Eq. (15) requires that the coefficients multiplying each power of $\varepsilon$ vanish. In this way, one obtains boundary conditions at $z = 0$ to $G^{(0)}$ and $G^{(n)}$, which are given by [6]:

\[
G^{(0)}(\mathbf{r}, \mathbf{r}')|_{z=0} = 0, \\
G^{(1)}(\mathbf{r}, \mathbf{r}')|_{z=0} = -h(\mathbf{r}_||) \frac{\partial}{\partial z} G^{(0)}(\mathbf{r}, \mathbf{r}')|_{z=0}, \\
G^{(2)}(\mathbf{r}, \mathbf{r}')|_{z=0} = -\left[ h(\mathbf{r}_||) \right] \frac{1}{2} \frac{\partial^2}{\partial z^2} G^{(0)}(\mathbf{r}, \mathbf{r}')|_{z=0} - h(\mathbf{r}_||) \frac{\partial}{\partial z} G^{(1)}(\mathbf{r}, \mathbf{r}')|_{z=0}, \\
G^{(3)}(\mathbf{r}, \mathbf{r}')|_{z=0} = -\left[ h(\mathbf{r}_||) \right] \frac{3}{6} \frac{\partial^3}{\partial z^3} G^{(0)}(\mathbf{r}, \mathbf{r}')|_{z=0} - \left[ h(\mathbf{r}_||) \right] \frac{1}{2} \frac{\partial^2}{\partial z^2} G^{(1)}(\mathbf{r}, \mathbf{r}')|_{z=0} - h(\mathbf{r}_||) \frac{\partial}{\partial z} G^{(2)}(\mathbf{r}, \mathbf{r}')|_{z=0}, 
\]

We can put all these equations together as follows

\[
G^{(0)}(\mathbf{r}, \mathbf{r}')|_{z=0} = 0, \\
G^{(n)}(\mathbf{r}, \mathbf{r}')|_{z=0} = - \sum_{m=1}^{n} \left[ \frac{h(\mathbf{r}_||)}{m!} \frac{\partial^m}{\partial z^m} G^{(n-m)}(\mathbf{r}, \mathbf{r}') \right]|_{z=0}, \\
G^{(n)}(\mathbf{r}, \mathbf{r}')|_{\mathbf{r}' \gg |\mathbf{r}|} \rightarrow 0, 
\]

From these equations, it is important to remark that only by knowing $G^{(0)}$, one can obtain the boundary condition for $G^{(1)}$, and then for $G^{(2)}$, $G^{(3)}$, and so on. Also note that for $n \geq 1$ these boundary conditions are inhomogeneous, and thus, the problem of finding each perturbative correction for the corrugated situation requires to solve the homogeneous equation given by Eq. (12), with inhomogeneous boundary conditions, considered at $z = 0$, given by Eq. (17). In summary, the solution for the unperturbed problem, related to the case of a plane surface, can be obtained by solving the following set of equations:

\[
\nabla^2 G^{(0)}(\mathbf{r}, \mathbf{r}') = -4\pi \delta(\mathbf{r} - \mathbf{r}'), \\
G^{(0)}(\mathbf{r}, \mathbf{r}')|_{z=0} = 0, \\
G^{(0)}(\mathbf{r}, \mathbf{r}')|_{|\mathbf{r}'| \gg |\mathbf{r}|} \rightarrow 0, 
\]

and when this solution is obtained, one can solve, for $n \geq 1$, the following set of equations, related to the case of a corrugated surface:

\[
\nabla^2 G^{(n)}(\mathbf{r}, \mathbf{r}') = 0, \\
G^{(n)}(\mathbf{r}, \mathbf{r}')|_{z=0} = - \sum_{m=1}^{n} \left[ \frac{h(\mathbf{r}_||)}{m!} \frac{\partial^m}{\partial z^m} G^{(n-m)}(\mathbf{r}, \mathbf{r}') \right]|_{z=0}, \\
G^{(n)}(\mathbf{r}, \mathbf{r}')|_{|\mathbf{r}'| \gg |\mathbf{r}|} \rightarrow 0. 
\]

Note that the original problem of solving the non-homogeneous Eq. (2), under a homogeneous boundary condition on a complicated surface $z = h(\mathbf{r}_||)$ [Eq. (6)], is now replaced by the problem of solving the homogeneous Eq. (21), under non-homogeneous boundary conditions on a simple plane at $z = 0$ [Eq. (22)]. Following Ref. [6], in order to find a solution for Eqs. (18)-(23), it is convenient to introduce the Fourier transformation of a function $f(\mathbf{r}, \mathbf{r}')$ as

\[
\check{f}(\mathbf{k}, \mathbf{r}_||; z, z') = \int d^2 r_|| e^{-ik \cdot r_||} f(\mathbf{r}, \mathbf{r}'), \\
\text{and its inverse transformation as}
\]

\[
f(\mathbf{r}, \mathbf{r}') = \frac{1}{(2\pi)^2} \int d^2 k e^{ik \cdot r_||} \check{f}(\mathbf{k}, \mathbf{r}_||; z, z'),
\]

In this way, by writing $G(\mathbf{r}, \mathbf{r}')$, $G^{(0)}(\mathbf{r}, \mathbf{r}')$ and $G^{(n)}(\mathbf{r}, \mathbf{r}')$ as an inverse Fourier transformation, Eq. (8) can be written as

\[
\check{G}(\mathbf{k}, \mathbf{r}_||; z, z') = \check{G}^{(0)}(\mathbf{k}, \mathbf{r}_||; z, z') + \sum_{n=1}^{\infty} \varepsilon^n \check{G}^{(n)}(\mathbf{k}, \mathbf{r}_||; z, z'), 
\]

and, by knowing that the Dirac delta function is given in the Fourier space as

\[
\delta(\mathbf{r} - \mathbf{r}') = \frac{1}{(2\pi)^2} \int d^2 k e^{i\mathbf{k} \cdot (\mathbf{r} - \mathbf{r}')} \delta(z - z'),
\]

we can also write Eqs. (18) and (21) as [6]:

\[
\left( \frac{\partial^2}{\partial z^2} - |\mathbf{k}|^2 \right) \check{G}^{(0)}(\mathbf{k}, \mathbf{r}_||; z, z') = -4\pi e^{-i\mathbf{k} \cdot \mathbf{r}_||} \delta(z - z'), \\
\left( \frac{\partial^2}{\partial z^2} - |\mathbf{k}|^2 \right) \check{G}^{(n)}(\mathbf{k}, \mathbf{r}_||; z, z') = 0 \quad (n \geq 1).
\]

Besides this, one can also find the boundary conditions given by Eqs. (19) and (22) in the Fourier space [6] (see Appendix A1):

\[
\check{G}^{(0)}(\mathbf{k}, \mathbf{r}_||; z, z')|_{z=0} = 0, \\
\check{G}^{(n)}(\mathbf{k}, \mathbf{r}_||; z, z')|_{z=0} = - \sum_{m=1}^{n} \frac{1}{(2\pi)^2} \int \frac{d^2 k'}{m!} \hat{h}_m(\mathbf{k} - \mathbf{k}') \times \frac{\partial^m}{\partial z^m} \check{G}^{(n-m)}(\mathbf{k}', \mathbf{r}_||; z, z')|_{z=0},
\]
where
\[ \tilde{h}_m(k - k') = \int d^2r ||e^{-i(k-k')}\epsilon_i [h(r||)]^m. \] (32)

Under the boundary condition given by Eq. (30) and the condition that \( \tilde{G}^{(0)} \) goes to zero for large distances [Eq. (20)], one can obtain that the solution of Eq. (28) is given by (see Appendix A2)
\[ \tilde{G}^{(0)}(k, r||; z, z') = \frac{2\pi}{|k|} e^{-ikr||} \left[ e^{-|k||z-z'|} - e^{-|k|(z+z')} \right]. \] (33)

By performing an inverse Fourier transformation on \( \tilde{G}^{(0)} \), one obtains
\[ G^{(0)}(r, r') = \frac{1}{(2\pi)^2} \int \frac{d^2k}{m!} \tilde{h}_m(k - k') \frac{2\pi}{|k||z-z'|^2} \sum_{m=1}^{n} \frac{\partial^m}{\partial z^m} \tilde{G}^{(n-m)}(k', r||; z, z')|_{z=0}. \] (34)

From this equation, one obtains that the functions \( \tilde{G}^{(n)} \) are given recursively in terms of \( \tilde{G}^{(0)} \). The solution for \( \tilde{G}^{(n)} \) is obtained by performing the inverse Fourier transformation,
\[ G^{(n)}(r, r') = \frac{1}{(2\pi)^2} \int d^2k e^{ikr||} \tilde{G}^{(n)}(k, r||; z, z'). \] (36)

with \( \tilde{G}^{(n)} \) given by Eq. (35). Thus, substituting Eqs. (34) and (36) in Eq. (8) (with \( \varepsilon = 1 \)), one obtains the Green's function related to the problem of a point charge in the presence of a grounded conducting corrugated surface described by \( z = h(r||) \). In the next two sections we focus on the application of this approach to the cases of a slightly translated plane and of a sinusoidal corrugated surface.

IV. POINT CHARGE IN THE PRESENCE OF A SLIGHTLY TRANSLATED PLANE

In this section, for pedagogical purposes, we perform a consistency check of the perturbative formulas obtained in the previous section, by applying them to the case of a point charge \( Q \) in the presence of a slightly translated plane, whose exact Green's function is known and with which we can compare the perturbative results. We also use this case to discuss some conditions under which a perturbative solution becomes closer to the exact one.

To apply the perturbative formulas discussed in Sec. III to the case of a point charge \( Q \) in the presence of a slightly translated plane (from \( z = 0 \) to \( z = a \), as illustrated in Fig. 4), we consider in these formulas \( h(r||) = a \), with \( |a| < z' \). In this way, from Eq. (32), we have
\[ \tilde{h}_m(k - k') = a^m (2\pi)^2 \delta(k - k'), \] (37)

so that, from Eq. (35), one obtains (up to the third order of perturbation):
\[ \tilde{G}^{(1)}(k, r||; z, z') = -4\pi a e^{-ikr||} e^{-|k|(z+z')}, \] (38)
\[ \tilde{G}^{(2)}(k, r||; z, z') = -4\pi a^2 [k |e^{-ikr||} - e^{-|k|(z+z')}], \] (39)
\[ \tilde{G}^{(3)}(k, r||; z, z') = -\frac{8}{3} \pi a^3 [k e^{-ikr||} - e^{-|k|(z+z')}. \] (40)

By performing the inverse Fourier transformation, one obtains
\[ G^{(1)}(r, r') = -\frac{2 (z + z')}{[r|| - r']^2 + (z + z')^2} \frac{1}{3/2} a, \] (41)
\[ G^{(2)}(r, r') = \frac{2 (z + z')^2 - |r|| - r'|^2}{[r|| - r']^2 + (z + z')^2} \frac{1}{5/2} a^2, \] (42)
\[ G^{(3)}(r, r') = -\frac{4 (z + z')^2 (2 z + z')^2 - 3 |r|| - r'|^2}{[r|| - r']^2 + (z + z')^2} \frac{1}{7/2} a^3. \] (43)

Thus, from Eq. (8) (with \( \varepsilon = 1 \)), the Green's function for this problem, up to the third perturbative order, is given by \( G \approx G^{(0)} + G^{(1)} + G^{(2)} + G^{(3)} \), with \( G^{(s)} (s = 0, 1, 2, 3) \) given by Eqs. (34), (41), (42), and (43).

The exact result, for the same problem of a translated plane, can be obtained by means of the image method, as shown in
Sec. II, so that one finds

\[
G (\mathbf{r}, \mathbf{r}') = \frac{1}{\left| \mathbf{r} - \mathbf{r}' \right|^2 + (z - z')^2} - \frac{1}{\left| \mathbf{r} - \mathbf{r}' \right|^2 + (z + z' - 2a)^2},
\]

which, for \( a = 0 \), recovers Eq. (5). By expanding Eq. (44) in powers of \( a \), one obtains

\[
G(\mathbf{r}, \mathbf{r}') = G^{(0)}(\mathbf{r}, \mathbf{r}') - \frac{2 (z + z')}{\left| \mathbf{r} - \mathbf{r}' \right|^2 + (z + z')^2} a
\]

\[
- \frac{2 \left[ 2 (z + z')^2 - \left| \mathbf{r} - \mathbf{r}' \right|^2 \right]}{\left| \mathbf{r} - \mathbf{r}' \right|^2 + (z + z')^2} a^2
\]

\[
+ 4 (z + z') \left[ 2 (z + z')^2 - 3 \left| \mathbf{r} - \mathbf{r}' \right|^2 \right] a^3
\]

\[
+ \ldots,
\]

where \( G^{(0)}(\mathbf{r}, \mathbf{r}') \) is given by Eq. (34). Note that, as expected for this consistency check, the terms of this expansion, proportional to \( a \), \( a^2 \) and \( a^3 \), coincide, respectively, with those shown in Eqs. (41), (42) and (43), which were obtained by means of the perturbative approach discussed in Sec. III.

Using this simple case of a translated plane, we can also discuss some conditions under which a perturbative solution becomes closer to the exact one. Considering, for simplicity, \( |\mathbf{r} - \mathbf{r}'| = 0 \), in Fig. 5 we compare the exact solution given by Eq. (44) with the approximate ones up to first, second and third perturbative order. Note that an approximate result, up to a given order, becomes closer to the exact one as \( z \) increases, and further as \( a \) approaches to \( a \). When comparing the case where \( a > 0 \) [Fig. 5(i)] with that where \( a < 0 \) [Fig. 5(ii)], one can see that the perturbative results are closer to the exact one in (i) than in (ii), specially in the region close to the surface. In this way, if we are interested in calculating physical quantities near or on the surface, as the electric field and induced surface charge density, the consideration of \( a > 0 \) leads to a better approximate solution. Extending these ideas for a general corrugation, hereafter we will focus on models with \( h(\mathbf{r}_||) \geq 0 \).

V. POINT CHARGE IN THE PRESENCE OF A SINUSOIDAL CONDUCTING SURFACE

As another application of the Clinton, Esrick and Sacks calculations, let us study the image potential, calculated up to the first perturbative order, for the problem of a point charge \( Q \) in the presence of a sinusoidal corrugated surface, described by (see Fig. 6)

\[
\begin{align*}
\hat{h}(\mathbf{r}_||) & = \frac{a}{2} [1 + \cos (\nu x)], \\
\end{align*}
\]

where \( \nu x \) is given by Eq. (46). To calculate \( G(1) \), we first sub-
stitute Eq. (46) in Eq. (32) (for \( m = 1 \)), and obtain that
\[
\tilde{h}_1(k - k') = a \pi^2 \delta(k_y - k'_y) [2 \delta(k_x - k'_x) + \delta(k_x - k'_x + \nu) + \delta(-k_x + k'_x + \nu)].
\] (48)

Substituting it in Eq. (35), for \( n = 1 \), one obtains
\[
\tilde{G}^{(1)}(k, r'_\parallel; z, z') = -\pi a e^{-ik r'_\parallel - kz} \left[ e^{i \nu x' - z' \sqrt{(k_x - \nu)^2 + k_y^2}} + e^{-i \nu x' - z' \sqrt{(k_x + \nu)^2 + k_y^2}} \right],
\] (49)
and \( \tilde{G}^{(1)}(r, r') \) is obtained by performing an inverse Fourier transformation of this equation.

As a first application of the above approximate solution, we calculate the electric field \( \mathbf{E} \), which is shown in Fig. 7. In Fig. 7(a), we show the electric field lines for the case of a point charge in the presence of a planar surface at \( z = 0 \). In Fig. 7(b), we consider the case of a sinusoidal surface and show the electric field lines modified by the corrugation. In addition, for the considered values for \( a, \nu \) and \( z' \), one can see that the electric field lines are practically perpendicular to the surface, which shows that, for this case, we have an acceptable approximate solution.

As another application, we calculate the induced surface charge density \( \sigma \), which is given by (see, for instance, Ref. [12])
\[
\sigma(r_\parallel) = \frac{1}{4\pi} [\mathbf{E} \cdot \hat{n}]_{z \to h(r_1)},
\] (50)
where \( \hat{n} \) is a unit vector normal to the surface. In Fig. 8, we show how the charge density is changed when considering a sinusoidal surface. Note that, due to the oscillatory profile of the surface, the values of the induced surface charge density for this case oscillates around those for a plane surface. We also compute the corrections coming from the second and third perturbative orders, and show that, for the considered values for \( a, \nu \) and \( z' \), these corrections do not change the qualitative behavior already obtained considering only the first perturbative order.

VI. CONDUCTING CYLINDER PLACED IN A UNIFORM ELECTRIC FIELD

A cylinder in the presence of a uniform electrostatic field is another very common exercise in introductory level electromagnetism courses (see, for instance, Refs. [12–15, 17, 18]). Therefore, in this section we make a brief review of this problem to, in the next section, introduce corrugation to the cylinder surface.

We start by considering an infinite grounded conducting cylinder, with radius \( a \), placed in a uniform electrostatic field \( \mathbf{E}_0 = E_0 \mathbf{\hat{x}} \), as illustrated in Fig. 9. The electrostatic potential for this case can be calculated by means of the Laplace’s equation,
\[
\nabla^2 \Phi(r, r') = 0,
\] (51)
which, in cylindrical coordinates, can be written as
\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial \Phi}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 \Phi}{\partial \theta^2} + \frac{\partial^2 \Phi}{\partial z^2} = 0.
\] (52)

Since the cylinder is considered to be very long, we have a symmetry in the \( z \)-axis, so that \( \Phi(\rho, \theta, z) \rightarrow \Phi(\rho, \theta) \), and the Laplace’s equation can be written as
\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial \Phi}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 \Phi}{\partial \theta^2} = 0.
\] (53)

By using the method of separation of variables, we obtain [18]
\[
\Phi(\rho, \theta) = \sum_{m=1}^{\infty} \left( A_m \rho^m + B_m \rho^{-m} \right) \times \left[ C_m \cos(m\theta) + D_m \sin(m\theta) \right].
\] (54)
Besides this, at a large distance \( z = 0 \), due to the presence of a point charge \( Q(1) \) located at \( r' = 2 \).

Here, \( \sigma (0) \) (dashed line) represents the case of a plane surface at \( z = 0 \), whereas \( \sigma (0) + \sigma (1) \) (solid line), \( \sigma (0) + \sigma (1) + \sigma (2) \) (dot-dashed line), and \( \sigma (0) + \sigma (1) + \sigma (2) + \sigma (3) \) (dotted line) represent the cases of a sinusoidal corrugated surface, with \( a = 0.1 \) and \( \nu = 4\pi \), calculated up to first, second and third perturbative order, respectively.

Since we consider the cylinder as a grounded perfect conductor, we have a boundary condition at \( \rho = a \), which is given by

\[
\Phi (\rho, \theta) |_{\rho=a} = 0. \tag{55}
\]

Besides this, at a large distance \( \rho \gg a \), the potential does not go to zero, since we have the presence of the external uniform electric field. In this case, the potential has to describe the field \( E_0 = E_0 \hat{x} \) and, therefore, it can be written as

\[
\Phi (\rho, \theta) |_{\rho \gg a} \rightarrow -E_0 \rho \cos \theta. \tag{56}
\]

Using, in Eq. (54), the boundary condition given by Eq. (56), one obtains

\[
-E_0 \rho \cos \theta = \sum_{m=1} A_m \rho^m \left[ C_m \cos (m \theta) + D_m \sin (m \theta) \right]. \tag{57}
\]

By comparing both sides of this equation, one can see that \( D_m \) has to be zero, and thus

\[
-E_0 \rho \cos \theta = \sum_{m=1} A'_m \rho^m \cos (m \theta), \tag{58}
\]

where we made \( A_m C_m = A'_m \). By comparing both sides of this equation, we can see that \( A'_1 = -E_0 \) and \( A'_{m \geq 2} = 0 \). Therefore, Eq. (54) can be written as

\[
\Phi (\rho, \theta) = -E_0 \rho \cos (\theta) + \sum_{m=1} B'_m \rho^{-m} \cos (m \theta). \tag{59}
\]

where we made \( B_m C_m = B'_m \). Using the boundary condition given by Eq. (55), we multiply both sides by \( \cos (l \theta) \) and integrate in \( \theta \) from 0 to \( 2\pi \), so that one obtains

\[
-E_0 a \int_0^{2\pi} \cos (l \theta) \cos (\theta) d\theta + \sum_{m=1} B'_m a^{-m} \int_0^{2\pi} \cos (l \theta) \cos (m \theta) d\theta = 0. \tag{60}
\]

Using the orthogonality condition of the cosine function, one obtains

\[
B'_m = E_0 a^{m+1} \delta_{1m}. \tag{61}
\]

Thus, substituting Eq. (61) in Eq. (59), one obtains

\[
\Phi (\rho, \theta) = -E_0 a \rho \cos (\theta) \left( 1 - \frac{a^2}{\rho^2} \right), \tag{62}
\]

which is the solution of Eq. (53), under the condition that the potential describes the field \( E_0 \) for large distances [Eq. (56)] and the boundary condition given by Eq. (55). We remark that this solution only describes the region outside the cylinder. Inside it, the potential is null, since we consider the cylinder as a grounded perfect conductor. In the next section, we study how this potential is modified by introducing corrugation on the cylinder surface.

\[\text{VII. CONDUCTING CORRUGATED CYLINDER PLACED IN A UNIFORM ELECTRIC FIELD}\]

We start by considering an infinite grounded conducting cylinder, with radius \( a \), placed in a uniform electrostatic field \( E_0 = E_0 \hat{x} \), and introduce in it a corrugation described by \( \rho = a + h(\theta, z) \), where \( h(\theta, z) \) describes a suitable modification \( |\max[h(\theta, z)]| \ll a \) on the cylinder surface, as illustrated in Fig. 10. Since the cylinder is infinite, we consider, for simplicity, \( h(\theta, z) \rightarrow h(\theta) \), so that we have a symmetry in the \( z \)-axis. Thus, the electrostatic potential in this case can be calculated by means of the Laplace’s equation given by Eq. (53), under the condition that the potential describes the field \( E_0 \) for large distances [Eq. (56)]. Since we consider the cylinder as a grounded perfect conductor, we also have a boundary condition on its surface, which is given by

\[
\Phi(\rho, \theta) |_{\rho=a+h(\theta)} = 0. \tag{63}
\]

Following the perturbative approach discussed in Sec. III, we introduce an arbitrary auxiliary parameter \( \varepsilon \), with \( 0 \leq \varepsilon \leq
pansion in terms of the parameter $\varepsilon$ as

$$
\Phi (\rho, \theta) = \Phi^{(0)} (\rho, \theta) + \sum_{n=1}^{\infty} \varepsilon^n \Phi^{(n)} (\rho, \theta), \quad (65)
$$

where $\Phi^{(0)} (\rho, \theta)$ is the solution for the unperturbed problem, related to the case of a non-corrugated cylinder, and the functions $\Phi^{(n)} (\rho, \theta)$ are the perturbative corrections. When $\varepsilon = 0$, one has the non-corrugated cylinder ($\rho = a$), whereas, when $\varepsilon = 1$, we recover the actual corrugated cylinder $[\rho = a + h(\theta)]$. Substituting Eq. (65) in Eq. (53) one has

$$
\sum_{n=0}^{\infty} \varepsilon^n \left[ \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \frac{\partial}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2}{\partial \theta^2} \right] \Phi^{(n)} (\rho, \theta) = 0. \quad (66)
$$

Since $\varepsilon$ is an arbitrary parameter, the solution of Eq. (66) requires that the coefficients multiplying each power of $\varepsilon$ vanish. Then, one has:

$$
\left[ \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \frac{\partial}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2}{\partial \theta^2} \right] \Phi^{(0)} (\rho, \theta) = 0, \quad (67)
$$

$$
\left[ \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \frac{\partial}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2}{\partial \theta^2} \right] \Phi^{(n)} (\rho, \theta) = 0 \ (n \geq 1). \quad (68)
$$

We can find the boundary conditions for Eqs. (67) and (68) by applying the same procedure discussed in Sec. III. Using Eq. (64) in (65), and expanding in powers of $\varepsilon h(\theta)$, one has

$$
\sum_{i,m=0}^{\infty} \varepsilon^{i+m} [h(\theta)]^m \frac{1}{m!} \frac{\partial^m}{\partial \rho^m} \Phi^{(i)} (\rho, \theta) |_{\rho=a} = 0. \quad (69)
$$

Manipulating the series to bring together the terms with a same order in $\varepsilon$, one obtains

$$
\Phi^{(0)} (\rho, \theta) |_{\rho=a} + \varepsilon \left[ h(\theta) \frac{\partial}{\partial \rho} \Phi^{(0)} (\rho, \theta) |_{\rho=a} + \Phi^{(1)} (\rho, \theta) |_{\rho=a} \right] \\
+ \varepsilon^2 \left\{ h(\theta)^2 \left[ \frac{1}{2} \frac{\partial^2}{\partial \rho^2} \Phi^{(0)} (\rho, \theta) |_{\rho=a} + h(\theta) \frac{\partial}{\partial \rho} \Phi^{(1)} (\rho, \theta) |_{\rho=a} \right] \Phi^{(2)} (\rho, \theta) |_{\rho=a} \right\} + ... = 0. \quad (70)
$$

Since $\varepsilon$ is an arbitrary parameter, the solution of this equation requires that the coefficients multiplying each power of $\varepsilon$ vanish. In this way, we obtain boundary conditions at $\rho = a$ to $\Phi^{(0)}$ and $\Phi^{(n)}$, which are given by:

$$
\Phi^{(0)} (\rho, \theta) |_{\rho=a} = 0, \quad (71)
$$

$$
\Phi^{(n)} (\rho, \theta) |_{\rho=a} = \\
- \sum_{m=1}^{n} \frac{[h(\theta)]^m}{m!} \frac{\partial^m}{\partial \rho^m} \Phi^{(n-m)} (\rho, \theta) |_{\rho=a} \ (n \geq 1). \quad (72)
$$

Far away from the cylinder, the modification on the potential due to the presence of corrugation goes to zero, but the potential still has to describe the field $E_0$. In this way, we also have

$$
\Phi^{(0)} (\rho, \theta) |_{\rho>a} \to -E_0 \rho \cos \theta, \quad (73)
$$

$$
\Phi^{(n)} (\rho, \theta) |_{\rho>a} \to 0. \quad (74)
$$

Under the boundary conditions given by Eqs. (71) and (73), the solution of Eq. (67) is given by Eq. (62). The solution of Eq. (68) can be found by using the method of separation of variables, from which one has

$$
\Phi^{(n)} (\rho, \theta) = \sum_{l=1}^{\infty} (A_l \rho^l + B_l \rho^{-l}) \times \left[ C_l \cos (l \theta) + D_l \sin (l \theta) \right]. \quad (75)
$$
From Eq. (74), one can conclude that $A_l = 0$. Thus, Eq. (75) becomes
\[
\Phi^{(n)}(\rho, \theta) = \sum_{l=1}^{\infty} \rho^{-l} |C_l' \cos(l\theta) + D_l' \sin(l\theta)|,
\]  
(76)
where we made $B_l C_l = C_l'$, and $B_l D_l = D_l'$. Using the boundary condition given by Eq. (72) in Eq. (76), one has
\[
\Phi^{(n)}(\rho, \theta)|_{\rho=a} = \sum_{l=1}^{\infty} a^{-l} |C_l' \cos(l\theta) + D_l' \sin(l\theta)|.
\]  
(77)
Multiplying both sides by $\cos(p\theta)$ or $\sin(p\theta)$, and integrating in $\theta$ from 0 to $2\pi$, one obtains
\[
C_l' = \frac{a^l}{\pi} \int_0^{2\pi} d\theta \cos(l\theta) \Phi^{(n)}(\rho, \theta)|_{\rho=a},
\]  
(78)
\[
D_l' = \frac{a^l}{\pi} \int_0^{2\pi} d\theta \sin(l\theta) \Phi^{(n)}(\rho, \theta)|_{\rho=a}.
\]  
(79)
Using Eqs. (78) and (79) in Eq. (76), one finds
\[
\Phi^{(n)}(\rho, \theta) = -\sum_{m=1}^{\infty} \sum_{l=1}^{\infty} \frac{1}{\pi} \left( \frac{a}{\rho} \right)^l \times \int_0^{2\pi} d\bar{\theta} \cos(l(\bar{\theta} - \theta)) \frac{[h(\bar{\theta})]^m}{m!} \frac{\partial^m}{\partial \rho^m} \Phi^{(n-m)}(\rho, \bar{\theta})|_{\rho=a}.
\]  
(80)
We can write explicitly the perturbative corrections $\Phi^{(n)}$ up to the third order:
\[
\Phi^{(1)}(\rho, \theta) = \sum_{l=1}^{\infty} \frac{2E_0 \rho}{\pi} \left( \frac{a}{\rho} \right)^{l+1} \int_0^{2\pi} d\bar{\theta} \cos(l(\bar{\theta} - \theta)) \cos(\bar{\theta}) \frac{h(\bar{\theta})}{a},
\]  
(81)
\[
\Phi^{(2)}(\rho, \theta) = \sum_{l=1}^{\infty} \frac{E_0 \rho}{\pi} \left( \frac{a}{\rho} \right)^{l+1} \int_0^{2\pi} d\bar{\theta} \cos(l(\bar{\theta} - \theta)) \times \left\{ \frac{2l}{\pi} \int_0^{2\pi} d\bar{\theta} \cos(l(\bar{\theta} - \bar{\theta} - \theta)) \cos(\bar{\theta}) \frac{h(\bar{\theta})}{a^2} - \cos(\bar{\theta}) \frac{h(\bar{\theta})^2}{a^2} \right\},
\]  
(82)
\[
\Phi^{(3)}(\rho, \theta) = \sum_{l=1}^{\infty} \frac{E_0 \rho}{\pi} \left( \frac{a}{\rho} \right)^{l+1} \int_0^{2\pi} d\bar{\theta} \cos(l(\bar{\theta} - \theta)) \times \left\{ \frac{l}{\pi} \int_0^{2\pi} d\bar{\theta} \cos(l(\bar{\theta} - \bar{\theta} - \theta)) \cos(\bar{\theta}) \frac{h(\bar{\theta})}{a^3} - \cos(\bar{\theta}) \frac{h(\bar{\theta})^2}{a^3} \right\} - \frac{l(l+1)}{\pi} \int_0^{2\pi} d\bar{\theta} \cos(l(\bar{\theta} - \bar{\theta} - \theta)) \cos(\bar{\theta}) \frac{h(\bar{\theta})}{a^3} + \cos(\bar{\theta}) \frac{h(\bar{\theta})^3}{a^3} \right\}.
\]  
(83)
In this way, substituting Eqs. (62) and (80) in Eq. (65), with $\varepsilon = 1$, we find the solution for the potential related to the problem of a grounded conducting corrugated cylinder placed in a uniform electric field. Note that, to find Eq. (80), we did not make calculations in Fourier space, which makes this example even more simple than that of a point charge in the presence of a corrugated surface (discussed in Sec. III), becoming a good pedagogical model to introduce this perturbative approach for corrugated surfaces in an electromagnetism course.

In all these terms, one can identify the ratio $|h|/a$ as the perturbative parameter (remembering that we started by considering $\max|h(\theta)|/a \ll 1$), which means that $\Phi^{(1)} \propto |h|/a$, $\Phi^{(2)} \propto (|h|/a)^2$, and $\Phi^{(3)} \propto (|h|/a)^3$. Thus, as the ratio $|h|/a$ decreases, the faster our perturbative solution converges. Besides this, note that, in each one of these perturbative cor-
ections, the ratio \( a/\rho \) controls the convergence of the series on \( l \), which means that as the ratio \( a/\rho \) decreases, the faster these series converge. Lastly, it is important to remark that the solution found here is general, in the sense that \( h(\theta) \) represents a general function. In this way, in the next section we consider some applications of our results.

VIII. CYLINDER WITH A SLIGHT ENHANCEMENT IN ITS RADIUS

We can verify the validity of our calculations by choosing a constant corrugation profile, \( h(\theta) = \delta \), which should yields the solution for a cylinder of radius \( a + \delta \). From Eq. (80), we obtain, for this case, that:

\[
\Phi^{(1)}(\rho, \theta) = 2\delta E_0 \left( \frac{a}{\rho} \right) \cos(\theta), \tag{84}
\]

\[
\Phi^{(2)}(\rho, \theta) = \frac{\delta^2}{\rho} E_0 \cos(\theta), \tag{85}
\]

\[
\Phi^{(4)}(\rho, \theta) = 0 \quad (i \geq 3). \tag{86}
\]

Therefore, Eq. (65) (with \( \varepsilon = 1 \)) can be written as

\[
\Phi(\rho, \theta) = -E_0 \rho \cos(\theta) \left( 1 - \left( \frac{a + \delta}{\rho} \right)^2 \right), \tag{87}
\]

which, as expected, corresponds to the result for a cylinder of radius \( a + \delta \).

IX. SINUSOIDAL CORRUGATED CYLINDER

As another application, let us consider a sinusoidal corrugated cylinder, whose profile is described by

\[
h(\theta) = \frac{\delta}{2} [1 + \cos(\nu \theta)], \tag{88}
\]

where \( \nu \in \mathbb{N} \). Note that, when \( \nu = 0 \), Eq. (88) describes the case of a cylinder with a slight enhancement in its radius.

In this case, we calculate an approximate solution for \( \Phi \) up to first-order in \( h \), which is given by

\[
\Phi(\rho, \theta) \approx \Phi^{(0)}(\rho, \theta) + \Phi^{(1)}(\rho, \theta), \tag{89}
\]

with \( \Phi^{(0)} \) given by Eq. (62). To calculate \( \Phi^{(1)} \), we use Eq. (88) in Eq. (81) and obtain

\[
\Phi^{(1)}(\rho, \theta) = \frac{E_0 \delta}{\pi} \sum_{l=1}^\infty \left( \frac{a}{\rho} \right)^l 
\times \int_0^{2\pi} d\bar{\theta} \cos \left[ l (\bar{\theta} - \theta) \right] \left[ 1 + \cos(\nu \bar{\theta}) \right] \cos(\bar{\theta}). \tag{90}
\]

The above integral is given by

\[
\int_0^{2\pi} d\bar{\theta} \cos \left[ l (\bar{\theta} - \theta) \right] \left[ 1 + \cos(\nu \bar{\theta}) \right] \cos(\bar{\theta})
= \pi \cos(l\theta) \delta_{l1} + \frac{\pi}{2} \cos(l\theta) (\delta_{l,|1-\nu|} + \delta_{l,\nu+1}). \tag{91}
\]

From this, we find that \( \Phi^{(1)} \) is given by

\[
\Phi^{(1)}(\rho, \theta) = \frac{\delta E_0 a}{\rho} \cos(\theta) + \frac{\delta E_0}{2} \left( \frac{a}{\rho} \right)^{\nu+1} \cos((\nu + 1)\theta)
+ \left( \frac{a}{\rho} \right)^{\nu-1} \cos(\nu - 1|\theta| - \delta_{\nu1}) \tag{92}
\]

One can note from this equation that, for \( \nu = 0 \), we recover Eq. (84), as expected. In Fig. 11, we show the behavior of the potential for the case of a non-corrugated cylinder and compare it with the case of a corrugated one. In this figure, one can note that the magnitude of the potential for a corrugated cylinder oscillates close to that calculated for a non-corrugated one. As \( \rho \) increases, we can see that the corrugation effects vanish and the potential becomes similar to the one for the non-corrugated case.

From the obtained approximate solution for the electrostatic potential, we can also calculate the electric field \( E \) for this configuration, and the induced surface charge density on the cylinder [Eq. (50)]. In this way, in Figs. 12 and 13, we show, respectively, the behavior of the electric field lines and the induced surface charge density for this case, and compare them with those related to a non-corrugated cylinder of radius \( a \). In Fig. 12, we can see that, for the considered values of \( a, \nu \) and \( E_0 \), the electric field lines are practically perpendicular to the surface, which shows that, for this case, we have an acceptable approximate solution. Lastly, in Fig. 13, one can note that, due to the oscillatory profile of the sinusoidal surface, the induced surface charge density for this case oscillates around that of a non-corrugated cylinder.

X. FINAL REMARKS

In the present paper, we discussed the introduction, via perturbative approach, of corrugated surfaces in basic electromagnetism problems. We started, in Sec. II, discussing a very common exercise applied in introductory courses, namely to solve the Poisson’s equation for a point charge in the presence of an infinity perfectly conducting planar surface, whose solution is usually obtained by image method. The introduction of corrugations in this model was discussed by means of a detailed pedagogical review of the calculations of Clinton, Esrick and Sacks [6]. As an application of these calculations, we investigated the case of a sinusoidal corrugated surface, and showed how the presence of corrugations affect the behavior of the electric field lines and the induced surface charge density (see Figs. 7 and 8). Moreover, in Sec. VII, we extended this perturbative approach and introduced corrugation in another common problem in electromagnetism courses, namely the neutral infinity grounded conducting cylinder placed in a uniform electric field. As an application of our calculations, we investigated the case of a sinusoidal corrugated cylinder, and showed how the presence of corrugations affect the behavior of the electric field lines and the induced surface charge density (see Figs. 12 and 13). We showed that the problem of a corrugated cylinder does not require calculations in
Fourier space, which makes it even more simple than that of a point charge in the presence of a corrugated surface, becoming a good pedagogical model to introduce this perturbative approach for corrugated surfaces in an electromagnetism course.

Appendix A: Some calculations used in Sec. I

1. Transformation of $G^{(n)}(r_{||}, r'_{||}; z, z')$ to Fourier Space

   From the boundary condition

   \[
   G^{(n)}(r_{||}, r'_{||}; z, z') \Big|_{z=0} = \sum_{m=1}^{n} \frac{[h(r_{||})]^m}{m!} \frac{\partial^m}{\partial z^m} G^{(n-m)}(r_{||}, r'_{||}; z, z') \Big|_{z=0}, \quad (A1)
   \]

   if we write $G^{(n-m)}(r_{||}, r'_{||}; z, z')$ as an inverse Fourier transformation, one can obtain

   \[
   G^{(n)}(r_{||}, r'_{||}; z, z') \Big|_{z=0} = -\sum_{m=1}^{n} \frac{[h(r_{||})]^m}{m!} \int \frac{d^2 \mathbf{k}'}{(2\pi)^2} e^{i\mathbf{k}' \cdot \mathbf{r}_1} \frac{\partial^m}{\partial z^m} G^{(n-m)}(\mathbf{k}', r'_{||}; z, z') \Big|_{z=0}. \quad (A2)
   \]

   By applying a Fourier transformation in Eq. (A2), we obtain

   \[
   G^{(n)}(k, r'_{||}; z, z') \Big|_{z=0} = -\sum_{m=1}^{n} \frac{1}{m!} \int \frac{d^2 \mathbf{k}'}{(2\pi)^2} \times \left( \int d^2 r_{||} [h(r_{||})]^m e^{-i(\mathbf{k} - \mathbf{k}') \cdot \mathbf{r}_1} \right) \times \frac{\partial^m}{\partial z^m} G^{(n-m)}(\mathbf{k}', r'_{||}; z, z') \Big|_{z=0}. \quad (A3)
   \]
In this way, the boundary condition given by Eq. (A2), and \( \nu \) note that the term inside the parenthesis can be written as the corrugation peak of the corrugated cylinder. 

Figure 13. Behavior of the induced surface charge density \( \sigma \), along the plane \( z = 0 \), on a cylinder placed in a uniform electrostatic field \( E_0 = \hat{x} \). In both figures, \( \sigma^{(0)} \) (dashed line) represents the case of a non-corrugated cylinder, whereas \( \sigma^{(0)} + \sigma^{(1)} \) (solid line) represents the case of a sinusoidal corrugated cylinder calculated up to first perturbative order. We consider \( \alpha = 1 \) and \( \delta = 0.1 \), with \( \alpha = 10 \) in (a) and \( \nu = 11 \) in (b). Each tick on the horizontal axis represent a corrugation peak of the corrugated cylinder.

Note that the term inside the parenthesis can be written as

\[
\tilde{h}_m(k - k') = \int d^2 r_{\parallel} e^{-i(k-k')r_{\parallel}} [h(r_{\parallel})]_m.
\] (A4)

In this way, the boundary condition given by Eq. (A1) can be written in the Fourier space as

\[
\tilde{G}^{(n)} (k, r'_{\parallel}; z, z') \big|_{z=0} = -\sum_{m=1}^{n} \frac{1}{m!} \int \frac{d^2 k'}{(2\pi)^2} \tilde{h}_m (k - k') \times \frac{\partial^m}{\partial z^m} \tilde{G}^{(n-m)} (k', r'_{\parallel}; z', z) \big|_{z=0}.
\] (A5)

2. Solution of \( \tilde{G}^{(0)} (k, r'_{\parallel}; z, z') \)

The equation to be solved is

\[
\left( \frac{\partial^2}{\partial z^2} - |k|^2 \right) \tilde{G}^{(0)} (k, r'_{\parallel}; z, z') = -4\pi e^{-ik r'_{\parallel}} \delta (z - z'),
\] (A6)

under the boundary conditions

\[
\tilde{G}^{(0)} (k, r'_{\parallel}; z, z') \big|_{z=0} = 0,
\] (A7)

\[
\tilde{G}^{(0)} (k, r'_{\parallel}; z, z') \big|_{z \to \infty} = 0.
\] (A8)

The solution of Eq. (A6) is described in the regions for \( z < z' \) and \( z > z' \), so that one can obtain

\[
\tilde{G}^{(0)}_<(k, r'_{\parallel}; z, z') = A_\parallel e^{i|k|z} + B_\parallel e^{-i|k|z}, \quad (A9)
\]

\[
\tilde{G}^{(0)}_>(k, r'_{\parallel}; z, z') = A_\parallel e^{i|k|z} + B_\parallel e^{-i|k|z}. \quad (A10)
\]

From the boundary conditions, Eqs. (A8) and (A7), one obtains

\[
\tilde{G}^{(0)}_<(k, r'_{\parallel}; z, z') = A_\parallel e^{i|k|z} - e^{-i|k|z}, \quad (A11)
\]

\[
\tilde{G}^{(0)}_>(k, r'_{\parallel}; z, z') = B_\parallel e^{-i|k|z}. \quad (A12)
\]

Furthermore, by knowing that the Green’s function is continuous in \( z = z' \), we can write

\[
\tilde{G}^{(0)} (k, z=z'; r'_{\parallel}, z') = \tilde{G}^{(0)}_>(k, z=z'; r'_{\parallel}, z'). \quad (A13)
\]

From this we find

\[
B_\parallel = A_\parallel e^{i|k|z'} \left( e^{i|k|z} - e^{-i|k|z'} \right). \quad (A14)
\]

We can also obtain the discontinuity of the Green’s function by integrating Eq. (A6) around \( z = z' \), so that

\[
\int_{z' - \epsilon}^{z' + \epsilon} \left( \frac{d^2}{dz^2} - |k|^2 \right) \tilde{G}^{(0)} (k, r'_{\parallel}; z, z') \, dz = -4\pi e^{-ik r'_{\parallel}} \int_{z' - \epsilon}^{z' + \epsilon} \delta (z - z') \, dz, \quad (A15)
\]

or yet

\[
\frac{d\tilde{G}^{(0)}(z, z')}{dz} \bigg|_{z' + \epsilon} - \frac{d\tilde{G}^{(0)}(z, z')}{dz} \bigg|_{z' - \epsilon} - |k|^2 \int_{z' - \epsilon}^{z' + \epsilon} \tilde{G}^{(0)} (k, r'_{\parallel}; z, z') \, dz = -4\pi e^{-ik r'_{\parallel}}. \quad (A16)
\]

Since the Green’s function is continuous at \( z = z' \), in the limit \( \epsilon \to 0 \), one obtains

\[
\left( \frac{d\tilde{G}^{(0)}(z, z')}{dz} \right)_{z=z'} - \left( \frac{d\tilde{G}^{(0)}(z, z')}{dz} \right)_{z=z'} = -4\pi e^{-ik r'_{\parallel}}. \quad (A17)
\]
Substituting Eqs. (A11) and (A12) in this equation, we obtain

\[ B \geq e^{-|k|z'} + A_{<} \left( e^{|k|z'} + e^{-|k|z'} \right) = \frac{4\pi}{|k|} e^{-ik|z'|}. \quad (A18) \]

From Eqs. (A14) and (A18), one obtains that \( A_{<} \) and \( B \) are given by:

\[ A_{<} = \frac{2\pi}{|k|} e^{-|k|z'} e^{-ik|z'|}, \quad (A19) \]

\[ B_{>} = \frac{2\pi}{|k|} e^{2|k|z'} e^{-ik|z'|}. \quad (A20) \]

Therefore, Eqs. (A11) and (A12) become:

\[ \tilde{G}_{<}^{(0)} \left( \mathbf{k}, \mathbf{r}_||' ; z, z' \right) = \frac{2\pi}{|k|} e^{-ik|z'|} \left[ e^{-|k|(z'-z)} - e^{-|k|(z+z')} \right], \quad (A21) \]

\[ \tilde{G}_{>}^{(0)} \left( \mathbf{k}, \mathbf{r}_||' ; z, z' \right) = \frac{2\pi}{|k|} e^{-ik|z'|} \left[ e^{-|k|(z'-z')} - e^{-|k|(z+z')} \right]. \quad (A22) \]

These two equations can be taken together, so that the solution of \( \tilde{G}_{(0)}^{(0)} \left( \mathbf{k}, \mathbf{r}_||' ; z, z' \right) \) can be written as

\[ \tilde{G}_{(0)}^{(0)} \left( \mathbf{k}, \mathbf{r}_||' ; z, z' \right) = \frac{2\pi}{|k|} e^{-ik|z'|} \left[ e^{-|k|(z'-z)} - e^{-|k|(z+z')} \right]. \quad (A23) \]

3. Solution of \( \tilde{G}_{(n)}^{(n)} \left( \mathbf{k}, \mathbf{r}_||' ; z, z' \right) \)

The equation to be solved is

\[ \left( \frac{\partial^2}{\partial z^2} - |k|^2 \right) \tilde{G}_{(n)}^{(n)} \left( \mathbf{k}, \mathbf{r}_||' ; z', z \right) = 0 \quad (n \geq 1). \quad (A24) \]

under the boundary conditions given by

\[ \tilde{G}_{(n)}^{(n)} \left( \mathbf{k}, \mathbf{r}_||'; z, z' \right) \big|_{z=0} = -\sum_{m=1}^{n} \int \frac{d^2k'}{(2\pi)^2} \frac{\tilde{h}_m (\mathbf{k} - \mathbf{k}')}{m!} \times \frac{\partial^m}{\partial z^m} \tilde{G}_{(n-m)}^{(n-m)} \left( \mathbf{k}', \mathbf{r}_||' ; z, z' \right) \big|_{z=0}. \quad (A25) \]

\[ \tilde{G}_{(n)}^{(n)} \left( \mathbf{k}, \mathbf{r}_||' ; z', z \right) \big|_{z \to \infty} = 0. \quad (A26) \]

The solution of Eq. (A24) is given by

\[ \tilde{G}_{(n)}^{(n)} \left( \mathbf{k}, \mathbf{r}_||' ; z', z \right) = A e^{-|k|z} + B e^{|k|z}. \quad (A27) \]

From Eq. (A26), one obtains

\[ \tilde{G}_{(n)}^{(n)} \left( \mathbf{k}, \mathbf{r}_||' ; z', z \right) = A e^{-|k|z}. \quad (A28) \]

Besides this, from Eq. (A25), one obtains

\[ A = -\sum_{m=1}^{n} \int \frac{d^2k'}{(2\pi)^2} \frac{\tilde{h}_m (\mathbf{k} - \mathbf{k}')}{m!} \times \frac{\partial^m}{\partial z^m} \tilde{G}_{(n-m)}^{(n-m)} \left( \mathbf{k}', \mathbf{r}_||' ; z, z' \right) \big|_{z=0}. \quad (A29) \]

Therefore, the solution of \( \tilde{G}_{(n)}^{(n)} \left( \mathbf{k}, \mathbf{r}_||' ; z, z' \right) \) can be written as

\[ \tilde{G}_{(n)}^{(n)} \left( \mathbf{k}, \mathbf{r}_||' ; z', z \right) = -e^{-|k|z} \sum_{m=1}^{n} \int \frac{d^2k'}{(2\pi)^2} \frac{\tilde{h}_m (\mathbf{k} - \mathbf{k}')}{m!} \times \frac{\partial^m}{\partial z^m} \tilde{G}_{(n-m)}^{(n-m)} \left( \mathbf{k}', \mathbf{r}_||' ; z, z' \right) \big|_{z=0}. \quad (A30) \]
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