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Abstract—We consider online coordinated precoding design for downlink wireless network virtualization (WNV) in a multi-cell multiple-input multiple-output (MIMO) network with imperfect channel state information (CSI). In our WNV framework, an infrastructure provider (InP) owns each base station that is shared by several service providers (SPs) oblivious of each other. The SPs design their precoders as virtualization demands for user services, while the InP designs the actual precoding solution to meet the service demands from the SPs. Our aim is to minimize the long-term time-averaged expected precoding deviation over MIMO fading channels, subject to both per-cell long-term and short-term transmit power limits. We propose an online coordinated precoding algorithm for virtualization, which provides a fully distributed semi-closed-form precoding solution at each cell, based only on the current imperfect CSI without any CSI exchange across cells. Taking into account the two-fold impact of imperfect CSI on both the InP and the SPs, we show that our proposed algorithm is within an $O(\delta)$ gap from the optimum over any time horizon, where $\delta$ is a CSI inaccuracy indicator. Simulation results validate the performance of our proposed algorithm under two commonly used precoding techniques in a typical urban micro-cell network environment.

Index Terms—Wireless network virtualization, massive MIMO, imperfect CSI, coordinated precoding, Lyapunov optimization, distributed algorithm.

I. INTRODUCTION

Wireless network virtualization (WNV) aims at sharing a common network infrastructure among multiple virtual networks to reduce the capital and operational expenses of wireless networks [2]. In WNV, the infrastructure provider (InP) virtualizes the physical wireless infrastructure and radio resource into virtual slices, while the service providers (SPs) lease these virtual slices and serve their subscribing users under their respective management and requirements [3]. Different from wired network virtualization, WNV concerns the sharing of both the wireless hardware and the radio spectrum. The random nature of the wireless medium brings new challenges to guarantee the isolation of virtual networks [4].

In this work, we focus on downlink WNV in a multi-cell multiple-input multiple-output (MIMO) system, where multiple InP-owned base stations (BSs), each with multiple antennas, are shared by multiple SPs to serve their subscribing users. Most prior studies on MIMO WNV considered strict physical isolation, where the InP allocates exclusive subsets of antennas or orthogonal sub-channels to each SP [5]-[12]. This physical isolation approach is inherited from wired network virtualization [13]. It does not take full advantage of spatial spectrum sharing enabled by MIMO precoding. In contrast, in [14], a spatial isolation approach was proposed for a single-cell MIMO system, where the SPs share all antennas and spectrum resource simultaneously. The SPs design their respective virtual precoding matrices as virtualization demands, based on their users’ local channel states and service needs. Since the SPs are oblivious of each other, direct implementation of their requested precoding matrices would induce an unacceptable amount of interference to each other. Instead, the InP designs the actual downlink precoding to mitigate the inter-SP interference while satisfying the SPs’ virtualization demands. It has been demonstrated in [14] that, with an optimally designed InP precoding matrix, such a spatial isolation approach substantially outperforms the physical isolation approach. Adopting the same virtualization approach, in this work, we consider WNV in a multi-cell MIMO system.

All of the above works on MIMO WNV have focused on per-slot design optimization problems, subject to a per-slot transmit power constraint. Besides this short-term power limit, the long-term average transmit power is an important indicator of energy usage [15]. Under the long-term power limit, the virtualization design becomes a stochastic optimization problem, depending on the underlying channel state variation over time. In this work, we consider the online optimization of MIMO WNV under both short-term and long-term power constraints. Our objective is to design optimal global downlink precoding at the InP to serve all users simultaneously, given the set of local virtualization demands from SPs based on their users’ service needs. Note that although the SPs are oblivious of each other when providing their virtualization demands, the InP needs to handle both inter-SP and intercell interference while trying to meet each SP’s virtualization demand. Thus, the optimization criterion is the long-term time-averaged deviation between the SPs’ virtualization demands and the actual received signals at their users.

In a traditional non-virtualized multi-cell network, coordinated precoding across the BSs has been widely adopted as a key technique to mitigate inter-cell interference [16]-
It provides significant performance improvement over non-coordinated networks. Furthermore, coordinated precoding only requires precoding coordination without the need to share transmit data across cells or stringent synchronization among cells. In this work, we use coordinated precoding at the InP to mitigate inter-cell interference. Multi-cell coordinated precoding has been extensively studied in the literature for non-virtualized networks and has been mainly considered as a deterministic problem for per-slot optimization with short-term constraints. New challenges arise for online multi-cell coordinated MIMO WNV. Specifically, since the SPs are oblivious of each other, it is not effective for each SP to manage inter-cell interference on its own. Therefore, we consider the scenario where each SP only has the channel state information (CSI) of its subscribing users in each cell (i.e., those users in a virtual cell), without access to the CSI of other SPs’ users within the cell or users in the other cells. As a result, their virtual precoding demands sent to the InP do not consider either inter-SP or inter-cell interference. Thus, the InP must intelligently design the online precoder to manage the interference among different SPs and cells while trying to meet the SPs’ virtual precoding demands in the long run. This online virtualized coordinated precoding design problem is more challenging than the traditional one in the non-virtualized scenario.

Besides the challenges mentioned above, in practical wireless systems, there are unavoidable CSI errors introduced by channel estimation, quantization, and imperfect feedback, especially for MIMO fading channels. These errors may cause significant precoding performance degradation. Thus, it is important to account for such CSI errors in our online virtualization design and analyze the impact of CSI errors on the virtualization performance. Some existing MIMO WNV solutions can accommodate imperfect CSI \([6], [8], [9], [14]\). However, these works do not allow the SPs to provide their virtualization demands based on the available CSI adaptively. Therefore, the impact of imperfect CSI is only on the InP’s virtualization strategy. In contrast, in our problem, as both the InP and the SPs rely on the CSI to design their respective actual precoder and virtual demands, the CSI error affects the design accuracy at both sides, resulting in a two-fold impact on the final virtualization design performance.

In this paper, we present an online design of downlink MIMO WNV over MIMO fading channels in the presence of imperfect CSI. To facilitate the modeling, formulation, and analysis, we first focus on the single-cell case and then extend our study to the multi-cell scenario. The main contributions of this paper are summarized below:

- We use the spatial isolation approach to formulate the downlink multi-cell MIMO WNV as an online coordinated precoding problem for efficient spatial and spectrum resource sharing, subject to both short-term and long-term transmit power constraints at each cell. Each SP locally designs its precoder in a cell based on the imperfect local CSI without the knowledge of other SPs’ users in this cell or users in other cells. The InP designs the global precoder based on the imperfect global CSI. The objective is to minimize the long-term time-averaged expected deviation between the received signals from the InP’s actual precoder and the SPs’ virtualization demands, which implicitly mitigates both inter-SP and inter-cell interference.
- Assuming MIMO fading channel with a bounded CSI error, we propose an online multi-cell coordinated MIMO WNV algorithm, where we develop new techniques to extend the standard Lyapunov optimization to handle imperfect CSI. Our proposed algorithm provides downlink precoding based only on the current imperfect CSI. Furthermore, our online precoding solution is fully distributed and in semi-closed form, which can be implemented at each cell without any CSI exchange across cells.
- We provide in-depth performance analysis of our proposed algorithm. We show that, over any given time horizon, our proposed algorithm using only the current imperfect CSI can achieve a performance arbitrarily close to an \(O(\delta)\) gap to the optimal performance under perfect CSI, where \(\delta\) is a normalized measure of CSI error. Our performance analysis takes into account the effect of imperfect CSI on both the InP and the SPs. To the best of our knowledge, this is the first work to analyze such two-fold impact of imperfect CSI on the design performance.
- Our simulation study under typical urban micro-cell Long-Term Evolution (LTE) network settings demonstrates that the proposed algorithm has a fast convergence rate and is robust to imperfect CSI. We further demonstrate the performance advantage of our proposed spatial virtualization approach over the traditional physical isolation approach.

The rest of the paper is organized as follows. In Section II, we present the related work. Section III describes the single-cell system model and problem formulation. In Section IV, we present our online algorithm and precoding solution for the single-cell case. Performance bounds are provided in Section V. In Section VI, we extend the virtualization model and problem to the multi-cell case, present the proposed online algorithm, and provide performance analysis. Simulation results are presented in Section VII, followed by concluding remarks in Section VIII.

Notations: The transpose, complex conjugate, Hermitian transpose, inverse, Euclidean norm, Frobenius norm, trace, and the \((i,j)\) element of a matrix \(A\) are denoted by \(A^T\), \(A^*\), \(A^H\), \(A^{-1}\), \(\|A\|_2\), \(\|A\|_F\), \(\text{Tr}(A)\), and \([A]_{i,j}\), respectively. A positive definite matrix is denoted as \(A > 0\). The notation blkdiag\(\{A_1, \ldots, A_n\}\) denotes a block diagonal matrix with diagonal elements being matrices \(A_1, \ldots, A_n\). \(\mathbf{I}\) denotes an identity matrix, \(\mathbb{E}\{\cdot\}\) denotes expectation, and \(\mathbb{R}\{\cdot\}\) denotes the real part of the enclosed parameter. For \(g\) being an \(n \times 1\) vector, \(g \sim \mathcal{CN}(0, \sigma^2I)\) means that \(g\) is a circular complex Gaussian random vector with mean 0 and variance \(\sigma^2I\).

II. RELATED WORK

Among existing works on MIMO WNV that enforce strict physical isolation, \([5]\) and \([6]\) studied the problems of throughput maximization and energy minimization, respectively. Both considered the orthogonal frequency division multiple access system with massive MIMO. A two-level hierarchical auction
architecture was proposed in [7] to allocate exclusive subcarriers among the SPs. The uplink resource allocation problems were investigated in [8] and [9], combining MIMO WNV with the cloud radio networks and non-orthogonal multiple access techniques, respectively. Antenna allocation through pricing was studied in [10] for virtualized massive MIMO systems. Learning based auction mechanism was proposed in [11] to allocate subchannels among users for revenue maximization at the InP. The allocation of orthogonal resource blocks to SPs was proposed through a cross-layer optimization approach [12]. The spatial isolation approach was first proposed in [14], where virtualization is achieved by MIMO precoding design. It has been demonstrated that this approach substantially outperforms the strict physical isolation approach. All the above works on MIMO WNV focus on per-slot problems in single-cell systems. For multi-cell systems, a per-slot coordinated precoding design for MIMO WNV with perfect CSI was proposed in [25] under a short-term transmit power constraint. Other design objectives for multi-cell WNV were also considered, such as resource allocation, pricing, or auction [26]-[30]. However, these works do not utilize MIMO antennas in WNV and therefore are not directly comparable with our work.

Various online transmission and resource allocation problems in non-virtualized wireless systems have been studied in [31]-[35]. The general Lyapunov optimization technique [36] was applied to develop the online schemes in [31]-[33]. Online power control for wireless transmission with energy harvesting and storage was studied for point-to-point transmission [31] and two-hop relaying [32]. Dynamic precoding design for point-to-point MIMO systems was studied in [33], by extending standard Lyapunov optimization to deal with imperfect CSI. Online convex optimization technique [37] was applied for MIMO uplink precoding design in [34] and [35]. Recently, the Lyapunov optimization technique and online convex optimization technique were used to design online downlink precoding for MIMO WNV with perfect CSI [38] and delayed CSI [39], respectively. Neither of their CSI models apply to the present work, and furthermore they are still limited to single-cell systems.

In this work, we study online coordinated multi-cell WNV over MIMO fading channels with imperfect CSI. The work in [33] is the most related to our problem. However, our MIMO virtualization problem is more challenging with several key differences: 1) we design MIMO precoding for virtualization, which features a virtualization demand and response mechanism between the InP and the SPs; 2) the SPs are oblivious of each other but share antennas and spectrum resource provided by the InP; 3) both the InP and the SPs design either actual precoding or virtual demands based on imperfect CSI; 4) our online coordinated precoding is for virtualization in multi-cell systems, where we need to consider inter-cell interference and per-cell transmit power limit. These unique features for virtualization bring new challenges to the design of online algorithm and the performance analysis, which were not considered in [33]. In particular, imperfect CSI has a two-fold impact on both the InP and the SPs for their respective precoding designs. New techniques need to be developed to bound the virtualization performance measured by the difference between the SPs’ virtualization demands and the InP’s actual precoding outcome. Furthermore, the online algorithm and performance analysis in [33] are confined to point-to-point MIMO systems, while we consider a general multi-cell network.

In traditional non-virtualized cellular networks, multi-cell coordinated precoding has been widely considered to mitigate inter-cell interference for significant performance improvement for traditional multi-antenna systems [16]-[21] and for massive MIMO systems [22]-[24]. All of these existing works study coordinated precoding design as deterministic optimization problems with given CSI in the current time slot and per-slot maximum transmit power limit. Coordinated precoding problems were studied for various design objectives, such as weighted sum transmit power minimization [16] and weighted sum-rate maximization [17]. Multi-cell coordinated precoding was also investigated for energy harvesting systems [18] and heterogeneous networks [19]. Practical imperfection for multi-cell coordinated precoding, such as imperfect or partial CSI, were investigated in [20], [21]. However, all these works focus on per-slot coordinated precoding design using deterministic optimization approaches for non-virtualized networks and are not directly comparable to our work. For further summary of recent works on multi-cell coordinated precoding, we refer interested readers to [42]. To the best of our knowledge, our work is the first to study online coordinated precoding design for virtualization over fading channels with both per-slot and long-term transmit power constraints, while accommodating imperfect CSI.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. SYSTEM MODEL

We consider a virtualized MIMO cellular network formed by one InP and $M$ SPs. In each cell, the InP owns the BS and performs virtualization for data transmission. The SPs are oblivious of each other and serve their subscribing users. Other functional structures of the network, including the core network and computational resource, are assumed to be already virtualized.

We first consider the network virtualization design in a single-cell MIMO system. The virtualization model and problem formulation will be extended to the multi-cell case in Section VI. Consider downlink transmissions in a virtualized cell, where the InP-owned BS is equipped with $N$ antennas. The $M$ SPs share the antennas at the BS and the spectrum resource provided by the InP. Each SP $m$ serves $K_m$ users. The total number of users in the cell is $K = \sum_{m \in \mathcal{M}} K_m$. We denote the following set of indexes $\mathcal{N} = \{1, \ldots, N\}$, $\mathcal{M} = \{1, \ldots, M\}$, $K_m = \{1, \ldots, K_m\}$, and $K = \{1, \ldots, K\}$.

We consider a time-slotted system with each time slot indexed by $t \in \{0, 1, \ldots, T-1\}$. Let $\mathbf{H}_m(t) \in \mathbb{C}^{K_m \times N}$ denote the channel state between the BS and $K_m$ users served by SP $m$ at time $t$. Let $\mathbf{H}(t) = [\mathbf{H}^H(t), \ldots, \mathbf{H}_M^H(t)]^H \in \mathbb{C}^{K \times N}$ denote the channel state between the BS and all $K$ users at time $t$. We assume a block fading channel model, where the sequence of channel state $\{\mathbf{H}(t)\}$ over time $t$ is independent
and identically distributed (i.i.d.). The distribution of $\mathbf{H}(t)$ can be arbitrary and is unknown at the BS. We assume that the channel gain is bounded by constant $B \geq 0$ at any time $t$, i.e.,

$$\|\mathbf{H}(t)\|_F \leq B, \quad \forall t.$$  \hfill (1)

We adopt the spatial virtualization approach first proposed in [14], which is illustrated in Fig. 1. In the idealized case when the perfect CSI is available at each time $t$, the InP shares with SP $m$ the channel state $\mathbf{H}_m(t)$ between the BS and its $K_m$ users and allocates virtual transmission power $P_m$ to the SP. Based on $\mathbf{H}_m(t)$, each SP $m$ designs its precoding matrix $\mathbf{W}_m(t) \in \mathbb{C}^{N \times K_m}$, subject to the transmission power limit $\|\mathbf{W}_m(t)\|_F^2 \leq P_m$. The design of $\mathbf{W}_m(t)$ is solely based on the service needs of SP $m$’s users, without considering the existence of the other SPs sharing the same BS antennas and spectrum resource. Each SP $m$ then sends $\mathbf{W}_m(t)$ as its virtual precoding demand to the InP. For SP $m$, the desired received signal vector (noiseless) $\tilde{\mathbf{y}}_m$ (at $K_m$ users) is given by

$$\tilde{\mathbf{y}}_m(t) = \mathbf{H}_m(t)\mathbf{W}_m(t)\mathbf{x}_m(t)$$

where $\mathbf{x}_m(t)$ is the symbol vector to $K_m$ users. Define the desired received signal vector at all K users in the network as $\tilde{\mathbf{y}}(t) \triangleq [\tilde{\mathbf{y}}_1^H(t), \ldots, \tilde{\mathbf{y}}_{K_m}^H(t)]^H$, we have $\tilde{\mathbf{y}}(t) = \mathbf{D}(t)\mathbf{x}(t)$, where $\mathbf{D}(t) \triangleq \text{blkdiag}\{\mathbf{H}_1(t), \mathbf{W}_1(t), \ldots, \mathbf{H}_M(t), \mathbf{W}_M(t)\} \in \mathbb{C}^{K \times K}$ is the virtualization demand from all SPs, and $\mathbf{x}(t) \triangleq [\mathbf{x}_1(t), \ldots, \mathbf{x}_{K_m}(t)]^H$ contains the symbols to all $K$ users, which are assumed to have unit power and be independent to each other, i.e., $\mathbb{E}\{\mathbf{x}(t)\mathbf{x}^H(t)\} = \mathbf{I}$, $\forall t$.

At each time $t$, the InP designs the actual precoding matrix $\mathbf{V}(t) \triangleq [\mathbf{V}_1(t), \ldots, \mathbf{V}_M(t)] \in \mathbb{C}^{N \times K}$, where $\mathbf{V}_m(t) \in \mathbb{C}^{N \times K_m}$ is the actual precoding matrix for SP $m$. The actual received signal vector (noisessl) $\mathbf{y}_m(t)$ at SP $m$’s $K_m$ users is given by

$$\mathbf{y}_m(t) = \mathbf{H}_m(t)\mathbf{V}_m(t)\mathbf{x}_m(t) + \sum_{i \in \mathcal{M}, i \neq m} \mathbf{H}_m\mathbf{V}_i\mathbf{x}_i(t),$$

where the second term is the inter-SP interference from the other SPs to SP $m$’s users. The actual received signal vector at all $K$ users is given by $\mathbf{y}(t) = [\mathbf{y}_1^H(t), \ldots, \mathbf{y}_{K_m}^H(t)]^H = \mathbf{H}(t)\mathbf{V}(t)\mathbf{x}(t)$.

B. Problem Formulation

For downlink MIMO WNV, the InP designs precoding matrix $\mathbf{V}(t)$ to perform MIMO virtualization. Note that while each SP $m$ designs its virtual precoding matrix $\mathbf{W}_m(t)$ without considering the inter-SP interference, the InP designs the actual precoding matrix $\mathbf{V}(t)$ to mitigate the inter-SP interference, in order to meet the virtualization demand $\mathbf{D}(t)$ of all SPs.

With the InP’s actual precoding matrix $\mathbf{V}(t)$ and each SP $m$’s virtual precoding matrix $\mathbf{W}_m(t)$, the expected deviation of the actual received signal vector at all $K$ users from the desired one is $\mathbb{E}\{\|\mathbf{y}(t) - \tilde{\mathbf{y}}(t)\|_2^2\} = \mathbb{E}\{\|\mathbf{H}(t)\mathbf{V}(t) - \mathbf{D}(t)\|_F^2\}$. Note that using the expected deviation between $\mathbf{y}(t)$ and $\tilde{\mathbf{y}}(t)$ as a performance metric is a natural way to measure how well the SPs’ service demands are fulfilled by the InP via its precoding design to achieve service isolation. It reflects the unique demand-response virtualization mechanism between the SPs and InP.

The goal at the InP is to optimize MIMO precoding to minimize the long-term time-averaged expected precoding deviation from the virtualization demands, subject to both long-term and short-term transmit power constraints. The optimization problem is formulated as follows:

$$\textbf{P1 :} \quad \min_{\{\mathbf{V}(t)\}} \quad \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{\|\mathbf{H}(t)\mathbf{V}(t) - \mathbf{D}(t)\|_F^2\}$$

s.t. $\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{\|\mathbf{V}(t)\|_F^2\} \leq \bar{P}$, \hfill (2)

$$\|\mathbf{V}(t)\|_F^2 \leq P_{\text{max}} \quad \forall t$$ \hfill (3)

where $\bar{P}$ is the long-term average transmit power limit, and $P_{\text{max}}$ is the per-slot maximum transmit power limit at the BS. Both power limits are set by the InP, and we assume $\bar{P} \leq P_{\text{max}}$.\footnote{Note that the sum of virtual transmit power that the InP allocates to each SP $\sum_{m \in \mathcal{M}} P_m$ is not necessarily equal to the maximum power limit $P_{\text{max}}$ at the BS for the actual transmissions. For the optimization of the virtual transmit power allocation at the InP, we refer interested readers to [25].}

Since channel state $\mathbf{H}(t)$ is random, $\textbf{P1}$ is a stochastic optimization problem. The problem is challenging to solve, especially when the distribution of $\mathbf{H}(t)$ is unknown, especially in massive MIMO systems with a large number of antennas and users. In addition, the instantaneous channel state cannot be obtained accurately in practical systems. Typically, the InP only has an inaccurate estimate of the channel state $\hat{\mathbf{H}}(t)$ at each time $t$. With a given channel estimation quality, we assume the normalized CSI inaccuracy is bounded by a constant $\delta \geq 0$ at any time $t$, given by

$$\frac{\|\hat{\mathbf{H}}_m(t)\|_F}{\|\mathbf{H}_m(t)\|_F} \leq \delta, \quad \forall m \in \mathcal{M}, \quad \forall t$$ \hfill (4)

where $\hat{\mathbf{H}}_m(t) \triangleq \mathbf{H}_m(t) - \hat{\mathbf{H}}_m(t)$ is the channel estimation error, with $\hat{\mathbf{H}}_m(t)$ being the estimated channel state of SP $m$’s users. By (1) and (4), the estimated channel gain is bounded by

$$\|\hat{\mathbf{H}}(t)\|_F \leq \|\mathbf{H}(t)\|_F + \|\hat{\mathbf{H}}(t)\|_F \leq B(1 + \delta), \quad \forall t.$$ \hfill (5)

Using the estimated channel state $\hat{\mathbf{H}}_m(t)$ shared by the InP at time $t$, each SP $m$ designs its virtual precoding matrix,
denoted by $W_m(t)$. As a result, the InP receives virtualization demand $D(t) \triangleq \text{blkdiag}\{H_1(t)W_1(t), \ldots, H_M(t)W_M(t)\}$ from the SPs based on the imperfect CSI. Using $H(t)$ and $D(t)$, the InP then designs the actual precoding matrix, denoted by $V(t)$.

Our goal is to develop an online MIMO WNV algorithm based on $H(t)$ and $D(t)$ to find a precoding solution $\{V(t)\}$ to $P_1$ under the unknown channel distribution of $H(t)$.

IV. ONLINE SINGLE-CELL MIMO WNV ALGORITHM

In this section, we present a new online precoding algorithm for MIMO WNV that is developed based on the Lyapunov optimization technique. Note that the standard Lyapunov optimization relies on accurate system state [36], which is not applicable to our problem. Instead, we develop new techniques to accommodate imperfect CSI in designing the online algorithm at both the InP and the SPs.

A. Online Optimization Formulation

To design an online algorithm for solving $P_1$, we introduce a virtual queue $Z(t)$ for the long-term average transmit power constraint (2) with the updating rule given by

$$Z(t + 1) = \max\{Z(t) + \|\hat{V}(t)\|_F^2 - \bar{P}, 0\}. \tag{6}$$

Note that $Z(t)$ represents the time-averaged transmit power up to time $t$ that exceeds $\bar{P}$. This virtual queue is used to control the average power to meet the long-term power constraint (2).

Define $L(t) \triangleq \frac{1}{2}Z^2(t)$ as the quadratic Lyapunov function and $\Delta(t) \triangleq L(t+1) - L(t)$ as the corresponding one-slot Lyapunov drift at time $t$. By the theory of Lyapunov optimization, $P_1$ can be converted to minimizing the objective function while stabilizing the virtual queue in (6), which can be further converted to minimizing a drift-plus-penalty (DPP) metric [36]. The DPP metric is defined as $\mathbb{E}\{\Delta(t)\} + U\mathbb{E}\{\hat{p}(t)\}Z(t)$, where $\hat{p}(t) \triangleq \|H(t)V(t) - D(t)\|_F^2$ is the penalty cost representing the precoding deviation from the virtualization demands based on imperfect CSI, and $U > 0$ is the relative weight. The DPP metric is a weighted sum of the expected Lyapunov drift $\Delta(t)$ and the precoding deviation $\hat{p}(t)$ under the current estimated channel state $H(t)$, conditioned on the current virtual queue $Z(t)$. Minimizing the DPP metric directly is still difficult due to the dynamics involved in the Lyapunov drift $\Delta(t)$. Instead, we first provide an upper bound for the DPP metric in the following lemma.

Lemma 1. At each time $t$, for any precoding design of $\hat{V}(t)$, the DPP metric has the following upper bound for all $Z(t)$ and $U > 0$

$$\mathbb{E}\{\Delta(t)\} + U\mathbb{E}\{\hat{p}(t)\}Z(t) \leq S + U\mathbb{E}\{\hat{p}(t)\}Z(t) + Z(t)\mathbb{E}\{\|\hat{V}(t)\|_F^2 - \bar{P}\}Z(t) \tag{7}$$

where $S \triangleq \frac{1}{2}\max\{(P_{\max} - \bar{P})^2, \bar{P}^2\}$.

Proof: From the virtual queue dynamics in (6), we have

$$\Delta(t) = \frac{1}{2}\left(\max\{Z(t) + \|\hat{V}(t)\|_F^2 - \bar{P}, 0\}\right)^2 - Z^2(t) \leq \frac{1}{2}\left(\max\{Z(t) + \|\hat{V}(t)\|_F^2 - \bar{P}, 0\}\right)^2 - Z^2(t) \leq \frac{1}{2}\left(Z(t) + \|\hat{V}(t)\|_F^2 - \bar{P}\right)^2 - Z^2(t)$$

Algorithm 1 Outline of Online MIMO WNV Algorithm

1: Set $U > 0$ and $Z(0) = 0$.
2: At each time $t$, obtain $H(t)$ and $Z(t)$.
3: Solve $P_2$ for $V^\ast(t)$ (see Section IV-B).
4: Update $Z(t + 1) = \max\{Z(t) + \|\hat{V}(t)\|_F^2 - \bar{P}, 0\}$.

By the short-term transmit power constraint in (3), we have

$$\left(\|\hat{V}(t)\|_F^2 - \bar{P}\right)^2 \leq \max\{(P_{\max} - \bar{P})^2, \bar{P}^2\}. \tag{9}$$

Taking the conditional expectation at both sides of (8) for given $Z(t)$ and considering (9), we have the upper bound of the per-slot conditional expected Lyapunov drift $\Delta(t)$ given by

$$\mathbb{E}\{\Delta(t|Z(t))\} \leq S + \mathbb{E}\{Z(t)\}\mathbb{E}\{\|\hat{V}(t)\|_F^2 - \bar{P}\}Z(t) \tag{10}$$

Adding $U\mathbb{E}\{\hat{p}(t)\}Z(t)$ on both sides of (10), we have (7). Using Lemma 1, instead of directly minimizing the DPP metric, we minimize its upper bound in (7), which is no longer a function of $\Delta(t)$. Specifically, given $H(t)$ at time $t$, we consider the per-slot version of the upper bound in (7) as the optimization objective by removing the conditional expectation. By removing the constant terms, the resulting per-slot optimization problem is given by

$$P_2 : \min_{V(t)} U\mathbb{E}\{\|H(t)V(t) - D(t)\|_F^2 + Z(t)\} \tag{11}$$

s.t. $\|\hat{V}(t)\|_F^2 \leq P_{\max}$.

Note that $P_2$ is a per-slot precoding optimization problem under the current estimated channel state $H(t)$ and the virtual queue $Z(t)$, subject to the per-slot maximum transmit power constraint (11). Compared with the original $P_1$, we change the long-term time-averaged expected objective to the per-slot version of DPP metric in $P_2$, where the long-term average transmit power constraint (2) is converted into maintaining the queue stability in $Z(t)$ as part of the DPP metric. Next, we solve $P_2$ to obtain the optimal precoding matrix $V^\ast(t)$ for $P_2$ at each time $t$, and then update the virtual queue $Z(t)$ according to its queue dynamics in (6). An outline of the proposed online algorithm is given in Algorithm 1.

B. Online Precoding Solution to $P_2$

Now we present a semi-closed-form solution to $P_2$. Without causing any ambiguity, for notation simplicity, we omit the time index $t$ in solving $P_2$. Note that $P_2$ is essentially a constrained regularized least square problem. Since $P_2$ is a convex optimization problem satisfying Slater’s condition, the strong duality holds. We solve $P_2$ using the Karush-Kuhn-Tucker (KKT) conditions [43]. The Lagrangian for $P_2$ is given by

$$L(V, \lambda) = U\mathbb{E}\{\|H^HV - D\|_F^2 + Z\|\hat{V}\|_F^2 + \lambda\|\hat{V}\|_F^2 - P_{\max}\}$$

$$= U(\text{tr}\{H^HV\hat{V}\} + \text{tr}\{D^HD\} - \text{tr}\{H^H\hat{V}\hat{D}^H\} - \text{tr}\{H^H\hat{V}D\}) + (Z + \lambda)\text{tr}\{\hat{V}\hat{H}^H\} - \lambda P_{\max}$$
where $\lambda$ is the Lagrange multiplier associated with the maximum power constraint (11). The gradient of $L(\hat{V}, \lambda)$ w.r.t. $\hat{V}^*$ is given by
\[
\nabla_{\hat{V}} L(\hat{V}, \lambda) = U(\hat{H}^H \hat{H} \hat{V} - \hat{H}^H \hat{D}) + (Z + \lambda) \hat{V}
\]
where the following fact is used: $\nabla_{\hat{V}}: \text{tr}(A^H) = A$ and $\nabla_{\hat{V}}: \text{tr}(AB) = 0$ [44]. The optimal solution to P2 can be obtained by solving the KKT conditions, given by
\[
\left(\hat{H}^H \hat{H} + \frac{Z + \lambda^*}{U - I}\right) \hat{V}^* = \hat{H}^H \hat{D},
\]
\[
\|\hat{V}^*\|_F^2 - P_{\text{max}} \leq 0,
\]
\[
\lambda^* \geq 0,
\]
\[
\lambda^* (\|\hat{V}^*\|_F^2 - P_{\text{max}}) = 0
\]
where (13) is obtained by setting $\nabla_{\hat{V}} L(\hat{V}, \lambda)$ in (12) to 0. Note that, by (6), the virtual queue is nonnegative, i.e., $Z \geq 0$. Thus, we derive the optimal solution in the following two cases.

1) $Z + \lambda^* > 0$: From (13) and $\hat{H}^H \hat{H} + \frac{Z + \lambda^*}{U - I} > 0$, we have
\[
\hat{V}^* = \left(\hat{H}^H \hat{H} + \frac{Z + \lambda^*}{U - I}\right)^{-1} \hat{H}^H \hat{D}.
\]
Depending on $Z$, we determine $\lambda^*$ in (17) in two subcases: 1.i) If $Z > 0$: By (14) and (16), we conclude that if $\|\left(\hat{H}^H \hat{H} + \frac{Z + \lambda^*}{U - I}\right)^{-1} \hat{H}^H \hat{D}\|_F^2 \leq P_{\text{max}}$, then $\lambda^* = 0$; Otherwise, we have $\lambda^* > 0$ such that $\|\left(\hat{H}^H \hat{H} + \frac{Z + \lambda^*}{U - I}\right)^{-1} \hat{H}^H \hat{D}\|_F^2 = P_{\text{max}}$. 1.ii) If $Z = 0$: In this case, $\lambda^* > 0$. By (16), the value of $\lambda^*$ satisfies $\|\left(\hat{H}^H \hat{H} + \frac{\lambda^*}{U - I}\right)^{-1} \hat{H}^H \hat{D}\|_F^2 = P_{\text{max}}$.

2) $Z = \lambda^* = 0$: From (13), the optimal solution must satisfy
\[
\hat{H}^H \hat{H} \hat{V}^* = \hat{H}^H \hat{D}.
\]
We analyze (18) in two subcases: 2.i) If $K < N$: $\hat{H}^H \hat{H} \in \mathbb{C}^{K \times N}$ is a rank-deficient matrix, and thus there are infinitely many solutions to $\hat{V}^*$. We choose $\hat{V}^*$ that minimizes $\|\hat{V}^*\|_F^2$ subject to (18). This problem is an under-determined least square problem with a closed-form solution:
\[
\hat{V}^* = \hat{H}^H \left(\hat{H}^H \hat{H}\right)^{-1} \hat{D}.
\]
Substitute the above expression of $\hat{V}^*$ into the power constraint in (14). If $\|\hat{H}^H \hat{H} \|_F^{-2} \leq P_{\text{max}}$, then $\hat{V}^*$ in (19) is the optimal solution. Otherwise, see the discussion in the next paragraph. 2.ii) If $K \geq N$: $\hat{H}^H \hat{H} \in \mathbb{C}^{N \times N}$ is full rank, and we have a unique solution:
\[
\hat{V}^* = \left(\hat{H}^H \hat{H}\right)^{-1} \hat{H}^H \hat{D}.
\]

V. PERFORMANCE BOUNDS FOR SINGLE-CELL CASE

Different from existing MIMO precoding designs for non-virtualized networks such as in [27], for the MIMO WVN design, the impact of imperfect CSI on the system is twofold at both the InP and the SPs. This brings some unique challenges in analyzing the performance of the proposed online algorithm. In this section, we develop new techniques to derive the performance bounds for our online algorithm.

First, recall that the virtual queue $Z(t)$ indicates the time-averaged transmit power up to time $t$ that exceeds $\hat{P}$. We show in the following lemma that by Algorithm 1, $Z(t)$ is upper bounded at each time $t$. This upper bound will be used later to derive the accumulated violation of the transmit power in constraint (2) for our online algorithm in Theorem 6.

**Lemma 2.** By Algorithm 1, $Z(t)$ satisfies
\[
Z(t) \leq UB^2(1 + \delta)^2 \xi + P_{\text{max}} - \hat{P}, \quad \forall t
\]
where $\xi \triangleq \sqrt[\overline{N}]{\sum_{m \in M} P_m}$.

**Proof:** We first omit time index $t$ for simplicity. Let $\hat{H}^H \hat{H} = \hat{U} \hat{\Sigma} \hat{U}^H$, where $\hat{U}$ is an unitary matrix, and $\hat{\Sigma} = \text{diag}(\hat{\sigma}_1, \ldots, \hat{\sigma}_N)$. It follows that $\hat{H}^H \hat{H} + \frac{Z + \lambda^*}{U - I} = \hat{U} \hat{\Phi} \hat{U}^H$, where $\hat{\Phi} = \text{diag}(\hat{\phi}_1, \ldots, \hat{\phi}_N)$ and $\hat{\phi}_n = \hat{\sigma}_n + \frac{Z + \lambda^*}{U - I}, \forall n \in N$. If $Z > 0$, $\hat{V}^*$ is given in (17), and we have
\[
\|\hat{V}^*\|_F \leq \|\hat{U} \hat{\Phi}^{-1} \hat{U}^H\|_F \|\hat{H}^H\|_F \|\hat{D}\|_F \leq \frac{U}{Z} \sqrt{N} \|\hat{H}\|_F \|\hat{D}\|_F \leq \frac{U}{Z} B^2(1 + \delta)^2 \sqrt{N} \sum_{m \in M} P_m.
\]
Inequality (a) follows from $\|\hat{U} \hat{\Phi}^{-1} \hat{U}^H\|_F = \text{tr}\{\hat{\Phi}^{-2}\} = \sum_{n \in N} \hat{\phi}_n^{-2}$. Since $\hat{\phi}_n \geq 0, \forall n \in N$, $\lambda^* \geq 0$, and $Z > 0$, it follows that $\hat{\phi}_n^{-2} \leq \frac{U^2}{Z^2}, \forall n \in N$, and therefore $\|\hat{U}^{-1} \hat{U}^H\|_F \leq N \frac{U^2}{Z^2}$. Inequality (b) follows from (5) and by the definition of $\hat{D}$.
\[
\|\hat{D}\|_F \leq \sum_{m \in M} \|\hat{H}_m\|_F \|\hat{W}_m\|_F \leq B^2(1 + \delta)^2 \sum_{m \in M} P_m.
\]
From (22), a sufficient condition to ensure $\|\hat{V}^*\|_F \leq \hat{P}$ is that the RHS of (22) is less than $\sqrt{\hat{P}}$, which means $Z \geq UB^2(1 + \delta)^2 \sqrt{N} \sum_{m \in M} P_m$. Consider time index $t$.

If the condition holds, $\|\hat{V}^*(t)\|_F \leq \hat{P}$, the virtual queue in (6) decreases, i.e., $Z(t + 1) \leq Z(t)$. Otherwise, the maximum increment of the virtual queue is $P_{\text{max}} - \hat{P}$, i.e., $Z(t + 1) \leq Z(t) + P_{\text{max}} - \hat{P}$. Thus, we have the upper bound of $Z(t)$ in (21) at any time $t \geq 0$. 

\[\]
Note that Algorithm 1 and the upper bound on the virtual queue in Lemma 2 are applicable to any precoding schemes adopted by the SPs. In the following, we consider two common precoding schemes: maximum ratio transmission (MRT) and zero forcing (ZF). We assume \( \mathcal{M}_{\text{SP}} \) SPs adopt MRT precoding and the rest of SPs adopt ZF precoding. We point out that although the following analysis focuses on the two precoding schemes, the similar analysis can be extended to other precoding schemes as well.

Let \( \mathcal{M}_{\text{MRT}} = \{1, \ldots, \mathcal{M}_{\text{MRT}}\} \) be the set of SPs that adopt MRT precoding, with the MRT precoding matrix given by

\[
\hat{\mathbf{W}}^\text{MRT}_m(t) = \sqrt{P_m} \frac{\mathbf{H}^H_m(t)\mathbf{H}^H_m(t)}{\sqrt{\text{tr}\{\mathbf{H}^H_m(t)\mathbf{H}^H_m(t)\}}}.
\]  

(24)

Each SP \( m \in \mathcal{M} \setminus \mathcal{M}_{\text{MRT}} \) adopts ZF precoding to null the intra-SP interference. We assume \( K_m \leq N \) to use ZF precoding. The ZF precoding matrix is given by

\[
\hat{\mathbf{W}}^\text{ZF}_m(t) = \sqrt{P_m} \frac{\mathbf{H}^H_m(t)\mathbf{H}^H_m(t)}{\sqrt{\text{tr}\{\mathbf{H}^H_m(t)\mathbf{H}^H_m(t)\}}}.
\]  

(25)

With the two precoding matrices in (24) and (25), we first quantify the impact of inaccurate CSI on the SPs’ virtualization demands by providing an upper bound on the deviation between the accurate and inaccurate virtualization demands \( \|\mathbf{D}(t) - \hat{\mathbf{D}}(t)\|_F \), for given CSI accuracy \( \delta \) in (4). This effect of \( \delta \) on the precoding performance is unique to the MIMO WNV system and has not been studied before.

Let \( \omega_{m,1}(t), \ldots, \omega_{m,K_m}(t) \) be the eigenvalues of \( \hat{\mathbf{H}}_m^H(t) \hat{\mathbf{H}}_m(t) \), and similarly, \( \hat{\omega}_{m,1}(t), \ldots, \hat{\omega}_{m,K_m}(t) \) the eigenvalues of \( \hat{\mathbf{H}}_m^H(t) \hat{\mathbf{H}}_m(t) \). Define \( \beta_{m,i} \triangleq \min\{\|\mathbf{H}_m(t)\|_F : \forall t\} \), \( \hat{\beta}_{m,i} \triangleq \min\{\hat{\omega}_{m,i}(t) : \forall t \in \mathcal{K}_m, \forall \nu \} \), and \( \omega_{m,i}(t) \triangleq \min\{\omega_{m,i}(t) : \forall t \in \mathcal{K}_m, \forall \nu \} \), which respectively represent the minimum channel gain of \( \mathbf{H}_m(t) \), the minimum energy in the eigen-directions of \( \mathbf{H}_m(t) \), and that of \( \hat{\mathbf{H}}_m(t) \). We have the following lemma.

**Lemma 3.** At each time \( t \), the following hold:

\[
\|\mathbf{D}(t)\|_F \leq \zeta B, \quad (26)
\]

\[
\|\hat{\mathbf{D}}(t)\|_F \leq \zeta B(1 + \delta), \quad (27)
\]

\[
\|\mathbf{D}(t) - \hat{\mathbf{D}}(t)\|_F \leq \eta B\delta, \quad (28)
\]

where

\[
\eta \triangleq \sqrt{\sum_{m \in \mathcal{M}_{\text{MRT}}} \frac{1}{P_m} \left(1 + \frac{2 + \delta}{B_{m}}\right) + \sum_{m \in \mathcal{M} \setminus \mathcal{M}_{\text{MRT}}} \frac{B^4(1 + \delta)^2}{K_m\omega_{m}^{-1}\omega_{m}^{-1}}}.
\]

and

\[
\hat{\eta} \triangleq \sqrt{\sum_{m \in \mathcal{M}_{\text{MRT}}} \frac{1}{P_m} \left(1 + \frac{2 + \delta}{B_{m}}\right) + \sum_{m \in \mathcal{M} \setminus \mathcal{M}_{\text{MRT}}} \frac{B^4(1 + \delta)^2}{K_m\hat{\omega}_{m}^{-1}\hat{\omega}_{m}^{-1}}}.
\]

**Proof:** The proofs of (26) and (27) follow from (23). To prove (28), we omit time index \( t \) for notation simplicity. By the definition of \( \mathbf{D} \) and \( \hat{\mathbf{D}} \), we have

\[
\|\mathbf{D} - \hat{\mathbf{D}}\|_F^2 = \sum_{m \in \mathcal{M}} \|\mathbf{H}_m \mathbf{W}_m - \hat{\mathbf{H}}_m \hat{\mathbf{W}}_m\|_F^2. \quad (29)
\]

Using the MRT precoding in (24) for \( m \in \mathcal{M}_{\text{MRT}} \) we have

\[
\|\mathbf{H}_m \mathbf{W}_{\text{MRT}} - \hat{\mathbf{H}}_m \hat{\mathbf{W}}_{\text{MRT}}\|_F = \sqrt{P_m} \left\| \mathbf{H}_m \mathbf{H}_m^H - \hat{\mathbf{H}}_m \hat{\mathbf{H}}_m^H \right\|_F.
\]

(30)

where (a) is because

\[
\|\mathbf{H}_m \mathbf{H}_m^H\|_F \left(1 - \frac{\|\mathbf{H}_m\|_F}{\|\mathbf{H}_m - \hat{\mathbf{H}}_m\|_F}\right) \leq B \left(1 - \frac{1}{1 + \delta}\right) \leq B\delta,
\]

in which we use \( \|\mathbf{H}_m\|_F \leq B \) and \( \|\hat{\mathbf{H}}_m\|_F \leq B\delta \) from (1) and (4), respectively; and (b) is because

\[
\|\mathbf{H}_m \mathbf{H}_m^H - 2\Re\{\mathbf{H}_m \hat{\mathbf{H}}_m^H\}\|_F \leq \|\mathbf{H}_m \mathbf{H}_m^H\|_F^2 + 2\|\mathbf{H}_m \mathbf{H}_m^H\|_F \|\mathbf{H}_m\|_F \leq B^2\delta^2 + 2B^2\delta \leq (2 + \delta) B^2 \delta.
\]

With ZF precoding in (25) for \( m \in \mathcal{M} \setminus \mathcal{M}_{\text{MRT}} \), we have

\[
\|\mathbf{H}_m \mathbf{W}_{\text{ZF}} - \hat{\mathbf{H}}_m \hat{\mathbf{W}}_{\text{ZF}}\|_F = \sqrt{P_m} \left\| \mathbf{H}_m \mathbf{H}_m^H - \hat{\mathbf{H}}_m \hat{\mathbf{H}}_m^H \right\|_F.
\]

(31)

where (a) follows from \( \hat{\omega}_{m,i} \leq \|\mathbf{H}_m\|_F, \forall i \in \mathcal{K}_m \), and \( \|\mathbf{H}_m\|_F \leq B(1 + \delta) \) in (5), such that \( \text{tr}\{\mathbf{H}_m \mathbf{H}_m^H\} \geq \frac{K_m}{2^2(1 + \delta)^2} \), and similarly \( \text{tr}\{\mathbf{H}_m \mathbf{H}_m^H\} \geq \frac{K_m}{2^2(1 + \delta)^2} \) for accurate CSI; (b) is because

\[
\sum_{i \in \mathcal{K}_m} \hat{\omega}_{m,i}^{-1} + \sum_{i \in \mathcal{K}_m} \omega_{m,i}^{-1} \geq \frac{K_m}{B^2(1 + \delta)^2} + \frac{K_m}{B^2(1 + \delta)^2} = (2 + \delta)^2 \frac{K_m}{B^2(1 + \delta)^2}.
\]
where we apply $\|H_m\|_F \leq B, \|\hat{H}_m\|_F \leq B(1 + \delta)$, and $\|H_m\|_F - \|H_m\|_F \leq \|H_m - H_m\|_F \leq B\delta$ resulting from (1) and (4) to the last step.

Applying inequalities (30) and (31) to the respective terms in the RHS of (29) yields (28).

For channel state $H(t)$ being i.i.d. over time, there exists a stationary randomized optimal precoding solution $V^*(t)$ to $P_1$, which depends only on the (unknown) distribution of $H(t)$ and achieves the minimum objective value of $P_1$, defined in Theorem 6 [36]. Define $\phi(H(t), V(t), D(t)) \triangleq U\|H(t)V(t) - D(t)\|^2_F + Z(t)\|V(t)\|^2_F$. Note that $\hat{\phi}(H(t), V(t), D(t))$ is the objective function in $P_2$. Using Lemma 3, for a given CSI inaccuracy $\delta$ in (4), we now bound $\hat{\phi}(H(t), V^*(t), D(t)) - \phi(H(t), V^*(t), D(t))$, where the first term is the objective value of $P_2$ under the optimal solution $V^*(t)$ to $P_2$ obtained based on the inaccurate channel state $\hat{H}(t)$, and the second term is the objective value of $P_2$ by using the optimal solution $V^*(t)$ to $P_1$ obtained based on the accurate channel state $H(t)$.

**Lemma 4.** At each time $t$, the following holds

$$\phi(H(t), \hat{V}^*(t), D(t)) - \phi(H(t), V^*(t), D(t)) \leq U\varphi$$

where

$$\varphi \triangleq 2((2 + \delta)P_{\text{max}} + \zeta \eta) + 2(\zeta(1 + \delta) + \eta)\sqrt{P_{\text{max}}}B^2 \delta = O(\delta).$$

**Proof:** We omit time index $t$ in the proof. The proof of (32) consists of five steps as follows.

**Step 1:** Note that $\phi(H, V^*, D)$ is convex with respect to (w.r.t.) $D$. By the first-order condition for a convex function [45], we have

$$\phi(H, \hat{V}^*, D) - \phi(H, V^*, D) \leq -2\Re\{\text{tr}\{D^*V^*H(D - D)\}\}$$

$$\leq 2U\Re\{\text{tr}\{(H^*V^* - D^*H)(D - D)\}\}$$

$$\leq 2U\Re\{\text{tr}\{(H^*V^* - H)(D - D)\}\}$$

$$\leq 2U\|\text{tr}\{(H^*V^* - H)(D - D)\}\|_F$$

where (a) follows from $\nabla_D\phi(H, V^*, D) = -U(H^*V^* - D)$, and (b) follow from (1), (11), (26), and (28).

**Step 2:** By the first-order condition for the convex function $\phi(H, V^*, D)$ w.r.t. $H$, we have

$$\phi(H, \hat{V}^*, D) - \phi(H, V^*, D) \leq -2\Re\{\text{tr}\{H^*\cdot V^*H(\hat{H} - H)\}\}$$

where

$$\phi(H, \hat{V}^*, D) - \phi(H, V^*, D) \leq 2U\Re\{\text{tr}\{(H^*V^* - D^*H)(H - \hat{H})\}\}$$

$$\leq 2U\|\text{tr}\{(H^*V^* - D^*H)(H - \hat{H})\}\|_F$$

where (a) follows from $\nabla_H\phi(H, V^*, D) = U(H^*V^* - D^*H)$, and (b) follows from (1), (4), (11), and (27).

**Step 3:** In Algorithm 1, $V^*$ is the optimal precoder that minimizes the objective $\phi(H, V, D)$ of $P_2$ over all precoding policies including $V^*$. It follows that

$$\phi(H, V^*, D) - \phi(H, \hat{V}^*, D) \leq 0.$$

**Step 4:** Similarly to Step 3, we have

$$\phi(H, V^*, D) - \phi(H, V_m, D) \leq 2U(\sqrt{P_{\text{max}}} + \zeta \sqrt{P_{\text{max}}}B^2 \delta.$$

**Step 5:** Similarly to Step 1, we have

$$\phi(H, V^*, D) - \phi(H, V^*, D) \leq 2U\left(\sqrt{P_{\text{max}}} + \zeta(1 + \delta)\right)\eta B^2 \delta.$$

Summing over Steps 1-5, yields (32).

**Remark 1.** In our virtualization problem, both the InP’s precoder $V^*(t)$ and the SP’s virtualization demands $D(t)$ depend on imperfect CSI $\hat{H}(t)$. As a result, the precoding deviation is affected by the impact of CSI errors on both sides. Thus, different from [33], our proof in Lemma 4 explicitly considers the two-fold impact of CSI inaccuracy on both InP and SPs under MIMO WNV. In particular, we first bound the impact of imperfect CSI $\hat{H}(t)$ on the SPs’ virtualization demands $D(t)$ as in Lemma 3. Then, we analyze the impact of imperfect CSI $\hat{H}(t)$ on the objective value of $P_2$ $\phi(H(t), V(t), D(t))$ by the SP’s virtualization demands $D(t)$ and the InP’s precoding $V^*(t)$ in Lemma 4.

Based on Lemma 4, we next show that with the optimal precoder $\hat{V}^*(t)$ to $P_2$, the expected DPP metric averaged over the virtual queue $Z(t)$ under the accurate channel state $H(t)$ is upper bounded.

**Lemma 5.** At each time $t$, we have

$$\mathbb{E}\{\Delta(t)\} + U\mathbb{E}\{\|H(t)\|_F^2(t) - D(t)\|^2_F\}$$

$$\leq U\mathbb{E}\{\|H(t)\|_F^2(t) - D(t)\|^2_F\} + U\varphi + S$$

where $\varphi$ is given in Lemma 4 and $S$ is defined below (7).

**Proof:** From (8) in the proof of Lemma 1, at each time $t$, the Lyapunov drift $\Delta(t)$ is upper bounded as $\Delta(t) \leq Z(t)(\|V^*(t)\|^2 - P) + S$. Adding $U\|H(t)\|_F^2(t) - D(t)\|^2_F$ at both sides of the above inequality yields

$$\Delta(t) + U\|H(t)\|_F^2(t) - D(t)\|^2_F$$

$$\leq U\|H(t)\|_F^2(t) - D(t)\|^2_F + Z(t)(\|V^*(t)\|^2 - P) + S$$

$$\leq U\|H(t)\|_F^2(t) - D(t)\|^2_F + Z(t)(\|V^*(t)\|^2 - P) + U\varphi + S$$

(34)
bounded as expected precoding deviation in the LHS of (35) is upper techniques [36], we provide the performance bounds for MIMO WNV problem, which complicates the analysis.

Based on Lemmas 2 and 5 and by Lyapunov optimization techniques [36], we provide the performance bounds for Algorithm 1 with imperfect CSI in the following theorem.

**Theorem 6.** For any $\epsilon > 0$, set $U = \frac{2}{\epsilon}$ in Algorithm 1. Consider $\hat{V}(t)$ produced by Algorithm 1 based on $\hat{H}(t)$. For any $T > 0$, the following hold regardless of the distribution of $H(t)$:

\[
\mathbb{E} \left\{ \left\| (H(t)_{\hat{V}}(t) - D(t)) \right\|_F^2 \right\} \leq \rho^m + \varphi + \epsilon, \tag{35}
\]

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left\{ \left\| (H(t)_{\hat{V}}(t) - D(t)) \right\|_F^2 \right\} \leq \rho^m + \varphi + \epsilon(T), \tag{36}
\]

where $\rho^m$ is the minimum objective value of $P_1$ with $H(t)$, $\varphi = O(\delta)$ is defined below (32), and $\xi$ is defined below (21).

**Proof:** We first prove (35). The long-term time-averaged expected precoding deviation in the LHS of (35) is upper bounded as

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \{ (H(t)_{\hat{V}}(t) - D(t)) \} \leq \frac{1}{U} \sum_{t=0}^{T-1} \mathbb{E} \{ \Delta(t) \} + \frac{1}{U} \sum_{t=0}^{T-1} \left\{ \rho^m + \varphi + \epsilon \right\}
\]

\[
\leq \frac{1}{T} \sum_{t=0}^{T-1} \left\{ \mathbb{E} \{ (H(t)_{\hat{V}}(t) - D(t)) \} \right\} + \frac{1}{U} \sum_{t=0}^{T-1} \left\{ \rho^m + \varphi + \epsilon \right\}
\]

\[
\leq \rho^m + \varphi + \epsilon \leq \rho^m + \varphi + \frac{S}{U}, \tag{37}
\]

where $\rho^m$ is obtained by summing the terms in (33) over time $t$ from 0 to $T - 1$, dividing them by $UT$, and rearranging them; (b) follows from $\sum_{t=0}^{T-1} \mathbb{E} \{ \Delta(t) \} = \sum_{t=0}^{T-1} \frac{1}{2} \mathbb{E} \{ Z^2(t) \} = \frac{1}{2} \mathbb{E} \{ Z^2(T) \} - \mathbb{E} \{ Z^2(0) \}$; (c) is because $Z(t) \geq 0$, $\forall t$, we set the initial value $Z(0) = 0$. Finally, substituting $U = \frac{2}{\epsilon}$ into (37) yields (35).

We now prove (36). From the virtual queue dynamics in (6), we have $Z(t+1) \geq Z(t) + \| \hat{V}(t) \|_F^2 - \tilde{P}, \forall t$. Rearranging terms of the above inequality, we have $\| \hat{V}(t) \|_F^2 \leq Z(T) - Z(0) + P + Z(t) - Z(t), \forall t$. Summing both sides of the above inequality over $t$ from 0 to $T - 1$ and then dividing by $T$ yields

\[
\frac{1}{T} \sum_{t=0}^{T-1} \| \hat{V}(t) \|_F^2 \leq \hat{P} + \frac{Z(T) - Z(0)}{T} = \hat{P} + \frac{Z(T)}{T}. \]

Substituting the upper bound of $Z(t)$ in (21), and $U = \frac{2}{\epsilon}$ into the above inequality, we have (36).

Theorem 6 provides an upper bound on the objective value of $P_1$ in (35) achieved by Algorithm 1, i.e., the time-averaged expected precoding deviation using $\hat{V}(t)$ from the virtualization demand $D(t)$ under inaccurate CSI. It indicates that, for any given $T$, the performance of Algorithm 1 using inaccurate channel state $H(t)$ can be arbitrarily close to the minimum deviation $\rho^m$ achieved using accurate channel state $H(t)$ plus a constant term as a function of CSI inaccuracy $O(\delta)$. The performance gap $\epsilon$ is a controllable parameter by our design and can be set arbitrarily small. Note that this analysis is different from the standard $(\epsilon, \frac{1}{T})$ trade-off in Lyapunov optimization with accurate system state information [36]. Furthermore, (36) provides a bound on the average transmit power over $T$ time slots. It indicates that for any $T \geq \frac{1}{\epsilon^2}$, Algorithm 1 guarantees that the deviation of the average power from the long-term average transmit power constraint is $O(\epsilon)$. In particular, as $T \to \infty$, (36) becomes the long-term average transmit power constraint (2), and it implies Algorithm 1 satisfies (2) asymptotically.

**Remark 3.** A $C$-additive approximation of the DPP algorithm is also considered in [36], assuming the decision at each time yields a conditional expected value on the DPP upper bound is within a constant $C$ gap from that of the optimal decision. In general, this $C$-additive approximation algorithm can be applied to solve stochastic optimization problem with inaccurate system state information. However, in our MIMO virtualization problem, we need to develop new techniques to bound the two-fold impact of impact CSI on the algorithm performance. Furthermore, the $C$-additive Lyapunov optimization algorithm only provides an asymptotic constraint violation guarantee as $T$ approaches infinity. In contrast, we provide a much stronger finite-$T$ constraint violation guarantee similar to the one established in [33]. As mentioned in Section II, the MIMO virtualization problem and corresponding performance analysis in this paper are substantially different from those in [33].

VI. ONLINE COORDINATED MULTI-CELL MIMO WNV

In this section, we extend the online MIMO WNV solution of the single-cell case to the multi-cell scenario. With multiple cells, the level of coordination and how to perform distributed implementation are two critical issues. Existing works focus
on per-slot coordinated precoding designs for non-virtualized networks [16]-[24]. In contrast, we propose an online multi-cell coordinated precoding scheme for network virtualization. The proposed scheme naturally leads to a \textit{fully distributed} implementation at each cell.

A. Multi-Cell Spatial Virtualization

Consider a virtualized multi-cell MIMO network where an InP performs virtualization at each cell for multiple SPs. The subscribing-user sets of different SPs are disjoint, and each user is only served by its serving cell. For interference mitigation, multiple cells are coordinated via transit precoding, with no CSI exchange across cells.

Specifically, consider an InP that performs virtualization among C cells. Let \(\mathcal{C} = \{1, \ldots, C\}\). The BS \(c \in \mathcal{C}\) has \(N_c\) antennas. The total number of antennas in the network is \(N = \sum_{c \in \mathcal{C}} N_c\). Each SP \(m \in \mathcal{M}\) has \(K_m^c\) users in cell \(c\). The total number of users in cell \(c\) is \(K^c = \sum_{m \in \mathcal{M}} K_m^c\), and that in the network is \(K = \sum_{c \in \mathcal{C}} K^c\). Let \(K_m^c = \{1, \ldots, K_m^c\}\) and \(K^c = \{1, \ldots, K^c\}\).

Let \(H_m^c(t) \in \mathbb{C}^{N_m^c \times N_c}\) denote the channel state between SP \(m\)’s subscribing users in cell \(c\) and BS \(l\). For ease of exposition, we first illustrate idealized multi-cell spatial virtualization where the CSI estimation if perfect. At each time \(t\), at each BS \(c\), the InP shares the local channel state \(H_m^c(t)\) with SP \(m\) and allocates a transmission power \(P_m^c\) to the SP. Using \(H_m^c(t)\), SP \(m\) designs its precoding matrix \(W_m^c(t) \in \mathbb{C}^{N_c \times K_m^c}\), subject to the transmission power limit \(\|W_m^c(t)\|^2_F \leq P_m^c\). SP \(m\) then sends \(W_m^c(t)\) to the InP as its virtual precoding matrix. For SP \(m\), with \(W_m^c(t)\), the desired received signal vector (noiseless) \(\tilde{y}_m^c\) at \(K_m^c\) users is given by

\[
\tilde{y}_m^c(t) = H_m^c(t)W_m^c(t)x_m^c(t)
\]

where \(x_m^c(t)\) is the symbol vector to SP \(m\)’s users. Define \(\tilde{y}(t) = [\tilde{y}_1^H(t), \ldots, \tilde{y}_{M}^H(t)]^H\) as the desired received signal vector at all \(K^c\) users in cell \(c\), we have

\[
y(t) = D^c(t)x(c)
\]

where \(D^c(t) \triangleq \text{blkdiag}\{D_1^c(t), \ldots, D_M^c(t)\} \in \mathbb{C}^{K^c \times K^c}\) is the virtualization demand from all SPs in cell \(c\) and \(x(c) = [x_1^H(t), \ldots, x_{M}^H(t)]^H\). Let the desired received signal vector at all \(K\) users in the network be \(\tilde{y}(t) = [\tilde{y}_1^H(t), \ldots, \tilde{y}_{M}^H(t)]^H\). We have \(\tilde{y}(t) = D^c(t)x(c)\), where \(D^c(t) \triangleq \text{blkdiag}\{D_1^c(t), \ldots, D_M^c(t)\}\) is the global virtualization demand and \(x(c) = [x_1^H(t), \ldots, x_{M}^H(t)]^H\).

The InP virtualizes the BSs to meet the SPs’ virtualization service demands. Let \(H^c(t) = [H_1^c(t), \ldots, H_M^c(t)]^H \in \mathbb{C}^{K^c \times N^c}\) denote the channel state between the users in cell \(c\) and the BS \(l\). In cell \(c\), based only on the local channel state \(H^c(t) = [H_1^c(t), \ldots, H_M^c(t)]^H \in \mathbb{C}^{K^c \times N^c}\) from all users to BS \(c\), the InP designs the actual downlink precoding matrix \(V^c(t) = [V_1^c(t), \ldots, V_M^c(t)] \in \mathbb{C}^{N^c \times K^c}\) to serve the \(K^c\) users in cell \(c\), where \(V_m^c(t) \in \mathbb{C}^{N^c \times K_m^c}\) is the precoding matrix designed for SP \(m\). The actual received signal vector (noiseless) \(y_m^c(t)\) at the \(K_m^c\) users is given by

\[
y_m^c(t) = H_m^c(t)V_m^c(t)x_m^c(t) + \sum_{i \in M, i \neq m} H_m^c(t)V_i^c(t)x_i^c(t) + \sum_{l \in \mathcal{C}, l \neq c} H_m^c(t)V_i^c(t)x_i^c(t)
\]

where the second term is the inter-SP interference from the other SPs’ users in the same cell, and the third term is the inter-cell interference from users in other cells. The actual received signal vector \(y^c(t) = [y_1^H(t), \ldots, y_{M}^H(t)]^H\) at all \(K^c\) users in cell \(c\) is given by

\[
y^c(t) = H^c(t)V^c(t)x(c) + \sum_{l \in \mathcal{C}, l \neq c} H_l^c(t)V_l^c(t)x_l(t).
\]

Let \(y(t) = [y_1^H(t), \ldots, y_{M}^H(t)]^H\) be the actual received vector at all \(K\) users. We have \(y(t) = H^c(t)V^c(t)x(c), \) where \(H_l^c \triangleq [H^1, \ldots, H^c]\) is the global channel state and \(V_l^c \triangleq \text{blkdiag}\{V_1^c(t), \ldots, V^C(t)\}\) is the InP’s actual global precoding matrix.

Remark 4. Note that each SP \(m\) designs \(W_m^c(t)\) based only on the local CSI \(H_m^c(t)\), instead of using the global CSI \(H_m^c(t))_{i=1}^{C}\) to manage inter-cell interference. There are a few reasons to consider this. First, for a SP, without considering the intra-SP inter-cell interference is equivalent to demanding zero interference to its inter-cell users. Second, due to the isolation among SPs, the InP already has to manage the inter-SP interference. It is more effective for the InP to manage the intra-SP inter-cell interference as well. Third, if an SP is to minimize the inter-cell interference itself, the amount of information exchange on the CSIs \(([H_m^c(t)])\) and precoding demands \((W_m^c(t))\) will increase significantly, leading to large communication overhead, especially for large-scale systems.

B. Coordinated Precoding Virtualization Formulation

Since each SP \(m\) in each cell \(c\) designs its virtual precoding matrix \(W_m^c(t)\) without considering either inter-SP or inter-cell interference, the InP needs to intelligently design the actual global precoding matrix \(V^c(t)\) to mitigate both inter-SP and inter-cell interference, to meet the virtualization demand \(D^c(t)\) from the SPs. The expected deviation of the actual received signal vector at all \(K\) users from the desired one is given by

\[
E\{\|y^c(t) - \tilde{y}(t)\|^2_F\} = E\{\|H^c(t)V^c(t) - D^c(t)\|^2_F\}
\]

where \(G^c(t) \triangleq [0, \ldots, D^c(t), \ldots, 0]^H \in \mathbb{C}^{K^c \times K^c}\).

Similar to the single-cell MIMO virtualization problem \(\textbf{P1}\), the online multi-cell coordinated precoding virtualization problem is formulated as follows:

\[
\textbf{P3}: \quad \min_{\{\mathcal{V}(t)\}} \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} E\{\|H^c(t)V^c(t) - D^c(t)\|^2_F\}
\]

s.t. \[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} E\{\|V^c(t)\|^2_F\} \leq \bar{P}_c, \quad \forall c \in \mathcal{C},
\]

\[
\|V^c(t)\|^2_F \leq P^c_{\max}, \quad \forall c \in \mathcal{C}
\]
where \( \bar{P}_c \) and \( P_{c\text{ max}} \) are the average and the maximum transmit power limits at the BS in cell \( c \), respectively. We assume \( \bar{P}_c \leq P_{c\text{ max}}, \forall c \in C \).

With the global CSI estimate \( \hat{\mathbf{H}}(t) \) available at each time \( t \), each SP \( m \) only has the imperfect local CSI \( \hat{\mathbf{H}}_{m}^{c}(t) \) provided by the InP to design its virtual precoding matrix, denoted by \( \mathbf{W}_{mc}(t) \). As a result, the InP receives an inaccurate virtualization demand from \( C \) cells \( \hat{D}'(t) \triangleq \text{blkdiag}\{ \hat{D}_{1}(t), \ldots, \hat{D}_{C}(t) \} \), where \( \hat{D}'(t) \triangleq \text{blkdiag}\{ \mathbf{H}_{1}^{c}(t)\mathbf{W}_{1}(t), \ldots, \mathbf{H}_{m}^{c}(t)\mathbf{W}_{m}(t) \} \) is the inaccurate virtualization demand from cell \( c \). Based on \( \hat{\mathbf{H}}(t) \) and \( \hat{D}'(t) \), the InP designs the actual global precoding matrix, defined by \( \mathbf{V}'(t) \triangleq \text{blkdiag}\{ \mathbf{V}_{1}(t), \ldots, \mathbf{V}_{C}(t) \} \). In the next subsection, we develop an online multi-cell coordinated MIMO WNV algorithm based on \( \hat{\mathbf{H}}(t) \) and \( \hat{D}'(t) \) for a coordinated precoding solution \( \{ \mathbf{V}'(t) \} \) to \( P3 \).

### C. Online Multi-Cell Coordinated MIMO WNV Algorithm

We extend the online approach developed in the single-cell case to design an online algorithm to solve \( P3 \). We introduce a virtual queue vector \( \mathbf{Z}(t) \triangleq [Z_{1}(t), \ldots, Z_{C}(t)]^{T} \). Similar to (6), \( Z_{c}(t) \) is for the per-cell long-term average power constraint (39) with the updating rule given by

\[
Z_{c}(t+1) = \max \{ Z_{c}(t) + \| \mathbf{V}'(t) \|_{F}^{2} - \bar{P}_c, 0 \}, \quad \forall c \in C. \tag{41}
\]

The quadratic Lyapunov function is given by \( L(t) = \frac{1}{2} \| \mathbf{Z}(t) \|_{2}^{2} \) and the corresponding Lyapunov drift at time \( t \) is given by \( \Delta(t) = L(t+1) - L(t) \). Similar to the single-cell case in Section IV-A, solving \( P3 \) can be converted to minimizing a DPP metric defined as \( \mathbb{E}\{ \Delta(t) \| \mathbf{Z}(t) \| \} + U \mathbb{E}\{ \| \hat{\mathbf{\rho}}(t) \| \| \mathbf{Z}(t) \| \} \), where \( \hat{\mathbf{\rho}}(t) \triangleq \| \hat{\mathbf{H}}(t)\mathbf{V}'(t) - \hat{D}'(t) \|_{F}^{2} \); and \( U > 0 \) provides the weight between the two terms. We provide an upper bound for the DPP metric in the following lemma.

**Lemma 7.** At each time \( t \), for any precoding design of \( \mathbf{V}'(t) \), the DPP metric has the following upper bound for all \( \mathbf{Z}(t) \) and \( U > 0 \):

\[
\mathbb{E}\{ \Delta(t) \| \mathbf{Z}(t) \| \} + U \mathbb{E}\{ \| \hat{\mathbf{\rho}}(t) \| \| \mathbf{Z}(t) \| \} \\
\leq S' + U \mathbb{E}\{ \| \hat{\mathbf{\rho}}(t) \| \| \mathbf{Z}(t) \| \} + \mathbb{E}\{ \sum_{c \in C} Z_{c}(t) \| \mathbf{V}'(t) \|_{F}^{2} - \bar{P}_c \| \mathbf{Z}(t) \| \}
\]

where \( S' \triangleq \frac{1}{2} \sum_{c \in C} \max\{ P_{c\text{ max}} - \bar{P}_c, 0 \} - \bar{P}_c \).\(^2\).

**Proof:** The proof follows the same steps as the proof of Lemma 1 and is omitted for brevity. For the complete proof, please see our technical report [46].

Using the upper bound in Lemma 7, with the similar arguments leading to \( P2 \), we have the following per-slot coordinated precoding design optimization problem:

\[
P4: \min_{\mathbf{V}'(t)} \mathbb{E}\{ \| \hat{\mathbf{H}}(t)\mathbf{V}'(t) - \hat{D}'(t) \|_{F}^{2} + \sum_{c \in C} Z_{c}(t) \| \mathbf{V}'(t) \|_{F}^{2} \} \tag{42}
\]

s.t. \( \| \mathbf{V}'(t) \|_{F}^{2} \leq P_{c\text{ max}}, \quad \forall c \in C \).

**Algorithm 2 Outline of Online Multi-Cell Coordinated MIMO WNV Algorithm**

1. Set \( U > 0 \) and \( \mathbf{Z}(0) = 0 \).
2. At each time \( t \), obtain \( \hat{\mathbf{H}}(t) \) and \( Z_{c}(t) \) in each cell \( c \).
3. Solve \( P5 \) for \( \mathbf{V}'(t), \forall c \in C \) (see Section IV-B).
4. Update \( Z_{c}(t+1) = \max \{ Z_{c}(t) + \| \mathbf{V}'(t) \|_{F}^{2} - \bar{P}_c, 0 \}, \forall c \in C \).

**Algorithm 2**

\[
P5: \min_{\mathbf{V}'(t)} \mathbb{E}\{ \| \hat{\mathbf{H}}(t)\mathbf{V}'(t) - \mathbf{G}(t) \|_{F}^{2} + Z_{c} \| \mathbf{V}'(t) \|_{F}^{2} \} \\
\text{s.t.} \quad \| \mathbf{V}'(t) \|_{F}^{2} \leq P_{c\text{ max}} \tag{43}
\]

where \( \mathbf{G}(t) \triangleq [0, \ldots, \bar{D}_{c\text{ max}}H(t), \ldots, 0]^{H} \).

Note that \( P5 \) is identical to \( P2 \), which is a constrained regularized least square problem. Thus, \( P5 \) has the same semi-closed-form solution as provided in Section IV-B with complexity \( O(\min(N^{c}, K)^{3}) \) to compute the solution. At each time \( t \), for each cell \( c \), based on the inaccurate local CSI \( \hat{\mathbf{H}}(t) \) and virtualization demand \( \hat{D}'(t) \), the InP obtains an optimal local precoding matrix \( \mathbf{V}^{*}(t) \) by solving \( P5 \), and then update the virtual queue \( \tilde{Z}_{c}(t) \) according to its queue dynamics in (41). As such, the online per-slot coordinated precoding problem \( P4 \) leads to a fully-distributed implementation at each cell, without any CSI exchange across cells. An outline of the proposed multi-cell coordinated MIMO WNV algorithm is given in Algorithm 2.

### D. Performance Bounds

Similar to the single-cell case, for performance analysis, we assume that the global channel gain \( \| \hat{\mathbf{H}}(t) \|_{F} \) is bounded by a constant \( B > 0 \) for any \( t \) as in (1). With given channel estimation quality as in (4), we assume that the normalized CSI inaccuracy is bounded by a constant \( \delta \geq 0 \) at any \( t \) as

\[
\| \hat{\mathbf{H}}_{m}^{c}(t) \|_{F} \leq \delta, \quad \forall m \in M, \quad \forall c, l \in C, \quad \forall t \tag{44}
\]

where \( \hat{\mathbf{H}}_{m}^{c}(t) \triangleq \hat{\mathbf{H}}_{m}^{c}(t) - \mathbf{H}_{m}^{c}(t) \) is the channel estimation error and \( \mathbf{H}_{m}^{c}(t) \) is the estimated channel state between SP \( m \)'s users in cell \( c \) and the BS \( l \). It follows that the estimated channel gain \( \| \hat{\mathbf{H}}(t) \|_{F} \) is bounded by \( B(1 + \delta) \) as in (5), for any \( t \).

Similar to Lemma 2, we show below that the virtual queue \( \tilde{Z}_{c}(t) \) produced by Algorithm 2 is upper bounded at any \( t \).

**Lemma 8.** By Algorithm 2, \( \tilde{Z}_{c}(t) \) satisfies

\[
\tilde{Z}_{c}(t) \leq UB(1 + \delta)^{2} \Box + P_{c\text{ max}} - \bar{P}_c, \quad \forall c \in C, \quad \forall t \tag{45}
\]

where \( \Box \triangleq \sqrt{\frac{N^{c}}{\bar{P}}} \sum_{m \in M_{\text{inst}}} P_{c\text{ max}} \), \( \forall c \in C \).

**Proof:** The proof is similar to the proof of Lemma 2 and is omitted. For the complete proof, see our technical report [46] for details.

Let \( M_{\text{inst}}^{c} = \{ 1, \ldots, M_{\text{inst}}^{c} \} \) be the set of SPs that adopt MRT precoding in cell \( c \). Similar to (24) and (25), each SP \( m \in M_{\text{inst}}^{c} \) and \( m \in M \setminus M_{\text{inst}}^{c} \) uses the following MRT and
ZF precoding, respectively:

\[
\begin{align*}
\hat{W}_{m,cc}^\text{MRT}(t) &= \sqrt{\frac{P_c}{m}} \frac{\hat{H}_{cc}^H(t)}{\|\hat{H}_{cc}^H(t)\|_F}, \\
\hat{W}_{m,cc}^\text{ZF}(t) &= \sqrt{\frac{P_c}{m}} \frac{\hat{H}_{cc}^H(t)(\hat{H}_{cc}^m(t)\hat{H}_{cc}^H(t))^{-1}}{\text{tr}((\hat{H}_{cc}^m(t)\hat{H}_{cc}^H(t))^{-1})}
\end{align*}
\]

where we assume \(K_m^c \leq N^c\). Similar to Lemma 3, based on each SP’s precoding scheme, we show below that given the CSI inaccuracy \(\hat{\delta}\) in (44), the deviation between the accurate and inaccurate virtualization demands \(\|D'(t) - \hat{D}'(t)\|_F\) is upper bounded by \(O(\hat{\delta})\), for any time \(t\).

Specifically, define \(B_{m,cc}^\text{min} \triangleq \min\{\|H_{cc}^m(t)\|_F : \forall t\}\). Let \(\hat{\omega}_{m,cc}^c\) and \(\omega_{m,cc}^c\) be the minimum eigenvalues of \(H_{cc}^c\hat{H}_{cc}^mH_{cc}^H\) and \(H_{cc}^cH_{cc}^H\), respectively, over all \(t\)'s. They indicate the minimum channel gain of \(H_{cc}^m(t)\) and the minimum energy in the eigen-directions for both \(H_{cc}^m(t)\) and \(H_{cc}^m(t)\). We have the following lemma.

**Lemma 9.** At each time \(t\), the following hold:

\[
\begin{align*}
& \|D'(t)\|_F \leq \zeta' B, \\
& \|D'(t)\|_F \leq \zeta' B(1 + \delta), \\
& \|D'(t) - \hat{D}'(t)\|_F \leq \eta' B\hat{\delta}
\end{align*}
\]

where \(\eta' = \frac{\sqrt{\sum c \in C \left( \sum_{m \in M_{cc}} \alpha_{m}^c + \sum_{m \in M \setminus M_{cc}} \beta_{m}^c \right)} }{\sqrt{\sum_{m \in M} \alpha_{m}^c}}\), \(\alpha_{m}^c = \frac{1 + (2 + \delta)B}{B_{m,cc}^\text{min}} P_c, \beta_{m}^c = \frac{B(1 + \delta)^2}{K_m^c \hat{\omega}_{m,cc}^c}, \) \(\zeta' = \frac{2}{\sqrt{\sum_{c \in C} P_{c,\text{max}}}}, \) and \(\zeta' = \frac{2}{\sqrt{\sum_{c \in C} P_{c,\text{max}}}}\).

**Proof:** The proof follows the proof of Lemma 3 for each cell and then aggregates the results of all cells. Details are omitted for brevity (see our technical report [46]).

Define \(\phi'(H'(t), V'(t), D'(t)) \triangleq U \mathbb{E}\|H'(t)\hat{V}'(t) - D'(t)\|_F^2 + \sum_{c \in C} Z_c'(t)\|V'_c(t)\|_F^2\) and note that \(\phi'(H'(t), V'(t), D'(t))\) is the objective function in P4. Based on Lemma 9, we show in the following lemma that the performance gap between using the optimal solution \(\hat{V}'(t)\) to P4 under the inaccurate channel state \(H'(t)\) and using the optimal solution \(V'_m(t)\) to P3 under the accurate channel state \(H'(t)\) is upper bounded by \(O(\hat{\delta})\).

**Lemma 10.** At each time \(t\), the following holds:

\[
\phi'(H'(t), V'_m(t), D'(t)) - \phi'(H'(t), V'(t), D'(t)) \leq U \varphi'(t)
\]

where \(\varphi' \triangleq 2\left[(2 + \delta)(\gamma'^2 + \zeta'\eta') + 2(\zeta'(1 + \delta) + \eta')\gamma'\right] B^2\hat{\delta} = O(\hat{\delta})\)

with \(\gamma' = \sqrt{\sum_{c \in C} P_{c,\text{max}}}\).

**Proof:** The proof is similar to that of Lemma 3 by applying (46) in Lemma 9, and hence is omitted.

Following Lemma 10, we have the following upper bound on the expected DPP metric using the optimal precoding solution \(\hat{V}'(t)\) to P4.

**Lemma 11.** At each time \(t\), we have

\[
\mathbb{E}\{\Delta(t)\} + U \mathbb{E}\|H'(t)\hat{V}'(t) - D'(t)\|_F^2 \leq U \mathbb{E}\|H'(t)V'(t) - D'(t)\|_F^2 + U \varphi' + S'
\]

where \(S'\) and \(\varphi'\) are given in Lemma 7 and 10, respectively.

**Proof:** The proof is similar to that of Lemma 5 for the single-cell case, with some care of technical details to handle multiple cells. Thus, the proof is omitted to avoid repetition. See our technical report [46] for the complete proof.

Finally, with Lemmas 8 and 11, we have the following performance bounds for Algorithm 2 in the multi-cell scenario with imperfect CSI over any given time horizon \(T\).

**Theorem 12.** Given any \(\epsilon > 0\), set \(U = \frac{S'}{\epsilon}\) in Algorithm 2. For any \(T > 0\), for \(\hat{V}'(t)\) produced by Algorithm 2 with \(H'(t)\), the following hold regardless of the distribution of \(H'(t)\):

\[
\begin{align*}
& \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\|H'(t)\hat{V}'(t) - D'(t)\|_F^2 \leq \rho_{m}^c + \varphi' + \epsilon, \\
& \frac{1}{T} \sum_{t=0}^{T-1} \|V'(t)\|_F^2 \leq \bar{P}_c + \frac{S' B^2 (1 + \delta)^2 \xi^c + \epsilon (P_{c,\text{max}} - \bar{P}_c)}{T}\)
\]

where \(\rho_{m}^c\) is the minimum objective value of P3 under \(H'(t)\), \(\varphi'\) is defined below (47), and \(\xi^c\) is defined below (45).

**Proof:** The proof follows the same steps in the proof of Theorem 6 for the single-cell case and thus is omitted. For the complete proof, see our technical report [46].

The upper bound in (49) on the objective value of P3 indicates that, similar to Algorithm 1 for the single-cell case, for any given \(T\), the performance of Algorithm 2 using \(H'(t)\) for the multi-cell case can still be arbitrarily close to the optimum achieved with true channel state \(H'(t)\) plus a gap of \(O(\hat{\delta})\). Furthermore, (50) provides a bound on the per-cell time-averaged transmit power for any given \(T\). The bound indicates that for all \(T \geq \frac{1}{\epsilon}\), Algorithm 2 guarantees that the deviation from the long-term transmit power limit \(\bar{P}_c\) at each cell \(c\) is within \(O(\epsilon)\).

**VII. SIMULATION RESULTS**

In this section, we present our simulation studies under the typical urban micro-cell LTE network settings. We study the values of the design parameters in the proposed algorithm as well as the effect of various system parameters on the performance.

1) Simulation Setup: We consider an InP that owns a virtualized network consisting of \(C = 7\) urban hexagon micro cells, each with radius \(R = 500\) m. The InP-owned BS at the center of cell \(c \in C\) is equipped with \(N^c = 32\) antennas as default. The InP serves \(M = 4\) SPs. Each SP \(m\) has \(K_m^c = 2\) subscribing users uniformly distributed in cell \(c\) as default. Following the typical LTE specifications [47], we focus on the channel over bandwidth \(B_w = 60\) kHz, which is the sum bandwidth of \(M\) subcarriers. We set the maximum transmit power limit over the channel to be \(P_{c,\text{max}} = 39\) dBm, \(\forall c \in C\). Unless it is specified, we set the default average transmit power \(\bar{P}_c = 37\) dBm. The receiver noise spectral density is \(N_0 = -174\) dBm/Hz, and the noise figure is set to \(N_F = 10\) dB. At each time \(t\), the channel from user \(k\) of SP \(m\) in cell \(c\) to BS \(l\) is modeled as
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model $eta_{mk}$ as $\beta_{mk} \sim CN(0, 1)$, and $\beta_{mk}^2$ represents the large-scale variation. We model $\beta_{mk}$ as $[47] \beta_{mk}^2 \sim CN(0, 1)$, and $\beta_{mk}^2$ is the distance from BS $l$ to user $k$ of SP $m$ in cell $c$, and $\beta_{mk}^2 \sim CN(0, \sigma^2_\beta)$ is the shadowing with $\sigma_\beta = 8$ dB. For a given channel $h_{mk}^{cl}$ from antenna $n$ of BS $l$ to user $k$ of SP $m$ in cell $c$, we denote $e_H$ as the standard deviation of the normalized CSI error, i.e., $h_{mk}^{cl}/e_H \sim CN(0, 1)$. Finally, we assume each channel is i.i.d. over time.

To study the performance of Algorithm 2, we consider the following two metrics: First, we define the $T$-slot normalized time-averaged precoding deviation from virtualization demand as $\bar{\rho}(T) \triangleq \frac{1}{T} \sum_{t=0}^{T-1} [\mathbf{H}(t)\mathbf{V}^*(t) - \mathbf{D}(t)]_F$. Second, we consider the $T$-slot time-averaged per-cell transmit power as $\bar{P}(T) \triangleq \frac{1}{TC} \sum_{t=0}^{T-1} \|\mathbf{V}^*(t)\|_F^2$. We assume that the InP allocates the transmit power $P_m = \frac{Pc}{Tc}$ to each SP $m$, $\forall c \in C$.

2) Effect of Weight $U$: Recall that weight $U$ is a design parameter in Algorithm 2. We first study the effect of weight $U$ on the performance of the proposed algorithm by varying $\epsilon$. Note that $\bar{\rho}(T)$ is normalized to the network-wide demand $\|\mathbf{D}(t)\|_F^2$. We use the upper bound for $\|\mathbf{D}(t)\|_F^2$ in Lemma 9 to set $\epsilon$ as $\epsilon = \theta \epsilon^2 B^2$, where $\theta$ is used as a controllable parameter. From (1), we set $B = 1.645 \sqrt{\sum_{c \in C} N_c^2 \sum_{k \in K} \beta_k}$, which ensures that $P_\Delta(t) > 4.9 \times 10^{-12}$ based on the Chernoff bound.

Figs. 2(a) and 2(b) show the time trajectory of $\bar{\rho}(T)$ and $\bar{P}(T)$ under different values of $\theta$, when all SPs adopt MRT and ZF precoding. The value of $\bar{\rho}(T)$ is shown in percentage. Both accurate and inaccurate CSI are considered. We see that the $\bar{\rho}(T)$ under inaccurate CSI closely follows that under perfect CSI. Since the power constraint does not depend on the channels, as expected, $\bar{P}(T)$ under inaccurate CSI is almost identical to that under perfect CSI. These performance in Fig. 2 demonstrate that our proposed algorithm is robust to inaccurate CSI under different precoding schemes adopted by SPs. Furthermore, we observe that our proposed algorithm converges fast (within 100 time slots) for various values of $\theta$. As $\theta$ decreases, $U$ becomes larger, which puts more emphasis on the precoding deviation $\bar{\rho}(t)$ than on the Lyapunov drift $\Delta(t)$ in the DPP metric. As a result, it takes a longer time for the virtual queue $Z(t)$ to stabilize and for the performance to reach the steady state. In addition, for a smaller value of $\theta$, the steady state value of $\bar{\rho}(T)$ is smaller, and that of $\bar{P}(T)$ converges to $\bar{P}_c$. These behaviors are consistent with the bound analysis in (49) and (50) in Theorem 12. As we see, for $\theta = 10^{-4}$, the average deviation $\bar{\rho}(T)$ is under 2% for both the MRT and ZF precoding cases. Based on this result, we set $\theta = 10^{-4}$ as the default value for the rest of simulation.

3) Effect of Long-Term Transmit Power Limit $\bar{P}_c$: To study the effect of long-term average transmit power limit $\bar{P}_c$ in (39), we show in Fig. 3 the time trajectory of $\bar{\rho}(T)$ and $\bar{P}(T)$ under different values of $\bar{P}_c$, when all SPs adopt either MRT or ZF precoding. When $\bar{P}_c = \infty$, the precoding design in P3 is only
subject to the short-term transmit power constraint (40). With inaccurate CSI, the steady-state value of $\bar{P}(T)$ is only around 0.7% for MRT precoding and 1% for ZF precoding. When $P_c$ decreases, although $\bar{P}(T)$ increases for both MRT and ZF precoding schemes, their values remain small. For example, when $P_c = 37$ dBm, with inaccurate CSI, the steady-state value of $\bar{P}(T)$ is around 2% for both MRT and ZF precoding schemes. As we observe, there is a trade-off between the steady-state value of $\bar{P}(T)$ and $\bar{e}$. The InP can use this trade-off to balance the transmit power consumption and the deviation of actual precoding from the virtualization demand.

4) Impact of Inaccurate CSI: In Fig. 4, we study the impact of CSI inaccuracy on the performance of the proposed algorithm by varying $e_H$. As $e_H$ increases from 5% to 15%, the steady-state values of $\bar{P}(T)$ are still under 2% for both MRT and ZF precoding schemes. Comparing the two precoding schemes, we observe that $\bar{P}(T)$ is more sensitive to $e_H$ under ZF precoding than under MRT precoding. The reason is that ZF precoding requires accurate CSI to null the inter-user interference, and thus its performance is more sensitive to CSI accuracy [48]. In contrast, MRT precoding generates power gain at the general signal direction and is less sensitive to the CSI accuracy. Finally, we observe that the steady-state value of $\bar{P}(T)$ is similar for different values of $e_H$, showing that it is not sensitive to CSI accuracy.

5) Benefit of Spatial Virtualization for Service Isolation: Most existing works on MIMO WNV adopt the physical isolation approach to separate the SPs [5]-[12]. To the best of our knowledge, there is no existing online method for virtualization in multi-cell MIMO systems.\footnote{For traditional non-virtualized multi-cell systems, existing coordinated precoding schemes focus on per-slot optimization problems with per-slot maximum transmit power limit only. These per-slot precoding solutions are not comparable with the proposed online solution with the long-term transmit power constraint.} Therefore, for performance comparison, we implement a physical isolation scheme for online multi-cell MIMO WNV. Specifically, we consider a frequency division (FD) scheme that allocates equal bandwidth $\frac{B}{M}$ to each SP $m$. We then use the proposed proposed online coordinated precoding solution to serve each SP. For each SP, this can be considered as a special case of Algorithm 2 with a single SP, maximum power limit $\frac{P_{\text{max}}}{M}$, and long-term power limit $\frac{P_s}{M}$.

Fig. 5 shows the averaged user rate $\bar{R}(T)$ achieved by the proposed approach and the FD approach for both inaccurate CSI and accurate CSI. Note that all rates are normalized by the total bandwidth $B_W$. For both the MRT and ZF precoding cases, $\bar{R}(T)$ under both approaches quickly converges to its steady state. The average rate achieved by the proposed spatial isolation approach is 2–3 times higher than that of the FD approach. This indicates substantial performance advantage of the proposed spatial isolation approach over
(a) All SPs adopt MRT precoding.  
(b) All SPs adopt ZF precoding.

Fig. 6. $\overline{R}(T)$ and $\overline{P}(T)$ vs. $T$ under different values of $K^c$ with $N^c = 64$.

the physical isolation approach for online virtualization in a multi-cell MIMO network.

6) Impact of Number of Users and Antennas: We further study the impact of the numbers of users $K^c$ and antennas $N^c$ on the performance of the proposed algorithm. We set the numbers of users per SP in each cell to be $K^c_m = \frac{K^c}{M}, \forall m \in \mathcal{M}, \forall c \in \mathcal{C}$. In Fig. 6, we show the time trajectory of $\overline{R}(T)$ and $\overline{P}(T)$ under different values of $K^c$, with $N^c = 64$, for both MRT and ZF precoding schemes. As $K^c$ increases, the steady-state value of $\overline{R}(T)$ decreases for both precoding schemes, due to the increase of inter-user interference. We observe that increasing the total number of users does not significantly affect the convergence rate of our algorithm. Fig. 7 shows that the steady-state per-user rate increases as the number of antennas $N^c$ increases. This is because the InP has more degrees of freedom in the coordinated precoding design. We also observe that the proposed algorithm converges fast, even with a large number of antennas.

VIII. CONCLUSIONS

In this paper, we have considered designing online downlink MIMO WNV in a multi-cell network with imperfect CSI, where the InP provides a precoding solution based on the SPs’ independent service demands. Assuming fading channels and bounded CSI estimation error, we propose an online multi-cell coordinated precoding algorithm aiming to minimize the long-term time-averaged precoding deviation of the InP’s actual precoding solution from the virtualization demands by the SPs. Our proposed algorithm only depends on the imperfect CSI estimates currently available at the SPs and the InP, without the knowledge of the channel distribution. Our online coordinated precoding solution is fully distributed and in semi-closed form, which can be implemented at each cell without any CSI exchange across cells. Our analysis on the performance of the proposed online algorithm takes into account the two-fold impact of imperfect CSI on both the InP and the SPs, and we observe an optimality gap of $O(\delta)$ over any time horizon due to CSI inaccuracy $\delta$. Simulation results demonstrate the effectiveness of the proposed algorithm in both convergence rate and performance robustness to imperfect CSI, as well as superior performance over the physical isolation approach.
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