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Abstract: The topic of uncertainties in water management tasks is a very extensive and highly discussed one. It is generally based on the theory that uncertainties comprise epistemic uncertainty and aleatoric uncertainty. This work deals with the comprehensive determination of the functional water volumes of a reservoir during extreme hydrological events under conditions of aleatoric uncertainty described as input data uncertainties. In this case, the input data uncertainties were constructed using the Monte Carlo method and applied to the data employed in the water management solution of the reservoir: (i) average monthly water inflows, (ii) hydrographs, (iii) bathygraphic curves and (iv) water losses by evaporation and dam seepage. To determine the storage volume of the reservoir, a simulation-optimization model of the reservoir was developed, which uses the balance equation of the reservoir to determine its optimal storage volume. For the second hydrological extreme, a simulation model for the transformation of flood discharges was developed, which works on the principle of the first order of the reservoir differential equation. By linking the two models, it is possible to comprehensively determine the functional volumes of the reservoir in terms of input data uncertainties. The practical application of the models was applied to a case study of the Vír reservoir in the Czech Republic, which fulfils the purpose of water storage and flood protection. The obtained results were analyzed in detail to verify whether the reservoir is sufficiently resistant to current hydrological extremes and also to suggest a redistribution of functional volumes of the reservoir under conditions of measurement uncertainty.
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1. Introduction

According to the latest evaluated data on the state of weather and climate in the world by the World Meteorological Organization [1], warming is continuing to increase, which has been observable for several decades. According to the Intergovernmental Panel on Climate Change (IPCC) [2], one of the five reasons for concern (RFCs) that illustrate the consequences of global warming and summarize key impacts and risks across sectors and regions is extreme weather events. These include, for example, an increase in the number of heat waves and an increase in the periodicity and intensity of droughts and floods. Currently, due to global warming, water scarcity is growing very rapidly worldwide and an increasing number of drought-affected areas are emerging. Problems with the security of water resources are beginning to be evident, even in areas where the population has not been very aware of drought. On the other hand, there is also a more frequent incidence of floods worldwide.

The people of Central Europe are also beginning to feel these problems more strongly [3]. Drought periods have appeared in Central Europe in recent years, in 1949, 1961 and 1963, from 1991 to 1994 and in 2003 [4], and they have been repeated to a greater extent since
about 2011 [4], persisting until now. In the climate of Central Europe, the reduction in average precipitation is not recorded, but there are changes in the distribution of precipitation. In other words, the periods of drought are becoming more prolonged, alternating with more intense precipitation, which can cause floods from torrential rains. The above is also intensified by the extensive regional floods that Central Europe has faced in recent years; for instance, the regional floods in 1997, 2002, 2006, 2009, 2010 and 2013 [5].

The values of annual river flow trends in Central Europe have a negative tendency, especially in the spring and summer months [6]. In the future, a further decrease in flows is probable, especially in low-water periods [7], and the probability of lower flow occurrence will increase. In addition, the prospects for the coming years are not very optimistic given the frequency and length of droughts and the occurrence of floods, even if estimates from climate models are not completely fulfilled. This is confirmed by the IPCC Fifth Assessment Report [8]. According to this report, climate change is expected to increase drought risks and water scarcity in urban areas with a very high degree of reliability. Indicators of a medium degree of reliability point to higher flood risks at the regional level [8]. In addition, the longer the period without the occurrence of major regional floods, the more likely it becomes that this event will occur.

From the point of view of hydrological extremes, a large degree of uncertainty affects water management applications, whether it is uncertainty stemming from climate change or from the measurement of input data. The overall concept of uncertainty can currently be perceived from several perspectives, and there are many applications of uncertainty. Uncertainty can be classified [9] into two categories, namely aleatoric and epistemic uncertainty. The application of the aleatoric and epistemic uncertainty typology is complex in technical tasks but it can be determined by the author when creating a model based on many factors, knowledge of the problem and the decision-making process [9]. Uncertainty arising from measurements falls into the group of aleatoric uncertainty. This category of uncertainties is tied to a certain probability distribution and shows the variability associated with the system or the environment. Therefore, it can be described using stochastic simulations [10].

No major watercourses flow into the Czech Republic and the only basic source of water is precipitation that falls on its territory. Under these hydroclimatic conditions, water resources management must be focused primarily on increasing the retention capacity of water in the landscape and its subsequent infiltration into underground sources, but also on strengthening surface water resources. One of the appropriate adaptation measures for the future change of climatic conditions is water reservoirs, either in the sense of appropriate management of existing reservoirs or the construction of new reservoirs. This is confirmed by the Strategy on Adaptation to Climate Change in the Czech Republic [11], which represents a national adaptation strategy including water management. One of the recommended strategies in the document [11] is the optimization of the function of existing reservoirs and water management systems with regard to the more intensive occurrence of hydrological extremes.

In the Czech Republic, water reservoirs have been designed according to historical or derived hydrological time series, and individual volumes in reservoirs were designed separately. Water reservoir handling codes are outdated and do not take into account the uncertainties arising from the processing of input data and the uncertainty of future climate change. These uncertainties can jeopardize the reliability of water supply. It is therefore appropriate to undertake thorough analyses of reservoir volumes and revisions of handling codes and the Czech Technical Standards [12].

The aim of this study was to present a complex solution for the design of functional volumes of a multi-purpose reservoir under conditions of uncertainty of input data measurement. To meet the main objective, it was first necessary to meet two sub-objectives:

(a) The first sub-objective was to develop a simulation-optimization model of the reservoir to determine the optimal storage volume of the reservoir under conditions of input data uncertainty (UNCE_RESERVOIR). The reservoir model is based on the
balance equation of the reservoir and involves optimization using the grid method with the required temporal reliability.

(b) The second sub-objective was to develop a simulation model for the transformation of uncertain flood discharges to determine the retention volume of the reservoir under conditions of input data uncertainty (TRANSFORM_WAVE). The model is based on the first order of the reservoir differential equation.

(c) The main objective was to link the two models and analyze what effect the optimized reservoir storage volume will have on the transformation effect of the reservoir.

The main model integration comprises the development of a comprehensive solution for the functional volumes of the reservoir in terms of input data uncertainties applied to the input data. This innovative approach responds to changes in future climatic conditions and contributes to reducing the risk of water supply disturbances during low-water periods with a safe design for the size of the retention volume in extreme floods. The combination of both models creates a procedure and, subsequently, a tool, which can be applied to the design of any new reservoirs or to the redistribution of volumes of existing multi-purpose reservoirs, not only in Central Europe but also across the world. Adequate input data is an important condition. The procedure and models were applied and tested on the real Vir reservoir in the basin of the Morava River in the Czech Republic.

2. Background

The uncertainties themselves, from the point of view of current knowledge, were first described in the work “Risk, Uncertainty, and Profit” [13]. Measurement uncertainties as we know them today became common practice in calibration laboratories only in 1990 with the Western European Calibration Association publication “WECC 19/90” [14], which outlined, for the first time, the general principles of uncertainty and defined further procedures for introducing uncertainty theory into metrological practice. This was followed by other regulations and guidelines [15,16], according to which the theory of measurement uncertainties developed two classifications: so-called type A uncertainty and type B uncertainty. This classification is based on the method of obtaining the given uncertainty. Reference [17] deals with the distribution and promotion of measurement uncertainties using simulation with the stochastic Monte Carlo method.

Worldwide, research on uncertainties in hydrology and water management is extensive, including the uncertainty of measurement of hydrological quantities, uncertainties in hydrological applications and the influence of measurement uncertainties on multi-purpose reservoirs. In hydrology itself, estimates of uncertainties in the form of uncertain and incomplete data or ignorance of systems were first described by the GLUE method [18,19]. Uncertainties of flow measurements or possible approaches to fill in missing flow series have been discussed [20–24]. Uncertainties applied to predict water flow in streams and floods using the Monte Carlo method have been mentioned in other studies [25,26]. Hydrological applications involving the investigation of the effects of hydrological uncertainties arising from measurements on the volume of water in reservoirs have been discussed in two articles [27,28]. The most recent publications have examined the risks of uncertainty and its effect on the storage volume of reservoirs using Monte Carlo simulations [29,30]. Based on uncertain future flood inflows to a reservoir, an analysis of the probable risks for a reservoir was performed in [31] and an analysis of flood control risks with an uncertain prognosis of water inflows was undertaken through Monte Carlo simulation of the reservoir system in [32]. A simultaneous solution for storage and retention volume under uncertainty conditions was investigated in [33] for the largest multi-purpose water reservoir in Vietnam using the simulation model MIKE 11. Other articles that evaluate new approaches to decision-making methods for solving problems involved in multi-purpose reservoirs under conditions of uncertainties are [34–36].

In general, the models for determining the storage volumes of reservoirs are based on the balance between the inflow of water into the reservoir and the outflow of water from the reservoir, including abstractions. The model approaches include simulation [37,38] and
an unconventionally statistical approach [39]. For the transformation of flood discharges or the determination of the retention volume of the reservoir, the approaches of the models generally involve simulation and can be solved with numerical Runge–Kutta differential methods [40–42], Klemeš graphical methods based on a differential equation [43,44] or mathematical and physical modeling.

Further similar research dealing with the volumes of multi-purpose reservoirs under uncertain conditions can be found in articles [45–51]. The results obtained generally show that current reservoirs and optimal operating rules for the water supply system cannot deal with the problem of performance degradation under uncertainties associated with inflow conditions and water demand growth. The search for the trade-off between water supply and flood protection leads to individual approaches and to the improvement of reservoirs’ optimal operation models. Articles [45–51] further develop models at tropical monsoon climate locations or in areas with significant annual periods of dry and wet seasons. Current climate conditions in Central Europe are changing. The frequencies of drought and floods episodes are increasing and the problem focus on the trade-off between water supply and flood protection can only be solved when the issues are treated separately. Under these climate change conditions, newly joined water supply and flood modeling including uncertain input data will be an issue for water science in the Czech Republic.

In the Czech Republic, the influence of random errors in hydrological data for the value of the reservoir storage volume was first investigated in 1984 [52]. This report introduced the principle of random errors into time series using the Monte Carlo method and their subsequent application to reservoir storage volume calculations was defined. This method was developed in [53–57] where a detailed analysis of the influence of the uncertainties of the input data on the simulation model of the storage volume of the reservoir was undertaken. In articles [52–57], comprehensive models were constructed to address the issues described above in sub-objectives (a) and (b). These models were first tested in isolation, as described in [58,59], and these articles present the development of their integration.

The research in [54–57] has shown that the uncertainties of the input hydrological data can: (i) negatively affect or underestimate the size of the storage volume of a reservoir, (ii) realistically cause unexpected operational failure of a reservoir, (iii) result in high economic damage and (iv) lead under certain conditions to reservoirs being erroneously classified into the more significant classes of waterworks according to the Czech Technical Standard [12] based on storage volumes. This standard classifies water reservoirs based on their strategic importance. The classification is evaluated by the time reliability \( R_T \), which is defined as the ratio of months without water failures, represented as water deficit, and the number of all months for a given time series [60–62]. Category A, with the highest priority, is for \( R_T \geq 99.5\% \) and category D, with the lowest priority, is for \( R_T \geq 95.0\% \). A water deficit is identified when the storage volume of the reservoir is in an unsatisfactory state.

3. Case Study

A case study was undertaken on the Vír I multi-purpose reservoir located on the Svratka River in the basin of the Morava River in the Czech Republic. The reservoir is located 150 km east of the capital city of Prague (see Figure 1) and supplies water to Brno, the second largest city. The concrete gravity dam falls under the administration of the Morava River Basin State Enterprise. The long-term inflow \( Q_A \) is 3.28 m\(^3\)s\(^{-1}\). The required water outflow from the reservoir \( O_R \) is 2.5 m\(^3\)s\(^{-1}\). The storage volume \( V_Z \) is 44.056 million m\(^3\) at an elevation of 464.45 m above sea level, the volume of inactive storage is 3.80 million m\(^3\), the retention volume \( V_R \) is 8.337 million m\(^3\) and the total volume of the reservoir \( V_{TOT} \) is 56.193 million m\(^3\). The reservoir has two bottom outlets with diameters of 1800 mm. At the maximum water level, the flow rate of the bottom outlets is maximally \( 2 \times 40 \text{ m}^3\text{s}^{-1} \). The emergency spillway of the reservoir is an uncontrolled crest structure at an elevation of 467.05 m above sea level, with a total length of 60.5 m (5 \times 12.1 m) and a capacity of 180.5 m\(^3\)s\(^{-1}\) at the level of the uncontrollable retention volume. According to
the Czech Technical Standard [12], the reservoir falls into category A, the highest priority, i.e., with a time reliability $R_T \geq 99.5\%$. The main purposes of the reservoir are storage of drinking water and flood protection.

![Figure 1. Location of the Vir I water reservoir.](image)

Hydrological data regarding the inflow of water into the reservoir used for the determination of the storage volume of the reservoir was in the form of historical monthly flows for the last 66 years and an updated flood discharge from 2008 was used to calculate the retention volume of the reservoir. Specifically, this was a flood discharge of $Q_{1000}$ according to the classical regression without seasonality differentiation and with a time step of 360 min. Hydrological data were acquired from the Czech Hydrometeorological Institute.

The calculation of the storage volume of the reservoir aimed to take into account the losses of water from the reservoir, specifically evaporation from the water surface and seepage through the body of the dam. The amount of the evaporation was determined by the annual evaporation, i.e., 613 mm, and the seepage size through the dam body was 0.15 l s$^{-1}$ per 1000 m$^2$ [63].

To calculate the retention volume of a reservoir, it is necessary to determine its control maximum water level (CML) according to [63,64]. This CML value corresponds to the level of the dam crest, i.e., 470.45 m above sea level.

4. Methodology

4.1. Problem Formulation

The operation of multi-purpose reservoirs is complicated due to the conflict between different objectives. In recent years, it has become desirable to maximize both storage volume and protective volume, as multi-purpose reservoirs may not fully respond to current and future climatic conditions. The solution is to find a suitable ratio between the size of the storage and the retention volume of water in the reservoir in conditions of uncertainty. In other words, we need to comprehensively determine the functional volumes of the reservoir. For this purpose, the models presented below apply input data uncertainties to their solution through the Monte Carlo method. The connection of both
models for the determination of the functional volumes of the reservoir, including an example of the introduction of input uncertainties, is shown in the flow chart in Figure 2.

Figure 2. Flow chart of a complex solution for the functional volumes of a reservoir.

4.2. UNCE RESERVOIR—Simulation-Optimization Model of the Reservoir for Determining the Storage Volume of the Reservoir

The developed simulation-optimization model determines the optimal storage volume of the reservoir $V_Z$ in conditions of uncertainty. To determine the optimal storage volume of the reservoir $V_Z = f(O_R, R_T)$, which is a function of the required outflow $O_R$ and
predetermined temporal reliability \( R_T < 100\% \), repeated calculations determining the temporal reliability \( R_T = f(O_R, V_Z) \) at the predetermined required outflow \( O_R \) and storage volume \( V_Z \) were used.

The parameter sought was therefore the storage volume \( V_Z \). The criterion was temporal reliability according to the temporal reliability \( R_T \) and the water management solution allowed water failures in the reservoir according to the categorization of the reservoir. The initial condition was a full reservoir at the beginning of the test period (a value of 0 on the left side of Equation (1) characterizes the full storage volume of the reservoir) and the boundary condition was a series of water inflows into the reservoir at the appropriate time steps. For each time step, a balance was made between the required outflow \( O_R \) and the historical inflow of water into the reservoir \( Q \). In addition, the limiting condition \( \sum (O_R - Q) \) was tested, i.e., whether or not the reservoir was emptied at the end of each month (the \( V_{Z,MAX} \) value on the right side of Equation (1) characterizes the empty storage volume of the reservoir). If it was emptied, a failure of the water outflow from the reservoir was judged to exist. This meant that in all months when the outflow of water \( O_i \) was less than the required outflow \( O_R \), the reservoir failed to supply enough water to the distribution system. The total sum of all failure months according to Equation (2) was recorded and the temporal reliability \( R_f \) was calculated (see Equation (3)).

The basis of the simulation model of the subtask \( R_T = f(O_R, V_Z) \) is the modified balance equation of the reservoir in the sum form converted into the following inequality (Equation (1)) [65]:

\[
0 \leq \sum_{i=0}^{k} (O_i - Q_i) \Delta t \leq V_{Z,MAX},
\]

where \( O_i \) is the water outflow from the reservoir (\( \text{m}^3 \text{ s}^-1 \)) in a given month for \( i = 1, \ldots, k \); \( Q_i \) is the inflow of water into the reservoir (\( \text{m}^3 \text{ s}^-1 \)) in a given month for \( i = 1, \ldots, k \) and \( \Delta t \) is the time step of the calculation of one month.

The classification of the reservoir storage volume failure for the calculation of temporal reliability is expressed by Equation (2) [53]:

\[
Z_{t,j} = \begin{cases} 
Z_{t,j} = 1, & O_i > O_R \\
Z_{t,j} = 0, & O_i < O_R
\end{cases},
\]

where \( Z_{t,j} = 1 \) describes the state of the \( V_Z \) reservoir in the fault-free (satisfactory) time step of the calculation and \( Z_{t,j} = 0 \) describes the state of the \( V_Z \) reservoir in the faulty (unsatisfactory) time step of the calculation.

The degree of temporal reliability of the improved outflow \( O_R \) as a result of the outflow control is the probability that the actual outflow of water from the reservoir will not fall below the value of the improved outflow \( O_R \). In this case, the temporal reliability is applied according to the temporal reliability \( R_T \), which can be calculated from the values \( Z_{t,j} \) according to Equation (2) [66]:

\[
R_T = \frac{\left( \sum_{i=1}^{k} Z_{t,j} \right) - 0.3}{k + 0.4} \cdot 100, \ [%],
\]

where \( \sum_{i=1}^{k} Z_{t,j} \) is the sum of the records of the faulty and fault-free months and \( k \) is the number of all months of the input time series.

First, the value of the parameter (storage volume) is selected and a new variant of reservoir operation is repeatedly simulated according to Equation (1), and then the monitored criterion \( \pi \) (decrease in temporal reliability \( R_T \)) is evaluated according to Equations (2) and (3). The solution is a variant in which the criterion coincides with the required value. In this variant, the selected parameter becomes the result of the solution. The task leads to an optimization in which the solved parameter is unknown and the criterion is the difference between the calculated and the required temporal reliability, which is minimized. The reservoir model uses a simple optimization method called the grid method, where param-
eters with a fixed step are selected at allowable intervals. The calculation also includes, among other things, water losses from the reservoir, specifically water losses by evaporation from the water surface and seepage of the dam body. The principle for introducing water losses from the reservoir into the solution is that the loss flows are counted using repeated simulation.

4.3. TRANSFORM_WAVE—Reservoir Simulation Model for Determining the Retention Volume of the Reservoir

For the second hydrological extreme, flooding, a simulation model was developed for the transformation of uncertainty-affected flood discharges. In the model, the transformation of the flood discharge is performed by mathematical modification of the original Klemeš graphical method [43]. The Klemeš graphical method (see Figure 3) is based on the first order of the reservoir differential equation and expresses the relationship between the inflow and outflow of water from the reservoir as a function of time and the volume of water retained in the reservoir.

![Figure 3. Principle of the Klemeš graphical method [43].](image)

The following simplifications were introduced to construct the model: (i) Although the inflow and outflow values change continuously over a period of time during the process, they were considered to be constant in a given time interval. The inflow (marked as \( P \) and \( Q \) in Figure 3) and outflow in each interval are thus represented by a single instantaneous value; (ii) The Klemeš method was set to enter the calculation only when the emergency spillway is exceeded. If the water is below the level of the emergency spillway, then the calculation only balances the volume of water inflow and outflow to the previous reservoir volume.

The main data for the Klemeš method are the hydrograph of the flood, the parameters of the bottom outlets, the emergency spillway and the line of flooded volumes for the construction of the so-called transformation curve, which can be seen in the right part of Figure 3 and is marked as \( Q' \). The transformation curve expresses the total outflow of water from the reservoir depending on its filling. It characterizes the potential outflow of water from the reservoir and is a function of the volume of the reservoir. To determine it,
according to [67], the capacity of the bottom outlets $O_B$ should be calculated according to Equation (4) and the emergency spillway capacity $Q_{ES}$ according to Equation (5):

$$O_B = \mu S \sqrt{2 gh_w}, \quad (4)$$

$$Q_{ES} = m b \sqrt{2 gh_w^2}, \quad (5)$$

where $\mu$ is the outflow coefficient (-), $S$ is the area of the outlet opening (bottom outlets) (m$^2$), $g$ is the gravity acceleration (m s$^{-2}$), $h_w$ is the height of the water above the bottom outlets (m), $m$ is the overflow coefficient (-), $b$ is the width of the emergency spillway (m) and $h_w$ is the height of the water above the spillway (m).

Furthermore, it is necessary to use the Klemeš method to construct the reduction angle $\alpha$ for the transformation, which is based on the size of the flow and the time interval and characterizes the proportionality between the created area surrounded by inflow and outflow in a given time interval and the length of the horizontal line of the transformation curve of the given time interval. The graphical construction by the Klemeš method takes place gradually in individual time intervals, first on the ascending and then on the descending branch of the flood discharge, through the mentioned transformation curve and the reduction angle $\alpha$.

### 4.4. Monte Carlo Method for Applying Input Uncertainties to the Reservoir Simulation Model

The following assumptions were introduced to create an algorithm that generates random series with a burden in the form of uncertainties. The general input value $X$ resulting from the measurement was considered as a random (stochastic) quantity. This assumption makes it possible to generate new $X_i$ values around the input value $X$ resulting from the measurement completely randomly and independently of each other. The quantity $X_i$ is therefore random and independent of the previous and following values. The randomly generated quantities $X_i$ are the result of a number of mutually independent phenomena, which makes it possible to describe the input value with a corresponding normal probability distribution $N(\mu(X), \sigma(X))$. The introduction of a normal probability distribution makes it possible to enter the vicinity of the resulting value of a random resulting from the measurement was considered as a random (stochastic) quantity. This assumption makes it possible to generate new $X_i$ values around the input value $X$ resulting from the measurement completely randomly and independently of each other. The quantity $X_i$ is therefore random and independent of the previous and following values. The randomly generated quantities $X_i$ are the result of a number of mutually independent phenomena, which makes it possible to describe the input value with a corresponding normal probability distribution $N(\mu(X), \sigma(X))$. The introduction of a normal probability distribution makes it possible to enter the vicinity of the resulting value of a random variable using the mean value $\mu(X)$ as the measured value and the standard deviations $\sigma(X)$ as the standard uncertainty. Only the standard measurement uncertainty of type $B$ $u_{B,X}$ was considered in the calculations. Finally, a simplification was introduced, whereby the standard uncertainty of measurement $u_{B,X}$ is deployed using the relative value of the coefficient of variation $C_v(X)$ (see Equation (10)) and the resulting standard deviation $\sigma(X)$ is then calculated according to Equation (9).

The essence of the random series generator is repeated use of the Monte Carlo method. Subsequently, for each mean value $\mu_i(X)$, distribution curves $F_i(X)$ of the normal standardized probability distribution $N(\mu(X), \sigma(X))$ are created for $t = 1, 2, \ldots, NE$, where $NE$ is the total number of elements (e.g., the total number of average monthly inflows or the total number of points from the flooded volume line). Using a pseudo-random number generator, generating random numbers from the interval $\xi \in (0,1)$, random waveforms of a number of elements $X_i$ are repeatedly generated, which are referred to as random positions of $NX_{ij}$ values, in the interval of specified uncertainty for $i = 1, 2, \ldots, NG$, where $NG$ is the total number of repetitions (generations). The general principle for generating random positions of input parameters can be found in previous studies [52,53]. This described procedure for generating random elements can be applied to all quantities entering the water management solution for the storage and retention volume of the reservoir, except the bathygraphic curves of the reservoir. In this case, a compilation of two independent Monte Carlo generators was required. Each generator constructs a random point position (e.g., water level height) with a second random point position added to it (e.g., the volume of water in the reservoir). Together, the random positions of two points then create a random point coordinate (e.g., a random point coordinate of a flooded volume line). A series of random points then form random lines of flooded volumes burdened with
uncertainties. A symbolic depiction of the introduction of considered quantities burdened with uncertainties is shown Figure 4.

**Figure 4.** Symbolic depiction of the introduction of considered quantities burdened with uncertainties.

4.5. Methods for Evaluation

The generated input uncertainties in the data for the calculation of the water management solution of the reservoir provide spectra of storage and retention volume sizes. For a suitable presentation of the achieved results, the calculations were statistically evaluated and quantiles and the overshoot probability curve were also used.

4.5.1. Mean Value

The mean value is the value of the first general moment, denoted as \( \mu(X) \), and is expressed in the following form (Equation (6)):

\[
\mu(x) = \int_x x f(x) \, dx. \tag{6}
\]

The mean value belongs to the so-called position characteristics and its value is the \( x \)-coordinate of the center of gravity of the probability density. The method of moments involves an estimate of the mean value, as expressed by Equation (7):

\[
\mu(x) \approx \overline{x} = \frac{n}{n} \sum_{i=1}^{n} x_i, \tag{7}
\]

where \( \overline{x} \) is the sample mean or mean value, \( x_i \) are elements of random selection and \( n \) is the number of elements of random selection.

4.5.2. Variance and Standard Deviation

The standard deviation is expressed as the square root of the variance \( D(X) \). The variance rate of the random variable \( X \) regarding the diameter \( \mu X \) is given by the second central moment, or the variance \( D(X) \), which is expressed in the following form (Equation (8)):

\[
D(x) = \int_x (x - \mu(x))^2 f_x(x) \, dx. \tag{8}
\]

The standard deviation is also based on the second central moment and is denoted by \( \sigma(x) \). Using the method of moments, the standard deviation is expressed by Equation (9):

\[
\sigma(x) = \sqrt{D(x)} = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \mu(x))^2}{n - 1}}. \tag{9}
\]
4.5.3. Coefficient of Variation

Similar to the variance and standard deviation, the coefficient of variation is based on the second central moment. The coefficient of variation is denoted by $C_v(x)$ and is expressed as the ratio of the standard deviation and the mean value (Equation (10)):

$$C_v(x) = \frac{\sigma(x)}{\mu(x)} = \sqrt{\frac{\sum_{i=1}^{n} (k_i - \mu(x))^2}{(n-1)}}, \text{ for } k_i = \frac{x_i}{\mu(x)}. \quad (10)$$

4.5.4. Coefficient of Variation

The overshoot probability function or overshoot probability curve determines the probability that a random variable will be greater than or equal to the value of $A$. The overshoot probability curve is a decreasing function and takes values from one to zero. It can be obtained by integration from the probability density on the right. The shape of the overshoot probability is given in Equation (11):

$$P(A) = P[x \geq A] = \int_{b}^{A} f(x)dx. \quad (11)$$

4.5.5. Quantile

The quantile indicates the measure of the position of the probability distribution of a random variable. In other words, quantiles describe the points at which the distribution function of a random variable passes through a given value. In the case of a continuous distribution having the distribution function $F_X(x)$, the $p$-quantile $x_p$ is a value of a random variable $X$ for which values less than $x_p$ occur only with probability $p$, i.e., for which the distribution function $F_X(x_p)$ is equal to the probability $p$ (Equation (12)):

$$P(X < x_p) = F_X(x_p) = p. \quad (12)$$

When presenting the results of quantiles in the overshoot probability function, 5, 10, 15, 20 and 25% quantiles correspond to the 95, 90, 85, 80 and 75% quantiles of the distribution function.

5. Results and Discussion

5.1. Storage Volume Modeling

It was first necessary to determine the inputs into the UNCE_RESERVOIR model for the updated length of the historical series of water inflows into the Vir reservoir up to 2018. In other words, it was necessary to determine the required water outflow from the $O_R$ reservoir for temporal reliability $R_T \geq 99.5\%$ and existing $V_Z$. The calculation was performed without input uncertainties, including consideration of water losses from the reservoir. As a result, the $O_R$ had to be reduced to achieve a satisfactory $R_T = f(O_R, V_Z)$, as shown in Table 1.

| $O_R$ (m$^3$ s$^{-1}$) | $R_T$ (%) |
|----------------|----------|
| 2.5            | 98.776   |
| 2.4            | 99.028   |
| 2.3            | 99.533   |
| 2.31           | 99.404   |

Table 1. Temporal reliability $R_T$ results for changing input $O_R$ for the updated data regarding water inflow into the reservoir.

In the next step, $V_Z$ was calculated deterministically and without input uncertainties, including the consideration of water losses from the reservoir for the calculated $O_R$ based on Table 1 and for $R_T \geq 99.5\%$, i.e., the calculation of $V_Z = f(O_R, R_T = 99.5\%)$. The resulting
optimized $V_Z$ should be close to the real reservoir volume. Based on the comparison of the optimized $V_Z$ with the real $V_Z$, the $O_R$ was slightly changed. These values are given in Table 2 along with the $O_R$ value for the further calculations that follow.

**Table 2.** $O_R$ results for varying input $O_R$ and $R_T \geq 99.5\%$ for the updated data regarding water inflow into the reservoir.

| $O_R$ (m$^3$ s$^{-1}$) | $V_Z$ (m$^3$) |
|----------------------|--------------|
| 2.3                  | 43,657,000   |
| 2.31                 | 44,371,700   |
| 2.305                | 44,069,000   |

After determining the exact value of $O_R$ needed to meet the significance of the reservoir with regard to the updated line of water inflow into the reservoir and the resulting $V_Z$ approaching the real $V_Z$, the optimized storage volumes $V_Z$ of the reservoir for the whole range of water inflow into the reservoir and with input uncertainties were calculated and evaluated. Input uncertainties from the measurements were applied: (i) constantly for all inputs with sizes $u_B = \pm 1$, $\pm 2$, $\pm 3$, $\pm 5$ and $\pm 7\%$ and (ii) differently for entered values according to the probable size of uncertainty for each input; specifically, $\pm 3\%$ for the inflow of water into the reservoir, $\pm 5\%$ for bathygraphic curves, $\pm 4\%$ for evaporation and $\pm 3\%$ for seepage through the reservoir body. The number of repetitions (generations) $NG$ was always set to 300 repetitions.

Figure 5 shows the calculated filling and emptying curves. These curves are shown for all considered input uncertainties and Table 3 shows the calculated mean values of the optimized stock volumes, including standard deviations. Furthermore, these results were evaluated by adding the upper and lower limits through a coefficient of expansion $k = 2$, which corresponds to a probability density coverage of approximately 95%. The last line also shows the 95% quantile of the optimized storage volume of the tested reservoir.

**Table 3.** Results of the analysis of optimal storage volumes $V_Z$ of the tested reservoir.

| (m$^3$) | $u_B = \pm 0\%$ | $u_B = \pm 1\%$ | $u_B = \pm 2\%$ | $u_B = \pm 3\%$ | $u_B = \pm 5\%$ | $u_B = \pm 7\%$ | $u_B$ Different |
|---------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| $\mu(V_Z)$ | 44,069,000 | 44,098,652 | 44,121,960 | 44,154,544 | 44,010,168 | 44,078,572 | 44,148,504 |
| $\pm 2\sigma(V_Z)$ | 0 | 545,346 | 1,137,567 | 1,627,581 | 2,574,596 | 3,958,923 | 1,621,724 |
| $V_Z$bottom $2\sigma(V_Z)$ | 44,069,000 | 43,553,306 | 42,984,393 | 42,526,963 | 41,435,572 | 40,119,649 | 42,526,780 |
| $V_Z$upper $2\sigma(V_Z)$ | 44,069,000 | 44,643,998 | 45,259,527 | 45,782,125 | 46,584,764 | 48,037,495 | 45,770,228 |
| 95%quant. $V_Z$ | 44,069,000 | 44,673,900 | 45,114,800 | 45,496,700 | 46,569,400 | 47,560,700 | 45,628,200 |

The reservoir filling and emptying courses shown in Figure 5 effectively demonstrate the increase in the variance of possible solutions with increasing input uncertainties, which is also evident in Table 3. Different input uncertainty settings according to the probable uncertainty affected the reservoir filling and emptying courses as an approximate uniform input uncertainty setting of $u_B = \pm 3\%$.

For the probable sizes of the input data uncertainty (different), the resulting optimized storage volume of the reservoir for 95% probability coverage was 44.149 million m$^3$ ± 1.622 million m$^3$, i.e., the result lay in the interval [42.527 million m$^3$; 45.771 million m$^3$]. To be on the safe side, it is desirable to work with the resulting upper interval, i.e., a higher storage volume, in a stochastic solution. Expressed by the 95% quantile, the resulting optimized volume was 45.628 million m$^3$; compared to the upper quantile, this value of $V_Z$ is 0.31% lower. The relatively safe and therefore recommended final value of the storage volume from this analysis was 45.770 million m$^3$. Based on the updated input series of water inflows into the reservoir and the introduction of input uncertainties, including consideration of water losses from the reservoir, it is therefore recommended that the existing storage volume of the Vir I reservoir be increased by up to 3.9%, specifically by 1.71 million m$^3$. 
The results from Table 3 are also presented in the form of a bar chart in Figure 6, where the resulting optimized stock volumes for all tested input uncertainties are plotted. The lower and upper limits for ±2 standard deviations of the storage volumes are marked in yellow and the solution using the 95% quantiles in red. The final bar in blue depicts the results for $V_Z$ with the probable different input uncertainties.

The courses of filling and emptying of the optimized $V_Z$ of the tested reservoir for constant $u_B = \pm 1\%$, $\pm 2\%$, $\pm 3\%$, $\pm 5\%$ and $\pm 7\%$ and for different $u_B$ are shown in Figure 5.
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**Figure 5.** Courses of filling and emptying of the optimized $V_Z$ of the tested reservoir for constant $u_B = \pm 1\%$, $\pm 2\%$, $\pm 3\%$, $\pm 5\%$ and $\pm 7\%$ and for different $u_B$.

![Figure 6](image-url)

**Figure 6.** Bar chart of the resulting optimized storage volumes $\mu(V_Z)$ of the Vír I reservoir for $\pm 2\sigma(V_Z)$ and 95% quantiles of the tested input uncertainties $u_B$. 

| Reservoir | $u_B = \pm 0\%$ | $u_B = \pm 1\%$ | $u_B = \pm 2\%$ | $u_B = \pm 3\%$ | $u_B = \pm 5\%$ | $u_B = \pm 7\%$ | $u_B$ different |
|----------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Vír I    | 42.527 m$^3$   | 43.248 m$^3$   | 44.069 m$^3$   | 44.891 m$^3$   | 45.628 m$^3$   | 46.360 m$^3$   | 47.092 m$^3$   |

The reservoir filling and emptying courses shown in Figure 5 effectively demonstrate the probable different input uncertainties. Thus, different reservoirs can react completely differently to input uncertainties.

The results from Table 3 are also presented in the form of a bar chart in Figure 6, where the resulting optimized stock volumes for all tested input uncertainties are plotted. The lower and upper limits for ±2 standard deviations of the storage volumes are marked in yellow and the solution using the 95% quantiles in red. The final bar in blue depicts the results for $V_Z$ with the probable different input uncertainties.
Furthermore, increases in the values of the variances of the resulting optimized storage volumes $\pm 2\sigma(V_Z)$ compared to the existing $V_Z$ depending on the input uncertainties $u_B$ were expressed as percentages. The results are shown in Table 4.

Table 4. Percentage increases (%) of the resulting variances $\pm 2\sigma(V_Z)$ of the optimized reservoir volume depending on the input uncertainties $u_B$ for the tested reservoir and another reservoir.

|          | $u_B = \pm 1\%$ | $u_B = \pm 2\%$ | $u_B = \pm 3\%$ | $u_B = \pm 5\%$ | $u_B = \pm 7\%$ | $u_B$ Different |
|----------|-----------------|-----------------|-----------------|-----------------|-----------------|----------------|
| Vir      | 1.24            | 2.58            | 3.69            | 5.84            | 8.99            | 3.68           |
| Vranov   | 8.04            | 8.35            | 9.14            | 10.89           | 13.42           | 9.20           |

Table 4 shows that, for the tested reservoir Vir (line two), the results in the form of $\pm 2\sigma(V_Z)$ demonstrate a steady increase depending on $u_B$. Testing on another reservoir, Vranov (line three), showed that there are not always such steady increases in results but that these depend on the growing uncertainties of the input data. Thus, different reservoirs can react completely differently to input uncertainties.

The results for the sets of optimal reservoir storage volumes obtained from the reservoir filling and emptying process depicted in Figure 5 are shown in Figure 7 in the form of an empirical overshoot probability curve. Each empirical curve consists of 300 final values for optimal storage volumes $V_Z$, which were sorted from minimum to maximum. Each overshoot probability curve corresponds to one type of input uncertainty setting. Furthermore, the 95% quantile (i.e., 5%) used for evaluation is marked on each curve.

In Figure 7 we can see that, for the probability $P = 50\%$, the optimized values of $V_Z$ for all courses take on values just above 44 million $m^3$, which is similar to the deterministic solution $V_Z = 44.056$ million $m^3$. This confirms the correctness of the random number generator. The courses of the individual curves are relatively symmetrical. The resulting mean values of the optimized storage volumes $\mu(V_Z)$ in Table 3 increase in comparison with the current value of the storage volumes by percentage values from 0.10% (for $u_B = \pm 5\%$) to + 0.22% (for $u_B = \pm 3\%$). The average of deviations for all input uncertainties was about + 0.09%. The obtained results for the stochastic optimized storage volumes reach only slightly higher values than in the deterministic solution. These factors again confirm the correctness of the random number generator and the appropriateness of using the Monte Carlo method.
5.2. Retention Volume Modeling

Further calculations were performed to determine how increasing the storage volume of the reservoir can affect the transformation of the flood discharge and the change in the retention volume of the reservoir. For this calculation, several variants of the design of the storage volume of the reservoir were considered. The developed simulation optimization model UNCE_RESERVOIR (described in Section 4.2) makes it possible to store all calculated optimal storage volumes according to the number of set repetitions and then to calculate the retention volume of the reservoir for any number of repetitions for each of these volumes using the second simulation model, TRANSFORM_WAVE (described in Section 4.3). To simplify and shorten the calculation time, only a few optimal storage volumes were selected to obtain a single complex solution of functional volumes out of 300 possible solutions with input uncertainties entered differently (according to the probable size of uncertainty at each input), i.e., the blue course of the probability curve in Figure 7. Specifically, the optimal storage volumes resulting from 75, 80, 85, 90 and 95% quantiles (i.e., 25, 20, 15, 10 and 5% in the overshoot probability function) and the upper limit of the resulting expanded uncertainty +2σ were selected from this calculation setting (see Figure 8).

![Optimal VZ values selected from the overshoot probability curve of the obtained optimized storage volumes of the Vir I reservoir.](image)

For the selected optimal VZ values of the reservoir, Table 5 shows the specific VZ values of the optimal storage volumes in column three and the corresponding water heights in the reservoir hVz in column two. It is clear that, with the increasing quantile (downwards in Table 5), the optimal value of VZ increases and therefore the height of water in the reservoir hVz also increases. Since the emergency spillway of the reservoir is always considered at the same height hVRC (column four) in accordance with the chosen location, the increase of controllable retention VRC (column five) and hVRC is at the expense of the uncontrollable retention volume hVRU (column six) and VRU (column seven).
Table 5. The calculated volumes of water in the reservoir and the corresponding heights of water in the reservoir for selected optimal $V_Z$ values ($\text{m}^3$), including the peak size of the transformed flood discharges $Q_{1000}$.

|                  | $h_{VZ}$ (m) | Optimal $V_Z$ ($\text{m}^3$) | $h_{VRC}$ (m) | $V_{RC}$ ($\text{m}^3$) | $h_{VRU}$ (m) | $V_{RU}$ ($\text{m}^3$) | $V_R$ ($\text{m}^3$) | $V_{TOTAL}$ ($\text{m}^3$) | $Q_{PEAK}$ ($\text{m}^3 \text{s}^{-1}$) | Height to CML (m) |
|------------------|--------------|-------------------------------|--------------|--------------------------|--------------|--------------------------|----------------|-----------------------------|-------------------------------|----------------|
| Current state    | 63.00        | 44,056,000                    | 65.60        | 5,286,000                | 67.00        | 3,051,000                | 8,337,000      | 56,193,000                  | -                            | 2.00                      |
| Calculation for the current state | 63.00        | 44,056,000                    | 65.60        | 5,286,000                | 67.80 ± 0.64 | 5,002,000 + 1,554,000   | 10,288,000     | 58,144,000                  | 172.11 ± 62.54               | 1.20 0.56       |
| 75% quantile $V_Z$ | 63.32        | 44,682,300                    | 65.60        | 4,659,700                | 67.80 ± 0.61 | 4,999,000 + 1,499,000   | 9,658,700      | 58,141,000                  | 177.91 ± 61.36               | 1.20 0.58       |
| 80% quantile $V_Z$ | 63.41        | 44,858,400                    | 65.60        | 4,483,600                | 67.80 ± 0.60 | 4,990,000 + 1,471,000   | 11,157,700     | 58,132,000                  | 179.68 ± 61.56               | 1.20 0.60       |
| 85% quantile $V_Z$ | 63.47        | 44,984,800                    | 65.60        | 4,357,200                | 67.78 ± 0.60 | 4,950,000 + 1,458,000   | 10,944,600     | 59,603,000                  | 181.12 ± 61.54               | 1.22 0.62       |
| 90% quantile $V_Z$ | 63.64        | 45,310,700                    | 65.60        | 4,031,300                | 67.71 ± 0.55 | 4,770,000 + 1,336,000   | 10,801,300     | 59,248,000                  | 185.86 ± 61.43               | 1.29 0.75       |
| 95% quantile $V_Z$ | 63.79        | 45,628,200                    | 65.60        | 3,713,800                | 67.70 ± 0.51 | 4,755,000 + 1,239,000   | 8,468,800      | 57,897,000                  | 188.41 ± 60.41               | 1.30 0.79       |
| Upper limit $V_Z$ (+2$\sigma$) | 63.90        | 45,770,228                    | 65.60        | 3,571,772                | 67.67 ± 0.49 | 4,676,000 + 1,181,000   | 8,247,772      | 57,888,000                  | 190.87 ± 59.59               | 1.33 0.85       |
To calculate the retention volume, a flood discharge \( Q_{1000} \) with an input standard uncertainty \( u_B = \pm 10\% \) was selected, which was chosen as the minimum following [68], in which the reliability classes of hydrological data are given, including the probable variance of errors. The calculation was performed in the variant without pre-drainage of water from the reservoir. The number of uncertainties generated for the flood discharge was chosen to be 300 repetitions. The starting water level in the reservoir at the beginning of the flood discharge transformation solution was always the full storage volume \( V_Z \), i.e., the newly calculated height \( h_{VZ} \). Based on the above information on bottom outlets and the emergency spillway along with Equations (4) and (5), the outlet coefficient of the bottom outlets or the outflow coefficient \( \mu \) and the overflow coefficient \( m \) were determined. Specifically, for the tested reservoir, the outflow coefficient \( \mu = 0.435 (-) \) and overflow coefficient \( m = 0.407 (-) \). In the variant without pre-drainage, the level is kept at the level of the full storage volume and, as soon as this level is exceeded, the bottom outlets are opened to a harmless flow \( Q_{NE} \). When the emergency spillway is exceeded, the bottom outlets are smoothly closed and, after the flooding, they are smoothly opened to a water height of 0.5 m above the emergency spillway. The level after the flood is again kept at the level of the full storage volume.

Figure 9 shows the results of individual transformations for selected optimal \( V_Z \) values. The generated courses of these flood discharges are shown here in red, the results of the transformed waves in blue and the courses of the water heights in the reservoir during the transformations in green.

In Figure 9, the transformations of the generated flood discharges have similar courses and there are also similar courses in the heights reached, with the only difference being that the starting level is from the selected optimal \( V_Z \). The input uncertainty has a clear effect on flood discharges but also on the results of transformed floods and water heights in the reservoir.

5.3. Summary of Results

It is worth noting the creation of several bundles of transformed flood discharges (blue lines), which are probably caused by the size of the time step. When the emergency spillway is exceeded in another time step, the difference is at least one time step, i.e., 6 h, which is a consequence of the formation of bundles and jumps in the peaks of the transformed floods. If the time step were finer, these bundles would not be formed and the courses of the transformed floods, including peaks, would be spread more smoothly.

Comparing the results for the starting height of 63 m from the existing storage volume, a slight decrease in the peak of the water heights in the reservoir is evident. This decrease is also confirmed in Table 5, specifically in column six, i.e., the height \( h_{VRU} \), the height of the uncontrollable retention volume or the achieved peak of the height of the water in the reservoir during the transformations of flood discharges. These values include the expanded uncertainty of \( \pm 2\sigma \). In Table 5, column seven then shows the results of the uncontrollable retention volume \( V_{RU} \), including the upper limit of the expanded uncertainty \( +2\sigma \). Furthermore, column eight shows the total volume of the retention volume \( V_R \), including the upper limit of the expanded uncertainty \( +2\sigma \) (bold), and the total volume of the reservoir \( V_{TOTAL} \) is shown in column nine. Finally, the last columns, 10 and 11, show the values of \( Q_{1000} \) flood peaks, including the expanded uncertainty \( \pm 2\sigma \), and the height between the uncontrollable retention volume (maximum water level in the reservoir) and the control maximum level CML (dam height), including the upper limit of the expanded uncertainty \( +2\sigma \) (bold).

In Table 5, we can see the results from the transformations of the generated flood discharges for selected optimal values \( V_Z \). Specifically, the first row shows the values for the current state of the reservoir according to [63] and the second row contains the results of the transformation of the flood discharge \( Q_{1000} \) for the current state of \( V_Z \). The following rows show the results for selected quantiles of optimal \( V_Z \) values.
Figure 9. Results of the transformation of generated $Q_{1000}$ waves and water heights in the reservoir for the input $u_B = \pm 10\%$ for the 75, 80, 85, 90, 95\% quantiles and for the upper limit $+2\sigma$ of the optimal $V_Z$.

The results in Table 5 show that, with a higher storage volume at a constant emergency spillway height ($h_{VRC}$ level), the following decrease: (i) the controllable retention volume $V_{RC}$, (ii) the height of the uncontrollable retention volume $h_{VRU}$, (iii) the uncontrollable retention volume of the reservoir $V_{RN}$, (iv) the retention volume of the reservoir $V_R$, and (v) the total reservoir volume $V_{TOTAL}$. The decrease in $h_{VRU}$ has the effect of increasing the difference in size between the $h_{VRU}$ and CML (column 11), which is desirable for the solution. On the other hand, the peak flow $Q_{PEAK}$ increases. It should be noted that, although the values of volumes and heights decrease (columns five to nine), they are significantly higher (lower for column 11) than the actual values of the existing tested reservoir.
This is because a given higher value $V_Z$ (starting level) corresponds to a larger volume from the line of flooded volumes and, therefore, more water is captured in the initial flood step and subsequent steps than at the starting height of 63 m. As a result, the resulting retention volume and total reservoir volume decrease with increasing height $V_Z$. In contrast, the difference between the $h_{VRU}$ and CML increases, which is a key parameter when designing or changing the functional volumes of a reservoir. This suggests a design for the safest solution in terms of optimal $V_Z$, i.e., either the 95% quantile of $V_Z$ or the upper limit of $V_Z$ ($+2\sigma$). In these designs, the increases in the retention volume $V_R$ by 1.37 million m$^3$ and 1.09 million m$^3$ would correspond to increases of 16.5% and 13.1% compared to the actual $V_R$. However, we must not forget that with this choice the peak flow of the transformed flood discharge increases. For example, for the transformation from the current state, the peak flow of the upper limit of the expanded uncertainty ($+2\sigma$) is 234.65 m$^3$ s$^{-1}$ and, for the transformation from the 95% quantile of $V_Z$, the peak flow is 248.82 m$^3$ s$^{-1}$, which is another key parameter in the design of functional volumes of a reservoir.

Finally, the calculated retention volumes of water in the reservoir for selected optimal $V_Z$ values were also evaluated using quantiles, as was the case with the storage volume of the reservoir. Figure 10 shows the results of water height peaks in the reservoir during transformations of generated flood discharges burdened with input uncertainties $\mu_B = \pm 10\%$ in the form of the probabilities of exceeding these peaks for selected optimal storage volumes (black and white shades) and for the current reservoir storage volume (brown shade).
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**Figure 10.** Lines indicating the probabilities of exceeding the calculated water height peaks in the reservoir during the transformation of the uncertain flood discharge $Q_{1000}$ for selected optimized storage volumes.

In Figure 10 we can see again that at a higher starting height (higher percentage of $V_Z$ quantiles) lower peaks of the water level in the reservoir are achieved, i.e., the $h_{VRU}$ level or the maximum water level in the reservoir does not rise so high. At the same time, selected quantiles and the upper limit $+2\sigma$ are marked on the plotted curves, similarly to the selection of optimized $V_Z$. The complete results for the water height peaks in the reservoir with possible functional volumes are summarized in detail in Table 6, which is designed in the same form as Table 5. This table shows the results of flood discharge transformations for selected quantiles and the upper limit $+2\sigma$. Peak flow $Q_{PEAK}$ is expressed for the given variants in the form $+2\sigma$. 


| $h_{VZ}$ (m) | Optimal $V_Z$ (m$^3$) | $h_{VRC}$ (m) | $V_{RC}$ (m$^3$) | Selected Quantiles and $V_{RU}$ (+2$\sigma$) | $h_{VRU}$ (m) | $V_{RU}$ (m$^3$) | $V_R$ (m$^3$) | $V_{TOTAL}$ (m$^3$) | Upper limit (+2$\sigma$) | Height to CML (m) |
|----------------|----------------------|--------------|----------------|-------------------------------------|---------------|----------------|----------------|----------------|-------------------|-----------------|
| For the current state |                     |              |                | 75% quan. $V_{RU}$ | 68.02 | 5,533,000 | 10,819,000 | 58,675,000 | 234.65 |                     | 0.98 |
| 75% quantile $V_Z$ | 63.00 | 44,056,000 | 65.60 | 5,286,000 | 75% quan. $V_{RU}$ | 68.04 | 5,582,000 | 10,241,000 | 58,724,000 | 239.27 |                     | 0.96 |
| 80% quantile $V_Z$ | 63.41 | 44,858,400 | 65.60 | 4,659,700 | 75% quan. $V_{RU}$ | 68.03 | 5,557,000 | 10,040,600 | 58,699,000 | 241.24 |                     | 0.97 |
| 85% quantile $V_Z$ | 63.47 | 44,984,800 | 65.60 | 4,357,200 | 75% quan. $V_{RU}$ | 68.02 | 5,533,000 | 9,890,200 | 58,675,000 | 242.66 |                     | 0.98 |
| 90% quantile $V_Z$ | 63.64 | 45,310,700 | 65.60 | 4,031,300 | 75% quan. $V_{RU}$ | 67.90 | 5,241,000 | 9,272,300 | 58,383,000 | 246.29 |                     | 1.00 |
| 95% quantile $V_Z$ | 63.79 | 45,628,200 | 65.60 | 3,713,800 | 75% quan. $V_{RU}$ | 67.90 | 5,241,000 | 8,954,800 | 58,383,000 | 248.82 |                     | 1.01 |
|                       |              |              |                | 80% quan. $V_{RU}$ | 67.95 | 5,362,000 | 9,075,800 | 58,504,000 |                     | 1.05 |
|                       |              |              |                | 85% quan. $V_{RU}$ | 67.99 | 5,460,000 | 9,173,800 | 58,602,000 |                     | 1.01 |
|                       |              |              |                | 90% quan. $V_{RU}$ | 68.05 | 5,606,000 | 9,319,800 | 58,748,000 |                     | 0.95 |
|                       |              |              |                | 95% quan. $V_{RU}$ | 68.12 | 5,777,000 | 9,490,800 | 58,919,000 |                     | 0.88 |
|                       |              |              |                | up. l. $V_{RU}$ (+2$\sigma$) | 68.21 | 5,994,000 | 9,707,800 | 59,136,000 |                     | 0.79 |
|          | $h_{VZ}$ (m) | Optimal $V_{Z}$ (m³) | $h_{VRC}$ (m) | $V_{RC}$ (m³) | Selected Quantiles and $V_{RU}$ (+2σ) | $h_{VRU}$ (m) | $V_{RU}$ (m³) | $V_{R}$ (m³) | $V_{TOTAL}$ (m³) | Upper limit (+2σ) | Height to CML (m) |
|----------|--------------|----------------------|---------------|--------------|--------------------------------------|---------------|--------------|--------------|-----------------|------------------|-----------------|
| Upper limit $V_{Z}$ (+2σ) | 63.90 | 45,770,228 | 65.60 | 3,571,772 | 75% quan. $V_{RU}$ | 67.85 | 5,118,000 | 8,689,772 | 58,260,000 | 1.15 | 1.15 |
|          |              |                      |              |              | 80% quan. $V_{RU}$ | 67.89 | 5,216,000 | 8,787,772 | 58,338,000 | 1.11 | 1.11 |
|          |              |                      |              |              | 85% quan. $V_{RU}$ | 67.93 | 5,313,000 | 8,884,772 | 58,455,000 | 1.07 | 1.07 |
|          |              |                      |              |              | 90% quan. $V_{RU}$ | 68.00 | 5,484,000 | 9,055,772 | 58,626,000 | 1.00 | 1.00 |
|          |              |                      |              |              | 95% quan. $V_{RU}$ | 68.07 | 5,655,000 | 9,226,772 | 58,797,000 | 0.93 | 0.93 |
| up. l. $V_{RU}$ (+2σ) | 68.15 | 5,857,000 |              |              | 250.46 | 0.85 |
Table 6 shows that the most suitable solution is at the bottom of the table. It consists in a significant increase in $V_Z$ at the expense of the size of the flood peak because, with such a solution, higher water height peaks in the reservoir during the transformation are achieved but, at the same time, there is a greater height between the $h_{VRU}$ and CML. In the case of large floods, which the $Q_{2000}$ undoubtedly is, the safety of the dam itself must be considered, i.e., elimination of the overflow of the CML.

### 6. Conclusions and Recommendations

This article applied the uncertainties resulting from the measurements that enter into water management solutions to a case study of the Vír reservoir, Czech Republic. For this reservoir, the following were developed and tested: (i) a simulation-optimization model that determines the optimal storage volume of the reservoir and (ii) a simulation model for the transformation of uncertain flood discharges that determines the retention volume of the reservoir. The obtained results lead to the following key conclusions:

- Input uncertainty significantly affects the results of $V_Z$ and $V_R$ calculations.
- To be on the safe side, it is appropriate to increase the values of either $V_Z$ or $V_R$ in accordance with the calculated uncertainties. Specifically, the input uncertainties discussed here highlighted the need to increase the existing $V_Z$ of the tested reservoir by up to 1.71 million m$^3$ (3.9%) and the existing $V_R$ by up to 1.37 million m$^3$ (16.5%).
- For a comprehensive determination of functional volumes, calculations of the transformation of the updated flood discharge burdened with uncertainty for selected optimal values of $V_Z$ were performed. These led to the determination of how an increase in $V_Z$ can affect the transformation of the flood discharge and the change in the $V_R$ of the reservoir.
- Based on the above, Table 6 was created with solution options for $V_Z$ and $V_R$ under conditions of uncertainty, including possible flood peaks and water height peaks in the reservoir.
- The developed simulation-optimization (i) and simulation (ii) models of the reservoir, the methods used and the introduction of uncertainties on the input data proved their functionality in solving the functional volumes of the water in the reservoir.
- Uniqueness can be observed in the connection between the solutions of the functional volumes of the reservoir for input data under conditions of uncertainty.
- The source codes of both models are written in such a way as to maintain generality and thus can be quickly used to test other existing or planned reservoirs anywhere in the world, if suitable data are available.

The introduction of uncertainties into the input data and their subsequent analysis proved the influence of extreme values on the final solution. It can be assumed, that even for other reservoirs with different input uncertainties, such uncertainties will have an impact on the existing functional volumes of these reservoirs. This only confirms the importance of this issue and highlights the need for detailed analyses of waterworks.

The models were applied to an updated historical series dating up to the present, i.e., in a period that can be considered a period with ongoing climate change. In addition, the assumption of uncertainty in the measurement of input data was incorporated into the solution.

From the point of view of measurement uncertainty and climate change uncertainty, the achieved results are relevant to the first stage of water management analyses, which involves capturing possible changes in the development of hydroclimatic extremes. In other words, the volumes of reservoirs are assessed with regard to their current state but with the assumption that they must incorporate the already ongoing process of climate change.

In the second stage of the solution, inputs can be inserted into the models to capture the future uncertainty of climate change thanks to the general notation of the source codes of the models. Instead of historical series of water inflows into the reservoir, simulations of non-stationary hydrological flow series, hydrological time series with negative trends of
flow development or directly hydrological simulations describing climate change based on climate model scenarios can be used. Likewise, flood discharges can be entered in the form of real extreme floods, artificial flood hydrographs or predicted floods affected by climate change.

Although the present analysis was performed for only one reservoir and the results cannot be generalized at present, the created software tool as a whole allows the analysis of existing reservoirs, or the dimensioning of new reservoirs, during the ongoing process of climate change under conditions of extreme fluctuation and for non-stationary hydrological data around the world.
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