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The manuscript exemplifies the innovative use of computational strategies and numerical algorithms for large-scale biological problems.

Abstract

Current research in the field of computational biology often involves simulations on high-performance computer clusters. It is crucial that the code of such simulations is efficient and correctly reflects the model specifications.

In this paper, we present an optimization strategy for agent-based simulations of biological dynamics using Intel Xeon Phi coprocessors, demonstrated by a prize-winning entry of the “Intel Modern Code Developer Challenge” competition. These optimizations allow simulating various biological mechanisms, in particular the simulation of millions of cells, their proliferation, movements and interactions in 3D space. Overall, our results demonstrate a powerful approach to implement and conduct very detailed and large-scale computational simulations for biological research. We also highlight the main difficulties faced when developing such optimizations, in particular the assessment of the simulation accuracy, the dependencies between different optimization techniques and counter-intuitive effects in the speed of the optimized solution. The overall speedup of 595 × shows a good parallel scalability.
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1. Introduction

With the recent improvements in computing performance, it has become possible to conduct very detailed and large-scale computational simulations for biological research (e.g. [1], [2], [3], [4], [5], [6], [7]). However, the efficient use of computing resources remains a major topic in computational biology.
Agent-based models are a powerful computational approach for research on many topics. These models often involve large numbers of interacting agents, and so are usually very demanding from a computational resource point of view. Along these lines, a number of studies have used high-performance computing for agent-based computer simulations. For example, Deissenberg et al. model the European economy by incorporating millions of agents [9]. In biological simulations, agent-based models usually are multi-scale, including interactions between intracellular, extracellular and cell behavioral dynamics in space. The question of how to implement models for the efficient simulation of such computation-intense biological problems is an important research topic in computational biology (e.g. [10], [11], [12]), and the application of modern code development approaches has big potentials to advance this field in various biological scenarios. Along those lines, we here focus on an examplary scenario to maximize the efficacy of multi-core simulations relevant to developmental biology.

In particular, we address general optimization techniques for spatial, agent-based simulations in developmental biology. These simulations comprise millions of cells, the interaction among these, as well as their movements in 3D space, and a computational load that changes during simulation. Our study involves the application of parallel coprocessors in high-performance supercomputing. The optimization of code for such hardware is in its infancy, and recent studies demonstrate impressive improvements for scientific simulations [13], [14]. However, it remains underinvestigated how biological agent-based simulations that incorporate multiple interacting scales can benefit from such hardware.

Although various programming interfaces and operating systems ease the transition from sequential to multi-threaded parallel code, fully-automated parallelization is very difficult to archive due to the lack of adaptation of compilers and profilers for the underlying hardware structure and the data that feeds the program at hand. Therefore, there is still a huge variation in performance due to different programming styles across functionally equivalent versions of the same code.

In order to explore and assess the performance of current optimization techniques for parallelized scientific software, Intel(R) organized in 2015 the Intel Modern Code Developer Challenge. The primary goal of this challenge is to expose students and researchers to the field of parallel computation with the Xeon Phi platform and the Intel compiler, by teaching modern parallelization techniques that not only increase the performance of a given code on a well-known and established platform, but also keep the code portable for future generations of the same platform. Not less important, the challenge is based on a common language and encourages the discussion of new programming techniques for parallel computation. Moreover, it serves as a showcase for an automated and semi-automated parallelization strategy, using the Intel Parallel compiler.

The Intel Modern Code Developer Challenge took place in October 2015 and comprised the optimization of code for simulating the formation of biological tissue in the early stages of brain
processes during the formation of the brain, namely cell proliferation, migration, and secretion as well as detection of diffusible substances and their concentration gradients. Understanding how these key mechanisms of brain tissue development play out, by taking into account genetic factors in a spatially and temporally dependent way, is crucial for the identification of the causes and potential treatments for neurodevelopmental diseases, such as epilepsy, autism and schizophrenia [15], [16], [17]. This code has been developed in the context of a collaboration between CERN openlab and Newcastle university, called the BioDynaMo project [18]. The challenge was accepted by over 17,000 students representing more than 130 universities across 19 countries. The criterion for evaluating the entries was based on the optimized execution time as well as the correctness of the final implementation. The former was measured in the same cluster that the students used to test their optimizations, which is described in Section 3. The latter was ensured by the inclusion of two functions in the code that check the final energy of the cellular clusters as well as by manual inspection by three expert judges from Intel.

As part of the facilities offered to the students, Colfax provided remote access to Intel Xeon processor and Xeon Phi coprocessor-based clusters (whose architectural details are described in Section 3). Students were provided free copies of the Intel Parallel Studio XE Cluster Edition and over 20 h of instructional material (that was used by over 1,000 participants).

In this work, we present the results obtained from one of the prize-winning submissions of the challenge (2nd place), aiming at the optimization of the aforementioned neuroscientific code. Importantly, this particular simulation example at hand comprises processes relevant for many problems in computational biology, because they involve intracellular processes as well as intercellular communication via physical mechanisms. Moreover, the code yields remarkable performance also on architectures other than used in the Intel Modern Code Developer Challenge.

From a computational perspective, one distinguishing feature of developmental models is the dynamic nature of the computational load: the developing brain comprises only a small number of cells at the beginning, but subsequently the system size increases exponentially. Hence, the allocated computing resources meet temporally changing requirements during simulation.

Overall, the performance and correctness of optimized code are paramount factors for the explanatory power and scientific practicality of computer simulations of biological dynamics. The optimized code described in this manuscript, as well as the code of the first and third winning entries are provided as supplementary material.¹ Due to the fact that there are many possible interleaved ways of optimizing this non-trivial code, a detailed comparison between the three versions is out of the scope of this work. The third winner of the competition also provides an explanation of the optimization techniques that he employed in [19], and a substantial
The main contributions of this paper can be summarized as:

• We present a highly parallel implementation of a computer simulation that involves millions of agents interacting in a 3D environment.

• We study the simulation of biological development using various multi-core platforms.

• We explain a general approach to transform sequential code of biological dynamics to run on modern, highly parallel architectures such as the Intel Knights Landing, Broadwell, Sandy-Bridge and AMD Opteron.

• We present the techniques that enabled us to obtain almost $600 \times$ speed-up over the mentioned platforms and simulations.

• The manuscript exemplifies the innovative use of computational strategies and numerical algorithms for large-scale biological problems.

2. Initial software architecture

The initial architecture of the code can be seen in Fig. 1. The code can be partitioned into two phases. Initially, a single precursor cell is placed in the middle of a 3D space.
Fig. 1. Data flow of the initial implementation. Times correspond to the parameters described in Table 1 (left). Simulations in the unoptimized version based on the parameter set on the right of Table 1 did not terminate within several hours, and so no time measurements can be given in this scenario.

2.1. Proliferation phase

In the first phase of the simulation, cells move randomly and divide until the final number of cells is reached. After each cell division, the daughter cells each adopt one of two possible cell types, hence giving rise to cell differentiation. This simulation is performed using the functions `produceSubstances` and `cellMovementAndDuplication`. In the function `produceSubstances`, one of the two substances (a or b) is produced depending on the cell type (+1 or −1). Hence, each cell secretes only one of two possible substances, which is determined by their cell type. Cells of type +1 secrete substance a, and cells of type −1 secrete substance b. The dynamics of these two substance concentrations are described by the following partial differential equations:
\[
\frac{\partial b}{\partial t} = p - \mu b + D_b \frac{\partial^2 b}{\partial^2 x},
\]

(2)

with the basal production constant \( p = 0.1 \). The prespecified diffusion constant \( D \) and decay constant \( \mu \) are identical for both substances.

In the functions \textit{runDiffusionStep} and \textit{runDecayStep}, the diffusion and decay of the two cellularly secreted substances are numerically simulated. These functions read and write into the \textit{Conc} 3-dimensional matrix, which stores the concentrations of both substances within a spatial grid.

At the end of the iterative step in the proliferation phase, the function \textit{cellMovementAndDuplication} updates the arrays \textit{posAll}, \textit{pathTraveled}, \textit{typesAll}. The array \textit{pathTraveled} includes the overall length of the path that each cell travels. If this value exceeds a given threshold parameter \( T_{path} \), the cell divides and the value is reset. Importantly, this value is a continuously changing property of individual cells, and so in principle could indicate any intracellular feature such as gene expression or similar. Hence, the function of \textit{pathTraveled} can be understood as keeping track of a continuously changing internal cell state. Analogously, \textit{numberDivisions} keeps track of the number of divisions a cell has undergone in the past, i.e. this variable is updated after each cell division and conveyed to the daughters. Once a cell has reached a given number of maximum divisions (the division threshold model parameter \( T_{Div} \)), it stops dividing. The cell division phase ends when all cells have reached this final number of cell divisions.

The array \textit{posAll} stores the cells’ 3D locations. Finally, the array \textit{typesAll} indicates the cell types (+1 and -1), and so enables the model to simulate cell differentiation, which is a crucial process of biological development. These arrays are subsequently also used in the second phase of the simulation.

2.2. Cluster formation phase

In the second phase of the program, self-organized formation of cell clusters is simulated (see Figs. 13 and 14). This clustering is based on the movement of cells along gradients of extracellular substances, which is a well known ability of eukaryotic cells [20]. Moreover, during brain development, neuronal connections are also guided by extracellular substance gradients [21]. Hence, in addition to the previous secretion of substances by cells, this phase simulates also the movement of the cells with respect to these substances.

Cells are attracted by and move along the gradient of the substance associated with the respective cell type (i.e. +1 and -1 type cells are attracted to substance \( a \) or \( b \), respectively), but move away from gradients of the opposite substance type. This process finally leads to
2.3. Model quantities

We set the diffusion and decay parameters $D$ and $\mu$ to 0.3 and 0.1, respectively. The speed of cells, indicating a scalar factor by which the (local) gradient direction of the extracellular substance is multiplied, was set to 0.01, $T_{path}$ to 2.0 and the side length of the cube to 5.0. This parameter set allows for clearly visible cluster formation, but only serves as a proof of principle, and other values would be possible (as well as biologically plausible in the given spatial domain) too.

Overall, the following structures are kept updated:

- **pathTraveled**: Array keeping track of the length of the path traveled until cell divides.
- **numberDivisions**: Array keeping track of the number of divisions a cell has undergone.
- **PosAll**: Maintains the position of each cell in the space to be simulated.
- **TypesAll**: Array specifying cell type
- **CurrMov**: Maintains the cell movements in the last time step.
- **Conc**: 3D concentration matrix keeping the concentration of cells in the space to be simulated.

The simulation is confined to a 3D unit cube. The diffusion is computed based on a regular grid comprising $L \times L \times L$ voxels. At the end of the simulation, measurements for the overall energy and a criterion indicating if the clustering has taken place or not are computed (Fig. 4). These measurements quantify the spatial distances between cells, taking into account their cell types. They allow to heuristically indicate whether cells of the same cell type tend to cluster together or not. This is done using the functions `getEnergy` and `getCriterion`, which require the `posAll` array (for information on cell locations) and `typesAll` array (for information on cell types) as their inputs.

3. Hardware architecture

During the contest, the performance of the application was measured on an Intel Xeon Phi 7120P coprocessor. This device, based on the Many Integrated Core (MIC) architecture, comprises 61 cores clocked at 1.238 GHz with 4 in-order hardware threads per core. Each core has a vector processing unit (VPU) with support for Single Instruction Multiple Data (SIMD)
with 512 KB of Level 2 cache and 32 KB of Level 1 data cache per core. Caches belonging to all cores form an aggregate coherent cache with a distributed tag directory interconnected by a high-speed ring bus. The coprocessor functions as a PCI Express add-in card, i.e., it is installed on a host system based on a traditional CPU, with which the coprocessor does not share the memory address space. Nevertheless, once booted, they may be used as stand-alone compute nodes with their own filesystem, networking and memory [22].

The application was executed on the coprocessor in the native mode, i.e., it was compiled to run directly on the MIC architecture, without involving the host processor or memory. The executable, runtime libraries used by it, and the input data file were placed into the virtual filesystem of the coprocessor. When the executable was launched, it utilized the entire coprocessor, with no other computational workloads running on it.

The code was compiled with Intel C++ compiler version 16.0.0.109. The software stack for Intel Xeon Phi coprocessors was MPSS 3.5.2. The operating system on the host system, CentOS 6.2, used the Linux kernel version 2.6.32-220.

The computing system used for the contest had 8 coprocessors described above installed in two CXP8600 servers produced by Colfax International. Each server, powered by Intel Xeon E5-2697 V2 processors, with 128 GB of DDR3 RAM, housed 4 coprocessors. With multiple users submitting jobs (i.e., runs of the cell clustering application) to the execution queue, one of the available coprocessors was assigned to each job, with job order depending on a usage-based fair share policy. Job scheduler Maui 3.3 was used to choose the next job for execution and calculate the fair share weights. Resource management tool Torque 2.5.7 was used for maintaining the queue and controlling the status of the compute nodes. Because Torque 2.5.7 does not have support for native execution on Intel Xeon Phi coprocessors, the environment of the coprocessors was virtualized, i.e. each server hosted 4 virtual machines acting as compute nodes, with one Intel Xeon Phi coprocessor per virtual machine. Jobs were submitted to Torque as normal CPU-based calculations, but they were forwarded to the respective coprocessor by means of a wrapper script, with staging and cleanup managed by custom prologue and epilogue scripts in Torque. Special care in Linux configuration was taken to ensure that (i) each coprocessor is assigned exclusively to exactly one job, and (ii) contestants do not have ways to override or circumvent the queue.

Despite the complexity of the system used for the contest, results presented here may be reproduced in systems containing at least one Intel Xeon Phi coprocessor with 16 GB of onboard memory. Because of the native programming model used in the calculation, performance results do not depend on the system configuration on the host system.

4. Code optimization
Optimizations are grouped based on the main goal to achieve; in “parallel optimizations”, the main target is to increase the parallelism of the code (i.e. the number of operations that can be conducted at the same time). In “sequential optimization” we focus on single cores and try to reduce the associated computational load; finally in “memory optimizations” cache locality is exploited to provide high-bandwidth and low-latency access to the data.

4.1. Sequential optimization

In this section, general optimization techniques are described. These optimizations do not rely on parallel architectures or on special memory layouts.

4.1.1. Loop transformations

The benefit of loop transformations is twofold; on the one hand, due to limitations in interprocedural and dependency analysis, compilers do not usually do a good job at detecting parallelization opportunities when multiple loops are involved. On the other hand, loop transformations generally increase temporal and spatial memory locality. In addition to the fact that we have fewer loops in subsequent transformations, and that they are simpler, we also require less fine-tuning of the optimizations, which renders loop-transformation optimizations good candidates to be applied in the first steps of the overall optimization process.

When a loop is vectorized by the Intel Compiler and transformed into a “vectorized” loop, several iterations of the loop are transformed into parallel SIMD operations. Those operations are more efficient when the data that is loaded from memory is aligned to a multiple of the register width. To implement this alignment, the compiler splits the loop into a sequential (or masked vector) execution (the “peeled” part) and a parallel one (the vectorized loop), so the vectorized part can operate the data optimally. Fig. 2 shows how this information is presented in the optimization report presented by the Intel compiler, so suboptimal optimizations can be detected and corrected.
Fig. 2. Generated report showing information about optimization results. Examples of successful and unsuccessful optimizations are presented. Optimization reports present the internal information to the developers so they can modify the source code to ease the compiler transformations, enabling a semi-automatic vectorization approach.

Some examples of loop transformations are:

- **Loop coalescing**: As shown in Algorithm 1, the transformation consists in identifying loops that operate over the same input domain, but produces results in different output variables. That enables joining those loops, and exposes more code to parallel computation.

  Algorithm 1. Example of loop join. A loop inside the function `runDiffusionClusterStep` is joined with another that is executed after leaving the function. This loop transformation is useful when the bodies of the loops operate over the same data, because more code is exposed to parallel execution.
Loop splitting: On the other hand, if we can identify loops that operate over different variables that do not share any dependencies, it is useful to split them and include the `pragma` directive to enable task-level parallelism as shown in Algorithm 2.

Algorithm 2. Example of loop split. This loop transformation is especially useful when the body of the loops operates over disjoint data, since both loops can then be executed in parallel.
4.1.2. Optimizations and trade-off between precision and speed

Although the applicability of these optimizations depends entirely on the problem at hand, and no already-established well-known techniques exist here, allowing small errors in the results can generally produce drastic improvement in execution times. Selecting approximate algorithms instead of deterministic ones, as well as modifying already coded algorithms to allow
Expert knowledge in the problem domain, and introduces the possibility of producing incorrect results even when this probability can become arbitrarily small. Some instances of these optimizations include down-sampling of the inputs of the problem, changing the algorithms used in the program, or using mathematical libraries that allow for this kind of trade-off. In the program at hand, we use the Intel Math Library (R), with model “fast” and precision “low” (the compiler can be instructed to apply these settings with flags `-fp-model fast=2 -fimf-precision=low`).

4.1.3. Fixed point operations

Another, more extensive example of optimizations that can sacrifice precision is the transformation of floating-point operations to fixed-point. As already mentioned, due to internal details of the pipeline and architecture, floating point operations can take notably longer times to execute than its fixed-point counterparts. The use of integer datatypes instead of floating point can therefore reduce the computational effort, and also enables to choose the bit-width that is used to represent each variable, therefore introducing another degree of freedom in the trade-off between performance and error.

By their very nature, biological processes have to exhibit flexibility and robustness, hence any representations (e.g. of intracellular states) should not depend on very high precision. Along those lines, the coefficient of variation of the expression of specific genes of nearby cells has been estimated at approximately 8% [23]. Given that the optimized code has a precision of 32 bits, no compromising effects on the scientific value of such biological simulations are entailed. Moreover, comparative simulations yielded good agreement in terms of the final cell distributions within clusters, as captured by the measured “energy” (Fig. 3) and the clustering behavior (Fig. 4). This energy measure takes into account the cell types and all cell-pair distances, quantifying the tendency for cells of the same type to cluster with one another, while cells of the opposite type are avoided. The implementation of this measure can be found in the code included in the supplemental material. Moreover, a function `getCriterion` was implemented, which returns 0 if the cell locations within a central subvolume of the total system, comprising approximately N cells, are arranged as clusters, and 1 otherwise. To classify a simulation setting as clustered and non-clustered, respectively, we used the following heuristic:

- If the central subvolume comprises less than 1/4 of all cells, the clustering criterion is not fulfilled.

- If more than 1/10 of all cells within a close distance are of the opposite type, this indicates bad clustering.

- If clusters are not large enough, i.e. if cells have less than 100 cells of the same type located nearby, this also indicates bad clustering.
Fig. 3. Distributions of energy after simulation. 100 simulations of the ‘small’ test case were conducted in the non-optimized (green, solid line), optimized (red circles) and optimized with less precision (blue, dashed line) scenarios. Reassuringly, the loss in precision has minimal impact on the standard deviation of the energy (the blue distribution is slightly wider than the red and green distributions), demonstrating good viability of this optimization step. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Comparison of clustering in an interesting region of the parameter space, showing a good correspondence between the optimized and non-optimized versions of the code. /: optimized version shows clustering behavior. \: non-optimized version shows clustering behavior. For an explanation of the clustering condition, see Section 4.1.3.

4.1.4. Function inlining
To implement function calling in a standard and organized way, compilers generally introduce special operations. These operations deal with the stack to pass parameters and receive the results. This does not represent a significant time penalty if the function is rarely called because the effect of the stack is negligible in comparison with the computations that are performed inside the function. However, for functions that are called very frequently and whose body is relatively small, it can be more beneficial to introduce the function body instead of the call (or use the ‘inline’ keyword). This makes the code larger, and therefore more cache misses will occur in the instruction cache. Therefore, this optimization introduces a balance that has to be considered and is not recommended to be applied in the first stages of the optimization flow. Some candidate functions to be inlined in the code are ‘getNorm’, ‘RandomFloatPos’ and ‘getL2Distance’.

4.1.5. Optimizations targeted to reduce the number of executed operations

The first set of optimizations applied to the code are aiming at reducing the number of executed operations. Common instances of this kind of optimizations are factorizing common sub-terms that are used multiple times. The compiler is generally unable to detect these optimization opportunities due to inter-procedural analysis. A good example of such limitations can be found in the pair of functions getCriterion and getEnergy, whose computations are very similar, but due to the fact that the commonalities are among two different functions, the code cannot be reused. Moving the common code outside both functions and passing the required values to both functions produces, in this case, a speed-up of 1.25.

Another example of this transformation can be seen in Algorithm 3. In this transformation, a sub-expression that is common to several instructions inside the loop is identified and extracted out of the loop to avoid unnecessary computations.

```
for (i1 = 0; i1 < L; i1++) do
    for (i2 = 0; i2 < L; i2++) do
        for (i3 = 0; i3 < L; i3++) do
            Con[0][i1][i2][i3] += ... * D*0.166*(1-mu);
            Con[0][i1][i2][i3] += ... * D*0.166*(1-mu);
        end for
    end for
end for

float factor = D*0.166*(1-mu);
for (i1 = 0; i1 < L; i1++) do
    for (i2 = 0; i2 < L; i2++) do
        for (i3 = 0; i3 < L; i3++) do
            Con[0][i1][i2][i3] = ... * factor;
        end for
    end for
end for
```

Algorithm 3. A common sub-expression is detected inside a nested loop. The sub-expression does not change its value on different iterations, but the compiler can not be aware of this fact because of complex array processing (it cannot ensure that the variables ‘D’ or ‘mu’ are not pointed to by ‘Conc’ during some of
4.1.6. Optimizations to remove expensive operations

Due to complex datapaths and the internals of modern architectures, different operations can take a different number of cycles to finish, so a good optimization technique is to transform expensive operations by mathematically equivalent ones that are much cheaper to compute, especially if those operations take place in loops so that they are executed multiple times. Common examples of this transformation are focused on multiplications and divisions since these are usually the most expensive ones in modern pipelines. Compilers are usually able to transform multiplications of variables with integer constants by equivalent operations that include shifting and adding (i.e. a multiplication of the variable \(a\) with the integer 3 can be expressed as \(a + (a << 1)\) where the operator \(< <\) means shifting the binary representation of \(a\) one bit to the left). However, in some occasions, the compiler does not have enough information to infer an equivalent expression. Fig. 5 shows one of these examples.

```plaintext
gradSubi[0] = (conc(0, xUp, i2, i3) - conc(0, xDown, i2, i3)) * L / (xUp - xDown);
float factorx = (xUp - xDown) == 2?LO/2:L;
gradSubi[0] = (conc(0, xUp, i2, i3) - conc(0, xDown, i2, i3)) * factorx;
```

Fig. 5. In the presented code, we know that due to the nature of the computations that are performed before these operations, the only possible values of \(xUp - xDown\) are 1 or 2, and we also know that the value of \(L\) does not change from one iteration to the next one. This enables us to precompute the possible values of the division \(L / (xUp - xDown)\) and use them instead of computing the division each time.

4.2. Parallel optimizations

In this section, optimizations that are mainly focused on exploiting the high degree of parallelism available in the platform are described.

4.2.1. High-level task parallelism

Task dependencies of the computation described in the introduction can be seen in Fig. 1. As can be seen, several computations can already be performed in parallel to the initial implementation of the source. However, the optimizations achieved by a simple parallelization like this are sub-optimal. To increase the parallelism in the whole program we need some architectural transformations.
In the original implementation, the output of the stencil is applied to the same array that constitutes the input. To keep the input data and not overwrite it with the output, however, a copy is needed, so a new array that is allocated inside the function is used as a temporary result buffer. This introduces the overhead of creating the buffer and copying the input data to it, and so it is generally better to use a second buffer and swap both arrays on each iteration. If the former buffer is used as input in iteration \( n \), the latter is used as output, so there is no overwrite. After executing every iteration, both buffers are swapped so the net effect is the same. This requires twice as much memory, but removes the need to copy the buffer in the \( \text{produceSubstances} \) function. Even though this transformation requires the modification of all functions that access the buffer to take into account the new memory layout, Fig. 12 shows that this optimization is one of the most effective when applied to the code.

- High-level parallelism has been implemented for the functions that do not have dependencies among them. Such dependencies exist between \( \text{produceSubstances} \) with \( \text{cellMovementAndDuplication} \) and \( \text{produceSubstances} \) with \( \text{runDiffusionClusterStep} \).

4.2.2. Vectorization

Besides ‘task-level parallelism’, on a lower level of detail, using vector instructions inside functions can increase substantially the performance of the code (Fig. 6). Thanks to the auto-vectorization features of the Intel compiler, we can keep a high-level abstraction of the functionality while still using low-level features of the architecture such as wide vector words. Vectorization has been used extensively in the code, but the function in which its effect is most noticeable is \( \text{cellMovementAndDuplication} \). In this function, a random movement is applied to each cell, and depending on the number of divisions that the cell has undertaken, it might or might not divide to create new cells. Due to the fact that the cell positions are stored in a contiguous array, this function is a good candidate for vectorization. In a first optimization (shown in Algorithm 4), the loop is vectorized in such a way that at each iteration, a random vector of size 3 times the number of cells is created and added to the position of all cells. Given that the initialization of the random vector causes a bottleneck, however, a second optimization has been applied in which the random vector is only initialized once at the beginning of the execution, adding a slack at the end of the vector to accommodate a few more elements than the ones strictly needed. During execution, a random number is chosen at every iteration, and this number is used as an offset to start adding random positions to the cells. This keeps the benefits of vectorization since both arrays are accessed in contiguous order, and also improves the execution time because there is no need to initialize the random vector on each iteration.
Fig. 6. Example of loop vectorization. This transformation is particularly useful when the loop operates over contiguous elements in the memory layout.

```
for all cell ∈ C do
    float currentCellMovement[3];
    currentCellMovement[0]=RandomFloat()-0.5;
    currentCellMovement[1]=RandomFloat()-0.5;
    currentCellMovement[2]=RandomFloat()-0.5;
    currentNorm = getNorm(currentCellMovement);
end for
```

Algorithm 4. Example of vectorization as implemented in cellMovementAndDuplication. In this function, the movement of an array of cells is initialized with random three-dimensional vectors. To vectorize the code, the function RandomFloat (that returns a single random value) has been replaced by the vectorized random number generator vsRngUniform. The computation of the module of each of these three-dimensional vectors can be vectorized as well by using an auxiliary vector to store the components squared. The Intel compiler is able to detect the interlacing of the values stored in the array, and produce an efficient vectorized implementation without the programmer dealing with the low-level details.

4.2.3. Pointer aliasing

In order to implement automatic vectorization, the Intel compiler performs a static analysis that ensures the correctness of the vectorized code in relation with the original one (pointer aliasing analysis). This analysis is particularly difficult when multiple functions are involved because inter-procedural analysis is needed, and the compiler does not know how each function might be possibly called. To ease the work of the compiler, the developer has to introduce “contracts”
or "promises" that guide the analysis indicating that there are no pointer aliases for the possible calls to specific functions in the code. There are many different forms to convey this information to the compiler. One example is presented in Fig. 7, in this example, we rely on the "restrict" keyword because of its ease of use. Using the keyword "restrict" in front of a parameter in a function declaration instructs the compiler that the array to which this parameter points is only accessed through that pointer, and therefore no aliasing is possible.

```c
static void produceSubstances(float* Conc, float* posAll, int* typesAll, int L, int n, float sideLength, float D, float mu) ...    
```

```c
static void produceSubstances(float* restrict Conc, float* restrict posAll, int* restrict typesAll, int L, int n, float sideLength, float D, float mu) ...    
```

CFLAGS = ...

CFLAGS = ... -restrict

Fig. 7. Transformations in the source code and in the Intel-gcc compiler to enable pointer-analysis and semi-automatic loop vectorization.

4.2.4. Parallel reduction

Several loops in the original code are used sequentially in conjunction with a global scalar available to all iterations of the loop to compute sums of different terms or to count the number
impossible. To remove these dependencies, a common technique in parallel programming is to introduce an array or a matrix that stores the result of each iteration individually. This usually enables executing most of the work in parallel, since each thread writes in its own private variable and therefore there are no collisions. A final sequential step is then applied to compute the serial part, in which no parallelization is possible. This technique called “parallel reduction” has been used in the functions `cellMovementAndDuplication` to count the number of divisions of each cell, and in `getEnergy` and `getCriterion` to compute the variables `intraClusterEnergy`, `extraClusterEnergy`, `nrSmallDist`, `nrClose`, `diffTypeClose` and `sameTypeClose`.

### 4.2.5. Loop scheduling and thread affinity

Once the other optimizations related to loops have been applied, further extra-performance can be obtained by fixing a concrete scheduling policy for the most demanding loops. Choosing a good policy consists in obtaining a good trade-off between a fixed scheduling in which time can be wasted due to load imbalance, or a dynamic policy in which time can be wasted when planning the tasks at every iteration. Usually, the designer of the original code knows which loops are balanced and which ones are not, but trying different scheduling criteria can help to determine which policy should be applied to each loop. In the case of our program, the most demanding loops are the ones in `produceSubstances`, and the best performing scheduler for both of them is “guided” scheduling, which implements a trade-off between the two cases considered previously.

Similarly, the Intel OpenMP runtime library enables to fine-tune the affinity of threads to physical processing units in the platform. Thread affinity restricts execution of certain threads to a subset of the physical processing units in the computational platform. The considered affinity configurations are `none` (do not bind OpenMP threads to thread contexts), `compact` (assign threads to particular CPUs in the platform) and `scatter` (try to distribute the threads as evenly as possible across the entire system). The highest speedup was obtained when `compact` affinity was used. To report the speedup figures of graph in Fig. 15(b), the affinity has been set to `compact, 1` to map each thread to a single CPU and obtain stable results.

### 4.3. Memory optimizations

As noticed in [26], [27], [28], the memory layout usually constrains algorithms more than the computational speed. Even when the simulation code is optimized for the maximum amount of operations in parallel, and the work given to each core is reduced and the load is balanced, without memory optimizations the improvement will still be limited by the memory bandwidth. This bandwidth determines how much data can be provided to the computational cores at the appropriate time. This effect is commonly named “memory wall” [26], [27], [28].

#### 4.3.1. Memory allocation, first-touch, and alignment
For allocating data in many-core architectures, the Intel compiler provides libraries that implement the function `mm_malloc`. This function implements a lazy initialization policy that defers the allocation of the memory until a core tries to use it. This gives the system a “hint” to which physical memory region the array should be allocated on and generally produces the beneficial effect of allocating the memory close to the core that uses the data most frequently.

Due to vectorization, arrays need to be of size multiple of 16. To avoid that the Intel compiler introduces “peeling” in loops over arrays that are not multiples of 16, the size has been artificially incremented in these arrays to the closest multiple of 16, and a few extra iterations are performed over these arrays. To do so, the directives shown in Fig. 9 are used in order to allocate a uni-dimensional array from a multi-dimensional array (in this case a 4-dimensional concentration array).

```c
int array_pad = n+(n%16 == 0? 0:16-n%16);
float* array = (float*)__mm_malloc(array_pad*sizeof(float), 64);

int matrix_pad = m+(m%16 == 0? 0:16-m%16);
define matrix_access(a,b) matrix[a*matrix_pad + b]
float* matrix = (float*)__mm_malloc(n*matrix_pad*sizeof(float), 64);
```

Fig. 9. Declarations to access multi-dimensional arrays with the constraints of vectorization.

Now that all the arrays are allocated as uni-dimensional vectors, we need special macros to retrieve back the row and column in multi-dimensional arrays. We can do this via pre-processor directives, as shown in Fig. 10.

```c
float** Conc;
Conc = new float*[L];
for (i0 = 0; i0 < L; i0++) {
    Conc[i0] = new float[L];
    for (i1 = 0; i1 < L; i1++) {
        Conc[i0][i1] = zeroFloat;
    }
}

define Conc(a,b) Conc[ a*Conc_Pad + b]
Conc_Pad = L+(L%16 == 0? 0:16-L%16);
float* Conc = (float*)__mm_malloc(Conc_Pad*sizeof(float), 64);
```
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4.3.2. Optimizations to improve temporal and spatial data locality

To maximize the utilization of cores and avoid hitting the “memory wall”, it is important to maximize cache utilization. To this end, two techniques have been used in the implementation of the most demanding functions: loop tiling and cache-oblivious algorithms. In the former technique, the input data is partitioned into "tiles", and loops that operate over that data are transformed in such a way that they scan the data first with a stride that is equal to the tile size, and then a second loop operates “inside” the tile. This has the advantage that locality is increased, and in general, more accesses are kept in the low levels of the memory hierarchy. To further increase the effect, cache-oblivious techniques [24] have been used as well.

5. Results

In this section, the results of the aforementioned optimizations are discussed. To this end, two graphs are presented. The first one (Fig. 11) illustrates the order in which optimizations have been performed, as well as the relative effect that each one of them has produced. This figure shows the execution time vs. the version committed in the version-control repository that this project is associated with, and it is indicated to which category the optimization technique belongs to.

Fig. 11. Execution time for different versions (‘huge’ and ‘small’ test cases). Arrows indicate dependencies between specific optimizations (i.e. the effect of the pointed optimization is heavily influenced by having applied the previous transformation before). In the upper-right sector, the framed series of the graph
Fig. 12. Relative effect of different optimization techniques in the small and huge test cases. Note that first versions of the ‘huge’ test case cannot be simulated due to excessive execution time and lack of resources. Also note that some techniques can be applied more times than others, as indicated in parentheses. The bars show the average improvement of applying a given technique, as measured by computing the average improvement of the execution time after application of the technique. The error bars show the maximum and minimum value of all these improvements for a given technique. The large differences in the magnitudes of these error bars demonstrate that individual techniques can strongly vary in their impact, depending on the specific context of the code. The ‘small’ and ‘huge’ parameter sets are presented in Table 1. The locations of the explanations on the given techniques are indicated on the right-hand side.
Fig. 13. Several steps of the simulation based on the ‘huge’ test case. In the top row, Phase 1 of the simulation is represented. In the bottom row, we can see the progressive clustering of cells. The overall simulation consists of $2^{25}$ cells, while only a subset of them is shown for clearer visualization. The simulation contains about the same number of cells as there are in one cm$^3$ of brain tissue. The biological time span of the simulated behaviors (cell proliferation, cell migration and pattern formation) ranges from several weeks to months, and so the simulation represents a biological time scale that is approximately 10,000 times longer than the overall simulation time.
Fig. 14. Final distribution of cells in the non-clustering configuration given by the following parameters: speed \(= 0.01\), \(T = 500\), \(L = 80\), \(D = 0.0\), \(\mu = 3.5\), \(T_{Div} = 16\), \(T_{Path} = 2.0\) \(\Rightarrow\) final_energy \(= 2.907056e-05\). The figure demonstrates that clustering arises only in specific parameter regimes, while remains partial in others.

Fig. 15. Scalability (a) and speedup (b) of the original and optimized code in the three modern architectures described in Section 5.1. (a) shows the exponential nature of the computation when modifying the division threshold. The proposed optimizations enable large, multi-scale and agent-based simulations to become feasible. (b) presents the parallel speed-up (the speed-up of the proposed solution as a function of the number of cores, after taking into account all the sequential optimizations). Hence, the sequential performance improvement is not considered in (b). “SNB” refers to architecture “Sandy-Bridge”, “BDW” to “Broadwell”, “KNL” to “Knights-Landing” and “OPT” to “Opteron”. Development platforms with “Knights-Corner” architecture were no longer available when these experiments were performed.
We can see in this chart that the most important optimizations for the problem at hand involve loop transformations and memory layout techniques.

In these figures, two examples are shown. The former is called ‘small’ test case and the latter ‘huge’ test case. These names summarize different simulation parameters that are presented in Table 1. The purpose of the small set of parameters is to be able to quickly test the effect of optimizations in a manageable test case, while the purpose of the “huge” one is to perform the actual high-performance simulation. As we can see in Figs. 11 and 12, however, the effect of some optimizations is different over the two examples. Also, note that the initial steps of the optimization procedure presented in this work could not be measured for the huge test case due to the lack of time and computational resources, so in Fig. 12, only the results after certain optimizations are accounted for. The improvements obtained and presented in gray in Fig. 12 can be seen as the relative importance of different techniques once the most trivial optimizations (the low hanging fruit) have been applied.

Table 1. Simulation parameters for ‘small’ and ‘huge’ test cases.

| Small test case | Huge test case |
|-----------------|----------------|
| speed = 0.01    | speed = 0.01   |
| $T = 500$       | $T = 500$      |
| $L = 80$        | $L = 820$      |
| $D = 0.3$       | $D = 0.3$      |
| $\mu = 0.1$    | $\mu = 0.1$   |
| $T_{Div} = 16$  | $T_{Div} = 25$ |
| $T_{Path} = 2.0$| $T_{Path} = 2.0$ |

Seeing Figs. 11 and 12, we can sort the most important performed optimizations as: double-buffering, parallelization, tiled or cache-oblivious implementation and approximation. In the case of the huge test case, some of these transformations could not be measured, since the execution at the initial stages was too time-consuming. Because of that, only the first implementation of the sequential code has been simulated with the huge test case—the complete simulation took 45 h in the Xeon E5. However, we can see in the examples that these initial transformations are crucial for being able to reduce the execution time down to a level in which further optimizations can be performed without sacrificing too much time for every test. Once the most basic techniques have been performed, vectorization also plays an important role.
beneficial in the huge test case. This emphasizes the importance of feeding the vectorial units with enough data, and also the importance of measuring the results with realistic test-cases, even when smaller ones are used for testing purposes. The effect of tiled and cache-oblivious techniques exhibits the opposite behavior; in this case, the number of extra added instructions to implement the tiled iterator and the recursion does not compensate the benefit in the memory management units for the huge test case. It also complicates the automatic vectorization heuristics of the Intel compiler, making it more difficult to prove loop invariants and forcing the compiler to include run-time checks that can penalize the execution time. Even though parallelization (adding #pragma tags to certain loops) keeps being the most important optimization in terms of maximum improvement, the overall improvement cannot only be associated with having more cores available in the platform.

On the one hand, some transformations that do not increase performance “per se” (such as the loop transformation, which yields an average speed up close to 1, i.e. no significant improvement) are necessary for enabling other optimizations to be effective. This is because loop transformations enable the use of different optimizations in multiple kernels, instead of restricting their impact on only a single kernel.

On the other hand, the smart utilization of data structures such as double-buffering and vectorization also has a big impact on the overall improvement.

The same effect can be observed in the optimization of memory access patterns by means of tiled and cache-oblivious transformations of the source code. We can see in Fig. 12 that the mentioned optimizations only increase the average speed of the algorithm in the small test case, while they slow it down in the huge test case. As the main interest of the simulation is being able to obtain insightful results with the huge set of parameters, these optimizations have been disabled.

In the relative order of the optimizations, we can see the importance of data and instruction caches when estimating the performance of embedded code in high-performance computers. We show that in general, the effect of caches should not be neglected by performance estimation tools. Compilers should not neglect the importance of optimizing memory access patterns either. Although compilers do nowadays a great job in implementing automatically such optimizations, we have seen that in the majority of cases, because of the lack of context, compilers are not able to automatically infer the conditions that make these optimizations possible, and human assistance is usually needed. As a technical barrier that can be overpassed, the analysis of inter-procedural information is of key importance.

Finally, we emphasize that some optimizations require “losing” performance temporarily to be able to improve later on. Having an accurate intuition on how hardware and software interact
more code to parallel execution, or loop splitting, to update different variables in different processors. In Fig. 11, these dependencies are presented with arrows.

5.1. Applicability to other platforms

In order to assess the applicability of the aforementioned techniques to other platforms, their effect on the execution time has been measured in new architectures different to the ones in which the competition took place, including several Intel Xeon and Xeon Phi processors and an AMD Opteron processor.

5.1.1. Intel architectures

The main architectural features of the tested Intel platforms are as follows:

- **Sandy Bridge:** Intel Xeon processor E5-2690 based on this architecture comprises 2 packages with 8 cores each, a total of 16 cores clocked at 2.90 GHz. The two packages form a 2-node NUMA (non-uniform memory access) system with a total of 64 GB of DDR3 memory at 1333 MHz. Each package contains 20 MB of level 3 (L3) cache, and additionally, each core is equipped with 256 kB of level 2 (L2) cache and 32 kB of level 1 (L1) data cache. The most modern vector instruction set supported by the processor is 256-bit AVX instructions.

- **Broadwell:** Intel Xeon processor E5-2699 v4 based on the Broadwell architecture comprises 2 packages with 22 cores each clocked 2.20 GHz. The 2-way NUMA system is built with 128 GB of DDR4 memory at 2400 MHz. There is 55 MB of L3 cache per package, and each core contains 256 kB of L2 cache and 32 kB of L1 cache. The processor supports 256-bit AVX and AVX2 instructions.

- **Knights Corner:** Intel Xeon Phi coprocessor 7120P is a PCIe add-in card with 61 cores at 1.24 GHz with symmetric access to 16 GB of GDDR5 memory at 2750 GHz. Each core contains 512 kB of L2 cache and 32 kB of L1 data cache. This architecture supports 512-bit Knights Corner instructions, also known as IMCI. The optimized code was executed using 4 threads per core (244 threads).

- **Knights Landing:** Intel Xeon Phi processor 7250 comprises 68 cores at 1.40 GHz (1.20 GHz AVX frequency). Cores have direct access to 96 GB of on-platform DDR4 memory at 1833 MHz and 16 GB of on-package MCDRAM in flat memory topology. The amount of L2 cache is 1 MB per tile of 2 cores and 32 kB of L1 data cache per core. The processor supports a 512-bit vector instruction sets called AVX-512 with AVX-512F, AVX-512CD, AVX-512ER and AVX-512PF modules.

Table 2 and Fig. 15 show the execution time of the optimized program and the “huge” set of parameters on the new platforms.
5.1.2. Non-Intel platforms

The code has also been tested on a 64-cores AMD Opteron 6376 machine, each core provided with 2048 kB of L1-cache and a globally connected RAM of 264 GB. In this platform the code has been compiled with gcc instead of icpc (Intel compiler). This implies several of the previously mentioned techniques are not available. In particular:

- The code is compiled without the "mmic" flag, so no particular optimizations regarding the Xeon-Phi architecture are applied.

- Since the Intel math-kernel-library specifically aims for performance gains on Intel platforms, we do not use it in this version of the code.

- Since gcc does not include the `__mm_malloc` function (that implements the first-touch policy previously explained), we do not use this policy. Instead, each memory is allocated in the common 264 GB RAM.

- Since gcc does not support array index notation, the source code is modified to remove the usage of this feature. `memset` function (from stdlib) is used instead.

The results of this new evaluation are shown in Figs. 15(a) and (b) and are discussed in the following section.

6. Conclusion

In this paper, we studied and assessed modern coding techniques to demonstrate how simulation code of agent-based biological dynamics is optimized to increase performance, when run with many-core parallel processors. Our code simulates varying numbers of agents in 3D space, which interact and behave in many different ways; namely by proliferation, migration, secretion of diffusable substances, internal dynamics, and detection of external chemical gradients. Because of this diversity of interactions, the techniques presented in this paper can
the field of computational biology, such as for example the computational modeling of cancer progression [29], biofilm growth [30] or microbial system patterning [31]. Moreover, although this demonstration is in the context of biological systems, the same principles are applicable to a wide range of non-biological scenarios involving agent-based modeling.

We emphasize that the nature of the proliferation (i.e. cell division) imposes novel questions in terms of the optimized implementation, because it implies that the workload varies over time. Indeed, such dynamic system size is a common characteristic in many biological systems [32], [33]. However, the code optimizations significantly improved performance despite such a dynamic demand in computing resources during simulation. Hence, our results demonstrate the applicability of our code improvements to simulations incorporating changing numbers of agents.

The optimizations described in this work have been driven both by the need to improve performance over a given machine that is already known and well established, but also with the need to be able to run the code in future generations of processors of the same family. As a consequence, all the optimizations are independent of the machine on which the code is executed. Intriguingly, the optimizations yield an even higher speed-up of 595 using the Intel Xeon Phi Knights Landing processors, even though the optimizations were implemented based on the Knights Corner platform (where the speed-up is 320-fold). This observation further highlights that our optimization approach is highly generalizable. Further investigation is being conducted to extend the obtained results to multiple computing nodes connected over a network. Distributed-memory parallel frameworks such as MPI are being used to this end [34], [35], [36].

The focus on high workload in the design of modern computational platforms and the importance of adapting the code to them can be observed in Fig. 15. We observe that a correct match between the architecture and a modern description of the code can lead to an improvement in the execution time of several orders of magnitude and enable the simulation of cases that were not feasible before. It is also worth observing the specificity of modern platforms, such as Knights Landing (KNL) for massive simulations. While we can see that KNL performed less favorable in the small test-case (division threshold = 16), the trend swaps when the size of the simulation transitions to a massive set of cells, where KNL outperforms the other architectures.

We discussed not only the main techniques to improve performance in the given code, but also the evaluation of correctness of the given implementations. The code to be optimized is genuine in the sense that it serves as the source for future high-performance, agent-based simulations of biological dynamics, so the correctness of the parallel implementation is of great importance. Although the concrete relative effect of each optimization technique might vary, we
Overall, the optimizations have produced several hundred-fold shorter execution times, reducing the order of time from days to minutes. These results demonstrate excellent parallel scalability and general applicability to various platforms. Finally, they show that current optimization techniques allow for dynamic and efficient usage of computational resources, which is crucial for simulations of many agent-based models in computational biology.
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