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Abstract

This paper proposes a non-centered parameterization based infinite-dimensional mean-field variational inference (NCP-iMFVI) approach for solving the hierarchical Bayesian inverse problems. This method can generate available estimates from the approximated posterior distribution efficiently. To avoid the mutually singular obstacle that occurred in the infinite-dimensional hierarchical approach, we propose a rigorous theory of the non-centered variational Bayesian approach. Since the non-centered parameterization weakens the connection between the parameter and the hyper-parameter, we can introduce the hyper-parameter to all terms of the eigendecomposition of the prior covariance operator. We also show the relationships between the NCP-iMFVI and infinite-dimensional hierarchical approaches with centered parameterization. The proposed algorithm is applied to three inverse problems governed by the simple smooth equation, the Helmholtz equation, and the steady-state Darcy flow equation. Numerical results confirm our theoretical findings, illustrate the efficiency of solving the iMFVI problem formulated by large-scale linear and nonlinear statistical inverse problems, and verify the mesh-independent property.
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1. Introduction

Due to the multidisciplinary cross-application in seismic exploration [57], medical imaging [61] and so on, the inverse problems of partial differential equations (PDEs) have undergone an enormous development over the past few decades [4]. For solving the inverse problems of PDEs, uncertainties are ubiquitous, e.g., measurement uncertainty and epistemic uncertainty. The Bayesian inverse approach provides a flexible framework that solves inverse problems by transforming them into statistical inference problems, thereby making it feasible to analyze the uncertainty of the solutions to the inverse problems.

Inverse problems of PDEs have been defined on some infinite-dimensional spaces [42] generally, which are not compatible with the well-studied finite-dimensional Bayesian inference approach [9, 41]. To overcome this obstacle, we usually employ these two main approaches:

- Discretize-then-Bayesianize: The PDEs are initially discretized to approximate the original problem in some finite-dimensional space, and the reduced approximated problem is then solved by using the Bayes’ method [41].

*Corresponding author: Junxiong Jia (jjx323@xjtu.edu.cn)
Bayesianize-then-discretize: The Bayes’ formula and algorithms are initially constructed on infinite-dimensional space, and after the infinite-dimensional algorithm is built, some finite-dimensional approximation is carried out [26].

The above two approaches both have advantages and disadvantages. The first approach enables us to employ all of the Bayesian inference methods developed in the statistical literature [41] to solve the inverse problems. However, given that the original problems are defined on the infinite-dimensional spaces, some problems have arisen, e.g., descending convergence rate and mesh dependence, which generates an inevitable barrier for employing this approach. Concerned with the Bayesianize-then-discretize approach, it has the following advantages:

- A better understanding of the function space structures will be of importance for designing numerical schemes of PDEs, especially when the gradient information is employed [34].
- Formulating infinite-dimensional theory rigorously can avoid inappropriate intuitive ideas from the finite-dimensional inverse approach, e.g., total variation prior [43].
- Pushing the discretization to the last step usually generate mesh independence algorithms, which means that the sampling efficiency will not highly depend on the dimension of the discretization [47].

Based on these advantages, Bayesianize-then-discretize approach has attracted numerous researchers’ attention in recent years [12, 20, 53].

One critical issue for applying the Bayesian approach is efficiently extracting posterior information. Based on the Bayesianize-then-discretize perspective, an infinite-dimensional Markov chain Monte Carlo (MCMC) type algorithm named preconditioned Crank-Nicolson (pCN) has been proposed and analyzed in detail [21, 48], which has consistent sampling efficiency under different discretizations. Besides the pCN algorithm, other types of infinite-dimensional sampling algorithms have been proposed, e.g., infinite-dimensional sequential Monte Carlo algorithm [8] and infinite-dimensional importance sampling algorithm [3]. In order to enhance the sampling efficiency, infinite-dimensional MCMC type sampling algorithms with gradient and geometric informative proposals have been constructed, e.g., infinite-dimensional Metropolis-adjusted Langevin algorithm [13], and geometric pCN algorithm [7]. Although these algorithms have mesh independence property, they can hardly be employed to solve large-scale inverse problems of PDEs such as full waveform inversion [31].

Variational inference (VI), an efficient approximated sampling method, has been widely investigated in machine learning for quantifying the uncertainties of learning models [10, 59]. Various approximate probability measures have been frequently used for training deep neural networks in finite-dimensional spaces. Thus VI methods are usually constructed for finite-dimensional problems. Some studies on VI methods for inverse problems of PDEs are based on the discretize-then-Bayesianize perspective on finite-dimensional spaces. For example, a mean-field assumption based VI approach was employed to solve finite-dimensional inverse problems with hyper-parameters in prior and noise distributions [33, 39, 40]. Projected Stein variational gradient descent methods were constructed to solve inverse problems with low-intrinsic dimensions [17, 18].

However, under the infinite-dimensional settings, the VI methods are much less studied for solving inverse problems of PDEs from the Bayesianize-then-discretize perspective. Specifically, when the approximated measures are restricted to be Gaussian, a novel Robbins-Monro algorithm was developed in [49, 50] from the calculus-of-variations viewpoint. In order to employ the
non-Gaussian approximated measures, a general infinite-dimensional mean-field VI (iMFVI) theoretical framework was established in [38]. Based on this general theory, a generative deep neural network model named VINet was constructed in [37] by analyzing the approximated measures. The infinite-dimensional Stein variational gradient descent approach was proposed to solve the nonlinear inverse problems in [35].

Besides the problem of efficient sampling, another critical issue for applying the Bayesian approach is that we sometimes can hardly provide an appropriate prior measure. Especially we can hardly specify the scales of the variance, which corresponds to the regularization parameter in the classical regularization methods [2, 25]. The hierarchical Bayesian inference approach has been widely adopted to specify the hyper-parameters, e.g., the scales of the covariance operator. In the finite-dimensional space, a good introduction is provided in Chapter 3 of [41]. A hierarchical Bayesian model, providing an efficient iterative algorithm for calculating the maximum a posterior estimates, has been constructed in [15, 16], with the probability density of the hyper-parameter being Gamma distribution. Furthermore, in order to extract the posterior information based on the hierarchical model, the Gibbs sampling method has been studied in [44–46], which provides an efficient sampling method, and introduces the non-centered parameterization.

In this work, we focus on a similar hierarchical Bayesian model defined on infinite-dimensional space that has been investigated in [1, 19, 28] under the framework of infinite-dimensional MCMC sampling methods. As indicated in [1, 19], how to introduce hyper-parameters in the prior measure in the infinite-dimensional case is very different from the finite-dimensional case since the infinite-dimensional Gaussian measures tend to be singular with each other (see also Chapter 2 of [23] for details). In order to overcome the singular issue of infinite-dimensional Gaussian measures, the prior covariance operator $C_0$ has been represented by its eigendecomposition in [38], and the hyper-parameter is only introduced to a finite number of eigenbasis. As stated in Subsection 3.1 of [38], this strategy will lead to an inappropriate Bayesian model that can not adequately incorporate information encoded in data. Recently, a detailed analysis has been given in [27], which indicates that centered parametrization is suitable for evaluating maximum a posterior estimate, but non-centered parameterization is more appropriate for using the Gibbs sampling method. To the best of our knowledge, there are few studies of the infinite-dimensional hierarchical Bayesian models under the infinite-dimensional VI framework that can overcome the singular issue without the truncation of eigenexpansions. Hence, we intend to formulate the iMFVI method with a non-centered parametrization (NCP) approach, which yields a new VI method that allows us to introduce the hyper-parameters for the whole eigenexpansion of the prior covariance operator. The new VI method has been constructed rigorously (see Subsections 2.2, and 2.3) and the relations with the centered parametrisation based method are discussed in detail (see Subsections 2.4). Finally, we provide numerical discretization strategies based on the low-rank structure of the posterior measure (see Subsections 2.5 and 2.6). In summary, this work mainly contains four contributions:

- For the hierarchical Bayesian model, a non-centered parameterization based iMFVI (NCP-iMFVI) approach is proposed. Compared with the iMFVI approach proposed in Section 3.1 of [38], we can introduce the hyper-parameter for the whole covariance operator of the prior measure rather than for the truncated finite number of components based on the eigenbasis.

- Different from the iMFVI method proposed in [38], we transform the unknown parameter into a new one by taking the non-centered parameterization and formulating a new VI problem instead of the original VI problem. We carry out detailed discussions about the relation-
ships between these two problems, which yield compelling reasons for employing the NCP formulation to solve the hierarchical inference problem in the infinite-dimensional space.

- Through a detailed structural analysis of the posterior measure of the hyper-parameter, we transform the complicated trace calculation into solving PDEs. Based on scalable PDE solvers and the ideas of low-rank approximation [12, 32], the proposed method will also be scalable that can be employed for large-scale problems.

- We verify the accuracy of the NCP-iMFVI approach on a one-dimensional elliptic inverse problem. In addition, we demonstrate the scalability of the NCP-iMFVI approach for the number of parameters by the inverse source problem of the Helmholtz equation and the inverse permeability of the steady-state Darcy flow equation.

The outline of this paper is as follows. In Section 2, we construct the non-centered VI method based on the framework under the linear case and verify the essential conditions in VI theory. In Subsection 2.1, we introduce the iMFVI theory proposed in [38], and illustrate the critical problems of the infinite-dimensional hierarchical approach. In Subsection 2.2, we propose the non-centered Bayesian formulation. In Subsection 2.3, we construct the general theory of NCP-iMFVI approach. In Subsection 2.4, we discuss the relationships between the NCP formulation and the approach introduced in Subsection 2.1, and provide convincing results to explain the reason for employing the NCP formulation. In Subsections 2.5 and 2.6, the computational details are provided. In Section 3, we employ the developed non-centered VI method to three inverse problems, governed by the simple smooth equation, Helmholtz equation and the steady state Darcy flow equation, with noise and hyper-parameter both Gaussian. Furthermore, in each numerical simulation, we will illustrate the mesh independence as expected for “Bayesianize-then-discretize” approach. In Section 4, we summarize our achievements and claim some deficiencies, and further investigate directions.

2. Non-centered infinite-dimensional VI method

This section provides a non-centered infinite-dimensional VI method to solve the hierarchical Bayesian inverse problem. Different from the iMFVI theory proposed in [38], such a method avoids the obstacle that occurred in the iMFVI theory and has an explicit relationship with the centered VI problem. Furthermore, under the settings in our article, we can clarify the relationship between these two VI problems. Based on the analysis, an iterative algorithm is then proposed.

2.1. Critical problems of infinite-dimensional hierarchical approach

In this subsection, we first introduce the infinite-dimensional hierarchical Bayesian problem. Let \( \mathcal{H}_u \) be a separable Hilbert space and \( N_d \) be a positive integer. Denote that \( \mathcal{N}(u, \mathcal{C}) \) is a Gaussian measure with mean \( u \) and covariance operator \( \mathcal{C} \). The linear inverse problem can be described as follow:

\[
d = Hu + \epsilon, \tag{2.1}
\]

where \( d \in \mathbb{R}^{N_d} \) is the measurement data, \( u \in \mathcal{H}_u \) is the interested parameter, \( H \) is a bounded linear operator from \( \mathcal{H}_u \) to \( \mathbb{R}^{N_d} \), and \( \epsilon \) is a Gaussian random vector with zero mean and variance \( \Gamma_{\text{noise}} := \tau^{-1}I \) (\( \tau \) is a fixed positive number), which means

\[
\epsilon \sim \mathcal{N}(0, \Gamma_{\text{noise}}). \tag{2.2}
\]
We adopt a hierarchical Bayesian approach with the unknown parameter $u \sim \mu_0^{u,\lambda} = \mathcal{N}(0, \lambda^2 C_0)$, where $C_0 : \mathcal{H}_u \rightarrow \mathcal{H}_u$ is a positive defined, symmetric and trace-class operator, and $\lambda^2$ is the amplitude of prior variance. Let $\{\alpha_k, e_k\}_{k=1}^\infty$ be the eigensystem of the operator $C_0$ such that $C_0 e_k = \alpha_k e_k$ for $k = 1, 2, \ldots$. Without loss of generality, we assume that the eigenvectors $\{e_k\}_{k=1}^\infty$ are orthonormal and the eigenvalues $\{\alpha_k\}_{k=1}^\infty$ are in descending order. Assume that $\lambda$ is a Gaussian random variable with mean $\lambda$ and variance $\sigma > 0$, i.e., $\lambda \sim \mathcal{N}(0, \sigma^2)$. According to (2.1), let us denote $\Phi(u) = \frac{1}{2} ||Hu - d||_2^2$ to be the potential function, where $||\cdot||_\text{noise}^2 = ||\Gamma^{-1/2}||_2^2$, with $||\cdot||_2$ denoting the usual $l^2$-norm. For notational convenience, we denote $||\cdot||_2$ by $||\cdot||$. Then based on the Bayes’ formula, the posterior measure $\tilde{\mu}$ satisfies
\[
\tilde{\mu}(du, d\lambda) \propto \exp(-\Phi(u))\mu_0(du, d\lambda),
\]
where $\mu_0(du, d\lambda) = \mu_0^{u,\lambda}(du)\mu_0^\lambda(d\lambda)$.

For employing the iMFVI theory proposed in [38], we need that the conditional prior measures with different hyper-parameters, i.e., $\mu_0^{u,\lambda}$, are equivalent with each other. However, according to Remark 2.10 in [22], we know that the Gaussian measures $\mu_0^{u,\lambda}$ and $\mu_0^{u,\lambda'}$ are singular with each other if the hyper-parameters $\lambda \neq \lambda'$. In order to avoid this singularity problem, the prior covariance operators with hyper-parameters introduced in [38] are as follows:
\[
\mathcal{C}_0^K(\lambda) := \sum_{j=1}^K \lambda^2 \alpha_j e_j \otimes e_j + \sum_{j=K+1}^\infty \alpha_j e_j \otimes e_j,
\]
where $K$ is a pre-specified positive integer. This formulation has also been employed in [30], which will be appropriate if the information in the data only effective on the first $K$ terms of the prior covariance eigensystem. However, if the data is particularly informative and far from the prior, the prior covariance operator specified in (2.4) will lead to a Bayesian inference model that lacks the ability to incorporate the data information. In the following, we will construct a new approach to overcome the difficult singularity problem and, at the same time, add hyper-parameter to all terms of the eigensystem of the prior covariance operator.

2.2. Non-centered formulation

From Subsection 2.1, we know that the priors $\mu_0^{u,\lambda}$ are mutually singular for different values of $\lambda$, which conflicts with the basic assumptions of the iMFVI theory [38]. As indicated in [1], similar difficulties were also encountered for employing the two-component Metropolis-within-Gibbs (MwG) algorithms. In the literature of MwG algorithms [19, 46], sampling $u$ and $\lambda$ iteratively is usually called the centered parameterization (CP), which will suffer from increasing slow convergence as the discretization level increases. Hence, the non-centered parameterization (NCP) methods are proposed in the investigations of MwG type algorithms. In the following, we introduce the NCP method into the formulation of the iMFVI theory to overcome the mutually singular problem of probability measures.

Specifically, we reparameterize the prior $\mu_0^{u,\lambda}(du, d\lambda) = \mu_0^{u,\lambda}(du)\mu_0^\lambda(d\lambda)$ by writing $u = \lambda v$ with $v \sim \mu_0^v = \mathcal{N}(0, C_0)$. This parameterization will not change the original assumptions on $u$ since the parameter $u = \lambda v$ still distributed according to $\mathcal{N}(0, \lambda^2 C_0)$. By working in variables $(v, \lambda)$ rather than $(u, \lambda)$, the measures $\mu_0^v$ and $\mu_0^\lambda$ are priori independent, which avoids the lack of robustness arising from mutual singularity and the non-informative issue arising from the truncated approach (2.4). As for this non-centered parameterization, we employ the prior probability measure as
follows:

\[ \mu_0 = \mu_0^v \times \mu_0^\lambda, \quad (2.5) \]

then the forward problem turns to

\[ d = H(\lambda v) + \epsilon, \quad (2.6) \]

where \( \epsilon \sim \mathcal{N}(0, \Gamma_{\text{noise}}) \) is the Gaussian noise.

Concerned with the NCP formulation, i.e., formulas (2.5) and (2.6), we need to answer the following two fundamental questions:

- Whether the Bayes’ formula holds rigorously under the current NCP setting;
- What is the relationship between CP and NCP formulations for constructing iMFVI methods.

The first question is addressed in the following Theorem 2.1. To answer the second question, we need to give a brief illustration of the general VI theory. Hence, the statements are postponed to Subsection 2.4.

**Theorem 2.1.** Let \( \mathcal{H}_u \) be a separable Hilbert space and \( N_d \) be a positive integer. Let \( \mu_0 = \mu_0^v \times \mu_0^\lambda \) be a Gaussian measure defined on \( \mathcal{H}_u \times \mathbb{R} \), and set the Gaussian noise \( \epsilon \sim \mathcal{N}(0, \Gamma_{\text{noise}}) \). Let \( \Phi : \mathcal{H}_u \times \mathbb{R} \to \mathbb{R} \) be defined as

\[ \Phi(v, \lambda) = \frac{1}{2} \| d - \lambda Hv \|_{\Gamma_{\text{noise}}}^2, \quad (2.7) \]

where \( \Gamma_{\text{noise}} = \tau^{-1}I \) and \( \tau \) is a positive constant. Then \( \mu \ll \mu_0 \) is a well-defined probability measure on \( \mathcal{H}_u \times \mathbb{R} \), with Radon-Nikodym derivative

\[ \frac{d\mu}{d\mu_0}(v, \lambda) = \frac{1}{Z_\mu} \exp(-\Phi(v, \lambda)), \quad (2.8) \]

where \( Z_\mu \) is a positive and finite constant given by

\[ Z_\mu = \int_{\mathcal{H}_u \times \mathbb{R}} \exp(-\Phi(v, \lambda)) \mu_0^v(dv)\mu_0^\lambda(d\lambda). \]

**Proof.** Since \( H \) is a bounded linear operator, it is easy to obtain that \( \Phi(v, \lambda) \) is continuous with respect to the variables \( v, \lambda \). Noticing that the operator \( H \) is a bounded linear operator, we have \( \| Hv \| \leq M \| v \|_{\mathcal{H}_u} \), where \( M \) is a fixed constant. Through a simple calculation, we have

\[
\left| \Phi(v, \lambda; d_1) - \Phi(v, \lambda; d_2) \right| = \frac{1}{2} \left| \| d_1 - \lambda Hv \|_{\Gamma_{\text{noise}}}^2 - \| d_2 - \lambda Hv \|_{\Gamma_{\text{noise}}}^2 \right|
\]

\[
= \frac{\tau}{2} \left( \| d_1 \|^2 - \| d_2 \|^2 - 2\langle d_1 - d_2, \lambda Hv \rangle_{\mathbb{R}^N} \right)
\]

\[
\leq \tau \left( \| d_1 \| + \| d_2 \| + \| \lambda Hv \| \right) \| d_1 - d_2 \|
\]

Hence, we easily know that the Assumption 1 and conditions of Theorems 15-16 in [26] are satisfied, which are provided in the Appendix. Then the Bayes’ formula (2.8) is well-defined. Moreover, \( Z_\mu \) is positive and finite. \( \square \)
2.3. General theory of iMFVI

Based on the preparations provided in Subsections 2.1 and 2.2, we will apply a general mean-field assumption based iMFVI theory developed in [38] to our NCP setting. Specifically, we will prove a theorem, which provides the foundation for constructing practical iterative algorithms.

Let $H$ be a separable Hilbert space, $\mathcal{M}(H)$ be the set of Borel probability measures on $H$, and $\mathcal{A} \subset \mathcal{M}(H)$ be a set of “simpler” measures that can be efficiently calculated. Following Subsection 2.2, we define prior measure $\mu_0$ on $H$ that can be decomposed as $\mu_0 = \mu_v^0 \times \mu_\lambda^0$. Let the measure $\mu$ be the posterior measure with respect to $\mu_0$ defined on $H$, then we have the Bayes’ formula (2.8).

For any $\nu \in \mathcal{M}(H)$ that is absolutely continuous with respect to $\mu$, the Kullback-Leibler (KL) divergence is defined as

$$D_{\text{KL}}(\nu || \mu) = \int_H \log \left( \frac{d\nu}{d\mu}(u) \right) d\nu(u) \mu(du) = \mathbb{E}^\mu \left[ \log \left( \frac{d\nu}{d\mu}(u) \right) \frac{d\nu}{d\mu}(u) \right].$$

Here, the notation $\mathbb{E}^\mu$ means taking expectation with respect to the probability measure $\mu$. If $\nu$ is not absolutely continuous with respect to $\mu$, the KL divergence is defined as $+\infty$.

The iMFVI methods aim to find the closest probability measure $\nu$ to the posterior measure $\mu$ with respect to the KL divergence from the set $\mathcal{A}$, i.e., solving the following minimization problem:

$$\arg \min_{\nu \in \mathcal{A}} D_{\text{KL}}(\nu || \mu). \quad (2.9)$$

The mean-field assumption means that all components of the parameters are assumed to be independent. For the current setting, we assume that the random variables $v$ and $\lambda$ are independent with each other. Hence, the space $H$ and the set $\mathcal{A}$ can be decomposed as follows

$$H = H_u \times H_\lambda, \quad \mathcal{A} = \mathcal{A}_v \times \mathcal{A}_\lambda,$$

where $H_u$ is a separable Hilbert space, $H_\lambda$ obviously is $\mathbb{R}$, $\mathcal{A}_v \subset \mathcal{M}(H_u)$, and $\mathcal{A}_\lambda \subset \mathcal{M}(H_\lambda) = \mathcal{M}(\mathbb{R})$. In addition, we assume that the approximated probability measure $\nu$ is equivalent to $\mu_0$ defined by

$$\frac{d\nu}{d\mu_0}(v, \lambda) = \frac{1}{Z_\nu} \exp(-\Phi_v(v) - \Phi_\lambda(\lambda)), \quad (2.10)$$

where $\Phi_v(\cdot)$ and $\Phi_\lambda(\cdot)$ are two potential functions, and $Z_\nu$ is the normalization constant. Obviously, the approximated measure $\nu$ can be decomposed into two components that are absolutely continuous with respect to the corresponding components of the prior measure, i.e.,

$$\frac{d\nu^v}{d\mu_0^v}(v) = \frac{1}{Z_\nu^v} \exp(-\Phi_v(v)), \quad (2.11)$$

$$\frac{d\nu^\lambda}{d\mu_0^\lambda}(\lambda) = \frac{1}{Z_\nu^\lambda} \exp(-\Phi_\lambda(\lambda)), \quad (2.12)$$

with $Z_\nu^v = \mathbb{E}^{\mu_0^v} \left[ \exp(-\Phi_v(v)) \right]$ and $Z_\nu^\lambda = \mathbb{E}^{\mu_0^\lambda} \left[ \exp(-\Phi_\lambda(\lambda)) \right]$. With these assumptions, the problem (2.9) can be written specifically as

$$\arg \min_{\nu_v \in \mathcal{A}_v, \nu_\lambda \in \mathcal{A}_\lambda} D_{\text{KL}}(\nu_v \times \nu_\lambda || \mu). \quad (2.13)$$

For the finite-dimensional theory, the sets $\mathcal{A}_v$ and $\mathcal{A}_\lambda$ are specified as the set of any probability density functions. For the infinite-dimensional theory developed in [38], we need more illustrations of the sets $\mathcal{A}_v$ and $\mathcal{A}_\lambda$, which ensure the measures obtained by iterations are still in some admissible sets.
Assumption 2.2. Let \( \nu^v \) and \( \nu^\lambda \) be the approximate measures defined in (2.11) and (2.12) respectively. Let us define \( T_N^\nu = \{ v \mid 1/N \leq \|v\|_{\mu_0} \leq N \} \) that satisfies \( \sup_N \mu_0^\nu(T_N^\nu) = 1 \), and define \( T_N^\lambda = \{ \lambda \mid N/2 \leq \lambda \leq N \} \) that satisfies \( \sup_N \mu_0^\lambda(T_N^\lambda) = 1 \). Furthermore we assume that

\[
T_1 := \sup_{v \in T_N^\nu} \int_\mathbb{R} \Phi(v, \lambda) \cdot 1_A(v, \lambda) \nu^\lambda(d\lambda) < \infty
\]

\[
T_2 := \sup_{\lambda \in T_N^\lambda} \int_{\mathcal{H}_u} \Phi(v, \lambda) \cdot 1_A(v, \lambda) \nu^v(dv) < \infty
\]

\[
T_3 := \int_{\mathcal{H}_u} \exp\left(-\int_{\mathbb{R}} \Phi(v, \lambda) \cdot \nu^\lambda(d\lambda)\right) \max(1, \|v\|_{\mathcal{H}_u}^2) \mu_0^\nu(dv) < \infty
\]

\[
T_4 := \int_{\mathbb{R}} \exp\left(-\int_{\mathcal{H}_u} \Phi(v, \lambda) \cdot \nu^v(dv)\right) \max(1, \lambda^2) \mu_0^\lambda(d\lambda) < \infty,
\]

where the set \( A := \{ v, \lambda \mid \Phi(v, \lambda) \geq 0 \} \).

Let

\[
R^1_v = \left\{ \Phi_v \mid \sup_{v \in T_N^\nu} \Phi_v(v) < \infty, \quad \forall N > 0 \right\},
\]

\[
R^2_v = \left\{ \Phi_v \mid \int_{\mathcal{H}_u} \exp(-\Phi_v(v)) \max(1, \|v\|_{\mathcal{H}_u}^2) \mu_0^\nu(dv) < \infty \right\},
\]

\[
R^1_\lambda = \left\{ \Phi_\lambda \mid \sup_{\lambda \in T_N^\lambda} \Phi_\lambda(\lambda) < \infty, \quad \forall N > 0 \right\},
\]

\[
R^2_\lambda = \left\{ \Phi_\lambda \mid \int_{\mathbb{R}} \exp(-\Phi_\lambda(\lambda)) \max(1, \lambda^2) \mu_0^\lambda(d\lambda) < \infty \right\}.
\]

Now we define:

\[
\mathcal{A}_v = \left\{ \nu^v \in \mathcal{M}(\mathcal{H}_u) \mid \nu^v \text{ is equivalent to } \mu_0^v \text{ with (2.11) holding true, and } \Phi_v \in R^1_v \cap R^2_v \right\},
\]

\[
\mathcal{A}_\lambda = \left\{ \nu^\lambda \in \mathcal{M}(\mathcal{H}_\lambda) \mid \nu^\lambda \text{ is equivalent to } \mu_0^\lambda \text{ with (2.12) holding true, and } \Phi_\lambda \in R^1_\lambda \cap R^2_\lambda \right\}.
\]

Remark 2.1. Noticing that the definitions of \( R^1_v \) and \( R^1_\lambda \) are different from the corresponding definitions given in [38]. Here, we employ a modified version of the general theory provided in the Appendix of [37], which relaxes the uniform bounds making the theory more applicable to concrete problems. For the reader’s convenience, we briefly introduce the general theory in the Appendix.

Now, we give the following key theorem that provides formulas for calculating the potential functions \( \Phi_v \) and \( \Phi_\lambda \) introduced in (2.10).

Theorem 2.3. Let the prior measure \( \mu_0 \), noise measure, and the posterior measure \( \mu \) are defined as in (2.5), (2.2), (2.8), and \( \Phi(v, \lambda) \) is defined as in (2.7). If the approximate probability measure in problem (2.13) satisfies Assumption 2.2, then problem (2.13) possesses a solution \( \nu = \nu^v \times \nu^\lambda \in \mathcal{M}(\mathcal{H}) \) with the following form:

\[
\frac{d\nu}{d\mu_0}(v, \lambda) \propto \exp\left(-\left(\Phi_v(v) + \Phi_\lambda(\lambda)\right)\right),
\]

(2.18)
where
\[ \Phi_v(v) = \int_{\mathbb{R}} \Phi(v, \lambda) \nu^\lambda(d\lambda) + \text{Const}, \quad \Phi_\lambda(\lambda) = \int_{\mathcal{H}_u} \Phi(v, \lambda) \nu^v(dv) + \text{Const}, \] (2.19)
and here “Const” denotes constants that are not relevant to the interested parameters. Furthermore, we have
\[ \nu^v(v) \propto \exp(-\Phi_v(v)) \mu_0^v(dv), \quad \nu^\lambda(\lambda) \propto \exp(-\Phi_\lambda(\lambda)) \mu_0^\lambda(d\lambda). \] (2.20)

**Proof.** To prove the theorem, we need to verify the conditions (2.14) given in Assumption 2.2. Noticing the fact that operator \( H \) is a bounded linear operator, we have \( \|Hv\| \leq M\|v\|_{\mathcal{H}_u} \).

For term \( T_1 \), we have
\[
T_1 = \sup_{v \in \tilde{R}^2} \int_{\mathbb{R}} \Phi(v, \lambda) \cdot 1_A(v, \lambda) \nu^\lambda(d\lambda)
\]
\[
= \sup_{v \in \tilde{R}^2} \int_{\mathbb{R}} \frac{1}{2} \|d - \lambda Hv\|_\gamma^2 \nu^\lambda(d\lambda)
\]
\[
\leq \sup_{v \in \tilde{R}^2} \int_{\mathbb{R}} \frac{\tau}{2} \left( \|d\|^2 + \lambda^2\|Hv\|^2 + 2\langle d, \lambda Hv \rangle \right) \nu^\lambda(d\lambda)
\]
\[
\leq \sup_{v \in \tilde{R}^2} \int_{\mathbb{R}} \lambda^2 \nu^\lambda(d\lambda) + \text{Const}
\]
\[
\leq (2\tau M^2 N^2) \cdot \int_{\mathbb{R}} \exp(-\Phi_\lambda(\lambda)) \max(1, \lambda^2) \mu_0^\lambda(d\lambda) + \text{Const}.
\]
Recalling the set \( R^2_\lambda \) defined in (2.15), since \( \nu^\lambda \in \mathcal{A}_\lambda \), we have
\[
\int_{\mathbb{R}} \exp(-\Phi_\lambda(\lambda)) \max(1, \lambda^2) \mu_0^\lambda(d\lambda) < \infty.
\]

Then we obtain \( T_1 < \infty \).

For term \( T_2 \), we have
\[
T_2 = \sup_{\lambda \in \tilde{R}^2} \int_{\mathcal{H}_u} \Phi(v, \lambda) \cdot 1_A(v, \lambda) \nu^v(dv)
\]
\[
= \sup_{\lambda \in \tilde{R}^2} \int_{\mathcal{H}_u} \frac{1}{2} \|d - \lambda Hv\|_\gamma^2 \nu^v(dv)
\]
\[
\leq \sup_{\lambda \in \tilde{R}^2} \int_{\mathcal{H}_u} \frac{\tau}{2} \left( \|d\|^2 + \lambda^2\|Hv\|^2 \right) \nu^v(dv)
\]
\[
\leq \sup_{\lambda \in \tilde{R}^2} 2\tau M^2 \lambda^2 \int_{\mathcal{H}_u} \|v\|_\gamma^2 \nu^v(dv) + \text{Const}
\]
\[
\leq (2\tau M^2 N^2) \cdot \int_{\mathcal{H}_u} \exp(-\Phi_v(v)) \max(1, \|v\|_\gamma^2) \mu_0^v(dv) + \text{Const}.
\]
Recalling the set $R^2_v$ defined in (2.15), since $v^v \in A_v$, we have
\[
\int_{H_u} \exp(-\Phi_v(v)) \max(1, \|v\|^2_{H_u}) \mu_0^v(dv) < \infty.
\]
Then we obtain $T_2 < \infty$.

For term $T_3$, we notice $-\int_{\mathbb{R}} \Phi(v, \lambda) \cdot \nu^\lambda(d\lambda) \leq 0$. Then the term $T_3$ can be estimated as follows:
\[
T_3 \leq \int_{H_u} \max(1, \|v\|^2_{H_u}) \mu_0^v(du).
\]

For term $T_4$, we use the same strategy to obtain that
\[
T_4 \leq \int_{\mathbb{R}} \max(1, \lambda^2) \mu_0^\lambda(d\lambda) < \infty.
\]
The proof is completed by combining the estimates of $T_1, T_2, T_3,$ and $T_4$. \hfill \Box

The above Theorem 2.3 provides explicit expressions of the potential functions $\Phi_v$ and $\Phi_\lambda$ relating to the parameters $v$ and $\lambda$, respectively. Although the equalities (2.19) are not closed form solutions, they can yield a practical iterative scheme, which will be explicitly formulated in Subsection 2.5 below.

2.4. Relationships of CP and NCP formulations

In this section, we discuss the relationships between CP and NCP formulations. The choice of CP and NCP formulations depends on the methods employed, and both formulations have advantages and disadvantages. For example, the CP formulation is more appropriate when computing the maximum a posterior estimates [27]. However, the NCP formulation will be better when the Metropolis-within-Gibbs algorithm is employed [1]. Before constructing an iterative scheme, let us first clarify the relationships between the CP and NCP formulations under the circumstances of developing iMFVI methods.

Due to the mutually singular problem discussed in Subsection 2.1, we could not formulate the CP problem based on the current iMFVI theory. To avoid the obstacle, we need to introduce the covariance operator $C_0^N$. Thus, it is hard to reveal the connection between CP and NCP formulations in infinite-dimensional spaces. In order to state the relationships more clearly, we need to start with the finite-dimensional case. And then, we can clarify the relationships in the infinite-dimensional space with the help of the conclusions in the finite-dimensional space. In this subsection, we shall prove that

- The VI problems formulated by CP and NCP attain the same minimal value;
- One possible minimum point (probability density function) of two problems can be transformed into each other by taking a reparameterization.

Recall that $\{\alpha_k, e_k\}_{k=1}^\infty$ is the eigensystem of the operator $C_0$ such that $C_0 e_k = \alpha_k e_k$, as we stated in Subsection 2.1. We denote by $P^N$ the orthogonal projection of $H_u$ onto $H_u^N$, that is $H_u^N = P^N H_u := \text{span}\{e_1, e_2, \ldots, e_N\}$. Define $C_0^N = P^N C_0 P^N$, such that $u^N \sim \mu_0^N(u^N, \lambda) = N(0, \lambda^2 C_0^N)$, and let $u^N = P^N u = \sum_{k=1}^N u_k e_k \in H_u^N$.

Let us consider the finite-dimensional linear inverse problem:
\[
d = H u^N + \epsilon,
\]
where \( d \in \mathbb{R}^d \), \( e \in \mathbb{R}^N \) is the random Gaussian noise with mean zero and variance \( \Gamma_{\text{noise}} = \tau^{-1}I \). We take the prior measure \( \mu^N_0 = \mu_0^{(u^N,\lambda)} \times \mu^\lambda \), and the potential function

\[
\Phi(u^N) = \frac{1}{2} \| Hu^N - d \|_{\text{noise}}^2.
\]

According to the Bayes’ formula, the posterior measure \( \mu^N \) is given by the Rando-Nikodym derivative

\[
\frac{d\mu^N}{d\mu^N_0}(u^N, \lambda) = \frac{1}{Z^N} \exp(-\Phi(u^N)),
\]

where \( Z^N = \int_{\mathcal{H} \times \mathbb{R}} \exp(-\Phi(u^N)) \mu^N_0(du^N, d\lambda) \) is the normalization constant.

Taking the NCP formulation \( u^N = \lambda v^N \), we reformulate the linear inverse problem as

\[
d = H(\lambda v^N) + e.
\]

Since \( u^N \sim \mu^N_0 \), we obviously find that \( v^N \sim \mu^N_0 = \mathcal{N}(0, \mathcal{C}^N_0) \), and \( v^N = P^N v \in \mathcal{H}^N \). We have the prior measure \( \mu^N_0 = \mu^N_0 \times \mu^\lambda \), and the potential function

\[
\Phi(v^N, \lambda) = \frac{1}{2} \| H(\lambda v^N) - d \|_{\text{noise}}^2.
\]

Then the posterior measure \( \mu^N \) is given by the Rando-Nikodym derivative

\[
\frac{d\mu^N}{d\mu^N_0}(v^N, \lambda) = \frac{1}{Z^N} \exp(-\Phi(v^N, \lambda)),
\]

(2.21)

where \( Z^N = \int_{\mathcal{H} \times \mathbb{R}} \exp(-\Phi(v^N, \lambda)) \mu^N_0(dv^N, d\lambda) \) is the normalization constant. For notational convenience, we will use the same symbol for the probability measure and probability density function of the corresponding measure in this section. For example, we use the symbol \( \mu^N \) to denote the probability measure \( \mu^N \) and the probability density function of \( \mu^N \).

Before introducing the finite-dimensional VI problems, we need to clarify that:

- In the CP case, we aim to find the approximated probability density \( \tilde{\nu}^N(u^N, \lambda) \) to minimize the KL divergence between \( \tilde{\nu}^N(u^N, \lambda) \) and \( \mu^N(u^N, \lambda) \). Under the mean-field assumption, the approximated probability density could be written as \( \tilde{\nu}^N(u^N, \lambda) = \tilde{\nu}^N_1(u^N) \tilde{\nu}^N_2(\lambda) \), where \( \tilde{\nu}^N_1(u^N) \) and \( \tilde{\nu}^N_2(\lambda) \) are the probability density functions.

- In the NCP case, the aim is to find the approximated probability density \( \nu^N(u^N, \lambda) \) to minimize the KL divergence between \( \nu^N(v^N, \lambda) \) and \( \mu^N(v^N, \lambda) \). Taking the assumptions stated in Subsection 2.3, \( \nu^N(v^N, \lambda) \) could be written as \( \nu^N(v^N, \lambda) = \nu^N_1(v^N) \nu^N_2(\lambda) \), where \( \nu^N_1(v^N) \) and \( \nu^N_2(\lambda) \) are the probability density functions.

Based on these goals, we introduce the sets

\[
\tilde{\mathcal{A}} := \left\{ \tilde{\nu}^N(u^N, \lambda) \mid \tilde{\nu}^N(u^N, d\lambda) = \tilde{\nu}^N_1(u^N) \tilde{\nu}^N_2(\lambda) \right\},
\]

\[
\mathcal{A} := \left\{ \nu^N(v^N, \lambda) \mid \nu^N(v^N, d\lambda) = \nu^N_1(v^N) \nu^N_2(\lambda) \right\}.
\]
Then, the VI problem formulated by CP can be written as:

$$
\arg\min_{\tilde{\nu}^N \in \tilde{A}} D_{KL}(\tilde{\nu}^N \| \tilde{\mu}^N)
= \arg\min_{\tilde{\nu}^N_1, \tilde{\nu}^N_2} \int_{H^N \times \mathbb{R}} \log \frac{\tilde{\nu}^N_1(u^N) \tilde{\nu}^N_2(\lambda)}{\tilde{\mu}^N(u^N, \lambda)} \tilde{\nu}^N_1(u^N) \tilde{\nu}^N_2(\lambda) du^N d\lambda.
$$

(2.22)

Similarly, the VI problem formulated by NCP has the following form:

$$
\arg\min_{\nu^N \in A} D_{KL}(\nu^N \| \mu^N)
= \arg\min_{\nu^N_1, \nu^N_2} \int_{H^N \times \mathbb{R}} \log \frac{\nu^N_1(v^N) \nu^N_2(\lambda)}{\mu^N(v^N, \lambda)} \nu^N_1(v^N) \nu^N_2(\lambda) dv^N d\lambda.
$$

(2.23)

Before discussing the relationship between problems (2.22) and (2.23), we need to clarify the relationship between the probability densities \(\tilde{\mu}^N(u^N, \lambda)\), and \(\mu^N(v^N, \lambda)\), which are given by

$$
\tilde{\mu}^N(u^N, \lambda) \propto \exp\left( -\frac{1}{2} \| H u^N - d \|_{\Gamma_{\text{noise}}}^2 \right) \tilde{\mu}_0^N(u^N, \lambda),
$$

$$
\mu^N(v^N, \lambda) \propto \exp\left( -\frac{1}{2} \| H \lambda v^N - d \|_{\Gamma_{\text{noise}}}^2 \right) \mu_0^N(v^N, \lambda).
$$

We know that

$$
\tilde{\mu}_0^N(u^N, \lambda) = \frac{1}{(2\pi)^{\frac{N}{2}} \lambda^N \det(C_0^N)^{\frac{1}{2}}} \exp\left( -\frac{1}{2} \lambda^{-1} C_0^{-1/2} u^N \| u^N \|^2 \right) \mu_0^N(\lambda),
$$

and

$$
\mu_0^N(v^N, \lambda) = \frac{1}{(2\pi)^{\frac{N}{2}} \det(C_0^N)^{\frac{1}{2}}} \exp\left( -\frac{1}{2} C_0^{-1/2} v^N \| v^N \|^2 \right) \mu_0^N(\lambda).
$$

Taking \(u^N = \lambda v^N\), it is clear that \(\lambda^{-N} \tilde{\mu}_0^N(v^N, \lambda) = \mu_0^N(u^N, \lambda)\), and furthermore

$$
\lambda^{-N} \mu^N(v^N, \lambda) = \lambda^{-N} \mu^N(u^N, \lambda).
$$

(2.24)

Then equation (2.22) can be written as

$$
\arg\min_{\tilde{\nu}^N \in \tilde{A}} D_{KL}(\tilde{\nu}^N \| \tilde{\mu}^N)
= \arg\min_{\tilde{\nu}^N_1, \tilde{\nu}^N_2} \int_{H^N \times \mathbb{R}} \log \frac{\tilde{\nu}^N_1(u^N) \tilde{\nu}^N_2(\lambda)}{\tilde{\mu}^N(u^N, \lambda)} \tilde{\nu}^N_1(u^N) \tilde{\nu}^N_2(\lambda) du^N d\lambda
= \arg\min_{\tilde{\nu}^N_1, \tilde{\nu}^N_2} \int_{H^N \times \mathbb{R}} \log \frac{\lambda^{-N} \tilde{\nu}^N_1(u^N) \tilde{\nu}^N_2(\lambda)}{\mu^N(v^N, \lambda)} \lambda^{N} \tilde{\nu}^N_1(u^N) \tilde{\nu}^N_2(\lambda) dv^N d\lambda.
$$

(2.25)

Next, we assume that there exist \(\tilde{\nu}_1^N(v^N), \nu_1^N(u^N)\) satisfying

$$
\tilde{\nu}_1^N(v^N) := \lambda^N \tilde{\nu}_1^N(u^N), \ \nu_1^N(u^N) := \lambda^{-N} \nu_1^N(v^N),
$$

and set

$$
\tilde{A}^* := \left\{ \tilde{\nu}^N \mid \tilde{\nu}^N(u^N, \lambda) = \tilde{\nu}_1^N(u^N) \tilde{\nu}_2^N(\lambda), \tilde{\nu}_1^N(u^N) = \lambda^{-N} \tilde{\nu}_1^N(v^N) \right\},
$$

$$
A^* := \left\{ \nu^N \mid \nu^N(v^N, \lambda) = \nu_1^N(u^N) \nu_2^N(\lambda), \nu_1^N(v^N) = \lambda^N \nu_1^N(u^N) \right\}.
$$
Now we provide a theorem that illustrates the relationship between CP and NCP formulations in the finite-dimensional spaces.

**Theorem 2.4.** The minimal values of problems (2.22) and (2.23) are the same. That is

\[
\min_{\nu^N \in \mathcal{A}^*} D_{KL}(\tilde{\nu}^N || \tilde{\mu}^N) = \min_{\nu^N \in \mathcal{A}^*} D_{KL}(\nu^N || \mu^N).
\]

Assume that \(\nu^\dagger \in \mathcal{A}\) and \(\tilde{\nu}^\dagger \in \tilde{\mathcal{A}}\) are one of the minimized points of these problems, respectively. If \(\nu^\dagger \in \mathcal{A}^*, \tilde{\nu}^\dagger \in \tilde{\mathcal{A}}^*\) are satisfied, \(\nu^\dagger\) and \(\tilde{\nu}^\dagger\) can be transformed into the solution of problems (2.22) and (2.23) by taking a reparameterization.

**Remark 2.2.** Let \(\tilde{\nu} = \tilde{\nu}^\nu \times \tilde{\nu}^\lambda\) be the measure given by Theorem 2.3, which is the solution of the NCP-iMFVI problem (2.9). Let \(\tilde{\nu}^N\) be the pushforward of the measure \(\tilde{\nu}\) defined on space \(\mathcal{H}^N_u \times \mathbb{R}\), i.e., \(\tilde{\nu}^N = \tilde{\nu} \circ (P^N)^{-1}\). From Theorem 2.4, we know that \(\tilde{\nu}^N \in \mathcal{A}^*\). That is, the measure calculated by Theorem 2.3 can be transformed to the solution of problem (2.22) formulated by CP in finite-dimensional space.

**Proof.** Considering the following problems:

\[
\begin{align*}
\min_{\tilde{\nu}^N \in \tilde{\mathcal{A}}^*} D_{KL}(\tilde{\nu}^N || \tilde{\mu}^N), \quad & (2.26) \\
\min_{\nu^N \in \mathcal{A}^*} D_{KL}(\nu^N || \mu^N). \quad & (2.27)
\end{align*}
\]

For notational convenience, let

\[
\tilde{\nu}^\dagger(u^N, \lambda) = \tilde{\nu}^\dagger_1(u^N)\tilde{\nu}^\dagger_2(\lambda) \in \tilde{\mathcal{A}}^*, \quad \nu^\dagger(v^N, \lambda) = \nu^\dagger_1(v^N)\nu^\dagger_2(\lambda) \in \mathcal{A}^*
\]

be the solutions to problem (2.26) and (2.27), respectively. Then we have

\[
D_{KL}(\tilde{\nu}^\dagger || \tilde{\mu}^N) = \int_{\mathcal{H}^N_u \times \mathbb{R}} \log \frac{\lambda^N \tilde{\nu}^\dagger_1(u^N)\tilde{\nu}^\dagger_2(\lambda)}{\mu^N(v^N, \lambda)} \lambda^N \tilde{\nu}^\dagger_1(u^N)\tilde{\nu}^\dagger_2(\lambda) dv^N d\lambda
\]

\[
= \int_{\mathcal{H}^N_u \times \mathbb{R}} \log \frac{\tilde{\nu}^{\dagger*}(v^N)\nu^\dagger_2(\lambda)}{\mu^N(v^N, \lambda)} \nu^\dagger_1(v^N)\nu^\dagger_2(\lambda) dv^N d\lambda
\]

\[
\geq \int_{\mathcal{H}^N_u \times \mathbb{R}} \log \frac{\nu^\dagger_1(v^N)\nu^\dagger_2(\lambda)}{\mu^N(v^N, \lambda)} \nu^\dagger_1(v^N)\nu^\dagger_2(\lambda) dv^N d\lambda
\]

\[
= \min_{\nu^N \in \mathcal{A}^*} D_{KL}(\nu^N || \mu^N),
\]

where we use the equation (2.24) in the first equation. Using the same strategy, we obtain that

\[
D_{KL}(\nu^\dagger || \mu^N) \geq \min_{\tilde{\nu}^N \in \tilde{\mathcal{A}}^*} D_{KL}(\tilde{\nu}^N || \tilde{\mu}^N).
\]

Combining these two inequalities, we have

\[
\min_{\nu^N \in \mathcal{A}^*} D_{KL}(\nu^N || \mu^N) \geq \min_{\tilde{\nu}^N \in \tilde{\mathcal{A}}^*} D_{KL}(\tilde{\nu}^N || \tilde{\mu}^N) \geq \min_{\nu^N \in \mathcal{A}^*} D_{KL}(\nu^N || \mu^N),
\]

which indicates

\[
\min_{\tilde{\nu}^N \in \tilde{\mathcal{A}}^*} D_{KL}(\tilde{\nu}^N || \tilde{\mu}^N) = \min_{\nu^N \in \mathcal{A}^*} D_{KL}(\nu^N || \mu^N).
\] (2.28)

Now these two VI problems have the same minimal value.
Due to the settings of prior measures and noise, measures \( \nu_1^N(d\boldsymbol{u}^N), \nu_1^N(d\boldsymbol{v}^N) \) are Gaussians by Theorem 2.3. Since similar discussions are provided in Subsection 2.5, we omit the details here. Without loss of generality, we assume that \( \nu_1^N = \mathcal{N}(\bar{\boldsymbol{a}}, \Sigma) \), and \( \nu_1^N = \mathcal{N}(\boldsymbol{a}, \Sigma) \), then we have

\[
\nu_1^N(\boldsymbol{u}^N) = \frac{1}{(2\pi)^{\frac{N}{2}} \det(\Sigma)^{\frac{1}{2}}} \exp \left( -\frac{1}{2} \| \Sigma^{-1/2}(\boldsymbol{u}^N - \bar{\boldsymbol{a}}) \|^2 \right)
\]

and

\[
\nu_1^N(\boldsymbol{v}^N) = \frac{1}{(2\pi)^{\frac{N}{2}} \det(\Sigma)^{\frac{1}{2}}} \exp \left( -\frac{1}{2} \| \Sigma^{-1/2}(\boldsymbol{v}^N - \boldsymbol{a}) \|^2 \right)
\]

Then measures \( \nu_1^N = \mathcal{N}(\bar{\boldsymbol{a}}/\lambda, \Sigma/\lambda^2) \), and \( \nu_1^N = \mathcal{N}(\boldsymbol{a}, \lambda^2 \Sigma) \) satisfy

\[
\nu_1^N(\boldsymbol{u}^N) = \lambda^{-N} \nu_1^N(\lambda \boldsymbol{u}^N), \quad \nu_1^N(\boldsymbol{v}^N) = \lambda^N \nu_1^N(\lambda \boldsymbol{v}^N),
\]

which illustrates that

\[
\nu^N(\boldsymbol{u}^N, \lambda) = \nu_1^N(\lambda \boldsymbol{u}^N) \nu_2^N(\lambda) \in \tilde{\mathcal{A}}, \quad \nu^N(\boldsymbol{v}^N, \lambda) = \nu_1^N(\lambda \boldsymbol{v}^N) \nu_2^N(\lambda) \in \mathcal{A}.
\]

As a result, for all \( \nu_1^N(\lambda \boldsymbol{u}^N, \lambda) \in \tilde{\mathcal{A}} \) and \( \nu_1^N(\lambda \boldsymbol{v}^N, \lambda) \in \mathcal{A} \), due to the measures \( \tilde{\nu}_1^N(d\boldsymbol{u}^N) \), and \( \nu_1^N(d\boldsymbol{v}^N) \) are Gaussians, we have

\[
\tilde{\nu}_1^N(\lambda \boldsymbol{u}^N, \lambda) \in \tilde{\mathcal{A}}, \quad \nu_1^N(\lambda \boldsymbol{v}^N, \lambda) \in \mathcal{A}.
\]

That is, \( \tilde{\mathcal{A}} \subset \tilde{\mathcal{A}}, \mathcal{A} \subset \mathcal{A} \). Together with (2.28), this indicates that

\[
\min_{\nu^N \in \mathcal{A}} D_{KL}(\tilde{\nu}^N || \mu^N) = \min_{\nu^N \in \mathcal{A}} D_{KL}(\nu^N || \mu^N).
\]

Then we have

\[
\min_{\nu^N \in \mathcal{A}} D_{KL}(\tilde{\nu}^N || \mu^N) = \int_{\mathcal{H} \times \mathbb{R}} \log \frac{\lambda \nu_1^N(\lambda \boldsymbol{u}^N) \nu_2^N(\lambda)}{\mu^N(\lambda)} \nu_1^N(\lambda \boldsymbol{u}^N) \nu_2^N(\lambda) d\boldsymbol{v}^N d\lambda
\]

\[
= \int_{\mathcal{H} \times \mathbb{R}} \log \frac{\nu_1^N(\lambda \boldsymbol{v}^N) \nu_2^N(\lambda)}{\mu^N(\lambda)} \nu_1^N(\lambda \boldsymbol{v}^N) \nu_2^N(\lambda) d\boldsymbol{v}^N d\lambda
\]

\[
= \min_{\nu^N \in \mathcal{A}} D_{KL}(\nu^N || \mu^N).
\]

This indicates that the probability densities \( \lambda^{-N} \nu_1^N(\lambda \boldsymbol{u}^N) \nu_2^N(\lambda) \) and \( \nu_1^N(\lambda \boldsymbol{v}^N) \nu_2^N(\lambda) \) are both one of the minimized points of the problems (2.23). Using the same strategy, the probability densities \( \lambda^{-N} \nu_1^N(\lambda \boldsymbol{v}^N) \nu_2^N(\lambda) \) and \( \nu_1^N(\lambda \boldsymbol{u}^N) \nu_2^N(\lambda) \) are both one of the minimized points of problem (2.25). Combining these two conclusions, we obtain that: \( \lambda^{-N} \nu_1^N(\lambda \boldsymbol{v}^N, \lambda) \) and \( \lambda^{N} \nu_1^N(\lambda \boldsymbol{u}^N, \lambda) \) are the minimized points of problems (2.25) and (2.23), respectively, which can be transformed by \( \nu_1^N(\lambda \boldsymbol{v}^N, \lambda) \) and \( \nu_1^N(\lambda \boldsymbol{u}^N, \lambda) \). That is, the minimized points of problems (2.25) and (2.23) can be transformed into each other by taking the stated transformation. Here we complete the proof. 

We accomplish those two goals mentioned at the beginning of this subsection with the help of Theorem 2.4. As mentioned in the studies of [9, 38, 50], we cannot expect that the two VI problems (2.22) and (2.23) have a unique solution. That is to say, the results stated in Theorem 2.4 cannot
ensure that all of the solutions to the two minimization problems can be transformed into each other. In this sense, the conclusions of Theorem 2.4 are the best results we can hope for.

We cannot employ the iMFVI theory under the CP formulation in the infinite-dimensional space due to the singularity issue recalled in Subsection 2.1. In Subsections 2.2 and 2.3, we illustrate that iMFVI theory can be applied under the NCP formulation without the critical singularity problems. In the finite-dimensional setting, the iMFVI theory (reduced to the corresponding finite-dimensional theory) can be constructed under both circumstances and, in addition, are intimately related to each other, as demonstrated in Theorem 2.4. As a result, it is natural to use NCP formulation to solve the hierarchical inference problem in the infinite-dimensional case.

2.5. Iterative algorithm

We construct an iterative algorithm using Theorem 2.3, when the parameter \( v \) belongs to the separable Hilbert space \( \mathcal{H}_u \). Before stating our algorithm, we need to introduce two operator norms and verify some properties of the operator \( H^*H \).

Following [51], let us assume that the operator \( T_1 \) is of trace-class, and the operator \( T_2 \) is a Hilbert-Schmidt operator, both of them are defined on a Hilbert space \( \mathcal{H}_0 \). Then we define the operator norms:

\[
\|T_1\|_{\text{Tr}} = \text{Tr}(T_1^*T_1) < \infty, \quad \|T_2\|_{\text{HS}} = \sqrt{\text{Tr}(T_2^*T_2)} < \infty,
\]

where \( T_1^* \), \( T_2^* \) represent the adjoint operators of \( T_1 \) and \( T_2 \), respectively. We denote \( \text{Tr}(\cdot) \) by taking the trace of the operator.

**Lemma 2.1.** Since the operator \( H : \mathcal{H}_u \to \mathbb{R}^{N_d} \) is a bounded linear operator, we have

1. \( H^*H \) is a Hilbert-Schmidt operator.

2. There exists a complete orthonormal basis \( \{\phi_k\}_{k=1}^\infty \) for \( \mathcal{H}_u \), which satisfies \( H^*H\phi_k = \xi_k\phi_k \), and \( \xi_k \) is the \( k \)-th eigenvalue of \( H^*H \).

3. The Hilbert-Schmidt operator norm of \( H^*H \) can be controlled by

\[
\|H^*H\|_{\text{HS}} \leq \sqrt{\|HH^*\|_{\text{Op}}\|H^*\|_{\text{HS}}},
\]

where \( \|\cdot\|_{\text{Op}} \) denotes the operator norm.

**Proof.** According to the definition of the Hilbert-Schmidt operator in Appendix C in [24], we have

\[
\|H\|_{\text{HS}} = \|H^*\|_{\text{HS}} = \sum_{k=1}^{N_d} \|H^*f_k\|_{\mathcal{H}_u}^2 < \infty,
\]

where \( \{f_k\}_{k=1}^{N_d} \) denotes the complete orthonormal bases defined on \( \mathbb{R}^{N_d} \). The operator \( H \) and \( H^* \) are both the Hilbert-Schmidt operator. Based on Proposition C.4 in [24], operator \( H^*H \) is of trace-class defined on \( \mathcal{H}_u \), which is exactly a Hilbert-Schmidt operator.

According to Theorem VI.22 [51], we can precisely know that \( H^*H \) is compact. Combining that \( H^*H \) is self-adjoint, we can obtain the first conclusion immediately according to the Hilbert-Schmidt theorem (Theorem VI.16 [51]).

For notational convenience, we will use the symbol \( \langle \cdot, \cdot \rangle \) to denote the canonical inner product \( \langle \cdot, \cdot \rangle_{\mathbb{R}^{N_d}} \) defined on the space \( \mathbb{R}^{N_d} \). Taking \( \|HH^*\|_{\text{HS}} = \text{Tr}(HH^*H^*H) \), for all \( x \in \mathbb{R}^{N_d} \), we notice that

\[
\langle HH^*x, x \rangle_{\mathbb{R}^{N_d}} \leq \|x\|\|HH^*x\| \leq \|x\|\|HH^*\|_{\text{Op}}\|x\| = \|HH^*\|_{\text{Op}}\langle x, x \rangle.
\]
That is $HH^* \leq \|HH^*\|_{\text{op}} I$, where I denotes the identity operator. And for all $x \in \mathcal{H}_u$, it is clear that

$$\langle H^* HH^* Hx, x \rangle \leq \langle HH^* Hx, Hx \rangle \leq \|HH^*\|_{\text{op}} \langle Hx, Hx \rangle.$$  

We derive that $H^* HH^* H \leq \|HH^*\|_{\text{op}} H^* H$. For the term $\text{Tr}(H^* HH^* H)$, we have

$$\text{Tr}(H^* HH^* H) \leq \|HH^*\|_{\text{op}} \text{Tr}(H^* H) = \|HH^*\|_{\text{op}} H^* \|H\|_{\text{HS}}^2.$$

Then we derive

$$\|H^* H\|_{\text{HS}} \leq \sqrt{\|HH^*\|_{\text{op}} H^* \|H\|_{\text{HS}}}.$$  

\[\Box\]

**Remark 2.3.** Following Lemma 2.1, once we assume the operator $H : \mathcal{H}_u \rightarrow \mathbb{R}^{N_d}$ is a bounded linear operator, the conclusions can be obtained without any additional assumptions. However, if the range of $H$ changes to an infinite-dimensional space, the conclusions in Lemma 2.1 still hold when the operator $H^*$ is assumed to be a Hilbert-Schmidt operator, see [29].

**Calculate $\Phi_v(v)$:** Applying the formula (2.19) in Theorem 2.3, we obtain

$$\Phi_v(v) = \int_{\mathbb{R}} \left( \frac{1}{2} \|d - H\lambda v\|_\Gamma^2 \right) \nu^\lambda(d\lambda) + \text{Const}$$

$$= \frac{1}{2} \left( C_\lambda \|Hv\|_\Gamma^2 + (\lambda^*)^2 \|Hv\|_\Gamma^2 - 2(\lambda^* H^* v, d)_\Gamma >_{\text{noise}} \right) + \text{Const},$$

where

$$\lambda^* = \mathbb{E}^\nu [\lambda] = \int_{\mathbb{R}} \lambda \nu^\lambda(d\lambda), \quad C_\lambda = \mathbb{E}^\nu (\lambda - \lambda^*)^2 = \int_{\mathbb{R}} (\lambda - \lambda^*)^2 \nu^\lambda(d\lambda).$$

We derive that

$$\frac{d\nu^\nu}{dv^v_0} \propto \exp \left( - \frac{1}{2} \left( C_\lambda \|Hv\|_\Gamma^2 + (\lambda^*)^2 \|Hv\|_\Gamma^2 - 2(\lambda^* H^* v, d)_\Gamma >_{\text{noise}} \right) \right).$$

On the basis of Bayes’ formula, the probability measure $\nu^\nu = N(v^*, C_v)$ is Gaussian with

$$C_v^{-1} = (C_\lambda + (\lambda^*)^2) H^* \Gamma^{-1}_{\text{noise}} H + C_0^{-1}, \quad v^* = C_v(\lambda^* H^* \Gamma^{-1}_{\text{noise}} d). \quad (2.29)$$

**Calculate $\Phi_\lambda(\lambda)$:** Similarly, we have

$$\Phi_\lambda(\lambda) = \int_{\mathcal{H}_u} \frac{1}{2} \left( \|d - H\lambda v\|_\Gamma^2 \right) \nu^\nu(dv) + \text{Const}$$

$$= \frac{T}{2} \int_{\mathcal{H}_u} \|d - \lambda Hv^*\|_\Gamma^2 \nu^\nu + (H(v - v^*))_\Gamma^2 \nu^\nu$$

$$+ 2\lambda(d - \lambda Hv^*, H(v - v^*))_\Gamma^2 \nu^\nu + \text{Const}.$$  

Then we derive that

$$\int_{\mathcal{H}_u} \|H(v - v^*)\|_\Gamma^2 \nu^\nu(dv) = \int_{\mathcal{H}_u} \langle H(v - v^*), H(v - v^*) \rangle_\Gamma \nu^\nu(dv)$$

$$= \int_{\mathcal{H}_u} \left( H \sum_{k=1}^{\infty} (v_k - v_k^*) \phi_k, H \sum_{j=1}^{\infty} (u_j - u_j^*) \phi_j \right)_\Gamma \nu^\nu(dv)$$

$$= \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \int_{\mathcal{H}_u} \left( H(v_k - v_k^*) \phi_k, H(u_j - u_j^*) \phi_j \right)_\Gamma \nu^\nu(dv) \quad (2.30)$$
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Theorem 2.5. Let the operator $H^*H$ be a Hilbert-Schmidt operator defined on the Hilbert space $\mathcal{H}_u$, then we have

$$\text{Tr}(C_v H^* \Gamma_{\text{noise}}^{-1} H) = \text{Tr}\left( (C_\lambda + (\lambda^*)^2) \left( C_0^1 \right)^{-1} \right) < \infty.$$
Hence we have \( 0 = \langle Q - \mathbb{1} \rangle \), then we have
\[
\text{Tr}(C_u H^{1/2} \Gamma^{-1} \noise H C_0^{1/2} + \mathbb{1})^{-1} C_0^{1/2} H^{1/2} \Gamma^{-1} \noise H, \quad B := C_0^{1/2},
\]
then we have
\[
\text{Tr}(C_u H^{1/2} \Gamma^{-1} \noise H) = \text{Tr}(BA).
\]
We aim to prove \( \text{Tr}(BA) = \text{Tr}(AB) \), that is
\[
\text{Tr}(C_u H^{1/2} \Gamma^{-1} \noise H) = \text{Tr}((C_\lambda + (\lambda^*)^2) C_0^{1/2} H^{1/2} \Gamma^{-1} \noise H C_0^{1/2} + \mathbb{1})^{-1} C_0^{1/2} H^{1/2} \Gamma^{-1} \noise H C_0^{1/2}).
\]
According to Theorem VI.25(c) in [51], we need to demonstrate that the operator \( B \) is bounded and \( A \) is of trace-class. Since the operator \( C_0 \) is assumed to be trace-class, we know that \( B = C_0^{1/2} \) is a Hilbert-Schmidt operator. This demonstrates that operator \( B \) is bounded.

Our task now is to prove that \( A \) is of trace-class. Setting
\[
\mathcal{P} = C_0^{1/2} H^{1/2} \Gamma^{-1} \noise H, \quad Q = ((C_\lambda + (\lambda^*)^2) C_0^{1/2} H^{1/2} \Gamma^{-1} \noise H C_0^{1/2} + \mathbb{1})^{-1},
\]
we know that \( A = \mathcal{Q} \mathcal{P} \). According to Theorem VI.19(b) in [51], we need to prove \( \mathcal{P} = C_0^{1/2} H^{1/2} \Gamma^{-1} \noise H \) is of trace-class, i.e., \( \mathcal{P} \mathcal{P} \mathcal{P} = \mathcal{P} \mathcal{P} \mathcal{P} \), and \( Q \) is a bounded linear operator. Noticing the property of \( C_0^{1/2} \), \( ||C_0^{1/2}||_{HS} < \infty \) is clear. Since \( H^{1/2} \) is a Hilbert-Schmidt operator, we have
\[
\|C_0^{1/2} H^{1/2} \Gamma^{-1} \noise H\|_{\text{Tr}} \leq \lambda \|C_0^{1/2}\|_{HS} \|H^{1/2} \noise H\|_{HS} < \infty,
\]
where we used the conclusion stated in Chapter VI [51]. This claims that \( \mathcal{P} = C_0^{1/2} H^{1/2} \Gamma^{-1} \noise H \) is a trace-class operator.

Then we need to illustrate that the operator \( Q \) is bounded. Without loss of generality, we first show that \( Q^{-1} \) is injective:
\[
\langle Q^{-1} u, u \rangle_{\mathcal{H}_u} = \left( ((C_\lambda + (\lambda^*)^2) C_0^{1/2} H^{1/2} \Gamma^{-1} \noise H C_0^{1/2} + \mathbb{1})u, u \right)_{\mathcal{H}_u}
\]
\[
= \tau (C_\lambda + (\lambda^*)^2) (H C_0^{1/2} u, H C_0^{1/2} u)_{\mathcal{H}_u} + \langle u, u \rangle_{\mathcal{H}_u}
\]
\[
\geq \| u \|^2_{\mathcal{H}_u}.
\]
Hence we have \( 0 = \langle Q^{-1} u, u \rangle_{\mathcal{H}_u} \geq \| u \|^2_{\mathcal{H}_u} \geq 0 \), which indicates that the operator \( Q^{-1} \) is injective. To illustrate that \( Q^{-1} \) is surjective, we need to show that \( \text{Ran}(Q^{-1}) \) is closed, and \( \text{Ran}(Q^{-1})^\perp = \emptyset \).

For all \( y \in \text{Ran}(Q^{-1}) \), there exists \( \{u_k\}_{k=1}^\infty \subset \mathcal{H}_u \), such that \( y = \lim_{k \to \infty} Q^{-1} u_k \). Since
\[
\lim_{k \to \infty} \| u_k - u_{k-1} \|^2_{\mathcal{H}_u} \leq \lim_{k \to \infty} \| Q^{-1} (u_k - u_{k-1}) \|^2_{\mathcal{H}_u}
\]
\[
\leq \lim_{k \to \infty} \| u_k - u_{k-1} \|^2_{\mathcal{H}_u} \| Q^{-1} (u_k - u_{k-1}) \|^2_{\mathcal{H}_u}
\]
\[
= 0,
\]
we know that \( \{u_k\}_{k=1}^\infty \) is a Cauchy sequence, that is, \( \text{Ran}(Q^{-1}) \) is closed. For any \( y \in \text{Ran}(Q^{-1})^\perp \), we assume that \( \langle y, Q^{-1} u \rangle = 0 \), for all \( u \in \mathcal{H}_u \). Let \( y = u \), we obtain
\[
\| u \|^2_{\mathcal{H}_u} \leq \langle Q^{-1} u, u \rangle_{\mathcal{H}_u} = 0,
\]
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which indicates \( \overline{\text{Ran}(Q^{-1})}^\perp = 0 \). Then we derive that \( Q^{-1} \) is surjective. Since \( Q^{-1} \) is bounded, according to the inverse mapping theorem (Theorem III.11 in [51]), operator \( Q \) is a bounded linear operator defined on \( \mathcal{H}_Q \). That is, operator \( A \) is of trace-class. Here we complete the proof. \( \square \)

It is worth mentioning that the infinite-dimensional formulation provides a general framework for conducting appropriate discretizations. Combining Theorem 2.3 and the discussion in this section, we can provide an iterative algorithm to calculate the posterior measures explicitly, see Algorithm 1. In order to keep dimensional independence, the discretization of Algorithm 1 should be done carefully, e.g., the adjoint operator \( H^* \) is usually not trivially equal to the transpose of the discrete approximation of \( H \), see [11, 35].

**Algorithm 1** The NCP-iMFVI algorithm

1. Initialize \( \lambda_0 = \lambda \), specify the tolerance \( tol \), and set \( k = 1 \);
2. **repeat**
   3. Calculate estimated posterior measure \( \nu_k^* = \mathcal{N}(v_k^*, C_{\nu_k}) \), where \( C_{\nu_k} = (C_k^{-1} + \lambda_k^2)H^* \Gamma^{-1}_{\text{noise}} H + C_0^{-1} \), \( v_k^* = C_{\nu_k} \lambda_{k-1} H^* \Gamma^{-1}_{\text{noise}} d \);
   4. Calculate \( \text{Tr}(C_{\nu_k} H^* \Gamma^{-1}_{\text{noise}} H) \);
   5. Calculate estimated posterior measure \( \nu_k^\lambda = \mathcal{N}(\lambda_k^*, C_{\lambda_k}) \), where \( C_{\lambda_k}^{-1} = \left( \text{Tr}(C_{\nu_k} H^* \Gamma^{-1}_{\text{noise}} H) + \| H v_k \|^2_{\Gamma^{-1}_{\text{noise}}} \right) + \frac{1}{\sigma}, \quad \lambda_k^* = C_{\lambda_k}^{-1}(d^T \Gamma^{-1}_{\text{noise}} H v_k + \frac{1}{\sigma}) \);
6. **until** \( \max(\| \lambda_k v_k - \lambda_{k-1} v_{k-1} \|/\| \lambda_k v_k \|, \| \lambda_k - \lambda_{k-1} \|/\| \lambda_{k-1} \|) \leq tol \);
7. Return the approximate probability measure \( \nu(dv, d\lambda) = \nu_k^*(dv)\nu_k^\lambda(d\lambda) \).

### 2.6. Some numerical details

According to Theorem 2.5, we have a form of \( \text{Tr}(C_{\nu} H^* \Gamma^{-1}_{\text{noise}} H) \), which can be calculated more conveniently. Based on [12], with the help of a low rank approximation of operators, we provide an efficient method for calculating the trace of \( C_{\nu} H^* \Gamma^{-1}_{\text{noise}} H \).

We consider a finite-dimensional subspace \( V_h \) of \( L^2(\Omega) \) originating from a finite-element discretization with continuous Lagrange basis functions \( \{ \phi_j \}_{j=1}^n \), which correspond to the nodal points \( \{ x_j \}_{j=1}^n \), such that

\[
\phi_j(x_i) = \delta_{ij}, \quad \text{for } i, j \in \{1, \cdots, n\},
\]

where \( \Omega \) is the domain of some specific problem. For all \( m \in L^2(\Omega) \), we define the approximation \( m_h = \sum_{j=1}^n m_j \phi_j \in V_h \). Then, we introduce the mass matrix \( M \) similar to [11]. For any \( m_1, m_2 \in L^2(\Omega) \), observe that \( (m_1, m_2)_{L^2(\Omega)} \approx (m_{1h}, m_{2h}) = (m_1, m_2)_M = m_1^T M m_2 \), where \( M \) is defined by

\[
M_{ij} = \int_{\Omega} \phi_i(x) \phi_j(x) dx.
\]

For simplicity of notation, we shall use the boldface symbol to denote the matrix representation of the operators.

Define \( \rho := C_{\lambda} + (\lambda^*)^2 \) is a constant. Based on the Theorem 2.5, setting

\[
\mathcal{G} := C_0^{1/2} H^* \Gamma^{-1}_{\text{noise}} H C_0^{1/2},
\]
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we have
\[ \text{Tr}\left(C_v H^* \Gamma_{\text{noise}}^{-1} H\right) = \text{Tr}\left((\rho G + I)^{-1} \mathcal{G}\right). \]

Let \( \{\xi_i, v_i\}_{i=1}^n \) be the eigenpairs of \( \mathcal{G} \), and \( \Xi = \text{diag}(\xi_1, \cdots, \xi_n) \in \mathbb{R}^{n \times n} \), then denote \( V \in \mathbb{R}^{n \times n} \) such that its columns are the eigenvectors \( v_i \) of \( \mathcal{G} \). Now we replace \( \mathcal{G} \) by its spectral decomposition
\[ \text{Tr}\left(C_v H^* H\right) = \text{Tr}\left((\rho V \Xi V^\diamond + I)^{-1} V \Xi V^\diamond\right), \]  
where \( V^\diamond \) is the adjoint of \( V \) defined as \( V^\diamond = V^T M \), see [12], and \( M \) is the mass matrix.

Since the eigenvalues of \( G \) decay rapidly for many practical inverse problems [12], it is considerable to construct a low-rank approximation of \( G \) by computing the largest eigenvalues
\[ G = V_r \Xi_r V_r^\diamond + O\left(\sum_{i=r+1}^n \xi_i\right), \]
where \( V_r \in \mathbb{R}^{n \times r} \) contains \( r \) eigenvectors of \( G \) corresponding to the \( r \) largest eigenvalues, and \( \Xi_r = \text{diag}(\xi_1, \cdots, \xi_r) \in \mathbb{R}^{r \times r} \). We can use the Sherman-Morrison-Woodbury formula to simplify (2.34), then we have
\[
\left(\rho V \Xi V^\diamond + I\right)^{-1} = I - V_r D_r V_r^\diamond + O\left(\sum_{i=r+1}^n \frac{\rho \xi_i}{\rho \xi_i + 1}\right),
\]
where
\[ D_r := \text{diag}(d_1, \cdots, d_r) = \text{diag}(\rho \xi_1/(\rho \xi_1 + 1), \cdots, \rho \xi_r/(\rho \xi_r + 1)). \]

Thus, we have
\[
\text{Tr}\left(C_v H^* H\right) = \frac{1}{\rho} \text{Tr}\left((\rho V \Xi V^\diamond + I)^{-1} \rho V \Xi V^\diamond\right)
= \frac{1}{\rho} \text{Tr}\left((\rho V \Xi V^\diamond + I)^{-1}(\rho V \Xi V^\diamond + I - I)\right)
= \frac{1}{\rho} \text{Tr}\left(I - (\rho V \Xi V^\diamond + I)^{-1}\right)
= \frac{1}{\rho} \text{Tr}\left(I - (I - V_r D_r V_r^\diamond + O\left(\sum_{i=r+1}^n \frac{\rho \xi_i}{\rho \xi_i + 1}\right))\right)
= \frac{1}{\rho} \text{Tr}\left(V_r D_r V_r^\diamond\right) - \frac{1}{\rho} O\left(\sum_{i=r+1}^n \frac{\rho \xi_i}{\rho \xi_i + 1}\right).
\]  

In order to obtain an accurate approximation of \( \text{Tr}(C_v H^* H) \), following the strategy in [12], we have the following strategy: The tail terms
\[ \sum_{i=r+1}^n \frac{\rho \xi_i}{\rho \xi_i + 1} \]
can be neglected when
\[ \rho \xi_i < 1, \]
Removing tail terms, we have

\[
\text{Tr}(\mathbb{C}_\nu H^* H) \approx \frac{1}{\rho} \sum_{i=1}^{r} d_i = \sum_{i=1}^{r} \frac{\xi_i}{\rho \xi_i + 1}.
\]  

(2.36)

**Remark 2.4.** Usually, it is computationally expensive to calculate the eigenvalues directly if the eigenvalue problem \(H^* \Gamma^{-1}_{\text{noise}} H v_i = \tau \xi_i C^{-1}_0 v_i\) is of large-scale. Matrix \(H^* \Gamma^{-1}_{\text{noise}} H \in \mathbb{R}^{n \times n}\) is symmetric and positive-defined, \(C^{-1}_0 \in \mathbb{R}^{n \times n}\) is symmetric positive defined, and \(\{\xi_i, v_i\}_{i=1}^{n}\) is the eigensystem. Since matrix \(H^* \Gamma^{-1}_{\text{noise}} H\) is a large dense matrix, it is hardly to store such a matrix in our computational procedure. In order to calculate the eigenvalues, we shall employ a randomized SVD algorithm called double pass algorithm [52] in which \(H^* \Gamma^{-1}_{\text{noise}} H\) only operates on a random vector to save the computational resource without giving the explicit form of \(H^* \Gamma^{-1}_{\text{noise}} H\). This method will significantly reduce the computational cost required for eigenvalue decomposition. Under this circumstance, the computational procedure only requires \(O(k)\) matrix vector product, where \(k\) denotes the number of eigenvalues we need to calculate.

3. Numerical Examples

We now present numerical simulations supporting the results in Section 2. Here we apply the general theory to three typical inverse problems, including two linear and one non-linear problems. In Subsection 3.1, we consider a simple smooth model with Gaussian noise; meanwhile, we compare the computational results with the classical sampling method, such as the Gibbs sampling method. In Subsection 3.2, we solve a large-scale inverse source problem of Helmholtz equation. In Subsection 3.3, we work with a non-linear inverse problem of Darcy-flow equation.

3.1. The simple elliptic equation with Gaussian noise

3.1.1. Basic settings

Consider an inverse source problem of the elliptic equation

\[
-\alpha \Delta w + w = u \quad \text{in } \Omega,
\]

\[
w = 0 \quad \text{on } \partial \Omega,
\]  

(3.1)

where \(\Omega = (0, 1) \subset \mathbb{R}, \alpha > 0\) is a positive constant. The forward operator is defined as follows:

\[
Hu = (w(x_1), w(x_2), \cdots, w(x_{N_d}))^T,
\]  

(3.2)

where \(u \in \mathcal{H}_u := L^2(\Omega), w\) denotes the solution of (3.1), and \(x_i \in \Omega\) for \(i = 1, \cdots, N_d\). With these notations, the problem can be written abstractly as:

\[
d = Hu + \epsilon,
\]  

(3.3)

where \(\epsilon \sim \mathcal{N}(0, \Gamma_{\text{noise}})\) is the random Gaussian noise. In our implementations, the measurement points \(\{x_i\}_{i=1}^{N_d}\) are taken at the coordinates \(\{i/20\}_{i=1}^{20}\). To avoid the inverse crime [41], we discretize the elliptic equation by the finite element method on a regular mesh (the grid points are uniformly distributed on the domain \(\Omega\)) with the number of grid points being equal to \(10^4\). In our experiments, the prior measure of \(u\) is a Gaussian probability measure \(\mu^u_{0, \lambda}\) with mean zero and covariance \(\lambda^2 C_0\). Without particular mention, the prior measure of the hyper-parameter \(\lambda\) is a one-dimensional Gaussian probability measure \(\mu_\lambda^\lambda\), with mean \(\bar{\lambda} = 1\), and variance \(\sigma = 10000\).

For clarity, we list the specific choices for some parameters introduced in this subsection as follows:

\[\text{xx} \quad \text{yy} \quad \text{zz} \quad \text{ww} \quad \text{rr}\]
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• Assume that 5% random Gaussian noise $\epsilon \sim \mathcal{N}(0, \Gamma_{\text{noise}})$ is added, where $\Gamma_{\text{noise}} = \tau^{-1}I$, and $\tau^{-1} = (0.05 \max(|H\mu|))^2$.

• Let domain $\Omega$ be an interval $(0, 1)$ with $\partial \Omega = \{0, 1\}$. And the available data are assumed to be $\{w(x_i) | i = 1, 2, \cdots, 20\}$.

• We assume that the data produced from the underlying true signal $u^\dagger(x) = 10 \cdot (\cos 4\pi x + 1)$.

• The operator $C_0$ is given by $C_0 = (I - \alpha \Delta)^{-2}$, where $\alpha = 0.05$ is a fixed constant. Here the Laplace operator is defined on $\Omega$ with zero Neumann boundary condition.

• In order to avoid inverse crime [41], the data is generated on a fine mesh with the number of grid points equal to $10^4$. And we use different sizes of mesh $n = \{100, 200, 500, 700, 900\}$ in the inverse stage.

To illustrate the effectiveness of NCP-iMFVI, we compare it with the non-centered pCN within Gibbs sampling method proposed in [19]. In the numerical experiment, we intend to compare the posterior mean function and covariance of $u$ obtained by both algorithms, thus showing that posterior distributions are very similar. We assume that the hyper-parameter $\lambda$ defining the map $u = \lambda v$ with $v \sim \mu_0^v$, and $\lambda \sim \mu_0^\lambda$. The likelihood thus depends on both $\lambda$ and $v$, and the Bayes’ formula takes the form:

$$\frac{d\mu}{d\mu_0}(v, \lambda) \propto \exp(-\Phi(v, \lambda)).$$

Because the Gibbs sampling method is a widely used algorithm, we won’t discuss this method in this subsection. This method is left in Appendix and provided as pseudocode.

3.1.2. Numerical results

In this subsection, we compare the computational results of NCP-iMFVI and non-centered Gibbs sampling methods. Here we briefly discuss the computational cost of the methods in this subsection.
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It is clear that the sampling method is computationally expensive. In [28, 40], the iteration number of the sampling method is chosen as $2 \times 10^5$ and $4 \times 10^6$, respectively. To ensure the computational accuracy, we generate $1 \times 10^6$ samples for sampling parameter $v$ and hyper-parameter $\lambda$ in this article. The trace of the non-centered Gibbs sampling method is our concern, as shown in sub-figure (a) of Figure 1. We see that the whole sampling procedure explores the entire sample space completely.

As for the NCP-iMFVI method, for calculating the posterior measure of $v$ in each iteration step, we need to solve one adjoint PDE (corresponding to calculate $H^*$), and solve $2N_{ite}$ numbers of PDEs (corresponding to calculate $C_{vk}$) with $N_{ite}$ being the maximum iteration number. In the current settings, we assume that $N_{ite} = 10$. Thus we need to solve 21 PDEs to calculate the mean function of the posterior measure of $v$. Next, based on Subsection 2.5, it is unavoidable to calculate the eigenvalues and vectors when we calculate $\text{Tr}(C_{vk} H^* \Gamma_{\text{noise}}^{-1} H)$. In order to obtain an accurate approximation of the trace, we use the strategy stated in Subsection 2.6. That is, the tail terms can be neglected when $\rho \xi_k < 1$. Under this prerequisite, in sub-figure (b) of Figure 1, we see that the horizontal red dashed line $\rho \xi < 1$ shows the reference values for the truncation of the eigenvalues, and the number of the corresponding eigenvalues is less than 10, which indicates that the maximum number of eigenvalues $N_{eig}$ can be taken as 10. By taking the double-pass algorithm in [55], for calculating each eigenvalue, it is required to solve two forward problems and two adjoint problems. As a result, we need to solve $4N_{eig} = 40$ PDEs to calculate the eigenvalues. At last, for solving the posterior measure of hyper-parameter $\lambda$, we need to calculate 2 forward PDEs. Each iteration step is required to solve $2N_{ite} + 4N_{eig} + 3 = 63$ PDEs. Moreover, the VI method will converge in 1500 steps based on our experiment results, thus we choose the maximum iteration number $N_{max} = 1500$. In summary, we need to calculate at most 94500 PDEs during the iterative procedure. On the other hand, for the non-centered Gibbs sampling method, it is required to calculate $10^6$ PDEs. We see that the computational cost of the NCP-iMFVI method is much less than the cost of the non-centered Gibbs sampling method.

Next, we want to illustrate that the NCP-iMFVI method provides a good estimate of the posterior measure of $u$ and $\lambda$. Based on [1], the Gibbs sampling method provides a reliable approximation of the posterior measure of the variables according to $u$ and $\lambda$. It is necessary to make comparisons between the estimated posterior measure of $u$ and $\lambda$ obtained by these two methods.

**Discussion of $u$:**

As for the unknown parameter $u$, we care about whether NCP-iMFVI provides a good estimate of the posterior measure, i.e., a good estimate of the posterior mean and the covariance functions.

Discussion of estimated posterior mean function: Firstly, in sub-figure (a) of Figure 2, the mean function of estimated posterior measure of $u$ obtained by the NCP-iMFVI method and the background truth are drawn in black solid and green dashed lines, respectively. Two green lines represent the upper and lower bounds of the 95% credibility region of the estimated posterior mean function. We see that the 95% credibility region includes the background truth, which reflects the uncertainty of the parameter. In sub-figure (a) of Figure 3, we show the relative errors, which is defined by

$$
\text{relative error} = \frac{\|u_k - u^\dagger\|^2_2}{\|u^\dagger\|^2_2},
$$

(3.4)

The relative error curve illustrates that the iteration process converges within 100 steps, and is stable around 3% at the end of the iteration. The convergence speed is fast since the descending trend is rapid at first 20 steps. Based on the visual (sub-figure(a) of Figure 2) and quantitative
relative errors shown in sub-figure (a) of Figure 3) evidence, we say that the NCP-iMFVI method provides an estimated posterior mean function of the parameter $u$ which is similar to the background truth.

More importantly, we provide numerical evidence to illustrate that the NCP-iMFVI method provides a good estimate of the mean function by the comparison with Gibbs sampling method. We draw the comparison of the estimated posterior mean function obtained by two methods in sub-figure (b) of Figure 2, and the difference between them is visually small. The relative error between them is given by

$$
\text{relative error} := \frac{\|u^*_N - u^*_G\|^2_{L^2}}{\|u^*_G\|^2_{L^2}} = 0.04977. \tag{3.5}
$$

Hence, the estimated posterior mean function obtained by NCP-iMFVI is quantitatively similar to that by Gibbs sampling method.

As a result, combining visual (sub-figure (b) of Figure 2) and quantitative (relative error given in (3.5)) evidence, the NCP-iMFVI method provides a good estimate of the posterior mean function.
Discussion of estimated posterior covariance function: Secondly, we focus on the evidence to illustrate that the NCP-iMFVI method provides a good estimate of the covariance. For the numerical convenience, we compare the estimated posterior covariance matrices, variance and covariance functions obtained by these two methods.

Before making the comparisons, we need to introduce the definition of covariance matrix, variance function and covariance function of the posterior covariance. Consider a Gaussian random functions obtained by these two methods.

Let us denote \( \mathcal{N}(u^*_N, \mathcal{C}_N) \) and \( \mathcal{N}(u^*_G, \mathcal{C}_G) \) be the estimated posterior measures of \( u \) obtained by NCP-iMFVI and Gibbs sampling methods, respectively. We show the comparisons of the following covariance matrices, variance, and covariance functions:
Here the mesh size $n = 100$. We calculate the relative errors according to these functions with the following definitions:

- The relative error between $c_N$ and $c_G$ is given by
  \[ \text{relative error} = \frac{\| c_N - c_G \|_F^2}{\| c_N \|_F^2}, \]
  where $\| \cdot \|_F$ denotes the Frobenius-norm defined by
  \[ \| A \|_F = \left( \sum_{i,j=1}^{n} a_{ij}^2 \right)^{1/2}. \]

- The relative errors between the variance functions and the covariance functions are given by:
  \[ \text{relative error of variance} = \frac{\sum_{i=1}^{n} (c_N(x_i, x_i) - c_G(x_i, x_i))^2}{\sum_{i=1}^{n} (c_G(x_i, x_i))^2}, \]
  \[ \text{relative error of covariance} = \frac{\sum_{i=1}^{n-k} (c_N(x_i, x_{i+k}) - c_G(x_i, x_{i+k}))^2}{\sum_{i=1}^{n-k} (c_G(x_i, x_{i+k}))^2}, \]
  and $k$ is an integer.
Table 1: The relative errors between the covariance matrix, variance function, and covariance functions.

| Function | c | \( \{c(x_i, x_i)\}_{i=1}^{n-20} \) | \( \{c(x_i, x_i+20)\}_{i=1}^{n-50} \) | Relative Error |
|----------|---|-----------------|-----------------|----------------|
|           |   |                 |                 | 0.0860         |
|           |   |                 |                 | 0.0688         |
|           |   |                 |                 | 0.1152         |
|           |   |                 |                 | 0.1514         |

Figure 5: The estimated variance and covariance functions obtained by the NCP-iMFVI (blue solid line), and Gibbs sampling method (orange dashed line). (a): The variance function \( \{c(x_i, x_i)\}_{i=1}^{100} \) on all the mesh point pairs \( \{(x_i, x_i)\}_{i=1}^{100} \); (b): The covariance function \( \{c(x_i, x_i+20)\}_{i=1}^{80} \) on the mesh points \( \{(x_i, x_i+20)\}_{i=1}^{80} \); (c): The covariance function \( \{c(x_i, x_i+40)\}_{i=1}^{60} \) on the mesh points \( \{(x_i, x_i+40)\}_{i=1}^{60} \).

According to the results shown in Table 1, the relative errors are small. This indicates that the covariance matrices, variance and covariance functions obtained by these two methods are quantitatively similar to each other.

In Figure 4, we draw the covariance matrix \( c_N \), and \( c_G \) in the sub-figures (a) and (b), and sub-figure (c) shows the difference \( c_N - c_G \). The covariance obtained by NCP-iMFVI is similar to that obtained by the non-centered Gibbs sampling method, and the difference between them is visually small. Furthermore, we provide a detailed comparison of the variance and covariances functions in Figure 5. In all the sub-figures of Figure 5, the variance and covariance functions obtained by NCP-iMFVI and Gibbs sampling are drawn in blue solid and the orange dashed lines. In sub-figure (a) of Figure 5, we show the variance function calculated on all the mesh point pairs \( \{(x_i, x_i)\}_{i=1}^{n} \) with \( n = 100 \). In sub-figures (b) and (c), we show the covariance functions calculated on the pairs of points \( \{(x_i, x_i+20)\}_{i=1}^{n-20} \) and \( \{(x_i, x_i+40)\}_{i=1}^{n-40} \), respectively. The covariance matrices, variance and covariance functions obtained by the NCP-iMFVI are visually similar to those obtained by the Gibbs sampling method. The relative errors between the covariance matrices and variance, covariance functions given in Table 1 are small, which means the posterior covariance obtained by NCP-iMFVI and Gibbs sampling methods are quantitatively similar to each other. Furthermore, as is seen in the sub-figure (a) of Figure 2, the 95% credibility region of the estimated posterior mean contains the background truth, which indicates that the Bayesian setup is meaningful and in accordance with the frequentist theoretical investigations of the posterior consistency [56, 60]. Overall, we can say that the NCP-iMFVI method provides a good estimate of the posterior covariance based on the visual (Figures 4 and 5) and quantitative (Table 1) evidence.

Discussion of \( \lambda \):

In the following, we provide numerical evidence to illustrate that the difference between posterior densities of \( \lambda \) obtained by NCP-iMFVI and Gibbs sampling methods is small. In sub-figure (b) of Figure 3, we draw the step values of \( \lambda \), and \( \lambda \) is finally converged to 313.387. At the beginning of
Table 2: The posterior mean and variance of $\lambda$ under different discrete meshes.

| Mesh level | 100        | 300        | 500        | 700        | 900        |
|------------|------------|------------|------------|------------|------------|
| **Mean**   | 313.38665  | 313.01847  | 313.10529  | 313.11057  | 313.15050  |
| **Variance** | 11.86120   | 11.83329   | 11.83986   | 11.84026   | 11.84328   |

The iteration process, the convergence speed is rapid, which is similar to the convergence speed of the relative error curve shown in sub-figure (a) of Figure 3. Let measure $\nu^\lambda_N = \mathcal{N}(\lambda^*_N, \sigma_{\lambda_N})$ be the estimated posterior measure of $\lambda$ obtained by the NCP-iMFVI method, and measure $\nu^\lambda_G = \mathcal{N}(\lambda^*_G, \sigma_{\lambda_G})$ be the the estimated posterior measure obtained by the Gibbs sampling method, where we have

$\lambda^*_N = 313.387$, $\sigma_{\lambda_N} = 11.861$,
$\lambda^*_G = 312.006$, $\sigma_{\lambda_G} = 12.972$.

The estimated posterior density functions of $\lambda$ are shown in the sub-figure (b) of Figure 2, where the red dashed and blue solid lines represent the density function obtained by NCP-iMFVI and Gibbs sampling method, respectively. We see that the estimated posterior density obtained by NCP-iMFVI is visually similar to that of the Gibbs sampling.

For providing more numerical comparison between $\nu^\lambda_N$ and $\nu^\lambda_G$, we calculate the KL divergence of these two measures:

$$ D_{KL}(\nu^\lambda_N \| \nu^\lambda_G) = \mathbb{E}^{\nu^\lambda_N} \log \left( \frac{d\nu^\lambda_N}{d\nu^\lambda_G} \right) $$

$$ = \ln \frac{\sigma_{\lambda_G}}{\sigma_{\lambda_N}} + \frac{\sigma_{\lambda_N} - \sigma_{\lambda_G}}{2\sigma_{\lambda_G}} + \frac{(\lambda^*_N - \lambda^*_G)^2}{2\sigma_{\lambda_G}^2} = 0.07546. $$

The KL divergence between these two densities is quantitatively small.

Since the Gibbs sampling method provides a reliable estimate of the hyper-parameter of $\lambda$ based on [1], we say that the NCP-iMFVI method provides a reliable estimate of $\lambda$ as well, according to the visual (sub-figure (b) of Figure 2) and quantitative (KL divergence) evidence.

Furthermore, because of taking the reparameterization $u = \lambda v$, we expect that the posterior measure of $u$ is the same even if we take different prior measures of $v$. We want to show that the posterior mean of $\lambda$ is self-adjustable when the prior measure of $v$ changes. Based on the settings in Subsection 3.1.1, the prior measure of $v$ is $\mu_0^v = \mathcal{N}(0, C_0)$, where $C_0 = (I - \alpha \Delta)^{-2}$. Then sub-figure (a) of Figure 6 shows the posterior measure of $\lambda$, and the posterior mean $\lambda^*_1$ is around 313. Next, we set the prior measure of $v$ as $(\mu_0^v)' := \mathcal{N}(0, 4C_0)$. Then sub-figure (b) of Figure 6 shows the posterior measure of $\lambda$, and the posterior mean $\lambda^*_2$ is around 176. We can see that $\lambda^*_2 \approx 0.5 \times \lambda^*_1$. That means the posterior mean of $\lambda$ is self-adjustable, which is in line with our theorized expectations.

**Summary:**

Taking the Bayesian approach, a good approximation of posterior measure of $u$ not only needs a good posterior mean function, but also a good estimate of the covariance which can quantify the uncertainty of the parameter $u$. As we mentioned in the discussion of $u$, the estimated posterior mean function of $u$ obtained by NCP-iMFVI is similar to that by Gibbs sampling, based on the visual (sub-figure (b) of Figure 2) and quantitative (relative error calculated in (3.5)) evidence. On the other hand, 95% credibility region of the estimated mean function includes background truth.
Combining Figures 4 and 5, we see that posterior covariance matrices, variance and covariance functions obtained by these two methods are visually similar to each other. And Table 1 shows that the relative errors between the covariance matrices, variance, and covariance functions are quantitatively small, which indicates that the posterior covariance obtained by NCP-iMFVI method is as good as it by Gibbs sampling method. Hence, NCP-iMFVI method provides a reliable estimate of the posterior measure of \( u \) based on the visual and quantitative evidence.

For the parameter \( \lambda \), we draw the posterior densities obtained by these two methods, and a large part overlap with each other. The KL divergence between these two distributions is small, which means that they are quantitatively similar to each other. This evidence confirms that NCP-iMFVI method provides a good estimate of the posterior measure of \( \lambda \).

Overall, the proposed NCP-iMFVI method obtains a good approximation of the posterior measures for both \( u \) and \( \lambda \).

**Mesh independence:**
At last, we illustrate the mesh independence of the NCP-iMFVI method, as expected for the “Bayesianize-then-discretize” approach. We define the step norm in the \( L^2 \)-norm as follows:

\[
  \text{the } k\text{-th step norm} = \frac{\|u_{k+1} - u_k\|^2}{\|u_k\|^2}.
\]

In sub-figure (a) of Figure 7, we draw the step norms computed by the “Discretize-then-Bayesianize” approach with different discretized dimensions, and we see that this approach can hardly keep the infinite-dimensional natural. Readers can find more details about this approach in [40]. We can see that the step norms decay rapidly when the dimension grows. This indicates that the convergence speed depends highly on the discretized dimension. On the contrary, the logarithm curves of step norms under the NCP-iMFVI method are almost the same for different discretizations, as shown in sub-figure (b) of Figure 7. Moreover, we show the estimated posterior mean and covariance of hyper-parameter \( \lambda \) obtained by each discrete level \( n = \{100, 300, 500, 700, 900\} \) in Table 2. The estimated posterior means of \( \lambda \) in all discretized dimensions are around 313. Under different discrete levels, the estimated posterior densities of \( \lambda \) are quantitatively similar to each other. Thus we say that the iteration process is not affected by discretized dimensions, demonstrating that the NCP-iMFVI method has mesh independence property.
3.2. Inverse source problem of Helmholtz equation

3.2.1. Basic settings

The inverse source problem we studied in this section is borrowed from [5, 6], which determines the unknown current density function from measurements of the radiates fields at multiple wavenumbers. Let us consider the two-dimensional Helmholtz equation:

\[ \Delta w + \kappa^2 w = u \quad \text{in} \quad \mathbb{R}^2, \]
\[ \partial_r w - i\kappa w = o(r^{-1/2}) \quad \text{as} \quad r = |x| \to \infty, \]

where \( \kappa \) is the wavenumber, \( w \) is the acoustic field, and \( u \) is the source supported in a bounded domain \( \Omega = (0,1)^2 \). For this two-dimensional case, to simulate the problem defined on \( \mathbb{R}^2 \), we use the uniaxial perfectly matched layer (PML) technique to truncate the whole space \( \mathbb{R}^2 \) into a bounded domain. Denoting \( x = (x, y) \in \mathbb{R}^2 \), let \( D \) be a rectangle containing \( \Omega \) and let \( d_1, d_2 \) be the thickness of the PML layers along the \( x \) and \( y \) coordinates, respectively. Denote by \( \partial D \) the boundary of the domain \( D \). Let \( s_1(x) = 1 + i\sigma_1(x) \) and \( s_2(y) = 1 + i\sigma_2(y) \) be the model medium property, where \( \sigma_j \) are the positive continuous even functions and satisfy \( \sigma_j(x) = 0 \) in \( \Omega \). Readers can seek more details about PML in [5, 36]. Following the general idea in designing PML absorbing layers, we may deduce the truncated PML problem: find the PML solution from the following system

\[ \nabla \cdot (s \nabla w) + \kappa^2 s_1 s_2 w = u \quad \text{in} \quad D, \]
\[ w = 0 \quad \text{on} \quad \partial D, \]

where \( s = \text{diag}(s_2(y)/s_1(x), s_1(x)/s_2(y)) \) is a diagonal matrix. The forward operator related to \( \kappa \) is defined by the Helmholtz equation \( H_\kappa(u) = (w(x_1), \ldots, w(x_N))^T \) with \( \{x_i\}_{i=1}^{N_d} \in \partial \Omega \) and \( u \in H_u := L^2(\Omega) \). Since we consider the multi-frequency case, i.e., a series of wavenumbers \( 0 < \kappa_1 < \kappa_2 < \cdots < \kappa_N < \infty \) are considered, then the forward operator has the following form:

\[ H u = (H_{\kappa_1}(u), \ldots, H_{\kappa_N}(u)) \in \mathbb{R}^{N_d \times N}. \]
Similar to the simple smooth model, with these notations, we can write an abstract form of this problem:

\[ d = Hu + \epsilon, \]  

(3.8)

where \( \epsilon \sim N(0, \Gamma_{\text{noise}}) \) is the random Gaussian noise. Parameter \( v \) and hyper-parameter \( \lambda \) are generated by the Gaussian measures \( N(0, C_0) \) and \( N(\bar{\lambda}, \sigma) \), where \( \bar{\lambda} = 1 \), \( \sigma = 100 \), respectively.

For clarity, we list the specific choices for some parameters introduced in this subsection as follows:

- Assume that 5\% random Gaussian noise \( \epsilon \sim N(0, \Gamma_{\text{noise}}) \) is added, where \( \Gamma_{\text{noise}} = \tau^{-1}I \), and \( \tau^{-1} = (0.05 \max(|Hu|))^2 \).

- We assume that the data produced from the underlying true signal

\[
u^1 = 0.3(4 - 6x_1)^2u_0(x_1, x_2) - 0.03u_0(x_1, x_2)\]

\[-((1.2x_1 - 0.6) - (6x_1 - 3)^3 - (6x_2 - 3)^5)u_0(x_1, x_2),\]

where \( u_0(x_1, x_2) = \exp(-(6x_1 - 3)^2 - (6x_2 - 2)^2) \).

- The operator \( C_0 \) is given by \( C_0 = (I - \alpha \Delta)^{-2} \), where \( \alpha = 0.05 \) is a fixed constant. Here the Laplace operator is defined on \( \Omega \) with zero Neumann boundary condition.

- Let domain \( \Omega \) be a bounded area \((0, 1)^2\). And the available data is taken on the boundary uniformly for 80 points.

- The wavenumber series are specified with \( \kappa_j = 0.5\pi j (j = 1, 2, \cdots, 20) \), and the thickness of PML layers is set as \( d_1 = d_2 = 0.1 \).

- In order to avoid the inverse crime, a fine mesh with the number of grid points equal to 500 \( \times \) 500 is employed for generating the data. For the inverse stage, the mesh with the number of grid points equal to 60 \( \times \) 60 is employed as the wave numbers are below 30 according to \[58\].

**Remark 3.1.** To employ sampling-type methods such as the MCMC method, researchers carefully parameterize the unknown source function to reduce the dimension, e.g., assume that the sources
are point sources, then parameterize the source function by numbers, locations, and amplitudes. If we employ MCMC algorithm [21, 30] in our settings, the computational complexity is unacceptable for two reasons: calculation with many wavenumbers is needed for multi-frequency problems, and a large number of samples need to be generated for each wavenumber. Similar to [38], we could hardly compare our NCP-iMFVI method with the MCMC sampling method in this case.

3.2.2. Numerical results

Discussion of $u$:

Firstly, in the sub-figures (a) and (b) of Figure 8, we show the background truth and the estimated posterior mean function of $u$. The estimated posterior mean function of $u$ is visually similar to the true function. In sub-figure (a) of Figure 10, we draw the relative error curve calculated in $L^2$-norm, defined in (3.4). The relative error curve illustrates that the convergence speed is fast since the descending trend is rapid at first 20 steps, and the relative error is stable around 0.6% at the end of the iteration steps. This provides quantitative evidence that the estimated posterior mean function is similar to the background truth of $u$. As a result, combining the visual (sub-figures (a), (b) of Figure 8) and quantitative (relative errors shown in sub-figure (a) of Figure 10) evidence, we say that the NCP-iMFVI method provides an estimated posterior mean function of the parameter $u$ which is similar to the background truth.

Secondly, we provide some discussions of the estimated posterior covariance functions about the parameter $u$. In sub-figure (c) of Figure 8, we draw the point-wise variance field of the posterior measure $u$. To provide detailed evidence, we draw the comparisons of the estimated mean function and back-ground truth calculated by different mesh points in Figure 9, which are given by $\{(x_i, x_i)\}_{i=1}^{n}$, $\{(x_i, x_{i+5})\}_{i=5}^{n-5}$, and $\{(x_i, x_{i+10})\}_{i=1}^{n-10}$ ($n = 60$ according to the mesh size $= 60 \times 60$). And the green shade area represents the 95% credibility region according to estimated posterior mean function. In the sub-figures (a), (b), and (c) of Figure 9, the black lines represent the estimated mean $\{u(x_i, x_i)\}_{i=1}^{60}$, $\{u(x_i, x_{i+5})\}_{i=1}^{55}$, and $\{u(x_i, x_{i+10})\}_{i=1}^{50}$, respectively. While red lines represent the true function $\{u^*(x_i, x_i)\}_{i=1}^{60}$, $\{u^*(x_i, x_{i+5})\}_{i=1}^{55}$, and $\{u^*(x_i, x_{i+10})\}_{i=1}^{50}$, respectively. We see that the credibility region contains background truth, which indicates that the Bayesian setup is meaningful and in accordance with the frequentist theoretical investigations of the posterior.
Figure 10: (a): Relative error of the estimated posterior means in $L^2$-norm under the mesh size $60 \times 60$; (b): The step values of $\lambda$ obtained by NCP-iMFVI; (c): Logarithm of the step norms computed by NCP-iMFVI method with different discretized dimensions $n = \{3600, 4225, 4900, 5625, 6400\}$.

consistency [56, 60]. Combining with the variance shown in sub-figure (c) of Figure 8, we say that the NCP-iMFVI method quantifies the uncertainties of the parameter $u$.

**Discussion of $\lambda$:**

In sub-figure (b) of Figure 10, we draw the step values of $\lambda$. At the beginning of the iteration process, the descending trend is rapid, which is similar to the trend of the relative errors shown in sub-figure (a) of Figure 10. During the iteration process, we see that the descending trend of $\lambda$ gradually becomes gentle. Recalling the stop criteria (Step 6) of Algorithm 1, the step error of $\lambda$ is small when the iteration process is stopped. This indicates that the hyper-parameter $\lambda$ is converged. $\lambda$ is finally converged to 40.014 within 50 steps based on sub-figure (b) of Figure 10.

**Mesh independence:**

At last, we illustrate the mesh independence of the NCP-iMFVI method, as expected for the “Bayesianize-then-discretize” approach. We show the step norm curves obtained by each discrete level $n = \{3600, 4225, 4900, 5625, 6400\}$ in sub-figure (c) of Figure 10. Although there are differences between each step norm curves, they perform the same descending trend for the different discretized dimensions. Thus we say that the convergence speed is not affected by discretized dimensions, demonstrating that the NCP-iMFVI method has mesh independence property.

3.3. Non-linear inverse problem with steady-state Darcy flow equation

3.3.1. Basic settings

In this section, we concentrate on the inverse problem of estimating the permeability distribution in a porous medium from a discrete set of pressure measurements, studied in [14]. Consider the following steady-state Darcy flow equation:

$$-\nabla \cdot (e^u \nabla w) = f \quad x \in \Omega,$$

$$w = 0 \quad x \in \partial \Omega,$$

(3.9)

where $f \in H^{-1}(\Omega)$ is the source function, $u \in X := L^\infty(\Omega)$ called log-permeability for the computational area $\Omega = (0, 1)^2$, and denote $x = (x, y) \in \mathbb{R}^2$. Then the forward operator has the following form:

$$Hu = (w(x_1), w(x_2), \ldots, w(x_{N_d}))^T,$$

(3.10)

where $x_i \in \Omega$ for $i = 1, \cdots, N_d$. 33
Let us assume that the operator $F$ is Fréchet differentiable, and $w = F(u)$. We linearize $F(u)$ around $u^*$ to obtain
\[
 w \approx F(u^*) + F'(u^*)(u - u^*),
\]
where $F'$ is the Fréchet derivative of $F(u)$ evaluated at $u^*$. Consequently, we transform the non-linear problem into the linear form, and we are able to employ our NCP-iMFVI method.

We now denote $\delta w := F'(\delta u)$, $w_0 = F(u_{\text{MAP}})$, and $\delta u := u - u^* = \lambda v$. Then we obtain the linearized equation as follows:
\[
 -\nabla \cdot (e^{u^*} \nabla w_0 \cdot \delta u) = \nabla \cdot (e^{u^*} \nabla \delta w) \quad x \in \Omega,
\]
\[
 \delta u = 0 \quad x \in \partial \Omega,
\]
and the abstract form turns to
\[
 d = F(u^*) + \delta w + \epsilon,
\]
where $\epsilon \sim \mathcal{N}(0, \Gamma_{\text{noise}})$ is the random Gaussian noise. The parameters $v$ and $\lambda$ are generated by the Gaussian measures $\mathcal{N}(0, C_0)$ and $\mathcal{N}(\bar{\lambda}, \sigma)$, where $\bar{\lambda} = 1$, $\sigma = 100$, respectively. For clarity, we list the specific choices for some parameters introduced in this subsection as follows:

- Assume that 5% random Gaussian noise $\epsilon \sim \mathcal{N}(0, \Gamma_{\text{noise}})$ is added, where $\Gamma_{\text{noise}} = \tau^{-1}I$, and $\tau^{-1} = (0.05 \max(|Hu|))^2$.
- We assume that the data produced from the underlying log-permeability $u^\dagger = \exp(-20(x_1 - 0.3)^2 - 20(x_2 - 0.4)^2) + \exp(-20(x_1 - 0.7)^2 - 20(x_2 - 0.6)^2)$.
- $F(u)$ is linearized around $u^* = 0$.
- Let domain $\Omega$ be a bounded area $(0, 1)^2$. The available data is discretized by the finite element method on a regular mesh with the number of grid points equal to $20 \times 20$.
- The operator $C_0$ is given by $C_0 = (1 - \alpha \Delta)^{-2}$, where $\alpha = 0.05$ is a fixed constant. Here the Laplace operator is defined on $\Omega$ with zero Neumann boundary condition.
3.3.2. Numerical results

Discussion of \( u \):

Firstly, in the sub-figures (a) and (b) of Figure 11, we show the background truth and estimated posterior mean function of \( u \). The estimated posterior mean function of \( u \) is visually similar to the true function. In sub-figure (a) of Figure 13, we draw the relative error curve calculated in \( L^2 \)-norm, defined in (3.4). The relative error curve illustrates that the convergence speed is fast since the descending trend is rapid at first 10 steps, and the relative error is stable around 8% at the end of the iteration steps. This provides quantitative evidence that the estimated posterior mean function is similar to the background truth of \( u \). As a result, combining the visual (sub-figures (a), (b) of Figure 11) and quantitative (relative errors shown in sub-figure (a) of Figure 13) evidence, we say that the NCP-iMFVI method provides an estimated posterior mean function of the parameter \( u \) which is similar to the background truth.

Secondly, we provide some discussions of the estimated posterior covariance functions about the parameter \( u \). In sub-figure (c) of Figure 11, we draw the point-wise variance field of the posterior measure \( u \). To provide detailed evidence, we draw the comparisons of the estimated mean function and back-ground truth calculated by different mesh points in Figure 12, which are given by \( \{(x_i, x_i)\}_{i=1}^{n} \), \( \{(x_i, x_i+5)\}_{i=1}^{n-5} \), and \( \{(x_i, x_i+10)\}_{i=1}^{n-10} \) (\( n = 50 \) according to the mesh size = \( 50 \times 50 \)). And the green shade area represents the 95% credibility region according to estimated posterior mean function. In the sub-figures (a), (b), and (c) of Figure 12, the black lines represent the estimated mean \( \{u(x_i, x_i)\}_{i=1}^{50} \), \( \{u(x_i, x_i+5)\}_{i=1}^{45} \), and \( \{u(x_i, x_i+10)\}_{i=1}^{40} \), respectively. While red lines represent the true function \( \{u^*(x_i, x_i)\}_{i=1}^{50} \), \( \{u^*(x_i, x_i+5)\}_{i=1}^{45} \), and \( \{u^*(x_i, x_i+10)\}_{i=1}^{40} \), respectively. We see that the credibility region contains background truth, which indicates that the Bayesian setup is meaningful and in accordance with the frequentist theoretical investigations of the posterior consistency [56, 60]. Combining with the variance function, we say that the proposed NCP-iMFVI method quantifies the uncertainties of the parameter \( u \).
Discussion of $\lambda$:

In sub-figure (b) of Figure 13, we draw the step values of $\lambda$. At the beginning of the iteration process, the descending trend is rapid, which is similar to the trend of the relative errors shown in sub-figure (a) of Figure 13. During the iteration process, we see that the descending trend of $\lambda$ gradually becomes gentle. Recalling the stop criteria (Step 6) of Algorithm 1, the step error of $\lambda$ is small when the iteration process is stopped. This indicates that the hyper-parameter $\lambda$ is converged. $\lambda$ is finally converged to 36.711 within 126 steps based on sub-figure (b) of Figure 13.

Mesh independence:

At last, we illustrate the mesh independence of the NCP-iMFVI method, as expected for the “Bayesianize-then-discretize” approach. We show the step norm curves obtained by each discrete level $n = \{1600, 2025, 2500, 3025, 3600\}$ in sub-figure (c) of Figure 13. Although there are differences between each step norm curves, they perform the same descending trend for the different discretized dimensions. Thus we say that the convergence speed is not affected by discretized dimensions, demonstrating that the NCP-iMFVI method has mesh independence property.

4. Conclusion

In this paper, we construct the NCP-iMFVI method in the infinite-dimensional space, which provides an efficient computational method for applying the iMFVI approach based on the hierarchical Bayesian model. The NCP-iMFVI method avoids the obstacle of priors being mutually singular, which is caused by the hyper-parameter $\lambda$ changing. The established NCP-iMFVI approach is applied to linear inverse problems with Gaussian noises, deriving an explicit form of the posterior measure. We employed this approach to three inverse problems of the simple smooth equation, the multi-frequency Helmholtz equation, and the steady-state Darcy flow problem, respectively. For all of the inverse problems, NCP-iMFVI provides an estimated posterior mean function of $u$ that is similar to the background truth, quantifies the uncertain information of $u$ based on the visual and quantitative evidence. The descending trend of step values of hyper-parameter $\lambda$ is rapid at the beginning of the iteration process, which is similar to the trend of the relative errors. And $\lambda$ is finally converged. Moreover, the convergence speed is not affected by discretized dimensions, demonstrating that the NCP-iMFVI method has mesh independence property.
The current NCP-iMFVI method is based on the analysis under the hierarchical linear problem. For solving the non-linear inverse problems, the NCP-iMFVI method can only manage the linearized part and provide an approximated posterior measure, as shown in Subsection 3.3. As a result, the approximated probability measure could be inaccurate for some highly non-linear problems. In finite-dimensional spaces, the NCP formulation has been employed to solve a non-linear geostatistical inverse problem [45]. Thus developing the NCP-iMFVI method for solving non-linear inverse problems is worth investigating in future work. On the other hand, under our mean-field assumption, the parameters are assumed to be independent of each other, and the degree of dependence of each parameter cannot be accurately portrayed. To ameliorate this problem, the hierarchical VI, which is able to capture dependencies between parameters, has been studied in [54] under the finite-dimensional setting. It is worthwhile developing the infinite-dimensional hierarchical VI methods that can reserve the dependencies of the parameters.

5. Appendix

5.1. The infinite-dimensional variational inference theory

In this section, we intend to offer an introduction to the infinite-dimensional variational inference theory, which is a brief version of [38]. We should highlight that we improve the statement of Theorem 11 in [38] in order to make the theory more suitable. Let the Bayesian formula on the Hilbert space be defined by

$$\frac{d\mu}{d\mu_0}(x) = \frac{1}{Z_\mu} \exp(-\Phi(x)),$$

where $\Phi(x) : \mathcal{H} \rightarrow \mathbb{R}$ is a continuous function, and $\exp(-\Phi(x))$ is integrable with respect to $\mu_0$. Here we denote that $\mu_0$ represents the prior measure, and $\mu$ is the posterior we intend to estimate on some Hilbert space $\mathcal{H}$. $Z_\mu$ is a Constant making sure that measure $\mu$ is indeed a probability measure. As our aim is to choose a closest measure $\nu$ to estimate $\mu$, the variational inference problem can be modeled as

$$\arg \min_{\nu \in A} D_{KL}(\nu \parallel \mu),$$

where $A \subset \mathcal{M}(\mathcal{H})$ is a set of “simpler” measures that can be calculated efficiently, and $\mathcal{M}(\mathcal{H})$ is the Borel measure set on $\mathcal{H}$. For a fixed Constant $M$, we assume the variable $x = (x_1, x_2, \cdots, x_M)$. Particularly, in the main text, we obtain that $M = 2$, and $x_1 = \lambda, x_2 = v$. We specify the Hilbert space $\mathcal{H}$ and subset $A$ as

$$\mathcal{H} = \prod_{j=1}^M \mathcal{H}_j, \quad A = \prod_{j=1}^M A_j$$

where $\mathcal{H}_j, j = 1, \cdots, M$ are a series of separable Hilbert space and $A_j \subset \mathcal{M}(\mathcal{H}_j)$. Let $\nu := \prod_{i=1}^M \nu^i$ be a probability measure such that $\nu(dx) = \prod_{i=1}^M \nu^i(dx)$. With these assumptions, the minimization problem of (5.2) can be rewritten as

$$\arg \min_{\nu^i \in A_i} D_{KL} \left( \prod_{i=1}^M \nu^i \parallel \mu \right)$$
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for suit sets $A_i$ with $i = 1, 2, \cdots, M$. Here we need to introduce the approximate probability measure $\nu$ given in (5.2) which is equivalent to $\mu_0$, defined by

$$\frac{d\nu}{d\mu_0}(x) = \frac{1}{Z_\nu} \exp(-\Phi_\nu(x)).$$

(5.5)

A nature way for introducing an independence assumption is to assume that the potential $\Phi_\nu(x)$ can be decomposed as

$$\exp(-\Phi_\nu(x)) = \prod_{i=1}^M \exp\left(\Phi_i^\nu(x_i)\right),$$

(5.6)

where $x = (x_1, \cdots, x_M)$. Given these considerations, the following assumption is introduced.

**Assumption 5.1.** Let us introduce a reference probability measure

$$\mu_r(dx) = \prod_{i=1}^M \mu_i^r(dx_i),$$

(5.7)

which is equivalent to the prior probability measure with the following relation:

$$\frac{d\mu_0}{d\mu_r}(x) = \frac{1}{Z_0} \exp(-\Phi_0^r(x)).$$

(5.8)

For each $i = 1, 2, \cdots, M$, there is a predefined continuous function $a_i(\epsilon, x_i)$, where $\epsilon$ is a positive number and $x_i \in H_i$. Concerning these functions, we assume that the approximate probability measure $\nu$ is equivalent to the reference measure $\mu_r$ and that the Radon-Nikodym derivative of $\nu$ with respect to $\mu_r$ takes the following form

$$\frac{d\nu}{d\mu_r}(x) = \frac{1}{Z_r} \exp\left(-\sum_{i=1}^M \Phi_i^r(x_i)\right).$$

(5.9)

Following Assumption 5.1, we know that the approximation measure can be decomposed as

$$\nu(dx) = \prod_{i=1}^M \nu_i^r(dx_i)$$

with

$$\frac{d\nu_i^r}{d\mu_i^r}(x) = \frac{1}{Z_i^r} \exp(-\Phi_i^r(x_i)).$$

(5.10)

Here denote that $Z_i^r = \mathbb{E}^{\nu_r}[\exp(-\Phi_i^r(x_i))]$ which ensures that $\nu_i$ is indeed a probability measure. For $i = 1, 2, \cdots, M$, let $Z_i$ be a Hilbert space that embedded in $H_i$, then we introduce

$$R_i^1 = \left\{ \Phi_i^r \left| \sup_{1/N \leq \|x_i\| \leq N} \Phi_i^r(x_i) < \infty, \text{ forall } N > 0 \right\} \right.$$ 

$$R_i^2 = \left\{ \Phi_i^r \left| \int_{H_i} \exp(-\Phi_i^r(x_i)) \max(1, a_i(\epsilon, x_i)) \mu_i^r(dx_i) < \infty, \text{ forall } \epsilon \in [0, \epsilon_0^i] \right\} \right.$$ 

where $\epsilon_0^i$ and $a_i(\cdot, \cdot)$ are defined as in Assumption 5.1. With these preparations, we can define $A_i, i = 1, 2, \cdots, M$ as follows:

$$A_i = \left\{ \nu^i \in \mathcal{M}(H_i) \left| \nu^i \text{ is equivalent to } \mu_i^r \text{ with (5.10) holding true, } \right. \right.$$ 

$$\text{ and } \Phi_i^r \in R_i^1 \cap R_i^2 \right\}$$

(5.11)

Now, we are able to state the main theorem that yields practical iterative algorithms:
**Theorem 5.2.** Assume that the approximate probability measure in problem (5.4) satisfies Assumption 5.1. For $i = 1, 2, \cdots, M$, we denote $T_N^i = \{x_i | 1/N \leq \|x_i\|_2 \leq N\}$, with $N$ being an arbitrary positive Constant. For each reference measure $\mu_i^1$, we assume that $\sup_N \mu_i^1(T_N^i) = 1$. In addition, we assume

$$\sup_{x_i \in T_N^i} \int_{N \not \in \mathcal{H}_i} \left( \Phi^0(x) + \Phi(x) \right) 1_{A}(x) \prod_{j \not \in i} \nu(j) (dx_j) < \infty \quad (5.12)$$

and

$$\int_{\mathcal{H}_i} \exp \left( - \int_{\mathcal{H}_i \mathcal{H}_j} (\Phi^0(x) + \Phi(x)) 1_{A'}(x) \prod_{j \not \in i} \nu(j) (dx_j) \right) M_i(x) \mu_i^1(dx_i) < \infty, \quad (5.13)$$

where $A : = \{ x | \Phi^0(x) + \Phi(x) \geq 0 \}$, and $M_i : = \max(1, a_i(\epsilon, x_i))$ with $i, j, 1, 2, \cdots, M$. Then the problem (5.4) possess a solution $\nu = \prod_{i=1}^M \nu_i \in \mathcal{M}(\mathcal{H})$ with the following form

$$\frac{d\nu}{d\mu}(x) \propto \exp \left( - \sum_{i=1}^M \Phi_i^1(x_i) \right), \quad (5.14)$$

where

$$\Phi_i^1(x_i) = \int_{\mathcal{H}_i \mathcal{H}_j} (\Phi^0(x) + \Phi(x)) \prod_{j \not \in i} \nu(j) (dx_j) + \text{Const} \quad (5.15)$$

and

$$\nu_i^1(dx_i) \propto \exp(-\Phi_i^1(x_i)) \mu_i^1(dx_i). \quad (5.16)$$

We should point out that Theorem 5.2 and the definition of $R_1^i$ and $R_2^i$ for $i = 1, 2, \cdots, M$ are slightly different from the statements given in [38]. The proof of Theorem 11 in [38] can be taken step by step to prove Theorem 5.2. Actually, the version of Theorem 5.2 can be regarded as a more appropriate amelioration of Theorem 11 in [38], which can be verified more easily for practical problems.

5.2. Assumption 1 and Theorem 15-16 in [26]

Here we provide the Assumption 1 and Theorem 15-16 in [26] needed in proving Theorem 2.1, which is shown in Assumption 5.3, Theorem 5.4 and 5.5, respectively. Here we need to state that the symbols in [26] have been changed to the notations in our paper for the assumption and theorems below.

**Assumption 5.3.** (Assumption 1 in [26]) Let us denote $X = \mathcal{H}_u \times \mathbb{R}$, and assume $\Phi \in C(X \times \mathbb{R}^{N_d}; \mathbb{R})$. Assume further that there are functions $M_i : \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R}^+$, $i = 1, 2$, monotonic non-decreasing separately in each argument, and with $M_2$ strictly positive, such that for all $v \in \mathcal{H}_u$, $d, d_1, d_2 \in B_{\mathbb{R}^{N_d}}(0, r)$,

$$\Phi(v, \lambda; d) \geq -M_1(r, \|v\|_{\mathcal{H}_u}), \quad (5.20)$$

and

$$|\Phi(v, \lambda; d_1) - \Phi(v, \lambda; d_2)| \leq M_2(r, \|v\|_{\mathcal{H}_u}) \|d_1 - d_2\|_{\mathbb{R}^{N_d}}. \quad (5.21)$$

**Theorem 5.4.** (Theorem 15 in [26]) Let Assumption 5.3 hold. Assume that $\mu_0(X) = 1$, and that $\mu_0(X \cap B) > 0$ for some bounded set $B$ in $X$. Assume additionally that, for every fixed $r > 0$,

$$\exp(M_1(r, \|v\|_{\mathcal{H}_u})) \in L_{\mu_0}(X; \mathbb{R}), \quad (5.22)$$
where \( L_{\mu_0}^1(X;\mathbb{R}) \) represents \( X \)-valued integrable functions under the measure \( \mu_0 \). Then for every \( d \in \mathbb{R}^N \), \( Z_\mu = \int_X \exp(-\Phi(v, \lambda; d)) \mu_0^\lambda(d\lambda) \) is positive and finite, and the probability measure \( \mu \) is well defined, which is given by

\[
\frac{d\mu}{d\mu_0}(v, \lambda) = \frac{1}{Z_\mu} \exp(-\Phi(v, \lambda; d)).
\]

**Theorem 5.5.** (Theorem 16 in [26]) Let Assumption 5.3 hold. Assume that \( \mu_0(X) = 1 \) and that \( \mu_0(X \cap B) > 0 \) for some bounded set \( B \) in \( X \). Assume additionally that, for every fixed \( r > 0 \),

\[
\exp(M_1(r, |\lambda|, \|v\|_{H_\mu}))(1 + M_2(r, |\lambda|, \|v\|_{H_\mu})^2) \in L_{\mu_0}^1(X;\mathbb{R}).
\]

Then there is \( C = C(r) > 0 \) such that, for all \( d, d' \in B_Y(0, r) \)

\[
\sqrt{\frac{1}{2} \int \left( 1 - \sqrt{\frac{d\mu'}{d\mu}} \right)^2 d\mu} \leq C \|d - d'\|_{\mathbb{R}^N},
\]

where measures \( \mu', \mu \) represent the posterior measure according to \( d', d \), respectively.

### 5.3. Non-centered Gibbs sampling in Subsection 3.1 of the main text

Here we provide the Non-centered Gibbs sampling method as pseudocode, and readers can seek more details in [19].

**Algorithm 2** Non-centered pCN within Gibbs

1. Fix \( \beta \in (0,1] \), initialize \( \lambda_0 = \bar{\lambda}, v_0 \sim \mu_0^v \) and set \( k = 0 \) and maximum iteration number \( N_{\text{max}} \);
2. repeat
3. Propose \( \hat{v}_k = (1 - \beta^2)v_k + \beta\zeta_k, \quad \zeta_k \sim \mathcal{N}(0, \mathcal{C}_0) \);
4. Set \( v_{k+1} = \hat{v}_k \) with probability

\[
\min \left\{ 1, \exp \left( \Phi(v_k, \lambda_k) - \Phi(\hat{v}_k, \lambda_k) \right) \right\}
\]

or else set \( v_k = \hat{v}_k \);
5. Propose \( \hat{\lambda}_k \sim \mathcal{N}(\hat{\lambda}_k, \sigma_k) \), where \( \mathcal{N}(\hat{\lambda}_k, \sigma_k) \) is the proposal measure of \( \hat{\lambda}_k \);
6. Set \( \lambda_{k+1} = \hat{\lambda}_k \) with probability

\[
\min \left\{ 1, \exp \left( \Phi(v_k, \lambda_k) - \Phi(v_k, \hat{\lambda}_k) \right) \frac{q(\hat{\lambda}_k, \lambda_k)\mu_0^\lambda(\lambda_k)}{q(\lambda_k, \hat{\lambda}_k)\mu_0^\lambda(\hat{\lambda}_k)} \right\}
\]

or else set \( \lambda_{k+1} = \lambda_k \);
7. Set \( k = k + 1 \);
8. until \( k = N_{\text{max}} \).

Inspired by [1], the proposal measure of \( \lambda \) in step 5 of Algorithm 2 can be specified based on our settings. Because of the Gaussian noise and prior measures, the posterior measure of \( \lambda \) can be calculated explicitly since it is also a Gaussian measure. According to the discussion in Subsection
2.5, we provide the posterior measure $\mathcal{N}(\tilde{\lambda}_k, \sigma_k)$ of $\lambda_k$ as the proposal measure at each step, where

$$\frac{1}{\sigma_k} = \tau \|H v_k\|^2 + \frac{1}{\sigma}, \quad \tilde{\lambda}_k = \sigma_k \left( \tau \langle d, Hv_k \rangle + \frac{\lambda}{\sigma} \right),$$

and $\bar{\lambda}, \sigma$ is the mean and variance of the prior measure $\mu_0^\lambda$, respectively.
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