Fast-Image2Point: Towards Real-Time Point Cloud Reconstruction of a Single Image using 3D Supervision
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Abstract—A key question in the problem of 3D reconstruction is how to train a machine or a robot to model 3D objects. Many tasks like navigation in real-time systems such as autonomous vehicles directly depend on this problem. These systems usually have limited computational power. Despite considerable progress in 3D reconstruction systems in recent years, applying them to real-time systems such as navigation systems in autonomous vehicles is still challenging due to the high complexity and computational demand of the existing methods. This study addresses current problems in reconstructing objects displayed in a single-view image in a faster (real-time) fashion. To this end, a simple yet powerful deep neural framework is developed. The proposed framework consists of two components: the feature extractor module and the 3D generator module. We use point cloud representation for the output of our reconstruction module. The ShapeNet dataset is utilized to compare the method with the existing results in terms of computation time and accuracy. Simulations demonstrate the superior performance of the proposed method.

Index Terms—Real-time 3D reconstruction, single-view reconstruction, supervised learning, deep neural network

I. INTRODUCTION

3D reconstruction is a process of preparing geometric data of 3D objects with many applications in computer vision, computer graphics, and robotics [1]. With the rapid progress of virtual reality (VR) and augmented reality (AR) technologies in recent years, the demand for 3D data has significantly increased. Furthermore, real-world 3D data can also be used by real-time systems such as autonomous self-driving vehicles and mobile robots for several tasks including localization, mapping, and navigation [2]. Most of these systems rely on the input data from a set of cameras to analyze the environment. This is because of the convenient image acquisition and its low cost compared to other sensory devices like Lidar. Having the assumption that the only sensory input is a single image, the problem of 3D reconstruction will be narrowed down into the 3D reconstruction of objects in a single image. Recovering lost information from just 2D images to model 3D objects is an ill-posed problem and potentially has infinite solutions. To tackle this problem, solutions based on multi-view image reconstruction are proposed. However, these solutions often require images captured from accurately calibrated cameras. The calibration is a complex process and is not feasible in most applications [3]. Thanks to the significantly growing volume of the available 3D data, data-driven approaches, especially deep learning-based methods, have led to the development of efficient techniques to reconstruct the 3D model of objects from one or multiple images. Using these techniques leads to removing the camera calibration process. Among these deep learning approaches, the supervised ones are widely used to construct 3D geometric data of an object from its RGB image using 2D or 3D supervision.

A. Existing methods

The first supervised model which used point clouds for single-view 3D reconstruction was referred to as the point set generation network (PSGN) [4]. In that work, the authors experimented with different network design alternatives and two different loss functions: chamfer distance (CD) and earth mover’s distance (EMD). They outperformed the 3D-R2N2 [5] architecture, a well-known work in the field of voxel reconstruction from images. Similar to the PSGN, 3D-LMNet [6] predicts multiple reconstruction outputs for a single-view input image to tackle uncertainty in the reconstruction process by proposing an autoencoder architecture. DeformNet model [7] addresses the same problem by performing an image-based shape retrieval and then applying a learned deformation to the retrieved shape template. More recently, Pixel2Point [8] object reconstruction model has been proposed as a simple yet powerful autoencoder architecture. An initial point cloud of a sphere shape is used to concatenate with the obtained features by an encoder to improve the quality of generated point cloud. In another recent work, the authors propose a network embedding three processes: image cropping, image retrieval, and point cloud reconstruction [9]. The image cropping module isolates the desired object in multi-object images. The image retrieval module searches for similar images in the Shapenet dataset library [10]. Then, ground truth point cloud and target images will be entered to the reconstruction network to obtain the 3D point cloud output. Most recently, the authors in [11] highlight the shortcoming of Chamfer Distance and introduce a new loss function. They propose a supervised pipeline that focuses more on boundaries of a 3D point cloud object (edge and corner points). Despite significant progress in the accuracy and versatility of the existing methods in recent years, their...
ever-growing computational burden makes them impractical in most real-time applications.

B. Core challenges

The main objective of the aforementioned methods is to obtain a more accurate 3D point cloud of models. This effort often leads to designing more complex networks resulting in a higher computational load. In turn, a higher computational load not only slows down the network training process but also reduces the performance of the method in real-time applications. Hence, improving the accuracy of the method while maintaining its computational efficiency is a core challenge of real-time 3D reconstruction. Another common challenge is the lack of adequate data which is essential to training the network. This study intends to tackle the challenge of computational efficiency by proposing a novel Fast-Image2Point (FI2P) architecture.

The rest of this article is organized as follows: Section II introduces the problem. Section III presents our method and implementation details. In Section IV, we demonstrate and compare our qualitative and quantitative results with two existing methods in the literature. Finally, Section V provides conclusions and possible future directions.

II. Problem Introduction

3D reconstruction of an object from a single image involves processing the contents of that image in a specific way that results in an accurate estimate of the 3D geometrical data of the object. The accuracy of the 3D reconstruction method can be defined as the proximity of the estimated geometric data to the actual 3D geometry of the original object. Due to the generality and the inherent complexity of the 3D reconstruction problem, it is not feasible to design an analytical model that can associate the contents of an image of a random object to the object’s geometric data. The deep learning-based supervised technique is a suitable candidate to solve this category of unstructured problems. A properly designed deep learning supervised method can be trained to recognize and interpret the underlying patterns in a given image and provide an accurate estimate of the object’s geometry in the image. Such a training can be performed by using a large set of pre-identified data to systematically tune the network parameters until the desired accuracy is achieved. The contents of an image are stored as arrays of colored pixels with no specific correlation between them. Collectively, groups of these pixels represent different features of the captured object in the image. However, the number of constitutive pixels of an image is far larger than the fundamental features of that image. Such high-dimensional data can be excessively large to process in real-time. An effective solution to the high-dimensionality problem is to use a so-called encoder to extract the underlying features and patterns in the image and provide fewer but more representative datasets, to work with. A decoder can then be used to efficiently map the extracted features into the desired output, in this case, the 3D geometry data of the captured object in the image. This encoder-decoder pipeline is known as an autoencoder [12], [13], [14] in the literature and has been used in a wider range of applications [15], [16], [17], including more recently, the image-based 3D geometric reconstruction [4], [6], [8], [11], [18], [5], [19]. Accuracy and computational efficiency are the two most important target aspects of a real-time 3D reconstruction method. Aside from the quality of training, the accuracy of a supervised deep learning method highly depends on the constructional design of its network. On the other hand, the computational efficiency of the method also depends on the constructional design of its base network. Increasing the accuracy of 3D reconstruction has been the main focus of the existing methods, often at the cost of less computational efficiency which presents a bottleneck in real-time applications. The challenge that we aim to tackle in this work is designing a supervised deep learning network for real-time 3D reconstruction with sufficiently high accuracy and computational efficiency.

III. Methodology

The FI2P method proposed in this work, applies the AutoEncoder technique [12] to reconstruct the 3D geometric data of an object in 3D point cloud format from a single RGB image. Focusing on real-time applications, we design a computationally efficient network without compromising the accuracy of the method. This is done through a novel architecture of the encoder and decoder modules. The FI2P method is developed based on the following assumptions: (i) it only focuses on reconstructing the geometry of the captured object. The reconstruction of other qualities such as materials, lighting, and texture are out of the scope of this study. (ii) the input image is properly pre-processed using the existing image processing techniques to meet the FI2P’s requirements. The method requires the input image to have a white background and contain only a single object. The preprocessing techniques for image conditioning such as cropping, sharpening, masking, and balancing are readily available in the literature [20] and [21]. The following subsections elaborate the training procedure under the FI2P method.

A. Training Data

As with most AI methods, FI2P network needs to be trained to properly interpret its input data. FI2P training data, in particular, should contain the image of a known object alongside its corresponding 3D point cloud representation. Depending on the complexity of each category of objects, we suggest a minimum of 500 objects in the dataset to achieve acceptable accuracy. To collect a large number of categorized 3D objects, we use the ShapeNetCore [10]. This is a densely annotated subset of the ShapeNet dataset comprising 55 common object categories with 51,300 unique synthetic 3D models. These 3D models, however, were in mesh format and needed to be converted to the ground truth 3D point cloud.

B. Network

The proposed network performs two operations on the input image: encoding and decoding. In the first stage, the encoder
We add non-linearity capability to our network, we extensively used convolutional layers to enable real-time vision applications in smartphones, robots, and self-driving cars. Several companies such as NVIDIA, Intel, and Samsung actively develop CNN chips to enable real-time vision applications in smartphones, robots, and self-driving cars. Thus, to increase the real-time capability of our network, we extensively used convolutional layers in our design.

The proposed network can be expressed by a composition function presented in equation (1):

$$\hat{X} = h_d(h_e(I, W_e), W_d)$$

where $\hat{X}$ is the predicted 3D point cloud, $h_d$ is the decoder function, $h_e$ is the encoder function, $I$ is the input image, and $W_e$ and $W_d$ represent the parameters of the encoder and decoder (generator) functions, respectively. The $h_e$ and $h_d$ functions are obtained by designing and implementing two deep neural networks. To this end, we first design the high-level architecture of the network and then focus on the low-level architecture.

1) High-level design: We considered three of network architectural aspects: neural layer type, non-linearity capability, and layer interconnection.

(i) Neural layer type: There are two types of neural layers commonly used in the literature: convolutional [22] and fully-connected (FC) layers [23]. Convolutional layers are smaller than FC layers in terms of the number of parameters [23]. Table II illustrates a quantitative comparison between these two neural layers from the perspective of the number of parameters and computational operations for a fixed-size sample input image. Convolutional layers can also be implemented more efficiently on hardware chips. Several companies such as NVIDIA, Intel, and Samsung actively develop CNN chips to enable real-time vision applications in smartphones, robots, and self-driving cars [24]. Thus, to increase the real-time capability of our network, we extensively used convolutional layers in our design.

(ii) Non-linearity capability: Converting a 2D space (image) to a 3D space (point cloud) is a complex task due to its non-linear nature. We add non-linearity capability to our network by using two non-linear functions to effectively perform this conversion (mapping): (1) Rectified Linear Unit (ReLU) function as the activation function of hidden layers and (2) hyperbolic tangent (Tanh) function as the activation function of the last layer. The specific ReLU used in our design is a half-wave rectifier $f(z) = \max(z, 0)$ [24] and is used to learn the complex mapping from 2D space (image) to 3D space (point cloud) more effectively. On the other hand, the Tanh function, is used to enforce the network’s ability to construct the 3D point cloud model such that its points are mapped within the range of $[-1, 1]$. Note that the position value for each point in the ground truth point cloud is a floating-point number between -1 and 1. We observe that when we add the Tanh to the last layer, the network can be trained faster and learn a better solution than when there are no activation function for the last layer or there are other activation functions including ReLU, Sigmoid, and Softmax.

(iii) Layer interconnection: By performing several test cases and implementing several deep neural architectures in the literature, we found out the interconnection among layers can directly affect the quality of the final solution for the 3D point cloud reconstruction task. PSGN [4] and Pixel2Point [8] are two of several architectures we implemented for our test cases. In the PSGN, a parallel combination of convolution and FC layers is used in decoder design. In contrast, in the Pixel2Point network, a simple multi-layer perceptron (MLP) is used, containing several FC layers. In both architectures, we observe that using FC layers in the decoder immediately after the encoder causes the network to lose some spatial information in the input image. This is because FC layers require the processed image provided by the encoder to be converted to a vector, which leads to losing some spatial features that originally existed in the input image. To prevent such an issue, we use a cascaded architecture including convolution, deconvolution (Transpose operation of convolution), and two subsequent FC layers for our high-level architecture. According to our results, this sequential combination of layers reduces the computation time while preserving the reconstruction accuracy.

2) Low-level design: We focus on the elements that directly or indirectly affect computation time and accuracy in designing the encoder and decoder modules. This issue is discussed below.

(i) Using higher-dimensional features: Generally, we refer to the outputs of the encoder module as “features”. These features represent the input image in a lower-dimensional space than the original space of the input image which is high-dimensional. The dimension of these features can directly
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 affect the output quality of the downstream task to be used in the next layers of the network (specifically the "reconstruction" task in our case). The higher the dimension of the provided features by the encoder, the lower the probability of information loss during the encoding process. Therefore, we design the encoder such that the features are extracted in a higher-dimensional space compared to those in the [4] and [8], increasing the quality of encoder’s output. We perform this by encoding the input image with five convolutional layers in our encoder. We use a relatively large feature space with the size of $256 \times 8 \times 8 = 16384$. In contrast, PSGN has a feature space size of $512 \times 1 \times 1 = 512$ and Pixel2Point has the feature space size of $256 \times 1 \times 1 = 256$ and $16 \times (3 + 256) = 4144$ in their two proposed networks.

(ii) Extracting more spatial information: Typically, there are extensive spatial correlations among pixels of an image. Extracting these spatial relationships and the underlying patterns in an image by a deep neural network is crucial for effectively reconstructing the 3D model of an object depicted in the input image. In this study, as mentioned before, a sequential architecture including convolution, deconvolution, and FC layers is used as the main skeleton for our network. This skeleton eliminates the need to convert the features provided by the encoder into a 1D array (a process referred to as flattening the feature space). As a result, the features provided by our network preserve more spatial information about the object in the input image.

(iii) Down-sampling operation: During the encoding process, different down-sampling operations affect the computation time and accuracy of the network. Hence, to select a proper down-sampling function, we evaluate two of the most commonly used techniques in the literature: stride and max-pooling [25]. To this end, we compared the effectiveness of these techniques by creating two versions of our network and analyze their effects on computation time and output loss. As shown in the Simulation Results section, the network with the stride approach achieves faster results while the one with the max-pool operator leads to more accurate results. To increase the real-time capability, we use the stride technique. Table IV summarizes these results for different categories of objects.

Similarly, for designing the decoder, we consider the architectural aspects of the design described below:

(i) Learning underlying point cloud patterns using deconvolution layers instead of FC layers: The output of the encoder includes three types of features: high-level, mid-level, and low-level features. Respectively, these features contribute to the reconstruction process of high-level, mid-level, and low-level geometric features of the final 3D point cloud processed by the decoder. An ideal decoder would be able to fully harvest the embedded information contained within the provided features by the encoder to construct the base data from which the 3D point cloud can be constructed. Therefore, for this design stage, we select a layer that can more effectively preserve the fundamental image information to increase the construction accuracy at the next stage of the design. Subsequently, we consider two of the commonly used layers in the literature: Deconvolution and FC layers. As mentioned earlier, fully connected layers inherently removes the spatial information of the image. However, this is not the case for the deconvolution layers. Hence, we use deconvolution layers for this stage of design.

(ii) Mapping the extracted patterns to the final actual points in the output point cloud: To generate the point cloud, we need to explicitly assign each point $(x, y, z)$ to a neuron in our neural network. To do so, we utilize two FC layers without any usage of activation function to map the structure provided by the deconvolution layers in the previous step to explicit point cloud 3D points $(x, y, z)$. More specifically, the last FC layer contains $1024 \times 3 = 3072$ neurons, each representing the x, y, and z coordinates of a point in the point cloud. These two layers are the only FC layers that we use in our architecture.

We also tested with one FC layer and two layers with ReLU activation functions after each layer, but the results were not favourable. Fig. 1 shows an overview of the network and the connectivity between the encoder and decoder modules at the test time. Fig. 2 illustrates the architecture of our network. This architecture is compared to the PSGN’s [4] and the Pixel2Point’s [8] in Table I. Also, Algorithm 1 presents the training procedure for our reconstruction network.

Algorithm 1 3D reconstruction network training

\[
\begin{align*}
\eta & \leftarrow 0.0005, \ \epsilon \leftarrow 0.001 & \triangleright \text{Initialize learning rate and } \epsilon \\
I & \leftarrow \text{inputImage} & \triangleright \text{Get input image} \\
X & \leftarrow \text{groundTruth} & \triangleright \text{Get ground truth point cloud} \\
\text{currentE}, \text{lastE} & \leftarrow 0 & \triangleright \text{Initialize current and last error} \\
W & \sim U(-a, a) & \triangleright \text{Initialize weights uniformly (Xavier)} \\
\text{while } |\text{currentE} - \text{lastE}| < \epsilon \text{ do} \\
\text{lastE} & \leftarrow \text{currentE} \\
\text{Pick batch of } B \text{ data points} \\
Z & \leftarrow h_e(I, W) & \triangleright \text{Extract features of the input image} \\
X & \leftarrow h_d(Z, W) & \triangleright \text{Predict the 3D point cloud} \\
\text{Loss} & \leftarrow L_k(X, \hat{X}) & \triangleright \text{Compute loss} \\
\frac{\partial J(W)}{\partial W} & \leftarrow \frac{1}{B} \sum_{b=1}^{B} \frac{\partial \text{Loss}_k(W)}{\partial W} & \triangleright \text{Compute gradient} \\
W & \leftarrow W - \eta \frac{\partial J(W)}{\partial W} & \triangleright \text{Update weights} \\
\text{currentE} & \leftarrow \text{Loss} & \triangleright \text{Update current error} \\
\end{align*}
\]

Fig. 2. The architecture of 3D reconstruction neural network
TABLE III
A QUANTITATIVE COMPARISON BETWEEN PSGN [4], P2P [8], AND FI2P

| Category   | Computation Time (ms) | Chamfer Loss |
|------------|-----------------------|--------------|
|            | FI2P | PSGN | P2P | P2P** | FI2P | PSGN | P2P | P2P** |
| Airplane   | 20.08 | 4.38 | 5.17 | 4.18 | 41.85 | 0.45 | 0.47 | 0.48 | 0.46 |
| Bottle     | 17.52 | 4.45 | 6.33 | 3.84 | 38.44 | 1.35 | 1.48 | 1.51 | 1.38 |
| Car        | 17.48 | 4.31 | 7.45 | 3.82 | 38.26 | 0.98 | 1.00 | 1.03 | 1.01 |
| Sofa       | 19.92 | 4.20 | 5.77 | 4.26 | 41.26 | 1.78 | 1.83 | 1.87 | 1.88 |
| Bench      | 17.58 | 4.19 | 4.53 | 4.03 | 37.03 | 1.44 | 1.72 | 1.52 | 1.44 |
| Cellphone  | 17.93 | 4.05 | 4.49 | 3.39 | 34.39 | 1.30 | 1.35 | 3.44 | 1.31 |
| Bike       | 17.34 | 4.52 | 8.47 | 3.62 | 38.62 | 1.77 | 1.99 | 1.99 | 1.97 |
| Mean       | 18.26 | 4.00 | 5.84 | 38.26 | 0.49 | 1.57 | 1.69 | 1.35 |

C. Loss function

Training 3D shape reconstruction models can be done using either 3D supervision only [4], [8], [6], [5], 2D supervision only [26], [27], or a combination of both 2D and 3D supervision [28]. In this work, for simplicity, we assume that we have 3D point clouds and we use 3D supervision to train the network. The distance between the ground truth and predicted shapes can be measured by chamfer distance (CD) which was first introduced in [4] for 3D reconstruction. We also use this well-known measure to train our network. CD is defined as the squared distance between each point in one set to its nearest neighbor in the other set, is mathematically expressed as:

\[ L(X, \hat{X}) = \sum_{x \in X} \min_{\hat{x} \in \hat{X}} \|x - \hat{x}\|^2 + \sum_{\hat{x} \in \hat{X}} \min_{x \in X} \|x - \hat{x}\|^2 \]  

where \(X\) and \(\hat{X}\) are the ground truth point cloud set and predicted point cloud set, respectively. Moreover, \(x\) and \(\hat{x}\) are two corresponding points belonging to \(X\) and \(\hat{X}\), respectively. Note that CD is differentiable so that it can be used for updating weights of our neural architecture during the back-propagation step in the training procedure [24].

IV. SIMULATION RESULTS

We implement, train, and evaluate the proposed method in Python using the PyTorch library [29], and compare our supervised framework with other methods on seven data categories in the ShapeNet dataset [10]. We prepare the training data (2D images) with the size of 256 × 256 pixels from a single view and the label data (3D point clouds) with 1024 points. We use 85%, 5%, and 10% of the whole data for training, validation, and testing, respectively. For each object category, we train a separate model. Adam optimizer [30] is used to optimize the network parameters and weights with the initial learning rate of 0.00005, batch size of 5, and weight decay rate of 0.00001. Note that, we terminate the training process for each model when the smallest error for the validation data is reached, i.e., when there are no changes in the value of validation loss or when the validation loss starts to increase [31]. We evaluate our proposed model from two perspectives: computation time and accuracy. We present the comparative results in two subsections in the sequel. First, we analyze the effect of two different down-sampling techniques, pooling and stride, on the computation time of the models in the inference stage of the neural networks. Second, we quantitatively and qualitatively compare the results of the proposed model against PSGN [4] and Pixel2Point [8].

A. Comparison of two down-sampling techniques

In the encoder part of an autoencoder architecture, generally, there are two techniques to reduce the dimension of the input image (downsampling): pooling and strides [24]. Hence, we implemented our model with these two downsampling techniques and investigated their effect on the computation time and accuracy of the model. First, in the architecture of the encoder module, we use a max-pooling layer with the kernel size of 2 and strides 2 after each convolutional layer. As another test case, we implement the encoder part with strides of 2 (without any max-pool layers). We called these two test cases the Max-Pool and Strides, respectively, in Table IV. It can be observed from this table that the presence of the max-pooling layers among convolutional layers leads to longer computation time compared to the model using only strides as the downsampling technique.

B. Comparison with other methods

Figs. 4 and 3 compare the proposed method with PSGN [4] and Pixel2Point [8] for airplane and bottle data in terms of qualitative reconstruction. For a fair comparison, we train and test both methods under the same condition mentioned at the beginning of this section. We also quantitatively compare our results with the two models mentioned above. The result are summarized in Table III. These results show that our
network outperforms the ones proposed in [4] and [8] from the viewpoint of computation time without losing accuracy. This advantage, however, comes at the cost of more storage requirements compared to Pixel2Point [8]. Table V compares the three models in terms of memory usage.

| Size (MB) | FI2P | PSGN | P2P* | P2P** |
|-----------|------|------|------|-------|
| 61.2      | 119.7| 209.5| 15.0 |

V. CONCLUSIONS AND FUTURE WORK

This work proposes a simple yet powerful auto-encoder architecture for the problem of real-time 3D reconstruction from a single RGB image. Using an encoder module, we first compress the 2D image to a unique featured vector. Then, we construct the 3D point cloud input object using the encoder module’s obtained feature vector. Our network outperforms the ones proposed in [4] and [8] from the viewpoint of computation time without losing either accuracy or excessive memory usage. However, memory usage is often not of concern in real-world applications. In our future work, we plan to improve the network architecture for more efficient storage requirements and lower computational complexity. We also aim to implement a real-time unsupervised learning approach for easier and faster training.
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