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ABSTRACT. The purpose of this article is to study the hydrodynamic limit of the symmetric exclusion process with long jumps and in contact with infinitely extended reservoirs for a particular critical regime. The jumps are given in terms of a transition probability that has finite or infinite variance and the hydrodynamic equation is a diffusive equation, in the former case, or a fractional equation, in the latter case. In this work, we treat the critical case, that is, when the variance grows logarithmically with the size of the system and corresponds to the case in which there is a transition from diffusive to super-diffusive behavior.

1. INTRODUCTION

Since the pioneering work of Spitzer in [15], interacting particle systems were introduced in the mathematics community and have been extensively studied. These systems consist of microscopic models of random particles whose dynamics conserve one quantity (or more). Under a suitable space/time scale, the law of large numbers for the conserved quantity of the system can be obtained and this is known in the literature as the hydrodynamic limit. This limit states that the particles’ random dynamics conserve a quantity whose space/time evolution can be well approximated by a solution of a partial differential equation, the hydrodynamic equation [14].

One of the most classical interacting particle systems is the exclusion process. The exclusion rule dictates that jumps can occur, at a certain rate, if and only if the destination site is empty, otherwise the jump is suppressed. In this article, we focus on the exclusion process evolving on a discrete space, namely, a finite lattice with \( N \) points, where \( N \) is a scaling parameter that will be taken to infinity. We consider a transition probability \( p(\cdot) \), that regulates the intensity of the size of the jump, allowing long jumps and symmetric \( p(z) = p(-z) \). The model under investigation in this article was previously studied in [13] when evolving in \( \mathbb{Z}^d \). Here, we restrict the dynamics of [13] to a finite lattice but we place it in contact with stochastic reservoirs, that can inject or remove particles everywhere in the discrete space. We observe that the reservoirs’ action can either change the nature of the equation or bring additional boundary conditions to it. Before introducing the model in detail, we recall previous results about its hydrodynamic behavior that are summarized in Figure 1.

First, we observe that it was previously studied in [1] a simpler version of our model, i.e. when the transition probability only allows nearest-neighbor jumps and the reservoirs have an impact only at boundary points. There, the hydrodynamical behavior is given by the heat equation with different boundary conditions. These boundary conditions depend on a parameter that regulates the intensity of the reservoirs’ dynamics. Some years later, in [5] it was introduced the model under investigation in this article, with a transition probability that: depends only on the length of the jump, decreases as the jump's size increases, and has finite variance; and the reservoirs have an impact everywhere in the system. As in [1], the hydrodynamic limit is given by the heat equation, however, there are two extra regimes when compared to [1]. In the case where both the exclusion and the reservoirs' dynamics have the same strength, the hydrodynamics is given by
a reaction-diffusion equation, while when the reservoirs' dynamics is stronger than the exclusion dynamics, the hydrodynamics is given by a reaction equation.

Later in [2,4,5], it was studied the model of [5] when the variance of $p(\cdot)$ is infinite. Differently from the finite variance, the hydrodynamic equation is given in terms of the regional fractional Laplacian, which is the generator of processes as the censored process (see [7]) and/or the reflected Lévy flight process (see [11]). An interesting review about this fractional operator can be found in [9]. Contrarily to the usual Laplacian operator, this last operator is non-local and it has a similar definition to the usual fractional Laplacian but is restricted to a finite domain.

In this article we deduce the hydrodynamic limit in the case connecting the diffusive behavior studied in [4] and the super-diffusive behavior studied in [2,5]. Now we explain in detail the parameters of the model. Our choice of the transition probability, is given on $x, y \in \mathbb{Z}$ by

$$p(x, y) = p(y - x) = c_\gamma |x - y|^{-(\gamma + 1)} \quad (1.1)$$

and $p(0) = 0$. When $\gamma > 2$ (resp. $\gamma \leq 2$) the transition probability has finite (resp. infinite) variance. Above $c_\gamma$ is a normalizing constant, turning $p(\cdot)$ into a probability. For this choice of $p(\cdot)$, the higher the value of $\gamma$ the lower is the probability of having a long jump. Another parameter that has an impact at the macroscopic level is $\theta \in \mathbb{R}$ that rules the reservoirs' strength so that the higher the value of $\theta$ the weaker is the reservoirs' action. Whatever is the regime of $\gamma$, when $\theta$ is small (but negative), the hydrodynamic equation has an additional reaction term with respect to the case $\theta = 0$, which comes from the fact that the reservoirs act in the whole discrete space where particles evolve. Moreover, when $\theta$ is very small (negative) so that the reservoirs' action becomes strong, we obtain a reaction equation. On the other hand, as the value of $\theta$ increases (positive), both in the case $1 < \gamma < 2$ ( [4]) or $\gamma > 2$ ( [5]), the boundary conditions of the equation change. Indeed, in both regimes, the boundary conditions go from Dirichlet to Robin (or fractional Robin) and then Neumann (or fractional Neumann), and this depends on the value of $\theta$. The case $0 < \gamma < 1$ is different (it corresponds to the case when $p(\cdot)$ has infinite first moment), since one crosses from a reaction equation to a regional fractional diffusion equation with Neumann boundary conditions, and this is a consequence of the particular properties of the regional fractional Laplacian operator on this regime of $\gamma$, for details see [2,11]. Observe that the macroscopic behavior of the system depends on the exponent $\gamma > 0$ and the parameter $\theta$.

In [2,4,5] the case $\gamma = 2$ was left for exploration and it corresponds to the transition from the regime when $p(\cdot)$ has a finite variance to infinite variance, i.e. from diffusive to super-diffusive behavior. For this regime $\gamma = 2$, $p(\cdot)$ has variance of order $\log(N)$. In this article we prove the hydrodynamic limit for all the regimes of $\theta$, see the black line in the figure below and we complete the hydrodynamic scenario for this model. We note that the nature of the hydrodynamic equation is still diffusive as in the case of finite variance, i.e. it is the heat equation for $\theta > 0$, a reaction-diffusion equation for $\theta = 0$ and a reaction equation for $\theta < 0$. As in the case of finite variance, for $\theta < 1$ we get Dirichlet boundary conditions, for $\theta = 1$ we get linear Robin boundary conditions, and for $\theta > 1$ we get Neumann boundary conditions.

Now, we highlight two important issues which complicate the analysis of this critical regime. The first one has to do with the time scale. For $\gamma > 2$ in the diffusive time scale $N^2$ we have a diffusive equation; for $\gamma < 2$ in the sub-diffusive time scale $N^\gamma$, we have a fractional diffusion equation; but for $\gamma = 2$, since the variance of $p(\cdot)$ is of order $\log(N)$ we need to take the time scale $N^2/\log(N)$. This correction in the time scale allows controlling the logarithmic divergence of the variance but brings additional complications to derive the boundary conditions. The second issue is the fact that in the cases $\theta \in \{0, 1\}$, the reservoirs’ strength has to be scaled in a precise
way in order to get the reaction-diffusion equation with Dirichlet boundary conditions or the heat equation with Robin boundary conditions (see remark 2.1).

A key step in the proof of the hydrodynamic limit is showing that the discrete operator arising from the microscopic particle dynamics, converges, in some sense, to the respective continuous operators. When $\gamma \leq 2$ the limit is the standard Laplacian operator but when $\gamma < 2$ it is the regional fractional Laplacian. This result was proved in Lemma 3.2 of [5] by extending the discrete operator to the whole set $\mathbb{Z}$ and deriving its limit to the usual Laplacian operator. Here we managed to show this convergence without extending the discrete operator (Lemma 6.2) by properly controlling boundary terms.

Once the hydrodynamic limit is proved, a natural question that follows is related to the description of the fluctuations around the hydrodynamical profile. This is a sort of central limit theorem for the empirical measure associated with this process. For our model, the equilibrium fluctuations were studied in [3] when $\gamma > 2$ but it would be very interesting to understand the case $\gamma \in (0, 2]$, which is much more challenging. We leave this to future work.

**Outline:** This paper is structured as follows. In Section 2 we present in detail our model. In Section 3 we introduce all the notations that we need throughout the work and we present our result. Sections 4 and 5 are devoted to the proof of the hydrodynamic limit, namely, the characterization of limit points and the proof of tightness, respectively. In Section 6 we prove some useful technical lemmas that are needed along the proof of our result. Finally in Appendix A we discuss the uniqueness of the weak solutions that we obtain in the hydrodynamic limit.
2. The model

We recall the model introduced in [5] that consists of an exclusion process with long jumps given in terms of a symmetric transition probability, defined on \( x, y \in \mathbb{Z} \) by (1.1). We take \( \gamma = 2 \), so that

\[
p(x, y) = p(y - x) = \frac{c_2}{|x - y|^3} \mathbb{1}_{x \neq y}
\]

and the normalizing constant \( c_2 \) is defined by \( c_2 := (\sum_{x \in \mathbb{Z}} |x|^{-3})^{-1} \). Before describing how the process evolves in time let us introduce here the following quantity that will be used through the article

\[
m := \sum_{z \geq 1} z p(z).
\]

Let us now explain the dynamics of the process. Fix \( T > 0 \). For \( N > 1 \), we consider particles evolving in the discrete set \( \Lambda_N = \{1, \ldots, N - 1\} \) and we add infinitely many reservoirs at each site of \( \mathbb{Z} \setminus \Lambda_N \). We consider a Markov process \( \{\eta_t; t \in \mathbb{N}\} \) with state space \( \Omega_N := \{0, 1\}^{\Lambda_N} \), and for \( x \in \Lambda_N \), we say that the site \( x \) is occupied (resp. empty) at time \( t \) if \( \eta_t(x) = 1 \) (resp. \( \eta_t(x) = 0 \)). Fix four parameters \( \theta \in \mathbb{R}, \alpha, \beta, \kappa \in [0, 1] \) and \( \kappa_N(\theta) \) defined in (2.4). The dynamics can be described as follows:

- to any couple of sites \( (x, y) \in \Lambda_N \) we associate a Poisson process of rate 1, according to which we exchange the value of \( \eta(x) \) and \( \eta(y) \) with probability \( p(x - y) \);
- to any couple \( (x, y) \), with \( x \in \Lambda_N \) and an integer \( y \leq 0 \), (resp. \( y \geq N \)) we associate a Poisson process of rate 1, and when there is an occurrence we flip the value of \( \eta(x) \) to \( 1 - \eta(x) \) with probability

\[
\frac{\kappa_N(\theta)}{N^\theta} p(x - y) c_x(\eta; \alpha) \quad (\text{resp. } \frac{\kappa_N(\theta)}{N^\theta} p(x - y) c_x(\eta; \beta))
\]

where \( \theta \in \mathbb{R} \) and for \( \delta \in \{\alpha, \beta\}, c_x(\eta; \delta) := [\eta(x)(1 - \delta) + (1 - \eta(x))\delta] \).

The generator of the Markov process \( \{\eta_t; t \in [0, T]\} \) acts on functions \( f : \Omega_N \to \mathbb{R} \) as

\[
(L_N f)(\eta) := \frac{\kappa_N(\theta)}{N^\theta} \sum_{x \in \Lambda_N} p(x - y) c_x(\eta; \alpha) [f(\sigma_x^\eta \eta) - f(\eta)],
\]

\[
(L_N^1 f)(\eta) := \frac{\kappa_N(\theta)}{N^\theta} \sum_{x \in \Lambda_N \atop y \leq 0} p(x - y) c_x(\eta; \alpha) [f(\sigma_x^\eta \eta) - f(\eta)],
\]

\[
(L_N^r f)(\eta) := \frac{\kappa_N(\theta)}{N^\theta} \sum_{x \in \Lambda_N \atop y \geq N} p(x - y) c_x(\eta; \beta) [f(\sigma_x^\eta \eta) - f(\eta)],
\]

and

\[
\kappa_N(\theta) = \begin{cases} 
\kappa, & \text{if } \theta \notin \{0, 1\}; \\
\kappa \log(N), & \text{if } \theta \in \{0, 1\};
\end{cases}
\]
for a fixed constant $\kappa > 0$. Above,

$$(\sigma^{x,y}\eta)(z) = \begin{cases} 
\eta(z), & \text{if } z \neq x, y, \\
\eta(y), & \text{if } z = x, \\
\eta(x), & \text{if } z = y
\end{cases}, \quad (\sigma^{x}\eta)(z) = \begin{cases} 
\eta(z), & \text{if } z \neq x, \\
1 - \eta(x), & \text{if } z = x.
\end{cases}$$

We are interested in analysing the space-time evolution of the empirical density of particles. In order to have a non-trivial limit at the macroscopic level, we need to accelerate the time of the process by a factor $\Theta(N)$ (defined in (3.11)). Note that the infinitesimal generator of the process $\{\eta_{t}\theta(N)\}_{t \in [0,T]} = \{\eta_{t}^{N}\}_{t \in [0,T]}$ is $\Theta(N)L_{N}$.

**Remark 2.1.** We observe that the choice of $\kappa_{N}(\theta)$ above is justified by the following arguments. In order to have Robin boundary conditions for $\theta = 1$ or the reaction term for $\theta = 0$, we need to use the boundary strength as in the case $\gamma > 2$ analyzed in [5]. Since we scale time with a factor $\log(N)$, then it allows controlling the variance of $p(\cdot)$ and we get the diffusive operator. Nevertheless, this factor $\log(N)$ is suitable to control the Laplacian operator but it is not sufficient to control gradients. In order to do so, we need to consider the special choice of $\kappa_{N}(\theta)$ which permits to observe simultaneously the diffusive operator, the boundary conditions and the reaction term.

### 3. Statement of results

**3.1. Hydrodynamic equations.** In order to define properly the notion of weak solutions of the several equations that we find, we need to introduce some notation.

For any interval $I \subseteq \mathbb{R}$, we denote by $C^{k}(I)$ (resp. $C^{k}_{c}(I)$) the space of continuous real-valued functions (resp. with compact support included in $I$) with the first $k$-th derivatives being continuous. Moreover, for $T > 0$, we say that a function $H \in C^{m,n}([0,T] \times I)$ if $H(\cdot, x) \in C^{m}([0,T])$ and $H(t, \cdot) \in C^{n}(I)$ for any $x \in I$ and $t \in [0,T]$. Analogously $H \in C^{m,n}_{c}([0,T] \times I)$ if $H \in C^{m,n}([0,T] \times I)$ and $H(t, \cdot) \in C^{n}(I)$ for any $t \in [0,T]$. For any $d \in \mathbb{N}$ and any $G \in C^{m,n}([0,T] \times I)$, we denote by $G^{1}$, $G^{n}$ (or $\Delta G$), $G(d)$, and $\partial G$ (or $\partial_{x} G$) resp. the first, the second, the $d$-th order derivative of $G$ with respect to the space variable, and the first derivative with respect to the time variable. In addition, for any Polish space $E$, we consider the Skorokhod space $\mathcal{D}(I,E)$, i.e. the space of right continuous functions with left limits, defined from $I$ to $E$. Analogously, we denote by $C(I,E)$ the space of continuous functions from $I$ to $E$.

The space $L^{2}(I)$ denotes the usual $L^{2}$ space with the Lebesgue measure, i.e. the space of functions $G$ such that $\int_{I} G(u)^{2} du < \infty$. This is the norm induced by the inner product $\langle G, H⟩ = \int_{I} G(u)H(u)du$ for $H, G \in L^{2}(I)$. Analogously we denote by $L^{1}(I)$ the space of functions $G$ such that $\int_{I} |G(u)| du < \infty$. Let $\mathcal{X}^{1}(I)$ (resp. $\mathcal{X}^{1}_{0}(I)$) be the classical Sobolev space $\mathcal{W}^{1,2}(I)$ defined as the closure of $C^{1}(I)$ (resp. $C^{1}_{c}(I)$) with respect to the norm defined by $\|G\|_{\mathcal{X}^{1}(I)}^{2} := \|G\|_{L^{2}(I)}^{2} + \|G'\|_{L^{2}(I)}^{2}$. Moreover, $L^{2}([0,T], \mathcal{X}^{1}(I))$ is the space of functions $G$ defined on $[0,T] \times I$ for which $\int_{0}^{T} \|G(s, \cdot)\|_{\mathcal{X}^{1}(I)}^{2} ds < \infty$. If $I = [0,1]$ we will omit the spatial variable in the notation and we just write $L^{2}$, $\mathcal{X}^{1}$, $\mathcal{X}^{1}_{0}$ and $L^{1}$. Let us introduce also, for $u \in (0,1)$,

$$V_{0}(u) := \alpha r^{-}(u) + \beta r^{+}(u) \quad \text{and} \quad V_{1}(u) := r^{-}(u) + r^{+}(u),$$

where

$$r^{-}(u) := \frac{c_{2}}{2u^{2}} \quad \text{and} \quad r^{+}(u) := \frac{c_{2}}{2(1-u)^{2}}.$$
To properly define the notion of weak solutions, we need to introduce other space of test functions:

\[ \mathcal{S}_{\text{Dir}} := \{ G \in C^{1,2}([0, T] \times (0, 1)) : G_t(1) = G_t(0) = 0, \forall t \in [0, T] \} ; \]

\[ \mathcal{S}_{\text{Rob}}(\hat{m}, \hat{c}_2) := \{ G \in C^{1,2}([0, T] \times (0, 1)) : \]

\[ \partial_u G_t(1) = \frac{\hat{m}}{c_2} (\beta - G_t(1)) \] and \[ \partial_u G_t(0) = \frac{\hat{m}}{c_2} (G_t(0) - \alpha), \forall t \in [0, T] \}. \]

Above \( \hat{m} \geq 0 \) and \( \hat{c}_2 > 0 \). Moreover, we use the notation \( \mathcal{S}_{\text{Neu}} := \mathcal{S}_{\text{Rob}}(0, \hat{c}_2) \).

**Definition 3.1.** Let \( \hat{k} > 0, \hat{c}_2 \geq 0 \) and let \( g : [0, 1] \rightarrow [0, 1] \) be a measurable function. We say that \( \rho : [0, T] \times [0, 1] \rightarrow [0, 1] \) is a weak solution of the reaction-diffusion equation with inhomogeneous Dirichlet boundary conditions and initial condition \( g \):

\[
\begin{aligned}
\partial_t \rho_t(u) &= \hat{c}_2 \Delta \rho_t(u) + \hat{k} \left( V_0(u) - V_1(u) \rho_t(u) \right), \quad (t, u) \in [0, T] \times (0, 1), \\
\rho_t(0) &= \alpha, \quad \rho_t(1) = \beta, \quad t \in [0, T] \\
\rho_0(u) &= g(u), \quad u \in (0, 1),
\end{aligned}
\]

if:

1. If \( \hat{k} > 0 \), then \( \int_0^T \int_0^1 \left( \frac{\alpha - \rho_t(u)}{u} \right)^2 + \left( \frac{\beta - \rho_t(u)}{1-u} \right)^2 du \right) ds < \infty. \)
2. For all \( t \in [0, T] \) and all functions \( G \in C^{1,2}_c([0, T] \times (0, 1)) \) we have that

\[
F_{\text{Reac}}(t, \rho, G, g) := \langle \rho_t, G_t \rangle - \langle g, G_0 \rangle - \int_0^t \langle \rho_{ss} \left( \partial_s + \hat{c}_2 \Delta \right) G_s \rangle ds \]

\[
+ \hat{k} \int_0^t \int_0^1 G_s(u) (V_0(u) - V_1(u) \rho_s(u)) du \] ds = 0. \]

3. If \( \hat{c}_2 > 0 \) and \( \hat{k} = 0 \), \( \rho_t(0) = \alpha \) and \( \rho_t(1) = \beta \), \( t \)-almost everywhere in \( (0, T] \).

**Definition 3.2.** Let \( \hat{c}_2 > 0 \) and let \( g : [0, 1] \rightarrow [0, 1] \) be a measurable function. We say that \( \rho : [0, T] \times [0, 1] \rightarrow [0, 1] \) is a weak solution of the diffusion equation with inhomogeneous Dirichlet boundary conditions and initial condition \( g \):

\[
\begin{aligned}
\partial_t \rho_t(u) &= \hat{c}_2 \Delta \rho_t(u), \quad (t, u) \in [0, T] \times (0, 1), \\
\rho_t(0) &= \alpha, \quad \rho_t(1) = \beta, \quad t \in [0, T] \\
\rho_0(u) &= g(u), \quad u \in (0, 1),
\end{aligned}
\]

if:

1. For all \( t \in [0, T] \) and all functions \( G \in \mathcal{S}_{\text{Dir}} \) we have that

\[
F_{\text{Dir}}(t, \rho, G, g) := \langle \rho_t, G_t \rangle - \langle g, G_0 \rangle - \int_0^t \langle \rho_{ss} \left( \partial_s + \hat{c}_2 \Delta \right) G_s \rangle ds \\
- \int_0^t \beta \partial_u G_s(1) + \alpha \partial_u G(0) \] = 0. \]

2. \( \rho_t(0) = \alpha \) and \( \rho_t(1) = \beta \), \( t \)-almost everywhere in \( (0, T] \).

**Remark 3.3.** Observe that item (3) of Definition 3.1 and item (2) of Definition 3.2 are needed in order to prove uniqueness of weak solutions, see Appendix A. We prove that the solution satisfies those two items in Section 4.2.2 for the case \( \hat{k} = 0 \). In the case of Definition 3.1 with \( \hat{k}, \hat{c}_2 > 0 \), we prove item (3) as a consequence of item (1), as in [5].
Definition 3.4. Let \( \hat{\epsilon}_2 > 0, \hat{m}, \hat{k} \geq 0 \) and let \( g : [0,1] \to [0,1] \) be a measurable function. We say that \( \rho : [0,T] \times [0,1] \to [0,1] \) is a weak solution of the diffusion equation with inhomogeneous Robin boundary conditions and initial condition \( g \):

\[
\begin{align*}
\partial_t \rho_t(u) &= \hat{\epsilon}_2 \Delta \rho_t(u), & (t,u) & \in [0,T] \times (0,1), \\
\partial_u \rho_t(0) &= \frac{\hat{m}}{\hat{\epsilon}_2} (\rho_t(0) - \alpha), & \partial_u \rho_t(1) &= \frac{\hat{m}}{\hat{\epsilon}_2} (\beta - \rho_t(1)), & t & \in [0,T] \\
\rho_0(u) &= g(u), & u & \in (0,1),
\end{align*}
\]

(3.8)

if for all \( t \in [0,T] \) and all functions \( G \in \mathcal{C}_\text{Rob}(\hat{m}, \hat{\epsilon}_2) \) we have that

\[
F_{\text{Rob}}(t, \rho, G, g) := \langle \rho_t, G_t \rangle - \langle g, G_0 \rangle - \int_0^t \langle \rho_{s\cdot}, (\partial_s + \hat{\epsilon}_2 \Delta) G_s \rangle \, ds = 0.
\]

(3.9)

Remark 3.5. Observe that (3.8) with \( \hat{m} = 0 \) becomes the heat equation with Neumann boundary conditions.

3.2. Hydrodynamic limit. Denote by \( \mathcal{M}^+ \) the space of positive measures on \([0,1]\) with total mass bounded by 1 equipped with the weak topology. The empirical measure \( \pi^N(\eta, du) \in \mathcal{M}^+ \) is defined, for any configuration \( \eta \in \Omega_N \), by

\[
\pi^N(\eta, du) := \frac{1}{N-1} \sum_{x \in \Lambda_N} \eta(x) \delta_{\frac{x}{N}}(du),
\]

(3.10)

where \( \delta_a \) is a Dirac mass on \( a \in [0,1] \). We use the notation \( \pi^N_t(du) := \pi^N(\eta^N_t, du) \).

Fix \( T > 0 \). We denote by \( \mathbb{P}_{\mu_N} \) the probability measure in the Skorohod space \( \mathcal{D}([0,T], \Omega_N) \) induced by the Markov process \( \{\eta^N_t\}_{t \in [0,T]} \) with initial distribution \( \mu_N \). Moreover, we denote by \( \mathbb{E}_{\mu_N} \) the expectation with respect to \( \mathbb{P}_{\mu_N} \). Let \( \{Q_N\}_{N>1} \) be the sequence of probability measures on \( \mathcal{D}([0,T], \mathcal{M}^+) \) induced by the Markov process \( \{\pi^N_t\}_{t \in [0,T]} \) and by \( \mathbb{P}_{\mu_N} \).

Definition 3.6. Let \( \rho_0 : [0,1] \to [0,1] \) be a measurable function. We say that a sequence of probability measures \( \{\mu_N\}_{N>1} \) on \( \Omega_N \) is associated with the profile \( \rho_0(\cdot) \) if for any continuous function \( G : [0,1] \to \mathbb{R} \) and every \( \delta > 0 \)

\[
\lim_{N \to \infty} \mu_N \left( \eta \in \Omega_N : \left| \frac{1}{N-1} \sum_{x \in \Lambda_N} G \left( \frac{x}{N} \right) \eta(x) - \langle G, \rho_0 \rangle \right| > \delta \right) = 0.
\]

The next statement is the main theorem of this work.

Theorem 3.7 (Hydrodynamic limit).

Let \( g : [0,1] \to [0,1] \) be a measurable function and let \( \{\mu_N\}_{N>1} \) be a sequence of probability measures in \( \Omega_N \) associated with \( g(\cdot) \). Then, for any \( 0 \leq t \leq T \),

\[
\lim_{N \to \infty} \mathbb{P}_{\mu_N} \left( \eta^N \in \mathcal{D}([0,T], \Omega_N) : \left| \frac{1}{N-1} \sum_{x \in \Lambda_N} G \left( \frac{x}{N} \right) \eta^N_t(x) - \langle G, \rho_t \rangle \right| > \delta \right) = 0,
\]

where the time scale \( \Theta(N) \) is given by

\[
\Theta(N) = \begin{cases} 
N^{2+\theta} & \theta < 0; \\
N^{2} & \theta \geq 0;
\end{cases}
\]

(3.11)

and \( \rho \) is the unique weak solution of:

- (3.4) with \( \hat{k} = k \) and \( \hat{\epsilon}_2 = 0 \) if \( \theta < 0 \);
The strategy of the proof is by means of the entropy method, first introduced in [12], and it is divided into two fundamental steps. The first one consists in showing that the sequence \(\{Q_N\}_{N>1}\) admits limit points (Section 5). The second consists in characterizing uniquely the limit point, by showing that it is a delta measure supported on the trajectories of measures that are absolutely continuous with respect to the Lebesgue measure, that is, of the form \(\pi = \rho \, d\mu\). In fact, this is true and it follows from Proposition 5.1. Moreover, we refer the interested reader to, for example, Section 2.10 of [10], where we prove that the density satisfies the integral formulation of the respective hydrodynamic equation. Finally, in Appendix A we prove the uniqueness of weak solutions of the hydrodynamic equations.

4. Characterization of limit points

We start assuming that the sequence of measures \(\{Q_N\}_{N>1}\) has a subsequence converging weakly to some measure \(Q\). In fact, this is true and it follows from Proposition 5.1. Moreover, since we work with an exclusion process, the limiting measure \(Q\) is concentrated on a trajectory of measures that are absolutely continuous with respect to the Lebesgue measure, that is, of the form \(\pi = \rho \, d\mu\). The proof of this result is quite standard and we do not repeat it here, but we refer the interested reader to, for example, Section 2.10 of [10]. Therefore, we want to show that the limit point \(Q\) is concentrated on measures whose densities \(\rho\) are unique weak solutions of the respective hydrodynamic equations. This is the content of the next proposition.

**Proposition 4.1.** For any limit point \(Q\) of the sequence \(\{Q_N\}_{N>1}\) it holds

- for \(\theta \leq 0\):
  \[
  Q\left(\pi : F_{\text{Reac}}(t, \rho, G, g) = 0, \forall t \in [0, T], \forall G \in C^{1,2}_c([0, T] \times [0, 1])\right) = 1.
  \]
  where \(\dot{\epsilon}_2 = c_2\) for \(\theta = 0\) and \(\dot{\epsilon}_2 = 0\) for \(\theta < 0\).

- for \(\theta \in (0, 1)\):
  \[
  Q\left(\pi : F_{\text{Dir}}(t, \rho, G, g) = 0, \forall t \in [0, T], \forall G \in \mathcal{F}_{\text{Dir}}\right) = 1.
  \]

- for \(\theta \geq 1\):
  \[
  Q\left(\pi : F_{\text{Rob}}(t, \rho, G, g) = 0, \forall t \in [0, T], \forall G \in \mathcal{F}_{\text{Rob}}(\hat{m}, \hat{\epsilon}_2)\right) = 1.
  \]

  where for \(\theta = 1\), \(\hat{m} = m\) and \(\hat{\epsilon}_2 = c_2\); and for \(\theta > 1\), \(\hat{m} = 0\).

The proof of last proposition can be easily adapted from the one in [5] (see Proposition 7.1 there) by using the results presented in the next sections.

4.1. Heuristics for hydrodynamic equations. The aim of this section is show that density \(\rho\) satisfies the integral equations given in the definition of weak solutions. To that end, the starting point is Dynkyn’s formula (see, for example, Lemma 5.1 of [14]) from which, for any \(t \in [0, T]\) and any test function \(G \in C^{1,2}_c([0, T] \times [0, 1])\),

\[
M^N_t(G_t) = \langle \pi^N_t, G_t \rangle - \langle \pi^N_0, G_0 \rangle - \int_0^t (\Theta(N) \ell_N + \partial_s) \langle \pi^N_s, G_s \rangle \, ds
\]

is a martingale with respect to the natural filtration \(\mathcal{F}_s = \sigma(\eta_{s': s' \leq t})\) for \(t \in [0, T]\). Hereinafter, we avoid the dependence on time from the test function \(G\), since it does not require any particular
uniformly bounded. Indeed, (4.2) can be written as
\[
M_t^N(G) = \langle \pi_t^N, G \rangle - \langle \pi_0^N, G \rangle - \int_0^t \langle \pi_s^N, \mathcal{A} G \rangle \, ds,
\]
plus some term which vanishes in \( L^1 \), as \( N \to \infty \) and with a certain operator \( \mathcal{A} \) acting on the test function \( G \). In this way, heuristically speaking, Under the hypothesis of convergence of the empirical measures \( \{ \pi^N \}_{N>1} \) to absolutely continuous measures with respect to the Lebesgue measure on \([0,1]\) with a density \( \rho_\ast \), by proving that the martingale \( M_t^N(G) \) vanishes in \( L^2 \), then we would obtain that the limit as \( N \to \infty \) in \( L^1 \) of the last display would be equal to
\[
0 = \langle \rho_\ast, G \rangle - \langle \rho_\ast, G \rangle - \int_0^t \int_0^1 (\mathcal{A} G)(u) \rho_\ast(u) \, du \, ds.
\]
This will correspond to the integral formulation of the weak solution of the hydrodynamic equations that we introduced in Section [3.11].

In order to do this, we first study the integral term in (4.1), which is the one relying on the specific form of the dynamics. Simple, but long computations (see also (3.2) of [5]), give
\[
\Theta(N) L_N \langle \pi^N_s, G \rangle = \frac{\Theta(N)}{N-1} \sum_{x \in \Lambda_N} (\mathcal{L}_N G)(\xi_N^x) \eta_N^x(x) + \frac{\kappa_N(\theta) \Theta(N)}{(N-1)N^\theta} \sum_{x \in \Lambda_N} G(\xi_N^x)(r_N^x(\xi_N^x)(\alpha - \eta_N^x(x)) + r_N^x(\xi_N^x)(\beta - \eta_N^x(x))), \tag{4.2}
\]
where
\[
\mathcal{L}_N G(\xi_N^x) := \sum_{y \in \Lambda_N} (G(\xi_N^y) - G(\xi_N^x)) p(y-x) \tag{4.3}
\]
and for any \( x \in \Lambda_N \)
\[
r_N^x(\xi_N^x) := \sum_{y \geq x} p(y) \quad \text{and} \quad r_N^x(\xi_N^x) := \sum_{y \leq N-x} p(y). \tag{4.4}
\]
Now, we analyze each regime of \( \theta \in \mathbb{R} \) separately by taking the corresponding space of test functions and the respective time scale of (3.11). The reader can combine these computations and follow the proof of Proposition 7.1 of [5] in order to conclude.

4.1.1. Case \( \theta < 0 \). Recall from (3.5) and (3.11) that in this regime we consider test functions \( G \in C_\infty^\infty([0,1]) \) and \( \Theta(N) = N^{2+\theta} \). The first term on the right-hand side of (4.2) can be studied by using the fact that \( G^{(d)}(0) = G^{(d)}(1) = 0 \) for any \( d \geq 0 \) and also that both \( G, G', \Delta G \) are uniformly bounded. Indeed, (4.2) can be written as
\[
\frac{N^{2+\theta}}{N-1} \sum_{x \in \Lambda_N} \sum_{y \in \Lambda_N} (G(\xi_N^y) - G(\xi_N^x)) p(y-x) \eta_N^x(x), \tag{4.5}
\]
and since for any \( x \in \Lambda_N \) we have \( \eta_N^x(x) \leq 1 \) together with a Taylor expansion on \( G \), last display is bounded from above by a constant times
\[
\left| \frac{N^{1+\theta}}{N-1} \sum_{x \in \Lambda_N} G'(\xi_N^x) \sum_{y=1-x}^{N-1-x} y^{-2} \right| \lesssim N^\theta \sum_{x \in \Lambda_N} \left| G'(\xi_N^x) \right| x^{-1} \lesssim \frac{N^\theta}{\log(N)}, \tag{4.6}
\]
plus a term that vanishes, as $N \to \infty$. Observe that last display also vanishes, as $N \to \infty$, since $\theta < 0$. The last two terms on the right-hand side of (4.2) are analyzed in the same way as in Section 3.1 of [5], by using Lemma 3.3 of [5], the fact that $G \in C^\infty_c([0,1])$ and the hypothesis on the convergence of $\{\pi^N\}_{N>1}$. We omit these computations here and leave the details to the reader.

4.1.2. Case $\theta = 0$. In this regime $G \in C^\infty_c([0,1])$ and $\Theta(N) = N^{2+\theta}$. The first term on the right-hand side of (4.2) can be treated using Lemma 6.2. Thus, we can rewrite it as $c_2 \langle \Delta G, \pi^N \rangle$ plus terms vanishing, as $N \to \infty$. Indeed, since $G'(0) = G'(1) = 0$, by looking at the statement of Lemma 6.2 the term on the right-hand side of (6.2) can be rewritten as

$$
\frac{1}{\log(N)} \sum_{x \in \Lambda_N} \eta^N(x) G'(\frac{x}{N})(y-x)p(y-x).
$$

From a Taylor expansion on $G$ (recall that $G'(0) = 0$ since $G$ has compact support), last expression can be bounded from above by a constant times

$$
\left| \frac{1}{N \log(N)} \sum_{x \in \Lambda_N} x \sum_{y=1+x}^{N-1+x} y^{-2} \right| \lesssim \frac{1}{N \log(N)} \sum_{x \in \Lambda_N} 1 \lesssim \frac{1}{\log(N)},
$$

plus a term that vanishes, as $N \to \infty$. By taking $N \to \infty$, last display also vanishes. To treat the second term on the right-hand side of (4.2), we have to be a bit careful. Recall that $\kappa_N(0) = \kappa \log(N)$. Therefore, since $G \in C^\infty_c([0,1])$, from Lemma 3.3 of [6], the second term on the right-hand side of (4.2) can be rewritten as some term vanishing, as $N \to \infty$, plus $\kappa \langle G, V_0 \rangle - \kappa \langle GV_1, \pi^N \rangle$, where $V_0$ and $V_1$ were defined in (3.1).

4.1.3. Case $\theta \in (0,1)$. Recall from (3.7) that in this case we consider $G \in \mathcal{S}_{Dir}$ (and recall that we are ignoring the time dependence on $G$). Observe from (3.11) that $\Theta(N) = N^2/\log(N)$. The first term on the right-hand side of (4.2) is treated exactly as in the case $\theta = 0$. Let us now analyze the second term on the right-hand side of (4.2) focusing on the term involving $r_N^{-s}$, since the other one can be studied in a similar way. Following the same computations as in Section 3 of [2], it is possible to show that $r_N^{-s}$ is bounded by a term of order $x^{-2}$ and, since $\eta^N_s$ is uniformly bounded, we can bound from above the whole term by a constant times

$$
\frac{\kappa N}{N^\theta \log(N)} \sum_{x \in \Lambda_N} G(\frac{x}{N}) \frac{1}{x^2} = \frac{\kappa}{N^\theta \log(N)} |G'(0)| \sum_{x \in \Lambda_N} \frac{1}{x} + \frac{\kappa}{N^{\theta+1} \log(N)} \sum_{x \in \Lambda_N} |G''(\xi)|
$$

for some $\xi \in (0, \frac{x}{N})$. Note that the first term on the right-hand side of the previous display is of order $N^{-\theta}$ and the second one is of order $(N^\theta \log(N))^{-1}$, hence the whole term vanishes, as $N \to \infty$.

4.1.4. Case $\theta = 1$. Recall from (3.9) that in this case we take test functions $G \in \mathcal{S}_{rob}(m, c_2)$, but we assume that they do not depend on time and recall from (3.11) that $\Theta(N) = N^2/\log(N)$. The first term on the right-hand side of (4.2) can be analyzed using Lemma 6.2 and it is equal to

$$
\frac{c_2}{N-1} \sum_{x \in \Lambda_N} \eta^N_s(x) \Delta G(\frac{x}{N}) + \frac{1}{\log(N)} \sum_{x,y \in \Lambda_N} G'(\frac{x}{N})(y-x)p(y-x)\eta^N_s(x),
$$

for some $\xi \in (0, \frac{x}{N})$. Note that the first term on the right-hand side of the previous display is of order $N^{-\theta}$ and the second one is of order $(N^\theta \log(N))^{-1}$, hence the whole term vanishes, as $N \to \infty$.
plus a term that vanishes, as \( N \to \infty \). Let us focus on the term on the right-hand side of the previous display. By extending the sum in \( y \) to the whole set \( \mathbb{Z} \) and by the symmetry of \( p(\cdot) \), we can rewrite that term as

\[
\frac{1}{\log(N)} \sum_{x \in \Lambda_N} G'(\frac{x}{N}) \eta_{s}^{N}(x)(\Theta_{x}^{-} - \Theta_{x}^{+}) \quad (4.9)
\]

where

\[
\Theta_{x}^{-} := \sum_{y \leq 0} (x - y)p(x - y) \quad \text{and} \quad \Theta_{x}^{+} := \sum_{y \geq N} (y - x)p(y - x). \quad (4.10)
\]

Let us now introduce the following quantities. For \( s \in [0, T] \), \( N > 1 \) and \( \epsilon > 0 \), we define

\[
\overline{\eta}_{s}^{\epsilon N}(0) := \frac{1}{\epsilon N} \sum_{x = 1}^{\epsilon N} \eta_{s}^{N}(x) \quad \text{and} \quad \overline{\eta}_{s}^{\epsilon N}(N) := \frac{1}{\epsilon N} \sum_{x = N - \epsilon N}^{N-1} \eta_{s}^{N}(x). \quad (4.11)
\]

Above \( \epsilon N \) should be understood as \( \lfloor \epsilon N \rfloor \) and \( \overline{\eta}_{s}^{\epsilon N}(0) = \langle \pi_{s}^{N}, \iota_{s}^{1} \rangle \) and \( \overline{\eta}_{s}^{\epsilon N}(N) = \langle \pi_{s}^{N}, \iota_{s}^{1} \rangle \) where \( \iota_{s}^{0}(u) = \mathbf{1}_{(0, \epsilon)}(u) \) and \( \iota_{s}^{1}(u) = \mathbf{1}_{(1 - \epsilon, 1)}(u) \). The same remark holds also for the definition of the left average. Heuristically, since the limiting trajectory consists of absolutely continuous measures with respect to the Lebesgue measure, we have that for \( r \in \{0, 1\} \), \( \langle \pi_{s}^{N}, \iota_{s}^{r} \rangle \) converges, when \( N \to \infty \), to

\[
\langle \pi_{s}, \iota_{s}^{r} \rangle = \int_{0}^{1} \rho_{s}(u)\iota_{s}^{r}(u) \, du
\]

where \( \rho_{s} \) is the density profile that we aim to characterize. Then, by taking the limit as \( \epsilon \to 0 \) we obtain that \( \langle \pi_{s}, \iota_{s}^{r} \rangle \) converges to \( \rho_{s}(r) \), as \( \epsilon \to 0 \), for all \( s \in [0, T] \). Putting together these observations we get that \( \lim_{\epsilon \to 0} \lim_{N \to \infty} \langle \pi_{s}^{N}, \iota_{s}^{r} \rangle = \rho_{s}(r) \) for \( r \in \{0, 1\} \) in the \( L^{1} \) sense.

Now, from Lemma 6.3 we can rewrite (4.9) as

\[
\frac{1}{\log(N)} \overline{\eta}_{s}^{\epsilon N}(0) \sum_{x \in \Lambda_N} G'(\frac{x}{N}) \Theta_{x}^{-} - \frac{1}{\log(N)} \overline{\eta}_{s}^{\epsilon N}(N) \sum_{x \in \Lambda_N} G'(\frac{x}{N}) \Theta_{x}^{+} \quad (4.12)
\]

plus some terms vanishing in \( L^{1} \), as \( N \to \infty \). Now, we are going to analyze in detail just the term on the left-hand side of last display, since the other one can be analyzed analogously. By a Taylor expansion on \( G' \) around 0, we can rewrite that term as

\[
\frac{1}{\log(N)} G'(0) \overline{\eta}_{s}^{\epsilon N}(0) \sum_{x \in \Lambda_N} \Theta_{x}^{-} + \frac{1}{N \log(N)} \overline{\eta}_{s}^{\epsilon N}(0) \sum_{x \in \Lambda_N} G''(\frac{x}{N}) \Theta_{x}^{-}
\]

for some \( \xi \in (0, \frac{\pi}{N}) \). From Lemma 6.1 the leftmost term of last display can be rewritten as

\[
\frac{\kappa N}{N-1} \sum_{x \in \Lambda_N} G(\frac{x}{N}) r_{N}^{-}(\frac{x}{N})(\alpha - \eta_{s}^{N}(x))
\]

for some \( \xi \in (0, \frac{\pi}{N}) \). From Lemma 6.1 the rightmost term of last display can be rewritten as

\[
\frac{\kappa N}{N-1} \sum_{x \in \Lambda_N} G(\frac{x}{N}) r_{N}^{-}(\frac{x}{N})(\alpha - \eta_{s}^{N}(x))
\]

for some \( \xi \in (0, \frac{\pi}{N}) \). From Lemma 6.1 the rightmost term of last display can be rewritten as

\[
\frac{\kappa N}{N-1} \sum_{x \in \Lambda_N} G(\frac{x}{N}) r_{N}^{-}(\frac{x}{N})(\alpha - \eta_{s}^{N}(x))
\]
From Remark 6.4, the time integral from 0 to \( t \) of this term can be replaced by the same time integral of
\[
\frac{\kappa N}{N - 1} \sum_{\nu \in \Lambda_{N}} G(\frac{\nu}{N})r_{N}^{-}(\frac{\nu}{N})(\alpha - \eta_{s}^{e_{N}}(0)),
\]
plus a term vanishing in \( L^{1} \), as \( N \to \infty \). Then, by a Taylor expansion on \( G \) around 0 we can rewrite last display as
\[
(a - \eta_{s}^{e_{N}}(0))\kappa \sum_{x \in \Lambda_{N}} r_{N}^{-}(\frac{x}{N})[G(0) + \frac{x}{N}G'(\xi)]
\]
(4.13)
for some \( \xi \in (0, \frac{\nu}{N}) \). Observe that, since \( r_{N}^{-} \) is bounded from above by a term of order \( x^{-2} \), the second term of the previous display can be bounded from above by:
\[
\left| \frac{\kappa(a - \eta_{s}^{e_{N}}(0))}{N} \sum_{x \in \Lambda_{N}} xr_{N}^{-}(\frac{x}{N})G'(\xi) \right| \lesssim \frac{\kappa}{N} \sum_{x \in \Lambda_{N}} xr_{N}^{-}(\frac{x}{N}) \lesssim \frac{\log(N)}{N},
\]
(4.14)
which vanishes, as \( N \to \infty \).

Finally, thanks to the fact that \( \sum_{\nu \in \Lambda_{N}} r_{N}^{-}(\frac{\nu}{N}) \) converges to \( m \), as \( N \to \infty \) (for details see equation (3.7) of [5]), the whole term that we are analyzing can be replaced by \( \kappa m G(0)(\alpha - \eta_{s}^{e_{N}}(0)) \), plus some error which vanishes, as \( N \to \infty \). In a similar way it is not difficult to show that the term involving \( r_{N}^{+} \) in last term of (4.2) can be rewritten as \( \kappa m G(1)(\beta - \eta_{s}^{e_{N}}(1)) \), plus terms vanishing in \( L^{1} \), as \( N \to \infty \). Putting all this together, we conclude that the last integral in (4.11) can be rewritten, under the hypothesis of convergence of the sequence of empirical measures and the properties of functions in \( \mathcal{F}_{Rob}(m,c_{2}) \), as
\[
\int_{0}^{t} \int_{0}^{1} c_{2} \Delta G(u) \rho_{s}(u) du ds,
\]
plus terms vanishing in \( L^{1} \), as \( N \to \infty \).

4.1.5. Case \( \theta > 1 \). As in the previous case, recall from (3.9) that the test functions \( G \in \mathcal{F}_{Neu} \) and we assume that they do not depend on time, and recall from (3.11) that \( \Theta(N) = N^{2}/\log(N) \). The analysis of the first term in (4.2) is the same as in the case \( \theta = 1 \). It remains to study the last term on the right-hand side of (4.2). We focus on the part involving \( r_{N}^{-} \), since the other one can be studied in an analogous way. Recall that in this regime \( \kappa_{N}(\theta) = \kappa \). By using the fact that the sum \( \sum_{\nu \in \Lambda_{N}} r_{N}^{-}(\frac{\nu}{N}) \) is convergent, \( G \) and \( (\alpha - \eta_{s}^{N}(x)) \) are uniformly bounded, we have that
\[
\left| \frac{\kappa N^{1-\theta}}{(N - 1) \log(N)} \sum_{\nu \in \Lambda_{N}} G(\frac{\nu}{N})r_{N}^{-}(\frac{\nu}{N})(\alpha - \eta_{s}^{N}(x)) \right| \lesssim \frac{N^{1-\theta}}{\log(N)}
\]
which vanishes, as \( N \to \infty \).

Now, we introduce the ingredients in order to prove properly some of the results above.

4.2. Dirichlet form and relative entropy. For a probability measure \( \mu \) on \( \Omega_{N} \) and a density function \( f \) with respect to \( \mu \), we introduce the quadratic form given by \( D_{N} := D_{N}^{0} + D_{N}^{l} + D_{N}^{r} \).
where
\begin{align*}
D^0_N(\sqrt{f}, \mu) &:= \frac{1}{2} \int \sum_{x,y \in \Lambda_N} p(y-x) \left( \sqrt{f(\sigma^x y)} - \sqrt{f(\eta)} \right)^2 d\mu, \\
D^L_N(\sqrt{f}, \mu) &:= \frac{\kappa \langle \theta \rangle}{N^2} \int \sum_{x \in \Lambda_N} r_N^{-1}(x) c_x(\eta; \alpha) \left( \sqrt{f(\sigma^x \eta)} - \sqrt{f(\eta)} \right)^2 d\mu, \\
D^\ell_N(\sqrt{f}, \mu) &:= \frac{\kappa \langle \theta \rangle}{N^2} \int \sum_{x \in \Lambda_N} r_N^{-1}(x) c_x(\eta; \beta) \left( \sqrt{f(\sigma^x \eta)} - \sqrt{f(\eta)} \right)^2 d\mu.
\end{align*}

In equation (5.4) of [5] it was obtained a relationship between $D_N(\sqrt{f}, \mu)$ and the Dirichlet form $\langle L_N \sqrt{f}, \sqrt{f} \rangle_\mu$ for a certain choice of $\mu$. We recall it here. Let $\nu_{h(\cdot)}$ be the Bernoulli product measure defined by its marginals
\begin{equation}
\nu_{h(\cdot)}(\eta \in \Omega_N : \eta(x) = 1) = h(\frac{x}{N})
\end{equation}
with $h : [0, 1] \rightarrow [0, 1]$ a Lipschitz function satisfying $h(0) = \alpha$ and $h(1) = \beta$. Then
\begin{equation}
\langle L_N \sqrt{f}, \sqrt{f} \rangle_{\nu_{h(\cdot)}} \leq -\frac{1}{4} D_N(\sqrt{f}, \nu_{h(\cdot)}) + \frac{\log(N)}{N} + \frac{1}{N \theta}.
\end{equation}

If $h$ is a constant function then
\begin{equation}
\langle L_N \sqrt{f}, \sqrt{f} \rangle_{\nu_{h(\cdot)}} \leq -\frac{1}{4} D_N(\sqrt{f}, \nu_{h(\cdot)}) + \frac{1}{N \theta}.
\end{equation}

We state now a relative entropy estimate which is fundamental in the proof of the next results. For two measures $\mu$ and $\hat{\mu}$ both defined in $\Omega_N$, the relative entropy between $\mu$ and $\hat{\mu}$ is denoted by $H(\mu | \hat{\mu})$ and it is defined by $H(\mu | \hat{\mu}) := \sum_{\eta \in \Omega_N} \mu(\eta) \log \left( \frac{\mu(\eta)}{\hat{\mu}(\eta)} \right)$. In the case of an exclusion process evolving on a finite state space, it is easy to show that, for any product measure $\nu_{h(\cdot)}$ and any probability measure $\mu_N$ on $\Omega_N$, the following estimate holds
\begin{equation}
H(\mu_N | \nu_{h(\cdot)}) \leq K_0 N,
\end{equation}
where $K_0$ is a positive constant depending only on $\alpha$ and $\beta$. The proof of the previous estimate can be found, for example, in equation (5.1) of [5].

4.2.1. Proof of item (1) of Definition 3.7 The proof of this item follows Section 6.2 of [5], so we omit many details. Observe that
\begin{equation}
E_{\nu_N} \left[ \int_0^T N \sum_{x \in \Lambda_N} G_N(x) r_N^{-1}(\frac{x}{N}) (\alpha - \eta^N_N(x)) ds \right]
\end{equation}
from the entropy estimate and Jensen’s inequality, last display can be bounded from above by
\begin{equation}
\frac{H(\nu_N | \nu_{h(\cdot)})}{N} + \frac{1}{N} \log E_{\nu_{h(\cdot)}} \left[ e^{\frac{1}{N} \int_0^T N \sum_{x \in \Lambda_N} G_N(x) r_N^{-1}(\frac{x}{N}) (\alpha - \eta^N_N(x)) ds} \right].
\end{equation}

Now we can use (4.21). Moreover, by removing the absolute value in the exponential in last display (which is possible thanks to the fact that $e^{x} \leq \max \{e^x, e^{-x} \}$ and since
\begin{equation}
\limsup_N \log(a_N + b_N) \leq \max \{ \limsup_N \log(a_N), \limsup_N \log(b_N) \}
\end{equation}
and Feynman-Kac formula we can bound (4.22) from above by $K_0$ plus
\begin{equation}
\sup_f \left\{ \int N \sum_{x \in \Lambda_N} G_N(x) r_N^{-1}(\frac{x}{N}) (\alpha - \eta(x)) f(\eta) \nu_{h(\cdot)} + \frac{\Theta(N)}{N} \langle L_N \sqrt{f}, \sqrt{f} \rangle_{\nu_{h(\cdot)}} \right\}.
\end{equation}
Above the supremum is carried over all the density functions with respect to $\nu_h(\cdot)$. As in the previous proof, we can rewrite the first term inside the supremum above as

$$\int \frac{N}{2} \sum_{x \in \Lambda_N} G(\frac{x}{N}) r_N(\frac{x}{N}) (\alpha - \eta(x)) (f(\eta) - f(\sigma^x \eta)) d \nu_h(\cdot)$$

$$+ \int \frac{N}{2} \sum_{x \in \Lambda_N} G(\frac{x}{N}) r_N(\frac{x}{N}) (\alpha - \eta(x)) f(\sigma^x \eta) \left(1 - \frac{\nu_{h_{\|}}(\sigma^x \eta)}{\nu_h(\eta)}\right) d \nu_h(\cdot).$$  \hfill (4.24)

By using the inequality $ab \leq \frac{a^2}{2} + \frac{b^2}{2}$ on the first term of last display, with

$$A = \frac{N^{2+\theta}}{\Theta(N) \kappa_N(\theta)}$$

we bound it from above by a constant times

$$\int \frac{N^{3+\theta}}{4\Theta(N) \kappa_N(\theta)} \sum_{x \in \Lambda_N} G(\frac{x}{N})^2 r_N(\frac{x}{N}) (\alpha - \eta(x))^2 (\sqrt{f}(\eta) + \sqrt{f}(\sigma^x \eta))^2 d \nu_h(\cdot)$$

$$+ \int \frac{\Theta(N) \kappa_N(\theta)}{4N^{1+\theta}} \sum_{x \in \Lambda_N} r_N(\frac{x}{N}) c_x(\eta; \alpha) (\sqrt{f}(\eta) - \sqrt{f}(\sigma^x \eta))^2 d \nu_h(\cdot).$$ \hfill (4.25)

Recall (4.15) and observe that the last term above can be rewritten as

$$\frac{\Theta(N)}{4N} D^1_N(\sqrt{f}, \nu_h(\cdot)) \leq \frac{\Theta(N)}{4N} D_N(\sqrt{f}, \nu_h(\cdot)).$$ \hfill (4.26)

So, this term summed with the last one inside the supremum in (4.23), thanks to (4.19), is equal to some term that vanishes, as $N \to \infty$. Observe now that there exists a constant $C > 0$ such that the first term of (4.25) is equal to

$$\int \frac{N}{4k} \sum_{x \in \Lambda_N} G(\frac{x}{N})^2 r_N(\frac{x}{N}) (\alpha - \eta(x))^2 (\sqrt{f}(\eta) + \sqrt{f}(\sigma^x \eta))^2 d \nu_h(\cdot)$$

$$\leq \frac{1}{4N^k} \sum_{x \in \Lambda_N} N^2 G(\frac{x}{N})^2 r_N(\frac{x}{N}) \int_{\Omega_N} (\sqrt{f}(\eta) + \sqrt{f}(\sigma^x \eta))^2 d \nu_h(\cdot)$$

$$\leq \frac{C}{N} \sum_{x \in \Lambda_N} N^2 G(\frac{x}{N})^2 r_N(\frac{x}{N}),$$ \hfill (4.27)

because $(\alpha - \eta(x))^2$ is uniformly bounded and $f$ is a density with respect to $\nu_h(\cdot)$. Then, thanks to Lemma 3.3 of [6], in the limit $N \to \infty$, we can bound from above the first term of (4.25) by $C \int_0^1 r^{-\|}(u) G(u)^2 d\nu_h$. The second term of (4.24) is of order $O(N^{-1})$ since it is possible to show that $\left(1 - \frac{\nu_{h_{\|}}(\sigma^x \eta)}{\nu_h(\eta)}\right)$ is of order $N^{-1}$ (see, for example, Section 5 of [5]).

Summarizing, taking the limit $N \to \infty$ in (4.22) we get

$$\mathbb{E} \left[ \int_0^T \int_0^1 \frac{G(u)(\alpha - \rho_s(u))}{|u|^2} d\tau u d\nu_h - \int_0^T \int_0^1 \frac{G(u)^2}{|u|^2} d\tau u d\nu_h \right] \leq C'$$

for some positive constant $C'$ which depends on $C$. The rest of the proof is completely analogous to the one given in Section 6.2 of [5] so we omit it and we ask the reader to fill in the details.
4.2.2. Proof of item (3) of Definition 3.1 and item (2) of Definition 3.2. Observe that for θ < 1 we need to show that the weak solutions satisfy Dirichlet boundary conditions. When θ < 0 the solution is explicit so there is nothing to verify, see Remark 2.3 of [5]. In the regime 0 ≤ θ ≤ 1 one can follow the arguments of Section 5.3 in [5] that also fit our case. We leave the details to the reader.

5. Tightness

Here we show that the sequence of measures \( \{Q_N\}_{N>1} \) is tight and so, in particular, it has limit points.

**Proposition 5.1.** The sequence of measures \( \{Q_N\}_{N>1} \) is tight in \( \mathcal{D}([0,T],\mathcal{M}^+) \) with respect to the Skorokhod topology.

**Proof.** Here we follow the proof of Proposition 4.1 of [5] and, for that reason, many details are omitted. Observe that, as in [5], we prove the result for test functions \( G \in C_c^\infty([0,1]) \), and by using an \( L^1 \) approximation (see [5] for details), we then extend the result to any \( G \in C^0([0,1]) \).

The proof follows by showing the next two items:

1. \( \lim_{\delta \to 0} \limsup_{N \to \infty} \sup_{\tau \in \mathcal{S}_T, \tau \leq \delta} \mathbb{E}_{\mu_N} \left[ \int_\tau^{\tau + \delta} \Theta(N)L_N(\tau^N_s, G) ds \right] = 0 \)
2. \( \lim_{\delta \to 0} \limsup_{N \to \infty} \sup_{\tau \in \mathcal{S}_T, \tau \leq \delta} \mathbb{E}_{\mu_N} \left[ (M^N_{\tau}(G) - M^N_{\tau + \delta}(G))^2 \right] = 0. \)

Above, \( \mathcal{S}_T \) is the set of stopping times bounded by \( T \) and we assume that all the stopping times are bounded by \( T \).

The item (1) is a consequence of the fact that there exists a constant \( C > 0 \) such that, for any \( \theta \in \mathbb{R} \) and any \( N > 1 \), \( |\Theta(N)L_N(\tau^N_s, G)| \leq C \). To prove it, recall (4.2). Then, we have to show that

\[
\frac{\Theta(N)}{N-1} \sum_{x \in \Lambda_N} |G'(\frac{x}{N})| + \frac{\kappa_N(\theta)\Theta(N)}{(N-1)^2} \sum_{x \in \Lambda_N} |G(\frac{x}{N})| \leq \frac{\Theta(N)}{N-1} \sum_{x \in \Lambda_N} |G'(\frac{x}{N})| + \frac{\kappa_N(\theta)\Theta(N)}{(N-1)^2} \sum_{x \in \Lambda_N} x (x-1) \leq C. \tag{5.1}
\]

Let us start bounding the first term on the left-hand side of last display. By a Taylor expansion on \( G \), we can bound that term from above by a constant times

\[
\frac{\Theta(N)}{N^2} \sum_{x \in \Lambda_N} |G'(\xi)| \sum_{y \in \Lambda_N} y |y-x|p(y-x)
\]

for some \( \xi \in (0, \frac{x}{N}) \). Last display can be bounded from above by a constant times

\[
\frac{\Theta(N)}{N^2} \sum_{x \in \Lambda_N} |G'(\frac{x}{N})| \sum_{y=x+1}^{N-x} yp(y) \leq \frac{\Theta(N)}{N^2} \frac{\log(N)\Theta(N)}{N^2}. \]

So, for any value of \( \Theta(N) \) given in (3.11) the first term on the left-hand side of (5.1) is of order \( O(1) \). Let us now analyze the term on the right-hand side of (5.1). First observe that, since \( G \) has compact support in \( (0,1) \) we have that \( r^N_s(\frac{x}{N}) \leq x^{-2} \) and \( r^N_s(\frac{x}{N}) \leq (N-x)^{-2} \) (see Appendix B of [5] for details on this estimate). Hence, the whole term can be bounded from above by

\[
\frac{\kappa_N(\theta)\Theta(N)}{(N-1)^2} \sum_{x \in \Lambda_N} |G'(\frac{x}{N})|\left[ x^{-2} + (N-x)^{-2} \right] \leq \frac{\kappa_N(\theta)\Theta(N)}{N^2} \sum_{x \in \Lambda_N} x^{-2} \left[ |G(\frac{x}{N})| + |G(\frac{N-x}{N})| \right]. \tag{5.2}
\]
Now, we use the fact that $G$ has compact support to perform a Taylor expansion of $G(\frac{x}{N})$ around 0 and of $G(\frac{N-x}{N})$ around 1, to get that the term on the right-hand side of (5.2) is bounded from above by a constant times $\|G''\|_\infty \frac{\kappa\Theta(N)}{N^{\theta+3}} \sum_{x \in \Lambda_N} 1$. Note that, for any value of $\Theta(N)$ this term vanishes, as $N$ goes to infinity. So, we showed (5.1).

To prove item (2), we use the fact that

$$
(M_t^N(G))^2 - \int_0^t \Theta(N)\left[ L_N(\pi_s^N, G)^2 - 2\langle \pi_s^N, G \rangle L_N(\pi_s^N, G) \right] ds,
$$

is a martingale with respect to the natural filtration $\{\mathcal{F}_t\}_{t \in [0,T]}$. If we manage to prove that the integrand in the last display is uniformly bounded in $N$, the proof ends. It is possible to bound this integrand from above by a constant times

$$
\frac{\Theta(N)}{(N-1)^4} \sum_{x,y \in \Lambda_N} (x-y)^2 p(x-y) + \frac{\kappa_N(\theta)\Theta(N)}{(N-1)^2N^\theta} \sum_{x \in \Lambda_N} (G(\frac{x}{N}))^2 (r_N^-(\frac{x}{N}) + r_N^+(\frac{x}{N})).
$$

The leftmost term in the previous display is of order $O\left(\frac{\Theta(N)\log(N)}{(N-1)^4}\right)$, so, for any value of $\Theta(N)$, it is of lower order than $O(1)$. To estimate the rightmost term in last display, we proceed as in (5.2) to bound it from above by a constant times

$$
\frac{\kappa_N(\theta)\Theta(N)}{(N-1)^2N^\theta} \sum_{x \in \Lambda_N} x^{-2}[G(\frac{x}{N})^2 + G(\frac{N-x}{N})^2] \lesssim \frac{\kappa_N(\theta)\Theta(N)}{(N-1)^2N^\theta} \lesssim 1,
$$

for any value of $\theta$. This concludes the proof. \qed

6. TECHNICAL LEMMAS

In this section we collect all the results that we used in the previous arguments.

6.1. Convergence of discrete operators.

Lemma 6.1. Recall (4.10). Then,

$$
\lim_{N \to \infty} \frac{1}{\log(N)} \sum_{x \in \Lambda_N} \Theta_x^\pm = c_2.
$$

Proof. We give in details the proof for the case $\Theta_x^-$, the case with $\Theta_x^+$ is analogous. Observe that

$$
\frac{1}{\log(N)} \sum_{x \in \Lambda_N} \Theta_x^- = \frac{1}{\log(N)} \sum_{x \in \Lambda_N} \sum_{z \geq x} z p(z) = \frac{1}{\log(N)} \left[ \sum_{z=1}^N \sum_{x=1}^z z p(z) + \sum_{z>N}^N \sum_{x=1}^{z-1} z p(z) \right],
$$

where the last equality is due to Fubini’s theorem. Note that the rightmost term in last display can be estimated by

$$
\frac{1}{\log(N)} \sum_{z>N}^N \sum_{x=1}^{z-1} z p(z) \lesssim \frac{N-1}{\log(N)} \sum_{z>N}^N z^{-2} \lesssim \frac{1}{\log(N)}
$$

so, it vanishes, as $N \to \infty$. Now observe that

$$
\frac{1}{\log(N)} \sum_{z=1}^N \sum_{x=1}^z z p(z) - c_2 = \frac{1}{\log(N)} \sum_{z=1}^N z^2 p(z) - c_2 = c_2 \left[ \frac{1}{\log(N)} \sum_{z=1}^N \frac{1}{z} - 1 \right],
$$

then thanks to the estimate $\sum_{n=1}^k n^{-1} \leq \log(k+1)$, it is easy to conclude. \qed
Lemma 6.2. For any $G$ sufficiently smooth the following limit holds:

$$\lim_{N \to \infty} \sup_{x \in \Lambda_N} \left| \frac{N^2}{\log(N)} \mathcal{L}_N G(x) - G'(\frac{x}{N}) - G''(\frac{x}{N}) \sum_{y \in \Lambda_N} (y-x)p(y-x) \right| = 0,$$  \hspace{1cm} (6.2)

where $\mathcal{L}_N$ was defined in (4.3).

Proof. By a Taylor expansion on $G$ we can bound from above the term inside the supremum by

$$\frac{1}{2 \log(N)} \sum_{y \in \Lambda_N} (y-x)^2 p(y-x) - c_2 \Delta G(\frac{x}{N}) + \frac{1}{6N \log(N)} \sum_{y \in \Lambda_N} G^{(3)}(\xi)(y-x)^3 p(y-x),$$

for some $\xi$ between $\frac{x}{N}$ and $\frac{y}{N}$, with $x,y \in \Lambda_N$. To conclude, it is enough to prove that these two terms vanish, as $N \to \infty$. Observe that, since $G^{(3)}$ and $\eta^N_\ast$ are uniformly bounded, the second term of last display can be bounded from above by a constant times

$$\frac{1}{N \log(N)} \sum_{y \in \Lambda_N} \frac{1}{\log(N)},$$

and so, it vanishes as $N \to \infty$. The remaining term can be bounded from above by

$$\sup_{x \in \Lambda_N} \left| \frac{1}{2 \log(N)} \sum_{y \in \Lambda_N} (y-x)^2 p(y-x) - c_2 \right| \lesssim \frac{c_2}{\log(N)} \sum_{y \in \Lambda_N} y^{-1} \delta_{y \neq 0} - 2c_2 \lesssim \frac{c_2}{\log(N)} \sum_{y=1}^{\log(N)-1} y^{-1} - 2c_2 \lesssim \frac{\log(N)-2+1}{\log(N)} - 1 \lesssim \frac{1}{\log(N)},$$

which vanishes, as $N \to \infty$. Above, the first inequality follows from $\Delta G$ being uniformly bounded and the second one from the inequality $\sum_{n=1}^k n^{-1} \leq \log k + 1$.

\[\square\]

6.2. Replacement lemmas. The replacement lemmas are technical results which are used to close the equations coming from the Dynkin’s formula in terms of the empirical measure.

Lemma 6.3. Fix $\varepsilon \in (0,1)$. For any $\theta \geq 1$, for any $t \in [0,T]$ and $G \in C^\infty([0,1])$, the following limit holds

$$\lim_{N \to \infty} \mathbb{E}^{\mu_N} \left[ \int_0^t \frac{1}{\log(N)} \sum_{x \in \Lambda_N} G'(\frac{x}{N})(\eta^N_s(x) - \eta^N_s(0)) \Theta_x^- ds \right] = 0.$$  \hspace{1cm} (6.3)

The same result holds for the right boundary, that is, by replacing $\eta^N_s(0)$ by $\eta^N_s(N)$ and $\Theta_x^-$ by $\Theta_x^+$ (introduced in (4.11)).

Proof. We prove in detail the limit for the left boundary but the one for the right boundary is completely analogous. By splitting the sum, we rewrite the integrand function above as

$$\frac{1}{\log(N)} \sum_{x \in \Lambda_N \atop x \leq eN} G'(\frac{x}{N})(\eta^N_s(x) - \eta^N_s(0)) \Theta_x^- + \frac{1}{\log(N)} \sum_{x \in \Lambda_N \atop x > eN} G'(\frac{x}{N})(\eta^N_s(x) - \eta^N_s(0)) \Theta_x^-.$$  \hspace{1cm} (6.4)
Observe that the term on the right-hand side of the previous display can be bounded by a constant times
\[
\frac{1}{\log(N)} \sum_{x \in \Lambda_N, x > eN} \sum_{y \geq x} c_2 y^{-2} \leq \frac{1}{\log(N)} \sum_{x \in \Lambda_N, x > eN} x^{-1} \leq \frac{1}{\log(N)} \log \left( \frac{N-1}{eN} \right)
\]
which vanishes, as \( N \to \infty \). To conclude, now we have to make use of the time integration of the remaining term. Therefore the \( L^1(\nu_h) \)-norm of the time integral from 0 to \( t \) of that term can be bounded from above, by using the entropy inequality and Jensen’s inequality by \( \frac{K_0}{P} \) plus
\[
\frac{1}{BN \log E_{\nu_h}} \left[ \int_0^t \frac{1}{\log(N)} \sum_{x \in \Lambda_N, x \leq eN} G'(\tilde{\eta})(\bar{\eta}^N(x) - \bar{\eta}^N(0)) \Theta_x^+ f(\eta) d\nu_h + \frac{N}{B \log(N)} (L_N \sqrt{f}, \sqrt{f})_{\nu_h} \right],
\]
Above \( K_0 \) and \( B \) are positive constants, We note that the constant \( K_0 \) comes from (4.21), i.e. it is the price to replace the measure \( \mu_N \) by \( \nu_h \), the Bernoulli product measure associated with a constant profile \( h(\cdot) \equiv h \). Moreover, by the Feynman-Kac’s formula, last display is bounded from above by a constant times
\[
\sup_{f} \left\{ \int \frac{1}{\log(N)} \sum_{x \in \Lambda_N, x \leq eN} G'(\tilde{\eta})(\bar{\eta}^N(x) - \bar{\eta}^N(0)) \Theta_x^+ f(\eta) d\nu_h + \frac{N}{B \log(N)} (L_N \sqrt{f}, \sqrt{f})_{\nu_h} \right\},
\]
where the supremum is carried over all the densities with respect to \( \nu_h \). Now, we rewrite the sum inside the supremum as follows
\[
\sum_{x \in \Lambda_N, x \leq eN} G'(\tilde{\eta})(\bar{\eta}^N(x) - \bar{\eta}^N(0)) \Theta_x^-
\]
\[
= \frac{1}{eN} \sum_{x \in \Lambda_N, x \leq eN} G'(\tilde{\eta}) \Theta_x \sum_{y=1}^{eN} (\eta^N(x) - \eta^N(y))
\]
\[
= \frac{1}{eN} \sum_{x \in \Lambda_N, x \leq eN} G'(\tilde{\eta}) \Theta_x \left[ \sum_{y=1}^{eN} \sum_{y=1}^{eN} (\eta^N(y+1) - \eta^N(y)) - \sum_{y=x+1}^{eN} \sum_{z=x}^{eN} (\eta^N(z+1) - \eta^N(z)) \right].
\]
Let us define
\[
C^+(\eta, f, x) := \left[ \sum_{y=1}^{eN} \sum_{y=1}^{eN} (\eta^N(y+1) - \eta^N(y)) (f(\eta) \pm f(\sigma^{x,y+1})) \right]
\]
\[
- \sum_{y=x+1}^{eN} \sum_{z=x}^{eN} (\eta^N(z+1) - \eta^N(z)) (f(\eta) \pm f(\sigma^{x,z+1})) \right].
\]
Note now that we can rewrite the first term in the supremum in (6.5) as
\[
\int eN \log(N) \sum_{x \in \Lambda_N, x \leq eN} \Theta_x G'(\tilde{\eta}) C^+(\eta, f, x) d\nu_h + \int \frac{1}{2eN \log(N)} \sum_{x \in \Lambda_N, x \leq eN} G'(\tilde{\eta}) C^-(\eta, f, x) d\nu_h.
\]
By a change of variables, the term on the right-hand side of the previous display is equal to 0. From Young’s and Cauchy-Schwarz’s inequality, we can bound from above the leftmost term in
the previous display by the sum of
\[
\int \frac{1}{eN \log(N)} \sum_{x \in \Lambda_N} \Theta_x^{-} G'(\eta) \left[ \sum_{y=1}^{x-1} \sum_{z=y}^{x-1} \left( \eta^N(z+1) - \eta^N(z) \right)^2 (\sqrt{f}(\eta) + \sqrt{f}(\sigma^{z,z+1}\eta))^2 \right] \, d\nu_h
\]
(6.6)
\[
- \sum_{y=x+1}^{eN} \sum_{z=x}^{y-1} \left( \eta^N(z+1) - \eta^N(z) \right)^2 (\sqrt{f}(\eta) + \sqrt{f}(\sigma^{z,z+1}\eta))^2 \right] \, d\nu_h,
\]
and
\[
\int \frac{A}{2eN \log(N)} \sum_{x \in \Lambda_N} \Theta_x^{-} \left[ \sum_{y=1}^{x-1} \sum_{z=y}^{x-1} \left( \sqrt{f}(\eta) - \sqrt{f}(\sigma^{z,z+1}\eta) \right)^2 \right] \, d\nu_h \]
(6.7)
\[
- \sum_{y=x+1}^{eN} \sum_{z=x}^{y-1} \left( \sqrt{f}(\eta) - \sqrt{f}(\sigma^{z,z+1}\eta) \right)^2 \right] \, d\nu_h,
\]
for any positive constant A. Note that
\[
\int \left[ \sum_{z=y}^{x-1} \left( \sqrt{f}(\eta) - \sqrt{f}(\sigma^{z,z+1}\eta) \right)^2 - \sum_{z=x}^{y-1} \left( \sqrt{f}(\eta) - \sqrt{f}(\sigma^{z,z+1}\eta) \right)^2 \right] \, d\nu_h \leq D^N(f, \nu_h).
\]
Now we choose
\[
A = \frac{N}{B \log(N)} \frac{2 \log(N)}{\sum_{x \in \Lambda_N} \Theta_x^{-}},
\]
which is possible since the partial sum in x is convergent if multiplied by 1/\log(N), see Lemma 6.1. Then, from (4.20), we can bound (6.7) by \(-\frac{N}{B \log(N)} (L_N \sqrt{f}, \sqrt{f}) \nu_h\) and this term cancels with the last one inside the supremum in (6.5).

It remains to analyze (6.6) for this choice of A. Since \(\frac{1}{\log(N)} \sum_{x \in \Lambda_N} \Theta_x^{-}\) is convergent, \(G'\) and \(\eta\) are bounded, we can bound this term by a constant times
\[
\frac{B}{eN^2} \sum_{x \in \Lambda_N} \Theta_x^{-} \int \sum_{y=1}^{x-1} \sum_{z=y}^{x-1} \left( \sqrt{f}(\eta) + \sqrt{f}(\sigma^{z,z+1}\eta) \right)^2 \, d\nu_h \leq \frac{B}{eN^2} \sum_{x \in \Lambda_N} \sum_{y \geq x} y \, d\nu_h \]
\[
\leq \frac{B}{eN^2} \sum_{x \in \Lambda_N} \sum_{y \geq x} y \leq B\epsilon,
\]
where the first inequality comes from the fact that \(f\) is a density with respect to \(\nu_h\) and from the inequality \((a+b)^2 \leq a^2 + b^2\). So, when \(\epsilon \to 0\), this term vanishes. Finally, by taking B to infinity, we conclude the proof of (6.3).

\[\square\]

**Remark 6.4.** We observe that following the same steps as in the previous proof, it is also possible to show that
\[
\lim_{N \to \infty} \mathbb{E}_{\mu_N} \left[ \left| \int_0^t \sum_{x \in \Lambda_N} G(\frac{x}{N}) r_N^{-}(\frac{x}{N}) (\eta^N_t(x) - \eta^N_t(0)) \, ds \right| \right] = 0
\]
(6.8)
that 0 < λ < 1. The equation above coincide with the transcendental equation 0 = Ψx by Χx. Indeed, if one goes through the previous proof one just has to note that \( \sum_{\lambda \in \Lambda_N} r_{\lambda}(\zeta_N) \) plays exactly the same role of the convergent sum \( \frac{1}{\log(N)} \sum_{\lambda \in \Lambda_N} \Theta_{\lambda}^\pm \).

**APPENDIX A. UNIQUENESS OF WEAK SOLUTIONS**

In this section we prove uniqueness of the weak solutions introduced in Section 3.1. We follow closely the proof that can be found in Appendix 2 of [14]. We present the details of the proof in the Robin case and in the reaction-diffusion case, i.e. for the solutions in Definition 3.4 and Definition 5.1, since the uniqueness for the remaining weak solutions can be proved as in [5]. We note that in the reaction case we can follow the proof in Appendix A of [5] since items (1) and (3) of Lemma A.1 also hold in our situation.

A.1. Robin case. Consider two weak solutions \( \rho^1 \) and \( \rho^2 \) in the sense of Definition 3.4 starting from the same initial condition, and let \( \tilde{\rho} := \rho^1 - \rho^2 \). Note that

\[
\langle \tilde{\rho}_t, G_t \rangle = \int_0^t \langle \tilde{\rho}_s, (\partial_s + c_2 \Delta) G_s \rangle \, ds \quad (A.1)
\]

for any \( G \in \mathcal{S}_{\text{Rob}} \). We consider the associated Sturm-Liouville problem, as in [8], which is given by

\[
\begin{cases}
  c_2 \psi''(u) + \lambda \psi(u) = 0, & u \in (0, 1), \\
  \psi'(0) = \frac{m}{c_2} \psi(0), & \psi'(1) = -\frac{m}{c_2} \psi(1)
\end{cases} \quad (A.2)
\]

for any \( \lambda > 0 \). The solutions of \( c_2 \psi''(u) + \lambda \psi(u) = 0 \) are of the form

\[
\psi(u) = A \sin\left(\sqrt{\frac{\lambda}{c_2}} u\right) + B \cos\left(\sqrt{\frac{\lambda}{c_2}} u\right),
\]

(A.3)

for some constants \( A \) and \( B \). Let \( \tilde{\lambda} := \frac{\lambda}{c_2} \) and imposing the condition \( \psi'(0) = \frac{m}{c_2} \psi(0) \) we find that

\[
A = \frac{m}{c_2 \tilde{\lambda}} B.
\]

Then we apply the second boundary condition which is, thanks to the computations above,

\[
B \frac{m}{c_2} \cos(\tilde{\lambda}) - B \tilde{\lambda} \sin(\tilde{\lambda}) = -B \frac{m}{c_2} \left( \frac{m}{\tilde{\lambda} c_2} \sin(\tilde{\lambda}) + \cos(\tilde{\lambda}) \right). \quad (A.4)
\]

The equation above coincide with the transcendental equation

\[
\tan(\tilde{\lambda}) = \frac{2mc_2 \tilde{\lambda}}{\tilde{\lambda}^2 c_2^2 - m^2} \quad (A.5)
\]

which has infinite solutions \( \{\tilde{\lambda}_n\}_{n \geq 1} \). These solutions behave exactly as described in [8], i.e. \( 0 < \tilde{\lambda}_1 < \tilde{\lambda}_2 < \ldots \) and for \( n \) big enough they are of order \( n \). So, since \( \lambda_n = c_2^2 \tilde{\lambda}_n^2 \) we have that \( 0 < \lambda_1 < \lambda_2 < \ldots < \lambda_n \sim n^2 < \ldots \). Moreover, as proved in [8], choosing, for any \( n \geq 1 \), a normalizing constant \( B_n \), the set of functions \( \{\psi_n\}_{n \geq 1} \) defined on \( u \in [0, 1] \) by

\[
\psi_n(u) = \frac{m}{\sqrt{\lambda_n}} B_n \sin\left(\frac{\sqrt{\lambda_n}}{c_2} u\right) + B_n \cos\left(\frac{\sqrt{\lambda_n}}{c_2} u\right), \quad (A.6)
\]

forms an orthonormal basis of \( L^2 \).
Now, we follow closely the strategy presented in Appendix 2.4 of [14]. For any $t \in [0, T]$ we define
\[ V(t) = \sum_{n \geq 1} (\tilde{\rho}_t, \psi_n)^2. \tag{A.7} \]
Observe that from (A.1) we conclude that $V(t)$ is differentiable in time. Therefore, the goal is to show that $V'(t) \leq V(t)$ and from Gronwall’s inequality we get $V(t) \leq V(0) = 0$. The latter implies, by definition of $V$, that for any $t \in [0, T]$, $\tilde{\rho}_t = 0$ almost everywhere in $[0, 1]$ which concludes the proof of uniqueness. Let us then prove that $V'(t) \leq 0$. Fix a $t \in [0, T]$ and note that
\[ V'(t) = 2 \sum_{n \geq 1} (\tilde{\rho}_t, \psi_n) \frac{d}{dt} (\tilde{\rho}_t, \psi_n). \tag{A.8} \]
From (A.1) we see that
\[ \frac{d}{dt} (\tilde{\rho}_t, \psi_n) = \frac{d}{dt} \int_0^t (\tilde{\rho}_s, c_2 \psi_n''(s)) ds = (\tilde{\rho}_t, \psi_n'') = -\frac{\lambda_n}{c_2} (\tilde{\rho}_t, \psi_n) \tag{A.9} \]
where last equality comes from the definition of $\psi_n$. From this we get
\[ V'(t) = -2 \sum_{n \geq 1} \frac{\lambda_n}{c_2} (\tilde{\rho}_t, \psi_n)^2 \leq 0 < V(t). \tag{A.10} \]
The first inequality above is a consequence of the fact that the eigenvalues $\{\lambda_n\}_{n \geq 1}$ are positive. This ends the proof.

A.2. Reaction-diffusion case. This proof goes under the same strategy above and the analysis of the associated Sturm-Liouville problem as in Section 5.3 of [3]. As above, for any $t \in [0, T]$, let $\tilde{\rho}_t = \rho^1_t - \rho^2_t$, where $\rho^1$ and $\rho^2$ are two weak solutions of the reaction-diffusion equation with the same initial condition in the sense of Definition 3.1. Then, the associated Sturm-Liouville problem is given by
\[ \begin{cases} c_2 \psi''(u) = \kappa V_1(u) \psi(u) - \lambda \psi(u), & u \in (0, 1), \\ \psi(0) = 0, & \psi(1) = 0, \end{cases} \tag{A.11} \]
for some $\lambda > 0$. In Proposition 5.9 of [3] it is proved that this problem admits solutions $\{\lambda_n\}_{n \geq 1}$ such that $0 < \lambda_1 < \lambda_2 < \lambda_3 < \ldots$ which behave, for $n$ big enough as $\lambda_n \gtrsim n^2$. Moreover, the solutions $\{\psi\}_{n \geq 1}$ of the problem above for $\lambda$ taken in the set $\{\lambda_n\}_{n \geq 1}$ form an orthonormal basis of $L^2$.

As above, the proof ends by noting that
\[ \frac{d}{dt} (\tilde{\rho}_t, \psi_n) = \frac{d}{dt} \int_0^t (\tilde{\rho}_s, c_2 \psi_n''(s)) ds = -\lambda_n (\tilde{\rho}_t, \psi_n) \tag{A.12} \]
where the first equality comes from the definition of $\tilde{\rho}$ and the second from (A.11).

Acknowledgements:

PG. and S.S. thank FCT/Portugal for support through the project UID/MAT/04459/2013. This project has received funding from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovative programme (grant agreement n. 715734).
REFERENCES

[1] R. Baldasso, O. Menezes, A. Neumann, and R. Souza. Exclusion process with slow boundary. *Journal of Statistical Physics*, volume 167:1112–1142, 2017.

[2] C. Bernardin, P. Cardoso, P. Gonçalves, and S. Scotta. Hydrodynamic limit for a boundary driven super-diffusive symmetric exclusion. *arXiv:2007.01621*, 2020.

[3] C. Bernardin, P. Gonçalves, M. Jara, and S. Scotta. Equilibrium fluctuations for diffusive symmetric exclusion with long jumps and infinitely extended reservoirs. *to appear in Ann. Henri Poincaré Probab. Stat.*, 2021.

[4] C. Bernardin, P. Gonçalves, and B. Jiménez-Oviedo. A microscopic model for a one parameter class of fractional laplacians with Dirichlet boundary conditions. *Archive for Rational Mechanics and Analysis*, Volume 239, 1–48, 2021.

[5] C. Bernardin, P. Gonçalves, and B. Jiménez-Oviedo. Slow to fast infinitely extended reservoirs for the symmetric exclusion process with long jumps. *Markov Processes and Related Fields.*, 25(2):217–274, 2019.

[6] C. Bernardin and B. Jiménez-Oviedo. Fractional Fick’s law for boundary driven exclusion process with long jumps. *ALEA*, 14:473–501, 2017.

[7] K. Bogdan, K. Burdzy, and Z. Chen. Censored stable process. *Probability Theory and Related Fields*, 127:89–152, 2003.

[8] T. Franco, P. Gonçalves, and A. Neumann. Non-equilibrium and stationary fluctuations of a slowed boundary symmetric exclusion. *Stochastic Processes and their Applications*, 2019.

[9] P. Garbaczewski. Fractional laplacians and lévy flights in bounded domains. *Acta Phys. Polon. B, Volume 49, no. 5, 921–942*, 2018.

[10] P. Gonçalves. Hydrodynamics for symmetric exclusion in contact with reservoirs. In *Stochastic dynamics out of equilibrium*, volume 282 of *Springer Proc. Math. Stat.*, 137–205. Springer, 2019.

[11] Q. Guan and Z. Ma. The reflected symmetric $\alpha$-stable processes and regional fractional laplacian. *Probability Theory and Related Fields*, 134:649–694, 2006.

[12] M.Z. Guo, G.C. Papanicolaou, and S.R.S. Varadhan. Nonlinear diffusion limit for a system with nearest neighbor interactions. *Communications in Mathematical Physics*, 118(1):31–59, 1988.

[13] M. Jara. Hydrodynamic limit of particle systems with long jumps. *arXiv:0805.1326v2*, 2009.

[14] C. Kipnis and C. Landim. *Scaling limits of interacting patrticle systems*. Springer-Verlag, 1999.

[15] F. Spitzer. Interaction of markov processes. *Advances in Math.*, 5(2):246–290, 1970.