Modiﬁed branch-and-bound algorithm for unravelling optimal PMU placement problem for power grid observability: A comparative analysis
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Abstract
Safe operation of the power grid requires a complete and robust control network to ensure full observability. However, redundancy measurements can create problems in expense, management, and control. The optimal phasor measurement unit (PMU) positioning problem (OPPP) is proposed to limit the number of PMUs deployed in the power grid and ensure the whole grid’s observability in the meantime. A modiﬁed branch-and-bound algorithm (MBBA) to unravel the OPPP is presented. Original BBA, which uses a single search order to create a binary tree, gives only one solution to the OPPP, although more than one optimal solution exists. The proposed MBBA method consists of two different stages: the vertexes in the search tree are investigated by depth-ﬁrst search (DFS) in stage 1, and the search route continues as the breadth-ﬁrst search. In stage 1, the LP relaxing problems are solved by dual simplex, and in stage 2, the basic viable solution from stage 1 is used to conﬁgure the primary simplex until the optimum solution is found. OPPP is formulated as a binary decision variable MBBA model, minimizing linear objective function subject to linear matrix observability constraints. The MBBA model is unravelled using a linear integer-based external approximation scheme. IEEE test systems are used to check the feasibility of the proposed approach. Matlab software performs simulation based on a number of graph theory-based methods such as DFS, graph-theoretical method, simulated annealing, and recursive N-algorithms. These algorithms are compared to the algorithmic perspective of the proposed MBBA method. IEEE test network results conﬁrm the validity of the proposed methodology.

1 | INTRODUCTION

Reliable and immediate control of electricity grids has been needed from the outset. Factual information on the working environment of the power grid is required to conﬁrm the safety and optimum operation of the networks. The scope of the state estimation (SE) of the power grid is proposed in this regard. Mainly, SE is the procedure to assess a network operating condition information, provided by a set of placed measurements. SE is necessary to attain effective interoperability, higher scalability, and stability of the power grid [1]. Formerly, supervisory control and data acquisition (SCADA) frameworks were used to conduct these operations [2]. SCADA offers non-synchronized measurements dominating misestimating of network status [3, 4]. Also, the data scan rate of about two to six samples per cycle, which is quite slow, makes them indecisive about catching the sub-second directive’s limited disturbance on the grid. These issues can be solved by incorporating the phasor measurement unit (PMU) in the power grid. PMU is an essential component of a wide-area measurement system is used in complex power grid monitoring, preservation, and control operations [5]. PMU tests the network condition, that is, voltage magnitude and phase angle of a given position at several samples per second.
Data is time-stamped by a global positioning system (GPS) technology.

PMUs are becoming particularly relevant to electrical engineers, academicians, and scientists. PMU can provide coordinated sub-second measurements of actual phasors and current phasors using GPS technology [6, 7]. They are widely used in various utilities for several purposes, such as post-mortem investigation, adaptive preservation, network preservation design, and SE [8]. By utilizing the PMU measurements in various power grid fields, such as preservation, online monitoring, SE [9], load shedding, voltage instability, efficacy, and robustness, are expected to be enhanced [10]. Some PMUs are already installed for various applications such as post-mortem analysis, adaptive security, device protection schemes, and state estimation. One of the significant problems that require to be focused on the developing technology of PMU is an optimal or strategic location.

In the present situation, the installation of PMU has been progressing slowly due to significant investments required for the placement sites [11]. Placement sites need to provide a communication infrastructure for the PMU to function and a limited percentage of placement sites that impede its installation. Furthermore, the cost of the PMU itself is prohibitive; however, it is expected that the price will be lowered if there is more demand in the future. Recent research has shown that using the PMU attributes and the implementation of Kirchhoff’s current law (KCL) and Ohm’s law, the PMU’s number required to achieve the power grid’s full monitoring can be minimized if the PMUs are strategically sited [12]. Therefore to reach the price benchmark and the planned PMU operations, the formulation of the optimal phasor measurement unit placement problem (OPPP) is appropriate. The purpose of this research is to unravel the OPPP in the context of a merger strategy.

Several methods have recently been suggested utilizing separate groups of optimization strategies to evaluate the OPPP. Optimization approaches used to unravel the OPPP can be classified as deterministic and stochastic algorithms [13, 14]. Among the wide ranges of different algorithms of the stochastic method, the multi-objective evolution algorithms are powerful stochastic methods to unravel the OPPP [15–19]. In [20], an ambitious work was done between the linear programming (ILP) with binary-valued variables and non-mixed integer LP technique. The ILP with binary-valued variables is solved with a branch and bound with one order, whereas the inherent tree structure is being solved. Different optimizers have been adopted. Each one leads to a different optimal solution including the radial buses, and the innovation of this work was the two-phase branch and bound, which depends on the initial point.

Ref. [21] proposed the adaptive genetic algorithm for OPPP. However, the obtained results are not optimal. In ref. [22], the author has employed the differential evolution method for OPPP to achieve the full observability of the network, but failed to show the scalability of the proposed method. Work in [23], a two-step integer ILP approach was proposed. Also, because OPPP is a combination optimization challenge, the authors have not shown several solutions. The author suggested a regular binary variant of the particle swarm optimization (BPSO) to identify the OPPP [24]. However, the traditional BPSO suffered from premature convergence and is stuck in local minima, particularly in complex combination problems. A stochastic and deterministic approach has been proposed to minimize PMU in [25]. Two strategy-based mechanisms are proposed in [26]. First, the conventional objective function is known to mitigate the number of PMUs and, later, minimize the expense of PMUs and their communication facilities. A related study is also introduced in [27].

In [28], to overcome the OPPP, the updated form of the binary-ILP was proposed. In addition, a line voltage stability index system was established to classify the weakest bus and, at the same time, to attach the PMU for improved tracking. Related study work has also been done in [29, 30]. The only distinction being the fastest voltage stability index used to evaluate the weakest vertex. Hybridization of a branch-and-bound and genetic algorithm has been presented in [31] for unravelling the OPPP. In [32], the improved OPPP approach, taking into consideration bounded shortcomings in the distribution of observability, is predicted by presenting the idea of partial observability. Ref. [33] developed a new formulation of a zero injection bus (ZIB) in OPPP. Simple scenario, PMU loss, line outage, and channel restriction were also considered. Work in [34] proposed the numerical methodology to solve the OPP problem considering various contingencies considering partial observability, that is, depth-of-one and depth-of-two unobservability based on binary integer linear programming (BILP).

In ref. [35], dynamic multi-stage PMU positioning is developed and the validation of the proposed model is often tested in both probabilistic and deterministic contexts. Ref. [36] used deterministic methods, mixed-ILP and non-LP, to unravel the OPPP. In particular, power transfer, ZIB modelling along with communication infrastructure limitations, PMU outage, and restricted channel capability contingencies were analyzed. In ref. [37], a multi-objective probabilistic coordinated approach for SE in the power grid, considering the optimum location of PMUs in the case of bad data and incomplete measurements, was described. Ref. [38] proposed semi-definite binary programming, taking into consideration different contingencies such as line and PMU outage. Redundancy measurement is often taken into account in the rating of solutions. In [39], a risk-based PMU installation approach has been suggested. The mentioned approach target was twofold, precisely the probability of the lack of observability and the severity of its subsequent repercussions for the OPPP technique. Authors in [40] investigated the quality restrictions of fault localization using PMU measurements. Chen et al. [41] proposed the approach for unravelling the OPPP in the presence of contingencies is modelled in a simplified form that allows an examination of N-1 or N-2.

From a succinct guide to PMUs, it can be acknowledged that it is possible to explicitly check the power grid's performance by installing PMUs on all buses without using a state estimator [42, 43]. However, it is uneconomical. Further,
considering the monetary value, the increasing size of the power grid also makes it a tedious task to control and manage so many PMUs if they are placed on each bus. Therefore, it is also unwise to install the PMU throughout all buses. Our main goal is to achieve a full power grid observability through as few PMUs as possible, that is, the OPPP. The contribution of the work mainly focuses on the assessment of the proposed MBBA method with depth-first search (DFS), graph-theoretic procedure (GTP), simulated annealing method (SAM), and recursive security N algorithm (RSNA) considering merging strategy for ZIBs and radial buses. The effectiveness and efficiency of these algorithms are analyzed and compared in theory and via simulation with the proposed method.

The remaining structure of this study is as follows: Section 2 explains observability analysis using PMUs and the formulation of OPPP. The interpretation of the proposed method for the OPPP is given in Section 3. Section 4 exhibits the simulation results of unravelling OPPP and provides an analysis of the results and followed by the final remark in Section 5.

2 | OBSERVABILITY ANALYSIS USING PMUs AND THE MATHEMATICAL FORMULATION OF OPPP

The target of the OPPP is to confirm that the power grid is completely observable. In the OPPP, it is important to check the network’s observability before the final solution to the problem, or rather the final implementation of PMUs is concluded. In this manner, the power grid’s observability can be verified since the power grid’s measurements can create a full spanning tree of this network; the network is completely measurable [42]. The observability of a given grid depends on the form and position of the measurements available and the structure topology [44]. Thus, the study of power grid observability uses network-related graph theory, their corresponding equations, and solutions [43, 44].

For observability analysis, the network can be considered as a graph with set of vertexes \( N \) and edges \( E \), respectively, and it can be given as

\[
G = \{N, E\}
\]

(1)

where each edge has two distinct terminal vertexes. A subgraph can be defined as

\[
G' = \{N', E'\}
\]

(2)

where \( N' \subseteq N \) and \( E' \subseteq E \).

In observability analysis, the OPPP can be changed into the problem of determining a minimum subgraph, which fulfills \( N \subseteq N' \) if the subgraph is explained via Equation (2). Therefore, a set of observability requirements for evaluating the measurable areas in a network after a PMU is placed on a bus as follows [43, 45]:

Criteria I. For a bus with the PMU, the voltage and current phasors of each branch connected to that bus are identified;

Criteria II. If the voltage and current phasors at a bus are identified, the voltage phasor at the other buses linked to this bus can be computed via Ohm’s Law; and

Criteria III. If voltage phasors at two linked buses are identified, then the current phasor at the branch linking two buses can be computed.

Here, the first criterion is known as direct measurements, and the second and third criteria are known as pseudo measurements.

2.1 | OPPP formulation

OPPP’s key target is to minimize the PMU’s placement cost. For an \( n \)-bus system, it may be formulated as

\[
\min \sum_{i=1}^{n} c_i x_i \\
\text{s.t. } f(X) = A X \geq I
\]

(3)

where \( c_i \) is the cost of placing a PMU at bus \( i \), \( x_i = 1 \) if PMU is positioned at the bus and \( x_i = 0 \) or else, \( f(X) \) signifies the observability constraint, \( A \) represents the binary vertex-to-vertex matrix and is defined as

\[
a_{ij} = \begin{cases} 
1 & \text{if } i = j \\
1 & \text{if } i \text{ and } j \text{ are linked} \\
0 & \text{or else} 
\end{cases}
\]

(4)

where \( a_{ij} \) illustrates the element placed at the \( i^{th} \) row and the \( j^{th} \) column in \( A \) and \( I \) is a vector who has \( n \) entries and whose elements are all 1 if our objective is only to ensure the power grid’s observability completely. For bus \( i \) in \( n \)-bus system, the corresponding constraint function \( f_i \) can be given as

\[
f_i(X) = \sum_{j=1}^{n} a_{ij} x_j
\]

(5)

If \( f_i(X) \neq 0 \), that is, if \( a_{ij} = 1 \) and \( x_j = 1 \) (\( j = 1, 2, …, n \)), the bus \( i \) is observable. If all buses are observable, especially, if all \( f_i(X) \) in \( F(X) \) are non-zero, which also must be greater than 1, the network is entirely observable.

Let us suppose that \( c_i = 1 \), Equation (3) can be written as

\[
\min \sum_{i=1}^{n} x_i \\
\text{s.t. } f(X) \geq I
\]

(6)

Generally, Equation (6) is used when there is no significant difference in the costs of place on any bus.
2.2 Redundancy measurement in observability

According to the rule mentioned in Section 2.1, if a bus $j$ can make bus $i$ observable ($i \neq j$), then bus $j$ must be bordering to bus $i$ and PMU is positioned at bus $j$, that is, $x_j = 1$. Therefore, if bus $j$ can make bus $i$ observable ($i \neq j$), $a_{ij}x_j = 1$ must be fulfilled, that is, for a $n$-bus system, the equation $\sum a_{ij}x_j \forall j \in N: 1 \leq j \leq n; j \neq i$ shows how many bus $j$ exist to back bus $i$ observable. Meantime, bus $i$ is also observable if a PMU is positioned at that bus. Based on Equation (4), $a_{ii} = 1$.

Hence, $a_{ij}x_j$ indicates, bus $i$ is observable with a PMU equipped bus. Also, Equation (5) shows how many sources there are to help the bus $i$ to be observable. Thus, if a full bus in the power grid is observable, the inequality $f(X) \geq I$ must be satisfied. In fact, there is often more than one source to confirm the observability of all buses, so that all buses can be detected when one source is missing [34, 42]. In this case, Equation (3) $I$ needs the modifications in constraint inequality $f(X) \geq I$. Then, it can be given as

$$f(X) \geq b$$

where $b$ is $(n \times 1)$ vector whose elements $b_i \geq 1$. If for any bus in a network, there are at least two sources who can make that bus observable, the constraint inequality in Equations (3) and (6) can be given as Equation (7) where $b$ is a $n$ by 1 vector whose entries are all 2 and $n$ is the number of buses in that system.

2.3 Modelling of zero injection buses for OPPP

A bus is termed zero injection when neither load nor generator bus is connected to it [46]. Consideration of ZIBs complicates OPPP. The following criterion is taken into account for ZIBs:

Criteria IV. For a ZIB without a PMU, except for one, an unknown outgoing current can be evaluated through KCL.

Criteria V. For a ZIB, assuming that the voltage phasors of buses associated with this bus are identified, the voltage phasor of this bus can be determined with the help of Kirchhoff’s Voltage Law (KVL); and

Criteria VI. In the case of a group of linked ZIBs, if the voltage phasors of buses linked to this cluster of buses are identified, the voltage phasors of this cluster of buses can be evaluated using KVL.

Criteria IV–VI are termed as extended measurements considering ZIBs [43, 47]. These criteria can be further summarized as if all but one of a ZIB and its nearby buses are observable, then the ZIB and all its neighbouring buses are observable. Commissioning these three criteria, a more OPPP solution may be achieved compared with that only using the criteria I–III, as given in Section 2.1.

As shown in Figure 1, conferring to criteria I–III (as mentioned in Section 2.1), at least two PMU is needed to make a network fully observable, since at most three buses are deemed measurable if a PMU is positioned in the power grid. According to criteria IV–VI (considering ZIBs), a PMU placed at bus 2 is necessary to render the power grid entirely observable. If a PMU is positioned at bus 2, then bus 1 and 3 are considered observable. Buses 2 and 3 are observable according to criteria I–III and bus 4 is observable by calculation using KCL and KVL as bus 3 is a ZIB. In this study, for the formulation of the OPPP considering ZIB, the merging strategy is used. That is to merge individual ZIB into one of its neighbouring buses. As per criteria IV–VI, if all ZIBs adjoining buses are observed, ZIB is also observed. The merging strategy aims to make all of the individual ZIB neighbouring buses observable, and then individual ZIB is guaranteed to be observable.

Case 1 Merging ZIBs on graph

In [47–49], the authors discussed that a network’s observability can be found by commissioning Equation (3) to analyze the modified vertex–vertex matrix of the network in which individual ZIB is merged into one of its neighbouring buses. The author here discusses that this method sometimes is operable but may lead to undesirable outcomes. Figure 2b is obtained by merging bus 4 into bus 3. Therefore, the vertex-to-vertex matrix can be built according to Figure 2b and can be used to examine Figure 2a network observability. On the other hand, according to Equation (3), Figure 2b can be completely observable by placing a PMU at bus 3′, which is a nonexistent bus in Figure 2a.

Here, two conditions arise to analyze these situations: Condition 1, place a PMU at either bus 3 or 4 in Figure 2a; or Condition 2, place a PMU at each of bus 3 and 4 in Figure 2a. In condition 1, it is evident that placing a PMU either at bus 3 or 4 is not able to make the network entirely observable. Mazlumi et al. [49] discussed that considering ZIBs is nonexistent after each of them is merged into one of its neighbouring buses, as shown in Figure 2. PMU placed at bus 3 makes the original network completely observable. Since PMU is positioned at bus 3′ can ensure the full observability of the modified networks. Here, their theory does not fit. Condition 2 can guarantee the network’s observability. However, it results in redundancy in a situation as displayed in Figure 3. The network presented in Figure 3 can be wholly observable by deploying a PMU on any bus. Though, considering condition 2 and the merging strategy, at least two PMU are needed to observe the network thoroughly.

There is still a condition 3 for coping with the situations, as set out in Figures 2 and 3. That is, positioning a PMU on every bus created by the merger strategy is unwise. While condition 3 unravels the OPPP in Figures 2 and 3, it still causes duplication in some situations, as depicted in Figure 4.
The modified 4-bus network is obtained through merging bus 3 into bus 2. If PMU is not permitted to be placed at bus 2', then to ensure the whole network’s observability, PMU must be positioned at buses 1 and 4. It is evident that a PMU positioned at bus 3 is enough to certify the original network’s observability. In summary, the author here explains that it is not a very reliable method to analyze the original network’s observability through analyzing the modified network where individual ZIB is merged into one of its neighbouring buses.

Case 2 Merging ZIBs constraint equations

This method schemes to consider a pseudo measurement placed on the line between a ZIB and one of its neighbouring buses and then deal with ZIBs as normal buses [43]. According to criteria IV and V, conceding that all buses but one linked to a ZIBs are observable, then this cluster of buses are observable if either of that one bus or the ZIB is observable. From Figure 4, three assumptions can be stated as follows:

1). If buses 1 and 2 are measurable, then the grid is totally observable if at least one of the ZIBs, that is, buses 3 and 4 are observable;
2). If buses 1 and 4 are measurable, then the grid is completely observable if at least one of the ZIB, that is, buses 2 and 3 are observable; and
3). If buses 2 and 4 are measurable, then the grid is wholly observable if at least one of the ZIB, that is, buses 1 and 3 is observable.

From the above illustration, when a bus linked to the ZIB is preferred to pair up with the ZIB, the power network will come to be entirely observable if at least one of these two buses is observable and the other but not these two buses are observable. Hence, the pair of ZIB and one of its neighbouring buses can be treated as a group and have the same constraint function about their observability; and the constraint function is obtained via merging the two buses [42, 43]. Therefore, the vertex-to-vertex matrix of the original 4-bus network, as displayed in Figure 4a can be written as

\[
A = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
\end{bmatrix}
\]

FIGURE 1 Example of commissioning zero injection bus in optimal phasor measurement unit placement problem

FIGURE 2 Zero injection bus merging strategy: (a) original 5-bus network and (b) modified 5-bus network

FIGURE 3 Redundancy triggered by zero injection bus merging strategy: (a) original 3-bus network, (b) modified 3-bus network, and (c) original 3-bus network with phasor measurement unit equipped buses 1 and 2

FIGURE 4 Redundancy caused by zero injection bus merging strategy: (a) original 4-bus network and (b) modified four-bus network
and it can be modified as

\[
A' = \begin{bmatrix}
1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1
\end{bmatrix}
\] (9)

conceding that bus 2 is preferred to pair up with the ZIB, that is, bus 3. Then, the modified vector constraint equation can be given as

\[
f'(X) = A'X \geq b
\] (10)

It is to be noted that in Equation (10), there are always repetitive constraints among \( f_i \) of which \( F(X) \) is composed since individual ZIB and one of its neighbouring buses have the same constraint. For that reason, \( F' \) can be further simplified by removing one from the individual pair of two repetitive constraints in order to improve the scalability. However, Equation (10) is not an essential condition to a network's complete observability since a ZIB is often assumed to have the same constraint as its neighbouring buses. This means that the full observability of the grid does not ensure that the inequalities in Equation (10) are resolved, since the observability of the ZIB may be ensured by another bus, but not by the selected one. For example, if two PMUs are positioned at buses 2 and 4, respectively, as shown in Figure 4a, then the power grid is considered not wholly observable because bus 1 is unobservable.

\[
f'(X) = A' \begin{bmatrix}
0 \\
1 \\
0 \\
1
\end{bmatrix} = \begin{bmatrix}
0 \\
2 \\
2 \\
1
\end{bmatrix}
\] (11)

Nevertheless, bus 1 is observable through KCL and KVL conferring to criteria IV and V. Therefore, conceding that the merger strategy is used on PMU-equipped bus 1 to render the whole power grid observable; thus, redundancy occurs.

2.4 | Development of OPPP model

The main elements in the OPPP model are as follows:

2.4.1 | Data

\( \mathcal{N} \): set of buses
\( n \): number of buses
\( c_i \): PMU cost
\( a_{ij} \): entries are as shown in Equation (4)
\( a(i) \): the set of buses associated through lines to bus \( i \).

2.4.2 | Variables

The decision variables involved in this OPPP are

\[
x_i = \begin{cases}
1 & \text{if PMU is placed at bus } i \\
0 & \text{Otherwise}
\end{cases}
\]

2.4.3 | Constraints

The inequality constraints are

\[
\sum_{j \in a(i)} a_{ij} x_i \geq 1
\]

2.4.4 | Function to be minimized

The total cost

\[
f(x) = \sum_{i=1}^{n} c_i x_i
\]

subject to constraints points (ii)–(iii).

3 | INTERPRETATION OF THE PROPOSED METHOD FOR THE OPPP

Since OPPP was suggested, a variety of stochastic and deterministic approaches have been formulated. Many of the proposed optimization approaches are not always guaranteed to find the optimum solution for OPPP. The factors that lead to these ideal outcomes are often different. Integer programming (IP) and some local search algorithms, besides imprecise constraint functions, can also be trapped in local minima or local maxima in practice and therefore skip the optimal global solution [50, 51]. In this research work, DFS, GTP, SAM, and RSNA are compared with the proposed MBBA method.

3.1 | Depth-first search

DFS is an algorithm for tree or graph data structures to traverse or explore. DFS explores a tree from an ancestor vertex to the current vertex and then from another descendant vertex until no descendant vertex exists [43, 52]. Then, it will return to the parent vertex a level above the current vertex and search from another descendant vertex to the current vertex. Figure 5 displays the path of vertex visits in DFS while searching for a tree [43].
When employing DFS to the problem of PMU placement, any vertex in the search tree displays the power network's performance where the PMU bus should be positioned to ensure the associated power network is fully observable. If the depth and the number of branches of the search tree are finite and do not terminate the search during the process, DFS traverses the entire search tree. This implies that DFS will determine all possible PMU placement solutions in OPPP since the power network always has finite buses and branches and has finite state space when applying DFS. Therefore, DFS has the ability to determine the optimal solutions to OPPP. The efficiency of such a strategy, however, is very low. The states of IEEE 118-bus may be reached by \( T \), where \( T = \sum_{n=1}^{118} C_{118} \approx 3.2 \times 10^{15} \). This is too large to fit in a 118-bus. It could be much smaller than real-life power systems. If DFS does not examine all the paths searching for the best solution, DFS only obtains an optimal or suboptimal solution quickly. This goal is achieved through a heuristic algorithm that chooses the next child vertex to be visited. The idea is to select the bus vertex representing the state with the most extensive set of buses that will appear under un-observable conditions. Figure 6 explains the DFS process flowchart.

Whenever a PMU is installed at a bus, this bus position should be reported; and the final solution is listed. DFS only uses Equation (3) or criteria I–III to construct a constraint for finding network observability and does not consider ZIB. From the flowchart, it is to be noted that the algorithmic perspective of DFS is the same as the greedy method. Specifically, DFS here still looks for local solutions instead of global solutions. Greedy algorithms are typically quicker, but the obtained solutions are not optimal [22]. DFS seeks solutions very quickly with this simple, linear equation plus the greedy heuristic algorithm employed by DFS. The cost is, however, the optimality of the solution it seeks. Figure 7 depicts the implementation flowchart of DFS in OPPP.

### Graph-theoretic procedure

GTP's algorithmic mechanism is the same as DFS, except that GTP considers ZIB in OPPP. When unravelling the OPPP for complete observability of the power network, GTP adopts some approach to assessing ZIB [45, 53]. In this study, a merging strategy is proposed for ZIBs. Further, the new vertex-to-vertex matrix can be obtained either by merging ZIBs on a graph or merging ZIBs constraint, as illustrated in Section 2.3. However, both approaches may cause redundancy and, therefore, be incapable of determining the OPPP solution.

In Section 2.3, several examples have been given. From these examples, it is to be noted that if an incorrect approach is applied to deal with ZIBs in certain instances, a bad solution would be found. And when merging is followed, the bad solutions are more likely to be obtained because this method uses a very unreliable restriction vector function as given in Equation (10). Henceforth, GTP will not necessarily determine a better solution than DFS in some circumstances, mainly when utilizing the merging strategy. Though GTP has a similar pattern in how to expand child vertexes, comparing to DFS, GTP may be able to unravel the OPPP solutions using the revising method. The cost, however, is that the revised constraint vector function \( f(X) \) can be used to build and compute more resources.

### 3.3 Simulated annealing method

SAM is focused on the comparison of simulating strong annealing and unravelling broad combinatorial optimization problems [54]. SAM is a type of stochastic method, local search. To grasp the basic idea of local search, consider the problem's situations, as depicted in Figure 8 [55]. The individual point in the graph has an 'elevation', well-defined via an objective function. If ascent coincides with an objective function, then the goal is to determine the topmost peak, a global maximal, and the process termed hill climbing (HC). If ascent coincides with cost, then the goal is to determine the lowermost basin, a global minimal, and the procedure known as gradient descent [55].

The algorithmic perspective of the SAM is similar to HC [55]. But, the HC search stuck at the local solution and therefore may fail to reach the global solution. In metallurgy, during the process of annealing, SAM simulates the motivation of atoms. In the course of searching, SAM accepts a bad solution in probability if no better solution is found [43]. SAM is anticipated to be able to determine the global solution in some probability through leaping out from the corral caused by the local solution [43, 55]. The SAM in OPPP was originally proposed in [45]. The algorithmic perspective of the SAM is described in Figure 9. In this flowchart, an upper limit and lower limit are set to constrain the search space. The upper limit signifies the possible maximum number of PMUs assumed to make the power grid wholly observable, and the lower limit defines the possible minimum number of PMUs assumed. The pseudo-code of the SAM for OPPP is given in Algorithm 1.

**Algorithm 1 Pseudo-code of the SAM for OPPP**

```plaintext
Initiate
Estimate coverage of OPPP solution set \( S \)
\( E_{s} : \) n - no. of buses in the area under observation
\( T : = 15 \)
\( K : = \min \left\{ 0.002 \left( \frac{n}{V_{test}} \right), K_{\text{max}} \right\} \)
for \( i = 1 \) to 40 carry out
for \( j = 1 \) to \( K \) carry out
choose a PMU randomly
save the position of the assigned PMU bus
choose a non-PMU bus arbitrarily
estimate coverage of the adjusted positioning set \( E_{a(\text{new})} : \) n-no. of buses in the area under observation
if \( E_{a(\text{new})} = 0 \) then
    return to 'grid observable'
```
and adjusted placement set
if
\[ \Delta E_a : = E_{a\text{new}} - E_a \]
if \( \Delta E_a > 0 \) then
    generate random value accept/reject with a possibility \( \exp \left( -\Delta E_a \cdot T \right) \)
    if declined
        return selected PMU to bus position
    if
    carry out
\[ T : = 0.879 \cdot T \]
carry out
return to ‘grid unobservable’
end

**FIGURE 5** Path in which vertexes are visited while depth-first search is used

**FIGURE 6** Flowchart of the depth-first search scheme

**FIGURE 7** Depth-first search algorithmic process flowchart for optimal phasor measurement unit placement problem

**FIGURE 8** Local search algorithm
The SAM proposed in [45] has a lesser probability to determine the OPPP solution since it may fail to reach the optimal solution by underestimating the possible number of PMUs in the OPPP. The author in [43] proposed a modified SAM in which a new perturb function is implemented to increase the randomness and increase the probability of determining OPPP solutions. Various improvements to SAM have been suggested to dates, such as pragmatic multi-stage SAM [56], novel multi-stage SAM [57], hybrid SAM [58], and hybrid genetic algorithm and SAM [59] to escalate the prospect of SAM for determination of the global solution within a reasonable timeframe. But stochastic and local search combination will make it still hard to find the best global solution for OPPP for every modified SAM.

### 3.4 Recursive security N algorithm

The method of finding the best solution to OPPP is also the method of finding out the least subgraph of $G = \{N, E\}$, as described in Section 2. The Prim algorithm is a standard algorithm for finding the minimum spanning tree (MST) of a given graph [60]. In the Prim algorithm, all of the lines in a graph are first deleted, then any vertex is chosen as the vertex that was initially added. Then, by repeatedly implementing an ‘unintroduced’ vertex, an MST is created by restoring a line with a minimum weight between the ‘unintroduced’ vertex and an introduced vertex currently connected by only one line [43]. When MST is used in OPPP, the observable region with present PMUs will be maximized. Besides that, this approach is complicated to accomplish because the constraint function is nonlinear considering ZIBs.

In a system with $N$ number of buses, when the Prim algorithm is used, at least $N$ MST must be created using each bus as the initial place where the first PMU is placed. Authors in [61] proposed a revamped MST method and termed an RSNA. Figures 10 and 11 show the flow chart for MST and RSNA, respectively. RSNA’s algorithmic viewpoint is the same as DFS, replicated as much as a vertex number. For generating MSTs, ZIBs are not considered in RSNA.

Nevertheless, RSNA maximizes the observable region only by placing PMUs at the buses that are not observable with PMU equipped buses. To further limit the quantity of the generated MSTs, RSNA only does the revamped DFS $N$ times for a network with $N$ buses, and initial buses are chosen to place the PMU. Though the trees generated in this stage are not inevitably the true MST, the total developed MST needs to be stored for the following authentication and fathoming.

As MSTs are generated, numerous PMU employments are achieved. RSNA needs to check if any alternative pattern search exists for each placement. The MST generation is successively clarified for further enhancement, as illustrated in Figure 12.

Individually, each exclusive set of PMU is replaced by the buses linked to the vertex where a PMU was initially created. This form of ‘small signal’ differential is checked to deliver other strategies that can offer functional advantages for the optimum physical implementation of PMUs. In different alternate pattern searching strategies, PMUs based on lone lines connecting to the power grid are interchanged on neighboring buses. This operation provides direct current measurements, which can minimize error variance.

If there are no pure transit vertexes in the method, the mechanism stops at the first stage. Otherwise, the last real set filtering is done by eliminating individual PMU and checking that the device stays measurable, as seen in Figure 13. To boost scalability, the algorithmic method proved to be operational when extended only to solution sets with a minimum number of PMUs.

RSNA reduces the time and space complexity of the MST algorithm when implemented in OPPP and can obtain many OPPP solutions. But as the network’s scale grows, RSNA’s
scalability can be undermined. In this study, a modified branch-and-bound algorithm (BBA) is proposed to address the scalability problem.

3.5 | Modified branch-and-bound algorithm

Land and Doig developed BBA in 1960 for binary problems. It is limited to IP problems. It can be tested with different kinds of problems. It is based on the belief that the complete set of possible solutions can be split into small-scale subsets of solutions. These small-scale subsets can then be measured analytically until the most exceptional solution is found. When the BBA is tested for an IP problem, it is used in combination with the simple non-integer solution method. The BBA flowchart is shown in Figure 14. This work proposes a modified BBA for OPPP, which combines both DFS and BFS (best-first search) executed by mixed-integer non-LP branch-and-bound (minlpBB) optimizer within TOMLAB [62, 63]. MBBA is utilized in finding solutions for both integer-IP (ILP) and mixed-integer non-LP (MINLP) issues.

MBBA is a tacit enumeration methodology by which the global optimum solution can be obtained. This algorithm deals with ILP, mixed-ILP, and binary-ILP problems [64]. The algorithmic procedure is explained with constant variables, and weak constraints replace integer constraints. If the obtained explanation is an integer in nature, then the algorithmic process is concluded. If one of the particular integer variables $y_k$ is constant, two new sub-problems with maximum $y_k \leq |y_k|$ and minimum limit restriction $y_k \geq |y_k| + 1$ are solved [65]. This branching process means that potential integer answers are not eradicated.

Branching is the technique of splitting a mixed-ILP into sub-problems. There are three basic methods in ‘MBBA’ [66]. First, the usable search space must be separated such that the latest sub-problems are not mixed-ILP. The meaning of this process is that linear inequalities constraints develop the sub-problems. Second, adding the sub-problems’ usable search space could cover at least one strategic solution. Third, because the essential purpose of the branching is to improve the whole lower bound, it is beneficial that the small solution is not included in either the partition representatives or the whole lower bound would be exacerbated. These added restrictions explain the branching dilemma. Branching includes the result of more than one sub-problems such as an ILP. The method is continued until a plausible discrete integer explanation is sought. These found results agree to the maximum limit of the objective function for minimalization of the issue.

Furthermore, in branching, if any branch has the objective function worth more than the maximum limit, the vertex is
eliminated. If the objective function value is less than the full limit value, the value is upgraded. Methodology proceeds until all vertexes are searched. The minimal objective function value for the possible integer discrete alternative provides the optimal objective function value. Figure 15 displays the MBBA flowchart.

The number of ILP sub-problems created to build the whole tree varies from strategy to strategy [67]. In respect of the tree search strategy, BFS is used. Also, DFS, as well as BFS, are executed. BFS is the fundamental technique for searching the undirected graph, while DFS is an alternative mode of crisscrossing the graph. DFS picks the succeeding candidate to be a vertex at the thoroughgoing depth in the intrinsic tree framework. The search methods can be static and hybrid. The static BBA method applies an existing rule to pick the next sub-problem for optimization. The abovementioned BBA is used for the determination of the search order to assemble the intrinsic tree framework.

Further, the developed MBBA approach 2 \((y, z)\) changes from plan \(y_0\) to plan \(z_0\) as given in [68]. The MBBA executes a DFS before a distinct solution is sought and move to BFS. Starting from the transformation of the MINLP into LP relaxation issues, the optimal solution is determined with MBBA, as explained above [66]. In stage first, an initial possible solution to initialize the optimization issue is determined. The second stage is to determine the optimal solution utilizing a BFS [69]. Optimization involves enumerating each integer point, removing difficult ones, estimating the objective function at all enumerated integer points, and deciding the optimal value point [66].

In MBBA, LP relaxation executes a necessary process to evaluate each sub-problem using a dual simplex to optimize it from the parent vertex's optimum basis. This approach minimizes the number of simplex iterations to determine the child's vertex and speeds up the complete computing capabilities. The original simplex calculated the exact solution point from a potential primal basis. Any iteration of the initial simplex approach transfers from a BFS to another BFS can never raise the objective feature before an optimum point is reached [70]. In this study, utilizing the TOMLAB/minlpBB optimizer engine, the MBBA includes two stages: In stage 1, DFS examines vertexes in the search tree, and the iterative procedure BFS follows the search path. In stage 1, the problems of LP relaxation are determined by double simplex. The first stage uses the possible basic solution to initialize the primal simplex until the best solution is achieved [70]. The BFS flowchart is shown in Figure 16.
FIGURE 15 The modified branch-and-bound algorithm flowchart

FIGURE 16 The flowchart for breadth-first search
In this study, assumed a graph which is undirected depicting the connected power network, the problem of determining the OPPP to install on the edges such that the graph is wholly monitored, is considered. The MBBA based on integrating both DFS and BFS methods to determine the solutions for the OPPP is proposed. Moreover, this work solves the OPPP in an MINLP framework with discrete variables executed by the proposed method of eliminating radial buses. In consequence of that, the different strategy of MBBA is examined to optimize the OPP problem. Individually, BBA follows a separate process for the determination of the search order. Determining a potential incumbent solution enables initial fathoming and hence the extension of a smaller search tree leading to several optimal solution sets, as found in this work.

During the process, the proposed method is implemented by a suitable optimizer engine called minlpBB of the TOMLAB optimization package. DFS explores vertexes in the exploration tree in stage 1, and the repeated technique pursues a search route as BFS. In stage 1, the LP relaxation issues are resolved by dual simplex. In stage 2, the possible solution from stage 1 is used to initialize the primal simplex until the most promising clarification is obtained.

| Test systems | Methods | # Of sets | # Of PMUs | OPPP solutions | Computational time (s) |
|--------------|---------|-----------|-----------|----------------|-----------------------|
| 14-bus       | DFS     | 1         | 6         | 1, 4, 6, 8, 10, 14 | 0.002                 |
|              | GTP     | 1         | 6         | 1, 4, 6, 8, 10, 14 | 0.0017                |
|              | SAM     | 1         | 4         | 2, 5, 6, 9         | 0.4                   |
|              |         | 2         | 4         | 4, 5, 6, 9         | 0.21                  |
|              |         | 3         | 5         | 1, 4, 6, 10, 14    | 0.36                  |
|              |         | 4         | 4         | 2, 7, 10, 13       | 0.21                  |
|              |         | 5         | 4         | 1, 4, 6, 9         | 0.37                  |
|              |         | 6         | 4         | 2, 9, 11, 13       | 0.33                  |
|              |         | 7         | 4         | 2, 9, 10, 13       | 0.39                  |
|              |         | 8         | 3         | 2, 6, 9            | 0.35                  |
|              |         | 9         | 4         | 4, 5, 10, 13       | 0.19                  |
|              |         | 10        | 4         | 2, 9, 11, 12       | 0.23                  |
|              |         | 11        | 4         | 2, 7, 11, 13       | 0.16                  |
|              |         | 12        | 4         | 3, 5, 6, 9         | 0.36                  |
|              |         | 13        | 4         | 2, 8, 10, 13       | 0.21                  |
|              | RSNA    | 1         | 3         | 2, 6, 9            | 0.06                  |
|              | MBBA    | 1         | 4         | 2, 6, 7, 9         | 0.012                 |
|              |         | 2         | 4         | 2, 7, 11, 13       | 0.07                  |
|              |         | 3         | 4         | 2, 7, 10, 13       | 0.089                 |
|              |         | 4         | 4         | 2, 6, 8, 9         | 0.10                  |
|              |         | 5         | 4         | 2, 8, 10, 13       | 0.36                  |
|              |         | 6         | 3         | 2, 6, 9            | 0.58                  |

Abbreviations: DFS, depth-first search; GTP, graph-theoretic procedure; MBBA, modified branch-and-bound algorithm; OPPP, optimal phasor measurement unit placement problem; PMU, phasor measurement unit; RSNA, recursive security N algorithm; SAM, simulated annealing method.
redundancy is very likely to be triggered by the merging strategy. And this property does not make the OPPP solution illustrated by GTP using the merging process better or worse than that found by DFS. The functionality of ZIBs could not be used successfully by the merging strategy. When dealing with ZIBs, the method of merging, which is listed in several articles as a useful process, is merely ineffective. Also, both of the two techniques are very fast. Their existence as a greedy algorithm will guarantee that the complexity of their time is minimal. As a matter of fact, the optimality of the solution carried out by an algorithm is a more important condition for evaluating the algorithm. Taking these conditions into consideration, both DFS and GTP methods are not ideal for OPPP; relative to SAM, RSNA, and MBBA, the optimality of the solutions described by them is not good.

SAM uses a nonlinear constraint to cope up with ZIBs. The simulation was carried out 20 times for all test systems to evaluate SAM probabilities to find optimal solutions. Tables 1–5 show the most optimal solutions SAM has sought. It can be recognized from Tables 1–5 that SAM did not do very well. In the case of the IEEE 118-bus test method, SAM did not even find any placement better than the initial placement obtained via GTP. The suggested MBBA approach, on the other hand, outperforms other algorithms in the optimality of the best locations found and the scalability is very high. However, MBBA can find the best solution in polynomial-time relative to either DFS or GTP, or SAM.

In this study, RSNA is also used to unravel OPPP for IEEE 14, 30, 57, 118 and New England 39 bus systems based on a minimal tree span. Tables 1–5 documents the RSNA simulation. From Tables 1–5, RSNA performed very well between DFS, GTP, and SAM algorithms. It is a reliable algorithm that will always return the same outcome for a given method within an appropriate timeframe. RSNA implemented here uses the symmetric reverse Cuthill-McKeel permutation to reverse the adjacency matrix in the first position. Only attempts to obtain optimal placements by removing pure transit vertexes from those placements have alternative patterns, as depicted in Figure 12. The authors indicated in [61] that only 31 PMUs are needed for the IEEE 118 bus system using the RSNA algorithm. However, the author did not achieve such a successful placement through RSNA. On the other hand, MBBA provides the best performance for IEEE 118 test systems (28 OPPP locations) at a reasonable time given the merging approach.

The initial BBA was developed for a hypothetical distinct ILP variable problem to find a globally optimal solution. The initial BBA offers global optimality, but just one solution [72]. OPPP in MINLP is a Boolean convex problem defined by the proposed procedure. Based on a novel MBBA algorithm, minlpBB clarifies the optimization process, as discussed in Section 3.5. The MBBA has two levels. If the inherent tree network grows, DFS selects the successful candidate to be a vertex at a higher depth in the tree.

When developing the enumeration tree, a potential integer solution is calculated. The second stage accelerates the tree, shifting search order from DFS to BFS. LP relaxations are explained before the OPP problem is discovered [70]. Simplex methods investigate the vertexes in the

| TABLE 2 | OPPP solution for 30-bus system using DFS, GTP, SAM, RSNA, and MBBA |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| **Test systems** | **Methods** | **# Of sets** | **# Of PMUs** | **OPPP solutions** | **Computational time (s)** |
| 30-bus | DFS | 1 | 10 | 1, 5, 6, 10, 11, 12, 18, 24, 26, 27 | 0.006 |
| | GTP | 1 | 10 | 1, 5, 6, 10, 11, 12, 18, 24, 26, 27 | 0.006 |
| | SAM | 1 | 8 | 1, 5, 6, 10, 12, 18, 24, 27 | 4.98 |
| | | 2 | 7 | 2, 4, 10, 12, 19, 24, 29 | 4.20 |
| | RSNA | 1 | 7 | 3, 19, 7, 12, 10, 27, 24 | 11.03 |
| | | 2 | 7 | 3, 19, 7, 12, 10, 30, 24 | 10.59 |
| | | 3 | 7 | 3, 19, 2, 12, 10, 27, 24 | 11.08 |
| | | 4 | 7 | 3, 19, 2, 12, 10, 30, 24 | 11.10 |
| | MBBA | 1 | 7 | 1, 2, 10, 12, 19, 23, 27 | 0.008 |
| | | 2 | 7 | 3, 5, 10, 12, 18, 23, 27 | 0.006 |
| | | 3 | 7 | 1, 2, 10, 12, 19, 23, 27 | 0.014 |
| | | 4 | 7 | 3, 5, 10, 12, 18, 23, 27 | 0.036 |
| | | 5 | 7 | 1, 2, 10, 12, 18, 23, 27 | 0.018 |
| | | 6 | 7 | 3, 7, 10, 12, 19, 23, 27 | 0.049 |
| | | 7 | 7 | 1, 2, 10, 12, 18, 24, 27 | 0.032 |
| | | 8 | 7 | 3, 7, 10, 12, 19, 24, 27 | 0.024 |

Abbreviations: DFS, depth-first search; GTP, graph-theoretic procedure; MBBA, modified branch-and-bound algorithm; OPPP, optimal phasor measurement unit placement problem; PMU, phasor measurement unit; RSNA, recursive security N algorithm; SAM, simulated annealing method.
Whenever the enumerative approach recapitulates, the minlpBB solver is called a distinct starting point to define the number of separate ideal solution sets. This is an essential advantage for the other ILP routines to validate alternate solutions. The BBA considers a non-unique global minimum starting point, while the user-defined duality gap 0 is reached [63].

TABLE 3 OPPP solution for 39-bus system using DFS, GTP, SAM, RSNA, and MBBA

| Test systems | Methods | # Of sets | # Of PMUs | OPPP solutions | Computational time (s) |
|--------------|---------|-----------|-----------|----------------|------------------------|
| 39-bus       | DFS     | 1         | 16        | 2, 4, 6, 8, 10, 12, 16, 18, 20, 22, 26, 33, 36, 37, 38, 39 | 0.01 |
|              | GTP     | 1         | 16        | 2, 4, 6, 8, 10, 12, 16, 18, 20, 22, 26, 33, 36, 37, 38, 39 | 0.01 |
|              | SAM     | 1         | 15        | 2, 4, 6, 9, 12, 13, 18, 20, 23, 25, 26, 29, 35, 37, 39 | 11.05 |
|              |         | 2         | 15        | 4, 6, 9, 10, 13, 17, 18, 19, 20, 22, 23, 25, 29, 32, 33, 37, 39 | 8.43 |
|              |         | 3         | 14        | 3, 6, 9, 13, 16, 22, 24, 29, 30, 32, 34, 36, 37, 38 | 7.98 |
|              |         | 4         | 15        | 3, 6, 7, 11, 16, 19, 20, 23, 24, 25, 29, 32, 33, 37, 39 | 11.04 |
|              |         | 5         | 15        | 2, 3, 8, 9, 13, 16, 21, 23, 25, 26, 27, 33, 34, 35, 38 | 9.35 |
|              |         | 6         | 15        | 2, 6, 7, 10, 15, 16, 17, 22, 24, 25, 26, 29, 34, 36, 39 | 11.33 |
|              |         | 7         | 13        | 4, 7, 8, 11, 17, 20, 22, 23, 25, 26, 32, 38, 39 | 13.35 |
|              |         | 8         | 14        | 1, 5, 8, 11, 18, 19, 20, 22, 23, 25, 26, 32, 35, 38 | 8.32 |
|              |         | 9         | 15        | 5, 7, 9, 10, 13, 18, 20, 22, 23, 29, 30, 31, 35, 37 | 7.77 |
|              |         | 10        | 13        | 1, 3, 6, 10, 15, 17, 19, 20, 22, 23, 29, 37, 39 | 10.49 |
|              |         | 11        | 14        | 1, 4, 6, 9, 17, 18, 21, 24, 29, 32, 33, 34, 36, 37 | 5.42 |
|              |         | 12        | 15        | 1, 3, 8, 10, 12, 13, 14, 16, 19, 20, 23, 25, 29, 32, 33 | 12.83 |
|              |         | 13        | 13        | 4, 6, 11, 16, 17, 23, 24, 26, 29, 30, 34, 37, 39 | 10.82 |
|              |         | 14        | 14        | 4, 6, 15, 16, 18, 21, 25, 26, 30, 32, 34, 36, 38, 39 | 6.93 |
|              |         | 15        | 14        | 4, 7, 9, 10, 16, 17, 18, 19, 22, 29, 34, 36, 37, 38 | 8.45 |
|              |         | 16        | 15        | 3, 7, 10, 14, 15, 17, 21, 23, 27, 28, 33, 34, 37, 38, 39 | 7.88 |
|              |         | 17        | 13        | 1, 2, 6, 7, 9, 16, 18, 23, 25, 28, 29, 32, 34 | 10.56 |
|              |         | 18        | 14        | 1, 2, 3, 6, 14, 18, 20, 23, 26, 29, 32, 35, 37, 39 | 6.10 |
|              |         | 19        | 14        | 2, 8, 9, 11, 19, 21, 23, 27, 28, 29, 31, 32, 34, 37 | 7.75 |
|              |         | 20        | 14        | 2, 3, 8, 10, 16, 21, 25, 26, 28, 34, 36, 37, 38, 39 | 4.76 |
| RSNA         | 1       | 9         | 1, 3, 8, 13, 16, 20, 23, 25, 29 | 52.80 |
| MBBA         | 1       | 8         | 3, 8, 10, 16, 20, 23, 25, 29 | 2.08 |
|              | 2       | 8         | 3, 8, 12, 16, 20, 23, 25, 29 | 2.16 |
|              | 3       | 8         | 3, 6, 10, 16, 20, 23, 25, 29 | 1.90 |
|              | 4       | 8         | 3, 6, 13, 16, 20, 23, 25, 29 | 1.86 |
|              | 5       | 8         | 3, 8, 12, 16, 20, 24, 25, 29 | 1.94 |
|              | 6       | 8         | 3, 8, 13, 16, 20, 23, 25, 29 | 2.84 |
|              | 7       | 8         | 3, 6, 12, 16, 20, 23, 25, 29 | 2.03 |
|              | 8       | 8         | 3, 6, 12, 16, 20, 24, 25, 29 | 1.88 |
|              | 9       | 8         | 3, 8, 13, 16, 20, 24, 25, 29 | 2.92 |
|              | 10      | 8         | 3, 6, 10, 16, 20, 25, 25, 29 | 1.99 |

Abbreviations: DFS, depth-first search; GTP, graph-theoretic procedure; MBBA, modified branch-and-bound algorithm; OPPP, optimal phasor measurement unit placement problem; PMU, phasor measurement unit; RSNA, recursive security N algorithm; SAM, simulated annealing method.

TOMLAB/minlpBB is MATLAB-compatible and used to execute OPPP on five IEEE test systems. Starting with separate original points desired inside vector boundaries [0, 1] the minlpBB routine produces more than one solution set. Each set has the same amount of PMUs.

Tables 1–5 describes the OPPP solution identified by MBBA, which relies on an ILP-based methodology considering
merging strategy for both test systems. Observability investigation confirms that usable measures are adequate without ambiguity to explain state estimation. The suggested approach offers several OPPP solutions, as seen in Tables 1–5. Tables 1–5 demonstrate that the proposed process preserves the scale of the inherent tree structure as minimal as feasible, finding the optimum point infinite stages. The suggested approach is versatile compared to DFS, GTP, RSNA, and SAM. Finally, as per comparative review, the findings obtained suggest that from a global optimization point of view, the MBBA ensures solution points where DFS, GTP, SAM, and RSNA fail. The topological observability study is checked based on observability parameters to achieve state measurement solvency. Thus, the suggested MBBA solution establishes a global minimum in polynomial time to ensure maximum observability for reliable power monitoring.

5 | CONCLUSION

OPPP, also known as the power-dominating set problem, consists of finding the minimum number of PMUs installed on the vertices such that the graph is completely observed, that is, the network state is known. Polynomial-time algorithms and mathematical techniques are vital approaches to OPPP solution. This study solves the OPPP in a mixed-integer LP method with the binary-valued variables implemented by the novel MBBA, which is more probable than other methods to achieve an optimal or sub-optimal position. The proposed solution took two stages. In stage 1, the pure mixed-integer LP is unravelled by DFS. Once a first integer solution has been discovered, stage 2 requires BFS to find the solution point. Here, the rules and the formulation of the OPPP are introduced in depth based on topological observational analysis. As a result, four types of OPPP algorithms, including DFS, GTP, SAM, and RSNA, are explored to simplify the OPPP scheme. Simulation for IEEE 14-bus, 30-bus, 57-bus, and 118-bus and New England 39-bus systems using the four algorithms has been carried out. From the simulation, DFS and GTP are seen to be the fastest algorithm of all, but the bad solution is provided for OPPP. SAM is seen to do better than DFS and GTP, but not in a reasonable timeframe. RSNA as a method for the notion of a minimal spanning tree in OPPP works pretty well in the simulation. Also, the simulation shows that the proposed MBBA works better than other approaches and is computationally efficient. MBBA guarantees non-unique globally optimal polynomial-time solutions that prove that OPPP is a P-class problem. Starting from a randomized initial vector, MBBA locates potential solutions

| Test systems | Methods | # Of sets | # Of PMUs | OPPP solutions | Computational time (s) |
|--------------|---------|-----------|-----------|----------------|-----------------------|
| 57-bus       | DFS     | 19        | 1, 4, 7, 9, 15, 19, 21, 24, 27, 30, 32, 36, 38, 39, 41, 46, 50, 52, 54 | 0.01 |
|              | GTP     | 21        | 2, 4, 7, 9, 15, 16, 17, 19, 21, 24, 27, 30, 32, 36, 38, 39, 41, 46, 50, 52, 54 | 0.02 |
|              | SAM     | 19        | 1, 4, 7, 9, 15, 19, 21, 24, 27, 30, 32, 36, 38, 39, 41, 46, 50, 52, 54 | 13.8 |
|              | 2       | 18        | 1, 4, 9, 13, 17, 19, 23, 27, 28, 30, 32, 39, 42, 44, 47, 50, 52, 54 | 15.3 |
|              | 3       | 18        | 1, 6, 12, 15, 16, 19, 23, 29, 30, 33, 34, 43, 44, 49, 50, 53, 55, 56 | 19.0 |
|              | 4       | 17        | 1, 6, 10, 13, 14, 15, 20, 25, 28, 30, 32, 38, 45, 51, 53, 54, 56 | 8.75 |
|              | 5       | 18        | 1, 2, 7, 12, 13, 17, 18, 22, 26, 29, 30, 32, 38, 47, 50, 52, 54, 56 | 14.95 |
|              | 6       | 16        | 1, 4, 9, 15, 20, 24, 29, 31, 33, 38, 43, 45, 46, 51, 54, 56 | 18.31 |
|              | 7       | 18        | 1, 7, 8, 9, 15, 16, 18, 22, 24, 29, 30, 33, 36, 38, 42, 51, 54, 56 | 9.99 |
|              | 8       | 18        | 1, 3, 4, 8, 19, 20, 24, 27, 31, 32, 38, 43, 47, 50, 53, 56, 57 | 15.59 |
|              | 9       | 18        | 1, 2, 6, 9, 12, 18, 20, 25, 29, 32, 39, 42, 44, 46, 49, 50, 53, 54 | 12.76 |
|              | RSNA    | 12        | 1, 4, 13, 19, 27, 29, 30, 32, 38, 51, 54, 56 | 655.03 |
|              | 2       | 12        | 1, 4, 13, 19, 24, 29, 30, 32, 38, 51, 54, 56 | 646.01 |
|              | MBBA    | 1         | 1, 9, 13, 19, 23, 29, 31, 32, 38, 50, 53, 54, 56 | 3.88 |
|              | 2       | 8         | 3, 12, 13, 16, 19, 23, 29, 31, 33, 38, 41, 50, 54 | 3.22 |
|              | 3       | 8         | 3, 12, 14, 17, 20, 23, 29, 31, 33, 38, 41, 50, 54 | 4.05 |
|              | 4       | 8         | 3, 9, 12, 15, 20, 23, 29, 31, 33, 36, 41, 50, 53 | 2.39 |
|              | 5       | 8         | 1, 3, 9, 13, 20, 27, 29, 31, 33, 36, 50, 53, 56 | 3.43 |
|              | 6       | 8         | 1, 8, 9, 13, 20, 27, 30, 33, 36, 50, 52, 55, 56 | 1.95 |
|              | 7       | 8         | 3, 12, 15, 20, 28, 30, 32, 33, 38, 50, 52, 55, 56 | 2.00 |
|              | 8       | 8         | 1, 3, 16, 17, 20, 25, 29, 32, 36, 41, 48, 51, 54 | 1.81 |

Abbreviations: DFS, depth-first search; GTP, graph-theoretic procedure; MBBA, modified branch-and-bound algorithm; OPPP, optimal phasor measurement unit placement problem; PMU, phasor measurement unit; RSNA, recursive security N algorithm; SAM, simulated annealing method.
with an optimum objective function value for all case studies. Thus, the proposed approach seeks a global minimum in polynomial time to guarantee its observability and to prove the efficacy of its reliable power monitoring scheme.

**ORCID**
Rohit Babu  https://orcid.org/0000-0003-4128-4428
Saurav Raj  https://orcid.org/0000-0002-1875-3903
Bishwajit Dey  https://orcid.org/0000-0001-9761-9480
Biplab Bhattacharyya  https://orcid.org/0000-0003-0348-7283

**REFERENCES**
1. Phadke, A.G., et al.: State estimation with phasor measurements. IEEE Power Eng. Rev., PER-6(2), 48 (1986)
2. Arghira, N., et al.: Modern SCADA philosophy in power system. Univ. Polytchn. Buchara. Sci. Bull. Ser. C: Electr. Eng. Comput. Sci., 73(2), 153–166 (2011)
3. Donolo, M.A.: Advantages of synchrophasor measurements over SCADA measurements for power system state estimation, Schweitzer Engineering Laboratories, Inc., Hopkins (2006)
4. Almutairi, A.M., Milanovic, J.V.: Comparison of different methods for optimal placement of PMUs. Proceedings of the IEEE Bucharest PowerTech, Bucharest (2009)
5. Heydt, G.T, et al.: Solution for the crisis in electric power supply, IEEE Comput. Appl. Power. 14(3), 22–30 (2001)
6. Cho, K.-S., et al.: Optimal placement of PMUs with GPS receiver. Proceedings of the IEEE Power Engineering Society Winter Meeting, Columbus (2001)
7. Phadke, A.G., Thorp, J.S.: Synchronized Phasor Measurements and Their Applications, - Springer, Blackslub (2008)  https://www.springer.com/gp/book/9781441945631
8. Orthman, A.K.A., Irving, M.R.: A comparative study of two methods for uncertainty analysis in power system state estimation. IEEE Trans. Power Syst., 20(2), 1181–1182 (2005)
9. Orthman, A.K.A., Irving, M.R.: Uncertainty modeling in power system state estimation. IET Gener. Transm. Distrib., 152(2), 233–239 (2005)

---

**Table 5**  OPPP solution for 118-bus system using DFS, GTP, SAM, RSNA, and MBBA

| Test systems | Methods | # Of sets | # Of PMUs | OPPP solutions | Computational time (s) |
|--------------|---------|-----------|-----------|----------------|------------------------|
| 118-bus DFS  | 1       | 42        | 1, 5, 9, 12, 13, 17, 19, 21, 25, 28, 30, 32, 36, 37, 41, 43, 46, 49, 52, 57, 58, 59, 62, 65, 70, 72, 75, 77, 78, 80, 83, 86, 89, 91, 93, 95, 100, 102, 105, 110, 115, 116, 118 | 0.091 |
| GTP          | 1       | 42        | 1, 5, 9, 12, 13, 17, 19, 21, 25, 28, 30, 32, 36, 37, 41, 43, 46, 49, 52, 57, 58, 59, 62, 65, 70, 72, 77, 80, 83, 86, 89, 91, 93, 95, 100, 102, 105, 110, 115, 116, 118 | 0.092 |
| SAM          | 1       | 40        | 1, 5, 9, 12, 13, 17, 19, 21, 25, 28, 30, 32, 36, 37, 41, 43, 46, 49, 52, 57, 58, 59, 62, 65, 70, 72, 77, 80, 83, 86, 89, 91, 93, 95, 100, 102, 105, 110, 115, 118 | 1.28 |
| RSNA         | 1       | 36        | 1, 5, 9, 12, 13, 19, 21, 25, 29, 32, 36, 37, 41, 43, 46, 49, 53, 57, 58, 59, 62, 70, 72, 78, 80, 82, 84, 86, 89, 91, 94, 101, 105, 110, 115, 118 | 74.92 |
| MBBA         | 1       | 28        | 1, 8, 11, 12, 15, 17, 21, 25, 29, 34, 40, 45, 49, 53, 56, 62, 72, 75, 77, 80, 85, 86, 90, 94, 102, 105, 110, 114 | 5.63 |
|              | 2       | 28        | 2, 8, 11, 12, 17, 21, 27, 31, 32, 34, 37, 40, 45, 49, 53, 56, 62, 72, 75, 77, 80, 85, 86, 91, 94, 101, 105, 110 | 4.98 |
|              | 3       | 28        | 1, 8, 11, 12, 15, 17, 21, 25, 29, 34, 40, 45, 49, 53, 56, 62, 72, 75, 77, 80, 85, 86, 91, 94, 101, 105, 110 | 3.99 |
|              | 4       | 28        | 3, 8, 11, 12, 17, 21, 27, 31, 32, 34, 37, 40, 45, 49, 53, 56, 62, 72, 75, 77, 80, 85, 86, 91, 94, 101, 105, 110 | 5.05 |
|              | 5       | 28        | 1, 8, 11, 12, 17, 21, 25, 29, 33, 34, 40, 45, 49, 53, 56, 62, 72, 75, 77, 80, 85, 86, 91, 94, 101, 105, 110 | 5.89 |
|              | 6       | 28        | 1, 9, 11, 12, 17, 21, 27, 31, 32, 34, 37, 40, 45, 49, 53, 56, 62, 72, 75, 77, 80, 85, 87, 90, 94, 101, 105, 110 | 4.01 |
|              | 7       | 28        | 3, 9, 11, 12, 17, 21, 27, 31, 32, 34, 37, 40, 45, 49, 52, 56, 62, 72, 75, 77, 80, 85, 86, 90, 94, 101, 105, 110 | 3.98 |
|              | 8       | 28        | 3, 8, 11, 12, 17, 21, 27, 31, 32, 34, 37, 40, 45, 49, 52, 56, 62, 72, 75, 77, 80, 85, 86, 90, 94, 102, 105, 110 | 5.98 |
|              | 9       | 28        | 3, 9, 11, 12, 17, 21, 27, 31, 32, 34, 37, 41, 45, 49, 52, 56, 62, 72, 75, 77, 80, 85, 86, 90, 94, 102, 105, 110 | 6.01 |
|              | 10      | 28        | 2, 8, 11, 12, 15, 19, 21, 27, 30, 34, 40, 45, 49, 52, 56, 62, 65, 72, 75, 77, 80, 85, 86, 90, 94, 101, 105, 110 | 5.85 |

Abbreviations: DFS, depth-first search; GTP, graph-theoretic procedure; MBBA, modified branch-and-bound algorithm; OPPP, optimal phasor measurement unit placement problem; PMU, phasor measurement unit; RSNA, recursive security N algorithm; SAM, simulated annealing method.
10. Schweitzer, E.O., Whitehead, D.E.: Real-world synchrophasor solutions. Proceedings of the 62nd Annual Conference for Protective Relay Engineers, Austin (2009)

11. Maji, T.K., Acharjee, P.: Multiple solutions of optimal PMU placement using exponential binary PSO algorithm. Proceedings of the Annual IEEE India Conference (INDICON), New Delhi (2015)

12. Rahman, N.H.A.: Optimal allocation of phasor measurement units using practical constraints in power systems (PhD thesis). Brunel University London, Uxbridge, UK (2017) https://bura.brunel.ac.uk/handle/2438/14143

13. Manousakis, N.M., et al.: Taxonomy of PMU placement methodologies. IEEE Trans. Power Syst. 27(2), 1070–1077 (2012)

14. Nazari-Heir, M., Mohammadi-Ivatloo, B.: Application of heuristic algorithms to optimal PMU placement in electric power systems: an updated review. Renew. Sustain. Energy Rev., 50, 214–228 (2015)

15. Zapata, H., et al.: A hybrid swarm algorithm for collective construction of 3D structures. Int. J. Artif. Intell. 18(1), 1–18 (2020)

16. Precup, R.-E., David, R.-C.: Nature-Inspired Optimization Algorithms for Fuzzy Controlled Servo Systems. Butterworth-Heinemann; Elsevier (Politehnica University of Timisoara, Romania 2020) https://www.elsevier.com/books/nature-inspired-optimization-algorithms-for-fuzzy-controlled-servo-systems/precup/978-0-12-816358-0

17. Precup, R.-E., et al.: Grey wolf optimizer-based approach to the tuning of PI-fuzzy controllers with a reduced process parametric sensitivity. IFAC-PapersOnLine. 49(5), 55–60 (2016)

18. Gee, S.B., et al.: Solving multiobjective optimization problems in unknown dynamic environments: an inverse modeling approach. IEEE Trans. Cybern. 47(12), 4223–4234 (2017)

19. Abed-alguni, B.H.: Island-based cuckoo search with highly disruptive polynomial mutation. Int. J. Artif. Intell. 17(1) (2019)

20. Babu, R., Bhattacharyya, B.: Strategic placements of PMUs for power network observability considering redundancy measurement. Measurement. 134, 606–623 (2019)

21. Zhou, X., et al.: Optimal placement of PMUs using adaptive genetic algorithm considering measurement redundancy. Int. J. Rel. Qual. Saf. Eng. 23(3), 1640001 (2016)

22. Wang, Z., et al.: Differential evolution-based optimal placement of phase. Int. J. Model. Simul. Comput. Sci. 6(1), 150016–15001611 (2015)

23. Khiabanii, V., et al.: Reliability-based placement of phasor measurement units in power systems. Proc. IMechE. 226(1), 109–117 (2012)

24. Karimi, E., et al.: How optimal PMU placement can mitigate cascading. Int. Trans. Electr. Energy Syst. 29(6), 1–19 (2019)

25. Theodorakatos, N.P.: Fault location observability using phasor measurement units in a power network through deterministic and stochastic algorithms. Electr. Power Compon. Syst. 47(3), 1–18 (2019)

26. Abdel-salam, A.A., Abdel-latif, A.Y.: Minimizing the cost of wide area monitoring systems by optimal allocation of PMUs and their communication infrastructure. Arab. J. Sci. Eng. 45, 6453–6466 (2020)

27. Zhu, X., et al.: Optimal PMU-communication link placement for smart grid wide-area measurement systems. IEEE Trans. Smart Grid. 10(4), 2446–2446 (2019)

28. Babu, R., Bhattacharyya, B.: Weak bus-oriented installation of phasor measurement unit for power network observability. Int. J. Emerg. Electr. Power Syst. 18(5), 1–14 (2017)

29. Babu, R., et al.: Weak bus-constrained PMU placement for complete observability of a connected power network considering voltage stability indices. Prot. Control Mod. Power Syst. 5(1), 1–14 (2020)

30. Lakshminarayana, P., Venkatesan, M.: A multi-constrained binary ILP method for optimal allocation of PMUs in network. SN Appl. Sci., 2, 1–10 (2020)

31. Theodorakatos, N.P.: Optimal phasor measurement unit placement for numerical observability using branch-and-bound and a binary-coded genetic algorithm. Electr. Power Compon. Syst. 47(4–5), 357–371 (2019)

32. Gao, X.-C., et al.: Enhanced optimal PMU placements with limited observability propagations. IEEE Access. 8, 22515–22524 (2020)

33. Lu, C., et al.: An optimal PMU placement with reliable zero injection observation. IEEE Access. 6, 54417–54426 (2018)

34. Babu, R., Bhattacharyya, B.: An approach for optimal placement of phasor measurement unit for power network observability considering various contingencies. Iran. J. Sci. Technol. Trans. Electr. Eng. 42(2), 161–183 (2018)

35. Razavi, S.-E., et al.: An effective approach for the probabilistic and deterministic multistage PMU placement using cuckoo search: Iran's national power system. Iran. J. Sci. Technol. Trans. Electr. Eng. 44, 237–252 (2020)

36. Almunif, A., Fan, L.: Optimal PMU placement for modeling power grid observability with mathematical programming methods. Int. Trans. Electr. Energy Syst. 30(2), 1–13 (2019)

37. Zargar, S.F., et al.: Probabilistic multi-objective state estimation-based PMU placement in the presence of bad data and missing measurements. IET Gener. Transm. Distrib. 14(15), 3042–3051 (2020)

38. Manousakis, N.M., Korres, G.N.: Optimal allocation of phasor measurement units considering various contingencies and measurement redundancy. IEEE Trans. Instrum. Meas. 69(6), 3403–3411 (2020)

39. Wang, S., et al.: Risk-oriented PMU placement approach in electric power systems. IET Gener. Transm. Distrib. 14(2), 301–307 (2020)

40. Jami, M., et al.: Phasor measurement units optimal placement and performance limits for fault localization. IEEE J. Select. Areas Commun., 38(1), 180–192 (2020)

41. Chen, X., et al.: PMU placement for measurement redundancy distribution considering zero injection bus and contingencies. IEEE Syst. J., 14(4), 5396–5406 (2020)

42. Xu, P.: https://github.com/xupe0610/OPP. Accessed 20 Oct 2020

43. Xu, P.: Power System Observability And Optimal Phasor Measurement Unit Placement. Department of Electrical and Computer Engineering, College of Science and Engineering, University of Minnesota – Twin Cities, Minnesota, USA (2015) https://github.com/xupe0610/OPP/blob/master/%25EE8725%2D3BProject%2D%Power%20System%20Observability%20and%20Optimal%20Phasor%20Measurement%20Unit%20Placement%20-%20Xu%2C%20Pei%20Xu%2C%2018016611.pdf. Accessed 12 October 2020

44. Abur, A., Exposito, A.G.: Power system State Estimation: Theory And Implementation. Marcel Dekkle, New York (2004) https://www.routeledge.com/Power-System-State-Estimation-Theory-and-Implementation/Abur-Exposito/p/book/9780824755706

45. Baldwin, T.I., et al.: Power system observability with minimal phasor measurement placement. IEEE Trans. Power Syst., 8, 707–715 (1993)

46. Babu, R., Bhattacharyya, B.: Optimal allocation of phasor measurement unit for full observability of the connected power network. Int. J. Electr. Power Energy Syst., 79, 89–97 (2016)

47. Mohammadi-Ivatloo, B.: Optimal placement of PMUs for power system observability using topology based formulated algorithms. J. Appl. Sci., 9, 2463–2468 (2009)

48. Dua, D., et al.: Optimal multistage scheduling of PMU placement: an ILP approach. IEEE Trans. Power Deliv., 23, 1812–1820 (2008)

49. Mazlumi, K., et al.: Optimal multistage scheduling of PMU placement for power system observability. Int. J. Tech. Phys. Probil. Eng., 4(13), 119–124 (2012)

50. Chakrabarti, S., Kyriakides, E.: Optimal placement of phasor measurement units for state estimation. Proceedings of the IASTED International Conference on Power Energy Systems (EuroPES), Palma de Mallorca, Spain (2007)

51. Chakrabarti, S., Kyriakides, E.: Optimal placement of phasor measurement units for power system observability. IEEE Trans. Power Syst., 23(3), pp. 1433–1440 (2008)

52. Kozen, D.C.: Depth-first and breadth-first search. In: The Design and Analysis of Algorithms. Texts and Monographs in Computer Science, pp. 19–24. Springer, New York (1992)

53. Babu, R., Bhattacharyya, B.: Phasor measurement unit allocation with different soft computing technique interconnected power network. Proceedings of the Michael Faraday IET International Summit 2015, Kolkata (2015)

54. van Laarhoven, P.J.M., Aarts, E.H.L.: Simulated Annealing: Theory and Implementation. Springer-Science+ Business Media, B. V., Eindhoven, The Netherlands (1992) https://www.springer.com/gp/book/9789027725134

55. Russell, S.J., Norvig, P.: Artificial Intelligence: Modern Approach (4th ed.). Pearson, Hoboken; New Zealand (2020) http://aima.cs.berkeley.edu/
56. Gopakumar, P., et al.: Pragmatic multi-stage simulated annealing for optimal placement of synchrophasor measurement units in smart power grids. Front. Energy. 9, 148–161 (2015)

57. Gopakumar, P., et al.: Novel multi-stage simulated annealing for optimal placement of PMUs in conjunction with conventional measurements. Proceedings of the 12th International Conference on Environment and Electrical Engineering, Wroclaw, Poland, 5–8 May (2013)

58. Prasad, S., Kumar, D.M.V.: Trade-offs in PMU and IED deployment for active distribution state estimation using multi-objective evolutionary algorithm, IEEE Trans. Instrum. Meas., 67(6), 1298–1307 (2018)

59. Kerdehuen, T., Ongsakul, W.: Optimal measurement placement for power system state estimation using hybrid genetic algorithm and simulated annealing. Proceedings of the IEEE International Conference on Power System Technology, Chongqing, China, 22–26 October (2006)

60. Girish, V., et al.: Heuristic based optimal PMU routing in KPTCL power grid. Int. J. Electr. Eng. Technol., 7(1), 1–16 (2016)

61. Denegri, G.B., et al.: A security oriented approach to PMU positioning for advanced monitoring of a transmission grid. Proceedings of the international conference on power system technology, Kunming, China, 13–17 October (2002)

62. Babu, R., Bhattacharyya, B: Optimal placement of PMU for complete observability of the interconnected power network considering zero-injection bus: a numerical approach. Int. J. Appl. Power Eng. 9(2), 135–146 (2020)

63. TOMLAB: The TOMLAB optimization environment, TOMLAB®. https://tomopt.com/tomlab/

64. Wolsey, L.A., Nemhauser, G.L.: Integer and Combinatorial Optimization. John Willey and Sons, New York (1999). https://www.wiley.com/en-us/Integer-and-Combinatorial-Optimization-p-9780471359432

65. Arora, R.K.: Optimization: Algorithms and Application. Taylor & Francis Group, New York (2015). https://www.routledge.com/Optimization-Algorithms-and-Application/Arora/p/book/9781498721127

66. Karlof, J.K.: Integer Programming: Theory and Practice, 1st ed. CRC Press, Boca Raton, FL (2005). https://www.routledge.com/Integer-Programming-Theory-and-Practice/Karlof/p/book/9780367392116

67. Chen, D.S., et al.: Applied Integer Linear Programming: Modelling and Solution. John Willey and Sons, New York (2010). https://www.wiley.com/en-us/Applied+Integer+Programming%3A+Modeling+and+Solution-p-9780470373064

68. Floudas, C.: Nonlinear and Mixed-Integer Optimization: Fundamentals and Applications. Oxford University Press, New York (1995). https://oxford.universitypressscholarship.com/view/10.1093/oso/9780195100563.001.0001/isbn-9780195100563

69. Cormen, T.H., et al.: Introduction to Algorithms. MIT Press, Cambridge (2009). https://mitpress.mit.edu/books/introduction-algorithms-third-edition

70. Chong, E.K., Zak, S.H.: An introduction to Optimization. John Willey and Sons, New York (2001). https://www.wiley.com/en-in/An+Introduction+to+Optimization%2C+4th+Edition-p-9781118279014

71. Babu, R.: https://github.com/rohitbabu1986/OPPP. Accessed 01 Feb 2021

72. Arora, J.: Introduction to Optimum Design. 4th ed. Elsevier, University of Iowa, Iowa City, IA (2016). https://www.elsevier.com/books/introduction-to-optimum-design/arora/978-0-12-800806-5

How to cite this article: Babu R, Raj S, Dey B, Bhattacharyya B. Modified branch-and-bound algorithm for unravelling optimal PMU placement problem for power grid observability: A comparative analysis. CAAI Trans. Intell. Technol. 2021;1:1–21. https://doi.org/10.1049/cit2.121038
APPENDIX A

Number and location of a radial bus A

A bus is termed as a radial bus when only one bus is connected to it. Table A1 shows the number of radial buses with their positions in the IEEE 14, 30, 57, 118 and New England 39 bus systems, respectively.

**TABLE A1** Radial buses

| Test systems | Radial buses | Position of radial buses |
|--------------|--------------|--------------------------|
| 14-bus       | 1            | 8                        |
| 30-bus       | 3            | 11, 13, 26               |
| 39-bus       | 9            | 30, 31, 32, 33, 34, 35, 36, 37, 38 |
| 57-bus       | –            | –                        |
| 118-bus      | 7            | 10, 73, 87, 111, 112, 116, 117 |

Number and location of ZIB A

The number of ZIBs with their positions in the IEEE 14, 30, 57, 118, New England 39 bus systems, respectively, are shown in Table A2.

**TABLE A2** ZIBs

| Test systems | #”> of Zero injection buses | Position of ZIBs |
|--------------|----------------------------|------------------|
| 14-bus       | 1                          | 7                |
| 30-bus       | 6                          | 6, 9, 22, 25, 27, 28 |
| 39-bus       | 12                         | 1, 2, 5, 6, 9, 10, 11, 13, 14, 17, 19, 22 |
| 57-bus       | 15                         | 4, 7, 11, 21, 22, 24, 26, 34, 36, 37, 39, 40, 45, 46, 48 |
| 118-bus      | 10                         | 5, 9, 30, 37, 38, 63, 64, 68, 71, 81 |

Abbreviation: ZIB, zero injection bus.

Connection of ZIBs in IEEE 30 bus A

The connection of ZIB with other buses in the IEEE 30-bus system is shown in Table A4.

**TABLE A4** Buses connected with ZIB in IEEE 30-bus system

| ZIB | Buses Connected with ZIB |
|-----|-------------------------|
| 6   | 2, 4, 7, 8, 9, 10, 28   |
| 9   | 6, 11, 10               |
| 22  | 10, 21, 24              |
| 25  | 24, 26, 27              |
| 27  | 25, 26, 29              |
| 28  | 8, 6                    |

Abbreviation: ZIB, zero injection bus.

Connection of ZIBs in New England 39 bus A

The connection of ZIB with other buses in the New England 39-bus system is shown in Table A5.

**TABLE A5** Buses connected with ZIB in New England 39-bus system

| ZIB | Buses connected with ZIB |
|-----|-------------------------|
| 1   | 2, 39                   |
| 2   | 1, 3, 25, 30            |
| 5   | 4, 6, 8                 |
| 6   | 5, 7, 11, 31            |
| 9   | 8, 39                   |
| 10  | 11, 13, 32              |
| 11  | 6, 10, 12               |
| 13  | 10, 12, 14              |
| 14  | 4, 13, 15               |
| 17  | 16, 18, 27              |
| 19  | 16, 20, 33              |
| 22  | 21, 23, 35              |

Abbreviation: ZIB, zero injection bus.

Connection of ZIBs in IEEE 57 bus A

The connection of ZIB with other buses in the IEEE 57-bus system is shown in Table A6.

**TABLE A6** Buses connected with ZIB in IEEE 57-bus system

| ZIB | Buses connected with ZIB |
|-----|-------------------------|
| 7   | 4, 8, 9                 |

Abbreviation: ZIB, zero injection bus.
Connection of ZIBs in IEEE 118 bus A

The connection of the ZIB with other buses in the IEEE 118-bus system is shown in Table A7.

| ZIB | Buses connected with ZIB |
|-----|--------------------------|
| 5   | 4, 6, 8, 11              |
| 9   | 8, 10                    |
| 30  | 17, 8, 26, 38            |
| 37  | 35, 33, 34, 38, 39, 40   |
| 38  | 37, 30, 65               |
| 63  | 59, 64                   |
| 64  | 63, 61, 65               |
| 68  | 65, 69, 81, 116          |
| 71  | 70, 72, 73               |
| 81  | 68, 80                   |

Abbreviation: ZIB, zero injection bus.