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ABSTRACT. Reliable estimation of parameters of chaotic dynamical systems is a long standing problem important in numerous applications. We present a robust method for parameter estimation and uncertainty quantification that requires neither the knowledge of initial values for the system nor good guesses for the unknown model parameters. The method uses a new distance concept recently introduced to characterize the variability of chaotic dynamical systems. We apply it to cases where more traditional methods, such as those based on state space filtering, are no more applicable. Indeed, the approach combines concepts from chaos theory, optimization and statistics in a way that enables solving problems considered as ‘intractable and unsolved’ in prior literature. We illustrate the results with a large number of chaotic test cases, and extend the method in ways that increase the accuracy of the estimation results.

1. Introduction. A number of the recently published papers discuss the difficulties of parameter estimation which are introduced by the chaoticity of the models (see, e.g., [35], [37], [26], [29] for examples). The situation is usually dealt with as a ‘black box’ least-squares fitting problem. However, this approach is not appropriate for such systems on large time interval integrations, since a least squares solution does not even exist in the same sense as it exists for deterministic models. A new integration of the same system with the very same parameter values and initial values, but using a different solver or slightly different solver tolerances, typically leads to a totally different trajectory after an initial time interval over which the trajectory is predictable.

The problem of chaoticity is trivially avoided if, in addition to well-known initial values, enough data is available on a short enough time interval where the system remains predictable. However, this is hardly the situation with higher dimensional systems, such as turbulent flows or weather models. But the idea can be employed to
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construct likelihoods based on Kalman filtering. In particular, one divides the total integration time interval into subintervals, often called the assimilation windows, which are short enough for performing deterministic (predictable) simulations. The construction of a trajectory using the measurement data is then followed by the adjustment of a state vector at the start of each assimilation window. This process ‘integrates out’ the state vector, and can be used to construct an expression that only depends on data and parameters, i.e., the filter likelihood. While standard for linear time series and stochastic differential equations \cite{30}, \cite{7}, this approach leads to some tuning issues for chaotic systems; see \cite{13} and \cite{14}. We note that the use of predictable assimilation intervals is the essence of weather prediction algorithms, albeit basic Kalman filtering methods are not applicable due to memory issues in high dimensions, and so 4D-VAR methods are employed; see \cite{17}.

Another obvious approach to improve the estimation of the chaotic system parameters is to use averaging. In \cite{15} we constructed a cost function based on zonal and temporal averages, simulated by the ECHAM5 climate model. While the stochasticity of the cost function was damped enough to get usual Markov chain Monte Carlo (MCMC) sampling technically working, this likelihood did not constrain the model parameters: naive summary statistics do not characterize the specific geometry of an underlying chaotic attractor in a meaningful way.

We show here that it is possible to construct a likelihood free of the above mentioned pitfalls, supposing that long enough time series data are available. In \cite{12} a distance concept was introduced for chaotic trajectories with the goal of parameter sensitivity analysis. The purpose was to characterize the ‘internal’ variability of a given chaotic system with known system parameter values, in order to distinguish trajectories that deviate form this variability. The focus of the current paper is on providing a robust solution to the chaotic system estimation problem by using this distance concept. In particular, we provide: (i) the estimation of the chaotic system parameters from noisy data, including cases where the initial state values are unknown and the initial model parameters lie far away from those producing the attracting chaotic manifold (we note that in \cite{12} the parameter values of a chaotic system were assumed to be known as the task was only to estimate the corresponding variability regions for these parameters); (ii) extensions of the distance concept, resulting in several improvements: more accurate confidence intervals for the estimated parameter values, estimating the dynamics, including the cases where the system involves vastly different time scales, or where the parameter estimation needs to be performed simultaneously for coupled chaotic and deterministic parts of a system. With several examples of chaotic systems we demonstrate how this likelihood construction allows for a robust parameter estimation, together with subsequent MCMC sampling of the parameter posteriors. We note that the proposed approach works even if the time intervals between observations are too long for the filtering based approaches to be applicable. Indeed, while the use of summary statistics to create cost functions or likelihoods is not new as such, see, e.g., \cite{1}, \cite{22}, \cite{36}, \cite{15}, the present approach combines concepts from chaos theory, optimization and statistics in a novel way that allows us to solve problems considered as ‘intractable and unsolved’ in prior literature; see, e.g., \cite{29}.

The rest of the paper is organized as follows. In Methods we discuss all the steps needed for performing parameters’ uncertainty quantification of chaotic dynamical systems. In particular, we discuss how the correlation integral concept can be modified to create an empirical likelihood from a given time series data. In
Extended feature vectors we extend the approach in a way that allows one to characterize the dynamics of a chaotic system. For the systems exhibiting ‘slow’ chaotic dynamics and ‘fast’ transitions to a chaotic manifold we show how to determine if a point belonging to a trajectory lies in a vicinity of a chaotic attractor or away from it. These results are important for identification of the portions of the trajectories on which the data must be collected to estimate the coefficient responsible for the ‘fast’ dynamics. Also, the algorithms discussed below require the randomization of the initial conditions to produce a set of trajectories belonging to an attractor; we indicate how to check if the initial conditions are located on or in a close vicinity of an attractor. The Results of the numerical experiments starts with the Lorenz63 system. We demonstrate the application of the approach for estimating the parameters from sparse data, with poor initial guesses for parameter values and unknown initial values of the state vector. In Lorenz63 with dynamics included, we present the results and discuss the guidelines for implementation. In Further numerical experiments we apply the method to the analysis of numerous well-known chaotic systems. We show how the proposed extension greatly improves the parameter identification, especially, in more complex cases. Brief discussion summarizing the results and addressing the next steps of the analysis and possible applications are included in Discussion and conclusions. The Appendix contains further details of the optimization method used, the derivation of some formulas discussed in the different time scales part of the text and the set up of all the numerical experiments.

2. Methods.

2.1. Parameter estimation. The procedure of parameter estimation in a standard, non-chaotic setting consists of three steps: constructing first the cost function as a statistical likelihood, based on known or assumed noise statistics of the measurement. Next, finding the maximum likelihood or MAP (maximum a posterior point) parameter estimate, by using some numerical optimization routine. Finally, finding the full posterior parameter distribution of the unknown, typically by the use of sampling methods as provided with several MCMC (Markov chain Monte Carlo) methods.

The main difficulty of estimating parameter values of a chaotic dynamical system is related to the fact that, indeed, no unique numerical solutions exist: even if the model parameter values and initial state values are fixed, the trajectories produced by numerical integrations with different numerical solvers, or slightly different solver tolerance choices, differ significantly on sufficiently long integration intervals. So, the standard construction of a likelihood function is not available. We will present here an alternative that enables parameter estimation in full analogy with the standard approach. However, the special nature of the likelihood construction imposes some requirements on the algorithms to be used.

We reiterate the basic ideas of the approach used in [12] and introduce the modifications required for the task of parameter estimation.

2.2. Correlation integral likelihood. Denote by \( s = s(t, \theta, x) \) a state vector \( s \) of a dynamical system, that depends on time \( t \), parameters \( \theta \) and other inputs \( x \) such as, e.g., the initial values. The measurements of the system \( s \) at the time points \( t_1, \ldots, t_N \) are denoted by \( s_i = s(t_i, \theta, x) \), \( i = 1, \ldots, N \). We consider two different trajectories \( s = s(t, \theta, x) \) and \( \bar{s} = s(t, \bar{\theta}, \bar{x}) \), obtained for different parameter values
and inputs sets, \((\theta, x)\) and \((\tilde{\theta}, \tilde{x})\), and evaluated at \(N\) time points \(t = \{t_1, \ldots, t_N\}\).

For \(R > 0\), the modified correlation sum is defined as

\[
C(R, N, \theta, x, \tilde{\theta}, \tilde{x}) = \frac{1}{N^2} \sum_{i,j \leq N} \#(\|s_i - \tilde{s}_j\| < R),
\]

where \(\#(\|s_i - \tilde{s}_j\| < R)\) denotes the number of points of the different trajectories, lying within a sphere of radius \(R\) from each other. In the case \(\tilde{\theta} = \theta\) and \(\tilde{x} = x\) the formula reduces to the well known definition of correlation sum. However, we are not interested in the small-scale limit \(R \to 0\) as in the classical definition of the correlation dimension, but use the expression \((1)\) to characterize the distance between different trajectories at all relevant scales \(R\). More specifically, we can define a likelihood for a given dynamical system with a fixed parameter value \(\theta\) as follows. We fix a set of radii \(R_k, k = 1, \ldots, M\) and consider a vector \(y\) of dimension \(M\) with components from \((1)\) with \(\tilde{\theta} = \theta\).

\[
y_k = C(R_k, N, \theta, x, \tilde{x}).
\]

For randomized values \(\tilde{x} \neq x\) the vector \(y\) is stochastic, with components that consists of averages. So by the Central Limit Theorem \(y\) can be expected to be Gaussian. Indeed, \((2)\) gives the empirical cumulative distribution function (Ecdf) for the respective set of distances, with the values \(R_k\) used as bins. The basic form of the Donsker’s theorem states that the empirical distribution functions asymptotically tend to a Brownian bridge. In a more general setting, close to one employed here, the normality was established by Borovkova et.al. [2]. So the expression \((2)\) provides a summary statistics that maps samples from a chaotic attractor into a Gaussian feature vector.

In practice, one can compute a set of Ecdf vectors of the distances \((2)\) by a training set obtained with a sufficient number of pairs \(\tilde{x} \neq x\). By calculating the mean \((\bar{y})\) and covariance \((\Sigma)\) of the \(y\) vectors, the Correlation integral likelihood (CIL) is obtained as the expression \(\exp\left(-\frac{1}{2}(y - \bar{y})^T \Sigma^{-1} (y - \bar{y})\right)\). Note that a similar synthetic likelihood construction was used in [36] for different criteria.

Next, let us discuss the construction of a similar likelihood function for the task of estimating unknown parameter values by data. Instead of creating the training set by simulations with perturbed values of \(x\), we resort to subsampling of the measurements. Assume that we have a time series of \(N_o\) measurements, large enough to cover all the characteristic features of the underlying chaotic dynamics. We create a training set for the CIL by sampling the representative subsets of length \(N\) of these data. The approach requires that all trajectories used in \((2)\) contain samples that cover the underlying attractor in a sufficient way. For this we must assume that \(N_o\) is large enough so that the subsamples of lengths \(N\) with this property can be constructed. Systems with rarely occurring events might yield sample sets that do not capture all such events. While this is not a serious issue in any of the numerous cases considered in the present work it may arise in more complicated situations. This question will be discussed in more detail in future elsewhere.

The bin values are given by \(R_i = R_0 b^{-i}, i = 1, \ldots, M\). The ‘tuning’ parameters of our method, \(R_0, b\) and \(M\), can be selected in a straightforward manner. \(R_0\) is set to slightly exceed the maximum value of the distances computed by the recipe described above. The smallest radius \(R_M = R_0 b^{-M}\) should be large enough so that for all the feature vectors in the training set the spheres with the smallest radius
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contain neighbouring points. The remaining ‘free’ parameter is the number of bins \( M \) used to create the empirical cumulative functions. But the choice of \( M \) is the usual trade-off always present in constructing histograms or cumulative distribution functions. Once \( M \) and \( R_M \) are selected, the base value \( b \) can be found by solving \( R_M = R_0 b^{-M} \).

The normality of the ensuing distribution can be numerically checked using the \( \chi^2 \) distribution test; see the Results section below. Note that the averaging process used in the construction of the likelihood diminishes the variability of the likelihood function to the extent that the optimization and MCMC sampling typically perform without major problems. However, even if the chaotic variability is ‘tamed’, the evaluation of the cost function is still stochastic, and appropriate algorithms are needed for performing the maximum likelihood optimization.

2.3. Optimization: Population methods. As the Gaussian likelihood is constructed, we can search for its maximum likelihood point, and perform the subsequent MCMC runs for estimating the parameter posterior distributions.

This implies that the optimization method used to find the maximum likelihood point should be robust with respect to non-smoothness. Moreover, as we may start the parameter estimation with the initial guesses taken quite far away from the optimal values, and perform each model integration with randomized initial state values, the optimizer should have robust convergence properties. For these reasons we use here a variant of the Differential Evolution (DE) algorithm, a population-based optimization method. Differential Evolution belongs to the class of Evolutionary Algorithms (EAs), proposed in [33]; also see [27]. It consists of four main steps, initialization, mutation, crossover and selection, which are applied sequentially to an ensemble or ‘population’ of parameter values until certain criteria are met. The name of DE comes from the particular way in which a ‘mutation’ is performed, in particular, the new candidates are obtained by means of scaled differences of vectors added to other vectors.

DE was initially designed for deterministic problems, but slight modifications to the original formulation enable us to use it as a robust optimizer for stochastic problems as well [31]. An issue in optimizing a stochastic cost function is the risk of finding a false optimal value simply due to the noise, i.e., the larger the noise - the more likely it is to ‘freeze’ at a non-optimal parameter value. The risk is diminished by the use of a population of parameters. Nevertheless, a common pitfall of population methods is the ‘shrinkage’ of the parameter values to a few or one point. Here we avoid this by a recalculation step: the cost function values are updated for all the parameter values in the current population. To save CPU, however, this can be done only at some selected iteration steps. Also, we note that with a stochastic cost function we do not even aim at convergence to a single maximum likelihood point, but instead want the values to fluctuate around the ‘optimal’ value. In the evolutionary language, this means preserving the diversity among the population. Indeed, the recalculation step ensures the diversity. While the optimization result is heuristic, the final parameter population values turn out to provide a very effective initial proposal distribution for a rigorous MCMC sampling, see the discussion below.

Another crucial reason to use DE here is the ease of parallelization, as each population member can be run independently from others, and synchronization is only needed at the selection step. This is beneficial, especially, in the case of heavy CPU models.
The DE algorithm can be implemented in various ways. Except for the recalculation step we follow one of the standard variants. All the details are given in the Appendix 1.

2.4. **Uncertainty quantification: MCMC.** After the convergence of the DE optimization we can study the parameter distributions by MCMC. Note that the sampling of a stochastic likelihood function can be interpreted as a pseudomarginal sampling, see [12].

In the examples we will see that, as an additional benefit of the diversity preservation, we may use the final part of the history of the optimization to create an effective initial proposal distribution for the adaptive MCMC methods (the AM or DRAM algorithms, see [10], [11]) used in the posterior sampling step. The MCMC process starts with the mean value of the final generation of DE optimization and the proposal distribution selected as the Gaussian distribution with the covariance calculated from several previous generations. Such a choice of the proposal distribution provides an effective acceptance rate from the beginning, and supports subsequent adaptation of the proposal distribution. Indeed, the role of the heuristic DE algorithm is to find good initial values for the rigorous posterior estimation by MCMC methods.

One may anticipate that the final DE populations could provide a good initial proposal for MCMC. As shown in the Results section, even more can be true: the DE samples give a good approximation of the parameter posterior distribution itself. Naturally, this is case dependent and should not be expected in all situations.

2.5. **Extended feature vectors: Dynamics and different time scales.** The key idea in the above form of the estimation approach is to consider the computed or measured state vector values as a point cloud sample from the underlying fixed attractor, and to construct a likelihood based on the CIL feature vector. While the mapping from the point cloud to the CIL feature vector has preferable properties such as the Gaussianity, it also inevitably loses information. Indeed, the order of the points is irrelevant, as only the Ecdf of all the pairwise distances is used. Moreover, as only the phase space values are used, the dynamics of the system is lost. Here we introduce ways that enable the estimation of the dynamics of the systems. Note that in many applications dynamical systems may also contain vastly different time scales. So, we discuss both the ‘overall’ time evolution of a system, and ways to deal with systems consisting of fast or slow subsystems.

In order to enhance the information extracted from the measured point cloud, we can introduce several constructions in addition to the phase space values such as using the concept of embedded dimension. Here we focus on how to include the time behaviour of the system. We extend the state vector by the time derivative, i.e., consider the extended state vector \( \tilde{s} = (s, \dot{s}) \). During a numerical integration the values of \( \dot{s} \) are easily obtained by the right hand side of the differential equation system. The respective experimental values by noisy measurements must be calculated judiciously, as the task of numerical differentiation of noisy data is a well-known ill-posed problem. In our test cases we use just a basic statistical rule for selecting the time difference \( \Delta t \) between the noisy observation points: the difference of observed consecutive state values should be 2 – 3 times larger than the noise level of the data. Our examples demonstrate that the accuracy of parameter estimation is clearly improved, indeed, dramatically in many cases, by introducing such derivative information. Note that we do not need overall dense measurement
points; sparse sets of pairs \((t_i, t_i + \Delta t_i)\) are enough, and they are used in the example cases below.

The state values and the respective derivatives may have quite different scales, so we create different feature vectors for each of them. The final stochastic feature vector is obtained by concatenating the two vectors. The Gaussianity of the combined vector can again be confirmed in the same way as earlier. We give several examples detailing these steps below in the Results section.

Next, let us discuss of the reliable parameter estimation for chaotic systems with dynamics taken into account for the more complex situations, where different parts of the system may have vastly different time scales. In particular, assume that the fast dynamics corresponds to a stable transition of the solution trajectories starting “outside” of the “slow” chaotic manifold and reaching a quasi-steady state with the slow manifold.

For the original system of equations containing both fast and slow variables we may want to estimate the coefficient for both, the slow and the fast, parts of the dynamical system as a part of one procedure combining the classical deterministic and the chaotic system parameter identification approaches. However, the parameters of the fast transition cannot be identified as part of the CIL likelihood, but should be estimated from separate measurements taken before the solution trajectory reaches some vicinity of a slow manifold and then continues staying in a quasi-steady state with the manifold. To do that we need to make sure that the point with which we start the ‘fast’ parameter fit (as well as the data which we may want to use in the parameter identification process) indeed lies away from the chaotic attractor. On the other hand, in the CIL approach we should check that after randomization the initial values of the state variables, the points taken from the trajectory are, indeed, located on the slow chaotic manifold.

Both situations call for the methods that enable one to estimate if a given point is located close to or away from a ‘slow’ attractor. Below, we discuss the procedure, initially introduced in [24], that allows one to check if a particular point belonging to a solution trajectory, has a slow manifold (chaotic or deterministic) in its vicinity.

Although the procedure works in a more general form, where the original system contains several fast variables in addition to the slow ones here, for the sake of clarity, we discuss a special case of the system with a single fast variable which adjusts to the behavior of one chaotic variable, or a combination of chaotic variables; in particular, we may note that every system presented in Appendix 3 can be written in the following form:

\[
\dot{x} = f(x),
\]

where the vector functions on the right-hand side of (3) are just the right-hand sides of the equations shown in Appendix 3; in (3),

\[
x(t) = (X(t), Y(t), Z(t))^* \\
= (x_1, x_2, x_3)^*
\]

and

\[
f(x) = (F(X, Y, Z), G(X, Y, Z), H(X, Y, Z))^* \\
= (f_1, f_2, f_3)^*,
\]

here “*” stands for transpose. Now we will only consider the chaotic systems with the differentiable right-hand sides; since the right-hand sides for the majority of
the models presented in Appendix 3 are polynomials, this condition is obviously satisfied for them.

Consider an extended system:

\[
\begin{aligned}
\dot{x} &= f(x), \\
\dot{W} &= -K \cdot (W - X),
\end{aligned}
\]

where \( W \) is a “fast” scalar variable and \( K > 0 \) is a large constant associated with characteristic time of adjustment of \( W(t) \) to \( X(t) \). Before we may apply the results of [24] we need to re-write (4) in a special form considered in [24]. First, let us change the variable in (4):

\[
V(t) = W(t) - X(t),
\]

and thus,

\[
\dot{V} = \dot{W} - \dot{X} = -K \cdot V - F(X, Y, Z).
\]

Now we can introduce the notation for a new vector-function

\[
y(t) = (X(t), Y(t), Z(t), V(t))^* = (x(t), V(t))^* = (y_1, y_2, y_3, y_4)^*.
\]

We can write the system for \( y(t) \) as \( \dot{y} = g(y) \), where

\[
g(y) = (F(X, Y, Z), G(X, Y, Z), H(X, Y, Z), -K \cdot V - F(X, Y, Z))^*.
\]

Let us fix some point \((y(t_0), t_0)\) belonging to the solution trajectory, and check if there exists an attractive locally invariant manifold near this point. If the conditions guaranteeing the existence of such manifold are satisfied, then the chosen point belongs to the trajectory lying on the manifold and, thus, the system may be reduced to a lower dimensional one (eliminating an explicit dependence of the solution on \( K \) on sufficiently long the time intervals). If, on the other hand, these conditions are not satisfied, then the chosen point is located outside the slow manifold and the reduction to a lower dimensional system in this case is not possible; the full system formulation needs to be considered to describe the dynamics of the solution in the vicinity of such point (which would mean that the value of \( K \) can be estimated from the data collected on the time intervals of the order \( O(1/K) \)).

In what follows we will use the upper index \(^{\text{circ}}\) to denote the values of various expressions evaluated at \((y(t_0), t_0)\). We re-write the system \( \dot{y} = g(y) \) in an equivalent form:

\[
\dot{y} = g^0 + J^0 \cdot (y - y_0) + \tilde{g}(y, y_0);
\]

here \( J^0 \) is the Jacobian matrix of (6), i.e., \( J = g_{yy} \), evaluated at \((y(t_0), t_0)\), and

\[
\tilde{g}(y, y_0) = g(y) - g^0 - J^0 \cdot (y - y_0) = O(|y - y_0|^2).
\]

The notation \( | \cdot | \) is used to denote the Euclidean norm for vectors; in case of matrices, this will denote the matrix norm induced by the Euclidean vector norm: i.e., for a matrix \( A \) we have that \(|A| = \sqrt{\rho(A^* \cdot A)}\), where \( \rho \) is the spectral radius of \( A \). The \((4 \times 4)\) Jacobian matrix \( J^0 \) will have four eigenvalues of which...
three are the eigenvalues of the \((3 \times 3)\) matrix \(f_x^0\); for illustrative purposes, and without loss of generality, we assume that they are all real distinct: \(\lambda_1 \neq \lambda_2 \neq \lambda_3\); similar procedure works in a more general case as well. The fourth eigenvalue is \(\lambda_4 = -K\), with \(K \gg 1\).

Let us introduce the variables transformation \(\mathbf{y} = \mathbf{y}_0 + \mathbf{T} \cdot \mathbf{u}\), where \(\mathbf{T}\) is the matrix transforming \(\mathbf{J}_0^0\) into a diagonal form. Applying this change of variables to system (7), we obtain (see the details in Appendix 2; notations \(\Lambda_0^0\) and \(\Lambda_0^1\) used below denote the matrices of eigenvalues; they are defined in the formula eq. (S1) of Appendix 2)

\[
\dot{\mathbf{u}} = \mathbf{T}^{-1} \mathbf{g}_0^0 + \Lambda_0^0 \cdot \mathbf{u} + \mathbf{T}^{-1} \tilde{\mathbf{g}}(\mathbf{y}_0 + \mathbf{T} \mathbf{u}, \mathbf{y}_0),
\]

which, when we use the notations

\[
\mathbf{u} = (u_1, u_2, u_3, u_4)^* = (\hat{\mathbf{u}}, u_4)^*,
\]

\[
\mathbf{T}^{-1} \mathbf{g}_0^0 = (\hat{g}_1^0, \hat{g}_2^0, \hat{g}_3^0, \hat{g}_4^0)^* = (\hat{g}_0^0, \hat{g}_0^4)^*,
\]

and

\[
\mathbf{T}^{-1} \tilde{\mathbf{g}}(\mathbf{y}_0 + \mathbf{T} \mathbf{u}, \mathbf{y}_0) = (\hat{h}_1, \hat{h}_2, \hat{h}_3, \hat{h}_4)^* = (\hat{h}(\hat{\mathbf{u}}, \mathbf{y}_0), \hat{h}_4(\hat{\mathbf{u}}, \mathbf{y}_0))^*,
\]

is equivalent to

\[
\begin{aligned}
\dot{\hat{u}}' &= \Lambda_1^0 \cdot \hat{\mathbf{u}} + \hat{\mathbf{g}}^0 + \hat{\mathbf{h}}(\hat{\mathbf{u}}, \mathbf{y}_0), \\
\dot{u}_4 &= -K \cdot u_4 + \frac{1}{K} \hat{g}_4^0 + \frac{1}{K} \hat{h}_4(\hat{\mathbf{u}}, \mathbf{y}_0),
\end{aligned}
\]

(8)

We note that from a special structure of the system (4) it follows that the vector-function \((\hat{h}, \hat{h}_4)^*\) does not depend on \(u_4\)! After re-writing the second equation of (9) as

\[
\frac{1}{K} \dot{u}_4 = -u_4 + \frac{1}{K} \hat{g}_4^0 + \frac{1}{K} \hat{h}_4(\hat{\mathbf{u}}, \mathbf{y}_0),
\]

we can easily check that (9) and (8) are exactly in the form for which the results in [24] were derived. According to the simplified algorithm presented in [24] to verify if there exists a “slow” attracting locally invariant manifold in the vicinity of the point \((\mathbf{y}(t_0), t_0)\) defined as a ball of radius \(\tilde{R}\) in the 4-dimensional phase space, we need to check the following inequality:

\[
\frac{1}{K} |\hat{g}_4^0| < \tilde{R}.
\]

(10)

If inequality (10) is satisfied, then the point \((\mathbf{y}(t_0), t_0)\) lies close to or on the slow manifold and the phase space of the system may be reduced from 4-dimensional to 3-dimensional (for \(K \gg 1\), which is equivalent to \(1/K \ll 1\), the slow manifold in the leading order approximation will correspond to \(u_4 = 0 + O(1/K)\)); if, on the other hand, (10) is not satisfied, then the point \((\mathbf{y}(t_0), t_0)\) lies outside \(\tilde{R}\)-vicinity of the manifold, and the reduction is not possible (which allows one to identify the value of parameter \(K\) if the data is collected at the appropriately (densely) chosen time points). An example illustrating this procedure is included in the Results section.
3. Results.

3.1. Example: Lorenz 63. We first demonstrate the steps described above and discuss the results for the classical example of the Lorenz 63:

\[
\dot{X} = \beta (Y - X); \quad \dot{Y} = X (\gamma - Z) - Y; \quad \dot{Z} = X \cdot Y - \alpha \cdot Z.
\]

As for the data signal, we select the values of \(X\) and \(Y\) at 8000 time points uniformly distributed over the time interval \([0, 80000]\), perturbed with Gaussian noise of the size corresponding to 5% of the signal. By purpose, we let the gap between the measurements be larger than the predictable time interval of the system. Figure 1 exhibits the initial stage of the analysis: an ensemble of 64 simulations with slightly varying initial values is shown. While the predictable time interval is roughly of length 7, the measurements are taken at intervals of length 10 apart. Examples of possible measurements are denoted in the picture (naturally, for the data signal the values of only one trajectory are selected). So, the measurement values are clearly impossible to predict over the assimilation window, which rules out the use of any of the standard filtering methods discussed in the Introduction. The likelihood function is constructed from the measured signal by a subsampling approach. We randomly select two disjoint sets of 2000 measurement vectors \(X_i, Y_i\) from the signal, compute the \(2000 \times 2000\) matrix of Euclidean distances between the vectors from the different sets, and create the empirical cumulative distribution function of the distances in the log-log scale to get one of our feature vectors. This is repeated around 2000 times.

In the present case, we select the number of radii to be \(M = 10\) and get \(R_0 = 2.51, b = 2.04\). Finally, we can check the Normality of the ensuing distribution. Figure 2b shows that the histogram preserves the \(\chi^2\) distribution, and Figure 2a exhibits the variability of the feature vectors of the training set. Now that the cost function is constructed, the DE optimizer is applied. Figure 2c shows the convergence to a
narrow region around the true parameter set values $\theta_0$ from a very broad range of initial guesses.

After the convergence we can study the parameter distributions by MCMC. The mean value of the final generations of the optimization and the respective covariance of the population members are used as the initial chain point and the initial proposal distribution for the MCMC sampling. In Figure 2d the 2D marginal posterior distributions of the chain obtained by AM and the last few generations of the DE population used to create the initial proposal distribution for the AM sampling method are presented.

3.2. **Lorenz 63 with dynamics included.** Let us assume that all the settings for the data and the computational setup of the previous example hold. In addition, we consider also the Euclidean distances between the velocity vectors $(X, Y)$. In the training set this requires that the additional measurements are available: the observation time points $t_i = 10 \cdot i, i = 1, ..., 8000$ are replaced with pairs $(t_i, t_i + \Delta t)$. The noise level is kept at 5%. The step $\Delta t$ must be large enough to allow an
estimate of the derivative by the noisy data. Other than that, the approach is not too sensitive with respect to the choice of a time step. In the present example a simple Runge-Kutta ODE solver is employed, with time step of 0.01. We choose $\Delta t = 0.1$, but note that any value in the range $0.1 < \Delta t < 0.8$ produces quite similar results.

![Log/log curve of the distances](image1)

![Log/log curve of the velocities](image2)

(A) Feature vectors in log-log scale. Distances between states and velocity vectors, respectively.

![Chi-squared test of the log/log Ecdf’s](image3)

(b) $\chi^2$ test of the log/log Ecdf’s in Figure 3a.

![Posterior distribution and DE proposal](image4)

(c) Lorenz 63: Posterior distribution and DE proposal. With dynamics included and also "K"-parameter estimated.

![Comparison posterior distribution](image5)

(d) Lorenz 63: Comparison posterior distribution with and without dynamics included.

**Figure 3.** Lorenz 63: Analysis performed after the addition of the second feature vector $(S, \dot{S})$.

We map the sets of derivative distances into a log/log curve, measured at $M = 10$ different decreasing radii with base $b_{vel} = 2.0$, see Figure 3a for plots of the feature vectors for both the state and the derivative values. To create a likelihood we concatenate the respective vectors into a $2M$ dimensional feature vector. It is then straightforward to check again the Gaussianity of the resulting stochastic vector, see Figure 3b for the numerical verification by the $\chi^2$ distribution test.

The parameter estimation proceeds exactly as before, only with the likelihood function now using the extended feature vector. Figure 3c illustrates a noticeable
improvement in the identification of the parameters after the derivative update to
the likelihood function. Other examples (see below) can show even much more
significant improvements.

The addition of the derivative values allows us to also estimate the overall speed of
time evolution of the system, something not available for the basic CIL version. We
demonstrate this by multiplying the right hand side of (11) by a constant $K = 10$
and estimating the four parameters $\alpha, \beta, \gamma, K$. In this case, especially, the final
DE population values are strikingly close to the MCMC posterior values. Note,
however, that the DE posterior approximation typically has a larger uncertainty, as
it consists of a relatively small sample of parameters, with no guarantee of ergodicity.
Finally, let us consider the Lorenz63 system (11) as an example to illustrate the
methodology of different time scales. The statement corresponds to the systems in
the general form (3).

The extended system, corresponding to (4), is:

$$
\begin{align*}
\dot{X} &= \beta(Y-X); & \dot{Y} &= X(\gamma-Z)-Y; & \dot{Z} &= X\cdot Y-\alpha\cdot Z; & \dot{W} &= -K(W-X),
\end{align*}
$$

where $K > 0$ is a large constant. Changing the variable (compare with (5)) $V(t) = W(t) - X(t)$, and rewriting the system (12) in the form (7), where $(X_0, Y_0, Z_0, V_0)$
is some chosen point of interest lying on the solution trajectory and $\tilde{X} = X - X_0$, $
\tilde{Y} = Y - Y_0$, $\tilde{Z} = Z - Z_0$, and $\tilde{V} = V - V_0$, gives

$$
\begin{pmatrix}
\dot{X} \\
\dot{Y} \\
\dot{Z} \\
\dot{V}
\end{pmatrix} =
\begin{pmatrix}
\beta(Y_0 - X_0) \\
X_0(\gamma - Z_0) - Y_0 \\
X_0Y_0 - \alpha Z_0 \\
-KV_0 - \beta(Y_0 - X_0)
\end{pmatrix} +
\begin{pmatrix}
-\beta & \beta & 0 & 0 \\
(\gamma - Z_0) & -1 & -X_0 & 0 \\
Y_0 & X_0 & -\alpha & 0 \\
\beta & -\beta & 0 & -K
\end{pmatrix}
\begin{pmatrix}
\tilde{X} \\
\tilde{Y} \\
\tilde{Z} \\
\tilde{V}
\end{pmatrix}
$$

Now, let us consider the choice of parameters: $\alpha = 8/3$, $\beta = 10$, $\gamma = 28$ and the
case were the variable $V$ is fast ($K = 1000$). We take such initial condition that the
trajectory starts on the attractor for the variables $X, Y, Z$ and off the attractor for
$V$ variable. Then we take a few points on the trajectory corresponding to different
values of $t$ and check the condition (10) for them. The results are presented in the
Figure 4. With respect to the chosen value of $R = 2$ the points corresponding to
t = 1.0025 and $t = 1.0035$, for which the condition (10) is satisfied, are considered
belonging to the $R$-vicinity of the chaotic attractor.

3.3. Further numerical experiments. To test the robustness of the approach
further, simulations similar to those presented above for the Lorenz system have
been performed for a large number of other chaotic systems. The respective equations,
together with the CIL parameters used to create the likelihood functions, are
listed in Appendix 3.

In all cases our approach leads to consistent results. We used the choice $M = 10$
for the number of bins for all cases, and obtained the values for $R_0, R_M$ and $b$ with
the same recipe as in the case of Lorenz 63 explained above. So we emphasize that
the choice of these constants does not typically require any elaborate case-dependent
hand tuning. However, one has to pay attention to selecting a long enough time
interval for the data collection, to ensure that all the ‘corners’ of the attractor
Figure 4. The solid line represents the projection of the solution trajectory onto an \((X,V)\) plane and the dashed line is the corresponding attractor \((V = 0)\). The solution is already on the attractor for \(Y\) and \(Z\) variables (the initial values were taken to be \(X(0) = 2.51, Y(0) = 2.51, Z(0) = 19.92, V(0) = -20\)). The selected points on the trajectory projection corresponding to different instants of time are marked with the stars \((t_1 = 1.0005, t_2 = 1.0015, t_3 = 1.0025,\) and \(t_4 = 1.0035\)). To make the results more visual, different scales were used for the \(X\) and \(V\) axes (otherwise the trajectory would have looked like a vertical line drawn to the \(V\) axis representing the attractor); as a result, for the same reason of making the illustration more comprehensible, we have drawn the ellipses with main axes \(1.3 \times 10^{-4}\) and 2 instead of circles of radius \(\tilde{R} = 2\). The corresponding values of \(1K_{\hat{g}_0}\) for the chosen time points \(t_1, t_2, t_3,\) and \(t_4\) are 13.67, 5.03, 1.85, and 0.68, respectively.

are represented in the training of the likelihood. Note that a natural requirement for successful simulations is that the system remains inside the same domain of attraction, both with respect to the initial values of the state vector and the model parameter values.

The number of parameters estimated for the cases listed in Appendix 3 varies from 3 to 17. As an example, here we briefly present the results for the, so called, Wang and Chua attractors.

The equations and the numerical setups for the experiments can be found in Appendix 3. Here we demonstrate again the impact of using the additional derivative information, as compared to the state values only.

For the Wang attractor [34] (13), examples of the velocity vector fields are shown in Figure 5a.

\[\begin{align*}
\dot{X} &= \alpha \cdot X + \gamma \cdot Y \cdot Z; \\
\dot{Y} &= \beta \cdot X + \delta \cdot Y - X \cdot Z; \\
\dot{Z} &= \epsilon \cdot Z + \zeta \cdot X \cdot Y.
\end{align*}\]

The 2D marginal parameter posteriors, obtained by a noiseless and noisy (with 5% Gaussian noise added again) data, respectively, are shown in Figure 5b. We see that the inclusion of the information on the dynamics dramatically shrinks the size of the parameter posterior distributions. Moreover, an inspection against the true underlying parameter values \((\alpha, \beta, \gamma, \delta, \epsilon, \zeta) = (0.2, -0.01, 1, -0.4, -1, -1)\) shows that the posteriors of the noisy case may be more biased if only the state values are
used, while the derivative information shrinks both the uncertainty and the bias of the posterior.

The Chua 7 attractor [39] (14), consists of seven main parts visible in Figure 6a. The equations of the system read as

\[
\begin{aligned}
\dot{X} &= a \cdot (Y - h); \\
\dot{Y} &= X - Y + Z; \\
\dot{Z} &= -\beta \cdot Y; \\
h &= m_7 \cdot X + 0.5 \\
&\times \left((m_0 - m_1) \cdot (|X + c_1| - |X - c_1|) + (m_1 - m_2) \cdot (|X + c_2| - |X - c_2|) + (m_2 - m_3) \cdot (|X + c_3| - |X - c_3|) + (m_3 - m_4) \cdot (|X + c_4| - |X - c_4|) + (m_4 - m_5) \cdot (|X + c_5| - |X - c_5|) + (m_5 - m_6) \cdot (|X + c_6| - |X - c_6|) + (m_6 - m_7) \cdot (|X + c_7| - |X - c_7|)\right).
\end{aligned}
\]  

(14)

In the parameter estimations both the state values and the velocities are used. The 2D marginal posteriors between the 17 parameters are shown in Figure 6b, obtained by a noiseless and noisy (with 1% relative Gaussian noise added) data, respectively. It is remarkable that all the 17 parameters can be identified by the CIL likelihood construction with high accuracy. The noiseless posteriors have maximally around 2% relative error, while the noisy measurements yield posteriors with maximum 6% relative error. A reason for such a high accuracy is partly due to the special character of the system: even moderately small steps outside the sampled parameter distributions may lead to qualitatively different attractors, with, e.g., some of the seven ‘discs’ missing. In the noiseless case the parameter posteriors show only mild correlations, while adding noise clearly increases the correlations between some of
the parameters. Most likely this is due to the high number of parameters and the largest errors added to the less frequently visited locations with the highest velocity values. We note (without details) that a CIL likelihood constructed with the same settings, but without the velocity values, also identifies all the parameters of the Chua 7 model, but with larger posterior distributions.

4. Discussion and conclusions. Estimation of the parameters of chaotic dynamical systems is complicated by the fact that any changes in the numerical solution, including solver settings for an otherwise fixed system, lead to different trajectories beyond an initial predictable time interval. In this sense no standard solution exists for the task of parameter estimation by long-time trajectory data. A partial solution is provided by filtering methods, which essentially split the total time interval into predictable subintervals and follow the trajectory of data by various prediction/correction methods. But these methods fail if the time intervals between data points are too long for predictions.

We present a new approach that is based on characterizing the set of trajectories corresponding to the given data, i.e., the underlying attractor, rather than trying to follow any specific trajectory close to the data. For this purpose we employ the distance concept introduced in [12], based on computing the statistics of the Ecdf of a point cloud of observations. A few ‘tuning’ parameters are needed for the likelihood construction, but they are usually found by a straightforward recipe.

With a large number of examples of chaotic systems we demonstrate how this approach allows one to perform the parameter estimation and subsequent MCMC sampling of the parameter posteriors. The initial parameter estimation is performed by the Differential Evolution method. It appears quite robust with respect to poor choice of the initial parameter values. Moreover, it often yields a remarkably good initial proposal for an adaptive MCMC sampling. No knowledge of initial values of the state vector are needed, as long as they stay in the domain of attraction.

Figure 6. Chua 7 model: parameters uncertainty quantification.
of data. Indeed, the initial states are randomized and an initial time interval of
simulations is discarded to guarantee that the point cloud used for the likelihood
construction samples the underlying attractor. For more complicated models, with
higher dimensions and consisting of coupled subsystems with different time scales,
more careful analysis is needed. We take a step in this direction by discussing an
approach that allows one to check whether a trajectory point has a ‘slow’ attractor
in its vicinity.

The presented approach may be extended in various ways. Here we develop
the inclusion of the time derivative of the state to the likelihood function. This,
even if approximated from noisy observations, greatly increases the accuracy of the
estimation results. Moreover, it allows the estimation of an overall time evolution
rate of the system. An obvious next step is to consider high dimensional chaotic
partial differential equation (PDE) systems. Challenges with increasing CPU times,
both in simulating the dynamical systems and in calculating distance matrices can
be treated in various ways: using parallel simulations and effective MCMC schemes,
such as early rejection, parallel sampling [32] and Local Approximation MCMC [5].

The presented approach can also, with natural modifications, be applied to prob-
lems other than chaotic systems, such as stochastic differential equations or deter-
ministic PDE systems that create random patterns from random initial values. The
basic idea there is the same as in the examples treated here: instead of trying to
predict an unpredictable solution, we characterize the variability of the outcomes,
and create a Gaussian likelihood that enables a robust statistical analysis of the
situation.
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Appendix 1. The Appendix 1, contains the discussion about the stochastic opti-
mizer used in this work.

The DE algorithm requires the selection of mutation scheme and also allows
the use of additional techniques to enhance the diversity of the population to pre-
vent stagnation or convergence to a local minimum. All these parts of the algo-

rithm require several constants to be preliminarily fixed and the specific values
can be found in Table 1. Here we follow one of the standard mutation schemes,
“DE/current-to-best/1/bin” [8], which is enforced by the randomization strategy
of scale factor $F$ using the mixture of dither and jitter approaches [3]: $F_{i,g} = (F_{i}+\text{rand}_{g}(0,1))(F_{h}-F_{i})(1+\delta(\text{rand}_{j}(0,1)-0.5))$. This strategy allows the variabil-
ity of a specific value of a scale factor for each population member and its component
individually and improves exploratory quality of the algorithm. Also we utilize a
commonly used approach for keeping diversity of population, the opposition-based
generation jumping technique with elitist selection [28]. Another useful approach
particularly for stochastic environments is the recalculation step [31]. This step is
employed to entirely replace usual steps of the DE single evolution round at spec-
ified generations, and this helps to keep the statistics of the population goodness
up-to-date.
Table 1. DE settings used for all parameter estimations cases, see Appendix 3.

| Name                          | Notation | Value       |
|-------------------------------|----------|-------------|
| Crossover probability        | Cr       | 0.9         |
| Lower bound of scale factor  | FL       | 0.55        |
| Upper bound of scale factor  | FH       | 1.1         |
| Randomization factor         | δ        | 0.001       |
| Generation jumping probability | Jp      | 0.3         |
| Population size              | SoP      | 20 × number-of-parameters |

Appendix 2. For the readers interested in practical implementations of the described algorithms in Appendix 2, we preset the derivation of the formula for matrix $T$. We look for $T$ which satisfies following:

\[
T^{-1} J^0 T = T^{-1} \begin{pmatrix} F_0 & F_0 & F_0 \\ G_X & G_Y & G_Z \\ H_X & H_Y & H_Z \end{pmatrix} T = \begin{pmatrix} \lambda_1 & 0 & 0 & 0 \\ 0 & \lambda_2 & 0 & 0 \\ 0 & 0 & \lambda_3 & 0 \end{pmatrix} = \begin{pmatrix} \lambda_1 & 0 & 0 & 0 \\ 0 & \lambda_2 & 0 & 0 \\ 0 & 0 & \lambda_3 & 0 \end{pmatrix}
\]

Practically, we construct $T$ in the form:

\[
T = \begin{pmatrix} a_{11} & a_{21} & a_{31} & 0 \\ a_{12} & a_{22} & a_{32} & 0 \\ a_{13} & a_{23} & a_{33} & 0 \end{pmatrix},
\]

where $b_i, i = 1, 2, 3$ are the constants to be determined,

\[
P = (a_1, a_2, a_3) = \begin{pmatrix} a_{11} & a_{21} & a_{31} \\ a_{12} & a_{22} & a_{32} \\ a_{13} & a_{23} & a_{33} \end{pmatrix},
\]

such that

\[
P^{-1} f_x^0 P = \begin{pmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \\ 0 & 0 & \lambda_3 \end{pmatrix},
\]

and $a_1, a_2, a_3$ are the eigenvalues of $f_x^0$. The columns of $T$ defined in (16) are the eigenvectors of $J^0$. In particular, $(0, 0, 0, 1)^T$ is the eigenvector of $J^0$ corresponding to the eigenvalue $\lambda_4 = -K$. The constants $b_i, i = 1, 2, 3$ may be determined from the condition that the vectors $(a_{i1}, a_{i2}, a_{i3}, b_i)^T, i = 1, 2, 3$ must be the eigenvectors of $J^0$ corresponding to eigenvalues $\lambda_i, i = 1, 2, 3$. Satisfying this condition produces the following equations for $b_i, i = 1, 2, 3$:

\[
\begin{pmatrix} -F_0 & a_{i1} - F_0 & a_{i1} - F_0 & a_{i1} - K \end{pmatrix} = \lambda_i \begin{pmatrix} a_i \\ b_i \end{pmatrix}.
\]
For each $i = 1, 2, 3$ in (19) the first three equations are satisfied automatically; from the fourth equation,

\begin{equation}
-F_X^0 \cdot a_{i1} - F_Y^0 \cdot a_{i2} - F_Z^0 \cdot a_{i3} - K \cdot b_i = -(\partial f_i^0 / \partial x \cdot a_i) - K \cdot b_i = \lambda_i \cdot b_i,
\end{equation}

and thus,

\begin{equation}
b_i = \frac{-(\partial f_i^0 / \partial x \cdot a_i)}{K + \lambda_i},
\end{equation}

so that

\begin{equation}
T = \begin{pmatrix}
a_{11} & a_{21} & a_{31} & 0 \\
a_{12} & a_{22} & a_{32} & 0 \\
a_{13} & a_{23} & a_{33} & 0 \\
-(\partial f_i^0 / \partial x \cdot a_{1}) & -(\partial f_i^0 / \partial x \cdot a_{2}) & -(\partial f_i^0 / \partial x \cdot a_{3}) & 1
\end{pmatrix}
\end{equation}

\begin{equation}
= \begin{pmatrix}
P & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\end{equation}

It can be easily checked that

\begin{equation}
T^{-1} = \begin{pmatrix}
P^{-1} & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 & 1
\end{pmatrix},
\end{equation}

Appendix 3. In Appendix 3, we present all the attractors for which we performed the study, as well as corresponding choises of the parameter values.

Below $ft$ denotes the final time of integration, $N_o$ is the number of measurements and $N$ is the number of subsamples used to create the training sets.

(i) Lorenz63 [18]

\[
\begin{align*}
\dot{X} &= \beta \cdot (Y - X); \\
\dot{Y} &= X \cdot (\gamma - Z) - Y; \\
\dot{Z} &= X \cdot Y - \alpha \cdot Z.
\end{align*}
\]

$(\alpha, \beta, \gamma) = (8/3, 10, 28)$, $(X_0, Y_0, Z_0) = (0, 1.1, 20.2)$; $ft = 80000$, $N_o = 8000$, $N = 20000$, $M = M_{vel} = 10$, $R_0 = 2.66$, $b = 1.87$, $R_{0,vel} = 2.23$, $b_{vel} = 1.96$.

(ii) Rossler [19]

\[
\begin{align*}
\dot{X} &= -Y - Z; \\
\dot{Y} &= X + \alpha \cdot Y; \\
\dot{Z} &= \beta + Z \cdot (X - \gamma).
\end{align*}
\]

$(\alpha, \beta, \gamma) = (0.2, 0.2, 5.7)$, $(X_0, Y_0, Z_0) = (0.1, 0.1, 0.1);$ $ft = 400000$, $N_o = 8000$, $N = 20000$, $M = M_{vel} = 10$, $R_0 = 1.89$, $b = 1.81$, $R_{0,vel} = 2.07$, $b_{vel} = 1.87$. 
(iii) ChenLee [4]

\[
\begin{align*}
\dot{X} &= \alpha \cdot X - Y \cdot Z; \\
\dot{Y} &= \beta \cdot Y + X \cdot Z; \\
\dot{Z} &= \gamma \cdot Z + X \cdot Y/3.
\end{align*}
\]

\((\alpha, \beta, \gamma) = (5, -10, -0.38), (X_0, Y_0, Z_0) = (10; -5; -12); \)
\(ft = 160000, \ N_0 = 8000, \ N = 2000, \)
\(M = M_{vel} = 10, \ R_0 = 2.54, \ b = 2.24, \ R_{0,vel} = 2.47, \ b_{vel} = 2.69.\)

(iv) Genesio [9]

\[
\begin{align*}
\dot{X} &= Y; \\
\dot{Y} &= Z; \\
\dot{Z} &= \gamma \cdot X - \beta \cdot Y - \alpha \cdot Z + X^2.
\end{align*}
\]

\((\alpha, \beta, \gamma) = (0.44, 1.1, 1), (X_0, Y_0, Z_0) = (0.1, 0.1, 0.1); \)
\(ft = 240000, \ N_0 = 8000, \ N = 2000, \)
\(M = M_{vel} = 10, \ R_0 = 2.25, \ b = 1.82, \ R_{0,vel} = 2.26, \ b_{vel} = 1.82.\)

(v) LuChen [16]

\[
\begin{align*}
\dot{X} &= -(\alpha \cdot \beta \cdot X)/((\alpha + \beta) - Y \cdot Z + \gamma); \\
\dot{Y} &= \alpha \cdot Y + X \cdot Z; \\
\dot{Z} &= \beta \cdot Z + X \cdot Y.
\end{align*}
\]

\((\alpha, \beta, \gamma) = (-10, -4.18.2), (X_0, Y_0, Z_0) = (10, -5, -12); \)
\(ft = 160000, \ N_0 = 8000, \ N = 2000, \)
\(M = M_{vel} = 10, \ R_0 = 1.77, \ b = 1.97, \ R_{0,vel} = 2.42, \ b_{vel} = 2.30.\)

(vi) Chua3 [20]

\[
\begin{align*}
\dot{X} &= \alpha \cdot (Y - X - h); \\
\dot{Y} &= X - Y + Z; \\
\dot{Z} &= -\beta \cdot Y; \\
\dot{h} &= m_1 \cdot X + 0.5 \cdot (m_0 - m_1) \cdot (|X + 1| - |X - 1|).
\end{align*}
\]

\((\alpha, \beta, m_0, m_1) = (15.6, 28, -8/7, -5/7), (X_0, Y_0, Z_0) = (0.1, 0.1, 0.1); \)
\(ft = 160000, \ N_0 = 8000, \ N = 2000, \)
\(M = M_{vel} = 10, \ R_0 = 2.85, \ b = 1.97, \ R_{0,vel} = 2.59, \ b_{vel} = 1.77.\)

(vii) Lorenz2 [23]

\[
\begin{align*}
\dot{X} &= -\alpha \cdot X + Y^2 - Z^2 + \alpha \cdot \gamma; \\
\dot{Y} &= X \cdot (Y - \beta \cdot Z) + \delta; \\
\dot{Z} &= -Z + X \cdot (\beta \cdot Y + Z).
\end{align*}
\]

\((\alpha, \beta, \gamma, \delta) = (0.9, 5, 9.9, 1), (X_0, Y_0, Z_0) = (0.1, 0.1, 0.1); \)
\(ft = 80000, \ N_0 = 8000, \ N = 2000, \)
\(M = M_{vel} = 10, \ R_0 = 2.56, \ b = 1.73, \ R_{0,vel} = 2.11, \ b_{vel} = 2.00.\)
(viii) Yu Wang [21]

\[
\begin{align*}
\dot{X} & = \alpha \cdot (Y - X); \\
\dot{Y} & = \beta \cdot X + \gamma \cdot X \cdot Z; \\
\dot{Z} & = \exp(X \cdot Y) - \delta \cdot Z.
\end{align*}
\]

\((\alpha, \beta, \gamma, \delta) = (10, 40, 2, 2.5), (X_0, Y_0, Z_0) = (0.1, 0.1, 0.1);\)

\(ft = 320000, \ N_0 = 8000, \ N = 2000;\)

\(M = M_{vel} = 10, \ R_0 = 2.62, \ b = 1.86, \ R_{0,vel} = 1.87, \ b_{vel} = 2.04.\)

(ix) TSUCS1 [25]

\[
\begin{align*}
\dot{X} & = \alpha \cdot (Y - X) + \gamma \cdot X \cdot Z; \\
\dot{Y} & = \epsilon \cdot Y - X \cdot Z; \\
\dot{Z} & = \beta \cdot Z + X \cdot Y - \delta \cdot X^2.
\end{align*}
\]

\((\alpha, \beta, \gamma, \delta, \epsilon) = (40, 1.8333, 0.5, 0.65, 20), (X_0, Y_0, Z_0) = (0.1, 0.1, 0.1);\)

\(ft = 160000, \ N_0 = 8000, \ N = 2000;\)

\(M = M_{vel} = 10, \ R_0 = 2.39, \ b = 1.91, \ R_{0,vel} = 2.36, \ b_{vel} = 2.12.\)

(x) TSUCS2 [25]

\[
\begin{align*}
\dot{X} & = \alpha \cdot (Y - X) + \delta \cdot X \cdot Z; \\
\dot{Y} & = \beta \cdot X - X \cdot Z + \zeta \cdot Y; \\
\dot{Z} & = \gamma \cdot Z + X \cdot Y - \epsilon \cdot X^2.
\end{align*}
\]

\((\alpha, \beta, \gamma, \delta, \epsilon, \zeta) = (40, 55, 1.833, 16, 0.65, 20), (X_0, Y_0, Z_0) = (10, 10, 10);\)

\(ft = 420000, \ N_0 = 8000, \ N = 2000;\)

\(M = M_{vel} = 10, \ R_0 = 2.40, \ b = 1.74, \ R_{0,vel} = 2.39, \ b_{vel} = 2.02.\)

(xi) Aizawa [6]

\[
\begin{align*}
\dot{X} & = (Z - \epsilon) \cdot X - \delta \cdot Y; \\
\dot{Y} & = \delta \cdot X + (Z - \epsilon) \cdot Y; \\
\dot{Z} & = \gamma + \beta \cdot Z - Z^3/3 \\
& \quad - (X^2 + Y^2) \cdot (1 + \alpha \cdot Z) + \zeta \cdot Z \cdot X^3.
\end{align*}
\]

\((\alpha, \beta, \gamma, \delta, \epsilon, \zeta) = (0.25, 0.95, 0.6, 3.5, 0.7, 0.1), (X_0, Y_0, Z_0) = (0.1, 0.1, 0.1);\)

\(ft = 320000, \ N_0 = 8000, \ N = 2000;\)

\(M = M_{vel} = 10, \ R_0 = 2.01, \ b = 1.71, \ R_{0,vel} = 2.02, \ b_{vel} = 1.73.\)

(xii) Wang [34]

\[
\begin{align*}
\dot{X} & = \alpha \cdot X + \gamma \cdot Y \cdot Z; \\
\dot{Y} & = \beta \cdot X + \delta \cdot Y - X \cdot Z; \\
\dot{Z} & = \epsilon \cdot Z + \zeta \cdot X \cdot Y.
\end{align*}
\]

\((\alpha, \beta, \gamma, \delta, \epsilon, \zeta) = (0.2, -0.01, 1, -0.4, -1, -1), (X_0, Y_0, Z_0) = (1, 1, 1);\)

\(ft = 120000, \ N_0 = 32000, \ N = 8000;\)

\(M = M_{vel} = 10, \ R_0 = 2.17, \ b = 2.16, \ R_{0,vel} = 1.23, \ b_{vel} = 2.61.\)
(xiii) Chua5 [38]
\[
\begin{align*}
\dot{X} &= \alpha \cdot (Y - h) \\
\dot{Y} &= X - Y + Z \\
\dot{Z} &= -\beta \cdot Y \\
h &= m_5 \cdot X + 0.5 \\
&\quad \times \left( (m_0 - m_1) \cdot (|X + c_1| - |X - c_1|) \\
&\quad + (m_1 - m_2) \cdot (|X + c_2| - |X - c_2|) \\
&\quad + (m_2 - m_3) \cdot (|X + c_3| - |X - c_3|) \\
&\quad + (m_3 - m_4) \cdot (|X + c_4| - |X - c_4|) \\
&\quad + (m_4 - m_5) \cdot (|X + c_5| - |X - c_5|) \right).
\end{align*}
\]

\( (\alpha, \beta, m_0, m_1, m_2, m_3, m_4, m_5, c_1, c_2, c_3, c_4, c_5) = (14, 20, 0.9/7, -3/7, 3.5/7, -2/7, 4/7, -2.4/7, 1.0, 2.15, 3.6, 6.2, 9), \)

\( (X_0, Y_0, Z_0) = (0.1, 0.1, 0.1); \)

\( ft = 240000, N_0 = 16000, N = 4000, \)

\( M = M_{vel} = 10, R_0 = 3.03, b = 1.86, R_{0, vel} = 2.50, b_{vel} = 1.79. \)

(xiv) Chua7 [39]
\[
\begin{align*}
\dot{X} &= \alpha \cdot (Y - h) \\
\dot{Y} &= X - Y + Z \\
\dot{Z} &= -\beta \cdot Y \\
h &= m_7 \cdot X + 0.5 \\
&\quad \times \left( (m_0 - m_1) \cdot (|X + c_1| - |X - c_1|) \\
&\quad + (m_1 - m_2) \cdot (|X + c_2| - |X - c_2|) \\
&\quad + (m_2 - m_3) \cdot (|X + c_3| - |X - c_3|) \\
&\quad + (m_3 - m_4) \cdot (|X + c_4| - |X - c_4|) \\
&\quad + (m_4 - m_5) \cdot (|X + c_5| - |X - c_5|) \\
&\quad + (m_5 - m_6) \cdot (|X + c_6| - |X - c_6|) \\
&\quad + (m_6 - m_7) \cdot (|X + c_7| - |X - c_7|) \right).
\end{align*}
\]

\( (\alpha, \beta, m_0, m_1, m_2, m_3, m_4, m_5, m_6, m_7, c_1, c_2, c_3, c_4, c_5, c_6, c_7) = (14, 20, 0.9/7, -3/7, 0.5, -0.3429, 0.36, -0.24, 0.36, -0.24, -0.3429, 1, 2.15, 6.2, 9, 14.25), \)

\( (X_0, Y_0, Z_0) = (0.1, 0.1, 0.1); \)

\( ft = 240000, N_0 = 16000, N = 4000, \)

\( M = M_{vel} = 10, R_0 = 2.9, b = 1.88, R_{0, vel} = 2.49, b_{vel} = 1.82. \)
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