Abstract. In synthetic computability, pioneered by Richman, Bridges, and Bauer, one develops computability theory without an explicit model of computation. This is enabled by assuming an axiom equivalent to postulating a function $\phi$ to be universal for the space $\mathbb{N} \rightarrow \mathbb{N}$ ($\text{CT}_\phi$, a consequence of the constructivist axiom $\text{CT}$), Markov’s principle, and at least the axiom of countable choice. Assuming $\text{CT}$ and countable choice invalidates the law of excluded middle, thereby also invalidating classical intuitions prevalent in textbooks on computability. On the other hand, results like Rice’s theorem are not provable without a form of choice.

In contrast to existing work, we base our investigations in constructive type theory with a separate, impredicative universe of propositions where countable choice does not hold and thus a priori $\text{CT}_\phi$ and the law of excluded middle seem to be consistent. We introduce various parametric strengthenings of $\text{CT}_\phi$, which are equivalent to assuming $\text{CT}_\phi$ and an $S^m_n$ operator for $\phi$ like in the $S^m_n$ theorem. The strengthened axioms allow developing synthetic computability theory without choice, as demonstrated by elegant synthetic proofs of Rice’s theorem. Moreover, they seem to be not in conflict with classical intuitions since they are consequences of the traditional analytic form of $\text{CT}$.

Besides explaining the novel axioms and proofs of Rice’s theorem we contribute machine-checked proofs of all results in the Coq proof assistant.
Yannick Forster

postulates that $\phi$ is a step-indexed interpreter universal for the function space $\mathbb{N} \to \mathbb{N}$, i.e. that every $f: \mathbb{N} \to \mathbb{N}$ has a code $c: \mathbb{N}$ such that $\phi_c$ agrees with $f$ [15]. Richman routinely assumes both Markov’s principle $MP$ and the axiom of countable choice $AC_N$ (or even stronger forms like dependent choice), as is the case in later work by Richman and Bridges [8] and Bauer [4]. As a consequence, the law of excluded middle $LEM$ becomes disprovable, since $LEM$ and $AC_N$ together entail that every predicate is decidable, which is clearly in contradiction to results of synthetic computability deducible from $CT_{\phi}$. Text book presentations of computability however make crucial use of classical logic, rendering synthetic computability a constructivist niche.

However, Richman and Bridges state that $AC_N$ can “usually be avoided” [8, pg. 54] by postulating a composition function w.r.t. $\phi$, which as consequence allows proving an $S_m^n$ principle w.r.t. $\phi$ which we abbreviate as $SMN_{\phi}$. In this paper, we show that their observation indeed holds true.

We work in the calculus of inductive constructions (CIC), the type theory underlying the Coq proof assistant, which is a foundation for constructive mathematics where the axiom of countable choice is independent, i.e. can be consistently assumed but is not provable.

**Contribution** We introduce several axioms equivalent to assuming $\phi$ such that $CT_{\phi} \land SMN_{\phi}$. Since working with $S_m^n$ operators in applications explicitly is tedious, we define all axioms via a respective notion of parametric universality. As a consequence, the statements of the axioms become more uniform and compact. At the same time, the axioms become easier to use in applications. The resulting theory enables carrying out synthetic computability theory without any form of choice axiom, rendering the theory agnostic towards axioms like the law of excluded middle and thereby compatible with classical intuitions.

All axioms have in common that they allow defining a enumerable but undecidable predicate $K$, where both enumerability and decidability are defined purely in terms of functions rather than computable functions. Since all axioms are a consequence of the constructivist axiom $CT$, they are consistent in CIC but not in contradiction to the law of excluded middle. Thus, our axioms allow developing synthetic computability, agnostic towards classical logic. As case studies we give two synthetic proofs of Rice’s theorem [33]: One based on the axiom $EPF$, following the proof approach by Scott [36] relying on Rogers’ fixed-point theorem [35], and one based on the axiom $EA$, establishing a many-one reduction from an undecidable problem.

**Outline** We motivate and introduce $CT_{\phi}$ and $SMN_{\phi}$ in Section 2. $SCT$ is introduced in Section 3, its variants $EPF$, $SCT_B$, and $EPF_B$ in Section 4. We introduce $EA$ in Section 5 prove two synthetic versions of Rice’s theorems in Section 6.

---

1 The results in the pdf version of this paper are hyperlinked with the html version of the Coq source code, which can be found at https://github.com/yforster/coq-synthetic-computability/.
1 Preliminaries

We work in the Calculus of Inductive Constructions (CIC), the type theory underlying the Coq proof assistant.

1.1 Common definitions in CIC

We rely on the inductive types of natural numbers \( n : \mathbb{N} := 0 \mid S n \), booleans \( \mathbb{B} := \text{true} \mid \text{false} \), lists \( l : \mathbb{L} X ::= [ ] \mid x :: l \) where \( x : X \), options \( \mathbb{O} X ::= \text{None} \mid \text{Some} x \) where \( x : X \), pairs \( X \times Y ::= (x, y) \) where \( x : X \) and \( y : Y \), sums \( X + Y ::= \text{inl} x \mid \text{inr} y \) where \( x : X \) and \( y : Y \), and, for \( p : X \to T \) or \( p : X \to \mathbb{P} \), \( \Sigma x.p x ::= (a, b) \) where \( a : X \) and \( b : px \). \( \pi_1 \) and \( \pi_2 \) denote the projections \( \pi_1(a, b) := a \) and \( \pi_2(a, b) := b \).

One can easily construct a pairing function \( \langle \_ , \_ \rangle : \mathbb{N} \to \mathbb{N} \to \mathbb{N} \) and for all \( f : \mathbb{N} \to \mathbb{N} \to X \) an inverse construction \( \lambda \langle n,m \rangle . fnm \) of type \( \mathbb{N} \to X \) such that \( (\lambda \langle n,m \rangle . fnm)(\langle n,m \rangle) = fnm \).

For discrete \( X \) (e.g. \( \mathbb{N} \), \( \mathbb{O} \), \( \mathbb{L} \), \( \mathbb{B} \), \ldots), \( \equiv_X \) denotes equality, \( \equiv_p \) denotes logical equivalence, \( \equiv_{A \to B} \) denotes an extensional lift of \( \equiv_B \), \( \equiv_{A \to \mathbb{P}} \) denotes extensional equivalence, and \( \equiv_{\text{ran}} \) denotes range equivalence. More formally, two functions \( f, g : X \to \mathbb{O} Y \) are range equivalent if \( f \equiv_{\text{ran}} g := \forall y. (\exists x. fx = \text{Some} y) \leftrightarrow (\exists x. gx = \text{Some} y) \).

1.2 Partial functions

We work with a type \( \text{part} A \) where \( A : \mathbb{T} \) for partial values and a definedness relation \( \triangleright : \text{part} A \to A \to \mathbb{P} \) and write \( A \to \text{part} B \) for \( A \to A \to \mathbb{P} \). We assume monadic structure for \( \text{part} \) (\( \text{ret} \) and \( \gg \)), an undefined value (\( \text{undef} \)), a minimisation operation (\( \mu \)), and a step-indexed evaluator (\( \text{seval} \)), see [15, fig. 2].

An equivalence relation on partial values can be defined as \( x \equiv_{\text{part} A} y := \forall a. x \triangleright a \leftrightarrow y \triangleright a \). Lifted to partial functions, we have \( f \equiv_{A \to B} g := \forall ab. f a \triangleright b \leftrightarrow ga \triangleright b \).

One possible definition of \( \text{part} A \) is via stationary sequences. We call \( f : \mathbb{N} \to \mathbb{O} A \) a stationary sequence (or just stationary) if \( \forall n a. fn = \text{Some} a \to \forall m \geq n. fm = \text{Some} a \). For instance, the always undefined function \( \lambda n. \text{None} \) is stationary.

One can then define \( \text{part} A ::= \Sigma f : \mathbb{N} \to \mathbb{O} A. f \) is stationary with \( f \triangleright a := \exists n. \pi_1 fn = \text{Some} a \).

Note that one can turn any function \( f : \mathbb{N} \to \mathbb{O} A \) into a stationary sequence via a transformer \( \text{mkstat} \) with the following property.

**Fact 1.** \( \text{mkstat} f \triangleright a \leftrightarrow \exists n. fn = \text{Some} a \wedge \forall m < n. fn = \text{None} \)

1.3 The universe of propositions \( \mathbb{P} \), elimination, and choice principles

CIC has a separate, impredicative universe of propositions \( \mathbb{P} \) and a hierarchy of type universes \( \mathbb{T}_i \) (where the natural number index \( i \) is left out from now on).
The universe $P$ is separated in the sense that the definition of functions of type $\forall x : P. A(x)$ for $P : \mathbb{P}$ and $A : P \to \mathbb{T}$ by case analysis on $x$ are restricted.

In CIC, both dependent pairs ($\Sigma$) and existential quantification $\exists$ can be defined using inductive types. We verbalise $\exists x$ with “there exists $x$” and in contrast $\Sigma x$ as “one can construct $x$”. Dependent pairs can be eliminated into arbitrary contexts, i.e. there is an elimination function of type

$$\forall p : (\Sigma x. Ax) \to \mathbb{T}. (\forall x : X. \forall y : Ax. p(x, y)) \to \forall s. ps.$$ 

In contrast, existential quantification can only be eliminated for $p : (\exists x. Ax) \to \mathbb{P}$. This is because CIC forbids so-called large eliminations [30] on the inductively defined $\exists$ predicate. To avoid dealing with Coq’s `match`-construct for eliminations in detail, we instead talk about large elimination principles. A large elimination principle for $\exists$, which would have the following type, is not definable in CIC:

$$\forall p : (\exists x. Ax) \to \mathbb{T}. (\forall x : X. \forall y : Ax. p(x, y)) \to \forall s. ps.$$ 

In particular, this means that one cannot define a function of the following type in general

$$\forall p : Y \to \mathbb{P}. (\exists y. py) \to \Sigma y : Y. py.$$ 

However, such an elimination of $\exists$ into $\Sigma$ is admissible in CIC. This means that any concretely given, fully constructive proof of $\exists y. py$ without assumptions can always be given as a proof of $\Sigma y. py$. Note that admissibility of a statement is strictly weaker than provability, and in general does not even entail its consistency.

Crucially, CIC allows defining large elimination principles for the falsity proposition $\bot$ and for equality. Additionally, for some restricted types $Y$ and restricted predicates $p$, one can define a large elimination principle for existential quantification. In particular, this holds for $Y = \mathbb{N}$ and $p(n : \mathbb{N}) := fn = true$ for a function $f : \mathbb{N} \to \mathbb{B}$.

**Fact 2.** One can define functions of type

1. $\forall A : T. \bot \to A$
2. $\forall X : T. \forall A : X \to T. \forall x_1 x_2 : X. x_1 = x_2 \to Ax_1 = Ax_2$.
3. $\forall f : \mathbb{N} \to \mathbb{B}. (\exists n. fn = true) \to \Sigma n. fn = true$.

We will not need any other large elimination principle in this paper. A restriction of large elimination in general is necessary for consistency of Coq [11]. As a by-product, the computational universe $\mathbb{T}$ is separated from the logical universe $\mathbb{P}$, allowing classical logic in $\mathbb{P}$ to be assumed while the computational intuitions for $\mathbb{T}$ remain intact.

The intricate interplay between $\Sigma$ and $\exists$ is in direct correspondence to the status of the axiom of choice in CIC. The axiom of choice was first stated for set theory by Cantor. In the formulation by Cantor, it is equivalent to the statement that every total, binary relation contains the graph of a function, i.e.:

$$\forall R \subseteq X \times Y. (\forall x. \exists y. (x, y) \in R) \to \exists f : X \to Y. \forall x. (x, fx) \in R.$$
Here \( X \rightarrow Y \) is the set-theoretic function space. As usual, such a classical principle can also be stated in type theory. However, the concrete formalisation crucially depends on how the notion of a (set-theoretic) function is translated: While in set theory the term \textit{function} is just short for \textit{functional relation}, in CIC functions and (total) functional relations are different objects, we thus discuss both possible translations of the axiom of choice here.

The more common version, used e.g.
\[ \forall R: X \rightarrow Y \rightarrow \mathbb{P}. \ (\forall x. \exists y. \ Rxy) \rightarrow \exists f: X \rightarrow Y. \ \forall x. \ R(fx) \]

Since in type theory proofs are first class object, one can equivalently state a principle postulating the inhabitedness of the following type:
\[ \forall p: Y \rightarrow \mathbb{P}. \ (\exists y. \ py) \rightarrow \exists y: Y. \ py \]

Note how this is exactly the non-provable correspondence of \( \exists \) and \( \Sigma \) discussed above. This formulation makes clear why in Martin-Löf type theory as implementation of Bishop’s constructive mathematics, where one defines \( \exists := \Sigma \), the axiom of choice is accepted since it can be proved. In the context of Church’s simple type theory, this axiom is also known as axiom of indefinite description [1].

### 1.4 Notions of synthetic computability

We call a predicate \( p: X \rightarrow \mathbb{P} \ldots \)

- \textit{decidable} if \( \mathcal{D} p := \exists f: X \rightarrow \mathbb{B}. \ \forall x. \ px \leftrightarrow fx = \text{true} \).
- \textit{enumerable} if \( \mathcal{E} p := \exists f: N \rightarrow \mathbb{O} X. \ \forall x. \ px \leftrightarrow \exists n: N. \ fn = \text{Some} x \).
- \textit{semi-decidable} if \( \mathcal{S} p := \exists f: X \rightarrow N \rightarrow \mathbb{B}. \ \forall x. \ px \leftrightarrow \exists n. \ fxn = \text{true} \).

A type \( X \) is discrete if \( \lambda (x_1, x_2): X \times X. \ x_1 = x_2 \) is decidable and enumerable if \( \lambda x: X. \top \) is enumerable. We repeat the following facts from [15]:

**Fact 3.** The following hold:

1. Decidable predicates are semi-decidable and co-semi-decidable.
2. Semi-decidable predicates on enumerable types are enumerable.
3. Enumerable predicates on discrete types are semi-decidable.
4. The complement of semi-decidable predicates is co-semi-decidable.

**Fact 4.** Decidable predicates are closed under complements. Decidable, enumerable, and semi-decidable predicates are closed under conjunction and disjunction.

One can also characterise the notions via partial functions:

**Fact 5.** 1. \( \mathcal{E} p \leftrightarrow \exists f: N \rightarrow X. \forall x. \ px \leftrightarrow \exists n. \ fn \triangleright x \)
2. \( \mathcal{S} p \leftrightarrow \exists Y(f: X \rightarrow Y). \forall x. \ px \leftrightarrow \exists y. \ fx \triangleright y \)

Lastly, we introduce many-one reducibility. A predicate \( p: X \rightarrow \mathbb{P} \) is many-one reducible to a predicate \( q: Y \rightarrow \mathbb{P} \) if
\[ p \preceq_m q := \exists f: X \rightarrow Y. \ \forall x. \ px \leftrightarrow q(fx). \]

**Fact 6.** 1. If \( p \preceq_m q \) and \( q \) is decidable, then \( p \) is decidable.
2. Let \( X \) be enumerable, \( Y \) discrete, and \( p: X \rightarrow \mathbb{P} \), \( q: Y \rightarrow \mathbb{P} \). If \( p \preceq_m q \) and \( q \) is enumerable then \( p \) is enumerable.
2 Church’s thesis

Textbooks on computability start by defining a model of computation. Rogers [35] uses \( \mu \)-recursive functions. As center of the theory, Rogers defines a step-indexed interpreter \( \phi \) of all \( \mu \)-recursive functions. An application \( \phi_n^c x \) denotes executing the \( \mu \)-recursive function with code \( c \) on input \( x \) for \( n \) steps.

Once some evidence is gathered, Rogers (as well as other authors) introduce the Church-Turing thesis, stating that all intuitively calculable functions are \( \mu \)-recursively computable. Using the Church-Turing thesis, \( \phi \) has the following (informal) universal property:

\[
\forall f : \mathbb{N} \to \mathbb{N}. \text{ intuitively computable } f \rightarrow \exists c : \mathbb{N}. \forall x : \mathbb{N}. \exists n. \phi_n^c x = \text{Some}(fx)
\]

Note that the property is really only pseudo-formal: The notion of intuitive calculability is not made precise, which is exactly what allows \( \phi \) to stay abstract for most of the development. Every invocation of the universality could be replaced by an individual construction of a (\( \mu \)-recursive) program, but relying solely on the notion of intuitive calculability allows Rogers to build a theory based on a function \( \phi \) which could equivalently be implemented in any other model of computation. Since not every function \( f : \mathbb{N} \to \mathbb{N} \) in the classical set theory Rogers works in\(^2\) is intuitively computable, every invocation of the universality of \( \phi \) has to be checked individually to ensure that it is indeed for an intuitively calculable function.

We however do not work in classical set theory, but in \( \text{CIC} \), a constructive system. As in all constructive systems, every definable function is intuitively calculable. It is thus natural to assume that the universal function \( \phi \) is universal for all functions \( f : \mathbb{N} \to \mathbb{N} \). For historical reasons, this axiom is called \( \text{CT} \) (“Church’s thesis”) [24,41].

We define \( \text{CT}_\phi \) parametric in a step-indexed interpreter \( \phi : \mathbb{N} \to \mathbb{N} \to \mathbb{N} \to \mathbb{N} \). As before, we write an evaluation of code \( c \) on input \( x \) for \( n \) steps as \( \phi_n^c x \) instead of \( \phi c x n \). For step-indexed interpreters, the sequence \( \lambda n. \phi_n^c x \) is always stationary:

\[
\forall cn_1 v. \phi_{n_1}^c x = \text{Some} v \rightarrow \forall n_2. n_2 \geq n_1 \rightarrow \phi_{n_2}^c x = \text{Some} v
\]

Now \( \text{CT}_\phi \) states that \( \phi : \mathbb{N} \to \mathbb{N} \to \mathbb{N} \to \mathbb{N} \) is universal for all functions \( f : \mathbb{N} \to \mathbb{N} \):

\[
\text{CT}_\phi := \forall f : \mathbb{N} \to \mathbb{N}. \exists c : \mathbb{N}. \forall x : \mathbb{N}. \exists n : \mathbb{N}. \phi_n^c x = \text{Some}(fx)
\]

One can also see \( \phi \) as an enumeration of stationary functions from \( \mathbb{N} \) to \( \mathbb{N} \), which enumerates every total function \( f \).

\( \text{CT}_\phi \) is not provable in \( \text{CIC} \), independent of the definition of \( \phi \). However, when \( \phi \) is a step-indexed interpreter for a model of computation, \( \text{CT}_\phi \) is the

\(^2\) “We use the rules and conventions of classical two-valued logic (as is the common practice in other parts of mathematics), and we say that an object exists if its existence can be demonstrated within standard set theory. We include the axiom of choice as a principle of our set theory.” [35, pg. 10, footnote †]
well-known constructivist axiom CT, see [15] for a treatment of its status in CIC. We give an overview over arguments why CT is consistent in CIC in Appendix A.

In contrast to textbook proofs, proofs of theorems based on CT do not have to be individually checked for valid applications of the Church-Turing thesis.

As stated above, CT applies to unary total functions, but is immediately extensible to n-ary functions \( f: \mathbb{N}^n \rightarrow \mathbb{N} \) using pairing. Partial application for such \( n \)-ary functions is realised via the \( S_m^n \) theorem. We only state the case \( m = n = 1 \), which implies the general case:

\[
\text{SMN}_\phi := \Sigma \sigma : \mathbb{N} \rightarrow \mathbb{N}. \forall cxyv. (\exists n. \phi^n\sigma c x y = \text{Some } v) \leftrightarrow (\exists n. \phi^n c \langle x, y \rangle = \text{Some } v)
\]

Note that we formulate SMN with a \( \Sigma \) rather than an \( \exists \). For the results we consider in this paper, the different is largely cosmetic. The formulation with \( \Sigma \) allows the construction of functions accessing \( \sigma \) directly, rather than only being able to prove the existence of functions based on \( \sigma \).

The key property of CT is that it allows the definition of an enumerable but undecidable problem:

**Lemma 7.** Let \( \phi \) be stationary. Then CT \( \rightarrow \Sigma p: \mathbb{N} \rightarrow \mathbb{P}. S p \land \neg S\overline{p} \land \neg D p \land \neg D\overline{p} \).

**Proof.** One can define \( pc := \exists nm. \phi^n c x = \text{Some } 0 \) and clearly we have \( Sp \). If \( f: \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{B} \) is a semi-decider for \( \overline{p} \), let \( c \) be its code w.r.t. \( \phi \). Then \( pc \leftrightarrow \neg pc \), contradiction. Thus \( p \) is also not decidable. \( \Box \)

### 3 Synthetic Church’s Thesis

By keeping \( \phi \) abstract and assuming CT, one never has to deal with encodings in a model of computation. However, formal proofs involving the SMN\( _\phi \) axiom are tedious. We identify the axiom synthetic Church’s thesis SCT as a more convenient variant of CT \( \land \) SMN\( _\phi \), which postulates a step-indexed interpreter \( \phi \) parametrically universal for \( \mathbb{N} \rightarrow \mathbb{N} \):

\[
\text{SCT} := \Sigma \phi : \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N}.
\]

\[
(\forall c. n_1 n_2 v. \phi^n c x = \text{Some } v \rightarrow n_2 \geq n_1 \rightarrow \phi^n c x = \text{Some } v) \land
\]

\[
\forall f: \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N}. \exists \gamma: \mathbb{N} \rightarrow \mathbb{N}. \forall x. \exists n. \phi^n c x = \text{Some } (f_i x)
\]

By parametrically universal we mean that for any family of functions \( f_i: \mathbb{N} \rightarrow \mathbb{N} \) parameterised by \( i: \mathbb{N} \), we obtain a coding function \( \gamma \) s.t. \( \gamma i \) is the code of \( f_i \), i.e. \( \phi_{\gamma i} \) agrees with \( f_i \).

The consistency of SCT follows from the consistency of CT formulated for a Turing-complete model of computation. For this purpose, we choose the weak call-by-value \( \lambda \)-calculus \( L \), which we discuss in detail in Section 7. Conversely, one can recover non-parametric universality of \( \phi \) from parametric universality:

**Theorem 8.** Let \( \phi_L \) be a step-indexed interpreter for \( L \). For any \( \phi \) such that \( \lambda x. \phi^n c x \) is stationary we have the following:
1. \( \text{CT}_\phi \rightarrow \Sigma \phi \cdot \text{CT}_\phi \land \text{SMN}_\phi \)
2. \( \text{CT}_\phi \rightarrow \text{SMN}_\phi \rightarrow \text{SCT} \)
3. \( \text{SCT} \rightarrow \Sigma \phi \cdot \text{CT}_\phi \)

Proof. (1) follows by proving \( \text{SMN}_\phi \), which we do in Section 7, see Corollary 33.

For (2), let \( \phi \) and \( \sigma \) be given. We prove that \( \phi \) satisfies the condition in \( \text{SCT} \). Let \( f: \mathbb{N} \rightarrow \mathbb{N} \) be given. We obtain a code \( c \) for \( \lambda(x, y). fxy \). Now define \( \gamma x := \sigma cx \).

(3) is trivial by turning the unary function \( f: \mathbb{N} \rightarrow \mathbb{N} \) into the (constant) family of functions \( f'_x y := fy \). Now a coding function \( \gamma \) for \( f'_x \) allows to choose \( \gamma 0 \) as code for \( f \).

In Theorem 12 we prove that \( \text{SCT} \) also implies \( \Sigma \phi \cdot \text{CT}_\phi \land \text{SMN}_\phi \). Note that the consistency of \( \text{CT}_\phi \) implies the consistency of \( \Sigma \phi \cdot \text{CT}_\phi \land \text{SMN}_\phi \) and \( \text{SCT} \).

4 Variations of Synthetic Church’s Thesis

We have defined \( \text{SCT} \) to postulate a step-indexed interpreter \( \phi: \mathbb{N} \rightarrow (\mathbb{N} \rightarrow \mathbb{N} \rightarrow \text{ON}) \), parametrically universal for \( \mathbb{N} \rightarrow \mathbb{N} \). In this section, we develop equivalent variations of \( \text{SCT} \). There are three obvious points where \( \text{SCT} \) can be modified.

1. The return type of \( \phi \) can be stationary functions of type \( \mathbb{N} \rightarrow (\mathbb{N} \rightarrow \text{ON}) \) or \( \mathbb{N} \rightarrow (\mathbb{N} \rightarrow \text{OB}) \), or partial functions of type \( \mathbb{N} \vdash \mathbb{N} \) or \( \mathbb{N} \vdash \mathbb{B} \).
2. \( \phi \) can be postulated to be parametrically universal for \( \mathbb{N} \rightarrow \mathbb{N} \), \( \mathbb{N} \rightarrow \mathbb{B} \), \( \mathbb{N} \vdash \mathbb{N} \), \( \mathbb{N} \vdash \mathbb{B} \), or stationary functions \( \mathbb{N} \rightarrow (\mathbb{N} \rightarrow \text{ON}) \) or \( \mathbb{N} \rightarrow (\mathbb{N} \rightarrow \text{OB}) \).
3. Coding functions \( \gamma \) can be existentially quantified (\( \exists \)), computably obtained (\( \Sigma \)), or classically existentially quantified \( \neg \neg \exists \).

For \( \text{SCT} \), the return type of \( \phi \) is stationary functions \( \mathbb{N} \rightarrow (\mathbb{N} \rightarrow \text{ON}) \), \( \phi \) is parametrically universal for \( \mathbb{N} \rightarrow \mathbb{N} \), and \( \gamma \) is existentially quantified.

For (1), it is important to see that letting \( \phi \) return total functions is no option, since such an enumeration is inconsistent\(^3\) even up to extensionality:

**Fact 9. (Cantor)** There is no \( e: \mathbb{N} \rightarrow (\mathbb{N} \rightarrow \text{A}) \) such that \( \forall f: \mathbb{N} \rightarrow \text{A}. \exists c. ec \equiv \mathbb{N} \rightarrow \text{A} \) for \( \text{A} = \mathbb{N} \) or \( \text{A} = \mathbb{B} \).

For (3), the variant with \( \Sigma \) is consistent, but negates functional extensionality [43]. Variants with \( \neg \neg \exists \) are often called Weak CT [27], we refrain from discussing such variants in this paper.

In this section, we discuss how all other variations of \( \text{SCT} \) are equivalent, and single out three of them:

1. EPF, the enumerability of partial functions axiom, postulating \( \theta: \mathbb{N} \rightarrow (\mathbb{N} \rightarrow \mathbb{N}) \) parametrically universal for \( \mathbb{N} \rightarrow \mathbb{N} \),
2. \( \text{SCT}_\mathbb{B} \), postulating \( \phi: \mathbb{N} \rightarrow (\mathbb{N} \rightarrow (\mathbb{N} \rightarrow \text{OB})) \) universal for \( \mathbb{N} \rightarrow \mathbb{B} \), and

\(^3\) Note that conversely an injection of \( \mathbb{N} \rightarrow \mathbb{N} \) can likely be consistently assumed [5].
3. EPF_B, postulating \( \theta: N \to (N \to B) \) universal for \( N \to B \).

The enumerability of partial functions axiom EPF is defined as:

\[
\text{EPF} := \exists \theta: N \to (N \to N). \forall f: N \to N \to N. \exists \gamma: N \to N. \forall i. \theta \gamma i \equiv_{N \to N} f i
\]

Instead of seeing \( \theta \) as enumeration, we can also see \( \theta \) as surjection from \( N \to N \) up to \( \equiv_{N \to N} \). Proving that SCT \( \leftrightarrow \) EPF amounts to showing that any implementation of partial functions is equivalent to the implementation based on stationary sequences, and that any stationary function can be encoded in a total function \( N \to N \) via pairing.

**Theorem 10.** SCT \( \leftrightarrow \) EPF

*Proof.* The direction from left to right is by observing that there is a function \( \text{mktotal}: (N \to N \to N) \to N \to N \to N \) such that \( f_i x \mapsto v \leftrightarrow \exists n. \text{mktotal} f i (x, n) = S v \) using \( \text{seval} \). We then define

\[
\theta cx := (\mu (\lambda n. \text{if } \phi^n c x \text{ is Some } (S v) \text{ then ret true else ret false}))
\]

\[
\gg = \lambda n. \text{if } \phi^n c x \text{ is Some } (S v) \text{ then ret v else undef}
\]

The direction from right to left constructs \( \phi^n c x := \text{seval } (\theta c y) n \). Let \( f: N \to N \to N \). Define the partial function \( f'_i x := \text{ret } (f_i x) \). Now a coding function \( \gamma \) for \( f' \) by EPF is a coding function for \( f \) to establish SCT. \( \square \)

Instead of stating EPF as enumeration of partial functions, we can equivalently state it w.r.t. parameterised functional relations:

**Fact 11.** EPF is equivalent to the following:

\[
\exists \theta: N \to (N \to N). \forall R: N \to (N \to N). (\exists f. \forall i. f_i \text{ computes } R_i) \to \exists \gamma. \forall i. \theta \gamma i \text{ computes } R_i
\]

**Theorem 12.** EPF \( \to \Sigma \phi. \text{CT}_\phi \land \text{SMN}_\phi \land \forall c. \lambda n. \phi^n c x \text{ is stationary}

*Proof.* Let \( \theta \) be given as in EPF and define \( \phi^n c x := \text{seval } (\theta c y) n \), which allows proving CT\( \phi \) as in Theorem 10. Let furthermore \( f_{(c, x)} y := \theta c (x, y) \) and \( \gamma \) be a coding function for \( f \) by EPF. Define \( Scx := \gamma (c, x) \). We have

\[
\theta Scx y \equiv \theta \gamma (c, x) y \equiv \theta c (x, y)
\]

We introduce SCT_B, postulating a step-indexed interpreter parametrically universal for \( N \to B \):

\[
\text{SCT}_B := \Sigma \phi: N \to N \to N \to \Omega B.
\]

\[
(\forall c x n_1 n_2. \phi^n c x = \text{Some } v \to n_2 \geq n_1 \to \phi^{n_2} c x = \text{Some } v) \land
\]

\[
(\forall f: N \to N \to B. \exists \gamma. \forall i x. \exists n. \phi^n c x = \text{Some } (f_i x))
\]

\( \text{SCT}_B \) is equivalent to SCT. One direction is immediate since \( B \) is a retract of \( N \) (i.e. can be injectively embedded). The other direction follows by mapping the infinite sequence \( f_0, f_1, f_2, \ldots \) to the sequence

\[
\text{false}^{f_0} \text{ true} \text{ false}^{f_1} \text{ true} \text{ false}^{f_2} \text{ true} \ldots
\]
Theorem 13. SCT$_B$ ↔ SCT

We define the parametric enumerability of partial boolean functions axiom

$$\text{EPF}_B := \Sigma \theta: N \rightarrow (N \rightarrow \mathbb{B}). \forall f: N \rightarrow N \rightarrow \mathbb{B}. \exists \gamma: N \rightarrow N. \forall i. \theta_{\gamma i} \equiv_{n \rightarrow \mathbb{B}} f_i$$

Recall that $\theta_{\gamma i} \equiv_{n \rightarrow \mathbb{B}} f_i$ if and only if $\forall x v. \theta_{\gamma i} x \triangleright v \leftrightarrow f_i x \triangleright v$. Proving EPF$_B$ equivalent to SCT is easiest done by proving the following:

Theorem 14. EPF$_B$ ↔ SCT$_B$

Proof. Exactly as in Theorem 10. ⊓ ⊔

Using EPF$_B$ it is easy to establish an enumerable, undecidable problem:

Fact 15. EPF$_B$ → $\Sigma p: N \rightarrow \mathbb{P}. \exists p \land \neg \exists p \land \neg \exists p$

Proof. Let $\theta$ be given as in EPF. Define $\mathcal{K} c := \exists y. \theta_{c c} \triangleright y$. $\mathcal{K}$ is semi-decided by

$$\lambda c n. \text{seval}(\theta) c c n$$

We prove that $\mathcal{K}$ is not semi-decidable, yielding both $\neg \exists \mathcal{K}$ and $\neg \exists \mathcal{K}$ by Fact 3. Let $\mathcal{K}$ be semi-decidable, i.e. by Fact 5 (2) there is $f: N \rightarrow Y$ such that $\neg \mathcal{K} x \leftrightarrow \exists y. f x \triangleright y$. Define $f': N \rightarrow \mathbb{B}$ as $f' x := f x \gg \lambda_. \text{ret true}$. Now $f'$ has a code $c$ such that $\forall x. e c x \triangleright f' x$ by universality of $\theta$.

We have a contradiction via

$$\neg \mathcal{K} c \leftrightarrow (\exists y. f c \triangleright y) \leftrightarrow (\exists y. f' x \triangleright y)(\exists y. e c c \triangleright y) \leftrightarrow \mathcal{K} c.$$  ⊓ ⊔

5 The Enumerability Axiom

Using EPF or SCT as basis for synthetic computability requires the manipulation of partial functions or stationary functions, which is tedious. Alternatively, synthetic computability can be presented even more elegantly by an equivalent axiom concerned with enumerable predicates rather than partial functions. A non-parametric enumerability axiom is used by Bauer [4] together with countable choice to develop synthetic computability results.

We introduce the parametric enumerability axiom postulating an enumerator $\varphi: N \rightarrow (N \rightarrow \mathbb{ON})$ which is parametrically universal for all parametrically enumerable predicates $p: N \rightarrow \mathbb{P}$:

$$\text{EA} := \Sigma \varphi: N \rightarrow (N \rightarrow \mathbb{ON}). \forall (p: N \rightarrow \mathbb{N}). \forall i. f_i \text{ enumerates } p_i \rightarrow \exists \gamma: N \rightarrow N. \forall i. \varphi_{\gamma i} \text{ enumerates } p_i$$

That is, EA states that whenever $p$ is parametrically enumerable, then $\lambda i. \varphi_{\gamma i}$ parametrically enumerates $p$ for some $\gamma$.

Note the two different roles of natural numbers in the axiom: If we would consider predicates over a general type $X$ we would have $\varphi: N \rightarrow (N \rightarrow \mathbb{OX})$.

Equivalently, we could have required that $p$ is enumerable:
Fact 16. **EA** is equivalent to
\[ \Sigma \varphi. \forall p: \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{P}, \mathcal{E}(\lambda (x, y), p(x, y)) \rightarrow \exists \gamma: \mathbb{N} \rightarrow \mathbb{N}. \varphi_{\gamma} \text{ enumerates } p_i \]

Again equivalently, **EA** can be stated to only mention enumerators instead of predicates, which is the formulation of **EA** used in [15].

Fact 17. **EA** $\iff \Sigma \varphi: \mathbb{N} \rightarrow (\mathbb{N} \rightarrow \mathbb{ON}). \forall f: \mathbb{N} \rightarrow \mathbb{ON}. \exists \gamma. \forall x. \varphi_{\gamma x} \equiv_{\text{ran}} f x$

In this formulation, $\varphi$ is a surjection w.r.t. range equivalence $f \equiv_{\text{ran}} g$, where $\varphi_{c} \equiv_{\text{ran}} f \iff \forall x. (\exists n. \varphi_{c} n = \text{Some } x) \leftrightarrow (\exists n. f n = \text{Some } x)$.

Given $\varphi$, we define $\mathcal{W}_c x := \exists n. \varphi_{c} n = \text{Some } x$ and the problem $\mathcal{K}$ as the diagonal of $\mathcal{W}$, i.e. $\mathcal{K}_c := \mathcal{W}_c c$. We call $\mathcal{W}$ a *universal table*. One can show that $\mathcal{W}$ and $\mathcal{K}$ are $m$-equivalent, and both are $m$-complete. For now we only use $\mathcal{K}$ to note the following result:

Lemma 18. **EA** $\rightarrow \Sigma p: \mathbb{N} \rightarrow \mathbb{P}. \mathcal{E} p \land \neg \mathcal{E} p \land \neg \mathcal{D} p \land \neg \mathcal{D} p$

Proof. We pick $p$ as $\mathcal{K}_c c := \mathcal{W}_c c$. $\mathcal{K}$ is enumerated by

$$\lambda (c, m). \text{ if } \varphi_{c} m \text{ is Some } x \text{ then if } x =_{\mathbb{B}} c \text{ then Some } c \text{ else None else None.}$$

If $\mathcal{K}$ would be enumerable, there would be a code $c$ s.t. $\forall x. \mathcal{W}_c x \leftrightarrow \mathcal{K}_c x$. In particular $\mathcal{W}_c c \leftrightarrow \mathcal{K}_c c$. Contradiction. Then $\neg \mathcal{D} p \land \neg \mathcal{D} p$ is trivial. \(\square\)

Similarly to how **SCT** can be reformulated by letting $\phi$ be universal for unary functions and introducing an explicit $S^1_1$-operator, **EA** can also be stated in this fashion, with an $S^1_1$-operator w.r.t. $\mathcal{W}$.

Lemma 19. **EA** is equivalent to
\[ \Sigma \varphi. (\forall p. \mathcal{E} p \rightarrow \exists c. \varphi_{c} \text{ enumerates } p) \land \Sigma \varphi: \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N}. \forall cxy. \mathcal{W} \mathcal{E} (\sigma_{c xy}) y \leftrightarrow \mathcal{W} \mathcal{E} (c x y). \]

Proof. The direction from right to left is straightforward using Lemma 16.

For the direction from left to right, let $\varphi$ be given.

For the first part of the conclusion let $p$ be given and enumerable. Then $\lambda xy, py$ is parametrically enumerable, so let $\gamma$ be given from **EA**. Then $\varphi_{\gamma 0}$ enumerates $p$. For the second part, let $p(c, x) y := \exists n. \varphi_{c} n = \text{Some } (x, y)$. Since $p$ is enumerable, by Lemma 16 and **EA** there is $\gamma$ such that $\varphi_{\gamma (c, x)}$ enumerates $p(c, x)$. Now $\mathcal{S} c x \mathcal{E} := \gamma (c, x)$ is the wanted function. \(\square\)

**SCT** and **EA** are equivalent. For the forwards direction, we show that enumerators $\mathbb{N} \rightarrow \mathbb{ON}$ can be equivalently given as functions $\mathbb{N} \rightarrow \mathbb{N}$.

Theorem 20. **SCT** $\rightarrow$ **EA**

Proof. Let a universal function $\phi$ be given. Define:

$$\varphi_{c} (n, m) := \text{ if } \phi_{c} m \text{ is Some } (S x) \text{ then Some } x \text{ else None}$$

Let $f: \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{ON}$ be a parametric enumerator for $p$. We define $f': \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N}$ as $f' x n := \text{ if } f x n \text{ is Some } y \text{ then Some } y \text{ else } 0$. By **SCT**, we obtain a function $\gamma$ for $f'$, and we have $\forall xy. px y \leftrightarrow \exists k. \varphi_{\gamma x} k = \text{Some } y$ as wanted. \(\square\)
Theorem 21. \( \text{EA} \rightarrow \text{SCT} \)

Proof. Let \( \varphi \) as in \( \text{EA} \) be given. Recall \( \text{mkstat}: (\mathbb{N} \rightarrow \mathbb{O} \times X) \rightarrow \mathbb{N} \rightarrow \mathbb{O} \times X \) turning arbitrary \( F: \mathbb{N} \rightarrow \mathbb{O} \times X \) into stationary sequences. We define

\[
\varphi_\gamma x := \text{mkstat}(\lambda n. \text{if } \varphi c n \text{ is Some } \langle x',y \rangle \text{ then if } x' = B x \text{ then Some } y \text{ else None else None } n)
\]

Let \( f: \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \) and let \( \varphi_\gamma \) enumerate \( \lambda x \langle n,m \rangle. f x n = m \) via \( \text{EA} \). Now \( \gamma \) serves as coding function for \( f \) by Fact 1.

\[\square\]

6 Rice’s theorem

One of the central results of every introduction to computability theory is Rice’s theorem [33], stating that non-trivial semantic predicates on programs are undecidable. Two proof strategies can be found in the literature: By using a fixed-point theorem or by establishing a many-one reduction from \( \overline{\text{K}} \). We here give synthetic variants of both proofs.

We base the first proof on the axiom \( \text{EPF} \), since the notion of a fixed-point is more natural there. We base the second proof on the axiom \( \text{EA} \). Here the choice is less canonical, but using \( \text{EA} \) enables a comparison of \( \text{EA} \) and \( \text{EPF} \) as axioms for synthetic computability.

We start by assuming \( \text{EPF} \) and proving a fixed-point theorem due to Rogers [35].

Theorem 22. Let \( \theta \) be given as in \( \text{EPF} \) and \( \gamma: \mathbb{N} \rightarrow \mathbb{N} \), then there exists \( c \) such that \( \theta_\gamma c \equiv \gamma c \).

Proof. Let \( \gamma: \mathbb{N} \rightarrow \mathbb{N} \). Let \( f x z := \theta x_0 x \gg \lambda y. \theta y z \) and \( \gamma' \) via \( \text{EPF} \) be such that \( \theta_\gamma c \equiv f x \) (1). Let \( c \) via \( \text{EPF} \) be such that \( \forall x. \theta c x \gg \gamma(\gamma' x) \) (2).

Now \( f x \equiv \theta_\gamma c \) by (1).

Also \( f x \equiv (\theta_\gamma c \gg \lambda y. \theta y z) \equiv \theta_\gamma(\gamma' x) z \) by the definition of \( f \) and (2).

Now \( \gamma' c \) is a fixed-point for \( \lambda i. \theta_\gamma i \gg \theta_\gamma(\gamma' c) \equiv f c \equiv \theta_\gamma(\gamma' c) \).

\[\square\]

Rice’s theorem can then be stated and proved as follows:

Theorem 23. Let \( \theta \) be given as in \( \text{EPF} \) and \( p: \mathbb{N} \rightarrow \mathbb{P} \). If \( p \) treats elements as codes w.r.t. \( \theta \) and is non-trivial, then \( p \) is undecidable. Formally:

\[
(\forall c. \theta c \equiv \theta c \rightarrow pc \leftrightarrow pc') \rightarrow \forall c_1 c_2. pc_1 \rightarrow \neg pc_2 \rightarrow \neg \mathcal{D} p
\]

Proof. Let \( f \) decide \( p \) and let \( pc_1 \) and \( \neg pc_2 \). Define \( h: \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \) as \( h_x := \text{if } f x \text{ then } \theta c_2 \text{ else } \theta c_1 \) and let \( \gamma \) via \( \text{EPF} \) be such that \( \theta_\gamma y \equiv h_x y \). Let \( c \) be a fixed-point for \( \gamma \) via Theorem 22, i.e. \( \theta_\gamma c \equiv \gamma \).

Then either \( fc = \text{true} \) and thus \( pc \), but \( \theta c \equiv \theta c_2 \) and thus \( pc_2 \). A contradiction.

Or \( fc = \text{false} \) and thus \( \neg pc \), but \( \theta c \equiv \theta c_1 \) and thus \( \neg pc_1 \). A contradiction. \[\square\]
Rice’s theorem is often also stated for predicates \( p \colon (\mathbb{N} \to \mathbb{N}) \to \mathbb{N} \). This formulation has the advantage that the requirement on \( p \) does not have to mention \( \theta \).

**Corollary 24.** EPF implies that if \( p \colon (\mathbb{N} \to \mathbb{N}) \to \mathbb{N} \) is extensional and non-trivial, then \( p \) is undecidable. Formally:

\[
\text{EPF} \to (\forall f' \colon \mathbb{N} \to \mathbb{N}, f \equiv_n f' \to f \leftrightarrow f') \land p(f_1, f_2, p_{f_1} \to \neg p_{f_2} \to \neg \mathcal{D}p)
\]

**Proof.** Let \( p \) be decidable. We define the index predicate of \( p \) as \( I_p := \lambda c \colon \mathbb{N}. p(\theta_c) \), and have \( I_p \preceq_m p \). Thus since \( p \) is decidable, \( I_p \) is decidable. Since \( I_p \) treats elements as codes and is non-trivial using EPF, we have that \( I_p \) is undecidable by Theorem 23. Contradiction. \( \square \)

A second proof strategy for Rice’s theorem is by establishing a many-one reduction from a problem proved undecidable via diagonalisation. We could use \( K \) defined using EPF in Fact 15, but here use EA to compare the two axioms. Thus, we use the problem \( K \) as used in Fact 18. We follow Forster and Smolka [16], who mechanise a fully constructive proof of Rice’s theorem based on the call-by-value \( \lambda \)-calculus by isolating a reduction lemma (“Rice’s Lemma”).

**Lemma 25.** Let \( \varphi \) be as in EA and \( p \colon \mathbb{N} \to \mathbb{P} \). If \( p \) treats elements as codes w.r.t. \( \varphi \), \( p \) is non-trivial and the code for the empty predicates satisfies \( p \), then \( \overline{\varphi} \preceq_m p \).

Formally let \( W_e x := \exists n. \varphi_e n = \text{Some} x \). We then have:

\[
(\forall c'. (\forall x. W_e x \leftrightarrow W_{e'} x) \land pc \leftrightarrow pc') \land p_0 c_0 \land (\forall x. \neg W_{e_0} x) \land pc_0 \rightarrow \neg pc_0 \rightarrow \overline{\varphi} \preceq_m p
\]

**Proof.** The predicate \( q := \lambda x y. K x \land W_{c_0} y \) is enumerable, meaning we obtain \( \gamma \) from EA such that \( \forall x y. W_{\gamma x} y \leftrightarrow K x \land W_{c_0} y \).

Let \( \neg K \). We have \( W_{\gamma x} y \leftrightarrow \bot \leftrightarrow W_{c_0} y \). Since \( pc_0 \) is semantic also \( p(\gamma x) \). Conversely, let \( p(\gamma x) \) and \( K x \). We have \( W_{\gamma x} y \leftrightarrow W_{c_0} y \). Since \( p \) is semantic, also \( pc_0 \). Contradiction. \( \square \)

**Theorem 26.** Let \( \varphi \) be given as in EA and \( p \colon \mathbb{N} \to \mathbb{P} \). If \( p \) treats inputs as codes w.r.t. \( \varphi \) and \( p \) is non-trivial, then \( p \) is not bi-enumerable. Formally let \( W_e x := \exists n. \varphi_e n = \text{Some} x \) be the universal table for \( \varphi \). We then have:

\[
(\forall c'. (\forall x. W_e x \leftrightarrow W_{e'} x) \rightarrow pc \leftrightarrow pc') \land p_0 c_1 \land pc_1 \rightarrow \neg pc_0 \rightarrow (\mathcal{E} p \land \overline{\mathcal{E} p})
\]

**Proof.** Since \( \lambda x \colon \mathbb{N} \land \) is enumerable, by EA there is \( c_0 \) such that \( \forall x. \neg W_{c_0} x \). Now let \( pc_1, \neg pc_2 \), and let \( p \) be bi-enumerable.

If \( \neg pc_0 \), we have \( \overline{\varphi} \preceq_m p \), a contradiction since \( \overline{\varphi} \) would be enumerable by Fact 6. If \( \neg pc_0 \), we have \( \overline{\varphi} \preceq_m \overline{\varphi} \), again a contradiction. \( \square \)

**Corollary 27.** Let \( \varphi \) be given as in EA and \( p \colon \mathbb{N} \to \mathbb{P} \). If \( p \) treats inputs as codes w.r.t. \( \varphi \) and \( p \) is non-trivial, then \( p \) is undecidable.

We can state this second version of Rice’s theorem for \( p \colon (\mathbb{N} \to \mathbb{P}) \to \mathbb{P} \).
Corollary 28. EA implies that if \( p \) is extensional and non-trivial w.r.t. enumerable predicates, then \( p \) is undecidable. Formally under the assumption of EA we have

\[
(\forall q' \colon \mathbb{N} \to \mathbb{P}. (\forall x. qx \leftrightarrow q' x) \to pq \leftrightarrow pq') \to \forall q_1 q_2. \mathcal{E} q_1 \to \mathcal{E} q_1 \to pq_1 \to \neg pq_2 \to \neg \mathcal{D} p
\]

**Proof.** Let \( p \) be decidable. We define the index predicate of \( p \) as \( I_p := \lambda c \colon \mathbb{N}. p(W_c) \), and have \( I_p \preceq_m p \). Thus since \( p \) is decidable, \( I_p \) is decidable. Since \( I_p \) treats elements as codes and is non-trivial using EA, we have that \( I_p \) is undecidable by Theorem 27. Contradiction. \( \square \)

We have formulated both theorems to explicitly assume \( \theta \) and \( \varphi \) and their respective specification, to contrast the axioms EPF and EA. One can however obtain Theorem 23 from Theorem 27 – and vice versa – constructing \( \theta \) from \( \varphi \) and constructing a predicate \( q \) treating elements as indices w.r.t. \( \theta \) from a predicate \( p \) treating elements as indices w.r.t. \( \varphi \) – and vice versa.

Proofs based on EPF require the manipulation of partial functions, which is formally tedious. We will thus use EA as basis for synthetic computability: In contrast to SCT, it does not force us to encode every computation as total function \( \mathbb{N} \to \mathbb{N} \), and in contrast to EPF it does not force us to work with partial functions either.

Instead, we can simply consider enumerable predicates and their enumerators, which are total functions.

7 CT in the weak call-by-value \( \lambda \)-calculus

In this section we treat CT\(_L\), the formulation of CT\(_{\phi}\) where \( \phi \) is a universal function for the weak call-by-value \( \lambda \)-calculus \( L \) [32,16]. We largely omit technical details in this section and refer the interested reader to the accompanying Coq code. We only need a stationary function \( \text{eval} : \text{tm}_L \to \mathbb{N} \to \mathbb{O}(\text{tm}_L) \) such that

\[
\exists n. \text{eval} s n = \text{Some} t \text{ for a } \lambda \text{-term } s \text{ if and only if } t \text{ is the normal form of } s \text{ w.r.t. weak call-by-value evaluation, and a function } \varepsilon_{\mathbb{N}} : \mathbb{N} \to \text{tm}_L \text{ encoding natural numbers as terms, e.g. using Scott encoding} [36], \text{ and an inverse function } \text{unenc}. \]

We define \( \phi \) such that for an application \( \phi^n_c x \) we translate the code \( c \) to a term \( t \) and then evaluate the application \( t(\varepsilon_{\mathbb{N}} x) \) for \( n \) steps using the step-indexed interpreter \( \text{eval} \). To interpret \( c \) as term, we need the following:

**Fact 29.** There are functions \( R : \mathbb{N} \to \mathbb{O}(\text{tm}_L) \) and \( I : \text{tm}_L \to \mathbb{N} \) such that we have

\[
\text{closed } s \leftrightarrow R(I s) = \text{Some } s.
\]

We can then define:

\[
\phi^n_c x := \text{ if } R(c) \text{ is Some } t \text{ then } \text{ if } \text{eval } (t(\varepsilon_{\mathbb{N}} x)) n \text{ is Some } v \text{ then } \text{unenc } v \text{ else None else None}
\]
Fact 30. If $f: \mathbb{N} \to \mathbb{N}$ is computed by $t$ then $\forall x. \exists n. \phi^n_n x = \text{Some}(fx)$.

We write $\text{CT}_L$ instead of $\text{CT}_\phi$. To define an $S^n_m$ operator $\sigma$ we need the following:

Fact 31. There are $t_{\text{embed}}$ and $t_{\text{unembed}}$ computing $\lambda (n,m). (n,m)$ and $\lambda nm. (n,m)$.

We define $\sigma_{cx} := \text{if } Rc \text{ is Some } t \text{ then } I(\lambda y. t(t_{\text{embed}}(\varepsilon_N x)y)) \text{ else } c$. Note that here the function $I$ is applied to an $L$-term.

Theorem 32. $\forall cxyv. (\exists n. \phi^n_n \sigma_{cx} y = \text{Some } v) \leftrightarrow (\exists n. \phi^n_n c \langle x,y \rangle = \text{Some } v)$

Proof. We only prove the direction from right to left, the other direction is similar. Let $\phi^n_n c \langle x,y \rangle = \text{Some } v$. Then $Rc = \text{Some } t$ and $t \varepsilon_N (\langle x,y \rangle) \triangleright v$ for some closed term $t$. Let $s := (\lambda y. t_{\text{embed}}(\varepsilon_N x)y) (\varepsilon_N y)$. We have $t \varepsilon_N (\langle x,y \rangle) \equiv s$ and thus $s \triangleright v$. Thus there is $m$ s.t. $\text{eval } m s = \text{Some } v$ and we have $\phi^m_m \sigma_{cx} = \text{Some } v$. $\Box$

Corollary 33. $\text{CT}_L \rightarrow \Sigma \phi. \text{CT}_\phi \land \text{SMN}_\phi$

8 Related work

Bauer [4] develops synthetic computability based on an axiom stating that the set of enumerable sets of natural numbers is enumerable. Translating to our type theoretic setting this yields the following axiom stating that there is an enumerator $W$ of all enumerable predicates, up to extensionality.

$$EA' := \exists W: \mathbb{N} \to (\mathbb{N} \to \mathbb{P}). \forall p: \mathbb{N} \to \mathbb{P}. \varepsilon p \leftrightarrow \exists c. W_c \equiv_{\mathbb{N} \to \mathbb{P}} p$$

Additionally to $EA'$, Bauer also assumes countable choice and Markov’s principle. In general however, the assumption of countable choice makes the theory anti-classical, i.e. assuming $\text{LEM}$ is inconsistent. The interplay of axioms like $EA'$, $\text{MP}$, $\text{LEM}$, and countable choice is discussed in [15]. Countable choice allows extracting the enumerator for every enumerable predicate in the range of $W$ computationally, corresponding to a non-parametric version of our axiom $EA$.

Countable choice also can be used to prove a synthetic $S^n_m$ theorem w.r.t. $W$.

Our parametric formulation of $EA$ implies $EA'$, and conversely $EA'$ implies $EA$ under the presence of countable choice.

Richman [34] introduces the axiom $\text{CPF}$ (“Countability of Partial Functions”). It states that the set of partial functions is (extensionally) countable, i.e. there is a surjection $\mathbb{N} \to (\mathbb{N} \to \mathbb{N})$ w.r.t. equivalence on partial functions. Intensionally, Richman models the partial function space $\mathbb{N} \to \mathbb{N}$ as stationary functions. Thus, written out fully his axiom is a non-parametric version of $\text{EPF}$, just instantiated to the stationary functions model of partial functions.

Theory based on $\text{CPF}$ is developed in the book by Bridges and Richman [8], where $\text{CPF}$ is taken as basis for the constructivist system $\text{RUSS}$. In $\text{RUSS}$, the axiom of countable choice is also assumed. Bridges and Richman discuss that “in $\text{RUSS}$ countable choice can usually be avoided” [8, p. 54] by postulating a composition operator for $\theta$ or, equivalently, an $\text{SMN}$ operator.
Our two proofs of Rice’s theorem are in strong support of this conjecture. Recall that the first proof is based on a parametrically universal partial function $\theta$, while the second proof is based on a parametrically universal enumerator $\varphi$. The two proofs also use different proof strategies.

The second strategy establishes a reduction from $K$. This strategy is used in the textbooks by Cutland [12], Odifreddi [29], Soare [39], and Cooper [10], whereas Rogers [35] and Sipser [37] pose Rice’s theorem as an exercise.

The first strategy, based on Rogers’ fixed-point theorem or equivalently based on Kleene’s recursion theorem is less frequently found. It is however mentioned in the Wikipedia article on Rice’s theorem [42]. The technique appears first in the lecture notes by Scott [36], who shows a variant of Rice’s theorem for the $\lambda$-calculus. Scott’s proof can also be found in [38,2].

We are aware of five machine-checked proofs of Rice’s theorem: Norrish [28] proves Rice’s theorem for the $\lambda$-calculus, formulated for predicates $p: (\mathbb{N} \rightarrow \mathbb{N}) \rightarrow \mathbb{P}$, using the proof strategy via reduction. Forster and Smolka [16] prove Rice’s theorem for the weak call-by-value $\lambda$-calculus, formulated for predicates on terms of the considered calculus which have the same extensional behaviour, using the proof strategy via reduction. Forster [14] proves Scott’s variant of Rice’s theorem for the weak call-by-value $\lambda$-calculus, formulated for predicates on terms of the considered calculus which do not distinguish $\beta$-equivalent terms, using a fixed-point theorem. Carneiro [9] proves Rice’s theorem for $\mu$-recursive functions, formulated for predicates $p: (\mathbb{N} \rightarrow \mathbb{N}) \rightarrow \mathbb{P}$, using a fixed-point theorem. Ramos et al. [13] prove Rice’s theorem for the functional language PVS0, formulated for predicates on PVS0, using an assumed fixed-point theorem.

Bauer [4] also presents a synthetic variant of Rice’s theorem. His formulation reads “If $A$ is a set such that all functions of type $A \rightarrow A$ have a fixed-point, every function $A \rightarrow \mathbb{B}$ is constant” and uses the enumerability axiom as discussed above, but does not rely on countable choice to the best of our knowledge. Note that our variants of Rice’s theorem presented in this paper are trivialities in classical set theory, the foundation of textbook computability, since both EPF and EA are false in classical set theory where all problems have a characterising decision function. In contrast, Bauer’s theorem is a triviality in classical set theory in two ways: First, the enumerability axiom is contradictory in classical set theory, and second the statement of the theorem is a trivial even without axioms since if all functions $A \rightarrow A$ have a fixed-point, $A$ is a sub-singleton: two distinct elements $a_1, a_2$ would allow constructing a fixed-point free function $\lambda x.\text{if } x = a_1 \text{ then } a_2 \text{ else } a_1$. In short, we sacrifice identifying the minimal essence of theorems to better preserve classical intuitions.
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A Consistency and admissibility of CT in CIC

In 1943, Kleene conjectured that whenever $\forall x. \exists y. Rxy$ is constructively provable, there in fact exists a $\mu$-recursive function $f$ such that $\forall x. Rxf(x)$ [22]. This corresponds to a strong form of the admissibility of CT. In 1945, Kleene [23] proved his conjecture for Heyting arithmetic, using number realizability. An independent proof of this is due to Beth [6].

In this section, we use CT to denote the historical formulation of CT, e.g. using $\mu$-recursive functions, which is however equivalent to $\text{CT}_L$.

Troelstra and van Dalen [41, §4.5.1 p. 204] state an even stronger result, using Gödel’s Dialectia interpretation [17], namely that in Heyting arithmetic CT, MP and a restricted form of the independence of premise rule IP (with $P$ logically decidable) are consistent as schemes.

Odifreddi states that “for all current intuitionistic systems (not involving the concept of choice sequence) the consistency with CT has actually been established” [29, §1.8 pg. 122]. We do not discuss other systems for constructive or intuitionistic mathematics in detail.

For CIC, the result is not explicitly stated in the literature. An admissibility proof of CT seems to be immediate as a consequence of Letouzey’s semantics extraction theorem for Coq [25]. Regarding a consistency proof one cannot mirror the situation in Heyting arithmetic, since a Dialectia interpretation for Coq is not available [31].

However, several approaches seem to yield the result:

First, CT is consistent in intuitionistic set theory (e.g. IZF) [18], and IZF can be used to model CIC [3].

Secondly, realizability models based on the first Kleene algebra prove CT consistent. Luo constructs an $\omega$-set model for the Extended Calculus of Constructions (ECC, a type theory with type universes and impredicative $\mathbb{P}$, but no inductive types), where “the morphisms between $\omega$-sets are ‘computable’ in the sense that they are realised by partial recursive functions” [26, §6.1 pg. 118].

Thirdly, it is well known how to build topos models of the calculus of constructions [20]. The effective topos, due to Hyland [19], validates CT.

Fourthly, Swan and Uemura [40] give a sheaf model construction proving that CT is consistent in Martin Lof type theory, together with propositional truncation, Markov’s principle, and univalence. It seems like the syntactic universe of propositions $\mathbb{P}$ does not hinder adapting their model construction to CIC.

Fifthly, Yamada [43] gives a game-semantic proof that a $\forall f. \Sigma c$ form of CT is consistent in intensional Martin Lof type theory, settling an open question of at least 15 years [21]. Note that this form is significantly stronger, since it allows defining a strictly intensional higher-order coding function of type $(\mathbb{N} \rightarrow \mathbb{N}) \rightarrow \mathbb{N}$, which is inconsistent under the assumption of functional extensionality [15]. It is not obvious how to extend Yamada’s proof to our $\forall f. \exists c$ formulation of CT in CIC with the impredicative universe $\mathbb{P}$. 
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