Control of an atomic quadrupole transition in a phase-stable standing wave
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Using a single calcium ion confined in a surface-electrode trap, we study the interaction of electric quadrupole transitions with a passively phase-stable optical standing wave field sourced by photonics integrated within the trap. We characterize the optical fields through spatial mapping of the Rabi frequencies of both carrier and motional sideband transitions as well as AC Stark shifts. Our measurements demonstrate the ability to engineer favorable combinations of sideband and carrier Rabi frequency as well as AC Stark shifts for specific tasks in quantum state control and metrology.

Light-matter interaction is a topic of fundamental interest, which lies at the heart of our technological capability to control quantum matter. The strongest interactions are due to coupling of the field to the electric dipole moment, which exhibit coupling rates dependent on the electric field strength and polarization. These have diverse applications, including laser cooling and optical trapping [1–3]. When dipole coupling is forbidden by symmetry, electric quadrupole terms can become dominant. Due to their narrow linewidths, such transitions have found an important role in quantum simulation of interacting systems [4], metrology [5–7], precision measurement [8] and quantum computing [9, 10] with both neutral atoms and atomic ions. Quadrupole transitions are driven by electric field gradients, which means that the matrix elements have a deeper tensorial structure than for dipole transitions, as illustrated in various studies, including those of the interaction of single ions with structured light fields [11–13].

Spatial structuring of light fields, achieved through phase-stable interference, is widely used in atomic physics experiments with neutral atoms [14, 15]. Standing waves may also carry advantages for quantum information processing with trapped ions, where spatial structure can be exploited to control the coupling of an atom by tuning its position inside the field. Driving transitions in a region of zero electric field suppresses any Stark shifts due to non-resonant dipole couplings. These features can be relevant in the context of achieving faster entangling gates [16, 17], for applying spin dependent forces [18], and for metrology [19]. However, these applications require a phase stable standing wave, which must be positioned precisely relative to the position of the ion. Such control has been achieved with free space laser beams using active feedback stabilization [20], using reflections from the trap surface [21], or using a standing wave produced by a high finesse optical cavity [11]. However all of these approaches pose significant challenges for scaling systems up to many laser beams, such as will be required for high performance quantum computation, compact atomic clocks, or sensing.

In this Letter, we demonstrate control of a $^{40}\text{Ca}^+$ ion quadrupole transition in a phase stable standing wave [22–25] generated through the use of integrated optics: An on-chip waveguide splitter feeds two grating output couplers which emit into free space. The resulting optical field is a standing wave in the direction parallel to the chip plane and a traveling wave in the direction perpendicular to the chip, which causes a spatial variation in the relative strength of the allowed transitions dependent on the ion position inside the electric field pattern. We characterize the matrix elements of the allowed transitions of the trapped ion as a function of its position. We separate for each of them the strength of the resonant coupling measured by the Rabi frequency $\Omega$ from the AC Stark shift induced by non-resonant excitations. We explore the relation between carrier transitions and the corresponding sidebands along the axial motional mode aligned with the direction of the standing wave, and find positions with favorable properties, e.g., offering sideband transitions with no accompanying carrier excitation nor AC Stark shift. This provides the basis for exploiting such a light field for quantum computation, choosing the suitable ion position to suppress unwanted off-resonant effects in gates performed on the optical qubit of the ion.

Figure 1 shows the geometry of the trap and the transitions relevant for our experiment. Two grating outcouplers aligned along the trap axis $x$ each emit a Gaussian-like laser beam at 729 nm propagating at an angle $\alpha = 37^\circ$ from the normal to the trap plane $z$. The
beams intersect at a height of 50 µm above the chip where an ion is trapped, creating the standing wave interference pattern. Both laser beams are linearly polarized along the \( y \) direction, and the resulting field can be described in the vicinity of the ion as a combination of two plane waves

\[
\mathbf{E}(\mathbf{r}) = E_0 e^{i k_z z} \cos(k_x x) \mathbf{e}_y, \tag{1}
\]

where \( k_x = k \sin(\alpha) \) and \( k_z = k \cos(\alpha) \) are the components of the beam wavevector, \( x \) is the ion position and \( k = 2\pi/\lambda \) and \( \mathbf{e}_y \) is the unit vector along \( y \), and \( \Delta x = (x - x_0) \), where \( x_0 \) accounts for the shift in the standing wave phase relative to the co-ordinate system.

This field is used to drive quadrupole transitions between our chosen ground state \( |4\text{S}_{1/2}, m_j = -1/2 \rangle = |g\rangle \) and the \( 3\text{D}_{5/2} \) level. Multiple transitions exist from \( |g\rangle \), to states in the \( 3\text{D}_{5/2} \) manifold differing in their magnetic quantum number by \( \Delta m_j \), each of which are spectrally resolved. For a given component with resonant frequency \( \omega_0 \), the strongest resonant excitations (carrier transitions) occur when the laser frequency \( \omega_l = \omega_0 \), resulting in the Hamiltonian

\[
\hat{H}_c = (\hbar/2)(\Omega_c \hat{\sigma}_+ + \text{h.c.}),
\]

where \( \hat{\sigma}_+ = |e\rangle \langle g| \) and \( \hat{\sigma}_- = |g\rangle \langle e| \) are the atomic raising and lowering operators, respectively, and \( \Omega_c \) is the carrier Rabi frequency, given by

\[
\Omega_c = \frac{e E_0}{\hbar} \mathbf{F}(\Delta m_j, \mathbf{B}) \cdot \mathbf{k}_c(x), \tag{2}
\]

where \( \mathbf{F}(\Delta m_j, \mathbf{B}) \cdot \mathbf{k}_c(x) \) encodes the gradient of the electric field as a function of the ion position, and the matrix elements \( F_x(\Delta m_j, \mathbf{B}) = (k/2) \langle e | \hat{r}_x | g \rangle \) depend on the change in the magnetic quantum number in the selected transition \( \Delta m_j \), as well as the direction of the external magnetic field \( \mathbf{B} = (e_x + e_y)/\sqrt{2} \) defining the quantization axis. In this configuration, at the antinodes of the standing wave (i.e., \( k_x \Delta x = p\pi, p \in \mathbb{Z} \)) there are only gradients of the fields in the out-of-plane \( z \) direction which are maximised at this position. At the nodes \( (k_x \Delta x = \pm (p + 1/2)\pi) \), there are only gradients of the fields along the trap axis \( x \) direction, which are maximized at this position. Explicit calculation of the matrix elements gives \( F_x(\Delta m_j = 0) = F_x(\Delta m_j = \pm 1) = 0 \) such that at the antinodes the carrier transition with \( \Delta m_j = 0 \) is suppressed while the \( \Delta m_j = \pm 1 \) transitions are maximized. The opposite happens at the nodal positions. Furthermore, the relative phase of \( 90^\circ \) between \( F_x(\Delta m_j = \pm 2) \) and \( F_x(\Delta m_j = \pm 2) \) allows one to tune the coupling strength of these transitions, maximising (and minimising) them in between the nodes and anti-nodes of the standing wave. Detailed calculations of the matrix elements \( F_x \) are provided in the Supplementary Material (SM).

Since the centre of mass of the ion oscillates in its confining potential, the laser light is phase modulated in the rest frame of the atom and the spectrum of the light-matter interaction exhibits motional sidebands. Tuning the laser frequency to the blue sideband of a given transition \( \omega_l = \omega_m + \omega_x \), where \( \omega_m \) denotes the axial trapping frequency, produces the Hamiltonian

\[
\hat{H}_{\text{mth}} = (\hbar/2)(\Omega_m \hat{a}^\dagger \hat{a} + \text{h.c.}).
\]

Here \( \Omega_m = a_x \partial_x \Omega_c \) is the sidemband Rabi frequency which is defined by the spatial gradient of the carrier coupling along the respective oscillation direction, \( a_x = \sqrt{\hbar/2m\omega_x} \) is the zero point motion root-mean-square amplitude and \( \hat{a}^\dagger \) and \( \hat{a} \) are the creation and annihilation operators, respectively, of the oscillator. In the standing wave the electric field gradient and its derivative along the trap axis are out-of-phase, therefore, for any given transition \( |\Omega_m| \) is maximized when \( |\Omega_c| \) is at a minimum and vice-versa. This means that the logic regarding the transition Rabi frequency at nodes and antinodes given above for the carrier transitions is reversed for the sidebands. Careful choice of the transition allows suppression of unwanted couplings while implementing a desired Hamiltonian.

We probe the generated light field by placing the ion at different positions along the trap axis and measuring the respective Rabi frequencies. Each repetition of the experiment we cool the axial motional mode of the ion near the ground state \( \langle \tilde{n}_x \sim 1 \text{ quanta} \rangle \) and prepare the electronic state \( |g\rangle \) via optical pumping. We then excite the transition of interest using a fixed duration pulse of the standing wave and subsequently measure the ion electronic state using state-dependent fluorescence. This sequence is repeated multiple times for each experimental setting to gain statistics. Rabi frequencies for carrier transitions are extracted from the time of minimum occupation of \( |g\rangle \), with a pre-calibrated correction for finite switching times of the pulse (SM). For sidemband transitions, we ex-
tract the Rabi frequency from multiple Rabi oscillations assuming a thermal distribution of the excited motional mode (SM). We perform experiments at positions separated by 15.7 nm over a full period of the standing wave. For each position, we probe three of the allowed transitions $|g⟩ \leftrightarrow |3D_{5/2}, m_j = -5/2, -3/2, -1/2⟩$ that have $\Delta m_j = -2, -1, 0$, respectively. In our magnetic field of 5.8 G the carrier transitions are separated by $\sim 9.7$ MHz, and the trap frequency is $\omega_c = (2\pi) \times 1.64$ MHz.

Figure 2 shows the measured Rabi frequencies for carriers and sidebands, compared with theoretical predictions. We see broad agreement between experiment and theory for both datasets. We fit Eq. (2) to the data for $\Delta m_j = 0$ with $E_0$ and $x_0$ floated and the orientation of the magnetic field fixed to $B$. The fit is plotted as well as the resulting predictions for the other transitions (solid curves). There are observable discrepancies between these predictions and the data. We found that these can be reduced by adjusting the direction of the magnetic field in the model by $2^\circ - 3^\circ$ in both the $x-y$ and the $x-z$ planes (dashed lines). This adjustment is consistent with uncertainties in the magnetic field direction estimated previously in this setup [26].

As expected the minimum values for the excitation of carrier happen when the sideband excitation is maximized. At these positions, the carrier Rabi frequencies are suppressed relative to their maximal values by $14 \times 300$ times lower than the carrier counterparts given their dependence to neighboring quadrupole transitions. In practice, this observed residual shift is due to off-resonant couplings to neighboring quadrupole transitions. The main contribution to the AC Stark shift comes from off-resonantly driving $3D_{5/2} \leftrightarrow 4P_{3/2}$, $4S_{1/2} \leftrightarrow 4P_{1/2}$ and $4S_{1/2} \leftrightarrow 4P_{3/2}$ transitions, which are all dipole-allowed and, therefore, proportional to the intensity of the field, while a second contribution applies from off-resonantly exciting other quadrupole transitions in the $4S_{1/2} \leftrightarrow 3D_{5/2}$ manifold (see Fig. 1(b)). At the node of the standing wave we can maximally drive the carrier transition with $\Delta m_j = 0$ or for the sideband transition with $\Delta m_j = -1$, allowing us to suppress the dipole contribution of the AC Stark shifts. When maximally driving any sideband, the dominant AC Stark shift contribution from off-resonantly driving the carrier is suppressed. Figure 3 shows the measured AC Stark shifts for the carrier and the sidebands. Around the nodal position where the $\Delta m_j = 0$ carrier and the $\Delta m_j = -1$ sideband are strongly driven, we observe a high suppression of the AC Stark shift for both transitions. The observed residual shift is due to off-resonant couplings to neighboring quadrupole transitions. In practice, this residual quadrupole AC Stark shift could be minimized by increasing the Zeeman splitting with higher magnetic fields. Detailed calculations on the separate contributions of the dipole and quadrupole AC Stark shifts can be found in the SM.

The use of integrated photonics provides a reliable way of passively controlling the relative phase of the beams generating the standing wave. The degree with which the ion can be placed with respect to the standing wave
is limited by stray electric fields. We studied the stability of this positioning by repeatedly recording the carrier Rabi frequency pattern and measuring the displacement of the ion with respect to the standing wave pattern during 10 h. The primary cause of shifts are due to ultraviolet light at 389 nm and 423 nm used for loading ions by photo-ionization. This is illustrated in figure 4(a), which shows the fitted value of $x_0$. Between each of the first 5 measurements we turn on the photo-ionisation (PI) beams for a 5 minute duration. On both trials, we see a similar drift while the PI light is on, and residual drift at the level of $\sim 10$ nm when it is off. The position displacement tends to saturate after a few cycles of exposure to PI light, and is then followed by a discharge process that occurs within the first hours but leaves a permanent displacement over longer time scales. This behavior was repeatable over several trials. The dependence of the fitted $x_0$ on the presence of PI light suggests that the origin of the displacement is dominated by drifts in the ion position rather than shifts in the relative phase between the beams forming the standing wave [28].

At timescales faster than those required to obtain a single Rabi frequency, changes in the ion position would produce decay in the observed Rabi oscillations. We measured the decay of the Rabi oscillations as a function of the position of the ion in the standing wave for the carrier transition with $\Delta n_1 = 0$. Assuming shot-to-shot fluctuations of the Rabi frequency sampled from a Gaussian distribution with width $\sigma_T$, the population of the $|S_{1/2}\rangle$ state as a function of time is found to be $P(|S_{1/2}\rangle) = 0.5 + 0.5 \exp(-\sigma_T^2/2) \cos(\Omega t)$. Ex-tracted values of $\sigma_T/|\Omega|$ as a function of the position of the ion are shown in figure 4 (b), exhibiting increased Rabi frequency fluctuations around $k_x \Delta x = 0$. We fit these results with two different models, where fluctuations of the Rabi frequency are produced by fluctuations of (i) the out-of-plane direction of the magnetic field or (ii) small displacements between the ion and the light field. Both models produce satisfactory fits, allowing us to bound the shot-to-shot magnetic field fluctuations to $\sigma_B = 0.25^\circ$ or, alternatively the position fluctuations to $\sigma_x = 1.6$ nm, the latter representing a fluctuation of $\sim 0.13\%$ of the period of the standing wave, either arising from changes of the relative phase between the two beams or drifts in the ion position. The offset to the curve due to Rabi frequency fluctuations on the order of $\sigma_R/|\Omega| \sim 1.5\%$ is consistent with the expected thermal occupation of the atomic center of mass motion [29]. Thermal effects in the carrier Rabi frequency can be accounted for by considering higher order terms in the Lamb-Dicke expansion, which modify the carrier Rabi frequency to $\Omega_c(n) \approx \Omega_c(1 - \eta^2(2n + 1)/2)$ for a given Fock state $n$. Since the fluctuations are proportional to the Rabi frequency the fractional fluctuations are independent of position.

Our work offers insight in the physics of atom-light interaction at a fundamental level, and demonstrates the use of integrated photonics to create structured light fields with chosen properties that can be exploited advantageously for quantum computing and metrology. Specifically, the possibility of precisely locating an ion in the standing wave without constant re-calibration or
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**FIG. 3.** Measurements of the AC Stark shifts on the carrier (a) and on the sideband transitions (b) as a function of the ion position in a period of the standing wave. Solid lines are computed using the nominal magnetic field orientation and the amplitude of the light field obtained from the Rabi frequency pattern of the transition with $\Delta n_1 = 0$. Dashed lines include a correction for the magnetic field orientation.
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**FIG. 4.** (a) shows the relative displacement of the ion position with respect to the standing wave pattern over time ($x_0$). Two repetitions of the same experiment performed in different days are shown. The green region shows the time span where 5 minutes of exposure to PI light was interleaved between measurements. (b) shows the relative standard deviation of the $\Delta n_1 = 0$ Rabi frequency as a function of the position of the ion in the standing wave. Lines show two different fits, corresponding to Rabi frequency fluctuation coming from position or magnetic field orientation fluctuations.
active feedback allows us to envision the use of such a device in large scale quantum information processors. In the specific field configuration employed here, the choice of the $\Delta n_{ij} = -1$ transitions maximizes sideband Rabi frequency at intensity nulls, where AC Stark shifts are minimal and the carrier transition is suppressed. For quantum gates driven by motional sidebands, this offers a route to reduced off-resonant contributions to gate errors. The carrier transition with lowest magnetic field sensitivity ($\Delta n_{ij} = 0$) is driven with maximal strength at the nodes of the standing wave, facilitating use for optical clocks with reduced sensitivity to AC Stark shifts. All of these features are available in an integrated form, which greatly facilitates scaling and portability.
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I. CALCULATION OF RABI FREQUENCIES

For an interaction Hamiltonian given by the quadrupole term of the multipole expansion, the Rabi frequencies between a ground state $|g\rangle$ and an excited state $|e\rangle$ of the single valence electron of an ion are are given by [9, 30]

$$\Omega_c = \sum_{i,j} \frac{e}{2\hbar} \langle g | \hat{r}_i \hat{r}_j | e \rangle \frac{\partial E_j}{\partial r_i}, \quad (S1)$$

where $\hat{r}$ is the position of the valence electron of the ion, and the indices $i$ and $j$ are for the Cartesian coordinates. If we consider an electric field where the spatial structure is given by,

$$\mathbf{E}(\mathbf{r}) = E_0 e^{ik_x z} \cos(k_x \Delta x) \mathbf{e}_y, \quad (S2)$$

it is then possible to write the gradient of the field as

$$\partial_i E_y = E_0 \left( -k_x \sin(k_x \Delta x), 0, i k_z \cos(k_x \Delta x) \right), \quad (S3)$$

where the term $e^{ik_z z}$ is factored as a global phase. Then, for a beam emitted at an angle $\alpha$ from the vertical such that $k_x = k \sin(\alpha) = \frac{2\pi}{\lambda} \sin(\alpha)$ and $k_z = k \cos(\alpha) = \frac{2\pi}{\lambda} \cos(\alpha)$, one gets $\partial_i E_y = E_0 k \kappa_c$ with

$$\kappa_c = \left( -\sin(\alpha) \sin(k_x \Delta x), 0, i \cos(\alpha) \cos(k_x \Delta x) \right). \quad (S4)$$

Defining $F_i(\Delta m_j, \mathbf{B}) = (k/2) \langle g | \hat{r}_i \hat{r}_j | e \rangle$ leads to Rabi frequencies definitions from the main text,

$$\Omega_c = \frac{e E_0 k}{2\hbar} \sum_i \langle g | \hat{r}_i \hat{r}_j | e \rangle \kappa_i, \quad (S5)$$

where experimentally we can only access the magnitude of the Rabi frequency $|\Omega_c|$ given by

$$|\Omega_c| = \frac{e E_0}{\hbar} |\mathbf{F}(\Delta m_j, \mathbf{B}) \cdot \kappa_c| \cdot (S6)$$

Now, it is possible to write the matrix elements $\langle e | \hat{r}_i \hat{r}_j | g \rangle$ as,

$$\langle e | \hat{r}_i \hat{r}_j | g \rangle = \langle g | r^2 C^{(2)} | e \rangle \sum_{q=-2}^{2} \left( \begin{array}{ccc} j & 2 & j' \end{array} \right) \left( \begin{array}{c} -m_j \ 0 \ m_j' \end{array} \right) (R^T e^{(q)} R)_{ij}. \quad (S7)$$

where $\langle e | r^2 C^{(2)} | g \rangle$ are the reduced matrix elements, $e^{(q)}$ are the rank-2 spherical basis tensors and the quantity in parenthesis are Wigner 3-j numbers [31]. $R$ is the matrix rotating the coordinate system of the ion (where $z$ is the quantization axis), to the trap coordinate system as specified in the main text. For a given magnetic field orientation $\mathbf{B} = (b_x, b_y, b_z)$, $R$ can be expressed as

$$R = I_{3\times3} - \left[ \begin{array}{ccc} b_x^2 & b_x b_y & -b_x \\ b_x b_y & b_y^2 & -b_y \\ b_x & b_y & b_z^2 + b_z^2 \end{array} \right], \quad (S8)$$

which for our experimental nominal orientation $\mathbf{B} = \frac{1}{\sqrt{2}} (1, 1, 0)$ reduces to,

$$R = \frac{1}{2} \left[ \begin{array}{ccc} 1 & -1 & -\sqrt{2} \\ -1 & 1 & -\sqrt{2} \\ \sqrt{2} & \sqrt{2} & 0 \end{array} \right]. \quad (S9)$$

To study the effect of misalignment on the magnetic field orientations, we simply replace $\mathbf{B}$ in equation S8 with an arbitrary direction.

It is possible to relate the reduced matrix elements to the decay rates $A$ of the transition [31, 32] so that,

$$\left| \langle g | r^2 C^{(2)} | e \rangle \right|^2 = \frac{90A}{\kappa_k^5}, \quad (S10)$$

---
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where $c$ the speed of light and $\alpha$ the fine-structure constant. Considering the initial state to be $|g\rangle = |4S_{1/2}, m_j = -1/2\rangle$ the elements $F_i$ are then given by

$$F_i = \beta \left( \frac{1}{2} \begin{array}{c} 2 \\ 1/2 \end{array} \right) \left( \frac{5/2}{\Delta m_j - 1/2} \right) (R^T c(-\Delta m_j) R)_{i,y},$$

with,

$$\beta = \sqrt{\frac{45A}{2k^3c\alpha}}.$$  \hspace{1cm} (S11)

Explicit calculation of the $F_i(\Delta m_j)$ elements gives,

$$F(\Delta m_j) = \beta \left\{ \begin{array}{l} \frac{-\sqrt{10}}{10} \left( \frac{1}{2}, \frac{1}{2}, 0 \right) \text{ if } \Delta m_j = 0 \\
\frac{-\sqrt{15}}{30} \langle 0, \sqrt{2} (1+i), 1-i \rangle \text{ if } \Delta m_j = -1 \\
\frac{-\sqrt{30}}{60} \langle i, -i, -\sqrt{2} \rangle \text{ if } \Delta m_j = -2 \end{array} \right.$$

$$\text{if } \Delta m_j = -3$$

$$\text{if } \Delta m_j \neq -3$$

$$= \frac{-\sqrt{10}}{10} \left( \frac{1}{2}, \frac{1}{2}, 0 \right) \langle 0, \sqrt{2} (1+i), 1-i \rangle \langle i, -i, -\sqrt{2} \rangle$$

\hspace{1cm} (S13)

II. AC STARK-SHIFTS

In this appendix we study the different contributions of the AC Stark shifts for the three electronic carriers and their sidebands as a function of the position of the ion within the standing wave. We study two main contributions to the AC Stark shifts, given by off-resonantly driving the dipole transitions in the ion $(\Delta \omega_{dp})$, and off-resonantly driving the neighbour quadrupole transitions $(\Delta \omega_{qp})$ [27]. The total frequency shift is then given by,

$$\Delta \omega = \Delta \omega_{dp} + \Delta \omega_{qp}.$$  \hspace{1cm} (S14)

In order to calculate the dipole Stark shifts, we consider the contribution from off-resonantly driving the $4S_{1/2}$ to $4P_{1/2}$ at 397 nm, $4S_{1/2} \leftrightarrow 4P_{3/2}$ at 393 nm and $3D_{5/2} \leftrightarrow 4P_{3/2}$ at 854 nm transitions. When shining light at 729 nm, the transitions at 393 nm and 397 nm are driven red detuned, so the $|4S_{1/2}, -1/2\rangle$ state is downshifted and the transition at 854 nm is driven blue detuned so the states in the $3D_{5/2}$ level are upshifted. Furthermore, the Stark-shift from the $3D_{5/2} \leftrightarrow 4P_{3/2}$ is dependent on the magnetic number $m_j$ of the state in the $3D_{5/2}$. The dipole Stark-shift is then,

$$\Delta \omega_{dp} = \Delta \omega_S - \Delta \omega_D(\Delta m_j),$$

where $\Delta \omega_S$ and $\Delta \omega_D$ the shifts on the $|g\rangle$ and $|e\rangle$ states, respectively. Under the assumption of a weak field largely detuned from any dipole transition $\Delta \omega_{dp}$ can be expressed in terms of the local electric field amplitude $|E|^2$, the frequency of the laser $\omega$ and $\alpha(\Delta m_j) = (\alpha_S(\omega) - \alpha_D(\omega, \Delta m_j))$ with $\alpha_S$ and $\alpha_D$ the dynamic polarisabilities of the $|g\rangle$ and $|e\rangle$ states as [33],

$$\frac{\Delta \omega_{dp}}{2\pi} = \frac{\alpha(\Delta m_j)|E|^2}{4\hbar}.$$  \hspace{1cm} (S16)

We performed the calculations of the dynamic polarisabilities by directly computing the dipole matrix elements following Ref. [31] and verified them independently using the python library atomphys [34]. We found $\alpha(\Delta m_j)/\hbar = 4.35 \times 10^{-6}$, $4.13 \times 10^{-6}$ and $3.68 \times 10^{-6}$ m$^2$/Hz/V$^2$ for $\Delta m_j = 0$, $-1$ and $-2$, respectively.

For the calculation of the quadrupole AC Stark shift $\Delta \omega_{qp}$ we need to independently consider the case when the carrier is driven and when the blue sideband is driven since their detunings to the quadrupole transitions are different. We don’t make this distinction in the dipole Stark-shift since the dipole transitions are very far off-resonant compared to the trap frequency. The quadrupole AC Stark-shift when driving the carriers is given by,

$$\Delta \omega_{qp}(\omega = \omega_0) = \frac{1}{4} \sum_i \frac{\Omega_i^2}{(\omega_i - \omega_0)},$$

$$\text{where } \omega_0 \text{ is the frequency of the transition driven resonantly and the index } i \text{ runs over the transitions that share a common state with the driven transition. For example if we resonantly drive the } |g\rangle \leftrightarrow |3D_{5/2}, -2/1\rangle \text{ transition we need to consider the Stark-shift from the } |4S_{1/2}, -1/2\rangle \leftrightarrow |3D_{5/2}, -5/2, -3/2, +1/2 + 3/2\rangle \text{ and } |4S_{1/2}, +1/2\rangle \leftrightarrow |3D_{5/2}, -1/2\rangle \text{ transitions. } \Omega_i \text{ is the Rabi frequency of the } i\text{-th transition, which can be computed following appendix I and the detuning } \delta_i = (\omega_i - \omega_0) \text{ corresponds to the Zeeman splitting between the different sub-levels. For our magnetic field, the splitting on the } |4S_{1/2}\rangle \text{ sublevels is } \sim (2\pi) \times 16.2 \text{ MHz and for the } |3D_{5/2}\rangle \text{ levels is } \sim (2\pi) \times 9.75 \text{ MHz.}

When driving the axial blue sideband (with frequency $\omega_x \sim (2\pi) \times 1.6$ MHz) the carrier transition is now driven off-resonantly leading to a second contribution where the two energy levels of the carrier are shifted and therefore the Stark-shift is given by,

$$\Delta \omega_{qp}(\omega = \omega_0 + \omega_x) = \frac{1}{4} \sum_i \frac{\Omega_i^2}{(\delta_i - \omega_x)} - \frac{\Omega_0^2}{2\omega_x}.$$  \hspace{1cm} (S18)

We show the decomposition of the theoretical Stark-shift presented in figure 3 of the main text in its dipole and quadrupole components as a function of the axial position in figure S1.

III. INTENSITY PROFILE OF THE BEAM

So far in the theoretical model we considered the light emitted from the outcouplers as plane waves, however, in reality the emitted beams are tightly focused, with a
FIG. S1. Decomposition of the total Stark shifts presented in figure 3(a-b) of the main text into its dipole (a), quadruple components for the carrier (b) and quadrupole components for the sidebands (c).

Gaussian-like spatial distribution [24]. Figure S2 shows the measured intensity profile of the light field on the xy plane, measured by imaging the field at ~ 50 µm from the trap surface onto a CCD image sensor through a high-NA microscope objective. We choose to perform the experiments near the origin to maximize the validity of the model of the electric field given by equation 1 of the main text.

FIG. S2. Measurement of the intensity profile of the standing wave in the xy plane. The scale is in normalised arbitrary units.

IV. EXPERIMENTAL METHODS

A. Experimental apparatus

In order to minimise the electric noise in the trap electrodes and achieve high vacuum, the trap is placed in a 6 K cryostat, inside a vacuum chamber, where 389 nm, 397 nm and 423 nm light is delivered by free-space optics while 729 nm, 854 nm and 866 nm is delivered through optical fibers into the trap integrated waveguides (see figure S4). 729 nm light used for coherent control of the qubit is taken from the transmission of a high-finesse cavity and then amplified using an injected diode and a tapered amplifier. Finally a double pass free-space AOM and a single pass fiber AOM are used to deliver light resonant with a specific transition into the ion.

Light generating the SW is input via a single fiber feeding a single waveguide on the device, and routed to the two opposing gratings in Fig. 1(a) by means of an integrated 50:50 waveguide splitter on chip (labeled in Fig. 1(a)). The short propagation distances between this element and the gratings, combined with the rigid optical paths, ensure a high degree of relative passive phase stability. The splitter used in the current device is a symmetric Y-splitter, modified for fabricable minimum feature sizes [35]. The present design was not fully optimized and excess losses simulated by full 3D finite-difference-time-domain (FDTD) modeling for the splitter as designed are 0.8 dB. Optimized multi-mode interference (MMI) splitter devices [36] for the same wavelength for a next generation of devices have been designed with simulated excess losses of <0.15 dB using the same waveguide cross section as in this work. Due to the symmetry of the integrated splitter structures used in this work, in the absence of fabrication imperfections the power splitting ratio is exactly unity. Fabrication imperfections will cause any deviations in splitting ratio. Uneven splitting ratios and differential losses between the two arms will result in the two beams forming the standing wave having different electric field amplitudes. Considering the amplitudes of the two beams to be $E_1$ and $E_2$, and the differential amplitude between the beams $\Delta E = E_2 - E_1$, such that for $\Delta E = 0$ we get $E_1 = E_2 = E_0$, we can express the modified field produced by uneven electric field amplitudes as,

$$E'_y(r) = \Delta E e^{i(k_x \Delta x + k_z z)} + E_1 e^{k_z z} \cos(k_x \Delta x).$$

This field has an additional running wave component along the axis of the trap. The gradient of this field results in

$$\partial_y E'_y \propto \Delta E e^{i(k_z \Delta x)} (i \sin(\alpha), 0, \cos(\alpha)) + E_1 \mathbf{k},$$

where the first term can limit the achieved extinction ratios. Assuming this imperfect splitting is the only non-ideality in the optical and B fields, comparing the ratio...
of the measured Rabi frequency of the transition with
\( \Delta m_j = 0 \) at the nodes (\( \Omega_{\text{max}} \)) and antinodes (\( \Omega_{\text{min}} \)) to the ratios of \( \partial_x E_y \) at the nodes and antinodes gives,

\[
\frac{\Omega_{\text{min}}}{\Omega_{\text{max}}} = \frac{\Delta E}{E_1 + \Delta E} = \frac{\Delta E}{E_2}. \tag{S21}
\]

We can relate the electric field amplitude to the optical power in each arm such that

\[
\frac{\Delta E}{E_2} = \sqrt{P_2 - \sqrt{P_1} \sqrt{P_2}}, \tag{S22}
\]

where \( P_1 \) and \( P_2 \) are the powers for the two beams. We define a power splitting ratio \( \gamma \) (equal to 0.5 for an ideal splitter) such that for power \( P_1 \) input to the splitter, \( P_2 = \gamma P_1 \) and \( P_1 = (1-\gamma)P_2 \). Using our experimentally measured suppression factor on the \( \Delta m_j = 0 \) transition, we can write

\[
\frac{\Omega_{\text{min}}}{\Omega_{\text{max}}} = \frac{\sqrt{\gamma - \frac{1}{\sqrt{\gamma}}} - \sqrt{1 - \gamma}}{\sqrt{\gamma}} = 0.071, \tag{S23}
\]

allowing us to bound the splitting mismatch (including possible differential loss in the two waveguide paths following the splitter and gratings) to \( |0.5 - \gamma| < 0.037 \). In reality we believe this imbalance to be significantly smaller since the carrier extinction ratios are highly sensitive to magnetic field direction as well.

Further details regarding the setup and the integrated photonics can be found at refs [24, 26, 29].

### B. Ion trapping and positioning

In the working zone we manipulate 8 DC electrodes to axially confine and control the position of the ion in the three axes. The basis voltages for confining and axially displacing the ion are shown in figure S3. The displacing voltage set creates a \( \sim 153 \) V/m axial electric field at the ion position, which displaces the ion by \( \sim 10 \) \( \mu \)m for a trap frequency of 1 MHz. We re-scale the voltage sets to achieve the desired axial trap frequency and displacement of the ion. Similar voltage sets are used for tilting the radial plane and for minimizing micromotion of the ion.

### C. Experimental sequence

For each position and for each of the three transitions we perform the following operations:

1. Calibrate the bare frequency of the transition.

2. Measure the Stark shift on the carrier (Fig 3(a)).

3. Perform Rabi oscillations of the carrier in resonance with the dressed frequency (bare transition frequency + Stark shift) and extract the carrier Rabi frequency (Fig 2(b)).

4. Calibrate the trap frequency.

5. Measure the Stark shift on the sideband (Fig 3(b)).

6. Perform Rabi oscillations of the sideband ((bare transition frequency + trap frequency + Stark shift)) and extract the sideband Rabi frequency (Fig 3(c)).

For the six steps we work in two 729 nm optical power regimes. Steps two, three, five and six are all performed at the same high power. Steps one and four are performed at low power.

The bare frequency of the transition is calibrated by performing spectroscopy with a low power pulse of 729 nm light for \( \sim 1 \) ms, such that the Stark shift is negligible at this stage.

Then we measure the Stark shift on the carrier. We start by applying a pulse at high power resonant with the bare frequency. Since the ion will now experience Stark shifts, this pulse will induce off-resonant Rabi oscillations. From this oscillation we extract the off-resonant \( \pi \) time. Then we apply an even amount of \( \pi \) pulses where each of the pulses has a phase difference of \( 180^\circ \) with the previous one. With this sequence the ion will return to the initial state \( |g\rangle \) when the detuning between the laser and the dressed frequency (bare frequency + Stark shift) is zero. We apply the sequence of pulses for a total time of 150 \( \mu \)s and measure the frequency for which the ion returns to the initial state and register the difference between this frequency and the bare frequency as the Stark shift on the carrier.

We proceed to record Rabi oscillations between \( |g\rangle \leftrightarrow |e\rangle \) for around one period, where the light at 729 nm is

![FIG. S3. Voltage sets used for trapping (a) and axially positioning the ion (b) plotted on an abstraction of the trap layout. Displayed values are in Volts. The trapping voltage basis produces an axial frequency of 1 MHz, and the positioning basis displaces the ion 10 \( \mu \)m in the axial direction for a trap frequency of 1 MHz.](a) (b)
FIG. S4. Schematic showing the main components of our system. The trap lies in a 6 K cryostat used to cool the trap and achieve cryopumping. The 5.8 G magnetic field is generated using permanent magnet disks outside the vacuum chamber. Three viewports are used to shine the ion with UV light used for photoionisation, cooling, state preparation and detection while red and infrared light is delivered via optical fibers directly into the trap. The trap has three experimental zones, each including a waveguide splitter and two outcouplers for 729 nm light as well as an 866/854 nm outcoupler. For the experiments we only used one of the experimental zones.

set to be resonant with the dressed frequency of the transition. We extract the first time for which the population transfers from $|g\rangle \rightarrow |e\rangle$ as the $\pi$ time $t_\pi$ using a quadratic fit. From $t_\pi$ we compute the carrier Rabi frequency as $|\Omega_c|/2\pi \approx 0.5/t_\pi + \Delta t (0.5/t_\pi)^2$. $\Delta t = 0.335 \mu s$ accounts for the finite switching time of the laser pulse, and is calibrated independently by performing Rabi oscillations and comparing the period of the oscillations, obtained from a sinusoidal fit to the data, to the time of the first maximum inversion of the population fitted using a quadratic fit.

The blue sideband Rabi frequency and AC Stark shift are measured in a similar way. We perform low power spectroscopy using a 500 µs pulse around the blue axial sideband frequency followed by one at high power. Here we record the bare blue sideband and dressed blue sideband frequencies and take their differences as the AC Stark shift on the sideband. The Rabi frequency of the sidebands is measured by applying 729 nm light on resonance with the dressed blue sidebands, and then fitting the resulting signal with a statistical mixture of Rabi oscillations weighted over a thermal distribution [37].

For each data point on any of the previous step we first apply Doppler cooling to all three motional modes of the ion, then further cool the axial mode using electromagnetically induced transparency (EIT) cooling [38], and optically pump the ion into the initial state using a free-space sigma-polarized 397 nm light. Then we apply 729 nm light to the ion for the required evolution time, and finally perform state detection by collecting 397 nm fluorescence into a photo-multiplier tube. Integrated light at 866 nm and 854 nm for repumping the metastable D-levels is used during all cooling stages, state detection, and to reset the electronic state before the next experiment, respectively. We repeat this process 50 times to collect statistics. All of these steps are standard in quantum information processing with trapped ions [39].