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Abstract

In crowd scenarios, predicting trajectories of pedestrians is a complex and challenging task depending on many external factors. The topology of the scene and the interactions between the pedestrians are just some of them. Due to advancements in data-science and data collection technologies deep learning methods have recently become a research hotspot in numerous domains. Therefore, it is not surprising that more and more researchers apply these methods to predict trajectories of pedestrians. This paper compares these relatively new deep learning algorithms with classical knowledge-based models that are widely used to simulate pedestrian dynamics. It provides a comprehensive literature review of both approaches, explores technical and application oriented differences, and addresses open questions as well as future development directions. Our investigations point out that the pertinence of knowledge-based models to predict local trajectories is nowadays questionable because of the high accuracy of the deep learning algorithms. Nevertheless, the ability of deep-learning algorithms for large-scale simulation and the description of collective dynamics remains to be demonstrated. Furthermore, the comparison shows that the combination of both approaches (the hybrid approach) seems to be promising to overcome disadvantages like the missing explainability of the deep learning approach.
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I. INTRODUCTION

The prediction of future trajectories of pedestrians is a valuable but challenging task. Traditionally, researchers try to model and understand human behavior with simple rules and mechanisms that can be used to simulate realistic behavior and predict future trajectories [1], [2]. In the last decade, deep learning methods, that have the interesting property of being able to learn complex features from data alone, have caught a lot of attention in a variety of domains [3], [4]. They have led to a large number of practical applications, especially in machine perception, and have shown to outperform the prediction accuracy of the traditional models in many scientific disciplines. Prominent examples occur in theoretical biology and active matter [5], [6], medicine [7], [8], or materials and chemical science [9], [10], [11], [12].

In the discipline of pedestrian dynamics, there is a high interest in making accurate predictions of pedestrian trajectories due to numerous real-world applications like facility, infrastructure, and building design [13], notably in the case of evacuation [14], [15], [16], autonomous driving cars [17], human-robot interactions [18], assistive technologies in industrial scenarios [19], and entertainment (e.g., augmented and virtual reality) [20].

A trajectory is defined as the time-profile of the position. Changes of the position in a given time step can be interpreted as the velocity. Predicting trajectories means to assess the future motion of pedestrians in a given scene. Besides the prediction of the simple physical motion of a single human, based on current or past observations, an important issue is to take into account their possible interactions as well as arising collective dynamics. Collective dynamics can be considered by predicting trajectories of many pedestrians in a scene simultaneously. In Fig. 1(a) few pedestrians are present. The challenge consists in predicting individual trajectories in local interactions with the neighbors over relatively small horizon times. In Fig. 1(b) a pedestrian crowd is shown. Predicting multiple trajectories and resulting collective crowd behavior at higher scale is necessary.

One approach to tackle the challenge of predicting trajectories is to use the knowledge-based (KB) approach, sometimes referred to by other names, such as physics-based [21], reasoning-based [22], expert-based [23] or traditional approach [24]. The KB approach contains models that are defined by basic rules or generic functions...
Fig. 1. For the prediction of pedestrian trajectories, it is useful to distinguish between scenes with few pedestrians (see (a)) and crowds of pedestrians (see (b)). Deep learning algorithms turn out to be accurate prediction tools for the scene (a), whereas knowledge-based approaches allow to describe collective phenomena at higher scales such as those described in the scene (b).

and considers physical as well as social or psychological factors of the pedestrians. They can be specified by a few parameters which generally have physical interpretations and allow to adjust the model. Prominent microscopic KB models are the social force model (SFM) \cite{1} or the optimal reciprocal collision avoidance (ORCA) \cite{25}. In general, the goal of these models is to improve the understanding of pedestrian dynamics and to identify microscopic mechanisms and parameters for the emerge of patterns and organisation in given scenes \cite{26}, \cite{27}, \cite{28}, \cite{29}, \cite{30}, \cite{31}, \cite{14}. These models can be successfully applied for trajectory predictions in both scenes shown in Fig. 1.

The other promising possibility to predict pedestrian trajectory consists of the use of **supervised deep learning** (DL) methods, especially long short-term memory networks (LSTM), convolutional neural networks (CNN), and generative adversarial networks (GAN). In the literature, this approach is often referred to as learning-based \cite{22}, pattern-based \cite{32}, or data-based approach. Deep learning refers to methods for training neural networks with more than two hidden layers (deep neural networks) \cite{33} and supervised to methods that learn from data. Improving trajectory predictions for autonomous vehicles, service robots, and urban video surveillance are main goals \cite{32}. In opposite to the KB approach, there are no interpretable parameters and rules necessary, but large amounts of data and flexible algorithms.

The KB approach is scientifically relevant since several decades, see for illustration in Fig. 2 the citation numbers of one of the most famous KB models, the social force model by Helbing and Molnár \cite{1}. On the other hand, the DL approach is a youthful methodology that started to become highly relevant for the prediction of pedestrian trajectories after the publication of the social-LSTM from Alahi et al. \cite{34}. After this date, the social force model started to get associated with pedestrian trajectory as well, see the publication number with the keywords combining social force and pedestrian trajectory in Fig. 2. Yet, the applications of KB and DL approaches are not identical. KB models are mainly designed to describe and understand collective phenomena implying high numbers of agents in high density scenarios like in Fig. 1(b). They are based on few parameters that can be interpreted and calibrated. This results in high flexibility of the prediction scenarios, and notably the possibility to change pedestrian motion preferences (e.g., higher desired time-gap during pandemics). DL methods are designed to predict pedestrian trajectories at very local scales in space (few meters) and time (few seconds). If their predictions are accurate, they do not allow to control the motion and to reproduce different kinds of behaviors. In general, they are used for low density scenarios at local scale like in scene (a) presented Fig. 1. The question of whether DL approaches could also be suitable for large-scale simulation or successfully used to initiate collective dynamics is still open. On the other hand, the pertinence of KB models to predict local trajectories is, regarding the high accuracy of DL algorithms, questionable.

The combination of both KB and DL approaches seems to be especially promising. Recently, some authors try to implement components of the KB models in the DL algorithms to overcome crucial limitations of the DL approach, like the lack of interpretability or generality \cite{35}, \cite{56}, \cite{57}. Furthermore, another possibility is to use DL methods to improve the accuracy of the KB models. This can be done by estimating the parameters based on the results of an DL algorithm or to implement a neural network in the KB simulations \cite{38}, \cite{59}. These combinations are called the hybrid approach and they benefit from the strengths of both approaches and avoid their shortcomings. Other promising algorithms close to hybrid approaches rely on reinforcement learning (RL) and inverse reinforcement learning.
learning (IRL). The agents learn from their own experiences in RL methods while IRL partly rely on data.

In this article, we address a comprehensible bibliographical review of KB and DL approaches for the modeling and prediction of pedestrian trajectories. We critically compare the two modeling approaches from their technical aspects as well as their application fields. We highlight similarities and differences between the two methodologies and draw future development perspectives. The manuscript is organised as follows. A thorough literature review of microscopic KB pedestrian models is presented in the next section. In Sec. III we give a literature overview about the DL approach distinguishing between long short-term memory networks, convolutional neural networks, and generative adversarial neural networks. In Sec. IV we show a comprehensive comparison of both approaches focusing on their methodologies, phenomena of interest, and application scales. Finally, in the last section, we discuss future directions and perspectives of common developments of the KB and DL modeling approaches.

(a) Yearly results of keyword search requests

(b) Yearly citations of selected publications

Fig. 2. Number of annual citations estimated by performing an online search with the engine Google Scholar [40]. Panel (a): Results of the tags «neural network» and «social force» in combination with either «pedestrian/human trajectory» or «pedestrian dynamics». Panel (b): Yearly citations for the articles by Helbing and Molnár [1] (SFM), Van den Berg et al. [25] (ORCA), Alahi et al. [34] (S-LSTM), and Gupta et al. [41] (S-GAN). SFM and ORCA are knowledge-based, whereas S-LSTM and S-GAN are deep learning approaches.

II. THE KNOWLEDGE-BASED APPROACH

In the beginnings of the discipline, pedestrian dynamics researchers mostly used direct observations, photographs and time-lapse films to improve knowledge about the behavior of pedestrians [42]. This knowledge was applied to develop level-of-service concepts, design elements of pedestrian facilities and planning guidelines [43], [44], [27], [45]. These concepts and guidelines are useful to understand and control pedestrian dynamics, but are not suited for predictions of pedestrian flows or trajectories. Therefore, in the next step researchers started to create simulation models like force-based microscopic models [46], queuing models [47], the transition matrix model [48] or the models of Henderson [49], [50] which conjectured that the behavior of pedestrian crowds is similar to that of gases or fluids. These last models describe aggregated quantities and not individual pedestrian performances. They are called macroscopic models. Currently, KB pedestrian models range from macroscopic, mesoscopic, and microscopic models among others modeling scale characteristics. Macroscopic and mesoscopic approaches are borrowed from continuous fluid dynamics or gas-kinetic models describing the dynamics at an aggregated level, while microscopic approaches model individual pedestrian motions. In the literature, many reviews focus on the modelling scales of pedestrian dynamics and the passages from a modelling scale to another [28], [51], [52], [53], [54], [55]. Some other reviews highlight pedestrian collective dynamics [56], [57], [14], [58] or applications in layout design [59]. In the following, we propose a review of KB pedestrian models focusing on microscopic approaches and their applications for prediction of pedestrian trajectories.

A. Microscopic pedestrian models

In the three last decades, many researchers focused on individual motion of pedestrians using different microscopic models. One of the advantages of microscopic approaches compared to macroscopic ones is their natural ability
to reproduce heterogeneous behaviors. Indeed, the pedestrian being individually considered, it is straightforward to attribute specific characteristics to each agent and to take into account behavioral heterogeneity, among other heterogeneous aspects. On the other hand, microscopic models can be computationally expensive and their use is limited in case of large-scale simulation.

Microscopic pedestrian models consider the individual behaviors and interactions between individuals. The crowd dynamic phenomena result from mutual influences at a macroscopic level [60]. Microscopic models are mainly designed to reproduce characteristics macroscopic features such as fundamental diagrams or collective organisations like band formation [61], [62]. These kinds of models, describing individually pedestrian dynamics, can be used to predict trajectories of pedestrians at any scale. The individual pedestrian behavior is described according to certain KB rules ground on physical, social or psychological factors [55]. These rules are formulated in hand-crafted dynamic equations based on Newton’s laws of motion. Given the input information about the initial status of the pedestrians like position, velocity, and acceleration a forward simulation of these rules can be used to predict the future trajectories.

Depending on the inputs and outputs of the model, the motion of the pedestrians to a new position can be determined in different ways. If the output of the model is the new velocity or acceleration, which then allows calculating the new position, the model is classified as a velocity- or acceleration-based model, respectively. If the position is directly determined by certain rules and is not based on differential equations, the class of models is called decision-based.

a) Acceleration-based models: Acceleration-based models, typically force-based models, describe a class of microscopic models where the movement of pedestrians is defined by a superposition of exterior forces. One of the first force-based models dates back to the 1975s and the work by Hirai and Tairu [63]. Nowadays, most of the acceleration-based models are force-based consisting of a relaxation (or anisotropic) term to the desired direction and an interaction term. This last term is generally the sum of repulsion (social force) with the neighbours and obstacles [64], [65]. The interaction force is the gradient of a potential on the distances and eventually the speed differences with the neighbors. This gradient may be exponential as in the social force model [11], algebraic as for the centrifugal and generalised centrifugal force models [66], [67], or partly linear as in the two-dimensional optimal velocity model [68]. The interaction force is weighted by a vision field concept, attributing more importance to the obstacles in front. Acceleration-based models, being of the second order, require relatively fine discretization scheme and may be subjected to numerical pitfalls [69]. Many currently developed acceleration-based pedestrian models are extensions of the social force model (see the review [20] and references therein). Yet, not all acceleration-based models rely on force concepts. See for instance the model by Moussaid et al. [71] based on the concept of desired time gap, the model by Karamouzas et al. [72] relying on time-to-collision variables, or a recent model by Lu et al. [73] based on anticipation mechanisms.

b) Velocity-based models: Acceleration and force-based models allow describing inertial effects, as well as delays in the dynamics. Such mechanisms are questionable for pedestrian dynamics. Indeed, in contrast to a driver in a vehicle, inertial effects are minor for a pedestrian and almost no latency takes place in the motion process. These assertions, upon other, carry the current of velocity-based modeling approaches. Velocity-based models have been developed since the 2000s in the literature, later than the acceleration-based models [55]. They are partly inspired by robotic. Technically, velocity-based models rely on first order-differential equations, whereas acceleration-based models are based on second order equations. Velocity-based models are speed functions depending on the position differences with neighbors and obstacles. As for acceleration-based models, the speed of the neighbors (or speed difference) may be taken into account as well (making the system of speed equations implicit). A large class of velocity-based models are based on collision cones and collision avoidance techniques [74], [75], [76], [77], [78], [79], [80]. The models are formulated as optimisation problems on the ensemble of feasible trajectories devoid of collisions [81], [82]. The presence of collisions is generally determined by assuming that the velocity of the neighbors is constant. The velocity ensemble leading to collisions describes then cones in space [74]. To avoid unrealistic oscillation effect (ping-pong effects), the models are extended to reciprocal velocity obstacle model (RVO) [75] or optimal reciprocal collision avoidance (ORCA) [25] for which avoidance techniques are determined in coordination between the pedestrians. ORCA models and their extensions are frequently used in computer graphics to reproduce crowd behaviors (see, e.g., [83], [84]). Other velocity-based models derive from concepts of bearing angle [85], gradient navigation [86], or, inspired from vehicular dynamics, time gap variable [87], [88].

c) Decision-based models and cellular automata: In decision-based or rule-based models the pedestrian behavior is not modeled based on differential equations, but on rules or decisions determining the new agent positions,
velocities, etc. The time is considered to be discrete for this class of models. In synchronous approaches, the pedestrians make decisions at time $t + \Delta t$ knowing the state of the system at time $t$. The time step $\Delta t$, playing the role of reaction time, has a direct physical meaning and can be used for the calibration of the model. Cellular automata (CA) are typical decision-based models. Not only the time is discrete in CA models, the space and state (i.e., velocity) of the pedestrians are discrete as well. The pedestrians evolve on a lattice, that is generally squared or hexagonal. A cell can be occupied by a single pedestrian only (exclusion rule). The size of a cell corresponds to the size of a pedestrian, generally 40 cm $\times$ 40 cm on a squared lattice, i.e., a maximal density of 6.25 ped/m$^2$. The first pedestrian CA models date back to the end of the 1990s. In floor field CA, the rules and transition probabilities to the neighboring cells result from static and dynamic floor fields. The static floor field describe the desired velocity of the pedestrian. The dynamic floor field models the interactions with the neighbors. These interactions are inspired from the process of chemotaxis used by some insects, typically pheromones with ants. An important modeling part of the CA approaches consists in solving conflict cases when two pedestrians covet the same cell at the same time. A priority rule may be defined, which can be random. In friction probabilities are introduced for which no pedestrian reaches the desired cell in case of conflict. Such a mechanism allows notably to explain clogging effects at bottlenecks. Recent decision-based models are based on cognitive effect or learning process.

B. Trends during the past decades

The modeling and experimentation of pedestrian dynamics is a quite young research field. First investigations and models date back to the 1960s and the 1970s. However, the topic has mainly been the subject of significant research over the past three decades. Experimental studies on pedestrian dynamics in laboratory conditions have been intensively carried out during the 2010s. Pedestrian experiments rely on uni-directional flow, counter-flow, bottleneck, intersecting flow, etc. An open access data archive can be found in Germany; see references therein. At the same time, authors developed different types of KB pedestrian models, ranging from microscopic to macroscopic modeling scales; see, e.g., the reviews. Most important in the literature of the KB models is undoubtedly the microscopic social force model by Helbing and Molnár, and more generally the force-based microscopic modeling approach (see Table I). Traditional KB approaches by cellular automata, queuing processes, or in analogy to fluid or gas dynamics seen currently to reach a plateau, even if the trends are still light increasing (see Fig. 3). The microscopic force-based models and approaches based on collision avoidance techniques remain relevant with an expanding number of citations. This is because they commonly serve as benchmark references to evaluate the quality of the predictions with deep learning methods (see, e.g.,).
TABLE I
SELECTION OF IMPORTANT ARTICLES IN THE LITERATURE OF KNOWLEDGE-BASED PEDESTRIAN MODELS WITH FOCUS ON MICROSCOPIC APPROACHES.
(Number of citations based on search from 31/12/2021)

| First author, year | Article’s title and reference | Family | Citations |
|---------------------|-------------------------------|--------|-----------|
| Burstedde, 2001     | Simulation of pedestrian dynamics using a two-dimensional cellular automaton | Cellular automata | 1931 |
| Kirchner, 2002      | Simulation of evacuation processes using a bionics-inspired cellular automaton model for pedestrian dynamics | — | 1119 |
| Van den Berg, 2008  | Reciprocal velocity obstacles for real-time multi-agent navigation | Collision avoidance | 1363 |
| Pellegrini, 2009    | You’ll never walk alone: Modeling social behavior for multi-target tracking | — | 1206 |
| Van den Berg, 2011  | Reciprocal n-Body Collision Avoidance | — | 1440 |
| Helbing, 1995       | Social force model for pedestrian dynamics | Force-based | 6245 |
| Helbing, 2000       | Simulating dynamical features of escape panic | — | 5382 |
| Chraibi, 2010       | Generalized centrifugal-force model for pedestrian dynamics | — | 335 |
| Moussaid, 2011      | How simple rules determine pedestrian behavior and crowd disasters | — | 1009 |
| Karamouzas, 2014    | A universal power law governing pedestrian interactions | — | 247 |
| Treuille, 2006      | Continuum crowds | Queuing | 1176 |
| Henderson, 1971     | The statistics of crowd fluids | Gas-kinetic | 778 |
| Hughes, 2002        | A continuum theory for the flow of pedestrians | Fluid dynamics | 1174 |
| Chowdhury, 2000     | Statistical physics of vehicular traffic and some related systems | Review | 2862 |
| Helbing, 2001       | Traffic and related self-driven many-particle systems | — | 3979 |
| Castellano, 2009    | Statistical physics of social dynamics | — | 3963 |
| Schadschneider, 2009| Evaporation dynamics: Empirical results, modeling and applications | — | 766 |
| Bellomo, 2011       | On the modeling of traffic and crowds: A survey of models, speculations, and perspectives | — | 464 |
| Bechinger, 2016     | Active particles in complex and crowded environments | — | 1507 |

C. Knowledge-based models for understanding and predicting

The aim of knowledge-based models is mainly to identify mechanisms and fundamental parameters operating collectively in the pedestrian dynamics. First of all, body exclusion effects are responsible for jamming and clogging effects, and notions of maximal density. The parameters of KB models rely on the concept of fundamental diagram, a phenomenological uni-modal relationship between the flow and the density. The fundamental diagram relationship has been pointed out as early as the 1960s. Yet, investigations on its shape and scattering are still actively ongoing. Identified parameters are, upon others, the desired speed, the agent size, or the reaction time at microscopic scales. They are the maximal density or the capacity at the macroscopic level. The quantitative estimations of the parameters, as well as their numbers and nature, are controversial and subject to diverse influences, type of the flows (e.g., uni-directional, bi-directional), context and motivation, ages, or cultural effects (see references therein). Simple microscopic rules allows explaining macroscopic shapes of the fundamental diagram. Here, as for traffic flow, temporal parameters such as the reaction time or the time gap with the next pedestrian ahead turn out to be highly relevant. One of the main highlights of KB models is the identification of self-organisation phenomena and the emergence of coordinated dynamics, patterns, structures, and orders at macroscopic scales. Multi-scale approaches allow understanding how microscopic individual behaviors initiate the emergence of macroscopic collective dynamics. Prominent examples of collective dynamics are lane formation, stop-and-go waves, freezing-by-heating effect, herding effect, or oscillations, intermittent flow, and pattern formation at bottlenecks and in intersections; see the review and references therein. Comparable self-organisation phenomena arise in social systems and social networks, notably for opinion formation. This includes a large class of non-equilibrium systems of self-driven or active particles often called active matter in the literature of statistical physics. Understanding complex non-linear dynamics operating at different modeling scales remains challenging and
The aims of microscopic KB models are mainly to provide a better understanding of large-scale dynamics from individual walking behaviors. Predictions of trajectories for a given dataset is no direct goal of KB models, but an indirect one. In the literature of pedestrian dynamics, some KB models have been proven to be useful for predicting pedestrian trajectories. They are implemented in multi-agent simulation tools \[135\], \[136\], \[137\], \[138\] to analyse pedestrian dynamics in different types of infrastructures or for specific outdoor events. The KB model, typically the social force model, is the technical kernel of the dynamics in complement to furthers mechanisms and controls describing different types of behaviors or motivation levels, agent characteristics, and further context effects.

III. THE DEEP LEARNING APPROACH

The foregoing approach heavily relies on a theoretical modeling framework. Pre-identified key mechanisms were formulated in equations with a few meaningful parameters that have to be calibrated and validated. After that, the model can be used to simulate the scene, which can generate useful information for many applications. The predictive capacity for pedestrian trajectories almost comes as a by-product in the KB approach. In the DL approach the prediction of trajectories is not a by-product, but the main focus. As in many other domains, the DL approach captured a lot of attention over the last decade due to an increase of real and experimental databases, improvements in the computational capacity of computers \[55\], and the requirement of accurate pedestrian predictions for applications like autonomous vehicles or service robots \[139\].

There exist different possibilities in the literature to classify the DL methods. Rudenko et al. \[139\] classify the DL approach into sequential methods and non-sequential methods, based on the type of function approximation they are used for. Bighashdel and Dubbelman \[24\] classify the methods according to their main focus: The interaction-based approach, where the interactions between the pedestrians are addressed, the path-planning approach, where the trajectories are highly affected by the destinations, and the intention-based approach, where the intention is estimated. In this article, we differentiate between three classes of supervised DL algorithms: LSTM, CNN, and GAN. Currently, these three classes of methods seem to be most relevant in research, although there are also promising publications on transformer networks \[140\], \[141\] or variational autoencoder \[142\]. Before researchers start to use these DL algorithms, statistical models were applied to make predictions based on data. These statistical models learn pedestrian behavior by fitting different function estimates to data. One possibility is to use linear models with Kalman filters or extended Kalman filters \[143\], \[144\], \[54\]. Kalman filters can be used for predictions by propagating the current state with a dynamical model without the inclusion of new measurements. These simple models are not able to account for interactions between humans and thus do not fit for predictions of crowded scenes. The first statistical models that could learn interactions are those based on Gaussian process (GP) like the IGP from Trautman et al. \[145\]. They proposed an interacting GP where the trajectory of a pedestrian is represented as a Gaussian process. The interaction potential combines multiple trajectories, so that multi-modal distributions can be represented with relatively few parameters. It has been demonstrated, that they perform well with noisy observations and have closed-form predictive uncertainty. Also in \[146\], \[147\], \[148\], \[149\], \[150\] GP based models where proposed to model future pedestrian behavior. Other common statistical approaches that are not based on deep learning are approaches based on Markov property \[151\]. These approaches include hidden Markov models, in which the hidden state is the pedestrians intent \[146\], \[150\]. Whereas the GP uses the entire observed trajectory for the prediction of future trajectories, the predictions with Markov models only depend on the current state \[151\].

Besides these statistical models, reinforcement learning (RL) is an important method for modelling crowd behavior. Most of all, RL techniques are relevant for robotics to anticipate surrounding pedestrian behavior and to plan a collision-free paths \[152\], \[153\]. RL is an unsupervised machine learning method, where an objective is learned via trial and error associated to a reward function that rewards or penalizes agent behaviors. Therefore, no data is required. It is assumed that the reward function contains the necessary information \[154\]. An exception to this is inverse RL (IRL) where the design of the reward function is based on data. Kretzschmar et al. \[155\] introduce an IRL algorithm that uses a maximum entropy probability distribution for a joint set of continuous state-space for mobile robot navigation in crowds. Kitani et al. \[156\] propose an well-established IRL algorithm for plausible path predictions. To extend the flexibility of the IRL algorithms recent works use deep IRL algorithms that can estimate non-linear, continuous reward functions. These deep IRL show promising results especially in robot path planning and vehicle driving behavior \[157\]. If it is the aim to predict pedestrian trajectories, these deep IRL algorithms are often combined with LSTM networks, which are supervised learning algorithms that will be discussed in the
following. For more literature about RL in pedestrian dynamics refer to, e.g., [158], [159], [160]. For IRL methods used for trajectory predictions see [156], [161], for deep IRL methods see [162], [163], [164], or to get a wider perspective, refer to the surveys [165], [54].

### TABLE II
SELECTION OF IMPORTANT ARTICLES OF DEEP LEARNING ALGORITHMS PREDICTING PEDESTRIAN TRAJECTORIES.

(NUMBER OF CITATION BASED ON SEARCH FROM 31/12/2021)

| First author, year | Article’s title and reference | Family | Citations |
|--------------------|--------------------------------|--------|-----------|
| Trautman, 2010     | Unfreezing the robot: Navigation in dense, interacting crowds [147] | Gaussian | 459 |
| Kitani, 2012       | Activity forecasting [150] | IRL | 727 |
| Alahi, 2016        | Social-LSTM: Human trajectory prediction in crowded spaces [34] | LSTM | 1770 |
| Kretzschmar, 2016  | Socially compliant mobile robot navigation via IRL [155] [156] | IRL | 326 |
| Yi, 2016           | Pedestrian behavior understanding and prediction with deep neural networks [166] | CNN | 124 |
| Lee, 2017          | DESIRE: Distant future prediction in dynamic scenes with interacting agents [162] | LSTM | 604 |
| Fernando, 2018     | Soft+ hardwired attention: A LSTM framework for human trajectory prediction and abnormal event detection [162] | LSTM | 219 |
| Gupta, 2018        | Social GAN: Socially acceptable trajectories with generative adversarial networks [41] | GAN | 910 |
| Nikhil, 2018       | Convolutional neural network for trajectory prediction [168] | CNN | 83 |
| Venmula, 2018      | Social attention: Modeling attention in human crowds [169] | LSTM | 357 |
| Xue, 2018          | SS-LSTM: A hierarchical LSTM model for pedestrian trajectory prediction [170] | LSTM | 217 |
| Sadeghian, 2019    | SoPhie: An attentive GAN for predicting paths compliant to social and physical constraints [171] | GAN | 457 |
| Rudenko, 2020      | Human motion trajectory prediction: A survey [139] | Review | 282 |

Fig. 4. Number of annual citations estimated by performing an online search with the engine Google Scholar [40]. Panel (a): Results for the tags «pedestrian/human trajectory» and keywords related to the class of algorithm. Panel (b): Yearly citations for the articles by Trautman et al. [145], Kitani et al. [150], Alahi et al. [34], Yi et al. [166], and Gupta et al. [41].

### A. Long short-term memory networks

A recurrent neural network (RNN) is an important class of machine learning methods, that uses feedback connections to store representations of recent input events in form of activations [172]. These feedback connections can exist between different time steps providing a temporal memory to the network [173]. Because of this capability, they are especially suited for sequence modeling tasks such as time series prediction and sequence labeling tasks [174]. Most successful are the LSTM architectures of RNNs, that use purpose-built memory cells to store information.
They have achieved impressive results in many sequential prediction tasks like speech recognition [175], machine translation [176], handwriting recognition and generation [177], and image captioning [178]. LSTM networks can be trained for sequence generation by processing real data sequences one step at a time and predicting what comes next so that temporal coherence can be ensured. The training of a LSTM network can be lengthy and difficult, but the forward-propagation of new data (testing) can happen quite fast. That is why they are a popular choice for real-time tracking and predicting.

Recently, many researchers use these LSTM networks to predict trajectories of pedestrians. Most famous is the social-LSTM proposed by Alahi et al. [34]. It is the first major DL application that takes the interactions between pedestrians in crowded scenarios into account. The main contribution of the social-LSTM is a novel pooling layer called social pooling that gathers the hidden states of nearby pedestrians. With that technique, the influence of neighboring pedestrians on the movement of the ego pedestrian can be included as an input for the following prediction step. Inspired by the success of the social-LSTM many researchers try to use LSTM networks with different settings. The scene-LSTM incorporates additional scene information [179]. The social-scene LSTM [170] considers the scene influence, the social information of the person, and scene scale information in three different LSTM networks. Pfeiffer et al. [180] incorporate static obstacles that have to be avoided. Other approaches that process scene information are [162], [181]. Besides the capturing of scene information, some LSTM algorithms integrate an attention mechanism in the interaction module to capture the relative importance of each person in the scene. Other LSTM networks focus on attention mechanisms in the interaction module to capture the relative importance of each person in the scene. In some of these works, the attention weights are learned by data or by added handcrafted based on domain knowledge [167], [182], [183], [184]. Another relevant work is STGAT by Huang et al. [183] that uses graph neural networks (GNN) instead of a pooling module. To share information across the pedestrians, each agent is treated as a node of a graph. Derived from this work DAG-Net [185] presents a double attentive GNN combined with a RNN and STR-GGRNN [186] introduces an online framework that automatically infers the social interactions by completing the graph edges. An overview of DL pedestrian trajectory prediction algorithms relying on LSTM networks is provided in Table III. The works are sorted by the publication year to give the reader an impression about the overall progress in this field.

### Table III

| First author, year | Name               | Main characteristics                                                                 |
|--------------------|--------------------|--------------------------------------------------------------------------------------|
| Alahi, 2016 [34]   | Social-LSTM        | Social pooling layer to handle interactions                                           |
| Lee, 2017 [162]    | DESIRE             | Ranks and refines the generated trajectories                                          |
| Fernando, 2018 [167]| Soft + Hardwired Attention | Utilises “soft attention” as well as “hard-wired” attention                         |
| Xue, 2018 [170]    | SS-LSTM            | Three different LSTMs to capture person, social and scene scale information            |
| Manh, 2018 [179]   | Scene-LSTM         | Incorporates scene information                                                       |
| Hasan, 2018 [187]  | MX-LSTM            | Takes head pose and vision range into account                                        |
| Vemula, 2018 [169] | Social-Attention   | Based on social-LSTM, but captures the relative importance of each person when navigating in crowds |
| Bisagno, 2018 [188]| Group- LSTMS       | Coherent filtering algorithm to segment groups                                           |
| Cheng, 2018 [189]  | Social-Grid LSTMS  | Combines social pooling and grid-LSTM methods                                         |
| Bartoli, 2018 [190]| Context-aware-Social-LSTM | Interactions with static elements and dynamic agents                                |
| Pfeiffer, 2018 [180]| Static-LSTM       | Angular pedestrian grid combined with CNN                                             |
| Ivanovic, 2019 [191]| The Trajectron     | LSTMs combined with CVAEs and dynamic spatiotemporal graphical structures             |
| Lisotto, 2019 [183]| SNS-LSTM           | Social, navigation and semantic pooling mechanism                                     |
| Huang, 2019 [183]  | STGAT              | Spatial-Temporal Graph neural network combined with LSTM                               |
| Haddad, 2019 [182] | Situation-Aware-LSTM | Spatio-temporal graph that operates on the local and global contexts                  |
| Syed, 2019 [192]   | SSeg-LSTM          | Semantic segmentation to incorporate scene information                               |
| Zhao, 2019 [193]   | MATF               | Encodes past trajectory and scene context into a Multi-Agent Tensor                   |
| Monti, 2020 [185]  | DAG-Net            | Double attentive GNN that deals with past interactions and future goals                |
B. Convolutional neural network

Convolutional neural network (CNN) are machine learning methods mostly used for computer vision tasks like image classification [194], object detection, object tracking and image segmentation [195]. For studies of pedestrian dynamic these methods are highly important because of their impressive performance in classifying and tracking of objects like pedestrians or vehicles [196], [197], [198]. Another advantage is the reduced computational load outperforming regular neural networks [199], [168]. However, CNN are not widely used to predict pedestrian trajectories, because these are non-sequential methods, which makes it difficult to design the network input and output [166]. They are mostly used for trajectory predictions of road vehicles [201], the prediction of pedestrian behaviors for autonomous vehicles [201], [202], or pose/action recognition [203], [204]. The first CNN designed to model and predict pedestrian trajectories is the “Behavior-CNN” from Yi et al. [166]. It is a 3-stage deep CNN that encodes the pedestrian behavior into sparse displacement volumes which can be directly used as network input at the first stage. The CNN from Nikhil et al. [168] utilizes a highly parallelizable convolutional layer to handle temporal dependencies. Trajectory histories are embedded by means of a fully connected layer. Stacked convolutional layers are used to learn temporal dependencies in a consistent manner. The features from the final convolutional layer are passed through a fully-connected layer which generates all predicted positions simultaneously.

An extension of the CNNs are the graph CNNs which were first introduced by [205]. Mohammed et al. [199] propose the Social-STGCNN that uses graph CNN by modeling the interactions as a spatio-temporal graph, whose edges model the social interactions between the pedestrians. Dan [206] proposed a graph CNN combined with an LSTM network. The graph CNN extract the feature from the pedestrians and the scene for which every pedestrian is regarded as a node and the relationship between each node and its neighbors is obtained by graph embedding. The LSTM encodes the relationship so that the model can predict nodes trajectories. Other approaches combing CNNs with LSTM networks are [207], [208], [209]. An overview of DL pedestrian trajectory prediction algorithms relying on convolutional neural networks is given in Table IV.

| First author, year | Name | Main characteristics |
|--------------------|------|----------------------|
| Yi, 2016 [166]    | Behavior CNN | 3-stage deep CNN that creates sparse displacement volumes |
| Varshneya, 2017 [210] | SSCN | Static spatial context modeled with CNN |
| Rehder, 2018 [201] | RMDN | CNN for inferring destination from images and position. LSTM for prediction |
| Nikhil, 2018 [168] | CNN | Highly parallelizable CNN to handle temporal dependencies |
| Mohamed, 2020 [199] | Social-STGCNN | Models the interactions as a graph using social spatio-temporal graph CNN |
| Yu, 2020 [211] | TGConv | Transformer based graph convolution mechanism |
| Dan, 2020 [206] | Spatial-Temporal Block | Spatial Temporal Graph CNN combined with LSTM |
| Ridel, 2020 [212] | COVLSTM | 2-D grid combined with CNN and LSTM |
| Jain, 2020 [208] | DRF-Net | Discrete residual flow network |
| Zhang, 2021 [213] | Social-IWSTCNN | CNN with spatial and temporal features |
| Zhao, 2021 [214] | STUGCN | CNN with spatio-temporal graph architecture |
| Zamboni, 2021 [215] | Conv2D | 2D Convolutional models with different network architectures |

C. Generative adversarial networks

A problem that is inherent with predictions of trajectories is the multimodal nature of future pedestrian trajectories. GANs have a high potential to cope with this problem, because of their capabilities to generate multimodal samples [216]. With the use of GANs, it is possible to predict a distribution of potential future trajectories and not just the best single trajectory [217]. The architecture of a GAN consists of two part: a generator and a discriminator. In the DL approach, a neural network is trained to match the desired data distribution and achieve a low error rate. In a non-intuitive way, the generator of a GAN is trained so that the error rate of the discriminator increases at first. The generator takes the training data as input and creates different output samples. In turn, the discriminator takes the generated samples and the training data and tries to distinguish whether a given sample belongs to the
true data distribution or is generated by the generator. Both components are engaged in a competition similar to a two-player min-max game where each one tries to outsmart the other one \cite{41, 200}. From this process, the generator learns to generate data that resemble the true data distribution. Although the results of the GAN-based methods are promising, there are two main difficulties. First, GANs can be hard to train and second, GAN learning often suffers from mode collapse \cite{218, 219}. Applied for trajectory prediction, most GANs are combined with LSTM networks. In the social GAN from Gupta et al. \cite{41} the generator is composed of an LSTM-based encoder, a context pooling module, and an LSTM-based decoder. The discriminator uses LSTMs as well. The pooling module adopted in the social GAN uses a uniform weight for all surrounding pedestrians. Therefore, it can not distinguish the different effects exerted on a target pedestrian by pedestrians at different distances and traveling at different speeds. For that reason, many authors added attention mechanisms. Sadeghian et al. \cite{171} add an attention module to assign different soft attention distribution weights to the surrounding pedestrians and the static environment. Using an attention module with a physical and social component and a feature extractor module composed of a CNN and several LSTM network encoder, the model SoPhie learns the interaction information of different agents and extracts the most important information from the neighbors. Social Ways \cite{220} applies info-GAN \cite{221}, which introduces latent code to enhance the multi-modality of prediction and computes the attentive social features to generate a more convincing result. It uses discrimination loss for the discriminator, adversarial loss for the generator and information loss for both. Social-BiGAT \cite{222} relies on BiGAN architecture to help reduce the variance of the predicted trajectory distributions and allow for better generalization. In Lv et al. \cite{223} the authors propose a GAN combined with transformer networks which generates trajectory distributions to capture the uncertainty of the predictions. However, these methods focus on the trajectory prediction in homogeneous environment without considering the types of road users. Lai et al. \cite{224} use an attention module, containing two components, in order to alleviate the issues given by the complexity of a scene with many heterogeneous interacting agents \cite{224}. An overview of DL pedestrian trajectory prediction algorithms relying on generative adversarial neural networks is proposed in Table V.

### Table V

**Overview of DL Pedestrian Trajectory Prediction Algorithms Relying on Generative Adversarial Neural Networks.**

| First author, year | Name | Main characteristics |
|--------------------|------|----------------------|
| Gupta, 2018 \cite{41} | Social-GAN | GAN composed of LSTM encoder, context-pooling module and LSTM decoder |
| Fernando, 2018 \cite{225} | GD-GAN | GAN for pedestrian trajectory predicting and group detection |
| Sadeghian, 2019 \cite{171} | SoPhie | GAN that uses path history and science information |
| Amirian, 2019 \cite{220} | Social Ways | Uses discrimination-, adversarial- and information loss |
| Kosaraju, 2019 \cite{222} | Social-BiGAT | GAN for multimodal trajectory predictions |
| Lai, 2020 \cite{224} | AEE-GAN | Info-GAN architecture with recurrent feedback |
| Huang, 2021 \cite{216} | STI-GAN | Combination of graph attention network and GAN |

### IV. Comparing the Approaches

In this Section, we present a comparison of the KB and the supervised DL approaches. First, we focus on technical differences (Sec. IV-A) and second, we describe the differences regarding the applications for predicting pedestrian trajectories (Sec. IV-B).

#### A. Technically oriented comparison

There are considerable differences between the two approaches, which makes it difficult to create a common framework that both can share for a fair comparison. Kothari et al. \cite{226} define trajectory predictions as "given the past trajectories of all humans in a scene, forecast the future trajectories which conform to the social norms". This definition fits for the DL approach, but not the KB approach where the past trajectories are not used to predict (simulate) the future ones. In KB methods, inputs describe the current state of the system through, e.g., instantaneous relative position \cite{11}, relative velocity \cite{67}, time gap \cite{71}, or collision-related indicators such as bearing angle \cite{85}, collision cone \cite{75} or time-to-collision \cite{72}. Moreover, the approaches have different criteria in terms of quality of the fit. A "good" KB model has few interpretable parameters, can simulate realistic pedestrian trajectories, and improves
understanding of the phenomena. To evaluate the performance of a KB method, the parameters have to be calibrated and the model needs to be validated. The calibration phase is done using knowledge on the values of the parameters (i.e., 1 or 1.5 m/s for the pedestrian desired speed, see [89]) or is formulated using empirical data as an optimisation problem (by least squares or by maximum likelihood, see, e.g., [227], [228], [229], [230]). The validation of KB methods is generally done using three typical ways: by using fundamental diagrams [114], [231], using data [232], [233], [234] and by comparing the resulting phenomena with real-world self-organization phenomena. The goal of the DL approach is to predict trajectories that are as close as possible to the real trajectories. Common key figures for the performance of the DL approaches are the average displacement error (ADE) [76] and the final displacement error (FDE) [34]. The first one averages the Euclidean distance between points of the predicted trajectory and the ground truth that have the same temporal distance and the second one measures the distance between the final predicted position and the ground-truth position. When the two approaches are compared in the literature the ADE and FDE are used as reference (see, e.g., [34], [102], [41]).

The algorithms of the DL approach have a large number of parameters that have no direct physical meaning and therefore can be referred to as coefficients. These coefficients have to be trained by one part of the data set (training phase). In general, this is done by using an training algorithm like the back-propagation algorithm [235]. The aim of this training algorithm is to adjust the network settings in a way, that minimizes the given cost function [236]. Common cost functions are the mean square error or the cross entropy. After the training is complete, the algorithms are feed with the rest of the data set to evaluate predictions (testing phase). This cross-validation method allows detecting overfitting phenomena, when the algorithm presents low training error but poor performance for the prediction of new data. The training is usually computationally expensive and is made offline, whereas the predictions of the trajectories (i.e., the computation), once the training is completed, are quite fast and can be made online (in real-time) [35]. We summarize our findings regarding the technical differences of both approaches in Table VI.

| Knowledge-based | Deep learning |
|-----------------|---------------|
| **Semantics**   |               |
| Model           | Algorithm     |
| Parameter       | Coefficient   |
| Calibration     | Training      |
| Validation      | Testing       |
| **Methodology** |               |
| Differential equation systems or cellular automata | Neural network, mostly RNN, LSTM, CNN, GAN |
| **Inputs**      |               |
| System actual state (e.g., pedestrian relative positions, velocities, etc. at time t) | Past trajectories discretised over the time interval \([t - T, t]\), \(T \approx 2-4\) s |
| **Outputs**     |               |
| Future pedestrian positions at time \(t + \delta t\), \(\delta t\) ranging from 0.01 s (discretised differential system) to 0.5–1 s (cellular automata) | Future pedestrian positions discretised over time interval \([t, t + T^*]\), \(T^* \approx 3-5\) s |
| **Modeling concepts** |               |
| Fundamental diagram | Learning human-interaction |
| Body exclusion, maximal density | Social pooling |
| Desired velocity and social force | Attention mechanisms |
| Static and dynamic floor field | Group dynamics |
| Collision avoidance techniques, spatial and temporal anticipation mechanisms | Human-space interactions |
| Vision angle, bearing angle |               |
| Temporal interaction indicators (time gap, time-to-collision, time-to-interaction) |               |
| **Performance evaluation** |               |
| Flow-density relationship | Average displacement error (ADE) |
| Comparison to experimental data | Final displacement error (FDE) |
| Description of collective behaviors and self-organised phenomena | Modified Hausdorff distance (MHD) |
B. Application oriented comparison

Besides the technical orientated differences, there are also great differences regarding the applications of both approaches. KB approaches are mostly used for crowded situations. Collective dynamics are described at macroscopic scales. Applications mainly rely on large-scale simulations to analyze, e.g., infrastructure design or evacuation situations. In contrast to that, the DL approach focuses more on single pedestrians and their interactions with other pedestrians or the environment locally and in low density situations. Applications are mainly for automated mobile systems like autonomous vehicles or industrial robots that have to anticipate the future behavior/trajectory of pedestrians to avoid collisions. The DL approach surpasses the KB approach in complexity (i.e., number of inputs as well as number of parameters/coefficients). This provides a high flexibility and enables the DL algorithms to learn complex interactions and motion patterns when the amount of data is sufficient. This is especially useful in situations where complexity prohibits the explicit programming of a system’s exact physical nature.

a) The importance of data: There are great differences in the role of data for the two KB and DL approaches. The performance of the DL algorithms highly depends on the quality of the data. The majority of researchers in this discipline use datasets containing low density situations with few interacting pedestrians to train the algorithms. A collection of datasets that are widely used to train and evaluate the algorithms are TrajNet++ [226] or OpenTraj [237]. The KB models do not need data to learn pedestrian behavior. Data is just needed for calibrating the parameters. In practice, this is often done by using experimental data including high density situations, see, e.g., [101]. The data used for the KB approach contains the trajectories of each pedestrian as well as the structure of the environment and locations of obstacles. For the DL algorithms, the data can be more varied because the algorithms are more flexible in terms of inputs. In the graph neural networks, the pedestrians and their interactions are described through a graph [169]. Other authors use spatial information represented as points of interest [190] or as occupancy maps [180]. By using CNNs it is even possible to use images or videos as inputs for the predictions [179]. Without sufficient amounts of data, the DL algorithms are not capable to learn pedestrian behavior and predict future trajectories successfully. In addition to the amount of data, pre-processing is an important step to archive good results and efficiently train the algorithm. One pre-processing technique is data normalization where the coordinates of the trajectories are normalized to coordinates with origin in the first observation, coordinates with origin in the last observation, or relative coordinates [238]. Another important pre-processing technique is data augmentation. Using GANs [239] is one form of data augmentation, but there are also more basic forms like rotating the input trajectories, mirror the trajectories, or applying Gaussian filter [238]. Schöller et al. [240] show that data augmentation helps to prevent the DL algorithm from learning environmental priors instead of pedestrian behavior.

b) Numerical comparison: Many studies report on numerical comparisons of KB and DL approaches for the prediction of trajectories. Authors generally used average and final displacement errors (ADE and FDE) to quantify the prediction accuracy. Several articles include the social-LSTM [34] and the social force model [1] as references for, respectively, DL and KB approach. In Table VII the ADE and FDE metrics from selected studies using the social-LSTM as a benchmark are shown. All these articles use the same algorithm, the same datasets, the same error metrics, the same length of observed (3.2s) and predicted trajectories (4.8s), and the same cross-validation methods. Nevertheless, the results vary significantly from one analysis to another. This is not just a problem of the social-LSTM, but of the evaluation of the DL approach in general. Reasons for this high variation could be the randomness of the dataset splitting, the randomness of the starting coefficients, differences in the implementation of the algorithms, or different hyperparameter settings for the training, among others. An attempt to solve this problem is the trajectory forecasting challenge Trajnet++ [226]. The challenge provides a uniform sampling and evaluation system allowing to compare rigorously different algorithms in the same framework. Table VIII reports on ADE and FDE metrics for selected articles using the social force model and social-LSTM algorithm. We can observe that the error estimates also vary significantly with the social force model. Yet, in contrast to Table VII the studies do not systematically use the same dataset and prediction length making direct comparisons potentially biased. The objective is to compare the KB and DL approaches using relative errors. Assuming that the setting for KB and DL approaches are identical for a given study, the comparison of relative errors is fair. The variations from one study to another are again very significant. However, except in the work of Cheng et al. [241], the social-LSTM systematically outperforms the social force model in terms of prediction accuracy. The mean ADE and FDE relative errors are, respectively, 105 and 80.4%. In the work from Hasan et al. [187] or from Song et al. [242] the differences are especially huge, the social-LSTM being up to 341% more accurate. Such results are statistically not surprising since the DL approach is based on much more free parameters (coefficients) than the KB approach.
TABLE VII
QUANTITATIVE COMPARISON OF ADE AND FDE METRICS FOR ARTICLES USING SOCIAL-LSTM AS BENCHMARK WITH DIFFERENT DATASETS.

| First author, year | Average | ETH | HOTEL | ZARA1 | ZARA2 | UCY |
|---------------------|---------|-----|-------|-------|-------|-----|
| Syed, 2019 [192]   | 0.08 / 0.14 | 0.15 / 0.295 | 0.05 / 0.08 | 0.05 / 0.08 | 0.07 / 0.1 | 0.1 / 0.16 |
| Xue, 2018 [170]    | 0.12 / 0.17 | 0.2 / 0.37 | 0.08 / 0.13 | 0.08 / 0.11 | 0.07 / 0.12 | 0.2 / 0.24 |
| Manh, 2018 [179]   | 0.25 / 0.22 | 0.18 / 0.34 | 0.25 / 0.29 | 0.37 / 0.33 | 0.19 / 0.1 | 0.25 / 0.03 |
| Alahi, 2016 [34]   | 0.27 / 0.61 | 0.5 / 1.07 | 0.11 / 0.23 | 0.22 / 0.48 | 0.25 / 0.5 | 0.27 / 0.77 |
| Vemula, 2018 [169] | 0.37 / 3.32 | 0.46 / 4.56 | 0.42 / 3.57 | 0.21 / 0.65 | 0.41 / 3.39 | 0.36 / 4.45 |
| Hossain, 2022 [243] | 0.44 / 0.98 | 0.6 / 1.31 | 0.15 / 0.33 | 0.43 / 0.93 | 0.51 / 1.09 | 0.52 / 1.25 |
| Zhu, 2019 [244]    | 0.45 / 0.91 | 0.73 / 1.48 | 0.49 / 1.01 | 0.27 / 0.56 | 0.33 / 0.7 | 0.41 / 0.84 |
| Hasan, 2018 [187]  | 0.64 / 1.45 | — | — | 0.68 / 1.53 | 0.63 / 1.43 | 0.62 / 1.40 |
| Gupta, 2018 [41]   | 0.72 / 1.54 | 1.09 / 2.35 | 0.79 / 1.76 | 0.47 / 1.00 | 0.56 / 1.17 | 0.67 / 1.40 |

TABLE VIII
QUANTITATIVE COMPARISON OF THE SOCIAL FORCE MODEL AND THE SOCIAL-LSTM (AVERAGE ADE/AVERAGE FDE).

| Approach | First author | Alahi [34] | Fernando [167] | Cheng [241] | Fernando [225] | Hasan [187] | Song [232] |
|----------|--------------|------------|----------------|-------------|----------------|------------|------------|
| Social force model | 0.39 / 0.60 | 3.24 / 4.86 | 0.37 / 1.27 | 1.5 / 2.46 | 4.28 / 7.63 | 0.61 / 0.96 |
| Social-LSTM | 0.27 / 0.61 | 1.76 / 3.51 | 0.67 / 3.1 | 1.1 / 1.89 | 0.97 / 2.08 | 0.25 / 0.22 |
| Relative error [%] | -44 / -1.6 | 84 / 38 | -80 / -145 | 36 / 24 | 341 / 267 | 144 / 336 |

c) Advantages and disadvantages of KB and DL approaches: The last paragraph shows that the DL algorithms outperform the KB models in terms of prediction accuracy of pedestrian trajectories in low density situations and that the results of the error metrics have a high fluctuation. This fluctuation is mainly a problem of the DL algorithms because the evaluation of these algorithms is based on these error metrics. In addition to this lack of reproducibility, there is also the problem of missing explainability of the DL approach. This means that the coefficients can not be physically understood and interpreted. Therefore it is not clear why the predicted trajectories have the given shapes. In applications where autonomous systems make decisions, it is important to understand and communicate why specific choices have been made [245]. But these in large numbers existing coefficients are also an advantage of the DL approach because they make it possible to learn complex behaviors by fitting a set of values such that the predicted behavior fits the observed behavior. These algorithms do not need a priori knowledge about the system, just observations.

The comparison of the KB models with the DL algorithms is mostly done numerically, disregarding the missing reproducibility and high fluctuation. Furthermore, important advantages of the KB models are not taken to account in the numerical comparison. First of all, the KB models have the advantage of simple forms and interpretable parameters, which makes it easy to reproduce the results and to understand the predictions. The interpretability of the parameters makes the models flexible and easy to cope with environmental and behavioral changes. For example, if the preferences of pedestrians change because of a pandemic, which entails social distance and desired time-gap to rise, the KB methods can change the parameters to model these new situations, without needing new data. In the DL approach, new data is necessary to learn behavioral changes. But the KB models also have disadvantages, like the need of domain knowledge. Furthermore, only average pedestrian behavior is simulated and it is difficult to capture the complete crowd behavior range with a single model [71]. The advantages and disadvantages, as well as other differences regarding the applications of both KB and DL approaches, are summarized in Table IX.
TABLE IX
APPLICATION ORIENTED COMPARISON OF THE KB AND THE DL APPROACH FOR PREDICTION OF PEDESTRIAN DYNAMICS.

| Knowledge-based | Deep learning |
|-----------------|---------------|
| **Applications**| Socially-aware mobile robots |
| Simulation tool | Design of intelligent tracking systems |
| Infrastructure design | Pedestrian trajectory prediction for autonomous vehicles |
| Evacuation situations | |
| Intelligent transport systems | |

| **Application scales** | |
|-------------------------|-------------------|
| Large-scale simulation | Local prediction scale (in time and space) |
| Large infrastructures (train station, stadium, commercial mall), urban centers, outdoor events | Few interacting pedestrians |

| **Crowd density** | |
|-------------------|-------------------|
| Low density (long range interaction, e.g., collision avoidance models) | Low density situations |
| High density (short range interaction, e.g., force-based models) | Long range pedestrian interaction |

| **Advantages** | |
|-----------------|-------------------|
| Interpretable parameter | Accurate predictions |
| Explainable predictions | Learn complex interaction |
| Reproducible | No domain knowledge necessary |
| Few data needed | No modelling-bias |
| | Can process different types of data |

| **Disadvantages** | |
|-------------------|-------------------|
| Low use of data | Not interpretable |
| Averaged behavior only | Not reproducible in praxis |
| Not suitable to complex interaction | Lack of generalisation |
| Complete crowd behavior range with a single model difficult to capture | Require large amount of data |
| | Necessary complexity of the network unknown |

V. FUTURE DIRECTIONS
In the last part of this work we want to look into the future and describe which trends we can identify.

A. The hybrid approach
In Table VIII it is shown that many points that can be criticized in the predictions with the DL algorithms are strengths of the KB models. KB models have few parameters with physical interpretations requiring few data for calibration, while the coefficients of the DL algorithms are generally not interpretable and much data is needed in the training phase. For this reason, the combination of both approaches seems to have potential as some pioneer studies point out [246], [36]. This combination is called the hybrid approach and even though the idea of combining both approaches has picked up momentum just in the last few years, there is already a vast amount of work in diverse disciplines. Examples of the hybrid approach are given in applications like the discovering of novel climate patterns [247], [248], the finding of novel compounds in material science [249], [250], the designing density functionals in quantum chemistry [251], or the improving imaging technologies in bio-medical science [252], [253]. Recently, the first applications for pedestrian trajectory predictions can be found in [254], [35], [37].

In general, there are three ways of combining both KB and DL approaches. First, KB models can be used to improve the DL algorithms. One possibility to do so is data generation. Simulations based on KB models are carried out to obtain a synthetic data set, that is used to train and test the neural network. A popular application of data generation can be found in the training of autonomous vehicles for the augmentation of data for scenarios that are not sufficiently represented in the available data set [255], [256]. In [257], [254], [34], the authors apply the social force model to generate a synthetic data-set for the training of neural networks and setting of hyper-parameters. Knowledge-guided design of architecture is another possibility to improve the DL algorithms with knowledge. The modular and flexible nature of the networks enables the use of knowledge to specify node connections that capture dependencies among variables. In this way, Antonucci et al. [35] successfully embed the social force model in the
architecture of a neural network to generate predictions of human motion. A common technique to improve the output of DL algorithms is *knowledge-guided loss function*. It makes the output consistent with physical laws so that unrealistic prediction can be ruled out [258], [259]. Because the training of DL algorithms is an iterative process, they require an initial choice of coefficients as a first step to commence the learning process. *Knowledge-guided initialization of the network* can be used to guide the network at an early stage to archive generalizable and physically consistent results [260].

The second way of combining the approaches is obtained by using DL algorithms to improve the prediction accuracy of the KB models. One of the oldest and most common way for addressing the imperfections of the KB approach is *residual modeling*. A DL algorithm learns to correct the errors made by the KB model by predictions the model residuals [258]. Bahari et al. [261] proposed a so-called "realistic residual block" to improve vehicle trajectory predictions. Another way to improve the KB predictions consists in calibrating the parameters of the KB models by using DL algorithms. Göttlich et al. [262] use neural networks to estimate the parameters of the social force model. Hossein et al. [243] extent the social force model [1] using group forces, based on neural networks, to consider interactions with static obstacles, other pedestrian, and pedestrian groups. Kreiss [263] uses deep neural networks to estimate different interaction potentials for the social force model.

Given enough data, DL algorithms are capable of predicting pedestrian trajectories of a given scene with relative high accuracy. However, pedestrians experience different interactions in different situations. Whether they are able to make accurate predictions for the hole range of possible scenes and interactions is a open question. The hybrid approach is useful for this problem because it can compensate scarcity of data with available knowledge. The hybrid approaches are promising to improve the predictions of pedestrian trajectories because they benefit from the strengths of both approaches and reduce shortcomings like the missing explainability of the DL approach.

### B. Other directions

As it has been shown in Fig. [2] the DL approach has gained attention just a few years ago. At the current state-of-the-art, DL is mostly used for learning human behavior and predicting single pedestrian trajectories. In the future, the DL approach could be used in more applications in the discipline of pedestrian dynamics and notably for large scale simulation and the simulation of collective dynamics. Nowadays, the behavior and interactions of agents in simulation platforms currently available rely on KB approaches [135], [136], [137]. Following the success of the DL algorithms for predictions of pedestrians in low density situations, there is a high potential to use these methods for accurate predictions of crowd dynamics like in evacuation situations.

In addition to the KB models, RL algorithms are often used for simulating crowd dynamics, but they have some disadvantages, like the need of a reward function, a priori given goal/destination, or the difficulty to incorporate interactions. Such difficulties are overcome by the supervised DL algorithms. The combination of RL and DL algorithms seems to be promising to solve these disadvantages as Everett et al. [164] have recently shown. Other works have shown successful applications of deep RL for crowd simulations [163] or even evacuation dynamics [264].

There are still open questions to be tackled, before supervised DL algorithms could be successfully used for large-scale crowd simulations, like:

- Which kind of neural networks, which complexity and which training data should be used for large-scale simulation including different types of geometries?
- Should the type and complexity of appropriate networks as well as the data used for the training depend on the scenarios of the simulation?

Besides these considerations, one may expect to develop deep networks trained on large amounts of data that could predict accurate trajectories for any density levels and any type of facility. Such networks could be used in agent-based simulation platforms whose objective is to simulate any type of scenario. Yet, the question whether such universal networks, as supervised approaches, require training on datasets representing the full diversity of pedestrian dynamics remains open. It may be possible, as in unsupervised approaches, that training on few data is sufficient to obtain accurate predictions even for scenarios the networks are not trained for. Such question raises more generally on the robustness of the predictions against new data, i.e., new situations, scenarios, density levels, or types of facilities. Some preliminary results obtained in a corridor and a bottleneck have shown that neural networks are quite robust to new types of facilities and may even overcome KB models in terms of prediction robustness [265], [21].
Another possible development direction of DL approaches for prediction pedestrian trajectory concerns the nature and type of the inputs. The inputs of the algorithms are mostly the trajectories of the pedestrian over finite past horizon. Yet, studies of pedestrian dynamics with KB models identified different relevant variables like, besides the relative position, the relative velocity, the time gap, or indicators related to possibilities of collision such as bearing angle, collision cone, or time-to-collision. The use of these variables as inputs, even if they can theoretically be deduced from the trajectories, could allow obtaining prediction improvement, especially in the case of low amount of data for the training phase. We can already observe a trend to use more inputs and notably the speed difference and other hidden variables estimated by training. One may expect to include further variables as inputs. The time-to-collision and the time gap, whose roles are fundamental in KB pedestrian dynamic models, are promising candidates. Such variables contain information about the relevance of the interactions and may even substitute the interaction or attention modules of DL approaches.
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