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Abstract: In contrast to traditional Intrusion Detection Systems (IDSs), data mining anomaly detection methods/techniques has been widely used in the domain of network traffic data for intrusion detection and cyber threat. Data mining is widely recognized as popular and important intelligent and automatic tools to assist humans in big data security analysis and anomaly detection over IDSs. In this study we discuss our review in data mining anomaly detection methods for HTTP web services. Today, many online careers and actions including online shopping and banking are running through web-services. Consequently, the role of Hypertext Transfer Protocol (HTTP) in web services is crucial, since it is the standard facilitator for communication protocol. Hence, among the intruders that bound attacks, HTTP is being considered as a vital middle objective. In the recent years, an effective system that has attracted the attention of the researchers is the anomaly detection which is based on data mining methods. We provided an overview on four general data mining techniques such as classification, clustering, semi-supervised and association rule mining. These data mining anomaly detection methods can be used to computing intelligent HTTP request data, which are necessary in describing user behavior. To meet the challenges of data mining techniques, we provide challenges and issues section for intrusion detection systems in HTTP web services.
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Introduction

Web application is another name of the software inside the server that produces real time content of the web (Igino Corona, 2010). Many of the online activities and networks such as, internet banking, social networks, email and search engines are nowadays utilized as web applications or browsers which communicate with web services by making use of HTTP protocols. Actually HTTP client is supposed to ask for a certain response from the web service or HTTP server and receive the response (Kapodistria et al., 2011). Consequently, the standard communication protocol of web services is making a widespread use of HTTP (Torrano-gimenez et al., 2010).

Then it is clear that HTTP protocol is an important medium objective for intruders that bound attacks for web services, since this HTTP-based services administer the online operations that deal with the extensive load of data (Yang et al., 2009). That is why hackers have been able to penetrate into many web services, as well as, the networks of the companies with high profile (Barot and Toshniwal, 2012).

The fact is that many of the web applications have been created not by experts, but by people with poor security abilities (Robertson et al., 2006). Based on data provided by CERT/CC, vulnerabilities and number of virtual attacks have highly raised up from 1998 to 2002. Malek and Hamantzir (2004), indicated that in spite of
the reports claiming that there have been little intrusion in the early 1990s, the reports show 25,000 of intrusions happened in 2000 which means the intrusions have highly increased. The number of attacks happened from 1990 to 2010 are illustrated in Fig. 1. Both the list of Common Vulnerabilities and Exposures (CVE) (Christey and Martin, 2007) and the recent research on security issues in the digital network of the world show that 25 percent of the total security threats were related to web application vulnerabilities (Vasudevan et al., 2011).

In contrast to traditional Intrusion Detection Systems (IDSs), data mining anomaly detection methods/techniques has been widely used in the domain of network traffic data for intrusion detection and cyber threat. Data mining is widely recognized as popular and important intelligent and automatic tools to assist humans in big data security analysis and anomaly detection over Intrusion Detection Systems (IDSs). This study reviews the data mining methods used by HTTP web services anomaly detection, concentrating on which aspects of the HTTP traffic are analyzed and what selection methods have been used, which attempts to classify HTTP traffic as normal or anomalous.

**Intrusion Detection System (IDS) And Web Services**

Anderson (2002) proposed an Intrusion Detection Systems (IDSs) to the world to confront the increasing number of cyber attacks. Intrusion detection and firewall come next to each other in security issues since that time. Intrusion detection system controls networks and users, monitors vulnerabilities and configurations of the systems and informs the administrators in the case of attacks. IDSs are divided into two groups according to the type of intrusion detection and the type of system. For example, misuse detection versus anomaly detection systems are different in their intrusion detection and network-based versus host-based detection systems are divided according to their type of systems.

The network-based intrusion detection systems (NIDS) identify the intrusions in the networks while the computers are connected to internet and other networks at the same time. However, data may be lost during the detection procedure and hence, accuracy is a big issue. Moreover, since data cannot be decrypted at the network level, encrypted data in NIDS can be an issue (Nadiammai and Hemalatha, 2012; Du, 2006; Khalilian et al., 2011).

In the host-based intrusion detection Systems (HIDS), every single host at host level will go through the intrusion detection. Comparing to network-based ones, host-based systems have less problems, although for each single host there should be an attached HIDS. The advantage of host-based system is that it has the capability of detecting the attacks that was not possible through network-based intrusion detection systems and also, it can work in an encrypted network setting (Nadiammai and Hemalatha, 2012; Du, 2006; Khalilian et al., 2011).

Regarding the intrusion detection type of systems, IDSs are divided into two groups of Anomaly-based Detection (AD) and signature or Misuses-based Detection (MD). Misuse detection systems create a special model or ‘signature’ for each known attack and any new activity that looks like a ‘signature’ in the list would be caught by the system. These systems are working well with the already known intrusions, however, they fail to identify the new ones (Wang and Stolfo, 2004).

The research came up with a new generation of IDS, that is, anomaly detection systems which work based on the assumption that every anomalous activity is doubted and needs to be checked. These systems are already planned with a normal or expected model or activity and will detect any deviation of the normal model as a possible attack or security threat. Anomaly-based detection has the privilege of detecting novel or unknown attacks and hence, is usually considered a more effective and powerful system (Estévez-Tapiador et al., 2004). The cons and pros of the anomaly detection systems are shown in Table 1 (Saboori et al., 2010).

Intrusions detections of web services are not that detailed and complicated and are one of the activities of Web Application Firewalls (WAF). HTTP or Application level protocols are usually utilized by web services for data transmission between service providers and users. Communication between applications is done through XML messages via HTTP (Vorobiev and Han, 2006). Therefore, the corresponding protocols ports (i.e., port 80) should be easily accessed so that the activities and services could be run.

| Approaches       | Advantages                          | Disadvantages                             |
|------------------|-------------------------------------|-------------------------------------------|
| Misuse detection | Accurately and generate must fewer false alarm | Cannot detect novel attacks and threats |
| Anomaly detection| Is able to detect unknown attacks based on audit | High false alarm and limited by training data |

Table 1. Misuse Vs. anomaly detection
That is the reason hackers make use of ports to easily find a way through the network. Actually, security services such as, normal network intrusion prevention or detection systems, firewalls and content filters many times cannot prevent the intruders’ access to web services.

The main technology of web services is XML that can be understood by web service IDSs, meaning that, web services are considered as the main parts of today’s web applications and hence, intrusion detection systems are helpful in protecting the web services (Najjar and Azgomi, 2010). Firewalls can secure the organizations network, but they have two open TCP ports that are utilized for transmitting requests in web services (for HTTP port 80 and for HTTPS port 447) (Karnwal et al., 2012). Data mining approaches for intrusion detection system is designed as in-depth defense mechanism and acts behind the firewalls within the security structure of an enterprise.

**Data Mining Based Anomaly Detection Methods**

Data mining is a multidisciplinary field refers to a technique to intelligently and automatically assist humans in analyzing the large volumes of data to identify valid, novel and potentially useful patterns in data. Data mining, also popularly referred to as Knowledge Discovery from Data (KDD), is the automated or convenient extraction of patterns representing knowledge implicitly stored or captured in large databases, data warehouses, the Web, other massive information repositories, or data streams (Han et al., 2011).

Data mining takes advantage of advances in the fields of Artificial Intelligence (AI), machine learning and statistics in order to help in pattern recognition and classification. Other disciplines used in data mining include rule-based and case-based reasoning, fuzzy logic and neural networks, knowledge-based systems, high-performance computing, information retrieval and data visualization. The Data mining methods/techniques used in anomaly detection systems include classification, clustering, semi-supervised and association rule mining and so on.

Various supervised and unsupervised algorithms used by researchers for intrusion detection with varying degree of accuracy are reviewed here. The following is an overview of data mining-base anomaly detection methods that was utilized to detect anomalous attacks.
Classification-based Anomaly Detection

By simple definition, in classification analyze a set of data and generate a set of grouping rules which can be used to classify future data or predict future data trends that sometimes called supervised learning. Several major kinds of classification method including decision tree induction, Bayesian networks, k-nearest neighbor classifier. In this case, main idea is build a classification model for normal and anomalous events based on labeled training data with require knowledge of both normal and anomaly (attacks) class. The learned model is then applied on the test dataset in order to classify unlabeled records into normal and anomalous records in order to classify each new unseen event (Amer et al., 2013) (Fig. 2).

A RIPPER classifier method was suggested (Lee and Stolfo, 2001; Lee et al., 2002) to induce rules from the data by employing a divide-and-conquer approach and involving either discarding or pruning some of the learnt rules is carried out to increase the classifier accuracy. RIPPER classifier has been successfully used in data mining based anomaly detection algorithms to classify incoming audit data and detect intrusions.

Clustering-based Anomaly Detection

Is second learning approach which called unsupervised learning. Here, the data does not contain any labeling information and no separation into training and testing phase is given. Unsupervised learning algorithms assume that only a small fraction of the data is anomaly and that the attacks exhibit a significantly different behavior than the normal records.

In many practical application domains, the unsupervised learning approach is particularly suited when no labeling information is available. Moreover, in some applications the nature of the anomalous records is constantly changing, thus obtaining a training dataset that accurately describe anomaly is almost impossible. On the other hand, unsupervised anomaly detection is the most difficult setup since there is no decision boundary to learn and the decision is only based on intrinsic information of the dataset (Amer et al., 2013) (Fig. 3).

An automatic and unsupervised payload-based anomaly detector is called PAYL (Wang and Stolfo, 2004). PAYL model is data mining-based anomaly detection and very efficient fashion for HTTP traffic data for get effectiveness of accuracy and false positive rate for port 80 traffic. Wang and Stolfo (2004) describe the use of clustering learning for anomaly detection based on Mahalanobis Distance Map (MDM). The procedure is first to measure a profile during a training phase by the frequency distribution and their standard deviation of the application payload moving to a single port and host and then, to use of MDM during the detection stage to compare the new and pre-computed data. Character distributions, buffer-overflow attacks usually have unique character distributions. A character distribution metric was applied on similarly-sized packages by Wang and Stolfo (2004).

Some new designs were introduced by Dokas and Ertoz (Dokas et al., 2005), some data mining method for network intrusion detection systems that were called density based local outliers (LOF) and unsupervised support vector machine (SVM). This anomaly detection made clustering models for identifying known intrusions and anomaly detection schemes for detecting unknown cyber attacks. The research on real-time data suggested that unsupervised SVMs were working wonderfully in identifying the new intrusions; however they used to give too many false alarms rate. Also, the LOF technique proved to be the best in identifying new intrusions.

In another research (Jamdagni et al., 2013), proposed a new anomaly detection system, ReFIDS model (an efficient payload-based anomaly intrusion detection system), which is based on pattern recognition technique used in image processing. Unsupervised classification learning as Mahalanobis Distance Map (MDM) is used to discover hidden correlation between the features and among the packet payloads and then Principal Component Analysis (PCA) applied to reduce the dimensionality of feature space and false positive rate by efficient pre-processing of packet payload data. This data mining unsupervised has the important advantage of being simple and fast to compute and this payload-based anomaly intrusion detection system generally quite good at detecting web-based traffic data or HTTP web services.

Semi-Supervised Cluster Analysis

In contrast with supervised learning classification, clustering be without direction from users or classifiers (such as class label value) and therefore may not generate highly worthwhile clusters. The quality of unsupervised clustering can be significantly improved using some weak form of supervision. Such a clustering process based on user feedback or guidance constraints is called semi-supervised clustering.
Methods for semi-supervised clustering can be categorized into two classes: Constraint-based semi-supervised clustering and distance-based semi-supervised clustering. Constraint-based semi-supervised clustering relies on user-provided labels or constraints to guide the algorithm toward a more appropriate data partitioning. This includes modifying the objective function based on constraints, or initializing and constraining the clustering process based on the labeled objects. Distance-based semi-supervised clustering employs an adaptive distance measure that is trained to satisfy the labels or constraints in the supervised data (Han et al., 2011).

In semi-supervised anomaly detection approach, where the algorithm models the normal records only. Records that do not comply with this model are labelled as outliers in the testing phase. Advantages of this semi-supervised anomaly detection can be easily understood of Models as well as normal behavior can be accurately learned but possible high false alarm rate - previously unseen (yet legitimate) data records may be recognized as anomalies (Amer et al., 2013). In recent years, some techniques of anomaly detection have been suggested (Perdisci et al., 2008) that are semi-supervised anomaly detection. These new techniques of anomaly-based network IDSs are able to identify (anonymous) zero-day attacks, however, the load of false positives that are produced by detection system needs to be taken care of and controlled. A new data mining based anomaly detection system for packet payload data is called McPAD, which is a set of one-class Support Vector Machine (SVM).

Multiple-classifier Payload-based Anomaly Detection (McPAD) is a new accurate data mining-based anomaly detection system that consists of an ensemble of one-class classifiers. It shows that semi-supervised learning is very accurate in detecting HTTP web service attacks that bear some form of shell-code in the malicious payload. This holds true even in the case of polymorphic attacks and for very low false positive rates.

**Association Rule Mining**

Agrawal et al. (1993) are one of many data mining techniques that describe events that tend to occur together. The concept of association rules can be understood as follows: Given a database $D$ of transactions where each transaction $T \in D$ denotes a set of items in the database, an association rule is an implication of the form $X \Rightarrow Y$, where $X \subseteq D$, $Y \subseteq D$ and $X \cap Y = \emptyset$. The rule $X \Rightarrow Y$ holds in the transaction set $D$ with confidence $\text{conf}$ if $\text{conf}$ of transactions in $X$ also contain $Y$. Two important concepts when dealing with association rules are rule confidence and rule support. The probability of rule confidence is defined as the conditional probability $P(Y|X \cup T)$ The rule $X \Rightarrow Y$ has support $s$ in the transaction database $D$ if $s\%$ of transactions in $D$ contain $X\cup Y$. Association rules have been successfully used to mine audit data to find normal patterns for anomaly detection in network traffic data. They are particularly important in the domain of anomaly detection because association rules can be used to construct a summary of anomalous connections detected by the intrusion detection system. There is evidence that suggests program executions and user activities exhibit frequent correlations among system features. These consistent behaviors can be captured in association rules.

The model that is used to identify the correlations of the features achieved after pre-processing, is called MADAM ID, for Mining Audit Data for Automated Models for Intrusion Detection (Lee and Stolfo, 2001; Lee et al., 2002). MADAM ID consists of classification and meta-classification programs, association rules and frequent episodes program. The model used data mining association rules technique for building intrusion detection systems. In this method, some frequent association rules are used as a sign to find out whether the audit data is sufficient. Then, RIPPER classifier is used to sets of labeled data and the intrusions are figured out. MADAM ID model is type of the systems reconstruct the network packets and extract features that describe the higher level interactions between end hosts. This approach is generally excellent at detecting cyber treats in valid connections.

FARM model was developed by Chan et al. (2013) for Simple Object Access Protocol (SOAP) or Extensible Markup Language (XML)-based attacks over HTTP web services. Most research in host and network-based anomaly detection system are only able to detect attacks on the low level of network (computer system) while web service technologies running on higher application level. A Fuzzy Association Rule Model (FARM) is a new data mining anomaly detection system proposed to network security problems, especially for web service based e-commerce applications.

Some new data mining anomaly detection methods introduced for web mining intrusion detection system that called Sensor Web IDS to confront the web intrusions (Ezeife et al., 2008). This web mining IDS was an algorithm based on theories of mean and standard deviation and used to compute the greatest possible value length of input parameters. In order to
detect the misuse and anomaly intrusions, a method was used for mining the list of frequent parameters and their continuous order called “association rule mining”. This data mining model, web mining IDS, which combines power of anomaly and misuse detection by applies association rule mining to find apart from traditional network attacks such as user to root-U2R (e.g., buffer overflow attacks), remote to user attacks-R2U, Denial of Service (DoS) and probes attacks, which are also applicable to web applications, e.g., cross-site scripting attack (XSS), SQL-Injection, session hijacking and cookie poison attacks.
However, intrusion detection systems are still exposed to new problems. The highlighting features available algorithms of intrusion detection types in literature are shown in Table 2.

### Discussion

The following data mining anomaly detection algorithms are illustrated in Table 2, the results showed that unsupervised models such as Mahalanobis Distance Map (MDM) (Jamdagni et al., 2013) and one-class Support Vector Machine (SVM) (Perdisci et al., 2008) had considerably higher accuracy and false positive rate in same dataset. Moreover, data mining association rule technique such as Fuzzy Association Rule Model (FARM) (Chan et al., 2013) proved to have high accuracy in recognize anomaly attacks as well as considerable low false positive rate. In spite of the fact that the above approaches proved to have high accuracy, still they all failed to show a high percentage of false positive which is considered a parallel criteria of accuracy as well.

Going through the history of data mining anomaly detection algorithms, one finds out that the two data mining techniques as semi-supervised and unsupervised classification, that is, one-class Support Vector Machine (SVM) and Mahalanobis Distance Map (MDM) have showed rewarding results in same dataset (DARPA 1999 dataset). Consequently, the researcher relies on these two techniques as the standard algorithms for HTTP web service request data. Moreover, high dimensional data always have some possible inaccuracy because of the limitations in quadratic computational complexity (Amer et al., 2013).

We provided an overview on four general data mining techniques that such as classification, clustering, semi-supervised and association rules. These data mining anomaly detection methods can be used to computing intelligent HTTP request data, which are necessary in describing user behavior. To meet the challenges of data mining techniques, we provide challenges and issues section for intrusion detection systems in HTTP web services. The challenges and issues related to data mining methods and intrusion detection systems are summarized as follows:

- **Research review** show that unsupervised and semi-supervised data mining anomaly detection methods tested on public dataset (DARPA1999) resulted in acceptable accuracies; however, detection model was not checked on different sources of private datasets. Thus, one could hardly ensure the reliability and accuracy of these algorithms because of the public dataset limitations.
- **Although some data mining clustering techniques in anomaly detection** have proven to be successful according to the literature review, many of these studies ignore the continuous alteration in web service data. Therefore, it is not easy to correctly identify the intrusions on HTTP web service request data. Moreover, the possibility of inaccuracy always exists in dealing with high dimensional data due to limitation of quadratic computational complexity.
- **Most of the studies that reported high accuracy in detection failed to show high rate in false positive.** Hence, since false positive is an integrated measure for achieved accuracies, the amount of it that is produced by detection system must be carefully controlled.
- **Majority of anomaly-based intrusion detections** can only identify network layer and computer systems attacks. Moreover, the patterns and behaviors of HTTP web services are changing and growing in the course of time, as well as, the types of attacks.

---

Table 2: Performance of anomaly detection algorithms

| Main Algorithm       | Methodology | Dataset          | Detection rate (%) | False positive | Ref.          |
|----------------------|-------------|------------------|--------------------|----------------|---------------|
| RIPPER classifier (JRP) | NIDS/MD    | DARPA 1998       | 80.2               | NA             | Lee et al. (2002) |
| Mahalanobis Distance Maps (MDM) | NIDS/AD | DARPA 1999       | 98.0               | 0.1%           | Wang and Stolfo (2004) |
| Density based local (LOF) | NIDS/AD    | DARPA 1998       | 73.7               | 1%             | Dokas et al. (2005) |
| Unsupervised SVM      |            |                  | 84.2               | 4%             |               |
| Association Rule Mining (ARM) | HIDS/AD/MD | Private | 98.3               | NA             | Ezefie et al. (2008) |
| One-Class SVM         | NIDS/AD    | DARPA 1999       | 95.0               | 0.01%          | Perdisci et al. (2008) |
| Mahalanobis Distance Map (MDM) | NIDS/AD | DARPA 1999       | 100.0              | 0.087%         | Jamdagni et al. (2013) |
| Fuzzy Association Rule Mining (FARM) | NIDS/AD/MD | Private | 99.0               | 0.1%           | Chan et al. (2013) |
(SOAP/XML over HTTP intrusions) and target features (i.e., the frequency, size, variety). No delicacy testing has been done on payload packet features in HTTP web services and especially the SOAP-based on XML intrusions at the moment.

Conclusion

In this review study, we proposed a comprehensive survey of anomaly detection systems using data mining methods/techniques for HTTP web services in the recent past and present. The key ideas are to review data mining techniques to discover consistent and useful patterns of system features over HTTP web services and introduce the set of classifiers learning such as classification, clustering, semi-supervised and association rule mining that can identify anomalies and known attacks. We also generally discussed the review on intrusion detection systems and specially the issues regarding data mining-based anomaly detection. The discussion showed that old data sets are no longer in general use in many cases, since there is an increase in the variety, frequency, complexity and amount of the attacks, while target dataset cannot be publicly accessed to compare and evaluate. Although public data in unsupervised methods have proved high percentage of accuracy in majority of intrusion detection studies, these studies were not repeated with a different set of data to let for comparison and also many of detection accuracies failed to show high percentage of false positive.

Furthermore, in spite of many research on detection of web application attacks, SOAP or XML-based attacks are not fully covered and a large number of data mining anomaly-based detection models can only identify the network layer and computer systems attacks. There is an attempt in this research to introduce a new data mining method specifically for anomaly-based web service intrusion detection on HTTP traffic, based on the discussed issues in this regard. The rate of success obtained in many areas shows the value of investigating the possibility to increase the accuracy and performance of the intrusion detection model while handling SOAP/XML-based attacks.

In our future work we aim to implement data mining anomaly detection methods such classification, clustering and semi-supervised within a particular context of HTTP web services. We also plan to experiment these data mining techniques on 1999 DARPA/MIT Lincoln labs and new HTTP datasets for packet payload.
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