Abstract. Imitation learning is a widely used policy learning method that enables intelligent agents to acquire complex skills from expert demonstrations. The input to the imitation learning algorithm is usually composed of both the current observation and historical observations since the most recent observation might not contain enough information. This is especially the case with image observations, where a single image only includes one view of the scene, and it suffers from a lack of motion information and object occlusions. In theory, providing multiple observations to the imitation learning agent will lead to better performance. However, surprisingly people find that sometimes imitation from observation histories performs worse than imitation from the most recent observation. In this paper, we explain this phenomenon from the information flow within the neural network perspective. We also propose a novel imitation learning neural network architecture that does not suffer from this issue by design. Furthermore, our method scales to high-dimensional image observations. Finally, we benchmark our approach on two widely used simulators, CARLA and MuJoCo, and it successfully alleviates the copycat problem and surpasses the existing solutions.

Keywords: Imitation learning; Autonomous driving; Copycat problem

1 Introduction

Learning to control in complex environments is a challenging task. Imitation learning is a powerful technique that learns useful skills from a pre-collected expert demonstration [44, 1, 32, 30, 17]. Compared with reinforcement learning [25, 33, 34], imitation learning is generally more data-efficient and does not require destructive exploration. Behavioral cloning (BC) [31, 20, 26, 13, 4] is one of the most widely used imitation algorithms. It directly mimics the expert behavior by learning the mapping from the observations to the expert actions with supervised learning.
Imitation learning has achieved many successes in the past in domains like autonomous driving [31, 4] and drone flying [22]. Imitation learning has also become an essential component in many other policy learning algorithms [32, 21].

In an Markov Decision Process (MDP), the input to the behavioral cloning algorithm can be the current state (Behavioral Cloning from Single Observation, i.e., BCSO). However, in practice, the agent’s observation might be far from Markovian. This is the case, especially with visual observations. The most recent visual frame usually misses essential information, such as the objects’ motion and appearance that are occluded in the current frame but visible in previous frames. Thus in many applications, it is more reasonable to provide the behavioral cloning algorithm with the observation histories (Behavioral Cloning from Observation Histories, i.e., BCOH) instead of a single observation. This allows the agent to access the state of the problem better.

However, recent works [14, 40] find that behavioral cloning with observation histories can sometimes perform even worse than behavioral cloning from the most recent observation. This phenomenon is counter-intuitive: the more complete input features (observation history) should lead to better downstream performance, but in practice, it won’t! [14, 41–43] explain this phenomenon as BCOH is prone to learn an action prediction shortcut instead of the correct concept. BCOH predicts the current action $a_t$ from the observation histories $o_t, o_{t-1}, \cdots$. However, the observation histories are actually obtained by executing previous expert actions $a_{t-1}, a_{t-2}, \cdots$ in the environments. Usually, the actions of an agent transit smoothly. Thus the BCOH agent tends to recover $a_{t-1}$ from the observation histories and predict $a_t$ based on that. This phenomenon is referred to as copycat problem or inertia problem in the literature [41, 42, 9]. It is a kind of causal confusion that severely limits the application of behavioral cloning algorithms to a broader range of the problem.

Early works [14, 41, 42] have proposed several approaches to resolve the causal confusion problem. However, they are either limited to only dealing with low-
dimensional state-based environments [41] or suffer from performance limitations when dealing with high-dimensional image observations [14, 42]. In this paper, we approach the problem from a neural network information flow view and propose a neural network architecture that does not have the copycat problem by design. Since the BCOH method learns the incorrect solution because the previous action $a_{t-1}$ is a shortcut solution, we propose to design the neural network architecture such that it cannot learn to act based on the previous actions. Fig. 1 illustrates the concept of why copycat problem occurs and our solution. Unlike previous approaches, which achieve similar effects by using adversarial training [41] or using per sample re-weighting [42], our policy avoids the incorrect solution more thoroughly by cutting the information flow of the wrong clue. Thus, our method trains more easily and achieves better task performances.

We benchmark our method in a challenging autonomous driving environment, CARLA [10]. CARLA is a visually realistic driving simulator. It is widely used as a benchmark for autonomous driving and imitation learning [8, 16, 9]. Besides CARLA, we evaluate the performance in a commonly used robotics simulator, MuJoCo [39], with image-based observation. Our method outperforms all previous approaches on these challenging benchmarks.

2 Related Work

Imitation Learning and Copycat Problems: Imitation learning [44, 1, 30] is a powerful technology to learn complex policies from expert demonstrations. Among the different imitation learning methods, behavioral cloning is a simple but effective paradigm that directly regresses the expert actions from the observations. However, like other imitation methods, behavioral cloning suffers from the distributional shift that small errors will accumulate over time during testing and finally make the imperfect imitators encounter out-of-distribution states [32]. We focus on a specific phenomenon arising under the distributional shift in the partially observed settings – the copycat problem [41–43]. Although environmental interactions [17, 14, 5] or a queryable expert [32, 38, 19, 37, 36] can resolve it, purely offline methods [41, 2, 42, 43] are understudied. The specific definition and existing solutions for the copycat problem will be introduced in detail in Sec. 3.3. In this paper, we propose a new neural network architecture for imitation policies to solve the copycat problem more thoroughly.

Shortcut Learning: While the numerous success stories of deep neural networks (DNN) have rapidly spread over science, industry, and society, its limitations are coming into focus. For example, in computer vision, DNN image classifier tends to rely on texture rather than shape [12] and the background rather than objects [3, 43]. And in NLP, some language models turn out to depend on spurious features like word length without understanding the content of a sentence [28, 24]. [11] summarize this phenomenon and name it “shortcut learning,” i.e., the DNNs prefer to learn the more straightforward solution (shortcut) rather than taking more effort to understand the intended solution. We regard the copycat problem as an instance of shortcut learning: when the scenes and
labels change smoothly, the neural networks tend to cheat by extrapolating from the historical information, a shortcut solution. Beyond imitation learning, the copycat problem also exists in other sequential tasks, such as robotics manipulation [23], tracking [46], forecasting [18], etc. Our method may generalize to these tasks, and we leave this to our future work.

3 Preliminaries

3.1 Partially Observed Markov Decision Process

The decision process of an agent equipped with sensors can be best described by a partially observed Markov decision process (POMDP) since the equipped sensors such as cameras or LiDARs can only perceive part of the environment at each time step. A POMDP can be formalized as a tuple \((S, A, T, r, O)\), where \(S\) is the state space of the environment, \(A\) is the action space of the agent, \(T\) is the transition probabilities between states with a given action, \(r: S \times A \rightarrow \mathbb{R}\) is the reward function and \(O\) is the observation space of the agent. In practice, the dimension of \(S\) is much greater than the dimension of \(O\). At each time step \(t\), the agent has no access to the underlying true state \(s_t\) and has to take the action \(a_t\) according to the observation \(o_t\). To deal with partial observation, it is common to take the historical information into account [27, 25, 2, 41, 42], constructing observation history \(\tilde{o}_t = [o_t, o_{t-1}, \ldots, o_{t-H}]\) where \(H\) is the history length.

In the imitation learning setup, we are given a demonstration dataset composed of observation-action tuples: \(\{(o_t, a_t)\}_{i=1}^N\). They represent good behaviors, i.e., the trajectories that achieve high accumulated rewards. However, the reward is not provided in the imitation learning setup. Instead, the goal of imitation learning is to learn a function that maps observation histories \(\tilde{o}_t\) to the expert action \(a_t\) that leads to high accumulated rewards.

3.2 Behavioral Cloning:

Among all the variants of imitation learning, we focus on behavioral cloning (BC), a straightforward but powerful approach to mimic the expert behaviors from a pre-collected demonstration \(D = \{(o_i, a_i)\}_{i=1}^N\), where the \(N\) is the number of samples. BC reduces the complex policy learning into supervised learning by maximizing the log-likelihood of the action \(a_t\) conditioned on the observation history \(\tilde{o}_t\) so that the agent can behave as similarly to the expert as possible, i.e., \(\theta^* = \arg \max_{\theta} \mathbb{E}_D[\log P(a_t|\tilde{o}_t; \theta)]\). \(H = 0\) is BC from single observation (BCSO), and \(H > 0\) is BC from observational histories (BCOH).

3.3 Copycat Problem

The copycat problem is a phenomenon that the BC agent tends to infer a “copycat” action similar to the previous action. When the copycat problem happens,
both the training and the validation loss are low, but the in-environment evaluation has poor performance. It is not an instance of the over-fitting problem. Prior works [2, 9] showed using only a single observation $o_t$ can achieve better performance than using multiple observations on their tasks. In addition, [14, 41, 42] show that the agent can completely fail when the input contains information about the previous actions. The copycat problem is a widely existing phenomenon in many downstream tasks when using BC, such as autonomous driving [42, 40] and robot control [14, 41].

Fig. 2 displays a concrete example of the copycat problem. In a driving scenario, the expert brakes immediately when it observes a person crossing the road so it can stop timely to prevent a traffic accident from happening. On the other hand, a copycat agent tends to keep its own previous action and usually brakes late or doesn’t brake at all. Similar failure cases have been confirmed by multiple previous works [40, 42].

The reason why copycat problems happen in BC has been investigated in previous works [14, 41, 42]. It happens because there exists a shortcut from the input observation history $\tilde{o}_t$ to the target current action $a_t$. The input observation history is obtained by executing the expert actions $a_{t-H}, a_{t-H+1}, \cdots, a_{t-1}$ in the environment. Since most sequential decision problems exhibit a smooth transition property, expert actions also usually change smoothly. This means the previous action $a_{t-1}$ is very close to the prediction target $a_t$. In many cases, the agent predicts the action $a_t$ either completely or partially based on the information of the previous action $a_{t-1}$. However, decisions based on an agent’s own previous action could be wrong in many cases, such as the vehicle stopping for the pedestrian case discussed above.
4 Methodology

Since the copycat problem is caused by the model learning the spurious prediction pathway from the previous action $a_{t-1}$ to the current action $a_t$, in this section, we propose a neural network architecture that doesn’t have this pathway by design. I.e., we would like our neural network to be unable to access the previous action $a_{t-1}$ information according to the neural network architecture. We note that similar ideas have been explored by [41]. However, they propose to achieve this with adversarial networks, and we show that our solution has a much better scaling property than the previous one.

Fig. 3. Our framework: We propose to solve the problem with one memory extraction stream (upper stream $M_\phi$) and a policy stream (lower stream $\pi_\theta$). The memory extraction stream extracts copycat-free historical features, and the policy stream fuse the current observation and the history to output final decisions. Furthermore, blocks with the same color indicate they are updated in the same optimization step.

4.1 Model Architecture

Since the source of copycat problem is the nuisance information about $a_{t-1}$ implied in the temporal information in the observation history $\tilde{o}_t$, the principle of designing the imitation model architecture should be to extract as much information as possible from the observations to predict the action $a_t$ while ensuring that most information about $a_{t-1}$ is removed. Only the observation history $\tilde{o}_t$ contains information about $a_{t-1}$, and the current observation $o_t$ does not, so we split the neural network into two pathways: the $\tilde{o}_t$ pathway and the $o_t$ pathway. We propose a memory extraction module to extract history-related features $m_t$ from the $\tilde{o}_t$ input, such that it contains little information about $a_{t-1}$. Then we concatenate the feature $m_t$ and the current observation $o_t$ to predict the final action. We name the second network policy network since it fuses the history information and the current information to make the decision. Fig. 3 shows our framework, and we describe each of the components as follows.

**Memory Extraction Module** The memory extraction module $M_\phi$ aims to get the additional copycat-free feature from $\tilde{o}_t$ and compensate for the missing information due to the partial observation when predicting the action $a_t$. We
extract the intermediate embedding of $M_{\phi}$, named memory feature $m_t$, to represent the historical information. To make $m_t$ free from the copycat problem, we design a specific prediction objective for the memory extraction module $M_{\phi}$.

As discussed in Sec. 3.3, the copycat problem is mainly caused by the excessive information about $a_{t-1}$ in $\tilde{o}_t$. Motivated by this, $m_t$ is expected to contain the essential information for predicting the action $a_t$ while avoiding the copycat problem by retaining as little information about $a_{t-1}$ as possible. I.e. $M_{\phi}$ should be trained to maximize the mutual information between $m_t$ and $a_t$ while minimizing that between $m_t$ and $a_{t-1}$. This goal can be formalized as a maximizing conditional mutual information objective:

$$\phi^* = \arg \max_{\phi} I_\phi(m_t; a_t | a_{t-1}).$$  \hspace{1cm} (1)

This conditional mutual information maximization objective allows the learned representation $m_t$ to contain as much unique information about $a_t$ as possible. Furthermore, since $a_{t-1}$ is in the condition, there is no incentive for $m_t$ to contain any information about $a_{t-1}$. Due to the limited model capacity and training data, more unique information about $a_t$ in $m_t$ results in the suppression of information about $a_{t-1}$. We remark that though this objective cannot guarantee to remove all information about $a_{t-1}$ from $m_t$, the results in Section 5.5 indicate that it is sufficient to resolve most of the copycat problems in the visual tasks.

In practice, Eq. (1) is challenging to implement and unstable to optimize. Therefore, we propose to optimize over a lower bound on the conditional mutual information to learn the representation $m_t$ better.

**Theorem 1 (lower bound of Eq. (1)).** Let $r_t := a_t - a_{t-1}$ be the action residual, then we have $I_\phi(m_t, a_t | a_{t-1}) \geq H(r_t | a_{t-1}) - H_\phi(r_t | m_t)$, where $H$ represents the Shannon entropy.

We can maximize this lower bound to approximate Eq. (1). Because the first term is not correlated with the parameter $\phi$, the objective to optimize $M_{\phi}$ can be rewrited as $\phi^* = \arg \min_{\phi} H_\phi(r_t | m_t)$. Furthermore, minimizing the conditional mutual information is equivalent to the maximum likelihood estimation, so we propose an **action residual prediction** objective for the memory extraction module $M_{\phi}$:

$$\phi = \arg \max_{\phi} \mathbb{E}_D [\log P(a_t - a_{t-1} | \tilde{o}_t; \phi)].$$  \hspace{1cm} (2)

Intuitively, this approximated objective function aims to predict the change of actions. Since the expert actions in a decision process usually transit smoothly, predicting the action change approximately predicts the critical differences in the environments that need expert action change.

Trained with Eq. (2), the memory extraction module $M_{\phi}$ optimizes over the objective in Eq. (1) as well, i.e. extracting the sufficient information about $a_t$ and removing the shortcut information about $a_{t-1}$. Therefore, the memory feature $m_t$ provides additional information from history and cuts off the shortcut path $a_{t-1} \rightarrow a_t$ by removing most information about $a_{t-1}$. With the proposed architecture, the policy model $\pi_\theta$ will take the advantage of both the visual clues in $o_t$ and the complementary information provided by $m_t$ to learn the correct way for predicting $a_t$. 


Policy Module The policy module $\pi_\theta$ takes the current observation $o_t$ and the memory feature $m_t$ as input and predicts $a_t$, where $m_t$ is extracted from $M_\phi(\tilde{o}_t)$ and contains additional and copycat-free historical information about predicting $a_t$. In practice, we process the observation with a convolutional neural network and fuse the mid-layer representation with the memory extraction module by concatenation. The objective of the policy model is:

$$\theta^* = \arg \max_{\theta} \mathbb{E}_D[\log P(a_t|o_t, m_t; \theta)].$$  (3)

4.2 Implementation details

In our implementation, we feed $o_t$ and $\tilde{o}_t$ into $\pi_\theta$ and $M_\phi$ respectively. We take the intermediate feature of $M_\phi$ as $m_t$ and then fuse it into $\pi_\theta$. Specifically, we directly concatenate $m_t$ with the intermediate feature of $\pi_\theta$ through a stop-gradient layer and feed them into the following layers of $\pi_\theta$. The respective targets of $\pi_\theta$ and $M_\phi$ are $a_t$ and $a_t - a_{t-1}$. $\pi_\theta$ and $M_\phi$ are trained jointly with the objectives Eq. (3) and Eq. (2). We will introduce experiment setup and other implementation details in Sec. 5.1 and Appendix respectively.

5 Experiments

In this section, we aim to answer the following questions. 1) How well does our method performs? Does it outperform the previously proposed methods? 2) We would like to understand the role of the memory extraction module and provide empirical evidence that it indeed excludes information about $a_{t-1}$, thus resolving the copycat problem. 3) We would like to understand in what circumstances the proposed model is better qualitatively.

To answer these questions and evaluate our method, we conduct experiments in the CARLA [10] autonomous driving simulator and three standard OpenAI Gym MuJoCo [39] continuous control environments: Hopper, HalfCheetah and Walker2D.

5.1 Experiment Setup

CARLA[10]: CARLA is a photo-realistic autonomous driving simulator that features realistic driving scenarios. CARLA is also the most challenging and widely used environment to benchmark how well the copycat problem is resolved in the literature [42]. We mostly follow the experimental setting from [9], but withhold the ego-agent velocity from the observation for all methods following [42] to ensure the environment is partially observed. The expert demonstration dataset is collected by a scripted expert. Under the hood, the expert knows the scene layout, including information such as the location and speed of other vehicles and pedestrians.

Each expert driving trajectory can be described by a list of $(o_t, c_t, a_t)$ tuples, where $t$ indexes the timestep. Here $o_t$ is the observation in the form of an
RGB image. In our setup, the image is resized to 200 × 88. $c_t$ is the driving command (one of the following commands: follow the lane, turn left, turn right, and go straight). The driving command is necessary because one has to command the autonomous driving agent about where to go. Finally, $a_t \in [-1, 1]^2$ is a two-dimensional vector for controlling the steer and acceleration. Here the positive acceleration means throttle, and negative means brake. We use the CARLA100 [9] dataset that consists of 100 hours of driving data. Table 1 shows actions are smooth most of the time, so we can effectively verify whether the method can deal with the copycat problem. The BC agent aims to learn a function $f(\hat{o}_t, c_t) \rightarrow a_t$. We follow previous setups [42] and use $H = 6$ for BCOH.

| $||a_t - a_{t-1}||_2^2$ | 68.8% | 7.8% | 14.3% | 9.0% |
|------------------------|-------|------|-------|------|

**CARLA NoCrash benchmark** [9]: NoCrash benchmark [9] is a series of navigation tasks consisting of 25 routes over 4 kinds of weather. Finishing a route means following the given route within the time constraint without collisions. There are three traffic conditions: Empty, Regular, and Dense from easy to difficult. We focus on the Dense and Regular to ensure the agent learns the information about pedestrians or vehicles on the road. In addition to the same weathers and town as the training data, we evaluate the performance in the new town and the new weather. For each experiment, we count the number of successful episode denoted as $\#SUCCESS$ to be the main performance metric. We will describe model detail and other important metrics in Appendix.

**MuJoCo-Image(Hopper,Halfcheetah,Walker2D)** [39]: Following the same setting in [42], we set the observation $o_t$ at time step $t$ to be a 128 × 128 RGB image of the rendering environment and $H = 1$ for BCOH. These control tasks have various state and action spaces, transition dynamics, and reward functions. Expert datasets are collected by a TRPO agent [33] with access to fully observed states. Each dataset is a list of $(o_t, a_t)$ tuples, where $t$ denotes the timestep. We collected 1k samples for HalfCheetah, and 20k for Hopper and Walker2D. The BC agent is required to learn a function $f(\hat{o}_t) \rightarrow a_t$. The performance metric is the average reward from the environment. We will report the details about the model architectures in Appendix.

### 5.2 Previous Methods

We compare our method to previous methods that are proposed to solve the copycat problem. We introduce those methods as follows.

**BCSO & BCOH:** For CARLA, We use the model proposed in [9] as the baseline model, and it was proposed along with CARLA NoCrash benchmark. For MuJoCo, we follow the model in [42].

**DAGGER [32]:** DAGGER is a widely used online method in BC to deal with the causal confusion by querying experts to label new trajectories generated by
the agent and then updating it. We note that this is considered an oracle method since Dagher requires extra online interactions and expert labels. Therefore, we set the number of online queries to 150k for CARLA and 1k for MuJoCo.

**Historical-Dropout (HD) [2]:** HD randomly drops out historical frames to cope with the copycat problem. In practice, we add a dropout layer with a probability of 0.5 on past observations \( o_{t-1}, o_{t-2}, \ldots, o_{t-H} \).

**Fighting Copycat Agent (FCA) [41]:** FCA is an adversarial training approach to remove the information about the previous action in the observation histories. It encodes the observation histories to a latent vector, asks it to predict the current action with supervised loss, and asks it not to predict the previous action using adversarial loss.

**Keyframe-Focused (Keyframe) [42]:** Keyframe re-weights the samples according to a weighting defined by how fast action changes. The places where action changes unexpectedly are considered as important timesteps.

Note that there are some other methods [7, 29, 45, 6] that achieve better performance on the CARLA benchmark. However, our goal is to resolve the copycat problem, instead of achieving the best results on CARLA. Following prior works [42], we take [9] as the base algorithm. We expect our techniques will also benefit more complicated imitation methods.

### 5.3 Results

We report the mean and standard deviation of the performance metric for all entries and analyze the experiment results in this section.

**Table 2.** The \#SUCCESS on CARLA Nocrash benchmark. For each method, we train 3 policies from different initial seeds.

| Environment | Traffic  | Train Town & Weather | New Weather | New Town |
|-------------|---------|----------------------|-------------|----------|
|             |         | Regular Dense        | Regular Dense | Regular Dense |
| BCSO        |         | 37.6 ± 6.1 13.1 ± 1.8 | 18.3 ± 1.7 5.7 ± 5.7 | 10.3 ± 2.9 2.0 ± 0.8 |
| BCOH        |         | 67.1 ± 10.8 34.1 ± 7.5 | 26.0 ± 6.5 6.0 ± 2.9 | 27.0 ± 5.0 15.3 ± 2.9 |
| OURS        |         | **78.1 ± 0.9 52.0 ± 2.3** | **39.3 ± 5.8 19.0 ± 2.7** | **40.7 ± 7.0 25.7 ± 4.2** |
| Dagher      |         | 69.7 ± 8.4 42.7 ± 5.7 | 24.7 ± 4.8 14.7 ± 4.2 | 34.0 ± 4.3 12.0 ± 4.5 |
| HD          |         | 70.1 ± 4.0 35.6 ± 3.5 | 28.0 ± 6.5 16.7 ± 6.2 | 32.0 ± 4.3 11.3 ± 2.5 |
| FCA         |         | 58.0 ± 8.0 31.2 ± 5.2 | 20.0 ± 11.5 8.7 ± 4.0 | 21.3 ± 3.1 8.3 ± 2.9 |
| Keyframe    |         | 74.4 ± 7.3 41.9 ± 6.2 | 34.0 ± 5.4 13.7 ± 5.4 | 33.3 ± 7.3 16.3 ± 3.9 |

CARLA Nocrash benchmark results are shown in the Table 2. We conclude that our method achieves the best performance compared to all previous approaches, including the oracle approach Dagher. Besides our superior performance, we would also like to describe the results qualitatively. BCSO in CARLA severely fails because the agent can not observe the motion of the surrounding agent, as well as that of itself. Thus, BCOH is necessary in this case. We observe severe copycat problems with BCOH. A lot of failure cases for BCOH are when it is stopped for some obstacle, and it cannot restart again due to the copycat
issue. This leads to a high timeout failure rate. Fig. 4 shows the copycat problem of BCOH and these are the main reasons for the poor performance. The oracle method D AGGER is better than baseline in the Dense traffic case but similar to baseline in Regular traffic. We hypothesize that the Dense traffic evaluation has a significant distributional shift compared to the training data. HD performs similarly to BCOH, indicating it can not solve the copycat problem in this challenging case. FCA fails to outperform the BCOH baseline because it can not handle the large complex input space with the adversarial training mechanism which was also mentioned in [42]. Keyframe significantly outperforms the BCOH baseline but is still worse than our method.

Fig. 4. Visualizations of BCOH and our method in CARLA: Each row is a video sequence. The first two rows show a case where BCOH is stopped for a pedestrian and never restarts, while our method handles that successfully. The last two rows show a case where BCOH passes an intersection and then fails to stop behind a vehicle while our method executes the proper behavior. The “throttle/keep/brake” indicates the acceleration of the agent.

MuJoCo-Image results are shown in Table 3. BCOH yields higher rewards than BCSO due to access to motion information, and the performance can be further improved by addressing the copycat problem. D AGGER performs well on MuJoCo and gets the best results in Hopper. HD fails in these settings and has a similar performance to BCSO, indicating it cannot resolve the copycat problem. FCA yields a lower reward than BCOH because it is difficult to handle high-dimensional input with adversarial learning. For the other offline method Keyframe, though it significantly improves the performance, ours outperforms it in Walker2D and HalfCheetah and achieves a comparable performance in Hopper. Results on more MuJoCo environments are shown in Appendix.
Table 3. The average reward in MuJoCo-Image. For each method and task, we train 5 policies from different initial seeds.

| Method   | BCSO    | BCOH    | OURS    | DAGGER | HD     | FCA     | Keyframe |
|----------|---------|---------|---------|---------|--------|---------|----------|
| Hopper   | 601 ± 168 | 740 ± 35 | 894 ± 38 | 1034 ± 45 | 617 ± 111 | 735 ± 106 | 951 ± 117 |
| Walker2D | 481 ± 40  | 614 ± 107 | 800 ± 58 | 699 ± 111 | 594 ± 61  | 534 ± 99  | 769 ± 91  |
| HalfCheetah | 4 ± 5    | 615 ± 41  | 914 ± 115 | 822 ± 186 | 96 ± 40   | 270 ± 168 | 819 ± 96  |

5.4 Ablation Studies

To evaluate the effect of each module and technique we propose in Sec. 4.1, we conduct ablation study experiments in CARLA Nocrash Dense. The results are shown in Table 4, and we provide detailed analysis for each ablation, respectively.

Table 4. Ablation results in CARLA Nocrash Dense

| Architecture                                      | #Success(↑) |
|--------------------------------------------------|-------------|
| Ours                                             | 52.0 ± 2.3  |
| Memory only: residual controller                  | 0.0 ± 0.0   |
| Memory only: learned controller                   | 0.0 ± 0.0   |
| Memory module objective: $a_t$                    | 41.3 ± 1.9  |
| Memory module objective: $a_{t-1}$                | 47.0 ± 5.1  |
| Without stop-gradient layer                       | 45.0 ± 5.3  |

The memory extracted module only: We want to show both parts of our framework are necessary. From the BCSO result, we know the policy module alone achieves inferior performance. To evaluate the memory extraction module alone, we set up two experiments that only uses the well-trained memory extracted module to derive the action: one uses the residual directly (Memory only: residual controller), i.e., it uses the output of the memory extracted module plus the previous action to get the current action $a_t = a_{t-1} + r_t$; the other uses the extracted feature (Memory only: learned controller) to control the vehicle with the same controller as the baseline model, i.e., the controller is trained by using $m_t$ from memory extracted module to fit $a_t$. However, the imitators in both setups fail in every episode. It indicates the memory extracted feature $m_t$ alone contains insufficient information for the task. The residual prediction not only removes the information about $a_{t-1}$ but also erases some necessary information about the current scene. Therefore, the policy module completes information related to control by adding the current observation $o_t$. This illustrates that the policy stream is an indispensable part of our framework.

Alternative memory module objectives: Moreover, we would like to investigate the performance of alternative memory module designs. Our design is based on a lower bound of the conditional mutual information objective. Here we train the model from scratch by replacing the memory module prediction objective to $a_t$ and $a_{t-1}$ respectively. As shown in memory module objective: $a_t$ and memory module objective: $a_{t-1}$, both of the objective changes lead
to deterioration of the performances. This indicates that other features are less informative or more likely to suffer from the copycat problem.

**Without stop-gradient layer:** The stop-gradient is applied to the memory feature $m_t$ to ensure the policy module doesn’t directly learn shortcut information from the observation histories. After removing it, the result shows the performance degradation, indicating that the imitation learner might learn some copycat information from the observation histories. Though the action residual prediction objective removes some shortcut information about $a_{t-1}$ and improves the performance compared to BCOH, the stop-gradient is indispensable for the policy module to cut off the nuisance information flow from observation histories.

5.5 Analysis

The performance of our framework is clearly above that of alternative methods on the CARLA Nocrash benchmark. In this subsection, we prove that the training objective proposed in Eq. (2) can successfully resolve the copycat problem. We design two analytical experiments to evaluate our method qualitatively. The first analysis directly proves our method has fewer copycat behaviors by an intervention experiment. The second one validates our training objective indeed reduces the mutual information between $a_{t-1}$ and $m_t$. We choose BCOH and Keyframe as the baselines for these two analytical experiments.

| Method      | BCOH | Keyframe | OURS |
|-------------|------|----------|------|
| Change(%)\(\downarrow\) | 40.88 | 22.96    | **16.18** |
| MSE loss \(\times 10^{-2}\)\(\uparrow\) | 4.83  | 5.04     | **7.50** |

**Table 5.** The analysis results on the validation set

**Intervention on Observation Histories** To verify whether our model learns the causal effect of the observation histories $\tilde{a}_t$, we propose an intervention analysis. We replace the original $\tilde{a}_t$ with a counterfactual history $do(\tilde{a}_t) = [a_t, a_1, \ldots, a_1]$, i.e., all histories are the current observation $a_t$. For a copycat agent, then with the counterfactual observation histories $do(\tilde{a}_t)$ as the input, it will have an illusion that the vehicle is in the stationary state and will merely repeat the previous motion of staying still. A causally correct agent should perform according to the content of the scene. We test our model and the baseline models under the cases where the vehicles have positive speed and the latest action is non-stop (denoted by $\pi(\cdot) > 0$ with a slight abuse of notation). A causally correct agent should drive forward in this case, i.e., $\pi(do(\tilde{a}_t)) > 0$. We count the percentage where the model stopped on the intervened observation, i.e., $\frac{\sum_{v>0,\pi(\tilde{a}_t)>0} \pi(do(\tilde{a}_t)=0)}{\sum_{v>0,\pi(\tilde{a}_t)>0}}$ where $\sum(\cdot)$ denotes the counting function. The behavior change percentage can be regarded as the error rate of this experiment.

The 2nd row of Tab. 5 shows the intervention results. As shown in the table, 40.88% of samples change in BCOH, even there is no need for the agent to stop
in these scenes (e.g., no vehicles or pedestrians ahead; the traffic signal is not red). It illustrates that BCOH makes decisions by merely repeating the previous action but ignoring the perception of the current scene in nearly half of the cases. The metric of Keyframe is relatively lower than that of BCOH, which indicates Keyframe does not rely just on the previous action and partially mitigates the copycat problem. Meanwhile, OURS is only 16.18%, showing that our approach significantly alleviates the copycat problem.

**Mutual Information** In Sec. 4, we set up a conditional mutual information objective, i.e. maximize $I(m_t; a_t|a_{t-1})$. And we use an approximation to this objective during the optimization process. In this analysis, we empirically evaluate how much information about $a_{t-1}$ is left in $m_t$. This would help to justify both the objective function as well as the approximation. More concretely, we regress $a_{t-1}$ from the representation with a 2-layer MLP. We calculate the validation loss of $a_{t-1}$ and use it as a proxy to the negative of the mutual information between the representation and $a_{t-1}$. The less the information, the less likely the method would suffer from the copycat issue. We evaluate our method’s representation $m_t$ and corresponding layers of the BCOH and the Keyframe methods.

The results in the 3rd row of Tab. 5 show that the feature in BCOH is more predictive of the previous action. This conclusion matches the preliminary results that BCOH is more prone to copycat problems and learns the spurious temporal correlation. The MSE of Keyframe is slightly larger than that of BCOH, which shows that this method removes part of the information about the previous action and mitigates the copycat problem. Meanwhile, the MSE of OURS is the largest, which indicates that the extracted feature $m_t$ in our model contains the smallest amount of mutual information with $a_{t-1}$ and cuts off the shortcut of simply imitating the previous action from observation histories.

6 Conclusion

Behavioral cloning is a fundamental algorithm that helps the agent to imitate complex behaviors. However, it suffers from causal issues due to the temporal structure of the problem. We view the causal issue from an information flow perspective and propose a simple yet effective method to improve performance drastically. Our method outperforms previous solutions to the copycat problem. In the future, we would like to investigate casual issues in a broader range of algorithms, e.g., reinforcement learning and other sequential decision problems.
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