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Abstract

Noisy Intermediate-Scale Quantum (NISQ) algorithms require novel paradigms of error mitigation. To obtain noise-robust quantum computers, each logical qubit is equipped with hundreds or thousands of physical qubits. However, it is not possible to use memory-consuming techniques for current quantum devices having at most hundreds or best thousands of physical qubits on their own. For specific problems, valid quantum states have a unique structure as in the case of Fock states and W-states where the Hamming weight is fixed, and the evolution takes place in a smaller subspace of the full Hilbert space. With this pre-knowledge, some errors can be detected in the course of the evolution of the circuit, by filtering the states not obeying the pattern through post-selection. In this paper, we present mid-circuit post-selection schemes for frequently used encodings such as one-hot, binary, gray, and domain-wall encoding. For the particular subspace of one-hot states, we propose a method that works by compressing the full Hilbert space to a smaller subspace, allowing projecting to the desired subspace without using any ancilla qubits. We demonstrate the effectiveness of the approach for the Quantum Alternating Operator Ansatz algorithm. Our method is particularly suitable for the currently available hardware, where measuring and resetting are possible, but classical conditional operators are not.

1 Introduction

The paradigm of Noisy Intermediate-Scale Quantum (NISQ) computation is currently of great interest as the current quantum devices are still small, fragile, and prone to noise. Bearing this in mind, NISQ algorithms are designed to use a limited amount of resources to reduce the effect of errors. One strategy is to encompass quantum devices to partially solve the task while utilizing classical computers for the remaining computation. Such hybrid classical-quantum algorithms employ the advantage of having shallow circuits, thus reducing the effect of noise.

One can mention a broad class of Variational Quantum Algorithms (VQAs), in which a cost function is evaluated in the quantum circuit whose parameters are optimized by a classical procedure. Typically for such algorithms, the goal is to find a quantum state $|\psi\rangle$ so that the
energy of a predefined Hamiltonian $\langle \psi | H | \psi \rangle$ is minimized [1]. Variational Quantum Eigensolver (VQE) [5] and Quantum Approximate Optimization Algorithms (QAOAs) [6] are among the most prominent examples of VQAs. The application areas cover an extensive range including chemistry [7], machine learning [8], circuit compilation [9], and classical optimization [10].

Although VQA are known to be resilient against coherent errors due to their variational nature [11,12], the quality of the results is presumably reduced with the impact of decoherence. In the NISQ era, due to a large number of qubit requirement, it is unlikely to utilize quantum error correction methods with VQAs to overcome the effect of noise. Yet, there are various quantum error mitigation (QEM) techniques suitable for the NISQ era [2,13]. QEM aims not to recover the ideal quantum state but the ideal measurement outcome through post-processing the measurement results.

One source of error that limits the current capability of quantum devices is the readout error caused by the imperfect measurement devices. Suppose that we are interested in the probabilistic distribution $p : \{0, 1\}^n \rightarrow [0, 1]$ that results from measuring an $n$-qubit state. Instead of the ideal distribution $p$, the outcome is a stochastically malformed distribution $S \cdot p$, where $S$ is a stochastic matrix. Many proposed work [14–16] focuses either on the construction of a noise model or to mitigate the noise by classical post-processing through the efficient application of pseudo-inverse $S^{-1}S p$. However, the measurement error mitigation is not always sufficient as the errors arising from the evolution of the circuit also play a role. Nevertheless, let us suppose that by the construction of the algorithm, the evolution takes place only on a subspace of full $n$-dimensional Hilbert space and measurement outcomes can be classified as valid or invalid depending on this. As invalid outcomes appear due to the effect of noise, removing them would improve the overall fidelity of the measurement statistics. Classical post-selection performed after the measurement detects some of the evolution errors, but it cannot comprehend the complicated behaviour of the noise acting on the circuit.

In fact, for all the algorithms mentioned above, a stronger assumption can be proposed: not only the final quantum state is a superposition of the valid states, but the same is true for the quantum state of the circuit during the evolution. Detection and removal of such samples during the circuit implementation can mitigate the errors that arise through the evolution. Hence, provided that the evolution takes place on a subspace of the whole Hilbert space as in the case of VQE [5] and Quantum Alternating Operator Ansatz (QAOA+) [17–19] algorithms, many of the measurement outcomes can be marked as invalid and removed since the error-free computation would never produce them. The possibility of post-selection happens particularly often in quantum physics [7], chemistry [20,21] and in principle can be used to classical problems [22]. The idea of post-selection performed in the middle of the circuit based on valid states is proposed in [23] for VQE on Hartree-Fock states with fixed Hamming weight. Valid states are filtered by a circuit that computes the electron number, but no numerical implementation results are provided. A similar scheme is proposed in [24] in the scope of QAOA but only for a restricted type of problems with objective functions preserving symmetries. In [25], the authors study the effect of depolarizing noise analytically for quantum circuits with particle number conservation. In particular, they focus on QAOA+ with XY-mixers and the Max-\(k\)-Colorable-Subgraph problem and investigate how the probability of staying in the feasible space reduces by noise. In addition, they proposed an error-correction scheme for correcting bit-flip errors.

In addition to the states with fixed Hamming weight $k$, various valid subspaces appear in the literature as a result of the selected encoding scheme when dealing with VQE or QAOA. When expressing a problem, one often needs to represent an integer using binary variables. One popular approach is using one-hot encoding [26], which results in one-hot quantum states corresponding to the states with Hamming weight $k = 1$. Although the already proposed schemes work for one-hot states as well, whether one can further exploit the special property of those states to obtain more efficient error mitigation schemes is unknown. Another approach
is using binary encoding to represent integers and it was recently used to obtain qubit-saving formulations for the Travelling Salesman Problem (TSP) \cite{27}, graph coloring problem \cite{28}, quadratic Knapsack problem \cite{29} and Max $k$-Cut problem \cite{30}. Finally, an alternative approach is the domain-wall encoding presented in \cite{31}, and the authors provide special mixers preserving the valid subspace of quantum states for QAOA.

In this paper, we propose schemes for error mitigation in variational quantum circuits through mid-circuit post-selection. The post-selection is performed by injecting a quantum circuit consisting of both gates and measurements. We consider various valid subspaces obtained through different encodings such as one-hot, $k$-hot, binary, and domain-wall encoding that frequently appear in encoding combinatorial optimization problems and in quantum chemistry. In particular, the scheme we propose for one-hot encoding works by compressing the valid subspace to the smaller subspace of quantum states and differentiates from the known methods. We also demonstrate the effectiveness of our approach with an application to QAOA+ for TSP. The proposed error mitigation schemes are suitable, but not limited to NISQ algorithms in principle. Furthermore, they can be currently employed with mid-circuit measurements, recently provided by quantum computers developed by IBM \cite{32} and Honeywell \cite{33}.

The rest of the paper is organized as follows. We start with a background on mid-circuit post-selection and error mitigation schemes in Sec. 2. In Sec. 3 we present various post-selection methods for different valid subspaces. In Sec. 4 we present the numerical experiments performed for the TSP problem using QAOA+. We conclude by Sec. 5 with a discussion on future directions.

2 Background

In this section, we will discuss the effects of noise on quantum circuits and how error can be mitigated through post-selection performed in the middle of the circuit.

2.1 Error mitigation scheme

Let $U$ be a quantum circuit with $n$ qubits and initial state $|\psi_0\rangle$. Suppose we’re given that the state $|\psi\rangle = U|\psi_0\rangle$ belongs to the subspace spanned by a particular subset $S \subset \{0, 1\}^n$ and can be expressed as follows:

$$|\psi\rangle = \sum_{s \in S} \alpha_s |s\rangle.$$  \hspace{1cm} (1)

In general, instead of pure quantum state $|\psi\rangle$, we end up with a mixed state $\rho$ spanned by the whole Hilbert space due to the effect of noise. The ultimate goal of quantum error mitigation is to make $\rho$ as close as possible to the ideal state $|\psi\rangle$.

A simple approach to mitigate noise is through classical post-selection applied on the measurement outcomes. Note that if a measurement outcome is not from $S$ then it can be discarded. In other words, post-selection relies on the assumption that the mixed state $\frac{\Pi_S \rho \Pi_S}{\text{tr}(\Pi_S \rho \Pi_S)}$ defined as the quantum state $\rho$ projected through $\Pi_S = \sum_{s \in S} |s\rangle\langle s|$ is a more faithful representation of $|\psi\rangle$ than $\rho$.

Let us call the state $|\psi\rangle$ the correct or ideal state, and any other state will be called incorrect. The states spanned by $S$ are valid, and the states spanned by the remaining are invalid. We distinguish three orthogonal subspaces defined through projections $P_1 := |\psi\rangle\langle\psi|$, $P_2 := \Pi_S - P_1$ and $P_3 := I - \Pi_S$. Those projections can be interpreted as follows: $P_1$ is the projection onto unknown correct state, which would be measured on the noise-free machine. $P_2$ is the subspace spanned by the incorrect valid states. Those states are not detectable by post-selection applied after the measurement in the computational basis. Finally, $P_3$ is the subspace of invalid states, detectable through the post-selection. The efficiency of post-selection greatly depends on the overlap of the noisy state $\rho$ with these subspaces: if the overlap $\text{tr}(P_2 \rho)$ is high compared to...
overlap $\text{tr}(\rho P_1)$ then we should not expect significant improvement. On the other hand, overlap with $\text{tr}(\rho P_3)$ only influences the number of circuit runs to get a fixed number of valid samples. Projection $P_1 + P_2$ defines the valid subspace and projection $P_2 + P_3$ defines the incorrect subspace.

Let us consider depolarizing noise, which turns the ideal state $|\psi\rangle$ into noisy state $\rho$. A measurement $\{P_1, I - P_1\}$ would give back the ideal state. Nevertheless, it is unreasonable to expect that such measurement can be implemented in the middle of the circuit in principle, as this would require information about $|\psi\rangle$. On the other hand, performing a measurement $\{\Pi_S, I - \Pi_S\}$ seems to be much more plausible since $S$ is known. Although this is still not simple for an arbitrary $S$, it does not require any information other than $S$.

As an example, suppose that the subspace $S$ consists of quantum states of Hamming weight 1, so-called one-hot vectors

$$S = \{100\ldots0, 010\ldots0, \ldots, 000\ldots1\},$$

and the valid quantum states are those spanned by $S$. Let us consider a quantum circuit over $n$ qubits consisting of $l$ layers of the ansatz presented in Fig. 1. Since the given ansatz does not change the Hamming weight of the state, starting with a valid state, any obtained quantum state throughout the noiseless evolution of the circuit will belong to the subspace spanned by $S$. The effect of the post-selection discussed above can be improved by performing post-selection in the middle of the circuit by projection onto the subspace $P_2$, as the valid states belong to the subspace spanned by $S$ throughout the evolution of the circuit.

![Figure 1: Ansatz preserving the subspace of one-hot basis states](image)

Let us investigate the effect of mid-circuit post-selection in more detail. The evolutions can be roughly decomposed into amplitude transfer between subspaces defined through $P_1, P_2, P_3$, see Fig. 2. If the transition was from valid to invalid states only, then we would not expect any improvement from mid-circuit post-selection compared to the final post-selection. However, the transitions take place also from invalid to valid states. Note that the correct space is only one-dimensional while the dimensionality of the whole valid space usually grows exponentially with the size of the data. Hence, the mid-circuit post-selection attempts to remove the impact of the transitions from invalid states to valid incorrect states mostly.

![Figure 2: A scheme of how $X, Y$ and $Z$ errors changes the subspace of the state.](image)
2.2 Post-selection by filtering and compression

Current quantum devices can only measure qubits independently, and thus measurement \( \Pi_S, I - \Pi_S \) cannot be applied directly. Even so, we can simulate such measurement. We can distinguish two non-exclusive approaches: post-selection through filtering and post-selection through compression.

The post-selection through filtering requires ancilla qubits. The idea is to construct a quantum circuit \( U_{filter} \) which maps the basis state \(|s⟩\) with \( s \in \{0,1\}^N \) such that

\[
U_{filter} |s⟩|0⋯0⟩ = \begin{cases} 
|s⟩|0⋯0⟩, & s \in S, \\
|s⟩|ϕ_s⟩, & s \notin S,
\end{cases}
\]

(3)

where \(|ϕ_s⟩\) is (preferably) orthogonal to \(|0⋯0⟩\) for any \( s \in S \). Upon application of \( U_{filter} \), the ancilla can be measured in the computational basis and computation continues only if \( 0⋯0 \) was measured.

A second approach, post-selection through compression, does not require extra qubits. Instead, we need a quantum circuit \( U_{compress} \), which compresses valid states to a some smaller subspace \( S' \subseteq \mathcal{H} \) such that

\[
U_{compress} |s⟩ = \begin{cases} 
|ψ_s⟩|0⋯0⟩, & s \in S, \\
|ϕ_s⟩, & s \notin S.
\end{cases}
\]

(4)

Note that here the only requirement is that some qubits are ‘reset’ to \(|0⟩\) after \( U_{compress} \). Like in post-selection through filtering, the qubits are measured, and the computation continues iff all qubits are in state \(|0⟩\). In this case, we uncompute the compression through \( U_{compress}^\dagger \). An evident advantage of this method compared to the previously introduced one is that it can run in-place without extra qubits.

The proposed methods are particularly suitable for quantum devices that allow mid-circuit measurements and can reset qubits to \(|0⟩\). Indeed, in this case, the number of required qubits does not grow with the number of applications of the proposed techniques. Still, it is also possible to harness quantum devices without the mid-circuit measurements feature. It is enough to implement filtering each time with different ancilla and to uncompute the state to a new set of qubits in the compression case. Then, the number of additional qubits will be proportional to the number of corrections applied and the number of measured qubits. However, a large number of mid-measured qubits or the number of post-selections applied makes the approach significantly less NISQ-friendly.

It is not possible to provide a general description of how to implement \( U_{compress} \) or \( U_{filter} \). The reason behind this is that the structure of \( S \) depends on the form of the Hamiltonian and the origins of the optimization problem. In the following section, we discuss the implementations of post-selection circuits for different \( S \), which are specifically useful for various combinatorial and physical optimization problems.

3 Postselection schemes for different encodings

For the methods to be NISQ-friendly, they should use as few resources as possible. The resources usually considered are the number of ancilla qubits, the number of gates, and the depth of the circuit. These three, together with the volume, will be our main resources considered in the paper.

Before moving on to the description of specific error mitigation schemes for different encodings, we would like to recall the circuit counting the electron number from [23]. Since Jordan-Wigner transformation is used where qubits represent spin-orbitals, and occupation number is represented by 0 or 1, counting the electron number is simply counting the number of 1’s in a
basis state. The circuit described in [23] computes the number of 1’s in binary, one bit at a step, using only a single ancilla. The idea can be used as a subroutine in other circuits to verify whether the total number of 1’s is a particular value.

Let us describe the verification circuit inspired by [23]. Suppose that we want to verify whether the basis state \( |x_1 x_2 \cdots x_n \rangle \) contains exactly \( \kappa \) 1’s. Let \( \kappa \) be the binary representation of \( \kappa \) written using \( \lceil \log n \rceil \) bits (0’s are padded to the most significant bits if \( \lceil \log \kappa \rceil < \lceil \log n \rceil \)) and let \( \xi \) denote the binary representation of the sum of 1’s in \( |x\rangle \). The circuit computes \( \xi \) starting from the least significant bit, as long as the measured bits coincide with that of \( \kappa \)’s. In general, for an \( n \)-qubit circuit, there are \( \lceil \log n \rceil \) blocks each computing a bit of \( \xi \). After each block, the ancilla qubit is measured in the \( X \)-basis. If the measurement result is \( |+\rangle \), then it indicates that the bit is 1 and the measurement result \( |-\rangle \) indicates that the bit is 0. Note that there are two possible outcomes when running the verification circuit: If at some stage the measurement outcome does not coincide with \( \kappa \) the computation ends, or all \( n \) bits coincide indicating that the verification succeeds. We would like to remark that all \( \lceil \log n \rceil \) bits of \( \xi \) should be computed since it can be the case that \( \kappa \) and \( \xi \) coincide on the first \( \lceil \log k \rceil \) bits, although \( \kappa \) and \( \xi \) are different.

In Fig. 3, a circuit with \( n = 3 \) control qubits and a single ancilla qubit is given. Note that there are 2 blocks in the given circuit as the sum can be at most 112. If the first measured bit is not the least significant bit of \( \kappa \), then the computation ends. Otherwise, the computation continues with the second block.

The overall number of required gates and the depth are \( O(n \log n) \). However, one can apply the controlled rotations in parallel, given extra ancilla qubits. The idea for \( n = 5 \) is presented in Fig. 4. This approach requires \( \sim \log n \) ancilla and the depth equals \( O(n) \). Note that in this case each bit of \( \xi \) is stored on a different ancilla qubit.
Figure 5: An example of the implementation of the map $V$ which transforms the one-hot encoding to binary encoding [37]. Note that the procedure can be adjusted to the case where the maximal stored number is not a power of 2. If an initial state is a superposition of one-hot basis states, then some of the output qubits are set to $|0\rangle$.

### 3.1 $k$-hot encoding

The $k$-hot states are 0-1 states with Hamming weight $k$ and often appear in physics and computer science: $k$-hot vectors for $k \geq 2$ are a natural description of quantum $k$-particle Fock spaces [7, 23, 34]. Dicke states which are the equal superposition of $k$-hot states are used as the initial state in QAOA [35] for certain problems. $k$-hot states are also used to encode the feasible states in problems like Max-$k$ Vertex Cover problem [36], and graph partitioning [17].

Post-selection can be applied to $k$-hot states through filtering by verifying the total number of 1’s in the quantum state using the circuits given in Fig. 3 or 4. The idea was first investigated in [23], in the scope of VQE and particle number preserving ansatz.

### 3.2 One-hot encoding

One-hot encoding is a special case of $k$-hot encoding, and it is used in literature for encoding various problems like Travelling Salesman Problem, Graph Coloring, and Clique Cover [26]. It is also used for optimization over functions $\sigma : \{1, \ldots, n\} \rightarrow \{1, \ldots, m\}$. In the latter case, we specify $n$ quantum registers, and each register consisting of $m$ qubits that encode the values of the function between 1 and $m$.

We will mention two different approaches for post-selecting one-hot states. Since one-hot vectors are a special case of $k$-hot vectors with $k = 1$, we can use the filtering approach proposed in the Sec. 3.1. Alternatively, one can consider a post-selection through compression with a circuit that converts one-hot representation to binary representation [37]. Let $V$ be the unitary operation implementing this map. For an integer $l \in \{1, \ldots, n\}$, let $OH_n(l)$ be the bit assignment for one-hot encoding, i.e. it maps $l$ to the quantum state with a 1 in the $l$’th position. Let $B_m(l)$ be the bit assignment function encoding $l$ in binary using exactly $m$ bits. $B_m$ maps $l$ to $b_m \ldots b_1$ such that $l = \sum_{i=1}^{m} 2^{i-1} b_i$. Although the map $V : OH_n(l) \mapsto B_m(l)$ does not preserve the number of qubits, the unoccupied qubits after the transformation are set to $|0\rangle$ as it can be seen in Fig. 5. The one-hot to binary conversion leaving some qubits in-state $|0\rangle$ provides a natural scheme for error mitigation.

The circuit implementing $V$ uses $O(n)$ gates, no ancilla, and has $O(n)$ depth [37]. After applying $V$ and measuring the qubits which should be in state $|0\rangle$, $V^\dagger$ should be applied for decompression. Note that the compression approach uses fewer resources when compared to the $k$-hot filtering approach for one-hot states.

### 3.3 Domain-wall encoding

In domain-wall encoding [31], valid states are of the form $|1 \cdots 1 0 \cdots 0\rangle$, i.e. the state starts with some number of ones followed by zeros. It requires less connectivity for checking the feasibility
condition. For instance, in one-hot encoding, it is required to check whether each pair of qubits are in state $|1\rangle$ or not, while for domain-wall it is sufficient to check only neighboring qubits to see whether a $|0\rangle$ is followed by $|1\rangle$. Note that any problem expressed using $n$ qubits in one-hot encoding can be also expressed by domain-wall encoding, such that integer $l$ is represented with a quantum state where $l$ ones are followed by $n - l$ zeros.

The conditions above also motivate a mid-circuit post-selection scheme through filtering as invalid states can be detected by checking consecutive bits. One approach is to check each neighboring pair of qubits and store the result using $n - 1$ ancilla. While very demanding in the number of qubits, the approach requires only $O(1)$ depth and $O(n)$ gates. An example circuit with 4 qubits can be found in Fig. 6a. When the number of qubits is limited, then one can apply the error checking with the output on a single ancilla qubit, and measure it instantly and reset it so that it will be reused for the next condition checking. While the number of ancilla qubits will be only one, the depth will increase to $O(n)$.

Finally, one can use an ancilla-free method by first transforming domain-wall to one-hot encoding using the circuit given in Fig. 6b and use the post-selection through compression method described in the previous subsection. In this case, the number of gates and depth is the same as for one-hot vectors which are $O(n)$ for both.

### 3.4 Binary and Gray encoding

Binary encoding of an integer $l$ using $n$ bits is obtained by the assignment $B_n(l)$ as discussed in Sec. 3.2. It is used in QUBO formulations to save qubits while representing slack variables as discussed in [26]. It is also used while formulating qubit efficient higher-order unconstrained binary optimization formulations (HOBO) for problems like TSP [27] and graph coloring [28].

Using $n$ bits, the numbers $0, 1, \ldots, 2^{n-1} - 1$ are naturally encoded. If not all of the integer values encoded using $n$ bits are admissible, then some of the encoded integers will be invalid and this will increase the infeasible space. There are several workarounds to solve this issue. One approach is to use the knowledge about the maximal attainable value $\bar{x}$ [38], and update the encoding as

$$
\sum_{i=1}^{n} 2^{i-1}b_i + \left( \bar{x} - \sum_{i=1}^{\lceil \log(\bar{x}) \rceil} 2^{i-1} \right) b_n,
$$

where $b_i$ are the new bits, and $\bar{x}$ is the maximal attainable value.
which introduces bias for higher values. However, when the numbers encoded are the slack variables turning inequality \( f(b) \geq 0 \) into \( f(b) + x_i = 0 \), usually small values of \( x_i \) are encountered so that the original inequality is satisfied tightly or almost tightly. For this reason, introducing bias for higher values may have a negative effect on the optimization. Furthermore, in recent HOBO formulations using binary encoding \( [27, 28] \), quantum states which encode too large values have to be penalized unlike the method above. However one may expect a variation of this algorithm with QAOA+ which will forbid (up to noise) quantum state from evolving into too large numbers, for example, a particular version of QAOA+. Motivated by this, and also for completeness, we describe a filtering scheme below.

Suppose the valid integer can be at most \( \mu = b_0' b_{n-1}' \cdots b_1' \). Let \( l_0 \) be the collection of indices \( i \) for which \( b_i' = 0 \). The bit assignment is invalid (i.e. encodes a larger integer than \( \mu \)) if at some bit at which it should be zero, it is one and all of the more significant bits are the same as that of \( \mu \). For example, if we have \( \mu = 42 = 101001_2 \), then incorrect numbers are of the form \( 11b_3b_2b_1b_0, 1011b_1b_0 \) and \( 10101b_0 \), where \( b_i \) are arbitrary. Hence, we need to verify whether any such situation occurs. An exemplary post-selecting circuit proposed in Fig. 7 for \( \mu = 42 \).

In the worst case, for instance when \( \mu = 10 \cdots 0_2 \), one may need to check \( n-1 \) invalid forms. Each check requires implementation of multi-controlled NOT gates. To implement a multi-controlled NOT gate controlled by \( n \) qubits, we will consider two different methods: The first method described in \( [39] \) uses no ancilla, requires \( O(n^2) \) gates and has \( O(n) \) depth. The second method proposed in \( [40] \) uses \( O(n) \) ancilla, \( O(n) \) gates and has \( O(\log n) \) depth.

Hence, if one wants to save ancilla qubits, then the ancilla-free implementation of multi-controlled NOT gate is more convenient, the overall approach requiring a single ancilla qubit, \( O(n^2) \) gates and the circuit has \( O(n^2) \) depth. Using the second method, overall circuit requires \( O(n) \) ancilla, \( O(n^2) \) gates and has \( O(n \log n) \) depth.

In general, checking all invalid forms might be costly depending on the value of \( \mu \) as the error mitigation itself might introduce some errors. For instance, when \( \mu = 10 \cdots 0 \), checking only the most significant bit that should be 0 is enough to eliminate half of the invalid cases. In general, this would require only a single application of multi-controlled NOT gate, and in the worst case when \( \mu = 11 \cdots 10 \) there will be \( n-1 \) control qubits. In such a case, it may not be efficient to use an error mitigation circuit only to eliminate a single invalid state. However, if there are multiple registers, say \( k \), encoding numbers in binary, then the proportion of the feasible to all states equal

\[
\left( \frac{n-1}{n} \right)^k \approx e^{-\frac{k}{n}}. \tag{6}
\]

Even for this extreme case, for \( k \approx n \) we already have a constant fraction of the mitigated cases. This scenario appears in \( [27] \). So we can say it might be infeasible to eliminate an error for a single number, but, it still may be beneficial for multiple registers.

Note that this approach can also be used for one-hot encoding in combination with post-selection through compression scheme discussed in Subsection 3.2. One can check if the compressed number in binary is representing a number greater than or equal to \( n \) in an \( n \)-qubit circuit. In this case, the depth and the number of gates will be \( O(n) \).

In addition, the proposed approach can be applied to Gray-code encoding \( [37] \), after transforming it to binary encoding using the circuit given in Fig. 6b. The transformation has no impact on any of the resource measures.

### 3.5 One-hot and binary mixed

Finally, let us consider a combination of one-hot encoding and binary encoding proposed in \( [27, 37] \). In such cases, bits encoding a single number are partitioned into \( l \) groups, each group consisting of \( m \) qubits, and only one of the groups has nonzero bits. If \( l \)-th group is the one with nonzero bits, then the bits of \( l \)-th group encodes the number \( x_l \) in binary or Gray-code
encoding, and the value of the encoded number is \((\bar{l} - 1)(2^m - 1) + x_l - 1\). For example for 4 groups, each with 2 bits, for the sequence 00 00 10 00 we have \(\bar{l} = 3\) and thus the value encoded is \((3 - 1)(2^2 - 1) + 10_2 - 1 = 7\). Note that two conditions can be asserted: Exactly one group consists of nonzero bits, and the last group may only attain some values due to the redundancy of binary encoding described in the previous paragraph. The latter can be solved the same way as it was solved for purely binary encoding in Sec. 3.4. For the former, we need to check whether the number of groups in which all consecutive bits in the group are all zeros is equal to \(l - 1\).

One approach is to count the number of such groups using the verification idea from Fig. 3. To implement the circuit, we need to implement a rotation gate controlled by \(m\) qubits for each one of the \(l\) groups. Using the ancilla-free and non-ancilla-free implementations of multi-controlled NOT gate, this would require \(O(lm^2)\) and \(O(lm)\) gates, respectively. Recall that there are two different approaches for verification, one using 1 ancilla qubit and the other using \(\log l\) qubits. Single-ancilla verification idea is visualized in Fig. 8a. To save qubits, one may prefer ancilla-free multi-controlled NOT gate and single ancilla verification, overall which would require 1 ancilla qubit, \(O(ln^2 \log l)\) gates and has \(O(lm \log l)\) depth. To have a circuit with smaller depth, one can use non-ancilla-free multi-controlled NOT gate and verification with \(\log l\) ancilla, resulting in \(O(m \log l)\) ancilla, \(O(lm \log l)\) gates and \(O(l \log m)\) depth.

In the second approach, the idea is to store the information whether each group consists of all zeros or not in an ancilla qubit. To implement this idea we use \(l\) ancilla qubits, and save the required information. After applying NOTs on those qubits we can check whether the resulting \(l\)-qubit state is an one-hot state. Then using the compression scheme for one-hot encoding from Sec. 3.2, we can check if the resulting state is one-hot. Using the ancilla-free implementation of multi-controlled NOT gate, this would require \(O(l)\) ancilla, \(O(ln^2)\) gates and \(O(l + m)\) depth. When we use non-ancilla-free implementation of multi-controlled NOT gate, then we have two options. We can use different ancilla for each multi-controlled NOT gate requiring \(O(lm)\) ancilla overall, and we can implement the circuit using \(O(l + \log m)\) depth, or using the same \(O(m)\) ancilla for each multi-controlled NOT gate, we can have a circuit with \(O(l + m)\) ancilla and \(O(l \log m)\) depth. For both approaches, the number of required gates is \(O(lm)\).

This scheme can be also used for the mixture of Gray and one-hot encoding after it is translated into binary encoding using the circuit given in Fig. 6b.
3.6 Summary

We present a summary of the resource requirements for the methods discussed so far. Depending on whether we use the 1- or \( \log n \) ancilla counting method, we use notation \( \Sigma_1 \) and \( \Sigma_{\log} \) respectively. \( T_{\text{free}} \) denotes the ancilla-free implementation of multi-controlled NOT gate, while \( T_{\text{ancilla}} \) denotes the \( O(n) \) ancilla implementation. \( T_{\text{multi-anc}} \) is the case where it is guaranteed that for each implementation of the multi-controlled NOT gate, different ancilla qubits are available. Finally, \( M \) denotes more subtle implementation details. For wall-domain encoding, it differentiates between the parallel checking with \( O(n) \) and 1 ancilla. For the mixed encoding, \( M_{\text{store}} \) denotes the approach of constructing one-hot vector and using the compression scheme. For all of the encodings, we assume that the analyzed system consists of \( n \) qubits. For the mixed encoding, this also gives an identity \( n = lm \).

In addition to the resources considered in the previous sections, we also present the volume of the encoding. The volume is defined as the product of depth and the number of qubits. For the number of qubits, we used the sum of ancilla qubits and \( n \).

| Encoding       | Info. | Ancilla | Gates       | Depth       | Volume            |
|----------------|-------|---------|-------------|-------------|-------------------|
| \( k \)-hot    | \( \Sigma_1 \) | 1       | \( O(n \log n) \) | \( O(n \log n) \) | \( O(n^2 \log n) \) |
| \( \Sigma_{\log} \) | \( O(\log n) \) | \( O(n \log n) \) | \( O(n) \) | \( O(n^2) \) |
| Domain-wall    | \( M_{\text{inductive}} \) | 1 | \( O(n) \) | \( O(n) \) | \( O(n^2) \) |
| \( \Sigma_{\parallel} \) | \( O(n) \) | \( O(n) \) | \( O(1) \) | \( O(n^3) \) |
| Binary/Gray    | \( T_{\text{free}} \) | 1 | \( O(n^3) \) | \( O(n^2) \) | \( O(n^4) \) |
| \( T_{\text{anc}} \) | \( O(n) \) | \( O(n^2) \) | \( O(n \log n) \) | \( O(n^2 \log n) \) |
| Mixed          | \( \Sigma_{l T_{\text{free}}} \) | \( O(1) \) | \( O(l m^2 \log l) \) | \( O(l m \log l) \) | \( O(l^2 m^2 \log l) \) |
| \( \Sigma_{l T_{\text{anc}}} \) | \( O(m) \) | \( O(l m \log l) \) | \( O(l \log l m) \) | \( O(l^2 m \log l m) \) |
| \( \Sigma_{\log T_{\text{free}}} \) | \( O(\log l) \) | \( O(l m^2 \log l) \) | \( O(l m) \) | \( O(l^2 m^2) \) |
| \( \Sigma_{\log T_{\text{anc}}} \) | \( O(m \log l) \) | \( O(l m \log l) \) | \( O(l \log m) \) | \( O(l^2 m \log m) \) |
| \( M_{\text{store} T_{\text{free}}} \) | \( O(l) \) | \( O(l m^2) \) | \( O(l + m) \) | \( O(l^2 m + l m^2) \) |
| \( M_{\text{store} T_{\text{anc}}} \) | \( O(l + m) \) | \( O(l m) \) | \( O(l m \log m) \) | \( O(l^2 m + l m \log m) \) |

Table 1: Summary of the resource requirements of the post-selection circuits for different encoding using filtering.

| Encoding | Gates  | Depth |
|----------|--------|-------|
| 1-hot    | \( O(n) \) | \( O(n) \) |
| Domain-wall | \( O(n) \) | \( O(n) \) |

Table 2: Summary of the resource requirements of the post-selection circuits for different encodings using compression.

4 Application to Quantum Alternating Operator Ansatz

Combinatorial optimization problems deal with minimizing or maximizing a function defined over a discrete set. Quantum computing offers new approaches for solving such problems. As the first step, the problem should be expressed using a 2-local Ising model

\[
H = - \sum_{i>j} J_{ij} Z_i Z_j - \sum_j h_j Z_j, \tag{7}
\]
whose ground state encodes the solution to the problem, where $Z_i$ is the Pauli-$Z$ operator acting on the $i$-th qubit corresponding to spin variable $s_i \in \{0, 1\}$, $J_{ij}$ are the pairwise couplings, and $h_j$ are the external magnetic fields. Then, the ground state can be approximated by quantum optimization algorithms like Quantum Annealing or Quantum Approximate Optimization Algorithm (QAOA).

QAOA introduced by Farhi et al. [6] finds an approximation to the ground state of $H$ by constructing a specific variational ansatz through first order Suzuki-Trotter decomposition approximating adiabatic evolution. The operators $\exp(-irH_{\text{mix}})$ and $\exp(-ipH)$ are applied in alternation resulting in the state

$$|p, r\rangle = \prod_{i=1}^{l} \exp(-ir_iH_{\text{mix}}) \exp(-ip_iH) |+\rangle^\otimes n,$$

where the initial state $|+\rangle$ is the eigenstate of $X$, and $H_{\text{mix}} = -\sum_i X_i$. For a fixed number of layers $l$, QAOA requires $2l$ parameters i.e. $r = (r_1, \ldots, r_l)$, $p = (p_1, \ldots, p_l)$. The expectation value $E_{p,r} = \langle p, r|H|p, r\rangle$, of state $|p, r\rangle$ is approximated through measuring the state in the computational basis. The parameters $p$, $r$ are updated using classical procedures so that the energy $E_{p,r}$ is minimized.

As long as both the objective and mixing Hamiltonian can be implemented efficiently, which is true for the 2-local Ising model and the given mixer Hamiltonian, QAOA can be used for any combinatorial problem. Many studies have been performed to characterize the properties of QAOA in the past few years. Rigorous proofs of computational power and reachability properties have been discussed [41,44], as well as characterization through heuristics, numerical experiments, and extensions of QAOA is introduced [45–47]. QAOA has applications in a class of problems such as Max-Cut [48], MaxE3Lin2 [49], Max-$k$-Vertex Cover [36], sampling from Gibbs states [50], and integer factorization [51].

Quadratic Unconstrained Binary Optimization (QUBO) is a NP-Hard problem class, where optimization is done over binary variables $x_i \in \{0, 1\}$, instead of spin variables $s_i \in \{-1, 1\}$. QUBO is defined as

$$\sum_{i<j} x_iQ_{ij}x_j,$$

where $Q$ is a real matrix of coefficients defining the optimization problem. It is often more suitable to express a combinatorial optimization problem over binary variables using QUBO formulation, and the transformation between QUBO and Ising model can be performed easily using the mapping $x_i \leftrightarrow \frac{1-x_i}{2}$.

In this paper, we will consider the Travelling Salesman Problem (TSP). QUBO formulation for TSP over $N$ cities is given as

$$A \sum_{t=1}^{N} \left(1 - \sum_{i=1}^{N} b_{t,i}\right)^2 + A \sum_{i=1}^{N} \left(1 - \sum_{t=1}^{N} b_{t,i}\right)^2 + \sum_{i,j=1}^{N} W_{ij} \sum_{t=1}^{N} b_{t,i}b_{t+1,j},$$

where $W$ is the cost matrix, and $b_{t,i}$ is the binary variable such that $b_{t,i} = 1$ iff the $i$-th city is visited at time $t$ [26]. $A$ is a constant which needs to be adjusted so that the optimal solution of QUBO encodes the optimal solution for TSP. The formulation uses $N^2$ qubits which produces a large infeasible space i.e. there are $2^{N^2}$ possible solutions to QUBO model, while the number of routes is only $N! = 2^{O(N \log N)}$. To reduce the infeasible space, one possible approach is to encode the problem using less number of qubits as proposed in [27]. Another approach is to reduce the effective space of the evolution, which is the idea behind the Quantum Alternating Operator Ansatz (QAOA+) [17].

QAOA+ is considered as an extension of QAOA that allows more general families of mixing operators. In QAOA+, the initial state is usually a feasible solution to the problem, and
the mixer operator restricts the search to the feasible subspace by mapping feasible states to feasible states. Hence, the evolution takes place in a smaller subspace of the full Hilbert space, unlike QAOA. In this paper, we will consider a special case of QAOA+ called XY-QAOA. In XY-QAOA, the mixer is chosen as XY-Hamiltonian

$$\sum_{i=1}^{N} X_i X_{i+1} + Y_i Y_{i+1},$$

applied on every one-hot register, which preserves the Hamming weight of the quantum states \[18\]. In the case of TSP over \(N\) cities, \(N\) registers each with \(N\) qubits are used such that if \(b_{t,i} = 1\), then register \(t\) encodes \(i\) using one-hot encoding. The initial state can be prepared as the Kronecker product of \(W\)-states which can be efficiently implemented \[18\]. Note that the choice of the initial state is particularly suitable for XY-mixer as XY-mixer maps one-hot states to one-hot states. Although the generated subspace contains some infeasible states as well, it contains the whole feasible space for the TSP problem and is significantly smaller than the full Hilbert space. More precisely, the evolution takes place in \(N^N = 2^{O(N \log N)}\) dimensional subspace of the full \(N^2\)-qubit Hilbert space.

As the post-selection scheme, we use the compression scheme for one-hot vectors proposed in Sec. 3.2. We consider a noise model where every gate is affected by a random unitary channel applied after each quantum gate, including gates from the post-selection. In particular, we will consider depolarizing noise, amplitude damping noise, and random \(X\) noise with parameter \(\gamma\) reflecting the strength of the noise: the smaller the value of gamma, the least is the effect of the noise on the evolution. We assume that the initial state is \(|0\cdots0\rangle\) and measurements (both final and in the middle) are implemented perfectly. Ideal initial state preparation is justified as any digression into infeasible subspace will be detected by mid-circuit post-selection, or will produce some bias for QAOA+, which may be corrected by adjusting the parameters of the ansatz. For measurements, we note that the noise is highly biased. States \(|0\rangle\) are much less prone to error compared to \(|1\rangle\) so that it is unlikely that \(1\) is measured when one is expecting to measure \(0\) \[52\].

A simplified version of the circuit is visualized in Fig. 9. After a fixed number of QAOA layers we apply the compression scheme presented in Sec. 3.2. We continue computation iff all measurements result in \(0\) states. For the final measurements, we post-select only those measurement samples which would appear in the error-robust computation. Note that in fact the mid-circuit post-selection can be also applied in the middle of the objective Hamiltonian application—this Hamiltonian is implemented by consecutively applying diagonal matrices, which doesn’t change the space over which the states is defined. However, we apply mid-circuit post-selection after at the end of layers only for simplicity.

We start by investigating the effect of the post-selection for randomly chosen angles. We
Figure 10: The efficiency of mid-circuit postselection against final circuit postselection only. The subplots (a), (b) and (c) are for 3 cities, and (d), (e), (f) are showing the results for 4 cities.

sample 100 instances of TSP for \( n = 3, 4 \) cities. Cost matrix \( W \) is a random matrix with elements sampled i.i.d. from the range \( \{1, \ldots, 9\} \). The penalty value equals \( A = 2 \max_{i,j} W_{ij} \). In the rest of the discussion, any considered energy will be for rescaled QUBO, such that the corresponding (attainable) maximal value of the pseudo-Boolean function is 1, and the smallest value is 0. Let \( E \) be the true energy coming from the noise-robust evolution and let \( E_{\text{no-mid}} \) be the energy obtained from the noisy evolution but with post-selection applied on the final outcomes only. Finally, let \( E_{\text{mid}} \) be the energy with the post-selection applied both in the middle (at every 4th layer) and on the final outcomes. Our measure of quality is \( \Delta E(i) = |E(i) - E_{\text{no-mid}}(i)| - |E(i) - E_{\text{mid}}(i)| \), where \( i \) stands from the \( i \)-th TSP instance. Note that the larger the value, the more positive impact the mitigation scheme has on the output.

The results presented in Fig. 10 show that the effect of post-selection strongly depends not only on the noise impact \( \gamma \), but also on the type of the noise. This is expected, as the noise structure also affects the way the amplitude is transferred between valid and invalid states. For example, for random \( Z \) noise our method (the same as the classical postselection) cannot detect any deviation. However, for all combinations of noise strength and noise models, we see that the post-selection has mostly a positive effect on the evolution.

The mean of \( \Delta E \) is usually detached from zero. However, the area denoting the space within plus/minus standard deviation highly deviates from the mean. Yet, in most of the cases, the difference of the mean and standard deviation is close to 0, which shows that our method has likely no negative effect against final post-selection only.

Let us now consider the effect of post-selection on the optimization process. We considered 40
Figure 11: Effect of post-selection on QAOA optimization. In the first column, we simply correct the optimal angles obtained through regular optimization with the post-selection applied at every 2 layers. In the second column, we compare optimization with and without mid-circuit post-selection, starting with the same angles. Finally, in the last column, we take the optimal angles obtained through regular optimization and repeat the optimization with mid-circuit post-selection. The solid black line is the $y = x$ and denotes the ‘no difference’ case. The red solid line is the $y = 0.85x$.

TSP instances generated as described above, with 8 layers and random $X$ noise with $\gamma = 0.002$. We consider 3 scenarios here. In all of them, we use the classical post-selection of the final outcomes, as classical post-selection can be implemented efficiently using classical computing. In the first scenario, we optimize the circuit without mid-circuit post-selection. Then we inject inside this circuit a mid-circuit post-selection procedure and compare the obtained energy with the previous one. This is the most efficient method, as the mid-circuit part of the circuit does not take part in the optimization process, which may slightly decrease the time required for the optimization. In the first column of Fig. 11, we can see that this approach provides stable improvement of around 15% for both 3 and 4 cities case.

One may expect that correcting the energy via post-selection, through correcting the energy, will provide an alternative, more faithful energy landscape. To analyse this, we used mid-circuit post-selection also in the middle of optimization. We considered two approaches. In the first, we compare the energy obtained through circuits with and without post-selection, starting from the same initial angles. In the second, we first optimized the circuit without mid-circuit post-selection, and then we took the final circuit and re-optimized it with the circuit containing mid-circuit post-selection. Both are presented in Fig. 11. We can see that there is almost no difference between these two approaches, which indicates that the landscape may be very similar for these cases. This in turn implies, that it may be sufficient to optimize the circuit without the mid-circuit postselection, and only then apply the mid-circuit postselection.
5 Conclusion

There have been some recent attempts to mitigate errors in Variational Quantum Algorithms (VQAs) through mid-circuit post-selection. Following this line of work, in this paper, we presented post-selection schemes for various encodings and different valid subspaces of quantum states, which can be used with VQA while solving particular combinatorial optimization problems and problems from quantum chemistry. We implemented the one-hot to binary post-selection through compression scheme to solve the Travelling Salesman Problem (TSP) using the Quantum Alternating Operator Ansatz (QAOA+) algorithm. The experiment results show that for amplitude damping, depolarizing, and bit-flip noises, the mid-circuit post-selection has a positive impact on the outcome compared to final post-selection only. The schemes we propose are qubit efficient, do not need classical operation, and use only mid-circuit measurements and reset. Hence, with the emerging technology of mid-circuit measurements [32, 33], the presented methods are currently applicable to NISQ algorithms. Finally, our method can also be used in principle outside the scope of VQA.

Although we have only considered the TSP problem in our numerical experiments, it is worth noting that the proposed schemes can be used with different objective Hamiltonians. Our ancilla-free post-selection through compression scheme can be applied to any problem where the feasible states are one-hot, including the problems defined over permutations such as Vehicle Routing Problem [53], variations of TSP [54,55], Railway Dispatching Problem [56,57], Graph Isomorphism Problem [58], Flight Gate Assignment Problem [59].

There are several research directions that can be pursued requiring further investigation. First of all, in general, the optimal number of post-selections to apply is not evident. Many factors should be considered here, including the complexity of the post-selection, the form of the feasible subspace $S$, the strength and form of the noise affecting the computation. It is desirable to design methods that would choose the optimal number (and perhaps the position) of mid-circuit post-selections to be applied.
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A Details on numerical experiments

For the simulations, we used qiskit programming framework. The code is available on https://github.com/iitis/ec-qaoa-code. Versions of the software used are available in the .yml file in the link.

A.1 Noise model

We considered a noise model which applies a noise channel after each gate on the qubits on which the gate is acting on. For a noise parameter \( \gamma \) and for different noise models, the channels are expressed as follows.

1. Depolarizing channel for 1- and 2-qubit gates:

\[
\mathcal{N}_D(\rho) := (1 - \gamma)\rho + \gamma \frac{1}{\dim(\rho)}.
\]  

(12)

2. Amplitude damping channel for 1-qubit gates:

\[
\mathcal{N}_A(\rho) := \left[ \begin{array}{cc} 1 & 0 \\ 0 & \frac{1}{\sqrt{1-\gamma}} \end{array} \right] \rho \left[ \begin{array}{cc} 1 & 0 \\ 0 & \frac{1}{\sqrt{1-\gamma}} \end{array} \right] + \left[ \begin{array}{cc} 0 & 0 \\ 0 & \frac{1}{\sqrt{\gamma}} \end{array} \right] \rho \left[ \begin{array}{cc} 0 & \sqrt{\gamma} \\ 0 & 0 \end{array} \right].
\]  

(13)

For 2-qubit gates, we took \( \mathcal{N}_A^{\otimes 2} \).
3. Random X damping channel for 1-qubit gates

$$\mathcal{N}_X(\rho) := (1 - \gamma)\rho + \gamma X\rho X.$$ (14)

For 2-qubit gates we took $$\mathcal{N}_X \otimes 2 X.$$  
To estimate the energy, we used the density matrix simulator, i.e. so the energy estimation is always exact given the noise model. That is equivalent to estimating the energy with infinitely many samples with the same machine.

All circuits were transpiled so that they only consist of general 1-qubit gates and controlled-NOTs. We assumed full connectivity for the simulator, meaning that the controlled-NOT can be implemented between any qubits in both directions.

A.2 TSP

We consider TSP from [26] in a form

$$A \sum_{t=1}^{N} \left(1 - \sum_{i=1}^{N} b_{t,i}\right)^2 + A \sum_{i=1}^{N} \left(1 - \sum_{t=1}^{N} b_{t,i}\right)^2 + B \sum_{i,j=1, i\neq j}^{N} W_{ij} \sum_{t=1}^{N} b_{t,i} b_{t+1,j},$$ (15)

with $$A = 2 \max_{i,j} W_{i,j}$$ and $$B = 1.$$ We considered $$W$$ to be a random matrix with entries chosen i.i.d. uniformly from $$\{1, \ldots, 10\}.$$ We simplified the sampled TSP w.l.o.g. by assuming that the first city is visited in time 1, which dropped the qubits requirements from $$N^2$$ to $$(N - 1)^2.$$ Note the layout will be the same as for TSP with $$N - 1$$ cities, so the QAOA+ algorithms used in the paper can be used.

A.3 XY-QAOA

For XY-QAOA, the mixer does not preserves the space of permutation states, but only of $$N$$ products of $$N$$-qubit one-hot vectors. Thus the algorithm starts in

$$|W_N\rangle^\otimes N = \left(\frac{1}{\sqrt{N}}(|100 \ldots 0\rangle + |010 \ldots 0\rangle + \ldots + |00 \ldots 01\rangle)\right)^\otimes N.$$ (16)

The implementation for $$|W_N\rangle$$ can be found in [18].

A single layer of XY-QAOA is composed of a unitary $$U_W,$$ which gives the initial state preparation, followed by the objective Hamiltonian, the mixer, and the unitary gate $$V$$ performing the post-selection measurement. The initial state is given by the $$|W_N\rangle$$ state on each register indicating different time points.
The XY-QAOA mixer is a Trotter-Suzuki approximation of Hamiltonian $\sum_{i=1}^{n}(XY)_{i,i+1}$ with periodic condition $n+1 \equiv 1$ are implemented in order to minimize the circuit depth on each quantum register reflecting a single timepoint for TSP, where $(XY)_{i,j} = X_i X_j + Y_i Y_j$. First, we implement all the gates for $XY_{i,i+1}$ with even $i$, following odd $i$ and for the last, considering periodic boundary conditions, $i = n$ and $i = 1$.

When implementing the objective Hamiltonian, we only included the part for computing the cost routes and for verifying whether at different time-points we have distinct cities. Note that the part which checks whether at given time point only one city is visited is guaranteed by the algorithm itself.

A.4 Experiments

A.4.1 Energy difference

We consider 100 TSP instances with penalty parameter $A = 2 \max_{i,j} W_{ij}$, where $W$ is the cost matrix with all elements sampled i.i.d. uniformly from the set $\{1, \ldots, 9\}$. For each TSP and layer we sampled a single angle vector with all elements sampled i.i.d. according to a uniform distribution over $[0, 2\pi]$. We considered 1, \ldots, 40 number of layers. All energies were renormalized to the maximal $E_{\text{max}}$ and minimal $E_{\text{min}}$ energy of the Hamiltonian, i.e., $E \mapsto \frac{E - E_{\text{min}}}{E_{\text{max}} - E_{\text{min}}}$. The mid-circuit postselection was done through the compression scheme, every 4th layer, while the final outcomes were filtered through the classical postselection. Algebraically it is equivalent to projection $\rho \mapsto \Pi_S \rho \Pi_S$. Note that mid-circuit postselection approach was compared to the case with the final postselection.

A.4.2 Optimization

For the optimization, we consider 8 layer QAOA for 40 TSP instances sampled as above (each considered once). We considered random $X$ noise with $\gamma = 0.002$. Mid-circuit postselection was applied every second layer. For optimization, we chose the L-BFGS-B algorithm with default parameters from \texttt{scipy.optimize}. Initial angles were sampled as in the previous experiments.