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Abstract: In this paper, a fast and efficient algorithm for the evaluation of relative permittivity of a solid dielectric sample, when measured by a microstrip ring resonator, is proposed. It is verified for permittivity values up to 10 and material-under-test thicknesses up to 8 mm, which cover a wide range of prospective materials that may be used in electronics and communications. The algorithm was tested on 11 samples of various permittivity values and thicknesses and showed a very good agreement with their nominal permittivity values. The maximum error was within 10% even for the sample thicker than 7 mm, while the results for the four standard laminates (TLX8-060, RF60A-0300, RF60A-0620, and FR4) showed an average error of 2.34%. Attractive features of the proposed algorithm are that the results contained in the reference set are frequency-scalable, applicable to many pairs of unknown permittivity and sample thickness values, unbiased, and easily appendable with additional reference points if higher accuracy is sought.
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1. Introduction

The design of radio frequency (RF) and microwave circuits requires sufficiently accurate information on the relative permittivity ($\varepsilon_r$) of the materials that are used in the design because relative permittivity has a significant impact on the accurate design of a circuit, especially on the dimensions of the circuit or its resonant frequency. Besides the permittivity, the thickness of the material also affects the results. These parameters are included in the closed-form design expressions (e.g., see [1–4]) and data sheets [5–8]; their impacts are nowadays typically verified by full-wave electromagnetic solvers.

However, in the design of modern circuits, especially innovative circuit designs for wearable electronics, circuits will occasionally comprise a nonstandard substrate (or superstrate) materials, such as fabrics (e.g., in wearable antennas), whose relative permittivities are not readily known due to the fact that relative permittivity is not a relevant parameter for textile-related communities and, therefore, has not been measured and specified as part of the standard data sheets that pertain to traditional fabrics. It is, then, up to researchers to overcome that lack of information by performing a proper evaluation of relative permittivity as the most impactful property of the material for the RF/microwave circuit design.

In that sense, a number of methods have been proposed over time [9], each with its advantages and disadvantages. In [10,11], interested readers can find recent overviews of the methods that are offered by prominent commercial entities, while in [3,4], one can find a more detailed approach to a variety of proposed methods. Clearly, the established methods offer solutions from low frequencies (e.g., the parallel plate method), over mid-range frequencies (e.g., the resonant cavity method), to wide bandwidth measurements from relatively low frequencies to medium- (e.g., the coaxial probe or the transmission line method), or even millimeter-wave frequencies (such as the free-space technique) [10]. It is
up to a user to identify which method best suits his/her case. Other aspects of the user’s choice include how destructive the method is toward the sample under test (SUT), necessity (or not) for a wideband characterization of the material to be tested, a physical state of the SUT, etc. One common trait of all of them is that the determination of permittivity is a subtle task with inherent sensitivity to the measurement process and the required precision regarding the preparation of the SUT in terms of its size and placement on/in the measurement fixture (if there is one). Overviews of various methods can be further found in [12,13].

Among the papers that tackled a specific measurement technique, techniques and algorithms based on the use of the transmission line have been a popular topic of research [14–19]. Various versions and applications based on the microstrip ring resonator (MRR) configuration were covered in [20–25]. Fewer papers have focused on the use of the parallel plate method, mostly for low-frequency applications, e.g., [26]. On the other hand, the waveguide is an appealing structure for wideband measurements [27], but it requires a very precise preparation of the measurement sample size and its precise placement in the slot within a waveguide, which is one reason why it has been relatively less discussed in comparison with the transmission line method, which has been the focus of various proposed methods. Resonant cavity methods generally have good accuracy for a single frequency and are non-destructive for a material-under-test, but there are differences in the particular circuit design to perform the measurements. Some circuits are based on the open microstrip structure (such as an MRR), whose upper surface serves as a testbed to place a sample of a material to be measured [24], while some others (supposedly more accurate once) are based on the split post dielectric resonator fixture to serve as the testbed for a SUT [28]. Additionally, an MRR is sometimes designed on the substrate whose permittivity is, in fact, the object of the measurement and permittivity evaluation [21], as opposed to various other cases where a SUT is placed on top of the resonator surface in order to be measured. In [29], a split ring resonator (SRR) is used to retrieve electromagnetic parameters from inhomogeneous metamaterial. The measurement method with an open coaxial probe is suitable to determine the permittivity of liquid dielectrics [30].

Interestingly, the bulk of the various proposed methods can be traced back to the 1960s–1980s, with fewer papers in the 1990s and later, yet characterization of dielectric properties remains quite a subtle task to perform. It is apparently due to inherent challenges that are involved in the measurement procedures, apparatus, preparation, and placement (or insertion) of the sample to be tested. Moreover, it can be attributed to a nonlinear nature of the spectral response of a SUT, as well as the numerical (i.e., algorithmic) part of the process, which follows after the measurements are conducted and requires a certain algorithm to post-process the results of the measurements.

Due to all of that, commercial kits are still quite costly, while offering various (of the aforementioned) techniques with corresponding measurement probes and accessories [31–33]. As such, they are not quite affordable to labs and researchers that work on modest budgets. On top of it, even acquiring some of the leading commercial solutions still does not guarantee a high accuracy in all cases and has limitations in sample thickness or volume and permittivity value range, and there are other disclaimers pertaining to tolerances and measurement accuracies. Due to that, researchers who do not need to characterize unknown dielectrics so frequently (to feel that procurement of very expensive instrumentation is justified) are destined to conduct their own design and manufacturing of a suitable measurement setup, leading to results that are good enough for the practical needs.

In our case, it was adequate to cling to a measurement circuit that was simple enough to design and cost-effective to manufacture, with the prospect of providing accurate enough measurement results at discrete frequencies of our choosing (e.g., relative error under 10%) and suitable for SUTs with lower permittivity values (e.g., $\epsilon_r \leq 10$) and modest sample thicknesses of up to a few millimeters. Taking into account the traits of the aforementioned methods—an MRR, as a representative of the resonant methods, was chosen, mainly for its simplicity, affordability, and accuracy.
While in a recent paper [34] we discussed a simplified approach to determining relative permittivity using an MRR with a variational method-based algorithm, in this paper, we propose a faster, efficient, and frequency-scalable algorithm to accurately compute the relative permittivity value of an unknown low-loss material for any value of its thickness, from a submillimeter thickness up to 8 mm. As its input values, the algorithm only needs the SUT thickness (S), and the two measured resonant frequencies—the one without a SUT on the MRR surface, which is commonly referred to as the “unloaded” resonant frequency, $F_0$, and the one with a SUT on the MRR surface, which is referred to as the “loaded” resonant frequency ($F_1$). To evaluate the unknown permittivity of the given SUT, the algorithm then uses the pre-stored reference data set along with those three input variables. In the following sections, the computational benefits of this approach will be compared with the variational method-based algorithm in terms of the algorithm complexity, the computational time, and accuracy.

The paper is structured as follows. In Section 2, the key aspects of a variational method-based algorithm (VMA) are outlined in order to later serve for comparison with the algorithm proposed in this text. The proposed algorithm is then described in Section 3, followed by testing of the algorithm performance using 11 benchmark samples in Section 4. The flexibility of the approach to append the reference data set with additional data points, as well as an inherent frequency scaling of the reference data set is further discussed in Section 5. The appealing characteristics of the algorithm are discussed in Section 6, and include a discussion on the means to further improve the accuracy. Lastly, Section 7 summarizes the paper.

2. A Brief Reference to the Previous Procedure

Our evaluation of a SUT permittivity value was previously based on the procedure described in [34] in detail; as for the purpose of this paper, only its essentials are reviewed. The variational method-based algorithm comprises three key computational steps before the unknown permittivity can be evaluated.

First—the effective permittivity of the unloaded MRR, $\epsilon_{f0}$, is computed by

\[
\epsilon_{f0} = \frac{C_1}{C_0}
\]  

where $C_0$ is the capacitance of the unloaded MRR when air is used as the MRR substrate, while $C_1$ is the capacitance of the unloaded MRR when the particular substrate is used in the design of the MRR, e.g., FR4. (Note: the term unloaded is used for the MRR without the SUT placed on its surface, while the term loaded is used for the MRR having a SUT placed on its surface.)

Second—the resonant frequencies of the unloaded- and loaded-MRRs must be measured using a network analyzer (NA) in order to compute the effective permittivity of the loaded MRR, $\epsilon_{f1}$. When a SUT is placed on the MRR surface, a downshift in the resonant frequency occurs due to the presence of non-air material in the overall MRR structure. The effective permittivity of the loaded MRR, $\epsilon_{f1}$, is then equal to

\[
\epsilon_{f1} = \epsilon_{f0} \left(\frac{F_0}{F_1}\right)^2
\]

where $F_0$ and $F_1$ are the resonant frequencies of the unloaded- and loaded-MRRs, respectively, and $\epsilon_{f0}$ has already been computed by (1). This result serves in the next step as the specific value of the effective permittivity that the relative permittivity will be evaluated for.

Third—to find the particular value of the relative permittivity of the SUT, $\epsilon_2$, a relationship between the effective permittivity of the loaded MRR, $\epsilon_{f1}$, and any value of $\epsilon_2$ needs to
established first, which is done by varying the value of \( \varepsilon_2 \) from 1 to some arbitrary value \( \varepsilon_{\text{fix}} \), and computing \( \varepsilon_f \) by

\[
\varepsilon_f = \frac{C(\varepsilon_2)}{C_0}
\]  
(3)

where \( C \) is the respective capacitance for the specific \( \varepsilon_2 \) value in the vector of \( \varepsilon_2 \) values. When such a functional dependence is established as \( \varepsilon_f = \xi(\varepsilon_2) \) (or vice versa, i.e., \( \varepsilon_2 = \xi^{-1}(\varepsilon_f) \)), graphically or numerically, the particular \( \varepsilon_2 \) is readily obtained as the counterpart of the specific value of \( \varepsilon_f = \varepsilon_f^i \), where \( \varepsilon_f^i \) was computed by (2) in the second step.

To summarize, this approach involves a computation of the capacitance of the air-based MRR (\( C_0 \)), the capacitance of the unloaded MRR filled with a particular dielectric substrate (\( C_1 \)), such as FR4, then the computations of \( \varepsilon_f^0, \varepsilon_f^1 \), and a vector of \( \varepsilon_f \) based on the arbitrary vector of \( \varepsilon_2 \) values, as defined by (3). It is important to note that the computation of any of the above capacitances in expressions (1), (2), and (3) involve a respective evaluation of the integral function [34]

\[
\frac{1}{C} = \frac{1}{\pi Q^2 \varepsilon_0} \int_0^\infty \left[ f(\beta) \right]^2 g(\beta) \tilde{h}(\beta) \, d\beta
\]  
(4)

each time with a different set of the input parameter values, which are pertinent to the particular case, i.e., respective input parameters pertaining to either \( C_0, C_1, \) or \( C \), where

\[
\hat{f}(\beta) = \frac{8}{5} \left\{ \frac{\sin(\beta w/2)}{\beta w/2} \right\} + \frac{12}{5} \frac{(\beta w/2)^2}{(\beta w/2)^2}
\]

\[
\left\{ \cos(\beta w/2) - \frac{2\sin(\beta w/2)}{\beta w/2} \frac{\sin^2(\beta w/4)}{\beta w/4} \right\}
\]  
(5)

with \( \varepsilon_0 = 8.854 \times 10^{-12} \frac{F}{m} \) being the free-space permittivity and \( w \) the width of the ring and the feed line, while \( g(\beta) \) is given by

\[
g(\beta) = \frac{\varepsilon_3 d + \varepsilon_2 s}{|\beta| \{ \varepsilon_3 d |\beta| H + \varepsilon_2 [ \varepsilon_2 + \varepsilon_1 h s ] \}}
\]  
(6)

where

\[
d = \coth(|\beta| D)
\]  
(7)

\[
s = \coth(|\beta| S)
\]  
(8)

\[
h = \coth(|\beta| H)
\]  
(9)

and

\[
\tilde{h}(\beta) = \frac{1}{2} \left\{ 1 + \frac{\sin h(|\beta| t - |\beta| d)}{\sin h(|\beta| d)} \right\}
\]  
(10)

with \( S \) being the SUT thickness, \( D \) being the cover layer thickness (as discussed in [24,35,36]), and \( t \) being the copper layer line thickness. Conveniently approximating \( t \to 0, \tilde{h}(\beta) \to 1 \) in (4).

3. The Proposed Algorithm Based on the Reference Data Set

Having experienced the variational method-based algorithm to determine the \( \varepsilon_2 \) of the SUT [35,36], we contemplated an alternative algorithm that would be simpler, faster, and would efficiently compute a relative permittivity of a SUT for any SUT permittivity value and any thickness value within a realistic range of interest, which is approximately \( \varepsilon_f < 10 \) and \( S < 8 \) mm. To achieve that, it was required to establish the dependence of \( F_1 \) on the SUT thickness \( S \) and permittivity \( \varepsilon_f \) of the prepared referential data set and then apply a data fitness algorithm that closely followed the data. A particular SUT permittivity
(\(\epsilon_2\)) could then be evaluated, with a comparable accuracy faster than it was achieved by using the variational method-based algorithm.

### 3.1. The Approach to Creating a Reference Data Set

The basic idea of the algorithm stemmed from the fact that by taking advantage of the full-wave solver, we could consistently model the unloaded- and loaded-MRR and achieve quite realistic results in terms of the respective resonant frequencies for the given SUT thickness and permittivity. Figure 1 illustrates a computational model of an MRR with a SUT placed over its surface. The advantage of using a computational model to establish the reference data lies in the possibility of having repetitive evaluations with equal treatment of the SUT, without introducing different human errors from evaluation to evaluation. This approach actually substitutes for the measurements that would otherwise be performed in order to establish the reference data set, during which, the operator is prone to prepare and place the samples unequally from measurement to measurement, to measure the SUT with some errors from sample to sample or to use insufficiently accurate information on the SUT permittivity. Within a full-wave solver, the operator can consistently work with exact reference values of interest.

![Figure 1. A computational model of an MRR with a SUT placed over it (e.g., TLX-8 is the SUT and FR4 is the substrate). The structure was modeled using the Feko full-wave solver [37].](image)

Now, if several thickness values of the same material are computationally analyzed, a vector of \(F_1\) points is obtained for the respective thickness values \(S\) with a given relative permittivity \(\epsilon_2\) of the reference SUT. (Credible values of the SUT thicknesses, \(S\), and the permittivity value, \(\epsilon_2\), for the chosen dielectric laminate, can be obtained from the manufacturer’s data sheet.) The procedure is then repeated for a few other known materials with different permittivity values, to end up with a few series of data points representing the decay of the resonant frequency of the loaded MRR (\(F_1\)) as a function of both \(S\) and \(\epsilon_2\), i.e., \(F_1 = \Psi(S, \epsilon_2)\). To make it simpler, the dependence of \(F_1\) with respect to varying \(S\) is analyzed first, then followed by the analysis of the dependence of \(F_1\) with respect to varying \(\epsilon_2\). Ultimately, should one be able to find a sensitive data-fitting algorithm that would accurately interpolate (and to some extent extrapolate) between the given set of \(F_1\) points as a function of \(S\), one could evaluate \(F_1\) for any thickness of a SUT with some permittivity value, based on just a few reference samples that are stored in the algorithm in advance. That dependence is described by

\[
F_1 = \xi(S) \mid_{\epsilon_2}
\]  

and here referred to as the horizontal interpolation.

Following that, a vertical interpolation between the reference curves (having different reference permittivities) is then performed for a given \(S\), to achieve the resulting SUT permittivity value \(\epsilon_2\) based on the given \(F_1\). The dependence with respect to \(\epsilon_2\) is

\[
F_1 = \chi(\epsilon_2) \mid_S
\]  

So, with the two steps of “horizontal” and “vertical” interpolations operating on the reference data points, relative permittivity of unknown material can be efficiently
determined from the three measured input values: $F_0$, $F_1$, and $S$, avoiding repetitive computations of the integral in (4), which is computed with different settings in each of the expressions (1), (2), and (3).

3.2. Data Fitting Algorithms

Figure 2 shows the reference data set for the four laminates that were used here as the references (see Table 1), while the uppermost set of constant values represents air as a quasi-sample, which is needed for the computation of samples whose permittivity value is lower than the lowest used permittivity value of the reference data set. The SUT thickness values $S$, listed in Table 1, were based on the respective data sheets, while the results of the respective $F_1$ values were achieved by computational modeling in the Feko full-wave solver [37], analogously to the model shown in Figure 1.

![Figure 2. The resonant frequency values evaluated using a full-wave solver for the thickness- and permittivity values of the four known laminates.](image)

Table 1. The reference data set.

| Reference Laminate | Nominal Permittivity, $\varepsilon_n$ | Laminate Thickness, $S$ (mm) |
|-------------------|--------------------------------------|-----------------------------|
| TLX-8             | 2.55                                 | 0.13 0.25 0.51 0.79 1.58 2.36 |
| RF-35             | 3.50                                 | 0.11 0.25 0.51 0.76 1.52 n/a  |
| RF-60A            | 6.15                                 | 0.25 0.64 0.79 1.27 1.52 3.18  |
| CER-10            | 10.0                                 | 0.28 0.64 0.76 1.19 1.58 3.18  |

As can be noticed, the reference laminates neither have the same number of sample thicknesses nor equal values of their thicknesses. Due to that, the data fitting task encounters unequal lengths of the respective vectors and unequal values of the independent variable $S$. There is also an unequal trend of the $F_1$ value decay, as can be seen in Figure 2. It was also realized that one point had to be common to all the data sets and that point is the resonant frequency of the unloaded MRR, $F_0$ (i.e., the frequency value for $S = 0$).

3.3. A Fitting Attempt with Exponential Functions

At first glance, the curves appeared to follow an exponential decay of $F_1$ values and we tried to fit it with exponential terms of the form $\exp(-\alpha S)$, where $\alpha$ was tested with
various values, but that did not result in good data fitting because only one half of any curve could be fitted reasonably well, while the other half exhibited poor fitting. It can be observed in Figure 3 where, for \( a = 0.028 \), better fitting was obtained only for the last part of the curve, as shown in Figure 3a. In contrast, using \( a = 0.06 \), better fitting was obtained for the first part of the curve, as illustrated in Figure 3b. Similarly, no particular exponential coefficient \( a \) would enable good fitting over the entire curve. An alternative idea was to use a different exponential coefficient for each half of the given data set. That, on the one hand, still does not guarantee close fitting for either segment of the curve. On the other hand, it complicates the fitting process because every reference curve has its own trend of decay. With that, one would have to define at least two exponential fitting coefficients for each reference curve and such an approach would be both clumsy and not guarantee a good fitting.

![Figure 3](image-url)

**Figure 3.** Attempts of exponential fitting of one set of the reference data. (a) TLX8: fitting with \( a = 0.028 \) (better fitting for the last part of the curve). (b) TLX8: fitting with \( a = 0.06 \) (better fitting for the first part of the curve).

### 3.4. Polynomial Fitting Attempt

Another classical approach involved making use of a polynomial fitting function, but that did not achieve a close-enough fitting either. As it is known about polynomial fitting, it is important to pick an optimal order of the polynomial for the given data set; no particular order produced satisfactory results in this case. The fitting curves fluctuated around the given values, rather than passing through them. In addition, the polynomial fit exhibits stronger divergence from the given data values near the boundaries of the data set, making the approximation even worse.

### 3.5. Shape-Preserving Algorithm for the “Horizontal” Data Fitting

Ultimately, it was recalled that we had implemented a superior data-fitting algorithm in one earlier publication [38]. The algorithm is referred to as a shape-preserving algorithm (SPA). It is characterized by accurately following the given data points, no matter how challenging their trend of values may be and it is superior to other fitting algorithms. While we previously implemented it in MATLAB programming language, we now implement it in Julia programming language [39], specifically via the Schumaker Spline shape-preserving interpolation algorithm [40], which not only closely follows the data pattern and interpolated between the data points, but also extrapolates the data vector very logically on either side outside of the given data set (Figure 4). One exception to that is the curve for RF-35, but not due to the SPA itself, but due to the fact that the data vector did not have values beyond \( S = 1.52 \) mm, and was therefore “lacking” the \( f_1 \) result around \( S = 3 \) mm, such as the other reference vectors. Due to that, the extrapolated curve in that segment does not follow the decay trend analogously to the other curves; instead, it decays monotonously linearly. This can be mended by running simulations with additional values of \( S \), which will be shown later in the text in Section 5.1.
In Figure 4, the dots show the original reference data points of $F_1 = \xi(S)\bigg|_{\epsilon_2}$ and the solid lines show the Schumaker shape-preserving spline-interpolated results.

3.6. The “Vertical” Interpolation of the Data (between the Reference Curves)

Having accomplished the horizontal interpolation of the reference data, it remained to define a vertical interpolation between the curves shown in Figure 4, which would ultimately enable achieving accurate results for any value of the SUT permittivity that falls between the reference curves.

In this step, the sample thickness $S$ is a given parameter, along with the measured value of $F_1$. As the curves exhibit different vertical separations for different values of $S$ and different trends of their respective decays, the idea was that the resulting curve, which will lie somewhere between the two adjacent curves, proportionally adopts as much property of the reference curve that it is closer to and the remaining property of the other adjacent reference curve it is further from. It is understood that only two reference curves will bound any pair of $(S, F_1)$ values—one reference curve as the upper bound and the other reference curve as the lower bound. Once the two bounding curves are identified, we analyze such a vertical interval between the upper reference curve, the given point $(S, F_1)$, and the lower reference curve, and calculate how relatively close the given point $(S, F_1)$ is to either of the curves. Figure 5 illustrates one such vertical interval between the boundary points $a$ and $b$, except for being shown with a horizontal orientation. The unknown permittivity value $\epsilon_x$ to be found is $p_1$ far from $a$ and $p_2$ far from $b$ (Supplementary Materials).

Figure 5. A horizontally-oriented illustration of the interval between any two bounding reference curves and the given $(S, F_1)$ point between them.
Based on that, the resulting curve will attain the calculated percentage of the upper curve \((a)\) and the remaining percentage of the lower curve \((b)\), which is inversely proportional to the distance that the \((S, F_1)\)-point has to each curve. That is algorithmically defined by:

\[
\begin{align*}
 a &= \epsilon_r[i] \\
 b &= \epsilon_r[i + 1] \\
 p_1 &= (\epsilon_x - a) / (b - a) \quad (15) \\
 p_2 &= 1 - p_1 \quad (16)
\end{align*}
\]

where \(a\) is the permittivity value of the upper curve in the observed interval (with index \(i\)), \(b\) is the permittivity value of the lower curve in the observed interval (with index \(i + 1\)), while the proportionality factors \(p_1\) and \(p_2\) represent the proximity of the given SUT pair of values \((S, F_1)\), where \(p_1\) is the proximity of the given point to the upper curve, \(p_2\) is the proximity to the lower curve, and \(\epsilon_x\) is the unknown permittivity of the SUT that is to be computed by this algorithm (previously denoted as \(\epsilon_2\), while we now denoted it by \(\epsilon_x\) to emphasize that it is still the unknown permittivity of a SUT that is yet to be evaluated).

Following that, the algorithmically estimated resulting curve of the given SUT, designated as \(F_{est}\), is established as

\[
F_{est} = p_2 F_{vals}[i, :] + p_1 F_{vals}[i + 1, :] \quad (17)
\]

where vectors \(F_{vals}[i, :]\) and \(F_{vals}[i + 1, :]\) represent the values of the upper and the lower bounding curves, respectively, and \(p_1\) and \(p_2\) are evaluated as in (15) and (16). The resulting curve, \(F_{est}\), contains the vector of the loaded resonant frequency, \(F_1\), and the sought-after value of the SUT permittivity, \(\epsilon_x\). The ultimate value of \(\epsilon_x\) is then obtained by scanning \(\epsilon_x\) from the upper bounding curve towards the lower bounding curve and testing whether for that particular value of \(\epsilon_x\) the measured value of \(F_1\) matches the \(F_{est}\) value (of the estimated curve) for the given \(S\). That scan is performed for the nearest value of \(S\), given the chosen resolution of the SUT thickness vector, and the arbitrarily chosen step size of \(\Delta \epsilon_x\) during the scanning process of searching for the accurate permittivity value. For example, we initially divided the SUT thickness into 228 intervals, which for the SUT ranged between 0 and 3.5, and gave a resolution of \(\Delta S = 0.015\) mm. The step for scanning the permittivity value was arbitrarily set to \(\Delta \epsilon_x = 0.1\), which sounds reasonable for various practical purposes (e.g., antenna design). It is to be noted that the resulting \(F_{est}\) curve changes its particular shape dynamically during the scanning loop due to the varying nature of \(p_1\), \(p_2\), and \(F_{est}\) as defined by (17). (An animated video clip, showing the process of searching for the exact value of the SUT solution is available in the online version of the article.)

4. Benchmark Testing

The proposed algorithm was benchmarked against 11 samples of available sample materials that had already been evaluated within our previous paper [34] that was based on the variational method. Here, the results are compared in Table 2, where \(\epsilon_n\), \(\epsilon_r\), and \(\epsilon_b\) denote the nominal value of relative permittivity, the computed value of relative permittivity by the variational method, and the computed value of relative permittivity by the reference data set-based algorithm proposed in this paper.

As can be seen, the results obtained by the proposed algorithm (RDSA) are very close to the results obtained by the previously discussed algorithm (VMA) [34] and, more importantly, are in good agreement with the nominal permittivity values \((\epsilon_n)\) shown in column 3.
Table 2. Testing this reference data set-based algorithm (RDSA) against known permittivities and the variational method-based algorithm (VMA) from [34].

| SUT S (mm) | S (mm) | $\varepsilon_n$ | $F_1$ (MHz) | $\varepsilon_b$ by Alg. in ([34], Table 7) | $\varepsilon_b$ by This Alg. |
|-----------|--------|-----------------|-------------|------------------------------------------|-----------------------------|
| TLX8      | 0.8    | 2.55            | 2405        | 5.47                                     | 2.74                        |
| TLX8-060  | 1.57   | 2.55            | 2380        | 5.67                                     | 2.57                        |
| RF60A-0300 | 0.83  | 6.15            | 2268        | 6.0                                      | 6.0                         |
| RF60A-0620 | 1.59  | 6.15            | 2205        | 5.84                                     | 6.1                         |
| jeans     | 0.9    | 1.7             | 2447        | 1.86                                     | 2.0 **                      |
| FR4       | 1.48   | 4.3–4.6         | 2276        | 4.44                                     | 4.7                         |
| glass     | 1.93   | 4–7             | 2166        | 6.28                                     | 6.85                        |
| Plexiglass 1 | 2.95 | 2.6–3.5         | 2375        | 2.34                                     | 2.5                         |

* with: $F_0 = 2506$ MHz. ** See the discussion in Section 6.1 for means to further improve the result to 1.87.

Figure 6 shows the computed solution curve (the gray one) when the RDSA was tested for the samples of RF60A-0300, FR4, glass, and Plexiglass 1 laminates, having pairs of $(S, F_1)$ values as given in Table 2. The computed solutions of the relative permittivity, $\varepsilon_b$, are graphically marked by a red plus sign on each of the four solution curves, while their numerical values can also be found listed in the last column of Table 2. Using this proposed algorithm with the given input values, the evaluated solutions are $\varepsilon_b = 6.0$, 4.7, 6.85, and 2.5, respectively.
5. Flexibility and Frequency Scalability of the Reference Data Set

In this section, we present two helpful traits of this approach. One of them concerns an easy extension to the initial reference data set where it seems prudent to improve the accuracy of the interpolation process and, consequently, the accuracy of the final \(\epsilon_x\) value. The initial set can be appended either by additional points within the same reference curve, as illustrated in Section 5.1, or by a whole new vector of reference points (i.e., a new curve).

Another presented feature is the frequency scalability of the initial reference data set, which is a very significant trait to make the approach a lot more applicable to various manufactured MRRs and their \(F_0\) values, and not just in the case of the MRR used here.

5.1. Extending the Reference Data for the Thicker Samples

So far, in preparation of the reference data set, we followed the specific genuine data that were affiliated with the particular laminate, as specified in Table 1, and it is evident that for these materials, the sample thickness ends at 3.18 mm. This speaks to the fact that this range of dielectric thicknesses is quite realistic and sufficient when it comes to the design of the most popular PCB circuits, but if one wanted to extend the utility of the method to thicker samples, the initial reference data thickness does not suffice and should be extended. Hence, we appended the initial data sets with additional thickness points up
to the maximum thickness of 7.00 mm, with equidistant sample separation of $\Delta S = 1 \text{ mm}$ in most cases, according to Table 3.

Table 3. The reference data set extended by additional thickness points.

| Reference Laminate | Nominal Permittivity, $\epsilon_n$ | Laminate Thickness, $S$ (mm) | Initial Data Set | Extended Data Set |
|--------------------|----------------------------------|-----------------------------|------------------|------------------|
| TLX-8              | 2.55                             | 0.13 0.25 0.51 0.79 1.58 2.36 | 3.00 3.50 4.00 5.00 6.00 7.00 |
| RF-35              | 3.50                             | 0.11 0.25 0.51 0.76 1.52 n/a | 2.30 3.00 3.50 4.00 5.00 6.00 7.00 |
| RF-60A             | 6.15                             | 0.25 0.64 0.79 1.27 1.52 3.18 | 3.50 4.00 5.00 6.00 7.00 |
| CER-10             | 10.0                             | 0.28 0.64 0.76 1.19 1.58 3.18 | 4.00 5.00 6.00 7.00 |

Such an extended data set, as illustrated in Figure 7, consequently enabled the data fitness in a wider range of the SUT thicknesses, with the last reference points having $S = 7 \text{ mm}$, and the extrapolation algorithm was set to extrapolate the curves up to $S = 7.5 \text{ mm}$ in this case. The extended data set enabled us to compute the relative permittivities of the three thicker samples, which were Plexiglass 2, Plexiglass 3, and polytetrafluoroethylene (PTFE), with their input values given in Table 4.

Table 4. Benchmarking three thicker samples using the RDSA proposed here.

| SUT        | $S$ (mm) | $\epsilon_n$ | $F_1$ (MHz) * | $\epsilon_b$ by alg. in ([34], Table 7) | $\epsilon_b$ by this alg. (orig. data) | $\epsilon_e$ by this alg. (ext. data) |
|------------|----------|--------------|--------------|----------------------------------------|----------------------------------------|----------------------------------------|
| Plexiglass 2 | 4.13     | 2.6–3.5      | 2349         | 2.57                                   | 2.65                                   | 2.75                                   |
| Plexiglass 3 | 6        | 2.6–3.5      | 2349         | 2.49                                   | 2.5                                    | 2.65                                   |
| PTFE       | 7.37     | 2            | 2428         | 1.67                                   | 1.7                                    | 1.8                                    |

* with: $F_0 = 2506 \text{ MHz}$.

Figure 7. The extended set of reference points.

For comparison, the last two columns are the results of the relative permittivity computed by the initial reference data set, $\epsilon_b$, (i.e., up to $S = 3.18 \text{ mm}$) and the extended reference data set, $\epsilon_e$, (i.e., up to $S = 7.00 \text{ mm}$). It can be observed that the result in the last column (i.e., $\epsilon_e$) is closer to the nominal value of PTFE (i.e., lesser error!), while the results for the Plexiglass 2 and Plexiglass 3 samples are also within the range of the expected
result and probably more accurate than $\epsilon_b$, which was computed with the original (i.e., shorter) data set. Figure 8a illustrates how the interpolation of the data up to 7 mm using the reference set that stretches only up to 3.18 mm does not follow the natural decay of dielectric laminates. It is most significantly observed with the blue curve (i.e., RF-35), but is also very clear for the two curves below it (i.e., RF-60A and CER-10). In contrast, the interpolations for the extended data sets shown in Figure 8b do have a natural decay trend and, thus, can be more trusted in terms of the result.

![Graph](image)

(a) plexiglass 2 with the original set: $\epsilon_e = 2.65$

(b) plexiglass 2 with the extended set: $\epsilon_e = 2.75$

Figure 8. A comparison of the interpolation with the original reference data set ($S \leq 3.18$ mm) vs. the extended reference data set ($S \leq 7.5$ mm) and the solution for the plexiglass 2 sample with such settings. (a) the original reference data set. (b) the extended reference data set.

Together with Figure 8b, the results in Figure 9 show the graphical solutions for the other two samples from Table 3. A careful reader will notice that $F_1$ shows equal values for both the Plexiglass 2 and Plexiglass 3 sample in Table 3, which is typically not expected for the sample of different thicknesses, but that fact leads us to an observation that the downshift of $F_1$ becomes less responsive, if at all when it comes to thicker samples. That is
actually one of the general characteristics of measurements by an MRR—to become less sensitive for thicker samples or materials with higher dielectric loss.

Figure 9. SUT permittivities computed by the proposed algorithm for plexiglass 3 and PTFE samples: (a) for plexiglass 3. (b) for PTFE.

5.2. Frequency Scaling of the Reference Data

Another convenience of this algorithm is the frequency scaling of the reference data set. Namely, although the reference data set was computationally generated with respect to the particular simulated unloaded resonant frequency, $F_0$, the decay behavior of $F_1$ is
The decay primarily depends on the dielectric permittivity \( r \) and the SUT thickness \( S \), no matter what the \( F_0 \) value is (which is the upper leftmost point in the graphs, where \( S = 0 \) mm, and is common to all the curves). Due to that, the algorithm is scalable to higher as well as lower \( F_0 \)’s, which is conducted in a straightforward way. The reference data points are first normalized to the unloaded resonant frequency of the computational model, \( F_{0\text{m}} \), to obtain the normalized coefficients for all of the curves. Equation (18) shows it—where \( F_{1s} \) is the vector of the loaded resonant frequencies of the computational model and \( F_1 \) are the normalized coefficients. Those normalized coefficients, \( F_c \), then multiply the actual measured value of the unloaded resonant frequency of the MRR in use, \( F_{0\text{m}} \), to quickly rescale the initial reference data sets to the particular value \( F_{0\text{m}} \) of the given MRR, as shown by (19), where \( F_1 \) is then the vector of the rescaled values of the reference set.

\[
F_c = F_{1s} / F_{0\text{m}} \quad (18)
\]

\[
F_1 = F_{0\text{m}} \cdot F_c \quad (19)
\]

The benchmarking phase of this work effectively proved it to be valid, because \( F_{0\text{m}} \), which was obtained by the computer simulations (\( F_{0\text{m}} = 2503 \) MHz), was not identical to \( F_{0\text{m}} \), which was obtained by the manufactured MRR (\( F_{0\text{m}} = 2506 \) MHz). In other words, the reference results were prepared computationally with \( F_{0\text{m}} \), while the measurements of \( F_1 \), using the manufactured MRR, had to be conducted with \( F_{0\text{m}} \). The frequency scaling of the simulated reference data then came as the logical step to reconcile the simulated values with the values obtained by a particular MRR and enable the applicability of the algorithm independent of the particular MRR \( F_{0\text{m}} \). The presented results confirm that the approach described above worked. It is viable because starting from the unloaded resonant frequency value, \( F_0 \), the curves retain the same shape and decay trend based on the given SUT \( \epsilon_r \) and \( S \), no matter what the \( F_0 \) value is.

6. Discussion on the Characteristics of This Approach

Let us now review the appealing characteristics of this reference data set-based algorithm (RDSA) in comparison to the variational method-based algorithm (VMA) that we utilized in the previous paper [34] and with the prospect of being applicable to other measurement methods.

- Besides the measurements of \( F_0 \) and \( F_1 \), which are necessary by either algorithm, the VMA requires multiple calculations of the integral (4). First, two capacitances, \( C_0 \) and \( C_1 \), have to be computed to evaluate (1). Then, vector \( C(\epsilon_2) \) has to be computed to evaluate (3), for which the integral in (4) has to be run \( N \) times, where \( N \) is the length of vector \( C(\epsilon_2) \). Although the overall procedure to determine the relative permittivity of some material is, by its nature, a fairly slow process, where a few more seconds do not make much difference, and modern personal computers can conduct the computational part of the process in about 20 s, give or take a few seconds, the VMA is numerically quite demanding, not to mention that in (1), one has to vary the dielectric materials when computing \( C_0 \) and \( C_1 \), while in computing (3), \( \epsilon_2 \) has to be varied within the chosen arbitrary range, which makes the overall calculation subtle. Unlike that, RDSA avoids the computation of the challenging integral. The RDSA algorithm simply takes the given value of the SUT thickness \( S \), measures \( F_1 \), and scans through the well-interpolated reference data set, searching for the closest match between \( S \) (on the abscissa) and \( F_1 \) (on the ordinate). Due to that, the RDSA, with the initial reference data set, takes only about 1/10 of the computation time of the VMA, for the comparable accuracy within 10% of error with respect to the nominal value of the permittivity, based on multiple tests we conducted with the samples presented here. Even when the original reference set was extended, as discussed in Section 5.1, and the number of the interpolation points increased, in order to maintain a fair resolution of the SUT thickness points with the extended data set, the computation did
not suffer any noticeable extra time and barely changed, for example, from 0.26 s for the initial data set to 0.43 s for the extended data set, which is a negligible difference for this purpose, by all means.

- Using a full-wave solver, the preparation of the reference data set was conducted in a consistent and unbiased way by means of 3D computational models, just as was the computation of the loaded resonant frequency for the reference thicknesses. Such a computational approach provides accuracy of the dimensions of the SUTs and their consistent placements on the surface of the MRR, just as it was intended, without introducing random errors from one sample to another.

- We believe that this algorithm can be used with some other dielectric-characterization methods or for characterization of magnetic materials, in which case each curve would just be represented by a different independent and dependent variable, while the principle of the algorithm would remain the same.

6.1. Means to Further Improve the Accuracy

The RDSA algorithm is structured in a way that leaves room for the accuracy of the solution to be further improved, by:

(a) Having more reference permittivity curves in order to lessen the vertical separation between the reference curves (in Section 3.6; we referred to it as the “vertical interpolation”).

It is easy to prepare a new reference vector for any desired permittivity if the situation for any sample of interest would suggest that the space between any two adjacent curves be lessened for the sake of greater accuracy of the solution. An example is illustrated in Figure 10 where a curve with \( \varepsilon_r = 1.2 \) (the “lower” cyan curve) is inserted between the air curve and the TLX8 curve (\( \varepsilon_r = 2.55 \)) to eventually improve the accuracy of the solution for the jeans sample, for example. Without this curve, the obtained solution by the RDSA was \( \varepsilon_x = 2.0 \), while with this added curve, the newly obtained solution, shown by the red plus sign on the grey solution curve, is \( \varepsilon_x = 1.9 \), which is closer to the quoted nominal value. The result could have possibly been even better if the “lower” curve had been prepared for \( \varepsilon_r = 1.4 \), for example, thereby further reducing the space between it and the TLX8 curve.

(b) Eventually having more data in the horizontal direction, i.e., having more sample thickness points for the reference data set. In this paper, this means having more reference resonant frequency values as a function of the sample thickness (see (11) and the discussion in Section 5.1). With a computational model, it is easy to add more reference points. However, with a small variance of the curve, its benefit is limited.

(c) Setting a smaller step in the vertical interpolation stage of the algorithm (\( \Delta \varepsilon \)), but it has its limitations regarding the resulting improvement, depending on the actual quantity of the reference data. In other words, it is not a problem to reduce the step size, but it might not reach any better result for the particular case of interest. For example, when \( \Delta \varepsilon \) was reduced from 0.1 to 0.01, the final result on jeans permittivity slightly improved from 1.9 to 1.87, while for the glass sample, it improved from 6.85 to 6.80.

(d) Eventually setting a smaller step size \( \Delta S \) in the horizontal interpolation, to make sure the Schumaker-spline data fitting work as well as possible, but in our testing so far, the interpolation performs just as well with a smaller number of the interpolation points along the abscissa, as with an increased number of them. In this case, this was due to the monotonicity of these curves, while in the case of some other reference data set (i.e., by some other method), reducing \( \Delta S \) might have a more significant impact.
Figure 10. An example of how an additional reference curve was inserted to eventually improve the accuracy of the solution in a segment. A “lower” curve with \( \varepsilon_r = 1.2 \) (in cyan color) is inserted between the “air” curve and the “TLX8” curve. The outcome is that the computed value of the jeans SUT (here indicated by the red plus sign on the grey curve) is now 1.9, which is closer to the nominal value than before when it was equal to 2.0.

In general, we could say that a larger number of reference data points and curves enables more accurate solutions in finding the unknown \( \varepsilon_r \). Initially, one could start with the initial (Table 1) or extended (Table 3) reference data set and then append it with additional reference points according to the specific measurement interest.

6.2. A Comparison to Other Works

It is practically impossible to find references that would enable us directly compare our test results with theirs due to the difference in the permittivity values and thicknesses of the materials that were used, but the closest possible comparison with multiple references will be done in the paragraphs that follow.

For example, in [41], a double split-ring resonator (DSSR) was used on an FR4 substrate at the nominal frequency of 2.45 GHz. The authors claimed an error above 5% and only two solid materials were tested: silicon with a 5.92% error and rubber with 6.81% (see [41], Table 2), while in their Table 4, where the comparison with some other works was presented, the errors in those other works ranged from 1.30% in [42] and 2.26% in [43] to 6.89% in [44], for solid dielectrics. Another question involved is whether in ([41], Equation (1)), the quadratic polynomial fitting equation was applicable to some other frequencies outside the interval where the fitting equation was defined.

In [25], a complementary split-ring resonator (CSSR) was used and, unlike many other papers, the sample thickness was also included in the observation (which mattered for the result). However, the samples tested in ([25], Table II) were not thicker than 2 mm, while in our work here, the samples were tested up to 7.37 mm and the respective results are discussed. The method proposed in [25] was tested on (only) four standard laminates and the reported measurement errors were 2.27%, 7.60%, 0.45%, and 3.43%, which averaged an error of 3.44%.

In [45], a symmetrical split-ring resonator (SSRR) with two variants of spurline filters was proposed at 2.22 GHz. For merely three standard laminates, the declared accuracy was 97% to 98% (i.e., less than 3% error). The more accurate result exhibiting the reported error
of less than 2% was achieved with the more sophisticated structure of a double-spurline filter, while the single-spurline filter variant exhibited an error of up to 5.45% in the case of the Rogers 5880 laminate. More comparisons can be found in ([45], Table II), reading that in [46], in spite of a very subtle design of their multiple split-ring resonator at 5 GHz, the error for the Rogers 5880 sample was 12.73%, while for FR4, it was 1.59%.

Lastly, in [47], a Minkowski fractal microstrip cavity resonator was designed at 5.8 GHz and tested on four materials. The error spanned from 1.72% for the Rogers 4350 to 4.37% for the “glass” sample, with which it was not specified how thick that sample of glass was or how thick the “PVC” sample was and which source of information in those cases the authors specifically referred to, which would be more helpful for a better comparison.

In the preceding paragraphs, we exploited the results from the works that used different variants of a split-ring resonator (SRR). SRRs are generally considered more sensitive and, therefore, more accurate than just a (single) microstrip ring resonator. Keeping in mind that in this paper we did not focus on the design of the MRR, but rather on the algorithm that uses the results obtained by an MRR, it is then understood that if our results are comparable or better than the results obtained by an SRR, then the algorithm we are proposing here works quite well.

It is also noteworthy that all of the above references benchmarked their algorithms on no more than four samples, and in most of the references, it was not specified how thick the particular samples were, which is also relevant information for a fair comparison. Namely, saying that a sample is “standard” is not unambiguous because it is known that various standard laminates are offered in multiple standard thicknesses that a customer can choose, such as a Rogers 5880 laminate [6] that was used as the benchmark sample in several works cited above. A similar case is with the FR4, which is possibly the most widely used dielectric. Although considered a standard laminate, its $\varepsilon_r$ value is far from standard and we acknowledged it in Table 2. For example, in [41], its value was declared as 4.07, in [25, 45] it was 4.4, while in [47] it was declared as 4.6. (In the case of our FR4 sample, the value was also taken as 4.6.) Therefore, for a fair comparison, one would have to use the particular FR4 sample that somebody else tested because its permittivity generally depends on the particular manufacturer; its value cannot just be copied from some other publication.

In contrast to the above-cited works (and many others), we tested our algorithm on as many as 11 samples of both standard and non-standard materials, with their thicknesses ranging from 0.80 to 7.37 mm, because we wanted to push it to the approximate limits of the applicability of this algorithm; for such a broad range of samples, we reported the maximum error to be below 10%. It is impossible to know how many samples the authors in the previous works actually tested and then presented only up to four of the most successful results. In particular, if we had confined our presented results up to the four most impressive results—namely, Taconic RF60A-0620, FR4, Plexiglass 2, and Plexiglass 3 (i.e., the latter two having different sample thicknesses and calculating the error based on $\varepsilon_r = 2.65$, which was the declared value of the PVC (PVC being a very similar material to Plexiglass) sample in [47]), then the respective errors in our case would be 0.81%, 2.17%, 3.77%, and 0% (see Tables 2 and 4 within this work), with an average error of 1.69%, which is better than many earlier papers based on the same number of four presented samples. However, it was more relevant to us to faithfully and transparently disseminate the complete testing experience of ours, rather than just select a small number of the most impressive measurement results. In the interest of a fair comparison of the results, we just showed how the presented error values can be easily adjusted to sound more impressive, as the reader cannot really know how many samples had actually been tested by an author and there is no common standard on the minimum number and type of the sample materials that should be tested for a fair comparison between different papers.

7. Conclusions

In this paper, an efficient algorithm for the evaluation of relative permittivity of an unknown dielectric sheet material was described, tested, and compared against the
11 sample materials and the results obtained by a previously verified VMA algorithm. The proposed method showed good agreement with both the VMA and the reference permittivity values of the SUTs that were used for the benchmarking. The error was within 10% for the worst case (of the 7.37 mm thick SUT), the average error for all the presented samples was 5.31%, while the average error for the four standard laminates (i.e., TLX8-060, RF60A-0300, RF60A-0620, and FR4) was 2.34%. This was a satisfactory achievement given the fact that the input data for the algorithm were based on the measurements by a simple MRR. At the same time, the proposed RDSA is about 10 times faster than the VMA. The reference data set of the proposed RDSA is easily appendable with additional reference points if higher accuracy is desired, and is also frequency-scalable to be applicable to various MRR circuits. With an adequate adjustment, we believe it could be applied to work with other measurement methods, which serve to determine the dielectric or magnetic parameters of the SUT.

**Supplementary Materials:** The following are available at https://www.mdpi.com/article/10.3390/s22155591/s1.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** Not applicable.

**Acknowledgments:** I would like to thank the Taconic company for donating the laminate sheets that were used in this work.

**Conflicts of Interest:** The author declares no conflict of interest.

**Abbreviations**

The following abbreviations were used in this manuscript:

- **MRR** microstrip ring resonator
- **SUT** sample under test
- **PTFE** polytetrafluoroethylene
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- **RDSA** reference data set-based algorithm

**References**

1. Balanis, C.A. *Antenna Theory: Analysis and Design*, 3rd ed.; Wiley-Interscience: Hoboken, NJ, USA, 2005.
2. Pozar, D.M. *Microwave Engineering*, 4th ed.; J. Wiley and Sons: Hoboken, NJ, USA, 2011.
3. Gupta, K.C.; Garg, R.; Bahl, I.; Bhartia, P. *Microstrip Lines and Slotlines*, 2nd ed.; Artech House: Norwood, MA, USA, 1996.
4. Chen, L.F.; Ong, C.K.; Neo, C.P.; Varadan, V.V.; Varadan, V.K. *Microwave Electronics: Measurement and Materials Characterization*; John Wiley & Sons: Hoboken, NJ, USA, 2004.
5. Taconic. Available online: https://www.agc-multimaterial.com/ (accessed on 10 November 2021).
6. Rogers Corporation. Available online: https://rogerscorp.com/ (accessed on 10 November 2021).
7. DuPont. Available online: https://www.dupont.com (accessed on 10 November 2021).
8. FR-4 PCB Manufacturers. Available online: https://www.pcbdirectory.com/manufacturers?material=FR-4 (accessed on 10 November 2021).
9. Martín, F.; Vélez, P.; Gil, M. Microwave Sensors Based on Resonant Elements. *Sensors* 2020, 20, 3375. [CrossRef] [PubMed]
10. Phommakesone, S. DC-to-THz Electromagnetic Characterization of Materials. Webinar, 30 January 2022. Available online: https://connectlp.keysight.com/DC-to-THz-Electromagnetic-Characterization-28566 (accessed on 15 February 2022).
11. Yap, D. Resonant Cavity Measurement Technique for Low-Loss Dielectric Materials. Webinar, 30 January 2022. https://connectlp.keysight.com/Resonant-Cavity-Measurement-32394 (accessed on 15 February 2022).
12. Al-Mously, S.I.Y. A Modified Complex Permittivity Measurement Techniqueat Microwave Frequency. *Int. J. New Comput. Archit. Their Appl.* 2012, 2, 390–402.
13. Venkatesh, M.; Raghavan, G. An overview of dielectric properties measuring techniques. *Can. Biosyst. Eng.* 2005, 47, 7.15–7.30.
14. Baker-Jarvis, J.; Janezic, M.D.; John H. Grosvenor, J.; Geyer, R.G. Transmission/Reflection and Short-Circuit Line Methods for Measuring Permittivity Transmission/Reflection and Short-Circuit Line Methods for Measuring Permittivity and Permeability; NIST Technical Note 1355-R; National Institute of Standards and Technology: Boulder, CO, USA, 1993.

15. Janezic, M.D.; Williams, D.F. Permittivity Characterization from Transmission-line Measurement. In Proceedings of the 1997 IEEE MTT-S International Microwave Symposium Digest, Denver, CO, USA, 8–13 June 1997; IEEE MTT-S Digest; IEEE: Piscataway, NJ, USA, 1997.

16. Janezic, M.D.; Jargen, J.A. Complex Permittivity Determination from Propagation Constant Measurements. IEEE Microw. Guid. Wave Lett. 1999, 9, 76–78. [CrossRef]

17. Narayanan, P.M. Microstrip Transmission Line Method for Broadband Permittivity Measurement of Dielectric Substrates. IEEE Trans. Microw. Theory Tech. 2014, 62, 2784–2790. [CrossRef]

18. Radonic, V.; Cselyuszka, N.; Cniojevic-Bengin, V.; Kits, G. Phase-Shift Transmission Line Method for Permittivity Measurement and Its Potential in Sensor Applications. In Electromagnetic Materials and Devices [Internet]; Han, M., Ed.; InTech Open: London, UK, 2018; pp. 1–22. [CrossRef].

19. Sundaram, M. Transmission and Reflection Method With a Material Filled Transmission Line for Measuring Dielectric Properties of Master’s Thesis, University of Tennessee, Knoxville, TN, USA, 2004.

20. Bogner, A.; Steiner, C.; Walter, S.; Kita, J.; Hagen, G.; Moos, R. Planar Microstrip Ring Resonators for Microwave-Based Gas Sensing: Design Aspects and Initial Transducers for Humidity and Ammonia Sensing. Sensors 2017, 17, 2422. [CrossRef] [PubMed]

21. Heinola, J.M.; Läätz, K.P.; Ström, J.P.; Kettunen, M.; Silventoinen, P. Determination of dielectric constant and dissipation factor of a printed circuit board material using a microstrip ring resonator structure. In Proceedings of the 15th International Conference on Microwaves, Radar and Wireless Communications (IEEE Cat. No.04EX824), Warsaw, Poland, 17–19 May 2004; Volume 1, pp. 202–205. [CrossRef]

22. Low, P.J.; Esa, F.; You, K.Y.; Abbas, Z. Estimation of Dielectric Constant for Various Standard Materials using Microstrip Ring Resonator. J. Sci. Technol. 2017, 9, 55–59.

23. Waldrum, I. Ring Resonator Method for Dielectric Permittivity Measurement of Foams. Master’s Thesis, Worcester Polytechnic Institute, Electrical and Computer Engineering, Worcester, MA, USA, 2006.

24. Bernard, P.A.; Gautray, J.M. Measurement of Dielectric Constant Using a Microstrip Ring Resonator. IEEE Trans. Microw. Theory Tech. 1991, 39, 592–595. [CrossRef]

25. Lee, C.S.; Yang, C.L. Complementary Split-Ring Resonators for Measuring Dielectric Constants and Loss Tangents. IEEE Microw. Wirel. Compon. Lett. 2014, 24, 563–565. [CrossRef]

26. Grove, T.T.; Masters, M.F.; Miers, R.E. Determining dielectric constants using a parallel plate capacitor. Am. J. Phys. 2005, 73, 52–56. [CrossRef]

27. Kumar, A.; Sharma, S. Measurement of Dielectric Constant and Loss Factor of the Dielectric Material at Microwave Frequencies. Prog. Electromagn. Res. 2007, 69, 47–54. [CrossRef]

28. QWED. Split Post Dielectric Resonator, 2021. Available online: https://www.qwed.com.pl/resonators_spdr.html (accessed on 15 May 2022).

29. Smith, D.R.; Vier, D.C.; Koschny, T.; Soukoulis, C.M. Electromagnetic parameter retrieval from inhomogeneous metamaterials. Phys. Rev. E 2005, 71, 036617. [CrossRef] [PubMed]

30. Xu, Y.; Ghannouchi, F.M.; Bosio, R. Theoretical and Experimental Study of Measurement of Microwave Permittivity Using Open Ended Elliptical Coaxial Probes. IEEE Trans. Microw. Theory Tech. 1992, 40, 143–150. [CrossRef]

31. Keysight Technologies. N1501A Dielectric Probe Kit, 2020. Available online: https://www.keysight.com/zz/en/product/N1501A/dielectric-probe-kit.html (accessed on 8 July 2022).

32. SPEAG. DAK, 2020. Available online: https://speag.swiss/products/dak/overview/ (accessed on 8 July 2022).

33. Copper Mountain Technologies. Available online: https://coppermountaintech.com/ (accessed on 10 January 2022).

34. Joler, M.; Raj, A.N.; Bartolić, J. A Simplified Measurement Configuration for Evaluation of Relative Permittivity Using a Microstrip Ring Resonator with a Variational Method-Based Algorithm. Sensors 2022, 22, 928. [CrossRef] [PubMed]

35. Joler, M.; Raj, A.N.J.; Bartolić, J. Finding an Optimal Sample Size and Placement for Measurement of Relative Permittivity using a Microstrip Ring Resonator. In Proceedings of the 29th International Conference on Software, Telecommunications and Computer Networks, Hvar, Croatia, 23–25 September 2021.

36. Joler, M.; Raj, A.N.J. Relaxing the Variational Method-based Measurement Configuration for the Evaluation of Permittivity using a Microstrip Ring Resonator. In Proceedings of the 29th International Conference on Software, Telecommunications and Computer Networks, Hvar, Croatia, 23–25 September 2021.

37. Feko. Available online: https://www.altair.com/feko/ (accessed on 5 May 2022).

38. Joler, M.; Hodanić, D.; Šegon, G. A MATLAB Algorithm for Evaluation of a Rectangular Microstrip Antenna Slot Dimensions Given the Resonant Frequency. In Proceedings of the IEEE-APS Topical Conference on Antennas and Propagation in Wireless Communications (IEEE APWC 2015), Torino, Italy, 7–11 September 2015; pp. 1243–1246. [CrossRef]

39. The Julia Programming Language. Available online: https://julialang.org/ (accessed on 29 June 2022).

40. Baumann, S. SchumakerSpline. Available online: https://github.com/s-baumann/SchumakerSpline.jl (accessed on 10 February 2022).
41. Jang, S.Y.; Yang, J.R. Double Split-Ring Resonator for Dielectric Constant Measurement of Solids and Liquids. *J. Electromagn. Eng. Sci.* **2022**, *22*, 122–128. [CrossRef]

42. Haq, T.U.; Ruan, C.; Zhang, X.; Ullah, S. Complementary Metamaterial Sensor for Nondestructive Evaluation of Dielectric Substrates. *Sensors* **2019**, *19*, 2100. [CrossRef] [PubMed]

43. Ansari, M.A.H.; Jha, A.K.; Akhtar, M.J. Design and Application of the CSRR-Based Planar Sensor for Noninvasive Measurement of Complex Permittivity. *IEEE Sens. J.* **2015**, *15*, 7181–7189. [CrossRef]

44. Galindo-Romera, G.; Javier Herraz-Martínez, F.; Gil, M.; Martínez-Martínez, J.J.; Segovia-Vargas, D. Submersible Printed Split-Ring Resonator-Based Sensor for Thin-Film Detection and Permittivity Characterization. *IEEE Sens. J.* **2016**, *16*, 3587–3596. [CrossRef]

45. Alahnomi, R.A.; Zakaria, Z.; Ruslan, E.; Ab Rashid, S.R.; Mohd Bahar, A.A. High-Q Sensor Based on Symmetrical Split Ring Resonator With Spurlines for Solids Material Detection. *IEEE Sens. J.* **2017**, *17*, 2766–2775. [CrossRef]

46. Rusni, I.M.; Ismail, A.; Alhawari, A.R.H.; Hamidon, M.N.; Yusof, N.A. An Aligned-Gap and Centered-Gap Rectangular Multiple Split Ring Resonator for Dielectric Sensing Applications. *Sensors* **2014**, *14*, 13134–13148. [CrossRef] [PubMed]

47. Sun, H.; Li, R.; Tian, G.Y.; Tang, T.; Du, G.; Wang, B. Determination of complex permittivity of thin dielectric samples based on high-q microstrip resonance sensor. *Sens. Actuators A Phys.* **2019**, *296*, 31–37. [CrossRef]