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Abstract

Incremental semantic segmentation (ISS) is an emerging task where old model is updated by incrementally adding new classes. At present, methods based on convolutional neural networks are dominant in ISS. However, studies have shown that such methods have difficulty in learning new tasks while maintaining good performance on old ones (catastrophic forgetting). In contrast, a Transformer based method has a natural advantage in curbing catastrophic forgetting due to its ability to model both long-term and short-term tasks. In this work, we explore the reasons why Transformer based architecture are more suitable for ISS, and accordingly propose propose TISS, a Transformer based method for Incremental Semantic Segmentation. In addition, to better alleviate catastrophic forgetting while preserving transferability on ISS, we introduce two patch-wise contrastive losses to imitate similar features and enhance feature diversity respectively, which can further improve the performance of TISS. Under extensive experimental settings with Pascal-VOC 2012 and ADE20K datasets, our method significantly outperforms state-of-the-art incremental semantic segmentation methods.

1. Introduction

Semantic segmentation is a fundamental problem in computer vision with a wide range of applications covering robotics, autonomous driving, medical image processing, etc. Over the past few years, semantic segmentation models based on Fully Convolutional Networks (FCNs) [31] which extend deep architectures from image-level to pixel-level classification have made great progress [7, 29, 31, 48, 49]. However, current Convolutional Neural Networks (CNNs) based semantic segmentation approaches are typically based on training in a single-shot requiring whole datasets with the complete annotations on all seen categories. This issue is well-known for CNNs and it is called catastrophic forgetting [16, 18, 33], as CNNs based architecture struggles in incrementally updating their parameters for learning new classes whilst preserving the good performance on the old ones. This setup, referred here as Incremental Semantic Segmentation (denoted as ISS), has emerged very recently for specialized applications before being proposed for general segmentation datasets.

Incremental learning has been widely studied in image classification [24, 28] and object detection [27, 39], while has been tackled only recently for semantic segmentation [5, 14, 34, 35, 41]. However, current incremental semantic segmentation methods are commonly based on CNNs models. With the rapid development of Vision Transformer (ViT) [13, 42] on semantic segmentation [2, 40], we conduct an investigation on ISS and cope with existing problems by introducing TISS (A Transformer based method for Incremental Semantic Segmentation) through following steps.

First, it is generally accepted that there are two reasons for the severe catastrophic forgetting of CNNs based architecture for ISS: (i) CNNs based architecture struggles in adapting data distribution shift between two tasks due to extensive application of Batch Normalization (BN) [21] layers, (ii) the local nature of the convolution filter constrains the extraction of global information which is particularly important on semantic segmentation [40]. However, Transformer [44] based architecture circumvents the limitations of CNNs based architecture as follows: (i) application of Layer Normalization (LN) [1] layers rather than BN layers avoids the impact of variability in data distribution across different tasks, (ii) the self-attention layer in ViT provides better inductive bias to capture the global information than the convolution operation in CNN [38]. Second, we innovatively combine the distillation based method with a Transformer architecture for ISS and achieve competitive perfor-
mance. Third, to better alleviate the catastrophic forgetting, we introduce a patch-wise contrastive distillation loss \( L_{cd} \) specially for Transformer based architecture through consolidating the knowledge accumulation between the patch representations extracted from the current model and the previous model. Furthermore, we propose a patch-wise contrastive loss \( L_{ct} \) specially for the current model to enhance the generalization ability on new tasks. We extensively evaluate our method on two datasets, Pascal-VOC [15] and ADE20K [50], showing that our method largely surpasses current state-of-the-art method for ISS.

To summarize, our contributions are three-fold:

- We introduce a Transformer based method for ISS and analyse the advantages of Transformer based architecture on ISS. We innovatively combine the distillation based method with a Transformer architecture to cope with incremental learning problems on semantic segmentation.

- To further improve the performance of Transformer based methods in semantic segmentation tasks, we introduce two novel patch-wise contrastive losses, which can improve model expression ability and alleviate catastrophic forgetting by imitating similar features and enhancing feature diversity.

- We benchmark our method over several previous methods on Pascal-VOC and ADE20K, which leads to state-of-the-art considering different experimental settings. We hope that our results will benefit future works.

2. Related work

2.1. Incremental Semantic Segmentation (ISS)

In recent years, semantic segmentation has achieved outstanding results with deep CNNs and transformer methods. These approaches have exploited multiple feature extraction and context priors strategies. However, they are not able to continuously learn new classes without retraining from scratch and experience catastrophic forgetting which is quite limited in practical applications. To solve this problem, incremental learning in semantic segmentation has been studied in past few years, especially Class-Incremental Learning (Class-IL).

Recently, several works [4, 14, 25, 28, 32, 34–37, 46, 47] focused on incremental learning on semantic segmentation. LwF [28] proposed a knowledge distillation method joint training with finetuning. Michieli et al. [34] presented some knowledge distillation based approaches on the previous models, while updating the new model to learn new ones with designing output-level and features-level distillation losses. SDR [35] proposed several strategies like prototype matching, contrastive learning in the latent space to improve knowledge distillation. RECALL [32] instead, proposed a replay method using samples of old categories to reduce the forgetting. PLOP [14] and MiB [5] tackled the catastrophic forgetting by handling the background semantic distribution shift problem. PLOP [14] proposed to preserve long and short-range spatial relationships at feature level and generate pseudo-labels of background from previous model to mitigate forgetting. MiB [5] proposed unbiased cross-entropy and output-level knowledge distillation losses with an unbiased decoder parameter initialization strategy, which is used in our method.

2.2. Vision Transformer on semantic segmentation

After being the state of the art in Natural Language Processing (NLP), transformer has gained rapid development and showed potential power in computer vision tasks. The Vision Transformer (ViT) [13] first introduced a transformer architecture without convolution for image classification and input images were treated as a sequence of tokens to multiple layers. More recent approaches such as DeiT [42], CPVT [10], TNT [19] proposed various improved strategies based on ViT. In semantic segmentation, SegFormer [45] designed a network with encoder using a hierarchical pyramid vision transformer to obtain semantic segmentation mask. Segmenter [40] proposed a mask transformer to enhance decoding performance with learnable class-map tokens. MaskFormer [9] and Mask2Former [8] created an all-in-one module dealing with per-pixel classification in semantic segmentation. SeMask [22] proposed a framework to improve the finetuning ability of the pretrained vision transformer backbone and achieved the state of the art on ADE20k.

Recently, to further improve performance of transformer on computer vision tasks, some works focused on exploiting feature diversity of transformer. [43] found the training instability of transformer especially with wider and deeper model. [17] further studied the phenomenon in the perspective of patch diversification. They found that the patch-wise cosine similarity of patch representations for high layers in DeiT [42] and Swin-Transformer [30] increased heavily which reduced the learning capacity of transformer. To enhance the learning capacity of transformer, they proposed three diversity-encouraging techniques to improve the capacity of transformer. The similar patch-wise auxiliary loss introduced in [23] also shed light on the importance and necessities of the feature diversity. In this work, we propose TISS, a Transformer based framework for ISS with two patch-wise contrastive losses tailored to it. Both of the transformer backbone and losses are effective in suppressing catastrophic forgetting while enhancing the performance on new adding tasks, which improve overall performance significantly.
3. Our method: TISS

TISS is a Transformer based method for ISS. An overview of the method is shown in Figure 1. In this section we start by the problem definition of ISS. Then we derive the advantages of Transformer based architecture on suppressing catastrophic forgetting in ISS. Furthermore, we combine the distillation based method MiB with a Transformer architecture for ISS to alleviate forgetting problems. Finally, we put forward two novel patch-wise contrastive losses specifically for Transformer to further suppress catastrophic forgetting and enhance the performance on new adding tasks, respectively.

3.1. Problem Definition

To facilitate understanding, here we first introduce the definition of semantic segmentation. In semantic segmentation, we get a training set $\mathcal{T} \subset \mathcal{X} \times \mathcal{Y}$, where $\mathcal{X} \subset \mathbb{R}^{H \times W \times 3}$ denoted as input space, $\mathcal{Y} \subset \mathcal{C}^{H \times W}$ denoted as output space, $\mathcal{C}$ as a collection of possible semantic classes. Given an image $x \in \mathcal{X}$ composed by a set of pixels $\mathcal{I}$ with constant cardinality $|\mathcal{I}| = N$, we aim at assigning each pixel $x_i$ a semantic class $\mathcal{C}_i \in \mathcal{C}$ or a special background category denoted as $\mathcal{B} \in \mathcal{C}$. The mapping is realized with a designed parameterized model $\mathcal{M} : \mathcal{X} \mapsto \mathcal{H}^{H \times W \times \mathcal{C}}$ learned in one shot and training set available at once. The output segmentation mask is obtained as $y^* = \{\text{arg max}_c \in \mathcal{Y} \, \mathcal{M}(x)[i, c]\}_{i=1}^N$, where $\mathcal{M}(x)[i, c]$ is the probability for class $c$ in pixel $i$.

In ISS, instead, the training is performed in multiple steps, denoted as $t = 1...T$. At the $t_{th}$ learning step, only a subset of training data $\mathcal{T}_t \subset \mathcal{X} \times \mathcal{Y}$ is available, where $\mathcal{Y}_t \subset \mathcal{S}^{H \times W}$, $\mathcal{S}_t$ is the new classes set. Then an updated model $\mathcal{M}_t : \mathcal{X} \mapsto \mathcal{H}^{H \times W \times \mathcal{C}_t}$ is learnt using the training subset $\mathcal{T}_t$ in conjunction with the previous model $\mathcal{M}_{t-1} : \mathcal{X} \mapsto \mathcal{H}^{H \times W \times \mathcal{C}_{t-1}}$, $\mathcal{C}_t = \mathcal{C}_{t-1} \cup \mathcal{S}_t$, $\mathcal{C}_t = \mathcal{S}_t$. As in the standard incremental learning, we assume the sets of new categories at each step to be disjoint with exception of the special background class $\mathcal{B}$.

3.2. Why choose Transformer?

Empirically, CNNs based architecture is commonly used as feature extractors in computer vision. However, considering ISS, the local nature of CNNs based architecture limits its performance as follows: (i) the extensive application of Batch Normalization(BN) layers in CNNs leads to catastrophic forgetting. BN layers are affected by data distribution during training, while the distribution of datasets for old and new tasks in incremental learning are often discrepant. It has been observed that the catastrophic forgetting problem is significantly alleviated when all Batch Normalization(BN) layers are fixed during training [26,34]. (ii) The local nature of the convolution filter also limits the extraction of global information in the image which is particularly important for segmentation where the labelling of local patches often depends on the global image context [40]. Meanwhile, limitations of global information extraction on the previous tasks would make the catastrophic forgetting on ISS even more difficult to circumvent, leading to further degradation.

The Transformer based architecture, however, is capable to circumvent the limitations of CNNs based architecture on ISS as follows: (i) the extensive application of Layer Normalization(LN) layers rather than Batch Normalization(BN) layers avoids the impact of variability in data distribution across different tasks on model training. (ii) Compared to CNNs, the capability of transformer to capture global interactions between elements of a scene without built-in inductive prior along with the formulation of semantic segmentation as a sequence-to-sequence problem facilitates the leverage of contextual information at each stage of the model [40].

As Figure 2 shows, we conduct a comparison between the feature maps extracted from MiB method applying Transformer and CNNs based architecture at different steps of a commonly used ISS task ADE20K 100-10 (more details are discussed in Experiment Section). Obviously, the feature maps extracted from the Transformer based architecture are regular and continuous, and the information extracted in the previous steps is well preserved, whereas the feature maps extracted from the CNNs based architecture are disordered and the information extracted in the previous steps is lost due to the addition of the new classes.

3.3. Integration of MiB and Transformer

We then revisit the distillation based method MiB as it is a classical incremental learning approach tailored to semantic segmentation. As Figure 1 shows, we follow the unbiased cross entropy loss $L_{\text{unc}}^i(x, y)$ (Eq.1) and the unbiased knowledge distillation loss $L_{\text{und}}^i(x, y)$ (Eq.3) introduced by MiB to improve the capability of Transformer based architecture to simulate the semantic shift of the background and effectively learn new classes without deteriorating its ability to recognize old ones.

$$L_{\text{unc}}^i(x, y) = -\frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} \log q_{\mathcal{Z}}(i, y_i)$$

where:

$$q_{\mathcal{Z}}(i, c) = \begin{cases} \mathcal{M}_t(x)[i, c] & \text{if } c \neq \mathcal{B} \\ \sum_{k \in \mathcal{Y}_t-1} \mathcal{M}_{t-1}(x)[i, k] & \text{if } c = \mathcal{B} \end{cases}$$

$$L_{\text{und}}^i(x, y) = -\frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} \sum_{c \in \mathcal{Y}_t-1} \mathcal{M}_{t-1}(x)[i, c] \log q_{\mathcal{Z}}(i, c)$$
Transformer based architecture to better alleviate catastrophic forgetting problems on ISS. (iii) Introducing a patch-wise contrastive loss architecture, following the initialization strategy, the unbiased knowledge distillation loss $L_{\text{cd}}$ and the unbiased cross entropy loss $L_{\text{nce}}$ (light yellow block) tailored to Transformer based architecture to better alleviate catastrophic forgetting problems on ISS. (iii) Introducing a patch-wise contrastive loss $L_{\text{cd}}$ (blue block) specially for Transformer to enhance the performance on the new task by promoting patch diversification.

Consider the Transformer based architecture, a transformer encoder composed of $L$ layers is applied to map the input sequence of embedded patches with position encoding to a sequence of contextualized encodings containing rich semantic information to decode [40]. For decoder, we use the linear decoder rather than the mask transformer decoder [40] inspired by DETR [3] since the parameters initialization strategy in MiB method is easier to migrate to linear decoder. We denote the linear decoder parameters as $\{\omega_c^t, \beta_c^t\}$ in the class $c$ at learning step $t$, where $\omega$ and $\beta$ denote its weights and bias. Then the parameters initialization strategy in MiB method is defined as follows.

$$\omega_c^t = \begin{cases} \omega_c^{t-1} & \text{if } c \in C^t \\ \omega_c^{t-1} & \text{otherwise} \end{cases}$$  \hspace{1cm} (5)$$

$$\beta_c^t = \begin{cases} \beta_c^{t-1} - \log (|C^t|) & \text{if } c \in C^t \\ \beta_c^{t-1} & \text{otherwise} \end{cases}$$  \hspace{1cm} (6)$$

where $\{\omega_c^t, \beta_c^t\}$ are the weights and bias of the background decoder at $t$-1 learning step.

### 3.4. Patch-wise Losses

However, when it comes to more challenging multi-step addition tasks, the improvements of Transformer on ISS are relatively limited. To overcome these limitations, we believe that Transformer on ISS can be further enhanced through distilling knowledge at feature space, such as feature imitation. In this section, we first apply naive $L_1^t$ and $L_2^t$ distillation losses which are commonly used in knowledge distillation on CNN based model between patch representations extracted by Transformer based encoder. Specifically, consider the training step $t (t \geq 1)$, then given an image $x$, $h_t^l = \{h_t^l\}$ and $h_{t-1}^l = \{h_{t-1}^l\}$ denote its patches at the last layer of the model $\mathcal{M}_t$ and the model $\mathcal{M}_{t-1}$, respectively, where $l = 1, 2, \ldots, L$ for Transformer based encoder with $L$ layers. The $L_1^t$ and $L_2^t$ distillation losses are defined as follows.

$$d_{\mathcal{M}}(i, c) = \begin{cases} \mathcal{M}_t(x)[i, c] & \text{if } c \neq b \\ \sum_{k \in C_t} \mathcal{M}_t(x)[i, k] & \text{if } c = b \end{cases}$$  \hspace{1cm} (4)$$

Figure 1. Overview of our method TISS. At learning step $t$, input image is processed by old(top) and current(bottom) models, generating the segmentation maps respectively. Our contributions are as follows: (i) combining the distillation based method MiB with a Transformer architecture, following the initialization strategy (blue lines), the unbiased knowledge distillation loss $L_{\text{cd}}$ (light yellow block) and the unbiased cross entropy loss $L_{\text{nce}}$ (light green block). (ii) Proposing a patch-wise contrastive distillation loss $L_{\text{cd}}$ tailored to Transformer based architecture to better alleviate catastrophic forgetting problems on ISS. (iii) Introducing a patch-wise contrastive loss $L_{\text{cd}}$ (blue block) specially for Transformer to enhance the performance on the new task by promoting patch diversification.

Figure 2. Comparison between feature maps extracted from MiB method applying Transformer based architecture and CNNs based architecture at different steps of ADE20K 100-10 task. The first row are the input image and the feature maps extracted from the last layer of encoders in Transformer based architecture at each step. The second row are the corresponding segmentation map and the feature maps extracted from the last layer of encoders in CNNs based architecture at each step.
\[ L^1_i = \frac{1}{T} \sum_{t=1}^{L} \sum_{i} \left| \{ h^i_t \} - \{ h^i_{t-1} \} \right| \]  
\[ L^2_i = \frac{1}{T} \sum_{t=1}^{L} \sum_{i} \left( \{ h^i_t \} - \{ h^i_{t-1} \} \right)^2 \]  

However, as shown in Table 3, unlike the significant improvement on CNN based model, the direct introduce of \( L^1_i \) distillation loss or \( L^2_i \) distillation loss degrade the performance of Transformer on ISS. Consequently, to derive a knowledge distillation based method which is more applicable to Transformer based architecture on ISS, we turn to analyse the diversity across patch representations [17] extracted from transformer encoder by computing the patch-wise absolute negative and positive cosine similarity to derive how the patch diversification affects the performance on ISS. In detail, when it comes to two sequences of patch representations \( h_1 = [\{ h^1_{1} \}, \{ h^1_{2} \}, \cdots, \{ h^1_{n} \}] \) and \( h_2 = [\{ h^2_{1} \}, \{ h^2_{2} \}, \cdots, \{ h^2_{n} \}] \), the patch-wise absolute negative cosine similarity between \( h_1 \) and \( h_2 \) is defined as \( S_{\text{negative}}(h_1, h_2) \) and the patch-wise absolute positive cosine similarity between \( h_1 \) and \( h_2 \) is defined as \( S_{\text{positive}}(h_1, h_2) \) as follows.

\[ P(h_i, h_j) = \frac{|h^\top_i h_j|}{\|h_i\|_2 \|h_j\|_2} \]  
\[ S_{\text{negative}}(h_1, h_2) = \frac{1}{n(n-1)} \sum_{i \neq j} P(\{ h^i_1 \}, \{ h^j_2 \}) \]  
\[ S_{\text{positive}}(h_1, h_2) = \frac{1}{n} \sum_{i=1}^{n} P(\{ h^i_1 \}, \{ h^i_2 \}) \]

First, to access how the relationship between the patch representations extracted from the last layer of both \( M_t \) and \( M_{t-1} \) affects the capacity of current model \( M_t \) to suppress catastrophic forgetting, we compute the patch-wise negative and positive absolute cosine similarity between \( h^L_t \) and \( h^L_{t-1} \) at each step of the ADE20K 100-10 task. Second, the generalization ability of current model \( M_t \) on new adding tasks is also crucial, so we compute the patch-wise negative and positive absolute cosine similarity between \( h^L_t \) and \( h^L_{t-1} \) at each step of the ADE20K 100-10 task to access how the diversity between the patch representations extracted from the first and the last layer of \( M_t \) affects the generalization ability of \( M_t \). We conduct the experiments among three methods for incremental learning on Vision Transformer(ViT) based architecture: (i) simple finetuning on the new task \( T^i \), denoted as ViT-FT. (ii) Traditional distillation based method Learning without forgetting(LWF) [28], denoted as ViT-LwF. (iii) MiB for ISS [5], denoted as ViT-MiB.

As depicted in Figure 3, methods with relatively high \( S_{\text{negative}}(h^L_t, h^L_{t-1}) \) and relatively low \( S_{\text{positive}}(h^L_t, h^L_{t-1}) \) struggle in accumulating the knowledge learned in previous tasks. Meanwhile, methods with lower \( S_{\text{negative}}(h^L_t, h^L_1) \) and higher \( S_{\text{positive}}(h^L_t, h^L_1) \) have better performance on new tasks. In essence, the reasons why ViT-MiB surpasses the other two methods in both old and new tasks are as follows: (i) the introduction of unbiased knowledge distillation loss \( L_{\text{unkbd}} \) (Eq. 3) fundamentally brings each \{ \( h^L_t \) \} to be similar to \{ \( h^L_{t-1} \) \}, and to be different to any other patches \{ \( h^L_{t-1} \) \} \( \neq i \). (ii) The introduction of unbiased cross entropy loss \( L_{\text{uncce}} \) (Eq. 1) essentially ensures the similarity between \{ \( h^L_t \) \} \( i \) and \{ \( h^L_1 \) \} \( i \), while enhancing the patch diversification between \{ \( h^L_t \) \} \( i \) and \{ \( h^L_1 \) \} \( j \neq i \). Based on the above analysis, we propose two patch-wise losses to improve the performance of Transformer on ISS.

3.4.1 Patch-wise contrastive distillation loss.

Firstly, to enhance the capability of the Transformer based architecture to accumulate knowledge, we propose a patch-wise contrastive distillation loss \( L^c_i \) between the learned representations from the last layer of \( M_{t-1} \) and \( M_t \). We constrain each \{ \( h^L_t \) \} \( i \) to be similar to \{ \( h^L_{t-1} \) \} \( i \), and to be
different to any other patches \( \{ h_{i-1}^t \}_{j \neq i} \) as follows.

\[
\{ \mathcal{P}_{mn}^{kl} \}_{ij} = \mathcal{P}(\{ h_m^i \}_i, \{ h_n^j \}_j) \tag{12}
\]

\[
L_{cd}^t = -\frac{1}{n} \sum_{i=1}^{n} \log \frac{\exp \{ \mathcal{P}_{t_{i(t-1)}}^{L_L} \}_{ii}}{\exp \{ \mathcal{P}_{t_{i(t-1)}}^{L_L} \}_{ii} + \sum_{j \neq i} \exp \{ \mathcal{P}_{t_{i(t-1)}}^{L_L} \}_{ij}} \tag{13}
\]

### 3.4.2 Patch-wise contrastive loss.

Secondly, to improve the generalization ability of the Transformer based architecture on new tasks, we propose a patch-wise contrastive loss \( L_{ct}^t \) between the learned representations from the first layer and the last layer of the model at step \( t \). We constrain each \( \{ h^t_i \} \) to be similar to \( \{ h_i^1 \} \) and to be different to any other patches \( \{ h^t_i \}_j \neq i \) as follows.

\[
L_{ct}^t = \frac{1}{n} \sum_{i=1}^{n} \log \frac{\exp \{ \mathcal{P}_{t_{i1}}^{L_L} \}_{ii}}{\exp \{ \mathcal{P}_{t_{i1}}^{L_L} \}_{ii} + \sum_{j \neq i} \exp \{ \mathcal{P}_{t_{i1}}^{L_L} \}_{ij}} \tag{14}
\]

To conclude, the total loss at step \( t \) is defined as \( L_{total}^t \), where \( w_{t_{ij}}^f \) is the corresponding weight.

\[
L_{total}^t = \begin{cases} 
  w_{once}^t L_{once}^t \quad & t = 0 \\
  w_{once}^t L_{once}^t + w_{unkd}^t L_{unkd}^t + w_{cd}^t L_{cd}^t + w_{ct}^t L_{ct}^t \quad & t \geq 1
\end{cases} \tag{15}
\]

### 4. Experiments

We evaluate the performance of TISS against some state-of-the-art methods. In all tables we mark the architecture and backbone applied by all methods. Specifically, we compare TISS with the following four recent ISS methods: MiB [5], SDR [35], SDR+MiB [35], PLOP [14]. As for metrics, we report Intersection-over-Union(mIoU) over all the classes of one learning step and all the steps.

#### 4.1. Implementation Details

##### 4.1.1 Transformer based architecture.

For the encoder shown in Figure 1, we build TISS upon the ViT with “Tiny” (with 6 million parameters), “Small” (with 22 million parameters), “Base” (with 86 million parameters) and “Large” (with 307 million parameters) models. Compared to Deeplab-v3 architecture with a ResNet-101 [20] backbone (with 58 million parameters), we use the ViT-small backbone as encoder in all experiments due to the fewer parameters and competitive performance. For decoder, we use the linear decoder to map the patch representations to segmentation map.

#### 4.1.2 Training configuration.

We train TISS with SGD optimizer and the same learning rate policy, momentum and weight decay. We set the initial learning rate to \( 10^{-2} \) for the first learning step and decrease it to \( 10^{-3} \) for the following steps as done in [5]. The learning rate is decreased with a polynomial strategy with power 0.9. The batch size is 12 with 30 epochs of training for Pascal-VOC 2012. For ADE20K, batch size is set to 8 and epoch is set to 60. We apply the same data augmentation of [6] and crop the images to \( 512 \times 512 \) during both training and validation. The hyper-parameters of each method are set refer to the protocol of incremental learning defined in [12], using 20% of the training set as validation. The final results are reported on the standard validation set of the datasets. We set the \( w_{once}^t, w_{cd}^t \) and \( w_{ct}^t \) to 1.0, 0.1 and 0.1 for each step at all tasks, respectively. Then we set \( w_{unkd}^t \) to 10.0 for the tasks of which the new classes are added at once and to 30.0 for the tasks of which the new classes are added sequentially.

#### 4.2. Pascal-VOC 2012

Pascal-VOC 2012 is a widely used benchmark consists of 10582 images in the training split and 1449 in the validation split with 20 foreground object classes. Following previous work [5, 34], two experimental protocols are defined as disjoint setup and overlapped setup. The disjoint setup assumes that each learning step contains a unique set of images whose pixels belong to classes seen either in the current or in the previous learning steps. With this setup, only pixels of novel classes are labelled, while the old ones are labelled as background. The overlapped setup assumes that each learning step contains all the images which have at least one pixel of a novel class with only the latter annotated. With this setup, training set contains images with pixels of classes that we will learn in the future, but labeled as background in the ground truth. We conduct three different experiments involving the addition of one class (19-1), five classes all at once (15-5), and five classes sequentially (15-1) with these two setups. In Table 1 we present comprehensive results on the experiments above with both disjoint and overlapped setups. We report the average mIoU of classes in previous step, incremental step and all classes, respectively.

We start by addition of one class (19-1) task. As reported in Table 1, suffered from catastrophic forgetting, all FT methods perform poorly on all classes. In MiB method, Transformer based architecture with ViT-small as backbone (denoted as \( MiB_T \)) achieves an average improve-
Table 1. mIoU on the Pascal-VOC 2012 dataset for different incremental class learning scenarios. Best in bold, runner-up underlined. †: results from [3], ○: results from [35], ⋄: results from [14]. †: all BN layers are frozen after the first training step.

| Method | Architecture | Backbone | 1-19 | 20 | all | 1-19 | 20 | all | 1-19 | 20 | all | 1-19 | 20 | all |
|--------|--------------|----------|------|----|-----|------|----|-----|------|----|-----|------|----|-----|
| FT     | DeepLab-v3   | ResNet-101 | 5.8  | 12.3 | 6.2 | 6.8  | 12.9 | 7.1 | 1.1  | 33.6 | 9.2 | 2.1  | 33.1 | 9.8 | 0.2  |
| FT+    | DeepLab-v3+  | ResNet-101 | 35.2 | 13.2 | 54.2 | 17.4 | 14.7 | 13.9 | 8.4  | 33.5 | 14.4 | 12.5 | 36.9 | 18.3 | 5.8  |
| FT     | Transformer  | ViT-small | 5.9  | 50.9 | 8.1 | 6.0  | 53.1 | 8.4 | 17.9 | 45.8 | 24.9 | 19.3 | 49.1 | 26.8 | 4.6  |
| SDR+   | DeepLab-v3+  | ResNet-101 | 69.9 | 37.5 | 68.4 | 69.1 | 32.6 | 67.4 | 73.5 | 47.3 | 73.5 | 47.3 | 73.5 | 47.3 | 5.8  |
| SDR+MiB| DeepLab-v3+  | ResNet-101 | 70.8 | 31.4 | 68.9 | 71.3 | 23.4 | 69.0 | 74.6 | 44.1 | 67.3 | 76.3 | 50.2 | 70.1 | 5.9  |
| PLOPs  | DeepLab-v3+  | ResNet-101 | -    | -    | -    | -    | -    | -    | 71.8 | 43.3 | 64.7 | 75.7 | 51.7 | 70.1 | -    |
| MiB    | DeepLab-v3+  | ResNet-101 | 69.6 | 25.6 | 67.4 | 70.2 | 22.2 | 67.8 | 73.5 | 47.3 | 73.5 | 47.3 | 73.5 | 47.3 | 5.8  |
| MiB+   | DeepLab-v3+  | ResNet-101 | 71.3 | 23.6 | 68.9 | 72.4 | 20.7 | 69.8 | 73.6 | 41.2 | 65.5 | 78.2 | 45.7 | 70.1 | 4.9  |
| MiB+   | DeepLab-v3+  | ResNet-101 | 67.0 | 26.0 | 65.1 | 69.6 | 23.8 | 67.4 | 47.5 | 34.1 | 44.3 | 73.1 | 44.5 | 66.3 | 3.9  |
| TISS    | Transformer  | ViT-small | 74.3 | 37.6 | 73.8 | 74.9 | 37.2 | 73.3 | 76.9 | 50.7 | 70.4 | 77.4 | 53.4 | 70.8 | 6.8  |
| offline | DeepLab-v3+  | ResNet-101 | 77.4 | 78.0 | 77.4 | 77.4 | 78.0 | 77.4 | 79.1 | 72.6 | 77.1 | 79.1 | 72.6 | 77.1 | -    |
| offline | DeepLab-v3+  | ResNet-101 | 78.9 | 78.1 | 78.5 | 78.9 | 78.1 | 78.5 | 79.9 | 73.3 | 78.5 | 79.9 | 73.3 | 78.5 | -    |
| offline | Transformer  | ViT-small | 82.8 | 79.2 | 81.3 | 82.8 | 79.2 | 81.3 | 84.1 | 74.3 | 81.3 | 84.1 | 74.3 | 81.3 | -    |

4.3. ADE20K

Differently from Pascal-VOC 2012, ADE20K contains both stuff(e.g. sky, building, wall) and object classes so that it is a more challenging semantic segmentation dataset. We follow [5] to split the dataset into disjoint image sets without any constraint except ensuring a minimum number of images(i.e. 50) where classes on \( \mathcal{C}_t \) have labeled pixels. Obviously, each \( \mathcal{T}_t \) provides annotations only for classes in \( \mathcal{C}_t \) while other classes(old or future) appear as background in the ground truth. We conduct three different experiments considering the addition of the last 50 classes at once(100-50), the addition of the last 50 classes 10 at a time(100-10) and the addition of the last 100 classes in 2 steps of 50 classes each(50-50). In the comparative experiments in Table 2, we report the performance of different methods.

We conduct the single-step addition of 50 classes(100-50) at first. As reported in Table 2, all FT methods are clearly bad since they nearly forget all old knowledge. Obviously, \( \text{MiB}_T \) suffers from a drop of 13.3% in mIoU of the first 100 classes compared with offline training, which is lower than the drop in mIoU of the first 100 classes of \( \text{MiB}_D(14.4\%) \). This is a further proof that Transformer based architecture is more applicable to suppress catastrophic forgetting problems on ISS. Meanwhile, \( \text{T}\text{ISS} \) surpasses over the best baseline of 2.6% on old classes, of 2.4% on new classes and 7.6% on all classes.

Figure 4. Qualitative results at each step of ADE20K 100-10 task using three methods: \( \text{MiB}_D \), \( \text{MiB}_T \) and \( \text{T}\text{ISS}(\text{ours}) \). Then we carry out the multi-step addition of 50 classes(100-10). All results are reported in Table 2. Obviously, the catastrophic forgetting problems on CNNs based architecture are more severe that \( \text{MiB}_D \) suffers from drop of 40.2% in mIoU of the first 100 classes compared with the corresponding offline learning, while the drop in mIoU of
the first 100 classes between $MiB_T$ and the corresponding offline learning is only 21.7%. Furthermore, $TISS$ achieves boosts over the best baseline of 1.7% on old classes, of 17.4% on new classes and 9.2% on all classes. In Figure 4 we present some qualitative results which demonstrate the superiority of our method. Visualization results on several tasks can be found in Appendix.

Finally, in Table 2 we analyze the performance on three sequential steps of 50 classes(50-50). $MiB_T$ suffers from decrease of 9.5% in mIoU of the first 50 classes compared with the corresponding offline learning, while the drop in mIoU of the first 50 classes of $MiB_B$ is 26.9%. At the same time, $TISS$ achieves improvements over the best baseline of 4.1% on old classes, of 7.5% on new classes and 6.3% on all classes.

In addition, as shown in Table 1 and Table 2, we find that freezing BN layers after the first fine-tuning step is effective in suppressing catastrophic forgetting(4.8% average improvement on old classes for Pascal-VOC 2012 and 3.5% average improvement on old classes ADE20K), which further corroborates that the extensive application of Batch Normalization(BN) layers in CNNs leads to catastrophic forgetting.

### 4.4. Ablation Study

In Table 3 we report a detailed analysis of our contributions. Considering three ADE20K tasks, we start from the baseline $MiB$ method applying Transform based architecture. We first add $L_1$ distillation loss $L_{1t}$ and $L_2$ distillation loss $L_{2t}$ respectively, which degrade the performance on all metrics. Then we only add the patch-wise contrastive distillation loss $L_{cd}^t$ to the baseline, which improves the capability of Transform based architecture to accumulate knowledge(12.4% average improvement on old classes). Second, we only add the patch-wise contrastive loss $L_{cd}^t$ to the baseline, enhancing the generalization capability of

### Table 2. mIoU on the ADE20K dataset for different incremental class learning scenarios. Best in bold, runner-up underlined. †: results from [5], ○: results from [35], ×: results from [14]. ‡: all BN layers are frozen after the first training step.

| Method | Architecture | Backbone | 1-100 | 50-50 | 100-50 | 150-100 | 150-110 | 150-120 | 150-130 | 150-140 | 150-150 | all |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| FT | Deeplab-v3+ | ResNet-101 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 16.6 | 4.8 | 11.1 |
| FT× | Deeplab-v3+ | ResNet-101 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 16.6 | 4.8 | 11.1 |
| Transformer | VIT-small | 1.2 | 28.8 | 104.0 | 0.3 | 0.8 | 0.8 | 1.0 | 12.2 | 39.7 | 8.7 | 3.1 |

### Table 3. Ablation study on ADE20K dataset. Best in bold, runner-up underlined.

| Method | Architecture | Backbone | MiB | 1-100 |
|---|---|---|---|---|
| FT | Transformer | VIT-small | 42.2 | 28.7 |
| +L_{1t} | Transformer | VIT-small | 42.2 | 28.7 |
| +L_{2t} | Transformer | VIT-small | 42.2 | 28.7 |
| +L_{cdt} | Transformer | VIT-small | 42.2 | 28.7 |
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6. Appendix

6.1. Experiments on Cityscapes [11]

Table 4. Comparison of Cityscapes 14–1 task between different methods. Best in bold, runner-up underlined. \(*\) : results from [13].

| Method | Architecture | Backbone | 1–14 | 15 | 16 | 17 | 18 | 19 | 20–29 | 30–39 | 40–49 | 50–59 | 60–69 | 70–79 | 80–89 | 90–99 | 100 | 101–110 | 111–120 | 121–130 | 131–140 | 141–150 | 151–160 | all |
|--------|--------------|----------|------|---|---|---|---|---|-------|-------|-------|-------|-------|-------|-------|-------|----|-------|-------|-------|-------|-------|-------|----|
| MIB+   | Deeplab-v3  | ResNet-101 | 55.1 | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | 12.3 |
| PLOP   | Deeplab-v3  | ResNet-101 | 56.6 | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | 13.1 |
| PLOPLong+ | Deeplab-v3 | ResNet-101 | 57.8 | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | 14.1 |
| MiB    | Transformer | ViT-base | 90.5 | 62.3 | 58.7 | 36.1 | 34.1 | 48.5 | - | - | - | - | - | - | - | - | - | - | - | - | 38.2 |
| TISS   | Transformer | ViT-base | 67.9 | 57.2 | 47.9 | 39.2 | 35.3 | 47.4 | - | - | - | - | - | - | - | - | - | - | - | - | 38.2 |

In addition to Pascal-VOC 2012 [15] and ADE20K [50], we also conduct 14–1 task (adding the remaining 5 classes sequentially) on Cityscapes [11] as shown in Table 4, for 14–1 task, TISS surpasses MiB with CNN architecture by 12.3% in the first 14 classes, 256.0% in the added 5 classes and 30.9% in all classes. When it comes to PLOPLong, TISS achieves an average improvement over PLOPLong of 7.1% in the first 14 classes, 110.0% in the added 5 classes and 18.7% in all classes. Finally, TISS surpasses over MiB with Transformer architecture of 4.0% in the first 14 classes, 1.3% in the added 5 classes and 3.4% in all classes, which reinforces the superiority of TISS.

6.2. Experiments on more Transformer models

Table 5. ADE20K 100–10 task with SegFormer [45] and Swin-Transformer [30]. Best in bold, runner-up underlined.

| Method | Architecture | Backbone | Input | step 0 | step 1 | step 2 | step 3 | step 4 | step 5 | Label |
|--------|--------------|----------|-------|--------|--------|--------|--------|--------|--------|-------|
| MiB    | Swin-base    | 41.7     | 27.1  | 59.7   | 78.1   | 30.3   | 25.4   | 32.1   | 38.2   |       |
| TISS(ours) | Swin-base | 43.1  | 29.2  | 58.0   | 41.4   | 32.4   | 26.2   | 33.2   | 38.4   |       |

The model in our work is based on Segmenter [40] with ViT backbone. We also conduct ADE20K 100–10 task with Swin-Transformer [30] and Segformer [45] as shown in Table 5, when it comes to Swin-Transformer, TISS surpasses MiB by 3.4% in the first 100 classes, 4.0% in the added 50 classes and 4.5% in all classes. For Segformer, TISS achieves an average improvement over MiB of 4.5% in the first 100 classes, 4.9% in the added 50 classes and 4.6% in all classes. Consequently, our method is still effective on both Swin-Transformer and Segformer.

6.3. Visualization

As Figure 5 and Figure 6 show, we present qualitative results on Pascal-VOC 2012 15–1 task and ADE20K 100–10 task, which intuitively demonstrate the superiority of TISS.

6.4. Per Class Results on Pascal-VOC 2012

From Table 6 to 11, we report the results for all classes of the Pascal-VOC 2012 dataset. We compare several methods such as CNNs based method MiB [5] (we report both the results from [5] and the implementation by ourselves) and ILT [34], Transformer based method MiB [5] and TISS. As the tables show, in MiB method, although in some classes (e.g., bus and cow in 19–1 task), CNNs based architecture applying the Deeplab-v3 architecture with ResNet-101 as backbone (denoted as MiB_D) surpasses the Transformer based architecture with ViT-small as backbone (denoted as MiB_T), MiB_T improves the overall performance on all tasks in both disjoint and overlapped scenarios, which corroborates the effectiveness of Transformer based architecture on Incremental Semantic Segmentation (ISS). Furthermore, TISS outperforms other methods in almost every class for all tasks in both disjoint and overlapped scenarios (except table in the disjoint scenario of 19-1 task), which emphasizes the capability of TISS to not only accumulate previous knowledge while learning new knowledge, but also to learn discriminative features for difficult cases during different learning steps.

6.5. More Results with Larger Backbone

We build MiB [5] and TISS upon larger backbone, Vision Transformer(ViT) [13] Base (denoted as ViT-base) model with 86 million parameters. As Table 12 shows, for 100–50 task, TISS surpasses MiB by 2.4% in the first 100 classes, 4.9% in the added 50 classes and 2.6% in all classes. When it comes to 100–10 task, TISS achieves an average improvement over MiB of 1.5% in the first
Table 6. Per Class mIoU on 19-1 task of Pascal VOC 2012 under disjoint setup. Best in **bold**, runner-up underlined. |
| Method | Architecture | Backbone | offline | TISS(ours) | ViTsmall | ResNet-101 | Transformer | Deeplab-v3† |
|--------|--------------|----------|---------|-----------|----------|------------|------------|
| FT     | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Deeplab-v3   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | ResNet-101   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| TISS(ours) | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |

Table 7. Per Class mIoU on 19-1 task of Pascal VOC 2012 under overlapped setup. Best in **bold**, runner-up underlined. |
| Method | Architecture | Backbone | offline | TISS(ours) | ViTsmall | ResNet-101 | Transformer | Deeplab-v3† |
|--------|--------------|----------|---------|-----------|----------|------------|------------|
| FT     | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Deeplab-v3   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | ResNet-101   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| TISS(ours) | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |

Table 8. Per Class mIoU on 15-5 task of Pascal VOC 2012 under disjoint setup. Best in **bold**, runner-up underlined. |
| Method | Architecture | Backbone | offline | TISS(ours) | ViTsmall | ResNet-101 | Transformer | Deeplab-v3† |
|--------|--------------|----------|---------|-----------|----------|------------|------------|
| FT     | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Deeplab-v3   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | ResNet-101   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| TISS(ours) | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |

Table 9. Per Class mIoU on 15-5 task of Pascal VOC 2012 under overlapped setup. Best in **bold**, runner-up underlined. |
| Method | Architecture | Backbone | offline | TISS(ours) | ViTsmall | ResNet-101 | Transformer | Deeplab-v3† |
|--------|--------------|----------|---------|-----------|----------|------------|------------|
| FT     | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Deeplab-v3   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | ResNet-101   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| TISS(ours) | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |

Table 10. Per Class mIoU on 15-1 task of Pascal VOC 2012 under disjoint setup. Best in **bold**, runner-up underlined. |
| Method | Architecture | Backbone | offline | TISS(ours) | ViTsmall | ResNet-101 | Transformer | Deeplab-v3† |
|--------|--------------|----------|---------|-----------|----------|------------|------------|
| FT     | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Deeplab-v3   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | ResNet-101   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| TISS(ours) | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |

Table 11. Per Class mIoU on 15-1 task of Pascal VOC 2012 under overlapped setup. Best in **bold**, runner-up underlined. |
| Method | Architecture | Backbone | offline | TISS(ours) | ViTsmall | ResNet-101 | Transformer | Deeplab-v3† |
|--------|--------------|----------|---------|-----------|----------|------------|------------|
| FT     | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Deeplab-v3   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | ResNet-101   | 90.2     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| MBFT   | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |
| TISS(ours) | Transformer  | 90.4     | 53.7    | 86.6      | 61.9     | 90.1       | 83.6       |

Table 12. mIoU on the ADE20K dataset for different incremental class learning scenarios. Best in **bold**, runner-up underlined. |
| Method | Architecture | Backbone | all   | 1-100 | 101-190 | 191-280 | 281-370 | 371-460 | 461-550 | 551-640 | 641-730 | 731-820 | 821-920 | 921-1020 | 1021-1120 | 1121-1220 | 1221-1320 |
|--------|--------------|----------|-------|-------|--------|--------|--------|--------|--------|--------|--------|--------|--------|----------|----------|----------|
| FT     | Transformer  | 90.4     | 83.6  | 73.7  | 64.3  | 55.4  | 46.9  | 38.5  | 30.2  | 21.9  | 13.7  | 4.2   | 0.0   | 0.0      | 0.0      | 0.0      |
| MBFT   | Deeplab-v3   | 90.2     | 83.6  | 73.7  | 64.3  | 55.4  | 46.9  | 38.5  | 30.2  | 21.9  | 13.7  | 4.2   | 0.0   | 0.0      | 0.0      | 0.0      |
| MBFT   | ResNet-101   | 90.2     | 83.6  | 73.7  | 64.3  | 55.4  | 46.9  | 38.5  | 30.2  | 21.9  | 13.7  | 4.2   | 0.0   | 0.0      | 0.0      | 0.0      |
| MBFT   | Transformer  | 90.4     | 83.6  | 73.7  | 64.3  | 55.4  | 46.9  | 38.5  | 30.2  | 21.9  | 13.7  | 4.2   | 0.0   | 0.0      | 0.0      | 0.0      |
| TISS(ours) | Transformer  | 90.4     | 83.6  | 73.7  | 64.3  | 55.4  | 46.9  | 38.5  | 30.2  | 21.9  | 13.7  | 4.2   | 0.0   | 0.0      | 0.0      | 0.0      |
100 classes, 6.2% in the added 50 classes and 2.5% in all classes. Finally, in **50-50** task, **TISS** surpasses over **MiB** of 3.5% in the first 50 classes, 6.9% in the added 100 classes and 4.2% in all classes.

Figure 6. Qualitative results at each step of ADE20K **100-10** task using three methods: **MiB_D**, **MiB_T** and **TISS**(ours).