ABSTRACT  Face Recognition (FR) problem is one of the significant fields in computer vision. FR is used to identify the faces that appear over distributed cameras over the network. The problem of face recognition can be divided into two categories, the first is recognition with more than one sample per person, which can be called traditional face recognition problem. The second is the recognition of faces using only a Single Sample Per Person (SSPP). The efficiency of face recognition systems decreases because of limited references especially (SSPP) and faces taken in the Operational Domain (OD) different from faces in the Enrollment Domain (ED) in illumination, pose, low-resolution, and blurriness. This paper proposed a method that deals with all problems related to face recognition with SSPP. 3D face reconstruction is used to increase the reference gallery set with different poses and generate a design domain dictionary to overcome the problem of limited reference. Besides, the design domain dictionary is used to feed different deep learning models. Face illumination transfer techniques are utilized to overcome the illumination problem. Labeled Faces in the Wild (LFW) dataset is used to train Super-Resolution Generative Adversarial Network (SRGAN) to overcome the low-resolution problem. Deblur Generative Adversarial Network (DeblurGAN) is trained on the LFW dataset to overcome the problem of blurriness. The proposed method is evaluated using the Chokepoint dataset and COX-S2V dataset. The final results confirm an overall enhancement in accuracy compared to techniques that use SSPP for face recognition (generic learning and face synthesizing approaches). Also, the proposed method outperforms of Traditional and Deep Learning (TDL) method accuracy, which uses SSPP for face recognition.

INDEX TERMS  Face recognition, generative adversarial network (GAN), single sample per person (SSPP), illumination transferring, deep learning.

I. INTRODUCTION  Face Recognition (FR) is one of the significant fields in computer vision. FR systems are used to identify faces from videos recorded over several surveillance cameras distributed [1]. It is used in various applications including law enforcement, video monitoring, etc [2]. The main issue in Face Recognition is the limited number of references.

Many techniques deal with face recognition — the first one is a traditional technique that can identify faces by extracting features or landmarks from the image. An algorithm, for example, will investigate the relative scale, shape, and location of the eyes, nose, cheekbones, and use the features to scan for other photos with similar features such as Support Vector Machine (SVM) [3] and Principal Component Analysis (PCA) [4]. The second technique is dimensional recognition technique, which utilizes 3D sensors to capture a lot of information about face shape and use this information to recognize distinctive characteristics on the face, like a nose shape. This information enhances face recognition efficiency [5]. The third technique is skin texture analysis. It is another new pattern that utilizes visual details for the skin. The performance...
of the face recognition technique increased when adding skin texture analysis [6]. The fourth technique is thermal cameras. It is a different shape of input data being taken for face recognition. The cameras will only recognize head shape by this process. In addition, it avoids the accessories of a person like makeup, hats, or glasses. The most important problem when we use thermal images for face recognition is that the datasets for face recognition are finite [7]. The problem of face recognition can be divided into two categories, the first is recognition with more than one sample per person, which can be called traditional face recognition problem. The second is the recognition of faces using only a Single Sample Per Person (SSPP). However modern face recognition techniques, like deep learning algorithms, achieved high accuracy, these techniques did not achieve good accuracy in the problems that have limited data. The reason is that deep learning techniques are data-hungry, which means to get high accuracy, you need more data.

Despite the current progress in machine learning and computer vision, designing a robust system for face recognition with SSPP persists a daunting issue in real-world monitoring applications. One fundamental problem is the visual field change between Enrollment Domain (ED), where faces are usually taken under controlled circumstances, and Operational Domain (OD) where faces are taken in uncontrolled circumstances with differences in illumination, pose, low-resolution, and blurriness, etc [8]. Another obstacle faced by the new face recognition techniques is the complexity of gathering samples. Few samples per person mean low effort to handle them, less cost to conserve and process them. Unfortunately, most techniques of face recognition depend significantly about the size and representativeness of the training set, and many of them would experience a severe drop in performance or fail to work if there is only one sample of training per individual. This is called a Single Sample Per Person (SSPP) problem. This problem achieves low performance and causes difficulties in the design of a robust FR system [9]. For most existing algorithms, this is very difficult due to the insufficient data of the training sample. Several strategies for dealing with SSPP problems have been suggested to enhance the efficiency of FR systems such as using multiple face representations [3], generic learning [10], creating artificial faces from the original reference [11], and deep learning [12].

A. PROBLEM STATEMENT AND MOTIVATION
In this paper, we have suggested a method that overcomes the problem of limited reference and overcomes the visual field change between images from the enrollment domain and operational domain with changes in lighting, blurriness, poses, etc. The first problem is the illumination problem; Face illumination transfer [13] technique is used to transfer the illumination of the image, which comes from the operational domain to illumination of the enrollment domain. The second problem is the blurriness image problem. Deblur Generative Adversarial Network (DeblurGAN) [14] is used to generate a sharp image to overcome the problem of blurriness. The third problem is the pixel problem (low-resolution image), we use Super-Resolution Generative Adversarial Network (SRGAN) [15] to create a high-resolution photo to overcome the low-resolution photo problem. The limited reference is a big problem especially the SSPP problem, Which is a big challenge in FR technology. So, we used 3D face reconstruction to reconstruct a three-dimensional (3D) face image from a two-dimensional (2D) face image to augment the reference gallery set with different poses.

The remainder of this paper is structured according to the following: Section II clarifies related works in these fields. Subsequently, the proposed method in section III. Section IV our implementation of the proposed method. Section V includes the experimental result. Eventually, conclusion and future works in section VI.

II. RELATED WORK
This section contains related-works for FR systems using a Single Sample Per Person (SSPP). Various techniques are proposed to increase the effectiveness of FR systems using a SSPP. They divided into multiple face representation technique, generic learning technique, generation of synthetic faces, and deep learning techniques. Below is a description of the technique.

A. MULTIPLE FACE REPRESENTATION
One effective technique for solving the SSPP problem in face recognition is to obtain distinguishing characteristics from images. Authors in. [3], [16] implemented FR model which depends on different facial representations. They used various extraction techniques to patches in the ref image to generate many facial representations and to construct a collection of various examples-SVMs. This collection gives effectiveness against nuisance factors found in the examination models. In [17], Multiple Convolutional Neural Network process the facial picture to produce several poses different characteristics. Multiple face representation techniques can deal with for minor changes and are therefore not effective when dealing in realistic implementations which have a lot of variations (e.g., pose, blurriness and extreme illumination) [18].

B. GENERIC LEARNING
An earlier discovery to deal with visual field changes in face recognition models is using a generic set [19]. Several researchers have debated generic learning [20], [21], [22]. Authors in. [19] Introduced an efficient generic learning approach for face recognition systems, using external information to determine the scatter matrix in-class for each person and apply this data to the reference images. Authors in [23] introduced a Robust Auxiliary Dictionary Learning (RADL) method which can extract characteristic information from a generic set through dictionary learning. Although the important improvements identified in using generic learning, many problems should be tackled. The generic intra-class variety might not be related to the gallery images, therefore it
may not be necessary to extract features from the generic set. Furthermore, a huge number of photos gathered from outside data that include redundant data that could lead to complex in implementing and reduce the ability to deal with intra-class variations [18].

C. GENERATION OF SYNTHETIC FACES

Increasing synthetically the reference gallery set is a different approach to balance the appearance changes in face recognition with SSPP. Shao et al. [24] introduced FR method which depends on Sparse Representation-based Classification (SRC) that increases the dictionary by using a collection of artificial images created by measuring the difference between a pair of images. Authors in [25] increased the gallery of references by producing a collection of artificial images under camera-specific illumination circumstances to build a reliable FR system under examination circumstances. Blanz and Vetter [26] introduced a 3D Morphable Model (3DMM) for recreating a 3D image from a 2D image and subsequently synthesizing new face photos. Despite artificial faces can increase the performance of FR systems produced with an SSPP. These do not cover the spectrum of intra-class differences in the real application. A lot of synthetic faces should be generated for all possible capture circumstances in the operational domain. Without choosing representative photos from the external data and the generating reference, synthetic images could need complicated developments [18].

D. DEEP LEARNING FOR FACE RECOGNITION

The deep face recognition community follows the deep learning mainstream architectures, which were inspired by significant advances in object classification. DeepFace [27] was the first to use a nine-layer CNN in 2014, with multiple layers connected locally. It achieves an accuracy of (97.35%) on the Labeled Faces in the Wild (LFW) dataset [28]. In 2014, DeepId2 [29] uses contrastive loss and the accuracy on the LFW dataset reaches to (99.15%). FaceNet [30] used a large dataset in 2015 to train a GoogleNet [31]. It achieves an accuracy of (99.63%). In the same year, VGGFace [32] established a system to construct a large-scale Internet dataset. VGGFace reaches the accuracy of (98.95%). DeepFace, DeepId2, FaceNet, and VGGFace techniques achieve high accuracy because they solve traditional FR, which means more than one sample per person. Although the substantial progress in the deep face recognition architectures, training these architectures with SSPP is a big problem. Authors in [12] attempt to solve face recognition with (SSPP) using Deep CNN architecture. They suggest a combined Traditional and Deep Learning (TDL) system. They proposed expanding sample method to increase training samples and training CNN architectures. They achieve an accuracy of (74%) on the LFW dataset.

III. THE PROPOSED METHOD

The proposed method consists of two phases. The first phase is the design phase which discusses how to create synthetic images using the 3D technique and generate a design domain dictionary. The second phase is the operational phase which discusses doing a set of preprocessing steps on face image that captured from video to overcome all problems related to face recognition then using deep learning approaches to recognize faces.

A. DESIGN PHASE

Only a single sample per person, So the need for increasing the reference for each person in a dictionary is essential. In this phase, we use the 3D face reconstruction to reconstruct a 3D face from 2D face photo to augment the reference gallery set with different poses. The used technique to reconstruct a 3D face is Position map Regression Network (PRN) technique [33]. This technique goes beyond all related works on several datasets with 3D face reconstruction, and it is straightforward with a very lightweight model. All those are accomplished through the intricate design of the 2D model of the 3D face shape and function of loss. Specifically, using a UV position map, that is a 2D photo that records the 3D coordinates of a full face while preserving the semantic sense at each UV location and training an encoder-decoder network. And therefore, from the 2D face image, reconstructing a 3D face. As shown in Fig.1, the reference set Contains one image per person and by using this image for each person can create a set of synthetic faces using Position map Regression Network (PRN) technique. And therefore the design domain dictionary contains for each person the reference and the Synthetic faces. The design domain dictionary is used in the operational phase to train different deep learning approaches.

B. OPERATIONAL PHASE

We train different deep learning approaches to identify the person’s face using a design dictionary that produced in the design phase. SRGAN is trained on the LFW dataset to
overcome the problem of low-resolution faces. DeblurGAN is trained on the LFW dataset to overcome the problem of blurred faces. SRGAN and DeblurGAN work as a preprocessing step on the image that comes from the camera. The proposed method as illustrated in fig. 2 consists of the set of steps in the operational domain:

1) Detect faces from frames captured of video.
2) Check if the face photo less than size $96 \times 96$ (low-Resolution image). Then, the SRGAN model takes the face photo and generates a high-Resolution Face photo.
3) Check if the face photo is a blurred image then the DeblurGAN model takes the face photo and generates a sharp face photo.
4) Transfer the illumination of face photo to illumination of enrollment domain.
5) Deep learning takes the final face photo to identity the person’s face.

The details of each step are described below.

1) DETECT FACES FROM FRAMES CAPTURED OF VIDEO
It is the first stage in FR system is to separate the real face from the context of the image and differentiate between each face and another in the image. Even facial recognition algorithms must be capable to handle bad illumination conditions and different poses, such as angled or rotating faces. A lot of techniques are used for detecting faces such as Dlib [34] library and Haar cascade classifier [35]. Either we should implement Dlib for detecting faces, using a hybrid of HOG (Histogram of Oriented Gradient) [36] & Support Vector Machine (SVM) [37] or OpenCV’s Haar cascade classifier [35]. These techniques are trained on positive and negative images (which means certain pictures have faces and those that don’t have). Dlib and OpenCV are capable of managing bad and inconsistent illumination and different facial poses like twisted faces. Dlib outperforms of Haar cascade classifier in precision. So, we will use Dlib in detecting faces.

2) SUPER RESOLUTION GENERATIVE ADVERSARIAL NETWORK (SRGAN)
GANs are deep neural network architectures and consist of two main networks (the Generator network and the Discriminator network). The architecture of the two networks consists mainly of the convolution layers, batch normalization and Parameterized Relu (PReLU). GANs focus on generating data from scratch. The aim of GANs is to generate new data that matches the training data distribution. It is like a game in which the Generator tries to generate some data from the distribution of probability and the Discriminator serves as a judge. Discriminator determines either the input comes from a true training dataset or fake generated data. The generator attempts to optimize data in order to match true training data. The discriminator guides the generator to generate realistic data. Discriminator and generator both learn concurrently and once the generator has been trained, it has enough knowledge of the distribution of training samples. Now the generator can synthesize new samples with very similar properties. SRGAN is used to produce higher resolution images and we will train it and use it to overcome the problem of low-resolution faces that come from the operational domain. The training procedure for SRGAN is shown in the following steps:

1) Processing the High-Resolution (HR) face photos for down-sampling Low-Resolution (LR) face photos. Now, we have HR and LR face photos for the training dataset.
2) Passing LR face images through Generator which up-samples and gives Super-Resolution face images.
3) Using a discriminator to distinguish the HR face images and back-propagate the GAN loss to train the discriminator and the generator.

SRGAN after training can take a low-resolution image and generate a high-resolution image. We use SRGAN after training in the operational domain. Check if the face photo less than size $96 \times 96$ (low-Resolution image). Then, the SRGAN takes the face photo and generates a high-Resolution Face photo.

3) DEBLUR GENERATIVE ADVERSARIAL NETWORK (DEBLUR-GAN)
The face image is checked if it is a blurred face or not. A single channel is taken of an image (presumably gray-scale).
and convolve it with $3 \times 3$ kernel defined as:

$$
\text{TheLaplacianKernal} = \begin{bmatrix}
0 & 1 & 0 \\
1 & -4 & 1 \\
0 & 1 & 0
\end{bmatrix}
$$

And then take the variance of the response. If the variance falls below a pre-defined threshold, then the image is considered blurry; otherwise, the image is not blurry.

DeblurGAN architecture consists of the network of generators that inputs the blurred image and generates a sharp image and the discriminating network to decide whether an input image is created artificially. We will train DeblurGAN to work on blurred face images. DeblurGAN after training can take a blurry face image and generate a sharp face image. We use DeblurGAN after training in the operational domain. If the image that comes from the operational domain is blurred, then DeblurGAN takes the image to generate a sharp image to overcome the problem of the blurred face image.

4) TRANSFER THE ILLUMINATION OF FACE PHOTO TO ILLUMINATION OF ENROLLMENT DOMAIN

We use any image as a reference from the enrollment domain where usually images are taken within controlled circumstances, and all images from the Operational Domain (OD) apply the illumination transfer by using edge-preserving filters to overcome the problem of lighting. We use a novel image-based technique to transfer lighting from a reference image to a target image through the preserving filters [13]. According to this approach, just one reference image is required without any 3D geometric information of the target face. First, by using a Weighted Least Square (WLS) filter, decompose the light layers of the target and the reference pictures into large-scale. The final result is reached when the target picture’s large-scale layer is exchanged with the reference picture’s large-scale layer.

5) DEEP LEARNING APPROACHES

We studied the implementation of two forms of deep learning approaches for face recognition with SSPP: CNN-AlexNet [38] and a transfer learning technique [39]. The design domain dictionary that is produced in the design phase is used to train these models.

The first deep learning approach is CNN-AlexNet: AlexNet [38] was chosen as an appropriate architecture for solving the problem of multi-classes classification. The overall structure is illustrated in Fig. 3, composed of facial photos as inputs. AlexNet consists of the layers of convolution and the max-layer and finished with two layers completely connected. The loss was measured using a softmax classifier, using multinomial logistic loss. The output of our network is to recognize the face. It consists of 2 fully connected layers with using the function Softmax described as:

$$
\text{f}(o_j) = \frac{e^{o_j}}{\sum_{i=1}^{K} e^{o_i}} 
$$

where $K$ is the number of classes and $o_j$ is the $j_{th}$ output-vector value. The outputs of the Softmax are always in the range $[0,1]$ and add up to 1. The loss function is described such that making better decisions is equal to having a small loss while training. Included at the first completely connected layer is a Rectified Linear Unit (ReLU) layer. Calculation of this operation is described as:

$$
\text{f}(x) = \max (0, x)
$$

where the function takes input with real value and threshold input to zero.

The second deep learning approach is Transfer Learning (TL) [40] in which a CNN is trained to learn characteristics for a wide domain then a modification of the classification function to know more technical features of a particular domain. The network parameters are moved from the wide domain to the particular domain. Moreover, Transfer Learning (TL) is also a technique that provides systems for applying the information gained from previous tasks to a new task related to the previous domain in some way. The transfer learning used is based on VGGFace [32], and FaceNet [30]. Table 1 shows the default picture sizes for the TL models.

![CNN architecture of AlexNet model.](image)
IV. IMPLEMENTATION OF THE PROPOSED METHOD

In this section, we illustrate the dataset and explain the implementation of the two phases (design and operation phase).

A. DATASETS

Extensive studies were carried out on two datasets which were publicly accessible – COX-S2V [41] and Chokepoint [42] to evaluate the FR system proposed under conditions of real-world surveillance. They include a high-resolution picture per subject which is taken under controlled circumstances and videos of low resolution for each subject taken under uncontrolled circumstances. Videos are taken through distributed cameras covering a variety of variations like pose, lighting, and scale.

The dataset of COX-S2V [41] involves thousand persons with one picture of high resolution and four low-quality video sequences for each video. Each person walks along an S-shaped path with light, pose and blur changes in each frame. The Chokepoint dataset [42] contains 25 people who walk through portal 1 and 29 who walk through portal 2. Portal one recording and Portal two recording two are a month apart. Just above the door is a surveillance setup with three cameras fixed and is used to monitor a person’s entry during four sessions simultaneously. A total of 54 video clips and 64,204 face photos are included in the dataset. The appearance of the captured face varies in lighting, misalignment, and pose.

Labeled Faces in the Wild (LFW) [28] database is used to research the issues of face recognition problems and we use it to train Super-Resolution Generative Adversarial Network (SRGAN) and Deblur Generative Adversarial Network (DeblurGAN). It contains over 13,000 pictures of faces from the internet. Every face was labeled with a person’s name. It includes 5749 individuals with one or more images for each person.

B. IMPLEMENTATION OF DESIGN PHASE

We deal with a Single Sample Per Person (SSPP) problem. So for each person, we have only one image for each person in Chokepoint and COX-S2V databases. 3D Face reconstruction technique called Position map Regression Network (PRN) is used [33] to rebuild a 3D face from 2D face photo to augment the reference gallery set with different poses and make some transformations on the 3D face and choosing six images with different poses. So in the design domain dictionary for each person, we have 7 images (the reference and the synthetic faces) as shown in Fig.4. 3D Face reconstruction can overcome the problem of limited references.

C. IMPLEMENTATION OF OPERATION PHASE

First step: Different deep learning approaches are trained using the design domain dictionary that is produced in the design phase. The first approach is the proposed CNN approach AlexNet model [38]. We train AlexNet model by utilizing Adam optimizer and learning rate 0.0001. AlexNet model uses 100 epochs with a dropout rate of 0.30 to train.

To get the best results on the datasets for the classification methods, we use regularization methods like dropout and normalization. The second approach is the transfer learning technique, we used two pre-trained models which are VGGFace [32], and FaceNet [30]. The pre-trained FaceNet model takes the image of a face and extract high-quality features and predict the vector representation of 128 elements of those characteristics, called the embedding face, but face embedding of VGGFace is a 2,048 length vector then we use the face embedding to recognize faces.

Second step: Super-Resolution Generative Adversarial Network (SRGAN) is trained on the LFW dataset to use it on low-resolution faces. First, we use the Pre-train VGG-19 model for training SRGAN. Second, we prepare the LFW dataset to train. For each image in the LFW training data with size $96 \times 96$ as a high-resolution image and downscaling size to $48 \times 48$ as a low-resolution image then fed the training dataset to SRGAN for training. After training, the model takes a low-resolution image and generates a high-resolution image. Thus, using SRGAN Model, we can overcome the problem of the low-Resolution image. As illustrated in fig. 5 in the left is the input of SRGAN (the low-resolution image). In the center is the output of SRGAN (the generated high-resolution image).

Third step: Deblur Generative Adversarial Network (DeblurGAN) is trained on the LFW dataset to use it on
FIGURE 5. SRGAN takes the low-resolution image (image in the left) and generates a high resolution (image in the middle).

FIGURE 6. DeblurGAN takes a blurred image (image in the left) and generates a sharp image (image in the middle).

blurred faces. First, we use the Pre-train VGG-19 model. Second, we prepare the LFW dataset to train. For each image in the LFW training data is a sharp image and blurring images using an Average Filter. Then fed the training dataset to DeblurGAN to train. After training, the model can take a blurred face image and generate a sharp image. So, using the DeblurGAN can overcome the problem of blurred faces as shown in fig. 6. In the left is the input of SRGAN (the blurred image). In the center is the output of DeblurGAN (the generated sharp image).

FIGURE 7. Edge-preserving filters technique converts the illumination of the operational domain to the illumination of the Enrollment domain.

Fourth step: Any image from the design domain is taking as a reference image and all images come from the operational domain as a target image. then Converting the illumination of the reference photo to the illumination of the target photo through Edge-preserving Filters. As shown in fig. 7. In the middle is the photo from the design domain as a reference photo. In the left is the photo from the operational domain as a target. And in the right is the result of converting the illumination of the photo that comes from the operational domain to the illumination of the design domain.

SRGAN, DeblurGAN, and Illumination transfer techniques are used as preprocessing steps on face image before classification. Chokepoint and COX-S2V datasets are used to evaluate the proposed method. All videos that come from the operational domain in the two datasets are evaluated. The first step is to capture face from video. Then, check if the face photo less than size 96 × 96 (low-Resolution image) then the SRGAN takes the face photo and generates a high-Resolution Face photo. Then, Check if the face photo is a blurred image then the DeblurGAN takes the face photo and generates a sharp face photo. Then, illumination transfer techniques Transfer the illumination of face photo to illumination of enrollment domain and finally, Deep learning approaches take the final face photo to identify the person’s face.

D. IMPLEMENTATION ENVIRONMENT

The experiments are carried out using API Keras v2.3.0 with TensorFlow v1.4 in the backend and we use Python (version 3.6) and the operating system used is Windows 7. The training and classification of the models are implemented on Intel Core i5-4570 @ 3.20GHz and GPU NVIDIA With 4GB, and 32 GB of RAM.

Moreover, SRGAN and DeblurGAN are trained using a server that uses the operating system Ubuntu 19.01 using Python, Keras, and Tensorflow. The server specification is intel Xeon Processor E5-2640 v2 @ 2.00 GHz ×14, and 60 GB of RAM.

V. EXPERIMENTAL RESULTS

There are several face recognition issues with SSPP like pose, illumination, blurred and low-resolution image. The proposed method can deal with all these problems. The proposed method is evaluated using COX-S2V and Chokepoint dataset.

A. DESIGN PHASE RESULT

In the design phase for each face image in the Chokepoint and COX-S2V dataset, we generate six images with different poses. And therefore we have the design domain dictionary for COX-S2V and Chokepoint datasets. then the design domain dictionary is used to train different deep learning approaches.

B. OPERATIONAL PHASE RESULT

We train two network SRGAN and DeblurGAN to work as a pre-processing step of images. We train different deep learning approaches on the design domain dictionary that produced in the design phase on COX-S2V and Chokepoint datasets. When we used the proposed method with the proposed CNN approach AlexNet model, the result of Chokepoint and COX-S2V are 81.1%, 82.2%, respectively. But, when using the transfer learning technique, accuracy is increased. When using the proposed method with transfer learning on VGGFace, the result of Chokepoint and COX-S2V are 96.3%, 96.7%, respectively. When using the proposed method with transfer learning on FaceNet, the result of Chokepoint and COX-S2V are 98.7%, 98.5%, respectively. Furthermore, we made a comparison between our proposed method and other existing methods.
TABLE 2. Compare between the proposed FR method and FR approaches that deal with SSPP problem with Chokepoint and COX-S2V datasets.

| Category                          | Method       | Sub-Method | ChokePoint dataset | COX-S2V dataset |
|-----------------------------------|--------------|------------|--------------------|-----------------|
| Generic Learning                  | ESRC [43]    | SRC        | 80.2%              | 83.5%           |
| Face Synthesizing                 | 3DM [26]     | SRC        | 73.2%              | 75.7%           |
| Genera Learning + Face Synthesizing| DSFS [18]    | SRC        | 90.3%              | 92.5%           |
| Deep Learning                     | TDL [12]     | CNN        | 75.1%              | 74.8%           |
| The proposed method               | VGGFace [32] | 96.3%      | 96.7%              |                 |
|                                  | FaceNet [30] | 98.7%      | 98.5%              |                 |

TABLE 3. The average run time of the proposed method on Chokepoint and COX52V datasets.

| Technique    | ChokePoint database | COX-S2V database |
|--------------|---------------------|------------------|
|              | Number of Images    | Run time(ms)     | Number of Images | Run time(ms) |
| The proposed method | 1000                | 285.71           | 2000             | 333.33       |

method with different techniques that deal with the SSPP problem on the same datasets as shown in Table 2. The generic learning technique [43] accuracy of Chokepoint and COX-S2V are 80.2%, 83.5%, respectively and Face Synthesizing technique [26] accuracy of Chokepoint and COX-S2V are 73.2%, 75.7%, respectively. But when using the generic learning and Face Synthesizing technique [18], the accuracy of Chokepoint and COX-S2V are 90.3%, 92.5%, respectively. Traditional and Deep Learning (TDL) technique [12] accuracy of Chokepoint and COX-S2V are 75.1%, 74.8%, respectively. As illustrated in Table 2, the proposed method that deals with face recognition systems with limited reference particularly a single sample per person achieves high accuracy up to 98.7% on the Chokepoint dataset and 98.5% on the COX-S2V dataset. We also compute the average run time of the proposed method using the pre-trained model FaceNet, which achieved the highest accuracy. As shown in Table 3, the average run time of the proposed method on the ChokePoint database is (285.71 ms) when testing 1000 image and on the COX-S2V database is (333.33 ms) when testing 2000 image.

On the other hand, our proposed method has some limitations which are:
- The training phase requires high computing resources and is time-consuming.
- In the operational phase, a lot of preprocessing steps on face image which require high computer resource.

VI. CONCLUSIONS AND FUTURE WORKS

This paper study the limited references problems in face recognition. We focus on Face Recognition with Single Sample Per Person (SSPP) problems. Faces captured under controlled circumstances in the enrollment domain different from taken under uncontrolled circumstances in the operational domain in illumination, pose, and blurriness. Therefore, the performance of FR systems decreases. To enhance face recognition system performance, we must increase the reference set by creating all possible artificial faces for all capture circumstances. Our proposed method deals with the problem of limited references and overcomes the issue of a pose, illumination, blurriness, and low-resolution image.

We overcome the problem of a pose by using 3D Face Reconstruction to reconstruct a 3D face from 2D face image to augment the reference gallery set with different poses and overcome the problem of low-Resolution using Super-Resolution Generative Adversarial Network (SRGAN) And overcome the problem of blurriness using Deblur Generative Adversarial Network (DeblurGAN). Furthermore, overcoming the problem of illumination by making the illumination of the system constant by extracting the illumination from the enrollment domain and apply this illumination to the operational domain. We use different deep learning approaches. We run the proposed method with the CNN approach (AlexNet model) and transfer learning on the Chokepoint and the COX2V dataset. The proposed method with transfer learning on FaceNet achieved high accuracy up to 98.7% on the Chokepoint dataset and 98.5% on the COX52V dataset. We made a comparison between our proposed method with different techniques that deal with the SSPP problem, and the proposed method achieved high accuracy compared to techniques that use SSPP for face recognition (generic learning and face synthesizing approaches). Also, the proposed method outperforms of Traditional and Deep Learning (TDL) method accuracy, which uses SSPP for face recognition.

In the future work, we will deal with another important problem. The problem is when a person gets older, the facial features change. We will solve this problem using Generative Adversarial Network(GAN) by generating images of the same person in different years. Furthermore, we would like to enlarge the dataset by using artificial data augmentation techniques as used in [44].
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