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**ABSTRACT**

Energy systems optimization problems are complex due to strongly non-linear system behavior and multiple competing objectives, e.g. economic gain vs. environmental impact. Moreover, a large number of input variables and different variable types, e.g. continuous and categorical, are challenges commonly present in real-world applications. In some cases, proposed optimal solutions need to obey explicit input constraints related to physical properties or safety-critical operating conditions. This paper proposes a novel data-driven strategy using tree ensembles for constrained multi-objective optimization of black-box problems with heterogeneous variable spaces for which underlying system dynamics are either too complex to model or unknown. In an extensive case study comprised of synthetic benchmarks and relevant energy applications we demonstrate the competitive performance and sampling efficiency of the proposed algorithm compared to other state-of-the-art tools, making it a useful all-in-one solution for real-world applications with limited evaluation budgets.
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1 Introduction

Energy systems optimization problems frequently exhibit multiple, competing objectives, such as economic vs environmental considerations [Pis+21]. For instance, minimizing energy consumption, incurred costs, and greenhouse gas emissions are differing goals that can result in significantly different optimal operating patterns in energy-intensive processes [KBB18]. Likewise, peak performance and long-term degradation frequently represent conflicting objectives when designing new energy systems, such as lithium ion batteries [LL17]. In these cases, conventional mathematical optimization cannot locate a single solution that is optimal in terms of all given objectives. Rather, multi-objective optimization must be employed, wherein trade-offs between the competing objectives are explored. Specifically, multi-objective optimization seeks to find a set of solutions, called Pareto optimal points, that are optimal in terms of the trade-offs between objectives. A desired solution can then be selected from the optimal set based on other considerations.

A second, distinct challenge common in optimization of energy systems is the complexity of involved mathematical models. Energy systems are often described by multi-scale, distributed, and/or nonlinear models that can be computationally expensive to evaluate. Furthermore, multiple expensive function evaluations may be required to approximate derivative information. These models may also involve categorical input variables, e.g., selecting from available equipment, influencing the objective functions but for which we cannot compute derivatives or establish a ranking between different categories. Deterministic (global) optimization of the resulting models is invariably impractical using current technologies, motivating instead the use of data-driven, or derivative-free, optimization approaches. These approaches treat a complex energy systems model as an input-output “black box” model during optimization, or a “grey box” model if some model equations are retained [BMF16; Bey+18]. The predominant approaches for black-box optimization are (i) evolution-based, where selection heuristics are used to choose promising inputs for successive generations, or (ii) surrogate-model-based, where an internal surrogate model is constructed to approximate the input-output behavior [BI18].

Given the above, several recent research efforts have focused on multi-objective, black-box optimization, with particular emphasis on applications in energy systems. Successful applications include optimization of wind-farm layouts [RBB16; Yin+14], building energy management [Del+16; MSG20; Yu+15], microgrid planning [VTD15; Zho+16], process design [SH10; HF17], etc. Evolution-based strategies such as genetic algorithms, particle swarm, etc., are a popular choice for such problems, as Pareto points can simply be approximated using the best points found in previous generations [CLV+07]. Nevertheless, these methods often require many function evaluations, making them ill-suited for energy systems models that are expensive to evaluate. Moreover, energy-systems problems are typically subject to important constraints (e.g., safety, regulatory limits), which must be satisfied by optimal/feasible solutions [Bey+18]. Dealing with constrained input spaces is non-trivial for evolution-based strategies, and information regarding infeasible points is typically unused. Rather, infeasible points can be resampled/repaired heuristically [Har+07], or constraint violations can be treated using a penalty term or additional objective [RY03].
Therefore, we focus on Bayesian optimization (BO) strategies, which can exhibit improved sampling efficiency by constructing internal surrogate models. Acquisition functions based on the learned surrogate models are then used in optimization, where promising points to sample are identified. The use of deterministic optimization tools here can allow energy-system constraints to be handled seamlessly, incorporating knowledge regarding the feasibility of proposed points. Many existing methods, such as ParEGO [Kno06] and TSEMO [BSL18], employ Gaussian Processes (GPs) as surrogate models. GPs are popular choices for black-box optimization because they naturally quantify uncertainty outside of sampled areas, allowing sampling strategies to balance between exploring regions of high uncertainty and exploiting the regions near the best observed values. The conflicting nature of these goals is known as the exploitation/exploration trade-off. Many GP-based approaches handle categorical variables with one-hot encoding, which introduces a continuous variable bounded between zero and one for each category. This dramatically enlarges the dimensionality for problems with many categorical variables. Recent efforts [MCB21] propose using tailor-made kernels for GPs to approach multi-objective problems with categorical variables.

Our recent work [The+21] introduced ENTMOOT, which instead uses tree-based models as the internal surrogates for Bayesian optimization. Tree-based models have several notable advantages: they are well-suited for nonlinear and discontinuous functions, and they naturally support discrete/categorical features. However, unlike GPs, they do not provide uncertainty estimates, and gradients are not readily available for optimization; these traits have limited the use of tree models in BO [Sha+16]. ENTMOOT overcomes these limitations by (i) employing a novel distance-based metric as a reliable uncertainty estimate, and (ii) using a mixed-integer formulation for optimization over the tree models.

In this work, we extend the ENTMOOT framework to constrained, multi-objective black-box optimization, and demonstrate its applicability to real-world energy systems optimization. In particular, we introduce a weighted Chebyshev method [Kno06] with tree ensemble surrogate models to efficiently identify Pareto optimal points. Furthermore, we show that similarity-based metrics provide robust uncertainty estimates for categorical/discrete inputs. The proposed framework is first extensively tested using several well-known synthetic benchmarks, and is later demonstrated on the practically motivated case studies of wind farm layout optimization and lithium-ion battery design. These case studies show that ENTMOOT significantly outperforms the popular state-of-the-art NSGA-II tool, largely due to its sample efficiency, effective handling of categorical features and ability to incorporate mechanistic constraints. The paper is structured as follows: we first provide background and review related works on BO, tree models, and multi-objective optimization in Section 2. Section 3 then describes the proposed framework, including acquisition function, optimization formulation, and exploration heuristics, in Sections 3.1, 3.2 and 3.3 respectively. Finally, we give computational results in Section 4 including first synthetic benchmarks, then two real-world case studies. The latter comprise a popular windfarm layout optimization benchmark, as well as a novel battery design optimization study based on the recent software package PyBaMM. Both problems are challenging due to having high-dimensional feature spaces, explicit input constraints, and categorical input variables.
2 Background

2.1 Bayesian Optimization

Bayesian optimization (BO) is one of the most popular approaches for derivative-free optimization of black-box functions. There are numerous successful applications, ranging from hyperparameter tuning of machine learning algorithms \cite{Sno+15} to design of engineering systems \cite{FSK08, Moc89} and drug development \cite{NFP11}. BO takes a black-box function $f: \mathbb{R}^n \rightarrow \mathbb{R}^n$ and determines its minimizer $x^*$ according to:

$$x^* \in \arg\min_{x \in \mathbb{R}^n} f(x). \quad (1a)$$

subject to $g(x) = 0, \quad (1b)$

and $h(x) \leq 0. \quad (1c)$

Here, $g(x)$ and $h(x)$ are additional constraints on inputs $x$, i.e. equality and inequality constraints, that may be added based on domain knowledge. The parameter $n_f$ gives the number of objectives $f(x)$ and is $n_f = 1$ for single-objective problems. In general, no other information of $f(x)$, e.g. derivatives, is available. BO learns a probabilistic surrogate model to predict the behavior of function $f(x)$ to reveal promising regions of the search space. An acquisition function $Acq(x)$ is derived from such surrogate models and also takes into account less-explored regions, where we expect high prediction errors, capturing the well-known exploitation/exploration trade-off. Many acquisition functions, e.g. probability of improvement, expected improvement and upper confidence bound \cite{Sha+16}, combine the surrogate model mean and predictive variance into an easy-to-evaluate mathematical expression. Here, the acquisition function seeks to balance the mean, which gives an indication for well-performing configurations, and the variance, which exposes new areas of the search space. BO solves problem Equ. (1) by sequentially updating the surrogate model and optimizing $Acq(x)$ to derive promising black-box inputs $x_{\text{next}}$ according to:

$$x_{\text{next}} \in \arg\min_{x \in \mathbb{R}^n} Acq(x). \quad (2a)$$

subject to $g(x) = 0, \quad (2b)$

and $h(x) \leq 0. \quad (2c)$

Sophisticated BO algorithms are particularly useful when evaluating $f(x)$ is expensive, since BO tends to be more sample efficient than other heuristics or grid search. The most popular choice for surrogate models in BO is the GP \cite{RW06}, as it naturally handles mean and variance predictions to determine confidence intervals. Other approaches rely on Bayesian neural networks \cite{Sno+15}, gradient-boosted trees \cite{The+21} or random forests \cite{HHL11} as surrogate models. For detailed reviews on BO we refer the reader to \cite{BCF09, FW16, Fra18, Sha+16}.
2.2 Tree Ensembles

A popular class of data-driven models that is also being used in BO is tree ensembles, e.g. gradient-boosted regression trees (GBRTS) [Fri02, Fri00] and random forests [Bre01]. These models can learn discontinuous and nonlinear response surfaces and naturally support categorical features, avoiding one-hot encoding or other reformulations. Tree ensembles split the search space into separate regions by defining decision thresholds at every node of a decision tree and assigning branches to it, e.g. two branches for binary trees. These splitting conditions are evaluated to progress in the decision tree and reveal its active leaf. Decision trees are highly effective as an ensemble, where the sum of active leaf weights makes up the prediction. Therefore, tree ensembles are nonlinear data-driven models that produce a piece-wise constant prediction surface. For GBRTs every decision tree is trained to fix predictive errors of previous trees, leading to a strong predictive performance of the combined ensemble, i.e. multiple weak learners boost each other to form a strong ensemble learner. Boosting methods tend to have an advantage for data with high-dimensional predictors as empirically shown in Bühlmann and Yu [BY03].

Incorporating tree-based models as surrogate models into BO is difficult [Sha+16], with the main challenges being: (i) finding reliable prediction uncertainty metrics that can be used for exploration in BO, and (ii) effectively optimizing the resulting acquisition function, i.e., solving Equ. (2), to propose promising new inputs. To overcome the former challenge, Jackknife and infinitesimal Jackknife [WHE14] aim to provide confidence intervals of random forests based on statistical metrics. In a different approach, Hutter, Hoos, and Leyton-Brown [HHL11] introduced SMAC as the first BO algorithm that uses tree ensembles, i.e. random forests, as surrogate models and estimating variance empirically based on individual decision tree predictions. SMAC has been shown to work well compared to other algorithms on various benchmark problems. However, Shahriari et al. [Sha+16] show that the SMAC uncertainty metric has undesirable properties in certain settings, e.g. narrow confidence intervals in low data regions and uncertainty peaks when there is large disagreement between individual trees. The scikit-optimize contributors [The18] implement quantile regression [Mei06, KH01] to define upper and lower confidence bounds of tree model predictions in the software tool Scikit-Optimize for both GBRTs and random forests. Our recent work [The+21] first introduced ENTMOOT, which combines discrete tree models with a distance-based uncertainty metric that is designed to mimic the behavior of GPs. We showed using empirical studies that this distance metric effectively reveals areas of high and low model uncertainty.

The other aforementioned challenge of optimizing acquisition functions comprised of tree ensembles is widely ignored, and stochastic strategies, e.g. genetic algorithms or random search, are used to solved Equ. (2). To this end, we proposed [The+21] a global optimization strategy for various distance metrics, e.g. Manhattan and squared Euclidean distance, based on a tree-model encoding proposed by Mišić [Miš17] to handle limitations related to stochastic optimization. The advantages of global optimization strategies were shown to be especially significant in high-dimensional settings, where sampling-based optimization approaches require exponentially many evaluations. Moreover, such global optimization strategies guarantee feasibility of constraints on input variables and avoid previously mentioned challenges related to missing gradients when it comes to discrete tree models. This paper extends the ENTMOOT framework [The+21] for multi-objective problems and presents challenging and relevant benchmarks that further highlight its merits.
2.3 Multi-Objective Optimization

Multi-objective optimization (MOO) problems seek to minimize multiple conflicting objectives \( f_i : \mathbb{R}^n \to \mathbb{R}, \forall i \in [n_f] \). Two fundamentally different approaches \cite{HM12} in MOO that deal with this problem are scalarization and the Pareto method, which quantify multi-objective trade-offs \textit{a priori} and \textit{a posteriori}, respectively. The weighted sum approach \cite{Zad63} defines the acquisition function \( Acq = \sum_i w_i f_i(x) \), representing a scalarization method that combines all objectives into a single objective that is then minimized. This strategy is straightforward to implement and has been applied in other constrained black-box optimization methods \cite{Bey+18}. However, the weighted sum method requires prior knowledge to determine weights \( w_i \) for different objectives and offers very limited insights into the trade-offs among various competing objectives.

The Pareto method \cite{Par19} seeks to overcome these limitations by exploring the entire Pareto frontier comprised by a set of Pareto-optimal points. By definition, Pareto-optimal points cannot be improved for one objective function without impairing another one. Computing the entire Pareto frontier is expensive and may be infeasible due to limited evaluation budgets. A common way to approximate Pareto frontiers is to instead use “non-dominated” function observations. To give an example, target observation \( Y_1 \) is dominated by \( Y_2 \) if \( Y_{1,j} \geq Y_{2,j}, \forall j \in \{1, 2, \ldots, n_f\} \) and \( Y_{1,j} > Y_{2,j} \) for at least one \( j \in \{1, 2, \ldots, n_f\} \). Fig. 1 shows an example of a two-dimensional Pareto frontier, i.e. when both objectives are being minimized, and its approximated Pareto frontier for a given set of data points and when more data points are added. The previously mentioned weighted sum approach can generate certain Pareto frontiers by minimizing the objective functions with varying weights \( w_i \). However, even in the best case, weighted sums can only reconstruct convex Pareto frontiers \cite{Mes+00}. Fig. 1 visualizes the Pareto method using the weighted sum objective for convex and concave Pareto frontiers and shows the best attainable points.

An alternative approach implementing the Pareto method is the weighted Chebyshev method \cite{Kno06}, which defines the objective function as \( Acq = \max_i w_i f_i \). The weights \( w_i \) are drawn from a random distribution and defined such that \( \sum_i w_i = 1 \). The choice of distribution can influence what weight combinations the method is focusing on, e.g. using a normal distribution would focus on more equally distributed weights around 0.5. Solving the bilevel optimization...
problem, i.e. \( \min Acq = \min \max_i w_i f_i \), allows reconstruction of Pareto-optimal points on both convex and concave Pareto frontiers. This is visualized in Fig. 2 where we compare the weighted sum and weighted Chebyshev method. The algorithm proposed here utilizes the weighted Chebyshev method in combination with tree ensembles to reveal Pareto-optimal trade-offs of constrained multi-objective optimization problems. The \( \epsilon \)-constraint method is an alternative way of considering different objectives and has been applied to energy-related problems \cite{Jav+20}. This method minimizes one objective while constraining other objectives to a certain range to generate the Pareto frontier. It is highly effective when there is existing knowledge about some objectives that can be used to determine relevant \( \epsilon \) values to constrain these objectives. However, insufficient \( \epsilon \) values may produce non-dominated points far away from the true Pareto frontier.

Other approaches that combine prior knowledge of the problem at hand with different data-driven model architectures to determine multi-objective trade-offs are given in \cite{Olo+18, Bey+18}. Another popular class of methods tackling these problems is genetic algorithms (GA) \cite{Kum+10}. One of the most popular algorithms of this category is \textit{NSGA-II} \cite{Deb+02}, which handles constrained multi-objective problems and has been successfully deployed in many energy applications \cite{HF17, MSG20, SH10, VTD15, Yin+14, Zho+16, HN17, Hu+16}. While there is no feasibility guarantee for input constraints, \textit{NSGA-II} generates solutions that seek to minimize constraint violation. As a state-of-the-art tool with a readily available Python implementation \cite{BD20} that can handle constrained multi-objective optimization problems, we use it as the main method for comparison benchmarks.

3 Method

In the following sections we give more details on the proposed method. Section 3.1 outlines the acquisition function used. Sections 3.2 and 3.3 explain the encoding for both tree ensembles and exploration contributions. Table 1 summarizes notations used in the following sections.
\( f_i(\cdot) \) black-box function of objective \( i \in [n_f] \)
\( n \) number of input dimensions
\( n_f \) number of objectives
\( x \) variable input vector of size \( n \)
\( x^* \) optimal input of black-box function \( f \)
\( x_{\text{next}} \) next black-box input proposal
\( \text{Acq}(\cdot) \) acquisition function optimized to determine \( x_{\text{next}} \)
\( g(\cdot) \) input equality constraints
\( h(\cdot) \) input inequality constraints
\( w_i \) weight for objective \( i \)
\( \hat{\mu}_i(\cdot) \) prediction of tree ensemble for objective \( i \)
\( \alpha(\cdot) \) uncertainty contribution for exploration
\( \kappa \) hyperparameter that weights exploration term in acquisition function
\( X \) input data points \( X = (X_1, X_2, \ldots, X_n) \)
\( Y \) target data points \( Y = (Y_1, Y_2, \ldots, Y_n) \)
\( \mathcal{N} \) set of continuous variables
\( \mathcal{C} \) set of categorical variables
\( \mathcal{D} \) available data set
\( S_i(\cdot, \cdot) \) returns similarity of two data points for categorical feature \( i \)
\( p^2(i, j) \) measure of probability for categorical feature \( i \) to the take the value \( j \)
\( \mathcal{P}_\alpha \) approximated Pareto frontier
\( \mathcal{P}_{\text{true}} \) true Pareto frontier

Table 1: General table of notations.

### 3.1 Acquisition Function

We combine the previously mentioned Chebyshev method with the lower confidence bound acquisition function [CJ97], i.e. one of the most popular BO acquisition functions, defined as:

\[
\text{Acq}(x) = \hat{\mu}(x) - \kappa \alpha(x),
\]

where \( \hat{\mu} \) denotes the mean prediction of the surrogate model used. \( \alpha \) determines exploration based on an uncertainty metric with \( \kappa \) functioning as a hyperparameter to balance the exploitation / exploration trade-off. The combined acquisition function replaces the exploitation part with the Chebyshev approach and uses separate tree ensembles to approximate individual objectives \( f_i \) with \( \hat{\mu}_i \): 

\[
x_{\text{next}} \in \arg \min_{x, \hat{x}, \mu, \hat{\mu}, \alpha} \max_{i \in [n_f]} w_i \left( \frac{\hat{\mu}_i(x) - \min(Y_i)}{\max(Y_i) - \min(Y_i)} - \frac{\kappa}{n} \alpha(x) \right).
\]

The next black-box evaluation point \( x_{\text{next}} \) is the result of the bilevel problem stated in Equ. (4). The first term of Equ. (4) comprises the normalized mean function of tree model predictions \( \hat{\mu}_i, i \in [n_f] \), trained on individual target
columns multiplied with randomly generated parameters $w_i \in [0, 1]$. Note that the normalization of $\hat{\mu}_i(x)$ is only an approximation based on minimum and maximum target observations, i.e. $\min(Y_i)$ and $\max(Y_i)$, in data set $D$. This allows for the optimization to focus on different parts of the Pareto front depending on which tree model has the largest weight. We emphasize that early iterations are likely going to have poorly normalized objectives, i.e. when the approximated objective bounds are very different to the actual objective bounds. The proposed method allows for users to explicitly specify $\min(Y_i)$ and $\max(Y_i)$, to avoid poor normalizations of objective values if objective bounds are known a priori. The second term of Equ. (4) is proposed by Thebelt et al. [The+21] and helps exploration by incentivizing solutions away from previously explored data points. We reformulate optimization objective in Equ. (4) to remove its bilevel nature according to:

$$ x_{\text{next}} \in \arg \min_{x, z, \nu, \hat{\mu}, \alpha} \hat{\mu} - \frac{\kappa}{n} \alpha(x) $$

s.t.

$$ \hat{\mu} \geq \frac{1}{n_f} \left( \hat{\mu}_i(x) - \min(Y_i) \right), \ \forall i \in [n_f] $$ (5b)

Formulations in Equ. (4) and Equ. (5) are equivalent since $\hat{\mu}$ must be greater or equal to all individual tree model contributions. Therefore, at the optimal point, it will be equivalent to the largest tree model prediction, making other tree model contributions redundant.

### 3.2 Tree Ensemble Encoding

The proposed method uses the Mišić [Miš17] mixed-integer linear programming formulation to encode the tree model [Mis+20]. Tree ensembles are a popular choice for problems with different variable types, i.e. continuous and categorical variables. Continuous variables are defined based on a lower and upper bound, and individual decision trees use splitting conditions to partition the input space. For categorical variables we distinguish between nominal and ordinal variables. For different categories of ordinal variables we can establish an order, but cannot quantify the relative distance between different categories. On the other hand, nominal variables neither define an order nor a distance between different categories.
categories. Training a tree ensemble determines split conditions in individual decision trees for different variable types. Table 2 defines the notation in this section. For continuous variables trees define numerical thresholds $v_{i,j}$ as split conditions that determine whether the decision tree evaluation progresses to the left or right branch of the node. The index $i$ indicates the feature involved in the split and $j \in \{1, 2, \ldots, K_i\}$ denotes an ordering for all continuous split conditions in the ensemble according to $v_{i,1} < v_{i,2} < \ldots < v_{i,K_i}$. To assign the correct numerical value $v_{i,j}$ to a split $s \in \text{splits}(t)$ in tree $t$ we define $C(s) = j$ which maps split $s$ onto the correct $j \in \{1, 2, \ldots, K_{V(s)}\}$. $V(s)$ gives the index of the feature participating in split $s$. On the other hand, categorical variables define split conditions as subsets of all possible categories for a feature $i$. LightGBM implements this procedure by grouping for maximum homogeneity as proposed by Fisher [Fis58]. With slight abuse of notation, we define $C(s) \subseteq \{1, 2, \ldots, K_{V(s)}\}$ for categorical features. The set $\{1, 2, \ldots, K_{V(s)}\}$ has all available categories if $V(s)$ is a categorical feature. Defining the tree ensemble in this way simplifies the encoding as an optimization model (see Table 2).

We start by defining $\mathcal{N}$ and $C$ as sets for continuous and categorical variables, respectively. For continuous variables the model defines binary variables $\nu_{i,j}$ corresponding to split condition: $\nu_{i,j} = I\{x_i \leq v_{i,j}\}, \forall i \in \mathcal{N}, j \in \{1, \ldots, K_i\}$. For categorical variables the model defines binary variables $\nu_{i,j}$ corresponding to split condition: $\nu_{i,j} = I\{x_i = j\}, \forall i \in \mathcal{C}, j \in \{1, \ldots, K_{V(s)}\}$.
The following constraints encode the tree model for single objectives according to [Miˇs17]:

\[
\hat{\mu} = \sum_{t \in \mathcal{T}} \sum_{l \in \mathcal{L}_t} F_{t,l} z_{t,l},
\]

(6a)

\[
\sum_{l \in \mathcal{L}_t} z_{t,l} = 1, \quad \forall t \in \mathcal{T},
\]

(6b)

\[
\sum_{l \in \text{left}(s)} z_{t,l} \leq \sum_{j \in \mathcal{C}(s)} \nu_{V(s),j}, \quad \forall t \in \mathcal{T}, \forall s \in \text{splits}(t),
\]

(6c)

\[
\sum_{l \in \text{right}(s)} z_{t,l} \leq 1 - \sum_{j \in \mathcal{C}(s)} \nu_{V(s),j}, \quad \forall t \in \mathcal{T}, \forall s \in \text{splits}(t),
\]

(6d)

\[
\sum_{j=1}^{K_i} \nu_{i,j} = 1, \quad \forall i \in \mathcal{C},
\]

(6e)

\[
\nu_{i,j} \leq \nu_{i,j+1}, \quad \forall i \in \mathcal{N}, \forall j \in [K_i - 1],
\]

(6f)

\[
\nu_{i,j} \in \{0, 1\}, \quad \forall i \in \mathcal{N}, \forall j \in [K_i],
\]

(6g)

\[
z_{t,l} \geq 0, \quad \forall t \in \mathcal{T}, \forall l \in \mathcal{L}_t.
\]

(6h)

For every tree ensemble \(\hat{\mu}_i\) of Equ. (5), we define the constraints Equ. (6a) as the sum of all active leaf weights \(F_{t,l}\), which are obtained from training of the tree ensemble. The leaves are indexed by \(t \in \mathcal{T}\) and \(l \in \mathcal{L}_t\), with \(\mathcal{T}\) and \(\mathcal{L}_t\) denoting the set of trees and the set of leaves in tree \(t\), respectively. Binary variables \(z_{t,l} \in [0, 1]\) function as switches indicating which leaves are active. For this model definition Miˇsi´c [Miˇs17] shows that variables \(z_{t,l}\) can be relaxed to positive continuous variables according to Equ. (6h) without losing their binary behavior, as they are fully-defined by binary variables \(\nu_{V(s),j}\), i.e. Equ. (6c) and Equ. (6d). Relaxing binary variables can allow third party solvers to use more effective solution methods. Equ. (6b) ensures that only one leaf per tree contributes to the tree ensemble prediction. Equ. (6c), (6d) and (6h) force all splits \(s \in \text{splits}(t)\), leading to an active leaf, to occur in the correct order. Here \(\text{left}(s)\) and \(\text{right}(s)\) denote subsets of leaf indices \(l \in \mathcal{L}_t\) which are left and right of split \(s\) in tree \(t\). Binary variables \(\nu_{V(s),j}\) determine which splits are active. \(\mathcal{C}(s)\) behaves differently depending on the variable type, i.e. continuous or categorical, as previously explained. To ensure that only one of the available categories for feature \(i\) is active, Equ. (6c) constraints are added for all categorical variables \(i \in \mathcal{C}\). Fig. 3.2 visualizes the evaluation of a single decision tree and shows which leaf variables are active. For more details on the tree ensemble encoding and theoretical properties of the formulation we refer the reader to [Miˇs17].

Some key hyperparameters of tree ensembles are the number of trees, the maximum depth of a single decision tree and the minimum number of data points used to define a leaf. While tuning these hyperparameters may improve tree ensemble performance, we assume a pre-defined set of fixed hyperparameter values to allow for a fair comparison with other methods. Standard techniques, e.g. cross-validation or early stopping, could be used to further improve ENTMOOT’s performance and help with exploring unknown areas where model uncertainty is high.
3.3 Search Space Exploration

Next we present details about the Equ. (5) exploration term denoted by $\alpha$. Given that tree ensembles have a piece-wise constant prediction surface with no built-in metric to evaluate uncertainty, we introduce a distance-based exploration measure that incentivizes solutions away from already visited data points. Different strategies to quantify uncertainty for continuous and categorical variables are deployed and combined to define $\alpha$ according to:

$$\alpha \leq \alpha_N^d + \alpha_C^d, \quad \forall d \in D$$  
(7a)

$$\alpha_N^d \in [0, |N|]$$  
(7b)

$$\alpha_C^d \in [0, |C|]$$  
(7c)

with $\alpha_N^d$ and $\alpha_C^d$ denoting exploration contributions of continuous and categorical variables, respectively. For continuous variables we define $\alpha_N^d$ by introducing distance constraints according to:

$$\alpha_N^d \leq \| \frac{x_N - v^L}{v^U - v^L} - \frac{X_d - v^L}{v^U - v^L} \|^2, \quad \forall d \in D$$  
(8)

Continuous variable bounds $v^L$ and $v^U$ normalize the vector of continuous variables $x_N$. Equ. (8) defines $\alpha_N$ as the squared Euclidean distance to the closest normalized data point $X_d$ and bounds it to $\alpha \in [0, 1]$. Due to the negative contribution of $\alpha$ in Equ. (5), the Equ. (8) quadratic constraints make the overall problem non-convex. These types of non-convex quadratic problems can be solved by commercial branch-and-bound solvers, e.g. Gurobi - v9. The proposed measure is similar to Thebelt et al. [The+21] and can be reformulated to utilize the standard Euclidean or Manhattan distances. To correlate continuous variables $x$ with discrete tree model splits, we introduce linking constraints according to Equ. (9) which assign separate intervals $v_{i,j}$ defined by the tree model splits back to the original continuous search space $x \in \mathbb{R}^n$. Parameters $v_{i,j}^L$ and $v_{i,j}^U$ denote upper and lower bounds of feature $i$, respectively.

$$x_i \geq v_{i,j}^L + \sum_{j=1}^{K_i} (v_{i,j} - v_{i,j-1}) (1 - \nu_{i,j}), \quad \forall i \in \mathcal{N}, \quad (9a)$$

$$x_i \leq v_{i,j}^U + \sum_{j=1}^{K_i} (v_{i,j} - v_{i,j+1}) \nu_{i,j}, \quad \forall i \in \mathcal{N}, \quad (9b)$$

$$x_i \in [v_{i,j}^L, v_{i,j}^U], \quad \forall i \in \mathcal{N}. \quad (9c)$$

Quantifying exploration contributions as distances is more difficult when it comes to categorical variables. Here we use similarity measures proposed by Boriah, Chandola, and Kumar [BCK08] that compute the proximity of categorical feature values between two points of the data set. These measures define $S_i(X_{d_1,i}, X_{d_2,i})$ as the similarity between feature $i$ of data points $X_{d_1}$ and $X_{d_2}$ with regard to categorical feature $i \in \mathcal{C}$. The easiest way to define $S_i$ is the Overlap measure:

$$S_i(X_{d_1,i}, X_{d_2,i}) = \begin{cases} 1 & X_{d_1,i} = X_{d_2,i} \\ 0 & \text{otherwise} \end{cases}$$  
(10)
Using this measure we observe a range $S_i \in [0, 1]$ since it only measures the overlap between categorical features, i.e. having the same category gives similarity of one while having different categorical values give similarity of values. While this measure is easy to implement and effective, it does not take into consideration the number of times different categorical data points already appear in the data set. Here, Boriah, Chandola, and Kumar [BCK08] propose probability based metrics to consider different types of similarities. The property $p^2(i, j)$ is a probability estimate of category $j$ of feature $i$ appearing in data set $D$ and is defined as:

$$p^2(i, j) = \frac{\text{count}_i(j)(\text{count}_i(j) - 1)}{|D|(|D|-1)}$$  \hspace{1cm} (11)

Large values of $p^2(i, j)$ indicate a high probability that categorical feature $i$ will have the value $j$. Boriah, Chandola, and Kumar [BCK08] use $p^2(i, j)$ to define the Goodall4 similarity according to

$$S_i(X_{d_1,i}, X_{d_2,i}) = \begin{cases} p^2(i, X_{d_1,i}) & \text{if } X_{d_1,i} = X_{d_2,i} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (12)

For categorical variables we link the distance metric to the exploration term by adding the following constraints to our optimization problem:

$$\alpha^d_C \leq \sum_{i \in C} \sum_{j=1}^{K_i} [1 - S_i(X_{d,i}, j)] \nu_{i,j}, \ \forall d \in D$$  \hspace{1cm} (13)

Equ. (12) computes larger similarities for features that occur more often in the data set, causing $\alpha^d_C$ in Equ. (13) to take smaller values, which incentivizes solutions that appear less frequently in data set $D$. We can read active categorical variable values by checking which of the $\nu_{i,j}$ binary variables is not zero:

$$x_i = \text{argmax}_{j \in [K_i]} \{\nu_{i,j}\}, \ \forall i \in C.$$  \hspace{1cm} (14)

We note that Equ. (14) is not part of the optimization problem and should demonstrate how active labels are linked to $x_{next}$. In summary, the resulting optimization model that determines the next promising input $x_{next}$ uses Equ. (5), Equ. (6) for every tree model, Equ. (8), Equ. (9) and Equ. (13), and is classified as a mixed-integer non-convex quadratic problem.

### 3.4 Combined Model

The combined model consists of the Section 3.2 tree ensemble encodings and the Section 3.3 exploration measure. The proposed method uses the modified Chebyshev method introduced in Section 3.1. Optimization of the tree model encoding is an NP-hard problem [Miš17], and, together with the exploration measure, can be classified as a nonconvex mixed-integer quadratic program. The nonconvex part originates from the definition of $\alpha^d_N$ as a quadratic in Equ. (8), which is then maximized in the objective function, i.e. its negative value is minimized. While these formulations do not scale well with growing problem sizes, Thebelt et al. [The+21] found that most problems converge within minutes due to the usage of effective heuristics in third party solvers. Mišić [Miš17], Thebelt et al. [The+21] and Mistry et al.
[Mis+20] also propose custom heuristics specifically tailored for optimization problems including tree ensembles to enhance bound improvement when optimizing such models.

The tree encoding defined in Equ. (6) adds constraints for splits in every decision tree and scales with the size of the tree ensemble. While it is independent of the number of data points and the dimensionality, one would expect larger tree ensembles for large data sets and high-dimensional spaces, and therefore more constraints in the optimization model. The uncertainty metric defined in Section 3.3 directly scales with the size of the data set, dimensionality as well as number of categories if categorical variables are involved. Equ. (7) and Equ. (8) are added for every additional data point, and the vectors in Equ. (8) grow with increasing dimensionality, making the resulting problem more difficult to solve. Moreover, similarity matrix $S$ for categorical variables grows with increasing number of data points and Equ. (13) is added for every data point. Thebelt et al. [The+21] solve a similar problem for single objective problems and propose using data clustering to combine multiple data points into single cluster centers to reduce the size of the problem. While the proposed method is inherently difficult to solve, we motivate its usefulness by empirically evaluating it on practically motivated case studies. The superior performance with respect to sampling efficiency of the proposed method motivates its usage over cheaper algorithms, e.g. NSGA-II, especially when black-box functions are expensive to evaluate.

4 Numerical Studies

This section empirically evaluates the framework proposed in this paper. Code recapitulating the ENTMOOT results can be found here: https://github.com/cog-imperial/moo_trees. We select synthetic benchmarks with known Pareto fronts that enable comprehensive comparison with respect to performance metrics. Moreover, we present two practically motivated case studies, i.e., wind turbine placement (WTP) and battery material selection (BMS), that emphasize the advantages of the proposed method and highlight its relevance to energy systems. For all studies we assume expensive black-box evaluations comprise the majority of the total computational complexity of each run. Therefore, we evaluate solver performance based on how many black-box evaluations are needed to explore the Pareto frontier, i.e. different metrics are used to measure the progress. For all experiments we provide medians for all performance metrics, as well as first and third quartiles that bound the confidence intervals, computed using 25 runs with ordered random seeds in \{101, 102, ..., 125\}. The same set of initial points are provided for all competing methods to facilitate comparison. By using the same set of initial data points and testing multiple random seeds, we mitigate the effects of specific initial settings favoring one method over the other. For the case studies with unknown Pareto frontiers we compute the bounded hypervolume of the objective space over number of black-box evaluations. The number of black-box evaluations contributes to the overall computational complexity, and we therefore compare methods based on how many black-box evaluations are needed to improve the bounded hypervolume of the objective space.

We compare the proposed methods to NSGA-II using its pymoo [BD20] implementation. Additionally, we investigate random search for unconstrained problems using a feasible sampling strategy, as described in Section 4.3.2. The NSGA-II method is used with default hyperparameter values in pymoo, except for initial population size, which is set consistently with the other considered methods. Since NSGA-II does not directly support categorical variables, we apply
one-hot encoding by introducing continuous auxiliary variables for all categories of a categorical variable bounded within \([0,1]\). The auxiliary variable with the highest numerical value determines the category picked. \textsc{Entmoot} uses 400 trees with a maximum tree depth of three and a minimum of two data points per leaf. The tree ensemble is trained using LightGBM \cite{Ke17}, and the default value of \(\kappa = 1.96\) is picked for all numerical studies. To allow for a fair comparison with other methods, we used the same set of hyperparameters for \textsc{Entmoot} throughout all runs. \textsc{Entmoot} uses Gurobi - v9 to solve the mixed-integer quadratic program (MIQP) with default parameter settings to find minima of the tree ensemble surrogate model. We found that for most instances Gurobi - v9 finds a global optimal solution in a fairly short time given the default relative optimality gap of \(1 \times 10^{-4}\) and feasibility tolerance of \(1 \times 10^{-6}\). However, sometimes Gurobi - v9 struggles to fully close the optimality gap, so we enforce a time limit of 100 s, given that a feasible solution is found, due to computational limitations when running batch jobs. If a feasible solution is not found, the optimization procedure is continued until one is found. We note that this procedure only affects the method presented here, and not other tools that we compare against. All experiments are run on a Linux machine equipped with an Intel Core i7-7700K 4.20 GHz and 16 GB of memory.

4.1 Performance Metrics

We use multiple different measures to compare the performance of different algorithms. For benchmarks where the true Pareto frontier is known, we rely on the Euclidean generational distance (GD) \cite{Van99}, the inverted generational distance (IGD) \cite{Sc04}, the maximum Pareto frontier error (MPFE) \cite{Van99} and the volume ratio (VR) \cite{Olo18}. The true Pareto frontier is denoted as \(\mathcal{P}_{\text{true}}\) and \(\mathcal{P}_{a}\) is the approximated Pareto frontier derived by different algorithms. For synthetic benchmarks in Section 4.2, \(\mathcal{P}_{\text{true}}\) is determined by running \textsc{NSGA-II} for a few thousand iterations. For energy systems related benchmarks there is no true Pareto frontier available, and we compare the hypervolume bounded by the approximate Pareto frontiers derived from different algorithms.

We compute GD according to:

\[
\text{GD} (\mathcal{P}_{a}) = \frac{1}{|\mathcal{P}_{a}|} \sum_{r^{(t)} \in \mathcal{P}_{a}} \min_{r \in \mathcal{P}_{\text{true}}} \left\| r - r^{(t)} \right\|_2 , \tag{15}
\]

which describes the average distance of points in in the approximated Pareto frontier \(\mathcal{P}_{a}\) to the true Pareto frontier \(\mathcal{P}_{\text{true}}\). The results of this measure may be misleading if the approximate number consists of only a few good Pareto points. To overcome this problem we also report IGD which computes the average distance of points on the true Pareto frontier to the approximate Pareto frontier according to:

\[
\text{IGD} (\mathcal{P}_{a}) = \frac{1}{|\mathcal{P}_{\text{true}}|} \sum_{r^{(t)} \in \mathcal{P}_{\text{true}}} \min_{r \in \mathcal{P}_{a}} \left\| r^{(t)} - r \right\|_2 . \tag{16}
\]

The MPFE measure is defined as:

\[
\text{MPFE} (\mathcal{P}_{a}) = \max_{r^{(t)} \in \mathcal{P}_{\text{true}}} \min_{r \in \mathcal{P}_{a}} \left\| r - r^{(t)} \right\|_2 , \tag{17}
\]
and computes the maximum error of the approximate Pareto frontier to the true Pareto frontier. The MPFE measure can be sensitive to outliers, since a single bad point on Pareto frontier is sufficient to negatively influence the measure. VR is a measure that takes the entirety of the approximated Pareto frontier into consideration:

$$\text{VR}(P_a) = -\log \left(1 - \frac{\text{Vol}(P_a)}{\text{Vol}(P_{true})}\right) \quad (18)$$

with $\text{Vol}(\cdot)$ describing the hypervolume of the Pareto frontier. The VR measure computes the ratio of hypervolume bounded by the approximate Pareto frontier vs. the hypervolume bounded by the true Pareto frontier. We note that the VR measure is undefined if $P_a$ exactly matches $P_{true}$. However, since $P_{true}$ itself is an approximation of the true Pareto frontier as stated above, this case is highly unlikely. The Eqn. (18) logarithm helps distinguish solutions with $\text{Vol}(P_a) / \text{Vol}(P_{true}) \simeq 1$, e.g. improvements of $\text{Vol}(P_a) / \text{Vol}(P_{true})$ from 99% to 99.9% are valued higher than increasing the ratio from 19% to 19.9%.

### 4.2 Synthetic Benchmarks

We test the proposed method on various synthetic benchmarks to show its competitive performance compared to other state-of-the-art methods. The synthetic benchmarks provided in this section have different types of Pareto frontiers to show the algorithm’s capability of reproducing them and each have two objective functions. The *Fonzeca & Fleming* problem [FF95] is a popular choice for benchmarking multi-objective optimization frameworks and is defined as:

$$\begin{align*}
  f_1(x) &= 1 - \exp \left(- \sum_{i=1}^{D} \left(x_i - \frac{1}{\sqrt{D}}\right)^2\right), \\
  f_2(x) &= 1 - \exp \left(- \sum_{i=1}^{D} \left(x_i + \frac{1}{\sqrt{D}}\right)^2\right).
\end{align*} \quad (19)$$

Fig. 4 shows the concave Pareto frontier of the function. The function inputs $x_i \in [-4, 4]$ for $i \in \{1, 2, \ldots, D\}$ bound the function outputs according to $f_1(x), f_2(x) \in [0, 1]$. For our tests we choose $D = 2$.

The second synthetic benchmark function is *Schaffer* [Sch85] given by:

$$\begin{align*}
  f_1(x) &= x^2, \\
  f_2(x) &= (x - 2)^2.
\end{align*} \quad (20)$$

*Schaffer* has a convex Pareto frontier as depicted in Fig. 4. Inputs of *Schaffer* are defined as $x \in [-3, 3]$ bounding the objectives according to $f_1(x) \in [0, 9]$ and $f_2(x) \in [0, 25]$.

*Kursawe* [Kur90] is the third benchmark function which we use for comparison. The *Kursawe* function is interesting due to its discontinuous Pareto frontier and is defined as:

$$\begin{align*}
  f_1(x) &= \sum_{i=1}^{D-1} \left[-10 \exp \left(-0.2 \sqrt{x_i^2 + x_{i+1}^2}\right)\right], \\
  f_2(x) &= \sum_{i=1}^{D} \left[|x_i|^{0.8} + 5 \sin (x_i^3)\right].
\end{align*} \quad (21)$$
**Figure 4:** Pareto frontiers of synthetic benchmark functions.

*Kursawe* has inputs defined as \(x_i \in [-5, 5]\) for \(i \in \{1, 2, \ldots, D\}\) with \(D = 3\). Approximate output bounds for *Kursawe* are given as \(f_1(x) \in [-20, -4]\) and \(f_2(x) \in [-12, 25]\).

We also include the \(S^+\) and \(S^-\) benchmark from Olofsson et al. [Olo+18] to test the proposed algorithm on a problem that has both convex and concave sections on the Pareto frontier. The functions are defined as follows:

\[
\begin{cases} f_1(x) = x_1, \\ f_2(x) = 10 - x_1 + x_2 \pm \sin(x_1) \end{cases}
\]  

where \(S^+\) and \(S^-\) are differentiated by the sign of the sinusoidal function in \(f_2\). The two-dimensional inputs for both functions are given as \(x_1 \in [0, 10]\) and \(x_2 \in [0, 10]\). The approximate bounds of both objectives are \(f_1(x) \in [0, 10]\) and \(f_2(x) \in [-1, 12]\).

Based on preliminary studies we found that the performance of different algorithms is highly dependent on the quality of the initial population. Therefore, we provide the same randomly sampled ten initial points to all methods for the synthetic benchmarks. Table 3 presents the results of all synthetic benchmark tests. The average of all random seeds for the proposed tree-based surrogate model outperforms NSGA II and random-search on all of the benchmark problems after 80 iterations for GD, IGD and VR metrics. For the MPFE metric the proposed method wins for every synthetic function except the Kursawe function. The results highlight the sampling-efficiency of surrogate-based methods.

### 4.3 Optimization of Windfarm Layout

#### 4.3.1 General Model Description

In this section, we consider the optimal layout of an offshore windfarm based on the model by Rodrigues, Bauer, and Bosman [RBB16]. In general, formulations for optimization of windfarm layouts can be nonlinear, multi-modal, non-differentiable, non-convex, and discontinuous, making them difficult to solve using model-based optimization techniques. Therefore, the resulting problems are often solved using multi-objective black-box optimization schemes. We note that, while the model presented here is based on several simplifications, the proposed optimization strategy is general and can be applied to more complicated windfarm models, including those that cannot be expressed analytically.
where $u$ is the ambient wind speed (without wake effects) and $u_{k,j}$ is the interference caused on turbine $j$ by turbine $k$. The pairwise interference terms are calculated as:

$$ u_{k,j} = \frac{1 - \sqrt{1 - C_{T,k}}}{(1 + \xi \text{dist}_{t,j}/R_j)^2} \frac{A_{k,j}}{A_j} $$

$$ \xi = 0.5 \log^{-1} \left( \frac{h_{hub}}{z_0} \right) $$

The placement of wind turbines is complicated by wake effects, or the effect of one turbine on the power generation of another. Wake losses are approximated using the model by Katic, Højstrup, and Jensen [KHH08], which provides a simple model for approximating wind velocity in the wake of some turbine(s). Table 3 provides the notation for this case study.

Following this model, the velocity experienced by the $j$-th turbine is expressed:

$$ u_j = U_0 (1 - \sqrt{\sum_{k \neq j} u_{k,j}^2}) $$

Table 3: Results of synthetic benchmark problems comparing ENMOOT against the best result of NSGA-II and random-search based on different performance metrics. Each entry shows the Median of all runs with different random seeds and the standard deviation in brackets after a certain amount of black-box evaluations with winning median highlighted in bold.
| Symbol | Description |
|--------|-------------|
| $u_j$  | experienced velocity of turbine $j$ |
| $u_0$  | ambient wind speed |
| $u_{k,j}$ | interference caused on turbine $j$ by turbine $k$ |
| $C_{T,k}$ | thrust coefficient of $k$-th turbine at given windspeed |
| $A_j$  | rotor area of $j$-th turbine |
| $A_{k,j}$ | rotor area of $j$-th turbine lying in the wake of turbine $k$ |
| $h_{\text{hub}}$ | turbine hub height |
| $z_0$  | surface roughness height |
| $\text{dist}_{k,j}$ | distance between turbines $k$ and $j$ |
| $\xi$ | degree of wake expansion |
| $R_k$ | radius of wind turbine $k$ |
| $c_{k,j}$ | distance from turbine $j$ to center of wake from turbine $k$ when it reaches turbine $j$ |
| $f_w$ | annual frequency at which certain wind speeds occur |
| $P_j$ | power generated by turbine $j$ |
| $P_{\text{ideal}}_j$ | power generated by turbine $j$ without wake effects |
| $x_{\text{turb}, k}$ | $x$-coordinates of turbine $k$ |
| $y_{\text{turb}, k}$ | $y$-coordinates of turbine $k$ |
| $b_k$ | binary variable indicating if turbine $k$ is active |
| $b_{\text{dist}}_{k,j}$ | auxiliary binary variable indicating if distance constrained for turbines $k$ and $j$ is active |
| $\text{dist}_{k,j}$ | continuous variable for distance between turbines $k$ and $j$, change with definition above |
| $\alpha_{\text{samp}}$ | continuous variable that gives maximum distance to closest sampling point |
| $k_i^{d,+}$ | auxiliary variable takes positive contribution of Manhattan distance between $x_i$ and data point $d$ |
| $k_i^{d,-}$ | auxiliary variable takes negative contribution of Manhattan distance between $x_i$ and data point $d$ |
| $N_{\text{turb}}$ | number of active turbines |

Table 4: Wind turbine benchmark table of notation.

where $C_{T,k}$ is the thrust coefficient of the $k$-th turbine at a given windspeed, $A_j$ is the rotor area of the $j$-th turbine, and $A_{k,j}$ is the rotor area of the $j$-th turbine that lies in the wake of turbine $k$. The variable $\text{dist}_{k,j}$ denotes distance between turbines $k$ and $j$, and $\xi$ represents the degree of wake expansion, computed using turbine hub height $h_{\text{hub}} = 107$ m, and surface roughness height $z_0$, assumed to be $5 \times 10^{-4}$ m. It is further assumed that the wake of each turbine expands linearly, i.e., $R_{k,j} = R_k + \xi \text{dist}_{k,j}$, where $R_k$ is the radius of the turbine rotor. Therefore, the rotor area of turbine $j$ in the wake of turbine $k$, $A_{k,j}$, can be computed as:

$$ A_{k,j} = \frac{1}{2} \left( R_{k,j}^2 \left( 2 \arccos \left( \frac{R_{k,j}^2 + c_{k,j}^2 - R_j^2}{2 R_{k,j} c_{k,j}} \right) - \sin \left( 2 \arccos \left( \frac{R_{k,j}^2 + c_{k,j}^2 - R_j^2}{2 R_{k,j} c_{k,j}} \right) \right) \right) \right) + \frac{1}{2} \left( R_j^2 \left( 2 \arccos \left( \frac{R_j^2 + c_{j,k}^2 - R_{k,j}^2}{2 R_j c_{j,k}} \right) - \sin \left( 2 \arccos \left( \frac{R_j^2 + c_{j,k}^2 - R_{k,j}^2}{2 R_j c_{j,k}} \right) \right) \right) \right) \, (26) $$
where $c_{k,j}$ is the distance from turbine $j$ to the center of the wake from turbine $k$ when it reaches turbine $j$. Note that if the wake front entirely covers turbine $j$, then instead $A_{k,j}$ is set to $\pi R_j^2$, and if the wake front does not impact turbine $j$, then $A_{k,j} = 0$.

Wind turbines are assumed to be identical “Vestas 8 MW” units, whose power and thrust curves are linearly interpolated and given in Rodrigues, Bauer, and Bosman [RBB16]. Each turbine has a rotor radius of 82 m. We further use the discretized North Sea wind distribution data from Rodrigues, Bauer, and Bosman [RBB16]. This application places the base of up to 16 wind turbines within a square $15.21 \text{ km}^2$ area based on optimal tradeoffs of two conflicting objectives to explore the Pareto frontier. We represent the coordinates of each turbine using two continuous variables; therefore, the degrees of freedom for the windfarm problem $x$ comprise 32 positive continuous variables, i.e. Equ. (28f) and Equ. (28g), denoting the location of each of the 16 wind turbines. Furthermore, 16 binary variables, i.e. Equ. (6e), are introduced to indicate which wind turbines are active.

Optimization of the windfarm layout involves two objective functions:

$$
\begin{align*}
    f_1(x) &= \sum_w \sum_{j=1}^{16} P_j(u_w) f_w \\
    f_2(x) &= \sum_w \frac{\sum_{j=1}^{16} P_j(u_w) f_w}{N_{\text{turb}} P_j^{\text{ideal}}(u_w)}.
\end{align*}
$$

where $P_j(u_w)$ is the power generated by turbine $j$ generated at wind velocity $u_w$ (wind data is discretized in to winds with velocity $u_w$ and frequency $f_w$). $P_j^{\text{ideal}}(u_w)$ is the power generated by turbine $j$ at wind velocity $u_w$ without any wake effects, and $N_{\text{turb}}$ is the number of turbines placed in the farm. The objectives $f_1$ and $f_2$ correspond to the energy production and efficiency, respectively. The two objectives represent conflicting design goals, as production is increased by placing more turbines in the wind farm. However, wake effects also increase with the number of turbines, decreasing the windfarm efficiency.

4.3.2 Optimization Benchmark

For the windfarm benchmark we distinguish between required and supporting constraints, i.e. Equ. (28) and Equ. (29), respectively. Required constraints are given by the problem description and must be satisfied by feasible solutions. Equ. (28b) define auxiliary variables $\text{dist}_{i,j}$ as the distance between two wind turbine locations and Equ. (28c) defines the minimum of distance $\text{dist}_{k,j}$ as 975 m when both turbines $k$ and $j$ are active which is given when Equ. (28d) is zero. Fig. 5 depicts a feasible layout for three wind turbines. Moreover, supporting constraints in Equ. (29) are added to break symmetry and remove equivalent solutions. Equ. (29a) assures that wind turbines are activated in an increasing order, e.g. for the case that two wind turbines are active this allows only for binary variables $b_1$ and $b_2$ to be active. The inequality constraints Equ. (29b) and Equ. (29c) enforce a default location of $(0, 0)$ for inactive wind turbines since their location has no influence on the black-box objective. We found that NSGA-II struggles to consistently provide feasible solutions for the required constraints in Equ. (28), so we exclude supporting constraints from Equ. (29) because they further restrict the search space. Since ENTMOOT and the initial sampling set both provide guaranteed $\epsilon$-feasible solutions, additional supporting constraints from Equ. (29) can be added to further limit the search space and prevent...
Figure 5: Example for feasible layout using three wind turbines visualizing optimization variables from Equ. (28). Variables \( b \) indicate if a wind turbine is active and \([x, y]\) give its coordinates. Circles around wind turbines indicate the Equ. (28b) minimum distance constraints of 975 m between individual wind turbines.

the algorithm from finding redundant solutions.

**Required Constraints**

\[
\sum_{k=1}^{[b]} b_k \geq 1, \quad \forall \left( k \in [1, \ldots, 16] \right), \quad (28a)
\]

\[
\text{dist}_{k,j}^2 \leq (x_{\text{turb},k} - x_{\text{turb},j})^2 + (y_{\text{turb},k} - y_{\text{turb},j})^2, \quad \forall k \in [1, \ldots, 16], \forall j \in [k+1, \ldots, 16], \quad (28b)
\]

\[
b_{k,j} \rightarrow \text{dist}_{i,j} \geq 975, \quad \forall k \in [1, \ldots, 16], \forall j \in [i+1, \ldots, 16], \quad (28c)
\]

\[
b_{\text{dist}}_{k,j} = b_k \cdot b_j, \quad \forall k \in [1, \ldots, 16], \forall j \in [k+1, \ldots, 16], \quad (28d)
\]

\[
b \in \{0, 1\}^{16}, \quad (28e)
\]

\[
x_{\text{turb}} \in [0.0, 3900.0]^{16}, \quad (28f)
\]

\[
y_{\text{turb}} \in [0.0, 3900.0]^{16} \quad (28g)
\]

\[
\text{dist}_{k,j} \in \mathbb{R}^+, \quad \forall k \in [1, \ldots, 16], \forall j \in [k+1, \ldots, 16], \quad (28h)
\]

\[
b_{\text{dist}}_{k,j} \in \{0, 1\}, \quad \forall k \in [1, \ldots, 16], \forall j \in [k+1, \ldots, 16]. \quad (28i)
\]
Helper Constraints

\[ b_k \geq b_{k+1}, \quad \forall k \in [1, ..., 15], \quad (29a) \]
\[ -b_i \rightarrow x_{\text{turb}, k} \leq 0, \quad \forall k \in [1, ..., 16], \quad (29b) \]
\[ -b_i \rightarrow y_{\text{turb}, k} \leq 0, \quad \forall k \in [1, ..., 16]. \quad (29c) \]

We use an advanced initialisation strategy to ensure that only feasible initial populations are provided for both ENTMOOT and NSGA-II. Moreover, the solutions are created for fixed numbers of wind turbines. The goal is to provide 16 initial solutions with 1, 2, ..., 16 wind turbines to expose both tested algorithms to initial points that contain all possible numbers of wind turbines. The algorithm to compute the initial set of data points \( D_{\text{init}} \) is given as Algorithm 1. The first data point has one turbine placed at the middle of the field with random noise \( \epsilon_{\text{noise}} \) added to the its position to get varying results for different random seeds. Equ. (30) takes into consideration all data points that are currently in \( D_{\text{init}} \) and maximizes the Manhattan distance to the closest sample that is available. We encode the Manhattan distance according to Giloni and Padberg [GP02]. Equ. (30c) enforces \( k^{d,+}_i \) and \( k^{d,-}_i \) to take positive and negative values of the difference between \( x_i \) and the closest data point, respectively. Equ. (6d) is implemented using special ordered sets [Tom88] to assure that at least one of the variables \( k^{d,+}_i \) and \( k^{d,-}_i \) is zero. The fixed number \( N_{\text{turb}} \) of turbines per iteration is enforced through the summation constraint Equ. (30f).

**Algorithm 1** Wind turbine initialisation algorithm.

**Require:** seed \( \in \mathbb{Z}^+ \\
**Ensure:** \( D_{\text{init}} \)
1: \( D_{\text{init}} \leftarrow \{ \} \)
2: \( N_{\text{turb}} \leftarrow 1 \)
3: \( \epsilon_{\text{noise}} \leftarrow \text{random}(0, 1950.0, \text{seed}) \)
4: \( x_{\text{turb},0} \leftarrow 1950.0 + \epsilon_{\text{noise}} \)
5: \( y_{\text{turb},0} \leftarrow 1950.0 + \epsilon_{\text{noise}} \)
6: \( x_{\text{init}} \leftarrow \text{Solve Equ. (30) s.t. Equ. (28) and Equ. (29) with } x_{\text{turb},0}, y_{\text{turb},0} \text{ and } N_{\text{turb}} \)
7: \( D_{\text{init}} \leftarrow D_{\text{init}} \cup x_{\text{init}} \)
8: \textbf{for} \( l \leftarrow 2 \text{ to } 16 \textbf{ do} \)
9: \( N_{\text{turb}} \leftarrow l \)
10: \( x_{\text{init}} \leftarrow \text{Solve Equ. (30) s.t. Equ. (28) and Equ. (29) with } D_{\text{init}} \text{ and } N_{\text{turb}} \)
11: \( D_{\text{init}} \leftarrow D_{\text{init}} \cup x_{\text{init}} \)
12: \textbf{end for}
Fig. 6 shows the bounded hypervolume for different algorithms for a total of 500 black-box evaluations. For better comparison we include test runs for the initial sampling strategy where 500 total samples are generated. NSGA-II finds significantly better results early on when compared to a similar study presented in [RBB16], which is likely due to variety of initial feasible points provided, since GAs generate new black-box input proposals based on the previously observed population. However, even the feasible sampling strategy quickly outperforms NSGA-II, emphasizing the importance of providing feasible black-box input proposals. This is even more evident for solutions with large average energy production and low energy efficiency since these refer to windfarm layouts with a high number of wind turbines where more energy is produced with low energy efficiency due to wake effects. From an optimization perspective such solutions are more difficult due to Equ. (28b) minimum distance constraints enforced between all turbines that become increasingly restrictive for a growing number of wind turbines. Fig. 7 depicts layout proposals given by ENTMOOT.
Figure 7: Example windpark layouts for highest average energy objective solutions not including initial samples, i.e. (left) ENTMOOT and (right) NSGA-II. Circles around wind turbines indicate the Eqn. (28b) minimum distance constraints of 975 m between individual wind turbines. ENTMOOT is able to place all 16 turbines while NSGA-II is only able to place 15 due to constraint violation.

and NSGA-II for highest average energy production, i.e. solutions with high number of turbines, when excluding the set of initial samples. While NSGA-II fails to place all 16 turbines due to constraint violation, ENTMOOT manages to find a feasible solution for all turbines available highlighting its capability to explore the entire Pareto frontier of non-dominated objective trade-offs. Moreover, ENTMOOT profits from its capability to explicitly handle input constraints. The presented 32-dimensional case study has a smaller effective dimensionality since only positions of active turbines influence the black-box outcome, e.g. if only one turbine is active, the problem becomes three dimensional. Since ENTMOOT can capture this hierarchical structure, it never revisits equivalent solutions and better uses the sampling budget.

Fig. 6 depicts the best Pareto frontier approximations found by each algorithm and shows ENTMOOT’s outstanding performance compared to NSGA-II for high average energy production solutions due to guaranteed feasible input proposals even for highly-constrained problems. ENTMOOT also outperforms the feasible sampling strategy, highlighting the significance of using tree ensembles as surrogate models to learn multi-objective systems. Note that Rodrigues, Bauer, and Bosman [RBB16] only tested on a discrete grid with varying resolution because continuous coordinates were deemed too difficult. With 500 iterations, ENTMOOT for the continuous case outperforms all methods presented in [RBB16] for the highest discretization resolution even after up to $10^6$ iterations. While one can argue that the windfarm layout benchmark presented here is cheap to evaluate, real-world layout planning will require many expensive dynamic fluid simulations, and sampling-efficient algorithms can help with quickly finding good solutions.
Table 5: Battery benchmark table of notation.

| Parameter | Description |
|-----------|-------------|
| $p$       | parameter set picked for default values |
| $\epsilon^+_{\text{poros}}$ | porosity of positive battery side |
| $\epsilon^+_{\text{active}}$ | active material volume fraction of positive battery side |
| $R^+_{\text{particle}}$ | particle radius of positive battery side |
| $C$       | current that discharges the battery in one hour |
| $\lambda^+_{\text{E}}$ | electrode thickness scaling factor of positive battery side |
| $\epsilon^-_{\text{poros}}$ | porosity of negative battery side |
| $\epsilon^-_{\text{active}}$ | active material volume fraction of negative battery side |
| $R^-_{\text{particle}}$ | particle radius of negative battery side |
| $\lambda^-_{\text{E}}$ | electrode thickness scaling factor of negative battery side |
| $I$       | discharge current |
| $V$       | discharge voltage |
| $t$       | discharge time |

4.4 Battery Material Optimization

4.5 General Model Description

Battery technology is a popular field of research and there are many examples in literature that successfully model key performance metrics, e.g. capacity degradation [Sev+19], by using data-driven approaches. In this section we consider Lithium-ion battery optimization: namely how to simultaneously achieve high energy and power density. For this exercise the open-source software PyBaMM [Sul+21] is used, which comprises a number of mathematical models for simulating the important physical processes that occur within batteries. PyBaMM makes extensive use of the CasADi framework [And+19] to solve the system of DAEs and the NumPy [Har+20] python package for array manipulation. Within the PyBaMM framework, the Single Particle Model with electrolyte effects (SPMe) [Mar+19] is chosen as it offers a good compromise between computational cost and accuracy (including electrolyte losses and particle diffusion). While recent works [Tra+20] and [Tim+21] have studied battery-state heterogeneity, we select a one-dimensional, isothermal formulation here for simplicity, noting that the proposed framework is agnostic to the form of the black-box model. The full suite of battery models available in PyBaMM is described in Marquis et al. [Mar+20].

A typical Lithium-ion battery comprises layers of electrodes containing active material that host the ions at different open-circuit potentials. These electrodes are separated by non-conductive, electrolyte filled polymers, with layers alternating between anode (negative) and cathode (positive). The electrodes are usually coated onto both sides of metallic foils that form the current collectors, which are typically copper and aluminium. The battery charges and discharges when an external current is passed between the cell terminals, and ions flow internally within the electrolyte between the electrodes, completing redox reactions at the active-material surfaces. Each electrode is formed of a solid matrix mixture of active material, to support the intercalation of lithium ions, and carbon binder which structurally supports the active material and conducts electrons towards the reaction sites. The matrix is porous, allowing electrolyte...
to penetrate the material and conduct ions in the liquid phase to participate in the reactions. The active material in the anode is typically graphite and has an open-circuit potential close to zero, compared with lithium, and the active material in the cathode is commonly a transition metal or combination thereof, for example Nickel, Manganese and Cobalt or (NMC). The composition/chemistry of both electrodes, but especially the cathode, can vary quite significantly for different applications. Some materials, e.g., lithium-iron-phosphate (LFP), are more stable and longer lasting, but have a lower open-circuit voltage, and therefore, the resulting battery has lower power density.

Aside from chemistry, the dimensions of the layers and microstructural design of the materials also greatly affects whether a cell performs better as a high-energy or high-power cell. The losses within the cells are characterised by overpotentials that manifest by reducing the cell voltage, and these are typically dependent on the operating current. As batteries are usually operated within determined voltage windows for safety and longevity, the recoverable capacity (and cell voltage) decreases when cycling at higher rates. Two important transport related phenomena within the cell in particular are: ion migration within the electrolyte, and diffusion within the active material. The interlayer transport is largely determined by the volume fractions of the electrode constituents, which also in turn affect the tortuosity of the transport pathways. The porosity of the solid electrode matrix refers to the volume fraction of the space that is filled with electrolyte. A decreased porosity here results in a corresponding increase in active material volume (and therefore specific capacity); however, the transport is then on average more difficult, and the cell will not be able to operate at high power. Similarly, if the electrodes are made thicker then the overall active material volume fraction will increase compared to inactive components such as current collectors and separators, but transport losses will increase as ions have further to travel to reach all parts of the cell. Finally, another key microstructural parameter is the average size of active particles. Smaller particles will have better solid diffusion losses and a greater active surface area per volume, but may necessitate a greater binder volume fraction in order to keep them structurally stable and provide enough electron pathways to the increased number of active sites.

Given all the above considerations, this case study seeks to select a set of hyper-parameters using published parameter sets from the battery literature [Ai+19; Che+20; Eck+15a; Eck+15b; Mar+19; Yan+17] and then explore various geometrical parameters in order to find an optimal high energy and high power combination. Table 5 lists the notation for this case study. The mean power and discharged energy of the battery cell form the objective functions, i.e. $f_1$ and $f_2$, respectively, and are defined as:

\[
\begin{align*}
  f_1(x) &= IV, \\
  f_2(x) &= \int_0^t IV \, dt,
\end{align*}
\]

where $I$ is the current, $V$ is the voltage and $t$ is discharge time. As simulations are performed on a 1-D domain an arbitrary cross-sectional area is assigned to the battery and determines the cell volume along with the layer thickness which is varied between cases. Cell volume is used to normalize the objective functions making them comparable for different runs.
Figure 8: Compares battery optimization results of NSGA-II (green), ENTMOOT (purple) and feasible sampling strategy (yellow). (left) Hypervolume bounded by Pareto frontier approximation after a certain number of function evaluations. (right) Best Pareto frontier approximation found for different algorithms based on hypervolume.

4.5.1 Optimization Benchmark

Reasonable bounds for all optimization variables are given in Equ. (32h) - Equ. (32q), with variable $p$ indicating the parameter set selected. We model the variable $p$ as a categorical variable, as it is difficult to quantify a distance between different parameter sets \{Ai2019, Chen2020, Ecker2015, Marquis2019, Yang2017\}. Variables $\epsilon_{\text{poros}}$, $\epsilon_{\text{active}}$ and $R_{\text{particle}}$ denote porosity, active material volume fraction and particle radius and are optimized for both positive and negative side of the battery, i.e. indicated by + and −. The negative and positive side electrode thickness is scaled by optimization variable $\lambda$ allowing a continuous range between half and double the size of the default electrode. Since porosity translates to the volume fraction of the electrolyte, Equ. (32a) and Equ. (32b) limit the sum of porosity and active material volume fraction $\epsilon_{\text{active}}$ to 0.95 leaving a volume fraction of 5% for binder material. Different battery specifications are designed for certain C-rate ranges, i.e. 1C translates to the current that discharges the battery in 1 hour, and is denoted by variable $C$. Too high values of $C$ certain battery designs cause PyBaMM simulations to fail. To reduce the number of failed simulations we introduce custom upper bounds for $C$ in Equ. (32c) - Equ. (32g) based on preliminary studies for all parameter sets in $p \in \{\text{Ai2019, Chen2020, Ecker2015, Marquis2019, Yang2017}\}$ without modifying other optimization variables. Both objectives, i.e. power and discharged energy, are normalized based on best minimum and maximum values observed throughout all computational runs. In summary, this case study has one categorical variable describing the underlying parameter set that is being used, i.e. Equ. (32h), and nine continuous variables denoting various design parameters of the battery cell that can be optimized, i.e. Equ. (32) - Equ. (32q). Equ. (32a) - Equ. (32g) comprise seven additional constraints for input variables.
Required Constraints

\[ \epsilon^-_{\text{poros}} + \epsilon^-_{\text{active}} \leq 0.95 \]  \hspace{1cm} (32a)

\[ \epsilon^+_{\text{poros}} + \epsilon^+_{\text{active}} \leq 0.95 \]  \hspace{1cm} (32b)

\( (p = \text{Ai2019}) \rightarrow C \leq 3.2 \)  \hspace{1cm} (32c)

\( (p = \text{Chen2020}) \rightarrow C \leq 2.2 \)  \hspace{1cm} (32d)

\( (p = \text{Ecker2015}) \rightarrow C \leq 8.2 \)  \hspace{1cm} (32e)

\( (p = \text{Marquis2019}) \rightarrow C \leq 5.2 \)  \hspace{1cm} (32f)

\( (p = \text{Yang2017}) \rightarrow C \leq 8.2 \)  \hspace{1cm} (32g)

\( p \in \{ \text{Ai2019, Chen2020, Ecker2015, Marquis2019, Yang2017} \} \)  \hspace{1cm} (32h)

\( C \in [0.5, 8.2] \)  \hspace{1cm} (32i)

\( \epsilon^-_{\text{poros}} \in [0.2, 0.7] \)  \hspace{1cm} (32j)

\( \epsilon^-_{\text{active}} \in [0.2, 0.7] \)  \hspace{1cm} (32k)

\( R^-_{\text{particle}} \in [1 \times 10^{-6}, 20 \times 10^{-6}[m]] \)  \hspace{1cm} (32l)

\( \epsilon^+_{\text{poros}} \in [0.2, 0.7] \)  \hspace{1cm} (32m)

\( \epsilon^+_{\text{active}} \in [0.2, 0.7] \)  \hspace{1cm} (32n)

\( R^+_{\text{particle}} \in [1 \times 10^{-6}, 20 \times 10^{-6}[m]] \)  \hspace{1cm} (32o)

\( \lambda^- \in [0.5, 2.0] \)  \hspace{1cm} (32p)

\( \lambda^+ \in [0.5, 2.0] \)  \hspace{1cm} (32q)

A procedure similar to Algorithm 1 provides ten feasible initial points to all competing methods. We fix the categorical variable \( p \in \{ \text{Ai2019, Chen2020, Ecker2015, Marquis2019, Yang2017} \} \) for individual points to obtain two points for each possible parameter set \( p \). For the general case, the method extends Equ. (30) with similarity measures, e.g. Equ. (10) and Equ. (12), to increase diversity in initial samples with respect to categorical features.

Fig. 8 shows hypervolume improvement and best Pareto frontier approximations for the battery design benchmark. All methods are capable improving the hypervolume of the objective space. Compared to the Section 4.3 benchmark the constraints given in Equ. (32) are less restrictive making feasible solutions more attainable and allowing NSGA-II to surpass the feasible sampling strategy. ENTMOOT manages to outperform other strategies for all different random seeds considered. The Fig. 8 best Pareto frontier approximations derived by competing methods show that NSGA-II spends a large amount of evaluation budget to improve already explored points while ENTMOOT is actively exploring the entire objective space. ENTMOOT especially dominates when it comes to high power solutions which are dominated by high C-rates. Since, ENTMOOT guarantees feasibility of proposed solutions, C-rates are kept below the bounds specified in Equ. (32c) - Equ. (32g) allowing for a higher frequency of successful simulations. The feasible sampling strategy manages to only find two non-dominated points for the Pareto frontier approximation.
5 Conclusion

Energy systems with multiple opposing objects are challenging to optimize due to complex system behavior, highly restrictive input constraints and large feature spaces with heterogeneous variable types. The resulting problems are often handled using multi-objective Bayesian optimization, owing to relatively high sampling efficiency and ability to directly include input constraints. Tree-based models represent promising candidates for this class of optimization problems, as they are well-suited for nonlinear/discontinuous functions and naturally support discrete/categorical features. Nevertheless, uncertainty quantification and optimization over tree models are non-trivial, limiting their deployment in black-box optimization.

Given the above, this work introduces a multi-objective black-box optimization framework based on the tree-based ENTMOOT tool. The proposed all-in-one strategy addresses all of the above challenges, while also providing better sampling efficiency compared to the popular state-of-the-art tool NGSA-II. In a comprehensive numerical study, we demonstrate the advantages of the proposed framework on both synthetic problems and energy-related benchmarks, including windfarm layout optimization and lithium-ion battery design with two objective functions. In both energy-related benchmarks, ENTMOOT identifies better Pareto frontiers, and in significantly fewer iterations, compared to NGSA-II and a random search strategy. Due to its versatility and sampling efficiency we envision ENTMOOT to be strongly relevant to real-world and industrial settings where experimental black-box evaluations are expensive. While the numerical studies only consider bi-objective problems, the proposed method also applies to case studies with more than two objective functions. Future research will focus on other applications with more objective functions that can benefit from the proposed method.
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