Progressive Multi-Scale Light Field Networks

David Li*  Amitabh Varshney
University of Maryland, College Park

Abstract

Neural representations have shown great promise in their ability to represent radiance and light fields while being very compact compared to the image set representation. However, current representations are not well suited for streaming as decoding can only be done at a single level of detail and requires downloading the entire neural network model. Furthermore, high-resolution light field networks can exhibit flickering and aliasing as neural networks are sampled without appropriate filtering. To resolve these issues, we present a progressive multi-scale light field network that encodes a light field with multiple levels of detail. Lower levels of detail are encoded using fewer neural network weights enabling progressive streaming and reducing rendering time. Our progressive multi-scale light field network addresses aliasing by encoding smaller anti-aliased representations at its lower levels of detail. Additionally, per-pixel level of detail enables our representation to support dithered transitions and foveated rendering.

1. Introduction

Volumetric images and video allow users to view 3D scenes from novel viewpoints with a full 6 degrees of freedom (6DOF). Compared to conventional 2D and 360 images and videos, volumetric content enables additional immersion with motion parallax and binocular stereo while also allowing users to freely explore the full scene.

Traditionally, scenes generated with 3D modeling have been commonly represented as meshes and materials. These classical representations are suitable for real-time rendering as well as streaming for 3D games and AR effects. However, real captured scenes are challenging to represent using the mesh and material representation, requiring complex reconstruction and texture fusion techniques [10, 11]. To produce better photo-realistic renders, existing view-synthesis techniques have attempted to adapt these representations with multi-plane images (MPI) [69].
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Figure 1: Our progressive multi-scale light field network is suited for streaming, reduces aliasing and flicking, and renders more efficiently at lower resolutions.

layered-depth images (LDI) [49], and multi-sphere images (MSI) [2]. These representations allow captured scenes to be accurately represented with 6DOF but only within a limited area.

Radiance fields and light fields realistically represent captured scenes from an arbitrarily large set of viewpoints. Recently, neural representations such as neural radiance fields (NeRFs) [31] and light field networks (LFNs) [51] have been found to compactly represent 3D scenes and perform view-synthesis allowing re-rendering from arbitrary viewpoints. Given a dozen or more photographs capturing a scene from different viewpoints from a conventional camera, a NeRF or LFN can be optimized to accurately re-produce the original images and stored in less than 10 MB. Once trained, NeRFs will also produce images from different viewpoints with photo-realistic quality.
While NeRFs are able to encode and reproduce real-life 3D scenes from arbitrary viewpoints with photorealistic accuracy, they suffer from several drawbacks which limit their use in a full on-demand video streaming pipeline. Some notable drawbacks include slow rendering, aliasing at smaller scales, and a lack of progressive decoding. While some of these drawbacks have been independently addressed in follow-up work [3, 66], approaches to resolving them cannot always be easily combined and may also introduce additional limitations.

In this paper, we extend light field networks with multiple levels of detail and anti-aliasing at lower scales making them more suitable for on-demand streaming. This is achieved by encoding multiple reduced-resolution representations into a single network. With multiple levels of details, light field networks can be progressively streamed and rendered based on the desired scale or resource limitations. For free-viewpoint rendering and dynamic content, anti-aliasing is essential to reducing flickering when rendering at smaller scales. In summary, the contributions of our progressive multi-scale light field network are:

1. Composing multiple levels of detail within a single network takes up less space than storing all the levels independently.

2. The progressive nature of our model requires us to only download the parameters necessary up to the desired level of detail.

3. Our model allows rendering among multiple levels of detail simultaneously. This makes for a smooth transition between multiple levels of detail as well as spatially adaptive rendering (including foveated rendering) without requiring independent models at multiple levels of detail on the GPU.

4. Our model allows for faster inference of lower levels of detail by using fewer parameters.

5. We are able to encode light fields at multiple scales to reduce aliasing when rendering at lower resolutions.

2. Background and Related Works

Our work builds upon existing work in neural 3D representations, adaptive neural network inference, and levels of detail. In this section, we provide some background on neural representations and focus on prior work most related to ours. For a more comprehensive overview of neural rendering, we refer interested readers to a recent survey [54].

2.1. Neural 3D Representations

Traditionally, 3D content has been encoded in a wide variety of formats such as meshes, point clouds, voxels, multi-plane images, and even side-by-side video. To represent the full range of visual effects from arbitrary viewpoints, researchers have considered using radiance fields and light fields which can be encoded using neural networks. With neural networks, 3D data such as signed distance fields, radiance fields, and light fields can be efficiently encoded as coordinate functions without explicit limitations on the resolution.

2.1.1 Neural Radiance Field (NeRF)

Early neural representations focused on signed distance functions and radiance fields. Neural Radiance Fields (NeRF) [31] use differentiable volume rendering to encode multiple images of a scene into a radiance field encoded as a neural network. With a sufficiently dense set of images, NeRF is able to synthesize new views by using the neural network to interpolate radiance values across different positions and viewing directions. Since the introduction of NeRF, followup works have added support for deformable scenes [40, 37, 38], real-time inference [17, 42, 33, 65], improved quality [50], generalization across scenes [67, 41], generative modelling [48, 35, 61], videos [24, 58, 56], sparse views [8, 34, 19], fast training [32, 65], and even large-scale scenes [43, 59, 55].

Among NeRF research, Mip-NeRF [3, 4] and BA-CON [27] share a similar goal to our work in offering a multi-scale representation to reduce aliasing. Mip-NeRF approximates the radiance across conical regions along
the ray, cone-tracing, using integrated positional encoding (IPE). With cone-tracing, Mip-NeRF reduces aliasing while also slightly reducing training time. BACON [27] provide a multi-scale scene representation through band-limited networks using Multiplicative Filter Networks [13] and multiple exit points. Each scale in BACON has band-limited outputs in Fourier space.

### 2.1.2 Light Field Network (LFN)

Our work builds upon Light Field Networks (LFNs) [51, 16, 25, 6]. Light field networks encode light fields [21] using a coordinate-wise representation, where for each ray \( r \), a neural network \( f \) is used to directly encode the color \( c = f(r) \). To represent rays, Feng and Varshney [16] pair the traditional two-plane parameterization with Gegenbauer polynomials while Sitzmann et al. [51] use Plücker coordinates which combine the ray direction \( r_d \) and ray origin \( r_o \) into a 6-dimensional vector \( (r_d, r_o \times r_d) \). Light fields can also be combined with explicit representations [36]. In our work, we adopt the Plücker coordinate parameterization which can represent rays in all directions.

Compared to NeRF, LFNs are faster to render as they only require a single forward pass per ray, enabling real-time rendering. However, LFNs are worse at view synthesis as they lack the self-supervision that volume rendering provides with explicit 3D coordinates. As a result, LFNs are best trained from very dense camera arrays or from a NeRF teacher model such as in [1]. Similar to NeRFs, LFNs are encoded as multi-layer perceptrons, hence they remain compact compared to voxel and octree NeRF representations [66, 18, 17, 65] which use upwards of 50 MB. Therefore LFNs strike a balance between fast rendering times and storage compactness which could make them suitable for streaming 3D scenes over the internet.

### 2.2 Levels of Detail

Level of detail methods are commonly used in computer graphics to improve performance and quality. For 2D textures, one of the most common techniques is mipmapping [57] which both reduces aliasing and improves performance with cache coherency by encoding textures at multiple resolutions. For neural representations, techniques for multiple levels of detail have also been proposed for signed distance functions as well as neural radiance fields.

For signed distance fields, Takikawa et al. [53] propose storing learned features within nodes of an octree to represent a signed distance function with multiple levels of detail. Building upon octree features, Chen et al. [7] develop Multi-resolution Deep Implicit Functions (MDIF) to represent 3D shapes which combines a global SDF representation with local residuals. For radiance fields, Yang et al. [62] develop Recursive-NeRF which grows a neural representa-

### 2.3 Adaptive Inference

Current methods use adaptive neural network inference based on available computational resources or the difficulty of each input example. Bolukbasi et al. [5] propose two schemes for adaptive inference. Early exiting allows intermediate layers to route outputs directly to an exit head while network selection dynamically routes features to different networks. Both methods allow easy examples to be classified by a subset of neural network layers. Yeo et al. [64] apply early exiting to upscale streamed video. By routing intermediate CNN features to exit layers, a single super-resolution network can be partially downloaded and applied on a client device based on available compute. Similar ideas have also been used to adapt NLP to input complexity [70, 28]. Yang et al. [63] develop Resolution Adaptive Network (RANet) which extracts features and performs classification of an image progressively from low-resolution to high-resolution. Doing so sequentially allows efficient early exiting as many images can be classified with only coarse features. Slimmable neural networks [68] train a model at different widths with a switchable batch normalization and observe better performance than individual models at detection and segmentation tasks.

### 3. Method

Our method consists of a multi-scale light field encoded using a progressive neural network to reduce aliasing and enable adaptive streaming and rendering.

#### 3.1 Multi-scale Light Field

We propose encoding multiple representations of the light field which produce anti-aliased representations of a light field, similar to mipmaps for conventional images. For this, we generate an image pyramid for each image view with area downsampling and encode each resolution as a separate light field representation. In contrast to bilinear or
nearest pixel downsampling, area downsampling creates an anti-aliased view as shown in Figure 2 where each pixel in the downsampled image is an average over a corresponding area in the full-resolution image.

Figure 3: Rendering a single full-scale LFN at a lower (1/8) resolution results in aliasing, unlike the multi-scale LFN at the same (1/8) resolution. When changing viewpoints (3 shown above), the aliasing results in flickering.

As with mipmaps, lower-resolution representations trade-off sharpness for less aliasing. In this case, where a light field is rendered into an image, sharpness may be preferable over some aliasing. However, in the case of videos where the light field is viewed from different poses or the light field is dynamic, sampling from a high-resolution light field leads to flickering. With a multi-scale representation, rendering light fields at smaller resolutions can be done at a lower scale to reduce flickering.

3.2. Progressive Model

Figure 4: Using subsets of neurons to encode different levels of detail within a single model.

For light field streaming, we wish to have a compact representation that can simultaneously encode multiple levels of detail into a single progressive model. Specifically, we seek a model with the following properties: Given specific subsets of network weights, we should be able to render a complete image with reduced details. Progressive levels of details should share weights with lower levels to eliminate encoding redundancy.

With the above properties, our model offers several benefits over a standard full-scale network or encoding multi-scale light fields using multiple networks. First, our model composes all scales within a single network hence requiring less storage space than storing four separate models. Second, our model is progressive, thus only parameters necessary for the desired level of detail are needed in a streaming scenario. Third, our model allows rendering different levels of detail across pixels for dithered transitions and foveation. Fourth, our model allows for faster inference of lower levels of detail by utilizing fewer parameters. Model sizes and training times appear in Table 4.

3.2.1 Subset of neurons

To encode multiple levels of detail within a unified representation, we propose using subsets of neurons as shown in Figure 4. For each level of detail, we assign a fixed number of neurons to evaluate, with increasing levels of detail using an increasing proportion of the neurons in the neural network. An illustration of the matrix subset operation applied to each layer is shown in Figure 5. For example, a single linear layer with 512 neurons will have a 512 × 512 weight matrix and a bias vector of size 512. For a low level of detail, we can assign a neuron subset size of 25% or 128 neurons. Then each linear layer would use the top-left 128 × 128 submatrix for the weights and the top 128 subvector for the bias. To keep the input and output dimensions the same, the first hidden layer uses every column of the weight matrix and the final output layer uses every row of the weight matrix. Unlike using a subset of layers, as is done with early exiting [5, 64], using a subset of neurons preserves the number of sequential non-linear activations between all levels of details. Since layer widths are typically larger than model depths, using subsets of neurons also allows more granular control over the quantity and quality of levels.

3.2.2 Training

With multiple levels of detail at varying resolutions, a modified training scheme is required to efficiently encode all levels of detail together. On one hand, generating all levels of
detail at each iteration heavily slows down training as each iteration requires an independent forward pass through the network. On the other hand, selecting a single level of detail at each iteration or applying progressive training compromises the highest level of detail whose full weights would only get updated a fraction of the time.

We adopt an intermediate approach that focuses on training the highest level of detail. During training, each batch does a full forward pass through the entire network, producing pixels at the highest level of detail along with a forward pass at a randomly selected lower level of detail. The squared L2 losses for both the full detail and reduced detail are added together for a combined backward pass. By training at the highest level of detail, we ensure that every weight gets updated at each batch and that the highest level of detail is trained to the same number of iterations as a standard model. Specifically, given a batch of rays \( \{ \mathbf{r}_i \}_{i=1}^b \), corresponding ground truth colors \( \{ \mathbf{y}_{i}^4 \}_{i=1}^b \) for four levels of details, and a random lower level of detail \( k \in \{ 1, 2, 3 \} \), our loss function is:

\[
L = \frac{1}{b} \sum_{i=1}^{b} \left[ \| f_k(\mathbf{r}_i) - \mathbf{y}_i^4 \|_2^2 + \| f_k(\mathbf{r}_i) - \mathbf{y}_i^k \|_2^2 \right]
\]

As rays are sampled from the highest-resolution representation, each ray will not correspond to a unique pixel in the lower-resolution images in the image pyramid. Thus for lower levels of detail, corresponding colors are sampled using bilinear interpolation from the area downsampled training images.

3.3. Adaptive Rendering

Our proposed model allows dynamic levels of detail on a per-ray/per-pixel level or on a per-object level. As aliasing appears primarily at smaller scales, selecting the level of detail based on the distance to the viewer reduces aliasing and flickering for distant objects.

3.3.1 Distance-based Level of Detail

When rendering light fields from different distances, the space between rays in object space is proportional to the distance between the object and the camera. Due to this, aliasing and flickering artifacts can occur at large distances when the object appears small. By selecting the level of detail based on the distance of the object from the camera or viewer, aliasing and flickering can be reduced. With fewer pixels to render, rendering smaller objects involves fewer forward passes through the light field network. Hence, the amount of operations is typically proportional to the number of pixels. By rendering smaller representations at lower LODs, we further improve the performance as pixels from lower LODs only perform a forward pass using a subset of weights.

3.3.2 Dithered Transitions

With per-pixel LOD, transitioning between levels can be achieved with dithered rendering. By increasing the fraction of pixels rendered at the new level of detail in each frame, dithering creates the appearance of a fading transition between levels as shown in Figure 6.

3.3.3 Foveated Rendering

In virtual and augmented reality applications where real-time gaze information is available through an eye-tracker, foveated rendering [29, 30, 22] can be applied to better focus rendering compute. As each pixel can be rendered at a separate level of detail, peripheral pixels can be rendered at a lower level of detail to improve the performance. Figure 7 shows an example of foveation from our progressive multi-scale LFN.

4. Experiments

To evaluate our progressive multi-scale LFN, we conduct experiments with four levels of detail. We first compare the quality when rendering at different scales from a standard single-scale LFN and our multi-scale LFN. We then perform an ablation comparing multiple LFNs trained at separate scales to our progressive network. Finally, we benchmark our multi-scale LFN to evaluate the speedup gained by utilizing fewer neurons when rendering at lower levels of detail. Additional details are in the supplementary material.
Figure 8: Qualitative results of one of our datasets at four scales. Single-scale LFNs (left) trained at the full-resolution exhibit aliasing and flickering at lower scales. Our progressive multi-scale LFNs (right) encode all four scales into a single model and have reduced aliasing and flickering at lower scales.

Figure 9: Scaled qualitative results from our progressive multi-scale LFNs at four levels of detail.

4.1. Experimental Setup

For our evaluation, we use datasets of real people consisting of 240 synchronized images from our capture studio. Images are captured at $4032 \times 3040$ resolution. Our datasets are processed with COLMAP [46, 47] to extract camera parameters and background matting [26] to focus on the foreground subject. In each dataset, images are split into groups of 216 training poses, 12 validation poses, and 12 test poses.

We quantitatively evaluate the encoding quality by computing the PSNR and SSIM metrics. Both metrics are computed on cropped images that tightly bound the subject to reduce the contribution of empty background pixels. We also measure the render time to determine the relative speedup at different levels of detail. Metrics are averaged across all images in the test split of each dataset.

When training LFNs, we use a batch size of 8192 rays with 67% of rays sampled from the foreground and 33% sampled from the background. For each epoch, we iterate through training images in batches of two images. In each image batch, we train on 50% of all foreground rays sampling rays across the two viewpoints. For our multi-scale progressive model and single-scale model, we train using 100 epochs. For our ablation LFNs at lower resolutions, we train until the validation PSNR matches that of our progressive multi-scale LFN with a limit of 1000 epochs. Each LFN is trained using a single NVIDIA RTX 2080 TI GPU.

Table 2: Model Parameters at Different Levels of Detail.

| Level of Detail | 1    | 2    | 3    | 4    |
|-----------------|------|------|------|------|
| Model Layers    | 10   | 10   | 10   | 10   |
| Layer Width     | 256  | 256  | 256  | 256  |
| Parameters      | 136,812 | 533,764 | 1,193,860 | 2,116,100 |
| Full Size (MB)  | 0.518 | 2.036 | 4.554 | 8.072 |
| Target Scale    | 1/8  | 1/4  | 1/2  | 1    |
| Train Width     | 504  | 1008 | 2016 | 4032 |
| Train Height    | 380  | 760  | 1520 | 3040 |

4.2. Rendering Quality

We first evaluate the rendering quality by comparing a standard single-scale LFN trained at the highest resolution
with our multi-scale progressive LFN. For the single-scale LFN, we train a model with 10 layers and 512 neurons per hidden layer on each of our datasets and render them at multiple scales: 1/8, 1/4, 1/2, and full scale. For our multi-scale progressive LFN, we train an equivalently sized model with four LODs corresponding to each of the target scales. The lowest LOD targets the 1/8 scale and utilizes 128 neurons from each hidden layer. Each increasing LOD uses an additional 128 neurons. Model parameters for each LOD are laid out in Table 2. Note that our qualitative results are cropped to the subject and hence have a smaller resolution. Qualitative results are shown in Figure 8 with renders from both models placed side-by-side. Quantitative results are shown in Table 3.

At the full scale, both single-scale and multi-scale models are trained to produce full-resolution images. As a result, the quality of the renders from both models is visually similar as shown in Figure 8. At 1/2 scale, the resolution is still sufficiently high so little to no aliasing can be seen in renders from either model. At 1/4 scale, we begin to see significant aliasing around figure outlines and shape borders in the single-scale model. This is especially evident in Figure 8b where the outlines in the cartoon graphic have an inconsistent thickness. Our multi-scale model has much less aliasing with the trade-off of having more blurriness. At the lowest level of detail, we see severe aliasing along the fine textures as well as along the borders of the object in the single-scale model. With a moving camera, the aliasing seen at the two lowest scales appears as flickering artifacts.

Table 3: Average Rendering Quality Over All Datasets.

| Model                | LOD 1 | LOD 2 | LOD 3 | LOD 4 |
|----------------------|-------|-------|-------|-------|
| Single-scale LFN     | 26.95 | 28.05 | 28.21 | 27.75 |
| Multiple LFNs        | 29.13 | 29.88 | 29.27 | 27.75 |
| Multi-scale LFN      | 29.37 | 29.88 | 29.01 | 28.12 |

(a) PSNR (dB) at 1/8, 1/4, 1/2, and 1/1 scale.

| Model                | LOD 1 | LOD 2 | LOD 3 | LOD 4 |
|----------------------|-------|-------|-------|-------|
| Single-scale LFN     | 0.8584| 0.8662| 0.8527| 0.8480|
| Multiple LFNs        | 0.8133| 0.8572| 0.8532| 0.8480|
| Multi-scale LFN      | 0.8834| 0.8819| 0.8626| 0.8570|

(b) SSIM at 1/8, 1/4, 1/2, and 1/1 scale.

4.3. Progressive Model Ablation

We next perform an ablation experiment to determine the benefits and drawbacks of our progressive representation. For a non-progressive comparison, we represent each scale of a multi-scale light field using a separate LFN. Each LFN is trained using images downscaled to the appropriate resolution. This ablation helps determine the training overhead our progressive LFNs encounter by compressing four resolutions into a single model and how the rendering quality compares to having separate models.

Table 4: Multiple LFNs vs Progressive Multi-scale LFN.

| Model                | LOD 1 | LOD 2 | LOD 3 | LOD 4 | Total |
|----------------------|-------|-------|-------|-------|-------|
| Multiple LFNs        | 0.518 | 2.036 | 4.554 | 8.072 | 15.18 |
| Multi-scale LFN      | 3.51  | 6.36  | 4.09  | 11.35 | 25.31 |

(a) Model Size (MB).

| Model                | LOD 1 | LOD 2 | LOD 3 | LOD 4 | Total |
|----------------------|-------|-------|-------|-------|-------|
| Multiple LFNs        | 3.51  | 6.36  | 4.09  | 11.35 | 25.31 |
| Multi-scale LFN      | 17.78 | 17.78 |       |       |       |

(b) Average Training Time Over All Datasets (hours).

Progressive and non-progressive model sizes and training times are shown in Table 4. In terms of model size, using multiple LFNs adds up to 15 MB compared to 8 MB for our progressive model. This 47% savings could allow storing or streaming of more light fields where model size is a concern. For the training time, we observe that training a multi-scale network takes on average 17.78 hours. Additional offline training time for our multi-scale network compared to training a single standard LFN is expected since each training iteration involves two forward passes. Encoding a multi-scale light field using multiple independent LFNs requires training each network separately, totaling 25.31 hours. Despite the higher compression achieved by our progressive multi-scale LFN, we observe little to no training overhead. On average, training our multi-scale progressive LFN saves 30% of training time compared to naively training multiple light field networks at different resolutions.

Quantitative PSNR and SSIM quality metrics are shown in Table 3. We observe that utilizing multiple LFNs to encode each scale of each light field yields better PSNR results compared to rendering from a single-scale LFN. However, utilizing multiple LFNs increases the total model size. Our multi-scale LFN achieves the superior PSNR and SSIM results between these two setups without increasing the total model size. In an on-demand streaming scenario, using only a single-scale model would incur visual artifacts and unnecessary computation at lower scales. Streaming separate models resolves these issues but requires more bandwidth. Neither option is ideal for battery life in mobile devices. Our multi-scale model alleviates the aliasing and flickering artifacts without incurring the drawbacks of storing and transmitting multiple models.

4.4. Training Ablation

To evaluate our training strategy, we perform two ablation experiments. First, we compare our strategy to a
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5. Discussion

The primary contribution of our paper is the identification of a representation more suitable for on-demand streaming. This is achieved by enhancing light field networks, which support real-time rendering, to progressively support multiple levels of detail at different resolutions. Our representation inherits some of the limitations of LFNs such as long training times and worse view-synthesis quality compared to NeRF-based models. Since our method does not support continuous LODs, we require the user to decide the LODs ahead of time. For intermediate resolutions, rendering to the nearest LOD is sufficient to avoid aliasing and flickering. While our light field datasets could also be rendered with classical techniques [21, 60, 39], doing so over the internet would not be as bandwidth-efficient. Future work may combine our multi-scale light field networks with PRIF [15] to encode color and geometry simultaneously or with VIINTER [14] for dynamic light fields.

6. Conclusion

In this paper, we propose a method to encode multi-scale light field networks targeted for streaming. Multi-scale LFNs encode multiple levels of details at different scales to reduce aliasing and flickering at lower resolutions. Our multi-scale LFN features a progressive representation that encodes all levels of details into a single network using subsets of network weights. With our method, light field networks can be progressively downloaded and rendered based on the desired level of detail for real-time streaming of 6DOF content. We hope progressive multi-scale LFNs will help improve the real-time streaming of photorealistic characters and objects to real-time 3D desktop, AR, and VR applications [23, 12].
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