High-resolution fluorescence imaging via pattern-illuminated Fourier ptychography
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Abstract: Fluorescence microscopy plays a vital role in modern biological research and clinical diagnosis. Here, we report an imaging approach, termed pattern-illuminated Fourier ptychography (FP), for fluorescence imaging beyond the diffraction limit of the employed optics. This approach iteratively recovers a high-resolution fluorescence image from many pattern-illuminated low-resolution intensity measurements. The recovery process starts with one low-resolution measurement as the initial guess. This initial guess is then sequentially updated by other measurements, both in the spatial and Fourier domains. In the spatial domain, we use the pattern-illuminated low-resolution images as intensity constraints for the sample estimate. In the Fourier domain, we use the incoherent optical-transfer-function of the objective lens as the object support constraint for the solution. The sequential updating process is then repeated until the sample estimate converges, typically for 5-20 times. Different from the conventional structured illumination microscopy, any unknown pattern can be used for sample illumination in the reported framework. In particular, we are able to recover both the high-resolution sample image and the unknown illumination pattern at the same time. As a demonstration, we improved the resolution of a conventional fluorescence microscope beyond the diffraction limit of the employed optics. The reported approach may provide an alternative solution for structure illumination microscopy and find applications in wide-field, high-resolution fluorescence imaging.©2014 Optical Society of America

OCIS codes: (170.2520) Fluorescence microscopy; (170.3010) Image reconstruction techniques; (100.3190) Inverse problems.
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1. Introduction

The lateral resolution of conventional fluorescence microscopy is determined by the diffraction limit of the employed optics: $\lambda/(2NA_{\text{obj}})$, where $\lambda$ is the wavelength of the incidence and $NA_{\text{obj}}$ is the numerical aperture (NA) of the objective lens [1]. This diffraction limit, however, is established under the assumptions of single image acquisition and uniform light illumination. It is possible to combine multiple acquisitions with non-uniform illuminations to bypass this resolution barrier. Frequency mixing between the sample and the non-uniform illumination pattern shifts the high-frequency components to the passband of the collection optics. Therefore, the recorded image contains sample information that is beyond the diffraction limit. Structured illumination microscopy (SIM) is one good example towards this end [2–10]. A typical SIM setup projects a sinusoidal pattern at the sample plane and uses at least three phase steps to laterally shift the pattern across the sample. The corresponding images will be used to improve the resolution along the orthogonal direction of the sinusoidal pattern. Following a similar logic, sinusoidal patterns with other orientations will be used to improve the resolution along other directions. In the linear regime, the SIM approach is able to improve the diffraction-limited resolution by a factor of two, and thus, the final achievable NA can be twice of the objective’s NA. The capability of bypassing diffraction limit has made SIM a popular tool for super-resolution fluorescent imaging.

In this paper, we report a novel fluorescence imaging approach, termed pattern-illuminated Fourier ptychography (FP), for bypassing the diffraction limit of the employed optics. Similar to SIM and other speckle illumination schemes [2–21], the reported approach uses non-uniform intensity patterns for sample illumination and acquires the corresponding diffraction-limited intensity images. Based on the acquired images, a novel Fourier ptychographic recovery algorithm is used to reconstruct the high-resolution sample image in an iterative manner. The recovery process starts with a low-resolution intensity image as the initial guess. This initial guess is then sequentially updated by other low-resolution measurements taken under different illumination patterns. Similar to the original FP approach [22–28], the iterative updating process also switches between the spatial and Fourier domains. In the spatial domain, we use the pattern-illuminated low-resolution images as intensity constraints for the sample estimate. In the Fourier domain, we use the incoherent optical-transfer-function of the objective lens as the object support constraint for the solution. This sequential updating process is iterated until the sample estimate converges (5-20 times).

We note that, the strategy of using non-uniform illumination for improving lateral or axial resolution is not new [2–21]. However, the use of the FP framework [22–28] to recover a high-resolution fluorescence image is new and may provide an alternative solution to existing SIM and speckle illuminating platforms. As the use of fluorescence microscopy is prolific in modern biological research and clinical diagnosis [1], the reported approach may open up new opportunities for the Fourier ptychographic imaging paradigm.

This paper is structured as follows: in section 2, we will outline the pattern-illuminated FP approach and its recovery procedures. In section 3, we will validate the reported algorithm using simulations. In section 4, we will demonstrate the implementation of the reported approach on a conventional epi-illumination fluorescence microscope. We will show that, the reported approach is able to improve the lateral resolution beyond the diffraction limit of the employed optics. Finally, we will summarize the results and discuss the future directions.
2. Pattern-illuminated Fourier Ptychography

Fourier ptychography (FP) is a coherent imaging technique that uses angle-varied illumination for high-resolution complex image recovery [22–28]. The previously reported FP instrument used an LED array for sample illumination and a low-NA objective lens for image acquisition. Each LED element of the array illuminates the sample from an oblique incident angle and the corresponding image is acquired using the low-NA objective lens. These acquired images are then synthesized in the Fourier space to produce a high-resolution complex sample image that surpasses the diffraction limit of the objective lens. In the recovery process, FP switches between the spatial and Fourier domains. In the spatial domain, the acquired images are used to constrain the amplitude of the solution, similar to the strategy of the phase retrieval technique [29–37]. In the Fourier domain, the coherent transfer function (i.e., the pupil function) of the objective is used as a support constraint for the solution. This support constraint is digitally panned across the Fourier space to reflect the angle-varied illuminations. Essentially, the FP approach combines the phase retrieval technique and the synthetic aperture concept to recover the phase information and expand the Fourier passband at the same time. It has been shown that FP is able to recover a high-resolution complex image with a large field-of-view using a low-NA objective lens. The recovered phase information of 2D thin samples is shown to be quantitative in nature [23].

As a coherent imaging technique, the original FP approach cannot be used for fluorescence microscopy. The reason is very simple: fluorophores are not responsive to phase variation of the excitation waves. In the original FP prototype, no matter which angle we illuminate the sample, the fluorescence emission remains unchanged and no additional information can be extracted from the raw images. To modify the FP recovery concept for fluorescence microscopy, we can simply replace the plane wave illuminations with intensity-varied patterns. In this case, fluorophores are responsive to the intensity variations, and each low-resolution image provides additional information for the high-resolution sample profile. We term such a scheme as pattern-illuminated Fourier ptychography.

As shown in Fig. 1, the pattern-illuminated FP approach uses multiple intensity-varied pattern \( P_n \) \((n = 1, 2, 3, \ldots)\) to illuminate the object \( I_{\text{obj}} \) and acquires the corresponding low-resolution images \( I_n \) \((n = 1, 2, 3, \ldots)\) through the objective lens. The proposed algorithm aims to recover the high-resolution object image \( I_{\text{obj}} \) from the low-resolution images \( I_n \) \((n = 1, 2, 3, \ldots)\). Here we assume that the illumination pattern \( P_n \) is known. Later in this section, we will extend the recovery framework for an unknown illumination pattern.

The image formation process can be expressed in Fourier space as follows:

\[
\mathcal{F}(I_n) = OTF \cdot \mathcal{F}(I_{\text{obj}} \cdot P_n),
\]

Fig. 1. Overview of the pattern-illuminated FP recovery scheme. Multiple pattern-illuminated low-resolution images \( I_n \) \((n = 1, 2, 3, \ldots)\) are used to recover the high-resolution sample image \( I_{\text{obj}} \). In the last low-resolution image \( I_n \) the high-frequency illumination pattern is filtered out by the low-NA objective lens.
where $\mathcal{F}(\cdot)$ denotes the Fourier transform of the image, and $OTF$ denotes the incoherent optical-transfer-function of the low-NA objective lens. There are two multiplication steps in Eq. (1): one in the spatial domain and one in the Fourier domain. In the spatial domain, the object emission profile is multiplied with the illumination pattern to produce a target image: $I_n = I_{\text{obj}} \cdot P_n$. In the Fourier domain, the incoherent OTF is multiplied with the spectrum of the target image to produce the spectrum of the measurement: $\mathcal{F}(I_n) = OTF \cdot \mathcal{F}(I_{\text{obj}} \cdot P_n)$. To recover the high-resolution object emission profile, $I_{\text{obj}}$, we need to invert these two multiplication steps in both the spatial and Fourier domains.

A flow chart of the recovery algorithm is shown in Fig. 2. It starts with an initial guess of the sample emission profile (step 1). This initial guess is sequentially updated by other low-resolution measurements taken under different illumination patterns (step 2). The updating process is iterated until the solution converges (step 3).

These three steps can be explained in details as follows: Step 1: it starts with an initial guess of the sample emission profile, $I_{\text{obj}}$. This initial guess can either be an interpolation of one low-resolution measurement or a random guess. Step 2.1: the initial guess is then multiplied with the illumination pattern, $P_n$, to produce a target image, $I_n$, in the spatial domain: $I_n = I_{\text{obj}} \cdot P_n$. Step 2.2: the target image, $I_n$, is updated by the low-resolution measurement, $I_n$, in the Fourier space as follows:

$$\mathcal{F}(I_n)_{\text{updated}} = \mathcal{F}(I_n) + OTF \cdot (\mathcal{F}(I_{\text{obj}}) - OTF \cdot \mathcal{F}(I_n))$$

(2)
The term $F(I_{in}^{updated})$ is then transformed back to the spatial domain to produce an updated target image, $I_{tn}^{updated}$. Step 2.3: the updated target image, $I_{tn}^{updated}$, is then used to update the high resolution sample estimate in the spatial domain using the following equation:

$$I_{obj}^{updated} = I_{obj} + \frac{P_{n}}{(\text{max} (P_{n}))^{2}} (I_{in}^{updated} - I_{obj} \cdot P_{n})$$  \ (3)

Step 3: The updating process is repeated for all different illumination patterns and iterated until the solution converges. The convergence metric is the mean-square-error (MSE) of two consecutively recovered solutions. The process stops if the MSE is smaller than a pre-defined value.

We note that, Eq. (2) is performed in the Fourier domain and Eq. (3) is performed in the spatial domain. Similar procedures can also be found in the pupil recover scheme of the original FP approach [38], as well as in the conventional ptychography approach [39, 40]. In conventional SIM platforms, the illumination patterns are generated by two beam interference and, thus, the patterns are known. In this case, Eq. (2)-(3) can be used to recover the high-resolution sample image. We note that, unlike the conventional SIM recovery scheme, the reported algorithm requires no phase stepping of the sinusoidal pattern.

It is straightforward to extend the reported framework for handling an unknown pattern. In this case, one unknown pattern can be used to generate multiple low resolution images by projecting the pattern at different spatial positions or rotating it for different orientations. For each pattern projection, one low-resolution image is acquired using the low-NA objective lens. Similar to the recovery process of the sample image, $I_{obj}$, we can assign an initial guess for the unknown pattern, $P_{unknown}$. In our implementation, we use uniform illumination (i.e., $P_{unknown} = 1$) as the initial guess. To recover this unknown pattern, we only need to add one sub-step, step 2.4, in the image updating process. In this sub-step, the updated target image, $I_{tn}^{updated}$, is used to update the unknown pattern as follows:

$$P_{unknown}^{updated} = P_{unknown} + \frac{I_{obj}}{(\text{max} (I_{obj}))^{2}} (I_{in}^{updated} - I_{obj} \cdot P_{unknown} (x - x_{s}))$$  \ (4)

where $x_{s}$ is the scanning position of the sample (or the unknown pattern).

We note that, the use of translated illumination pattern has been demonstrated by Ventalon and Mertz for improving the axial resolution of fluorescence microscopy [14]. Our work, on the other hand, uses the translated illumination pattern to improve the lateral resolution of the sample emission profile. Furthermore, the reported recovery algorithm does not rely on the statistical nature of the illumination patterns. The iterative algorithm is able to recover both the high-resolution sample image and the unknown pattern at the same time.

3. Simulations of the pattern-illuminated FP framework

We first simulated the use of the reported framework for conventional SIM system, where the known sinusoidal patterns are used for sample illumination. Figure 3(a1) shows the simulated raw image acquired by a 0.15 NA objective lens (0.25 µm pixel size). Figure 3(a2) shows the same raw image with 1% additive Gaussian noise. Figure 3(a3) shows the corresponding Fourier spectrum of the raw image.

Next, we used different numbers of sinusoidal patterns for sample illumination and perform image recovery using the pattern-illuminated FP algorithm. In Fig. 3(b), we use 18 sinusoidal patterns for illumination. We only changed the orientations of the sinusoidal patterns and no phase stepping was needed. The frequency of the sinusoidal patterns
corresponds to an illumination NA of 0.1. In Fig. 3(c), we use 36 sinusoidal patterns with two different frequencies. The frequency of the first 18 patterns corresponds to an illumination NA of 0.1, and the frequency of the other 18 patterns corresponds to an illumination NA of 0.25. Therefore, the cutoff frequency of the final recovered image in Fig. 3(c) is improved by 0.25 NA. Following a similar logic, we use 54 sinusoidal patterns in Fig. 3(d), corresponding to three different illumination NAs (0.1, 0.25, and 0.4). The cutoff frequency of the final recovered image shown in Fig. 3(d) is, therefore, improved by 0.4 NA. We also study the noise performance of the proposed algorithm by adding different amounts of Gaussian noise to the raw image. Figures 3(b2)-3(d2) demonstrate the recovered images with 1% additive noise. Figure 3(e) shows the MSE as a function of different noise levels. We can see that the image quality degrades linearly as a function of the additive noise. Therefore, the reported framework is robust against additive noises.

![Fig. 3. Pattern-illuminated FP recovery using sinusoidal patterns. (a1) Simulated raw image without noise, and (a2) with 1% additive noise. (a3) The Fourier spectrum of (a1). FP recoveries using (b) 18 raw images, (c) 36 images, and (d) 54 images. We used 15 loops for the FP reconstructions. For the noise-free cases, the corresponding MSEs are 1.07%, 0.70%, and 0.44% for (b1)-(d1). For the cases with 1% noise, the corresponding MSEs are 1.65%, 1.30%, and 1.12% for (b2)-(d2). (e) The MSE is plotted as function of different noise levels. Different color lines correspond to different number of raw images.](image-url)

To clearly demonstrate the resolution enhancement using the reported scheme, we performed a set of simulations using the star resolution pattern in Fig. 4. Figure 4(a) shows the diffraction-limited image using a 0.15 NA objective lens. Figure 4(b) shows the deconvolved image of Fig. 4(a). Figures 4(c) and 4(d) show the FP reconstructions using 36 and 54 raw images, with the same simulation setting as Fig. 3(c) and 3(d). The resolution enhancement is evident both in the spatial and the Fourier domain. The resolution enhancement effect is essentially the same as the SIM. Frequency mixing between the sample and the non-uniform illumination pattern shifts the high-frequency components to the passband of the collection optics. Therefore, the recorded image contains sample information that is beyond the NA of the employed lens. The reported FP scheme iteratively re-distributes this information into the corresponding regions in the Fourier space.

We also analyze the effect of rotation error and background level in Fig. 5. In this set of simulations, we used 54 raw images for FP reconstructions, same as Fig. 4(d). Figures 5(a1)-5(a3) show the recovered images with 0%, 1%, and 10% rotation errors of the sinusoidal patterns. The corresponding MSEs are 0.35%, 0.92%, and 1.07%. Figures 5(b1)-5(b3) show the recovered images with 0%, 10%, and 100% backgrounds. The corresponding MSEs are...
0.35%, 0.68%, and 10.2%. From this set of simulations, we can see that, the reported scheme is robust against rotational error and auto-fluorescence background level.

Fig. 4. Demonstration of resolution enhancement using a star image. (a1) Simulated diffraction-limited low-resolution image. (b1) Deconvolved image of (a1). The FP reconstructions using 36 (c1) and 54 (d1) raw images. (a2-d2) The Fourier spectrum of (a1-d1). We used 15 loops for the FP reconstructions and the corresponding MSEs are 0.64% and 0.35% for (c1) and (d1).

Fig. 5. Effect of rotational error and background level with sinusoidal illumination patterns. The FP recovered images with (a1) 0%, (a2) 1%, and (a3) 10% rotation errors. The corresponding MSEs are 0.35%, 0.92%, and 1.07%. The FP recovered images with (b1) 0%, (b2) 10%, and (b3) 100% backgrounds. The corresponding MSEs are 0.35%, 0.68%, and 10.2%.

In a practical experiment, it is difficult to precisely characterize the illumination pattern. Therefore, it is important to extend the reported FP framework to handle unknown illumination patterns. As we have discussed in the section 2, we can use one unknown pattern in our framework and translate this pattern to different spatial positions for sample illumination (the scanning step needs to be at the same scale of the speckle size). The object and the unknown pattern can be updated using Eq. (3) and Eq. (4) in the iterative recovery process.

In Fig. 6, we simulated the case of translating one unknown speckle pattern to 169 different spatial positions for sample illumination. The simulated raw images are shown in
Fig. 6(b). The recovered unknown illumination pattern and object image are shown in Fig. 6(c) and 6(d). The MSE of Fig. 6(d1) is 0.4%, comparable to the case of Fig. 3(d1). We note that, the unknown speckle pattern in this simulation is fully randomized. Therefore, the upper frequency limit of the pattern, shown in Fig. 6(a), is only determined by the employed pixel size. In a practical experimental setting, the upper frequency limit for the speckle pattern is, however, determined by the employed optics. For example, if a 0.9 NA condenser is used to focus the speckle pattern onto the sample, the maximum NA of the speckle pattern is 0.9. The corresponding frequency support constraint can then be imposed for illumination pattern at each iteration loop (the components outside the frequency support constraint are set to zero).

Fig. 6. Pattern-illuminated FP recovery using unknown illumination patterns. (a) The unknown illumination pattern (random pattern) is translated into 169 different spatial positions. (b1) The simulated raw image. (b2) The Fourier spectrum of (b1). (c) The recovered illumination pattern. (d) The recovered high-resolution object image and its Fourier spectrum. We used 15 loops for the FP reconstructions. The MSE of (d1) is 0.4%.

In Fig. 7, we used the star resolution image and one translating unknown speckle pattern for FP reconstruction (the simulation setting is the same as Fig. 6). Figure 7(a) shows the diffraction-limited image using a 0.15 NA objective lens. Figure 7(b) shows the deconvolved image of Fig. 7(a). Figures 7(c1) and (c3) show the FP reconstructions for both the high-resolution sample image and the unknown pattern. The MSE of Fig. 7(c1) is 0.32%, similar to that of Fig. 6(d1).

Fig. 7. Demonstration of resolution enhancement using a star image. (a1) Simulated diffraction-limited low-resolution image. (b1) Deconvolved image of (a1). (c) The FP reconstructions using by translating one unknown speckle pattern to 169 different spatial positions. We used 15 loops for the FP reconstructions and the MSE of (c1) is 0.32%.

Received 8 May 2014; revised 27 Jun 2014; accepted 4 Aug 2014; published 21 Aug 2014
(C) 2014 OSA
In Fig. 8, we analyze the effect of positional error and background level for the FP reconstructions (the simulation setting is the same as Fig. 6). Figures 8(a1) and 8(a3) show the FP recovered images with 0%, 1%, and 10% positional errors of the unknown speckle pattern. The corresponding MSEs are 0.32%, 0.41%, and 1.07%. Figures 8(b1) and 8(b3) show the recovered images with 0%, 10%, and 100% uniform backgrounds, and the MSEs are 0.32%, 0.64%, and 10.2%, respectively.

In Fig. 9, we analyze the effect of additive noise (the simulation setting is the same as Fig. 6). Different amounts of Gaussian noises are added into the simulated raw images. The reconstructed FP images are shown in Fig. 9(b1) and (b3). The corresponding MSEs are 0.55%, 0.63%, and 1.57%, respectively.

Finally, we also study the effect of high-pass filtered pattern in Fig. 10. Figure 10(a) demonstrates the case of random speckle illumination where the spectrum amplitude covers all regions of the Fourier space. In Fig. 10(b), we simulated the case of high-pass speckle amplitude (Fig. 10(b2)), and the corresponding intensity pattern contains more high-frequency components (Fig. 10(b1)). Figure 10(a3) and 10(b3) show the corresponding FP reconstructions, and their MSEs are 0.32% and 0.38%. We note that, the design of optimal speckle spectrum for the reported FP scheme is an interesting topic and further investigation is needed.

The simulations shown in Fig. 3-10 validate the effectiveness and robustness of the reported pattern-illuminated FP recovery algorithm.

---

Fig. 8. Effect of positional error and background level with one translating unknown illumination pattern. The FP recovered images with (a1) 0%, (a2) 1%, and (a3) 10% positional errors. The corresponding MSEs are 0.32%, 0.41%, and 10.7%. The FP recovered images with (b1) 0%, (b2) 10%, and (b3) 100% backgrounds. The corresponding MSEs are 0.32%, 0.64%, and 10.2%.
4. Experimental demonstration of the pattern-illuminated FP approach

In this section, we will use the reported framework to improve the resolution of a commercially available fluorescence microscope (Nikon Ti-E motorized microscope). The experimental setup is shown in Fig. 11, where a 488 nm laser diode is used as light source and a diffuser is inserted into the epi-illumination reflector cube. The excitation light, thus, forms a random speckle pattern on the sample. The resulting fluorescence emission then passes through the detection path and reaches the CCD sensor. To acquire a pattern-illuminated FP data set, we only need to move the sample to different spatial positions using the motorized XY stage and acquire the corresponding fluorescence images. We note that, our setup is compatible with most existing epi-illuminated microscope platforms; no major hardware
modification is needed besides adding the diffuser to the excitation filter position of the reflector cube.

In our demonstration, we used a mouse kidney section (Molecular Probes F24630, Life Technology) as our sample. The central wavelength of the mission filter is 525 nm, with a 50 nm bandwidth (Semrock FF03-525/50-25). We use a 10X 0.25 NA objective lens (Nikon) and a CCD camera (Andor Clara CCD) for image acquisition. The sample is moved to 49 different positions in our experiment, and the acquired images are used to recover both the high-resolution sample emission profile and the unknown illumination pattern. Figures 11(b1) and (b4) demonstrate 4 out of 49 acquired raw images using the reported platform. As expected, we can clearly see the speckle-like features from these raw images. We note that, the 10X, 0.25 NA objective lens is used both for illumination and light collection in the reported setting. Therefore, the upper frequency limit of the speckle pattern is determined by the incoherent optical-transfer-function of the 0.25 NA lens. In the recovery process, we imposed the corresponding frequency support to constrain the illumination pattern at each iteration loop.

![Fig. 11.](image)

Figure 11. (a) Pattern-illuminated FP setup. A diffuser is placed at the epi-illuminated arm of the microscope platform. The excitation light from the objective lens forms a speckle pattern on the sample. The resulting fluorescence emission from sample is then collected by the objective lens and detected by the CCD camera. (b1)-(b4) 4 acquired raw images.

Figure 12 demonstrates the performance of the pattern-illuminated FP approach. In Fig. 12(a1), we use the same 10X objective lens with uniform illumination to capture the sample image. The deconvolved image of Fig. 12(a1) is shown in Fig. 12(a2). Figure 12(b1) shows the raw FP image using the speckle illumination. Figure 12(b2) shows the FP reconstruction using 49 raw images. Figure 12(c1) shows the image captured by a 40X high-NA objective lens using uniform illumination. Figures 12(a3), 12(b3), and 12(c2) show the intensity line traces of a small feature of the sample, corresponding to the highlighted regions of Fig. 12(a1), 12(a2), 12(b2) and 12(c1). As shown in Fig. 12(a2), we cannot resolve the two lines using the 10X objective lens. We can, however, barely resolve the two-line feature using the FP recovered image in Fig. 12(b2). We also observe the same feature from the image captured by the 40X high-NA objective lens in Fig. 12(c). Therefore, from the comparison of this set of images, we verify that the observed two-line feature is not an artifact of the FP reconstruction process. From Fig. 12(b) and 12(c), the distance between these two lines is estimated to be 0.66 µm. By resolution criteria, the NA of the FP recovered image is, thus,
determined to be ~0.44. The corresponding resolution enhancement factor is ~1.8, close to the theoretical limit of 2.

We further compare the FP reconstructions using different numbers of raw images in Fig. 13. Figures 13(a)-13(d) show FP reconstructions using 9, 16, 25, and 49 frames respectively. From this comparison, we can see that, the FP reconstruction converges with 25 raw images.

Fig. 12. Experimental demonstration of the pattern-illuminated FP approach. (a1) Sample image acquired using the 10X objective with uniform illumination. (a2) Deconvolved image of (a1). (b1) Speckle-illuminated FP raw image. (b2) FP recovery using 49 raw images. (c1) Sample image acquired using a 40X high-NA objective. (a3), (b3), (c2) Intensity line traces of the highlighted features in (a1), (a2), (b2), and (c1). For (a1) and (c1), we averaged multiple frames to get a similar photon budget as (b2).
Fig. 13. FP reconstructions using different number of raw images. We used 5-15 loops for the iterative recovery process. (a) 9-frame recovery, (b) 16-frame recovery, (c) 25-frame recovery, (d) 49-frame recovery. (a1)-(d1) The recovered object profiles. (a2)-(d2) The recovered unknown illumination patterns. (a3)-(d3) Intensity lines traces corresponding to the highlighted features in (a1)-(d1). The FP reconstruction converges with 25 raw images.
5. Discussion and conclusion

In summary, we have developed and demonstrated an imaging technique, termed pattern-illuminated Fourier ptychography, for high-resolution fluorescence imaging. This approach recovers a high-resolution sample image from many pattern-illuminated low-resolution images. We reiterate that, the use of non-uniform intensity patterns for sample illumination is not a new idea. It has been demonstrated in various imaging settings for improving lateral or axial resolution [2–9, 11–19]. However, the use of the FP framework for recovering a high-resolution fluorescence image is new and may provide an alternative solution for the existing SIM and speckle illuminating platforms.

There are several advantages associated with the reported approach. 1) It is compatible with most existing fluorescence microscope platforms; no major hardware modification is needed. The experimental demonstration presented in this work was performed on a commercially available microscope platform. 2) The rich literatures on correction schemes of FP and conventional ptychography can be integrated into the reported framework. For example, the pupil correction scheme [38] and the adaptive system correction scheme [41] in FP can be integrated into the reported framework for factoring out system uncertainties. The sparsely sampled FP scheme [42] can be used in the reported framework to bypass the pixel aliasing problem. 3) The reported approach is very efficient in terms of computational cost. The solution typically converges with 5-20 loops. In our experimental demonstration, we used 5-15 loops for recovering the images shown in Fig. 12(a1)-(d1). The corresponding computational time is less than one second using an Intel i7 CPU. The reported algorithm is also highly parallelizable. As a result, the computational time can be significantly shortened using a graphical processing unit (GPU). 4) The mechanical scanning range of the reported approach is on the order of speckle size. Therefore, the scanning process is considered very fast compared to the conventional sample scanning process, where the scanning range is on the scale of sample size. In our implementation, the entire scanning region is restricted within 15 µm by 15 µm.

There are three limitations associated with the current experimental setting. 1) The epillumination configuration uses the same objective lens for light delivering and light collection. Therefore, it limits the maximum resolution enhancement factor to 2. It would be straightforward to decouple the illumination NA from the collection NA using a transmission configuration. For example, we can use a high-NA condenser lens to produce high-frequency speckle patterns. We can then use a low-NA lens to capture raw images. The final resolution is determined by the high-NA condenser lens while the final field-of-view is determined by the low-NA objective lens. In this regard, it is possible to use the reported approach to develop a high-throughput gigapixel fluorescence imaging platform. Such a development will be complementary to the gigapixel bright-field microscopy using the original FP approach. 2) In the current implementation, the sample scanning positions are assumed to be the known information. This assumption requires the use of precise mechanical stages. However, we note that, it is possible to recover the scanning positions from the cross-correlation of the acquired images. Therefore, it is possible to recover the high-resolution image without knowing the scanning positions of the sample. We will present this result in a future publication. 3) We assume the sample is a 2D section in the reported framework. Modelling the reported FP framework using 3D optical transfer function and 3D speckle patterns is one of our future directions.
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