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Abstract—Electromigration (EM) is one of the major concerns in the reliability analysis of very large-scale integration (VLSI) systems due to the escalating current densities in interconnects resulting from technology scaling [1]. EM-induced voiding processes cause the increase of interconnect resistance, leading to degradation or potential destruction of circuit functionalities. Thus, it is important to develop accurate and efficient EM effect failure assessment methods for VLSI chips in 7-nm technology and below. However, the traditional Black’s model [2] and Blech’s effect model [3] target stress evolution prediction on single metal wires only, causing high prediction errors and excessive design margins.

Several physics-based methods have been proposed recently [4]–[8]. It should be noted that the major challenge of EM analysis in the physics-based methods is to solve stress diffusion-induced partial differential equations (PDEs) governed by Korhonen’s equation [9] with complex boundary conditions (BCs) and initial conditions. In [10] and [11], a new physics-based approach was proposed for EM assessment in power delivery networks of VLSI. The approach extended the reliability analysis of single metal wires to multisegment interconnects to obtain the projected steady-state stress [12]. The mesh-based numerical methods, such as the finite difference method (FDM) and the finite element method (FEM), can solve the PDEs arising from complex on-chip interconnect topologies but require a significant number of unknown variables due to the spatial and temporal discretization. Moreover, an analytical solution of stress evolution for simple multibranch interconnect trees was developed to predict dynamic stress evolution during the void nucleation phase under time-varying temperature [13], [14]. The method constructed a basis function based on Laplace transformation, which provides new insights for EM reliability analysis. In [15], the proposed method modified the accelerated separation of variables (ASOVs) for describing dynamic stress evolution under constant temperature.

On the other hand, machine learning methods have demonstrated their capability to explore the invisible correlation of massive data in recent years [16]–[19]. The algorithm [20] employed a neural network as a nonlinear component of an appropriate trial function to solve PDEs with low demand on memory space. Physics-informed neural networks (PINNs) encoded laws of physics into a neural network for discovering solutions of general PDEs [21]. Frameworks, such as weak adversarial networks (WANs) and multifidelity PINNs (MPINNs), have been proposed for classical problems in fluids, quantum mechanics, reaction–diffusion systems, and the propagation of nonlinear shallow-water waves [22], [23]. Inspired by recent progress with learning-based methods for solving PDEs, a data-driven meshless 2-D analysis method was proposed to calculate electric potential and electric field in VLSI interconnects [24]. The stress solution of the coupled EM-induced PDEs is nonsmooth and depends on the structure...

I. INTRODUCTION

ELECTROMIGRATION (EM) reliability analysis has become a significant design consideration in very large-scale integration (VLSI) systems due to the escalating current densities in interconnects resulting from technology scaling [1]. EM-induced voiding processes cause the increase of interconnect resistance, leading to degradation or potential destruction of circuit functionalities. Thus, it is important to develop accurate and efficient EM effect failure assessment...
of interconnect, shown in Fig. 1. One limitation of employing these competing learning-based schemes in EM analysis is that the prediction accuracy will decrease as the number of segments increases since the methods focus on solving a single PDE and cannot directly provide a global approximation for the interconnects governed by coupled PDEs subject to complex BCs. To mitigate this problem, our previous work [25] extended PINN to a new space-time PINN (STPINN) for analyzing the EM-induced stress evolution by coupling the physics-based EM analysis with dynamic temperature incorporating Joule heating and via effect.

In this article, we propose a new approach to achieve stress evolution solutions under time-varying temperatures during the void nucleation phase. The proposed method employs multilayer perceptrons (MLPs) to generate differentiable, closed stress solutions on arbitrary complex multisegment interconnect structures without a mesh generation. Furthermore, we compute the stress evolution motivated by dynamic temperature and analyze the kinetic difference against the constant temperature.

The proposed method is compared with PINN [21], FEM [26], and EMSpice [27] in accuracy and performance. EMSpice is a simulation tool for full-chip EM analysis, which can obtain stress solutions of straight multisegment interconnects without a mesh generation. The proposed method shows high accuracy and computational savings. The main contributions of this article are as follows.

1) We propose a fast learning-based stress evolution computation method aiming at complex multisegment interconnect structures. The method is based on MLP and requires no prior knowledge of stress evolution during the training process. Unlike numerical methods, such as FDM and FEM, the proposed method, which is mesh-free, can obtain the EM-induced stress at a certain space and time without solving solutions at all meshing points.

2) We propose a new method to formulate the objective function to consider the constraints of EM-induced stress evolution consisting of the diffusion process, BCs, and initial conditions. In stress analysis on multiseg-ment interconnects, compared with the state-of-the-art learning-based PINN method and STPINN, the proposed method is extended to reduce the demand on the number of training data and to achieve higher prediction accuracy at a shorter training time.

3) The proposed method can obtain the stress distribution of any complex multisegment interconnect structure whose junction is connected to more than two adjacent segments. Transient stress evolution at any given aging time and location can be inferred by the proposed method. The advantages of the proposed method on accuracy and computational performance are verified by numerical results.

The remainder of this article is organized as follows. Section II reviews the EM physics and the physics-based stress modeling. Section III generalizes the constrained problem according to the EM stress modeling and shows how to formulate the objective function. Section IV introduces the framework of the proposed method and extends it to the dynamic model for time-varying temperature. Section V shows the results of the proposed method and performance comparison against competing methods. Section VI concludes this article.

II. EM PHYSICS AND PHYSICS-BASED STRESS MODELING

EM is the mass transport resulting from the momentum exchange between conducting electrons and metal atoms within the high-density current. In a dual-damascene structure, the metal atoms are subject to a mechanical driving force and an opposite electronic wind force, leading to a depletion at the cathode and an accumulation at the anode of metal wire. In this process, voids and hillocks are generated by the lasting electrical load, which develops a stress gradient along the metal wire. Tensile stress promotes the formation of atom depletion and causes void nucleation when its value exceeds the critical value, defined as $\sigma_{crit}$. The copper atoms are blocked from diffusing toward interlayer (ILD) and intermetal dielectrics (IMD) by a barrier layer. Fig. 2(a) and (b) shows the EM effect in the single copper metallization for electrons moving upward and downward, also referred to upstream electron flow and downstream electron flow [28]. The void nucleation phase can be governed by the kinetics equation and the electrical resistance of interconnects is degenerated due to void growth after the nucleation phase [9], [29].

The interconnect trees which consist of connected metal segments are bounded by the barrier layers at vias in VLSI chips, which results in the blocked region constraint for the metal atoms free-flowing.

Korhonen’s equation describes the hydrostatic stress evolution $\sigma_i(x, t)$ in the $i$th segment by diffusion-like [9], which takes the form

$$\frac{\partial \sigma_i(x, t)}{\partial t} = \frac{\partial}{\partial x} \left( k_i \left( \frac{\partial \sigma_i(x, t)}{\partial x} + G_i \right) \right)$$

(1)

where $x$, $t$, $k_i = D_i B \Omega/(kT)$ are location, time, and stress diffusivity. It is supposed that the stress diffusivity is the same
in each segment. The notation $B$ is the effective bulk related to line geometry, especially width, aspect, and grain morphology [30], [31]. The Boltzmann constant and the absolute temperature are $k$, $T$. The effective atomic diffusion coefficient, defined as $D_{a} = D_{0} \exp(-E_{a}/(kT))$, is typically determined by the interfacial and grain boundary diffusivities induced by grain microstructure development [32], where $D_{0}$ is the self-diffusion coefficient. Notations $\Omega$, $j$, $\rho$, $Z^{*}$, and $E_{a}$ represent the atomic lattice volume, current density, metal resistivity, the effective charge number, and activation energy, respectively. The EM driving force is written as $G = |Z^{*}|\rho j/\Omega$.

We suppose there is no pre-existing residual stress along the interconnects and the integrated circuit (IC) is defined as

$$\sigma_{i}(x, 0) = 0.$$  

(2)

The spatial gradient of stress evolution $(\partial \sigma / \partial x)$ in the terminals and interior junctions of the interconnect tree are restrained by the BCs. Specifically, BC at the terminal describes that the atomic flux is blocked at the terminal of the confined metal wire and the atomic flux is defined as

$$J(x, t) = \frac{D_{a}C_{v}}{kT} \left( \left. \frac{\partial \sigma_{i}(x, t)}{\partial x} \right|_{x=x_{r}} + G_{r} \right).$$  

(3)

where $C_{v}$ is the number of metal atoms per unit volume and $r$ represents the terminal and interior junctions of the interconnect tree. During the nucleation phase of stress evolution, the atomic flux at terminals is equivalent to zero, then BC at terminals is expressed as

$$\kappa_{b} \left( \left. \frac{\partial \sigma_{i}(x, t)}{\partial x} \right|_{x=x_{b}} + G_{b} \right) = 0$$  

(4)

where $b$ represents the blocked terminals.

Within the interconnect trees, metal atoms diffuse across adjacent segments through interior junctions of the interconnect. In this way, the stress at the interior junction follows the flux conservation as:

$$\sum_{i} w_{i, r} \cdot \kappa_{i} \left( \left. \frac{\partial \sigma_{i}(x, t)}{\partial x} \right|_{x=x_{r}} + G_{i} \right) \cdot n_{i, r} = 0$$  

(5)

where $w_{i, r}$ is the branch width of segment $i$ connected to interior junction $r$ and $n_{i, r}$ represents the unit normal direction of the junction on segment $i$, which is $+1$ for the left, below segments and $-1$ for the right, upper segments. The length and width of each segment are not exactly the same due to the design requirements. Furthermore, stress continuity condition shows that stress at interior junctions is continuous on the adjacent segments, which can be expressed as

$$\sigma_{i_{1}}(x_{i}, t) = \cdots = \sigma_{i_{m}}(x_{i}, t)$$  

(6)

where segments $i_{1}, \ldots, i_{m}$ intersect at $x_{i}$. To this end, (4), (5), and (6) describe the BCs of (1).

III. GRADIENT-BASED ANALYSIS IN STRESS EVOLUTION

In order to solve the stress evolution equations, we generalize the diffusion-constrained problem and the gradient constrained problem in stress modeling. The diffusion-constrained problem focuses on discovering the stress diffusion process within each segment governed by Korhonen’s equation (1), while the gradient constrained problem aims at finding the proper spatial gradient of stress at nodes to satisfy BCs. In this section, we first solve the diffusion-constrained problem by constructing a trial function. The physics-based constraints are then transformed into the gradient constraint. After that, we formulate a gradient-based objective function for neural network training to perform the stress evolution analysis.

A. Diffusion-Constrained Problem

In EM analysis, the diffusion-like Korhonen’s equation (1) constructs the diffusion constraint for stress evolution distribution within each segment in the time range $t \in (0, T_{\text{steady}}]$, where $T_{\text{steady}}$ is the upper limit of the observation time sufficient for EM evaluation or reaching the steady state. To satisfy the constraint, we introduce a trial function $\Psi_{i}(x, t, L, \theta_{-}, \theta_{+})$ as the solution of stress modeling. The function takes location $x$, time instance $t$, length of the segment $L$, and adjustable parameters $\theta_{+}, \theta_{-}$ as inputs, and is capable of providing solutions respecting the diffusion constraint subject to the initial condition (2), which satisfies

$$\Psi_{i}(x_{i, j}, t, L_{i}, \theta_{-}, \theta_{+}) = \arg \min_{\Psi} \left\{ \sum_{i=0}^{M} \sum_{j=0}^{N} \left| \Psi_{i}(x_{i, j}, 0, L_{i}, \theta_{-}, \theta_{+}) \right|^{2} \right\}^{1/2}$$

$$+ \sum_{i=0}^{M} \sum_{j=0}^{N} \left[ \kappa_{i} \left( \frac{\partial \Psi_{i}(x_{i, j}, L_{i}, \theta_{-}, \theta_{+})}{\partial x_{i, j}} + G_{i} \right) \right]^{2} - \frac{\partial \Psi_{i}(x_{i, j}, L_{i}, \theta_{-}, \theta_{+})}{\partial \theta_{+}} \right\}^{1/2}.$$  

(7)

Here, $i$ represents the number of the segment. The notations $x_{i, j} \in (0, L_{i})$, $t_{i, j} \in (0, T_{\text{steady}}]$ are the $i$th spatial and temporal collocation points of the $i$th segment obtained by random sampling schemes. This minimization in (7) will fulfill the physics constraints in (1) and (2). The details for deriving the trial function are given in Appendix A. The trial function follows:

$$\Psi_{i}(x, t, L, \theta_{-}, \theta_{+})$$

$$\sum_{n=0}^{2} \frac{d k(t, \theta_{-})}{d t} \ast (g(\xi_{1}(n, x, L), t) + g(\xi_{3}(n, x, L), t))$$

$$- k(0, \theta_{-}) \times (g(\xi_{1}(n, x, L), t) + g(\xi_{3}(n, x, L), t))$$

$$+ \frac{d k(t, \theta_{+})}{d t} \ast (g(\xi_{2}(n, x, L), t) + g(\xi_{4}(n, x, L), t))$$

$$+ k(0, \theta_{+}) \times (g(\xi_{2}(n, x, L), t) + g(\xi_{4}(n, x, L), t))$$  

(8)

where

$$\xi_{1}(n, x, L) = (2n + 2)L - x$$

$$\xi_{2}(n, x, L) = (2n + 1)L - x$$

$$\xi_{3}(n, x, L) = (2n)L + x$$

$$\xi_{4}(n, x, L) = (2n + 1)L + x$$  

(9)

and

$$g(x, t) = \frac{2}{\sqrt{\pi}} \sqrt{\frac{k T}{\pi}} e^{-\frac{x^{2}}{2k T}} - x \times e \times f c \left\{ \frac{x}{2\sqrt{k T}} \right\}.$$  

(10)

Here, $k(t, \theta)$ is an adjustable time-related function and the temporal convolution follows $a(t) \ast b(t) = \int_{0}^{t} a(\tau)b(t - \tau) d\tau$. 
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It should be noted that the trial function is subject to the following Neumann BCs when \( t \geq 0 \):
\[
\begin{align*}
\frac{\partial \Psi_i(x, t, L, \theta^-, \theta^+)}{\partial x} - k(t, \theta^-) &= 0, \quad x = 0 \\
\frac{\partial \Psi_i(x, t, L, \theta^-, \theta^+)}{\partial x} - k(t, \theta^+) &= 0, \quad x = L
\end{align*}
\]
which are motivated by (3). It can be observed from (11) that the adjustable functions \( k(t, \theta^-), k(t, \theta^+) \) are equivalent to the spatial gradients of the trial function at nodes of each segment. The superscript \(-/+ \) is employed to distinguish the preceding and subsequent nodes. We define this time-related spatial gradient at nodes as the stress gradient. It demonstrates that for any segment \( i \), the function \( k(t, \cdot) \) approximates the stress gradient by the adjustable parameter \( \theta_i^{-/+} \) corresponding to the preceding/subsequent node. Since the trial function (8) satisfies the diffusion constraint, the optimization problem of the stress modeling has been reduced from the original diffusion-gradient-constrained problem to a gradient-constrained problem with respect to the adjustable parameters \( \theta \). In the next section, we present a systematic method of computing \( \theta \) to deal with the constrained problem in stress modeling.

### B. Gradient Constrained Problem

To construct an accurate trial function for approximating stress evolution, we customize the expression of stress gradient evolution subject to the gradient constraint. The gradient-constrained problem aims at adjusting the stress gradient by the adjustable parameter \( \theta \) to satisfy BCs. We first illustrate the notation definition in Fig. 3. The Cartesian coordinate is employed to represent different positions in the interconnects with complex structures. The positive direction is used to distinguish the preceding and subsequent nodes of each segment. For a general interconnect tree, we use \( L_i, w_i, \) and \( G_i \) to describe the length, width, and EM driving force of the \( i \)th segment. We denote \( k(t, \theta_i^{-/+}) = k_i^{\theta_i^{-/+}}(t) \) as the stress gradient at the preceding/subsequent node of the \( i \)th segment, where \( C_i^{\theta_i^{-/+}} \) represents the coordinate of the corresponding node. Fig. 3 shows an instance of cross-shaped interconnect with segments \( i_1, i_2, i_3, i_4 \). We define the center node of the interconnect as \( C_i = C_i^+ = C_i^- = C_i^4 \) and the stress gradients at \( C_i \) as
\[
\begin{align*}
k_{i,m}(t) = \begin{cases} 
    k_i^+(t), & m = 1 \\
    k_i^-(t), & m = 2 \\
    k_i^0(t), & m = 3 \\
    k_i^4(t), & m = 4. 
\end{cases}
\end{align*}
\]
We denote the collections of EM driving force and width in the adjacent segments connecting with \( C_i \) by \( G_i = [G_{i_1}, G_{i_2}, G_{i_3}, G_{i_4}] \) and \( w_i = [w_{i_1}, w_{i_2}, w_{i_3}, w_{i_4}] \).

**Theorem 1:** For arbitrary node \( C_i \) connecting with segments \( i_1, i_2, i_3, i_4 \), the initial stress gradient at \( C_i \) follows:
\[
k_{i,m}(0) = J(w_i, G_i)
\]
\[
= \begin{cases} 
    -G_i, & m = 1, 3 \\
    w_i G_{i_1} + w_i G_{i_2} - w_{i_3} G_{i_4}, & m = 2, 4
\end{cases}
\]
\[
\text{at terminal}
\]
\[
= \begin{cases} 
    0, & m = M \\
    \frac{dG_{i_2}(t)}{dt} / \left( w_{i_2} \right), & m = 1, 2, 3, 4
\end{cases}
\]
\[
\text{at terminal}
\]

Here, \( G_i \) is the EM driving force in the terminal segment.

**Proof:** See Appendix B.

It demonstrates in Theorem 1 that the initial stress gradient in (8) can be derived by the adjacent EM driving forces and widths. We suppose that there are \( M \) segments connecting with the node \( C_i \) and define the index of the adjacent segments as \( \Gamma_i \). We employ a neural network with adjustable parameter \( \alpha \) to obtain the time derivatives of the first \( M - 1 \) stress gradients
\[
\frac{dk_{i_1,\Gamma_1}(t)}{dt}, \ldots, \frac{dk_{i_1,\Gamma_{M-1}}(t)}{dt} = F(t, C_i, G_i, \alpha).
\]
The neural network takes the time instance, the node coordinate \( C_i \) as well as the adjacent EM driving forces \( G_i \) as inputs. In this way, we can employ the adjustable parameter \( \alpha \) to obtain stress gradients on the whole interconnect instead of employing different parameters \( \theta_i^{-/+} \) for stress gradient at each node of each segment. We also define a transformation \( H(\cdot) \) to obtain the stress gradient satisfying conditions (4) and (5), which takes the form
\[
\frac{dk_{i,m}(t)}{dt} = H \left( \frac{dk_{i_1,\Gamma_1}(t)}{dt}, \ldots, \frac{dk_{i_1,\Gamma_{M-1}}(t)}{dt} \right)
\]
\[
= \begin{cases} 
    0, & m = M \\
    \frac{dG_{i_2}(t)}{dt} / \left( w_{i_2} \right), & m = 1, 2, 3, 4
\end{cases}
\]
\[
\text{at terminal}
\]
\[
\text{at terminal}
\]

The inputs of (15) are the outputs of (14). The transformation \( H(\cdot) \) and the initial stress gradient calculation \( J(\cdot) \) in Theorem 1 satisfy the constraints corresponding to BC at terminals and the flux conservation. Therefore, the trial
function (8) describing stress evolution prediction of the \( i \)th segment can be rewritten as

\[
\Psi_i(\mathbf{x}, \theta_i^*, \theta_i^+, L_i) = \Psi_i(\mathbf{x}, \mathbf{C}_i, L_i, \alpha),
\]

where \( \mathbf{G}_i = [G_i^-, G_i^+] \), \( \mathbf{W}_i = [w_i^-, w_i^+] \), and \( C_i = [C_i^-, C_i^+] \) are the collections of adjacent EM driving forces, widths, and coordinates of the preceding and subsequent nodes in the \( i \)th segment. The trial function will approximate the solution of stress modeling once it satisfies (6). We can penalize the deviations of (6) by minimizing the loss

\[
E[\alpha] = \sum_{i=1}^{N_n} \sum_{j=1}^{M_i-1} \sum_{k=1}^{N_i} \Psi_i(x_{ij}, t_{ik}, \mathbf{G}_i, \mathbf{W}_i, C_i, L_i, \alpha)
-
\Psi_i(x_{ij}, t_{ik}, \mathbf{G}_i, \mathbf{W}_i, C_i, L_i, \alpha))^2.
\]

(17)

Here, the \( i \)th segment and the \( i_{j+1} \)th segment intersect at the \( i \)th interior junction node and we suppose the \( i \)th node has \( M_i \) adjacent segments. The location of the \( i \)th node on the \( i \)th segment is denoted by \( x_i \), which follows \( x_i = 0 \) at the preceding node and \( x_i = L_i \) at the subsequent node. The notation \( N_n \) represents the number of interior junction nodes in the interconnect tree.

The objective function (17) focuses on keeping stress continuous at interior junctions in arbitrary \( N_n \) time instances. The competing learning-based methods (such as PINN) constrain neural networks using the diffusion equation and the corresponding BCs, initial conditions by the loss function, which will require a large number of training data for the loss function when the number of coupled diffusion equations increases. Thus, PINN cannot provide satisfactory accuracy when it is expanded to analyze stress evolution on large interconnect trees with multisegments. To solve stress modeling equations of large interconnects through neural networks, we propose a new objective function (17) enforcing the physics-based constraints at segment nodes, which is in low demand for training data compared with the training schemes requiring sampling collocation points in the whole interconnect. This low demand for training data stems from a preconstructed trial function as the solution of the stress modeling equation satisfying the diffusion constraint, BC at terminals, and flux conservation. No additional derivative calculation is required during the training process in the proposed method compared with PINN. This results in significant computational savings in the training process.

The parameters in the trial function are updated by minimizing (17). After convergence, we can obtain the stress evolution of the interconnect tree with any structure by the trial function.

IV. MULTILAYER PERCEPTRON METHOD

In this section, we propose an MLP-based method to obtain the stress evolution in complex interconnect trees. Fig. 4 shows the flowcharts of the conventional EM stress computation and the proposed learning-based stress evolution computation. The conventional methods consist of numerical methods that employ grid meshing and temporal iterations to obtain the mesh-dependent stress evolution, and analytical methods which derive closed forms for stress development on specific interconnect geometry. In the proposed scheme, we replace the linear span of a finite set of local basis functions in numerical methods such as FEM with nonlinear and linear operations in MLP to obtain mesh-free stress evolution with few temporal iterations. As shown in Fig. 4, in the proposed method, we generate the training data and the test data according to the interconnect tree structure and EM driving force after performing the scaling scheme and data preparation. The trial function which is related to the neural network \( F \), the linear transformation \( H \), and the initial stress gradient calculation \( J \), provides the stress evolution prediction through the input data. The prediction accuracy will increase as the objective function converges to a global minimization. More details in the flowchart will be discussed.

A. Scaling Scheme and Data Preparation

One potential limitation in stress modeling is that the related coefficients differ by a few orders of magnitude. For neural network training, we propose a scaling scheme to normalize the coefficients for the following neural network training.

\[
\frac{\partial \sigma_i(x, t)}{\partial t} = \frac{\partial}{\partial x} \omega_\sigma \omega_\sigma \left( \frac{\partial \sigma_i(x, t)}{\partial x} + \frac{\partial \sigma_i}{\partial t} \right)
\]

(18)

where \( t = \omega_\sigma t_0 \), \( x = \omega_\sigma x_0 \), \( \sigma_i(x, t) = \omega_\sigma \sigma_i(x_0, t_0) \) are the scaled time, location, and stress evolution, respectively. We redefine \( G_i = \omega_\sigma G_i, k_i = \omega_\sigma^2 / \omega_\sigma k_i, x_0, t_0, \sigma_i(x_0, t_0), G_i, k_i, \) as the scaled EM driving force and stress diffusivity corresponding to the \( i \)th segment, and \( x_0, t_0, \sigma_i(x_0, t_0), G_i, k_i \) as the coefficients with original magnitude in the stress modeling. With the constant scaling factors of location \( \omega_\sigma \), time \( \omega_\sigma \), and stress evolution \( \omega_\sigma \), the scaling scheme takes the form

\[
\sigma_i(x, t, k_i, G_i) = \sigma_i \left( \frac{\omega_\sigma x_0}{\omega_\sigma x_0}, \frac{\omega_\sigma t_0}{\omega_\sigma t_0}, \frac{\omega_\sigma x_0}{\omega_\sigma x_0} \right)
\]

(19)

In this way, we regular the coefficients for the following neural network training. The scaling scheme is also effective for BCs and initial conditions. This results in taking \( t, x \), \( G_i, k_i \) as the inputs for data preparation. It should be noted that the stress prediction \( \sigma_i \) obtained by the scaled inputs should be restored to the original magnitude by the scaling factor \( \omega_\sigma \).

Then, we generate the dataset in the data preparation. A collection of parameters is required to describe the geometry and EM driving force of each segment. For the \( i \)th segment connected with nodes \( C_i^+, C_i^- \), the collection can be generalized...
as \{G_{ij}, W_{ij}, C_{ij}, L_i\}, where \(L_i, C_i = [C_{i0}^-, C_{i1}^+]\) represent the length and the node coordinates of the segment, and \(G_{ij}\) and \(W_{ij}\) represent the EM driving forces and the widths of the adjacent segments connecting with the nodes. The breadth-first traversal method is employed for generating the above collection.

During the training phase, the required training dataset is the inputs of the loss function (17), enforcing the stress continuity condition, which describes the relationship between the stress developments at the same node on the intersecting segments at arbitrary time instances. The location of each node with respect to the intersecting \(i\)th segment is denoted by \(x_{ij}\), which is equivalent to zero for the preceding node and \(L_i\) for the subsequent node. The collection of \(N_i\) time instances \(t_{i,k}(k = 1, \ldots, N_i)\) is randomly sampled in the observation temporal range \([0, T_{\text{steady}}]\). To this end, for the adjacent segments \(i_j\) and \(i_{j+1}\), we generalize the training data by

\[
\{x_{ij}, t_{i,k}, G_{ij}, W_{ij}, C_{ij}, L_i, L_j, x_{i_{j+1}}, t_{i,k}, G_{ij}, W_{ij}, C_{ij}, L_i, L_{i+1}\}.
\]

During the inference phase, to obtain stress evolution in the \(i\)th segment at the observation location and time \(t\), the location should be transformed to the location with respect to the \(i\)th segment satisfying \(x \in [0, L_i]\). The input of the inference procedure follows \(\{x, t, G_{ij}, W_{ij}, C_{ij}, L_i\}\), which is the input collection for the trial function. It should be noted that although both the training and inference datasets are extracted from the same case with specific interconnect geometry and EM driving forces, the training dataset only includes the collections of interior junction nodes, while the inference data can be collections describing arbitrary positions within the interconnect wire.

### B. Learning-Based Stress Evolution Computation

The neural network, as the extension of mathematical models, has been developed for approaching solutions of PDEs recently. Moreover, the multilayer perception is proven to be a universal function approximator that applies linear and nonlinear transformations to inputs [33]. Since MLP is straightforward to understand and manipulate, in this work, we employ MLP for the nonlinear approximation \(H\) in the trial function to solve the coupled EM-induced PDEs.

In order to obtain solutions of the trial function (8), we employ the Gauss–Legendre quadrature algorithm to perform a fast convolution operation. We rewrite the trial function of the 4th segment

\[
\phi_i(x, t, G_{ij}, W_{ij}, C_{ij}, L_i, \alpha) = \sum_{n=0}^{N_i} \sum_{j=0}^{N_j} A_{ij} \frac{1}{2} \left[ -d_i^-(t_j^+) \times \left( g(\xi_2(n, x), t_j^-) + g(\xi_3(n, x), t_j^-) \right) \right]
\]

\[
+ \sum_{n=0}^{N_i} \left[ k_i(0) \times \left( g(\xi_1(n, x), t) + g(\xi_3(n, x), t) \right) \right]
\]

where

\[
\kappa \frac{\partial \sigma}{\partial T'} = \frac{\partial}{\partial x} \left[ \kappa_0 \frac{\partial \sigma}{\partial x} + G \right]
\]

Here, \(A_j\) and \(t_j\) are the Gaussian weights and zero points of the Legendre polynomial. We use the convolution kernel for time discretizing, then substitute the discrete time into Gauss–Legendre integration in (20). Section V-B will analyze the impact of the number of discrete integration series \(N_d\) on accuracy. The objective function (17) is calculated according to the trial function (20) employing the Gauss–Legendre quadrature algorithm and constrains the numerical relationship between solutions of the trial function with different specific inputs. This leads to MLP training based on known input data rather than prior knowledge of stress evolution. As the loss converges to a global minimum, the trial function can provide accurate stress approximations.

### C. Dynamic EM Model Under Time-Varying Temperature

It is shown in Korhonen’s equation that the varying diffusivity caused by dynamic temperature will efficiently accelerate or decelerate the stress build-up [34], shown in Fig. 5. We assume that the temperature of interconnects is time dependent and employ the parameter \(\kappa(t)\) describing the stress diffusivity under time-varying temperature. Then, we rewrite (1)

\[
\frac{\partial \sigma}{\partial T'} = \frac{\partial}{\partial x} \left[ \kappa_0 \frac{\partial \sigma}{\partial x} + G \right]
\]

where \(T' = \int_0^t (\kappa(t'))/\kappa_0 dt\) and \(\kappa_0\) is a constant. It demonstrates that the analysis for stress evolution under time-varying temperature can be considered as solving an EM-induced stress equation under constant temperature after a nonlinear transformation from the temporal variable \(t\) to \(T'\). We employ an MLP with one hidden layer to predict this nonlinear transformation and use the trial function with adjustable weights (20) to predict the stress evolution under the constant temperature \(\kappa_0\). The experimental results in Section V-A show the effectiveness of the dynamic EM model in obtaining time-varying temperature-related stress evolution.
V. RESULTS AND DISCUSSION

In this section, we present stress evolution results obtained from the proposed method and validate its accuracy and performance under constant and time-varying temperatures. In the experiments, the constant temperature is set to be 350 K and the time-varying temperature is set to be \( (350 + 30 \sin(4 \times 10^{-3} \pi t)) \) K. First, we analyze the impact of various widths of interconnect trees on stress evolution and expand the model to a dynamic model for EM analysis under time-varying temperature. Then, we discuss how the number of discrete integration and the size of training data affect prediction accuracy. We also test cases with different numbers of layers and neurons to customize the MLP structure. We verify the training acceleration of the proposed model compared with learning-based PINN. Finally, we prove the scalability of the proposed method for EM analysis on straight multisegment interconnects and complex multisegment interconnects. We compare the proposed method against the FEM [26], PINN [21], EMSpice [27] for accuracy, training time, and computational time, respectively. The proposed method and PINN are implemented in Python 3.6.2 with Tensorflow 1.12.0 and NVIDIA GTX1080Ti. The FEM simulations are performed by the COMSOL Multiphysics software [26] in 2-D structures.

In the training process, we employ the second-order-based optimizer L-BFGS [35] to adjust weights in MLP and employ tanh as the activation function. Scaling factors of length, time, and stress are configured as \( \omega_x = 1 \times 10^{-5} \), \( \omega_t = 1 \times 10^{-7} \), and \( \omega_{\sigma} = 1 \times 10^{-7} \). The initial learning rate is 0.001 with Xavier’s initialization method. For the comparisons of the proposed method, FEM and EMSpice, the values of parameters used to calculate the stress evolution are set as \( k = 1.38 \times 10^{-23} \, \text{J/K} \), \( e = 1.6 \times 10^{-19} \, \text{C} \), \( Z^* = 10 \), \( E_r = 1.1 \, \text{eV} \), \( B = 1 \times 10^{11} \, \text{Pa} \), \( D_B = 5.2 \times 10^{-5} \, \text{m}^2/\text{s} \), \( \rho = 2.2 \times 10^{-8} \, \Omega \cdot \text{m} \), \( \Omega = 8.78 \times 10^{-30} \, \text{m}^3 \), and \( \sigma_{\text{crit}} = 4 \times 10^8 \, \text{Pa} \).

A. Accuracy Analysis

For validation, we obtain the stress evolution on the multisegment straight wires and cross-shaped five-terminal wires, shown in Fig. 6. We configure a four-segment interconnect tree of \( L_1 = 10 \, \mu\text{m}, L_2 = 20 \, \mu\text{m}, L_3 = 10 \, \mu\text{m}, L_4 = 10 \, \mu\text{m} \) within current densities \( j_1 = 4 \times 10^9 \, \text{A/m}^2, j_2 = -1 \times 10^9 \, \text{A/m}^2, j_3 = -4 \times 10^9 \, \text{A/m}^2, j_4 = -1 \times 10^9 \, \text{A/m}^2 \). We employ a 5-layer MLP with 50 neurons per layer to construct the trial function. The number of discrete series satisfies \( N_g = 8 \) and the size of training data is set as \( N_c = 30 \). Fig. 7(a) and (b) shows the stress evolution on segments with different widths and demonstrate that the results obtained from the proposed method fit well with the solutions obtained from FEM, with relative errors of 0.07% and 0.06%.

In the simulation of a cross-shaped five-terminal wire, we configure trees of \( L_1 = 20 \, \mu\text{m}, L_2 = 10 \, \mu\text{m}, L_3 = 20 \, \mu\text{m}, L_4 = 30 \, \mu\text{m} \) and the current densities are set to \( j_1 = 4 \times 10^9 \, \text{A/m}^2, j_2 = 2 \times 10^9 \, \text{A/m}^2, j_3 = 1 \times 10^9 \, \text{A/m}^2, j_4 = 7 \times 10^8 \, \text{A/m}^2 \). The comparisons of stress evolution are shown in Fig. 7(c) and (d). It demonstrates that compared with FEM, the proposed method achieves stress with 0.45% and 0.91% relative errors for the two cases. From Fig. 7, we can observe the difference in stress evolution on interconnects with different segment widths. It illustrates the significance of considering the width of interconnects in the EM reliability problem.

For the dynamic EM model under time-varying temperature, Fig. 8 shows stress evolution at the middle node and the right terminal versus time in the range from 0 to \( 1 \times 10^8 \) s. The interconnect tree is configured as a two-segment wire of \( L_1 = 2 \, \mu\text{m}, L_2 = 3 \, \mu\text{m}, j_1 = 4 \times 10^9 \, \text{A/m}^2, j_2 = -1 \times 10^{10} \, \text{A/m}^2 \). We employ a 1-layer MLP with 100 neurons.
to perform the nonlinear transformation of temporal variables. The time-varying temperature profile and the stress evolution under constant temperature (CTS) are plotted in Fig. 8. It demonstrates that the dynamic model can achieve stress evolution along the whole interconnect tree with 0.62% relative error against FEM. Although the time-varying temperature has the same average value as the constant temperature, it shows faster evolution speed and shorter void nucleation time under time-varying temperature.

### B. Performance Analysis

In Table I, we report the resulting relative error under different numbers of integral discrete series and training data, while keeping the 5-layer MLP with 50 neurons per layer fixed. The relative error describes the error of stress evolution along the whole interconnect tree at 10 specified time points from $1 \times 10^5$ to $1 \times 10^8$ s compared with FEM. It can be observed that when the number of integral series is larger than 8, the relative error is reduced as the number of training data increases. It is shown the general trend that prediction accuracy is increased as the number $N_g$ is increased. However, it will cost more computational time in the integral operation with more discrete series. Considering the tradeoff between accuracy and calculation speed, we set the number of integral series as $N_c = 8$ for fast trial function calculation. Table II shows the systematic studies of the MLP structure configuration with different numbers of layers and neurons per layer, while the number of training data and integral series are set as $N_c = 30$ and $N_g = 8$. As expected, it can be observed from Table II that the prediction accuracy is increased as the number of layers and neurons is increased. In this work, we choose a 5-layer MLP with 50 neurons per layer to construct the trial function (20).

Then, we compare the proposed method with a state-of-the-art learning-based method, the PINN, on the change process of the objective function. PINN is proposed for tasks respecting any given laws of physics governed by PDEs through machine learning [21]. We employ a 10-layer MLP with 50 neurons per layer in PINN and a 5-layer MLP with 50 neurons per layer in the proposed method. The training data size and the number of integral series are fixed to $N_c = 30$ and $N_g = 8$. Fig. 9(a) and (b) shows the value change of the objective function versus the iteration step and the training time when obtaining the stress evolution of a four-segment straight wire through PINN and the proposed method. We plot these figures together since the objective functions of these methods are approximately the same. It can be observed that the loss of the proposed method declines to a lower value with less training time and iteration steps than PINN. The proposed method is early stopped within 150 s, while PINN cannot converge to a satisfactory value after 400 s. After 13k training iterations, the proposed method and PINN show the relative errors of 0.07% and 3.98%, respectively. Hence, compared with PINN, the proposed method is capable of achieving more satisfactory accuracy with less training time. For further runtime comparison, the runtime of COMSOL is 6.49 s, and it costs 4.78 and 420 s for the training of the proposed method and the PINN-based method to obtain stress evolution with 0.94% and 3.98% relative errors compared with COMSOL, respectively.

Moreover, due to the wide temporal range in the stress evolution evaluation, the performance of the learned model PINN on training data will not be easily maintained on validation data. As shown in Fig. 10, after neural network training of datasets with the time range $0–1 \times 10^5$ s, PINN shows inaccurate prediction at the early time $t = 1 \times 10^5$ s, while our proposed method shows good agreement with the results obtained by FEM due to the employment of the trial function satisfying the physical constraints.

### C. Scalability Analysis

In this section, we validate the accuracy of the proposed method in multisegment interconnect trees by FEM and compare the performance with the EMSPice simulator. In the simulation, we employ a 5-layer MLP with 50 neurons per layer and set the number of integral series as $N_g = 8$. The number of training data is set in the range $N_c = 10–30$. In the

### TABLE I

| $N_c$ | $N_g$ | 8 | 16 | 32 |
|---|---|---|---|---|
| 10 | 5.51e-3 | 1.39e-3 | 3.11e-3 |
| 20 | 1.42e-3 | 1.27e-3 | 9.39e-4 |
| 30 | 6.46e-4 | 5.30e-4 | 5.08e-4 |

### TABLE II

| Layers | Neurons | 30 | 40 | 50 |
|---|---|---|---|---|
| 3 | 8.78e-4 | 6.31e-4 | 8.05e-4 |
| 4 | 8.70e-4 | 8.84e-4 | 6.37e-4 |
| 5 | 7.19e-4 | 5.35e-4 | 6.09e-4 |

Fig. 9. Loss versus (a) iteration and (b) time by PINN and the proposed method. Training of the proposed method is early stopped after convergence.

Fig. 10. Stress comparison of the two-segment interconnect wires at $t = 1 \times 10^5$ s.
the network training, we can reduce \( N_c \) of the trained model. The total runtime \( \delta \) for \( 2k \) iterations and (a) stress comparison of the 168-segment interconnect tree between the proposed method, FEM, and EMSpice.

Moreover, we perform the proposed method and EMSpice simulations on increasing \( n \)-segmented straight interconnect trees to demonstrate the computational savings and satisfactory accuracy of the proposed method, shown in Table III. Here, we record the runtime of EMSpice employing 100 temporal iterations as \( t_{ems} \) and the sum of runtime for COMSOL modeling and high-accuracy computation as \( t_{com} \), respectively. For the inference phase of the proposed method, the runtime \( t_{pre} \) and \( t_{inf} \) are the data preparation time for the observed space–time input data and the inference time for obtaining stress development at 10 specified time points from 1 \( \times 10^5 \) to 1 \( \times 10^8 \) s. The notation \( t_{tra} \) represents the training time for each case within 2k iterations and \( \delta \) represents the corresponding relative error of the trained model. The total runtime \( t_{tot} \) of the proposed method is the sum of \( t_{pre} \), \( t_{inf} \), and \( t_{tra} \). The proposed method consumes little time for test data preparation and stress evolution inference, demonstrating great computational savings of the proposed method. This saving is more obvious in the stress prediction of interconnect trees with more segments. Although the adjustable parameters in the proposed method are required to be trained for specific interconnects configured with varying current densities, this can be alleviated via offline training [37]. Since the second-order optimization-based method L-BFGS is employed in the proposed method, the training time scales with the grid size as \( O(\beta m n) \) when the numbers of layers and neurons per layer are fixed. The notation \( m \) is a small number (typically between 5 and 10) related to the L-BFGS technique and \( \beta \) is the number of training iterations. The accuracy of the learned model will vary with different interconnect cases. The proposed method will show more promising accuracy with more training iterations and we record the error of the proposed method by \( \delta_{com} \) when the training is converged. It can be observed from Table III that when the number of interconnect segments is larger than 236, \( t_{tot} \) is smaller than the execution time of EMSpice. Besides, the proposed method shows increasing performance gain in running speed as the number of segments increases. Compared with competing methods, such as EMSpice and FEM, the proposed method requires less discrete integration series without a mesh generation, while keeping satisfactory approximation accuracy.

Since Table II shows that the error does not change much with the number of layers, we reduced MLP into a simple linear regression and a single-layer neural network, and reported the experimental results in Table IV, showing relative errors of stress prediction on \( n \)-segment neural networks. It can be observed that both the linear regression model and the single-layer neural network model can obtain high accuracy for interconnects with few segments. However, the accuracy of both the linear regression model and the linear regression model will reduce as the number of segments increases. Compared with the proposed method requires less discrete integration series without a mesh generation, while keeping satisfactory approximation accuracy. 

2) Multisegment Complex Interconnect Tree: In real power interconnects of the standard cell, there are complex interconnect trees containing nodes with more than two adjacent segments [5]. Fig. 12 shows the structure of a 23-segment complex interconnect tree and Fig. 13 shows the configured current density and length of each segment. The comparison

![Fig. 11. (a) Current density configuration of a 168-segment interconnect tree and (b) stress comparison of the 168-segment interconnect tree between the proposed method, FEM, and EMSpice.](image-url)
TABLE IV
RELATIVE ERRORS UNDER A SIMPLE LINEAR REGRESSION, A SINGLE-LAYER NEURAL NETWORK, AND A 5-LAYER MLP

| Network                  | 22  | 58  | 76  | 109 | 168 | 236 | 439 | 571 | 702 | 801 |
|--------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Linear Regression        | 1.8e-4 | 1.4e-4 | 2.9e-4 | 3.3e-4 | 1.1e-3 | 1.9e-4 | 4.8e-2 | 5.6e-2 | 3.4e-2 | 3.2e-2 | 1.8e-1 |
| Single-layer Neural Network| 1.8e-4 | 5.3e-4 | 8.7e-4 | 1.8e-3 | 7.1e-4 | 7.3e-4 | 2.8e-2 | 2.7e-2 | 1.0e-2 | 2.5e-2 | 1.4e-1 |
| 5-layer MLP              | 1.8e-4 | 2.3e-4 | 5.3e-4 | 3.3e-4 | 3.9e-4 | 3.7e-4 | 1.8e-3 | 1.4e-3 | 1.3e-3 | 5.2e-3 | 2.0e-3 |

Fig. 12. 23-segment complex interconnect tree structure.

Fig. 13. Configuration of current density and length for the 23-segment complex interconnect tree.

Fig. 14. Stress comparison of a 23-segment complex interconnect tree between the proposed method and FEM at (a) $t = 5 \times 10^5$ s; (b) $t = 5 \times 10^6$ s; (c) $t = 1 \times 10^7$ s; and (d) $t = 1 \times 10^8$ s.

D. Parameterized Label-Free Modeling

In this section, we extend our proposed method for parameterized simulations involving multiple varying geometric and current density parameters, which results in that the learned model can generalize to unseen cases. Since the stress evolution is related to the global characteristics of the interconnect wire such as geometry and current densities, the adjacent node coordinates of $C_{ij}$ are employed as the additional inputs of the MLP model. In this way, for the stress analysis of two-segment interconnect wires, the global interconnect geometry and current density are included in the input of the MLP model. We randomly generated 1k sets of two-segment interconnect wires with varying current densities and lengths shorter than 100 $\mu$m to construct training datasets. The proposed method is label-free since no prior knowledge of stress evolution (label) is required during the training procedure. We employed a 5-layer MLP with 50 neurons per layer and set $N_g = 8$ and $N_c = 30$ for each training batch. To validate the accuracy of the learned model, Fig. 15 shows the stress evolution results of the test cases describing two-segment interconnect wires, where the four test cases are completely unseen during training. The proposed label-free method can extrapolate to brand new test cases with no need for retraining. Compared with the FEM-based tool COMSOL, the results of the proposed label-free method demonstrate 2.87% average relative error on the four new test cases. Since no training is required for each new case, the time cost of the proposed method is 0.006 s (1099× faster than COMSOL and 13× faster than EMSpice), showing significant computational savings.
Here, the coefficients $A$ and $B$ are determined by BC in (11) and we define $k^+(t) = k(t, \theta^+)$ and $k^-(t) = k(t, \theta^-)$. Substituting $\hat{\Psi}(x, s)$ from (24) into the Laplace form of (11), we obtain the following linear well-posed equation:

$$
\begin{pmatrix}
  a & -a \\
  a e^{aL} & -a e^{-aL}
\end{pmatrix} \cdot \begin{pmatrix}
  A \\
  B
\end{pmatrix} = \begin{pmatrix}
  D^{-}(s) + k^+(0) \\
  D^{+}(s) + k^+(0)
\end{pmatrix}
$$

(25)

where $a = \sqrt{s/\kappa}$, $D^{-}(s) = sK^-(s) - k^-(0)$, $D^{+}(s) = sK^+(s) - k^+(0)$. The notations $K^-(s)$ and $K^+(s)$ represent the Laplace form of $k^-(t)$ and $k^+(t)$. Thus, solving the linear system (25) yields

$$
\begin{align*}
A &= -\frac{D^{-}(s) + k^-(0)}{sa} e^{-2aL} + \frac{D^{+}(s) + k^+(0)}{sa} e^{-aL} \\
B &= -\frac{D^{-}(s) + k^-(0)}{sa} e^{-2aL} + \frac{D^{+}(s) + k^+(0)}{sa} e^{-aL}
\end{align*}
$$

(26)

We then employ the complementary error function to construct a basis function $g(x, t)$ in (10). In particular, the complementary error function is widely used in the digital communication system, heat equation, etc. Coupling spatial functions $\xi_q(n, x, L)(q = 1, 2, 3, 4)$ in (9) and the basis function $g(x, t)$ in (10), we can obtain $\hat{\Psi}(x, t)$ by the inverse Laplace transformation on (24) with the known coefficients in (26).

$$
\hat{\Psi}(x, t, L, \theta^-, \theta^+)
=\sum_{n=0}^{+\infty} \left[ -\frac{dk(t, \theta^-)}{dt} * (g(\xi_1(n, x, L), t) + g(\xi_3(n, x, L), t)) - k(0, \theta^-) \times (g(\xi_1(n, x, L), t) + g(\xi_3(n, x, L), t)) + \frac{dk(t, \theta^+)}{dt} \times (g(\xi_2(n, x, L), t) + g(\xi_4(n, x, L), t)) + k(0, \theta^+) \times (g(\xi_2(n, x, L), t) + g(\xi_4(n, x, L), t)) \right].
$$

(27)

**Appendix B**

**Proof of Theorem 1**

We first write the BCs for stress evolution of the four segments as follows:

$$
\begin{align*}
\kappa_{i1} \left( \frac{\partial \sigma_{i1}}{\partial x_1} - k^-(t) \right) &= 0, x_1 = -L_{i1}, t > 0 \\
\kappa_{i2} \left( \frac{\partial \sigma_{i2}}{\partial x_2} - k^+(t) \right) &= 0, x_2 = L_{i2}, t > 0 \\
\kappa_{i3} \left( \frac{\partial \sigma_{i3}}{\partial x_3} - k^-(t) \right) &= 0, x_3 = -L_{i3}, t > 0 \\
\kappa_{i4} \left( \frac{\partial \sigma_{i4}}{\partial x_4} - k^+(t) \right) &= 0, x_4 = L_{i4}, t > 0 \\
\sigma_{i1} &= \sigma_{i2} = \sigma_{i3} = \sigma_{i4}, x_1 = x_2 = x_3 = x_4 = 0, t > 0 \\
\sigma_{1i} &= \sigma_{i1} = \sigma_{i2}, x_1 = x_2 = x_3 = x_4 = 0, t > 0 \\
y_1 &= y_2 + y_3 = y_4 = 0, t > 0.
\end{align*}
$$

(28)
\[
\begin{align*}
A_1 &= \begin{pmatrix}
    a e^{-\alpha L_{t1}} & -a e^{\alpha L_{t1}} \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & a e^{\alpha L_{t2}} & -a e^{-\alpha L_{t2}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & a e^{-\alpha L_{t3}} & -a e^{\alpha L_{t3}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix} \\
&= \begin{pmatrix}
    K_{t1}^- \\
    B_1 \\
    A_2 \\
    B_2 \\
    A_3 \\
    B_3 \\
    A_4 \\
    B_4 \\
\end{pmatrix} \\
&= \begin{pmatrix}
    -\kappa c_1 + \kappa c_2 - \kappa c_3 + \kappa c_4 \\
\end{pmatrix} \\
\end{align*}
\]
We then employ the Laplace transformation technique and construct \( L(\sigma_{im}) = A_{m}e^{\sqrt{\kappa_{m}/\kappa}} + B_{m}e^{-\sqrt{\kappa_{m}/\kappa}} \) respecting Korhonen’s equation. The Laplace form of BCs in (28) yields the linear system in (29), shown at the previous page, where \( \kappa_{j} = \kappa_{j} = \kappa_{i} = \kappa = \sqrt{\kappa}/\kappa \), and \( c_{m} = G_{m}/s \). The coefficients \( A_{m} \) and \( B_{m} \) are given by (30), shown at the previous page. Then, we substitute (30) into the stress gradients at the center node by \( L(\sigma_{im}/\partial x_{i}|_{x_{i}=0}) = aA_{m} - aB_{m} \). The stress gradients in the Laplace form are shown in (31), shown at the top of this page. The initial stress gradient at the center node can be obtained by employing the initial value theorem of Laplace transformation on (31). Moreover, it is known in BCs that the stress gradient satisfies \( \frac{\partial \sigma_{i}}{\partial x_{i}}|_{x_{i}=0} = -G_{b} \) at the terminal. Finally, the initial stress gradient at nodes of interconnect tree follows (13).
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