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Abstract

The Qur’an QA 2022 shared task aims at assessing the possibility of building systems that can extract answers to religious questions given relevant passages from the Holy Qur’an. This paper describes SMASH’s system that was used to participate in this shared task. Our experiments reveal a data leakage issue among the different splits of the dataset. This leakage problem hinders the reliability of using the models’ performance on the development dataset as a proxy for the ability of the models to generalize to new unseen samples. After creating better faithful splits from the original dataset, the basic strategy of fine-tuning a language model pretrained on classical Arabic text yielded the best performance on the new evaluation split. The results achieved by the model suggests that the small scale dataset is not enough to fine-tune large transformer-based language models in a way that generalizes well. Conversely, we believe that further attention could be paid to the type of questions that are being used to train the models given the sensitivity of the data.
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1. Introduction

Automatic Question Answering (QA) task is gaining increased attention in recent years. The task aims at building models that can provide answers to various user-generated questions by utilizing a large set of curated documents. The type of understanding and reasoning required to answer these questions is challenging. Open-domain QA aims at extracting answers using knowledge graphs and information retrieval systems, or generating answers using large pre-trained transformer-based architectures (Chen and Yih, 2020). Conversely, Reading Comprehension QA (RCQA) aims at extracting a span from a specified passage as the answer to a question. Training models for RCQA generally depends on building large scale datasets of question (Q), answer (A), passage (P) triples in which the answer (A) is a span of contiguous text extracted from the passage (P). For example, the SQUAD dataset was built by crowdsourcing more than 100k triples of Question/Answer/Passage where human annotators were asked to pose questions, and extract their answers from 536 English Wikipedia articles (Rajpurkar et al., 2016). The availability of such large datasets allows researchers to train models that can better generalize to unseen questions, thus advancing the field of Question Answering.

The Qur’an QA 2022 shared-task is another example of the RCQA tasks (Malhas et al., 2022). The Qur’an QA task provides 1,337 triples of questions, passages, and their answers (Malhas et al., 2022). In addition to the small size of the dataset, having questions written in Modern Standard Arabic (MSA), and passages written in Classical Arabic (CA) makes it more challenging. For instance, questions such as ما هي الإشارات للذماغ أو لأجزاء من الدماغ في القرآن؟ and من الذماغ في القرآن؟ contain lexical terms that are not part of CA. In this paper, we provide the system description of the SMASH team of the University of Edinburgh in the task. We built a system for answering questions given passages from the holy Qur’an and make our code available for public use. In addition, we provide our general thoughts on the task and potential suggestions for improvements. Our team achieved a pRR score of 0.4004 in the official submitted run to the task.

The remaining sections of the paper are organized as follows: §2 shows the steps we took to create better faithful splits of the dataset, §3 describes the model’s architecture, §4 reports the results achieved by the different model variants that were tested, and finally §5 gives some directions that might help with building better models.

2. Data Preparation

Rogers et al. (2020) argues that dataset creators need to provide an additional annotation for each triple to indicate the type of reasoning needed in order to answer the question. Providing such taxonomy allows for analyzing the performance of models trained using the dataset. Depending on a single aggregated metric for evaluating a model will neglect the fact that the model might be poorly performing on some question types, given that the datasets might be skewed in a way such that some question types are over-represented, while other types are under-represented.

Automatic categorization of question types: starting from the aforementioned recommendation, we classified the questions in the Qur’an QA dataset according to the interrogative article that appears in the question as a proxy for the type of reasoning needed to answer these questions given relevant passages from the Holy Qur’an and or CA.

We release the code through: https://github.com/AMR-KELEG/SMASH-QuranQA/
Table 1: Examples of data leakage in the original training and development splits. Leakage is sometimes caused by having paraphrased questions in the two splits that refer to the same passages, and have the same answer span.
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![Figure 1: The distribution of question types among the train and development splits.](image)

- **Shared Answer**
- **Shared Passage**
- **Question (Dev)**
- **Question (Train)**

| Shared Answer | Shared Passage | Question (Dev) | Question (Train) |
|---------------|----------------|----------------|------------------|
| من شاء قلؤم ومن شاء فليكر | وقل الحق من ريك فعمل شاء فليكر ومن شاء فليكر إذا أعتدت للطلائعين ناراً أصابهم سرادقها وإن استعينوا يعثوا بهما كافل بهم يصي ووجه عن الشراب وسواها مرتفعاً | هل سمح الإسلام بحرية الاعتقاد بالآكل إلى الإنسان؟ | أتهم القرآن بأنه السبب في الإسلام لكونه أبا الكثير الكافل |
the model’s performance on what (لمان) and polar interrogative questions (ما) is much better than the other question types. Our initial interpretation was that the model is able to reason about these types of questions in a way that generalizes to new unseen questions in the development dataset split. However, manually investigating the data showed that most of the questions of these types in the development dataset are paraphrases of questions in the training dataset that have exactly the same answer spans (A) from the same passages (P). Table 1 provides some examples demonstrating the issue of having questions in the development split that are mere paraphrases of other questions in the training split. These questions refer to the same passage, are paraphrases of each others, and thus have the exact same answer span. Questions belonging to these two question types represent 60% of the development dataset. A model that overfits the training data can achieve high scores by just generating the same answer span for a passage that was seen in the training data without doing any kind of reasoning. Consequently, a high performance on the provided development set might be misleading which does not help in reaching a robust optimized model for the task. On the other hand, we noticed that 17.5% of the development dataset belongs to the question type ‘when شئ’ that is not part of the training dataset. One can argue that it is nearly impossible to expect the model to generalize to question types that were not encountered in the training data. A similar issue was flagged by [Lewis et al. (2021)] as they showed that there exists an overlap between the training and testing splits of multiple open-domain QA datasets, which in turn affects the ability of these datasets to be used as benchmarks for the various QA models.

Building faithful splits: based on limitations discussed above in the original training and the development datasets, we decided to generate new training and development splits by concatenating both the original training and development splits then dividing the dataset into four mutually exclusive datasets: (1) context in domain with leakage (i.e. training and development set share questions that have the same passage and answer) \(D_{(1)\text{in+leakage}}\), (2) context in domain without leakage \(D_{(2)\text{in+no leakage}}\), (3) hard out of domain \(D_{(3)\text{ood+hard}}\), and (4) easy out of domain \(D_{(4)\text{ood+easy}}\). First, \(D_{(1)\text{in+leakage}}\) is formed by selecting all samples having repeated (passage, answer) pairs or (question, answer) pairs. This type represents samples that the model can memorize, and thus are not useful for evaluating the generalization abilities of the model. \(D_{(2)\text{in+no leakage}}\) contains samples of repeated passages that are not part of \(D_{(1)\text{in+leakage}}\). All the remaining samples have unique passages (i.e.: passages that occur only once in the concatenated datasets).

\(^3\)We use full-match to consider two strings to be matching, which implies that for instance the following answers：ما، والما are not considered to be repeated.

| Split name                  | Train | Dev | Total |
|-----------------------------|-------|-----|-------|
| \(D_{(1)\text{in+leakage}}\) | 119   | 181 | 300   |
| \(D_{(2)\text{in+no leakage}}\) | 209   | 32  | 241   |
| \(D_{(3)\text{ood+hard}}\)    | 0     | 60  | 60    |
| \(D_{(4)\text{ood+easy}}\)    | 189   | 29  | 218   |
| **Total**                   | 517   | 302 | 819   |

Table 2: Number of triples in the new faithful splits of the dataset.

These samples are split by assigning the ones having their question appearing three times or less to \(D_{(3)\text{ood+hard}}\). These questions are rare, and thus the model should find it tricky to overfit them. Lastly, samples of unique passages which have their question appearing four or more times are assigned to \(D_{(4)\text{ood+easy}}\).

After categorizing the samples, the four datasets were split into training, and development splits as follows. For \(D_{(2)\text{in+no leakage}}\) and \(D_{(4)\text{ood+easy}}\), each dataset was randomly shuffled and split into training and development datasets using 86.7/13.3 splitting percentages which are the same ratios used in the original dataset. For \(D_{(1)\text{in+leakage}}\), only one question is kept for each repeated (question, answer) and (passage, answer) pairs in the training dataset. The remaining samples of \(D_{(1)\text{in+leakage}}\) are added to the development split. On the other hand, the whole \(D_{(3)\text{ood+hard}}\) is used as a development split in order to measure the ability of the model to reason about the different question types without relying on memorizing answers that are frequent for specific questions or specific passages. Table 2 shows the number of the training and development samples.
within the new faithful split.

Detecting overfitting using the new faithful splits:
We hypothesize that splitting the original dataset into four splits provides a proxy for predicting whether a model is still learning, or is just overfitting the training examples. Knowing that models need large number of samples to operate effectively, training samples from the four splits are compiled, and used as a whole to train/fine-tune models. Irrespective of the model being deployed, we think that a model which is overfitting the samples of the compiled training data would have the following performance trend on the development samples of the different splits (sorted in a descending order):

- **D(1)**in-leakage: Samples within this split either share the same passage-answer pair or the same question-answer with one sample of the compiled training dataset. An overfitting model might be tempted to yield high probabilities for the answer’s tokens, irrespective of the passage or the question.

- **D(4)**ood-easy: While passages within this split are unique and are not encountered in the training data, the fact that the questions are previously encountered in the dataset, would in some cases imply that the answers needed to be extracted from this unique passage have lexical overlap with the answers of the same questions within the training data.

- **D(3)**ood-hard: The fact that both the questions and passages are unique implies that the model would need to achieve good generalization in order to be able to properly answer these questions.

- **D(2)**in-no leakage: This split is the most challenging one, since the model has encountered the passages within this split in the training dataset, however the new questions imply that the model should be able to understand the question in order to generate the right answer instead of just recalling the answer of the question in the training dataset.

3. Model Architecture

### 3.1 Model used in our submission

Given the success of BERT models with the RCQA task (Devlin et al., 2019), we fine-tuned the CAMELBERT-CA (Inoue et al., 2021) to predict the span of the answer given both the passage and the questions as an input to the model separated by the special $[SEP]$ token as shown in Figure 2. While there is a large number of available Arabic BERT models that showed their quality performance on several tasks (Farha and Magdy, 2021), we decided to use the CAMELBERT-CA model for our task since it is pretrained on the OpenITI dataset, which is a large curated corpus of books written in Classical Arabic, including the Holy Quran (Nigst et al., 2020). The fact that the model’s pretraining corpus contains text written in Classical Arabic makes it more suitable for the Qur’an QA task.

After tokenizing the input into subwords, the model Vanilla + CA is fine-tuned to independently predict the probability that the answer span starts at each subword and the probability that the answer span ends at each subword. In inference time, a simple greedy decoding method is used to predict the right answer span. More specifically, the subwords at which the answer span begins/ends are these subwords having the highest start/end probabilities, respectively. In case the answer span is invalid, the subword at which the span ends precedes the subword at which it starts, then the answer span is considered to start at the start index and end at the last subword of the passage. The model was fine-tuned for 16 epochs, while saving checkpoints of the weights at the end of each epoch. An Adam optimizer was used with a learning rate set to $10^{-5}$, beta values set to 0.9, and 0.98, and batches of 32 passage-question sequences having a maximum length of 512 subwords. A single NVIDIA Quadro-RTX-8000 GPU of 48 GB VRAM was used to fine-tune the models. In order to simplify the fine-tuning process, no hyper-parameter tuning was performed. Since the task allows providing five different answers to each sample and being motivated by keeping our solution simple, the whole passage was used as the second ranked trivial answer.

### 3.2 Abandoned experiments

As an attempt to improve the performance of the fine-tuned BERT-based model, we tested different independent tricks that did not manage to improve the performance of the basic fine-tuned CAMELBERT-CA model (Vanilla + CA).

#### Using a pretrained MSA model (Vanilla + MSA)

Since the questions are written in MSA and given that CAMELBERT-MSA is pretrained on larger data than CAMELBERT-CA, then fine-tuning CAMELBERT-MSA might give the model a better understanding of the questions, and thus better reasoning.

#### Embedding Named Entities (NER)

Motivated by the fact that some questions are about the prophets, angels and other religious named entities, the intuition was that giving the model an extra signal might help in extracting spans that are related to these entities. First, a list of named-entities was compiled from multiple Wikipedia pages related to the Qur’an.³ Then, a learnable entity embedding

---

³Padding was used in case a sequence is shorter. Only two sequences in the training/development data had longer lengths than 512 subwords, and these sequences were truncated to the maximum length of 512 subwords.

⁴Examples of triples from the four splits are listed in the Appendix.
Figure 3: pRR scores computed at the end of each training epoch on the different data splits. $D_{train}$ refers to the compiled training sets from all the data splits. This compiled dataset is used to fine-tune the models. On the other hand, models are evaluated on the development samples of each split independently.

was added to the input embeddings of the tokens that are among the list of compiled named-entities. The entity embedding is a parameter similar to positional embeddings used to encode the position of subtokens in the input sentence.
Stemming the text (Stemming) As a way to reduce the morphological diversity of Arabic tokens that might hinder the model’s ability to find connections between the question and the passage, Farasa (Abdelali et al., 2016) was used to stem the text before feeding it into the CAMELBERT-CA. In order to be able to extract a span from the raw passage, mapping needed to be done between the span of tokens before and after stemming. It is worth mentioning that stemming does not affect the number of tokens.

More complex answer span decoding methods
We tested with decoding multiple answer spans based on the start/end probabilities of the passage subtokens. Our empirical results showed that just depending on the start/end probabilities is not enough to rank the decoded spans. Therefore, we opted to using the greedy decoding method mentioned at the beginning of this section.

4. Results
Using the new faithful splits of the dataset described in \((\text{3})\) the four variants of the model (namely \((1)\) Vanilla + CA, \((2)\) Vanilla + MSA, \((3)\) NER, and \((4)\) Stemming) were fine-tuned on the compiled training samples of all the four splits. Figure 5 shows pRR scores computed at the end of each fine-tuning epoch. The model is typically evaluated on the compiled set of training samples in addition to the development sets of each of the four splits.

Analyzing the models’ performance: Looking at the pRR scores, we observe that the four variants of the model perform better on samples that are similar to the ones found in the training dataset. More specifically, the scores on the \((D)_{\text{in-leakage}}\) split are nearly on par with those achieved on the compiled set of training samples \(D_{\text{train}}\). While the scores on the other three splits are lower than these achieved on the \((D)_{\text{in+leakage}}\) split, the models are shown to perform higher on the \((D)_{\text{ood+easy}}\) split in compared to the harder \((D)_{\text{ood+hard}}\), and \((D)_{\text{in+no leakage}}\) splits. Given that the number of evaluation samples in the \((D)_{\text{ood+hard}}\) split is nearly double these in the \((D)_{\text{in+no leakage}}\) split, the \((D)_{\text{ood+hard}}\) split was used to guide the selection of the best performing variant. Surprisingly, the vanilla CAMELBERT-CA model (Vanilla + CA) fine-tuned on the training samples outperform all the other variants by an absolute difference of nearly 0.1. This can be attributed to the fact that the training set is too small for the models to generalize to new samples. Consequently, using more complex models might be not beneficial since it is hard to tune the parameters using such small dataset.

Error analysis on the official testing dataset: The pRR scores achieved by the model indicate that it is unable to reason about all the questions in the testing dataset. Manual inspection of the answers extracted from passages within the testing data reveals that the model sometimes tend to ignore the question, and extract the same answer span for specific passages that occurred in the training dataset. For example, the model predicts the same answer span of the following question in the training datasets when it is fed the same passage with a different question.

Assessing the stability of the models: Reimers and Gurevych (2017) showed how deep learning models are susceptible to achieve unstable performances when spurious parameters such as the random seed are changed. Therefore, we are reporting the distribution of the pRR scores achieved by the four model variants when evaluated on the \((D)_{\text{in+leakage}}\) and \((D)_{\text{ood+hard}}\) splits in Figure 4. Focusing our attention first on the performance of the models on the \((D)_{\text{ood+hard}}\) split reveals the superior performance achieved by the Vanilla + CA model in compared to all the other model variants. Moreover, the box plots show a non-negligible variance in the pRR achieved by the models as an effect of just changing the random seed. Conversely, the pRR scores achieved on the \((D)_{\text{in+leakage}}\) split yields different conclusions, with having the Vanilla + MSA model outperforming the Vanilla + CA one. We think that these contradicting observations demonstrate the harmful impact that data leakage might have in case design decisions are blindly taken based on the performance on the development split without investigating the samples represented within the split, and comparing them to the ones in the training split.

Results of our submissions: Following these observations, we made two submissions based on the Vanilla + CA model in which the model was fine-tuned using 1, and 3 as the random seeds respectively. The pRR scores reported in Table 4 indicate that the official results on the hidden test set, and these achieved on the \((D)_{\text{ood+hard}}\) split are similar to a great extent, which in turn might mean that the \((D)_{\text{ood+hard}}\) split can be reliably used to evaluate the ability of the model to generalize to unseen data.

5. Going Further
Given how models are sensitive to the samples within the training dataset, we believe that researchers interested in extending the dataset should be mindful of the types of questions and the passages of these new samples. A potential way of preventing the models from overfitting would be to have multiple questions of different types referring to different spans from the same passage. Doing so might prevent the models from extracting the same answer span for a passage while ignoring the question. This strategy is employed in large RCQA datasets such as SQUAD, where more than 100,000 questions were generated from 23,215 paragraphs extracted from only 536 Wikipedia articles (i.e.: The average number of questions for each paragraph is 4.31) (Rajpurkar et al., 2016). On the other hand, the training split of the QRCD dataset
Figure 4: Distribution of pRR scores on the development samples of the $D_{(1)n+\text{leakage}}$ and $D_{(3)ood+\text{hard}}$ splits for 10 different random seeds of each architecture.

| Model name          | Official pRR score on the hidden test set | pRR score on the $D_{(3)ood+\text{hard}}$ Dev split |
|---------------------|------------------------------------------|---------------------------------|
| Vanilla + CA seed = 1 | 0.3801                                    | 0.4073                          |
| Vanilla + CA seed = 3 | 0.4004                                    | 0.4083                          |

Table 3: pRR scores of the submitted systems on the hidden test set, and the $D_{(3)ood+\text{hard}}$ dataset

has 468 unique passages, and 710 questions (i.e.: The average number of questions for each passage is 1.51). It is worth mentioning that for SQUAD, the paragraphs were first compiled, and then annotators were asked to pose questions that are answered by spans within these paragraphs. Conversely, the AyaTEC dataset, from which the QRCD dataset is created, was built by first compiling a list of questions, and then searching for Quranic verses that answer such questions [Malhas and Elsayed, 2020]. Moreover, providing annotations for the reasoning type required to answer the questions would be beneficial for analyzing the performance of the model on different types of questions and interpreting the behavior of these models.

Finally, and given the sensitivity of this task, it might be better to avoid questions that can have multiple interpretations, and would create unnecessary controversy. For example, “ما كنت بلغ الإسلام يتعرض?” is a question that appears 19 times in the original development dataset, where some answer spans are specific to some contexts, and can not be provided as an answer to this question in general. For instance, the following answer span

فإذا أسلم الآشهر الحرم فاغتفلوا المشتكين حيث وجدتهم

خذوهما واحصرواهما وافغدوا لهما كل مدرس

This does not in turn imply by any means that Islam urges Muslims to kill each and every person who participated in this war. Consequently, extracting the following answer span for the specified extreme question would be misleading. Given the diversity of topics in the Quran and the small size of the dataset, it might be better to train models to answer factoid questions. Answers to such questions do not depend on the context, and therefore will not cause any unnecessary controversy. This is also motivated by the fact that the answers extracted by models are not generally interpretable, and thus one will not be able to reason about why a model is behaving in a specific way.

### 6. Conclusion

Despite the advancements researchers have achieved in solving a diverse set of Natural Language Processing (NLP) tasks using the (pretrain then fine-tune) paradigm, our experiments show that using a relatively small-sized Reading Comprehension Question Answering (RCQA) dataset for fine-tuning a large pretrained language model is challenging, especially if we are aiming at having models that can generalize to different types of questions that require complex reasoning. Moreover, we indicate that the dataset used for fine-tuning the models might have a data leakage problem between the training and development splits. This problem hinders the possibility of using the model’s performance on the development set as a reliable proxy for the model’s generalization abilities to new unseen samples.
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Appendix

Tables 4 and 5 showcase some samples from the new faithful splits, along with the original splits of these examples. The first set of examples demonstrates how questions that share the same passages and answer spans are grouped together in the \( D_{(1)}^{in\_leakage} \) split. The second set shows the difficulty of the \( D_{(2)}^{in\_no\_leakage} \) split, since the model needs to extract an answer span from a passage that is used to answer another unrelated question. This is particularly hard in case the model has overfitted the training data in a sense that it generates the same answer span for the same passage irrespective of the question being asked. Examples of questions in \( D_{(3)}^{ood\_hard} \) in Table 5 showcase the complexity of these rare questions that are not part of the training dataset. The model will need to have superior generalization in order to be able to have proper reasoning, and consequently answer these questions. The last example shows two questions referring to different passages yet having some lexical overlap. We think that large models such as BERT have the ability to consider and عمل سالحاً وعملوا السالحات are inflections of the same lexical items, and consequently will be to some extent able to extract the correct answer span for both cases even if one of them is not part of the training dataset.
| Answer | Passage | Question | Original Split | New Split |
|--------|---------|----------|---------------|-----------|
| طابت باختصار إبراهيم مع بعثت فيهم بعض من النجوم للناس | undefined | من هم الأنباء الذين ذكروا في القرآن على أنهم مسلمون؟ | Train $D(1)_{in+leakage}$ | Train $D(1)_{in+leakage}$ |
| بحث بشكل عام في الاضطرابات العقلية والجسمية | undefined | ما من بنى الكعبة؟ | Dev $D(1)_{in+leakage}$ | Dev $D(1)_{in+leakage}$ |
| تحدث عن أهمية الرغبة في العديد من الأشياء | undefined | ما هي السبب في السببة الإسلامية لكونه أباه الشكر والكفر حتى يسلموا | Train $D(1)_{in+leakage}$ | Train $D(1)_{in+leakage}$ |
| تتحدث بشكل عام في كتب كتب | undefined | ما هو الدليل الذي تشير إليه الآية 6 من سورة الزمر؟ | Dev $D(1)_{in+leakage}$ | Dev $D(1)_{in+leakage}$ |
| تحدث بشكل عام في كتب كتب | undefined | ما هو أثر الكلام الطيب؟ | Dev $D(1)_{in+leakage}$ | Dev $D(1)_{in+leakage}$ |

Table 4: Examples of samples showing the characteristics of the new four faithful splits.
| Answer | Passage | Question | Original Split | New Split |
|--------|---------|----------|----------------|-----------|
| من يرد الله أن بهدي بشرح صدره للإسلام ومن يرد أن يحمل يحمل صدره صفا | فعن برد الله أن بهدي بشرح صدره للإسلام ومن يرد أن يحمل يحمل صدره صفا؟ | ما هي الإشارات للدماء أو أجزاء من الدماغ في القرآن؟ | Train | $D_{(3)ood + hard–Dev}$ |
| ناصبتها | وإلى عاد أخام هدا قال يا قوم أعبدوا الله ما لم من الله غيره إن أنتم إلا مغترون. يا قوم لا أسألكم عليه أجر إن أجري إلا على الذي طفأ أن تعلو | ما هي الإشارات للدماء أو أجزاء من الدماغ في القرآن؟ | Train | $D_{(3)ood + hard–Dev}$ |
| ومن أحسن قول من دعا إلى الله وعمل صالحا وقال إنني من المسلمين | ومن أحسن قول من دعا إلى الله وعمل صالحا وقال إنني من المسلمين ولا تستوي الحسنة ولا السينين إما الذي يحمل يحمل عدُوا كأنه ولي حمي. وما لغاما إلا الذين صروا وما لغا ما هو حظ علمهم. وإما | من هم المحسنون؟ | Train | $D_{(1)i+leakage–Dev}$ |
| الذين أمروا وعملوا الصالحات | وقل الحق من ركيم فمن شاء فليك أو أعدنا للطامعين نارا أحاد تهم سراذها وإن استمتعوا ب полов ما كاماك يشي الوقى بين الشري | من هم المحسنون؟ | Train | $D_{(4)i+leakage–Train}$ |

Table 5: Examples of samples showing the characteristics of the new four faithful splits.