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ABSTRACT. We study a free boundary problem on the lattice whose scaling limit is a harmonic free boundary problem with a discontinuous Hamiltonian. We find an explicit formula for the Hamiltonian, prove the solutions are unique, and prove that the limiting free boundary has a facets in every rational direction. Our choice of problem presents difficulties that require the development of a new uniqueness proof for certain free boundary problems. The problem is motivated by physical experiments involving liquid drops on patterned solid surfaces.

1. INTRODUCTION

1.1. Overview. In this paper, we study a variational problem on the lattice \( \mathbb{Z}^d \) whose scaling limit is a free boundary problem of the form

\[
\begin{cases}
  Lu = 0 & \text{in } \{u > 0\} \\
  H(\nabla u) = 1 & \text{on } \partial \{u > 0\},
\end{cases}
\]

(1.1)

where \( L \) is the Laplacian and \( H \) is a lower semicontinuous Hamiltonian. We study viscosity solutions of this problem for general \( H \), and prove existence and uniqueness of solutions for certain boundary value problems. We exactly compute our limiting Hamiltonian for the lattice problem, prove that it is not continuous, and show that the scaling limit has facets.

The main motivation for our study is to explain the appearance of facets in the contact line of liquid droplets wetting rough surfaces or spreading in a porous medium. This phenomenon has been observed in physical experiments [13, 16, 17]. While it is easy enough to construct a problem of the form (1.1) with facets in the free boundary, we are able to derive such a problem as a scaling limit of a simple microscopic model for the liquid droplet problem. Furthermore we find solutions which can be reliably obtained by a natural flow at the level of the microscopic problem, advancing the contact line from a small initial wetted set as was done in the experiments [16].

1.2. A discrete free boundary problem. Consider the following familiar variational problem. Given an open set \( U \subset \mathbb{R}^d \) whose boundary \( \partial U \) is smooth and compact, compute the (local) minimizers of the energy

\[
J[u] = \int_U 1_{\{u > 0\}}(x) + |\nabla u(x)|^2 \, dx
\]

(1.2)

among the functions \( u \in H^1_{loc}(\mathbb{R}^d) \) satisfying \( u = 1 \) on \( \mathbb{R}^d \setminus U \). This has a well-developed theory, see for example Caffarelli-Salsa [9], that leads to the free boundary
problem

\[
\begin{aligned}
Lu &= 0 \quad \text{in } U \cap \{u > 0\} \\
|\nabla u| &= 1 \quad \text{on } U \cap \partial \{u > 0\} \\
u &= 1 \quad \text{on } \mathbb{R}^d \setminus U \\
u &\geq 0 \quad \text{in } U,
\end{aligned}
\]

(1.3)

where \(L\) denotes the Laplacian on \(\mathbb{R}^d\). While (1.3) generally does not have a unique solution, there is always a least supersolution.

We consider a lattice discretization of the above variational problem. Given a large scale \(h > 1\), we study the critical points of the energy

\[
J_h[u] = \sum_{x \in hU} 1_{\{u > 0\}}(x) + d \sum_{\{x,y\} \cap hU \neq \emptyset} (u(x) - u(y))^2
\]

over functions \(u : \mathbb{Z}^d \to \mathbb{R}\) that satisfy \(u = h\) on \(\mathbb{Z}^d \setminus hU\). Note our choice of constants does not quite match with (1.2). Computing the first variation, we see that local minimizers of \(J_h\) should satisfy

\[
\begin{aligned}
\Delta u &= 0 \quad \text{on } hU \cap \{u > 0\} \\
\Delta u &\leq 1 \quad \text{on } hU \cap \partial^+ \{u > 0\} \\
u &\geq \frac{1}{2d} \quad \text{on } hU \cap \partial^- \{u > 0\} \\
u &= h \quad \text{on } \mathbb{Z}^d \setminus hU \\
u &\geq 0 \quad \text{on } \mathbb{Z}^d \cap hU,
\end{aligned}
\]

(1.5)

where \(\Delta\) denotes the discrete Laplacian on \(\mathbb{Z}^d\) and \(\partial^+ X\) and \(\partial^- X\) denote the outer and inner lattice boundary of a set \(X \subseteq \mathbb{Z}^d\).
It is reasonable to expect that our discretization has a scaling limit described by the original continuum problem. That is, if let \( u_h : \mathbb{Z}^d \to \mathbb{R} \) denote the least supersolution of (1.5), then we might expect the rescalings

\[
\bar{u}_h(x) = h^{-1} u_h(hx)
\]

to converge to the least supersolution of (1.3). The energy minimizers do converge to the energy minimizer of (1.2) (with appropriate constants), this is a standard \( \Gamma \)-convergence argument. The local minimizers, however, have a more complicated scaling limit. Indeed, as we see in Figure 1 and Figure 2, the least supersolutions \( u_h \) are not radially symmetric for \( U = B_1 \). Instead, we find ourselves in a situation analogous to that of Caffarelli-Lee [6] and Kim [14], who studied the local minimizers of

\[
(1.6) \quad \int_U Q(x/\varepsilon)^2 1_{u>0}(x) + |\nabla u(x)|^2 \, dx,
\]

where \( Q : \mathbb{R}^d \to (0, \infty) \) is smooth and periodic and \( \varepsilon > 0 \) is small. The periodic structure creates preferred directions for the free boundary, and thus breaks radial symmetry in the homogenized limit.

For our stationary problem on the lattice, we are able to push a bit further than the past works. In Theorem 4.10 below, we identify the scaling limit of (1.5) as

\[
(1.7) \quad \begin{cases} 
Lu = 0 & \text{in } U \cap \{u > 0\} \\
H(\nabla u) = 1 & \text{on } U \cap \partial \{u > 0\} \\
u = 1 & \text{on } \mathbb{R}^d \setminus U,
\end{cases}
\]

where \( H \) is a lower semicontinuous Hamiltonian that satisfies \( H(tp) = tH(p) \) and \( C^{-1}|p| \leq H(p) \leq C|p| \). In Theorem 2.14 we prove that the Hamiltonian \( H \) is discontinuous at the slope \( p \) whenever the slope \( p \) satisfies one or more Diophantine relations. Moreover, in Theorem 3.20 we prove that the limiting free boundary has facets in every rational direction.
The case of the maximal non-trivial subsolution \( u^h : \mathbb{Z}^d \to \mathbb{R} \) is dual to the minimal supersolution case. Indeed, comparing the top and bottom rows of Figure 1, we see that \( \partial \{ u^h > 0 \} \) has facets for the exterior while \( \partial \{ u^h > 0 \} \) has facets for the interior. The scaling limit of \( u^h : \mathbb{Z}^d \to \mathbb{R} \) is captured by the upper semicontinuous Hamiltonian \( \bar{H}(p) = 2d|p|^2H(p)^{-1} \). From the right of Figure 1, we see that there is a non-trivial pinning interval for all slopes. Due to the duality, we only handle the case of the minimal supersolution in the paper below.

1.3. Main results. Our first result is an exact computation of \( H(p) \).

**Theorem 1.1.** For \( p \in \mathbb{R}^d \)
\[
H(p)^2 = 2d \exp \left( \sum_{q \in \mathbb{Z}^d : p \cdot q = 0} \hat{S}(q) \right) |p|^2,
\]
where \( \hat{S} \) is the Fourier transform of \( S(\theta) = \log(1 + \frac{1}{2} \sum_{j=1}^d \cos \theta_j) \), a \( 2\pi \mathbb{Z}^d \)-periodic function on \( \mathbb{R}^d \).

In homogenization, it is rarely possible to find precise formulas like the above, and, when it is possible, it opens the possibility of a precise characterization of the shapes appearing in the scaling limit.

Our second result is the uniqueness of the scaling limit of the discrete problem for convex domains, which is consequence of Theorem 3.20 and Theorem 4.10. Note that the terms “least supersolution,” “facet,” and “rational direction” are defined precisely in the body of the paper.

**Theorem 1.2.** Let \( U \subseteq \mathbb{R}^d \) be the complement of the closure of an open bounded and convex set. There is a \( u \in C^{0,1}_c(\mathbb{R}^d) \) such that, if \( u^h : \mathbb{Z}^d \to \mathbb{R} \) denotes the least supersolution of (1.5), then \( h^{-1}u^h(hx) \to u(x) \) uniformly in \( x \in \mathbb{R}^d \) as \( h \to \infty \). Moreover, the support \( \{ u > 0 \} \) is convex and has facets in every rational direction.

Our results for viscosity solutions of (1.7) are stated below in Section 3. For lower semicontinuous Hamiltonians the viscosity subsolution condition is delicate. We utilize three a priori different notions of viscosity subsolution, listed in increasing order of strength: weakened subsolution, modified subsolution, and (standard) subsolution. These are defined precisely in Section 3. The weakened subsolution condition is easy to prove for the scaling limit, but is only sufficient for uniqueness in the convex case. The modified subsolution condition, which we believe to be equivalent to the subsolution condition, is relatively difficult to prove for the scaling limit, and is needed for uniqueness in the non-convex case in two dimensions. We only obtain the full subsolution condition a posteriori using uniqueness and Perron’s method.

We are also able to prove the existence of a unique solution for (1.7) and the scaling limit of the \( u^h \) without convexity in \( d = 2 \). Some geometric assumptions, such as strong star-shapedness, on \( U \) are still needed to avoid the typical degenerate non-uniqueness which can occur for this type of problem. The following is a consequence of Theorem 4.10, Theorem 5.3 and Theorem 5.7.

**Theorem 1.3.** Let \( U \subseteq \mathbb{R}^d \) a regular open set.

(i) Any subsequential uniform limit \( u \) of the rescalings \( h^{-1}u^h(hx) \) is a supersolution and modified (and weakened) subsolution of (1.7).
(ii) If \( d = 2 \) and \( U \) is strongly star-shaped or \( d \geq 3 \) and \( U \) is convex, then the limit is the unique solution of (1.7).

1.4. Water droplets on a rough surface. As mentioned earlier in the introduction, the first motivation for our work was to explain the formation of facets in the effective contact line of liquid drops wetting a patterned solid surface. In a series of physical experiments, Raj-Adera-Enright-Wang [16] control the shape of a liquid droplet by creating a surface patterned with periodic arrays of micro-pillars. For an expanding droplet the contact line is pinned sooner when it is parallel to a lattice direction. This leads the formation of facets in the contact line. Raj et al. [16] are able to create surfaces so that the steady state wetted set appears to be polygonal, squares, hexagons, octagons and others. The goal of this engineering research is essentially the inverse version of the problem we consider. That is, can one find a planar graph for which the limit of local minimizers of the analogue of (1.4) has a particular convex shape? The article [16] suggests that this may be possible.

We were interested to explain the results of [16] via a relatively simple mathematical model. The key feature we were interested to capture was the existence of facets in the free boundary of either the minimal super-solution or the maximal sub-solution of the Euler-Lagrange equation. Note that since the water droplets in [16] were achieved by an advancing contact line they should arise as a minimal super-solution, or at least the minimal supersolution above a certain obstacle. In general the minimal super-solution and maximal sub-solution are of physical importance since they are the only local minimizers which can be found reliably by the flow without prior knowledge of the solution, either advancing from a small initial contact set or receding from a large initial contact set.

To model the physics accurately, one would ideally study the full capillarity energy. Global energy minimizers of the capillarity energy were studied by Caffarelli-Mellet [7] for flat patterned surfaces, and for rough surfaces by Alberti-DeSimone [2] and more recently quantified by the first author and Kim in [12]. As with our discrete model, the global energy minimizers turn out to have axial symmetry in the limit as the length scale of the roughness \( \to 0 \). Thus the formation of facets in the contact line is a property of local minimizers, or, possibly, the length scales in the physical experiments are not sufficiently separated for a homogenization type argument. After their work [7], Caffarelli-Mellet [8] also studied local minimizers, showing the existence of a sequence of local minimizers which converged to a non-axially-symmetric limit. Characterizing the pinning interval and the limiting free boundary problem for minimal super-solutions (or maximal sub-solutions) of the full capillarity problem seems to be a difficult problem.

One possible simplification of the full capillarity model is the Alt-Caffarelli type energy (1.6) with an oscillating coefficient. This problem was studied by Caffarelli-Lee [6], who established the existence of facets in convex free boundaries for certain local minimizers. The dynamic version of this problem was studied by Kim [14], who proved that the limiting normal velocity can have non-trivial pinning intervals, which can lead to facets formation for carefully chosen initial data. While the scaling limit of our problem is of the same form as the homogenized limit of (1.6), a significant part our our work is devoted to proving convexity and facet formation of the free boundary of the limiting minimal supersolution of the natural boundary value problem (1.5). The difficulties with the continuum models, and the appealing
similarity between the finite solutions in Figure 1 and the droplets observed in [16], were one motivation for our study of (1.5).

1.5. The boundary sandpile. There is a connection between our model and the boundary sandpile considered by Aleksanyan-Shahgholian [4, 5]. Indeed, our discrete model first appears in this work. The divisible sandpile (see for example Levine [15]) is a deterministic diffusion process on the lattice in which configurations $\rho : \mathbb{Z}^d \to [0, \infty)$ evolve by toppling. Each site has some fixed capacity and, at each time step, evenly divides and sends its excess to its neighbors. When all sites have capacity 1, the evolution is described by:

$$\rho_{k+1} = \rho_k + (2d)^{-1} \Delta \max\{0, \rho_k - 1\}$$

In the boundary sandpile model, once a site topples, its capacity is set to zero. That is, one also keeps track of the set of toppled vertices $D_k \subseteq \mathbb{Z}^d$ and evolves according to:

$$D_{k+1} = D_k \cup \{\rho_k > 1\} \text{ and } \rho_{k+1} = \rho_k + (2d)^{-1} \Delta \max\{0, \rho_k - 1_{(\mathbb{Z}^d \setminus D_k)}\}$$

If $\rho_0 : \mathbb{Z}^d \to [0, \infty)$ has finite support, then the evolution stabilizes. That is, $\rho_\infty = \lim_{k \to \infty} \rho_k$ exists. Moreover, the limit can be computed as $\rho_\infty = \rho_0 + \Delta u$, where $u : \mathbb{Z}^d \to \mathbb{R}$ is the least function satisfying

$$u \geq 0 \text{ and } \rho_0 + \Delta u \leq 1_{(u=0)}.$$

This is quite similar to computing the least supersolution of (1.5). Indeed, it is simply the Poisson version. The connection between the dynamics described here and our discrete problem is made clear below in Lemma 4.4.

1.6. Outline. In Section 2, we study the Hamiltonian used to describe the boundary condition of the limit of local minimizers of (1.4). We use a contour integration to find a nice formula for the Hamiltonian. In Section 3, we develop the viscosity solution theory of (1.7) for general lower semicontinuous Hamiltonians. Here we prove uniqueness of weak solutions and the formation of facets on the free boundary when the data is convex. In Section 4, we prove that local minimizers of (1.4) converge, under the appropriate scaling and with suitable data, to the unique solution of (1.7). This is essentially standard given the work of the previous sections. Finally, in Section 5, we explore removing the convexity hypothesis from our results in Section 3. We prove that this is possible in dimension two and lay groundwork for higher dimensions.

1.7. Source code. The source code used to generate the figures in this article is included in the arXiv submission.
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2. The Hamiltonian

2.1. Essential properties. In this subsection, we define the limiting Hamiltonian $H$ and study its basic properties. These properties suffice to capture the scaling limit of (1.4). The later subsections study the fine structure of $H$, which is required to prove the limit has facets.

Our definition is inspired by the condition $\Delta u \leq 1_{\{u=0\}}$ that is implied by (1.5). If, in the blow up limit, we obtain a solution $Z^d$ that looks roughly like $u(x) = \max\{0, p \cdot x\}$, then the discrete Laplacian on the boundary should be at most one. To define the Hamiltonian, we reverse this thinking, and measure the Laplacian on the boundary of a half space solution.

Definition 2.1. If $p \in \mathbb{R}^d \setminus \{0\}$, then $H(p) = \Delta u(0)$, where $u : \mathbb{Z}^d \to \mathbb{R}$ solves

$$\begin{cases} 
\Delta u(x) = 0 & \text{for } p \cdot x > 0 \\
u(x) = 0 & \text{for } p \cdot x \leq 0 \\
\sup_{p \cdot x > 0} |u(x) - p \cdot x| < \infty.
\end{cases}$$

First we state a maximum principle in half-spaces.

Lemma 2.2. There is a constant $C > 0$ such that, if $p \in \mathbb{R}^d \setminus \{0\}$, $R > r \geq 1$, and $u : \mathbb{Z}^d \to \mathbb{R}$ satisfies $\Delta u = 0$ in

$$D = \{q \in \mathbb{Z}^d : p \cdot q > 0 \text{ and } |q| < R\},$$

then

$$\max_{B_r \cap \partial D} |u| \leq \max_{B_{R/2} \cap \partial D^+} |u| + C \max_{\partial D^+} |u|.$$ 

Proof. This is a standard barrier argument. □

The uniqueness of (2.1) follows from Lemma 2.2 and more generally it implies the following maximum principle: if $u$ is subharmonic and bounded in $\{p \cdot x > 0\}$ then

$$\sup_{p \cdot x > 0} u(x) = \sup_{\partial^+ \{p \cdot x > 0\}} u(x).$$

The maximum principle implies the following easy estimates.

Lemma 2.3. For $p \in \mathbb{R}^d$, the solution $u : \mathbb{Z}^d \to \mathbb{R}$ of (2.1) satisfies

$$\max\{0, p \cdot x\} \leq u(x) \leq \max\{0, p \cdot x\} + \|p\|_{\infty} \text{ for } x \in \mathbb{Z}^d.$$ 

Moreover, $\Delta u \leq \Delta u(0) 1_{\{u=0\}}$.

Proof. The lower and upper bounds in (2.1) are, respectively, a subsolution and a supersolution of (2.1). The error term $\|p\|_{\infty}$ guarantees that the right-hand side is non-negative on the boundary $\partial^+ \{q \in \mathbb{Z}^d : p \cdot q > 0\}$.

It is more convenient to prove $\Delta u \leq \Delta u(0) 1_{\{u=0\}}$ later in Lemma 2.5. □

When combined with a compactness argument, the easy estimates from Lemma 2.3 tell us all that we need to know about $H$ to capture the scaling limit of our discrete problem.

Lemma 2.4. For $p \in \mathbb{R}^d$ and $t > 0$, we have

$$H(tp) = tH(p),$$

$$C^{-1} |p| \leq H(p) \leq C|p|,$$
and
\[(2.5) \quad \liminf_{q \to p} H(q) \geq H(p).\]

Proof. The homogeneity (2.3) is immediate from the definitions. The bounds (2.4) follow from the bounds (2.2). It remains to prove the lower semicontinuity (2.5). It is enough to show that, if \(p_n \to p\) and \(H(p_n) \to s\) as \(n \to \infty\), then \(H(p) \leq s\). Let \(u_n : \mathbb{Z}^d \to \mathbb{R}\) solve (2.1) for \(p_n\). On account of the bounds (2.2), we may pass to a subsequence to assume that \(u_n(x)\) has a limit \(v(x)\) for all \(x \in \mathbb{Z}^d\). Observe that \(v : \mathbb{Z}^d \to \mathbb{R}\) satisfies
\[
\begin{cases}
v(0) = 0 \\
\Delta v(0) \leq s \\
\Delta v(x) = 0 \text{ when } v(x) > 0 \\
\max\{0, p \cdot x\} \leq v(x) \leq \max\{0, p \cdot x\} + \|p\|_\infty.
\end{cases}
\]

The maximum principle gives \(u \leq v\) for the solution \(u : \mathbb{Z}^d \to \mathbb{R}\) of (2.1) for \(p\). Since \(u(0) = v(0)\) and \(u \leq v\), we have \(\Delta u(0) \leq \Delta v(0) \leq s\) and \(H(p) \leq s\).

\[\square\]

2.2. Rational slopes. In order to understand the fine structure of our Hamiltonian \(H\), we compute its values for rational slopes. We rewrite our definition of \(H\) several times, making it easier to compute at each iteration. We first change (2.1) into a one dimensional problem.

Lemma 2.5. If \(p \in \mathbb{Z}^d\) and \(\gcd(p_1, \ldots, p_d) = 1\), then
\[(2.6) \quad H(p) = \|p\|^2 \lim_{k \to \infty} g(k),\]
where \(g : \mathbb{Z} \to \mathbb{R}\) is the unique solution of
\[(2.7) \quad \begin{cases}
\Delta_p g(k) = 0 & \text{for } k > 0 \\
g(0) = 1 \\
g(k) = 0 & \text{for } k < 0 \\
\sup_{k > 0} |g(k)| < \infty
\end{cases}\]
and
\[\Delta_p g(k) = \sum_{j=1}^d (g(k + p_j) + g(k - p_j) - 2g(k)).\]

Proof. We begin by observing that the solution \(u\) of (2.1) satisfies \(u(x + y) = u(x)\) whenever \(x, y \in \mathbb{Z}^d\) and \(p \cdot y = 0\). Thus, if we quotient by the lattice \(\Lambda = \{q \in \mathbb{Z}^d : p \cdot q = 0\}\), then we obtain a one dimensional problem. That is, there is a function \(f : \mathbb{Z} \to \mathbb{R}\) such that
\[u(x) = f(p \cdot x)\]
and
\[\Delta u(x) = \sum_{i=1}^d (u(x + e_i) + u(x - e_i) - 2u(x))\]
\[= \sum_{i=1}^d (f(p \cdot x + p_i) + f(p \cdot x - p_i) - f(p \cdot x))\]
\[= \Delta_p f(p \cdot x).\]
Since $p$ is irreducible, the operator $\Delta_p$ is the Laplacian of connected and translation invariant graph on $\mathbb{Z}$. In particular, $f : \mathbb{Z} \to \mathbb{R}$ is the unique solution of
\[
\begin{cases}
\Delta_p f(k) = 0 \quad \text{for } k > 0 \\
f(k) = 0 \quad \text{for } k \leq 0 \\
\sup_{k > 0} |f(k) - k| < \infty.
\end{cases}
\]
We observe that
\[
\sum_{k \leq 0} \Delta_p f(k) = |p|^2.
\]
Since $\Delta_p f(k)$ is distributed on $k \leq 0$ according to $\Delta_p$-harmonic measure from $+\infty$, we obtain $H(p) = \Delta u(0) = \Delta_p f(0) = |p|^2 \lim_{k \to -\infty} g(k)$.

At this point we can also check that $\Delta u \leq \Delta u(0)$. Consider $f(k+1) - f(k)$, bounded and $\Delta_p$-harmonic on $\mathbb{Z}^+$ and $f \geq 0$ on the $\Delta_p$-boundary of $\mathbb{Z}^+$. Thus by maximum principle $f$ is increasing, and so also is $\Delta_p f(k)$ for $k \leq 0$. □

We study the roots of the characteristic polynomial $\lambda^n Q(\lambda)$ of $\Delta_p$.

**Lemma 2.6.** If $p \in \mathbb{Z}^d$ and $\gcd(p_1, \ldots, p_d) = 1$, then
\[
Q(\lambda) = \sum_{k=1}^d (\lambda^{p_k} + \lambda^{-p_k} - 2)
\]
can be written
\[
Q(\lambda) = m\lambda^{-n} \prod_{k=1}^n (\lambda - \lambda_k)(\lambda - \lambda_k^{-1}),
\]
where $n = \max_k |p_k|$, $m = \# \{k : |p_k| = n\}$, and the roots $\lambda_k \in \mathbb{C}$ satisfy
\[
1 = \lambda_1 < |\lambda_2| \leq \cdots \leq |\lambda_n|, \quad \text{and} \quad \lambda_2, \ldots, \lambda_n \notin [1, \infty).
\]

**Proof.** The existence of a factorization of the form (2.8) follows from the observation that $m^{-1} \lambda^n Q(\lambda)$ is a monic and palindromic polynomial. Since
\[
Q(e^t) = \sum_{j=1}^d (2 \cosh(p_j t) - 2),
\]
we see that 1 is the only positive real root. Since
\[
Q(e^{it}) = \sum_{j=1}^d (2 \cos(p_j t) - 2)
\]
and $\gcd(p_1, \ldots, p_d) = 1$, we see that 1 is the only root of unit modulus. □

We write $H(p)$ in terms of the roots of $Q$.

**Lemma 2.7.** If $p \in \mathbb{Z}^d$ and $\gcd(p_1, \ldots, p_d) = 1$, then
\[
H(p)^2 = |p|^2 m \prod_{k=2}^n (-\lambda_k),
\]
where $\lambda_k \in \mathbb{C}$, $n$, and $m$ are as in (2.8) and (2.9).
Proof. Observe that $\lambda^n Q(\lambda)$ is the characteristic polynomial of $\Delta_p$. Let us temporarily assume that

$$\lambda_2, \ldots, \lambda_n \text{ are distinct,}$$

so that we may solve \textup{(2.7)} by making the ansatz

$$g(k) = \sum_{j=1}^{n} \alpha_j \lambda_j^{-k} \quad \text{for } k > -n.$$ 

Since the $\lambda_j$ are roots of the characteristic polynomial, we obtain

$$\Delta_p g(k) = 0 \quad \text{for } k > 0.$$ 

Since the $\lambda_j$ have modulus at least one, we obtain

$$\sup_{k > 0} |g(k)| < \infty.$$ 

To meet the boundary conditions, we must have

$$\sum_{j=1}^{n} \lambda_j^k \alpha_j = \delta_{1k} \quad \text{for } k = 1, \ldots, n.$$ 

The Vandermonde

$$V_{kj} = \lambda_j^{-1}$$

is invertible by \textup{(2.11)}. We compute the inverse as follows. Since the polynomials

$$P_k(\lambda) = V_{kj}^{-1} \lambda_i^{-1}$$

satisfy

$$P_k(\lambda_j) = \sum_l V_{kl}^{-1} \lambda_l^{-1} = \sum_l V_{kl}^{-1} V_{lj} = 1_k,$$

we recognize them as the Lagrange polynomials

$$P_k(\lambda) = \prod_{j \neq k} \frac{\lambda - \lambda_j}{\lambda_k - \lambda_j}.$$ 

Thus $V_{kj}^{-1}$ is the coefficient of $\lambda_i^{-1}$ in $P_k(\lambda)$. In particular,

$$\lim_{k \to \infty} g(k) = \alpha_1 = V_{11}^{-1} = \text{coeff}(P_1, 1) = \prod_{j=2}^{n} \frac{-\lambda_j}{1 - \lambda_j}.$$ 

To simplify this product, we compute

$$|p|^2 = \frac{1}{2} Q''(1) = m \prod_{k=2}^{n} (1 - \lambda_k)(1 - \lambda_k^{-1}) = m \alpha_1^{-2} \prod_{k=2}^{n} (-\lambda_k).$$ 

We conclude that

$$H(p)^2 = |p|^4 \lim_{k \to \infty} g(k)^2 = |p|^4 \alpha_1^2 = |p|^2 m \prod_{j=2}^{n} (-\lambda_j).$$ 

Since the result is continuous in the $\lambda_j$, we can eliminate the assumption \textup{(2.11)} by a density argument. We perturb the characteristic polynomial, which in turn perturbs the operator, and use \textup{(2.9)} to pass to limits. \hfill \Box

Appealing to complex analysis, we transform the expression \textup{(2.10)} of $H(p)$ in terms of the roots of $Q(\lambda)$ into an oscillatory integral.
Lemma 2.8. If \( p \in \mathbb{Z}^d \) and gcd\((p_1, \ldots, p_d) = 1 \), then

\[
(2.12) \quad H(p)^2 = |p|^2 2d \exp \left( \frac{1}{2\pi} \int_0^{2\pi} \log \left( 1 - \frac{1}{d} \sum_{j=1}^d \cos(p_j t) \right) dt \right).
\]

Proof. Recalling (2.8), observe that

\[
Q(e^{iz}) = \sum_{k=1}^d \frac{2(\cos(p_k z) - 1)}{1 - \cos(z)} = m \prod_{k=1}^n (2 \cos z - \lambda_k - \lambda_k^{-1}).
\]

Removing the zero at 1, we consider the holomorphic function

\[
h(z) = \sum_{k=1}^d \frac{1 - \cos(p_k z)}{1 - \cos(z)} = m \prod_{k=2}^n (2 \cos z - \lambda_k - \lambda_k^{-1}).
\]

For all sufficiently large \( L > 0 \), the restrictions (2.9) imply that the zeros of \( h \) in rectangle \( \Omega = (0, 2\pi) \times (0, L) \) are exactly \( i \log(\lambda_2), \ldots, i \log(\lambda_n) \) and that \( h \) does not vanish on \( \partial \Omega \). By the Residue Theorem,

\[
\sum_{j=2}^n \log(\lambda_j) = -\frac{1}{2\pi} \int_{\partial \Omega} \frac{zh'(z)}{h(z)} \, dz.
\]

Since \( h \) does not vanish on \( \partial \Omega \), there is a holomorphic \( w : \partial \Omega \setminus \{0\} \to \mathbb{C} \) such that \( h = e^w \) on \( \partial \Omega \setminus \{0\} \).

Integrating by parts, we obtain

\[
-\frac{1}{2\pi} \int_{\partial \Omega} \frac{zh'(z)}{h(z)} \, dz = -\frac{1}{2\pi} \int_{\partial \Omega \setminus \{0\}} zw'(z) \, dz = \frac{1}{2\pi} \int_{\partial \Omega \setminus \{0\}} w(z) \, dz.
\]

We evaluate the right-hand side by estimating \( w \) along the four sides of the rectangle. Since \( h \) is real on \([0, 2\pi]\) and \([2\pi, 2\pi + Li]\), we may assume that

\[
w = \log h \quad \text{ on } (0, 2\pi) \cup [2\pi, 2\pi + Li].
\]

For the top side \([2\pi + Li, Li]\), we use the asymptotic estimate

\[
h(t + Li) = me^{(n-1)(L-it)} + O(e^{(n-2)L}).
\]

Since \( w(2\pi + Li) \) is real, we conclude that

\[
w(t + Li) = \log m + (n - 1)L + (n - 1)(2\pi - t)i + O(e^{-L}).
\]

Since \( h \) is also real on \([Li, 0]\), we must have

\[
w(s) = w(2\pi + s) + (n - 1)2\pi i.
\]

We are now ready to compute the integral. We have

\[
\frac{1}{2\pi} \int_{[0, 2\pi]} w(z) \, dz = \frac{1}{2\pi} \int_0^{2\pi} \log h(t) \, dt,
\]

\[
\frac{1}{2\pi} \int_{[2\pi, 2\pi + Li]} w(z) \, dz + \frac{1}{2\pi} \int_{[Li, 0]} w(z) \, dz = (n - 1)L,
\]

and

\[
\frac{1}{2\pi} \int_{[2\pi + Li, Li]} w(z) \, dz = -\log m - (n - 1)L - (n - 1)\pi i + O(e^{-L}).
\]
Since the value of the contour integral is independent of $L$ for large $L > 0$, the $O(e^{-L})$ term is actually equal to zero, and it follows that

$$\log \left( m \prod_{j=2}^{n} (-\lambda_j) \right) = \frac{1}{2\pi} \int_{0}^{2\pi} \log h(t) \, dt.$$ 

Plug in the definition of $h$ and use that,

$$\frac{1}{2\pi} \int_{0}^{2\pi} \log(1 - \cos t) \, dt = -\log 2.$$

Conclude by appealing to (2.10). \(\square\)

In preparation for our final formula for $H(p)$, we study the Fourier coefficients of an abstraction of the integrand from (2.12).

**Lemma 2.9.** The $2\pi \mathbb{Z}^d$-periodic function

$$S(\theta) = \log \left( 1 + \frac{1}{d} \sum_{k=1}^{d} \cos(\theta_k) \right)$$

has Fourier coefficients $\hat{S} : \mathbb{Z}^d \to \mathbb{R}$ that satisfy

(2.13) \(0 \leq -\hat{S}(q) \leq C(1 + |q|)^{-d} \log(2 + |q|).\)

**Proof.** Step 1. The lower bound follows from the estimates

$$|S(\theta)| \leq C(1 + |\log \theta|) \quad \text{and} \quad |\nabla^d S(\theta)| \leq C|\theta|^{-d} \quad \text{for} \ \theta \in [-\pi, \pi]^d \setminus \{0\}$$

and a standard integration by parts argument. For $\delta \in (0, 1)$ to be determined, select a function $\eta \in C^\infty(\mathbb{R}^d/(2\pi \mathbb{Z}^d))$ satisfying $\eta \equiv 0$ in $B_\delta$, $\eta \equiv 1$ in $[-\pi, \pi]^d \setminus B_{2\delta}$, and $|\nabla^k \eta(\theta)| \leq C|\theta|^{-k}$ for $\theta \in B_{2\delta} \setminus B_\delta$ and $k = 1, \ldots, d$. Using the identity

$$\left( \frac{iq}{|q|^2} \cdot \nabla \right) e^{iq \cdot \theta} = -e^{iq \cdot \theta},$$

compute

$$\hat{S}(-q) = \int_{[-\pi, \pi]^d} e^{iq \cdot \theta} S(\theta) \, d\theta$$

$$= \int_{[-\pi, \pi]^d} e^{iq \cdot \theta} \left[ \left( \frac{iq}{|q|^2} \cdot \nabla \right) \eta \right] (\theta) \, d\theta + \int_{[\pi, \pi]^d} e^{iq \cdot \theta} [(1 - \eta) S](\theta) \, d\theta$$

$$= O \left( \int_{[-\pi, \pi]^d \setminus B_\delta} |q|^{-d} |\theta|^{-d} \, d\theta \right) + O \left( \int_{B_{2\delta}} 1 + |\log \theta| \, d\theta \right)$$

$$= O(|q|^{-d} |\log \delta|) + O(\delta^d(1 + |\log \delta|)).$$

Now select $\delta = (2 + |q|)^{-1}$.

Step 2. The upper bound follows by series expansion. For $\theta \in [-\pi, \pi]^d \setminus \{0\}$,

$$\log \left( 1 - \frac{1}{d} \sum_{j=1}^{d} \cos(\theta_j) \right) = -\sum_{k=1}^{\infty} \frac{1}{k} \left( \frac{1}{d} \sum_{j=1}^{d} \cos(\theta_j) \right)^k$$

$$= -\sum_{k=1}^{\infty} \frac{1}{k(2d)^k} \left( \sum_{j=1}^{d} e^{i\theta_j} + e^{-i\theta_j} \right)^k.$$
Observe that the coefficient of $e^{iq \cdot \theta}$ in any partial sum is real and non-positive. Conclude by dominated convergence. □

We now arrive at the simplest formulation of $H(p)$.

**Lemma 2.10.** If $p \in \mathbb{Z}^d \setminus \{0\}$ then

$$H(p)^2 = 2d \exp \left( \sum_{q \in \mathbb{Z}^d, \ p \cdot q = 0} \hat{S}(q) \right) |p|^2. \quad (2.14)$$

**Proof.** Use the Fourier expansion of $S$ to formally compute

$$\frac{1}{2\pi} \int_0^{2\pi} \log \left( 1 - \frac{1}{d} \sum_{k=1}^{d} \cos(p_k t) \right) dt = \frac{1}{2\pi} \int_0^{2\pi} S(pt) dt = \sum_{q \in \mathbb{Z}^d} \frac{1}{2\pi} \int_0^{2\pi} \hat{S}(q)e^{iq \cdot pt} dt = \sum_{p \cdot q = 0} \hat{S}(q).$$

Since the sublattice $\{q \in \mathbb{Z}^d : p \cdot q = 0\}$ is contained in a subspace of $\mathbb{R}^d$ of codimension 1, this formal computation is made rigorous by the decay estimate Lemma 2.9. We conclude by appealing to (2.12). □

### 2.3. Irrational slopes.

We now extend our formula (2.14) to irrational $p$. Observe that the sum in (2.14) for $H(p)$ is over all the Diophantine conditions that $p$ satisfies. In particular, the sum at least makes sense for any $p \in \mathbb{R}^d$. We define the lattice of Diophantine conditions satisfied by $p$:

**Definition 2.11.** For $p \in \mathbb{R}^d \setminus \{0\}$, let $\Lambda_p = \{q \in \mathbb{Z}^d : p \cdot q = 0\}$.

The map $p \in \Lambda_p$ is, of course, not continuous in $p$. However, it is upper semicontinuous with respect to inclusion, as the following lemma shows.

**Lemma 2.12.** For every unit vector $p \in \mathbb{R}^d$ and $\varepsilon > 0$ there is a $q \in \mathbb{Z}^d$ such $\gcd(q_1, \ldots, q_d) = 1$, $\Lambda_p \subseteq \Lambda_q$, and $|p - |q|^{-1}q| < \varepsilon$.

**Proof.** Define $\Lambda_p^\perp = \{q \in \mathbb{Z}^d : p \cdot q = 0 \text{ for } p \in \Lambda_q\}$ and observe that the quotient $\mathbb{Z}^d/(\Lambda_p + \Lambda_p^\perp)$ is finite. By the pigeonhole principle, there is a $C_p > 0$ such that there are infinitely many $q \in \Lambda_p + \Lambda_p^\perp$ with $|p - |q|^{-1}q| \leq C_p |q|^{-2}$. Since $p \perp \Lambda_p$, we may as well take $q \in \Lambda_p^\perp$ so that $\Lambda_p \subseteq \Lambda_q$. □

Using the uniqueness of (2.1) from Lemma 2.2 and the upper semicontinuity of $p \mapsto \Lambda_p$, we are able to extend our formula to arbitrary $p \in \mathbb{R}^d$.

**Theorem 2.13.** The formula (2.14) holds for arbitrary $p \in \mathbb{R}^d$.

**Proof.** We may assume that $p \in \mathbb{R}^d$ is a unit vector. Let $u_q$ denote the solution of (2.1) for slope $q \in \mathbb{R}^d$. Using Lemma 2.12, choose a sequence of $q_n \in \mathbb{Z}^d$ such that

...
\( \Lambda_p \subseteq \Lambda_{q_n} \) and \( |q_n|^{-1} q_n \to p \). Observe that, for any \( x \in \mathbb{Z}^d \), that \( p \cdot x \) and \( q_n \cdot x \) have the same sign for all sufficiently large \( n \). Thus

\[
\lim_{n \to \infty} 2d \exp \left( \sum_{\Lambda_{q_n}} \hat{S} \right) = 2d \exp \left( \sum_{\Lambda_p} \hat{S} \right).
\]

Moreover, for any \( R > 0 \),

\[
B_R \cap \{ x \in \mathbb{Z}^d : p \cdot x > 0 \} = B_R \cap \{ x \in \mathbb{Z}^d : q_n \cdot x > 0 \}
\]

holds for sufficiently large \( n \). Letting \( D_R \) denote the above set, we observe that

\[
u_p = u_{q_n} = 0 \quad \text{on } B_{R/2} \cap \partial^+ D_R
\]

and, using (2.2), that

\[
|u_p - u_{q_n}| \leq C \quad \text{on } \partial^+ D_R
\]

holds for all sufficiently large \( n \). Applying Lemma 2.2 we see that \( \max_{B_2} |u_p - u_{q_n}| \leq CR^{-1} \) for all large \( n \). Since \( R > 0 \) was arbitrary, we obtain \( \lim_{n \to \infty} \Delta u_{q_n}(0) = \Delta u_p(0) \) and the theorem.

### 2.4. Fine Structure

From the formula (2.14) for \( H \), we see immediately that \( H \) is lower semicontinuous. In fact, we can prove something much finer. Looking at the plot of \( H \) on the sphere in dimension 3 in Figure 2, we see that \( H \) has “valleys” on the sphere that correspond to Diophantine conditions. In higher dimensions, there are Diophantine conditions that make “valleys” of arbitrary codimension in \( H \) on the sphere. Each point on the sphere lies in a “valley” given by a lattice of Diophantine conditions. The sparser the lattice, the less deep the “valley.” Generic points of the sphere satisfy no conditions, and therefore the generic points all have the same maximal value. We encode all of this in the following theorem.

**Theorem 2.14.** For every \( p \in \mathbb{R}^d \setminus \{ 0 \} \), we have

\[
\lim_{\Lambda_p \subseteq \Lambda_q} H(q) = H(p) \quad \text{and} \quad \liminf_{\Lambda_q \supseteq \Lambda_p} H(q) > H(p).
\]

Moreover, for \( \mathcal{H}^{d-1} \)-almost every unit vector \( p \in \mathbb{R}^d \),

\[
H(p)^2 = 2d \exp(\hat{S}(0)).
\]

**Proof.** Using \( p \neq 0 \), we see that, for every \( R > 0 \), there is a \( \delta > 0 \) such that \( |p - q| < \delta \) implies \( B_R \cap \Lambda_q \subseteq \Lambda_p \). This proves the first limit. For the second limit, choose a finite generating set \( X \subseteq \Lambda_p \) and let \( \varepsilon = \min_X (-\hat{S}) \). Using (2.13), we may choose \( R > 0 \) such that

\[
X \subseteq B_R
\]

and

\[
0 \leq \sup_{q \in \mathbb{R}^d \setminus \{ 0 \}} \sum_{\Lambda_q \setminus B_R} (-\hat{S}) \leq \varepsilon / 2.
\]

Observe that, if \( |p - q| \) small and \( \Lambda_p \not\subseteq \Lambda_q \), then \( X \not\subseteq \Lambda_q \) and \( B_R \cap \Lambda_q \subseteq \Lambda_p \). Thus

\[
\sum_{\Lambda_q} (-\hat{S}) \leq \varepsilon / 2 + \sum_{B_R \cap \Lambda_q} (-\hat{S}) \leq -\varepsilon / 2 + \sum_{B_R \cap \Lambda_p} (-\hat{S}) \leq -\varepsilon / 2 + \sum_{\Lambda_p} (-\hat{S}).
\]

For the final statement, we observe that, for \( x \in \mathbb{Z}^d \), the set \( \{ p \in \partial B_1 : x \in \Lambda_p \} \) has zero \( (d - 1) \)-dimensional Hausdorff measure. Since \( \mathbb{Z}^d \) is countable, we see that \( \Lambda_p = \{ 0 \} \) for \( \mathcal{H}^{d-1} \)-almost every \( p \in \partial B_1 \). \qed
In $d = 2$, the structure is simpler.

**Theorem 2.15.** For any $p \in \mathbb{R}^2 \setminus \{0\}$, \(\lim_{q \rightarrow p} H(q)^2 = 4 \exp(\hat{S}(0))|p|^2\). Moreover, \(H(p)^2 < 4 \exp(\hat{S}(0))|p|^2\) if and only if $p$ has is a multiple of an element of $\mathbb{Z}^2 \setminus \{0\}$.

**Proof.** The limit follows from the observation that, for every $R > 0$, there is a $\delta > 0$ such that $0 < |q - p| < \delta$ implies $\Lambda_q \cap B_R = \{0\}$. The second follows from the observation that $\Lambda_p \neq \{0\}$ if and only if $p$ has a rational direction. \(\square\)

**Remark 2.16.** When $d = 2$, we can show that the inradius of $\{H \leq 1\}$ is $\exp(-\frac{2}{9}K)$, where $K \approx 0.91597$ is Catalan's constant. We do not know an explicit formula when $d \geq 3$.

### 3. Viscosity Solutions

#### 3.1. Basic notions.

In this section we study the exterior problem

\[
\begin{cases}
Lu = 0 & \text{in } \{u > 0\} \setminus W \\
H(\nabla u) = 1 & \text{on } \partial \{u > 0\} \setminus W \\
u = 1 & \text{on } W
\end{cases}
\]

(3.1)

for a $W \subseteq \mathbb{R}^d$ that is open, bounded, and inner regular. We assume familiarity with the viscosity interpretation of (3.1) for $H(p) = |p|$ given, for example, in Caffarelli-Salsa [9]. We interpret (3.1) in the viscosity sense, with the necessary modifications to treat a discontinuous Hamiltonian. Except for the last subsection, all results of this section apply to any $H$ satisfying (2.3), (2.4), and (2.5).

The viscosity interpretation of an equation moves the derivatives onto test functions using the maximum principle. At first glance, this means that a function should be a viscosity supersolution if it enjoys comparison from below by strict classical subsolutions. Similarly, a function should be a viscosity subsolution if it enjoys comparison from above by strict classical supersolutions. However, we need to be careful about the meaning of classical solution. In order for viscosity solutions to be stable under uniform convergence, the classical solutions need to be stable under perturbations. Since $H$ is merely lower semicontinuous, we must therefore restrict our notion of classical supersolution. This is reflected in the definitions below.

**Definition 3.1.** If $X$ is a topological space, then $USC(X)$ and $LSC(X)$ denote the upper and lower semicontinuous functions on $X$. We say $u \in USC(X)$ touches $v \in LSC(X)$ from below (and $v$ touches $u$ from above) in $X$ if $u \geq v$ and the contact set $\{u = v\}$ is non-empty and compact.

**Definition 3.2.** A supersolution of (3.1) is a function $u \in LSC(\mathbb{R}^d)$ that is compactly supported, satisfies $u \geq 1_{\mathbb{R}^d}$, and such that, whenever $\varphi \in C^\infty(\mathbb{R}^d)$ touches $u$ from below in $\mathbb{R}^d \setminus W$, there is a contact point $x$ such that either

\[L\varphi(x) \leq 0\]

or

\[\varphi(x) = 0 \quad \text{and} \quad H(\nabla \varphi(x)) \leq 1.\]
Definition 3.3. A subsolution of (3.1) in a function $u \in USC(\mathbb{R}^d)$ that is compactly supported, satisfies $u \leq 1_W$, and such that, whenever $\phi \in C^\infty(U)$ touches $u$ from above in $\{u > 0\} \setminus W$, there is a contact point $x$ such that either
\[ L\phi(x) \geq 0 \]
or $\phi(x) = 0$ and
\[ \limsup_{y \to x} H(\nabla \phi(y)) \geq 1. \]

In addition to the (essentially standard) definition of supersolution and subsolution given above, we also need a weakened form of subsolution. We obtain this notion by further restricting the class of classical supersolutions used as test functions. This is necessary to obtain solutions whose support is convex. This is also necessary to capture the scaling limit.

Definition 3.4. A weakened subsolution of (3.1) in a function $u \in USC(\mathbb{R}^d)$ that is compactly supported, satisfies $u \leq 1_W$ and such that, whenever $\phi \in C^\infty(U)$ touches $u$ from above in $\{u > 0\} \setminus W$, there is a contact point $x$ such that either
\[ L\phi(x) \geq 0, \]
or $\phi(x) = 0$ and either
\[ H(\nabla \phi(x)) \geq 1, \]
or
\[ \nabla \phi(U) \text{ contains two linearly independent slopes}. \]

Remark 3.5. In the above definitions, we can make the inequalities $L\phi(x) \geq (\leq) 0$ strict without changing the meaning. This is a consequence of the strong maximum principle and the homogeneity (2.3).

It is useful to define a special class of functions solving part of (3.1):

Definition 3.6. If $W \subseteq U \subseteq \mathbb{R}^d$ is open and bounded, then let $w_{W,U} \in H^1(\mathbb{R}^d)$ denote the unique solution of
\[
\begin{cases}
Lw = 0 & \text{in } U \setminus W \\
w = 1 & \text{on } W \\
w = 0 & \text{on } \mathbb{R}^d \setminus U.
\end{cases}
\]

We say that $w_{W,U}$ is a supersolution, subsolution, or weakened subsolution if it is, respectively, a supersolution, subsolution, or weakened subsolution of (3.1).

3.2. Existence. We obtain existence of a solution of (3.1) by Perron’s method. This requires three ingredients: stability under uniform convergence, barrier functions, and some regularity to stay in the continuous category. We assemble these ingredients below.

Lemma 3.7. The notions of supersolution, subsolution, and weakened subsolution are stable under uniform convergence.

Proof. This is a standard feature of viscosity solutions. Here it is important that, for any smooth $\phi$, the function $x \mapsto H(\nabla \phi(x))$ is lower semicontinuous and the function $x \mapsto \limsup_{y \to x} H(\nabla \phi(y))$ is upper semicontinuous. □

Harmonic lifting preserves the sub/super-solution property.
Lemma 3.8. If \( u \in \text{LSC}(\mathbb{R}^d) \) is a supersolution of (3.1) for some \( W \subseteq \mathbb{R}^d \) open, bounded, and inner regular, then \( w_{W,\{u>0\}} \) is a supersolution. If \( u \in \text{USC}(\mathbb{R}^d) \) is a (weakened) subsolution of (3.1) for some \( W \subseteq \mathbb{R}^d \) open, bounded, and inner regular, then \( w_{W,\{u>0\}} \) is a (weakened) subsolution.

Proof. We prove the supersolution case. The (weakened) subsolution case is similar. The maximum principle implies \( 0 \leq w = w_{W,\{u>0\}} \leq u \). Since \( W \) is inner regular, \( w \) is continuous up to \( \partial W \). Since \( u \) is lower semicontinuous, \( w \) is lower semicontinuous up to \( \partial \{ u > 0 \} \). In particular, \( w \in \text{LSC}(\mathbb{R}^d) \) has compact support and satisfies \( w \geq 1 \). If \( \varphi \in C^\infty(\mathbb{R}^d \setminus W) \) touches \( w \) from below, then there is a contact point \( x \) such that either \( L \varphi(x) \leq 0 \) or \( \varphi(x) = 0 \) and \( \nabla \varphi(x) \neq 0 \). In the latter case, we see that \( \varphi \) touches \( u \) from below, and conclude \( H(\nabla \varphi(x)) \leq 1 \).

Lemma 3.9. If \( W \subseteq \mathbb{R}^d \) is open and inner regular, \( W \subseteq U \subseteq \mathbb{R}^d \) is open and bounded, and \( w_{W,U} \) is a supersolution, then \( \|w_{W,U}\|_{C^{0,1}(\mathbb{R}^d)} \leq C_W \).

Proof. Using (2.4), we see that \( w_{W,U} \) also a supersolution for the simpler Hamiltonian \( H(p) = C^{-1} |p| \). The Lipschitz estimate of Alt-Caffarelli now applies.

Our existence theorem has two parts: we can either solve (3.1) outright or we can find a weakened solution whose support is convex.

Theorem 3.10. Suppose \( 0 \in W \subseteq \mathbb{R}^d \) is open, bounded, and inner regular. There is a \( u \in C_c(\mathbb{R}^d) \) that is a supersolution and subsolution of (3.1). There is a \( v \in C_c(\mathbb{R}^d) \) with \( \{ v > 0 \} \) convex that is a supersolution and weak subsolution (3.1).

Proof. The Lipschitz regularity allows us to carry out Perron’s method in the continuous category. That is, by Lemma 3.7, Lemma 3.8 and Lemma 3.9, the pointwise infimum of all supersolutions is a supersolution \( u \in C^{0,1}(\mathbb{R}^d) \). The minimality and continuity then imply that \( u \) is a subsolution.

For the convex case, we need to show that the infimum of supersolutions with convex support is a supersolution with convex support. The key observation is the following. Suppose that \( w \in LSC(\mathbb{R}^d) \) is a supersolution of (3.1) with \( V = \{ w > 0 \} \) convex. By the strong maximum principle, \( V = \{ w_{W,V} > 0 \} \). By the Lipschitz estimate in Lemma 3.9, we have \( W + B_\delta \subseteq V \) for \( \delta = \delta_W > 0 \). Now, if \( B_r(x) \subseteq V \) is arbitrary and \( V_{r,x} \) denotes the convex hull of \( V_{r,x} \cup (W + B_\delta) \), then we have \( w \geq w_{W,V} \geq w_{W,V_{r,x}} \). Since the lower bound depends only on \( W \) and \( B_r(x) \), we see that the infimum \( v \) of all supersolutions \( w \) with convex support has \( \{ v > 0 \} = \cap w \{ w > 0 \} \), and hence \( v \) is a supersolution with convex support. By minimality, the weakened subsolution property holds.

3.3. Convex comparison lemmas. This subsection contains the technical lemmas required to prove uniqueness.

Definition 3.11. An open set \( U \subseteq \mathbb{R}^d \) has an inner tangent ball of radius \( r > 0 \) at \( x \in \partial U \) if there is a \( y \in U \) such that \( B_r(y) \subseteq U \) and \( x \in \partial B_r(y) \). An open set \( U \subseteq \mathbb{R}^d \) is \( r \)-inner regular if \( U \) has an inner tangent ball of radius \( r \) at every point in \( \partial U \). We define outer regularity by replacing \( U \) with \( \mathbb{R}^d \setminus U \).

Our first two lemmas concern the regularity of Lipschitz harmonic functions at regular points of the boundary of their support.
Lemma 3.12. If \( u \in C^{0,1}(B_2) \) is harmonic in \( \{ u > 0 \} \) and
\[
B_1(1,0,\ldots,0) \subseteq \{ u > 0 \} \subseteq \mathbb{R}^d \setminus \overline{B}_1(-1,0,\ldots,0),
\]
then there is an \( s > 0 \) such that
\[
|u(x) - sx_1| \leq C\|u\|_{C^{0,1}(B_2)}|x|^{4/3} \quad \text{for } x \in B_1 \cap \{ u > 0 \}.
\]

Proof. We may assume \( \|u\|_{C^{0,1}} = 1 \). Fix \( r \in (0,1) \). Let \( v \in C(\overline{B}_r) \) be harmonic in \( B_r \cap \{ x_1 > 0 \} \) and satisfy \( v = 0 \) on \( \partial \overline{B} \cap \{ x_1 \leq 0 \} \) and \( v = u \) on \( \partial B_R \cap \{ x_1 > 0 \} \). Using the Lipschitz bound and the tangent balls, we obtain
\[
\|v - u\|_{L^\infty(B_r)} \leq Cr^2
\]
and
\[
\|v\|_{L^\infty(B_r)} \leq Cr.
\]
Since \( w(x) = \text{sgn}(x_1)v(|x_1|, x_2, \ldots, x_d) \) is harmonic in \( B_r \), we obtain
\[
|w(x) - \nabla w(0) \cdot x| \leq Cr^{-2}\|w\|_{L^\infty(B_r)}|x|^2 \quad \text{for } x \in B_{r/2}.
\]
Since \( \nabla w(0) = (s,0,\ldots,0) \) with \( s \geq 0 \), we have thus proved the following estimate: For every \( r \in (0,1) \), there is an \( s > 0 \) such that
\[
u(x) - sx_1| \leq C(r^2 + r^{-1}|x|^2) \quad \text{for } x \in \{ u > 0 \} \cap B_{r/2}.
\]
Using the scaling \( r \sim |x|^{2/3} \), a standard iteration gives the quantitative first-order expansion. The Hopf Lemma implies \( s > 0 \).

Lemma 3.13. If \( u,p,s \) are as in Lemma 3.12 and \( \{ u > 0 \} \subseteq \{ x_1 > 0 \} \), then
\[
u(x) \leq (s + C\|u\|_{C^{0,1}(B_2)}|x|^{1/3})x_1 \quad \text{for } x \in B_{1/2} \cap \{ u > 0 \}.
\]

Proof. We may assume \( \|u\|_{C^{0,1}(B_2)} = 1 \). For \( r \in (0,1) \), let \( u_r \in C(B_r) \) be harmonic in \( B_r \cap \{ x_1 > 0 \} \) and satisfy \( u_r = 0 \) on \( B_r \cap \{ x_1 \leq 0 \} \) and \( u_r = \max\{0,u\} \) on \( \partial B_r \cap \{ x_1 > 0 \} \). Observe that \( u \leq u_r \) in \( B_r \cap \{ x_1 > 0 \} \) and that \( u_r(x) = \max\{0,u(x)\} \leq sx_1 + C\gamma^{4/3} \) for \( x \in 0 \cap \{ x_1 > 0 \} \). For \( \alpha > 0 \), we see that
\[
\begin{cases}
u_r(x) \leq (s + \alpha r^{1/3})x_1 - r^{4/3} \quad \text{for } x \in \partial B_r \cap \{ x_1 > Cr\alpha^{-1} \} \\
u_r(x) \leq (s + \alpha r^{1/3})x_1 + Cr^{4/3} \quad \text{for } x \in \partial B_r \cap \{ 0 < x_1 < Cr\alpha^{-1} \} \\
u_r(x) \leq (s + \alpha r^{1/3})x_1 \quad \text{for } x \in B_r \cap \partial \{ x_1 > 0 \}.
\end{cases}
\]

By explicit computation with the Poisson kernel one can see that
\[
\sup_{x \in B_{r/2} \cap \{ x_1 > 0 \}} \omega_2(\partial B_r \cap \{ 0 < x_1 < Cr\alpha^{-1} \})/\omega_2(\partial B_r \cap \{ x_1 > Cr\alpha^{-1} \}) \leq C\alpha^{-1}
\]
where \( \omega_2 \) is the harmonic measure of \( Br \cap \{ x_1 > 0 \} \) from a point \( x \in Br \cap \{ x_1 > 0 \} \). In particular, for \( \alpha \) sufficiently large, we obtain \( u_r(x) \leq (s + \alpha r^{1/3})x_1 \) for all \( x \in B_{r/2} \cap \{ x_1 > 0 \} \). Since this estimate is independent of \( r \in (0,1) \), the lemma follows.

The next lemma is a low-dimensional analogue of the Alexandroff-Bakelman-Pucci estimate. The idea is that, near a saddle point of an upper semicontinuous function, one can touch from above by parabolas while maintaining some control the slopes at the touching point.
Lemma 3.14. Suppose \( X \subseteq \mathbb{R}^d \) bounded and convex, \( \alpha > 0 \), \( g : \mathbb{R}^d \to \mathbb{R} \) upper semicontinuous, \( g(y) < \alpha |y - x|^2 \) for \( x \in X \) and \( y \in \mathbb{R}^d \), and \( g(x) = 0 \) for some \( x \in \overline{X} \). There are \( y_n, p_n, y, p \in \mathbb{R}^d \) such that \( y_n \to y \), \( |p_n|^{-1} p_n \to p \), \( y \in \overline{X} \), \( g(y) = 0 \), \( p \cdot y = \max_{x \in X} p \cdot x \), and \( g(y) \leq g(y_n) + p_n \cdot (y - y_n) + 2\alpha |y - y_n|^2 \).

Proof. After a change of coordinates, we may assume that \( X \) is a relatively open convex and bounded subset of the hyperplane \( \{x_{k+1} = \cdots = x_d = 0\} \) for some \( k = 1, \ldots, d \) and that \( 0 \in X \). In particular, we have \( \tau \overline{X} \subseteq X \) for all \( \tau \in (0, 1) \). After scaling, we may assume that \( \alpha = 1 \). Consider the function
\[
h(\tau) = \min_{y \in \mathbb{R}^d \atop x \in \overline{X}} \{2|y - \tau x|^2 - g(y)\} \quad \text{for} \quad \tau \in (0, 1].
\]
Observe that \( h(\tau) \) is positive, Lipschitz, and non-increasing for \( \tau \in (0, 1) \) and that \( h(1) = 0 \). In particular, \( h(\tau_n) \) exists and is negative for a sequence of \( \tau_n \in (0, 1) \) with \( \tau_n \to 1 \). Using the definition of \( h \) to compute the derivative, we may choose \( y_n \in \mathbb{R}^d \) and \( x_n \in \overline{X} \) such that
\[
4x_n \cdot (y_n - \tau_n x_n) > 0
\]
and
\[
2|y_n - \tau_n x_n|^2 - g(y_n) = h(\tau_n).
\]
The optimality condition tells us that
\[
g(y) \leq g(y_n) + p_n \cdot (y - y_n) + 2|y - y_n|^2
\]
for
\[
p_n = 4(y_n - \tau_n x_n).
\]
The optimality condition also tells us that
\[
p_n \cdot y_n > p_n \cdot \tau_n x_n = \max_{x \in \tau_n X} p_n \cdot x.
\]
Note that we must have \( g(y_n) \to 0 \) and \( |y_n - \tau_n x_n|^2 \to 0 \). In particular, we may pass to a subsequence to obtain \( y_n \to y \in \overline{X} \cap \{g = 0\} \).

The next lemma is the key technical result required to prove uniqueness. Our geometric picture is the following: when a surface touches a convex set on a facet, then either the surface covers the entire facet or it peels away. When it peels away, we can find regular points of the surface arbitrarily close to the facet whose normal lies in the direction of the peeling.

Lemma 3.15. Suppose \( W \subseteq V \subseteq U \subseteq \mathbb{R}^d \) are open and bounded, \( W \) and \( V \) are convex and inner regular, \( U \) is outer regular, \( \overline{W} \subseteq V \), and \( \partial V \cap \partial U \neq \emptyset \). For any \( \varepsilon > 0 \), we can find a point \( x \in \partial U \) where \( U \) has an inner tangent ball such that \( p = \nabla w_{W,U}(x) \neq 0 \) and \( |\nabla w_{W,V}| \leq (1 + \varepsilon)|p| \) on \( V_p = \{x \in V : p \cdot x = \min_{y \in V} p \cdot y\} \).

Proof. Throughout the proof, we let \( C \) denote a positive constant that may depend on \( U, V, W \) and differ in each instance. Write \( u = w_{W,U} \) and \( v = w_{W,V} \). Choose a supporting hyperplane \( \Lambda \) with unit inward normal \( \nu \) for \( V \) at some point of \( \partial V \cap \partial U \). Let \( X = \Lambda \cap \partial V \) and \( Y = \Lambda \cap \partial V \cap \partial U \). Without loss we can assume that \( 0 \in \Lambda \).

Since \( V \) is convex and inner regular, Lemma 3.12 implies that \( \nabla v \) extends continuously to \( \partial V \). Observe that \( |\nabla v|^{-1} \nabla v = \nu \) on \( X \). Moreover, by Caffarelli-Spruck [10], we know that \( \{v > t\} \) is convex for all \( t \in (0, 1) \). Since \( \nabla v \) is continuous up to the boundary, this implies \( |\nabla v| \) is concave on \( X \).
Lemma 3.12 also implies that $\nabla u$ exists and $|\nabla u|^{-1}\nabla u = \nu$ on $Y$. The maximum principle implies $|\nabla v| \leq |\nabla u|$ on $Y$. If $\max_X |\nabla v| \leq \max_Y |\nabla u|$, then we immediately conclude. We may therefore choose a convex set $Z \subseteq X$ of the form $Z = X \cap \{ |\nabla v| > \tau \}$ such that $Z \cap Y = \emptyset$ and $\overline{Z} \cap Y \neq \emptyset$.

Using the inner regularity of $V$ and the containment $V \subseteq U$, we see there are $\alpha, \delta > 0$ such that Lemma 3.14 applies to the function $g : \Lambda \rightarrow \mathbb{R}$ given by

$$g(x) = \sup \{ t \in \mathbb{R} : x + t\nu \in U \text{ or } t \leq -\delta \}$$

and the set $Z \subseteq \Lambda$. In particular, there is a radius $r > 0$, a sequence $y_n \in \partial U$, and a sequence of unit vectors $\nu_n \in \mathbb{R}^d$ such that $B_r(y_n + r\nu_n) \subseteq U \setminus W$ touches $OU$ from the inside at $y_n$, $y_n \rightarrow y_\infty \in Y \cap \overline{Z}$, $\nu_n \rightarrow \nu$. Call $y'_n$ to be the projection of $y_n$ onto $\Lambda$, then $y'_n = y_n + g(y_n)\nu$, and $\nu_n \cdot y_n \leq (1 + o(1)) \min_{z \in \mathbb{R}^d} \nu_z \cdot y$.

Comparing the first order expansions from Lemma 3.12 of $u$ at $y_n$ and $v$ at $y_\infty$, using the uniform bounds on the tangent ball radii, we see that

$$\liminf_{n \rightarrow \infty} |\nabla u(y_n)| \geq \liminf_{n \rightarrow \infty} \nu \cdot \nabla u(y_n) \geq \nu \cdot \nabla v(y_\infty) = |\nabla v(y_\infty)| \geq \tau.$$

Now, for any sequence $z_n \in \nabla u$, with $z_n \rightarrow z$, by the boundary regularity $z \in X$ and by the conditions $y_\infty \in Y \cap \overline{Z} \subseteq X \setminus Z$ and $\nu_n \cdot y_n \leq (1 + o(1)) \min_{z \in \mathbb{R}^d} \nu_z \cdot y$ we have that $z \in X \setminus Z$. In particular, $\nu \cdot \nabla v(z) = |\nabla v(z)| \leq \tau$. Thus, for any $\varepsilon > 0$, for all large $n$, we have $|\nabla v| \leq (1 + \varepsilon)|\nabla u(y_n)|$ on $V_{\nu_n} = \overline{V}_{u(y_n)}$.

The next lemma is used for the “easy” direction of our uniqueness theorem below. This is essentially already present in the viscosity theory for $H(p) = |p|$, but needs to be adapted to work for weakened subsolutions.

**Lemma 3.16.** Suppose $W \subseteq V \subseteq U \subseteq \mathbb{R}^d$ are open and bounded, $W$ and $V$ are inner regular, $U$ is convex, $\overline{W} \subseteq V$, and $\partial V \cap \partial U \neq \emptyset$. For any $\varepsilon > 0$, we can find a point $x \in \partial U \cap \partial V$, a normal vector $\nu$, and a $\delta > 0$ such that $\nabla u_{W,U}(x) = |\nabla u_{W,U}| \nu$ exists and $\nabla w_{W,V}(y) \leq (1 + \varepsilon)|\nabla w_{W,U}(x)| \cdot (y - x)$ for $\nu \cdot (y - x) < \delta$.

**Proof.** Write $u = w_{W,U}$ and $v = w_{W,V}$. Since $U$ is convex and $W$ is inner regular, $u$ is Lipschitz continuous. Since $V$ is inner regular, we see from Lemma 3.12 that $\nabla u$ exists and is continuous in $U$ up to $\partial U \cup \partial V$. Choose $x \in \partial U \cup \partial V$ and a unit vector $\nu$ such that $\nu \cdot x = \min_{x \in \partial U \cup \partial V} \nu \cdot y$. Let $\Lambda = \{ y \in \mathbb{R}^d : \nu \cdot (y - x) = 0 \}$ denote the supporting hyperplane of $U$ at $x$ with normal $\nu$. Consider the set $X = \Lambda \cap \partial V$. Since $V \subseteq U$, we have $X \subseteq \partial U \cup \partial V$. In particular, $\nabla u$ is continuous in $U$ up to $X$. Since $\nabla u = |\nabla u|\nu$ on $X$, we may assume that $|\nabla u| \leq |\nabla u(x)|$ on $X$. By Lemma 3.13, we may choose $r > 0$ such that $u(y) \leq (1 + \varepsilon)|\nabla u(x)| \cdot (y - x)$ for all $y \in U \cap (X + B_r)$. Using the definition of $X$, we may choose $\delta > 0$ such that $\{ y \in V : \nu \cdot (y - x) < \delta \} \subseteq X + B_r$. Conclude using $\nu \cdot u$.

**3.4. Uniqueness.** Our uniqueness proof requires two additional and fairly standard lemmas. The first says that, when a supersolution is differentiable at a boundary point, then the supersolution condition holds classically.

**Lemma 3.17.** If $u \in USC(\mathbb{R}^d)$ is a supersolution of $\{ u > 0 \}$ has an inner tangent ball at $x \in \partial(u > 0)$, and there is a $p \in \mathbb{R}^d$ such that $u(y) = p \cdot (y - x) + o(|y - x|)$ for $y \in \{ u > 0 \}$, then $H(p) \leq 1$. 


Proof. Choose $B_r(z) \subseteq \{ u > 0 \} \setminus \overline{W}$ with $\partial B_r(z) \cap \partial \{ u > 0 \} = \{ x \}$. Let $G$ denote the fundamental solution of $L$. For $\varepsilon > 0$ small, consider the test function

$$\varphi_{\varepsilon}(y) = (1 - \varepsilon)|p| |\nabla G(x - z)|^{-1}(G(y - z) - G(x - z)).$$

Observe that, for $\delta > 0$ small, $\varphi_{\varepsilon}$ is subharmonic and touches $u$ below in $B_\delta(x)$ with contact set $\{ x \}$. The supersolution condition implies $H(\nabla \varphi_{\varepsilon}(x)) = H((1 - \varepsilon)p) \leq 1$. Conclude using the homogeneity \((2.3)\).

The next lemma is the usual min and max convolution.

**Lemma 3.18.** If $u \in USC(\mathbb{R}^d)$ is a (weakened) subsolution of \((3.1)\) for $W$, then $u^d = \max_{\overline{B}_\delta(x)} u$ is a (weakened) subsolution of \((3.1)\) for $W^d = W + B_\delta$. If $u \in LSC(\mathbb{R}^d)$ is a supersolution of \((3.1)\) for $W$, then $u_s(x) = \min_{\overline{B}_\delta(x)} u$ is a supersolution of \((3.1)\) for $W^d = \mathbb{R}^d \setminus ((\mathbb{R}^d \setminus W)^\delta$.

**Proof.** This is a standard property of viscosity solutions. \(\square\)

Note that the positivity sets for $u^d, u_s$ are respectively inner and outer regular.

Using our technical lemmas above, we are ready to prove uniqueness.

**Theorem 3.19.** Suppose $0 \in W \subseteq \mathbb{R}^d$ is open, bounded, convex, and inner regular. There is a unique $u \in C(\mathbb{R}^d)$ that satisfies $u = 1$ on $W$ and is both a supersolution and weakened subsolution of \((3.1)\). Moreover, $\{ u > 0 \}$ is convex.

**Proof.** Step 1. Suppose that $u, v \in C(\mathbb{R}^d)$ are identically 1 on $\overline{W}$ and both supersolutions and weakened subsolutions of \((3.1)\). Observe that $u = w_{U,U}$ and $v = w_{U,V}$ where $U = \{ u > 0 \}$ and $V = \{ v > 0 \}$. To show $u = v$, it is enough, by symmetry, to show that $V \subseteq U$. We assume for contradiction that $V \not\subseteq U$. By Theorem 3.10 we may assume that one of $U$ or $V$ is convex.

Step 2. By min and max convolution and dilation, we regularize $U$ and $V$ and make $u$ strict supersolution. Since $V \not\subseteq U$ and $W$ is convex, we may choose $0 < \delta < 1 < \tau$ such that $V^\delta \subseteq \tau U_\delta$, $\partial V^\delta \cap \partial (\tau U_\delta) \neq \emptyset$, and $W^\delta \subseteq \tau W_\delta$. Let $W = W^\delta, \tilde{U} = \tau U_\delta, \tilde{V} = V^\delta, \tilde{v} = w_{\tilde{U},\tilde{V}},$ and $\tilde{u} = w_{U,V}$. Using Lemma 3.18 and Lemma 3.8 we see that $\tilde{u}$ is a supersolution and $\tilde{v}$ is a weakened subsolution. We also have that $\tilde{U}$ is outer regular, $\tilde{V}$ is inner regular, $\tilde{W}$ is convex and inner regular, $\tilde{V} \subseteq \tilde{U}$, and $\tilde{V} \cap \tilde{U} \neq \emptyset$.

Step 3. We derive a contradiction assuming that $U$ is convex. Since $\tilde{U}$ is convex, we may apply Lemma 3.16. For any $\varepsilon > 0$, we find a $\delta > 0$, a normal $\nu$, and a point $x \in \partial U \cap \partial V$ such that $\nabla \tilde{u}(x) = |\nabla \tilde{u}(x)| \nu$ exists and $\tilde{v}(y) \leq (1 + \varepsilon) \cdot |\nabla \tilde{u}(x)|$ for $\nu \cdot (y - x) < \delta$. By Lemma 3.17, we have $H(\tau \nabla \tilde{u}(x)) \leq 1$. In particular $H((1 + \varepsilon) \nabla \tilde{u}(x)) \leq (1 + \varepsilon) \tau^{-1}$. Since $\tau > 1$, we can choose $\varepsilon > 0$ small so that $(1 + \varepsilon) \tau^{-1} < 1$. Thus $\tilde{v}$ fails the weak subsolution condition for the test function $\varphi(y) = (1 + \varepsilon) |\nabla \tilde{v}(x)| \cdot (y - x)$.

Step 4. We derive a contradiction assuming that $V$ is convex. Since $\tilde{V}$ is convex and inner regular, we may apply Lemma 3.15. For any $\varepsilon > 0$, we find a $x \in \partial \tilde{V}$ where $p = \nabla \tilde{v}(x) \neq 0$ and $|\nabla \tilde{u}(x)| \leq (1 + \varepsilon) |p|$ on $\overline{V}_p$. Since $\tilde{V}$ is convex and inner regular, we see from Lemma 3.12 that $\nabla \tilde{v}$ is continuous up to $\partial \tilde{V}$. In particular, we see there is a $\delta > 0$ such that $\tilde{v}(y) \leq (1 + 2\varepsilon) H(p \cdot (y - x))$ holds for any $x \in \overline{V}_p$ and $p \cdot (y - x) < \delta$. As in step 3, Lemma 3.17 implies that $H((1 + 2\varepsilon)p) \leq (1 + 2\varepsilon) \tau^{-1}$. Thus, making $\varepsilon > 0$ small, we see that $\tilde{v}$ fails the weak subsolution condition for the test function $\varphi(y) = (1 + 2\varepsilon) p \cdot (y - x)$. \(\square\)
3.5. **Rational facets.** We now use the special structure of \( H \) given by Theorem 2.14 to show that facets form in all of the rational directions. Observe that, when \( p \in \mathbb{Z}^d \setminus \{0\} \) is rational, then the lattice \( \Lambda_p \) determines \( |p|^{-1}p \). Then by Theorem 2.14 there is \( \delta > 0 \) such that \( H(|p|^{-1}p) \leq H(q) - \delta \) for all \( q \in \mathbb{R}^d \) with \( |q| = 1 \) and \( 0 < |q - |p|^{-1}p| < \delta \). Combining this with a compactness argument inspired by free boundary regularity theory, we show that a facet forms in the direction \( p \).

We remark that the existence of facets, even of higher co-dimension, is easier if \( |Du| \) is continuous up to \( \partial \{u > 0\} \). This would follow from a \( C^{1,\text{Dini}} \) estimate of the free boundary. Here we use convexity to get \( C^1 \) regularity of the free boundary cheaply, and use a blow up argument in place of regularity of the gradient.

**Theorem 3.20.** Suppose that \( W \subseteq \mathbb{R}^d \) is open, bounded, convex, and inner regular, let \( u \in C_c(\mathbb{R}^d) \) denote the unique solution of (3.1), and let \( \Omega = \{u > 0\} \). For every \( p \in \mathbb{Z}^d \setminus \{0\} \), the set \( \Omega_p = \{x \in \Omega : p \cdot x = \min_{y \in \mathbb{R}^d} p \cdot y\} \) is closed, convex, and has dimension \( d - 1 \).

**Proof.** Recall from Theorem 3.19 that \( \Omega \) is convex, first we prove that the boundary of \( \Omega \) is \( C^1 \). Each \( x \in \partial \Omega \) has a closed convex cone of supporting half-spaces indexed by their inward normals, we write \( \nu(x) \) for the intersection of the cone with the unit sphere. First we show that \( \nu \) is single-valued. Let \( x \in \partial \Omega \) and let \( e \) be a unit vector such that \( e \cdot \nu > 0 \) for all \( \nu \in \nu(x) \). Blow up to

\[
 u_r(y) = u(re)^{-1}u(x + ry).
\]

Up to taking a subsequence, by the uniform Lipschitz continuity of \( u \) and the Harnack inequality, the \( u_r \) converge locally uniformly to a positive globally Lipschitz continuous harmonic function \( u_0 \) in the cone \( K = \{y : \nu > 0 \ \forall \ \nu \in \nu(x)\} \), with \( u_0(e) = 1 \) and \( u_0 = 0 \) on the boundary of the cone. Thus, for example by Theorem 1.2 of [1], \( u(x) = (x \cdot f)_+ \) for some \( f \neq 0 \), i.e. \( \nu(x) = \{f/|f|\} \) is a singleton. Now since \( \nu : \partial \Omega \to S^{d-1} \) is single-valued, it is also continuous. Suppose otherwise, then there exists a point \( x \in \partial \Omega \) and a sequence \( x_n \) converging to \( x \) with \( \nu(x_n) \to \nu' \neq \nu \). Then, by the continuity of \( p \mapsto \min_{y \in \mathbb{R}^d} p \cdot y \), \( \nu' \cdot x = 0 \) is also a supporting hyperplane for \( \Omega \) at \( x \); this is a contradiction.

Since \( \Omega \) is convex, \( \Omega_p \) is closed and convex. Write \( \bar{p} = |p|^{-1}p \). Since \( p \) has integer coordinates, Theorem 2.14 implies there is a small \( s > 0 \) such that \( H(q) \geq (1 + 2s)H(\bar{p}) \) whenever \( |q| = 1 \) and \( 0 < |q - \bar{p}| < s \). Suppose for contradiction that \( \Omega_p \) has dimension \( d - 2 \).

By the weak subsolution condition, there is a sequence of points \( x_n \in \Omega \) with \( x_n \to x_\infty \in \Omega_p \) such that

\[
 \limsup_{n \to \infty} \frac{u(x_n)}{\bar{p} \cdot (x - x_n)} \geq H(\bar{p})^{-1}.
\]

By convexity, we have

\[
 \bar{p} \cdot (x_n - x_\infty) \geq \text{dist}(x_n, \partial \Omega).
\]

Since \( u \in C^{0,1}(\mathbb{R}^d) \), we have

\[
 \bar{p} \cdot (x_n - x_\infty) \leq Cu(x_n) \leq C \text{dist}(x_n, \partial \Omega).
\]

We now use the low dimension hypothesis. Recall that, for any bounded convex open \( U \subseteq \mathbb{R}^d \) and sphere \( \partial B \subseteq U \), the set

\[
 V = \{y \in \partial U : \text{dist}(z, \partial U) = |z - y| \text{ for some } z \in \partial B\}
\]
has positive $H^{d-1}$ measure. Indeed, the downward characteristics of the distance function in a convex set spread out as they travel to the boundary. From this, we see that, by perturbing the $x_n$, we may assume there are $y_n \in \partial \Omega$ such that $r_n = |y_n - x_n| = \text{dist}(x_n, \partial \Omega)$ and $q_n = |x_n - y_n|^{-1}(x_n - y_n) \neq \bar{p}$. Since $y_n \to x_\infty$ and we have shown above that $\partial \Omega$ is $C^1$ we have $q_n \to \bar{p}$.

By Lemma 3.12 and Lemma 3.17, $\nabla u(y_n)$ exists, $\nabla u(y_n) = |\nabla u(y_n)|q_n$, and $|\nabla u(y_n)| \leq H(q_n)^{-1}$. Moreover, we may choose a $\delta \in (0,1)$ such that

$$z_n = (1 - \delta)y_n + \delta x_n$$

satisfies

$$u(z_n) \leq (1 + s)H(q_n)^{-1}\text{dist}(z_n, \partial \Omega).$$

Consider the rescalings

$$u_n(w) = u(x_n)^{-1}u(y_n + r_nw).$$

Since $C^{-1}r_n \leq u(x_n) \leq Cr_n$, we may pass to a subsequence to obtain $u_n \to u \in C^{0,1}(\mathbb{R}^d)$ locally uniformly, $r_n^{-1}(x_n - y_n) \to x$, and $r_n^{-1}(z_n - y_n) \to \delta x$. Note that $u(0) = 0$, $u(x) = 1$, and $B_1(x) \subseteq \{u > 0\}$. In fact, by the same argument as in Theorem 3.10 we see that $\{u > 0\}$ is convex and unbounded.

Since $\{u > 0\}$ is convex and unbounded, $u$ is globally Lipschitz, harmonic, $u(0) = 0$, $u(x) = 1$, and $|x| = 1$, we must have $u(w) = \max\{0, x \cdot w\}$. Thus compute

$$\delta = u(\delta x)$$

$$\leq \lim_n u(x_n)^{-1}u(z_n)$$

$$\leq \limsup_n H(p)(1 + s)H(q_n)^{-1}\delta$$

$$\leq (1 + s)(1 + 2s)^{-1}\delta$$

$$< \delta,$$

which is impossible. Thus $\Omega_p$ must have dimension $d - 1$. $\square$

4. Scaling Limit

4.1. Local minimizers. Throughout this section, fix $0 \in W \subseteq \mathbb{R}^d$ open, bounded, convex, and inner regular. For $h > 1$, consider the energy

$$J_h[u] = \sum_{x \notin hW} 1_{\{u > 0\}}(x) + d \sum_{|x-y|=1, \{x,y\} \notin hW} (u(x) - u(y))^2$$

defined for $u : \mathbb{Z}^d \to \mathbb{R}$. Note that the sum over edges counts each edge twice, as the pairs $\{x, y\}$ are unordered.

We define local minimizer to be with respect to single-site modifications:

**Definition 4.1.** A function $u : \mathbb{Z}^d \to \mathbb{R}$ is a local minimizer of $J_h$ if $u = h$ on $hW$, $J_h[u] < \infty$, and $J_h[v] \geq J_h[u]$ for any $v : \mathbb{Z}^d \to \mathbb{R}$ such that $\{v \neq u\}$ is a singleton.

An analysis of single-site modifications yields the following result.
Lemma 4.2. If \( u : \mathbb{Z}^d \to \mathbb{R} \) is a local minimizer of \( J_h \), then

\[
\begin{cases}
    \Delta u = 0 & \text{on } \{ u > 0 \} \setminus hW \\
    \Delta u \leq 1 & \text{on } \partial^+ \{ u > 0 \} \setminus hW \\
    u \geq (2d)^{-1} & \text{on } \partial^- \{ u > 0 \} \setminus hW \\
    u = h & \text{on } hW \\
    u \geq 0 & \text{on } \mathbb{Z}^d \setminus hW,
\end{cases}
\]

where

\[ \partial^+ X = \{ y \in \mathbb{Z}^d \setminus X : |y - x| = 1 \text{ for some } x \in X \} \]

and

\[ \partial^- X = \partial^+ (\mathbb{Z}^d \setminus X) \]

denote the outer and inner lattice boundary of a set \( X \subseteq \mathbb{Z}^d \).

Proof. Since the first, fourth, and fifth conditions are standard, we prove the second condition. Suppose that \( x \in \partial^+ \{ u > 0 \} \setminus hW \) and consider the variation

\[ u_x(y) = \begin{cases}
    u(y) & \text{if } y \neq x \\
    (2d)^{-1} \sum_{|z-x|=1} u(z) & \text{if } y = x.
\end{cases} \]

Using \( u(x) = 0 \), we compute

\[ 0 \leq J_h[u_x] - J_h[u] = 1 - (\Delta u(x))^2. \]

This proves the second condition. Now suppose that \( x \in \partial^- \{ u > 0 \} \setminus hW \) and consider the variation

\[ u_x(y) = \begin{cases}
    u(y) & \text{if } y \neq x \\
    0 & \text{if } y = x.
\end{cases} \]

Using \( \Delta u(x) = 0 \), we compute

\[ 0 \leq J_h[u_x] - J_h[u] = 1 - (2d)^2 u(x)^2. \]

This proves the third condition. \( \square \)

We study the least supersolution of \( [4.1] \).

Lemma 4.3. The least function \( u_h : \mathbb{Z}^d \to \mathbb{R} \) that satisfies

\[
u_h \geq h \mathbf{1}_{hW} \quad \text{and} \quad \Delta u_h \leq 1_{\{u_h=0\}}
\]

is a local minimizer.

Proof. By the maximum principle for \( \Delta \), we see that \( u_h = h \) on \( hW \), \( \{ u_h > 0 \} \) is finite, and \( \Delta u_h = 0 \) in \( \{ u_h > 0 \} \setminus hW \). If \( J_h[u] < J_h[u_h] \) and \( \{ u \neq u_h \} = \{ x \} \), then either \( x \in \partial^+ \{ u_h > 0 \} \setminus hW \) or \( x \in \partial^- \{ u_h > 0 \} \). In the former case, then by the proof of the previous lemma, we must have \( \Delta u_h(x) > 1 \), which is impossible. In particular, any single site variation of \( u_h \) that reduces the energy must remove a point from its domain. We may therefore find a local minimizer \( v : \mathbb{Z}^d \to \mathbb{R} \) such that \( \{ v > 0 \} \subset \{ u > 0 \} \). By the previous lemma, \( \Delta v \leq 1_{\{v=0\}} \), contradicting the minimality of \( u \). \( \square \)

As in the continuum setting, we may compute the least supersolution by parabolic flow. This flow is a special case of the divisible sandpile dynamics.
Lemma 4.4. If $v_0 = h 1_{hW}$,

\[ v_{k+1} = v_k + (2d)^{-1} \max\{0, \Delta v_k - 1_{\{v_k = 0\}}\}, \]

and $u_h : \mathbb{Z}^d \to \mathbb{R}$ the least function satisfying (4.2), then $\lim_{k \to \infty} v_k = u_h$.

Proof. We first observe that $0 \leq v_k \leq h$ for all $k$. Next, we prove $v_k \leq u_h$ by induction. It is trivially true for $k = 0$. Suppose it is true for $k$ and let $x \in \mathbb{Z}^d$ be arbitrary. If $x \in hW$, then $v_{k+1}(x) \leq h = u_h(x)$. If $u_h(x) = 0$, then we have $v_k(x) = 0$, $\Delta v_k(x) \leq \Delta u_h(x) \leq 1$, and $v_{k+1}(x) = 0$. If $u_h(x) > 0$ and $x \notin hW$, then we have $v_{k+1}(x) \leq (2d)^{-1} \sum_{|y-x|=1} v_k(y) \leq (2d)^{-1} \sum_{|y-x|=1} u_h(y) = u_h(x)$.

Since $v_k \leq v_{k+1} \leq u_h$ and $\{u_h > 0\}$ is finite, we see that $v_\infty = \lim_{k \to \infty} v_k$ exists. Since $v_\infty$ is stationary, we see that $v_\infty$ satisfies (4.2). We conclude $v_\infty = u$ using the minimality of $u_h$. 

4.2. Compactness. We adapt the uniform Lipschitz estimate of Alt-Caffarelli [3] to the discrete setting. A variation on this already appeared in the work of Aleksanyan-Shahgholian [4,5]. In fact, the discrete analogue of the Alt-Caffarelli result is easier to prove, owing to the fact that a discrete boundary can not be irregular and the discrete normal derivative is always defined.

Lemma 4.5. Every local minimizer of $J_h$ is Lipschitz with constant depending only on dimension and the inner regularity of $W$.

Proof. We show that, if $u : \mathbb{Z}^d \to \mathbb{R}$ is a local minimizer and $x \in \partial^+ hW$, then $u(x) \geq h - C$ for some $C > 0$ depending only on dimension and the inner regularity of $W$. Let us first observe that this is sufficient. Indeed, by (4.1), we know that $u(x) \leq C$ for all $x \in \partial^+ \{u = 0\}$. Thus, since $\Delta u = 0$ in $\{u > 0\} \setminus hW$, we can apply the maximum principle to $x \mapsto u(x + e_k) - u(x)$ to conclude $|u(y) - u(x)| \leq C$ for $|x - y| = 1$.

Suppose that $W$ is $2r$-inner regular and $r < 1/2$. Define the test function

\[ \varphi(x) = 2r^{d-1}|x|^{1-d} - 1 \]

and its rescalings

\[ \varphi_h(x) = h \varphi(h^{-1}x). \]

Observe that $\varphi_h = h$ on $\partial B_{hr}$ and $\varphi_h = 0$ on $\partial B_{hs}$, where $s = r^{2/(d-1)} > r$. Since $L \varphi(x) = dr^{d-1}|x|^{-d} - C^{-1} > 0$ in $B_s \setminus B_r$, we see that

\[ \Delta \varphi_h > 0 \quad \text{on} \quad B_s \setminus B_r \]

for large $h > 1$. Using $|\nabla \varphi|(x) = (d-1)r^{d-1}|x|^{-d}$ and $r < 1$ and $r < 1/2$, we also see that

\[ \Delta \max\{0, \varphi_h\} > 1 \quad \text{on} \quad \partial B_{hs} \]

for large $h > 1$.

We claim, for $h > 1$ large, that

\[ u(w) \geq \varphi_h(w - z) \quad \text{for} \quad w \in \mathbb{Z}^d. \]

Indeed, if this fails, then by the maximum principle, the maximum of $w \mapsto \varphi_h(w - z) - u(w)$ must occur at a point $w \in \partial^+ \{u > 0\} \setminus hW$. However, this implies $\Delta u(w) \geq \Delta \max\{0, \varphi_h\}(w) > 1$, contradicting (4.1).

Since, for large $h > 1$, we have $hs \geq hr + 2 \geq |x - z| \geq hr$, the claim implies $u(x) \geq \varphi_h(w - z) \geq h - C$. For small $h > 1$, we have $u(x) \geq 0 \geq h - C$ trivially. 

We also must control the support to obtain compactness.
Lemma 4.6. There is a radius $R > 0$ depending only on $W$ such that every local minimizer of $J_h$ is supported in $B_{Rh}$.

Proof. Let $u : \mathbb{Z}^d \to \mathbb{R}$ be a local minimizer of $J_h$. Choose $r > 0$ such that $W \subseteq B_r$. For $R > r$, let $v : \mathbb{Z}^d \to \mathbb{R}$ solve

$$
\begin{cases}
\Delta v = 0 & \text{on } B_{hR} \setminus B_hR \\
v = 0 & \text{on } \mathbb{Z}^d \setminus B_{hR} \\
v = h & \text{on } B_{hR}.
\end{cases}
$$

Standard Green’s function estimates tell us that $\Delta v \leq C(R - r)^{1-d} 1_{\{v=0\}}$. In particular, $\Delta v \leq (4d)^{-1} 1_{\{v=0\}}$ for all large $R > 0$. Now, let $R > r$ be least such that $B_{hR} \supseteq \{u > 0\}$, Choose $x \in \partial^+ \{u > 0\} \setminus B_{hR}$. By (4.1) and the maximum principle, we have $(2d)^{-1} \leq \Delta u(x) \leq \Delta v(x)$. Thus $\{u > 0\} \subseteq B_{hR}$ for some $R > r$ depending only on dimension and $W$. □

4.3. The supersolution property. The supersolution property for any limit of local minimizers follows by a blow-up argument.

Lemma 4.7. If $p \in \mathbb{R}^d$ and, for every $R, \delta > 0$ there is a $v : \mathbb{Z}^d \to \mathbb{R}$ such that

$$
\begin{cases}
v(0) = 0 \\
\Delta v(x) \leq \delta + 1_{\{v=0\}}(x) & \text{for } |x| \leq R \\
v(x) \geq (p \cdot x - \delta)^+ & \text{for } |x| \leq R
\end{cases}
$$

then $H(p) \leq 1$.

Proof. By the maximum principle, we may assume $v$ satisfies the additional conditions

$$v(x) \leq (p \cdot x + \max_k |p_k|)^+ \text{ and } \Delta v(x) \geq 0 \text{ for } |x| \leq R.$$

More precisely take the min with $(p \cdot x + \max_k |p_k|)^+$ and then solve for the harmonic function in $\{|x| \leq R\} \cap \{p \cdot x > -\delta\}$ with the same boundary data. Together with the original conditions, these imply enough compactness to pass to limits, obtaining $w : \mathbb{Z}^d \to \mathbb{R}$ that solves (2.1) and has $\Delta w(0) \leq 1$. □

Lemma 4.8. If $h_n \to \infty$, $u_n$ is a local minimizer of $J_h$, $\bar{u}_n(x) = h_n^{-1} u_n(h_n x)$, and $\bar{u}_n \to u \in C(\mathbb{R}^d)$ uniformly, then $u$ is a supersolution of (3.1).

Proof. Suppose that $\varphi \in C^\infty(\mathbb{R}^d)$ touches $u$ from below at $x$. That is $u(x) = \varphi(x)$ and, for some $r > 0$ and all $0 < |y - x| < r$, $u(y) > \varphi(y)$. It is enough to show $H(D\varphi(x)) \leq 1$ under the assumption $\Delta \varphi > 0$ in $B_r(x) \subseteq \mathbb{R}^d \setminus B_r$. Let

$$U_n = \mathbb{Z}^d \cap B_{h_n r}(h_n x) \text{ and } \varphi_n(x) = h_n^{-1} \varphi(h_n^{-1} x).$$

Choose $x_n \in U_n$ such that

$$(u_n - \varphi_n)(x_n) = \min_{U_n} (u_n - \varphi_n).$$

By the uniform convergence of $h_n^{-1} u_n(h_n x)$ to $u(x)$ in $B_r(x)$, we see that

$$\frac{x_n}{h_n} \to x.$$

By the monotonicity of $\Delta$, we have

$$\Delta(u_n - \varphi_n)(x_n) \geq 0.$$
Since
\[ \Delta (u_n - \varphi_n) < 1_{\{u_n = 0\}}, \]
we must have
\[ u_n(x_n) = 0. \]
Letting
\[ v_n(x) = u_n(x_n + x) \]
we see that
\[
\begin{cases}
  v_n(0) = 0 \\
  \Delta v_n \leq 1_{\{v_n = 0\}} \\
  v_n \geq 0 \\
  v_n(x) \geq D\varphi_n(x_n) \cdot x + O(h_n^{-2}|x|^2) \text{ for } |x| \leq h_n r.
\end{cases}
\]
Since \( D\varphi_n(x_n) \to D\varphi(x) \), the previous lemma implies \( H(D\varphi(x)) \leq 1. \)

4.4. The weakened subsolution property. The weakened subsolution property for any limit of least supersolutions also follows by a blow-up argument. Note that this property generically fails for arbitrary sequences of local minimizers.

**Lemma 4.9.** If \( h_n \to \infty, u_n : \mathbb{Z}^d \to \mathbb{R} \) is the least function satisfying (4.2), \( \tilde{u}_n(x) = h_n^{-1}u_n(h_n x) \), and \( \tilde{u}_n \to u \in C(\mathbb{R}^d) \) uniformly, then \( u \) is a weakened subsolution of (3.1).

**Proof.** Since \( \Delta u_n = 0 \) in \( \{u_n > 0\} \setminus h_n W \), we see that \( Lu = 0 \) in \( \{u > 0\} \setminus W \). In particular, we may suppose for contradiction that \( H(p) < 1, U \subseteq \mathbb{R}^d \setminus \overline{W} \) open, and \( \varphi(y) = p \cdot (y - x) \) touches \( u \) from above in \( \{u > 0\} \cap U \).

We may assume that \( \overline{U} \) is compact. By the strong maximum principle, we see that the contact set is a compact subset of \( \partial\{u > 0\} \cap U \). We may therefore choose a \( \delta > 0 \) such that
\[
\{\varphi - \delta < u\} \cap \overline{\{u > 0\} \cap U}
\]
is non-empty and has compact closure in \( \{u > 0\} \cap U \).

Let \( v \) denote the solution of (2.1) for \( p \). We may select a sequence of points \( x_n \) such that, if \( v_n(x) = v(x - x_n) \), then \( \tilde{v}_n(x) = h_n^{-1}v_n(h_n x) \) converges locally uniformly to \( \psi(x) = \max\{0, \varphi(x) - \delta\} \). By the above, and the uniform convergence of \( \tilde{u}_n \) to \( u \), we see that, for all sufficiently large \( n \), we have
\[
\emptyset \neq \{v_n < u_n\} \cap \{u_n > 0\} \cap h_n U \subseteq (h_n U_n) \setminus \partial^{-} (h_n U).
\]
In particular, if we define
\[
\tilde{u}_n(x) = \begin{cases} 
\min\{u_n(x), v_n(x)\} & \text{if } x \in h_n U \\
u_n(x) & \text{otherwise},
\end{cases}
\]
then \( \tilde{u}_n \) is a strictly smaller solution of (4.2). \( \square \)
4.5. Convergence. Appealing to our uniqueness theorem for viscosity solutions, we see that the minimal supersolutions converge.

**Theorem 4.10.** If $W \subseteq \mathbb{R}^d$ is open, bounded, convex, and inner regular and $u_h : \mathbb{Z}^d \to \mathbb{R}$ is the least function satisfying

$$u_h \geq h 1_{hW} \text{ and } \Delta u_h \leq 1_{\{u_h = 0\}},$$

then the rescalings $\bar{u}_h(x) = h^{-1} u_h(hx)$ converge uniformly to the unique solution of (3.7).

**Proof.** By Lemma 4.5 and Lemma 4.6, every subsequence of $h_n \to \infty$ has a further subsequence $h'_n \to \infty$ such that $\bar{u}_{h'_n} \to u \in C_0^\infty(\mathbb{R}^d)$ uniformly. By Lemma 4.8 and Lemma 4.9, $u$ is a supersolution and weakened subsolution of (3.1). Thus, by Theorem 3.19, $u$ is the unique solution of (3.1). \[\square\]

5. The non-convex case

5.1. Failures of uniqueness. As is well-known, see Caffarelli-Salsa [9], the exterior problem (3.1) does not always have a unique viscosity solution even for the simplest case $H(p) = |p|$. Indeed, when $W$ is the complement of a ball or $W$ is a finite union of disjoint balls, there generally are multiple viscosity solutions.

In the situations where uniqueness is known to hold for $H(p) = |p|$, the argument always consists of two steps. First, one shows that supersolutions perturb to strict supersolutions. Second, one applies strict comparison. Since the known strictification arguments still work for general $H$, we are only missing strict comparison. In this section, we describe some partial progress.

5.2. Strict comparison in the plane. We are not able to prove strict comparison for weakened subsolutions. Instead, we need to use something closer to the full subsolution condition, which we now describe. In order to state strict comparison in greater generality, we also make our definitions local. That is, we define what it means to solve

$$(5.1) \begin{cases} Lu = 0 & \text{in } \{u > 0\} \\ H(\nabla u) = 1 & \text{on } \partial \{u > 0\} \end{cases}$$

in an open set $U \subseteq \mathbb{R}^d$, without any boundary conditions.

For convenience, we use a notion of local supersolution that is stronger than the natural local version of our notion of supersolution for (3.1) above. Indeed, we demand that local supersolutions be harmonic, rather than merely superharmonic, where they are positive. Since we are no longer proving existence, this definition is more convenient.

**Definition 5.1.** A supersolution of (5.1) in an open set $U \subseteq \mathbb{R}^d$ is a non-negative $u \in C(U)$ that harmonic in $\{u > 0\}$ and such that, whenever $\varphi \in C^\infty(U)$ touches $u$ from below in $U$, there is a contact point $x$ where either $L \varphi(x) \leq 0$ or $\varphi(x) = 0$ and $H(\nabla \varphi(x)) \leq 1$.

Our notion of subsolution is a natural interpolation of subsolution and weakened subsolution. The idea is to exploit the linear structure of the discontinuities of $H$ as described in Theorem 2.14.
Definition 5.2. A modified subsolution of (5.1) in an open set $U \subseteq \mathbb{R}^d$ is a non-negative $u \in C(U)$ that is harmonic in $\{u > 0\}$ and such that, whenever $\varphi \in C^\infty(U)$, $\Sigma \subseteq \mathbb{R}^d$ a subspace, $D\varphi \subseteq \Sigma$, and $\varphi$ touches $u$ from above in $U \cap \{u > 0\}$, there is a contact point $x$ where either

$$L\varphi(x) \geq 0$$

or

$$\varphi(x) = 0 \quad \text{and} \quad \limsup_{p \to \nabla \varphi(x)} H(p) \geq 1.$$  

We now prove strict comparison in dimension two. The proof does use some additional structure of $H$ besides lower semi-continuity, which is that

$$\lim_{q \to p, q \neq p} H(q) = H_*(p)$$

exists. The idea is that if a smooth strict supersolution $u$ touches a smooth modified subsolution $v$ from above at a free boundary point, the gradient $p$ will have to satisfy $H_*(p) \geq 1$. The interesting case is when $H$ is discontinuous at $p$. Then $H_*(p) \geq 1$ contradicts the strict supersolution condition unless $Du$ is parallel to $p$ in a neighborhood of the touching point. This argument can be repeated until the free boundary of $v$ separates from the free boundary of $u$, and we find a neighborhood of the contact set where $\partial \{u > 0\}$ is flat. Then the weakened subsolution condition can be applied to get a contradiction. The main additional difficulty, beyond this idea, is to deal with the reduced regularity of general sub/supersolutions.

Theorem 5.3. If $U \subseteq \mathbb{R}^2$ is open, $u \in C(U)$ is a supersolution of (5.1), $v \in C(U)$ is a modified subsolution of (5.1), $\{u > 0\}$ is outer regular, $\{v > 0\}$ is inner regular, and $\tau \in (0, 1)$, then $\tau u$ does not touch $v$ from above in $U \cap \{v > 0\}$.

Proof. Step 1. We suppose for contradiction that $\tau u$ touches $v$ from above in $U \cap \{v > 0\}$. Let $x$ be a contact point. Observe that $\{u > 0\} \supseteq \{v > 0\}$. Moreover, by the strong maximum principle, we must have $x \in \partial \{u > 0\} \cap \partial \{v > 0\}$. By scaling, we may assume that $\{v > 0\}$ is 2-inner regular and $\{u > 0\}$ is 2-outer regular. We may therefore choose a unit vector $\nu$ such that

$$B_2(x + 2\nu) \subseteq \{v > 0\} \subseteq \{u > 0\} \subseteq \mathbb{R}^d \setminus B_2(x - 2\nu).$$

Using the supersolution property, we obtain

$$\|u\|_{C^{0,1}(U)} \leq C.$$ 

Applying Lemma 3.12 we see there is a $p \in \mathbb{R}^d$ such that

$$|u(y) - p \cdot (y - x)| \leq C|y - x|^{4/3} \quad \text{for} \quad y \in \{u > 0\}.$$  

Note that $p = |p|\nu$ and $H(p) \leq 1$.

Step 2. We show there is a $\sigma > 0$ such that

$$H(q) \geq 1 + \sigma \quad \text{when} \quad |q| = 1 \quad \text{and} \quad 0 < |q - p| < \sigma.$$ 

Consider the test function

$$\varphi(y) = \|p\| |\nabla G(\nu)|^{-1}(G(\nu) - G(y + \nu)),$$

where $G$ is the fundamental solution of $L$. Observe that, for $\varepsilon > 0$ small, there is a $\delta > 0$ such that $\psi_\varepsilon = (1 + \varepsilon)^2 \varphi - \varepsilon^2 \varphi^2$ is strictly superharmonic in $B_\delta(x)$ and touches $u$ from above in $B_\delta(x) \cap \{u > 0\}$ with contact set $\{x\}$. In particular, $\tau \psi_\varepsilon$ touches
v from above in $B_3(x) \cap \{v > 0\}$ with contact set \{x\}. Recall from Theorem 2.15 that there is a $k > 0$ such that \(\lim_{q \to p} H(q) = k|p|\). Since $L\psi_z(x) < 0$, the modified subsolution property implies that $\tau k |\nabla \psi_z(x)| \geq 1$. Sending $\varepsilon \to 0$ gives $\tau k |p| \geq 1$. Since $H(p) \leq 1$, we must have $H(p) \leq \tau k |p| < k|p| = \lim_{q \to p} H(q)$.

Step 3. We use this to show that $\partial\{u > 0\}$ contains an open line segment that contains $x$. Consider the test function

$$\varphi(y) = |p||\nabla G(-\nu)|^{-1}(G(y - \nu) - G(-\nu)).$$

For $\varepsilon > 0$ small, there is a $\delta > 0$ such that $\psi_z = (1 - \varepsilon)\varphi + \varepsilon^2 \varphi$ is subharmonic in $B_3(x)$ and touches $u$ from below in $B_3(x)$ with contact set \{x\}.

By the previous step, we fix $\varepsilon > \delta > 0$ so that

$$H(\nabla \psi_z(z)) > 1 \quad \text{for} \quad z \in \{\psi_z = 0\} \cap B_3(x) \setminus \{x\}.$$

Let us fix $\varepsilon > \delta > 0$ with $(1 + \varepsilon)\tau < 1$ and, for $|\xi| = 1$ and $0 < |\xi - \nu| < \delta$, $H(\xi) \geq (1 + \varepsilon)H(\nu)$. Let $\Lambda = \{y \in \mathbb{R}^d : \nu \cdot (y - x) = 0\}$. Using $B_2(x + 2\nu) \subseteq \{u > 0\}$, we have

$$\inf_{y \in \{u > 0\} \cap \partial B_3(x)} u(y) - \psi_z(y) > 0.$$ 

In particular, there are $\gamma \in (0, \delta/2)$, $\alpha > 0$, and $\varphi : B_\gamma(x) \cap \Lambda \to \mathbb{R}$ such that $|h(z)| \leq \alpha|z - x|^2$ and

$$\psi_{\varepsilon, z}(y) = \psi_z(y - z - \nu h(z))$$

touches $u$ from below in $B_3/2(x)$. Since $H(\nabla \psi_z(z)) > 1$ when $z \in \{\psi_z = 0\} \cap B_3(x) \setminus \{x\}$, the supersolution property implies that the contact set between $u$ and $\psi_{\varepsilon, z}$ must be $\{z + \nu h(z)\}$. In particular, we see that

$$\{z + \nu h(z) : z \in \Lambda \cap B_3(x)\} \subseteq \partial\{u > 0\}.$$ 

Moreover, we see that, for all $z \in \Lambda \cap B_\gamma(x)$,

$$B_3(x) \cap B_1(x + z + (h(x) + 1)\nu) \subseteq \{u > 0\} \subseteq \mathbb{R}^d \setminus B_1(x + z + (h(z) + 1)\nu).$$

In particular, $h \in C^{3,1}(\Lambda \cap B_\gamma(x))$ and therefore $\nabla h = 0$. Since $h(x) = 0$, we see that $\partial\{u > 0\}$ contains $\Lambda \cap B_\gamma(x)$.

Step 4. We use the modified subsolution property again to obtain a contradiction. Let $\ell \subseteq \Lambda \cap \partial\{u > 0\}$ be the maximal open line segment containing $x$. We know from the previous step that $\ell \cap \partial\{v > 0\}$ is a compact subset of $\ell$. We know that, for every $z \in \ell$, that $\nabla u(z)$ exists and satisfies $\nabla u(z) = |\nabla u(z)|\nu$ and $H(\nabla u(z)) \leq 1$. Let $p = (\sup_{z \in \ell} |\nabla u(z)||\nu$. For any $\varepsilon > 0$, there is an open $V \supseteq \ell \cap \partial\{v > 0\}$ such that the function $\varphi(y) = (1 + \varepsilon)\tau p \cdot (y - x)$ touches $v$ from above in $V \cap \{v > 0\}$. By the modified subsolution condition, $H((1 + \varepsilon)\tau p) = (1 + \varepsilon)\tau H(p) \geq 1$. This contradicts $H(p) \leq 1$ for $\varepsilon > 0$ small enough. □

5.3. Limits of half spaces. In order for the notion of modified subsolution to be useful, we need to able to verify it for limits of the minimal supersolutions of (1.4). This requires a more detailed analysis of the halfspace problem (1.1). We introduce another half space type problem which arises when we study the limiting behavior of $H(q)$ as $q \to p \neq 0$.

We need to classify the collection of sets that can arise as limits of discrete half-spaces $E(\zeta) = \{x \in \mathbb{Z}^d : x \cdot \zeta > 0\}$. Let $\zeta^1, \ldots, \zeta^k$ be an orthogonal set of non-zero
vectors in $\mathbb{R}^d$ with $1 \leq k \leq d$. We define the half-space type domain,

$$E(\zeta^1, \ldots, \zeta^k) = \bigcup_{j=1}^{k} \{ z \in \mathbb{Z}^d : [\zeta^1, \ldots, \zeta^{j-1}]^t z = 0 \text{ and } \zeta^j \cdot z > 0 \}.$$ 

we interpret the first condition for $j = 1$ as trivially satisfied. We remark that the domain $E(\zeta^1, \ldots, \zeta^k)$ is only distinct from $\{z : \zeta^1 > 0\} = E(\zeta^1)$ when the orthogonal complement of $\zeta^1$ contains at least one lattice vector. That is, when $\Lambda_{\zeta^1} \neq \{0\}$. It is useful to note that,

$$E(\zeta^1, \ldots, \zeta^k) = E(\zeta_1) \cup (E(\zeta^2, \ldots, \zeta^k) \cap \{\zeta^1 \cdot z = 0\}),$$

which gives an inductive way to understand the limit half-spaces.

Now we study the linearly growing harmonic functions in the limit half-spaces. Let $u_{\zeta^1 \cdots \zeta^k}$ denote the unique solution of

$$\begin{cases}
\Delta u_{\zeta^1 \cdots \zeta^k} = 0 & \text{on } E(\zeta^1, \ldots, \zeta^k) \\
u_{\zeta^1 \cdots \zeta^k} = 0 & \text{on } \mathbb{Z}^d \setminus E(\zeta^1, \ldots, \zeta^k) \\
\sup_{t_0 < x < 0} |u_{\zeta^1 \cdots \zeta^k}(x) - x \cdot \zeta^1| < \infty.
\end{cases}$$

To explain the definition of the limit half-spaces we show how such domains arise naturally as the limit of standard half-spaces. We consider the following sequence of half-spaces,

$$E_t = E(\zeta^0 + t\zeta^1 + t^2\zeta^2 + \cdots + t^k\zeta^k)$$

in the limit $t \to 0$.

The particular powers of $t$ are not important, only that each subsequent term is lower order than the previous one as $t \to 0$. Then,

$$\lim_{t \to 0} E_t = \{ z \in \mathbb{Z}^d : z \in E_t \text{ for all sufficiently small } t > 0 \} = E(\zeta^0, \ldots, \zeta^k).$$

This is basically the way that the limit half spaces appear.

**Lemma 5.4.** Suppose that $\Sigma$ is a subspace of $\mathbb{R}^d$ and $\zeta_n \in \Sigma \cap S^{d-1}$ then, up to taking a subsequence, there exist $\zeta^1, \ldots, \zeta^k \in \Sigma$ orthonormal for some $1 \leq k \leq \dim(\Sigma)$ so that,

$$E(\zeta_n) \to E(\zeta^1, \ldots, \zeta^k) \text{ as } n \to \infty.$$ 

**Proof.** Take a subsequence of the $\zeta_n$ converging to $\zeta^1 \in \Sigma \cap S^{d-1}$. If $\zeta_n = \zeta_1$ for infinitely many $n$ we are done, taking a subsequence along which $\zeta_n$ are constant,

$$E(\zeta_n) = E(\zeta_1).$$

Suppose instead that, eventually, $\zeta_n \neq \zeta^1$. We define the approach direction of $\zeta_n$ to $\zeta$ 

$$\zeta_n^2 = \frac{\zeta_n - \zeta^1}{|\zeta_n - \zeta^1|} \text{ and we have } \zeta_n^2 \cdot \zeta^1 \to 0 \text{ as } n \to \infty.$$ 

Take a further subsequence so that $\zeta_n^2$ converges to some $\zeta^2 \in S^{d-1}$ with $\zeta^2 \cdot \zeta^1 = 0$. Note that $\zeta_n^2 \in \Sigma$ for all $n$ and hence so is $\zeta^2$. Now we continue inductively, if $j = \dim(\Sigma)$ or if $\zeta_n^j = \zeta^j$ for infinitely many $n$ then we stop the process, taking if necessary another sub-sequence so that $\zeta_n^j = \zeta^j$ for all $n$. Otherwise we can define,

$$\zeta_n^{j+1} = \frac{\zeta_n^j - \zeta^j}{|\zeta_n^j - \zeta^j|} \text{ and } \zeta_n^{j+1} \cdot \zeta^j \to 0 \text{ as } n \to \infty \text{ for } 1 \leq \ell \leq j.$$ 

We check the orthogonality conditions by induction. Thus we obtain an orthonormal set of vectors $\zeta^1, \zeta^2, \ldots, \zeta^k$ for some $1 \leq k \leq \dim(\Sigma)$. By the set-up we have
either (1) for all \( n \) it holds \( \zeta_n^k = \zeta^k \) or (2) \( k = \dim(\Sigma) \) and \( \zeta^1, \ldots, \zeta^k \) are an orthonormal basis for \( \Sigma \).

We claim now that,

\[
E(\zeta_n) \rightarrow E(\zeta^1, \ldots, \zeta^k) \quad \text{as} \quad n \to \infty.
\]

If \( z \cdot \zeta^1 > 0 \) then \( z \cdot \zeta_n^1 > 0 \) eventually and if \( z \cdot \zeta^1 < 0 \) then \( z \cdot \zeta_n^1 < 0 \) eventually. If \( z \cdot \zeta^1 = 0 \) then,

\[
\zeta_n^1 > 0 \iff z \cdot (\zeta_n^1 - \zeta^1) > 0 \iff z \cdot \zeta_n^2 > 0.
\]

So we have, in the case when \( z \cdot \zeta^1 = 0 \),

\[
z \cdot \zeta^2 > 0 \quad {\text{(resp.} \quad < 0) \implies z \cdot \zeta_n > 0 \quad {\text{(resp.} \quad < 0) \quad \text{eventually.}}}
\]

Suppose that \( z \cdot \zeta^\ell = 0 \) for \( \ell = 1, \ldots, j \), then when is \( \zeta_n^\ell \cdot z > 0 \) eventually,

\[
z \cdot \zeta_n^\ell > 0 \iff z \cdot (\zeta_n^\ell - \zeta^\ell) > 0 \iff z \cdot \zeta_n^{\ell+1} > 0.
\]

So when \( z \cdot \zeta^\ell = 0 \) for \( \ell = 1, \ldots, j \),

\[
z \cdot \zeta_n^{j+1} > 0 \quad {\text{(resp.} \quad < 0) \implies z \cdot \zeta_n > 0 \quad {\text{(resp.} \quad < 0) \quad \text{eventually.}}}
\]

The final case is if \( z \cdot \zeta^\ell = 0 \) for all \( \ell = 1, \ldots, k \). If \( k = \dim(\Sigma) \) then since \( \zeta^1, \ldots, \zeta^k \) are an orthonormal basis for \( \Sigma \) this holds only when \( z \in \Sigma^\perp \) in which case we know \( \zeta_n \cdot z = 0 \) for all \( n \). Otherwise \( \zeta_n^k = \zeta^k \) for all \( n \) and so \( z \cdot \zeta^k = 0 \) if and only if \( z \cdot \zeta_n^k = 0 \).

\[\text{Theorem 5.5.}\]\n
For each \( \zeta^1, \ldots, \zeta^k \) an orthogonal collection of non-zero vectors \( 1 \leq k \leq d \), there exists a unique solution \( u_{\zeta^1 \ldots \zeta^k} \) of the half-space problem \( \text{[5.3]} \) with the following properties,

\[
\begin{align*}
(1) & \quad \max_{x \in \partial^+ E(\zeta^1, \ldots, \zeta^k)} \Delta u_{\zeta^1 \ldots \zeta^k}(x) = \Delta u_{\zeta^1 \ldots \zeta^k}(0) \\
(2) & \quad \text{Let } \Sigma \text{ be the subspace spanned by } \zeta^1, \ldots, \zeta^k \text{ then,} \\
& \quad \Delta u_{\zeta^1 \ldots \zeta^k}(0) \leq \limsup_{p \to \Sigma} H(p) \\
(3) & \quad \text{If } \zeta^1 \text{ is contained in the subspace } \Sigma', \text{ then there are } \zeta^2, \ldots, \zeta^k \text{ completing } \\
& \quad \zeta^1 \text{ to an orthogonal basis of } \Sigma' \text{ such that,} \\
& \quad \Delta u_{\zeta^1 \zeta^2 \ldots \zeta^k}(0) = \limsup_{p \to \Sigma'} H(p)
\end{align*}
\]

\[\text{Proof.}\]\n
Take a sequence,

\[
\zeta_n = \zeta^1 + \frac{1}{n} \zeta^2 + \cdots + \frac{1}{n^k} \zeta^k \in \Sigma.
\]

Clearly the \( \zeta_n \) converge to \( \zeta^1 \) as \( n \to \infty \). Consider the half-space solutions \( u_{\zeta_n} \) solving \( \text{[5.3]} \) in \( E(\zeta_n) \). Since we have shown in Lemma \[5.4\] that

\[
E(\zeta_n) \rightarrow E(\zeta^1, \ldots, \zeta^k) \quad \text{as} \quad n \to \infty.
\]

We can establish, by uniqueness of \( \text{[5.3]} \), that,

\[
u_{\zeta_n} \rightarrow u_{\zeta^1 \ldots \zeta^k} \quad \text{as} \quad n \to \infty.
\]

In particular,

\[
H(\zeta_n) = \Delta u_{\zeta_n}(0) \rightarrow \Delta u_{\zeta^1 \ldots \zeta^k}(0),
\]
which proves part 2.

Next we consider the proof of part 3. There is a sequence of \( \zeta_n \in \Sigma \) such that \( \zeta_n \to \zeta^1 \) and \( H(\zeta_n) \to \limsup_{p \in \Sigma \to \zeta^1} H(p) \). Applying Lemma 5.4 we find \( \xi^2, \ldots, \xi^k \) for some \( 1 \leq k \leq \dim(\Sigma) \) such that, up to a subsequence, the \( u_{\zeta_n} \) converge and,

\[
E(\zeta_n) \to E(\zeta^1, \xi^2, \ldots, \xi^k) \quad \text{as} \quad n \to \infty.
\]

Then, as usual, the limit of the \( u_{\zeta_n} \) solves (5.3) for \( \zeta^1, \xi^2, \ldots, \xi^k \). By uniqueness the limit is \( u_{\zeta^1, \xi^2, \ldots, \xi^k} \) and we obtain

\[
\limsup_{p \in \Sigma \to \zeta^1} H(p) = \lim_{n} H(\zeta_n) = \lim_{n} \Delta u_{\zeta_n}(0) = \Delta u_{\zeta^1, \xi^2, \ldots, \xi^k}(0).
\]

\[\square\]

5.4. **Sphere approximation.** We now explain how to construct a discrete approximation \( \Lambda_m \) of the lattice ball \( B(0, m) \) with a certain regularity property. Basically the regularity property we would like to have is that, when we send \( m \to \infty \) and follow a sequence of boundary points \( z_m \) the blow up \( \Lambda_m - z_m \) will converge (along a subsequence) to the complement of a limit half space. Once we have done this construction for balls we will also be able to construct regular discrete domains approximating any smooth domain in \( \mathbb{R}^d \).

We will use the following notation below, for a collection \( e_1, \ldots, e_k \subset \mathbb{R}^d \),

\[
T(e_1, \ldots, e_k) = \{ x \in \mathbb{R}^d : x \cdot e_1 = \cdots = x \cdot e_k = 0 \}.
\]

**Lemma 5.6.** Let \( \Sigma \) be a \( k \)-dimensional rational subspace of \( \mathbb{R}^d \) and let \( r \geq 1 \). There exists a sequence of sets \( \Lambda_m(\Sigma) \subset \mathbb{Z}^d \cap \Sigma \) with \( \Lambda_m = -\Lambda_m \) and,

\[
B(0, m) \cap \Sigma \subset \Lambda_m \subset B(0, m + 1) \cap \Sigma,
\]

with the following property: for any sequence \( z_m \in \Lambda_m \) such that \( \Lambda_m - z_m \) converges to a set \( \mathcal{H} \) then there is some orthonormal set \( \zeta^1, \ldots, \zeta^k \in \Sigma \cap T(p) \) for \( 1 \leq k \leq \dim(\Sigma) \) such that,

\[
\mathcal{H} \subset \Sigma \cap B(0, r) \subset E(\zeta^1, \ldots, \zeta^k).
\]

**Proof.** Instead of working in a subspace \( \Sigma \) of \( \mathbb{R}^d \) with the lattice \( \mathbb{Z}^d \cap \Sigma \), we will just work in \( \mathbb{R}^d \) with an arbitrary \( d \)-dimensional integer lattice \( \mathbb{Z}^d \). We denote, for \( r > 0 \) and \( x \in \mathbb{R}^d \), the ball of radius \( r \) in \( \mathbb{Z}^d \) around \( x \) by \( B(x, r) = \{ z \in \mathbb{Z}^d : |z - x| \leq r \} \).

The proof is by an induction argument on the dimension. We start with the case \( d = 1 \). If \( Z \) is an integer lattice in \( \mathbb{R} \) then,

\[
Z = \{ ne : n \in \mathbb{Z} \} \quad \text{for some} \quad e \in \mathbb{R} \setminus \{0\}.
\]

It will be convenient for the induction to define the regularized balls \( \Lambda_m \) around arbitrary points, not just lattice points. For \( x \in \mathbb{R} \) and \( m \geq 1 \) we can simply take

\[
\Lambda_m(x) = B(x, m).
\]

Then, for a sequence \( z_m \in \Lambda_m(x_m) \), we take a subsequence so that \( \Lambda_m(x_m) - z_m \) converges to some \( \mathcal{H} \), and then,

\[
\mathcal{H} \supset \{ ne : n \leq 0 \} \quad \text{or} \quad \mathcal{H} \supset \{ ne : n \geq 0 \},
\]

which is what we required.
Now we assume that the result is proven up to dimension $d-1$, and we consider a $d$-dimensional integer lattice $\mathbb{Z}^d$ in $\mathbb{R}^d$. Let $m \in \mathbb{N}$, start with the sets $B(0,m) = \{ z \in \mathbb{Z}^d : |z| \leq m \}$. We fix an $r \geq 1$ and define for $1 \leq k \leq d$

$$S_k(r) = \{ p \in \mathbb{R}^d \setminus \{ 0 \} : \text{the dimension of span}(T(p) \cap B(0,r)) \text{ is at least } d-k \},$$

these sets are evidently monotone increasing in $r$ and in $k$ and $S_d(r) = \mathbb{R}^d \setminus \{ 0 \}$. In words, $S_k(r)$ is the set of directions satisfying $k$ independent rational relations with norm at most $r$ with respect to the lattice $\mathbb{Z}^d$. Let $\ell_k \geq 1$ chosen as $\ell_0 = m$ and for $1 \leq k \leq d-1$,

$$\ell_k(m) = m^{\frac{1}{d_k}} \text{ chosen to satisfy } \ell_{k+1}^2 = o(\ell_k).$$

Given $p \in \mathbb{R}^d$ the lattice $\mathbb{Z}^d \cap T(p)$ has dimension at most $d-1$. For $x \in T(p)$ and $\ell \geq 1$ let $\Lambda_\ell(x, \mathbb{Z}^d \cap T(p))$ be the ball approximations which are already defined by the inductive hypothesis. Furthermore, every affine hyperplane $x + T(p)$ for $x \in \mathbb{R}^d$ either contains no points of $\mathbb{Z}^d$ or contains a translated copy of $\mathbb{Z}^d \cap T(p)$. Thus we can define for every $x \in \mathbb{R}^d$ the set $\Lambda_\ell(x, \mathbb{Z}^d \cap T(p)) \subset (x + T(p)) \cap \mathbb{Z}^d$.

Now we are ready to define the sets $\Lambda_m$ in $\mathbb{Z}^d$. We define

$$\Lambda_m = B(0,m) \cup \bigcup_{k=1}^{d-1} \bigcup_{p \in S_k(r) \cap B(0,m)} \Lambda_\ell_k(p, \mathbb{Z}^d \cap T(p)).$$

For the ball around a generic point $x \in \mathbb{R}^d$ the definition is analogous. The set $\Lambda_m$ has the following property, for every $z \in \Lambda_m$ either there is $1 \leq k \leq d-1$ such that,

$$z \in \Lambda_\ell_k(p, \mathbb{Z}^d \cap T(p)) \text{ for some } p \in S_k(r) \cap B(0,m),$$

or $z \in B(0,m)$. Let us define $k(z)$ to be the minimum value of $k$ so that (5.6) holds, or if (5.6) does not hold for any $1 \leq k \leq d-1$ then $z \in B(0,m)$ and we take $k(z) = d$. We define $p(z)$ to be the $p \in S_k(z)(r)$ achieving (5.6), taking $p(z) = z$ if $k(z) = d$. We note that,

$$\text{for any } j < k(z) \text{ we have } d(z,S_j(r)) > \ell_j.$$

We also point out that for any $z \in \Lambda_m$,

$$|z|^2 = |z-p(z)|^2 + |p(z)|^2 \leq (\ell_1 + 1)^2 + m^2$$

and so $|z| \leq m + \frac{(\ell_1 + 1)^2}{m^2} \leq m + 1$ for $m$ sufficiently large by the inductive hypothesis and since we chose $\ell_1^2 = o(m)$.

We consider a sequence $z_m \in \Lambda_m$. Up to taking a subsequence we can assume that $k = k(z_m)$ is constant, we call $p_m = p(z_m)$. By it's definition $p_m \in S_k(r) \cap B(0,m)$ with,

$$z_m \in \Lambda_\ell_k(p_m, \mathbb{Z}^d \cap T(p_m)),$$

in the case $k = d$ we have $p_m = z_m \in B(0,m)$. We can choose a further subsequence so that for some fixed $\xi_1, \ldots, \xi_{d-k} \in B(0,r)$,

$$p_m \in \Xi,$$

where call $\Xi$ to be (interchangeably) the subspace spanned by $\xi_1, \ldots, \xi_{d-k}$ and the corresponding integer lattice. We remark that in the case $k = d$ this is a trivial condition. We now take a further subsequence if necessary so that,

$$\Lambda_m - z_m \rightarrow \mathcal{H} \subset \mathbb{Z}^d \cap \Sigma \text{ and } \frac{p_m}{|p_m|} \rightarrow p \in S^{d-1}.$$
It is easy to see that $p \in \Xi^+$, hence $p \in S_k(r)$, although it may satisfy additional rational relations in $B(0, r)$.

Now we show that the limit set $\mathcal{H}$ has the structure of a limit half-space at least until we get down to the level of $\Xi$, this part of the proof will be familiar from Lemma 5.4, although it contains some new elements due to the curvature of the ball. Call $\zeta_m^j = p_m$ and $\zeta^1 = p$. We will define a set of mutually orthogonal directions $\zeta^j \in \Xi^+$ for $(\text{at most})$ $1 \leq j \leq k$ by an inductive procedure, these directions will be defined as the limit of some sequences $\hat{\zeta}_m^j$. If at any stage $1 \leq j \leq k$,

$$T(\zeta^1, \ldots, \zeta^j) \cap B(0, r) \subset \Xi$$

then we will stop the induction. Note that since $\Xi$ has dimension $d - k$, $\Xi \subset T(\zeta^1, \ldots, \zeta^j)$, and the dimension of $T(\zeta^1, \ldots, \zeta^j)$ is $d - j$ the induction must stop by stage $j = k$. Suppose that $\dim(T(\zeta^1, \ldots, \zeta^{j-1}) \cap B(0, r)) > n - k$, then the induction can continue and we define,

$$\zeta_m^j = \zeta_m^{j-1} - |\zeta_m^{j-1}| \zeta_m^{j-1} \text{ or expanded } \zeta_m^j = p_m - \sum_{i=1}^{j-1} |\zeta_m^i| \zeta^i = p_m - q_m^j.$$

From the inductive assumption, as $q_m^j$ is a linear combination of $\zeta^1, \ldots, \zeta^{j-1}$, we have $q_m^j \in \Xi^+$ and $\zeta_m^j \in \Xi^+$. Since $T(\zeta^1, \ldots, \zeta^{j-1}) \subset T(q_m^j)$ and $\dim(T(\zeta^1, \ldots, \zeta^{j-1}) \cap B(0, r)) > n - k$ we have that $q_m^j \in S_{k-1}(r)$. From our assumptions (??) this means that,

$$|\zeta_m^j| = |p_m - q_m^j| > \ell_{k-1}.$$

In particular it is not equal to 0. Then we take a subsequence so that $\hat{\zeta}_m^j$ converges to some $\zeta^j \in S^{d-1} \cap \Xi^+$. It is also easily checked that $\zeta^1, \zeta^2, \ldots, \zeta^{j-1}$ is an orthonormal set.

Now given the above set up we are able to establish the limit set structure. Suppose that,

$$z \cdot \zeta^i = 0 \text{ for } 1 \leq i \leq j - 1 \text{ and } z \cdot \zeta^j < 0$$

then we claim that $z \in \mathcal{H}$. For this we show that $|z_m + z| \leq m$ eventually,

$$|z_m + z|^2 \leq |p_m|^2 + 2|z_m - p_m|^2 + 2|z|^2 + 2z \cdot p_m$$

$$\leq m^2 + 2\ell_k^2 + 2|z|^2 + 2z \cdot (p_m - q_m^j)$$

$$\leq m^2 + 2\ell_k^2 + 2|z|^2 + (z \cdot \zeta_m^j)\ell_{k-1}$$

$$< m^2$$

since we have by the set up that $\ell_k^2 = o(\ell_{k-1})$, i.e. under (5.8) we have $z \in \mathcal{H}$.

Now we suppose that the inductive procedure above ends at some stage $1 \leq j_0 \leq k$, the ending condition is that $T(\zeta^1, \ldots, \zeta^{j_0}) \cap B(0, r) = \Xi \cap B(0, r)$. Now we use the main induction hypothesis. We already have that,

$$z_m \in \Lambda_{\ell_k}(p_m, \mathbb{Z}^d \cap T(p_m)) \subset \Lambda_m.$$

Since $\Lambda_{\ell_k}(p_m, \mathbb{Z}^d \cap T(p_m)) \cap B(z_m, r) = \Lambda_{\ell_k}(p_m, \Xi)$ for the fixed subspace $\Xi$ we can use the inductive hypothesis. Taking a subsequence so that $\Lambda_{\ell_k}(p_m, \Xi) - z_m$ converges to some set $\mathcal{G} \subset \Xi$, we have $\mathcal{G} \subset \mathcal{H}$, and the inductive hypothesis implies that there are some orthonormal $\zeta^{j_0+1}, \ldots, \zeta^j \in \Xi$ so that,

$$\mathcal{G} \cap T(\zeta^1, \ldots, \zeta^{j_0}) \cap B(0, r) \subset E(\zeta^{j_0+1}, \ldots, \zeta^j).$$
Thus,

\[ B(0, r) \cap \bigcup_{i=1}^{j_1} \{ z \in \mathbb{Z}^d : z \in T(\zeta^1, \ldots, \zeta^{i-1}) \cap \{ z \cdot \zeta^i < 0 \} \} \subset \mathcal{H}. \]

This completes the proof. \[ \Box \]

5.5. Perturbed test functions. We now explain how to construct discrete approximations of a set of classical supersolutions. This suffices to verify that limits of local minimizers of (1.4) are modified subsolutions. We need to choose a sequence of discrete approximation to the classical supersolution such that all the boundary blow up limits are limit half-spaces. The main difficulty was already included in Lemma 5.6, now we use the ball approximations there to regularize a general discrete set by inf-convolution.

**Theorem 5.7.** Suppose that $U \subseteq \mathbb{R}^d$ is open and bounded, $\varphi \in C^\infty(U)$, $L\varphi \leq 0$ in $\{ \varphi > 0 \}$, $\Sigma \subseteq \mathbb{R}^d$ is a subspace, $\nabla \varphi \subseteq \Sigma$, and $\lim_{p \in \Sigma \cap \nabla \varphi(x)} H(p) \leq 1$ whenever $\varphi(x) = 0$. If $V \subseteq U$ open, $\nabla \subseteq U$, and $h_n \to \infty$, we can find $u_n : \mathbb{Z}^d \to \mathbb{R}$ such that $u_n \geq 0$, $\Delta u_n \leq (1 + o(1)) 1_{\{u_n = 0\}}$, and $h_n^{-1} u_n(h_n x) = \max\{ \varphi(x), 0 \} + o(1)$ hold in $h_n V$.

**Proof.** Step 1. Throughout the proof, we let $C$ denote a positive constant that depends on $\varphi, V, U$ and may differ in each instance. For integers $n, m > 1$, define

\[ \varphi_n(x) = h_n \varphi(h_n^{-1} x) \]

and

\[ \varphi_{n,m}(x) = \min_{y \in \Lambda_m(\Sigma)} \varphi_n(x + y) \]

where $\Lambda_m(\Sigma)$ is given by Lemma 5.6. Choose $W \supseteq \nabla$ open with $W \subseteq U$ and let $\psi_{n,m}$ solve

\[
\begin{cases}
\Delta \psi_{n,m} = \min\{0, \Delta \varphi_{n,m}\} & \text{in } h_n W \cap \{ \varphi_{n,m} > 0 \} \\
\psi_{n,m} = \max\{0, \varphi_{n,m}\} & \text{in } h_n U \setminus (h_n W \cap \{ \varphi_{n,m} > 0 \})
\end{cases}
\]

Since $\varphi$ is smooth and $L\varphi \leq 0$, we have $-Ch_n^{-1} \leq \Delta \varphi_n \leq Ch_n^{-3}$ in $h_n U$ and $-Ch_n^{-1} \leq \Delta \varphi_{n,m} \leq Ch_n^{-3}$ in $h_n W$. Moreover, we also have that $\varphi_n$ and $\varphi_{n,m}$ are uniformly Lipschitz. In particular, we see that

\[ \varphi_{n,m} \leq \psi_{n,m} \leq \varphi_{n,m} + Ch_n^{-1} \quad \text{in } h_n W \cap \{ \varphi_{n,m} > 0 \}. \]

and

\[ 0 \leq \varphi_n - \varphi_{n,m} \leq C_m \quad \text{in } h_n W. \]

It suffices to show that, for all $\varepsilon > 0$, there are $N, m > 1$ such that

\[ \Delta \psi_{n,m} \leq (1 + \varepsilon) 1_{\{ \psi_{n,m} = 0 \}} \quad \text{in } h_n V \]

holds for all $n \geq N$. We suppose for contradiction that this fails and run blow up argument. We will first send $n \to \infty$ and then send $m \to \infty$.

Step 2. Fix $\varepsilon > 0$ and $m > 1$ and suppose, for infinitely many $n > 1$, there is a $z_n \in h_n V \cap \partial^+ \{ \psi_{n,m} > 0 \}$ such that

\[ \Delta \psi_{n,m}(z_n) \geq 1 + \varepsilon. \]

Since

\[ h_n W \cap \{ \psi_{n,m} > 0 \} = h_n W \cap \{ \varphi_{n,m} > 0 \} \]
we may select a \( w_n \in \partial^+ \{ \varphi_n > 0 \} \) such that
\[
    z_n \in w_n + \Lambda_m(\Sigma) \subseteq \{ \psi_{n,m} = 0 \}.
\]
Let \( p_n = \nabla \varphi_n(w_n) = \nabla \varphi(h_n^{-1}w_n) \). Taylor expanding \( \varphi_n \) at \( w_n \), we see that
\[
    \varphi_{n,m}(z_n + z) \leq \varphi_n(w_n + z) \leq p_n \cdot z + Ch_n^{-1} |z|^2
\]
and
\[
    \varphi_{n,m}(z_n + z) \geq \varphi_n(w_n + z) - C_m \geq p_n \cdot z - Ch_n^{-1} |z|^2 - C_m.
\]
Since \( |\psi_{n,m} - \varphi_{n,m}| \leq C \), we may choose a sequence \( n \to \infty \), \( z_m \in \bar{V} \), \( w_m \in \mathbb{Z}^d \), and \( \psi_m : \mathbb{Z}^d \to \mathbb{R} \) such that
\[
h_n^{-1} z_n \to \bar{z}_m, \quad p_n \to \bar{p}_m \to \nabla \varphi(\bar{z}_m), \quad w_n - z_n \to \bar{w}_m, \quad \text{and} \quad \psi_{n,m}(z_n + z) \to \psi_m(z).
\]
Since
\[
    \{ \psi_{n,m}(z_n + z) = 0 \} = \{ \varphi_{n,m}(z_n + z) \leq 0 \}
\]
we see that
\[
    \{ \psi_m(z) = 0 \} \supseteq \{ \bar{p}_m \cdot z < 0 \} \cup (\bar{w}_m + \Lambda_m(\Sigma)).
\]
Note the strict inequality that arises because we do not know the relative rates of \( p_n \to p \) and \( h_n^{-1} \to 0 \) as \( n \to \infty \). We also have
\[
    0 \in \bar{w}_m + \Lambda_m(\Sigma)
\]
\[
    \Delta \psi_m(0) \geq 1 + \varepsilon
\]
and
\[
    \Delta \bar{\psi}_m = 0 \quad \text{and} \quad |\psi_m(x) - \bar{p}_m \cdot x| \leq C_m \quad \text{in} \quad \{ \psi_m > 0 \}.
\]
Step 3. Observe that, since \( \{ \bar{p}_m \cdot z < 0 \} \subseteq \{ \psi_m(z) = 0 \} \) and \( \bar{p}_m \) is bounded uniformly in \( m \), that we have
\[
    0 \leq \psi_m(x) \leq \max\{0, \bar{p}_m \cdot x\} + C.
\]
Thus we again have compactness of the \( \psi_m \) and may choose a sequence \( m \to \infty \), \( \bar{z} \in V \), \( E \subseteq \mathbb{Z}^d \), and \( \psi : \mathbb{Z}^d \to \mathbb{R} \) such that
\[
    \bar{z}_m \to \bar{z}, \quad \bar{p}_m \to \bar{p} = \nabla \varphi(\bar{z}), \quad \bar{w}_m + \Lambda_m(\Sigma) \to E \quad \text{and} \quad \psi_m(z) \to \psi(z).
\]
Observe that
\[
    \{ \bar{p} \cdot z < 0 \} \cup E \subseteq \{ \psi = 0 \},
\]
\[
    \Delta \psi = 0 \quad \text{and} \quad |\psi(x) - p \cdot x| \leq C \quad \text{in} \quad \{ \psi > 0 \}
\]
and
\[
    \psi(0) = 0 \quad \text{and} \quad \Delta \psi(0) \geq 1 + \varepsilon.
\]
Since \( \nabla \varphi \subseteq \Sigma \), we also have
\[
    \psi_m(z + q) = \psi_m(z) \quad \text{for} \quad q \in \mathbb{Z}^d \cap \Sigma^\perp.
\]
Thus, by Lemma 5.6 we see that there are \( \zeta^2, \ldots, \zeta^k \in \Sigma \) such that
\[
    E(\bar{p}, \zeta^2, \ldots, \zeta^k) \subseteq \{ \psi = 0 \}.
\]
By the maximum principle, we see that
\[
    \Delta u_{\bar{p}, \zeta^2, \ldots, \zeta^k}(0) \geq \Delta \psi(0) \geq 1 + \varepsilon.
\]
In particular, we have \( \limsup_{\Sigma \ni p \to \nabla \varphi(\bar{z})} H(p) \geq 1 + \varepsilon \), contradicting the theorem hypothesis. \( \square \)
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