The rapid development of artificial intelligence (AI) is considered one of the most transformative forces of our time. In medicine, the development of AI, including machine learning and deep-learning, has spawned optimism regarding the enablement of personalized care, better prevention, detection, diagnosis, and treatment of disease.\footnote{Fogel, A. L., & Kvedar, J. C. (2018). Artificial intelligence powers digital medicine. NPJ Digital Medicine, 1, 5–5. https://doi.org/10.1038/s41746-017-0012-2}

Some medical AI systems have already been approved by the FDA—including IDx-DR, which can be used to speed diagnose diabetic retinopathy.\footnote{Keane, P. A., & Topol, E. J. (2018). With an eye to AI and autonomous diagnosis. NPJ Digital Medicine, 1, 1–3, article 40. https://doi.org/10.1038/s41746-018-0048-y; Nabi, J. (2018). How bioethics can shape artificial intelligence and machine learning. Hastings Center Report, 48(5), 10–13. https://doi.org/10.1002/hast.895} Many machine learning approaches, especially artificial neural networks for deep learning, have proven to be particularly useful for image processing. In image-based medicine such as radiology and pathology, image screening is a time-consuming task.

Medical AI is increasingly being developed and tested to improve medical diagnosis, prediction and treatment of a wide array of medical conditions. Despite worries about the explainability and accuracy of such medical AI systems, it is reasonable to assume that they will be increasingly implemented in medical practice. Current ethical debates focus mainly on design requirements and suggest embedding certain values such as transparency, fairness, and explainability in the design of medical AI systems. Aside from concerns about their design, medical AI systems also raise questions with regard to physicians’ responsibilities once these technologies are being implemented and used. How do physicians’ responsibilities change with the implementation of medical AI? Which set of competencies do physicians have to learn to responsibly interact with medical AI? In the present article, we will introduce the notion of forward-looking responsibility and enumerate through this conceptual lens a number of competencies and duties that physicians ought to employ to responsibly utilize medical AI in practice. Those include amongst others understanding the range of reasonable outputs, being aware of own experience and skill decline, and monitoring potential accuracy decline of the AI systems.
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**1 | INTRODUCTION—BEYOND DESIGN REQUIREMENTS FOR MEDICAL AI**

The rapid development of artificial intelligence (AI) is considered one of the most transformative forces of our time. In medicine, the development of AI, including machine learning and deep-learning, has spawned optimism regarding the enablement of personalized care, better prevention, detection, diagnosis, and treatment of disease.\footnote{Fogel, A. L., & Kvedar, J. C. (2018). Artificial intelligence powers digital medicine. NPJ Digital Medicine, 1, 5–5. https://doi.org/10.1038/s41746-017-0012-2}

Some medical AI systems have already been approved by the FDA—including IDx-DR, which can be used to speed diagnose diabetic retinopathy.\footnote{Keane, P. A., & Topol, E. J. (2018). With an eye to AI and autonomous diagnosis. NPJ Digital Medicine, 1, 1–3, article 40. https://doi.org/10.1038/s41746-018-0048-y; Nabi, J. (2018). How bioethics can shape artificial intelligence and machine learning. Hastings Center Report, 48(5), 10–13. https://doi.org/10.1002/hast.895} Many machine learning approaches, especially artificial neural networks for deep learning, have proven to be particularly useful for image processing. In image-based medicine such as radiology and pathology, image screening is a time-consuming task.
and screening accuracy varies amongst different physicians, institutions, and countries. Furthermore, the prevalence of human-error in image screening has caused additional concerns and has motivated attempts to use computational systems to assist with image-based diagnosis. Studies have indicated that medical AI can perform equally well to, or even outperform expert radiologists and pathologists in terms of accuracy when detecting, classifying, and segmenting tumors in ultrasonography, X-ray imaging, MRI scans, and digitalized microscopy slides. It is therefore no wonder that most of the currently developed and proposed AI applications in medicine aim at image-based diagnostics in fields like radiology and pathology. In the present paper, we will focus on the context of AI for image-driven diagnostics. 

The technological possibilities of medical AI have spawned an important ethical debate that primarily focuses on technical features of medical AI and design requirements. Central concerns in this debate are: How can these technologies be designed to protect privacy, to prevent bias and ensure fairness, to ensure explainability and to ensure accuracy of results? Solutions to these problems are often sought in the design and functioning of the AI system itself. In this manner, Thilo Hagendorff concludes based on his review of AI ethics guidelines that in

AI ethics, technical artefacts are primarily seen as isolated entities that can be optimized by experts so as to find technical solutions for technical problems. What is often lacking is a consideration of the wider contexts and the comprehensive relationship networks in which technical systems are embedded.

While current ethical debates regarding the design and technical features of medical AI are important, we contend that for ethical medical AI, we have to move beyond the mere technical and design aspects of these systems. In particular, we argue for a more pronounced focus on forward-looking responsibilities of physicians using such systems: The design of these technologies is only one factor influencing their eventual alignment with societal values and their ethical acceptability. Humans who operate these systems are another major factor influencing the moral acceptability of those systems and their effects. Their knowledge and (technical) competencies can foster or undermine their acceptability: even the best-designed technologies fail to perform reliably in the hands of someone unskilled or someone who does not use them properly. Indeed, even if these systems are technically reliable and concerns regarding their design are overcome, the potential of these technologies can only be realized when they are used correctly and implemented in clinical practice provided certain conditions. As AI systems are increasingly being implemented, concerns about human requirements become pertinent. The conditions for interacting with and using such systems will affect whether and to what extent it will be morally acceptable to use medical AI.

We will first sketch the current ethical debate on accuracy and accountability that forms the backdrop of our plea for forward-looking responsibility. We will then discuss clinicians’ responsibilities by outlining entrustable professional activities (EPAs), which elaborate specific competencies and skills that resident radiologists ought to be taught and ought to acquire. We will show that the current list of EPAs does not address specific technological competencies that
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are important in the context of medical AI. We will show that existing accounts of physicians’ responsibility in the medical AI literature incomprehensively address forward-looking responsibilities. Furthermore, we will outline, specify, and justify what physicians will have to learn and how they should interact with medical AI in the future. This includes, amongst others, recognizing the range of reasonable output values (understanding normal functioning, abnormal deviation), understanding which type of data is processed, monitoring possible accuracy decline and variation, and awareness of AI’s task specificity to be able to responsibly utilize those devices in practice.

2 | THE CURRENT DEBATE ON RESPONSIBLE AI—ACCURACY, ACCOUNTABILITY AND THE NEED FOR FORWARD-LOOKING RESPONSIBILITIES

The demand for systems that outperform humans in terms of accuracy has motivated the development of more opaque models like artificial neural networks. This has caused a tension between accuracy and explainability of these systems, as opaque models seem to be more accurate, yet difficult to interpret.\textsuperscript{14} It has been proposed that diagnostic AI systems’ principled opacity might be acceptable, if their accuracy in detecting cancer, for instance, is much higher than that of physicians.\textsuperscript{15} Yet, it is often argued that the condition of accountability—which is linked to the explainability of such medical AI systems—has to be met too: if the outputs of medical AI cannot be explained due to the opacity of the system, trust in their decisions might be undermined and, thus, care cannot effectively and morally be provided.\textsuperscript{16} Opacity of these systems is also legally problematic, given that under the European General Data Protection Regulation (GDPR) a right to explanation of automated decisions is legally required (General Data Protection Regulation, 2016, pp. Articles 21 & 22), even though it remains disputed what such explanation should entail.\textsuperscript{17} The requirement of accountability is often understood as a feature that has to be designed into the system: in order to identify parties responsible for damage, we should to be able to reconstruct the internal workings of the algorithm to trace the origins of a failure.

Accountability, liability, and blame are part of an understanding of responsibility that is backward-looking and that naturally arises after damage has occurred.\textsuperscript{18} Forward-looking responsibility, in contrast, aims at justifying and imposing moral requirements in order to prevent damage from happening in the first place.\textsuperscript{19} Institutionally, this perspective resonates with training and education of physicians in both professional and moral ways; such structures aim at preventing harm and moral misconduct beforehand. Forward-looking responsibilities can be understood as a safeguard to decrease the risk of harm in cases of cognitive misalignment between the physicians and the AI system—when an AI output cannot be confirmed (verified or falsified). If the promise of increased accuracy can be fulfilled and such safeguarding mechanisms are in place, this might override remaining concerns about opacity and cognitive misalignment. Forward-looking responsibilities might entail, for instance, attentiveness regarding one’s own shortcomings and awareness of the technological limitations (of an AI system), which can forestall harm to patients and should therefore be fostered in clinical settings. Such forward-looking responsibilities are often expressed in less specific formulations, meaning that health care professionals can translate these responsibilities into practice suitable to the respective context in which they actualize them. Terminology from virtue ethics has proven particularly beneficial to guide educatory practices and is therefore suitable to formulate the competencies of physicians in terms of forward-looking responsibilities.\textsuperscript{20} Unfortunately, very little has been said in the literature on medical AI about such forward-looking responsibility related to the human operators of these newly emerging socio-technical systems.\textsuperscript{21} This is clearly a blind spot: As argued before, even if problems of algorithmic opacity were technically resolved, that does not necessarily mean that these technologies are utilized in an ethical manner. Here, more insight and guidance are needed as to how these technologies can be responsibly used.
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What do physicians have to learn, take care of, be aware of to successfully and responsibly interact with medical AI? Outlining these positive requirements for medical AI has so far been omitted, thereby missing the chance to guide the implementation of medical AI systems in more desirable directions.

3 | FORWARD-LOOKING RESPONSIBILITY IN THE CLINIC: EPA STANDARDS

In medicine, there is an increasing adoption of entrustable professional activities (EPAs) that describe the competencies that medical residents have to learn during their time in training. Radiology is a particularly interesting field of specialization, because of the rapid development of AI in this field and because of these professionals’ long-standing experience with highly complex technologies such as MRIs. EPAs are units of professional practice, defined as tasks or responsibilities that the trainee gets entrusted with for unsupervised execution once he or she has attained sufficient competence. Making entrustment decisions for unsupervised practice requires observed proficiency, commonly on multiple occasions. EPAs involve clinical skills and abilities and more general facets of competence, such as understanding one’s own limitations and knowing when to ask for help. Five levels of supervision are distinguished in assessing whether a trainee can be trusted with a certain EPA. These are: (a) observation but no execution, even with direct supervision; (b) execution with direct, proactive supervision; (c) execution with reactive supervision, i.e., on request and quick availability; (d) supervision at a distance and/or post hoc; (e) supervision provided by the trainee to more junior colleagues. These levels of supervision also indicate the growing responsibility of the trainee.

EPAs for radiology set a standard for the required competencies and help to assess whether residents are capable of assuming certain responsibilities. The following list of EPAs focuses on the abilities of physicians to have knowledge about (evidence-based) protocols and guidelines, to check for missing information, to ensure that the examination or procedure is conducted safely and correctly, regarding image interpretation and the ability to make differential diagnoses, to report clearly and accurately in order to inform referring physicians well and the assessment of one’s own knowledge base ability to recognize limitations and mistakes (Table 1). We agree with Deitte et al., who consider this list of EPAs as a starting point for EPA development rather than being exhaustive or final.

As EPAs prompt professionals to anticipate or recognize possible mistakes and dangerous situations, and thereby to prevent harm, they elaborate forward-looking responsibilities and exceed a narrow focus on accountability. It is, however, notable that the list of EPAs relates solely to failures in human-human centered workflows. Technical competencies are not explicitly mentioned, which is surprising, given that radiology is one of the more technical specializations within medicine. These EPAs, for instance, do not require radiologists to understand and be able to explain how technologies such as MRI systems produce images, while this is an often-pushed requirement in the current medical AI debate. A number of further requirements that we will outline below are equally neglected: Arguably, radiologists working with AI also need to identify systems’ failure rooted in the technical artifact and in their interaction with these technologies. These are substantial shortcomings of current EPAs that do not accommodate the shifting roles of radiologists in light of the increasing implementation of medical AI.

4 | TECHNICAL COMPETENCIES FOR MEDICAL AI

Jha and Topol are amongst the few authors who have alluded to forward-looking responsibility suggesting that medical AI may lead to a shift in the roles and responsibilities of radiologists and pathologists. While they assert that AI systems will allow for more interaction with patients, they also suggest that radiology and pathology are likely to converge to form a new profession—that of the “information specialist”—a job mainly concerned with the interpretation of data. An information specialist’s education will strongly focus on the
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**TABLE 1** Entrustable professional activities (EPAs) for radiologists

- Selects triages/protocols
- Collaborates as a member of an interprofessional team
- Interprets exams and prioritizes a differential diagnosis
- Communicates results of exams
- Recommends appropriate next steps
- Obtains informed consent and performs procedures
- Manages patients after imaging and procedures
- Formulates clinical questions and retrieves evidence to advance patient care
- Behaves professionally
- Identifies system failures and contributes to a culture of safety and improvement

---
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acquisition of mathematical skills. Jha and Topol also suggest that these professionals will no longer need to learn how to interpret ultra-scans—a task that can fully be taken over by machines. We agree that the interpretation skills of physicians should be fostered rather than being regressed. Considering their shifting roles, we need to determine, however, which competencies physicians need to maintain, which tasks can be taken over by machines and which new competencies have to be acquired by physicians working with these machines. If clinicians should serve as supervisors and custodians for medical AI systems to ensure accountability, they also need to sustain many of their current capabilities such as those to assess ultrascans and MRI images.

Elsewhere, Topol underscores his conviction that human interaction and patient contact in radiology and pathology will increase. Physicians will be able to spend more time with the patient, thus being able to undertake a longer initial diagnostic conversation to assess whether an imaging procedure is actually necessary ("gate-keeping"); p. 122). Topol further suggests that radiologists should become "master explainers" and "integrate and explain medical results" facilitated by medical AI for the patient (p. 121). This envisioned shift in responsibility is remarkable: Topol does not seem to be worried that currently radiologists and pathologists do not regularly have such intimate doctor-patient interactions and that they might lack both the training and the experience to assume these novel responsibilities. Topol's vision is far off the reality in these fields. While current EPAs in radiology include "communicating results of exams" (see Table 1), this is mainly done by oncologists and other clinical specialists, who are much more experienced in communicating with patients as a result. Radiologists typically report to other clinicians and often appear in the procedure only when it comes to billing, as Topol also notes (p. 122). Some of these radiologists, who may have started their job with a more analytic interest in mind, might not be very enthusiastic or willing to embrace such new human-centered responsibilities. Balancing the increasing technical complexities of medical AI while simultaneously mastering the increasing human element is an upcoming challenge in these professions.

Thomas Ploug and Soren Holm suggested an understanding of "explainability" of medical AI in terms of "contestability," which is much in line with the formulation as outlined in the GDPR. They argue that such contestability provides opportunities for individuals to counter automated decisions: "[…] AI decision-making must be explainable to a degree that makes it possible for an individual to contest the decision of the system."27 Ploug and Holm draw on patients' privacy rights and their right to defend themselves against harm from which particular duties (which are types of forward-looking responsibilities) arise for doctors. They suggest that the patients' rights for privacy and data sovereignty oblige health care professionals (they do not solely address physicians) to provide information about the data sources that serve as input for medical AI. Second, the authors assert the following:

Third, patients have a "right to contest the performance of AI diagnostics," which requires sharing "1) information about the performance of the AI model, and 2) information about the tests used to determine the performance." Lastly, Ploug and Holm assert "the right to contest the division and organisation of diagnostic labour," granting that (e)xercising this right requires 1) information about the role of AI in the diagnostic process, 2) information about the role of HCPs in the diagnostic process. Challenging the organisation and division of diagnostic labour also requires 3) information about the objective/legal responsibility for diagnostic procedures.

Several aspects are noteworthy here: First, taken together these four points substantiate a number of new responsibilities for health care professionals. While Ploug and Holm understand contestability as an ex post activity, their phrasing suggests that health care professionals should be prepared to provide requested information, which is a forward-looking task. It remains, however, unclear who precisely is responsible for these tasks: radiologists, nurses, or administrative staff? They are all potential addressees of such duties. Second, the rights mentioned above—the right to privacy and contestability—seem reducible to a more basic right, the "right to defend against harm," as Ploug and Holm call it, as privacy violations and lack of contestability might cause harm (mentally and physically). Interestingly though, the right to defend against harm does not necessarily oblige anyone else to prevent the harm from occurring in the first place. The phrasing locates the active part on the side of the patient: if harm is forthcoming, the patient is allowed to fend it off. Yet, this does not specify any responsibility for the physician. One might argue charitably that responsibilities of physicians are implied in such patient rights; however, for purposes of improving the future implementation of AI systems, a more detailed explication of such responsibilities is important. Third, Ploug and Holm focus largely on information exchange with patients, thereby leaving a large class of practices unaddressed that could equally cause damage, e.g., treatment that is administered based on (undetected) flawed diagnostic outputs. Ploug's and Holm's list remains incomplete with regard to
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newly emerging technical competencies of clinicians in the diagnostic process. Fourth, while contestability is in line with two important patient rights, the "burden" of understanding the medical system, data and the subsequent decision seems to lie primarily on the patients' shoulders. While contestability should be promoted, the patients are no experts and are therefore not in the best position to assess the data, the data set, and the usage of the algorithm. It is reasonable to educate physicians using medical AI systems about the initial data sets, their meaningful applications and about their limitations, but also to teach them how to convey such information to non-experts, which is a separate and intricate skill that has to be practiced and learned.

5 | FORWARD-LOOKING RESPONSIBILITIES FOR MEDICAL AI IN IMAGE-BASED DIAGNOSTICS

The previous discussion has shown that one can expect a fundamental shift in the roles and responsibilities of physicians due to the implementation of medical AI. Being a competent operator of such systems, however, demands more from physicians than becoming information specialists. It requires a more general awareness of the fallibility of these systems and the various ways in which their utilization might fail. It is obvious that patients' rights are not the only source for such forward-looking responsibilities:

If we adopt a more value pluralistic view on medical practice, we see that also other principles such as patients’ autonomy, beneficence and non-maleficence can ground forward-looking responsibilities. These values deserve preservation and promotion and not only through compliance with duties and obligations: Forward-looking responsibilities can also be expressed in terms of competencies and virtues, as mentioned above. In the following, we provide an extension of the list of EPAs to include some of the most neglected competencies and virtues relevant for the ethical implementation of medical AI. The following suggestions often intersect and should be understood as an elaboration rather than a complete set of relevant competencies of physicians dealing with medical AI:

1. The duty to report uncertainty (sensitivity/specificity rates) to the patients: If medical AIs regularly outperform humans in detecting certain diseases and classifying images, we will face situations in which humans are incapable of perceiving and ostensibly showing what led the AI to identify a certain data piece as malign tissue. If the radiologist ought to proceed and make a treatment suggestion based on such an AI diagnosis, she will have to justify her choice and her reliance on the AI. She is epistemically dependent on the AI system and has to critically assess the AI's accuracy. Today, only a few medical AI systems have been tested in real world clinical settings. Thus, extrapolation of performance levels from previous performances in experimental settings contains uncertainty, which is relevant information for both patients and physicians. In the absence of a sufficient explanation for the AI's output for this particular patient, the patient also has to be informed about previous accuracy levels obtained in experimental settings and how radiologists extrapolated from those results.

2. Understanding and critically assessing whether AI outputs are reasonable given a certain diagnostic procedure: Physicians need to critically assess what output values are reasonable given certain input values. In order to recognize when AI systems provide flawed outputs, physicians need to understand the range of plausible outputs to be expected given certain input data. Physicians need to have a general, yet meaningful understanding of the origins of the data, the purpose for which it was gathered, curated and analyzed, in order to assess whether the system is rendering a reasonable outcome. To illustrate this point somewhat exaggeratedly: Physicians should become skeptical when a medical AI suggests prostate cancer based on a brain scan.

3. Knowing and understanding the input data and its quality: Physicians should be able to assess the data being used in the AI system and know which type of data is being used for a particular procedure. This responsibility requires an understanding of the limitations of these data sets. Previous research has shown that by applying AI in a real world clinical setting a "mismatch between training and operational data can be inadvertently introduced [...] by deficiencies in the training data, but also by inappropriate application of a trained ML system to an unanticipated patient context." If radiologists remain cautious of the quality of the input data, they might sustain a higher level of awareness for spurious outputs by an AI based on flawed or low-quality inputs.

4. Awareness of one’s own experience and skill decline: It has been shown that increased training and experience increase accuracy amongst radiologists. It can be expected that this training and experience will diminish once AI systems are put into practice and regularly take over the task of image analysis. If radiologists and pathologists ought to become critical custodians or supervisors who exercise oversight (which is reasonable given AI’s task...
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specificity, see [5] below) to ensure accountability, they should be careful of deskilling and “automation bias.” Studies have indicated that “automation-bias,” meaning an overreliance on automated systems, and “deskilling” of clinicians, referring to a decline of skills due to a lack of regular training, can result from increased automation of certain tasks. Radiologists will have to expose themselves to practice to not unlearn the necessary skills for analyzing medical images, even when AI systems are reliable and accurate.

5. **Awareness and understanding of task specificity:** Current diagnostic AI systems are usually trained to identify one type of disease and can perform very specific tasks very well. While radiologists can search for a number of different conditions when assessing medical images, the currently developed algorithms can typically only fulfill a particular task. This means that an algorithm that can detect prostate cancer accurately is typically unable to detect other forms of cancerous cells. Being aware of this task specificity is crucial when applying these systems and for communicating the results to patients and other specialists. If a medical AI system does not identify a malignancy, radiologists must be wary that this does not mean that a patient is disease-free.

6. **Assessing, monitoring, and reporting output development over time:** In order to properly assess whether the diagnosis for a particular patient is accurate, clinicians need to monitor the reliability of the AI system over time. Such monitoring is important for two reasons: Future algorithms might be capable of learning on a case-by-case basis in real world settings. They might, in other words, be able to improve and learn “on the job.” Such devices have benefits since their accuracy levels improve while already being employed to improve medical practice. Although, devices that continuously learn are currently not being developed—it is important for radiologists to be alert and consider performance progression over longer times. Even “static” AI systems will likely require software updates and (slight) reprogramming. There is no guarantee that the implemented learning progresses instead of declines, which is why performance variations have to be monitored over time. Second, the potential for hacking of AI systems that might be constantly connected to networks for updates and re-programming is much greater than with stationary physical artifacts such as MRI scans. Manipulation of AI systems can occur undetected without any physical traces. A systematic malfunctioning based on external software manipulation can only be detected if the operating radiologists are aware of such a possibility, continuously monitor the performance of the AI system and cautiously assess the reasonableness of AI outputs (see [2]).

In summary, we advocate extending current EPA standards with these six competencies summarized in Table 2 to accommodate the specific challenges that arise through medical AI.

### CONCLUSIONS

In the present paper, we have argued that the current ethical debate about medical AI is predominantly focused on the design and technical features of these systems. Constructive proposals suggest ways to minimize bias in the process of “training” these algorithms, implementing certain values such as explainability in their design and improving their accuracy. We have argued that medical AI systems remain ethically fragile in practice if their use is not additionally supported by physicians who are competent and skilled when interacting with these technologies. Unlike liability and accountability, which stand at the fore of the current debate, these responsibilities are forward-looking. Medical AI causes a shift in the roles and practices of radiology, which also induces a need to explicate health care professionals’ newly emerging duties, competencies, and responsibilities. We have shown that current EPAs fail to mention the important technological competencies and skills that are pivotal for the responsible implementation of medical AI. We have argued that emerging forward-looking responsibilities can be justified both in relation to patients’ rights as well as with reference to other well-established principles and values in biomedical ethics such as the principles of beneficence and non-maleficence. Based on a critical reading of the current literature, we have established six key competencies that are crucial for the responsible use of AI in a medical context (Table 2). We submit that these competencies are important additions to existing EPAs and should guide health care professionals’ education in the future. Our enumeration has two additional benefits:

| TABLE 2 | Extension of entrustable professional activities (EPAs) for medical artificial intelligence (AI) |
|------------------|------------------------------------------------------------------------------------------|
| 1. Reporting and informing about sensitivity rates and experimental performance |
| 2. Understanding reasonable output |
| 3. Understanding input data (e.g., relationship between image quality and accuracy rate) |
| 4. Awareness of impact of utilizing medical AIs on one’s own skills and capacities |
| 5. Awareness of task specificity of the medical AI |
| 6. Assessing, monitoring, and reporting of outputs over time |
It can guide self-assessments—residents who do not meet these requirements shall refrain from using these systems unsupervised. Furthermore, our thoughts on professional responsibilities can positively inform how such systems should be designed, as there is a complementary relation between design questions and professional responsibilities.

The list of EPAs is a starting point and can—and should—be extended in numerous ways. This has to be done while remaining aware of the risk of overburdening physicians with too much responsibility. Future practice will also have to show whether these tasks are better off in the hands of other health care professionals or might be in some way distributed in interdisciplinary teams.38 This, however, would not undermine the importance of our list of suggested competencies and skills. As a first step towards ethical medical AI, we submit these recommendations for implementation.
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