Abstract—The controller of an input-affine system is determined through minimizing a time-varying objective function, where stabilization is ensured via a Lyapunov function decay condition as constraint. This constraint is incorporated into the objective function via a barrier function. The time-varying minimum of the resulting relaxed cost function is determined by a tracking system. This system is constructed using derivatives up to second order of the relaxed cost function and improves the existing approaches in time-varying optimization. Under some mild assumptions, the tracking system yields a solution which is feasible for all times, and it converges to the optimal solution of the relaxed objective function in a user-defined fixed-time. The effectiveness of these results in comparison to exponential convergence is demonstrated in a case study.

I. INTRODUCTION

Consider the following input-affine system

\[
\dot{x} = f(x) + g(x)u \tag{1}
\]

with states \(x \in \mathbb{R}^n\), controls \(u \in \mathbb{R}^m\) and initial condition \(x(0) = x_0\). The internal dynamics model \(f : \mathbb{R}^n \to \mathbb{R}^n\) and the input coupling function \(g : \mathbb{R}^n \to \mathbb{R}^{n \times m}\) are assumed to be continuously differentiable in \(x\).

A stabilizing control for (1) can be determined by minimizing a user-defined objective function, which varies in time. Time-varying objective functions appear in many applications due to a dynamic environment, e.g., in autonomous driving or unmanned aerial vehicles, where changing weather conditions affect possible trajectories and system states such as battery capacity. Therefore, the solution of the resulting optimization problem is also time-dependent.

There exist several ways to identify an optimal control, e.g., model predictive control (MPC) [1], [11], [15], [36], adaptive dynamic programming (ADP) [13], [14], [16], [19], or time-varying optimization (TVO) [3], [8], [28], [32]. The latter method is considered in the paper, since it is based on the continuous-time system (1) instead of a discretized model, and thus it yields a continuous-time optimal control.

In TVO, a dynamical system (the so-called tracking system) is constructed, which tracks the optimal solution of the given objective function. The convergence to the optimal solution can be adapted based on the design of the tracking system. Since a non-optimal control causes higher costs, it is important, especially from an economic point of view, to identify the optimal solution preferably fast, but taking limitations of control actions into account. Therefore, the goal of this paper is the design of a tracking system, whose solution converges to the optimal solution in a user-defined time. Furthermore, this convergence time should be independent of the initial value of the tracking system, to guarantee a convergence at the specified time. These results can be applied on many application areas, such as communications, control systems, cyber-physical systems, machine learning, medical engineering, process engineering, and robotics. An overview of TVO in these application areas can be found in [31].

In discrete-time TVO, the optimization problem is sampled at different time instants, which results in a sequence of time-invariant optimization problems. The solution at the next time step is predicted based on the current one and then corrected. The solution of the prediction-correction system converges \(Q\)-linearly (the discrete-time counterpart of exponential convergence) to the sequence of optimal controls [31]. In [2], [29], [30], [33] different settings by means of state constraints, non-differentiable cost functions, and prediction-correction algorithms are considered. In continuous-time, TVO is considered in [6], [7], [8], [9], as well as in [12], [34], [35], [37]. These works capture the idea of discrete-time TVO and show exponential convergence of the tracking error, which is sufficient in many applications. Nevertheless, the tracking error in [8] does not converge in finite time and it depends on the initial value of the tracking system. This paper extends these results to fixed-time convergence, which yields a vanishing tracking error after a user-defined time. This time is independent of the initial value of the tracking system. Fixed-time convergence was considered in many settings, such as observer design [20], parameter estimation [25], sliding mode control [18], extremum seeking [24], and also controller design [21], [22], [23]. The latter publications provide differential equations, whose solutions converge in fixed-time to zero. In this work, these results on fixed-time convergence are generalized and applied to TVO to construct a tracking system, which yields a feasible solution that converges to the minimizer of the relaxed objective function and ensures a vanishing tracking error, which distinguishes it from other existing approaches.

The paper is structured as follows: The preliminaries and the problem setting are defined in Section II, Section III...
contains the main result, namely the design of a tracking system whose solution converges to the optimal solution in fixed-time and stabilizes [1]. A case study is presented in Section [IV] which compares the proposed approach with an existing one that ensures exponential convergence. Finally, Section [V] concludes the paper and provides an outlook on further research topics.

Notation: Let \( \mathbb{R}_{>0} \) be defined as \( \mathbb{R}_{>0} := \{ z \in \mathbb{R} : z > 0 \} \); \( \mathbb{R}_{\geq 0} \), \( \mathbb{R}_{\leq 0} \) and \( \mathbb{R}_{= 0} \) are defined analogously. Furthermore, \( ||x|| \) denotes the Euclidean norm of a vector \( x \).

II. PROBLEM SETTING

Consider the following optimization problem:

\[
\begin{align*}
\min_{u \in \mathbb{R}^m} & \quad J(u, x) \\
\text{s.t.} & \quad \dot{x} = f(x) + g(x)u, \\
& \quad \nabla_x V(x)^\top [f(x) + g(x)u] \leq -w(x), 
\end{align*}
\]

where \( \nabla_x V(x) \) is denoted as the Jacobian of \( V \). The objective function \( J: \mathbb{R}^m \times \mathbb{R}^n \rightarrow \mathbb{R} \) is assumed to satisfy the following standard assumptions (cf. [6], [33]):

**Assumption 1:** The objective function \( J(u, x) \) in (2) is twice continuously differentiable in both arguments.

**Assumption 2:** The objective function \( J(u, x) \) in (2) is uniformly strongly convex in \( u \) with parameter \( m_J \) for all \( x \in \mathbb{R}^n \), i.e., for the Hessian of \( J \), which is denoted as \( \nabla_{uu} J \) holds: \( \nabla_{uu} J(u, x) - m_J I \) is positive semidefinite for all \( u \in \mathbb{R}^m \) and all \( x \in \mathbb{R}^n \).

The existence of a stabilizing control \( u \) for (1) is ensured through the following assumption:

**Assumption 3:** There exists a continuously differentiable feedback controller \( \kappa(x) \) and a twice continuously differentiable radially unbounded Lyapunov function \( V \) such that for all \( x \in \mathbb{R}^n \), it holds that

\[
\dot{V}(x) = \nabla_x V(x)^\top [f(x) + g(x)\kappa(x)] \leq -w(x),
\]

where \( w: \mathbb{R}^n \rightarrow \mathbb{R} \) is continuously differentiable and satisfies \( w(0) = 0 \) and \( x \neq 0 \Rightarrow w(x) > 0 \).

Assumption 1 is used for the main theorem in Section [III] and Assumption 2 implies that the solution trajectory of (2) is unique for all \( t \in \mathbb{R}_{\geq 0} \), whereas their existence is ensured via Assumption 3.

Let the inequality constraint in (2) be defined as

\[
\varphi(u, x) := \nabla_x V(x)^\top [f(x) + g(x)u] + w(x).
\]

Instead of satisfying \( \varphi(u, x) \leq 0 \) for all \( x \in \mathbb{R}^n, u \in \mathbb{R}^m \), the inequality is relaxed to \( \varphi(u, x) \leq \gamma \) for \( \gamma > 0 \). This relaxed inequality is included in the objective function of optimization problem (2) via a barrier function (cf. [8], [14]):

**Definition 1 (Barrier function):** A twice continuously differentiable convex function \( B: \mathbb{R}_{\leq 0} \rightarrow \mathbb{R} \cup \{ \infty \} \) is called barrier function, if \( B(z) < \infty \) for all \( z < 0 \) and \( \lim_{z \rightarrow 0} B(z) \rightarrow \infty \).

The resulting relaxed optimization problem is given as

\[
\begin{align*}
\min_{u \in \mathbb{R}^m} & \quad \tilde{J}(u, x, t) \\
\text{s.t.} & \quad \dot{x} = f(x) + g(x)u,
\end{align*}
\]

where the relaxed objective function \( \tilde{J}(u, x, t) \) is defined as

\[
\tilde{J}(u, x, t) := J(u, x) + \mu(t)B(\varphi(u, x) - \gamma)
\]

and \( \mu(t) \) is continuously differentiable and satisfies \( \mu(t) > 0 \) and \( \dot{\mu}(t) < 0 \) for all \( t \in \mathbb{R}_{\geq 0} \). The relaxed inequality ensures a well-defined optimization problem even if \( \varphi(u, x) = 0 \), which occurs at \( x = 0 \).

Due to Lemma 2 in the appendix, \( \tilde{J}(u, x, t) \) is strongly convex with parameter \( m_t \), since it is the sum of the strongly convex function \( J(u, x) \) and the convex function \( \mu(t)B(\varphi(u, x) - \gamma) \). This means that the solution of (5) is unique for all \( t \in \mathbb{R}_{\geq 0} \). The cost function \( J \) often involves a quadratic weighting in the input, like \( J = u^\top R u \), where a positive definite matrix \( R \) yields the required strong convexity [2], [7], [26].

The optimal input is defined as

\[
\begin{align*}
\bar{u}^*(t) & = \arg\min_{u \in \mathbb{R}^m} \tilde{J}(u, x, t) \\
\text{s.t.} & \quad \dot{x} = f(x) + g(x)u.
\end{align*}
\]

As described in the introduction, methods from time-varying optimization are applied to track \( \bar{u}^*(t) \). Therefore, a dynamical system

\[
\dot{u} = h(u(x, t), u(0) = \kappa(x_0),
\]

is constructed in Section [III] whose solution \( u(t) \) converges to \( \bar{u}^*(t) \).

III. MAIN RESULTS

The design of (8) is a crucial element for a vanishing tracking error \( e(t) := ||u(t) - u^*(t)||^2 \). To make this error quickly converge to zero independent of the initial value in (8), a tracking system that guarantees fixed-time convergence is constructed.

A. Fixed-time convergence

Fixed-time stability is defined as follows [21], [23]:

**Definition 2 (Fixed-time stability):** The origin of (8) is said to be globally fixed-time stable, if it is globally uniformly asymptotically stable [17] and there exists a settling-time \( T \geq 0 \), such that for all \( u_0 \in \mathbb{R}^m \) it holds that \( ||u(t)|| = 0 \) for all \( t \geq T \), where \( u(\cdot) \) is an arbitrary solution of (8).

**Remark 1 (Finite-time stability):** On the contrary to Definition 2 the settling-time in finite-time stability depends on the initial value \( u(0) \).

Examples for finite-time and fixed-time stable systems are given in [21], [23]. For the following analysis,

\[
\dot{z} = -\frac{\pi}{\tau}(|z|^{0.5} + |z|^{1.5})\text{sign}(z), \quad z(0) = z_0
\]

with \( z \in \mathbb{R} \) is considered.

**Lemma 1 (Fixed-time stable system):** Consider (9) and let \( \tau \in \mathbb{R}_{>0} \) be the user-defined settling-time. The origin (9) is fixed-time stable with settling-time \( T = \tau \). Furthermore, the solution is given as

\[
z(t) = \text{sign}(z_0) \left[ \tan \left( \arctan \left( \sqrt{|z_0|} \right) - \frac{\pi}{2\tau} \right) \right]^2.
\]
Proof: The solution of (9) is achieved via separation of variables. Since \( z(t) = 0 \) for all \( t \geq T \), the settling-time \( T \) is computed using the solution (10) as:

\[
T = \sup_{\tau \in \mathbb{R}} \left\{ 2 \frac{\tau}{\pi} \arctan(\sqrt{z_0}) \right\} = \tau. \tag{11}
\]

Since the solution of (9) might not be unique due to the discontinuous right-hand side of (9), it has to be defined as Filippov solution [10]. Please refer to [23], [26] or [27] for further details.

Remark 2 (Choice of settling-time \( \tau \)): Lemma 1 demonstrates that the convergence of (10) to zero can be made arbitrarily fast, which results in a high gain. This may cause numerical problems (cf. [8, Remark 1]), which is also described in the case study in Section IV.

In the following subsection, differential equation (9) is used to construct a tracking system (8).

B. Construction of tracking system

To identify \( u^*(t) \) in (7), the following tracking system is proposed:

\[
\dot{u}(t) = -\nabla_{ui}^\top J(u,x,t) \left[ \Psi(\nabla_u J(u,x,t)) + \nabla_u J(u,x,t) \right] + \nabla_u J(u,x,t)^\top \left( f(x) + g(x)u \right), u(0) = \kappa(x_0), \tag{12}
\]

where \( \Psi : \mathbb{R}^m \to \mathbb{R}^m \) is defined as

\[
\Psi(u) = \left( \begin{array}{c} \psi(u_1) \\ \psi(u_2) \\ \vdots \\ \psi(u_m) \end{array} \right), \quad
\psi(u_i) = \frac{\pi}{\tau} (|u_i|^{0.5} + |u_i|^{1.5}) \text{sign}(u_i). \tag{13}
\]

In the following Theorem, it is shown that \( u(t) \) as the solution of (12) is feasible for all \( t \in \mathbb{R}^+ \), asymptotically stabilizes (11), and converges to \( u^*(t) \) defined in (7) in fixed-time with settling-time \( T = \tau \). From now on, function arguments are omitted for a clearer presentation of the results.

**Theorem 1 (Fixed-time convergence):** Consider the system (1), optimization problem (5), update rule (12) and let Assumptions 1, 2 and 3 hold. Let \( u^*(t) \) be given as (7) and \( u(t) \) be given as the solution of (12). Furthermore, define the set of feasible controls as \( \Phi(x) := \{ u \in \mathbb{R}^m : \phi(u,x) \leq \gamma \} \).

Then, \( u(t) \) as a solution of (12) with initial value \( u(0) \in \Phi(x(0)) \) satisfies \( u(t) \in \Phi(x(t)) \) for all \( t \in \mathbb{R}^+ \) and for every initial condition \( x_0 \in \mathbb{R}^n \). Furthermore, the tracking error \( ||u(t) - u^*(t)|| \) converges to zero in fixed-time with settling-time \( T = \tau \).

**Proof:** The proof is divided into two parts: In the first part, feasibility of \( u(t) \) is shown. The second part shows the fixed-time convergence of \( ||u(t) - u^*(t)|| \).

Part 1: Feasibility:

It is shown that \( u(t) \) as a solution of (12) is feasible for all \( t \geq 0 \), i.e., \( \phi(u,x) \leq \gamma \) for all \( t \in \mathbb{R}^+ \). Therefore, the time derivative of \( \nabla_u J \) at \( (u(t),x(t),t) \) is considered and \( \dot{u}(t) \) is replaced by (12):

\[
\nabla_u J(u,x,t) = \nabla_{uu} J(u,x,t) \dot{u}(t) + \nabla_u J(u,x,t)^\top \dot{x}(t) + \nabla_u J(u,x,t) = -\Psi(\nabla_u J(u,x,t)) = -\Psi(\nabla_u J(u(x(0)),x(0),0)) = \nabla_u J(\kappa(x_0),x_0,0). \tag{14}
\]

The solution of (14) is given as

\[
\nabla_u J(u,x,t) = U(t), \tag{15}
\]

where \( U \) is defined as

\[
U(t) = \begin{pmatrix}
\frac{\text{sign}(\zeta_{0,1})}{\pi} & \frac{\tan(\arctan(\sqrt{\zeta_{0,1}}) - \frac{\pi}{2})}{2} \\
\vdots \\
\frac{\text{sign}(\zeta_{0,m})}{\pi} & \frac{\tan(\arctan(\sqrt{\zeta_{0,m}}) - \frac{\pi}{2})}{2}
\end{pmatrix} \tag{16}
\]

and \( \zeta_0 = (\zeta_{0,1}, \ldots, \zeta_{0,m}) := \nabla_u J(u(0),x(0),0) \in \mathbb{R}^m \) is the initial value.

The mean-value theorem is used to expand the solution (15) w.r.t. \( u \) around \( u^*(t) \) as

\[
\nabla_u J(u,x,t) = \nabla_{uu} J(v(x),t) (u(t) - u^*(t)) \iff u(t) - u^*(t) = \nabla_u J(v(x),t) \nabla_u J(u(x,t)). \tag{17}
\]

Note that \( v = v(t) \) is a convex combination of \( u(t) \) and \( u^*(t) \). Furthermore, \( \nabla_u J(u^*(t),x,t) = 0 \) holds due to the first-order optimality condition.

Consider (17) and equation (15). It follows that

\[
||u(t) - u^*(t)|| \leq \left( \frac{1}{mJ} \right) ||\nabla_{uu} J(v(x),t)|| ||\nabla_u J(u(x,t))|| \leq \frac{1}{mJ} ||U(t)||. \tag{18}
\]

Furthermore, with (18) and the strong convexity of \( J(u,x,t) \) it follows that

\[
J(u(x,t) - \nabla_u J(u^*(t),x,t)) = \nabla_{uu} J(v(x),t)(u(t) - u^*(t)) \geq 0 \leq \frac{1}{mJ} ||U(t)||^2. \tag{19}
\]

Note that \( u(0) \) is feasible due to the initial value in (12). Furthermore, \( u(t) \) is feasible for \( t \geq \tau \), since \( u^*(t) \) as a solution of (12) is feasible for all \( t \in \mathbb{R}^+ \) and the tracking error \( ||u(t) - u^*(t)|| \) is zero for \( t \geq \tau \). Therefore, feasibility of \( u(t) \) for \( t \in (0, \tau) \) has to be shown, which is done indirectly. Assume that there exists a

\[
t_2 := \min_{t \in \mathbb{R}^+} \{ t : \phi(u(t),x(t)) - \gamma = 0 \}, \tag{20}
\]

which is the earliest time where \( u(t) \) is not feasible. Since \( t_2 \) exists due to our assumption, there exists also a

\[
t_1 := \max_{t \in (0,t_2]} \{ t : \phi(u(t),x(t)) - \gamma < 0 \}. \tag{21}
\]

On the one hand, it holds that \( \dot{J}(u(t),x(t),t) < \infty \) for all \( t \leq t_1 \), since \( u(t) \) is feasible for all \( t \leq t_1 \) based on the definition of \( t_1 \). On the other hand, since \( \mu(t_2) > 0 \) and \( \lim_{t \to t_2} B(\phi(u(t),x(t)) - \gamma) = \infty \), the value of the objective
function at $t_2$ is $\lim_{t \to t_2} \tilde{f}(u(t), x(t), t) = \infty$. This is a contradiction to \cite{19}, since $\|U(t)\|^2$ is monotonically decreasing (cf. \cite{10}). Therefore, $u(t)$ is feasible for all $t \in \mathbb{R}_{\geq 0}$ and thus it stabilizes \cite{1} based on Assumption \ref{assumption3}.

Part 2: Fixed-time convergence:

Consider a candidate Lyapunov function

$$
\dot{V}(\nabla uJ) := \frac{1}{2} \nabla_u \tilde{f} \nabla_u \tilde{f} \quad (22)
$$

of \cite{12}. It is shown that \eqref{22} is a Lyapunov function (LF) for \cite{12}. Indeed $\dot{V}(\nabla uJ)$ is positive definite for all $\nabla uJ \in \mathbb{R}^m$ and zero iff $\nabla uJ = 0$. Now, consider the derivative of $\dot{V}$:

$$
\dot{V}(\nabla uJ) = \nabla_u \tilde{f} \nabla_u \tilde{f} = \nabla_u \tilde{f} \left[ \nabla_u \tilde{f} \dot{u} + \nabla_u \tilde{f} \dot{x} + \nabla_u \tilde{f} \right] \quad (23)
$$

where $\dot{u}(t)$ was replaced by \eqref{12}. The last line in \eqref{23} reads as

$$
\dot{V} = - \nabla_u \tilde{f} \nabla_u J \quad (24)
$$

Consider the last sum in \eqref{24}. Each element is greater than zero, and thus $\dot{V}$ is the negative sum of these elements. Hence, $\dot{V} \leq 0$ for all $\nabla uJ \in \mathbb{R}^m$. Furthermore, $\dot{V} = 0$ holds iff each element $\frac{\partial \tilde{f}}{\partial u_i} = 0$ for all $i = 1, \ldots, m$. Therefore, $\dot{V}$ is zero iff $\nabla uJ = 0$, and thus $\dot{V}$ is a LF for \eqref{12}. Now, consider the second line in \eqref{24}. Since $\psi \left( \frac{\partial \tilde{f}}{\partial u_i} \right) = 0$ for $t > \tau$ (due to its construction in Lemma \ref{lemma1}) and $\frac{\partial \tilde{f}}{\partial u_i} < \infty$ (since $u(t)$ is feasible), it follows that $\dot{V} = 0$ for all $t > \tau$ and all $x \in \mathbb{R}^n$. Hence, $\dot{V} = 0$ implies $\nabla uJ = 0$, which holds iff $u(t) = u^\star(t)$, since $u^\star(t)$ is unique. Thus, $\|u(t) - u^\star(t)\| = 0$ for all $t \geq \tau$ which proves fixed-time convergence of the tracking error to zero.

The next section provides a case study for the suggested approach.

IV. CASE STUDY AND DISCUSSION

The performance of tracking system \eqref{12} is investigated for the following system dynamics

$$
\dot{x} = \begin{pmatrix}
-x_1 - x_2^2 \\
x_1 x_2 + x_2 x_3 \\
-x_2^2 - x_3
\end{pmatrix} + \begin{pmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix} u. \quad (25)
$$

System \eqref{25} is an extension of the system which is considered in \cite{14}. It is stabilized by an optimal control given as the minimum of objective function

$$
J(u) = \frac{1}{2} (u_1^2 + 3u_2^2). \quad (26)
$$

Let $V(x) = \frac{1}{2} \|x\|^2$ be a control Lyapunov function (CLF) for \eqref{25}. Its derivative is given as

$$
\dot{V}(x) = \nabla_x V(x)^T (f(x) + g(x)u) = x_1 (-x_1 - x_2^2) + x_2 (x_1 x_2 + x_2 x_3 + u_1) + x_3 (-x_2^2 - x_3 - u_2) = -x_1^2 - x_2^3 + u_1 x_2 + u_2 x_3. \quad (27)
$$

Therefore, both solutions $\kappa_1(x) = (-x_1 - x_2, -x_2)^T$ and $\kappa_2(x) = (-x_1 - x_2 - x_3, 0)^T$ asymptotically stabilize \eqref{25}, since they yield

$$
\dot{V}(x) = -\|x\|^2 - x_1 x_2 - x_2 x_3 = -x^T \begin{pmatrix}
1 & 0.5 & 0 \\
0.5 & 1 & 0.5 \\
0 & 0.5 & 1
\end{pmatrix} x, \quad (28)
$$

where $P$ is a positive definite matrix. Thus, $V(x) < 0$ for all $x \in \mathbb{R}^3 \setminus \{0\}$. Based on $V(x)$, the decay rate in \eqref{4} is defined as $w(x) = 0.1 \|x\|^2$. Furthermore, let $\gamma = 0.01$, $\mu(t) = \exp(-t)$, and $B(z) = -1/2$ be given. The settling-time is set to $\tau = 3s$. The initial values are considered as $x(0) = (9, -7, -5)^T$ and $u(0) = u_0 = \kappa_1(x_0)$.

The performance of tracking system \eqref{12} is compared with a tracking system proposed in \cite{8}, which ensures exponential convergence (EC) of the tracking error. In the case of EC, $\dot{V}(\nabla uJ(u,x,t))$ in \eqref{25} is replaced by $A \nabla uJ(u,x,t)$, where $A$ is a positive definite matrix satisfying $A \nabla uJ(u,x,t)$. For the following considerations, $A$ was set to $A = \text{diag}(1,1)$ in the computations. To distinguish the solutions of the FC and EC approach, the derived control of the EC approach is defined as $\tilde{u}(t)$, whereas the resulting states are defined as $\tilde{x}(t)$, and the optimal control is given as $u^\star(t)$.

Fig. \ref{fig1} compares the convergence of the tracking error $\|u(t) - u^\star(t)\|$ in the fixed-time convergence (FC) approach, or, respectively, $\|\tilde{u}(t) - u^\star(t)\|$ in the EC approach. Both tracking errors converge to zero, whereas the convergence of $\|u(t) - u^\star(t)\|$ is faster and happens in fixed-time. Also the gradient $\nabla uJ(u,x,t)$ converges in this time, since it is zero iff $u(t) = u^\star(t)$. The faster convergence results in a faster stabilization of system \eqref{25}, as visualized in Fig. \ref{fig2}.

To accelerate the convergence time in the EC approach, $\alpha$ as a lower bound for $A$ can be increased. Nevertheless, the convergence time depends on the initial value of the tracking system and the tracking error does not converge in finite time, no matter how $\alpha$ is chosen.

To visualize the benefit of tracking system \eqref{12}, the following two modifications are considered: At first, the convergence of $\|\nabla uJ(u,x,t)\|$ is investigated for different initial values in \eqref{12}, namely $u(0) \in U_0 = \{0.25 - u_0, 0.5 - u_0, 1 - u_0, 2 - u_0\}$, where $u_0 = \kappa_1(x_0)$ and $x_0 = (-9, -7, -5)^T$. Since $\dot{V}(x) < \gamma$ holds for each $u \in U_0$, all initial values are feasible. The results are visualized in Fig. \ref{fig3}. As expected, the choice of $u(0)$ has no influence on the convergence time of $\|\nabla uJ(u,x,t)\|$, i.e., each tracking error is zero at the specified settling-time $\tau = 3s$. 

Secondly, the convergence of $\|\nabla J(\hat{u}, \hat{x}, t)\|$ is considered for different settling-times, namely $\tau \in \{0.5, 1, 3, 5\}$ s. As it is visible in Fig. 4, the gradient of the relaxed objective function $\tilde{J}$ is zero in each case for $t \geq \tau$, and thus also the tracking error. However, small settling-times (e.g. $\tau < 0.1$s) result in numerical problems, which are described in Remark 2. They can be solved up to a certain choice of the settling-time with a smaller step-width of the respective ODE solver.

V. CONCLUSION AND OUTLOOK

In this paper, a constrained optimization problem with a time-varying cost function that satisfies mild assumptions was considered. The Lyapunov function decay constraint was incorporated into the cost function via a barrier function approach, which yields a strongly convex objective function, and thus it exists a unique minimizer. An ODE was proposed, whose solution converges to zero in a fixed settling-time, which can be chosen by the user. This ODE was the basis for the design of a tracking system, whose solution converges to the minimizer of the relaxed barrier function in fixed-time. Furthermore, it was shown that this solution is feasible for all times, and thus it asymptotically stabilizes the input-affine system based on Assumption 3. The effectiveness of the approach was presented in a case study, in which it was compared with an existing method that ensures exponential convergence. Furthermore, the influence of settling-time and the initial value of the tracking system were investigated.

In future works, the approach can be extended to include input and time-varying constraints. These two extensions increase the applicability of the proposed approach, since a broader class of problems can be solved. Lastly, the extension to non-differentiable Lyapunov functions allows to address systems that fail to satisfy Brockett’s condition [5].

VI. APPENDIX

The following lemma proves that $\tilde{J}(u, x, t)$ as defined in 6 is strongly convex, and thus the solution of 5 is unique for all $t \in \mathbb{R}_{\geq 0}$.

Lemma 2 (Strongly convex objective function): Consider the objective function $\tilde{J}(u, x, t)$ of the relaxed problem 6 and let Assumption 2 hold. Then, $\tilde{J}(u, x, t)$ is strongly convex with parameter $m_f$.

Proof: Due to Assumption 2 $\tilde{J}(u, x)$ is strongly convex in $u$ with $m_f$. Per definition of a strongly convex function,
for all $u_1, u_2 \in \mathbb{R}^m$ it holds that [4]

$$J(u_2, x) \geq J(u_1, x) + \nabla_u J(u_1, x)^	op (u_2 - u_1) + \frac{1}{m_j} \| u_2 - u_1 \|.$$  

(29)

Furthermore, a barrier function as per Definition 1 is convex. Since $\varphi(u, x) - \gamma$ is affine in $u$, the barrier function has an affine function as argument. Therefore, $B(\varphi(u, x) - \gamma)$ as well as $\mu(t)B(\varphi(u, x) - \gamma)$ are convex in $u$ for all $x \in \mathbb{R}^n$, i.e., per definition, for all $u_1, u_2 \in \mathbb{R}^m$ it holds that

$$\mu(t)B(\varphi(u_2, x) - \gamma) \geq \mu(t)B(\varphi(u_1, x) - \gamma) + \mu(t)\nabla_u B(\varphi(u_1, x) - \gamma)^	op (u_2 - u_1).$$

(30)

The sum of (29) and (30) yields

$$J(u_2, x, t) = J(u_2, x) + \mu(t)B(\varphi(u_2, x) - \gamma) \geq J(u_1, x) + \mu(t)B(\varphi(u_1, x) - \gamma) + \frac{1}{m_j} \| u_2 - u_1 \|$$

$$+ (\nabla_u J(u_1, x) + \mu(t)B(\varphi(u_1, x) - \gamma))^	op (u_2 - u_1)$$

$$= J(u_1, x, t) + \nabla_u J(u_1, x, t)^	op (u_2 - u_1) + \frac{1}{m_j} \| u_2 - u_1 \|.$$  

(31)

Since (31) is the definition of a strongly convex function (cf. 29), it follows that $J(u, x, t)$ is strongly convex in $u$ with parameter $m_j$.
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