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Abstract

The goal of this paper is to optimize the productivity of manufacturing system by integrating computer simulation, design of experiments (DOE) and particle swarm optimization (PSO) algorithm. Optimizing productivity of colour factory was considered as the case of this study. To evaluate and estimate the effect of main factors, 2n factorial design with higher and upper levels and centre points was considered. After obtaining the significant factors, the local optimum setting of the significant factors was determined using the steepest ascent method and response surface methodology (RSM) approach. Finally, the global optimum productivity was achieved by computer programming of PSO method. Base on the final result, maximum productivity occurs in the point of 87.23 that is relevant to number of labour (B) = 26 and failure time of lifter (C) = 78.04 min. In addition, other two factors A (Service rate of Delpak mixer) and D (Number of permil) should be located at low level to obtain maximum productivity.
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Introduction

Computer simulations plays a significant role in dealing with the operational problems as well as improving the productivity and efficiency in different fields, such as manufacturing systems [1] port container terminal [2] supply chain management [3] different services such as bank system [2] and construction management [4], which are not easy to model. There would large portions favourable circumstances about utilizing computer simulation in the manufacturing systems through saving the cash investment, increasing the resource utilization, diminishing procedure cycle time, and increasing of the throughput (Sun Furthermore Ming).

Design of experiments (DOE) is a mathematical, statistical, and systematic approach for building a relationship between effective process factors and the output of that process [5]. In other words, it will be used to figure cause-and-effect and interactional between parameters the place done particular case figure at once methodology may be not be allowed. Analysis for DOE will be crucial to deal with transform inputs so as will optimize those procedure yield (Chuang Furthermore Hung). There have been conducted some scientific research studies predicting the behaviour of the system with DOE along with computer simulation. Traditionally, the experimental designs have been applied in physical experiments, such as agriculture experiments and clinical tests. In order to decrease the cost of doing experiments and large number of input parameters, computer simulation is suggested as a powerful and useful tool that helps to do experimental trials in a cost-effective and reliable environment [6]. Manufacturing systems is comprised of complex combination of resources such as material, labor, machines. It would be a difficult task to find the root of problem in timely manner and effectively when a production line is faced with a problem [7]. For solving these difficulties, engineers can use the experimental design to determine the significant factors that have a considerable effect on the efficiency of production line.

Tsai proposed the use of DOE and computer simulation in order to optimize the operation of joined manufacturing systems. This research claimed that this technique could assess the operating conditions in multifaceted systems simultaneously. Additionally [8] used computer simulation in order to model a sawmill factory in Chile. In order to increase the productivity of wood process, bottlenecks and proposing alternatives that would yield to an improvement in system productivity was assessed. In order to meet the essential demands, the minimum number of human and physical resources is founded by using the design of experiments. The final result showed that the productivity will be improved improvement up to 25% by combining the computer simulation and design of experiments [9]. Consider a semiconductor company to use the design of experiments, simulation and economic analysis in the process decision making. Integrating the DOE along with the computer simulation play an important role to enhance the performance of the simulation process, diminishing the trial and error to find solutions [10-13] implemented the DOE and computer simulation in order in order to determine the optimum combination of factors that have the significant effect on the process productivity. Another investigation applied statistical analysis and computer simulation to recognize and to weigh the significance of different factors in the production line. Based on the final result, the two factors i.e. B (Number of labor) and C (Failure time of lifter) have the most significant effect on the manufacturing system productivity [14,15] used computer simulation and taguchi method in order to assess the effect of controllable and uncontrollable factors on the total output production in a colour manufacturing industry. Final result showed that the maximum desirability of productivity will be achieved when the value of factors such service rate of delpak machine=UNIF (30, 40), number of labour =14, inspection time=120 and number of Permiil =5. They claimed that Taguchi Method plays an efficient and suitable role in the process improvement, proposing adjustments that will provide an improvement in the productivity. Previous studies on this field
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show that the simulation results can be used as an input to the design of experiment. Simulation and statistical analysis are some tools to analyse the behaviour of a system. The goal of this paper is integrating DOE and computer simulation to determine the main factors that have significant effect on productivity in a manufacturing system. Additionally, this paper focuses on find the local and global optimum solutions by implementing the RSM approach and PSO algorithm. It is claimed that performing this investigation will help the companies, managers and engineers to optimize resource usage in order to increase total output production and optimize the productivity in a timely and cost-effective manner. A colour factory is chosen as a case study in this research. This factory is a leading producer of industrial and building paint.

Material and Methods

Response surface methodology (RSM)

RSM is an optimization approach in order to determine the input combination of variables that maximize or minimize the objective function [16]. The RSM includes a combination of mathematical and statistical techniques that are a powerful approach to modelling and analysing of problems in which a response of interest is influenced by several parameters and the objective is optimize the outcomes [17].

Particle swarm optimization (PSO) algorithm

PSO is a developmental algorithm that was suggested by James Kennedy and Russell Eberhart in 1995 to determine the best solution of problems [18]. It is comprised of Swarm Intelligence and Collective Intelligence and is a sub-field of Computational Intelligence. Moreover, it is related to other Swarm Intelligence algorithms such as Ant Colony [19]. Because of fast convergence, PSO has gradually been used in identification of graphics, optimization of clustering, scheduling assignment, network optimization and multi-objective optimization [19].

Simulation Model Development

At the beginning, an initial model of production line is constructed using ARENA 13.9 software. After detailed data is collected and analysed, details of the elements are recognized and added to the simulation model. Following that the simulation model is built, the simulation model is tested so that the model is all rightly concerned whether a model and its result are correct. Model verification and validation are applied to assess the correction of model.

Model validation

After simulating the production line of this company, it is time to validate it. In order to conduct validation, the number of simulation runs for achieving the desired level of accuracy should be calculated by the below formula:

Number of replications = \( \frac{t^2}{2} \cdot \frac{S(m)}{\varepsilon(m)} \)  

Therefore for calculating the number of simulation runs, five simulation runs are considered.

\[ \bar{X}(m) = \text{Mean} = 20120 \]

\[ S(m) = \text{Standard Deviation} = 22.36068 \]

\[ N = \text{number of replication} = \frac{2.132^2 * 22.36068}{0.05^2 * 20120} = 0.04 \]

This result means that the one number of replication is enough to achieve the desired accuracy. Some information including number of product outputs and production working time that were available for 2 working years were added to the company’s documents especially sales list. After gathering the information, they were compared to the obtained results of the simulation. Average of total production time for orders are indeed attained by subtracting time of production completion and time of order. Based on results the variation between the actual data and simulation result are less than 7% that is acceptable.

Choosing the factors and levels

In order to conduct the DOE and simulation experiment the factors should be selected. As discussed before, the response variable considered in DOE is process productivity. For the choice of experimental design, due to the small number of factors investigated, the full factorial design is used. In the factorial design all possible combination of factors are in an experiment considered. The experiment is also replicated for two times. In addition, each factor has two levels. Therefore, a full factorial experiment includes 2^2 runs. Having considered two replications for experiments and three additional centre points, 35 runs are included in the design. Table 1 shows the factors which are selected in this thesis are:

PSO procedure

The PSO algorithm is a set of particles that move around the search space affected by their own best past location and the best past location of the whole swarm or a close neighbour. In each iteration a particle's velocity is updated applying:

\[ V_i(t+1) = V_i(t) + C_1 \cdot rand(t) \cdot (P_i(t) - V_i(t)) + C_2 \cdot rand(t) \cdot (P_{best} - V_i(t)) \]  

(2)

Where \( V_i(t+1) \) is the new velocity for the \( i \)th particle, \( C_1 \) and \( C_2 \) are the weighting coefficients for the personal best and global best positions respectively, \( P_i(t) \) is the \( i \)th particle's position at time \( t \), \( P_{best} \) is the \( i \)th particle's best known position, and \( P_{glob} \) is the best position known to the swarm. The rand( ) function generates a uniformly random variable \( \in [0, 1] \).

Variants on this update equation consider best positions within a particles local neighbourhood at time \( t \). A particle’s position is updated using Brownlee [20].

\[ p_i(t+1) = p_i(t) + V_i(t) \]  

(3)

Result and Discussion

Perfuming simulation experiment

After knowing the parameter setting and experimental design, the collection of data should be gathered from the simulation model running. The response of this experiment is the Productivity based on the total output production that is measured by using ARENA software result.

Statistical analysis

ANOVA is used to perform the percentage of correct classification of the statistical significance of the defects. The P-value (P) in the table

| Factor                        | Level | 1  |
|-------------------------------|-------|----|
| Service rate of Delpak mixer (A) | UNIF(20,40) | 7  |
| Number of labor (B)         | 14    | 17 |
| Failure time of lifter (C)  | 30 Minutes | 45 Minutes |
| Number of permil (D)       | 3     | 4  |

Table 1: Factors and levels.
was used to determine which of the effects in the model are statistically significant. If the p-value is less than or equal to \( \alpha \), so the effect can be concluded is significant. If the p-value is greater than \( \alpha \), then we conclude that the effect is not significant [21]. Table 2 shows that the curvature is significant. In addition, that main effect B (Number of labor), C (Failure time of lifter) are significant factors.

Conducting the POSA

As can be seen in the conducting the POSA curvature is significant, therefore it is concluded that the first order model is not adequate for RSM and a second order regression model is estimated by least square method. The second-order regression model is obtained as follow:

\[
\hat{Y} = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_1 X_2 + \beta_4 X_1^2 + \beta_5 X_2^2
\]  

By taking account the second order regression model, the steepest ascent method is used to find the local optimum solution. POSA is an approach to move sequentially in the direction of maximum increase in the response variable. To do this method the step size for variable \( \Delta X_1 \) and according to that also \( \Delta X_2 \) is chosen then check the responses. In this paper the Minitab macro was used to calculate the path of steepest ascent. For acquiring the best point in this phase the second-order model is applied.

\[
\begin{align*}
X_b &= \frac{E_1 - 17}{3}, \quad B (14, 20) \\
X_c &= \frac{E_2 - 45}{15}, \quad C (30, 60)
\end{align*}
\]

The highlighted area in the Table 3 shows that the local optimum point is considered as \( y = 86.01 \) with \( B = 23 \) and \( C = 67.03 \)

Finding global optimum by PSO algorithm

The resulted second regression model from RSM is used as the input variable of PSO algorithm. Table 4 shows the result of implementing PSO algorithm in order to find the global optimum value of number of labour (B) and failure time of lifter (C). Based on the final result, the maximum response (Productivity) occurs in the point of 87.23 that is relevant to high level of both significant factors which is equal to 87.23.

**Table 4: Result of PSO algorithm.**

| Iteration | NFE  | Best Productivity |
|-----------|------|-------------------|
| 1         | 400  | 34.2449           |
| 2         | 600  | 34.2449           |
| 3         | 800  | 37.4479           |
| 4         | 1000 | 81.0048           |
| 5         | 1200 | 87.23             |
| 6         | 1400 | 87.23             |
| 7         | 1600 | 87.23             |
| 8         | 1800 | 87.23             |
| 9         | 2000 | 87.23             |
| 10        | 2200 | 87.23             |

Number of labour (B) = 26 and Failure time of lifter (C) = 78.04 min. Moreover Figure 1 shows the graphical result of PSO algorithm.

**Discussion**

Productivity optimization is one of the most controversial issues in the discrete production systems. In this paper the suggested integrated approach helps the engineers and managers to find the optimum solutions in a cost-effective and timely manner. Since in real world implementing of different scenarios and alternatives in the production line impose extra cost and time to the companies. In this paper, integration of computer simulation, DOE and PSO algorithm cause to find the global optimum of resources in a color factory as a case study. Table 5 shows the productivity value in three conditions which includes the current state, result of POSA method and PSO algorithm. Therefore it is concluded that the best productivity is relevant to the PSO algorithm which is equal to 87.23.

**Conclusion**

The goal of this paper was to productivity optimization of
manufacturing system using computer simulation along with Design of Experiment and particle swarm optimization (PSO) algorithm. A case study was conducted in order to achieve this objective. In order to conduct the simulation experiments, model of manufacturing system was created using the Arena software. After conducting the DOE experiment the two factors which are B (Number of labor) and C (Failure time of lifter) were significant [22]. After obtaining the significant factors, the local optimum setting of the significant factors was determined using the steepest ascent method and response surface methodology approach. Finally, the global optimum productivity was achieved by computer programing of PSO method that shows the maximum productivity occurs in the point of 87.23 that is relevant to Number of labor (B) = 26 and Failure time of lifter (C) = 78.04 min. In addition other factors A (Service rate of Delpak mixer) and D (Number of permil) should be located in low level to obtain maximum productivity. The combined computer simulations, design of experiment method and PSO algorithm is new approach and help the engineers and managers to identify the global optimal solutions. Moreover, applying computer simulation and statistical analysis in the manufacturing systems is very useful and cost effective where the weakness of the system will be found after doing the experimentation. Further study can be done by considering the other responses such as cycle time, cost and resource utilization. In addition, there are other methods such as Taguchi method can be applied to determine the optimum setting for the experiment by considering the effect of the controllable and uncontrollable factors (Noise).
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