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Abstract

We present a simple derivation of the entanglement entropy for a region made up of a union of disjoint intervals in 1+1 dimensional quantum field theories using holographic techniques. This generalizes the results for 1+1 dimensional conformal field theories derived previously by exploiting the uniformization map. We further comment on the generalization of our result to higher dimensional field theories.
1 Introduction

Entanglement entropy is an important concept in field theory systems, with applications to condensed matter systems, quantum information, etc.. Further, given its non-extensive nature i.e., area scaling [1, 2], one is tempted, in the context of holography, to think of it as providing a measure for the effective degrees of freedom associated with a given region. This interpretation is natural in light of the recent proposal by Ryu & Takayanagi [3, 4] to compute entanglement entropy in quantum field theories by finding the area of an appropriate bulk surface in Planck units. Further support for this prescription arises in the covariant generalization of their proposal [5], where it was argued that the entanglement entropy is related to light-sheet constructions of the covariant entropy bound [6] in the bulk spacetime.

Before proceeding to the technical aspects, let us recall the definition of entanglement entropy and the holographic prescription for computing it. We consider a quantum field theory on $\partial M = N \times \mathbb{R}_t$ and focus on a region $A \subset N$. Given a density matrix $\rho$ (or a pure state) on $N$ we define the reduced density matrix $\rho_A = \text{Tr}_{N\setminus A}(\rho)$. The entanglement entropy is then simply the von Neumann entropy associated with $\rho_A$: $S_A = -\text{Tr}(\rho_A \log \rho_A)$. The covariant holographic prescription [5] for computing this is to consider the problem of finding a co-dimension two extremal surface $W_A$ in the bulk geometry $M$ (dual to the state in question), which ends on the boundary of the chosen region $A$ at the spacetime boundary $\partial M$. $S_A$ is then given by the area of $W_A$ in Planck units i.e., $S_A = \frac{\text{Area}(W_A)}{4G_N}$. In the situation where the bulk geometry is static (and hence the dual state is time-invariant) the problem reduces to the simpler one of finding minimal area surfaces [3, 4] (see [7] for a proof). Recent discussions of entanglement entropy in the holographic context include braneworld scenarios [8], closed string tachyon condensation [9], and confinement-deconfinement transitions [9, 10, 11].

The technology to compute entanglement entropy is best developed in the case of 1+1 dimensional CFTs [12] (cf., [13] for earlier work and [14] for generalizations to integrable non-conformal systems). In such situations one can exploit the power of 1+1 dimensional conformal invariance to compute the entanglement entropy for a region composed of a disjoint union of intervals on a spatial slice. However, a key feature used in this derivation, the Riemann mapping theorem, is not available for non-conformal theories or for higher dimensional examples.

On the other hand, the holographic recipe for computing entanglement entropy, which requires us to compute the area of an extremal co-dimension two spacelike surface (or a minimal surface for static states), is much more powerful, since we only need to solve a classical problem in a given bulk geometry. As an illustrative example, this holographic

---

1 The trick is to consider evaluating $\text{Tr}(\rho_n^A)$ using a path integral prescription. One computes $S_A$ by analytic continuation and taking the derivative as $n \to 1$. This replica trick allows one to relate the computation of the entanglement entropy to the computation of twist operator correlation functions in CFTs [12].
relation has been used recently [15] to give a simple and elegant proof of the strong sub-additivity property. The proof of this statement in standard quantum field theory is quite involved, see [16, 17].

Here we use the holographic prescription to derive the expression for entanglement entropy of disconnected regions in 1+1 dimensions for time independent states (or density matrices). We obtain the answer predicted by the field theory analysis of [12] for CFTs, but now only using geometrical arguments. In particular, the definition of minimal surface, which in turn guarantees the strong sub-additivity property, plays a crucial role. We can easily generalise the calculation to N disconnected regions in 1+1 dimensional CFT (in a static state), again giving agreement with the field theoretic predictions. However, the derivation we present is true for any 1+1 dimensional quantum field theory, not necessarily one enjoying conformal symmetry, demonstrating the power of the geometric construction. We also generalise our calculations to higher dimensions in some particular situations. Throughout, we assume a static configuration (so we can consider bulk minimal surfaces on a constant time slice), and comment on potential generalizations in the Discussion.

We begin by deriving a formula for entanglement entropy for disconnected regions in the case of 1+1 dimensional field theories in §2. We then present a conjecture for the higher dimensional case in §3 and conclude with a set of open questions in §4.

2 Disconnected regions in 1 + 1 dimensional field theories

Consider a 1+1 dimensional QFT, living on the boundary of a 2+1 dimensional asymptotically-AdS bulk spacetime. We are interested in calculating the entanglement entropy of a region composed of disconnected intervals. We will label the points bounding the intervals as $p_i$ with $i = 1, \ldots, n$ and the region of interest will be

$$X = \bigcup_{m=0}^{[n/2]} [p_{2m+1}, p_{2m}] .$$

(2.1)

Further, we will denote the simply connected region with endpoints $p_i$ and $p_j$ by $R_{ij}$, and the corresponding entanglement entropy of this region by $S(R_{ij}) = s_{ij}$. By the holographic prescription of [3, 4] we have

$$s_{ij} = \frac{1}{4 G_N^{(3)}} \text{Length} (\gamma_{ij})$$

(2.2)

where $\gamma_{ij}$ is the minimal length curve (spacelike geodesic) connecting $p_i$ and $p_j$ through the bulk.\footnote{The curves under consideration should be homologous to the boundary region of interest \textit{i.e.}, one must be able to deform the bulk curve back to the boundary without any obstruction.} Note that the entanglement entropy of a region consisting of a single point
Fig. 1: Minimal surfaces $\gamma_{ij}$ in the bulk, whose length gives the entanglement entropy $s_{ij}$, corresponding to the boundary intervals $R_{ij}$ bounded by points $p_i$ and $p_j$. The disconnected boundary region $X$ is indicated in red.

vanishes, so that $s_{ii} = 0$. Furthermore, we don’t require any orientation, i.e., $R_{ij} = R_{ji}$ and correspondingly $s_{ij} = s_{ji}$. Hence we have $n(n - 1)/2$ such regions.

The quantity of interest will be the entanglement entropy of a non-simply connected region $X$, and we will seek a universal expression for $x \equiv S(X)$ in terms of the entanglement entropies of related simply connected regions, namely the $s_{ij}$’s.

2.1 Two disconnected regions

Let us now concentrate of the case of two disconnected regions, $n = 4$; the case of general $n$ will be considered in the next subsection. The six minimal surfaces\(^3\) for the $n = 4$ case are sketched in Fig. 1.

We can construct the disconnected region of interest $X$ either as union or equivalently as a difference of two regions:

$$X = R_{12} \cup R_{34} = R_{14} \setminus R_{23}$$  \hspace{1cm} (2.3)

Our main objective is to determine $x = S(X)$ in terms of $s_{ij}$. We will achieve this by constraining $x$ using the minimal area property of each $s_{ij}$ and strong sub-additivity.

\(^3\)Given the linear relation between Length($\gamma_{ij}$) and $s_{ij}$, we will henceforth use $s_{ij}$ to denote the entanglement entropy as well as the bulk minimal surface.
Minimal surface and sub-additivity inequalities: Let us start by writing the inequalities obeyed by the various minimal surfaces \( s_{ij} \). Consider two endpoints, \( p_i \) and \( p_j \) and consider any bulk ‘surface’ (in this \( 1 + 1 \) dimensional case just a curve) ending on these endpoints. By definition of minimal surface, \( s_{ij} \) must be the smallest of all such surfaces. In particular, the minimal surface \( s_{ij} \) cannot have greater area than the surface composed of two minimal surfaces \( s_{ik} \) and \( s_{jk} \) which meet at the same point \( p_k \) on the boundary. This implies the set of inequalities of the form 4

\[
s_{ij} \leq s_{ik} + s_{jk}
\]  

for \( i, j, k = 1, \ldots, 4 \). Since this is non-trivial only when \( i, j \) and \( k \) are all distinct, and since \( s_{ij} \) is symmetric, we have a-priori 12 independent inequalities.

However, this set of inequalities can be substantially shortened by using the property of strong sub-additivity [16] (see [18, 19] for excellent discussions of entropy inequalities in classical and quantum systems). For arbitrary regions \( A \) and \( B \), we have the two basic strong sub-additivity inequalities:

\[
S(A) + S(B) \geq S(A \cup B) + S(A \cap B)
\]  

and

\[
S(A) + S(B) \geq S(A \setminus B) + S(B \setminus A)
\]

In [15] it was shown that these inequalities also follow immediately from the definition of minimal surfaces (cf., [20] for early discussions of sub-additivity in the holographic prescription and [21] for recent discussions). To see this, consider the minimal surfaces \( s_{ij} \) shown in Fig. 1. There are exactly two pairs of surfaces ending on distinct endpoints which don’t intersect, namely \((s_{12}, s_{34})\) and \((s_{23}, s_{14})\), and there is one pair of intersecting surfaces, \((s_{13}, s_{24})\). We can now decompose the latter pair in two different ways, forming two non-minimal surfaces glued together at the intersection. Using the same argument as above, the sum of the areas of these two non-minimal surfaces cannot be smaller than the sum of the corresponding minimal surfaces. This yields the two stronger inequalities [15]:

\[
s_{14} + s_{23} \leq s_{13} + s_{24}
\]  

\[
s_{12} + s_{34} \leq s_{13} + s_{24}
\]

Note that we can obtain (2.7) and (2.8) from (2.5) and (2.6), respectively, by taking \( A = R_{13} \) and \( B = R_{24} \).

Each of (2.7) and (2.8) combines with two equations of the form (2.4) to yield two of the other equations of the form (2.4), rendering the latter set redundant. For example, adding

---

4Strictly speaking, in any local quantum field theory, the entanglement entropy is divergent due to contributions from the degrees of freedom localized near the boundaries. In the holographic computation this is manifested by the divergent area of any bulk surface in asymptotically AdS spacetimes. We will assume henceforth that we are working with a fixed regulator to make sense of the inequalities. Alternately, one can imagine working with an appropriate background subtraction scheme.
Eliminating the redundant equations in this manner, we reduce the 12 original equations (2.4) to the following four:

\[
\begin{align*}
  s_{13} & \leq s_{12} + s_{23} \\
  s_{13} & \leq s_{14} + s_{34} \\
  s_{24} & \leq s_{12} + s_{14} \\
  s_{24} & \leq s_{23} + s_{34}
\end{align*}
\]  

(2.9)

The set of the six inequalities (2.7), (2.8), and (2.9) forms the minimal set of independent constraints on the minimal surfaces \( s_{ij} \). Indeed, we can easily check that there exist examples of \( s_{ij} \) satisfying any five of the six inequalities but not the sixth one.

**Constraints on \( x \):** We now turn to constraining the entanglement entropy \( x = S(X) \) of the disconnected region \( X \). The strategy is to use the strong subadditivity property (2.5) and (2.6) for suitable regions \( A \) and \( B \) such that one of the terms corresponds to \( S(X) \). There are only two nontrivial possibilities for obtaining an upper bound on \( x \), which yield:

\[
\begin{align*}
  x & \leq s_{12} + s_{34} \\
  x & \leq s_{14} + s_{23}
\end{align*}
\]

(2.10) (2.11)

These follow from (2.5) with \( A = R_{12} \) and \( B = R_{34} \) and from (2.6) with \( A = R_{14} \) and \( B = R_{23} \), respectively. The possibilities for obtaining lower bounds on \( x \) are more numerous, since here we can simply let \( A = X \) and consider all other regions as candidates for \( B \). A-priori, we can let \( B \) be any of the six simple regions \( R_{ij} \), and for each case, we have the two constraints (2.5) and (2.6). However, it turns out that four of the twelve resulting inequalities are trivial, and four more are redundant (in particular they follow from the remaining four constraints and (2.9)). The four nontrivial independent lower bounds on \( x \) which remain are the ones obtained from (2.5) and (2.6) with \( A = X \) and \( B = R_{13}, R_{24} \):

\[
\begin{align*}
  s_{12} + s_{14} - s_{13} & \leq x \\
  s_{14} + s_{34} - s_{24} & \leq x \\
  s_{12} + s_{23} - s_{24} & \leq x \\
  s_{23} + s_{34} - s_{13} & \leq x
\end{align*}
\]

(2.12)

The six inequalities (2.10), (2.11), and (2.12) form the minimal set of independent constraints on \( x \). As we will see, how strongly these bounds constrain the actual value of \( x \) in any particular case depends on how nearly the inequalities (2.7), (2.8), and (2.9) are saturated. However, as we will argue below, it is easy to construct specific examples where two of the six inequalities in (2.7)-(2.9) are saturated, thereby forcing the lower and upper bounds on \( x \) from (2.10)-(2.12) to actually coincide.

We now wish to use these six constraints on \( x \), along with the six further constraints on the minimal surfaces \( s_{ij} \), to determine \( x \) completely in terms of \( s_{ij} \). We begin by observing
that there is a natural pairing between the inequalities such that each pair contains all minimal surfaces exactly once. For example, (2.7) is paired with (2.10), (2.8) is paired with (2.11), the first of (2.9) is paired with the second of (2.12), etc. Moreover, the relations between the coefficients of \( s_{ij} \) are everywhere the same. In particular, \( s_{12}, s_{14}, s_{23}, \) and \( s_{34} \) appear with coefficient +1 while \( s_{13} \) and \( s_{24} \) appear with coefficient −1. This is strongly suggestive of a specific pattern, which we now proceed to unearth.

**Deriving \( x(s_{ij}) \):** Assuming that \( x \) can be expressed in terms of the minimal surfaces \( s_{ij} \), we will first write a simple ansatz for the form of \( x \) and then use specific limits of the various regions to fix \( x \) completely. The bounds on \( x \) suggest a linear relation between \( x \) and the \( s_{ij} \), namely:

\[
x = c_{12} s_{12} + c_{13} s_{13} + c_{14} s_{14} + c_{23} s_{23} + c_{24} s_{24} + c_{34} s_{34}
\]

(2.13)

where the \( c_{ij} \) are some constant coefficients to be determined. In particular, according to our ansatz, \( x \) is given by the expression (2.13) for any allowed set of values of the \( s_{ij} \). Let us now consider specific limits where we know \( x \) explicitly, namely the limits in which \( X \) reduces to a simply connected region. There are three nontrivial possibilities: we can take \( p_1 \to p_2, p_2 \to p_3, \) or \( p_3 \to p_4 \). In the first case, \( s_{12} \to 0 \) and \( X \to R_{34}, \) so that \( x \to s_{34} \). Furthermore, \( s_{13} \to s_{23} \) and \( s_{14} \to s_{24} \). The expression (2.13) then implies that \( c_{34} = 1 \) while \( c_{13} + c_{23} = 0 \) and \( c_{14} + c_{24} = 0 \). Similarly, for \( p_2 \to p_3 \), we have \( x \to s_{14} \) while \( s_{12} \to s_{13} \) and \( s_{24} \to s_{34} \); hence (2.13) yields \( c_{14} = 1, c_{12} + c_{13} = 0, \) and \( c_{24} + c_{34} = 0 \). Finally, for \( p_3 \to p_4 \), we have \( x \to s_{12} \) and therefore \( c_{12} = 1, c_{13} + c_{14} = 0, \) and \( c_{23} + c_{24} = 0 \). Taken together, these determine all coefficients fully; in particular we find \( c_{12} = c_{14} = c_{23} = c_{34} = -c_{13} = -c_{24} = 1 \). This therefore implies that \( x \) is in general given by

\[
x = s_{12} + s_{23} + s_{34} + s_{14} - s_{13} - s_{24}.
\]

(2.14)

To recap, using the linear ansatz (2.13) we have shown that the formula for the entanglement entropy of two disconnected regions is indeed given by the expression we would have naturally derived from the CFT [12], namely (2.14). In fact, we can generalise (2.13) to a sum of arbitrary functions of one variable and still derive the same result (2.14), although a completely arbitrary function of the six \( s_{ij} \)’s is not uniquely fixed by three special limits at hand, as can be seen by Taylor expanding and solving for the coefficients at each order.

The preceding argument establishes the desired result by making a specific (albeit sensible) ansatz for the form of the entanglement entropy for disconnected regions. A-priori one might have hoped that the inequalities derived earlier (2.10)-(2.12), along with the constraints (2.7)-(2.9), would suffice to derive the form of \( x \). This is generically not possible without making further assumptions. However, if one makes the natural assumption that \( x \) will be given by a unique expression (not necessarily linear) in terms of the six \( s_{ij} \)’s for any set of values \( s_{ij} \) which satisfy the constraints (2.7)-(2.9), then one can use a clever choice of specific ‘extremal’ allowed values of the \( s_{ij} \)’s to derive the expression (2.14). In particular, by
explicitly assuming that the minimal surfaces saturate one of the inequalities \{(2.7),(2.8)\} and a corresponding one of (2.9), we can obtain the desired expression for \(x\) by showing that the upper and lower bounds on \(x\) from (2.10)-(2.12) actually coincide. For example, suppose that (2.7) and the first of (2.9) are saturated;\(^5\) we can easily obtain (for arbitrary constants \(a_1\) and \(a_2\))

\[
s_{14} + s_{34} - s_{24} + (s_{12} + s_{23} - s_{13}) a_1 \leq x \leq s_{12} + s_{34} + (s_{14} + s_{23} - s_{13} - s_{24}) a_2
\]

(2.15)

which (by setting \(a_1 = a_2 = 1\)) yields (2.14). While this particular choice of \(a_1\) and \(a_2\), as well as the specific pair constraints to be saturated, may seem somewhat ad-hoc, it turns out that any choice which leads to upper and lower bounds on \(x\) coinciding in fact yields (2.14) uniquely.

Hence this argument may be regarded as an alternative derivation of the desired result (2.14), which uses a different set of starting assumptions. In particular, here we only needed to assume that \(x\) is given by some universal expression in terms of the \(s_{ij}\), without assuming anything about the form of this expression. However, in contrast to the previous argument, we required that this universal expression holds for any set of \(s_{ij}\) which satisfy the constraints.\(^6\) The two arguments in conjunction therefore strengthen our derivation of (2.14) by weakening the assumptions.

### 2.2 Multiply disconnected regions

Having considered the case of \(X\) being composed of two disjoint intervals in the previous section, let us now turn to the more general case of non-simply connected regions, namely \(m\) disjoint intervals.\(^7\) In particular, these are bounded by the \(n = 2m\) distinct endpoints \(p_i\), which define \(n(n-1)/2\) distinct simple intervals \(R_{ij}\), each associated to the entanglement entropy given by the minimal surfaces \(s_{ij}\). As a direct extension of (2.3), we have

\[
X = R_{12} \cup R_{34} \cup \cdots \cup R_{n-1,n} = R_{1n} \setminus R_{23} \setminus R_{45} \setminus \cdots \setminus R_{n-2,n-1}
\]

(2.16)

Again, by definition of minimal surface, we have \(s_{ij} \leq s_{ik} + s_{jk}\) for \(i, j, k = 1, \ldots, n\); so there are a-priori \(n(n-1)(n-2)/2\) independent inequalities. Similarly, we have additional

---

\(^5\) Note that the system with one upper bound constraint and one lower bound constraint being saturated is perfectly self-consistent, in the sense that all of the constraints on \(s_{ij}\) remain satisfied.

\(^6\) Note that in the preceding argument, we required our linear ansatz to be satisfied by any allowed configuration of the \(s_{ij}\)'s; the set of such configurations is a subset of the all configurations satisfying the constraints. Although these constraints comprised a complete set of properties derivable from the definition of a minimal surface, it is not clear whether the extremal cases used above are actually realised any physical system.

\(^7\) In one spatial dimension, the most general non-simply connected region consists of \(m\) disjoint intervals for any \(m \geq 2\) (in this discussion, we will ignore fractal regions such as Cantor sets, etc.; as we will see in the next section, in higher dimensions we have many more options.)
(strong sub-additivity) inequalities, which can be derived by considering any two intersecting surfaces. For any set of four endpoints, say \( p_i < p_j < p_k < p_l \), we have exactly two pairs of surfaces ending on distinct endpoints which don’t intersect, namely \((s_{ij}, s_{kl})\) and \((s_{jk}, s_{il})\), and one pair of intersecting surfaces, \((s_{ik}, s_{jl})\). As before, we can break up the intersecting minimal surfaces into two sets of non-minimal surfaces, obtaining the inequalities of the form

\[
\begin{align*}
    s_{ik} + s_{jl} & \geq s_{ij} + s_{kl} \\
    s_{ik} + s_{jl} & \geq s_{il} + s_{jk}
\end{align*}
\] (2.17)

For \( n \) boundary points, we have \( \frac{1}{12} n (n - 1) (n - 2) (n - 3) \) of these strong sub-additivity type inequalities. (Note that this grows as a quartic, which is more rapid than the cubic we obtained for the simple inequalities.) In addition, we can consider still further inequalities by generalising this argument. For example, for six distinct endpoints, \( p_i < p_j < p_k < p_l < p_m < p_n \), we can consider the pairwise intersecting surfaces, and obtain inequalities of the form\(^8\)

\[
\begin{align*}
    s_{ik} + s_{jm} + s_{ln} & \geq s_{in} + s_{jk} + s_{lm}, \quad \text{etc.}
\end{align*}
\] (2.18)

Thus finding the minimal set of independent constraints on the minimal surfaces \( s_{ij} \), not to mention on \( x \), is a daunting prospect in general.

However, we can use the same trick as in § 2.2 to find the general form of \( x \) using the previous result (2.14). In particular, assume that \( x \) is given by an expression of the form

\[
x = \sum_{\substack{i,j=1 \atop j>i}}^{n} c_{ij} s_{ij}
\] (2.19)

for some fixed constants \( c_{ij} \). We require that \( x \) reduce to the correct value for all the various combinations of \( s_{ij} \) vanishing. For example, if all but 4 endpoints \( p_i < p_j < p_k < p_l \) coincide so that \( X = R_{ij} \cup R_{kl} \), then (2.20) must reduce to \( x = s_{ij} + s_{jk} + s_{kl} + s_{il} - s_{ik} - s_{jl} \). Using this constraint for all the possible combinations of 4 non-coincident endpoints, we obtain \( c_{ij} = \pm 1 \), depending on the positioning of \( i \) and \( j \). In particular, \( c_{ij} = (-1)^{i+j+1} \). Hence the correct generalisation of the entanglement entropy (2.14), extended to \( n/2 \) distinct intervals is

\[
x = \sum_{\substack{i,j=1 \atop j>i}}^{n} (-1)^{i+j+1} s_{ij}.
\] (2.20)

This indeed confirms the corresponding expression found by CFT methods [12].

\(^8\)These general entropy inequalities are a natural analog of strong sub-additivity for multiple disconnected regions. As far as we are aware they have not been considered in the field theory literature before.
Fig. 2: Three basic types of finite 2-dimensional non-simple regions $X$ (shaded). Note that case (b) is special, and can be deformed into either of the general cases (a) and (c).

3 Disconnected regions in $2+1$ dimensional QFTs

In the previous section we have used bulk techniques to derive the expression for the entanglement entropy of a general disconnected region (composed of $m$ finite intervals) in $1+1$ dimensional QFT. While the bulk derivation was quite simple, we could have nevertheless used an appropriate uniformization map to reduce the problem to one of computing twist operator correlation functions in a CFT \cite{12} and obtained the same result (at least for simple conformally invariant states). However, these techniques are applicable only in $1+1$ dimensional CFT, and it is not presently clear what is the analogous expression for entanglement entropy of non-simply connected regions in higher dimensions. Therefore in this section we explore what the bulk method can tell us about this situation. For simplicity, we focus on $2+1$ dimensional CFT; so the regions and the bulk minimal surfaces in question are two dimensional.

The holographic dual of entanglement entropy (in some static state of the CFT) of a simply connected region on the boundary is the area of a bulk minimal surface anchored on the boundary of this region. This relation is true in all dimensions, as are the strong sub-additivity properties of entanglement entropy; indeed, it is easy to see that the proof of \cite{15} is valid in all dimensions. Therefore, for situations where the interval structure of Fig. 1 can be straightforwardly generalised to two-dimensional regions, the same reasoning as in § 2 above will apply here as well. However, a simple generalisation from intervals to regions will not hold in general; indeed, such a situation occurs only in a special, limiting, case.

This is illustrated in Fig. 2, where we indicate the basic types of non-simply connected regions. In particular, generic regions whose boundary is not a single non-self-intersecting closed curve are either composed of disjoint simple regions as in case (a), or contain non-contractible curves as in case (c), or some combination thereof. The intermediate special case which interpolates between (a) and (c) is the case (b) where two simple regions touch at two isolated points. As we argue below, this is the case for which we can apply our formula for the entanglement entropy (2.14). This is because the boundary of region $X$ in (b) naturally defines six minimal surfaces, in direct analogy to Fig. 1. On the other hand, both (a) and (c)
only define three possible minimal surfaces; two which are homologous to the simple regions and one which in case (a) looks like a handle connecting the shaded regions, and in case (c) is homologous to the shaded annulus. However, since the configuration (b) can be ‘resolved’ into either (a) or (c), we can use it to conjecture the form of entanglement entropy for the general case as well.\footnote{Note that all three cases have the same level of complexity, despite case (c) involving only a single connected component, because in each case $X$ is bounded by two curves.}

Let us focus on the case of the non-simple region $X$ having only two simply connected components, \textit{i.e.}, the two-dimensional analog of the set-up of \S\ 2.1. Applying the reasoning of the previous 1+1 dimensional case requires that the boundary of the non-simple region $X$, generalising the four points $p_i$, has four components, say labeled by the four curves $C_i$ (cf. Fig. 3b) which enclose six simple regions $R_{ij}$ and to which we can associate the six minimal surfaces $s_{ij}$. This in turn means that all curves are either infinite or meet at both endpoints. In particular, for $s_{ij}$ given by the bulk minimal surface anchored on the boundary by the bounding curves $C_i$ and $C_j$ (which form a simple region $R_{ij}$), we obtain as the entanglement entropy of the region $x$ in Fig. 2b:

$$x = s_{12} + s_{23} + s_{34} + s_{14} - s_{13} - s_{24}.$$  \hspace{1cm}(3.1)

The simplest type of set-up for which we can calculate the entanglement entropy explicitly is the case of two infinite strips – \textit{i.e.}, region $X$ of Fig. 1 smeared in one extra direction. Clearly, we can employ the same reasoning as in \S\ 2.1, so the entanglement entropy density of $X$ is given by the entanglement entropy densities $s_{ij}$ by the expression (3.1). Note that even though the extra direction is translationally invariant, the individual $s_{ij}$'s are actually different from the one-dimensional case, because of the warp factor associated with the extra direction. Therefore, the entanglement entropy formula would be extremely difficult to obtain directly in the CFT.

While equation (3.1) provides a formula for the entanglement entropy of regions defined by four curves, as in Fig. 2 case (b), such configurations are highly non-generic in the set of non-simple regions. The generic cases are given by only two curves, as in Fig. 2 cases (a) or (c). The three minimal surfaces defined by these two curves are insufficient to determine the entanglement entropy, as we can see either by taking the limiting case (b) or by noting that the UV divergence for the unregulated entanglement doesn’t scale appropriately for any non-trivial superposition of the areas of the minimal surfaces in question.\footnote{The authors of [20] give a very elegant proposal which circumvents the UV problem, while respecting sub-additivity. In particular, for $X$ bounded by non-intersecting curves $C_\alpha$ and $C_\beta$, with the minimal surfaces $s_\alpha$, $s_\beta$, and $s_{\alpha\beta}$, their conjecture corresponds to $x = \min\{s_\alpha + s_\beta, s_{\alpha\beta}\}$. However, we believe that this simple prescription cannot hold in general: for example, for very elongated regions in case (a), which limit to the two infinite strips discussed above, we find disagreement from the expected answer: $x = s_{12} + s_{23} + s_{34} + s_{14} - s_{13} - s_{24} \neq \min\{s_{12} + s_{34}, s_{23} + s_{14}\}$. (Although there may be special limits or special states for which}
3.1 Conjecture for generic non-simple regions

Since we have a prescription for the entanglement entropy for three adjoining regions defining six simple regions and therefore six corresponding minimal surfaces as in Fig. 2 case (b), let us try to express the more general two-curve cases (a) and (c) of Fig. 2, in a similar manner. This involves joining the two curves by two more ‘auxiliary’ curves, which simultaneously splits each of the original curves into two components with endpoints at the intersections. We denote these as indicated in Fig. 3: in case (a), the two disjoint regions are bounded by \((C_1 + C_2)\) and \((C_3 + C_4)\), while in case (c), the annulus is bounded by \((C_1 + C_4)\) and \((C_2 + C_3)\). The two auxiliary curves which join \(\{C_1, C_2, C_3, C_4\}\) are denoted by \(C_5\) and \(C_6\). The special case (b) then corresponds to vanishing \(C_5\) and \(C_6\). In general, we restrict the auxiliary curves \(C_5\) and \(C_6\) to have no intersections.

Furthermore, to make the notation more explicit, let us denote the simple regions formed by joining the connected curves \((C_i + C_j + C_k + C_l)\) by \(R_{ijkl}\), and the corresponding entanglement entropy \(S(R_{ijkl}) = s_{ijkl}\). So in the first case, Fig. 3a, we have the six simple regions \(R_{12}, R_{1536}, R_{1546}, R_{2536}, R_{2546}, \) and \(R_{34}\); and correspondingly, the entanglement entropies \(s_{12}, s_{1536}, s_{1546}, s_{2536}, s_{2546},\) and \(s_{34}\). Similarly, in the other case, Fig. 3c, we have \(R_{1526}, R_{1536}, R_{14}, R_{23}, R_{2546}, \) and \(R_{3546}\); and correspondingly, the entanglement entropies \(s_{1526}, s_{1536}, s_{14}, s_{23}, s_{2546},\) and \(s_{3546}\). Notice that in each case there is the third minimal surface anchored on the original non-simple regions; \(s_{(12)(34)}\) for case (a) and \(s_{(14)(23)}\) for case (c). These are bounded by \(s_{1546} + s_{2536}\) in case (a) and \(s_{1526} + s_{3546}\) in case (c). In the special case (b) these naturally reduce to \(s_{14} + s_{23}\) and \(s_{12} + s_{34}\), respectively.

The two prescriptions are equivalent, one can easily confirm the inequality for the vacuum state and general strips.) We thank Tadashi Takayanagi for useful discussion on this point.
**Conjecture:** Since the entanglement entropies cannot depend on our choice of the auxiliary curves $C_5$ and $C_6$, we minimise over all such possible configurations, namely:

$$x = \inf_{C_5, C_6} \{s_{12} - s_{1536} + s_{1546} + s_{2536} - s_{2546} + s_{34}\} \quad \text{for case (a)},$$

$$x = \inf_{C_5, C_6} \{s_{1526} - s_{1536} + s_{14} + s_{23} - s_{2546} + s_{3546}\} \quad \text{for case (c)}. \quad (3.2)$$

Note that the partition of the original two curves into the curves $C_i$ for $i = 1, \ldots, 4$ also depends on the choice of $C_5$ and $C_6$, in particular their endpoints. Thus our prescription involves choosing two pairs of points on each of the original curves and two curves connecting these points, finding the entanglement entropy using the previously-derived expression (3.1), and minimising over all allowed configurations.

We have chosen the notation in Fig.3 so as to make the limiting case of both (a) and (c) coincide with the special case (b). The price we pay for this choice is that we have to treat (a) and (c) separately; in particular in (3.2) we write distinct expressions for each case. However, there is a simplifying symmetry that our system respects: in particular, by relabeling $C_2 \leftrightarrow C_4$ in case (c), the two expressions in (3.2) become identical. Thus, we could have written only one formula instead which covers all cases; nevertheless, to help visualising how the various minimal surfaces morph into each other as the case (b) is deformed into either (a) or (c), we will adhere to the notation introduced above.

**Support for the conjecture:** The above conjecture, albeit reasonably natural, has been only minimally motivated. Unfortunately, at present we can furnish neither a derivation, nor an explicit test. Instead, we offer some supporting evidence for it and leave a detailed analysis for the future. The main consistency checks are based mostly on the observations that the ultraviolet divergences cancel out correctly, and that the expressions (3.2) reduce correctly to the known cases in specific limits.

- As pointed out previously, we do not expect to obtain an expression for entanglement entropy solely in terms of the three available minimal surfaces; hence we need to furnish more information. Obtaining the requisite number of minimal surfaces seems the most natural way to proceed. In particular, in the limiting case (b), the six surfaces $\{s_{12}, s_{13}, s_{14}, s_{23}, s_{24}, s_{34}\}$ comprise the minimal amount of information we need to supply (without specifying the QFT state) in order to determine the entanglement entropy. On the other hand, the answer can not depend on the extra supplied information. The expression (3.2) is therefore the simplest, minimal ansatz.

- Note that the infimum ansatz of (3.2) is not a-priori the only possible way to satisfy the above requirements of supplying enough information and the final answer independent of the extra supplied information. For instance, we could instead consider the supremum over all configurations, or more generally, some weighted sum of all configurations. However, we now argue that these do not appear correct. To see that the
supremum is incorrect, consider *e.g.* case (a) with $C_5$ and $C_6$ coinciding. Then we would have $x \geq s_{12} + s_{34}$, which is in manifest contradiction with (2.10), unless $x = s_{12} + s_{34}$. But the latter leads to the unphysical result that the entanglement entropy is independent of the separation between the regions. The possibility of expressing $x$ in terms of some weighted sum of the expression $\{\ldots\} \text{ in (3.2)}$ is more difficult to rule out; however we note that this seems to require too much information (namely the weighing factor for each possible configuration).

- A more quantitative way to motivate (3.2) is to consider the ultraviolet divergences of the unregulated entanglement entropies. The leading divergence comes from the boundary term, and therefore is proportional to length of the bounding curves. By construction, we therefore expect that the leading divergent part of $x$ is proportional to the length of $C_1 + C_2 + C_3 + C_4$. This is indeed exactly reproduced by the expressions in (3.2), as can be seen by noting that each subscript $i$ corresponds to $C_i$ and then counting the subscripts. For example, the first expression in $\{\ldots\}$ of (3.2) gives the UV divergence proportional to $\left(C_1 + C_2 - C_1 - C_5 - C_3 - C_6 + C_1 + C_5 + C_4 + C_6 + C_2 + C_5 + C_3 + C_6 - C_2 - C_5 - C_4 - C_6 + C_3 + C_4 \right) = C_1 + C_2 + C_3 + C_4$.

- Furthermore, as remarked above, both expressions in (3.2) reduce correctly to the limiting case (b). Although it is manifest that by shrinking $C_5$ and $C_6$ to a point, the expressions $\{\ldots\}$ in (3.2) coincide with (3.1), we still need to show that this corresponds to the infimum over all (in this limit closed) curves $C_5$ and $C_6$. Nevertheless, the latter follows from the observation that the minimal surfaces bounded by $C_5$ and $C_6$ cancel out in (3.2).

- Since $x$ is an infimum over a set of configurations of $C_5$ and $C_6$, by evaluating specific configurations, the expression (3.2) automatically yields upper bounds for $x$. For example, by taking coincident $C_5$ and $C_6$ in case (a), we get an upper bound which coincides precisely with the previously obtained upper bound on $x$, namely $x \leq s_{12} + s_{34}$. By the symmetry of interchanging $C_2$ and $C_4$ and case (a) with case (c), we likewise obtain the other upper bound $x \leq s_{14} + s_{23}$.

- Finally, we can easily check that in the limit of $X$ being composed of only one simple region, we obtain the correct $x$. Specifically, for case (a), consider *e.g.* the case of $C_3$ and $C_4$ coinciding. (A special case of this is when $C_3$ and $C_4$ both shrink to a point;  

---

11It is however possible as noted in [22] that suitable linear combinations of entanglement entropy can be made insensitive to the auxiliary curves $C_5$ and $C_6$.

12In fact the simplest possibility is that the term in curly braces in (3.2) be independent of $C_5$ and $C_6$. However, this is unlikely as can be seen using the following argument by contradiction: If the above were true, we could in particular take $C_5$ and $C_6$ to coincide and deduce that $x = s_{12} + s_{34}$, independent of the separation between $R_{12}$ and $R_{34}$. To see this cannot happen, let $C_2$ and $C_3$ coincide. Then the region $X$ is simply connected and $x = s_{14}$ for any state (which in general is different from $s_{12} + s_{34}$).
however our argument applies more generally.) Then $s_{34} = 0, -s_{1536} + s_{1546} = 0$, and 
$s_{2536} - s_{2546} = 0$, so (3.2) reduces to $x = \inf_{C_5, C_6} \{s_{12}\} = s_{12}$, as required. Similarly, in 
case (c), coincident $C_2$ and $C_3$ gives $x = s_{14}$.

Above, we have explained the motivation for the conjecture that the entanglement entropy 
for a general non-simple regions of Fig. 2 is given by (3.2). However, this implicitly assumes 
that the entanglement entropy does have a geometric description, in particular that this 
can be expressed as a function of minimal surface areas of particular regions. It would be 
interesting to derive this result from first principles, which we hope to return to in the future.

4 Discussion

We have presented a simple derivation for the entanglement entropy of disconnected regions 
in 1+1 dimensional quantum field theories, by exploiting the holographic prescription for 
computing the same. The result, (2.14), is consistent with the formulae known for 1+1 CFTs and generalizes them to the non-conformal realm. In deriving this result, we crucially exploited the definition of minimal surfaces and the strong sub-additivity property of entanglement entropy (which also follows from the minimal surface prescription [15]). Our derivation consisted of two separate arguments, both yielding the same answer; one employed a natural ansatz and obtained the requisite formula by requiring that it reduce to 
correct expression in specific limits, while the other relied on self-consistency and used the 
constraints to obtain coinciding upper and lower bounds on the desired expression. One 
intriguing aspect of our derivation are the entropy inequalities (2.18), which appear when 
we have more than two disconnected regions. These have not hitherto been discussed in 
the field theory literature and appear to be natural analogs of strong sub-additivity in the 
general situation.

We then proposed a conjecture for the formula in higher dimensions, concentrating specifically on the 2+1 dimensional case. When the regions in question touch at two isolated points, 
our proposal (3.1) is a natural generalization of the 1+1 dimensional result. However, as 
discussed in § 3 one can have more complicated set-up; we conjecture that the entanglement 
entropy in such circumstances is obtained by adding ‘virtual regions’ to reduce the problem 
to the previous case, and then minimizing over the space of possibilities for such regions; see 
(3.2). While we have not provided any concrete evidence for our conjecture, we have shown 
that it is consistent with known data. In particular, we have argued that it correctly captures 
the leading divergence of the entanglement entropy (the area law) and reduces to the known 
results when some components are collapsed to obtain connected regions. It would be very 
interesting to prove this result from first principles.

We have noted in § 3 that while [20] propose a far simpler expression for the entanglement 
entropy of a region bounded by two curves (namely cases (a) and (c) of Fig. 2), involving
only the three naturally defined minimal surfaces, this doesn’t seem to reduce to the requisite result for the infinite strip case. However, one of the motivations of [20] was based on the close analogy with Wilson loop computations. Recall that Wilson loop expectation values in the AdS/CFT context are also given by the regulated area of a bulk minimal surface [23, 24] which corresponds to a string world-sheet. As discussed in [25], the correlation function of two Wilson loops has a transition in the dominant world-sheet from the connected surface ending on the two loops to a disconnected surface ending on each individual loop. However, one important distinction in this situation is the fact that string world-sheets are oriented (for unitary gauge group). It is therefore plausible that the Wilson loop calculation receives contributions from only two distinct configurations, while the entanglement entropy is sensitive to the correlations across various regions as given by (3.2).

So far, in all of our discussion, we have assumed that given a simple region $R_{ij}$ on the boundary, there exists a corresponding bulk minimal surface $s_{ij}$ homologous to $R_{ij}$. While this is true for the vacuum state (and should be true for any pure state which is sufficiently near the vacuum state, essentially because we expect the minimal surface to exist close to the AdS boundary), $s_{ij}$ is not a-priori guaranteed to exist for a general state. In this context it is useful to recall the examples discussed in [9, 10, 11], where the bulk surface contributing to the entanglement entropy changes discontinuously as the length of the boundary region is varied (in a fashion similar to phase transitions involving Wilson loops in thermal AdS/CFT [26]). However, the local existence of the minimal surface, coupled with the requirement that we obtain the correct dependence on the UV cut-off for local QFTs, indicates that the formulae we give are correct, but allow the possibility of the minimal surfaces jumping discontinuously under continuous deformations of the boundary regions.

In fact, if we allow for the minimal surfaces to be topologically nontrivial, our conjecture (3.2) naturally contains the apparently mysterious minimal surfaces anchored on both of the original curves and nowhere else, denoted $s_{(12)(34)}$ and $s_{(14)(23)}$ above. For example, the former may arise from $s_{1546}$ when $C_5$ and $C_6$ coincide and this surface has smaller area than the more natural $s_{12} + s_{34}$ configuration. In other words, as $C_5$ and $C_6$ are brought close enough together, the minimal surface $s_{1546}$ may develop a handle. It would be interesting to explore the topological restrictions, in particular the requirement of the surfaces being homologous to the corresponding boundary regions, in this context.

An important open problem that we have not discussed in the present work is to generalize the entanglement entropy formulae to the case with time dependence. As discussed in [5], for general non-static situations one needs to replace the minimal surface by an extremal surface in the bulk. Unfortunately, the arguments given above (or indeed those used in [15]) do not carry over to the time dependent case, since the extremal surfaces of interest do not lie on a single spacelike surface in the bulk. This prevents direct comparison of the

\footnote{This is also necessary for stationary spacetimes, as the timelike Killing field at infinity is not hypersurface orthogonal.}
areas of the surfaces; indeed even the simple inequalities (2.4) are harder to obtain in this case owing to the possibility that one can reduce the area of surfaces by wiggling them in the timelike direction. It would be interesting to establish sub-additivity explicitly from the geometrical viewpoint (thereby lending further credence to the proposal of [5]) and derive the formulae for disconnected regions.
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