A DUAL AND CONJUGATE SYSTEM FOR $q$-GAUSSIANS FOR ALL $q$
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Abstract. We provide a concrete formula for a dual system as well as for a conjugate system of $q$-Gaussians represented on the $q$-deformed Fock space. Moreover, using this formula, we prove the existence of a free Gibbs potential and that the non-microstates free Fisher information is finite for any $q$ with $-1 < q < 1$, which is an improvement on a previous result of Y. Dabrowski. We also indicate how our results can be extended to the more general setting of mixed $q_{ij}$-relations.

1. Introduction

The canonical commutation relations (CCR) are fundamental relations which are algebraically defined by
\[ a_i a_j^* - a_j^* a_i = \delta_{ij}. \]
While these relations describe Bosons in quantum mechanics, there are also the canonical anticommutation relations (CAR) which describe Fermions. These relations are defined by
\[ a_i a_j^* + a_j^* a_i = \delta_{ij}. \]
In [5], M. Bożejko and R. Speicher introduced $q$-CCRs which interpolate between CCR and CAR by using a parameter $-1 \leq q \leq 1$,
\[ a_i a_j^* - qa_j^* a_i = \delta_{ij}. \]
We will here only deal with the case of finitely many such operators, i.e., we will have $d \in \mathbb{N}$ and $1 \leq i, j \leq d$. These relations are represented as left creation and annihilation operators on the $q$-deformed Fock space, and studying the field operators ($q$-Gaussians) $A_i = a_i + a_i^*$ has attracted quite some interest. Especially, the $q$-Gaussian algebras $W^*(A_i)$, i.e., the von Neumann algebras generated by the $A_i$, have been studied for many years. One of the basic questions is whether and how those algebras depend on $q$. The extreme cases $q = 1$ and $q = -1$ are easy to understand and they are in any case different from the $q$ in the open interval $-1 < q < 1$. The central case $q = 0$ is generated by free semicircular elements and free probability tools give then easily that this case is isomorphic to the free group factor. So the main question is whether the $q$-Gaussian algebras are, for $-1 < q < 1$, isomorphic to the free group factor.

Over the years it has been shown that these algebras share many properties with the free group factors. For instance, for all $-1 < q < 1$ the $q$-Gaussian algebras are II$_1$-factors, non-injective, prime, and have strong solidity. Here is an incomplete list of papers proving these properties [7], [25], [22], [19], [21], [1]. There are also some random matrix models for $q$-Gaussians in [24], and [20].
A partial answer to the isomorphism problem was achieved by A. Guionnet and D. Shlyakhtenko [13], who proved that the $q$-Gaussian algebras are isomorphic to the free group factors for small $|q|$ (where the size of the interval depends on $d$ and goes to zero for $d \to \infty$). However, it is still open whether this is true for all $-1 < q < 1$.

In this paper, we compute a dual system and from this also a conjugate system for $q$-Gaussians. These notions were introduced by D. Voiculescu [27] in the context of free entropy and have turned out to carry important information about distributional properties of the considered operators and to have many implications for the related von Neumann algebras.

In the following theorem we state our main result.

**Theorem 1.1.** Let $d \in \mathbb{N}$ be finite and $-1 < q < 1$ and consider corresponding $q$-Gaussians $A = (A_1, \ldots, A_d)$. Then there exists a normalized dual system and thus also a conjugate system for the $q$-Gaussians $A = (A_1, \ldots, A_d)$. Furthermore, the conjugate system is Lipschitz conjugate.

Let us point out that the existence of a conjugate system for the $q$-Gaussians was shown for small $|q|$ by Y. Dabrowski [9], and Guionnet and Shlyakhtenko proved their isomorphism by using this result and the free monotone transport. We remark that they consider right annihilation operators as a different version of dual systems, which are operators such that their commutators with $q$-Gaussians are equal to certain Hilbert-Schmidt operators. On the other hand, our approach starts from finding the concrete formula for dual systems which are operators whose commutators with $q$-Gaussians are exactly the orthogonal projection onto the vacuum vector. Our argument is based on the recursion induced by the definition of dual systems, and it allows us to give a precise combinatorial formula involving crossing partitions.

We want to call the attention of the reader to the fact that our formulas for the dual system and the conjugate operators contain a factor of the form $q^{m(m-1)/2}$ as coefficients for elements in the $m$-particle space, in contrast to previous works where such coefficients were usually of the form $q^m$. Since all other exponents arising from norm estimates are only linear in $m$, this quadratic exponent in $m$ is in the end responsible for the fact that our estimates work for all $q$ in the interval $(-1, 1)$.

Having the existence of conjugate systems for all $q$ with $-1 < q < 1$ has then, by general results, many consequences for all such $q$: like, for any $-1 < q < 1$, non-$\Gamma$ of $q$-Gaussian algebras, by [10], or that any non-constant self-adjoint rational function over $q$-Gaussians has no atom in its distribution, by [16], [17]. In Lemma 37 of [9], algebraic freeness of noncommutative power series over $q$-Gaussians is proved.

There are also quite some applications of the fact that our conjugate system is Lipschitz conjugate. By [9], the existence of a Lipschitz conjugate system and Connes embeddability (which is given for our $q$-Gaussians, for all $q$) imply the maximality of the micro-states free entropy dimension. As a consequence of this or a direct application of Theorem 1.3 in [11], we can recover the fact that $W^*(A)$ has no Cartan subalgebra for any $-1 < q < 1$, which has been already shown by S. Avsec [11] by other methods. Furthermore, the paper by M. Banna and T. Mai [2] gives us Hölder continuity of cumulative distribution functions of noncommutative polynomials in the $q$-Gaussians.

Let us collect in the following corollary the most important consequences of our result.
Corollary 1.2. For all $-1 < q < 1$ we have the following properties.

1) The division closure of the $q$-Gaussians in the unbounded operators affiliated to $W^*(A_1, \ldots, A_d)$ is isomorphic to the free field. This implies that any noncommutative rational function $r$ in $d$ non-commuting variables can be applied to the $q$-Gaussians, yielding a (possibly unbounded) operator $r(A_1, \ldots, A_d)$. If $r$ is not the zero rational function, then this operator has trivial kernel; i.e., for any self-adjoint $r$ which is different from a constant the corresponding distribution has no atoms.

2) There is no non-zero noncommutative power series $\sum_{w \in [d]} \alpha_w A^w$ of radius of convergence $R > \|A_i\|$ such that $\sum_{w \in [d]} \alpha_w A^w = 0$.

3) For any self-adjoint noncommutative polynomial $Y = p(A_1, \ldots, A_d)$ over $A_1, \ldots, A_d$, the cumulative distribution function $F_Y$ of the distribution $Y$ is Hölder continuous with exponent $\frac{1}{\deg p}$ where $\deg Y$ is the degree of $p$.

4) The $q$-Gaussian operators have finite non-microstates free Fisher information and maximal microstates free entropy dimension,

$$\Phi^*(A_1, \ldots, A_d) < \infty, \quad \text{and} \quad \delta_0(A_1, \ldots, A_d) = d.$$

5) $W^*(A_1, \ldots, A_d)$ does not have property $\Gamma$, i.e., there is no non-trivial central sequence.

6) $W^*(A_1, \ldots, A_d)$ does not have a Cartan subalgebra.

Unfortunately, we are not able to use our result for adding anything to the isomorphism problem. However, the fact that the free entropy dimension is maximal for all $q$ in the whole interval is another indication that they might all be isomorphic to the free group factor.

This paper consists, apart from this Introduction, of five parts. In Section 2, we give a short introduction to our main objects, namely $q$-Gaussians, conjugate systems, and dual systems; in particular, the general relation between conjugate and dual system is given. In Section 3, we consider as a warm-up the one variable case $d = 1$ and compute the dual operator and the conjugate variable. This case introduces also some basic quantities in $q$-combinatorics. In Section 4, we consider the multi-variable case and explain how to represent dual systems by special crossing partitions. In Section 5, we consider the noncommutative partial derivatives of our conjugate system and show the Lipschitz condition for those. In Section 6, we discuss power series expansions of the conjugate system and the existence of free Gibbs potential.
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2. Preliminaries

2.1. q-Gaussian algebras. In this section, we introduce our main objects in a simple situation. Let \( d \in \mathbb{N} \) be a positive integer and \( H \) be a \( d \)-dimensional Hilbert space. We take an orthonormal basis \( \{ e_i \}_{i=1}^d \) of \( H \). We consider the algebraic Fock space,

\[
\mathcal{F}_{\text{alg}}(H) = \bigoplus_{n=0}^{\infty} H^\otimes n
\]

where we take the algebraic orthogonal sum of \( H^\otimes n \) and where \( H^\otimes 0 \) is a one-dimensional Hilbert space \( \mathbb{C}e_0 \) with a unit vector (vacuum vector) \( e_0 \). In order to describe a basis of \( \mathcal{F}_{\text{alg}}(H) \), we use the set \( [d]^* \) of words in letters from the alphabet \( [d] = \{1, \ldots, d\} \), with the empty word denoted by 0. Namely we define \( e_w \) for each \( w = w_1 \cdots w_n \in [d]^* \) by \( e_w = e_{w_1} \otimes e_{w_2} \otimes \cdots \otimes e_{w_n} \). Note that the vacuum vector \( e_0 \) corresponds to the empty word \( w = 0 \). Then all vectors in \( \mathcal{F}_{\text{alg}}(H) \) are represented by finite linear spans of \( \{ e_w \}_{w \in [d]^*} \). For each word \( w \in [d]^* \), we define \( |w| \) as the length of \( w \).

For a parameter \(-1 \leq q \leq 1 \) and each \( n \in \mathbb{Z}_{\geq 0} \), we define the operator \( P^{(n)} : H^\otimes n \to H^\otimes n \) by \( P^{(0)} = \text{Id} \) and

\[
P^{(n)} e_w = \sum_{\pi \in S_n} q^{|\pi|} e_{\pi(w)}
\]

for each word of length \( |w| = n \). \( S_n \) is here the symmetric group of degree \( n \) acting on \( \{1, \ldots, n\} \) and \( \pi(w) = w_{\pi(1)} \cdots w_{\pi(n)} \). We consider the following inner product on the algebraic Fock space:

\[
\langle \xi, \eta \rangle_q = \left( \xi, \bigoplus_{n=0}^{\infty} P^{(n)} \eta \right).
\]

We remark that the operator \( \bigoplus_{n=0}^{\infty} P^{(n)} \) is positive for any \(-1 \leq q \leq 1 \) and strictly positive for any \(-1 < q < 1 \). Thus by taking the completion of the algebraic Fock space with respect to this inner product (where we first divide out the kernel of the inner product in the cases \( q = -1, 1 \)), we obtain a Hilbert space, the so-called \( q \)-deformed Fock space, denoted by \( \mathcal{F}_q(H) \). We write its Hilbert norm by \( \| \cdot \|_q \).

Let us fix in the following \(-1 < q < 1 \). Our main objects are left creation operators \( \{ l_i^* \}_{i=1}^d \in B(\mathcal{F}_q(H)) \) defined by (see Lemma 2 and Lemma 4 in [5])

\[
l_i^* e_w = e_{iw},
\]

and the left annihilation operators \( \{ l_i \}_{i=1}^d \) defined by their adjoints \( l_i = (l_i^*)^* \) (with respect to the \( q \)-inner product).

Let us recall the concrete formula for \( \{ l_i \}_{i=1}^d \). From [5], we can see

\[
l_i e_{j_1 j_2 \cdots j_i} = \sum_{k=1}^{n} q^{n-k} \delta_{j_k j_i} e_{j_1 j_2 \cdots j_k \cdots j_i},
\]
where \( \hat{j}_k \) means to omit \( j_k \) and where \( \delta_{ij} \) is the Kronecker’s delta. By using left creation and annihilation operators, \( q \)-Gaussians are defined as the corresponding field operators.

**Definition 2.1.** We define the \( q \)-Gaussians \( \{ A_i \}_{i=1}^d \) by

\[
A_i = l_i + l_i^*. 
\]

In addition, we define the \( q \)-Gaussian algebra \( W^*(A) \) as the von Neumann sub-algebra of \( B(\mathcal{F}_q(H)) \) generated by \( A = (A_1, \ldots, A_d) \).

By Theorem 4.4 in [9], the vacuum state \( \tau_q(\cdot) = \langle \cdot, e_0 \rangle_q \) is tracial and faithful for \( q \)-Gaussian algebras. In addition, the Hilbert space obtained from the GNS-representation of the \( q \)-Gaussian algebra for the vacuum state is isomorphic to the \( q \)-deformed Fock space. We remark that for each \( w \in [d]^* \), there exists a unique non-commutative polynomial \( Q[w] \) over \( q \)-Gaussians such that \( Q[w]e_0 = e_w \) (see, for example, Proposition 2.7 in [7]). This \( Q[w] \) is given by

\[
Q[0] = 1, \quad Q[j_1] = A_{j_1} 
\]

and the following recursion for \( j_{n+1}, \ldots, j_1 \in [d] \):

\[
Q[j_{n+1} \cdots j_1] = A_{j_{n+1}}Q[j_n \cdots j_1] - \sum_{k=1}^{n} q^{n-k}Q[j_n \cdots \hat{j}_k \cdots j_1] 
\]

By linear extension we can thus identify elements in \( \mathcal{F}_{alg}(H) \) with operators in the algebra \( C(A) \) generated by our Gaussian operators. Thus there are two different norms which we can apply to vectors \( \eta \in \mathcal{F}_{alg}(H) \): with \( ||\eta||_q \) we denote the Hilbert space norm of the vector \( \eta \), whereas with \( ||\eta|| \) we mean the operator norm of the corresponding operator, i.e., in particular \( ||e_w|| = ||Q[w]|| \). It will be important to estimate those two norms against each other. Whereas

\[
||\eta||_q \leq ||\eta||
\]

is trivially true as the general comparison between \( L_2 \) and \( L_\infty \) norms, the other direction needs more structure and is given by the following \( q \)-deformed version of Haagerup’s inequality, proved by M. Bożejko (see Proposition 2.1 in [4]): for \( m \geq 0 \) and \( \eta \in H^\otimes m \) one has

\[
||\eta|| \leq (m + 1)C_q^2 ||\eta||_q, \quad \text{where} \quad C_q^{-1} = \prod_{m=1}^{\infty} (1 - q^m). 
\]

We will also use the free right annihilation operators \( (r_1, \ldots, r_d) \) which are defined by \( r_ie_{wj} = \delta_{ij}e_w \) \( (w \in [d]^*, j \in [d]) \) and \( r_ie_0 = 0 \). Note that, only if we consider the full Fock space \( \mathcal{F}_0(H) \), they are adjoint operators of the right creation operator which maps \( e_w \) to \( e_{wi} \) for \( w \in [d]^* \). In the case \( q \neq 0 \), they are not adjoints of the right creation operators. The operators \( l_i, l_i^* \) behave quite differently than the operators \( r_i, r_i^* \); in particular, the latter are not the right version of the former. Whereas our operators \( l_i \) and \( l_i^* \) satisfy the \( q \)-commutation relations, this is not true for \( r_i \) and \( r_i^* \); also there is no nice concrete formula for the action of \( r_i^* \) on the basic vectors \( e_{j_{n+1} \cdots j_1} \) (though, it is at least obvious that the \( n \)-particle space \( H^\otimes n \) is mapped into the \( (n+1) \)-particle space \( H^\otimes (n+1) \)). Thus it is not directly clear how to determine the operator norm of those operators. However, by relying on results of Bożejko, we are able to give an estimate for this in the following lemma.
Lemma 2.2. For \(-1 < q < 1\), the free right annihilation operators \(r_1, \ldots, r_d\) are bounded on \(\mathcal{F}_q(H)\) with

\[
\|r_i\| \leq \frac{1}{\sqrt{w(q)}} \quad \text{where} \quad w(q)^2 = (1 - |q|^2)^{-1} \prod_{k=1}^{\infty} (1 - |q|^k)(1 + |q|^k)^{-1}.
\]

Proof. Since \(r_i\) respects the orthogonality between different tensor powers in the algebraic Fock space, it suffices to restrict for the norm estimate to a fixed tensor power \(m + 1 \in \mathbb{N}\); \(r_i\) connects then elements in \(H^{\otimes (m+1)}\) with elements in \(H^{\otimes m}\).

By Theorem 1 in [3], we have

\[
P(m) \otimes 1 \leq w(q)^{-1} P(m+1)
\]

and we can estimate

\[
\|r_i \sum_{|u|=m+1} \alpha_u e_u\|_q^2 = \langle \sum_{|u|=m} \alpha_{ui} e_u, P(m) \sum_{|v|=m} \alpha_v e_v \rangle_{H^{\otimes m}} = \sum_{|v|=m} \sum_{\pi \in S_m} \alpha_{v\pi(i)} \overline{\alpha_{vi}} q^{2|}\pi|\sum_{|u|=m+1} \alpha_u e_u \rangle_{H^{\otimes m+1}}
\]

where \(Q_i \in B(H)\) is the orthogonal projection onto \(\mathbb{C}e_i\).

Then we have \(P(m) \otimes Q_i \leq P(m) \otimes 1 \leq w(q)^{-1} P(m+1)\) and

\[
\|r_i \sum_{|u|=m+1} \alpha_u e_u\|_q^2 \leq w(q)^{-1} \sum_{|u|=m+1} \alpha_u e_u\|_q^2.
\]

\[
\square
\]

2.2. Conjugate systems. We recall the notion of a conjugate system, which was introduced in [27] in order to define the non-microstates free Fischer information \(\Phi^*\). Let \((\mathcal{M}, \tau)\) be a tracial \(W^*\)-probability space which consists of a von Neumann algebra \(\mathcal{M}\) and a faithful normal tracial state \(\tau\). We consider the GNS-construction of \((\mathcal{M}, \tau)\) and denote by \(L^2(\mathcal{M}, \tau)\) the Hilbert space of this representation.

In order to define the conjugate system, we consider the free difference quotients of non-commutative polynomials

\[
\partial_1, \ldots, \partial_d : \mathbb{C}(x_1, \ldots, x_d) \to \mathbb{C}(x_1, \ldots, x_d) \otimes \mathbb{C}(x_1, \ldots, x_d)
\]

which are linear operators determined by the Leibniz rule and \(\partial_ix_j = \delta_{ij} 1 \otimes 1\).

Definition 2.3. Let \(X = (X_1, \ldots, X_d) \in \mathcal{M}^d\) be a \(d\)-tuple of self-adjoint operators. Then we say that \((\xi_1, \ldots, \xi_d) \in L^2(W^*(X), \tau)^d\) is a conjugate system for \(X\) if they satisfy, for all \(i = 1, \ldots, d\),

\[
\tau(Q(X)\xi_i) = \tau \otimes \tau[\partial_i Q(X)]
\]

for all \(Q \in \mathbb{C}(x_1, \ldots, x_d)\) and where \(Q(X)\) and \(\partial_i Q(X)\) mean the evaluation of \(Q\) and \(\partial_i Q\), respectively, in \(X\).

We remark that the conjugate system is unique if it exists. When \(X = (X_1, \ldots, X_d)\) are algebraically free, we can see \(\partial_1, \ldots, \partial_d\) as unbounded operators from \(L^2(W^*(X), \tau)\) to \(L^2(W^*(X), \tau) \otimes L^2(W^*(X), \tau)\) whose domains are \(\mathbb{C}(X)\). Then the existence of the conjugate system is equivalent to \(1 \otimes 1 \in \text{dom}(\partial_i^*\tau)\) for each \(i \in [d]\), and the conjugate system is given by \(\xi_i = \partial_i^*(1 \otimes 1)\). If the conjugate system exists, we can
see \( \partial_1, \ldots, \partial_d \) are closable operators (see Corollary 4.2 in [27]). We say the conjugate system \((\xi_1, \ldots, \xi_d)\) is Lipschitz conjugate (see Definition 1 in [9] or Section 2.4 in [2]) if \( \xi_i \in \text{dom}(\partial_j) \) and \( \partial_j \xi_i \in W^*(X) \overline{\otimes} W^*(X) \) for any \( i, j \in [d] \), where \( \overline{\partial_j} \) is the closure of \( \partial_j \) and we consider a von Neumann algebra tensor product for \( W^*(X) \overline{\otimes} W^*(X) \).

The non-microstates free Fisher information \( \Phi^*(X_1, \ldots, X_d) \) of a tuple of self-adjoint elements \( X = (X_1, \ldots, X_d) \) is defined by

\[
\Phi^*(X) = \begin{cases} 
\sum_{i=1}^d \|\xi_i\|^2 & \text{if there exists a conjugate system } (\xi_1, \ldots, \xi_d), \\
\infty & \text{otherwise.}
\end{cases}
\]

The non-microstates free Fisher information is used to define the non-microstates free entropy \( \chi^*(X) \) and the non-microstates free entropy dimension \( \delta^*(X) \). We also remark that \( \Phi^*(X) < \infty \) implies \( -\infty < \chi^*(X) \) and \( \delta^*(X) = d \).

A typical distribution with finite free Fisher information is given by a free semicircular elements; this is the distribution of the \( q \)-Gaussians for the special case \( q = 0 \). In this case, the conjugate system for \( A = (A_1, \ldots, A_d) \) is \( A \) itself and \( \Phi^*(A) = d \).

2.3. Dual systems. In [27], D. Voiculescu also introduced the notion of a dual system. In this paper, we present the definition of dual systems according to [23].

**Definition 2.4.** Let \( X = (X_1, \ldots, X_d) \in M^d \) be a \( d \)-tuple of self-adjoint operators in a tracial \( W^* \)-probability space \((M, \tau)\). Then a normalized dual system \((D_1, \ldots, D_d)\) is a tuple of unbounded operators on \( L^2(W^*(X), \tau) \) whose domains contain \( C\langle X \rangle \) and which satisfy

\[
[D_i, X_j] = \delta_{ij} P
\]

on \( C\langle X \rangle \) for any \( i, j \in [d] \); where \( P \) is the orthogonal projection onto \( C1 \subset L^2(W^*(X), \tau) \).

In the free semicircular case (i.e., \( q = 0 \)), the free right annihilation operators \((r_1, \ldots, r_d)\) form a normalized dual system of \((A_1, \ldots, A_d)\).

We put “normalized” in the definition of dual systems since \( D_1 1 = 0 \) is an additional requirement compared to the original definition. This assumption allows us to simplify our computations and is motivated by the following theorem, which tells us the relation between normalized dual systems and conjugate systems.

**Theorem 2.5** (Theorem 1 in [23]). For self-adjoint elements \( X = (X_1, \ldots, X_d) \in M^d \), the existence of a conjugate system \((\xi_1, \ldots, \xi_d)\) is equivalent to the existence of a normalized dual system \((D_1, \ldots, D_d)\). In this case we have for each \( i \in [d] \)

\[
\xi_i = D_i^* 1.
\]

For the reader’s convenience, let us give a proof of the relevant direction, from the dual system to the conjugate system. So let us compute

\[
\tau(X_{j_n} \cdots X_{j_1} D_i^* 1) = \langle X_{j_n} \cdots X_{j_1}, D_i^* 1, 1 \rangle
\]
for \( j_n, \ldots, j_1 \in [d] \). Note that \( X_1, \ldots, X_d \) are self-adjoint, and we have
\[
\langle X_{j_n} \cdots X_{j_1} D_1^* 1, 1 \rangle = \langle 1, D_1 X_{j_1} \cdots X_{j_n} \rangle
\]
\[
= \langle 1, X_{j_1} D_1 X_{j_2} \cdots X_{j_n} \rangle + \delta_{ij_1} \tau(X_{j_2} \cdots X_{j_n})
\]
\[
= \cdots
\]
\[
= \sum_{k=1}^{n} \delta_{ij_k} \tau(X_{j_1} \cdots X_{j_{k-1}}) \tau(X_{j_{k+1}} \cdots X_{j_n}) + \langle 1, X_{j_1} \cdots X_{j_n} D_1 1 \rangle
\]
\[
= \sum_{k=1}^{n} \delta_{ij_k} \tau(X_{j_1} \cdots X_{j_{k-1}}) \tau(X_{j_{k+1}} \cdots X_{j_n}) + \langle 1, X_{j_1} \cdots X_{j_n} D_1 1 \rangle,
\]
where the last term is equal to 0 since we required \( D_1 1 = 0 \). This implies that \((D_1^* 1, \ldots, D_d^* 1)\) forms the conjugate system.

We remark that the condition \( 1 \in \text{dom}(D_1^*) \) implies that \( \mathbb{C}(X) \subset \text{dom}(D_1^*) \) and hence that \( D_1 \) is a closable operator. This can be seen by a similar computation as above, for \( Q(X) \in \mathbb{C}(X) \) and \( j_n, \ldots, j_1 \in [d] \):
\[
\langle D_1 Q(X), X_{j_n} \cdots X_{j_1} \rangle = \langle D_1 X_{j_1} \cdots X_{j_n} Q(X), 1 \rangle
\]
\[
- \sum_{k=1}^{n} \tau(X_{j_1} \cdots X_{j_{k-1}}) \langle PX_{j_{k+1}} \cdots X_{j_n} Q(X), 1 \rangle,
\]
where each term is a bounded operator with respect to \( Q(X) \), since \( X \in \mathcal{M}^d \) and \( 1 \in \text{dom}(D_1^*) \).

In this paper, we will show the existence of a conjugate system from the existence of a dual system according to this theorem. In the \( q \)-Gaussian case, since \( L^2(W^*(A), \tau_q) \) is isomorphic to the \( q \)-deformed Fock space \( \mathcal{F}_q(H) \), we compute the dual system and the conjugate system as objects of \( \mathcal{F}_q(H) \). The abstract embedding \( W^*(A) \ni T \mapsto T 1 \in L^2(W^*(A), \tau_q) \) from the GNS-construction is here concretely realized as the linear map \( W^*(A) \ni T \mapsto T e_0 \in \mathcal{F}_q(H) \). Via this map, we can identify \( \mathbb{C}(A) \) with \( \mathcal{F}_{\text{alg}}(H) \), since any \( e_w \) can be written as \( e_w = Q[w] e_0 \) for some non-commutative polynomial \( Q[w] \) in \( A \).

### 3. One Variable Case

Consider first the case where \( H = \mathbb{C} \) with a unit vector \( e \). Then \( \{e_n\}_{n=0}^\infty \) defined by
\[
e_n = e \otimes e \otimes \cdots e = e^\otimes n
\]
forms an orthonormal basis of \( \mathcal{F}_{\text{alg}}(H) \). Then the \( q \)-deformed inner product is determined by \( \langle e_n, e_m \rangle_q = \delta_{nm} [n]_q! \) where
\[
[n]_q = \frac{1 - q^n}{1 - q}, \quad [n]_q! = [n]_q \cdot [n-1]_q \cdots [2]_q \cdot [1]_q.
\]
Note that our \( q \)-Gaussian \( A \) satisfies
\[
A e_n = e_{n+1} + [n]_q e_{n-1}.
\]

We would like to find an operator \( D \) such that \( De_0 = 0 \) and \([D, A] = P^{(0)}\). Then \( D \) needs to satisfy for \( n \geq 1 \)
\[
DA e_n = ADe_n,
\]
and then we have
\[ De_{n+1} = -[n]_q De_{n-1} + ADe_n. \]
Thus we obtain a recursion for \( De_n \) where \( De_0 = 0 \) and \( De_1 = e_0 \).

**Example 3.1.** For example, from this recursion we can compute
\[
\begin{align*}
De_2 &= e_1 \\
De_4 &= e_2 - qe_0 \\
De_5 &= e_3 - q(1 + q)e_1 \\
De_6 &= e_4 - q(1 + q + q^2)e_2 + q^3(1 + q)e_0 \\
\end{align*}
\]

**Remark 3.2.** In the case \( q = -1 \), we cannot define a linear operator \( D \) by using the recursion, since \( e_2 = 0 \) in \( F_{-1}(H) \) while \( De_2 = e_1 \neq 0 \).

Those examples suggest the following general explicit formula for \( De_n \).

**Proposition 3.3.** We define an unbounded operator \( D \) with the domain \( F_{\text{alg}}(H) \) by linear extension of \( De_0 = 0 \) and
\[
De_n = (-1)^{k-1}q^{\frac{k(k-1)}{2}}P_q(n - k, k - 1)e_{n-2k+1}
\]
for \( n \in \mathbb{N} \), where \([x]\) is the ceiling function and \( P_q(n, k) = \frac{[n]_q!}{[n-k]_q!} \). Then \( D \) satisfies \([D, A] = P(0) \) on \( F_{\text{alg}}(H) \).

**Proof.** We prove this by induction of \( n \). Suppose we have the formula for \( n = 2m - 2, 2m - 1 \). then we compute
\[
-2m-1\_|q D e_{2m-2} + A D e_{2m-1} = \sum_{k=1}^{m-1} (-1)^{k-1}q^{\frac{k(k-1)}{2}}P_q(2m - k - 2, k - 1)e_{2m-2k-1}
\]
\[
+ \sum_{k=1}^{m} (-1)^{k-1}q^{\frac{k(k-1)}{2}}P_q(2m - k - 1, k - 1)e_{2m-2k}
\]
\[
= \sum_{k=1}^{m} (-1)^{k-1}q^{\frac{k(k-1)}{2}}\{ -[2m - 1]_q P_q(2m - k - 2, k - 1)
\]
\[
+ [2m - 2k]_q P_q(2m - k - 1, k - 1)\} e_{2m-2k-1}
\]
\[
+ \sum_{k=1}^{m} (-1)^{k-1}q^{\frac{k(k-1)}{2}}P_q(2m - k - 1, k - 1)e_{2m-2k+1}
\]
We also have
\[
-2m-1\_|q P_q(2m - k - 2, k - 1) + [2m - 2k]_q P_q(2m - k - 1, k - 1)
\]
\[
= (-2m - 1)_q [2m - 2k]_q P_q(2m - k - 1, k - 1)
\]
\[
= q^{2m-k-1} [k]_q [2m - 2k]_q P_q(2m - k - 2, k - 2).
\]
Thus we have

\[-[2m-1]qD_{e_{2m-2}} + AD_{e_{2m-1}}\]

\[= \sum_{k=1}^{m-1}(1)^k q^{k(k+1)/2} q^{2m-2k-1} [k]_q [2m-2k]_q P_q(2m-k-2, k-2)e_{2m-2k-1}\]

\[+ \sum_{k=1}^{m}(1)^{k-1} q^{k(k-1)/2} P_q(2m-k-1, k-1)e_{2m-2k+1}\]

\[= e_{2m-1} + \sum_{k=2}^{m}(1)^{k-1} q^{k(k-1)/2} (P_q(2m-k-1, k-1)\]

\[+ q^{2m-2k+1}[k-1]_q [2m-2k+2]_q P_q(2m-k-1, k-3)e_{2m-2k+1}.\]

This is equal to $D_{e_{2m}}$ since we have

\[P_q(2m-k-1, k-1) + q^{2m-2k+1}[k-1]_q [2m-2k+2]_q P_q(2m-k-1, k-3)\]

\[= ([2m-2k+2]_q [2m-2k+1]_q + q^{2m-2k+1}[k-1]_q [2m-2k+2]_q) P_q(2m-k-1, k-3)\]

\[= [2m-2k+2]_q [2m-k]_q P_q(2m-k-1, k-3)\]

\[= P_q(2m-k, k-1).\]

Similarly, we obtain $D_{e_{2m+2}} = -[2m+1]q D_{e_{2m}} + AD_{e_{2m+1}}$, which implies $[D, A]e_n = P^{(0)}e_n$.

Since $(D_{e_n}, e_0)_q$ is $(-1)^{m-1} q^{m(m-1)/2}[m-1]_q!$ when $n = 2m-1$, and 0 when $n = 2m$, we can formally compute $D^* e_0$ as

\[D^* e_0 = \sum_{m=1}^{\infty} (-1)^{m-1} q^{m(m-1)/2} [m-1]_q! [2m-1]_q! e_{2m-1},\]

and the square of its Hilbert norm is

\[\|D^* e_0\|^2 = \sum_{m=1}^{\infty} [q]^{m(m-1)} [m-1]_q! [2m-1]_q!\]

which is finite for $-1 < q \leq 1$ by the ratio test. This implies $e_0 \in \text{dom}(D^*)$. Let us collect this in the following corollary.

**Corollary 3.4.** For all $-1 < q < 1$, the vacuum vector $e_0$ is in the domain of the adjoint of the normalized dual operator and the conjugate variable for the $q$-Gaussian is given by

\[\xi = D^* e_0 = \sum_{m=1}^{\infty} (-1)^{m-1} q^{m(m-1)/2} [m-1]_q! [2m-1]_q! e_{2m-1}.\]

**Remark 3.5.** We remark that the polynomial corresponding to $e_n$ is the $n$th $q$-Hermite polynomial, $Q[e_n] = H_n(x|q)$. There is a relation between $q$-Hermite polynomials and the Chebyshev polynomials $U_n$ of the second kind, which is the $q = 0$ version of $q$-Hermite. This can be stated as follows (for example, see Lemma 5.57 in [8]),

\[U_n(x\sqrt{1-q}) = \sum_{k=0}^{[n/2]} (-1)^k q^{k(k+1)/2} \binom{n-k}{k} \sqrt{1-q}^{n-2k} H_{n-2k}(x|q)\]
where
\[ \binom{n-k}{k} = \frac{[n-k]_q!}{[k]_q! [n-2k]_q!}. \]

In particular, by computing the coefficient of \( H_0(x|q) = 1 \), we have
\[ \tau_q(U_{2n}(A\sqrt{1-q})) = (-1)^n q^{\frac{(n+1)n}{2}} \]
and \( \tau_q(U_{2n-1}(A\sqrt{1-q})) = 0 \) for any \( n \in \mathbb{N} \).

In the one-variable case, there is actually a general formula for the conjugate variable \( \xi \) in terms of Chebyshev polynomials (provided this sum converges), namely (see Exercise 8.12 in [18])
\[ \xi = \sum_{n=1}^{\infty} \tau(U_{n-1}(X))C_n(X) \]
where \( C_n(X) \) is the Chebyshev polynomial of the first kind. If we apply this formula to \( X = A\sqrt{1-q} \) and recall that a rescaling of the random variable by a factor \( \alpha \) results in the rescaling of the conjugate variable by a factor \( 1/\alpha \), then we obtain from this general formula the following expression for the conjugate variable of the \( q \)-Gaussian:
\[ \sqrt{1-q} \sum_{n=0}^{\infty} (-1)^n q^{\frac{(n+1)n}{2}} C_{2n+1}(A\sqrt{1-q}). \]

We can transform this formula into the sum of \( q \)-Hermite polynomials by using \( C_1(X) = U_1(X) = X, C_n(X) = U_n(X) - U_{n-2}(X) \) for \( n \geq 2 \) and the relation from above between \( U_n \) and \( H_n(x|q) \), resulting after some reformulations in
\[ \sum_{m=0}^{\infty} (-1)^m q^{\frac{(m+1)m}{2}} (1-q)^{m+1} \sum_{n=m}^{\infty} q^{(n+1)(n-m)}(1+q^{n+1}) \binom{n+m+1}{n-m}_q e_{2m+1}. \]

By using the non-trivial identity
\[ (1-q)^{m+1} \sum_{n=m}^{\infty} q^{(n+1)(n-m)}(1+q^{n+1}) \binom{n+m+1}{n-m}_q = \frac{[m]_q!}{[2m+1]_q!} \]
for all \( m \in \mathbb{Z}_{\geq 0} \), we recover thus indeed our formula from Cor. 3.4

4. Multi-variable case

A similar reduction gives us a formula for the multi-variable case. Let us consider the \( q \)-deformed Fock space \( \mathcal{F}_q(H) \) of a \( d \)-dimensional Hilbert space \( H \) with orthonormal basis \( e_1, \ldots, e_d \). Let \( \{ A_i \}_{i=1}^d \) be \( q \)-Gaussians with respect to \( \{ e_i \}_{i=1}^d \).

Then the equation \([D_i, A_j] = \delta_{ij} P^{(0)}\), together with \( D_i e_0 = 0 \), allows us to determine \( D_i \) inductively.

**Example 4.1.** Since we have \( e_{jw} = A_j e_w - l_j e_w \) for \( j \in [d] \) and \( w \in [d]^* \), we have by applying \( D_i \) and \([D_i, A_j] = \delta_{ij} P^{(0)}\),
\[ D_i e_{jw} = D_i A_j e_w - D_i l_j e_w = A_j D_i e_w + \delta_{ij} P^{(0)} e_w - D_i l_j e_w. \]
This gives the recursion for $D_ie_w$ with $D_ie_0 = 0$. For example, we have for $i, j_1, j_2, j_3 \in [d]$

\[
D_i e_{j_1} = A_{j_1} D_i e_0 + \delta_{ij_1} P^{(0)} e_0 = \delta_{ij_1} e_0 \\
D_i e_{j_2 j_1} = A_{j_2} D_i e_{j_1} - \delta_{j_2 j_1} D_i e_0 = \delta_{ij_2} e_{j_2} \\
D_i e_{j_3 j_2 j_1} = A_{j_3} D_i e_{j_2 j_1} - \delta_{j_3 j_2} D_i e_{j_1} - q\delta_{j_3 j_1} D_i e_{j_2} = \delta_{ij_3} A_{j_3} e_{j_2} - \delta_{j_3 j_2} \delta_{ij_1} e_0 - q\delta_{j_3 j_1} \delta_{ij_2} e_0 = \delta_{ij_3} e_{j_3 j_2} - q\delta_{ij_2} \delta_{j_3 j_1} e_0.
\]

Similarly, we obtain the following formulas for $j_4, j_5, j_6 \in [d]$

\[
D_i e_{j_4 j_3 j_2 j_1} = \delta_{ij_4} e_{j_3 j_2 j_1} - q^2 \delta_{ij_2} \delta_{j_4 j_1} e_{j_3} - q\delta_{ij_3} \delta_{j_4 j_1} e_{j_3} \\
D_i e_{j_5 j_4 j_3 j_2 j_1} = \delta_{ij_5} e_{j_4 j_3 j_2} - \delta_{ij_3} (q^3 \delta_{j_5 j_1} e_{j_4 j_3} + q^2 \delta_{j_5 j_1} e_{j_5 j_3} + q \delta_{j_5 j_1} e_{j_5 j_4} + q \delta_{j_5 j_1} e_{j_5 j_3}) \\
\quad + \delta_{ij_5} (q^4 \delta_{j_5 j_3} e_{j_4 j_2} + q^3 \delta_{j_5 j_3} e_{j_5 j_2} e_{j_4}) \\
D_i e_{j_6 j_5 j_4 j_3 j_2 j_1} = \delta_{ij_6} e_{j_5 j_4 j_3 j_2} - \delta_{ij_3} (q^3 \delta_{j_6 j_1} e_{j_5 j_4 j_3} + q^2 \delta_{j_6 j_1} e_{j_5 j_2} e_{j_4} + q \delta_{j_6 j_1} e_{j_5 j_3} e_{j_4}) \\
\quad + \delta_{ij_6} (q^4 \delta_{j_6 j_3} e_{j_5 j_2} e_{j_4} + q^3 \delta_{j_6 j_3} e_{j_5 j_4} e_{j_6}).
\]

**Remark 4.2** As in Remark 3.2, we cannot define a linear operator $D_i$ in the case $q = -1$. But now the case $q = 1$ also has to be excluded if $d \geq 2$. For example, we have $e_1 \otimes e_2 - e_2 \otimes e_1 = 0$ in $F_1(H)$, but $D_1 (e_1 \otimes e_2 - e_2 \otimes e_1) = -e_2 \not= 0$.

For $-1 < q < 1$, on the other hand, we can define $D_i$ since the operator $\bigoplus_{n=0}^{\infty} P^{\otimes n}$ is strictly positive (see Section 2 and $\{e_w\}_{w \in [d]}^*$ forms a linear basis of $F_{alg}(H) \subset F_q(H)$).

From these examples, we can guess that the general formula for $D_i e_{j_n \cdots j_1}$ is characterized by partitions of $n + 1$ vertices $n > n - 1 > \cdots > 1 > i$ and counting their crossings. However, the usual definition of crossings does not work in this setting.

**Example 4.3.** In the examples above, we pick in $D_i e_{j_5 j_4 j_3 j_2 j_1}$ the term

\[
q^4 \delta_{ij_3} \delta_{j_5 j_1} \delta_{j_4 j_2} e_{j_3}.
\]

This corresponds to the partition $\{(i, 3), (1, 5), (2, 4)\}$. Since $(1, 5)$ has no crossing with $(2, 4)$, the number of crossings is 2, while the coefficient above is $q^4$.

This phenomenon also happens for the other terms

\[
q^6 \delta_{ij_3} \delta_{j_5 j_1} \delta_{j_4 j_2} e_{j_5}, \quad q^5 \delta_{ij_3} \delta_{j_5 j_1} \delta_{j_4 j_2} e_{j_5}, \quad q^4 \delta_{ij_3} \delta_{j_5 j_1} \delta_{j_4 j_2} e_{j_6}
\]

in $D_i e_{j_5 j_4 j_3 j_2 j_1}$.

We need to change the rules of counting crossings for the precise formula of $D_i e_w$.

Here we list the rules of drawing partitions that are compatible with the formula. We remark that a similar method of counting crossings appears in Definition 3.13 in [4].

1. Consider $n + 1$ vertices $n > n - 1 > \cdots > 1 > 0$.

2. $0$ must be connected to some $k \in \{1, \ldots, n\}$ with height 1.
(3) \( l \in \{1, \ldots, k-1\} \) must be coupled with one of \( \{k+1, \ldots, n\} \) with height \( l+1 \).

(4) Vertices which are not coupled with \( \{1, \ldots, k-1\} \) should be singletons and are drawn with straight lines to the top.

We define \( B(n+1) \) as a set of partitions that satisfy the above rules. For \( \pi \in B(n+1) \), we denote by \( p(\pi) \) the set of parings in \( \pi \) and by \( s(\pi) \) the singletons in \( \pi \).

**Example 4.4.** Let us see what happens with the number of crossings if we follow the drawing rules from above. The term \( q^4 \delta_{ij} \delta_{j_3 j_5} \delta_{j_4 j_2} \) from Example 4.3 is now represented by the following crossing partition:

![Crossing Partition](image.png)

Note that the number of crossings in the picture above is now indeed 4, corresponding to the factor \( q^4 \). Similarly, the factors in the contributions \( q^6 \delta_{ij} \delta_{j_3 j_1} \delta_{j_5 j_2} e_{j_4} \), \( q^5 \delta_{ij} \delta_{j_3 j_1} \delta_{j_4 j_2} e_{j_5} \) and \( q^4 \delta_{ij} \delta_{j_5 j_1} \delta_{j_4 j_2} e_{j_5} \) are accounted for correctly by the following partitions:

![Additional Partitions](image.png)
We identify 0 with the index of a dual system and \( k \in \{1, \ldots, n\} \) with a letter \( j_k \in [d] \) for a given word \( j_n j_{n-1} \cdots j_1 \). Then our examples from above motivate the following formula for \( D_i \).

**Proposition 4.5.** For \( i, j_1, \ldots, j_n \in [d] \), we define densely defined unbounded operators \( D_1, \ldots, D_d \), whose domains are the algebraic Fock space \( \mathcal{F}(H)_{\text{alg}} \), by linear extension of \( D_i e_0 = 0 \) and \( D_i e_{j_n \cdots j_1} = \sum_{\pi \in B(n+1)} (-1)^{\pi(0)-1} q^{\text{cross}(\pi)} \delta_p(\pi) e_{s(\pi)} \) where \( \text{cross}(\pi) \) is the number of crossings of \( \pi \) according to our drawing rules and where \( \delta_p(\pi) = \prod_{(k,l) \in \pi} \delta_{j_k j_l} \) with \( j_0 = i \) and \( e_s(\pi) = e_{j_{k_s} \cdots j_{k_1}} \) for \( s(\pi) = \{k_s > \cdots > k_1\} \).

Then we have

\[ [D_i, A_j] = \delta_{ij} P^{(0)} \]

on the domain \( \mathcal{F}_{\text{alg}}(H) \).

**Proof.** We have to show that

\[ [D_i, A_j] e_0 = \delta_{ij} P^{(0)} e_0 = \delta_{ij} e_0 \]

and

\[ [D_i, A_j] e_{j_n \cdots j_1} = \delta_{ij} P^{(0)} e_{j_n \cdots j_1} = 0 \]

for all \( n > 0 \) and \( j_1, \ldots, j_n \in [d] \). The first formula is easy to check, so let us concentrate on the second one. We will there rename \( j \) to \( j_{n+1} \) and for better legibility we will also write sometimes \([j_n \cdots j_1]\) for \( e_{j_n \cdots j_1} \).

Then we can compute on one hand

\[
\begin{align*}
A_{j_{n+1}} D_i e_{j_n \cdots j_1} &= \sum_{\sigma \in B(n+1)} (-1)^{\sigma(0)-1} q^{\text{cross}(\sigma)} \delta_p(\sigma) A_{j_{n+1}} e_{s(\sigma)} \\
&= \sum_{\sigma \in B(n+1)} (-1)^{\sigma(0)-1} q^{\text{cross}(\sigma)} \delta_p(\sigma) e_{j_{n+1} s(\sigma)} \\
&+ \sum_{\sigma \in B(n+1)} \sum_{k=1}^{|s(\sigma)|} (-1)^{\sigma(0)-1} q^{\text{cross}(\sigma)+|s(\sigma)|-k} \delta_{j_{n+1} j_{s(\sigma)} k} \delta_p(\sigma) [s(\sigma) s(\sigma) s(\sigma) k \cdots s(\sigma)_1].
\end{align*}
\]

On the other hand, we have
A DUAL AND CONJUGATE SYSTEM FOR $q$-GAUSSIANS FOR ALL $q$

$$D_1 A_{j_{n+1}} e_{j_{n+1} \cdots j_1} = D_1 e_{j_{n+1} \cdots j_1} + \sum_{l=1}^{n} \delta_{j_{n+1} j_l} q^{n-l} D_1 [j_n \cdots \dot{j}_l \cdots j_1]$$

$$= D_1 e_{j_{n+1} \cdots j_1} + \sum_{l=1}^{n} \sum_{\pi \in B(n)} (-1)^{\pi(0)-1} q^{\text{cross}(\pi) + n-l} \delta_{j_{n+1} j_l} \delta_{p(\pi)} e_{s(\pi)},$$

where $\dot{j}_l$ means to omit $j_l$. Note that all partitions $\pi \in B(n)$ act on $n-1$ letters $j_n, \ldots, j_1$ in the sum above.

Let us first see that all terms in the last sum of $A_{j_{n+1}} D_1 e_{j_{n+1} \cdots j_1}$ show also up as terms in $D_1 A_{j_{n+1}} e_{j_{n+1} \cdots j_1}$.

To see this, let us consider the contribution corresponding to $\sigma \in B(n+1)$ and $k \in \{1, \ldots, |s(\sigma)|\}$. Since $s(\sigma)_k$ is a singleton, we can remove it and obtain a partition $\pi \in B(n)$. We also take $l$ so that $l = s(\sigma)_k$. Then for these $\sigma, \pi, k, l$ we have

$$\delta_{j_{n+1} j_l} p(\pi) e_{s(\pi)} = \delta_{j_{n+1} j_l} p(\sigma)|s(\sigma)| \cdots s(\sigma)_k \cdots s(\sigma)_1$$

where $\pi$ acts on $j_n, \ldots, \dot{j}_l, \ldots, j_1$.

For example, if we take $\sigma \in B(8)$ represented by

![Diagram 1](image1.png)

and $k = 1$, then we take $l = 4$ and $\pi \in B(7)$ represented by

![Diagram 2](image2.png)

where we ignore the dashed line.

Note that we have also $\pi(0) = \sigma(0)$ since we removed $s(\sigma)_k$ which is on the left of $\sigma(0)$. By definition, the difference between $\sigma$ and $\pi$ is only the singleton $s(\sigma)_k$ and the difference between $\text{cross}(\sigma)$ and $\text{cross}(\pi)$ is the number of crossing points.
on the line of $s(\sigma)_k$. Recall that for $\pi \in B(n+1)$ the vertices that are not singletons must be coupled. Therefore the number of crossing points on the line of $s(\sigma)_k$ is equal to the number of vertices which are on the left of $s(\sigma)_k$ and not a singleton, which is equal to $(n - l) - (|s(\sigma)| - k)$; thus we have

$$\text{cross}(\pi) + n - l = \text{cross}(\sigma) + |s(\sigma)| - k.$$  

This implies that the contribution corresponding to $\sigma$ and $k$ in the second sum of $A_{j_{n+1}}D_i e_{j_n \cdots j_1}$ shows also up as a contribution corresponding to $\pi$ and $l$ in $D_i A_{j_{n+1}} e_{j_n \cdots j_1}$.

Next, we need to identify the remaining terms of the last sum. Note that the $(\pi, l)$ which we can get under the above identification from $(\sigma, k)$ can be identified with partitions $\pi'$ of $n + 2$ vertices $n + 1 > n > \cdots > 1 > 0$ such that $n + 1$ is coupled with some $n + 1 > k > \pi'(0)$ and $\pi' \setminus (n + 1, k)$ belongs to $B(n)$ in an order preserving way. Thus the $l \in \{1, \ldots, n\}$ and $\pi \in B(n)$ such that $l > \pi(0)$ are exactly those terms corresponding to all possible $(\sigma, k)$.

So we have

$$-[D_i, A_{j_{n+1}}] e_{j_n \cdots j_1} = \sum_{\sigma \in B(n+1)} (-1)^{\sigma(0) - 1} q^{\text{cross}(\sigma)} \delta_{p(\sigma)} e_{j_{n+1} s(\sigma)} - D_i e_{j_{n+1} j_n \cdots j_1} + \sum_{l=1}^{n} \sum_{\pi \in B(n)} \sum_{\pi(0) \geq l} (-1)^{\pi(0)} q^{\text{cross}(\pi) + n - l} \delta_{j_{n+1} j_l} \delta_{p(\pi)} e_{s(\pi)}.$$

In order to see that this is actually equal to zero, we need now to understand the condition $l \leq \pi(0)$ in the last sum.

In this case, we can associate the term $\delta_{j_{n+1} j_l} \delta_{p(\pi)} e_{s(\pi)}$ to a partition $\pi'$ in $B(n+2)$; $\pi'$ is given by coupling $n+1$ with $l \leq \pi(0)$ and requiring that $\pi' \setminus (n+1, l)$ is equal to $\pi$. We have then

$$\pi(0) + 1 = \pi'(0),$$

since $l \leq \pi(0)$ is inserted into $\pi'$. Moreover the difference between $\text{cross}(\pi')$ and $\text{cross}(\pi)$ is the number of crossing points on the pair $(n+1, l)$. Note that in our definitions, crossing points on $(n+1, l)$ consist of the coupling with $\pi'(0) > j > l$ (double count) and the coupling with $l > j > 0$ (single count) and also singletons of $\pi$ (single count). Therefore, this difference is equal to $n - l$ and we have

$$\text{cross}(\pi') = \text{cross}(\pi) + n - l.$$

For example, take $\pi \in B(8)$ represented by

```
7 6 5 4 3 2 1 0
```
and take $l = 2$. Then $\pi' \in B(10)$ is represented by

Here we have

and

\[
\pi'(0) = 4, \quad \pi(0) = 3 : \quad 3 + 1 = 4
\]

and

\[
\text{cross}(\pi') = 13, \quad \text{cross}(\pi) = 7 \quad n = 8, \quad l = 2 : \quad 13 = 7 + (8 - 2).
\]

By combining these results we obtain

\[
-[D_i, A_{j_{n+1}}] e_{j_{n+1} \cdots j_1} + D_i e_{j_{n+1} j_{n} \cdots j_1}
= \sum_{\sigma \in B(n+1)} (-1)^{\sigma(0)-1} q^{\text{cross}(\sigma)} \delta_{\sigma} e_{j_{n+1} s(\sigma)}
+ \sum_{l=1}^{n} \sum_{\pi \in B(n)} (-1)^{\pi(0)+n-l} \delta_{j_{n+1} j_l} \delta_{\pi} e_{s(\pi)}
= \sum_{\sigma \in B(n+1)} (-1)^{\sigma(0)-1} q^{\text{cross}(\sigma)} \delta_{\sigma} e_{j_{n+1} s(\sigma)}
+ \sum_{\pi' \in B(n+2)} (-1)^{\pi'(0)-1} q^{\text{cross}(\pi')} \delta_{\pi'} e_{s(\pi')}
\]

\[
= \sum_{\pi' \in B(n+2)} (-1)^{\pi'(0)-1} q^{\text{cross}(\pi')} \delta_{\pi'} e_{s(\pi')}
= D_i e_{j_{n+1} j_{n} \cdots j_1},
\]

and thus $[D_i, A_{j_{n+1}}] e_{j_{n} \cdots j_1} = 0$, which proves our assertion.

In the following we want to use this proposition to conclude that $e_0$ lies in the domain of $D_i^*$ and actually also derive a formula for $D_i^* e_0$.

**Theorem 4.6.** For any $-1 < q < 1$, there exists a normalized dual system and thus a conjugate system for $q$-Gaussians $A = (A_1, \ldots, A_d)$.

**Proof.** By Theorem 2.3, it suffices to see that $D_i^* e_0$ exists in $F_q(H)$. In order to see that $e_0$ is in the domain of $D_i^*$, we have to show that the linear functional $\langle D_i \cdot, e_0 \rangle_q$ is bounded on the algebraic Fock space.
Let us take $\sum_{w \in [d]^*} \alpha_w e_w \in \mathcal{F}_{alg}(H)$. Note that we can compute $\langle D_i e_w, e_0 \rangle_q$ by counting summands without singletons by Proposition 4.5 and in that case the word length $|w|$ must be odd and $\pi \in B(2m)$ must connect 0 to $m$ for $|w| = 2m - 1$. Thus we have

$$\langle D_i \sum_{w \in [d]^*} \alpha_w e_w, e_0 \rangle_q = \sum_{m=1}^{\infty} \sum_{|w|=2m-1, \pi(0):=m} \alpha_w (-1)^{m-1} q^{\text{cross} (\pi)} \delta_{p(\pi) w}$$

$$= \sum_{m=1}^{\infty} \sum_{\pi(0):=m} \alpha_w (-1)^{m-1} q^{\text{cross} (\pi)} \delta_{p(\pi) w}.$$  

Note that we write now $\delta_{p(\pi) w}$ for $\delta_{p(\pi)} = \prod_{(k,l) \in \pi} \delta_{j_k j_l}$ in order to make the dependency on $w = j_{2m-1} \cdots j_1$ explicit. For each $\pi \in B(2m)$, let us consider words $w$ with $|w| = 2m - 1$ such that $\delta_{p(\pi) w} = 1$. Such words can be represented by $\pi_p(w)iw$ where $w$ is any word with $|w| = m - 1$ and $\pi_p \in S_{m-1}$ is a permutation such that $\delta_{p(\pi) \pi_p(w) w} = 1$. Note that there is a one to one correspondence between $\pi$ and $\pi_p$. For example, the partition $\pi$ in $B(8)$ represented by

```
7 6 5 4 3 2 1 0
```

induces the element $\pi_p$ in $S_3$ represented by

```
\begin{align*}
3 & 2 & 1 \\
7 & 6 & 5
\end{align*}
```

The important observation is that we have

$$\text{cross} (\pi) = \frac{m(m-1)}{2} + |\pi_p|$$

where $|\pi_p|$ is the number of inversions of $\pi_p$. Actually, when we take, for $1 \leq k \leq m-1$, the pair $(k, \pi(k)) \in \pi$, then this pair crosses with $k$ pairs $(0, m), (1, \pi(1)), \ldots, (k-1, \pi(k-1))$ on the right area $(m > m-1 > \cdots > 0)$, which implies the number of crossings in the right area is $\sum_{k=1}^{m-1} k = \frac{m(m-1)}{2}$. In addition, $(k, \pi(k)), (l, \pi(l))$ ($k < l \in \{1, \ldots, m-1\}$) are crossing in the left area $(2m-1 > 2m-2 > \cdots > m)$ if and only if $\pi(l) < \pi(k)$, which implies the number of crossings in the left area is $|\pi_p|$.\]
Thus we can continue our calculation as follows:

\[
\langle D_t, \sum_{w \in [d]^*} \alpha_w e_w, e_0 \rangle_q = \sum_{m=1}^{\infty} \sum_{\pi \in B(2m)} \sum_{|w|=2m-1} \alpha_w (-1)^{m-1} q^{r_{\pi} w} \delta_{\pi(\pi) w} \\
= \sum_{m=1}^{\infty} (-1)^{m-1} q^{m(m-1)/2} \sum_{|w|=m-1} \sum_{\pi \in S_{m-1} |\pi|=m-1} \alpha_{\pi, (\pi) w} |\pi_p| \\
= \sum_{m=1}^{\infty} (-1)^{m-1} q^{m(m-1)/2} \sum_{|w|=m-1} \sum_{\pi \in S_{m-1} |\pi|=m-1} \delta_{\pi, (\pi) w} |\alpha_{\pi, w}|^2 \\
= \sum_{m=1}^{\infty} (-1)^{m-1} q^{m(m-1)/2} \sum_{|w|=m-1} \sum_{\pi \in S_{m-1}} \langle e_v, e_{\pi, (\pi) w} \alpha_{\pi, w} |\pi_p| \\
= \sum_{m=1}^{\infty} (-1)^{m-1} q^{m(m-1)/2} \sum_{|w|=m-1} \langle \sum_{\pi \in S_{m-1}} \alpha_{\pi, w} e_v, e_w \rangle_q.
\]

By the triangle inequality, we have

\[
\| \langle D_t, \sum_{w \in [d]^*} \alpha_w e_w, e_0 \rangle_q \| \leq \sum_{m=1}^{\infty} |q|^{m(m-1)/2} \sum_{|w|=m-1} \| \sum_{\pi \in S_{m-1}} \alpha_{\pi, w} \| e_v e_w \| q \| e_v \|.
\]

Note that \( |e_w|_q^2 \leq \sum_{\pi \in S_{m-1}} |q| |\pi| = [m-1]|q|! \).

On the other hand, we can write

\[
\sum_{|v|=m-1} \alpha_{\pi, w} e_v = r_{w v} \sum_{|v|=m-1} \alpha_{\pi, w} e_{\pi, v} = r_{w v} \sum_{|v|=2m-1} \alpha_{v, w}
\]

where \( r_{w v} = r_{w_1 \cdots w_n} \) for \( w = w_1 \cdots w_n \) is the free right annihilation operator of the word \( w \).

By Lemma 2.2 the free right annihilation operators \( r_1, \ldots, r_d \) are bounded and their operator norms are less than \( C = \sqrt{w(q)}^{-1} \) where \( w(q) \) is a positive constant which appears in 3. Since \( r_{w v} \) is in our case a product of \( m \) such free right annihilation operators, we have \( \| r_{w v} \| \leq C^m \) and thus

\[
\| \sum_{|v|=m-1} \alpha_{v, w} e_v \|_q \leq C^m \| \sum_{|v|=2m-1} \alpha_{v, w} \|_q \leq C^m \| \sum_{w \in [d]^*} \alpha_w e_w \|_q.
\]

So, finally, we have the following estimate:

\[
\| \langle D_t, \sum_{w \in [d]^*} \alpha_w e_w, e_0 \rangle_q \| \leq \sum_{w \in [d]^*} \alpha_w e_w \|_q \sum_{m=1}^{\infty} |q|^{m(m-1)/2} \sum_{|w|=m-1} C^m \sqrt{[m-1]|q|!} \\
= \sum_{w \in [d]^*} \alpha_w e_w \|_q \sum_{m=1}^{\infty} |q|^{m(m-1)/2} d^{m-1} C^m \sqrt{[m-1]|q|!} \\
\]

and, by the ratio test, we can check that

\[
\sum_{m=1}^{\infty} |q|^{m(m-1)/2} d^{m-1} C^m \sqrt{[m-1]|q|!} < \infty.
\]
This implies that the linear functional $(D_i \cdot, e_0)_q$ is bounded and therefore $e_0 \in \text{dom}(D_i^*)$.

**Corollary 4.7.** Let $(D_1, \ldots, D_d)$ be the normalized dual system of the $q$-Gaussian operators, as defined in Proposition 4.5 Then the corresponding conjugate system $(\xi_1, \ldots, \xi_d)$ is given by

$$\xi_i = D_i^* e_0 = \sum_{w \in [d]^*} (-1)^{|w|} q^{\frac{(w_i+1)|w|}{2}} r_{iw} r_{iw}^* e_w$$

where $r_{iw} = r_i r_{w_1} \cdots r_{w_n}$ for $w = w_1 \cdots w_n$. Moreover, the series for $\xi_i$ is not only convergent with respect to the Hilbert space norm $\| \cdot \|_q$, but also with respect to the operator norm $\| \cdot \|$, if we identify operators in $\mathcal{W}^*(A)$ with elements in the Fock space. Thus $\xi_i = X_i e_0$, where $X_i$ is contained in the norm closure of non-commutative polynomials $\mathbb{C}(A)$; i.e., in particular $X_i \in \mathcal{W}^*(A)$.

**Proof.** In the proof of Theorem 4.6 we have seen that

$$\langle D_i \sum_{v \in [d]^*} \alpha_v e_v, e_0 \rangle_q = \sum_{m=1}^{\infty} (-1)^{m-1} q^{\frac{m(m-1)}{2}} \sum_{|v| = m-1} \langle \sum_{|w| = 2m-1} r_{iw} \alpha_v e_v, e_w \rangle_q$$

$$= \sum_{m=1}^{\infty} (-1)^{m-1} q^{\frac{m(m-1)}{2}} \langle \sum_{|v| = m-1} \alpha_v e_v, \sum_{|w| = m-1} r_{iw}^* e_w \rangle_q.$$

Note that

$$\langle \sum_{|v| = m-1} \alpha_v e_v, \sum_{|w| = m'^{-1}} r_{iw}^* e_w \rangle_q = 0,$$

if $m \neq m'$. Since $r_{iw}^*$ maps $e_w$ (with $|w| = m'-1$) to the subspace spanned by $\{e_v\}_{|v| = 2m'-1}$, this also implies

$$\langle \sum_{|v| = m} \alpha_v e_v, \sum_{|w| = m-1} r_{iw}^* e_w \rangle_q = 0,$$

for any $m, m'$.

Thus we obtain

$$\sum_{m=1}^{\infty} (-1)^{m-1} q^{\frac{m(m-1)}{2}} \langle \sum_{|v| = m-1} \alpha_v e_v, \sum_{|w| = m-1} r_{iw}^* e_w \rangle_q$$

$$= \langle \sum_{v \in [d]^*} \alpha_v e_v, \sum_{m=1}^{\infty} \sum_{|w| = m-1} (-1)^{m-1} q^{\frac{m(m-1)}{2}} r_{iw}^* e_w \rangle_q.$$

For the operator norm, we can estimate by the triangle inequality

$$\|D_i^* e_0\| \leq \sum_{m=1}^{\infty} \sum_{|w| = m} |q|^{\frac{m(m+1)}{2}} \|r_{iw}^* e_w\|.$$
Remark 4.8. We can recover the results in Section 3 for the case of one variable from Proposition 4.3 and Corollary 4.4 by considering $d = 1$ and identifying $e_1$ with $e_m$. In particular, we have then

$$r^*_1 e_m = \frac{1}{[m + 1]_q} e_{m+1},$$

and

$$(r^*_1)^{m+1} e_m = \frac{1}{[m + 1]_q [m + 2]_q \cdots [2m + 2]_q} e_{2m+1} = \frac{[m]_q!}{[m + 1]_q!} e_{2m+1}$$

and

$$\xi_1 = \sum_{m=0}^{\infty} (-1)^m q^m (r^*_1)^{m+1} e_m = \sum_{m=0}^{\infty} (-1)^m q^m \frac{[m]_q!}{[2m + 1]_q!} e_{2m+1},$$

which recovers, by replacing $m$ by $m - 1$, the formula for $\xi = D^* e_0$ in Corollary 3.4.

5. Lipschitz Conjugate

Let us check that the conjugate system $(\xi_1, \ldots, \xi_d)$ for the $q$-Gaussian variables are Lipschitz conjugate variables, namely, for each $i \in [d]$, $\xi_i = D^*_i e_0 \in \text{dom}(\overline{\partial}_j)$ and $\overline{\partial}_j \xi_i \in W^*(A) \overline{\otimes} W^*(A)$ for each $j \in [d]$. For this we need to know $\partial_j e_w$ and this has a similar combinatorial formula to that of a normalized dual system. Again we have to consider a special set of partitions, consisting just of singletons and pairs, and draw them in a specific way to count their crossings.

(1) Consider $n + 1$ vertices $n > \cdots > 1 > 0$.

(2) The vertex 0 must be coupled with some $k \in \{1, \ldots, n\}$ with height 1.

(3) Each $l \in \{1, \ldots, k - 1\}$ is a singleton or coupled with one of $\{k + 1, \ldots, n\}$ with height $l + 1$.

(4) Vertices which are not coupled with one of $\{1, \ldots, k - 1\}$ should be singletons and are drawn with straight lines to the top.

Let $C(n+1)$ be the set of partitions defined by the rules above. For each $\pi \in C(n+1)$, we define $s_l(\pi)$ and $s_r(\pi)$ as the set of singletons in the left area $n \geq k > \pi(0)$ and in the right area $\pi(0) > k \geq 1$, respectively. As before, we use the notation cross($\pi$) for the number of crossings in the drawing according to these rules.
For each $w \in [d]^*$, we identify $e_w$ with the noncommutative polynomial $Q[w]$ over $q$-Gaussians. We give now the combinatorial formula for $\partial_i e_{j_1 \ldots j_k}$ identifying each index $j_k$ with a vertex of $k$ (where we put $j_0 = i$).

**Proposition 5.1.** For each $i \in [d]$, $n \in \mathbb{N}$ and $j_1, \ldots, j_n \in [d]$, we have

$$\partial_i e_{j_1 \ldots j_n} = \sum_{\pi \in C(n+1)} (-1)^{|p(\pi)|-1} q^{\text{cross}(\pi) - |s_r(\pi)|} \delta_{p(\pi)} e_{s_\pi(\pi)} \otimes e_{s_r(\pi)}$$

As before, we denote by $p(\pi)$ the set of pairings in $\pi$ and the factor $\delta_{p(\pi)}$ ensures that $\pi$ has to pair the same indices.

**Proof.** We will prove the formula by induction over $n$. For $n = 1$, it says that $\partial_i e_j = \delta_{ij} e_0 \otimes e_0$, which is clearly true. Assume now that the formula is true for $n \geq 1$ and let us show it for $n + 1$. By the definition of $q$-Gaussians, we have the recursion for noncommutative polynomials $e_w$

$$e_{j_1 \ldots j_{n+1}} = A_{j_1 \ldots j_n} e_{j_1 \ldots j_n} - \sum_{k=1}^n \delta_{j_{n+1} j_k} q^{-k} q^{[j_{n+1} \ldots j_k j_1]} e_{j_1 \ldots j_{n+1}}$$

which induces

$$\partial_i e_{j_1 \ldots j_{n+1}} = \delta_{ij_{n+1}} e_{j_1 \ldots j_n} + (A_{j_1 \ldots j_n} \otimes 1) \cdot \partial_i e_{j_1 \ldots j_n}$$

By using the induction assumption, we can compute

$$(A_{j_1 \ldots j_n} \otimes 1) \cdot \partial_i e_{j_1 \ldots j_n} = \sum_{\pi \in C(n+1)} (-1)^{|p(\pi)|-1} q^{\text{cross}(\pi) - |s_r(\pi)|} \delta_{p(\pi)} A_{j_1 \ldots j_n} e_{s_\pi(\pi)} \otimes e_{s_r(\pi)}$$

$$= \sum_{\pi \in C(n+1)} (-1)^{|p(\pi)|-1} q^{\text{cross}(\pi) - |s_r(\pi)|} \delta_{p(\pi)} e_{j_1 \ldots j_n} s_\pi(\pi) \otimes e_{s_r(\pi)}$$

$$+ \sum_{\pi \in C(n+1)} (-1)^{|p(\pi)|-1} \times \left\{ \sum_{m=1}^{|s_\pi(\pi)|} q^{\text{cross}(\pi) - |s_r(\pi)| + |s_\pi(\pi)| - m} \delta_{p(\pi)} \delta_{j_{n+1} j_m} s_\pi(\pi) \otimes e_{s_r(\pi)} \right\}.$$
For example, we take $\pi \in C(7)$ represented by

```
6 5 4 3 2 1 0
```

and take $m = 1$. Then, we take $k = 4$ and $\sigma \in C(6)$ represented by

```
5 4 3 2 1 0
```

In this case, we have

$|p(\pi)| = |p(\sigma)| = 2, \quad |s_l(\pi)| = 2, \quad |s_r(\pi)| = |s_r(\sigma)| = 1$

and thus

$\text{cross}(\pi) - |s_r(\pi)| + |s_l(\pi)| - m = 5 - 1 + 2 - 1 = 5 = 4 - 1 + 6 - 4 = \text{cross}(\sigma) - |s_r(\sigma)| + n - k.$

The remaining terms in $- \sum_{k=1}^{n} \delta_{j_k \ldots j_{k+1} j_{k+2} \ldots j_k} q^{n-k} \partial_k [j_n \ldots j_k \ldots j_1]$, which are characterized by $\sigma \in C(n)$ and $k \leq \sigma(0)$, are corresponding to partitions $\sigma' \in C(n + 2)$ which connect $n + 1$ to $k$ and satisfy $\sigma' \setminus (n + 1, k) = \sigma$. Then $|p(\sigma')| = |p(\sigma)| + 1$ and by counting the crossing points on $(n + 1, k)$ we have

$\text{cross}(\sigma') - \text{cross}(\sigma) = n - k.$

We also have $|s_r(\sigma')| = |s_r(\sigma)|$, and thus

$\text{cross}(\sigma') - |s_r(\sigma')| = \text{cross}(\sigma) - |s_r(\sigma)| + n - k.$

For example, consider $\sigma \in C(7)$ represented by

```
6 5 4 3 2 1 0
```

and take $k = 2$. Then we obtain $\sigma' \in C(9)$ represented by
In this case,

\[ |p(\sigma')| = 3 = |p(\sigma)| + 1, \quad \text{cross}(\sigma') - \text{cross}(\sigma) = 9 - 4 = 5 = 7 - 2. \]

The term \( \delta_{ijn+1} \otimes e_{j_2 \cdots j_1} \) is given by the partitions in \( C(n + 2) \) which connect 0 to \( n + 1 \). The sum

\[
\sum_{\pi \in C(n+1)} (-1)^{|p(\pi)|-1} q^{\text{cross}(\pi)-|s_r(\pi)|} \delta_{p(\pi)} e_{j_{n+1} s_1(\pi)} \otimes e_{s_r(\pi)}
\]

is given by the partitions in \( C(n + 2) \) such that \( n + 1 \) is a singleton. Therefore \( \partial_i e_{j_{n+1} \cdots j_1} \) is given by the partitions in \( C(n + 2) \) and we have proved the claimed formula for \( n + 1 \). \( \square \)

**Example 5.2.** For \( n = 3 \), the proposition tells us

\[
\partial_i e_{j_3 j_2 j_1} = \delta_{j_3 j_1} 1 \otimes e_{j_2 j_1} + \delta_{j_2 j_1} e_{j_3} \otimes e_{j_1} + \delta_{j_1} e_{j_3 j_2} \otimes 1 - q \delta_{j_2} \delta_{j_3} 1 \otimes 1.
\]

The following four partitions characterize each term.

**Corollary 5.3.** The conjugate system of \( q \)-Gaussians is Lipschitz conjugate for \(-1 < q < 1\).

**Proof.** Let \( i, j \in [d] \). We will check that the following sum

\[
\partial_j \xi_i = \sum_{w \in [d]^*} (-1)^{|w|} q^{\frac{(|w| + 1)|w|}{2}} \partial_j r_{iw}^* e_w
\]

converges in the operator norm of \( B(F_q(H)^{\otimes 2}) \). Since \( r_{iw}^* e_w \) is a linear span of \( \{e_v\}_{|v|=2m+1} \) for each \( |w| = m \), we can write \( r_{iw}^* e_w = \sum_{|v|=2m+1} \alpha_v e_v \). (Note that
Therefore we have
\[ |\alpha_v| = \|r_vr_{iw}^*e_w\|_q \leq \sqrt{w(q)}^{-3m-2} \sqrt{|m|_q}! \cdot \sqrt{w(q)}^{3m-2} \sqrt{|m|_q}! |\partial_j e_v|. \]

Therefore we can estimate, by the triangle inequality,
\[ \|\partial_j r_{iw}^*e_w\| \leq \sum_{|v|=2m+1} \sqrt{w(q)}^{-3m-2} \sqrt{|m|_q}! \|\partial_j e_v\|. \]

By Proposition 5.1 and Bożejko’s Haagerup type inequality [4], we obtain
\[ \|\partial_j e_v\| \leq \sum_{\pi \in C(2m+2)} \|e_{s_j(\pi)}\| \cdot \|e_{s_\pi(\pi)}\| \leq C|q|^3(2m+1)^2[2m]_q! \cdot |C(2m+2)| \]
where \( |C(2m+2)| \) is the cardinality of \( C(2m+2) \). Since we can regard \( C(2m+2) \) as a subset of the symmetric group of degree \( 2m+2 \), we obtain \( |C(2m+2)| \leq (2m+2)! \).

Therefore we have
\[ \sum_{w \in [d]^*} \|(-1)^{|w|} q^{(\sum_{j=1}^{d} |w_j|)|w|} \partial_j r_{iw}^*e_w\| \leq \sum_{m=0}^{\infty} \sum_{|v|=m} |q|^{(m+1)m} \sum_{|v|=2m+1} \sqrt{w(q)}^{-3m-2} \sqrt{|m|_q}! \|\partial_j e_v\| \]
\[ \leq C|q|^3 \sum_{m=0}^{\infty} \sum_{|w|=m} \sqrt{w(q)}^{(m+1)m} \sqrt{|m|_q}! (2m+1)^2[2m]_q!(2m+2)! \]
\[ = C \sum_{m=0}^{\infty} |q|^{(m+1)m} (2m+1)^2(2m+2)! \left( \frac{d}{w(q)} \right)^{3m} \sqrt{|m|_q}! [2m]_q!. \]

where
\[ C = (dC|q|)/w(q) \]
is a constant which is independent of \( m \) and the last sum is convergent by the ratio test. This implies \( \xi_t \in \text{dom}(\partial_j) \) and \( \partial_j \xi_t \in W^*(A) \otimes W^*(A) \).

Remark 5.4. It is likely that one can extend our results to more general deformations of Gaussian algebras; in particular, the case of mixed \( q_{ij} \)-Gaussians is quite straightforward. In this case the \( q \)-commutation relations \( a_ia_j^* - qa_j^*a_i = \delta_{ij} \) are replaced by \( a_i a_j^* - q_{ij}a_j^*a_i = \delta_{ij} \), where the parameters \( (q_{ij})_{1 \leq i,j \leq d} \) just have to satisfy \(-1 \leq q_{ij} = q_{ji} \leq 1 \) and we are still looking on the von Neumann algebra generated by all \( A_i := a_i + a_i^* \). As for the \( q \)-case there exists a representation of these operators as creation or annihilation operators on the Fock space [26, 6, 14]. The main difference is that in all formulas the factor \( q \) for a crossing has to be replaced by \( q_{ij} \), where \( i \) and \( j \) are the indices of the two crossing strings (where one should note that we only get a non-vanishing contribution from a pairing if it pairs the same indices). To be more precise, the left creation operators are defined
in the same way as in Section 2 but the left annihilation operators are defined by

\[ l_i e_{j_n, j_{n-1} \cdots j_1} = \sum_{k=1}^{n} \delta_{ijk} q_{ijk} q_{ijk-1} \cdots q_{ijk+1} e_{j_n, j_{n-1} \cdots j_1}. \]

This induces the same combinatorial structure for \( D_i e_{j_n, j_{n-1} \cdots j_1} \) as in Proposition 4.5 as well as for \( \partial_i e_{j_n, j_{n-1} \cdots j_1} \) as in Proposition 5.1, if one replaces \( q \) by the appropriate \( q_{ij} \) for crossings according to our drawings in Section 4 and Section 5. For example, for the drawing

\[ \begin{array}{cccccc}
5 & 4 & 3 & 2 & 1 & 0
\end{array} \]

the corresponding term in \( D_i e_{j_{5}, j_{4}, j_{3}, j_{2}, j_{1}} \) is given by

\[ q_{2, 1} q_{ij} q_{ij} \delta_{ij} \delta_{ij} e_0. \]

This is equal to \( q^2_{j_{5}, j_{4}, j_{3}, j_{2}, j_{1}} q_{ij} q_{ij} \delta_{ij} \delta_{ij} e_0 \) and \( q^2_{j_{2}, j_{1}, j_{3}, j_{4}, j_{5}} q_{ij} q_{ij} \delta_{ij} \delta_{ij} e_0 \) since \( \delta_{ij} \) is the Kronecker’s delta and \( (q_{ij})_{i,j=1}^{d} \) is symmetric. Therefore this term depends only on the crossings. For each \( \pi \in B(n+1) \), we denote by \( q_{\text{cross}}(\pi) \) the coefficient as above. Then we have the same formula for a normalized dual system for mixed \( q_{ij} \)-Gaussians as in Proposition 4.5. Similarly, \( \partial_i e_{j_n, j_{n-1} \cdots j_1} \) is characterized by \( C(n+1) \) in Section 5 and we count crossings as above, except for crossings of right singletons and the pair that includes 0.

We can also derive the conjugate system of mixed \( q_{ij} \)-Gaussians from this combinatorics. As in the proof of Theorem 4.6, we separate the crossings into two sets, the left area and the right area. Moreover, crossings in the left area correspond to the number of inversions of permutations which are induced by pair partitions, while crossings in the right area are independent of the choices of the pair partitions. By the same arguments as in the \( q \)-case we get the following formula for the conjugate system \((\xi_1, \ldots, \xi_d)\) for mixed \( q_{ij} \)-Gaussians \((A_1, \ldots, A_d)\):

\[ \xi_i = \sum_{w \in [d]^*} (-1)^{|w|} q(w) r_{i w}^* e_w, \]

where

\[ q(w) = \prod_{1 \leq k \leq m \atop 0 \leq l \leq k-1} q_{j_k, j_l} \quad \text{for} \quad w = j_m \cdots j_1. \]

Moreover, we can extend Lemma 2.2 to the \( q_{ij} \)-setting since Theorem 1 in [3] includes the \( q_{ij} \)-case. We also have Haagerup’s inequality for the \( q_{ij} \)-setting, according to Theorem 26 in [15].

The factor \( q(w) \) replaces now the factor \( q^{m(m+1)/2} \), which was in the end responsible for the uniform convergence of all appearing power series expansions. As a consequence, if \( \max_{i,j \in [d] \atop |q_{ij}| < 1} \), then all our estimates work in the same way and we get thus that also the Lipschitz conjugate system for the mixed \( q_{ij} \)-Gaussians exists.
6. Power series expansions of the conjugate variables and free Gibbs potential

Finally, we also want to address estimates for the conjugate system in terms of noncommutative power series in the operators. This is relevant if we want to find a potential, such that our \( q \)-distribution is the corresponding free Gibbs state.

In order to write the conjugate system as such noncommutative power series, we need to represent \( r^*_n e_{\pi} \) \(( i \in [d] \text{ and } w \in [d]^* \) as a noncommutative polynomial. In Theorem 3.1 of [12], one can find the concrete formula of \( Q[w] \) (see Section 2 for the definition of \( Q[w] \)). Here, we present this formula, actually its extension for mixed \( q_{ij} \)-Gaussians, by using our combinatorics.

Let \( D(n) \) be the set of partitions on \( n \) vertices \( n > n - 1 > \cdots > 1 \) which consist of either singletons or pair partitions. We count crossings of \( \pi \in D(n) \) by using height as in Sections 4 and 5.

**Proposition 6.1.** Consider the setting and the notations for the \( q_{ij} \)-Gaussians as in Remark 5.4. Then, for \( j_1, \ldots, j_n \in [d] \), we have

\[
e_{j_n \cdots j_1} = \sum_{\pi \in D(n)} (-1)^{|p(\pi)|} q^{\text{cross}(\pi)} \delta_{p(\pi)} A^{s(\pi)} e_0
\]

where \( A^{s(\pi)} = A_{j_1} \cdots A_{j_{k_1}} \) for \( s(\pi) = \{k_1 > \cdots > k_1\} \).

**Proof.** We prove this formula by induction on \( n \). For \( n = 1 \) it just says \( e_j = (-1)^0 q^0 A_j e_0 \), which is clearly true. So assume we know it for \( n \geq 1 \) and let us prove it for \( n + 1 \). We have

\[
e_{j_{n+1} \cdots j_1} = A_{j_{n+1}} e_{j_n \cdots j_1} - \sum_{k=1}^{n} \delta_{j_{n+1}j_k} q_{j_{n+1}j_n} \cdots q_{j_{n+1}j_{k+1}} e_{j_n \cdots j_{k+1} \cdots j_1}
\]

\[
= \sum_{\pi \in D(n)} (-1)^{|p(\pi)|} q^{\text{cross}(\pi)} \delta_{p(\pi)} A^{j_{n+1}s(\pi)} e_0
\]

\[- \sum_{k=1}^{n} \delta_{j_{n+1}j_k} \sum_{\sigma \in D(n-1)} q_{j_{n+1}j_n} \cdots q_{j_{n+1}j_{k+1}} (-1)^{|p(\sigma)|} q^{\text{cross}(\sigma)} \delta_{p(\sigma)} A^{s(\sigma)} e_0,
\]

where \( \sigma \in D(n-1) \) acts on \( j_n \cdots j_k \). The first term corresponds to \( \tilde{\pi} \in D(n+1) \) such that \( \tilde{\pi}(n+1) \) is a singleton. For the second term we take, for each \( k \in \{1, \ldots, n\} \) and \( \sigma \in D(n-1) \), the \( \tilde{\sigma} \in D(n+1) \) such that \( n + 1 \) is connected to \( k \) and \( \tilde{\sigma} \setminus (n + 1, k) = \sigma \). Then we have

\[
|p(\tilde{\sigma})| = |p(\sigma)| + 1 \quad \text{and} \quad q^{\text{cross}(\tilde{\sigma})} \delta_{p(\tilde{\sigma})} = q_{j_{n+1}j_n} \cdots q_{j_{n+1}j_{k+1}} q^{\text{cross}(\sigma)} \delta_{p(\sigma)} \delta_{j_{n+1}j_{k+1}}.
\]

Thus the second term corresponds to such \( \tilde{\sigma} \in D(n+1) \) and we have

\[
e_{j_{n+1} \cdots j_1} = \sum_{\tilde{\pi} \in D(n+1)} (-1)^{|p(\tilde{\pi})|} q^{\text{cross}(\tilde{\pi})} \delta_{p(\tilde{\pi})} A^{s(\tilde{\pi})} e_0
\]

\[+ \sum_{\sigma \in D(n+1)} (-1)^{|p(\sigma)|} q^{\text{cross}(\sigma)} \delta_{p(\sigma)} A^{s(\sigma)} e_0
\]

\[= \sum_{\pi \in D(n+1)} (-1)^{|p(\pi)|} q^{\text{cross}(\pi)} \delta_{p(\pi)} A^{s(\pi)} e_0.
\]
Using this we can rewrite our conjugate variables as noncommutative power series in $A_1, \ldots, A_d$. (In the following we will, for simplicity, again restrict to the $q$-case, though the $q_i$-case can be treated in the same way.) The main point will be to see that we have good estimates for the operator norms of the summands in these series; this will be similar to the proof of Corollary 5.3. Let us fix $i \in [d]$. For each $w \in [d]^*$ with $|w| = m$, we write $r_w^* e_w = \sum_{|v|=2m+1} a_v e_v$ (as before we suppress in the notation for $a_v$ the dependency on $w$). Recall that we have $|a_v| \leq \sqrt{w(q)}^{-3m-2} \sqrt{|m|_q!}$ for any $|v| = 2m + 1$ (see the proof of Corollary 5.3).

Moreover, by Proposition 6.1, we have

$$e_v = \sum_{\pi \in D(2m+1)} (-1)^{|p(\pi)|} q_{\text{cross}(\pi)} \delta_{p(\pi)} A^{s(\pi)} e_0.$$ 

Then we have

$$\xi_i = \sum_{m=0}^{\infty} (-1)^m q^{\frac{m(m+1)}{2}} \sum_{|w|=m} r_w^* e_w$$

$$= \sum_{m=0}^{\infty} (-1)^m q^{\frac{m(m+1)}{2}} \sum_{|v|=m |v|=2m+1} a_v e_v$$

$$= \sum_{m=0}^{\infty} (-1)^m q^{\frac{m(m+1)}{2}} \sum_{|v|=m |v|=2m+1} a_v \sum_{\pi \in D(2m+1)} (-1)^{|p(\pi)|} q_{\text{cross}(\pi)} \delta_{p(\pi)} A^{s(\pi)} e_0.$$ 

This is our "concrete" realization for the $\xi_i$ as non-commutative power series in $A_1, \ldots, A_d$. We claim that these power series have infinite radius of convergence. We set $A = \max_{i \in [d]} \| A_i \| > 1$. Then we can estimate the operator norm as follows:

$$\| \xi_i \| \leq \sum_{m=0}^{\infty} |q|^{\frac{m(m+1)}{2}} \sum_{|w|=m} \sum_{|v|=2m+1} |a_v| \sum_{\pi \in D(2m+1)} |q_{\text{cross}(\pi)} \delta_{p(\pi)}|| A^{s(\pi)} ||$$

$$\leq \sum_{m=0}^{\infty} |q|^{\frac{m(m+1)}{2}} \sum_{|w|=m} \sum_{|v|=2m+1} |a_v| (2m+1)! A^{2m+1}$$

$$\leq \sum_{m=0}^{\infty} |q|^{\frac{m(m+1)}{2}} \sum_{|w|=m} \sum_{|v|=2m+1} \sqrt{w(q)}^{-3m-2} \sqrt{|m|_q!} (2m+1)! A^{2m+1}$$

$$= \sum_{m=0}^{\infty} |q|^{\frac{m(m+1)}{2}} \left( \frac{d}{\sqrt{w(q)}} \right)^{3m+2} \sqrt{|m|_q!} (2m+1)! A^{2m+1}$$

where we use $|D(2m+1)| \leq (2m+1)!$, since all partitions in $D(2m+1)$ have blocks of size either 1 or 2 and can thus be identified with permutations in the symmetric group of degree $2m+1$.

By the ratio test, this sum converges for any $A$ and thus this implies that the conjugate system is a $d$-tuple of noncommutative power series which are uniformly convergent with radius of convergence equal to $\infty$.

A free Gibbs potential (see Section 1.2 in [13]) for $q$-Gaussians is an operator $V \in W^*(A_1, \ldots, A_d)$ which satisfies $D_i V = \xi_i$ for all $i \in [d]$ where $D_i$'s are the cyclic derivatives defined by $D_i = m_{\text{flip}} \circ \partial_i$ ($m_{\text{flip}}$ is defined by $m_{\text{flip}}(a \otimes b) =$...
When we write the conjugate system as noncommutative power series \( \xi_i = \sum_{w \in \mathbb{d}^*} \alpha(w, i) A_w \), this potential \( V \) is formally given by (see the proof of Corollary 4.3 in [13])

\[
V = \frac{1}{2} N^{-1} \left( \sum_{i=1}^{d} A_i \xi_i + \xi_i A_i \right) = \sum_{i=1}^{d} \sum_{w \in \mathbb{d}^*} \alpha(w, i) \frac{2(1 + |w|)}{2(1 + |w|)} (A_i^w + A^w_i)
\]

where \( N \) is the number operator which maps \( A_w \) to \(|w| A_w \). Estimates as above tell us the uniform convergence of the noncommutative power series on the right hand side, yielding the existence of a free Gibbs potential.

**Proposition 6.2.** A free Gibbs potential exists for the \( q \)-Gaussians, for any \(-1 < q < 1\).
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