Identification of mine water inrush using laser-induced fluorescence spectroscopy combined with one-dimensional convolutional neural network
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The application of laser-induced fluorescence (LIF) combined with machine learning methods can make up for the shortcomings of traditional hydrochemical methods in the accurate and rapid identification of mine water inrush in coal mines. However, almost all of these methods require preprocessing such as principal component analysis (PCA) or drawing the spectral map as an essential step. Here, we provide our solution for the classification of mine water inrush, in which a one-dimensional convolutional neural network (1D CNN) is trained to automatically identify mine water inrush according to the LIF spectroscopy without the need for preprocessing. First, the architecture and parameters of the model were optimized and the 1D CNN model containing two convolutional blocks was determined to be the best model for the identification of mine water inrush. Then, we evaluated the performance of the 1D CNN model using the LIF spectral dataset of mine water inrush containing 540 training samples and 135 test samples, and we found that all 675 samples could be accurately identified. Finally, superior classification performance was demonstrated by comparing with a traditional machine learning algorithm (genetic algorithm-support vector machine) and a deep learning algorithm (two-dimensional convolutional neural network). The results show that LIF spectroscopy combined with 1D CNN can be used for the fast and accurate identification of mine water inrush without the need for complex pretreatments.

1. Introductions

There are five common types of disasters in coal mines: gas, water, fire, coal dust and roof; water disaster has now become the second largest disaster in coal mines. The coal mine site not only needs to provide the early warning of water inrush, but also needs to correctly identify the type of water source the first time after the occurrence of water inrush disaster. Only in this way can we take the most effective control measures against water inrush in a targeted manner. For the identification of water inrush in the coal mine, the traditional methods are mostly based on hydrochemistry, through which we obtain pH, ion concentration, conductivity and other parameters to establish the classification model of mine water inrush. However, hydrochemical methods have some limitations such as being time-consuming and requiring specialized instruments and skilled operators, which restrict their applications in online warning of mine water inrush. To overcome these shortcomings, great focus has been put on developing fast, online and reliable methods for the identification of mine water inrush.

In recent years, laser-induced fluorescence (LIF) technology has been applied to the identification of coal mine water inrush and combined with machine learning to achieve the rapid and accurate identification of water inrush. Yan et al. obtained the fluorescence spectra of water samples and then realized the accurate identification of five different types of mine water inrush by means of noise reduction pretreatment, principal component analysis (PCA) and soft independent modeling of class analogy (SIMCA). Wang et al. employed PCA to extract feature information and then used an extreme learning machine (ELM) algorithm to establish a multivariate classification learning model, which greatly reduced the learning time of the classification. However, these methods for water source identification need to go through numerous tedious treatments such as noise reduction pretreatment and dimensional reduction treatment. Recent research has shown that even for relatively simple problems, the majority of ‘reasonable’ preprocessing methods as well as their respective parameter settings may actually decrease the performance of the final model. With this in mind, Zhou et al. proposed a convolutional neural network (CNN) combined with LIF spectral images to construct an identification model for mine water inrush. This method uses the original spectral data to draw the spectral graph and then realizes the water source identification with the help of CNN, avoiding complex...
pretreatment methods. Nevertheless, there are some shortcomings in this method, that is, the spectral graph should be drawn before recognition and the original spectral data cannot be directly identified.

A one-dimensional convolutional neural network\textsuperscript{19,20} (1D CNN), an important branch of CNN, has many advantages of ordinary CNN (usually refers to two-dimensional CNN (2DCNN)). 1D CNN has a wide range of applications in structural damage detection,\textsuperscript{21} human activity recognition,\textsuperscript{22} and classification of electroencephalography (EEG).\textsuperscript{23,24} In particular, 1D CNN has many successful cases in the field of spectral analysis. Acquarelli et al.\textsuperscript{25} used 1D CNN to classify vibrational spectroscopic data and identify important spectral regions. Malek et al.\textsuperscript{26} proposed an alternative, 1D-CNN model obtained by particle swarm optimization (PSO) training for the regression analysis of the spectroscopic signal. Liu et al.\textsuperscript{27} described a unified solution for the identification of chemical species, in which a 1D CNN model was trained to identify substances according to their Raman spectroscopy without the need of preprocessing.

The aim of this research was to explore whether 1D CNN is suitable for the identification of LIF spectra in water inrush. In the following text, materials and methods are introduced first. The construction and optimization of the 1D CNN model are described next. A support vector machine\textsuperscript{28} (SVM) is a kind of traditional classification model with wide applications and good results; genetic algorithm\textsuperscript{29} (GA) is a common parameter optimization method of SVM. Then, the optimized 1D CNN model is compared with the genetic algorithm-support vector machine (GA-SVM) model and the 2D CNN model. At the same time, the performance of the model is compared according to the parameters of recognition rate, model complexity, training time, etc. Finally, the paper concludes with a summary of this study.

2. Materials and methods
2.1 Instrumentation

A schematic diagram of the experimental setup used for the LIF system is shown in Fig. 1; it mainly consists of a laser, a spectrometer and a computer system. The laser is a blue-violet semiconductor laser (Beijing Huayuan Tuoda Laser Technology Co., Ltd., Beijing, China) with the optical wavelength set at 405 nm and the maximum energy output of the laser is 150 mW. The laser is collimated by a focusing lens (focal distance 50 mm) and focused on the sample surface. The laser-induced plasma light signal is collected by using an optical fiber and is transmitted to the spectrometer (USB2000+; Ocean Optics Co., Largo, FL, USA) equipped with a 2048-pixel linear CCD array (Sony ILX511; Sony Corporation, Tokyo, Japan). The spectral range of the spectrometer is from 200 nm to 1100 nm.

In this experiment, the relevant parameters were optimized as follows: the energy of the laser was 120 mW, the spectral range of spectrometer was 340–1021 nm, and the integration time was 1 ms. For the purpose of avoiding the influence of background light and other human factors on the experimental results, the experiment was carried out in a dark room. Fluorescence spectral data for all samples were collected and recorded using Spectra Suite software on a computer.\textsuperscript{30}

2.2 Materials and samples

Considering that goaf water is the most harmful and most common source of water inrush, goaf water, sandstone water and their mixture were selected as the research object of this experiment. The experimental material was collected in the Huainan mining area of the Anhui Province on July 18, 2018. The goaf water and sandstone water were mixed in different volume ratios; 75 samples of each type were selected to form the following sample set:

1. Group A: single goaf water.
2. Group B: the mixture of goaf water and sandstone water has a volume ratio of 1:1.
3. Group C: the mixture of goaf water and sandstone water has a volume ratio of 3:1.
4. Group D: the mixture of goaf water and sandstone water has a volume ratio of 4:1.
5. Group E: the mixture of goaf water and sandstone water has a volume ratio of 1:1.
6. Group F: the mixture of goaf water and sandstone water has a volume ratio of 1:2.
7. Group G: the mixture of goaf water and sandstone water has a volume ratio of 1:3.
8. Group H: the mixture of goaf water and sandstone water has a volume ratio of 1:4.
9. Group I: single sandstone water.

All samples were kept from light and sealed to ensure that the experimental data were more realistic and reliable. Also, 60 samples per group were randomly selected and a total of 540 fluorescent spectral data were used as training sets. The remaining 25 samples for each group and a total of 135 fluorescent spectral data were used as the test sets.

2.3 1D CNN for LIF spectral data classification

1D CNN, as an important branch of CNN, usually includes convolutional layers, activation layers, and pooling layers. According to the literature,\textsuperscript{27,31} we designed two typical structures of 1D CNN, as shown in Fig. 2. In structure A, each convolutional block (Conv Block) contains a batch normalization\textsuperscript{12}
In the Conv Block, the 1D convolutional layer is used to express one dimensional and it contains the entire spectrum (input size \( \frac{s}{C_0} \)). The 1D convolutional layer can be expressed by:

\[
y' = f \left( b' + \sum_i k_i^{(*)} * x_i \right)
\]  

where \( x_i \) and \( y' \) denote the \( i \)th input map and the \( j \)th output map, respectively, \( k_i^{(*)} \) is a convolutional kernel between the maps \( i \) and \( j \), \( (\cdot)^{(*)} \) denotes vector convolution, and \( b' \) is the bias of the \( j \)th map.

BN is a technique for improving the performance and stability of neural networks, which can prevent gradient vanishing and over-fitting, as expressed by the following equation:

\[
\text{BN}(x_k) = \alpha \left( \frac{x_k - \mu_B}{\sqrt{\sigma_B^2 + \epsilon}} \right) + \beta
\]

Here, \( \epsilon \) is a random noise (for stability), \( \mu_B \) represents the mini-batch mean, \( \sigma \) is the mini-batch variance, \( \alpha \) represents a scale parameter, and \( \beta \) is a shift parameter. Both \( \alpha \) and \( \beta \) are trainable and updated in an epoch-wise manner.

Rectified linear units\(^{33} \) (ReLU) are used as a function of the activation layer that usually follows a convolutional layer or a fully connected layer. The ReLU can be described in eqn (3).

\[
f(x) = \max(0, wx + b)
\]

Here, \( x \) denotes the feature maps of the convolutional layer, \( w \) represents the weight factor, and \( b \) is the bias.

Max pooling is the most commonly used pooling strategy, which is mainly used to reduce the number of dimensions in the feature maps and network parameters. Both structure A and structure B use max pooling with the size of 4.

The upper layers of the CNN are fully connected by the dense layer, followed by the softmax layer. In the two structures of Fig. 1, two dense layers are used. The first dense layer has 18 outputs, and the second dense layer has the same number of outputs as the sample category (9). The softmax layer produces values in the range \([0, 1]\) as classification confidence scores. Classification loss is calculated by comparing the confidence scores and true labels of samples. The softmax function and loss function are expressed as follows:

\[
p_{mn} = \frac{e^{z_mn}}{\sum_{i=1}^{K} e^{z_mi}} \quad n = 1, 2, \cdots, K
\]

\[
\text{Loss} = -\sum_{m} \sum_{n} \text{label}_{mn} \log(p_{mn})
\]

Here, \( z \) denotes the input of softmax layer, \( m \) denotes a sample, \( n \) denotes a category and \( K \) denotes the total number of categories.

### 2.4 1D CNN training

Two typical structures of the 1D CNN model proposed above were initially developed on Keras (v 2.2.4), a lightweight library used to build and train deep-learning algorithms, with a TensorFlow (v 1.10.0) background. The models were built on a workstation with a GeForce RTX 2070 graphics processing unit (GPU) with 288 Tensor cores and 2304 GPU cores and 8 GB of GDDR6 memory in a Windows 10 environment.

The training of the 1D CNN was performed using the Adam algorithm, which is a variant of stochastic gradient descent, for 1000 epochs with learning rate equal to 0.001, \( \beta_1 = 0.9, \beta_2 = 0.99 \), and \( \epsilon = 1 \times 10^{-8} \). For optimization, during training and testing, the batch size was set to 128.

### 3. Results and discussion

#### 3.1 Original spectral data

The spectral data of water samples were obtained by the LIF system; the spectral curves of all samples are shown in Fig. 3. It can be seen from the graph that the single goaf water and the single sandstone water are recognizable. However, it becomes...
indistinguishable when the two kinds of water are mixed together. There is a slight overlap of mixed water samples; thus, it is necessary to classify and identify with the help of chemometrics.

3.2 Comparison of the two 1D CNN structures

To test the two 1D CNN structures proposed in Section 2.3, the 1D CNN model with a Conv Block is constructed based on Fig. 2, and the classification performances of CNN models with two structures on the LIF spectra of mine water inrush are compared. By changing the size of the convolution kernel (from 3 to 21), accuracy and loss of 1D CNN models with two structures were recorded over 10 tests. The average accuracy and loss of 1D CNN models with two structures were calculated, as shown in Fig. 4. With the increase in the convolution kernel size, the accuracy of both structures shows a decreasing trend, and their loss tends to increase. This shows that the smaller the convolution kernel size, the easier it is to extract the appropriate features, which is helpful to improve the accuracy of classification. As can be seen from Fig. 4(a), the accuracy of the 1D CNN model of structure B is higher than that of structure A under the same convolution kernel size, which indicates that the 1D CNN model of structure B is more suitable for the LIF spectral classification of mine water inrush. Based on Fig. 4(a) and (b), we can determine that the 1D CNN of structure B should be used to construct an LIF spectral classification model for mine water inrush, and the kernel size of all convolutional layers in the model is set to 3.

3.3 Optimization of the 1D CNN architecture

According to Fig. 2(b), 1D CNN models of different depths are constructed by concatenating different numbers of Conv Blocks. The model was trained and tested using LIF spectral data from mine water samples, and ten replicates were performed at each depth. The trainable parameters, training time, accuracy and loss were considered in the selection of the optimal 1D CNN model. The average results of the 10 trials are shown in Table 1. First, we compared the accuracy and found that the accuracy rate of the 1D CNN model with one or two Conv Blocks can reach a maximum of 100.00%. Then, comparing the loss of these two depth 1D CNN models, we found that the loss of the model that contains two Conv Blocks is smaller and the model is more stable. Next, we note that the number of trainable parameters of the 1D CNN model with two Conv Blocks is almost half that of the 1D CNN model with one Conv Block. In addition, as the model goes deeper, the training time gradually increases. Taking these indicators into account, the 1D CNN model with two Conv Blocks is more suitable for the classification of LIF spectroscopy data of mine water inrush.

3.4 Performance of the proposed 1D CNN model

With the above results, we obtained the architecture of the 1D CNN model for LIF spectral classification for mine water inrush. As shown in Fig. 5, we can see more details about the 1D CNN model. The optimal architecture is a 2 Conv Block 1D CNN model: (1) Conv Block 1 comprises 16 filters with a kernel size of 3, and Conv Block 2 comprises 32 filters with a kernel size of 3. (2) Each convolutional layer is followed by an ReLU activation layer and a max pooling layer with the size of 3.

Fig. 6 shows the changes in accuracy and loss under different epochs. The results show that as the number of epochs increases, the accuracy tends to increase, while the loss shows.
A decreasing trend. The accuracy and loss reached stable values after hundreds of epochs of learning when applied to the LIF spectroscopy of mine water inrush. The accuracy of both the training set and the test set was 100.00%, which indicated that the 1D CNN model can accurately identify 540 training set samples and 135 test set samples. In other words, the proposed 1D CNN model is feasible and effective for the classification of LIF spectroscopy data of mine water inrush.

3.5 Comparison with the traditional classification model

The performances of the GA-SVM model, PCA-GA-SVM model, and 1D CNN model are mainly compared here. Fig. 7 shows the accuracy of the three models under 10 trials. When the LIF spectroscopy data of mine water inrush are classified directly by using GA-SVM, the average recognition rate of all samples is 82.10%. On this basis, PCA is introduced to reduce the dimension of the original spectral data, and the average recognition rate increases to 98.77%. However, using the 1D CNN model for the classification of LIF spectroscopy data, the accuracy under all 10 trials is 100.00%. Compared with SVM models, the 1D CNN model has higher performance for LIF spectroscopy. At the same time, it can also be seen that SVM models have a certain dependence on the preprocessing of raw spectral data.

3.6 Comparison with 2D CNN model

The input to the 2D CNN model is an image; thus, the fluorescence spectral image is drawn using the data of wavelength and fluorescence intensity. Based on Fig. 2, a similar structure 2D CNN model was constructed with the convolution kernel size set to 3 × 3 and the max pooling size set to 2 × 2. We increased the number of Conv Blocks to increase the depth of the network.
while 10 repetitive tests were performed at different depths. Table 2 shows the average results of 10 repetitive trials. When using a 2D CNN model for recognition, it takes at least 3 Conv Blocks to achieve a 100.00% recognition rate. In other words, for the analysis of LIF spectroscopy of mine water inrush, the 2D CNN model needs a deeper network depth to achieve the recognition performance of the 1D CNN model. Comparing Tables 1 and 2, we can also find that the 2D CNN model has a longer training time and a larger number of trainable parameters at the same network depth. Therefore, the 1D CNN model is more suitable than the 2D CNN model for LIF spectral analysis of mine water inrush.

### 4. Conclusions

In this paper, we have proposed a 1D CNN model for the classification of mine water inrush from LIF spectroscopy, which not only exhibits outstanding performance, but also avoids the need for preprocessing raw spectral data. The 1D CNN model was designed with 1D convolution kernels, and various architectures were compared to identify the optimal architecture for the LIF spectral analysis of mine water inrush. The optimal architecture is a 1D CNN model with 2 Conv Blocks: Conv Block 1 contains 16 filters and Conv Block 2 contains 32 filters; the convolution kernel size of both Conv Blocks is 3. The 1D CNN model was trained and tested using the LIF spectroscopy of mine water inrush (goaf water, sandstone water, and their mixture), and all samples of training sets and test sets could be accurately identified. To validate the performance of the 1D CNN model, we compared it with the GA-SVM model and the 2D CNN model. Compared with SVM, we found that the 1D CNN model has higher accuracy, and using CNN to analyse LIF spectrum does not require preprocessing (such as PCA) of raw data. Compared to the 2D CNN model, the 1D CNN model has fewer Conv Blocks and less training time when achieving 100.00% recognition accuracy. In addition, the 1D CNN model can directly analyse the original spectral data, while 2D CNN needs to draw the spectral map based on spectral data before analysis. The present investigation considers the classification of mine water inrush from LIF spectroscopy using 1D CNN with 2 Conv Blocks. It will be interesting to extend the investigation to the identification by using a simpler architecture while considering designing a more versatile 1D CNN model that can be used for LIF spectroscopy of more substances.
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