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ABSTRACT This work describes the design of Proportional-Integral-Derivative(PID) controller for stable and unstable First Order Processes with Dead Time(FOPDT). PID controller is augmented with a higher order filter. The PID and the filter parameters are analytically derived using polynomial method. Higher order time delay approximation has been considered for improved accuracy. Maximum sensitivity(MS) based analytical tuning procedure is presented and concrete tuning guidelines are derived. The suggested technique is validated against delay dominant and nonlinear processes. In terms of the various performance indices, the suggested technique is compared to existing methodologies. The proposed method is tested on a real time process to verify the practical application.

INDEX TERMS Unstable process, dead time, PID, maximum sensitivity, Pade-2.

I. INTRODUCTION
Industrial process control is crucial and responsible for the quality of the final product, process safety etc. The effective control scheme can lead to significant improvements in various aspects of the process. The most extensively employed and accepted industrial regulator is PID controller. After the tuning guidelines that are proposed by Ziegler et al. [1], many researchers have supported to the development of various tuning techniques for various types of processes. In the chemical industry, unstable and integrating processes coexist with stable processes. Designing and tuning a PID controller takes more effort for unstable processes compared to stable processes. For unstable processes, several researchers have suggested ingenious conceptions [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21]. When a process associated with dead time (time delay), design and tuning becomes more intricate. Among the reported methods, there exists several multi-loop control techniques with or without smith predictor. Multi loop control structures offers advantage of dealing servo and regulatory responses independently. This feature enables for independent tuning of servo and regulatory responses. But, it is difficult to analyse multi-loop control structures and tuning also becomes cumbersome process.

The goal of this study is to provide a simple and effective control method for unstable and stable FOPDT. A few of the remarkable control strategies that are aimed to control the Unstable First order Process with Dead time (UFOPDT) are shortly covered here. For unstable processes, the Smith predictor in its pristine form is not felicitous. Paor [2] has developed a new variant of smith predictor based control strategy for unstable processes. This modified smith predictor has been amended by several of researchers since then [2], [3], [4], [7], [8], [9], [10], [11], [13], [15], and [16]. In addition to the modified Smith predictor control strategies, several authors [5], [6], and [21] have developed internal model control (IMC) based control techniques. The two degrees of freedom (2 DOF) control structure that has been developed by Ajmeri and Ali [18] can control the set point tracking and disturbance rejection responses independently. However, this approach is acceptable for the diminutive time delay to time constant ratios (θ/τ) only. Furthermore, it utilizes three controllers that leads to intricacy in achieving tuning rules.
A simple control structure for UFOPDT has been proposed by Begum et al. [19]. They have provided detailed tuning guidelines predicated on MS value. However, this technique is not intended for delay dominant processes. Wang et al. [21] have proposed an IMC-predicted simple conventional control technique. Although this method is simple in terms of structure and tuning, it performs poorly if the UFOPDT is delay dominant. Muro-Cuellar et al. [16] have proposed an observer-based control scheme for UFOPDT. This technique is a modification of the Smith predictor. Multiple controllers and control loops are used in this method, which has an intricate control structure. Moreover, depending on the value of (θ/τ), the control scheme surmises distinct structures. This approach is remarkable for its ability to effectively control delay dominated processes. Tan [15] has presented a control mechanism for UFOPDT. Even for delayed dominant processes, this structure can generate effective control performance. However, this system uses a massive number of controllers and control loops and is difficult to be tuned.

A good control structure is one that is simple in construction, easy to tune, and capable of controlling complex processes like delay dominated processes. The proposed work aims to develop a control method for UFOPDT that is both simple and effective. The highlights of the proposed work are:

- A conventional control structure with a set point filter is employed in the proposed method. To enhance the performance, PID controller is cascaded with a fourth-order filter.
- In order to derive controller parameters, higher order dead time approximation is used to achieve more accuracy.
- Analytically derived tuning rules are proposed with respect to the value of θ/τ.
- The proposed method is successfully verified on a real-time process.

The next sections delve more into the current project: The proposed control technique is discussed in Section 2, which also includes the controller architecture, description of set point filter, and tuning parameter. Section 3 comprises of comparison of the proposed method with existing methods. The real-time implementation of the suggested controller is discussed in Section 4, and the conclusion is presented in Section 5.

II. MATHEMATICAL ANALYSIS OF PROPOSED CONTROLLER

The method of deriving PID parameters is not unique. Several researchers have employed model-based techniques in deriving PID parameters ([5], [6], [14], [19], [20], [21], [22]). Optimization based derivation of PID parameters is also popular among the researchers ([23], [24], [25], [26]). The present method has employed a model-based technique i.e. polynomial technique to derive the unknown controller parameters. Figure 1 shows the proposed control structure which employs a conventional feedback structure with a set point filter. In Figure 1, r indicates set point, F is set point filter, G_c represents PID controller cascaded with fourth order filter, d is process input disturbance, G_p indicates process and y is process output. To reduce servo response overshoot and alter servo response speed, the set point filter is utilized. The generalised transfer function of UFOPDT is shown in Equation 1.

\[ G_p = \frac{ke^{-\theta \tau}}{(\tau s - 1)} \]  

where \( k, \theta, \tau \) represents gain of the process, dead time, process time constant respectively. Equations 2 and Equation 3 represent the servo and regulatory responses respectively.

\[ \frac{y}{r} = \frac{FG_cG_p}{1 + G_cG_p} \]  
\[ \frac{y}{d} = \frac{G_p}{1 + G_cG_p} \]

A. DESIGN OF CONTROLLER (G_c)

The current study considers a PID controller cascaded with fourth order filter as shown in Equation 4.

\[ G_c = \frac{q}{p} = \left( k_p + \frac{k_i}{s} + k_ds \right) \frac{(a_2s^2 + a_1s + 1)^2}{(b_2s^2 + b_1s + 1)(b_3s^2 + 1)^2} \]

where, \( q = (k_ds^2 + k_ps + k_i)(a_2s^2 + a_1s + 1)^2 \) \( p = s(b_2s^2 + b_1s + 1)(b_3s^2 + 1)^2 \)

As illustrated in Equation 5, the process without delay can be expressed as a ratio of two polynomials.

\[ G_p = \frac{ke^{-\theta \tau}}{(\tau s - 1)} = \frac{u}{v} e^{-\theta \tau} \]

where,

\[ u = k \]  
\[ v = \tau s - 1 \]

Equation 6 and Equation 7, as shown at the bottom of the page, represent servo and regulatory responses respectively which are derived by substituting Equations 4 and 5 into Equations 2 and 3.

When creating a control loop, stability of the closed loop is critical. The roots of characteristic equation (CE) shown

\[ \frac{y}{r} = \frac{F(k_ds^2 + k_ps + k_i)(a_2s^2 + a_1s + 1)^2ke^{-\theta \tau}}{(s(b_2s^2 + b_1s + 1)(b_3s^2 + 1)^2(\tau s - 1) + (k_ds^2 + k_ps + k_i)(a_2s^2 + a_1s + 1)^2ke^{-\theta \tau})} \]

\[ \frac{y}{d} = \frac{s(b_2s^2 + b_1s + 1)(b_3s^2 + 1)^2ke^{-\theta \tau}}{(s(b_2s^2 + b_1s + 1)(b_3s^2 + 1)^2(\tau s - 1)+ (k_ds^2 + k_ps + k_i)(a_2s^2 + a_1s + 1)^2ke^{-\theta \tau})} \]
in Equation 8 are key to describe the closed loop stability dynamics of the proposed control scheme.

\[ s(b_2s^2 + b_1s + 1)(b_3s + 1)^2(\tau s - 1) + (k_ds^2 + k_ps + k_i)(a_2s^2 + a_1s + 1)^{(k)e^{-\sigma t}} = 0 \]  

(8)

To obtain the unknown controller settings, it is customary to solve the CE in Equation 8 against a desired CE using a dead time approximation. A Taylor’s series approximation or a Pade’s approximation is used for dead time representation in many studies. Pade’s 1st order approximation of dead time is the most often employed method. However, in this study, a higher order approximation i.e. Pade’s shift (Pade-2) approximation is considered to obtain more precision. Equation 9 shows the formulation of Pade’s shift approximation.

\[ e^{-\sigma t} = \frac{(1 - (s\theta/2n) + \frac{1}{3}(s\theta/2n)^2)^n}{(1 + (s\theta/2n) + \frac{1}{3}(s\theta/2n)^2)^n} \]  

(9)

Equation 9 assumes Pade’s second order approximation when n=1. To improve accuracy, the authors have carried investigation considering n = 2.

\[ e^{-\sigma t} = \frac{(1 - (s\theta/4) + (s^2\theta^2/48))^2}{(1 + (s\theta/4) + (s^2\theta^2/48))^2} \]  

(10)

With the assumptions \( a_2 = \theta^2/48 \) and \( a_1 = \theta/4 \), Equation 10 is substituted in Equation 8, resulting a simplified CE as indicated in Equation 11.

\[ s(b_2s^2 + b_1s + 1)(b_3s + 1)^2(\tau s - 1) + (k_ds^2 + k_ps + k_i)k(1 - (\theta s/4) + (\theta^2 s^2/48))^2 = 0 \]  

(11)

Additional simplification leads to the CE as illustrated in Equation 12, as shown at the bottom of the page. The PID values are obtained by solving Equation 12 against a target CE. The authors initial assumption is to have the target CE as illustrated in Equation 13. This choice sets the location of the closed loop poles at \( s = -\frac{1}{\lambda} \). However, the authors have identified that this choice does not provide a effective

\[ c_6s^6 + c_5s^5 + c_4s^4 + c_3s^3 + c_2s^2 + c_1s + 1 = 0 \]  

(12a)

\[ c_6 = \frac{\tau b_2b_3^2 + \frac{kk\theta^4}{2304}}{kk_i} \]  

(12b)

\[ b_2(-b_3^2 + 2\tau b_3) - \left(\frac{kk\theta^3}{96}\right) + \left(\frac{kk\theta^4}{2304}\right) + \tau b_1b_3^2 \]  

(12c)

\[ c_5 = \frac{b_1(-b_3^2 + 2\tau b_3) + \tau b_3^2 - b_2(2b_3 - \tau) + \left(\frac{5kk\theta^2}{48}\right) + \left(\frac{kk\theta^4}{2304}\right) - \left(\frac{kk\theta^3}{96}\right)}{kk_i} \]  

(12d)

\[ c_4 = \frac{2\tau b_3 - b_2 + b_1(\tau - 2b_3) - b_3^2 + \left(\frac{5kk\theta^2}{48}\right) - \left(\frac{kk\theta^3}{2}\right) - \left(\frac{kk\theta^3}{96}\right)}{kk_i} \]  

(12e)

\[ c_3 = \frac{\tau - b_1 - b_3 + kk_d + \left(\frac{5kk\theta^2}{48}\right) - \left(\frac{kk\theta^3}{2}\right)}{kk_i} \]  

(12f)

\[ c_2 = \frac{kk_p - \left(\frac{kk\theta^3}{2}\right) - 1}{kk_i} \]  

(12g)
solution, especially for delay-dominated processes.

\[(\lambda s + 1)^6 = 0 \]  
\hspace{1cm} (13)

As a result, as indicated in Equation 14 and Equation 15, numerous options for desired CE are coined.

\[(\lambda s + 1)^2(a_2 s^2 + a_1 s + 1)^2 = 0 \]  
\hspace{1cm} (14)

\[(\lambda s + 1)^4(b_3 s + 1)^2 = 0 \]  
\hspace{1cm} (15)

The idea of having multiple pole locations in the target CE is to reduce the overshoot in response which is caused by the controller-inserted zeroes in the set point tracking or disturbance rejection responses. However, these tests likewise failed to generate a viable system that could provide a stable controller. The authors have, however, arrived at the desired CE polynomial that provides a reliable controller after several attempts. Equation 16 shows the proposed desired CE.

\[(\lambda s + 1)^3(a_2 s^2 + a_1 s + 1)(b_3 s + 1) = 0 \]  
\hspace{1cm} (16)

The chosen target CE can nullify the effect of few of the zeros in the servo and regulatory responses and locate the other poles at \( s = -1/\lambda \).

**B. SELECTION OF TUNING PARAMETER( \( \lambda \) )**

The suggested technique’s tuning rules are determined analytically predicated on maximum sensitivity (MS). Robust stability is measured by MS, and several researchers have successfully proposed tuning criteria using it ([14], [18], [19], [20], [21]). MS is the reciprocal of the shortest distance between the Nyquist curve of the loop transfer function and the critical point. The higher the value of MS, the faster will be the response, but at the expense of stronger stability, and vice versa. As a result, choosing MS involves a trade-off between response time and stability. A unique procedure is followed for both stable and unstable FOPDT. It is identified that, for a particular \( \theta/\tau \) ratio, to achieve a particular MS value, the tuning parameter \( \lambda \) is a function of \( \theta \). In other words, for two different processes with the same \( \theta/\tau \) ratio, at a particular MS value, the \( \lambda/\theta \) ratios of those two processes are equal [20]. Figure 2 depicts the MS profile for a normalised UFOPDT. From Figure 2, it is observed that the steepness of the plot is relatively less for lower \( \theta/\tau \) values. Because of less steepness, stability of the closed loop system is maintained and less affected by the parameter uncertainty. From figure 2, we can also find the acceptable \( \lambda \) range corresponding MS to alter the robustness. It is also established that as the value of \( \theta/\tau \) rises, the minimal MS that can be achieved rises as well. Table 1 shows the lowest possible minimum MS that can be achieved w.r.t \( \theta/\tau \). To alter the speed of response, a specific range of tuning parameters is always required. Table 2 shows different tuning ranges based on the \( \theta/\tau \) value. In the case of a \( \theta/\tau \) value larger than 1, it is recommended to keep to \( \lambda \), which corresponds to the lowest MS.

If the values of \( k \) and \( \tau \) in Equation 5 are negative, the process is FOPDT. Figure 3 shows the effect of the \( \theta/\tau \) ratio on minimum MS values for stable FOPDT. Table 3 shows relation between \( \lambda \) and minimum possible MS value w.r.t \( \theta/\tau \). Table 4 shows the range of MS and \( \lambda \) values that are possible for the given \( \theta/\tau \).
C. SET POINT FILTER

Researchers commonly employ a set point filter to alter the servo response. The controller introduced zeros may cause overshoot in the servo response. A set point filter, as shown in Equation 17, is proposed to suppress the overshoot in servo response.

\[
F = \frac{\gamma s + 1}{\left(\frac{k_p}{k_i} s^2 + \frac{k_i}{k_t} s + 1\right) \left(a_2 s^2 + a_1 s + 1\right)}
\]  

(17)

The suggested filter suppresses the effect of zeros introduced by the controller, and the servo response speed can be adjusted using the newly introduced tuning parameter \(\gamma\). However, because it is outside the closed loop, this tuning parameter has no effect on the stability of the closed loop system. As a result, when it comes to the closed loop stability, \(\gamma\) selection is a trivial process.

III. SIMULATION ANALYSIS

In this section, various subsisting control strategies are considered and compared to the suggested solution. Equations 18-21 provide a mathematical representation of a variety of widely used assessment parameters.

\[
\text{Integral Absolute Error}(IAE) = \int_{0}^{\infty} |e(\tau)| d\tau \tag{18}
\]

\[
\text{Integral Square Error}(ISE) = \int_{0}^{\infty} e^2(\tau) d\tau \tag{19}
\]

\[
\text{Integral Time Absolute Error}(ITAE) = \int_{0}^{\infty} \tau |e(\tau)| d\tau \tag{20}
\]
### TABLE 5. Controller settings of other methods.

| Process | Method | Controller parameters |
|---------|--------|-----------------------|
| \(\frac{1}{(s-1)^{0.5}}\) | G.Lloyds et.al [27] | \(K_c = 0.4377, T_i = 1.1725, K_p = 1.560, T_d = 0.25\) |
| \(\frac{1}{(s-1)^{1.2}}\) \(e^{-1.2s}\) | Tan W [15] | \(K_2 = \frac{0.2821x^2+0.1828s^2+0.7374s+1.135}{0.0055x^2+0.0512s^2+0.04532s+1}\) \(K_3 = \frac{s}{s+1}\) |
| \(\frac{6}{(s-1)^{1.5}}e^{-1.5s}\) | Kumar et.al [20] | \(K_p = 1.1343, K_i = 0.0158, K_d = 0.4519\) \(a_1 = 0.6, a_2 = 0.12, \lambda_s = 0.5\) \(f_R = \frac{0.17s^3+222.5s^2+17.9s^2+68.605s^2+158.8s^2+222.5s^2+174.8s^2+59.8s+1}{s^3+8s^2+14.2s^2+14.6s^2+6.24s+1}\) |
| Nonlinear process | Del Muro-Cuellar et.al [16] | \(K = 0.4841, T_i = 3.2021, \sigma = 0.35\) \(g_1 = 0.6, G_2 = 0.27, g_3 = 1.6\) |
| \(\frac{1}{(s+1)^{2}}\) \(e^{-2s}\) | Vijayan et.al [17] | \(K_p = 0.3147, K_i = 0.7983, K_d = 0.539\) \(T_1 = 10, K_p = 1.0665, T_i = 121.0663\) |
| Quanser DC servo motor | Zhao et al [22] | \(K_p = 0.00707, K_i = 0.0414\) |

**FIGURE 4.** Responses for Example 1 under no model mismatch condition.

Total Variation \(TV = \sum_{j=0}^{\infty} |u_{j+1} - u_j|\) (21)

where \(u_j\) represents the controller input to the process at \(j^{th}\) instant, and \(e\) denotes error. Control loops that are tuned for IAE respond with fewer oscillations. Large errors are rarely eliminated by control loops that are tuned for ISE. ITAE-optimized control loops result in more expeditious settling times relatively. To safeguard the final control element from wear and tear, it’s critical to ensure smooth fluctuations in the input to the process. TV is an estimation of the smoothness of the process input that should be taken into account. In order to calculate TV, the process input is sampled at 0.1s intervals.
Example 1:  
In this example, the UFOPDT indicated in Equation 22 is taken into consideration for evaluation. Raja and Ali [27], V. Vijayan et al. [17], Ajmeri and Ali [18] have analysed this process previously and Raja and Ali method [27] is proved to be superior than the other methods. 

\[ G_P = \frac{1}{s - \frac{0.5}{0.01}} e^{-0.5s} \]  \hspace{1cm} (22)

Table 5 shows the controller parameters for the method of Raja and Ali [27]. In the proposed approach, \( \gamma = 0.5 \) and
**FIGURE 6.** Responses for Example 2 under no model mismatch condition.

**FIGURE 7.** Responses for Example 2 under model mismatch condition.
### Table 7: Comparison matrix under no model mismatch condition.

| Method | Process | Settling Time (sec) | Rise time (sec) | OS - Overshoot | OS - Rise Time | OS - Undershoot |
|--------|---------|---------------------|-----------------|----------------|----------------|-----------------|
| Vibration Control [17] | Proposed | 1.63 | 1.8 | 1.49 | 1.41 | - |
| Vibration and Att. [18] | Proposed | 1.55 | 1.7 | 1.47 | 1.39 | - |
| Proposed | Nonlinear | 1.5 | 1.7 | 1.4 | 1.3 | - |
| Proposed | Process | 1.6 | 1.8 | 1.4 | 1.4 | - |
| Proposed | Method | 1.7 | 1.9 | 1.5 | 1.5 | - |

### Table 8: Comparison matrix under model mismatch condition.

| Method | Process | Settling Time (sec) | Rise time (sec) | OS - Overshoot | OS - Rise Time | OS - Undershoot |
|--------|---------|---------------------|-----------------|----------------|----------------|-----------------|
| Vibration Control [17] | Proposed | 1.8 | 2.0 | 1.6 | 1.5 | - |
| Vibration and Att. [18] | Proposed | 1.6 | 1.8 | 1.5 | 1.4 | - |
| Proposed | Nonlinear | 1.5 | 1.7 | 1.4 | 1.3 | - |
| Proposed | Process | 1.7 | 1.9 | 1.6 | 1.5 | - |
| Proposed | Method | 1.8 | 2.0 | 1.7 | 1.6 | - |

Note: The tables compare different control methods in terms of settling time, rise time, and overshoot, under both no model mismatch and model mismatch conditions.
\( \lambda = 0.54 \) are considered. Table 6 shows the calculated controller parameters. A step input of magnitude 1 is coerced at \( t = 0 \) sec and a perturbation of negative unit step is imposed at \( t = 15 \) sec. The suggested method performs marginally superior in case of settling time and TV in nominal servo response as shown in Figure 4 and the assessment reported in Table 7. In the case of regulatory response, the suggested method produces superior performance in IAE and settling time.

A +15% variation in \( k \) and \( \theta \) and -10% variation in \( \tau \) are coerced to verify the robust stability of the methods. For analysing the regulatory response, a negative unit disturbance is applied at \( t = 75 \) sec. The overall preponderance of the proposed strategy is evident from the response presented in Figure 5 and the comparison matrix shown in Table 8.

**Example 2:**

This example considers the delay dominant UFOPDT shown in Equation 23.

\[
G_p(s) = \frac{1}{s-1} e^{-1.2s}
\]

The proposed method is compared with the method proposed by Kumar et al. [20] and Tan [15] method. The method of Kumar et al. [20] has already been shown to be better than the methods proposed by Tan [15] and Tan et al. [6]. Kumar et al. [20] and Tan [15] suggested controllers settings are shown in Table 5. The suggested technique is implemented for \( \lambda = 1.26 \) and \( \gamma = 2 \) based on the data presented in Table 1 and discussion in Section 2.2. The obtained controller settings are listed in Table 6. For analysing the no model mismatch response, a unit step set point variation is coerced at \( t = 0 \) sec and a disturbance of 0.05 units is considered at \( t = 50 \) sec. Figure 6 depicts the perfect model response, while Table 7 depicts the performance analysis. In the overall comparison, it is clear that all strategies performed equally well in servo response. In regulatory condition, Proposed method and Tan [15] method gave superior performance compared to Kumar et al. [20] method. The proposed and Kumar et al. [20] methods have utilized a basic conventional control structure, whereas the Tan [15] method applied multiple controllers.

A perturbed (model mismatch) performance study is carried out for a +5% variation in \( k \), a -5% variation in \( \tau \), and a +5% variation in \( \theta \). Tan [15]'s approach is incapable of producing stable output, whereas the other methods despite having a simple control structure, are capable of producing stable output. Figure 7 depicts the graphical response, while Table 8 represents the detailed evaluation. It is evident that, the proposed method outperforms the other methods in terms of all the performance indices.

**Example 3:**

In this example, the delay dominant UFOPDT represented in Equation 24 is analysed.

\[
G_p(s) = \frac{6}{s-1} e^{-1.5s}
\]

The above process is previously studied by Muro-Cuellar et al. [16] and Rao et al. [13]. Del Muro-Cuellar et al. [16] method proved to be superior than other method. Table 5 shows the controller and its parameters for this method. The controller parameters are calculated using the proposed approach at \( \lambda = 2.75 \) and \( \gamma = 4 \). Table 6 shows the resulting controller settings. Figure 8 depicts the nominal response for a unit step as a set point at \( t = 0 \) sec and a perturbation of 0.003 units at \( t = 80 \) sec. In the case of servo response, it can be concluded from the response and analysis shown in Table 7 that the other technique performs superior than the proposed. However, in the instance of regulatory action, the suggested method is capable of producing similar performance.

To examine the robust performance, +2.5% variation in \( \theta \), -2.5% variation in \( \tau \) and +1.67% variation in \( k \) are used. By observing the response shown in Figure 9 and performance comparison presented in Table 8, it is clear that the proposed method performs better than the other technique. The opposite control method is delivering relatively high oscillations, settling times and large overshoot.

**Example 4:**

Control strategies developed for linear processes should be applied to a higher order or nonlinear processes in practicality. Nonlinear processes are linearized at an operational point in order to obtain a linear model. The present study considers a previously studied isothermal reactor [11], [18], [19]. Cholette’s model describing an isothermal chemical reactor with non-ideal mixing [28] is shown in Equation 25.

\[
\frac{dC_A}{dt} = \frac{F}{V}(C_{A0} - C_A) - \frac{k_1C_A}{(k_2C_A + 1)^2}
\]

where, \( C_{A0}, C_A \) represents input, output concentrations respectively. \( V \) is reactor volume and \( F \) is input flow rate. The different operating parameters considered previously by several authors [11], [20], and [18] are \( k_1 = 10 \) l/sec, \( k_2 = 10 \) l/mol, \( V = 1 \) l. This model is investigated at an operating point \( F = 0.0333 \) l/sec, \( C_{A0} = 3.288 \) mol/l, \( C_A = 1.316 \) mol/l. The measurement lag caused by the concentration transducer is assumed to be the source of a dead period of 20 seconds. The linearized model considered by [11], [20], and [18] is shown in Equation 26.

\[
\frac{C_A(s)}{C_{A0}(s)} = \frac{G_p(s)}{G_p(s)} = \frac{3.433e^{-20s}}{103.1s - 1}
\]

According to the data in Table 1, the value of \( \lambda \) is adjusted to 21 (\( \theta/\tau \) is nearer to 0.2), and the value of \( \gamma \) is tuned to 15. Tables 5 and 6 show the controller parameter settings for the methods of Ajmeri and Ali [18] and the proposed method, respectively. At \( t = 0 \) sec, the set point is varied from 1.316 mol/l to 5 mol/l. Disturbance is assumed to be a change in \( F \), which is changed from 0.0333 l/sec to 0.4 l/sec at \( t = 2000 \) sec. Figure 10 depicts the simulation results related to nominal conditions.

Robust performance is examined by taking into account a +30% variation in measurement lag, a -25% variation in \( k_1 \) and a +25% variation in \( k_2 \). Figure 11 depicts the perturbed response. The suggested method has an overall
superior performance, especially in case of disturbance rejection which is evident from the performance indices shown in Tables 7 and 8.

Example 5:

In this example, delay dominant FOPDT is considered (Equation 27).

\[
G_p(s) = \frac{1}{s + 1} e^{-2s}
\]  

(27)

Vijayan et al. [17], Zhang [12] have previously investigated the above process and the method of Vijayan et al. [17] has shown superior performance than other methods. Vijayan et al. [17] method's controller parameter settings are shown in Table 5. The proposed method’s controller parameters are obtained at \( \lambda \) is equal to 1.5 and \( \gamma \) is assumed to be 0.5. Table 6 shows the controller parameters of the proposed method. For the simulation study, a unit step input is applied at \( t = 0 \) sec to analyze servo response and a negative disturbance of magnitude 0.5 is applied at \( t = 50 \) sec to analyze the regulatory response. Figure 12 illustrates the nominal response. Table 7 shows a performance comparison between two controllers. According to the responses, the proposed method has less total variance (TV) in servo and regulatory conditions. The process with parametric uncertainty is considered when examining the robust performance. The parametric uncertainties are represented as a +10% change in \( k \) and \( \theta \), and a −10% variation in \( \tau \). Figure 13 depicts the perturbed condition’s response and Table 8 depicts the performance analysis of two control strategies. Table 8 shows that, under the perturbed condition, the proposed method outperforms the opposite method.

IV. REAL TIME IMPLEMENTATION

DC servo motors are widely used in industries for position and speed control applications. The proposed controller’s performance in a real-time scenario is evaluated using a Quanser DC servo motor test bench process (Figure 14). The motor is interfaced to the programming environments MATLAB and Simulink through data acquisition system (DAQ). The schematic diagram of Quanser Qube servo process is shown in Figure 15 and mechanical and electrical parameters are presented in Table 9. Equation 28 represents the estimation of the transfer function between voltage and speed using input and output data.

\[
G_p(s) = \frac{24.7523}{0.1708s + 1}
\]  

(28)

However, in order to validate the proposed method, a time delay is also included. The output is fed back to the controller after being passed through time delay. Equation 29 represents the resultant open loop transfer function.

\[
G_p(s) = \frac{24.7523}{0.1708s + 1} e^{-0.5s}
\]  

(29)

In a real-time scenario, the proposed method is compared with Zhao et al. [22] method. Table 6 lists the tuning parameters of the suggested method obtained at \( \lambda = 0.2 \). The controller settings of Zhao et al. [22] method are presented in Table 5. For a fair comparison, both methods are tuned at the same MS value of 1.6068. A set point of 50 rad/sec is applied at \( t = 0 \) sec and a unit negative magnitude is applied at \( t = 25 \) sec. The response under nominal condition is depicted in Figure 16 and performance matrix is represented in Table 10. From Table 10, it is clear that the proposed method performs better in terms of all performance indices both in servo and regulatory conditions. In servo response, the proposed method performs marginally better in terms of rise time but significantly better in terms of all other performance indices. In regulatory response, the proposed method performs marginally better in terms of rise time and overshoot, but significantly better in terms of all other performance indices.

In order to analyse the robustness of the proposed controller, a +20% perturbation is considered in \( \theta \). The performance curves of both methods are presented in Figure 17. The comparative analysis of both methods are presented in Table 10. The proposed method outperforms the other method in perturbed conditions also which is evident from Table 10. In servo response, the proposed method performs marginally better in terms of rise time but significantly better in terms of all other performance indices. In regulatory response, the proposed method performs marginally better in terms of rise time and overshoot, but significantly better in terms of all other performance indices.

In order to analyze the set point tracking capabilities of the proposed method, a time-varying set point profile is used. The set point value and the corresponding time at which it is enforced are presented in Equation 30.

\[
\text{Set point} = \begin{cases} 
20 \text{ rad/sec}, & t = 0 \text{ sec} \\
40 \text{ rad/sec}, & t = 10 \text{ sec} \\
30 \text{ rad/sec}, & t = 20 \text{ sec} \\
15 \text{ rad/sec}, & t = 30 \text{ sec} \\
20 \text{ rad/sec}, & t = 40 \text{ sec}
\end{cases}
\]  

(30)

The response of time varying set point profile is shown in Figure 18. From the performance curves in Figure 18, it is observed that the suggested control technique not only tracking setpoint changes but also provided a better response compared to the method of Zhao et al. [22].

In order to assess the disturbance rejection performance, multiple input disturbances are considered at different

| Parameter | Symbol | Value |
|-----------|--------|-------|
| Terminal Resistance | \( R_m \) | 8.4 Ω |
| Back emf constant of the motor | \( K_m \) | 0.042 V/(rad/s) |
| Rotor Inductance | \( L_m \) | 1.16mH |
| Torque Constant | \( k_T \) | 0.042N.m/A |
| Rotor Inertia | \( J_m \) | 4.0 \times 10^{-4} kgm² |
| Load disk | \( r_d \) | 0.0248m |
| Moment of inertia of load disk | \( J_d \) | - |
| Mass of load disk | \( m_d \) | 0.053 kg |
| Moment of inertia of hub | \( J_b \) | - |
**TABLE 10.** Performance measures of response of Quanser DC Servo motor.

| Process       | Method   | IAE  | ISE  | TV   | t_s  | O.S.(%) | t_e  | IAE  | ISE  | TV   | t_s  | O.S.(%) | t_e  |
|---------------|----------|------|------|------|------|---------|------|------|------|------|------|---------|------|
| 26.75s^2 + 0.5s + 1 | Proposed | 0.84 | 2.12 | 0.54 | 0.4 | 25.94   | 9.76 | 24.95 | 273.9 | 1.645 | 1.288 | -1.900 | 6.4  |
| Zhao et al. [22] | Proposed | 1.12 | 3.35 | 0.513 | 1.07 | 30.92   | 11.6 | 32.34 | 380.3 | 2.34  | 1.349 | -1.903 | 7.23 |

**Nominal condition**

| Process       | Method   | IAE  | ISE  | TV   | t_s  | O.S.(%) | t_e  | IAE  | ISE  | TV   | t_s  | O.S.(%) | t_e  |
|---------------|----------|------|------|------|------|---------|------|------|------|------|------|---------|------|
| 26.75s^2 + 0.5s + 1 | Proposed | 0.66 | 1.28 | 0.54 | 0.38 | 76.30   | 13.18| 28.8  | 218.4 | 1.733 | 1.127 | -1.725 | 6.9  |
| Zhao et al. [22] | Proposed | 1.67 | 3.82 | 0.54 | 1.07 | 30.66   | 15.53| 36.88 | 431.5 | 2.355 | 1.225 | -1.903 | 7.49 |

\( t_s \) – Rise time \( (sec) \), \( t_e \) – Settling Time \( (sec) \), O.S. – Overshoot (+: Overshoot, –: Undershoot)

**FIGURE 8.** Responses for Example 3 under no model mismatch condition.

**FIGURE 9.** Responses for Example 3 under model mismatch condition.
FIGURE 10. Responses for Example 4 under no model mismatch condition.

FIGURE 11. Responses for Example 4 under model mismatch condition.
FIGURE 12. Responses for Example 5 under no model mismatch condition.

FIGURE 13. Responses for Example 5 under model mismatch condition.

FIGURE 14. Quanser Qube servo plant.
FIGURE 15. Simplified diagram of Qube servo motor.

FIGURE 16. Speed response of Quanser DC servo motor under nominal condition.

FIGURE 17. Speed response of Quanser DC Servo motor under perturbed condition.

FIGURE 18. Setpoint tracking trajectory of Quanser DC Servo motor.
FIGURE 19. Disturbance rejection response of Quanser DC servo motor.

(a) $\theta = 0.7(MS=1.7085)$.

(b) $\theta = 0.9(MS=2.032)$

(c) $\theta = 1(MS=3.36)$

FIGURE 20. Speed response at different time delays of Quanser DC servo motor.
instances of time as presented in Equation 31. For this analysis set point is considered as 50 rad/sec. For this analysis, both the methods are tuned for same MS and compared. From Figure 20, it is clear that as the time delay increases, Zhao \( et al. \)\[22\] method's performance declines while the proposed method is able to perform well. Zhao \( et al. \)\[22\] method performs well for lower time delay values but as the time delay increases the performance decline relatively. Overall, the proposed method is able to deliver better performance in terms of speed and robustness when compared to the opposite method.

\[\text{Disturbance}(d) = \begin{cases} 
-0.5 \text{ units}, & at \ t = 20 \text{ sec} \\
0.5 \text{ units}, & at \ t = 40 \text{ sec} \\
-1 \text{ units}, & at \ t = 60 \text{ sec} \\
1 \text{ units}, & at \ t = 80 \text{ sec}
\end{cases} \] (31)

The disturbance rejection case response of both methods is depicted in Figure 19. From Figure 19, it is observed that the proposed method gave a superior response.

For further critical analysis, both the methods are tested for different time delays and the response is presented in Figure 20. At a particular time delay both the methods are tuned for same MS and compared. From Figure 20, it is clear that as the time delay increases, Zhao \( et al. \)\[22\] method's performance declines while the proposed method is able to perform well. Zhao \( et al. \)\[22\] method performs well for lower time delay values but as the time delay increases the performance decline relatively. Overall, the proposed method is able to deliver better performance in terms of speed and robustness when compared to the opposite method.

V. CONCLUSION
A novel control strategy is proposed for stable and unstable FOPDT. The controller parameters are derived using the polynomial method. Higher order dead time approximation and higher-order filter are employed for more accuracy which has thus resulted in improved performance characteristics. Tuning guidelines are developed predicated on the loop transfer function’s maximum sensitivity. The proposed method engenders superior response characteristics than subsisting control techniques in the literature. The proposed control technique is capable of achieving efficacious control over delay-dominant processes. To address applicability to non-linear processes, the proposed method is verified for a nonlinear chemical reactor. The proposed control strategy is also tested in real-time for regulating the speed of the DC servo motor. In future work, the authors would like to extend the proposed work for stable and unstable higher-order processes with time delay and inverse response processes. Also, the authors would like to extend the present work for multi-loop control structures, fractional order filters, etc.
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