Drawing Phase Diagrams of Random Quantum Systems by Deep Learning the Wave Functions
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Applications of neural networks to condensed matter physics are becoming popular and beginning to be well accepted. Obtaining and representing the ground and excited state wave functions are examples of such applications. Another application is analyzing the wave functions and determining their quantum phases. Here, we review the recent progress of using the multilayer convolutional neural network, so-called deep learning, to determine the quantum phases in random electron systems. After training the neural network by the supervised learning of wave functions in restricted parameter regions in known phases, the neural networks can determine the phases of the wave functions in wide parameter regions in unknown phases; hence, the phase diagrams are obtained. We demonstrate the validity and generality of this method by drawing the phase diagrams of two- and higher dimensional Anderson metal-insulator transitions and quantum percolations as well as disordered topological systems such as three-dimensional topological insulators and Weyl semimetals. Both real-space and Fourier space wave functions are analyzed. The advantages and disadvantages over conventional methods are discussed.

1. Introduction

More than seven decades have passed since McCulloch and Pitts studied artificial neurons.1) Using artificial neurons, Rosenblatt proposed a layered neural network called the perceptron,2) which consists of input and output layers together with intermediate layers. The connections between layers, called weight parameters, can be changed to reproduce the correct input–output relations. This process of tuning the parameters is essentially “machine learning.” The idea of the multilayer perceptron3) is simple and can be applied to solve many problems, but it is only in the last decade that our computers have become powerful enough to solve complicated problems via large-scale multilayer neural networks, called deep learning.4–7)
Computational physics has successfully solved many problems in solid-state physics, and it is natural to use machine learning, including deep learning, to tackle complicated problems. In fact, in the last few years, there has been growing interest in applying machine learning to condensed matter physics. Machine learning is used to obtain and represent ground- and excited-states wave functions, even the states in open systems, to improve Monte Carlo simulations, to construct effective potential/Hamiltonian, and to accelerate density functional calculation, as well as to analyze experimental data such as X-ray patterns, photoemission, microscope images, and snapshots of momentum-space density images of cold atom systems. It can be used to efficiently predict material properties such as the energy landscape, crystal symmetry, lowest energy level, magnetic properties, and critical temperatures, which can be used for material design in material informatics. The method is also used for predicting light propagation in photonic crystals without solving the Maxwell equations, which will lead to efficient photonic device design.

One of the important applications of machine learning is to extract features from data, and in fact, unsupervised trainings of spin and hard sphere systems have identified different phases of matter. The features of states, however, are often very complicated in the case of disordered and correlated electron systems. Applications of neural networks obtained by supervised training, which has proved to be very powerful in image recognition, are therefore expected to work well for this purpose. Thermal phase transitions of spin systems such as Ising and XY models as well as quantum phase transitions of frustrated spin systems have been detected successfully. Critical exponents of the Ising model as well as the classical percolation transition are also estimated by machine learning. Novel magnetic configurations such as the skyrmion are recognized using neural networks. The thermal magnetic phase transition of interacting electron systems such as three-dimensional (3D) Hubbard models is analyzed using neural networks, and the quantum phase transition of the Hubbard model is detected via the convolutional neural network (CNN). Quantum loop topography is used for studying the quantum phase transition of spin liquids as well as the superconductivity in the Hubbard model.

Quantum phase transitions in random electron systems are also interesting to study. Random electron systems show the Anderson-type metal–insulator transition, (so-called Anderson transition, also called delocalization–localization transition), quantum percolation transition, topological–nontopological transitions, and semimetal–insulator and semimetal–metal transitions. The wave functions of the ran-
dom/interacting quantum system are difficult to analyze owing to the large fluctuations of the wave functions, but a trained CNN has been shown to detect quantum phase transitions. It can detect topological states in one-dimensional (1D) systems, two-dimensional (2D) Anderson transition and topological transitions such as the band–to–Chern insulator transition, 2D topological superconductor transition, higher order topological insulators, 3D Anderson and quantum percolation transitions, as well as 3D topological phase transitions such as topological insulators and Weyl semimetals. Quantum chaos is related to a random electron system, which is also studied using neural networks.

The interplay of randomness and interaction is attracting renewed interest from the viewpoint of many-body localization where the hypothesis of “eigenstate thermalization” no longer applies, and the machine learning is again shown to be powerful in recognizing whether the phase thermalizes.

In this paper, we review the application of the CNN to draw phase diagrams in random quantum systems. In the next section, we explain the methods, followed by a section on models and results, where the Anderson metal–insulator transitions and quantum percolation transitions in various dimensions, as well as the 3D topological insulator and Weyl semimetal transitions, are discussed. The last section is devoted to summary and concluding remarks.

Providing an exhaustive overview of the extensive literature on machine learning would be an exacting task, so here we focus on drawing the phase diagrams of quantum phase transitions in random systems. We do not pretend to give an exhaustive overview, and apologize that many aspects of the machine learning approaches in condensed matter physics will not be covered.

2. Methods

To draw the phase diagrams, we use the CNN consisting of three types of layers: convolutional layers, pooling layers, and fully connected layers. The basic structure of the CNN is illustrated in Fig. 1. This type of CNN has proved to be very powerful for image recognition. A famous example is LeNet. Given the input to the first layer, the output of one layer propagates to the input of the next layer, and finally, the output of the last layer is obtained. The CNN is therefore a type of feedforward network. The detailed process of the CNN is as follows.

We consider the electron density $|\psi(\mathbf{x}_i)|^2$ at $\mathbf{x}_i$ (site index $i$) as input $u^{(0)}_i$. In the first convolutional layer, cells with a certain size are cut out from the input $u^{(0)}$ (see the small cube
inside “Input: Wave Function” in Fig. 1) and transformed by

\[ u_{jk}^{(1)\prime} = W_k^{(1)} \cdot u_j^{(0)} + b_k^{(1)}, \]  

(1)

where \( u_j^{(0)} \) denotes the component of \( u_j^{(0)} \) in the \( j \)th cell, which is originally a tensor of rank-\( d \) (\( d \) being the dimensionality of the system) but arranged one-dimensionally, and \( W_k^{(1)} \) and \( b_k^{(1)} \) are the weight parameter of channel \( k (1 \leq k \leq C_1) \) and the bias parameter for channel \( k \), respectively. The weight parameter \( W_k^{(1)} \) has the same dimension as \( u_j^{(0)} \) and does not depend on the position \( j \) at which the cell is cut out. During the training of the CNN, \( W \) and \( b \) are optimized to reproduce the input (eigenfunction)–output (material phase) relations. The convolution process corresponds to extracting the local features of the input data. We stride the position to cut out the cell and obtain the output \( u_{jk}^{(1)\prime} \) so that we obtain \( C_1 \) images from an input image. We then apply the rectified linear unit (ReLU) to the output,

\[ u_{jk}^{(1)} = \max(0, u_{jk}^{(1)\prime}), \]  

(2)

to obtain \( u_{jk}^{(1)} \), where \( \max(0, x) \) acts as an activation function expressing the firing of neurons.

Note that the size of the cell, the stride value, and the numbers of channels are hyperparameters that cannot be optimized by training, and need to be chosen appropriately a priori. In general, the selection of hyperparameters has an effect on learning accuracy in the training.

In the second and subsequent convolutional layers, the convolution process is performed over all channels. Then the transformation from the \((n - 1)\)th layer to the \(n\)th layer with
channel $k$ ($1 \leq k \leq C_n$) is described as

$$u^{(n)}_{j,k} = \sum_{m=1}^{C_{n-1}} W^{(n)}_{m,k} \cdot u^{(n-1)}_{j,m} + b^{(n)}_k,$$  

(3)

where $C_n$ and $C_{n-1}$ denote the total number of channels in the $n$th and $(n-1)$th layers, respectively. As with the first convolutional layer, we apply the ReLU to the output as an activation function, $u^{(n)}_{j,k} = \max(0, u^{(n)}_{j,k})$.

In the pooling layer, located mainly after the convolutional layer, the maximum value in the cell is chosen,

$$u^{(n+1)}_{j,k} = \max(u^{(n)}_{i,k} | i \in j \text{th cell}).$$  

(4)

The number of channels is the same before and after the layer, since the sum over channels is not taken. The pooling process corresponds to removing noise and is useful for reducing the dimension of the input data.

In the fully connected layer, located mainly before the final output of the CNN, the multi-dimensional vector output from the convolutional layer or the pooling layer is flattened to the 1D vector $u$. Then, it is transformed by

$$u'_{q} = \max\left(0, W_q \cdot u + b_q\right),$$  

(5)

$$u''_{r} = \sum_q W_{q,r} u'_q + b'_r,$$  

(6)

where $q$ denotes the component of the vector $u'$ and $r$ denotes the index of each material phase. (We consider the fully connected layer consisting of two layers such as LeNet, but in a simple case, it is realized in one layer, $u''_{r} = W_r \cdot u + b_r$.) In the case of the Anderson model, $r = 0$ and 1 correspond to the localized and delocalized phases, respectively.

In the final stage, we apply the softmax function to the last output $u''_{r}$,

$$u^{(\text{out})}_{r} = \frac{\exp u''_{r}}{\sum_{r'} \exp u''_{r'}},$$  

(7)

and obtain the final output $u^{(\text{out})}_{r}$, which represents the “confidence” or “probability” $P_r$ that the eigenfunction belongs to the phase of index $r$.

To obtain a meaningful final output $u^{(\text{out})}_{r}$, it is necessary to optimize $W$ and $b$ in each layer. In classification problems such as quantum phase determination, it is appropriate to update these parameters to minimize the cross entropy,

$$S = - \sum_{r,i} P'_{r,i} \log P_{r,i},$$  

(8)

closely related to the maximum likelihood estimation, where $P'_{r,i}$ is a desired output value.
paired with the input data $i$, i.e., the correct phase to which the eigenfunction $i$ belongs. Various methods for efficiently minimizing $S$ have been proposed\(^7\) such as AdaGrad, RMSProp, AdaDelta, and Adam. The gradient calculation required for these methods is performed by back propagation,\(^{257,258}\) the application of the chain rule to the neural network, to avoid massive numerical differentiations that require high computational costs.

To train the neural network, we have to prepare the correctly labeled eigenfunctions (training set), so that $W$ and $b$ are optimized automatically, and the CNN captures the features of the eigenfunctions. Once the CNN is trained, it is expected to determine the correct phase to which the unlabeled eigenfunctions belong. To confirm the performance of the CNN, we regard 10% of the training set as the validation test set and train the CNN with the remaining 90%. We feed the input from the validation test set to the CNN and see whether it correctly reproduces the label of the input, i.e., the material phase. In the following results, we have confirmed that the validation accuracy is over 97%. A high validation accuracy indicates that the CNN sufficiently captures the features of the eigenfunctions from the training set and is expected to correctly judge unknown inputs as well.

For the numerical simulation, we consider the lattice model and diagonalize the Hamiltonian with various parameters. Disorder in the Hamiltonian is generated from random numbers by the Mersenne Twister algorithm.\(^{259}\) When a limited range of energy is needed, mainly for the training set, we use the sparse matrix diagonalization algorithm Intel MKL/FEAST.\(^{260}\) When all the eigenenergies and eigenvectors are needed, we use the standard linear algebra package LAPACK.\(^{261}\) In most of the cases, we use real-space wave functions as the input, but in some cases, we use Fourier-transformed wave functions obtained through discrete Fourier transformation from real-space ones.

Depending on the phases, the wave functions show specific features. Examples of wave functions in various material phases are shown in Sect. A.1.

We construct 2D and 3D CNNs using Keras\(^{262}\) as the frontend and TensorFlow\(^{263}\) as the backend, whereas only TensorFlow is used for a 4D CNN. To construct 4D convolutional and pooling layers, which are not prepared as a function in TensorFlow, we simply repeat the 3D convolutional and pooling layers so that they are equivalent to 4D layers. The detailed network hyperparameters of our CNN are shown in Sect. A.2.


3. Models and Results

We train and use the CNN to analyze the eigenfunctions obtained by diagonalizing the tight-binding Hamiltonian on a hypercubic lattice,

\[ H = \sum_x c_x^\dagger v_x c_x - \sum_{\langle x, x' \rangle} c_x^\dagger V_{x,x'} c_{x'}, \]

where \( x \) indicates the position in a \( d \)-dimensional space, \( c_x^\dagger (c_x) \) the creation (annihilation) operator at site \( x \), and \( V_{x,x'} \) the transfer between sites \( x \) and \( x' \) with \( \langle x, x' \rangle \) restricting the transfer only between the nearest neighbors. \( v_x \) is the random potential at site \( x \). In the following, we consider square (2D), cubic (3D) and four dimensional (4D) hypercubic lattices. When we include spin and orbital degrees of freedom, \( c_x \) becomes a vector and \( V_{x,x'} \) a matrix.

The universality class of the random electron system\(^{264-270}\) is determined by the basic symmetries of the Hamiltonian, such as time-reversal symmetry (TRS) and spin-rotation symmetry (SRS). Systems with broken TRS belong to the unitary class. Systems with both TRS and SRS belong to the orthogonal class, whereas those with TRS but broken SRS belong to the symplectic class. In our model, we change the universality class by modifying the transfer \( V_{x,x'} \). In the absence of a magnetic field and spin–orbit interaction, we take \( V_{x,x'} = 1 \), and the system belongs to the orthogonal class. The choice \( V_{x,x'} = \exp(i\theta_{x,x'}) \) describes the presence of a magnetic field, which breaks TRS; hence, the systems belong to the unitary class. To discuss the effect of spin-orbit interaction, \( V_{x,x'} \) is set to SU(2) matrices\(^{271-274}\) with the site potential \( v_x \) independent of spin. In this case, TRS is preserved but SRS is broken; hence, the systems belong to the symplectic class.

Similar tight-binding models are used to discuss topological materials: in the case of the 3D topological insulator, \( V_{x,x'} \) is set to be proportional to Dirac gamma matrices\(^{275}\) whereas in the case of the 3D Weyl semimetal, \( V_{x,x'} \) is set to be proportional to Pauli matrices\(^{222,276}\). See Eqs. (15) and (21).

In the case of quantum percolation, we set the nearest neighbors to be connected randomly, i.e., \( V_{x,x'} \) is finite or 0 randomly. In this paper, we consider the site percolation problem, where the sites are occupied randomly with probability \( p \), and they are connected only when both of the nearest-neighbor sites are occupied. The connected sites form clusters, and when \( p \geq p_c \), a cluster that connects one side of the system to the other appears. This \( p_c \) is called the classical percolation threshold. For \( p < p_c \), all the clusters are isolated, and the wave functions on them cannot extend over the whole system. Thus, the system is always an insulator. The metal phase, however, does not necessarily appear for \( p \geq p_c \), because the
wave functions on a cluster may remain localized even if the cluster is extended all over the system. The condition \( p > p_c \) is, therefore, a necessary but not sufficient condition. Only when \( p \geq p_q \geq p_c \) does the current flow, where \( p_q \) is the quantum percolation threshold. See Fig. 2, where cases of 2D site percolation, the percolation threshold \( p_c \) of which is 0.5927 \( \cdots \), are shown. Note that all the states are localized in two dimensions\(^\text{277)}\) except for the symplectic class. We therefore assumed SU(2) transfer [see Eq. (13)] to observe the localization–delocalization transition in the case of the quantum percolation problem [Figs. 2(d)–2(f)].

![Fig. 2.](image)

**Fig. 2.** (Color online) Schematic of 2D site percolation problem, where black cells indicate occupied sites. (a) For the site occupation probability \( p_s = 0.38 < p_c = 0.5927 \cdots \), even the largest cluster does not extend over the system. (b) Once the probability is above \( p_c \), for example, \( p_s = 0.62 > p_c \), a cluster connecting one edge to the opposite edge is formed. (c) Well above the percolation threshold, \( p_s = 0.81 > p_c \), most of the sites belong to the largest cluster. (d)–(f) Examples of the wave function formed on the cluster. Even if the cluster extends all over the system, the wave functions remains localized (e). The wave functions begin to be extended only when \( p_s \) is well above \( p_c \) (f).

In the following subsections, we draw various phase diagrams for many types of disordered system using the CNN.
3.1 3D Anderson model and quantum percolation

We first consider a 3D Anderson model of localization, \(^{211})

\[
H = \sum_x v_x c_x^\dagger c_x - \sum_{(x,x')} c_{x'}^\dagger c_{x'},
\]

(10)

where \(v_x\) is randomly and uniformly distributed in the range \([-W/2, W/2]\), with \(W\) the disorder strength. Conventional notations use “\(W\)” for the weight parameters and the strength of disorder. In this paper, we follow this convention, but to avoid confusion, the weight parameters are written as vectors or with indices such as in Eqs. (1), (3), and (6), whereas the disorder strength is written as a scalar.

At energy \(E = 0\), i.e., at the center of the band, the wave functions are delocalized when \(W < W_c\) and the system is a metal. For \(W > W_c\), the wave functions are exponentially localized and the system is an Anderson insulator (AI). Here, the critical disorder \(W_c\) is estimated to be \(16.54 \pm 0.01\) by the finite size scaling analysis of the Lyapunov exponent calculated by the transfer matrix method.\(^{278,279}\)

**3D quantum percolation model.**— We next consider the 3D quantum site percolation model described by the following Hamiltonian,\(^{280-283}\)

\[
H = -\sum_{(x,x')} V_{x,x'} c_x^\dagger c_{x'},
\]

(11)

where the transfer \(V_{x,x'}\) is defined as

\[
V_{x,x'} = \begin{cases} 
1 & \text{for connected bond}, \\
0 & \text{for disconnected bond}.
\end{cases}
\]

(12)

We take the energy unit to be the absolute value of the transfer energy between connected bonds. In the present case of site percolation, each site is filled with a probability \(p_s\), and a bond is connected only when both of the nearest-neighbor sites are filled. For each realization of site percolations, we identify the maximally connected cluster and analyze the states on this maximally connected cluster.

According to the study of quantum percolation,\(^{283,284}\) the strongly localized states, so-called molecular states, exist at some energies, such as \(E = 0, \pm 1, \pm \sqrt{2}, \pm \sqrt{3}\). These states are peculiar to the quantum percolation model and are degenerate, resulting in the strong peaks in the density of states. Owing to the degeneracy, any linear combination is possible, which may result in a difficulty of judging the delocalized/localized phases. We therefore assume a weak site random potential on the order of \(10^{-3}\), namely, we add \(\sum_x v_x c_x^\dagger c_x\) to the Hamiltonian with \(v_x \in [-10^{-3}/2, 10^{-3}/2]\) and lift the degeneracy.
In both Anderson and quantum percolation models, we consider a $40 \times 40 \times 40$ simple cubic lattice and impose a periodic boundary condition. The maximum modulus of the eigenfunction is shifted to the center of the system to improve the accuracy of the machine learning.

For training the neural network, we vary $W$ in the Anderson model in the range $W \in [14, 16]$, where $W < W_c = 16.54 \pm 0.01$ (metal phase where the wave function is delocalized), and for each $W$, we diagonalize the Hamiltonian via sparse matrix diagonalization and obtain the eigenfunction closest to the band center, $E = 0$. We choose 4,000 different $W$ to prepare 4,000 eigenfunctions and label them “delocalized.” We then change the range of $W$ to $W \in [17, 19]$ (insulating phase where the wave function is localized), prepare 4,000 eigenfunctions, and label them “localized.” We then set $u_i^{(0)} = |\psi(x_i)|^2$ and feed these to the 3D CNN and train the neural network so that it recognizes the localized and delocalized states with high accuracy, typically > 99%.

**Result for Anderson model.**– In Fig. 3(a), we show the probability that the states are localized at $E = 0$, $E$ being the Fermi energy. The test data is 100 eigenfunctions with various $W$, and the average over five samples is taken as in Fig. 1 of Ref.232) From this figure, the phase transition from a delocalized to a localized phase has been confirmed around $W_c$, from which we confirm that the CNN correctly detected the Anderson transition.

We then prepare eigenfunctions throughout the energy spectrum with varying $W$, and let the machine (CNN) determine the phase. In Fig. 3(b), we plot $0 \times P_{\text{loc}} + 1 \times P_{\text{deloc}} = P_{\text{deloc}}$ as a heat map. The sharp change in color from red to blue indicates that the CNN correctly identified the metal–insulator transition. This rapid change in color indicates the phase boundary, which is in good agreement with the previous results.285–287)

Near the band edges, even for small $W \approx 0.5W_c$, the machine judged that the eigenstates are localized. These states near the band edges are localized because of potential localization with little quantum interference. We note that the CNN has been trained only with the eigenfunctions around $E = 0$, where the localization is caused by quantum interference due to multiple scatterings, not by potential localization.

**Application to quantum percolation.**– Now, we apply the CNN trained for the Anderson model at the band center (green arrows in Fig. 3(b)) to obtain the phase diagrams of the 3D quantum percolation. Owing to the random connection between the sites, the transfer matrix method is not applicable [see Eq. (A-2)]. In addition, the density of states is spiky for quantum percolation. Drawing the phase diagram, therefore, is more difficult than in the case of the Anderson model.
Fig. 3. (Color online) (a) Probability $P$ that the eigenstates are localized/delocalized obtained by the trained CNN at $E = 0$. (b) Color plot, a type of “heat map”, of $P_{\text{deloc}}$ in $W$ vs $E$ plane. In (a), the dotted line is $P$ for “localized” and the solid line $P$ for “delocalized.” The two dashed lines are guides for the eyes and indicate $P = 0.5$ and $W = W_c$. The eigenstates are prepared independently of the training set. The green arrows in (b) indicate the regions where the CNN is trained, whereas the white dashed line and crosses indicate the phase boundary estimated by other methods.\(^{286, 287}\) Note the appearance of the localized phase near the band edges for small $W$, which is correctly captured by the CNN. Taken from Ref.\(^{231}\)

Figure 4 shows the phase diagrams of the 3D site-type quantum percolation model. The horizontal axis is the eigenenergy, and the vertical axis is the probability of site occupation, $p_s$. The green dashed line indicates the classical percolation threshold, $p_s^{\text{classical}} \approx 0.312$, above which the sites percolate.\(^{288, 289}\) We see that the quantum percolation transition occurs well above 0.312, which means that even if the sites percolate, the wave function on the sites remains localized. The quantum percolation threshold $p_q$ depends on the energy nonmonotonically. We emphasize that the CNN used to draw this phase diagram is trained in a small region of the phase diagram, indicated by the green arrows in Fig. 3(b), with no additional training for quantum percolation.

3.2 Generalization capability

As we have seen above, once the CNN is trained in small regions of the phase diagram, it can determine the phase outside the training region [Fig. 3(b)] as well as the phase of a different model such as the quantum percolation model (Fig. 4). Thus, we have demonstrated the generalization capability of the CNN.

We can further test the generalization capability by changing the site potential of the Anderson model from the random box distribution, whose probability distribution is $P(v_x) = \frac{1}{W} \Theta \left( \frac{W}{2} - |v_x| \right)$, to Gaussian and Cauchy distributions, $P(v_x) = \frac{1}{\sqrt{2\pi W^2}} \exp \left( -\frac{v_x^2}{W^2} \right)$ and $P(v_x) =$
Fig. 4. (Color online) Phase diagrams for site-type quantum percolation drawn by CNN trained using the Anderson model with box-type site random potential. The white dashed line is from the estimates by Ref.,\textsuperscript{285} whereas the green horizontal dashed line indicates the classical percolation threshold. Taken from Ref.\textsuperscript{231}.

\[ W = \frac{1}{y(2 + W^2)} \], respectively. See Fig. 5. From Figs. 3(b) and 5(a), we note that near the band edges, if we fix \( E \) as, say, 6.5, and increase \( W \), the insulator–metal–insulator transition occurs for the cases of box and Gaussian distributions, which is known as reentrant behavior of the Anderson transition.\textsuperscript{285} Such reentrant behavior does not show up in the case of the Cauchy distribution [Fig. 5(b)].
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Fig. 5. (Color online) Same as Fig. 3(b), but with site potential distributions Gaussian (a) and Cauchy (b). These phase diagrams are drawn using the CNN trained with the Anderson model with a box-type site potential distribution. The vertical axes are scaled by (a) \( W_c^{\text{gauss}} \approx 6.147 \) and (b) \( W_c^{\text{cauchy}} \approx 4.2707.\textsuperscript{278}

We can also break the TRS by adding random phases to the transfer, \( V_{x,x'} = \exp(i\theta_{x,x'}) \), with \( \theta_{x,x'} \) uniformly distributed in \([0, 2\pi]\).\textsuperscript{290} Figure 6 shows the phase diagram. The cross \( \times \)
indicates the estimate by the transfer matrix method,\textsuperscript{291} which is consistent with the present results. To compare the phase diagram of the orthogonal class, Fig. 3(b), we scale the disorder strength, $W$, by the critical disorder of the orthogonal class, $W_c = 16.54$. The states at $E = 0$, $W/W_c = 1.05$ are localized in the orthogonal class [Fig. 3(b)], but are delocalized in Fig. 6. This is contrary to the naive expectation that the addition of the random phases results in stronger disorder; hence, the localization is enhanced, not suppressed. In fact, the effect of breaking TRS, which causes delocalization, overcomes the effect of the addition of randomness, leading to random-magnetic-field-induced delocalization. This nontrivial feature of the phase diagram is correctly captured by the CNN.

![Phase Diagram](image)

**Fig. 6.** (Color online) Phase diagram of the Anderson transition with broken TRS. The cross $\times$ indicates the critical point $W \approx 18.8$ estimated by the transfer matrix method.\textsuperscript{280, 291} The disorder strength, $W$, is scaled by the critical disorder of the orthogonal class, $W_c = 16.54$. The phase at $(E, W) = (0, 1.05W_c)$ is an insulator in Fig. 3(b), whereas it is a metal in the present case, indicating magnetic-field-induced delocalization.

### 3.3 2D SU(2) model and quantum percolation

In random non-interacting electron systems, all the states are localized in two dimensions and there are no metal phases.\textsuperscript{277} In the presence of spin–orbit scattering, however, electrons can be extended,\textsuperscript{267, 268, 292} and the system undergoes a metal–insulator transition with change in the disorder strength and Fermi energy.

To incorporate the spin–orbit interaction in the tight-binding model, Eq. (9), we choose the transfer $V_{x,x'}$ to be SU(2) matrices.\textsuperscript{271–273} To analyze the localization–delocalization transition, which is characterized by the divergence of localization/correlation lengths $\xi$, other length scales such as the spin–precession length should be much shorter than $\xi$. We therefore
take $V_{x,x'}$ to be random.\textsuperscript{272,273} Of all the choices of the probability distribution of $V_{x,x'}$, we take the invariant Haar measure,

$$V_{x,x'} = \begin{pmatrix} e^{i\alpha_{x,x'}} \cos \beta_{x,x'} & e^{i\gamma_{x,x'}} \sin \beta_{x,x'} \\ -e^{-i\gamma_{x,x'}} \sin \beta_{x,x'} & e^{-i\alpha_{x,x'}} \cos \beta_{x,x'} \end{pmatrix},$$

(13)

with $\alpha$ and $\gamma$ uniformly distributed in the range $[0,2\pi)$. The probability density $P(\beta)$ is

$$P(\beta) = \begin{cases} \sin(2\beta) & 0 \leq \beta \leq \pi/2, \\ 0 & \text{otherwise}. \end{cases}$$

(14)

The Anderson transition of this 2D system is well detected by the CNN. In Fig. 7, we plot the probability $P_{\text{deloc}}$. The sharp change in the color at the metal-insulator phase boundary (dashed line\textsuperscript{274}) indicates that the CNN has correctly detected the Anderson transition.

![Fig. 7.](image)

Fig. 7. (Color online) Heat map plot of $P_{\text{deloc}}$ in $W$ vs $E$ plane for the 2D Anderson transition with TRS but with broken SRS (symplectic universality class). The system size is $40 \times 40$, where we prepared 4,000 2D wave functions in the metal phase and 4,000 in the insulating phase. The arrows are the regions used for supervised training. The dashed line is the estimate of the transfer matrix method.\textsuperscript{274}

As in the case of the 3D Anderson transition, once the CNN is trained for a regular square lattice, we can apply this CNN to the quantum percolation model where the lattice is random. Figure 8 shows the phase diagram of the 2D quantum percolation for the symplectic class. As in the 3D quantum percolation, the 2D quantum percolation threshold is significantly higher than the classical percolation threshold (dashed line) of $p^\text{classical}_s \approx 0.5927 \cdots$.\textsuperscript{214}

Note that there is no Anderson transition for the orthogonal class. In the case of the unitary class, the quantum Hall transition\textsuperscript{293–296} takes place in high magnetic fields or in a Chern insulator. The supervised training approach is also valid for this quantum Hall transition,\textsuperscript{208,225} where the critical exponent is extracted.\textsuperscript{297}
3.4 Anderson transition and quantum percolation in higher dimensions

It is instructive to discuss the Anderson transition and quantum percolation in higher dimensions. The critical exponent $\nu$ is known to be $1/2$ in the limit of infinite dimensions,$^{298-300}$ and the Borel-Padé approximation$^{301}$ successfully interpolates the exponents in low to high dimensions.$^{302,303}$ The Anderson transition in four dimensions can be studied, for example, using the quantum kicked rotor with amplitude modulation realized in atomic matter waves.$^{304}$

For human beings, the wave functions in 4D space are difficult to imagine and analyze, since our eyes and brains are already trained to observe 2D and 3D images. For a machine, it does not matter whether the images are 3D or 4D. As in the case of the 3D Anderson transition and quantum percolation, we prepare 2,000 4D wave functions in the metal phase ($27 < W < 31 < W_{c}^{4D} \approx 34.62$) and 2,000 in the insulating phase ($W_{c}^{4D} < 38 < W < 42$) by diagonalizing the 4D Anderson models [cf. Eq. (9)] of size $16 \times 16 \times 16 \times 16$. Once the CNN is trained, we feed the wave functions of unknown phases and let the CNN determine the phase. The results are shown in Fig. 9(a). The CNN trained for the 4D Anderson model is then used to draw the phase diagram of 4D quantum site percolation, Fig. 9(b). Again, the quantum percolation threshold, i.e., the localization–delocalization phase boundary, is well above the classical percolation threshold $p_{c}^{\text{classical}} \approx 0.197$.$^{305}$

Fig. 8. (Color online) Phase diagrams for site-type 2D quantum percolation with random SU(2) transfer drawn using the CNN trained with the 2D Anderson model with box-type site random potential. The dashed lines indicate the classical percolation threshold.
Fig. 9. (Color online) Phase diagrams for the 4D Anderson transition (a) and 4D quantum percolation (b). The green arrows indicate the training region. In (a), the disorder strength $W$ is scaled by $W_{\text{c}}^{4D} \approx 34.62$. In the quantum percolation model, again the quantum percolation threshold is well above the classical percolation threshold (dashed line).

3.5 3D topological matter

Some of the band insulators are now recognized as topological insulators,\textsuperscript{306–310} where the bulk wave functions have nontrivial topology. As a consequence, the interface between the bulk (nontrivial) and vacuum (trivial) shows edge/surface states. Another interesting topological material is the 3D Weyl semimetal,\textsuperscript{311, 312} where the hybridization of surface states and bulk Weyl nodes appears. See Figs. A·1 and A·2 in Appendix. Here, we use the CNN to detect these novel surface states of 3D topological insulators and Weyl semimetals. One of the advantages of detecting the surface states is that we can detect the topological phase even in the presence of randomness, which breaks translational invariance.

3.5.1 3D topological insulators

We first consider the topological insulators using the Wilson–Dirac-type tight-binding Hamiltonian,\textsuperscript{275, 313}

$$
H = \sum_x \sum_{\mu=x,y,z} \left[ \frac{\hbar}{2} \gamma_x^{\dagger} \alpha_{\mu} c_x - \frac{m_{2,\mu}}{2} \gamma_x^{\dagger} \beta c_x + \text{H.c.} \right] + (m_0 + \sum_{\mu=x,y,z} m_{2,\mu}) \sum_x \gamma_x^{\dagger} \beta c_x + \sum_x v_x \gamma_x^{\dagger} I_4 c_x,
$$

(15)
where $c_x^\dagger$ is a four-component creation (annihilation) operator on a simple cubic lattice at site $x$, and $\mathbf{e}_\mu$ is a unit vector in the $\mu$-direction. $\alpha_\mu$ and $\beta$ are gamma matrices defined by

$$
\alpha_\mu = \tau_x \otimes \sigma_\mu = \begin{pmatrix} 0 & \sigma_\mu \\ \sigma_\mu & 0 \end{pmatrix}, \quad \beta = \tau_z \otimes I_2 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
$$

where $\sigma_\mu$ and $\tau_\mu$ are Pauli matrices that act on the spin and orbital degrees of freedom, respectively. $m_0$ is the mass parameter, and $m_{2,\mu}$ and $t$ are transfer energies. In the absence of randomness, the energy band reads

$$
E(k) = \pm \sqrt{m(k)^2 + t^2(\sin^2 k_x + \sin^2 k_y + \sin^2 k_z)}, \quad m(k) = m_0 + \sum_{\mu=x,y,z} m_{2,\mu}(1 - \cos k_\mu). \quad (17)
$$

The random potential $v_x$ is uniformly and independently distributed between $[-W/2, W/2]$. For simplicity, we set $m_{2,x} = m_{2,y} = 1$ as the energy unit. This Hamiltonian belongs to the symplectic class for $W > 0$. We impose fixed boundary conditions in a direction (in this case, $x$-direction), so the surface states, if any, appear on surfaces normal to the $x$-direction. Strong topological insulators (STIs) show 2D Dirac cones on all their surfaces, one Dirac cone for each surface, whereas weak topological insulators (WTIs) show even numbers of 2D Dirac cones for each surface. The WTI is further characterized by weak index $(i, j, k)$, which means that no surface states appear normal to the $(i, j, k)$-direction.

Systems of size $24 \times 24 \times 24$ are diagonalized numerically, and the state whose eigenenergy is closest to the band center $E = 0$ is taken. In the following, we set $t = 2$ and $m_{2,z} = 0.5$. In this case, the ordinary insulator (OI) phase appears in $m_0 > 0$, the STI phase in $0 > m_0 > -1$, the WTI phase with weak index $(001)$ in $-1 > m_0 > -2$, and the WTI phase with weak index $(111)$ in $-2 > m_0 > -3$.\(^{314,315}\)

The eigenfunctions for the state $|\nu\rangle$ have four components due to spin and orbital degrees of freedom, and are denoted as $\psi_\nu(x,y,z,i)$, $(i = 1, 2, 3, 4)$. We define a 3D image by $|\psi_\nu(x,y,z)|^2 = \sum_i |\psi_\nu(x,y,z,i)|^2$. In Ref.\(^{323}\) the 3D wave function is mapped to a 2D image by integrating $|\psi(x,y,z)|^2$ over one direction, for example, the $z$-direction,

$$
F(x,y) = \int dz |\psi(x,y,z)|^2, \quad (18)
$$

and the surface states that extend parallel to the $z$-direction become edge states in the 2D image. This method, however, has difficulty in distinguishing STI from WTI(111). In this paper, we use 3D image recognition to distinguish these different topological phases.

To prepare the training data, we set $W = 3.0$ and varied $m_0 \in [-2.8, -2]$ to teach the features of WTI(111), $m_0 \in [-1.8, -1]$ to teach the features of WTI(001), and $m_0 \in [-0.8, 0]$ to teach those of STI. These training parameters are along lines in the $W$-$m_0$ plane, which
are shown as arrows in Fig. 10(a). To teach the features of a diffusive metal (DM), we set $W = 10.0$ and varied $m_0 \in [-2.5, 0.5]$, whereas for OI, we set $W = 3.0$ and varied $m_0 \in [0.2, 0.7]$. Since we do not know the phase diagram for the set of parameters we consider, we choose the parameters according to the knowledge of the randomness-free case, $m_{2z} = 0.5$ and $W = 0$, together with information on the phase diagram for the isotropic but disordered case, $m_{2z} = 1$ and $W > 0$. We set $r = 0, 1, 2, 3, 4$ [see Eq. (6)] to indicate the labels OI, WTI(001), WTI(111), STI, and DM, respectively.

![Fig. 10.](image) (Color online) Color map of $P_{\text{OI}}, P_{\text{W001}}, P_{\text{W111}}, P_{\text{STI}},$ and $P_{\text{DM}}$. (a) Results of training based on real-space wave functions, and (b) those based on Fourier space wave functions [see Eq. (19)]. The intensity $0 \times P_{\text{OI}} + 1 \times P_{\text{W001}} + 2 \times P_{\text{W111}} + 3 \times P_{\text{STI}} + 4 \times P_{\text{DM}}$ is plotted. The vertical axis is the strength of disorder $W$, whereas the horizontal axis is the mass parameter $m_0$. The shifts of the phase boundaries OI/STI, STI/WTI(001), and WTI(001)/WTI(111) by randomness are clearly seen. The arrows indicate the lines along which machine learning for STI, WTI(001), and WTI(111) has been performed. Solid lines are results from the transfer matrix estimate.

After teaching 2,000 eigenfunctions in each phase, we prepared $100 \times 27$ eigenfunctions with different $m_0$ (100 values) and $W$ (27 values), and let the CNN determine which phase each eigenfunction belongs to. We calculate the probabilities $P_{\text{OI}}, P_{\text{W001}}, P_{\text{W111}}, P_{\text{STI}},$ and $P_{\text{DM}}(= 1 - P_{\text{OI}} - P_{\text{W001}} - P_{\text{W111}} - P_{\text{STI}})$ that a given eigenfunction belongs to OI, WTI(001), WTI(111), STI, and DM, respectively.

The probabilities of OI, WTI(001), WTI(111), STI, and DM are displayed as a color map in the $W$-$m_0$ plane [Fig. 10(a)]. We see that the phase boundaries between insulators with different topologies shift as we increase $W$. For example, when we start with the OI phase, say $(m_0, W) = (0.3, 1.5)$, and increase the disorder $W$, we enter into the STI phase at $W \approx 5$. This is called the topological Anderson insulator (TAI) transition. The present method captures the TAI and gives a phase diagram quantitatively consistent with that obtained by
the transfer matrix method.\textsuperscript{216,316} It should be emphasized that training along a few finite 1D lines in a 2D parameter space enables us to draw the phase diagram. We also note that the phase boundary between OI and STI is colored red, which indicates that the phase on the phase boundary is a metal phase. In fact, the Dirac semimetal continues to exist on the phase boundary even in the presence of disorder.\textsuperscript{221,320}

So far, we have considered 3D wave functions in real-space, but with small additional numerical costs, the wave functions in the Fourier space (\(k\)-space) are calculated,

\[
\psi(k_x, k_y, k_z, i) = \int dx \, dy \, dz \, \psi(x, y, z, i) \exp[i(k_y y + k_z z)] \sin(k_x x),
\]

where the fixed boundary condition in the \(x\)-direction is taken into account, and \(k_y = 2\pi n_y / L_y, k_z = 2\pi n_z / L_z, \text{ and } k_x = \pi n_x / (L_x + 1)\), with integers \(n\) satisfying \(0 \leq n_\mu < L_\mu (\mu = y, z)\), and \(1 \leq n_x \leq L_x\). We can also work with the hybrid space, where we Fourier transform the wave functions only in the \(y\)- and \(z\)-directions,

\[
\psi(x, k_y, k_z, i) = \int dy \, dz \, \psi(x, y, z, i) \exp[i(k_y y + k_z z)].
\]

Now, we can train the CNN by using \(\mid \psi(k_x, k_y, k_z) \mid^2 = \sum_i |\psi(k_x, k_y, k_z, i)|^2 \) or \(\mid \psi(x, k_y, k_z) \mid^2 = \sum_i |\psi(x, k_y, k_z, i)|^2 \) as 3D images, and draw the phase diagram in exactly the same way as in the case of real-space analyses. The obtained phase diagram is shown in Fig. 10(b), where the colors change more sharply and clearly when the phase changes between insulators with different topologies.

Before concluding this subsection, we note that the standard method of using the transfer matrix\textsuperscript{216} to determine the phase diagram in the presence of disorder breaks down for the choice of parameters \(t = m_{\mu}, \mu\) is the direction along the transfer matrix multiplication (see Sect. A.3). This is because the transfer matrix connecting a layer to the next layer is not invertible for \(t^2 - m_{\mu}^2 = 0.\textsuperscript{313}\) The method presented in this subsection, therefore, has wider applicability.\textsuperscript{232}

3.5.2 3D Weyl semimetal

We next consider the 3D Weyl semimetal (WSM).\textsuperscript{311,312} One way of realizing the 3D WSM is to consider 2D Chern insulators (CIs)\textsuperscript{222,321,322} and stack them in the \(z\)-direction.\textsuperscript{222,323} We begin with a spinless two-orbital tight-binding model on a square lattice, which consists of an \(s\)-orbital and a \(p \equiv p_x + ip_y\) orbital,\textsuperscript{324} and stack them in the \(z\)-direction to form a cubic lattice,

\[
H = \sum_x \left( (\epsilon_s + v_s(x)) c_{x,s}^\dagger c_{x,s} + (\epsilon_p + v_p(x)) c_{x,p}^\dagger c_{x,p} \right)
\]
of Weyl nodes, classified according to the number of Weyl node pairs. For example, WSM(II) has two pairs.

In the absence of randomness, this choice of parameters realizes CI with a band gap in the 2D limit, \( \beta = 0 \). As long as \( 1/2 > |\beta| \geq 0 \), the energy band remains gapped, and the system continues to be CI. The system enters into the 3D WSM phase for \( |\beta| > 1/2 \).\(^{222}\)

In the presence of randomness, four phases appear; CI, WSM, DM, and the Anderson insulator. Here, we focus on the first three phases by considering \( W < 2.5 \) and \( 0.3 < \beta < 0.6 \).

The Anderson insulator phase appears in the larger \( W \) region. Actually, WSM can be further classified according to the number of Weyl node pairs. For example, WSM(II) has two pairs of Weyl nodes, \( k = \pm k_1, \pm k_2 \), where the energy in a clean system is \( E(\pm k_i) = 0 \) (\( i = 1, 2 \)). In our set of parameters, we expect two or three pairs of Weyl nodes, so we define here \( P_{\text{WSMII}} \) and \( P_{\text{WSMIII}} \) instead of \( P_{\text{WSM}} \) alone.
As in the previous subsection, let us first consider the features of states near $E = 0$ in the case of a small randomness with periodic boundary conditions imposed in the $y$- and $z$-directions, whereas the fixed boundary condition is imposed in the $x$-direction. In the case of a CI, at $E \approx 0$, edge states run in the $y$-direction [Fig. A·1(f)]. On the other hand, in WSM, the surface states corresponding to the Fermi arcs appear on surfaces normal to the $x$-direction [Figs. A·2(g) and A·2(h)]. Owing to the presence of the bulk Weyl node near the same energy $E = 0$, the left and right surface states are coupled, and the high-amplitude regions appear on both surfaces normal to the $x$-direction [Figs. A·1(g) and A·1(h)].

We set $W = 2.5$ and varied $\beta \in [0.3, 0.6]$ to teach the features of DM, and $W = 1.0, \beta \in [0.3, 0.4]$ to teach those of CI. For WSM(II), we set $\beta = 0.5$, $W \in [1.0, 1.7]$ and for WSM(III), $W = 1.0, \beta \in [0.55, 0.65]$. For each phase, we have diagonalized $32 \times 32 \times 32$ systems, and prepared 1,000 samples for teaching the features of eigenfunctions. We then varied $\beta$ and $W$ and let the trained CNN calculate the probabilities $P_{\text{CI}}, P_{\text{WSMII}}, P_{\text{WSMIII}}$, and $P_{\text{DM}} (= 1 - P_{\text{CI}} - P_{\text{WSMII}} - P_{\text{WSMIII}})$ that a given eigenfunction belongs to CI, WSM(II), WSM(III), and DM, respectively. We then draw a color map in the $W$-$\beta$ plane, as shown in Fig. 11, which quantitatively reproduces the phase diagram obtained by the transfer matrix method.

As in the case of the topological insulator, the phase diagram based on the supervised training of real-space wave functions [Fig. 11(a)] is noisy. Again, the situation is improved if we work in the $k$-space [Fig. 11(b)].

4. Summary and Concluding Remarks

In this study, we have shown how the neural network is used to draw various phase diagrams in the quantum phase transitions. We have used the wave function as an input and determined the material phase in which the wave function is obtained. Both real-space and $k$-space wave functions are used. Note that numerical diagonalization is carried out in the real-space where the Hamiltonian becomes sparse, and the $k$-space wave function can be calculated with small extra numerical costs, since we focus on the wave functions closest to the band center for topological systems.

In the case of topological insulators, the phase transitions between different topological phases are more clearly detected by the CNN if we work in the $k$-space. The phase boundary between the metal phase and ordinary/topological insulators, however, does not agree well with the transfer matrix calculation. The phase boundary between metal and insulators is more accurate if we work in the real-space. This is also the case for the Anderson metal–insulator transition, where working in real-space is better than that in $k$-space. Whether working in
Fig. 11. (Color online) Color map of $P_{\text{CI}}, P_{\text{WSMII}}, P_{\text{WSMIII}},$ and $P_{\text{DM}}$. (a) Results of training based on real-space wave functions, and (b) those based on Fourier space wave functions. The intensity $0 \times P_{\text{CI}} + 1 \times P_{\text{WSMII}} + 2 \times P_{\text{WSMIII}} + 3 \times P_{\text{DM}}$ is plotted. The vertical axis is the disorder strength $W$, whereas the horizontal axis is the dimensionless interlayer coupling $\beta$. The black dotted lines are results from the transfer matrix estimate,\cite{222} whereas the white dashed lines are the estimate by the self-consistent Born approximation.\cite{222,326} The arrows indicate the parameters along which the training data have been prepared.

$k$-space is better than that in real-space, therefore, depends on the nature of the transition.

One of the advantages of this approach is the wider applicability; it can be applied to the cases where the transfer matrix method breaks down (see Sect. A.3). One might think of switching from the transfer matrix method to the iterative Green’s function method\cite{327} to avoid the inversion of the matrix connecting one layer to the next [see Eq. (A.2)]. In the case of quantum percolation, however, since we consider the bar geometry where the cross section is finite, the largest cluster in the first layer is often truncated after a certain number of iterative calculations, which leads to the breakdown of the Green’s function method. The downside of the present method is that it requires diagonalizations of Hamiltonians, so the analyses of higher dimensional systems become more difficult than the conventional methods.

We have used the supervised training, i.e., the critical point is known for certain regions of a phase diagram, and the trained neural network is applied to other regions of the phase diagram where the critical points are unknown. We have chosen the training regions close to the critical point, but not too close. This is because training in regions far from the critical point is trivial, and in regions too close to the critical point, the length scales are so large that we cannot distinguish one phase from the other and the labeling of the phase is meaningless. Another approach to determine the critical point is that we assume the critical point $x_c$, vary $x_c$ and observe how the training scores change.\cite{177,297} Although the estimate of the critical point is less precise than the conventional method, the idea may be applied to problems where the
conventional method is difficult to apply.

The accurate estimate of the critical exponent for the quantum phase transition, such as the quantum Hall effect transition,\(^{297}\) is still underway, but is an important problem left for the future. One might think that the probability \(P\), as in Fig. 3(a), around the critical point changes more rapidly with the increase in the system size \(L\), with the slope proportional to \(L^{1/\nu}\), \(\nu\) being the critical exponent for the divergence of the length scale. We, however, do not know how we should change hyperparameters such as convolution/pooling kernel sizes and the depth of the network as we change \(L\). Take the 3D Anderson transition as an example. For \(L = 40\), we used convolution kernel size 5 and pooling kernel size 2, and the network consists of 6 convolutions, 3 pooling, and 2 fully connected layers (see Table A-1). When we simulate larger systems, say, \(L = 80\), should we use the same hyperparameters, or should we increase the kernel sizes and network depth? In the case of the latter, how? Unless we understand the effect of kernel sizes and network depth on finite size scaling, a reliable estimate of \(\nu\) and its error bar is difficult.

One of the important quantities that is often used in the context of the localization–delocalization problem\(^{328,329}\) is the inverse participation ratio (IPR),\(^{330}\)

\[
\text{IPR} = \int d^d x |\psi(x)|^4,
\]

which indicates the inverse of the “volume” of the wave function. For example, the IPR of the localized wave function \(\psi \sim \exp(-|x - x_0|/\xi)\) is size-independent and of the order \(1/\xi^d\), whereas that of the plane wave \(\psi \sim \exp(ik \cdot x)/\sqrt{L^d}\) is \(1/L^d\). At the Anderson transition, the size dependence of the IPR is \(L^{-d_f}\), where \(d_f\) is the fractal dimension \(0 < d_f < d\).

We diagonalize the 3D Anderson model while changing the strength of disorder \(W\), pick up the eigenstate closest to the band center, \(E = 0\), and calculate the IPRs and plot them in Fig. 12. The same eigenfunction is input to the CNN to calculate the probability of localization \(P_{\text{loc}}\). As seen in the figure, IPRs are strongly fluctuating, whereas the CNN outputs are less fluctuating and change sharply around \(W_c\).

We now take the average of IPR, \(\langle \text{IPR}_E \rangle\), where \(\text{IPR}_E\) is the average of IPR over a small energy bin around the energy \(E\), and \(\langle \cdots \rangle\) is the sample average. The results are plotted in Fig. 13(a), where the phase transition is still difficult to observe.

At \(E = 0, W = W_c\), we can calculate the critical value of IPR, \(\text{IPR}_c = \langle \text{IPR} \rangle_c\). Using this value, we try to judge that the states are metal if \(\text{IPR}_E < \langle \text{IPR} \rangle_c\) and are insulators if \(\text{IPR}_E > \langle \text{IPR} \rangle_c\). In Fig. 13(b), we plot \(\langle \Theta(\text{IPR}_E - \text{IPR}_c) \rangle\) where the sample average is taken, which resembles Fig. 3, but the phase boundary is not as sharp as in Fig. 3. Thus, the CNN...
Fig. 12. (Color online) Disorder dependence of IPR (green line) and the probability of localized phase (black line) $P_{\text{loc}}$ for 3D Anderson model. The horizontal axis $W$ indicates the disorder strength. The dashed lines indicate $P_{\text{loc}} = 0.5$ and $W = W_c$, whereas the green dashed line indicates the average of IPR at $W_c$.

has some advantage over IPR analysis. The biggest advantage, however, is that we do not need to discover IPR to characterize the Anderson localization.

Fig. 13. (Color online) (a) Similar to Fig. 3, but IPR averaged over five samples and small energy bins are plotted. (b) Similar to (a) but $\langle \Theta(\text{IPR}_E - \text{IPR}_c) \rangle$ is plotted.

So far, we have concentrated on the static properties of wave functions. Another quantity that changes its behavior across the transition is the diffusion property, which is related to the dynamics of wave packets. In the metal (delocalized) phase, initially localized wave packets begin to be extended with time $t$, whereas in the insulator (localized) phase, initially localized wave packets remain localized. This diffusion property is characterized by the time evolution
of the diffusion length $r$ of wave packets, which behaves as

$$
\langle r^2(t) \rangle \sim \begin{cases} 
Dt, & \text{metal,} \\
\xi^2, & \text{insulator,}
\end{cases}
$$

(25)

where $D$ is the diffusion constant and $\alpha = 2/d$ for the Anderson transition.\textsuperscript{331} One way to detect such changes in time-dependent behaviors is to use the CNN for analyzing $r(t)$ vs $t$ images. Another way is to use a recurrent neural network, which is widely used for analyzing time series.\textsuperscript{332, 333}

The deep neural network used here is a tool for classifying the phase and is regarded as a blackbox. The properties of the neural network themselves are also interesting to study from the physics viewpoint,\textsuperscript{185, 194, 334–366} especially in relation to the renormalization group\textsuperscript{367–375} and tensor network.\textsuperscript{376–385} The vulnerability of phase determination against adversarial perturbation is also an interesting topic.\textsuperscript{386, 387} Whether the neural network can learn formula such as the winding number is an interesting question, and in fact, it seems to be the case.\textsuperscript{388, 389} It is natural to apply machine learning to quantum computers.\textsuperscript{390–396} as well to apply quantum algorithms to machine learning.\textsuperscript{397–400}
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Appendix

A.1 Typical 3D wave functions

We show below the typical 3D wave functions for a diffusive metal, Anderson insulator, weak and strong topological insulators as well as Weyl semimetals (Figs. A-1 and A-2). We observe that for the case of the Anderson transition, distinguishing the metal wave function (a) from the insulating one (b) is easier in real space, whereas in the topological systems (c)–(h), Fourier-transformed wave functions are more informative in the sense that we can distinguish surface states of different topological phases more easily.
Fig. A·1. (Color online) Typical 3D wave functions in real space in various phases. (a) and (b) are wave functions in the diffusive metal phase and the Anderson insulator phase, respectively. (c)–(e) are for WTI(111), WTI(001), and STI phases in 3D topological insulators, whereas (f)–(h) are for the Chern insulator, WSM(II), and WSM(III), respectively. Periodic boundary conditions are imposed in all the directions in (a) and (b), whereas in (c)–(h), fixed boundary condition is imposed in a direction where edge/surface states are observed.

Fig. A·2. (Color online) As in Fig. A·1, but in Fourier space. Equation (19) is used for (c)–(e), and Eq. (20) is used for (f)–(h). Fermi arcs are observed in (g) and (h).

A.2 CNN hyperparameters

As mentioned in Sect. 2, the CNN has parameters that are not optimized during the course of supervised training. These parameters, so-called hyperparameters, must be selected in advance so that the CNN determines the quantum phases for the validation set with high accu-
racy. Our selections of the parameters for Sect. 3 are shown Tables A·1 to A·4. In the tables, the “kernel size” corresponds to the size of the cell cut out from the images in the previous layer. When the “padding” is True, zero padding, namely, adding zeroes to the peripherals of the input, is applied so that the output shape is the same as the input shape, whereas the output shape decreases through the convolution layer when the “padding” is False. To be more specific, when the kernel size is $m$ with the input linear dimension $L$, the output is $L - m + 1$ for padding False, whereas the output size remains $L$ for padding True. To avoid overfitting, the dropout process, which randomly drops half of the inputs, has been implemented after each pooling layer as well as the fully connected layer, except for the last layer. For the 4D CNN, the Adam method was used to minimize the cross entropy, whereas the AdaDelta method was used for the others.

**Table A·1.** Hyperparameters of the CNN used for 3D Anderson model and quantum percolation (Sect. 3.1). No bias parameters are included in the weight parameters.

| layer class   | channel number | kernel size | padding | stride value | output shape |
|---------------|----------------|-------------|---------|--------------|--------------|
| input         |                |             |         |              | (1, 40, 40, 40) |
| convolutional-1 | 64             | $5 \times 5 \times 5$ | False  | 1            | (64, 36, 36, 36) |
| convolutional-2 | 64             | $5 \times 5 \times 5$ | True   | 1            | (64, 36, 36, 36) |
| pooling-1     | -              | $2 \times 2 \times 2$ | -       | 2            | (64, 18, 18, 18) |
| convolutional-3 | 96             | $3 \times 3 \times 3$ | False  | 1            | (96, 16, 16, 16) |
| convolutional-4 | 96             | $3 \times 3 \times 3$ | True   | 1            | (96, 16, 16, 16) |
| pooling-2     | -              | $2 \times 2 \times 2$ | -       | 2            | (96, 8, 8, 8)   |
| convolutional-5 | 128            | $3 \times 3 \times 3$ | False  | 1            | (128, 6, 6, 6)  |
| convolutional-6 | 128            | $3 \times 3 \times 3$ | True   | 1            | (128, 6, 6, 6)  |
| pooling-3     | -              | $2 \times 2 \times 2$ | -       | 2            | (128, 3, 3, 3)  |
| fully connected-1 |            |             |         |              | (1024)        |
| fully connected-2 |            |             |         |              | (2)           |

### A.3 Breakdown of transfer matrix method

In this subsection, we explain why the transfer matrix method, which is widely used in the study of Anderson localization,\(^{212,278,401,402}\) breaks down in certain lattices such as quantum percolation,\(^{403}\) fractal lattices,\(^{403}\) and topological insulators\(^{313}\) as well as the Weyl semimetal.\(^{222}\)

For simplicity, as in the main text, we consider the Hamiltonian where only the nearest-neighbor couplings are allowed, and consider a long bar in the $x$-direction with cross section
Table A-2. Hyperparameters for 2D CNN used for 2D SU(2) model (Sect. 3.3).

| layer class   | channel number | kernel size  | padding | stride value | output shape |
|---------------|----------------|--------------|---------|--------------|--------------|
| input         |                |              |         |              | (1, 40, 40)  |
| convolutional-1 | 16            | $5 \times 5$ | False   | 1            | (16, 36, 36) |
| convolutional-2 | 16            | $5 \times 5$ | True    | 1            | (16, 36, 36) |
| pooling-1     | -              | $2 \times 2$ | -       | 2            | (16, 18, 18) |
| convolutional-3 | 32            | $3 \times 3$ | False   | 1            | (32, 16, 16) |
| convolutional-4 | 32            | $3 \times 3$ | True    | 1            | (32, 16, 16) |
| convolutional-5 | 64            | $3 \times 3$ | False   | 1            | (64, 6, 6)   |
| convolutional-6 | 64            | $3 \times 3$ | True    | 1            | (64, 6, 6)   |
| pooling-2     | -              | $2 \times 2$ | -       | 2            | (32, 8, 8)   |
| convolutional-7 | 64            | $3 \times 3$ | False   | 1            | (64, 6, 6)   |
| pooling-3     | -              | $2 \times 2$ | -       | 2            | (64, 3, 3)   |
| fully connected-1 |         |              |         |              | (512)        |
| fully connected-2 |         |              |         |              | (2)          |

Table A-3. Hyperparameters for 4D CNN used for 4D Anderson model (Sect. 3.4).

| layer class   | channel number | kernel size  | padding | stride value | output shape |
|---------------|----------------|--------------|---------|--------------|--------------|
| input         |                |              |         |              | (1, 16, 16, 16, 16) |
| convolutional-1 | 16            | $5 \times 5 \times 5$ | True    | 1            | (16, 16, 16, 16) |
| pooling-1     | -              | $2 \times 2 \times 2$ | -       | 2            | (16, 8, 8, 8, 8) |
| convolutional-2 | 16            | $3 \times 3 \times 3$ | True    | 1            | (16, 8, 8, 8, 8) |
| pooling-2     | -              | $2 \times 2 \times 2$ | -       | 2            | (16, 4, 4, 4, 4) |
| fully connected-1 |         |              |         |              | (256)        |
| fully connected-2 |         |              |         |              | (2)          |

$L_y \times L_z$. We denote the values of the wave function on the $n$th cross section normal to the $x$-direction as the $M$-dimensional vector $\Psi_n$, where $M$ is the degree of freedom on the cross section ($L_y \times L_z \times$ internal degrees of freedom such as spin and orbital). From the Schrödinger equation, we relate $\Psi_{n+1}$ to $\Psi_n$ and $\Psi_{n-1}$ as

$$E\Psi_n = H_n \Psi_n + V_{n,n+1} \Psi_{n+1} + V_{n,n-1} \Psi_{n-1}, \quad (A\cdot1)$$

which is rewritten as

$$
\begin{pmatrix}
\Psi_{n+1} \\
V_{n+1,n} \Psi_n
\end{pmatrix} =
\begin{pmatrix}
V_{n,n+1}^{-1} & 0_M \\
0_M & V_{n+1,n}
\end{pmatrix}
\begin{pmatrix}
E I_M - H_n & -I_M \\
I_M & 0_M
\end{pmatrix}
\begin{pmatrix}
\Psi_n \\
V_{n,n-1} \Psi_{n-1}
\end{pmatrix}, \quad (A\cdot2)
$$

where $H_n$ is the $M \times M$ Hamiltonian matrix on the $n$th cross section, and $I_M$ and $0_M$ are unit...
Table A-4. Hyperparameters for 3D CNN for topological materials (Sect. 3.5). $L$ is the system size, and $n$ the number of material phases; $L = 24, n = 5$ for a topological insulator, whereas for the Weyl semimetal, $L = 32, n = 4$.

| layer class        | channel number | kernel size   | padding | stride value | output shape |
|--------------------|----------------|---------------|---------|--------------|--------------|
| input              |                |               |         |              | (1, $L$, $L$, $L$) |
| convolutional-1    | 16             | $5 \times 5 \times 5$ | True    | 1            | (16, $L$, $L$, $L$) |
| convolutional-2    | 16             | $5 \times 5 \times 5$ | True    | 1            | (16, $L$, $L$, $L$) |
| pooling-1          | -              | $2 \times 2 \times 2$ | True    | 2            | (16, $\frac{L}{2}, \frac{L}{2}, \frac{L}{2}$) |
| convolutional-3    | 32             | $3 \times 3 \times 3$ | True    | 1            | (32, $\frac{L}{2}, \frac{L}{2}, \frac{L}{2}$) |
| convolutional-4    | 32             | $3 \times 3 \times 3$ | True    | 1            | (32, $\frac{L}{2}, \frac{L}{2}, \frac{L}{2}$) |
| pooling-2          | -              | $2 \times 2 \times 2$ | True    | 2            | (32, $\frac{L}{2}, \frac{L}{2}, \frac{L}{2}$) |
| fully connected-1  |                |               |         |              | (1024)        |
| fully connected-2  |                |               |         |              | ($n$)         |

and zero matrices of dimension $M$, respectively. The transfer matrix,

$$ T_n = \begin{pmatrix} V_{n,n+1}^{-1} & 0_M \\ 0_M & V_{n+1,n}^{-1} \end{pmatrix} \begin{pmatrix} E & I_M - H_n & -I_M \\ I_M & 0_M \end{pmatrix}, $$

therefore requires the existence of the inverse matrix, $V_{n,n+1}^{-1}$.

In the quantum percolation, $V_{n,n+1}$ is a diagonal matrix, the elements of which are zero when the nearest-neighboring sites in the $x$–direction are disconnected, leading to $\det(V_{n,n+1}) = 0$. In the case of a fractal lattice, $V_{n,n+1}$ can be nonsquare matrix. In the case of topological insulators, $\det(V_{n,n+1}) = ((t^2 - m_{2,x}^2)/4)^{2L_y L_z}$, so even in the case of a simple cubic lattice, the transfer matrix method does not apply for the choice of parameters, $t = m_{2,x}$. Similarly, in our model of the 3D Weyl semimetal, Eq. (21), the transfer matrix method breaks down in the $x$- and $y$-directions when $t_{xp}^2 - t_xt_p = 0$. 


References

1) W. S. McCulloch and W. Pitts: The bulletin of mathematical biophysics 5 (1943) 115.
2) F. Rosenblatt: Psychological Review 65 (1958) 386.
3) K. Fukushima: Biol. Cybern. 36 (1980) 193.
4) Y. LeCun, Y. Bengio, and G. Hinton: Nature 521 (2015) 436.
5) V. Mnih, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G. Bellemare, A. Graves, M. Riedmiller, A. K. Fidjeland, G. Ostrovski, S. Petersen, C. Beattie, A. Sadik, I. Antonoglou, H. King, D. Kumaran, D. Wierstra, S. Legg, and D. Hassabis: Nature 518 (2015) 529.
6) D. Silver, A. Huang, C. J. Maddison, A. Guez, L. Sifre, G. van den Driessche, J. Schrittwieser, I. Antonoglou, V. Panneershelvam, M. Lanctot, S. Dieleman, D. Grewe, J. Nham, N. Kalchbrenner, I. Sutskever, T. Lillicrap, M. Leach, K. Kavukcuoglu, T. Graepel, and D. Hassabis: Nature 529 (2016) 484.
7) I. Goodfellow, Y. Bengio, and A. Courville: Deep Learning (Adaptive Computation and Machine Learning series) (MIT Press, 2016).
8) G. Carleo, I. Cirac, K. Cranmer, L. Daudet, M. Schuld, N. Tishby, L. Vogt-Maranto, and L. Zdeborová: Rev. Mod. Phys. 91 (2019) 045002.
9) G. Carleo and M. Troyer: Science 355 (2017) 602.
10) H. Saito: Journal of the Physical Society of Japan 86 (2017) 093001.
11) Y. Nomura, A. S. Darmawan, Y. Yamaji, and M. Imada: Phys. Rev. B 96 (2017) 205152.
12) H. Saito and M. Kato: Journal of the Physical Society of Japan 87 (2018) 014001.
13) H. Saito: Journal of the Physical Society of Japan 87 (2018) 074002.
14) X. Gao and L.-M. Duan: Nature Communications 8 (2017) 662.
15) D.-L. Deng, X. Li, and S. Das Sarma: Phys. Rev. B 96 (2017) 195145.
16) Z. Cai and J. Liu: Phys. Rev. B 97 (2018) 035116.
17) G. Carleo, Y. Nomura, and M. Imada: Nature Communications 9 (2018) 5322.
18) K. Choo, G. Carleo, N. Regnault, and T. Neupert: Phys. Rev. Lett. 121 (2018) 167204.
19) D. Luo and B. K. Clark: Phys. Rev. Lett. 122 (2019) 226401.
20) M. H. Amin, E. Andriyash, J. Rolfe, B. Kulchytskyy, and R. Melko: Phys. Rev. X 8 (2018) 021050.
21) X. Liang, W.-Y. Liu, P.-Z. Lin, G.-C. Guo, Y.-S. Zhang, and L. He: Phys. Rev. B 98 (2018) 104426.
22) J. Yao, Y. Wu, and H. Zhai: arXiv:1904.10692 (2019).
23) H.-Q. Shi, X.-Y. Sun, and D.-F. Zeng: arXiv:1905.11066 (2019).
24) J. Wu and W. Zhang: arXiv:1906.11216 (2019).
25) Z.-A. Jia, L. Wei, Y.-C. Wu, G.-C. Guo, and G.-P. Guo: arXiv:1907.11333 (2019).
26) F. Ferrari, F. Becca, and J. Carrasquilla: Phys. Rev. B 100 (2019) 125131.
27) H. He, Y. Zheng, B. Bernevig, and G. Sierra: arXiv:1910.13454 (2019).
28) N. Irikura and H. Saito: arXiv:1911.02774 (2019).
29) J. R. Moreno, G. Carleo, and A. Georges: arXiv:1911.03580 (2019).
30) N. Yoshioka and R. Hamazaki: Phys. Rev. B 99 (2019) 214306.
31) F. Vicentini, A. Biella, N. Regnault, and C. Ciuti: Phys. Rev. Lett. 122 (2019) 250503.
32) A. Nagy and V. Savona: Phys. Rev. Lett. 122 (2019) 250501.
33) L. Huang and L. Wang: Phys. Rev. B 95 (2017) 035105.
34) Y. Nagai, H. Shen, Y. Qi, J. Liu, and L. Fu: Phys. Rev. B 96 (2017) 161102.
35) H. Shen, J. Liu, and L. Fu: Phys. Rev. B 97 (2018) 205140.
36) Y. Nagai, M. Okumura, and A. Tanaka: arXiv:1807.04955 (2018).
37) N. Yoshioka, Y. Akagi, and H. Katsura: Phys. Rev. E 99 (2019) 032113.
38) S. Li, P. M. Dee, E. Khatami, and S. Johnston: Phys. Rev. B 100 (2019) 020302.
39) L. Yang, Z. Leng, G. Yu, A. Patel, W.-J. Hu, and H. Pu: arXiv:1905.10730 (2019).
40) Y. Nagai, M. Okumura, K. Kobayashi, and M. Shiga: arXiv:1909.02255 (2013).
41) K.-W. Zhao, W.-H. Kao, K.-H. Wu, and Y.-J. Kao: Phys. Rev. E 99 (2019) 062106.
42) R. Xu, W. Fu, and H. Zhao: arXiv:1901.00774 (2019).
43) H. Théveniaut, Z. Lan, and F. Alet: arXiv:1902.04091 (2019).
44) K. A. Nicoli, S. Nakajima, N. Stroothoff, W. Samek, K.-R. M ller, and P. Kessel: arXiv:1910.13496 (2019).
45) L. R. Schwarz, A. Alavi, and G. H. Booth: Phys. Rev. Lett. 118 (2017) 176403.
46) A. Takahashi, A. Seko, and I. Tanaka: Phys. Rev. Materials 1 (2017) 063801.
47) W. Li, Y. Ando, and S. Watanabe: Journal of the Physical Society of Japan 86 (2017) 104004.
48) H. Fujita, Y. O. Nakagawa, S. Sugiura, and M. Oshikawa: Phys. Rev. B 97 (2018) 075114.

49) K. Mills and I. Tamblyn: Phys. Rev. E 97 (2018) 032119.

50) S. Arai, M. Ohzeki, and K. Tanaka: Journal of the Physical Society of Japan 87 (2018) 033001.

51) H. Sidky and J. K. Whitmer: The Journal of Chemical Physics 148 (2018) 104111.

52) A. P. Bartók, J. Kermode, N. Bernstein, and G. Csányi: Phys. Rev. X 8 (2018) 041048.

53) L. Vlcek, M. A. Ziatdinov, A. Tselev, A. P. Baddorf, S. V. Kalinin, and R. K. Vasudevan: arXiv:1806.07475 (2018).

54) K. Hashimoto, S. Sugishita, A. Tanaka, and A. Tomiya: Phys. Rev. D 98 (2018) 046019.

55) R. Nagai, R. Akashi, S. Sasaki, and S. Tsuneyuki: The Journal of Chemical Physics 148 (2018) 241737.

56) R. Jinno: arXiv:1805.12153 (2018).

57) L. Hu, R. Su, B. Huang, and F. Liu: arXiv:1901.01638 (2019).

58) M. Ceriotti, M. J. Willatt, and G. Csányi: *Machine Learning of Atomic-Scale Properties Based on Physical Principles* (Springer, Cham, 2018).

59) H. Liu, Z. Fu, Y. Li, N. F. A. Sabri, and M. Bauchy: arXiv:1902.03486 (2019).

60) M. A. Caro: Phys. Rev. B 100 (2019) 024112.

61) H. Babaei, R. Guo, A. Hashemi, and S. Lee: Phys. Rev. Materials 3 (2019) 074603.

62) A. Mannodi-Kanakkithodi, M. Y. Toriyama, F. G. Sen, M. J. Davis, R. F. Klie, and M. K. Chan: arXiv:1906.02244 (2019).

63) C. W. Rosenbrock, K. Gubaev, A. V. Shapeev, L. B. Pártay, N. Bernstein, G. Csányi, and G. L. W. Hart: arXiv:1906.07816 (2019).

64) L. Zhang, M. Chen, X. Wu, H. Wang, W. E, and R. Car: arXiv:1906.11434 (2019).

65) X. Qian, S. Peng, X. Li, Y. Wei, and R. Yang: arXiv:1907.09088 (2019).

66) J. C. Thomas, J. S. Bechtel, A. R. Natarajan, and A. Van der Ven: Phys. Rev. B 100 (2019) 134101.

67) F. Berressem, M. R. Khadilkar, and A. Nikoubashman: arXiv:1908.02448 (2019).

68) D. Wang, S. Wei, A. Yuan, F. Tian, K. Cao, Q. Zhao, D. Xue, and S. Yang: arXiv:1908.05829 (2019).
69) J. Schmidt, C. L. Benavides-Riveros, and M. A. L. Marques: The Journal of Physical Chemistry Letters 10 (2019) 6425.

70) J. Byggmästar, A. Hamedani, K. Nordlund, and F. Djurabekova: Phys. Rev. B 100 (2019) 144105.

71) I. Nakamura: arXiv:1908.05789 (2019).

72) R. Freitas and E. J. Reed: arXiv:1909.05915 (2019).

73) C. Zeni, K. Rossi, A. Glielmo, and F. Baletto: Advances in Physics: X 4 (2019) 1654919.

74) H. E. Saucedo, S. Chmiela, I. Poltavsky, K.-R. Müller, and A. Tkatchenko: arXiv:1909.08565 (2019).

75) T. K. Patra, T. D. Loeffler, H. Chan, M. J. Cherukara, B. Narayanan, and S. K. Sankaranarayanan: arXiv:1910.00252 (2019).

76) G. Sivaraman, A. N. Krishnamoorthy, M. Baur, C. Holm, M. Stan, G. Csányi, C. Benmore, and Álvaro Vázquez-Mayagoitia: arXiv:1910.10254 (2019).

77) L. Li, T. E. Baker, S. R. White, and K. Burke: Phys. Rev. B 94 (2016) 245129.

78) H. Suwa, J. S. Smith, N. Lubbers, C. D. Batista, G.-W. Chern, and K. Barros: Phys. Rev. B 99 (2019) 161107.

79) W. Xu and J. LeBeau: Ultramicroscopy 188 (2018) 59.

80) P. M. Vecsei, K. Choo, J. Chang, and T. Neupert: Phys. Rev. B 99 (2019) 245120.

81) K. Utimula, R. Hunkao, M. Yano, H. Kimoto, K. Hongo, S. Kawaguchi, S. Suwanna, and R. Maezono: arXiv:1810.03972 (2018).

82) L. Li, M. Lu, and M. K. Y. Chan: arXiv:1905.03928 (2019).

83) A. Greco, V. Starostin, C. Karapanagiotis, A. Hinderhofer, A. Gerlach, L. Pithan, S. Liehr, F. Schreiber, and S. Kowarik: arXiv:1910.02898 (2019).

84) G. Drera, C. M. Kropf, and L. Sangaletti: arXiv:1909.05529 (2019).

85) M. Ziatdinov, O. Dyck, A. Maksov, X. Li, X. Sang, K. Xiao, R. R. Unocic, R. Vasudevan, S. Jesse, and S. V. Kalinin: ACS Nano 11 (2017) 12742.

86) A. Maksov, O. Dyck, K. Wang, K. Xiao, D. B. Geohegan, B. G. Sumpter, R. K. Vasudevan, S. Jesse, S. V. Kalinin, and M. Ziatdinov: npj Computational Materials 5 (2019) 12.
87) L. R. B. Picard, M. J. Mark, F. Ferlaino, and R. van Bijnen: Measurement Science and Technology 31 (2019) 025201.

88) Y. Zhang, A. Mesaros, K. Fujita, S. D. Edkins, M. H. Hamidian, K. Ch‘ng, H. Eisaki, S. Uchida, J. C. S. Davis, E. Khatami, and E.-A. Kim: Nature 570 (2019) 484.

89) J. M. Ede: arXiv:1910.10467 (2019).

90) S. Masubuchi, E. Watanabe, Y. Seo, S. Okazaki, T. Sasagawa, K. Watanabe, T. Taniguchi, and T. Machida: arXiv:1910.12750 (2019).

91) F. Zheng, X. Gao, and A. Eisfeld: Phys. Rev. Lett. 123 (2019) 163202.

92) L. Burzawa, S. Liu, and E. W. Carlson: Phys. Rev. Materials 3 (2019) 033805.

93) B. S. Rem, N. Käming, M. Tarnowski, L. Asteria, N. Fläschner, C. Becker, K. Sengstock, and C. Weitenberg: Nature Physics 15 (2019) 917.

94) B. Olsthoorn, R. M. Geilhufe, S. S. Borysov, and A. V. Balatsky: Advanced Quantum Technologies 2 (2019) 1900023.

95) G. Teichert, A. Natarajan, A. V. der Ven, and K. Garikipati: Computer Methods in Applied Mechanics and Engineering 353 (2019) 201.

96) F. Noé, S. Olsson, J. Köhler, and H. Wu: arXiv:1812.01729 (2018).

97) V. L. Deringer, C. J. Pickard, and G. Csányi: Phys. Rev. Lett. 120 (2018) 156001.

98) C.-H. Liu, Y. Tao, D. Hsu, Q. Du, and S. J. L. Billinge: Acta Crystallographica Section A 75 (2019) 633.

99) S. Pilati and P. Pieri: Scientific Reports 9 (2019) 5613.

100) T. L. Pham, H. Kino, K. Terakura, T. Miyake, K. Tsuda, I. Takigawa, and H. C. Dam: Science and Technology of Advanced Materials 18 (2017) 756.

101) H. C. Dam, V. C. Nguyen, T. L. Pham, A. T. Nguyen, K. Terakura, T. Miyake, and H. Kino: Journal of the Physical Society of Japan 87 (2018) 113801.

102) T.-L. Pham, N.-D. Nguyen, V.-D. Nguyen, H. Kino, T. Miyake, and H.-C. Dam: The Journal of Chemical Physics 148 (2018) 204106.

103) L. Exl, J. Fischbacher, A. Kovacs, H. zelt, M. Gusenbauer, K. Yokota, T. Shoji, G. Hrkac, and T. Schrefl: Journal of Physics: Materials 2 (2018) 014001.

104) T. Nakamura: arXiv:1902.02941 (2019).

105) J. Nelson and S. Sanvito: Phys. Rev. Materials 3 (2019) 104405.
106) A. M. Samarakoon, K. Barros, Y. W. Li, M. Eisenbach, Q. Zhang, F. Ye, Z. L. Dun, H. Zhou, S. A. Grigera, C. D. Batista, and D. A. Tennant: arXiv:1906.11275 (2019).
107) W. Rzadkowski, N. Defenu, S. Chiacchiera, A. Trombettoni, and G. Bighin: arXiv:1907.05417 (2019).
108) V. Stanev, C. Oses, A. G. Kusne, E. Rodriguez, J. Paglione, S. Curtarolo, and I. Takeuchi: npj Computational Materials 4 (2018) 29.
109) M. Ramprasad and C. Kim: arXiv:1908.02398 (2019).
110) T. Konno, H. Kurokawa, F. Nabeshima, Y. Sakishita, R. Ogawa, I. Hosako, and A. Maeda: arXiv:1812.01995 (2018).
111) S. Kiyohara, H. Oda, T. Miyata, and T. Mizoguchi: Science Advances 2 (2016) e1600746.
112) A. O. Oliynyk, E. Antono, T. D. Sparks, L. Ghadbeigi, M. W. Gaultois, B. Meredig, and A. Mar: Chemistry of Materials 28 (2016) 7324.
113) J. Lee, A. Seko, K. Shitara, K. Nakayama, and I. Tanaka: Phys. Rev. B 93 (2016) 115104.
114) K. Mills, M. Spanner, and I. Tamblyn: Phys. Rev. A 96 (2017) 042113.
115) R. Ramprasad, R. Batra, G. Pilania, A. Mannodi-Kanakkithodi, and C. Kim: npj Computational Materials 3 (2017) 54.
116) A. Seko, A. Togo, and I. Tanaka: in Descriptors for Machine Learning of Materials Data, ed. I. Tanaka (Springer Singapore, Singapore, 2018), p. 3.
117) K. Gubaev, E. V. Podryabinkin, and A. V. Shapeev: The Journal of Chemical Physics 148 (2018) 241727.
118) L. Pilozzi, F. A. Farrelly, and G. Marcucci: Communications Physics 1 (2018) 57.
119) T. Xie and J. C. Grossman: Phys. Rev. Lett. 120 (2018) 145301.
120) W. Ye, C. Chen, Z. Wang, I.-H. Chu, and S. P. Ong: Nature Communications 9 (2018) 3800.
121) A. P. Bartók, S. De, C. Poelking, N. Bernstein, J. R. Kermode, G. Csányi, and M. Ceriotti: Science Advances 3 (2017) e1701816.
122) C. Dai, I. R. Bruss, and S. C. Glotzer: arXiv:1803.03296 (2018).
123) Y. Iwasaki, I. Takeuchi, V. Stanev, A. G. Kusne, M. Ishida, A. Kirihara, K. Ihara, R. Sawada, K. Terashima, H. Someya, K. ichi Uchida, S. Yorozu, and E. Saitoh: arXiv:1805.02303 (2018).
124) Y. Iwasaki, R. Sawada, V. Stanev, M. Ishida, A. Kirihara, Y. Omori, H. Someya, I. Takeuchi, E. Saitoh, and Y. Shinichi: arXiv:1903.02175 (2019).

125) Z. Yang, X. Li, L. Catherine Brinson, A. N. Choudhary, W. Chen, and A. Agrawal: Journal of Mechanical Design 140 (2018) 111416.

126) P. Z. Hanakata, E. D. Cubuk, D. K. Campbell, and H. S. Park: Phys. Rev. Lett. 121 (2018) 255304.

127) K. Sagiyama and K. Garikipati: arXiv:1901.00524 (2019).

128) B. Han, Y. Lin, Y. Yang, N. Mao, W. Li, H. Wang, V. Fatemi, L. Zhou, J. I.-J. Wang, Q. Ma, Y. Cao, D. Rodan-Legrain, Y.-Q. Bie, E. Navarro-Moratalla, D. Klein, D. MacNeill, S. Wu, W. S. Leong, H. Kitadai, X. Ling, P. Jarillo-Herrero, T. Palacios, J. Yin, and J. Kong: arXiv:1906.11220 (2019).

129) E. Boattini, M. Dijkstra, and L. Filion: arXiv:1907.02420 (2019).

130) Y. K. Wakabayashi, T. Otsuka, Y. Krockenberger, H. Sawada, Y. Taniyasu, and H. Yamamoto: arXiv:1908.00739 (2019).

131) Y. Ashida and T. Sagawa: arXiv:1908.04866 (2019).

132) S. Kiyohara, M. Tsubaki, K. Liao, and T. Mizoguchi: Journal of Physics: Materials 2 (2019) 024003.

133) B. Sun and A. S. Barnard: Journal of Physics: Materials 2 (2019) 034003.

134) H. Oda, S. Kiyohara, and T. Mizoguchi: Journal of Physics: Materials 2 (2019) 034005.

135) S. L. Brunton and J. N. Kutz: Journal of Physics: Materials 2 (2019) 044002.

136) A. J. Barker, H. Style, K. Luksch, S. Sunami, D. Garrick, F. Hill, C. J. Foot, and E. Bentine: arXiv:1908.08495 (2019).

137) R. E. A. Goodall and A. A. Lee: arXiv:1910.00617 (2019).

138) M. Xu, B. Tang, C. Zhu, Y. Lu, C. Zhu, L. Zheng, J. Zhang, N. Han, Y. Guo, J. Di, P. Song, Y. He, L. Kang, Z. Zhang, W. Zhao, C. Guan, X. Wang, and Z. Liu: arXiv:1910.04603 (2019).

139) C. Lu, Q. Liu, Q. Sun, C.-Y. Hsieh, S. Zhang, L. Shi, and C.-K. Lee: arXiv:1910.13551 (2019).

140) R. Jinnouchi, J. Lahnsteiner, F. Karsai, G. Kresse, and M. Bokdam: Phys. Rev. Lett. 122 (2019) 225701.
141) T. Haug, R. Dumke, L.-C. Kwek, C. Miniatura, and L. Amico: arXiv:1911.09578 (2019).

142) S. Takabe and K. Hukushima: Journal of the Physical Society of Japan 83 (2014) 043801.

143) A. Seko, A. Togo, H. Hayashi, K. Tsuda, L. Chaput, and I. Tanaka: Phys. Rev. Lett. 115 (2015) 205901.

144) K. Terakura and I. Takeuchi: Science and Technology of Advanced Materials 18 (2017) 1.

145) N. Tsujimoto, D. Adachi, R. Akashi, S. Todo, and S. Tsuneyuki: Phys. Rev. Materials 2 (2018) 053801.

146) R. Matsumoto, Z. Hou, H. Hara, S. Adachi, H. Takeya, T. Irifune, K. Terakura, and Y. Takeano: Applied Physics Express 11 (2018) 093101.

147) J. Gao, L.-F. Qiao, Z.-Q. Jiao, Y.-C. Ma, C.-Q. Hu, R.-J. Ren, A.-L. Yang, H. Tang, M.-H. Yung, and X.-M. Jin: Phys. Rev. Lett. 120 (2018) 240501.

148) C. W. Park and C. Wolverton: arXiv:1906.05267 (2019).

149) Y. Yamaji, T. Yoshida, A. Fujimori, and M. Imada: arXiv:1903.08060 (2019).

150) G. R. Schleder, A. C. M. Padilha, C. M. Acosta, M. Costa, and A. Fazzio: Journal of Physics: Materials 2 (2019) 032001.

151) D.-N. Nguyen, T.-L. Pham, V.-C. Nguyen, H. Kino, T. Miyake, and H.-C. Dam: Journal of Physics: Materials 2 (2019) 034009.

152) Y. Shao, M. Hellström, P. D. Mitev, L. Knijff, and C. Zhang: arXiv:1910.03376 (2019).

153) N. Claussen, B. A. Bernevig, and N. Regnault: arXiv:1910.10161 (2019).

154) J. B. Rigo and A. K. Mitchell: arXiv:1910.11300 (2019).

155) M. H. Tahersima, K. Kojima, T. Koike-Akino, D. Jha, B. Wang, C. Lin, and K. Parsons: arXiv:1809.03555 (2018).

156) T. Asano and S. Noda: Opt. Express 26 (2018) 32704.

157) P. R. Wiecha and O. L. Muskens: arXiv:1909.12056 (2019).

158) Y. Li, Y. Xu, M. Jiang, B. Li, T. Han, C. Chi, F. Lin, B. Shen, X. Zhu, L. Lai, and Z. Fang: Phys. Rev. Lett. 123 (2019) 213902.

159) L. Wang: Phys. Rev. B 94 (2016) 195105.
160) S. J. Wetzel: Phys. Rev. E 96 (2017) 022140.
161) W. Hu, R. R. P. Singh, and R. T. Scalettar: Phys. Rev. E 95 (2017) 062122.
162) C. Wang and H. Zhai: Phys. Rev. B 96 (2017) 144432.
163) X. Zhao and L. Fu: Annals of Physics 410 (2019) 167938.
164) H. Kiwata: Phys. Rev. E 99 (2019) 063304.
165) S. Durr and S. Chakravarty: Phys. Rev. B 100 (2019) 075102.
166) C. Alexandrou, A. Athenodorou, C. Chrysostomou, and S. Paul: arXiv:1903.03506 (2019).
167) R. M. Woloshyn: arXiv:1905.08220 (2019).
168) E. Greplova, A. Valenti, G. Boschung, F. Schäfer, N. Lörch, and S. Huber: arXiv:1910.10124 (2019).
169) A. A. Shirinyan, V. K. Kozin, J. Hellsvik, M. Pereiro, O. Eriksson, and D. Yudin: Phys. Rev. B 99 (2019) 041108.
170) R. B. Jadrich, B. A. Lindquist, W. D. Pieros, D. Banerjee, and T. M. Truskett: The Journal of Chemical Physics 149 (2018) 194110.
171) R. B. Jadrich, B. A. Lindquist, and T. M. Truskett: The Journal of Chemical Physics 149 (2018) 194109.
172) R. A. Vargas-Hernández, J. Sous, M. Berciu, and R. V. Krems: Phys. Rev. Lett. 121 (2018) 255702.
173) X. Xu, Q. Wei, H. Li, Y. Wang, Y. Chen, and Y. Jiang: Phys. Rev. E 99 (2019) 043307.
174) J. Carrasquilla and R. G. Melko: Nature Physics 13 (2017) 431.
175) J. Carrasquilla: Physics 10 (2017) 56.
176) A. Tanaka and A. Tomiya: Journal of the Physical Society of Japan 86 (2017) 063001.
177) E. P. van Nieuwenburg, Y.-H. Liu, and S. D. Huber: Nature Physics 13 (2017) 435.
178) J. F. Rodriguez-Nieva and M. S. Scheurer: Nature Physics 15 (2019) 790.
179) Z. Liu, S. P. Rodrigues, and W. Cai: arXiv:1710.04987 (2017).
180) M. J. S. Beach, A. Golubeva, and R. G. Melko: Phys. Rev. B 97 (2018) 045207.
181) Y.-H. Liu and E. P. L. van Nieuwenburg: Phys. Rev. Lett. 120 (2018) 176401.
182) M. Richter-Laskowska, H. Khan, N. Trivedi, and M. Maška: Condensed Matter Physics 21 (2018) 33602.
183) C. Giannetti, B. Lucini, and D. Vadacchino: Nuclear Physics B 944 (2019) 114639.
184) C.-D. Li, D.-R. Tan, and F.-J. Jiang: Annals of Physics 391 (2018) 312.
185) J. Greitemann, K. Liu, and L. Pollet: Phys. Rev. B 99 (2019) 060404.
186) N. L. Holanda and M. A. R. Griffith: arXiv:1901.01963 (2019).
187) K.-I. Aoki, T. Fujita, and T. Kobayashi: Journal of the Physical Society of Japan 88 (2019) 054002.
188) K. Choo, T. Neupert, and G. Carleo: Phys. Rev. B 100 (2019) 125124.
189) H. Munoz-Bauza, F. Hamze, and H. G. Katzgraber: arXiv:1903.06993 (2019).
190) A. Canabarro, F. F. Fanchini, A. L. Malvezzi, R. Pereira, and R. Chaves: Phys. Rev. B 100 (2019) 045129.
191) A. Decelle, V. Martin-Mayor, and B. Seoane: Phys. Rev. E 100 (2019) 050102.
192) D. Wu, L. Wang, and P. Zhang: Phys. Rev. Lett. 122 (2019) 080602.
193) R. Zhang, B. Wei, D. Zhang, J.-J. Zhu, and K. Chang: Phys. Rev. B 99 (2019) 094427.
194) M. Koch-Janusz and Z. Ringel: Nature Physics 14 (2018) 578.
195) S. Efthymiou, M. J. S. Beach, and R. G. Melko: Phys. Rev. B 99 (2019) 075113.
196) W. Zhang, J. Liu, and T.-C. Wei: Phys. Rev. E 99 (2019) 032142.
197) Q. Ni, M. Tang, Y. Liu, and Y.-C. Lai: Phys. Rev. E 100 (2019) 052312.
198) I. A. Iakovlev, O. M. Sotnikov, and V. V. Mazurenko: Phys. Rev. B 98 (2018) 174411.
199) V. K. Singh and J. H. Han: Phys. Rev. B 99 (2019) 174426.
200) K. Ch’ng, J. Carrasquilla, R. G. Melko, and E. Khatami: Phys. Rev. X 7 (2017) 031038.
201) K. Ch’ng, N. Vazquez, and E. Khatami: Phys. Rev. E 97 (2018) 013306.
202) P. Broecker, J. Carrasquilla, R. G. Melko, and S. Trebst: Scientific Reports 7 (2017) 8823.
203) P. Broecker, F. F. Assaad, and S. Trebst: arXiv:1707.00663 (2017).
204) N. C. Costa, W. Hu, Z. J. Bai, R. T. Scalettar, and R. R. P. Singh: Phys. Rev. B 96 (2017) 195138.
205) X.-Y. Dong, F. Pollmann, and X.-F. Zhang: Phys. Rev. B 99 (2019) 121104.
206) J. Ma, P. Zhang, Y. Tan, A. W. Ghosh, and G.-W. Chern: Phys. Rev. B 99 (2019) 085118.
207) K. Shinjo, K. Sasaki, S. Hase, S. Sota, S. Ejima, S. Yunoki, and T. Tohyama: Journal of the Physical Society of Japan 88 (2019) 065001.
208) Y. Zhang and E.-A. Kim: Phys. Rev. Lett. 118 (2017) 216401.
209) Y. Zhang, R. G. Melko, and E.-A. Kim: Phys. Rev. B 96 (2017) 245119.
210) Y. Zhang, C. Bauer, P. Broecker, S. Trebst, and E.-A. Kim: Phys. Rev. B 99 (2019) 161120.
211) P. W. Anderson: Phys. Rev. 109 (1958) 1492.
212) B. Kramer and A. MacKinnon: Reports on Progress in Physics 56 (1993) 1469.
213) F. Evers and A. D. Mirlin: Rev. Mod. Phys. 80 (2008) 1355.
214) A. Aharony and D. Stauffer: *Introduction to Percolation Theory: Revised Second Edition* (Taylor & Francis, London, 1994).
215) R. Shindou and S. Murakami: Physical Review B 79 (2009) 045321.
216) K. Kobayashi, T. Ohtsuki, and K.-I. Imura: Physical Review Letters 110 (2013) 236803.
217) X. Luo, B. Xu, T. Ohtsuki, and R. Shindou: Phys. Rev. B 97 (2018) 045129.
218) X. Luo, T. Ohtsuki, and R. Shindou: Phys. Rev. B 98 (2018) 020201.
219) E. Fradkin: Phys. Rev. B 33 (1986) 3263.
220) P. Goswami and S. Chakravarty: Phys. Rev. Lett. 107 (2011) 196803.
221) K. Kobayashi, T. Ohtsuki, K.-I. Imura, and I. F. Herbut: Phys. Rev. Lett. 112 (2014) 016402.
222) S. Liu, T. Ohtsuki, and R. Shindou: Phys. Rev. Lett. 116 (2016) 066401.
223) O. Balabanov and M. Granath: arXiv:1908.03469 (2019).
224) Y.-H. Tsai, M.-J. Yu, Y.-H. Hsu, and M.-C. Chung: arXiv:1909.04784 (2019).
225) T. Ohtsuki and T. Ohtsuki: Journal of the Physical Society of Japan 85 (2016) 123706.
226) D. Carvalho, N. A. García-Martínez, J. L. Lado, and J. Fernández-Rossier: Phys. Rev. B 97 (2018) 115453.
227) Q.-Q. Cheng, W.-W. Luo, A.-L. He, and Y.-F. Wang: Journal of Physics: Condensed Matter 30 (2018) 355502.
228) M. D. Caio, M. Caccin, P. Baireuther, T. Hyart, and M. Fruchart: arXiv:1901.03346 (2019).
229) N. Yoshioka, Y. Akagi, and H. Katsura: Phys. Rev. B 97 (2018) 205110.
230) H. Araki, T. Mizoguchi, and Y. Hatsugai: Phys. Rev. B 99 (2019) 085406.
231) T. Mano and T. Ohtsuki: Journal of the Physical Society of Japan \textbf{86} (2017) 113704.
232) T. Ohtsuki and T. Ohtsuki: Journal of the Physical Society of Japan \textbf{86} (2017) 044708.
233) G. Bednik: Phys. Rev. B \textbf{100} (2019) 184414.
234) W. Lian, S.-T. Wang, S. Lu, Y. Huang, F. Wang, X. Yuan, W. Zhang, X. Ouyang, X. Wang, X. Huang, L. He, X. Chang, D.-L. Deng, and L. Duan: Phys. Rev. Lett. \textbf{122} (2019) 210503.
235) T. Mano and T. Ohtsuki: Journal of the Physical Society of Japan \textbf{88} (2019) 123704.
236) F. Haake: \textit{Quantum Signatures of Chaos} (Springer, Berlin, 2010).
237) Y. Kharkov, V. Sotskov, A. Karazeev, E. Kiktenko, and A. Fedorov: arXiv:1902.09216 (2019).
238) S. Ma, B. Xiao, R. Hong, B. Addissie, Z. Drikas, T. Antonsen, E. Ott, and S. Anlage: arXiv:1908.04716 (2019).
239) D. Basko, I. Aleiner, and B. Altshuler: Annals of Physics \textbf{321} (2006) 1126.
240) I. V. Gornyi, A. D. Mirlin, and D. G. Polyakov: Phys. Rev. Lett. \textbf{95} (2005) 206603.
241) R. Nandkishore and D. A. Huse: Annual Review of Condensed Matter Physics \textbf{6} (2015) 15.
242) F. Alet and N. Laflorencie: Comptes Rendus Physique \textbf{19} (2018) 498.
243) D. A. Abanin, E. Altman, I. Bloch, and M. Serbyn: Rev. Mod. Phys. \textbf{91} (2019) 021001.
244) F. Schindler, N. Regnault, and T. Neupert: Phys. Rev. B \textbf{95} (2017) 245134.
245) R. Berkovits: Phys. Rev. B \textbf{98} (2018) 241411.
246) J. Venderley, V. Khemani, and E.-A. Kim: Phys. Rev. Lett. \textbf{120} (2018) 257204.
247) P. Huembeli, A. Dauphin, and P. Wittek: Phys. Rev. B \textbf{97} (2018) 134109.
248) Y.-T. Hsu, X. Li, D.-L. Deng, and S. Das Sarma: Phys. Rev. Lett. \textbf{121} (2018) 245701.
249) W. Zhang, L. Wang, and Z. Wang: Phys. Rev. B \textbf{99} (2019) 054208.
250) E. V. H. Doggen, F. Schindler, K. S. Tikhonov, A. D. Mirlin, T. Neupert, D. G. Polyakov, and I. V. Gornyi: Phys. Rev. B \textbf{98} (2018) 174202.
251) J. Gray, L. Banchi, A. Bayat, and S. Bose: Phys. Rev. Lett. \textbf{121} (2018) 150503.
252) H. Théveniaut and F. Alet: Phys. Rev. B \textbf{100} (2019) 224202.
253) W.-J. Rao: Journal of Physics: Condensed Matter \textbf{30} (2018) 395902.
254) M. Matty, Y. Zhang, Z. Papić, and E.-A. Kim: Phys. Rev. B \textbf{100} (2019) 155141.
255) M. J. Hartmann and G. Carleo: Phys. Rev. Lett. 122 (2019) 250502.

256) E. van Nieuwenburg, Y. Baum, and G. Refael: Proceedings of the National Academy of Sciences 116 (2019) 9269.

257) S. Amari: IEEE Transactions on Electronic Computers EC-16 (1967) 299.

258) D. E. Rumelhart, G. E. Hinton, and R. J. Williams: Nature 323 (1986) 533.

259) M. Matsumoto and T. Nishimura: ACM Trans. Model. Comput. Simul. 8 (1998) 3.

260) E. Polizzi: Phys. Rev. B 79 (2009) 115112.

261) LAPACK – Linear Algebra PACKage. http://www.netlib.org/lapack.

262) F. Chollet et al.: Keras. https://github.com/fchollet/keras, 2015.

263) M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. S. Corrado, A. Davis, J. Dean, M. Devin, S. Ghemawat, I. Goodfellow, A. Harp, G. Irving, M. Isard, Y. Jia, R. Jozefowicz, L. Kaiser, M. Kudlur, J. Levenberg, D. Mané, R. Monga, S. Moore, D. Murray, C. Olah, M. Schuster, J. Shlens, B. Steiner, I. Sutskever, K. Talwar, P. Tucker, V. Vanhoucke, V. Vasudevan, F. Viégas, O. Vinyals, P. Warden, M. Wattenberg, M. Wicke, Y. Yu, and X. Zheng. TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems, 2015. Software available from tensorflow.org.

264) E. P. Wigner: Mathematical Proceedings of the Cambridge Philosophical Society 47 (1951) 790.

265) F. J. Dyson: Journal of Mathematical Physics 3 (1962) 140.

266) F. J. Dyson: Journal of Mathematical Physics 3 (1962) 1199.

267) K. B. Efetov, A. I. Larkin, and D. E. Khmel’nitskii: Soviet Phys. JETP 52 (1980) 568.

268) S. Hikami: Phys. Rev. B 24 (1981) 2671.

269) A. Altland and M. R. Zirnbauer: Phys. Rev. B 55 (1997) 1142.

270) M. R. Zirnbauer: Journal of Mathematical Physics 37 (1996) 4986.

271) T. Ando: Phys. Rev. B 40 (1989) 5325.

272) S. Evangelou and T. Ziman: J. Phys. C 20 (1987) L235.

273) Y. Asada, K. Slevin, and T. Ohtsuki: Phys. Rev. Lett. 89 (2002) 256601.

274) Y. Asada, K. Slevin, and T. Ohtsuki: Physical Review B 70 (2004) 035115.

275) C.-X. Liu, X.-L. Qi, H. Zhang, X. Dai, Z. Fang, and S.-C. Zhang: Phys. Rev. B 82 (2010) 045122.
276) C.-Z. Chen, J. Song, H. Jiang, Q.-F. Sun, Z. Wang, and X. C. Xie: Phys. Rev. Lett. 115 (2015) 246603.

277) E. Abrahams, P. W. Anderson, D. C. Licciardello, and T. V. Ramakrishnan: Phys. Rev. Lett. 42 (1979) 673.

278) K. Slevin and T. Ohtsuki: New Journal of Physics 16 (2014) 015012.

279) K. Slevin and T. Ohtsuki: Journal of the Physical Society of Japan 87 (2018) 094703.

280) Y. Avishai and J. M. Luck: Phys. Rev. B 45 (1992) 1074.

281) R. Berkovits and Y. Avishai: Phys. Rev. B 53 (1996) R16125.

282) A. Kaneko and T. Ohtsuki: Journal of the Physical Society of Japan 68 (1999) 1488.

283) L. Ujfalusi and I. Varga: Phys. Rev. B 90 (2014) 174203.

284) S. Kirkpatrick and T. P. Eggarter: Phys. Rev. B 6 (1972) 3598.

285) B. Bulka, M. Schreiber, and B. Kramer: Zeitschrift für Physik B Condensed Matter 66 (1987) 21.

286) S. L. A. de Queiroz: Phys. Rev. B 63 (2001) 214202.

287) G. Schubert, A. Weiße, G. Wellein, and H. Fehske: in HQS@HPC: Comparative numerical study of Anderson localisation in disordered electron systems, ed. A. Bode and F. Durst (Springer, Berlin, 2005), p. 237.

288) A. Sur, J. L. Lebowitz, J. Marro, M. H. Kalos, and S. Kirkpatrick: Journal of Statistical Physics 15 (1976) 345.

289) J. Wang, Z. Zhou, W. Zhang, T. M. Garoni, and Y. Deng: Phys. Rev. E 87 (2013) 052107.

290) T. Kawarabayashi, B. Kramer, and T. Ohtsuki: Phys. Rev. B 57 (1998) 11842.

291) K. Slevin and T. Ohtsuki: Journal of the Physical Society of Japan 85 (2016) 104712.

292) S. Hikami, A. I. Larkin, and Y. Nagaoka: Progress of Theoretical Physics 63 (1980) 707.

293) K. v. Klitzing, G. Dorda, and M. Pepper: Phys. Rev. Lett. 45 (1980) 494.

294) B. Huckestein: Rev. Mod. Phys. 67 (1995) 357.

295) J. T. Chalker and P. D. Coddington: Journal of Physics C: Solid State Physics 21 (1988) 2665.

296) B. Kramer, T. Ohtsuki, and S. Kettemann: Physics Reports 417 (2005) 211.
297) Z. Li, M. Luo, and X. Wan: Phys. Rev. B 99 (2019) 075418.
298) K. Efetov: Physica A: Statistical Mechanics and its Applications 167 (1990) 119.
299) A. D. Mirlin and Y. V. Fyodorov: Phys. Rev. Lett. 72 (1994) 526.
300) A. M. García-García: Phys. Rev. Lett. 100 (2008) 076404.
301) S. Hikami: Progress of Theoretical Physics Supplement 107 (1992) 213.
302) Y. Ueoka and K. Slevin: Journal of the Physical Society of Japan 83 (2014) 084711.
303) Y. Ueoka and K. Slevin: Journal of the Physical Society of Japan 86 (2017) 094707.
304) J. Chabé, G. Lemarié, B. Grémaud, D. Delande, P. Szriftgiser, and J. C. Garreau: Phys. Rev. Lett. 101 (2008) 255702.
305) S. Mertens and C. Moore: Phys. Rev. E 98 (2018) 022120.
306) M. Z. Hasan and C. L. Kane: Reviews of Modern Physics 82 (2010) 3045.
307) J. E. Moore: Nature 464 (2010) 194.
308) X.-L. Qi and S.-C. Zhang: Rev. Mod. Phys. 83 (2011) 1057.
309) Y. Ando: Journal of the Physical Society of Japan 82 (2013) 102001.
310) M. G. Vergniory, L. Elcoro, C. Felser, N. Regnault, B. Bernevig, and Z. Wang: Nature 566 (2019) 480.
311) S. Murakami: New Journal of Physics 9 (2007) 356.
312) X. Wan, A. M. Turner, A. Vishwanath, and S. Y. Savrasov: Phys. Rev. B 83 (2011) 205101.
313) S. Ryu and K. Nomura: Phys. Rev. B 85 (2012) 155138.
314) K.-I. Imura, M. Okamoto, Y. Yoshimura, Y. Takane, and T. Ohtsuki: Phys. Rev. B 86 (2012) 245436.
315) K. Kobayashi, Y. Yoshimura, K.-I. Imura, and T. Ohtsuki: Phys. Rev. B 92 (2015) 235407.
316) K. Kobayashi, T. Ohtsuki, and K.-I. Imura: inTopological Matter in the Absence of Translational Invariance, ed. H. Luo (Wiley-Scrivener, 2019), p. 109.
317) J. Li, R.-L. Chu, J. K. Jain, and S.-Q. Shen: Phys. Rev. Lett. 102 (2009) 136806.
318) C. W. Groth, M. Wimmer, A. R. Akhmerov, J. Tworzydło, and C. W. J. Beenakker: Phys. Rev. Lett. 103 (2009) 196805.
319) H.-M. Guo, G. Rosenberg, G. Refael, and M. Franz: Phys. Rev. Lett. 105 (2010) 216601.
320) S. V. Syrzanov, V. Gurarie, and L. Radzihovsky: Phys. Rev. B 91 (2015) 035133.
321) J. P. Dahlhaus, J. M. Edge, J. Tworzydło, and C. W. J. Beenaker: Phys. Rev. B 84 (2011) 115133.
322) C.-Z. Chang, W. Zhao, J. Li, J. K. Jain, C. Liu, J. S. Moodera, and M. H. W. Chan: Phys. Rev. Lett. 117 (2016) 126802.
323) Y. Yoshimura, W. Onishi, K. Kobayashi, T. Ohtsuki, and K.-I. Imura: Phys. Rev. B 94 (2016) 235414.
324) X.-L. Qi, T. L. Hughes, and S.-C. Zhang: Physical Review B 78 (2008) 195424.
325) R. Okugawa and S. Murakami: Phys. Rev. B 89 (2014) 235315.
326) Y. Ominato and M. Koshino: Phys. Rev. B 89 (2014) 054202.
327) T. Ando and H. Aoki: Journal of the Physical Society of Japan 54 (1985) 2238.
328) F. Evers and A. D. Mirlin: Phys. Rev. Lett. 84 (2000) 3690.
329) A. D. Mirlin and F. Evers: Phys. Rev. B 62 (2000) 7920.
330) D. Weaire and V. Srivastava: Journal of Physics C: Solid State Physics 10 (1977) 4309.
331) T. Ohtsuki and T. Kawarabayashi: Journal of the Physical Society of Japan 66 (1997) 314.
332) E. van Nieuwenburg, E. Bairey, and G. Refael: Phys. Rev. B 98 (2018) 060301.
333) S. Bo, F. Schmidt, R. Eichhorn, and G. Volpe: Phys. Rev. E 100 (2019) 010102.
334) T. Obuchi, H. Koma, and M. Yasuda: Journal of the Physical Society of Japan 85 (2016) 114803.
335) H. W. Lin, M. Tegmark, and D. Rolnick: Journal of Statistical Physics 168 (2017) 1223.
336) K. Mills, K. Ryczko, I. Luchak, A. Domurad, C. Beeler, and I. Tamblyn: Chem. Sci. 10 (2019) 4129.
337) A. Barra, G. Genovese, P. Sollich, and D. Tantari: Phys. Rev. E 97 (2018) 022310.
338) S. J. Wetzel and M. Scherzer: Phys. Rev. B 96 (2017) 184410.
339) B. Li and D. Saad: Phys. Rev. Lett. 120 (2018) 248301.
340) A. Morningstar and R. G. Melko: Journal of Machine Learning Research 18 (2018) 1.
341) R. Kaubruegger, L. Pastori, and J. C. Budich: Phys. Rev. B 97 (2018) 195136.
342) J. Ortegon, R. Ledesma-Alonso, R. Barbosa, J. V. Castillo, and A. C. Atoche: Computational Materials Science 148 (2018) 336.

343) Z. Ringel and R. A. de Bem: International Conference on Learning Representations, 2018.

344) Y. Wu, P. Zhang, H. Shen, and H. Zhai: Phys. Rev. A 98 (2018) 010701.

345) R. Kenway: arXiv:1803.06111 (2018).

346) G. S. Hartnett, E. Parker, and E. Geist: Phys. Rev. E 98 (2018) 022116.

347) D. Kim and D.-H. Kim: Phys. Rev. E 98 (2018) 022138.

348) T. Puškarov and A. C. Cubero: Journal of Statistical Mechanics: Theory and Experiment 2018 (2018) 103102.

349) W.-J. Rao, Z. Li, Q. Zhu, M. Luo, and X. Wan: Phys. Rev. B 97 (2018) 094207.

350) G. M. Rotskoff and E. Vanden-Eijnden: arXiv:1805.00915 (2018).

351) M. Baity-Jesi, L. Sagun, M. Geiger, S. Spigler, G. B. Arous, C. Cammarota, Y. LeCun, M. Wyart, and G. Biroli: In J. Dy and A. Krause (eds), Proceedings of the 35th International Conference on Machine Learning, Vol. 80 of Proceedings of Machine Learning Research, 2018, p. 314.

352) R. Karakida, S. Akaho, and S. ichi Amari: arXiv:1806.01316 (2018).

353) B. Aubin, A. Maillard, J. Barbier, F. Krzakala, N. Macris, and L. Zdeborov: arXiv:1806.05451 (2018).

354) C. Casert, T. Vieijra, J. Nys, and J. Ryckebusch: Phys. Rev. E 99 (2019) 023304.

355) M. Geiger, A. Jacot, S. Spigler, F. Gabriel, L. Sagun, S. d’Ascoli, G. Biroli, C. Hongler, and M. Wyart: arXiv:1901.01608 (2019).

356) C. Wang, H. Zhai, and Y.-Z. You: Science Bulletin 64 (2019) 1228.

357) P.-M. Nguyen: arXiv:1902.02880 (2019).

358) K. Hashimoto: Phys. Rev. D 99 (2019) 106017.

359) P. Mehta, M. Bukov, C.-H. Wang, A. G. Day, C. Richardson, C. K. Fisher, and D. J. Schwab: Physics Reports 810 (2019) 1.

360) D. Araújo, R. I. Oliveira, and D. Yukimura: arXiv:1906.00193 (2019).

361) O. Ben-David and Z. Ringel: arXiv:1902.02354 (2019).

362) O. Cohen, O. Malka, and Z. Ringel: arXiv:1906.05301 (2019).
363) C. Baldassi, E. M. Malatesta, and R. Zecchina: Phys. Rev. Lett. 123 (2019) 170602.
364) T. Matsumoto, M. Kitazawa, and Y. Kohno: arXiv:1909.06238 (2019).
365) M. Suezen, J. J. Cerd, and C. Weber: arXiv:1911.07831 (2019).
366) K. Kashiwa, Y. Kikuchi, and A. Tomiya: Progress of Theoretical and Experimental Physics 2019 (2019). 083A04.
367) C. Bény: arXiv:1301.3124 (2013).
368) P. Mehta and D. J. Schwab: arXiv:1410.3831 (2014).
369) S. Foreman, J. Giedt, Y. Meurice, and J. Unmuth-Yockey: EPJ Web Conf. 175 (2018) 11025.
370) I. Glasser, N. Pancotti, M. August, I. D. Rodriguez, and J. I. Cirac: Phys. Rev. X 8 (2018) 011006.
371) S.-H. Li and L. Wang: Phys. Rev. Lett. 121 (2018) 260601.
372) S. Iso, S. Shiba, and S. Yokoo: Phys. Rev. E 97 (2018) 053304.
373) S. S. Funai and D. Giataganas: arXiv:1810.08179 (2018).
374) E. de Mello Koch, R. de Mello Koch, and L. Cheng: arXiv:1906.05212 (2019).
375) H.-Y. Hu, S.-H. Li, L. Wang, and Y.-Z. You: arXiv:1903.00804 (2019).
376) K.-I. Aoki and T. Kobayashi: Modern Physics Letters B 30 (2016) 1650401.
377) E. Stoudenmire and D. J. Schwab. Supervised Learning with Tensor Networks. In D. D. Lee, M. Sugiyama, U. V. Luxburg, I. Guyon, and R. Garnett (eds), Advances in Neural Information Processing Systems 29, pp. 4799–4807. Curran Associates, Inc., 2016.
378) M. Suezen, C. Weber, and J. J. Cerd. Spectral Ergodicity in Deep Learning Architectures via Surrogate Random Matrices, 2017. Notebook works with Python 2.7.
379) Y.-Z. You, Z. Yang, and X.-L. Qi: Phys. Rev. B 97 (2018) 045153.
380) D. Liu, S.-J. Ran, P. Wittek, C. Peng, R. B. García, G. Su, and M. Lewenstein: New Journal of Physics 21 (2019) 073059.
381) E. M. Stoudenmire: Quantum Science and Technology 3 (2018) 034003.
382) I. Glasser, N. Pancotti, and J. I. Cirac: arXiv:1806.05964 (2018).
383) J. Biamonte, A. Kardashin, and A. Uvarov: arXiv:1804.02398 (2018).
384) H.-J. Liao, J.-G. Liu, L. Wang, and T. Xiang: Phys. Rev. X 9 (2019) 031041.
385) S.-J. Ran, Z.-Z. Sun, S.-M. Fei, G. Su, and M. Lewenstein: arXiv:1907.10290 (2019).
386) C. Szegedy, W. Zaremba, I. Sutskever, J. Bruna, D. Erhan, I. Goodfellow, and R. Fergus: arXiv:1312.6199 (2013).
387) S. Jiang, S. Lu, and D.-L. Deng: arXiv:1910.13453 (2019).
388) P. Zhang, H. Shen, and H. Zhai: Phys. Rev. Lett. 120 (2018) 066401.
389) N. Sun, J. Yi, P. Zhang, H. Shen, and H. Zhai: Phys. Rev. B 98 (2018) 085402.
390) S. Lloyd and C. Weedbrook: Phys. Rev. Lett. 121 (2018) 040502.
391) M. Bukov, A. G. R. Day, D. Sels, P. Weinberg, A. Polkovnikov, and P. Mehta: Phys. Rev. X 8 (2018) 031086.
392) P. Baireuther, M. D. Caio, B. Criger, C. W. J. Beenakker, and T. E. O’Brien: New Journal of Physics 21 (2019) 013003.
393) G. Torlai, G. Mazzola, J. Carrasquilla, M. Troyer, R. Melko, and G. Carleo: Nature Physics 14 (2018) 447.
394) A. Uvarov, A. Kardashin, and J. Biamonte: arXiv:1906.10155 (2019).
395) Y. H. Teoh, M. Drygala, R. G. Melko, and R. Islam: arXiv:1910.02496 (2019).
396) A. Pepper, N. Tischler, and G. J. Pryde: Phys. Rev. Lett. 122 (2019) 060501.
397) J. Biamonte, P. Wittek, N. Pancotti, P. Rebentrost, N. Wiebe, and S. Lloyd: Nature 549 (2017) 195.
398) H.-K. Lau, R. Pooser, G. Siopsis, and C. Weedbrook: Phys. Rev. Lett. 118 (2017) 080501.
399) M. Ohzeki, S. Okada, M. Terabe, and S. Taguchi: Scientific Reports 8 (2018) 9950.
400) P. Andreasson, J. Johansson, S. Liljestrand, and M. Granath: Quantum 3 (2019) 183.
401) A. MacKinnon and B. Kramer: Phys. Rev. Lett. 47 (1981) 1546.
402) J.-L. Pichard and G. Sarma: J. Phys. C 14 (1981) L127.
403) Y. Asada, K. Slevin, and T. Ohtsuki: Phys. Rev. B 73 (2006) 041102.