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Abstract

To rigorously certify the robustness of neural networks to adversarial perturbations, most state-of-the-art techniques rely on a triangle-shaped linear programming (LP) relaxation of the ReLU activation. While the LP relaxation is exact for a single neuron, recent results suggest that it faces an inherent “convex relaxation barrier” as additional activations are added, and as the attack budget is increased. In this paper, we propose a nonconvex relaxation for the ReLU relaxation, based on a low-rank restriction of a semidefinite programming (SDP) relaxation. We show that the nonconvex relaxation has a similar complexity to the LP relaxation, but enjoys improved tightness that is comparable to the much more expensive SDP relaxation. Despite nonconvexity, we prove that the verification problem satisfies constraint qualification, and therefore a Riemannian staircase approach is guaranteed to compute a near-globally optimal solution in polynomial time. Our experiments provide evidence that our nonconvex relaxation almost completely overcome the “convex relaxation barrier” faced by the LP relaxation.

1 Introduction

It is now well-known that neural network models can be vulnerable to adversarial perturbations, which are small, often imperceptible changes to the input that cause large, possibly targeted changes to the output [23, 1]. To make models robust to adversarial perturbation attacks, one popular strategy, known as adversarial training [12, 10, 13, 21, 29], is to attack a pre-trained model, and then to re-train the model with the training set augmented or replaced by the attack. Despite its simplicity, adversarial training works remarkably well in practice. For example, the robust models trained by Madry et al. [13] back in 2017 remain essentially unbroken in 2022, after more than four years of white-box penetration testing by researchers world-wide. Later researchers have extended the idea to train robust ImageNet classifiers, that achieve a similar level of accuracy, and within a comparable amount of training time, to nonrobust classifiers [21, 29]. Unfortunately, adversarial training is, in the end, an empirical strategy, that does not rigorously promise a truly robust model. Its use leaves open the possibility —however remote and unlikely—that a model that was previously thought to be robust would later be defeated by a more sophisticated attack, potentially after it has already been deployed out in the field.
For applications where even a single failure is deemed unacceptable, one often desires a formal mathematical proof or certification that an empirically robust model is truly robust against all future attacks. Most certification methods are based on a classical technique from optimization known as convex relaxation. The idea is to take the nonconvex set of viable attacks, and relax it into a larger, convex set of attacks, some (or almost all) of which may not be physically realizable. Irrespective of physical realizability, one can “efficiently” verify—i.e. in polynomial time—whether the model is truly robust against the entire convex superset of attacks. If this is indeed the case, then it immediately follows that the model is certifiably robust against all viable attacks, since these constitute a subset of the convex superset of attacks. However, if the model is not robust against the convex superset, then we must decline to make a certification. It may be the case that the model is not robust due to the existence of a viable attack. Or, the model may in fact be robust, but there exists a fictitious, non-physically-realizable attack within the convex superset that prevents us from certifying this fact.

Most state-of-the-art certification techniques [24, 26, 27, 30] are based on a triangle-shaped linear programming (LP) relaxation of the ReLU activation introduced by Wong and Kolter [28]. While the LP relaxation is exact for a single ReLU activation (i.e. it makes a certification if and only if there exists a viable attack), it quickly becomes loose as more activations are added, and as the attack budget is increased. Recent results by Salman et al. [20] indicate the existence of “convex relaxation barrier” for the LP relaxation. Every certification technique based on the LP relaxation is inherently limited to being a factor of 1.5 to 2 times more conservative for shallow model with 1-2 layers, and up to 10 times more conservative for a deeper model with 9 layers.

One promising pathway for overcoming the convex relaxation barrier faced by the LP relaxation is the semidefinite programming (SDP) relaxation of Raghunathan et al. [17]. Empirically, the SDP relaxation appears to be much tighter than the LP relaxation, in that it is able exclude far more fictitious attacks that cannot be physically realized. However, the cost of solving the SDP relaxation—while technically still polynomial time—is so large as to be completely inaccessible, even for tiny models with just a few hundred activations. At its core, the SDP relaxation requires us to optimize over the \( \frac{1}{2}n(n+1) \) elements of an \( n \times n \) symmetric matrix, where \( n \) is equal to the total number of ReLU activations, plus the dimension of the input layer. Even a single-layer model with 200 ReLU activations for the MNIST dataset would require us to optimize over the \( 4.84 \times 10^5 \) elements of a \( 984 \times 984 \) symmetric matrix, which is already nearing the limit of state-of-the-art solvers like MOSEK [14].

**Contributions** This paper proposes a certification technique based on a nonconvex relaxation for the ReLU activation. We argue that the set of viable attacks is naturally nonconvex, and as such a nonconvex relaxation should better exclude fictitious attacks when compared to a convex relaxation of a similar dimension or complexity. We base our nonconvex relaxation on a low-rank restriction of the usual convex SDP relaxation of the ReLU activation. Rigorously, we show that the nonconvex relaxation is always at least as tight as the SDP relaxation, but that it optimizes over the \( nr \) elements of an \( n \times r \) rectangular matrix, where \( n \) is the same as before in the SDP relaxation, and \( r \) is a relaxation rank parameter. If a small value of \( r \) can be used (in practice, our experiments suggest a value of \( r \leq 10 \)), then the nonconvex relaxation enjoys the same tightness and effectiveness of the SDP relaxation, while optimizing over a dramatically smaller number of variables that is comparable to the LP relaxation.

The nonconvexity of the relaxation poses a potential issue. Here, we adopt an approach known as the Riemannian staircase [2, 3], which allows nonconvex low-rank SDPs that satisfy a condition known as linear independence constraint qualification (LICQ) to be solved to near-global optimality.
in polynomial time. Unfortunately, LICQ is highly restrictive and also difficult to verify in practice. It is often taken as a strong assumption in the existing literature \cite{18,7,19}, but this reduces the Riemannian staircase from a provable algorithm to an empirical heuristic. In this paper, we rigorously show that the verification problem generically satisfies LICQ. It immediately follows that our nonconvex relaxation can generically be solved to near-global optimality in polynomial time.

Our experiments provide empirical confirmation of our theoretical claims. We re-examine the models originally used by Salman et al. \cite{20} to demonstrate the existence of a “convex relaxation barrier” for the LP relaxation. Using a relaxation rank $r$ of no more than 10, we re-certify these models using our nonconvex relaxation, in time comparable to that of the best-possible LP relaxation. Our results find that even a basic nonconvex relaxation offers a significant reduction in conservatism, from factors of 2 to 10 down to a factor of around 1.1. Augmenting the nonconvex relaxation by bound propagation (as is commonly done for the LP relaxation) allows us to almost fully close the gap towards exact certification.

2 Background and related work

Consider the task of classifying a data point $x \in \mathbb{R}^p$ as belonging to the $\hat{c}$-th of $q$ classes. The standard approach is to train a classifier model $f_\theta : \mathbb{R}^p \rightarrow \mathbb{R}^q$ with parameters $\theta$ so that the prediction vector $f_\theta(x)$ takes on its maximum value at the $\hat{c}$-th element, as in $f_\theta(x)[\hat{c}] > f_\theta(x)[c]$ for all incorrect labels $c \neq \hat{c}$. In this paper, we focus our attention on $\ell$-layer feedforward ReLU-based neural network models, defined recursively

$$x_1 \equiv x, \quad f_\theta(x) \equiv W_\ell x_\ell + b_\ell, \quad x_{k+1} = \max\{0, W_k x_k + b_k\} \quad \text{for } k \in \{1, 2, \ldots, \ell\}$$

(1)

with respect to the parameters $\theta = \{W_k, b_k\}_{k=1}^\ell$, which consist of the weights $W_1, \ldots, W_\ell$ and the biases $b_1, \ldots, b_\ell$. Throughout the paper, we will use $n_k$ to denote the number of neurons at the $k$-th layer, and $n = \sum_{k=1}^\ell n_k$ to denote the total number of neurons summed over the entire neural network. Note that our convention includes the neurons at the input layer, i.e. those taking on values in $x_1 \equiv x$, but excludes those at the output layer, i.e. those taking of values of $f_\theta(x) \equiv W_\ell x_\ell + b_\ell$.

To compute an adversarial example $x \approx \hat{x}$, the standard approach (and usually, the most effective approach) is to apply projected gradient descent (PGD) to the following semi-targeted attack problem, which was first introduced by Carlini and Wagner \cite{6}:

$$\phi[c] = \min_{x \in \mathbb{R}^p} \quad f_\theta(x)[\hat{c}] - f_\theta(x)[c] \quad \text{s.t.} \quad \|x - \hat{x}\|_p \leq \rho.$$ 

(2)

Here, the attack budget is controlled by the parameter $\rho$, which specifies the maximum radius of the adversarial perturbation as measured in the $\ell_p$ norm. The attack is said to be semi-targeted because it seeks to rank the target class $c$ above the true class $\hat{c}$, without necessarily requiring the target class $c$ to be the top-ranked class. Nevertheless, applying PGD to \cite{2} frequently results in misclassification to the target class $c$. In fact, for a non-robust model, only a single PCG iteration is usually enough for targeted misclassification to occur; the resulting one-iteration attack is called the fast gradient sign method (FGSM) attack, due to Goodfellow et al. \cite{10}. Empirically robust models can be obtained by adversarially training a model against either the FGSM attack (as in Goodfellow et al. \cite{10} and later Wong et al. \cite{29}) or the PGD attack (as in Madry et al. \cite{13} and \cite{21}).

In turn, robustness to adversarial perturbations can be certified by verifying that \cite{2} achieves a positive global minimum $\phi[c] > 0$ for every incorrect class $c \neq \hat{c}$. To explain, recall that $\phi[c]$ denotes the maximum margin by which an attack can cause the model $f_\theta$ to rank the incorrect label $c \neq \hat{c}$
above the true label \( \hat{c} \). Clearly, if there exists no attack capable of ranking any incorrect label \( c \neq \hat{c} \) above the true label \( \hat{c} \), then the model is robust. In turn, the numerical value of the minimum global minimum, written

\[
\phi^* = \min_{c \neq \hat{c}} \phi[c] > 0,
\]

is a robustness margin that measures how robust the model is to adversarial perturbations. The more positive is the robustness margin \( \phi^* \), the more the model is able to resist misclassification.

Unfortunately, it is NP-hard in general to compute the global minimum \( \phi[c] \), and therefore also the robustness margin \( \phi^* \). While strategies like mixed-integer linear programming (MILP) \[24\] and Satisfiability Modulo Theories (SMT) \[11\] exist to compute these values exactly, their worst-case run time must scale exponentially with the number of activations, unless P=NP. Instead, most certification methods rely on solving (2) subject to a relaxation of the ReLU activation function in (1). In particular, Wong and Kolter \[28\] suggested the following triangle-shaped LP relaxation for a single ReLU activation:

\[
\beta = \max\{0, \alpha\}, \quad \alpha \leq \alpha \leq \alpha \implies \beta \geq 0, \quad \beta \geq \alpha, \quad \beta \geq \alpha - (\alpha - \alpha) + \max\{0, \alpha\}
\]

Extending this relaxation to all ReLU activations across all layers of a model requires upper- and lower-bounds \( \alpha, \alpha \) on each pre-activation variable \( \alpha \); recursive bound propagation procedures have been proposed to compute these efficiently \[27\] \[26\] \[30\] \[20\]. Substituting into the semi-targeted attack problem (2) results in a lower-bound \( \phi^* \geq \phi[c] \) for the incorrect class \( c \neq \hat{c} \). In turn, taking the minimum lower-bound \( \phi^*_{lb} = \min_{c \neq \hat{c}} \phi^*_{lb}[c] \) among all incorrect classes results a lower-bound \( \phi^*_{lb} \leq \phi^* \) on the robustness margin. If \( \phi^*_{lb} > 0 \), then the model is robust, and its robustness margin is at least \( \phi^*_{lb} \).

The LP relaxation described above is easily verified to be tight for a single activation, meaning that it provides a lower-bound \( \phi^*_lb[c] = \phi[c] \) that holds with equality. However, for many single activations, the relaxation is usually loose, meaning that the lower-bound \( \phi^*_lb[c] < \phi[c] \) is strict. Indeed, Salman et al. \[20\] pointed out that the lower-bound is loose by a sizable margin, and that this gap cannot be improved. They refer to the inherent looseness of the LP relaxation as the “convex relaxation barrier”.

One promising direction that can potentially overcome the “convex relaxation barrier” is the SDP relaxation of Raghunathan et al. \[17\]. The relaxation is based on the insight that the ReLU activation equation can be equivalently imposed as two linear inequalities and a single quadratic equality

\[
\beta = \max\{0, \alpha\} \iff \beta \geq 0, \quad \beta \geq \alpha, \quad \beta = \alpha - (\beta - \alpha) = 0.
\]

Following a standard approach of Shor \[22\], it follows that the ReLU activation equation over a single layer can be written as the following linear inequalities

\[
x_2 = \max\{0, W_1 x_1 + b_1\} \iff x_0 = 1, \quad x_2 \geq 0, \quad x_2 \geq W_1 x_1 + b_1, \quad \text{diag}(X_{22}) = \text{diag}(W_1 X_{12} + b_1 x_2^T),
\]

imposed over the following rank-1 matrix variable

\[
X = \begin{bmatrix}
  x_0 & x_1^T & x_2^T \\
  x_1 & X_{11} & X_{12} \\
  x_2 & X_{12}^T & X_{22}
\end{bmatrix} \succeq 0, \quad \text{rank}(X) = 1.
\]
The nonconvexity of the ReLU activation is entirely captured within the constraint \( \text{rank}(X) = 1 \). Relaxing this constraint results a convex relaxation, commonly known simply as “the” SDP relaxation.

In their original experiments, Raghunathan et al. [17] found that the simple SDP relaxation described became loose once it is applied to deeper models containing many layers. This empirical observation was later rigorously justified by the geometric analysis of Zhang [31]. Instead, Raghunathan et al. [17] proposed a bound propagation procedure—directly analogous to the LP relaxation—that allows the SDP relaxation to be tightened for deeper networks.

### 3 Rank-constrained SDP relaxation and its dual

Our goal in this paper is to develop better lower-bounds on the following instance of (2):

\[
\phi[c] = \min_{x=(x_1,\ldots,x_\ell)\in\mathbb{R}^n} w_\ell^T x_\ell + w_0 \equiv [(e_c - e_\hat{c})^T W_\ell] x_\ell + [(e_c - e_\hat{c})^T b_\ell]
\]

\[
\text{s.t. } x_{k+1} = \max\{0, W_k x_k + b_k\} \quad \text{for } k \in \{1,\ldots,\ell - 1\}
\]

\[
\|x_1 - \hat{x}\| \leq \rho.
\]

Here, we recall that to lower-bound the robustness margin \( \phi^{\star}_{\text{lb}} \leq \phi^{\star} \), it suffices to lower-bound the semi-targeted problem \( \phi_{\text{lb}}[c] \leq \phi[c] \) for every incorrect class \( c \neq \hat{c} \), and then take the minimum \( \phi^{\star}_{\text{lb}} = \min_{c \neq \hat{c}} \phi_{\text{lb}}[c] \) among all incorrect classes.

Following existing work on the SDP relaxation, we begin by substituting the rank-1 SDP reformulation of the ReLU activation in (4) to the semi-targeted attack problem (A). But instead of deleting the rank-1 constraint altogether, we propose to slightly relax it to a rank-\( r \) constraint, where \( r \geq 1 \) is a relaxation rank parameter, to result in a family of nonconvex relaxations

\[
\phi_r[c] = \min_{X \in \mathbb{S}^{n+1}_{+}} w_\ell^T x_\ell + w_0 x_0 \quad \text{(SDP}-r)\]

\[
\text{s.t. } \text{tr}(X) - 2 x_1^T \hat{x}_1 + x_0 \|\hat{x}_1\|^2 \leq x_0 \rho^2, \quad x_0 = 1 \quad (y_0, z_0)
\]

\[
x_{k+1} \geq 0, \quad x_{k+1} \geq W_k x_k + b_k x_0, \quad (y_{k,1}, y_{k,2})
\]

\[
\text{diag}(X_{k+1} - W_k X_{k,(k+1)} - b_k x_{k+1}^T) = 0, \quad (z_k)
\]

for all \( k \in \{1, 2, \ldots, \ell - 1\} \)

whose optimization variable \( X \) is an \( (n+1) \times (n+1) \) rank-constrained positive semidefinite matrix with bounded trace

\[
X = \begin{bmatrix}
  x_0 & x_1^T & \cdots & x_\ell^T \\
  x_1 & X_{1,1} & \cdots & X_{1,\ell} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_\ell & X_{\ell,1}^T & \cdots & X_{\ell,\ell}
\end{bmatrix} \succeq 0, \quad \text{rank}(X) \leq r, \quad \text{tr}(X) \leq R^2,
\]

and we will assume throughout the paper that the trace bound \( R \) has been chosen large enough so that \( \text{tr}(X^\star) < R^2 \) holds at optimality with a strict inequality. It follows from (4) that \( r = 1 \) instance of (SDP}-r coincides with (A) exactly. Due to our use of a rank upper-bound, every subsequent instance then provides a lower-bound on its previous relaxation:

\[
\phi[c] = \phi_1[c] \geq \phi_2[c] \geq \cdots \geq \phi_{n+1}[c].
\]
Finally, setting \( r = n + 1 \) has the same effect as deleting the rank constraint, because every \((n + 1) \times (n + 1)\) matrix can have rank at most \( n + 1 \). Therefore, the \( r = n + 1 \) instance coincides with the convex semidefinite relaxation as originally proposed by \[16\].

For relaxation ranks of \( r < n + 1 \), the corresponding nonconvex instances of \((\text{SDP-r})\) are NP-hard in general to solve to global optimality. Even if we are provided with a globally optimal solution \( X^* \), there is generally no way to (rigorously) tell that \( X^* \) is indeed globally optimal. Instead, the most we can say is that \( X^* \) provides an upper-bound \( w^T x^* + w_0 \geq \phi_r[c] \) on the optimal value of \((\text{SDP-r})\), which is itself intended to be a lower-bound \( \phi_r[c] \leq \phi[c] \) on our original problem of interest \((A)\). Of course, one cannot draw a definitive conclusion in either direction from an upper-bound on a lower-bound.

Instead, we seek to construct a lower-bound on the optimal value \( \phi_r[c] \) of the relaxation \((\text{SDP-r})\), which would in turn lower-bound the optimal value \( \phi[c] \) of the original problem \((A)\). Our motivating insight is that all instances of \((\text{SDP-r})\), including those nonconvex instances for \( r < n + 1 \), have the same convex Lagrangian dual. Define dual variables \( y = (y_0, \{y_{k,1}, y_{k,2}\}_{k=1}^\ell) \) and \( z = (z_0, \{z_k\}_{k=1}^\ell) \) to correspond to the linear constraints in \((\text{SDP-r})\) as shown in parentheses. Then, the dual problem is written:

\[
\max_{y \geq 0, z, \mu \geq 0} \quad z_0 + R^2 \mu \quad \text{s.t.} \quad S(y,z) \equiv \frac{1}{2} \begin{bmatrix} s_0 & s_1^T & s_2^T & \cdots & s_\ell^T \\ s_1 & S_{1,1} & S_{1,2} & \cdots & S_{1,\ell} \\ s_2 & S_{2,1} & S_{2,2} & \cdots & S_{2,\ell} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ s_\ell & S_{\ell,1} & S_{\ell,2} & \cdots & S_{(\ell-1),\ell} \end{bmatrix} \succeq \mu I, \tag{SDD}
\]

in which the components of the slack matrix are written

\[
\begin{align*}
  s_0 &= 2 \left[ w_0 + y_0(\|\hat{x}\|^2 - \rho^2) + \sum_{k=1}^{\ell-1} b_k y_{k,2} - z_0 \right], \\
  s_1 &= W_1^T y_{1,2} - 2\hat{z} y_0, \quad s_\ell = w_\ell - \left[ Z_{(\ell-1)} b_{(\ell-1)} y_{(\ell-1),1} + y_{(\ell-1),2} \right], \\
  s_{k+1} &= W_{k+1}^T y_{(k+1),2} - (Z_k b_k + y_{k,1} + y_{k,2}) \quad \text{for} \ k \in \{1, \ldots, \ell - 2\}, \\
  S_{1,1} &= 2y_0 I, \quad S_{k,(k+1)} = -W_k^T Z_k, \quad S_{(k+1),(k+1)} = 2Z_k \quad \text{for} \ k \in \{1, \ldots, \ell - 1\},
\end{align*}
\]

where \( Z_k = \text{diag}(z_k) \) for all \( k \). We therefore obtain the following lower-bound on semi-targeted attack problem in \((A)\), which is valid for any choice of multipliers \( y \geq 0 \) and \( z \).

**Proposition 1** (Dual lower-bound). Let \( X^* \) denote the global solution of \((\text{SDP-r})\) with rank \( r \geq 1 \). Then, any dual multipliers \( y = (y_0, \{y_{k,1}, y_{k,2}\}_{k=1}^\ell) \) and \( z = (z_0, \{z_k\}_{k=1}^{\ell-1}) \) that satisfy \( y \geq 0 \) provide the following lower-bound

\[
\phi[c] \geq \phi_r[c] \geq z_0 + R^2 \cdot \min\{0, \lambda_{\min}[S(y,z)]\}.
\]

Let \( X^* \) denote the globally optimal solution for the convex instance of \((\text{SDP-r})\) with \( r = n + 1 \). It turns out that strong duality is satisfied in the convex case, meaning that there exists optimal multipliers \( y^*, z^* \) that exactly satisfy \( \phi_{n+1}[c] = z^*_0 + R^2 \cdot \min\{0, \lambda_{\min}[S(y^*, z^*)]\} \) and therefore certify the global optimality \( X^* \) via Proposition \[1\]. In fact, SDP solvers are guaranteed to compute a primal feasible \( X \) and dual multipliers \( y, z \) that certify \( X \) to be \( \epsilon \) near-globally optimal in at most \( O(\sqrt{n} \log(1/\epsilon)) \) iterations. However, each iteration requires costs up to \( O(n^6) \) time and \( O(n^4) \) memory, and this limits the maximum number of neurons \( n \) that can be considered in practice to no more than a few hundred to a thousand.
Now, suppose that the convex solution $X^*$ is in fact low-rank, as in $r^* = \text{rank}(X^*) \ll n$. The statement below says that the nonconvex instance of $\text{(SDP-} r\text{)}$ with $r = r^*$ also admits optimal multipliers $y^*, z^*$ that certify global optimality.

**Theorem 2** (Existence of global optimality certificate). Let $r^* = \text{rank}(X^*)$, where $X^*$ denotes the maximum-rank solution to the convex instance of $\text{(SDP-} r\text{)}$ with $r = n + 1$. Then, there exists optimal multipliers $y^* = (y^*_0, \{y^*_k, y^*_k, y^*_k\}_{k=1}^{r^*-1})$ and $z^* = (z^*_0, \{z^*_k\}_{k=1}^{r^*-1})$ that satisfy $y^* \geq 0$ and the following

$$
\phi_{r^*}[c] = z^*_0 + R^2 \cdot \min\{0, \lambda_{\min}[S(y^*, z^*)]\}.
$$

**Proof.** The convex instance of $\text{(SDP-} r\text{)}$ satisfies the dual Slater’s condition: the primal is feasible with $x_0 = 1$, $x_1 = \hat{x}$, $x_{k+1} = \max\{0, W_k x_k + b_k\}$, and $X_{i,j} = x_i x_j^T$, and the dual is strictly feasible with $y = 1$ and $z = 0$ and $\mu \to -\infty$. Therefore, strong duality holds, and there exists $y^*, z^*$ that satisfy $y^* \geq 0$ and $\phi_{n+1}[c] = z^*_0 + R^2 \cdot \min\{0, \lambda_{\min}[S(y^*, z^*)]\}$. Now, we observe that $X^*$ is also feasible for the nonconvex instance of $\text{(SDP-} r\text{)}$ with $r = \text{rank}(X^*)$. This proves that $\phi_{r^*}[c] \leq \phi_{n+1}[c]$, and therefore $\phi_{r^*}[c] = \phi_{n+1}[c]$ because of every larger $r_+ = r + 1$ gives a relaxation of the previous value of $r$. \hfill $\square$

Therefore, a simple idea is to directly solve the nonconvex instance of $\text{(SDP-} r\text{)}$ with $r = r^* \ll n$. In the following section, we use an approach of Burer and Monteiro [11] to directly optimize over the $O(nr) = O(n)$ underlying degrees of freedom contained within a rank-$r$ matrix $X$. This approach also produces dual multipliers $y, z$ that certify the local optimality of the computed $X$. Our main result is that, if $X$ is indeed globally optimal, then the dual multipliers $y, z$ that certify the local optimality of $X$ must also certify its global optimality via Proposition 1.

### 4 Solution via Nonlinear Programming

In order to expose the underlying degrees of freedom in the rank-$r$ matrix $X$, we reformulate problem $\text{(SDP-} r\text{)}$ into a low-rank factorization form first proposed by Burer and Monteiro [11]:

$$
\phi_{r^*}[c] = \min_{u_0, u, V} u_0 \cdot (w^T \ell u_\ell) \quad \text{(BM-} r\text{)}
$$

s.t. \hspace{1cm} \begin{align*}
&\|u_\ell - u_0 \hat{x}\|_2^2 + \|V_i\|_2^2 \leq u_0^2 \rho^2, \quad u_0^2 = 1, \quad (y_0, z_0) \\
&u_0 \cdot u_{k+1} \geq 0, \quad u_0 \cdot (u_{k+1} - W_k u_k - b_k u_0) \geq 0, \quad (y_{k,1}, y_{k,2}) \\
&\text{diag} \left[ (u_{k+1} - W_k u_k - b_k u_0) u_{k+1}^T + (V_{k+1} - W_k V_k) V_{k+1}^T \right] = 0, \quad (z_k) \\
&1 + \sum_{k=1}^{r^*-1} (\|u_k\|_2^2 + \|V_k\|_2^2) \leq R^2, \quad (\mu)
\end{align*}

for all $k \in \{1, \ldots, r^*-1\}$, and over optimization variables are $u_0 \in \mathbb{R}$ and $u = (u_1, \ldots, u_\ell) \in \mathbb{R}^n$ and $V = (V_1, \ldots, V_\ell) \in \mathbb{R}^{n \times (r^*-1)}$. Problem $\text{(BM-} r\text{)}$ is obtained by substituting the following into $\text{(SDP-} r\text{)}$

$$
X = \begin{bmatrix} x_0 & x_1^T & \ldots & x_\ell^T \\
x_1 & X_{1,1}^T & \ldots & X_{1,\ell^T} \\
\vdots & \vdots & \ddots & \vdots \\
x_\ell & X_{\ell,1}^T & \ldots & X_{\ell,\ell^T} \end{bmatrix} = \begin{bmatrix} u_0 & 0 \\
u_1 & V_1 \\
u_2 & \vdots \\
u_\ell & V_\ell \end{bmatrix} = UU^T.
$$

The equivalence between these two problems follows because every $(n + 1) \times (n + 1)$ matrix $X$ of rank $r$ can be factored as $X = LL^T$ into a low-rank Cholesky factor $L$ that is both lower-triangular and of dimensions $(n + 1) \times r$. 

The advantage of the formulation \([\text{BM-r}]\) is that it reduces the number of explicit variables from the \(\frac{1}{2}n(n+1) \approx \frac{1}{2}n^2\) in the original matrix \(X\) to \(nr + 1 \approx nr\) in the factor matrix \(U\), while also allowing the positive semidefinite constraint \(X \succeq 0\) to be enforced for free. For moderate values of \(r \ll n\), the resulting instance of \([\text{BM-r}]\) contains just \(O(n)\) variables and constraints.

We propose solving \([\text{BM-r}]\) as an instance of the standard-form nonlinear program,
\[
\min_{\|x\| \leq R} f(x) \quad \text{s.t.} \quad g(x) \leq 0, \quad h(x) = 0, \tag{NLP}
\]
using a high-performance general-purpose solver like \texttt{fmincon} or \texttt{knitro}. These are primal-dual solvers, and are designed to output a primal point \(x = (u_0, u, \text{vec}(V))\) that is \textit{first-order optimal}, and dual multipliers \(y = (y_0, \{y_{k,1}, y_{k,2}\}_{k=1}^f)\) and \(z = (z_0, \{z_k\}_{k=1}^f)\) that \textit{certify} the first-order optimality of \(x\). Below, the notion of first-order optimality is taken from Nocedal and Wright [15, Theorem 12.1], and the notion of certifiability follows from the proof of [15, Theorem 12.3].

**Definition 3.** The point \(x\) is said to be \textit{first-order optimal} if it satisfies the constraints \(g(x) \leq 0\) and \(h(x) = 0\), and there exists no escape path \(x(t)\) that begins at \(x(0) = x\) and makes a first-order improvement to the objective while satisfying all constraints, as in
\[
f(x(t)) \leq f(x) - \delta t, \quad g(x(t)) \leq 0, \quad h(x(t)) = 0, \quad \text{for all } t \in [0, \epsilon) \tag{6}
\]
for sufficiently small but nonzero \(\delta > 0\) and \(\epsilon > 0\).

**Definition 4.** The point \(x\) is said to be \textit{certifiably first-order optimal} if it satisfies the constraints \(g(x) \leq 0\) and \(h(x) = 0\), and there exist dual multipliers \(y\) and \(z\) that satisfy the Karush–Kuhn–Tucker (KKT) equations:
\[
\nabla f(x) + \nabla g(x)y + \nabla h(x)z = 0, \quad y \odot g(x) = 0, \quad y \geq 0. \tag{7}
\]
The dual multipliers \(y\) and \(z\) are said to \textit{certify} \(x\) as being first-order optimal.

Our main idea is to simply take the dual multipliers \(y, z\) computed by the nonlinear programming solver, round them \(y \leftarrow \max\{0, y\}\) as necessary to ensure that \(y \geq 0\), and then to plug them back into Proposition [4]. Unfortunately, it also possible for a primal point \(x\) to be first-order optimal without being certifiably so, i.e. they may not exist dual multipliers \(y, z\) to certify the first-order optimality of \(x\). As a simple example, consider \(f(x) = x, \ g(x) = x^2, \) and \(h(x) = 0\). The global minimum \(x = 0\) is obviously first-order optimal, but it is impossible to find a multiplier \(y \geq 0\) that satisfies \(\nabla f(x) + y \nabla g(x) = 1 + 2xy = 0\) at this point \(x = 0\). In this case, a nonlinear programming solver may fail to produce a set of dual multipliers \(y, z\) altogether.

Instead, we give a mild constraint qualification that guarantees the existence of dual multipliers \(y, z\) specifically for problem \([\text{BM-r}]\). Concretely, we prove that if all of the ReLU activation functions are differentiable at the point \(x\), then the linear independence constraint qualification (LICQ) is satisfied, so the nonconvex relaxation \([\text{BM-r}]\) is also smooth at \(x\).

**Lemma 5** (Nonzero preactivation). Let \(x = (u_0, u_1, \ldots, u_\ell, \text{vec}(V_1), \ldots, \text{vec}(V_\ell))\) satisfy:
\[
e_i^T(W_ku_k + b_ku_0) \neq 0, \quad e_i^T W_k V_k \neq 0 \text{ for all } k \in \{1, \ldots, \ell - 1\}, \quad i \in \{1, \ldots, n_k\}. \tag{NPCQ}
\]
Then, \(x\) is first-order optimal if and only if there exist dual multipliers \(y\) and \(z\) to certify \(x\) as being first-order optimal. Moreover, the choice of dual multipliers \(y, z\) is unique.

It then follows from the uniqueness of the dual multipliers that, if \(x\) is indeed globally optimal, then the dual multipliers \(y, z\) that certify the local optimality of \(X\) must also certify its global optimality via Proposition [4].
Theorem 6 (Zero duality gap). Let \( r \geq r^* \) where \( r^* \) is defined in Theorem 2. If \( x \) is globally optimal and satisfies \( \text{[NPCQ]} \), then the dual multipliers \( y \) and \( z \) that certify \( x \) to be first-order optimal must also certify \( x \) to be globally optimal, as in

\[
\phi_{r}[c] = u_0 \cdot (w^T u_0) = z_0 + R^2 \cdot \max\{0, \lambda_{\text{min}}[S(y, z)]\}.
\]

Therefore, if a first-order optimal point \( x \) satisfies nonzero preactivation but yields a large duality gap, then either \( r \) is too small, or \( x \) is not globally optimal (it is either a suboptimal local minimum or a saddle-point). In either case, we suggest lifting to a higher relaxation rank \( r_+ = r + 1 \). With this higher relaxation rank \( r_+ \), any first-order optimal point \( x \) from before—including the true global minimum of the rank-\( r \) problem if \( r < r^* \)—is guaranteed to become a saddle point. The statement below gives a direction to escape the saddle-point and make a decrement.

Theorem 7 (Escape lifted saddle point). Let \( x = (u_0, \{u_k, V_k\}_{k=1}^\ell) \) be certifiably first-order optimal for \( \text{[BM-r]} \) with dual multipliers \( (y, z) \). If \( x \) satisfies \( \text{[NPCQ]} \) and \( \|x\| < R \) and \( \gamma = -\lambda_{\text{min}}[S(y, z)] > 0 \), then the eigenvector \( \xi = (\xi_0, \xi_1, \xi_2, \ldots, \xi_\ell) \) that satisfies \( \xi^T S(y, z) \xi = -\gamma \|\xi\|^2 \) implicitly defines an escape path \( x_+(t) = (u_0, \{u_{k,+}(t), V_{k,+}(t)\}_{k=1}^\ell) \) with

\[
u_{k,+}(t) = u_k + O(t^2), \quad V_{k,+}(t) = [V_k, 0] + t \cdot [0, u_k \xi_0 / u_0 + \xi_k] + O(t^2)
\]

that makes a second-order improvement to the objective while satisfying all constraints, as in

\[
f(x_+(t)) = f(x) - t^2 \gamma, \quad g(x_+(t)) \leq 0, \quad h(x_+(t)) = 0 \quad \text{for all } t \in [0, \epsilon)
\]

for sufficiently small but nonzero \( \epsilon > 0 \).

To escape the lifted saddle-point in practice, it suffices to move along the straight path \( \tilde{x}_+(t) = (u_0, \{\tilde{u}_{k,+}(t), \tilde{V}_{k,+}(t)\}_{k=1}^\ell) \)

\[
\tilde{u}_{k,+}(t) = u_k, \quad \tilde{V}_{k,+}(t) = [V_k, 0] + t \cdot [0, u_k \xi_0 / u_0 + \xi_k],
\]

then solve for feasibility \( g(x) \leq 0 \) and \( h(x) = 0 \). Concretely, after computing a first-order optimal \( x \), we increment the relaxation rank \( r_+ = r + 1 \), and initialize the nonlinear programming solver using the lifted point \( \tilde{x}_+(\epsilon) \) as the initial primal point, and the old multipliers \( y, z \) as the initial dual multipliers. If this arrives at the global optimum, then the corresponding \( y, z \) must certify \( x \) as being so. Otherwise, we repeat the rank lifting procedure.

Progressively lifting the relaxation rank \( r \), in our experience it takes no more than \( r \leq 10 \) to reduce the duality gap to values of \( 10^{-8} \). To rigorously guarantee a zero duality gap, however, can require a relaxation rank on the order of \( r = O(\sqrt{\eta}) \) \([3]\), irrespective of the value of \( r^* \). Indeed, counterexamples with \( \epsilon_{\text{feas}} > 0 \) exist for relaxation ranks \( r \) that are even slightly smaller than this threshold \([25, 32]\). As a purely theoretical result, the ability to achieve a zero duality gap implies that the nonconvex relaxation (with \( r \geq r^* \)) can be solved in polynomial time (and is therefore not NP-hard). Of course, setting \( r = O(\sqrt{\eta}) \) would also force us to optimize over \( O(\eta^{3/2}) \) variables, thereby offsetting much of our computational advantage against the usual convex SDP relaxation in practice.

Algorithm 1 summarizes our proposed approach in pseudocode form, and introduces a number of small practical refinements. The algorithm is, at its core, a special instance of the Riemannian staircase \([2, 3]\), and as such bears similarities to related work in \([18, 7, 8, 19]\). However, our specialization to the verification setting enjoys much stronger guarantees, summarized in Theorem 6 and Theorem 7, because we are able to formally establish constraint qualification in Lemma 5. In contrast, prior work often take LICQ as a strong assumption, but this reduces the Riemannian staircase from a rigorous algorithm to an empirical heuristic.
Algorithm 1 Summary of proposed algorithm

**Input:** Initial relaxation rank $r \geq 2$. Weights $W_1, \ldots, W_\ell$ and biases $b_1, \ldots, b_\ell$ for the neural network. Original input $\hat{x}$, true label $\hat{c}$, target label $c$, and perturbation size $\rho$. Variable radius bound $R$.

**Output:** Lower-bound $\phi_{lb}[c] \leq \phi[c]$ on the optimal value of the semi-targeted attack problem (A).

**Algorithm:**

1. (Solve rank-$r$ relaxation) Use a nonlinear programming solver to solve the following

   $$\min_{\|x\| \leq R} f(x) \equiv (e_c - e_{\hat{c}})^T(W_\ell u_\ell u_0 + b_\ell)$$

   s.t. $g_0(x) \equiv \|u_1 - u_0\hat{x}\|^2 + \|V_1\|^2 - \rho^2 \leq 0$ ($y_0$)

   $h_0(x) \equiv 1 - u_0^2 = 0$ ($z_0$)

   $g_k(x) \equiv \begin{bmatrix} -u_0 u_{k+1} \\ u_0(W_k u_k + b_k u_0 - u_{k+1}) \end{bmatrix} \leq 0$ ($y_{k,1}, y_{k,2}$)

   $h_k(x) \equiv \text{diag}([u_{k+1} - W_k u_k - b_k u_0]u_{k+1}^T + (V_{k+1} - W_k V_k)V_{k+1}^T] = 0$ ($z_k$)

   for all $k \in \{1, 2, \ldots, \ell - 1\}$ and over $x = (u_0, u_1, \ldots, u_\ell, \text{vec}(V_1), \ldots, \text{vec}(V_\ell))$. Retrieve the corresponding dual multipliers $y = (y_0, \{y_{k,1}, y_{k,2}\}_{k=1}^\ell)$ and $z = (z_0, \{z_k\}_{k=1}^\ell)$.

2. (Check certifiable first-order optimality) If $\|\nabla f(x) + \nabla g(x)y + \nabla h(x)z\|$ is sufficiently small, and if $g(x) \leq 0$ and $h(x) = 0$ and $\|x\| < R$ hold to sufficient tolerance, then continue. Otherwise, return error due to solver’s inability to achieve certifiable first-order optimality.

3. (Check dual feasibility) If $\epsilon_{\text{feas}} = -\lambda_{\text{min}}[S(y, z)]$ is sufficiently small, where the slack matrix $S(y, z)$ is defined in [SDD], then return $\phi_{lb}[c] = z_0 - \epsilon_{\text{feas}} \cdot R$. Otherwise, continue.

4. (Escape lifted saddle point) Compute the eigenvector $\xi = (\xi_0, \xi_1, \ldots, \xi_\ell)$ satisfying $\|\xi\| = 1$ and $\xi^T S(y, z) \xi = -\epsilon_{\text{feas}}$. Set up new primal initial point $x_+ = (u_0, u_1, \ldots, u_\ell, \text{vec}(V_{+,1}), \ldots, \text{vec}(V_{+,\ell})$ where

   $$V_{+,k} = [V, 0] + \epsilon \cdot [0, u_k \xi_0/u_0 + \xi_k].$$

   Increment $r \leftarrow r + 1$ and repeat Step 1 with $(x_+, y, z)$ as the initial point.
5 Experiments

In this section, we compare the practical performance of our proposed verifier BM to LP-based verifiers for certifying both $\ell_2$ and $\ell_\infty$ adversaries. In addition, we also perform simulation on BM-Full, which is an extension of BM with the addition of pre-activation bounds on each hidden neuron. The detail formulation for BM-Full can be found in the Appendix.

**Methods** BM denotes the proposed method in the main paper. BM-Full denotes the proposed method with preactivation bounds. PGD denotes the projected gradient descent algorithm for finding the upper bound of $\mathcal{A}$. We compare BM and BM-Full to three LP-based verifiers: LP-Full, CROWN-Ada and Fast-Lip. LP-Full [20] is the optimal LP-relaxed verifier that uses the tightest possible pre-activation bounds by solving LP problems for each hidden neuron. CROWN-Ada [33] is a fast LP-relaxed verifier that uses the adaptive linear bounds on activations. Fast-Lip [26] is a fast robustness verifier based on propagating Lipschitz constant. Throughout this experimental section, we set the preactivation bounds in BM-Full to be the same as those used in LP-Full.

**Simulation environment.** All simulations in this section are conducted on a computer with Apple silicon M1 pro chip with 10-core CPU, 16-core GPU, and 32GB of RAM. We implement BM and BM-Full in MATLAB, the non-convex relaxation problem (BM-r) is solved via trust-region interior-point solver KNITRO [5] with warm-start strategy. Due to the space constraints, we defer the detailed implementation for BM and BM-Full to the Appendix.

**Model architectures** We perform extensive simulation using three types of feed forward ReLU networks trained on MNIST dataset [9]: NOR-MNIST, ADV-MNIST and LPD-MNIST. All three models are fully connected neural networks that have 2 hidden layers with 100 neurons each. NOR-MNIST is normally trained using cross-entropy loss. ADV-MNIST is adversarially trained to against PGD attack using the method of [13], with $\ell_\infty$ radius equals to 0.1. LPD-MNIST is robustly trained via adversarial polytope perturbation by [28], with the size of the adversarial polytope being 0.1. All three models are adopted from [20]. Additionally, we use MLP-$m\times n$ to denote a fully connected neural network of $m$ hidden layers of $n$ neurons each. All MLP-$m\times n$ are adversarially trained using [13] with $\ell_\infty$ radius equals to 0.1.

5.1 Robustness verification on neural network inputs.

One important aspect of robust verification in image classification is to verify whether a correctly classified image is indeed robust at a radius $\rho$. Intuitively, most correct images of a robustly trained model should also be robust. To demonstrate the efficacy of our proposed method, in this experiment, we apply BM and BM-Full to verify robustness of correctly classified images for a robustly trained model.

In robust verification, we mark an image $\hat{x}$ as *certified robust* within a norm ball of radius $\rho$ if the lower bound on $\mathcal{A}$ is positive with respect to all 9 incorrect classes of $\hat{x}$, and mark an image $\hat{x}$ as *not robust* if an attack is found by PGD; for BM and BM-Full the lower bound on $\mathcal{A}$ is given by Proposition 1. Additionally, for images that can neither be attacked by PGD nor certified by a verifier, we mark them as *status unknown*.

**Results and discussions.** Figure 1 shows the bar chart of the number of images that are *certified robust, status unknown* and *not robust* within the first 1000 images for ADV-MNIST. We compare the results from our BM-based verifier to LP-based verifiers, LP-Full, CROWN-Ada and Fast-Lip,
with respect to three different perturbation radius. In Figure 1, we show that our verifiers are able to consistently outperform all LP-based verifiers under different perturbation radii. Notably, for small perturbation, our verifiers can nearly certify all images that cannot be attacked by PGD, leaving a very small portion of images that are status unknown. This confirms the robust training method from [13] is indeed effective.

![Figure 1: Robustness verification for ADV-MNIST with $\ell_2$ norm.](image)

5.2 Tightness of our lower bound.

Since robust verification is an NP-hard problem, all relaxation methods must become loose for sufficiently large radius. Fortunately, robust verification is only need when the PGD upper bound of (A) is positive; therefore, we only need the relaxation to be tight when the PGD upper bound is still positive. In this experiment, we analyze the gap between our lower bound in Proposition [1] and the PGD upper bound over a wide range of perturbation radius.

To accurately measure the gap between our lower bound and the PGD upper bound, we average each bound over all 9 incorrect classes of the first 10 correctly classified images in the test set, in total 90 samples are considered.

Results and discussions. Figures 2 shows the average PGD upper bound, and the average lower bound on (A) computed from BM, BM-Full, LP-Full, CROWN-Ada and Fast-Lip for ADV-MNIST. As illustrated in Figure 2 our lower bounds are significantly tighter than all the other verifiers across a wide range of $\ell_2$ and $\ell_\infty$ perturbation radius. Most importantly, our lower bounds are able to remain tightness in regions where the PGD upper bound is still positive.

The huge gap between LP-based verifiers and the PGD upper bound has been pointed out by [20], where he discover that even the optimal LP-relaxed verifier, the LP-Full in our experiment, is still subject to a theoretical limit: the convex relaxation barrier. Specifically, there exists an inherent
tradeoff between tightness and tractability, while LP-based verifiers are highly tractable, there is a fundamental limit on the level of tightness that the underlying relaxation problem could achieve. The results in Figure 2 show that our proposed method BM and BM-Full, which is based on solving nonconvex SDP relaxation via rank-\(r\) Burer-Monteiro, is able to overcome convex relaxation barrier and at the same time maintain computational tractable.

Figure 2: Tightness of our lower bound on \([A]\) for ADV-MNIST. We compute the average lower bound on \([A]\) using each verifier and compare it to the average PGD upper bound over a wide range of perturbation radius. The averages are taken over the first 10 images. (Top row.) \(\ell_2\) perturbation. (Bottom row.) \(\ell_\infty\) perturbation. (Left column.) Our verifiers based on BM: BM-Full and BM. (Right column.) Other verifiers based on LP: LP-Full, CROWN-Ada and Fast-Lip.

5.3 Visualizing adversarial attacks and robustness verification

To illustrate why robustness verification is important in image classification, in this experiment, we perform a case study based on an image in the test set using the model ADV-MNIST. In particular, we focus on showing how would the \(\ell_2\) adversaries look like in practice for four perturbation radius \(\rho \in \{0.5, 1.0, 1.7, 2.0\}\), as well as their corresponding lower bound on \([A]\) computed from BM-based and LP-based verifiers. We choose \(\ell_2\) norm over \(\ell_\infty\) norm for this experiment because \(\ell_2\) norm
allows perturbations to be concentrated on a small group of pixels, which produces adversaries that are more perceptually consistent to the original dataset when the perturbation radius is large.

![Visualizing $\ell_2$ adversarial examples for ADV-MNIST.](image)

Figure 3: Visualizing $\ell_2$ adversarial examples for ADV-MNIST. We take an image in the test set to compare the capability of different verifiers for certifying robustness within four different $\ell_2$ radius $\rho \in \{0.5, 1.0, 1.7, 2.0\}$. Each column in the figure shows (left to right): (Column 1.) The image is robust for $\rho = 0.5$, and it can be certified by all verifiers. (Column 2.) The image is robust for $\rho = 1.0$, but it can only be certified by our verifiers, BM-Full and BM. (Column 3.) The image is closed to become not robust for $\rho = 1.7$, but it can still be certified by our verifiers. (Column 4.) The image is not robust for $\rho = 2.0$.

**Results and discussions.** Figure 3 shows: the adversarial attacks targeting the second most probable class of a MNIST image of class "1"; the probability of the top-2 classes for the attacked image (calculated using the softmax function); the PGD upper bound; and the lower bounds from different verifiers. For the MNIST image shown in the figure, the second most probable class is "7", and its adversarial attacks are computed via PGD.

The first and second column of Figure 3 correspond to attacks within two small $\ell_2$ perturbation radius $\rho \in \{0.5, 1.0\}$. We see that every verifiers is able to verify robustness for $\rho = 0.5$, however, only BM-Full and BM are able to verify robustness for $\rho = 1.0$, all the other verifiers fail because their corresponding lower bounds become loose. In both cases, the adversaries look really similar to the original image.

The third and fourth column of Figure 3 correspond to attack within two large $\ell_2$ perturbation radius $\rho \in \{1.7, 2.0\}$. Notice that BM-Full and BM can still verify robustness for $\rho = 1.7$ even
though the image is at the boundary of becoming not robust. In addition, the image is not robust for $\rho = 2.0$ as the PGD upper bound is negative. Notably, both images start gaining features of the digit "7".

5.4 Tightness plots for deeper neural networks

It is known that the relaxation gap generally increases along with the number of layers in the neural network. To demonstrate the performance of our proposed methods in deeper networks, in this experiment, we measure the gap of BM-Full and BM with respect to models of three different depths.

Figure 4: Lower bound on (A) with different model depth ($\ell_2$ norm). We compute the average lower bound on (A) for three models with 4, 6, 9 hidden layers of 100 neuron each, respectively. The upper bound on robustness margin is estimated via PGD. Observe that the gap between the PGD upper bound and lower bound from BM-Full are significantly smaller than that from LP-Full. We note that without bound propagations, BM does get loose when the number of hidden layer is more than 6. (Top row.) Our verifiers, BM-Full and BM. (Bottom row.) Other verifiers: LP-Full, CROWN-Ada and Fast-Lip.

**Results and discussions.** Figure 4 plots the average bounds against $\ell_2$ perturbation radius for three MLP networks with 4, 6, 9 hidden layers of 100 neurons each. Notably, BM become loose for MLP-6×100 and become looser than LP-Full for MLP-9×100. This result is expected and is consistent with [31]; in particular, the SDP relaxation for ReLU gate, without any bound constrains on preactivations, does become loose for multiple layers. On the other hand, BM-Full remain significantly tighter than LP-Full for all cases. Furthermore, since the preactivation bounds used in BM-Full and LP-Full are the same in this experiment, Figure 2 and Figure 4 suggest that with the same quality of preactivation bounds, BM-Full would yield a tighter relaxation than LP-Full. Based on this finding, we note that the preactivation bounds for BM-Full can also be computed via BM-based methods, which should yield a tighter bound on the preactivations and hence further
reduces the relaxation gap for BM-Full; one example would be recursively apply BM-Full to compute the upper and lower bound on each neuron, however, such method can be extremely computational expensive for small to medium size networks. We leave BM-Full with better preactivation bounds to our future work.
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A Implementation details

In this section, we present the implementation detail of our proposed methods \( \text{BM} \), as well as \( \text{BM-Full} \), which is an extension of \( \text{BM} \) with the addition of pre-activation bounds on each hidden neuron. In this section, we focus on the practical formulation of \( \text{BM} \) and \( \text{BM-Full} \) for verifying neural networks trained on MNIST dataset.

Valid input set constraints For model train on MNIST dataset, we add an extra constraint \( 0 \leq u_0 \cdot u_1 \leq 1 \) into \( \text{BM-}r \) because MNIST images are normalized to between 0 and 1 during training and testing. Notice that adding an extra inequality constraint \( 0 \leq u_0 \cdot u_1 \leq 1 \) does not alter any theoretical results in this paper as it only add an extra term to \( s_1 \) in the slack matrix \( S(y, z) \), we will provide more details in the next section.

Simplify constraints in \( \text{BM-}r \) In our practical implementation, we fix \( u_0 \) to 1 in \( \text{BM-}r \). The reason is twofold. First, by fixing \( u_0 = 1 \), most constraints in \( \text{BM-}r \) become linear, and hence reduces the time complexity of our algorithm significantly. Second, the corresponding dual variable, \( z_0 \), can be efficiently estimated via the KKT conditions. We provide more detail on estimating \( z_0 \) in the later section.

\( \text{BM} \) and \( \text{BM-Full} \) for \( \ell_{\infty} \) norm To verify robustness of \( \hat{x} \) with respect to a \( \ell_{\infty} \) perturbation, we replace the constraint \( \|u_1 - u_0 \hat{x}\|^2 + \|V_1\|^2 \leq \rho^2 \) in \( \text{BM-}r \) with the elementwise \( \ell_2 \) constraint
\[
\text{diag}[ (u_1 - u_0 \hat{x}) (u_1 - u_0 \hat{x})^T + V_1 V_1^T ] \leq \rho^2.
\]

A.1 Practical formulation for \( \text{BM} \)

We now turn to the practical aspect of implementing our proposed method \( \text{BM} \). In particular, to verify neural networks trained on MNIST dataset, we solve \( \text{BM-}r \) in the following form
\[
\phi_{lh}(r) = \min_{u, V} \quad w^T u_{\ell} \\
\text{s.t.} \quad \|u_1 - \hat{x}\|^2 + \|V_1\|^2 \leq \rho^2, \quad (y_0) \\
\quad u_1 \geq 0, \quad u_1 \leq 1 \quad (y_0, y_{0,2}) \\
\quad u_{k+1} \geq 0, \quad u_{k+1} - W_k u_k - b_k \geq 0, \quad (y_{k,1}, y_{k,2}) \\
\quad \text{diag} \left[ (u_{k+1} - W_k u_k - b_k) u_{k+1}^T + (V_{k+1} - W_k V_k) V_{k+1}^T \right] = 0, \quad (z_k) \\
\quad 1 + \sum_{k=1}^{\ell-1} (\|u_k\|^2 + \|V_k\|^2) \leq R^2, \quad (\mu)
\]

for \( k \in \{1, \ldots, \ell - 1\} \). Notice that we have substituted \( u_0 = 1 \), added the valid input set constraints \( u_1 \geq 0 \) and \( u_1 \leq 1 \), and assigned their associated dual variable \( y_{0,1} \) and \( y_{0,2} \). In Definition 8, we summarized how to evaluate the slack matrices \( S(y, z) \) and the dual variable \( z_0 \) in \( \text{SDD} \) using the primal and dual solution of \( \text{BM-}r \) in order to calculate the bound in Proposition 1.

**Definition 8.** Let \( y = (y_0, (y_{k,1}, y_{k,2})_{k=0}^{\ell-1}) \), \( z = (z_k)_{k=0}^{\ell-1} \), \( u = (u_1, \ldots, u_{\ell}) \) and \( V = (V_1, \ldots, V_{\ell}) \) be any certifiably first-order optimal point of \( \text{BM-}r \). Each component in the slack matrices \( S(y, z) \) and
the dual variable $z_0$ in (SDD) can be evaluated as
\[
    s_0 = \sum_{k=1}^{\ell} s_k^T u_k, \quad z_0 = y_0(\|\hat{x}\|^2 - \rho^2) - 1^T y_0, 2 + \sum_{k=1}^{\ell - 1} b_k^T y_{k,2} - \frac{1}{2} s_0, \\
    s_1 = -y_0, 1 + y_{0,2} + W_1^T y_{1,2} - 2\hat{x} y_0, \quad s_\ell = w_\ell - \left[ Z(\ell - 1)b(\ell - 1) + y(\ell - 1), 1 + y(\ell - 1), 2 \right], \\
    s_{k+1} = W_{k+1}^T y_{(k+1),2} - (Z_k b_k + y_{k,1} + y_{k,2}) \quad \text{for } k \in \{1, \ldots, \ell - 2\}, \\
    S_{1,1} = 2y_0 I, \quad S_{k,(k+1)} = -W_k^T Z_k, \quad S_{(k+1),(k+1)} = 2Z_k \quad \text{for } k \in \{1, \ldots, \ell - 1\},
\]
where $Z_k = \text{diag}(z_k)$ for all $k$.

### A.2 Practical formulation for BM-Full

We now describe the practical formulation for BM-Full. Let $l_b$ and $u_b$ denote the lower bound and the upper bound on neurons $x_k$ in the $k$-th layer. In order to incorporate the bound constraint $l_b \leq x_k \leq u_b$ into BM, we rewrite it into a quadratic constraint for which $x_k$ is restricted in a $\ell_2$ norm ball centered at $(u_b + l_b)/2$ with radius $(u_b - l_b)/2$ as in
\[
    l_b \leq x_k \leq u_b \iff \left( x_k - \frac{(u_b + l_b)}{2} \right)^2 \leq \frac{(u_b - l_b)^2}{4}.
\]

To verify neural networks trained on MNIST dataset, we solve BM-Full in the following form
\[
    \phi_{\text{BM}}(r) = \min_{u, V} \quad w^T u \ell_s \quad \text{s.t.} \quad \|u_1 - \hat{x}\|^2 + \|V_1\|^2 \leq \rho^2, \quad (y_0) \\
    u_1 \geq 0, \quad u_1 \leq 1 \quad (y_{0,1}, y_{0,2}) \\
    \text{diag} \left[ (u_{k+1} - \hat{x}_{k+1}) (u_{k+1} - \hat{x}_{k+1})^T + V_{k+1} V_{k+1}^T \right] \leq \rho_{k+1}^2 \quad (y_k) \\
    u_{k+1} - W_k u_k - b_k \geq 0, \quad (y_{k,1}) \\
    \text{diag} \left[ (u_{k+1} - W_k u_k - b_k)^2 + (V_{k+1} - W_k V_k) V_{k+1}^T \right] = 0, \quad (z_k) \\
    1 + \sum_{k=1}^{\ell - 1} (\|u_k\|^2 + \|V_k\|^2) \leq R^2, \quad (\mu)
\]
for $k \in \{1, \ldots, \ell - 1\}$, where $\hat{x}_k = (\max\{u_k, 0\} + \max\{l_b, 0\})/2$ and $\rho_k = (\max\{u_k, 0\} - \max\{l_b, 0\})/2$. Notice that $u_k$ is the postactivation at the $k$-th layer; hence, $\max\{l_b, 0\} \leq u_k \leq \max\{u_k, 0\}$. We also delete the constraint $u_k \geq 0$ because it overlaps with the bound constraint $\max\{l_b, 0\} \leq u_k$. In Definition 9, we summarized how to evaluate the slack matrices $S(y, z)$ and the dual variable $z_0$ in (SDD) using the primal and dual solution of (9) in order to calculate the bound in Proposition 1.

**Definition 9.** Let $y = (y_0, y_{0,1}, y_{0,2}, [y_k, y_{k,2}], k = 1, \ldots, \ell - 1)$, $z = (z_k), u = (u_1, \ldots, u_\ell)$ and $V = (V_1, \ldots, V_\ell)$ be any certifiably first-order optimal point of (9). Each component in the slack matrices
\( S(y, z) \) and the dual variable \( z_0 \) in \( \text{(SDD)} \) can be evaluated as

\[
\begin{align*}
s_0 &= -2 \sum_{k=1}^{\ell} s_k^T u_k, \\
z_0 &= y_0(||\hat{x}||^2 - \rho^2) + \sum_{k=1}^{\ell-1} y_k^T (\hat{x}_{(k+1)}^2 - \rho_{(k+1)}^2) - 1^T y_{0,2} + \sum_{k=1}^{\ell-1} b_k y_{k,2} - \frac{1}{2} s_0,
\end{align*}
\]

\[
\begin{align*}
s_1 &= -y_{0,1} + y_{0,2} + W_1^T y_{1,2} - 2\hat{x} y_0, \\
s_\ell &= w_\ell - \left[ Z_{(\ell-1)} b_{(\ell-1)} + 2\hat{X}\ell y_{\ell-1} + y_{(\ell-1),2} \right],
\end{align*}
\]

\[
s_{k+1} = W_{k+1}^T y_{k+1,2} - (Z_k b_k + 2\hat{X}_{k+1} y_k + y_{k,2}) \quad \text{for } k \in \{1, \ldots, \ell - 2\},
\]

\[
S_{1,1} = 2y_0 I, \quad S_{k,(k+1)} = -W_k^T Z_k, \quad S_{(k+1),(k+1)} = 2(Z_k + \hat{X}_k) \quad \text{for } k \in \{1, \ldots, \ell - 1\},
\]

where \( Z_k = \text{diag}(z_k) \) and \( \hat{X} = \text{diag}(\hat{x}_k) \) for all \( k \).

**B Derivation of the dual problem**

Recall that our primal problem is written (with the corresponding Lagrange multipliers given in parantheses) as the following

\[
\begin{align*}
\phi(r) &= \min_{X \in \mathbb{S}^{n+1}} \quad w_\ell^T x_\ell \\
\text{s.t.} \quad \text{tr}(X_{\ell}) - 2x_1^T \hat{x}_1 + x_0 ||\hat{x}_1||^2 \leq x_0 \rho^2, \quad x_0 = 1 \quad (y_0, z_0)
\end{align*}
\]

subject to the layerwise constraints, for \( k \in \{1, \ldots, \ell - 1\} \)

\[
x_{k+1} \geq 0, \quad x_{k+1} \geq W_k x_k + b_k x_0, \quad (y_{k,1}, y_{k,2})
\]

\[
\text{diag}(X_{k+1} - W_k X_{k,(k+1)} - b_k x_{k+1}^T) = 0, \quad (z_k)
\]

and over a rank-constrained semidefinite variable

\[
X = \begin{bmatrix} x_0 & x_1^T & \cdots & x_\ell^T \\
\vdots & \vdots & \ddots & \vdots \\
x_\ell & X_{1,\ell}^T & \cdots & X_{\ell,\ell} \end{bmatrix} \succeq 0, \quad \text{rank}(X) \leq r.
\]

This problem can be viewed as a generic instance of the following primal problem

\[
\min_{X \succeq 0} \left\{ \langle F, X \rangle : \quad \mathcal{G}_0(X) \leq 0, \quad \mathcal{H}_0(X) + 1 = 0, \quad \mathcal{H}_k(X) = 0, \quad \text{for all } k \in \{1, \ldots, \ell - 1\} \right\}
\]

in which we implicitly define \( F \) to satisfy \( \langle F, X \rangle = w_\ell^T x_\ell \) and the linear constraint operators are respectively

\[
\begin{align*}
\mathcal{G}_0(X) &= \text{tr}(X_{\ell}) - 2x_1^T \hat{x}_1 + (||\hat{x}||^2 - \rho^2)x_0, \\
\mathcal{G}_k(X) &= \begin{bmatrix} -x_{k+1} \\
W_k x_k + b_k x_0 - x_{k+1} \end{bmatrix}, \\
\mathcal{H}_0(X) &= -x_0, \quad \mathcal{H}_k(X) = \text{diag}(X_{(k+1),(k+1)} - W_k X_{k,(k+1)} - b_k x_{k+1}^T).
\end{align*}
\]

The primal problem can be written as the minimax

\[
\min_X \max_{y \geq 0, z, S \geq 0} \mathcal{L}(X, y, z, S)
\]
with respect to the following Lagrangian

\[ \mathcal{L}(X, y, z, S) = \langle F, X \rangle + \langle z_0, \mathcal{H}_0(X) + 1 \rangle + \langle y_0, \mathcal{G}_0(X) \rangle + \sum_{k=1}^{\ell-1} \left( \langle y_k, 1 \rangle, \mathcal{G}_k(X) \rangle + \langle z_k, \mathcal{H}_k(X) \rangle \right) - \langle S, X \rangle \]

Swapping the minimization and maximization yields the dual problem

\[
\max_{y \geq 0, z, S \geq 0} \quad \min_X \mathcal{L}(X, y, z, S) = \max_{y \geq 0, z} \{ z_0 : S(y, z) \succeq 0 \}
\]

in which the Slack matrix is written

\[ S(y, z) = F + \mathcal{G}_0^T(y_0) + \mathcal{H}_0^T(z_0) + \sum_{k=1}^{\ell-1} \mathcal{G}_k^T(y_k, 1, y_{k, 2}) + \sum_{k=1}^{\ell-1} \mathcal{H}_k^T(z_k) \]

and where we use the superscript "T" to indicate the adjoint operators.

Finally, we derive an explicit expression for \( S(y, z) \). Here, we write out the adjoint operators in terms of the scalar, vector, and matrix components of \( X \):

\[
\begin{align*}
\langle X, F \rangle &= \langle x_\ell, w_\ell \rangle \\
\langle X, \mathcal{H}_0^T(z_0) \rangle &= -x_0 z_0 \\
\langle X, \mathcal{G}_0^T(y_0) \rangle &= x_0 y_0 (\|x\|^2 - \rho^2) - \langle x_1, 2y_0 \hat{x} \rangle + \langle X_{1,1}, y_0 I \rangle \\
\langle X, \mathcal{G}_k^T(y_k, 1, y_{k, 2}) \rangle &= x_0 y_{k, 2}^T b_k + \left( \begin{bmatrix} x_k \\ x_{k+1} \end{bmatrix}, \begin{bmatrix} W_k^T y_{k, 2} \\ -y_{k, 1} + y_{k, 2} \end{bmatrix} \right) \\
\langle X, \mathcal{H}_k^T(z_k) \rangle &= -\langle x_{k+1}, Z_b b_k \rangle + \left( \begin{bmatrix} X_{k, (k+1)} \\ Z_k \end{bmatrix}, \begin{bmatrix} W_k^T Z_k \\ -Z_k \end{bmatrix} \right)
\end{align*}
\]

where \( Z_k = \text{diag}(z_k) \). Isolating the vector terms \( x_1, x_2, \ldots, x_\ell \), we see that the following indeed holds

\[
\sum_{k=1}^{\ell} \langle x_k, s_k \rangle = \langle x_\ell, w_\ell \rangle - \langle x_1, 2y_0 \hat{x} \rangle + \sum_{k=1}^{\ell-1} \left( \langle x_k, x_{k+1} \rangle, \begin{bmatrix} W_k^T y_{k, 2} \\ -y_{k, 1} + y_{k, 2} \end{bmatrix} \right) - \langle x_{k+1}^T, b_k^T Z_k \rangle
\]

with the following definition

\[
\begin{align*}
s_1 &= W_1^T y_{1, 2} - 2 \hat{x} y_0, \quad s_\ell = w_\ell - Z_{(\ell-1)} b_1 + y_{(\ell-1), 1} + y_{(\ell-1), 2} \\
s_{k+1} &= W_{k+1}^T y_{(k+1), 2} - Z_k b_k + y_{k, 1} + y_{k, 2} \quad \text{for } k \in \{1, \ldots, \ell-2\}
\end{align*}
\]

It remains to verify that with the following definition

\[
\begin{align*}
s_0 &= 2 \left[ y_0 (\|x\|^2 - \rho^2) + \sum_{k=1}^{\ell-1} b_k^T y_{k, 2} - z_0 \right], \\
S_{1,1} &= y_0 I, \quad S_{k, (k+1)} = -W_k^T Z_k, \quad S_{(k+1), (k+1)} = 2Z_k \quad \text{for } k \in \{1, \ldots, \ell-1\}
\end{align*}
\]

we indeed have

\[
\langle X, S(y, z) \rangle = \frac{1}{2} x_0 s_0 + \sum_{k=1}^{\ell} \frac{1}{2} \langle X_{k, k}, S_{k, k} \rangle + \sum_{k=1}^{\ell} \langle x_k, s_k \rangle + \sum_{j>k} \langle X_{j, k}, S_{j, k} \rangle.
\]
C  Proof of Constraint Qualification

Lemma 10 (Single neuron). Let $\alpha, \alpha \in \mathbb{R}$ and $\beta, \beta' \in \mathbb{R}^{r-1}$ satisfy $g_1(\alpha, \beta) \geq 0$ and $g_2(\alpha, \beta) \geq 0$ and $h(\alpha, \beta) = 0$, where

$$g_1(\alpha, \beta) = \alpha, \quad g_2(\alpha, \beta) = \alpha - \overline{\alpha}, \quad h(\alpha, \beta) = \alpha(\alpha - \overline{\alpha}) + \langle \beta, \beta - \overline{\beta} \rangle.$$

Suppose that $\alpha \neq 0$ and $\overline{\beta} \neq 0$. Then, the following holds

$$\nabla g_1(\alpha, \beta)y_1 + \nabla g_2(\alpha, \beta)y_2 + \nabla h(\alpha, \beta)z = 0,$$

if and only if $y_1 = y_2 = z = 0$.

Proof. Explicitly computing the Jacobians reveals the desired claim as equivalent to the following

$$\begin{bmatrix} 1 & 1 & 2\alpha - \overline{\alpha} \\ 0 & 0 & 2\beta - \overline{\beta} \\ \alpha & 0 & 0 \\ 0 & \alpha - \overline{\alpha} & 0 \end{bmatrix} \begin{bmatrix} y_1 \\ y_2 \\ z \end{bmatrix} = 0 \quad \iff \quad \begin{bmatrix} y_1 \\ y_2 \\ z \end{bmatrix} = 0. \tag{10}$$

Next, completing the square $\alpha(\alpha - \overline{\alpha}) + \langle \beta, \beta - \overline{\beta} \rangle = \| (\alpha, \beta) - \frac{1}{2}(\overline{\alpha}, \overline{\beta}) \|^2 - \| (\overline{\alpha}, \overline{\beta}) \|^2$ reveals that

$$h(\alpha, \beta) = 0 \quad \iff \quad \| 2(\alpha - (\overline{\alpha}, \overline{\beta})) \| = \| (\overline{\alpha}, \overline{\beta}) \|. \tag{11}$$

If additionally $\alpha = \max\{0, \overline{\alpha}\}$, then substituting $\alpha(\alpha - \overline{\alpha}) = 0$ into the above further yields

$$\alpha = \max\{0, \overline{\alpha}\}, \quad h(\alpha, \beta) = 0 \quad \iff \quad \| 2\beta - \overline{\beta} \| = \| \overline{\beta} \|. \tag{12}$$

Next, from $|g_1(\alpha, \beta) - g_2(\alpha, \beta)| = |\overline{\alpha}| > 0$, it follows that we cannot jointly have $g_1(\alpha, \beta) = g_2(\alpha, \beta) = 0$ at the same time. We proceed by analyzing the other three cases one at a time:

- If $g_1(\alpha, \beta) = 0$ and $g_2(\alpha, \beta) > 0$, then $y_2 = 0$. Substituting into (10), it follows from $\| 2\beta - \overline{\beta} \| = \| \overline{\beta} \| > 0$ via (12) that

  $$\begin{bmatrix} 1 & 2\alpha - \overline{\alpha} \\ 0 & 2\beta - \overline{\beta} \\ z \end{bmatrix} \begin{bmatrix} y_1 \\ z \end{bmatrix} = 0 \quad \iff \quad \begin{bmatrix} y_1 \\ z \end{bmatrix} = 0.$$

- If $g_1(\alpha, \beta) > 0$ and $g_2(\alpha, \beta) = 0$, then $y_1 = 0$. Substituting into (10), it again follows from $\| 2\beta - \overline{\beta} \| = \| \overline{\beta} \| > 0$ via (12) that the following holds

  $$\begin{bmatrix} 1 & 2\alpha - \overline{\alpha} \\ 0 & 2\beta - \overline{\beta} \\ z \end{bmatrix} \begin{bmatrix} y_1 \\ z \end{bmatrix} = 0 \quad \iff \quad \begin{bmatrix} y_1 \\ z \end{bmatrix} = 0.$$

- Finally, if $g_1(\alpha, \beta) > 0$ and $g_2(\alpha, \beta) > 0$, then both $y_1 = y_2 = 0$. Substituting into (10), it follows from $\| (2\alpha - \overline{\alpha}, 2\beta - \overline{\beta}) \| = \| (\overline{\alpha}, \overline{\beta}) \| > 0$ via (11) that

  $$\begin{bmatrix} 2\alpha - \overline{\alpha} \\ 2\beta - \overline{\beta} \end{bmatrix} z = 0 \quad \iff \quad z = 0.$$ 
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Lemma 11 (Single layer). Let \( \bar{\pi}, u \in \mathbb{R}^n \) and \( \bar{V}, V \in \mathbb{R}^{n \times (r-1)} \) satisfy \( g_1(u, V) \geq 0 \) and \( g_2(u, V) \geq 0 \) and \( h(u, V) = 0 \), where
\[
g_1(u, V) = u, \quad g_2(u, V) = u - W\bar{\pi} - b, \quad h(u, V) = \text{diag}[u(u - W\bar{\pi} - b)^T + V(V - W\bar{V})^T].
\]
Suppose that \( e_i^T(W\bar{\pi} + b) \neq 0 \) and \( e_i^T W\bar{V} \neq 0 \) hold for all \( i \in \{1, 2, \ldots, n\} \). Then, the following holds
\[
\nabla g_1(u, V)y_1 + \nabla g_2(u, V)y_2 + \nabla h(u, V)z = 0,
\]
\[
g_1(u, V) \odot y_1 = g_2(u, V) \odot y_2 = 0,
\]
if and only if \( y_1 = y_2 = z = 0 \).

Proof. Explicitly writing out the Jacobians allows us to restate the desired claim as the following
\[
\begin{bmatrix}
I & I & \text{diag}(2u - W\bar{\pi} - b) \\
0 & 0 & \text{diag}(2v_1 - W\bar{v}_1) \\
\vdots & \vdots & \vdots \\
0 & 0 & \text{diag}(2v_r - W\bar{v}_r - 1) \\
\text{diag}(u) & 0 & \text{diag}(u - W\bar{\pi} - b) \\
0 & \text{diag}(u - W\bar{\pi} - b) & 0
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
z
\end{bmatrix}
= 0 \iff
\begin{bmatrix}
y_1 \\
y_2 \\
z
\end{bmatrix}
= 0.
\]
Collecting the diagonal elements, we see that this claim holds true if and only if the following holds true for all \( i \in \{1, 2, \ldots, n\} \):
\[
\begin{bmatrix}
1 & 1 & 2\alpha_i - \bar{\pi}_i \\
0 & 0 & 2\beta_i - \bar{\beta}_i \\
\alpha_i & 0 & 0 \\
0 & \alpha_i - \bar{\pi}_i & 0
\end{bmatrix}
\begin{bmatrix}
y_{1,i} \\
y_{2,i} \\
z_i
\end{bmatrix}
= 0 \iff
\begin{bmatrix}
y_{1,i} \\
y_{2,i} \\
z_i
\end{bmatrix}
= 0
\]
where \( \alpha_i = e_i^T u \) and \( \bar{\pi}_i = e_i^T(u - W\bar{\pi} - b) \) and \( \beta_i = e_i^T V \) and \( \bar{\beta}_i = e_i^T W\bar{V} \). In turn, given that \( \bar{\pi}_i \neq 0 \) and \( \bar{\beta}_i \neq 0 \) by hypothesis, it follows from Lemma 10 that the above holds true if and only if \( y_{1,i} = y_{2,i} = z_i = 0 \).

Lemma 12 (Multiple layers). Let \( u = (u_1, \ldots, u_\ell) \in \mathbb{R}^n \) and \( V = (V_1, \ldots, V_\ell) \in \mathbb{R}^{n \times (r-1)} \) satisfy \( g_{k,1}(u, V) \geq 0 \) and \( g_{k,2}(u, V) \geq 0 \) and \( h_k(u, V) = 0 \) for all \( k \), where
\[
g_{k,1}(u, V) = u_{k+1}, \quad g_{k,2}(u, V) = u_{k+1} - W_k u_k - b_k, \\
h_k(u, V) = \text{diag}[u_{k+1}(u_{k+1} - W_k u_k - b_k)^T + V_{k+1}(V_{k+1} - W V_k)^T].
\]
Suppose that \( e_i^T(W_k u_k + b_k) \neq 0 \) and \( e_i^T W_k V_k \neq 0 \) hold for all \( i \in \{1, 2, \ldots, n\} \) and all \( k \in \{1, 2, \ldots, \ell - 1\} \). Then, the following holds
\[
\sum_{k=1}^{\ell-1} [\nabla g_{k,1}(u, V)y_{k,1} + \nabla g_{k,2}(u, V)y_{k,2} + \nabla h_k(u, V)z_k] = 0,
\]
\[
g_{k,1}(u, V) \odot y_{k,1} = g_{k,2}(u, V) \odot y_{k,2} = 0 \quad \text{for all } k \in \{1, 2, \ldots, \ell - 1\}
\]
if and only if \( y_{k,1} = y_{k,2} = z_k = 0 \) for all \( k \in \{1, 2, \ldots, \ell - 1\} \).
Proof. Let us assume $r = 2$ without loss of generality. We observe a block bi-diagonal structure in the Jacobians
\[
\frac{\partial g_{k,1}}{\partial u_j} = \begin{cases} I & j = k + 1, \\ 0 & \text{otherwise}, \end{cases} \quad \frac{\partial g_{k,2}}{\partial u_j} = \begin{cases} I & j = k + 1, \\ -W_k & j = k, \\ 0 & \text{otherwise}, \end{cases} \quad \frac{\partial g_{k,1}}{\partial v_j} = \frac{\partial g_{k,2}}{\partial v_j} = 0,
\]
and also
\[
\frac{\partial h_k}{\partial u_j} = \begin{cases} \text{diag}(2u_k - W_ju_j - b_j) & j = k + 1, \\ -\text{diag}(u_{k+1}W_k) & j = j, \\ 0 & \text{otherwise}, \end{cases} \quad \frac{\partial h_k}{\partial v_j} = \begin{cases} \text{diag}(2v_k - W_jv_j) & j = k + 1, \\ -\text{diag}(v_{k+1}W_k) & j = k, \\ 0 & \text{otherwise}. \end{cases}
\]

This motivates us to rewrite the desired claim as the following
\[
\begin{bmatrix}
C_1 \\
D_1 & C_2 \\
D_2 & \ddots \\
& \ddots & C_{\ell - 1} \\
& & & D_{\ell - 1}
\end{bmatrix}
\begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_{\ell - 2} \\
\lambda_{\ell - 1}
\end{bmatrix}
= 0 \iff \begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_{\ell - 2} \\
\lambda_{\ell - 1}
\end{bmatrix}
= 0.
\tag{13}
\]

in which $\lambda_k = (y_{k_1}, y_{k_2}, z_k)$ and the blocks are written
\[
D_k = \begin{bmatrix}
I & I & \text{diag}(2u_{k+1} - W_ku_k - b_k) \\
0 & 0 & \text{diag}(2v_{k+1} - W_kv_k) \\
\text{diag}(u_{k+1}) & 0 & 0 \\
0 & \text{diag}(u_{k+1} - W_ku_k - b_k) & 0
\end{bmatrix},
\]
\[
C_k = -\begin{bmatrix}
0 & W_k^T \\
W_k & \text{diag}(u_{k+1})
\end{bmatrix}.
\]

Focusing our attention on the $\ell$-th block-row, we apply Lemma [13] and find that $D_{\ell - 1}\lambda_{\ell - 1} = 0$ implies $\lambda_{\ell - 1} = 0$ under our stated hypothesis that $\text{e}_i^T(W_{\ell - 1}u_{\ell - 1} + b_{\ell - 1}) \neq 0$ and $\text{e}_i^TW_{\ell - 1}V_{\ell - 1} \neq 0$ for all $i$. Next, substituting $\lambda_{\ell - 1} = 0$ into $(\ell - 1)$-th block-row, we apply Lemma [13] and find that $D_{\ell - 2}\lambda_{\ell - 2} = -C_{\ell - 1}\lambda_{\ell - 1} = 0$ implies $\lambda_{\ell - 2} = 0$ under our stated hypothesis that $\text{e}_i^T(W_{\ell - 2}u_{\ell - 2} + b_{\ell - 2}) \neq 0$ and $\text{e}_i^TW_{\ell - 2}V_{\ell - 2} \neq 0$ for all $i$. Repeating this same argument, we conclude that the left-hand side of (13) does indeed imply the right-hand side under our stated hypotheses, as desired. \hfill \square

**Theorem 13 (Main).** Let $u_0 \in \mathbb{R}$ and $u = (u_1, \ldots, u_\ell) \in \mathbb{R}^n$ and $V = (V_1, \ldots, V_\ell) \in \mathbb{R}^{n \times (r - 1)}$ satisfy $g_{k,1}(u_0, u, V) \geq 0$ and $g_{k,2}(u_0, u, V) \geq 0$ and $h_k(u_0, u, V) = 0$ for all $k$, where
\[
g_0(u_0, u, V) = \|u_1 - \hat{x}_0u_0\|^2 + \|V_1\|^2 - \rho^2, \quad h_0(u_0, u, V) = u_0,
\]
\[
g_{k,1}(u_0, u, V) = u_0u_{k+1}, \quad g_{k,2}(u_0, u, V) = u_0(u_{k+1} - W_ku_k - b_ku_0),
\]
\[
h_k(u_0, u, V) = \text{diag}[u_{k+1}(u_{k+1} - W_ku_k - b_ku_0) + V_{k+1}(V_{k+1} - W_kV_k)^T].
\]

Suppose that $\text{e}_i^T(W_ku_k + b_k) \neq 0$ and $\text{e}_i^TW_kV_k \neq 0$ hold for all $i \in \{1, 2, \ldots, n\}$ and all $k \in \{1, 2, \ldots, \ell - 1\}$. Then, the following holds
\[
\sum_{k=0}^{\ell - 1} [\nabla g_{k,1}(u_0, u, V)y_{k+1} + \nabla g_{k,2}(u_0, u, V)y_{k,2} + \nabla h_k(u_0, u, V)z_k] = 0,
\]
\[
g_{k,1}(u_0, u, V) \odot y_{k,1} = g_{2}(u_0, u, V) \odot y_{k,2} = 0 \quad \text{for all } k \in \{0, 1, \ldots, \ell - 1\}
\]
if and only if $y_{k,1} = y_{k,2} = z_k = 0$ for all $k \in \{0, 1, \ldots, \ell - 1\}$. 25
Proof. Let us assume \( r = 2 \) without loss of generality. We have
\[
\frac{\partial g_0}{\partial u_0} = \|\hat{x}\|^2 - \rho^2
\]
We again observe a block bi-diagonal structure in the Jacobians with respect to \( u = (u_1, \ldots, u_\ell) \) and \( v = (v_1, \ldots, v_\ell) \):
\[
\frac{\partial g_{k,1}}{\partial u_j} = \begin{cases} u_0 I & j = k + 1, \\ 0 & \text{otherwise,} \end{cases} \quad \frac{\partial g_{k,2}}{\partial u_j} = \begin{cases} u_0 I & j = k + 1, \\ -u_0 W_k & j = k, \\ 0 & \text{otherwise,} \end{cases}
\]
and also
\[
\frac{\partial h_k}{\partial u_j} = \begin{cases} \text{diag}(2u_k - W_j u_j - b_j) & j = k + 1, \\ -\text{diag}(u_{k+1} W_k) & j = k, \\ 0 & \text{otherwise,} \end{cases}
\]
We also have the following derivatives with respect to the scalar variable \( u_0 \):
\[
\frac{\partial g_{k,1}}{\partial u_0} = u_{k+1}, \quad \frac{\partial g_{k,2}}{\partial u_0} = u_{k+1} - W_k u_k - 2b_k, \quad \frac{\partial h_k}{\partial u_0} = u_{k+1} \odot b_k
\]
We rewrite the desired claim as the following
\[
\begin{bmatrix}
1 & b_0 \\
d_0 & C_1 \\
D_1 & \cdot & \cdot & \cdot \\
& C_{\ell-1} \\
& D_{\ell-1}
\end{bmatrix}
\begin{bmatrix}
z_0 \\
y_0 \\
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_{\ell-1}
\end{bmatrix} = 0 \iff \begin{bmatrix}
\lambda_0 \\
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_{\ell-1}
\end{bmatrix} = 0. \quad (14)
\]
in which \( \lambda_0 = (y_0, z_0) \) and \( \lambda_k = (y_{k,1}, y_{k,2}, z_k) \) and the blocks are written
\[
D_k = \begin{bmatrix}
0 & 0 & \text{diag}(2u_{k+1} - W_k u_k - u_0 b_k) \\
0 & \text{diag}(2v_{k+1} - W_k v_k) \\
\text{diag}(u_{k+1} - W_k u_k - b_k) & 0
\end{bmatrix},
\]
\[
C_k = -\begin{bmatrix}
u_0 W_k^T & W_k^T \text{diag}(u_{k+1}) \\
0 & W_k^T \text{diag}(v_{k+1})
\end{bmatrix}.
\]
Under the stated assumptions, we can verify that \( D_0 \) is nonsingular because \( u_0 = \pm 1 \) and \( V_1 \neq 0 \) (because \( e_i^T W_1 V_1 \neq 0 \) holds for all \( i \)). \qed