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Abstract

We present several large classes of real Banach Lie-Poisson spaces whose characteristic distributions are integrable, the integral manifolds being symplectic leaves just as in finite dimensions. We also investigate when these leaves are embedded submanifolds or when they have Kähler structures. Our results apply to the real Banach Lie-Poisson spaces provided by the self-adjoint parts of preduals of arbitrary $W^*$-algebras, as well as of certain operator ideals.
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1 Introduction

This paper studies some geometric properties of the recently introduced Banach Lie-Poisson spaces (see [28]). Every Banach Lie-Poisson space is the predual of some Banach Lie algebra. Two classes of Banach Lie-Poisson spaces will be investigated in this work: preduals of $W^*$-algebras and preduals of certain operator ideals.

To explain the geometric questions addressed for these two types of Banach Lie-Poisson spaces, recall that every finite dimensional Poisson manifold has a characteristic generalized distribution whose value at any point is the span of all Hamiltonian vector fields evaluated at that point. The characteristic distribution is always integrable and each of its leaves has two key features: it is an initial symplectic submanifold of the Poisson manifold under consideration that at the same time a Poisson submanifold (see e.g., [35] or [22]).

If the Poisson manifold is a Lie-Poisson space $\mathfrak{g}^*$, where $\mathfrak{g}$ is the Lie algebra of some connected finite dimensional Lie group $G$, it turns out that the integral manifolds of the characteristic distribution of $\mathfrak{g}^*$ are just the coadjoint orbits of $G$ with the natural $G$-invariant orbit symplectic structures (see e.g., [35] or [22]). If $G$ is compact, then the coadjoint orbits are $G$-homogeneous embedded Kähler submanifolds of $\mathfrak{g}^*$ (see e.g. [17]).

The goal of the present paper is to show that similar phenomena occur in infinite dimensions for large classes of Banach Lie-Poisson spaces. The main results are described in Corollaries 2.10 and 4.6 and in Theorem 5.10. In the case of preduals of $W^*$-algebras, weakly symplectic structures on integral
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manifolds of the characteristic distribution have been already constructed in [28] under a certain technical condition. We shall prove in Proposition 2.8 that this condition is always satisfied, for self-adjoint elements, hence all the integral manifolds of the corresponding characteristic distribution are symplectic leaves. On the other hand, in the predual \( S_1 \) (trace class operators) of \( B(H) \) (bounded operators) for some complex Hilbert space \( H \), the question of which leaves are actually embedded submanifolds of \( S_1 \) was answered in [8] and [9]: they are precisely the leaves containing finite-rank operators. It is noteworthy that a similar characterization of the unitary orbits that are embedded submanifolds of \( B(H) \) had been previously obtained in [1], cf. Theorem 3.1 below. (See [2] for an extension of that characterization to unitary orbits in arbitrary \( C^\ast \)-algebras.) We shall prove a similar result in the more general setting of operator ideals (see Theorem 5.10). Moreover, we will show that all these embedded submanifolds are actually weakly Kähler homogeneous spaces, thus recovering what happens in finite dimensions for the coadjoint orbits of the compact group \( U(n) \). This circle of ideas is naturally related to the general question of prequantization of infinite dimensional manifolds carrying a closed two form and the problem of finding Banach Lie groups acting naturally on the relevant associated bundles; see [25, 26, 27] for progress in this direction.

## 2 Symplectic leaves in preduals of \( W^\ast \)-algebras

Throughout the paper, by \( C^\ast \)-algebra (respectively \( W^\ast \)-algebra) we actually mean unital \( C^\ast \)-algebra (respectively unital \( W^\ast \)-algebra).

**Definition 2.1** For every \( C^\ast \)-algebra \( M \), let

\[
P_M := \{p \in M \mid p^2 = p^* = p\}
\]

be the set of all orthogonal projections in \( M \). We denote by \( U_M \) the Banach Lie group of all unitary elements of \( M \). Every \( u \in U_M \) defines an isometric \( * \)-isomorphism

\[
\text{Ad}(u) : M \to M, \quad a \mapsto uau^*.
\]

We also denote by \( u_M \) the Lie algebra of \( U_M \), that is,

\[
u_M := \{a \in M \mid a^* = -a\}.
\]

Throughout the paper, if \( M \) is a \( W^\ast \)-algebra then \( M_* \) denotes the predual of \( M \) and \( M^* \) the dual of \( M \). An element \( \varphi \in M_* \) is said to be faithful if \( \varphi(a^*a) > 0 \) whenever \( 0 \neq a \in M \). This condition is equivalent to the fact that the support of \( \varphi \) equals 1 (see Remark 2.4 below).

Recall that a smooth map \( f : V \to W \) between the Banach manifolds \( V \) and \( W \) is said to be a weak immersion if its tangent map \( T_vf : T_vV \to T_{f(v)}W \) at any point \( v \in V \) is an injective linear bounded map. Note that no assumption about the closedness of the range and its splitting properties are made.

**Theorem 2.2** ([3]) Let \( M \) be a \( W^\ast \)-algebra and \( \varphi \in M_* \) faithful. Consider the centralizer of \( \varphi \), that is, the sub-\( W^\ast \)-algebra

\[
M^\varphi = \{a \in M \mid (\forall b \in M) \quad \varphi(ab) = \varphi(ba)\},
\]
and the unitary orbit of $\varphi$,

$$\mathcal{U}_\varphi = \{ \varphi \circ \text{Ad}(u) \mid u \in U_M \} \simeq U_M/U_M^\varphi,$$

where $U_M^\varphi := \{ a \in U_M \mid (\forall b \in M) \quad \varphi(ab) = \varphi(ba) \}$ is the unitary group of the centralizer algebra $M^\varphi$, that is, the unitary elements of $M^\varphi$.

Then the following assertions hold:

(i) $\mathcal{U}_\varphi \subseteq M^\ast$.

(ii) The unitary group $U_M^\varphi$ of the centralizer algebra $M^\varphi$ is a Lie subgroup of $U_M$.

(iii) The unitary orbit $\mathcal{U}_\varphi$ has a natural structure of weakly immersed submanifold of $M^\ast$ and $U_M$ acts on it smoothly on the left via $(u, \psi) \in U_M \times \mathcal{U}_\varphi \mapsto \psi \circ \text{Ad}(u^{-1}) \in \mathcal{U}_\varphi$.

(iv) The smooth manifold $\mathcal{U}_\varphi$ is simply connected.

**Proof.** (i) This is obvious.

(ii) Note that $U_M^\varphi$ is an algebraic subgroup of $U_M$ in the following sense (see Definition 8.9 in [7]):

$$U_M^\varphi = \{ a \in U_M \mid (\forall p \in \mathcal{P}) \quad p(a, a^{-1}) = 0 \},$$

where $\mathcal{P}$ is a set of continuous polynomial functions on $M \times M$. In fact, we may take $\mathcal{P} = \{ p_b \}_{b \in M}$, where $p_b : M \times M \to \mathbb{C}$, $p_b(x, y) = \varphi(xb) - \varphi(bx)$ whenever $b \in M$; note that the polynomial $p_b$ depends only on $x$, but we think of it as a function of $(x, y)$. It is clear that each $p_b$ is a continuous linear functional on $M \times M$, and thus a polynomial of degree $\leq 1$.

Now the fact that $U_M^\varphi$ is a Lie group with the topology inherited from $U_M$ follows by the main result of [18]; see Theorem 8.12 in [7] for the precise statement in this regard. Furthermore, to prove that $U_M^\varphi$ is actually a Lie subgroup of $U_M$, we still have to show that the Lie algebra $u_M^\varphi$ is a split subspace of $u_M$. The latter fact is a consequence of the fact that, since $\varphi$ is a normal faithful positive form on $M$, there exists a conditional expectation $E$ of $M$ onto $M^\varphi$. We recall from Lemma 8.14.6 in [31] that $M^\varphi$ equals the fixed-point algebra of the modular group of automorphisms of $M$ associated with $\varphi$. Thus the main theorem of [33] implies that there exists a conditional expectation $E$ from $M$ onto $M^\varphi$ satisfying $\varphi \circ E = \varphi$. (Alternatively, the existence of $E$ follows by Remark 2.1 in [3].)

(iii) The unitary orbit $\mathcal{U}_\varphi = \{ \varphi \circ \text{Ad}(u) \mid u \in U_M \}$ through $\varphi \in M^\ast$ is in bijective correspondence with $U_M/(U_M)_{\varphi}$, where

$$(U_M)_{\varphi} := \{ u \in U_M \mid \varphi \circ \text{Ad}(u) = \varphi \}$$

is the isotropy subgroup of $\varphi$ under the dual of the action $\text{Ad}$, where $\text{Ad}(u)b := ubu^{-1}$ for any $b \in M$. It is easily verified that

$$(U_M)_{\varphi} = U_M^\varphi.$$

By (ii), $U_M^\varphi$ is a Lie subgroup of $U_M$ and thus the set $U_M/U_M^\varphi$ has a unique smooth manifold structure making the canonical projection $U_M \to U_M/U_M^\varphi$ a surjective submersion; the underlying
manifold topology of $U_M/U_{M^\varphi}$ is the quotient topology and $U_M$ acts smoothly on the left on $U_M/U_{M^\varphi}$ by $(u, [v]) \in U_M \times U_M/U_{M^\varphi} \mapsto u \cdot [v] := [uv]$, where $[v] = vU_{M^\varphi}$ (see Bourbaki [11], Chapter III, §1.6, Proposition 11). Endow the orbit $U_\varphi$ with the manifold structure making this equivariant bijection into a diffeomorphism. It is then easily checked that the inclusion of $U_\varphi$ into $M^*$ is a weak immersion.

(iv) See Theorem 2.9 in [4].

Remark 2.3 (cf. Remark A.2.2 in [20]) There always exist faithful elements in $M_*$ provided the predual $M^*$ of the $W^*$-algebra $M$ is separable.

Remark 2.4 (cf. Proposition 5.1 in [3]) In the setting of Theorem 2.2, assume that $M = B(H)$ for some complex infinite dimensional Hilbert space $H$.

Then, for any faithful state $\varphi \in M_*$ the orbit $U_\varphi$ is not locally closed in $M_*$. Thus, if $M = B(H)$, the weakly immersed submanifolds occurring in Theorem 2.2 are never embedded submanifolds of $M_*$. 

Remark 2.5 (cf. Section 5.15 in [32]) Let $M$ be a $W^*$-algebra and $0 \leq \varphi \in M_*$. Define the support of $\varphi$ by
\[ p := s(\varphi) := 1 - \sup\{q \in P_M \mid \varphi(q) = 0\} \in P_M. \]

The support of $\varphi$ has the following properties:

(i) $\forall x \in M \quad \varphi(x) = \varphi(xp) = \varphi(px) = \varphi(pxp)$.

(ii) If $0 \leq x \in M$ and $\varphi(x) = 0$ then $pxp = 0$. In particular, $\varphi|_{pMp} \in (pMp)_*$ is faithful on the $W^*$-algebra $pMp$.

For later reference we also note that we have
\[ (\forall u \in U_M) \quad s(\text{Ad}(u)^* \varphi) = u^{-1} s(\varphi) u, \quad (2.1) \]
since for each $q \in P_M$ the condition $\varphi(uqu^{-1}) = 0$ is equivalent to $uqu^{-1} \leq 1 - s(\varphi)$, hence to $q \leq 1 - u^{-1}s(\varphi)u$.

Remark 2.6 (cf. Section 5.17 in [32]) Let $M$ be a $W^*$-algebra and $\varphi \in M_*$ such that $\varphi = \varphi^*$, in the sense that $\varphi(x^*) = \overline{\varphi(x)}$ for all $x \in M$. Then there exist $\varphi_1, \varphi_2 \in M_*$ uniquely determined by the conditions:

(i) $\varphi = \varphi_1 - \varphi_2$,

(ii) $\varphi_1 \geq 0$ and $\varphi_2 \geq 0$, and

(iii) $s(\varphi_1)s(\varphi_2) = 0$.

Lemma 2.7 Let $M$ be a $W^*$-algebra, $0 \leq \varphi \in M_*$, $p := s(\varphi)$, $\varphi_p := \varphi|_{pMp} \in (pMp)_*$, and denote, as before,
\[ U_{M^\varphi} = \{ u \in U_M \mid \text{Ad}(u)^* \varphi = \varphi \}. \]
Then
\[ U_{M\varphi} = \{ u \in U_M \mid pu = up, \ pup \in U_{(pMp)^{\varphi^p}} \} \]
\[ = \left\{ \begin{pmatrix} u_1 & 0 \\ 0 & u_2 \end{pmatrix} \in U_p \mid u_1 \in U_{(pMp)^{\varphi^p}}, \ u_2 \in U_{(1-p)M(1-p)} \right\}, \]
where
\[ U_p := \{ u \in U_M \mid pu = up \} = \left\{ \begin{pmatrix} u_1 & 0 \\ 0 & u_2 \end{pmatrix} \mid u_1 \in U_{pMp}, \ u_2 \in U_{(1-p)M(1-p)} \right\} \]
and the 2 × 2 matrix is written with respect to the orthogonal decomposition 1 = p + (1 − p).

**Proof.** Since
\[ \{ u \in U_M \mid pu = up \} = \left\{ \begin{pmatrix} u_1 \\ 0 \\ 0 \end{pmatrix} \mid u_1 \in U_{pMp}, \ u_2 \in U_{(1-p)M(1-p)} \right\}, \]
it follows that \( U_p \) is a Lie subgroup of \( U_M \). For all \( u \in U_{M\varphi} \) we have \( u^{-1}s(\varphi)u = s(\varphi) \) by formula (2.1) in Remark 2.5. Thus, since \( p = s(\varphi) \), we get
\[ U_{M\varphi} \subseteq U_p. \]

We now come back to the proof of the desired conclusion. For any \( u \in U_M \) we have
\[ (\forall x \in M) \quad \varphi(uxu^{-1}) = \varphi(x) \iff (\forall x \in M) \quad \varphi(puxu^{-1}p) = \varphi(pxp) \]
by Remark 2.5. Hence for \( u \in U_p \) (that is, \( up = pu \)) we have
\[ (\forall x \in M) \quad \varphi(uxu^{-1}) = \varphi(x) \iff (\forall x \in M) \quad \varphi((pup)(pxp)(pu^{-1}p)) = \varphi(pxp). \]
Next note that, since \( up = pu \), it follows that \( pu^{-1}p \) is just the inverse of \( u_1 := pup \in U_{pMp} \). Thus the above equivalence shows that, for \( u = \begin{pmatrix} u_1 & 0 \\ 0 & u_2 \end{pmatrix} \in U_p \) as above, we have
\[ u \in U_{M\varphi} \iff u_1 \in U_{(pMp)^{\varphi^p}}, \]
and the desired conclusion is proved. ■

**Proposition 2.8** Let \( M \) be a \( W^* \)-algebra, \( \varphi \in M_* \) such that \( \varphi = \varphi^* \), and
\[ U_{M\varphi} = \{ u \in U_M \mid \text{Ad}(u)^* \varphi = \varphi \}. \]
Then \( U_{M\varphi} \) is a Lie subgroup of \( U_M \).

**Proof.** Let \( \varphi = \varphi_1 - \varphi_2 \) as in Remark 2.8 and denote \( p_1 = s(\varphi_1), \ p_2 = s(\varphi_2) \), so that \( p_1p_2 = p_2p_1 = 0 \). We will prove that
\[ U_{M\varphi} = U_{M\varphi_1} \cap U_{M\varphi_2}. \]
The inclusion $\subseteq$ is obvious. Now let $u \in U_{M^\varphi}$. Then
\[ \varphi = \text{Ad}(u)^*\varphi = \text{Ad}(u)^*\varphi_1 - \text{Ad}(u)^*\varphi_2. \]
Moreover, it is clear that $\text{Ad}(u)^*\varphi_j \geq 0$ and $s(\text{Ad}(u)^*\varphi_j) = u^{-1}p_ju$ (by Lemma 2.7 in Remark 2.5) for $j = 1, 2$, hence $s(\text{Ad}(u)^*\varphi_1)s(\text{Ad}(u)^*\varphi_2) = 0$. It then follows from the uniqueness assertion in Remark 2.6 that $\text{Ad}(u)^*\varphi_j = \varphi_j$ for $j = 1, 2$, hence $u \in U_{M^\varphi_1} \cap U_{M^\varphi_2}$ as desired.

Next denote $p_3 = 1 - p_1 - p_2$, so that $p_j \in P_M$ and $p_ip_j = 0$ for $1 \leq i, j \leq 3$, and $p_1 + p_2 + p_3 = 1$. According to Lemma 2.7 we have $U_{M^\varphi_{p_j}} \subseteq \{ u \in U_M \mid up_j = p_ju \}$ for $j = 1, 2$, hence
\[ U_{M^\varphi_{p_1}} \cap U_{M^\varphi_{p_2}} \subseteq \{ u \in U_M \mid up_j = p_ju \text{ for } j = 1, 2, 3 \} \]
\[ \simeq \left\{ \begin{pmatrix} u_1 & 0 & 0 \\ 0 & u_3 & 0 \\ 0 & 0 & u_2 \end{pmatrix} \mid u_j \in U_{p_j, M_{p_j}} \text{ for } j = 1, 2, 3 \right\}. \]

Lemma 2.7 actually shows that
\[ U_{M^\varphi_{p_1}} = \{ u \in U_M \mid p_1u = up_1, \ p_1up_1 \in U_{(p_1, M_{p_1})^\varphi_{p_1}} \} \]
\[ \simeq U_{M^\varphi_{p_1}} \times U_{(1-p_1)M(1-p_2)} \]
\[ = U_{M^\varphi_{p_1}} \times U_{(p_3+p_2)M(p_3+p_2)} \]
and similarly
\[ U_{M^\varphi_{p_2}} = \{ u \in U_M \mid p_2u = up_2, \ p_2up_2 \in U_{(p_2, M_{p_2})^\varphi_{p_2}} \} \]
\[ \simeq U_{(p_1+p_3)M(p_1+p_3)} \times U_{M^\varphi_{p_2}}. \]

Hence
\[ U_{M^\varphi_{p_1}} \cap U_{M^\varphi_{p_2}} = \{ u \in U_M \mid p_ju = up_j, \ p_jup_j \in U_{(p_j, M_{p_j})^\varphi_{p_j}} \text{ for } j = 1, 2 \} \]
\[ \simeq U_{M^\varphi_{p_1}} \times U_{p_3M_{p_3}} \times U_{M^\varphi_{p_2}} \]
\[ \simeq \left\{ \begin{pmatrix} u_1 & 0 & 0 \\ 0 & u_3 & 0 \\ 0 & 0 & u_2 \end{pmatrix} \mid u_3 \in U_{p_3M_{p_3}}, \ u_j \in U_{M^\varphi_{p_j}} \text{ for } j = 1, 2 \right\}. \]

Now $U_{M^\varphi_{p_j}}$ is a Lie subgroup of $U_{p_j, M_{p_j}}$ by Theorem 2.3 (ii) since $\varphi_{p_j} = \varphi|_{p_j, M_{p_j}}$ is faithful for $j = 1, 2$ by Remark 2.5 (ii). Hence the above isomorphism shows that $U_{M^\varphi_{p_1}} \cap U_{M^\varphi_{p_2}}$ is a Lie subgroup of $U_{p_1M_{p_1}} \times U_{p_3M_{p_3}} \times U_{p_2M_{p_2}}$. But the latter group is isomorphic to
\[ \left\{ \begin{pmatrix} u_1 & 0 & 0 \\ 0 & u_3 & 0 \\ 0 & 0 & u_2 \end{pmatrix} \mid u_j \in U_{p_j, M_{p_j}} \text{ for } j = 1, 2, 3 \right\}, \]
which is a Lie subgroup of $U_M$, hence $U_{M^\varphi} = U_{M^\varphi_{p_1}} \cap U_{M^\varphi_{p_2}}$ is in turn a Lie subgroup of $U_M$.

**Corollary 2.9** For every $W^*$-algebra $M$ and $\varphi = \varphi^* \in M_*$, the coadjoint orbit of the Lie group $U_M$ through $\varphi \in (u_M)_*$ $\subseteq (u_M)^*$ has the structure of a $U_M$-homogeneous weakly symplectic manifold which is weakly immersed into $(u_M)_*$. 

\[ \square \]
Proof. Just use Proposition 2.8 along with Theorem 7.3 in [28]. ■

Corollary 2.10 Let $M$ be an arbitrary $W^*$-algebra and consider the corresponding real Banach Lie-Poisson space $M_*^{sa} = \{ \varphi \in M_* \mid \varphi = \varphi^* \}$. Then the characteristic distribution of $M_*^{sa}$ is integrable and all its maximal integral manifolds are symplectic leaves.

Proof. Use Corollary 2.4 along with Theorem 7.4 in [28] and note that all the coadjoint orbits referred to in Corollary 2.4 are connected since the unitary group of every $W^*$-algebra is connected. ■

Remark 2.11 It is noteworthy that the weakly symplectic manifolds given by Corollary 2.4 are sometimes strongly symplectic. For instance, this is the case of the coadjoint orbits of rank-one projections if we assume that $M = B(\mathcal{H})$ for some complex Hilbert space $\mathcal{H}$ with the scalar product $(\cdot | \cdot)$.

In fact, for any $x \in \mathcal{H}$ with $\|x\| = 1$ denote by $p_x = (\cdot | x)x$ the orthogonal projection of $\mathcal{H}$ onto the one-dimensional subspace $\mathbb{C}x$. Then $p_x \in M_*^{sa}$ and $up_xu^* = p_{ux}$ for all unit vectors $x \in \mathcal{H}$ and all $u \in U_M$. Thus, denoting by $S_\mathcal{H}$ the unit sphere of $\mathcal{H}$ (that is, the set of all unit vectors in $\mathcal{H}$) and by $\mathbb{P}(\mathcal{H}) := S_\mathcal{H}/\mathbb{T}$ the projective space of $\mathcal{H}$, it follows that the mapping

$$S_\mathcal{H} \to M_*^{sa}, \quad x \mapsto p_x,$$

induces a $U_M$-equivariant diffeomorphism of $\mathbb{P}(\mathcal{H})$ onto the coadjoint orbit $P_1 := \{ p_x \mid x \in S_\mathcal{H} \}$. It is well known that the projective space $\mathbb{P}(\mathcal{H})$ is a strongly symplectic manifold (it is locally symplectomorphic to $\mathcal{H}/\mathbb{C}x_0$ with the symplectic form defined by the double of the imaginary part of the quotient scalar product, for an arbitrary unit vector $x_0 \in \mathcal{H}$), hence our claim that $P_1$ is strongly symplectic will follow as soon as we show that the aforementioned diffeomorphism $P_1 \simeq \mathbb{P}(\mathcal{H})$ is actually a symplectomorphism. To this end, fix a unit vector $x_0 \in \mathcal{H}$. The symplectic structure of the coadjoint orbit $P_1$ through $p_{x_0} \in M_*^{sa}$ is defined by the skew symmetric bilinear form

$$\omega_{x_0} : u_M \times u_M \to \mathbb{R}, \quad \omega_{x_0}(a_1, a_2) = i \text{Tr}(u_{x_0}[a_1, a_2])$$

(see formula (7.5) in [28]). Since the elements of $u_M$ are skew-symmetric, it follows that for all $a_1, a_2 \in u_M$ we have

$$\omega_{x_0}(a_1, a_2) = -i \cdot \text{Tr}(\varphi(a_1, a_2)x_0) = i([a_1, a_2]x_0 | x_0) = 2\text{Im}(a_1x_0 | a_2x_0).$$

On the other hand, if we consider $U_{x_0}^M = \{ u \in U \mid ux_0 \in \mathbb{C}x_0 \}$, which is the isotropy group of $\mathbb{C}x_0 \in \mathbb{P}(\mathcal{H})$, then we have a $U_M$-equivariant diffeomorphism $U_M / U_{x_0}^M \simeq \mathbb{P}(\mathcal{H})$, and the $U_M$-invariant symplectic form of $\mathbb{P}(\mathcal{H})$ will be defined by the skew-symmetric bilinear form

$$\omega'_{x_0} : u_M \times u_M \to \mathbb{R}, \quad \omega'_{x_0}(a_1, a_2) = 2\text{Im}(a_1x_0 | a_2x_0).$$

The above computation shows that $\omega_{x_0} = \omega'_{x_0}$, and this concludes the proof of the fact that the $U_M$-equivariant diffeomorphism $P_1 \simeq \mathbb{P}(\mathcal{H})$ is a symplectomorphism, whence the coadjoint orbit $P_1$ is strongly symplectic.
In the same special case when \( M = \mathcal{B}(\mathcal{H}) \) for some complex Hilbert space \( \mathcal{H} \) (that is, when \( M \) is a factor of type I), the result of Corollary 2.15 also follows by Corollary 7.7 in [28] along with Lemma 4.1 in [3]. However, we conclude this section by showing that, in general, the previous Corollary 2.15 applies to coadjoint orbits that do not fall under the hypotheses of Corollary 7.7 in [28]. To this end, we prove the following fact.

**Proposition 2.12** Let \( M \) be a von Neumann algebra on a complex Hilbert space \( \mathcal{H} \). Assume that \( M \) is a II\(_1\) factor with the faithful normal trace state \( \tau \) and that there is a positive invertible element \( h \in M \) with the spectral measure \( E_h(\cdot) \) such that for some \( v \in \mathcal{H} \setminus \{0\} \) the localized measure \( \|E_h(\cdot)v\|^2 \) has no atoms.

Now define
\[
\varphi: M \to \mathbb{C}, \quad \varphi(x) = \tau(hx).
\]
Then \( \varphi \in M_* \) is a faithful functional and there exists no family \( \{e_i\}_{i \in I} \) of mutually orthogonal self-adjoint projections in \( M \) satisfying \( \sum_{i \in I} e_i = 1 \) and \( M^\varphi = \left\{ \sum_{i \in I} e_i x e_i \mid x \in M \right\} \).

**Proof.** It is clear that \( \varphi \in M_* \). Next, for every \( x \in M \) we have
\[
\varphi(x^* x) = \tau(hx^* x) = \tau(xhx^*) = \tau((h^{1/2} x^*)^*(h^{1/2} x^*)).
\]
Since \( \tau \) is faithful and \( h \) is invertible, it then easily follows that \( \varphi \) is faithful.

Now, to prove the property stated for \( M^\varphi \), we first check that
\[
M^\varphi = \{ a \in M \mid ah = ha \}.
\]
In fact, \( a \in M^\varphi \) if and only if \( \varphi(ax) = \varphi(xa) \) for all \( x \in M \), that is, \( \tau(hax) = \tau(hxa) \) for \( x \in M \). Since \( \tau \) is a trace, the latter property is further equivalent to \( \tau(hax) = \tau(ahx) \) for all \( x \in M \), hence to \( ha = ah \).

Next let us assume that there exists a family \( \{e_i\}_{i \in I} \) of self-adjoint projections in \( M \) satisfying \( e_i e_j = 0 \) whenever \( i \neq j \), \( \sum_{i \in I} e_i = 1 \) and \( M^\varphi = \left\{ \sum_{i \in I} e_i x e_i \mid x \in M \right\} \). According to the previous characterization of \( M^\varphi \) we have that \( h \) belongs to the center of \( M^\varphi \). Then it follows at once that \( e_i h e_i = e_i \) belongs to the center of \( e_i M e_i \) for each \( i \in I \). On the other hand, since \( M \) is a factor (i.e., its center reduces to the scalar multiples of the unit element) it follows by Corollary 3.15 in [32] that \( e_i M e_i \) is in turn a factor, hence there exists \( \lambda_i \in \mathbb{C} \) such that \( e_i h = h e_i = \lambda_i e_i \), for arbitrary \( i \in I \).

We now show that this fact contradicts the spectral assumption on \( h \). In fact, since the measure \( \|E_h(\cdot)v\|^2 \) has no atoms, it follows that for each \( i \in I \) we have \( \|E_h(\{\lambda_i\})v\|^2 = 0 \), i.e., \( E_h(\{\lambda_i\})v = 0 \). On the other hand, since \( e_i h = h e_i = \lambda_i e_i \), we get \( e_i \leq E_h(\{\lambda_i\}) \), that is, \( e_i E_h(\{\lambda_i\}) = E_h(\{\lambda_i\}) e_i = e_i \). Then \( e_i v = e_i E_h(\{\lambda_i\}) v = 0 \) for every \( i \in I \). Since \( \sum_{i \in I} e_i = 1 \), it then follows that \( v = 0 \), a contradiction.

\[\square\]

**Example 2.13** A concrete situation where Proposition 2.12 applies is provided by Theorem 2.6.2 in [31]. Specifically, let \( M \) be the von Neumann algebra generated by the real parts \( s(t) := (l(t) + l(t)^*)/2 \) of the left-creation operators \( l(t) \) (for \( t \in \mathcal{H}_R \)) on the full Fock space \( \mathcal{T}(\mathcal{H}_C) \) associated with the
complexification $\mathcal{H}_C$ of the real Hilbert space $\mathcal{H}_R$ with $\dim(\mathcal{H}_R) > 1$. Then $M$ is a $\text{II}_1$ factor with the trace defined by the vector form at the vacuum vector $v_0$.

Moreover, for arbitrary $t_0 \in \mathcal{H}_R \setminus \{0\}$, the operator $s(t_0)$ is self-adjoint and its spectral measure localized at the vacuum vector $v_0$ is absolutely continuous with respect to the Lebesgue measure, hence it has no atoms. As a matter of fact, the aforementioned localized spectral measure is given by the semicircle law
\[
\frac{2}{\pi\|t_0\|^2} 2\pi \sqrt{\|t_0\|^2 - r^2} dr.
\]

Thus, for $\varepsilon > 0$ arbitrary, $h := \|t_0\| + \varepsilon + s(t_0) \in M$ is a positive invertible operator whose spectral measure localized at the vacuum vector $v_0$ (that is, the measure $\|E_h(\cdot)v_0\|^2$) is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}$.

3 Orbits of adjoint actions

Let $\mathcal{B}(\mathcal{H})$ denote the space of all bounded operators and $\mathcal{U}(\mathcal{H})$ the group of all unitary operators on the complex Hilbert space $\mathcal{H}$.

**Theorem 3.1** ([12]) Let $\mathcal{H}$ be a complex Hilbert space, $T \in \mathcal{B}(\mathcal{H})$, $\mathcal{U}(\mathcal{H})(T)$ the unitary orbit through $T$, and
\[
\alpha: \mathcal{U}(\mathcal{H}) \to \mathcal{U}(\mathcal{H})(T) \subseteq \mathcal{B}(\mathcal{H}), \quad V \mapsto VTV^*
\]

the corresponding orbit map. The following assertions are equivalent:

(i) The map $\alpha$ has local continuous cross sections if the unitary orbit $\mathcal{U}(\mathcal{H})(T)$ is endowed with the relative topology inherited from $\mathcal{B}(\mathcal{H})$.

(ii) The unitary orbit $\mathcal{U}(\mathcal{H})(T)$ is closed in $\mathcal{B}(\mathcal{H})$.

(iii) The sub-$\text{C}^*$-algebra generated by $T$ in $\mathcal{B}(\mathcal{H})$ is finite dimensional.

(iv) There exist operators $A$ and $B$ on certain finite dimensional spaces such that $T$ is unitarily equivalent to the Hilbert space operator defined by the infinite block-diagonal matrix
\[
\begin{pmatrix}
A & & & \\
B & & & 0 \\
& B & & \\
& & \ddots & B \\
& & & 0
\end{pmatrix}.
\]

(v) The unitary orbit $\mathcal{U}(\mathcal{H})(T)$ is a smooth submanifold of $\mathcal{B}(\mathcal{H})$. 
Proof. See Theorem 1.1 in [12] or Theorem 4.1 in [6] for the fact that assertions (i)–(iv) are equivalent. Moreover, these assertions are equivalent to (v) by the results of [1]; see Theorems 1.1 and 1.3 in [2]. ■

Concerning Theorem 3.1(i), we note that the existence of global cross sections of the orbit map was investigated in [30]. In fact, according to Theorems 4 and 7 in [30], and using the notation of Theorem 3.1, a global continuous cross section of \( \alpha \) can be constructed if and only if we can choose \( A = B \) in Theorem 3.1(iv).

Theorem 3.2 ([5]) Let \( \mathcal{H} \) be a complex Hilbert space, \( T \in \mathcal{B}(\mathcal{H}) \), and define
\[
\text{ad} T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}) \quad \text{by} \quad A \mapsto [T, A].
\]
Furthermore denote by \( \mathcal{S}_1 \) the ideal of trace class operators on \( \mathcal{H} \). Then the following assertions are equivalent:

(i) The operator \( \text{ad} T \) has closed range in \( \mathcal{B}(\mathcal{H}) \).

(ii) For every complex polynomial \( p \) the operator \( p(T) \) has closed range in \( \mathcal{H} \) and there exists a non-zero polynomial \( p_0 \) such that \( p_0(T) = 0 \).

(iii) The operator \( T \) is similar to an operator that generates a finite-dimensional sub-C*-algebra of \( \mathcal{B}(\mathcal{H}) \).

(iv) The operator \( \text{ad} T|_{\mathcal{S}_1} \) has closed range in \( \mathcal{S}_1 \).

Proof. The fact that the assertions (i)–(iii) are equivalent can be found in [5].

The fact that (i) is equivalent to (iv) is also well known and follows by an easy duality argument (see e.g., Theorem 3.5(ii) and the proof of Proposition 3.12 in [14]). Thus, first recall that the range of a Banach space operator is closed if and only if the range of its dual operator is closed. Since the Banach space dual to \( \mathcal{S}_1 \) is \( \mathcal{B}(\mathcal{H}) \) and the operator dual to \( \text{ad} T|_{\mathcal{S}_1} \) is \( -\text{ad} T' \) (where \( T' \in \mathcal{B}(\mathcal{H}) \) is the operator dual to \( T \), while \( T' \) is conjugate-similar to \( T^* \)), it then follows that the range of \( \text{ad} T|_{\mathcal{S}_1} \) is closed if and only if the range of \( \text{ad} T^* \) is closed. Furthermore, the range of \( \text{ad} T^* \) is closed if and only if the range of \( \text{ad} T \) is closed, as a consequence of the fact that (i) \( \iff \) (ii). ■

Remark 3.3 More details on Theorem 3.2 can be found in Chapter 15 of the book [6].

Proposition 3.4 If \( T \in \mathfrak{u}_{\mathcal{B}(\mathcal{H})} \) and we denote
\[
U_{\mathcal{B}(\mathcal{H}), T} = \{ U \in U_{\mathcal{B}(\mathcal{H})} \mid U T U^{-1} = T \},
\]
then \( U_{\mathcal{B}(\mathcal{H}), T} \) is a Lie subgroup of \( U_{\mathcal{B}(\mathcal{H})} \).

Proof. It follows by Theorem 8.12 in [7] that \( U_{\mathcal{B}(\mathcal{H}), T} \) is a Banach Lie group with respect to the topology inherited from \( U_{\mathcal{B}(\mathcal{H})} \) and with the Lie algebra \( \mathfrak{u}_{\mathcal{B}(\mathcal{H}), T} := \ker(\text{ad}_{\mathfrak{u}_{\mathcal{B}(\mathcal{H})}}) T \).
So it only remains to check that \( u_{B(H),T} \) is a split subspace of \( u_{B(H)} \), which is well-known. Just pick an invariant mean \( \lim_{\alpha \to \infty} \) on the (Abelian, hence amenable) group \((\mathbb{R},+)\), and define a continuous linear map
\[
E: u_{B(H)} \to u_{B(H)} \quad \text{with} \quad E^2 = E \quad \text{and} \quad \text{Ran} \ E = \text{Ker}(\text{ad}_{u_{B(H)}} T)
\]
in the following way: for all \( S \in u_{B(H)} \) and \( f, g \in \mathcal{H} \) let
\[
(E(S)f | g) = \lim_{\alpha \to \infty} (S(\exp(\alpha T))f | (\exp(\alpha T))g).
\]
We recall that \( \lim_{\alpha \to \infty} \) is just a suggestive notation for a positive linear functional \( m: \ell^\infty(\mathbb{R}, \mathbb{C}) \to \mathbb{C} \) satisfying \( \|m\| = 1 \) and
\[
(\forall \xi \in \ell^\infty(\mathbb{R}, \mathbb{C}))(\forall \alpha \in \mathbb{R}) \quad m(\xi) = m(\xi \alpha),
\]
where \( \ell^\infty(\mathbb{R}, \mathbb{C}) \) is the commutative \( C^* \)-algebra of all bounded functions \( \xi: \mathbb{R} \to \mathbb{C} \), and \( \xi \alpha(\beta) := \xi(\alpha + \beta) \) whenever \( \xi \in \ell^\infty(\mathbb{R}, \mathbb{C}) \) and \( \alpha, \beta \in \mathbb{R} \). The existence of a functional \( m \) with the aforementioned properties follows by Theorem 1.2.1 in [16], and our notation \( \lim_{\alpha \to \infty} \) is then introduced by
\[
(\forall \xi \in \ell^\infty(\mathbb{R}, \mathbb{C})) \quad \lim_{\alpha \to \infty} \xi(\alpha) := m(\xi).
\]
Now the fact that the map \( E: u_{B(H)} \to u_{B(H)} \) has the properties claimed above follows by Theorem 16(b) in [21] applied for the unitary representation \( \alpha \mapsto \exp(\alpha T) \) of the Abelian group \((\mathbb{R},+)\).

### 4 Symplectic leaves in preduals of operator ideals

In this section and in the following one, \( \mathcal{H} \) stands for a separable complex Hilbert space, and \( \text{GL}(\mathcal{H}) \) for the set of all invertible bounded linear operators on \( \mathcal{H} \).

**Definition 4.1** Let \( \mathcal{H} \) be a complex Hilbert space and \( \mathfrak{F} \) the ideal of all finite-rank operators on \( \mathcal{H} \). For every two-sided ideal \( \mathcal{I} \) of \( \mathcal{B}(\mathcal{H}) \) we shall use the following notation:
\[
\begin{align*}
U_\mathcal{I} &= U_{B(\mathcal{H})} \cap (1 + \mathcal{I}) \\
u_\mathcal{I} &= u_{B(\mathcal{H})} \cap \mathcal{I}.
\end{align*}
\]

For later use, we now recall a few facts concerning Banach ideals of operators on the complex Hilbert space \( \mathcal{H} \) (see [13] and also [15]).

**Remark 4.2** (i) By *Banach ideal* we mean a two-sided ideal \( \mathcal{I} \) of \( \mathcal{B}(\mathcal{H}) \) equipped with a norm \( \| \cdot \|_\mathcal{I} \) satisfying \( \|T\| \leq \|T\|_\mathcal{I} = \|T^*\|_\mathcal{I} \) and \( \|ATB\|_\mathcal{I} \leq \|A\| \|T\|_\mathcal{I} \|B\| \) whenever \( A, B \in \mathcal{B}(\mathcal{H}) \).

(ii) Let \( \tilde{\mathcal{C}} \) be the vector space of all sequences of real numbers \( \{\xi_j\}_{j \geq 1} \) such that \( \xi_j = 0 \) for all but finitely many indices. A *symmetric norming function* is a function \( \Phi: \tilde{\mathcal{C}} \to \mathbb{R} \) satisfying the following conditions:

1) \( \Phi(\xi) > 0 \) whenever \( 0 \neq \xi \in \tilde{\mathcal{C}} \).
II) \( \Phi(\alpha \xi) = |\alpha| \Phi(\xi) \) whenever \( \alpha \in \mathbb{R} \) and \( \xi \in \widehat{\mathcal{C}} \),

III) \( \Phi(\xi + \eta) \leq \Phi(\xi) + \Phi(\eta) \) whenever \( \xi, \eta \in \widehat{\mathcal{C}} \),

IV) \( \Phi((1, 0, 0, \ldots)) = 1 \),

V) \( \Phi(\{\xi_j\}_{j \geq 1}) = \Phi(\{\xi_{\pi(j)}\}_{j \geq 1}) \) whenever \( \{\xi_j\}_{j \geq 1} \in \widehat{\mathcal{C}} \) and \( \pi: \{1, 2, \ldots\} \to \{1, 2, \ldots\} \) is bijective.

Any symmetric norming function \( \Phi \) gives rise to two Banach ideals \( \mathcal{S}_{\Phi} \) and \( \mathcal{S}_{\Phi}^{(0)} \) as follows. For every bounded sequence of real numbers \( \xi = \{\xi_j\}_{j \geq 1} \) define
\[
\Phi(\xi) := \sup_{n \geq 1} \Phi(\xi_1, \xi_2, \ldots, \xi_n, 0, 0, \ldots) \in [0, \infty].
\]

For all \( T \in \mathcal{B}(\mathcal{H}) \) denote
\[
\|T\|_\Phi := \Phi(\{s_j(T)\}_{j \geq 1}) \in [0, \infty],
\]
where \( s_j(T) = \inf\{\|T - F\| : F \in \mathcal{B}(\mathcal{H}), \text{ rank } F < j \} \) whenever \( j \geq 1 \). With this notation we can define
\[
\mathcal{S}_{\Phi} = \{T \in \mathcal{B}(\mathcal{H}) : \|T\|_\Phi < \infty\},
\]
\[
\mathcal{S}_{\Phi}^{(0)} = \overline{\mathcal{F}}_{\Phi}^{\|\cdot\|_\Phi} (\subset \mathcal{S}_{\Phi}),
\]
that is, \( \mathcal{S}_{\Phi}^{(0)} \) is the \( \|\cdot\|_\Phi \)-closure of the finite-rank operators \( \mathcal{F} \) in \( \mathcal{S}_{\Phi} \). Then \( \|\cdot\|_\Phi \) is a norm making \( \mathcal{S}_{\Phi} \) and \( \mathcal{S}_{\Phi}^{(0)} \) into Banach ideals (see §4 in Chapter III in [15]). Actually, every separable Banach ideal equals \( \mathcal{S}_{\Phi}^{(0)} \) for some symmetric norming function \( \Phi \) (see Theorem 6.2 in Chapter III in [15]).

(iii) For every symmetric norming function \( \Phi: \widehat{\mathcal{C}} \to \mathbb{R} \) there exists a unique symmetric norming function \( \Phi^*: \widehat{\mathcal{C}} \to \mathbb{R} \) such that
\[
\Phi^*(\eta) = \sup \left\{ \frac{1}{\Phi(\xi)} \sum_{j=1}^{\infty} \xi_j \eta_j \mid \xi = \{\xi_j\}_{j \geq 1} \in \widehat{\mathcal{C}} \text{ and } \xi_1 \geq \xi_2 \geq \cdots \geq 0 \right\}
\]
whenever \( \eta = \{\eta_j\}_{j \geq 1} \in \widehat{\mathcal{C}} \) and \( \eta_1 \geq \eta_2 \geq \cdots \geq 0 \). The function \( \Phi^* \) is said to be adjoint to \( \Phi \) and we always have \( (\Phi^*)^* = \Phi \) (see Theorem 11.1 in Chapter III in [15]). For instance, if \( 1 \leq p, q \leq \infty \), \( 1/p + 1/q = 1 \), \( \Phi_p(\xi) = \|\xi\|_p \) and \( \Phi_q(\xi) = \|\xi\|_q \) whenever \( \xi \in \widehat{\mathcal{C}} \), then \( (\Phi_p)^* = \Phi_q \). If \( \Phi \) is any symmetric norming function then the topological dual of the Banach space \( \mathcal{S}_{\Phi}^{(0)} \) is isometrically isomorphic to \( \mathcal{S}_{\Phi} \)-by means of the duality pairing
\[
\mathcal{S}_{\Phi} \times \mathcal{S}_{\Phi}^{(0)} \to \mathbb{C}, \quad (T, S) \mapsto \text{Tr}(TS)
\]
(see Theorems 12.2 and 12.4 in Chapter III in [15]).

Lemma 4.3 Let \( k \) be a positive integer and
\[
\mathcal{F}_k := \{T \in \mathcal{F} \mid \text{ rank } T \leq k\}.
\]
Then for every symmetric norming function \( \Phi \) the norms \( \|\cdot\|_{\Phi} \) and \( \|\cdot\| \) define the same topology on the set \( \mathcal{F}_k \).
Proof. We essentially follow the idea of proof of Lemma 2.1 in [9]. Inequalities (3.12) in Chapter III in [15] show that

\[ \xi_1 = \Phi_{\infty}(\xi) \leq \Phi(\xi) \leq \Phi_1(\xi) = \sum_{j=1}^{\infty} \xi_j \]

whenever \( \{\xi_j\}_{j \geq 1} \in \mathcal{C} \) and \( \xi_1 \geq \xi_2 \geq \cdots \geq 0 \). Since for each \( F \in \mathfrak{F}_{2k} \) we have \( s_{2k+1}(F) = 2k \), we get

\[ (\forall F \in \mathfrak{F}_{2k}) \quad \|F\| = \|F\|_{\Phi_{\infty}} \leq \|F\|_{\Phi} \leq \|F\|_{\Phi_1} = \sum_{j=1}^{\infty} s_j(F) \leq 2k \cdot s_1(F) = 2k \cdot \|F\|. \]

On the other hand, the difference of any two operators in \( \mathfrak{F}_k \) clearly belongs to \( \mathfrak{F}_{2k} \), so that

\[ (\forall F_1, F_2 \in \mathfrak{F}_k) \quad \|F_1 - F_2\| \leq 2k \cdot \|F_1 - F_2\|, \]

and the proof is complete. \( \square \)

Lemma 4.4 Let \( X_0 \) be a reflexive real Banach space and \( A_0 : X_0 \to X_0 \) a bounded linear operator such that \( \sup_{t \in \mathbb{R}} \|\exp(t A_0)\| < \infty \). Then \( X_0 = \text{Ker}(A_0) \oplus \text{Ran}(A_0) \).

Proof. First endow the complexified space \( X := X_0 \oplus iX_0 \) with a norm making the conjugation

\[ C : X \to X, \quad x + iy \mapsto x - iy, \]

into an isometry (see e.g., Notation 1.1 in [7] for a method to define such a norm). Thus for all \( x, y \in X_0 \) we have

\[ \|x\| \leq \frac{|x + iy| + |x - iy|}{2} = \|x + iy\|. \quad (4.1) \]

Then denote by \( A \in B(X) \) the unique complex-linear operator whose restriction to \( X_0 \) is \( A_0 \) and commutes with the conjugation, that is, \( AC = CA \).

On the other hand, denote \( M := \sup_{t \in \mathbb{R}} \|\exp(t A_0)\| \). Then for all \( z = x + iy \in X \) and \( t \in \mathbb{R} \) we have

\[ \|\exp(t A)z\| = \|\exp(t A_0)x + i\exp(t A_0)y\| \leq \|x\| + \|y\| \leq 2M \|z\|, \]

where the last inequality follows by (4.1). Thus \( \sup_{t \in \mathbb{R}} \|\exp(t A)\| \leq 2M \). Then it is well known that the norm defined on \( X \) by \( \|z\|_1 := \sup_{t \in \mathbb{R}} \|\exp(t A)z\| \) is equivalent to \( \|\cdot\| \) and has the property that \( \|\exp(t A)\|_1 = 1 \) for all \( t \in \mathbb{R} \) (see e.g., Lemma 7 in §2 in [10]). Since the Banach space \( X \) is reflexive, it then follows by Corollary 4.5 in [28] that \( X = \text{Ker}(iA) \oplus \text{Ran}(iA) \), that is, \( X = \text{Ker} A \oplus \text{Ran} A \).

Now, we have \( CA = AC, X_0 = \{z \in X : C(z) = z\} \) and \( A|X_0 = A_0 \), so it is straightforward to show that \( X_0 = \text{Ker} A_0 \oplus \text{Ran} A_0 \). \( \square \)
Proposition 4.5 Let $J$ be a Banach ideal whose underlying Banach space is reflexive, $T \in u_J$, and denote
\[ U_{J, T} = \{ U \in U_J \mid UTU^{-1} = T \} . \]
Then $U_{J, T}$ is a Lie subgroup of $U_J$.

Proof. We first recall from Proposition 10.11 in [7] that $U_J$ is a real Banach Lie group whose Banach Lie algebra is $u_J$ and that the inclusion map $U_J \hookrightarrow U_B(H)$ is a homomorphism of Banach Lie groups (see also Lemma 5.1 below). Since $U_{J, T}$ is just the inverse image of $U_B(H)_T$ by the aforementioned inclusion map, it follows from Proposition 3.4 and Lemma IV.11 in [24] that $U_{J, T}$ is a Banach Lie group with respect to the topology inherited from $U_J$ and whose Lie algebra is $u_{J, T} = \text{Ker}(\text{ad}_{u_J} T)$.

It only remains to be shown that $u_{J, T}$ is a split subspace of $u_J$. But this follows by Lemma 4.4, since for all $t \in \mathbb{R}$ and $S \in u_J$ we have $\exp(\text{ad}_{u_J} tT)S = e^{tT}Se^{-tT}$, whence $\|\exp(\text{ad}_{u_J} tT)\| \leq 1$. ■

Corollary 4.6 Let $(B, J)$ be a pair of Banach ideals whose underlying Banach spaces are reflexive and assume that the trace pairing $B \times J \to \mathbb{C}$, $(T, S) \mapsto \text{Tr}(TS)$ is well defined and induces a topological isomorphism of the topological dual $B^*$ onto $J$. Then the characteristic distribution of the real Banach Lie-Poisson space $u_B = (u_J)^*$ is integrable and all its maximal integral manifolds are symplectic leaves.

Proof. The proof is similar to that of Corollaries 2.9 and 2.10, using Proposition 4.5 instead of Proposition 2.8. ■

Example 4.7 An obvious example of a pair of Banach ideals $(B, J)$ to which Corollary 4.6 applies is a pair of Schatten ideals $(\mathcal{S}_p, \mathcal{S}_q)$ with $p, q \in (1, \infty)$ and $1/p + 1/q = 1$. More sophisticated pairs of Banach ideals in duality arise in the duality theory of operator ideals; see Remark 4.2(iii).

We now consider the problem of constructing invariant complex structures compatible with the symplectic structures on certain of the leaves in Corollary 4.6. This problem can be treated by the techniques used in the proof of Theorem VII.6 in [24].

Proposition 4.8 Assume that the pair of Banach ideals $(B, J)$ has the properties that the Banach Lie group $U_J$ is connected and the trace pairing $B \times J \to \mathbb{C}$, $(T, S) \mapsto \text{Tr}(TS)$ is well defined and induces a topological isomorphism of the topological dual $B^*$ onto $J$. Let $T \in u_B \cap J$ be a given element and denote
\[ U_{J, T} = \{ U \in U_J \mid UTU^{-1} = T \} . \]
Then the homogeneous space $U_J / U_{J, T}$ has a $U_J$-invariant weakly Kähler structure and this homogeneous space is weakly immersed into $u_B$. 
Proof. 1° Preparations: Denote $\sigma(T) = \{\lambda_0, \lambda_1, \ldots, \lambda_n\}$ with $\lambda_0 = 0$, and $H_i = \text{Ker}(T - \lambda_i 1)$ for $i = 0, \ldots, n$. Since $T^* = -T$, it follows that we have the orthogonal direct sum

$$H = H_1 \oplus \cdots \oplus H_n \oplus H_0.$$ 

Moreover, $\dim H_i < \infty$ for $i = 1, \ldots, n$, since $T \in F$.

Henceforth we will think of the operators on $H$ as operator matrices with respect to the above orthogonal decomposition. In particular we have

$$T = \begin{pmatrix} \lambda_1 & \cdots & 0 \\ \vdots & & \vdots \\ 0 & & \lambda_n \\ \end{pmatrix},$$

which easily implies that

$$\sigma(\text{ad} T|_J) = \{\lambda_i - \lambda_j \mid 0 \leq i, j \leq n\},$$

and that

$$\mathfrak{J} = \bigoplus_{\mu \in \sigma(\text{ad} T|_J)} \text{Ker}(\text{ad} T|_J - \mu).$$

(4.2)

2° The isotropy group: In particular, it follows that $\text{Ker}(\text{ad} T|_J)$ is complemented in $\mathfrak{J}$, hence the Lie algebra $u_{3,T} = \text{Ker}(\text{ad} T|_{u_3})$ of the Lie group $U_{3,T}$ is complemented in $u_3$. Since $U_{3,T}$ is a Lie group with the topology inherited from $U_J$ (which follows as in the first part of the proof of Proposition 4.5), we see that $U_{3,T}$ is in fact a Lie subgroup of $U_J$.

3° The complex structure: Since $T^* = -T$, it follows that $\sigma(T) \subseteq i\mathbb{R}$. Now we can apply Proposition 8.7 in [7] with $S = i[0, \infty)$, $\mathfrak{J} = \mathbb{R}$ and $\Psi(\gamma) = \gamma(\text{ad} T|_{u_3})$ for $\gamma \in \mathbb{R}$ to deduce that the subspace

$$p := \bigoplus_{\mu \in (-S) \cap \sigma(\text{ad} T|_J)} \text{Ker}(\text{ad} T|_J - \mu)$$

of $\mathfrak{J}$ has the properties

(i) $[u_{3,T}, p] \subseteq p$,

(ii) $p \cap \mathfrak{p} = u_{3,T} + i u_{3,T}$,

(iii) $p + \mathfrak{p} = \mathfrak{J}$, and

(iv) $p$ is complemented in $\mathfrak{J}$.

Actually it is clear from the expression of $p$ that we have

(i') $VpV^{-1} \subseteq p$ if $V \in U_{3,T}$,
hence Theorem 8.4 in [7] shows that there exists a $U_J$-invariant complex structure on the homogeneous space $U_J/U_{J,T}$.

4° The symplectic structure: Now consider the continuous 2-cocycle of $u_3$ (actually 2-coboundary) defined by $T \in (u_3)_* \subseteq u_3^*$:

$$\omega_T : u_3 \times u_3 \rightarrow \mathbb{R}, \quad \omega_T(X,Y) = \text{Tr}(T[X,Y]).$$

This is just the 2-cocycle that gives rise to the $U_J$-invariant weakly symplectic structure of $U_J/U_{J,T}$ constructed in Theorem 7.3 in [28].

5° Kähler compatibility: Note that the above expression of $p$ (lower triangular block matrices, provided we arrange increasingly the eigenvalues of $T$ on $i\mathbb{R}$) immediately shows that we have $\omega_T(p \times p) = \{0\}$, that is, $p$ is actually a complex polarization of $u_3$ relative to the continuous 2-cocycle $\omega_T$ (see e.g., Definition 9.10 in [7]). Furthermore, note that

$$u_{3,T} = \text{Ker}(\text{ad} T|_{u_3}) = \{X \in u_3 \mid (\forall Y \in u_3) \quad \omega_T(X,Y) = 0\}.$$ 

Now a standard reasoning (see e.g., page 77 in [24]) shows that the complex and weakly symplectic invariant structures on the homogeneous space $U_J/U_{J,T}$ are compatible, thus making it into a weakly pseudo-Kähler manifold. This manifold is actually Kähler since for all $Z \in p$ we have $-i\omega_T(Z,Z^*) \geq 0$ just as in the proof of Lemma VII.4 in [24]. ■

Remark 4.9 In connection with the hypothesis of Proposition 4.8 we note that if $J = B(H)$ then $U_J = U_{B(H)}$ is well known to be connected. Also, if $J$ is a separable Banach ideal, then the Banach Lie group $U_J$ is connected as an easy consequence of Theorem (B) in [29] and Lemma 5.1 below. In fact, Theorem (B) in [29] implies that, for a separable Banach ideal $J$, the Banach Lie group $GL_J$ has the same homotopy groups as the direct limit group $GL(\infty, \mathbb{C}) = \lim_{\rightarrow} GL(n, \mathbb{C})$, with respect to the natural embeddings $GL(n, \mathbb{C}) \hookrightarrow GL(n + 1, \mathbb{C})$,

$$A \mapsto \begin{pmatrix} A & 0 \\ 0 & 1 \end{pmatrix}.$$ 

In particular, $GL_J$ is connected. Then Lemma 5.1 below easily implies that $U_J$ is connected.

Thus, in the special case when $J$ is separable and $B \subseteq J$, the conclusion of the above Proposition 4.8 also follows by the results in Chapter 10 in [7].

Remark 4.10 We mention that in the special case when in Proposition 4.8 we have $B = J = S_2$ (the Hilbert-Schmidt ideal) the homogeneous space $U_J/U_{J,T}$ is always a strongly Kähler manifold; see [24] for details.

5 Embedded orbits in operator ideals

The unitary orbits of finite-rank self-adjoint operators are embedded submanifolds of $B(H)$, according to the results of Andruchow and Stojanoff [11, 2] (see Theorem 3.1 above). In this section we prove
a more general version of a similar result of Bona [8], [9] saying that, on unitary orbits of finite-rank operators on Hilbert spaces, the natural quotient topology coincides with the trace-class topology. This fact actually follows by Theorem 3.1 above and an easy topological remark (see Lemma 5.9 below), so that a version of Theorem 3.1 involving operator ideals will automatically lead to a generalization of the aforementioned result in [8], [9]. That generalization will concern smaller unitary orbits consisting in operators of the form $V^*TV$, where $V$ runs through the set of all unitary operators belonging to $1 + I$, for a suitable operator ideal $I$. Additionally, we provide conditions ensuring the existence of invariant Kähler structures on these smaller unitary orbits (Theorem 5.10).

We now prepare to establish a version of Theorem 3.1 (iii) $\Rightarrow$ (i)) in the more general setting of operator ideals (see Theorem 5.3 below). The key idea consists in showing that the main steps of the proof of Theorem 2.1 in [12] can be carried out in the present setting.

**Lemma 5.1** Let $I$ be a Banach ideal of $B(H)$. Then $GL_3 := GL(H) \cap (1 + I)$ is a complex Banach Lie group, $U_3 := U(B(H)) \cap (1 + I)$ is a real Lie subgroup of $GL_3$, $p_3 := \{ A \in I \mid A = A^* \}$ is a real Banach space with the norm inherited from $I$, and the map

$$\Phi: U_3 \times p_3 \rightarrow GL_3, \quad (V, A) \mapsto Ve^A,$$

is a diffeomorphism.

**Proof.** For the Lie group structures of $GL_3$ and $U_3$ see e.g., Proposition 10.11 in [7]. We just recall that the topology of $GL_3$ is defined by the metric $(V_1, V_2) \mapsto \|V_1 - V_2\|_3$, where $\| \cdot \|_3$ is the norm inherited from $I$. The fact that the polar decomposition induces a diffeomorphism of $U_3 \times p_3$ onto $GL_3$ follows just as in the special case $I = S_p$ treated in Proposition A.4 in [24].

**Lemma 5.2** Let $\Phi$ be a symmetric norming function and $I = S_\Phi$. Also let $f : [0, 1] \rightarrow \mathbb{R}$ be a continuous nondecreasing function such that $0 \leq f(t) \leq t$ whenever $t \in [0, 1]$. Then for every sequence $\{ A_n \}_{n \geq 1}$ in $I$ with $0 \leq A_n \leq 1$ for all $n \geq 1$ and $\lim_{n \rightarrow \infty} \| A_n \|_\Phi = 0$ we have $f(A_n) \in I$ for all $n \geq 1$ and $\lim_{n \rightarrow \infty} \| f(A_n) \|_\Phi = 0$.

**Proof.** We first recall from Remark 4.2(ii) that

$$(\forall T \in I) \quad \| T \|_\Phi = \Phi(\{ s_j(T) \}_{j \geq 1}).$$

Then for every positive integer $n$ we have

$$\| f(A_n) \|_\Phi = \Phi(\{ s_j(f(A_n)) \}_{j \geq 1})$$

$$= \Phi(\{ f(s_j(A_n)) \}_{j \geq 1}) \quad \text{(since $f$ is nondecreasing)}$$

$$\leq \Phi(\{ s_j(A_n) \}_{j \geq 1}) \quad \text{(since $0 \leq f(t) \leq t$ for $t \in [0, 1]$)}$$

$$= \| A_n \|_\Phi.$$

Thus $\| f(A_n) \|_\Phi < \infty$ for all $n \geq 1$ and $\lim_{n \rightarrow \infty} \| f(A_n) \|_\Phi = 0$. ■
**Theorem 5.3** Let $\Phi$ be a symmetric norming function, $\mathcal{J} = \mathfrak{S}_\Phi$, $T = T^* \in \mathfrak{J}$, $U_3(T) := \{ V^*TV \mid V \in U_3 \}$, and

$$\pi: U_3 \to U_3(T), \quad V \mapsto V^*TV.$$  

Then there exist an open neighborhood $\mathcal{D}$ of $T \in \mathcal{B}(\mathcal{H})$ and a map

$$\varphi: \mathcal{D} \cap U_3(T) \to U_3$$

such that

(i) $\varphi$ is continuous when $\mathcal{D} \cap U_3(T)$ is equipped with the topology inherited from $\mathcal{B}(\mathcal{H})$ and $U_3$ is equipped with its Lie group topology defined by the metric $(V_1, V_2) \mapsto \| V_1 - V_2 \|_\Phi$, and

(ii) $\pi \circ \varphi = \text{id}_{\mathcal{D} \cap U_3(T)}$.

For the proof of this theorem we need some notations, remarks, and lemmas.

**Notation 5.4** We now introduce some notation that will be used until the end of the proof of Theorem 5.3.

(i) We denote $\sigma(T) = \{ \lambda_1, \ldots, \lambda_p \}$, where $\lambda_p = 0$.

(ii) For $i = 1, \ldots, p$, we denote $K_i = \text{Ker}(T - \lambda_i 1)$, $E_i$ the orthogonal projection of $\mathcal{H}$ onto $K_i$, and $e_i$ is a polynomial in one variable with real coefficients such that $E_i = e_i(T)$.

(iii) We pick an open neighborhood $\mathcal{D}$ of $T \in \mathcal{B}(\mathcal{H})$ such that

$$\max_{1 \leq i \leq p} \sup_{R \in \mathcal{D}} \| e_i(R) - e_i(T) \| < 1.$$  

**Remark 5.5** Let $V \in U_3$ with $R := V^*TV \in \mathcal{D}$. For $i = 1, \ldots, p$ we have

$$\| V^*E_iV - E_i \| = \| V^*e_i(T)V - e_i(T) \| = \| e_i(V^*TV) - e_i(T) \| = \| e_i(R) - e_i(T) \| < 1,$$

whence

$$\| (E_iVE_i)^*(E_iVE_i) - E_i \| < 1. \tag{5.1}$$

On the other hand, the inequality $\| V^*E_iV - E_i \| < 1$ also implies that

$$\| E_i - VE_iV^* \| \leq \| V \| \| V^*E_iV - E_i \| \| V^* \| < 1,$$

whence

$$\| (E_iVE_i)(E_iVE_i)^* - E_i \| < 1. \tag{5.2}$$

Now (5.1) and (5.2) show that $E_iVE_i|_{K_i} \in \text{GL}(K_i)$ and thus we have a polar decomposition

$$E_iVE_i = X_iQ_i$$

with $Q_i = |E_iVE_i| = ((E_iVE_i)^*(E_iVE_i))^{1/2}$, $\text{Ker} \ X_i = \text{Ker} \ Q_i = K_i^\perp$, and $X_i|_{K_i} \in \text{U}(K_i)$. We will denote

$$\psi(V) = X_1^* + \cdots + X_p^* \in \text{U}(\mathcal{H})$$

whenever $V \in U_3$ is as above (that is, $V^*TV \in \mathcal{D}$).
**Notation 5.6** With the notation $\psi(\cdot)$ introduced in Remark 5.5, we define

$$\varphi: \mathcal{D} \cap U_3(T) \to U(H) \quad \text{by} \quad \varphi(V^*TV) = \psi(V)V,$$

where $V \in U_3$ and $V^*TV \in \mathcal{D}$.

**Lemma 5.7** We have a well-defined map

$$\varphi: \mathcal{D} \cap U_3(T) \to U_3$$

satisfying $\pi \circ \varphi = \text{id}_{\mathcal{D} \cap U_3(T)}$.

**Proof.**

1° Let $R = V^*TV = W^*TW \in \mathcal{D}$ with $V, W \in U_3$. Then $WV^* \in U_3 \cap \{T\}' = U_3 \cap \{E_1, \ldots, E_p\}'$, so that (with the notation of Remark 5.5) we have

$$E_iWE_i = WV^*E_iVE_i = (WV^*X_i)Q_i,$$

where $WV^*X_i|_{K_i} \in U(K_i)$ and $\text{Ker}(WV^*X_i) = \text{Ker} X_i = \text{Ker} Q_i$. Thus the above equalities actually give the polar decomposition of $E_iWE_i$, whence

$$\psi(W) = \sum_{i=1}^p X_i^*VW^* = \psi(V)VW^*.$$

Consequently $\psi(W)W = \psi(V)V$, and thus the definition of $\varphi(R)$ is independent on the choice of $V \in U_3$ with $R = V^*TV$.

2° We now check that $\varphi(V^*TV) \in U_3$ if $V \in U_3$ and $V^*TV \in \mathcal{D}$. First note that for all $i, j \in \{1, \ldots, p\}$ we have $X_i, X_j \in \{E_1, \ldots, E_p\}'$, hence $X_i^*X_j = X_i^*E_iX_j = \delta_{ij}E_i$ and similarly $X_iX_j^* = \delta_{ij}E_i$, where $\delta_{ij}$ is the Kronecker symbol. This implies that $\psi(V)^*\psi(V) = (\psi(V))^*\psi(V) = 1$. Thus, in order to show that $\varphi(V) = \psi(V)V \in U_3$, it remains to check that $\psi(V) \in U_3$.

To this end, note that

$$\delta(V) := \sum_{i=1}^p E_iVE_i \in 1 + \mathfrak{J},$$

since $\sum_{i=1}^p E_i = 1$ and $V \in 1 + \mathfrak{J}$. On the other hand, as noted in Remark 5.5 we have $E_iVE_i|_{K_i} \in \text{GL}(K_i)$ for $i = 1, \ldots, p$, hence $\delta(V) \in \text{GL}(H)$ which proves that

$$\delta(V) \in \text{GL}_3.$$

Since it is easy to see that the equality $\delta(V) = \psi(V)^*(Q_1 + \cdots + Q_p)$ is just the polar decomposition of $\delta(V)$, it then follows by Lemma 5.4 that $\psi(V)^* \in U_3$. Thus $\psi(V) \in U_3$, as desired.

3° To finish the proof we have to show that, if $V \in U_3$ and $V^*TV \in \mathcal{D}$, then $\pi(\varphi(V^*TV)) = V^*TV$. However, since $\psi(V) \in \{T\}'$ and $\varphi(V^*TV) = \psi(V)V$, we have $\varphi(V^*TV)^*T\varphi(V^*TV) = V^*TV$, as required. ■
Lemma 5.8 The map $\varphi: \mathcal{D} \cap U_3(T) \to U_3$ is continuous when $\mathcal{D} \cap U_3(T)$ is equipped with the topology inherited from $\mathcal{B}(H)$ and $U_3$ is equipped with its Lie group topology.

Proof. 1° Let $\{V_n\}_{n \geq 1}$ be a sequence in $U_3$ such that $\lim_{n \to \infty} ||V_n^*TV_n - T|| = 0$. We will prove that $\lim_{n \to \infty} ||\varphi(V_n^*TV_n) - 1||_\Phi = 0$.

Clearly we may assume that $V_n^*TV_n \in \mathcal{D}$ for all $n \geq 1$. Denote $W_n = \varphi(V_n^*TV_n)$, so that $W_n^*TW_n = V_n^*TV_n$ for all $n \geq 1$. Thus we also have $\lim_{n \to \infty} ||W_n^*TW_n - T|| = 0$. Lemma 4.3 implies $\lim_{n \to \infty} ||W_n^*TV_n - T||_\Phi = 0$.

For $i, j \in \{1, \ldots, p\}$ and $i \neq j$ we have $E_iTE_i = \lambda_iE_i$ and $E_jTE_j = \lambda_jE_j$, hence $E_i[T, W_n]E_j = (\lambda_i - \lambda_j)E_iW_nE_j$. Then

$$\|E_iW_nE_j\|_\Phi \leq \frac{\|TW_n - W_nT\|_\Phi}{|\lambda_i - \lambda_j|} = \frac{\|W_n^*TW_n - T\|_\Phi}{|\lambda_i - \lambda_j|},$$

and thus $\lim_{n \to \infty} ||E_iW_nE_j||_\Phi = 0$.

Now let $i \in \{1, \ldots, p-1\}$, that is, $\lambda_i \neq 0$. Then $\lim_{n \to \infty} ||W_n^*TW_n - T|| = 0$ implies $\lim_{n \to \infty} ||e_i(W_n^*TW_n) - e_i(T)|| = 0$, hence $\lim_{n \to \infty} ||W_n^*E_iW_n - E_i|| = 0$. As in Remark 5.3 we get $\lim_{n \to \infty} ||(E_nW_nE_i)^* (E_nW_nE_i) - E_i|| = 0$, that is, $\lim_{n \to \infty} ||E_i - (E_nW_nE_i)|| = 0$. (Note that $E_iW_nE_i = E_i\varphi(V_n^*TV_n)E_i \geq 0$ according to Notation 5.6 and Remark 5.5.) Since $\sup \{\text{rank} (E_nW_nE_i) \mid n \geq 1\} \leq \text{rank} E_i < \infty$ (here we use $\lambda_i \neq 0$), we get by Lemma 4.5 that $\lim_{n \to \infty} ||E_i - (E_nW_nE_i)|| = 0$. Now Lemma 5.2 applied for the function $f(t) = 1 - (1 - t)^{1/2}$ shows that $\lim_{n \to \infty} ||E_i - E_nW_nE_i||_\Phi = 0$.

Next denote $A_n = (1 - E_p)W_n(1 - E_p)$, $B_n = (1 - E_p)W_nE_p$, $C_n = E_pW_n(1 - E_p)$ and $D_n = E_pW_nE_p$, so that $W_n = \begin{pmatrix} A_n & B_n \\ C_n & D_n \end{pmatrix}$ in the sense that $W_n = A_n + B_n + C_n + D_n$. What we have already proved is that $\lim_{n \to \infty} \|A_n - (1 - E_p)||_\Phi + \|B_n\|_\Phi + \|C_n\|_\Phi + \|D_n\|_\Phi = 0$. Since $W_n^*W_n = 1$, we get $B_n^*B_n + D_n^*D_n = E_p$, so that $\lim_{n \to \infty} \|D_n^*D_n - E_p\|_\Phi = 0$. In other words, $\lim_{n \to \infty} ||E_p - (E_nW_nE_p)|| = 0$, whence $\lim_{n \to \infty} ||E_p - E_nW_nE_p||_\Phi = 0$ as above, by making use of Lemma 5.1. Consequently $\lim_{n \to \infty} \|W_n - 1\|_\Phi = 0$, as desired.

2° We now prove that $\varphi: \mathcal{D} \cap U_3(T) \to U_3$ is continuous at all points of $\mathcal{D} \cap U_3$. Let $\{V_n\}_{n \geq 1}$ be a sequence in $U_3$ and $V \in U_3$ such that $\lim_{n \to \infty} ||V_n^*TV_n - V^*TV|| = 0$. We have to show that $\lim_{n \to \infty} ||\varphi(V_n^*TV_n) - \varphi(V^*TV)||_\Phi = 0$.

To this end, first note that $\lim_{n \to \infty} ||V_n^*TV_nV^* - T|| = 0$, hence $\lim_{n \to \infty} ||\varphi(V_n^*TV_nV^*) - 1||_\Phi = 0$ by step 1° of the proof. On the other hand, the operator $W_n := \varphi(V_n^*TV_nV^*)$ has the property $W_n^*TW_n = V_n^*TV_nV^*$, hence $V_n^*TV_n = V^*W_n^*TW_nV$, and thus $\varphi(V_n^*TV_n) = \varphi(V^*W_n^*TW_nV) = \psi(W_nV)V_nV$. We have $\lim_{n \to \infty} ||W_nV - V||_\Phi = 0$, hence it will suffice to show that $\lim_{n \to \infty} ||\psi(W_nV) - \psi(V)||_\Phi = 0$.

Thus we have to show that the map

$$\psi: \pi^{-1}(\mathcal{D}) \subseteq U_3 \to U_3, \quad W \mapsto \psi(W),$$
is continuous with respect to the topology of $U_3$. To see this, recall from step 2 of the proof of Lemma 5.7 that, if $W \in U_3$ and $W^* TW \in D$, then $\delta(W) = \psi(W)^* \delta(W)$ is the polar decomposition of $\delta(W) \in \text{GL}_3$. Now Lemma 5.1 along with the obvious continuity of the map $\delta: \pi^{-1}(D) \to \text{GL}_3$ imply that the map $\psi: \pi^{-1}(D) \to U_3$ is continuous. ■

**Proof of Theorem 5.3.** Just use Lemmas 5.7 and 5.8 (see also Notation 5.4). ■

**Lemma 5.9.** Let $U, Q, Q_1$ be topological spaces, $p: U \to Q$ and $\iota: Q \to Q_1$ continuous mappings, and $p_1 := \iota \circ p$. Assume that the following conditions are satisfied:

(i) The map $\iota$ is injective.

(ii) For every $x_1 \in Q_1$ there exist a neighborhood $W_1$ of $x_1$ and a continuous map $\sigma_1: W_1 \to U$ such that $p_1 \circ \sigma_1 = \text{id}_{W_1}$.

Then $\iota$ is a homeomorphism of $Q$ onto $Q_1$.

**Proof.** We have by (ii) that the map $p_1$ is onto. Since $\iota \circ p = p_1$, it then follows that $\iota$ is onto as well. Thus it only remains to show that $\iota^{-1}: Q_1 \to Q$ is continuous.

To this end, let $x_1 \in Q_1$ arbitrary. According to hypothesis (ii), there is a continuous map $\sigma_1: W_1 \to U$ on some neighborhood $W_1$ of $x_1$ such that $p_1 \circ \sigma_1 = \text{id}_{W_1}$, that is, $\iota \circ p \circ \sigma_1 = \text{id}_{W_1}$. Then $\iota^{-1}|W_1 = p \circ \sigma_1$, hence $\iota^{-1}$ is continuous on the neighborhood $W_1$ of $x_1$. Since $x_1 \in Q_1$ was arbitrary, it follows that $\iota^{-1}$ is continuous on the whole set $Q_1$. ■

Concerning part (i) in the statement of the next theorem, we note that it involves two (completely unrelated to each other) symmetric norming functions. On the topological level, this corresponds to the fact that any two symmetric norming functions define the same topology (in fact, the norm topology) on any unitary orbit of a finite-rank operator, as a consequence of Lemma 4.3. We should point out that there exist a large variety of symmetric norming functions, defining various types of operator ideals like Schatten, Lorentz, Orlicz and so on (see [13] for a survey of this subject). By way of illustrating this remark, we recall that we have already mentioned in Remark 4.2(iii) the functions $\Phi_p(\cdot) = \| \cdot \|_{\ell_p}$ that define the Schatten ideals. For other concrete symmetric norming functions, see Example 5.11 below.

**Theorem 5.10.** Let $\Phi$ and $\Psi$ be symmetric norming functions, $\mathcal{I} = \mathcal{S}_\Phi$, $T = T^* \in \mathfrak{g}$ and $U_3(T) := \{V^* TV \mid V \in U_3\}$. Then the following assertions hold:

(i) The orbit map

$$\pi: U_3 \to \mathfrak{g}, \quad V \mapsto V^* TV,$$

induces a diffeomorphism of the homogeneous space $U_3/U_{3,T}$ onto the submanifold $U_3(T)$ of $\mathcal{S}_\Phi$.

(ii) If moreover $\Psi^* = \Phi$ and the Banach Lie group $U_3$ is connected, then the orbit $U_3(T)$ is a $U_3$-homogeneous weakly Kähler manifold.
Proof. (i) We first use Lemma 5.9 with $U = U_3$, $Q = U_3/U_3.T$, $Q_1 = U_3(T)$, $p: U_3 \to U_3/U_3.T$ the quotient map and $\iota: U_3/U_3.T \to U_3(T)$ induced by the orbit map $\pi$, to deduce that the differentiable map $\iota$ is a homeomorphism, hence a diffeomorphism. Note that condition (ii) in Lemma 5.9 is satisfied as a consequence of Theorem 5.3. In order to prove that $U_3(T)$ is an embedded submanifold of $S_\Psi$, we now show that the weak immersion $\iota: U_3/U_3.T \to S_\Psi$ is actually an immersion. To this end note that the range of its differential at the point $p(1) \in U_3/U_3.T$ is

$$\{ [T, Y] \mid Y \in u_3 \} = \{ [T, Y] \mid Y = -Y^* \in \mathfrak{g} \} = \{ [T, Y] \mid Y = -Y^* \in \mathfrak{g}_1 \},$$

and this is a closed complemented subspace of $S_\Psi$, as an easy consequence of Theorem 3.2 and Lemma 4.3.

(ii) Just use Proposition 4.8 along with Remark 4.2(iii) (see also the equality (4.2) in step 1° in the proof of Proposition 4.8). ■

Example 5.11 Let $\Pi = \{\pi_j\}_{j \geq 1}$ be a sequence of real numbers satisfying the conditions

(i) $1 = \pi_1 \geq \pi_2 \geq \cdots > 0,$ and

(ii) $\sum_{j=1}^{\infty} \pi_j = \infty.$

Let $K(H)$ denote the ideal of compact operators on $H$ and define

$$\mathcal{S}_\pi = \{ A \in K(H) \mid \|A\|_\pi := \sum_{j=1}^{\infty} \pi_j s_j(A) < \infty \},$$

$$\mathcal{S}_\Pi = \{ A \in B(H) \mid \|A\|_\Pi := \sup_{n \geq 1} s_1(A) + \cdots + s_n(A) < \infty \},$$

where $(s_j(A))_{j \geq 1}$ denotes, as usual, the sequence of singular numbers of an operator $A \in B(H)$ (see e.g., Remark 4.2(ii)). In other words, $\mathcal{S}_\pi = \mathcal{S}_{\Phi_\pi} = \mathcal{S}_{\Phi_\pi}^{(0)}$ and $\mathcal{S}_\Pi = \mathcal{S}_{\Phi_\Pi}$, where the symmetric norming functions $\Phi_\pi, \Phi_\Pi: \mathfrak{c} \to \mathbb{R}$ are defined by

$$\Phi_\pi(\xi) = \sum_{j=1}^{\infty} \pi_j \xi_j \quad \text{and} \quad \Phi_\Pi(\xi) = \sup_{n \geq 1} \frac{\xi_1 + \cdots + \xi_n}{\pi_1 + \cdots + \pi_n}$$

whenever $\xi = \{\xi_j\}_{j \geq 1} \in \mathfrak{c}$ and $\xi_1 \geq \xi_2 \geq \cdots \geq 0$. We note that $(\Phi_\pi)^* = \Phi_\Pi$ by the comments preceding Theorem 15.2 in [15]. It then follows by Theorem 15.2 in [15] that $(\mathcal{S}_\pi, \mathcal{S}_\Pi)$ is a pair of Banach ideals satisfying the hypotheses of Proposition 4.8.

If moreover the sequence $\Pi = \{\pi_j\}_{j \geq 1}$ is regular, in the sense that it satisfies the condition

(iii) $\sup_{n \geq 1} (\sum_{j=1}^{n} \pi_j)/(n\pi_n) < \infty,$
then we have the equality \( \mathcal{S}_\Pi = \{ A \in B(\mathcal{H}) | s_n(A) = O(\pi_n) \text{ as } n \to \infty \} \) according to Theorem 14.2 in [15].

We note that, just as in the special case of the similar pair \((\mathcal{S}_1, B(\mathcal{H}))\), the dual space \(\mathcal{S}_\Pi\) is in general a non-separable Banach space (see Theorem 14.1 in [15] and Remark 4.2(iii)).

For the sake of completeness, we note that in the case when the sequence \( \Pi \) is constant, that is, \( \pi_1 = \pi_2 = \cdots = 1 \), we get \( \mathcal{S}_\pi = \mathcal{S}_1 \) the trace class, and \( \mathcal{S}_\Pi = B(\mathcal{H}) \).

This is precisely the situation when the above Theorem 5.10(i) reduces to Theorem 2.5 in [9] (a part of its proof appears already in [8]). That is, to get the latter result, we have to apply Theorem 5.10(i) for \( J = B(\mathcal{H}) \), i.e., \( \Phi(\{\xi_j\}_{j \geq 1}) = \max_{j \geq 1} |\xi_j| \) and \( \Psi(\{\xi_j\}_{j \geq 1}) = \sum_{j=1}^{\infty} |\xi_j| \).
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