Cooling mechanical resonators to quantum ground state from room temperature
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Ground-state cooling of mesoscopic mechanical resonators is a fundamental requirement for test of quantum theory and for implementation of quantum information. We analyze the cavity optomechanical cooling limits in the intermediate coupling regime, where the light-enhanced optomechanical coupling strength is comparable with the cavity decay rate. It is found that in this regime the cooling breaks through the limits in both the strong and weak coupling regimes. The lowest cooling limit is derived analytically at the optimal conditions of cavity decay rate and coupling strength. In essence, cooling to the quantum ground state requires $Q_m > 2.4n_{th}$, with $Q_m$ being the mechanical quality factor and $n_{th}$ being the thermal phonon number. Remarkably, ground-state cooling is achievable starting from room temperature, when mechanical $Q$-frequency product $Q_m\nu > 1.5 \times 10^{13}$, and both of the cavity decay rate and the coupling strength exceed the thermal decoherence rate. Our study provides a general framework for optimizing the backaction cooling of mesoscopic mechanical resonators.

PACS numbers: 42.50.Wk, 07.10.Cm, 42.50.Lc

Cavity optomechanics [1–5] provides an important platform for manipulation of mesoscopic mechanical resonators in the quantum regime. A prominent example is motional ground-state cooling, which reduces the thermal noise of the mechanical resonator all the way to the quantum ground state [6, 7]. This offers as the first crucial step for most applications such as the exploration of quantum-classical boundary [8–10] and quantum information processing [11–13]. Recently cooling of mechanical resonators has been demonstrated using various approaches including pure cryogenic cooling [14], feedback cooling [15–19] and cavity-assisted backaction cooling [6, 7, 20–28], along with many theoretical and experimental efforts on novel cooling schemes, such as cooling with dissipative coupling [29–33], quadratic coupling [34], single-photon strong coupling [35], hybrid systems [36, 37], laser pulse modulations [38–42] and dissipation modulations [43]. It is theoretically shown that ground-state cooling is possible in the resolved sideband regime [44–46], where the mechanical resonance frequency is greater than the decay rate of the optical cavity, indicating the resolved mechanical sideband from cavity mode spectrum. These analyses are in the weak coupling regime, where the light-enhanced optomechanical coupling strength $G$ is weak compared with the cavity decay rate $\kappa$, and thus the coupling is regarded as a perturbation to the optical field. Within this regime a larger coupling strength is better since the net cooling rate (optical damping rate) scales as $\Gamma_{\text{net}} = 4G^2/\kappa$. On the other hand, when $G \gg \kappa$, the system is in the strong coupling regime [43, 47–52], where normal-mode splitting occurs and the phonon occupancy exhibits Rabi-like oscillation with reversible energy exchange between optical and mechanical modes. Then the cooling rate saturates with the maximum value of $\Gamma_{\text{str}} = \kappa$, and thus a larger cavity decay rate $\kappa$ is better. However, in this case, a large $\kappa$ in turn makes the system away from the strong coupling regime. As a result, the optimal cooling is expected for the intermediate coupling regime, where the coupling strength $G$ is comparable with the cavity decay rate $\kappa$.

In the weak coupling regime, the perturbative approach [44, 45] is widely adopt. In the intermediate and strong coupling regimes, however, the perturbative approach fails since the optomechanical coupling can no longer be considered as a perturbation. One way to overcome this problem is to employ the covariance approach, where all the mean values of the second-order moments are computed with the linearized optomechanical interaction [43, 48]. In this paper, we use this non-perturbative approach to analyze the optimal cooling limits in the full parameter range and derive the optimal parameters, including laser detuning, cavity decay rate and optomechanical coupling strength. We then find that the optimal cooling is reached with $G \sim 0.6\kappa$, which is in the intermediate coupling regime. Finally we show the unique advantage of cooling in this regime, where room-temperature ground-state cooling is achievable for mechanical $Q$-frequency product $Q_m\nu > 1.5 \times 10^{13}$, which is within reach for current experimental conditions [53].

We consider the general model of an optomechanical system, as shown in the set of Fig. 1. A mechanical mode interacts with an optical resonance mode which is driven by a coherent laser. The system Hamiltonian reads $H = \omega_c a^\dagger a + \omega_m b^\dagger b + g a^\dagger a(b + b^\dagger) + (\Omega e^{-i\omega t} a^\dagger + \Omega^* e^{i\omega t} a)$. Here $\omega_c$...
\( \omega_n \) is the angular resonance frequency of the optical mode \( a \) (mechanical mode \( b \)); the third term describes the optomechanical interaction [54], with \( g \) being the single-photon coupling rate; the last term describes the driving of the input laser with driving strength \( \Omega \) and frequency \( \omega \). The coherent driving shifts the optical states and thereby shifts the mechanical states via the optical force. Thus the operators are rewritten as \( a \rightarrow a + a_1 \) and \( b \rightarrow \beta + b_1 \), where \( \alpha \) (\( \beta \)) represents the steady state value of the optical (mechanical) mode, and \( a_1 \) \( (b_1) \) stands for the corresponding fluctuation operator. For strong intracavity field \( |\alpha| \gg 1 \), the Hamiltonian is approximated as quadratic type given by
\[ H_L = -\Delta' a_1^\dagger a_1 + \omega_m b_1^\dagger b_1 + G(a_1^\dagger + a_1)(b_1 + b_1^\dagger), \]
where \( G = |\alpha| g \) describes the light-enhanced optomechanical coupling strength and \( \Delta' = \omega - \omega_c + 2G^2/\omega_m \) denotes the optomechanical-coupling-modified detuning. In the above derivation we have absorbed the phase factor of \( \alpha \) into the operator \( a \).

The system evolution is governed by master equation described by \( \dot{\rho} = i[\rho, H_L] + \kappa D[a_1] \rho + \gamma(n_{th} + 1)D[b_1] \rho + \gamma n_{th} D[b_1^\dagger] \rho \). Here \( D[\hat{a}] \rho = \hat{a} \rho \hat{a}^\dagger - \frac{1}{2}(\hat{a}^\dagger \hat{a} \rho + \rho \hat{a}^\dagger \hat{a}) \) denotes the Lindblad dissipators; \( \kappa \) \( (\gamma) \) represents the dissipation rate of the optical cavity (mechanical) mode; \( n_{th} = 1/(e^{\hbar \omega_m/k_B T} - 1) \) corresponds to the bath thermal phonon number at the environmental temperature \( T \). Using the master equation, the mean phonon number \( \bar{N}_b = \langle b_1^\dagger b_1 \rangle = \text{Tr}(\hat{b}_1^\dagger \hat{b}_1) \) can be determined by a linear system of ordinary differential equations involving all the second-order moments [43, 48, 55], i.e., \( \partial_t \langle \hat{a}_i \hat{a}_j \rangle = \text{Tr}(\hat{a}_i \hat{a}_j) = \sum_{k,l} \partial_{kl} \langle \hat{a}_k \hat{a}_l \rangle, \) where \( \hat{a}_l \), \( \hat{a}_j \), \( \hat{a}_k \) and \( \hat{b}_l \) are one of the operators \( a_1, b_1, a_1^\dagger \) and \( b_1^\dagger \). Initially, the mean phonon number is equal to the bath thermal phonon number, i.e., \( \bar{N}_b(t = 0) = n_{th} \), and other second-order moments are zero.

In Fig. 1, we plot the exact numerical results of typical time evolution of the mean phonon number \( \bar{N}_b(t) \) for various coupling strength \( G/\omega_m = 0.1, 0.2 \) and 0.3 with the given cavity decay rate \( \kappa/\omega_m = 0.5 \). It can be found that, for \( G = 0.2\kappa \), the mean phonon number decays monotonically, corresponding to the weak coupling regime. As the coupling strength increases to \( G = 0.4\kappa \), non-monotonicity appears, which reveals that the system reaches the intermediate coupling regime, with a lower steady-state cooling limit. For stronger coupling \( G = 0.6\kappa \), the oscillations become more notable. However, the cooling limit is higher than that for \( G = 0.4\kappa \), which is a result of the stronger quantum backaction.

To shed light on the lower cooling limit in the intermediate coupling regime, we calculate the steady-state cooling limit in the full parameter range. By applying the Routh-Hurwitz criterion [56], it is found that the system reaches a steady state with the stability condition given by
\[ \Delta' < 0, \]
\[ G^2 < \frac{(4\Delta^2 + \kappa^2)\omega_m}{16|\Delta'|}. \]

Here Eq. (1a) implies the red detuning laser input, and Eq. (1b) shows that the coupling strength cannot be too strong. Under this condition, when the system reaches the steady state, the derivatives \( \partial_t \langle \hat{a}_i \hat{a}_j \rangle \) all become zero, and thus the exact solutions for the steady-state cooling limits can be obtained by solving the algebraic equations \( \text{Tr}(\hat{a}_i \hat{a}_j) = 0 \). The cooling limits can concisely be written as \( n_s = A n_{th} + B \), where \( A \) and \( B \) are expressions determined by the parameters \( \Delta' \), \( \omega_m \), \( G \), \( \kappa \) and \( \gamma \). To provide more physical insights, we divide the steady-state cooling limits into two parts
\[ n_s = n_s^{(1)} + n_s^{(0)}. \]

Here \( n_s^{(1)} = A n_{th} \) describes the classical cooling limit, which originates from the mechanical dissipation and is proportional to the environmental thermal phonon number \( n_{th} \); \( n_s^{(0)} = B \) denotes the quantum cooling limit which originates from the quantum backaction and does not depend on \( n_{th} \).

In the unresolved sideband regime \( (\kappa \gg \omega_m) \) where the mechanical sideband cannot be resolved from cavity mode spectrum, the optimal quantum cooling limit is obtained at the detuning \( \Delta' = -\kappa/2 \) with \( n_s^{(0)} \approx \kappa/(4\omega_m) \gg 1 \), which prevents ground-state cooling [44, 45]. Thus, in the following we focus on the resolved sideband regime \( (\omega_m \gg \kappa) \). In this case the optimal detunings for both the classical and quantum cooling limits are near \( \Delta' = -\omega_m \), where the rotating-wave interaction characterized by the term \( G(a_1^\dagger b_1 + a_1 b_1^\dagger) \) is on resonant, leading to the maximum energy transfer from the mechanical mode to the anti-Stokes sideband. Meanwhile, the counter-rotating-wave interaction \( G(a_1^\dagger b_1^\dagger + a_1 b_1) \) is off resonant, which has minor contribution to the heating process. Under the condition \( \omega_m \gg (\kappa, G) \gg \gamma \) and
we plot the exact numerical results of the cooling limits as

\[ n_s^{(1)} |_{\Delta' = -\omega_m} \approx \frac{4G^2 + \kappa^2}{4G^2 \kappa} \gamma_{\text{th}}, \]  
\[ n_s^{(0)} |_{\Delta' = -\omega_m} \approx \frac{\kappa^2 + 8G^2}{16(\omega_m^2 - 4G^2)}, \]  

These limits are valid in the weak, intermediate and strong coupling regimes. In particular, in the weak coupling regime (\( \kappa \gg G \)), the cooling limits reduce to

\[ n_s^{(1)} \approx n_{\text{th}} \gamma / (4G^2) \]  
\[ n_s^{(0)} \approx \kappa^2 / (16\omega_m^2) \]

which agree with the perturbation approaches [44, 45]. For strong coupling regime (\( G \gg \kappa \)), the cooling limits are simplified as

\[ n_s^{(1)} \approx n_{\text{th}} \gamma / \kappa \]  
\[ n_s^{(0)} \approx G^2 / [2(\omega_m^2 - 4G^2)] \]

In Fig. 2 we plot the exact numerical results of the cooling limits \( n_s^{(1)}, n_s^{(0)} \) and \( n_s \) as functions of \( \kappa \) and \( G \) for \( \Delta' = -\omega_m, \gamma / \omega_m = 10^{-5} \) and \( n_{\text{th}} = 10^3 \). For the classical cooling limit \( n_s^{(1)} \), within the stable region, a larger \( G \) and a larger \( \kappa \) lead to a lower cooling limit, as shown in Fig. 2(a). Note that the classical cooling limit can be expressed as

\[ n_s^{(1)} = n_{\text{th}} \gamma / \Gamma, \]  
where \( \Gamma \) is the optical damping rate (net cooling rate) given by

\[ \frac{1}{\Gamma} = \frac{1}{\Gamma_{\text{wk}}} + \frac{1}{\Gamma_{\text{str}}}, \]  
\[ \Gamma_{\text{wk}} = \frac{4G^2}{\kappa}, \quad \Gamma_{\text{str}} = \kappa. \]

Here \( \Gamma_{\text{opt}}^{\text{wk}} \) and \( \Gamma_{\text{opt}}^{\text{str}} \) represent the optical damping rate in the weak and strong coupling regimes, respectively. Therefore, for the weak coupling case, to obtain a high cooling rate, one expect a large \( G^2 / \kappa \); while in the strong coupling regime, a large \( \kappa \) leads to a high cooling rate.

On the other hand, large \( G \) and large \( \kappa \) result in higher quantum cooling limit \( n_s^{(0)} \) due to stronger quantum backaction, as plotted in Fig. 2(b). These trade-offs result in optimal \( \kappa \) and \( G \) for the total cooling limit \( n_s \), which can be approximately derived as

\[ \kappa_{\text{opt}} \approx 1.5 \omega_m \left( \frac{n_{\text{th}}}{Q_m} \right)^{1/3}, \]  
\[ G_{\text{opt}} \approx 0.9 \omega_m \left( \frac{n_{\text{th}}}{Q_m} \right)^{1/3}, \]

where \( Q_m = \omega_m / \gamma \) denotes the mechanical quality factor. It shows that \( G_{\text{opt}} \approx 0.6 \kappa_{\text{opt}} \), indicating the intermediate coupling. The gray dotted vertical and horizontal lines in Fig. 2(c) denote \( \kappa = \kappa_{\text{opt}} \) and \( G = G_{\text{opt}} \), which agree well with the numerical results.

In Fig. 3 we further plot \( n_s^{(1)}, n_s^{(0)} \) and \( n_s \) for optimized \( G \) and \( \kappa \), along the horizontal and vertical lines in Fig. 2(c), respectively. It shows that classical cooling limit dominates for small \( \kappa \) and \( G \), while quantum cooling limit becomes important as \( \kappa \) and \( G \) increase, which are precisely described by Eqs. (3a) and (3b).

With the optimal parameters given in Eqs. (5a) and (5b), the optimal cooling limit reads

\[ n_{\text{opt}} \approx 1.8 \left( \frac{n_{\text{th}}}{Q_m} \right)^{1/3}. \]  

In Fig. 3(c) we plot \( n_{\text{opt}} \) as a function of the environmental temperature \( T \) for various \( Q \)-frequency products. It shows that a high \( Q \)-frequency product allows for achieving a low phonon number at a high temperature region. For ground-state cooling (or ground-state occupancy probability \( P > 50\% \)), it requires

\[ Q_m > 2.4n_{\text{th}}. \]

For typical mechanical resonators, \( \hbar \omega_m \ll k_B T \), and the thermal phonon number is approximated as \( n_{\text{th}} \approx k_B T / (\hbar \omega_m) \). Therefore, the condition (7) is equivalent to \( Q_m \omega_m > 2.4 k_B T / \hbar \). Starting from room temperature (\( T = 300 \) K), the requirement for ground-state cooling is
obtained as a result of the limitation of fabrication and material absorption. The parameters: \( \Delta = \Delta_n \), \( \gamma/\omega_m = 4 \times 10^{-5} \) and \( n_{th} = 10^3 \). The red circles are the numerical results for the ground-state region is plotted, the shaded region corresponds to \( n_s < 1 \). The shaded region corresponds to \( n_s < 1 \). The red dashed lines denote \( \kappa = \gamma n_{th} \) (left) and \( \kappa = 4\omega_m \) (right), respectively. (b) Cooling limit \( n_s \) as a function of \( \kappa \) for \( n_{th} = 10^3 \). The red circles are the numerical results and the red solid curve corresponds to the analytical results given by Eqs. (3a) and (3b).

Other parameters: \( \Delta = -\omega_m \), \( \gamma/\omega_m = 10^{-5} \) and \( n_{th} = 10^3 \). (c) \( n_s \) as a function of the environmental temperature \( T \) for \( Q_m \nu = 10^{12} \) (red solid curve), \( 3 \times 10^{10} \) (green dotted curve), \( 10^{13} \) (green dotted curve), \( 3 \times 10^{13} \) (purple dash-dotted curve) and \( 10^{14} \) (orange dash-dot-dotted curve).

The left inequality reveals that the cavity decay rate should exceed the thermal decoherence rate \( \Gamma_n = \gamma n_{th} \) to suppress the environmental heating. The requirement can be re-expressed as \( Q_m \kappa > k_B T / h \). At room temperature, it yields

\[
Q_m \kappa > 6.2 \times 10^{12}.
\]

The right inequality in Eq. (10) shows that the required temperature \( T \) to satisfy the quantum backaction heating. In Fig. 4(a) the exact numerical results for the ground-state region is plotted, with the region boundary well described by Eq. (10). As an example, we plot the cooling limit \( n_s \) as a function of \( \kappa \) for \( \gamma/\omega_m = 10^{-5} \) and \( n_{th} = 10^3 \). In this case \( n_s < 1 \) requires \( 0.01 < \kappa/\omega_m < 4 \).

To obtain the requirement for the coupling strength \( G \), we determine the optimal cavity decay rate \( \kappa \) for a given \( G \) as

\[
Q_m \kappa > 6.2 \times 10^{12}.
\]

The right inequality in Eq. (10) shows that the requirement for the coupling strength \( G \) to satisfy the quantum backaction heating. In Fig. 4(a) the exact numerical results for the ground-state region is plotted, with the region boundary well described by Eq. (10). As an example, we plot the cooling limit \( n_s \) as a function of \( \kappa \) for \( \gamma/\omega_m = 10^{-5} \) and \( n_{th} = 10^3 \). In this case \( n_s < 1 \) requires \( 0.01 < \kappa/\omega_m < 4 \).

To obtain the requirement for the coupling strength \( G \), we determine the optimal cavity decay rate \( \kappa \) for a given \( G \) as

\[
\kappa_{opt}(G) \simeq 2G.
\]

The right inequality in Eq. (10) shows that the requirement for ground-state cooling is given by

\[
\gamma n_{th} < G < 0.5\omega_m.
\]

Clearly, the coupling strength should also exceed the thermal decoherence rate to suppress the environmental heating, and room-temperature ground-state cooling requires

\[
Q_m G > 6.2 \times 10^{12}.
\]

The upper restriction \( G < 0.5\omega_m \) is limited by the stability condition given by Eq. (1b). In Fig. 5(a) the exact numerical results for the ground-state region is plotted, with the region boundary well described by Eq. (13). A example for \( n_{th} = 10^3 \) is shown in Fig. 5(b).
In summary, we have examined the backaction cooling of mesoscopic mechanical resonators in the intermediate coupling regime. We develop a general framework to describe the steady-state backaction cooling limits in the full parameter range. We have analytically derived the optimal cooling limits and the optimal parameters including the cavity decay rate and the optomechanical coupling strength. In the resolved side-band regime, under the optimal detuning $\Delta' = -\omega_m$, the optimal cavity decay rate and the optimal coupling strength are derived as $\kappa_{opt} \simeq 1.5 \omega_m (n_{th}/Q_m)^{1/3}$ and $G_{opt} \simeq 0.9 \omega_m (n_{th}/Q_m)^{1/3}$, with the lowest cooling limit being $n_{opt} \simeq 1.8 (n_{th}/Q_m)^{2/3}$. At the optimal point, the requirement for ground-state cooling is $Q_m > 2.4 n_{th}$. Starting from room temperature, ground-state cooling is achievable for mechanical $Q$-frequency product $Q_m \nu > 1.5 \times 10^{13}$. For practical optomechanical systems, the allowed parameter ranges for ground-state cooling are $\gamma_{n_{th}} < \kappa < 4 \omega_m$ and $\gamma_{n_{th}} < G < 0.5 \omega_m$. This provides a guideline for achieving the lowest cooling limit towards room-temperature ground-state cooling of mechanical resonators.
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