Predictive Glucose Monitoring for People with Diabetes Using Wearable Sensors
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Abstract: Diabetes is a chronic non-communicable disease resulting from pancreatic inability to produce the hormone insulin, or a physiological cellular inability to use this hormone effectively. This leads to unregulated blood glucose levels, which can cause significant and often irreversible physiological damage. Current means of glucose level monitoring range from infrequent capillary blood glucose sampling to continuous interstitial fluid glucose monitoring. However, the accuracy of these methods is limited by numerous factors. A potential solution to this shortcoming involves the use of wearable sensors that record an individual’s physiological responses to a range of daily activities, which are subsequently fused and processed with machine learning (ML) algorithms to provide a prediction of an individual’s glucose level and can provide an artificial intelligence-driven glucose monitoring platform. In this paper, we conduct a comparison case study using quadratic discriminant analysis (QDA) and support vector machine (SVM) algorithms for the classification of glucose levels with data acquired from the wearable sensors of a type 1 diabetic individual. Preliminary results demonstrate predicted glucose levels with >70% accuracy, indicating potential for this approach to be used in the design of an ergonomic glucose prediction platform utilizing wearable sensors. Further work will involve the exploration of additional datasets from affordable wearables to enhance and improve the prediction power of the ML algorithms.
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1. Introduction

Type 1 diabetes (T1D) is a chronic condition which can develop at any stage of life. It is defined as an autoimmune condition caused by the destruction of pancreatic β-cells and requires the administration of manufactured biosimilar insulin for survival [1,2]. Insulin is responsible for maintaining biological homeostasis by enabling glucose to enter cells as their primary energy source. In the UK, 4.1 million people live with diabetes, while a further 850,000 are currently undiagnosed. Global estimates identify 1 in 11 people as having diabetes. Unregulated glucose levels cause significant, and often irreversible, damage to blood vessels in the eyes, kidneys, teeth, and skin.

The World Health Organisation (WHO) has identified diabetes as one of the four leading non-communicable diseases (NCD) leading to increased risk of premature death in people aged 30–69 annually [3]. Having an NCD increases cardiovascular risk in populations with diabetes. Reduced levels of physical activity results in increased blood pressure, increased blood glucose levels and increased lipids, which are metabolic factors that can contribute to cardio-vascular disease [3].

Physical activity is known to reduce metabolic risk factors by improving cardiovascular health [4]. However, many people with T1D are prevented from engaging in regular physical activity (PA) due to existing physiological and psychological limits, particularly the fear of reactive hypoglycemia [5]. Understanding the concerns of people with T1D...
around PA is key to understanding their needs in developing software applications to support food and lifestyle choices. It is also relevant in minimizing the potential for physical and emotional harm [3] due to the impact of various types of exercise on glycemic control [4,5].

The use of commercially available glucose monitoring devices and fitness or activity trackers may benefit people with T1D to support participation in PA. The long term benefits of PA are recognized as improving cardiovascular health within this population [5].

To date, numerous studies have been conducted on the use of ML in medicine and in the analysis of the multi-factorial nature of blood glucose dynamics, specifically combining chemical and physiological elements to predict blood glucose levels [6–10]. Woldergay et al. [6] recognised the challenges of ML against a backdrop of inaccurate carbohydrate entries and the lack of quantifiable measures to assess the impact of stress, physical activity, insulin therapy and the real life dietary choices of people with T1D on blood glucose levels [6]. The volume of data generated by glucose monitors, including but not limited to carbohydrate calculations, insulin therapy, etc., should enable a level of accuracy in future glucose predictions using appropriate modelling systems to reduce the burden of constant self-management [7].

Using ML to incorporate data from activity trackers to analyse the impact of the activities of daily living as modifying factors, or confounders, has the potential to demonstrate the impact on the glucose variability of such activities. As previously noted, the accuracy or otherwise of carbohydrate calculations is a major challenge to developing universal algorithms for blood glucose prediction [6]. The use of technology in managing diabetes has been highlighted as a significant adjunct to insulin in facilitating healthy lifestyle behaviours [11] as well as facilitating improved glucose control, specifically time in target range [12], through enhanced user awareness of insulin and carbohydrate requirements.

In the area of ML for diabetes monitoring, supervised learning approaches have been frequently adopted where support vector machines (SVM) have been successfully used as they frequently demonstrate enhanced classification accuracy [13], particularly when that data is lacking in structure [14]; decision trees have also proved useful in previous work regarding glucose prediction models by various researchers [8,14].

This paper aims to contribute to the pool of ML literature for diabetes monitoring by using lifestyle data from an ergonomic wearable device to observe the extent to which glucose levels can be predicted with the application of the discriminant analysis and a support vector machine (SVM) algorithm for type 1 diabetes.

2. Materials and Methods

The data used as part of this study was obtained from 60 days of using the Fitbit Versa 2 smartwatch, which is available in the range of GBP 150–200 [15]. The smartwatch is equipped with a 3-axis accelerometer, gyroscope, optical heart rate monitor, ambient light monitor, pulse oximeter, altimeter and vibration motor. The device possesses a data storage capacity of up to 4 GB and a charge time of 1–2 h which provides 5 days’ worth of battery life, and it is able to provide a number of lifestyle parameters to its users which range from direct measures to inferred estimation, spanning sleep tracking, number of steps climbed, heart rate monitor, calories burned, stress levels, distance covered, rate of oxygen expended during exercise and blood oxygen. The smartwatch also possesses a water-resistant property of up to 50 m as a means of electronic device robustness. An image of the Fitbit Versa 2 can be seen in Figure 1.
Discriminant Analysis: the discriminant analysis is a computationally effective means towards data classification whose class boundaries can either be linear or non-linear. The algorithm works with the framework of the reduction of a high dimensional feature vector into a reduced subset, followed by the implementation of class boundaries [17,18]. Quadratic non-linear class boundaries were used for the case study conducted in this paper, in particular the quadratic discriminant analysis (QDA), which can be mathematically formulated as follows:

\[ \pi_k \log \left| \Sigma_k \right| - \frac{1}{2} (x - \mu_k)^T \Sigma_k^{-1} (x - \mu_k) \log \pi_k \]  

(1)

where \( \pi_k \) is the QDA discriminant function, \( \mu_k \) is a mean vector for a specific class, \( k \), \( \pi_k \) is a prior probability value for each class, \( k \), \( x \) is a feature in the feature vector and \( \Sigma_k \) represents the pooled covariance matrix.

Table 1. Features and associated range.

| Feature * | Range       |
|-----------|-------------|
| Calories(kcal) | 1500–2000   |
| Number of steps | 1000–20,000 |
| Distance(miles) | 0.70–13.50  |
| Minutes sedentary | 300–1500    |
| Activity calories(kcal) | 200–1500    |

* A cumulative daily value of each feature was produced by the Fitbit device.

As mentioned, the data comprised 60 days’ worth of data from a type 1 diabetic individual acquired across the summer period. The glucose level distribution spanned 4–10 mmol/L, classification exercise involved the prediction of glucose level into two discrete bands comprising ‘Excellent’, with an associated glucose level measure in the range of 4–7 mmol/L and ‘Good’, with an associated glucose level measure in the range of 7–10 mmol/L. It should be noted that further classes could not be created due to the effective management of glucose level within a tight band by the diabetic individual. The glucose readings were monitored by the Fitbit device, where 120 samples of the glucose levels were recorded daily, therein providing a glucose sample rate of 120/day. These 120 glucose readings were averaged out to produce a corresponding glucose level reading per day, which in turn contributes towards uncertainty reduction through lessening the effect of device drift from the readings provided by the device, as per ergodic theory. The inputs used to form a feature vector in this study correspond to solely physical activity features as reported by the Fitbit and can be seen in Table 1. These features are specific activity attributes which reflect an individual’s overall activity level, which can be said to influence a person’s glucose levels.

![Image of Fitbit Versa 2 device](16).
Support Vector Machine (SVM): the SVM is a kernel-based classification method which works towards iteratively finding an optimal separation boundary for data classes, where class boundaries are fixed using a high dimensional projection of the dataset using a computationally efficient method known as the ‘kernel trick’, where the choice of kernels range from linear to highly non-linear polynomials [18]. The optimisation problem solved by the SVM can be formulated as Equation (2), assuming a linear model:

\[ g(x) = w^T \cdot \Phi(x) + b \]  \hspace{1cm} (2)

where \( w \) represents a vector weight, \( \Phi(x) \) is the kernel map and \( b \) is the offset. Assuming a sample feature vector containing training samples \( x, i = 1, \ldots, N \), the objective is to find the solution to an optimisation problem framed as Equation (3):

\[
\min \frac{1}{2} w^T w + R \sum_{i=1}^{N} \zeta_i
\]

\[ w, b, \zeta \]

\[ s \cdot t \cdot y_i \left( w^T \Phi(x_i) + b \right) \geq 1 - \zeta_i, \]

\[ \zeta_i \geq 0, \ i = 1, \ldots, N \]

where \( \zeta \) represents a slack variable introduced in the case of overlapping classes, \( R \) is a regularization parameter to prevent overfit and \( y \) is an indication vector. In this work, a non-linear quadratic kernel function was used alongside the one-vs-one multiclass method.

The training for both classifiers involved a data split of 80% for training, while the remainder 20% served as the test set; both classifiers were validated using a \( k \) fold cross validation method, with \( k \) selected to be 10. The SMOTE synthetic sample generator was used to increase the number of samples and serve as a means of effective class balancing for the dataset, as has been adopted in previous studies [19].

3. Results

Three key metrics were used to assess the effectiveness of the designed classifiers, as can be seen as follows:

Classification Accuracy (CA): provides a metric which reflects the number of correct predictions with respect to the total prediction.

Precision (PR): reflects the correctly classified positives provided by a classifier against the total number of samples that were predicted as positive.

Recall (RC): assesses the amount of correctly classified positives against the total number of positive samples.

The classification results can be seen in Table 2 for both sets of classifiers, where it can be seen that the input features used as training for the classifiers possess a good prediction, as evidenced by the results. Both sets of classifiers appear to be of equivalent classification capability, with the SVM providing a slightly higher uncertainty metric relative to the QDA and is expected to be more computationally intense due to the nature of the algorithm.

| Classifier | CA       | PR       | RC       |
|------------|----------|----------|----------|
| QDA        | 72.3 ± 1.6 | 68.9 ± 3.8 | 74.4 ± 1.8 |
| SVM        | 72.6 ± 2.4 | 69.0 ± 3.5 | 74.2 ± 2.3 |

A somewhat considerable uncertainty is also projected in the results across all three classification metrics, the source of which is thought to be due to a combination of daily activity fluctuation from the diabetic individual, as shown in Table 2, alongside potential errors and uncertainties from the wearable device from actions such as device drift.
Figure 2 shows a confusion plot from the SVM (left) and QDA (right), where it can be seen that the QDA provides a more balanced means of prediction, with good predictability between both classes. On the other hand, the SVM appears to be astute at predicting the samples belonging to the second class correctly, but its performance degrades strongly when considering the first class.

![SVM and QDA confusion plots](image)

**Figure 2.** SVM confusion plot (Left) and QDA confusion plot (Right).

4. Conclusions and Future Work

The results from this study have shown that it is possible to apply ML approaches, alongside select features from daily activity, from a wearable device to predict glucose levels. Further work would now involve the inclusion of further features from the Fitbit wearable device in order to observe if it is possible to enhance the prediction accuracy of the designed model. In addition to this, a feature selection exercise can also be conducted to assess and evaluate the impactful drivers which are key predictors for the glucose prediction, in addition to alternate ML methods such as regressions and unsupervised learning [20,21].

The work carried out in this paper can contribute towards a tailored means of glucose level prediction which can facilitate effective and enhanced glucose management strategies.
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