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Abstract - Traditional networks are designed to meet the needs of streaming video on the Internet. Relatively high standards of broadband connections and video broadband services make the best effort for certain specific video information and transmission methods to appear at any time to reduce network constraints. Video quality is directly related to the basic ability of the phone to send and receive data from time to time for playback. Record videos from your mobile phone are facing various challenges that have been overcome by a variety of methods. In an extremely robust and unpredictable environment, transversal hardware provides adequate video. Conventional networks are designed to meet the needs of streaming video over the Internet. Relatively high standards of broadband connections and video broadband services make the best effort for certain specific video information and transmission methods to appear at any time to reduce network constraints. Video quality is directly related to the basic ability of the phone to send and receive data from time to time. Video from your mobile phone are facing various challenges that have been overcome by a variety of methods. In an extremely robust and unpredictable environment, transversal hardware provides adequate video.
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I. INTRODUCTION

The role of video streaming has grown significantly over the last decade. Consumers accept convenience, flexibility and variety through online videos but opt for new tax revenue for service providers. Real-time monitoring is a refreshing video for low-quality videos. The key to the popularity of the video on the web is direct, high quality, undefined and continuous playback. An important step in measuring the user experience is the following: (for example, interruptions, disturbances or dots in the video) the original reproduction time (for example, how long does it take to view the videos and press the play button on the screen). Reduce standby time and reduce distortion and termination, depending on the system's ability to transmit video data. The higher the power, the original video recorder speeds up, but requires a minimum speed that is higher than the image speed to prevent the image [1].

Recently, several resolution methods have been launched and are very useful for collecting information. The purpose of the study is to analyze high definition videos and vague videos. This study includes an optimization method for creating online video source services. The program focuses on application optimization, facilitating the recording of video clips between endpoints. The purpose of each system is to overcome the overall quality of the user by using the default values. Although there are some interesting challenges for data transfer law, the law on networks and migration, this study is based on network-based networks, not networks.

II. NETWORK VIDEO DELIVERY

Video sources are usually divided into two categories:

A) Real time video

In real-time, the video provides databases and, over time, sets more stringent requirements because there is no buffer on the server. Frames are created and transmitted in real time, and clients receive and execute real-time frames. All real time video processing’s need to be processed on time. These time requirements generally prohibit the processing of high-quality, high-performance and high-performance processors.

B) Non Real time video

They are usually pre-registered and available for permanent applications. The availability of files in unusual situations allows you to recycle the video. Access to all videos also features functions such as a digital video recorder (DVR) (such as a pause, quick and fast reversal), as data can easily be retrieved from different offsets.

There are also real-time video clocks in which live channels can be delivered with compatible and compatible copies. This hybrid method uses the real-time real-time animation benefits in real-time. The main difference between time and shutdown time is actually how video is being formatted. For near-real-time video, data must be stored in a format that does not require full metadata at the beginning of the file. HTTP Live Streaming (HLS) is an example of near-real-time delivery, where the video is recorded in objects and stored as a custom file format. The digital video has become an integral part of everyday life. The primary purpose of video enhancement is to convey detailed hidden information in the video. The issue of video growth is to retain high quality video input and high quality video output for certain applications.
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There are many applications where videos, such as surveillance, general characteristics, trafficking, criminal justice, civil or military video processing, etc. are purchased, processed and used.

Fixing videos with low-quality video is a challenging issue for the following reasons: (i) Due to low contrast; we cannot clearly reduce the moving objects from the dark environment. (ii) Signal strength is usually very low due to high ISO (ISO is the code indicating sensitivity of the camera sensor). Using high-quality ISO numbers can create digital noise. Low ISO numbers are less sensitive to light. The quality of the video recorder used is poor and the operator experience is insufficient. To overcome this limitation, the sample allows you to create different video effects, such as direct and transparent filtering, which works directly in the noise without the need for proper reconstruction or repair.

The test is based on a variety of handy applications ranging from basic image processing, such as noise reduction, blurring and high resolution to advanced video effects such as action pictures, street-side elimination for real-world objects, and releases the shutter on your computer. Removing the video received less attention than removing photos from the literature. In principle, the generation of video noise should be reduced, but images such as strong transient redundancy make it easier to load on the road to eliminate noise. However, this form of additional redundancy is a challenge. On the one hand, the amount of data is much larger than the recorded image and requires an efficient way of navigating the data.

On the other hand, the result of the noise reduction algorithm should be temporary, according to the unknown sequence of the first series, which are fundamental quality requirements. Immediately the idea is to hide animation, analyze and observe methods that use one or more numbers in your image. Unlike disturbing photos, sequential video behaviors are recorded in time and space, which makes blinding to be mixed. Most of the current disinfection methods are directed primarily at the “blind blind” delicious seeds, unchanged. In fact, the Examining Tool offers another solution that does not require a traditional method of deconvolution, which allows mild, even commendable results.

Typically, data flow is characterized by inappropriate delivery and on-time delivery with a frame-based package. Delivering on time requires less bandwidth and requires less support for customers than a greedy approach as quickly as possible, while cadre delivery packages do not allow for elegant degradation. Graceful degradation supports a reduction in image quality, past frames that are delayed or lost due to downtime. Delivering on time is not a reloading budget, but the limitation of the cadres is based on the impact of the loss on a single package. In the case of streaming, playback can begin immediately after receiving the frame, although a small buffer is used to prevent jitter.

For direct downloading, reasonable shipping generally uses reliable shipments. Generally, direct downloads are not copied for historical reasons until all files have been downloaded. Secure transport ensures a zero frame loss, ensures perfect and high quality files. However, avid downloads reduce the impact of downloading while waiting for large files; Reproduction time may be very high. By entering a gradual download, you can control playback time directly from live downloads.

For gradual download, network and playback are separated for preview to start downloading all files. This feature allows the system to effectively control the download speed from both the client and the server. While expressing direct downloads and gradual downloads is often used to describe transportation methods and game counters, it is important to separate these activities [3]. For this reason, we believe that fast and fast delivery can be demonstrated. Most modern media players have progressive display capabilities. This includes the initial copy before all data is recovered, and the data provided eliminates the remote buffer requirements.

III. RESOLUTION ENHANCEMENT AND CROSS-LAYER OPTIMISATION PRINCIPLES

A. General Approach

Layered architecture, such as the seven-tier OSI model [4], divides all network operators into points and defines the level of service level provided by each level. The very limited network architecture prohibits direct communication between independent levels and communication between adjacent levels is limited to procedural calls and responses. Alternatively, protocols can be designed to violate the reference architecture, for example, by allowing direct communication between the protocols in the base law or the law variable. Violation of this architectural level is a multilateral optimization method that refers to the Code of Conduct by using protocol changes to achieve better results. In multidisciplinary approaches, instead of judging the law as completely independent of practical organisms, information can be divided between points in both directions: the lower and the lowest. This information exchange can be used to fully optimize system performance, change network protocols [5], decision processes such as routing or algorithm.

In general, cross-border applications can be classified into four main categories, depending on how the network architecture is merged: a) Creating new interfaces b) Joining adjacent layers c) New interfaces d) Vertical calibration through the layers.

B. Optimization of Cross Layer in MANET

In MANET, level optimization is very common. MANET introduces specific challenges that do not exist in other networks, as wireless conditions vary over time, node mobility and limited power that can cause frequent changes in topology and connectivity. Therefore, this network is essential to the proposed online approach, allowing them to apply changing circumstances to maintain ongoing communication. Indeed, almost everyone is forced to adopt a horizontal device. Indeed, the most common way to submit videos is through the MANET multilayer approach.
In general, there are over 70 articles that can be used to optimize image transfer using MANET, of which 65% (44 items) use different transversal optimizations.

C. Categorization

Many MANET image transfer layers can be divided into different categories (see Figure 1) depending on the layers covered.

![Figure 3.1. Categorization of surveyed cross-layer proposals.](image)

A typical approach, based on 50% of all identified experiments, is program level action (code configuration, etc.), online sharing and optimization methods, and video bitstream traffic rules and delivery criteria. You can get the ideal combination of selected guides. In this technology, paths are selected to meet flow requirements, and where coding and termination bits are defined based on available paths.

Other efforts take into account the route and traffic associated with lower-level changes (eg PRY / MAC). This represents 40% of what is suggested. The variables on the lower layer are based on changes in multi-engine dynamics

D. Network/Transport and Higher Layers

Suggestions representing 50% of the total value are applied and optimized for network / traffic learning. Niraula et al. [6] approved some MDCs to record additional videos for a secure video. The Planned and Planned P2P Plane Plan (CLAPS) distributes parts of local staff who share work between colleagues interested in using the wood maintenance program. Greco et al. [7] proposed an initial content / distribution protocol formulated for MANET using internal media distribution features. Because MANET is typically designed to support specific applications (application networks), it assumes that all nodes are interested in all distributed streams and are ready to work together for distribution; Therefore, there is no need to overcome requests: In the distribution, a source is destined to reach the other MANET node on the fastest and fastest route. As such, the proposed protocol serves to provide a specific alert level for studies of MAC applications that can effectively deliver real-time video sequences represented in the various descriptions. Andreopoulos et al. [8] Provides an integrated optimization algorithm designed to optimize video decoding for transmission, limited to delays.

The principle of the algorithm is to optimize different control limits (protocols, applications, networks, etc.) in each node of the network. Mastronarde et al. [9] The focus on multimedia is sensitive to the delays of many employees. They provide a distributed and efficient resource sharing framework that enables colleagues to share available network resources based on service quality terms, channel and server conditions. Knowing online resources makes effective use of multimedia streams for online requirements. Gomathi et al. [10] Introducing a new approach to improving the quality of multimedia applications in MANET. This improvement is achieved through the Light Connectivity protocol that supports multimedia applications. In addition to implementation, variables also take into account the approach that reduces delay, jitter, and rising PSNR.

E. Resolution Enhancement

Armin Kappeler and others [11] introduced a network of linked neurons trained in local and temporary video sizes to improve spatial resolution. The following frames eliminate the motion and are used as CNN inputs that offer excellent video output as output. Only Li et al. [12] have developed a large resolution model based on pixel models. The keyframe is automatically selected and has a rare withdrawal method. Without local correlation, it was solved without a keyframe: the time correlation was used with the optical flow method, but the local correlation was the AR model based on supermodels.

Wenhan Yang, etc. [13] suggests that a high resolution video should mention space. At the same time, this network simulates high frame rate information from a single frame, the difference between the high resolution (HR) and low resolution (LR) frame, and the changes to the information. Dingyi Li and Wang Zengfu [14] SR video algorithms conceived as motion compensation and residual tissue (MCRResNet). Advanced studies continue at low frequency and high frequency information is provided appropriately. This method can control large and complex adaptive movements. Literary studies are based on various options

F. Deblurring and Denoising

Yi Zhang and Keigo Hirakawa [15] have developed a variety of unique transmission waves, Gaussian transformation, and a centralized process, varied of local subtitles and noises, and unclear formation of loud noise and unclear planes without collusion. Felix Klose and others [16] Introduces a model-based structure that allows efficient video processing with accurate 3D information. This method is based on a simple and transparent algorithm that uses a large amount of data capable of HD video. Pablo Arias, Jean-Michel Morel [17] has empirical Bayesian algorithms for noise reduction based on garments, which means that spatial time adjustments are collected independently and distributed the same samples from the previous distribution. Antoni Buades and others [18] have developed noise analyzes. The image series combines a patch based on dynamic test algorithms and noise reduction.
possible load loading possibilities, use space time to make reliable comparisons, but main body analysis is used to remove stains while maintaining texture and detail.

Mauricio Delbracio and Guillermo Sapiro [19] proposed the introduction of the principle of Fourier fracture accumulation. When calculating weighted support, we rebuild images of the Fourier range that combine smaller frequencies in each frame. This principle is not a universal scatter algorithm in the sense that the frame is hidden.

In particular, this method does not address blurring due to the constant camera speed. Congbin Qiao and others [20] developed an incompatible motion model to open the video. This method allows clear frames or extra points to reach sequence sequences and have a transparent surface for the opaque structure. Superpoint is very important to distinguish between the moving parts in the background and to bear more than the usual fillings used by the previous method.

G. Network/Transport Lower Layers

Proposals representing 40% of the total price, as mentioned above, are used to maximize and maximize network and smallest traffic (MAC, PRY). Navaratnam et al. [21] investigated the effects of average retention on transport levels and therefore launched a new communication agreement to improve the quality of MANET services.

In the proposed protocol, the process of adapting the migration orientation is a systematic way of controlling the transmission level provided by multimedia applications, depending on the amount of information received from web storage media. Oh et al. [22] looking for a reliable TDMA-based MAC protocol for multiple TDMA engines. After the multi-dose MAC protocol was studied using the Markov chain model, two new laws for the multi-engine MAC protocol were adopted. First, the highest level of delay was accepted as a quality measure. Unlike conventional MAC models, MLR is implemented to provide different traffic so that lower MLR channels are enabled for higher priority streams. Secondly, there were two values that were aware of congestion that is to use MAC and MAC coalescence to improve routing rules that are familiar with AODV and DSR blocks.

H. Holistic Approach

Although all previous proposals have been optimized to focus on lower or higher levels, a holistic approach is attained at all levels. Delgado et al. [23] shows a holistic rationalization of architecture between levels. Architecture depends on the use of more rationalization operations at different network levels. Real-time software collects network protocols for online nodes and multi-lingual real-time networks. To minimize errors between video and video input signals, optimization modules make the necessary decisions for the dynamic operation of different variable levels. From the simulation results presented here, it can be inferred that the proposed network can improve the video stream with MANET, although it often changes in the national context and the node.

Wu et al. [24] suggests optimism in many songs that lead to coding and imaging for MANET together. There are settings for video encoding, network routing, MAC frame size, and PHY stage coding and coding systems that are regularly optimized for network protocol protocols. To achieve high quality real-time telecommunication technology and / or stringent delay requirements, the proposed structure is conceived as a minimal interruption and / or a minimum of time. It is widely accepted that a VCR with MANET [25] requires a comprehensive approach to achieving acceptable user level (QoE). He realized that the upper layer had to adapt to the lower layers and that the lower layers had to adapt to the needs of the upper layers.

IV. CONCLUSION

This study shows that the most popular platform consists of high-level methods such as networks, transport and applications. Application code coding controls the total available video bandwidth by changing the encoding parameters by adding redundancy to overcome transmission errors and video streams for more than one exposure for multiple drive transmissions. In the network, there are several ways to choose how to diversify the drive. Multiple routing can help reduce packet loss and increase bandwidth.

Traffic congestion should be avoided if operations are divided into multiple nodes and connections. The features of this path (usually two or three) should be preferred depending on the video requirements to be achieved. Due to routing, packet programming, redundancy, and reciprocal links, variables generally change in both directions. Controlling this variable, which includes a preferred range of multiple paths based on the mathematical model of the transfer medium, is often difficult to optimize. Therefore, it is usually solved by the heuristic method. For efficiency, partitioning the algorithm will be useful.
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