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Abstract
We introduce Verblunsky-type coefficients of Toeplitz and Hankel matrices, which correspond to the discrete Dirac and canonical systems generated by Toeplitz and Hankel matrices, respectively. We prove one to one correspondences between positive-definite Toeplitz (Hankel) matrices and their Verblunsky-type coefficients as analogs of the well-known Verblunsky’s theorem. Several interconnections with the spectral theory are described as well.
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1 Introduction
Orthogonal scalar and matrix polynomials is an important and actively studied domain (see, e.g., [2,4–6,9,14–18,28,30] and numerous references therein).
In his interesting talk on the spectral theory of orthogonal polynomials [29], B. Simon mentioned “two tribes” working in this domain. Namely, the specialists in orthogonal polynomials and the specialists in spectral theory, which
communicate quite insufficiently although their results are closely connected. We would like to discuss here one more set of related results, which could be fruitfully used in the theory of orthogonal polynomials and corresponding problems of Toeplitz and Hankel matrices.

We recall that the theory of orthogonal polynomials on the unit circle (OPUC) studies interrelations between a measure \(d\tau\) (or, equivalently, non-decreasing weight function \(\tau(t)\) on \([-\pi, \pi]\)) and positive-definite Toeplitz matrices

\[
S(n) = \{s_{j-i}\}_{i,j=1}^n, \quad s_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{ikt} d\tau(t) \tag{1.1}
\]
on one side, and orthogonal trigonometric polynomials \(P_r(e^{it})\) generated by the measure \(d\tau\) on the other side. The theory of orthogonal polynomials on the real axis (OPRL) studies interrelations between a nondecreasing weight function \(\tau(t)\) on \((-\infty, \infty)\) and Hankel matrices

\[
H(n) = \{H_{i+j-2}\}_{i,j=1}^n, \quad H_k = \int_{-\infty}^{\infty} t^k d\tau(t) \tag{1.2}
\]
on one side, and orthogonal polynomials generated by the measure \(d\tau\) on the other side.

It is well known (see, e.g., [2, Sect. 5.2]) that the orthonormal polynomials \(P_r(\lambda)\) on the unit circle satisfy Szegő recurrence

\[
Z_{k+1}(\lambda) = \frac{1}{\sqrt{1-|a_k|^2}} \begin{bmatrix} 1 & -\overline{a_k} \\ -a_k & 1 \end{bmatrix} \begin{bmatrix} \lambda I_p & 0 \\ 0 & I_p \end{bmatrix} Z_k(\lambda), \tag{1.3}
\]
where \(Z_r(\lambda) := \begin{bmatrix} P_r(\lambda) \\ \lambda^{-r} P_r(1/\lambda) \end{bmatrix}\), and the coefficients \(\{a_k\}\) are so called Verblunsky coefficients:

\[
|a_k| < 1 \quad (0 \leq k < \infty). \tag{1.4}
\]
Clearly, there is a one to one correspondence between Szegő recurrences (1.3), (1.4) and the sequences of Verblunsky coefficients \(\{a_k\}\). A fundamental Verblunsky theorem (see, e.g., a detailed discussion in [28]) states
that there is a one to one correspondence between Verblunsky coefficients and nontrivial probability measures $d\tau$ on $[-\pi, \pi]$.

Thus, the study of the interconnections between the measure $d\tau$ and OPUC is equivalent in a certain sense to the study of the interconnections between the measure and Verblunsky coefficients or Szegő recurrences.

It is important that the Toeplitz matrices (or measures) generate not only Szegő recurrences but also discrete Dirac systems, which are dual to Szegő recurrences [12]. Moreover, we show that these Dirac systems are determined by Verblunsky-type coefficients. Therefore, the study of discrete Dirac systems and corresponding Verblunsky-type coefficients could bring interesting results in the theory of OPUC and vice versa.

The most essential example of such interaction one finds in the continuous case, where the seminal paper “Continuous analogues of propositions on polynomials orthogonal on the unit circle” by M.G. Krein [17] led to solving of the inverse spectral problem for continuous Dirac-type systems. Here Krein system may be considered as an analog of the Szegő recurrence and both inverse spectral problems (for Krein system in [17] and for Dirac-type systems in [21, 27]) are solved using continuous analogues of Toeplitz matrices. On the inverse spectral problems for continuous Dirac-type systems see also the related results and references in [10, 22, 23].

Another example of the mentioned above interaction is connected with the interesting paper [8], where the nonclassical (indefinite) analog of Szegő theorem from our work [20] is derived (for the scalar case) using the theory of orthogonal polynomials. We note that the nonclassical analog of Szegő theorem is derived in [20] for the case of block Toeplitz matrices (and not only for the scalar case of Toeplitz matrices). It would be useful to obtain this result in full generality via the theory of orthogonal polynomials (namely, matrix orthogonal polynomials) as well.

Similar to [20], we consider here the case of block Toeplitz matrices $S(n)$ (and the Hankel matrices $H(n)$ are also block Hankel matrices). Correspondingly, the functions $\tau(t)$ are matrix functions.

Since the analogies between Szegő recurrences and discrete Dirac systems are of interest, in Section 2 we present Verblunsky-type (instead of Verblunsky) matrix coefficients (see Definition 2.9) and prove Verblunsky-type results.
for Dirac systems and Toeplitz matrices (see Theorems 2.5, 2.10 and 2.11). The related procedure to recover Dirac system from the Weyl function is formulated in Theorem 2.13.

In the case of the orthogonal polynomials on the real axis (OPRL), Jacobi matrices appear instead of the Szegö recurrences and certain canonical systems appear instead of the Dirac systems. In Section 3, we introduce the corresponding Verblunsky-type coefficients (see Definition 3.5) and prove Verblunsky-type results for canonical systems and Hankel matrices (see Theorem 3.9, Corollary 3.11 and Remark 3.12). The related results on spectral functions of the canonical systems are formulated in Theorem 3.14.

The appendix contains a proof of the important for the theory interpolation Theorem 3.1.

We note that the one to one mappings between Dirac systems and Szegö recurrences are given in [13, Theorem 2.5]. The one to one correspondence between canonical systems (3.69), (3.70) and block Jacobi matrices is discussed in [26, Section 8.2]. However, the correspondence between Verblunsky and Verblunsky-type coefficients is rather complicated. It is better to choose which coefficients to use depending on the problem.

As usual \( \mathbb{C} \) stands for the complex plane, \( \mathbb{C}_+ (\mathbb{C}_-) \) stands for the upper (lower) open complex half-plane, and \( \mathbb{C}^{p \times r} \) stands for the set of \( p \times r \) matrices with complex-valued entries. We often use the same notations in Sections 2 and 3 for the notions which play similar roles in the schemes for Toeplitz and Hankel matrices, respectively.

## 2 Verblunsky-type theorems for Dirac systems

### 2.1 Toeplitz matrices and Dirac systems

Let \( \tau(t) \) be an nondecreasing \( p \times p \) matrix function on \( [-\pi, \pi] \) such that the block Toeplitz matrix

\[
S(n) = \{s_{j-i}\}_{i,j=1}^{n}, \quad s_k := \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{ikt}d\tau(t)
\]  

(2.1)
is positive-definite (i.e. $S(n) > 0$). For any $S(n) = S(n)^*$ the following matrix identity is valid (see [20] and references therein):

$$AS(n) - S(n)A^* = i\Pi J\Pi^*; \quad \Pi = \begin{bmatrix} \Phi_1 & \Phi_2 \end{bmatrix},$$ (2.2)

$$A = \{a_{j-i}\}_{i,j=0}^n, \quad a_k = \begin{cases} 0 & \text{for } k > 0 \\
\frac{i}{2}I_p & \text{for } k = 0 \\
iI_p & \text{for } k < 0 \end{cases}, \quad J = \begin{bmatrix} 0 & I_p \\
I_p & 0 \end{bmatrix};$$ (2.3)

$$\Phi_1 = \begin{bmatrix} I_p \\
I_p \\
\cdots \\
I_p \end{bmatrix}, \quad \Phi_2 = \begin{bmatrix} s_0/2 \\
\cdots \\
\cdots \\
s_0/2 + s_{-1} + \cdots + s_{1-n} \end{bmatrix} + i\Phi_1\nu, \quad \nu = \nu^*;$$ (2.4)

$$A = A(n), \quad \Pi = \Pi(n), \quad \Phi_1 = \Phi_1(n), \quad \Phi_2 = \Phi_2(n),$$ (2.5)

where $i$ is the imaginary unit and $I_p$ is the $p \times p$ identity matrix. We omit the variable $n$ in $S(n), A(n) \in \mathbb{C}^{pn \times pn}$ and in some other notations (and write simply $S$ or $A$) when the order of the matrix is clear from the context.

**Remark 2.1** One can see from (2.4) that the $np \times p$ matrix $\Phi_2(n)$ is not determined by $S(n)$ uniquely but up to a self-adjoint $p \times p$ matrix $\nu$. This $\nu$ is essential and further (in Theorem 2.5) we establish one to one correspondence between the pairs $\{S(n), \nu\}$ and Dirac systems (2.13), (2.14). If we fix $\nu$ (e.g., set $\nu = 0$), we should speak in Theorem 2.5 about Dirac systems with the potentials $\{C_k\}$, where $C_0$ has a special form.

The transfer matrix function $w_A$ in Lev Sakhnovich form [25] is given, for the case of the Toeplitz matrix $S(n)$ and the identity (2.2), by the formula:

$$w_A(n, \lambda) = I_{2p} - i\Pi(n)^*S(n)^{-1}(A(n) - \lambda I_{np})^{-1}\Pi(n).$$ (2.6)

Since $S(n) > 0$, we have $S(k) > 0$ ($1 \leq k \leq n$), and so all the matrices $S(k)$ are invertible and

$$t_k := \begin{bmatrix} 0 & \cdots & 0 & I_p \end{bmatrix}S(k)^{-1}\begin{bmatrix} 0 & \cdots & 0 & I_p \end{bmatrix}^* > 0.$$ (2.7)

Therefore, according to the general factorization theorem for transfer matrix functions $w_A$ [25] (see also [23, Theorem 1.16] and further references therein),
we have factorization

\[ w_A(n, \lambda) = w_n(\lambda)w_{n-1}(\lambda) \ldots w_1(\lambda) \quad (n \in \mathbb{N}), \]

(2.8)

where

\[ w_k(\lambda) := I_{2p} - i \left( \frac{i}{2} - \lambda \right)^{-1} J \begin{bmatrix} X^*_k \\ Y^*_k \end{bmatrix} t_k^{-1} \begin{bmatrix} X_k & Y_k \end{bmatrix}, \]

(2.9)

\[ [X_k \; Y_k] = \begin{bmatrix} 0 & \ldots & 0 & I_p \end{bmatrix} S(k)^{-1} \begin{bmatrix} \Phi_1(k) & \Phi_2(k) \end{bmatrix}. \]

(2.10)

The factorization above (for the case of Toeplitz matrices) was considered and applied in [12, 20] (see [20, p. 468] and [12, p. 219]).

Next, introduce \( W_k \) by the equality (compare with [12, (5.42)]):

\[ W_k(\lambda) = \lambda^{-k}(\lambda + i)^k K^*w_A(k, -\lambda/2)K \quad (0 < k \leq n), \]

(2.11)

\[ W_0(\lambda) := I_{2p}, \quad K \cdot \frac{1}{\sqrt{2}} \begin{bmatrix} I_p & -I_p \\ I_p & I_p \end{bmatrix}. \]

(2.12)

Using (2.8)-(2.12) we will prove the following proposition.

**Proposition 2.2** The matrix function \( W_k(\lambda) \) given by (2.11) (and generated by the Toeplitz matrix \( S(n) > 0 \)) is a fundamental solution of the discrete Dirac system

\[ W_{k+1}(\lambda) - W_k(\lambda) = -\frac{i}{\lambda} jC_k W_k(\lambda), \quad j := \begin{bmatrix} I_p & 0 \\ 0 & -I_p \end{bmatrix}; \]

(2.13)

\[ C_k > 0, \quad C_k j C_k = j \quad (0 \leq k < n). \]

(2.14)

Moreover, we have

\[ C_k = 2K^*\beta(k)^*\beta(k)K - j, \quad \beta(k) := t^{-1/2}_{k+1} \begin{bmatrix} X_{k+1} & Y_{k+1} \end{bmatrix}. \]

(2.15)

**Proof.** It easy to see that

\[ K^* = K^{-1}, \quad K^*JK = j. \]

(2.16)

Hence, in view of (2.8), (2.11) and (2.12), we have

\[ W_{k+1}(\lambda) = \frac{\lambda + i}{\lambda} K^*w_{k+1}(-\lambda/2)KW_k(\lambda) \quad (k \geq 0). \]

(2.17)
Taking into account (2.9), (2.15) and (2.16), we derive

\[
\frac{\lambda + i}{\lambda} K^* w_{k+1}(-\lambda/2) K = \frac{\lambda + i}{\lambda} I_{2p} - \frac{2i}{\lambda} K^* J K^* \left[ X_{k+1}^* Y_{k+1}^* \right] t_{k+1}^{-1} \left[ X_{k+1} Y_{k+1} \right] K
\]

\[
= I_{2p} - \frac{i}{\lambda} j C_k. \tag{2.18}
\]

Thus, according to (2.17) and (2.18), the relations (2.13) and (2.15) are valid, and it remains to prove (2.14) for \( C_k \) given by (2.15).

In view of the particular case (i.e., the case \( S(k+1) = S(k+1)^* \) of [20, Proposition 2.1], we have \( t_{k+1} = X_{k+1} Y_{k+1}^* + Y_{k+1} X_{k+1}^* \), that is,

\[
\beta(k) J \beta(k)^* = I_p \tag{2.19}
\]

for \( \beta(k) \) introduced in (2.15). (The fact follows after some transformations from the identity (2.2).) Using (2.16), we rewrite (2.15) and (2.19) in the form

\[
C_k = 2 \tilde{\beta}(k)^* \tilde{\beta}(k) - j, \quad \tilde{\beta}(k) j \tilde{\beta}(k)^* = I_p, \quad \tilde{\beta}(k) := \beta(k) K. \tag{2.20}
\]

The second equality in (2.20) yields

\[
\tilde{\beta}(k)^* \tilde{\beta}(k) j \tilde{\beta}(k)^* \tilde{\beta}(k) = \tilde{\beta}(k)^* \tilde{\beta}(k). \tag{2.21}
\]

According to the first equality in (2.20) and to (2.21), the relation \( C_k j C_k = j \) (i.e., the second relation in (2.14)) holds.

Finally, in order to prove \( C_k > 0 \) (i.e., the first relation in (2.14)) we use some \( p \times 2p \) matrix \( \bar{\beta}(k) \) such that

\[
\bar{\beta}(k) j \bar{\beta}(k)^* = 0, \quad \bar{\beta}(k) j \bar{\beta}(k)^* = -I_p. \tag{2.22}
\]

The existence of \( \bar{\beta}(k) \) easily follows from [23, Proposition 1.44]. Taking into account (2.22) and \( \bar{\beta}(k) j \bar{\beta}(k)^* = I_p \), we derive

\[
\begin{bmatrix}
\tilde{\beta}(k) \\
\bar{\beta}(k)
\end{bmatrix}
\begin{bmatrix}
\tilde{\beta}(k) \\
\bar{\beta}(k)
\end{bmatrix}^* = j = \begin{bmatrix}
\bar{\beta}(k) \\
\tilde{\beta}(k)
\end{bmatrix}^* j \begin{bmatrix}
\bar{\beta}(k) \\
\tilde{\beta}(k)
\end{bmatrix}. \tag{2.23}
\]
Let us substitute the right-hand side of (2.23) for $j$ in the first equality in (2.20). We obtain
\[
C_k = 2\beta(k)^*\beta(k) - j \begin{bmatrix} \beta(k) \\ \beta(k) \end{bmatrix} = \beta(k)^*\beta(k) + \beta(k)^*\beta(k) = \begin{bmatrix} \beta(k) \\ \beta(k) \end{bmatrix} > 0.
\] (2.24)

The inverse to Proposition 2.2 statement, namely, the statement that each discrete Dirac system (2.13), (2.14) is generated by some block Toeplitz matrix $S(n) > 0$ (and the procedure to recover such $S(n)$) easily follows from [12, Theorem 5.2].

**Proposition 2.3** For each Dirac system (2.13), (2.14) there exist a block Toeplitz matrix $S(n) > 0$ and a $p \times p$ matrix $\nu = \nu^*$ (which is used in the definition (2.6) of $\Phi_2(n)$) such that relations (2.15) hold.

**Proof.** According to [12, Theorem 5.2], there are $S(n) > 0$ and $\nu = \nu^*$ such that the corresponding $C_0$ is given, indeed, by the formula (2.15), and the matrices $C_k (0 < k < n)$ are given by the formulas
\[
C_k = 2K^*\varphi(k)K - j (k > 0), \\
\varphi(k) := \Pi(k+1)^*S(k+1)^{-1}\Pi(k+1) - \Pi(k)^*S(k)^{-1}\Pi(k).
\] (2.25) (2.26)

We note that the notations in [12] slightly differ from the notations in this paper and, in particular, $P_kSP_k^*$ in [12] is denoted by $S(k+1)$ here. Moreover, for $\alpha_0$ from [12, Theorem 5.2] we have $\alpha_0 = \frac{\alpha}{2} + iv$.

Writing $S(k+1)$ in the block form
\[
S(k+1) = \begin{bmatrix} S(k) & S_{12} \\ S_{21} & s_0 \end{bmatrix}
\] (2.27)
and using formula [20, (2.7)] for $T(k+1) = S(k+1)^{-1}$, we obtain
\[
\begin{bmatrix} 0 & \ldots & 0 & I_p \end{bmatrix} S(k+1)^{-1}\Pi(k+1) = t_{k+1} \begin{bmatrix} S_{21}S(k)^{-1} & -I_p \end{bmatrix} \Pi(k+1),
\] (2.28)
and we rewrite also (2.26) in the form

\[ \vartheta(k) = \Pi(k + 1)^* \begin{bmatrix} S(k)^{-1} & S_{12} \\ -I_p \end{bmatrix} t_{k+1} \begin{bmatrix} 0 & 0 \\ I_p & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & I_p \end{bmatrix} \Pi(k + 1). \]  

(2.29)

Relations (2.28) and (2.29) yield

\[ \vartheta(k) = \Pi(k + 1)^* S(k + 1)^{-1} \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & I_p \end{bmatrix} \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & I_p \end{bmatrix} \Pi(k + 1). \]  

(2.30)

On the other hand, formula (2.10) and the definition of \( \beta(k) \) in (2.15) imply that

\[ \beta(k) = t_{k+1}^{-1/2} \begin{bmatrix} 0 & \cdots & 0 \\ \cdots & 0 & \cdots \\ 0 & \cdots & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & \cdots & 0 \\ I_p & 0 & \cdots & 0 \end{bmatrix} S(k + 1)^{-1} \Pi(k + 1). \]  

(2.31)

From (2.30) and (2.31), it is immediate that \( \vartheta(k) = \beta(k)^* \beta(k) \), and so formula (2.25) coincides with (2.15) (for \( k > 0 \)). It means that relations (2.15) are valid, and \( S(n) \) constructed in [12, Theorem 5.2] generates (in the sense of Proposition 2.2) the initial Dirac system. ■

Remark 2.4 It is essential that only one pair \( \{ S(n) > 0, \nu = \nu^* \} \) generates (in the sense of Proposition 2.2) each Dirac system (2.13), (2.14). Indeed, according to [20, Theorem 4.1] or [12, Theorem 6.1] each \( w_A(n, \lambda) \) uniquely determine \( S(n) \) (and \( \alpha_0 = \frac{\lambda}{2} + i\nu \)), which generate it, and \( w_A(n, \lambda) \) is in turn uniquely recovered from the Dirac system (2.13), (2.14) using (2.11).

The following theorem is immediate from Propositions 2.2, 2.3 and Remark 2.4.

Theorem 2.5 For each \( n \in \mathbb{N} \), there is a one to one correspondence between the pairs \( \{ S(n), \nu \} \) (of the block Toeplitz matrices \( S(n) > 0 \) and the arbitrary \( p \times p \) matrices \( \nu = \nu^* \) which are used in the definition (2.6) of \( \Phi_2(n) \)) and Dirac systems (2.13), (2.14). This correspondence is given by the formula (2.15).
2.2 Verblunsky-type coefficients and Dirac systems

1. Further in the text, we introduce Verblunsky-type coefficients $\rho_k$ for Dirac systems via matrices $C_k$. The connection between $\rho_k$ and $C_k$ is similar to the connection between Verblunsky coefficients $a_k$ and Szegő recurrences (1.3). The next theorem is a special case of [13, Proposition 2.4]. Note that the paper [13] is dedicated to Dirac systems with $j = \begin{bmatrix} I_{p_1} & 0 \\ 0 & -I_{p_2} \end{bmatrix}$, and Dirac systems considered here appear in [13] when one puts $p_1 = p_2 = p$.

**Proposition 2.6** Let a $2p \times 2p$ matrix $C$ be $j$-unitary and positive. Then, it admits a representation

$$C = \mathcal{D} \mathcal{F},$$

where $\mathcal{F}$ and $\mathcal{D}$ are of the form

$$\mathcal{F} = \begin{bmatrix} I_p & \rho \\ \rho^* & I_p \end{bmatrix}, \quad \mathcal{D} = \text{diag}\left\{ (I_p - \rho\rho^*)^{-\frac{1}{2}}, (I_p - \rho^*\rho)^{-\frac{1}{2}} \right\},$$

$$\rho^*\rho < I_p.$$  \hspace{1cm} (2.33)

**Remark 2.7** Note that $\mathcal{F}\mathcal{D}$ is a well-known expression (such that $\mathcal{F}\mathcal{D} = \mathcal{D}\mathcal{F}$) which is sometimes called the Halmos extension of $\rho$ (see, e.g., [9, p. 167]).

**Remark 2.8** Clearly, there is a unique $\rho$ satisfying (2.32). Namely, partitioning $C$ into $p \times p$ blocks $C = \{c_{ij}\}_{i,j=1}^2$, we express $\rho$ by the formula:

$$\rho = c_{11}^{-1}c_{12}. \hspace{1cm} (2.35)$$

Using Proposition 2.6 and Remark 2.8, we introduce the notion of Verblunsky-type coefficients.

**Definition 2.9** Verblunsky-type coefficients $\rho_k$ of a block Toeplitz matrix $S(n) > 0$ (more precisely, of the pair $\{S(n), \nu\}$) or, equivalently, of the corresponding Dirac system (2.13), (2.14) are given, using representations (2.32) of the matrices $C_k$, by the formulas

$$\rho_k = \left( \begin{bmatrix} I_p & 0 \\ 0 & I_p \end{bmatrix} C_k \begin{bmatrix} I_p \\ 0 \end{bmatrix} \right)^{-1} \begin{bmatrix} I_p & 0 \\ 0 & I_p \end{bmatrix} C_k \begin{bmatrix} 0 \\ I_p \end{bmatrix} \quad (0 \leq k < n), \hspace{1cm} (2.36)$$
where the matrices $C_k$ are expressed via $S(n)$ in (2.15) (using formulas (2.7) and (2.10)).

In view of Theorem 2.5, Proposition 2.6 and Remark 2.8, we can formulate the theorem which confirms the correctness of the Definition 2.9.

**Theorem 2.10** The Verblunsky-type coefficients satisfy the inequalities

$$\|\rho_k\| < 1.$$ 

For each $n \in \mathbb{N}$, there is a one to one correspondence between the pairs $\{S(n), \nu\}$ (of the block Toeplitz matrices $S(n) > 0$ and of the arbitrary $p \times p$ matrices $\nu = \nu^*$ which are used in the definition (2.6) of $\Phi_2(n)$) and the sequences of the coefficients $\rho_k$ such that $\|\rho_k\| < 1$ ($0 \leq k < n$). This correspondence is given by the formula (2.36).

2. Using considerations from Proposition 2.2 and Remark 2.4 we see that if the sequence of Verblunsky-type coefficients $\{\rho_k\}$ ($0 \leq k < N$) corresponds to the pair $\{S(N) = \{s_{j-i}\}_{i,j=1}^N, \nu\}$ (and vice versa), then the sequence $\{\rho_k\}$ ($0 \leq k < n < N$) corresponds to the pair $\{S(n), \nu\}$ with the reduced matrix $S(n) = \{s_{j-i}\}_{i,j=1}^n$ (and the pair $\{S(n), \nu\}$ corresponds to this sequence). Together with Theorem 2.10 it means that there is a one to one correspondence between the infinite sequences of Verblunsky-type coefficients $\{\rho_k\}$ ($0 \leq k < \infty$) and the pairs consisting of $\nu = \nu^*$ and the infinite sequences of the blocks $\{s_k\}$ ($0 \leq k < \infty$) such that $S(n) = \{s_{j-i}\}_{i,j=1}^n > 0$ for all $n \geq 1$. Moreover, in the case $S(n) \geq 0$ for all $n \geq 1$, there is a unique measure $d\tau$ such that (2.1) holds (see, e.g., [7, Theorem 1]). Now, Verblunsky-type theorem below follows from Theorem 2.10.

**Theorem 2.11** There is a one to one correspondence between the pairs consisting of the measures $d\tau$, such that $S(n) > 0$ for all $S(n)$ generated by (2.1) $(n \geq 1)$, and arbitrary $p \times p$ matrices $\nu = \nu^*$ on one side, and the sequences $\{\rho_k\}$ ($0 \leq k < \infty$), where $\|\rho_k\| < 1$ (Verblunsky-type coefficients of the measure), on the other side.

3. The discussed above correspondence between Verblunsky-type coefficients and Dirac systems on one side and block Toeplitz matrices on the
other side is essential for solving inverse spectral problems. We demonstrate this by the result, which is immediate from [12, Theorem 5.2 and Section 6] and from the proof of our Proposition 2.3. We consider in this paragraph Dirac systems on the semiaxis \( k \in \{0, 1, 2, \ldots \} \) (i.e., on the semiaxis \( k \geq 0 \)) and substitute conditions (2.14) on the finite interval by the similar conditions on the semiaxis:

\[
C_k > 0, \quad C_k j C_k = j \quad (0 \leq k < \infty).
\] (2.37)

**Definition 2.12** A \( p \times p \) matrix function \( \varphi(\lambda) \) holomorphic in the lower complex half-plane \( \mathbb{C}_- \) is called a Weyl function for Dirac system (2.13), (2.37) if the inequality

\[
\sum_{k=0}^{\infty} [i \varphi(\lambda)^* I_p] q(\lambda)^k K W_k(\lambda)^* C_k W_k(\lambda) K^* \left[ -\frac{i \varphi(\lambda)}{I_p} \right] < \infty,
\] (2.38)

holds for \( q(\lambda) := |\lambda|^2 (|\lambda|^2 + 1)^{-1} \).

**Theorem 2.13** There is a unique Weyl function \( \varphi(\lambda) \) of Dirac system (2.13), (2.37). This Weyl function admits representation

\[
i \varphi \left( i \frac{(z + 1)}{(z - 1)} \right) = \alpha_0 + \sum_{k=1}^{\infty} s_{-k} z^k,
\] (2.39)

where \( \{s_{j-1}\}_{i,j=1}^{n} > 0 \) for \( s_0 = \alpha_0 + \alpha_0^* \) and for all \( 0 < n < \infty \). Each function \( \varphi(\lambda) \), such that (2.39) holds and \( \{s_{j-1}\}_{i,j=1}^{n} > 0 \) for \( s_0 = \alpha_0 + \alpha_0^* \) and all \( 0 < n < \infty \), is a Weyl function of some Dirac system (2.13), (2.37).

The Dirac system (2.13), (2.37) is uniquely recovered from the Weyl function via the formula (2.15) using definitions (2.4), (2.7), (2.10) and the equality \( \nu = (\alpha_0 - \alpha_0^*)/(2i) \).
3 Verblunsky-type theorems for canonical systems

3.1 Hankel matrices and canonical systems

Consider a self-adjoint $n \times n$ block Hankel matrix $H$ with the $p \times p$ blocks $H_k$ $(0 \leq k \leq 2n - 2)$:

$$H = H(n) = \{H_{i+j-2}\}^{n}_{i,j=1} \quad (n \geq 1).$$ (3.1)

The self-adjoint Hankel matrix (equivalently, the Hankel matrix where $H_k = H_k^*$) satisfies the matrix identity

$$AH - HA^* = i\Pi J\Pi^*, \quad \Pi = \Pi(n) = \begin{bmatrix} \Phi_1(n) & \Phi_2(n) \end{bmatrix},$$ (3.2)

$$A = A(n) = \begin{bmatrix} 0 & 0 & \ldots & 0 & 0 \\ I_p & 0 & \ldots & 0 & 0 \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ 0 & 0 & \ldots & I_p & 0 \end{bmatrix}, \quad J = \begin{bmatrix} 0 & I_p \\ I_p & 0 \end{bmatrix},$$ (3.3)

$$\Phi_1 = \Phi_1(n) = -i \begin{bmatrix} 0 \\ H_0 \\ H_1 \\ \ldots \\ H_{n-1} \end{bmatrix}, \quad \Phi_2 = \Phi_2(n) = \begin{bmatrix} I_p \\ 0 \\ 0 \\ \ldots \\ 0 \end{bmatrix}.$$ (3.4)

Clearly $A$ and $H$ are $np \times np$ matrices and $\Phi_1$ and $\Phi_2$ are $np \times p$ matrices. When we deal with the matrices $A$, $H$ or $\Pi$ with various numbers of block rows, we write $H(n)$, $A(n)$ and $\Pi(n)$ instead of $H$, $A$ and $\Pi$, respectively.

We note that we often use the same notations in Sections 2 and 3 for the notions which play similar roles in the schemes for Toeplitz and Hankel matrices, respectively. One can see that in the case of the Toeplitz matrices $S$ we had $\Phi_1$ independent of the choice of $S$ and $\Phi_2$ depending on this choice, but in the case of the Hankel matrices, $\Phi_2$ does not depend on $H$ and $\Phi_1$ depends (see (3.4)). This difference (which is caused by the literature used in Sections 2 and 3) is mathematically insignificant.

In view of (3.2), an explicit solution of the interpolation problem (i.e., of the truncated Hamburger moment problem) for $H > 0$ is easily obtained via
the method of operator identities [24–27] using V.P. Potapov’s fundamental matrix inequalities [3, 19].

First, introduce several important notations. Recall that the transfer matrix function from [25] is given (for the case of the identity (3.2)) by the formula:

\[ w_A(n, \lambda) = I_{2p} - i\Pi(n)^*H(n)^{-1}(A(n) - \lambda I_{np})^{-1}\Pi(n). \]  

(3.5)

A 2p×p matrix-valued function (matrix function) \( Q(z) \), which is holomorphic in the open upper half-plane \( \mathbb{C}_+ \), is called nonsingular with property-\( J \) if

\[ Q(z)^*Q(z) > 0, \quad Q(z)^*JQ(z) \geq 0. \]  

(3.6)

The matrix function \( Q \) is often partitioned into two \( p \times p \) matrix functions, in which case one speaks about a nonsingular pair with property-\( J \).

Finally, let us denote by \( \mathcal{E}(n) \) the class of nondecreasing \( p \times p \) matrix functions \( \tau(t) \) (\( t \in \mathbb{R} \)) such that

\[ \int_{-\infty}^{\infty} t^{2n-2}d\tau(t) < \infty. \]  

(3.7)

Now, we set

\[ \mathfrak{A}(n, z) = w_A(n, 1/z)^* = w_A(1/z)^*, \]  

(3.8)

and collect the results from [27, pp. 19, 20] into the following theorem.

**Theorem 3.1** Assume that the block Hankel matrix \( H = H(n) \) is positive-definite (i.e., \( H > 0 \)).

Then, the matrix functions \( \varphi(z) = \varphi_Q(z) \) given by the linear fractional transformations

\[ \varphi(z) = i\mathfrak{A}_1(z)Q(z)(\mathfrak{A}_2(z)Q(z))^{-1}, \]  

(3.9)

\[ \mathfrak{A}_1(z) := [I_p \quad 0] w_A(1/z)^*, \quad \mathfrak{A}_2(z) := [0 \quad I_p] w_A(1/z)^*, \]  

(3.10)

where the matrix functions \( Q \) are nonsingular with property-\( J \) and the transfer matrix function \( w_A \) is introduced in (3.5), belong to the Herglotz class,
that is, $\Im(\varphi(z)) \geq 0$ for $z \in \mathbb{C}_+$. Moreover, each matrix function $\varphi(z)$ admits a unique Herglotz representation of the form

$$\varphi(z) = \int_{-\infty}^{\infty} (t - z)^{-1} d\tau(t) < \infty,$$  \hspace{1cm} (3.11)

and $\tau$ in this representation belongs $\mathcal{E}(n)$.

These and only these matrix functions $\tau \in \mathcal{E}(n)$ (i.e., $\tau$ given by (3.9)–(3.11)) satisfy the equalities

$$H_k = \int_{-\infty}^{\infty} t^k d\tau(t) \quad (0 \leq k < 2n - 2),$$  \hspace{1cm} (3.12)

and the inequality

$$H_{2n-2} \geq \int_{-\infty}^{\infty} t^{2n-2} d\tau(t).$$  \hspace{1cm} (3.13)

The proof of the theorem above is based on various statements from several sections in [26, Ch. 1], and we explain in the Appendix which statements from [26, Ch. 1] are used (without formulating some of them directly).

We partition self-adjoint matrices $H(n)$ ($n > 1$) of the form (3.1) into the following blocks

$$H(n) = \begin{bmatrix} H(n-1) & \mathcal{H}_{12}(n) \\ \mathcal{H}_{21}(n) & H_{2n-2} \end{bmatrix}, \quad \mathcal{H}_{12}(n) := \begin{bmatrix} H_{n-1} \\ \vdots \\ H_{2n-3} \end{bmatrix}, \quad \mathcal{H}_{21}(n) = \mathcal{H}_{12}(n)^*.$$  \hspace{1cm} (3.14)

Assuming

$$\det H(n) \neq 0, \quad \det H(n-1) \neq 0,$$  \hspace{1cm} (3.15)

we put

$$T(m) = H(m)^{-1}, \quad \mathcal{H}_{12} = \mathcal{H}_{12}(n), \quad \mathcal{H}_{21} = \mathcal{H}_{21}(n),$$  \hspace{1cm} (3.16)

$$t_n := (H_{2n-2} - \mathcal{H}_{21} T(n-1) \mathcal{H}_{12})^{-1}.$$  \hspace{1cm} (3.17)
Then, the inversion formula below easily follows from the representation (3.14) (and is given in [20, (2.7)]):

\[
T(n) = \begin{bmatrix}
T(n-1) + T(n-1)\mathcal{H}_{12}t_n \mathcal{H}_{21}T(n-1) & -T(n-1)\mathcal{H}_{12}t_n \\
-t_n\mathcal{H}_{21}T(n-1) & t_n
\end{bmatrix}.
\]  
(3.18)

Applying general factorization theorem for transfer matrix functions \(w_A\) [25] (see also [23, Theorem 1.16]) to the case of the Hankel matrix \(H(n)\) and using (3.3), (3.16) and (3.18), we have the factorization

\[
w_A(n, \lambda) = W(n, \lambda)w_A(n-1, \lambda),
\]  
(3.19)

\[
W(n, \lambda) = I_{2p} + \frac{i}{\lambda}J\Pi(n)^* T(n)P_2^* t_n^{-1} P_2 T(n)\Pi(n),
\]  
(3.20)

\[
P_2 = P_2(n) := \begin{bmatrix} 0 & \cdots & 0 & I_p \end{bmatrix} \in \mathbb{C}^{p \times pn}.
\]  
(3.21)

We note that we apply above [23, Theorem 1.16] to the so called symmetric \(S\)-node (see [23, Definition 1.12]). Similar to some other notations, we omit the variable \(n\) in \(P_2(n)\) and write simply \(P_2\) when the order of \(P_2\) is clear from the context.

When \(H(n) > 0\), the equalities \(\det H(k) \neq 0\) hold for \(1 \leq k \leq n\), and so we may factorize successively \(w_A(n-1), w_A(n-2), \ldots, w_A(2)\). Thus, we can rewrite (3.19) in the form

\[
w_A(n, \lambda) = w_n(\lambda)w_{n-1}(\lambda) \cdots w_1(\lambda),
\]  
(3.22)

\[
w_k(\lambda) := W(k, \lambda) \quad (k > 1), \quad w_1(\lambda) := w_A(1, \lambda).
\]  
(3.23)

It is also easy to see that in the case \(H(n) > 0\) we have

\[
t_k > 0 \quad (1 \leq k \leq n), \quad w_A(1, \lambda) = I_{2p} + \frac{i}{\lambda}J \begin{bmatrix} 0 \\ I_p \end{bmatrix} H_0^{-1} \begin{bmatrix} 0 & I_p \end{bmatrix}.
\]  
(3.24)

It follows from (3.20)–(3.24) that the system

\[
y_{k+1} = w_{k+1}(\lambda)y_k \quad (0 \leq k < n)
\]  
(3.25)

is a discrete canonical system (which is generated by the Hankel matrix \(H(n)\)). More precisely, we have the following proposition.
Proposition 3.2 Each Hankel matrix $H(n) > 0$ determines a canonical system
\[
y_{k+1} = w_{k+1}(\lambda)y_k \quad (0 \leq k < n), \quad w_{k+1}(\lambda) = I_{2p} + \frac{i}{\lambda}JQ_k; \quad (3.26)
\]
\[
Q_k = \Pi(k + 1)^*T(k + 1)P_2^{*t_{k+1}}P_2T(k + 1)\Pi(k + 1) \quad (1 \leq k), \quad (3.27)
\]
\[
Q_0 = \begin{bmatrix} 0 \\ I_p \end{bmatrix} H_0^{-1} \begin{bmatrix} 0 & I_p \end{bmatrix}, \quad (3.28)
\]
where $T(m) = H(m)^{-1}$. The matrices $Q_k$ ($0 \leq k < r < n$), that is the first $r$ values of the Hamiltonian $\{Q_k\}$, are determined by the blocks $H_k$ ($0 \leq k \leq 2r - 2$) of $H(n)$.

3.2 Verblunsky-type coefficients and canonical systems

1. According to (3.27) and (3.28), we have
\[
Q_k = \omega_k^{*t_{k+1}}\omega_k, \quad (3.29)
\]
\[
\omega_k := P_2T(k + 1)\Pi(k + 1) \quad (0 \leq k < n). \quad (3.30)
\]
Here we take into account that in the special case $k = 0$ we have
\[
A(1) = 0, \quad \Pi(1) = \begin{bmatrix} 0 & I_p \end{bmatrix}, \quad P_2(1) = I_p, \quad T(1) = t_1 = H_0^{-1}. \quad (3.31)
\]
In order to show that $\omega_k$ may be considered as Verblunsky-type coefficients, we need to study their properties. In particular, similar to the case of Toeplitz matrices (see the proof of (2.19)), we need an expression for $t_{k+1}$.

Proposition 3.3 The matrices $\omega_k$ introduced in (3.30) have the following properties:
\[
\omega_0 \begin{bmatrix} I_p \\ 0 \end{bmatrix} = 0, \quad \omega_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix} = t_1; \quad (3.32)
\]
\[
\omega_k J\omega_k^* = 0, \quad i\omega_k J\omega_k^* = t_{k+1} \quad (0 < k < n). \quad (3.33)
\]
Proof. The properties (3.32) of $\omega_0$ are immediate from (3.30) and (3.31).
The matrix identity (3.2) implies that
\[ T(k + 1)A - A^*T(k + 1) = iT(k + 1)\Pi(k + 1)J\Pi(k + 1)^*T(k + 1). \] (3.34)

In view of (3.3) and (3.34), we obtain
\[ P_2T(k + 1)\Pi(k + 1)J\Pi(k + 1)^*T(k + 1)P_2^* = 0. \]

Now, the first equality in (3.33) follows from the definition of \( \omega_k \) in (3.30).

According to (3.4) and the definition of \( \omega_{k-1} \), we have the formula
\[ \omega_{k-1}^* = \Pi(k + 1)^* \begin{bmatrix} T(k) \\ 0 \end{bmatrix} P_2(k)^*. \] (3.35)

Taking into account (3.30), (3.35) and (3.2), we derive
\[ \omega_k J \omega_{k-1}^* = P_2T(k + 1)\Pi(k + 1)J\Pi(k + 1)^* \begin{bmatrix} T(k) \\ 0 \end{bmatrix} P_2(k)^*. \] (3.36)
\[ = -iP_2(T(k + 1)A(k + 1)H(k + 1) - A(k + 1)^*) \begin{bmatrix} T(k) \\ 0 \end{bmatrix} P_2(k)^*. \]

Definitions (3.3) and (3.21) imply \( P_2A^* = 0 \), and so we rewrite (3.36) in the form
\[ \omega_k J \omega_{k-1}^* = -iP_2(k + 1)T(k + 1)A(k + 1)H(k + 1) \begin{bmatrix} T(k) \\ 0 \end{bmatrix} P_2(k)^*. \] (3.37)

Using the partitioning (3.14) of \( H(k + 1) \) and recalling again the definitions (3.3) and (3.21), we obtain
\[ A(k + 1)H(k + 1) \begin{bmatrix} T(k) \\ 0 \end{bmatrix} P_2(k)^* = P_2(k + 1)^*. \] (3.38)

Substitute (3.38) into (3.37) and use (3.18) in order to derive
\[ \omega_k J \omega_{k-1}^* = -iP_2(k + 1)T(k + 1)P_2(k + 1)^* = -it_{k+1}. \] (3.39)

The second equality in (3.33) is immediate from (3.39). ■

Formulas (3.29), (3.32) and (3.33) yield the corollary
Corollary 3.4  The Hamiltonian \( \{Q_k\} \) is expressed via \( \{\omega_k\} \) by the relation

\[
Q_0 = \omega_0^* \left( \omega_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix} \right)^{-1} \omega_0, \quad Q_k = \omega_k^* (i \omega_k J \omega_{k-1}^*)^{-1} \omega_k \quad (0 < k < n). \tag{3.40}
\]

Definition 3.5  Verblunsky-type coefficients \( \omega_k \) of a block Hankel matrix \( H(n) > 0 \) or, equivalently, of the corresponding canonical system (3.26)–(3.28) are given by the formula (3.30).

We note that Verblunsky-type coefficients introduced above may be considered as a parametrization of Hankel matrices. Such parametrization is directly connected with the spectral theory and is essentially simpler than the important Catalan or canonical Hankel parametrizations (see, e.g., [1, 11]).

Proposition 3.6  Each block Hankel matrix \( H(n) > 0 \) is uniquely defined by its Verblunsky-type coefficients \( \omega_k \) \((0 \leq k < n)\).

Proof. Since \( \{\omega_k\} \) \((0 \leq k < n)\) are Verblunsky-type coefficients of \( H(n) \), it is easy to see that each subsequence \( \{\omega_k\} \) \((0 \leq k < r < n)\) is the sequence of Verblunsky-type coefficients of \( H(r) \). Now, we prove the proposition by induction. It follows from (3.31) and (3.32) that

\[
H_0 = \left( \omega_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix} \right)^{-1}. \tag{3.41}
\]

Assume that \( H(r) \) is uniquely determined by the subsequence \( \{\omega_k\} \) \((0 \leq k < r < n)\) and let us show that the sequence \( \{\omega_k\} \) \((0 \leq k < r + 1)\) determines further blocks \( H_{2r-1} \) and \( H_{2r} \) of \( H(r+1) \).

Setting \( n = r + 1 \) in formulas (3.8), (3.22), (3.26) and in Theorem 3.1 and taking into account (3.40), we see that \( \mathcal{A}(r+1, z) \) is uniquely determined by the sequence \( \{\omega_k\} \) \((0 \leq k < r + 1)\), and so the set of functions \( \varphi(z) \) of the form (3.9) is uniquely determined by this sequence as well. Moreover, formulas (3.11), (3.12) and representation

\[
\frac{1}{u - z} = \frac{1}{z} \left( (u/z)^{2r+1} \left( 1 - \frac{u}{z} \right)^{-1} + \sum_{k=0}^{2r} (u/z)^k \right)
\]
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yield the asymptotic formula
\[
\varphi(z) = -\sum_{k=0}^{2r-1} \frac{1}{z^{k+1}} H_k + \frac{1}{z^{2r+1}} \tilde{H}_{2r} + \mathcal{O}\left(\frac{1}{z^{2r+1}}\right)
\] (3.42)

for \( z \) tending nontangentially to infinity in \( \mathbb{C}_+ \). Thus, \( \varphi(z) \) and so \( \{\omega_k\} \) \((0 \leq k < r + 1)\) determine uniquely the block \( H_{2r-1} \).

Finally, given the blocks \( H_0, \ldots, H_{2r-1} \) we recover \( H_{2r} \) using the second equalities in (3.17) and (3.33):
\[
H_{2r} = (i\omega_r J\omega_r^{*})^{-1} + \mathcal{H}_{21}(r+1)T(r)\mathcal{H}_{12}(r+1).
\] (3.43)

2. Some modification of the proof of Proposition 3.6 will show that each sequence \( \{\omega_k\} \) with the properties discussed in Proposition 3.3 is a sequence of Verblunsky-type coefficients of some Hankel matrix. Namely, we will prove the following proposition.

**Proposition 3.7** Each sequence \( \{\omega_k\} \) \((0 \leq k < n)\) of \( p \times 2p \) matrices, such that
\[
\begin{align*}
\omega_0 \begin{bmatrix} I_p \\ 0 \end{bmatrix} &= 0, \quad \omega_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix} > 0; \\
\omega_k J\omega_k^* &= 0, \quad i\omega_k J\omega_{k-1}^* > 0 \quad (0 < k < n),
\end{align*}
\] (3.44)
\[
\begin{align*}
\omega_0 \begin{bmatrix} I_p \\ 0 \end{bmatrix} &= 0, \quad \omega_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix} > 0; \\
\omega_k J\omega_k^* &= 0, \quad i\omega_k J\omega_{k-1}^* > 0 \quad (0 < k < n),
\end{align*}
\] (3.45)
is a sequence of Verblunsky-type coefficients of some block Hankel matrix \( H(n) \).

**Proof.** Similar to the proof of Proposition 3.3 we prove this proposition by induction. Setting \( H_0 = \left(\omega_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix}\right)^{-1} \), we see from (3.30) and (3.31) that \( \omega_0 \) is the Verblunsky-type coefficient of \( H_0 > 0 \).

Assume that the subsequence \( \{\omega_k\} \) \((0 \leq k < r < n)\) is the sequence of Verblunsky-type coefficients of a block Hankel matrix \( H(r) > 0 \). In order to show that \( \{\omega_k\} \) \((0 \leq k < r + 1)\) is again a sequence of Verblunsky-type coefficients, we will determine the blocks \( H_{2r-1} \) and \( H_{2r} \) of some extension \( H(r+1) \)
of \(H(r)\) and will prove further that \(\{\omega_k\} \quad (0 \leq k < r + 1)\) are Verblunsky-type coefficients of this \(H(r + 1)\). For this, we need some preparations.

Setting \(n = r\) in Theorem 3.1 and putting

\[ Q(z) \equiv \omega_r^*, \quad (3.46) \]

we see that \(Q\) satisfies (3.6) and the conditions of Theorem 3.1 are fulfilled. Moreover, \(\varphi(z)\) given by (3.9), where \(Q \equiv \text{const}\), is a rational matrix function and may be considered as a rational meromorphic function on \(\mathbb{C}\). In order to show that

\[ \varphi(z) = \varphi(z)^* \quad \text{for} \quad z \in \mathbb{C}, \quad Q \equiv \omega_r^*, \quad (3.47) \]

we write a useful more general formula for \(\varphi\) (i.e., for \(\varphi_Q\)) and another function \(\hat{\varphi} = \varphi_Q\) given by (3.9) after substitution there of some \(\hat{Q}\) instead of \(Q\) (and of \(r\) instead of \(n\)). Namely, we note that in view of [23, (1.84)] we have \(w_A(z)Jw_A(z)^* = J\), and so (3.8) yields \(A(z)^*J\mathfrak{A}(z) = J\). Hence, (3.9) yields the relation

\[ \varphi(z) - \varphi(z)^* = i((\mathfrak{A}_2(z)\hat{Q})^{-1})^*\hat{Q}^*\mathfrak{A}_2(z)^*\mathfrak{A}_1(z) + \mathfrak{A}_1(z)^*\mathfrak{A}_2(z))Q(\mathfrak{A}_2(z)Q)^{-1} \]

\[ = i((\mathfrak{A}_2(z)\hat{Q})^{-1})^*\hat{Q}^*J\mathfrak{A}(z)Q(\mathfrak{A}_2(z)Q)^{-1} \]

\[ = i((\mathfrak{A}_2(z)\hat{Q})^{-1})^*\hat{Q}^*J\mathfrak{A}(z)Q(\mathfrak{A}_2(z)Q)^{-1}. \quad (3.48) \]

Setting

\[ \hat{Q} = Q, \quad \hat{\varphi} = \varphi, \quad (3.49) \]

and taking into account that \(\omega_rJ\omega_r^* = 0\), we see that (3.48) implies (3.47).

Formula (3.47) shows that \(\tau\) in (3.11) is piecewise constant with a finite number of jumps. Now, similar to the case (3.42), relations (3.11) and (3.12) yield asymptotic formula

\[ \varphi(z) = - \left( \sum_{k=0}^{2r-3} \frac{1}{\omega_{k+1}} H_k + \frac{1}{z^{2r-1}} \hat{H}_{2r-2} + \frac{1}{z^{2r}} \hat{H}_{2r-1} \right) + O \left( \frac{1}{z^{2r+1}} \right) \quad (3.50) \]

for \(z \to \infty\), and we set

\[ H_{2r-1} = \hat{H}_{2r-1}, \quad H_{2r} = (i\omega_rJ\omega_r^*-1) + \mathcal{H}_{21}(r+1)T(r)\mathcal{H}_{12}(r+1). \quad (3.51) \]
The inversion formula (of the form (3.18)) for the extension $H(r + 1)$ of $H(r)$ (defined via (3.51)) is constructed using a triangular factorization of $H(r + 1)$ and it is easy to see that the invertibility of $H(r + 1)$ follows from the invertibility of $H(r)$ and of $H_{2r} - \mathcal{H}_{21}(r + 1)T(r)\mathcal{H}_{12}(r + 1)$. Moreover, rewriting (3.18) for $T(r + 1) = H(r + 1)^{-1}$ we have

$$T(r + 1) = \begin{bmatrix} T(r) & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} T(r)H_{12} \\ -I_p \end{bmatrix} t_{r+1} \begin{bmatrix} H_{12}^*T(r) & -I_p \end{bmatrix} > 0, \quad (3.52)$$

and so $H(r + 1) = T(r + 1)^{-1} > 0$. Thus, $H(r + 1)$ generates a sequence of Verblunsky-type coefficients $\omega_0, \ldots, \omega_{r-1}, \tilde{\omega}_r$ and it remains to show that

$$\tilde{\omega}_r = \omega_r, \quad (3.53)$$

where $\omega_r$ was given in the conditions of the proposition and was applied to the construction of $H(r + 1)$ in (3.50), (3.51).

Since $\tilde{\omega}_r$ is a Verblunsky-type coefficient, it follows from Proposition 3.3 that $-i\omega_{r-1}J\tilde{\omega}_r^* = t_{r+1}$. On the other hand, from (3.17) and (3.51) we derive $-i\omega_{r-1}J\omega_r^* = t_{r+1}$. Hence, the formula below is valid:

$$-i\omega_{r-1}J\tilde{\omega}_r^* = t_{r+1} = -i\omega_{r-1}J\omega_r^*. \quad (3.54)$$

Setting $n = r + 1$ and $Q = \tilde{Q} \equiv \tilde{\omega}_r^*$ in Theorem 3.1, we construct via (3.9) a function $\tilde{\varphi}(z)$. Similar to (3.47) we have the equality

$$\tilde{\varphi}(z) = \tilde{\varphi}(z)^*. \quad (3.55)$$

Similar to (3.42) and (3.50), the function $\tilde{\varphi}$ has the asymptotic expansion

$$\tilde{\varphi}(z) = -\sum_{k=0}^{2r-1} \frac{1}{z^{k+1}} H_k + O\left(\frac{1}{z^{2r+1}}\right). \quad (3.56)$$

According to (3.8), (3.22), (3.26) and (3.29), we may factorize $\mathfrak{A}(r + 1, z)$ from the representation (3.9) of $\tilde{\varphi}$ in the following way:

$$\mathfrak{A}(r + 1, z) = \mathfrak{A}(r, z)(I_{2p} - iz\tilde{\omega}_r^*t_{r+1}^{-1}\tilde{\omega}_rJ). \quad (3.57)$$
Taking into account the property \( \tilde{\omega}_r J \tilde{\omega}_r^* = 0 \) of the Verblunsky-type coefficient \( \tilde{\omega}_r \) and the equality \( \hat{Q} \equiv \tilde{\omega}_r^* \), we obtain from (3.57) the relation
\[
\mathfrak{A}(r + 1, z) \hat{Q} = \mathfrak{A}(r, z) \tilde{Q}.
\]
(3.58)

Therefore, we set \( \hat{Q} = \tilde{Q} \) and rewrite the representation of \( \tilde{\varphi} \) of the form (3.9) in terms of \( \mathfrak{A}(r, z) \) instead of \( \mathfrak{A}(r + 1, z) \):
\[
\tilde{\varphi}(z) = \hat{\varphi}(z) = \hat{\varphi}(\bar{z})^* = i \mathfrak{A}_1(z) \hat{Q}(\mathfrak{A}_2(z) \hat{Q})^{-1},
\]
(3.59)
\[
\mathfrak{A}_1(z) := [I_p \ 0] \mathfrak{A}(r, z), \quad \mathfrak{A}_2(z) := [0 \ I_p] \mathfrak{A}(r, z), \quad \hat{Q} = \hat{\tilde{Q}} = \tilde{\omega}_r^*.
\]
(3.60)

We note that \( \mathfrak{A}(r, z) = \prod_{k=0}^{r-1} (I_{2p} - izQ_k J) \), and so in view of (3.29), (3.32) and (3.33) the leading terms of the matrix polynomials \( \mathfrak{A}_2(z) \mathfrak{Q} \) and \( \mathfrak{A}_2 \hat{\mathfrak{Q}} \) have the form
\[
\mathfrak{A}_2(z) \mathfrak{Q} = (-i \omega_r J \mathfrak{Q}) z^r + O(z^{r-1}), \quad \mathfrak{A}_2(z) \hat{\mathfrak{Q}} = (-i \omega_r J \hat{\mathfrak{Q}}) z^r + O(z^{r-1}).
\]
(3.61)

Using (3.46), (3.54) and the third equality in (3.60), we rewrite (3.61) as:
\[
\mathfrak{A}_2(z) \mathfrak{Q} = t_{r+1} z^r + O(z^{r-1}), \quad \mathfrak{A}_2(z) \hat{\mathfrak{Q}} = t_{r+1} z^r + O(z^{r-1}).
\]
(3.62)

According to (3.48), (3.59) and (3.62), we have
\[
\varphi(z) - \hat{\varphi}(z) = iz^{-2r} (t_{r+1}^{-1} \hat{Q}^* J \hat{Q} t_{r+1}^{-1}) + O(z^{-2r-1}).
\]
(3.63)

On the other hand, from (3.50), (3.51) and (3.56) we derive
\[
\varphi(z) - \hat{\varphi}(z) = z^{-2r+1} (H_{2r-2} - \hat{H}_{2r-2}) + O(z^{-2r-1}).
\]
(3.64)

Compare (3.63) and (3.64) in order to see that
\[
H_{2r-2} = \hat{H}_{2r-2}, \quad \hat{Q}^* J \mathfrak{Q} = 0.
\]
(3.65)

Formula (3.46) and the last equalities in (3.60) and (3.65) show that
\[
\tilde{\omega}_r J \omega_r^* = 0.
\]
(3.66)
Relations (3.44), (3.45), (3.54), (3.66) and $\tilde{\omega}_r J \tilde{\omega}_r^* = 0$ imply the following equalities

$$K J K^* = \begin{bmatrix} 0 & t_{r+1} \\ t_{r+1} & 0 \end{bmatrix}, \quad K \omega_r^* = K \tilde{\omega}_r^* = \begin{bmatrix} 0 \\ t_{r+1} \end{bmatrix} \text{ for } K := \begin{bmatrix} \omega_r J \\ -i\omega_{r-1}.J \end{bmatrix}. $$

In view of the first equality in the formula above, we have $\det K \neq 0$, and so the second equality yields (3.53).

The first equality in (3.65) means that for $Q = \omega_r^*$ the inequality in (3.13), where $n$ is substituted for $r$, turns into equality. Note also that if $Q$ satisfies (3.6) (i.e., $Q$ is nonsingular with property-$J$), then the matrix $Qu$, where $u$ is a $p \times p$ matrix and $\det u \neq 0$, is nonsingular with property-$J$ as well. Moreover, $\varphi$ in (3.9) does not change if we substitute $Q$ by $Qu$, that is, $\varphi_Q = \varphi_{Qu}$. Hence, we may talk about $Q = \omega_r^* u$ and have the following corollary.

**Corollary 3.8** When $Q$ in Theorem 3.1 has the properties

$$Q^* J Q = 0, \quad \det(\omega_{n-1} J Q) \neq 0, \quad (3.67)$$

this $Q$ is nonsingular with property-$J$ and the equality

$$H_{2n-2} = \int_{-\infty}^{\infty} t^{2n-2} d\tau(t) \quad (3.68)$$

is valid.

Propositions 3.6 and 3.7 imply the Verblunsky-type theorem below.

**Theorem 3.9** There is a one to one correspondence between Hankel matrices $H(n) > 0$ ($n \in \mathbb{N}$) and their Verblunsky-type coefficients.

The blocks of $H(n)$ are recovered from the Verblunsky-type coefficients of $H(n)$ successively. Namely, $H_0$ is recovered from (3.41), the block $H_{2r-1}$ ($r > 0$) is uniquely recovered from the asymptotic expansions (3.42) of the matrix functions $\varphi(z) = i\mathcal{A}_1(r+1, z)Q(z)(\mathcal{A}_2(r+1, z)Q(z))^{-1}$, and the matrix $H_{2r}$ is recovered (after we have $H_{2r-1}$) from (3.43).

For each fixed $n \in \mathbb{N}$, the set of the sequences $\omega_k \ (0 \leq k < n)$ of Verblunsky-type coefficients of Hankel matrices $H(n) > 0$ coincides with the set of sequences of matrices $\omega_k$ satisfying (3.44) and (3.45).
3. Now, we will consider interconnections between canonical systems generated by Hankel matrices \( H(n) \) and Verblunsky-type coefficients of these matrices in greater detail.

**Proposition 3.10** For each fixed \( n \in \mathbb{N} \), the set of canonical systems (3.26)–(3.28) generated by the Hankel matrices \( H(n) > 0 \) coincides with the set of canonical systems

\[
y_{k+1} = w_{k+1}(\lambda)y_k, \quad w_{k+1}(\lambda) = I_{2p} + \frac{i}{\lambda}JQ_k, \quad Q_k = \gamma_k^*\gamma_k, \quad (3.69)
\]

where \( \gamma_k \in \mathbb{C}^{p \times 2p} \) (0 \( \leq k < n \)) and

\[
\gamma_0 \begin{bmatrix} I_p \\ 0 \end{bmatrix} = 0, \quad \gamma_k J\gamma_k^* = 0, \quad \det \gamma_{k-1} J\gamma_k^* \neq 0 \quad (0 < k < n). \quad (3.70)
\]

**Proof.** According to (3.29), (3.32) and (3.33), each canonical system (3.26)–(3.28) generated by some Hankel matrix \( H(n) > 0 \) has the form (3.69), (3.70), where \( \gamma_k = t_{k+1}^{-1/2} \omega_k \) (0 \( \leq k < n \)).

On the other hand, for each system (3.69), (3.70) we may choose successively (for the increasing values of \( k \)) such pairs of unitary matrices \( u_k \) and \( p \times 2p \) matrices \( \omega_k \) that

\[
u_0 \gamma_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix} > 0, \quad \omega_0 := \left( u_0 \gamma_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix} \right) u_0 \gamma_0;
\]

\[
iu_k \gamma_k J\omega_k^* > 0, \quad \omega_k := (iu_k \gamma_k J\omega_k^*) u_k \gamma_k \quad (0 < k < n). \quad (3.71)
\]

Clearly, the existence of the corresponding matrices \( u_k \) follows from the third relation in (3.70) and from the existence of polar decompositions of square complex matrices. Taking into account (3.71) and (3.72), we obtain

\[
\omega_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix} = \left( u_0 \gamma_0 \begin{bmatrix} 0 \\ I_p \end{bmatrix} \right)^2 > 0, \quad i\omega_k J\omega_k^* = (iu_k \gamma_k J\omega_k^*)^2 > 0 \quad (3.73)
\]

for \( k > 0 \). Formulas (3.70)–(3.73) imply that the conditions (3.44) and (3.45) hold, that is, by virtue of Proposition 3.7 the matrices \{\( \omega_k \)\} are Verblunsky-type coefficients. Moreover, in view of (3.71)–(3.73), the Hamiltonian \( Q_k = \gamma_k^*\gamma_k \) coincides with the matrices \( Q_k \) in (3.40). Hence, Corollary 3.4 yields
that the system (3.69), (3.70) is generated by the Hankel matrix $H(n) > 0$
determined via the constructed above Verblunsky-type coefficients $\{\omega_k\}$. ■

In the proof of Proposition 3.10, we have shown that each canonical sys-
tem (3.69), (3.70) is determined via a sequence of Verblunsky-type coef-
cients using relations (3.40). Let us prove the uniqueness of the sequence
of Verblunsky-type coefficients, which determines any fixed system (3.69),
(3.70). Indeed, let Verblunsky-type coefficients $\{\omega_k\}$ determine system (3.69),
(3.70). Then, comparing equalities in (3.40) with $Q_k = \gamma_k^* \gamma_k$, for some ma-
trices $q_k$ we have
\[
\omega_k = q_k \gamma_k, \quad \det q_k \neq 0. \tag{3.74}
\]
In particular, we have
\[
\omega_0 = \begin{bmatrix} 0 & \varkappa \end{bmatrix} \quad (\varkappa > 0), \quad \gamma_0 = \begin{bmatrix} 0 & \chi \end{bmatrix} \quad (\det \chi \neq 0). \tag{3.75}
\]
Hence, (3.40) and (3.74) for $k = 0$ imply $q_0 \chi = \chi^* \chi$, and $q_0$ is uniquely defined. Assume that the matrices $q_0, \ldots, q_{r-1}$ are uniquely defined and
consider $Q_r = \gamma_r^* \gamma_r$. The formulas (3.40) and (3.74) for $k = r$ yield now
\[
q_r^*(iq_r \gamma_r J \omega_r^* - 1) q(r) = I_p, \quad \text{e.g.,} \quad q(r)^* = i \gamma_r J \omega_r^* - 1.
\]
Thus, $q(r)$ and $\omega_r$ are uniquely defined. We proved by induction the following
corollary.

**Corollary 3.11** There is a one to one correspondence between Verblunsky-
type coefficients and canonical systems (3.69), (3.70). This correspondence
is given by the formula (3.40).

**Remark 3.12** It follows from Corollary 3.11 that there is a one to one cor-
respondence between infinite sequences $\{\omega_k\}$ (0 ≤ $k < \infty$) satisfying relations (3.44) and (3.45), where $n$ is substituted by $\infty$ (i.e., infinite sequences
of Verblunsky-type coefficients), and canonical systems (3.69), (3.70) on the
semiaxis $k \geq 0$ (i.e., systems (3.69), (3.70) with $n$ substituted in (3.70) by
$\infty$). It follows also from Theorem 3.9 that there is a one to one corre-
spondence between infinite sequences of the blocks $\{H_k\}$, such that all the matrices
$H(n) = \{H_{i+j-2}\}_{i,j=1}^n$ ($n \geq 0$) are positive-definite, and infinite sequences of
Verblunsky-type coefficients.
4. Consider system (3.69), (3.70) on the semiaxis $k \geq 0$. In order to establish connections with the spectral theory, we will need the definition of the spectral function of the discrete canonical system from [26, Section 8]. For this purpose, we introduce the spaces $\ell^2_Q$ and $L^2(\tau)$, where $Q(k) = Q_k \geq 0$ and $\tau$ is a non-decreasing $p \times p$ matrix function on $\mathbb{R}$. The scalar product in $\ell^2_Q$ is given by the formula $(h, \tilde{h})_Q = \sum_{k=0}^{\infty} \tilde{h}(k)^* Q_k h(k)$ and the scalar product in $L^2(\tau)$ is given by the formula $(f, \tilde{f})_\tau = \int_{-\infty}^{\infty} \tilde{f}(t)^* d\tau(t) f(t)$. Denote the normalized fundamental solution of the system (3.69), (3.70) ($k \geq 0$) by $Y$, that is, let $Y$ satisfy relations

$$Y(k + 1, \lambda) - Y(k, \lambda) = \frac{i}{\lambda} JQ_k Y(k, \lambda) \quad (k \geq 0), \quad Y(0) = I_p.$$  \hspace{1em} (3.76)

Finally, introduce the operator $V$ from $\ell^2_Q$ into $L^2(\tau)$ by its action on the functions with finite support:

$$(V h)(\lambda) = [0 \ I_p]^T \sum_{k=0}^{\infty} Y(k, \frac{1}{\lambda})^* Q_k h(k).$$ \hspace{1em} (3.77)

**Definition 3.13** A non-decreasing $p \times p$ matrix function $\tau$ on $\mathbb{R}$ is called a spectral function of the system (3.69), (3.70) on the semiaxis $k \geq 0$ if $V$ given in (3.77) is an isometric mapping into $L^2(\tau)$.

Although we restricted the definition above to the system, which we consider here, it is clear that the same definition works for all canonical systems.

Slightly rephrasing Corollaries 8.2.1 and 8.2.3 from [26] we obtain the following theorem.

**Theorem 3.14** A non-decreasing $p \times p$ matrix function $\tau$ on $\mathbb{R}$ is a spectral function of some system (3.69), (3.70) on the semiaxis $k \geq 0$ if and only if all the blocks given by

$$H_k = \int_{-\infty}^{\infty} t^k d\tau(t) \quad (k \geq 0)$$ \hspace{1em} (3.78)

are well-defined and all the matrices $H(n) = \{H_{i+j-2}\}_{i,j=1}^{n}$ ($n \geq 1$) are positive-definite. Moreover, if $\tau$ is, indeed, a spectral function of some system (3.69), (3.70), it is a spectral function of only one system (3.69), (3.70) ($k \geq 0$).
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A Appendix

Proof of Theorem 3.1. When looking at this proof, one has to take into account that \( H \) is a particular case of operators \( S \) in [26], and that the notations \( \beta \) and \( \alpha \) are used in [26] instead of \( \mu \) and \( \nu \) in the Herglotz representation (A.80). Since

\[
H > 0; \quad \Phi_2g \neq 0 \quad \text{for all} \quad g \neq 0 \quad (g \in \mathbb{C}^p); \quad \sigma(A) = 0 \quad \text{(A.79)}
\]

(where \( \sigma(A) \) means the spectrum of \( A \)), the conditions of [26, Theorem 1.4.2] are fulfilled. Thus, the set of functions (matrix functions) \( \varphi(z) \) constructed in (3.9) coincides with the set of holomorphic (in \( \mathbb{C}_+ \)) solutions of the fundamental Potapov’s inequality [26, (1.2.1)].

In particular, the inequality

\[
(\varphi(z) - \varphi(z)^*)/(z - \overline{z}) \geq 0
\]

is immediate from [26, (1.2.1)], that is, the functions \( \varphi(z) \) belong to the Herglotz class. Hence, the functions \( \varphi \) admit Herglotz representation

\[
\varphi(z) = \mu z + \nu + \int_{-\infty}^{\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) d\tau(t) \quad (\mu \geq 0, \quad \nu = \nu^*). \quad \text{(A.80)}
\]

Moreover, according to [26, Theorem 1.3.1] the nondecreasing \( p \times p \) matrix functions \( \tau \) in (A.80) belong to \( \mathcal{E}(n) \). Hence, the right-hand sides of (3.12) and (3.13) are well-defined. The inequality (3.13) itself follows from the inequality

\[
H \geq H_\tau := \int_{-\infty}^{\infty} (I_{np} - tA)^{-1}\Phi_2d\tau(t)\Phi_2^*(I_{np} - tA^*)^{-1} \quad \text{(A.81)}
\]

given on [26, p. 7] and from the easy relation

\[
(I_{np} - zA)^{-1}\Phi_2 = \begin{bmatrix}
I_p \\
zI_p \\
\vdots \\
z^{n-1}I_p
\end{bmatrix}, \quad \text{(A.82)}
\]
Recall that ϕ satisfies the Potapov’s inequality [26, (1.2.1)]. Therefore, we may use [26, Lemma 1.3.1], and, more precisely, the equality

\[ \Phi_2 \mu \Phi_2^* = A(H - H_\tau)A^*. \] (A.83)

In view of the definitions (3.3) and (3.4) of A and Φ₂, formula (A.83) yields

\[ \mu = 0. \] (A.84)

Taking into account the definition of H_τ in (A.81) and relations (A.82) and (A.84), we see that the same formula (A.83) implies (3.12).

Finally, from [26, Proposition 1.3.1] we obtain

\[ \nu = \int_{-\infty}^{\infty} \frac{t}{1 + t^2} d\tau(t). \] (A.85)

Substituting (A.84) and (A.85) into (A.80), we derive (3.11).

We have shown that for all ϕ constructed in (3.9) relations (3.11)–(3.13) hold. It remains to prove that all nondecreasing functions τ satisfying (3.12) and (3.13) are described via the set of ϕ constructed in (3.9).

Indeed, assume that (3.12) and (3.13) hold for some nondecreasing τ(t), and define μ and ν via (A.84) and (A.85). Then, [26, Lemma 1.1.2] together with (3.12) and (3.13) shows that [26, (1.1.11)] is valid. Hence, by virtue of [26, Corollary 1.2.1], the function ϕ(z) determined by our τ via (3.11) satisfies Potapov’s inequality [26, (1.2.1)]. As discussed at the beginning of the proof, this means that ϕ is one of the functions constructed in (3.9), that is, τ belongs to the set given by (3.9)–(3.11). ■

References

[1] M. Aigner, A course in enumeration. Graduate Texts in Mathematics, 238. Springer, Berlin, 2007.

[2] N.I. Akhiezer, The classical moment problem and some related questions in analysis. Hafner Publishing Co., New York, 1965.

[3] American Mathematical Society Translations. Series 2. Vol. 138. Seven papers translated from the Russian, American Mathematical Society, Providence, RI, 1988.
[4] F.V. Atkinson, Discrete and continuous boundary problems. Mathematics in Science and Engineering, Vol. 8 (Academic Press, New York-London, 1964).

[5] R. Beals and R. Wong, Special functions and orthogonal polynomials, Cambridge University Press, Cambridge, 2016.

[6] D. Damanik, A. Pushnitski and B. Simon, The analytic theory of matrix orthogonal polynomials. Surv. Approx. Theory 4 (2008), 1–85.

[7] Ph. Delsarte, Y.V. Genin and Y.G. Kamp, Orthogonal polynomial matrices on the unit circle. IEEE Transactions on Circuits and Systems CAS-25 (1978), 149–160.

[8] M. Derevyagin and B. Simanek, Szegö’s theorem for a nonclassical case. J. Funct. Anal. 272 (2017), no. 6, 2487–2503.

[9] V.K. Dubovoj, B. Fritzsche, and B. Kirstein, Matricial version of the classical Schur problem, Teubner-Texte zur Mathematik [Teubner Texts in Mathematics] 129, B.G. Teubner Verlagsgesellschaft mbH, Stuttgart, 1992.

[10] J. Eckhardt, F. Gesztesy, R. Nichols, A.L. Sakhnovich and G. Teschl, Inverse spectral problems for Schrödinger-type operators with distributional matrix-valued potentials. Differential Integral Equations 28 (2015), no. 5-6, 505–522.

[11] B. Fritzsche, B. Kirstein and C. Mäddler, On Hankel nonnegative definite sequences, the canonical Hankel parametrization, and orthogonal matrix polynomials. Complex Anal. Oper. Theory 5 (2011), no. 2, 447–511.

[12] B. Fritzsche, B. Kirstein, I. Roitberg and A.L. Sakhnovich, Weyl matrix functions and inverse problems for discrete Dirac-type self-adjoint systems: explicit and general solutions. Oper. Matrices 2 (2008), no. 2, 201–231.
[13] B. Fritzsche, B. Kirstein, I. Roitberg and A.L. Sakhnovich, Discrete Dirac system: rectangular Weyl, functions, direct and inverse problems. Oper. Matrices 8 (2014), no. 3, 799–819.

[14] U. Grenander and G. Szegö, Toeplitz forms and their applications. Second edition. Chelsea Publishing Co., New York, 1984.

[15] S. Khrushchev, Orthogonal polynomials and continued fractions. From Euler’s point of view. Encyclopedia of Mathematics and its Applications, 122. Cambridge University Press, Cambridge, 2008.

[16] R. Killip and B. Simon, Sum rules for Jacobi matrices and their applications to spectral theory. Ann. of Math. (2) 158 (2003), no. 1, 253–321.

[17] M.G. Krein, Continuous analogues of propositions on polynomials orthogonal on the unit circle. (Russian.) Dokl. Akad. Nauk SSSR (N.S.) 105 (1955), 637–640.

[18] H. Krüger and B. Simon, Cantor polynomials and some related classes of OPRL. J. Approx. Theory 191 (2015), 71–93.

[19] V.P. Potapov, Collected papers of V. P. Potapov, T. Ando, Hokkaido University, Sapporo, 1982.

[20] A.L. Sakhnovich, Toeplitz matrices with an exponential growth of entries and the first Szegö limit theorem. J. Funct. Anal. 171 (2000), no. 2, 449–482.

[21] A.L. Sakhnovich, Dirac type and canonical systems: spectral and Weyl-Titchmarsh matrix functions, direct and inverse problems. Inverse Problems 18 (2002), no. 2, 331–348.

[22] A.L. Sakhnovich, Inverse problem for Dirac systems with locally square-summable potentials and rectangular Weyl functions. J. Spectr. Theory 5 (2015), no. 3, 547–569.
A.L. Sakhnovich, L.A. Sakhnovich and I.Ya. Roitberg, Inverse Problems and Nonlinear Evolution Equations. Solutions, Darboux Matrices and Weyl–Titchmarsh Functions, De Gruyter Studies in Mathematics 47 (De Gruyter, Berlin, 2013).

L.A. Sakhnovich, Operators which are similar to unitary operators with absolutely continuous spectrum, Functional Analysis Appl. 2 (1968), 48–60.

L.A. Sakhnovich, ‘On the factorization of the transfer matrix function’, Sov. Math. Dokl. 17 (1976) 203–207.

L.A. Sakhnovich, Interpolation theory and its applications, Kluwer, Dordrecht, 1997.

L.A. Sakhnovich, Spectral theory of canonical differential systems, method of operator identities, Oper. Theory Adv. Appl. 107 (Birkhäuser, Basel, 1999).

B. Simon, Orthogonal polynomials on the unit circle. Parts 1 and 2, American Mathematical Society, Providence, RI, 2005.

B. Simon, Spectral theory of orthogonal polynomials, XVIth International Congress on Mathematical Physics, 217–228, World Sci. Publ., Hackensack, NJ, 2014.

W. Van Assche, A.B.J. Kuijlaars and A. Bultheel (Eds), Orthogonal polynomials, special functions, and applications (special issue), J. Approx. Theory 163 (2011), no. 7.

A.L. Sakhnovich,
Fakultät für Mathematik, Universität Wien,
Oskar-Morgenstern-Platz 1, A-1090 Vienna, Austria
E-mail: oleksandr.sakhnovych@univie.ac.at