Robust load frequency control for networked power system with renewable energy via fractional-order global sliding mode control
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Abstract
Owing to random load changes and transmission time delays in interconnected power systems with renewable energy, the load frequency control scheme has become one of the main methods to keep stability and security of power systems. To relieve communication burden and increase network utilisation, an adaptive event-triggered scheme is explored. Then, a new fractional-order global sliding mode control scheme comprising the fractional-order term in the sliding surface is adopted to improve robustness of load frequency control. The fractional-order term generates a new degree of freedom and more adjustable parameters to improve control performance. Furthermore, the Markov theory is applied in the modelling process to better describe the uncertainty of parameters and external disturbances. The stability and stabilisation criteria for multi-area power systems load frequency control are put forward by employing the improved Lyapunov function and integral inequalities with auxiliary functions. Finally, two simulation examples containing a two-area power system and modified IEEE 39-bus New England test power system with three wind farms are presented to investigate the effectiveness of the proposed method.

1 | INTRODUCTION

Load frequency control (LFC) is one of the significant measures to maintain safety and stability of power systems [1]. When power systems suffer from disturbances, LFC can be applied to keeping frequency deviations to zero, and maintaining exchange power of interconnected power systems to reference values [2, 3]. With the enhancement of environmental standards, the share of renewable energy and energy storage units has increased dramatically, which reduces energy consumption and improves energy utilisation efficiency [4, 5]. The application of turbine technologies makes it possible for wind farms to participate in the power system with a consolidated performance. However, owing to power resource instability of the wind power generation, the demands for operating reserve have increased [6]. To tackle this, the energy storage units are proposed in power system to balance instantaneous mismatch between generation and demand. Inevitably, the introduction of wind power generation and energy storage units greatly increase difficulty and complexity of power systems LFC [7, 8].

Meanwhile, the open communication infrastructure is widely used in power systems to implement signal transmission and information communication where the control areas are interconnected through tie-lines, which has received increasing research attentions with their advantages of low cost and flexibility [9-11]. However, the severe competition of many loads and generation units for the limited network utilisation will appear if abundant data accesses to the network simultaneously [12,13]. Accordingly, event-triggered scheme is performed on the networked power system for reducing energy consumption and the transmission frequency of redundant information [14, 15]. More specifically, only when predetermined trigger condition is fulfilled, sampled information can be transmitted to controller [16]. Although the threshold cannot be adaptively
adjusted based on the dynamics of the networked power system, superfluous sampled information is transmitted over the networks. Therefore, it is highly necessary and meaningful to adopt the adaptive event-triggered (AEt) scheme with adaptively adjusted threshold into networked power system LFC.

Considering the grid performance standards, massive control strategies, for example, optimal fuzzy-based PID droop control, active disturbance rejection control and generalised active disturbance rejection control, are developed in power system LFC [2, 17, 18]. The sliding mode control (SMC) is widely employed in power system LFC due to its robustness in parameters variation and external disturbances [19–21]. Some improved SMC schemes, for example, full order SMC [22], SMC with adaptive learning strategy [23], and the passivity-design of SMC [24] are utilised in power system LFC to improve the control performance. However, better robustness is still expected when power systems encounter heavily oscillations. Very recently, the fractional calculus has been proposed extending integer differentiation and integration into fractional orders [25, 26]. It is widely employed in modelling and control applications which can accurately characterise dynamics and behaviours of real systems [27–29]. Thus, the effectiveness of the fractional-order term adopted in improved SMC scheme need to be investigated in detail.

Motivated by the challenges of renewable energy and load disturbances, open communication infrastructures, and parameter uncertainties in networked power systems, the robust LFC based on AEt scheme and fractional-order global sliding mode control (FOGSMC) is proposed in this paper. The wind power and energy storage systems are considered in this networked power system. Meanwhile, the proposed AEt scheme significantly reduces transmission of the redundant information while preserving the control scheme’s performance. Owing to transmission time delay, external disturbances and uncertain renewable energies in power system, the robust LFC for networked power system with renewable energy is studied in this paper. The novel FOGSMC which has outstanding robust performance is first employed in the networked power system LFC scheme to resist load disturbances and system parameter uncertainties. The proposed control scheme is placed on the second layer, and robustness can be enforced on tertiary level as well [30–33]. Additionally, Markov theory is employed to build the multi-area LFC model dealing with unknown modelling errors in the modelling process. By utilising improved Lyapunov stability theory and integral inequality with auxiliary function, the stability and stabilisation criteria are provided. Therefore, the following improvements are proposed:

i. Considering the rapid load changes and model parameter uncertainties, the FOGSMC is proposed in this paper for improving robustness of the power system LFC. On the one hand, the GSMC has robust stability during the entire control process while keeping the basic performance of traditional SMC. On the other hand, the fractional term is adopted in the FOGSMC to provide new degrees of freedom. Compared with integer order control, the FOGSMC with fractional term generates more adjustable parameters and improves control performance.

ii. An AEt scheme is presented to mitigate transmission burden in multi-area power systems while maintaining FOGSMC performance and system dynamic properties. In the proposed AEt scheme, the threshold can be adaptively adjusted by present and last moment signals, which can sharply reduce the number of transmitted data and greatly enhance network communication utilisation [34, 35].

iii. In the Lyapunov stability theory, constructing the improved Lyapunov function and estimating its derivatives are key elements to reduce the conservation [10], in which triple integrals are adopted in the improved Lyapunov function to reduce the conservation of the derived linear matrix inequality (LMI), and integral inequalities with auxiliary functions are introduced in estimating derivatives of the Lyapunov function to produce tighter bounds of transmission time delay than [32, 33].

The remainder of this paper is organised as follows. In Section 2, the Markov theory is introduced to build the delay-dependent multi-area power system LFC model comprising FOGSMC and AEt scheme. Section 3 analyses the stability and stabilisation of the multi-area power system based on LMI. Simulation results and comparative analysis are shown in Section 4. Section 5 presents the conclusion of this work.

2 | PROBLEM STATEMENT

Even though the real power system is a complex non-linear dynamic system, the linearised model can be used to describe the system as the load deviation is very small when the system operates at the nominal point. The block diagram of the studied multi-area LFC considering wind power and energy storage is presented in Figure 1, where the AEt scheme and FOGSMC are applied. The parameters of the ith control area are listed in Table 1.

2.1 | LFC model with transmission time delays

Dynamic model of the studied multi-area power system can be described as follows:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + Fw(t) \\
y(t) &= Cx(t),
\end{align*}
\]
TABLE 1  Notations

| Symbol        | Quantity                                      |
|---------------|-----------------------------------------------|
| \(\Delta P_{\text{d}}\) | Load deviation                                |
| \(\Delta P_{\text{me}}\) | Generator mechanical output deviation         |
| \(\Delta P_{\text{v}}\) | Valve position deviation                      |
| \(\Delta P_{\text{tie}}\) | Tie-line active power deviation                |
| \(\Delta P_{\text{wind}}\) | Output power fluctuation of the wind turbine generator |
| \(\Delta f_i\) | Frequency deviation                           |
| \(\Delta \Phi_{\text{wind}}\) | Wind power deviation                          |
| \(M_i\) | Moment of inertia                             |
| \(D_i\) | Generator damping coefficient                 |
| \(T_{g_i}\) | Time constant of the governor                 |
| \(T_{\text{chi}}\) | Time constant of the turbine                  |
| \(T_{\text{wi}}\) | Time constant of the wind turbine             |
| \(T_{\text{ESi}}\) | Time constant of the battery                  |
| \(R_i\) | Speed drop                                    |
| \(\beta_i\) | Frequency bias factor                         |
| \(T_{ij}\) | Tie-line synchronising coefficient            |
| \(ACE_i\) | Area control error                            |

where

\[
x_i(t) = \left[ \Delta f_i \; \Delta P_{\text{me}} \; \Delta P_{\text{v}} \; \Delta P_{\text{windi}} \; \Delta P_{\text{tie-i}} \; \int ACE_i \; \Delta P_{\text{tie-i}} \right]^T
\]

\[
x(t) = \left[ x_1^T(t) \; x_2^T(t) \; x_3^T(t) \; \ldots \; x_n^T(t) \right]^T
\]

\[
r(t) = \left[ r_1^T(t) \; r_2^T(t) \; r_3^T(t) \; \ldots \; r_n^T(t) \right]^T
\]

\[
\omega_i(t) = [\Delta P_{\text{d}} \; \Delta \Phi_{\text{windi}}]^T, A_{ij} = [(7, 1), -2\pi T_{ij}]
\]

\[
y_i(t) = [ACE_i \; \int ACE_i]^T, B = \text{diag}(B_1, ..., B_n)
\]

\[
\omega(t) = [\omega_1^T(t) \; \omega_2^T(t) \; \omega_3^T(t) \; \ldots \; \omega_n^T(t)]^T
\]

\[
y(t) = [y_1^T(t) \; y_2^T(t) \; y_3^T(t) \; \ldots \; y_n^T(t)]^T
\]

\[
A = \begin{bmatrix}
A_{11} & \ldots & A_{1n} \\
\vdots & \ddots & \vdots \\
A_{n1} & \ldots & A_{nn}
\end{bmatrix},
\]

\[
B_i = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & T_{\text{wi}} & 0 & 0 & 0
\end{bmatrix}^T
\]

\[
C_i = \begin{bmatrix}
\beta_i & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

\[
F_i = \begin{bmatrix}
-1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

\[
C = \text{diag}(C_1, ..., C_n), F = \text{diag}(F_1, ..., F_n)
\]

The ACE signal for each control area can be expressed as

\[
ACE_i = \beta_i \Delta f_i + \Delta P_{\text{tie-i}} - \int_{t_0}^{t} G(A - BK_i) x(\tau) d\tau
\]

2.2 Fractional-order global sliding mode control scheme

Fractional calculus is a generalisation of the basic process of integral and differential into fractional order. To stabilise the power system with randomness and uncertainty, the new FOGSMC scheme incorporating a fractional-order term in the sliding surface is proposed in the following.

The fractional-order operator, shown as (3), contains the fractional derivative and the fractional integral in a single expression.

\[
_{a}D_{t}^{\alpha_i} = \begin{cases}
\frac{d^{\alpha_i}}{dt^{\alpha_i}}, & \alpha_i > 0 \\
1, & \alpha_i = 0 \\
\int_{a}^{t} (t - \tau)^{\alpha_i - 1} d\tau, & \alpha_i < 0
\end{cases}
\]

where \(a\) and \(t\) are limits of the operator. For analytical simplification, \(_{a}D_{t}^{\alpha_i}\) can be denoted as \(D_{t}^{\alpha_i}\).

The fractional-order global sliding surface is defined as

\[
x(t) = Gx(t) + \int_{0}^{t} G(A - BK_i)x(\tau) d\tau - f(t) + \mu D_{t}^{-1} \Delta f_i(t),
\]

where \(f(t)\) is a function designed specially to achieve global sliding mode, \(K\) means the controller gain to be designed, and \(\mu\)
denotes the coefficient of fractional-order term. According to the definition of $f(t)$ in [36], it can be designed as following:

$$f(t) = f(0)e^{-\beta t},$$

(5)

where $l > 0$.

The ideal sliding surface should satisfy: $s(t) = 0$ and $\dot{s}(t) = 0$. Thus, the equivalent sliding mode control law is expressed as following:

$$u_{eq}(t) = -KC_s(t) - (GB)^{-1}GF \omega(t) + (GB)^{-1}j(t) - \mu(GB)^{-1}D^\alpha_s x(t).$$

(6)

Then the studied power system model can be revised as

$$\dot{x}(t) = Ax(t) - BKCe(t) + F\hat{\omega}(t),$$

(7)

where

$$\hat{\omega}(t) = \left[ \omega^T(t) \ j^T(t) \ (D^\alpha x(t))^T \right]^T,$$

$$F = [ F - B(GB)^{-1}GF - 1 \mu ]$$

Remark 1. In the designed sliding surface, the fractional-order term $D^\alpha_s$ and global function $f(t)$ are all considered. The fractional-order term generates a new degree of freedom to enhance control performance better than [20, 21, 36]. Besides, GSMC has fast response and robust performance, which can be applied to improve transient performance of the system. Therefore, the proposed FOGSMC scheme has satisfactory performance to stabilise the studied power system.

### 2.3 Adaptive event-triggered scheme

Owing to transmission time delays in networked environment, the sampled data $ACE_i(t)$ is probably not be utilised at the certain time $t$. Then the controller input is described as

$$y(t) = Cx(t), t \in \left\{ t_k b + d(t_k) t_{k+1} b + d(t_{k+1}) \right\},$$

(8)

where $t_k b$ means the transmitted instant of $x(t_k b)$ and $b$ denotes the constant sampling period. Transmission delays caused by the network are considered as $d(t_k) \in [d_1, d_2]$, where $d_1 = \min(d(t_k)), d_2 = \max(d(t_k)), d_{12} = d_2 - d_1$, and $d = \frac{d}{d_{12}} = \frac{d(t_k)}{d_{12}}$.

In the event-triggered scheme, the sampled signal packets will be transmitted if the defined triggering condition is satisfied [34, 36]. However, the triggering threshold is predetermined in this scheme. There will still be a large of superfluous information transmitted to controller. In order to reduce the transmission frequency of irrelevant information and save more network resources, the AEt scheme is employed to make triggering threshold adaptively adjustable. The AEt criterion is designed as

$$[x(t_k b + j b) - x(t_k b)]^T \Phi_j [x(t_k b + j b) - x(t_k b)] > \lambda(t_k b) x(t_k b)^T \Phi_j x(t_k b),$$

(9)

where $\Phi_j$ is an unknown positive matrix.

Comparing with the preset triggering threshold $\lambda$ in [15], the $\lambda(t_k b)$ in (9) will be adaptively adjusted according to past and current transmitted packets:

$$\lambda(t_k b) = \max(\lambda_m, \eta \lambda(t_{k-1} b)),$$

(10)

where $\lambda_m > 0$ and

$$\eta = \begin{cases} 0, & j\|x(t_k b)\| \geq \|x(t_{k-1} b)\| \\ 1 - \frac{2\alpha_2}{\pi} \arctan \left( \frac{\|x(t_k b)\| - \|x(t_{k-1} b)\|}{\|x(t_k b)\|} \right), & \text{otherwise} \end{cases}$$

#### 2.4 Markov model considering time delay

By considering transmission time delays, the studied multi-area LFC based on AEt and FOGSMC can be derived as

$$\dot{x}(t) = Ax(t) - BKCe(t) - BKCe(t - d(t)) + F\hat{\omega}(t),$$

(11)

where

$$e(t) = \begin{cases} 0, & k \in \Omega_0 \\ x(t_k b) - x(t_k b + mb), & k \in \Omega_w \\ x(t_k b) - x(t_k b + j b), & k \in \Omega_j \end{cases}$$

and $j = \sup \{ m \in N | t_k b + mb < t_{k+1} b, m = 1, 2, ... \}$.

In the modelling procedure, there are many uncertain influences of transmission time delays and external disturbances. In real networks, the current transmission time delays are related with previous delays. Thus, the Markov chain is introduced into this paper to model the random transmission time delays [35]. The finite-state Markov process is described as

$$P[r_j(t + \Delta t) = j | r_j(t) = i_j] = p_{ij},$$

(12)

$$0 \leq i, j \leq L, 0 \leq p_{ij} \leq 1, \sum_{j=1}^{L} p_{ij} = 1.$$
Thus, the multi-area LFC model can be expressed as the following Markov jump linear system model:

\[ \dot{\mathbf{x}}(t) = A\mathbf{x}(t) - BK_c\mathbf{C}_e(t) - \mathbf{B}K_c\mathbf{C}_e(t - d(t)) + \bar{F}\bar{\omega}(t). \] (14)

For analytical convenience, \( K_c(r(t)) \) is denoted as \( K_c \).

Before presenting the main results, the following lemmas are introduced in advance.

**Lemma 1** [36]: Let \( Z_1 = Z_1^T, 0 < Z_2 = Z_2^T \) and \( Z_3 \) be real matrices of appropriate dimensions, then \( Z_1 + Z_3 + Z_2 - Z_3 - Z_1 < 0 \), if and only if \( \begin{bmatrix} Z_1 & Z_2 \\ Z_3 & Z_1 \end{bmatrix} < 0 \) or \( \begin{bmatrix} -Z_2 & Z_3 \\ Z_2 & -Z_1 \end{bmatrix} < 0 \).

**Lemma 2** [37]: For a positive definite matrix \( R > 0 \), and a differentiable function \( \{x(u), u \in [a, b]\} \), the following inequalities hold:

\[
\begin{align*}
\int_a^b \int_\beta^b x^T(\alpha) \dot{x}(\alpha) \, d\alpha \, d\beta &> 2\Omega_1^T R\Omega_1 + 4\Omega_2^T R\Omega_2, \\
\int_a^b \int_a^x x^T(\alpha) \dot{x}(\alpha) \, d\alpha \, d\beta &> 2\Omega_3^T R\Omega_3 + 4\Omega_4^T R\Omega_4,
\end{align*}
\]

where

\[ \Omega_1 = x(b) - \frac{1}{b - a} \int_a^b x(\alpha) \, d\alpha, \]

\[ \Omega_2 = x(b) + \frac{2}{b - a} \int_a^b x(\alpha) \, d\alpha - \frac{6}{(b - a)^2} \int_a^b x(\alpha) \, d\alpha \, d\beta, \]

\[ \Omega_3 = x(a) - \frac{1}{b - a} \int_a^b x(\alpha) \, d\alpha, \]

\[ \Omega_4 = x(a) - \frac{4}{b - a} \int_a^b x(\alpha) \, d\alpha + \frac{6}{(b - a)^2} \int_a^b x(\alpha) \, d\alpha \, d\beta. \]

3 \ |
**STABILITY AND STABILISATION ANALYSIS OF MULTI-AREA LFC**

In this section, improved Lyapunov function and integral inequality with auxiliary function are employed to build the stability and stabilisation criteria for the studied multi-area LFC model.

3.1 \ |
**Stability analysis with improved Lyapunov function and integral inequalities**

**Theorem 1.** For given constant \( \lambda, d_1, d_2, d_3 \), if there exist positive definite matrices \( P_1, Q_{1r}, Q_{2r}, Q_{3r}, R_1, R_2, R_3, \Phi, \Psi \), appropriate dimensions \( S_1, S_2, S_3, S_4 \), and the following LMIs hold for all \( r = 0, \ldots, L_c \) the studied LFC model (14) with \( \bar{\omega}(\bar{\epsilon}) = 0 \) is asymptotically stable.

\[ \Phi_{1r}(d_1) = \Phi_{1r} + H(d_1) < 0, \] (16)

\[ \Theta_{1r} = \sum_{j=1}^L \pi_{rj} (Q_{1r} + Q_{3r}) - R_3 < 0, \] (17)

\[ \Theta_{2r} = \sum_{j=1}^L \pi_{rj} (Q_{2r} + Q_{3r}) - R_3 < 0, \] (18)

\[ \Theta_{3r} = \sum_{j=1}^L \pi_{rj} Q_{2r} - R_3 < 0, \] (19)

\[ \Phi_{1r}(d_2) = \Phi_{1r} + H(d_2) < 0, \]

\[ \Theta_{1r} = \sum_{j=1}^L \pi_{rj} (Q_{1r} + Q_{3r}) - R_3 < 0, \]

\[ \Theta_{2r} = \sum_{j=1}^L \pi_{rj} (Q_{2r} + Q_{3r}) - R_3 < 0, \]

\[ \Theta_{3r} = \sum_{j=1}^L \pi_{rj} Q_{2r} - R_3 < 0, \]

where

\[ \Phi_{1r} = \Pi_{1r} + \Pi_{2r}, \Phi_{1r} = e_1^T \nu_1 e_1 + e_2^T \nu_5 e_5 - H_1^T \Phi_1 H_1 - H_2^T \Phi_2 H_2 - H_3^T \Phi_3 H_3 - H_4^T \varphi_3 H_4 - H_5^T \varphi_4 H_5 - H_6^T \Phi_4 H_6 - e_5^T Q_{3r} e_5 - (1 - d) e_5^T Q_{3r} e_5 \]

\[ \nu_{1r} = Q_{1r} + d_1^2 R_{1r}, \]

\[ \nu_{2r} = d_1^2 R_{1r} + d_2^2 R_{2r} + \frac{d_1^2}{2} S_1 + \frac{d_2^2}{2} S_2 + \frac{d_1^2}{2} S_3 + \frac{d_2^2}{2} S_4, \]

\[ \nu_{3r} = Q_{2r} - Q_{1r}, \nu_{4r} = S_1 - d_1 \sum_{j=1}^L \pi_{rj} R_{1j}, \]

\[ \nu_{5r} = S_5 - d_2 \sum_{j=1}^L \pi_{rj} R_{2j}, \]

\[ \Phi_1 = \text{diag} (2\nu_{4r}, 4\nu_{4r}), \Phi_2 = \text{diag} (2\nu_{5r}, 4\nu_{5r}, 2\nu_{5r}, 4\nu_{5r}) \]

\[ \Phi_3 = \text{diag} (2S_2, 4S_2), \Phi_4 = \text{diag} (2S_1, 4S_1, 2S_1, 4S_1) \]

\[ R_1 = \text{diag} (R_{2r} + S_3, 3 (R_{2r} + S_3), 5 (R_{2r} + S_3)), \]

\[ R_2 = \text{diag} (R_{2r} + S_3, 3 (R_{2r} + S_3), 5 (R_{2r} + S_3)), \]

\[ S_5 = \text{diag} (S_3, 3S_3, 5S_3), \bar{S}_5 = \text{diag} (S_3, 3S_3, 5S_3), \]

\[ H_1 = \left[ e_1 - e_3 - e_5 - 2e_6 - e_1 - e_5 + 6e_6 - 6e_6 \right] \]
\[ H_2 = [e_1 - e_6, e_1 + 2e_6 - 3e_9] \]
\[ H_3 = [e_3 - e_7, e_3 + 2e_7 - 3e_{10}, e_8 - e_8 + 2e_8 - 3e_{11}] \]
\[ H_4 = [e_9 - e_6, e_9 - 4e_6 + 3e_9] \]
\[ H_5 = [e_7 - e_5, e_7 + 4e_5 - 3e_{10}, e_4 - e_4 + 4e_4 - 3e_{11}] \]
\[ H_6 = [e_3 - e_3, e_3 + 2e_3 - 3e_5 + 6e_5 - 6e_{10}] \]
\[ H_7 = [e_9 - e_4, e_9 + 4e_4 - 3e_8 + 6e_8 - 6e_{11}] \]
\[ H_8 = [H_6, H_7]^T, H_9 = [\chi_1, e_1 - e_3 - e_4 2(e_1 - e_0)] \]
\[ H_{10} = [e_1, d_1, e_6, d_1 e_8, d_1 e_0], H_{11} = [e_1, d_1, e_6, d_1 e_7, d_1 e_0], \]
\[ e_j = \begin{bmatrix} 
0_{1x1} \quad 0_{1x1} \quad 0_{1x1} \quad 0_{1x1} \quad 0_{1x1} 
\end{bmatrix} 
(= 1, \ldots, 11). \]

**Proof:** Construct the Lyapunov function as the following:

\[ V(t) = \eta^T(t)P_\eta \eta(t) + \int_{t-d(t)}^{t} \chi^T(s)Q_1 \chi(s) ds \]
\[ + \int_{t-d(t)}^{t-d_1} \chi^T(s)Q_2 \chi(s) ds + \int_{t-d(t)}^{t-d_1} \chi^T(s)Q_3 \chi(s) ds \]
\[ + d_1 \int_{t-d_1}^{t} \chi^T(s)R_1 \chi(s) ds + \int_{t-d(t)}^{t} \chi^T(s)R_2 \chi(s) ds \]
\[ + d_2 \int_{t-d(t)}^{t-d_1} \chi^T(s)R_{22} \chi(s) ds \]
\[ + \int_{t-d(t)}^{t} \chi^T(s)\Theta_1 \chi(s) ds + \int_{t-d(t)}^{t-d_1} \chi^T(s)\Theta_2 \chi(s) ds \]
\[ + \int_{t-d(t)}^{t-d_1} \chi^T(s)\Theta_{31} \chi(s) ds + V'(t), \quad (22) \]

where

\[ V'(t) = -d_1 \int_{t-d_2}^{t-d_1} \chi^T(s) \sum_{j=1}^{L} \pi_{(j)} R_{22} \chi(s) ds \]
\[ - (d_2 - d(t)) \int_{t-d(t)}^{t-d_1} \chi^T(s) \Theta_1 \chi(s) ds \]
\[ - (d(t) - d_1) \int_{t-d_2}^{t-d(t)} \chi^T(s) \Theta_{31} \chi(s) ds. \]

Define the augmented vector as follows:

\[ \xi(t) = \begin{bmatrix} 
\chi(t) e(t) (t-d_1) \chi(t-d_2) 
\end{bmatrix} \]
Moreover, non-quadratic Lyapunov function can add another integral term is employed in those obtained by [20, 36]. On the other hand, the double combination approach in [38] with \(R > 0\) is stabilised, the following inequality can be obtained.

\[
V(t) \leq \xi^T(t) \left( -H_8^T R_3 H_6 \right) \xi(t). \tag{23}
\]

Taking AEt scheme into consideration, it yields

\[
\Delta V(t) + \eta(t) x^T(t - d(t)) \Phi x(t - d(t)) - e^T(t) \Phi x(t) < 0. \tag{24}
\]

Employing double integral inequalities, (17)–(19), and recalling the augmented vector \(\xi(t)\), the next inequality can be satisfied.

\[
\xi^T(t) \Phi_1 \xi(t) < 0. \tag{25}
\]

Thus, the condition (15) and (16) can be derived. With a condition that \(\tilde{\omega}(k) = 0\), if (15)–(20) are satisfied, there exists a sufficiently small scalar \(\epsilon \in (0, 1]\), such that \(\Delta V(k) < -\epsilon \|\xi_k(t)\|^2 < 0\) can be obtained. Therefore, we can confirm that the system (14) with \(\tilde{\omega}(k) = 0\) is asymptotically stable.

**Remark 2.** The improved Lyapunov function is applied in this section. Then, the utilisation of double integral inequalities in \(V(t)\) can estimate the upper bounds of transmission time delays. Besides, the integral inequalities with auxiliary functions are applied in \(V(t)\) with \(\alpha = \frac{d_{i1} - d_{i2}}{d_{i2}}\) and \(\beta = \frac{d_{i2} - d(t)}{d_{i2}}\). In this way, tighter upper bounds can be given than those obtained by [20, 36]. On the other hand, the double integral term is employed in \(\eta(t)\) to analyse the stability of the multi-area LFC model giving less conservative conditions. Moreover, non-quadratic Lyapunov function can add another degree of freedom which can be applied to improve the performance further [39, 40]. This will be investigated in our future work.

Next, the criterion of \(H_\infty\) stability about the multi-area LFC model (14) will be designed.

**Theorem 2.** For given constant \(\lambda_m, d_1, d_2, \delta\), if there exists positive definite matrices \(P_i, Q_{11}, Q_{22}, Q_{33}, R_{11}, R_{22}, R_{33}, \Phi_i\), appropriate dimensions \(S_1, S_2, S_3, S_4\), and the following LMI s hold for all \(r = 0, \ldots, l\), the multi-area LFC model (14) is asymptotically stable with an \(H_\infty\) norm bound \(\gamma\).

\[
\Phi_1, (d_1) = \Phi_1 + H' (d_1) - \gamma^2 e_{12} e_{12} + e_1 e_1^T C C_1 < 0 \tag{26}
\]

\[
\Phi_1, (d_2) = \Phi_1 + H' (d_2) - \gamma^2 e_{12} e_{12} + e_1 e_1^T C C_1 < 0 \tag{27}
\]

where

\[
\Phi_1 = \Pi_{1r} + \Pi_{2r}, \Pi_{1r} = \chi_1^T T z_n \chi_1,
\]

\[
H' (d_1) = 2 H_0^T P_i H_10 + H_10^T \sum_{j=1}^{i} \pi_j P_j H_10
\]

\[
H' (d_2) = 2 H_0^T P_i H_11 + H_11^T \sum_{j=1}^{i} \pi_j P_j H_11
\]

\[
\chi_1 = A \xi_1 - B K_i C_2 - B K_i C_5 + F_{12}
\]

\[
H_0 = \left[ \begin{array}{c} \chi_1 \theta_1 - \xi_1 \theta_3 - \xi_3 \theta_4 + \xi_4 \\ (0, 0, 0, 0, 0, 0) \end{array} \right], \quad (j = 1, \ldots, 12)
\]

For prescribed attenuation level \(\gamma > 0\), considering the disturbance \(\tilde{\omega}(t)\), the cost function \(J\) is considered:

\[
J = \int_0^{\infty} e^T(x(t)) - e_1 e^T C C_1 e(t) dt \tag{28}
\]

Define the augmented vector as

\[
\xi^T (t) = \left[ \xi(t), \tilde{\omega}(t) \right]
\]

Recalling the condition (25), and applying the same method in Theorem 1, the condition (26) and (27) can be derived. Therefore, the model (14) is asymptotically stable with an \(H_\infty\) norm bound \(\gamma\).

**Remark 3.** Theorem 1 and Theorem 2 provide sufficient conditions for the stability of the multi-area LFC model. However, the upper bounds of time delays cannot be obtained from the two theorems directly. For the given \(\delta\) and the minimum value of the time delay \(d_1\), the delay margin is increased step by step until the LMIs in Theorem 2 cannot be satisfied. Then, the upper bound of time delay \(d_2\) can be obtained.

### 3.2 Stabilisation analysis

In this section, stabilisation criterion of the system (14) will be derived. Then, the fractional-order global sliding mode
controller gain will be designed. Besides, to keep better stabilisation performance, the minimum $H_{\infty}$ performance index $\gamma$ are considered.

**Theorem 3.** For given constant $\lambda_{pi}, d_1, d_2, d$, if there exists positive definite matrices $P_r, Q_r, Q_2, Q_3, R_1, R_2, R_3, \Phi_r$, appropriate dimensions $S_1, S_2, S_3, S_4$, and the following LMIs hold for all $t=0, ..., T$, the power system (14) is asymptotically stable with an $H_{\infty}$ norm bound $\gamma$, and the feedback controller gain can be obtained as $K_r$.

$$\min_{\delta} \delta$$

subject to:

$$\Phi''(d_1) < 0, \Phi''(d_2) < 0,$$

$$\Theta_1 < 0, \Theta_2 < 0, \Theta_3 < 0, \Theta_4 > 0,$$

$$\Theta_5 < 0, \Theta_6 < 0, \Theta_7 < 0, \Theta_8 < 0, \Theta_9 < 0, \Theta_{10} < 0,$$

$$\Theta_{11} < 0, \Theta_{12} < 0, \Theta_{13} < 0, \Theta_{14} < 0, \Theta_{15} < 0, \Theta_{16} < 0,$$

where

$$\delta = \gamma^2, \Phi''(d_1) = \begin{bmatrix} \Phi''(d_1) & \Phi''(d_1) \\ \Phi''(d_1) & \Phi''(d_1) \end{bmatrix} *$$

$$\Phi''(d_2) = \begin{bmatrix} \Phi''(d_2) & \Phi''(d_2) \\ \Phi''(d_2) & \Phi''(d_2) \end{bmatrix} *$$

$$\Phi''(d_1) = \Pi_1 + H''(d_1) - \gamma^2 e_{t_1}^T + \gamma^2 e_{t_2}^T + \gamma^2 e_{t_3}^T, \Pi_1 = \begin{bmatrix} \Pi_1 & \Pi_1 & \Pi_1 & \Pi_1 \end{bmatrix}$$

Therefore, the theorem is proved and the controller gain is $K_r$.

**Remark 4.** In this theorem, the $H_{\infty}$ stabilisation for the multi-area power system LFC is investigated. Then, the controller of the multi-area power system LFC can be designed in this remark under the minimum $\gamma$ condition. By utilising the minmax function in the Matlab LMI toolbox, the less conservative results of the controller gain is obtained.

**Theorem 4.** A decentralized switching control law can be designed as following to guarantee the reaching condition $s(t) = 0$.

$$u(t) = -K_rC_x(t) + (GB)^{-1} \dot{j}(t) - \mu(GB)^{-1}D^{2}\chi(t) + k(s(t) + s(t))$$

The proof of this theorem is the same as [36]. In this theorem, the fractional-order global sliding mode controller is designed. It forces the state trajectories to move towards the sliding surface within a finite time. Therefore, it can greatly improve the system transient performance.

## 4 | CASE STUDY AND DISCUSSION

The effectiveness and superiority of the proposed AEt and FOGSMC scheme are discussed in this section. In Case 1, the two-area power system model is built with Matlab/Simulink, and the LMI toolbox in Matlab is applied to compute the stability margin of transmission time delays with different controller gains. The parameters are tabulated as shown in Table 2. Additionally, in Case 2, IEEE 39-bus system is implemented to validate the performance of the proposed FOGSMC scheme in a realistic power system condition.

### 4.1 | Case 1: Two-area power system LFC

In this case, two-area LFC model with two wind farms and two energy storage units are built as shown in Figure 2. The detail parameters are in [36]. As shown in Figure 3(a), the transition probability matrix will be selected as following:

$$P = \begin{bmatrix} 0.5088 & 0.4912 \\ 0.4286 & 0.5714 \end{bmatrix}.$$
Figure 4(a) describes the sliding surfaces which converge to zero in a short time. It demonstrates that the designed system reaches the sliding surfaces asymptotically and remains on the sliding surfaces. The proposed FOGSMC scheme is compared with three representative AEt-based scheme, that is, SMC [20], PI control, and fractional order PID (FOPID) control [2] under step load disturbances, as shown in Figure 4(b)–(d). It can be observed that the proposed FOGSMC scheme exhibits lower overshoot, faster response and greater damping in the frequency deviations and ACEs than other mentioned methods. Detailed parameters of other controllers are listed in the Appendix.

Parameter uncertainty is a major issue for power systems. To investigate robustness of the proposed method, frequency deviations of FOGSMC and other three methods under ±50% parameter uncertainty are compared in Figure 5. It can be observed that the designed FOGSMC scheme manifests distinguished robustness compared to the existing SMC, PI control, and FOPID control scheme.

To scrutinise the utility of the proposed FOGSMC with the presence of non-linearities, the governor dead band (GDB) and generation rate constraint (GRC) are considered in the two-area LFC study case. With the GDB width \( D = 0.05 \) p.u. and 0.1 p.u./min GRC, the frequency deviation and ACE are illustrated in Figure 6(a) and (b), respectively. It can be observed that the frequency deviation and ACE response can converge to zero in a short time and exhibit good disturbance rejection capability.

### 4.2 Case 2: Modified IEEE 39-bus New England test system

To validate the effectiveness of the designed FOGSMC scheme in a more realistic power system model, a modified IEEE 39-bus power system with three wind farms is built as shown in Figure 7. The detail parameters can be obtained in [43]. There are 10 generators, 19 loads, 34 transmission lines, and 12 transformers in the IEEE 39-bus test system, and three wind farms with the capacities of 380 MW, 445 MW, and 500 MW are integrated to bus 1, 9, and 19, respectively. This test system is split into three control areas, shown as Figure 7, where G3 in Area 1, G7 in Area 2, and G9 in Area 3 are responsible for the LFC performance in each control area, respectively. The FOGSMC scheme is elucidated as the following:

\[
u(t) = -K_f Cx(t) + 4.0 \dot{x}(t) - 0.001(x(t) + \text{sgn}(x(t))) - 0.08D^{0.92}x(t)
\]

where Area 1: \( K_{11} = [0.0986, 0.0097], K_{12} = [0.0989, 0.0097] \)

Area 2: \( K_{21} = [0.0810, 0.0119], K_{22} = [0.0815, 0.0121] \)

In the built two-area power system, the wind turbine induction generator with 9 m/s wind speed and 0.2 trip coefficient is applied. The power deviations of wind turbine governor and generators are curved in Figure 3(c) and (d). For AEt scheme with \( \lambda_x = 0.1 \), the release time instants and intervals are depicted in Figure 3(b). It can be observed that the proposed AEt scheme can reduce the unnecessary information exchange and relieve transmission burden.

### TABLE 3 Transmission time delay upper bound comparison

| \( d = 0.0 \) | \( d = 0.5 \) |
| --- | --- |
| \( K_f \) | \( K_p \) | This paper | [41] | [42] | This paper | [41] | [42] |
| 0.0 | 0.1 | 14.55 | 13.77 | 14.01 | 11.72 | 12.88 |
| 0.0 | 0.2 | 7.46 | 6.69 | 6.94 | 5.55 | 6.14 |
| 0.0 | 0.4 | 2.72 | 3.12 | 2.44 | 2.36 | 2.68 |
| 0.1 | 0.2 | 7.80 | 6.88 | 3.48 | 5.83 | 6.34 |
| 0.1 | 0.4 | 3.98 | 3.29 | 3.17 | 2.55 | 2.83 |
| 0.1 | 0.6 | 2.72 | 1.86 | 3.12 | 2.44 | 1.31 | 1.57 |

Comparing the obtained results with those in [41] and [42] under \( d = 0.0, d = 0.5 \) condition. It can be concluded that the upper bounds of the transmission time delays obtained by the proposed method are larger than those in [41] and [42]. Therefore, the proposed method — improved Lyapunov function and the integral inequalities with auxiliary functions — has a better performance in calculating the upper bounds of time delays under stable condition.

In light of Theorem 3 with \( \lambda_x = 0.1, \gamma = 2.8422 \) can be obtained and fractional order global sliding mode controller can be designed as the following:

\[
u(t) = -K_f Cx(t) + 4.0 \dot{x}(t) - 0.001(x(t) + \text{sgn}(x(t))) - 0.08D^{0.92}x(t)
\]

where Area 1: \( K_{11} = [0.0986, 0.0097], K_{12} = [0.0989, 0.0097] \)

Area 2: \( K_{21} = [0.0810, 0.0119], K_{22} = [0.0815, 0.0121] \)

In the built two-area power system, the wind turbine induction generator with 9 m/s wind speed and 0.2 trip coefficient is applied. The power deviations of wind turbine governor and generators are curved in Figure 3(c) and (d). For AEt scheme with \( \lambda_x = 0.1 \), the release time instants and intervals are depicted in Figure 3(b). It can be observed that the proposed AEt scheme can reduce the unnecessary information exchange and relieve transmission burden.
FIGURE 3  Results of two-area LFC: (a) Random transmission delays, (b) Release instant and release intervals for Area 1, (c) Wind turbine governor output power deviation, (d) Generator output power deviation for Area 1 and Area 2.

FIGURE 4  Results with step load disturbances: (a) Sliding surfaces, (b) ACE for Area 2, (c) Frequency deviations for Area 1, (d) Frequency deviations for Area 2.

FIGURE 5  Frequency deviations with uncertainty parameter: (a) +50% uncertainty parameter in Area 1, (b) +50% uncertainty parameter in Area 2, (c) −50% uncertainty parameter in Area 1, (d) −50% uncertainty parameter in Area 2.

FIGURE 6  Frequency deviations and ACE for GRC and GDB condition.

FIGURE 7  Modified IEEE 39 bus test system.
5 | CONCLUSION

The stability and stabilisation of the LFC scheme for power systems with renewable energy have been studied in this paper. The Markov jump linear theory is applied to describe the delay dependent multi-area LFC model. By utilising the improved Lyapunov function and integral inequalities, the stability and stabilisation criteria with less conservativeness are derived. The AEt scheme with an adjustable triggering threshold can effectively economise the network resources. The proposed FOGSMC scheme exploiting advantages of fractional term and GSMC is first applied in this LFC system. Compared with existing AEt-based control schemes, the FOGSMC based on AEt scheme exhibits outstanding disturbance rejection performance and demonstrates better robustness under ±50% parameter uncertainty. In addition, it presents satisfactory performance under non-linearity of GDB and GRC conditions. Finally, the effectiveness of the proposed FOGSMC scheme in the realistic power system is verified by the IEEE 39-bus test system with three wind farms.
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In Section 4, the SMC has the same controller gain as FOGSMC, except that there is no fractional-order term $D^{\alpha}x(t)$ and $f(t)$. The FOPID controller can be designed as $u(s) = K_p + K_I s^{-1} + K_ds^{\alpha}$.

Area 1:

\[ K_{11}(K_p, K_I, K_D, t, \nu) = [0.0986, 0.0097, -0.1, 0.92, 0.92], \]
\[ K_{12}(K_p, K_I, K_D, t, \nu) = [0.0989, 0.0097, -0.1, 0.92, 0.92]. \]

Area 2:

\[ K_{21}(K_p, K_I, K_D, t, \nu) = [0.0810, 0.0119, -0.1, 0.92, 0.92], \]
\[ K_{22}(K_p, K_I, K_D, t, \nu) = [0.0815, 0.0121, -0.1, 0.92, 0.92]. \]

The PI controller gains are

Area 1: $K_{11} = [0.0986, 0.0097], K_{12} = [0.0989, 0.0097], K_{21} = [0.0810, 0.0119], K_{22} = [0.0815, 0.0121].$