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Abstract

An extensive table of pairs of functions linked by the Legendre transformation is presented. Many special functions and formulas that are used in the sciences are included in the pairs. Formulations are provided for finding the Legendre transformations of analytic functions and of polynomial approximations to other functions.
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1. Introduction

The Legendre transformation of a curve in two dimensions is a curve in another space. The second curve is created by the coefficients of the original curve’s tangent and supporting lines. For the curve $y = f(x)$, the lines are written as

$$y = mx - g(m)$$

Properly interpreted, the curve $y = f(x)$ in $x,y$-space has the same information as the curve $d = g(m)$ in $m,d$-space. The two spaces are said to be dual to each other, and the curves

$$y = f(x) \text{ and } d = g(m)$$

are dual curves, which form a unique pair. The transformation between the two curves is called the Legendre transformation and is written

$$\mathcal{L}\{f(x)\}(m) = g(m).$$

The Legendre transformation, which relates curves in a pair of two-dimensional spaces, was introduced by Adrien-Marie Legendre (1752–1833). It is widely employed in classical and statistical mechanics and thermodynamics [1, 2], and in econometrics [3, 4]. In mathematics, it arises in Young’s inequality [5, 6], in the Clairaut differential equation [7, 8], and in polar reciprocals of geometry [9, 10].

A potential limitation on the use of this transformation may be the lack of a ready source of pairs of functions that are related by the transformation. In order to remedy that, we present an extensive table of such pairs. Because the transformation is involutive or reflexive, the table is even more expansive than it might initially appear, that is, it can be read right-to-left and left-to-right. For curves that are not amenable to inclusion in the table, parametric representations and approximating curves are available and discussed here. These suggest that the Legendre transformation could have even more widespread applicability.

2. Finding the dual curve

Given a differentiable function $y = f(x)$, the dual curve can be expressed with $x$ as the parameter. The equation of the tangent line at $x = a$ is

$$y = f'(a)x - (af'(a) - f(a)).$$
Replacing the parameter $a$ with $x$ gives the parametric form of the dual curve in $m, d$-space in terms of the parameter $x$:

$$m = f'(x), \quad d = x f'(x) - f(x). \quad (1)$$

Substituting numerical values for $x$ into (1) and (2) gives corresponding points of the dual curve. If (1) can be solved for $x$, so that

$$x = (f')^{-1}(m), \quad (3)$$

then (3) can be substituted into (2) yielding an explicit form $d = g(m)$ for the dual curve, which is Method 1 in Section 3.

**Example 1 (an example $y = f(x)$ for which (1) cannot be analytically solved for $x$).** Consider the composite function $y = f(x) = \sin(x^2)$ for $x \in \mathbb{R}$. Then, $y' = f'(x) = m = 2x \cos(x^2)$ for $m \in \mathbb{R}$ and $d = mx - y = 2x^2 \cos(x^2) - \sin(x^2)$. Thus, a parametric representation of the dual curve is

$$m = 2x \cos(x^2)$$

$$d = 2x^2 \cos(x^2) - \sin(x^2).$$

Opting for a parametric portrayal can be very useful for sums of functions, as well.

**Example 2 (sum of functions).** Consider $y = f(x) = \sin(x^2) - x^3 + e^x$ for $x \in \mathbb{R}$, then $y' = f'(x) = m = 2x \cos(x^2) - 3x^2 + e^x$ for $m \in \mathbb{R}$ and $d = mx - y = 2x^2 \cos(x^2) - \sin(x^2) - 2x^3 + (x - 1)e^x$.

In certain situations, which are described in Methods 1–4 in Section 3, explicit formulations of the dual curve are available and yield the pairs of functions, such as those in Table 1, which is in Appendix A.

**3. Methodologies for finding and verifying the Legendre-transformation pairs in Table 1**

The following theorem contains three facts that are helpful. Theorem 1(a) says that $x$ plays the role of slope in the dual space. Theorem 1(b) says that convexity is maintained by the transformation [2, 11]. Theorem 1(c) says that we can read Table 1 in Appendix A left-to-right and right-to-left [11, 12].

**Theorem 1.** If $f(x)$ is a differentiable function and $L\{f(x)\}(m) = g(m)$, then

(a) $x$ is slope in the dual curve; the independent variables $x$ and $m$ are slopes of the corresponding dual curves. In particular where both curves possess first derivatives and nonzero second derivatives,

$m = f'(x)$ and $x = g'(m)$.

(b) Maintenance of strict convexity and strict concavity: corresponding portions of $f(x)$ and $g(m)$ have the same concavity, in particular, where both curves possess second derivatives,

$g''(m) = 1/f''(x)$.

(c) Reflective or involutive property of the transformation:

$L\{L\{f(x)\}(m)\}(a) = f(a)$.

**Proof.** For (a), by definition $m = y'(x) = f'(x)$. Let $L\{f(x)\}(m) = g(m)$ be given by the parametric equations

$$m = f'(a)$$

$$d = g(m(a)) = af'(a) - f(a).$$

Thus, $\frac{dm}{da} = f''(a)$. Then,

$$\frac{dg}{dm} = \frac{dg}{da} \frac{da}{dm} = \left(f'(a) + af''(a) - f'(a)\right) \frac{1}{f''(a)} = a$$

...
for any value of \( a \).

For (b), apply \( \frac{d}{da} \) to \( g'(m) = a \) to obtain \( g''(m) \frac{d}{da} = g''(m)f'(a) = 1 \).

For (c), in \( m, d \)-space, for any given value of \( a \), the equation of the corresponding tangent line is

\[
d = a(m - f'(x)) + af'(a) - f(a) = am - f(a).
\]

Therefore, \( L\{g(m)\} (a) = f(a) \) as claimed.

Theorem 1(a) provides the locations of points where first derivatives are zero, if any such points exist, in terms of values of the dual function. For \( y = f(x) \), from \( m = f'(x) = 0, x = g'(m) = g'(0) \) and \( y = f(x(m)) = f(x(0)) = 0x - g(0) \). Any zeros of the derivative occur at \( (x, y) = (g'(0), -g(0)) \). Similarly, any zeros of the derivative of \( d = g(m) \) occur at \( (m, d) = (f'(0), -f(0)) \).

Table 1, which is in Appendix A, contains pairs of curves in the two dual spaces that are related by the Legendre transformation. There are four main ways for determining the entries of the table. We illustrate each method with an example. For a given curve, differing methods might be applied to various portions of the curve. Usually, more than one method can be successfully employed.

From the equation of a tangent or supporting line \( y = mx - g(m) \), the Legendre transformation of \( y = f(x) \) is

\[
L\{f(x)\}(m) = g(m) = mx(m) = f(x(m)). \tag{4}
\]

**Method 1 (using lines of tangency and the inverse of the derivative of \( y = f(x) \)).** For differentiable functions \( f(x) \), whose derivatives have an inverse, from Theorem 1(a),

\[
x(m) = (f')^{-1}(m) \tag{5}.
\]

Substituting (5) into (4) gives

\[
d = g(m) = L\{f(x)\}(m) = mx(m) - f(x(m)) = m(f')^{-1}(m) - f((f')^{-1}(m)) \tag{6}.
\]

**Example 3 (using lines of tangency in Method 1).** Consider the function

\[
y = f(x) = \frac{x^3}{3} \tag{7}
\]

for \( x \in \mathbb{R}^+ \). Placing \( x(m) = (f')^{-1}(m) = m^{1/2} \) into (6) gives the dual curve

\[
d = g(m) = L\{f(x)\}(m) = m(m^{1/2}) - \frac{(m^{1/2})^3}{3} = \frac{2m^{3/2}}{3} \tag{8}
\]

for \( m \in \mathbb{R}^+ \). The convexity of (7) and (8) illustrates Theorem 1(b). Equations (7) and (8) are Entry II.1 of Table 1 in Appendix A with \( p = 3 \) and \( q = 3/2 \).

**Method 2 (using lines of support).** For lines of support, the negation of the lines’ \( y \)-intercept for each value of \( m \) is the value of \( g(m) \).

**Example 4.** Consider the convex function

\[
y = f(x) = \begin{cases} 
-x + 2 & x \leq 1, \\
2x - 1 & 1 < x. 
\end{cases} \tag{9}
\]

The transformation of the line segment \( y = -x + 2 \) for \( x \leq 1 \) is the point \( (m, d) = (-1, \ -2) \). The transformation of the line segment \( y = 2x - 1 \) for \( 1 < x \) is the point \( (m, d) = (2, \ 1) \). At \( x = 1 \), the lines of support of (9) are \( y = mx + (1 - m) \) for \( -1 < m < 2 \), so that the transformation of the point \( (x, y) = (1, \ 1) \) is the open line segment \( d = m - 1 \) with \( -1 < m < 2 \), whose end points are \( (-1, \ -2) \) and \( (2, \ 1) \). Thus, \( d = g(m) = m - 1 \) for \( -1 \leq m \leq 2 \).

This example illustrates how line segments and points that are vertices transform into each other.

**Method 3 (using the integral form).** The integral form of the Legendre transformation \( y = f(x) \), whose derivative has an inverse, is

\[
g(m) = L\{f(x)\}(m) = \int (f')^{-1}(m)dm + C, \tag{10}
\]
Example 5 (using the integral form in Method 3). For \( y = f(x) = \cos x \) with \(-\pi/2 < x < \pi/2\), we have \( f'(x) = -\sin x = m \) and \((f')^{-1}(m) = -\sin^{-1}m\) for \(-1 < m < 1\). The integral of the inverse sine function is

\[
\int (-\sin^{-1}m)dm = -m\sin^{-1}m - \sqrt{1 - m^2} + C.
\]

From (11), employing the point \((0, 1)\) of \( y = f(x) \), where \( m_0 = 0 \) and the negation of the \( y \)-intercept of the tangent line is \( g(m_0) = g(0) = -1 \), obtain

\[
g(m) = \mathcal{L}\{\cos x\}(m) = \int_0^m (-\sin^{-1}t)dt + (-1) = (-m\sin^{-1}m - \sqrt{1 - m^2}) - (-0\sin^{-1}0 - \sqrt{1 - 0^2}) - 1 = -m\sin^{-1}m - \sqrt{1 - m^2}
\]

for \(-1 < m < 1\), which is Entry IV.2 of Table 1 in Appendix A.

Method 4 (using a limit of the negation of \( y \)-intercepts). For a convex function \( y = f(x) \), or a portion of the function that is convex, the lines of support or tangency for each value of \( m \) give

\[
d = g(m) = \mathcal{L}\{f(x)\}(m) = \sup_x \{mx - f(x)\},
\]

where \( \sup \) denotes supremum, which is also called the least upper bound. Recall that all convex functions are continuous [12, 13, 14]. This method determines the line with the largest \( y \)-intercept among all lines with slope \( m \) and below the convex function. For the strictly concave function \( y = f(x) \), write

\[
d = g(m) = \mathcal{L}\{f(x)\}(m) = \inf_x \{mx - f(x)\},
\]

where \( \inf \) denotes infimum, which is also called the greatest lower bound.

Example 6 (using the interpretation as the limit in Method 4). To derive Entry III.1 of Table 1 in Appendix A, where \( y = f(x) = e^x \) is convex for \( x \in \mathbb{R} \) and has positive slope, select any positive value for \( m \) and set

\[
\frac{d}{dx}(mx - e^x) = m - e^x = 0.
\]

Then, \( x = \ln m \). Substituting this into (12) gives

\[
d = g(m) = \mathcal{L}\{f(x)\}(m) = m(\ln m) - e^{\ln m} = m\ln m - m
\]

for \( m > 0 \).

Method 4 is effective for deriving properties in Part I of the table. For example, for Entry I.3 of the table, for convex functions \( y \),

\[
\mathcal{L}\{y(x) + a\}(m) = \sup_x \{mx - (y(x) - a)\} = \sup_x \{mx - y(x)\} - a = \mathcal{L}\{y(x)\}(m) - a.
\]

With most modern plotting software, such as Desmos, GeoGebra, and MATLAB, one can use the following test in order to rapidly verify that functions \( f \) and \( g \) are Legendre-transformation pairs on stated domains. From (2) and (1), the functions are transformations of each other on the \( x \)-domain where

\[
y = xf'(x) - f(x) - g(f'(x))
\]

is the zero function. The \( m \)-domain for the pair is the range of

\[
y = f'(x)
\]
over the $x$-domain that was just confirmed. Many other options for similar authentications are available. These checks of the accuracy of the entries of the table do not replace this section’s methods for creating entries.

4. The table of Legendre-transformation pairs

Because the purpose of Table 1 in Appendix A is to serve as a quick and easy source of Legendre-transformation pairs, there is some redundancy. For example, Entry I.5 is an amalgam of Entries I.1-I.4. Entry III.1 is $L\{e^x\}(m) = m \ln m - m$ and Entry III.6, reading right-to-left, is $L\{e^{-x}\} = m \ln m$; Entry III.6 can be obtained from Entry III.1 using Entry I.4 with $f(x) = e^x$ and $a = -1$. Some entries are special cases of others. For example, Entry III.1 is Entry III.2 with $a = e$.

The properties in Part I are aids for expanding the applicability of the remainder of the table to new functions that are related to table entries by the properties. For example, to obtain the transformation of $\alpha x^3 + \beta x^2$ for any nonzero $\alpha$ and $\beta$, consider Entry II.5, which gives the transformation of $x^3 + x^2/2$. Use Entry I.2 with $a = 3\alpha/(2\beta)$ to obtain the transformation of $(3\alpha x/(2\beta))^{3/3} + (3\alpha x/(2\beta))^2/2$, then apply Entry I.1 with $a = (2\beta)^3/(3a)^2$ to find

$$
\frac{(2\beta)^3}{(3a)^2} \left( \frac{1}{3} \left( \frac{3\alpha x}{2\beta} \right)^3 + \frac{1}{2} \left( \frac{3\alpha x}{2\beta} \right)^2 \right) = \alpha x^3 + \beta x^2.
$$

Part I supplies relationships between operations on variables and functions in one space and operations in the dual space. For example, Entry I.1 shows that multiplying a function by $a > 0$ in one space corresponds to epi-multiplication by $a$ in the other space; epi-multiplication by $a$ is dividing the independent variable by $a$ and simultaneously multiplying the function by $a$. In applications, the variables and functions can have physical, economic, or other meanings and the properties describe how algebraic and other operations in one space influence variables and functions, and hence their meanings, in the other space. Entries I.1-I.5 reflect how changes of coordinates in one space alter the transformed function.

The infimal convolution or epi-sum in Entries I.9 and I.10 is discussed and used in [14] and [13]. For differentiable functions, the infimum is the minimum that can be found by differentiation with respect to $t$, so that implementation of those two entries can be relatively straightforward. Parts II, III, and IV contain algebraic, logarithmic and exponential, and trigonometric functions, respectively. The special functions in Part V are extensively used in many areas of physics and other disciplines [15, 16, 17].

The Lambert $W$ function, which is the solution $w = w(x)$ of the transcendental equation $we^w = x$ and a subject of Part V, has become a much-used tool in physics [18, 19] and other disciplines [20, 21, 22, 23]. Its history is contained in [24], and many properties are in [18] and [17]. Another name for the Lambert $W$ function is the product logarithm. Numerical values are available in Mathematica, Maple, Matlab, and Wolfram Alpha. The function $y = W(x)$ is defined on the complex plane and has two real branches. The principal branch is the function $y = W_0(x) = W_p(x)$, which has domain $x \in (-1/e, \infty)$, contains the points $(-1/e, -1)$ and $(0, 0)$ and is increasing, concave, and positive for $x \in [0, \infty)$. The other branch is the function $y = W_{-1}(x) = W_m(x)$, which has domain $x \in [-1/e, 0)$, contains the point $(-1/e, -1)$, is decreasing, convex for $x \in (-1/e, -2/e^2)$, concave for $x \in (-2/e^2, 0)$, and asymptotically approaches the negative $y$-axis.

5. Using Table 1

For the first part of Entry IV.1 of Table 1 in Appendix A, the full transformation for all $m \in \mathbb{R}$ is

$$
L\{\sin(x)\}(m) = \begin{cases} 
(\pi/2)m - 1 & \text{for } m \leq 0, \\
\cos^{-1}(m - \sqrt{1 - m^2}) & \text{for } 0 < m < 1, \\
0 & \text{for } 1 \leq m,
\end{cases}
$$

(13)

by using the supporting lines at the endpoints of the domain of $y = f(x)$. Method 2 is employed to find the extension in (13), which is outside $0 < m < 1$. Many entries have the aspect that only the nonlinear portion is displayed in the table, but line segments to the left and/or right can be taken to complete the function, as in (13). When they have no physical or other meaning, these line segments are ignored. For simplicity, they are omitted from the table.
Often, it is assumed that all functions whose Legendre transformations are sought are convex. Then, Theorem 1(b) implies that the Legendre transformation is convex, as well. Differentiable convex functions have derivatives that are invertible because the derivatives are monotonic and single valued \[13\]. Some entries of the table are split into parts, which depend on whether the portion of the function is convex or concave.

The transformation can be applied to functions that are part convex and part concave, but there will most likely be complications and, sometimes, unexpected results. Theorem 1(b) shows that, if a function has a second derivative that is zero at a point, the corresponding point on the dual curve has an undefined second derivative. Example 7 illustrates some of these ideas.

Example 7 (function that has both concave and convex portions). The function \( y = f(x) = \sin x \) for \(-\pi/2 < x < \pi/2\) is in Entry IV.1. The function is convex on the left and concave on the right. The function \( y = f(x) \) and its transformation are displayed in Figures 1 and 2. As \( y = f(x) \) is traced left to right, starting at \((x, y) = (-\pi/2, -1)\), the corresponding points of its transformation are traced downward, starting at \((m, d) = (0, 1)\). For each value of \( x \neq 0 \), the tangent lines to the sine function at points with coordinates \( x \) and \(-x\) have the same slope \( m \) and different intercepts, which makes the transformation in Figure 2 a curve, not a function. The point of inflection \((0, 0)\) in Figure 1 corresponds to the cusp at \((1, 0)\) in Figure 2. The symmetry in Figure 1 about the \( m \)-axis illustrates Entry 1.12.

The Legendre transformation changes the function \( f \) into the function \( g \) by changing the independent variable from \( x \) to \( m \). In physical settings, there may be many other variables present, but the underlying process is unchanged. The transformation’s appearance might change because partial derivatives are employed, in order that other variables are held constant \[25\].

Most domains are presented as open sets, but, in very many cases, boundary points can be filled in simply by substitution or by a limiting process.

6. Approximating polynomials

The Lagrange inversion or Lagrange-Bürmann theorem pertains to finding dual functions. It says that, given an analytic function \( y = r(x) \) with Taylor series about \( x = x_0 \) and nonzero derivative at \( x = x_0 \), a Taylor series about \( y_0 = r(x_0) \) of the inverse function \( x = s(y) \) can be found and has a non-zero radius of convergence. Contour integration and various other techniques can be employed \[17, 26, 27\]. \[28\] performs inversion by the method of indeterminate coefficients.

For the present application, \( y = r(x) = f'(x) \) and \( x = s(y) = g'(y) \), which are inverse functions by Theorem 1(a). Because all derivatives may not exist for functions of interest, we find approximating polynomials in the dual space. These polynomials would be terms of the Taylor series. Interesting ideas,
especially about this type of potentially limited use of Lagrange inversion, can be found in [29], [30], [31], and [32].

Polynomials that approximate $d = g(m)$ near $m = m_0$ can be found without first finding the function $g$. Each term of the approximating polynomial, which are the terms of the Taylor expansion of $g$, is a function of the derivatives of $y = f(x)$ at $x = x_0$ up to the same degree as the polynomial in $m, d$-space. The terms of the polynomial approximation of $g$ about $m = m_0$ are determined by the terms of the polynomial of the same degree of approximation of $f(x)$ at $x = x_0$. Besides differentiability of $f$ at $x = x_0$ to the degree desired, it is required that $f''(x_0) \neq 0$.

From the definition of $m = f'(x)$,

$$m_0 = f'(x_0).$$

The defining equation of $d = g(m)$ is from the tangent line $y = mx - d$ so that $g = mx - f$ and

$$g(m_0) = x_0 f'(x_0) - f(x_0).$$

From Theorem 1(a), $g'(m) = x$, so that

$$g'(m_0) = x_0.$$

From Theorem 1(b), $g''(m) = 1/f''(x)$, so that

$$g''(m_0) = \frac{1}{f''(x_0)}.$$

A recursion formula for $g^{(n+1)}(m)$ for integers $n \geq 2$ is available. Beginning with $g''(m) = 1/f''(x)$, differentiate with respect to $x$ to obtain

$$\frac{dg''(m)}{dm} \frac{dm}{dx} = g'''(m) f''(x) = \frac{d}{dx} \frac{1}{f''(x)} = -\frac{f'''(x)}{(f''(x))^2},$$

and

$$g'''(m) = \frac{1}{f''(x)} \frac{d}{dx} \frac{1}{f''(x)} = -\frac{f'''(x)}{(f''(x))^3},$$

so that

$$g'''(m_0) = -\frac{f'''(x_0)}{(f''(x_0))^3}.$$
Continuing to differentiate similarly, we obtain

\[ g^{(4)}(m) = \frac{1}{f''(x)} \frac{d}{dx} \left( \frac{f'''(x)}{(f''(x))^2} \right) = \frac{3(f''(x))^2 - f''(x)f^{(4)}(x)}{(f''(x))^5}, \]

\[ g^{(5)}(m) = \frac{1}{f''(x)} \frac{d}{dx} \left( \frac{3(f''(x))^2 - f''(x)f^{(4)}(x)}{(f''(x))^5} \right) = \frac{10f''(x)f'''(x)f^{(4)}(x) - 15(f''(x))^3 - (f''(x))^2 f^{(5)}(x)}{f''(x)^7}, \]

and so forth. The right-hand sides can be evaluated at \( x = x_0 \). To obtain the next higher derivative, and thus the next term, divide the derivative of the current derivative as a function of \( x \) by \( f''(x) \) according to the recursion formula

\[ (g^{(n+1)}(m))(x) = \frac{1}{f''(x)} \frac{d}{dx} (g^{(n)}(m))(x). \]

**Example 8 (product of functions \( y = x \sin x \)).** The Taylor series for \( y = f(x) = x \sin x \) about \( x = 0 \) is

\[ y = f(x) = \sum_{i=0}^{\infty} f^{(i)}(0) \frac{x^i}{i!} = x \sin x = x \sum_{i=0}^{\infty} (-1)^i \frac{x^{2i+1}}{(2i+1)!} = \sum_{i=0}^{\infty} (-1)^{i+1} \frac{x^{2i+1}}{(2i+1)!}, \]

which converges for all real numbers [17]. Thus, \( m_0 = f'(0) \), the odd derivatives of \( f \) at \( x = 0 \) are zero, and, for all nonnegative integers \( n \), \( f^{(2n)}(0) = (-1)^{n+1}(2n) \). Then, at \( m = m_0 = 0 \), \( g(0) = 0 \), \( g'(0) = 0 \), \( g''(0) = 1/2 \), \( g'''(0) = 0 \), and

\[ g^{(4)}(0) = \frac{3(f'''(0))^2 - f''(0)f^{(4)}(0)}{(f''(0))^5} = \frac{3(0)^2 - (2)(-4)}{(2)^5} = 1/4, \]

so the first five terms of the approximating polynomial at \( m = 0 \) to the Legendre transformation of \( x \sin x \) is

\[ 0 + 0m + \frac{1}{2} \frac{m^2}{2!} + 0 \frac{m^3}{3!} + \frac{1}{4} \frac{m^4}{4!} = \frac{m^2}{4} + \frac{m^4}{96}. \]

### 7. Closing comments

Clairaut’s differential equation

\[ y = xy' + h(y') \quad (14) \]

is a expression of the Legendre transformation between two differentiable functions [7, 8]. This can be seen by replacing \( y \) by \( f \), \( y' \) by \( m \), and the function \( h \) by the function \( -g \). The singular solution of (14) is the Legendre transformation of the function \( g(m) \) and vice versa by the reflectivity property in Theorem 1(c).

The general solution of (14), which contains a constant of integration as a parameter, is the tangent lines to the singular solution [33, 34]. Table 1 in Appendix A is an integral table for Clairaut’s differential equation [8]. Clairaut’s equation and the Legendre transformation are displayed in the formula for integration by parts with the Legendre transformation.

Besides \( m, d \)-space, there are many spaces that are dual to \( x, y \)-space. Each dual space is formulated in terms of the coefficients of a standard form for the equations of lines that serve as tangent and supporting lines to curves in \( x, y \)-space [35]. Here, \( m \) and \( d \) from \( y = mx - g(m) \) yield curves \( d = g(m) \) that are dual to \( y = f(x) \), which has the lines as supporting or tangent lines. Hence, \( f(x) \) and \( g(m) \) are Legendre transformation pairs.

Using \( y = mx + b(m) \) to give points in \( m, b \)-space is often called the Legendre transformation. This transformation is intuitive, because the \( y \)-intercept \( b \) is a coordinate in the dual space, but the reflectivity property is lost. In order to use the table for this alternative definition, the adjustment can be made between \( b \) and \( d \) [25, 35].

Another example is \( u, v \)-space, where the coefficients \( u \) and \( v \) of

\[ ux + vy = 1 \quad (15) \]

in \( x, y \)-space give the dual curves \( v = w(u) \) [36]. The pairs in the table can be converted to relationships for the \( u \) and \( v \) coefficients using the identities \( m = -u/v \) and \( d = 1/v \) [35]. Different lines in \( x, y \)-space may have no representations, thus losing various portions of curves. In \( x, y \)-space, vertical lines have undefined slope \( m \) and, therefore, neither \( m, d \)-representation nor \( m, b \)-representation, and lines through the origin of \( x, y \)-space
have no $u, v$-representation because the lines cannot be written as (15). Accommodations or adjustments in order to include omitted lines can be made by introducing points at infinity, but that can sometimes defeat the goal of simple or physical representations.
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## Appendix A. Table 1: Legendre-transformation pairs

### I: Properties

|   | \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) | Notes |
|---|---------------------------------|---------------------------------|------|
| 1 | \( af(x) \)                     | \( ag\left(\frac{m}{a}\right) \) | \( a \neq 0 \) |
| 2 | \( f(ax) \)                     | \( g\left(\frac{m}{a}\right) \) | \( a \neq 0 \) |
| 3 | \( f(x) + a \)                  | \( g(m) - a \)                  |      |
| 4 | \( f(x + a) \)                  | \( g(m) - am \)                 |      |
| 5 | \( cf(sx + t) + bx + a \)       | \( cg\left(\frac{m - b}{cs}\right) - t\frac{m - b}{s} - a \) | \( c \neq 0, s \neq 0 \) |
| 6 | \( f^{-1}(x) \)                 | \( -mg\left(\frac{1}{m}\right) \) | \( m \neq 0 \) |
| 7 | \( f'(x) \)                     | \( mf'^{-1}(m) - f'(f'^{-1}(m)) \) |      |
| 8 | \( \int_{a}^{x} f(t)dt \)       | \( mf^{-1}(m) - \int_{a}^{f^{-1}(m)} f(t)dt \) |      |
| 9 | \( (f_1 \square f_2)(x) = \inf_t \{f_1(x-t) + f_2(t)\} \) | \( \mathcal{L}\{f_1(x)\}(m) + \mathcal{L}\{f_2(x)\}(m) \) | \( f_1(x) \) and \( f_2(x) \) convex, \((f_1 \square f_2)(x)\) is the infimal convolution or epi-sum |
| 10| \( f(x) + \frac{x^2}{2} \)      | \( g(m) \square \frac{m^2}{2} \) | \( f(x) \) convex |
| 11| \( f(x) \) even, i.e., \( f(-x) = f(x) \) | \( g(m) \) even |
| 12| \( f(x) \) odd, i.e., \( f(-x) = -f(x) \) | \( g^{-1}(m) \) even |
| Entry | Formula | Notes |
|-------|---------|-------|
| 1 | $y = f(x) = \mathcal{L}\{g(m)\}(x)$ | $d = g(m) = \mathcal{L}\{f(x)\}(m)$ | $0 < x, 0 < m, \frac{1}{p} + \frac{1}{q} = 1, p \neq 0$ or 1 |
| 2 | $\sqrt{1 - x^2}$ | $-\sqrt{1 + m^2}$ | $|x| < 1$ |
| 3 | $(1 - x^p)^{1/p}$ | $-(1 + (-m)^q)^{1/q}$ | $0 \leq x < 1, m \leq 0, \frac{1}{p} + \frac{1}{q} = 1, 1 < p$ |
| 4 | $\sqrt{x^2 - 1}$ | $\sqrt{m^2 - 1}$ | $1 < |x|, 1 < |m|$ |
| 5 | $\frac{x^3}{3} + \frac{x^2}{2}$ | $-\frac{1}{12} - \frac{m}{2} - \frac{(1 + 4m)^{3/2}}{12}$ | $x < -\frac{1}{2}, -\frac{1}{4} < m$ |
|  |  | $-\frac{1}{12} - \frac{m}{2} + \frac{(1 + 4m)^{3/2}}{12}$ | $-\frac{1}{2} < x, -\frac{1}{4} < m$ |
| 6 | $\frac{x^{2p+1}}{2p+1} + \frac{x^{p+1}}{p+1}$ | $\left(\frac{-1 + \sqrt{1 + 4m}}{2}\right)^{1/p}$ | $x < 0, 0 < m, \frac{1}{p} \neq -\frac{1}{2}, -1, 0$ |
|  |  | $\times \frac{2(2p+1)(p+1)}{4(p+1)m + 1 - \sqrt{1 + 4m}}$ | |
| 7 | $\frac{x^2}{2} + \frac{2x^{3/2}}{3}$ | $\frac{6m^2 + 6m + 1 - (1 + 4m)^{3/2}}{12}$ | $0 < x, 0 < m, \text{this is Entry II.6 with } p = \frac{1}{2}$ |
| 8 | $\frac{x^5}{5} + \frac{x^3}{3}$ | $\left(\frac{-1 + \sqrt{1 + 4m}}{2}\right)^{1/2}$ | $0 < x, 0 < m, \text{this is Entry II.6 with } p = 2$ |
| Notes | $y = f(x) = \mathcal{L}\{g(m)\}(x)$ | $d = g(m) = \mathcal{L}\{f(x)\}(m)$ |
|---|---|---|
| 9 | $ax - b$ | $b$ | $m = a$ |
| 10 | $|x|$ | 0 | $|m| \leq 1$ |
| 11 | $-cx$ for $-a \leq x \leq 0$ and $x$ for $0 < x \leq b$ | $-a(m + c)$ for $m \leq -c$, 0 for $-c < m \leq 1$, and $b(m - 1)$ for $1 < m$ | $0 < a, 0 < b, 0 < c$ |
| 12 | $R(x) = \max\{0, x\}$ | 0 | $0 < m \leq 1$, $R(x)$ is the unit ramp function |
| 13 | $\frac{x}{1-x}$ | $(\sqrt{m} - 1)^2$ | $x < 1, 0 < m$ |
| | | $(\sqrt{m} + 1)^2$ | $1 < x, 0 < m$ |
| 14 | $\frac{x^2}{x+1} = \frac{1}{x+1} + x - 1$ | $2 - m + 2\sqrt{1-m}$ | $x < -1, m < 1$ |
| | | $2 - m - 2\sqrt{1-m}$ | $-1 < x, m < 1$ |
| 15 | $\frac{x^2}{2}$ for $|x| < a$, and $a|x| - \frac{a^2}{2}$ for $|x| \geq a$ | $\frac{m^2}{2}$ | $0 \leq |m| \leq a, 0 < a$, $f(x)$ is the Huber loss function |
| 16 | $ax^2 + bx + c$ | $\frac{(m-b)^2}{4a} - c = \frac{m^2 - 2bm + b^2 - 4ac}{4a}$ | $a \neq 0$ |
| 17 | $ax^3 + bx^2 + cx + d$ | $\frac{1}{27a^2}(2(3a(m - c) + b^2)^{3/2} - b(9a(m - c) + 2b^2)) - d$ | $-b/(3a) < x$, $(3ac - b^2)/(3a) < m$, $0 < a$ |
### III: Exponential and Logarithmic Functions

|   | Formula | Derivative | Notes |
|---|---------|------------|-------|
| 1 | $y = e^x$ | $m \ln m - m$ | $0 < m$ |
| 2 | $y = a^x$ | $m \left( \frac{\ln a}{\ln a} \right) - \frac{m}{\ln a}$ | $0 < a, a \neq 1$, sign$(m) = \text{sign}(a - 1)$ |
| 3 | $y = \frac{1}{1 + e^{-x}}$ | $m \ln \frac{1 - 2m - \sqrt{1 - 4m}}{2m} - \frac{1}{2}(1 - \sqrt{1 - 4m})$ | $x < 0, 0 < m < \frac{1}{4}$ |
| 4 | $y = \frac{1 - e^{-x}}{1 + e^{-x}} = \frac{1}{1 + e^{-x}} - \frac{1}{2}$ | $m \ln \frac{1 - 2m - \sqrt{1 - 4m}}{2m} + \frac{1}{2} \sqrt{1 - 4m}$ | $x < 0, 0 < m < \frac{1}{4}$ |
| 5 | $y = \ln(x)$ | $1 + \ln m$ | $0 < x, 0 < m$ |
| 6 | $y = x \ln(x)$ | $e^{m-1}$ | $0 < x$ |
| 7 | $y = \logit(x) = \ln \frac{x}{1 - x}$ | $\frac{1}{2} \left( m - \sqrt{m(m-4)} \right) + \ln \left( \frac{1}{2} \left( m - 2 + \sqrt{m(m-4)} \right) \right)$ | $0 < \frac{1}{2}, 4 < m$, logit$(x)$ is the log odds or logit function |
|   |           | $\frac{1}{2} \left( m + \sqrt{m(m-4)} \right) + \ln \left( \frac{1}{2} \left( m - 2 - \sqrt{m(m-4)} \right) \right)$ | $\frac{1}{2} < x < 1, 4 < m$ |
|   | \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) | Notes |
|---|---|---|---|
| 8 | \( \ln \frac{x}{x + 1} \) | \(-\frac{1}{2}(\sqrt{m(m + 4)} + m) + \ln \left(\frac{1}{2}(m + 2 - \sqrt{m(m + 4)})\right)\) | \( x < -1, 0 < m \) |
|   |   | \( \frac{1}{2}(\sqrt{m(m + 4)} - m) + \ln \left(\frac{1}{2}(m + 2 + \sqrt{m(m + 4)})\right)\) | \( 0 < x, 0 < m \) |
| 9 | \( \ln(x) - \frac{1}{x} \) | \( \sqrt{1 + 4m} + \ln \left(\frac{1}{2}(\sqrt{1 + 4m} - 1)\right)\) | \( 0 < x, 0 < m \) |
| 10 | \( \ln(x) + 2\sqrt{x} \) | \( \frac{2m - 1 - \sqrt{1 + 4m}}{2m} + \frac{1}{2}\ln \left(\frac{1}{2}(\sqrt{1 + 4m} - 1)\right)\) | \( 0 < x, 0 < m \) |
| 11 | \( \ln(x) + \frac{x^2}{2} \) | \( \frac{1}{4}(m^2 + 2 - m\sqrt{m^2 - 4}) + \ln \left(\frac{1}{2}(m + \sqrt{m^2 - 4})\right)\) | \( 0 < x, 1 < 2 < m \) |
|   |   | \( \frac{1}{4}(m^2 + 2 + m\sqrt{m^2 - 4}) + \ln \left(\frac{1}{2}(m - \sqrt{m^2 - 4})\right)\) | \( 1 < x, 2 < m \) |
| 12 | \( x(\ln(x))^2 - 2x \ln x + 2x \) | \(-2e^{-\sqrt{m}\sqrt{m} + 1}\) | \( 0 < x, 1 < 0 < m \) |
|   |   | \( 2e^{\sqrt{m}\sqrt{m} - 1}\) | \( 1 < x, 0 < m \) |
| 13 | \( \ln(1 + e^x) \) | \( m \ln m + (1 - m) \ln(1 - m) \) | \( 0 < m < 1, g(m) \) is the contribution to the Fermi-Dirac entropy by a state with the probability \( m \) |
| \[ y = f(x) = \mathcal{L}\{g(m)\}(x) \] | \[ d = g(m) = \mathcal{L}\{f(x)\}(m) \] | Notes |
|---|---|---|
| 14 | \(-\ln(1-e^x)\) | \(m \ln m - (1 + m) \ln(1 + m)\) | \(x < 0, 0 < m, \) \(g(m)\) is the contribution of a state with \(m\) particles to the Einstein-Bose entropy |
| 15 | \(\ln(1-e^{-x})\) | \((1 + m) \ln(1 + m) - m \ln m\) | \(0 < x, 0 < m\) |
| 16 | \(\sinh x\) | \(-m \ln(m+\sqrt{m^2-1})+\sqrt{m^2-1}\) | \(x < 0, 1 < m\) |
|  |  | \(m \ln(m + \sqrt{m^2-1}) - \sqrt{m^2-1}\) | \(0 < x, 1 < m\) |
| 17 | \(\cosh x\) | \(m \ln(m + \sqrt{m^2+1}) - \sqrt{m^2+1}\) | \(x < 0, m < 0 \) and \(0 < x, 0 < m\) |
| 18 | \(\tanh x\) | \(-m \ln \frac{1+\sqrt{1-m}}{\sqrt{m}} + \sqrt{1-m}\) | \(x < 0, 0 < m < 1\) |
|  |  | \(m \ln \frac{1+\sqrt{1-m}}{\sqrt{m}} - \sqrt{1-m}\) | \(0 < x, 0 < m < 1\) |
| 19 | \(\sinh^2 x\) | \(\frac{1}{2}(m \ln(m + \sqrt{m^2+1}) - 1 - \sqrt{m^2+1})\) |  |
| 20 | \(\cosh^2 x\) | \(-(\sqrt{1-m^2} + \ln m - \ln(1+\sqrt{1-m^2}))\) |  |
| 21 | \(\ln \sinh x\) | \(\frac{m}{2} \ln \frac{1+m}{1-m} + \frac{1}{2} \ln(1-m^2)\) | \(0 < x, m < 1\) |
| 22 | \(\ln \cosh x\) | \(\frac{m}{2} \ln \frac{1+m}{1-m} + \frac{1}{2} \ln(1-m^2)\) | \(x < 0, -1 < m < 0 \) and \(0 < x, 0 < m < 1\) |
| 23 | \(\ln \tanh x\) | \(\frac{m}{2} \ln \frac{\sqrt{m^2+4} + 2}{m} + \frac{\ln \sqrt{m^2+4} + m}{2}\) | \(0 < x, 0 < m\) |
|   | \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) | Notes |
|---|---|---|---|
| 24 | \( \sinh^{-1} x = \ln(x + \sqrt{x^2 + 1}) \) | \(-\sqrt{1 - m^2} + \ln \frac{1 + \sqrt{1 - m^2}}{m} \) | \( x < 0, 0 < m < 1 \) |
|   | | \( \sqrt{1 - m^2} + \ln \frac{1 - \sqrt{1 - m^2}}{m} \) | \( 0 < x, 0 < m < 1 \) |
| 25 | \( \cosh^{-1} x = \ln(x + \sqrt{x^2 - 1}) \) | \( \sqrt{1 + m^2} - \ln \frac{1 + \sqrt{1 + m^2}}{m} \) | \( 1 < x, 0 < m \) |
| 26 | \( \tanh^{-1} x = \frac{1}{2} \ln \frac{1 + x}{1 - x} \) | \(-\sqrt{m(m-1)} - \frac{1}{2} \ln(2m - 1 - 2\sqrt{m(m-1)}) \) | \( -1 < x < 0, 1 < m \) |
|   | | \( \sqrt{m(m-1)} - \frac{1}{2} \ln(2m - 1 + 2\sqrt{m(m-1)}) \) | \( 0 < x < 1, 1 < m \) |
| 27 | \( \coth^{-1} x = \frac{1}{2} \ln \frac{x + 1}{x - 1} \) | \( \sqrt{m(m-1)} - \frac{1}{2} \ln(1 - 2m - 2\sqrt{m(m-1)}) \) | \( x < -1, m < 0 \) |
|   | | \(-\sqrt{m(m-1)} - \frac{1}{2} \ln(1 - 2m + 2\sqrt{m(m-1)}) \) | \( 1 < x, m < 0 \) |
|   | \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) | Notes |
|---|---------------------------------|---------------------------------|-------|
| 1 | \( \sin x \) | \(-m\sin^{-1}\sqrt{1-m^2} + \sqrt{1-m^2}\) | \(-\pi/2 < x < 0, 0 < m < 1\) |
|   |       | \(m\sin^{-1}\sqrt{1-m^2} - \sqrt{1-m^2}\) | \(0 < x < \pi/2, 0 < m < 1\) |
| 2 | \( \cos x \) | \(-m\cos^{-1}\sqrt{1-m^2} - \sqrt{1-m^2}\) | \(-\pi/2 < x < 0, 0 < m < 1\) |
|   |       | \(m\cos^{-1}\sqrt{1-m^2} - \sqrt{1-m^2}\) | \(0 < x < \pi/2, -1 < m < 0\) |
|   |       | \(m\cos^{-1}\sqrt{1-m^2} + \sqrt{1-m^2}\) | \(\pi/2 < x < \pi, -1 < m < 0\) |
| 3 | \( \tan x \) | \(-m\tan^{-1}\sqrt{m-1} + \sqrt{m-1}\) | \(-\pi/2 < x < 0, 1 < m\) |
|   |       | \(m\tan^{-1}\sqrt{m-1} - \sqrt{m-1}\) | \(0 < x < \pi/2, 1 < m\) |
| 4 | \( \cot x = \frac{1}{\tan x} \) | \(-m\sin^{-1}\frac{1}{\sqrt{-m}} + \sqrt{-m-1}\) | \(-\pi/2 < x < 0, m < -1\) |
|   |       | \(m\sin^{-1}\frac{1}{\sqrt{-m}} - \sqrt{-m-1}\) | \(0 < x < \pi/2, m < -1\) |
| 5 | \( \sec x = \frac{1}{\cos x} \) | \(m\cos^{-1}\frac{\sqrt{4m^2+1-1}}{\sqrt{2m}}\) | \(0 < x < \pi/2, 0 < m\) |
|   |       | \(\frac{\sqrt{4m^2+1-1}}{\sqrt{4m^2+1-1}}\) | \(\pi/2 < x < \pi, 0 < m\) |
|   | $y = f(x) = \mathcal{L}\{g(m)\}(x)$ | $d = g(m) = \mathcal{L}\{f(x)\}(m)$ | Notes |
|---|----------------------------------|------------------------------------|-------|
| 6 | $\csc x = \frac{1}{\sin x}$ | $m\sin^{-1}\left(\sqrt{\frac{4m^2 + 1}{2m}} - \frac{1}{\sqrt{4m^2 + 1}}\right)$ | $-\pi/2 < x < 0, m > 0$ |
|   | | $-m\sin^{-1}\left(\sqrt{\frac{4m^2 + 1}{2m}} + \frac{1}{\sqrt{4m^2 + 1}}\right)$ | $0 < x < \pi/2, m > 0$ |
| 7 | $\sin^2 x$ | $\frac{1}{2}(m\sin^{-1}m + \sqrt{1 - m^2} - 1)$ | $-\pi/4 < x < \pi/4, -1 < m < 1$ |
| 8 | $\cos^2 x$ | $-\frac{1}{2}(m\sin^{-1}m + \sqrt{1 - m^2} + 1)$ | $-\pi/4 < x < \pi/4, -1 < m < 1$ |
| 9 | $2\sin\sqrt{x} - 2\sqrt{x}\cos\sqrt{x}$ | $\frac{m(\sin^{-1}m)^2 + m}{2\sqrt{1 - m^2}\sin^{-1}m - 2m}$ | $0 < x < \pi^2/4, 0 < m < 1$ |
| 10 | $\sin x - \frac{1}{3}\sin^3 x$ | $-m\sin^{-1}\left((1 - m^{2/3})^{1/2} + (1 - m^{2/3})^{1/2} - \frac{1}{3}(1 - m^{2/3})^{3/2}\right)$ | $-\pi/2 < x < 0, 0 < m < 1$ |
|   | | $m\sin^{-1}\left((1 - m^{2/3})^{1/2} - (1 - m^{2/3})^{1/2} + \frac{1}{3}(1 - m^{2/3})^{3/2}\right)$ | $0 < x < \pi/2, 0 < m < 1$ |
| 11 | $-\cos x + \frac{1}{3}\cos^3 x$ | $m\cos^{-1}\left((1 - m^{2/3})^{1/2} + (1 - m^{2/3})^{1/2} - \frac{1}{3}(1 - m^{2/3})^{3/2}\right)$ | $0 < x < \pi/2, 0 < m < 1$ |
|   | | $m\cos^{-1}\left(-(1 - m^{2/3})^{1/2} - (1 - m^{2/3})^{1/2} + \frac{1}{3}(1 - m^{2/3})^{3/2}\right)$ | $\pi/2 < x < \pi, 0 < m < 1$ |
|   | \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) | Notes |
|---|---|---|---|
| 12 | \( \tan x + \frac{1}{3} \tan^3 x \) | \(-m\tan^{-1}((m^{1/2} - 1)^{1/2}) + (m^{1/2} - 1)^{1/2} + \frac{1}{3}(m^{1/2} - 1)^{3/2}\) | \(-\pi/2 < x < 0, 1 < m\) |
|   | | \( m\tan^{-1}((m^{1/2} - 1)^{1/2}) - (m^{1/2} - 1)^{1/2} - \frac{1}{3}(m^{1/2} - 1)^{3/2}\) | \(0 < x < \pi/2, 1 < m\) |
| 13 | \( \ln \sin x = -\ln \csc x \) | \( m\sin^{-1}\frac{1}{\sqrt{1 + m^2}} + \ln \sqrt{1 + m^2} \) | \(0 < x < \pi/2, 0 < m\) |
| 14 | \( \ln \cos x = -\ln \sec x \) | \(-m\cos^{-1}\frac{1}{\sqrt{1 + m^2}} + \ln \sqrt{1 + m^2}\) | \(-\pi/2 < x < 0, 0 < m\) |
|   | | \( m\cos^{-1}\frac{1}{\sqrt{1 + m^2}} + \ln \sqrt{1 + m^2} \) | \(0 < x < \pi/2, m < 0\) |
| 15 | \( \ln \tan x = -\ln \cot x \) | \( m\tan^{-1} \frac{m - \sqrt{m^2 - 4}}{2} \) | \(0 < x < \pi/4, 2 < m\) |
|   | | \( \ln \frac{m - \sqrt{m^2 - 4}}{2} \) | |
|   | | \( m\tan^{-1} \frac{m + \sqrt{m^2 - 4}}{2} \) | \(\pi/4 < x < \pi/2, 2 < m\) |
|   | | \( \ln \frac{m + \sqrt{m^2 - 4}}{2} \) | |
| 16 | \( \frac{x}{2}(\sin \ln x + \cos \ln x) \) | \( \frac{1}{2}e^{\cos^{-1}m}(m - \sqrt{1 - m^2}) \) | \(1 < x < e^\pi, -1 < m < 1\) |
| 17 | \( \frac{x}{2}(\sin \ln x - \cos \ln x) \) | \( \frac{1}{2}e^{\sin^{-1}m}(m + \sqrt{1 - m^2}) \) | \(e^{-\pi/2} < x < e^{\pi/2}, -1 < m < 1\) |
| 18 | \( \sin^{-1}x \) | \(-\sqrt{m^2 - 1} + \sin^{-1}\frac{\sqrt{m^2 - 1}}{m}\) | \(-1 < x < 0, 1 < m\) |
|   | | \( \sqrt{m^2 - 1} - \sin^{-1}\frac{\sqrt{m^2 - 1}}{m}\) | \(0 < x < 1, 1 < m\) |
|   | \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) | Notes |
|---|---|---|---|
| 19 | \( \cos^{-1}x \) | \( \sqrt{m^2 - 1} - \cos^{-1}\frac{\sqrt{m^2 - 1}}{m} \) | \( -1 < x < 0, m < -1 \) |
|   |   | \( -\sqrt{m^2 - 1} - \cos^{-1}\frac{-\sqrt{m^2 - 1}}{m} \) | \( 0 < x < 1, m < -1 \) |
| 20 | \( \tan^{-1}x \) | \( \tan^{-1}\sqrt{\frac{1-m}{m}} - \sqrt{m(1-m)} \) | \( x < 0, 0 < m < 1 \) |
|   |   | \( -\tan^{-1}\sqrt{\frac{1-m}{m}} + \sqrt{m(1-m)} \) | \( 0 < x, 0 < m < 1 \) |
| 21 | \( \sin^{-1}\sqrt{x} \) | \( \frac{m - \sqrt{m^2 - 1}}{2} \) | \( 0 < x < 1/2, 1 < m \) |
|   |   | \( \sin^{-1}\sqrt{\frac{m - \sqrt{m^2 - 1}}{2m}} \) |   |
|   | \( \frac{m + \sqrt{m^2 - 1}}{2} \) | \( 1/2 < x < 1, 1 < m \) |
|   | \( \sin^{-1}\sqrt{\frac{m + \sqrt{m^2 - 1}}{2m}} \) |   |
| 22 | \( \sin^{-1}x - \sqrt{1-x^2} \) | \( m - \sin^{-1}\frac{m^2 - 1}{m^2 + 1} \) | \( -1 < x < 1, 0 < m \) |
| 23 | \( \sin^{-1}\tanh x = \tan^{-1}\sinh x \) | \( -m \ln \frac{1 + \sqrt{1-m^2}}{m} + \sin^{-1}\sqrt{1-m^2} \) | \( x < 0, 0 < m < 1 \) |
|   |   | \( m \ln \frac{1 + \sqrt{1-m^2}}{m} - \sin^{-1}\sqrt{1-m^2} \) | \( 0 < x, 0 < m < 1 \) |
|   | \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) | Notes |
|---|---|---|---|
| 1 | \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt \) | \( -m \sqrt{-\ln(\sqrt{\pi}m/2)} - \text{erf}(\sqrt{-\ln(\sqrt{\pi}m/2)}) \) | \( x < 0, 0 < m < 2/\sqrt{\pi}, \) \( \text{erf}(x) \) is the error function |
|   | | | \( 0 < x, 0 < m < 2/\sqrt{\pi} \) |
| 2 | \( \text{erfc}(x) = 1 - \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_x^\infty e^{-t^2} \, dt \) | \( -m \sqrt{-\ln(-\sqrt{\pi}m/2)} - \text{erfc}(\sqrt{-\ln(-\sqrt{\pi}m/2)}) \) | \( x < 0, -2/\sqrt{\pi} < m < 0, \) \( \text{erfc}(x) \) is the complementary error function |
|   | | | \( 0 < x, -2/\sqrt{\pi} < m < 0 \) |
| 3 | \( \text{erf}^{-1}(x) \) | \( \sqrt{\ln(2m/\sqrt{\pi})} + m \text{erf}(\sqrt{\ln(2m/\sqrt{\pi})}) \) | \( -1 < x < 0, \sqrt{\pi}/2 < m \) |
|   | | | \( 0 < x < 1, \sqrt{\pi}/2 < m \) |
| 4 | \( \text{erfc}^{-1}(x) \) | \( -\sqrt{\ln(-2m/\sqrt{\pi})} + m \text{erfc}(\sqrt{\ln(-2m/\sqrt{\pi})}) \) | \( 0 < x < 1, m < -\sqrt{\pi}/2 \) |
|   | | | \( 1 < x < 2, m < -\sqrt{\pi}/2 \) |
|   | \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) | Notes |
|---|---|---|---|
| 5 | \( \Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} dt \) | \(-m\sqrt{-\ln(2\pi m^2)} - \Phi(-\sqrt{-\ln(2\pi m^2)}) \) | \( x < 0, 0 < m < 1/\sqrt{2\pi}, \Phi(x) \) is the probability integral or standard normal distribution function |
|  | \( m\sqrt{-\ln(2\pi m^2)} - \Phi(\sqrt{-\ln(2\pi m^2)}) \) | \( 0 < x, 0 < m < 1/\sqrt{2\pi} \) |
| 6 | \( \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-t^2/2} dt \) | \(-m\sqrt{-\ln(2\pi m^2)} - 1 + \Phi(-\sqrt{-\ln(2\pi m^2)}) \) | \( x < 0, -1/\sqrt{2\pi} < m < 0, f(x) \) is the \( Q \) function, which is \( \text{Pr}(X > x) \) for the standard normal distribution |
|  | \( m\sqrt{-\ln(2\pi m^2)} - 1 + \Phi(\sqrt{-\ln(2\pi m^2)}) \) | \( 0 < x, -1/\sqrt{2\pi} < m < 0 \) |
| 7 | \( \Phi^{-1}(x) \) | \( \sqrt{\frac{m^2}{2\pi}} + m\Phi\left(-\sqrt{\frac{m^2}{2\pi}}\right) \) | \( 0 < x < 1/2, \sqrt{2\pi} < m, \Phi^{-1} \) is the probit function or the quantile function of the standard normal distribution |
|  | \( -\sqrt{\frac{m^2}{2\pi}} + m\Phi\left(\sqrt{\frac{m^2}{2\pi}}\right) \) | \( 1/2 < x < 1, \sqrt{2\pi} < m \) |
| 8 | \( \frac{1}{\pi} \int_{-\infty}^{x} \frac{1}{1+t^2} dt = \frac{1}{2} + \frac{1}{\pi} \tan^{-1} x \) | \(-m\sqrt{\frac{1-\pi m}{\pi m}} + \frac{1}{\pi} \tan^{-1} \sqrt{\frac{1-\pi m}{\pi m}} - \frac{1}{2} \) | \( x < 0, 0 < m < 1/\pi, f(x) \) is the standard Cauchy distribution and Student’s \( t \)-distribution with one degree of freedom |
|  | \( m\sqrt{\frac{1-\pi m}{\pi m}} - \frac{1}{\pi} \tan^{-1} \sqrt{\frac{1-\pi m}{\pi m}} - \frac{1}{2} \) | \( 0 < x, 0 < m < 1/\pi \) |
|    | \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) | Notes |
|----|----------------------------------|----------------------------------|-------|
| 9  | \[
\frac{\sqrt{2}}{4} \int_{-\infty}^{x} \left(1 + \frac{t^2}{2}\right)^{-3/2} \, dt = \frac{1}{2} + \frac{\sqrt{2x}}{4} (1 + x^2)^{-1/2}
\] | \[
\frac{1}{2}((1 - 2m^{2/3})^{3/2} - 1)
\] | \( x < 0, 0 < m < \frac{\sqrt{2}}{4} \), \( f(x) \) is Student’s \( t \)-distribution with two degrees of freedom |

| 10 | \( S(x) = \frac{1}{b} \int_{-\infty}^{x} \left(1 + \frac{t^2}{\nu}\right)^{-\frac{\nu+1}{2}} \, dt \) | \[
-m\sqrt{\nu \left(\frac{1}{(mb)^{\nu+1}} - 1\right)} - S \left(-\sqrt{\nu \left(\frac{1}{(mb)^{\nu+1}} - 1\right)}\right)
\] | \( x < 0, 0 < m < \frac{1}{b} \), where \( b = \sqrt{\nu} \text{B}(1/2, \nu/2) \), \( \text{B}(x, y) \) is the beta function, \( S(x) \) is Student’s \( t \)-distribution with \( \nu > 0 \) degrees of freedom |

| 11 | \( \text{Ei}(x) = \int_{-\infty}^{x} \frac{e^t}{t} \, dt \) | \[
-mW_0 \left(-\frac{1}{m}\right) - \text{Ei} \left(-W_0 \left(-\frac{1}{m}\right)\right)
\] | \( x < 0, m < 0 \) and \( 0 < x < 1, e < m \), \( \text{Ei}(x) \) is the exponential integral |

|    | \[
-1 < x, e < m
\] | | |

| 12 | \( \text{li}(x) = \int_{0}^{x} \frac{dt}{\ln t} \) | \[
me^{1/m} - \text{li}(e^{1/m}) = me^{1/m} - \text{Ei} \left(\frac{1}{m}\right)
\] | \( 0 < x < 1, m < 0 \) and \( 1 < x, 0 < m \), \( \text{li}(x) \) is the logarithmic integral |

| 13 | \( \text{Li}(x) = \text{li}(x) - \text{li}(2) = \int_{2}^{x} \frac{dt}{\ln t} \) | \[
me^{1/m} - \text{Li}(e^{1/m}) = me^{1/m} - \text{Ei} \left(\frac{1}{m}\right) + \text{Ei} \left(\ln 2\right) = me^{1/m} - \text{li}(e^{1/m}) + \text{li}(2)
\] | \( 1 < x, 0 < m \), \( \text{Li}(x) \) is the offset or Eulerian logarithmic integral |
14 \( y = f(x) = \mathcal{L}\{g(m)\}(x) \)

\[
F(x; k) = \int_0^x \frac{1}{\sqrt{1 - k^2 \sin^2 t}} \, dt
\]

\[
m \sin^{-1} \frac{\sqrt{m^2 - 1}}{mk} - F \left( \sin^{-1} \frac{\sqrt{m^2 - 1}}{mk} ; k \right)
\]

\( 0 < x < \pi/2, 1 < m < 1/\sqrt{1 - k^2}, 0 < k < 1, F(x; k) \) is the incomplete elliptic integral of the first kind, \( k \) is the elliptic modulus

**Notes**

15 \( d = g(m) = \mathcal{L}\{f(x)\}(m) \)

\[
E(x; k) = \int_0^x \frac{1}{\sqrt{1 - k^2 \sin^2 t}} \, dt
\]

\[
m \sin^{-1} \frac{1 - m^2}{k} - E \left( \sin^{-1} \frac{1 - m^2}{k} ; k \right)
\]

\( 0 < x < \pi/2, \sqrt{1 - k^2} < m < 1, 0 < k < 1, E(x; k) \) is the incomplete elliptic integral of the second kind, \( k \) is the elliptic modulus

16 \( J_0(x) \)

\(-m J_1^{-1}(m) - J_0(J_1^{-1}(m))\) \( |x| < 1.841\ldots, |m| < 0.582\ldots, J_0(x) \) and \( J_1(x) \) are the Bessel functions of the first kind of order 0 and 1

17 \( \frac{x}{2} \left( \ln x - \frac{1}{2} \right) \)

\[
\frac{m^2}{4} \frac{2W_{-1}(m) + 1}{W_{-1}(m)}
\]

\( 0 < x < 1/e, -1/e < m < 0 \)

18 \( x \ln x - x + \frac{x^2}{2} \)

\[
\frac{W_0(e^m)}{2} + W_0(e^m)
\]

\( 0 < x \)

19 \( e^x + \frac{x^2}{2} \)

\[
\frac{1}{2} (m^2 - W_0^2(e^m) - 2W_0(e^m))
\]

20 \( (x-1)e^x \)

\[
m \left( W_{-1}(m) - 1 + \frac{1}{W_{-1}(m)} \right) = \int_{W_{-1}(m)} W_{-1}(m) \, dm
\]

\[
m \left( W_{-0}(m) - 1 + \frac{1}{W_0(m)} \right) = \int_{W_{-0}(m)} W_0(m) \, dm
\]

\( -1 < x, -1/e < m, m \neq 0 \)
| Equation | Notes |
|----------|-------|
| \( y = f(x) = \mathcal{L}\{g(m)\}(x) \) | \( d = g(m) = \mathcal{L}\{f(x)\}(m) \) |
| \( \gamma(r, x) = \int_0^x t^{r-1}e^{-t}dt \) | \( \Gamma(r, x) = \int_x^{\infty} t^{r-1}e^{-t}dt \) |
| \( \gamma(r, x) = \int_0^x t^{r-1}e^{-t}dt \) | \(-\mathcal{L}\{\gamma(r, x)\}(-m) - \Gamma(r)\) |
| 21 \( (x + a)e^x \) | \( m \left( W_0(me^{a+1}) - a - 2 \right) + e^{W_0(me^{a+1}) - a - 1} \) |
| | \( x < -a - 2, -1/e^{a+2} < m < 0 \) |
| | \( m \left( W_0(me^{a+1}) - a - 2 \right) + e^{W_0(me^{a+1}) - a - 1} \) |
| | \(-a - 2 < x, -1/e^{a+2} < m \) |
| 22 \( \gamma(r, x) = \int_0^x t^{r-1}e^{-t}dt \) | \( (1-r)mW_0\left( \frac{m+1}{1-r} \right) - \gamma\left( r, (1-r)W_0\left( \frac{m+1}{1-r} \right) \right) \) |
| | \( 0 < x < r - 1, \) \( 0 < m < \left( \frac{r-1}{e} \right)^{-1}, 1 < r \) |
| | \( \gamma(r, x) \) is the lower incomplete gamma function |
| 23 \( \Gamma(r, x) = \int_x^{\infty} t^{r-1}e^{-t}dt \) | \( -\mathcal{L}\{\gamma(r, x)\}(-m) - \Gamma(r) \) |
| | \( 0 < x, 1 < r, \) \( \Gamma(r, x) \) is the upper incomplete gamma function, \( \Gamma(r) \) is the gamma function |