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Abstract

Several perturbative computations of finite-size effects, performed on the gauge side of
the AdS/CFT correspondence by means of superspace techniques, are presented. First,
wrapping effects are analyzed in the standard $\mathcal{N}=4$ theory, by means of the calcu-
lation of the four-loop anomalous dimension of the Konishi operator. Then, a similar
computation at five loops is described. Afterwards, finite-size effects are studied in the
$\beta$-deformed case, where thanks to the reduced number of supersymmetries the simpler
class of single-impurity operators can be considered, so that the leading corrections to
the anomalous dimensions at generic order can be reduced to the computation of a class
of integrals. Explicit results are given up to eleven loops. A further chapter is dedicated
to the computation of the leading finite-size effects on operators dual to open strings. In
the end, some comments are made and proposals for future developments are discussed.
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Chapter 1.

Introduction

One of the main open problems in modern theoretical physics concerns the search for a quantum theory of gravity. With the current knowledge, gravitational interactions can be successfully described by the theory of General Relativity on large scales, where they are dominating with respect to the other three fundamental forces, namely the strong, electromagnetic and weak ones, but they still lack a quantum description, which would be needed when studying systems with large masses at subatomic scales, where gravitational effects cannot be neglected. On the other hand, the other three fundamental forces can be consistently described in terms of quantum field theories, and have been unified into the Standard Model of elementary particles. However, the standard quantization procedure that can be successfully applied to these interactions fails with gravity because the latter is not renormalizable.

The typical example of a system that cannot be fully studied without a complete quantum theory of gravity is a black hole. Near the singularity, the gravitational force becomes relevant even at small scales, and the standard General Relativity description breaks down. Moreover, an exact analysis of the process of Hawking radiation emission and black hole evaporation requires that quantum effects on the gravitational background too are taken into consideration. Thus, a quantum theory of gravity is indeed needed. Since the standard quantization procedure cannot be used, new approaches have been considered and are under research, the most important ones being those based on String Theory on one side and on Loop Quantum Gravity on the other one. The former has the additional valuable feature that, besides leading to a quantum description of
gravitational interactions, it would offer a unified description of all the four fundamental interactions. In this thesis, only the String Theory approach will be considered.

In the framework of String Theory, the standard concept of point particle is extended by introducing new fields to describe extended objects, namely strings and branes. Then, the techniques of quantum field theory are used to quantize the model on a fixed gravitational background. During the years, several improvements have been obtained, in particular with the introduction of supersymmetry. Different formulations of the theory are possible, depending on the matter content and the constraints on the fields, but a feature that is common to all the possibilities is the need for additional spacetime dimensions, whose number is fixed to be 26 in the older bosonic theory and 10 in the most recent superstring formulations. The traditional four-dimensional description is then recovered by compactifying the theory on some appropriate manifold. In any case, the exact quantization of the theory on a generic curved background is a very difficult task.

A big progress in the development of String Theory was obtained with the proposal of the AdS/CFT conjecture [1], claiming the equivalence of type-IIB superstrings on the \( \text{AdS}_5 \times S^5 \) background and \( \mathcal{N} = 4 \) Super Yang-Mills (SYM) in four spacetime dimensions, which is a non-Abelian gauge field theory with \( \mathcal{N} = 4 \) supersymmetries, invariant under conformal transformations. This duality is very interesting because it relates opposite regimes of the two related theories, so that the strong-coupling behaviour of one of the two theories can be studied by performing a simpler analysis on the opposite side of the correspondence. In particular, the strong-coupling regime of \( \mathcal{N} = 4 \) SYM corresponds to the supergravity limit of the string theory. The drawback of this strong/weak nature of the duality is that it makes the conjecture very difficult to prove, because in general only perturbative computations are simple enough to deal with. Up to now, several strong tests have been performed, all confirming the validity of the correspondence, but a rigorous proof is still missing. Anyway, the conjecture has been later extended to relate other pairs of theories, modifying the string background on one side and the field theory action and matter content on the opposite side.

In the last few years, new findings appeared, concerning the possible integrability of both sides of the duality. Such results revealed to be very useful to perform further tests of the conjecture and may even lead to a final demonstration in the future. Their power derives from the fact that in an integrable theory an infinite number of conserved
charges exists, from which in principle the exact spectrum can be determined. So, if the two theories are really integrable, the calculation of the full spectra may be within reach, and the comparison of the results would represent a very strong test for AdS/CFT. The first integrability properties were discovered in the simplest approximations of the two dual theories, namely one-loop $\mathcal{N} = 4$ SYM on one side and classic strings on the other one. In particular, at first only the reduction of $\mathcal{N} = 4$ SYM to the $SU(2)$ sector, which contains operators built using only two out of the three available complex scalar fields, was considered. These simple cases suggested the very useful description according to which composite operators of the field theory are associated to states of closed spin chains. In this picture, operators whose dimensions are not protected by supersymmetry correspond to excitations, called magnons, over the ferromagnetic ground state of the chain, which is protected.

The integrability results have been then extended to all the other sectors and to higher orders, and are now believed to hold at any order. The conjectured all-order integrability indeed offers powerful tools for the computation of part of the spectra of anomalous dimensions in $\mathcal{N} = 4$ SYM and of energies on the string side. However, for a fixed perturbative order $L$, they cannot be applied to composite operators with classical dimension less than $(L + 1)$, because of the appearance of the so-called wrapping interactions, which are finite-size effects not encoded in the asymptotic quantities derived from integrability. In terms of Feynman diagrams, such effects correspond to interactions whose range is greater than the length of the operators, and that can thus wrap around it so that the asymptotic states required by the integrability techniques no longer exist.

A systematic study of finite-size contributions is therefore required in order to find the complete spectra. The first exact study of such effects on the field theory side consisted in the calculation of the four-loop anomalous dimension of a length-four descendant of the Konishi operator, performed by means of field-theoretical superspace techniques. This result was soon after confirmed by an independent computation from the string side based on the Lüscher approach, thus realizing another non-trivial check of the correspondence. The perturbative approach has been applied also to the study of finite-size effects in the $\beta$-deformation of $\mathcal{N} = 4$ SYM, which retains only $\mathcal{N} = 1$ supersymmetry, and where the reduced symmetry allows a class of previously-protected operators to acquire a non-trivial anomalous dimension, providing a simpler framework
for the analysis of wrapping contributions. As a consequence, perturbative calculations could be performed up to higher loop orders \[23, 24\].

During the last years, finite-size effects have been studied on the string side too in a number of papers \[25–37\], based mainly on direct string methods or on the Lüscher approach. The computations focused in particular on the string duals of magnons of the \(SU(2)\) sector, the so-called \textit{giant magnons}, which are spinning strings moving in a particular subspace of \(AdS_5 \times S^5\). However, before the appearance of \[21\], the corrections were generally obtained only in the large \(\lambda\) limit, so that a direct comparison with perturbative results from the gauge side was not possible.

The Lüscher approach was successfully applied to the study of wrapping corrections in several other situations \[25, 38–40\], and to the computation of the five-loop anomalous dimension of the Konishi operator \[41\], but it is difficult to generalize it to deal with generic states. More recently, some proposals appeared for a general description of finite-size effects, based on the thermodynamic Bethe ansatz \[42–54\], from which the so-called Y-system \[55–59\] has been derived. The new techniques successfully reproduce the known wrapping contribution to the Konishi anomalous dimension, and have also been applied to analyze explicitly wrapping effects at strong coupling in the CFT \[60–63\]. Therefore, it will be important to test the new proposals against further direct results.

Apart from the Konishi anomalous dimension, the Lüscher approach has been tested on twist-two operators at four loops \[39\] finding agreement with a direct perturbative result \[64\]. As for the Y-system, its prediction for the five-loop anomalous dimensions of twist-three operators in the \(SL(2)\) sector matches the value conjectured in \[38\], which was confirmed by means of a perturbative calculation in \[65\].

The thermodynamic Bethe ansatz and Y-system have not been extended yet to the \(\beta\)-deformed theory, which thus lacks a proposal for the general description of finite-size effects. Some checks of the correctness of the known perturbative results are however possible in particular cases, starting from the results for the undeformed case on the string side \[66, 67\].

This thesis contains the presentations of the perturbative computations of finite-size effects that have been performed on the field-theory side by means of \(\mathcal{N} = 1\) superspace techniques, both in \(\mathcal{N} = 4\) SYM \[19, 20, 65\] and in its deformed version \[23, 24\]. In Chapter 2 the main features of \(\mathcal{N} = 4\) SYM and of the deformed theory are presented,
and a general result on the divergence of relevant Feynman supergraphs is demonstrated. Chapter 3 contains the summary of the main integrability results and a more detailed introduction to wrapping effects. In Chapter 4, the computation of the four-loop anomalous dimension of the Konishi operator, comprehensive of finite-size effects, is performed. Chapter 5 deals with the similar analysis of five-loop wrapping effects on length-five operators, and the final result is found to agree with the prediction of the Y-system. Chapter 6 is dedicated to the analysis of wrapping contributions in the $\beta$-deformed theory, where the power of superspace techniques and the possibility to study a simpler class of operators allow to find explicitly anomalous dimensions up to any desired order.

In Chapter 7, leading finite-size effects in the undeformed theory are studied on a different class of operators, dual to open strings, and a perturbative calculation is presented confirming the results obtained in [68] using the thermodynamic Bethe ansatz. Finally, in Chapter 8, some conclusions and comments are presented.

The most technical details of each calculation have been collected in several appendices. More precisely, Appendix A contains the demonstration of a quite general result on the cancellation of particular classes of Feynman supergraphs. In Appendices B and C all the explicit results needed for the four-loop computation of Chapter 4 are presented. Appendices D and E contain the results for all the diagrams that are relevant for the five-loop analysis of Chapter 5. In Appendix F the Gegenbauer polynomial $x$-space technique for momentum integrals is shortly reviewed. Finally, in Appendix G the generalized triangle rules needed in Chapter 6 are derived.
Chapter 2.

$\mathcal{N} = 4$ Super Yang-Mills

In this chapter, the main features of the four-dimensional $\mathcal{N} = 4$ Super Yang-Mills (SYM) theory with $SU(N)$ gauge group are presented. First, the action and Feynman rules are given using the superspace formalism, both in the standard and in the $\beta$-deformed case. Then, the proof of a useful result for the perturbative computation of anomalous dimensions is given. Finally, the AdS/CFT correspondence is outlined.

2.1. The model

The four-dimensional $\mathcal{N} = 4$ SYM theory with gauge group $SU(N)$ is a maximally supersymmetric gauge theory that is believed to be ultraviolet finite at all the perturbative orders, and therefore conformally invariant both at the classical and at the quantum level [69–75].

The matter content is completely fixed by the high number of supersymmetries: the theory includes, as physical particles, one spin-1 Yang-Mills vector, four spin-1/2 Majorana spinors, three scalar and three pseudo-scalar fields. The six spin-0 fields are organized into the 6 representation of the R-symmetry group $SU(4)$. All the particles are massless and transform under the adjoint representation of the gauge group $SU(N)$.

The full symmetry group for $\mathcal{N} = 4$ SYM is the supergroup $SU(2,2|4)$. It is the result of the combination of the conformal group $SO(2,4) \sim SU(2,2)$ (generated by translations, Lorentz transformations, dilatations and special conformal transformations), the $\mathcal{N} = 4$ Poincaré supersymmetries, the $SO(6)_R \sim SU(4)_R$ R-symmetry group for the
\[ N = 4 \) Super Yang-Mills

Poincaré supersymmetries and the additional conformal supersymmetries that are required to close the superalgebra. The theory is conjectured to be dual to type II B superstrings on the \( AdS_5 \times S^5 \) background, according to the first and most studied version of the AdS/CFT correspondence \([1]\), which will be briefly presented in Section 2.4.

As it generally happens in gauge theories, perturbative computations based on the standard component-field approach are very difficult to deal with, especially at high loop orders. Therefore, as usual when supersymmetry is present, it is very useful to resort to the superspace formalism \([75]\), where all the ordinary fields of a supermultiplet are combined into a single superfield. Perturbative calculations can then be dramatically simplified by the use of Feynman supergraphs, each encoding the information on a large number of standard diagrams involving ordinary fields. Moreover, the superspace approach often helps to discover simplifications and cancellations directly related to supersymmetry.

2.1.1. The action

In the case of \( \mathcal{N} = 4 \) SYM, it is convenient to take advantage of the \( \mathcal{N} = 1 \) superspace description, where the field content is given in terms of one real vector superfield \( V \) and three chiral superfields \( \Phi^i \). The three scalar superfields, organized into the \( 3 \times \bar{3} \) representation of \( SU(3) \subset SU(4) \), will also be denoted explicitly by \( \phi, Z \) and \( \psi \). The action for the theory is given, in the notation of \([75]\), by

\[
S = S_{GF} + \int d^4x \, d^4\theta \, \text{tr} \left( e^{-gV} \Phi^i e^{gV} \Phi^i \right) + \frac{1}{2g^2} \int d^4x \, d^2\theta \, \text{tr} \left( W^\alpha W_\alpha \right) \\
+ i \frac{g}{3!} \int d^4x \, d^2\theta \, \epsilon^{ijk} \, \text{tr} \left( \Phi_i \left[ \Phi_j, \Phi_k \right] \right) + i \frac{g}{3!} \int d^4x \, d^2\theta \, \epsilon^{ijk} \, \text{tr} \left( \Phi_i \left[ \Phi_j, \Phi_k \right] \right),
\]

(2.1.1)

where \( W_\alpha = iD^2 \left( e^{-gV} D_\alpha e^{gV} \right) \). The gauge-fixing part \( S_{GF} \) is

\[
S_{GF} = -\frac{1}{16\alpha} \int d^4x \, d^4\theta \, \text{tr} \left[ \left( D^2 V \right) \left( \bar{D}^2 \bar{V} \right) \right] \\
+ \frac{1}{\alpha} \int d^4x \, d^4\theta \, \text{tr} \left[ \left( c' - c \right) L_{gV/2} \left[ (c + \bar{c}) + \coth(L_{gV/2})(c - \bar{c}) \right] \right],
\]

(2.1.2)

where \( c \) and \( c' \) are chiral ghost fields, \( \alpha \) is the gauge parameter and \( L_Y X = [Y, X] \) is the Lie derivative.
The superfields can be written as $V = V^a T_a$, $\Phi^i = \Phi_i^a T_a$, $c = c^a T_a$, $i = 1, 2, 3$, where the $T_a$ are matrices that obey the rules of the $SU(N)$ algebra

$$[T_a, T_b] = i f_{abc} T_c , \quad (2.1.3)$$

and are normalized as

$$\text{tr}(T_a T_b) = \delta_{ab} . \quad (2.1.4)$$

The structure constants $f_{abc}$ can be written in terms of the $T_a$ according to the inverse of (2.1.3)

$$f_{abc} = -i \text{tr}([T_a, T_b] T_c) , \quad (2.1.5)$$

which, together with the fundamental relation

$$T_a^{ij} T_a^{kl} = \left( \delta_{il} \delta_{jk} - \frac{1}{N} \delta_{ij} \delta_{kl} \right) , \quad (2.1.6)$$

allows to compute the colour structure of Feynman diagrams.

In the action (2.1.1), $g$ is the gauge coupling of the theory. It is useful to introduce also the rescaled ’t Hooft coupling $\lambda$, defined as

$$\lambda = \frac{g^2 N}{(4\pi)^2} . \quad (2.1.7)$$

The Feynman rules for supergraphs can be derived from the action (2.1.1): in momentum space, the superfield propagators are

$$\langle V^a V^b \rangle = \frac{\delta^{ab}}{p^2} , \quad \langle \Phi_i^a \Phi_j^b \rangle = \delta_{ij} \frac{\delta^{ab}}{p^2} , \quad (2.1.8)$$

whereas the vertex factors can be read directly from the interaction terms in (2.1.1), with an additional $\bar{D}^2$ or $D^2$ for each chiral or antichiral line respectively. In the three-scalar chiral vertices, derivatives are present only on two out of the three lines, since the third double derivative must be used to build the $d^4 \theta$ integration out of the $d^2 \theta$ that is present in the third term of (2.1.1). The same happens with the $d^2 \bar{\theta}$ at antichiral vertices. For the calculations presented in this thesis, the only vertex terms that will be
needed explicitly are the chiral one \( (V_C) \), the antichiral one \( (V_A) \), and the ones with a chiral and an antichiral line plus one \( (V^{(1)}_V) \) or two \( (V^{(2)}_V) \) vectors

\[
\begin{align*}
V_C & = -\frac{g}{3!} \epsilon^{ijk} f_{abc} \Phi_i^a \Phi_j^b \Phi_k^c , \\
V_A & = -\frac{g}{3!} \epsilon^{ijk} f_{abc} \bar{\Phi}_i^a \bar{\Phi}_j^b \bar{\Phi}_k^c , \\
V^{(1)}_V & = ig f_{abc} \delta^{ij} \bar{\Phi}_i^a V^b \Phi_j^c , \\
V^{(2)}_V & = \frac{g^2}{2} \delta^{ij} f_{adm} f_{bcm} V^a V^b \bar{\Phi}_i^a \Phi_j^d .
\end{align*}
\] (2.1.9)

Note that, in the superspace formalism, interactions involving fermionic matter do not appear explicitly, thus greatly simplifying the calculations. Moreover, in this work ghosts, which couple only to the vector multiplet, will not be relevant.

2.1.2. Anomalous dimensions

In \( \mathcal{N} = 4 \) SYM, the quantum dimensions of composite operators, being related to energies of string states by the AdS/CFT correspondence, constitute a class of particularly interesting quantities for the analysis of the duality. Let \( \{ \mathcal{O}_1, \ldots, \mathcal{O}_n \} \) be a set of bare composite operators mixing under renormalization, so that their renormalized versions read

\[
\mathcal{O}_i^{\text{ren}} = Z^j_i \mathcal{O}_j^{\text{bare}} ,
\] (2.1.10)

where \( Z^j_i \) is the one-point function matrix, which gets contributions from all the Feynman diagrams with a single insertion of one of the composite operators \( \mathcal{O}_i \). A set of operators with well-defined anomalous dimensions can be found by diagonalizing this matrix. In a dimensional regularization approach, with \( d = 4 - 2\varepsilon \) spacetime dimensions, the anomalous dimensions will be equal to the eigenvalues of the mixing matrix \( \mathcal{M} \) defined by

\[
\gamma_k = \text{eig}(\mathcal{M})_k , \quad \mathcal{M}^j_i = \lim_{\varepsilon \to 0} \left[ \varepsilon g \frac{d}{dg} \log Z^j_i (g, \varepsilon) \right] .
\] (2.1.11)

Note that for the computation of anomalous dimensions, only the divergent part in the \( 1/\varepsilon \) expansion of the \( Z^j_i \) function is needed. This results in a great simplification thanks to the general argument described in Section 2.3.
2.1.3. Simple sectors

The study of anomalous dimensions is simpler if one restricts to operators belonging to a sector of the theory that is closed under renormalization, because of the reduced number of different operators that can mix with each other. The most interesting sectors, also for their importance related to the integrability results described in Chapter 3, are the $SU(2)$, $SL(2)$ and $SU(1|1)$ ones. The $SU(2)$ sector contains operators built using only two out of the three scalar superfields, for example $\phi$ and $Z$. The operators of the $SL(2)$ sector are constructed using only one kind of scalar superfield ($Z$) and covariant derivatives $D$. Finally, in the $SU(1|1)$ sector the operators contain one flavour of scalar field ($Z$) and fermions.

2.1.4. The dilatation operator

In a conformal theory, the scaling dimensions of local operators are strictly related to the dilatation operator $\mathcal{D}$, which represents the generator of dilatations on the operator algebra. More precisely, the eigenvalues of the dilatation operator are all the possible dimensions of operators in the theory, and the corresponding eigenvectors are the composite operators that are multiplicatively renormalized. So

$$\mathcal{D} \mathcal{O} = \Delta(\lambda) \mathcal{O} \ , \quad \Delta(\lambda) = \Delta_0 + \gamma(\lambda) \ ,$$

(2.1.12)

where $\gamma$ is the anomalous dimension, and the classical dimension $\Delta_0$ is the eigenvalue of the tree-level component $\mathcal{D}_0$ of $\mathcal{D}$ in a perturbative expansion

$$\mathcal{D}(\lambda) = \sum_{k=0}^{\infty} \lambda^k \mathcal{D}_k \ .$$

(2.1.13)

For a generic theory, this point of view adds nothing to the standard approach of (2.1.11). However, if the theory is integrable, the dilatation operator formalism turns out to be very useful, as will be explained in Chapter 3.
2.2. The $\beta$-deformation of $\mathcal{N} = 4$ SYM

The $\beta$-deformed $\mathcal{N} = 4$ SYM theory is a deformation of the standard one, preserving $\mathcal{N} = 1$ supersymmetry. It can be obtained by a modification of the original $\mathcal{N} = 4$ superpotential for the chiral superfields

$$ig \; \text{tr} (\phi \psi Z - \phi Z \psi) \longrightarrow ih \; \text{tr} \left( e^{i\pi \beta} \phi \psi Z - e^{-i\pi \beta} \phi Z \psi \right), \quad q \equiv e^{i\pi \beta}, \quad (2.2.1)$$

where $h$ and $\beta$ are in general complex constants. As discussed in [77], the deformation becomes exactly marginal, so that the deformed theory is still conformally invariant, if one condition is satisfied by the constants $h$ and $\beta$. More precisely, in [78] it has been shown that for real values of $\beta$ the deformed theory is superconformal, in the planar limit, at all perturbative orders if

$$h \bar{h} = g^2, \quad (2.2.2)$$

where $g$ is the Yang-Mills coupling constant. In this thesis, only the case of real $\beta$, where $\bar{q} = 1/q$, will be considered.

The $\beta$-deformation breaks the $SU(4)$ R-symmetry of the $\mathcal{N} = 4$ theory to $U(1)_R$. The other symmetries that are still present after the deformation are the $Z_3$ associated to cyclic permutations of the scalar superfields, and two non-R-symmetry $U(1)$ factors [79]. The Feynman rules for the propagators and the vertices with vectors remain the same as for the undeformed theory, whereas the contributions for chiral and antichiral vertices get an additional factor of $q$ or $\bar{q}$, depending on the order of the fields

$$V_C = -h f_{abc}(e^{i\pi \beta} \Phi^a_1 \Phi^b_2 \Phi^c_3 - e^{-i\pi \beta} \Phi^a_3 \Phi^b_1 \Phi^c_2),$$
$$V_A = -\bar{h} f_{abc}(e^{-i\pi \beta} \bar{\Phi}^a_1 \bar{\Phi}^b_2 \bar{\Phi}^c_3 - e^{i\pi \beta} \bar{\Phi}^a_3 \bar{\Phi}^b_1 \bar{\Phi}^c_2). \quad (2.2.3)$$

The interest in the $\beta$-deformed theory derives mainly from the fact that, even though it is still superconformal, it may present some new features because of the reduced number of supersymmetries. In particular, classes of operators exist that are protected in the undeformed theory but not in the deformed one, and that may allow to extract useful information. Moreover, according to the AdS/CFT correspondence, also the
The first step in the computation of a Feynman supergraph is represented by the *D-algebra* procedure, in which the covariant derivatives $D, \bar{D}$ acting on propagators are rearranged by means of integrations by parts at the vertices, in order to bring the diagram into a form that is suitable for the integrations on the superspace Grassmann variables. Once such integrations have been performed, one is left with a standard momentum-space integral, which can be analyzed through dimensional regularization in $d = 4 - 2\varepsilon$ dimensions. For each integration by parts, in general several terms will be produced, leading to a rather large number of contributions to the final result. However, in the calculation of anomalous dimensions, only the divergent part of the expansion of a diagram in powers of $1/\varepsilon$ is needed. Hence, it would be very useful to be able to discard all the finite contributions, which turn out to represent the majority of the terms generated by integrations by parts, as soon as they appear. This is indeed possible in most of the situations thanks to the argument explained in the following.

Consider a planar Feynman supergraph with a single insertion of a composite operator made only of chiral superfields, and where the final operator is made of the same fields as the initial one. Then, a divergent contribution can be found only if, during the *D-algebra*, none of the covariant derivatives of type $D$ is moved out of the diagram, onto the external fields (an exception is represented by derivatives acting on propagators that do not belong to any loop, as will be explained later). To demonstrate this assertion, consider the quantities defined in Table 2.1. Note that from the gauge-fixing part of the action (2.1.2), it follows that a vertex with two ghosts and any number $n$ of vectors has the same derivative structure as the one with two scalar superfields and $n$ vectors. So, in the following demonstration there is no need to consider ghosts explicitly: the numbers of possible vertices involving ghosts must be simply added to the corresponding $V_V^{(n)}$.

Several relations can be found between the numbers of the different kinds of vertices and the numbers of propagators. First of all, from each chiral or antichiral vertex, three scalar propagators start. Moreover, two scalar and $n$ vector lines start from each of the
\( N = 4 \) Super Yang-Mills

| Symbol | Description |
|--------|-------------|
| \( V_C \) | number of chiral vertices |
| \( V_A \) | number of antichiral vertices |
| \( V_V^{(n)} \) | number of vertices with a chiral, an antichiral and \( n \) vector lines |
| \( \tilde{V}_V^{(n)} \) | number of vertices with \( n \) vector lines |
| \( p_S \) | number of scalar propagators belonging to at least one loop |
| \( p_V \) | number of vector propagators |
| \( p \) | total number of propagators belonging to at least one loop |
| \( p_E \) | number of scalar propagators not belonging to any loop |
| \( V_{EC} \) | number of chiral vertices not belonging to any loop |
| \( N_l \) | number of loops |
| \( N_D, N_{\bar{D}} \) | numbers of \( D \) and \( \bar{D} \) derivatives |

**Table 2.1:** Definitions needed to prove the result of Section 2.3

\( V_V^{(n)} \) vertices. Finally, from every \( \tilde{V}_V^{(n)} \) vertex, \( n \) vector lines start. Since in this way all the propagators are counted twice, and by hypothesis the number of outgoing fields equals the number of fields in the composite operator, the following relations can be written

\[
p_S = \frac{1}{2} \left[ 3(V_C + V_A) + 2 \sum_{n \geq 1} V_V^{(n)} \right] - p_E , \tag{2.3.1}
\]

\[
p_V = \frac{1}{2} \left[ \sum_{n \geq 1} nV_V^{(n)} + \sum_{m \geq 3} m\tilde{V}_V^{(m)} \right] .
\]

Moreover, the number of scalar propagators not belonging to any loop is equal to the one of chiral vertices with the same feature, that is \( p_E = V_{EC} \), because all the outgoing fields must be chiral. Note in addition that for the final operator to contain the same fields as the original one, the numbers of chiral and antichiral vertices must be equal

\[
V_C = V_A . \tag{2.3.2}
\]
At every chiral vertex, two out of the three lines have a $\bar{D}^2$. The same is true for $D^2$ terms at antichiral vertices. A pair $D^2$, $\bar{D}^2$ is present at every $V^{(n)}_V$ vertex, whereas at $\tilde{V}^{(m)}_V$ vertices complex derivative structures appear, always involving two $D$s and two $\bar{D}$s. Thus, the numbers of covariant derivatives $N_D$ and $N_{\bar{D}}$ can be related to the numbers of vertices

$$N_D = 4V_C + 2 \sum_{n \geq 1} V^{(n)}_V + 2 \sum_{m \geq 3} \tilde{V}^{(m)}_V,$$

$$N_{\bar{D}} = 4V_A + 2 \sum_{n \geq 1} V^{(n)}_V + 2 \sum_{m \geq 3} \tilde{V}^{(m)}_V,$$  \hspace{1cm} (2.3.3)

and since $V_C = V_A$, one finds $N_D = N_{\bar{D}}$. So, thanks to (2.3.1) and (2.3.3), the total number of propagators $p = p_S + p_V$ can be written as

$$p = \frac{1}{2} \left[ N_D + V_C + V_A + \sum_{n \geq 1} n V^{(n)}_V + \sum_{m \geq 3} (m - 2) \tilde{V}^{(m)}_V \right] - p_E.$$ \hspace{1cm} (2.3.4)

According to a simple power counting, in order to result in a momentum integral that is superficially divergent, the D-algebra must produce a number of momenta in the numerator of the integral equal to at least

$$2p - 4N_\ell.$$ \hspace{1cm} (2.3.5)

To build a momentum in the numerator, a $D$ (together with a $\bar{D}$) is required. Moreover, for every loop a $D^2$ and a $\bar{D}^2$ are needed to complete the D-algebra with a non-vanishing $d^4\theta$ integration. Hence, the minimum number of $D$s that must be kept inside the diagram to have a divergent result is

$$2p - 2N_\ell.$$ \hspace{1cm} (2.3.6)

Consider now what happens on a scalar propagator that does not belong to any loop: either a factor of $D^2$ is already there from the beginning, or it can be brought there by integrating by parts at the vertex at which the propagator is attached to the rest of the diagram. After performing this operation for all the $p_E$ propagators of this kind, the total number of $D$ derivatives left inside the diagram, which can thus be effectively used
for the D-algebra, is

\[ N_D - 2p_E \ . \] (2.3.7)

It will be possible to move one more derivative of type \( D \) out of the diagram only if this number exceeds the minimum number required by (2.3.6), that is

\[ N_D - 2p_E > 2p - 2N_\ell \ , \] (2.3.8)

which with the use of (2.3.4) can be rewritten as

\[ N_\ell > \frac{1}{2} \left[ V_C + V_A + \sum_{n \geq 1} nV_V^{(n)} + \sum_{m \geq 3} (m - 2)\tilde{V}_V^{(m)} \right] \ . \] (2.3.9)

This condition can never be satisfied, as can be seen by using Euler’s formula for planar, connected graphs

\[ V - E + F = 2 \ , \] (2.3.10)

where \( V \) is the total number of vertices, \( E \) is the number of edges and \( F \) is the number of faces, including the external infinite region. For a Feynman diagram, as the operator insertion behaves as an additional vertex,

\[ V = V_C + V_A + \sum_{n \geq 1} V_V^{(n)} + \sum_{m \geq 3} \tilde{V}_V^{(m)} + 1 \ , \quad E = p + p_E \ , \quad F = N_\ell + 1 \ . \] (2.3.11)

As a consequence,

\[ N_\ell = \frac{1}{2} \left[ V_C + V_A + \sum_{n \geq 1} nV_V^{(n)} + \sum_{m \geq 3} (m - 2)\tilde{V}_V^{(m)} \right] \ , \] (2.3.12)

which is not compatible with (2.3.8). So for the considered class of diagrams all the covariant derivatives of type \( D \) are needed to produce a divergence. In the course of the D-algebra, this result allows to discard all the contributions where at least one of the derivatives would act on an external field, greatly reducing the number of relevant terms. Note that this is true also in the \( \beta \)-deformed theory, since the only difference in the Feynman rules with respect to the undeformed case is represented by (2.2.3).
2.4. The AdS/CFT correspondence

The AdS/CFT correspondence [1] conjectures the equivalence between $\mathcal{N} = 4$ SYM and type IIB superstring theory on the $AdS_5 \times S^5$ background. In particular, anomalous dimensions of composite operators on the field theory side are related to energies of string states. It is a so-called strong/weak duality, since in the parameter range where one of the two theories is weakly-coupled, and can be studied perturbatively, the other one is strongly coupled, and vice-versa. On one hand, this fact makes the correspondence very interesting, because it would allow to investigate the non-perturbative regime of a theory by means of perturbative computations performed on the opposite side of the duality. On the other hand, however, it also makes the correspondence very difficult to prove. In fact, no rigorous proof of the conjecture exists at the moment, even if it has passed several non-trivial checks.

In its strongest form, the correspondence claims the exact equivalence of the two theories for any values of the parameters. Weaker formulations exist in addition, that are more tractable as they concern particular simplified limits. The main example of such weaker versions is represented by the ’t Hooft limit, in which $N \to \infty$ while the ’t Hooft coupling $\lambda$ is kept fixed. On the field theory side, non-planar Feynman diagrams are suppressed in this regime (if the classical dimensions of the operators under consideration do not grow too fast with $N$), and perturbative computations can thus be performed in the planar limit, where all the non-planar contributions are neglected. Since only non-planar diagrams can modify the trace structure of an operator, in this regime it is enough to restrict to single-trace operators. In the ’t Hooft limit, the field-theory coupling $\lambda$ is fixed but arbitrary, with the case $\lambda \ll 1$ corresponding to the perturbative regime of the field theory side. When $\lambda \gg 1$ the field theory is strongly coupled, whereas the string side can be approximated by classical type IIB supergravity on the $AdS_5 \times S^5$ background.

The first necessary condition for the possible validity of the conjecture is the matching of the two symmetry groups, which is fulfilled because both theories have a $SU(2, 2|4)$ symmetry. The origin of this supergroup on the field theory side has been outlined briefly in Section 2.1. On the string side, the isometry groups $SO(2, 4)$ and $SO(6)$ of the $AdS_5$ and $S^5$ parts of the background can be combined into the group $SO(2, 4) \times SO(6) \sim SU(2, 2) \times SU(4)$, which is the maximal bosonic subgroup of $SU(2, 2|4)$. Moreover, it is
possible to show that the whole $SU(2, 2|4)$ is actually a symmetry for superstring theory on this background \[81\]. Besides this matching of the symmetry groups, several further tests, all supporting the validity of the conjecture, have been performed. They rely on properties that do not depend on the coupling, such as a class of correlation functions protected from quantum corrections and the spectrum of chiral primary operators \[82\].

The original formulation of the AdS/CFT correspondence has been later extended to relate new pairs of field and string theories. As an example, the $\beta$-deformation of $\mathcal{N} = 4$ SYM is supposed to be equivalent to superstring theory on the Lunin-Maldacena background \[80\], with geometry $AdS_5 \times \tilde{S}^5$, where $\tilde{S}^5$ is a deformation of the five-dimensional sphere. Moreover, the duality has been applied to theories in a different number of dimensions, as in the case of three-dimensional $\mathcal{N} = 6$ superconformal Chern-Simons theory \[83\], which is believed to be equivalent to a string theory on $AdS_4 \times CP^3$ \[84, 86\].

A renewed interest in the original version of the AdS/CFT correspondence arose recently, with the discovery of several results suggesting that both the involved theories may be integrable in the planar limit, as described in Chapter 3. The powerful tools available for the study of integrable systems revealed to be very useful in the determination of large parts of the spectra of the two theories, and there is hope that they can be further extended to permit their full calculation, which would represent a very strong test of the validity of the correspondence, at least in the ’t Hooft limit.

2.5. Conclusions

In this chapter the main properties of the $\mathcal{N} = 4$ SYM theory and of its $\beta$-deformed version have been presented. Both the theories are superconformal, and can be studied using a superspace approach, which greatly simplifies the perturbative analysis. In particular, if one is interested in the calculation of anomalous dimensions, the result demonstrated in Section 2.3 turns out to be a very useful tool, since it allows to discard immediately most of the irrelevant finite contributions. In the next chapter the integrability properties of these two theories will be described, together with their application to the computation of the spectra.
Chapter 3.

Integrability

This chapter is dedicated to the presentation of the main results related to the integrability of both standard and $\beta$-deformed $\mathcal{N} = 4$ SYM. First, the historical development of the integrability techniques for $\mathcal{N} = 4$ SYM will be briefly outlined. Then, after describing the Bethe ansatz for the theory, its connection with the dilatation operator will be shown. Afterwards, the breakdown of the asymptotic Bethe ansatz due to wrapping interactions will be introduced, followed by a short introduction to the thermodynamic Bethe ansatz technique. In the end, some information on the integrability of the $\beta$-deformed theory will be given.

3.1. The discovery of integrability in $\mathcal{N} = 4$ SYM

3.1.1. Integrable systems

A quantum system is said to be integrable if it is characterized by an infinite number of mutually commuting charges $Q_k$, the Hamiltonian $\mathcal{H} \equiv Q_2$ being one of them [76]. This property is equivalent to the fact that any multi-particle scattering process can be factorized into a product of two-particle interactions, as described by the Yang-Baxter functional equation. The unknown in such an equation is the $R$-matrix, which depends on a spectral parameter and governs the scattering of a pair of particles. From the $R$-matrix, monodromy and transfer matrices can be obtained, which can be used to
construct the conserved charges, in a way that resembles the standard solution for the Heisenberg spin chain model \[76, 87–89\].

For the analysis of integrable systems, very powerful techniques exist, which allow in principle to determine the full energy spectrum. Such techniques may prove to be useful to achieve a better understanding of the AdS/CFT correspondence.

### 3.1.2. Spin chains and integrability

As explained in Chapter 2 in the planar limit of $\mathcal{N} = 4$ SYM, only single-trace operators need to be studied explicitly. So, consider a single-trace operator in the $SU(2)$ sector, that is the trace over the $N$-dimensional colour space (to make the operator gauge-invariant) of the product of a given number $L$ of $\phi$ and $Z$ superfields. Such an operator can be related to a state of an $SU(2)$ closed spin chain of length $L$, simply by stating a correspondence between the flavour of the fields and the spin projection along a fixed axis. This analogy allows to refer to operators of the field theory simply as states of the associated spin chain, making the identification

$$ \text{tr}(\cdots \phi ZZ\phi Z \cdots) \leftrightarrow | \cdots \phi ZZ\phi Z \cdots \rangle. \quad (3.1.1) $$

This spin-chain point of view turned out to be very fruitful since it led to the first result on integrability in $\mathcal{N} = 4$ SYM, with the discovery, by Minahan and Zarembo, that the planar, one-loop dilatation operator in the $SU(2)$ sector of the theory, once it is translated into the spin-chain formalism, is equal to the Hamiltonian of the Heisenberg XXX$_{1/2}$ spin chain \[2, 90\]. This is an $SU(2)$ spin chain with nearest-neighbour interactions that was already known to be integrable, and its full analytic spectrum can be found explicitly by means of the so called Bethe ansatz \[76, 87–89\]. The integrability property was then recognized to hold good, at one loop, for the whole theory, without sector restrictions \[3–7\]. Afterwards, strong evidence for integrability, and even exact proofs for particular sectors of the theory, were found at two and three loops \[8–12\]. These results suggested that integrability may hold good at all orders, and encouraged an intense work on the subject, which led to the formulation of a proposal for an all-loop Bethe ansatz for the whole $\mathcal{N} = 4$ SYM \[13–18\], made possible by the discovery that the symmetry properties of the theory completely determine the structure of the S-matrix.
up to a phase factor $[18]$. Despite all this progress, however, a rigorous proof of the all-order integrability of $\mathcal{N} = 4$ SYM has not been found yet.

Several results were found concerning the possible integrability also of superstring theory on the $AdS_5 \times S^5$ background, which is related to $\mathcal{N} = 4$ SYM by the AdS/CFT correspondence. First of all, it was shown that classical strings on that background are integrable $[91, 95]$. Then, a Bethe ansatz was proposed to describe strings on the $R \times S^3$ subspace of $AdS_5 \times S^5 [96, 98]$, and it was realized that, for the AdS/CFT correspondence to be valid, the S-matrices of the gauge and string sides must be related by a global dressing factor $[9, 97, 99–105]$:

$$S_{\text{string}} = \hat{S}_{\text{dressing}} S_{\text{gauge}},$$

(3.1.2)

that is constrained to reduce to a single phase by symmetry. Afterwards, the proposals for the Bethe ansatz and the S-matrix have been extended to the full theory $[16, 106–114]$.

The importance of the possible integrability of $\mathcal{N} = 4$ SYM and superstrings on $AdS_5 \times S^5$ comes from the fact that, if confirmed, it would provide powerful techniques for the study of the spectra, which in the future may allow to perform a much stronger check of the AdS/CFT correspondence. That is why even though the complete integrability of neither theory has been rigorously demonstrated yet, it is nowadays customary to assume its validity and exploit all the consequent tools to perform non-trivial computations on both sides of the correspondence. The main such tool is the Bethe ansatz, which will be briefly reviewed in Section 3.2.

### 3.1.3. Parity degeneracy

A general property of integrable spin chains is the appearance of degeneracy in the spectrum of the Hamiltonian. The behaviour of the commuting charges $Q_k$ under the parity transformation $p$, which reverses the order of the spins in a closed chain, is $[76]$:

$$p Q_k p^{-1} = (-1)^k Q_k,$$

(3.1.3)
so that the Hamiltonian $H$ is parity-even, and the first higher charge $Q_3$ is parity-odd. Since the charge $Q_3$ commutes with $H$, for any eigenstate $|E\rangle$ of $H$ with definite parity $Q_3|E\rangle$ must be an eigenstate with the same energy, unless it vanishes. Therefore, as $Q_3$ reverses the parity of states, pairs of states with the same energy but opposite parity exist in general. The same reasoning applied to the next parity-odd charge $Q_5$ typically does not add information, reproducing the same degeneracy as $Q_3$.

3.2. The Bethe ansatz for $\mathcal{N} = 4$ SYM

In the correspondence between the field theory and the spin-chain system, the dilatation operator of the conformal theory is mapped onto the Hamiltonian of the chain. Thus the anomalous dimensions of composite operators become the energies of states of the chain.

The maximum number of neighbouring interacting fields in a planar Feynman diagram, which is usually denoted as the range of the diagram, increases with the number of loops. More precisely, an $\ell$-loop graph has a range that is less than or equal to $\ell + 1$. So the $\ell$-loop dilatation operator will have range $\ell + 1$, and one must deal with long-range spin chains. Indeed, working at finite values of the ’t Hooft coupling would require the knowledge of all the perturbative orders and consequently of an infinite-range dilatation operator [115].

From all the results on integrability, an Asymptotic Bethe Ansatz (ABA) has been developed [16, 17]. It is an adaptation of the original ansatz by Bethe [87] to the more complicated case of long-range chains, and constitutes the main tool for the perturbative analysis of the theory. This ABA is believed to be valid at any loop order, and is available for the whole theory, in its most general formulation which can be found in [17]. For the present thesis, it is enough to consider its restriction to the $SU(2)$ sector, which has a much simpler form, and whose main features are outlined here for convenience, taken from [17].
3.2.1. Derivation of the Bethe equations

Consider the operator $\text{tr}(Z^L)$, given by the trace of the product of $L$ superfields of the same flavour $Z$. From the field-theoretical point of view, it is protected by supersymmetry, and its anomalous dimension vanishes at all orders. From the spin-chain point of view, this is the ferromagnetic ground state of the chain

$$|Z^L\rangle \equiv |0\rangle ,$$

(3.2.1)

and its energy is zero

$$\mathcal{H}|0\rangle = 0 .$$

(3.2.2)

It is now possible to study the excited states obtained by substitution of some of the $Z$ fields with impurities, which are $\phi$ fields in the $SU(2)$ sector or covariant derivatives $D$ in $SL(2)$. In view of the relationship with ferromagnetic spin chains, a state with $n$ impurities is commonly referred to as a $n$-magnon state. Consider the case of a single impurity at the chain site $j$ in the $SU(2)$ sector,

$$| \cdots Z\phi Z \cdots \rangle = a_j^+ |0\rangle ,$$

(3.2.3)

where $a_j^+$ is a creation operator turning a $Z$ field into a $\phi$. From the knowledge of the one-loop case, it follows that the natural Bethe ansatz for an exact eigenvector of the Hamiltonian is a plane-wave superposition of such states with momentum $p$

$$|p\rangle = \sum_j e^{ipj} a_j^+ |0\rangle .$$

(3.2.4)

This must be an eigenstate corresponding to the all-loop prediction for the eigenvalue $[9, 17]$

$$\mathcal{E}(p) = \frac{1}{2\lambda} \left[ \sqrt{1 + 16\lambda \sin^2 \left( \frac{p}{2} \right)} - 1 \right] ,$$

(3.2.5)

which was found by guessing a general formula whose perturbative expansion matched the known explicit results for the lowest orders.
After solving the problem for single-impurity states, two-impurity ones must be considered. The ansatz in this case is

$$|p_1, p_2⟩ = \sum_{j_1, j_2} \Psi_{j_1, j_2}(p_1, p_2) a_{j_1}^+ a_{j_2}^+ |0⟩ .$$  \hspace{1cm} (3.2.6)

At fixed loop order, the range of interaction is finite. If the length of the chain is greater than this range, then when the two impurities are far enough from each other they cannot interact directly and therefore the wave function $\Psi$ must factorize into the product of two single-impurity functions

$$\Psi_{j_1, j_2}(p_1, p_2) = e^{ip_1 j_1 + ip_2 j_2} A \quad \text{if} \quad j_1 \ll j_2 ,$$  \hspace{1cm} (3.2.7)

and the same form must be valid with a different coefficient $A'$ for $j_1 \gg j_2$. The ratio $A'/A$ is by definition the S-matrix for a two-particle scattering

$$\frac{A'}{A} = S(p_1, p_2) .$$  \hspace{1cm} (3.2.8)

Thanks to the integrability hypothesis, the information on two-body interactions is enough to reconstruct the general $n$-particle scattering: given a state with $K$ impurities, the eigenstates have the form

$$|\{p_1, \ldots, p_K\}⟩ = \sum_{j_1, \ldots, j_K} A_{\{j_1, \ldots, j_K\}} A_{K} \prod_{k=1}^{K} e^{ip_k j_k} a_{j_k}^+ |0⟩ ,$$  \hspace{1cm} (3.2.9)

and the total energy is equal to the sum of the single-magnon energies

$$E = \sum_{k=1}^{K} \mathcal{E}(p_k) .$$  \hspace{1cm} (3.2.10)

Since the chain has a large but finite length $L$, periodicity conditions must be imposed on the wave functions, leading to the momentum constraint

$$\prod_{k=1}^{K} e^{ip_k} = 1 ,$$  \hspace{1cm} (3.2.11)
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and to a set of \( K \) asymptotic Bethe equations

\[
e^{iLp_k} = \prod_{j=1 \atop j \neq k}^K S(p_k, p_j) .
\] (3.2.12)

As already anticipated, the explicit form of the S-matrix for \( \mathcal{N} = 4 \) SYM is completely determined up to a phase by the symmetry properties of the theory. It is hence possible to obtain a form of the Bethe equations that is suitable for explicit computations. It is best written in terms of the rapidities \( u_k \), defined as

\[
u_k = u(p_k) , \quad u(p) = \frac{1}{2} \cot \left( \frac{p}{2} \right) \sqrt{1 + 16\lambda \sin^2 \left( \frac{p}{2} \right)} ,
\] (3.2.13)

and of the corresponding spectral parameters \( x_k \), related to the rapidities by

\[
x_k = x(u_k) , \quad x(u) = \frac{u}{2} \left[ 1 + \sqrt{1 - 4\lambda u^2} \right] , \quad u(x) = x + \frac{\lambda}{x}.
\] (3.2.14)

With these definitions, the Bethe equations for the \( SU(2) \) sector now read

\[
\left[ \frac{x(u_k + i/2)}{x(u_k - i/2)} \right]^L = \prod_{j=1 \atop j \neq k}^K \frac{u_k - u_j + i e^{2i\theta(u_k, u_j)}}{u_k - u_j - i e^{2i\theta(u_k, u_j)}} ,
\] (3.2.15)

where \( e^{2i\theta} \) is the undetermined dressing phase factor, and the momentum constraint is

\[
\prod_{j=1}^K x(u_k + i/2) x(u_k - i/2) = 1 .
\] (3.2.16)

An explicit expression for the infinite set of conserved charges is also available

\[
Q_s = \sum_{k=1}^K q_s(u_k) , \quad q_s(u) = \frac{i}{s - 1} \left[ \frac{1}{x(u + i/2)^{s-1}} - \frac{1}{x(u - i/2)^{s-1}} \right] .
\] (3.2.17)

The charge \( Q_2 \) is the Hamiltonian of the chain.

It is fundamental to remember that the derivation of the ABA requires that the length of the spin chain is greater than the maximum range of interactions for a fixed
perturbative order. Therefore, for a state of given length \( L \), the asymptotic Bethe equations (3.2.15) give the correct result for the anomalous dimension only up to order \( L - 1 \).

### 3.2.2. The dressing phase

The dressing factor \( e^{2i\theta(u_k,u_j)} \) of (3.2.15) cannot be determined by symmetry considerations. The most general form for \( \theta \) has been given in [97, 116]

\[
\theta(u_k,u_j) = \sum_{r=2}^{\infty} \sum_{s=r+1}^{\infty} \beta_{r,s}(\lambda)[q_r(u_k)q_s(u_j) - q_s(u_k)q_r(u_j)],
\]

where the functions \( \beta_{r,s}(\lambda) \) can be expanded as

\[
\beta_{r,s}(\lambda) = \sum_{k=s-1}^{\infty} \lambda^k \beta_{r,s}^{(k)}.
\]

The dressing phase does not appear up to three loops, so \( \beta_{2,3}^{(2)} = 0 \). The first non-vanishing component was found to be \( \beta_{2,3}^{(3)} = 4\zeta(3) \) in [104]. A conjecture on the values of the \( \beta_{r,s}(\lambda) \) up to seven loops and on their transcendentality behaviour at all orders has been presented in [103, 105].

### 3.2.3. Bethe equations for two-impurity states

For a single-impurity state the momentum constraint (3.2.16) forces the momentum of the magnon to be zero, and consequently the energy of the state vanishes. This is consistent with the fact that the corresponding operator in the field theory is protected by supersymmetry. As a consequence, any non-trivial computation in \( N = 4 \) SYM must involve states with at least two impurities.

Two-impurity states of one of the three rank-one sectors \( SU(2), SL(2) \) and \( SU(1|1) \) have the remarkable property that they belong to multiplets with representatives in all these three sectors [17, 117]. Thus, the spectra of the restrictions of the full theory to such sectors must be the same. Moreover, the Bethe equations for two-impurity states
are simple enough to admit an explicit, analytic perturbative solution. In fact, if \( u_1 \) and \( u_2 \) are the rapidities associated to the two impurities, the momentum constraint (3.2.16) requires

\[
    u_2 = -u_1 ,
\]

and so the system (3.2.15) reduces to a single equation

\[
    \left[ \frac{x(u + i/2)}{x(u - i/2)} \right]^{L-1} = e^{2i\theta(u, -u)} ,
\]

where \( u \equiv u_1 \). This equation can be easily solved order by order in \( \lambda \) for a generic value of \( L \).

Since two-impurity states of the \( SU(2) \) and \( SL(2) \) sectors are invariant under parity, they cannot be used to observe the parity degeneracy described in Section 3.1.

### 3.3. The dilatation operator up to three loops

For any fixed perturbative order, the integrability tools allow to determine the planar asymptotic dilatation operator, whose eigenvalues are the anomalous dimensions of long operators up to that order. As only planar interactions are considered, it is useful to write the dilatation operator in a basis of operators built from permutations of spin chain sites

\[
    \{a_1, \ldots, a_n\} = \sum_{r=0}^{L-1} P_{a_1+r, a_1+r+1} \cdots P_{a_n+r, a_n+r+1} ,
\]

where \( P_{a,a+1} \) swaps the fields at sites \( a \) and \( a + 1 \). For a chain of length \( L \), the cyclic identification \( P_{a,a+1} \simeq P_{a+L,a+L+1} \) must be considered. The range of such an operator can be found from the list of integers \( a_1, \ldots, a_n \) according to

\[
    \kappa = 2 + \max\{a_1, \ldots, a_n\} - \min\{a_1, \ldots, a_n\} .
\]
Under a parity transformation, the permutation operators (3.3.1) transform as
\[ p\{a_1, \ldots, a_n\}p^{-1} = \{-a_1, \ldots, -a_n\} \quad (3.3.3) \]
and their behaviour under Hermitian conjugation is
\[ \{a_1, \ldots, a_n\}^\dagger = \{a_n, \ldots, a_1\} \quad (3.3.4) \]
Moreover, they fulfill several simplification identities, which follow from the properties of permutations
\[ \{a_1 + k, \ldots, a_n + k\} = \{a_1, \ldots, a_n\} \quad (3.3.5) \]
\[ \{\ldots, k, k, \ldots\} = \{\ldots, \ldots\} \quad (3.3.6) \]
\[ \{\ldots, p, q, \ldots\} = \{\ldots, q, p, \ldots\} \quad \text{if} \quad |p - q| \geq 2 \quad (3.3.7) \]
\[ \{\ldots, n, n \pm 1, n, \ldots\} = \{\ldots, \ldots\} - \{\ldots, n, \ldots\} - \{\ldots, n \pm 1, \ldots\} + \{\ldots, n, n \pm 1, \ldots\} + \{\ldots, n \pm 1, n, \ldots\} \quad (3.3.8) \]
From the property \( P_{i,i+1}P_{i+2,i+3} = P_{i+2,i+3}P_{i,i+1} \) of permutations, a formula for the commutator between two permutation operators can be obtained as
\[ \left[\{a_1, \ldots, a_n\}, \{b_1, \ldots, b_m\}\right] = \sum_{k=s-1}^{s+1} \left( \{k + a_1, \ldots, k + a_n, b_1, \ldots, b_m\} - \{b_1, \ldots, b_m, k + a_1, \ldots, k + a_n\} \right) \quad (3.3.9) \]
where \( s = \min\{b_i\} - \max\{a_i\} \) and \( S = \max\{b_i\} - \min\{a_i\} \).

The explicit procedure to find the dilatation operator exploiting the hypothesis of integrability can be found in [76] and will be outlined for the five-loop case in Chapter 5. Here, the explicit expressions for the components of the dilatation operator up to three loops are presented [8, 76, 104] (see Chapters 4 and 5 for the meaning of the unknown
Since single-impurity states are protected in $\mathcal{N} = 4$ SYM, and because of the $SO(6)$ symmetry relating the scalar fields, the shortest, non-protected operator of the $SU(2)$ sector has length four and wrapping effects cannot show up before the fourth loop order. So up to three loops the asymptotic dilatation operator is actually the full, correct one.

### 3.4. Finite-size effects and wrapping

For a spin chain with $L$ sites, when the loop order becomes greater than or equal to $L$, the range of the Hamiltonian exceeds the length of the chain. In this situation, the asymptotic regime where the impurities cannot interact directly is not available and the asymptotic Bethe ansatz breaks down. Thus, the Bethe equations (3.2.15) give the correct anomalous dimensions only up to $L - 1$ loops. Alternatively, for a fixed perturbative order $\ell$, they can be applied only to states of length greater than $\ell$, which are referred to as asymptotic states, or simply long states.

From the field-theoretical point of view, the breakdown of the asymptotic description is caused by the appearance of the so called wrapping interactions [10]. The name comes from the fact that the corresponding Feynman diagrams, having a range greater than the length of the state, can wrap around it. Wrapping interactions are therefore finite-size effects that modify the anomalous dimensions of short operators, that is operators whose length is less than or equal to the perturbative order of interest. For a given operator length $L$, the loop order $L$, which is the first one where wrapping interactions become relevant, is called the critical order.
Obviously, it is interesting to study finite-size effects both in $\mathcal{N} = 4$ SYM and in its string dual, to investigate if they are still compatible with the AdS/CFT correspondence. On the field theory side, the properties of wrapping interactions have been first analyzed in terms of Feynman diagrams in [118], whereas in [25, 31] some proposal were considered for their general analysis, and in particular it was argued for the first time that they may be understood using the Thermodynamic Bethe Ansatz (TBA). In [119] finite-size effects have been discussed in a different theory, the BMN matrix model. Some proposals were formulated for a description of wrapping contributions by means of the Hubbard model [120] or of the BFKL equation [121–124], but they have been later ruled out by the appearance of the first exact computation of finite-size effects in $\mathcal{N} = 4$ SYM, concerning the four-loop anomalous dimension of the Konishi operator [19, 20], which represents the main subject of this thesis, together with similar results found in the $\beta$-deformed theory. This result was later confirmed by a computer-made, perturbative calculation in the component-field formalism, presented in [64], and, most importantly, it agrees with an independent result obtained through the Lüscher approach [22] applied to the string side [21], thus representing a further non-trivial check of the AdS/CFT correspondence.

In the meanwhile, the problem of finite-size corrections had been addressed on the string side too, even before the appearance of [21], in particular in the case of giant magnons, which are spinning strings moving in a $\mathbb{R} \times S^3$ subspace of the $AdS_5 \times S^5$ background, the $\mathbb{R}$ factor corresponding to the time direction of $AdS_5$, and which are dual to states of the $SU(2)$ sector in $\mathcal{N} = 4$ SYM. The computations were performed mainly either directly by means of stringy techniques [26–30] or by the application of the Lüscher approach [25, 31–37]. In most of the cases, however, the $\lambda \gg 1$ limit was considered from the beginning, and therefore the final results cannot be checked against field-theoretical predictions.

The Lüscher method has been used to analyze wrapping contributions also on different operators [38–40] on the gauge side, even beyond the critical order [41], but its generalization to arbitrary states is very difficult, and thus alternative approaches have been attempted. In particular, a great progress has been made towards a general description of finite-size effects in terms of integrable structures, both on the gauge and on the string side, by means of the thermodynamic Bethe ansatz [42–54], which led to the formulation of the Y-system approach [55–59]. These techniques have been then applied to compute wrapping effects at strong coupling in the CFT [60, 61]. Because of
its relevance for the derivation of the Y-system, the thermodynamic Bethe ansatz will be briefly reviewed in Section 3.5.

The new techniques for the analysis of finite-size effects appear to be very powerful, and so it is important to test them as much as possible by comparing their predictions with direct perturbative computations. This is the main motivation to the analysis of wrapping at critical order for length-five states in $\mathcal{N} = 4$ SYM, presented in Chapter 5.

Integrability properties and finite size effects can be studied also in different versions of the AdS/CFT correspondence. For example, several papers recently appeared concerning the duality between the planar $\mathcal{N} = 6$ superconformal Chern-Simons theory in three dimensions [83] and type II A string theory on $AdS_4 \times CP^3$ [84–86]. As in the previous case, hints suggesting the integrability of both theories were found first [125–144], and then also finite-size effects have been analyzed [145–154]. However, a discrepancy between the string theory and Bethe ansatz results still exists, which will have to be investigated in the future [132–134, 136]. In this thesis, this version of the AdS/CFT conjecture will not be considered.

Another theory where integrability and finite-size effects can be analyzed is the $\beta$-deformed version of $\mathcal{N} = 4$ SYM, as outlined in Section 3.6. A detailed discussion of wrapping effects in this theory will be presented in Chapter 6.

### 3.5. The thermodynamic Bethe ansatz

The thermodynamic Bethe ansatz [42] is an extension of the standard Bethe ansatz method that allows to study systems at finite temperature in the thermodynamic limit. Its relevance in the context of finite-size interactions relies on the general idea originally developed in [43], and then recently applied to the AdS/CFT correspondence [25, 44–54].

Given a field theory defined on a torus generated by two orthogonal circles $\mathcal{C}$ and $\mathcal{B}$, with circumferences $R$ and $L \gg R$, two interpretations are possible, depending on the meaning assigned to the $x$ and $y$ coordinates, parameterizing $\mathcal{C}$ and $\mathcal{B}$ respectively:

- if $x$ is the space coordinate and $y$ represents Euclidean time, in the limit $L \to \infty$ one has a standard theory at zero temperature, defined on a compact one-dimensional space of length $R$, where finite-size effects appear. The partition function will be
dominated by the term corresponding to the ground state

\[ Z(R, L) \sim e^{-E(R)L} \Rightarrow \log Z(R, L) \sim -E(R)L. \quad (3.5.1) \]

- If, on the contrary, \( y \) is space and \( x \) is time in the Euclidean formalism, the latter can be interpreted as the inverse of a temperature, and a theory at finite temperature, named the mirror theory of the original one, is found. In the thermodynamic limit \( L \to \infty \) the logarithm of the partition function becomes

\[ \log Z^*(R, L) \sim -LRf(R), \quad (3.5.2) \]

where \( f(R) \) is the minimum of the free energy of the system at temperature \( T = 1/R \).

The Hamiltonian \( \mathcal{H}^* \) of the mirror theory will in general be different from the original one, but it is easy to show \[44\] that the partition functions must be the same. So the ground state energy, comprehensive of finite-size effects, is given by

\[ E(R) = Rf(R), \quad (3.5.3) \]

and the problem is reduced to the analysis of a system at finite temperature in the thermodynamic limit, which can be realized by means of the thermodynamic Bethe ansatz.

First of all, the standard Bethe ansatz must be formulated for the mirror theory, which is obtained through a double Wick rotation of the actual one. In the case of the AdS/CFT correspondence, this task has been performed in a series of recent papers \[44-51, 57, 58\]. Then, the thermodynamic limit is considered, and the Hamiltonian \( \mathcal{H}^* \) and entropy \( S^* \) of the model are written in terms of the density of the Bethe roots, so that the free energy for the mirror theory can be calculated

\[ f(R) = \mathcal{H}^* - \frac{1}{R}S^*. \quad (3.5.4) \]

By minimising the free energy, it is possible to derive the thermodynamic Bethe equations, from which the ground-state energy \( E(R) \) for the original theory can be found
thanks to \((3.5.3)\) \[58\]

\[
E(R) = - \int_{-\infty}^{\infty} \, du \sum_{k=1}^{\infty} \frac{1}{2\pi} \frac{dp_k^*(R)}{du} \log \left[ 1 + e^{-\epsilon_k^*(R)} \right],
\]

where the \(p_k^*\) and \(\epsilon_k^*\) are the momenta and energies of the solutions of the thermodynamic Bethe equations in the mirror theory.

The described technique can be restated in a more compact form in terms of integrable structures, leading to the formulation of the Y-system \([55–59]\), which will be briefly reviewed in Chapter 5.

3.6. Integrability of the \(\beta\)-deformed \(\mathcal{N} = 4\) SYM

The \(\beta\)-deformed \(\mathcal{N} = 4\) SYM theory is believed to be integrable as well, at least for real values of the phase \(\beta\), according to the results of \([155–157]\), and in addition integrable structures have been singled out in its deformed string dual, too \([158, 159]\). In particular, an all-loop asymptotic Bethe ansatz has been proposed \([157]\) in analogy with the undeformed theory.

As in the standard case, the asymptotic Bethe ansatz breaks down for short operators because of wrapping corrections. In the deformed string theory, such finite-size effects have been studied in \([160]\), whereas on the field-theory side the first exact results appeared in \([23, 24]\), then followed by \([41, 66, 67]\). At the moment, a general solution to the wrapping problem in the deformed theory, possibly in the form of a modification of the undeformed Y-system, is still missing.

An interesting feature of the deformed Bethe ansatz derived in \([157]\) is the appearance of phase factors in the momentum constraint. As a consequence, the momentum of a single-impurity state is no longer forced to vanish, consistently with the fact that single-impurity operators are no longer protected by supersymmetry. Such operators are much easier to study than multiple-impurity ones, and so they allow in general to perform computations at higher loop orders. In fact, in the asymptotic case, the anomalous dimension of a single-impurity operator \(\mathcal{O}_{as}\) in the deformed theory can be found at any perturbative order, even without the need for the Bethe ansatz, from the all-order
result \[\gamma(\mathcal{O}_{as}) = -1 + \sqrt{1 + 4\lambda |q - \frac{1}{q}|^2} = -1 + \sqrt{1 + 16\lambda \sin^2(\pi \beta)} . \] (3.6.1)

Even in presence of wrapping corrections, the perturbative study of single-impurity states is considerably simplified, because of the reduced number and complexity of the relevant Feynman diagrams, as will be discussed in detail in Chapter 6.

### 3.7. Conclusions

Several recent results suggest that both \(\mathcal{N} = 4\) SYM and type-IIB superstring theory on the \(AdS_5 \times S^5\) background, which are supposed to be equivalent according to the AdS/CFT correspondence, are integrable. For an integrable theory, powerful tools for the analysis of the spectrum are available, and may be used to test the correspondence. However, the standard integrability techniques break down on short operators, because of wrapping interactions. The determination of the full spectra thus requires the analysis of finite-size effects, for which new tools have been developed very recently. In order to check their validity, some explicit perturbative computations in the field theory have been performed, and will be presented in the following chapters. Finally, the integrability results and the wrapping problem can be extended to the \(\beta\)-deformed theory, where new unprotected operators can be more easily studied, thus making calculations at higher orders possible.
Chapter 4.

The four-loop anomalous dimension of the Konishi operator

In this chapter, the field-theoretical computation of the four-loop anomalous dimension of a descendant of the Konishi operator is presented. This is the easiest case where finite-size effect appear in $\mathcal{N} = 4$ SYM. First of all, the general approach, which will be applied also in the following chapters, is explained.

4.1. The general approach

Since single-impurity states in the $SU(2)$ sector of $\mathcal{N} = 4$ SYM are protected, to study finite-size effects one is forced to consider operators with at least two impurities. Thus, the shortest states with non-vanishing anomalous dimension will have length $L = 4$. Two independent states in this sector are

$$O_{4,1} = \text{tr}(\phi Z \phi Z), \quad O_{4,2} = \text{tr}(\phi \phi ZZ), \quad (4.1.1)$$

that mix under renormalization. As will become clear in the following, one of the two linear combinations of the operators (4.1.1) that are multiplicatively renormalized is protected, whereas the other one is a descendant of the Konishi operator. Note that three-impurity operators of length four are equivalent to single-impurity ones, and thus are protected, as can be seen immediately by exchanging the roles of $Z$ and $\phi$. For the same reason, a four-impurity length-four operator is actually the same thing as the zero-
impurity one, and so it is protected as well. Hence, at four loops in the $SU(2)$ sector of $\mathcal{N} = 4$ SYM, two-impurity states are the only case where finite-size effects show up.

Because of the relationship between the perturbative order and the maximum range of the interactions, the asymptotic Bethe equations will give the correct components of the Konishi anomalous dimension only up to three loops. In particular, it is possible to apply the three-loop asymptotic dilatation operator to the basis $(\mathcal{L}, \mathcal{L})$, to find the linear combinations with well-defined behaviour under renormalization by diagonalizing the corresponding $2 \times 2$ matrix. Starting from four loops, wrapping effects appear and the asymptotic dilatation operator obtained from the Bethe ansatz cannot be used.

On the other hand, a complete, four-loop computation in terms of Feynman diagrams, even with the help of superspace techniques, would be very complicated, because of the very large number and complex structures of the involved graphs. However, a procedure exists that allows to avoid the worst part of the calculation. In fact, even though the asymptotic, four-loop dilatation operator cannot be applied directly, it is still possible to exploit its knowledge in order to extract the information on the most difficult and large classes of diagrams that should be considered. Since the validity of this strategy extends to any order, it is useful to present it here in its general form, which would allow in principle to determine the $\ell$-loop anomalous dimension of length-$L$ states:

- find the $\ell$-loop asymptotic dilatation operator $\mathcal{D}_\ell$ using the integrability hypothesis and the results from the Bethe equations, according to the procedure described in [76] and explicitly applied in the five-loop case in Chapter 5. The asymptotic operator gets contributions from Feynman supergraphs belonging to two different classes: the first one is made of diagrams with range less than or equal to $L$, which are relevant also in the length-$L$ case, possibly with modified combinatorial factors. The second class contains all the higher-range diagrams, which do not appear in the finite-length computation.

- Subtract from $\mathcal{D}_\ell$ all the contributions from the diagrams with range greater than $L$. What remains of the dilatation operator contains all the information on the graphs of the first class. The key point in this approach is that after the subtraction, the dilatation operator can be applied to the length-$L$ subsector to find the correct contribution of the diagrams with range not greater than $L$, because the difference in the combinatorial factors of the graphs with respect to the asymptotic case is
automatically accounted for by the functional form of $D_\ell$ as an operator on the states of the $SU(2)$ sector, with the action described by the basis $\langle 3, 3, 1 \rangle$.

- Add the contributions of wrapping diagrams, which must be computed explicitly.

At last, the correct expression for the dilatation operator on the length-$L$ sector is found. This procedure is particularly useful because for a fixed loop order, the number and complexity of Feynman diagrams typically increase when the interaction range decreases, so that the lower-range graphs, whose computation is completely avoided, would be actually the most difficult to analyze explicitly. As will be shown, this approach becomes even simpler when it is applied to the critical perturbative order $L + 1$ for states of length $L$. The general procedure will be now explicitly applied to the four-loop case.

### 4.2. Subtraction of range-five diagrams

#### 4.2.1. The asymptotic dilatation operator

The four-loop asymptotic dilatation operator $D_4$ is already known in the literature \cite{76, 104} in the basis of permutation operators

$$D_4 = - (560 + 4\beta) \{ \}$$

$$+ (1072 + 12\beta + 8\epsilon_{3a}) \{ 1 \}$$

$$- (84 + 6\beta + 4\epsilon_{3a}) \{ 1, 3 \} - 4 \{ 1, 4 \} - (302 + 4\beta + 8\epsilon_{3a}) \{ \{ 1, 2 \} + \{ 2, 1 \} \}$$

$$+ (4\beta + 4\epsilon_{3a} + 2i\epsilon_{3c} - 4i\epsilon_{3d}) \{ 1, 3, 2 \} + (4\beta + 4\epsilon_{3a} - 2i\epsilon_{3c} + 4i\epsilon_{3d}) \{ 2, 1, 3 \}$$

$$+ (4 - 2i\epsilon_{3c}) (\{ 1, 2, 4 \} + \{ 1, 4, 3 \}) + (4 + 2i\epsilon_{3c}) (\{ 1, 3, 4 \} + \{ 2, 1, 4 \})$$

$$+ (96 + 4\epsilon_{3a}) (\{ 1, 2, 3 \} + \{ 3, 2, 1 \})$$

$$- (12 + 2\beta + 4\epsilon_{3a}) \{ 2, 1, 3, 2 \} + (18 + 4\epsilon_{3a}) (\{ 1, 3, 2, 4 \} + \{ 2, 1, 4, 3 \})$$

$$- (8 + 2\epsilon_{3a} + 2i\epsilon_{3c}) (\{ 1, 2, 4, 3 \} + \{ 1, 4, 3, 2 \})$$

$$- (8 + 2\epsilon_{3a} - 2i\epsilon_{3c}) (\{ 2, 1, 3, 4 \} + \{ 3, 2, 1, 4 \})$$

$$- 10 (\{ 1, 2, 3, 4 \} + \{ 4, 3, 2, 1 \}) ,$$

(4.2.1)
where $\epsilon_{3a}$, $\epsilon_{3b}$, $\epsilon_{3c}$ and $\epsilon_{3d}$ parameterize the behaviour of the Hamiltonian under similarity transformations (see Chapter 5 and [104] for details). They do not enter the spectrum of $D_4$, and in a perturbative approach their values depend on the choice of the renormalization scheme. The parameter $\beta = \beta^{(3)}_{2,3}$ is the first non-vanishing component of the dressing phase $[97, 101, 104]$, whose value $\beta = 4\zeta(3)$ has been computed in $[104]$.

4.2.2. The basis of chiral structures

The first step in the derivation of the correct dilatation operator on the length-four subsector is the subtraction of range-five diagrams. In order to perform this task, it is useful to change the basis, from the permutation operators $(3.3.1)$ to a new set of functions that are directly related to the chiral structures of Feynman supergraphs. At four loops, one can define the following chiral functions

\[
\chi(a, b, c, d) = \{\} - 4\{1\} + \{a, b\} + \{a, c\} + \{a, d\} + \{b, c\} + \{b, d\} + \{c, d\} - \{a, b, c\} - \{a, b, d\} - \{a, c, d\} - \{b, c, d\} + \{a, b, c, d\},
\]

\[
\chi(a, b, c) = -\{\} + 3\{1\} - \{a, b\} - \{a, c\} - \{b, c\} + \{a, b, c\},
\]

\[
\chi(a, b) = \{\} - 2\{1\} + \{a, b\},
\]

\[
\chi(1) = -\{\} + \{1\},
\]

\[
\chi() = \{\}.
\]

The new functions are more suitable for diagrammatic calculations, since any Feynman supergraph acts on the flavours of the scalar superfields as a sequence of permutations exactly described by one of them. They are called chiral because their structure is determined only by the interactions among chiral and antichiral fields in the diagram, being totally insensitive to vector interactions.

The explicit expressions (4.2.2) for the chiral functions in terms of the old permutation operators can be easily found. First, $\chi()$ is the identity, which is the chiral structure associated to Feynman diagrams with only vector interactions. The simplest non-trivial function is $\chi(1)$, corresponding to the building block of Figure 4.1. This diagram contains one chiral and one antichiral vertices connected by a $\langle \bar{\psi} \psi \rangle$ propagator, which is cancelled by the D-algebra. It behaves as an effective four-vertex, similar to the one which describes scalar interactions in the component formalism. The $\chi(1)$ function can
be seen as a building block for all the more complicated structures, as the chiral part of any four-loop supergraph contributing to the one-point function of a composite operator in the $SU(2)$ sector can be built by assembling together up to four copies of it. The number $n$ of arguments of a chiral function $\chi$ equals the number of blocks required to construct the corresponding structure. In addition, every diagram will also contain $(4-n)$ vector interactions. Note that in (4.2.2) the coefficients of the permutation operators in the expression for each chiral structure sum up to zero. This is consistent with the fact that the operators of the form $\text{tr}(Z^L)$ and $\text{tr}(\phi Z^L)$ are protected for any value of $L$.

In order to rewrite the four-loop dilatation operator in terms of the new basis, the inverse relations of (4.2.2), giving the old permutation basis in terms of the new one, are required

$$
\{a,b,c,d\} = \chi(a,b,c,d) + \chi(a,b,c) + \chi(a,b,d) + \chi(a,c,d) + \chi(b,c,d) + 4\chi(1) + \chi(),
$$

$$
\{a,b,c\} = \chi(a,b,c) + \chi(a,b) + \chi(a,c) + \chi(b,c) + 3\chi(1) + \chi(),
$$

$$
\{a,b\} = \chi(a,b) + 2\chi(1) + \chi(),
$$

$$
\{1\} = \chi(1) + \chi(),
$$

$$
\{\} = \chi().
$$

Figure 4.1.: Building block for chiral structures
The dilatation operator (4.2.1) can now be written in the new basis as

\[
\mathcal{D}_4 = + 200\chi(1) - 150[\chi(1, 2) + \chi(2, 1)] + 8(10 + \epsilon_3a)\chi(1, 3) - 4\chi(1, 4) \\
+ 60[\chi(1, 2, 3) + \chi(3, 2, 1)] \\
+ (8 + 2\beta + 4\epsilon_3a - 4i\epsilon_3b + 2i\epsilon_3c - 4i\epsilon_3d)\chi(1, 3, 2) \\
+ (8 + 2\beta + 4\epsilon_3a + 4i\epsilon_3b - 2i\epsilon_3c + 4i\epsilon_3d)\chi(2, 1, 3) \\
- (4 + 4i\epsilon_3b + 2i\epsilon_3c)[\chi(1, 2, 4) + \chi(1, 4, 3)] \\
- (4 - 4i\epsilon_3b - 2i\epsilon_3c)[\chi(1, 3, 4) + \chi(2, 1, 4)] \\
- (12 + 2\beta + 4\epsilon_3a)\chi(2, 1, 3, 2) \\
+ (18 + 4\epsilon_3a)[\chi(1, 3, 2, 4) + \chi(2, 1, 4, 3)] \\
- (8 + 2\epsilon_3a + 2i\epsilon_3b)[\chi(1, 2, 4, 3) + \chi(1, 4, 3, 2)] \\
- (8 + 2\epsilon_3a - 2i\epsilon_3b)[\chi(2, 1, 3, 4) + \chi(3, 2, 1, 4)] \\
- 10[\chi(1, 2, 3, 4) + \chi(4, 3, 2, 1)] .
\]

In (4.2.4) the coefficient of each chiral function gets contributions from all the diagrams with that particular chiral structure. As the chiral structures are completely insensitive to vector interactions, the range of a diagram may be different from the one of the associated chiral function. When this happens, a diagrams is said to be non-maximal.

### 4.2.3. Subtraction of range-five diagrams

The range-five Feynman diagrams, whose contribution must be subtracted from the asymptotic four-loop dilatation operator, can be divided into two classes:

1. diagrams whose chiral structure has range equal to five, and which therefore either contain only scalar interactions, or have a disconnected scalar structure completed to a connected graph by vector interactions,

2. diagrams built on a chiral structure of shorter range, that become of range five with the addition of a vector interaction.
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The contribution from the graphs of the first class can be read directly from the expression for the asymptotic dilatation operator written in the new basis (4.2.4), since it is exactly given by the sum of the terms with range-five chiral structures. For the second class this is no longer true, because the corresponding diagrams contribute to the coefficients of the structures with lower range, together with all the diagrams with the same chiral structure but range less than five, which must be conserved. So in principle an explicit computation of all the diagrams of the second class would be required. However, thanks to the fact that here the perturbative order is exactly the critical one, the situation is greatly simplified, because the non-maximal diagrams fulfill the hypothesis on which the cancellation result of Appendix [A] is based, and thus their divergent parts sum up to zero.

All the range-five contributions can hence be subtracted from the four-loop dilatation operator by simply deleting the terms with range-five chiral structures

$$\delta D_4 = -10[\chi(1,2,3,4) + \chi(4,3,2,1)] + (18 + 4\epsilon_{3a})[\chi(1,3,2,4) + \chi(2,1,4,3)]$$

$$- (8 + 2\epsilon_{3a} + 2i\epsilon_{3b})[\chi(1,2,4,3) + \chi(1,4,3,2)]$$

$$- (8 + 2\epsilon_{3a} - 2i\epsilon_{3b})[\chi(2,1,3,4) + \chi(3,2,1,4)]$$

$$- (4 + 4i\epsilon_{3b} + 2i\epsilon_{3c})[\chi(1,2,4) + \chi(1,4,3)]$$

$$- (4 - 4i\epsilon_{3b} - 2i\epsilon_{3c})[\chi(1,3,4) + \chi(2,1,4)]$$

$$- 4\chi(1,4).$$

It is important to stress that, owing to the non-trivial mixing described by (4.2.2), this subtraction is not equivalent to the simple cancellation of the range-five permutation operators, as attempted in [119] for the BMN matrix model. This is the first example of the simplifications following from the choice of the basis of chiral functions.

The described simple subtraction procedure can be applied to any critical loop order $\ell$, thanks to the general validity of the argument of Appendix [A] on the vanishing of the total contribution of non-maximal, range-($\ell + 1$) diagrams at $\ell$ loops. This allows to compute the $\ell$-loop subtracted dilatation operator on the length-$\ell$ subsector directly from the asymptotic operator $D_\ell$ without the need for explicit diagrammatic calculations.
From the previous considerations, it follows that the required subtracted four-loop dilatation operator on the length-four subsector is

\[
D_{4}^{\text{sub}} \equiv D_4 - \delta D_4 = + 200\chi(1) - 150[\chi(1, 2) + \chi(2, 1)] + 8(10 + \epsilon_{3a})\chi(1, 3)
+ 60[\chi(1, 2, 3) + \chi(3, 2, 1)]
+ (8 + 2\beta + 4\epsilon_{3a} - 4i\epsilon_{3b} + 2i\epsilon_{3c} - 4i\epsilon_{3d})\chi(1, 3, 2)
+ (8 + 2\beta + 4\epsilon_{3a} + 4i\epsilon_{3b} - 2i\epsilon_{3c} + 4i\epsilon_{3d})\chi(2, 1, 3)
- (12 + 2\beta + 4\epsilon_{3a})\chi(2, 1, 3, 2). 
\]

(4.2.6)

In the two-dimensional vector space generated by the length-four operators $\mathcal{O}_{4,1}$ and $\mathcal{O}_{4,2}$ given in (4.1.1), all the chiral structures with range up to four can be written in terms of a single mixing matrix

\[
M_4 = \begin{pmatrix} 4 & -2 \\ -4 & 2 \end{pmatrix},
\]

(4.2.7)
as

\[
\begin{align*}
\chi(1) & \to -M_4, & \chi(1, 2) & \to M_4, & \chi(1, 3) & \to 2M_4, \\
\chi(2, 1) & \to M_4, & \chi(1, 2, 3) & \to -M_4, & \chi(3, 2, 1) & \to -M_4, \\
\chi(2, 1, 3) & \to -2M_4, & \chi(1, 3, 2) & \to -2M_4, & \chi(2, 1, 3, 2) & \to 2M_4.
\end{align*}
\]

(4.2.8)

In this basis, the subtracted dilatation operator reads

\[
D_{4}^{\text{sub}} \to -4(129 + 2\epsilon_{3a} + 12\zeta(3))M_4.
\]

(4.2.9)

Even though the similarity coefficients $\epsilon_{3a}$ do not appear in the spectrum of the asymptotic dilatation operator, they may apparently affect the final spectrum after the subtraction of range-five interactions and the addition of wrapping diagrams. However, this is not in contrast with the fact that these coefficients are non-physical. In fact, the wrapping correction must depend on them as well, in such a way that the total result does not, but, as will be clear later, such dependence is hidden because the explicit computation of wrapping diagrams requires the choice of a renormalization scheme, where the similarity coefficients have well-defined values. As a consequence, the values of the relevant similarity coefficients in the chosen renormalization scheme, which in this thesis
is minimal subtraction (MS) with G-scheme \[161\], are required

\[\epsilon_{3a} = -4, \quad \epsilon_{3b} = -\frac{4}{3}, \quad \epsilon_{3c} = \frac{4}{3}.\] (4.2.10)

Their calculation is presented in Appendix B. After the substitution of the explicit value for \(\epsilon_{3a}\), the matrix form of \(\mathcal{D}_{4}^{\text{sub}}\) becomes

\[\mathcal{D}_{4}^{\text{sub}} \to -4(121 + 12\zeta(3))M_4.\] (4.2.11)

The subtracted dilatation operator \(\mathcal{D}_{4}^{\text{sub}}\) is now free of any range-five interaction. In order to obtain the full operator for the length-four subsector, wrapping interactions will now be analyzed.

### 4.3. Wrapping contributions

Unlike the subtraction of range-five diagrams, the analysis of wrapping contributions requires the explicit calculation of the relevant Feynman supergraphs, and thus constitutes the most difficult part of the determination of the four-loop anomalous dimension of the Konishi operator.

As a preliminary step, all the possible relevant supergraphs must be drawn, according to the results of \[118\]. Then, for every diagram the D-algebra procedure is performed, producing a standard four-loop integral in momentum space. A powerful method for the computation of such integrals, using dimensional regularization in \(d = 4 - 2\varepsilon\) dimensions, is the Gegenbauer Polynomial \(x\)-space Technique (GPXT) \[161,163\], which will be briefly outlined later in this chapter and with more details in Appendix F.

#### 4.3.1. Wrapping diagrams

First of all, there is a set of wrapping graphs made entirely of scalar interactions, presented in Figure 4.2, where the thick line represents the composite operator, and straight lines correspond to scalar propagators. In the following, graphs with vector interactions will appear, where the vector propagator is denoted by a wiggly line.
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Figure 4.2: Wrapping diagrams with only chiral interactions

With the identification of the first and fifth lines, the chiral functions \( W^{(1)}_{\text{chiral}} \), based on the permutation operators \( (3.3.1) \), can still be used to describe the chiral structure of diagrams, even in the wrapping case, and for the graphs of Figure 4.2, one finds

\[
\begin{align*}
W^{(1)}_{\text{chiral}} & \sim \chi(2, 4, 1, 3) \rightarrow 4M_4 , \\
W^{(2)}_{\text{chiral}} & \sim \chi(4, 1, 2, 3) \rightarrow M_4 , \\
W^{(3)}_{\text{chiral}} & \sim \chi(4, 3, 1, 2) \rightarrow 2M_4 .
\end{align*}
\]

A planar wrapping diagram would be best drawn on the surface of a cylinder, with the circumference of one of the bases representing the composite operator. Such a three-dimensional representation is suggested by the cyclicity of the trace, and is useful for the determination of the symmetries of the diagram, which can be somehow hidden when the graph is projected onto a plane, as in Figure 4.2. In particular, the cylindrical representation helps to understand the behaviour under a parity transformation, which reverses the order of fields inside the trace, thus leaving two-impurity operators of the \( SU(2) \) sector unchanged. It turns out that the diagrams \( W^{(1)}_{\text{chiral}} \) and \( W^{(3)}_{\text{chiral}} \) are symmetric under parity, but \( W^{(2)}_{\text{chiral}} \) is not. However, its reflection, with structure \( \chi(1, 4, 3, 2) \rightarrow M_4 \), will obviously produce the same contribution, which can be taken into account by doubling the result from \( W^{(2)}_{\text{chiral}} \).

Note that, differently from the asymptotic case, here the exchange \( 1 \leftrightarrow 4 \) according to \( (3.3.7) \) is not allowed, because the identification of the first and fifth lines makes lines 1 and 4 to be neighbours. Moreover, the choice \( (4.3.1) \) for the structures of the diagrams of Figure 4.2 is not unique: shifts of all the arguments by an integer generate four different chiral functions for \( W^{(1)}_{\text{chiral}} \) and \( W^{(3)}_{\text{chiral}} \) and two each for \( W^{(2)}_{\text{chiral}} \) and for its reflection. A cyclic rotation of the external legs of \( W^{(3)}_{\text{chiral}} \) generates an additional chiral function. However, when restricted to the length-four subsector, all the structures associated to
the same diagram reduce consistently to the same mixing matrix, as expected, so it is possible to choose a single representative from each class as in (4.3.1).

After completion of the D-algebra, the results for the diagrams of Figure 4.2 are

\[
W_{\text{chiral}}^{(1)} \rightarrow \frac{J_{11}^{(4)}}{2} \chi(2, 4, 1, 3) \rightarrow 2J_{11}^{(4)} M_4, \quad (4.3.2)
\]

\[
W_{\text{chiral}}^{(2)} \rightarrow J_{9}^{(4)} \chi(1, 4, 3, 2) \rightarrow J_{9}^{(4)} M_4, \quad (4.3.3)
\]

\[
W_{\text{chiral}}^{(3)} \rightarrow J_{10}^{(4)} \chi(4, 3, 1, 2) \rightarrow 2J_{10}^{(4)} M_4, \quad (4.3.4)
\]

where the \( J_i^{(4)} \) are the momentum-space integrals given in Section C.2 and only the relevant, divergent terms have been kept. So the total contribution of completely chiral wrapping diagrams, taking the reflection of \( W_{\text{chiral}}^{(2)} \) into account, is

\[
\sum_i W_{\text{chiral}}^{(i)} \rightarrow \left[ \frac{J_{11}^{(4)}}{2} \chi(2, 4, 1, 3) + J_{9}^{(4)} (\chi(1, 4, 3, 2) + \chi(4, 1, 2, 3)) + J_{10}^{(4)} \chi(4, 3, 1, 2) \right]
\]

\[
\rightarrow 2(J_{11}^{(4)} + J_{9}^{(4)} + J_{10}^{(4)}) M_4. \quad (4.3.5)
\]

The D-algebra for each diagram always produces a \((g^2 N)^4\) colour factor, which combines with the \(1/(4\pi)^8\) from the four-loop momentum integral into the \(\lambda^4\) power of the \('t\ Hooft\) coupling. Thus, there is no need to show such factors explicitly.

Once completely chiral graphs have been analyzed, diagrams with vector interactions, which are conveniently classified according to their chiral structure, must be considered. Their number is huge in principle, growing with the number of vectors. However, only a small number of them is relevant, thanks to the result demonstrated in Appendix A. In fact, for a diagram to be possibly relevant, all its scalar lines with no chiral or antichiral vertices can contain only a single, double-vector vertex. Moreover, diagrams with a vector propagator starting from an outgoing scalar line connected to a three-scalar vertex do not contribute either. The number of graphs that must be computed explicitly is thus dramatically reduced. All the contributing diagrams are listed in Appendix C.

Note that, when projected onto a plane, a wrapping diagram at the critical order containing at least one vector propagator can always be drawn in such a way that the wrapping line is a vector one. So one simply needs to consider all the chiral structures
with range less than or equal to four (which have at most three loops), and then complete each one to a four-loop wrapping diagram by adding the right number of vectors.

The structures requiring only one vector are $\chi(1, 2, 3)$, $\chi(1, 3, 2)$ and $\chi(2, 1, 3)$. All the relevant wrapping diagrams for these structures, according to the results on cancellations, are shown in Figures C.1, C.2 and C.3 in Appendix C respectively, together with the results of D-algebra. Here, only the total contribution from each structure will be given

$$
\sum_i W^{(4),i}_{(1,2,3)} \to -2(J^{(4)}_{14} - J^{(4)}_{16}) \chi(1, 2, 3) \to 2(J^{(4)}_{14} - J^{(4)}_{16}) M_4 ,
$$

$$
\sum_i s^{(4),i}_{(1,3,2)} W^{(4),i}_{(1,3,2)} \to -2J^{(4)}_{13} \chi(1, 3, 2) \to 4J^{(4)}_{13} M_4 ,
$$

$$
\sum_i s^{(4),i}_{(2,1,3)} W^{(4),i}_{(2,1,3)} \to -2J^{(4)}_{15} \chi(2, 1, 3) \to 4J^{(4)}_{15} M_4 .
$$

Unlike $\chi(1, 3, 2)$ and $\chi(2, 1, 3)$, $\chi(1, 2, 3)$ is not symmetric under parity. Since this transformation changes $\chi(1, 2, 3)$ into $\chi(3, 2, 1)$, the diagrams associated to $\chi(3, 2, 1)$ are simply the reflections of the ones related to $\chi(1, 2, 3)$, and therefore they do not have to be considered explicitly. The same observation applies to the other non-symmetric structure $\chi(1, 2)$, which is the reflection of $\chi(2, 1)$. On the other hand, for symmetric structures, a generic diagram will be symmetric or not depending on the configuration of vector lines. If it is not, by doubling its contribution one automatically includes the one from its reflection, which is itself a valid diagram for the same chiral structure, without the need to consider it explicitly. So the non-trivial symmetry factors $s^{(4),i}_{(\cdots)}$ will be given for non-symmetric diagrams built starting from a symmetric chiral structure, as in Figures C.2, C.3, C.5 and C.6.

There are two structures requiring two vectors, $\chi(1, 3)$ and $\chi(2, 1)$. The corresponding diagrams are listed in Figures C.4 and C.6. Note that some of the diagrams for the structure $\chi(1, 3)$ have a symmetry factor of 4, caused by the additional symmetry of this chiral structure under rotations. The results of D-algebra are

$$
\sum_i s^{(4),i}_{(1,3)} W^{(4),i}_{(1,3)} \to 2(j^{(4)}_{17} + j^{(4)}_{18} - 2j^{(4)}_{19}) \chi(1, 3) \to 4(j^{(4)}_{17} + j^{(4)}_{18} - 2j^{(4)}_{19}) M_4 ,
$$

$$
\sum_i W^{(4),i}_{(2,1)} \to 2(j^{(4)}_{14} - j^{(4)}_{16}) \chi(2, 1) \to 2(j^{(4)}_{14} - j^{(4)}_{16}) M_4 .
$$

(4.3.7)
Finally, the only one-loop chiral structure, which must be completed with three vectors, is \( \chi(1) \), and the associated diagrams are listed in Figure C.5. Note that the number of graphs for this structure would be much larger if the cancellation result of Appendix A had not been used. The total contribution of \( \chi(1) \) is

\[
\sum_i s^{(4),i}_1 w^{(4),i}_1 \to 2(J_1^{(4)} - J_9^{(4)}) \chi(1) \to -2(J_1^{(4)} - J_9^{(4)}) M_4 .
\] (4.3.8)

After D-algebra, the outcome of each diagram is given in terms of standard momentum-space integrals, which can be computed using dimensional regularization in \( d = 4 - 2\varepsilon \) dimensions. The actual method used for all the integrals is the Gegenbauer Polynomial \( x \)-space Technique. The main features of this technique that make it ideal for this kind of calculations, will be described in the next section, whereas a short technical review of the method can be found in Appendix F. Some integrals have also been checked by means of the method of uniqueness \[164\] or of the MINCER computer program \[165\].

### 4.3.2. The Gegenbauer Polynomial \( x \)-space Technique

The Gegenbauer Polynomial \( x \)-space Technique (GPXT) \[161\]-\[163\], for the computation of integrals in a space with \( d = 4 - 2\varepsilon \) dimensions, is based on the observation that in coordinate space all the propagators depend only on the difference of two coordinates. Thus, all the propagators can be expanded in the basis of Gegenbauer polynomials. The integration with respect to each \( d \)-dimensional variable can be split into a radial integration and an angular one, and the orthogonality property of the Gegenbauer polynomials can be exploited to perform the angular integrations. In the end, one is left with a given number of series involving the radial integrals.

The method is effective when the infinite summations can be actually performed exactly, which happens for example when at most one summation survives after the angular integrations. This makes the technique particularly useful for integrals coming from diagrams where a large number of propagators end at the same vertex, which can be chosen as the root vertex (see Appendix F and \[161\]). A further simplification is possible if the derivatives in the numerators, when present, can be moved through integration by parts so that at the end of the procedure only the propagators coming out from the
root vertex have non-trivial numerators. Another great simplification can be obtained if only the divergent parts of the integrals are of interest.

Therefore, this technique is in general suitable for the integrals required in the computation of anomalous dimensions, because only the pole part in $\varepsilon$ is needed and the insertion of the composite operator offers a good candidate for the root vertex. In fact, all the integrals that will be found in the present thesis can be calculated in this way. However, it is not possible to show in general that the GPXT can be successfully applied to all the integrals required for the study of anomalous dimensions of composite operators in the planar limit at a generic order, since non-trivial numerators at high orders may make it impossible to perform all the summations exactly.

### 4.3.3. The four-loop anomalous dimension

Once the values of the integrals $J_i^{(4)}$ have been computed, it is possible to write down the explicit expression for the wrapping correction to the four-loop dilatation operator, simply by summing the partial results given by the equations from (4.3.5) to (4.3.8), remembering to add the reflections of the non-symmetric structures. According to the definition of anomalous dimension (2.1.11), the contribution of an $\ell$-loop diagram to the coefficient of the corresponding chiral structure is equal to the coefficient of the $1/\varepsilon$ pole of the value of the diagram, multiplied by $(-2\ell)$. At four loops the result is

$$D_w^4 = -8\left(2\zeta(3)\chi(1) - (3\zeta(3) - 5\zeta(5))[\chi(1,2) + \chi(2,1)] - (1 + 3\zeta(3) - 5\zeta(5))\chi(1,3)ight. \left. + (3\zeta(3) - 5\zeta(5))[\chi(1,2,3) + \chi(3,2,1)] + \frac{7}{6}\chi(1,3,2) + \frac{11}{6}\chi(2,1,3)ight. \left. - \frac{1}{2}(1 - \zeta(3))\chi(2,4,1,3) + \left(\frac{5}{4} - \zeta(3)\right)[\chi(1,4,3,2) + \chi(4,1,2,3)] - \left(\frac{1}{2} - \zeta(3)\right)\chi(4,1,3,2)\right),$$

(4.3.9)

which in the basis (4.1.1) reads

$$D_w^4 \rightarrow 8\left(\frac{17}{2} + 18\zeta(3) - 30\zeta(5)\right) M_4.$$  

(4.3.10)
This is the correction that must be added to the subtracted operator (4.2.6) in order to find the exact expression for the dilatation operator on the length-four subsector

\[ D_{\text{sub}}^4 + D_{\text{w}}^4 = (200 - 16\zeta(3))\chi(1) - (150 - 24\zeta(3) + 40\zeta(5))[\chi(1, 2) + \chi(2, 1)] + (88 + 8\epsilon_{3a} + 24\zeta(3) - 40\zeta(5))\chi(1, 3) + (60 - 24\zeta(3) + 40\zeta(5))[\chi(1, 2, 3) + \chi(3, 2, 1)]
- \left(\frac{4}{3} - 2\beta - 4\epsilon_{3a} + 4i\epsilon_{3b} - 2i\epsilon_{3c} + 4i\epsilon_{3d}\right)\chi(1, 3, 2)
- \left(\frac{20}{3} - 2\beta - 4\epsilon_{3a} - 4i\epsilon_{3b} + 2i\epsilon_{3c} - 4i\epsilon_{3d}\right)\chi(2, 1, 3)
+ 4(1 - \zeta(3))\chi(2, 4, 1, 3) - (10 - 8\zeta(3))[\chi(1, 4, 3, 2) + \chi(4, 1, 2, 3)]
- (12 + 2\beta + 4\epsilon_{3a})\chi(2, 1, 3, 2) + (4 - 8\zeta(3))\chi(4, 1, 3, 2). \]

(4.3.11)

In the basis (4.1.1) it gives

\[ D_{\text{sub}}^4 + D_{\text{w}}^4 \rightarrow -(416 - 96\zeta(3) + 240\zeta(5))M_4. \]

(4.3.12)

To compute the four-loop eigenvalue of the dilatation operator, in principle all the lower-order components should be considered, because of a possible mixing between different orders. However, according to (4.2.8) all the chiral structures up to four loops are proportional to the mixing matrix \( M_4 \) in the basis (4.1.1), and so also all the lower-order components \( D_1, D_2 \) and \( D_3 \) of the dilatation operator will share this feature. As a consequence, the eigenstates of the dilatation operator, which are the operators with well-defined anomalous dimension, do not change passing from one to four loops. They can be written in terms of the basis (4.1.1) as

\[ O_{\text{protected}} = O_{4,1} + 2O_{4,2} = \frac{1}{2}[3\text{tr}(\phi\{Z, \phi\}Z) - \text{tr}(\phi[Z, \phi]Z)], \]

\[ O_K = O_{4,1} - O_{4,2} = \text{tr}(\phi[Z, \phi]Z). \]

(4.3.13)

The first one is protected, whereas \( O_K \) is a descendant of the Konishi operator. The four-loop component of the corresponding eigenvalue of \( D \) is simply the non-vanishing eigenvalue of \( (D_{\text{sub}}^4 + D_{\text{w}}^4) \)

\[ \gamma_4 = -2496 + 576\zeta(3) - 1440\zeta(5). \]

(4.3.14)
The final result for the anomalous dimension of the Konishi operator up to four loops is thus

$$\gamma = 12\lambda - 48\lambda^2 + 336\lambda^3 + \lambda^4(-2496 + 576\zeta(3) - 1440\zeta(5)),$$  (4.3.15)

where the dependence on the coupling constant $\lambda$ has been restored, and the lower-order contributions [103] have been included.

Several comments are in order at this point. First of all, the $\zeta(5)$ term, produced entirely by wrapping interactions, increases the degree of transcendentality of the final result with respect to what would be expected from the asymptotic regime, where the only transcendental quantity that can appear at four loops is $\zeta(3)$. In the exact, finite-size case (4.3.15), the $\zeta(3)$ term gets contributions both from wrapping interactions and from the asymptotic dressing phase. Note that the wrapping correction (4.3.10) changes the rational term too.

Before the publication [19, 20] of the computation of the four-loop result (4.3.15), several conjectures had been formulated on its possible value, based on the Hubbard model [120] and on an analogy with the BFKL equation [124]. The exact result (4.3.15) rules out these early proposals.

The anomalous dimension (4.3.15), obtained through a perturbative, field-theoretical approach, agrees with a later, independent result from the string theory side [21], which constitutes a further, non-trivial check of the AdS/CFT correspondence. More recently, this result has been successfully reproduced by the Y-system approach [55]. Moreover, it has also been confirmed by a computer-made perturbative calculation performed in the component-field formalism [64], which has been later extended to find the non-planar contribution [166].

4.4. Conclusions

In this chapter, the perturbative computation of the four-loop anomalous dimension of the length-four Konishi descendant in the $SU(2)$ sector has been presented. At this order, wrapping interactions appear and the asymptotic Bethe equations no longer give the correct spectrum. The knowledge of the asymptotic dilatation operator can still be...
exploited in order to extract the contribution of a large class of relevant diagrams, after the subtraction of range-five interactions. Then, all the possible wrapping diagrams can be considered. All the computations are greatly simplified by the use of $\mathcal{N} = 1$ superspace techniques, which allow to find powerful cancellation rules and reduce the number of Feynman graphs that must be analyzed. The approach based on the asymptotic dilatation operator, combined with superspace methods, revealed to be so powerful that the whole calculation could be performed by hand, with the explicit analysis of few tens of diagrams. This should be compared with the full calculation in the component-field formalism, which involves more than 130 000 graphs [64].
This chapter contains the analysis of five-loop finite-size corrections on length-five operators in the $SU(2)$ sector of $\mathcal{N} = 4$ SYM. The interest in such effects derives from the need for explicit tests of the recently proposed Y-system for the description of the full spectrum of $\mathcal{N} = 4$ SYM, inclusive of short operators. Therefore, the perturbative superspace approach will be followed first, as in Chapter 4, and then the result will be compared with the prediction from the Y-system.

5.1. Length-five operators in the $SU(2)$ sector

The general procedure described in Section 4.1 for the computation of wrapping corrections to the asymptotic results produced by the Bethe ansatz, can be applied to determine the exact five-loop anomalous dimension of the length-five operators of the $SU(2)$ sector. Since the loop number equals the length of the states, the perturbative order is again critical, and all the cancellation results of Appendix A still apply.

Two length-five operators with two impurities exist in the $SU(2)$ sector, mixing under renormalization

$$\mathcal{O}_{5,1} = \text{tr}(\phi Z \phi ZZ) , \quad \mathcal{O}_{5,2} = \text{tr}(\phi \phi ZZ Z) .$$  

(5.1.1)
Again, all the chiral structures with range less than or equal to five are proportional to the same $2 \times 2$ mixing matrix $M_5$

\[ M_5 = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}, \]

when they are written in the basis $\{\chi(1), \chi(2, 1), \chi(1, 4), \chi(3, 2, 1, 4), \chi(1, 3, 2), \chi(2, 4, 1, 3)\}$

\[ \chi(1) \rightarrow -2M_5, \quad \chi(2, 1) \rightarrow M_5, \quad \chi(1, 4) \rightarrow M_5, \]
\[ \chi(2, 1, 4) \rightarrow M_5, \quad \chi(1, 2, 3) \rightarrow M_5, \quad \chi(2, 1, 3) \rightarrow -2M_5, \]
\[ \chi(1, 3, 2) \rightarrow -2M_5, \quad \chi(1, 4, 3, 2) \rightarrow -2M_5, \quad \chi(1, 2, 3, 4) \rightarrow -2M_5, \]
\[ \chi(3, 2, 1, 4) \rightarrow -2M_5, \quad \chi(2, 4, 1, 3) \rightarrow M_5, \]

where all the structures that are not shown explicitly are either the parity reflection of or equivalent to one of these.

As in the length-four case, two-impurity states with length five are all one needs to consider in order to complete the study of leading wrapping effects at five loops. To determine the full five-loop spectrum on the $SU(2)$ sector, the only additional quantity that would be required is the five-loop anomalous dimension of the Konishi operator, which gets contributions from finite-size effects beyond the critical order. Its value has been recently computed in [41, 167] by means of the Lüschner approach and in [53, 54] using the Thermodynamic Bethe Ansatz. So, it would be very interesting to compute this anomalous dimension through a field-theoretical calculation. Such a task, however, would be much more difficult than in the critical case, because of the very large number of relevant diagrams, and could be undertaken only if new supergraph cancellation identities were found. Hence, in this thesis, this quantity will not be studied.

The first step for the five-loop computation of wrapping effects on the length-five subsector is the subtraction of range-six interactions from the asymptotic dilatation operator.
5.2. The asymptotic dilatation operator

First of all, the asymptotic five-loop dilatation operator on the $SU(2)$ sector is needed. This operator has already been obtained in the past \cite{76}, but the calculation was carried out before the discovery of the existence of the dressing phase. According to \cite{103}, this phase should have two relevant components at five loops: the four-loop contribution $\beta_3 = \beta_{2,3}^{(4)}$ and a new one, $\beta_4 = \beta_{2,3}^{(4)}$. Thus, the derivation of \cite{76} must be remade, in order to find the dependence of the coefficients of the dilatation operator on the components of the dressing phase. As a further extension of the known result for the dilatation operator, the general behaviour under similarity transformations must be studied, so that computations in any renormalization scheme are possible.

5.2.1. The general procedure

The general procedure to find the explicit expression for the asymptotic dilatation operator of $\mathcal{N} = 4$ SYM in the $SU(2)$ sector has been described in \cite{76}. Here, the main steps will be reviewed.

The starting point is the assumption that the theory is integrable. This implies the existence of an infinite set of conserved charges, commuting with the Hamiltonian, which is identified with the dilatation operator as explained in Chapter 3. In particular, the dilatation operator is the second charge $Q_2$, the first one being related to the translation operator generated by momentum. The fundamental property for the whole procedure is the existence of the first higher charge $Q_3$. On the length-$L$ subsector, the perturbative expansions of $D$ and $Q_3$ read

$$D(\lambda) \equiv Q_2 = L + \sum_{k=1}^{\infty} \lambda^k D_k , \quad Q_3 = \sum_{k=1}^{\infty} \lambda^k Q_3^{(k)} . \quad (5.2.1)$$

The $k$-loop dilatation operator $D_k$ must have range $(k + 1)$. So, it can be written as a linear combination of the permutation operators with range less than or equal to $(k + 1)$, which form a finite set. In the same way, $Q_3^{(k)}$, whose range must be equal to $(k + 2)$, can be written in the basis of permutation operators as well. The unknown coefficients can be determined by imposing several constraints:
1. $D_k$ and $Q_3^{(k)}$ have even and odd parity respectively

$$p D_k p = D_k, \quad p Q_3^{(k)} p = -Q_3^{(k)}. \quad (5.2.2)$$

2. $D_k$ is symmetric under transposition, $Q_3^{(k)}$ is antisymmetric

$$D_k^T = D_k, \quad (Q_3^{(k)})^T = -Q_3^{(k)}. \quad (5.2.3)$$

3. Both $D_k$ and $Q_3^{(k)}$ satisfy the BMN scaling [168, 169] on single-impurity states in the thermodynamic limit of large length $L$ of the spin chain [76]

$$D_k \sim L^{-(k+1)}, \quad Q_3^{(k)} \sim L^{-(k+2)} \quad \text{for } L \to \infty. \quad (5.2.4)$$

4. The charge $Q_3$ is perturbatively conserved up to order $(k+1)$. Since

$$[D, Q_3] = \sum_{n=1}^{\infty} \lambda^n \sum_{m=1}^{n-1} [D_m, Q_3^{(n-m)}], \quad (5.2.5)$$

this requires

$$\sum_{m=1}^{k} [D_m, Q_3^{(k+1-m)}] = 0. \quad (5.2.6)$$

5. The spectrum of $D$ agrees with the asymptotic Bethe equations up to order $k$.

After these constraints have been fully exploited, some coefficients may remain undetermined. Because of point [5] such unknown coefficients cannot enter the spectrum of the dilatation operator. They are in fact related to similarity transformations, and their actual values depend on the renormalization scheme. Therefore, it is necessary to generalize the result by applying the most general similarity transformation, so that the final expression for the dilatation operator can be used in explicit perturbative computations with any scheme. As a consequence, new unknown coefficients typically appear. Note that the sequence of steps [1][5] would force the new coefficients to vanish, thus somehow selecting a class of renormalization schemes. When the components of $D$ and
\[ Q_3^{(4)} = -2i(373 + 2\beta_3 + \epsilon_{3a})((1, 2) - \{2, 1\}) + 2i(180 + \beta_3 + 2\epsilon_{3a})((1, 2, 3) - \{3, 2, 1\}) + i(40 + 3\beta_3)((1, 2, 4) - \{1, 4, 3\} + \{1, 3, 4\} - \{2, 1, 4\}) + 2i(\{1, 2, 5\} - \{1, 5, 4\} + \{1, 4, 5\} - \{2, 1, 5\}) - 2i(57 + \epsilon_{3a})((1, 2, 3, 4) - \{4, 3, 2, 1\}) + i(23 - 2\beta_3 - \epsilon_{3a})((1, 2, 4, 3) - \{1, 4, 3, 2\} + \{2, 1, 3, 4\} - \{3, 2, 1, 4\}) + 4i(8 - \beta_3)((1, 3, 2, 4) - \{2, 1, 4, 3\}) - 4i((1, 2, 3, 5) - \{1, 5, 4, 3\} + \{1, 2, 4, 5\} - \{2, 1, 5, 4\} + \{1, 3, 4, 5\} - \{3, 2, 1, 5\}) + i(1 + \beta_3 + \epsilon_{3a})((1, 3, 2, 4, 3) - \{2, 1, 4, 3, 2\} + \{2, 1, 3, 2, 4\} - \{3, 2, 1, 4, 3\}) + i(1 + \epsilon_{3a})((1, 2, 3, 5, 4) - \{1, 5, 4, 3, 2\} + \{2, 1, 3, 4, 5\} - \{4, 3, 2, 1, 5\}) - i(7 + \epsilon_{3a})((1, 2, 4, 3, 5) - \{2, 1, 5, 4, 3\} + \{1, 3, 2, 4, 5\} - \{3, 2, 1, 5, 4\}) + 2i(4 + \epsilon_{3a})((1, 4, 3, 2, 5) - \{2, 1, 3, 5, 4\}) + 14i((1, 2, 3, 4, 5) - \{5, 4, 3, 2, 1\}) \]

**Table 5.1.** Four-loop component of the first higher conserved charge \( Q_3 \)

\( Q_3 \) are reused at point 4 to find the higher-order ones, the reduced forms with the new coefficients equal to zero (that is, the ones obtained directly from steps 1-5), must be used, instead of the most general ones. Only after the required higher-loop components have been found, the latter can be generalized by taking similarity transformations into account.

By applying this procedure up to four loops, one finds the components of the dilatation operator shown in (3.3.10) and (4.2.1) and the corresponding ones for \( Q_3 \) \( [76, 104] \). In particular, the four-loop component \( Q_3^{(4)} \) of \( Q_3 \), which is needed for the five-loop computation but had not been presented in the literature before \( [65] \), can be determined. It is shown in Table 5.1

### 5.2.2. The five-loop case

The five-loop operator \( D_5 \) must have range equal to six. There are 63 permutation operators with range less than or equal to this value. As for \( Q_3^{(5)} \), in its expansion all the 180 operators with range not greater than seven can appear. The constraints discussed
in the previous section can now be applied to fix most of the 63 unknown coefficients $a_i$ for $D_5$ and of the 180 coefficients $b_j$ for $Q_3^{(5)}$.

1. The parity constraints give 24 conditions on the $a_i$ and 100 on the $b_j$.

2. The symmetry requirements produce 12 conditions on the $a_i$ and 34 on the $b_j$.

3. Remarkably, as already noted in [76], some of the conditions from the vanishing of the commutator between $D$ and $Q_3$ involve only $a_i$ coefficients, thus imposing 17 new constraints on them, together with 43 relationships between $b_j$ and $a_i$.

4. The BMN scaling constraint adds 5 new independent conditions on the $a_i$ and 4 relating $a_i$ and $b_j$.

5. Up to this point, only 5 out of the 63 $a_i$ coefficients are still unknown. Two more conditions can be found by requiring agreement of the spectrum with the Bethe equations in the simplest case of two-impurity, length-six states. This is the only step where the components of the dressing phase can enter the coefficients of the dilatation operator. Afterwards, the Bethe equations do not give any more conditions.

Three coefficients of $D_5$ remain unknown after all the steps. They are related to similarity transformations and can be written in terms of the undetermined coefficients of [76]. In order to obtain an expression for $D_5$ that can be used in a generic renormalization scheme, it is now necessary to consider the most general similarity transformation, to restore the dependence on the possible additional similarity coefficients that were forced to vanish by the previous procedure.

5.2.3. Similarity transformations

A similarity transformation does not alter the spectrum of the dilatation operator. It acts as

$$D \rightarrow D' = e^{-ix} D e^{ix} ,$$

(5.2.7)
where the generating function $\chi$ can be expanded perturbatively as

$$\chi = \sum_{k=0}^{\infty} \lambda^k \chi_k . \quad (5.2.8)$$

The components of $D'$ up to five loops are given in terms of those of $D$ by

$$D_0' = D_0 ,$$
$$D_1' = D_1 ,$$
$$D_2' = D_2 ,$$
$$D_3' = D_3 + i [D_1, \chi_2] + i [D_2, \chi_1] ,$$
$$D_4' = D_4 + i [D_1, \chi_3] + i [D_2, \chi_2] + i [D_3, \chi_1] + \frac{1}{2} [\chi_1, [D_1, \chi_2] + [D_2, \chi_1]] ,$$
$$D_5' = D_5 + i [D_1, \chi_4] + i [D_2, \chi_3] + i [D_3, \chi_2] + i [D_4, \chi_1] + \frac{1}{2} [\chi_1, [D_3, \chi_1] + [D_2, \chi_2] + [D_1, \chi_3]] + \frac{1}{2} [\chi_2, [D_1, \chi_2] + [D_2, \chi_1]]$$
$$- \frac{i}{6} [\chi_1, [\chi_1, [D_1, \chi_2] + [D_2, \chi_1]]] . \quad (5.2.9)$$

In order not to modify the range of the dilatation operator after a similarity transformation, the expression for the $k$-loop component $\chi_k$ in the basis of permutation operators can contain only contributions with range less than or equal to $(k + 1)$. Hence, $\chi_0$ is forced to be proportional to the identity {} and is not relevant, whereas

$$\chi_1 = \tilde{\epsilon}_1 \{1\} . \quad (5.2.10)$$

To explicitly preserve the invariance of $D$ under parity, it is possible to look for a parity-even $\chi$. This forces $\chi_2$ to be of the form

$$\chi_2 = \tilde{\epsilon}_{2a}(\{1, 2\} + \{2, 1\}) + \tilde{\epsilon}_{2b}\{1\} . \quad (5.2.11)$$

Similarly, one can take $\chi$ to be Hermitian for real values of the similarity coefficients, thus preserving the Hermiticity of the dilatation operator. However, such Hermiticity is broken if some of the coefficients actually turn out to be complex, which is common when explicit computations are performed in a particular renormalization scheme. This happens already at four loops, where the most general Hermitian form for $\chi_2$ and $\chi_3$
is \[104\]

\[\chi_3 = i \tilde{\epsilon}_{3a}(\{2, 1, 3\} - \{1, 3, 2\}) + \tilde{\epsilon}_{3b}(\{1, 2, 3\} + \{3, 2, 1\}) + \tilde{\epsilon}_{3c}\{1, 3\} + \tilde{\epsilon}_{3d}\{1, 2\} + \{2, 1\}) + \tilde{\epsilon}_{3e}\{1\}. \quad (5.2.12)\]

With this choice for \(\chi_3\), the transformed dilatation operator is still Hermitian only for real values of the \(\tilde{\epsilon}_{3x}\) coefficients, but a Feynman diagram computation in a typical scheme will in general produce complex values for them \[20, 104\]. The same happens at five loops. Anyway, the apparent non-Hermiticity of the dilatation operator depends on the renormalization scheme and can be removed by an appropriate choice of the scalar product, as explained in \[104\].

Note that the coefficient \(\tilde{\epsilon}_{2a}\) in \(5.2.11\) is not the same as the \(\epsilon_{2a}\) that enters the three-loop dilatation operator given in \(3.3.10\). The latter is a useful redefinition of the former that removes the dependence on \(\tilde{\epsilon}_1\) in order to show explicitly that \(D_3\) depends on a single similarity coefficient. In the same way, the coefficients \(\epsilon_{3x}\) of \(4.2.1\) are redefinitions of the \(\tilde{\epsilon}_{3x}\) appearing in \(5.2.12\).

The most general parity-invariant and Hermitian expression for \(\chi_4\) is

\[\chi_4 = \sum_{a \in \{a, b, \ldots, n\}} \tilde{\epsilon}_{4a}\chi_{4a}, \quad (5.2.13)\]

where the components \(\chi_{4k}\) are shown in Table 5.2. The general form of the five-loop dilatation can now be found by application of \(5.2.9\), and the result in the basis of permutation operators is given in Table 5.3. This expression can be easily transformed to the basis of chiral structures through the extension of the rules \(4.2.2\) and \(4.2.3\) to
Five loops

\[
\chi(a, b, c, d, e) = -\{a\} + 5\{1\} - \{a, b\} - \{a, c\} - \{a, d\} - \{a, e\} - \{b, c\} - \{b, d\} - \{b, e\} \\
- \{c, d\} - \{c, e\} - \{d, e\} + \{a, b, c\} + \{a, b, d\} + \{a, b, e\} + \{a, c, d\} \\
+ \{a, c, e\} + \{a, d, e\} + \{b, c, d\} + \{b, c, e\} + \{b, d, e\} + \{c, d, e\} \\
- \{a, b, c, d\} - \{a, b, c, e\} - \{a, b, d, e\} - \{a, c, d, e\} - \{b, c, d, e\}
\]

\[
\{a, b, c, d, e\} = \chi(a, b, c, d, e) + \chi(b, c, d, e) + \chi(a, c, d, e) + \chi(a, b, d, e) + \chi(a, b, c, e) \\
+ \chi(a, b, c, d) + \chi(c, d, e) + \chi(b, d, e) + \chi(b, c, e) + \chi(b, c, d) + \chi(a, d, e) \\
+ \chi(a, c, e) + \chi(a, c, d) + \chi(a, b, e) + \chi(a, b, d) + \chi(a, b, c) + \chi(d, e) \\
+ \chi(c, e) + \chi(c, d) + \chi(b, e) + \chi(b, d) + \chi(b, c) + \chi(a, e) + \chi(a, d) \\
+ \chi(a, c) + \chi(a, b) + 5\chi(1) + \chi() ,
\]

and the result is presented in Table 5.4.

\[
\begin{align*}
\chi_{4a} &= \{1, 2, 3, 4\} + \{4, 3, 2, 1\} \\
\chi_{4b} &= i(\{1, 2, 4, 3\} + \{1, 4, 3, 2\} - \{2, 1, 3, 4\} - \{3, 2, 1, 4\}) \\
\chi_{4c} &= \{1, 2, 4, 3\} + \{1, 4, 3, 2\} + \{2, 1, 3, 4\} + \{3, 2, 1, 4\} \\
\chi_{4d} &= \{1, 3, 2, 4\} + \{2, 1, 4, 3\} \\
\chi_{4e} &= \{2, 1, 3, 2\} \\
\chi_{4f} &= i(\{1, 2, 4\} + \{1, 4, 3\} - \{1, 3, 4\} - \{2, 1, 4\}) \\
\chi_{4g} &= \{1, 2, 4\} + \{1, 4, 3\} + \{1, 3, 4\} + \{2, 1, 4\} \\
\chi_{4h} &= i(\{1, 3, 2\} - \{2, 1, 3\}) \\
\chi_{4i} &= \{1, 3, 2\} + \{2, 1, 3\} \\
\chi_{4j} &= \{1, 2, 3\} + \{3, 2, 1\} \\
\chi_{4k} &= \{1, 2\} + \{2, 1\} \\
\chi_{4l} &= \{1, 4\} \\
\chi_{4m} &= \{1, 3\} \\
\chi_{4n} &= \{1\}
\end{align*}
\]

Table 5.2.: Components of the generating function

5.2.4. Subtraction of range-six contributions

As in the four-loop case, thanks to the cancellation result of Appendix A, the task of subtraction of range-six interactions can be performed by simply deleting from $\mathcal{D}_5$ all the terms whose chiral structures have range six, and thus contain both 1 and 5 among the arguments. In fact, the divergent parts of all the non-maximal range-six graphs,
\[
\mathcal{D}_5 = +4(1479 + 14\beta_3 - \beta_4)\{1\} - 4(2902 + 42\beta_3 - 3\beta_4 + 32\epsilon_{4b})\{1\}
+ 4(816 + 13\beta_3 - \beta_4 - 16\epsilon_{4b} + 32\epsilon_{4h})\{(1, 2) + \{2, 1\}\}
+ 2(512 + 48\beta_3 - 3\beta_4 + 4\epsilon_{2a}^2 + 4\epsilon_{3a} + 64\epsilon_{4f} + 32\epsilon_{4h})\{1, 3\}
+ 8(20 + \beta_3 + 2\epsilon_{2a}^2 + 2\epsilon_{3a} - 16\epsilon_{4b} - 16\epsilon_{4f})\{1, 4\} + 4\{1, 5\}
- 4(326 - \beta_3 + 2\epsilon_{2a}^2 + 2\epsilon_{3a} - 32\epsilon_{4b} + 16\epsilon_{4b})\{(1, 2, 3) + \{3, 2, 1\}\}
+ 4(94 - 15\beta_3 + \beta_4 + 16\epsilon_{4b} + 16\epsilon_{4h})\{1, 3, 2\}
+ 4(94 - 15\beta_3 + \beta_4 + 16\epsilon_{4b} - 16\epsilon_{4h} - 16\epsilon_{4h})\{2, 1, 3\}
- 8(12 + \beta_3 + \epsilon_{2a}^2 + \epsilon_{3a} - 8\epsilon_{4b} + 4i\epsilon_{4m})\{(1, 3, 4) + \{2, 1, 4\}\}
- 8(12 + \beta_3 + \epsilon_{2a}^2 + \epsilon_{3a} - 8\epsilon_{4b} - 4i\epsilon_{4m})\{(1, 2, 4) + \{1, 4, 3\}\}
- 4\{1 - 8i\epsilon_{4b}\}\{(1, 2, 5) + \{1, 5, 4\}\}
- 4\{1 + 8i\epsilon_{4b}\}\{(1, 4, 5) + \{2, 1, 5\}\} - 8\{1, 3, 5\}
- 2(40 - 12\beta_3 + \beta_4 + 4\epsilon_{2a}^2 + 4\epsilon_{3a} - 32\epsilon_{4b})\{2, 1, 3, 2\}
+ 8(35 + \epsilon_{2a}^2 + \epsilon_{3a} - 8\epsilon_{4b})\{(1, 2, 3, 4) + \{4, 3, 2, 1\}\}
- 8(21 - 2\beta_3 - 8\epsilon_{4f} + 8\epsilon_{4b})\{(1, 3, 2, 4) + \{2, 1, 4, 3\}\}
+ 4(\epsilon_{2a}^2 + \epsilon_{3a} - 8(3\epsilon_{4b} + \epsilon_{4f} - \epsilon_{4h} + i\epsilon_{4f}))\{(2, 1, 3, 4) + \{3, 2, 1, 4\}\}
+ 4(\epsilon_{2a}^2 + \epsilon_{3a} - 8(3\epsilon_{4b} + \epsilon_{4f} - \epsilon_{4h} - i\epsilon_{4f}))\{(1, 2, 4, 3) + \{1, 4, 3, 2\}\}
+ 32(1 - 2i\epsilon_{4f})\{(1, 2, 4, 5) + \{2, 1, 5, 4\}\}
- 8(3 - 8\epsilon_{4f} + 8i\epsilon_{4f})\{(1, 2, 5, 4) - 8(3 - 8\epsilon_{4f} + 8i\epsilon_{4f})\}{2, 1, 4, 5}\)
- 2(2i\epsilon_{2a} + i\epsilon_{3a} - 16\epsilon_{4f} - 16i\epsilon_{4f})\{(1, 2, 3, 5) + \{1, 5, 4, 3\}\}
+ 2(2i\epsilon_{2a} + i\epsilon_{3a} + 16\epsilon_{4f} - 16i\epsilon_{4f})\{(1, 3, 4, 5) + \{3, 2, 1, 5\}\}
+ 2(4 - 2i\epsilon_{2a} - i\epsilon_{3a} - 16\epsilon_{4f} - 16i\epsilon_{4f})\{(1, 4, 3, 5) + \{2, 1, 3, 5\}\}
+ 2(4 + 2i\epsilon_{2a} + i\epsilon_{3a} - 16\epsilon_{4f} + 16i\epsilon_{4f})\{(1, 3, 2, 5) + \{1, 3, 5, 4\}\}
+ 2(10 - \beta_3 + 16\epsilon_{4b} + 16i\epsilon_{4c})\{(1, 3, 2, 4, 3) + \{2, 1, 4, 3\}\}
+ 2(10 - \beta_3 + 16\epsilon_{4b} - 16i\epsilon_{4c})\{(2, 1, 3, 2, 4) + \{3, 2, 1, 4, 3\}\}
+ 4(\epsilon_{2a}^2 + \epsilon_{3a} - 16\epsilon_{4d})\{(1, 2, 4, 5) + \{2, 1, 4, 3\}\}
+ 4\{4 + \epsilon_{2a}^2 + \epsilon_{3a} + 16i\epsilon_{4d}\}\{(1, 3, 2, 5, 4)\}
+ 4\{4 + \epsilon_{2a}^2 + 2i\epsilon_{2a} + \epsilon_{3a} - i\epsilon_{3b} - 8\epsilon_{4b} - 8i\epsilon_{4c} + 8i\epsilon_{4d}\}\{(1, 2, 4, 3, 5) + \{2, 1, 5, 4, 3\}\}
+ 4\{4 + \epsilon_{2a}^2 - 2i\epsilon_{2a} + \epsilon_{3a} + i\epsilon_{3b} - 8\epsilon_{4b} - 8i\epsilon_{4c} - 8i\epsilon_{4d}\}\{(1, 3, 2, 4, 5) + \{3, 2, 1, 5, 4\}\}
+ 4\{4 - \epsilon_{2a}^2 - \epsilon_{3a} + 16\epsilon_{4b} + 16i\epsilon_{4c}\}\{(1, 2, 5, 4, 3)\}
+ 4\{4 - \epsilon_{2a}^2 - \epsilon_{3a} + 16\epsilon_{4b} - 16i\epsilon_{4c}\}\{(3, 2, 1, 4, 5)\}
- 4(7 + 16\epsilon_{4b})\{(1, 4, 3, 2, 5) + \{2, 1, 3, 5, 4\}\}
- 4(\epsilon_{2a}^2 + \epsilon_{3a} - 8i\epsilon_{4c} - 8\epsilon_{4b})\{(1, 2, 3, 5, 4) + \{1, 5, 4, 3, 2\}\}
- 4(\epsilon_{2a}^2 + \epsilon_{3a} + 8i\epsilon_{4c} - 8\epsilon_{4b})\{(2, 1, 3, 4, 5) + \{4, 3, 2, 1, 5\}\}
- 28\{(1, 2, 3, 4, 5) + \{5, 4, 3, 2, 1\}\}
\]

Table 5.3.: Asymptotic five-loop dilatation operator in the permutation basis
\[
\mathcal{D}_5 = -1960\chi(1) + 1568(\chi(1, 2) + \chi(2, 1)) - 16(40 - \beta_3 - \epsilon_{2a}^2 - \epsilon_{3a} - 8\epsilon_{4f} + 8\epsilon_{4h})\chi(1, 3) + 16(4 + \epsilon_{2a}^2 + \epsilon_{3a} - 16\epsilon_{4b} - 8\epsilon_{4f})\chi(1, 4) - 4\chi(1, 5) - 784(\chi(1, 2, 3) + \chi(3, 2, 1)) \\
+ 2(64 - 8\beta_3 + \beta_4 + 8\epsilon_{2a}^2 + 4i\epsilon_{2a} + 8\epsilon_{3a} + 2i\epsilon_{3c} - 32(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4e} + \epsilon_{4f} + \epsilon_{4g} + \epsilon_{4h}))\chi(1, 3, 2) \\
+ 2(64 - 8\beta_3 + \beta_4 + 8\epsilon_{2a}^2 + 4i\epsilon_{2a} + 8\epsilon_{3a} + 2i\epsilon_{3c} - 32(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4e} + \epsilon_{4f} + \epsilon_{4g} + \epsilon_{4h}))\chi(1, 3, 4) \\
+ 2(30 + \beta_3 + 4\epsilon_{2a}^2 + 4i\epsilon_{2a} + 4\epsilon_{3a} - 4i\epsilon_{3b} + 2i\epsilon_{3c} - 48\epsilon_{4b} - 16(2\epsilon_{4a} + 2\epsilon_{4c} + 2\epsilon_{4d} + \epsilon_{4e} + 2\epsilon_{4g} + 2\epsilon_{4f} + \epsilon_{4m}))\chi(1, 3, 4) + \chi(2, 1, 4) \\
+ 2(30 + \beta_3 + 4\epsilon_{2a}^2 + 4i\epsilon_{2a} + 4\epsilon_{3a} - 4i\epsilon_{3b} + 2i\epsilon_{3c} - 48\epsilon_{4b} - 16(2\epsilon_{4a} + 2\epsilon_{4c} + 2\epsilon_{4d} + \epsilon_{4e} + 2\epsilon_{4g} + 2\epsilon_{4f} + \epsilon_{4m}))\chi(2, 1, 4) + \chi(3, 2, 1, 4) \\
+ 2(4 - \beta_3 - 4i\epsilon_{2a} + 2i\epsilon_{3b} - 32\epsilon_{4b} - 16\epsilon_{4f} + 16\epsilon_{4b} - 16i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4e} + \epsilon_{4f}))\chi(2, 1, 3, 4) + \chi(3, 2, 1, 4) \\
+ 2(4 - \beta_3 - 4i\epsilon_{2a} + 2i\epsilon_{3b} - 32\epsilon_{4b} - 16\epsilon_{4f} + 16\epsilon_{4b} - 16i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4e} + \epsilon_{4f}))\chi(1, 2, 4, 3) + \chi(1, 4, 3, 2) \\
- 8(1 - \epsilon_{2a}^2 - \epsilon_{3a} + 16\epsilon_{4b} + 8\epsilon_{4f})\chi(1, 2, 4, 3) + \chi(1, 2, 4, 5) \\
- 8i(\epsilon_{2a}^2 + \epsilon_{3a} + 16\epsilon_{4b} - 8\epsilon_{4f} - 8i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4f} + \epsilon_{4g}))(1, 2, 5, 4) \\
- 8(\epsilon_{2a} + \epsilon_{3a} - 16\epsilon_{4b} - 8\epsilon_{4f} + 8i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4f} + \epsilon_{4g}))\chi(2, 1, 4, 5) \\
- 2(6 + 2\epsilon_{2a} + 2i\epsilon_{2a} + 2\epsilon_{3a} + 2i\epsilon_{3b} + i\epsilon_{3c} - 32\epsilon_{4b} - 16\epsilon_{4f} - 16i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4f} + \epsilon_{4g}))\chi(1, 2, 3, 5) + \chi(1, 5, 4, 3) \\
- 2(6 + 2\epsilon_{2a} + 2i\epsilon_{2a} + 2\epsilon_{3a} - 2i\epsilon_{3b} - i\epsilon_{3c} - 32\epsilon_{4b} - 16\epsilon_{4f} + 16i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4f} + \epsilon_{4g}))\chi(1, 3, 4, 5) + \chi(3, 2, 1, 5) \\
+ 2(2 + 2\epsilon_{2a} + 2i\epsilon_{2a} + 2\epsilon_{3a} - 2i\epsilon_{3b} - i\epsilon_{3c} - 32\epsilon_{4b} - 16\epsilon_{4f} + 16i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4f} + \epsilon_{4g}))\chi(1, 4, 3, 5) + \chi(2, 1, 3, 5) \\
+ 2(2 + 2\epsilon_{2a} - 2i\epsilon_{2a} + 2\epsilon_{3a} + 2i\epsilon_{3b} + i\epsilon_{3c} - 32\epsilon_{4b} - 16\epsilon_{4f} + 16i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4f} + \epsilon_{4g}))\chi(1, 3, 2, 5) + \chi(3, 2, 1, 5) \\
+ 2(10 - \beta_3 + 16\epsilon_{4f} + 16i\epsilon_{4c})\chi(1, 3, 2, 4, 3) + \chi(2, 1, 4, 3, 2) \\
+ 2(10 - \beta_3 + 16\epsilon_{4f} - 16i\epsilon_{4c})\chi(2, 1, 3, 2, 4) + \chi(3, 2, 1, 4, 3) \\
+ 4(4 + \epsilon_{2a}^2 + 8i\epsilon_{4f} - 16i\epsilon_{4d})\chi(1, 2, 4, 3, 5) + 4(4 + \epsilon_{2a}^2 + \epsilon_{3a} + 16i\epsilon_{4d})\chi(1, 3, 2, 5, 4) \\
+ 4(2 + \epsilon_{2a}^2 + 2i\epsilon_{2a} + \epsilon_{3a} - i\epsilon_{3b} - 8\epsilon_{4b} - 8i(\epsilon_{4c} - \epsilon_{4d}))\chi(1, 2, 4, 3, 5) + \chi(2, 1, 5, 4, 3) \\
+ 4(2 + \epsilon_{2a}^2 - 2i\epsilon_{2a} + \epsilon_{3a} + i\epsilon_{3b} - 8\epsilon_{4b} + 8i(\epsilon_{4c} - \epsilon_{4d}))\chi(1, 3, 2, 4, 5) + \chi(3, 2, 1, 5, 4) \\
+ 4(2 - \epsilon_{2a}^2 - \epsilon_{3a} + 16\epsilon_{4b} + 16i\epsilon_{4c})\chi(1, 2, 5, 4, 3) \\
+ 4(2 - \epsilon_{2a}^2 - \epsilon_{3a} + 16\epsilon_{4b} - 16i\epsilon_{4c})\chi(3, 2, 1, 4, 5) \\
- 4(7 + 16\epsilon_{4b})\chi(1, 4, 3, 2, 5) + \chi(2, 1, 3, 5, 4) \\
- 4(\epsilon_{2a}^2 + \epsilon_{3a} - 8i\epsilon_{4a} - 8\epsilon_{4b})\chi(1, 2, 3, 5) + \chi(1, 5, 4, 3, 2) \\
- 4(\epsilon_{2a}^2 + \epsilon_{3a} + 8i\epsilon_{4a} - 8\epsilon_{4b})\chi(2, 1, 3, 4, 5) + \chi(4, 3, 2, 1, 5) \\
- 28\chi(1, 2, 3, 4, 5) + \chi(5, 4, 3, 2, 1)
\]

**Table 5.4:** Asymptotic five-loop dilatation operator in the chiral basis
where a shorter-range chiral structure is extended to range six by vector propagators, sum up to zero. In this way one obtains the subtracted operator of Table 5.5 which in the length-five basis \([5.1.1]\) reads

\[
\mathcal{D}_{5}^{\text{sub}} \to 16(210 + 13\beta_3 - \beta_4 + 24\epsilon_{4b} + 24\epsilon_{4f}) M_5 .
\]

The values of \(\epsilon_{4b}\) and \(\epsilon_{4f}\) are determined in Appendix D from range-six diagrams. The \(\beta_3\) component is equal to \(4\zeta(3)\), as already seen at four loops, and the value of \(\beta_4\) has been conjectured to be equal to \(-40\zeta(5)\) in [103]. Substituting into \((5.2.15)\), one gets

\[
\mathcal{D}_{5}^{\text{sub}} \to 2(1665 + 416\zeta(3) + 320\zeta(5)) M_5 .
\]

Now, wrapping contributions must be considered through a direct computation of all the possible Feynman supergraphs.

\[
\mathcal{D}_{5}^{\text{sub}} = -1960\chi(1) + 1568(\chi(1, 2) + \chi(2, 1)) - 16(40 - \beta_3 - \epsilon_{2a}^2 - \epsilon_{3a} - 8\epsilon_{4f} + 8\epsilon_{4b})\chi(1, 3)
+ 16(4 + \epsilon_{2a}^2 + \epsilon_{3a} - 16\epsilon_{4b} - 8\epsilon_{4f})\chi(1, 4) - 784(\chi(1, 2, 3) + \chi(3, 2, 1))
+ 2(64 - 8\beta_3 + \beta_4 + 8\epsilon_{2a}^2 + 4\epsilon_{2a} + 8\epsilon_{3a} + 2\epsilon_{3a}
- 32(\epsilon_{4b} + \epsilon_{4f}) + 32i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4e} + \epsilon_{4f} + \epsilon_{4g} + \epsilon_{4h}))\chi(1, 3, 2)
+ 2(64 - 8\beta_3 + \beta_4 + 8\epsilon_{2a}^2 - 4i\epsilon_{2a} + 8\epsilon_{3a} - 2i\epsilon_{3a}
- 32(\epsilon_{4b} + \epsilon_{4f} - 32i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4e} + \epsilon_{4f} + \epsilon_{4g} + \epsilon_{4h}))\chi(2, 1, 3)
+ 2(30 + \beta_3 + 4\epsilon_{2a}^2 - 4i\epsilon_{2a} + 4\epsilon_{3a} + 4\epsilon_{3a} + 2i\epsilon_{3a}
- 48\epsilon_{4b} - 16i(2\epsilon_{4a} + 2\epsilon_{4c} + 2\epsilon_{4d} + \epsilon_{4e} + 2\epsilon_{4f} + 2\epsilon_{4g} + 2\epsilon_{4j} + \epsilon_{4m}))\chi(1, 1, 4) + \chi(2, 1, 4))
+ 2(30 + \beta_3 + 4\epsilon_{2a}^2 + 4i\epsilon_{2a} + 4\epsilon_{3a} - 4i\epsilon_{3a} - 2i\epsilon_{3a}
- 48\epsilon_{4b} + 16i(2\epsilon_{4a} + 2\epsilon_{4c} + 2\epsilon_{4d} + \epsilon_{4e} + 2\epsilon_{4f} + 2\epsilon_{4g} + 2\epsilon_{4j} + \epsilon_{4m}))\chi(1, 1, 4) + \chi(1, 3, 4))
+ 2(8\beta_3 - \beta_4 - 4\epsilon_{2a}^2 - 4\epsilon_{3a} + 64\epsilon_{4b} + 32\epsilon_{4b})\chi(2, 1, 3, 2)
+ 224(\chi(1, 2, 3, 4) + \chi(4, 3, 2, 1))
- 4(20 - 3\beta_3 - 4\epsilon_{2a}^2 - 4\epsilon_{3a} - 16\epsilon_{4f} + 16\epsilon_{4b})(\chi(1, 3, 2, 4) + \chi(2, 1, 4, 3))
+ 2(4 - \beta_3 - 4i\epsilon_{2a} + 2i\epsilon_{3b}
- 32\epsilon_{4b} - 16\epsilon_{4f} + 16\epsilon_{4b} - 16i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4e} + \epsilon_{4f}))\chi(2, 1, 3, 4) + \chi(3, 2, 1, 4))
+ 2(4 - \beta_3 + 4i\epsilon_{2a} - 2i\epsilon_{3b}
- 32\epsilon_{4b} - 16\epsilon_{4f} + 16\epsilon_{4b} + 16i(\epsilon_{4a} + \epsilon_{4c} + \epsilon_{4d} + \epsilon_{4e} + \epsilon_{4f}))\chi(1, 2, 4, 3) + \chi(1, 4, 3, 2))
+ 2(10 - \beta_3 + 16\epsilon_{4b} + 16i\epsilon_{4b})(\chi(1, 3, 2, 4, 3) + \chi(2, 1, 4, 3, 2))
+ 2(10 - \beta_3 + 16\epsilon_{4b} - 16i\epsilon_{4b})(\chi(2, 1, 3, 2, 4) + \chi(3, 2, 1, 4, 3))
\]

**Table 5.5.:** Subtracted five-loop dilatation operator
5.3. Wrapping diagrams

The procedure to deal with wrapping supergraphs resembles the one followed in Chapter 4 for the four-loop case. First, the cancellation result of Appendix A is exploited to recognize all the possibly relevant diagrams, listed in Appendix E. Then, the D-algebra procedure is applied to each graph, resulting in a standard momentum-space integral that can be computed using the GPXT.

There are three wrapping diagrams containing only scalar interactions, shown in Figure E.1. Through the identification of the first and sixth lines, their chiral structures can still be written in terms of chiral functions, as \( \chi(2, 1, 3, 4, 5) \), \( \chi(1, 2, 3, 4, 5) \) and \( \chi(1, 3, 2, 5, 4) \) respectively. Their parity reflections will produce the same numerical contributions, associated to the reflected structures \( \chi(4, 5, 3, 2, 1) \), \( \chi(5, 4, 3, 2, 1) \) and \( \chi(5, 3, 4, 1, 2) \). Note that, unlike in the four-loop case, here none of the completely-chiral wrapping diagrams is parity-symmetric.

All the other possible wrapping supergraphs contain at least one vector propagator, which can always be taken as the wrapping line when the diagram is drawn, because the perturbative order is critical. So, once again the wrapping diagrams with vector interactions can be built starting from the chiral structures with range less than or equal to five. A minimal set of independent structures is made of

\[
\begin{align*}
\chi(2, 4, 1, 3) & , \chi(3, 2, 1, 4) & , \chi(1, 2, 3, 4) & , \chi(1, 4, 3, 2) & , \chi(1, 3, 2) , \\
\chi(2, 1, 3) & , \chi(1, 2, 3) & , \chi(2, 1, 4) & , \chi(2, 1) & , \chi(1, 4) , \chi(1) .
\end{align*}
\]

In fact, all the other structures are either the reflection under parity or the same thing as one of the structures of the minimal set. In particular, on length-five states the structure \( \chi(1, 2, 4) \) is equivalent to \( \chi(2, 1, 4) \). The same happens for the structures \( \chi(1, 3) \) and \( \chi(1, 4) \). This is a new feature of the five-loop case, absent at four loops where all the structures with the correct range were independent, apart from parity reflections, and is similar to the freedom in the choice of the chiral structures associated to completely-chiral wrapping graphs. The contributions of the non-symmetric structures will be doubled to account for the corresponding parity reflections, whereas the structures that are equivalent to another one must be simply discarded. The wrapping diagrams for the structures of the minimal set are shown in Figures E.2-E.12.
Note that the chiral structures $\chi(2,1,4)$ (with its reflection $\chi(1,3,4)$) and $\chi(1,4)$ produce, among the others, two terms involving the antisymmetric tensor $\epsilon_{\mu\nu\rho\sigma}$, and the integral $J^{(5)}_{35}{}_{\mu\nu\rho\sigma}$. Their separate calculation would require the knowledge of $J^{(5)}_{35}{}_{\mu\nu\rho\sigma}$ for generic values of the indices, which would be very difficult to determine. When combined, however, their total contribution vanishes

$$4i\epsilon_{\mu\nu\rho\sigma}(J^{(5)}_{35}{}_{\mu\sigma\rho\nu} + J^{(5)}_{35}{}_{\mu\nu\rho\sigma})M_5 = 0 , \quad (5.3.3)$$

thanks to the antisymmetry of $\epsilon_{\mu\nu\rho\sigma}$.

When all the wrapping contributions are collected, the correction to the dilatation operator on the length-five subsector is found to be

$$D^w_5 = -10 \left[ -\left(\frac{1}{6} - \frac{4}{5}\zeta(3)\right)(\chi(2,1,3,4,5) + \chi(4,5,3,2,1)) \\
+ \left(\frac{14}{5} - 4\zeta(5)\right)(\chi(1,2,3,4,5) + \chi(5,4,3,2,1)) \\
- \left(\frac{19}{30} - \frac{4}{5}\zeta(3)\right)(\chi(1,3,2,5,4) + \chi(5,3,4,1,2)) \\
- \left(\frac{1}{3} + \frac{12}{5}\zeta(3) - 4\zeta(5)\right)(\chi(2,4,1,3) + \chi(1,3,2,4)) \\
+ \left(\frac{1}{3} - \frac{12}{5}\zeta(3) + 4\zeta(5)\right)(\chi(3,2,1,4) + \chi(2,1,3,4)) \\
+ \left(\frac{8}{5} - 14\zeta(7)\right)(\chi(1,2,3,4) + \chi(4,3,2,1)) \\
- \left(\frac{2}{5} + \frac{12}{5}\zeta(3) - 4\zeta(5)\right)(\chi(1,4,3,2) + \chi(1,2,4,3)) \\
+ \left(\frac{13}{10} + \frac{8}{5}\zeta(3)\right)(\chi(1,3,2) + \left(\frac{19}{10} + \frac{8}{5}\zeta(3)\right)\chi(2,1,3) \\
+ \left(\frac{18}{5} + \frac{44}{5}\zeta(3) - 12\zeta(5)\right)(\chi(2,1,4) + \chi(1,3,4)) \\
- \left(8\zeta(5) - 14\zeta(7)\right)(\chi(2,1) + \chi(1,2)) \\
- \left(\frac{18}{5} + 8\zeta(3) + 8\zeta(5) - 28\zeta(7)\right)(\chi(1,4) + 8\zeta(5)\chi(1)) \right] . \quad (5.3.4)$$

In the basis $[^{5.1.1}]$, this expression reads

$$D^w_5 \to 2\left(1 - 128\zeta(3) + 640\zeta(5) - 560\zeta(7)\right)M_5 . \quad (5.3.5)$$
By adding this correction to the subtracted operator in matrix form \( (5.2.16) \), one finds
\[
\mathcal{D}_{5}^{\text{sub}} + \mathcal{D}_{5}^{w} \rightarrow 4(833 + 144\zeta(3) + 480\zeta(5) - 280\zeta(7)) M_5 .
\] (5.3.6)

From \( (5.1.3) \) it follows that all the components of the dilatation operator up to four loops are proportional to \( M_5 \) on this subsector, and the five-loop components of the anomalous dimensions are simply given by the eigenvalues of \( (\mathcal{D}_{5}^{\text{sub}} + \mathcal{D}_{5}^{w}) \). One of them vanishes, as expected, whereas the other one is
\[
\gamma_5 = 6664 + 1152\zeta(3) + 3840\zeta(5) - 2240\zeta(7) ,
\] (5.3.7)
so that the correct anomalous dimension up to five loops is
\[
\gamma = 8\lambda - 24\lambda^2 + 136\lambda^3 - 8[115 + 16\zeta(3)]\lambda^4
\]
\[
+ [6664 + 1152\zeta(3) + 3840\zeta(5) - 2240\zeta(7)]\lambda^5 .
\] (5.3.8)

The linear combination of the basis \( (5.1.1) \) with this anomalous dimension is
\[
\mathcal{O}'_{5,1} = \text{tr}(\phi Z \phi ZZ) - \text{tr}(\phi \phi ZZ) ,
\] (5.3.9)
and the protected combination is
\[
\mathcal{O}'_{5,2} = \text{tr}(\phi Z \phi ZZ) + \text{tr}(\phi \phi ZZ) .
\] (5.3.10)

The result \( (5.3.8) \) shares the main features with the four-loop one \( (4.3.15) \). In particular, all the coefficients of the \( \zeta \) functions are integer numbers. Moreover, the transcendentality degree is increased by the appearance of the \( \zeta(7) \) term, which is generated by finite-size effects and cannot show up in the asymptotic spectrum. Here, the coefficients of \( \zeta(3) \) and \( \zeta(5) \) get contributions both from wrapping and from the asymptotic dressing phase.

This anomalous dimension was first computed in \( [38] \) from a conjectured form of the five-loop scaling function in the \( SL(2) \) sector. The explicit perturbative analysis confirms that result, which can serve as a useful test for the recently-proposed Y-system approach \( [55-58] \), as outlined in the next section.
5.4. Computation using the Y-system

The so-called Y-system is a set of functional equations proposed to describe the full spectrum of $\mathcal{N} = 4$ SYM, comprehensive of wrapping effects on short operators. It can be derived from the thermodynamic Bethe ansatz approach. In it was applied to find the four-loop anomalous dimension of the Konishi operator, and the result was found to be in agreement with the previous computations. Here, this technique will be used to determine the five-loop anomalous dimension of length-five states, which will be explicitly checked against the result found in the previous section. Notice of the agreement between the two results, without an explicit proof, was given in.

Following, it is simpler to work in the $SL(2)$ sector instead of the $SU(2)$ one. This is possible because, as already explained in Chapter, the two-impurity states of the $SU(2)$ sector belong to multiplets with representatives also in $SL(2)$. In particular, the two-impurity, length-$L$ subsector of $SU(2)$ is mapped onto the two-impurity, length-$(L-2)$ subsector of $SL(2)$. Thus, the operator will have the same anomalous dimension as the non-protected linear combination of the two length-three $SL(2)$ states with two covariant derivatives.

The fundamental quantities in the Y-system formalism are the $Y_{a,s}(u)$ functions of the rapidity $u$, solutions of the functional equations

$$\frac{Y_{a,s}^+ Y_{a,s}^-}{Y_{a+1,s}^+ Y_{a-1,s}^-} = \frac{(1 + Y_{a,s+1})(1 + Y_{a,s-1})}{(1 + Y_{a+1,s})(1 + Y_{a-1,s})},$$

where $f^\pm(u) = f(u \pm i/2)$. The finite-size corrections to the asymptotic anomalous dimensions can be computed in terms of the $Y_{a,s}(u)$ functions according to

$$\gamma_{L+2} = \sum_{a=1}^{\infty} \int_{-\infty}^{\infty} \frac{du}{2\pi i} \frac{\partial \epsilon_a^*}{\partial u} \log[1 + Y_{a,0}^*(u)].$$

Here $\epsilon_a(u)$ is the energy dispersion relation

$$\epsilon_a(u) = a + 2i \lambda \left[ \frac{1}{x^{a+1}(u)} - \frac{1}{x^{-a}(u)} \right].$$
where $x$ is a function of $u$ defined as
\[
\frac{u}{\sqrt{\lambda}} = x + \frac{1}{x}.
\]  
(5.4.4)

The notation $f^{[\pm]}(u) = f(u \pm ai/2)$ has been introduced, and the $\ast$ on $\epsilon_a$ and $Y_{a,0}$ indicates that these quantities must be evaluated in the mirror kinematics, where $|x^{[s]}| > 1$ for $-a + 1 \leq s \leq a$ and $|x^{[-a]}| < 1$, rather than in the physical one where $|x^{[s]}| > 1$ for every value of $s$.

The most general states in the theory can be described in terms of seven different kinds of excitations, as explained in [17]. Let $K_m$ be the excitation numbers and $x_{m,j}$ the Bethe roots describing a particular state. The corresponding general solution for $Y_{a,0}(u)$ is [55]
\[
Y_{a,0}(u) = \left(\frac{x^{[-a]}}{x^{[+a]}}\right)^T \phi^{[-a]} T^L_{a,-1} T^R_{a,1},
\]  
(5.4.5)

where $T^L_{a,-1}$ and $T^R_{a,1}$ are the transfer matrix eigenvalues of the antisymmetric irreducible representations of the $SU(2|2)_L$ and $SU(2|2)_R$ subgroups of the full $SU(2,2|4)$ symmetry, and $\phi$ is a function of $u$ defined by
\[
\frac{\phi^{[-a]}}{\phi^{[+a]}} = S^2 \frac{B^{[+a]} R^{[-a]} B^{[-a]} B^{[+a]} B^{[-a]} B^{[-a]} B^{[+a]} B^{[+a]} B^{[-a]}}{B^{[-a]} R^{[+a]}(+) B^{[-a]} B^{[+a]} B^{[-a]} B^{[+a]} B^{[-a]} B^{[+a]} B^{[+a]} B^{[-a]}}.
\]  
(5.4.6)

Here, $S$ is the dressing factor, and the $B_x$ and $R_x$ functions are defined as
\[
R_m^{(\pm)}(u) = \prod_{j=1}^{K_m} \frac{x(u) - x_{m,j}^{\mp}}{\sqrt{x_{m,j}^{\mp}}}, \quad B_m^{(\pm)}(u) = \prod_{j=1}^{K_m} \frac{1/x(u) - x_{m,j}^{\mp}}{\sqrt{x_{m,j}^{\mp}}},
\]  
(5.4.7)

with the additional convention that $B^{(\pm)} \equiv B^{(\pm)}_4$, $R^{(\pm)} \equiv R^{(\pm)}_4$, whereas the corresponding expressions without the $(\pm)$ superscript are obtained through the substitution $x_{m,j}^{\mp} \to x_{m,j}$. It is useful to define also the functions
\[
Q_m(u) = -R_m(u)B_m(u),
\]  
(5.4.8)

subject to the same conventions.
The expression (5.4.6) reduces to a much simpler form for states in the SU(2) or SL(2) sectors, where the only non-vanishing roots \( u_{m,j} \) have \( m = 4 \). Moreover, as will be clear in the following, the dressing factor \( S \) can be replaced by unity, which is its zeroth-order approximation, because the remaining factor in (5.4.6) already produces the required power of the ’t Hooft coupling. So (5.4.6) reduces to

\[
\frac{\phi[-a]}{\phi[+a]} = \frac{B^{(+)(+)} R^{(-)(-)}}{B^{(-)(-)} R^{(+)(+)}}.
\]

(5.4.9)

Since for a two-impurity state the momentum constraint requires \( u_{4,2} = -u_{4,1} \), the contribution from the first two factors of (5.4.5) can be written as

\[
\left( \frac{\phi[-a]}{\phi[+a]} \right)^L \frac{\phi[-a]}{\phi[+a]} \rightarrow 9 \frac{2^L \lambda^L(4u_{4,1}^2 + 1)}{(a^2 + 4u^2)^L \tilde{y}_a(u)},
\]

(5.4.10)

where

\[
\tilde{y}_a(u) = 9[((1-a)^2 + 4u^2)^2 + 8u_{4,1}^2((1-a)^2 - 4u^2 + 2u_{4,1}^2)].
\]

(5.4.11)

The next step is the calculation of the \( T_{a,1}^L T_{a,1}^R \) factor. Again, the restriction to the SL(2) or SU(2) sector considerably simplifies the task, since on these sectors the action of the two left and right SU(2) subgroups is the same, and the transfer matrices can be extracted from the simplified generating functional \[55]\)

\[
\mathcal{W} = \left[ 1 - \frac{B^{(+)(+)} R^{(-)(-)}}{B^{(+)(-)} R^{(-)(-)}} \right] \left[ 1 - \frac{R^{(-)(+)} R^{(+)(-)}}{R^{(-)(-)} R^{(+)(+)}} \right]^{-2} [1 - \mathcal{D}], \quad \mathcal{D} = e^{-i\partial u},
\]

(5.4.12)

using

\[
\mathcal{W}^{-1} = \sum_{a=0}^{\infty} (-1)^a T_{a,1}^{[1-a]} \mathcal{D}^a.
\]

(5.4.13)

In this way the contribution from the third factor of (5.4.5) is found to be

\[
T_{a,-1}^L T_{a,1}^R \rightarrow 2^{10} \lambda^2 \frac{[12a(u^2 - u_{4,1}^2) + 3a(a^2 - 1)]^2}{(4u_{4,1}^2 + 1)^2(a^2 + 4u^2)^2\tilde{y}_a(u)},
\]

(5.4.14)
so that the required expression for $Y_{a,0}^*(u)$ is
\[
Y_{a,0}^*(u) = 9\lambda L+2^{10+2L} \frac{(12a(u^2 - u_{4,1}^2) + 3a(a^2 - 1)^2}{(a^2 + 4a^2)^L+2}\, \hat{g}_a(u)\hat{y}_{-a}(u) .
\] (5.4.15)

The Bethe root $u_{4,1}$ is the solution of the two-impurity Bethe equation in the $SL(2)$ sector. As $Y_{a,0}^*(u)$ is proportional to $\lambda L+2$, to determine the wrapping correction at the critical order, which is the leading finite-size contribution, it is enough to take $u_{4,1}$ as the zeroth-order solution of the $SL(2)$ Bethe equations
\[
\left( u_{4,1} + i/2 \right)^{L+1} = 1 .
\] (5.4.16)

For $L = 2$, computing $u_{4,1}$ and substituting into (5.4.15), one finds the result of [55] for the four-loop case. In the five-loop case of interest here, $L = 3$ and consequently $u_{4,1} = 1/2$. Now the explicit expression (5.4.15) can be substituted into the general formula (5.4.2), where only the leading $\lambda^5$ contribution must be kept. In particular,
\[
\frac{\partial \epsilon_a^*}{\partial u} = -2i + o(1) , \quad \log[1 + Y_{a,0}^*(u)] = Y_{a,0}^*(u) + o(\lambda L+2) ,
\] (5.4.17)
and the expression (5.4.2) simplifies to
\[
\gamma_{L+2}^w = -\frac{1}{2\pi i} \sum_{a=1}^\infty \int_{-\infty}^{\infty} Y_{a,0}^*(u) .
\] (5.4.18)

The value of the integral can be found by means of the residue theorem in the complex plane. If the integration path is closed with a half-circle in the upper half plane and the limit for the corresponding radius going to infinity is taken, the wrapping contribution to the anomalous dimension reads
\[
\gamma_5^w = -2i \sum_{a=1}^\infty \sum_{j} \text{Res} [Y_{a,0}^*(u), \bar{u}_j] ,
\] (5.4.19)
where the $\tilde{u}_j$ are the locations of the poles of $Y_{a,0}^* (u)$. For $L = 3$ and $u_{4,1} = 1/2$ they are

$$\pm \frac{1}{2} + i , \quad \frac{i}{2} \quad \text{for } a = 1 ,$$

$$\pm \frac{1}{2} + \frac{i}{2} (a \pm 1) , \quad a \frac{i}{2} \quad \text{for } a > 1 .$$

(5.4.20)

After the summations, the result is

$$\gamma_5^w = - \lambda^5 [128 + 512 \zeta(3) - 2560 \zeta(5) + 2240 \zeta(7)] .$$

(5.4.21)

This is the correction that must be added to the asymptotic five-loop anomalous dimension given by the Bethe equations

$$\gamma_5^{as} = \lambda^5 [6792 + 1664 \zeta(3) + 1280 \zeta(5)] .$$

(5.4.22)

The exact five-loop contribution to the anomalous dimension of the two-impurity, length-five operator is therefore

$$\gamma_5 = \gamma_5^{as} + \gamma_5^w = \lambda^5 [6664 + 1152 \zeta(3) + 3840 \zeta(5) - 2240 \zeta(7)] ,$$

(5.4.23)

which agrees with the result (5.3.7) of the direct field-theoretical analysis presented in the first part of this chapter. This is another explicit test of the validity of the Y-system for the computation of finite-size effects on short operators in $\mathcal{N} = 5$ SYM, in addition to the four-loop anomalous dimension of the Konishi operator. Note that this approach can be applied to find the leading wrapping correction to the asymptotic spectrum of two-impurity operators at a generic order in the $SU(2)$ and $SL(2)$ sectors, since the general solution (5.4.15) is given as a function of both the operator length $L$ and the Bethe root $u_{4,1}$.

### 5.5. Conclusions

The computation of the five-loop anomalous dimensions of length-five operators in the $SU(2)$ sector of $\mathcal{N} = 4$ SYM can be performed by means of a simple extension of the four-loop procedure applied to the Konishi operator. As the order is still critical, all the cancellation results can be exploited. The final result confirms the transcendental-
ity pattern already seen at four loops, with the new $\zeta(7)$ contribution coming entirely from wrapping diagrams and the lower-transcendentality terms $\zeta(3)$ and $\zeta(5)$ getting contributions also from the dressing phase components of the asymptotic spectrum.

Like the four-loop result, also the five-loop one can be used to test the validity of the recently-proposed Y-system, whose prediction agrees with the result of the direct calculation in terms of Feynman diagrams.
Chapter 6.

Wrapping in the $\beta$-deformed $\mathcal{N} = 4$ SYM

In this chapter, finite-size effects in the $\beta$-deformed version of $\mathcal{N} = 4$ SYM are studied. The reduced number of supersymmetries allows single-impurity operators, which are protected in the undeformed theory, to acquire an anomalous dimension. These operators are easier to study than multiple-impurity ones, and therefore it is possible to perform perturbative computations up to higher orders.

6.1. The dilatation operator

The general procedure presented in Chapter 4, which allows to find the wrapping corrections to the anomalous dimensions of short operators, can be applied also to the deformed theory described in Section 2.2. This approach requires the knowledge of the asymptotic dilatation operator for the deformed theory, and it is possible to show that such an operator does not have to be computed from scratch, but can be derived directly from the undeformed case.

The permutation that swaps two fields at sites $i$ and $j$ of the spin chain can be written in terms of the $2 \times 2$ Pauli matrices as

$$P_{ij} = \frac{1}{2} [ I_{ij} + \vec{\sigma}_i \cdot \vec{\sigma}_j ] = \frac{1}{2} [ I_{ij} + \sigma^3_i \sigma^3_j + \sigma^+_i \sigma^-_j + \sigma^-_i \sigma^+_j ] ,$$

(6.1.1)
where $\sigma_j^\pm = \sigma_j^1 \pm i\sigma_j^2$. Consider now the deformed permutations \[156\]

$$
P_{i,j} = \frac{1}{2} \left[ 1_{i,j} + \sigma_i^3 \sigma_j^3 + q^2 \sigma_i^+ \sigma_j^- + \bar{q}^2 \sigma_i^- \sigma_j^+ \right], \quad q \equiv e^{i\pi \beta}, \quad (6.1.2)$$

and define the corresponding deformations of the standard basis operators \[33.1\]

$$
\{a_1, \ldots, a_n\} = \sum_{r=0}^{L-1} P_{a_1+r, a_1+r+1} \cdots P_{a_n+r, a_n+r+1} \cdot (6.1.3)
$$

These definitions are very useful, as they capture all the phase dependence of the scalar vertices. In particular, the deformed chiral structure $\chi(1)$ can be written as

$$
\chi(1) = \{1\} - \{\} \cdot (6.1.4)
$$

In the deformed theory too, $\chi(1)$ is still the building block for all the possible non-trivial chiral structures, since the deformation only affects the coefficients of the scalar vertices. Therefore, with the definition \[6.1.3\] the chiral structures can be written as linear combinations of the operators of the permutation basis \[6.1.3\] with the same coefficients as in the undeformed case: the relations \[4.2.2\] and \[4.2.3\] are still valid provided that all the objects are replaced by their deformed counterparts.

All the dependence on $q$ and $\bar{q}$ is encoded in the deformed basis operators \[6.1.3\], and hence the dilatation operator must be writable in terms of the deformed basis with coefficients that are independent of $q$ and $\bar{q}$. Note at this point that

$$
\lim_{q,\bar{q} \to 1} \{a, b, \ldots\} = \{a, b, \ldots\} \quad (6.1.5)
$$

that is, the deformed operators reduce to the undeformed ones for $\beta \to 0$. In this limit, the deformed dilatation operator must reduce to the one for standard $\mathcal{N} = 4$ SYM, but since its coefficients do not depend on $\beta$, they must be the same as in the undeformed case. The conclusion is that the dilatation operator for the deformed theory can be obtained from the one for undeformed $\mathcal{N} = 4$ SYM simply by replacing the standard permutation operators with their deformed versions. It is possible to check that its eigenvalues as functions of $\beta$ agree with the outcomes of the deformed Bethe equations given in [157].
The most interesting feature of the deformed theory is the fact that single-impurity states of the $SU(2)$ sector are no longer protected. For such states, one does not even need to know the asymptotic dilatation operator, thanks to the all-loop result (3.6.1) for the asymptotic anomalous dimensions. As a consequence, complete computations at much higher orders become feasible. Indeed, even though the asymptotic dilatation operator is known only up to five loops at the moment, wrapping effects on single-impurity states will be studied here explicitly up to eleven loops. In the next section, the easiest single-impurity state will be considered.

### 6.2. Three loops

The shortest unprotected operator in the $SU(2)$ sector of the $\beta$-deformed $\mathcal{N} = 4$ SYM theory is the single-impurity, length-three one

$$O_3 = \text{tr}(\phi ZZ) \ . \quad (6.2.1)$$

All the length-two operators, in fact, are known to be protected [170, 171]. Thus, wrapping effects may appear already at three loops, unlike in the undeformed case where all the length-three operators were protected. The three-loop component of the anomalous dimension for an asymptotic single-impurity state, that is a state with length greater than or equal to four, can be obtained by expanding the all-order solution (3.6.1) up to order $\lambda^3$

$$\gamma_3(O_{L>3}) = 256 \lambda^3 \sin^6(\pi \beta) \ . \quad (6.2.2)$$

To determine the exact anomalous dimension of $O_3$ starting from this result, one must subtract the contributions of range-four diagrams and add the ones from wrapping graphs. Thanks to the fact that the cancellation results demonstrated in Appendix A hold good in the deformed theory too, only three-loop diagrams with a range-four chiral structure need to be considered for subtraction. The only such structures that can be applied to a single-impurity operator are $\chi(1,2,3)$ and its reflection $\chi(3,2,1)$. Note that the structures $\chi(2,1,3)$ and $\chi(1,3,2)$, both requiring at least two impurities, are not relevant in this case. This is another example of the simplifications concerning single-impurity operators.
In the deformed theory, the contribution of a diagram that is not symmetric under parity is in general a complex number, because of the $q$ and $\bar{q}$ factors in the scalar vertices. The value of the corresponding reflected diagram will be the complex conjugate of that number. In fact, in a planar diagram every scalar vertex has a factor of $q$ or $\bar{q}$ depending on the clockwise or counter-clockwise order in which the three superfields $\phi$, $Z$ and $\psi$ appear, and a parity reflection reverses this order turning each $q$ into $\bar{q}$ and vice-versa. Therefore, for non-symmetric diagrams, the contribution of the reflected graph can be taken into account by simply adding the complex conjugate of the result of D-algebra.

According to the previous considerations, only the diagram $S^{(3)}$ of Figure 6.1, with structure $\chi(1,2,3)$, has to be computed to get rid of range-four interactions. After D-algebra, and adding the reflected graph $\bar{S}^{(3)}$, one finds

$$S^{(3)} + \bar{S}^{(3)} \rightarrow (g^2 N)^3 (q - \bar{q})^2 (q^4 + \bar{q}^4) I_3^{(1)} ,$$

where $I_3^{(1)}$ is the value of the momentum integral shown in Figure 6.1.

![Figure 6.1.](image)

Figure 6.1.: Completely chiral diagrams (wrapping and subtraction)

Now, wrapping diagrams must be analyzed. One of them, the $W_0^{(3)}$ of Figure 6.1, is made only of scalar interactions. Its contribution, once the reflected graph is considered too, is

$$W_0^{(3)} + \bar{W}_0^{(3)} \rightarrow (g^2 N)^3 (q - \bar{q})^2 (q^4 + \bar{q}^4) I_3^{(1)} .$$

Wrapping diagrams with vector interactions can be built starting from the chiral structures $\chi(2,1)$ or $\chi(1)$, and the corresponding possibilities are shown in Figures 6.2 and 6.3. For the first group, after D-algebra one finds that, as far as the divergent parts are concerned,

$$W_{(2,1)}^{(3),1} + W_{(2,1)}^{(3),2} = 0 , \quad W_{(2,1)}^{(3),3} + W_{(2,1)}^{(3),4} = 0 ,$$

(6.2.5)
and thus the total contribution of the structure $\chi(2, 1)$ vanishes. The same happens for $\chi(1)$, because

$$W_{(1)}^{r(3), 2} + W_{(1)}^{r(3), 3} = 0 ,$$

(6.2.6)

whereas $W_{(1)}^{r(3), 1}$ and $W_{(1)}^{r(3), 4}$ are finite. So the divergent parts of wrapping diagrams with vectors sum up to zero and the only relevant terms come from $S^{(3)}$ and $W_0^{r(3)}$. Now, the values of $S^{(3)}$ and $W_0^{r(3)}$ after D-algebra are equal. As $S^{(3)}$ must be subtracted, but $W_0^{r(3)}$ has to be added, the total correction vanishes

$$\delta \gamma_3 = -6 \lim_{\varepsilon \to 0} \left[ -(S^{(3)} + \bar{S}^{(3)}) + (W_0^{r(3)} + \bar{W}_0^{r(3)}) \right] = 0 ,$$

(6.2.7)

and the asymptotic result (6.2.2) happens to be equal to the exact one

$$\gamma_3(O_3) = 256 \lambda^3 \sin^6(\pi \beta) .$$

(6.2.8)

Hence, finite-size effects do not show up at three loops in the deformed theory either. Note that there is no reason why the length-three operator should be protected against wrapping corrections. The cancellation between range-four and wrapping contributions is very likely to be a consequence of the simple structure of three-loop diagrams, and wrapping effects are expected to appear beyond the critical order, once the four-loop
anomalous dimension of $\mathcal{O}_3$ is considered. Their actual computation, however, would be much more complicated than a typical four-loop analysis at the critical order, such as the one presented in Chapter 4, because of the large number and complicated structures of the involved diagrams. Thus, it would become feasible only if new and more general cancellation results were found.

6.3. Four loops

Wrapping effects at four loops can be easily studied on length-four states, in order to preserve the criticality of the perturbative order. In the deformed theory, three non-trivial length-four operators exist, the single-impurity one and the pair of two-impurity states (4.1.1) already analyzed in the undeformed case. Thanks to the considerations of Section 6.1, no additional diagrammatic calculations are required to compute the exact four-loop anomalous dimensions of these operators. In fact, it is enough to deform the final result (4.3.11) for the four-loop dilatation operator comprehensive of wrapping effects. By applying this deformed version to the single-impurity operator, one finds the four-loop component of the exact anomalous dimension

$$
\gamma_4(\mathcal{O}_4) = -16\lambda^4 \left[ 160 \sin^8(\pi \beta) - \zeta(3) \cos(8\pi \beta) + 5(\zeta(3) - \zeta(5)) \cos(6\pi \beta) \\
- (10\zeta(3) - 15\zeta(5)) \cos(4\pi \beta) + (11\zeta(3) - 15\zeta(5)) \cos(2\pi \beta) \right] (6.3.1)
$$

Note that the only rational term in this result comes entirely from the expansion of the asymptotic anomalous dimension, and all the transcendental terms originate from wrapping interactions, since it follows from (3.6.1) that the dressing phase never enters the spectrum of single-impurity operators.

As for the two-impurity states, it turns out that, unlike in the undeformed case, here the linear combinations of the length-four basis (4.1.1) that are multiplicatively renormalized change with the perturbative order. This is due to the lack of a protected combination of the two basis operators. Consequently, to determine the four-loop anomalous dimensions, besides the exact deformed four-loop dilatation operator, it is necessary to consider also the lower-order components. Expanding the eigenvalues in
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powers of $\lambda$ according to

$$
\gamma^{(\pm)} = \lambda \gamma_1^{(\pm)} + \lambda^2 \gamma_2^{(\pm)} + \lambda^3 \gamma_3^{(\pm)} + \lambda^4 \gamma_4^{(\pm)},
$$

and with the definition of the function

$$
\Delta(\beta) = \frac{\sqrt{5 + 4 \cos(4\pi\beta)}}{3},
$$

the components of the two anomalous dimensions read

$$
\begin{align*}
\gamma_1^{(\pm)} &= 6(1 \mp \Delta(\beta)) , \\
\gamma_2^{(\pm)} &= -3(5 + 3\Delta(\beta)^2) \pm \frac{3}{\Delta(\beta)}(1 + 7\Delta(\beta)^2) , \\
\gamma_3^{(\pm)} &= 6(19 + 9\Delta(\beta)^2) \pm \frac{3}{4\Delta(\beta)^3}(1 - 51\Delta(\beta)^2 - 165\Delta(\beta)^4 - 9\Delta(\beta)^6) , \\
\gamma_4^{(\pm)} &= -8(151 + 45\zeta(5)) + 297\zeta(3) - 6\Delta(\beta)^2(41 - 39\zeta(3) + 60\zeta(5)) \\
&\quad + 81\Delta(\beta)^4(2 - 3\zeta(3)) \\
&\quad \pm \frac{1}{8\Delta(\beta)^3}[3 - 132\Delta(\beta)^2 + 2\Delta(\beta)^4(1723 + 36\zeta(3)) \\
&\quad + 4\Delta(\beta)^6(2405 - 1404\zeta(3) + 1440\zeta(5)) - 9\Delta(\beta)^8(289 - 360\zeta(3))].
\end{align*}
$$

The eigenvalue $\gamma^{(\pm)}$ vanishes in the limit $\beta \to 0$, whereas $\gamma^{(-)}$ reduces to the Konishi anomalous dimension (4.3.15) as expected. Note the remarkable feature that all the dependence on $\beta$ is encoded in the $\Delta(\beta)$ function. As far as transcendentality is concerned, here, as in the undeformed case, the $\zeta(5)$ term comes entirely from wrapping interactions, but the $\zeta(3)$ one gets contributions also from the dressing phase.

From (6.3.4) it evident that working with two-impurity states in the deformed theory is even more difficult than in the standard case. Hence, it is more useful to focus on single-impurity operators, which will be discussed in general in the next section.
6.4. Single-impurity states at generic order

6.4.1. The general result

The simplifications that appear when single-impurity operators are considered allow to perform explicit perturbative computations up to higher orders. Indeed, in the following the general expression for the $L$-loop wrapping correction to the anomalous dimension of the length-$L$ single-impurity operator $O_L = \text{tr}(\psi Z^{L-1})$ will be given in terms of a particular class of momentum integrals. A set of recursive rules exists for the calculation of such integrals, so that the finite-size correction can be fully determined for any fixed order. Explicit results will be presented up to eleven loops.

For the sake of clarity, it is useful to summarize the main reasons why single-impurity states are easier to analyze:

1. only one single-impurity length-$L$ state exists for each value of $L$. Thus, no mixing among operators occurs and Feynman diagrams produce simple numbers instead of matrices.

2. The asymptotic dilatation operator is not needed. The $L$-loop component of the asymptotic anomalous dimension can be extracted from the all-loop result (3.6.1) as

$$\gamma^{\alpha_L}_L = \alpha_L \lambda^k \sin^{2L}(\pi \beta) , \quad \alpha_L = -(8)^{L} (2L - 3)!! \frac{L}{L!} . \quad (6.4.1)$$

3. The relevant diagrams are a subset of those required for computations with more than one impurity, and the most difficult classes are excluded from this set. In fact, apart from completely chiral wrapping graphs, the only chiral structures that do not require more than one impurity are those of the form

$$\chi(1,2,\ldots,k) , \quad (6.4.2)$$

and their parity reflections. Note that the only parity-symmetric structure in this subset is $\chi(1)$. 
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As a consequence of the last point, for a fixed operator length $L$ the only completely chiral range-$(L+1)$ diagrams to subtract are the one with structure $\chi(1, 2, \ldots, L)$, named $S^{(L)}$ and shown in Figure 6.4, and its reflection $\chi(L, \ldots, 2, 1)$. Thanks to their simple structure, the result of D-algebra for any perturbative order can easily be found to be

$$S^{(L)} + \bar{S}^{(L)} \to (g^2 N)^L K_1^{(L)} \left[ \chi(1, 2, \ldots, L) + \chi(L, \ldots, 2, 1) \right] = (g^2 N)^L K_1^{(L)} (q - \bar{q})^2 \left[ q^{2(L-1)} + \bar{q}^{2(L-1)} \right],$$

where $K_1^{(L)}$ is the $L$-loop momentum integral shown in Figure 6.5(a).

![Figure 6.4: $L$-loop, range-$(L+1)$ diagram $S^{(L)}$](image)

The usual argument of Appendix A on the cancellation of non-maximal diagrams of maximum range, guarantees that this is the only range-$(L + 1)$ contribution to the asymptotic anomalous dimension.

After the subtraction of range-$(L + 1)$ interactions, wrapping diagrams must be considered. First of all, a single graph $W_0^{(L)}$ with only scalar interactions, shown in Figure 6.5(b), exists (together with its reflection) for every $L$. After the identification of the first and $(L + 1)$-th lines, its chiral structure can be written as $\chi(L, 1, 2, \ldots, L - 1)$. The general result of D-algebra for this diagram is

$$W_0^{(L)} + \bar{W}_0^{(L)} \to (g^2 N)^L K_2^{(L)} \left[ \chi(L, 1, 2, \ldots, L - 1) + \chi(1, L, L - 1, \ldots, 2) \right] = (g^2 N)^L K_2^{(L)} (q - \bar{q})^2 \left[ q^{2(L-1)} + \bar{q}^{2(L-1)} \right],$$

where $K_2^{(L)}$ is the $L$-loop momentum integral shown in Figure 6.5(b).
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Figure 6.6: $L$-loop wrapping diagram $W_0^{(L)}$

where the $L$-loop integral $K_2^{(L)}$ is shown in Figure 6.5(b).

Wrapping diagrams with vector interactions can always be drawn starting from a structure with the form (6.4.2) and adding the required number of vector lines to complete the $L$ loops, with one of the vector propagators being the wrapping line. In general, the structure $\chi(1, 2, \ldots, k)$ will require $(L - k)$ vector lines and will contain the same number of $Z$ lines directly interacting only with vectors, the single $\phi$ impurity being required to build the non-trivial part of the chiral structure. Note that for a given number $k$ such that $0 \leq k \leq L - 1$, only one structure of the form (6.4.2) exists requiring exactly that number of vectors, and the sum of the corresponding diagrams will be denoted $W_k^{(L)}$. From the results of Appendix A it follows that no single-vector vertices can appear on scalar lines interacting only through vector propagators or leaving the graph. It is easy to verify that, as a consequence, for every chiral structure the number of relevant diagrams is reduced to at most four, as shown in Figure 6.7.

Again, these diagrams are simple enough to allow to perform the D-algebra for any $L$. In terms of the deformation factors

$$C_j^{(L)} = (q - \bar{q})^2 \left[ q^{2(L-j-1)} + \bar{q}^{2(L-j-1)} \right] = -8 \sin^2(\pi \beta) \cos[2\pi \beta(L - j - 1)] , \quad (6.4.5)$$

for $j \in \{0, \ldots, L - 1\}$, the results read

$$W_0^{(L)} + \bar{W}_0^{(L)} - (S^{(L)} + \bar{S}^{(L)}) \rightarrow (g^2 N)^L C_0^{(L)} (K_2^{(L)} - K_1^{(L)}) ,$$

$$W_j^{(L)} + \bar{W}_j^{(L)} \rightarrow 2(g^2 N)^L C_j^{(L)} I_{j+1}^{(L)} , \quad (6.4.6)$$

$$W_{L-1}^{(L)} + \bar{W}_{L-1}^{(L)} \rightarrow -(g^2 N)^L C_{L-1}^{(L)} (K_2^{(L)} - K_1^{(L)}) ,$$
where the subtraction of $S^{(L)}$ has been combined with the completely chiral diagram $W_0^{(L)}$. The momentum integrals $I_j^{(L)}$ are shown in Figure 6.8(a), where the pair of arrows indicates that the numerator of the integral contains the scalar product of the two corresponding momenta. Since the integrals $I_j^{(L)}$ fulfill the relation

$$I_j^{(L)} = -I_{L-j+1}^{(L)},$$

the total contribution of the diagrams with $j$ vectors is proportional to the same integral as the class requiring $(L - j - 1)$ vectors, and the total number of integrals to consider is reduced. Note the non-trivial fact that, apart from the cases with zero or $(L - 1)$ vectors, all the other classes produce a contribution that can be written in terms of a single integral.
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\[
\begin{align*}
K_2^{(L)} - K_1^{(L)} &= P^{(L)} - 2I_1^{(L)} . \\
&= P^{(L)} - 2I_1^{(L)} . 
\end{align*}
\] (6.4.8)

All the D-algebra results can now be collected to find the exact \( L \)-loop anomalous dimension of \( \mathcal{O}_L \)

\[
\gamma_L(\mathcal{O}_L) = \gamma_L^{as} + \delta\gamma_L(\mathcal{O}_L) . \quad (6.4.9)
\]

As \( P^{(L)} \) and all the \( I_j^{(L)} \) are free of subdivergences, their Laurent expansion in \( \varepsilon \) will present only poles of the first order. Thus the wrapping correction can be written as

\[
\delta\gamma_L(\mathcal{O}_L) = -2L(g^2N)^{L} \lim_{\varepsilon \to 0} \varepsilon \left[ (C_0^{(L)} - C_{L-1}^{(L)})P^{(L)}(\varepsilon) - 2 \sum_{j=0}^{[\frac{L}{2}]-1} (C_j^{(L)} - C_{L-j-1}^{(L)})I_{j+1}^{(L)}(\varepsilon) \right] . \quad (6.4.10)
\]

So, the computation of the \( L \)-loop anomalous dimension has been reduced to the calculation of \( [L/2] \) momentum integrals with a simple general structure.
6.4.2. Computation of the integrals

The divergent parts of the integrals $P^{(L)}$ and $I_j^{(L)}$, with $1 \leq j \leq \lfloor L/2 \rfloor$, are required to find the actual numeric value of the wrapping correction to the $L$-loop anomalous dimension of the operator $O_L$. For $P^{(L)}$, the result is known as a function of $L$ \[ P^{(L)} \sim \frac{1}{\varepsilon} \frac{1}{(4\pi)^{2L}} 2 \frac{2L - 3}{L - 1} \zeta(2L - 3), \] \(6.4.11\)

where the symbol $\sim$ means that only the divergent part is of interest here. The analogous solution for $I_j^{(L)}$ as a function of $L$ and $j$ has not been found yet. However, $I_j^{(L)}$ can be computed exactly for any fixed values of $L$ and $j$ thanks to a set of recurrence relations, which can be obtained by means of the technique of integration by parts as in \([172]\), where integrals with the same topology as $I_j^{(L)}$, but without the scalar products of momenta in the numerator, were studied. This approach requires the generalization of the triangle identity of \([172]\) to the case of lines with non-trivial numerators. The generalized rules are shown in Appendix \(G\), together with their derivation.

The standard triangle rule can be used to write any $I_j^{(L)}$ in terms of a finite set of integrals with at most seven loops and with generic propagator weights for the lines leaving the operator insertion. An example of this procedure is given in Appendix \(G\). The integrals of this reduced set can then be fully calculated by repeatedly reducing them to lower-loop ones, using the generalized triangle rules. Therefore, the whole task of integral computation can be performed as soon as $L$ and $j$ have been fixed. Indeed, this recursive procedure is suitable for automation on a computer.

Another independent set of recurrence relations can be found by means of the GPXT in momentum space. In this approach, a set of master $L$-loop integrals must be determined first, from which all the required integrals can be extracted. The detailed description of this method, whose actual computer implementation becomes more efficient than the previous one for large values of $L$, has been presented in \([24]\).

In addition to the general recursive procedure, for $I_1^{(L)}$ also the technique described in \([173]\), based on the method of uniqueness \([164]\), can be attempted, leading to a different recurrence relation. Even though it cannot be resolved in closed form, its global structure
suggests the following ansatz for the closed form of $I_1^{(L)}$ as a function of $L$

$$I_1^{(L)} = \frac{1}{2} P^{(L)} + \frac{1}{L} \sum_{k=3}^{L-3} \left( \frac{a(L, k)}{L - k} \right) \zeta(a(L, k) + 1)$$

$$= \frac{1}{2} P^{(L)} + \frac{1}{L} \sum_{k=L-1-(\frac{L-1}{2})}^{L-3} \left( \frac{2k + 1}{2k + 3 - L} \right) \zeta(2k + 1) + \frac{1}{2L} [1 + (-1)^L] (L - 2) \zeta(L - 1),$$

(6.4.12)

where $a(L, k) = 2(L - k - 1 + [k/2])$. This proposal has been successfully verified up to eleven loops.

The approach of [173] cannot be applied to the other classes of integrals, because of the required computation of complicated higher-loop integrals with generic propagator weights. However, for $I_2^{(L)}$ it is possible to formulate an ansatz by looking for simple modifications of (6.4.12) fitting the known explicit results

$$I_2^{(L)}|_{L=2m} = \frac{1}{2} P^{(L)} + \frac{1}{L} \sum_{k=L-1-(\frac{L-1}{2})}^{L-3} \left( \frac{2L}{L - 1} (L - 2 - k) - 1 \right) \left( \frac{2k + 1}{2k + 3 - L} \right) \zeta(2k + 1)$$

$$- \frac{1}{L} (L - 2)(L - 1) \zeta(L - 1),$$

$$I_2^{(L)}|_{L=2m+1} = \frac{1}{2} P^{(L)} - \frac{1}{L} \sum_{k=L-1-(\frac{L-1}{2})}^{L-3} \left( \frac{2L}{L - 1} (L - 2 - k) - 1 \right) \left( \frac{2k + 1}{2k + 3 - L} \right) \zeta(2k + 1)$$

$$- \frac{1}{2} (L - 3)(L - 1) \zeta(L),$$

(6.4.13)

This formula too has been checked up to $L = 11$.

In the special case where $\beta = 1/2$ and $L$ is even, the final result can also be found through an analysis on the string theory side, by using the Lüscher technique for the undeformed theory [66, 67]. This method exploits the correspondence with the undeformed case with unphysical momentum $p = \pi$. By relaxing the momentum constraint, and using this non-vanishing value of the momentum in the computation of finite-size effects [21], it is possible to find a closed formula for the anomalous dimension as a
function of $L$, which agrees with the results presented here. However, the knowledge of such exact result is not enough to extract the full information on the exact values of all the integrals.

### 6.4.3. Results up to $L = 11$

The explicit values of the integrals $I_j^{(L)}$ have been found up to $L = 11$, and the full results are listed in Table 6.2. In all the considered cases, the subtraction of the range-$(L + 1)$ contribution and the addition of the wrapping interactions produce only transcendental terms in the final exact $L$-loop anomalous dimension, with the single rational contribution coming entirely from the asymptotic result. Moreover, the transcendental terms appear according to a precise pattern, as shown in Table 6.1. In fact, for every value of $L$, only $[L/2]$ different values of the $\zeta$ function enter the final result, all of the form

$$\zeta(2L - 2k - 1), \quad k \in \{1, 2, \ldots, [L/2]\}.$$  

These are the $\zeta$ functions of the $[L/2]$ consecutive odd arguments from $(2L - 3)$ downwards. It is a non-trivial fact that the lowest odd arguments disappear when $L$ increases.

For example, the five-loop result for two-impurity states in the undeformed theory contains $\zeta(3)$, $\zeta(5)$ and $\zeta(7)$, but only $\zeta(5)$ and $\zeta(7)$ appear in the five-loop anomalous dimension of $O_5$.

It would be interesting to check what happens of this transcendentality pattern when wrapping interactions beyond the critical order are taken into account, for example in the $(L+1)$-loop anomalous dimension of the length-$L$ operator $O_L$. However, the direct field-theoretical analysis in terms of Feynman diagrams becomes very complicated, because of the non-critical nature of the graphs. In particular, the possible presence of three-vector vertices makes the total number of relevant diagrams huge. Recently, the five-loop anomalous dimension of the length-four, single-impurity operator has been computed using the Lüscher approach [41]. The result only partially preserves the transcendentality pattern: the wrapping correction is entirely transcendental, and contains $\zeta(3)$, $\zeta(5)$ and $\zeta(7)$, in addition to the new term $\zeta(3)^2$. This may be interpreted as some kind of mixing between the $\zeta(3)$ and $\zeta(5)$ expected for $L = 4$ and the $\zeta(5)$ and $\zeta(7)$ that should appear at five loops, plus the new $\zeta(3)^2$ term.
| $L$ | Transcendental terms |
|-----|---------------------|
| 4   | $\zeta(3), \zeta(5)$ |
| 5   | $\zeta(5), \zeta(7)$ |
| 6   | $\zeta(5), \zeta(7), \zeta(9)$ |
| 7   | $\zeta(7), \zeta(9), \zeta(11)$ |
| 8   | $\zeta(7), \zeta(9), \zeta(11), \zeta(13)$ |
| 9   | $\zeta(9), \zeta(11), \zeta(13), \zeta(15)$ |
| 10  | $\zeta(9), \zeta(11), \zeta(13), \zeta(15), \zeta(17)$ |
| 11  | $\zeta(11), \zeta(13), \zeta(15), \zeta(17), \zeta(19)$ |

Table 6.1.: Transcendental terms produced for different values of $L$

6.5. Conclusions

Finite-size effects can be studied also in the $\beta$-deformed version of $\mathcal{N} = 4$ SYM, by following the same approach applied in the undeformed case. In particular, a clever choice of a set of deformed basis operators allows to find the asymptotic dilatation operator directly from the undeformed one, simply by replacing the old basis operators with the new ones, without any change in the coefficients.

In the deformed case, the new class of single-impurity operators can be considered. Since dealing with such states is much easier than working on multiple-impurity ones, perturbative computations can be performed up to higher orders. In particular, the anomalous dimension of any length-$L$ operator at the critical loop order $L$ can be written explicitly in terms of a single class of momentum integrals, whose exact values can always be obtained by means of recurrence relations. The found results show a precise transcendentality pattern.

As single-impurity states are easier to analyze, the $\beta$-deformed theory may be in the future the preferred environment for a possible perturbative study of wrapping effect beyond the critical order. In particular, the simplest calculation should concern the four-loop anomalous dimension of the length-three operator $O_3$ analyzed in Section 6.2, which unlike the three-loop one is expected to receive a non-trivial correction. After that, the next simplest and most interesting quantity would be the five-loop anomalous
\begin{align*}
I_1^{(4)} &= \frac{1}{(4\pi)^8} \frac{1}{\varepsilon} \left[ \frac{1}{2} \zeta(3) + \frac{5}{2} \zeta(5) \right], \\
I_1^{(5)} &= \frac{1}{(4\pi)^{10}} \frac{1}{\varepsilon} \left[ 2 \zeta(5) + 7 \zeta(7) \right], \\
I_1^{(6)} &= \frac{1}{(4\pi)^{12}} \frac{1}{\varepsilon} \left[ \frac{2}{3} \zeta(5) + \frac{35}{6} \zeta(7) + 21 \zeta(9) \right], \\
I_1^{(7)} &= \frac{1}{(4\pi)^{14}} \frac{1}{\varepsilon} \left[ 3 \zeta(7) + 18 \zeta(9) + 66 \zeta(11) \right], \\
I_1^{(8)} &= \frac{1}{(4\pi)^{16}} \frac{1}{\varepsilon} \left[ \frac{3}{4} \zeta(7) + \frac{21}{2} \zeta(9) + \frac{231}{4} \zeta(11) + \frac{429}{2} \zeta(13) \right], \\
I_1^{(9)} &= \frac{1}{(4\pi)^{18}} \frac{1}{\varepsilon} \left[ 4 \zeta(9) + \frac{110}{3} \zeta(11) + \frac{572}{3} \zeta(13) + 715 \zeta(15) \right], \\
I_1^{(10)} &= \frac{1}{(4\pi)^{20}} \frac{1}{\varepsilon} \left[ \frac{4}{5} \zeta(9) + \frac{33}{2} \zeta(11) + \frac{1287}{10} \zeta(13) + \frac{1287}{2} \zeta(15) + 2431 \zeta(17) \right], \\
I_1^{(11)} &= \frac{1}{(4\pi)^{22}} \frac{1}{\varepsilon} \left[ 5 \zeta(11) + 65 \zeta(13) + 455 \zeta(15) + 2210 \zeta(17) + 8398 \zeta(19) \right]. \\
I_2^{(4)} &= \frac{1}{(4\pi)^8} \frac{1}{\varepsilon} \left[ -\frac{3}{2} \zeta(3) + \frac{5}{2} \zeta(5) \right], \\
I_2^{(5)} &= \frac{1}{(4\pi)^{10}} \frac{1}{\varepsilon} \left[ -4 \zeta(5) + 7 \zeta(7) \right], \\
I_2^{(6)} &= \frac{1}{(4\pi)^{12}} \frac{1}{\varepsilon} \left[ -\frac{10}{3} \zeta(5) - \frac{49}{6} \zeta(7) + 21 \zeta(9) \right], \\
I_2^{(7)} &= \frac{1}{(4\pi)^{14}} \frac{1}{\varepsilon} \left[ -12 \zeta(7) - 24 \zeta(9) + 66 \zeta(11) \right], \\
I_2^{(8)} &= \frac{1}{(4\pi)^{16}} \frac{1}{\varepsilon} \left[ -\frac{21}{4} \zeta(7) - \frac{75}{2} \zeta(9) - \frac{297}{4} \zeta(11) + \frac{429}{2} \zeta(13) \right], \\
I_2^{(9)} &= \frac{1}{(4\pi)^{18}} \frac{1}{\varepsilon} \left[ -24 \zeta(9) - \frac{385}{3} \zeta(11) - \frac{715}{3} \zeta(13) + 715 \zeta(15) \right], \\
I_2^{(10)} &= \frac{1}{(4\pi)^{20}} \frac{1}{\varepsilon} \left[ \frac{36}{5} \zeta(9) - \frac{187}{2} \zeta(11) - \frac{4433}{10} \zeta(13) - \frac{1573}{2} \zeta(15) + 2431 \zeta(17) \right], \\
I_2^{(11)} &= \frac{1}{(4\pi)^{22}} \frac{1}{\varepsilon} \left[ -40 \zeta(11) - 364 \zeta(13) - 1547 \zeta(15) - 2652 \zeta(17) + 8398 \zeta(19) \right].
\end{align*}

**Table 6.2.:** Momentum integrals for single-impurity states

Dimension of $O_4$, for which a prediction, derived by means of the Lüscher approach, already exists [41]. However, the actual computation of these two results will necessarily require the discovery of more general and powerful cancellation identities in order to be able to deal with the huge number and highly complicated structures of the relevant Feynman supergraphs.
\[ I_3^{(6)} = \frac{1}{(4\pi)^{12}\varepsilon} \left[ \frac{20}{3} \zeta(5) - \frac{14}{3} \zeta(7) \right], \]
\[ I_3^{(7)} = \frac{1}{(4\pi)^{14}\varepsilon} \left[ 15 \zeta(7) - 6 \zeta(9) \right], \]
\[ I_3^{(8)} = \frac{1}{(4\pi)^{16}\varepsilon} \left[ \frac{63}{4} \zeta(7) + \frac{81}{2} \zeta(9) - \frac{99}{4} \zeta(11) \right], \]
\[ I_3^{(9)} = \frac{1}{(4\pi)^{18}\varepsilon} \left[ 56 \zeta(9) + \frac{440}{3} \zeta(11) - \frac{286}{3} \zeta(13) \right], \]
\[ I_3^{(10)} = \frac{1}{(4\pi)^{20}\varepsilon} \left[ \frac{144}{5} \zeta(9) + 209 \zeta(11) + \frac{2431}{5} \zeta(13) - \frac{715}{2} \zeta(15) \right], \]
\[ I_3^{(11)} = \frac{1}{(4\pi)^{22}\varepsilon} \left[ 135 \zeta(11) + 819 \zeta(13) + 1638 \zeta(15) - 1326 \zeta(17) \right]. \]

\[ I_4^{(8)} = \frac{1}{(4\pi)^{16}\varepsilon} \left[ -\frac{105}{4} \zeta(7) - \frac{15}{2} \zeta(9) + \frac{165}{4} \zeta(11) \right], \]
\[ I_4^{(9)} = \frac{1}{(4\pi)^{18}\varepsilon} \left[ -56 \zeta(9) - 55 \zeta(11) + 143 \zeta(13) \right], \]
\[ I_4^{(10)} = \frac{1}{(4\pi)^{20}\varepsilon} \left[ -\frac{336}{5} \zeta(9) - 231 \zeta(11) - \frac{429}{5} \zeta(13) + \frac{1001}{2} \zeta(15) \right], \]
\[ I_4^{(11)} = \frac{1}{(4\pi)^{22}\varepsilon} \left[ -240 \zeta(11) - 936 \zeta(13) - 182 \zeta(15) + 1768 \zeta(17) \right]. \]

\[ I_5^{(10)} = \frac{1}{(4\pi)^{20}\varepsilon} \left[ \frac{504}{5} \zeta(9) + 154 \zeta(11) - \frac{1144}{5} \zeta(13) \right], \]
\[ I_5^{(11)} = \frac{1}{(4\pi)^{22}\varepsilon} \left[ 210 \zeta(11) + 546 \zeta(13) - 637 \zeta(15) \right]. \]

Table 6.2.: Momentum integrals for single-impurity states (continued)
Chapter 7.

Finite-size effects on open strings

This chapter contains the presentation of the perturbative analysis that reproduces the results found in [68] for a new class of operators on the string theory side. In the first section, the general framework will be described. Then, the explicit computation for the leading, finite-size corrections at any perturbative order will be presented.

7.1. Open strings

In the previous chapters, only single-trace operators, corresponding to states of closed spin chains, have been considered in $\mathcal{N} = 4$ SYM or in its deformed version. However, taking traces on the colour space is not the only possibility to build gauge-invariant quantities. In particular, a new interesting class of operators of the $SU(2)$ sector has the form

$$\tilde{O}_L = \epsilon^{i_1,\ldots,i_N} \epsilon^{j_1,\ldots,j_N} Z^{i_1}_{i_1} \cdots Z^{i_N}_{i_N} \phi Z^{(L-2)} \phi^{j_N}_{j_N}. \quad (7.1.1)$$

Such operators can be obtained from $\det(Z)$ by replacing one of the $Z$ fields with an open chain with two impurities at the boundaries, and so they are interpreted as excitations over the ground state $\det(Z)$, which is the field-theory dual of a giant graviton in the string theory [174–176]. For this reason, the operators (7.1.1) are believed to be dual to states of open strings attached to a giant graviton [174, 177–180], for which several integrability results have been found [180, 183].
It is therefore interesting to study finite-size effects on the open chains (7.1.1). The first results in this field appeared in [68, 184], where the boundary version of the thermodynamic Bethe ansatz was applied on the string theory side in order to find the leading and next-to-leading finite-size corrections at general order. The results for the leading case were checked perturbatively on the field theory side up to five loops. In the following, a perturbative calculation based on $\mathcal{N} = 1$ superspace techniques will be presented to check the results for the leading correction at all orders.

One must be careful when dealing with operators whose dimension scales as $N$, as in the present case, because in general non-planar contributions are no longer suppressed with respect to planar ones in the large $N$ limit [180, 185]. However, as discussed in [68], it is still possible to work in the planar approximation as long as one is only interested in the leading corrections generated by finite-size effects, rather than in the full anomalous dimensions or in finite-size effects beyond the leading order.

In the approach followed in [68], the planar asymptotic dilatation operator at the required order was applied to the two cases, and the difference between the two results was computed. To extend the calculation to generic order, the need for the full dilatation operator, which is known only up to five loops, must be removed, working at a lower level in terms of planar Feynman supergraphs.

Under renormalization, a generic operator $\hat{O}_L$ of the form (7.1.1) will in general undergo a complicate mixing with chains where at least one of the impurities has been moved away from the corresponding boundary, where it has been substituted by a $Z$ field. However, a generic operator of that type can always be written as the sum of a term with the same structure (7.1.1) but larger classical dimension, and the product of a closed chain and a determinant [179, 185]. The mixing of such a combination with the original state can be neglected in the large $N$ limit [68, 183, 186], and thus in that limit the operators (7.1.1) actually renormalize multiplicatively.
7.2. The superspace computation

Superspace techniques will be now used to find the leading finite-size correction to the anomalous dimension of one of the operators (7.1.1). Note that since the chain is open, these corrections are not due to wrapping interactions. Instead, finite-size effects on open strings appear as soon as the loop order is high enough to let the two boundary impurities feel each other. Because of the relationship between the loop order of a Feynman diagram and its interaction range, the critical order for the length-$L$ open chain is $\ell = L - 1$. So for fixed order $\ell$ one must study what happens when the length of the chain is reduced from $(\ell + 2)$, which is the asymptotic case, to $(\ell + 1)$.

When the length is $(\ell + 2)$, the interaction range is too short for the two impurities to interact with each other, and thus the possible Feynman diagrams are a subset of the ones that can be applied to single-impurity states. Since only diagrams that do not move the impurities from the boundaries can be relevant, the underlying chiral structures must have this property. It is easy to see that the only structures fulfilling these constraints are $\chi()$ and $\chi(1)$. Now, at any order the coefficient of $\chi()$ must vanish, because the dilatation operator is the same on the whole $SU(2)$ sector and standard single-trace, zero-impurity operators must be protected. Hence, the only relevant structure in the asymptotic case is $\chi(1)$, which acts onto one of the two impurities and must be completed with the addition of $(\ell - 1)$ vector lines.

When the length of the chain is reduced to $(\ell + 1)$, the two impurities can interact directly. All the diagrams of the previous case are still allowed, with the same combinatorial coefficients, as the $\chi(1)$ block is forced to act onto one of the impurities at the boundaries, so the cancellation of a $Z$ line in the bulk of the chain has no consequences. Moreover, the new compatible chiral structure $\chi(1, \ell)$ appears. So the leading finite-size correction to the $\ell$-loop matrix element for the length-$(\ell + 1)$ chain is equal to the sum of the contributions of the Feynman supergraphs with structure $\chi(1, \ell)$, shown in Figure 7.1. Their structure is simple enough to allow to perform the D-algebra at generic loop order, and the results are shown in Figure 7.1 as well. Note that the contribution of the diagram $G_{(1,\ell)}^{(\ell),2}$, which is not symmetric under parity, must be doubled to take also its reflection into account. The relevant momentum integrals are given in Figure 7.2 where as usual the pair of arrows denotes the scalar product of the corresponding momenta.
Finite-size effects on open strings

\[ G(\ell)_1 \rightarrow 0 \]
\[ G(\ell)_2 \rightarrow (g^2 N)^\ell K_1^{(\ell)} \]
\[ G(\ell)_3 \rightarrow -2g^2 N)^\ell (K_1^{(\ell)} + K_3^{(\ell)}) \]
\[ \sum s(\ell)_i G(\ell)_i \rightarrow -2(g^2 N)^\ell K_3^{(\ell)} \]

**Figure 7.1.** Diagrams with structure \( \chi(1, \ell) \) at generic loop order \( \ell \)

\[ K_1^{(\ell)} = \]

\[ K_3^{(\ell)} = \]

**Figure 7.2.** Momentum integrals from diagrams with structure \( \chi(1, \ell) \)

in the numerator of the integral. Notice that the terms containing \( K_1^{(\ell)} \) cancel, and the result depends only on \( K_3^{(\ell)} \).

According to the definition of the anomalous dimension, the contribution of a diagram to the mixing matrix is equal to the coefficient of the \( 1/\varepsilon \) pole of the result of D-algebra, multiplied by \( (-2\ell) \). So, the leading \( \ell \)-loop finite-size correction reads

\[ \delta \gamma(\tilde{O}_{\ell+1}) = 4\ell(g^2 N)^\ell \lim_{\varepsilon \rightarrow 0} (\varepsilon K_3^{(\ell)}) . \]  

(7.2.1)

The explicit value of \( K_3^{(\ell)} \) as a function of \( \ell \) can be determined by exploiting the fact that, thanks to the scalar product of momenta in the numerator, the ingoing and outgoing external momenta can be put at any pair of vertices without generating infrared divergences. In fact, were it not for the two momenta in the numerator, the choice of vertices \( a \) and \( c \) in Figure [7.2] would be forced. In the actual case, instead, points \( a \) and \( b \) can be chosen, greatly simplifying the computation. With this arrangement of the external momenta, in fact, all the integrations on the \( \ell \) independent internal momenta
can be performed directly. The result reads

\[ K_3^{(\ell)} = -\frac{1}{(4\pi)^2\ell} G(1 + (\ell - 1)\varepsilon, 1) \prod_{k=0}^{\ell-2} G^{(1)}(2 + k\varepsilon, 1) \frac{1}{(p^2)^{\varepsilon}}, \tag{7.2.2} \]

where the functions \( G \) and \( G^{(1)} \) are defined in (G.1.1) in Appendix G. Using the expression for \( G^{(1)} \) in terms of \( G \) (G.1.3) and the relations given in [161], it is now possible to write

\[ G^{(1)}(2 + k\varepsilon, 1) = \frac{(k + 1)\varepsilon}{1 - (k + 2)\varepsilon} G(2 + k\varepsilon, 1) = \frac{(k + 1)\varepsilon}{1 + k\varepsilon} G(1 + k\varepsilon, 1), \tag{7.2.3} \]

and since [161]

\[ G(1 + k\varepsilon, 1) = \frac{1}{(k + 1)\varepsilon} + \mathcal{O}(1), \tag{7.2.4} \]

the required integral is equal to

\[ K_3^{(\ell)} = -\frac{1}{(4\pi)^2\ell} \prod_{k=0}^{\ell-2} \frac{(k + 1)\varepsilon}{1 + k\varepsilon} \frac{1}{(k + 1)\varepsilon} + \mathcal{O}(1) = -\frac{1}{(4\pi)^2L\ell\varepsilon} + \mathcal{O}(1). \tag{7.2.5} \]

Thus, the \( \ell \)-loop finite-size correction for the \( \hat{O}_{\ell+1} \) operator, written in terms of the 't Hooft coupling, is

\[ \delta\gamma(\hat{O}_{\ell+1}) = -4\lambda^\ell, \tag{7.2.6} \]

that is, its coefficient is the same whatever the perturbative order \( \ell \). This result agrees with the one obtained in [68] by means of the boundary thermodynamic Bethe ansatz.

### 7.3. Conclusions

The leading \( \ell \)-loop finite-size correction to the mixing matrix element of the length-\((\ell + 1)\) operator describing an open chain in the \( SU(2) \) sector of \( \mathcal{N} = 4 \) SYM can be found for any value of \( \ell \) in terms of Feynman diagrams. The result matches the existing calculation of the same quantity performed in the dual string theory by means of a
version of the thermodynamic Bethe ansatz modified to take boundaries into account. The fact that the perturbative computation can be carried out completely at any order is another example of the power of superspace techniques.
Chapter 8.

Conclusions

In this thesis, several perturbative computations concerning finite-size effects, both in $\mathcal{N} = 4$ SYM and in its $\beta$-deformed version, have been presented. All of them have been made possible by the systematic use of $\mathcal{N} = 1$ superspace techniques, which considerably simplified all the required steps. First of all, the use of Feynman supergraphs allowed to recognize general cancellation results connected to supersymmetry, which revealed to be very powerful in reducing the number of relevant diagrams. Moreover, the total number of graphs requiring explicit analysis was greatly reduced with respect to typical calculations in the component-field formalism, since every supergraph encodes the information on several standard diagrams. As a further simplification, supergraphs contain only scalar and vector superfields, so that fermionic interactions never show up explicitly.

As a second technical remark, the possibility to discard finite contributions, together with the choice to compute anomalous dimensions staring from one-point functions instead of two-point ones, made the Gegenbauer polynomial $x$-space technique the ideal method for the analysis of multi-loop momentum integrals.

The four-loop anomalous dimension of the Konishi operator, presented in Chapter 4, was the first exact result to appear [19, 20] about finite-size effects on the field theory side of the AdS/CFT correspondence. Its agreement with the later computation from the string side constitutes a non-trivial check of both the procedures and of the duality itself. This result ruled out all the previous conjectures on how to deal with wrapping interactions, based on the Hubbard model or on the analogy with the BFKL equation, and presents unexpected transcendentality properties.
Remaining in the framework of $\mathcal{N} = 4$ SYM, the five-loop result of Chapter 5 is interesting because it provides another non-trivial check on the recently proposed Y-system. In order to perform the five-loop calculation along the general lines outlined in Chapter 4, the extension of the known five-loop dilatation operator to the case with a dressing phase, and the analysis of its behaviour under general similarity transformations, were required.

The found results at four and five loops in $\mathcal{N} = 4$ SYM share the same transcendentality properties. In fact, in both cases wrapping corrections produce a term with a degree of transcendentality that is higher than the one which would be expected from the asymptotic regime. In the lower-transcendentality terms, finite-size effects mix with contributions from the dressing phase. Moreover, the rational part of the final result is modified too. This transcendentality pattern seems to be partially preserved when going beyond the critical order, according to the result of [41]. It would be very interesting and important to be able to find the five-loop anomalous dimension of the Konishi operator, predicted in [41] by means of the Lüscher formalism, through a pure field-theoretical perturbative calculation like the ones of Chapters 4 and 5. This task, however, appears to be very difficult at the moment, because of the huge number and highly complicated structures of the supergraphs that should be considered. Hence, such a computation could become manageable only if new, more general and more powerful cancellation results, improving those presented in Appendix A, were found. In particular, one of the most challenging aspects of non-critical calculations is the appearance of three-vector vertices, which greatly increases the number of possible structures and makes the D-algebra procedure much more complicated.

When the $\beta$-deformed theory is considered, as in Chapter 6, thanks to the reduced supersymmetry the new class of single-impurity operators can be studied. In that case, the reduced number and complexity of the relevant Feynman supergraphs allow to write down the anomalous dimension of a generic such operator at the critical order in terms of momentum integrals, that can be determined by means of an automated algorithm based on recurrence relations. The explicit results, computed up to eleven loops, show a very precise transcendentality pattern which is likely to be preserved at general loop order, as far as criticality is preserved. In particular, no rational part ever arises as a consequence of finite-size effects. For the special case of even length of the operators, and for a particular value of the deformation parameter $\beta$, the anomalous dimensions
Conclusions

in the deformed theory can be calculated by means of the Lüscher approach applied to the undeformed case, and the results agree with the perturbative analysis.

In the deformed case too, it would be important to manage to push perturbative computations beyond the critical order. Indeed, the simplest example of such calculations would be found in this very theory, consisting in the four-loop anomalous dimension of the length-three single-impurity operator. Despite the simplifications with respect to the five-loop study of the Konishi operator in the undeformed case, namely the reduced number of loops and of relevant chiral structures, even this result is out of reach at the moment, requiring additional cancellation rules. Anyway, the $\beta$-deformed theory seems to be the ideal, simplified environment where the quest for more powerful supergraph identities should be undertaken.

The recent work on the possible inclusion of finite-size effects into a consistent integrable system led to the formulation of the Y-system, from which it should be possible to extract the whole spectrum of the theory. Therefore, it will be very important in the future to further test its validity by means of independent computations, especially of the kind of the above mentioned non-critical ones. In view of the great simplifications related to the possibility to study single-impurity states, the deformed theory may be the best environment for a deeper analysis of the new proposals. Thus, it would be interesting to extend the known Y-system to the $\beta$-deformed case, where an infinite series of results for the anomalous dimensions at the critical wrapping order is available, so that the validity of the technique could be checked in general on a whole class of operators.

Some kind of finite-size effects appear also on a new class of operators dual to open strings, and the leading correction to the anomalous dimensions can be computed at any order both on the gauge and on the string side of the correspondence. Even though the origin of such effects is very different from the more standard wrapping case, it would be important to achieve a better understanding of them in order to gain new information on the spectrum.

In summary, in the last years a big progress has been achieved in the analysis of finite-size effects, on both sides of the AdS/CFT correspondence, and perturbative calculations on the gauge theory side played a fundamental role in the process, providing explicit results to check the new proposals. The recently found tools, which seem to be able to combine the power of integrability techniques with the correct description of finite-size
corrections, may allow in the near future to compute the full spectra of $\mathcal{N} = 4$ SYM and superstrings on $AdS_5 \times S^5$, which would represent a very strong test of the correctness of the conjecture.
Appendix A.

Cancellation results for diagrams of maximum range

In this appendix the result of Section 2.3 is used to demonstrate useful cancellation properties for certain classes of planar diagrams involving vector interactions. Only the cases of diagrams with the maximum interaction range compatible with the loop number are studied, that comprise non-wrapping $\ell$-loop diagrams of range $(\ell + 1)$ and $\ell$-loop wrapping ones for a length-$\ell$ operator.

Consider a diagram that contains an outgoing scalar line where the farthest vertex from the insertion of the composite operator is a single-vector one. Because of the hypothesis on the range of the diagrams, the only possible configurations are shown in Figure A.1 where the relevant single-vector vertex has been marked with a circle. As far as the following considerations are concerned, these three cases behave exactly in the same way, so from now on only the second one will be explicitly taken into account. Note that the case of Figure A.1(a) corresponds to non-maximal, $\ell$-loop diagrams with range $(\ell + 1)$, where the requirement of maximum range forces the first or last line to interact with the rest of the diagram through a single vector interaction.

In a diagram whose range is the largest compatible with the perturbative order, the propagator coming out from the single-vector vertex can be attached only to one out of three different structures, which are shown in Figures A.2(a), A.2(b) and A.2(c). All the corresponding combinations are presented in Figures A.4, A.5 and A.6. By analyzing the three possibilities separately, it is possible to show that the divergent parts of the corresponding classes of diagrams sum up to zero. The proof relies on the observation
that when the double covariant derivative $D^2$ at the single-vector vertex is integrated by parts, the result of Section 2.3 ensures that divergent contributions can appear in the end only if the whole $D^2$ is kept inside the graph, and thus is moved onto the vector propagator leaving the vertex. At the opposite end of the propagator, a second integration by parts is possible, which either brings the derivatives out of the diagram, or, after exploiting the standard D-algebra identities for covariant derivatives, modifies the structure of the underlying superspace integral. In the former case, the new structure is finite, whereas in the latter it turns out that the new integral is cancelled by one coming from a different original graph. As an example, the manipulations required in the case of the cancellation between the diagrams $A_2$ and $A_3$ of Figure A.4 are shown explicitly in Figure A.3. The three classes are now considered in detail.

- **Class A (Fig. A.4):**
  The diagram $A_1$ is finite, since a $D^2$ is forced to exit the graph. Performing part of the D-algebra for the diagram $A_3$, one immediately obtains the structure of the diagram $A_2$, with a different sign due to the $\Box = -p^2$ cancelling one propagator, as shown in Figure A.3. As the two diagrams have the same colour factor, their divergent parts sum up to zero.

- **Class B (Fig. A.5):**
  A partial D-algebra computation shows that the diagrams $B_1$ and $B_2$ produce the
same superspace integral, and the opposite colour factors make the total divergent part vanish. The diagram $B_3$ is finite, for the same reason as $A_1$.

- Class C (Fig. A.6):
  For the diagrams $C_1$ and $C_2$, the situation is the same as for $B_1$ and $B_2$ and the divergent parts of the two diagrams cancel out. For the diagrams $C_3$ and $C_4$, the cancellation occurs following the same pattern as for $A_2$ and $A_3$. The diagram $C_5$ is finite, similarly to $A_1$ and $B_3$.

It is therefore possible to conclude that all the diagrams of maximum range containing one of the structures of Figure A.1 can be neglected for the computation of anomalous dimensions, where only divergent contributions are of interest. In particular, this is true for the $\ell$-loop, non-maximal diagrams with range $(\ell + 1)$. Another useful consequence is
that scalar lines free of three-scalar interactions can interact only through double-vector vertices.

Figure A.6.: Diagrams of class C
Appendix B.

Four-loop range-five diagrams

From the explicit expression (4.2.6) for the subtracted four-loop dilatation operator, and from the matrix form of the chiral functions (4.2.8), it turns out that the only similarity coefficient required for the four-loop computation of Chapter 4 is $\epsilon_3$. In this appendix, its value in the chosen renormalization scheme will be determined by studying four-loop range-five diagrams. The explicit values of $\epsilon_{3b}$ and $\epsilon_{3c}$ will be found too, even though they are not strictly needed, and moreover several consistency checks on the procedure will be performed.

B.1. Coefficients from supergraphs

The coefficient of each chiral structure in the four-loop asymptotic dilatation operator (4.2.1) can be computed directly from the Feynman supergraphs with that particular structure. More precisely, the coefficient $C_4(\chi(\ldots))$ of the structure $\chi(\ldots)$ will be equal to the sum of the coefficients of the $1/\epsilon$ poles of the diagrams with chiral structure $\chi(\ldots)$, multiplied by $(-8)$, according to the definition of the anomalous dimension (2.1.11). Every structure must be completed to a planar, connected four-loop graph by adding the right number of vector propagators in all the possible ways. Therefore, the number of diagrams grows with the number of vector interactions, and the coefficient of the five completely chiral structures are the easiest to calculate. Apart from this class, the next simplest computations involve the three disconnected structures with range five, which need a vector to produce connected diagrams. The independent structures of the
first kind are shown in Figure B.1, whereas those of the second kind are given in Figures B.2, B.3 and B.4. When the underlying chiral structure is symmetric under parity, the symmetry coefficient \( s^{(4)}_{i} \) of every diagram is given if different from 1.

For all the diagrams, the result of D-algebra is given in terms of standard four-loop momentum-space integrals \( J^{(4)}_{i} \), whose values are listed in Table B.2. The D-algebra always produces a \((g^2N)^4\) colour factor, which can be combined with the \(1/(4\pi)^8\) from the integrals to build the required power of the 't Hooft coupling \(\lambda^4\). Hence, in order not to clutter the results with such coefficients, they will not be shown explicitly.

A total of eight conditions on the coefficients of the dilatation operator, listed in Table B.1, are found. Some of these relations allow to find the values of \(\epsilon_{3a}, \epsilon_{3b}\) and \(\epsilon_{3c}\) and to reproduce the known value for \(\beta\). All the remaining constraints reduce to identities that are fulfilled, thus constituting non-trivial checks on the whole procedure.

\[
\begin{align*}
C_4(\chi(1, 2, 3, 4)) &= -10 \\
C_4(\chi(3, 2, 1, 4)) + C_4(\chi(1, 4, 3, 2)) &= -2(8 + \epsilon_{3a}) = 0 \Rightarrow \epsilon_{3a} = -4 \\
C_4(\chi(3, 2, 1, 4)) - C_4(\chi(1, 4, 3, 2)) &= 4i\epsilon_{3b} = 16/3 \Rightarrow \epsilon_{3b} = -i4/3 \\
C_4(\chi(2, 4, 1, 3)) &= 18 + 4\epsilon_{3a} = 2 \\
C_4(\chi(2, 1, 3, 2)) &= -(12 + 2\beta + 4\epsilon_{3a}) = 4 - 8\zeta(3) \Rightarrow \beta = 4\zeta(3) \\
C_4(\chi(2, 1, 4)) + C_4(\chi(1, 4, 3)) &= -8 \\
C_4(\chi(2, 1, 4)) - C_4(\chi(1, 4, 3)) &= 8i\epsilon_{3b} + 4i\epsilon_{3c} = 16/3 \Rightarrow \epsilon_{3c} = i4/3 \\
C_4(\chi(1, 4)) &= -4
\end{align*}
\]

Table B.1.: Conditions on the coefficients of the dilatation operator

In particular, the values of the three \(\epsilon_{3x}\) coefficients are

\[
\epsilon_{3a} = -4 , \quad \epsilon_{3b} = -\frac{4}{3} , \quad \epsilon_{3c} = \frac{4}{3} .
\] (B.1.1)

A simple three-loop computation allows to determine also the coefficient \(\epsilon_{2a}\), which enters the three-loop operator \(D_3\). In fact, from the expression for the three-loop dilatation operator given in (3.3.10), and taking (4.2.3) into account, it is clear that the coefficient of the permutation operator \(\{2, 1, 3\}\) will be equal to the one of \(\chi(2, 1, 3)\) when the
operator is written in the basis of chiral structures. This coefficient $C_3(\chi(2,1,3))$ can be obtained from the contribution of the single diagram shown in Figure B.5 multiplied by $(-6)$.

$$C_3(\chi(2,1,3)) = 4i\epsilon_{2\alpha} = 2 \Rightarrow \epsilon_{2\alpha} = -\frac{i}{2}.$$ \hspace{1cm} (B.1.2)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Diagrams with only chiral interactions}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Diagrams with structure $\chi(2,1,4)$}
\end{figure}
\[
G^{(4),1}_{(1,4,3)} \rightarrow (J_1^{(4)} + J_3^{(4)} - 2J_2^{(4)}) \chi(1,4,3)
\]
\[
G^{(4),2}_{(1,4,3)} \rightarrow -J_1^{(4)} \chi(1,4,3)
\]
\[
G^{(4),3}_{(1,4,3)} \rightarrow -J_3^{(4)} \chi(1,4,3)
\]
\[
G^{(4),4}_{(1,4,3)} \rightarrow 0
\]
\[
\sum_i G^{(4),i}_{(1,4,3)} \rightarrow -2J_7^{(4)} \chi(1,4,3)
\]

**Figure B.3.**: Diagrams with structure $\chi(1,4,3)$

\[
G^{(4),1}_{(1,4)} \rightarrow -2(J_1^{(4)} + J_8^{(4)}) \chi(1,4)
\]
\[
G^{(4),2}_{(1,4)} \rightarrow J_1^{(4)} \chi(1,4)
\]
\[
G^{(4),3}_{(1,4)} \rightarrow 0
\]
\[
\sum_i S^{(4),i}_{(1,4)} G^{(4),i}_{(1,4)} \rightarrow -2J_8^{(4)} \chi(1,4)
\]

**Figure B.4.**: Diagrams with structure $\chi(1,4)$

\[
\rightarrow J_1^{(3)} \chi(2,1,3)
\]

**Figure B.5.**: Three-loop diagram with structure $\chi(2,1,3)$
B.2. Integrals

Table B.2 shows the divergent parts of the momentum integrals required for the computation of the previous section. The $1/(4\pi)^8$ factor in each diagram has been omitted.

\[
J_1^{(4)} = \text{Diagram 1} = -\frac{1}{24\varepsilon^3} + \frac{1}{4\varepsilon^3} - \frac{19}{24\varepsilon^2} + \frac{5}{4\varepsilon}
\]

\[
J_2^{(4)} = \text{Diagram 2} = -\frac{1}{8\varepsilon^4} + \frac{1}{3\varepsilon^3} - \frac{5}{24\varepsilon^2} - \frac{1}{3\varepsilon}
\]

\[
J_3^{(4)} = \text{Diagram 3} = -\frac{1}{8\varepsilon^4} + \frac{1}{2\varepsilon^3} - \frac{7}{8\varepsilon^2} + \frac{1}{3\varepsilon}
\]

\[
J_4^{(4)} = \text{Diagram 4} = -\frac{5}{24\varepsilon^2} + \frac{5}{12\varepsilon^3} + \frac{1}{24\varepsilon^2} - \frac{1}{4\varepsilon}
\]

\[
J_5^{(4)} = \text{Diagram 5} = -\frac{1}{12\varepsilon^3} + \frac{1}{3\varepsilon^3} - \frac{5}{12\varepsilon^2} - \frac{1}{\varepsilon} \left(\frac{1}{2} - \zeta(3)\right)
\]

\[
J_6^{(4)} = \text{Diagram 6} = \frac{1}{12\varepsilon^2} - \frac{1}{12\varepsilon}
\]

\[
J_7^{(4)} = \text{Diagram 7} = \frac{1}{4\varepsilon^2} - \frac{5}{12\varepsilon}
\]

\[
J_8^{(4)} = \text{Diagram 8} = -\frac{1}{4\varepsilon}
\]

\[
J_1^{(3)} = \text{Diagram 1 (3)} = \frac{1}{3\varepsilon^3} - \frac{1}{3\varepsilon^2} - \frac{1}{3\varepsilon}
\]

**Table B.2:** Loop integrals from the diagrams of Section B.1. Arrows of the same type denote contracted momenta.
Appendix C.

Four-loop wrapping diagrams with vectors

In this appendix the four-loop wrapping diagrams with vector interactions, which are needed for the computation of Chapter 4, are listed, together with the results of D-algebra. In Section C.2 the values of the required momentum integrals are shown.

C.1. Wrapping diagrams and D-algebra

The first structure that requires one vector is $\chi(1, 2, 3)$ (Figure C.1).

\[
\begin{align*}
W^{(4),1}_{(1,2,3)} &\to -(J_{10}^{(4)} + J_{12}^{(4)} + 2J_{14}^{(4)})\chi(1, 2, 3) \to (J_{10}^{(4)} + J_{12}^{(4)} + 2J_{14}^{(4)})M_4 \\
W^{(4),2}_{(1,2,3)} &\to J_{12}^{(4)}\chi(1, 2, 3) \to -J_{10}^{(4)}M_4 \\
W^{(4),3}_{(1,2,3)} &\to J_{10}^{(4)} + J_{12}^{(4)} + 2J_{16}^{(4)}\chi(1, 2, 3) \to -(J_{9}^{(4)} + J_{12}^{(4)} + 2J_{16}^{(4)})M_4 \\
W^{(4),4}_{(1,2,3)} &\to J_{12}^{(4)}\chi(1, 2, 3) \to J_{9}^{(4)}M_4 \\
\sum_i W^{(4),i}_{(1,2,3)} &\to -2(J_{14}^{(4)} - J_{16}^{(4)})\chi(1, 2, 3) \to 2(J_{14}^{(4)} - J_{16}^{(4)})M_4
\end{align*}
\]

Figure C.1.: Wrapping diagrams with chiral structure $\chi(1, 2, 3)$
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The reflected structure $\chi(3, 2, 1)$ gives the same contribution. The other two structures that need a single vector are $\chi(1, 3, 2)$ (Figure C.2) and $\chi(3, 2, 1)$ (Figure C.3), which are symmetric under parity. For such structures, the symmetry factor of each diagram is shown under the graph if different from 1.

**Figure C.2.** Wrapping diagrams with chiral structure $\chi(1, 3, 2)$

There are two structures requiring two vectors, $\chi(2, 1)$ (Figure C.4) and $\chi(1, 3)$ (Figure C.6), and only one that must be completed with three vectors, $\chi(1)$ (Figure C.5).
Figure C.4.: Wrapping diagrams with chiral structure $\chi(2, 1)$

Figure C.5.: Wrapping diagrams with chiral structure $\chi(1)$
Figure C.6.: Wrapping diagrams with chiral structure $\chi(1,3)$
In this section, the values of the four-loop integrals required for the computation of Chapter 4 are listed. One set, shown in Table C.1, contains integrals with trivial numerators, whereas the second one, presented in Table C.2, is made of integrals with scalar products of momenta in the numerators, denoted by pairs of arrows of the same type.

\[
J^{(4)}_9 = -\frac{1}{24\varepsilon^4} + \frac{1}{4\varepsilon^3} - \frac{19}{24\varepsilon^2} + \frac{1}{\varepsilon}\left(\frac{5}{4} - \zeta(3)\right)
\]

\[
J^{(4)}_{10} = -\frac{1}{12\varepsilon^4} + \frac{1}{3\varepsilon^3} - \frac{5}{12\varepsilon^2} - \frac{1}{\varepsilon}\left(\frac{1}{2} - \zeta(3)\right)
\]

\[
J^{(4)}_{11} = -\frac{1}{6\varepsilon^4} + \frac{1}{3\varepsilon^3} + \frac{1}{3\varepsilon^2} - \frac{1}{\varepsilon}(1 - \zeta(3))
\]

\[
J^{(4)}_{12} = \frac{1}{\varepsilon}5\zeta(5)
\]

Table C.1.: Four-loop integrals with trivial numerators coming from wrapping diagrams.
\[ J_{13}^{(4)} = \begin{array}{c}
\end{array} = \frac{1}{12\varepsilon^2} - \frac{7}{12\varepsilon} \]

\[ J_{14}^{(4)} = \begin{array}{c}
\end{array} = \frac{1}{\varepsilon}(-\zeta(3)) \]

\[ J_{15}^{(4)} = \begin{array}{c}
\end{array} = \frac{1}{4\varepsilon^2} - \frac{11}{12\varepsilon} \]

\[ J_{16}^{(4)} = \begin{array}{c}
\end{array} = \frac{1}{\varepsilon}\left(\frac{1}{2}\zeta(3) - \frac{5}{2}\zeta(5)\right) \]

\[ J_{17}^{(4)} = \begin{array}{c}
\end{array} = \frac{1}{\varepsilon}\left(-\frac{1}{2} - \frac{1}{2}\zeta(3) + \frac{5}{2}\zeta(5)\right) \]

\[ J_{18}^{(4)} = \begin{array}{c}
\end{array} = \frac{1}{\varepsilon}\left(-\frac{1}{4} - \frac{3}{2}\zeta(3) + \frac{5}{2}\zeta(5)\right) \]

\[ J_{19}^{(4)} = \begin{array}{c}
\end{array} = \frac{1}{\varepsilon}\left(-\frac{1}{8} - \frac{1}{4}\zeta(3) + \frac{5}{4}\zeta(5)\right) \]

| Table C.2.: Four-loop integrals with momenta in the numerator. |
Appendix D.

Range-six five-loop diagrams

This appendix contains the explicit analysis of several classes of five-loop diagrams with range five and six. The results are used to compute the values of the similarity coefficients that are required in Chapter 5.

D.1. Coefficients from supergraphs

From (5.2.15) it follows that the five-loop computation of Chapter 5 requires the explicit values of the similarity coefficients $\epsilon_{3b}$ and $\epsilon_{4f}$ in the chosen renormalization scheme. This calculation is similar to the one performed in Appendix B to determine the values of $\epsilon_{3a}$, $\epsilon_{3b}$, and $\epsilon_{3c}$ from four-loop graphs. In this case too, the analysis will not be limited to the minimum number of diagrams that are strictly required to find the needed coefficients. Instead, several simple classes of diagrams will be considered, in order to make some additional checks on the procedure.

The first class that is analyzed here contains all the range-six diagrams with only scalar interactions, which are shown in Figure D.1. The second class is made of the two range-five diagrams without vector interactions, listed in Figure D.2. Then, the independent range-six structures requiring a single vector to become connected, presented in Figures D.3-D.9 are studied.

The results from these diagrams put constraints on the coefficients of the asymptotic five-loop dilatation operator (5.4). A total of 19 relations are found, some of which allow to find the values of a subset of the similarity coefficients, all the other ones serving as
non-trivial consistency checks. The explicit values of the similarity coefficients are

\[
\begin{align*}
\epsilon_{4a} &= \frac{13}{64} i, \\
\epsilon_{4b} &= \frac{85}{192}, \\
\epsilon_{4c} &= \frac{i}{96}, \\
\epsilon_{4d} &= -\frac{5}{192} i, \\
\epsilon_{4e} &= \frac{\pi^4 - 75}{960}, \\
\epsilon_{4f} &= \frac{35}{96}, \\
\epsilon_{4g} &= \frac{3}{32} i.
\end{align*}
\]

In particular, the values of \(\epsilon_{4b}\) and \(\epsilon_{4f}\) are fixed.
Figure D.2.: Completely chiral range-five diagrams

\[ G^{(5)}_{(2,1,3,2,4)} \rightarrow J_{19}^{(5)} \chi(2,1,3,2,4) \]
\[ G^{(5)}_{(2,1,4,3,2)} \rightarrow J_{18}^{(5)} \chi(2,1,4,3,2) \]

Figure D.3.: Range-six diagrams with structure \( \chi(1,2,4,5) \)
Figure D.4.: Range-six diagrams with structure $\chi(1, 5, 4, 3)$

Figure D.5.: Range-six diagrams with structure $\chi(1, 3, 4, 5)$
Figure D.6.: Range-six diagrams with structure $\chi(1, 4, 3, 5)$

Figure D.7.: Range-six diagrams with structure $\chi(1, 3, 2, 5)$
Figure D.8.: Range-six diagrams with structure $\chi(1, 2, 5, 4)$

\[
G^{(5),1}_{(1,2,5,4)} \rightarrow -2(J_8^{(5)} + J_{14}^{(5)}) \chi(1, 2, 5, 4)
\]
\[
G^{(5),2}_{(1,2,5,4)} \rightarrow J_8^{(5)} \chi(1, 2, 5, 4)
\]
\[
G^{(5),3}_{(1,2,5,4)} \rightarrow 0
\]
\[
\sum_i s^{(5),i}_{(1,2,5,4)} G^{(5),i}_{(1,2,5,4)} \rightarrow -2J_{14}^{(5)} \chi(1, 2, 5, 4)
\]

Figure D.9.: Range-six diagrams with structure $\chi(2, 1, 4, 5)$

\[
G^{(5),1}_{(2,1,4,5)} \rightarrow -2(J_9^{(5)} + J_{15}^{(5)}) \chi(2, 1, 4, 5)
\]
\[
G^{(5),2}_{(2,1,4,5)} \rightarrow J_9^{(5)} \chi(2, 1, 4, 5)
\]
\[
G^{(5),3}_{(2,1,4,5)} \rightarrow 0
\]
\[
\sum_i s^{(5),i}_{(2,1,4,5)} G^{(5),i}_{(2,1,4,5)} \rightarrow -2J_{15}^{(5)} \chi(2, 1, 4, 5)
\]
D.2. Integrals

The values of the integrals coming from the D-algebra applied to the supergraphs of the previous section are listed in Table D.1.

\[ J_1^{(5)} = \frac{1}{120\varepsilon^5} - \frac{1}{12\varepsilon^4} + \frac{11}{24\varepsilon^3} - \frac{19}{12\varepsilon^2} + \frac{14}{5\varepsilon} \]

\[ J_2^{(5)} = \frac{2}{15\varepsilon^5} - \frac{4}{15\varepsilon^4} - \frac{1}{6\varepsilon^3} + \frac{3}{10\varepsilon^2} + \frac{4}{15\varepsilon} \]

\[ J_3^{(5)} = \frac{2}{15\varepsilon^5} - \frac{2}{5\varepsilon^4} + \frac{1}{5\varepsilon^3} + \frac{4}{15\varepsilon^2} - \frac{1}{15\varepsilon} \]

\[ J_4^{(5)} = \frac{1}{20\varepsilon^5} - \frac{3}{10\varepsilon^4} + \frac{17}{20\varepsilon^3} - \frac{14}{15\varepsilon^2} + \frac{2}{5\varepsilon} \]

\[ J_5^{(5)} = \frac{3}{40\varepsilon^5} - \frac{3}{10\varepsilon^4} + \frac{17}{40\varepsilon^3} + \frac{1}{30\varepsilon^2} - \frac{1}{2\varepsilon} \]

\[ J_6^{(5)} = \frac{1}{20\varepsilon^5} - \frac{1}{5\varepsilon^4} + \frac{17}{60\varepsilon^3} - \frac{2}{15\varepsilon^2} + \frac{4}{15\varepsilon} \]

\[ J_7^{(5)} = \frac{3}{40\varepsilon^5} - \frac{17}{60\varepsilon^4} + \frac{43}{120\varepsilon^3} + \frac{7}{60\varepsilon^2} - \frac{8}{15\varepsilon} \]

\[ J_8^{(5)} = \frac{1}{30\varepsilon^5} - \frac{7}{30\varepsilon^4} + \frac{5}{6\varepsilon^3} - \frac{3}{2\varepsilon^2} + \frac{11}{30\varepsilon} \]

Table D.1.: Five-loop momentum integrals for the diagrams of Section D.1.
\[ J_9^{(5)} = \frac{1}{30\varepsilon^5} - \frac{11}{60\varepsilon^4} + \frac{7}{15\varepsilon^3} - \frac{19}{60\varepsilon^2} - \frac{14}{15\varepsilon} \]

\[ J_{10}^{(5)} = \frac{11}{120\varepsilon^5} - \frac{1}{3\varepsilon^4} + \frac{3}{8\varepsilon^3} + \frac{1}{6\varepsilon^2} - \frac{1}{30\varepsilon} \]

\[ J_{11}^{(5)} = -\frac{1}{10\varepsilon^3} + \frac{13}{30\varepsilon^2} - \frac{23}{30\varepsilon} \]

\[ J_{12}^{(5)} = -\frac{1}{60\varepsilon^3} + \frac{1}{12\varepsilon^2} - \frac{2}{5\varepsilon} \]

\[ J_{13}^{(5)} = -\frac{1}{20\varepsilon^3} + \frac{3}{20\varepsilon^2} - \frac{13}{30\varepsilon} \]

\[ J_{14}^{(5)} = -\frac{1}{5\varepsilon^3} + \frac{2}{3\varepsilon^2} - \frac{4}{15\varepsilon} \]

\[ J_{15}^{(5)} = -\frac{1}{30\varepsilon^3} + \frac{1}{30\varepsilon^2} + \frac{1}{3\varepsilon} \]

\[ J_{16}^{(5)} = -\frac{3}{20\varepsilon^3} + \frac{11}{60\varepsilon^2} + \frac{3}{10\varepsilon} \]

\[ J_{17}^{(5)} = -\frac{1}{15\varepsilon^3} + \frac{2}{15\varepsilon^2} + \frac{1}{15\varepsilon} \]

\[ J_{18}^{(5)} = \frac{1}{24\varepsilon^5} - \frac{1}{4\varepsilon^4} + \frac{5}{8\varepsilon^3} - \frac{1}{\varepsilon^2} \left( \frac{1}{12} + \frac{4\zeta(3)}{5} \right) - \frac{1}{\varepsilon} \left( \frac{5}{6} - \frac{4\zeta(3)}{5} - \frac{\pi^4}{300} \right) \]

\[ J_{19}^{(5)} = \frac{1}{24\varepsilon^5} - \frac{1}{6\varepsilon^4} + \frac{1}{8\varepsilon^3} + \frac{1}{\varepsilon^2} \left( \frac{1}{3} - \frac{\zeta(3)}{5} \right) - \frac{1}{\varepsilon} \left( \frac{1}{3} - \frac{4\zeta(5)}{5} + \frac{\pi^4}{300} \right) \]

Table D.1.: Five-loop momentum integrals for the diagrams of Section D.1. (continued)
Appendix E.

Five-loop wrapping diagrams

In this appendix, the results of the computation of all the five-loop wrapping diagrams that are needed for the calculation of Chapter 5 are presented. As usual, the symmetry factors $s^{(5),i}_{(\ldots)}$ of diagrams built starting from parity-symmetric chiral structures will be given when they are different from 1. Moreover, the colour factors $(g^2N)^5$ from the D-algebra and the $1/(4\pi)^{10}$ ones from the momentum integrals will not be shown explicitly. The results of D-algebra are written in terms of the momentum-space integrals listed in Section E.2.

E.1. The supergraphs

The wrapping diagrams containing only scalar interactions are shown in Figure E.1. Since none of them is symmetric under parity, the corresponding reflections have to be considered too, and the total contribution of this class of graphs becomes

$$\chi_{\text{chiral}} \rightarrow J_{22}^{(5)} (\chi(2, 1, 3, 4, 5) + \chi(4, 5, 3, 2, 1)) + J_{20}^{(5)} (\chi(1, 2, 3, 4, 5) + \chi(5, 4, 3, 2, 1)) + J_{21}^{(5)} (\chi(1, 3, 2, 5, 4) + \chi(5, 3, 4, 1, 2)) \rightarrow 2(J_{20}^{(5)} + J_{21}^{(5)} + 4J_{22}^{(5)}) M_5.$$  

(E.1.1)

Among the structures of the minimal independent set described in Chapter 5 which require at least one vector line, the non-symmetric ones are $\chi(2, 4, 1, 3)$, $\chi(3, 2, 1, 4)$,
\( W^{(5)}_{(2,1,3,4,5)} \rightarrow \chi(2, 1, 3, 4, 5) J^{(5)}_{22} \rightarrow 4 J^{(5)}_{22} M_5 \)
\( W^{(5)}_{(1,2,3,4,5)} \rightarrow \chi(1, 2, 3, 4, 5) J^{(5)}_{20} \rightarrow J^{(5)}_{20} M_5 \)
\( W^{(5)}_{(1,3,2,5,4)} \rightarrow \chi(1, 3, 2, 5, 4) J^{(5)}_{21} \rightarrow J^{(5)}_{21} M_5 \)

**Figure E.1.:** Wrapping diagrams with completely chiral structure

\[ \chi(1, 2, 3, 4), \chi(1, 4, 3, 2), \chi(1, 2, 3), \chi(2, 1, 4) \text{ and } \chi(2, 1). \]  The corresponding reflections under parity are

\[ \chi(2, 4, 1, 3) \rightarrow \chi(1, 3, 2, 4), \quad \chi(3, 2, 1, 4) \rightarrow \chi(2, 1, 3, 4), \]
\[ \chi(1, 2, 3, 4) \rightarrow \chi(4, 3, 2, 1), \quad \chi(1, 4, 3, 2) \rightarrow \chi(1, 2, 4, 3), \]
\[ \chi(1, 2, 3) \rightarrow \chi(3, 2, 1), \quad \chi(2, 1, 4) \rightarrow \chi(1, 3, 4), \]
\[ \chi(2, 1) \rightarrow \chi(1, 2). \]

For these structures, one must remember to add the corresponding reflected structure with the same coefficient when assembling the total wrapping contribution. When the structures are restricted to the length-five subsector, this is equivalent to doubling the matrix contribution from every non-symmetric structure of the independent set. The diagrams associated to the structures of the minimal set are listed in Figures E.2-E.12.

Remember that, as discussed in Chapter 5, on the length-five subsector the structures \( \chi(1, 2, 4) \) and \( \chi(1, 4, 3) \) are the same as \( \chi(2, 1, 4) \) and its reflection \( \chi(1, 3, 4) \). Similarly, \( \chi(1, 3) \) is the same structure as \( \chi(1, 4) \).
Figure E.2.: Wrapping diagrams with structure $\chi(2, 4, 1, 3)$

\[
W_{(2,4,1,3)}^{(5)} \rightarrow -(J_{20}^{(5)} + J_{21}^{(5)} + 2J_{24}^{(5)}) \chi(2, 4, 1, 3) \rightarrow -(J_{20}^{(5)} + J_{21}^{(5)} + 2J_{24}^{(5)}) M_5
\]

\[
W_{(2,4,1,3)}^{(5), 2} \rightarrow J_{20}^{(5)} \chi(2, 4, 1, 3) \rightarrow J_{20}^{(5)} M_5
\]

\[
W_{(2,4,1,3)}^{(5), 3} \rightarrow J_{21}^{(5)} \chi(2, 4, 1, 3) \rightarrow J_{21}^{(5)} M_5
\]

\[
W_{(2,4,1,3)}^{(5), 4} \rightarrow J_{22}^{(5)} \chi(2, 4, 1, 3) \rightarrow J_{22}^{(5)} M_5
\]

\[
\sum_i W_{(2,4,1,3)}^{(5), i} \rightarrow -2J_{24}^{(5)} \chi(2, 4, 1, 3) \rightarrow -2J_{24}^{(5)} M_5
\]

Figure E.3.: Wrapping diagrams with structure $\chi(3, 2, 1, 4)$

\[
W_{(3,2,1,4)}^{(5), 1} \rightarrow -(J_{20}^{(5)} + J_{22}^{(5)} + 2J_{25}^{(5)}) \chi(3, 2, 1, 4) \rightarrow 2(J_{20}^{(5)} + J_{22}^{(5)} + 2J_{25}^{(5)}) M_5
\]

\[
W_{(3,2,1,4)}^{(5), 2} \rightarrow J_{20}^{(5)} \chi(3, 2, 1, 4) \rightarrow -2J_{20}^{(5)} M_5
\]

\[
W_{(3,2,1,4)}^{(5), 3} \rightarrow J_{22}^{(5)} \chi(3, 2, 1, 4) \rightarrow -2J_{22}^{(5)} M_5
\]

\[
W_{(3,2,1,4)}^{(5), 4} \rightarrow 0
\]

\[
\sum_i W_{(3,2,1,4)}^{(5), i} \rightarrow -2J_{25}^{(5)} \chi(3, 2, 1, 4) \rightarrow 4J_{25}^{(5)} M_5
\]
\[ W^{(5)}_{(1,2,3,4)} \rightarrow -(J^{(5)}_{20} + J^{(5)}_{22} + 2J^{(5)}_{27}) \chi(1, 2, 3, 4) \rightarrow 2(J^{(5)}_{20} + J^{(5)}_{22} + 2J^{(5)}_{27}) M_5 \]

\[ W^{(5)}_{(1,2,3,4)} \rightarrow J^{(5)}_{22} \chi(1, 2, 3, 4) \rightarrow -2J^{(5)}_{22} M_5 \]

\[ W^{(5),3}_{(1,2,3,4)} \rightarrow J^{(5)}_{23} \chi(1, 2, 3, 4) \rightarrow -2J^{(5)}_{23} M_5 \]

\[ W^{(5),4}_{(1,2,3,4)} \rightarrow -J^{(5)}_{20} \chi(1, 2, 3, 4) \rightarrow 2J^{(5)}_{20} M_5 \]

\[ \sum_i W^{(5),i}_{(1,2,3,4)} \rightarrow (J^{(5)}_{1} - J^{(5)}_{20} - J^{(5)}_{23} - 2J^{(5)}_{27}) \chi(1, 2, 3, 4) \]

\[ \rightarrow -2(J^{(5)}_{1} - J^{(5)}_{20} - J^{(5)}_{23} - 2J^{(5)}_{27}) M_5 \]

**Figure E.4.** Wrapping diagrams with structure \( \chi(1, 2, 3, 4) \)

\[ W^{(5)}_{(1,4,3,2)} \rightarrow -(J^{(5)}_{20} + J^{(5)}_{22} + 2J^{(5)}_{27}) \chi(1, 4, 3, 2) \rightarrow 2(J^{(5)}_{20} + J^{(5)}_{22} + 2J^{(5)}_{27}) M_5 \]

\[ W^{(5),2}_{(1,4,3,2)} \rightarrow J^{(5)}_{20} \chi(1, 4, 3, 2) \rightarrow -2J^{(5)}_{20} M_5 \]

\[ W^{(5),3}_{(1,4,3,2)} \rightarrow J^{(5)}_{22} \chi(1, 4, 3, 2) \rightarrow -2J^{(5)}_{22} M_5 \]

\[ W^{(5),4}_{(1,4,3,2)} \rightarrow 0 \]

\[ \sum_i W^{(5),i}_{(1,4,3,2)} \rightarrow -2J^{(5)}_{27} \chi(1, 4, 3, 2) \rightarrow 4J^{(5)}_{27} M_5 \]

**Figure E.5.** Wrapping diagrams with structure \( \chi(1, 4, 3, 2) \)
Figure E.6.: Wrapping diagrams with structure $\chi(1, 3, 2)$

Figure E.7.: Wrapping diagrams with structure $\chi(2, 1, 3)$
Figure E.8.: Wrapping diagrams with structure $\chi(1,2,3)$

\[
\begin{align*}
W^{(5),1}_{(1,2,3)} &\rightarrow -(J^{(5)}_{22} + J^{(5)}_{23} + 2J^{(5)}_{26}) \chi(1,2,3) \rightarrow -(J^{(5)}_{22} + J^{(5)}_{23} + 2J^{(5)}_{26}) M_5 \\
W^{(5),2}_{(1,2,3)} &\rightarrow J^{(5)}_{22} \chi(1,2,3) \rightarrow J^{(5)}_{22} M_5 \\
W^{(5),3}_{(1,2,3)} &\rightarrow (J^{(5)}_{22} + J^{(5)}_{23} + 2J^{(5)}_{26}) \chi(1,2,3) \rightarrow (J^{(5)}_{22} + J^{(5)}_{23} + 2J^{(5)}_{26}) M_5 \\
W^{(5),4}_{(1,2,3)} &\rightarrow -J^{(5)}_{22} \chi(1,2,3) \rightarrow -J^{(5)}_{22} M_5
\end{align*}
\]

\[\sum_i W^{(5),i}_{(1,2,3)} \rightarrow 0\]

Figure E.9.: Wrapping diagrams with structure $\chi(2,1)$

\[
\begin{align*}
W^{(5),1}_{(2,1)} &\rightarrow -J^{(5)}_{20} \chi(2,1) \rightarrow -J^{(5)}_{20} M_5 \\
W^{(5),2}_{(2,1)} &\rightarrow (J^{(5)}_{22} + J^{(5)}_{23} + 2J^{(5)}_{26}) \chi(2,1) \rightarrow (J^{(5)}_{22} + J^{(5)}_{23} + 2J^{(5)}_{26}) M_5 \\
W^{(5),3}_{(2,1)} &\rightarrow J^{(5)}_{20} \chi(2,1) \rightarrow J^{(5)}_{20} M_5 \\
W^{(5),4}_{(2,1)} &\rightarrow -J^{(5)}_{22} \chi(2,1) \rightarrow -J^{(5)}_{22} M_5
\end{align*}
\]

\[\sum_i W^{(5),i}_{(2,1)} \rightarrow -(J^{(5)}_{20} - J^{(5)}_{20} - J^{(5)}_{23} - 2J^{(5)}_{26}) \chi(2,1) \rightarrow -(J^{(5)}_{20} - J^{(5)}_{20} - J^{(5)}_{23} - 2J^{(5)}_{26}) M_5\]
Figure E.10.: Wrapping diagrams with structure $\chi(1)$
Five-loop wrapping diagrams

\[
W^{(5)}_{(2,1,4),1} \rightarrow -(J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)}) \chi(2,1,4) \rightarrow -(J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)})M_5
\]

\[
W^{(5)}_{(2,1,4),2} \rightarrow -J_{22}^{(5)} \chi(2,1,4) \rightarrow -J_{22}^{(5)}M_5
\]

\[
W^{(5)}_{(2,1,4),3} \rightarrow J_{22}^{(5)} \chi(2,1,4) \rightarrow J_{22}^{(5)}M_5
\]

\[
W^{(5)}_{(2,1,4),4} \rightarrow (J_{21}^{(5)} + J_{23}^{(5)} + 2(J_{32}^{(5)} - J_{35}^{(5)} - J_{34}^{(5)} + i\epsilon_{\mu\nu\rho\sigma}J_{35}^{(5)}\mu\nu\rho\sigma)) \chi(2,1,4)
\]

\[
\rightarrow (J_{21}^{(5)} + J_{23}^{(5)} + 2(J_{32}^{(5)} - J_{35}^{(5)} - J_{34}^{(5)} + i\epsilon_{\mu\nu\rho\sigma}J_{35}^{(5)}\mu\nu\rho\sigma))M_5
\]

\[
W^{(5)}_{(2,1,4),5} \rightarrow J_{20}^{(5)} \chi(2,1,4) \rightarrow J_{20}^{(5)}M_5
\]

\[
W^{(5)}_{(2,1,4),6} \rightarrow -J_{20}^{(5)} \chi(2,1,4) \rightarrow -J_{20}^{(5)}M_5
\]

\[
W^{(5)}_{(2,1,4),7} \rightarrow J_{22}^{(5)} \chi(2,1,4) \rightarrow J_{22}^{(5)}M_5
\]

\[
W^{(5)}_{(2,1,4),8} \rightarrow -J_{21}^{(5)} \chi(2,1,4) \rightarrow -J_{21}^{(5)}M_5
\]

\[
W^{(5)}_{(2,1,4),9} \rightarrow (J_{20}^{(5)} + 2J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)} + 4J_{26}^{(5)} + 2J_{27}^{(5)} + 4J_{30}^{(5)}) \chi(2,1,4)
\]

\[
\rightarrow (J_{20}^{(5)} + 2J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)} + 4J_{26}^{(5)} + 2J_{27}^{(5)} + 4J_{30}^{(5)})M_5
\]

\[
W^{(5)}_{(2,1,4),10} \rightarrow -(J_{20}^{(5)} + J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)}) \chi(2,1,4) \rightarrow -(J_{20}^{(5)} + J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)})M_5
\]

\[
W^{(5)}_{(2,1,4),11} \rightarrow -(J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)}) \chi(2,1,4) \rightarrow -(J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)})M_5
\]

\[
W^{(5)}_{(2,1,4),12} \rightarrow -(J_{20}^{(5)} + J_{22}^{(5)} + 2J_{27}^{(5)}) \chi(2,1,4) \rightarrow -(J_{20}^{(5)} + J_{22}^{(5)} + 2J_{27}^{(5)})M_5
\]

\[
\sum_i W^{(5)}_{(2,1,4),i} \rightarrow 2(2J_{20}^{(5)} + J_{22}^{(5)} - J_{33}^{(5)} - J_{34}^{(5)} + i\epsilon_{\mu\nu\rho\sigma}J_{35}^{(5)}\mu\nu\rho\sigma) \chi(2,1,4)
\]

\[
\rightarrow 2(2J_{20}^{(5)} + J_{22}^{(5)} - J_{33}^{(5)} - J_{34}^{(5)} + i\epsilon_{\mu\nu\rho\sigma}J_{35}^{(5)}\mu\nu\rho\sigma)M_5
\]

**Figure E.11.**: Wrapping diagrams with structure $\chi(2,1,4)$
Five-loop wrapping diagrams

$W^{(5),1}_{(1,4)} (\times 2)$, $W^{(5),2}_{(1,4)} (\times 2)$, $W^{(5),3}_{(1,4)} (\times 2)$, $W^{(5),4}_{(1,4)} (\times 2)$, $W^{(5),5}_{(1,4)} (\times 2)$, $W^{(5),6}_{(1,4)} (\times 2)$, $W^{(5),7}_{(1,4)} (\times 2)$, $W^{(5),8}_{(1,4)} (\times 2)$, $W^{(5),9}_{(1,4)} (\times 2)$, $W^{(5),10}_{(1,4)}$, $W^{(5),11}_{(1,4)} (\times 2)$, $W^{(5),12}_{(1,4)} (\times 2)$, $W^{(5),13}_{(1,4)} (\times 2)$, $W^{(5),14}_{(1,4)} (\times 2)$, $W^{(5),15}_{(1,4)} (\times 2)$, $W^{(5),16}_{(1,4)} (\times 2)$, $W^{(5),17}_{(1,4)} (\times 2)$, $W^{(5),18}_{(1,4)} (\times 2)$, $W^{(5),19}_{(1,4)}$, $W^{(5),20}_{(1,4)}$

\[
W^{(5),1}_{(1,4)} \to (J_{21}^{(5)} + J_{23}^{(5)} + 2(J_{22}^{(5)} - J_{33}^{(5)} - J_{34}^{(5)} + i \epsilon_{\mu\nu\rho\sigma} J_{35}^{(5)} \mu\nu\rho\sigma)) \chi(1, 4)
\]
\[
\to (J_{21}^{(5)} + J_{23}^{(5)} + 2(J_{22}^{(5)} - J_{33}^{(5)} - J_{34}^{(5)} + i \epsilon_{\mu\nu\rho\sigma} J_{35}^{(5)} \mu\nu\rho\sigma)) M_5
\]

$W^{(5),2}_{(1,4)} \to 0$

$W^{(5),3}_{(1,4)} \to -J_{21}^{(5)} \chi(1, 4) \to -J_{21}^{(5)} M_5$

$W^{(5),4}_{(1,4)} \to -(J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)}) \chi(1, 4) \to -(J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)}) M_5$

$W^{(5),5}_{(1,4)} \to -J_{22}^{(5)} \chi(1, 4) \to -J_{22}^{(5)} M_5$

$W^{(5),6}_{(1,4)} \to J_{22}^{(5)} \chi(1, 4) \to J_{22}^{(5)} M_5$

$W^{(5),7}_{(1,4)} \to 0$

$W^{(5),8}_{(1,4)} \to J_{22}^{(5)} \chi(1, 4) \to J_{22}^{(5)} M_5$

$W^{(5),9}_{(1,4)} \to -(J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)}) \chi(1, 4) \to -(J_{22}^{(5)} + J_{23}^{(5)} + 2J_{26}^{(5)}) M_5$

$W^{(5),10}_{(1,4)} \to 0$

$W^{(5),11}_{(1,4)} \to 2(J_{22}^{(5)} + J_{23}^{(5)} + 4J_{26}^{(5)} + 2J_{31}^{(5)}) \chi(1, 4) \to 2(J_{22}^{(5)} + J_{23}^{(5)} + 4J_{26}^{(5)} + 2J_{31}^{(5)}) M_5$

$W^{(5),12}_{(1,4)} = W^{(5),13}_{(1,4)} = W^{(5),14}_{(1,4)} \to 0$

$W^{(5),15}_{(1,4)} \to -J_{21}^{(5)} \chi(1, 4) \to -J_{21}^{(5)} M_5$

$W^{(5),16}_{(1,4)} \to J_{21}^{(5)} \chi(1, 4) \to J_{21}^{(5)} M_5$

$W^{(5),17}_{(1,4)} = W^{(5),18}_{(1,4)} = W^{(5),19}_{(1,4)} = W^{(5),20}_{(1,4)} \to 0$

$\sum_i W^{(5),i}_{(1,4)} \to 4(J_{31}^{(5)} + J_{32}^{(5)} - J_{33}^{(5)} - J_{34}^{(5)} + i \epsilon_{\mu\nu\rho\sigma} J_{35}^{(5)} \mu\nu\rho\sigma) \chi(1, 4)$

$\to 4(J_{31}^{(5)} + J_{32}^{(5)} - J_{33}^{(5)} - J_{34}^{(5)} + i \epsilon_{\mu\nu\rho\sigma} J_{35}^{(5)} \mu\nu\rho\sigma) M_5$

**Figure E.12.**: Wrapping diagrams with structure $\chi(1, 4)$
E.2. Integrals

In this section the divergent parts of the required five-loop momentum integrals are listed. All the computations have been performed using the GPXT, and the factor $1/(4\pi)^{10}$ in each integral has been omitted. Note that the explicit value of integral $J^{(5)}_{35}^{\mu \nu \rho \sigma}$ is not needed since this integral appears only for the structures $\chi(2, 1, 4)$ and $\chi(1, 4)$, and the two contributions exactly cancel each other thanks to the antisymmetry of $\epsilon_{\mu \nu \rho \sigma}$.

\begin{align*}
J^{(5)}_{20} &= \frac{1}{120\varepsilon^5} - \frac{1}{12\varepsilon^4} + \frac{11}{24\varepsilon^3} - \frac{19}{12\varepsilon^2} + \frac{1}{\varepsilon} \left( \frac{14}{5} - 4\zeta(5) \right) \\
J^{(5)}_{21} &= \frac{1}{15\varepsilon^5} - \frac{1}{4\varepsilon^4} + \frac{1}{5\varepsilon^3} + \frac{29}{60\varepsilon^2} - \frac{1}{\varepsilon} \left( \frac{19}{30} - 4\zeta(3) \right) \\
J^{(5)}_{22} &= \frac{1}{40\varepsilon^5} - \frac{1}{6\varepsilon^4} + \frac{61}{120\varepsilon^3} - \frac{17}{30\varepsilon^2} - \frac{1}{\varepsilon} \left( \frac{1}{6} - 4\zeta(3) \right) \\
J^{(5)}_{23} &= \frac{14}{\varepsilon} \zeta(7) \\
J^{(5)}_{24} &= -\frac{1}{20\varepsilon^3} + \frac{3}{20\varepsilon^2} + \frac{1}{\varepsilon} \left( \frac{1}{6} + \frac{6\zeta(3)}{5} \right) - 2\zeta(5) \\
J^{(5)}_{25} &= -\frac{1}{10\varepsilon^3} + \frac{13}{30\varepsilon^2} - \frac{1}{\varepsilon} \left( \frac{1}{6} - \frac{6\zeta(3)}{5} \right) + 2\zeta(5) \\
J^{(5)}_{26} &= -\frac{2\zeta(5)}{\varepsilon} \\
J^{(5)}_{27} &= -\frac{1}{60\varepsilon^3} + \frac{1}{12\varepsilon^2} + \frac{1}{\varepsilon} \left( \frac{1}{5} + \frac{6\zeta(3)}{5} \right) - 2\zeta(5)
\end{align*}

Table E.1.: Momentum integrals for five-loop wrapping diagrams
\[ J_{28}^{(5)} = \frac{1}{5\varepsilon^2} - \frac{1}{\varepsilon} \left( \frac{19}{20} + \frac{4\zeta(3)}{5} \right) \]

\[ J_{29}^{(5)} = \frac{1}{20\varepsilon^2} - \frac{1}{\varepsilon} \left( \frac{13}{20} + \frac{4\zeta(3)}{5} \right) \]

\[ J_{30}^{(5)} = \frac{1}{\varepsilon} \left( \frac{9}{10} + \frac{11\zeta(3)}{5} - 2\zeta(5) \right) \]

\[ J_{31}^{(5)} = -\frac{1}{\varepsilon} \left( \frac{9}{10} + 2\zeta(3) - 7\zeta(7) \right) \]

\[ J_{32}^{(5)} = -\frac{1}{\varepsilon} \left( \frac{1}{5} + \frac{2\zeta(3)}{5} + 2\zeta(5) - \frac{7\zeta(7)}{2} \right) \]

\[ J_{33}^{(5)} = -\frac{1}{\varepsilon} \left( \frac{3}{10} + \frac{3\zeta(3)}{5} - 2\zeta(5) \right) \]

\[ J_{34}^{(5)} = \frac{1}{\varepsilon} \left( \frac{1}{10} + \frac{\zeta(3)}{5} - 2\zeta(5) + \frac{7\zeta(7)}{2} \right) \]

\[ J_{35}^{(5)} = \nabla_{\mu} \nabla_{\nu} \nabla_{\rho} \nabla_{\sigma} \]

Table E.1.: Momentum integrals for five-loop wrapping diagrams (continued)
Appendix F.

The Gegenbauer Polynomial $x$-space Technique

In this appendix, the main features of the Gegenbauer Polynomial $x$-space Technique (GPXT) [161] for the computation of integrals will be reviewed. First of all, the details of the steps that must be performed for a typical integral will be described. Then, an explicit example will be presented. The GPXT has been used for all the integrals required in this thesis.

F.1. Description of the technique

The power of the GPXT for the analysis of integrals related to Feynman diagrams derives from the fact that in $x$-space (that is, coordinate space) a propagator always depends on the difference of only two vectors. In momentum space ($p$-space), on the contrary, diagrams exist such that it is impossible to choose the integration momenta so that every propagator depends only on two variables.

The first step in the calculation of momentum integrals by means of the GPXT is their transformation to $x$-space, which is realized by means of the Fourier transform. All the computations are performed using dimensional regularization in a spacetime with $d = 4 - 2\varepsilon$ dimensions. It is useful to introduce the quantity $\lambda = d/2 - 1 = 1 - \varepsilon$. 
F.1.1. Fourier transform

A generic $L$-loop momentum integral $I$ with $P$ propagators, written in momentum space and with a single non-vanishing external momentum,

$$I = \frac{1}{(2\pi)^{Ld}} \int \frac{d^d k_1 \cdots d^d k_L}{\prod_1 \cdots \prod_P}, \quad (F.1.1)$$

can be transformed to coordinate space through the Fourier transform

$$\frac{1}{k^2} = \frac{\Gamma(\lambda)}{\pi^{\lambda+1}} \int \frac{e^{2ik \cdot x}}{x^{2\lambda}} d^d x, \quad (F.1.2)$$

and the result reads

$$I = \frac{\Gamma(\lambda)^P}{(2\pi \bar{\pi}^P)^{\lambda+1}} \int \frac{e^{2ip (x_{\text{out}} - x_{\text{in}})}}{X_1 \cdots X_P} d^d x_1 \cdots d^d x_{P-L}, \quad (F.1.3)$$

where $p$ is the external momentum, $x_{\text{in}}$ and $x_{\text{out}}$ are the vertices where the total external momentum enters and leaves the graph, and the $X_i$ are the scalar propagators as functions of the $x$-space coordinates.

Moments in the numerator of the integral correspond to derivatives in $x$-space, and can be simplified according to

$$\frac{k^\mu}{k^2} = \frac{\Gamma(\lambda)}{\pi^{\lambda+1}} \frac{1}{2i} \int \partial_\mu e^{2ik \cdot x}/x^{2\lambda} d^d x = -i\lambda \frac{\Gamma(\lambda)}{\pi^{\lambda+1}} \int e^{2ik \cdot x} x^\mu/x^{2(\lambda+1)} d^d x, \quad (F.1.4)$$

$$\frac{k^\mu k^\nu}{k^2} = -\frac{\Gamma(\lambda)}{\pi^{\lambda+1}} \frac{\lambda(\lambda + 1)}{2} \int e^{2ik \cdot x} x^{(\mu, \nu)}/x^{2(\lambda+1)} d^d x, \quad (F.1.5)$$

where $x_1^{(\mu, \nu)} x_2^{(\mu, \nu)}$ is the traceless product, defined in terms of $x_1$, $x_2$ and of the spacetime metric $g^{\mu\nu}$ as

$$x_1^{(\mu, \nu)} x_2^{(\mu, \nu)} = x_1^{\mu} x_2^{\nu} - \frac{x_1 \cdot x_2}{d} g^{\mu\nu}. \quad (F.1.6)$$

For a given $d$-dimensional vector $x$, it is useful to denote its angular part, that is the unit vector with the same direction, as $\hat{x}$, and the square of the radial part as $r = x^2$. 

With these definitions, the integration measure $d^d x$ can be written as

$$d^d x = \frac{1}{2} \Omega_{d-1} r^\lambda d r \, d\hat{x},$$

where

$$\Omega_{d-1} = \frac{2\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)}$$

is the volume of the $(d - 1)$-dimensional unit sphere.

**F.1.2. Properties of the Gegenbauer polynomials**

After the transformation of the integral from momentum space to $x$-space, the fundamental step in the GPXT is the expansion of the scalar propagators in series of Gegenbauer polynomials $C_n^\lambda$. Such expansion allows to separate the dependence of the propagators on radial and angular variables

$$\frac{1}{(x_1 - x_2)^{2\lambda}} = \frac{1}{\max(r_1, r_2)\lambda} \sum_{n=0}^{\infty} C_n^\lambda(\hat{x}_1 \cdot \hat{x}_2) \left[ \frac{\min(r_1, r_2)}{\max(r_1, r_2)} \right]^\lambda .$$

Thanks to translation symmetry, it is possible to put one of the points of the diagram at the origin $x = 0$ of the space. All the propagators starting from this node, which is named the root vertex, will be of the simplified form $1/x_1^{2\lambda} = 1/r_1^\lambda$, and therefore there will be no need to expand them using (F.1.9). For this reason, a wise choice of the root vertex can simplify the whole calculation, by reducing the number of infinite summations coming from (F.1.9). The vertex of the graph with the highest number of outgoing lines is typically the best choice for the root vertex. If derivatives are present in some numerators, they should be moved onto lines connected to the root vertex by means of repeated integration by parts, thus reducing the original problem to the computation of a set of simpler integrals.
The Gegenbauer polynomials are orthogonal, and the orthogonality identity can be written as

\[
\int_{-1}^{1} (1 - z^2)^{\lambda - \frac{1}{2}} C_\lambda^m(z) C_\lambda^n(z) dz = \frac{\pi 2^{1-2\lambda} \Gamma(n + 2\lambda)}{n!(n + \lambda)\Gamma(\lambda)^2} \delta_{mn} , \tag{F.1.10}
\]
or, in terms of angular variables, in the simplified form

\[
\int C_\lambda^m(\hat{x}_1 \cdot \hat{x}) C_\lambda^n(\hat{x} \cdot \hat{x}_2) d\hat{x} = \frac{\lambda}{\lambda + n} C_\lambda^n(\hat{x}_1 \cdot \hat{x}_2) \delta_{mn} . \tag{F.1.11}
\]

As \( \hat{x} \cdot \hat{x} = 1 \), the values of the polynomials for \( z = 1 \) are often needed

\[
C_\lambda^n(1) = \frac{\Gamma(n + 2\lambda)}{n!\Gamma(2\lambda)} . \tag{F.1.12}
\]
The scalar product \( k_1 \cdot k_2 \) of two different momenta can be written in terms of \( x_1 \) and \( x_2 \) using (F.1.4), and simplified according to

\[
x_1^{(\mu_1, \ldots, \mu_n)} x_2^{(\mu_1, \ldots, \mu_n)} = \frac{n!\Gamma(\lambda)}{2^n\Gamma(\lambda + n)} C_\lambda^n(\hat{x}_1 \cdot \hat{x}_2)(r_1 r_2)^{n} . \tag{F.1.13}
\]
The exponential function too can be expanded in a series of Gegenbauer polynomials

\[
e^{2ip \cdot x} = \Gamma(\lambda) \sum_{n=0}^{\infty} i^n (n + \lambda) C_\lambda^n(\hat{p} \cdot \hat{x})(p^2 r)^{\frac{n}{2}} j_{n+\lambda}(p^2 r) , \tag{F.1.14}
\]
where the functions \( j_{n+\lambda}(z) \) are defined in terms of the standard Bessel ones \( J_n \) as

\[
j_{n+\lambda}(z) = \frac{1}{\sqrt{z}} J_n(2\sqrt{z}) . \tag{F.1.15}
\]

Once all the propagators, scalar products and exponential terms have been expanded into series of Gegenbauer polynomials, the dependency of the whole integral on the angular integration variables is completely separated from the one on radial variables.
F.1.3. Computation of the $x$-space integral

To proceed with the computation, the integration with respect to each variable must be split into its angular and radial parts. Then it is possible to perform all the angular integrations, by repeatedly using (F.1.11). Every Kronecker delta appearing as a consequence of the application of (F.1.11) can be used to eliminate one of the infinite summations produced by the expansions (F.1.9) and (F.1.14). If some of the $\hat{x}_i$ appear in the arguments of more than two polynomials, in order to be able to apply (F.1.11) one must first decompose products of Gegenbauer polynomials in Clebsch-Gordan series according to

$$C_\lambda^m(z)C_\lambda^n(z) = \sum_{j=|m-n| \atop j \in \mathbb{N}}^{m+n} D_\lambda(m, n, j)C_\lambda^j(z),$$

where

$$D_\lambda(m, n, j) = \frac{j!(j + \lambda)\Gamma(m+n+j+2\lambda)}{\Gamma(\lambda)^2\Gamma(\frac{m+n+j}{2}+\lambda+1)\Gamma(j+2\lambda)} \frac{\Gamma(-m+n+j+2\lambda)\Gamma(\frac{m-n+j}{2}+\lambda)\Gamma(\frac{m+n-j}{2}+\lambda)}{\Gamma(-m+n+\lambda+1)\Gamma(\frac{m-n+\lambda+1}{2})\Gamma(\frac{m+n-\lambda+1}{2})}.$$  

(F.1.16)

Since $\lambda > 0$, the coefficients $D_\lambda(m, n, j)$ never become singular for $\varepsilon \to 0$.

As far as the radial integrations are concerned, because of the presence of the max and min functions in the integrand, the integration domain must be split into $(P - L)!$ subdomains according to all the possible permutations of the radial variables. The radial integral is thus reduced to the sum of $(P - L)!$ integrals of standard functions free of max and min functions. It is therefore important to recognize all the possible symmetries of the integrand in order to reduce the number of independent domains that must be actually considered explicitly. In any case, the huge number of required domains makes the whole method feasible only in a computer implementation, where the task of radial integrations is completely automated.

The outcome of the angular and radial integrations is a function of $\lambda$ and of the indices of the infinite summations that survived after all the previous steps. Once these summations have been performed, the final result is found. If only the divergent part of
the result is required, it is in general easier to expand the partial result in powers of $1/\varepsilon$
before the final summations.

F.1.4. Infrared regularization

If the final goal of the computation of the integral is only the determination of its divergent part, it is possible to achieve a great simplification by neglecting the exponential function, which does not alter the ultraviolet behaviour of the integral [161]. As this is equivalent to putting the external momentum to zero, which would introduce infrared divergences, a regulator is required. The simplest possibility is to introduce an infrared cutoff $R$ on the radial integrations. After all the radial integrations have been performed, the result can be expanded into a Laurent series, where the coefficients of the divergent terms are independent of $R$, once subdivergences have been subtracted. The $R$-dependent finite parts must be discarded.

The cancellation of the external momentum simplifies the integration because it prevents the appearance of the Bessel functions and reduces by one the number of infinite summations. Thanks to the absence of the Bessel functions, the integrand in each subdomain is a simple monomial in the $r_i$ variables, and the automatic processing of the integrals can be made much more efficient. Obviously, if subdivergences are present they must be dealt with by means of the same cutoff, so that they can be subtracted consistently in the end.

For integrals with more than one derivative on the same line, an additional regularization is required to obtain the correct extension of the traceless products to arbitrary dimensions. In [20], an explicit example of this more complicated situation is analyzed in detail.

F.2. Example

As an explicit example, the GPXT will now be applied to find the pole part of the four-loop integral with non-trivial numerator of Figure F.1 [20]. This integral is required for
the calculation of $J_{13}^{(4)}$, being one of the terms that are produced when the momenta in $J_{13}^{(4)}$ are moved by means of integrations by parts.

The pair of arrows of the same type represents as usual the contraction of the momenta flowing along the corresponding lines. In this case, the best choice for the root vertex is the node labeled by 0 in (F.2). Using (F.1.12) and (F.1.14), the integral $I$ in $x$-space reads

$$I = -\lambda^2 \frac{\Gamma(\lambda)^9}{(2^8 \pi^9)^{1+\lambda}} \int \frac{d^d x_1 d^d x_2 d^d x_3 d^d x_4 d^d x_5 (x_4 \cdot x_5) e^{2i p (x_3 - x_1)}}{x_2^{4\lambda}(x_2^2 x_5^2)^{1+\lambda} (\Delta_{1,2}^2 \Delta_{2,3}^2 \Delta_{3,4}^2 \Delta_{4,5}^2 \Delta_{5,1}^2)^\lambda}, \quad (F.2.1)$$

where $\Delta_{i,j}^2$ has been defined as

$$\Delta_{i,j}^2 = \frac{1}{(x_i - x_j)^{2\lambda}}. \quad (F.2.2)$$

It is now possible to split the five integrations into their angular and radial parts. Note that the simple propagators $1/r_i^\lambda$ with trivial numerator are cancelled by the corresponding $r_i^\lambda$ factors from the integration measure.

The scalar product $(x_4 \cdot x_5)$ can be simplified thanks to (F.1.13) with $n = 1$, and the integral becomes

$$I = -\lambda \frac{\Gamma(\lambda)^9}{2(2^8 \pi^9)^{1+\lambda}} \left( \frac{\Omega_{d-1}}{2} \right)^5 \sum_{j,k,l,n,q=0}^\infty \mathcal{R}_\lambda(j,k,l,n,q) \mathcal{A}_\lambda(j,k,l,n,q), \quad (F.2.3)$$

where $\mathcal{R}_\lambda(j,k,l,n,q)$ and $\mathcal{A}_\lambda(j,k,l,n,q)$ are the radial and angular parts respectively.

With the introduction of the notation $m_{i,j} = \min(r_i, r_j)$, $M_{i,j} = \max(r_i, r_j)$, the explicit
expression for the radial part is

\[
\mathcal{R}_\lambda(j, k, l, n, q) = \int_0^R dr_1 \int_0^R dr_2 \int_0^R dr_3 \int_0^R dr_4 \int_0^R dr_5 \frac{\,(r_1 r_3)^\lambda}{r_2^2(r_4 r_5)^{1/2}(M_{1,2} M_{2,3} M_{3,4} M_{4,5} M_{5,1})^\lambda} \\
\times \left( \frac{m_{1,2}}{M_{1,2}} \right)^{\frac{j}{2}} \left( \frac{m_{2,3}}{M_{2,3}} \right)^{\frac{k}{2}} \left( \frac{m_{3,4}}{M_{3,4}} \right)^{\frac{l}{2}} \left( \frac{m_{4,5}}{M_{4,5}} \right)^{\frac{n}{2}} \left( \frac{m_{5,1}}{M_{5,1}} \right)^{\frac{q}{2}}.
\]  

(F.2.4)

As for the angular part, according to (F.1.13) the scalar product \((\hat{x}_4 \cdot \hat{x}_5)\) produces a factor \(C_\lambda(\hat{x}_4 \cdot \hat{x}_5)\) in addition to the \(C_\lambda(\hat{x}_4 \cdot \hat{x}_5)\) coming from the expansion of the propagator. Since both \(\hat{x}_4\) and \(\hat{x}_5\) also enter other polynomials, the product of these two Gegenbauer polynomials must be reduced using (F.1.16) and \(A_\lambda(j, k, l, n, q)\) reads

\[
A_\lambda(j, k, l, n, q) = \sum_{s=|n-1|}^{n+1} D_\lambda(1, n, s) \int d\hat{x}_1 \ldots d\hat{x}_5 \\
C_j^\lambda(\hat{x}_1 \cdot \hat{x}_2)C_k^\lambda(\hat{x}_2 \cdot \hat{x}_3)C_l^\lambda(\hat{x}_3 \cdot \hat{x}_4)C_s^\lambda(\hat{x}_4 \cdot \hat{x}_5)C_q^\lambda(\hat{x}_5 \cdot \hat{x}_1).  
\]  

(F.2.5)

This expression can be simplified by means of the repeated application of (F.1.11)

\[
A_\lambda(j, k, l, n, q) = \delta_{jk} \delta_{jl} \delta_{jq}(\delta_{n,j+1} + \delta_{n,j-1}) \frac{\lambda^4}{(j + \lambda)^4} D_\lambda(1, n, j)C_j^\lambda(1).  
\]  

(F.2.6)

The Kronecker deltas in \(A_\lambda(j, k, l, n, q)\) reduce the original five series to a single infinite summation on the index \(j\) and a finite sum on \(n\), which for every value of \(j\) can assume only the values \(j \pm 1\). Note that in general it is easier to perform the radial integrations by exploiting the appearance of such deltas, thus reducing the number of indices on which the radial integrand depends.

The result of the radial integrations is a complicated rational function of \(\lambda, j\) and \(n\), proportional to \(R_4^4\). Defining

\[
K_\lambda(j, n) = -\frac{\lambda}{2} \left( \frac{\Gamma(\lambda)^9}{(2\pi)^{1+\lambda}} \right) \frac{\lambda^4}{(j + \lambda)^4} D_\lambda(1, n, j)C_j^\lambda(1)R(j, j, j, n, j),
\]  

(F.2.7)
the integral can be written as

\[ I = K_\lambda(0, 1) + \sum_{j=1}^{\infty} [K_\lambda(j, j + 1) + K_\lambda(j, j - 1)] . \]  \hspace{1cm} (F.2.8)

To perform the summation explicitly, it is necessary to expand each term in a Laurent series for \( \varepsilon \to 0 \), keeping only the pole part. The poles \( 1/\varepsilon^k \) with \( k > 1 \) come only from the term \( K(0, 1) \), whereas all the other terms contribute only to the coefficient of the first-order pole \( 1/\varepsilon \). At this point the series can be summed and the final result for the divergent part of \( I \) is found, as a sum of poles from \( 1/\varepsilon^4 \) to \( 1/\varepsilon \). Owing to the presence of subdivergences, the coefficients in this expansion are rather complicated expressions involving powers of \( \log R \). The final step to make is the subtraction of subdivergences, which removes all the dependence on \( R \), producing the final result

\[ I \to \frac{1}{(4\pi)^8} \left[ \frac{1}{6\varepsilon^4} - \frac{1}{6\varepsilon^3} - \frac{3}{4\varepsilon^2} + \frac{1}{\varepsilon} \left( \frac{11}{12} - \zeta(3) \right) \right] . \]  \hspace{1cm} (F.2.9)
Appendix G.

Generalized triangle rules

This appendix is about the generalization of the standard triangle rule [172, 187] for integration by parts to the case of integrals with non-trivial numerators. The generalized rules are first derived following the method of [172]. Then, an example of their application to the analysis of the integrals required in Chapter 6 is presented. Finally, the results for the set of integrals with up to seven loops that are needed to compute all the integrals of Chapter 6 by means of recurrence relations, are given.

G.1. Derivation of the rules

In order to study triangle identities, it is useful to work with integrals in momentum space, rather than in $x$-space. The fundamental relations in this case are [161]

\[
\begin{align*}
\begin{array}{c}
\alpha \\
\beta \\
\end{array}
\end{align*}
\quad = \frac{1}{(4\pi)^d} \int \frac{d^d l}{l^{2\alpha}(l+p)^{2\beta}} = G(\alpha, \beta) \frac{1}{(p^2)^{\alpha+\beta-d/2}} = G(\alpha, \beta) \frac{g(\alpha, \beta)}{\alpha + \beta - d/2}, \quad (G.1.1)
\]

\[
\begin{align*}
\begin{array}{c}
\alpha \\
\beta \\
\end{array}
\end{align*}
\quad = \frac{1}{(4\pi)^d} \int \frac{d^d l}{l^{2\alpha}(l+p)^{2\beta}} = G^{(1)}(\alpha, \beta) \frac{1}{p^\mu (p^2)^{\alpha+\beta-d/2}} = G^{(1)}(\alpha, \beta) \frac{g(\alpha, \beta)}{\alpha + \beta - d/2}, \quad (G.1.2)
\]

\[
\begin{align*}
\begin{array}{c}
\alpha \\
\beta \\
\end{array}
\end{align*}
\quad = \frac{1}{(p^2)^\alpha} \frac{1}{(p^2)^\beta} = \frac{\alpha + \beta}{(p^2)^{\alpha+\beta}}, \quad (G.1.3)
\]
where \( g(\alpha, \beta) = \alpha + \beta - d/2 \) and

\[
G(\alpha, \beta) = \frac{\Gamma(\alpha + \beta - d/2)\Gamma(d/2 - \alpha)\Gamma(d/2 - \beta)}{(4\pi)^{d/2}\Gamma(\alpha)\Gamma(\beta)\Gamma(d - \alpha - \beta)}, \quad (G.1.4)
\]

\[
G^{(1)}(\alpha, \beta) = \frac{2 - \alpha - \varepsilon}{4 - 2\varepsilon - \alpha - \beta} G(\alpha, \beta). \quad (G.1.5)
\]

The standard triangle rule was derived in [172, 187] using the technique of integration by parts. This rule allows to simplify the computation of integrals by exploiting the possible existence of particular triangular subgraphs, and reads

\[
\begin{align*}
\alpha & \quad \beta \\
\beta & \quad \alpha
\end{align*}
= \Delta(\alpha, \beta) \quad h(\alpha, \beta) \quad + C(\alpha, \beta) \quad \alpha + 1 \quad \beta \\
\beta & \quad \alpha + 1
\end{align*}
\quad , \quad (G.1.6)
\]

where \( h(\alpha, \beta) = \alpha + \beta + 1 - d/2 \) and the functions \( \Delta(\alpha, \beta) \) and \( C(\alpha, \beta) \) are defined as

\[
\Delta(\alpha, \beta) = -\frac{\alpha G(\alpha + 1, \beta) + \beta G(\alpha, \beta + 1)}{\alpha + \beta + 2 - d}, \quad C(\alpha, \beta) = \frac{\alpha}{\alpha + \beta + 2 - d} \quad . \quad (G.1.7)
\]

Here, the same method is extended to the case where some momenta appear in the numerator of the integral. All the rules can be obtained from the following integration-by-parts identity, which is valid for \( \alpha + \beta + 1 - d/2 - \dim(f)/2 > 0 \)

\[
0 = \int d^d l \frac{\partial}{\partial l^\mu} \left[ f(l) l^\mu \frac{1}{(l + p_1)^{2\alpha} (l + p_2)^{2\beta} l^2} \right] \\
= \int d^d l \left[ \partial_\mu f(l) l^\mu + d f(l) \right] \\
- 2 f(l) l^\mu \left( \frac{\alpha (l + p_1)^\mu}{(l + p_1)^2} + \frac{\beta (l + p_2)^\mu}{(l + p_2)^2} + \frac{l^\mu}{l^2} \right) \frac{1}{(l + p_1)^{2\alpha} (l + p_2)^{2\beta} l^2} \\
= \int d^d l \left[ \partial_\mu f(l) l^\mu - \frac{f(l)\left( \alpha l^2 + (l + p_1)^2 - p_1^2 \right) + \beta l^2 + (l + p_2)^2 - p_2^2 - d + 2}{(l + p_1)^2 (l + p_2)^2} \right] \frac{1}{(l + p_1)^{2\alpha} (l + p_2)^{2\beta} l^2} \\
= \int d^d l \left[ \partial_\mu f(l) l^\mu - \left( \alpha l^2 - p_1^2 (l + p_1)^2 + \beta l^2 - p_2^2 (l + p_2)^2 + \alpha + \beta + 2 - d \right) \right] \frac{f(l)}{(l + p_1)^{2\alpha} (l + p_2)^{2\beta} l^2} . \quad (G.1.8)
\]
For $f(l) = 1$, the standard rule (G.1.6) is recovered. Taking $f(l) = l^\mu$, one finds the first generalized rule

$$\begin{align*}
\begin{pmatrix} \alpha \\ \beta \end{pmatrix} = & -\frac{1}{2} \left[ \Delta(\alpha, \beta) + \tilde{\Delta}(\alpha, \beta) \right] \left( \begin{pmatrix} h(\alpha, \beta) \\ h(\alpha, \beta) \end{pmatrix} + \begin{pmatrix} h(\alpha, \beta) \\ h(\alpha, \beta) \end{pmatrix} \right) \\
& + \frac{1}{2} \Sigma(\alpha, \beta) \begin{pmatrix} h(\alpha, \beta) \\ h(\alpha, \beta) \end{pmatrix} + [C(\alpha, \beta) + \tilde{C}(\alpha, \beta)] \begin{pmatrix} \alpha + 1 \\ \beta + 1 \end{pmatrix} \\
& + [C(\beta, \alpha) + \tilde{C}(\beta, \alpha)] \begin{pmatrix} \alpha \\ \beta + 1 \end{pmatrix},
\end{align*}$$

where

$$\begin{align*}
\tilde{\Delta}(\alpha, \beta) &= \frac{\Delta(\alpha, \beta)}{\alpha + \beta + 1 - d}, \\
\Sigma(\alpha, \beta) &= \frac{\alpha G(\alpha + 1, \beta - 1) - (\alpha - \beta)G(\alpha, \beta) - \beta G(\alpha - 1, \beta + 1)}{\alpha + \beta + 1 - d}, \\
\tilde{C}(\alpha, \beta) &= \frac{C(\alpha, \beta)}{\alpha + \beta + 1 - d}.
\end{align*}$$

A second, useful rule can be found through the combination of (G.1.6) and (G.1.9)

$$\begin{align*}
\begin{pmatrix} \alpha \\ \beta \end{pmatrix} = & \frac{1}{2} \left( \Delta(\alpha, \beta) + \Sigma(\alpha, \beta) \right) \begin{pmatrix} h(\alpha, \beta) \\ h(\alpha, \beta) \end{pmatrix} \\
& - \frac{1}{2} \tilde{\Delta}(\alpha, \beta) \left( \begin{pmatrix} h(\alpha, \beta) \\ h(\alpha, \beta) \end{pmatrix} + \begin{pmatrix} h(\alpha, \beta) \\ h(\alpha, \beta) \end{pmatrix} \right) \\
& + \tilde{C}(\alpha, \beta) \begin{pmatrix} \alpha + 1 \\ \beta \end{pmatrix} + \tilde{C}(\beta, \alpha) \begin{pmatrix} \alpha \\ \beta + 1 \end{pmatrix} \\
& + C(\alpha, \beta) \begin{pmatrix} \alpha + 1 \\ \beta \end{pmatrix} + C(\beta, \alpha) \begin{pmatrix} \alpha \\ \beta + 1 \end{pmatrix}.
\end{align*}$$
In all the triangle rules, the cancellation of a line correspond to the shrinking of the corresponding propagator to a point, so that in the end the two vertices originally joined by the cancelled line coincide.

### G.2. Application to single-impurity integrals

The generalized triangle rules derived in the previous section can be used to find the values of the integrals $I_j^{(L)}$ of Figure 6.8 which are needed to study single-impurity operators in the deformed theory. Note that these integrals have the same topology as the ones considered in [172] but with the additional presence of the scalar product of a pair of momenta in the numerator. Thanks to this special topology, the triangle identities are particularly effective, because their application always results in the cancellation of a loop. Moreover, the computation is simplified by the fact that the integrals are free of subdivergences.

Consider the more general integral $\tilde{I}_j^{(L)}(\alpha_1, \ldots, \alpha_L)$, with the same topology and numerator as $I_j^{(L)}$ but with propagator weights $\alpha_1, \ldots, \alpha_L$ on the radial lines, so that

$$I_j^{(L)} = \tilde{I}_j^{(L)}(1, \ldots, 1).$$

Take the propagator weights in the form

$$\alpha_i = 1 + (a_i - 1)\varepsilon,$$

where $a_i$ are integer values of the $a_i$. When the standard triangle rule (G.1.6) is applied to any of the triangles of $\tilde{I}_j^{(L)}(\alpha_1, \ldots, \alpha_L)$ with vertices $(0, n - 1, n)$, with $j + 3 \leq n \leq L - 1$, three terms are generated:

$$\tilde{I}_j^{(L)}(\alpha_1, \ldots, \alpha_L) = \Delta(\alpha_{n-1}, \alpha_n)\tilde{I}_j^{(L-1)}(\alpha_1, \ldots, \alpha_{n-2}, h(\alpha_{n-1}, \alpha_n), \alpha_{n+1}, \ldots, \alpha_L)$$

$$+ C(\alpha_{n-1}, \alpha_n)G(\alpha_{n-2}, \alpha_{n-1} + 1)\tilde{I}_j^{(L-1)}(\alpha_1, \ldots, g(\alpha_{n-2}, \alpha_{n-1} + 1), \alpha_n, \ldots, \alpha_L)$$

$$+ C(\alpha_n, \alpha_{n-1})G(\alpha_n + 1, \alpha_{n+1})\tilde{I}_j^{(L-1)}(\alpha_1, \ldots, \alpha_{n-1}, g(\alpha_n + 1, \alpha_{n+1}), \ldots, \alpha_L).$$

(G.2.3)
In all of them the chosen triangle has been cancelled, possibly after the application of (G.1.1) which introduces a $G(\alpha, \beta)$ factor, and therefore they all reduce to $(L - 1)$-loop integrals of the form $I_j^{(L-1)}(\beta_1, \ldots, \beta_{L-1})$, all with the same structure as the original $L$-loop one and where the new propagator weights $\beta_i$ are still of the form (G.2.2). A similar situation occurs when the rule is applied to one of the triangles with $3 \leq n \leq j - 2$, with the single difference that in the new integrals the arrow is now on line $j - 1$. Hence, by recursively applying the triangle rule (G.1.6) on both sides of the radial line with the arrow, the original $L$-loop integral can be reduced to a combination of lower-loop ones. This procedure stops when the standard rule cannot be applied any longer without modifying the topology of the integrals or introducing a $G^{(1)}(\alpha, \beta)$ function. It is easy to see that in the most general case, where $3 < j < L - 2$, this happens for seven-loop integrals, whereas in the particular cases $j \leq 3$ and $j \geq L - 2$ the final number of loops is even lower. Thus, any integral $I_j^{(L)}$ can be written in terms of the same finite set of master integrals with at most seven loops and arbitrary propagator weights. These master integrals can be fully determined by means of the generalized triangle identities, and the results shown in Table G.1 are obtained.

Once the master integrals have been found as functions of the propagator weights, the method is particularly suitable for a computer implementation. In principle, the computation can be performed for any values of $L$ and $j$. The actual time and memory requirements may however be huge, in view of the two main drawbacks of the method: the first one is the fact that every application of the triangle rule produces three terms, so that for integrals with a high number of loops the total number of contributions grows exponentially. The second one is the fact that this procedure gives the exact value of the integral, requiring a series expansion of the final result to extract the divergent part.
Generalized triangle rules

\[ F(\alpha, \beta) = \begin{array}{c}
\alpha \\
\beta
\end{array} = G(1, 1)[\Delta(\alpha, \beta) + C(\alpha, \beta)G(\alpha + 1, \beta + \varepsilon) + C(\beta, \alpha)G(\alpha + \varepsilon, \beta + 1)] \]

\[ R_1^{(2)}(\alpha, \beta) = \begin{array}{c}
\alpha \\
\beta
\end{array} = \frac{1}{2}\Sigma(\alpha, \beta)G(1, 1) - [C(\alpha, \beta) + \tilde{C}(\alpha, \beta)]G^{(1)}(1, 1)G^{(1)}(\beta + \varepsilon, \alpha + 1) + [C(\beta, \alpha) + \tilde{C}(\beta, \alpha)]G^{(1)}(1, 1)G^{(1)}(\alpha + \varepsilon, \beta + 1) \]

\[ R_2^{(2)}(\alpha, \beta) = \begin{array}{c}
\alpha \\
\beta
\end{array} = \frac{1}{2}[\Delta(\alpha, \beta) + \Sigma(\alpha, \beta)]G(1, 1) + C(\alpha, \beta)G(1, 1)G^{(1)}(\alpha + 1, \beta + \varepsilon) + C(\beta, \alpha)G(1, 1)G^{(1)}(\alpha + \varepsilon, \beta + 1) - \tilde{C}(\alpha, \beta)G^{(1)}(1, 1)G^{(1)}(\beta + \varepsilon, \alpha + 1) + \tilde{C}(\beta, \alpha)G^{(1)}(1, 1)G^{(1)}(\alpha + \varepsilon, \beta + 1) \]

\[ R_3^{(2)}(\alpha, \beta) = \begin{array}{c}
\alpha \\
\beta
\end{array} = -\frac{1}{4}[\Delta(\alpha, \beta) + \tilde{\Delta}(\alpha, \beta)]G(1, 1) - \frac{1}{2}\Sigma(\alpha, \beta)G^{(1)}(1, 1) - \frac{1}{2}[C(\beta, \alpha) + \tilde{C}(\beta, \alpha)]G(1, 1)G(\alpha - 1 + \varepsilon, \beta + 1) + [C(\alpha, \beta) + \tilde{C}(\alpha, \beta)]G^{(1)}(1, 1)G^{(1)}(\beta + \varepsilon, \alpha + 1) - \frac{1}{2}G(1, 1)G(\alpha + 1, \beta - 1 + \varepsilon)] \]

\[ R_4^{(2)}(\alpha, \beta) = \begin{array}{c}
\alpha \\
\beta
\end{array} = R_3^{(2)}(\alpha, \beta) - G(1, 1)G(\alpha, \beta + \varepsilon) \]

\[ R_1^{(3)}(\alpha, \beta, \gamma) = \begin{array}{c}
\alpha \\
\beta \\
\gamma
\end{array} = \Delta(\beta, \gamma)G(1, 1)G(\alpha, f(\beta, \gamma) + \varepsilon) + C(\beta, \gamma)G(1, 1)G(\alpha, \beta + 1)G(g(\alpha, \beta + 1), \gamma + \varepsilon) + C(\gamma, \beta)G(1, 1)G(\alpha, \gamma + 1)G(\beta + \varepsilon, g(\alpha, \gamma + 1)) \]

\[ R_2^{(3)}(\alpha, \beta, \gamma) = \begin{array}{c}
\alpha \\
\beta \\
\gamma
\end{array} = \Delta(\beta, \gamma)F(\alpha, f(\beta, \gamma)) + C(\beta, \gamma)G(\alpha, \beta + 1)F(g(\alpha, \beta + 1), \gamma) + C(\gamma, \beta)R_1^{(3)}(\gamma + 1, \beta, \alpha) \]

**Table G.1.** Master integrals required for the computation of \( I_j^{(L)} \)
\[
R_{3}^{(3)}(\alpha, \beta, \gamma) = \frac{\Delta(\alpha, \beta) + \Delta(\alpha, \beta)}{2} = \frac{1}{4}[\Delta(\alpha, \beta) + \Delta(\alpha, \beta)]G(1, 1)G(f(\alpha, \beta) - 1 + \varepsilon, \gamma) + \frac{1}{2}\Sigma(\alpha, \beta)G(1, 1)G(f(\alpha, \beta) - 1 + \varepsilon, \gamma) + G(\alpha, \beta)G(1, 1)G(\alpha + 1, \gamma)G(\alpha + 1, \gamma, \beta - 1 + \varepsilon) + G(\alpha + 1, \gamma)G(\alpha + 1, \gamma, \beta - 1 + \varepsilon) + G(\alpha, \beta + 1, \gamma)G(\alpha + 1, \gamma, \beta - 1 + \varepsilon) + G(\alpha, \beta + 1, \gamma)G(\alpha + 1, \gamma, \beta - 1 + \varepsilon)]
\]

\[
R_{4}^{(3)}(\alpha, \beta, \gamma) = \frac{\Delta(\beta, \gamma)}{2}R_{3}^{(2)}(\alpha, f(\beta, \gamma)) + C(\beta, \gamma)G(1, 1)G(\alpha, \beta + 1, \gamma) + G(1, 1)G(\alpha, \beta + 1, \gamma + \varepsilon) + C(\gamma, \beta)R_{3}^{(3)}(\alpha, \beta, \gamma + 1)
\]

\[
R_{5}^{(3)}(\alpha, \beta, \gamma) = \frac{1}{2}\Sigma(\beta, \gamma)G(1, 1)G(\beta + 1, \gamma)G(\alpha + 1, \gamma, \beta - 1 + \varepsilon) + G(\alpha + 1, \gamma)G(\alpha + 1, \gamma, \beta - 1 + \varepsilon) + G(\alpha, \beta + 1, \gamma)G(\alpha + 1, \gamma, \beta - 1 + \varepsilon)
\]

\[
R_{6}^{(3)}(\alpha, \beta, \gamma) = \frac{\Delta(\alpha, \beta)}{2}R_{4}^{(2)}(\alpha, f(\beta, \gamma)) + C(\alpha, \beta)R_{5}^{(3)}(\alpha + 1, \beta, \gamma) + C(\gamma, \beta)G(1, 1)G(\alpha, \beta + 1, \gamma) + G(1, 1)G(\alpha, \beta + 1, \gamma + \varepsilon) + C(\gamma, \beta)G(1, 1)G(\alpha, \gamma + 1, \gamma)G(\beta + 1, \gamma)G(\beta + 1, \gamma, \beta - 1 + \varepsilon) + G(\gamma, \alpha + 1, \gamma, \beta - 1 + \varepsilon) - G(\gamma, \alpha + 1, \beta + \varepsilon) + \frac{1}{2}G(1, 1)[C(\beta, \alpha) + \tilde{C}(\beta, \alpha)]G(\beta + 1, \gamma)G(\alpha - 1 + \varepsilon, g(\beta + 1, \gamma))
\]

\[
R_{7}^{(3)}(\alpha, \beta, \gamma) = R_{4}^{(3)}(\alpha, \beta, \gamma) - R_{4}^{(3)}(\gamma, \beta, \alpha) + R_{6}^{(3)}(\alpha, \beta, \gamma)
\]

\[
R_{8}^{(3)}(\alpha, \beta, \gamma) = -R_{4}^{(3)}(\gamma, \beta, \alpha) + R_{6}^{(3)}(\alpha, \beta, \gamma)
\]

\[
R_{9}^{(3)}(\alpha, \beta, \gamma) = -R_{4}^{(3)}(\alpha, \beta, \gamma) + R_{4}^{(3)}(\alpha, \beta, \gamma)
\]

\[
R_{10}^{(3)}(\alpha, \beta, \gamma) = -R_{6}^{(3)}(\gamma, \beta, \alpha) + \frac{1}{2}[R_{2}^{(3)}(\alpha, \beta, \gamma) + R_{1}^{(3)}(\alpha, \beta, \gamma) - R_{1}^{(3)}(\gamma, \beta, \alpha)]
\]

Table G.1.: Master integrals required for the computation of \( I_{j}^{(L)} \) (continued)
Generalized triangle rules

\[ R_1^{(4)} = \frac{1}{2} [\Delta(a_2, a_3) + \Sigma(a_3, a_2)] R_5^{(3)}(a_1, f(a_2, a_3), a_4) + C(a_2, a_3) G(a_3 + 1, a_4) R_4^{(3)}(a_1, a_2, g(a_3 + 1, a_4)) + C(a_3, a_2) G(a_3 + 1, a_4) R_7^{(3)}(a_1, a_2, g(a_3 + 1, a_4)) - \frac{1}{2} \Delta(a_2, a_3) [R_4^{(3)}(a_1, f(a_2, a_3), a_4) - R_5^{(3)}(a_1, f(a_2, a_3), a_4)] - \tilde{C}(a_2, a_3) G(a_2 + 1, a_1) R_4^{(3)}(a_2 + 1, a_1, a_3, a_4) + \tilde{C}(a_3, a_2) G(a_3 + 1, a_4) R_8^{(3)}(a_1, a_2, g(a_3 + 1, a_4)) \]

\[ R_2^{(4)} = \Delta(a_2, a_3) R_4^{(3)}(a_1, f(a_2, a_3), a_4) + C(a_3, a_2) G(a_3 + 1, a_4) R_4^{(3)}(a_1, a_2, g(a_3 + 1, a_4)) + C(a_2, a_3) [-G^{(1)}(a_1, a_2 + 1) R_9^{(3)}(g(a_2 + 1, a_1), a_3, a_4)] + G(a_1, a_2 + 1) R_4^{(3)}(g(a_1, a_2 + 1), a_3, a_4) \]

\[ R_3^{(4)} = -\frac{1}{2} [\Delta(a_3, a_2) + \Sigma(a_3, a_2)] R_6^{(3)}(a_1, f(a_3, a_2), a_1) + R_6^{(3)}(a_1, f(a_3, a_2), a_1) - C(a_2, a_3) G(a_1, a_2 + 1) R_6^{(3)}(a_1, a_2, g(a_3 + 1, a_4)) + R_6^{(3)}(g(a_1, a_2 + 1), a_3, a_4)] + \frac{1}{2} \Delta(a_3, a_2) [R_6^{(3)}(a_1, f(a_3, a_2), a_1) - R_6^{(3)}(a_4, f(a_3, a_2), a_1)] + \tilde{C}(a_3, a_2) G(a_3 + 1, a_4) R_6^{(3)}(a_1, a_2, g(a_3 + 1, a_4)) - \tilde{C}(a_2, a_3) G(a_1, a_2 + 1) R_6^{(3)}(a_4, a_3, g(a_1, a_2 + 1)) \]

\[ R_4^{(4)} = \Delta(a_2, a_3) R_6^{(3)}(a_1, f(a_2, a_3), a_4) + C(a_2, a_3) G(a_1, a_2 + 1) R_6^{(3)}(g(a_1, a_2 + 1), a_3, a_4) + C(a_3, a_2) [-G^{(1)}(a_1, a_3 + 1) R_6^{(3)}(g(a_4, a_3 + 1), a_2, a_1)] + \frac{1}{2} G(a_4, a_3 + 1) (R_2^{(3)}(a_1, a_2, g(a_4, a_3 + 1)) + R_4^{(3)}(g(a_4, a_3 + 1), a_2, a_1) - R_4^{(3)}(a_1, a_2, g(a_4, a_3 + 1))) \]

Table G.1.: Master integrals required for the computation of \( I_j^{(L)} \) (continued)
$R^{(4)}_5 = R^{(4)}_3(a_1, a_2, a_3, a_4) + R^{(4)}_4(a_1, a_2, a_3, a_4)$

$R^{(4)}_6 = \Delta(a_2, a_3)R^{(3)}_9(a_1, f(a_2, a_3), a_4)$

$= C(a_2, a_3)G^{(1)}(a_1, a_2 + 1)R^{(3)}_9(g(a_1, a_2 + 1), a_3, a_4)$

$+ C(a_3, a_2)G(a_3 + 1, a_4)R^{(3)}_9(a_1, a_2, g(a_3 + 1, a_4))$

$R^{(5)}_1 = \Delta(a_3, a_4)R^{(4)}_1(a_1, a_2, f(a_3, a_4), a_5)$

$= C(a_3, a_4)G^{(1)}(a_2, a_3 + 1)R^{(4)}_1(a_1, g(a_2, a_3 + 1), a_4, a_5)$

$+ C(a_4, a_3)G(a_4 + 1, a_5)R^{(4)}_1(a_1, a_2, a_3, g(a_4 + 1, a_5))$

$\Delta(a_1, a_2, a_3, a_4, a_5) - R^{(4)}_1(a_1, a_2, f(a_3, a_4), a_5)$

$+ C(a_3, a_4)[G^{(1)}(a_2, a_3 + 1)R^{(4)}_1(a_1, g(a_2, a_3 + 1), a_4, a_5)]$

$= C(a_2, a_3)G(a_1, a_2 + 1)R^{(4)}_5(g(a_1, a_2 + 1), a_3, a_4, a_5)$

$+ C(a_3, a_2)G(a_4 + 1, a_5)R^{(4)}_5(a_1, a_2, a_3, g(a_4 + 1, a_5))$

$R^{(5)}_2 = \Delta(a_2, a_3)R^{(4)}_3(a_1, f(a_2, a_3), a_4, a_5)$

$= C(a_2, a_3)G(a_1, a_2 + 1)R^{(4)}_5(g(a_1, a_2 + 1), a_3, a_4, a_5)$

$+ C(a_3, a_2)G(a_4 + 1, a_5)R^{(4)}_5(a_1, a_2, a_3, g(a_4 + 1, a_5))$

$R^{(5)}_4 = R^{(5)}_2(a_1, a_2, a_3, a_4, a_5) - R^{(5)}_2(a_5, a_4, a_3, a_2, a_1)$

$+ R^{(5)}_3(a_1, a_2, a_3, a_4, a_5)$

Table G.1.: Master integrals required for the computation of $I^{(L)}_3$ (continued)
\[
R_1^{(6)} = \Delta(\alpha_4, \alpha_5)R_4^{(5)}(\alpha_1, \alpha_2, \alpha_3, f(\alpha_4, \alpha_5), \alpha_6) \\
+ C(\alpha_4, \alpha_5)G^{(1)}(\alpha_3, \alpha_4 + 1)R_4^{(5)}(\alpha_1, \alpha_2, g(\alpha_3, \alpha_4 + 1), \alpha_5, \alpha_6) \\
+ C(\alpha_5, \alpha_4)G(\alpha_5 + 1, \alpha_6)R_4^{(5)}(\alpha_1, \alpha_2, \alpha_3, \alpha_4, g(\alpha_5 + 1, \alpha_6))
\]

\[
R_1^{(7)} = \Delta(\alpha_2, \alpha_3)R_1^{(6)}(\alpha_1, f(\alpha_2, \alpha_3), \alpha_4, \alpha_5, \alpha_6, \alpha_7) \\
+ C(\alpha_2, \alpha_3)G(\alpha_1, \alpha_2 + 1)R_1^{(6)}(g(\alpha_1, \alpha_2 + 1), \alpha_3, \alpha_4, \alpha_5, \alpha_6, \alpha_7) \\
+ C(\alpha_3, \alpha_2)G^{(1)}(\alpha_4, \alpha_3 + 1)R_1^{(6)}(\alpha_1, \alpha_2, g(\alpha_4, \alpha_3 + 1), \alpha_5, \alpha_6, \alpha_7)
\]

\textbf{Table G.1.}: Master integrals required for the computation of } I_j^{(L)} \text{ (continued)
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