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Abstract

Waveform design is a key technique to jointly exploit a beamforming gain, the channel frequency-selectivity and the rectifier nonlinearity, so as to enhance the end-to-end power transfer efficiency of Wireless Power Transfer (WPT). Those waveforms have been designed assuming perfect channel state information at the transmitter. This paper proposes two waveform strategies relying on limited feedback for multi-antenna multi-sine WPT over frequency-selective channels. In the Waveform Selection strategy, the Energy Transmitter (ET) transmits over multiple timeslots with every time a different waveform precoder within a codebook, and the Energy Receiver (ER) reports the index of the precoder in the codebook that leads to the largest harvested energy. In the Waveform Refinement strategy, the ET sequentially transmits two waveforms in each stage, and the ER reports one feedback bit indicating an increase/decrease in the harvested energy during this stage. Based on multiple one-bit feedback, the ET successively refines waveform precoders in a tree-structured codebook over multiple stages. By employing the framework of the generalized Lloyd’s algorithm, novel algorithms are proposed for both strategies to optimize the codebooks in both space and frequency domains. The proposed limited feedback-based waveform strategies are shown to outperform a set of baselines, achieving higher harvested energy.
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I. INTRODUCTION

With the evolution of the Internet of Things, sensors and low-power devices become numerous and smaller. They also might be deployed in unreachable or hazard environment, such that
battery replacement becomes inconvenient. An issue arises as how to power these sensors and low-power devices in a reliable, controllable, cost-effective and user-friendly manner. Radiative Wireless Power Transfer, referred to as WPT, has been regarded as a promising solution, where an Energy Receiver (ER) exploits rectennas to convert Radio-Frequency (RF) signals sent by an Energy Transmitter (ET) into DC power. Aside optimizing the rectenna circuit, another promising approach to enhance the end-to-end power transfer efficiency is to design efficient WPT signals (including waveforms, beamforming and power allocation) [1]. It was observed through RF measurements in the RF literature that the RF-to-DC conversion efficiency is a function of the input waveforms and can be enhanced by a superposition of sinewaves over frequencies with uniform frequency spacing [2]–[5]. Following this observation, the first systematic analysis, design and optimization of waveforms for WPT was conducted in [6]. Those waveforms are adaptive to the Channel State Information (CSI) and jointly exploit a beamforming gain, the frequency-selectivity of the channel and the rectifier nonlinearity so as to maximize the amount of harvested DC power. Since then, further enhancements have been made to waveform optimization adaptive to CSI with the objective to reduce the complexity of the design and extend to multi-user setup and large scale multi-antenna multi-sine WPT architecture [7]–[10].

One essential feature of the existing waveform literature [1], [6]–[9] is to account for the nonlinearity of the rectifier, where the nonlinear rectification process is characterized by truncated power series models. These nonlinear rectenna models are derived from the Shockley diode equation [4] and truncated to at least the 4th-order term [5]. Though the conventional linear rectenna model [11] is also a power series model derived from the diode equation, the model is truncated to the 2nd-order term. However, for multi-sine WPT, if the average input power into the rectenna is between -30dBm and 0 dBm, the contribution of the 4th-order term to the rectenna output cannot be neglected [1]. Circuit simulations in [6], [9] validate the 4th-order truncation (nonlinear) model and confirm the inaccuracy of the linear model.

Acquiring the CSI at the Transmitter (CSIT) is shown in [6] to be very useful to boost the rectenna DC output power. Despite the recent progress and promising gains, a major limitation of the current waveform design literature is that perfect CSIT has been assumed. In this paper, we further explore waveform design, but consider codebook-based waveform strategies that account for a communication link with limited feedback between the ER and the ET. To optimize these waveform codebooks, we develop novel codebook design algorithms, by employing the framework of the Generalized Lloyd’s Algorithm (GLA) [12]. GLA is originally used to generate
codebooks for Vector Quantization (VQ) [12], where for a given training set, GLA alternatively optimizes partition of the set and the centroid (which is a quantizer codeword) of each partition cell. Additionally, GLA has been widely used to design beamforming codebooks for Multiple-Input Multiple-Output (MIMO) communications [13]–[16]. To alleviate codebook search complexity, GLA is also used to transform a Random Vector Quantization (RVQ) codebook [17] into a Tree-Structured (TS) codebook [18]. In the GLA for VQ or MIMO communications, optimizing a codeword for a given partition cell boils down to a Rayleigh quotient maximization, whose global optimum is a dominant eigenvector [13]. Due to the nonlinear rectenna model, our waveform codeword optimization turns out to be a quartic optimization, which is NP-hard, and cannot be solved by the GLAs for VQ or MIMO communications.

Spatial domain energy beamforming for narrowband single-frequency WPT relying on channel acquisition has been investigated [19]–[23]. In these schemes, channel acquisition approaches can be classified into three categories: 1) An ER estimates the channel and returns quantized CSI to an ET [19]. However, the ER may suffer stringent energy and hardware constraints and be unable to perform channel estimation. 2) The ET estimates the channel by processing pilot signals sent by the ER [20], where it is assumed that the ER has enough power to transmit pilot signals before Energy Harvesting (EH). 3) The ET transmits training signals, receives limited feedback from the ER and estimates the channel, where the feedback reflects information on the amount of power harvested by the ER [21]–[23]. In [21], by performing an algorithm derived from the Analytical Center Cutting Plane Method (ACCPM), the ET updates the channel estimate and adjusts the training signals relying on a feedback bit from the ER. The feedback indicates an increase or decrease in power harvested from adjacent training signals. In [22], the received power-based estimation updates the channel estimate by Least Square Estimation (LSE) or a Kalman filter algorithm. The amount of power harvested at the ER is quantized and fed back to the ET for the update. In [23], the ACCPM-based channel acquisition [21] is generalized to a received power-based estimation. The limitations of those works is that the linear model for the rectenna has been assumed and that the signal processing employed by [21]–[23] are inapplicable to the nonlinear model-based WPT. The ACCPM employed by [21], [23] is only applicable to convex optimizations, while the nonlinear model leads to nonconvex problems. The LSE and the Kalman filter algorithm in [22] are only applicable to the EH model, where harvested power is a linear function of an energy channel matrix plus noise.

In contrast to state-of-the-art WPT waveform designs that assume perfect CSIT, this paper
relaxes the assumption on CSIT and considers that an ET determines the preferred waveform for multi-antenna multi-sine WPT according to limited feedback sent by an ER. As the ER may suffer stringent power and hardware constraints, the feedback only carries information on the rectenna output voltage $v_{\text{out}}$. Although spatial beamforming relying on limited feedback has been designed for narrowband WPT [21]–[23], this paper optimizes waveforms for multi-antenna multi-sine WPT (therefore encompassing both space and frequency domains). In order to reduce the signal processing time for an ET and come up with limited feedback-based waveform strategies for multi-antenna multi-sine WPT, we propose waveform strategies that generate waveforms from offline designed codebooks. Our contributions are listed as follows.

First, we propose WPT strategies based on Waveform Selection (WS) and Waveform Refinement (WR), respectively. During the WS phase as shown in Fig. 1, the ET essentially conducts an exhaustive search over an $N_p$-codeword codebook of waveform precoders, by sending a multi-sine signal generated by a codeword (i.e. a precoder) in each ET transmission timeslot. After the ET transmission timeslots, the ER feeds back the index of the waveform precoder that maximizes $v_{\text{out}}$. Unlike the WS procedure, the WR procedure as shown in Fig. 2 successively refines waveforms at each WR stage, by conducting searches over subcodebooks in a Tree-Structured (TS) waveform codebook. That is, multi-sine signals transmitted in timeslots 1 and 2 at WR stage $l$ are respectively generated by two codewords in a subcodebook that has higher resolution than the subcodebook used at stage $(l - 1)$. The ER one-bit feedback at stage $(l - 1)$ determines which subcodebook would be used at stage $l$, where the feedback bit indicates an increase or decrease in $v_{\text{out}}$ during timeslots 1 and 2 at WR stage $(l - 1)$. If the highest level of the TS codebook has $N_p$ codewords, $2 \log_2 N_p$ energy signals are sent during the WR phase.
Second, in order to lay the basis of codebook design for the WS/WR-based WPT, we address the problem of solving a Sample Average Approximation (SAA) problem, which approximates the problem of maximizing the expected value of \( v_{\text{out}} \) by averaging a sample of realizations. The SAA problem turns out to be a quartic optimization, which is nonconvex and NP-hard. To solve the SAA problem, we propose an iterative SAA algorithm, which converges to a Karush-Kuhn-Tucker (KKT) point of the SAA problem. It is shown that the computational complexity at each iteration is not a function of the number of realizations in the sample for approximation.

Third, we develop an algorithm to derive the waveform codebook for the WS-based WPT. Inspired by the GLA, we decouple optimizations over the training set partition and the codewords. In order to establish the convergence of the codebook design algorithm, we design a specific initial point for the SAA algorithm. The optimized codebook converges to a KKT point of the codewords subproblem.

Fourth, we derive a TS codebook design algorithm for the WR-based WPT, based on the codebook design algorithm for the WS-based WPT. We reveal that although the WR-based WPT can reduce the overhead caused by searching out a preferred waveform, waveforms generated from a TS codebook may yield a lower average \( v_{\text{out}} \) than those generated from the codebook for the WS-based WPT.

Fifth, important observations are made from the simulations. 1) The proposed waveform strategies relying on limited feedback can outperform a set of baselines, achieving a higher average \( v_{\text{out}} \). 2) The average \( v_{\text{out}} \) of the WS-based WPT scales with an increasing number of sinewaves. Increasing the number of feedback bits enables a faster increase in \( v_{\text{out}} \) as a function of the number of sinewaves. 3) Although a large bandwidth leads to a higher average \( v_{\text{out}} \) in the presence of perfect CSIT, multi-sine WPT relying on limited feedback can benefit from a small bandwidth, achieving a higher average \( v_{\text{out}} \), in the presence of a small number of feedback bits. 4) The proposed waveform strategies, though based on limited feedback, can significantly outperform the linear model-based waveform design based on perfect CSIT, in terms of the average \( v_{\text{out}} \). 5) Even though the WS strategy outperforms the WR strategy in terms of harvested energy measured during the WPT phase (as shown in Figs. 1 and 2), WR is preferred over WS when the overhead of searching a preferred waveform is accounted for.

Organization: Section II introduces the system model. Section III proposes the SAA algorithm. Sections IV and V respectively propose the WS and the WR-based WPT, whose performance are evaluated in Section VI. Conclusions are drawn in Section VII.
Notations: Matrices and vectors are in bold capital and bold lower cases, respectively. The notations \((\cdot)^T\), \((\cdot)^*\), \((\cdot)^*\), \((\cdot)^H\), Tr\{\}\, ||\cdot|| and |\cdot| represent the transpose, optimal solution, conjugate, conjugate transpose, trace, 2-norm and absolute value, respectively. The notation \(\text{Card}(\mathcal{A})\) represents the cardinality of the set \(\mathcal{A}\); \([A]_n\) denotes the \(n\)th column of \(A\); \([x]\) rounds the real \(x\) to the nearest integer no less than \(x\). In \(h_q[t]\), the superscript \([t]\) is the index of the realizations of the random variable \(h_q\); while in \(t_q(l)\), the superscript \((l)\) is the index of iterations, such that \(t_q(l)\) means \(t_q\) in the \(l\)th iteration.

II. System Model

A. Signal Transmission and Rectification Models

In the multi-antenna multi-sine WPT system\(^1\), an ET equipped with \(M\) antennas delivers multi-sine energy signals over \(N\) frequencies to an ER equipped with \(K\) rectennas. The channel gain between antenna \(m\) and rectenna \(q\) at frequency \(n\) is \(h_q,(n-1)M+m\in\mathbb{C}\). Block fading channel model is considered, such that channels remain constant over each time frame of the waveform strategies. The complex version of the multi-sine signal transmitted by antenna \(m\) at the ET is designated as \(\tilde{x}_m(t) = \sum_{n=1}^{N} s_{(n-1)M+m} e^{j\omega_n t}\), where the complex variable \(s_{(n-1)M+m}\) collects the magnitude and the phase of the cosine signal at angular frequency \(\omega_n\). Therefore, the transmitted RF signal by antenna \(m\) can be expressed as \(x_m(t) = \sqrt{2}\text{Re}\{\tilde{x}_m(t)\}\). The sinewaves are uniformly spaced, such that \(\omega_n = \omega_1 + (n-1)\Delta\omega\), for \(n = 1, \ldots, N\) and \(\omega_1 > (N-1)\Delta\omega/2\). The complex RF signal traveling through the channel between transmit antenna \(m\) and rectenna \(q\) can be written as

\[
\tilde{y}_{q,m}(t) = \sum_{n=1}^{N} s_{(n-1)M+m} h_q,(n-1)M+m e^{j\omega_n t}.
\]

Hence, the RF signal transmitted by the \(M\) antennas and input into rectenna \(q\) at the ER can be formulated as

\[
y_q(t) = \sqrt{2}\text{Re}\{\tilde{y}_q(t)\} = \sqrt{2}\text{Re}\left\{\sum_{m=1}^{M} \tilde{y}_{q,m}(t)\right\}.
\]

The multi-sine waveform \(y_q(t)\) is then rectified by rectenna \(q\), which outputs DC voltage \(v_{\text{out},q}\).

\(^1\)Multi-sine signals are studied, as measurements have shown that they can significantly enhance the RF-to-DC power conversion efficiency\([2]-[6]\). Furthermore, multi-sine signals are analytically tractable and widely used in major wireless systems e.g. OFDM in communications\([2],[7]\).
In the model, ideal matching network and low pass filter \( f_{\text{LPF}}(\cdot) \) are assumed, such that the non-DC harmonics can be filtered. The model is given by

\[
v_{\text{out},q} = \beta_2 f_{\text{LPF}}(y_2^q(t)) + \beta_4 f_{\text{LPF}}(y_4^q(t)),
\]

where \( \beta_2 \triangleq \frac{R_{\text{ant}}}{2n_{\text{if}}V_T} \) and \( \beta_4 \triangleq \frac{R_{\text{ant}}^2}{24n_{\text{if}}^3V_T^3} \); parameters \( V_T, n_{\text{if}} \) and \( R_{\text{ant}} \) stand for the thermal voltage of the diode, ideality factor (set as 1 for simplicity) and the antenna impedance (set as 50\( \Omega \)) of the rectenna, respectively. Interestingly, the model in [7], [8] divided by a constant is equal to the \( z_{\text{DC}} \) model (for \( n_o = 4 \)) in [6], which has been validated through circuit simulations for various rectifier configurations [6], [9]. It means that the two models are equivalent in terms of optimization.

B. A Compact Nonlinear Model

In order to formulate a compact model, \( s_{(n-1)M+m} \) is collected into a vector \( s = [s_1^T, \ldots, s_N^T]^T \in \mathbb{C}^{MN \times 1} \), where \( s_n = [s_{(n-1)M+1}, \ldots, s_{(n-1)M+M}]^T \) collects precoding weights of the signals transmitted by the \( M \) antennas at frequency \( n \). In the following sections, \( s \) is referred to as a waveform precoder, which collects magnitudes and phases (in space and frequency domains) for generating multi-sine signals.

Channel gain \( h_{q,(n-1)M+m} \) is collected into \( h_q = [h_{q,1}^T, \ldots, h_{q,N}^T]^T \in \mathbb{C}^{MN \times 1} \), where \( h_q \) collects the spatial/frequency domain channel gains with respect to (w.r.t.) rectenna \( q \), and \( h_{q,n} = [h_{q,(n-1)M+1}, \ldots, h_{q,(n-1)M+M}]^T \) characterizes the spatial domain channel between the ET and rectenna \( q \) at frequency \( n \). By substituting (1) and (2) into (3), \( v_{\text{out},q} \) can be expressed as a function of the precoder \( s \). As \( f_{\text{LPF}}(\cdot) \) removes all the non-DC component, (3) can be finally reformulated as

\[
v_{\text{out},q} = \beta_2 \sum_{n=1}^N s_n^H h_{q,n}^* h_{q,n}^T s_n + \frac{3}{2} \beta_4 \sum_{n_1,n_2,n_3,n_4} s_{n_3}^H h_{q,n_3}^* h_{q,n_1}^T s_{n_1} \cdot s_{n_4}^H h_{q,n_4}^* h_{q,n_2}^T s_{n_2},
\] (4)
The above (4) can be transformed into a more compact form, by introducing \( MN \)-by-\( MN \) matrices

\[
M_q \triangleq h_q^* h_q^T
\]

and \( M_{q,k} \). As shown in Fig. 3, \( k \in \{1, \ldots, N-1\} \) is the index of the \( k \) th block diagonal above the main block diagonal (whose index \( k = 0 \)) of \( M_q \), while \( k \in \{-(N-1), \ldots, -1\} \) is the index of the \( |k| \) th block diagonal below the main block diagonal. Given a certain \( k \), \( M_{q,k} \) is generated by retaining the \( k \) th block diagonal of \( M_q \) but setting all the other blocks as \( 0_{M \times M} \). For \( k \neq 0 \), the non-Hermitian matrix \( M_{q,-k} = M_{q,k}^H \), while \( M_{q,0} \succeq 0 \). As the matrix \( M_q \) defined in (5) is essentially a matrix function of random channel gains \( h_q \), the rectenna output DC voltage \( v_{\text{out},q} \) is essentially a function of \( h_q \) and the waveform precoder \( s \). Therefore,

\[
v_{\text{out},q}(h_q, s) = \beta_2 s^H M_{q,0} s + \frac{3}{2} \beta_4 s^H M_{q,0} s (s^H M_{q,0} s)^H + 3 \beta_4 \sum_{k=1}^{N-1} s^H M_{q,k} s (s^H M_{q,k} s)^H.
\]

Note that in (6), values of \( s^H M_{q,k} s \) for \( k \neq 0 \) are complex. Supposing that the RF transmit power at the ET is subject to \( P \), \( s \) is subject to \( \|s\|^2 = \sum_{n=1}^N \sum_{m=1}^M |s(n-1)M+m|^2 \leq P \).

C. Channel Realizations for Codebook Designs

This paper relaxes the assumption of perfect instantaneous CSIT. The studied multi-antenna multi-sine WPT system generates WPT waveforms from codebooks of waveform precoders, relying on limited feedback. Hence, we assume that designing codebooks offline can exploit a sample of \( T_0 \) channel realizations, which can be obtained by empirical observations or the Monte Carlo sampling method [24] (provided statistical CSI is known). By defining a random matrix variable \( H \in \mathbb{C}^{MN \times K} \) and collecting \( h_q \) into the \( q \) th column of \( H \), i.e. \( [H]_q = h_q \), the sample can be defined as \( \mathcal{H}_0 = \{H^1, \ldots, H^{T_0}\} \), where each \( H^{t_0} \) characterizes a realization of the channel between the ET and the \( K \) rectennas at the ER across all the \( N \) frequencies. Additionally, we use a vector variable \( h_q^{[t_0]} \triangleq [H^{[t_0]}]_q \) to characterize the \( t_0 \) th realization of the wireless channel between the ET and rectenna \( q \) at all the \( N \) frequencies. The sample \( \mathcal{H}_0 \) would be utilized to design the codebooks for the precoding schemes proposed in Sections IV and V.

III. Sample Average Approximation Algorithm

As a preliminary to Sections IV and V this section tackles the issue of solving an SAA problem, which approximates the problem of maximizing the expected \( v_{\text{out}} \). The proposed SAA algorithm lays the basis for deriving codebooks based on the sample \( \mathcal{H}_0 \).
A. Problem Formulation

For generality, we investigate the weighted sum $v_{\text{out}}$. Defining $w_q \geq 0$ as the weight for rectenna $q$, the expected value of the weighted sum $v_{\text{out}}$ can be expressed as $\mathbb{E}\{\sum_{q=1}^{K} w_q v_{\text{out},q}(h_q, s)\}$, where the channel gain vector $h_q$ is a random variable, while $s$ is a deterministic variable subject to a power constraint. In order to maximize the expected weighted sum $v_{\text{out}}$, a stochastic programming problem can be formulated as

$$\max_s \mathbb{E}\left\{\sum_{q=1}^{K} w_q v_{\text{out},q}(h_q, s)\right\} \quad (7a)$$

subject to $\|s\|^2 \leq P. \quad (7b)$

To solve (7) and lay the foundations for deriving a codebook based on a sample, we formulate a SAA problem [24] of (7) based on the sample $H_0$ and approximate the optimal $s^\star$ of (7). Under the assumption of $H_0$, the expected value in (7a) can be approximated by the average value $\sum_{q=1}^{K} \frac{1}{T_0} \sum_{t_0=1}^{T_0} w_q v_{\text{out},q}(h_q^{[t_0]}, s)$. The SAA problem of (7) can be formulated as

$$\max_s \sum_{t_0=1}^{T_0} \sum_{q=1}^{K} w_q v_{\text{out},q}(h_q^{[t_0]}, s) \quad (8a)$$

subject to $\|s\|^2 \leq P, \quad (8b)$

where

$$v_{\text{out},q}(h_q^{[t_0]}, s) = \beta_2 s^H M_q^{[t_0]} s + \frac{3}{2} \beta_4 s^H M_q^{[t_0]} s (s^H M_q^{[t_0]} s)^H + 3 \beta_4 \sum_{k=1}^{N-1} s^H M_{q,k} s (s^H M_q^{[t_0]} s)^H \quad (9)$$

and the matrix $M_{q,k}$ is obtained by $M_{q,k} \triangleq [h_q^{[t_0]}]^T [h_q^{[t_0]}]$. The constant $1/T_0$ has been eliminated from (8a), without effect on the optimal $s^\star$. It can be shown by the Law of Large Numbers that (8a) multiplied by $1/T_0$ converges to (7a), as $T_0$ tends to infinity [24].

Remark: In the GLA for MIMO communications [13], [17], an SAA problem boils down to maximizing the average signal-to-noise ratio. To solve this SAA problem, a channel correlation matrix (i.e. a second-moment matrix) is first approximated by exploiting a sample of channel realizations. Then, an optimum turns out to be the dominant eigenvector of the correlation matrix. Nevertheless, due to the structure of the 4th-order term in the nonlinear model (4), we cannot solve (8) by approximating a second-moment matrix or a fourth-moment matrix.

Problem (8) is intractable, due to the quartic polynomial (9). To tackle this issue, we make use of the optimization framework developed in [7], [8]. Specifically, auxiliary variables $t^{[t_0]}_{q,k}$ and $X$ are introduced to linearize $s^H M_{q,k} s \forall k \in \{0, \ldots, N-1\}$, such that

$$s^H M_{q,k} s = \text{Tr} \left\{ M_{q,k}^T s s^H \right\} = \text{Tr} \left\{ M_{q,k}^T X \right\} = t^{[t_0]}_{q,k} \quad (10)$$
Hence, problem (8) can be recast into an equivalent form

\[
\begin{align*}
\min_{\gamma_1, t_{q,k}^{[t_0]}, X \succeq 0} & \quad \gamma_1 \\
\text{s.t.} & \quad K \sum_{k=1}^{K} w_q \left( -\beta_2 t_{q,0}^{[t_0]} + g_q^{[t_0]} \left( t_{q}^{[t_0]} \right) \right) - \gamma_1 \leq 0, \\
& \quad \text{Tr} \left\{ M_{q,k}^{[t_0]} X \right\} = t_{q,k}^{[t_0]}, \forall t_0, q, k, \\
& \quad \text{Tr} \left\{ H X^{[t_0]} \right\} = t_{q,k}^{[t_0]}, X^{[t_0]} \neq 0, \\
& \quad \text{rank} \{ X \} = 1,
\end{align*}
\]

(11a) \hspace{2cm} (11b) \hspace{2cm} (11c) \hspace{2cm} (11d) \hspace{2cm} (11e) \hspace{2cm} (11f)

where \( A_0 = \text{diag}\{-3\beta_4/2, -3\beta_4, \ldots, -3\beta_4\} \succeq 0, \)

\[
\begin{align*}
\mathbf{t}_q^{[t_0]} & \triangleq \left[ t_{q,0}^{[t_0]}, \ldots, t_{q,N-1}^{[t_0]} \right]^T \text{ and } g_q^{[t_0]} \left( \mathbf{t}_q^{[t_0]} \right) & \triangleq \left[ \mathbf{t}_q^{[t_0]} \right]^H A_0 \mathbf{t}_q^{[t_0]},
\end{align*}
\]

(12)

Although the quartic polynomial problem has been addressed, problem (11) is still NP-hard in general, due to the nonconvex quadratic constraint (11b) and the rank constraint (11f).

B. Sample Average Approximation Algorithm

This subsection proposes an algorithm to solve the equivalent form of (8), i.e. problem (11). We first relax the rank constraint in problem

\[
\begin{align*}
\min_{\gamma_1, t_{q,k}^{[t_0]}, X \succeq 0} & \quad \gamma_1 \\
\text{s.t.} & \quad K \sum_{k=1}^{K} w_q \left( -\beta_2 t_{q,0}^{[t_0]} + g_q^{[t_0]} \left( t_{q}^{[t_0]} \right) \right) - \gamma_1 \leq 0, \\
& \quad \text{Tr} \left\{ M_{q,k}^{[t_0]} X \right\} = t_{q,k}^{[t_0]}, \forall t_0, q, k, \\
& \quad \text{Tr} \left\{ H X^{[t_0]} \right\} = t_{q,k}^{[t_0]}, X^{[t_0]} \neq 0, \\
& \quad \text{rank} \{ X \} = 1
\end{align*}
\]

(13)

We then show that (13) can yield a rank-1 optimal \( X^\ast \).

We exploit successive convex approximation (SCA) to address (13). Specifically, given \( \left[ \mathbf{t}_q^{[t_0]} \right]^{(l-1)} \) as the optimal \( \mathbf{t}_q^{[t_0]} \) achieved at iteration \( (l-1) \), the nonconvex term \( g_q^{[t_0]} \left( \mathbf{t}_q^{[t_0]} \right) \) in (11b) can be approximated as an affine function

\[
\tilde{g}_q^{[t_0]} \left( \mathbf{t}_q^{[t_0]}, \left[ \mathbf{t}_q^{[t_0]} \right]^{(l-1)} \right) \triangleq 2 \text{Re} \left\{ \left[ \left[ \mathbf{t}_q^{[t_0]} \right]^{(l-1)} \right]^H A_0 \mathbf{t}_q^{[t_0]} \right\} - \left[ \left[ \mathbf{t}_q^{[t_0]} \right]^{(l-1)} \right]^H A_0 \left[ \mathbf{t}_q^{[t_0]} \right]^{(l-1)}
\]

(14)

at iteration \( l \), by the first-order Taylor expansion. The approximate problem of (13) at iteration \( l \) can be formulated as

\[
\begin{align*}
\min_{\gamma_1, t_{q,k}^{[t_0]}, X \succeq 0} & \quad \gamma_1 \\
\text{s.t.} & \quad K \sum_{k=1}^{K} w_q \left( -\beta_2 t_{q,0}^{[t_0]} + \tilde{g}_q^{[t_0]} \left( \mathbf{t}_q^{[t_0]}, \left[ \mathbf{t}_q^{[t_0]} \right]^{(l-1)} \right) \right) \leq \gamma_1, \\
& \quad \text{Tr} \left\{ M_{q,k}^{[t_0]} X \right\} = t_{q,k}^{[t_0]} \\
& \quad \text{Tr} \left\{ H X^{[t_0]} \right\} = t_{q,k}^{[t_0]}, \forall t_0, q, k \neq 0
\end{align*}
\]

(15a) \hspace{2cm} (15b) \hspace{2cm} (15c) \hspace{2cm} (15d) \hspace{2cm} (15e)
By substituting (11c) and (11d) into (15b), the above problem can be recast into an equivalent but more concise form

\[
\min_{X \succeq 0} \{ \text{Tr}(A_1 X) : \text{Tr}(X) \leq P \},
\]

where \( A_1 \triangleq C_1 + C_1^H \) and

\[
C_1 \triangleq \sum_{t_0=1}^{T_l} \sum_{q=1}^{K} w_q \left( -\beta_2 + 3 \beta_4 \frac{[f_{t_0}^{l_0}]}{2} M_{q,0}^{[t_0]} - 3 \beta_4 \sum_{k=1}^{N-1} \left[ [f_{q,k}^{l_0}]^{(l-1)} \right]^* M_{q,k}^{[t_0]} \right).
\]

Problem (16) is shown to be a separable semidefinite program (SDP) [25]. Thus, applying [25, Proposition 3.5], we can show that problem (16) has, among others, a rank-1 optimal solution \( X^\star \). Due to the equivalence, the optimal \( X^\star \) of problem (16) also satisfies the Karush-Kuhn-Tucker (KKT) conditions of problem (15). As problem (15) is convex, the rank-1 solution \( X^\star \) of problem (16) is also the optimal \( X^\star \) of problem (15).

In order to achieve such a rank-1 \( X^\star \) for problem (16), we can employ the Interior-Point Algorithm (IPA) to the SDP problem (16) yielding a high-rank \( X^\star \) [26], from which we can derive a rank-1 \( X^\star \) by rank reduction [25] or a randomized algorithm [27]. However, solving (16) by IPA results in high complexity: \( O(1)(2 + 2MN)^{1/2}(MN)^2 \left( (5MN)^4 + 8(MN)^3 + (MN)^2 + 1 \right) \) [28]. In the following, we show that the rank-1 \( X^\star \) can be computed by a less complex method.

As problem (16) has a rank-1 solution \( X^\star \), there always exists a vector \( x^\star \) such that \( X^\star = x^\star [x^\star]^H \). Therefore, computing an optimal rank-1 \( X^\star \) of problem (16) boils down to looking for an optimal vector variable \( x^\star \) of

\[
\min_x \{ x^H A_1 x : \|x\|^2 \leq P \}.
\]

Intuitively, if the smallest eigenvalue \( A_1 \) is positive, \( x^\star = 0 \).

**Proposition 1:** The matrix \( A_1 \) in problem (18) always has at least one negative eigenvalue.

**Proof:** In (17), diagonal entries of \( M_{q,0}^{[t_0]} \) are always positive, while those of \( M_{q,k}^{[t_0]} \) and \( [M_{q,k}^{[t_0]}]^H \) (for \( k \neq 0 \)) are 0. Hence, the diagonal entries of \( A_1 \) are always negative and \( \text{Tr}(A_1) < 0 \), from which the proposition can be shown.

Given Proposition 1, the KKT conditions of problem (18) indicate that the stationary points of problem (18) are in the directions of the eigenvectors of \( A_1 \). Thus, to minimize \( x^H A_1 x \), the direction of the optimal \( x^\star \) should be aligned with the eigenvector corresponding to the minimum eigenvalue. Hence, the optimal \( x^\star = \sqrt{P}[U_{A_1}]_{\min} \), where \( U_{A_1} \) collects the eigenvectors of \( A_1 \), and \( [U_{A_1}]_{\min} \) represents the eigenvector corresponding to the smallest eigenvalue of \( A_1 \).
Algorithm 1 SAA Algorithm $\Psi (\mathcal{H}_0, s_{\text{int}})$

**Input:** $\mathcal{H}_0 = \{H^1, \ldots, H^{T_0}\}$ and $s_{\text{int}}$.  

**Output:** The optimal solution $s^*$ of problem (8).

1: **Initialization** $t_0 = 1, \ldots, \text{Card} (\mathcal{H}_0)$; generate $M_{t_0}^{[t_0]} = [h_{q}^{[t_0]}]^* [h_{q}^{[t_0]}]^T \forall q, t_0$; set $l = 0$; initialize $s^*$ as $s_{\text{int}}$ such that $X^{(0)} = s_{\text{int}} s_{\text{int}}^H$ satisfies (11c); compute $[t_{q,k}^{[t_0]}]^{(0)} \forall t_0, q, k$ with $X^{(0)}$ by (11c).

2: repeat
3:  $l = l + 1$;  
4:  Compute $C_1$ by (17), and then update $A_1$; 
5:  Compute the eigenvalue decomposition of $A_1$ and the optimal solution of problem (18), i.e. $x^* = \sqrt{\mathcal{F}} [U A_1]_{\text{min}}$; 
6:  Update the optimal $X^*$ at iteration $l$ for problems (16) and (15), i.e. $X^{(l)} = x^* [x^*]^H$; 
7:  Update $[t_{q,k}^{[t_0]}]^{(l)} \forall t_0, q, k$ by (11c); 
8: until $\|X^{(l)} - X^{(l-1)}\|_F / \|X^{(l)}\|_F \leq \epsilon$
9: $s^* = x^*$.

The proposed SAA algorithm for solving problem (8) is summarized in Algorithm 1. In each iteration, performing eigenvalue decomposition for $A_1$ by the QR algorithm yields complexity of $O((MN)^3)$ [29], which is not a function of $T_0$ or $K$. This complexity is much lower than the complexity of the IPA used to solve the SDP (16).

**Theorem 1:** Algorithm 1 converges to a limit point, and $\gamma_1$ in problem (15) decreases over iterations. Designating this limit point as $\bar{s}$, $\bar{s} \bar{s}^H$ satisfies the KKT conditions of problem (11).

**Proof:** For details, see Appendix A.

Algorithm 1 can be expressed as a function

$$s^* = \Psi (\mathcal{H}_0, s_{\text{int}}).$$

which expresses the optimal solution $s^*$ of problem (8) as a function of the sample $\mathcal{H}_0$ and the initial point $s_{\text{int}}$. In the following, “Algorithm 1” and the expression in (19) are used interchangeably to refer to the SAA algorithm.

IV. WAVEFORM SELECTION-BASED WPT

A. Waveform Selection Procedure

This subsection elaborates on the WS procedure. As shown in Fig. 1, each time frame of the WS-based WPT consists of a WS phase and a WPT phase. The WS phase is composed of $N_p$
ET transmission timeslots and an ER feedback timeslot. During each ET transmission timeslot, the ET exploits a precoder within a predesigned $N_p$-codeword codebook to generate a multi-sine signal and send this signal. We designate the codebook as a set $\mathcal{S}$, where the $n_p$th codeword is expressed as a column vector and designated as $[\mathcal{S}]_{n_p}$ for $n_p = 1, \ldots, N_p$. Once the multi-sine signal is received at the ER, the ER measures the weighted sum $v_{\text{out}}$ for the $K$ rectennas and records its value. After the $N_p$ ET transmission timeslots, the ER finds the index corresponding to the largest weighted sum $v_{\text{out}}$ value. This index is also the index $n_p^\ast$ of the waveform that maximizes the weighted sum $v_{\text{out}}$. By defining the rectenna DC output voltage measured at the ER as $v_{\text{out},q}([\mathcal{S}]_{n_p})$, the search of the index $n_p^\ast$ can be expressed as

$$n_p^\ast = \arg \max_{n_p \in \{1, \ldots, N_p\}} \sum_{q=1}^K w_q \cdot v_{\text{out},q}([\mathcal{S}]_{n_p}).$$

(20)

Then, at the ER feedback timeslot, the ER feeds back the index $n_p^\ast$, which is composed of $\log_2 N_p$ feedback bits. The above WS procedure essentially conducts an exhaustive search over the codebook $\mathcal{S}$ and finds the codeword that maximizes the $v_{\text{out}}$ during the WPT phase. In the following WPT phase, the ET generates multi-sine signals for WPT by using the precoder $[\mathcal{S}]_{n_p^\ast}$.

B. Codebook Design for the WS-based WPT

Compared to an ideal precoder achieved under the assumption of perfect instantaneous CSIT, the precoder $[\mathcal{S}]_{n_p^\ast}$ taken from a codebook causes performance degradation in terms of the weighted sum $v_{\text{out}}$ (in the WPT phase). Hence, this subsection proposes an algorithm based on GLA, so as to derive a codebook $\mathcal{S}$ that minimizes the average weighted sum $v_{\text{out}}$ performance distortion.

1) Design Problem Formulation: The codebook $\mathcal{S}$ is derived from the sample $\mathcal{H}_{(0)}$, which is illustrated in Section II-C. To formulate the codebook design problem, we first define a distortion function, which can be exploited to quantify the average weighted sum $v_{\text{out}}$ distortion caused by the selected codeword $[\mathcal{S}]_{n_p^\ast}$. Based on the model (6), the weighted sum $v_{\text{out}}$-distortion function w.r.t. a certain channel realization $\mathbf{H}_{[t_0]}$ and the selected precoder $[\mathcal{S}]_{n_p^\ast}$ can be defined as

$$f_d(\mathbf{H}_{[t_0]}, s_{\text{opt}}^{[t_0]}, [\mathcal{S}]_{n_p^\ast}) = \sum_{q=1}^K w_q \cdot v_{\text{out},q}(\mathbf{h}_{[t_0]}^q, s_{\text{opt}}^{[t_0]}) - \sum_{q=1}^K w_q \cdot v_{\text{out},q}(\mathbf{h}_{[t_0]}^q, [\mathcal{S}]_{n_p^\ast}),$$

(21)

where $s_{\text{opt}}^{[t_0]}$ represents the ideal precoder computed by [8, Algorithm 2] accounting for perfect CSIT. In other words, $s_{\text{opt}}^{[t_0]}$ is computed when $\mathbf{H}_{[t_0]}$ is perfectly known at the ET. We define an ideal precoder set $\mathcal{S}_{\text{opt}}$ to collect $s_{\text{opt}}^{[t_0]}$, namely

$$\mathcal{S}_{\text{opt}} = \{s_{\text{opt}}^{[1]}, \ldots, s_{\text{opt}}^{[T_0]}\}.$$

(22)
Given a codebook $S$ consisting of $N_p$ codewords, performing the WS procedure (20) for a given training set $\mathcal{H}_0$ essentially partitions $\mathcal{H}_0$ into $N_p$ subsets, which are designated as $\mathcal{H}_{0,n_p}$ for $n_p = 1, \ldots, N_p$. Given $[S]_{n_p}$, the $n_p$th partition cell $\mathcal{H}_{0,n_p}$ can be obtained by

$$\mathcal{H}_{0,n_p} = \{ \mathbf{H} : f_d(\mathbf{H}, \mathbf{s}_{\text{opt}}, [S]_{n_p}) \leq f_d(\mathbf{H}, \mathbf{s}_{\text{opt}}, [S]_{n_p}), \forall \mathbf{H} \in \mathcal{H}_0, \forall \mathbf{s}_{\text{opt}} \in \mathcal{S}_{\text{opt}}, \forall n_p \neq n_p \}. \quad (23)$$

As each $[S]_{n_p}$ is computed by [8, Algorithm 2] for a given $\mathbf{H}[l_0]$, $\mathcal{S}_{\text{opt}}$ can also be partitioned into $N_p$ subsets, where each subset is designated as $\mathcal{S}_{\text{opt}, n_p}$. Hence, $\text{Card}(\mathcal{H}_{0,n_p}) = \text{Card}(\mathcal{S}_{\text{opt}, n_p}) \leq T_{n_p}$. As $\mathcal{H}_0 = \bigcup_{n_p=1}^{N_p} \mathcal{H}_{0,n_p}$, it follows that $\sum_{n_p=1}^{N_p} T_{n_p} = T_0$. Then, we can obtain the $v_{\text{out}}$-distortion function

$$\bar{f}_d \left( \{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}, \mathcal{S}_{\text{opt}, n_p} \right) = \sum_{n_p=1}^{N_p} \sum_{\mathbf{H} \in \mathcal{H}_{0,n_p}, \mathbf{s}_{\text{opt}} \in \mathcal{S}_{\text{opt}, n_p}} f_d(\mathbf{H}, \mathbf{s}_{\text{opt}}, [S]_{n_p}). \quad (24)$$

Minimizing the average $v_{\text{out}}$-distortion $\frac{1}{T_0} \bar{f}_d$ amounts to minimizing the distortion $\bar{f}_d$. Due to this, the codebook design problem can be formally formulated as

$$S^* = \arg \min_S \{ \bar{f}_d : \| [S]_{n_p} \| \leq P, \forall n_p \}. \quad (25)$$

2) Codebook Design Algorithm: It can be seen in problem (25) that the partition cells $\{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}$ in the distortion $\bar{f}_d$ are characterized by (23) with optimization variables $[S]_{n_p}$. That is, the partition cells of $\{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}$ depend on the optimization variable $S$. These coupled optimization variables make problem (25) intractable.

Intuitively, if $\mathcal{H}_{0,n_p}$ and $S$ were decoupled (such that they were independent optimization variables), it might be easier to solve problem (25). This is reminiscent of the GLA, where partition of a given training set and codewords are optimized alternatively. Inspired by this, we then decouple the optimizations of the partition cells $\{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}$ and the codewords $[S]_{n_p}$ in problem (25), such that the partition and the codewords can be optimized alternatively. The necessary condition for optimizing $S$ in (25) is that the partition optimization and the codewords optimization make the distortion $\bar{f}_d$ monotonically decrease.

Partition Optimization: The necessary condition for optimizing $S$ in (25) indicates that given a codebook $S$, optimized partition $\{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}$ should always make the distortion $\bar{f}_d$ no greater than that computed with arbitrary partition $\{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}$, i.e., $\bar{f}_d(\{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}, \{ \mathcal{S}_{\text{opt}, n_p} \}_{n_p=1}^{N_p}, S) \leq \bar{f}_d(\{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}, \{ \mathcal{S}_{\text{opt}, n_p} \}_{n_p=1}^{N_p} \cup S_{\text{opt}, n_p} \cup S_{\text{opt}, n_p} \cup S).$. Then, it is found that the partition of $\mathcal{H}_0$ offered by (23) is shown to be satisfied with the above condition for optimized partition. Hence, partition cells $\{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}$ at the $l$th iteration of the alternating optimization should be obtained by

$$\mathcal{H}_{0,n_p}^{(l)} = \{ \mathbf{H} : f_d(\mathbf{H}, \mathbf{s}_{\text{opt}}, [S]_{n_p}^{(l-1)}) \leq f_d(\mathbf{H}, \mathbf{s}_{\text{opt}}, [S]_{n_p}^{(l-1)}), \forall \mathbf{H} \in \mathcal{H}_0, \forall \mathbf{s}_{\text{opt}} \in \mathcal{S}_{\text{opt}}, \forall n_p \neq n_p \}, \forall n_p, \quad (26)$$
where \([S]^{(l-1)}\) and \([S]_{np}^{(l-1)}\) are the codewords (within the codebook \(S^{(l-1)}\)) optimized in the previous iteration.

**Codewords Optimization:** In order to always achieve the smallest \(\tilde{f}_d\) for given partition cells \(\{\mathcal{H}'_{0,np}\}_{np=1}^{N_p}\), we need to obtain the global optimum of

\[
\min_{S} \left\{ \tilde{f}_d (\{\mathcal{H}'_{0,np}\}_{np=1}^{N_p}, \{S'_{opt, np}\}_{np=1}^{N_p}, S) : \| [S]_{np} \|^2 \leq P, \forall np \right\}.
\]  

(27)

The above problem boils down to \(N_p\) subproblems, each corresponding to a given partition cell. The \(np\) th subproblem that optimizes \([S]_{np}\) can be reformulated as

\[
\min_{[S]_{np}} \left\{ \sum_{H \in \mathcal{H}'_{0,np}} f_d (H, s_{opt}, [S]_{np}) : \| [S]_{np} \|^2 \leq P \right\}.
\]  

(28)

Defining \(T'_{np} \triangleq \text{Card}(\mathcal{H}'_{0,np})\), the above problem can be further recast as

\[
\max_{|S|_{np}} \left\{ \sum_{t_{np}=1}^{T'_{np}} \sum_{q=1}^{K} w_q \cdot v_{out,q} (h_q^{[t_{np}]}, [S]_{np}) : \| [S]_{np} \|^2 \leq P \right\}.
\]  

(29)

Problem (29) is in the same form as problem (8). Therefore, we can transform (29) into an equivalent form in the same way as how we transform (8) into (11). Then, \([S]_{np}\) can be computed by Algorithm 1. Intuitively, we can obtain a global optimum of (27), such that the distortion \(\tilde{f}_d\) monotonically decreases over iterations of partition optimization and codewords optimization, and therefore a codebook design algorithm can converge. Nevertheless, Theorem 1 implies that when Algorithm 1 converges, the obtained \([S]_{np}\) leads to a KKT point of the aforementioned equivalent form of (29). This means that the solution achieved by Algorithm 1 may not be a global optimum of (27). Fortunately, the following Proposition 2 reveals that obtaining a global optimum of (27) is not the only way to keep the distortion \(\tilde{f}_d\) monotonically decreasing.

**Proposition 2:** Given partition \(\{\mathcal{H}'_{0,np}\}_{np=1}^{N_p}\) and a codebook \(S'\), setting the initial point \(s_{int} = [S']_{np}\) and performing Algorithm 1 (i.e. \([S]_{np} = \Psi (\mathcal{H}'_{0,np}; [S']_{np}) \forall np\)) always yield an optimized codebook \(S\) satisfying \(\tilde{f}_d (\{\mathcal{H}'_{0,np}\}_{np=1}^{N_p}, \{S'_{opt, np}\}_{np=1}^{N_p}, S) \leq \tilde{f}_d (\{\mathcal{H}'_{0,np}\}_{np=1}^{N_p}, \{S'_{opt, np}\}_{np=1}^{N_p}, S')\).

**Proof:** Please see Appendix B for details.

According to Proposition 2, when solving (29) at iteration \(l\) of the alternating optimization, we set the initial point \(s_{int} = [S]_{np}^{(l-1)}\), which is the codeword obtained at iteration \((l-1)\). Hence,

\[
[S]_{np}^{(l)} = \Psi (\mathcal{H}'_{0,np}; [S]_{np}^{(l-1)}).
\]  

(30)

**Codebook Initialization:** Before performing alternating optimization, the codebook \(S^{(0)} \triangleq \{[S]_1^{(0)}, \ldots, [S]_{N_p}^{(0)}\}\) is initialized by the pruning method (30), which eliminates elements from \(S_{opt}\).
Algorithm 2 Codebook Initialization

Input: $\mathcal{H}_0$, $S_{\text{opt}}$ and $N_p$.
Output: $S^{(0)} = \{[S]_1^{(0)}, \ldots, [S]_{N_p}^{(0)}\}$.

1: Initialization $n_p = 1$; $t_0 = 1$;
2: $[S]_{n_p}^{(t_0)} = s_{\text{opt}}^{[t_0]}$; $n_p = n_p + 1$; $t_0 = t_0 + 1$;
3: repeat
4: $f_{d,\text{min}} = \min_{n' \in \{1, \ldots, n_p-1\}} f_d(H^{[t_0]}; s_{\text{opt}}^{[t_0]}, [S]_{n'_p})$;
5: if $f_{d,\text{min}} \geq \epsilon$
6: $[S]_{n_p}^{(t)} = s_{\text{opt}}^{[t]}$; $n_p = n_p + 1$; $t_0 = t_0 + 1$;
7: else
8: $t_0 = t_0 + 1$;
9: end
10: until $n_p > N_p$

and uses the remaining as a codebook. Briefly, for $n_p = 1$, the codeword is initialized as $[S]_1^{(0)} = s_{\text{opt}}^{[1]}$. Intuitively, for a given channel realization, $[S]_2^{(0)}$ and $[S]_1^{(0)}$ should be sufficiently distinct such that they lead to different weighted sum $v_{\text{out}}$. Therefore, the $s_{\text{opt}}^{[t_0]}$ satisfying $f_d(H^{[t_0]}; s_{\text{opt}}^{[t_0]}, [S]_1^{(0)}) \geq \epsilon$ is selected as $[S]_2^{(0)}$. For $n_p > 2$, the codewords are initialized in a similar way. The detailed initialization algorithm is elaborated in Algorithm 2.

Algorithm 3 summarizes the alternating optimization algorithm for deriving the codebook $S$. Thanks to the partition optimization (26) and the codewords optimization (30), the sum distortion $\bar{f}_d$ monotonically decreases over iterations, satisfying $\bar{f}_d(H^{(l)}; S_{\text{opt},n_p}^{(l)} N_p; S^{(l)}) \leq \bar{f}_d(H^{(l-1)}; S_{\text{opt},n_p}^{(l-1)} N_p; S^{(l-1)})$. Hence, Algorithm 3 converges. Furthermore, according to Theorem 1 when Algorithm 3 converges, the finally optimized $[S]_{N_p}^*$ satisfies the KKT conditions of the aforementioned equivalent form of (29).

Algorithm 3 Codebook Design Algorithm

Input: $\mathcal{H}_0$, $S_{\text{opt}}$, $S^{(0)}$ and $N_p$.
Output: The optimized codebook $S^*$.

1: Initialization Set $l = 0$;
2: repeat
3: $l = l + 1$;
4: Partition optimization: Update $\{H_{0,n_p}^{(l)}\}_{n_p=1}^{N_p}$ by (26) with $S^{(l-1)}$; update $S_{\text{opt},n_p}^{(l)}$ corresponding to $H_{0,n_p}^{(l)} \forall n_p$;
5: if $l = 1$
6: $\bar{f}_d^{(0)} = f_d(H^{(1)}; S_{\text{opt},n_p}^{(1)} N_p; S^{(0)})$;
7: end
8: Codewords optimization: Update $\{[S]_{n_p}^{(l)}\}_{n_p=1}^{N_p}$ by (30);
9: Update $S^{(l)} = \{[S]_{1}^{(l)}, \ldots, [S]_{N_p}^{(l)}\}$;
10: Update $\bar{f}_d^{(l)} = \bar{f}_d(H^{(l)}; S_{\text{opt},n_p}^{(l)} N_p; S^{(l)})$;
11: until $|\bar{f}_d^{(l)} - \bar{f}_d^{(l-1)}|/|\bar{f}_d^{(l)}| \leq \epsilon$
12: $S^* = S^{(l)}$. 
We also express Algorithm 3 as a function

\[ S^* = \Phi(H_0, S_{opt}, S^{(0)}, N_p) . \quad (31) \]

In the following sections, when we refer to the codebook design algorithm, the function expression in (31) and “Algorithm 3” are used interchangeably.

V. WAVEFORM REFINEMENT-BASED WPT

In the WS-based WPT, the WS boils down to an exhaustive search over a codebook, where the search complexity is proportional to \( N_p \). Although a large \( N_p \) can increase the codewords resolution and may improve the average \( V_{out} \) (in the WPT phase), searching among a large number of codewords can lead to a long WS phase, i.e. a high overhead, which may lower the average \( V_{out} \) computed for the entire time frame consisting of the WS and the WPT phases. To avoid a potentially high overhead caused by the WS procedure, this section proposes the WR-based WPT, whose time frame consists of a WR phase and a WPT phase, as shown in Fig. 2. Compared to the multi-bit feedback in the WS, it is easier for a hardware-constrained ER to implement the one-bit feedback in the WR. As WR is based on a binary tree-structured (TS) codebook, we first elaborate on the binary TS codebook and the WR procedure in Section V-A.

A. Successive Waveform Refinement with a TS Codebook

1) Binary Tree-Structured Codebook: As shown in Fig. 4, the TS codebook \( S \) consists of \( L \) hierarchical levels. The \( n_s \)th subcodebook at level \( l \) (for \( l = 1, \ldots, L \)) is collected into a set
Algorithm 4 WR Procedure with One-Bit Feedback

**ET Input:** A $L$-level TS codebook $S$.

**ET Output:** A selected precoder $s^*$ for WPT.

1: **Initialization** ET sets $l = 0$, $n_s = 1$ and $f_b = 1$;

2: **repeat**

3: ET transmitting timeslot:

   4: ET updates $l = l + 1$;

   5: $n_s = \begin{cases} 2n_s - 1, & \text{for } f_b = 1 \\ 2n_s, & \text{for } f_b = 0 \end{cases}$

4: ET sequentially sends two multi-sine signals generated by $[S_{l,n_s}]_1$ and $[S_{l,n_s}]_2$, respectively;

5: ER detects and measures $v_{\text{out},1}$ and $v_{\text{out},2}$ w.r.t. $[S_{l,n_s}]_1$ and $[S_{l,n_s}]_2$, respectively;

6: ER feedback timeslot:

7: ER returns one-bit feedback $f_b$ generated by (32);

8: until $l = L$

9: ET selects $s^* = \begin{cases} [S_{l,n_s}]_1, & \text{for } f_b = 1 \\ [S_{l,n_s}]_2, & \text{for } f_b = 0 \end{cases}$

$S_{l,n_s} \subseteq S$, e.g. $S_{1,1}$. Subcodebooks at level $l$ have lower resolution than those at level $(l+1)$. Each level $l$ contains $2^{l-1}$ subcodebooks and $2^l$ codewords. At level $l$, the index $n_s \in \{1, \ldots, 2^{l-1}\}$. Each subcodebook $S_{l,n_s}$ consists of two codewords $[S_{l,n_s}]_1$ and $[S_{l,n_s}]_2$. Note that $[S_{l,n_s}]_1$ and $[S_{l,n_s}]_2$ are column vectors.

Given a $L$-level TS codebook, the preferred highest-resolution codeword (at level $L$) is found by performing *binary searches* throughout the hierarchical levels. The search of a preferred codeword at level $(l+1)$ is confined to the descendent subcodebook (at level $(l+1)$) of the preferred codeword found at level $l$. Fig. 4 characterizes the binary search by arrows: for $l \geq 1$, the $n_s$th codeword $[S_{l,[n_s/2]}]_{n_s-2([n_s/2]-1)}$ at level $l$ is linked with its descendent subcodebook $S_{l+1,n_s}$ at level $(l+1)$ by a downward arrow, e.g. given $l = 2$ and $n_s = 3$, the 3rd codeword $[S_{2,2}]_1$ at level 2 is linked with its descendent subcodebook $S_{3,3}$ at level 3.

2) *Waveform Refinement Procedure:* As shown in Fig. 2, the WR phase is divided into $L$ stages, where each stage consists of ET transmission timeslot 1, ET transmission timeslot 2 and an ER feedback timeslot. The WR procedure boils down to a search over the TS codebook $S$. In the ET transmission timeslots at stage $l$, the ET takes two precoders $[S_{l,n_s}]_1$ and $[S_{l,n_s}]_2$ from a subcodebook $S_{l,n_s}$ at level $l$ of $S$ to generate two multi-sine signals, respectively. These two signals are then delivered in ET transmission timeslots 1 and 2, respectively. Once receiving
these two multi-sine signals, the ER measures the weighted sum $v_{\text{out}}$ for these two signals. For notational simplicity, these weighted sum $v_{\text{out}}$ w.r.t. $[S_{l,n_s}]_1$ and $[S_{l,n_s}]_2$ are designated as $v_{\text{out},1}$ and $v_{\text{out},2}$, respectively. The ER generates a feedback bit $f_b$ by

$$f_b = \begin{cases} 
1, & \text{for } v_{\text{out},1} > v_{\text{out},2} \\
0, & \text{for } v_{\text{out},1} \leq v_{\text{out},2}
\end{cases} \quad (32)$$

The procedure of the ET transmissions in timeslots 1 and 2 and the above comparison (32) boils down to finding a desired codeword that maximizes $v_{\text{out}}$ for a given channel realization, by conducting a search over the subcodebook $S_{l,n_s}$. From the viewpoint of codebook search, $f_b = 1$ means that $[S_{l,n_s}]_1$ is the desired codeword at level $l$, while $f_b = 0$ means that $[S_{l,n_s}]_2$ is the desired codeword. Once the ET receives the feedback, it determines which descendent subcodebook should be used to generate multi-sine signals at the $(l+1)$ th WR stage. According to the binary search rule, if $f_b = 1$, the descendent subcodebook (at level $(l+1)$) of $[S_{l,n_s}]_1$ is selected; otherwise, the descendent subcodebook of $[S_{l,n_s}]_2$ is selected. The WR procedure is summarized in Algorithm 4. Conducting binary searches over a TS codebook where the highest level has $N_p$ codewords, the ET delivers $2 \log_2 N_p$ multi-sine signals, while the ER returns $\log_2 N_p$ feedback bits.

### B. Tree-Structured Codebook Design

1) **TS Codebook Derivation Strategy**: The hierarchical structure and the binary search make the codebook design different from that in Section [IV-B]. The binary search indicates that if $[S_{l,n_s}]_{n_p}$ is the desired codeword at level $l$, the search of the desired codeword at level $(l+1)$ is confined to the descendent subcodebook of $[S_{l,n_s}]_{n_p}$. Meanwhile, we notice that given a finite channel realization set $\mathcal{H}_{0,l,n_s}$ and a subcodebook $S_{l,n_s}$, searching desired codewords for all elements in $\mathcal{H}_{0,l,n_s}$ is equivalent to dividing $\mathcal{H}_{0,l,n_s}$ into two subsets $\{\mathcal{H}_{0,l,n_s,n_p}\}_{n_p=1}^{2}$. Namely, for a given $n_p$,

$$\mathcal{H}_{0,l,n_s,n_p} = \{H : f_d(H, s_{\text{opt}}, [S_{l,n_s}]_{n_p}) \leq f_d(H, s_{\text{opt}}, [S_{l,n_s}]_{n_p}) \forall H \in \mathcal{H}_{0,l,n_s}, \forall s_{\text{opt}} \in S_{\text{opt},l,n_s}, \forall n' \neq n_p\}. \quad (33)$$

We then illustrate the codebook derivation strategy by the following example. Given a finite training set $\mathcal{H}_0$ (which is introduced in Section [II-C]) and the level 1 subcodebook $S_{1,1}$, in order to derive the subcodebooks $S_{2,1}$ and $S_{2,2}$, we first perform (33) for $\mathcal{H}_0$ and $\{[S_{1,1}]_{n_p}\}_{n_p=1}^{2}$, yielding $\{\mathcal{H}_{0,1,n_p}\}_{n_p=1}^{2}$. Then, $S_{2,1}$ and $S_{2,2}$, which are the descendants of $[S_{1,1}]_1$ and $[S_{1,1}]_2$, can be derived from $\mathcal{H}_{0,1,1,1}$ and $\mathcal{H}_{0,1,1,2}$, respectively. Afterwards, $S_{3,1}$ (i.e. the descendant of $[S_{2,1}]_1$)
can be derived from the channel realization set $\mathcal{H}_{0,2,1,1}$, which is obtained by (33) for given $\mathcal{H}_{0,2,1}$ (which is equal to $\mathcal{H}_{0,1,1,1}$) and $\mathcal{S}_{2,1}$. Hence, to sum up, the descendent subcodebook of the codeword $[S_{l,n,s}]_{np}$ (for $l \geq 2$) is derived from its corresponding training set $\mathcal{H}_{0,l,n,s,n,p}$, which is obtained by performing (33) for given $\mathcal{H}_{0,l,n,s}$ and $\mathcal{S}_{l,n,s}$.

2) **Designing Level l (for $l \geq 2$) Subcodebook $\mathcal{S}_{l,n,s}$**: Given a codeword $[S_{l-1,[n_{s}/2]}]_{n_{s}-2([n_{s}/2]-1)}$ at level $(l - 1)$ and its corresponding training set $\mathcal{H}_{0,l,n,s}$, this part derives the descendent subcodebook $\mathcal{S}_{l,n,s}$ at level $l$ from $\mathcal{H}_{0,l,n,s}$. In order to evaluate the distortion, we define a set $\mathcal{S}_{\text{opt},l,n,s}$, where each element $s_{\text{opt}} \in \mathcal{S}_{\text{opt},l,n,s}$ is computed by [8, Algorithm 2] for a given channel realization $\mathcal{H}^{(0)} \in \mathcal{H}_{0,l,n,s}$. Then, the design problem can be formulated as

$$S_{l,n,s} = \arg \min_{S_{l,n,s}} \left\{ \tilde{f}_{d}: \| [S_{l,n,s}]_{np} \|^2 \leq P, \; n_p \in \{1, 2\} \right\}, \quad (34)$$

where the sum distortion $\tilde{f}_{d}$ is

$$\tilde{f}_{d}\left(\mathcal{H}_{0,l,n,s}, [S_{l,n,s}]_{np}^2 \right) = \sum_{n_p=1}^{2} \sum_{H \in \mathcal{H}_{0,l,n,s}, n_p, S_{\text{opt},l,n,s}} \tilde{f}_{d}(H | S_{l,n,s}, [S_{l,n,s}]_{np}). \quad (35)$$

In the above equation, $\{ \mathcal{H}_{0,l,n,s} \}_{np=1}^2$ is obtained by (33) for given $\mathcal{S}_{l,n,s}$ and $\mathcal{H}_{0,l,n,s}$. Additionally, as each element in $\mathcal{S}_{\text{opt},l,n,s}$ is computed for a given element in $\mathcal{H}_{0,l,n,s}$, a set $\mathcal{S}_{\text{opt},l,n,s} \subseteq \mathcal{S}_{l,n,s}$ corresponding to $\mathcal{H}_{0,l,n,s,n_p}$ can also be found. The coupled optimization variables make (34) intractable. To solve (34), we regard $\{ \mathcal{H}_{0,l,n,s} \}_{np=1}^2$ and $\mathcal{S}_{l,n,s}$ as independent optimization variables, similarly to Section IV-B2. It can be seen that problem (34) has the same form as problem (25). Intuitively, (34) can be solved by Algorithm 3. Therefore,

$$S_{l,n,s}^{(0)} = \Phi(\mathcal{H}_{0,l,n,s}, \mathcal{S}_{\text{opt},l,n,s}, S_{l,n,s}^{(0)}). \quad (36)$$

However, given an arbitrary initial subcodebook $S_{l,n,s}^{(0)}$, the optimized $S_{l,n,s}^{*}$ offered by (36) may not satisfy the necessary condition for an optimized subcodebook $S_{l,n,s}^{*}$:

$$\tilde{f}_{d}\left(\mathcal{H}_{0,l,n,s}, [S_{l,n,s}^{*}]_{np}^2 \right) \leq \tilde{f}_{d}\left(\mathcal{H}_{0,l,n,s}, [S_{l,n,s}^{(0)}]_{np}^2 \right), \quad (37)$$

where $\{ \mathcal{H}_{0,l,n,s}^{*} \}_{np=1}^2$ is obtained by (33) with $S_{l,n,s}^{*}$. Recall that when performing Algorithm 3, $\tilde{f}_{d}$ monotonically decreases over iterations. Therefore, in order to make the optimized $S_{l,n,s}$ always satisfy (37), the initial $S_{l,n,s}^{(0)}$ has to satisfy

$$\tilde{f}_{d}\left(\mathcal{H}_{0,l,n,s}, [S_{l,n,s}^{(0)}]_{np}^2 \right) \leq \tilde{f}_{d}\left(\mathcal{H}_{0,l,n,s}, [S_{l,n,s}^{(0)}]_{np}^2 \right), \quad (38)$$

where $\{ \mathcal{H}_{0,l,n,s}^{(0)} \}_{np=1}^2$ is obtained by (33) with $S_{l,n,s}^{(0)}$. It can be shown by (33) that if one codeword in $S_{l,n,s}^{(0)}$ is set as $[S_{l-1,[n_{s}/2]}]_{n_{s}-2([n_{s}/2]-1)}$, (38) can always be satisfied. Based on this, for level
$l \geq 2$, we design an $S_{l,n_s}^{(0)}$ initialization algorithm, as shown in Algorithm 5. In the following discussion, we express the initialization algorithm as a function

$$S_{l,n_s}^{(0)} = \Theta \left( H_{0,l,n_s}, S_{\text{opt},l,n_s}, [S_{l-1,[n_s/2]}]_{n_s-2([n_s/2]-1)} \right). \quad (39)$$

3) Designing Level 1 Subcodebook $S_{1,1}$: To initialize the subcodebook at level 1, we first derive a root codeword $S_0$ from the entire training set $H_0$ by Algorithm 1 i.e. $S_0 = \Psi (H_0, s_{\text{int}})$. This root codeword $S_0$ maximizes the expected weighted sum-$v_{\text{out}}$ for $H_0$. The initial subcodebook $S_{1,1}^{(0)}$ at level 1 can be generated by substituting the root codeword $S_0$ into Algorithm 5 i.e. $S_{1,1}^{(0)} = \Theta (H_0, S_{\text{opt}}, S_0)$. Then, $S_{1,1}$ can be achieved by performing $S_{1,1}^* = \Phi (H_0, S_{\text{opt}}, S_{1,1}^{(0)}, 2)$. 

---

**Algorithm 5 Subcodebook Initialization**

**Input:** $H_{0,l,n_s}$, $S_{\text{opt},l,n_s}$ and $[S_{l-1,[n_s/2]}]_{n_s-2([n_s/2]-1)}$, where $l \geq 2$; the $t_0$th elements within $H_{0,l,n_s}$ and $S_{\text{opt},l,n_s}$ are designated as $H^{[t_0]}$ and $s_{\text{opt}}^{[t_0]}$, respectively.

**Output:** $S_{l,n_s}^{(0)}$, $S_{l,n_s}^{(0)}$.

1: Initialization $t_0 = 0$;
2: $[S_{l,n_s}]^{(0)} = [S_{l-1,[n_s/2]}]_{n_s-2([n_s/2]-1)}$;
3: repeat
4: $t_0 = t_0 + 1$;
5: $f_{d,\text{min}} = f_{d}(H^{[t_0]}, S_{\text{opt}}, [S_{l,n_s}]^{(0)});$
6: until $f_{d,\text{min}} \geq \epsilon$
7: $[S_{l,n_s}]_{2} = s_{\text{opt}}^{[t_0]}$.

**Algorithm 6 TS Codebook Design Algorithm**

**Input:** $H_0$, $S_{\text{opt}}$, $s_{\text{int}}$ and $L$.

**Output:** The TS codebook $S$.

1: Initialization $S_0 = \Psi (H_0, s_{\text{int}});$
2: for $l = 1 : 1 : L$
3: for $n_s = 1 : 1 : 2^{l-1}$
4: if $l = 1$
5: $S_{l,1}^{(0)} = \Theta (H_0, S_{\text{opt}}, S_0) ;$
6: $S_{l,1}^* = \Phi (H_0, S_{\text{opt}}, S_{l,1}^{(0)}, 2) ;$
7: Update $\{H_{0,l,n_p}\}_{n_p=1}^{2}$ by (33) with $S_{1,1}$; update $\{S_{l,1,n_p}\}_{n_p=1}^{2}$ to corresponding to $\{H_{0,l,n_p}\}_{n_p=1}^{2}$;
8: else
9: $l = l-1; n_s' = [\frac{n_s}{2}]; n_p = n_s-2([\frac{n_s}{2}]-1);$ 
10: $H_{0,l,n_s} = H_{0,l',n_s',n_p}$ and $S_{\text{opt},l,n_s} = S_{\text{opt},l',n_s',n_p};$
11: $S_{l,n_s}^{(0)} = \Theta \left( H_{0,l,n_s}, S_{\text{opt},l,n_s}, [S_{l-1,[n_s/2]}]_{n_s-2([n_s/2]-1)} \right);$
12: $S_{l,n_s}^* = \Phi \left( H_{0,l,n_s}, S_{\text{opt},l,n_s}, [S_{l,n_s}^{(0)}]_{2} \right);$
13: Update $\{H_{0,l,n_p}\}_{n_p=1}^{2}$ by (33) with $S_{1,1}$; update $\{S_{l,1,n_p}\}_{n_p=1}^{2}$ to corresponding to $\{H_{0,l,n_p}\}_{n_p=1}^{2}$;
14: end
15: end
16: end
The proposed TS codebook design algorithm is summarized in Algorithm 6. The necessary condition (37) implies that the subcodebook $S_{l,n_s}^*$ optimized by solving (34) essentially minimizes the average distortion only for the channel realization set $\mathcal{H}_{0,l,n_s}$, but not the entire training set $\mathcal{H}_0$. From this, it can be inferred that the highest-resolution codewords at the highest level of the TS codebook are not optimized to minimize the average distortion for the entire training set $\mathcal{H}_0$. Therefore, compared to the codebook for WS-based WPT, the TS codebook is suboptimal for maximizing the average $v_{out}$.

VI. PERFORMANCE EVALUATIONS

We consider spatially-uncorrelated frequency-selective fading channels at a central frequency of 2.4 GHz, where the channels are generated by the IEEE TGn NLOS channel model E [31]. This model characterizes a typical large open space indoor (or outdoor) WiFi-like environment. The path loss, which is used to compute the large-scale fading $\Lambda^{1/2}$, is modeled according to [31], under the assumption of 0dB transmit and receive antenna gains. In the codebook designs, we set $w_q = 1 \forall q$. The equivalent isotropically radiated power (which is defined as the product of $MP$) at the ET, the channel bandwidth and the path loss are respectively set as 36 dBm, 10 MHz and 60.046 dB (which corresponds to a distance $D = 10$ m), unless otherwise stated.

A. Waveform Selection-Based WPT

We first draw the effect of the number of channel realizations in a training set and the number of codewords on the average $v_{out}$. Fig. 5 investigates the average $v_{out}$ in the WPT phase as a function of $T_0$, in the presence of various $N_p$. It is shown that the average $v_{out}$ achieved by an $N_p$-codeword codebook increases as $T_0$ increases, but saturates at a high $T_0$. Moreover, in the presence of a larger $N_p$, the average $v_{out}$ does not saturate until a higher $T_0$. 

Fig. 5. Average $v_{out}$ as a function of $T_0$, with $M = 1$ and $N = 8$. 

...
Fig. 6. Average $v_{\text{out}}$ in the WPT phase as a function of $N$, with $M = 1$ and $K = 1$.

Fig. 6 investigates the average $v_{\text{out}}$ in the WPT phase as a function of $N$, for various $N_p$ (which is a function of the number of feedback bits). In the simulations, codebooks at the ET are derived with a training set $\mathcal{H}_0$ of $T_0 = 5000$ channel realizations. In the presence of perfect CSIT, $v_{\text{out}}$ is maximized by performing [8, Algorithm 1] to optimize ET transmit waveforms. It can be seen that as $N$ increases, the gap between the average $v_{\text{out}}$ achieved with perfect CSIT and the average $v_{\text{out}}$ achieved by the WS-based WPT for a given $N_p$ grows as $N$ increases. This observation indicates that to guarantee a certain voltage loss, the number of feedback bits should scale with $N$. It is also demonstrated that similarly to WPT with perfect CSIT, the WS-based WPT can enhance the average $v_{\text{out}}$ by exploiting more sinewaves, where the average $v_{\text{out}}$ scales linearly with the increasing $N$. Additionally, Fig. 6 indicates that increasing the number of feedback bits enables a faster increase in the average $v_{\text{out}}$ as a function of the number of sinewaves. This can be drawn from the observation that a growing $N_p$ can increase the slope of the average $v_{\text{out}}$ curve w.r.t. the WS-based WPT.

Fig. 7 studies the effect of $M$, $\Lambda$ and $P$ on the average $v_{\text{out}}$ achieved by the WS-based WPT, where codebooks for various $N_p$, $M$, $P$ and $D$ are constructed. We draw the following observations from Fig. 7. 1) The average $v_{\text{out}}$ offered by the setups of “$M = 1$, $D = 25$ m, $P = 3.98107$ W” and “$M = 1$, $D = 10$ m, $P = 0.456$ W” illustrates that in the presence of a small average input power into the rectenna, the average $v_{\text{out}}$ as a function of $N_p$ quickly saturates, even if $N_p$ is small. Due to the similar $\Lambda P$ values, these two setups yield similar

In the simulations, $D = 25 \text{ m}$ corresponds to path loss of $69.4584 \text{ dB}$

Note that $\Lambda$ is related to the large-scale fading $\Lambda^{1/2}$, which is a function of the WPT transmission distance $D$. 

\[2\text{In the simulations, } D = 25 \text{ m corresponds to path loss of } 69.4584 \text{ dB}\]
average $v_{out}$. 2) Fig. 7 reveals that the average $v_{out}$ achieved by the WS-based WPT for a given number of feedback bits (or $N_p$) can be improved by increasing $M$, $P$ or $\Lambda$. Such an operation improves the average input power into the rectenna. Moreover, the $v_{out}$ achieved by the setups of “$M = 1$, $D = 10$ m, $P = 1.9905$ W” and “$M = 2$, $D = 10$ m, $P = 1.9905$ W” indicates that a small $N_p$ can become a limiting factor, such that increasing $M$ may not lead to a significant increase in the average $v_{out}$. Note that this observation is quite different from the observation made in the presence of perfect CSIT, where increasing $M$ significantly enhances the average $v_{out}$ [6], [8]. 3) In the scenario where $M$, $P$ or $\Lambda$ is enlarged, the number of feedback bits (or $N_p$) should be increased, so as to guarantee a certain voltage loss. Simulation results imply that for $M \geq 2$, a large $N_p$ is necessary for the WS-based WPT to reduce the average $v_{out}$ performance loss.

Fig. 8 studies the effect of transmission bandwidth $B$ on the average $v_{out}$ achieved by the WS-based WPT, where codebooks are designed for various $N_p$, $M$, $N$ and $B$. Note that in the simulations, a channel with $B = 10$ MHz is much more frequency-selective than that with $B = 1$ MHz. Fig. 8 shows that for given $M$ and $N$, a large bandwidth always leads to a higher average $v_{out}$ than a small bandwidth in the presence of perfect CSIT, thanks to the frequency selectivity gain. By contrast, it is shown that performing limited feedback-based WPT with multiple transmit antennas (e.g. $M = 2$ and $N = 8$) or a large number of sinewaves (e.g. $M = 1$ and $N = 16$), a large bandwidth may offer a lower average $v_{out}$ than a small bandwidth in the presence of a small $N_p$, although the former outperforms the latter voltage-wise in the presence...
of a large $N_p$. This stems from the fact that a small bandwidth features little frequency selectivity and enables a fast increase in the average $v_{\text{out}}$ as a function of $N_p$. Fig. 8 suggests that in the presence of multiple transmit antennas or a large number of sinewaves, WPT based on limited feedback can exploit a small transmission bandwidth to alleviate a high overhead caused by a long WS phase, if the output voltage performance loss is affordable.

We now draw insights into the codebook design for a multi-rectenna ER. In the codebook design for a $K$-rectenna ER, the accuracy of the codeword $[S]_{n_p}$ obtained by solving the codewords optimization (29) for a given partition cell $H'_{0,n_p}$ is essentially determined by the total number of channel gain vectors $h_q[t_0]$ within $H'_{0,n_p}$, which is equal to $T'_{n_p}K$ where $T'_{n_p} \triangleq \text{Card}(H'_{0,n_p})$. Intuitively, in the codebook design for a single-rectenna ER, assuming a partition cell $H''_{0,n_p}$ consisting of $T'_{n_p}K$ elements i.e. $\text{Card}(H''_{0,n_p}) = T'_{n_p}K$, solving (29) for $H''_{0,n_p}$ may yield a codeword similar to that achieved by solving (29) for $H'_{0,n_p}$. A question then arises: how is the $v_{\text{out}}$ performance of serving a $K$-rectenna ER with a codebook derived for a single-rectenna ER? To find the answer, the simulations for Fig. 9 consider a scenario where an ET serves a 2-rectenna ER, while codebooks $S_1$, $S_2$ and $S_3$ are derived with parameters $(K = 1, T_0 = 5000)$, $(K = 1, T_0 = 10000)$ and $(K = 2, T_0 = 5000)$, respectively. Fig. 9 depicts that codebooks derived for $K = 1$ are suboptimal for serving a $K$-rectenna ER, achieving lower average $v_{\text{out}}$ than a codebook derived for a $K$-rectenna ER. The comparison of the $v_{\text{out}}$ achieved by $S_2$ and that achieved by $S_3$ reveals that the partition optimization (26) shows significant effect on the codebook design for a multi-rectenna ER.

B. Waveform Refinement-Based WPT

Fig. 10 investigates the average $v_{\text{out}}$ (in the WPT phase) achieved by the proposed waveform strategies relying on limited feedback and baseline schemes. Simulated with [8, Algorithm 1], SU WPT presents the average $v_{\text{out}}$ of multi-sine WPT in the presence of perfect CSIT. Assuming perfect CSIT, Adaptive Single Sinewave (ASS) [6] allocates power to the frequency corresponding to the strongest frequency-domain channel gain. ASS maximizes the harvested power for the WPT waveform optimization under the assumption of the linear rectenna model. The Uniform Power (UP) allocation scheme assumes perfect CSI on the normalized spatial domain channel but no CSI on the frequency domain channel power gains. Hence, transmit power is equally allocated across frequencies by UP. Assuming no CSIT, the isotropic transmission (iso. trans.) uniformly allocates power across frequencies and randomly generates the phases of the
Fig. 10. Average $v_{\text{out}}$ in the WPT phase as a function of $N$, with $M = 1$ and $K = 1$. In the WS-based WPT, the codebook size $N_p = 2N$. In the WR-based WPT, the TS codebook has $L = \log_2 2N$ levels.

transmitted sinewaves. Fig. 10 demonstrates that the average $v_{\text{out}}$ (in the WPT phase) achieved by the WR-based WPT can be slightly lower than that achieved by the WS-based WPT, although the TS codebook is suboptimal in terms of the average $v_{\text{out}}$. It is also shown that WPT strategies based on WR and WS always offer higher average $v_{\text{out}}$ than UP. This observation confirms that the proposed waveform designs relying on limited feedback are beneficial to multi-sine WPT. Moreover, the WR-based WPT can significantly outperform ASS in terms of the average $v_{\text{out}}$. In other words, the proposed waveform strategies, based on limited feedback, can outperform the linear rectenna model-based waveform design which even assumes perfect CSIT.

We now draw insights into the impact of the duration of the WS/WR phase on the average $v_{\text{out}}$ in the entire time frame consisting of the WS/WR phase and the WPT phase. Assumptions made in the simulations are listed as follows. An ET transmission timeslot in the WS-based WPT has the same duration as an ET transmission timeslot in the WR-based WPT. This duration is defined as the base unit of time i.e. 1, while the duration of each ER feedback (which is assumed to be errorless) in the WS/WR-based WPT is negligible. The time frames of the WS-based WPT and the WR-based WPT have the same duration $N_{FL}$. Wireless channels remain constant in a time frame but varies over different frames. Given a channel realization, the rectenna DC output voltage measured by the ER is designated as $v_{\text{out}}(s)$, where $s$ is the precoder exploited by the ET. Under the above assumptions and definitions, performing the WS-based WPT for a channel realization, the rectenna DC output voltage $v_{\text{out}}$ averaged over a time frame can be obtained by

$$v_{\text{out,WS}} = \frac{\left(\sum_{n_p=1}^{N_p} v_{\text{out}}(S_{n_p}) + (N_{FL} - N_p)v_{\text{out,WS-WPT}}\right)}{N_{FL}}, \quad (40)$$

where $v_{\text{out,WS-WPT}} = \max_{n_p} v_{\text{out}}(S_{n_p})$ is the $v_{\text{out}}$ achieved in the WPT phase. Similarly, performing
the WR-based WPT for a channel realization, the $v_{out}$ averaged over a time frame is

$$v_{out,WR} = \left( \sum_{l=1}^{L} \sum_{n_p=1}^{2} v_{out}\left( \left[ S_L, n_s \right]_{n_p} \right) + (N_{FL} - 2L)v_{out,WR-WPT} \right) / N_{FL},$$

(41)

where $v_{out,WR-WPT} = \max_{n_p \in \{1,2\}} v_{out}\left( \left[ S_L, n_s \right]_{n_p} \right)$ is the $v_{out}$ achieved in the WPT phase, and the precoders $\left[ S_L, n_s \right]_{n_p}$ and $\left[ S_L, n_s \right]_{n_p}$ are determined by the WR procedure Algorithm 4. In the simulations, $v_{out,WS}$ and $v_{out,WR}$ are averaged over 300 time frames, and the average values are designated as $\bar{v}_{out,WS}$ and $\bar{v}_{out,WR}$, respectively. Fig. 11 studies $\bar{v}_{out,WS}$ and $\bar{v}_{out,WR}$ as a function of $N_{FL}$. We make the following observations. 1) Not only the overhead caused by the WS/WR phase but also the resolution of the codebook can affect the average $v_{out}$ during the entire time frame. It can be seen from Fig. 11 that $\bar{v}_{out,WS}$ for $N_p = 2^3$ slightly increases as $N_{FL}$ grows, due to a low-resolution codebook. By contrast, $\bar{v}_{out,WS}$ for $N_p = 2^6$ soars with the increasing $N_{FL}$. It is also shown that increasing $N_{FL}$ improves $\bar{v}_{out,WS}$ of the WS-based WPT, and the increase in $\bar{v}_{out,WS}$ results from a tradeoff between the resolution of the codebook and the overhead caused by the WS procedure. When $N_{FL}$ is increased from 100 to 200, the WS-based WPT benefits from a higher-resolution codebook (whose $N_p = 2^5$), achieving a higher $\bar{v}_{out,WS}$. Furthermore, it can be seen that when $N_{FL} = 200$ and $N_{FL} = 300$, the $\bar{v}_{out,WS}$ values summit at the same $N_p = 2^5$. This illustrates that the increase in $\bar{v}_{out,WS}$ comes from a decrease in the proportion of the overhead. 2) Although the TS codebook for the WR-based WPT is suboptimal for maximizing the average $v_{out}$ in the WPT phase, the WR-based WPT can offer a higher average $v_{out}$ in the entire time frame, if the WR can significantly reduce the overhead. This can be seen from Fig. 11 that for $L = 3$ and $N_p = 2^3$, $\bar{v}_{out,WS}$ is always higher than $\bar{v}_{out,WR}$, although the overhead caused by the WR phase is a little lower than that caused by the WS phase. However, for $L = 7$ and $N_p = 2^7$, $\bar{v}_{out,WR}$ is much higher than $\bar{v}_{out,WS}$, when $N_{FL} = 200$ or 300. 3) As WR significantly reduces the overhead for looking for a preferred waveform, the WR-based WPT can exploit a TS codebook, where the highest-level codewords have much higher resolution than the codewords in the codebook for the WS-based WPT. For instance, when $N_{FL} = 100$, the WS-based WPT is unable to exploit a codebook with $N_p = 2^9$, while the WR-based WPT can exploit a TS codebook with $L = 9$.

---

4 Recall that the ET transmits $N_p$ energy signals in the WS phase, while the ET transmits only $2 \log_2 N_p$ energy signals in the WR phase (if the highest level of a TS codebook contains $N_p$ codewords).

5 For $L = 7$ and $N_p = 2^7$, in the WPT phase, the WR-based WPT yields an average $v_{out} = 0.0512$ V, less than $v_{out} = 0.0578$ V achieved by the WS-based WPT.
VII. Conclusions

Relaxing the assumption of perfect Channel State Information at the Transmitter (CSIT), we have proposed novel waveform strategies for multi-antenna multi-sine Wireless Power Transfer (WPT) with limited feedback. We respectively proposed the Waveform Selection (WS) and the Waveform Refinement (WR) to generate multi-sine signals for WPT from offline designed codebooks of waveform precoders. These codebooks are optimized by proposing novel algorithms based on the framework of the generalized Lloyd’s algorithm. Simulation results show that the proposed waveform strategies, though relying on limited feedback, can outperform a variety of baselines, achieving a higher rectenna DC output voltage. We have also drawn insights into the effect of various system parameters on the proposed waveform strategies. The evaluations highlight that a large number of codewords is necessary for the WS-based WPT in the multi-antenna setup but leads to a long WS procedure, which is a high overhead. To alleviate the overhead, though the WR strategy has been proposed, a waveform strategy based on decoupled spatial beamforming and frequency domain precoding codebooks might be studied in future. The strategy relying on decoupled codebooks may benefit the large-scale WPT with many antennas, reducing the overhead caused by determining preferred waveforms.

Appendix

A. Proof of Theorem 1

As the optimized rank-1 $\mathbf{X}^*$ of problem (16) is also optimal for problem (15), solving (15) essentially achieves the rank-constrained optimal $\mathbf{X}^* = \mathbf{x}^*|\mathbf{x}^*|^H$ of problem (15). Then, we shall show that solving (15) iteratively yields a stationary point of problem (11). As $-g_q^{[l_1]}(\mathbf{t}_q^{[l_1]})$ is convex, the first-order Taylor approximation $\tilde{g}_q^{[l_1]}(\mathbf{t}_q^{[l_1]}, \mathbf{t}_q^{[l_1]}(t-1))$ satisfies $g_q^{[l_1]}(\mathbf{t}_q^{[l_1]}) \leq g_q^{[l_1]}(\mathbf{t}_q^{[l_1]}, \mathbf{t}_q^{[l_1]}(t-1))$. Then, $\tilde{g}_q^{[l_1]}(\mathbf{t}_q^{[l_1]}(t), \mathbf{t}_q^{[l_1]}(t)) \leq g_q^{[l_1]}(\mathbf{t}_q^{[l_1]}(t)), \mathbf{t}_q^{[l_1]}(t-1))$. In the above inequality, $\tilde{g}_q^{[l_1]}(\mathbf{t}_q^{[l_1]}(t))$ basically connects the approximate problems (15) at iterations $(l-1)$ and $l$. The inequality indicates that the optimal solution of (15) at iteration $(l-1)$ is always a feasible point of the approximate problem (15) at iteration $l$. As (15) is convex, its objective function $\gamma_1(t) \leq \gamma_1(t-1)$. Given that the complex eigenvectors of $\Lambda_1$ can be uniquely attained, by using contradiction [32] Proof of Proposition 2.7.1, we can show that the minimizer of (15) converges to a limit point. Hence, Algorithm 1 converges to a limit point. Therefore, as $t \to \infty$, $\mathbf{t}_q^{[l_1]}(t) \to \mathbf{t}_q^{[l_1]}$. As $\tilde{g}_q^{[l_1]}(\mathbf{t}_q^{[l_1]}(t), \mathbf{t}_q^{[l_1]}(t)) = g_q^{[l_1]}(\mathbf{t}_q^{[l_1]}(t))$ and $\nabla g_q^{[l_1]}(\mathbf{t}_q^{[l_1]}(t)) = \nabla g_q^{[l_1]}(\mathbf{t}_q^{[l_1]}(t), \mathbf{t}_q^{[l_1]}(t))$, it follows that...
As yields a KKT point of problem (13). Then, we can conclude that the minimizer of problem (16) obtained by Algorithm 1 as converges to the KKT point of problem (11). That is, designating the aforementioned limit point obtained by Algorithm 1 as $\bar{s}, \bar{s} \bar{s}^H$ satisfies the KKT conditions of problem (11).

B. Proof of Proposition 2

In problem (15), as $\tilde{g}_q^{[t_0]}([t_0]^{(i)}, [t_0]^{(i)}) = g_q^{[t_0]}([t_0]^{(i)}, [t_0]^{(i)})$, $\bar{\gamma}_1^{(i)} = \sum_{t_0=1}^{T_0} \sum_{q=1}^{K} w_q (-\beta_2 [t_0]^{(0)} + \tilde{g}_q^{[t_0]}([t_0]^{(0)}, [t_0]^{(0)})) = \sum_{t_0=1}^{T_0} \sum_{q=1}^{K} w_q (-\beta_2 [t_0]^{(0)} + \tilde{g}_q^{[t_0]}([t_0]^{(0)}, [t_0]^{(0)}))$, where $[t_q^{[0]}] = \text{Tr} \left( \mathbf{M}_q^{[0]} \mathbf{s}_{\text{int}} \bar{s}^H \right)$. As $g_q^{[t_0]}([t_q]^{(0)}) \leq \tilde{g}_q^{[t_0]}([t_q]^{(0)}, [t_q]^{(0)})$, $\sum_{t_0=1}^{T_0} \sum_{q=1}^{K} w_q (-\beta_2 [t_0]^{(0)} + \tilde{g}_q^{[t_0]}([t_0]^{(0)}, [t_0]^{(0)})) \leq \sum_{t_0=1}^{T_0} \sum_{q=1}^{K} w_q (-\beta_2 [t_0]^{(0)} + \tilde{g}_q^{[t_0]}([t_0]^{(0)}, [t_0]^{(0)})) = \bar{\gamma}_1^{(i)}$. According to Appendix A, $\bar{\gamma}_1^{(i)} \leq \gamma_1^{(i)}$, such that $\sum_{t_0=1}^{T_0} \sum_{q=1}^{K} w_q (-\beta_2 [t_0]^{(0)} + \tilde{g}_q^{[t_0]}([t_0]^{(0)})) \leq \sum_{t_0=1}^{T_0} \sum_{q=1}^{K} w_q (-\beta_2 [t_0]^{(0)} + \tilde{g}_q^{[t_0]}([t_0]^{(0)}))$. Hence, we can show that $\bar{f}_d \left( \{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}, \{ S_{\text{opt},n_p} \}_{n_p=1}^{N_p}, S \right) \leq \bar{f}_d \left( \{ \mathcal{H}_{0,n_p} \}_{n_p=1}^{N_p}, \{ S'_{\text{opt},n_p} \}_{n_p=1}^{N_p}, S' \right)$ provided that $\mathbf{s}_{\text{int}} = [S']_{N_p}$.
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