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Abstract

Accepting the view that beliefs about the market determine the policies and institutions of economic freedom, this paper considers the cross-country consequences of the fact that these beliefs are not one-dimensional and they may be inconsistently distributed over these dimensions. The paper asks the question of whether cross-country differences in the consistency of market beliefs help explain the cross-country differences in areas of economic freedom, especially the contrasting cross-country pattern of the size of government and the legal system and property rights area. It shows that under some plausible conditions in a probabilistic voting framework, a higher consistency leads to higher economic freedom in some areas and lower economic freedom in other areas. Therefore, the concept of the consistency of market beliefs helps us understand why countries with higher economic freedom score for legal system and property rights usually have a lower economic freedom score for the size of government. Using Cronbach’s (coefficient) alpha of four different market beliefs as a measure of consistency in cross-country regressions, the paper finds that consistency is an explanatory factor of the two economic freedom areas.
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1 Introduction

In an attempt to better identify the links between citizen beliefs and the institutions and policies used to characterize economic freedom (Gwartney et al. 2018), in this paper I focus on one of the puzzling features of its cross-country and time series patterns: the negative correlation between the “size of government” area of economic freedom with that of “legal system and property rights”. One answer to this puzzle
is that the size of government should not be considered (Ott 2018) when measuring economic freedom. Another answer is the one offered by Murphy (2019a), who views the difference between these two areas (legal system and property rights and the size of government) as describing state capacity, a concept quite different from economic freedom. The negative correlation is an implication of the fact that a higher state capacity makes it possible for the government to raise more revenue and provide the security that is needed to maintain well-functioning markets. In this paper I attempt to give a third answer, which might complement this second one and which is based on the traditional idea that public opinion rules (Wohlgemuth 2005; Caplan and Stringham 2005), that is, the policies and institutions of a country are basically shaped by people’s beliefs concerning the right kind of institutions and policies.

There are two reasons why applying this approach seems useful in trying to answer the puzzle. First, viewing it with this approach in mind, the puzzle seems even more challenging. The negative correlation between the two areas means that in those countries in which people want more secure property rights, they want more government intervention, too. Is it fair to say then that they want more economic freedom on the one hand, and less economic freedom on the other? Isn’t that inconsistent? If so, wouldn’t one expect that richer and more educated people would be more consistent and choose a more consistent set of institutions and policies? The evidence shows the opposite: it is precisely the richer and more educated countries that provide a higher security of property rights on the one hand and larger government on the other. Even if demanding more of the services of a government characterized by high state capacity is not inconsistent, one can ask the question of how beliefs affect this demand.

Second, there is much evidence (discussed in Sect. 2) that “culture” is among the determinants of institutions and policies, including those of economic freedom. The way these soft or informal factors have their effect is less clear, however—or so it seems—, than is the fact that their effect is significant. Shaping the consistency of market beliefs may be one of the ways through which culture forms institutions.

The answer I will try to elaborate on in this paper is to show that under some conditions people with more consistent beliefs about markets will choose to have less consistent institutions and policies. To do so, the paper will first review the literature on the relation between market beliefs and market institutions in Sect. 2, focusing on the question of why beliefs may matter for economic freedom in addition to (material) interest. Section 3 introduces the idea, and a cross-country measure, of the inconsistency of beliefs as the feature of the distribution of beliefs about the market economy. Section 4 considers a reason why a higher consistency of beliefs may lead to more economic freedom in one area and less in another. In Sect. 5 I turn to cross-country empirics of the consistency of market beliefs. Using the World Values Survey and the European Values Study (WVS 2015; EVS 2011) as the sources of market beliefs, I will examine how it is associated with the size of government and legal system areas of economic freedom.

The results show that it is the size of government and the legal system area that are correlated with this measure of consistency, and the correlation is negative in the former case and positive in the latter. The consistency of market beliefs is therefore
an explanation for the puzzle of a negative correlation between these two areas of economic freedom, and therefore of State Economic Modernity or state capacity (Murphy 2019a). Looking for cultural determinants of the consistency of market beliefs in Sect. 6 I argue that although consistency is connected to some comprehensive cultural attitudes, its determinants are more elusive than are those of a free-market mentality.

2 The importance of beliefs for economic freedom

Investigating “culture” as a determinant of institutions has become a fruitful research topic in economics (Alesina and Giuliano 2015; Beugelsdijk and Maseland 2010), as has the research on the determinants of economic freedom (Bologna and Hall 2014, pp. 130–131). Several papers (Williamson 2009; Williamson and Kerekes 2011; Williamson and Mathers 2011; Williamson and Coyne 2014) have merged these two strands of research productively. The term “culture” is, however, just a summary measure of different kinds of informal factors that might shape behavior and that are considered so “deep” that Murphy (2019c) refers to this literature on “culture and institutions” as a “culturalist–nativist” paradigm.

Political ideology is also discussed in the context of economic development by public choice scholars. Finding an effect of ideology might be an indirect way of showing the effect of beliefs, insofar as ideologies can be seen as bundles of beliefs offered to citizens to choose between. And political ideology has been found by Jäger (2017) and Murphy (2019b) to be a force that shapes cross-country differences in economic freedom in the not so long run. Using data on government ideology, Bjørnskov and Rode (2018) show that the change in area 1 (size of government) and area 5 (regulation) of economic freedom is dependent on the ideology of the incumbent government, and that left-wing governments are more prone to increase the size of government. In their review Lawson et al. (2018) find seven papers concerned with “ideology” as determinants of economic freedom, which really focus either on political ideology or deep culture, not on the beliefs this paper focuses on.

Political ideology is, however, different from beliefs (Hinich and Munger 1992, p. 14). I define “beliefs” as those parts of culture that are usually learnt deliberately, or intentionally, and which provide guidance (or even constraints) for thinking. As such they may be contrasted with those parts of “culture” that constrain actions and are usually learnt unintentionally. In contrast to deep culture, beliefs may be changed by persuasion, which requires deliberation by both those persuading and those being persuaded. Beliefs are therefore less “deep” than the values discussed in the literature on “culture and institutions”, but culture shapes beliefs. Vanberg and Buchanan (1989, p. 50) see beliefs as “cognitive components of choice”, which is to say they are “theories about the world, in particular, what these outcomes are likely to be”.

---

1 For the association of culture and informal institutions see, for example, Guiso et al. (2006, p. 36), Mokyr (2016, p. 8), Kasper (2012, pp. 108–118), and Voigt (2018).
They shape human choice, and especially public choice, because “how a person chooses between potential alternatives is not only a matter of ‘what he wants’ but also of ‘what he believes’” (ibid.: 51). Beliefs are more influential over choices that are made about rules, than they are in private choices, giving an answer to the question of “what public policies will be successful” (Olson 1996, pp. 15–16). The learning process through which these “shared mental models” evolve (Denzau and North 1994) is however cultural since such learning is based on common experience (Congleton 2019). The fact that the learning process can reduce the natural ignorance (Congleton 2001) everyone starts life with can explain the inconsistencies in our thinking about the market economy.

“Public opinion” is also used to describe beliefs. While public opinion often seems to be a “non-issue in public choice theory” (Wohlgemuth 2005, p. 43), the fact that public choice explanations of policies and institutions usually give prominence to material interests does not necessarily mean a complete absence of the role of beliefs. For example, Grubel’s (2015) interest group story of economic freedom admits that new and “radical political and economic paradigms about the role of government” (ibid.: 3) may arise relatively quickly and change economic freedom. Another reason to think that beliefs are an exogenous factor that shapes economic freedom is that it is a special kind of public good in whose production no one may have a material interest, although it benefits everyone. As Clark and Lee (2015) explain, there is no interest group that is privately advantaged by an increase in economic freedom, as opposed to, for example, defense spending.2

While public opinion or beliefs can be considered as one of the determinants of policies and institutions in the standard public choice view, there is an alternative tradition of political economy which, as Caplan and Stringham (2005) show, holds them to be the ultimate determinant. In this view “‘what is, is popular’ is a fair generalization” (Caplan and Stringham 2005, p. 94). This might not hold in a democratic setting only. As Ludwig von Mises, the early champion of this view, writes, “In non-democratic states, too, only a government which can count on the backing of public opinion is able to maintain itself in the long run” (Mises 1951, p. 72).

In this public opinion view of politics, special interest is only secondary, although it is not exactly made clear what its significance is. Caplan and Stringham (2005, pp. 100–101) find two different mechanisms in the works of Bastiat and Mises. The first is that it is public opinion that makes rent seeking possible, but it is rent seeking that finally determines policy. Public opinion sets the limits of rent seeking but these limits usually leave much room for the maneuverings of various interest groups. The second possible mechanism is that special interest can have an influence over public opinion, which means that special interest works completely through public opinion.

People as a group often act “surprisingly” rationally compared to their explicit beliefs and actions (Smith 2003), but this “ecological rationality” is made possible by the institutional environment of the market. Even though it is not obvious that democracy is not a market-like institutional environment (Wittman 1989), there

---

2 Following Congleton’s (1991) conception, this is to say that no economic interest group is lobbying for more economic freedom as such. There might be ideological interest groups, however, that do.
are good reasons to think that the inconsistencies of market beliefs, as beliefs that are concerned with institutions and policies subject to political choice, can easily be the result of rational or natural ignorance. Rational ignorance (Downs 1957, pp. 238–259) implies that it might simply be rational not to know how markets work, considering the almost zero effect one voter with such a knowledge could have on economic policy.

Ignorance might not result from any choice. It is reasonable to suppose that people simply do not know that there is anything to learn about the way markets work. Such a natural ignorance (Congleton 2001, 2019) might explain the prevalence of zero-sum thinking (Rubin 2019). In addition to ignorance, beliefs may be further systematically biased because of a “delusion by choice” in the form of expressive voting (Brennan and Lomasky 1993) or because of rational irrationality (Caplan 2007). Ignorance—whether rational or natural—as well as “delusion by choice” provide reasons to think that market beliefs will be inconsistent because people will be ignorant or will have delusions about the relationships between different implications of the market.

If public opinion or beliefs matter for public policy one can expect that free-market ideas held by the public will shape economic freedom. Newland (2018) and Czeglédi and Newland (2018a, b) have shown that a “free-market mentality” has an explanatory power over economic freedom. A higher free-market mentality alone, however, cannot account for an important feature of the cross-country data on economic freedom, i.e. the negative correlation between the size of government areas with some others, most importantly the security of the legal system. Murphy’s (2019a) explanation for the negative correlation between the size of government and the legal system area of economic freedom is based on his hypothesis (Murphy 2018, pp. 72–76) regarding the reversed U-shaped relationship between social capital and efficiency. The present paper complements this by adding another factor, the consistency of market beliefs.

In sum, there are two shortcomings of this literature which I will try to address in this paper. One is that those authors looking for the “cultural” determinants of economic freedom do not focus on the beliefs people have on the way the market economy works. Instead, these authors are looking for “deeper” or “stickier” determinants such as religious beliefs or more general convictions about life, work, and society. Second, although the negative correlation between area 1 (size of government) and area 2 (legal system and property rights) of economic freedom can be seen as an inconsistency, the question regarding the inconsistency of beliefs people hold is not addressed in the literature.

3 The (in)consistency of market beliefs

In quantitative studies beliefs are usually seen as running on a one-dimensional scale, such as in the case of market beliefs, between pro- or anti-market positions. That is, even if more than one survey question is considered, the questions are aggregated and transformed into one single scale. The simplest method of making such an aggregation is to take a kind of average of the different answers given for one survey
question, then to take the average of the averages of all the survey questions considered. Another way of aggregating beliefs to the country level is to first calculate the percentage of those on one side of a scale, and then to use principal component analysis to aggregate the different dimensions into one single number.\(^3\)

These methods, however, neglect an aspect of beliefs which might be important: the consistency or inconsistency of these beliefs measured as the cross-individual relations between beliefs about different aspects of the market economy. All the different methods of aggregating individual beliefs seem to ignore the cross-individual correlations between the different dimensions. Technically, of course, principal component analysis considers these correlations for the aggregation. But the fact that it is the principal components that are used means that the cross-country differences of these correlations are ignored.

However, when all the questions are concerned with some aspects of the market economy, these correlations seem important. For example, do those who attribute great importance to private property attribute great importance to market competition, too? Average views concerning these two questions may be the same even if the answer is in the negative or in the positive. But if the sample means are the same and yet this correlation is different, then it would mean that in some countries people tend to be more consistently pro- or anti-market than in others. To put it differently, saying that 30% of the respondents give private property a high mark and 30% give market competition a high mark is not the same as saying that 30% of them give a high mark to private property and market competition.

To create a measure of market beliefs and their consistency I use four questions from the combined dataset of the World Values Survey (WVS 2015) and the European Values Study (EVS 2011) to calculate the average of the following beliefs about the market economy:

**Property** “Private ownership of business and industry should be increased” versus “government ownership of business and industry should be increased”.

**Responsibility** “People should take more responsibility to provide for themselves” versus “the government should take more responsibility to ensure that everyone is provided for”.

**Competition** “Competition is good. It stimulates people to work hard and develop new ideas” versus “competition is harmful. It brings out the worst in people”.

**Wealth** “Wealth can grow so there’s enough for everyone” versus “people can only get rich at the expense of others”.\(^4\)

To measure the consistency of these beliefs I use the so-called Cronbach’s (coefficient) alpha, a well-known measure in sociology and psychology to check if

---

\(^3\) This method was made seminal by Tabellini (2010) in the literature on culture and institutions. Bjørnskov and Paldam’s (2012) method is exceptional inasmuch as they consider only one survey question but investigate its distribution with a measure calculated in a way similar to the way the Gini coefficient is calculated. As, however, even this measure is a linear transformation of the mean of the sample, its use in cross-country regressions is equivalent to using the sample means.

\(^4\) The wording of the questions are from the official questionnaire of wave 6 and wave 5 of the World Values Survey (Inglehart et al. 2014a, b). The four questions are coded as E036, E037, E039, and E041 in the integrated WVS–EVS file.
different survey questions are actually concerned with the same issue. Cronbach’s alpha, which quantifies the extent to which the total variance of the answers derive from one common source, can be seen as a multiple-variable generalization of the two-variable correlation coefficient, is calculated for the country level using the individuals’ responses country by country. Market beliefs can run between 1 (least pro-market) and 10 (most pro-market). Cronbach’s alpha has no obvious minimum, but it has a maximum of 1, indicating perfect consistency. Cronbach’s alpha is calculated for all the country-year pairs in the WVS–EVS database, which leads to 204 observations in 98 countries for different years between 1989 and 2014, as seen in Table 8 of “The consistency of beliefs by country and year” section in Appendix.

Cronbach’s alpha is not used here as a test of the goodness of the question but as a test of whether the respondents have the same concept in mind when answering them while it is supposed that they should. That is, although Cronbach’s alpha is usually used to check whether the questions are asked in a consistent way, as they are supposed to be, I am trying to turn this approach on its head by supposing that the questions are asked in a consistent way and I check whether the answers are consistent, too. The surveyed are not required to be as consistent as are the surveyors. I look on Cronbach’s alpha as an absolute measure of consistency of beliefs because what it measures is the extent to which the consistency of the distributions of answers in the country in question differs from an objectively perfect consistency.

A deviation from this objectively perfect consistency might not sound inconsistent at all to many. It might not be inconsistent, for example, to demand more services from a government that has the capacity to underpin, and not undermine, the objective that one thinks is to be achieved. Taking efficiency or economic growth as the objective, higher quality government can be defined (Paldam 2003, pp. 459–460) as the ability to reduce market failure at a cost of creating less additional government failure. Then what is called inconsistency here is just a demand for a more efficient way and size of government activity. In this case “consistency” can still be understood as a merely technical feature of the distribution of beliefs.

A concern one may have is whether the alpha created in this way really reflects the consistency of beliefs. Since I argued that consistency of beliefs is a part of culture, even if it is not as “deep” as some other aspects of culture, an imperfect check is to examine the within and between variance of the data. That is what is done in Table 1. The sample in Panel A is restricted in two respects. First, it includes only those countries that have more than one observation. This makes within variance.

5 For a general description of Cronbach’s alpha, see DeVellis (2003, pp. 27–38).
6 Negative values are possible but are considered as very serious signs of inconsistency showing that the researcher is measuring different concepts with different questions (Ritter 2010).
7 The alpha of Bahrain, which has only one observation in 2014, is so unbelievably low that it is ignored.
8 That is why some more sophisticated measure of consistency or reliability would not fit my approach. Congeneric reliability, such as the \( \omega \) coefficient (Trizano-Hermosilla and Alvarado 2016), is based on a measurement model (structural equation modeling, more generally) that would fit coefficients (loadings) on every country sample and measure a goodness of this fit. That would not exactly measure what I intend to, which is a deviation from the ideal in which all the four dimensions are equally important.
9 As did an anonymous referee, which I am grateful for.
larger in comparison to the sample that I use in regressions in Sect. 5. Second, only those country–year observations are used for which some alternative measures of culture or ideology are available. The aim is to compare the relative within and between variances of \( \alpha \) with other, more accepted, measures of culture and ideology. After restricting the sample in this way it includes 55 countries and 156 observations. In Panel B of Table 1 the analysis is repeated for the 85-country sample on which most of the regressions are run in Sect. 4.

Table 1 presents a simple analysis of variance of \( \alpha \) and four other measures of culture and ideology also derived from the WVS–EVS integrated database (EVS 2011; WVS 2015). Trust and control were introduced by Tabellini (2010) as parts of a measure of culture. Trust simply shows the percentage of those saying “most people can be trusted” as opposed to the option “you can’t be too careful” (WVS 2015). Control is the average of the answers for the question\(^\text{11}\) of how much control the respondent feels they have over their life, where the possible answers run between 1 (“none at all”) and 10 (“a good deal”). These measures are usually thought to measure the deeper parts of culture (Williamson 2009). Indeed, their between-country variance is much larger than the within-country variance.\(^\text{12}\)

IFMMI and the CS-score are measures of less deep economic beliefs. IFMMI is the average of the answers for the four questions above (Czeglédi and Newland 2018b): first, the average of the four beliefs is calculated for the individuals, and then the average of the individual means is calculated for the country sample. The IFMMI is therefore a summary of how “market-friendly” the average person is in a country–year sample. The CS-score, calculated as suggested by Bjørnskov and Pal-dam (2012), focuses only on the property question and reflects the distribution of the answers in a way similar to the GINI coefficient of income inequality.

The main message of Table 1 is that the within variance of \( \alpha \) as compared to its between variance is higher than that of the deeper cultural measures, but somewhat lower than those of economic beliefs. The share of the total variance explained by between-country variance is actually identical with that of the CS-score, which confirms the idea that \( \alpha \), too, describes a feature of the distribution of beliefs, just as does the CS-score with the property question.

One can observe, however, some significant changes of \( \alpha \) in Table 8 in “The consistency of beliefs by country and year” section in Appendix. There are 106 cases of a change overall. Out of the 106 cases there are 15 in which the within-country change is larger than the between-country standard deviation of the widest sample. All these examples are related to some kind of political or economic change or crisis, if not a war. Ten of these changes occurred through the 2008/2009 financial and economic crisis.\(^\text{13}\) In the case of the remaining five cases

\(^{10}\) In the IVS the question is coded as A165.

\(^{11}\) Question no. A173.

\(^{12}\) In the table \( \alpha \) is multiplied by 100 and control and IFMMI is multiplied by 10 in order to make them have values on a scale roughly comparable to those of trust and CS-score.

\(^{13}\) Armenia 1997–2011, Azerbaijan 2007–2011, Cyprus 2006–2011, India 2007–2014, Nigeria 1995–2011, Romania 2005–2012, Rwanda 2007–2012, South Africa 2006–2013, Spain 2007–2011.
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The interval starts just after, or in the middle of, dramatic economic or political changes.

Developed countries with a democratic political system however do not show much variance of alpha. For example, the US (four observations) has an average alpha of 0.55 with a standard deviation of 0.05; the same numbers for Sweden (four observations) are 0.51 and 0.015, and for Germany they are 0.34 and 0.125, with the higher standard deviation explained by the unusually higher alpha in 1990. Because of the relative stability of alpha it seems to be sensible to “collapse” the panel of Table 8 into a cross-country database by taking the country averages.

4 The consistency of market beliefs and political choice

What does the public opinion-centered view imply for the consistency of market beliefs as a determinant of economic freedom? To arrive at such a prediction one needs a specific model which cannot be the median voter model (combined with the assumption of systematically biased beliefs) as suggested by Caplan and Stringham (2005). First, in a more-than-one dimension setting the median voter model leads to a unique outcome under conditions that are much more restrictive than are those one needs for the one-dimension setting to do so (Adams 2019, pp. 190–193). Second, the “what is, is popular” idea is thought to hold not only under democratic elections the working of which the median voter model is aimed at understanding, but in other conditions, too.

---

Table 1 ANOVA of alpha, and other measures of culture and ideology

| Variable     | Between var. | Within var. | Total var. | Between/total | Within/total |
|--------------|--------------|-------------|------------|---------------|--------------|
| Panel A: countries with several observations | Alpha × 100 | 399.62 | 176.06 | 575.69 | 0.69 | 0.31 |
|              | Trust        | 241.73 | 29.55 | 271.28 | 0.89 | 0.11 |
|              | Control × 10 | 43.86 | 13.26 | 57.12 | 0.77 | 0.23 |
|              | CS-score     | 266.11 | 123.24 | 389.36 | 0.68 | 0.32 |
|              | IFMMI × 10   | 15.22 | 12.66 | 27.88 | 0.55 | 0.45 |
| Panel B: the regression sample | Alpha × 100 | 502.80 | 143.46 | 646.26 | 0.78 | 0.22 |
|              | Trust        | 235.43 | 24.62 | 260.05 | 0.91 | 0.09 |
|              | Control × 10 | 43.45 | 10.31 | 53.76 | 0.81 | 0.19 |
|              | CS-score     | 317.58 | 102.44 | 420.02 | 0.76 | 0.24 |
|              | IFMMI × 10   | 17.36 | 10.80 | 28.16 | 0.62 | 0.38 |

Section A: N = 156, number of countries = 55 for each measure.
Section B: N = 182, number of countries = 85 for each measure.

---

14 Argentina 1995–2006, Mexico 1990–1995, South Korea 1990–1996, Turkey 1990–1996.
15 Poland 1989–1990.
The alternative framework I apply in this section is a simple probabilistic voting model. Although just like the “what is, is popular” framework, this model is not very well accepted in public choice, the probability voting model seems to be the proper way to transplant the belief-centered hypothesis into a two-dimension setting. Even if it is about “voting”, which refers to democratic institutions, the solution of the model is equivalent to a maximization of the social welfare function (Mueller 2003, p. 254). Assuming a utility function over beliefs, this would not be equivalent to efficiency but to an “ideological maximum”. This appears to be in line with the way the public opinion-centered view argues politics works, according to which policies chosen, no matter whether they are voted for by the majority or implemented by an autocrat, reflect an equilibrium which is just as good or bad as is public opinion. The probability of voting in a democratic setting becomes the strength of ideological support in a non-democratic one.

Even in an \( n \)-dimensional issue space, however, it is not obvious at all (Ledyard 1984, p. 28) that the equilibrium platform will not be the mean of the \( n \)-dimensional distribution of beliefs, and that consistency in itself has any effects on the political outcome. For this reason I modify the simplest version of the two-dimension probability voting framework in two ways.\(^{16}\) First, I suppose that the distribution of the ideal points may be more or less consistent. As we saw in Sect. 2, rational or natural ignorance as well as rational or expressive irrationality can explain why people may be supportive of the market economy for one reason and less supportive of it for another. In two dimensions the consistency of (the distribution of) market beliefs can, therefore, be quantified by the correlation of the ideal points within the sample. An extremely consistent distribution would mean a correlation coefficient of 1, while an extremely inconsistent one would mean \(-1\).

Second, Becker and Mulligan (2016, p. 9) argue that the claim that voting is rational but not instrumental implies that “group-sponsored advertising will dominate individual self-interest as a determinant of public decisions”. Such interest group activity can therefore “sway” the political choice of non-members (of the interest group). Considering that interest groups usually benefit from a reduction of economic freedom, I suppose the direction of this swaying is usually towards less economic freedom. The reduction of one dimension of economic freedom can bring material gain for one group of voters which is in this way privileged. A reduction in all the dimensions is, however, understood to bring material loss, while there is no material interest in increasing all the dimensions.

As a result of interest group persuasion, the reduction of only one dimension of economic freedom will be felt to be the lesser evil as opposed to a more consistent change in all areas. That is, people will be more willing to accept a move in which economic freedom is reduced on one dimension and increased on another than they are willing to accept a move in which both dimensions change in the same direction.

People are also supposed to be different in their willingness to give in to the persuasion of interest groups. What I will call the stubbornness assumption says that

---

\(^{16}\) The modifications are not ad hoc. A check on whether the crucial assumptions I make in this section hold in the WVS data can be found in the “Appendix”.
those with freer ideal points are more stubborn; they are less easily persuaded by interest groups to accept an institutional mix different from their ideal one.\textsuperscript{17}

To formalize these assumptions suppose that \( n \) voters are to make a decision to choose between combinations of the dimensions of economic freedom, \( x \) and \( y \), which are also the dimensions of market beliefs. A higher \( x \) and \( y \) means higher economic freedom. Voter \( i \) has an ideal point \((x_i, y_i)\), and the ideal points are distributed around zero: \( \sum_{i=1}^{n} x_i = 0, \sum_{i=1}^{n} y_i = 0 \) with given and equal standard deviation of \( x_i \)'s and \( y_i \)'s, \( \sigma_x \) and \( \sigma_y \). Voter \( i \) has a utility function:

\[
U_i(x, y) = Z_i - \frac{1}{2}(x - x_i)^2 - \frac{1}{2}(y - y_i)^2 - \gamma_i(x - x_i)(y - y_i),
\]

where \( Z_i \) is a constant and

\[
\gamma_i = \bar{\gamma} - \delta_x x_i - \delta_y y_i, \quad \text{such that} \quad 0 < \gamma_i < 1, \bar{\gamma}, \delta_x, \delta_y > 0.
\]

The utility function above includes the two unusual assumptions I have just introduced. One is the assumption that economic freedom dimensions \( x \) and \( y \) are in negative complementarity. This assumption is in line with the idea that although theories may provide reasons to prefer a certain level of economic freedom, special interests bias these preferences. Citizens can be “bribed” to accept a move away from their ideal point. This “bribe” usually takes the form of offering a kind of privilege which is equivalent to a reduction of one of the areas of economic freedom. The negative complementarity reflects this by supposing that a move from the ideal point in which one of the dimensions is reduced is preferred to a consistent move away from the ideal, even if the distance is the same in both moves. A deviation from the ideal may be partially, but not totally, compensated for by a reduction on one of the dimensions of economic freedom. Total compensation is excluded by the assumption\textsuperscript{18} that \( \gamma_i < 1 \). The parameter \( \gamma_i \) can thus be seen as a measure of ideological stubbornness, with a lower \( \gamma_i \) meaning greater stubbornness.

The other unusual assumption is that \( \gamma_i \) depends on \( x_i \) and \( y_i \) in a negative way. Since \( \gamma_i \) measures the strength of the possible compensation for an ideological loss as explained above, the assumption in Eq. (2) is to formalize the idea that those with a freer ideal point are more stubborn: it is more difficult to compensate them for being distanced away from their ideal points by some material gain that results from a reduction of one dimension of freedom. This assumption therefore reflects the idea that not everyone’s preferences are biased by special interest to the same extent, and this difference in the bias is not randomly related to the two dimensions of freedom.

Following Mueller (2003, pp. 252–255), a simple probabilistic voting setting is supposed in which the strength of the ideological support given to a candidate

\textsuperscript{17} Congleton (1991) calls this ideological conviction and defines it as (ibid., p. 71) “the extent to which messages affect prior beliefs”. He shows, in line with the assumption I make here, that given that the stronger is the ideological conviction of the voter, the lower is the marginal product of persuasion, the fewer resources will be spent on it. That a “moral cover” makes rent seeking easier is also supported by the argument and econometrics of McLaughlin et al. (2019).

\textsuperscript{18} See the “Appendix” for the reason why.
depends on the difference in the utilities of the platform they offer. Supposing that
the probability functions have the usual characteristics, the conclusion is that there is
an equilibrium \((x^*, y^*)\) described by the conditions:

\[- \sum_{i=1}^{n} U'_{ix} = \sum_{i=1}^{n} (x^* - x_i) + \sum_{i=1}^{n} \gamma_i (y^* - y_i) = 0,\]  

\[- \sum_{i=1}^{n} U'_{iy} = \sum_{i=1}^{n} (y^* - y_i) + \sum_{i=1}^{n} \gamma_i (x^* - x_i) = 0,\]  

or

\[\sum_{i=1}^{n} x^* - \sum_{i=1}^{n} x_i = - \sum_{i=1}^{n} \gamma_i y^* + \sum_{i=1}^{n} \gamma_i y_i,\]  

\[\sum_{i=1}^{n} y^* - \sum_{i=1}^{n} y_i = - \sum_{i=1}^{n} \gamma_i x^* + \sum_{i=1}^{n} \gamma_i x_i.\]

Using the assumptions above and introducing the notations \(\sigma_{rx} \equiv \frac{1}{n} \sum_{i=1}^{n} \gamma_i x_i\),
\(\sigma_{ry} \equiv \frac{1}{n} \sum_{i=1}^{n} \gamma_i y_i\), and noting that \(\tilde{\gamma} = \frac{1}{n} \sum_{i=1}^{n} \gamma_i\), the equations become

\[x^* = -\tilde{\gamma} y^* + \sigma_{ry},\]  

\[y^* = -\tilde{\gamma} x^* + \sigma_{rx},\]

which lead to the solution

\[x^* = -\frac{\tilde{\gamma}}{1 - \tilde{\gamma}^2} \sigma_{rx} + \frac{1}{1 - \tilde{\gamma}^2} \sigma_{ry},\]

\[y^* = -\frac{1}{1 - \tilde{\gamma}^2} \sigma_{rx} + \frac{\tilde{\gamma}}{1 - \tilde{\gamma}^2} \sigma_{ry}.\]

The implication is that under some conditions, an increase in the consistency of
beliefs \(x\) and \(y\) will increase \(x^*\) and decrease \(y^*\), or vice versa.

**Proposition** If \(\delta_x / \delta_y < \tilde{\gamma}\), then \(\partial x^* / \partial \rho_{xy} > 0\) and \(\partial y^* / \partial \rho_{xy} < 0\), and if \(\delta_x / \delta_y > \frac{1}{\tilde{\gamma}}\),
then \(\partial x^* / \partial \rho_{xy} < 0\) and \(\partial y^* / \partial \rho_{xy} > 0\), where \(\rho_{xy}\) is the correlation coefficient between
\(x_i\) and \(y_i\).

This is to say that a change only in the correlation between the ideal points will
change the equilibrium, but the effect on the two dimensions of policy will work,
however, in the opposite directions. The proposition says, however, that there is
another crucial assumption in addition to the one about stubbornness. It is to assume
that among the several dimensions of market beliefs there is a “dominant” one which
is more strongly related to ideological stubbornness than the others. For example, the condition \( \delta_x / \delta_y < \bar{\gamma} \) says that \( y \) is a dominant dimension of market beliefs because an increase in \( y_i \) will reduce \( \gamma_i \) more than does a reduction in \( x_i \): \( \delta_x < \bar{\gamma} \delta_y < \delta_y \).

The prediction, then, is that under some conditions related to preferences over beliefs regarding the market economy, the consistency of the belief distributions matters. Provided that the conditions above hold and that the average of these beliefs does not change, a more consistent electorate will end up having more freedom in some areas and less in others. A country with a more consistent system of market beliefs is not predicted to have a consistently freer economy.

5 State Economic Modernity and consistency of beliefs: some cross-country results

In Sect. 4 we have seen a way to solve the puzzle that the public opinion-centered view confronts: it is the countries with more consistent beliefs about the market economy that have less consistent market institutions, namely more secure legal systems and larger governments. In this section I will show empirically that this is indeed so. Higher consistency of beliefs predicts better scores of economic freedom in the legal system area (area 2) and worse scores for the size of government area (area 1). More consistent market beliefs therefore predict higher state capacity as measured by Murphy’s (2019a) State Economic Modernity Index.

Tables 2, 3 and 4 provide some simple OLS cross-country estimations of the effect of \( \alpha \) on the “size of government” and “legal system and property rights”. Considering that the within country variation of \( \alpha \), as well as that the average number of observations per country, are relatively low (see Table 1), I run cross-country regressions with the average of areas of economic freedom as dependent variables. The independent variables are therefore averages, too, including of course my main independent variable, the consistency of market belief.

It is not straightforward, however, to take the averages of the economic freedom data over different periods. The practical problem is that economic freedom data before 2000 are only provided in every fifth year, meaning that the period for which \( \alpha \) is available usually does not overlap perfectly with that for which economic freedom data are available. The rules that I followed in picking the period over which economic freedom is averaged are the following: (1) economic freedom data must be an average over at least 5 years; (2) the two periods must overlap but if a perfect overlap is not possible then the start and the end year of time period of \( \alpha \) must be lagged compared to that of economic freedom areas; (3) this lag must not be more than 5 years. The independent variables are either observed in the same year as \( \alpha \) or yearly, and they are averaged over the same period as is \( \alpha \).

---

19 Results showing that the other three areas do not correlate with \( \alpha \) are available from the author.
20 For example, if the \( \alpha \) is observed in 1997 and 2011, then the time period of economic freedom will be 2000–2011, if \( \alpha \) is only observed in 1990, then the time period of economic freedom is 1990–1995, but if \( \alpha \) is observed between 1995 and 2012, then economic freedom is averaged over the period 1995–2012.
The only difference between the regressions of Tables 2, 3, and 4 is the dependent variable. Government size is the dependent variable in Table 2, legal system and property rights in Table 3, and the State Economic Modernity Index (SEM) in Table 4. The dependent variables form three groups. The first includes the two variables concerned with market beliefs. Variable \( \alpha \), the main variable of interest, is the measure of consistency, while IFMMI is the average free-market mentality index, and both are described in Sect. 3.

The second group includes measures of economic development from the Penn World Table 9.1 (Feenstra et al. 2015): real GDP per capita calculated at PPP exchange rates (RGDP\textsubscript{e} per capita) and the human capital index as constructed in the PWT 9.1. The inclusion of these two variables is to account for the possibility that economic development leads to institutional change, and to check if this can be said to occur through a change in beliefs about the market economy, as suggested by Paldam and Gundlach (2008) and Bjørnskov and Paldam (2012).

A third group of independent variables that are not shown includes time dummies. Trying to account for possible time effects in the WVS–EVS data, their value is one if all the observations of \( \alpha \) are from the same decades. There are three such dummies: one for the period 1990–1999, one for 2000–2009, and yet another one for 2010–2014. If a country has only one observation then one of these dummies must be one, too.

In all three tables there are five regressions. The difference between columns 1 and 2 is the number of observations,\(^{21}\) while the difference between columns 2–4 is the independent variables included. In column 1 the regression is run with only \( \alpha \) and the IFMMI as independent variables in addition to the “time dummies” just mentioned. Six countries must be dropped from the 98 countries whose \( \alpha \) I have observations of because they have no observations on economic freedom. A further seven countries must be dropped because they lack data on GDP or human capital. Column 2 repeats the first regression on this sample of 85 countries to make the coefficients comparable with those derived from the regressions with GDP and human capital as independent variables. The change of the coefficients between columns 2 and 3, and columns 3 and 4 is caused by the inclusion of GDP and human capital among the independent variables.

The coefficients in column 5 are calculated by a Heckman correction model (Heckman 1979), which is run to check if the sample of 85 countries results from a biased selection. It seems plausible\(^{22}\) that those countries that have WVS–EVS data are those whose state capacity is relatively high. To account for this possible bias, one needs a broader sample with variables that (1) are able to predict the binary variable of having, or not having observations in the WVS–EVS, and (2) overlap with the independent variables of the regressions. What are the variables

---

\(^{21}\) See Table 8 in “The consistency of beliefs by country and year” section in Appendix for exactly which countries are excluded from which sample I use throughout the paper.

\(^{22}\) Thanks to an anonymous referee for pointing this out.
The consistency of market beliefs as a determinant of economic…

that might predict that a country is in the WVS–EVS database? My assumption is that such a country (1) is relatively rich and (2) has a relatively free academic life. Since the World Values Survey is an international cooperation of academics from different social sciences, the more people work in those fields and have the

---

**Table 2** Size of government and the consistency of market beliefs

|      | (1)          | (2)          | (3)          | (4)          | (5)          |
|------|--------------|--------------|--------------|--------------|--------------|
| Const| 7.018***     | 7.216***     | 8.759***     | 8.672***     | 5.322        |
|      | (2.374)      | (2.477)      | (2.583)      | (2.513)      | (4.026)      |
| Alpha| − 1.929***   | − 2.052***   | − 1.789***   | − 2.257***   | − 2.189***   |
|      | (0.640)      | (0.723)      | (0.673)      | (0.739)      | (0.662)      |
| IFMMI| − 0.069      | − 0.094      | 0.125        | 0.225        | 0.185        |
|      | (0.400)      | (0.418)      | (0.435)      | (0.442)      | (0.357)      |
| ln(GDP p.c.) | − 0.310**   | − 0.500***   | − 0.183      |             |
|      | (0.144)      | (0.162)      | (0.368)      |             |
| ln(human cap.) | 1.359*    | 1.409*       |             |
|      | (0.769)      | (0.762)      |             |             |
| Lambda|            | 1.042        | 1.050        |             |
| Countries | 92          | 85           | 85           | 85           | 85 + 71      |
| $R^2$ | 0.249        | 0.248        | 0.290        | 0.313        | 0.321        |

Dependent variable: size of government (area 1). Three dummies are included to control for those cases in which all observations for a country are from either between 1989–1999, or 2000–2009, or 2010–2014. *Significant at 10%; **5%; ***1%. Standard errors (in parentheses) are robust.

**Table 3** Legal system and the consistency of market beliefs

|      | (1)          | (2)          | (3)          | (4)          | (5)          |
|------|--------------|--------------|--------------|--------------|--------------|
| Const. | − 1.002      | − 1.524      | − 5.570      | − 5.603      | − 7.607      |
|       | (1.795)      | (1.773)      | (1.525)      | (1.518)      | (3.257)      |
| Alpha | 2.735***     | 2.753***     | 2.062***     | 1.884***     | 1.925***     |
|       | (0.593)      | (0.667)      | (0.494)      | (0.544)      | (0.553)      |
| IFMMI | 1.078***     | 1.162***     | 0.588*       | 0.627**      | 0.602**      |
|       | (0.302)      | (0.298)      | (0.309)      | (0.309)      | (0.290)      |
| ln(GDP p.c.) | 0.812***    | 0.740***     | 0.929***     |             |
|       | (0.153)      | (0.150)      | (0.298)      |             |
| human cap. |             | 0.517        | 0.547        |             |
|       |             | (0.668)      | (0.637)      |             |
| Lambda |             | 0.623        | 0.853        |             |
| Countries | 92          | 85           | 85           | 85           | 85 + 71      |
| $R^2$ | 0.422        | 0.402        | 0.632        | 0.635        | 0.637        |

Dependent variable: legal system and property rights (area 2). Three dummies are included to control for those cases in which all observations for a country are from either between 1989–1999, or 2000–2009, or 2010–2014. *Significant at 10%; **5%; ***1%. Standard errors (in parentheses) are robust.
freedom to join the WVS project the more probable it is, I suppose, that they will do so.

Based on this argument I use two “selection variables”. The first is the same GDP per capita I use in the regressions. The idea behind this is that a richer country will have more means, and more social scientists, to join an international cooperation such as the WVS. The second is the freedom of academic and cultural expression (v2clacfree) from the Varieties of Democracy (v-dem) v9 database (Coppedge et al. 2019), which is a measure of the degree to which academic activities are restricted by the government. The choice of these selection variables allows the number of countries in addition to the 85 the baseline regressions are run with to be 71. The Heckman model is therefore run with 85 selected and 71 non-selected countries. The probability of being in the WVS–EVS sample is indeed predicted by these two variables with a 5% statistical significance and the coefficients have the signs as expected. That is, richer countries with a freer academic life are predicted to be in the WVS–EVS project with higher probability. Yet, the coefficient of lambda, the so-called inverse Mills ratio derived from the first stage of the regression, is insignificant at the 5% level statistically in all three tables, indicating that one cannot reject the hypothesis that the selection of countries is unbiased.

The basic result from Table 2 is that the coefficient of alpha is negative and statistically significant in each case. The size of the coefficient of alpha is about −2,

---

23 The coefficients (and their standard errors) are the following: 0.469 (0.099) for ln(GDP p. c.) and 0.228 (0.088) for v2clacfree, with a pseudo $R^2$ of 0.197.

---

Table 4  State Economic Modernity (SEM) and the consistency of market beliefs

|     | (1)    | (2)    | (3)    | (4)     | (5)    |
|-----|--------|--------|--------|---------|--------|
| Const | −8.021*** (2.989) | −8.740*** (2.997) | −14.329*** (2.739) | −14.275*** (2.741) | −12.929** (5.333) |
| Alpha | 4.664*** (0.860) | 4.806*** (1.043) | 3.851*** (0.760) | 4.141*** (0.812) | 4.114*** (0.933) |
| IFMMI | 1.148** (0.501) | 1.256** (0.504) | 0.463 (0.557) | 0.401 (0.554) | 0.418 (0.476) |
| ln(GDP p.c.) | 1.122*** (0.253) | 1.240*** (0.227) | −0.842 (0.983) | −0.862 (1.074) | 1.112** (0.488) |
| ln(human cap.) | 1.122*** (0.253) | 1.240*** (0.227) | −0.842 (0.983) | −0.862 (1.074) | 1.112** (0.488) |
| Lambda | −0.419 (1.402) | −0.419 (1.402) | −0.419 (1.402) | −0.419 (1.402) | −0.419 (1.402) |
| Countries | 92 | 85 | 85 | 85 | 85 + 71 |
| $R^2$ | 0.431 | 0.414 | 0.593 | 0.596 | 0.596 |

Dependent variable: State Economic Modernity (SEM). Three dummies are included to control for those cases in which all observations for a country are from either between 1989–1999, or 2000–2009, or 2010–2014. *Significant at 10%; ** 5%; ***1%. Standard errors (in parentheses) are robust.
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which predicts that a half-a-unit increase in $\alpha$\textsuperscript{24} is associated with a one-unit increase in the size of government.\textsuperscript{25} Comparing the results in column 2 with those in columns 3–4 shows that accounting for economic development (by including human capital and GDP) increases this a slightly since the decrease caused by the inclusion of GDP is overcompensated by the increase caused by the inclusion of human capital. Surprisingly, IFMMI does not have a statistically significant coefficient in any case.

Table 3 applies the same specifications for the legal system area. The conclusions are similar but with a positive sign. A higher consistency usually predicts a more secure legal system and property rights even if economic development is accounted for. Economic development, however, again explains a significant portion of the effect of consistency which is in this case even larger than in the case of the size of government. An important difference, as compared to Table 3, is that for the legal system area a free-market mentality also matters, with a positive sign.

A higher consistency of beliefs, as Tables 2 and 3 show, predicts a larger government with a more secure legal system. Given that according to Murphy (2019a), the difference between these two is a measure of State Economic Modernity (SEM), a higher consistency of market beliefs is expected to have an effect on it. This prediction is tested in Table 4. The only difference in Table 4 when compared to Tables 2 and 3 is the dependent variable, which is the SEM index, here defined as the difference between the legal system and the government size area.

As could be expected, the effect of $\alpha$ is positive and economic development seems to be partially responsible for it. Once economic development is accounted for, the statistical significance of the coefficient of free market mentality is gone, but that of the coefficient of $\alpha$ is only reduced somewhat. It seems that the effect of $\alpha$ is not a proxy of the effect of development. It may be a proxy for the effect of culture, though.

6 Is the consistency of market beliefs just a proxy for culture?

One interpretation of the results in Tables 2, 3, and 4 is that a higher market belief consistency is just a reflection of a “better culture” that, among other things, makes the government perform better. In this section I argue that there are theoretical reasons to think that the consistency of beliefs is linked to individualism as a cultural trait, but this link is different from that between individualism and free-market mentality. The reason, I argue, is that consistency is linked only to some form of individualism.

My hypothesis on culture and the consistency of market beliefs is based on the idea that the consistency of beliefs reflects a desire to formulate a strong opinion, since being consistent about these matters very probably means having an opinion about things one has not studied or has no experience of. The desire to hold strong

\textsuperscript{24} Roughly the difference between Japan (0.0589) and the US (0.554).

\textsuperscript{25} Roughly the difference between the US (6.947) and Spain (5.914).
opinions, however, might reflect an implicit philosophical position, as one can conclude from Hirschman’s (1989) making the case that having opinions is a factor of individual welfare, but to what extent this is so depends on the cultural environment. His argument suggests that having strong opinions has a higher subjective payoff in a more individualist culture.

Individualism, however, has different meanings. In the history of social or economic thought, it is usually found that there are at least two individualist traditions. Perhaps the best-known of such arguments is that of Hayek (1948) which associates “true” individualism with the Anglo-Saxon (but first of all, Scottish) tradition of philosophy emphasizing a humble approach to human reason and social phenomena. “False” individualism, associated with a strong belief in Reason, characterized mostly the French Enlightenment philosophy.

Hayek (1948, p. 10) identifies “two decisive points” on which the two kinds of individualism depart. The first is concerned with the question of whether it is possible “to make the formation of spontaneous social products intelligible” (ibid.). The second point is concerned with the question of whether “social processes can be made to serve human ends only if they are subjected to the control of individual human reason” (ibid.). Although these are traits of philosophical thinking, Hayek describes them as being a part of the way everyday people think by seeing them as “psychological assumptions” (ibid., p. 13).

Of these two kinds of individualism it is the “false” one that seems to support the holding of strong opinions. The reason is that the more of the “arrogance” of Hayek’s (1948) “false” individualism one has, the stronger opinion one will dare to have about things one does not know. The “humility” of Hayek’s (1948) “true” individualism allows one to have strong opinions only about things one knows. It seems therefore that western individualism, which is after all measured by the different indexes of culture known in the literature reviewed briefly in Sect. 2, mixes these two kinds of individualism, one of which (“false” individualism) is better at predicting the consistency of market beliefs while the other is better at predicting a free-market mentality.

Observable differences between these two kinds of thinking are (1) the willingness to submit to “the anonymous and seemingly irrational forces of society” (ibid., p. 24), and (2) the acceptance of the importance of institutions between the level of the individual and the government such as the family and other “intermediate formations and associations” (ibid., p. 22).

The conclusion I draw from this discussion of the two types of individualism is that (1) the consistency of market beliefs and free-market mentality are affected by different cultural dimensions, and that (2) their difference lies in their different approach to certain traditional institutions.

In Table 5 I use three well-known sets of cultural measures to predict the consistency of market beliefs (\(\alpha\)) and the averages of individual free-market mentality (IFMMI) with the aim of seeing if \(\alpha\) is indeed predicted by culture and

---

26 A similar argument is Sowell’s (2007) argument about constrained and unconstrained visions. For him, a vision is a “sense of causation” (ibid., p. 6).
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is predicted differently than is IFMMI. In Panel A of Table 5 the cultural variables that are used as independent variables are from the Schwartz Values Survey (Schwartz 2006, 2008b). Schwartz (2008a, pp. 8–10) differentiates between “three bipolar dimensions of culture”: autonomy (affective and intellectual) versus embeddedness, egalitarianism versus hierarchy, and mastery versus harmony. In Panel A of Table 5 I use the three first principal components created from these three bipolar dimensions whose availability is more limited than that of alpha, reducing the sample size to 66.

It is only the dimension autonomy–embeddedness that has a significant effect either on alpha or on IFMMI, with a better goodness of fit in the case of alpha. This dimension is a mix of individualism and the rejection of traditional ties. “In cultures with emphasis on embeddedness”, writes Schwartz (2008a, pp. 8–9), “people are viewed as entities in the collectivity. Meaning in life is expected to come largely through social relationships … important values … are social order, respect for tradition, security, and wisdom”, which is to say that this Schwartzian dimension is rather concerned with “false” individualism than with the true one.

In Panel B of Table 5 includes the four dimensions of Hofstede et al. (2010, 2012) as independent variables. Again, the two dimensions, individualism and power distance that seem to be the most important in predicting the variables of interest have much to do with the individualism discussed above. The individualism dimension, according to Hofstede et al. (2010, p. 92, italics deleted), “pertains to societies in which the ties between individuals are loose: everyone is expected to look after him- or herself and his or her immediate family”. “Individualism” in this sense appears to be about the neglect of the “intermediate forms” of interpersonal relations Hayek (1948) associates with false individualism. Power distance is “the extent to which the less powerful members of institutions and organizations within a country expect and accept that power is distributed unequally” (ibid, p. 61, italics deleted). Uncertainty avoidance, which is significant only at the 10% level and only with alpha as the dependent variable indicates “the extent to which the members of a culture feel threatened by ambiguous or unknown situations” (ibid, p. 191, italics deleted).

In Panel C of Table 5 the independent cultural variables are those in Tabellini’s (2010) seminal paper. Each of the three seems to have something to do with individualism. Control is the one I used in Table 1, referring to the control over one’s own life one believes to have. Obedience and respect refer to those values people think as important to teach their children. Respect is concerned with tolerance and respect towards others, while obedience speaks for itself. The country-level variable reflects the share of those respondents mentioning these values as important to teach to children. It is the IFMMI over which Tabellini’s variables have more explanatory power, not alpha as in the other two cases. A

---

27 To save space the results of a regression are presented in a row, not in a column as usual.
28 See Table 8 for the countries excluded.
29 One of Tabellini’s variables, trust, is not used since the theory of this section does not predict a relation between trust and alpha.
30 Question no. A035 and A042 in the integrated WVS–EVS database (EVS 2011; WVS 2015).
stronger rejection of fatalism (a higher control) does not predict alpha, while a rejection of obedience does. Both predict IFMMI, however.

One further lesson one can take from Table 5 is that the more “comprehensive” a cultural variable is, the better it can predict alpha. The problem is, that the more comprehensive a cultural variable is, the less convincingly it can be used in a regression to estimate economic freedom with alpha. It is because a comprehensive cultural variable might have an influence in so many different ways that it is difficult to believe that it is only through alpha and IFMMI that it does, which means that it is difficult to believe that the exclusion restriction also holds. In addition, considering that the regressions in Tables 2, 3, and 4 include variables of economic development as independent variables, and that comprehensive cultural indexes correlate well with economic development, the instruments will also be weak.

Bearing these considerations in mind, in Table 6 I try to instrument alpha and IFMMI only for the simplest estimation found in column 1 of Tables 2, 3, and 4. As instruments I use control of Table 5 as a proxy for “true” individualism and the
importance of religion (religion) as a (negative) proxy of “false” individualism. The latter variable means the country-level percentage of those saying that religion is important for them.\(^{31}\)

As expected, religion is a better predictor of alpha while control is a better predictor of IFMMI. The instruments are not weak in the technical sense since the F-test of the excluded instruments on the first-stage regressions are high enough. In the instrumental variable regressions of Table 6 the main message of the simple OLS regressions does not change. There is a significant change when it comes to the change in the size of the coefficients, reflecting the phenomenon called “blow-up” in the econometric literature (Jiang 2017). The conclusion from Tables 5 and 6 is that culture does indeed correlate well with alpha but it is very difficult to find any cultural variable that has an effect on the areas economic freedom only through alpha.

One can then ask the question of whether alpha is just a proxy measure of culture. In this case we would expect the effect of alpha to fade away when included together with the cultural measures of Table 5. That is what is checked in Columns 1–3 of Table 7. With the same three country sample as in Table 5 the three sets of cultural variables are now included as possible determinants. Their effects are not detailed, not only because they are not that surprising\(^{32}\) but because the question to be asked is whether the effect of alpha has vanished as a result of their inclusion.

\(^{31}\) Question no. A006 in the WVS–EVS integrated database (EVS 2011; WVS 2015).

\(^{32}\) These results are available from the author.
The answer is that it does not although it does reduce it as can be seen by comparing Columns 1–3 of Table 7 with Column 1 of Table 4.

As another robustness check Columns 4–6 of Table 7 show the simplest regressions of Tables 2, 3, and 4 on a restricted sample. It is restricted because, first, only those countries are selected which have more than one observation for \( \alpha \), and second because data on economic freedom areas must also be available. On this much smaller sample\(^{33} \) the main conclusions from the baseline regressions are confirmed: \( \alpha \) has a negative effect on the size of government and a positive one on the legal system area with a coefficient of about 2 in both cases.

### Table 7 Robustness: restricted sample and culture as controls

| Dep. var. | (1) | (2) | (3) | (4) | (5) | (6) |
|-----------|-----|-----|-----|-----|-----|-----|
| SEM       | SEM | SEM | Gov. | Legal | SEM |
| Const.    | −5.024 | 1.915 | −7.096*** | 8.818*** | −4.606** | −13.423*** |
|           | (3.029) | (5.434) | (2.982) | (2.653) | (2.039) | (3.026) |
| Alpha     | 3.043*** | 3.467** | 3.991*** | −2.270*** | 2.063*** | 4.333*** |
|           | (1.016) | (1.745) | (0.886) | (0.788) | (0.768) | (1.049) |
| IFMMI     | 0.696 | −0.111 | 0.386 | 0.166 | 0.785* | 0.619 |
|           | (0.511) | (0.805) | (0.712) | (0.500) | (0.418) | (0.726) |
| Cultural variables | Schwartz | Hofstede | Tabellini | Schwartz | Hofstede | Tabellini |
| Countries | 66 | 60 | 92 | 52 | 52 | 52 |
| \( R^2 \) | 0.704 | 0.603 | 0.498 | 0.326 | 0.595 | 0.564 |

Dependent variable: State Economic Modernity (SEM), size of government (gov.), legal system and property rights (legal). Three dummies are included to control for those cases in which all observations for a country are from either between 1989–1999, or 2000–2009, or 2010–2014. Cultural independent variables: see the notes to Table 5. *Significant at 10%; **5%; ***1%. Standard errors (in parentheses) are robust.

The answer is that it does not although it does reduce it as can be seen by comparing Columns 1–3 of Table 7 with Column 1 of Table 4.

As another robustness check Columns 4–6 of Table 7 show the simplest regressions of Tables 2, 3, and 4 on a restricted sample. It is restricted because, first, only those countries are selected which have more than one observation for \( \alpha \), and second because data on economic freedom areas must also be available. On this much smaller sample\(^{33} \) the main conclusions from the baseline regressions are confirmed: \( \alpha \) has a negative effect on the size of government and a positive one on the legal system area with a coefficient of about 2 in both cases.

### 7 Conclusion

There are reasons to believe that people’s beliefs about the market economy influence the market institutions and policies they choose through political choice. Accepting the view that market beliefs matter, this paper has asked the question of whether their consistency matters. Consistency has been meant as a cross-individual feature of the distribution within the group making the political choice: whether the stronger support for, or better understanding of, one aspect of the market implies a stronger support for, or a better understanding of, another aspect of it.

If consistency is important then how can we explain the fact that market institutions and policies themselves appear to develop in an “inconsistent” way, i.e.\(^{33} \) See Table 8 for the list of countries excluded.
countries with more secure property rights have governments that tax more and redistribute more income? I have shown that under some conditions more consistent beliefs result in an equilibrium with more inconsistent policies and institutions. Cross-country regressions that make use of the World Values Survey – European Values Study data on economic freedom and control for economic development are in line with this prediction: countries with more consistent market beliefs tend to have better protected property rights with a larger government. That is to say that consistency of market beliefs predicts State Economic Modernity or state capacity.

Note that to emphasize the importance of the consistency of market beliefs is not necessarily to deny the one-dimension nature of politics (Rubin 2001). Political ideology might be the means to “map” a multidimensional belief system onto recognizable bundles of offers on the political one-dimensional space (Hinich and Munger 1992). The way different dimensions of beliefs are linked to political ideology may however be culture-dependent and country-specific—at least this is what this paper has proposed, and that the cross-country differences in what I have called the consistency of market beliefs have consequences for economic freedom.
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Appendix

The consistency of beliefs by country and year

See Table 8.
| Country         | Year | Alpha | Country       | Year | Alpha |
|-----------------|------|-------|---------------|------|-------|
| Albania         |      |       | Mexico        | 1995 | 0.062 |
| Algeria         | 2013 | 0.275 |               |      |       |
| Andorra         | 2005 | 0.349 |               |      |       |
| Argentina       | 1991 | 0.306 |               | 2012 | −0.136|
|                 | 1995 | 0.320 | Moldova       | 1996 | 0.299 |
|                 | 2006 | 0.030 |               | 2006 | 0.185 |
|                 | 2013 | 0.285 | Montenegro     | 1996 | 0.043 |
| Armenia         | 1997 | 0.229 | Morocco       | 2014 |       |
|                 | 2011 | −0.047|               |      |       |
| Australia       | 1995 | 0.415 | Netherlands    | 1990 | 0.354 |
|                 | 2005 | 0.469 |               | 2012 | 0.471 |
|                 | 2012 | 0.418 |               | 1998 | 0.446 |
| Austria         | 1990 | 0.467 |               | 2004 | 0.471 |
| Azerbaijan      | 1997 | 0.295 |               | 2011 | 0.495 |
|                 | 2011 | −0.182| Nigeria       | 1990 | −0.049|
| Bangladesh      | 1996 | 0.355 |               | 1995 | −0.041|
| Belarus         | 1990 | 0.254 |               | 2011 | −0.327|
|                 | 1996 | 0.285 | N. Macedonia   | 1998 | 0.034 |
|                 | 2011 | 0.166 | Norway        | 1990 | 0.426 |
| Belgium         | 1990 | 0.409 |               | 1996 | 0.332 |
| Bos. & Herz.    | 1998 | −0.054|               | 2007 | 0.319 |
| Brazil          | 1991 | 0.398 | Pakistan      | 2012 | −0.441|
|                 | 2006 | 0.019 | Palestine     | 2013 | −0.556|
|                 | 2014 | −0.027| Peru          | 1996 | 0.142 |
| Bulgaria        | 1991 | 0.451 |               | 2006 | 0.040 |
|                 | 1997 | 0.403 |               | 2012 | −0.213|
|                 | 2005 | 0.375 | Philippines   | 1996 | −0.108|
| Burkina Faso    | 2007 | −0.252|               | 2012 | −0.240|
| Canada          | 1990 | 0.500 | Poland        | 1989 | −0.110|
|                 | 2006 | 0.334 |               | 1990 | 0.380 |
| Chile           | 1990 | 0.311 |               | 1997 | 0.555 |
|                 | 1996 | 0.107 |               | 2005 | 0.283 |
|                 | 2006 | 0.117 |               | 2012 | 0.412 |
|                 | 2011 | 0.169 | Portugal      | 1990 | 0.331 |
| China           | 1990 | 0.000 | Puerto Rico    | 1995 | 0.053 |
|                 | 1995 | 0.102 | Qatar         | 2010 | −0.238|
|                 | 2007 | 0.053 | Romania       | 1993 | 0.520 |
|                 | 2012 | −0.079|               | 1998 | 0.285 |
| Colombia        | 2005 | 0.050 |               | 2005 | 0.473 |
|                 | 2012 | −0.020|               | 2012 | 0.147 |
| Croatia         | 1996 | 0.235 | Russia        | 1990 | 0.494 |
| Cyprus          | 2006 | 0.226 |               | 1995 | 0.394 |
Table 8 (continued)

| Country            | Year | Alpha | Country       | Year | Alpha |
|--------------------|------|-------|---------------|------|-------|
| Czech Rep.         | 2011 | −0.060| Rwanda^c,d     | 2011 | 0.230 |
|                    | 1991 | 0.502 | Rwanda^c,d     | 2007 | 0.118 |
|                    | 1998 | 0.475 | Serbia        | 1996 | 0.130 |
| Dominican Rep.     | 1996 | −0.043| Serbia        | 1996 | 0.130 |
|                    | 2013 | 0.069 | Serbia        | 1996 | 0.130 |
| Egypt              | 2013 | −0.053| Singapore^e   | 2012 | −0.008|
| Ecuador^c,d,e      | 2008 | −0.021| Slovenia      | 1992 | 0.355 |
|                    | 2013 | 0.069 | Slovenia      | 1992 | 0.355 |
| Finland            | 1990 | 0.470 | South Africa^d| 1990 | 0.374 |
|                    | 2005 | 0.425 | South Korea   | 1990 | 0.361 |
| Ethiopia^d,e       | 1996 | 0.085 | Sweden        | 1990 | 0.500 |
| France^e           | 2009 | −0.052| South Korea   | 1990 | 0.361 |
| Germany            | 2014 | −0.075| South Korea   | 1990 | 0.361 |
| Ghana^d            | 2012 | 0.193 | Switzerland   | 1990 | 0.399 |
| Hong Kong^e        | 2006 | 0.325 | Taiwan        | 1994 | 0.265 |
| Hungary            | 2013 | 0.238 | Taiwan        | 1994 | 0.265 |
| Iceland^c,d,e      | 1990 | 0.498 | Switzerland   | 1996 | 0.399 |
| India              | 1990 | 0.251 | Thailand      | 2007 | −0.197|
|                    | 1995 | 0.209 | Thailand      | 2007 | −0.197|
|                    | 2006 | 0.090 | Thailand      | 2007 | −0.197|
|                    | 2014 | −0.834| Trinidad & Tob.| 2006 | −0.096|
| Indonesia^e        | 2006 | −0.136| Thailand      | 2007 | −0.197|
| Iran^e             | 2007 | 0.035 | Tunisia^c,d,e  | 2013 | −0.215|
| Iraq^a,b,c,d,e     | 2012 | −0.459| Tunisia^c,d,e  | 2013 | −0.215|
| Ireland^e          | 1990 | 0.407 | Tunisia^c,d,e  | 2013 | −0.215|
| Italy              | 1990 | 0.352 | Turkey        | 1990 | 0.393 |
|                    | 1995 | 0.194 | Turkey        | 1990 | 0.393 |
| Japan              | 1990 | 0.111 | Turkey        | 1990 | 0.393 |
|                    | 1995 | 0.111 | Turkey        | 1990 | 0.393 |
Restrictions on $\gamma_i$

The utility function in Eq. (1) is required to satisfy two conditions. First, any move away from the ideal point must reduce utility. Second, an inconsistent move from the ideal point should not reduce utility as much as a consistent one does, but it cannot increase utility above that of the ideal point. In the main text this second condition was referred to as “total compensation is excluded”. Supposing that $\Delta x > 0, \Delta y > 0$, these two conditions break down to the inequalities

$$U_i(x_1, y_1) > U_i(x_1, y_2) > U_i(x_1, y_1)$$

(11)

The right hand inequality of (11) is the same as

$$U_i(x_1, y_2) - U_i(x_1, y_1) = 2\gamma_i \Delta x \Delta y > 0,$$

(12)

while the left-hand inequality is the same as

$$U_i(x_1, y_1) - U_i(x_1, y_2) = (\Delta x - \Delta y)^2 + (1 - \gamma_i) \Delta x \Delta y > 0.$$  

(13)

Clearly, both Eqs. (12) and (13) are satisfied if $0 < \gamma_i < 1$, as is supposed in Sect. 4.

Table 8 (continued)

| Country          | Year | Alpha | Country          | Year | Alpha |
|------------------|------|-------|------------------|------|-------|
| Jordand          | 2005 | −0.020| Ukrained         | 2011 | −0.156|
|                  | 2010 | 0.051 |                  | 1996 | 0.376 |
| Jordand          | 2007 | −0.287|                  | 2006 | 0.126 |
|                  | 2014 | −0.037|                  | 2011 | 0.262 |
| Kazakhstanc,d,e  | 2011 | 0.003 | United Kingdomc | 1990 | 0.512 |
| Kuwaitc,d,e      | 2014 | −0.452| United States   | 1990 | 0.595 |
| Kyrgyzstanc,d,e  | 2011 | −0.027|                  | 1995 | 0.481 |
| Latvia           | 1990 | 0.430 |                  | 2006 | 0.543 |
|                  | 1996 | 0.352 |                  | 2011 | 0.597 |
| Lebanonb,c,d,e   | 2013 | −0.801| Uruguayc        | 1996 | 0.330 |
| Libyab,c,d,e     | 2014 | −0.172|                  | 2006 | 0.168 |
| Lithuaniac       | 1990 | 0.363 |                  | 2011 | −0.002|
|                  | 1997 | 0.366 | Uzbekistanab,c,d,e | 2011 | 0.078 |
| Malaysia         | 2006 | −0.279| Venezuelae      | 1996 | 0.066 |
| Maliab,c,d,e     | 2007 | −0.268| Vietname        | 2006 | 0.216 |
|                  | 2012 | −0.055| Yemenab,c,d,e   | 2014 | −0.174|
| Malteab,c,d,e    | 1991 | 0.251 | Zambiaab,c,d,e  | 2007 | −0.205|
| Mexico           | 1990 | 0.376 | Zimbabweab,c,d,e | 2012 | 0.121|

a Excluded from the 92-country sample of Tables 2, 3, 4, 5, 6 and 7
b Excluded from the 85-country sample of Tables 2, 3 and 4.
c Excluded from the 66-country sample of Tables 5 and 7.
d Excluded from the 60-country sample of Tables 5 and 7.
e Excluded from the 52-country sample of Table 7
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The stubbornness assumption of Sect. 4 was that in the utility function of the voter [Eq. (1)], \( y_i \) depends on \( x_i \) and \( y_i \) in a negative way. Those with a freer ideological bliss point are supposed to be more stubborn, that is, less willing to accept compensation. The following simple test of this assumption is based on the WVS–EVS data-base from which I extract the data on \( \alpha \) and IFMMI in the main text.

The test makes use of the fact that it is possible to give a “don’t know” answer to any one of the four questions, with the numerical answers given for which I measured free market mentality and consistency in Sect. 5. In the regression of Table 9 the dependent variable is the binary variable of whether or not the answer of an individual respondent to a certain question is “don’t know” or not. The assumption behind this approach is that those who give a numerical answer to one of the questions but say “don’t know” to another one are less confident about their opinion and are therefore easier to convince to accept the opinion(s) of others. Those who are more likely to say “don’t know” are less stubborn.

The idea is then to run regressions with the independent variable being the dummy variable whose value is one if the answer is “don’t know” and with the dependent variables being the numerical answers given for the other three questions. The stubbornness hypothesis then predicts that a respondent who has a high preference for economic freedom on three dimensions is less likely to say “don’t know” when asked about the fourth one. Table 9 shows the results of the logistic regressions that were run to test this prediction. The regressions include country dummies and wave dummies as additional independent variables.\(^{34}\)

### Table 9 Logistic regressions with “don’t know” answers

|                  | (1)          | (2)          | (3)          | (4)          |
|------------------|--------------|--------------|--------------|--------------|
| Property         | 1.014        | 0.885***     | 1.001        |
| Responsibility   | 0.943***     | 0.913***     | 0.967***     |
| Competition      | 0.980**      | 0.971        | 1.015*       |
| Wealth creation  | 1.003        | 0.979        | 0.965***     |
| Obs.             | 240,702      | 218,842      | 226,708      | 319,571      |
| Countries        | 82           | 75           | 78           | 82           |
| Pseudo R\(^2\)   | 0.079        | 0.071        | 0.104        | 0.087        |

Dependent variable: dummy for a “don’t know” answer to the question indicated at the column head. *Significant at 10%; **5%; ***1%. Standard errors (in parentheses) are robust and clustered by country. Wave and country dummies are included.

### Testing the stubbornness assumption

The stubbornness assumption of Sect. 4 was that in the utility function of the voter [Eq. (1)], \( y_i \) depends on \( x_i \) and \( y_i \) in a negative way. Those with a freer ideological bliss point are supposed to be more stubborn, that is, less willing to accept compensation. The following simple test of this assumption is based on the WVS–EVS data-base from which I extract the data on \( \alpha \) and IFMMI in the main text.

The test makes use of the fact that it is possible to give a “don’t know” answer to any one of the four questions, with the numerical answers given for which I measured free market mentality and consistency in Sect. 5. In the regression of Table 9 the dependent variable is the binary variable of whether or not the answer of an individual respondent to a certain question is “don’t know” or not. The assumption behind this approach is that those who give a numerical answer to one of the questions but say “don’t know” to another one are less confident about their opinion and are therefore easier to convince to accept the opinion(s) of others. Those who are more likely to say “don’t know” are less stubborn.

The idea is then to run regressions with the independent variable being the dummy variable whose value is one if the answer is “don’t know” and with the dependent variables being the numerical answers given for the other three questions. The stubbornness hypothesis then predicts that a respondent who has a high preference for economic freedom on three dimensions is less likely to say “don’t know” when asked about the fourth one. Table 9 shows the results of the logistic regressions that were run to test this prediction. The regressions include country dummies and wave dummies as additional independent variables.\(^{34}\)

\(^{34}\) The number of countries is reduced by the fact that some country samples do not include any “don’t know” answers.

\( \alpha \)
More precisely, for the model of Sect. 4 to work, there are two assumptions whose validity may be checked with the logistic regressions of Table 9. One is that the odds ratios of the regressions should be lower than one, which shows that higher-numbered answers for the other three questions predict a lower probability of a “don’t know” answer for the fourth one. The other is that there should be a dominant dimension, which is to say that a “don’t know” for some of the questions is expected to be related more strongly to the other answers while others are only expected to be loosely so.

The results in Table 9 support the stubbornness assumption. First, the odds ratios, when they are statistically significant at 5% at least, are less than one. The only one that is close to being an exception is the effect of the answer to the competition question on saying “don’t know” to the wealth creation question. According to this puzzling result, agreeing more with the proposition that “competition is good” makes the respondent more likely to say that s/he “doesn’t know” if wealth creation is possible. On average however, it is the other way around: a stronger preference for one dimension of free markets makes it less probable for the respondent to say “don’t know” to a question about another dimension.

Second, responsibility is the key dimension. A higher mark for responsibility will decrease the probability of a “don’t know” answer for all three other questions. A higher mark for property, competition, and wealth creation decreases the probability of a “don’t know” for only one of the other three questions.

**Proof of the proposition in Sect. 4**

With the definitions:

\[
\sigma_x^2 = \frac{1}{n} \sum_{i=1}^{n} x_i^2, \quad \sigma_{xy} = \frac{1}{n} \sum_{i=1}^{n} x_i y_i, \quad \sigma_y^2 = \frac{1}{n} \sum_{i=1}^{n} y_i^2
\]

(14)

Eq. (2) implies that

\[
\sigma_{yx} = -\delta_x \sigma_x^2 - \delta_y \sigma_{xy},
\]

(15)

\[
\sigma_{yy} = -\delta_x \sigma_{xy} - \delta_y \sigma_y^2.
\]

(16)

Equations (9) and (10) then become:

\[
x^* = \frac{1}{1 - \bar{p}^2} \left( \bar{\gamma} \delta_x \sigma_x \sigma_y \sigma_x - \delta_y \sigma_x \sigma_y \sigma_x \right) + \frac{1}{1 - \bar{p}^2} (\bar{\gamma} \delta_y - \delta_x) \rho_{xy},
\]

(17)

\[
y^* = \frac{1}{1 - \bar{p}^2} \left( \bar{\gamma} \delta_y \sigma_x \sigma_y \sigma_y - \delta_x \sigma_x \sigma_y \sigma_y \right) + \frac{1}{1 - \bar{p}^2} (\bar{\gamma} \delta_x - \delta_y) \rho_{xy},
\]

(18)

where \( \rho_{xy} = \sigma_{xy} / \sigma_x \sigma_y \). Therefore

\[
\frac{\partial x^*}{\partial \rho_{xy}} = \frac{1}{1 - \bar{p}^2} (\bar{\gamma} \delta_y - \delta_x),
\]

(19)
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\[ \frac{\partial y^*}{\partial \rho_{xy}} = \frac{1}{1 - \bar{\gamma}^2} (\bar{\gamma} \delta_x - \delta_y), \]  

(20)

which implies that

\[ \frac{\partial x^*}{\partial \rho_{xy}} + \frac{\partial y^*}{\partial \rho_{xy}} = -\frac{\delta_x + \delta_y}{1 + \bar{\gamma}} < 0. \]  

(21)

Equation (21) means that if \( \partial x^*/\partial \rho_{xy} > 0 \), then \( \partial y^*/\partial \rho_{xy} < 0 \) and vice versa. That is, if \( \bar{\gamma} \delta_y - \delta_x > 0 \) then \( \partial x^*/\partial \rho_{xy} > 0 \) and \( \partial y^*/\partial \rho_{xy} < 0 \), and if \( \bar{\gamma} \delta_x - \delta_y > 0 \) then \( \partial x^*/\partial \rho_{xy} < 0 \) and \( \partial y^*/\partial \rho_{xy} > 0 \).

**Summary statistics**

See Table 10.

| Variable  | Mean   | Std. dev. | Min    | Max    | Countries |
|-----------|--------|-----------|--------|--------|-----------|
| Gov       | 6.175  | 1.346     | 2.965  | 8.730  | 85        |
| Legal     | 5.850  | 1.503     | 2.383  | 8.813  | 85        |
| SEM       | −0.325 | 2.355     | −5.778 | 4.965  | 85        |
| Alpha     | 0.163  | 0.249     | −0.453 | 0.672  | 85        |
| IFMMI     | 6.159  | 0.443     | 5.218  | 7.517  | 85        |
| ln(GDP p. c.) | 9.337 | 1.061     | 6.640  | 11.685 | 85        |
| ln(human cap.) | 0.940 | 0.255     | 0.128  | 1.275  | 85        |
| d90       | 0.212  | 0.411     | 0      | 1      | 85        |
| d2000     | 0.082  | 0.277     | 0      | 1      | 85        |
| d2010     | 0.141  | 0.350     | 0      | 1      | 85        |
| pdi       | 58.967 | 20.685    | 11     | 100    | 60        |
| idv       | 45.517 | 24.215    | 8      | 91     | 60        |
| mas       | 49.183 | 20.180    | 5      | 100    | 60        |
| uai       | 65.583 | 22.283    | 8      | 99     | 60        |
| au/emb    | 0.052  | 1.573     | −3.517 | 3.036  | 66        |
| hie/eg    | 0.004  | 1.287     | −2.733 | 3.064  | 66        |
| mas/har   | −0.062 | 1.208     | −2.028 | 2.697  | 66        |
| Obedience | 0.386  | 0.161     | 0.061  | 0.778  | 92        |
| Respect   | 0.673  | 0.096     | 0.361  | 0.881  | 92        |
| Control   | 6.865  | 0.633     | 5.579  | 8.135  | 92        |
| Religion  | 0.695  | 0.249     | 0.127  | 0.998  | 92        |
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