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Abstract

This paper introduces a hybrid scheme for multi-objective optimization problems via utility of two established heuristic algorithms. The proposed hybrid scheme consists of two parts that include the Nelder-Mead simplex algorithm (SA) as well as the Non-dominated Sorting Genetic Algorithm II (NSGA II). In this respect, subsequent to NSGA II sorting for the optimum points, the SA searches the optimum set to find the local optimal points and thus localize a promising area that is likely to contain the global minimum. This is especially helpful since SA is an efficient algorithm that can accurately and quickly exploit the promising area for the optimum point. The proposed hybrid scheme is applied to multi-objective optimization of some benchmark functions and its performance is compared against those of the classical NSGA II as well as the Multi-Objective Particle Swarm Optimization (MOPSO). The numerical results show that the proposed hybrid scheme provides competitive results that outperform those of the existing algorithms.
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Introduction

Often, in many engineering applications it is required to find the best approximate solution of multi-objective optimization problems quick and with good accuracy. Multi-objective optimization problems are very common and important in real world applications, and as such many researchers are still working to devise various novel heuristic and mathematical approaches for their solution. Mathematical techniques were more common in the earlier times for optimal solution, but as many of the conventional and especially deterministic pure mathematical optimization schemes suffer from stagnation in local optima, there is a demand for new innovations for heuristic methods [1]. The history of heuristic algorithms as a revolutionary idea for stochastic optimization techniques goes back to 1984 [1,2]. Further, it is notable that stochastic optimization techniques are readily applicable to the real problem because of gradient-free mechanism and local optima trap avoidance. Stochastic and multi-objective optimization is in use in different fields of study such as mechanical engineering [3], civil engineering [4], chemistry [5,6] and other [7]. There are also some heuristic algorithms suggested to solve challenging problems in power systems such as cuckoo search algorithm [8], Pseudo-Gradient based Particle Swarm Optimization with Constriction Factor (PG-PSOCF) [9] and Hybrid Particle Swarm Optimization (HPSO) [10].

Within the past decade, a number of multi-objective heuristic algorithms has been suggested [11–14] that represent various trade-offs between the objectives including optimal solutions of a multi-objective problem [15]. In contrary to classical optimization methods converting the multi-objective optimization problem to a single-objective optimization problem by emphasizing one particular Pareto optimal solutions at a time, multi-objective heuristic algorithms give a set of optimal solutions called Pareto optimal solutions (PAS). A key point in this regard is to find accurate approximation of true Pareto optimal solutions with the highest diversity for multi-objective optimization algorithms [16]. PAS help decision makers to select a certain optimal points in a diverse range of design options based on their experience and design requirements. Among the most well-known stochastic optimization techniques are Non-dominated Sorting Genetic Algorithm (NSGA) [17], Strength-Pareto Evolutionary Algorithm (SPEA) [18,19], Pareto Archived Evolution Strategy (PAES) [20], Pareto frontier Differential Evolution (PDE) [21], Efficient Ant Colony Optimization [22], Hybridization of Fruit Fly Optimization Algorithm and Firefly Algorithm (FOA-FA) [23], Non-dominated Sorting Genetic Algorithm II (NSGA II) [24] and Multi-Objective Particle Swarm Optimization (MOPSO) [25]. MOPSO is one of the most popular multi-objective meta-heuristic algorithms that are conceptually similar to PSO. In more recent MOPSO studies [26–28] extra conditions such as diversity estimation are utilized to reach better exploration characteristics. In this sense, the concept of Pareto dominance for selecting leaders from a non-dominated external archive has been utilized by MOPSO where the leaders of swarms that guide the particles to the Pareto Frontier are selected from the top portion of the archive at each iteration. A dynamic fitness inheritance technique [29] is also applied to reduce the computation cost of the optimization process. Another well-known multi-objective meta-heuristics is NSGA II [24] that is a multi-objective version of the well-regarded Genetic Algorithm (GA) [30,31]. NSGA II was proposed to remove several deficiencies of its first version [17] that included high computational cost of non-dominated sorting, lack of elitism and lack of sharing parameters. In the second version, the first population is generated randomly and each individual is grouped based on the non-dominated sorting method and new population is generated by genetic operators such as selection, crossover and mutation operators. The new population
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is next sorted again and the new elements of the final population are selected via higher non-dominated level. The process of selecting the non-dominated individuals is repeated till reaching a population of the same size as the initial population.

More recently over the past three years a number of multi-objective optimization algorithms have also been proposed. These new studied include Multi-objective Grey Wolf Optimizer [1], Multi-objective Cat Swarm Optimization [32], Multi-objective Differential Evolution [33], Multi-objective Gravitational Search Algorithm [34], Multi-objective Ant Colony Optimization [35], Multi-objective Artificial Bee Colony algorithm [36] and the Multi-objective Teaching-Learning-Based Optimization algorithm [37]. These studies show the ability of meta-heuristics in handling multiple objectives. Although all algorithms are able to approximate the true Pareto optimal front of a given problem, they are not able to solve all optimization problems accurately. Therefore, it is still very likely that new hybrid algorithms to be proposed that can solve new problems that not solved before and/or with a better accuracy as compared with the existing techniques.

In this respect a new hybrid heuristic optimization algorithm is proposed in the current work for multi-objective problems. The proposed hybrid algorithm hybridizes the Nelder-Mead simplex algorithm with the Non-dominated Sorting Genetic Algorithm II (NSGA II) to find the best global point. The performance of the new proposed algorithm is demonstrated via some complex benchmark functions.

The organization of this paper is as follows: section 2 deals with the mathematical representation of multi-objective optimization. Section 3 describes the simplex method. Section 4 is devoted to non-dominated sorting genetic algorithm II. The proposed hybrid algorithm is introduced in section 5. Section 6 provides the numerical simulation results. Finally, a conclusion is drawn in section 7.

Multi-Objective Optimization

The problem is to minimize the fitness function of a multi-objective problem. The model is described as follows:

\[ F(x) = \{ f_{m}(x) \in \mathbb{R}^M \mid m = 1, 2, ..., M \} \]

subject to \[ g_j(x) \leq 0 \quad j = 1, 2, ..., J \]
\[ h_k(x) = 0 \quad k = 1, 2, ..., K \] (1)

where \[ x = \{ x_n \in \mathbb{R}^N \mid n = 1, 2, ..., N \} \] is the N-dimensional vector of decision variables that represents the possible solutions, \( M \) is the number of objectives, \( f_m \) is the objective function, and \( (g, h) \) are the inequality and equality constraint functions, respectively.

To clarify the concept of Pareto optimality, consider two vectors \( F^*, F^+ \). \( F^+ \) dominates \( F^* \) (denoted by \( f^+_m \leq f^*_m \)) if and only if \( f^+_m \leq f^*_m \). The dominance relations \( F^* \prec F^+ \) and \( F^+ \prec F^* \) dominate for a two-objective problem are indicated by labelled circles in Figure 1. Hence, a vector of decision variables \( X^* \) is a non-dominated solution if and only if there is no other solution \( X^+ \) such that \( F(X^+ ) \prec F(X^* ) \). The non-dominated solution is also known as the Pareto optimal solution. The set of non-dominated solution of a multi-objective optimization problem is known as the Pareto Optimal set \( (P) \). The set of objective vectors with respect to \( (P) \) is known as the Pareto Front \( (PF = \{ F(x) \in \mathbb{R}^M \mid x \in P \} ) \). The PF for a two-objective problem is illustrated by the black circles in Figure 1.

It is desired to find as many non-dominated solutions as possible according to the conflicting and different objective functions and constraints in the multi-objective optimization algorithm. The Pareto front corresponding to the non-dominated set should be as close to and well distributed over the true Pareto front as possible. However, it is possible to have different solutions that map to the same fitness value in objective space.

Simplex Method

Simplex is a heuristic optimization algorithm. It is a direct search method that does not use the derivatives of the objective function. Simplex is a geometrical object produced by \( n+1 \) points \( X_0, X_1, ..., X_n \) in an \( n \)-dimensional space [38,39]. Thus for example, the simplex in two-dimensional space is a triangle. The basic idea of the simplex algorithm is to compare the value of the objective function at \( n+1 \) vertices of a simplex object and move it gradually toward the optimum point via an iterative process. The following equations can be used to generate the vertices of a regular simplex of size \( a \) (equilateral triangle in two-dimensional space), within the \( n \)-dimensional space [39]:

\[ x_j = x_0 + px_j + \sum_{j=1}^{n} q u_s \] (2)

where \( X_0 \) is the initial base point, \( u_i \) is the unit vector along the coordinate axis \( s \) and \( p, q \) are defined as follows:

\[ p = \frac{a}{n \sqrt{2}} \left( \sqrt{n+1} + n - 1 \right) \] (3)
\[ q = \frac{a}{n \sqrt{2}} \left( \sqrt{n+1} - 1 \right) \] (4)

Through a sequence of elementary geometric transformations (reflection, contraction and expansion), the simplex, shown in Figure 2, moves toward the optimum point where after each transformation, the current worst vertex is replaced by a better one.
The reflected, expanded and contracted points are given by: \( X_r, X_e \) and \( X_c \), respectively.

\[
x_r = (1 + \alpha) \overline{x}_0 - \alpha x_n \quad \alpha > 0 \tag{5}
\]

\[
x_e = x_r + (1 - \gamma) \overline{x}_0 \quad \gamma > 1 \tag{6}
\]

\[
x_c = x_r + (1 - \beta) \overline{x}_0 \quad 0 \leq \beta \leq 1 \tag{7}
\]

Here, \( \overline{x}_0 \) is the centroid of all vertices \( x_j \) except \( j = h \); where \( h \) is the index of the worst point. The parameters \( \alpha, \beta \) and \( \gamma \) are called reflection, expansion and contraction coefficients, respectively.

Reflection is the operation by which the worst vertex, called high, is reflected with respect to the centroid \( \overline{x}_0 \). If the reflected point is better than all other points, the method expands the simplex in the reflection direction; otherwise, if it is at least better than the worst, the algorithm performs again the reflection with the new worst point [39]. The contraction is performed when the worst point is at least as good as the reflected point.

**Non-dominated Sorting Genetic Algorithm II (NSGA II)**

The NSGA II [24] algorithm is one of the most efficient and famous algorithms for multi-objective optimization. It uses fast non-dominated sorting to rank the population fronts and a parameter called crowding distance is calculated in the same front. Subsequently, the tournament selection is made between two individuals that are randomly selected from the parent population. The individual with lower front number is selected if the two individuals come from different fronts. The individual with higher crowding distance is selected if the two individuals are from the same front. Next the crossover and mutation operators are used to generate a new offspring population. And finally, the parent and offspring population are combined together where a fast non-dominated sorting and crowding distance assignment procedure is used to rank the combined population and only the best \( N \) individuals are selected as the new parent population [40].

NSGA II is proposed on basis of non-dominated sorting genetic algorithm (NSGA) [17] and the main advantages of NSGA II compared with NSGA are as follows: (1) it uses a fast non-dominated sorting approach, (2) it has no sharing parameter and (3) it uses an elitist strategy [40]. NSGA II has good global search ability and well distributed non-dominated solution in the Pareto front. Nevertheless, the convergence capability of NSGA II is limited and its elite strategy may result in the loss of the non-dominated solutions in the Pareto front [40].

**Simplex Non-Dominated Sorting Genetic Algorithm II**

In this section, the proposed hybrid algorithm is introduced as a tool for multi-objective optimization problems. First the basic structure of the proposed algorithm is presented followed by detail description of the constructive modules.

**General setting out of the algorithm**

The block diagram of Simplex-NSGA II is shown in Figure 3. The parameters of Simplex-NSGA II are set during the initialization. Simplex-NSGA II utilizes two heuristic algorithms, simplex optimization method and NSGA II to find the optimal solution. In this approach, simplex optimization is utilized as exploration to make better diversity within the search space. In addition NSGA II is used as
exploitation to arrange the member of Pareto optimal solutions is the main form of a multi-objective optimization algorithm. The proposed Simplex-NSGA II consists of two loops. The outer loop generates new population using the simplex method at each generation. The inner loop initially propagates the vertices of simplex using reflection, expansion and contraction operations to reshape and move the simplex toward likelihood regions of the search space and is terminated when the maximum number of iterations ($i_{max}$) is reached. Table 1 represents the pseudo-code of the Simplex-NSGA II.

**Initialization**

Simplex-NSGA II has nine parameters that must be set before the execution of the algorithm. The parameters are listed in Table 2 and are introduced in the following subsections.

**Generation initial population**

In the proposed method, the initial parent population ($P_{pop}$ of size $N_{pop}$) is generated randomly with uniform distribution. The population is sorted based on non-domination and each solution is assigned a fitness value equal to its non-domination level. An initial offspring population ($Q_{gen}$) with the same size as the parent population is created that is sorted according to fast non-domination procedure. The new parent population is formed by the recombination based on binary tournament selection and inducing variations via mutation operators.

**Population update**

From the first generation onward, a combined population ($R_{gen} = P_{gen} \cup Q_{gen}$) is formed that is sorted according to fast non-domination procedure. The new parent population is formed by the inner loop. Therefore, during any iteration of the inner loop, the population will be updated using reflection, expansion and contraction operators for the next generation. In this respect, any individual that is generated by genetic operators such as selection, crossover and mutation is utilized as vertices of the simplex to generate the initial simplex in order to create the new population.

**Stop condition**

The inner loop stops when the maximum number of iterations ($i_{max}$) is reached. The outer loop is stopped when the maximum number of generation is reached.

**Numerical Results**

In this section, the performance of Simplex-NSGA II is evaluated using ten benchmarks that are proposed in CEC 2009 [41], listed in Table 3 and 4. The results are compared to well-known algorithms of Non-dominated Sorting Genetic Algorithm II (NSGA II) [24] and Multi-Objective Particle Swarm Optimization (MOPSO) [28]. For the performance metric [32], Inverted Generational Distance (IGD) [42], Spacing (SP) [43] and Maximum Spread (MS) [18] criteria are employed to measure convergence, quantity and coverage respectively. The mathematical formulation of IGD is as follows:

$$IGD = \frac{\sqrt{\sum (d_{i} - d_{true Pareto})^2}}{N}$$  \hspace{1cm} (8)

Where $N$ is the number of true Pareto optimal solutions and $d_{i}$ indicates the Euclidean distance between the $i$:th true Pareto optimal solution and the closet obtained Pareto optimal solutions in the reference set. It should be noted that IGD = 0 indicates that all members of the non-dominated solutions are in the true Pareto Front.

The mathematical formulation of the SP and MS are as follows:

$$SP = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (d_i - d_{\text{avg}})^2}$$  \hspace{1cm} (9)

where $d_{\text{avg}}$ is the average of all $d_i$, $N$ is the number of Pareto optimal solutions obtained, and $d_i = \min \left( |f_i'(x) - f_j'(x)| + |f_j'(x) - f_i'(x)| \right)$ for all $i, j = 1, 2, 3, ..., N$.

| Parameter | Description | Value |
|-----------|-------------|-------|
| $N_{pop}$ | Population size | 50 |
| $N_{gen}$ | Maximum generation | 100 |
| $P_{cr}$ | Probability of crossover | 0.80 |
| $P_{mut}$ | Probability of mutation | 0.01 |
| $a$ | Side of simplex | 22 |
| $\alpha$ | Reflection coefficient | 0.9 |
| $\gamma$ | Expansion coefficient | 2 |
| $\beta$ | Contraction coefficient | 0.005 |
| $i_{max}$ | Maximum iteration of simplex method | 60 |

Table 1: Simplex-NSGA II pseudo-code.

Table 2: Parameters of simplex-NSGA II.
| Name | Mathematic Formulation |
|------|------------------------|
| UF1  | \[ f_1 = x_1 + \frac{2}{|J|} \sum_{j \in J} \left( x_j - \sin(6\pi x_j + \frac{j\pi}{n}) \right)^2, f_2 = 1 - \sqrt{x_1 + \frac{2}{|J|} \sum_{j \in J} \left( x_j - \sin(6\pi x_j + \frac{j\pi}{n}) \right)^2} \]
|      | \( J_1 = \{ j | j \text{ is odd and } 2 \leq j \leq n \}, J_2 = \{ j | j \text{ is even and } 2 \leq j \leq n \} \) |
| UF2  | \[ f_1 = x_1 + \frac{2}{|J'_1|} \sum_{j \in J'_1} y_j^2, f_2 = 1 - \sqrt{x_1 + \frac{2}{|J'_2|} \sum_{j \in J'_2} y_j^2} \]
|      | \( J'_1 = \{ j | j \text{ is odd and } 2 \leq j \leq n \}, J'_2 = \{ j | j \text{ is even and } 2 \leq j \leq n \} \)
|      | \[ y_j = \begin{cases} x_j - \left[ 0.3x_j^3 \cos(24\pi x_j + \frac{4j\pi}{n}) + 0.6x_j \right] \cos(6\pi x_j + \frac{j\pi}{n}) \text{ if } j \in J_1 \\ x_j - \left[ 0.3x_j^3 \cos(24\pi x_j + \frac{4j\pi}{n}) + 0.6x_j \right] \sin(6\pi x_j + \frac{j\pi}{n}) \text{ if } j \in J_2 \end{cases} \] |
| UF3  | \[ f_1 = x_1 + \frac{2}{|J'_1|} \left( 4 \sum_{j \in J'_1} y_j^2 - 2 \prod_{j \in J'_1} \cos \left( \frac{20y_j \pi}{\sqrt{3}} \right) + 2 \right), f_2 = \sqrt{x_1 + \frac{2}{|J'_2|} \left( 4 \sum_{j \in J'_2} y_j^2 - 2 \prod_{j \in J'_2} \cos \left( \frac{20y_j \pi}{\sqrt{3}} \right) + 2 \right) \]
|      | \( J_1 \) and \( J_2 \) are the same as those of UF1 |
|      | \[ y_j = x_j - x_1, j = 2, 3, ..., n \] |
| UF4  | \[ f_1 = x_1 + \frac{2}{|J'_1|} \sum_{j \in J'_1} h(y_j), f_2 = 1 - x_2 + \frac{2}{|J'_1|} \sum_{j \in J'_1} h(y_j) \]
|      | \( J_1 \) and \( J_2 \) are the same as those of UF1 |
|      | \[ y_j = x_j - \sin(6\pi x_j + \frac{j\pi}{n}), j = 2, 3, ..., n, h(t) = \frac{|t|}{1 + e^{3t}} \] |
| UF5  | \[ f_1 = x_1 + \left( \frac{1}{2N} + \varepsilon \right) \sin(2N\pi x_1) + \frac{2}{|J'_1|} \sum_{j \in J'_1} h(y_j), f_2 = 1 - x_1 + \left( \frac{1}{2N} + \varepsilon \right) \sin(2N\pi x_1) + \frac{2}{|J'_2|} \sum_{j \in J'_2} h(y_j) \]
|      | \( J_1 \) and \( J_2 \) are the same as those of UF1, \( \varepsilon > 0 \) |
|      | \[ y_j = x_j - \sin(6\pi x_1 + \frac{j\pi}{n}), j = 2, 3, ..., n, h(t) = 2t^2 - \cos(4\pi t) + 1 \] |
| UF6  | \[ f_1 = x_1 + \max \left\{ 0, 2\left( \frac{1}{2N} + \varepsilon \right) \sin(2N\pi x_1) \right\} + \frac{2}{|J'_1|} \left( 4 \sum_{j \in J'_1} y_j^2 - 2 \prod_{j \in J'_1} \cos \left( \frac{20y_j \pi}{\sqrt{3}} \right) + 1 \right), f_2 = 1 - x_1 + \max \left\{ 0, 2\left( \frac{1}{2N} + \varepsilon \right) \sin(2N\pi x_1) \right\} + \frac{2}{|J'_2|} \left( 4 \sum_{j \in J'_2} y_j^2 - 2 \prod_{j \in J'_2} \cos \left( \frac{20y_j \pi}{\sqrt{3}} \right) + 1 \right) \]
|      | \( J_1 \) and \( J_2 \) are the same as those of UF1, \( \varepsilon > 0 \) |
|      | \[ y_j = x_j - \sin(6\pi x_1 + \frac{j\pi}{n}), j = 2, 3, ..., n \] |
| UF7  | \[ f_1 = \sqrt{x_1 + \frac{2}{|J'_1|} \sum_{j \in J'_1} y_j^2}, f_2 = 1 - \sqrt{x_1 + \frac{2}{|J'_2|} \sum_{j \in J'_2} y_j^2} \]
|      | \( J_1 \) and \( J_2 \) are the same as those of UF1 |
|      | \[ y_j = x_j - \sin(6\pi x_1 + \frac{j\pi}{n}), j = 2, 3, ..., n \] |

**Table 3:** Bi-objective benchmark functions.
MS = $\sqrt{\sum_{i=1}^{n} \text{max}[d(a_i, b_i)]}$

where $d$ is a function to calculate the Euclidean distance, $b_i$ is the maximum value in the $i$th objective, $b_i$ is the minimum in the $i$th objective, and $M$ is the number of objectives.

In addition to utilizing the performance metrics, the best set of Pareto optimal solution obtained by Simplex-NSGA II on both the parameter space as well as the search space is shown in Figures 4-6. These figures show the performance of Simplex-NSGA II in comparison with true Pareto front. For a comparative evaluation, all the algorithms are run 30 times on the test problems and the statistics results of the 30 runs are provided in Tables 5-7. Note that 900,000 function evaluations are used for each algorithm and the number of parameters for each benchmark is 30.

Statistical results of the algorithm for IGD, SP and MS are provided in Tables 5-7, respectively. The IGD shows that the proposed hybrid algorithm (Simplex-NSGA II) is able to provide the best results on all statistical metrics for bi-objective test problems. IGD is the performance metric that shows the accuracy and convergence of an algorithm. Thus it can be stated that the proposed Simplex-NSGA II algorithm is able to provide superior convergence on the bi-objective benchmarks.

The resulting Pareto optimal solution of Simplex-NSGA II on each benchmark is also depicted in Figures 4 and 5. These figures demonstrate

| Name | Mathematic Formulation |
|------|------------------------|
| UF8  | $f_1 = \cos(0.5x, \pi)\cos(0.5x, \pi) + \frac{2}{\sum_{j=1}^{3}} (x_j - 2x_2 \sin(2\pi x_1 + \frac{j\pi}{n})^2$)  
$f_2 = \cos(0.5x, \pi)\sin(0.5x, \pi) + \frac{2}{\sum_{j=1}^{3}} (x_j - 2x_2 \sin(2\pi x_1 + \frac{j\pi}{n})^2$)  
$f_3 = \sin(0.5x, \pi) + \frac{2}{\sum_{j=1}^{3}} (x_j - 2x_2 \sin(2\pi x_1 + \frac{j\pi}{n})^2$)  
$J_1 = \{j | 3 \leq j \leq n, \text{ and } j-1 \text{ is a multiplication of } 3\}$  
$J_2 = \{j | 3 \leq j \leq n, \text{ and } j-2 \text{ is a multiplication of } 3\}$  
$J_3 = \{j | 3 \leq j \leq n, \text{ and } j \text{ is a multiplication of } 3\}$ |
| UF9  | $f_1 = 0.5(\max(0, (1 + \varepsilon)(1 - 4(2x_1 - 1)^2))) + 2x_2 + \frac{2}{\sum_{j=1}^{3}} (x_j - 2x_2 \sin(2\pi x_1 + \frac{j\pi}{n})^2$)  
$f_2 = 0.5(\max(0, (1 + \varepsilon)(1 - 4(2x_1 - 1)^2))) + 2x_2 + \frac{2}{\sum_{j=1}^{3}} (x_j - 2x_2 \sin(2\pi x_1 + \frac{j\pi}{n})^2$)  
$f_3 = 1 - x_2 + \frac{2}{\sum_{j=1}^{3}} (x_j - 2x_2 \sin(2\pi x_1 + \frac{j\pi}{n})^2$)  
$J_1 = \{j | 3 \leq j \leq n, \text{ and } j-1 \text{ is a multiplication of } 3\}$  
$J_2 = \{j | 3 \leq j \leq n, \text{ and } j-2 \text{ is a multiplication of } 3\}$  
$J_3 = \{j | 3 \leq j \leq n, \text{ and } j \text{ is a multiplication of } 3\}$, $\varepsilon > 0.1$ |
| UF10 | $f_1 = \cos(0.5x, \pi)\cos(0.5x, \pi) + \frac{2}{\sum_{j=1}^{3}} (4y_j^2 - \cos(8\pi y_j) + 1)$  
$f_2 = \cos(0.5x, \pi)\sin(0.5x, \pi) + \frac{2}{\sum_{j=1}^{3}} (4y_j^2 - \cos(8\pi y_j) + 1)$  
$f_3 = \sin(0.5x, \pi) + \frac{2}{\sum_{j=1}^{3}} (4y_j^2 - \cos(8\pi y_j) + 1)$  
$J_1 = \{j | 3 \leq j \leq n, \text{ and } j-1 \text{ is a multiplication of } 3\}$  
$J_2 = \{j | 3 \leq j \leq n, \text{ and } j-2 \text{ is a multiplication of } 3\}$  
$J_3 = \{j | 3 \leq j \leq n, \text{ and } j \text{ is a multiplication of } 3\}$ |

Table 4: Tri-objective benchmark functions.
the convergence and coverage characteristics (Tables 6 and 7) of the Simplex-NSGA II are also better than the other algorithms. In addition, Simplex-NSGA II Pareto optimal fronts are closer to the true Pareto front and highly distributed along both objectives. The numerical results show that the performance of the Simplex-NSGA algorithm is more stable than MOPSO and NSGA II.

Problems UF8, UF9 and UF10 are three-objective that make them more challenging against the two-objective problems. The results of the first three-objective problem show that Simplex-NSGA II has competitive and even better performance in solving these problems as compared to NSGA II.

The Pareto optimal fronts obtained by the proposed algorithm for UF8 are shown in Figure 5. The Pareto optimal solutions have converged towards the true Pareto optimal front despite their low diversity. Therefore, the proposed Simplex-NSGA II algorithm shows high convergence but low coverage for the UF8 in the best case.

The UF9 test problem has a separated Pareto front and its pertinent results indicate that the proposed algorithm has been effective on this challenging test function. The statistical results both quantitatively and qualitatively indicate that the coverage of the proposed Simplex-NSGA II is very good for all objectives. Finally, the results of the last UF10 test problem are similar to that of UF8, in which NSGA II provides better statistical results on the average, median and standard deviation, and the worst result is for IGD. However, the proposed Simplex-NSGA II, provides the best coverage among the 30 independent runs.

To get a better image of the Pareto optimal sets obtained via the
FIGURE 5: PARETO OPTIMAL SOLUTIONS FOR UF7 TO UF10.

Figure 6: Pareto optimal sets of Simplex-NSGA II on UF2, UF7 and UF9.
proposed Simplex-NSGA II, the first three variables of the true Pareto optimal set and determined sets are illustrated in Figure 6 showing a very good convergence and coverage characteristics.

In summary, numerical results demonstrate that the proposed Simplex-NSGA II has better performance for bi-objective benchmark functions with regards to convergence and coverage. However, for some tri-objective benchmark functions, even though the proposed algorithm shows higher convergence, it has a low coverage. Thus one could say the key advantages of the proposed Simplex-NSGA II algorithm compared to NSGA II and MOPSO are high convergence and coverage characteristics. In addition, the results of the proposed Simplex-NSGA II were in almost all cases better than those of MOPSO. Thus the results show that the proposed Simplex-NSGA II outperforms MOPSO as it utilizes simplex operators for generating new population obtained from the non-dominated solution.

In addition, MOPSO updates gBest in each iteration. So all particles are attracted by the same (or a similar set of) gBests in each iteration [44], while the individuals of Simplex-NSGA II, are updated for each generation thus assisting search agents to explore the search space more extensively.
A new hybrid heuristic optimization algorithm is proposed for multi-objective optimization problems. The proposed hybrid algorithm formulates the optimization problems via a stochastic search method. The new hybrid algorithm is based on Nelder-Mead simplex and Non-dominated Sorting Genetic Algorithm II (NSGA II) developed to find the global optimum. The proposed hybrid scheme is noted as Simplex-NSGA II whose performance is evaluated using a series of bi-objective and tri-objective benchmarks test functions. The results are compared with those of other multi-objective optimization methods such as MOPSO and NSGA II. The numerical results demonstrate that the proposed hybrid algorithm has a greater performance in solving multi-objective optimization problems with a much better convergence and coverage capability.
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