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Abstract. We consider a one-dimensional space-inhomogeneous discrete time quantum walk. This model is the Hadamard walk with one defect at the origin which is different from the model introduced by Wojcik et al. [14]. We obtain a stationary measure of the model by solving the eigenvalue problem and an asymptotic behaviour of the return probability by the path counting approach. Moreover, we get the time-averaged limit measure using the space-time generating function method. The measure is symmetric for the origin and independent of the initial coin state at the starting point. So localization depends only on the parameter which determines the model.

1. Introduction

The quantum walk (QW) has been investigated as a natural generalization of the classical random walk. This manuscript focuses on the discrete-time case. The QW on $\mathbb{Z}$ was intensively studied by Ambainis et al. [1], where $\mathbb{Z}$ is the set of integers. A number of non-classical properties of the QW have been shown, for example, ballistic spreading, anti-bellshaped limit density, localization. As for review and books on QWs, see Kempe [7], Kendon [8], Venegas-Andraca [12, 13], Konno [9], Cantero et al. [3], Manouchehri and Wang [11].

Wojcik et al. [14] introduced and investigated one-dimensional discrete time QW with one defect which is called “the Wojcik model” in this paper. Endo and Konno [4] obtained a stationary measure for the Wojcik model solving the eigenvalue problem by the aid of the splitted generating function (SGF) method, which is consistent with the result given in Wojcik et al. [14]. The SGF method is useful to find the stationary measure for the QW with one defect in one dimension. Moreover, Endo and Konno [5] got the time-averaged limit measure of the Wojcik model by several methods and found that the stationary measure is a special case of the time-averaged limit measure. The time-averaged limit mea-
sure is symmetric for the origin and localization depends heavily on the initial state and parameter (determines the model).

In this manuscript, we present another one-dimensional discrete time QW with one defect. For the one defect QW, we first obtain the stationary measure by the SGF method. From the path counting approach, we have a combinatorial expression of the return amplitude and its asymptotic behaviour. As a consequence, we get the time-averaged return probability which agrees with the result via the CGMV method [2]. Furthermore, we present the time-averaged limit measure by the space-time generating function method. We should remark that the space-time generating function method does not allow us to get the stationary measure in our model. Like the corresponding measure of the Wojcik model, the measure is symmetric for the origin and localization depends on the model parameter $\xi$. However, we confirm that the time-averaged limit measure is independent of the initial coin state $\varphi$, so localization depends only on parameter $\xi$. Our model is suitable to consider the relation between the stationary measure and the time-averaged limit measure such as the Wojcik model.

The rest of the paper is organized as follows. In Sect. 2, we define our QW model. We obtain the stationary measure in Sect. 3. The proofs of Proposition 3.1 and Lemma 4.1 are devoted to Sects. 4 and 5, respectively. The asymptotic behaviour of the return probability amplitude is computed in Sect. 6. Section 7 deals with the result via the CGMV method. We give proofs of Proposition 6.1 and Theorem 6.2 in Sects. 8 and 9, respectively. In Sect. 10, we explain the space-time generating function method. Section 11 gives the time-averaged limit measure by this method.

2. Model

Let $\Psi_n(x) = T[\Psi^L_n(x), \Psi^R_n(x)]$ denote the amplitude of our model at time $n$ and position $x$, where $L$ and $R$ mean the left and right chiralities, respectively. Here $T$ stands for the transposed operator. First we prepare a sequences of $2 \times 2$ unitary matrices $\{U_x : x \in \mathbb{Z}\}$ given by

$$U_x = \begin{bmatrix} a_x & b_x \\ c_x & d_x \end{bmatrix},$$

where $\mathbb{Z}$ is the set of the integers. The time evolution of our model is determined by

$$\Psi_{n+1}(x) = P_{x+1} \Psi_n(x + 1) + Q_{x-1} \Psi_n(x - 1) \quad (x \in \mathbb{Z}),$$
where

\[ P_x = \begin{bmatrix} a_x & b_x \\ 0 & 0 \end{bmatrix}, \quad Q_x = \begin{bmatrix} 0 & 0 \\ c_x & d_x \end{bmatrix} \]

with \( U_x = P_x + Q_x \). Then \( P_x \) and \( Q_x \) correspond to left and right movements, respectively. For our one-defect model, we define \( U_x \) by

\[
U_x = \begin{cases} 
\begin{bmatrix} \cos \xi & \sin \xi \\ \sin \xi & -\cos \xi \end{bmatrix} & (x = 0), \\
H & (x \in \mathbb{Z} \setminus \{0\}),
\end{cases}
\]

(2.1)

where \( \xi \in (0, \pi/2) \). We can extend some cases to \( \xi = 0 \) or \( \xi = \pi/2 \). Here \( H \) is the Hadamard matrix:

\[
H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}.
\]

From now on, we use notations \( C = C(\xi) = \cos \xi \) and \( S = S(\xi) = \sin \xi \). If \( \xi = \pi/4 \), then \( U_x = H \) \( (x \in \mathbb{Z}) \), i.e., this model becomes the well-known Hadamard walk. Therefore, our model can be considered as the Hadamard walk with one defect. We should remark that \( \det(U_x) = -1 \) for any \( x \in \mathbb{Z} \). Another Hadamard walk with one defect is the Wojcik model whose quantum coin \( U_x \) at position \( x \) is defined by

\[
U_x = \begin{cases} 
\omega H & (x = 0), \\
H & (x \in \mathbb{Z} \setminus \{0\}),
\end{cases}
\]

(2.2)

where \( \omega = e^{2\pi i \phi} \) \( (\phi \in (0, 1)) \). Then \( \det(U_0) = -\omega^2 \) is not equal to \( \det(U_x) = \det(H) = -1 \) for \( x \neq 0 \), so \( \det(U_x) \) depends on the position for the Wojcik model. One of our motivations is that we want to know the influence of the position-dependence of \( \det(U_x) \) on the analysis.

### 3. Stationary measure

Let \( \Psi(x) = [\Psi^L(x), \Psi^R(x)] \) denote the amplitude at position \( x \). As in the case of the Wojcik model (see [4]), we introduce the generating functions of \( \Psi^L(x) \) and \( \Psi^R(x) \), respectively, to get the stationary measure:

\[
f^+_j(z) = \sum_{x=1}^{\infty} \Psi^j(x)z^x, \quad f^-_j(z) = \sum_{x=-1}^{-\infty} \Psi^j(x)z^x \quad (j = L, R).
\]

(3.3)
The quantum coin at the origin is different from that of the other position, so we consider both positive and negative parts. Then, the eigenvalue problem $U^{(s)} \Psi = \lambda \Psi$ is equivalent to
\[
\lambda \begin{bmatrix}
\Psi^L(x) \\
\Psi^R(x)
\end{bmatrix} = \begin{bmatrix}
a_{x+1} & b_{x+1} \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\Psi^L(x+1) \\
\Psi^R(x+1)
\end{bmatrix} + \begin{bmatrix}
c_{x-1} & d_{x-1}
\end{bmatrix} \begin{bmatrix}
\Psi^L(x-1) \\
\Psi^R(x-1)
\end{bmatrix} \quad (x \in \mathbb{Z}).
\]
From the SGF method, we solve the eigenvalue problem $U^{(s)} \Psi = \lambda \Psi$ and obtain

**Proposition 3.1.** Put $\alpha = \Psi^L(0)$ and $\beta = \Psi^R(0)$. Then, solution of the eigenvalue problem
\[U^{(s)} \Psi = \lambda \Psi\]
is given in the following way. Here $\Psi = T[\cdots, \Psi^L(-1), \Psi^R(-1), \Psi^L(0), \Psi^R(0), \Psi^L(1), \Psi^R(1), \cdots] \in \mathbb{C}^\infty$, and $\lambda \in \mathbb{C}$ satisfies $|\lambda| = 1$.

(1) $\beta = -i\alpha$ case. We get
\[
\lambda = \pm \frac{C + (\sqrt{2} - S)i}{\sqrt{3} - 2\sqrt{2}S}.
\]
Then, we have
\[
\Psi^L(x) = \begin{cases}
\alpha \times \left( \pm \frac{i}{\sqrt{3} - 2\sqrt{2}S} \right)^x & (x \geq 1), \\
\alpha \times \left( \mp \frac{i}{\sqrt{3} - 2\sqrt{2}S} \right)^{-1} & (x = 0), \\
\{\sqrt{2}C\alpha + (\sqrt{2}S - 1)\beta\} \times \left( \mp \frac{i}{\sqrt{3} - 2\sqrt{2}S} \right)^{-x} & (x \leq 1),
\end{cases}
\]
and
\[
\Psi^R(x) = \begin{cases}
\{1 - \sqrt{2}S\alpha + \sqrt{2}C\beta\} \times \left( \pm \frac{i}{\sqrt{3} - 2\sqrt{2}S} \right)^x & (x \geq 1), \\
\beta \times \left( \mp \frac{i}{\sqrt{3} - 2\sqrt{2}S} \right)^{-x} & (x = 0), \\
\beta \times \left( \mp \frac{i}{\sqrt{3} - 2\sqrt{2}S} \right)^{-x} & (x \leq 1).
\end{cases}
\]

(2) $\beta = i\alpha$ case. We get
\[
\lambda = \pm \frac{C - (\sqrt{2} - S)i}{\sqrt{3} - 2\sqrt{2}S}.
\]
Then, we have

\[
\Psi^L(x) = \begin{cases}
\alpha \times \left( \pm \frac{i}{\sqrt{3 - 2\sqrt{2}S}} \right)^x & (x \geq 1), \\
\alpha & (x = 0), \\
\{\sqrt{2}C\alpha + (\sqrt{2}S - 1)\beta\} \times \left( \pm \frac{i}{\sqrt{3 - 2\sqrt{2}S}} \right)^{-x} & (x \leq -1),
\end{cases}
\]

and

\[
\Psi^R(x) = \begin{cases}
\{(1 - \sqrt{2})\alpha + \sqrt{2}C\beta\} \times \left( \pm \frac{i}{\sqrt{3 - 2\sqrt{2}S}} \right)^x & (x \geq 1), \\
\beta & (x = 0), \\
\beta \times \left( \pm \frac{i}{\sqrt{3 - 2\sqrt{2}S}} \right)^{-x} & (x \leq -1).
\end{cases}
\]

The proof of Proposition 3.1 is given in Sect. 4. Indeed, we confirm that \(\Psi\) in this proposition is a solution of the eigenvalue problem \(U^{(s)}\Psi = \lambda\Psi\). The measure at position \(x\) is defined by

\[
\mu(x) = \|\Psi(x)\|^2 = |\Psi^L(x)|^2 + |\Psi^R(x)|^2.
\]

So Proposition 3.1 gives the following stationary measure what we want.

**Theorem 3.2.**

\[
\mu(x) = \begin{cases}
|c|^2 & (x = 0), \\
(2 - \sqrt{2})|c|^2 \left( \frac{1}{3 - 2\sqrt{2}S} \right)^{|x|} & (x \neq 0),
\end{cases}
\]

where \(\alpha = c/\sqrt{2}\) and \(\beta = \pm ci/\sqrt{2}\) with \(c \in \mathbb{C}\).

This stationary measure is symmetric at the origin and has an exponential decay except for \(S = 1/\sqrt{2}\) \((\xi = \pi/4)\), i.e., the Hadamard walk case. Moreover, when \(0 < S < 1/\sqrt{2}\) \((\xi \in (0, \pi/4))\), we have

\[
\sum_{x \in \mathbb{Z}} \mu(x) = \frac{3 - 2\sqrt{2}S}{1 - \sqrt{2}S} |c|^2.
\]

If we let \(|c| = \sqrt{1 - \sqrt{2}S}/\sqrt{3 - 2\sqrt{2}S}\), then the following stationary probability measure is obtained:
**Corollary 3.3.** If $0 < S < 1/\sqrt{2}$, that is, $\xi \in (0, \pi/4)$, then

$$
\mu(x) = \begin{cases} 
\frac{1 - \sqrt{2}S}{3 - 2\sqrt{2}S} & (x = 0), \\
\frac{(1 - \sqrt{2}S)(2 - \sqrt{2}S)}{3 - 2\sqrt{2}S} \left( \frac{1}{3 - 2\sqrt{2}S} \right)^{|x|} & (x \neq 0).
\end{cases}
$$

We should remark that the initial coin state satisfies $\alpha^2 + \beta^2 = 0$ in this case.

### 4. Proof of Proposition 3.1

First we should remark that the eigenvalue problem we need to solve is equivalent to

$$
\lambda \Psi(x) = P_{x+1} \Psi(x + 1) + Q_{x-1} \Psi(x - 1). 
$$

where

$$
P_x = \begin{cases} 
\frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix} & (x \in \mathbb{Z} \setminus \{0\}), \\
\begin{bmatrix} C & S \\ 0 & 0 \end{bmatrix} & (x = 0),
\end{cases}
$$

$$
Q_x = \begin{cases} 
\frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 0 \\ 1 & -1 \end{bmatrix} & (x \in \mathbb{Z} \setminus \{0\}), \\
\begin{bmatrix} 0 & 0 \\ S & -C \end{bmatrix} & (x = 0).
\end{cases}
$$

Here $C = \cos \xi$ and $S = \sin \xi$. Let $\Psi(x) = \begin{bmatrix} \Psi^L(x) \\ \Psi^R(x) \end{bmatrix}$. Equation (4.4) implies

1. $x \neq \pm 1$ case.

$$
\lambda \Psi^L(x) = \frac{1}{\sqrt{2}} \Psi^L(x + 1) + \frac{1}{\sqrt{2}} \Psi^R(x + 1), 
$$

$$
\lambda \Psi^R(x) = \frac{1}{\sqrt{2}} \Psi^L(x - 1) - \frac{1}{\sqrt{2}} \Psi^R(x - 1).
$$
2. $x = 1$ case.

$$
\lambda \Psi^L(1) = \frac{1}{\sqrt{2}} \Psi^L(2) + \frac{1}{\sqrt{2}} \Psi^R(2), \quad (4.7)
$$

$$
\lambda \Psi^R(1) = S \Psi^L(0) - C \Psi^R(0). \quad (4.8)
$$

3. $x = -1$ case.

$$
\lambda \Psi^L(-1) = C \Psi^L(0) + S \Psi^R(0), \quad (4.9)
$$

$$
\lambda \Psi^R(-1) = \frac{1}{\sqrt{2}} \Psi^L(-2) - \frac{1}{\sqrt{2}} \Psi^R(-2). \quad (4.10)
$$

Then we have

**Lemma 4.1.**

$$
Af_\pm(z) = a_\pm(z). \quad (4.11)
$$

Here

$$
A = \begin{bmatrix}
\lambda - \frac{1}{\sqrt{2}z} & - \frac{1}{\sqrt{2}z} \\
- \frac{z}{\sqrt{2}} & \lambda + \frac{z}{\sqrt{2}}
\end{bmatrix}, \quad f_\pm(z) = \begin{bmatrix}
f^L_\pm(z) \\
f^R_\pm(z)
\end{bmatrix},
$$

$$
a_+(z) = \begin{bmatrix}
-\lambda \alpha \\
z(S\alpha - C\beta)
\end{bmatrix}, \quad a_-(z) = \begin{bmatrix}
C\alpha + S\beta \\
-\frac{z}{-\lambda \beta}
\end{bmatrix},
$$

where $\alpha = \Psi^L(0)$ and $\beta = \Psi^R(0)$.

The proof is given in Sect. 5. Noting

$$
det A = \frac{\lambda}{\sqrt{2}z} \left\{ z^2 - \sqrt{2} \left( \frac{1}{\lambda} - \lambda \right) z - 1 \right\}, \quad (4.12)
$$

we define $\theta_s$ and $\theta_t \in \mathbb{C}$ satisfying

$$
det A = \frac{\lambda}{\sqrt{2}z} (z - \theta_s)(z - \theta_t), \quad (4.13)
$$

with $|\theta_s| \leq 1 \leq |\theta_t|$.

By using Lemma 4.1, we will get $f^L_\pm(z)$ and $f^R_\pm(z)$.

1. $f^L_\pm(z)$ case. Equation (4.11) gives

$$
f^L_\pm(z) = \frac{1}{det A} \left\{ \left( \lambda + \frac{z}{\sqrt{2}} \right) (-\lambda \alpha) + \frac{S\alpha - C\beta}{\sqrt{2}} \right\}
$$
\[
\det A \left\{ z + \frac{(\sqrt{2} \lambda^2 - S)\alpha + C\beta}{\lambda \alpha} \right\}.
\]

We put \( \theta_s = -\frac{(\sqrt{2} \lambda^2 - S)\alpha + C\beta}{\lambda \alpha} \). Then we have

\[
f_+^L(z) = \frac{-\alpha z}{z - \theta_l} = -\frac{\alpha z}{z + \frac{1}{\theta_s}} = -\alpha \frac{z \theta_s}{z \theta_s + 1}
\]

\[
= -\alpha (\theta_s z) \left\{ 1 + (-\theta_s z) + (-\theta_s z)^2 + (-\theta_s z)^3 + \cdots \right\}
\]

Therefore, we see

\[
f_+^L(z) = \alpha \sum_{x=1}^{\infty} (-\theta_s z)^x. \tag{4.14}
\]

From Eq. (4.14) and definition of \( f_+^L(z) \), we have

\[
\Psi^L(x) = \alpha (-\theta_s)^x \quad (x = 1, 2, \cdots), \tag{4.15}
\]

where

\[
\theta_s = -\frac{(\sqrt{2} \lambda^2 - S)\alpha + C\beta}{\lambda \alpha}. \tag{4.16}
\]

2. \( f_+^R(z) \) case. From Eq. (4.11), we see

\[
f_+^R(z) = \frac{1}{\det A} \left[ \frac{(1 - \sqrt{2} S)\alpha + \sqrt{2} C\beta \lambda}{\sqrt{2}} \right]
\]

\[
\times \left[ z + \frac{S\alpha - C\beta}{(1 - \sqrt{2} S)\alpha + \sqrt{2} C\beta \lambda} \right]. \tag{4.17}
\]

Put \( \theta_s = -\frac{S\alpha - C\beta}{(1 - \sqrt{2} S)\alpha + \sqrt{2} C\beta \lambda} \). Then we have

\[
f_+^R(z) = \frac{(1 - \sqrt{2} S)\alpha + \sqrt{2} C\beta \lambda}{z - \theta_l}
\]

\[
= \left\{ (1 - \sqrt{2} S)\alpha + \sqrt{2} C\beta \right\} \sum_{x=1}^{\infty} (-\theta_s z)^x. \tag{4.18}
\]

Combining Eq. (4.18) with definition of \( f_+^R(z) \) gives

\[
\Psi^R(x) = \left\{ (1 - \sqrt{2} S)\alpha + \sqrt{2} C\beta \right\} (-\theta_s)^x \quad (x = 1, 2, \cdots), \tag{4.19}
\]

where

\[
\theta_s = -\frac{S\alpha - C\beta}{(1 - \sqrt{2} S)\alpha + \sqrt{2} C\beta \lambda}. \tag{4.20}
\]
3. $f^L(z)$ case. Equation (4.11) implies

$$f^L(z) = \frac{C\alpha + \beta}{\lambda(z - \theta_l)(z - \theta_s)} \left[ z + \frac{\sqrt{2}C\alpha + (\sqrt{2}S - 1)\beta}{C\alpha + \beta} \right]. \quad (4.21)$$

Let $\theta_l = -\frac{\sqrt{2}C\alpha + (\sqrt{2}S - 1)\beta}{C\alpha + \beta}$. Then we have

$$f^L(z) = \frac{C\alpha + \beta}{\lambda} \times \frac{1}{z - \theta_s} = \frac{C\alpha + \beta}{\lambda} \times \frac{1}{\theta_s} \times \frac{1}{z} \frac{1}{1 - \frac{\theta_s}{z}}$$

$$= \frac{C\alpha + \beta}{\lambda} \times \frac{1}{\theta_s} \left\{ \frac{\theta_s}{z} + \left( \frac{\theta_s}{z} \right)^2 + \cdots \right\}.$$

Thus we obtain

$$f^L(z) = \frac{C\alpha + \beta}{\lambda} \times \left( \frac{1}{\theta_s} \right) \sum_{x=-1}^{-\infty} (\theta_s^{-1}z)^x$$

$$\quad = \left\{ \sqrt{2}C\alpha + (\sqrt{2}S - 1)\beta \right\} \sum_{x=-1}^{-\infty} (\theta_s^{-1}z)^x \quad (4.22)$$

Therefore, by Eq. (4.22) and definition of $f^L(z)$, we have

$$\Psi^L(x) = \left\{ \sqrt{2}C\alpha + (\sqrt{2}S - 1)\beta \right\} (\theta_s)^{-x} \quad (x = -1, -2, \ldots),$$

where

$$\theta_s = \frac{C\alpha + \beta}{\sqrt{2}C\alpha + (\sqrt{2}S - 1)\beta}. \quad (4.23)$$

4. $f^R(z)$ case. From Eq. (4.11), we see

$$f^R(z) = \frac{1}{(z - \theta_l)(z - \theta_s)} \times \frac{C\alpha + (S - \lambda^2)\beta}{\lambda} \left\{ z + \frac{\lambda\beta}{C\alpha + (S - \sqrt{2}\lambda^2)\beta} \right\}.$$

Put $\theta_l = -\frac{\lambda\beta}{C\alpha + (S - \sqrt{2}\lambda^2)\beta}$. Then we get

$$f^R(z) = \frac{C\alpha + (S - \sqrt{2}\lambda^2)\beta}{\lambda} \times \frac{1}{z - \theta_s}$$

$$\quad = \frac{C\alpha + (S - \sqrt{2}\lambda^2)\beta}{\lambda} \times \frac{1}{\theta_s} \times \frac{\theta_s}{z} \times \frac{1}{1 - \frac{\theta_s}{z}}.$$
Thus, we have

\[ f_R(z) = \beta \sum_{x=-\infty}^{\infty} (\theta_s^{-1}z)^x. \] \hspace{1cm} (4.24)

Combining Eq. (4.24) with definition of \( f_R(z) \) implies

\[ \Psi^R(x) = \beta (\theta_s)^{-x} \quad (x = -1, -2, \ldots), \]

where

\[ \theta_s = \frac{C\alpha + (S - \sqrt{2}\lambda^2)\beta}{\lambda\beta}. \] \hspace{1cm} (4.25)

Therefore, we obtain

\[ \Psi(x) = \begin{cases} 
(-\theta_s)^x \left[ (1 - \sqrt{2}S)\alpha + \sqrt{2}C\beta \right] & (x = 1, 2, \ldots), \\
\begin{bmatrix} \alpha \\ \beta \end{bmatrix} & (x = 0), \\
(\theta_s)^{|x|} \left[ \sqrt{2}C\alpha + (\sqrt{2}S - 1)\beta \right] & (x = -1, -2, \ldots). 
\end{cases} \] \hspace{1cm} (4.26)

Moreover, four expressions of \( \theta_s \), that is, Eqs. (4.16), (4.20), (4.23), and (4.25), yield \( \beta = i\alpha \) or \( \beta = -i\alpha \). In fact, we have

\[ \theta_s = -\frac{(\sqrt{2}\lambda^2 - S)\alpha + C\beta}{\lambda\alpha} = -\frac{S\alpha - C\beta}{\{(1 - \sqrt{2}S)\alpha + \sqrt{2}C\beta\} \lambda} = \frac{C\alpha + S\beta}{\{\sqrt{2}C\alpha + (\sqrt{2}S - 1)\beta\} \lambda} = \frac{C\alpha + (S - \sqrt{2}\lambda^2)\beta}{\lambda\beta}. \]

The first and fourth expressions imply

\[ \alpha^2 + \beta^2 = 0. \]

Thus we consider \( \beta = \pm i\alpha \). For \( \beta = -i\alpha \) case, the first and second expressions give

\[ \chi^2 = \frac{-((\sqrt{2}S - 1)^2 - 2(S - \sqrt{2})Ci}{3 - 2\sqrt{2}S}. \]

And the third expression implies

\[ \theta_s = \frac{\sqrt{2} - S - Ci}{(3 - 2\sqrt{2}S)\lambda}. \]
Therefore, we have
\[ \lambda = \pm \frac{C + (\sqrt{2} - S)i}{\sqrt{3 - 2\sqrt{2}S}}, \quad \theta_s = \pm \frac{i}{\sqrt{3 - 2\sqrt{2}S}}. \]

Similarly, for \( \beta = i\alpha \) case, the first and second expressions give
\[ \lambda^2 = \frac{-(\sqrt{2}S - 1)^2 + 2(S - \sqrt{2})Ci}{3 - 2\sqrt{2}S}. \]

And the third expression implies
\[ \theta_s = \frac{\sqrt{2} - S + Ci}{(3 - 2\sqrt{2}S)\lambda}. \]

Thus, we get
\[ \lambda = \pm \frac{C - (\sqrt{2} - S)i}{\sqrt{3 - 2\sqrt{2}S}}, \quad \theta_s = \pm \frac{i}{\sqrt{3 - 2\sqrt{2}S}}. \]

So we have the desired conclusion.

5. Proof of Lemma 4.1

By Eqs. (4.5) and (4.6), we have
\[ \lambda \sum_{x=2}^{\infty} \Psi^L(x)z^x = \frac{1}{\sqrt{2}} \sum_{x=2}^{\infty} \Psi^L(x + 1)z^x + \frac{1}{\sqrt{2}} \sum_{x=2}^{\infty} \Psi^R(x + 1)z^x, \]
\[ \lambda \sum_{x=2}^{\infty} \Psi^R(x)z^x = \frac{1}{\sqrt{2}} \sum_{x=2}^{\infty} \Psi^L(x - 1)z^x - \frac{1}{\sqrt{2}} \sum_{x=2}^{\infty} \Psi^R(x - 1)z^x. \]

From these equations, we see
\[ \left( \lambda - \frac{1}{\sqrt{2}z} \right) f^L_+(z) - \frac{1}{\sqrt{2}z} f^R_+(z) = \lambda z \Psi^L(1) - \frac{z}{\sqrt{2}} (\Psi^L(2) + \Psi^R(2)) - \frac{1}{\sqrt{2}} (\Psi^L(1) + \Psi^R(1)), \]
\[ \left( \lambda + \frac{z}{\sqrt{2}} \right) f^R_+(z) - \frac{z}{\sqrt{2}} f^L_+(z) = \lambda z \Psi^R(1). \]

From now on, we will express the right hand side of the above equations by using \( \Psi^L(0) \) and \( \Psi^R(0) \). First, we put \( x = 0 \) in Eq. (4.5) and have
\[ \lambda \Psi^L(0) = \frac{1}{\sqrt{2}} \Psi^L(1) + \frac{1}{\sqrt{2}} \Psi^R(1). \]
We substitute this equation and Eq. (4.7) into the right hand side of Eq. (5.27). Then we have
\[ \lambda z \Psi^L(1) - \lambda z \Psi^L(1) - \lambda \Psi^L(0) = -\lambda \Psi^L(0) = -\lambda \alpha. \]
Similarly, Eq. (4.8) implies that the right hand side of Eq. (5.28) becomes
\[ \lambda z \Psi^R(1) = z(S \Psi^L(0) - C \Psi^R(0)) = z(S \alpha - C \beta). \]
Next, in a similar fashion, Eqs. (4.5) and (4.6) give
\[ \lambda \sum_{x=-2}^{-\infty} \Psi^L(x)z^x = \frac{1}{\sqrt{2}} \sum_{x=-2}^{-\infty} \Psi^L(x+1)z^x + \frac{1}{\sqrt{2}} \sum_{x=-2}^{-\infty} \Psi^R(x+1)z^x, \]
\[ \lambda \sum_{x=-2}^{-\infty} \Psi^R(x)z^x = \frac{1}{\sqrt{2}} \sum_{x=-2}^{-\infty} \Psi^L(x-1)z^x - \frac{1}{\sqrt{2}} \sum_{x=-2}^{-\infty} \Psi^R(x-1)z^x. \]
From these equations, we have
\[ \left( \lambda - \frac{1}{\sqrt{2}z} \right) f^L(z) - \frac{1}{\sqrt{2}z} f^R(z) = \frac{\lambda}{z} \Psi^L(-1), \] (5.29)
\[ \left( \lambda + \frac{z}{\sqrt{2}} \right) f^R(z) - \frac{z}{\sqrt{2}} f^L(z) \]
\[ = \frac{\lambda}{z} \Psi^R(-1) - \frac{1}{\sqrt{2}z} (\Psi^L(-2) - \Psi^R(-2)) - \frac{1}{\sqrt{2}} \Psi^L(-1) + \frac{1}{\sqrt{2}} \Psi^R(-1). \] (5.30)
Equation (4.9) implies that the right hand side of Eq. (5.29) becomes
\[ \frac{\lambda}{z} \Psi^L(-1) = \frac{C \Psi^L(0) + S \Psi^R(0)}{z} = \frac{C \alpha + S \beta}{z}. \]
We put \( x = 0 \) in Eq. (4.6) and get
\[ \lambda \Psi^R(0) = \frac{1}{\sqrt{2}} \Psi^L(-1) - \frac{1}{\sqrt{2}} \Psi^R(-1). \]
This equation and Eq. (4.10) imply that the right hand side of Eq. (5.30) becomes
\[ \frac{\lambda}{z} \Psi^R(-1) - \frac{\lambda}{z} \Psi^R(-1) - \lambda \Psi^R(0) = -\lambda \Psi^R(0) = -\lambda \beta. \]
Therefore, the proof of Lemma 4.1 is complete.

6. Asymptotic behaviour

Let the probability amplitude at time \( 2n \) be
\[ \Psi_{2n}(0) = \begin{bmatrix} \Psi^L_{2n}(0) \\ \Psi^R_{2n}(0) \end{bmatrix}. \] (6.31)
Remark that $\Psi_{2n+1}(0) = T[\Psi_{2n+1}^L(0), \Psi_{2n+1}^R(0)] = T[0,0]$. Then we have an expression of $\Psi_{2n}(0)$.

**Proposition 6.1.** We consider the QW starting from the origin with the quantum bit $\varphi = T[\alpha, \beta]$, where $\alpha, \beta \in \mathbb{C}$ with $|\alpha|^2 + |\beta|^2 = 1$. Put

$$r_n^* = \begin{cases} (-1)^{m-1} \frac{(2m-2)!}{2^{2m-1}(m-1)!m!} & (n = 4m-1, m \geq 1), \\ 0 & (n \neq 4m-1, n \geq 2, m \geq 1), \\ -1 & (n = 1). \end{cases}$$

Then, we have for $n \geq 1$,

$$\Psi_{2n}(0) = \sum_{k=1}^{n} \sum_{\{a_1, \ldots, a_k\} \in (\mathbb{Z}_+)^k: a_1 + \cdots + a_k = n} \left( \prod_{j=1}^{k} r_{2a_j-1}^* \right) \times \frac{1}{2} \left[ (\alpha - i\beta) \left( -S + Ci \sqrt{2} \right)^k + (\alpha + i\beta) \left( -S - Ci \sqrt{2} \right)^k \right] + i(\alpha - i\beta) \left( -S + Ci \sqrt{2} \right)^k - i(\alpha + i\beta) \left( -S - Ci \sqrt{2} \right)^k \right].$$

Here $\mathbb{Z}_+ = \{1, 2, \ldots\}$ and

$$\sum_{n=1}^{\infty} r_n^* z^n = \frac{-1 - z^2 + \sqrt{1 + z^4}}{z}.$$

The proof of Proposition 6.1 appears in Sect. 8. Let the return probability at the origin and at time $n$ be denoted by $r_n(0) = P(X_n = 0)$. From this proposition, we obtain one of our main results, that is, the asymptotic behaviour of $\Psi_{2n}^L(0)$ and $\Psi_{2n}^R(0)$ as follows.

**Theorem 6.2.**

$$\Psi_{2n}^L(0) \sim \frac{2(1 - \sqrt{2}S)}{3 - 2\sqrt{2}S} \left\{ \cos(n\theta_0) \alpha - \sin(n\theta_0) \beta \right\} \times I_{[0,\pi/4]}(\xi),$$

$$\Psi_{2n}^R(0) \sim \frac{2(1 - \sqrt{2}S)}{3 - 2\sqrt{2}S} \left\{ \cos(n\theta_0) \beta + \sin(n\theta_0) \alpha \right\} \times I_{[0,\pi/4]}(\xi),$$

where $I_A(x) = 1 (x \in A), = 0 (x \notin A)$, and

$$\cos \theta_0 = \frac{(1 - \sqrt{2}S)^2}{3 - 2\sqrt{2}S}, \quad \sin \theta_0 = \frac{2(\sqrt{2} - S)C}{3 - 2\sqrt{2}S}.$$

Here, $f(n) \sim g(n)$ means $f(n)/g(n) \to 1 \ (n \to \infty)$. 
The proof of Theorem 6.2 is given in Sect. 9. By this theorem, we have

\[
|\Psi_{2n}^L(0)|^2 \sim \frac{4(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \{\cos^2(n\theta_0) |\alpha|^2 + \sin^2(n\theta_0) |\beta|^2 \\
- \cos(n\theta_0) \sin(n\theta_0)(\alpha\beta + \bar{\alpha}\bar{\beta})\} \times I_{[0, \pi/4]}(\xi),
\]

\[
|\Psi_{2n}^R(0)|^2 \sim \frac{4(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \{\cos^2(n\theta_0) |\beta|^2 + \sin^2(n\theta_0) |\alpha|^2 \\
+ \cos(n\theta_0) \sin(n\theta_0)(\alpha\beta + \bar{\alpha}\bar{\beta})\} \times I_{[0, \pi/4]}(\xi).
\]

The definition of \(r_{2n}(0)\) implies

\[
r_{2n}(0) = |\Psi_{2n}^L(0)|^2 + |\Psi_{2n}^R(0)|^2 \sim \frac{4(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \times I_{[0, \pi/4]}(\xi).
\]

Thus we have the limit of \(r_{2n}(0)\). Moreover, noting \(r_{2n+1}(0) = 0\), we get the time-averaged limit measure at the origin, \(\mu_{\infty}(0)\), as follows.

**Corollary 6.3.**

\[
\lim_{n \to \infty} r_{2n}(0) = \frac{4(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \times I_{[0, \pi/4]}(\xi),
\]

\[
\mu_{\infty}(0) = \frac{2(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \times I_{[0, \pi/4]}(\xi).
\]

If \(\xi \in [0, \pi/4]\), then localization occurs. If \(\xi \in [\pi/4, \pi/2]\), then localization does not occur. Remark that when \(\xi = \pi/4\), the model becomes the Hadamard walk.

**7. Result via the CGMV method**

We can derive the time-averaged limit measure at the origin \(\mu_{\infty}(0)\) also from the CGMV method [2]. From now on, we use the same notations as in Ref. [2]. Applying the CGMV method to our model, we have

\[
a = \frac{i}{\sqrt{2}}, \quad b = iS, \quad \omega = 1, \quad \zeta_\pm(b) = \pm C + Si.
\]

As the conditions \(M_\pm\), we see that the following same inequality holds.

\[0 < \xi < \frac{\pi}{4}\]

Moreover, we have

\[
\sigma_1 = 0, \quad \sigma_2 = \pi, \quad \sigma = \sigma_1 + \sigma_2 = \pi, \quad \theta = \frac{\sigma}{2} = \frac{\pi}{2},
\]
According to the CGMV method, we get
\[
\lim_{n \to \infty} P_{\alpha, \beta}(2n) = \frac{1}{2} \left( 1 - \frac{\rho_a^2}{|\zeta_{\pm}(b) - a|^2} \right)^2 \left\{ 1 + \frac{(|\hat{\alpha}|^2 - |\hat{\beta}|^2)\Re b + 2\rho_b\Re(\bar{\omega}\hat{\alpha}\hat{\beta})}{\sqrt{1 - 3\Re b}} \right\},
\]
(7.32)
where \( P_{\alpha, \beta}(2n) \) is the probability that the walker return to the origin at time \( 2n \) with the initial qubit \( \varphi = T[\alpha, \beta] \), where \( \alpha, \beta \in \mathbb{C} \) and \( |\alpha|^2 + |\beta|^2 = 1 \). Here,
\[
\rho_a = \frac{1}{\sqrt{2}}, \quad |\zeta_{\pm}(b) - a|^2 = \frac{3}{2} - \sqrt{2}S,
\]
\[
\Im b = S, \quad \Re b = 0, \quad \rho_b = C, \quad \hat{\alpha} = \hat{\lambda}_0^{(1)} = \alpha,
\]
\[
\hat{\beta} = \hat{\lambda}_1^{(2)} = e^{i((\sigma_2 - \sigma_1)/2 + \tau_2 - \sigma_2)} = i\beta.
\]
Therefore, Eq. (7.32) becomes
\[
\lim_{n \to \infty} P_{\alpha, \beta}(2n) = \begin{cases} 
\frac{2(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} |\alpha - i\beta|^2 & (M_+, i.e., \xi \in (0, \pi/4)), \\
\frac{2(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} |\alpha + i\beta|^2 & (M_-, i.e., \xi \in (0, \pi/4)).
\end{cases}
\]
Thus, we obtain
\[
\lim_{n \to \infty} r_{2n}(0) = \frac{4(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \times I_{[0, \pi/4]}(\xi),
\]
\[
\bar{r}_\infty(0) = \frac{2(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \times I_{[0, \pi/4]}(\xi).
\]
These agrees with our result, Corollary 6.3.

8. Proof of Proposition 6.1

In this section, we prove Proposition 6.1. To do so, we consider the Hadamard walk starting from \( m (\geq 1) \) on \( \mathbb{Z}_{\geq} = \{0, 1, 2, \ldots \} \) with absorbing boundary at the origin. The dynamics depends only on \( \{U_x \equiv H : x \geq 1\} \). Thus, we should remark that for any \( x \geq 1 \),
\[
P_x = P = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix}, \quad Q_x = Q = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 0 \\ 1 & -1 \end{bmatrix} \quad (x \geq 1).
Next, we let $\Xi_n^{(\infty,m)}$ be the sum of weights over all paths starting the origin, moving on $\mathbb{Z}_\geq$, and returning to the origin for the first time at time $n$. For example,

$$\Xi_3^{(\infty,1)} = P^2QQ + P^3Q^2.$$ 

Here, we introduce $R$ and $S$ as follows:

$$R = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -1 \\ 0 & 0 \end{bmatrix}, \quad S = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 0 \\ 1 & 1 \end{bmatrix}.$$ 

Then $P, Q, R, S$ are an orthonormal basis of the vector space of complex $2 \times 2$ matrices with respect to the trace inner product $\langle A|B \rangle = \text{tr}(A^*B)$, where $*$ means the adjoint operator. Thus, $\Xi_n^{(\infty,m)}$ can be uniquely expressed as

$$\Xi_n^{(\infty,m)} = p_n^{(\infty,m)}P + q_n^{(\infty,m)}Q + r_n^{(\infty,m)}R + s_n^{(\infty,m)}S.$$ 

Noting the definition of $\Xi_n^{(\infty,m)}$, we see that for $m \geq 1$,

$$\Xi_n^{(\infty,m)} = \Xi_n^{(\infty,m-1)}P + \Xi_n^{(\infty,m+1)}Q.$$ 

By using this, we have

$$p_n^{(\infty,m)} = \frac{1}{\sqrt{2}} p_{n-1}^{(\infty,m-1)} + \frac{1}{\sqrt{2}} r_{n-1}^{(\infty,m-1)},$$

$$q_n^{(\infty,m)} = -\frac{1}{\sqrt{2}} q_{n-1}^{(\infty,m+1)} + \frac{1}{\sqrt{2}} s_{n-1}^{(\infty,m+1)},$$

$$r_n^{(\infty,m)} = \frac{1}{\sqrt{2}} p_{n-1}^{(\infty,m+1)} - \frac{1}{\sqrt{2}} r_{n-1}^{(\infty,m+1)},$$

$$s_n^{(\infty,m)} = \frac{1}{\sqrt{2}} q_{n-1}^{(\infty,m-1)} + \frac{1}{\sqrt{2}} s_{n-1}^{(\infty,m-1)}.$$ 

Moreover, the definition of $\Xi_n^{(\infty,m)}$ implies that the possible paths can be expressed as the following two types, $P \ldots P$ and $P \ldots Q$, since the last weight is $P$. Then, we have $q_n^{(\infty,m)} = s_n^{(\infty,m)} = 0$ ($n \geq 1$). In order to compute $p_n^{(\infty,m)}$ and $r_n^{(\infty,m)}$, we introduce the following generating functions:

$$p_n^{(\infty,m)}(z) = \sum_{n=1}^{\infty} p_n^{(\infty,m)} z^n, \quad r_n^{(\infty,m)}(z) = \sum_{n=1}^{\infty} r_n^{(\infty,m)} z^n.$$ 

Therefore, we have

$$p_n^{(\infty,m)}(z) = \frac{z}{\sqrt{2}} p_n^{(\infty,m-1)}(z) + \frac{z}{\sqrt{2}} r_n^{(\infty,m-1)}(z).$$
From these equations, we see that \( p(\infty,m) \) and \( r(\infty,m) \) satisfy

\[
p(\infty,m+2)(z) + \sqrt{2} \left( \frac{1}{z} - z \right) p(\infty,m+1)(z) - p(\infty,m)(z) = 0, \\
r(\infty,m+2)(z) + \sqrt{2} \left( \frac{1}{z} - z \right) r(\infty,m+1)(z) - r(\infty,m)(z) = 0.
\]

Thus, the characteristic equation has the following two roots:

\[
\lambda_{\pm} = \frac{-1 + z^2 \pm \sqrt{1 + z^4}}{\sqrt{2} z}.
\]

Next, the definition of \( \Xi_n^{(\infty,1)} \) implies \( p_n^{(\infty,1)}(n \geq 2) = 0 \) and \( p_1^{(\infty,1)} = 1 \). Thus, we have \( p^{(\infty,1)}(z) = z \). Moreover, the definition of \( \Psi_n^{(\infty)} \) gives \( \lim_{m \to \infty} p(\infty,m)(z) = 0 \). Similarly, we have \( \lim_{m \to \infty} r(\infty,m)(z) = 0 \). Combining \( p^{(\infty,1)}(z) = z \) with \( \lim_{m \to \infty} p(\infty,m)(z) = \lim_{m \to \infty} r(\infty,m)(z) = 0 \), we get

\[
p^{(\infty,m)}(z) = z \lambda_{+}^{m-1}, \quad r^{(\infty,m)}(z) = \frac{-1 + \sqrt{1 + z^4}}{z} \lambda_{+}^{m-1}.
\]

Therefore, for any \( m = 1 \), we have

\[
r^{(\infty,1)}(z) = \frac{-1 + \sqrt{1 + z^4}}{z}.
\]

In a similar fashion, we consider the Hadamard walk starting from \( m(\leq -1) \) on \( \mathbb{Z}_{\leq} = \{0, -1, -2, \ldots\} \) with absorbing boundary at the origin.

\[
q^{(-\infty,m)}(z) = z \lambda_{-}^{m+1}, \quad s^{(-\infty,m)}(z) = \frac{1 - \sqrt{1 + z^4}}{z} \lambda_{-}^{m+1}.
\]

Thus, for any \( m = -1 \),

\[
s^{(-\infty,-1)}(z) = \frac{1 - \sqrt{1 + z^4}}{z}.
\]

It is easily checked that for any \( n \geq 1 \), \( r^{(\infty,1)}(z) + s^{(-\infty,-1)}(z) = 0 \). Here we put \( \Xi_n^{+} = \Xi_{n-1}^{(\infty,1)} Q_0 \) and \( \Xi_n^{-} = \Xi_{n-1}^{(-\infty,-1)} P_0 \), where

\[
P_0 = \begin{bmatrix} C & S \\ 0 & 0 \end{bmatrix}, \quad Q_0 = \begin{bmatrix} 0 & 0 \\ -C & S \end{bmatrix}.
\]

That is, \( \Xi_n^{+} \) (resp. \( \Xi_n^{-} \)) is the sum of all paths with the weights that the quantum walker restricted in region \( \mathbb{Z}_{\geq} \) (resp. \( \mathbb{Z}_{\leq} \)) reaches the origin for the first time at time \( n \). Therefore, we have
LEMMA 8.1. (i) When \( n \geq 4 \) and \( n \) is even,

\[
Ξ^+ = r^{(\infty, 1)} R Q_0 = \frac{r^{(\infty, 1)}_{n-1}}{\sqrt{2}} \begin{bmatrix} -S & C \\ 0 & 0 \end{bmatrix}, \\
Ξ^- = s^{(-\infty, -1)} S P_0 = \frac{s^{(-\infty, -1)}_{n-1}}{\sqrt{2}} \begin{bmatrix} 0 & 0 \\ C & S \end{bmatrix},
\]

where

\[
\sum_{n=1}^{\infty} r^{(\infty, 1)}_n z^n = \frac{-1 + \sqrt{1 + z^2}}{z}, \quad \sum_{n=1}^{\infty} s^{(-\infty, -1)}_n z^n = \frac{1 - \sqrt{1 + z^2}}{z}.
\]

(ii)

\[
Ξ^+_2 = P Q_0 = \frac{1}{\sqrt{2}} \begin{bmatrix} -S & C \\ 0 & 0 \end{bmatrix}, \quad Ξ^-_2 = Q P_0 = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 0 \\ C & S \end{bmatrix}.
\]

(iii) When \( n \) is odd,

\[
Ξ^+_n = Ξ^-_n = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}.
\]

Here we put \( Ξ^*_n = Ξ^+_n + Ξ^-_n \). From this lemma and \( s^{(-\infty, -1)}_n = -r^{(\infty, 1)}_n \) \((n \geq 1)\), we have

\[
Ξ^*_n = r^{*}_{n-1} = \frac{1 + \sqrt{1 + z^2}}{z}.
\]

where

\[
r^*_n = \begin{cases} (-1)^{m-1} \frac{(2m - 2)!}{2^{m-1}(m-1)!m!} & (n = 4m - 1 \ m \geq 1), \\
0 & (n \neq 4m - 1, n \geq 2, \ m \geq 1), \\
-1 & (n = 1).
\end{cases}
\]

Indeed, we have

\[
r^*_1 = -1, \ n_2^*_2 = 0, \ r^*_3 = 1/2, \ r^*_4 = r^*_5 = r^*_6 = 0, \\
r^*_7 = -1/8, \ r^*_8 = r^*_9 = r^*_10 = 0, \ldots.
\]

Then, the generating function of \( r^*_n \) is given by

\[
\sum_{n=1}^{\infty} r^*_n z^n = \frac{-1 - z^2 + \sqrt{1 + z^2}}{z}.
\]
From the definition of $\Xi_{n}^{*}$, we have

$$\Psi_{2n}(0) = \sum_{k=1}^{n} \sum_{(a_1, \ldots, a_k) \in (\mathbb{Z}_{>})^k: a_1 + \cdots + a_k = n} \left( \prod_{j=1}^{k} \Xi_{2a_j}^{*} \right) \varphi,$$

where $\mathbb{Z}_{>} = \{1, 2, \ldots\}$. Moreover,

$$\left( \frac{1}{\sqrt{2}} \right)^k \begin{bmatrix} -S & C \\ -C & S \end{bmatrix}^k \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \frac{1}{2} \left( \frac{1}{\sqrt{2}} \right)^k \begin{bmatrix} 1 & 1 \\ i & -i \end{bmatrix} \begin{bmatrix} (-S + Ci)^k \\ 0 \end{bmatrix} \begin{bmatrix} 1 & -i \\ 1 & i \end{bmatrix} \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \frac{1}{2} \begin{bmatrix} (\alpha - i\beta) \left( \frac{-S + Ci}{\sqrt{2}} \right)^k + (\alpha + i\beta) \left( \frac{-S - Ci}{\sqrt{2}} \right)^k \\ i(\alpha - i\beta) \left( \frac{-S + Ci}{\sqrt{2}} \right)^k - i(\alpha + i\beta) \left( \frac{-S - Ci}{\sqrt{2}} \right)^k \end{bmatrix}.$$ 

From Lemma 8.1 (iii), we have

$$\left( \prod_{j=1}^{k} \Xi_{2a_j}^{*} \right) \varphi = \left( \prod_{j=1}^{k} r_{2a_j}^{*} \right) \left( \frac{1}{\sqrt{2}} \right)^k \begin{bmatrix} -S & C \\ -C & -S \end{bmatrix}^k \begin{bmatrix} \alpha \\ \beta \end{bmatrix}.$$ 

Therefore, we have the desired conclusion.

9. Proof of Theorem 6.2

By using Proposition 6.1, we compute the generating function of $\Psi_{n}^{L}(0)$. We put $x_n = r_{2n-1}^{*}$ and $u = (-S + Ci)/\sqrt{2}$, $\tilde{u} = (-S - Ci)/\sqrt{2}$. Then we have

$$\sum_{n=1}^{\infty} \Psi_{2n}^{L}(0) z^{2n} = \frac{\alpha - i\beta}{2} \sum_{n=1}^{\infty} \left\{ \sum_{k=1}^{n} \sum_{(a_1, \ldots, a_k) \in (\mathbb{Z}_{>})^k: a_1 + \cdots + a_k = n} \left( \prod_{j=1}^{k} x_{a_j} \right) \tilde{u}^k \right\} z^{2n} + \frac{\alpha + i\beta}{2} \sum_{n=1}^{\infty} \left\{ \sum_{k=1}^{n} \sum_{(a_1, \ldots, a_k) \in (\mathbb{Z}_{>})^k: a_1 + \cdots + a_k = n} \left( \prod_{j=1}^{k} x_{a_j} \right) u^k \right\} z^{2n} = \frac{\alpha - i\beta}{2} \sum_{k=1}^{\infty} \left\{ \sum_{n=k}^{\infty} \sum_{(a_1, \ldots, a_k) \in (\mathbb{Z}_{>})^k: a_1 + \cdots + a_k = n} \left( \prod_{j=1}^{k} x_{a_j} \right) z^{2n} \right\} u^k.$$
\[ + \frac{\alpha + i\beta}{2} \sum_{k=1}^{\infty} \left\{ \sum_{n=k}^{\infty} \left( \prod_{j=1}^{k} x_{a_j} \right) z^{2n} \right\} \frac{\sim^k}{u} . \]

The first equality comes from Proposition 6.1. Thus, we get

\[ \sum_{n=1}^{\infty} \Psi_{2n} L(0) z^{2n} = \frac{\alpha - i\beta}{2} \sum_{k=1}^{\infty} \left\{ (-1 - z^2 + \sqrt{1 + z^4}) u \right\}^k \]

\[ + \frac{\alpha + i\beta}{2} \sum_{k=1}^{\infty} \left\{ (-1 - z^2 + \sqrt{1 + z^4}) \tilde{u} \right\}^k \]

\[ = \frac{\alpha - i\beta}{2} \frac{(-1 - z^2 + \sqrt{1 + z^4})u}{1 - (-1 - z^2 + \sqrt{1 + z^4})u} \]

\[ + \frac{\alpha + i\beta}{2} \frac{(-1 - z^2 + \sqrt{1 + z^4})\tilde{u}}{1 - (-1 - z^2 + \sqrt{1 + z^4})\tilde{u}} . \]

As for the first equality, we see that for any \( k \geq 1, \)

\[ \sum_{n=k}^{\infty} \sum_{(a_1, \ldots, a_k) \in (\mathbb{Z}_>)^k: \quad a_1 + \cdots + a_k = n} \left( \prod_{j=1}^{k} x_{a_j} \right) z^{2n} = (-1 - z^2 + \sqrt{1 + z^4})^k . \]

Noting the initial state \( \Psi_L(0) = \alpha, \) we have

\[ \sum_{n=0}^{\infty} \Psi_{2n} L(0) w^n = \frac{\alpha - i\beta}{2} \frac{1}{1 - Zu} + \frac{\alpha + i\beta}{2} \frac{1}{1 - Zu} \]

\[ = \sqrt{2} \left\{ (\sqrt{2} + SZ)\alpha - \sqrt{2} \right\} \frac{\beta}{2 + 2\sqrt{2}SZ + Z^2} , \] (9.33)

where \( Z = -1 - w + \sqrt{1 + w^2} . \) As for the generating function of \( \Psi_R(0), \) noting that \( \Psi_R(0) = \beta, \) we similarly obtain

\[ \sum_{n=0}^{\infty} \Psi_{2n} R(0) z^n = i \left( \frac{\alpha - i\beta}{2} \frac{1}{1 - Zu} - \frac{\alpha + i\beta}{2} \frac{1}{1 - Zu} \right) \]

\[ = \sqrt{2} \left\{ (\sqrt{2} + SZ)\beta - \sqrt{2} \right\} \frac{\alpha}{2 + 2\sqrt{2}SZ + Z^2} . \]

Thus, if we have the asymptotic behaviour of \( \Psi_{2n} L(0) \) as \( n \to \infty, \) then we also have that of \( \Psi_{2n} R(0) \) by \( \alpha \to \beta \) and \( \beta \to -\alpha. \) So it is sufficient to consider the case of \( \Psi_{2n} L(0). \) From now on, we will study an asymptotic behaviour of \( \Psi_{2n} L(0). \) From Eq. (9.33), we get
Lemma 9.1. We put
\[ \sum_{n=0}^{\infty} \Psi_{2n}^{L}(0)w^n = \{A_1^\alpha(w) + A_2^\alpha(w)\} \alpha + \{A_1^\beta(w) + A_2^\beta(w)\} \beta, \]
where
\[
A_1^\alpha(w) = \frac{2\sqrt{2} - 3S + \sqrt{2}(1 - \sqrt{2}S)^2w + (\sqrt{2} - S)w^2}{B(w)}
\]
\[
A_2^\alpha(w) = \frac{(\sqrt{2} - S)(1 + w)\sqrt{1 + w^2}}{B(w)},
\]
\[
A_1^\beta(w) = -C \left\{1 + 2(1 - \sqrt{2}S)w + w^2\right\},
\]
\[
A_2^\beta(w) = \frac{C(1 - w)\sqrt{1 + w^2}}{B(w)}.
\]
\[
B(w) = \sqrt{2}(3 - 2\sqrt{2}S) \left\{1 + \frac{2(1 - \sqrt{2}S)^2}{3 - 2\sqrt{2}S}w + w^2\right\}.
\]
First, we consider the following case:
\[
A_1^\alpha(w) = \frac{2\sqrt{2} - 3S + \sqrt{2}(1 - \sqrt{2}S)^2w + (\sqrt{2} - S)w^2}{\sqrt{2}(3 - 2\sqrt{2}S) \left\{1 + \frac{2(1 - \sqrt{2}S)^2}{3 - 2\sqrt{2}S}w + w^2\right\}}.
\]
The two roots of
\[ 1 + \frac{2(1 - \sqrt{2}S)^2}{3 - 2\sqrt{2}S}w + w^2 = 0 \] (9.34)
are denoted by \(\gamma = e^{i\theta_0}\) and \(\overline{\gamma} = e^{-i\theta_0}\) with
\[ \cos \theta_0 = -\frac{2(1 - \sqrt{2}S)^2}{3 - 2\sqrt{2}S} \quad (< 0). \]
Thus, we have
\[
A_1^\alpha(w) = \frac{1 - \sqrt{2}S}{2(3 - 2\sqrt{2}S)} \times \frac{1 - w^2}{(w - \gamma)(w - \overline{\gamma})}.
\]
In general, when we have
\[
f(z) = \sum_{n=0}^{\infty} f_n z^n,
\]
we let $[z^n](f(z)) = f_n$. Here noting

$$\frac{1}{w - \gamma} = -\frac{1}{\gamma(1 - w/\gamma)} = -\frac{1}{\gamma} \left( \frac{w}{\gamma} \right)^n,$$

$$\frac{1}{w - \bar{\gamma}} = -\frac{1}{\bar{\gamma}(1 - w/\bar{\gamma})} = -\frac{1}{\bar{\gamma}} \left( \frac{w}{\bar{\gamma}} \right)^n,$$

we get

$$[w^n] \left( \frac{1}{w - \gamma} \right) = -\gamma^{-(n+1)} = -e^{-i(n+1)\theta_0},$$

$$[w^n] \left( \frac{1}{w - \bar{\gamma}} \right) = -\bar{\gamma}^{-(n+1)} = -\gamma^{n+1} = -e^{i(n+1)\theta_0}.$$ 

Therefore, we have

$$[w^n] \left( \frac{1 - w^2}{(w - \gamma)(w - \bar{\gamma})} \right) \sim [w^n] \left( \frac{1 - \gamma^2}{(\gamma - \bar{\gamma})(w - \gamma)} \right) + [w^n] \left( \frac{1 - \bar{\gamma}^2}{(\bar{\gamma} - \gamma)(w - \bar{\gamma})} \right).$$

As for the above derivation, see pp.264-265 in Flajolet and Sedgewick [6], for example. By using Eq. (9.34), we obtain

$$[w^n] \left( \frac{1 - w^2}{(w - \gamma)(w - \bar{\gamma})} \right) \sim [w^n] \left( \frac{1 - \gamma^2}{(\gamma - \bar{\gamma})(w - \gamma)} \right) + [w^n] \left( \frac{1 - \bar{\gamma}^2}{(\bar{\gamma} - \gamma)(w - \bar{\gamma})} \right) \sim
$$

$$= \left\{ \frac{1 - \gamma^2}{\gamma - \bar{\gamma}} \gamma^{-(n+1)} + \frac{1 - \bar{\gamma}^2}{\bar{\gamma} - \gamma} \bar{\gamma}^{-(n+1)} \right\}$$

$$= -2 \text{Re} \left( \frac{1 - \gamma^2}{\gamma - \bar{\gamma}} \gamma^{-(n+1)} \right)$$

$$= -2 \times \text{Re} \left( \frac{\gamma - \bar{\gamma}}{\gamma - \bar{\gamma}} \gamma^{-n} \right)$$

$$= 2 \cos(n\theta_0).$$

Thus, we have

$$[w^n] \left( A_1^\alpha(w) \right) \sim \frac{1 - \sqrt{2}S}{3 - 2\sqrt{2}S} \cos(n\theta_0).$$

Similarly, we consider

$$A_1^\beta(w) = \frac{-C \left\{ 1 + 2(1 - \sqrt{2}S)w + w^2 \right\}}{\sqrt{2}(3 - 2\sqrt{2}S) \left\{ 1 + \frac{2(1 - \sqrt{2}S)^2}{3 - 2\sqrt{2}S} w + w^2 \right\}}.$$
Then, we get
\[ [w^n] \left( \frac{1 + 2(1 - \sqrt{2S})w + w^2}{(w - \gamma)(w - \overline{\gamma})} \right) \]
\sim [w^n] \left( \frac{1 + 2(1 - \sqrt{2S})\gamma + \gamma^2}{(\gamma - \overline{\gamma})(w - \gamma)} + \frac{1 + 2(1 - \sqrt{2S})\overline{\gamma} + \overline{\gamma}^2}{(\overline{\gamma} - \gamma)(w - \gamma)} \right)
\]
\[ = -\left\{ \frac{1 + 2(1 - \sqrt{2S})\gamma + \gamma^2}{\gamma - \overline{\gamma}} \gamma^{-(n+1)} + \frac{1 + 2(1 - \sqrt{2S})\overline{\gamma} + \overline{\gamma}^2}{\overline{\gamma} - \gamma} \overline{\gamma}^{-(n+1)} \right\} \]
\[ = -2\Re \left( \frac{1 + 2(1 - \sqrt{2S})\gamma + \gamma^2}{\gamma - \overline{\gamma}} \gamma^{-(n+1)} \right) \]
\[ = -2\Re \left( \frac{\overline{\gamma} + 2(1 - \sqrt{2S}) + \gamma}{\gamma - \overline{\gamma}} \gamma^{-n} \right) \]
\[ = \sqrt{2}(1 - \sqrt{2S}) \frac{C}{\sin(n\theta_0)}. \]

In the above derivation, we used
\[ \sin(\theta_0) = \frac{2(\sqrt{2} - S)C}{3 - 2\sqrt{2}S}. \]

Therefore, we have
\[ [w^n] \left( A_1^\beta(w) \right) \sim -\frac{1 - \sqrt{2S}}{3 - 2\sqrt{2S}} \sin(n\theta_0). \]

Next we consider
\[ A_2^\alpha(w) = \frac{(\sqrt{2} - S)(1 + w)\sqrt{1 + w^2}}{\sqrt{2}(3 - 2\sqrt{2S}) \left\{ 1 + \frac{2(1 - \sqrt{2S})^2}{3 - 2\sqrt{2S}} w + w^2 \right\}}. \]

Then
\[ [w^n] \left( \frac{(1 + w)\sqrt{1 + w^2}}{(w - \gamma)(w - \overline{\gamma})} \right) \sim -\left\{ \frac{(1 + \gamma)\sqrt{1 + \gamma^2}}{\gamma - \overline{\gamma}} \gamma^{-(n+1)} \right\} \]
\[ - \left\{ \frac{(1 + \overline{\gamma})\sqrt{1 + \overline{\gamma}^2}}{\overline{\gamma} - \gamma} \overline{\gamma}^{-(n+1)} \right\} \]
\[ = -2\Re \left( \frac{(1 + \gamma)\sqrt{1 + \gamma^2}}{\gamma - \overline{\gamma}} \gamma^{-(n+1)} \right) \]
\begin{equation*}
\sqrt{-2 \cos \theta_0} \times \Re \left( \frac{(\gamma + 1)(-i)e^{i\theta_0/2}}{\gamma - \gamma} \gamma^{-n} \right)
\end{equation*}

Here we should remark that
\begin{equation*}
\sqrt{1 + \gamma^2} = \sqrt{-2 \cos \theta_0} \left( \sin \left( \frac{\theta_0}{2} \right) - i \cos \left( \frac{\theta_0}{2} \right) \right) = -2 \cos \theta_0 (-i)^{\frac{\theta_0}{2}},
\end{equation*}
\begin{equation*}
\sqrt{1 + \gamma^2} = \sqrt{1 + \gamma^2}.
\end{equation*}

Moreover, noting
\begin{equation*}
\sqrt{-2 \cos \theta_0} = \frac{\sqrt{2}|1 - \sqrt{2}S|}{\sqrt{3 - 2\sqrt{2}S}}, \quad \sin \left( \frac{\theta_0}{2} \right) = \frac{\sqrt{2} - S}{\sqrt{3 - 2\sqrt{2}S}},
\end{equation*}
we obtain
\begin{equation*}
[w^n] (A_2^a(\theta)) \sim \frac{|1 - \sqrt{2}S|}{3 - 2\sqrt{2}S} \cos(n\theta_0).
\end{equation*}

In a similar fashion, we consider
\begin{equation*}
A_2^b(w) = \frac{C(1 - w)\sqrt{1 + w^2}}{\sqrt{2}(3 - 2\sqrt{2}S) \left\{ 1 + \frac{2(1 - \sqrt{2}S)^2}{3 - 2\sqrt{2}S}w + w^2 \right\}}.
\end{equation*}

Then, we get
\begin{equation*}
[w^n] \left( \frac{(1 - w)\sqrt{1 + w^2}}{(w - \gamma)(w - \bar{\gamma})} \right) \sim \left\{ \frac{(1 - \gamma)\sqrt{1 + \gamma^2}}{\gamma - \bar{\gamma}} \gamma^{-(n+1)} \right\}
\end{equation*}
\begin{equation*}
+ \frac{(1 - \bar{\gamma})\sqrt{1 + \gamma^2}}{\bar{\gamma} - \gamma} \gamma^{-(n+1)}
\end{equation*}
\begin{equation*}
= -2\Re \left( \frac{(1 - \gamma)\sqrt{1 + \gamma^2}}{\gamma - \bar{\gamma}} \gamma^{-(n+1)} \right)
\end{equation*}
\begin{equation*}
= -2\sqrt{-2 \cos \theta_0} \Re \left( \frac{(\gamma - 1)(-i)e^{i\theta_0/2}}{\gamma - \gamma} \gamma^{-n} \right)
\end{equation*}
\begin{equation*}
= -\sqrt{-2 \cos \theta_0} \times \frac{\sin(n\theta_0)}{\cos(\theta_0/2)}
\end{equation*}
\begin{equation*}
= -\sqrt{2}|1 - \sqrt{2}S| \sin(n\theta_0)
\end{equation*}
In this derivation, we used
\[
\sqrt{-2} \cos \theta_0 = \frac{\sqrt{2} |1 - \sqrt{2} S|}{\sqrt{3 - 2\sqrt{2} S}}, \quad \cos \left( \frac{\theta_0}{2} \right) = \frac{C}{\sqrt{3 - 2\sqrt{2} S}}.
\]
Thus, we have
\[
[w^n] (A_2^\beta (w)) \sim \frac{|1 - \sqrt{2} S|}{3 - 2\sqrt{2} S} \sin (n\theta_0).
\]
Therefore, we obtain
\[
\Psi_{2n}(0) = [w^n] \left\{ (A_1^\alpha (w) + A_2^\alpha (w)) \alpha + (A_1^\beta (w) + A_2^\beta (w)) \beta \right\} \\
= [w^n] \{ A_1^\alpha (w) + A_2^\alpha (w) \} \alpha + [w^n] \{ A_1^\beta (w) + A_2^\beta (w) \} \beta \\
\sim \frac{2(1 - \sqrt{2} S)}{3 - 2\sqrt{2} S} \{ \cos (n\theta_0) \alpha - \sin (n\theta_0) \beta \} \times I_{[0,\pi/4]}(\xi).
\]
So the proof of Theorem 6.2 is complete.

10. Space-time generating function method

In general, both the Fourier analysis and stationary phase method are useful
for investigating space-homogeneous QWs, however, not for space-inhomogeneous
models. On the other hand, the space-time generating function method intro-
duced by [10] is applicable to some space-inhomogeneous QWs. The result given
here can be obtained as a corollary of the result in [10]. However, for the conve-
nience for readers, we will explain the details on this derivation in this paper.

First, the quantum coin \( U_x \) at position \( x \) is given by
\[
U_x = \begin{bmatrix}
a_x & b_x \\
c_x & d_x
\end{bmatrix}.
\]
Here we suppose that \( a_x b_x c_x d_x \neq 0 \) for simplicity. Let \( \Delta_x = \det U_x \).

Let \( F^{(+)}(x, n) \) denote the sum of all path, which the quantum walker starting
from position \( x \) moves in the region \( \{ y \in \mathbb{Z} : y \geq x \} \) and reaches position \( x \) at
time \( n \) for the first time. For example,
\[
F^{(+)}(x, 2) = P_{x+1} Q_x, \quad F^{(+)}(x, 4) = P_{x+1} P_{x+2} Q_{x+1} Q_x.
\]
Indeed, each path has the form \( P_{x+1} \cdots Q_x \), so \( F^{(+)}(x, n) \) is expressed that there
exists \( f^{(+)}(x, n) (\in \mathbb{C}) \) such that
\[
F^{(+)}(x, n) = f^{(+)}(x, n) R_x, \quad (10.35)
\]
where

\[ R_x = \begin{bmatrix} c_x & d_x \\ 0 & 0 \end{bmatrix}. \]

In fact, noting

\[
F^{(+)}(x, 2) = P_{x+1}Q_x = b_{x+1}R_x, \\
F^{(+)}(x, 4) = P_{x+1}P_{x+2}Q_{x+1}Q_x = a_{x+1}d_{x+1}b_{x+2}R_x,
\]

we have \( f^{(+)}(x, 2) = b_{x+1} \), \( f^{(+)}(x, 4) = a_{x+1}d_{x+1}b_{x+2} \). Here we introduce the generating function of \( F^{(+)}(x, n) \) with respect to time \( n \) as follows.

\[
\tilde{F}_x^{(+)}(z) = \sum_{n=2}^{\infty} F^{(+)}(x, n) z^n. 
\]

Moreover, we put

\[
\tilde{f}_x^{(+)}(z) = \sum_{n=2}^{\infty} f^{(+)}(x, n) z^n. 
\]

We should remark that \( \tilde{F}_x^{(+)}(0) = O_2, \tilde{f}_x^{(+)}(0) = 0 \), where \( O_n \) is the \( n \times n \) zero matrix. Thus, Eq.(10.35) gives

\[
\tilde{F}_x^{(+)}(z) = \sum_{n=2}^{\infty} f^{(+)}(x, n) R_x z^n = \tilde{f}_x^{(+)}(z) R_x. 
\]

Indeed, we have

\[
\tilde{F}_x^{(+)}(z) = \tilde{f}_x^{(+)}(z) \begin{bmatrix} c_x & d_x \\ 0 & 0 \end{bmatrix}. 
\]  

Similarly, \( F^{(-)}(x, n) \) denotes the sum of all path, which the quantum walker starting from position \( x \) moves in the region \( \{ y \in \mathbb{Z} : y \leq x \} \) and reaches position \( x \) at time \( n \) for the first time. For example,

\[
F^{(-)}(x, 2) = Q_{x-1}P_x, \quad F^{(-)}(x, 4) = Q_{x-1}Q_{x-2}P_{x-1}P_x.
\]

In fact, each path has the form \( P_x \cdots Q_{x-1} \), so \( F^{(-)}(x, n) \) is expressed that there exists \( f^{(-)}(x, n)(\in \mathbb{C}) \) such that

\[
F^{(-)}(x, n) = f^{(-)}(x, n) S_x, 
\]
where

\[ S_x = \begin{bmatrix} 0 & 0 \\ a_x & b_x \end{bmatrix}. \]

For instance, we have

\[ F^{(-)}(x, 2) = Q_{x-1}P_x = c_{x-1}S_x, \]
\[ F^{(-)}(x, 4) = Q_{x-1}Q_{x-2}P_{x-1}P_x = a_{x-1}d_{x-1}c_{x-2}S_x. \]

So, we get

\[ f^{(-)}(x, 2) = c_{x-1}, \quad f^{(-)}(x, 4) = a_{x-1}d_{x-1}c_{x-2}. \]

Here we introduce a generating function of \( F^{(-)}(x, n) \) with respect to time \( n \):

\[ \tilde{F}^{(-)}_x(z) = \sum_{n=2}^{\infty} F^{(-)}(x, n)z^n. \]

Furthermore,

\[ \tilde{f}^{(-)}_x(z) = \sum_{n=2}^{\infty} f^{(-)}(x, n)z^n. \]

Remark that \( \tilde{F}^{(-)}_x(0) = O_2, \quad \tilde{f}^{(-)}_x(0) = 0 \). Thus, Eq. (10.37), we have

\[ \tilde{F}^{(-)}_x(z) = \sum_{n=2}^{\infty} f^{(-)}(x, n)S_xz^n = \tilde{f}^{(-)}_x(z)S_x. \]

In fact, we get

\[ \tilde{F}^{(-)}_x(z) = \tilde{f}^{(-)}_x(z) \begin{bmatrix} 0 & 0 \\ a_x & b_x \end{bmatrix}. \quad (10.38) \]

Let \( \Xi^{(+)}(x, n) \) denote the sum of all path, which the quantum walker starting from position \( x \) moves in the region \( \{y \in \mathbb{Z} : y \geq x\} \) and reaches position \( x \) at time \( n \). For example,

\[ \Xi^{(+)}(x, 2) = P_{x+1}Q_x, \]
\[ \Xi^{(+)}(x, 4) = P_{x+1}P_{x+2}Q_{x+1}Q_x + P_{x+1}Q_xP_{x+1}Q_x. \]

Here, we introduce a generating function of \( \Xi^{(+)}(x, n) \) with respect to time \( n \):

\[ \Xi^{(+)}_x(z) = \sum_{n=0}^{\infty} \Xi^{(+)}(x, n)z^n. \]
From now on, we consider a relation between \( \Xi^+(x, z) \) and \( F^+(x, z) \). Each definition implies
\[
\Xi^+(x, 2) = F^+(x, 2),
\Xi^+(x, 4) = F^+(x, 4) + F^+(x, 2)^2,
\Xi^+(x, 6) = F^+(x, 6) + F^+(x, 4)F^+(x, 2)
+ F^+(x, 2)F^+(x, 4) + F^+(x, 2)^3.
\]
Thus, we have
\[
\Xi^+(x, z) = I + \tilde{F}_x^+(z) + \left( \tilde{F}_x^+(z) \right)^2 + \cdots = I + \tilde{F}_x^+(z)\Xi^+(z).
\]
Here, \( I = I_2 \) is the 2 \( \times \) 2 identity matrix. Therefore, we get
\[
\Xi^+(x, z) = (I - \tilde{F}_x^+(z))^{-1}.
\]
From Eq. (10.36), we have
\[
\Xi^+(x, z) = \frac{1}{1 - c_x f_x^+(z)} \begin{bmatrix} 1 & d_x f_x^+(z) \\ 0 & 1 - c_x f_x^+(z) \end{bmatrix}.
\] (10.39)
Moreover, we obtain
\[
\tilde{F}_x^+(z) = z P_{x+1} \Xi^+(z) z Q_x.
\] (10.40)
Combining Eq. (10.40) with Eqs. (10.36) and (10.39) gives
\[
\tilde{f}_x^+(z) = \frac{z^2(\Delta_{x+1} \tilde{f}_x^+(z) + b_{x+1})}{1 - c_{x+1} \tilde{f}_x^+(z)}.
\]
By this equation, we have the following continued fraction expansion on \( \{ \tilde{f}_y^+(z) : y = x, x + 1, x + 2, \ldots \} \):
\[
\tilde{f}_x^+(z) = -\frac{z^2 \Delta_{x+1}}{c_{x+1}} \left( 1 - \frac{|a_{x+1}|^2}{1 - c_{x+1} \tilde{f}_x^+(z)} \right).
\] (10.41)
In a similar fashion, let \( \Xi^-(x, n) \) denote the sum of all path, which the quantum walker starting from position \( x \) moves in the region \( \{ y \in \mathbb{Z} : y \leq x \} \) and reaches position \( x \) at time \( n \). For example,
\[
\Xi^-(x, 2) = Q_{x-1} P_x,
\Xi^-(x, 4) = Q_{x-1} Q_{x-2} P_{x-1} P_x + Q_{x-1} P_x Q_{x-1} P_x.
\]
Here, we introduce a generating function of $\Xi^-(x, n)$ with respect to time $n$ as follows.

$$\Xi^-(z) = \sum_{n=0}^{\infty} \Xi^-(x, n) z^n.$$  

As in the case of $\Xi^+(x, n)$, we have

$$\Xi^-(z) = I + \tilde{F}_x^-(z) + \left( \tilde{F}_x^-(z) \right)^2 + \cdots = I + \tilde{F}_x^-(z) \Xi^-(z).$$

Thus, we see

$$\Xi^-(z) = (I - \tilde{F}_x^-(z))^{-1}.$$  

From Eq. (10.38), we get

$$\Xi^-(z) = \frac{1}{1 - b_x \tilde{f}_x^-(z)} \left[ \begin{array}{cc} 1 - b_x \tilde{f}_x^-(z) & 0 \\ a_x \tilde{f}_x^-(z) & 1 \end{array} \right]. \quad (10.42)$$

Moreover, we obtain

$$\tilde{F}_x^-(z) = z Q_{x-1} \tilde{f}_x^-(z) z P_x. \quad (10.43)$$

Combining Eq. (10.43) with Eqs. (10.38) and (10.42) gives the following continued fraction expansion on $\{ \tilde{f}_y^-(z) : y = x, x - 1, x - 2, \ldots \}$:

$$\tilde{f}_x^-(z) = -z^2 \Delta_{x-1} a_{x-1} \left( 1 - \frac{|d_{x-1}|^2}{1 - b_{x-1} \tilde{f}_x^-(z)} \right). \quad (10.44)$$

Let $\Xi(x, n)$ denote the sum of all path which the quantum walker starting from the origin reaches position $x$ at time $n$. We introduce a generating function of $\Xi(x, n)$ with respect to time $n$ as follows.

$$\Xi(z) = \sum_{n=0}^{\infty} \Xi(x, n) z^n.$$  

First, we consider $x = 0$ case. A relation between $\Xi_0(z)$ and $\tilde{F}_0^\pm(z)$ implies

$$\Xi_0(z) = I + \left( \tilde{F}_0^+(z) + \tilde{F}_0^-(z) \right) + \left( \tilde{F}_0^+(z) + \tilde{F}_0^-(z) \right)^2 + \cdots = I + \left( \tilde{F}_0^+(z) + \tilde{F}_0^-(z) \right) \Xi_0(z).$$
By Eqs. (10.36) and (10.38), we have
\[
\tilde{F}_0^+(z) + \tilde{F}_0^-(z) = \begin{bmatrix}
c_0 \tilde{f}_0^+(z) & d_0 \tilde{f}_0^+(z) \\
a_0 \tilde{f}_0^-(z) & b_0 \tilde{f}_0^-(z)
\end{bmatrix}.
\]
Thus, we see
\[
\tilde{\Xi}_0(z) = \frac{1}{\gamma(z)} \begin{bmatrix}
1 - b_0 \tilde{f}_0^-(z) & d_0 \tilde{f}_0^+(z) \\
a_0 \tilde{f}_0^-(z) & 1 - c_0 \tilde{f}_0^+(z)
\end{bmatrix},
\]
where
\[
\gamma(z) = 1 - c_0 \tilde{f}_0^+(z) - b_0 \tilde{f}_0^-(z) - \Delta_0 \tilde{f}_0^+(z) \tilde{f}_0^-(z).
\]
Next, we consider \(x \geq 1\) case. Then we see
\[
\tilde{\Xi}_x(z) = \tilde{\Xi}_x^+(z) zQ_{x-1} \tilde{\Xi}_{x-1}(z).
\]
For \(0 \leq y \leq x\), we put
\[
|u_y^+(+)| = \left[ \tilde{\lambda}_y^+(z) f_y^+(z) \right] \quad |v_y^+(+)| = \left[ \frac{\tau_y}{d_y} \right],
\]
where
\[
\tilde{\lambda}_y^+(z) = \frac{zd_y}{1 - c_y f_y^+(z)}.
\]
Then we have
\[
\langle v_y^+(+), u_y^+(+) \rangle = \tilde{\lambda}_y^+(z).
\]
From Eq. (10.39), we get
\[
\tilde{\Xi}_x^+(z) zQ_{x-1} = |u_x^+(+) \rangle \langle v_{x-1}^+(+) |.
\]
By using Eqs. (10.46), (10.48), and (10.49), we see that \(\tilde{\Xi}_x(z)\) can be expressed as
\[
\tilde{\Xi}_x(z) = |u_x^+(+) \rangle \langle v_{x-1}^+(+) | \tilde{\Xi}_{x-1}(z)
\]
\[
= |u_x^+(+) \rangle \langle v_{x-1}^+(+), u_{x-1}^+(+) \rangle \cdots \langle v_1^+(+), u_1^+(+) \rangle \langle v_0^+(+) \rangle \tilde{\Xi}_0(z)
\]
\[
= \langle v_x^+(+), u_x^+(+) \rangle \cdots \langle v_1^+(+), u_1^+(+) \rangle \langle u_0^+(+) \rangle \tilde{\Xi}_0(z)
\]
\[
= \tilde{\lambda}_x^+(z) \cdots \tilde{\lambda}_2^+(z) \left[ \tilde{\lambda}_1^+(z) f_1^+(z) \right] \begin{bmatrix}
c_0 & d_0
\end{bmatrix} \tilde{\Xi}_0(z).
\]
Here, for \( x = 1 \) case, we have
\[
\tilde{\Xi}_1(z) = \left[ \tilde{\lambda}_1^{(+)}(z) \tilde{f}_1^{(+)}(z) \right] \begin{bmatrix} c_0 & d_0 \end{bmatrix} \tilde{\Xi}_0(z).
\]

Similarly, for \( x \leq -1 \) case, we have the corresponding results in the following way. First, we should remark
\[
\tilde{\Xi}_x(z) = \tilde{\Xi}_x^{(-)}(z) z P_{x+1} \tilde{\Xi}_{x+1}(z). \tag{10.50}
\]

Furthermore, for \( x \leq y \leq 0 \), we put
\[
|u'_y(z)| = \left[ \tilde{\lambda}_y^{(-)}(z) \tilde{f}_y^{(-)}(z) \right], \quad |v'_y(z)| = \begin{bmatrix} a_y \\ b_y \end{bmatrix},
\]
where
\[
\tilde{\lambda}_y^{(-)}(z) = \frac{za_y}{1 - b_y \tilde{f}_y^{(-)}(z)}.
\tag{10.51}
\]

Then we have
\[
\langle v'_y(z), u'_y(z) \rangle = \tilde{\lambda}_y^{(-)}(z). \tag{10.52}
\]
From Eq. (10.42), we get
\[
\tilde{\Xi}_x^{(-)}(z) z P_{x+1} = |u'_x(z)| \langle v'_x(z) \rangle. \tag{10.53}
\]
By using Eqs. (10.50), (10.52), and (10.53), we see that \( \tilde{\Xi}_x(z) \) can be expressed as
\[
\tilde{\Xi}_x(z) = |u'_x(z)| \langle v'_x(z) \rangle \tilde{\Xi}_{x+1}(z)
= |u'_x(z)| \langle v'_x(z), u'_x(z) \rangle \cdots \langle v'_1(z), u'_1(z) \rangle \langle v'_0(z) \rangle \tilde{\Xi}_0(z)
= \langle v'_x(z), u'_x(z) \rangle \cdots \langle v'_1(z), u'_1(z) \rangle |u'_x(z)| \langle v'_0(z) \rangle \tilde{\Xi}_0(z)
= \tilde{\lambda}_x^{(-)}(z) \cdots \tilde{\lambda}_1^{(+)}(z) \left[ \frac{z}{\tilde{\lambda}_x^{(-)}(z) \tilde{f}_x^{(-)}(z)} \right] \begin{bmatrix} a_0 & b_0 \end{bmatrix} \tilde{\Xi}_0(z).
\]

Here, for \( x = -1 \) case, we have
\[
\tilde{\Xi}_{-1}(z) = \left[ \tilde{\lambda}_{-1}^{(-)}(z) \tilde{f}_{-1}^{(+)}(z) \right] \begin{bmatrix} a_0 & b_0 \end{bmatrix} \tilde{\Xi}_0(z).
\]
Therefore, we obtain
Proposition 10.1. Put $\Delta_x = \det(U_x)$. Then

1. If $x = 0$,

$$\Xi_0(z) = \frac{1}{\gamma(z)} \begin{bmatrix} 1 - b_0 \tilde{f}_0^+(z) & d_0 \tilde{f}_0^+(z) \\ a_0 \tilde{f}_0^-(z) & 1 - c_0 \tilde{f}_0^-(z) \end{bmatrix},$$

2. If $|x| \geq 1$,

$$\tilde{\Xi}_x(z) = \begin{cases} \\
\tilde{\lambda}_x^+(z) \cdots \tilde{\lambda}_1^+(z) \left[ \frac{\tilde{\lambda}_x^+(z) \tilde{f}_x^+(z)}{z} \right] \left[ \begin{array}{c} c_0 \\ d_0 \end{array} \right] \Xi_0(z) & (x \geq 1), \\
\tilde{\lambda}_x^-(z) \cdots \tilde{\lambda}_1^-(z) \left[ \frac{\tilde{\lambda}_x^-(z) \tilde{f}_x^-(z)}{z} \right] \left[ \begin{array}{c} a_0 \\ b_0 \end{array} \right] \Xi_0(z) & (x \leq -1), \\
\end{cases}$$

where

$$\gamma(z) = 1 - c_0 \tilde{f}_0^+(z) - b_0 \tilde{f}_0^-(z) - \Delta_0 \tilde{f}_0^+(z) \tilde{f}_0^-(z),$$

$$\tilde{\lambda}_x^+(z) = zd_x / (1 - c_x \tilde{f}_x^+(z)), \quad \tilde{\lambda}_x^-(z) = za_x / (1 - b_x \tilde{f}_x^-(z)).$$

Here, $\tilde{f}_x^\pm(z)$ has the following continued fraction expansion:

$$\tilde{f}_x^+(z) = -\frac{z^2 \Delta_{x+1}}{c_{x+1}} \left( 1 - \frac{|a_{x+1}|^2}{1 - c_{x+1} \tilde{f}_x^+(z)} \right),$$

$$\tilde{f}_x^-(z) = -\frac{z^2 \Delta_{x-1}}{b_{x-1}} \left( 1 - \frac{|d_{x-1}|^2}{1 - b_{x-1} \tilde{f}_x^-(z)} \right).$$

11. Time-averaged limit measure

From the definition of our model and continued fraction expansions of $\tilde{f}_x^\pm(z)$, we see that $\tilde{f}_0^+(z) = \tilde{f}_0^-(z) = \tilde{f}_x^+(z) = \tilde{f}_x^-(z)$, so we put $\tilde{f}_0(z) = \tilde{f}_0^+(z)$. Thus, Eq. (10.41) gives

$$\tilde{f}_0(z) = -\frac{z^2 \Delta_1}{c_1} \left( 1 - \frac{|a_1|^2}{1 - c_1 \tilde{f}_0(z)} \right) = \sqrt{2} z^2 \left( 1 - \frac{1}{2 - \sqrt{2} \tilde{f}_0(z)} \right).$$

Therefore, $\tilde{f}_0(z)$ is a solution of

$$x^2 - \sqrt{2}(z^2 + 1)x + z^2 = 0.$$
By definition, we have $\tilde{f}_0(0) = 0$. Thus, we have
\[
\tilde{f}_0(z) = \frac{z^2 + 1 - \sqrt{z^4 + 1}}{\sqrt{2}}.
\]
Put $z = e^{i\theta}$. So we get
\[
\tilde{f}_0(e^{i\theta}) = e^{i\theta} \left(\sqrt{2} \cos \theta + i \text{sgn}(\sin \theta) \sqrt{1 - 2 \cos^2 \theta}\right),
\] (11.54)
where $\theta \in [-3\pi/4, -\pi/4) \cup [\pi/4, 3\pi/4)$. Furthermore, if we let
\[
\tilde{f}_0(e^{i\theta}) = e^{i(\theta + \tilde{\phi}(\theta))},
\]
Eq. (11.54) gives
\[
\cos(\tilde{\phi}(\theta)) = \sqrt{2} \cos \theta,
\]
\[
\sin(\tilde{\phi}(\theta)) = \text{sgn}(\sin \theta) \sqrt{1 - 2 \cos^2 \theta}.
\] (11.56)
On the other hand, $\tilde{f}_0(z) = \tilde{f}_0^{(+)}(z) = \tilde{f}_0^{(-)}(z)$ implies
\[
\gamma(z) = 1 - c_0 \tilde{f}_0^{(+)}(z) - b_0 \tilde{f}_0^{(-)}(z) - \Delta_0 \tilde{f}_0^{(+)}(z) \tilde{f}_0^{(-)}(z)
= 1 - 2S \tilde{f}_0(z) + \tilde{f}_0(z)^2.
\]
Thus, we see that
\[
\gamma(z) = 1 - 2S \tilde{f}_0(z) + \left(\tilde{f}_0(z)\right)^2 = 0
\]
is equivalent to
\[
\tilde{f}_0(z) = e^{i(\theta + \tilde{\phi}(\theta))} = S \pm Ci.
\] (11.57)
So we consider the following case:
\[
e^{i(\theta + \tilde{\phi}(\theta))} = S + Ci.
\] (11.58)
Thus, we have
\[
\cos(\theta + \tilde{\phi}(\theta)) = S.
\]
So
\[
\sqrt{2} \cos^2 \theta - \sin \theta \sin(\tilde{\phi}(\theta)) = S.
\] (11.59)
Here, we used $\cos(\tilde{\phi}(\theta)) = \sqrt{2} \cos \theta$. On the other hand,

$$\sin(\theta + \tilde{\phi}(\theta)) = C.$$  

Thus,

$$\sqrt{2} \sin \theta \cos \theta + \cos \theta \sin(\tilde{\phi}(\theta)) = C. \quad (11.60)$$

By using Eqs. (11.59) and (11.60), we have

$$\sqrt{2} \cos \theta = S \cos \theta + C \sin \theta. \quad (11.61)$$

Thus, from this equation, we have

$$\cos \theta = \frac{C}{\sqrt{2} - S} \sin \theta. \quad (11.62)$$

Therefore, noting

$$\sin \theta = \pm \frac{\sqrt{2} - S}{\sqrt{3 - 2\sqrt{2}S}}, \quad (11.63)$$

we get $\cos \theta = \pm C/\sqrt{3 - 2\sqrt{2}S}$. Then, we see that two solutions of $\gamma(z) = 0$ with $|z| = 1$ are as follows:

$$\begin{align*}
(\cos \theta^{(1)}, \sin \theta^{(1)}) &= \left( \frac{C}{\sqrt{3 - 2\sqrt{2}S}}, \frac{\sqrt{2} - S}{\sqrt{3 - 2\sqrt{2}S}} \right), \quad (11.64) \\
(\cos \theta^{(2)}, \sin \theta^{(2)}) &= \left( -\frac{C}{\sqrt{3 - 2\sqrt{2}S}}, -\frac{\sqrt{2} - S}{\sqrt{3 - 2\sqrt{2}S}} \right), \quad (11.65)
\end{align*}$$

where $\theta^{(1)}, \theta^{(2)} \in [-3\pi/4, -\pi/4) \cup [\pi/4, 3\pi/4)$.

Next, we consider the following case:

$$e^{i(\theta + \tilde{\phi}(\theta))} = S - Ci.$$  

In a similar fashion, noting $\sqrt{2} \cos \theta = S \cos \theta - C \sin \theta$, we have

$$\begin{align*}
(\cos \theta^{(3)}, \sin \theta^{(3)}) &= \left( \frac{C}{\sqrt{3 - 2\sqrt{2}S}}, -\frac{\sqrt{2} - S}{\sqrt{3 - 2\sqrt{2}S}} \right), \quad (11.66) \\
(\cos \theta^{(4)}, \sin \theta^{(4)}) &= \left( -\frac{C}{\sqrt{3 - 2\sqrt{2}S}}, -\frac{\sqrt{2} - S}{\sqrt{3 - 2\sqrt{2}S}} \right), \quad (11.67)
\end{align*}$$

where $\theta^{(3)}, \theta^{(4)} \in [-3\pi/4, -\pi/4) \cup [\pi/4, 3\pi/4)$. 

From now on, we compute the residue. We should remark that
\[
\Xi_0(z) = \frac{1}{1 - b_0 f_0(z) - c_0 f_0(z) - \Delta_0 f_0(z)^2} \begin{bmatrix}
1 - b_0 f_0(z) & d_0 f_0(z) \\
a_0 f_0(z) & 1 - c_0 f_0(z)
\end{bmatrix}
\]

Thus, we have
\[
\Xi_0(z) \phi = \Xi_0(z) \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \frac{1}{\gamma(z)} \begin{bmatrix}
(1 - S f_0(z)) \alpha - C f_0(z) \beta \\
C f_0(z) \alpha + (1 - S f_0(z)) \beta
\end{bmatrix},
\]

where
\[
\gamma(z) = 1 - 2S \tilde{f}_0(z) + \left(\tilde{f}_0(z)\right)^2.
\]

Putting \(z = e^{i\theta}\), we get
\[
\frac{\partial \gamma(z)}{\partial z} = -ie^{-i\theta} \frac{\partial \gamma(e^{i\theta})}{\partial \theta}.
\]

By using
\[
\gamma(e^{i\theta}) = 1 - 2Se^{i(\theta + \phi(\theta))} + e^{2i(\theta + \phi(\theta))},
\]

we have
\[
\frac{\partial \gamma(e^{i\theta})}{\partial \theta} = 2i \left(1 + \frac{\partial \phi(e^{i\theta})}{\partial \theta}\right) e^{i(\theta + \phi(\theta))} \left(-S + e^{i(\theta + \phi(\theta))}\right).
\]

We should note that
\[
\left\| \text{Res} \left( \Xi_0(z) \phi; z = e^{i\theta} \right) \right\|^2
\]

First, we consider \(z = e^{i\theta(1)}\) case. Then we see
\[
\left| \text{Res} \left( \frac{(1 - S f_0(z)) \alpha - C f_0(z) \beta}{\gamma(z)}; z = e^{i\theta(1)} \right) \right|^2.
\]
\[
\begin{align*}
(1 - S\tilde{f}_0(e^{i\theta(1)}))\alpha - C\tilde{f}_0(e^{i\theta(1)})\beta & \eq 2\left| \frac{\partial\gamma(e^{i\theta(1)})}{\partial\theta(1)} \right|^2, \\
\left| \text{Res} \left( \frac{C\tilde{f}_0(z)\alpha + (1 - S\tilde{f}_0(z))\beta}{\gamma(z)} ; z = e^{i\theta} \right) \right|^2 & \eq \left| \frac{\partial\gamma(e^{i\theta(1)})}{\partial\theta(1)} \right|^2, \\
\right. \\
\text{where} & \\
\frac{\partial\gamma(e^{i\theta(1)})}{\partial\theta(1)} & = \left. \frac{\partial\gamma(e^{i\theta})}{\partial\theta} \right|_{\theta = \theta(1)}. \\
\end{align*}
\]
\[ \left\| \operatorname{Res} \left( \Xi_0(z) \varphi ; z = e^{i\theta(z)} \right) \right\|^2 = \frac{(1 - \sqrt{2}S)^2}{2(3 - 2\sqrt{2}S)^2} \times |\alpha + i\beta|^2, \]
\[ \left\| \operatorname{Res} \left( \Xi_0(z) \varphi ; z = e^{i\theta(z)} \right) \right\|^2 = \frac{(1 - \sqrt{2}S)^2}{2(3 - 2\sqrt{2}S)^2} \times |\alpha + i\beta|^2. \]

Here we used
\[ \tilde{f}_0(e^{i\theta(z)}) = S + Ci, \quad \tilde{f}_0(e^{i\theta(k)}) = S - Ci \quad (k = 3, 4). \]

Konno et al. [10] presented the following key result to obtain the time-averaged limit measure:

**Lemma 11.1.**

\[ \mu_\infty(x) = \sum_{k=1}^{4} \left\| \operatorname{Res} \left( \Xi_2(z) \varphi ; z = e^{i\theta(k)} \right) \right\|^2. \]

By using Lemma 11.1, we obtain the time-averaged limit measure at \( x = 0 \):

**Lemma 11.2.**

\[ \mu_\infty(0) = \frac{2(1 - \sqrt{2}S)^2}{3 - 2\sqrt{2}S^2} \times I_{[0,\pi/4]}(\xi). \]

Next, we consider \( x \neq 0 \) case. To do so, we will compute \( \tilde{\lambda}^{(+)}(z) = \Xi_2^{(+)}(z) \) \((x \geq 1)\) for \( z = e^{i\theta(k)} \) \((k = 1, 2, 3, 4)\). We begin with

\[ \tilde{\lambda}^{(+)}(z) = \frac{d e^{i\theta}}{1 - c \tilde{f}_0(e^{i\theta})} = \frac{-e^{i\theta}}{\sqrt{2} - \tilde{f}_0(e^{i\theta})}. \]

From Eq. (11.54), we have
\[ \tilde{\lambda}^{(+)}(z) = \frac{-1}{\sqrt{2}e^{-i\theta} - (\sqrt{2} \cos \theta + i\text{sgn}(\sin \theta)\sqrt{1 - 2\cos^2 \theta})} \]
\[ = -i \frac{1}{\sqrt{2} \sin \theta + \text{sgn}(\sin \theta)\sqrt{1 - 2\cos^2 \theta}} \]
\[ = -i \left( \sqrt{2} \sin \theta - \text{sgn}(\sin \theta)\sqrt{1 - 2\cos^2 \theta} \right). \]

First, we consider \( \theta^{(1)} \) case. Then we get
\[ \tilde{\lambda}^{(+)}(e^{i\theta^{(1)}}) = -i \frac{i}{\sqrt{3 - 2\sqrt{2}S}}. \quad (11.72) \]
Similarly, we see that
\[ \tilde{\lambda}^{(+)}(e^{i\theta_1}) = -\tilde{\lambda}^{(+)}(e^{i\theta_2}) = -\tilde{\lambda}^{(+)}(e^{i\theta_3}) = \tilde{\lambda}^{(+)}(e^{i\theta_4}). \] (11.73)
Moreover, noting \( \tilde{\lambda}^{(-)}(z) = \tilde{\lambda}_k^{(-)}(z) \) \((x \leq -1)\), we have
\[ \tilde{\lambda}^{(-)}(e^{i\theta}) = \frac{ae^{i\theta}}{1 - b\tilde{f}_0(e^{i\theta})} = \frac{e^{i\theta}}{\sqrt{2} - \tilde{f}_0(e^{i\theta})} = -\tilde{\lambda}^{(+)}(e^{i\theta}). \]
So we get
\[ \tilde{\lambda}^{(-)}(e^{i\theta(k)}) = -\tilde{\lambda}^{(+)}(e^{i\theta(k)}) \quad (k = 1, 2, 3, 4). \] (11.74)

Therefore, we obtain

**Lemma 11.3.**
\[ \left| \tilde{\lambda}^{(\pm)}(e^{i\theta(k)}) \right|^2 = \frac{1}{3 - 2\sqrt{2}S} \quad (k = 1, 2, 3, 4). \]

From now on, we consider \( x \neq 0 \) case. First, we compute \( x \geq 1 \) case. From Proposition 10.1, we have
\[ \tilde{\Xi}_x(z)\varphi = \tilde{\lambda}_x^{(+)}(z) \cdots \tilde{\lambda}_1^{(+)}(z) \left[ \frac{\tilde{\lambda}_x^{(+)}(z)f_x^{(+)}}{z} \right] [c_0 \quad d_0] \tilde{\Xi}_0(z)\varphi \]
\[ = (\tilde{\lambda}_x^{(+)}(z))^{x-1} \left[ \frac{\tilde{\lambda}_x^{(+)}(z)f_x^{(+)}}{z} \right] \begin{bmatrix} S & -C \end{bmatrix} \tilde{\Xi}_0(z)\varphi \]
\[ = (\tilde{\lambda}_x^{(+)}(z))^{x-1} \begin{bmatrix} S\tilde{\lambda}_x^{(+)}(z)f_0(z) & -C\tilde{\lambda}_x^{(+)}(z)f_0(z) \\ Sf_x^{(+)}/z & -Cf_x^{(+)}/z \end{bmatrix} \]
\[ \times \frac{1}{\gamma(z)} \left[ (1 - S\tilde{f}_0(z))\alpha - C\tilde{f}_0(z)\beta \right] \]
\[ \times \left[ C\tilde{f}_0(z)\alpha + (1 - S\tilde{f}_0(z))\beta \right]. \] (11.75)

In order to compute the residue, we introduce
\[ I_1(z) = \frac{(\tilde{\lambda}_x^{(+)}(z))^{x}f_0(z)}{\gamma'(z)} \left\{ (S - \tilde{f}_0(z))\alpha - C\beta \right\}, \]
\[ I_2(z) = \frac{z(\tilde{\lambda}_x^{(+)}(z))^{x-1}}{\gamma'(z)} \left\{ (S - \tilde{f}_0(z))\alpha - C\beta \right\}. \]

First, we consider \( z = e^{i\theta_1} \). Then, we get
\[ |I_1(e^{i\theta_1})|^2 = \frac{\left| \tilde{\lambda}_x^{(+)}(e^{i\theta_1}) \right|^{2x}}{|\gamma'(e^{i\theta_1})|^2} \left| f_0(e^{i\theta_1}) \right|^2 \left| (S - \tilde{f}_0(e^{i\theta_1}))\alpha - C\beta \right|^2 \]
Thus, for \( z = e^{i\theta (1)} \) case, we see that Lemma 11.1 implies

\[
\| \text{Res} (\tilde{\Xi}_x(z) \varphi; z = e^{i\theta (1)}) \|^2 = |I_1(e^{i\theta (1)})|^2 + |I_2(e^{i\theta (1)})|^2
\]

\[
= \frac{(2 - \sqrt{2}S)(1 - \sqrt{2}S)^2}{2(3 - 2\sqrt{2}S)^2} \left( \frac{1}{3 - 2\sqrt{2}S} \right)^x |\alpha - i\beta|^2.
\] (11.76)

Next, we consider \( z = e^{i\theta (2)} \) case. In a similar fashion, we get

\[
\| \text{Res} (\tilde{\Xi}_x(z) \varphi; z = e^{i\theta (2)}) \|^2 = \frac{(2 - \sqrt{2}S)(1 - \sqrt{2}S)^2}{2(3 - 2\sqrt{2}S)^2} \left( \frac{1}{3 - 2\sqrt{2}S} \right)^x |\alpha - i\beta|^2.
\]

For \( z = e^{i\theta (k)} \) cases also, we have

\[
\| \text{Res} (\tilde{\Xi}_x(z) \varphi; z = e^{i\theta (k)}) \|^2 = \frac{(2 - \sqrt{2}S)(1 - \sqrt{2}S)^2}{2(3 - 2\sqrt{2}S)^2} \left( \frac{1}{3 - 2\sqrt{2}S} \right)^x |\alpha + i\beta|^2.
\]

Therefore, we obtain

\[
\sum_{k=1}^{4} \| \text{Res} (\tilde{\Xi}_x(z) \varphi; z = e^{i\theta (k)}) \|^2 = \frac{2(2 - \sqrt{2}S)(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \left( \frac{1}{3 - 2\sqrt{2}S} \right)^x.
\]

Thus, for \( x \geq 1 \), we see that Lemma 11.1 implies

\[
\mathfrak{p}_\infty(x) = \frac{2(2 - \sqrt{2}S)(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \left( \frac{1}{3 - 2\sqrt{2}S} \right)^x \times I_{[0, \pi/4]}(\xi).
\]

Next, we consider \( x \leq -1 \) case. By Proposition 10.1, we have

\[
\tilde{\Xi}_x(z) \varphi = \tilde{\lambda}^{-1}(z) \cdots \tilde{\lambda}^{-1}(z) \left[ \frac{z}{\tilde{\lambda}^{-1}(z) f(x)(z)} \right] [a_0, b_0] \tilde{\Xi}_0(z) \varphi
\]

\[
= (\tilde{\lambda}^{-1}(z))^{|x|-1} \left[ \frac{z}{\tilde{\lambda}^{-1}(z) f(x)(z)} \right] [C, S] \tilde{\Xi}_0(z) \varphi
\]

\[
= (\tilde{\lambda}^{-1}(z))^{|x|-1} \left[ \begin{array}{c}
Cz \\
C\tilde{\lambda}^{-1}(z) f(x)(z) \\
S\tilde{\lambda}^{-1}(z) f(x)(z)
\end{array} \right]
\]
\[ \times \frac{1}{\gamma(z)} \left[ (1 - S \tilde{f}_0(z)) \alpha - C \tilde{f}_0(z) \beta \right] . \tag{11.78} \]

In order to calculate the residue, we introduce

\[ J_1(z) = \frac{z (\lambda(z)) |x| - 1}{\gamma'(z)} \left\{ C \alpha + (S - \tilde{f}_0(z)) \beta \right\} , \]
\[ J_2(z) = \frac{(\lambda(z)) |x| \tilde{f}_0(z)}{\gamma'(z)} \left\{ C \alpha + (S - \tilde{f}_0(z)) \beta \right\} . \]

First, we consider \( z = e^{i\theta(1)} \) case. Then, we get

\[ |J_1(e^{i\theta(1)})|^2 = \frac{(1 - \sqrt{2S})^2}{4(3 - 2\sqrt{2S})^2} \left( \frac{1}{3 - 2\sqrt{2S}} \right)^{|x|-1} |\alpha - i\beta|^2 . \] \( \tag{11.79} \)

Similarly, we have

\[ |J_2(e^{i\theta(1)})|^2 = \frac{(1 - \sqrt{2S})^2}{4(3 - 2\sqrt{2S})^2} \left( \frac{1}{3 - 2\sqrt{2S}} \right)^{|x|} |\alpha - i\beta|^2 . \] \( \tag{11.80} \)

Thus, by using Eqs. (11.78), (11.79), and (11.80), we see that for \( x \leq -1 \),

\[ \| \text{Res} \left( \Xi_x(z) \phi; z = e^{i\theta(1)} \right) \|^2 = |J_1(e^{i\theta(1)})|^2 + |J_2(e^{i\theta(1)})|^2 \]
\[ = \frac{(2 - \sqrt{2S})(1 - \sqrt{2S})^2}{2(3 - 2\sqrt{2S})^2} \left( \frac{1}{3 - 2\sqrt{2S}} \right)^{|x|} |\alpha - i\beta|^2 . \]

For \( z = e^{i\theta(2)} \) case, we similarly have

\[ \| \text{Res} \left( \Xi_x(z) \phi; z = e^{i\theta(2)} \right) \|^2 = \frac{(2 - \sqrt{2S})(1 - \sqrt{2S})^2}{2(3 - 2\sqrt{2S})^2} \left( \frac{1}{3 - 2\sqrt{2S}} \right)^{|x|} |\alpha - i\beta|^2 . \]

For \( z = e^{i\theta(k)} \) \((k = 3, 4)\) cases also, we get

\[ \| \text{Res} \left( \Xi_x(z) \phi; z = e^{i\theta(k)} \right) \|^2 = \frac{(2 - \sqrt{2S})(1 - \sqrt{2S})^2}{2(3 - 2\sqrt{2S})^2} \left( \frac{1}{3 - 2\sqrt{2S}} \right)^{|x|} |\alpha + i\beta|^2 . \]

So, we obtain

\[ \sum_{k=1}^{4} \| \text{Res} \left( \Xi_x(z) \phi; z = e^{i\theta(k)} \right) \|^2 \]
\[ = \frac{2(2 - \sqrt{2S})(1 - \sqrt{2S})^2}{(3 - 2\sqrt{2S})^2} \left( \frac{1}{3 - 2\sqrt{2S}} \right)^{|x|} . \]
Therefore, we see that for $x \leq -1$, Lemma 11.1 gives

$$
\mu_\infty(x) = \frac{2(2 - \sqrt{2}S)(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \left( \frac{1}{3 - 2\sqrt{2}S} \right)^{|x|}.
$$

Then we have $\mu_\infty(x) = \mu_\infty(-x)$ ($x \in \mathbb{Z}$).

Combining Lemma 11.2 with the above result gives

**Theorem 11.4.**

$$
\mu_\infty(x) = \begin{cases} 
2(1 - \sqrt{2}S)^2 \times I_{[0,\pi/4]}(\xi) & (x = 0), \\
\frac{2(2 - \sqrt{2}S)(1 - \sqrt{2}S)^2}{(3 - 2\sqrt{2}S)^2} \left( \frac{1}{3 - 2\sqrt{2}S} \right)^{|x|} \times I_{[0,\pi/4]}(\xi) & (x \neq 0),
\end{cases}
$$

and

$$
\sum_{x \in \mathbb{Z}} \mu_\infty(x) = \frac{2(1 - \sqrt{2}S)}{3 - 2\sqrt{2}S} \times I_{[0,\pi/4]}(\xi)(< 1).
$$

The time-averaged limit measure does not depend on the initial qubit $\varphi = T[\alpha, \beta](\alpha, \beta \in \mathbb{C}, |\alpha|^2 + |\beta|^2 = 1)$. Furthermore, we take $|c| = \sqrt{2(1 - \sqrt{2}S)/(3 - 2\sqrt{2}S)}$ in Corollary 3.3 on the stationary measure and have the same result.
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