Use of Multivariate Statistical Methods for Classification of Olive Oil
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ABSTRACT
Multivariate statistical methods can contribute significantly to classification studies of extra virgin and common olive oil groups. Therefore, nuclear magnetic resonance (NMR) was used to discriminate olive oil samples, multivariate statistical techniques Principal Component Analysis - PCA, Fuzzy Cluster, Silhouette Validation Method to describe and classify. The groups’ distinction into organic and common was observed by applying the non-hierarchical Fuzzy grouping with a distinction between the two groups with a 65% confidence interval. The validation was performed by the silhouette index that presented S (i) of 0.73, which showed that the adopted grouping presented adequate strength and distinction criterion. However, PCA only analyzed the behaviors of data from extra virgin olive oil. Thus, the Fuzzy clustering method was the most suitable for classifying extra virgin olive oil.

Keywords: Olea europaea, NMR, Principal Component Analysis, Fuzzy, Silhouette method.

Introduction
Olive oil is an oil of plant origin, derived from the fruit of a typical Mediterranean tree species, Olea europaea L., also known as an olive tree (Morais et al., 2016). This oil is known and used worldwide in many ways for its health benefits (Vogel et al., 2015). The increasing use of olive oil increases market demand and contributes to the recognition of its use (Wang et al., 2019). Thus, making it necessary to create an international agreement for the marketing of the product, regulated by the International Olive Oil Council (Alvarenga et al., 2017).

In Brazil, the regulation of olive oil is carried out by the Ministry of Agriculture, Livestock, and Supply (Gonçalves et al., 2015), through normative instructions. They aim to classify the product based on identity and quality requirements while defining the sampling, mode of presentation, and marking or labeling of packaging according to a product classification (Gonçalves et al., 2015). Besides these, another commonly
analyzed parameter is the classification of common and organic olive oil (Ferreira et al., 2009).

This classification is done in the laboratory by adopting the nuclear magnetic resonance spectroscopy (NMR) technique (Zhu et al., 2017). Several overlapping information, even though it is very efficient for structural clarification of the analyzed sample. In general, they can make data interpretation confusing, and in some cases, lead to misclassification (Guellaoui et al., 2019). The use of multivariate statistics tools with the application of metabolomic strategies may be a way to solve such a problem in NMR analysis (Xu et al., 2012a).

In this context, the application of methods can improve quantitative research quality, making data interpretation more understandable and minimizing the possibility of misclassification of components. There are several multivariate statistical techniques; it is up to the researcher to define their objective and the nature of their data because there are grouping and classification techniques, each with a distinct function. Therefore, the present work aimed to use multivariate statistical methods to classify common or organic olive oil.

**Material and Methods**

The study was conducted at the Departamento de Química Fundamental (DQF) of the Universidade Federal de Pernambuco (UFPE), where 40 samples of olive oil were analyzed. The extra virgin olive oil samples were dissolved 60 µL of the sample in 640 µL CDCl in a 435 mm diameter NMR tube. NMR spectra were obtained using the VNMR500 spectrometer, operating at 399.99 MHz, for the 1H core, with a 6.4 kHz spectral window, hold time (d1) equal to 1 s, acquisition time equal to 2.556 s, 90° radiofrequency (RF) pulse, 64 repetitions, and 26°C temperature. The spectra were processed with 0.3 Hz line broadening. After spectroscopic analysis, the samples were stored in a clean amber container for future proper disposal. The 1H NMR spectra have their phases adjusted, baseline correction, and bin construction manually using the Mestre Nova 9.0 software. Bins were defined at 0.03 ppm intervals between 0.00 and 6.80 ppm. Data were arranged in a matrix for chemometric treatment.

The data were arranged in a matrix containing information regarding the nature of the sample, spectral data in a format of bins, and information related to the class to which a given sample belongs. The preprocessing techniques used in this work were: sum normalization and line self-scaling, and models were built for each preprocessing type.

Sum normalization was obtained by dividing each bin by the respective sum of each sample’s total integration area (Equation 1). This preprocessing aims to obtain data that can be compared with each other without changing the information contained in the variables.

\[ A_{ij}^{ns} = \frac{A_{ij}}{\sum_i A_{ij}} \quad \text{Eq.(1)} \]

\[ A_{ij}^{ns} = \text{bin normalized by the sum}, A_{ij} = \text{original bin}, \sum_i A_{ij} = \text{sum of integration areas for each sample} \]

As a principle for the calculation of the PCA, it considered a random vector \( X = (X_1, X_2, ..., X_p) \), containing \( p \) components, with a mean vector \( \mu = E(X) = (\mu_1, \mu_2, ..., \mu_p) \). The covariance matrix of the random vector \( X \), square of dimension \( p \), is denoted by \( Cov(X) = \Sigma_{xp} \). The covariance matrix is symmetric, nonnegative matrix, that is, \( a^T \Sigma a > 0 \) for every vector of constants \( a \in R^p \). This condition implies that the eigenvalues of the matrix \( \Sigma_{xp} \) denoted by \( \lambda_1, \lambda_2, ..., \lambda_p \) (p) are nonnegative, \( \lambda_i \geq 0 \), for any \( i = 1, 2, ..., p \) (Graybill, 1983). By the Spectral Decomposition Theorem (Lay, 2007), where \( \Sigma_{xp} \) is a covariance matrix, there is an orthogonal matrix \( P_{xp} \), i.e., \( P^T P = PP^T = I \) (Equation 2):

\[ P^T \Sigma P = \theta \quad \text{Eq.(2)} \]

where \( \lambda_1, \lambda_2, ..., \lambda_p \), are the eigenvalues of the matrix \( \Sigma_{xp} \) ordered in descending order. In this case, we say that the matrix \( \Sigma_{xp} \) is similar to the matrix \( \theta \).

The 1st column of matrix \( \theta \) is the normalized auto vector, and i corresponding to the auto vector \( \lambda_i \) with \( i = 1, 2, ..., p \); which is denoted by \( e_i = (e_{i1}, e_{i2}, ..., e_{ip})^T \). Then the matrix \( \theta \) is given by \( \theta = [e_1, e_2, ..., e_p] \) and the spectral decomposition theorem gives the following valid equality (Equation 3):

\[ \Sigma_{xp} = \sum_{i=1}^p \lambda_i e_i e_i^T = P0P^T \quad \text{Eq.(3)} \]

Since \( \theta_1, \theta_2, ..., \theta_p \), form a basis of \( R^p \), the vector can be written as \( \sum_{i=1}^p \alpha_i P_i = \alpha^T P \) for some \( \alpha_i \) (\( \alpha_1, \alpha_2, ..., \alpha_p \)).

Being \( \theta \) orthogonal, \( \alpha^T \alpha = 1 \) and the variance of \( \alpha^T X \) is less than or equal to \( \lambda_1 \) and taking \( \alpha = 0_1 \), one has to \( \text{var}(P_1 X) = P_2 \Sigma P_1 = \lambda_1 \), and define a random variable \( U_1 = P_1^TX \) as the first major component of \( X \). To obtain other major components, a non-correlation constraint of the
next component $U_i$ with the previously obtained components is made $(U_1, ..., U_{i-1})$. Thus the components are defined as random vectors $U = (U_1, ..., U_p) = P^T$, where the columns of $P$ are the auto vectors of $\Sigma$. Notably, the covariance matrix of the new matrix $U$ is diagonal, where the elements are the eigenvalues $\lambda_i$.

In the application of dimensionality reduction, PCA has the property of minimizing the mean square error between the reconstructed data and the original data. For example, it is assumed that you have input data $X$ of dimensionality $m$ and output data $Y$ of dimensionality $m$, where $m_1 < m$.

The cluster development line becomes critical when you want to classify a dataset according to its characteristics or measured variables. The term class is pertinent, given the information on how many partitions and which partitions are in a data set, as each observation or group of olive oil belonging to such samples. Thus, classification is called being the analysis performed in specific databases; the data analysis work is called clustering and aims to study the similarity relationships between the data or olive oil samples, determining which data form which groups. Groups are formed so that the similarity between the samples of one group is maximized (intra-group similarity) and the similarity between samples of different groups (intergroup similarity) is minimized. Then, formally, given an input data set ($X \in \mathbb{R}^p$), a function is found (Equation 4):

$$f: \mathbb{R}^p \times W \rightarrow G \quad \text{Eq.}(4)$$

where, $W$ is an adjustable parameter vector by means of a supervised or unsupervised learning algorithm, which determines c-groups from the original data matrix $X$, and, according to Xu et al. (2012), we have: $G = G_1, G_2, ..., G_c$ ($c \leq n$) where, $G_i \neq \emptyset, i = 1, ..., c$; $U_i = X; G_i \cap G_j = \emptyset, i, j = 1, ..., c$, and $i \neq j$, assuming the classical approach of classification or grouping.

The silhouette index was proposed by Rousseeuw (1987) to evaluate partitioning methods. In this case, each object (olive oil sample) is represented by a value $s(i)$ called a silhouette, which is based on the comparison of homogeneity and the "separation" of each group. Thus, for object $i$, the value of the silhouette is given by (Equation 5):

$$s(i) = \frac{(b(i) - a(i))}{\max\{a(i), b(i)\}} \quad \text{Eq.}(5)$$

where $-1 \leq s(i) \leq 1$ and $a(i)$ is the average distance from object $i$ to objects in your group; $b(i)$ is the average distance from object $i$ to objects in other groups.

Negative values of negative $s(i)$ suggest that the individual $i$ is similar to individuals of other classes. Values of $s(i)$ in the vicinity of 1 give evidence that $i$ is well ranked.

Results and Discussion

The application of 1H NMR spectroscopy in analyzing the data obtained for samples of common and organic olive oil was superimposed (Figure 1). The olive oil sample profiles do not differ in the presence or absence of any characteristic signal, so they required preprocessing to eliminate possible effects caused by sample dilution. For that, we adopted the sum normalization technique performed on the line.
After obtaining the self-scaled bins on the line, the spectra were superimposed (Figure 2). It is possible to verify the effect of the preprocessing on the samples’ classification because it is noted the presence of characteristic points that differentiate the processed samples.

![Figure 2. Auto-scaled data in a row of all common and organic olive oil samples. Font: Cunha Filho, M. (2019).](image)

Self-scaling of the data contributed to adding equivalent weights to the samples’ spectral points, enabling them to be classified later by statistical methods. It was observed that the two main components PC1 and PC2 showed that it is possible to describe 99.9% of the data variance, and PC1 contributes about 99.75% of this variance. According to Meira et al. (2011), working with biofluids, it took three principal components (PC) to explain the behavior of their data and understand the contribution of each substance in the final product structure. Meira et al. (2011) found that three main components are responsible for 95.39% of the variance, attributing 55.98% of the variance to PC1, 33.62% for PC2, and 5.79% for PC3. In this context, it was found that the first significant component (PCA) results for extra virgin olive oil data were significant enough to describe the behavior of the analyzes. Figure 3 shows the data behavior for the first five principal components.

![Figure 3. Correlation between each principal component and organic and common oils. Font: Cunha Filho, M. (2019).](image)
The cumulative percentage of the total variation of the first two components (99.9%) satisfactorily explains the variability in the samples evaluated. According to Mardia et al. (1979), when in a Principal Component Analysis, the first two or three components accumulate a relatively high percentage of the total variation (usually above 70%), they can satisfactorily explain the variability manifested between the evaluated samples. Here we have that the first two principal components present a high explanatory power among the studied groups. Analyzing the score graph (Figure 4), it was observed that the accumulated percentages of variance are explained by the first two main components, highlighting that the first Principal Component has high significance.

Figure 4. Cumulative percentage graph of variances principal component (PC) to each principal component. Font: Cunha Filho, M. (2919).

Figure 4 shows a two-dimensional representation of olive oil variables, commonly known as "biplot". The variables are grouped according to their correlation coefficients, with each major axis corresponding to a set of correlated variables. Since the correlations between the variables result from the olive oils measurements, each major axis represents a direction of space along which the variance (or difference) between the olive oils is maximized. In the biplot (Figure 5), the graph of PC1 versus PC2 shows that the samples of the organic olive oil have a larger grouping among their similar ones than the data of the common olive oil, thus representing an incredibly significant distinction between some samples. It is also found that there was no clear separation between the groups since samples of both organic and common olive oil have similar characteristics at the same point.

The PCA shows no clear separation between the samples of common and organic olive oil, thus making it impossible to use this method for the separation of this type of product. This result may be explained by the similarity of the compounds in both cases. Because of this result, it is necessary to use the Fuzzy clustering technique to verify the separation between groups of olive oil samples, as shown in Figure 6.
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The Fuzzy grouping graph (Figure 6) is 75% normal and promotes group distinction. Samples of common olive oil have a substantial similarity within their group, whereas organic olive oil samples have little similarity within their group. Some samples are not part of the confidence ellipses constructed at 65% confidence (samples 10 and 28) and may have occurred due to improper handling of some samples.

It is also noted that there are samples considered as common, but they present more remarkable similarity with the organic group. In the study by Oliveira et al. (2016), it was found that the Fuzzy clustering method allocated 100 cisterns located in the Pajeú backlands to the group to which the analysis obtained the highest relevance. Thus, the group determinations were useful in the cluster analysis of plates of the Pajeú region. This
study found that the Fuzzy cluster analysis distinguished the organic and common olive oil groups noticeably. The sensitivity of the technique was observed concerning the analyzed samples since we were able to identify some mistakes made in handling the technique for obtaining data from olive oil.

The average silhouette statistic obtained by the Fuzzy cluster method was 0.73 (Figure 7), a value that does not raise evidence of inadequacy regarding the classification of olive oils in the respective groups. The grouping performed is adequate, since according to Vale (2005), $S(i)$ between 0.71 and 1.00 is considered a distinct and robust structure.

![Clusters silhouette plot](image)

Figure 7. Silhouette graph of all common and organic olive oil samples. Font: Cunha Filho, M. (2019).

The observations are well grouped into their respective groups. We note that the group of common oils are the ones that are best grouped because their values are all positive. It was evidenced that the silhouette statistics verified the analyses in the organic grouping, but they are seen like samples coming from the common olive oil. The samples’ behavior within each cluster, one to sample 40 in cluster 2, has a negative coefficient indicating that it is not well allocated within the cluster of organic oils.

According to Table 1, used for comparison of the groups, it consistently analyzed the olive oil samples, corroborating the verification of the relevance and similarity of each sample to its particular group.

| Samples | Common | Organic |
|---------|--------|---------|
| 1       | 89%    | 11%     |
| 2       | 95%    | 5%      |
| 3       | 91%    | 9%      |
| 4       | 95%    | 5%      |
| 5       | 93%    | 7%      |
| 6       | 97%    | 3%      |
| 7       | 95%    | 5%      |
| 8       | 96%    | 4%      |

Table 1. Group comparison similarity of samples with all common and organic olive oil samples. Font: Cunha Filho, M. (2019).
Considering Table 1 it was confirmed the similarity of the samples with the groups and between groups, we note that some samples have marked characteristics for both groups, for example, samples 40 and 34, by the Fuzzy grouping both are separated with more remarkable similarity for the group. However, we can see from the group comparison table that the sample's similarity between the groups is quite pronounced. This fact may be directly correlated with the way the samples were diluted for the analysis.

Conclusions

Fuzzy's non-hierarchical clustering technique distinguishes between extra virgin olive oil groups, with about 65% confidence. The clusters’ quality was attributed through the silhouette statistics index with 0.73 s (i), indicating the strength and power of distinction in the clusters. Using the PCA technique can verify data from extra virgin olive oil but does not explicitly separate the oils into organic and common.
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