Simulation of operation of neural network with purpose of utilisation of hydraulic actuators in complicated technical conditions

Baglan B. Togizbayeva, Bayan T. Sazambayeva, Abdikarim A. Karazhanov, Anuar B. Kenesbek, Mihaela Cocoșilă

Abstract: Application of neural network technologies is becoming more extensive every year, especially in the economic field. New methods are being discovered; new models of neural networks are being created. Currently, the main application of neural networks in the economy is the prediction of markets, optimization of commodity-money flows, analysis and generalization of various social surveys, prediction of the dynamics of political ratings, optimization of the production process, comprehensive diagnostics of product quality, etc. Utilisation of the hydraulic equipment makes it possible to design systems of automatic operation in the conditions, where minimal human participation and maximum speed of response are required. It is possible to state that such conditions exist in the regions with the permanent access of repair teams or technicians, who perform monitoring of the complex technical objects. Therefore, it is necessary to develop automated systems of operation and monitoring of various equipment components, which are intended for operation in the complicated technical conditions. Authors of this article have selected the hydraulic equipment as the object under investigation due to the fact that it is widely distributed equipment, as well as due to possibilities of this equipment to function or to be adapted for operation in practically any environmental conditions. At the same time, quantity of the state-of-the-art equipment, which is used, as well as complexity of this equipment increase very quickly, therefore process of making decision concerning utilisation of this equipment must be made very quickly. Authors analyse the sphere of automation, where utilisation of a human decision is required. The novelty of this article is connected with the assumption that further direction of operation of such equipment in the complicated technical conditions must be implemented in the sphere of guessing of the user’s actions. Authors review neural networks as the toolkit, and they believe that these networks can make decisions in the proactive mode, practically without participation of a user. This article includes description of the model, which can be used as the basis for the system, which is planned to design. In addition, methodological toolkit for assessment of efficiency of this model is proposed.
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1 Introduction

A specific feature of the development of information technology is the continuous qualitative complication of their fields of application. We can highlight technologies for automating the process of solving complex computing issues; management of facilities and production processes; collection, accumulation, storage and use of large volumes of information; formation of managerial decisions to ensure a level of security not lower than a given military-political state, etc. The use of neural network technologies is becoming more extensive every year, especially in the economic field. New methods are being discovered; new models of neural networks are being created. Currently, the main application of neural networks in the economy is the prediction of markets, optimization of commodity-money flows, analysis and generalization of various social surveys, prediction of the dynamics of political ratings, optimization of the production process, comprehensive diagnostics of product quality and much more.

In the majority of cases, designing of devices includes the stage of experimental adjustment of initial characteristics of these devices. First and foremost, it is connected with a large quantity of those factors, which are not taken into account in the course of the classical synthesis. Other methods of designing with utilisation of the speciality application-dependent software (for example, MicroWave Studio) do not allow to take these factors into account to the full extent as well, because of, particularly, due to the essential growth of the required computational capabilities.
Relevant articles[1] have demonstrated possibility of utilisation of the artificial neural networks as the computational device, which accumulates knowledge and makes it possible to include elements of the artificial intelligence into the process of designing. Neural networks provide a universal way of solving many non-standard problems, they can comprehend complex nonlinear dependencies and self-improvement, learning in the process of use. The use of systems built on their basis is efficient, relatively simple and cost-effective. Therefore, it is not surprising that the growing interest in this technology has led to a significant expansion of the scope of its application, the emergence of a multitude of different approaches, training algorithms, software products, application options. Specific features and main difficulties were considered in respect of their utilisation in the problems, which differ from the problems, which are considered as classical problems for their solving with the help of the neural networks[2]. Prospects of such an approach are determined by timeliness, applicability and cost effectiveness of the focused attention, investigation in this direction[3].

Special interest[4] is connected with utilisation of the neural networks in the course of solving the problems, which are connected with operation of devices in the complicated technical conditions. In respect of these devices, it is worth to say the following: they are characterised by the essential range of change in the output characteristics. In addition, their output characteristics essential differences from the computational characteristics within the filter rejection band. What is more, as of today it is difficult to ensure mathematical forecasting of these differences (such forecasting can be only performed with significant errors), and it is very difficult to adapt conditions of operation of such devices to the state-of-the-art conditions of economic management.

Accelerated development of high technologies has caused an essential growth of the actuality of those spheres of special scientific interests, which are connected with mathematical Simulation of processes and phenomena[5]. As a rule, simulation of real-life objects of the outside world is accompanied by the by essential by difficulties, which occur at the stage of the problem statement already[6]. For the most part, these difficulties are caused by imperfections of the computational methods and facilities for the implementation of these methods. Therefore, these difficulties are the reason of existence of the great quantity of the unsolved problems, which occur in the course of: investigation of aerodynamic models; investigation of hydromagnetics and astrophysics problems; simulation of processes of the solid-state physics on the condition of presence of phase transitions taking into account of quantum effects, and so on[7]. The problems, which have incorrect statements and no optimal algorithms for solving them, become the particularly topical problems. Strictly speaking, the artificial neural networks are used in the course of solving precisely these problems, for the most part[8].

As of today, there are no any generally accepted definitions of the artificial neural networks, however, it is very important to understand differences between artificial and biological neural networks, which are immeasurably more complicated networks as compared with the mathematical models, on the basis of which the artificial neural networks are created[9]. The state-of-the-art artificial neural networks consist of the great quantity of simple processor elements along with the certain quantity of the local memory elements (of neurons), which are combined with each other with the help of the discrete or continuous communication channels[10]. The problems, which are usually solved with the help of the artificial neural networks, are subjected to decomposition; they must be divided into a great number of local problems, each of which can be solved with the help of the special neuron through implementation of the certain algorithm of the local data processing[11]. Among the problems solved by neural network packages in the field of economics and finance, the following can be mentioned: price forecasting; property valuation; forecast of futures quotations; forecasting currency exchange rates; research of demand factors; insurance risk analysis; optimization of catalog trading, etc. In the field of economics and finance, the following neural network packages are mainly used: Brain Maker, Neuroforester, The AI Trilogy (“Trilogy of Artificial Intelligence”). As concerns the artificial networks, there also exists such a concept as training, which is the special process that ensures adjustment of the network parameters in order to increase the efficiency of its functioning[12]. There exist two main approaches to the training of the artificial neural networks in accordance with the following names: supervised training (learning with a teacher) and non-supervised training (learning without a teacher)[13]. Learning with a teacher is connected with the existence of the learning sample, that is, a certain set of solutions[14].

Another well-known approach is connected with utilisation of the neural network as the universal approximator of functions. Therefore, certain types of splines, for example, B1-splines can be obtained through superimposition of the piecewise-linear activation functions[15]. If one will use such splines as the basis functions, it is possible to find a solution for the system of the linear algebraic equations through the selection of the relevant coefficients of the data of splines[16]. With the purpose of implementation of this approach, the feed-forward artificial neural networks along with the relevant piecewise-linear activation functions are usually utilised[17].

If one would waive restrictions in respect of the form of the neuron activation function, then it would be possible to find out a more state-of-the-art approach to the solution of the boundary-value problems. This approach would be based on the property of approximation of functions, which is typical for the feed-forward artificial neural networks[18,13]. Architecture of the neural network must ensure availability of the parameter, which must be close to the analytical parameter and correct value of which is usually defined through the training, process of which is to be implemented in accordance with the criterion of minimisation of the error function[19].

Major part of the boundary-value problems can be described with the specified degree of accuracy with the help of a certain set of solutions of local problem, each of which describes the dynamics of processes in the fixed point of the certain area[20-22]. Cellular neural networks are based on utilisation of such an approach, within which each neuron is combined with the fixed quantity of the neighboring neurons with the help of the communication channels.

Interest in the use of artificial neural networks in the economy is growing every day. They have proven themselves in solving many applied financial and economic problems. Artificial neural networks are irreplaceable for the high-quality processing of colossal data streams, without which it is very difficult, and sometimes even impossible to adequately evaluate the market situation and make the right decision. All this necessitates further study, development and implementation of the apparatus of artificial neural networks in practice[23,24].
2 Materials and methods

Specification of the experimental investigations was approved in the following manner:

The goal of the investigation: to investigate quality of operation of the selected method of forecasting depending on the parameters of experiments with help of standard samples of data from 5 min, 10 min, 30 min, 1 h, and daily reports of equipment.

Standard samples of the data are used in order to have a possibility for comparison of the investigation results in accordance with the selected method of forecasting with results in accordance with other methods.

Parameters of the experiment: quantity of inputs of the forecasting model (from 2 to 6); quantity of the forecast steps (from 1 to 10); method of forecasting (training of the model by several steps ahead at once or training by one step ahead, and then substitution of forecasts as inputs (in the course of the predetermined number of times)); investigation of parameters of the equipment functioning (parameters as such) or investigation of increments of these parameters.

Specific features of samples: all samples are randomised ones with the purpose of inclusion of the higher quantity of patterns to the training process (within the training sample).

As usual, both direct, and iterative methods, as well as their various combinations (hybrid methods) are used for solving the boundary-value problems with the help of the artificial neural networks (ANN). In principle, major part of these methods is reduced to solving the system of the linear algebraic equations, which are defined as the result of discretisation of the relevant area. It is worth noting that utilisation of direct methods in this sphere is the traditional operation, which (for the most part) is implemented as mapping of the obtained system of the linear algebraic equations into the architecture of Hopfield type. Then process of solving is based on the minimisation of the energy function of the neural network [25].

In this article, we have been used the methods, which are usually implemented in order to ensure formation of the objective function of designing of the stable technological system. Such a system can be used as the model for implementation of the self-diagnosis principles, as well as for formation of the comprehensive understanding of possibilities of the technological equipment in respect of the autonomous decision-making.

3 Results and discussion

The network is based on the Takagi-Sugeno fuzzy inference rules, but trigonometric polynomials are used in the consequents of rules. The choice of the trigonometric polynomials as approximation functions is caused by their high approximation capacity.

Within each such rule, membership functions correspond to clear inputs of the fuzzy system. Values of membership of inputs to the terms of fuzzy rules are calculated with the help of these membership functions. Then, values of membership of the population of inputs of the fuzzy system to all rules are calculated with the help of the T-norm (triangular norm) operation in the form of the product. In parallel to this process, values of the (pre-trained) trigonometric polynomials are calculated in the consequents of the fuzzy rules for each rule depending on the values of the system inputs. Then, all values of functions, which were obtained from each of these rules, are summed as weighted values in accordance with the values of membership, which were obtained following calculation of values of the term sections of these rules.

The following conclusion was proved with the help of the universal approximation theorem (by fuzzy systems): training of the TSK neural network (Takagi-Sugeno-Kang network) for the retrospective forecasting may be reduced to the problems of clustering of several quadratic optimization problems, as well as to the problems of the independent training of consequents of fuzzy rules.

New method of training of the TSK network was developed on the basis of the above-stated conclusion.

Procedure of formation of the antecedents is classical one. As concerns the sample of the data (provided that this sample corresponds to the inputs of the network), method of the differential grouping is used, while then (in accordance with the results of the differential grouping) k-means method is used. This results in occurrence of the necessary quantity of the input rules, as well as in occurrence of the centers of membership functions of the terms. At this stage, parameters of the functions of membership-deviation are selected the same. At the next step, these parameters are adjusted with the help of the methods of the quadratic programming, as well as with the help of the considerations, which are presented below. Functions of membership are selected as the Gaussian functions:

$$\mu_k(x_i) = \frac{1}{\sqrt{2\pi} \sigma_k} e^{-\frac{(x_i - \mu_k)^2}{2\sigma_k^2}}$$  \hspace{1cm} (1)$$

where, \( \mu \) is microparticle; \( k \) is cluster; \( x \) is function argument vector; \( j \) is local parameter equal 1, \( n \); \( e \) is Euler number; \( c \) is fundamental physical constant; \( \sigma \) is root-mean-square deviation.

Let us assume that \( A_k \) (where \( k = 1, K \) is the collection of points of the data sample, which are included to the cluster \( k \), while \( K \) is the total quantity of the clusters, which comply with the rules of the fuzzy system.

In order to adjust the rules in such a manner that in the cases, where a point moves to the input of the fuzzy system, then the antecedent of the rule, to which this point belongs, would show the degree of membership at the level “1”. As concerns other rules, then value of membership of the antecedent would be changed in inverse proportion to the increase in the distance of this point from the centers of membership functions of the antecedents. Therefore, in these cases it would be appropriate to perform the following approximation:

$$\prod_{j=1}^n \mu_k(x_{ij}) = 1$$

$$\prod_{j=1}^n \mu_k(x_{ij}) = 1 - \frac{1}{\max \left| x_{ij} - c_{ij} \right|}$$  \hspace{1cm} (2)$$

where, \( n \) is an integer; \( i \) is local parameter equal 1, \( L; A_k \) is the set of data points belonging to cluster \( k \).

Upon completion taking logarithms of the left-hand and the right-hand members of the equalities ( \( k=1, K \) and after introduction of the designations (3), (4), (5):

$$h_{ij} = -\frac{(x_{ij} - c_{ij})^2}{2}$$  \hspace{1cm} (3)$$

$$p_{ij} = \frac{1}{\sigma^2}$$  \hspace{1cm} (4)$$

$$\prod_{j=1}^n \mu_k(x_{ij}) = 1 - \frac{1}{\max \left| x_{ij} - c_{ij} \right|}$$  \hspace{1cm} (2)$$

where, \( n \) is an integer; \( i \) is local parameter equal 1, \( L; A_k \) is the set of data points belonging to cluster \( k \).
Reduced to inversion of the matrix is

\[ g_i = 0 \]
\[ (x_1, x_2, \ldots, x_n) \in A_i \]
\[ g_i = \log(1 - \frac{\| x_i - c_i \|}{\max_{j} \| x_j - c_j \|}) \]

where, \( h \) is Planck’s constant; \( p \) is the number of neurons in the neural network; \( g \) is Landé g-factor; \( n \) is an integer.

We will obtain the systems (6):

\[ \sum_{j=1}^{n} h_{ij} p_j = g_i \]
\[ j = 1, L \]
\[ i = 1, n \]

While after introduction of the designations (7)-(9):

\[ H_k = \| h_{ij} \|_{i=1}^{n} \]
\[ p_i = \| p_j \|_{j=1}^{n} \]
\[ g_i = \| g_j \|_{j=1}^{n} \]

where, \( H \) is magnetic field strength.

It would be possible to rewrite the systems (6) in the matrix form (10):

\[ H_k p_i = g_k \quad k=1, K \]

Therefore, in order to find out the parameters \( \sigma_0 \), it is necessary to solve the problem of the quadratic programming in Equations (11)-(12):

\[ \min_{p_i} (H_k p_i - g_k)^T (H_k p_i - g_k) \]
\[ P_{ij} \geq 0, \quad j=1, n \]

where, \( T \) is the period of oscillation.

In the course of training of consequents, each consequent has its separate training course within its own multi-level with the purpose of minimisation of its own criterion \( E_{\text{ci}} \). In order to ensure such training, it is possible to apply the principle of the neural network cell.

The radial basis network is the fuzzy neural network within the class of the networks, which utilise the fuzzy logic inference (Takagi and Sugeno). Let us use the following designations: \( x_1, \ldots, x_n \) – inputs of the neural network; \( f_i, i = 1, L, k \) – radial basis functions, values of which depend on the inputs of the neural network. In this article, we have used functions of the Gaussian form in Equation (13):

\[ f_i(x) = \exp\left\{ -\frac{\| x - c_i \|^2}{2\sigma_i^2} \right\} \]

The following designations are used in Equation (13): \( x = (x_1, \ldots, x_n) \) – vector of the function arguments (of the neural network inputs); \( c_i = (c_{i1}, \ldots, c_{in}) \) – center of the radial basis function, and \( \sigma_i \) – “scatter” of the radial basis function.

The values of the network inputs are transferred to the calculation units of the radial basis functions. Then, the values, which would be obtained at the outputs, will be multiplied by the relevant weights and will be added to each other. Therefore, we would obtain the output of the radial basis network.

It is usual practice to select the input values of the learning sample of the data as the “centers” of the radial basis functions. At the same time, “scatters” are selected by the expert as the values that are equal to each other.

Let us denote the output of the neural network as “y”. Then this output will be determined by Equation (14):

\[ y = \sum_{i=1}^{n} w_i f_i(x) \]

where, \( y \) is the vector of desired network outputs; \( w \) is corresponding weight vector.

Let us assume that there exists the training sample of the data \( (x_1, x_2, \ldots, x_n, y), j = 1, \ldots, L \). Let us introduce the following matrix and vector notations: \( y = (y_1, \ldots, y_L) \) – vector of the desired outputs of the network; \( F = [f(x_1, \ldots, x_n, y), j = 1, \ldots, L, i = 1, \ldots, k \) – matrix of the relevant outputs of units of the radial basis functions; \( w = (w_1, \ldots, w_L) \) – relevant weight vector, then it is possible to rewrite Equation (14) into Equation (15):

\[ y = Fw \]

where, \( F \) is the square matrix; \( w \) is corresponding weight vector.

Because of it is possible to denote \( L = k \), then, in this case, \( F \) square matrix, for which (in accordance with the Michelli’s theorem) relevant inverse matrix will always exist. If we will fix the value of \( \sigma \), then problem of training of the neural network is reduced to inversion of the matrix \( F \) and multiplication of this inverse matrix by vector ‘y’.

However, if \( L \neq k \), then the problem of adjustment of weights is reduced to the process of finding the pseudo-equal matrix \( F \).

It is usual practice to select “scatters” as the values that are equal to each other. However, the following disadvantage of such an approach is obvious at once: selection of “scatters” depends on the specific problem. In addition, inversion of the matrix is connected with the essential computational efforts. The article, which is devoted to the training of the network, proposes to use the genetic algorithm in order to solve this problem. It is solution of the problem, but such a solution cancels the main advantage of the radial basis network: high learning rate.

In order to ensure learning of the weights, it is proposed to fix the value “of the scatter” for clarity of the computations (subsequently this restriction will be cancelled). In this case, learning is reduced to utilisation of the least-square method in order to restore the linear dependence on the single variable. In this article, we have used precisely this method of learning of the weights of the radial basis network. In addition, we have proposed the method of the learning of the values “of scatters”.

This method is also reduced to utilisation of the small neural network in order to restore dependence on the single variable.

Hereinafter the following designation will be used (16):

\[ \hat{k}_i = \frac{1}{2\sigma_i^2} \]

Value \( k \), from Equation (16) will be called the coefficient of contraction within this article.

Therefore, this article proposes to select two implementations of the data sample provided that these implementations would be situated as far apart as possible in accordance with the Euclidean metric. It will be assumed that these two implementations are the centers of two radial basis functions, which create a new network. Values of the coefficients of contraction for the Gaussian functions are selected as the values that are equal to each other. Then, with the help of the approach on the basis of the Michelli’s theorem, it is possible to restore both weights of the radial basis function. Then all implementations of the learning sample of the data are transmitted through the constructed neural network. If the common error of operation of the network would be lesser than the acceptable value, then synthesis and training of the network is completed, otherwise – the following step. At each step, values of the weights, which were obtained earlier, are not changed, while each new weight minimises the inaccuracy of the network at the previous level.
Let us assume that "p" weights are already restored. Now we have to select the implementation with the greatest inaccuracy from those implementations of the data sample, did not take part yet in the synthesis of the network and in the learning of weights. Input values of the selected implementation of the sample initiate the center of a new neuron of the radial basis network (of a new unit for calculation of values of the radial basis function). The coefficient of contraction is selected as the value that is equal to the coefficients of other neurons (hereinafter this restriction will be cancelled). The entire input part of the implementations of the learning data sample, which took part already in the synthesis and learning of the network, as well as new implementation, are transmitted through the network, which was synthesised and learned in the course of the previous step. Therefore, we will obtain "p+1" deviations of outputs of the network from the desired values of outputs:

\[ e_i = y_i - d_1, \ldots, e_{p+1} = y_{p+1} - d_{p+1} \]  

(17)

where, \( d \) is deuterium.

Designations within Equation (17) are as follows: \( e_i \) — deviation of the obtained value of the neural network output \( y_i \) from the real-life value \( d_i \).

The goal of the learning is to find such value \( w_{p+1} \), which will ensure the existence of the system of Equation (18):

\[ f_{p+1}(x)w_{p+1} = e_i, \quad i = 1, \ldots, p+1 \]  

(18)

It is worth noting once again that subscript "1" does not define the sequential number of any implementation within the learning sample of the data. This subscript defines the sequential number of the neuron of the radial basis network, while \( x \) (in accordance with the relevant agreement) defines the center of the relevant neuron.

With the help of the least-square method, we will obtain the following equation:

\[ w_{p+1} = \frac{\sum_{i=1}^{p+1} f_{p+1}(x_i)w_i}{(f_{p+1}(x))^2} \]  

(19)

The implementations of the data sample, which did not take part in the synthesis and learning, “are transmitted” through the network. If common error would be lesser than the predetermined acceptable value, then process of the network synthesis is completed, otherwise, we have to go to the following step.

The above-discussed algorithm of the neural network learning makes it possible to ensure quick learning of the neural network without wasting time for inversion of great matrices. In addition, this algorithm makes it possible to waive of the learning methods, which ensure convergence of the process of learning during infinite quantity of the learning iterations.

However, this method has an imperfection: similarity of values of the coefficients of contraction. Below we propose a relevant idea in order to solve this problem. Firstly, general output of the radial basis neural network has an inessential influence upon the coefficients. Therefore, in the course of learning \( k_i \) it is not necessary to take into account values of the weights \( w_i \). In addition, (in accordance with the statement), part of the radial basis network, with the multitude of which the weights are connected, performs classification of the vector, which was transmitted to the input of the network. Therefore, in an ideal scenario, we would like to ensure that in the case of transmission of the certain vector from the learning data sample to the network input, the neuron, which corresponds to this input, would provide the biggest value "1". At the same time, other neurons would ensure other values provided that these values would depend on the distance between the point, which was transmitted to the network input, and the centers of the radial basis functions. Taking into account the Equations (13) and (16), as well as taking into account the considerations, which are described in this paragraph, it is possible to create the system of Equation (20):

\[ \exp\{-k ||x - c_j||^2\} = \begin{cases} 
1, & i = j \\
\frac{\max_j ||x - c_j||}{\max_j ||x - c_j||} & i \neq j 
\end{cases} \]  

(20)

where, \( k_i \) is the contraction ratio.

Within this system, subscripts "1" and "j" are changed from one to the values of the neuron quantity in the neural network.

Now, if we would introduce designations \( h_i = ||x - c_j||^2 \), take natural logarithms in respect of each equation in the system (20), as well as exclude identical equations from this system, it is possible to find out the system (21):

\[ -k_i h_j = \ln\left(1 - \frac{\max_j ||x - c_j||}{\max_j ||x - c_j||}\right), \quad i \neq j \]  

(21)

It is possible to define values of the coefficients contraction with the help of the small neural network:

\[ k_i = -\sum_{j=1}^{d_i} h_j \ln\left(1 - \frac{\max_j ||x - c_j||}{\max_j ||x - c_j||}\right) \]  

(22)

If we will average all coefficients, then it would be possible to find out the classical case, where coefficients of contraction of all neurons are on the same level.

In the course of practical application, it is proposed to introduce neurons selectively. If the quality of functioning of the network is increased essentially as the result of addition of a neuron, then it is necessary to apply the above-described algorithm. If this is not the case (increase in quality of functioning of the network is inessential as the result of addition of a neuron), it is necessary to do the following: either to retrofit the network with the help of the RLSM (recursive least-square method) without creation of a new neuron, or ignore this information completely.

In the course of planning activities of the system at the level of its formation approach to the forecasting with the help of the fuzzy logics and the Hurst exponent is usually implemented. Figure 1 shows the process of implementation of the method schematically.
As it is evident from the above Figure, three independent models are constructed on the basis of the existing data sample from the very beginning of implementation of this method. Each of these models is based on its own assumption concerning degree of persistence of the process. Parameters of models are restored and outputs of these units are transferred to the unit of the result aggregation in accordance with these assumptions. In parallel to the above-described process, another process is performed: calculation of the Hurst exponent of the temporal series of the relevant process. The calculated value is subject to fuzzification. Fuzzification is to be implemented on the basis of the assumption that any process includes locally non-deterministic components, in respect of which it is not possible to state unambiguously that they are black, white, or pink noises.

Upon completion of the fuzzification procedure, final output is calculated as the weighted sum of the models, which were restored earlier in accordance with various assumptions in respect of the composition of the locally non-deterministic components. The degrees of membership of the process to one of three above-described kinds are precisely weights of the models.

Complexity of this approach is caused by the fact that this process (in the course of its functioning) can change its membership to one of three varieties in a gradual manner depending on various factors (which are frequently unknown). Therefore, in the case of change in membership of the process, it is necessary to analyse another kind of model and construct this model from the very beginning.

At the same time, on the basis of the assumption concerning fuzziness of the process type, it is possible to construct three “clean” models and then adapt them in a gradual manner (in the course of time). In this case, degrees of membership will demonstrate, to which of three models this process is “closer”. Therefore, this method would have greater possibilities in the course of selection of models.

In order to ensure forecasting, this approach can be implemented in the following manner. The Hurst exponent is calculated on the basis of the temporal series of this process. Then, the model temporal series are constructed with the help of the inverse fast Fourier transform (as it was proposed by Croweover). They are constructed on three assumptions: the Hurst exponent is equal to 0; if it is equal to 0.5, then the forecasted value of the temporal series trend is assumed; if it is equal to 1, then the previous value is assumed as the forecasted value. At this stage, it is necessary to add the normalized first values, which were obtained from the model temporal series, to the current value of the process, which is subject to forecasting. Then fuzzy weighting is performed in accordance with the manner, which is already described above. At the next step, new real-life value is taken and in order to add next normalized model values, etc. Therefore, it is possible to call such an approach to forecasting as the adaptive method of forecasting, which is based on the decomposition of the noise component in accordance with the noise bases.

The investigations with the help of the above-described methods were performed in order to confirm one of the mutually exclusive hypotheses: is there a universal method of forecasting or each method is efficient in its own specific situation?

It was proved that the neural network (according to Mamdani model) is the best in accordance with value of the criterion, which estimates quality “on the average”. The adaptive linear estimator (estimation algorithm) was the best in accordance with the values of the criterion, which estimates maximum deviation.

Below we describe the process of the designing and implementation of the automatic system of the equipment monitoring and making decisions on the basis of the neural networks, which utilise the multiagent approach, as well as the theory of the fuzzy optimization. We have performed the comparative analysis of these systems in order to determine their horizons of maximum efficiency. Then we compare these automatic systems and the systems, which are known already. Let us call this system as the automatic system of making technological solutions (ASMTS). As a rule, the ASMTS consists of the units, which are presented in Figure 2.

![Generalized structural and functional diagram of the ASMTS](image_url)

As it can be seen from the above Figure, the ASMTS must perform three actions: to forecast meaningfulness of the technological tools, with which this system works (Unit of analysis of parameters of the technological tools); to distribute available information concerning abnormal situations between the technological tools, with which this system works (Decision-making unit); as well as to estimate efficiency of operation of its components (Unit of the system self-assessment).

However, if we now would specify this diagram in detail, then the first ASMTS, which was developed, was the ASMTS on the basis of the fuzzy portfolio theory. Key component of this ASMTS is the diversification unit on the basis of the fuzzy theory. After the moment, when forecasts of values of the equipment components will be obtained (in the form of the fuzzy triangular numbers), the problem of the efficient distribution between the equipment components occurs. Theory of the fuzzy optimization is used with this object in view. The formal meaning of the optimization problem is as follows (23):

\[
\sum_{i=1}^{n} r_i x_i \rightarrow \max, \quad \beta(x, r, r^*) \leq \beta
\]

\[
\sum_{i=1}^{n} r_i y_i = 1, \quad x \geq 0, \quad \forall i = 1, ..., n
\]  

(23)

where, \( r \) is expected fault tolerance; \( \beta \) is Beta function; \( \forall \) is universal quantifier.

The objective function includes the following components: \( r_i \) – expected fault tolerance of the \( i \)-th component of equipment in the forecast for the period of time \( T \); \( x \) - share of the fault tolerance of the \( i \)-th component of equipment; \( n \) – the total quantity of the equipment components. Therefore, a criterion is established as follows: maximization of the expected period of operation of the entire equipment.

The first restriction means that there exists the following requirement: risk of the inefficient utilisation must not exceed a certain level. If values have membership functions of the triangular form, then it is possible to write down the risk function
in the following manner (24):

$$
\beta(x, r, r') = \beta(x_1, \ldots, x_n, r_{\min}, \ldots, r_{\min}, r_1, \ldots, r_{\max}, \ldots, r_{\max}, r'_{\min}, \ldots, r'_{\max})
$$

(24)

The designations \((r_{\min}, r, r_{\max})\) in the formula (24) as the fuzzy (triangular) number require special explanations. These designations are minimal value, the most expected value, and maximum value, respectively. \((r_{\min}, r', r_{\max})\) is the triangular fuzzy number of the criterial quantity, that is, the value of the fault withstand ability, below which relevant equipment component is considered as inefficient one.

Definition of the risk function is based on the probability of the parameter movement to the zone of the inefficient parameters of functioning.

Figure 9 presents arrangement of the membership functions of the criterial value of the portfolio yield and value of the portfolio yield, which is expected.

If we use \(\phi(\alpha)\) to denote the geometrical probability of the parameter movement to the zone of inefficiency depending on the level \(\alpha\), then it is obvious that the following formula is correct and valid:

$$
\phi(\alpha) = \frac{S_n}{(r_2(\alpha) - r(\alpha)) (r_2(\alpha) - r_1(\alpha))}
$$

(25)

where, \(\phi\) is arbitrary function; \(\alpha\) is energy level; \(S\) is area.

Let us assume that “\(c\)” will hereinafter denote a certain constant value. In this case, level of the risk can be determined as the mathematical expectation of the parameter movement to the zone of inefficiency in respect to all levels of \(\alpha\) (energy levels) with the help of the formula (26):

$$
\beta = \int_0^1 p(\alpha) \phi(\alpha) d\alpha = \int_0^1 \phi(\alpha) d\alpha
$$

(26)

where, \(d\) is deuteron.

In order to ensure that the risk function would be changed within the range from 0 to 1, it is necessary to introduce another normalizing condition (27):

$$
\int_0^1 p(\alpha) d\alpha = 1
$$

(27)

where, \(p(\alpha)\) is probability density of the parameter movement to the energy level \(\alpha\).

Situation, where \(p(\alpha) = \text{const}\), is investigated sufficiently well already. In this case, formula (26) will be written as follows:

$$
\beta = \int_0^1 p(\alpha) \phi(\alpha) d\alpha = \int_0^1 \phi(\alpha) d\alpha
$$

(28)

Another two risk functions were proposed. The first of them is connected with the situation, where probability density of the parameter movement to the energy level is changed in proportion to value of the energy level. It is a natural situation, because of the higher speed is required in order to achieve success of the project. However, in this case, higher amplitude of oscillations, and this fact transforms the risk of the parameter movement to the zero level (the level, which requires the higher speed) into the zero risk. Such risk function is determined by the following formula:

$$
\beta = \int_0^1 p(\alpha) \phi(\alpha) d\alpha = \int_0^1 \phi(\alpha) d\alpha = \int_0^1 t \phi(\alpha) d\alpha
$$

(29)

where, \(t\) is time.

In addition, the article has proposed the approach, which ensures minimization of operation with non-fuzzy values of the risk function. Essence of this approach is connected with the fact that for the situations, where \(\phi(\alpha) = 0\) or \(\phi(\alpha) = 1\), probability density is equal to zero \((p(\alpha) = 0)\), that is, these situations are rejected as non-productive ones. In this case, if we will denote the significance level as \(\alpha_t\), where \(\phi(\alpha) = 0\) or \(\phi(\alpha) = 1\), then formula (26) will be written as follows:

$$
\beta = \int_0^{\alpha_t} p(\alpha) \phi(\alpha) d\alpha
$$

(30)

In the context of the fuzzy theory, formula (23) is commonly referred to as the direct problem. The problem, which is the dual problem in respect of the direct problem, is formulated as (31):

$$
\beta(x, r, r') \rightarrow \min
$$

(31)

Specific feature of the formula (23) is connected with the fact that power of the set of the obtained solutions can exceed one, therefore it is inexpedient to apply the methods of the local optimization, which allow only one solution (unambiguous solution). In a number of articles, it was shown that the risk function for the situation, which was described in the present article, has a convex nature. This fact is the basis of the majority of the methods, which are used for optimization of the fuzzy making decision concerning expedience of performing operations with the help of the relevant equipment.

The problem (32) is a more practically significant one as compared with the previous problems:

$$
\sum_{i=1}^{n} r_i x_i \rightarrow \max, \beta(x, r, r') \rightarrow \min
$$

(32)

In order to solve the problem (32), we have used the method of solving the multicriteria nonlinear problems with the help of the linear additive convolution in order to reduce this problem to the single-objective problem. User of the ASMTS before beginning of operation with this system must define the weight for all criteria. Let us assume that \(w_1\) is the weight of the criterion of efficiency, while \(w_2\) is the risk criterion weight, \(w_1 \geq 0, w_2 \geq 0, w_1 + w_2 = 1\). Independences are solved with the help of the optimization problems in the absence of one of the criteria. Let us assume that after solving the optimization problems we have obtained the minimal value of the fault tolerance \(r_{\min}\) the maximum value of the fault tolerance \(r_{\max}\), the minimal value of the risk level \(\beta_{\min}\) the maximum value of the risk level \(\beta_{\max}\). Then problem of optimization of the fuzzy logistics (32) may be reduced to the form (33):

$$
\frac{r_{\max} - \sum_{i=1}^{n} r_i x_i}{r_{\min} - r_{\min}} \left(1 + w_1\frac{\beta_{\max} - \beta_{\max}}{\beta_{\min} - \beta_{\min}} w_2\right) \rightarrow \min
$$

(33)

This problem can be solved with the help of the nonlinear programming methods already. It is solution of the formula (33), which is the basis of the Decision-making unit (Diversification unit) of the ASMTS on the basis of the fuzzy theory.

The ASMTS on the basis of the multiagent approach excludes the centrally-controlled distribution. To be more accurate, from the very beginning of operation of the ASMTS, equipment components are distributed among the agents (such distribution is developed with the help of the certain tool and within a certain
 timeframe). In the course of implementation of the next periods, each component of equipment makes its own decision in the course of operation: either to use the data, which it has, autonomously or to transfer these data to the more efficient decision-making center. Therefore, process of the equipment functioning is not distributed by the single decision-making unit in respect of the entire system; such decisions are made by the distribution unit for each specific component of equipment.

In more detail, there exists certain quantity of the decision-making centers within the system, and each center operates at its own horizon and with the help of its tools. They interact with each other with the help of the database (MySQL) and memory areas of Windows are divided between them. They provided each other with the information concerning their forecasted periods of the information provision, their forecasted fault tolerance, as well as the forecasted level of the risk. Then the information in the form of the set of such triads, which was obtained by each equipment component (which plans to make a decision), makes it possible to distribute relevant decision, thus having been solved the optimization formula (34).

\[
\begin{align*}
\max & \frac{1}{S_j} \sum_{i=1}^{n} f(L_x_i) \\
\min & \frac{1}{S_j} \sum_{i=1}^{n} \delta L_x_i \\
\min & \frac{1}{S_j} \sum_{i=1}^{n} f(L_x_i)
\end{align*}
\]

\[
\sum_{i=1}^{n} L_x_i \leq S_j, \quad x_i \in N \cup \{0\}, \quad i = 1, \ldots, n
\]

(34)

where, \( L \) is length; \( \delta \) is inexact differential; \( N \) is normal response force.

It is this system, which is capable to make decision that not only behavior of certain units or machines will be designed and forecasted, but all decisions (on the whole), which will define potential fault tolerance of equipment will be designed and forecasted as well.

4 Conclusions

These experiments have demonstrated that each of the forecasting methods under investigation has been better than other methods at the certain values of the experimental parameters. Quality of the forecasting systems is formally decreased along with the growth of the horizon number; however, range of the tolerable errors in the course of forecasting is increased at the same time. Therefore, it is possible to say with reasonable confidence that methods of forecasting work at all horizons, which have been investigated, with the same efficiency. Quality of forecasting depends on the specific tool, which is analysed. Reason for such dependence is connected with different volatility of the tools. Forecasting of increments have ensured the better values of the quality criteria as compared with the method of forecasting values as such, and it is possible to explain this fact as follows: this process is closer to the stationary conditions. One-step method of forecasting is more efficient (from the practical point of view) as compared with the multistep method of forecasting, because of difference in the quality of forecasting for both these methods was not essential. For example, utilisation of the network (Mamdani model): the single-step method has ensured value of the absolute criterion at the level of 2.61, at the time when the multistep method has ensured this value at the level of 3.01), while for utilisation of the single-step method it is necessary to have only one neural network after relevant learning (for utilisation of the multistep method it is necessary to ensure learning process several times).

Multiple applications of implementations of the forecasting methods have caused occurrence of the problem of the learning stability for many of these methods. Each method has its own techniques for overcoming this problem. Particularly, as concerns, the radial basis neural network, the necessity of analysis of increments (analysis of values as such) through the problem of oversaturation was experimentally confirmed. Similar problem exists also for the TSK network with trigonometric polynomials, but in accordance with the approach, which is described in the article, the input data are normalised automatically.

As concerns quantity of inputs of the model “on the average”, it is possible to state that quantity of the model inputs at the level from 3 to 5 was sufficiently efficient parameter practically for all methods of forecasting (except for the method of forecasting with the help of the model of fuzzy chaotic oscillations).
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