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Abstract—Vehicle trajectory prediction is essential for enabling safety-critical intelligent transportation systems (ITS) applications used in management and operations. While there have been some promising advances in the field, there is a need for modern deep learning algorithms that allow real-time trajectory prediction on embedded IoT devices. This article presents DeepTrack, a novel deep learning algorithm customized for real-time vehicle trajectory prediction and monitoring applications in arterial management, freeway management, traffic incident management, and work zone management for high-speed incoming traffic. In contrast to previous methods, the vehicle dynamics are encoded using Temporal Convolutional Networks (TCNs) to provide more robust time prediction with less computation. DeepTrack also uses depthwise convolution, which reduces the complexity of models compared to existing approaches in terms of model size and operations. Overall, our experimental results demonstrate that DeepTrack achieves comparable accuracy to state-of-the-art trajectory prediction models but with smaller model sizes and lower computational complexity, making it more suitable for real-world deployment.

Index Terms—Vehicle trajectory prediction, deep learning, temporal convolutions, DeepTrack.

I. INTRODUCTION

WITH the advent of high-speed communication systems and unprecedented improvements in trajectory predicting, we are closer to implementing a fully connected (vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I)) and fully-aware transportation system than ever before. The increasing push towards autonomous driving and thrust for designing the best in class crash-avoidance systems at the edge has resulted in development of trajectory prediction algorithms with better than 90% accuracy for up to 5 seconds in the future. The use of such high accuracy models in safety-critical systems for crash avoidance and accident prediction can result in precise time-to-collision (TTC) prediction [29], which can prove instrumental in avoiding accident-related injuries and saving many lives.
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Fast and effective prediction of future paths of surrounding vehicles and consequently making automated adaptive decisions will improve the safety and efficiency of autonomous vehicles and driving assistance systems, especially in complex and less predictable scenarios caused by major contributors to accidents. Agile and accurate trajectory predictions will also improve the decision-making of autonomous vehicles towards enhancing ride comfort, energy consumption, and traffic congestion [30], [38]. In 2019, there were 36,096 fatalities on roadways in the United States [36], [37]. NHTSA (2019) also estimates that 11.9% of them involved a vehicle maneuvering in a manner that may be unpredictable to the other drivers (i.e., turning left or right, stopping or slowing in traffic, merging/changing lanes, or passing another vehicle). Such crashes at highway speeds, given the short TTC and limited distance range, cannot be prevented with vision-based systems alone [41].

Real-time trajectory prediction on-spot is a quite challenging task due to the uncertain and dynamic nature of roadways. We often observe many non-linearities on vehicle trajectories, stream from nearby vehicles or the number of available lanes (environmental factors), or individual decisions or preferences (intrinsic factors). Predicting multiple possible trajectories for an active subject in the scene [15], [38] is a common practice. These trajectories are ranked based on the probability distribution of the prediction model, which makes them inherently less practical in real-time scenarios. Some recent approaches also consider the interactions of the nearby vehicles to successfully predict the path of a moving vehicle [15], [21]. However, they often have a relatively large model size and high computational complexity. A larger model size translates to higher storage requirements and higher system cost [31]. Smaller model size translates to faster performance and low memory requirement. Data storage and compression mechanisms are also crucial to reducing the system size and cost in V2X infrastructure.

This article proposes DeepTrack as a novel deep learning algorithm with comparable accuracy to best-in-class trajectory prediction algorithms but with a much smaller model size and lower computational complexity. DeepTrack encodes the vehicle dynamics with the aid of Temporal Convolutional Networks (TCN) instead of well-established mainstream Long-Short-Term Memory (LSTM) units [20]. TCN, with its depthwise convolution as its backbone, can shrink the complexity of models and boost gradient flow for a more generalized trained model compared to LSTM-based solutions. We also augment DeepTrack with time attention modules to provide more robust time prediction with less computation.
accuracy with minimum computational overhead. For the experimental results and comparison, this article uses datasets provided by the Federal Highway Administration (FHWA) under Next Generation Simulation (NGSIM) program.

Compared to CS-LSTM [38], DeepTrack reduces Average Displacement Error (ADE) by 12.23%, Final Displacement Error (FDE) by 2.69%, and also reduces the number of operations and model size by about 21.67% and 43.13%, respectively. CF-LSTM [46] is outperformed by DeepTrack by 2.43% in terms of ADE while operations and model sizes are reduced by 22.37% and 43.75%, respectively. The DeepTrack model reduces the number of operations and model size by 22.84% and 12.61%, respectively, over STA-LSTM [30], while ADE is lower by 5.97% (around maximum of 15 cm) and FDE is lower by 2.77%.

Overall, the key contributions of this article are:

- A lightweight trajectory forecasting model to precisely predict the location of vehicle of interest up to 5 sec. in the future.
- A novel encoder design based to reduce the complexity and size of the overall network by at least 22% and 12% compared to state-of-the-art trajectory prediction models with comparable accuracy.
- An extensive analysis on design of proposed network highlighting the effect of various components on the performance.

II. RELATED WORK

Vehicle trajectory prediction networks are into three types, Physical-based, Maneuver-based, and Interaction-aware models [29]. The physical-based models [5], [39], [43] are designed using the laws of physics, maneuver-based models [4], [32] consider the driver intentions, and interaction-aware models [15], [23], [34] take surrounding vehicles and their interactions into account for motion and path prediction. Compared to traditional physical-based models and maneuver-based models, which have limited visibility and thus accuracy, interaction-aware models can achieve much better accuracies. In past, interaction conscious networks used to be Dynamic Bayesian [24], [28] or prototype trajectory models [8], [9]. With invent of the deep learning paradigm, many recent works use Long Short-Term Memory (LSTM) neural networks [27], [30], [47] to capture the information of the neighboring vehicles.

The work by Deo and Trivedi [15] combines LSTM encoding of the target vehicle with a Maneuver-based LSTM decoder to forecasts multiple trajectories based on maneuver classes. In [33], Mercat et al. also proposed LSTM based encoder-decoder architecture but avoid using predefined maneuver classes. It has self-attention layers in the middle that accept the encoded information of each vehicle for specific time instances. This helps in generating a fixed-sized input even when the number of vehicles in the scene might change. The performance of LSTM based model in [33] is better than most of the best in class trajectory predicting algorithms. LSTM-based trajectory prediction have also been proposed in aircraft trajectory prediction [3] for higher positional reliability and safety. The work by Xie et al. [46] proposes a Graph Convolutional Neural Network (GNN) [48] based teacher-student model that predicts higher accuracy trajectories than the previous models. The teacher model accepts frame-wise graph input built to reflect the positions of all the agents in the input frame. The student model uses LSTM based encoder-decoder for trajectory prediction and matches the congestion pattern of the teacher model to improve the accuracy of prediction.

DeepTrack uses TCN based novel encoder to grasp the positions of the vehicles in the scene as compared to LSTM encoders in modern models [33], [46]. The output of encoders will condense the details of vehicular interaction in the past using convolutional layers In the following subsection we discuss evolution and basic building blocks of a generic TCN architecture [7].

Another important aspect of intelligent traffic systems [42], [52] using deep learning models on the edge devices and connected vehicles is balancing memory requirements with equipment cost. Lin et al. [31] discuss the importance of saving data storage using compression techniques [35]. It is also shown that this can help in improving the travel time estimation error up to 65% along with reducing the on-board memory capacity. DeepTrack does not use message compression techniques. However, the model size and data storage capacity is directly related to overall equipment costs of the system [10]. A compact model such as DeepTrack can help designers save storage and lower the system cost.

III. MOTIVATION: APPLICATIONS OF REAL-TIME TRAJECTORY PREDICTION IN HIGHWAYS

Predicting vehicle trajectories on the highway offers a variety of safety applications, particularly where points of conflict increase between road users. There are expected V2I applications to aid active traffic management systems to divert traffic away from predicted conflicts through lane-use control signals, dynamic hard shoulder running, and variable speed limits [1], [16]. Leveraging predictions to calm traffic through speed reductions or divert upstream traffic away from high conflict zones would be expected to reduce the potential for other vehicles to be impacted by potential collisions or constrain traffic flow. Moreover, such predictions may also reduce the likelihood of “secondary crashes” occurring in the aftermath of primary crashes [50], which are estimated to account for up to 15% of all freeway crashes [40]. In congested freeway platooning conditions, free-flowing traffic is at risk of propagating increasing braking responses upstream due to downstream hard braking, close-call, or collision events. The increased braking responses, paired with slow response times, propagated upstream risk rear-end collisions. Providing real-time traffic control to upstream traffic based on downstream traffic predictions of safety-critical events may offer the potential to dampen the effects of traffic instability by reducing time lags in response [25].

Further, there are expected V2X applications which may reduce the risk of predicted vehicle trajectories into high-risk areas such as work zones or roadside emergency work areas by providing advanced alerting to on-duty workers to seek safety [51]. Emergency responders are at risk of being struck by vehicles while conducting traffic stops or attending to a crash. Often these crashes occur due to distracted or impaired
drivers unintentionally leaving their lane of travel [44]. Secondary crashes are also a risk for emergency responders when traffic is not properly controlled around and upstream from the scene [12]. Providing predictions of vehicle trajectories near the roadside, on-duty workers may also help to guide better traffic management through Portable Changeable Message Signs (PCMS) to alert drivers to risks in addition to emergency alerting to the workers themselves.

IV. DEEPTRACK

This section discusses the DeepTrack architecture in detail. The inputs of DeepTrack are defined as:

\[
X_{ego} = \left[ l_{t-h}^e, l_{l-h}^e, \ldots, l_0^e \right], \quad (1)
\]

\[
X_{nbr} = \left[ l_{t-h}^{nbr}, l_{l-h}^{nbr}, \ldots, l_0^{nbr} \right], \quad (2)
\]

where \( l_i = (x_i, y_i) \) is the position of vehicle \( i \) at time \( t \), \( h \) is number of seconds of the past trajectory used for prediction, \( X_e \) is the car of interest, \( X_{nbr} \) is neighbour cars, and \( N \) is the number of vehicles. The shape of \( X_{nbr} \) is shown in Fig. 1. In a similar way, the output can be defined as follows:

\[
\hat{y} = [l^1, l^2, \ldots, l^f]. \quad (3)
\]

A. Model Architecture

We present the proposed DeepTrack architecture in Fig. 2. It consists of an encoder, a Vehicular Interactive Aware Convolution (VIAC), and an LSTM trajectory encoder. In the following sections, we explain the design and working of each component.

1) DeepTrack Encoder: Inspired by the generic TCN architecture, we propose an encoder to reduce model complexity and memory footprint. Fig. 1 shows the structure of a single DeepTrack encoder block. The DeepTrack encoders embed vehicles’ path histories, both neighbors and target vehicles, into higher dimensions to capture their past trajectory. As opposed to previous works [15], [46], DeepTrack does not require dense layers to embed input features as needed for the LSTM encoder. Encoder convolutional operators capture and map the sequence of \( l_i \) by applying \( K = [2, k] \) as a kernel, where \( k \in \mathbb{N} | k \leq h \). As a result, DeepTrack has less model complexity, and better gradients flow from output to input during optimization.

B. Preliminaries and Problem Formulation

Traditional Convolutional Neural Networks (CNN) are used in computer vision applications due to their success in capturing spatial features within a two-dimensional frame. Recently, research has shown that specialized CNNs can recognize patterns in data history to predict future observations. This gives researchers interested in time-series forecasting options to choose other options over RNNs [11], [20], an established DNN for time-series predictions. In one such case, TCN achieved the state of the art accuracy in sequence tasks, e.g., polyphonic music modeling, word and character-level language modeling, and audio synthesis [17], [18], [45].

TCNs are designed around two basic principles: 1) the convolutional operations are causal, i.e., predictions are made based only on current and past information; 2) the network receives an input sequence of arbitrary length and maps it to an output sequence of the same length. The use of causal convolutions in WaveNets [7] showed that it allowed for faster training as compared to LSTM based networks as they do not rely on recurrent connections. However, as the causal convolution needs large number of layers to increase the receptive field, WaveNet uses dilated convolutions to address this problem. In Dilated convolutions, the kernel is stretched to cover a larger part of the input. This is achieved by inserting holes (zeros) between the kernel elements. The level of enlargement is determined by dilation rate, which defines the number of spaces inserted between the kernel elements. Generally, \( d-1 \) spaces are inserted for dilation rate of \( d \).

Simple causal convolutions have a dilation rate of 1, but other researchers incorporate dilated convolutions to scale the receptive field exponentially. The dilated convolution of \( F \) on element \( s \) of a sequence \( X \) is given as:

\[
F(s) = (x *_{d} f)(s) = \sum_{i=0}^{k-1} f(i) \cdot x_{s-d+i}, \quad (4)
\]

where \( X \in \mathbb{R}^n \) is a 1-D input sequence, \( *_{d} \) is dilated convolution operator, \( f : [0, \ldots, k-1] \in \mathbb{R} \) is a kernel of size \( k \) and \( d \) is the dilation rate [7]. Also receptive filed of a dilated convolution can be calculated by:

\[
rf = 1 + \sum_{j=1}^{L} [k(j) - 1] \times d(j), \quad (5)
\]

where \( j \in \{1, 2, 3, \ldots, L\} \) is the layers, \( k \) is the kernel size, and \( d(j) \) is the dilation rate at layer \( j \). This means that as the depth of the network increase, so does the receptive field. To address the issue of vanishing gradients resulting in exponentially expanding receptive fields with increasing network depth, TCN replaces standard convolutional layer in the residual block [19]. This is a widely used approach for convolutional architectures as it provides a path for information to pass through the layers. A residual block can be represented as:

\[
y = F_i(X) + X \quad (6)
\]
where, $y$ is the output of residual block, and $F_i$ represents the operations such as, convolutions layers, non-linearity, and normalisation applied to input $X$ at each layer $i$. The residual block helps in learning the modifications applied to input at each layer [7].

DeepTrack uses two different encoders. There is one shared by all neighbors, shown by the shaded box in Fig. 2, which maps their dynamics to higher dimensions so that the VIAC can comprehend their interdependencies. The other encoder maps only the ego dynamics, as illustrated by the red box in Fig. 2.

Since we have a padding unit in each encoder to make sure the input and output of standard and depthwise convolution will be the same (second principle of TCN architectures), the $2p$ zeros are added symmetrically, where $p$ is given by:

$$p = \left\lceil \frac{(o - 1) \times s + (k - 1) \times (d - 1) - i + k}{2} \right\rceil, \quad (7)$$

where $o$ is the output size, $i$ is the input size, $s$ is the stride, $k$ is the kernel, and $d$ is the dilation. According to Eq. 7, if we increase the kernel size or dilation, more zeros should be padded to the input. The addition of excessive zeros to the input has two main disadvantages: 1) it degrades the model’s performance due to redundant zeros, and 2) it increases the model computational complexity. As a result, we set the dilation and kernel size of the DeepTrack encoders for different models as shown in Table II, both DeepTrack encoders have three hidden layers; however, the output dimensions differ.

Each DeepTrack encoder has a three-layered structure with a padding block to ensure that the input and output sizes are the same, followed by a convolutional block. Layer $H0$ uses standard convolution ($d = 1$). As a widely accepted practice in the deep learning community, batch normalization [22] layer is added after each convolution to speed up and stabilize the model training followed by a ReLU activation. We have intentionally not shown Batch Normalization (BN) and ReLU activation in Fig. 1 for simplification.

For DeepTrack, Swish, as well as ReLU activation, were tested after BN. Swish is very similar to ReLU but does not abruptly change its direction. However, we use ReLU activation for DeepTrack to provide marginally better results. BN and ReLU are not shown in Fig. 1 for simplification.

In the subsequent layers (H1-H2), a padding block is followed by a pointwise (PW), depthwise (DW), and PW convolutions instead of a CNN to reduce the model complexity. As Layers H1 and H2 are identical, details of H2 are not shown in Fig. 1. BN and ReLU activation is applied to the output of the last PW convolution before adding it to the input of the residual block [19] as expressed by Eq. 6.

To the best of our knowledge, we are first to present a deep learning algorithm with a modified generic TCN architecture for trajectory prediction.

1) Attention Mechanism: Attention mechanisms have been used to better interpret the model and extract the significant information. It has also been used in multiple trajectory prediction applications as shown in [26] and [49].

In this architecture, additive attention mechanism [6] for both DeepTrack encoders to guide decoders are used to predict the trajectory based on the importance of features, similar to the work by Lin et al. [30]. In order to get the importance of the encoded output, the first associated weight score vector, $\omega$, should be calculated by:

$$\overline{\omega} = \tanh(WD),$$

$$D = \begin{bmatrix} I_{l_0} \quad I_{l_0}^2 \quad \cdots \quad I_{l_0}^s \\ \vdots \quad \vdots \quad \cdots \quad \vdots \\ I_{l_{J-1}} \quad I_{l_{J-1}}^2 \quad \cdots \quad I_{l_{J-1}}^s \end{bmatrix},$$

where $D$ is the DeepTrack encoder output, $s$ is the encoder output length size set to $h$, $J$ is the last output channel size, and $W$ is trainable parameter. The final attention score is then given by:

$$f_{att} = \sigma(\overline{\omega}),$$

$$D_{final} = D^T f_{att},$$
where \( \sigma \) is Softmax function. Fig. 3 illustrates the attention mechanism. The output of softmax, \( f_{att} \) is the importance heatmap, and it will be again multiplied with the encoded data. Based on the focused data, the VIAC and LSTM trajectory decoder can figure out the vehicle interactions and generate the final prediction effectively.

2) VIAC: Analyzing the interaction between the ego and its neighbors is necessary to predict the future trajectory for the vehicle of interest. Despite capturing individual behavior, the DeepTrack encoder is unable to comprehend the entire scene. Social pooling proposes a solution by pooling encoded data around a specific target [2]. The task is accomplished by defining a spatially correlated grid \( f \times g \times N \) regarding the car of interest. Similar to Social Pooling [15], we set \( f \) and \( g \) to 13 and 3, respectively. The structure of the \( 3 \times 3 \) grid that masks the encoder output is shown in the VIAC block of Fig. 2.

DeepTrack comprehends the interdependencies of the vehicle by applying convolutions to embed information. The neighborhood dynamics are encoded and mapped to the lower dimension using the two-layer convolution and a pooling unit. The convolutional layers help extract the local features from the spatial grid around the ego vehicle. The use of convolutional-social pooling in the VIAC shows lower performance degradation as compared to fully connected social pooling, as shown by Deo and Trivedi in [15].

The additional dense layer dedicated to the dynamic encoding of the ego vehicle is fully connected. The dense layer also remaps the DeepTrack encoder output of ego to have the same feature size so that it can be concatenated with the result of VIAC as shown in Fig. 2. The concatenated output is then passed through the LSTM Trajectory Prediction block.

3) LSTM Trajectory Prediction: Only at the final stage, DeepTrack uses an LSTM-based encoder to predict the future trajectory, \( \hat{Y} \). We have not used TCN based encoder as the final stage because TCN can map the temporal information only to a higher output channel. Similar to what is accomplished by the DeepTrack encoder at the first stage. LSTM is only used to map and decode the VIAC and Dense layer’s concatenated output to the final output prediction.

C. Algorithm

Algorithm 1 represents a step-by-step working of the DeepTrack prediction network. Input \( X_{nbr} \) has dimension \((N - 1) \times (h + 1), \) and \( X_{ego} \) has dimension \( 1 \times (h + 1). \) Expected output, \( \hat{Y} \), is given by eq. 3.

1) Encoder Functions: There are two encoder functions in Deeptrack, \( Encoder_{nbr} \) and \( Encoder_{ego} \). Both Encoder functions have three hidden layers represented by blocks H0, H1, and H2 in Fig. 1. H0 uses standard convolution, but H1 and H2 use point-wise, depth-wise, point-wise convolutions. All the convolution operations are followed by appropriate padding, normalization, and activation. Number feature sizes for each block are as shown in Table II.

First, \( Encoder_{nbr} \) and \( Encoder_{ego} \) functions is applied to input vectors \( X_{nbr} \) and \( X_{ego} \) respectively. Next, to incorporate the attention mechanism, Softmax function is applied to tanh activation of the dot product of Encoder outputs \( D_{nbr} \), and \( D_{ego} \) with \( W_{nbr} \), and \( W_{ego} \) respectively. \( W \) represents trainable attention weight vectors, and \( \sigma \) represents Softmax function. The attention mechanism is a part of encoder blocks in Fig. 2. The output of attention block is then passed to VIAC.

2) VIAC, Dense Layer, and LSTM Decoder Functions: VIAC and Dense Layer (DS) functions are applied to the dot product of the transposed output of Encoder functions and attention mechanism for neighbor and ego vehicles. VIAC first combines the tensors for every grid with a car to form a single tensor. Next, a couple of convolutional layers are applied to this tensor, followed by a pooling layer. Simultaneously, the decoded state tensor of the ego vehicle is passed through a fully connected layer represented by \( DS \) [15]. \( DS \) translates the inputs into a feature size that is concatenated with VIAC output to produce a comprehensive encoded trajectory, \( Y_{final} \). Concatenation is represented by ‘||’ in the algorithm.

Finally, \( LSTM_{decoder} \) function is applied to \( Y_{final} \). The decoder has two softmax layers with outputs concatenated to predict the final trajectory of the ego vehicle, \( \hat{Y} \).

---

**Algorithm 1 DeepTrack Prediction Model Pseudo Code**

**Input Neighbour:** \( X_{nbr} = \) all rows except row \( l \) from metrics in eq. 2.

**Input Ego:** \( X_{ego} = \) row \( l \) from metrics in eq. 1.

**Output:** \( \hat{Y} = \) output as shown in eq. 3.

Initialize encoder layers, kernels, dilation

\[
D_{nbr} = Encoder_{nbr}(X_{nbr})
\]

\[
f_{att\_nbr} = \sigma(\tanh(W_{nbr}D_{nbr}))
\]

\[
y_{nbr} = VIAC(D_{nbr}^{T}, f_{att\_nbr})
\]

\[
D_{ego} = Encoder_{ego}(X_{ego})
\]

\[
f_{att\_ego} = \sigma(\tanh(W_{ego}D_{ego}))
\]

\[
y_{ego} = DS(D_{ego}^{T}, f_{att\_ego})
\]

\[
y_{final} = y_{ego} \parallel y_{nbr}
\]

\[
\hat{Y} = LSTM_{Decoder}(y_{final})
\]

---

**V. Evaluation**

The performance of DeepTrack is evaluated using NGSIM’s widely used I-80 [13] and US-101 [14] vehicle trajectory datasets. A rate of 10 Hz is used for sampling the vehicle’s trajectory for 45 minutes. Each dataset includes three segments of 15 minutes long of mild, moderate, and congested traffic. Similarly to [30], [33], [46], we divided the dataset into three
A comparison of DeepTrack against off-the-shelf algorithms on the NGSIM dataset was conducted to provide a comprehensive comparison. Root Mean Square Error (RMSE), Average Displacement Error (ADE), and Final Displacement Error (FDE) are used as a measure of prediction accuracy and performance of the system. As DeepTrack is designed with edge-based real-time applications in mind, the number of MACs and parameters of the models are also compared to state-of-the-art models to present a perspective on model complexities. The RMSE at time $t$ is given by:

$$RMSE^i_t = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y^i_t - \hat{Y}^i_t)^2},$$

where $Y$ is the ground truth, $\hat{Y}$ is predicted output, and $N$ is the number of samples. Average Displacement Error (ADE) and Final Displacement Error (FDE) are also calculated to compare the average RMSE over 5 seconds and error in the final predicted position.

ADE refers to the mean square error (MSE) overall estimated points of every trajectory and the actual points, and FDE is the root mean square error distance between the final predicted trajectory points and ground truth. These evaluation parameters are used in the following sections to compare and analyze the performance of DeepTrack.

### B. DeepTrack Models and Comparisons

This section helps in understanding the impact of various components on the performance of DeepTrack. Different variants of DeepTrack were designed and evaluated to analyze the influence of each alteration on the network’s overall performance.

1) **Variant Models Design:** The variant models were designed by changing or removing one of the following components from the network: attention-mechanism, optimizer, activation function, convolution type, and neighbors output feature sizes. The attention mechanism helps in grasping the effect of the neighboring vehicles on the ego trajectory. A DeepTrack model without an attention mechanism was designed, and the results are discussed here. In this study, ADAM and Stochastic gradient descent (SGD) optimizers were utilized to adjust model parameters to reduce the training loss. Swish and Rectified Linear Unit (ReLU) were used as an activation function for all the layers in DeepTrack analysis. Separated and normal convolution-based networks were designed and tested to reduce the complexity and compare performances of the network. Table I shows seven different variants of DeepTrack each varying from other in at-least one of the above mentioned aspects. The model with superscript $\ast$, e.g., $DT^*_0$, denotes an absence of the attention-mechanism.

As a part of the ablation study, several different designs of TCN-based trajectory prediction networks were studied. However, only seven models based on their effect on the overall system’s performance are presented in this study. First three models $DT^*_0$, DT$_1$, and DT$_2$ use separated convolution

| Models | $DT^*_0$ | $DT_1$ | $DT_2$ | $DT_3$ | $DT_4$ | $DT_5$ | $DT_6$ |
|--------|---------|---------|---------|---------|---------|---------|---------|
| Features | [16, 32, 64] | [32, 16, 64] | [32, 16, 64] | [32, 16, 64] | [16, 32, 64] | [16, 32, 64] | [16, 32, 64] |
| Convolution | Separated | Separated | Separated | Normal | Normal | Normal | Normal |
| Activation | Swish | ReLU6 | Swish | Swish | Swish | Swish | ReLU6 |
| Optimizer | ADAM | ADAM | ADAM | ADAM | ADAM | ADAM | ADAM |

### TABLE I

**DEEP TRACK VARIANTS**

### TABLE II

**CONFIGURATION OF DEEP TRACK ENCODER FOR EGO AND NEIGHBORS**

| Variant Encoder | Output feature size | Dilation rate | Kernel size |
|----------------|--------------------|---------------|-------------|
| $DT^*_0$ Neighbours | [16, 32, 64] | [1, 1, 1] | [2, 2, 2] |
| $DT^*_0$ Ego | [8, 16, 32] | [1, 1, 1] | [2, 2, 2] |
| $DT_1$ Neighbours | [32, 16, 64] | [1, 2, 4] | [8, 4, 2] |
| $DT_1$ Ego | [32, 16, 64] | [1, 2, 4] | [8, 4, 2] |
with a combination of different activation functions, Attention-mechanism layer, and neighbour output features. Next four models $DT_3$, $DT_4$, $DT_5$, and $DT_6$ used normal convolution with a combination of other parameters. All the models were trained with a data split similar to [15]. The hidden layers, dilation rate and kernel sizes of various model encoders are shown in Table II. $DT_1$ represents models $DT_1^*$ to $DT_6$ as the encoder parameters are fixed models with attention mechanism to limit excessive padding.

2) Performance Comparison and Model Complexities: Table III shows the performance of DeepTrack variants in three areas, mean error at the end of each second in meters (FDE, ADE), and model complexity (number of MACs and Parameters).

$DT_2$ and $DT_3$ have the best performance in terms of RMSE. $DT_2$, $DT_5$ and $DT_6$ have best ADE values, while $DT_3$ and $DT_0$ have the best performance in terms of FDE. There is only a 1.25% (0.04 m) difference in the FDE of $DT_2$ and the best performing models. Models $DT_1$ and $DT_2$ prove to be best in complexity-based performance, which is one of the most important aspects of this study. Hence, it can be concluded that $DT_2$ with attention mechanism, ADAM optimizer, ReLU activation, separated convolutions, and output features of $[32, 16, 64]$ is the best overall performance among all the DeepTrack variants considered in this study.

The model with SGD optimizer, Swish activation, and standard convolution, $DT_3$, and one without attention mechanism, $DT_{10}$, have the worst RMSE except for the first second. $DT_{10}$ has the worst FDE and ADE performance, making a solid case for the use of ADAM optimizer. $DT_5$ has the worst performance in terms of complexity with 32.4% higher MAC count than $DT_2$ and a joint highest in number of Parameters with $DT_6$. Other models have similar performances in terms of RMSE, FDE, and ADE, but the difference can be observed when the complexity of the algorithms is analyzed. As expected, the models using convolutional show higher complexity when the number of multiply-and-accumulates (MACs) and model parameters are compared. The number of MACs and parameters are lowest for $DT_1$ and $DT_2$ as they use separated convolutions resulting in lower complexity than all the models using standard convolution.

It can be concluded that using separated convolutions helps in reducing the complexity of a model. Comparison of models $DT_1^*$ and $DT_4$ shows that the introduction of separated convolution helps reduce the number of MACs by 7.5% and the number of parameters by 8.1%. The attention mechanism also helps improve overall performance, as shown in the comparison of $DT_0$ and $DT_1$. The use of ADAM optimizer is also justified by analyzing the mediocre performance of $DT_3$ with SGD optimizer. The analysis of effect of various factors on performance of DeepTrack continues as we present the effect of different amount of training data on the model performance in the next part.

3) Generalization Study: Table IV summarises the error-based performance of $DT_2$ as it is the best performing DeepTrack variant. Column 1 in Table IV shows the data split ratios as Tr:Val:Ts representing train: validation: test set ratios respectively. The data-split of 70:10:20 is same as used in [15] for fair comparison with other models discussed in next section.

The results of data split of 80:10:10 as compared to 70:10:20 shows a possibility of over-fitting as the error is higher for larger training dataset. Other datasets with 60% and 50% training data-split also show an increase in root mean and displacement errors for $DT_2$.

C. Comparison Against Existing Approaches

We compare the results of DeepTrack against the four prominent recently introduced models. (1) Convolutional-social-LSTM (CS-LSTM) [15]: It is based on Social-LSTM [2], an algorithm used for human trajectory detection. CS-LSTM is an encoder-decoder-based model using a social pooling layer to extract the features from the interaction of vehicles in every input sample. (2) CF-LSTM [46]: A student-teacher network introduced for trajectory prediction. In this network, the LSTM Encoder-Decoder-based model is used for student algorithm and the convolutional graph network for teacher algorithm. (3) Spatiotemporal...
attention-LSTM (STA-LSTM) [30]: As the name suggests, STA-LSTM uses spatial and temporal information with an attention mechanism to explain the effect of historical trajectories and neighboring vehicles on the ego vehicle. (4) Social Attention Multi-Modal Prediction (SAAMP) [33]: This model used an LSTM-based encoder-decoder structure with attention layers in the middle to incorporate real-time interactions. It utilizes a multi-head attention mechanism and fuses the long-range attention for joint and multi-modal forecasts.

The performance of DeepTrack and all the models mentioned in section V-C are listed in Table V. We compare the error and complexity of DeepTrack to state-of-the-art algorithms in vehicle trajectory prediction using NGSIM datasets. As DeepTrack aims to provide best-in-class trajectory forecasting with a low error rate, the following sections analyze the performance in terms of RMSE up to five seconds, FDE, ADE, and complexity of the DeepTrack with other networks.

1) Error-Based Analysis: Compared to CS-LSTM, CF-LSTM, and SAAMP, DeepTrack can reduces ADE by 12.23%, 2.43% and 1.47% respectively as shown in Table V. DeepTrack also excels for all the steps of RMSE comparison to CS-LSTM and SAAMP. The better performance of DeepTrack is since it has higher gradient stability due to the use of a TCN-based encoder that it is better able to generalize solutions. However, CF-LSTM is better than DeepTrack at 3rd, 4th, and 5th second, and STA-LSTM outperforms DeepTrack. STA-LSTM gives 5.97% and 2.77% better ADE and FDE performance than DeepTrack. Thus, DeepTrack under-performs when compared with STA-LSTM with a small margin.

2) Model Complexity Analysis: DeepTrack outperforms every algorithm in terms of the number of MACs and Parameters, as shown in Table V. Analyzing and comparing the MAC operations and the size of the model parameters for the approaches mentioned in section V-C, we anticipated the difference. Deeptrack undercuts STA-LSTM in terms of complexity by 22.84% fewer MACs count and 12.61% better parameter count. It also provides 21.67% better MACs performance, 43.13% fewer parameters than CS-LSTM, and outperforms CF-LSTM by 22.37% and 43.75% in terms of the number of MACs and parameters, respectively. We could not compare its model complexity with DeepTrack and DeepTrack-ATT with SAAMP as the source code was not available publicly.

D. Qualitative Results

The analysis of DeepTrack output for different scenarios are discussed in this section. In Fig. 4-5, the location of the neighbors (gray triangles) is shown at $t_0$. Triangles denoting red, green, and blue respectively, represent observed history paths, ground truth, and model output. The comparison of Fig. 4a and Fig. 4b shows that the model can accurately estimate the velocity of the interest car based on the ego history. The model predicted output for four scenarios is shown as an aid to understanding the model behaviour: (1) congested traffic (Fig. 4a), (2) lane-keeping (Fig. 4b), (3) maneuvering and passing a car from left lane (Fig. 4c), (3) maneuvering and passing a car from right lane (Fig. 4d), and (4) cases where the model failed to predict the trajectory precisely (Fig. 5). The three types of the path shown in red, green, and blue triangles represent path history, ground truth, and predicted trajectory for the designated vehicle. The location of the neighbors (gray triangles) is also shown at $t_0$. For the sake of simplicity, we did not show the neighbors history path. The comparison of Fig. 4a and Fig. 4b shows that the model can accurately estimate the velocity of the interest car based on the ego history. The model correctly predicted that vehicles would travel less distance as a result of congested traffic. The vehicle in the lane-keeping scenario travels further, and DeepTrack has interfered with the same behavior.
Figures 4c and 4e illustrate how DeepTrack performs when a car of interest passes its front vehicle from either the left or the right lane. Fig. 5 shows the scenarios in which DeepTrack was not able to predict the trajectories due to uncertainty in driver behavior. In the congested scenario (Fig. 5a), although the driver slowly drove his car until \( t_0 \), the vehicle stopped for the entire next five seconds, while the model predicts it would come close to the front car.

VI. CONCLUSION

DeepTrack is a deep learning model with comparable accuracy to best-in-class trajectory prediction algorithms but with a smaller model size and lower computational complexity. The vehicle dynamics are encoded using a TCN-based encoder instead of LSTM units in DeepTrack, and TCN utilizes depthwise convolution, thereby reducing the complexity of models in terms of size and operations compared with LSTMs. The results indicate that DeepTrack reduces the model size and complexity by at least 21.67%, and 43.13% compared to CS-LSTM, 22.37%, and 43.75% compared to CF-LSTM, and complexity by at least 21.67%, and 43.13% compared to most-state-of-the-art trajectory prediction algorithms using NGSIM dataset used in this manuscript.
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