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Abstract
We introduce the notion of an \(r\)-visit of a Directed Acyclic Graph (DAG) \(G = (V, E)\), a sequence of the vertices of the DAG complying with a given rule \(r\). A rule \(r\) specifies for each vertex \(v \in V\) a family of \(r\)-enabling sets of (immediate) predecessors: before visiting \(v\), at least one of its enabling sets must have been visited. Special cases are the \(r^{(top)}\)-rule (or, topological rule), for which the only enabling set is the set of all predecessors and the \(r^{(sin)}\)-rule (or, singleton rule), for which the enabling sets are the singletons containing exactly one predecessor. The \(r\)-boundary complexity of a DAG \(G\), \(b_r(G)\), is the minimum integer \(b\) such that there is an \(r\)-visit where, at each stage, for at most \(b\) of the vertices yet to be visited an enabling set has already been visited. By a reformulation of known results, it is shown that the boundary complexity of a DAG \(G\) is a lower bound to the pebbling number of the reverse DAG, \(G^R\). Several known pebbling lower bounds can be cast in terms of the \(r^{(sin)}\)-boundary complexity. The main contributions of this paper are as follows:

- An existentially tight \(O(\sqrt{d_{out}n})\) upper bound to the \(r^{(sin)}\)-boundary complexity of any DAG of \(n\) vertices and out-degree \(d_{out}\).
- An existentially tight \(O\left(\frac{d_{out}}{\log_d d_{out}} \log_2 n\right)\) upper bound to the \(r^{(top)}\)-boundary complexity of any DAG. (There are DAGs for which \(r^{(top)}\) provides a tight pebbling lower bound, whereas \(r^{(sin)}\) does not.)
- A visit partition technique for I/O lower bounds, which generalizes the \(S\)-partition I/O technique introduced by Hong and Kung in their classic paper “I/O complexity: The Red-Blue pebble game”. The visit partition approach yields tight I/O bounds for some DAGs for which the \(S\)-partition technique can only yield a trivial lower bound.
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1 Introduction

A visit of a Directed Acyclic Graph (DAG) is a sequence of all its vertices. We consider different types of visits, where a type is specified by a visit rule \(r\), a prescription that a vertex \(v\) can be visited only after all the vertices in one of a given family of enabling sets of predecessors of \(v\) have been visited. One example is the singleton visit rule, \(r^{(sin)}\), where
each vertex is enabled by each singleton containing one of its predecessors. Breadth First Search (BFS) and Depth First Search (DFS) visits are special cases of $r^{(sin)}$-visits. Another example is the topological visit rule, $r^{(top)}$, where a vertex $v$ is enabled only by the set of all its predecessors. The $r^{(top)}$-visits are exactly the topological orderings of the DAG. Many other rules are possible; for example, the enabling sets of a vertex could be those with a majority of its predecessors.

In this work, we investigate the $r$-boundary complexity of DAGs. The boundary complexity of $G$, $b_r(G)$, is the minimum integer $b$ such that there exists an $r$-visit where, at each stage, for at most $b$ of the vertices yet to be visited an enabling set has already been visited. By a reformulation of the results of Bilardi, Pietracaprina, and D’Alberto [10], in terms of the familiar concept of visit, we show that the boundary complexity of a DAG $G$ is a lower bound to the pebbling number $p(G_R)$ of its reverse DAG, i.e., $p(G_R) \geq b_r(G)$. The pebbling number of a DAG provides a measure of the space required by a computation with data dependences described by that DAG, in the pebble game framework, introduced by Friedman [18], Paterson and Hewitt [27], Hopcroft, Paul and Valiant [21]. While a pebbling game resembles a visit where each vertex can be visited multiple times, the relation between pebbling number and boundary complexity is rather subtle, as indicated by the fact that it involves graph reversal. Several pebbling lower bounds arguments in the literature (examples are mentioned in Section 3) can indeed be recast in terms of the $r^{(sin)}$-boundary complexity, thus achieving some unification in the derivation of these results. In this context, it is natural to explore the potential of the visit approach to yield significant pebbling lower bounds for arbitrary DAGs.

**Main contributions.** We begin our study with the singleton rule and show that, for any DAG $G$ with $n$ nodes and out-degree at most $d_{out}$, $b_r^{(sin)}(G) \leq 4\sqrt{d_{out}}n$. As a universal bound, this result cannot be improved, as shown by matching existential lower bounds. With respect to pebbling, there are DAGs such that $b^{(sin)}_r(G) = \Omega(p(G_R))$, for which the singleton rule provides asymptotically tight pebbling lower bounds. But there are also DAGs with very low $r^{(sin)}$-boundary complexity, where the reverse DAG has high pebbling number. For example, Paul, Tarjan, and Celoni [28] introduced a DAG, which we will denote as $PTC$, of $n$ vertices and in-degree $d_{in} = O(1)$, and proved that $p(PTC) = \Theta(\frac{n}{\log n})$. This DAG can be easily modified to yield a DAG $PTC^+$ with $p(PTC^+) = \Theta(\frac{n}{\log n})$ and $b^{(sin)}_r((PTC^+)_R) = 2$, thus exhibiting a large gap between boundary and pebbling complexity.

It is natural to wonder whether other visit rules can lead to better bounds, whereas the singleton rule does not. We have then turned our attention to the topological rule showing that for any DAG $G$ with $n$ nodes and out-degree at most $d_{out} \geq 2$ the boundary $b^{(top)}_r(G) = \frac{d_{out}-1}{\log_2 d_{out}} \log_2 n$. This bound is existentially tight. It indicates that the potential of the topological rule for pebbling lower bounds is limited. However, the topological technique is not subsumed by the singleton one, as we exhibit DAGs for which topological visits yield a tight pebbling lower bound, whereas singleton visits yield a trivial lower bound.

For an arbitrary visit rule, $r$, we show that $b_r(G) \leq (d_{out} - 1)\ell + 1$, where $\ell$ is the length of the longest paths of $G$. This result is also existentially tight and is consistent with the known pebbling upper bound, $p(G_R) \leq (d_{out} - 1)\ell + 1$. It remains an open question whether a tight boundary-complexity lower bound to the pebbling number can always be found by tailoring the choice of $r$ to the DAG, or there are DAGs for which the two metrics exhibit a gap for any rule.

We also exploit visits to analyze the I/O complexity of a DAG $G$, $IO(M,G)$, pioneered by Hong and Kung in [23]. This quantity is the minimum number of accesses to the second level of a two-level memory, with the first level (i.e., the cache) of size $M$, required to compute $G$. 


Such computation can be modeled by a game with pebbles of two colors. Let $k(G,M)$ be the smallest integer $k$ such that the vertices of $G$ can be topologically partitioned into a sequence of $k$ subsets, each with a dominator set and minimum set no larger than $M$. ($D$ is a dominator of $U$ if the vertices of $U$ can be computed from those of $D$. The minimum set of $U$ contains those vertices of $U$ with no successor in $U$.) Then, $IO(G,M) \geq M(k(G,2M) − 1)$ [23]. Dominators play a role in the red-blue game (where pebbles are initially placed on input vertices which, if unpebbled, cannot be repebbled), but not in standard pebbling (where a pebble can be placed on an input vertex at any time, hence a dominator of what is yet to be computed needs not be currently in memory). Intuitively, each segment of a computation must read a dominator set $D$ of the vertices being computed and at least $|D| − M$ of these reads must be to the second level of the memory. It is also shown in [23] that the minimum set, say $Y$, of a segment of the computation must be present in memory at the end of such segment, so that at least $|Y| − M$ of its elements must have been written to the second level of the memory. In the visit perspective, the minimum set emerges as the boundary of topological visits, capturing a space requirement at various points of the computation. In addition to providing some intuition on minimum sets, this insight suggests a generalization of the partitioning technique to any type of visit. In fact, the universal upper bounds on visit boundaries mentioned above do indicate that the singleton rule has the potential to yield better lower bounds than the topological one. Following this insight, we have developed the visit partition technique. For some DAGs for which $S$ partitions can only lead to a trivial, $\Omega(1)$, lower bound, visit partitions yield a much higher and tight lower bound.

**Further related work.** Since the work of Hong and Kung [23], I/O complexity has attracted considerable attention, thanks also to the increasing impact of the memory hierarchy on the performance of all computing systems, from general purpose processors, to accelerators such as GPUs, FPGAs, and Tensor engines. Their $S$-partition technique has been the foundation to lower bounds for a number of important computational problems, such as the Fast Fourier Transform [23], the definition-based matrix multiplication [3, 22, 33], sparse matrix multiplication [26], Strassen’s matrix multiplication [7] (this work also introduces the “G-flow” technique, based on the Grigoriev flow of functions [19], to lower bound the size of dominator sets), and various integer multiplication algorithms [8, 16]. Ballard et al. [5, 4] generalized the results on matrix multiplication of [23], by means of the approach proposed by Irony, Toledo, and Tiskin in [22] based on the Loomis-Whitney geometric theorem [24], which captures a trade-off between dominator size and minimum set size. The same papers present tight I/O complexity bounds for various linear algebra algorithms for LU/Cholesky/LDLT/QR factorization and eigenvalues and singular values computation.

Four decades after its introduction, the $S$-partition technique [23] is still the state of the art for I/O lower bounds that do hold when recomputation (the repeated evaluation of the same DAG vertex) is allowed. Savage [30] has proposed the $S$-span technique, as “a slightly weaker but simpler version of the Hong-Kung lower bound on I/O time”[31]. The $S$-covering technique [10], which merges and extends aspects from both [23] and [30], is in principle more general than the $S$-partition technique and leads to interesting resources-augmentation considerations; however, we are not aware of its application to specific DAGs.

A number of I/O lower bound techniques have been proposed and applied to specific DAG algorithms for executions without recomputations. These include the edge expansion technique of [6], the path routing technique of [32], and the closed dichotomy width technique of [11]. While the emphasis in this paper is on models with recomputation, Section 5.4 does show how the visit partition technique specializes when recomputation is not allowed.
Automatic techniques to derive I/O lower bounds - with and without recomputation - have been developed, in part with the goal of automatic performance evaluation and code restructuring for improving temporal locality in programs, by Elango et al. [17], Carpenter et al. [13], Olivry et al. [25].

**Paper organization.** The visit framework is formulated in Section 2. The relationship between boundary complexity and pebbling number is discussed in Section 3. Section 4 presents universal upper bounds to the boundary complexity. Section 5 develops the visit partition technique for I/O lower bounds. Conclusions are offered in Section 6. Proofs and technical material not included in the main body due to space limitations are presented in the Appendix or in the full version of this work [9].

## 2 Visits of a DAG

A Directed Acyclic Graph (DAG) $G = (V, E)$ consists of a finite set of vertices $V$ and of a set of directed edges $E \subseteq V \times V$, which form no directed cycle. We say that edge $(u, v) \in E$ is directed from $u$ to $v$. We let $\text{pre}(v) = \{ u \mid (u, v) \in E \}$ denote the set of predecessors of $v$ and $\text{suc}(v) = \{ u \mid (v, u) \in E \}$ denote the set of its successors. The maximum in-degree (resp. out-degree) of $G$ is defined as $d_{\text{in}} = \max_{v \in V} |\text{pre}(v)|$ (resp., $d_{\text{out}} = \max_{v \in V} |\text{suc}(v)|$). Further, we denote as $\text{des}(v)$ (resp., $\text{anc}(v)$) of $v$'s descendants (resp., ancestors), that is, the vertices that can be reached from (resp., can reach) $v$ with a directed path. Given $V' \subseteq V$, we say that $G' = (V', E \cap (V' \times V'))$ is the sub-DAG of $G$ induced by $V'$.

Let $\phi = (v_1, \ldots, v_i, \ldots, v_j, \ldots, v_k)$ be a sequence of vertices with $|\phi| = k$. Let $\phi[i] = v_i$, for $1 \leq i \leq j \leq k$, we denote as $\phi[i..j] = (v_{i+1}, \ldots, v_j)$ the infix from the $i$-th element excluded to the $j$-th included. If $j < i$, $\phi[i..j]$ is the empty sequence. Depending on the context, we sometimes interpret a sequence as the set of items appearing in the sequence.

A visit of a DAG $G = (V, E)$ is a sequence of all its vertices, without repetitions, complying with a visit rule:

**Definition 1 (Visit rule).** A visit rule for a DAG $G = (V, E)$ is a function $r : V \rightarrow 2^V$ where $r(v) \subseteq 2^{\text{pre}(v)}$ is a non-empty family of sets of predecessors of $v$ called enablers of $v$. The set of visit rules of $G$ is denoted as $\mathcal{R}(G)$.

Intuitively, a rule $r \in \mathcal{R}(G)$ permits a vertex $v$ to be visited only after at least one of its enablers $Q \in r(v)$ has been entirely visited.

**Definition 2 ($r$-sequence and $r$-visit).** Given a DAG $G = (V, E)$ and a visit rule $r \in \mathcal{R}(G)$, a sequence $\psi$ of distinct vertices is an $r$-sequence of $G$ if, for every $1 \leq i \leq |\psi|$, the prefix $\psi[1..i - 1]$ includes an enabler $Q \in r(\psi[i])$. The $r$-sequences with $|\psi| = n$ are called $r$-visits and their set is denoted as $\Psi_r(G)$.

Clearly, any prefix of an $r$-sequence is an $r$-sequence. Of particular interest are the “topological visit rule” defined as $r^{(\text{top})}(v) = \{ \text{pre}(v) \}$ and the “singleton visit rule” defined as $r^{(\text{sm})}(v) = \{ \{ u \} \mid u \in \text{pre}(v) \}$ if $|\text{pre}(v)| > 0$ and $r^{(\text{sm})}(v) = \{ \emptyset \}$ otherwise.

A vertex $v$ not contained in $\psi$, but enabled by some non-empty set $Q$ included in $\psi$, is considered to be a “boundary” vertex.

**Definition 3 (Boundary of an $r$-sequence).** Given a DAG $G = (V, E)$, $r \in \mathcal{R}(G)$, and an $r$-sequence $\psi$ of $G$, the $r$-boundary of $\psi$ is defined as the set:

$$B_r(\psi) = \{ v \in V \setminus \psi \mid \exists Q \neq \emptyset \text{ s.t. } Q \in r(v) \land Q \subseteq \psi \}.$$
Input vertices are never contained in the boundary of any sequence since their only enabler is the empty set.

**Definition 4 (Boundary complexity).** The r-boundary complexity of an r-sequence $\psi$ is defined as:

$$b_r(\psi) = \max_{i \in \{1, \ldots, |\psi|\}} |B_r(\psi[1..i])|.$$ 

The r-boundary complexity of $G$ is defined as the minimum r-boundary complexity among all r-visits of $G$:

$$b_r(G) = \min_{\psi \in \Psi_r(G)} b_r(\psi).$$

By definition, for any $r \in \mathcal{R}(G)$, any $\psi \in \Psi_{r(\text{top})}(G)$ and for any $i = 1, 2, \ldots, n$ we have $B_{r(\text{top})}(\psi[1..i]) \subseteq B_r(\psi[1..i])$; thus, $b_{r(\text{top})}(\psi) \leq b_r(\psi)$. Similarly, if $\emptyset \in r(v)$ only when $v$ has no predecessors, then $b_r(\psi) \leq b_{r(\text{top})}(\psi)$, for any $\psi \in \Psi_r(G)$.

### 3 Boundary complexity and pebbling number

In this section, we discuss an interesting relationship between the pebbling number of a DAG $G = (V, E)$ and the boundary complexity of its reverse DAG $G_R = (V, E_R)$, where $E_R = \{(v, u) | (u, v) \in E\}$, which can prove useful in deriving pebbling lower bounds.

**Theorem 5 (Pebbling lower bound).** Let $G_R$ be the reverse of $G = (V, E)$. Then, for any $r \in \mathcal{R}(G_R)$, the pebbling number of $G$ satisfies:

$$p(G) \geq b_r(G_R) = \min_{\psi \in \Psi_r(G_R)} b_r(\psi).$$

In general, the analysis of the boundary complexity is simpler than the analysis of the pebbling number, in part because, in a visit, a vertex can occur only once, whereas, in a pebbling schedule, a vertex can occur any number of times.

The proof of the preceding theorem, given in Appendix, is a reformulation of a result obtained by Bilardi et al. in [10]. They introduce the Marking Rule technique, which is applied to DAG $G$ rather than to its reverse. The advantage of visits over markings lies in a more direct leverage of intuition, given the widespread utilization of various kinds of visits (e.g., breadth-first search, depth-first search, topological ordering) in the theory and applications of graphs.

We will explore the potential of the visit approach to yield interesting lower bounds for specific DAGs in the next section. Here, we investigate whether Theorem 5 could be strengthened by restricting the set of r-visits $\psi$ among which $b_r(\psi)$ is minimized. The answer turns out to be negative. To clarify in what sense, we need to consider that the proof of the theorem is based on mapping each pebbling schedule $\pi$ of $G$ to an r-visit $f_r(\pi)$ of $G_R$, such that the boundary of each prefix of $f_r(\pi)$ is completely covered with pebbles at some stage of $\pi$. In terms of such mapping, we have:

**Lemma 6 (Visit from pebbling schedule).** For any $r \in \mathcal{R}(G_R)$ and any $\psi \in \Psi_r(G_R)$, there exists a pebbling schedule $\pi$ of $G$ such that $f_r(\pi) = \psi$.

Theorem 5 provides a general approach for obtaining pebbling lower bounds, which encompasses a number of arguments developed in the literature to analyze DAGs such as directed trees [27], pyramids [29] and stacks of superconcentrator [21]. A reformulation of these arguments within the visit framework can be found in [15] stacks of superconcentrators and in [9, Section 3.1] for $q$-pyramid and $q$-complete trees DAGs.
4 Upper bounds on boundary complexity

It is natural to wonder whether the pebbling lower bound of Theorem 5 is tight. As we will see in this section, both the singleton and the topological rules, while providing tight bounds for some DAGs, yield weak lower bounds for others. Whether a tight lower bound could be obtained for any DAG \( G \), by tailoring the visit rule to \( G \), does remain an open question.

In particular, we will establish universal upper bounds on the boundary complexity of any DAG, with respect to any rule, in terms of outdegree and depth. We will also establish (different) universal upper bounds for both the singleton and the topological rule in terms of outdegree and the number of vertices. Before presenting these results, we introduce the notion of enabled reach, a particular set of vertices associated with a vertex \( v \), in the context of a partial visit that includes \( v \). This concept will play a role in the derivation of each of the three universal upper bounds.

4.1 The enabled reach of a vertex

In the construction of a visit sequence, we will use a divide and conquer approach whereby, having constructed a prefix \( \psi \) of the sequence, the next segment, \( \phi \), of the sequence is obtained by visiting a suitably chosen sub-DAG, \( G' = (V', E') \), according to an appropriate rule \( r' \). It is useful for the boundary of \( G' \) to be “self-contained” in the sense that its visit does not generate any boundary outside \( V' \). If this is the case, the boundary of \( \psi \) will be a subset of the boundary of \( \psi \), so that the visit of \( G' \) contributes to the reduction of both the set of vertices yet to be visited and the current boundary. The enabled reach, a set of vertices introduced next, induces a sub-DAG \( G' \) with the desired properties.

Definition 7 (Enabled reach). Let \( G = (V, E) \) and \( r \in R(G) \). Given an \( r \)-sequence \( \psi \) and a vertex \( v \in \psi \), the \( r \)-enabled reach of \( v \) given \( \psi \) is the set:

\[
\text{reach}_r (v|\psi) = \{ u \mid \exists \psi'u \subseteq \text{des}(v) \text{ s.t. } \psi' u \text{ is an } r \text{-sequence} \}.
\]

Intuitively, we can think of the \( r \)-enabled reach of a vertex \( v \) given an \( r \)-sequence \( \psi \) as the set of all the descendants of \( v \) which can be visited by extending \( \psi \) only with descendants of \( v \). As an example, for \( \psi^{\text{am}} \), we have that the \( r^{\text{am}} \)-enabled reach of a vertex \( v \) given a \( \psi \) corresponds to the set of the descendants of \( v \) not in \( \psi \). The enabled reach exhibits the following crucial property:

Lemma 8 (Enabled Reach Property). Given \( G = (V, E), v \in V \) and \( r \in R(G) \), let \( \psi \) be an \( r \)-sequence including \( v \). Let \( G' = (V', E') \) be the sub-DAG induced by \( V' = \text{reach}_r (v|\psi) \). Let \( r' \in R(G') \) be such that \( r'(v) \) is the \( \psi \)-sequence \( Q \setminus \psi | Q \in r(v) \land Q \setminus \psi \subseteq V' \), for all \( v \in V' \). If \( \psi' \in \Psi_{r'}(G') \) then (a) \( \psi' \) is a \( r \)-sequence of \( G \); (b) for any \( i = 1, \ldots, |\psi'| \), \( B_r (\psi'[1..i]) \subseteq B_r (v) \cup B_{r'} (\psi'[1..i]) \); and (c) \( b_r (\psi') \leq b_r (\psi) + b_{r'} (\psi') \).

Proof. By definition, \( Q' \in r(v) \) if an only if there exists \( Q \in r(v) \) such that \( Q' = Q \setminus \psi \). By construction, for any \( 1 \leq j \leq |\psi'| \), a vertex \( v \) appears in \( \psi'[1..j] \) if there exists \( Q' \in r'(v) \) such that \( Q' \in \psi'[1..j] \) which implies there exists \( Q \in \psi'[1..j] \), and, thus, \( \psi'[1..j] \) is an \( r \)-sequence.

Recall that a vertex appears in the boundary of a \( r \) sequence if it is enabled but not visited. By construction, \( \psi' = \text{reach}_r (v|\psi) \), thus, by definition, any vertex which is enabled by a subset of \( \psi' \) must either be included in \( B_r (\psi) \) or must be included among the vertices of reach \( v|\psi \) not yet visited in \( \psi'[1..j] \) and enabled by \( \psi' \), that is \( B_{r'} (\psi'[1..i]) \). Hence, we have that \( b_r (\psi') \leq b_r (\psi) + b_{r'} (\psi') \).
Lemma 8 states that visiting the $r$-enabled reach of a vertex $v$ given a $r$-sequence $\psi$ of $G$ does not enable any vertex outside reach$_r(v \mid \psi)$ which was not enabled by $\psi$ alone. Therefore, once the sub-DAG induced by reach$_r(v \mid \psi)$ is visited, the only vertices left in the $r$-boundary are those enabled by $\psi$ that have not been visited thus far.

The enabled reach will be a key ingredient in the construction of visits in the next three subsections. The choice of both $r$-sequence $\psi$ and of vertex $v$ has to be tailored to the particular $r$. Also, highly influenced by $r$ are the size of the boundary of $\psi$ and the reduction achieved by $G'$ in the parameters (e.g., depth or number of vertices) governing the boundary complexity, hence the shape of the resulting bound.

### 4.2 General rules

The topological depth of a DAG is the length (i.e., number of edges) of its longest directed paths. The boundary complexity, according to any visit rule, can be bounded in terms of the depth and the out-degree. The basic property that is exploited is that if $b$ is a successor of $a$, then the depth of the sub-DAG induced by the descendants of $b$ is smaller than the depth of the sub-DAG induced by the descendants of $a$.

**Theorem 9** (Topological-depth general boundary complexity upper bound). Consider $G = (V, E)$ with maximum out-degree $d_{out}$ and topological depth $\ell$. For any visit rule $r \in R(G)$, there exists an $r$-visit $\psi \in \Psi_r(G)$ such that $b_r(\psi) \leq (d_{out} - 1) \ell + 1$.

Proof of Theorem 9 is presented in the appendix. This upper bound is existentially tight: For some visit rules $r$, there exist some DAGs for which $b_r(G) = \Theta (d_{out} \ell)$. An example is given by the reverse $q$-pyramid DAG, discussed in the extended version of this work [9, Section 3.1], for which $b_{r(\text{top})}(G) = \Theta (d_{out} \ell) = \Theta (\sqrt{n})$, since $d_{out} = q$ and $\ell = \sqrt{n/q}$.

Below, we derive universal upper bounds for the singleton and the topological rule, which are expressed in terms of $n$ and $d_{out}$. These bounds are tighter than that of Theorem 9 for DAGs with $\ell$ suitably large (as a function of $n$ and $d_{out}$).

### 4.3 Singleton rule $r^{(\text{sin})}$

The $r^{(\text{sin})}$ rule has the interesting property that the enabled reach of $v$, given $\psi$, contains all the descendants of $v$ not in $\psi$. One can easily find a $v$ with suitably few descendants, say, less than $n/2$. A $r^{(\text{sin})}$-sequence $\psi$ that contains $v$ can be obtained as the sequence of vertices on a path from an input to $v$. If this path has length $k$, then its boundary could be of a size as big as $(d_{out} - 1)k + 1$; therefore, a small $k$ is a prerequisite to guaranteeing small boundary complexity. In general, a good enough upper bound to $k$ cannot be guaranteed for the entire DAG. However, it is possible to partition the DAG into a sequence of “blocks” such that (i) blocks can be visited one at a time in the order they appear in the sequence; (ii) there is a reasonably small upper bound ($O(\sqrt{\frac{d_{out}}{n}})$) on the number of nodes that are enabled by the nodes in a block, but lie outside the block, and they lie all in the next block; and (iii) in each block, each node is reachable from one of the block inputs by a path of reasonably small length ($O(\sqrt{\frac{d_{out}}{n}})$). When the details are filled in, the outlined approach yields the following results.

**Theorem 10.** Given an $G = (V, E)$ with $|V| = n$ and maximum out-degree at most $d_{out}$ there exists a visit $\psi \in \Psi_{r^{(\text{sin})}}(G)$ s.t. $b_{r^{(\text{sin})}}(\psi) \leq 4(\sqrt{2} + 1)\sqrt{d_{out}n}$.
**Proof.** For \( d_{\text{out}} = 0 \), all vertices in \( G \) are isolated and, having no predecessors, are enabled only by the empty set. Thus, no vertex belongs to the \( r^{(\text{simp})} \)-boundary of any \( r^{(\text{simp})} \)-visit \( \psi \), hence \( b_{r^{(\text{simp})}}(\psi) = 0 \), and the stated bound holds. In the sequel, we assume \( d_{\text{out}} \geq 1 \), and proceed by induction on \( n \).

**Base:** For \( n = 1 \), that is, \( G = (\{u\}, \emptyset) \), the statement is trivially verified as \( v \) is an input vertex and the only \( r^{(\text{simp})} \)-visit, \( \psi = u \), has \( r^{(\text{simp})} \)-boundary complexity zero.

**Inductive step** \( \langle n \geq 2 \rangle \):

**Case 1:** \( |I| > 1 \). Here, no vertex \( v \) is an ancestor of all vertices. Let \( \psi' \) be a \( r^{(\text{simp})} \)-visit of the DAG induced by \( \text{des}(v) \), with boundary complexity at most at most \( cv\sqrt{d_{\text{out}}n} \), which does exist by the inductive hypothesis, since \( |\text{des}(v)| < n \). Similarly, let \( \psi'' \) be a \( r^{(\text{simp})} \)-visit of the DAG induced by \( V \setminus \text{des}(v) \), with boundary complexity at most \( cv\sqrt{d_{\text{out}}n} \). Clearly, \( \psi = \psi'\psi'' \in \Psi_{r^{(\text{simp})}}(G) \). By the definition of enabled reach, for \( r^{(\text{simp})} \), we have that \( \text{reach}_{r^{(\text{simp})}}(\psi'\psi'') = \emptyset \). The stated bound follows.

**Case 2:** \( |I| = 1 \). We partition \( V \) into non-empty “levels” \( L(1), \ldots, L(\ell_s) \), such that \( v \in L(i) \) if and only if the shortest directed path from \( u \) to \( v \) has length \( i \). This path is also a \( r^{(\text{simp})} \)-sequence. Further, the \( r \)-boundary of any \( r^{(\text{simp})} \)-sequence of \( G \) included in the first \( i \) levels is a subset of the first \( i+1 \) levels.

We say that level \( L(i) \) is a bottleneck if \( |L(i)| \leq \gamma\sqrt{d_{\text{out}}n} \) and let \( i_1 < i_2 < \ldots < i_k \) denote the indices of the bottlenecks. Here, \( \gamma > 0 \) is a constant, whose value will be determined in the course of the proof. Conventionally, we also let \( i_{k+1} = \ell_s+1 \) and \( L(\ell_s+1) = \emptyset \). Since \( L(1) = \{u\} \), we have that \( i_1 = 1 \). We group consecutive levels into blocks \( V_j = \cup_{i_j \leq i < i_{j+1}} L(i) \), for \( j = 1, 2, \ldots, k \), so that the \( j \)-th block begins with the \( j \)-th bottleneck and ends just before the \( (j+1) \)-st one, or with the last level, \( L(\ell_s) \), if \( j = k \). The number of levels of a block is upper bounded as \( i_{j+1} - i_j \leq \frac{\gamma\sqrt{d_{\text{out}}n}}{\gamma\sqrt{d_{\text{out}}n}} \).

We construct an \( r^{(\text{simp})} \)-visit of the form \( \psi = \psi_1 \psi_2 \ldots \psi_k \), where \( \psi_j \) is a \( r^{(\text{simp})} \)-visit of the sub-DAG \( G_j \) induced by block \( V_j \). Since the \( V_j \)'s partition \( V \), \( \psi \in \Psi_{r^{(\text{simp})}}(G) \). By the properties of the levels mentioned above, \( B_{r^{(\text{simp})}}(\psi_1 \ldots \psi_{j-1}) = L(i_j) \). Furthermore, as \( V_1, \ldots, V_{j-1} \) have already been visited by \( \psi_1 \ldots \psi_{j-1} \) and \( \psi_j \) is a \( r^{(\text{simp})} \)-visit of \( G_j \), any of its prefixes \( \psi_j' \) may only enable vertices in \( V_j \) (i.e., the boundary of \( \psi_j' \) in \( G_j \)) and vertices in \( L(i_{j+1}) \) (i.e., the children of vertices in \( \psi_j' \subseteq V_j \), which are not in \( V_1 \cup \ldots \cup V_j \)). Therefore,

\[
\begin{align*}
\frac{b_{r^{(\text{simp})}}(\psi)}{2} & \leq \max_j \left\{ |L(i_j)| + |L(i_{j+1})| + b_{r^{(\text{simp})}}(\psi_j) \right\} \\
& \leq 2\gamma\sqrt{d_{\text{out}}n} + \max_j b_{r^{(\text{simp})}}(\psi_j).
\end{align*}
\]

A case analysis shows how each \( \psi_j \) may be chosen so that the above term is at most \( cv\sqrt{d_{\text{out}}n} \).

**Case 2.1.** \( |V_j| \leq n/2 \). By the inductive hypothesis, there exists \( \psi_j \in \Psi_{r^{(\text{simp})}}(G_j) \) such that \( b_{r^{(\text{simp})}}(\psi_j) \leq c\sqrt{d_{\text{out}}n} = \frac{c}{\gamma}\sqrt{d_{\text{out}}n} \). A sufficient condition for the desired result is that \( 2\gamma + \frac{c}{\gamma} \leq c \), which we will discuss below.

**Case 2.2.** \( |V_j| > n/2 \). Let \( u_1, u_2, \ldots, u_d \) be the input vertices of \( G_j \).

**Case 2.2a.** No input of \( G_j \) has more than \( n/2 \) descendants, in \( G_j \). Then, we construct an \( r^{(\text{simp})} \)-visit of \( G_j \) as \( \psi_j = u_1\psi_{u_1} u_2\psi_{u_2} \ldots u_d\psi_{u_d} \), where \( \psi_{u_i} \) is a \( r^{(\text{simp})} \)-visit, with minimum boundary complexity, of the sub-DAG induced by the descendants of \( u_i \) in \( G_j \) which have
not been visited in \(u_1 \psi_{u_1} u_2 \psi_{u_2} \ldots, u_t\). This is the \(r^{(sin)}\)-enabled reach of \(u_t\) in \(G_j\), given \(u_1 \psi_{u_1} u_2 \psi_{u_2} \ldots, u_t\). Since the input vertices of \(G_j\) are not in the boundary of any prefix of \(\psi_j\), by Lemma 8,

\[
b^{(sin)}_r(\psi_j) \leq \max_{i=1, \ldots, d} b^{(sin)}_r(\psi_{u_i}) \leq c \sqrt{d_{\text{out}} \frac{n}{2}},
\]

where the last step follows by the inductive hypothesis, considering that \(y\) yields \(c\) vertex reach yielding \(d_{\text{out}} \frac{n}{2}\) (here, and throughout the rest of this proof, \(d_{\text{out}}(v)\) refers to the descendants of \(v\) in \(G_j\)). The sufficient condition for the desired result is the same as in Case 2.1

**Case 2.2.b.** There is an input of \(G_j\), w.l.o.g., say \(u_1\), such that \(|d_{\text{out}}(u_1)| > n/2\). In order to break down \(G_j\) into pieces of size smaller than \(n/2\), to be visited one at a time, we select a vertex \(y \in d_{\text{out}}(u_1)\) such that \(|d_{\text{out}}(y)| \geq n/2\) and \(\max_{z \in \text{succ}(y)} |d_{\text{out}}(z)| < n/2\). Specifically, we can choose \(y\) as the last vertex, in a topological ordering of \(G_j\), with at least \(n/2\) descendants. Let \(y \in L(i)\), where clearly \(|i_j| \leq i < i_j + 1\), and consider a shortest path \(\pi y\) among those from input vertices of \(G_i\) to \(y\). We have \(|\pi| = |i - i_j| < i_j + 1 - i_j \leq \sqrt{d_{\text{out}} n}\).

Consider now the visit \(\psi = \pi y \psi'\) such that \(\psi_y\) is a \(r^{(sin)}\)-visit of the sub-DAG induced by \(V_j \cap \text{reach}_{r^{(sin)}}(y)\) constructed as discussed in Case a, and \(\psi'\) is a \(r^{(sin)}\)-visit, with minimum boundary complexity, of the sub-DAG induced by \(V_j \setminus \pi y \psi\). The boundary associated with any prefix of \(\pi\) includes at most \(d_{\text{out}}\) successors for each of its vertices, which are at most \(|\pi| \leq \sqrt{d_{\text{out}} n}\). Thus, the total contribution of \(\pi\) to the boundary is at most \(\sqrt{d_{\text{out}} n}\). Arguing along the lines of Case a, it can be shown that \(b^{(sin)}_r(\psi_y) \leq \frac{c}{\sqrt{2}} \sqrt{d_{\text{out}} n}\). Finally, since \(|\psi_y| \geq n/2\), we can then conclude that \(b^{(sin)}_r(\psi_y) < \frac{c}{\sqrt{2}} \sqrt{d_{\text{out}} n}\).

By Lemma 8, we can conclude that \(\psi_j \in \Psi^{(sin)}_r(G_j)\) and

\[
b^{(sin)}_r(\psi_j) \leq \frac{1}{c} \sqrt{d_{\text{out}} n} + \max\{b^{(sin)}_r(\psi_y), b^{(sin)}_r(\psi')\} \leq \left(\frac{1}{c} + \frac{c}{\sqrt{2}}\right) \sqrt{d_{\text{out}} n}.
\]

To establish the stated result, we need to satisfy the bound \(2\gamma + \frac{1}{\gamma} + \frac{c}{\sqrt{2}} \leq c\). This requirement is more stringent than the one for Case 2.1 and Case 2.2.a. Solving for \(c\), the sufficient condition is \(c \geq \sqrt{2} (\sqrt{2} + 1) (2\gamma + \frac{1}{\gamma})\). The r.h.s. is minimized when we let \(\gamma = \frac{1}{\sqrt{2}}\), which yields \(c \geq 4 (\sqrt{2} + 1)\).

The upper bound in Theorem 10 is existentially tight as there exist DAGs, such as \(q\)-pyramids discussed in [9, Section 3.1], of matching \(r^{(sin)}\)-boundary complexity.

### 4.4 Topological rule \(r^{(top)}\)

The following property is peculiar to the \(r^{(top)}\)-enabled reach:

**Lemma 11** (Disjointness of enabled \(r^{(top)}\)-reach). Let \(\psi\) be a \(r^{(top)}\)-sequence of DAG \(G = (V, E)\) and let \(u, v \in \text{reach}_{r^{(top)}}(\psi)\) be distinct vertices. Then, \(\text{reach}_{r^{(top)}}(u) \psi u \cap \text{reach}_{r^{(top)}(v) \psi v} = \emptyset\).

The proof is presented in the Appendix. The disjointness of the enabled-reach sets ensures that, if there are \(k\) vertices in the boundary, at least one of them has an enabled reach with fewer than \(n/k\) vertices. By leveraging this property, we obtain the following result.
Theorem 12 (Upper bound boundary complexity $r^{(top)}(\text{visits})$). For any DAG $G = (V, E)$, there exists a visit $\psi \in \Psi_{r^{(top)}}(G)$ such that (a) if $d_{\text{out}} = 0$, then $b_{r^{(top)}}(\psi) = 0$; (b) if $d_{\text{out}} = 1$, then $b_{r^{(top)}}(\psi) = 1$; and (c) if $d_{\text{out}} \leq D$, for some $D \geq 2$, then $b_{r^{(top)}}(\psi) \leq \frac{D-1}{\log_2 D} \log_2 n + 1$.

The proof of Theorem 12 is presented in the Appendix. The upper bound in Theorem 12 is existentially tight as there exist DAGs such as inverted $q$-trees (discussed in the extended version of this work [9, Section 3.1]) with matching $r^{(top)}$-boundary complexity.

Interestingly, there exist DAGs for which the $r^{(top)}$-boundary complexity is asymptotically higher than the $r^{(\text{sim})}$-boundary complexity. One such DAG $G$ is shown in Figure 1. It is a simple exercise to prove that $b_{r^{(\text{sim})}}(G) = 1$, $b_{r^{(top)}}(G) = \Theta (\log n)$, and $p(G_R) = \Theta (\log n)$.

5 Visits and I/O complexity

In this section, we show how the visit framework is fruitful in the investigation not just of space complexity but also of I/O complexity, by developing a new I/O lower bound technique, named “visit partition”. This extends a result by Hong and Kung [23], which has provided the basis for many I/O lower bounds in the literature thus far.

The I/O model of computation is based on a system with a memory hierarchy of two levels: a fast memory or cache of $M$ memory words and a slow memory, with an unlimited number of words. We assume that any value associated with a DAG vertex can be stored within a single memory word. A computation is a sequence of steps of the following types: (i) operations, with operands and results in cache; (ii) reads, that copy the content of a memory location into a cache location; and (iii) writes, that copy the content of a cache location into a memory location. Reads and writes are also called I/O operations. Input values are assumed to be available in the slow memory at the beginning of the computation. Output values are required to be in the slow memory at the end of the computation. The conditions under which a computation is a valid execution of a given DAG are intuitively clear. They can be formalized in terms of the “red-blue pebble game”, introduced by Hong and Kung in [23]. The I/O complexity $IO(G, M)$ of a DAG $G$ is defined as the minimum number of I/O operations over all possible computations of $G$. The I/O write complexity $IOW(\psi, G, M)$ and the I/O read complexity $IOR(\psi, G, M)$ are similarly defined.

The visit partition approach to I/O lower bounds develops along the following lines:

- A visit rule $r$ is chosen for the analysis.
- A procedure is specified to map each computation $\phi$ of the given DAG $G$ to an $r$-visit $\psi$ of the reverse DAG $G^R$.
- Given any partition of visit $\psi$ into consecutive segments, a set of I/O operations is identified for each segment, the sets of different segments being disjoint, whence their contributions can be added in the I/O lower bound.
- The number of read operations associated with a segment is lower bounded in terms of the size of a minimum post-dominator of the segment.
- The number of write operations associated with a segment is lower bounded in terms of the number of segment vertices that either inputs of $G_R$ (hence, outputs of $G$), or belong to the boundary of the visit at the beginning of the segment. The resulting global lower bound, modified by the addition of the term $|I| - |O|$, also applies to read operations.
- A lower bound, $q$, to the I/O of a given DAG, can be established by showing that, for each visit, there exists a segment partition that requires at least $q$ I/O operations, between reads and writes.

The technical details of this outline are presented in the next subsections.
5.1 Segment partitions of a visit

The concept of post-dominator set mirrors that of dominator set used in [23]:

Definition 13 (Post-dominator set). Given $H = (W, F)$ and $X \subseteq W$, a set $P \subseteq W$ is a post-dominator set of $V' \subseteq W$ if every directed path from a vertex in $V'$ to an output vertex intersects $P$. We denote as $pd_{\min}(X)$ the minimum size of any post-dominator set of $X$.

It is simple to see that $P$ is a post-dominator set of $X$ in $H$ if and only if $P$ is a dominator set of $X$ in the reverse DAG $H_R$.

Let $\psi$ be an $r$-visit of $G_R = (V, E_R)$. A segment partition of $\psi$ into $k$ segments is identified by a sequence of indices $i = (i_1, i_2, \ldots, i_k)$, with $1 \leq i_1 < i_2 < \ldots < i_k = n$. We also let $i_0 = 0$, for convenience. Since $\psi$ is a permutation of the vertices in $V$, the segments partition $V$. For $1 \leq j \leq k$, $\psi(i_{j-1}..i_j)$ is called the $j$-th segment of the partition. Two measures play a role in our I/O lower bound analysis of any segment:

- The size, $pd_{\min}(\psi(i_{j-1}..i_j))$, of minimum post-dominator sets of $\psi(i_{j-1}..i_j)$.
- The $r$-entering boundary size

$$b_r^{ent}(\psi(i_{j-1}..i_j)) = |B_r^{ent}(\psi(i_{j-1}..i_j))|$$

where, denoting as $I_R$ the set of input vertices of $G_R$,

$$B_r^{ent}(\psi(i_{j-1}..i_j)) = (I_R \cup B_r(\psi[1..i_{j-1}])) \cap \psi(i_{j-1}..i_j).$$

5.2 Lower bound

Let $\phi = (\phi_1, \phi_2, \ldots, \phi_T)$ be a computation of a DAG $G = (V, E)$ in the I/O model, in $T$ steps, where $\phi_t$ is the $t$-th step. Given an $r \in R(G_R)$, we construct an $r$-visit $\psi$ of $G_R$ corresponding to $\phi$. Our I/O lower bounds will be based solely on properties of the visit.

To construct $\psi$, the computation is examined backward, one step at a time. The visit is constructed incrementally, by extending an initially empty prefix. Let $\psi[1..i(t)]$ be the prefix already constructed just before processing computation step $\phi_t$ (initially, $i(T) = 0$). For $t = T, T - 1, \ldots, 1$, if $\phi_t$ is either a functional operation evaluating vertex $v \in V \setminus I$ or a read operation copying a vertex $v \in I$ (input of $G$) into the cache, then, if $v$ has not already been visited (i.e., $v \notin \psi[1..i(t)]$) and at least one enabler set $Q \in r(v)$ has already been visited (i.e., $Q \subseteq \psi[1..i(t)]$), then $v$ is added to the visit (i.e., $i(t-1) = i(t)+1$ and $\psi[1..i(t-1)] = \psi[1..i(t)] \cup v$). Otherwise, the visit constructed thus far remains unchanged (i.e., $i(t-1) = i(t)$).

By construction, a vertex is included in $\psi$ at most once and only after at least one of its enablers has been visited. To conclude that $\psi$ is indeed an $r$-visit of $G_R$ it remains to show that it contains all the vertices. The vertices in $I_R$ (which are the inputs of $G_R$, that is, the outputs of $G$) are added to the visit when they are first encountered in the backward processing of $\phi$, since they are enabled by the empty set. Suppose now, by contradiction, that there are vertices in $V \setminus I_R$ that are not included in $\psi$. Then, let $t_u$ be the smallest $t$ such that $v$ is computed (if $v \in V \setminus I$) or read from slow memory (if $v \in I$) in step $\phi_t$, and let $u$ be the vertex with the largest $t_u$ that is not in $\psi$. It must be the case that if $\psi[1..i(t_u)]$ does not include any enabler of $u$, which in turn implies that there exists a predecessor $w$ of $u$ in $G_R$ that does not belong to $\psi[1..i(t_u)]$. Since $t_w > t_u$, this implies that $\psi[1..i(t_w)]$ does not include any enabler of $w$, whence $w \notin \psi$, which contradicts the definition of $u$. 
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The procedure just described to construct an $r$-visit of $G_R$ from an I/O computation $\phi$ of $G$ is quite similar to the one in the proof of Theorem 5 for the analysis of the pebbling number. The differences are due to the circumstance that the standard I/O model assumes the inputs to be initially available in slow memory, whereas the pebbling model assumes that the inputs can be (repeatedly) loaded into the working space at any time.

**Lemma 14 (Visit partition).** Let $\phi$ be a computation of DAG $G = (V, E)$ on the I/O model with a cache of $M$ words. Let $r \in R\{G_R\}$ and let $\psi$ be the $r$-visit of $G_R$ constructed from $\phi$, as described above, and $i = (i_1, i_2, \ldots, i_k)$ any of its segment partitions. Then, the number $IO_W(\phi, M)$ of write I/O operations and the number $IO_R(\phi, M)$ of read I/O operations executed by $\phi$ satisfy the bounds

\[
IO_W(\phi, M) \geq W_r(i, \psi, M) := \sum_{j=1}^{k} \max\{0, b_r^{\text{ent}}(\psi(i_{j-1}..i_j)) - M\},
\]

\[
IO_R(\phi, M) \geq W_r(i, \psi, M) + |I| - |O|,
\]

\[
IO_R(\phi, M) \geq R_r(i, \psi, M) := \sum_{j=1}^{k} \max\{0, \text{pd}_{\min}(\psi(i_{j-1}..i_j)) - M\}.
\]

The total number $IO(\phi, M) = IO_W(\phi, M) + IO_R(\phi, M)$ of I/O operations executed by $\phi$ satisfies the bound

\[
IO(\phi, M) \geq W_{\psi}(i, M) + \max\{R_{\psi}(i, M), W_{\psi}(i, M) + |I| - |O|\}.
\]

**Proof.** We will analyze the entering boundary and the post-dominator contributions to the lower bound on the number of, respectively, write and read I/O operations for a generic segment of the visit $\psi(h..i]$, with $0 \leq h < i \leq n$, and then compose the contributions of the segments in partition $i$. For $l = 1, \ldots, n$, we let $\tau_l$ be such that $\psi[l]$ has been added to visit $\psi$ in correspondence of computation step $\phi_{\tau_l}$. Observe that $\tau_1 > \tau_2 > \ldots > \tau_n$, since the visit is constructed from the computation in reverse. When speaking of cache or of the slow memory at time $t$, we refer to their state just before the execution of computation step $\phi_t$.

**Proof of (1) — Boundary bound.** We claim that, at time $\tau_h$, the value of each vertex of set $B_r^{\text{ent}}(\psi[h..i])$ is stored in cache or in slow memory. Let

\[
v \in B_r^{\text{ent}}(\psi[h..i]) = (B_r(\psi[1..h]) \cup O) \cap \psi[h..i],
\]

where $O = I_R$ is the set of output vertices of $G$ (also, input vertices of $G_R$). Let $v = \psi[g]$, with $h < g \leq i$.

**Case 1.** If $v \in O$, then at the time $\tau_g \in [\tau_i, \tau_h)$ when it has been visited $v$ has been computed for the last time. Thereafter, by the rules of the I/O model, the value of $v$ must be kept in memory till the end of the computation. At time $\tau_h$, $v$ can be either in cache or slow memory, but at some time $t > \tau_g$ it must be written in slow memory.

**Case 2.** If $v \in B_r(\psi[1..h])$, then $\psi[1..h]$ includes an $r$-enabler of $v$ and we consider the smallest index $f$ such that $\psi[1..f]$ includes an $r$-enabler of $v$. Clearly $f \leq h$ and $u = \psi[f]$ is a successor of $v$ in $G$. We argue that the value of $v$ must be in memory during the interval $(\tau_g, \tau_f]$. In fact, when $u$ is computed, $v$ must be in cache. We separately analyze two subcases.
Case 2.1. If \( v \in V \setminus I \), then it is not computed at any time \( t \in (\tau_g, \tau_f) \), otherwise \( v \) would be visited at \( t \). Since \( \tau_g < \tau_h \leq \tau_f \), we have that (a copy of the value of) \( v \) is in memory at time \( \tau_h \).

Case 2.2. If \( v \in I \), then it is not read from slow memory at any time \( t \in (\tau_g, \tau_f) \), otherwise \( v \) would be visited at \( t \). Then, throughout this interval, \( v \) must be kept in cache. Since \( \tau_g < \tau_h \leq \tau_f \), we have that (a copy of the value of) \( v \) is in cache at time \( \tau_h \).

Given that at most \( M \) vertices of \( B_{\text{ent}}^{\psi(h..i)} \) can be in cache at \( \tau_h \), we conclude that at least \( \max \{0, |B_{\text{ent}}^{\psi(h..i)}| - M \} = \max \{0, b_{\text{ent}}^{\psi(h..i)} - M \} \) vertices must be in slow memory. Such vertices must all fall under Case 2.1 since the vertices in Case 2.2 must be in the cache. Then, they must have been written into slow memory, thus contributing to the number of write I/O, like the vertices in \( O \) (Case 1). Moreover, the contributions of the (disjoint) segments of partition \( i \) can be added, since they count write operations involving vertices that belong to disjoint sets. This concludes the proof for (1).

Proof of (2) — Modified Boundary bound. By examining the argument for Case 2.1, we see that the vertices involved must also be read, at some time \( t \geq \tau_h \), so that, those that are not in cache at time \( \tau_h \) contribute to the number of read I/O. Each vertex in \( I \) is read at least once from slow memory. Finally, considering that no read I/O has been argued when \( v \in O \), we reach (2).

Proof of (3) — Post-dominator bound. We claim that the set \( Y \) of vertices that are in cache at time \( \tau_i \) or are read into the cache during the interval \( [\tau_i, \tau_h) \) is a dominator set of \( \psi(h..i) \) in \( G \) or, equivalently, a post-dominator set of \( \psi(h..i) \) in \( G_R \).

Let \( v = \psi[g] \), with \( h < g \leq i \). If \( v \in I \), then at the time \( \tau_g \in [\tau_i, \tau_h) \), when \( v \) has been visited, it has been read into the cache, so that \( v \in Y \), whence \( v \) is dominated by \( Y \).

If \( v \in V \setminus I \), then at the time \( \tau_g \in [\tau_i, \tau_h) \) when \( v \) has been visited it has been computed. If, by way of contradiction, \( v \) is not dominated by \( Y \), then there is a directed path in \( G \), say \((v_1, v_2, \ldots, v_g = v) \), with no vertex in \( Y \). Let \( v_s \) be the first vertex on this path computed during interval \( [\tau_i, \tau_h) \), which must exist since \( v \) is computed during such interval. When \( v_s \) is computed, \( v_{s-1} \) must be in cache, since it is one of its operands. However, during \( [\tau_i, \tau_h) \), \( v_{s-1} \) cannot be in cache since it is not computed (by the definition of \( v_s \)), nor is it available at the initial time \( \tau_i \) or read from slow memory (since \( v_s \notin Y \)). Thus, we have reached a contradiction, which shows that \( v \) is actually dominated by \( Y \).

Given that at most \( M \) vertices of \( Y \) can be initially in the cache, we conclude that at least \( \max \{0, |Y| - M \} \geq \max \{0, pd_{\text{min}}(\psi(h..i)) - M \} \) must be brought into cache by read operations that occur during the interval \( [\tau_i, \tau_h) \). Moreover, the contributions of the (disjoint) segments of partition \( i \) can be added since they count read operations occurring in different time intervals. This concludes the proof for (3).

Finally, a straightforward combination of bounds (1), (2), and (3) yields bound (4).

We observe that, in Lemma 14, we can choose the visit rule and then, for the visit \( \psi \) corresponding to a given computation \( \phi \), we can choose the segment partition \( i \) with the goal of maximizing the resulting lower bound for the cost metric of interest. However, for the lower bound to apply to (all computations of) \( G \), we have to consider the minimum lower bound over all visits. The preceding observations are made more formal in the next theorem. It is generally possible that none of the computations that minimize the number of read operations also minimizes the number of write operations, so that the I/O complexity may be larger than the sum of the read and of the write complexity.
The DAG Visit Approach for Pebbling and I/O Lower Bound

**Theorem 15 (I/O lower bound).** Given a DAG $G = (V,E)$, with input set $I$ and output set $O$, a visit rule $r \in \mathcal{R}(G_R)$, a visit of $G_R$ according to this rule $\psi \in \Psi_r(G_R)$, and a cache size $M$, we define the quantities

$$W_r(\psi,M) = \max_{i \in I(\psi)} W_r(i,\psi,M),$$

$$R_r(\psi,M) = \max_{i \in I(\psi)} R_r(i,\psi,M).$$

where $I(\psi)$ denotes the set of all segment partitions of $\psi$ and the quantities $W_r(i,M)$ and $R_r(i,M)$ are those introduced in Equations (1) and (3), respectively. Then, the write I/O complexity $IO_W(G,M)$, the read I/O complexity $IO_R(G,M)$, and the total I/O complexity $IO(G,M)$ satisfy the following bounds:

$$IO_W(G,M) \geq \min_{\psi \in \Psi_r(G_R)} W_r(\psi,M),$$

$$IO_R(G,M) \geq \min_{\psi \in \Psi_r(G_R)} \max\{R_r(\psi,M), W_r(\psi,M) + |I| - |O|\},$$

$$IO(G,M) \geq \min_{\psi \in \Psi_r(G_R)} \{W_r(\psi,M) + \max\{R_r(\psi,M), W_r(\psi,M) + |I| - |O|\}\}. \quad (9)$$

**Proof.** Bound (1) of Lemma 14 applies to a computation $\phi$ of $G$ for which the procedure constructing the visit outputs $\psi$. The bound holds for any segment partition $i$ and, in particular, for the partition that maximizes $W_r(i,\psi,M)$. Using Definition (5), we obtain $IO_W(\phi,M) \geq W_r(\psi,M)$. To formulate a lower bound that holds for any computation $\phi$, hence for any visit $\psi$, we need to minimize with respect to $\psi \in \Psi_r(G_R)$, arriving at Bound (7). Bounds (8) and (9) are established by analogous arguments.

### 5.3 Comparison with Hong and Kung’s S-partition technique

Hong and Kung [23] introduced the “S-partition technique”, for I/O lower bounds. In this section, we show that the central result of their approach can be derived as a corollary of the visit partition approach, when the latter is specialized to the topological visit rule $r^{(\text{top})}$.

The S-partitions of a DAG are defined in terms of dominator and minimum sets. Given a DAG $G = (V,E)$ and a set $V' \subseteq V$, we say that $D \subseteq V$ is a dominator set of $V'$ if every directed path from an input vertex of $G$ to a vertex in $V'$ intersects $D$. The minimum set of $V'$ is the set of all vertices of $V'$ that have no successors in $V'$. An S-partition is a sequence $(V_1, V_2, \ldots, V_k)$ of sets such that (a) they are disjoint and their union equals $V$; (b) each $V_j$ has a dominator set of size at most $S$; (c) the minimum set of each $V_j$ has size at most $S$; (d) there is no edge from a vertex in $V_j$ to a vertex in $\cup_{i=1}^{j-1} V_i$.

**Theorem 16 (Adapted from [23, Theorem 3.1]).** Any computation of a DAG $G = (V,E)$ on the I/O model with a cache of $M$ words, executing $q$ I/O operations, is associated with a $2M$-partition of $G$ with $k$ sets, such that $Mk > q > M(k-1)$. Therefore, if $k(G,2M)$ is the minimum size of a $2M$-partition of $G$, the I/O complexity of $G$ satisfies:

$$IO(G,M) \geq M(k(G,2M) - 1). \quad (10)$$

Next, we show that when $r = r^{(\text{top})}$, Bound (9) of Theorem 15 implies Bound (10) of Theorem 16. In the visit framework, minimum sets arise as the boundary of $r^{(\text{top})}$-visits.

**Theorem 17 (Comparison with S-partition technique).** Given a DAG $G$, let $\psi$ be any $r^{(\text{top})}$-visit of $G_R$. There exists at least one segment partition $i = (i_1, \ldots, i_k)$ of $\psi$ such that

$$W_r(i,\psi,M) + R_r(i,\psi,M) \geq M(k(G,2M) - 1),$$

whence $IO(G,M) \geq M(k(G,2M) - 1)$.

The proof of Theorem 17 is presented in the Appendix.
Diamond DAGs can be obtained by taking a $b \times b$ mesh (i.e., a two-dimensional array) and by directing all the edges towards the upper right corner. The graph obtained as such has $n = b^2$ vertices, a single input vertex (i.e., in the bottom left corner), and a single output vertex (i.e., in the upper right corner). We show that for these DAGs, the visit partition technique yields tight I/O lower bounds, whereas the $S$-partition technique would only yield an $\Omega(1)$ lower bound.

Let $G = (V, E)$ be a $b$-side Diamond DAG. According to the definition of $S$-partition, the family $\{V\}$ is a 1-partition of $V$ as $V$ has a dominator (resp., minimum set) of size 1 composed by the single input (resp., output) vertex. Hence, for any $M \geq 1$, $k(G, 2M) = 1$ so that Hong and Kung’s method in Theorem 16 ([23, Theorem 3.1]) yields a trivial bound. In contrast, the visit partitioning technique allows to obtain an asymptotically tight I/O lower bound:

**Theorem 18 (I/O complexity Diamond DAG).** Let $G = (V, E)$ be a diamond DAG of side $b$. The I/O-complexity of $G$ using a cache memory of size $M$ satisfies $IO(G, M) \geq b/4M$.

The proof of Theorem 18, an asymptotically matching upper bound, and an extension to a more general family of diamond DAGs are presented in the extended version [9, Section 5.4].

### 5.4 Extensions to related I/O models

**External Memory Model.** The result in Theorem 15 can be straightforwardly extended to the External Memory Model of Aggarwal and Vitter [1], where a single I/O operation can move $L \geq 1$ memory words between cache and consecutive slow-memory locations.

**Models with asymmetric cost of read and write I/O operations.** Since our method distinguishes the contribution of write and reads I/O operations, it would be interesting to use it to investigate I/O lower bounds where reads and writes have different cost [12, 20], including the case in which only the cost of write I/O operations is considered [2, 14]. To this end, the lower bound in (9) can be modified to include multiplicative scaling for each component.

**Dropping the slow memory requirement for output values.** By using a modified concept of $r$-entering boundary of a segment, defined as $\hat{B}_r^{(ent)}(\psi |i_{j-1}..i_j|) = B_r(\psi |1..i_j-1|) \cap \psi |i_{j-1}..i_j|$, our method yields I/O lower bounds in a modified version of the I/O models where output values are not required to be written into the slow memory.

**Free-input model.** The visit partition technique can also be adapted to the “free input” model, more akin to the pebbling model, in which input values can be generated into cache at any time (e.g., they are read from a dedicated ROM memory), rather than being initially stored in the slow memory. While our lower bound to the number of write I/O operations (7) remains unchanged, the lower bound to the number of read I/O operations (8) must be revised removing the contribution of the post-dominator bound and the read I/O term of the boundary-bound. For any $r \in \mathcal{R}(G_R)$ we have:

$$IO^f_R(G, M) \geq \min_{\psi \in \Psi_r(G_R)} W_r(\psi, M) - |O|,$$

and, thus, $IO^f(G, M) \geq \min_{\psi \in \Psi_r(G_R)} 2W_r(\psi, M) - |O|$. 
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Execution with no recomputation. Finally, our result in Theorem 15 can be adapted and simplified to yield I/O lower bounds assuming that the value associated to any vertex \( V \setminus I \) is computed exactly once (the no-recomputation assumption). This simplifying assumption is often of interest as it focuses the analysis on schedules with a minimum number of computational steps. Moreover, it may provide a stepping stone towards the analysis of the more general and challenging case where recomputation is allowed. Without recomputation, computational schedules correspond to the topological orderings of \( G \). Thus, for any \( r \in \mathcal{R}(G_R) \), the corresponding \( r \)-visits of \( G_R \) constructed according to the procedure discussed in Section 5.2, are the topological orderings of \( G_R \). Therefore, we can restrict our attention to such orderings obtaining the following corollary:

**Corollary 19.** Given a DAG \( G = (V, E) \), with input set \( I \) and output set \( O \), consider its computations in the I/O model using a cache of size \( M \) such that no value is ever computed more than once. For any \( r \in \mathcal{R}(G_R) \) we have:

\[
\begin{align*}
\text{IO}^\text{ct} \left( G, M \right) \geq & \min_{\psi \in \Psi_r, (\text{top}) (G_R)} W_r(\psi, M), \\
\text{IO}^\text{cs} \left( G, M \right) \geq & \min_{\psi \in \Psi_r, (\text{top}) (G_R)} \max \{ \mathcal{R}_r(\psi, M), \ W_r(\psi, M) + |I| - |O| \}, \\
\text{IO}^\text{cr} \left( G, M \right) \geq & \min_{\psi \in \Psi_r, (\text{top}) (G_R)} \left\{ W_r(\psi, M) + \max \{ \mathcal{R}_r(\psi, M), \ W_r(\psi, M) + |I| - |O| \} \right\}.
\end{align*}
\]

The bounds obtained for computations without recomputation are generally higher than the general ones in Theorem 15, as while for each rule \( r \) we still analyze the entering boundary and the minimum post-dominator size of visit partitions, the set of visits to be considered is restricted to the subset \( \Psi_r, (\text{top}) (G_R) \subseteq \Psi_r (G_R) \), thus possibly eliminating some visit \( \psi \) with low \( W_r(\psi', M) \) and/or \( \mathcal{R}_r(\psi', M) \). It is easy to see that the best lower bounds are obtained for the choice \( r = r^{(\text{sin})} \).

6 Conclusions

We have proposed the visit framework to investigate both space and I/O complexity lower bounds. The universal upper bounds we have obtained for both the singleton and the topological types of visits show that these types cannot yield tight pebbling lower bounds for all DAGs, although they do for some DAGs. The framework gives ample flexibility to tailor the type of visit to the given DAG, but we do not yet have good insights either on how to exploit this flexibility or on how to show that this flexibility is not ultimately helpful.

The spectrum of visit types exhibits the following tradeoff. As we go from the topological rule to, say, the singleton rule, by relaxing the enablement constraints, the set of vertex sequences that qualifies as a visit increases (which goes in the direction of reducing the boundary complexity of the DAG, since the minimization takes place over a larger domain), but the boundary complexity of a specific visit also increases (which goes in the direction of increasing the boundary complexity of the DAG, since the function to be minimized increases). The tension between these opposite forces has proven difficult to analyze quantitatively. The arguments used to establish universal upper bounds in the singleton and in the topological cases are significantly different, and it is not clear how to interpolate them for an intermediate visit type. Further research is clearly needed to make progress on what appears to be a rich combinatorial problem.

Another contribution of the visit framework is a step toward a unified treatment of pebbling and I/O complexity. Within the framework, we have already seen how to generalize the by now classical Hong-Kung partition technique, based on dominator and minimum sets, thus achieving much better lower bounds for some DAGs.
We conjecture that, for other significant DAGs whose I/O complexity cannot be well captured by the $S$-partition technique, visit partitions will help obtain good lower bounds. Good candidates are DAGs with a constant degree and a space complexity $S(N)$ superlinear, say polynomial, in the number of inputs $N = |I|$. For such DAGs, the size of the minimum dominator set cannot exceed $N$ and, as shown in Theorem 17, the size of the topological boundary, i.e., of the minimum set, is $O(\log N)$ at any point in the computation. On the other hand, the singleton boundary could be significantly higher.

Although we have not explicitly discussed the issue in this work, we do not have general I/O upper bounds matching our visit partition lower bounds. Therefore, further work is needed to achieve a full characterization of the I/O complexity of a DAG.
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A Proofs of technical results

Proof of Theorem 5. Consider a pebbling schedule \( \phi \) of \( G \) which uses \( s \) pebbles, and any visit rule \( r \in \mathcal{R}(G_R) \). The proof proceeds by constructing an \( r \)-visit \( \psi \) of \( G_R \) whose \( r \)-boundary complexity is itself bounded from above by \( s \). Let \( T \) denote the total number of steps of the pebbling \( \phi \). The construction of \( \psi \) proceeds iteratively starting from the end of the pebbling schedule \( \phi \) to its beginning: Let \( v \) denote the vertex which is being pebbled at the \( i \)-th step of \( \phi \) for \( 1 \leq i \leq T \), then the same vertex \( v \) is visited in \( G_R \) if and only if all the vertices in at least one of the subsets in the enabling family \( h(v) \) have already been visited. By construction, \( \psi \) is indeed a valid \( r \)-visit of \( G_R \).

By the construction of the reverse DAG \( G_R \), the set of the successors of any vertex \( v \in V \) in \( G \) corresponds to the set of predecessors of \( v \) in \( G_R \). By the rules of the pebble game, when considering a complete pebbling schedule for \( G \), each vertex \( v \in V \) is pebbled in for the first time before any of its successors. As each enabler in \( r(v) \) is a subset of the predecessors of \( v \) in \( G_R \) and, hence, a subset of the successors of \( v \) in \( G \), each vertex will surely be visited in \( \psi \) at the step corresponding to its first pebbling in \( \phi \) unless it has already been visited. This allows us to conclude that all vertices of \( G_R \) are indeed visited by \( \psi \).

Let \( \phi[t] \) denote the vertex being pebbled at the \( t \)-th step of the pebbling schedule, for \( 1 \leq t \leq T \). In order to prove that the statement holds, it must be shown that, fixed an index \( i, 1 \leq i \leq n \) with \( \psi[i] = \phi[t] \), for some \( t \in \{1, 2, \ldots, T\} \), the vertices in \( B_r(\psi[1..i]) \) must be pebbled (i.e., held in the memory) at the end of \( t \)-th step of \( \phi \).

Let \( v \in B_r(\psi[1..i]) \). By the construction of \( \psi \) there must exist two indices \( t_1 \) and \( t_2 \), with \( 1 \leq t_1 \leq t < t_2 \leq T \), such that \( \phi[t_1] = v, \phi[t_2] \in Q \in r(v) \), and \( \phi[t'] \neq v \) for every \( t_1 < t' < t_2 \) (if that was not the case, then \( v \) would have been visited then). As a consequence, the value of \( v \) computed at step \( t_1 \) of \( \phi \) is used to compute \( v_{t_2} \) and therefore it must reside in memory at the end of step \( t \) (i.e., it has to be pebbled). Since \( i \) was chosen arbitrarily, the same reasoning applies for all indices \( i = 1, 2, \ldots, n \). We can thus conclude that the maximum number of pebbles used by \( \phi \) (and thus, the memory space used by \( \psi \)) is no less than \( \max_{1 \leq i \leq n} |B_r(\psi[1..i])| = b_r(\psi) \).

The theorem follows by minimizing over all possible \( r \)-visits \( \psi \in \Psi_r(G_R) \).

Proof of Lemma 6. To prove the lemma, we construct a pebbling schedule \( \phi \) for \( G \), which corresponds to the \( r \)-visit \( \psi \) of \( G_R \): the construction proceeds iteratively starting from the end of \( \psi \). For any index \( i = 1, 2, \ldots, n \) let \( \psi[i] \) denote the vertex visited at the \( i \)-th step of \( \psi \).

Let \( G_n \) denote the sub-DAG of \( G \) induced by the subset of \( V \) composed of \( \psi[n] \) and the set of its ancestors in \( G \). The schedule \( \phi \) starts following the steps of any pebbling schedule.
of $G_n$. Once $\psi[n]$ has been pebbled, all the pebbles on vertices of $G_n$, except for $\psi[n]$, are removed. The schedule $\phi$ then proceeds according to the same procedure up to $\psi[1]$. During the $i$-th step, the pebbling schedule for $G_i$ never re-pebbles any of the vertices in $\psi[i+1..n]$. As they were previously pebbled, we can assume that they maintain a pebble (i.e., they are kept in memory) until the end of the computation. Hence it is possible to pebble $G_i$ without re-pebbling the vertices in $\psi[i+1..n]$. By construction, $\phi$ is a complete pebbling of $G$.

Crucially, the order according to which the vertices are pebbled for the last time in $\phi$ corresponds to the reverse order of appearance of the vertices in the given visit $\psi$. When applying the conversion between pebbling schedules and visits discussed in the proof of Theorem 5, we have that the vertices are visited in $G_R$ according to the order of their last pebbling in $\phi$. The lemma follows.

**Proof of Theorem 9.** We construct inductively an $r$-visit $\psi$ of $G$ such that $b_r(\psi) \leq \ell (d_{out} - 1)$.

In the base case $\ell = 0$, that is, all the vertices of $G$ are input vertices without predecessors. Any permutation of the input vertices is an $r$-visit. As input vertices are enabled by the empty set, by Definition 3, they do not appear in the boundary and, thus, the $r$-boundary complexity of any such visit is zero.

For the general case $\ell \geq 1$, the visit begins by visiting any input vertex of $G$. If none of its direct successors are enabled according to $r$, by definition, $B_r(\psi[1]) = \emptyset$. If that is the case, the visit proceeds by selecting another input vertex of $G$.

Without loss of generality, let $v$ denote the first input vertex of $G$ whose $r$-enabled reach given the $r$-sequence $\psi_{pre}$ constructed so far is not empty. As visiting $v$ can only enable its at most $d_{out}$ successors, we have $|B_r(\psi_{pre})| \leq d_{out}$. Let $G' = (V', E')$ denote the sub-DAG of $G$ induced by the $r$-enabled reach of $v$ given $\psi_{pre}$ and let $r'(v) = \{ Q \setminus \psi_{pre} \mid Q \in r(v) \}$ for all $v \in \text{reach}_r(v)\psi_{pre})$. By construction, $G'$ is a sub-DAG of the DAG induced by the set of descendants of $v$, whose topological depth must be at most $\ell - 1$. Thus, $G'$ has topological depth at most $\ell - 1$ as well. Hence, by the inductive hypothesis, for any visit rule of $G'$, and, in particular, for $r'$ there exists an $r'$-visit of $G'$, denoted as $\psi'$ such that $b_{r'}(\psi') \leq (\ell - 1)(d_{out} - 1) + 1$.

By Lemma 8, $\psi_{pre}\psi'$ is an $r'$-sequence of $G$ and vertices in $\psi'$ do not enable any vertex in $V \setminus \psi'$. Further, as at the first step of $\psi'$ one successor of $v$ is visited, from that step onward, at most $d_{out} - 1$ successors of $v$ which are yet to be visited may be in the boundary. Thus:

$$
\begin{align*}
|B_r(\psi_{pre}[1..i])| &= 0 & \text{for } i = 1, \ldots, |\psi_{pre}| \\
|B_r(\psi_{pre})| &\leq d_{out} \\
|B_r(\psi_{pre}\psi'[1..j])| &\leq (d_{out} - 1) + (\ell - 1)(d_{out} - 1) + 1 & \text{for } j = 1, \ldots, |\psi'| \\
|B_r(\psi_{pre}\psi')| &\leq (d_{out} - 1)
\end{align*}
$$

The visit then proceeds by visiting any input vertex of $G$ which is yet to be visited and its enabled reach given the $r'$-sequence constructed so far and by repeating the operations previously described. This ensures that $G$ is entirely visited by $\psi$. By repeating the considerations on the boundary size previously discussed, we can conclude that the maximum boundary size of $\psi$ is at most $(d_{out} - 1) \ell + 1$. The theorem follows.

**Proof of 12.**

(a) If $d_{out} = 0$, then all vertices of $G$ are input vertices and any ordering $\psi$ of $V$ is a legal topological ordering, with $b_{\psi}(\psi) = 0$, since input vertices are never part of the boundary.
(b) If $d_{out} = 1$, then it is easy to see that $G$ consists of a collection of chains (one for each input), at least one of which has length greater than $1$. Clearly, visiting one chain at the time yields a visit $\psi$ with $b_{\psi^{(top)}}(\psi) = 1$.

c) If $d_{out} \leq D$, with $D \geq 2$, we proceed by induction on $n$. In the base case, $n = 1$, clearly there is a unique schedule $\psi$ with $b_{\psi^{(top)}}(\psi) = 0$. For the inductive step ($n > 1$), we recursively construct a visit $\psi = topv(G)$ as follows. Arbitrarily choose an input vertex $u$ of $G$; let $B_{u^{(top)}}(u) = \{v_1, v_2, \ldots, v_k\} \subseteq suc(u)$, with $0 \leq k \leq d_{out}(u) \leq D$; and output $\psi = uv_j, \phi_1 \ldots v_j, \phi_1$ where, informally, $\phi_1$ is a visit of the enabled reach of $v_j$, given the prefix of $\psi$ to the left of $v_j$. Each $v_j$ is chosen among the successors of $u$ (initially) enabled by $u$ and not yet visited so as to minimize the size of the enabled reach. Finally, $\phi$ is a visit of the vertices not yet traversed by the end of $\phi_k$. More formally:

- $j_1, \ldots, j_k$ is a permutation of $1, \ldots, k$, specified below.
- For $h = 1, \ldots, k$, $v_{j_h}\phi_h = topv(G_h)$, where $G_h$ is the subgraph induced by $\{v_{j_1}\} \cup \text{reach}_{\psi^{(top)}}(v_{j_1}uv_{j_2}\phi_1 \ldots v_{j_h-1}\phi_{h-1}v_{j_h})$. It is easy to see that any visit of $G_h$ must begin with vertex $v_{j_h}$, the only input vertex of $G_h$, every other vertex of $G_h$ being a proper descendant of $v_{j_h}$.
- $j_h = \arg\min_{j \in \{1, \ldots, k\}\setminus\{j_1, \ldots, j_{h-1}\}} |\text{reach}_{\psi^{(top)}}(v_juv_{j_2}\phi_1 \ldots v_{j_{h-1}}\phi_{h-1}v_j)|$.

To establish the claimed bound on $b_{\psi^{(top)}}(\psi)$, we make the following observations.

1. For $h = 1, \ldots, k$, the boundary of the prefix of $\psi$ ending just before $v_{j_h}$ equals $\{v_{j_1}, \ldots, v_{j_h}\}$, hence it has size $k - h + 1 \leq k$.

2. By Lemma 8, while visiting $G_h$, the boundary is at most $(k - h) + b_{\psi^{(top)}}(v_{j_h}\phi_h)$.

3. Collectively, the $k - h + 1$ enabled reaches from which the next one to be visited is chosen contain at most $n - 1 - k$ vertices (because $u$ and $v_1, \ldots, v_k$ are not contained in any of them). Since, by Lemma 11, these reaches are disjoint, the smallest ones contain at most $\lceil \frac{n - 1 - k}{k - h + 1} \rceil$ vertices. Additionally accounting for $v_{j_h}$, $G_h$ contains at most

$$1 + \lceil \frac{n - h}{k - h + 1} \rceil = \lceil \frac{n - h}{k - h + 1} \rceil$$

4. For convenience, let $f(n, D) = \frac{D - 1}{\log_2 D} \log_2 n + 1$ and observe that $f$ is increasing with both arguments. By the inductive hypothesis, we have:

$$b_{\psi^{(top)}}(\psi) \leq \max\{k, \max_{h=1}^k((k - h) + f(\frac{n - h}{k - h + 1}, D))\}, f(n - 1 - k, D)\}.$$ 

Using $f(\frac{n - h}{k - h + 1}, D) \leq f(\frac{n}{k - h + 1}, D)$ and letting $q = k - h + 1$, the previous yields

$$b_{\psi^{(top)}}(\psi) \leq \max\{k, \max_{q=1}^k(q - 1 + f(\frac{n}{q}, D))\}, f(n - 1 - k, D)\}.$$ 

5. To complete the inductive step, it remains to show that each of the three terms in the outer max is no larger than $f(n, D)$. This is obvious for the third term $f(n - 1 - k, D)$, given the monotonicity of $f$. For the second term, we observe that each argument in the inner max satisfies

$$q - 1 + f(\frac{n}{q}, D) = q - 1 + \frac{D - 1}{\log_2 D} \log_2 \frac{n}{q} + 1$$

$$= \left(\frac{D - 1}{\log_2 D} \log_2 n + 1\right) + (q - 1) \left(1 - \frac{D - 1}{\log_2 D} \frac{1}{q - 1}\right)$$

$$\leq \frac{D - 1}{\log_2 D} \log_2 n + 1,$$

where the term dropped in the last step is negative or null, since $\frac{D - 1}{\log_2 D} \leq \frac{D - 1}{\log_2 D}$, for $q = 1, \ldots, D$, as can be shown by straightforward calculus. Finally, to bound the first term, $k$, we observe that, if $k \leq 1$, then the target bound trivially holds. Otherwise,
consider that \( n \geq k + 1 \) (\( G \) contains at least the distinct vertices \( u \) and \( v_1, \ldots, v_k \)) and that, for \( 2 \leq k \leq D \), we have \( \frac{k - 1}{\log_2 k} \leq \frac{D - 1}{\log_2 D} \) (as mentioned above). Then, the target inequality follows:

\[
k = (k - 1) + 1 \leq \frac{k - 1}{\log_2 k} \log_2 k + 1 < \frac{D - 1}{\log_2 D} \log_2 n + 1.
\]

---

**Figure 1** This DAG allows us to study the relationship between the \( r^{(\text{sin})} \)-boundary complexity and the \( r^{(\text{top})} \)-boundary complexity. The DAG is obtained by connecting the vertices of a directed binary arborescence with a directed chain. Its \( r^{(\text{sin})} \)-boundary complexity is 2: consider a visit starting in the leftmost vertex of the chain and that visits vertices of the tree as soon as they are enabled. Instead, its \( r^{(\text{top})} \)-boundary complexity is \( \log_2 (n + 2) - 1 \), where \( n \) denotes the number of its vertices. In every possible \( r^{(\text{top})} \)-visit, the directed chain must be visited first, and then the arborescence is left to be visited. The bound on the \( r^{(\text{top})} \)-boundary complexity follows an argument similar to that in the analysis of complete \( q \)-trees in the extended version of this work [9]. Consider the reverse DAG. Its pebbling number is \( (n + 2) - 1 \), where \( n \) denotes the number of vertices. (The proof of this statement is a simple exercise.) By the previous considerations, while using the \( r^{(\text{sin})} \) yields in Theorem 5 yields a trivial lower bound to the pebbling number. Instead, using \( r^{(\text{top})} \) yields a tight lower bound to the pebbling number of the DAG.

**Proof of Theorem 17.** For notational simplicity, throughout this proof, \( r \) stands for \( r^{(\text{top})} \). We preliminarily observe that if \( \psi \in \Psi_{p^{(\text{top})}} (G_R) \), then, for any segment \( \psi(h, i) \), \( B_r^{(\text{ent})} (\psi(h, i)) \) is the minimum set of \( \psi(h, i) \) in \( G \). In fact, by the definition of \( r^{(\text{top})} \), \( v \in B_r (\psi[1, h]) \) if and only if all of its predecessors in \( G_R \) (i.e., its successors in \( G \)) are in \( \psi[1..h] \). Hence, \( B_r^{(\text{ent})} (\psi(h, i)) \) contains exactly those vertices in \( \psi(h, i) \) which are either inputs of \( G_R \) (outputs of \( G \)) or for which \( \psi(h, i) \) contains no predecessor in \( G_R \) (thus, no successor in \( G \)).

Below we will make use of the following two properties, whose simple proof is omitted here. Let \( U \subseteq V \) and \( x \in V \). Then \( \min_{pd}(U \cup \{x\}) \leq \min_{pd}(U) + 1 \) and \( \text{sms}(U \cup \{x\}) \leq \text{sms}(U) + 1 \), where \( \text{sms}(X) \) denotes the size of the minimum set of \( X \subseteq V \).

Given \( \psi \in \Psi_{p^{(\text{top})}} (G_R) \), we consider a segment partition \( i = (i_1, i_2, \ldots, i_k) \) where each segment, with the possible exception of the last one, has a minimum postdominator or the minimum set of size \( 2M \). Based on the properties stated in the preceding paragraph, such a partition can be easily constructed by scanning the visit one vertex at a time and closing a segment as soon as the desired condition is met, or all vertices have been scanned.

For \( j = 1, \ldots, k \), let \( V_j = \{ \psi[i_{k-j}+1], \ldots, \psi[i_{k+1-j}] \} \). We show that sequence \( (V_1, \ldots, V_k) \) is a \( 2M \)-partition of \( G \), by proving the defining properties: (a) As they correspond to the segments of a visit, the \( V_j \)'s are disjoint and their union equals \( V \). (b) By construction, the
dominator of each $V_j$ in $G$ has size at most $2M$. (c) By construction, the minimum set of each $V_j$ in $G$ has size at most $2M$. (d) Finally, since $\psi$ is an $r^{\text{(top)}}$-visit of $G_R$, it is a reverse topological ordering of the vertices in $G$. Therefore, there are no edges of $G$ from $V_j$ to $\bigcup_{i=1}^{j-1} V_i$. Clearly, $k \geq k(G, 2M)$, by the definition of the latter quantity.

To analyze the I/O requirements of $\psi$, consider the following sequence of inequalities:

$$W_r(\psi, M) + R_r(\psi, M) \geq W_r(i, \psi, M) + R_r(i, \psi, M) \geq \sum_{j=1}^{k} \max\{0, b_r^{\text{ent}}(\psi(i_{j-1..i_j+1}]) - M, \min_{pd}(\psi(i_{j-1..i_j}) - M)\} \geq \sum_{j=1}^{k-1} (2M - M) = (k - 1)M \geq M (k(G, 2M) - 1).$$

These four inequalities respectively take into account (i) the definitions in (5) and (6); (ii) the definitions in (1) and (3); (iii) the fact that, for $j = 1, \ldots, k - 1$, at least one of the arguments of the max operator equals $M$; and (iv) the relationship $k \geq k(G, 2M)$, seen above. Finally, since the chain of inequalities applies to any visit $\psi \in \Psi_r^{\text{(top)}}(G_R)$, we can invoke inequality (9) to conclude that $IO(G, M) \geq M (k(G, 2M) - 1)$. ◀