MCred: multi-modal message credibility for fake news detection using BERT and CNN
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Abstract
Online social media enables low cost, easy access, rapid propagation, and easy communication of information, including spreading low-quality fake news. Fake news has become a huge threat to every sector in society, and resulting in decrements in the trust quotient for media and leading the audience into bewilderment. In this paper, we proposed a new framework called Message Credibility (MCred) for fake news detection that utilizes the benefits of local and global text semantics. This framework is the fusion of Bidirectional Encoder Representations from Transformers (BERT) using the relationship between words in sentences for global text semantics, and Convolutional Neural Networks (CNN) using N-gram features for local text semantics. We demonstrate through experimental results a popular Kaggle dataset that MCred improves the accuracy over a state-of-the-art model by 1.10% thanks to its combination of local and global text semantics.
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1 Introduction

News is any information to make the public aware of the events happening around them and which can affect them personally or socially. In recent years, online social media has become a common platform for news broadcasting for business, political, and entertainment purposes. Individuals use social media to search and consume news because of its ease, comfort, and fast propagation (Zhang and Ghorbani 2020). This commodity brought both constructive and destructive impacts. People tamper and scatter genuine information for their entertainment and benefits in the form of fake news (Bondielli and Marcelloni 2019). Fake news played a pivotal role in the 2016 US presidential election campaign following a large amount of false information spread on Facebook during its last three months (Allcott and Gentzkow 2017). This incident brought fake news to the attention of many industrial and research institutions for understanding and reducing this phenomenon.

Fake news and social impact Several researchers used the terms like false news, fake news, rumor, and disinformation interchangeably (Ajao et al. 2018; Bondielli and Marcelloni 2019; Lazer et al. 2018). There is no single universal definition of fake news (Zhou et al. 2019), however, we may define the term as any fabricated and deceitful news content that influences its readers to believe in something false. Klein and Wueller (2017) characterized fake news as the online distribution of false information purposefully or intentionally. While printed media was the only medium to spread fake news until a decade ago, online media became today the easiest way to spread low-quality news (Thota et al. 2018). Fake news can lead to a negative effect on politics, the economy, and public opinions. One popular fake news example was Barack Obama being harmed in a blast, which siphoned 130 billion dollars in stock (Rapoza 2020). Numerous fake news on COVID-19 pandemic over...
social networking sites (Kouzy et al. 2020) caused fear and misconception among the people. Recently, Tim Berners-Lee (Swartz 2020) stated that fake news has become the most upsetting thing over the Internet.

**News classification** Several researchers treated fake news as a binary classification (i.e. real or fake) (Shu et al. 2017; Sharma and Sharma 2021; Garg and Sharma 2020a), while others considered it as a multi-class classification (Karimi et al. 2018), regression, or clustering (Oshikawa et al. 2020) problem. An automated tool assists users in detecting and categorizing fake news according to three criteria, identified in the related work:

1. *Propagation-based* (Liu and Wu 2018; Liu et al. 2018) methods trace the spreading pattern of any news using people’s replies and share.
2. *User profile-based* (Shu et al. 2017) methods track the individuals’ behavior using their published, forwarded, or commented news including further analysis information like location, sexual orientation, followers, or friends.
3. *News content-based* (Zhou et al. 2020; Garg and Sharma 2020b; Zhang et al. 2020; Wang et al. 2021) methods are of two kinds:
   - (a) *Syntactic-based* methods use linguistic and writing patterns like a number of special characters, nouns, or verbs to classify the news.
   - (b) *Semantic-based* methods perform high-level representation and structure of the text in a given document.

### 1.1 Method

We propose in this paper a novel *message credibility (MCred)* *multi-modal method* that approaches fake news as a binary classification problem. The method combines global text semantics relationship between words using bidirectional encoder representations from transformers (BERT) with local text semantics using *n*-grams features of a convolutional neural network (CNN) model. The MCred model uses global and local word embedding as a cue for the news classification validated using four datasets for training and testing purposes. We generated the CNN output by combining multiple *n*-gram features (i.e. a kernel size of two, three, and four). Finally, we combined the CNN and BERT outputs into a dense network to enhance the performance of MCred model. We achieved a 1.48% improvement in accuracy compared to related state-of-the-art methods.

### 1.2 Outline

The paper has six sections. Section 2 highlights the literature study. Section 3 explains the background of both machine learning (ML) and deep learning (DL). Section 4 describes the proposed MCred model comprising a BERT processing layer, A CNN processing layer, and a Dense net processing layer. Section 5 provides implementation details, followed by the evaluation results. Section 6 concludes the paper and highlights future work opportunities.

### 2 Related work

Many researchers did survey on fake news detection and identified the prominent attributes, liable for the fake news classification (Sharma and Sharma 2019). We review in this section the state-of-the-art works on fake news detection into two categories: pattern-based and content-based. We conclude the section with a review of the research available for supporting fake news detection research.

#### 2.1 Pattern-based detection

Several researchers referred user profile-based features for fake news detection. Shu et al. (2017) investigated data mining and the correlation between the user profile features and the news genuineness and concluded with open fake news detection challenges. Singh et al. (2020) used attention-based LSTM to classify rumor and non-rumor tweets with thirteen linguistic and user profile features and achieved an F1-score of 88%. Horne and Adali (2017) developed support vector machine (SVM) model for fake news detection using three linguistics features categories: writing pattern, text complexity, and psychological. Similarly, Pérez-Rosas et al. (2018) manually built linguistic features from news and a trained an SVM model. Other researchers used reinforcement learning (Zhou et al. 2020) and fact checking (Vo and Lee 2019) for the news classification. Mangal and Sharma (2020) used the cosine similarity index approach for the reliable news prediction. They executed proposed model on 1000 news articles and achieved the accuracy of 91.07% with the assumption of 0.62 threshold. Sharma et al. (2019) concluded that generalizing linguistic features for fake news detection is a hard problem across different themes and domains. Singh et al. (2017) used a popular linguistic features package “Linguistic Analysis and Word Count (LIWC)”, and implemented a Z-score normalization technique with 80–20% training and testing set ratios. They compared several ML models and achieved the best results with 87% accuracy using SVM.
2.2 Content-based detection

Safaya et al. (2020) proposed a BERT-CNN based model and compared F1-score value with five other state-of-the-art models. They concluded that BERT-CNN combination gives the improved result among all other models. They trained and tested their model on Arabic, Greek and Turkish tweets and claimed that their model might give improved result on other natural languages too. He et al. (2019) proposed a single-layer CNN model with BERT and evaluated on the Airline Travel Information Systems (ATIS) dataset. They achieved the accuracy of 98.54% but they explained that this model is suitable for short sentences only and the robustness of model can be improved after making some enhancements. Jwa et al. (2019) proposed exBAKE model for the articles classification in four categories i.e. agrees, disagrees, discusses and unrelated. For this, they used Daily Mail news as extra data for improved CNN training. They achieved the F1 score of 74.60% only. Guo et al. (2018) proposed a hierarchical long short term memory (BLSTM) model and used an attention mechanism for rumor detection with a 93.4% accuracy on the Weibo dataset and 83.40% accuracy on the Twitter dataset. Ahn and Jeong (2019) used a fined tuned BERT for detecting fake news on a Korean dataset and achieved the area under the receiver operating characteristic curve score of 83.8%. Ahmed et al. (2017) implemented a term frequency and inverse document frequency (TF-IDF) extraction technique on six ML models. The linear SVM uni-gram with 50 thousand features achieved an experimental accuracy of 92%, while the linear regression uni-gram with the same number of features an 89% accuracy. O’Brien et al. (2018) utilized a black-box DL framework for fake news detection and achieved an accuracy of 93.50%, which justified that CNNs work well for these types of problems. Singh and Sharma (2021) proposed a deep learning based multi-modal approach for the social media news classification. They used CNN for the image processing and RoBERTa for text processing; with this combination they achieved an accuracy of 85.3% on MediaEval (Twitter) dataset and 81.2% on Weibo dataset. Sharma et al. (2021) explained various existing tools and ways for fake news detection and also explained the role of fact checking websites in this classification task. They also executed LSTM and BiLSTM classifier on Kaggle dataset and concluded that with an accuracy of 91.51%, Bi-LSTM performed better than LSTM. ii) CNN processing layer requires large data to train and it is slower because of maxpool operation. Similarly at the testing phase, we require properly preprocessed and larger data. Khan and Alhazmi (2020) also used an ensemble technique to compare the performance of several ML models and achieved the highest accuracy of 90.70% using an AdaBoost random forest. Mersinihas et al. (2020) proposed a novel class label frequency distance vectorization approach for fake news detection and found that logistic regression gives the highest accuracy of 97.52%. Kaliyar et al. (2020) used the GloVe word embedding model and deep CNNs for fake news detection and achieved an accuracy of 98.36%. Rohit Kumar Kaliyar and Narang (2021) proposed another model in which BERT embeddings are passed to the CNN model for the classification purpose and after this combination author achieved the accuracy of 98.90%.

2.3 Summary

We observed in the literature review that propagation, linguistic, semantics of text, and user profiles are important metrics for fake news classification. However, we observed two limitations.

1. Researchers used ML and DL methods for the fake news detection considering the local context only and ignoring the global context of text data.
2. The state-of-the-art models used a single dataset and missed a generalized model performance evaluation on heterogeneous datasets.

The MCred model proposed in this paper uses CNN for the local context and BERT for the global context of the given information. Originally, the BERT model has large number of parameters ranging from 100 millions to 300 millions (Devlin et al. 2018). Therefore, the BERT model training from scratch using small dataset leads to over-fitting problem. To avoid this, we used pre-trained BERT model and further trained it on our dataset for fine-tuning. There are three possible ways of fine-tuning: (i) training of complete architecture, (ii) training of some layers of pre-defined architecture, and (iii) use of complete architecture as it stands. We followed the third way in our proposed model and fine-tuned the BERT model by adding our dataset with the pre-existing dataset and also concatenated few additional layers. We explained the implementation details in Sect. 4.2.2. After tuning, we tested their performance using extensive experiments on four heterogeneous datasets.

3 Background

3.1 ML background

We used five popular ML methods in developing our proposed MCred model.

Logistic regression (LR) evaluates categorical problems. Popular version of LR model have binary result; either true/false, yes/no and other. Instead of this multinomial LR is also available with multiple results. LR takes the advantage of logistic or Sigmoid function to read the input vector and
map it to the appropriate category. In this paper we used LR for the evaluation purpose because it robust and flexible method for classification (Seufert 2014).

*Naive Bayes (NB)* classifies the news as real or fake using maximum conditional probability. It is based on “Bayes’ Theorem”.

\[ P(X|Y) = \frac{P(Y|X) \cdot P(X)}{P(Y)} \]

where \( X \) and \( Y \) are two events.

We used the NB classifier because it is simple and computationally inexpensive for text classification. NB needs a lesser amount of data for training purposes, unlike other classifiers.

*Decision tree (DT)* predicts the final class using the recursive partition of all features present in the training dataset. It represents the dataset as a tree, where nodes represent the features, branches represent the decisions and leaves represent the results. We fed the data as input and progressively partition it into small parts until the result finally labels it as real or fake.

*Random forest (RF)* is a amalgamation of multiple trees therefore it is called as forest. It works for both regression and classification types of use cases. RF prevents over-fitting by using ensemble learning and merging multiple DTs to improve the model accuracy. We used this classifier for faster training and learning of our proposed MCred model. As this paper considered binary problem, all the trees in RF votes for a prediction either 0 or 1 and highest votes are considered as final result of RF.

\[ \hat{y} = \frac{1}{N} \sum_{i=1}^{N} \hat{y}(a) \]

Here \( \hat{y} \) is the tree prediction, “\( N \)” represents the total number of trees present in the forest, “\( i \)” is the current tree and “\( a \)” is the training data.

*Extreme gradient boosting (XGBoost)* utilizes the concept of supervised machine learning algorithm. The idea of Gradient Boosting Machines (GBM) is used in XGBoost. XGBoost is more powerful in terms of performance and deals with data irregularities. We used this classifier because it accurately predicts the target data by combining the output generated by multiple weak learners.

### 3.2 Global vector (GloVe) (Jeffrey Pennington 2021)

It is an unsupervised learning algorithm for generating vector of a particular word based on global co-occurrence statistics. The word “GloVe” comes from “Global Vector” and the vector representation generated by this algorithm is known as GloVe word embeddings. This embedding extracts the connection among words from statistics and uses the co-occurrence matrix for finding the semantic relationship. Stanford’s GloVe available in four different versions based on its parameters as shown in Table 1.

### Table 1 GloVe model training details

| Corpora name        | Number of tokens (billion) | Vocabulary size | Model size |
|---------------------|----------------------------|-----------------|------------|
| Wikipedia 2014      | 6                          | 400,000         | 822 MB     |
| Gigaword 5          | 6                          | 400,000         | 822 MB     |
| Common Crawl 42     | 1.9 M                      | 1.75 GB         |            |
| Common Crawl 840    | 2.2 M                      | 2.03 GB         |            |
| Twitter 27          | 1.2 M                      | 1.42 GB         |            |

### 3.3 Deep learning (DL)

#### 3.3.1 BERT

Google researchers proposed the BERT (Devlin et al. 2018) model for natural language processing (NLP) applications. They developed a general-purpose pre-trained model using a huge amount of not annotated text on the Internet to overcome the lack of sufficient training data in NLP tasks. These general-purpose models work with any specific task after fine-tuning and bring good accuracy compared to other models trained on small datasets from scratch. One technical development that separates BERT from other ordinary (bidirectional LSTM) models is its simultaneous bidirectional training.

BERT has two types based on the model architecture: i) \( BERT_{Base} \) and ii) \( BERT_{Large} \). Table 2 shows that the size of both BERT types uses millions of parameters (110M, 340M) for solving various NLP tasks. In this paper, we used \( BERT_{Base} \) in proposed model because \( BERT_{Large} \) is hard to deploy due to its large size and resource constraint.

### Table 2 BERT model configuration

| Model    | Layers | Hidden size | Self attention heads | Parameters |
|----------|--------|-------------|----------------------|------------|
| BERT Base| 12     | 768         | 12                   | 110M       |
| BERT Large| 24    | 1024        | 16                   | 340M       |

#### 3.3.2 CNN for text

CNN became very popular in image processing applications but demonstrated promising results in NLP research applications in recent years too. Kim (2014) showed that CNN gives excellent text classification results after hyperparameter tuning and trained on 100 billion words extracted from Google News
using the word2vec vector representation method. Zhang and Wallace (2017) analyzed the performance of a single layer CNN architecture and concluded it is good for sentence classification and as simple as logistic regression and SVM. Zhang et al. (2015) proposed a CNN architecture for text classification operating at the character level and concluded that CNN models can process text as effectively as image data. However, one can use one-dimensional kernels that slide horizontally over the characters, instead of two-dimensional kernels that slide horizontally and vertically over the image pixels.

### 3.3.3 Dense net

A dense net is a fully connected network of neuron layers, where each layer neuron receives the input from the previous layer neurons and passes it to the next layer neurons. The method finally merges the features coming from the previous layer and generates learning features for further processing. The function used in this layer is the same as for linear layers, but the use of the activation function is different:

\[ O = f(I \cdot w + b), \]

where \( I \) shows the input, \( O \) shows the output value, \( w \) is the weight, \( \cdot \) is the dot multiplication function applied on input and weight, \( b \) is the bias for model optimization, and \( f \) is the activation function.

### 4 Methodology

We present in this section the design and methodology underneath the MCred message credibility model for fake news detection.

#### 4.1 MCred model algorithm

Figure 1 shows the MCred model architecture consisting of two phases implemented in Algorithm 1.

- **Data engineering** selects and preprocess a suitable text dataset for the proposed MCred model among several available news datasets in two steps.

1. **Data collection** selects fake news datasets and stores in **MCred_dataset** (line 1). A larger dataset prevents the model from over-fitting and enables better model training.

2. **Data preprocessing** performs tasks like noise (e.g., stop word) removal, normalization, and tokenization to keep the data in proper format (line 2).

**Model generation** is a fusion of global and local text semantics for fake news classification consisting of three different sub-layers.

- **BERT processing layer** reads the data from the pre-processing layer and passes it to the BERT pre-trained model tuned for embeddings (line 4). This layer generates global semantics after measuring the relationship among current, previous, and upcoming words in the text. Finally, it passes the output to the dense and dropout layers (line 5).

- **CNN processing layer** reads the pre-processed text data and converts it into GloVe embeddings (line 7). Then, it passes these embeddings through three parallel CNN layers with kernels of sizes two, three, and four (line 8). This layer generates the local text semantics using \( n \)-gram features and passes the three outputs through multiple dense and dropout layers to produce the final output (line 9).

- **Dense net processing layer** fuses the local and global text semantic outputs from the CNN and BERT processing layers (line 11). It passes the merged outputs to the dense and dropout layers (line 12), and finally produces the news text classification and labels the news as real or fake (line 13).
4.2 Proposed MCred model design

4.2.1 Data engineering

1. We selected text dataset having equal distribution of real and fake news for better training and evaluation purpose.
2. We pre-processed the raw text dataset through three steps before performing the MCred model training.

- **Tokenization**: breakdowns longer input paragraphs into small sentences. During this process, we protected the sentence delimiters for further execution.

- **Lemmatization**: converts the input words into their canonical form with an equal footing for uniform execution.

- **Stopword removal**: process filtered out stopwords from the input data since its contribution is low as compared to other meaningful data.

4.2.2 Model generation

**BERT processing layer**: receives the data from the previous phase and applies three essential data decoration techniques that add metadata to the given text, which is mandatory in the BERT model for text execution. Initially the training of BERT model is performed on BooksCorpus (Zhu et al. 2015) and English Wikipedia with 800 millions and 2500 millions words respectively. For fine tuning we again train this model with 80% data of our dataset.

**Token embedding** adds two special tokens, as the data contains multiple sentences: [CLS] token at the beginning of the data and [SEP] token at the end of each sentence. In Fig. 2, \(W_{1A}\) and \(W_{2A}\) represent the first and second word of the first sentence, while \(W_{1B}\) and \(W_{2B}\) represent the first and second word of the second sentence.

![Fig. 2 BERT processing layer](image-url)
Segment embedding adds a special marker for different sentences. In Fig. 2, \( E_A \) and \( E_B \) represent the segment embedding for the first and second sentences.

Positional embedding specifies the token position in the sentence. In Fig. 2, \( E_k \) and \( E_n \) represent the \( k^{th} \) and \( n^{th} \) elements in the data.

Next, the BERT processing layer converts every token into a 768 long embedding vector, passed further to 12 encoding layers characteristic to the \( BERT_{BASE} \) model. The information stored in the [CLS] token is sufficient for classification after processing the twelfth layer. This [CLS] vector flows into the intermediate layer consisting of four dense layers with different neurons. Finally, the BERT processing layer generates the output using a dense layer with 32 neurons.

**CNN processing layer:** contains four layers as shown in Fig. 3: embedding layer, conv1D layer, pooling layer and dense layer. First, the embedding layer takes and preprocesses the input data and generates the sentence matrix of \( m \times n \) size, where \( m \) is the maximum sequence length and \( n \) is the embedding dimension. Next, the matrix passes through the one-dimensional convolutional (Conv1D) layer with three 64 filter kernels of sizes two, three, and four. The Conv1D layer generates 64 features from each kernel. The pooling layer processes these three 64 long vectors and concatenates them into a single vector. Finally, the model passes this concatenated vector to the dense layer and converts it into 32 long vectors for next-level processing.

**Dense net processing layer:** combines the 32 long vector outputs of the BERT and CNN layers as shown in Fig. 4, and merges them into a vector of size 64. We used the dropout layer to prevent the over-fitting problem and applied the rectified linear unit (ReLU) activation function at the hidden layers and Sigmoid function at the output layer. After the multiple dense layers, this dense net processing layer generates the final real or fake news classification.
4.3 Model tuning

We used the random search model tuning technique to examine and improve the MCred model training. We applied the ReLU activation function at both BERT and CNN processing layers. We further used the Adam optimizer and applied a Sigmoid activation function at the dense net processing layer. Table 3 shows the different model tuning parameter details.

Adam optimizer (Kingma and Ba 2017) is a memory and computationally efficient enhancement of the gradient descent method that produces improved results in NLP and image processing-based DL applications. This optimizer amalgamates the benefits of AdaGrad and RMSProp optimizers and improves the results with default parameters in various applications.

ReLU activation function (Glorot et al. 2011) is simple and offers rapid convergence if sparsely activated. Its better performance over the other activation functions makes it the default option in most network trainings:

\[ f(x) = \begin{cases} 
0, & x < 0. \\
1, & x \geq 0.
\end{cases} \]

Sigmoid activation function (Gupta 2020) takes a real value as input and produces an output in the [0,1] interval. This function is non-linear, continuously differential, monotonic, and has a fixed output range:

\[ f(x) = \frac{1}{1 + e^{-x}}. \]

\[ L = -\frac{1}{N} \sum_{i=1}^{N} \left( y_i \log(P(y_i)) + (1 - y_i) \log(1 - P(y_i)) \right) \]

Where \( y_i \) is the actual label and \( P(y_i) \) is the probability of data being actual label for all \( N \) records.

5 Experimental evaluation

We performed several experiments to evaluate the proposed MCred model and compared it with other baseline approaches using a number of relevant metrics described in this section.

5.1 Experimental setup

We implemented the proposed MCred model using sklearn, matplotlib, nltk, and other libraries from the Python 3.9 distribution. We trained our model on workstation with Intel Xeon® Gold 5222 3.8GHz processor, 128GB 8*16GB DDR4 2933 RAM, 1TB 7200 RPM SATA hard disk and Windows 10 Pro operating system. We trained our model on both Graphics Processing Unit (GPU) and Central Processing Unit (CPU) and estimated the time required for training process. Table 4 shows the required time in seconds on both processing units.

5.2 Experimental text dataset

We used the four datasets summarized in Table 5 to implement and evaluate the proposed MCred model. We focus our validation on the WELFake dataset (Verma et al. 2021) that reduces the biases and limitations of the others. The WELFake dataset consists of evenly distributed news text data labeled as unreliable (1) and reliable (0). The dataset contains fields: news identifier, news title, and news text comprising its heading and content. Initially, the news text and title fields contained a few undefined values. Therefore, we combined them and created a new information parameter to reduce the undefined values and increase the number of input tokens for improved model training.

Table 3 MCred model architecture

| Processing layer | Parameter                  | Value |
|------------------|----------------------------|-------|
| **BERT**         | Number of dense layers     | 4     |
|                  | Dropout rate               | 0.5   |
|                  | Activation function        | ReLU  |
| **CNN**          | Number of dense layers     | 1     |
|                  | Number of Conv1D layers    | 3     |
|                  | Number of global average pool layers | 3 |
|                  | Activation function        | ReLU  |
|                  | Kernel size                | 1,2,3 |
| **Dense net**    | Number of dense layers     | 2     |
|                  | Dropout rate               | 0.5   |
|                  | Batch size                 | 64    |
|                  | Optimizer                  | Adam  |
|                  | Activation function        | Sigmoid |
|                  | Loss                       | Binary-cross entropy |

Table 4 Training time

| Processing unit | Time (in seconds) |
|-----------------|-------------------|
| CPU             | 10,800            |
| GPU             | 3,600             |

Binary cross entropy (aka log loss) (Rajesh and Bhat 2019) deals with the binary problems therefore we used this loss function. The mathematical expression of this function is:
5.3 Evaluation metrics

We define four parameters based on the relation between the predicted and the actual news classification, displayed in Table 6: true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN). We evaluated the MCred model on four performance metrics based on these parameters.

**Accuracy** is the ratio between the number of correct predictions and the total number of predictions:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}.
\]

**Precision** measures the positive predicted value, as the ratio between the number of correct positive predictions to the total number of positive predictions:

\[
\text{Precision} = \frac{TP}{TP + FP}.
\]

**Recall** \( R \) measures the sensitivity of the as the ratio between the number of correct positive predictions to the total number of correctly predicted results:

\[
\text{Recall} = \frac{TP}{TP + FN}.
\]

**F1-score** measures the testing accuracy of the model as the harmonic mean of the precision and the recall:

\[
F1\text{-score} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}.
\]

5.4 Experimental results

In this section, we analyze the results achieved by the MCred model using the tuning process presented in Sect. 4.3 and the parameters in Table 3. We performed our experiments on an 80 : 10 : 10 train-test-validation split.

5.4.1 Dropout and optimizer selection

Table 7 compares the results using two dropout values (0.3 and 0.5) on four optimizers: Adam, SGD, RMSProp, and Adagrad. Interestingly, the increase in dropout consistently improved the MCred model performance on all evaluation parameters with the Adam and SGD optimizers, while it compromised the performance with RMSprop and Adagrad. The Adam optimizer outperforms the others due to its combination of RMSProp and Adagrad optimizers to handle sparse gradients on large and noisy data. The Adam optimizer produces better results due to its fewer memory requirements and small learning rate adapted to individual parameters for sparse datasets. The higher dropout improves the overall performance of the MCred model by reducing the validation loss to 1.60% and maximizing the validation
accuracy to 99.59%, the testing accuracy to 99.01%, the precision to 99.21%, the recall to 98.82%, and the F1 score to 99.01%.

5.4.2 Learning curve

We further analyzed the MCred model performance by drawing a learning curve between the training and validation data. Figure 5 shows two learning curves at different epochs: accuracy and loss. Initially, the gap between validation and training data in both curves was very high. After the execution of five epochs, the model reduced this gap and became stable, demonstrating good fit condition (i.e. always between overfitting and underfitting) for two reasons. The gap between training and validation loss is minimum at the stable point.

5.4.3 MCred versus ML models

We compared proposed MCred model with both ML and DL models as sometimes ML models also perform better. We implemented LR, NB, DT, RF, and XGBoost models on the WELFake dataset and tuned them on several hyper-parameters as shown in Table 8. Then, we compared their performance with the proposed MCred model. We extracted text features using the GloVe word embedding technique and converted the text into a feature vector. We fed this vector into these models and analyzed their performance in Table 9. The accuracy of various ML models ranged between 89.46% and 97.65%. Among the five ML models, XGBoost outperformed with 97.65% accuracy followed by RF, DT, NB, and LR. Although, XGBoost achieved a remarkable performance in terms of accuracy yet it was 1.36% lower than the proposed MCred model. It clearly shows that the fusion of several deep learning methods used in the proposed MCred model improved the accuracy as compared to other ML models.

5.4.4 Comparison of MCred with other DL models

Our proposed model is based on BERT-CNN architecture but for the performance evaluation we compared the performance of our model with other deep learning fusions too. For this, we implemented two separate models BERT-RNN and BERT-LSTM on same dataset i.e., WELFake dataset. RNN (Olah 2021) is different from traditional neural networks because it uses the output obtained from previous step as the input for the next step and it remembers the past information too. Among various types of RNN i.e., one-to-one, one-to-many, many-to-one and many-to-many, we used many-to-one because it is suitable for classification task. LSTM (Olah 2021) is a type of RNN that designed to overcome the limitation of RNN like; (i) gradient vanishing and exploding, (ii) complex training and (iii) difficulty to process very long sequences. Table 10 clearly shows that for the text classification problem BERT-CNN model is excessively suitable and as per the architecture of RNN and LSTM both...
are suitable for other tasks like question-answering, machine translation etc.

### 5.5 State-of-the-art comparison

Table 11 compares MCred with three recent state-of-the-art works; Mersinias et al. (2020), Khan and Alhazmi (2020), Kaliyar et al. (2020) and Rohit Kumar Kaliyar and Narang (2021).

- Mersinias et al. (2020) used a content-based approach for fake news detection. They combined logistic regression with a deep learning model and achieved 97.52% accuracy on the Kaggle dataset.
- Khan and Alhazmi (2020) used Doc2Vec features for fake news classification and applied two ensemble learning techniques: Bagging-LinearSVM and AdaBoost-LinearSVM. They achieved a maximum accuracy of up to 90.7%.
- Kaliyar et al. (2020) proposed the FNDNet model based on GloVe word embedding using a deep CNN method on Kaggle dataset. They achieved the highest accuracy up to 98.36%.
- Rohit Kumar Kaliyar and Narang (2021) proposed Fake-BERT model that reads BERT embeddings as input and gives the improved accuracy of 98.90%.

Amalgamation of local and global text semantics and use of BERT pretrained model in MCred model makes it different and efficient among other models. In Mersinias et al. (2020), Khan and Alhazmi (2020) and Kaliyar et al. (2020) only local semantics are used but on the other hand Rohit Kumar Kaliyar and Narang (2021) used BERT embedding and passed to the CNN for the classification. For a fair comparison, we trained and tested the MCred model on the same three datasets used by other researchers: Kaggle, McIntire, and FakeNews. We used 80% of each dataset for training, 10% for testing, and 10% for validation. Table 11 clearly shows that the MCred model improves the accuracy not only with the WELFake dataset but also achieves better accuracy of 99.46%, 97.16%, and 97.98% on Kaggle, McIntire, and FakeNews datasets respectively.

### 5.6 MCred model summary

We used WELFake dataset to classify the real and fake news using message credibility. For this, we proposed an MCred model which is a fusion of two DL methods (i.e., CNN and BERT). Then we implemented five ML models on the same dataset and compared the performance. Further, we implemented two fusions of DL models (i.e., BERT-RNN and BERT-LSTM) and compared their performance with the proposed MCred model. We also compared our proposed model with other recent state-of-the-art works and found that the proposed model outperformed over the other state-of-the-art works. The proposed model gives better accuracy but it has few following limitations: i) The complexity of self-attention layer at training is \(O(n^2)\), ‘n’ is the sequence length,ak points during training and testing phase. Therefore BERT processing model takes more time for large inputs. ii) CNN processing layer requires large data to train and it is slower because of max-pool operation. Similarly at the testing phase, we require properly preprocessed and larger data.

### 6 Conclusions and future work

We proposed a new model called MCred model to classify the text news as real or fake using the global and local semantic relationship among the words. We modeled the

| Table 10 | MCred model performance comparison with other DL models |
|----------|---------------------------------------------------------|
| Model Name | Accuracy (%) |
| BERT-CNN | 99.01 |
| BERT-RNN | 94.56 |
| BERT-LSTM | 96.94 |

| Table 11 | Comparison of MCred with state-of-the-art methods |
|----------|---------------------------------------------------------------|
| Dataset accuracy | Mersinias et al. (2020) | Khan and Alhazmi (2020) | Kaliyar et al. (2020) | Rohit Kumar Kaliyar and Narang (2021) | MCred |
| Kaggle: 97.52% | Kaggle: 90.70% | Kaggle: 98.36% | Kaggle: 98.90% | Kaggle: 99.46% |
| McIntire: 94.53% | McIntire: 96.78% | FakeNews: 96.78% | McIntire: 97.16% | McIntire: 97.98% |
| Document representation features | Class label frequency distance vector | Doc2Vec | GloVe | BERT embeddings |
| Classifier | Logistic regression (ML) | AdaBoost LinearSVM | Deep CNN | CNN |

**Note:** (The rest of the table continues with similar entries for different features.)
local semantic relationships using a CNN with kernel sizes of two, three, and four, and the global semantic relationships using a pre-trained BERT model. The new MCred model combines the outputs of BERT and CNN models and processes them in a dense network layer for final prediction. Experimental results revealed an MCred accuracy of 99.46% on the Kaggle dataset, 97.16% on the McIntire dataset, 97.98% on the fake news dataset, and 99.01% on the WELFake dataset. With respect to state-of-the-art research, MCred achieved an accuracy improvement of 1.94% compared to Mersinias et al. (2020), 8.76% compared to Khan and Alhazmi (2020), and 1.10% compared to Kaliyar et al. (2020) on the Kaggle dataset. MCred further achieved better accuracy than Mersinias et al. (2020) by 2.63% on the McIntire dataset and by 1.2% on the FakeNews dataset.

We plan to extend our work in the future with more features based on user credibility, knowledge graphs, and propagation analysis. Image-based news analysis and Deepfake analysis are also in our attention.

Acknowledgements The ARTICONF project funded by the European Union’s Horizon 2020 research and innovation program under grant agreement number 825134 partially supported this work.

Funding Open access funding provided by University of Klagenfurt.

Data availability statement We implemented proposed MCred model on WELFake dataset in the manuscript and it is available at: https://doi.org/10.5281/zenodo.4561253. We used other open source dataset for analysis purpose and cited them in the manuscript.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Ahmed H, Traore I, Saad S (2017) Detection of online fake news using n-gram analysis and machine learning techniques. Intelligent, secure, and dependable systems in distributed and cloud environments. Springer International Publishing, Berlin, pp 127–138

Ahn Y-C, Jeong C- (2019) Natural language contents evaluation system for detecting fake news using deep learning. International joint conference on computer science and software engineering. Institute of Electrical and Electronics Engineers, New Jersey, pp 289–292

Ajao O, Bhowmik D, Zargari S (2018) Fake news identification on twitter with hybrid CNN and RNN models. International conference on social media and society. Association for Computing Machinery, Washington, pp 226–230

Allcott H, Gentzkow M (2017) Social media and fake news in the 2016 election. J Econ Perspect 31:211–236

Bondielli A, Marcelloni F (2019) A survey on fake news and rumour detection techniques. Inf Sci 497:38–55

Christopher D. Manning Jeffrey Pennington, Richard Socher (2021) GloVe: global vectors for word representation. https://nlp.stanford.edu/projects/glove/. Accessed 20 Dec 2021

Devlin J, Chang M-W, Lee K, Toutanova K (2018) BERT: pre-training of deep bidirectional transformers for language understanding. North American chapter of the association for computational linguistics: human language technologies. Association for Computational Linguistics, Washington, pp 4171–4186

Garg S, Sharma DK (2020a) New politifact: A dataset for counterfeit news. In: 2020 9th International Conference System Modeling and Advancement in Research Trends (SMART), pp 17–22

Garg S, Sharma DK (2020b) Phony news detection using machine learning and deep-learning techniques. In: 9th International Conference System Modeling and Advancement in Research Trends (SMART), pp 27–32

Glorot X, Bordes A, Bengio Y (2011) Deep sparse rectifier neural networks. Int Conf Artif Intell Stat 15:315–323

Guo H, Cao J, Zhang Y, Guo J, Li J (2018) Rumor detection with hierarchical social attention network. ACM international conference on information and knowledge management. Association for Computing Machinery, Washington, pp 943–951

Gupta D (2020) Activation functions. https://bit.ly/3aMXv2a. Accessed 5-Dec 2020

Hamel L (2020) McIntire: fake news dataset. https://github.com/utzhamel/fake-news. Accessed 29 Dec 2020

Hamid Karimi, Proteck Roy, Sari Saba-Sadiya, Jiliang Tang (2018) Multi-source multi-class fake news detection. International conference on computational linguistics. Association for Computational Linguistics, Washington, pp 1546–1557

He C, Chen S, Huang S, Zhang J, Song X (2019) Using convolutional neural network with bert for intent determination. In: 2019 International Conference on Asian Language Processing (IALP), pp 65–70

Horne Benjamin D, Adali Sibel (2017) This Just In: Fake News Packs a Lot in Title, Uses Simple, Repetitive Content in Text Body, More Similar to Satire than Real News. In arXiv: Social and Information Networks, pages 1–9

Jwa H, Oh D, Park K, Kang JM, Lim H (2019) exkbase: automatic fake news detection model based on bidirectional encoder representations from transformers (bert). Appl Sci 9(19):1–9

Kai S, Amy S, Suhang W, Jiliang T, Huan L (2017) Fake news detection on social media: a data mining perspective. ACM SIGKDD Explor Newsl 19:22–36

Kaliyar RK, Goswami A, Narang P, Soumendra S (2020) FNDNet: a deep convolutional neural network for fake news detection. Cognit Syst Res 61:32–44

Karishma S, Feng Q, He J, Natali R, Ming Z, Yan L (2019) Combatting fake news: a survey on identification and mitigation techniques. ACM Trans Intell Syst Technol 10:1–42

Kingma DP, Ba J (2017) Adam: a method for stochastic optimization. In: 3rd International Conference for Learning Representations, pp 1–15

Klein D, Wueller J (2017) Fake news goes viral: quantifying the COVID-19 misinformation epidemic on twitter. Cureus 12:1–8

Kouzy R, Jaoude JA, Kraitem A, El Alam MB, Karam B, Adib E, Zarka J, Traboulsi C, Akl EW, Baddour K (2020) Coronavirus goes viral: quantifying the COVID-19 misinformation epidemic on twitter. Cureus 12:1–8
Kumar Verma Pawan, Prateek Agrawal, Ivone Amorim, Radu Prodan (2021) Welfake: Word embedding over linguistic features for fake news detection. IEEE Trans Comput Soc Syst. https://doi.org/10.1109/TCSIS.2021.3068519

Lazer DM, Baum MA, Benkler Y, Berinsky AJ, Greenhill KM, Menczer F, Metzger MJ, Nyhan B, Pennycook G, Rothschild D, Schudson M (2018) The science of fake news. Science 359:1094–1096

Liffith W (2020) Kaggle: fake news dataset. https://www.kaggle.com

Lazer DM, Baum MA, Benkler Y, Berinsky AJ, Greenhill KM, Kumar Verma Pawan, Prateek Agrawal, Ivone Amorim, Radu Prodan Mangal D, Sharma DK (2020) Fake news detection with integration of embedded text cues and image features. In: Thirty-Second AAAI Conference on Artificial Intelligence, pp 354–361

Majdal D, Sharma DK (2020) Fake news detection with integration of embedded text cues and image features. In: 2020 8th International Conference on Reliability, Infocom Technologies and Optimization (Trends and Future Directions) (ICRITO), pp 68–72

Michail M, Stergos A, Georgios C (2020) CLFD: a novel vectorization technique and its application in fake news detection. Language resources and evaluation conference. European Language Resources Assocation, Paris, pp 3475–3483

Mohammad Zubair Khan and Omar Hussain Alhazmi (2020) Study and analysis of unreliable news based on content acquired using ensemble learning (prevalence of fake news on social media). Int J Syst Assur Eng Manag 11:145–153

Nguyen Vo, Kyumin Lee (2019) Learning from fact-checkers: analysis and generation of fact-checking language. International ACM SIGIR conference on research and development in information retrieval. Association for Computing Machinery, Washington, pp 335–344

O’Brien N, Latessa S, Evangelopoulos G, Boix X (2018) The language of fake news: opening the black-box of deep learning based detectors. In: Workshop on “AI for Social Good”, NIPS 2018, pp 1–5

Olah C (2021) Understanding LSTM networks. http://colah.github.io/posts/2015-08-Understanding-LSTMs/. Accessed 25 Dec 2021

Oshikawa R, Qian J, Wang WY (2020) A survey on natural language processing for fake news detection. Language resources and evaluation conference. European Language Resources Association, Paris, pp 6086–6093

Pérez-Rosas V, Kleinberg B, Lefevre A, Mihalcea R (2018) Automatic detection of fake news. Proceedings of the international conference on computational linguistics. Association for Computational Linguistics, Washington, pp 3391–3401

Rajesh S, Bhat SC (2019) Why not mean squared error (MSE) as a loss function for logistic regression? https://bit.ly/3aXQknV. Accessed 26 Dec 2021

Rapoza K (2020) Can ‘fake news’ impact the stock market? https://www.forbes.com/sites/kennrapoza/2017/02/26/can-fake-news-impact-the-stock-market/. Accessed 28 Nov 2020

Risdal M (2020) Risdal:getting real about fake news. https://www.kaggle.com/mrisdal/fake-news. Accessed 29 Dec 2020

Rohit KK, Goswami A, Narang P (2021) FakeBERT: fake news detection in social media with a bert-based deep learning approach. Multimed Appl 80:11765–11788

Safaya A, Abdullahi M, Yuret D (2020) Kuisail at semeval-2020 task 12: BERT-CNN for offensive speech identification in social media

Seufert EB (2014) Chapter 3-quantitative methods for product management, pp 47–82

Sharma DK, Sharma S (2021) Comment filtering based explainable fake news detection. In: Proceedings of Second International Conference on Computing, Communications, and Cyber-Security, pp 447–458

Sharma DK, Garg S, Shrivastava P (2021) Evaluation of tools and extension for fake news detection. In: 2021 International Conference on Innovative Practices in Technology and Management (ICIPTM), pp 227–232

Sharma S, Sharma DK (2019) Fake news detection: a long way to go. In: 4th International Conference on Information Systems and Computer Networks (ISCON), pp 816–821

Singh V, Dasgupta R, Sonagra D, Raman K, Ghosh I (2017) Automated fake news detection using linguistic analysis and machine learning. In: International Conference on Social Computing, Behavioral-Cultural Modeling and Prediction and Behavior Representation in Modeling and Simulation, pp 1–3

Singh JP, Kumar A, Rana NP, Dwivedi YK (2020) Attention-Based LSTM Network for Rumor Veracity Estimation of Tweets. Inf Syst Front 24:459–474

Singh B, Sharma DK (2021) Predicting image credibility in fake news over social media using multi-modal approach, pp 1–15

Swartz J (2020) The world wide web’s inventor warns it’s in peril on 28th anniversary, https://www.usatoday.com/story/tech/news/2017/03/11/world-wide-web-inventor-warns-s-peril/99005906/. Accessed 29 Nov 2020

Thota A, Talik P, Alishwalia S, Lohia N (2018) Fake news detection: a deep learning approach. SMU Data Sci Rev 1:1–20

Wang Y, Zhang Y, Li X, Yu X (2021) COVID-19 fake news detection using bidirectional encoder representations from transformers based models

Xiang Z, Junbo Z, Yann L (2015) Character-level convolutional networks for text classification. Neural Inf Process Syst 28:649–657

Ye Zhang, Byron Wallace (2017) A sensitivity analysis of (and practitioners’ guide to) convolutional neural networks for sentence classification. Eighth Int Jt Conf Natl Lang Process 1:253–263

Yoon Kim (2014) Convolutional neural networks for sentence classification. Empirical methods on natural language processing. Association for Computational Linguistics, Washington, pp 1746–1751

Zhang X, Ghorbani AA (2020) An overview of online fake news: characterization, detection, and discussion. Inf Process Manag 57:1–26

Zhang T, Wang D, Chen H, Zeng Z, Guo W, Miao C, Cui L (2020) BDANN: Bert-based domain adaptation neural network for multimodal fake news detection. In: 2020 International Joint Conference on Neural Networks (IJCNN), pp 1–8

Zhou X, Zafarani R, Shu K, Liu H (2019) Fake news: fundamental theories, detection strategies and challenges. ACM international conference on web search and data mining. Association for Computing Machinery, Washington, pp 836–837

Zhou X, Jain A, Phoha VV, Zafarani R (2020) Fake news early detection: an interdisciplinary study. Comput Lang 1:1–25

Zhu Y, Kiros R, Zemel R, Salakhutdinov R, Urtasun R, Torralba A (2015) and Sanja Fidler. Towards story-like visual explanations by watching movies and reading books, aligning books and movies

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.