Physics-informed neural network for solving coupled Korteweg-de Vries equations
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Abstract. The studies of coupled partial differential equations are focus of engineering and applied mathematics. Although traditional numerical methods have been widely used, researchers are still looking for new methods to solve coupled partial differential equations. In this paper, physical information neural network (PINN) is introduced to solve one-dimensional coupled Korteweg-de Vries (cKdV) equations. Compared with the traditional neural network, the innovation of PINN is to embed the physical constraints of the equations into the network loss function. Moreover, within the acceptable relative error range, the solution can take a longer single time step than the presently available. The results revealed that PINN can solve the cKdV equations with reasonable errors only by training a small amount of data.

1. Introduction

In recent years, coupled partial differential equations have played a very important role in the fields of engineering and applied mathematics. However, in classical fluid mechanics, coupled partial differential equations have been known for a long time and often appear in some numerical modeling [1]. One-dimensional coupled KdV equations (cKdV) belong to coupled partial differential equations. In this paper, we only focus on the one-dimensional coupled KdV equations as follows:

\[ u_t - 6auu_x - 2bv_v - au_{xxx} = 0 \quad x \in [x_1, x_2], \quad t \in [0, T] \]

\[ v_t + 3uv_x + v_{xxx} = 0 \]

with the initial conditions

\[ u(x, 0) = F(x), v(x, 0) = G(x) \quad x \in [x_1, x_2] \]

and the boundary conditions

\[ u(x_1, t) = u(x_2, t) = 0 \]

\[ v(x_1, t) = v(x_2, t) = 0 \quad t \in [0, T] \]

where \( a \) and \( b \) are constants [2]. It describes the interaction between two long waves with different dispersion relationships and was developed by Hirota and Satsuma [1]. At the same time, in the fluid mechanics of the earth, there are many long waves, such as internal waves and acoustic waves, which are all related to the cKdV equations [3].

The numerical solution of the cKdV equations has attracted much attention of researchers. Halim et al. introduced a general numerical method of the cKdV system [3]. Mehdi Dehghan et al. used the
homotopy analysis method to obtain the numerical solution of cKdV [4]. Khater et al. solved the nonlinear evolution cKdV equations by Lagrangian polynomials spectral method [5]. Assas used the He’s variational iteration method to solve the cKdV equations [6]. For the cKdV equations with periodic initial boundary conditions, Zhu gave a different differentiation scheme [7] and Wazwaz proposed a finite differentiation method [8]. Ma and Zhu combined the Jacobian elliptic function expansion method and Hermite transform to find the exact solution of Wick-type stochastic cKdV equations. Although traditional numerical methods are constantly improving in solving cKdV equations, there has been no satisfactory solution to the convergence and stability of the numerical format.

With the development of deep learning and the increasing of computing power, the application of data-driven methods has been widely used [9-10]. Based on the principle of general function approximation [11], deep learning is good at mining hidden information and has made breakthrough progress in many fields, such as, natural language processing [12] and fault detection [13]. In recent years, more and more researchers have devoted themselves to solving PDEs by deep learning and have achieved the same or even better results as traditional numerical methods. Samuel proposed a method called sparse regression, which uses discrete solutions of the original equation variables as training data for neural networks; through iterative optimization, the partial differential equations corresponding to these data can be found [14]. In these studies, the physical information neural network (PINN) proposed by Raissi has made a very important breakthrough [15]. Different from pure data-driven, its innovation lies in the use of physical constraints in partial differential equations into the loss function of neural networks. In this way, a higher-precision numerical solution can be obtained, and at the same time, the iterative speed of the network can be accelerated. A large number of researches are based on the neural framework of physical information and improved [16-17].

Motivated and inspired by the ongoing research in these areas, a physical neural network is constructed to solve the discretized cKdV equations. The remainder of the paper is organized as follows. In section 2, we introduce the physical information network, and designs the discretization constraint requirements. In section 3, a physical information network model of the cKdV equations is constructed. Finally, the concluding remarks are given in section 4.

2. Methodology

In this section, we first give a brief introduction of feedforward neural network (FNN), and then introduce the discretized equations PINN network with physical constraints.

Since the 1980s, Artificial Neural Network (ANN) has been used as a hot research object of artificial intelligence [18]. It is called ANN because it imitates the neuron transmission information model of the human brain. In this model, neurons are connected to each other to realize the transmission and feedback of complex information. Among them, FNN is a simple network in the field of ANN, and its specific structure is shown in Figure 1. FNN is composed of an input layer, multiple hidden layers, and an output layer. Among them, the parameters from the input layer to the output layer through the hidden layer, and the number of hidden layers, the number of neurons in each layer, and the selection of the activation function all need to be designed with emphasis. In this paper, FNN is used as the approximator of the function.

![Figure 1. A structural diagram of a feedforward neural network (FNN), which consists of an input layer, some hidden layers, and an output layer.](image-url)
Figure 2. The schematic of physics-informed neural network (PINN) for solving one-dimensional cKdV equations.

Different from traditional neural networks rely on pure data, the physical information neural network integrates physical constraints into the network, and forces the output layer to meet the corresponding equations. The ingenious thing is that the equations are embedded in the loss function. So the physical constraints of the equations will all enter the parameter adjustment of the neural network in each back-propagation process. Therefore, it will not only speed up the network training speed, but also increase the interpretability of the network.

The physical information network of one-dimensional cKdV equations is described as:

\[ u_t + N[u;v] = 0 \quad x \in [x_1, x_2], t \in [0, T] \]  \hspace{1cm} (4)

\[ v_t + M[u;v] = 0 \quad x \in (x_1, x_2), \ t \in [0, T] \]  \hspace{1cm} (5)

where \( u, v \) is the solution to be solved and \( N[u;v], M[u;v] \) is a operator (e.g. \( \partial / \partial x, u \partial / \partial x, \partial^2 / \partial^2 x \), etc), and \( B \) denotes the boundary condition of equations.

Then, the general form of the Runge-Kutta method with q-stages [19] is applied to equation (4). In the network, \( f \) and \( g \) are defined as \( -N[u;v] \) and \( -M[u;v] \), respectively ( \( u(x,t) \) as an example). so

\[
\begin{align*}
    u^{n+1} &= u^n - \Delta t \sum_{j=1}^{q} a_j f(u^{n+cj}, v^{n+cj}), i = 1, \ldots, q, \\
    u^{n+1} &= u^n - \Delta t \sum_{j=1}^{q} b_j f(u^{n+cj}, v^{n+cj})
\end{align*}
\]  \hspace{1cm} (6)

Figure 2 shows the schematic diagram of a physics-informed neural network about one-dimensional cKdV equations. The parameters in equation (6) are shared and can be learned by minimizing the sum of squared errors. In the same way, the discrete expressions of \( v(x,t) \) can also obtained. So, the loss function is defined as follows:

\[
\text{Loss} = \text{Loss}_n + \text{Loss}_b
\]  \hspace{1cm} (7)

where

\[
\text{Loss}_n = \sum_{j=1}^{q+1} \sum_{i=1}^{n_f} \left( |u_j^n(x^{i,j}) - u_j^{n,j}|^2 + |v_j^n(x^{i,j}) - v_j^{n,j}|^2 \right)
\]

and
Loss_s = \sum_{i=1}^{q+1} \left( |u^{i+1}(x_i)|^2 + |v^{i+1}(x_i)|^2 \right)

Here, \( \{x^{n,i}, u^{n,i}, v^{n,i}\}_{i=1}^{N_n} \) corresponds to the data at time \( t^n \) and \( N_n \) represents the number of selected training data. \( \{u^{n+1,c}(x_b), v^{n+1,c}(x_b)\} \) is the boundary condition \((x = x_b)\). The gradient optimizer to minimize the loss function (7) by L-BFGS is adopted in this paper, and the following parameters in the physical information neural network are defined as:

\[
\omega = \arg\min_{\omega} L(\omega) \quad b = \arg\min_{b} L(b)
\]  

From the initial data at time \( t^n \) and the boundary data \((x = x_b)\), the neural network about the equation (6) is trained by using the loss function (7), so that the value at time \( t^{n+1} \) can be predicted. After above steps, the neural network of the one-dimensional nonlinear coupled equations solution is developed. Finally, we can update the data in time by using the initial data in \( \{u^{n+2,i}, v^{n+2,i}\}, \{u^{n+3,i}, v^{n+3,i}\}, \) etc.

3. Model and Solution

In this section, we consider the problem that the initial state is the soliton wave solution. The equation (1) has the following exact solution [20]:

\[
u(x,t) = 2\lambda^2 \sech^2 \left( \frac{x}{2\lambda^2 t} \right), \quad \nu(x,t) = \frac{1}{2\lambda^2 \sech \left( \frac{x}{\lambda^2 t} \right)}
\]

where

\[
\xi = \lambda \left( x - \lambda^2 t \right) + \frac{1}{2\lambda^2 \sech \left( \frac{x}{\lambda^2 t} \right)}, \quad \omega = -\frac{b}{8(4a+1)\lambda^2}
\]

In this paper, we take \( a = -1/8, b = -3, \lambda = 0.5 \) for equations (1),(9),(10) and construct the training data set from this.

Then, in the physical information neural network introduced in section 2, \( f, g \) in equation [1] is:

\[
f = -1/8u_{xst} - 3/4uv_{x} - 6v_{xx}, \quad g = -v_{xxt} - 3uv_{x}
\]

Table 1. Pseudo code of physical information neural network for learning the solution of the cKdV equations, among them, self.neural_net0 is the definition of the FNN network required in the network, and U1 and V1 are the results of the output layer of the FNN network. F and G respectively represent the non-linear operators that \( u \) and \( v \) conform to, and U0 and V0 are the solutions after physical constraints.

```python
def net_U0(self, x):
    A = self.neural_net0(x, self.weights, self.biases)
    U1 = A[:, 0:q + 1]
    U = U1[:, :-1]
    U_x = self.fwd_gradients_0(U, x)
    U_xx = self.fwd_gradients_0(U_x, x)
    U_xxx = self.fwd_gradients_0(U_xx, x)
    F = -1/8 * U_xxx - 3/4 * U * U_x - 6 * V * V_x
    U0 = U1 - self.dt * tf.matmul(F, self.IRK_weights.T)
    return U0, V0
```
Table 1 shows the python code snippets of physical information neural network for learning the solution of the cKdV equations. The results of applying this physical information neural network are presented in Figure 3. The training data is made up of 100 initial data points and is given by Equation (9). These points are randomly selected from interval \([x_1, x_2]\) at time \(t = 1.01\). The goal is to predict and solve the value of \((u, v)\) at \(t = 8.08\), the single time step \(\Delta t = 7.07\). The discretized time physical information neural network we use has 3 hidden layers with 50 neurons in each layer. The output layer is respectively \((q+1)\) values of \((u, v)\), corresponding to \((u^{n+c_1}(x), v^{n+c_1}(x))\), \(i = 1, \ldots, q\) of \(q = 500\) Runge-Kutta stages and \((u^{n+1}(x), v^{n+1}(x))\) at the predicted moment. At a single time-step, the resulting prediction error of \((u, v)\) is measured at \((3.7 \times 10^{-4}, 1.2 \times 10^{-3})\) in the relative L2-norm. The reason why such a small error can be obtained is mainly due to the approximate ability of the physical information neural network, and the loss allows the data to be interpolated.

In order to analysis the performance of different network architectures, Table 2 gives relative L2 error for different number of hidden layers and neurons per layer when the stage of Runge-Kutta \(q = 500\) and the time step \(\triangle t = 8.08\). It can be concluded that the prediction accuracy improves as the number of layers and neurons increases (the ability of neural networks to approximate more complex functions increases).

![Figure 3. The top two: Solution \((u(t, x), v(t, x))\)along with the location of the initial training snapshot at \(t = 1.01\) and the final prediction snapshot at \(t = 8.08\). The bottom two: Initial training data and final prediction at the snapshots depicted by the white vertical lines in the top panel.](image)

| Neurons | Layers | 10     | 25     | 50     | 10     | 25     | 50     |
|---------|--------|--------|--------|--------|--------|--------|--------|
| 1       | 1.93e-02 | 8.28e-03 | 1.47e-03 | 4.71e-02 | 1.05e-02 | 3.17e-02 |
| 2       | 2.03e-03 | 1.03e-03 | 7.76e-04 | 3.13e-03 | 1.51e-03 | 1.51e-03 |
| 3       | 2.22e-03 | 7.46e-04 | 1.36e-03 | 2.04e-03 | 1.69e-03 | 2.09e-03 |

The parameters Runge-Kutta stages \(q\) and the time step \(t\) are very important. Table 3 lists relative L2 error of PINN, which has 3 hidden layers and each has 50 neurons, for different numbers of Runge-Kutta stages \(q\) and the time step \(t\). It can be found that relative L2 error increases with the increase of the time step and quickly converges with the increase of \(q\).
Table 3. Relative L2 error of PINN for different numbers of Runge-Kutta stages q and the time step t which has 3 hidden layers and each layer has 50 neurons.

| q   | 2.02 | 4.04 | 6.06 | 8.08 | 2.02 | 4.04 | 6.06 | 8.08 |
|-----|------|------|------|------|------|------|------|------|
| 1   | 3.74e-03 | 2.48e-02 | 7.75e-02 | 1.38e+00 | 5.99e-03 | 1.85e-02 | 5.36e-02 | 2.45e+00 |
| 16  | 3.51e-04 | 1.36e-03 | 2.31e-03 | 1.36e-03 | 1.82e-03 | 2.87e-03 | 2.35e-03 | 3.66e-03 |
| 100 | 3.52e-04 | 9.56e-04 | 7.56e-04 | 6.62e-04 | 1.05e-03 | 1.14e-03 | 1.04e-03 | 1.83e-03 |
| 500 | 4.17e-04 | 2.78e-04 | 9.54e-04 | 4.07e-04 | 1.39e-03 | 1.02e-03 | 3.96e-03 | 1.13e-03 |

4. Conclusion

In this paper, we have introduced the physical information neural network (PINN) method to find the solution of one-dimensional coupled KdV equations and discussed the performance of PINN with different neural network architectures and parameters. The PINN method can solve the cKdV equations with reasonable errors by training a small amount of data. When we use the physical information neural network containing 3 hidden layers with 50 neurons in each layer, relative L2 errors of (u, v) are (3.7∙10^-4, 1.2∙10^-3) from the initial time at t =1.01 to the forecast time at t =8.08. In addition, we systematically studied the performance of different network structures and the influence of Runge-Kutta stages q and the time step t.

Different from the traditional neural network, PINN method adds the equations to the training of the network instead of pure data driving, which can obtain accurate solutions and strengthen the interpretability of the neural network. At the same time, compared with the previous numerical methods, the Runge-Kutta stages can be increased to 500, and the single time step can be significantly increased. It can be believed that the PINN method will provide a new way for solving various coupled differential equations, which greatly promote the development of the field of computational science. This paper only solves the cKdV equations with single soliton solution. In the future, we will conduct further research on the cKdV equations with multiple soliton solution.
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