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Abstract
RGB-D saliency detection integrates information from both RGB images and depth maps to improve prediction of salient regions under challenging conditions. The key to RGB-D saliency detection is to fully mine and fuse information at multiple scales across the two modalities. Previous approaches tend to apply the multi-scale and multi-modal fusion separately via local operations, which fails to capture long-range dependencies. Here we propose a transformer-based network to address this issue. Our proposed architecture is composed of two modules: a transformer-based within-modality feature enhancement module (TWFEM) and a transformer-based feature fusion module (TFFM). TFFM conducts a sufficient feature fusion by integrating features from multiple scales and two modalities over all positions simultaneously. TWFEM enhances feature on each scale by selecting and integrating complementary information from other scales within the same modality before TFFM. We show that transformer is a uniform operation which presents great efficacy in both feature fusion and feature enhancement, and simplifies the model design. Extensive experimental results on six benchmark datasets demonstrate that our proposed network performs favorably against state-of-the-art RGB-D saliency detection methods.

Introduction
RGB-D saliency detection aims at discovering and segmenting the most salient objects accurately in complex scenes by exploiting both RGB image and depth data. It can serve as an early vision step for visual tracking (Lee and Kim 2018), object detection (Xu et al. 2015), content-aware image editing (Wang, Shen, and Ling 2018), and image retrieval (He et al. 2012).

RGB images capture both color cues and texture details of objects that may be sufficient to distinguish foreground objects from background in some simple scenes. However, it may not work for highly cluttered scenes or scenes in which foreground and background share similar colors and textures. Depth maps, on the other hand, would benefit the discovering and segmenting process for these complex scenes. It records the distance of different objects in a scene to the camera, which provides an additional cue to capture the spatial structure and 3D layout. Therefore, information provided by RGB images and depth maps are complementary to each other. Effective fusion of information from such two modalities can be critical for accurate saliency detection.

Inspired by the success of deep learning methods, RGB-D saliency detection apply CNN models (Simonyan and Zisserman 2015, He et al. 2016, Huang et al. 2017) to effectively extract multi-scale features from RGB image and depth map. High-level features from deep layers represent coarse-scale and semantic information in an image, while low-level features from shallow layers capture fine-scale details for precisely localizing boundaries of objects. Due to this complementarity, effectively fusion information across scales is also a key to successful RGB-D saliency detection. In addition, CNN-based structures also contribute to the fusion of multi-scale multi-modal features. However, as a local operation, the receptive field of CNNs is limited by its kernel size and number of layers. It makes long-range dependency modeling difficult for feature fusion in saliency detection.

There have been several methods (Li, Liu, and Ling 2020, Gongyang et al. 2020, Piao et al. 2019, Chen and Li 2019, 2018) working on the fusion of multi-modal features across multiple scales with improved RGB-D saliency detection performance. However, most of them conduct feature fusion in a progressive manner by CNN-based local operations, that is, for each time, features from two modalities only fuse with each other within the same scale and at a local spatial neighborhood. This could cause insufficient integration of two modalities because the potential long-range dependencies would be restricted. In addition, these prior approaches tend to employ different techniques for different modules, e.g., channel-wise concatenation or spatial attention for fusion across modalities; U-Net-like progressive integration for fusion across scales and recurrent attention for feature enhancement. Such diversity within modules leads to a potentially unwieldy complexity in the design of model architecture. This motivates us to design a uniform operation applied to multi-modal multi-scale fusion and even feature enhancement, which would simplify the model design and benefit performance boost of RGB-D saliency detection.

Inspired by transformer (Vaswani et al. 2017), a non-local with self attention and cross attention layer to capture long-range dependencies in an image, we propose a novel transformer-based network for RGB-D saliency detection to address the aforementioned limitations. It contains a Transformer-based Feature Fusion Module (TFFM).
to fuse multi-scale multi-modal features globally, and a Transformer-based Within-modality Feature Enhancement Module (TWFEM) to enhance features across scales within the same modality. Both of these modules are composed of only transformer decoders. And instead of only considering long-range dependencies among all positions within one feature, our proposed structure takes advantage of transformer’s non-local essence to simultaneously work on features among different modalities and multiple scales. For TFFM, in the self-attention layer of transformer, a guidance for global fusion is generated by refining an initial fused feature with its self-interaction between each two positions. In the cross-attention layer, features from different modalities and scales are taken as embeddings of a sequence. With such guidance, each position is equipped with a final fused feature that combines multi-modal and multi-scale information at all positions in the image, which is further fed to a classifier to predict the saliency probability map. In addition, TWFEM is employed within each modality to generate enhanced features fed to TFFM. It allows feature on each scale to look through features from all other scales at all positions to select and integrate complementary information for enhancement while remains its original resolution. It also simply produces the initial fused feature for TFFM. In this way, we are able to have a uniform design based on transformers for both feature enhancement and feature fusion, which simplify the model design and boost saliency detection performance.

Main contributions of this work are three-folded.

- We introduce a novel transformer-based framework for RGB-D saliency detection which simultaneously and globally integrates features across modalities and scales.

- Our RGB-D saliency detector uses only transformers as a uniform operations for both feature fusion and feature enhancement, which shows the potential of transformer in this task and simplifies the model design.

- Extensive experiments over six benchmark datasets show that the proposed transformer-based network generally performs favorably against state-of-the-art RGB-D saliency detection methods.

### Related Work

#### RGB-D Saliency Detection

Early RGB-D saliency detection methods (Peng et al. 2014, Cheng et al. 2014, Zhu et al. 2017a, Cong et al. 2016, Zhu et al. 2017b, Zhu and Li 2017) focus on hand-crafted low-level features and thus struggled to handle complex scenes. More recent deep learning approaches extract high-level representations (Qu et al. 2017, Han et al. 2017) and obtain multi-scale features from different levels (Chen, Li, and Su 2019) to improve the performance. A common CNN architecture for RGB-D saliency detection involves a two-stream network to generate multi-scale features from two modalities, followed by several separate fusion processes via local operations. One approach (Li, Liu, and Ling 2020, Gongyang et al. 2020, Zhang et al. 2020b) first fuses multi-modal features separately within each scale and then combines the fused features across all scales. A second approach (Chen and Li 2018, Li et al. 2020, Pang et al. 2020) progressively merges the multi-modal features from coarse to fine scales. Generally these approaches rely on convolutional operations which allow only information from adjacent spatial positions to contribute to feature fusion at one time. To compensate for this limitation, some methods employ extra feature enhancement module. They design different structures for multi-scale feature fusion, multi-modal feature fusion and feature enhancement separately, which complicates the network and still fail to simultaneously consider long-term dependencies among all scales, modalities and positions. For example, Piao et al. (2019) use a recurrent module to enhance the fused features, while Liu, Zhang, and Han (2020) use attention to enhance features across modalities before fusion. Exceptions to the two-stream network approach do exist, Piao et al. (2020) use only RGB image as input to the single-stream network, and Zhao et al. (2020) use a single-stream network that combines the RGB and depth data directly from the input. But they also use a progressive approach for multi-scale fusion with local operations.

#### Transformers

The transformer model is first proposed by Vaswani et al. (2017) for the machine translation task. It has an encoder-decoder structure involving two kinds of attention. The
Here \( n_Q \) is the number of positions in feature \( Q \). \( K, V \) share the same number of positions \( n_P \). \( c \) is the common feature dimensionality for \( Q, K, V \). \( \rho(\cdot) \) represents the softmax function along each row (see [Shen et al. 2021], [Vaswani et al. 2017] for details). The output of this attention module has the same size \( \mathbb{R}^{n_Q \times c} \) as \( Q \).

In this paper, we follow [Vaswani et al. 2017] and apply the same structure of transformer decoder module. Transformer decoder requires two input features: \( x \in \mathbb{R}^{n_x \times c} \) and \( y \in \mathbb{R}^{n_y \times c} \). It is able to refine \( x \) by selecting and integrating relevant information from \( y \) based on the global relationship between \( x \) and \( y \) over all positions. It is implemented by three sub-layers: a self-attention (SA) layer, a cross-attention (CA) layer and a feedforward (FF) layer. Both self-attention and cross-attention layers contain an attention module (A) and a Residual connection and Layer normalization block (RL). Feedforward layer contains a feedforward network (FFN) with two linear transformations and a ReLU activation in between, and a RL block.

\[
\begin{align*}
o_{sa} &= SA(x) = RL(A(\tilde{x}, \tilde{x}, x)) \\
o_{ca} &= CA(o_{sa}, y) = RL(A(\tilde{o}_{sa}, \tilde{y}, y)) \quad (2) \\
o_o &= FF(o_{ca}) = RL(FF(o_{ca})) \\
o_{sa}, o_{ca}, o_o &\in \mathbb{R}^{n_x \times c} \text{ are the outputs of self-attention, cross-attention, feedforward layers and have the same size with input } x. \text{ For each attention module, } Q \text{ and } K \text{ are added by their corresponding positional encodings as } (\text{Carion et al. 2020}) \text{ and represented as } \tilde{x}, \tilde{o}_{sa}, \tilde{y}. \text{ It help to consider the spatial information between any two positions in } Q \text{ and } K \text{ for learning the attention weight, which is essential especially when } Q \text{ and } K \text{ have different number of positions. Here, the self-attention layer uses } x \text{ as } Q, K, V \text{ in attention module, which refines } x \text{ based on its self-relationship between any two positions to achieve a better query } o_{sa} \text{ for the cross-attention layer. The cross-attention layer uses } o_{sa} \text{ as } Q \text{ and } y \text{ as } K, V \text{ in attention module, which looks through all positions of } y \text{ to extract useful information for } o_{sa} \text{ to get its further refined feature } o_o. \text{ The final output } o_o \text{ is then calculated from } o_{ca} \text{ by feedforward layer. We can name the above processes as one transformer decoder block (TD) and have } o_i = TD(x, y). \text{ The meanings of } x \text{ and } y \text{ are specified in TFFM and TWFEM. And we show the overall structure of transformer decoder in Fig.2.}
\end{align*}
\]

To save the memory and computational costs, we employ an efficient attention implementation ([Shen et al. 2021]) to replace the original attention module (A) in transformer decoder module. Instead of multiplying \( Q \) and \( K \) first to form an \( n_Q \times n_P \) matrix, Efficient attention \((EA)\) first multiplies \( K^T \) and \( V \) to form a \( c \times c \) matrix:

\[
EA(Q, K, V) = \rho_q(Q)(\rho_k(K)^T) V \quad (3)
\]

where \( \rho_q(\cdot) \) and \( \rho_k(\cdot) \) are the softmax function along each row of \( Q \) and each column of \( K \) respectively. Since \( c \) is normally much smaller than the number of positions \( n = h \times w \), \( h, w \) are the height and width for feature, it efficiently decreases the computational costs and still aggregates value features from all positions in a global way. Besides, the efficient attention we employ also has the function of multi-head as [Vaswani et al. 2017].

**Method**

In this section, we introduce the overall structure of our transformer-based network for RGB-D saliency detection. Both our transformer-based feature fusion module (TFFM) and transformer-based within-modality feature enhancement module (TWFEM) are based upon a common transformer decoder template. We review this template first, and then go into the specifics of the TFFM and TWFEM. The overall architecture is shown in Fig.1.

**Transformer Decoder Module**

The original transformer model ([Vaswani et al. 2017]) consists of a transformer encoder and a transformer decoder. Both of the TWFRM and TFFM only apply the structure of transformer decoder module. Here, we first introduce the attention module, the core of the transformer decoder module. Given a query \( Q \in \mathbb{R}^{n_Q \times c} \), a key \( K \in \mathbb{R}^{n_P \times c} \), and a value \( V \in \mathbb{R}^{n_P \times c} \), the dot-product attention \( A \) is computed to output a weighted sum of \( V \), with weights given by a compatibility function of \( Q \) with \( K \) ([Shen et al. 2021]):

\[
A(Q, K, V) = \rho(QK^T)V 
\]  

Figure 2: The structure of the transformer decoder module. transformer encoder contains a self-attention layer, while the transformer decoder has both self-attention and cross-attention layers. The transformer model is adopted by [Carion et al. 2020] to exploit non-local relationships for end-to-end object detection. A pixel-level feature extracted by a CNN-based backbone is refined by the self-attention layer in the transformer encoder module. The transformer decoder module then generates object-level feature from the refined encoder feature over all positions in an image. [Zhu et al. 2020] and [Zhang et al. 2020a] show that the transformer model is capable of using multi-scale pixel-level features simultaneously to achieve better performance for object detection and segmentation tasks. The transformer model is also used to transform multi-modal features for image caption and video retrieval ([Li et al. 2019], [Gabeur et al. 2020]).

In this paper, we apply the structure of transformer to achieve simultaneous multi-modal and multi-scale feature fusion over all spatial positions for RGB-D saliency detection. We also show that transformer offers a unifying architecture which can also be applied for within-modality feature enhancement before fusion.
Transformer-based Feature Fusion Module

We apply a common two-stream network as existing RGB-D saliency detection methods (Piao et al. 2019; Zhang et al. 2020b) where each stream uses VGG16 (Simonyan and Zisserman 2015) as backbone to extract three-scale features for one modality. Therefore, how to automatically fuse multi-modal multi-scale features becomes the key to RGB-D saliency detection. Different from most of the previous attempts that separately process multi-modal fusion and multi-scale fusion via local operations, we propose a transformer-based feature fusion module (TFFM). It manages to simultaneously fuse multi-scale multi-modal features in a global way, where the fused feature at each position is calculated by a adaptively weighted combination of information from all features at all positions. Following (Carion et al. 2020), our TFFM also contains several fusion blocks which manage to refine the fused feature gradually.

We apply the structure of transformer decoder for each fusion block. As mentioned above, the transformer decoder module requires two inputs, and it selects useful information from to refine . For our global feature fusion, input should contains information from all scales and modalities. We obtain and denote features of three scales from RGB and depth streams as and respectively (see TWFM), where . Note that these multi-scale features have different , but share the same dimensionality . We do not need to upsample all these features to the same size to fuse features with different resolutions together. Instead, we directly concatenate for RGB stream to get for depth stream to get This practice is more suitable for our TFFM for two reasons. Firstly, in each fusion block, we need to have access to all multi-scale multi-modal features. Upsampling these features to a higher resolution when using them repeatedly increases the memory and computational costs, while our processing would save these resources by remaining features to their original sizes. Secondly, objects in a scene have large variations in scales. By maintaining multi-scale features to their original resolutions, our method manage to cover objects over all scales since features in lower resolution will still help predict objects with larger sizes, while features in higher resolution will continue detecting small objects and boundaries. After that, we concatenate two-stream features and together as where is used as to provide abundant information from all scales and modalities.

Input for each fusion block is a guidance of global feature fusion and have the same size with the output fused feature. (Carion et al. 2020) use a stack of transformer decoder blocks to generate object-level feature from pixel-level feature, its should have the same size with the output object-level feature. However, since there is no object-level prior information, for its first block has to be set as a zero tensor so that the object-level feature has to be generated from zero. While for our RGB-D saliency detection, an initial fused feature is obtained (see TWFM) and used as in the first fusion block to provide a better guidance for feature fusion. With the required and the overall process of the first transformer-based fusion block is as follows:

\[
\begin{align*}
    f_{sa} &= SA(f_{init}) \\
    f_{ca} &= CA(f_{sa}, f^{rd}_{3e4e5e}) \\
    f_o &= FF(f_{ca})
\end{align*}
\]

With as query, we first apply a self-attention layer to refine itself for achieving a better guidance . And then in the cross-attention layer, on each position is refined by looking through all positions in to generate a better fused feature . Therefore, for each positions in , it contains information which is adaptively selected and fused from all positions in multi-scale multi-modal features. The feedforward layer is applied to get the output fused feature which has the same size as . Note that the positional encoding of is obtained by concatenating positional encodings of all multi-scale multi-modal features in sequence. Even though features in have different resolutions, this transformer-based block would still consider the spatial information during fusion.

In the following fusion blocks, input is replaced by the output from a previous block. We name this transformer-based fusion block as and the process of -th fusion block can be written as:

\[
f_o^t = TF^t(f_{o}^{t-1}, f^{rd}_{3e4e5e})
\]

where , is the number of the straight-forward fusion blocks in our TFFM. is the output of -th block. is the input for the first block, represents the process in -th fusion block.
The proposed TFFM manages to fuse multi-scale multimodal simultaneously in a global way. Meanwhile, by using several fusion blocks, our method is able to generate the final fused feature gradually with information from all scales, modalities and positions. The architecture of one transformer-based feature fusion block is shown in Fig. 3 (a).

With $f_3 \in \mathbb{R}^{n_3 \times c}$ output from each block, it is first reshaped back to form $R^{c \times h_3 \times w_3}$. Then it is used to obtain saliency prediction $P^t_{o}$ by one convolutional layer as a classifier. For better supervision on all the fusion processes in all $T$ fusion blocks, $f_3$ from all blocks are used to produce $T$ saliency maps. The overall prediction loss is calculated by:

$$L_{\text{final}} = \sum_{t=1}^{T} L_{\text{bce}}(P^t_{o}, S)$$

where $L_{\text{bce}}$ stands for the binary cross-entropy loss, $S$ is the saliency ground-truth. And the convolutional layer is shared among all $T$ blocks for predicting the saliency maps from all $T$ fused features.

Transformer-based Within-modality Feature Enhancement Module

To further improve the performance, a TWFEM is proposed to generate the enhanced multi-scale features $\{f_{3e}, f_{4e}, f_{5e}\}$ for each modality separately and a simple initial fused feature $f_{\text{init}}$ before TFFM. Firstly, feature on each scale are enhanced by further extracting and integrating complementary information from other scales within the same modality while remains its original resolution. It is also implemented as stacks of transformer decoders which indicates the flexibility of transformer decoder and uniformity of the proposed framework. Secondly, $f_{\text{init}}$ is computed by simply fusing enhanced multi-scale features of two modalities. It is used in TFFM as a better guidance for global feature fusion.

We first show how to generate $\{f_{3e}, f_{4e}, f_{5e}\}$ for each modality separately. For each stream, we can directly extract three-scale features from its backbone network separately and apply one convolution layer for each feature to make them have the same dimensionality $c$, which are denoted as $f_{3}^{i} \in R^{c \times h_i \times w_i}$ and $f_{4}^{i} \in R^{c \times h_i \times w_i}$ for features from RGB stream and depth stream, where $i \in \{3, 4, 5\}$. This is a simple way to extract the feature on each scale for each modality, while these features can be further enhanced by automatically selecting and integrating complementary information from other scales since features with different scales contain different levels of information. Features from coarser scales contain more semantic information, while features from finer scales contain more detailed information. Therefore, the structure of transformer decoder is suitable for feature enhancement across scales. It allows the enhanced features to contain richer information from different scales while remain their original resolutions.

We reshape all features to form $f_{i} \in \mathbb{R}^{n_i \times c}$ and then enhance features within the same modality from coarse scale to fine scale in a progressive way. It also uses the structure of transformer decoder. For each $f_i$, we enhance it by setting itself as input $x$, the concatenation of features from its finer scales ($f_j$ where $j > i, j \in \{3, 4, 5\}$) and the enhanced features from its coarser scales ($f_{le}$ where $l < i, l \in \{3, 4, 5\}$) as input $y$. It means for each stream, we first enhance the coarsest-scale feature $f_3$ by $f_3$, $f_3$ from the same modality while remaining $f_3$’s original resolution. The enhancement process consists of a self-attention layer to refine $f_3$ by itself, a cross-attention layer to extract and integrate complementary information from $f_5$, $f_4$, and a feedforward layer:

$$f_{5e} = \text{SA}(f_3)$$
$$f_{5ca} = \text{CA}(f_{5ea}, f_{34})$$
$$f_{5e} = \text{FF}(f_{5ca})$$

where $f_{34} \in R^{(n_3+n_5) \times c}$ is formed by concatenating $f_3$ and $f_4$. $f_{5e} \in R^{n_5 \times c}$ is the enhanced feature of $f_5$. Here, we also select and integrate useful information in a global way where features from all spatial positions in $f_3$ and $f_4$ can be contributed to each position in $f_{5e}$. We name it as a transformer-based enhancement block (TE) and the above process for enhancing $f_3$ can be represented as:

$$f_{5e} = \text{TE}(f_5, f_{34})$$

Similarly, we can progressively compute enhanced features for the other two scales. For $f_{4e}$, its complementary information is extracted from $f_3$ and the enhanced $f_{5e}$ for integration, and for $f_{5e}$, it is from the enhanced $f_{4e}$ and $f_{5e}$:

$$f_{4e} = \text{TE}(f_4, f_{35e})$$
$$f_{5e} = \text{TE}(f_3, f_{45e})$$

where $f_{35e} \in R^{(n_3+n_5) \times c}$ is the concatenation of $f_3$ and $f_{5e}$. $f_{45e} \in R^{(n_4+n_5) \times c}$ is the concatenation of $f_4$ and $f_{5e}$. The structure of our TE(·) is shown in Fig. 3 (b).

Then, with the enhanced feature $f_{i} \in \mathbb{R}^{n_i \times c}, i \in \{3, 4, 5\}$ from both two modalities, we start to generate the simple initial fused feature $f_{\text{init}}$ by a simple way to first fuse multi-scale features by addition for each modality, then fuse multi-modal features:

$$f_{ms} = f_{3e} + U P_{x2}(f_{4e}) + U P_{x4}(f_{5e})$$
$$f_{\text{init}} = f_{ms} + f_{ns}$$

where $U P_{x2}(·), U P_{x4}(·)$ stand for $\times 2, \times 4$ upsample function, which first reshape $f_{i}$ to form $R^{c \times h_i \times w_i}$ then apply the corresponding bilinear upsampling and reshape it back to form $R^{n_s \times c}$ as $f_{3e}$. For getting a better guidance for TFFM, we reshape $f_{\text{init}}$ back to form $R^{c \times h_3 \times w_3}$ and apply one convolutional layer on it as a classifier to get an initial saliency prediction map $P_{\text{init}}$. $P_{\text{init}}$ can be supervised by the saliency ground-truth $S$:

$$L_{\text{init}} = L_{\text{bce}}(P_{\text{init}}, S)$$

Experiments

Datasets and Evaluation Metrics

We evaluate our proposed method on six widely used RGB-D saliency datasets including NJUD (Ju et al. 2014), NLPR (Peng et al. 2014), STERE (Niu et al. 2012), DES (Cheng et al. 2014), SIP (Fan et al. 2019), and DUT-D (Piao et al. 2019). Following Piao et al. (2019), we use the selected 800 images from DUT-D, 1485 images from NJUD and 700 images from NLPR for training our network. We
then evaluate our model on the remaining images in these three datasets and the other three datasets.

We adopt four widely used evaluation metrics for quantitative evaluation including F-measure ($F_m$) (Achanta et al. 2009), mean absolute error (MAE) (Borji et al. 2015), S-measure ($S_m$) (Fan et al. 2017) and E-measure ($E_m$) (Fan et al. 2018). In this paper, we report the mean F-measure value with the adaptive threshold as $F_m$. For MAE, the lower value means the method is better, while for all other metrics, the higher value means the method is better.

### Implementation Details

We apply PyTorch toolbox for implementation using one GeForce RTX 2080Ti GPU with 11 GB memory. The parameters of two-stream backbone networks are both initialized by VGG16 (Simonyan and Zisserman 2015). The input RGB images and depth images are all resized to $256 \times 256$. We train our method for 150k iterations by ADAM optimizer (Kingma and Ba 2015). The initial learning rate, batch size, number of channel $c$ and number of blocks $T$ in TFFM are set to 1e-4, 6, 128 and 4. During evaluation, the output prediction map of the last transformer-based fusion block is used as the final saliency prediction map.

### Comparison with state-of-the-art methods

To verify the effectiveness of our proposed transformer-based network for RGB-D saliency detection, we compare our performance and model size with ten state-of-art RGB-D saliency detection methods including: DANet (Zhao et al. 2020), SSF (Zhang et al. 2020), S2MA (Liu, Zhang, and Han 2020), CDNet (Li, Liu, and Ling 2020), CMWNet (Gongyang et al. 2020), DMRA (Piao et al. 2019), CPFP (Zhao et al. 2019), A2dele (Piao et al. 2020), PGAR (Chen and Fu 2020), and HDFNet (Pang et al. 2020) in Table 1. For a fair comparison, we report the results and model sizes with VGG16 as backbone for DANet and HDFNet.

It demonstrates that our proposed transformer-based network generally performs favorably against all the listed state-of-the-art methods. It benefits from our TFFM which requires a global and adaptive response of information from all scales, all modalities and all spatial positions for our final fused feature at each position, and our TWFEM which enhances feature on each scale with complementary information.
Table 2: Ablation study on our proposed transformer-based network. We highlight the best result in each column in bold.

| Index | model | STERE | MAE | F_m | S_m | E_m | NLPR | MAE | F_m | S_m | E_m | DUT-D | MAE | F_m | S_m | E_m |
|-------|-------|-------|-----|------|-----|-----|------|-----|------|-----|-----|-------|-----|------|-----|-----|
| 1     | ✓     | ✓     | ✓   | 0.027 | 0.888 | 0.916 | 0.953 | 0.037 | 0.901 | 0.908 | 0.942 | ✓     | 0.895 | ✓   | 0.054 | 0.846 | 0.865 | 0.915 |
| 2     | ✓     | ✓     | ✓   | 0.028 | 0.877 | 0.913 | 0.950 | 0.037 | 0.901 | 0.908 | 0.942 | ✓     | 0.895 | ✓   | 0.045 | 0.861 | 0.901 | 0.942 |
| 3     | ✓     | ✓     | ✓   | 0.027 | 0.888 | 0.916 | 0.953 | 0.035 | 0.912 | 0.914 | 0.949 | ✓     | 0.895 | ✓   | 0.025 | 0.887 | 0.922 | 0.955 |
| 4     | ✓     | ✓     | ✓   | 0.027 | 0.888 | 0.916 | 0.953 | 0.032 | 0.913 | 0.921 | 0.948 | ✓     | 0.895 | ✓   | 0.025 | 0.887 | 0.922 | 0.955 |
| 5     | ✓     | ✓     | ✓   | 0.027 | 0.888 | 0.916 | 0.953 | 0.032 | 0.913 | 0.921 | 0.948 | ✓     | 0.895 | ✓   | 0.025 | 0.887 | 0.922 | 0.955 |

Table 3: Comparison of setting different T for the entangled architecture. We highlight the best result in each column in bold.

| model | STERE | MAE | F_m | S_m | E_m | NLPR | MAE | F_m | S_m | E_m | DUT-D | MAE | F_m | S_m | E_m |
|-------|-------|-----|------|-----|-----|------|-----|------|-----|-----|-------|-----|------|-----|-----|
| T = 0 | ✓     | 0.045 | 0.861 | 0.888 | 0.925 | 0.028 | 0.877 | 0.913 | 0.950 | 0.037 | 0.901 | 0.908 | 0.942 | ✓     | 0.895 | ✓   | 0.054 | 0.846 | 0.865 | 0.915 |
| T = 2 | ✓     | 0.041 | 0.876 | 0.900 | 0.933 | 0.025 | 0.884 | 0.920 | 0.952 | 0.031 | 0.917 | 0.920 | 0.951 | ✓     | 0.895 | ✓   | 0.024 | 0.895 | 0.924 | 0.960 |
| T = 4 | ✓     | 0.042 | 0.880 | 0.901 | 0.934 | 0.025 | 0.891 | 0.921 | 0.956 | 0.030 | 0.923 | 0.924 | 0.954 | ✓     | 0.895 | ✓   | 0.025 | 0.891 | 0.921 | 0.956 |
| T = 5 | ✓     | 0.040 | 0.880 | 0.905 | 0.934 | 0.025 | 0.891 | 0.921 | 0.956 | 0.029 | 0.923 | 0.926 | 0.956 | ✓     | 0.895 | ✓   | 0.025 | 0.891 | 0.921 | 0.956 |

Moreover, since we only use the transformer-based structure with the efficient attention for both feature fusion and enhancement instead of designing diverse and complicated structures, the model size of our network is smaller than almost all the other two-steam methods except for PGAR. It is because PGAR uses a much lighter network as backbone than VGG16 for depth stream which only contains four convolution layers. Our model size is also larger than A2dele and DANet since they apply the one-stream network. A2dele only has RGB image as input and DANet combines RGB images and depth maps together as one input of one-stream network. We also present some qualitative examples in Fig. 4. It shows that our method not only precisely predicts the whole saliency objects (e.g. row 1), but also accurately detects the boundaries of saliency regions (e.g. row 4).

Ablation Study

Effectiveness of each transformer-based module. To demonstrate the impact of each part in our overall network, we conduct ablation studies by evaluating five subset-models and present results on three RGB-D datasets. As shown in Table 2, model 1 which only uses MSMMF means a simple multi-scale multi-modal fusion method using Eq. 9 in which $f_{1e}$ is replaced by $f_i$ since we do not have the enhanced features. And the following models add TWFM and TFFM separately to see the impact of each transformer-based module. Model 5 is our overall performance by using both TWFM and TFFM. For model 4, we also use both TWFM and TFFM, but in its TWFM, we do not use the progressive way to get enhanced features $f_{i_e}$ and $f_{i_e}$ as in Eq. 10. Instead, we directly use $f_3$, $f_5$ to get $f_{1e}$ and $f_{1e}$ to get $f_{3e}$. We show the impact of our progressive enhanced way by the comparison between model 4 and model 5. We also include some visual examples in Fig. 5.

Figure 5: Visual examples for ablation study.

It indicates that for model 1 which only fuses multi-scale and multi-modal features in a simple way for saliency prediction may perform well on some simple situations. However, without a global and adaptive fusion, it is not suitable for complex scenes which causes poor performance on datasets like STERE. Our TFFM can significantly improve the performance since it allows this global and adaptive fusion, which also improves the ability of generalization for complex situations. Our TWFM enhances features with complimentary information across scales which not only gains improvements for model 2 with only a simple fusion, but also provides features with more abundant information for TFFM. We also show that the progressively enhanced feature from coarse to fine scale in our TWFM can provide further improvements for saliency prediction.

Effectiveness of T. We also discuss the chosen number of blocks in our TFFM by conducting the experiments to set $T = 0, 2, 4, 5$ for the fusion blocks in our overall transformer-based network (by setting $T = 0$ is equal to model 2 in Table 2). We present the comparisons on three datasets in Table 3. Since the initial fused feature from our TWFM provides useful information related to saliency prediction for our TFFM as the initial guidance. By setting different $T$ may not have a significant influence on the final result predicted by the output feature from the last block, especially when $T$ is large enough. However, using a small number of blocks may still affect the performance on some datasets such as the NLPR dataset. Considering both the performance and the efficiency of our model, we choose $T = 4$ for our transformer-based network.

Conclusion

In this paper, we propose a transformer-based network for RGB-D saliency detection, which uses transformer as a uniform operation for both feature enhancement and feature fusion. It consists of two stages: Firstly, a transformer-based single-modal feature enhancement module (TWFM) enhances feature on each scale by selecting and integrating complementary information from other scales within the same modality. It also generates a simple initial fused feature. Secondly, our transformer-based fusion module (TFFM) uses the initial fused feature as a guidance to simultaneously fuse multi-scale, multi-modal features. It generates a final fused feature that at each position, calculates by an adaptive combination of information from all scales and both modalities which captures the long-range dependencies. Evaluation results on six RGB-D datasets demonstrate the effectiveness of our method by performing favorably against state-of-the-art RGB-D saliency methods.
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