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Abstract

Recent years have witnessed great progress on building emotional chatbots. Tremendous methods have been proposed for chatbots to generate responses with given emotions. However, the emotion changes of the user during the conversation has not been fully explored. In this work, we study the problem of positive emotion elicitation, which aims to generate responses that can elicit positive emotion of the user, in human-machine conversation. We propose a weakly supervised Emotion Eliciting Machine (EEM) to address this problem. Specifically, we first collect weak labels of user emotion status changes in a conversion based on a pre-trained emotion classifier. Then we propose a dual encoder-decoder structure to model the generation of responses in both positive and negative side based on the changes of the user’s emotion status in the conversation. An emotion eliciting factor is introduced on top of the dual structure to balance the positive and negative emotional impacts on the generated response during emotion elicitation. The factor also provides a fine-grained controlling manner for emotion elicitation. Experimental results on a large real-world dataset show that EEM outperforms the existing models in generating responses with positive emotion elicitation.

1 Introduction

Building an emotional intelligent agent, which can perceive, integrate, understand, and regulate emotions, is one of the ultimate goals of artificial intelligence [Salovey and Mayer, 1990; Picard, 2000]. Particularly, emotional chatbots are attracting more and more research interests due to their wide application in intelligent assistant, emotional escort, and online consultation [Zhou et al., 2018; Huang et al., 2018; Shantarala et al., 2018; Zhou and Wang, 2018; Colombo et al., 2019; Shen and Feng, 2020].

Existing studies on emotional chatbots can be roughly categorized into two groups. The first group of methods usually require chatbots to generate responses with the predefined emotion [Zhou et al., 2018; Huang et al., 2018; Zhou and Wang, 2018; Colombo et al., 2019; Shen et al., 2020]. While the current emotion status of the user that the machine is chatting with is neglected during the response generation. As a result, if a user worries about a problem they met, such as the example shown in Figure 1, a chatbot with the given emotion label “happy” may generate a response like “I’m happy to hear that!” which may make the user feel uncomfortable. This example shows that a response with the positive emotion (such as R1) may fail to make the user happier. To solve this problem, the other group of approaches focus on modeling the emotion change (reaction) of the user rather than merely controlling the emotion of responses generated by the chatbots [Hasegawa et al., 2013; Lubis et al., 2018; Lubis et al., 2019]. These methods aim at eliciting positive emotion of the user through the conversation. For example, in Figure 1, R2-R4 are some typical generated responses that can bring the user with positive emotions to some extent. We study the latter problem in this work – how to generate responses to elicit positive emotions of the user.

Hasegawa et al. [2013] leverage a statistical translation model for emotion eliciting in human-machine conversation. The model is initially trained on a general-purpose conversation corpus, then fine-tuned on datasets with emotion labels. Lubis et al. [2018; 2019] trained a hierarchical recurrent neural network to generate emotional responses based on a positive-emotion eliciting corpus. With manually collected

Figure 1: An example of positive emotion elicitation in conversation. R1 is a response that neglects the user’s emotion. R2-R6 are several responses with different granularities (from most positive to less positive) of positive emotion elicitation.

Input I’m so sad, but I can’t cry.
R1 I’m happy to hear that! 😊
R2 I hope you feel better soon! 😹
R3 I hope you get to see the rest of the world.
R4 I feel bad for you. I hope you feel better soon. 😹
R5 I don’t think you understand what you’re talking about.
R6 Why do you hate yourself so much? 😹

1The model can also be used to elicit the negative emotion of the user, but it is less applied in practice.
labels about emotions, these methods have enabled the emotion eliciting capability of the chatbots successfully. However, there are two major drawbacks in the existing methods. First, most existing methods rely on positive emotion labels. Negative samples are usually neglected based on an assumption that they are useless for training an emotion eliciting model [Hasegawa et al., 2013; Lubis et al., 2018; Lubis et al., 2019]. We consider that the emotions expressed by the human utterances are often too subtle to be expressed in merely with positive emotion labels, e.g., as the complicated expression “I’m so sad, but I can’t cry.” demonstrated in Figure 1. Correspondingly, an ideal emotion eliciting bot should be able to adapt to subtle expressions by balancing the positive and negative feelings to avoid some extreme mistakes, such as responding “I’m happy to hear that!” to the above expression. Second, the emotion labels are often collected manually in the existing methods, which is quite labor-intensive and thus makes them less practical, especially when the training corpus is large.

To address these issues, in this paper, we propose a weakly supervised Emotion Eliciting Machine (EEM) to generate responses that adaptively elicit positive emotions. Specifically, we first leverage an emotion change classifier to generate weak supervision signals based on the predicted emotion scores of the utterances in the dialogue session. We leverage the difference of the emotion score between two consecutive utterances of a user to measure the effect of emotion elicitation of the utterance made by the other user. More specifically, supposing \((U_1, R_1, U_2)\) is a triplet of consecutive utterances, \(U_1\) and \(U_2\) are utterances of a user, and \(R_1\) is the response made by another user to \(U_1\), the difference of the emotion scores between \(U_1\) and \(U_2\) is used to indicate the effect of emotion elicitation of \(R_1\). With this method, we can generate a large number of weakly labeled samples for our model training\(^2\) and save lots of human labours. With these generated labels, we further introduce an emotion eliciting factor on top of a dual-generator structure to generate responses that can balance positive and negative feelings according to the emotion changes. The positive generator aims to emphasize positive emotions during the response generation process, while the negative generator focuses on the negative ones. Our method learns to dynamically balance the influences of the positive and negative generators by an emotion eliciting factor during the training procedure. In such a way, we can fully utilize all utterances for training a chatbot, and at the same time, we can learn a fine-grained emotion elicitation model. In the inference stage, the emotion eliciting factor can be arbitrarily set to control the positivity of emotion elicitation in the generated responses. Experimental results on a large-scale real human conversation corpus (Reddit) show that our method can be well-trained with the obtained weak labels and outperforms existing state-of-the-art methods on the task of emotion elicitation.

The main contributions of this work are as follows:

1. We propose EEM for emotion eliciting conversation generation, which can make use of not only positive emotion samples as in the literature, but also the negative ones, so as to void generating positive responses in inappropriate contexts.

2. We propose two novel mechanisms to improve the adaptability and controllability of the model: 1) computing an emotion eliciting factor that balances the positive and negative emotional impacts of a response; 2) a dual structure that models the generation of responses in both positive and negative sides to obtain a dynamic controlling of the positivity of emotion elicitation.

3. The results on the large scale Reddit conversation corpus show that EEM outperforms the existing models in both automatic and human evaluation measures.

2 Related Work

Open-domain Chatbots and Response Generation Existing methods on building open-domain chatbots can be categorized into two groups: retrieval-based and generation-based. Retrieval-based methods try to find the most reasonable response from a large repository of conversational data [Lowe et al., 2015; Wu et al., 2017; Yuan et al., 2019]. On the other hand, generation-based methods are mainly based on the sequence-to-sequence (Seq2seq) architecture with attention mechanism and aim at generating a new response for conversation context [Sordoni et al., 2015b; Li et al., 2015; Niu and Bansal, 2018; Baheti et al., 2018]. In this study, we focus on the generation-based chatbots modeling.

Emotional Chatbots Emotional chatting model is a special type of controllable conversation models, which aims to control the emotion express of responses. Existing methods can be divided into two categories according to their different purposes: (1) Some methods focus on controlling the emotion of chatbots. For example, Zhou et al. [2018] proposed an emotional chatting model with neural networks, which takes the target emotion category of responses as an additional input of the decoder, and then generates emotional responses with the proposed internal and external emotion memory. Shen and Feng [2020] designed a dual task to generate emotional responses and emotional queries alternatively and improved the content consistency in emotion-controllable response generation. These methods can control the chatbot to generate responses with pre-defined emotion, but they neglect the influence of the generated response on user’s emotion. (2) Other methods pay less attention to the emotion of the chatbot but consider the emotional influence of the generated responses on the user, which is usually called emotion eliciting models. Hasegawa et al. [2013] first studied the task of eliciting a specific emotion in conversation. They trained a machine translation model on utterances exhibiting emotion elicitation for each emotion category. Lubis et al. [2018; 2019] proposed an emotion-sensitive dialogue model which associates the emotion label of the target sentence for decoding. This model is more effective than the traditional hierarchical recurrent encoder-decoder [Serban et al., 2016] when trained on a manually-collected corpus containing responses of positive emotion elicitation. However, as the data with human annotation is hard to collect, their method has less application in practice.

\(^2\)Our experiments demonstrate that these weak labels have high consistency with human labeling.
Our method is different from existing emotion eliciting models. At first, we propose a distant labeling method to get the weak label which indicates the emotion changes of the user. Our model can be trained with such data, thus is free with human annotation. On the other hand, we compute an eliciting factor based on the value of the weak label. The eliciting factor can reflect the degree of emotion changes, which boosts our model in fine-grained emotion elicitation.

3 Proposed Method

3.1 Problem Formulation and the Overall Model

Emotion eliciting chatbots aim at generating a response to improve the emotion status of the user (positive emotion elicitation). Specifically, we consider a dialogue with $N$ pairs of utterances $(U_1, R_1, \cdots, U_i, R_i, \cdots, U_N, R_N)$, where $U_i$ is the input message given by the user at the $i$-th turn, and $R_i$ is the corresponding response generated by the chatbot. We note $S = \{s_i | i \in [1, N]\}$ as the emotional status sequence of the user in the dialogue, where $s_i \in [0, 1]$ denotes the positivity of the user’s emotion at the $i$-th turn.

Then, the task of positive-emotion eliciting response generation can be formulated as: generating the response $R_i$ to improve the user’s emotional positivity $s_i+1$ based on the input message $U_i$ and previous user status $s_i$. To simplify the notation, we use triplet $\{U_1, R_1, U_2\}$ to denote a consecutive utterance in the dialogue, where $U_1$ is the input message from a user, $R_1$ is the corresponding response from the chatbot, and $U_2$ is the next input message/reaction from the user.

In this paper, we propose leveraging all triplets (not just triplets with $s_2 > s_1$) for training the response generation model. We introduce an emotion eliciting factor on top of a dual-generator structure to generate responses that can balance positive and negative feelings according to the emotion changes. The positive generator aims to emphasize positive emotions during the response generation process, while the negative generator focuses on the negative ones. Our method learns to dynamically balance the influences of the positive and negative generators by an emotion eliciting factor during the training procedure.

The detailed structure of the proposed method is shown in Figure 2. At first, we compute an emotion eliciting factor $\lambda$ to capture the emotion changes after the user receives the response $R_1$ (Section 3.2). In the training stage, this factor is computed based on the emotion score of $U_1$ and $U_2$. In the test stage, as $U_2$ is unavailable, $\lambda$ can be set arbitrarily to achieve positive emotion elicitation in different degrees. After capturing the emotion changes, we design a dual structure to model the response generation process in both positive and negative side. This structure contains an encoder with dual attentions and a dual decoder. The influence of both attention and decoder is determined by $\lambda$ so as to provide fine-grained emotion elicitation (Section 3.3). In the remaining part of the section, we will introduce each component in detail.

3.2 Emotion Eliciting Factor $\lambda$

The emotion eliciting factor $\lambda \in [0, 1]$ is a continuous variable that represents the degree of positive emotion elicitation, where 1 indicates the most positive, and 0 is the most negative. Intuitively, the emotion eliciting factor is relevant to: (1) the user’s emotion status before receiving $R_1$, namely $s_1$ (the status of $U_1$); and (2) the changes of the user’s emotion status after receiving $R_1$, namely $(s_2 - s_1)$.

The computation of the factor $\lambda$ relies on the changes of the user’s emotion status, which is represented by the emotion scores’ difference of the user’s utterances caused by the chatbot’s response. Specifically, we apply a pre-trained emotion polarity classifier to automatically obtain the emotional positiveness scores $s_1, s_2 \in [0, 1]$ of $U_1$ and $U_2$ to represent the emotion status, respectively. Then $\lambda$ can be computed as:

\[
\lambda = \mu \cdot s_2 + (1 - \mu) \cdot \Delta s',
\]

\[
\Delta s' = \frac{s_2 - s_1 + 1}{2} \in [0, 1],
\]
During chatting, people usually pay attention to different context when constructing their messages. Therefore, we propose a two-headed attention mechanism to capture the different attention patterns from both positive and negative elicitation.

We adopt the attention function from Transformer [Vaswani et al., 2017] for the computational efficiency:

$$e_{t,j}^{\text{(mode)}} = \frac{1}{\sqrt{d_h}} \left( W_{K}^{\text{(mode)}} h_j \right)^{\top} W_{Q}^{\text{(mode)}} z_{t-1},$$  \hspace{1cm} (4)

$$
o_{t,j}^{\text{(mode)}} = \text{softmax} \left( \left[ e_{t,k}^{\text{(mode)}}, \ldots \right] \right)_{k=j},$$  \hspace{1cm} (5)

$$c_{t}^{\text{(mode)}} = \sum_{j=1}^{n} o_{t,j}^{\text{(mode)}} W_{V}^{\text{(mode)}} h_j,$$  \hspace{1cm} (6)

where $h$ and $z$ are the outputs of the encoder and the decoder respectively; $W_{K}^{\text{(mode)}} \in \mathbb{R}^{d_h \times d_h}$ and $W_{Q}^{\text{(mode)}} \in \mathbb{R}^{d_h \times d_z}$ are parameters; $d_h$ and $d_z$ are the dimensions of $h$ and $z$; mode $\in \{\text{pos}, \text{neg}\}$; $c_{t}^{\text{(pos)}}$ and $c_{t}^{\text{(neg)}}$ are the acquired context vector by positive attention and negative attention in the time step of $t$; and $n$ is the number of tokens in the input message.

Then the two context vectors are combined based on the emotion eliciting factor ($\lambda$) to get the integrated vector:

$$c_t = \lambda c_{t}^{\text{(pos)}} + (1 - \lambda) c_{t}^{\text{(neg)}}.$$

**Dual Decoder** In addition to different attentions on the context, the emotional effect of an utterance is dependent on the interaction of both the emotionally-positive pattern and the emotionally-negative pattern in the user’s mind. Activations of the positive and the negative thoughts of people are diverse due to the variety of their characteristics.

To mimic such mechanism, we also apply a dual structure in the decoder side. Our dual decoder consists of two parallel RNN-based decoders, one of which (referred to as positive decoder) can model the emotionally improving pattern, and the other (referred to as negative decoder) is to model the emotionally suppressing pattern when generating a response. Concretely, the two decoders share the same network structure and the same inputs:

$$z_{t}^{\text{pos}} = \text{GRU}_{de}^{\text{pos}}(z_{t-1}, [\hat{y}_{t-1}; c_{t}]),$$  \hspace{1cm} (8)

$$z_{t}^{\text{neg}} = \text{GRU}_{de}^{\text{neg}}(z_{t-1}, [\hat{y}_{t-1}; c_{t}]),$$  \hspace{1cm} (9)

where $[;]$ is the concatenation operation, $c_{t}$ is obtained from Eq. (7), and $\hat{y}_{t-1}$ is the embedding vector of the target word at the time step $t-1$. Finally, we use the combination of outputs from both decoders to predict the word according to the eliciting factor $\lambda$:

$$z_{t} = \lambda z_{t}^{\text{pos}} + (1 - \lambda) z_{t}^{\text{neg}},$$  \hspace{1cm} (10)

$$y_t \sim \text{softmax}(W_{o} z_{t}),$$  \hspace{1cm} (11)

where the $W_{o}$ is the output projection matrix.

As seen in Eq. (8) - (9), the integrated hidden state of the dual decoder $z_{t-1}$ is fed into both the positive and the negative decoders for the next time-step computation. Since the two decoders share the same inputs at each time step, the difference of their outputs only originates from the different values of their trainable parameters. By this means, the two decoders are forced to capture the discriminant emotional patterns imposed by the controlling condition $\lambda$, respectively.

**4 Experiments**

**4.1 Dataset and Preprocessing**

We conduct experiments on the large scale Reddit dataset\(^3\), which contains 3.7 billion conversation comments with dialogue context [Henderson et al., 2019]. We extract and preprocess 55.5 million ($U_1, R_1, U_2$) dialogue triplets from the dataset after discarding the triplets which have sentences containing more than 20 words or containing non-ASCII chars. Then we filter out web symbols, normalize the punctuations, and format all the letters as lowercase.

**Emotion Labeling** Following previous approaches [Zhou et al., 2018; Song et al., 2019], we train a classifier to get the emotion scores of all triplet in the dataset. We leverage the pre-trained DeepMoji model as the classifier and fine-tune it on the SS-Twitter dataset, which is manually labeled with emotion categories [Felbo et al., 2017].

To evaluate the performance of the classifier, we conduct a manual evaluation to estimate the accuracy of the emotion classifier on our conversation dataset, and the classifier

\(^3\)https://github.com/PolyAI-LDN/conversational-datasets/tree/master/reddit
achieves an accuracy of 0.71 (see more details in Appendix). Then, the obtained classifier is used to score each utterance in all triplets. All the triplets are randomly split into training, validation set, and test set with the ratio of 8:1:1.

4.2 Evaluation Metrics

We adopt both automatic and human evaluation metrics to verify the effectiveness of our proposed method.

(1) Automatic Evaluation

**Quality of response:** on the content level, we adopt perplexity (PPL) for evaluating the quality of generated responses. This metric is recommended and widely used to evaluate generative dialogue systems [Pietquin and Hastie, 2013; Zhou et al., 2018; Lubis et al., 2018]. It is worth noting that reference-based evaluation metrics such as BLEU or embedding similarity are not applicable for our experiments because we seek to generate the response with the most positive elicitation which may be different from the original ones.

**Emotion Eliciting Impact:** As there is no existing automatic metric for evaluating emotion elicitation, we propose an indirect approach for the evaluation, which is shown in Figure 3. The basic idea is to measure the user’s emotion changes after receiving the response given by the chatbot. To achieve this, we first train a standard Hierarchical Recurrent Encoder-Decoder (STD-HRED) model [Sordoni et al., 2015a; Serban et al., 2016] by using the message-response reversely (namely using the original response as the input and the original message as target)⁴. After collecting the responses \( \hat{R}_1 \) generated by all models, we use it as input to generate the next utterance \( \hat{U}_2 \) by STD-HRED with \( U_1 \) and \( \hat{R}_1 \) as inputs. Then we regard \( \hat{U}_2 \) as a probable reaction of the user after receiving the response \( \hat{R}_1 \), and use the pre-trained emotion classifier to compute the emotion score \( \hat{s}_2 \) of \( \hat{U}_2 \). Finally, the normalized increment \( \Delta \hat{s}' \) between the emotion scores of \( \hat{U}_2 \) and \( U_1 \) can be calculated as well. Since \( \hat{s}_2 \) and \( \Delta \hat{s}' \) can be the estimations of \( s_2 \) and \( \Delta s' \), they can be used as the performance indicators of emotion elicitation.

(2) Human Evaluation

Due to the complexity and diversity of human language, following existing works [Lubis et al., 2018; Lubis et al., 2019], we also conduct a human evaluation. Specifically, we randomly sample 200 utterances from the test set. For each utterance, we collect the generated responses from all models. Then we hire five experienced annotators to label them. The annotators are asked to score the generated responses by stating their agreement on two statements: 1) **Content score** (\( s_c \)) states the response is appropriate and natural to the post and is likely to be produced by a human. 2) **Emotional eliciting score** (\( s_e \)) states the response elicits a positive emotion. Rating scales of both criteria are 0, 1, and 2, which indicate disagreement, partly agreement and agreement, respectively⁵.

4.3 Baselines

We compare our method with the following baselines: 1) **EncDec** [Sutskever et al., 2014]: A traditional Encoder-Decoder model with attention mechanism. There is no extra emotional elicitation module injected. 2) **Emo-HRED** [Lubis et al., 2018; Lubis et al., 2019]: The state-of-art model for eliciting positive emotion in conversations. It is based on the structure of the HRED, with a latent emotion variable to be emotion-sensitive. 3) **Emb_s2** and (4) **Emb_Ds’**: Naive baselines combining the EnDec model with the embedded representations of \( s_2 \) and \( \Delta s' \), respectively. The embeddings serve as an extra input of the decoder to influence the generation process.

4.4 Overall Results

To maximize the effect of positive elicitation in the generated responses, the value of \( \lambda \) in Emb_s2, Emb_\( \Delta s' \), and all ablation models is set as 1.0 in the test stage.

The experimental results are shown in the upper side of Table 1. We can see: (1) EEM outperforms all the baselines significantly in terms of positive-emotion elicitation in both automatic and human evaluations. Specifically, EEM outperforms the previous best baseline by 0.114 on both \( \hat{s}_2 \) and \( \Delta \hat{s}' \). This indicates that EEM can improve the user’s emotion status by generating responses with the most positive effect of elicitation. (2) The values of \( \Delta \hat{s}' \) obtained by both EnDec and Emo-HRED are negative. The reason is that both of these two methods are originally designed for datasets with only positive eliciting samples. Such datasets heavily rely on human annotation, which is often unavailable in real scenario. (3) To mimic a similar training process, we also train EnDec and Emo-HRED on the positive subset of the data (i.e., \( \Delta \hat{s}' > 0 \) and \( s_2 > 0.5 \)). The corresponding experimental results are shown in Table 1 with an additional

![Figure 3: Automatic evaluation of emotion elicitation](image-url)

| Model          | Automatic | Human |
|----------------|-----------|-------|
|                | PPL | \( \Delta \hat{s}' \) | \( s_c \) | \( s_e \) |
| EnDec          | 48.94 | 0.383 | -0.027 | 1.839 | 1.057 |
| on positive    | 51.19 | 0.452 | 0.042 | 1.612 | 1.324 |
| Emo-HRED       | 47.00 | 0.387 | -0.023 | 1.738 | 1.132 |
| on positive    | 47.66 | 0.458 | 0.047 | 1.673 | 1.348 |
| Emb_s2         | 48.79 | 0.481 | 0.071 | 1.797 | 1.359 |
| Emb_\( \Delta s' \) | 48.87 | 0.460 | 0.050 | 1.823 | 1.365 |
| EEM (\( \lambda = 1 \)) | 46.78 | 0.574 | 0.164 | 1.840 | 1.615 |
| \( \lambda = s_2 \) | 48.04 | 0.500 | 0.090 | 1.745 | 1.447 |
| \( \lambda = \Delta \hat{s}' \) | 46.72 | 0.543 | 0.133 | 1.765 | 1.515 |
| w/o Dual Attn. | 46.77 | 0.541 | 0.131 | 1.633 | 1.474 |
| w/o Dual Dec.  | 48.81 | 0.479 | 0.069 | 1.763 | 1.415 |

Table 1: Evaluation results of all the models.

---

⁴ The model is trained on the test set of dialogue triplets to avoid leaky information in the process of evaluations.

⁵ The Fleiss’ kappa coefficients for the content score and emotional impact score are 0.473 and 0.631, indicating “Moderate agreement” and “Substantial agreement”, respectively.
EnDec | I don’t think you know what the word means.
Emo-HRED | Me too, but I don’t want to cry.

Table 2: Sample responses generated by EnDec, Emo-HRED, and EEM with different emotion eliciting factors.

User Input | I’m so sad, but I can’t cry.
| I don’t think you know what the word means.
| Me too, but I don’t want to cry.

EnDec | I hope you feel better soon!
Emo-HRED | Why do you hate yourself so much?

Table 2: Sample responses generated by EnDec, Emo-HRED, and EEM with different emotion eliciting factors.

mark “on positive”. We can observe that the models can also achieve positive emotion elicitation ($\Delta s' > 0$). However, there is still a large gap between these models and our EEM. This proves that: a) Our proposed emotion eliciting factor can reflect the different degrees of emotion elicitation, thus help the model to achieve fine-grained elicitation and make full use of the dataset; b) Training only on positive eliciting dataset is insufficient for building a positive emotion eliciting chatbot and a well-designed structure is necessary for this task. (4) The effect of positive emotion elicitation by Emb$_s$ and Emb$_{\Delta s'}$ are very limited. This demonstrates that simply integrating the emotion information into the model is insufficient for generating desirable responses. Similar problems are also reported by [Zhou et al., 2018]. (5) According to the human evaluation results, EEM also has superiority on the positive emotion elicitation. Interestingly, the general quality of the generated responses (measured by $s_e$) is also improved. This inspires us that considering the user’s emotion changes is an effective way to improve the chatbots.

4.5 Ablation Study

We investigate the effect of each module in our model in this section. The results are shown in the lower side of Table 1.

First, we simplify $\lambda$ in EEM to $s_2$ or $\Delta s'$, respectively. The performance degradation demonstrates that the emotion eliciting effect is related to both the status of $U_2$ and the emotion changes $\Delta s$, which is consistent with our assumption. In addition, compared with the model using $s_2$ or $\Delta s'$ as addi-
tional input (i.e., Emb$_{s_2}$ and Emb$_{\Delta s'}$), EEM achieves better results. This confirms the superiority of our proposed dual structures in emotion elicitation.

Second, we replace the dual attention and the dual decoder by a traditional attention and a tradition decoder respectively. These two models are denoted as “w/o Dual Attn.” and “w/o Dual Dec.”. Experimental results show that both of the dual structures are helpful in improving performance. Specifically, the dual decoder brings more than 14% improvements in terms of emotion elicitation under both automatic and human evaluation. This demonstrates the effectiveness of our proposed dual structure.

Moreover, we conduct additional experiments to investigate the emotion eliciting performance of these models when given different emotion eliciting factors (i.e., $s_2$ for Emb$_s$, $\Delta s'$ for Emb$_{\Delta s'}$ and $\lambda$ for EEM) for the generation. As shown in Figure 4, the curves of Emb$_s$, Emb$_{\Delta s'}$ and EEM show a positive correlation between $\Delta s'$ and the factor. In general, when given a bigger factor, these models tend to generate more positive eliciting responses accordingly. Among all the models, EEM shows the highest responsibility between $\Delta s'$ and the factor, which proves that EEM is more controllable and flexible in fine-grained emotion elicitation.

4.6 Case Study

We also provide an example of generated responses in Table 2. As can be seen, compared with the responses generated by EnDec and Emo-HRED, the responses generated by EEM with positive settings (i.e., $\lambda > 0.5$) are more user-centered and achieve more positive emotion elicitation. Though some generated responses are not full of positive emotions themselves, they express a degree of empathy to effectively improve the emotional status of users. Besides, we present responses generated with different $\lambda$ (from 0.0 to 1.0 with an interval of 0.2). As can be seen, EEM can generate responses with different categories of emotion elicitation, and all the responses are appropriate to the inputs. This implies the controllability and flexibility of EEM in emotion elicitation.

The implementation details, the distribution of emotion scores over the dataset, the visualization of the dual attention, and more cases are provided in Appendix.

5 Conclusion and Future Work

Endowing chatbots with the ability of positive emotion elicitation is valuable to improve the users’ experience. However, manually collecting training labels for this task is labour-intensive, making existing solutions less practical. In this paper, we propose an emotion eliciting machine (EEM) trained on weak labels generated by a pretrained emotion classifier. We compute an emotion eliciting factor based on the weak labels, and propose a dual encoder-decoder structure to model the generation of responses in both positive and negative sides based on the factor. Both the automatic and human evaluations on a large scale corpus show EEM outperforms the existing models in emotion eliciting conversation generation with better controllability and flexibility. In future work, we plan to refine EEM for multi-turn conversation and try to apply it on other text generation tasks.
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6 Appendix

In this section, we provide the implementation of our method, the evaluation of the emotion classifier, the distribution of emotion scores over the dataset, the visualization of the dual attention mechanism, and more cases generated by each model.

6.1 Implementation Details

Our model is implemented by PyTorch [P. et al., 2019]. The encoders and decoders are both 2-layer GRUs with 600 hidden neurons in each layer. The word embedding dimension is set as 300, and the vocabulary size is set as 30,000. The trainable parameters are optimized by the Adam optimizer [K. and B., 2015] with batch size and learning rate as 512 and 1e-4, respectively. All models are trained in five epochs. In the inference stage, beam search is applied for decoding responses with the beam size as five.

6.2 Evaluation of the Emotion Classifier

200 utterances are randomly sampled for manual evaluation, and the emotion distribution is consistent with the whole dataset (the KL-divergence is 0.023). Each utterance is labeled as “positive”, “neutral” or “negative” according to its emotion polarity by 5 annotators. Since the emotion score predicted by the classifier is continuous, we discrete it into “negative” (score between 0 and 0.35), “neutral” (score between 0.35 and 0.65), and “positive” (score between 0.65 and 1). As a result, the emotion classifier achieves 0.71 accuracy on average. The Fleiss’ kappa coefficient [Fleiss, 1971] of the 5 annotations is 0.592, indicating “Moderate agreement”.

6.3 Distribution of Emotion Scores

The distribution of the emotion scores is shown in Figure 5. The ratio of the “negative”, “neutral”, and “positive” data are around 47%, 34%, and 19%, respectively. If we follow existing work [Hasegawa et al., 2013; Lubis et al., 2018; Lubis et al., 2019] and generate binary labels for the data, we can only obtain 36.67% data with positive emotion (i.e., the emotion score > 0.5). In other words, more than 60% data in the dataset cannot be used for training, which is a potential reason for their weak performance.

6.4 Visualization of Attention

To demonstrate the effectiveness and interpretability of the dual attention mechanism, we visualize the attention weights of the positive attention and the negative attention in the decoding process. The results are illustrated in Figure 6.

In this case, we input the message “Can you help me?” and set up different values of emotion eliciting factor $\lambda$ for EEM. As can be seen in subfigure (a) and (c), when $\lambda$ is set as 1.0, the positive attention is fully activated and it mainly focuses on “help”, “you” and “me” in the input. The combination of these words implies the user’s emotional demand (seeking help). Therefore, the activation of the positive attention contributes to generating an user-oriented and positive-emotion eliciting response as “Sure, I can help you out with that”.

On the other hand, when $\lambda$ is set as 0.0, the negative attention drives the decoder to focus on “can” and “me” (as shown in subfigure (b) and (d)), which implies rationality but more self-orientation and less relevance to the user’s emotional status. As a result, the model will generate an emotionally suppressing response “I don’t know if you can help me”. Based on these cases, we can see that our EEM can generate different responses according to the emotion eliciting factor $\lambda$ by activating different modules in the dual structure. Therefore, it is better at controlling the effect of positive emotion elicitation during the response generation process.
| User Input | Model | Response |
|------------|-------|----------|
| Can you help me? | EnDec | I can help you out. |
| | Emo-HRED | I don’t know what you’re talking about. |
| | EEM | \(\lambda = 1\). Sure, I can help you out with that. I love that game. \(\lambda = 0.8\). I can help you out. \(\lambda = 0.6\). I can help you out. \(\lambda = 0.4\). I don’t know what to do. \(\lambda = 0.2\). I don’t know if you can help me. \(\lambda = 0.0\). |
| Let’s go to play soccer together. | EnDec | I would love to play soccer. |
| | Emo-HRED | What do you want? |
| | EEM | \(\lambda = 1\). I like to play with you! \(\lambda = 0.8\). Sure, I’ll add you now. \(\lambda = 0.6\). Let’s do it. \(\lambda = 0.4\). I’m not a fan of soccer. \(\lambda = 0.2\). I don’t know what to do. \(\lambda = 0.0\). I don’t know if you can help me. |

Table 3: Sample responses generated by EnDec, Emo-HRED, and EEM with different emotion eliciting factors.

### 6.5 Case Study

In addition to the case we shown in Section 4.6, we provide two more cases in Table 3. Similarly, EEM with \(\lambda = 1\) performs best on positive emotion elicitation.

In particular, in the second case, EEM with \(\lambda = 1\) generates a response “I like to play with you!”. Compared with responses generated by other models, the personal pronoun “you” reduce the sense of distance between the chatbot and the user, thus can improve the user’s emotion status directly. The responses generated by the baseline methods are fluent and naturally, but they have less effect on user’s emotion (for example, “I don’t know what you’re talking about” generated by Emo-HRED in the first case). On the other hand, when \(\lambda\) decreases from 1.0 to 0.0, it is evident that the emotion status of the generated response changed from positive to negative. This demonstrates that our proposed EEM can achieve a fine-grained controlling on positive emotion elicitation.