TOTALLY GEODESIC SUBMANIFOLDS OF DAMEK-RICCI SPACES AND
EINSTEIN HYPERSURFACES OF THE CAYLEY PROJECTIVE PLANE
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Abstract. We classify totally geodesic submanifolds of Damek-Ricci spaces and show that they are either homogeneous (such submanifolds are known to be “smaller” Damek-Ricci spaces) or isometric to rank-one symmetric spaces of negative curvature. As a by-product, we obtain that a totally geodesic submanifold of any known harmonic manifold is by itself harmonic. We prove that the Cayley hyperbolic plane admits no Einstein hypersurfaces and that the only Einstein hypersurfaces in the Cayley projective plane are geodesic spheres of a particular radius; this completes the classification of Einstein hypersurfaces in rank-one symmetric spaces. We also show that if a 2-stein space admits a 2-stein hypersurface, then both are of constant curvature, under some additional conditions.

1. Introduction

In this paper, we study geometry of some distinguished submanifolds of harmonic manifolds. Recall that a Riemannian manifold is called harmonic if a punctured neighbourhood of any point admits a harmonic function which depends only on the distance to the point. There are several equivalent definitions of harmonicity [BTV]. It is easy to see that a flat space and rank-one symmetric spaces are harmonic. Moreover, a harmonic manifold is Einstein, and if the scalar curvature is non-negative, it is either flat or (locally) rank-one symmetric [Sz]. If the scalar curvature is negative, there exist non-symmetric harmonic manifolds, the Damek-Ricci spaces [DR]. These spaces are solvable Lie groups with a special left-invariant metric which are one-dimensional extensions of the generalised Heisenberg groups [BTV]. By the result of [Heb], any homogeneous harmonic manifold is either flat, or rank-one symmetric, or is a Damek-Ricci space. Despite considerable effort, the question of whether there exist non-homogeneous harmonic manifolds remains open. For the current state of knowledge in the theory of harmonic manifolds we refer the reader to [Kn] and references therein.

The question we address in this paper can be informally stated as “to what extent the property of a manifold to be harmonic is inherited by its submanifold?” More specifically, the first question we consider is whether a totally geodesic submanifold of a harmonic manifold is itself harmonic (it appears in particular in [BPV, p. 467]). It is well known that totally geodesic submanifolds of rank-one symmetric spaces are again rank-one symmetric, and so to answer our question for known harmonic manifolds one has to consider totally geodesic
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submanifolds of Damek-Ricci spaces. The following theorem gives a classification of totally geodesic submanifolds of Damek-Ricci spaces (and as a by-product, implies that all of them are harmonic).

**Theorem 1.** Let $M$ be a connected, totally geodesic submanifold of a Damek-Ricci space $S$ such that $\dim M \geq 2$. Then one of the following holds.

1. The submanifold $M$ is homogeneous totally geodesic. Then $M$ is given by Theorem 2 and is locally isometric to a “smaller” Damek-Ricci space.
2. The submanifold $M$ is locally isometric to a rank-one symmetric space of negative curvature.

A totally geodesic submanifold of a Riemannian space is called *homogeneous* if it is an orbit of a subgroup of the isometry group of the space. Homogeneous totally geodesic submanifolds of homogeneous spaces are much better studied and understood than “generic” totally geodesic submanifolds. For a Damek-Ricci spaces, their classification is given in the following theorem (for unexplained terminology see Section 2).

**Theorem 2 (Rou).** A submanifold $M$ of a Damek-Ricci space $S$ passing through the identity is a homogeneous totally geodesic submanifold if and only if $M$ is (locally) a subgroup of $S$ and $T_eM = a \oplus v' \oplus \mathfrak{z}'$, where $v' \subset v$, $\mathfrak{z}' \subset \mathfrak{z}$ and $[v', v'] \subset \mathfrak{z}'$, $J_{\mathfrak{z}'}v' \subset v'$.

In case (2) of Theorem 1 we only give the isometry type of $M$, but not the description of how $M$ is positioned within $S$. The reason for that is the fact that in a general Damek-Ricci space, there can be many rank-one symmetric totally geodesic submanifolds. Some of them are homogeneous; those are *well-positioned* in the sense of [BTV]: the tangent space $T_eM$ is the direct sum of its intersections with $a$, $v$ and $\mathfrak{z}$. Furthermore, as a rank-one symmetric space has a much larger isometry group than a Damek-Ricci space and many more totally geodesic submanifolds, there are rank-one totally geodesic submanifolds of rank-one homogeneous totally geodesic submanifolds which are not homogeneous viewed as totally geodesic submanifolds of the ambient Damek-Ricci space and whose tangent spaces are not well-positioned. In Proposition 1 in Section 3 we give a complete description of totally geodesic submanifolds of constant curvature $-1$ in Damek-Ricci spaces.

In the second part of the paper, we study hypersurfaces of harmonic manifolds. With an eye on the harmonicity condition, we consider Einstein hypersurfaces of harmonic manifolds. The classification of such hypersurfaces is a non-trivial task even for rank-one symmetric spaces. The first result dates back to 1938: by [Fia, Theorem 7.1], an Einstein hypersurface in a space of constant curvature is locally either totally umbilical, or developable (of conullity 1), or is the product of spheres of particular radii in the sphere. In the first two cases, the hypersurface has constant curvature. There are no Einstein (real) hypersurfaces in the complex projective space and in the complex hyperbolic space: for $\mathbb{C}P^m$ (where $m$ is the complex dimension), this is proved in [Kon, Theorem 4.3] assuming that $m \geq 3$ and the hypersurface is complete; for $\mathbb{C}H^m$, $m \geq 3$, in [Mon, Corollary 8.2]. These results remain true locally and for $m \geq 2$ [CR, Theorem 8.69]. By [OP, Corollary 1], there are no Einstein (real) hypersurfaces in the quaternionic hyperbolic space. In contrast, the quaternionic projective space does admit an Einstein hypersurface: it is proved in [MP, Corollary 7.4] that a connected (real) hypersurface in $\mathbb{H}P^m$ (where $m \geq 2$ is the quaternionic dimension and the metric is normalised in such a
way that the sectional curvature lies in $[1, 4]$ is Einstein if and only if it is an open, connected subset of a geodesic sphere of radius $r$, where $\cot^2 r = \frac{1}{2\pi}$.

To complete the classification of Einstein hypersurfaces in rank-one symmetric spaces it remains to consider the cases when the ambient space is either the Cayley projective plane $\mathbb{O}P^2$ or its non-compact dual $\mathbb{O}H^2$.

**Example 1.** In the Cayley projective plane (with the metric normalised in such a way that the sectional curvature lies in $[1, 4]$), consider a geodesic sphere of radius $r \in (0, \pi)$. It is well known (or can be easily verified by explicitly solving the Jacobi equations) that its principal curvatures are $\frac{1}{2}\cot\frac{1}{2}r$, with multiplicity 7, and $\cot r$, with multiplicity 8. The principal subspaces are the eigenspaces of the Jacobi operator $R\xi$, where $\xi$ is a unit normal vector, corresponding to the eigenvalues $\frac{1}{4}$ and 1, respectively. From Gauss equations we obtain (see e.g., (10) below) that the geodesic sphere is Einstein if and only if $1 + \cot^2 r - (7 \cot r + 4 \cot \frac{1}{2}r) \cot r = \frac{1}{4} + \frac{1}{4} \cot^2 \frac{1}{2}r - (7 \cot r + 4 \cot \frac{1}{2}r) \cot \frac{1}{2}r$. Solving this equation we find $r = r_0$, where $\cot r_0 = -\frac{5}{\sqrt{6}}\sqrt{24}$.

We prove that this is the only Einstein hypersurface.

**Theorem 3.** There are no Einstein hypersurfaces in the Cayley hyperbolic plane. A connected hypersurface in the Cayley projective plane is Einstein if and only if it is a domain of the geodesic sphere of radius $r_0$, as in Example 1.

Note that this hypersurface is not a harmonic manifold (for example, because it is not 2-stein, or because a compact, simply-connected harmonic manifold of an odd dimension must have constant curvature by [Sz], but it does not). For further study of the properties of the Cayley projective plane and the Cayley hyperbolic plane viewed as harmonic spaces we refer to [EPS].

A harmonic manifold satisfies an infinite sequence of conditions on the curvature tensor and its covariant derivatives, the *Ledger formulas*. The first two of them mean that a harmonic manifold is 2-stein. Recall that a Riemannian manifold $M$ is called 2-stein, if there exist $c_1, c_2 \in \mathbb{R}$ such that for every $x \in M$ and every $X \in T_xM$, we have $\text{Tr} R_X = c_1\|X\|^2$ and $\text{Tr}(R_X^2) = c_2\|X\|^4$, where $R_X : T_xM \to T_xM$ is the Jacobi operator (for further properties of 2-stein manifolds see [N3, NP]).

We prove the following.

**Theorem 4.** Suppose $\overline{M}$ is a 2-stein Riemannian manifold of dimension $n > 2$ and $M \subset \overline{M}$ is a 2-stein hypersurface.

1. If $M$ is totally geodesic, then both $\overline{M}$ and $M$ are of constant curvature.
2. If $\overline{M}$ is of constant curvature, then $M$ is of the same constant curvature.

The hypersurfaces in case (2) are known by different names in the literature (hypersurfaces of conullity 1, strongly $(n - 2)$-parabolic hypersurfaces, developable hypersurfaces) and are very well understood. It is known that a hypersurface in a space of constant curvature of dimension $n$ has the same constant curvature if and only if it is locally foliated by totally geodesic submanifolds of dimension $n - 2$ and the normal vector is parallel along the leaves if and only if the rank of the Gauss map (Euclidean, spherical or hyperbolic respectively) at every point is at most 1.
2. Preliminaries

2.1. Totally geodesic submanifolds. Let $\overline{M}$ be a Riemannian manifold and let $\nabla$ and $\overline{R}$ be the Levi-Civita connection and the curvature tensor of $\overline{M}$ respectively. Let $x \in \overline{M}$. A subspace $L \subset T_x \overline{M}$ is called $\overline{R}$-invariant, if $\overline{R}(L, L) \subset L$. This property is equivalent to the fact that for any $T \in L$, the subspace $L$ is invariant relative to the Jacobi operator $\overline{R}_T$ defined by $\overline{R}_X(Y) = \overline{R}(Y, X)X$ for all $X, Y \in T_x \overline{M}$, and is equivalent to the fact that for any $T \in L$, the subspace $L$ is spanned by eigenvectors of $\overline{R}_T$.

If $M$ is a totally geodesic submanifold of $\overline{M}$, then for any $x \in M$, the subspace $T_x M \subset T_x \overline{M}$ is $\overline{R}$-invariant. Moreover, the subspace $T_x M$ is also $(\nabla \overline{R})$-invariant, that is, for any $T_1, T_2, T_3, T_4 \in T_x M$ we have $(\nabla \overline{R}_T_1)(T_2, T_3)T_4 \in T_x M$. Note that the $\overline{R}$-invariance property, if it is satisfied locally, is also sufficient for total geodesicity, in the following sense. Let $x \in \overline{M}$ and let $L \subset T_x \overline{M}$ be a subspace. For $T \in T_x \overline{M}$ and (a small) $t \in \mathbb{R}$, denote $L_t \subset T_{\exp(tT)} \overline{M}$ the subspace obtained by the parallel translation of $L$ along the geodesic $t \mapsto \exp(tT)$ to the point $\exp(tT)$. By a result of É. Cartan [Car], there exists a totally geodesic submanifold $M \subset \overline{M}$ passing through $x$ such that $T_x M = L$ if and only if for any $\varepsilon > 0$ the subspaces $L_{t_\varepsilon}$ are $\overline{R}$-invariant, for all unit vectors $T \in L$ and all $t \in (0, \varepsilon)$. Note that when the latter condition is satisfied, $M$ is (locally) the union of geodesic segments of $\overline{M}$ passing through $x$ and tangent to $L$.

2.2. Damek-Ricci spaces. Let $(\mathfrak{n}, \langle \cdot, \cdot \rangle)$ be a metric, two-step nilpotent Lie algebra with the centre $z$ and with $\mathfrak{v} = \mathfrak{z}^\perp$. For $Z \in \mathfrak{z}$, define $J_Z \in \mathfrak{so}(\mathfrak{v})$ by $(J_Z U, V) = \langle [U, V], Z \rangle$ for $U, V \in \mathfrak{v}$. The metric algebra $(\mathfrak{n}, \langle \cdot, \cdot \rangle)$ is called a generalised Heisenberg algebra if for all $Z \in \mathfrak{z}$ we have $J_Z^2 = -\|Z\|^2 \text{id}_\mathfrak{v}$. Note that $\mathfrak{v}$ is a Clifford module over the Clifford algebra $\text{Cl}(\mathfrak{z}, -\langle \cdot, \cdot \rangle)$. Consider a one-dimensional extension $\mathfrak{s} = \mathfrak{n} \oplus \mathfrak{a}$ of a generalised Heisenberg algebra $\mathfrak{n}$, where $\mathfrak{a} = \mathbb{R} A$ and $[A, U] = \frac{1}{2} U, [A, Z] = Z$ for $U \in \mathfrak{v}, Z \in \mathfrak{z}$ and extend the inner product from $\mathfrak{n}$ to $\mathfrak{s}$ in such a way that $A \perp \mathfrak{n}$ and $\|A\| = 1$. Then $\mathfrak{s}$ is a metric, solvable Lie algebra. The corresponding simply connected Lie group $S$ with the left-invariant metric defined by $\langle \cdot, \cdot \rangle$ is called a Damek-Ricci space.

Let $T_1, T_2 \in T_x S = \mathfrak{s}$, with $T_1 = V + Y + sA$, $T_2 = U + X + rA$, where $V, U \in \mathfrak{v}, Y, X \in \mathfrak{z}$. Then according to [BTV, §4.1.8], for the Jacobi operator of $S$ at $e$ and its covariant derivative we have

$$
\overline{R}_{T_1} T_2 = \frac{3}{4} J_1 J_Y V + \frac{3}{4} J_{[U, V]} V + \frac{3}{4} r J_Y V - \frac{3}{4} s J_X V - \frac{1}{4} \|T_1\|^2 U + \frac{3}{4} \langle X, Y \rangle + \frac{1}{4} \langle T_1, T_2 \rangle) V
$$

(1)

$$
- \frac{3}{4} [U, J_Y V] + \frac{3}{4} s [U, V] - \frac{1}{4} \|T_1\|^2 - \frac{3}{4} \|V\|^2) X + \langle T_1, T_2 \rangle Y
$$

$$
+ \frac{3}{4} (U, J_Y V) - r (\|T_1\|^2 - \frac{3}{4} \|V\|^2) + s (\langle T_1, T_2 \rangle - \frac{3}{4} \langle U, V \rangle) A,
$$

(2)

$$
(\nabla_{T_1} \overline{R}_{T_1}) T_2 = \frac{3}{4} (J_{[U, V]} J_Y V + J_{[U, J_Y V]} V - \langle U, V \rangle J_Y V - \langle U, J_Y V \rangle) V.
$$

By [BTV, §4.1.7], the sectional curvature of $S$ at $e$ with respect to the two-plane $\sigma$ spanned by orthonormal vectors $V + Y + sA$ and $U + X$ is given by

$$
k(\sigma) = -\frac{3}{4} \|sX - [U, V]\|^2 - \frac{3}{4} \langle X, Y \rangle^2 - \frac{1}{4} (3\|X\|^2\|Y\|^2 + 6\langle J_X U, J_Y V \rangle + 1).
$$

(3)

Throughout the proof, we will use the following identities:

$$
[V, J_Y V] = \|V\|^2 Y, \quad [V, J_Y U] - [J_Y V, U] = 2\|Y\|^2 \langle U, V \rangle,
$$

for $U, V \in \mathfrak{v}, Y \in \mathfrak{z}$. 


Lemma 1. Suppose that there exists a unit vector in the Damek-Ricci space belong to \([-1,0]\). Furthermore, we denote \(L = T_eA\) is not orthogonal to \(S\). Then by \([BTV, \text{Theorem } 2, \S 4.1.11]\), the vector \(T\) maps to a vector which is not orthogonal to \(A\).

By \([BTV, \text{Theorem } 4.2]\), the eigenvalues of the Jacobi operator of a unit vector tangent to a Damek-Ricci space belong to \([-1,0]\). We first consider the generic case.

Proof of Theorem 1. Let \(M\) be a totally geodesic submanifold of a Damek-Ricci space \(S\). Without loss of generality we can assume that \(M\) passes through the identity element \(e\); denote \(L = T_eM\). Furthermore, without loss of generality, we will assume that \(A \not\in L^\perp\). Indeed, choosing an arbitrary unit vector \(T \in L\), we can parallelly translate \(L\) along a small interval of the geodesic in the direction of \(T\) and then move it back to pass through the identity by the left translation in \(S\). Then by \([BTV, \text{Theorem } 2, \S 4.1.11]\), the vector \(T\) maps to a vector which is not orthogonal to \(A\).

3. Totally Geodesic Submanifolds of Damek-Ricci Spaces

Proof of Theorem 1. Let \(M\) be a totally geodesic submanifold of a Damek-Ricci space \(S\). Without loss of generality we can assume that \(M\) passes through the identity element \(e\); denote \(L = T_eM\). Furthermore, without loss of generality, we will assume that \(A \not\in L^\perp\). Indeed, choosing an arbitrary unit vector \(T \in L\), we can parallelly translate \(L\) along a small interval of the geodesic in the direction of \(T\) and then move it back to pass through the identity by the left translation in \(S\). Then by \([BTV, \text{Theorem } 2, \S 4.1.11]\), the vector \(T\) maps to a vector which is not orthogonal to \(A\).

By \([BTV, \text{Theorem } 4.2]\), the eigenvalues of the Jacobi operator of a unit vector tangent to a Damek-Ricci space belong to \([-1,0]\). We first consider the generic case.

Lemma 1. Suppose that there exists a unit vector \(T \in L\) such that the restriction of \(\mathbf{R}_T\) to \(L \cap T^\perp\) has an eigenvalue \(\kappa\) different from \(-\frac{1}{4}\) and \(-1\). Then there exist nonzero vectors \(X \in \mathfrak{z}\) and \(V \in \mathfrak{v}\) such that \(X, V, JXV \in L\).

Proof. Let \(T = V + Y + sA, V \in \mathfrak{v}, Y \in \mathfrak{z}\). The fact that the restriction of \(\mathbf{R}_T\) to \(T^\perp\) has an eigenvalue \(\kappa \not\in \{-\frac{1}{4}, -1\}\) means that \(T\) is as in case (vi)(B) of \([BTV, \text{Theorem } 4.2]\). Then necessarily \(V \neq 0\) and \(Y \neq 0\). Moreover, as our condition is open we can assume that \(s \neq 0\). The corresponding eigenvector \(E \in L\) is constructed as follows. Consider the operator \(\bar{K} = K_{V,Y}\) and take an eigenvalue \(\mu \neq -1\) of \(K^2\) and the corresponding unit eigenvector \(X\). Then \(E \in L\) is given by

\[
E = (4\kappa + 1)(4\kappa + 1 + 3\|V\|^2)X + 3(4\kappa + 1 + 3\|V\|^2)JXJYV - 3s(4\kappa + 1)JXV - 9\|V\|^2\|Y\|J_{KX}V,
\]

where \(\kappa\) is a root of the cubic equation

\[
(4\kappa + 4)(4\kappa + 1)^2 = 27\|V\|^4\|Y\|^2(1 + \mu).
\]

Note that \(4\kappa + 1 + 3\|V\|^2 \neq 0\) as otherwise from (7) we would obtain \(1 - \|V\|^2 = \|Y\|^2(1 + \mu)\). As \(\mu \leq 0\) and \(T\) is a unit vector, this implies \(s = 0\) which contradicts our choice of \(T\).

As \(L\) must be \((\nabla \mathbf{R})\)-invariant we have \((\nabla_T \mathbf{R}_T)E, (\nabla_T \mathbf{R}_T)^2E \in L\). From (2) \((\nabla_T \mathbf{R}_T)X = 0\). Substitute each of the vectors \(JXV, JYV, J_{KX}V\) and \(J_{KX}JYV\) for \(U\) in (2). As \(X, KX \perp Y\), it is easy to see that \(JXV, JYV, J_{KX}V, J_{KX}JYV \perp Y, JYV\). Furthermore, from (4), by definition of \(K\) and from the fact that \(K^2X = \mu X\) we get

\[
\begin{align*}
[J_XV, V] &= -\|V\|^2X, [J_{KX}V, V] = -\|V\|^2KX, [J_XJ_YV, J_YV] = -\|V\|^2\|Y\|^2X, \\
[J_{KX}J_YV, J_YV] &= -\|V\|^2\|Y\|^2KX, [J_XV, J_YV] = [V, J_XJ_YV] = \|V\|^2\|Y\|^2KX, \\
[J_{KX}V, J_YV] &= [V, J_{KX}J_YV] = \|V\|^2\|Y\|^2K^2X = \mu \|V\|^2\|Y\|. 
\end{align*}
\]
that basis is given by

\[
\begin{align*}
\frac{2}{3}(\nabla_T \overline{R}_T) J_X V &= -\|V\|^2 J_X J_Y V + \|V\|^2 \|Y\|^2 J_{KX} V, \\
\frac{2}{3}(\nabla_T \overline{R}_T) J_{KX} J_Y V &= -\|V\|^2 \|Y\| \mu J_X J_Y V - \|V\|^2 \|Y\|^2 J_{KX} V, \\
\frac{2}{3}(\nabla_T \overline{R}_T) J_X J_Y V &= -\|V\|^2 \|Y\|^2 J_X V - \|V\|^2 \|Y\| J_{KX} J_Y V, \\
\frac{2}{3}(\nabla_T \overline{R}_T) J_{KX} V &= \|V\|^2 \|Y\| \mu J_X V - \|V\|^2 \|Y\|^2 J_{KX} J_Y V.
\end{align*}
\]  

(8)

Consider two cases.

First assume that \( \mu = 0 \). Then \( K^2 X = 0 \), and hence \( K X = 0 \). From (8) we obtain

\[
\frac{2}{3}(\nabla_T \overline{R}_T) J_X V = -\|V\|^2 J_X J_Y V, \quad \frac{2}{3}(\nabla_T \overline{R}_T) J_{KX} J_Y V = -\|V\|^2 \|Y\|^2 J_{KX} V, \quad \frac{2}{3}(\nabla_T \overline{R}_T) J_X J_Y V = -\|V\|^2 \|Y\| \mu J_X V - \|V\|^2 \|Y\|^2 J_{KX} J_Y V.
\]

As \( \|V\|^2 = \frac{2}{3}(\nabla_T \overline{R}_T) \) to \( I_4 \) relative to that basis is given by

\[
Q = \|V\|^2 \begin{pmatrix} 0 & 0 & -1 & \|Y\|^2 \\ 0 & 0 & -\mu \|Y\| & -\|Y\|^2 \\ -\|Y\|^2 & -\|Y\| & 0 & 0 \\ \|Y\| & -1 & 0 & 0 \end{pmatrix}.
\]

As \( Q^2 = \|V\|^4 \|Y\|^2 (1 + \mu) I \), the restriction of the operator \( \frac{2}{3}(\nabla_T \overline{R}_T) \) to \( I_4 \) is the identity operator. It now follows from (6) that \( (I - \frac{2}{3}(\nabla_T \overline{R}_T)) J_X J_Y V - \|Y\| J_{KX} V = 0 \). This implies that \( L \supset I_4 \), and in particular, \( J_X V \in L \).
Now, suppose $X, V, J_X V \in L$, for some nonzero $X \in \mathfrak{z}$, $V \in \mathfrak{v}$. Then by [BTV, Theorem 4.2(ii)], $L$ contains the projection of any of its vectors to $\mathfrak{z} \oplus \mathfrak{z}$, so in particular, the projection of the vector $\overline{R}_{U+X} J_X V$ to $\mathfrak{z} \oplus \mathfrak{z}$ which by (1) equals $\frac{2}{3} ||X||^2 ||V||^2 A$. It follows that $A \in L$. To complete the proof in this (generic) case we need the following lemma.

Lemma 2. Suppose $M$ is a totally geodesic submanifold of a Damek-Ricci space $S$ and $e \in M$. If $A \in L = T_e M$, then $M$ is a homogeneous totally geodesic submanifold.

Proof. Suppose that $L$ contains a nonzero vector $U + X$, $U \in \mathfrak{v}$, $X \in \mathfrak{z}$. Then by (1) we get $\overline{R}_A(U + X) = -\frac{1}{3}U - X$. As $L$ is $\mathbb{R}A$-invariant, we get $U, X \in L$, and so $L = \mathbb{R}A \oplus \mathfrak{v}' \oplus \mathfrak{z}'$, where $\mathfrak{v}'$ and $\mathfrak{z}'$ are subspaces of $\mathfrak{v}$ and $\mathfrak{z}$ respectively. Next, by (1) for any $V + Y + sA \in L$, we have $\overline{R}_{U+Y+sA} A = \frac{2}{3} J_Y V + \frac{1}{3} sV + sY - (\frac{1}{3})||V||^2 + ||Y||^2) A$. As $V, Y, A \in L$ we deduce that $J_Y V \in L$, for all $V \in \mathfrak{v}'$ and $Y \in \mathfrak{z}'$. Furthermore, for any $U, V \in \mathfrak{v}'$, the subspace $L$ contains the projection of the vector $\overline{R}_{U+3} U$ to $\mathfrak{z}'$ which by (1) equals $\frac{2}{3} [U, V]$. It follows that $L$ is a subalgebra. As a totally geodesic submanifold is (locally) uniquely determined by its tangent space at a point, the claim follows from Theorem 2.

To complete the proof of the theorem it remains to consider the case when for any unit vector $T \in L$, any eigenvalue of the restriction of the Jacobi operator $\overline{R}_T$ to $L \cap T^2$ is either $-\frac{1}{3}$ or $-1$. We note in passing that by continuity, the multiplicities of the eigenvalues $-\frac{1}{3}$ and $-1$ must be constant, and so $M$ must be an Osberman manifold. This almost completes the proof, as by [N1, N2], any Osberman manifold of dimension different from 16 is flat or rank-one symmetric.

We will first show that $M$ is locally symmetric. Let $T = V + Y + sA \in L$, $V \in \mathfrak{v}$, $Y \in \mathfrak{z}$, be a unit vector. If $Y = 0$ or $V = 0$, equation (2) immediately implies that $(\overline{\nabla}_T \overline{R}_T)T' = 0$, for any $T' \in L$. Otherwise, suppose that $Y \neq 0$ and $V \neq 0$. Then by cases (vi)(1), (2) and (3A) of [BTV, Theorem 4.2], any eigenvector $T'$ of the restriction of $\overline{R}_T$ to $L \cap T^2$ is a linear combination of vectors whose $\mathfrak{v}$-components belong to the space $\mathfrak{v}' = \text{Span}(V, J_Y V) \oplus \{ W \in \mathfrak{v} | [W, V] = [W, J_Y V] = 0 \} \oplus \{ J_{XY}^[X+X]X | X \in \mathfrak{z} \cap \mathfrak{z}' \oplus \mathfrak{z}' X = 0 \}$. (in the latter subspace, we denoted $K' = K_{YY}$ and used (5)). By equation (2), $(\overline{\nabla}_T \overline{R}_T)T'$ only depends on the $\mathfrak{v}$-component of $T'$ and so to prove $(\overline{\nabla}_T \overline{R}_T)T' = 0$ it suffices to show that $\overline{\nabla}_T \overline{R}_T(U) = 0$, for all $U \in \mathfrak{v}'$. From (2), this fact is immediate for $U$ satisfying $[U, V] = [U, J_Y V] = 0$, and also easily follows from (4) for $U = V$ and $U = J_Y V$. If $U = J_{XY}^[X+X]X$, where $X \in \mathfrak{z} \cap \mathfrak{z}'$, $K'X = -X$, we have $[U, V] = [U, J_Y V] = 0$, $[U, V] = ||V||^2 (||Y||K'X - sX)$ and $[U, J_Y V] = [V, J_{[X+X]X}J_Y V] = ||V||^2 ||Y||K' (+ ||Y||K'X - sX) = ||V||^2 ||Y||(- ||Y||K'X - sX)$ by (4). It follows that $\frac{2}{3}(\overline{R}_{T'} T')U = -||V||^2 J_{XY}^[X+X]J_Y V - ||V||^2 ||Y||J_{XY}^[X+X]XV = 0$, since $J_X J_Y V = ||Y||J_{XX}X$ and $J_{XX}J_Y V = ||Y||J_{XX}X = -||Y||J_{XX}V$ by (5). Thus for all $T, T' \in L$ we have $(\overline{\nabla}_T \overline{R}_T)T' = 0$. As $M$ is totally geodesic, the same is true if we replace $\overline{\nabla}$ by the Levi-Civita connection and the curvature tensor of the induced metric on $M$ respectively. But then by [VW, Lemma 5.1], $M$ is locally symmetric. The fact that $M$ is rank-one symmetric follows from the fact that its sectional curvature lies in $[-1, -\frac{1}{3}]$. □

Note that there are many rank-one symmetric totally geodesic submanifolds in a general Damek-Ricci space, and that they do not need to be homogeneous (as totally geodesic submanifolds; of course, they are homogeneous by themselves as Riemannian spaces).

Example 2. Let $L = \mathfrak{a} \oplus \mathfrak{z}'$ or $L = \mathfrak{a} \oplus \mathfrak{v}'$, where $\mathfrak{z}'$ is an arbitrary subspace of $\mathfrak{z}$, and $\mathfrak{v}'$ is an arbitrary abelian subspace of $\mathfrak{v}$. Then $L$ is well-positioned in the sense of Theorem 2 and is
tangent to a homogeneous totally geodesic hyperbolic space of curvature $-1$ or $-\frac{1}{4}$ respectively. Now take any hyperplane $L' \subset L$ which is not well-positioned. Then it is tangent to a non-homogeneous totally geodesic hyperbolic space. Similar examples can be constructed starting with a rank-one homogeneous totally geodesic submanifold of non-constant curvature.

**Example 3.** Let $\dim \mathfrak{z} = 6$, and let $\mathfrak{v}$ be the 8-dimensional irreducible module over the Clifford algebra $\text{Cl}(\mathfrak{z})$. The corresponding Damek-Ricci space is a non-symmetric space of dimension 15. Take an orthonormal basis $X_i$, $i = 1, \ldots, 6$, for $\mathfrak{z}$. We abbreviate $JX_i$ to $J_i$. The operator $J_7 := J_1J_2J_3J_4J_5J_6$ is orthogonal, skew-symmetric and anti-commutes with all the operators $J_i$, $i = 1, \ldots, 6$. So the operators $J_i$, $i = 1, \ldots, 6,7$, give a representation of the Clifford algebra $\text{Cl}_7$ on $\mathfrak{v}$. The operator $J_1J_2J_3$ is symmetric; let $W$ be its eigenvector (the corresponding eigenvalue $\varepsilon$ is always $\pm 1$) and let $V = aW + bJ_7W$, for $a, b \in \mathbb{R}$, not both zeros. It is easy to check that $J_1J_2V, J_2J_3V, J_3J_1V \perp J_7V$, and so $J_1J_2V, J_2J_3V, J_3J_1V \in J_7V$. Let $Z \in \mathfrak{z}$ be such that $J_1J_2V = J_2V$. Then $\|Z\| = 1$ and from (4) we get $\|[J_1V, J_2V]\| = \|[V, J_1J_2V]\| = \|[V, J_2V]\| = \|V\|^2$, and similarly, $\|[J_2V, J_3V]\| = \|[J_3V, J_1V]\| = \|[V, J_3V]\| = \|V\|^2$. Now let $s \in \mathbb{R}$ and let $T_0 = V + sA, T_i = sX_i + J_iV$, $i = 1, 2, 3$. From (3), the sectional curvature of $S$ with respect to any two-plane $\text{Span}(T_i, T_j)$, $0 \leq i < j \leq 3$, is $-1$. From the fact that $-1$ is the minimum of the sectional curvature of $S$ it follows that the subspace $L = \text{Span}(T_0, T_1, T_2, T_3)$ is $\mathfrak{r}$-invariant and the sectional curvature of $S$ with respect to any two-plane in $L$ is $-1$ (see a detailed argument in the first paragraph of the proof of Proposition 1 below). Let $M$ be the submanifold of $S$ obtained by taking all the geodesics passing through $e$ in the directions of vectors from $L$. To show that $M$ is indeed totally geodesic, consider a geodesic $\gamma$ of $S$ such that $\gamma(0) = e$ and $\dot{\gamma}(0) = X$, where $X \in L$ is a unit vector. Let $x = \gamma(t)$ for some $t > 0$ and let $Y' \in T_xS$. It suffices to show that the geodesic of $S$ passing through $x$ in the direction of $Y'$ lies on $M$. Note that $Y' = F(t)$, where $F$ is a Jacobi field of $S$ along $\gamma$ such that $F(0) = 0$ and $F(0) = Y \in L$. Rotating the triple $(X_1, X_2, X_3)$ if necessary we can assume without loss of generality that $X, Y \perp T_3$. Then $X, Y \in \mathfrak{s}'$, where $\mathfrak{s}' = \text{Span}(A, X_1, X_2, Z, V, J_1V, J_2V, J_3V)$. Note that $\mathfrak{s}'$ is well-positioned and is the tangent space at $e$ to the totally geodesic $\mathbb{H}H^2 \subset S$. The two-plane $\text{Span}(X, Y)$ is $\mathfrak{r}$-invariant and the union of geodesics of $\mathbb{H}H^2$ passing through $e$ in the directions of vectors from $\text{Span}(X, Y)$ is the hyperbolic plane $H$ of curvature $-1$ which is totally geodesic in $\mathbb{H}H^2$. But then $H$ is totally geodesic in $S$, and so $\gamma$ lies on $H$ and the Jacobi field $F$ of $S$ along $\gamma$ is a Jacobi field of $H$ along $\gamma$, with the same initial conditions. It follows that $x \in H$ and $Y' \in T_xH$, and the geodesic of $H$ passing through $x$ in the direction of $Y'$ is a geodesic of $S$ lying on $M$.

We can be more specific in the case when the totally geodesic submanifold $M \subset S$ is of constant curvature $-1$. As any totally geodesic submanifold of such a submanifold is again totally geodesic in $S$ and is of constant curvature $-1$, it is sufficient to classify only the maximal ones by inclusion.

**Proposition 1.** Let $M$ be a connected submanifold of a Damek-Ricci space $S$. Suppose $e \in M$ and denote $L = T_eM$. Then $M$ is maximal, totally geodesic submanifold of sectional curvature $-1$ if and only if one of the following occurs.

1. The submanifold $M$ is a homogeneous totally geodesic submanifold and $L = a \oplus \mathfrak{z}$. 


(2) The submanifold $M$ is a non-homogeneous totally geodesic submanifold. Then $\dim M \in \{2, 4, 8\}$ and $M$ is a totally geodesic submanifold of sectional curvature $-1$ of a homogeneous totally geodesic Damek-Ricci submanifold $S' \subset S$. If $\dim M = 2$, then $S'$ is isometric to $\mathbb{C}H^2$; if $\dim M = 8$, then $S'$ is isometric to $\mathbb{O}H^2$; if $\dim M = 4$, then $S'$ is isometric to either $\mathbb{H}H^2$, or to the Damek-Ricci space of dimension 15 and the pair $(M, S')$ is as constructed in Example 3.

Proof. We call a subspace $s' \subset s$ such that the sectional curvature of $S$ with respect to any two-plane from $s'$ is $-1$ a $(-1)$-subspace. As $-1$ is the minimum of the sectional curvature of $S$, we obtain that if for two orthonormal vectors $T_1, T_2 \in s$, the sectional curvature of $S$ with respect to $\text{Span}(T_1, T_2)$ is $-1$, then $T_2$ is an eigenvector of $\overline{R}T_1$, with the eigenvalue $-1$. It follows that a $(-1)$-subspace is $\overline{R}$-invariant. Moreover, for any three linear independent vectors $T_1, T_2, T_3 \in s$, if the curvature of $S$ with respect to both $\text{Span}(T_1, T_2)$ and $\text{Span}(T_1, T_3)$ is $-1$, then the curvature with respect to $\text{Span}(T_1, T)$ is also $-1$, for any nonzero $T \in \text{Span}(T_2, T_3)$.

Hence a subspace $s' \subset s$ is a $(-1)$-subspace if and only if it has a basis $T_1, \ldots, T_m$ such that the curvature of $S$ with respect to $\text{Span}(T_i, T_j)$ is $-1$, for any $1 \leq i < j \leq m$.

By assumption, the subspace $L = T_v M$ is a $(-1)$-subspace. By the argument in the first paragraph of the proof of Theorem 1, we can always assume that $L$ is not orthogonal to $A$. We will show that any such subspace $L$ which is maximal (by inclusion) is tangent to one of the totally geodesic submanifolds listed in the statement of the proposition.

Denote $L' = L \cap A^+$ and let $T = V + Y + sA \in L$ be a unit vector orthogonal to $L'$. Then $s \neq 0$. If $V = 0$, then by [BTV, Theorem 4.2(i, iv)] $L \subset a \oplus \mathfrak{z}$. As $L$ is maximal and as $a \oplus \mathfrak{z}$ is a $(-1)$-subspace tangent to a homogeneous totally geodesic hyperbolic space of curvature $-1$, we must have $L = a \oplus \mathfrak{z}$ which gives case (1).

Now suppose $V \neq 0$. We first show that $Y = 0$. Assuming $Y \neq 0$ we find from [BTV, Theorem 4.2(vi)] that any $T' \in L'$ has the form $T' = -(\|Y\|^2 + s^2)X + J_X (J_Y V - sV)$, where $X \in \mathfrak{z} \cap Y^\perp$ is a nonzero vector such that $K^2_{V,A} X = -X$. But then the vector $T_1 = J_Y V + sY - \|Y\|^2 A$ does not lie in $L$ and we have $k(\text{Span}(T, T_1)) = k(\text{Span}(T', T_1)) = -1$ from (3), so that $\overline{RT}_1 \not\subset L$ is also a $(-1)$-subspace contradicting the fact that $L$ is maximal.

It follows that $T = V + sA, V \neq 0, s \neq 0$, and then by [BTV, Theorem 4.2(v)], there is a subspace $s' \subset s$ such that $L' = \{sX + J_X V \mid X \in s'\}$. Let $X_1, X_2 \in s'$ be orthonormal. Then the vectors $T_1 = sX_1 + J_X V, T_2 = sX_2 + J_X V \in L'$ are also orthonormal and from (3) we obtain $k(\text{Span}(T_1, T_2)) = -1 + \frac{3}{2}(\|Y\|^4 - \|J_X V, J_X V\|^2)$. It follows that $\|J_X V, J_X V\|^2 = \|V\|^4$, and so by (4), $\|K_{V,X_2} X_1\|^2 = 1$. As $K_{V,X_2}$ is a skew-symmetric operator, with all the eigenvalues of $K^2_{V,X_2}$ lying in $[-1, 0]$ we find that $K^2_{V,X_2} X_1 = -X_1$, and so by (5), $J_X J_{X_2} V \in J_2 V$.

Thus $L$ is a $(-1)$-subspace if and only if

$$ J_X J_{X_2} V \in J_2 V \oplus \mathbb{R}V, \text{ for any } X_1, X_2 \in s'. $$

This property is weaker than the $J^2$-property, but is still very restrictive.

Denote $\mathfrak{z}_0$ the linear span of all vectors $Z \in \mathfrak{z}$ with the property that $J_{X_1} J_{X_2} V = J_2 V$, for some orthogonal vectors $X_1, X_2 \in s'$. Denote $s'' = s' + \mathfrak{z}_0$ and $d = \dim s''$. Let $\mathfrak{v}' = \text{Span}(V, J_{X_1}, \ldots, J_{X_d} V \mid k \geq 1, X_1, \ldots, X_k \in s'')$. Note that $\mathfrak{v}'$ is a $Cl(s'')$-module, where $Cl(s'')$ is the Clifford algebra over $(s'', -\langle\cdot, \cdot\rangle)$. Moreover, as $\mathfrak{v}'$ is generated by a single vector, its decomposition into irreducible $Cl(s'')$-modules cannot contain two isomorphic modules. It follows that
\( \mathbf{v}' \) is either an irreducible \( \text{Cl}(3') \)-module, or is the direct sum of two non-isomorphic irreducible modules (this may only occur when \( d \equiv 3 \pmod{4} \)).

**Lemma 3.** In the above notation,

(a) The module \( \mathbf{v}' \) is a \( \text{Cl}(3'') \)-module.

(b) We have \( \dim 3'' \leq 7 \) and one of the following can occur. In all the cases, \( \mathbf{v}' \) is an irreducible \( \text{Cl}(3'') \)-module.

(i) \( \dim 3'' = 7 \) and \( \dim \mathbf{v}' = 1 \);

(ii) \( \dim 3'' \in \{2, 3\} \), \( \dim 3'' = 3 \) and \( \dim \mathbf{v}' = 4 \);

(iii) \( \dim 3'' = 3 \), \( \dim 3'' = 6 \), and \( \dim \mathbf{v}' = 8 \).

Proof. (a) Let \( Z \in 3 \) be such that \( J_XJ_XV = J_ZV \) for some orthogonal vectors \( X, X' \in 3' \). Then for any \( X_1, \ldots, X_k \in 3' \) we have \( J_{Z_1}J_{X_1} \cdots J_{X_k}V = (-1)^kJ_{X_1} \cdots J_{X_k}V \in \mathbf{v}' \) and \( J_{X_1} \cdots J_{X_k}J_ZV = J_{X_1} \cdots J_{X_k}J_{X_1}J_{X_2}V \in \mathbf{v}' \).

(b) We first show that \( d \leq 7 \). Suppose that \( d \geq 8 \) and take two orthonormal vectors \( X_1, X_2 \in 3' \). Then \( J_{X_1}J_{X_2}V = J_{Z_1}V \) for some \( Z_1 \in 3 \). It is easy to see that \( X_1, X_2 \) and \( Z_1 \) are orthonormal. Take an arbitrary unit vector \( Z \) such that \( J_1 X_1, X_2, Z_1 \) and denote \( Z_1 = 3'' \cap \text{Span}(X_1, X_2, Z_1, Y_j) \). Note that \( \dim Z_1 \geq 4 \), and so the three linear forms \( \langle Y' \rangle \rightarrow \langle J_{Y'}J_{X}V, J_{X_1}V \rangle \) and \( Y' \rightarrow \langle J_{Y'}J_{X}V, J_{Z_1}V \rangle \) have a nontrivial common kernel on \( Z_1 \). Let \( Y_2 \) be a unit vector in that kernel and let \( Z_2 \in 3 \) be such that \( J_{Y_1}J_{Y_2}V = J_{Z_1}V \). Note that by construction, the six vectors \( X_1, X_2, Z_1, Y_1, Y_2 \) and \( Z_2 \) are orthonormal. Moreover, we have \( J_{X_1}J_{X_2}J_{Z_1}V = J_{Y_1}J_{Y_2}J_{Z_2}V = -V \), and so \( J_{X_1}J_{X_2}J_{Z_1}J_{Y_1}J_{Y_2}J_{Z_2}V = V \). But the operator \( J_{X_1}J_{X_2}J_{Z_1}J_{Y_1}J_{Y_2}J_{Z_2} \) is skew-symmetric which gives a contradiction.

We next show that if \( d = 7 \), then \( \dim 3'' \neq 8 \). Indeed, suppose that \( d = 7 \) and \( \dim 3'' \neq 8 \), and let \( Z \in 3'' \) be a unit vector orthogonal to \( 3' \). Then there exist \( X_1, X_2 \in 3' \) such that \( \langle J_{X_1}J_{X_2}V, J_{Z}V \rangle \neq 0 \). As this condition is open, there exists an open set of pairs \( (X_1, X_2) \) with that property. For any such pair, there exists \( X_3 \in 3'' \) and \( c \neq 0 \) such that \( J_{X_1}J_{X_2}V = J_{X_3}V + cJ_{Z}V \), and so \( J_{X_1}J_{Z}V \in 3'' \), for an open subset of vectors \( X_1 \in 3' \). It follows that the 8-dimensional space \( 3'' \) by itself satisfies the condition (9) which then leads to a contradiction by replacing \( 3' \) by \( 3'' \) in the argument in the above paragraph.

We now consider several cases. For dimensions of irreducible Clifford modules we refer the reader to [ABS, Table 2].

If \( d = 1 \) we are in case (i).

If \( d = 2 \) and \( X_1, X_2 \) are orthonormal vectors in \( 3' \), then \( 3'' = \text{Span}(X_1, X_2, Z) \), where \( J_{X_1}J_{X_2}V = J_{Z}V \) and \( \dim \mathbf{v}' = 4 \). If \( d = 3 \) and \( J_{X_1}J_{X_2}V = J_{X_3}V \) for an orthonormal basis \( X_1, X_2, X_3 \) for \( 3' \), then \( 3'' = 3' \). The module \( \mathbf{v}' \) is a \( \text{Cl}(3'') \)-module and it cannot be the sum of two non-isomorphic submodules, as the \( J^2 \)-property is satisfied. Hence \( \dim \mathbf{v}' = 4 \) and we are in case (ii).

If \( d = 3 \) and \( J_{X_1}J_{X_2}V = \pm J_{X_3}V \) for no orthonormal basis \( X_1, X_2, X_3 \) for \( 3' \), denote \( Z_i, i = 1, 2, 3 \), the unit vectors in \( 3 \) defined by \( J_{X_1}J_{X_2}V = J_{Z_i}V \), where \( (i, j, k) \) is a cyclic permutation of \( (1, 2, 3) \). Then we have \( Z_i \perp X_j \) for \( i \neq j \), and \( J_{Z_i}J_{Z_j}V = J_{Z_k}V \), where \( (i, j, k) \) is a cyclic permutation of \( (1, 2, 3) \); in particular, \( Z_1, Z_2 \) and \( Z_3 \) are orthonormal. We also have \( \langle Z_i, X_j \rangle = -\langle J_{X_1}J_{X_2}J_{X_3}V, J_{Z}V \rangle \), for all \( i = 1, 2, 3 \). It follows that \( 3'' = 3' \oplus \text{Span}(Z_1, Z_2, Z_3) \), so that \( \dim 3'' = 6 \) and then \( \mathbf{v}' \) must be an irreducible \( \text{Cl}(3'') \)-module and \( \dim \mathbf{v}' = 8 \), as in case (iii).
Suppose $4 \leq d \leq 7$. We can always find an orthonormal basis $X_i$, $i=1,\ldots,d$, for $\mathfrak{z}'$ such that $J_{X_1}J_{X_2}V \neq \pm J_{X_3}V$ and then construct the vectors $Z_1, Z_2, Z_3 \in \mathfrak{z}''$ from $X_1, X_2, X_3$ as above. Then $\mathfrak{z}''$ contain the six-dimensional space $\mathfrak{z}_6 = \mathfrak{z}' \oplus \text{Span}(Z_1, Z_2, Z_3)$. Now if $X_4 \not\in \mathfrak{z}_6$, then $\dim \mathfrak{z}'' \geq 7$. If $X_4 \in \mathfrak{z}_6$, then we can rotate the triple $X_1, X_2, X_3$ to get $X_4 \in \text{Span}(X_1, Z_1)$, and then for the vector $Z \in \mathfrak{z}''$ defined by $J_{X_1}J_{X_2}V = J_ZV$ we obtain $J_ZV \in \text{Span}(J_{X_1}J_{X_2}X_1, J_{X_1}J_{X_2}X_2, V, V)$. It follows that $J_ZV \perp J_{\mathfrak{z}_6}V$, hence $Z \perp \mathfrak{z}_6$, and so, again, $\dim \mathfrak{z}'' \geq 7$. To see that $\dim \mathfrak{z}'' = 7$ we first consider the cases $d = 4, 5, 6$. Then $\mathfrak{v}'$ is an irreducible Cl$(\mathfrak{z}')$-module, and so $\dim \mathfrak{v}' = 8$. But as $\mathfrak{v}'$ is also a Cl$(\mathfrak{z}'')$-module by (a) we find that $\dim \mathfrak{z}'' = 7$ which gives case (iv). The only remaining case to consider is $d = 7$. If $\dim \mathfrak{z}'' = 7$, then the $J^2$-property is satisfied, and so $\mathfrak{v}'$ is an irreducible Cl$(\mathfrak{z}'')$-module and $\dim \mathfrak{v}' = 8$, as required. If $\dim \mathfrak{z}'' \geq 8$, then $\dim \mathfrak{z}'' \geq 9$ as we showed above, and so $\dim \mathfrak{v}' \geq 32$, as $\mathfrak{v}'$ is a Cl$(\mathfrak{z}'')$-module by (a). But on the other hand, the maximal possible dimension of $\mathfrak{v}'$ viewed as a Cl$(\mathfrak{z}')$-module is 16 and it is attained when $\mathfrak{v}'$ is the sum of two non-isomorphic irreducible 8-dimensional Cl$(\mathfrak{z}')$-modules. This contradiction completes the proof of the lemma.

We now use the condition that the subspace $L = \mathbb{R}(V + sA) \oplus \{sX + J_XV \mid X \in \mathfrak{z}'\}$ is a maximal $(-1)$-subspace. From Lemma 3 we see that in the cases $d = 2, 4, 5, 6$ we can simply replace $\mathfrak{z}'$ by $\mathfrak{z}''$ in the definition of $L$ to obtain a bigger $(-1)$-subspace. In the other cases, $L$ can be maximal, for example, if $\mathfrak{z} = \mathfrak{z}'$. Note however that if $\mathfrak{z}$ is large, it may happen that $L$ lies in a bigger $(-1)$-subspace (which is still of the form given above, with $\mathfrak{z}'$, $\mathfrak{z}''$ and $\mathfrak{v}'$ as in Lemma 3) – for example, if $d = 1$ and $\dim \mathfrak{z} \geq 3$, or if $d = 3$ and $\dim \mathfrak{z}'' = 6$ (as in case (iii)) and $\dim \mathfrak{z} \geq 7$.

To summarise, any maximal $(-1)$-subspace has the form $L = \mathbb{R}(V + sA) \oplus \{sX + J_XV \mid X \in \mathfrak{z}'\}$ and one of the following may occur.

- Either $\dim \mathfrak{z}' \in \{1, 3, 7\}$ and $\mathfrak{z}'$ satisfies the $J^2$-property on $\mathfrak{v}' = \mathbb{R}V \oplus J_YV$ (so that for any orthogonal $X_1, X_2 \in \mathfrak{z}'$ there exists $X_3 \in \mathfrak{z}'$ such that $J_{X_1}J_{X_2}V = J_{X_3}V$; it is easy to see that we can replace $V$ by any vector from $\mathfrak{v}'$).

  In these cases, $L$ is a subspace of a well-positioned subalgebra $\mathfrak{s}' = a \oplus \mathfrak{v}' \oplus \mathfrak{z}' \subset \mathfrak{s}$ tangent to a homogeneous totally geodesic rank-one submanifold $S' \subset S$ which is isometric to $CH^2, \mathbb{H}^2$ or $\mathbb{O}H^2$ respectively. As $L$ is $\mathbb{R}$-invariant with respect to $S'$, it is also $\mathbb{R}$-invariant with respect to $S'$. But as $S'$ is a symmetric space, any $\mathbb{R}$-invariant subspace of $\mathfrak{s}'$ is tangent to a totally geodesic submanifold $M$ (of $S'$, and hence of $S$). As $L$ is a $(-1)$-subspace, $M$ must be of constant curvature $-1$.

- Or $\dim \mathfrak{z}' = 3$, $\dim \mathfrak{z}'' = 6$, and for any orthogonal $X_1, X_2 \in \mathfrak{z}'$ there exists $X_3 \in \mathfrak{z}''$ such that $J_{X_1}J_{X_2}V = J_{X_3}V$. Then $L$ is a subspace of a well-positioned subalgebra $\mathfrak{s}' = a \oplus \mathfrak{v}' \oplus \mathfrak{z}'' \subset \mathfrak{s}$, where $\mathfrak{v}'$ is the irreducible 8-dimensional Cl$(\mathfrak{z}'')$-module. The algebra $\mathfrak{s}'$ is of dimension 15 and is tangent to a homogeneous totally geodesic non-symmetric submanifold $S' \subset S$. Then $L$ is indeed the tangent space to a totally geodesic submanifold $M \subset S' \subset S$ of curvature $-1$, as explained in Example 3.

4. Einstein hypersurfaces in $\mathbb{O}P^2$ or $\mathbb{O}H^2$

Proof of Theorem 3. Let $M = M^{15}$ be a connected Einstein hypersurface in $\overline{M}$, where $\overline{M}$ is one of the spaces $\mathbb{O}P^2$ or $\mathbb{O}H^2$. We normalise the metric on $\overline{M}$ in such a way that the maximal absolute value of the curvature is 1 and denote $\varepsilon = \pm 1$ the sign of the curvature of $\overline{M}$.
Let $x \in M$ and let $\xi$ be a unit normal vector to $M$ at $x$. Denote $X_i$, $i = 1, \ldots, 15$, an orthonormal basis of principal vectors at $x$, with $\lambda_i$ the corresponding principal curvatures and denote $H = \sum_i \lambda_i$ the mean curvature.

By Gauss equations, $\overline{\nabla}(X_i, X_k, X_j, X_j) = R(X_i, X_k, X_k, X_j) + (\lambda_k^2 \delta_{ik} \delta_{jk} - \lambda_i \lambda_k \delta_{ij})$. Summing up by $k$ we obtain
\begin{equation}
\overline{\nabla}(X_i, \xi, \xi, X_j) = (-\lambda_i^2 + H \lambda_i + C) \delta_{ij},
\end{equation}
where $C$ is the difference of the Einstein constants of $\overline{M}$ and of $M$.

It follows from (10) that $M$ is a curvature-adapted hypersurface. Recall that a submanifold is called curvature-adapted if for every normal, its tangent space is invariant under the corresponding normal Jacobi operator, and the restriction of the latter to the tangent space commutes with the shape operator relative to that normal. Such submanifolds are extensively studied in the literature; we refer the reader to [Ber, Mur] and the references therein. In particular, in [Mur], the author introduced several classes of curvature-adapted hypersurfaces in $\mathbb{O}P^2$ and in $\mathbb{O}H^2$ (and conjectured that there are no others) and proved that if such hypersurface in $\mathbb{O}P^2$ is complete and has constant principal curvatures, then it is a principal orbit of a cohomogeneity one action.

In our case, the restriction of $\overline{R}_\xi$ to $T_x M$ has two eigenvalues, $\varepsilon$ and $\frac{\varepsilon}{4}$, of multiplicities 7 and 8 respectively. We denote $L_\varepsilon$ and $L_{\frac{\varepsilon}{4}}$ the corresponding eigenspaces. Then up to relabelling, (10) gives
\begin{equation}
-\lambda_i^2 + H \lambda_i + C = \varepsilon, \quad \text{for } 1 \leq i \leq 7; \quad -\lambda_i^2 + H \lambda_i + C = \frac{\varepsilon}{4}, \quad \text{for } 8 \leq i \leq 15.
\end{equation}

**Lemma 4.** Equations (11) have a finite number of solutions $(\lambda_1, \ldots, \lambda_{15}) \in \mathbb{R}^{15}$.

**Proof.** For $i = 1, \ldots, 7$, let $\lambda_i = \frac{1}{2} H + \frac{1}{2} \sqrt{H^2 + (4C - 4\varepsilon)}$ for $q_1$ values of $i$, and $\lambda_i = \frac{1}{2} H - \frac{1}{2} \sqrt{H^2 + (4C - 4\varepsilon)}$ for $q_2$ values of $i$, where $q_1, q_2 \geq 0$ and $q_1 + q_2 = 7$. Similarly, for $i = 8, \ldots, 15$, let $\lambda_i = \frac{1}{2} H + \frac{1}{2} \sqrt{H^2 + (4C - \varepsilon)}$ for $q_3$ values of $i$, and $\lambda_i = \frac{1}{2} H - \frac{1}{2} \sqrt{H^2 + (4C - \varepsilon)}$ for $q_4$ values of $i$, where $q_3, q_4 \geq 0$ and $q_3 + q_4 = 8$.

It suffices to show that $H$ can take only finite number of values. From $H = \sum_{i=1}^{15} \lambda_i$ we get
\begin{align*}
13H &= (q_2 - q_1) \sqrt{H^2 + (4C - 4\varepsilon)} + (q_4 - q_3) \sqrt{H^2 + (4C - \varepsilon)} + q_3 \sqrt{H^2 + (4C - \varepsilon)} + q_4 \sqrt{H^2 + (4C - 4\varepsilon)}.
\end{align*}

Clearing the radicals we obtain the following biquadratic equation for $H$: \((169 - (q_2 - q_1)^2 - (q_4 - q_3)^2) H^2 - ((q_2 - q_1)^2 (4C - 4\varepsilon) + (q_4 - q_3)^2 (4C - \varepsilon)) = 4(q_2 - q_1)^2 (q_4 - q_3)^2 (H^2 + (4C - 4\varepsilon)) (H^2 + (4C - \varepsilon))\). If it is satisfied for infinitely many values $H \in \mathbb{R}$, it must be satisfied identically. If $(q_2 - q_1)(q_4 - q_3) \neq 0$, then the right-hand side must be a square of a polynomial in $H^2$ which is only possible when $4C - 4\varepsilon = 4C - \varepsilon$; this is a contradiction, as $\varepsilon = \pm 1$. If $(q_2 - q_1)(q_4 - q_3) = 0$, then $q_4 = q_3 = 4$ (as $q_2 + q_1 = 7$) and we obtain $(169 - (q_2 - q_1)^2) H^2 - (q_2 - q_1)^2 (4C - 4\varepsilon) = 0$, and so $q_2 - q_1 = \pm 13$, which is again a contradiction. \qed

From Lemma 4 it follows that the principal curvatures of $M$ are constant and have constant multiplicities. We now extend $\xi$ to a smooth unit normal vector field on a neighbourhood $U \subset M$ of $x$ and $X_i$, $i = 1, \ldots, 15$, to a smooth local orthonormal frame of principal vector fields on $U$, with $\lambda_i$ the corresponding (constant) principal curvatures. Codazzi equations give
\begin{equation}
\overline{\nabla}(X_k, X_i, X_j, X_j) = (\lambda_i - \lambda_j)(\nabla_k X_i, X_j) - (\lambda_k - \lambda_j)(\nabla_i X_k, X_j),
\end{equation}
where we abbreviate $\nabla_X$ to $\nabla$. 
We now differentiate equations (10). Using the fact that $\overline{M}$ is locally symmetric and that $\lambda_i$ are constant, we get from (10) and (12):

\[(13) \ (\lambda_i - \lambda_j)(\lambda_i + \lambda_j - 2\lambda_k - H)\langle \nabla_k X_i, X_j \rangle + \lambda_k(\lambda_j - \lambda_k)\langle \nabla_j X_k, X_i \rangle + \lambda_k(\lambda_k - \lambda_i)\langle \nabla_i X_k, X_j \rangle = 0,\]

for $i, j, k = 1, \ldots, 15$.

Label the principal curvatures as in (11). Then for $i = 1, \ldots, 7$, the principal curvatures $\lambda_i$ can take no more than two values, $\alpha_1$ and $\alpha_2$, with the corresponding multiplicities $p_1$ and $p_2$; we have $p_1 + p_2 = 7$ and we label them in such a way that $p_1 \geq p_2 \geq 0$. Similarly, for $8 \leq i \leq 15$, $\lambda_i$ can take no more than two values, $\alpha_3$ and $\alpha_4$, with multiplicities $p_3$ and $p_4$ respectively, such that $p_3 + p_4 = 8$; label them in such a way that $p_3 \geq p_4 \geq 0$. Note that $\alpha_s, s = 1, 2, 3, 4$, are pairwise distinct; denote $E_s$ the corresponding eigenspaces (eigendistributions). We have $L_\epsilon = E_1 \oplus E_2$ and $L_\epsilon^* = E_3 \oplus E_4$ (note that $E_2$ and $E_4$ can be trivial).

Take $X_k = X_j \in E_s$ and $\lambda_i \neq \lambda_k = \lambda_j$ in (12). We obtain $\overline{R}(X_i, X_k, X_k, \xi) = (\lambda_i - \lambda_k)\langle \nabla_k X_i, X_k \rangle$. As $\overline{M}$ is rank-one symmetric, its curvature tensor has the “duality property”: a vector $Y$ is an eigenvector of $\overline{R}_X$ if and only if $X$ is an eigenvector of $\overline{R}_Y$. It follows that $\overline{R}(X_i, X_k, X_k, \xi) = 0$ and so $\langle \nabla_k X_i, X_k \rangle = 0$. But an orthonormal basis of principal vectors lying in $E_s$ can be chosen arbitrarily, so for any $X \in E_s$, we have $\langle \nabla_X X_i, X_i \rangle = 0$, and hence $\langle \nabla_k X_j, X_i \rangle + \langle \nabla_j X_k, X_i \rangle = 0$, for all $X_i, X_j, X_k$ with $\lambda_i \neq \lambda_k = \lambda_j$. But then from (13) with $\lambda_i \neq \lambda_k = \lambda_j$ we get $(\lambda_i - \lambda_j - H)\langle \nabla_k X_j, X_i \rangle + \lambda_j\langle \nabla_j X_k, X_i \rangle = 0$ which gives

\[(14) \ (\lambda_i - 2\lambda_j - H)\langle \nabla_k X_j, X_i \rangle = 0, \quad \text{for} \quad \lambda_i \neq \lambda_k = \lambda_j.\]

Recall that the algebra of octonions $\mathbb{O}$ is an 8-dimensional division algebra over $\mathbb{R}$; it is non-associative and non-commutative. For an octonion $a$, its conjugate is given by $a^* = 2(a, 1)1 - a$. Note that $aa^* = a^*a = \|a\|^2 1$. An octonion $a$ is called imaginary, if $a \perp 1$, and unit, if $\|a\| = 1$. Denote $L_a$ (respectively $R_a$) the operator of left (respectively right) multiplication by $a \in \mathbb{O}$. Then $L_a^* = L_{a^*}, R_a^* = R_{a^*}$, and the operators $L_a, R_a$ are skew-symmetric for imaginary $a$ and orthogonal for unit $a$. The maps $a \rightarrow L_a$ and $a \rightarrow R_a$ define two non-isomorphic representations of $Cl(7)$ on $\mathbb{R}^8$.

The tangent space $T_x \overline{M}$ can be identified with $\mathbb{O} \oplus \mathbb{O}$, so that its elements are the pairs $(a, b)$ of octonions, with the inner product $\langle (a, b), (c, d) \rangle = \langle a, c \rangle + \langle b, d \rangle$. From [BG, EPS], the curvature tensor is given by

\[(15) \quad \overline{R}(a, b), (c, d))(e, f) = \frac{1}{4}(4\langle c, e \rangle a - 4\langle a, e \rangle c + (ed)b^* - (eb)d^* + (ad - cb)f^* - 4\langle f, d \rangle b - 4\langle b, f \rangle d + a^*(cf) - c^*(af) - e^*(ad - cb)).\]

As the isotropy subgroup acts transitively on $T_x \overline{M}$ we can take $\xi = (1, 0)$. Then from (15) we obtain $\overline{R}_\xi(a, b) = \frac{1}{4}(4a - 4(a, 1)1, b)$, and so the eigenspaces of $\overline{R}_\xi$ are

$L_\epsilon = \{(a, 0) \mid a \in \mathbb{O}, a \perp 1\}, \quad L_\epsilon^* = \{(0, b) \mid b \in \mathbb{O}\}$.

Then (15) gives

\[(16) \quad \overline{R}(L_\epsilon, L_\epsilon)_{L_\epsilon}, \overline{R}(L_\epsilon^*, L_\epsilon)_{L_\epsilon}, \overline{R}(L_\epsilon^*, L_\epsilon^*)_{L_\epsilon^*}, \overline{R}(L_\epsilon^*, L_\epsilon^*)_{L_\epsilon^*} \perp \xi,\]

and for $X = (a, 0) \in L_\epsilon$ and $Y = (0, d), Z = (0, f) \in L_\epsilon^*$,

\[(17) \quad \overline{R}(X, Y, Z, \xi) = \frac{1}{4} \langle (ad)f^*, 1 \rangle = \frac{1}{4} \langle ad, f \rangle = \frac{1}{4} \langle L_a d, f \rangle. \]
It now follows from (16) and (12) that
\[ \nabla_{E_1} E_1 \subset E_1, \quad \nabla_{E_2} E_2 \subset E_2, \quad \nabla_{E_3} E_3 \perp E_4, \quad \nabla_{E_4} E_4 \perp E_3. \]

**Lemma 5.** We have \( \alpha_1 = 2\alpha_3 + H \). Moreover, \( E_1 = L_\epsilon \), \( E_2 = 0 \) (so that \( p_1 = 7 \), \( p_2 = 0 \)) and one of two cases may occur:

1. \( E_3 = L_4^\perp, \ E_4 = 0 \) (so that \( p_3 = 8 \), \( p_4 = 0 \)).
2. \( E_4 = E_3 \oplus E_4 \), with \( p_3 = 7 \) and \( p_4 = 1 \).

**Proof.** Note that \( p_3 \geq p_4 \) and \( p_1 + p_4 = 8 \), so \( p_3 \geq 4 \).

First suppose that \( p_3 > 4 \). If there exists \( s = 1, 2 \) such that \( \alpha_s \neq 2\alpha_3 + H \), then taking \( X_i \in E_s \) and \( X_j, X_k \in E_3 \) in (14) we get \( \langle \nabla_k X_i, X_i \rangle = 0 \), and so \( \overline{\nabla}(X_i, X_k, X_j, \xi) = 0 \) by (12). But then \( X_i \in L_\epsilon, X_j, X_k \in L_4^\perp \) and so by (17) with \( X = X_i = (a, 0), a \perp 1 \), and \( Y = X_k = (0, d), Z = X_j = (0, f) \), we get \( \langle L_a d, f \rangle = 0 \). But as the octonion \( a = \bar{u} \) unit and imaginary, the operator \( L_a \) on \( \mathbb{O} \) is both orthogonal and skew-symmetric. Then its maximal isotropic subspace has dimension 4 which contradicts the fact that \( p_3 > 4 \). From this contradiction we obtain \( p_2 = 0, p_1 = 7 \) and \( \alpha_1 = 2\alpha_3 + H \). Furthermore, if \( p_4 \neq 0 \), then \( \alpha_1 \neq 2\alpha_4 + H \) and a similar argument shows that \( \langle ad, f \rangle = 0 \), for all \( a \perp 1 \) and for all \( d, f \) in a subspace of \( L_4^\perp \) of dimension \( p_4 \). But then we have \( \langle a, f d^* \rangle = 0 \), and so \( f d^* \) is real which is only possible when \( d \) and \( f \) are (real) proportional. It follows that \( p_4 = 1 \).

Now consider the case \( p_4 = 1 \). Then \( p_4 = 4 \) and we have \( \alpha_1 \neq 2\alpha_4 + H \) for at least one of \( s = 3, 4 \), say for \( s = 3 \). Denote \( V_3 \) and \( V_4 \) the projections of \( E_3 \) and \( E_4 \) to the second copy of \( \mathbb{O} \) in the decomposition \( T_x M = \mathbb{O} \oplus \mathbb{O} \). Then \( V_3 \) and \( V_4 \) are orthogonal subspaces of \( \mathbb{O} \) of dimension 4. Similarly, denote \( V_1 \) and \( V_2 \) the projections of \( E_1 \) and \( E_2 \) to the first copy of \( \mathbb{O} \) in \( T_x M = \mathbb{O} \oplus \mathbb{O} \). The subspaces \( V_3 \) and \( V_4 \) are orthogonal, of dimensions \( p_3 \) and \( p_4 \) respectively, with \( V_1 \oplus V_2 = \mathbb{O} \cap \mathbb{O} \). Repeating the arguments from the previous paragraph we find that \( \langle L_a d, f \rangle = 0 \), for all \( d, f \in V_4 \) and all \( a \in V_1 \). For a unit octonion \( a \in V_1 \), the operator \( L_a \) on \( \mathbb{O} \) is both orthogonal and skew-symmetric. It has an isotropic subspace \( V_3 \) of dimension 4, and hence the complementary subspace \( V_4 \) must also be isotropic, so \( \langle L_a d, f \rangle = 0 \), for all \( d, f \in V_4 \) and all \( a \in V_1 \). But if \( p_2 \neq 0 \), then \( \alpha_2 \neq 2\alpha_4 + H \) for at least one of \( s = 3, 4 \). Repeating the argument above for \( \alpha_2 \) we obtain \( \langle L_a d, f \rangle = 0 \), for all \( a \in V_2 \) and all \( d, f \in V_s \), where \( s = 3, 4 \). It follows that for all \( d, f \in V_3 \) and for all \( a \perp 1 \) we have \( 0 = \langle L_a d, f \rangle = \langle ad, f \rangle = \langle a, f d^* \rangle \). But then \( f d^* \) must always be real which contradicts the fact that \( p_3 = 4 \).

\[ \square \]

In case (1) of Lemma 5 we have \( \alpha_1 = 2\alpha_3 + H \) and \( H = 7\alpha_1 + 8\alpha_3 \). Eliminating \( C \) from (11) we obtain \((\alpha_3 - \alpha_1)(\alpha_3 + \alpha_1 - H) = \frac{2}{4} \epsilon\). Solving these equations we find

\[ \epsilon = 1, \quad \alpha_1 = -\epsilon' \frac{5\sqrt{6}}{24}, \quad \alpha_3 = \epsilon' \frac{\sqrt{6}}{8}, \quad \text{where} \ \epsilon' = \pm 1 \]

(the sign of \( \epsilon' \) depends on the direction of \( \xi \)). In case (2) we have \( \alpha_1 = 2\alpha_3 + H \) and \( H = 7\alpha_1 + 7\alpha_3 + \alpha_4 \). Combining with (11) and solving the resulting system of equations we obtain

\[ \epsilon = 1, \quad \alpha_1 = -\epsilon' \frac{6}{2\sqrt{91}}, \quad \alpha_3 = \epsilon' \frac{7}{2\sqrt{91}}, \quad \alpha_4 = -\epsilon' \frac{27}{2\sqrt{91}}, \quad \text{where} \ \epsilon' = \pm 1. \]

Note that in both cases, \( \epsilon = 1 \). This proves that there are no Einstein hypersurfaces in \( \mathbb{O}H^2 \).

Next we show that case (2) of Lemma 5 is not possible. Choose arbitrary \( X \in E_1, Y \in E_3 \) and \( Z \in E_4 \), and substitute in (13) first \((\lambda_i, \lambda_j, \lambda_k) = (\alpha_1, \alpha_3, \alpha_4) \) and \((X_i, X_j, X_k) = (X, Y, Z), \)
then \((\lambda_i, \lambda_j, \lambda_k) = (\alpha_4, \alpha_1, \alpha_3)\) and \((X_i, X_j, X_k) = (Z, X, Y)\), and then \((\lambda_i, \lambda_j, \lambda_k) = (\alpha_3, \alpha_4, \alpha_1)\) and \((X_i, X_j, X_k) = (Y, Z, X)\). We get a system of linear equations for \(\langle \nabla_Z X, Y \rangle, \langle \nabla_X Y, Z \rangle\) and \(\langle \nabla_Y Z, X \rangle\) whose matrix, after substituting the values of \(\alpha_i\) from (19), is given by

\[
Q = \frac{1}{(4 - 91)^3} \begin{pmatrix} -75 \times 13 & -27 \times 34 & 27 \times 21 \\
6 \times 13 & 12 \times 34 & 6 \times 21 \\
-7 \times 13 & 7 \times 34 & 27 \times 21 \end{pmatrix}.
\]

We have \(\det Q = \frac{36051}{6946} \neq 0\), and so \(\langle \nabla_Z X, Y \rangle = \langle \nabla_X Y, Z \rangle = \langle \nabla_Y Z, X \rangle = 0\). Then by (12) we get \(R(X, Y, Z, \xi) = 0\). Then for \(X = (a, 0), Y = (0, d), Z = (0, f)\), equation (17) gives \(\langle ad, f \rangle = 0\), for all imaginary \(a\) and all \(d \perp f\) (note that as \(p_4 = 1\), the octonion \(f\) is fixed up to a real multiple). But as \(a\) is imaginary, for \(d = af\) we have \(d \perp f\) and \(ad = a(af) = a^2f = -\|a\|^2f\), which is a contradiction with \(\langle ad, f \rangle = 0\).

To complete the proof we show that an Einstein hypersurface in \(O^P\) whose principal curvatures and principal directions are as those given in case (1) of Lemma 5 is a domain of the geodesic sphere of radius \(r_0\) (see Example 1). Consider the normal exponential map \(\Phi_r : M \to O^P\) defined by \(\Phi_r(x) = \exp_x(r\xi)\), where \(\xi\) is chosen in such a way that \(\epsilon' = 1\) in the equations (18). The rank of \((\Phi_r)_\ast\) is the dimension of the span of the values at \(r\) of the Jacobi vector fields \(F_i\) along the geodesic \(r \to \exp_x(r\xi)\) which are defined by the initial conditions \(F_i(0) = X_i, X_i \cdot F_i(0) = -\lambda_i X_i\) (cf. [Ber, 5.2]). Solving the Jacobi equations we find \(F_i(r) = (\cos r + \frac{\lambda_i}{2r} \sin r)X_i\), for \(i = 1, \ldots, 7\), and \(F_i(r) = (\cos \frac{1}{2}r - \frac{\lambda_i}{4r} \sin \frac{1}{2}r)X_i\), for \(i = 8, \ldots, 15\), where \(X_i\) is the parallel translation of \(X_i\) along the geodesic \(r \to \exp_x(r\xi)\). It follows that at \(r = r_0\), that is, when \(\cot r = -\frac{5\sqrt{6}}{24}\), all the Jacobi fields vanish, so that the rank of \((\Phi_{r_0})_\ast\) is zero. As \(M\) is connected, the image of the map \(\Phi_{r_0}\) is a single point, and so \(M\) lies on the geodesic sphere of radius \(r_0\) centred at that point.

\(\Box\)

5. 2-stein hypersurfaces of a 2-stein space

Suppose \(M\) is a 2-stein hypersurface of a 2-stein space \(\overline{M}\). Then for all \(x \in M, y \in \overline{M}\) and all \(X \in T_xM, Y \in T_y\overline{M}\) we have

\[
\text{Tr} R_X = c_1\|X\|^2, \quad \text{Tr}(R_X^2) = c_2\|X\|^4, \quad \text{Tr} \overline{R}_Y = \overline{c}_1\|Y\|^2, \quad \text{Tr}(\overline{R}_Y^2) = \overline{c}_2\|Y\|^4,
\]

for some constants \(c_1, c_2, \overline{c}_1, \overline{c}_2 \in \mathbb{R}\), where \(R\) and \(\overline{R}\) are the curvature tensors of \(M\) and \(\overline{M}\) respectively.

Let \(x \in M \subset \overline{M}\) and let \(X_1, X_2, \ldots, X_{n-1}, X_n\) be an orthonormal basis for \(T_x\overline{M}\) such that \(X_n\) is orthogonal to \(T_xM\). Denote \(S\) the shape operator of \(M\) at \(x\) and \(B\) the restriction of \(\overline{R}_{X_n}\) to \(T_xM\), so that \(B\) is the symmetric operator on \(T_xM\) defined by \(\langle BX, X \rangle = \overline{R}(X, X_n, X_n, X)\).

By Gauss equation, for \(X \in T_xM, t \in \mathbb{R}\) and \(i, j < n\) we have

\[
\begin{align*}
\langle \overline{R}_{X+tX_n}X_n, X_n \rangle &= \langle BX, X \rangle, \\
\langle \overline{R}_{X+tX_n}X_i, X_n \rangle &= \overline{R}(X_i, X, X, X_n) - t\langle BX, X_i \rangle, \\
\langle \overline{R}_{X+tX_n}X_i, X_j \rangle &= \langle R_X X_i, X_j \rangle - \langle \langle SX, X \rangle S X_i, X_j \rangle - \langle SX, X_i \rangle \langle SX, X_j \rangle - \langle SX, X \rangle \langle SLX, X_j \rangle \\
&\quad + t(\overline{R}(X_i, X_n, X_j) + \overline{R}(X_i, X_n, X_j)) + t^2\langle BX_i, X_j \rangle,
\end{align*}
\]
Then from (20) with \( Y = X + tX_n \) we obtain 
\[
\text{Tr} \overline{R}_{X + tX_n} = \overline{c}_1(\|X\|^2 + t^2)
\] 
and so from (21),
\[
\text{Tr} \, B = \overline{c}_1, \tag{22}
\]
\[
\sum_{i < n} \overline{R}(X_i, X, X_n, X_i) = 0, \tag{23}
\]
\[
B = -S^2 + (\text{Tr} \, S)S + (\overline{c}_1 - c_1) \text{id}. \tag{24}
\]
Note that taking the trace in (24) we get \((n - 1)c_1 - (n - 2)\overline{c}_1 = (\text{Tr} \, S)^2 - \text{Tr}(S^2)\) by (22).

Furthermore, from (20) with \( Y = X + tX_n \) we obtain 
\[
\text{Tr}(\overline{R}_{X + tX_n}^2) = \overline{c}_2(\|X\|^4 + 2t^2\|X\|^2 + t^4). \tag{25}
\]
Using (21) and collecting the coefficients of the powers of \( t \) we get
\[
\text{Tr}(B^2) = \overline{c}_2, \tag{26}
\]
\[
\sum_{i < n} \overline{R}(X_i, X, X_n, BX_i) = 0, \tag{27}
\]
\[
\|BX\|^2 + \text{Tr}(R_X B) - \frac{1}{2}\langle((\text{Tr} \, S)S - SBS)X, X\rangle + \sum_{i,j<n} (\overline{R}(X_i, X, X_n, X_j) + \overline{R}(X_j, X, X_n, X_i))^2 = \overline{c}_2\|X\|^2, \tag{28}
\]
\[
\sum_{i<n} \overline{R}(X_i, X_n, X, R_X X_i) - \langle SX, X \rangle \sum_{i<n} \overline{R}(X_i, X_n, X, SX_i) + \langle \overline{R}_{SX} X, X \rangle - \langle R_X X_n, BX \rangle = 0, \tag{29}
\]
\[
2\|\overline{R}_X X_n\|^2 - \langle BX, X \rangle^2 - 2\langle SX, X \rangle \text{Tr}(R_X S) + 2R(SX, X, X, SX) + \text{Tr}(S^2)\langle SX, X \rangle^2 + ||SX||^4 - 2\langle SX, X \rangle\langle S^3X, X \rangle = (\overline{c}_2 - c_2)\|X\|^4. \tag{30}
\]

Proof of Theorem 4. (1) In this case, \( S = 0 \) and so by (24), \( B = \rho \text{id} \) for some \( \rho \in \mathbb{R} \). Then from (22) we have \( \overline{c}_1 = (n - 1)\rho \) and from (25), \( \overline{c}_2 = (n - 1)\rho^2 \). Then by (20), for any \( y \in \overline{M} \) and any \( Y \in T_y \overline{M} \) we obtain 
\[
\text{Tr} \overline{R}_Y = (n - 1)\rho \|Y\|^2 \quad \text{and} \quad \text{Tr}((\overline{R}_Y)^2) = (n - 1)\rho^2 \|Y\|^4,
\]
and so by Cauchy-Schwartz inequality, the restriction of \( \overline{R}_Y \) to the subspace \( Y^\perp \) equals \( \rho \) times the identity operator. So \( \overline{M} \) is of constant curvature, and then \( M \) is also of (the same) constant curvature.

(2) We have \( B = \rho \text{id} \). Then from (22, 25) we obtain \( \overline{c}_1 = (n - 1)\rho, \quad \overline{c}_2 = (n - 1)\rho^2 \). Furthermore, in equation (26), we have \( \overline{R}(X_i, X, X_n, X_i) = 0 \) and \( \text{Tr}(SB)S - SBS = \rho(c_1 - (n - 2)\rho) \) by (24) and so we get \( c_1 = (n - 2)\rho \). Then from (24) it follows that \( S^2 = (\text{Tr} \, S)S \), and so \( \text{rk} \, S \leq 1 \). But then taking \( t = 0 \) in the third equation of (21) we find that \( M \) has the same constant curvature as \( \overline{M} \). 
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