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Abstract. This paper deals with missing data in semiconductor manufacturing derived from a measurement sampling strategies. The idea is to construct a virtual metrology module to estimate non measured variables using a new modified Just-In-Time Learning approach (JITL). The aim of this paper is to integrate estimated data into product control loop.

In collaboration with our industrial partner STMicroelectronics Rousset, the accuracy of the proposed method is illustrated by using industrial data-sets derived from Chemical Mechanical Planarization (CMP) process that enables us to compare results obtained with the classical and the modified version of JITL approach. Then, the contribution of the estimated data is shown in product quality improvement.

1. Introduction

In semiconductor manufacturing, a lot which contains usually 25 wafers, can undergo plenty of different treatments (over than 350 according to [1]) to obtain the final product. Among the known and used treatments in semiconductor manufacturing is the Chemical Mechanical Planarization (CMP) process. This latter is a polishing process, which uses a chemical slurry formulation and mechanical polishing process to remove unwanted conductive or dielectric materials on the silicon wafer. In a same CMP equipment, many products characterized by different targets (desired properties) and different recipes, can be processed.

At the end of this step, and to control product quality, the layer thickness of each wafer of the lot can be measured using one measurement strategy (according to [2] and [3]). Depending on whether the measurement equipment is located within or outside the CMP process, two measurement strategies can be considered. The first refers to the Integrated Metrology Module (IMM) and the second is called Stand-Alone Metrology (SAM), where the metrology tool is located outside the process equipment. In the Integrated Metrology Module (IMM) case, all products (lots and wafers) are measured. These physical measurements can then be used for the R2R control, in order that the process operates in the best conditions and improves the product quality.

While this configuration of measuring (IMM) is very expensive, and requires a high cycle time, it provides a good process control and it is applied when the CMP action seems to be critical in the production chain. However, in the Stand Alone Metrology (SAM) case, two strategies are opposed. The first one consists in a control at the end of all treatments. This makes the situation hazardous because in the case of defective lots, the fault is detected too late and lots of resources may be lost. The second strategy consists of measuring the products after each CMP treatment. This is not beneficial because it
requires additional processing time and may slow down the production and reduce the Fab efficiency. It implies also a high cost and introduces an added time delay to the process [4]. To overcome these two main issues, a compromise is achieved by sampling the physical metrology. According to [5], at lot level, the sampling rate is fixed using the criticality of step, machine and the product requirement. However, the main drawback of these measurements sampling is the lack of information. When layer thicknesses \( y_j(k) \) are not provided, the recipe parameters \( u_j(k) \) are not updated at each run. Then R2R controller is not working properly. Consequently, product quality cannot be well controlled. So, it is not possible to verify whether the variable respects the control limits which are defined as the upper control limit (UCL) and the lower control limit (LCL). Thus, it is necessary to find out an approach that fills in the lack of information. This is the main purpose of virtual metrology (VM).

VM is introduced in semiconductor manufacturing in order to cover the lack of layer thickness measurements by providing estimation \( \hat{y}_j(k) \) for non-measured products (when \( y_j(k) \) is not available). Then, R2R takes into account estimations of missing data and the recipe parameters \( u_j(k) \) can be updated at each run. Therefore, VM module with the SAM strategy have the same function of IMM strategy and reacts with the same way with R2R controller with a lower cost.

The interaction between VM module, SAM strategy and R2R controller is described in Figure 1. The main goal of this paper is to create a VM module for \( n \) types of product, manifested by different targets \( (T_j, \ j \in \{1, \ldots, n\}) \), using the old sampled measurement \( y_j(k) \) with their corresponding old process information \( x_j(k) \). Then, to improve a reliable control of product quality, the VM module should provide accurate estimations to R2R control by improving the recipe parameters \( u_j(k) \).

![Figure 1. VM and R2R interaction](image)

The paper is organized as follows: The R2R control and the virtual metrology are introduced in section 2. In section 3, a description of the proposed approach to deal with the lack of information and its interaction with R2R control is presented. By considering some data-sets extracted from CMP process and delivered by our industrial partner, the efficiency of the proposed method is given in section 4 followed by concluding remarks. The conclusion fenced by perspectives is given at the end of the paper.

2. Run-to-Run Control and Virtual Metrology

II-A. Virtual Metrology

In the literature, several definitions are given for the virtual metrology (VM). In [6], VM is defined as the use of mathematical models with available data to estimate the variables of interest. According to [7]; VM is presented as the prediction of metrology variables (either measurable or non-measurable) using the process state and the product’s information. VM aims also to estimate non-measured variables called difficult-to-measure (DTM) variables [8], from a directly collected equipment data called also easy-to-measure (ETM) variables [8].

Due to the diversity of processes and products in semiconductor manufacturing, many approaches are proposed in the literature to build the VM module. However, there are no standard or generalized methods that can be applied.

Otherwise, the lack of knowledge of physio-chemical relationships in semiconductor manufacturing processes makes the determination of mathematical models describing the behavior of equipment
practically difficult. For this reason the majority of approaches are data-based methods. There exist two strategies for VM model creation. The first one is based on global modeling strategies which exploits whole databases to provide a single estimation model for all areas of operation. The second one is based on local modeling strategies, also called "modeling on demand", where the model is dynamically built from the similar samples stored in the database to provide a single estimation, when it is needed.

In semiconductor manufacturing, equipment is characterized by many operating domains. Here, local models can provide more precise estimations than the global models which provide more general estimations [1].

The Just-In-Time Learning (JITL) approach is considered as a strategy based on local modeling. JITL approach provides an estimation when it is required [9].

For the two already listed strategies, there are two categories of modeling approaches. The first strategy is based on linear approaches. The multiple linear regression (MLR) [11], the partial least squares regression (PLSR) defined in [10] which combines a principal components analysis (PCA) and MLR techniques, the recursive partial least squares regression (R-PLSR) [7], the principal component regression (PCR) [4] and Kalman filter [4] are considered as linear based approaches to build VM module.

The second strategy is based on non-linear based approaches. For instance, in [13], the authors adopt a neural network of the radial basis function to build VM model for a CVD process.

In another context, Su et al. develop, in [14], a VM module based on neural networks by back-propagation and recurrent neural networks on CVD equipment of 5th generation. Then, they make a comparative study of VM-based models.

In [15], Besnard et al. adopt tree ensembles method as a non-linear approach to estimate the oxide thickness.

In another context, in [16], techniques based on data mining are developed on a photo-lithography equipment. Output estimations are used then in R2R control.

To summarize, we notice that in semiconductor manufacturing, CMP equipment features are characterized by their non-linear aspect. We notice also that many product types are processed into CMP machines. So the idea is to use the combination of local models to cover different operation ranges (multiples product types) and linear modeling methods to keep the simplicity of the calculation and make their implantation easier for industrial context. This strategy allows to avoid the high cost of calculation time of techniques based on non-linear modeling.

In this context, JITL approach is proposed as a local modeling technique based on local linear models. This approach is already used for the development of VM modules in chemical processes which are characterized by non-linear aspects. In the next section we aim to introduce JITL algorithm as described by [9].

For our case, JITL, with some contributions, is opted as a VM module in CMP equipment of our industrial partner. Estimation outcomes from VM module are used then in R2R controller.

II-B. Run-to-Run control

The R2R Control module improves essentially product quality, increases yields and reduces defective products by optimizing recipe parameters from lot-to-lot using metrology data or estimations if necessary.

To implement R2R controllers, there exist different types of control laws (recipe parameters): the Exponentially Weighted Moving Average (EWMA) and the double EWMA (dEWMA) are the most widely explored in semiconductor manufacturing process.

The CMP process, for many processed type of product, can be modeled as:

\[ y_j(k) = \alpha_j + \beta_j u_j(k) + \Delta(k) + \epsilon(k) \] (1)

where, \( j \in \{1, \ldots, n\} \) is the product type, \( y_j(k) \) is the output at the end of run \( k \), \( \alpha_j \) is the linear process model intercept term, \( u_j(k) \) is the recipe parameters at the start of run \( k \) and \( \beta_j \) is the system gain. \( \epsilon(k) \)
and $\Delta(k)$ are respectively a white noise and systematic disturbance. Note that, these two terms depend only on the considered machine.

First, an offline estimation of the process gain $\hat{\beta}_j$ is required and remains unchanged. Then, at each run $k$, an estimation of the process model intercept term ($\hat{\alpha}_j(k)$) must be done. When output is measured (SAM is applied), $\hat{\alpha}_j(k)$ is computed as follows:

$$\hat{\alpha}_j(k) = \lambda_j(y_j(k-1) - \hat{\beta}_j u_j(k-1)) + [1 - \lambda_j] \hat{\alpha}_j(k-1)$$  \hspace{1cm} (2)

When output is estimated (VM is applied), $\hat{\alpha}_j(k)$ is computed by replacing the measured output $y_j(k-1)$ by its estimation $\hat{y}_j(k-1)$ in (2). $\lambda_j \in [0, 1]$ is a discounting factor used to minimize the influence of old data in favor of the new data. The control law for the next run is calculated as follows:

$$\hat{u}_j(k+1) = \frac{T_j - \hat{\alpha}_j(k)}{\hat{\beta}_j}$$  \hspace{1cm} (3)

where $T_j$ is the desired target (which reflects product type) value for the process output.

The simple EWMA control method as described above is adequate for controlling equipment with small disturbances and slow changes in output variation. However, the process output results a continuous error from the target if there is a consistent process drift. Therefore, a dEWMA control scheme must be employed. This controller involves two expressions, the first for estimating step-change $\Delta \hat{\alpha}_j(k)$ and the second for drift speed $\hat{\beta}_j(k)$. When the output is measured $\Delta \hat{\alpha}_j(k)$ and $\hat{\beta}_j(k)$ are computed as follows:

$$\begin{align*}
\Delta \hat{\alpha}_j(k) &= \lambda_1 j(y_j(k-1) - \hat{\beta}_j u_j(k-1)) + (1 - \lambda_1 j)[\hat{\alpha}_j(k-1) + \hat{\beta}_j(k-1)] \\
\hat{\beta}_j(k) &= \lambda_2 j(y_j(k-1) - \hat{\beta}_j u_j(k-1) - \hat{\alpha}_j(k-1)) + (1 - \lambda_2 j) + \hat{\beta}_j(k-1)
\end{align*}$$  \hspace{1cm} (4)

where $\lambda_1 j$ and $\lambda_2 j \in [0, 1]$, are discounting factors used to minimize the influence of old data in favor of the new data.

Otherwise, when the system output is estimated, $\Delta \hat{\alpha}_j(k)$ and $\hat{\beta}_j(k)$ are computed by replacing the measured output $y_j(k-1)$ by its estimation $\hat{y}_j(k-1)$ in (4). Then the control law for the next process run is calculated as follows:

$$\hat{u}_j(k+1) = \frac{T_j - \hat{\alpha}_j(k) - \hat{\beta}_j(k)}{\hat{\beta}_j}$$  \hspace{1cm} (5)

3. Proposed Approach

As mentioned before, to deal with the lack of information, and for our industrial case, the JITL approach as described in [9], is used to estimate non-measured DTM data ($y_j(k)$). Then, for the R2R controller, and due to the amount of disturbances in CMP process which we have dealt with, the dEWMA is used. The classical JITL approach, as described in [9], is based on a three-step VM module to the query data. First of all, the relevant data samples in the database are searched to match the query data by some nearest neighborhood criterion. Then, a local model is built based on the most similar data. Finally, the output estimation is calculated based on the local model and the current query data. Right after that, the local model is discarded. When the next estimation is required, a new local model will be built based on the three aforementioned steps.

By observing carefully the classical approach, some contributions can be integrated in the classical JITL version to cope with some drawbacks. In fact, the JITL approach described in [9] has at least three main drawbacks.

For the first step, when some nearest neighborhood criterion is evaluated, there is no fixed similarity threshold. In other words, “most relevant data samples” can be selected while these data are not truly similar to the query data at the run $k$. Therefore, these selected data are not considered as real neighbors to the query point observation. In this case, local VM model construction is based on dissimilar
observations. Consequently, this model cannot reflect the query point domain. Therefore, current DTM estimation will be biased. In order to face the first drawback, a threshold of similarity must be fixed. Then, data is considered as relevant only if it reaches this threshold.

For the second step of the classical JITL, and just after the threshold definition, it may be that a sufficient number of similar observations could be found before proceeding to physical measurement. Indeed, a physical measurement must be provided at each time the run of measurement is coming. However, a sufficient number of similar observations could be found before proceeding to physical measurement. Therefore, an estimation of the measured variable could be easily performed instead of physical measurement which increases the manufacturing cost.

The detailed description of the modified JITL approach with its interaction with R2R controller is described in the sequel.

### III-A. JITL approach description

As mentioned before, the ETM variables (collected data from equipment), denoted by \(x_j(k)\), are measured or collected during the entire processing task (or run). They have also a direct impact on wafer properties which are defined throughout DTM variables denoted by \(y_j(k)\). The sequence of the approach is described as follows:

1. **To initialize measurement and estimation counter**

Measurement and estimation procedures need to be initialized. To do this, let’s define two counters \(k_{est}\) and \(k_{mes}\) which define respectively the number of estimates and measures. At the beginning, both counters are set to zero.

2. **To find similar observations**

In this step, all anterior ETM variables of the complete database are extracted when the DTMs were measured, which gives a collection \([X_c, Y_c]\) of \(N_c\) data. Then, the current ETM \(x_j(k)\) is compared to all \(x_c\) variables. Such a comparison is achieved by using the similarity criterion (6), defined by [9] as follows:

\[
\begin{align*}
    s_i(x_j(k), x_c(i)) &= \gamma \sqrt{e^{-d(x_j(k), x_c(i))^2}} + (1 - \gamma) \cos \theta_i \\
    \text{with } \cos \theta_i &= \frac{x_j(k)^T x_c(i)}{|x_j(k)||x_c(i)|} 
\end{align*}
\]

where \(d(x_j(k), x_c(i))\) denotes the Euclidean distance between the current ETM data \(x_j(k)\) and the \(i^{th}\) extracted variable \(x_c(i)\) from \([X_c, Y_c]\). \(\gamma \in [0, 1]\) is a weight parameter, \(i\) an index with 1 \( \leq i \leq N_c\) and \(\theta_i\) is the angle between \(x_j(k)\) and \(x_c(i)\). Note that from (6), \(s_i \in [0, 1]\) and \(s_i\) tends to unity when \(x_j(k)\) is close to \(x_c(i)\). Referring to [9], it is also important to note that \(s_i(x_j(k), x_c(i))\) will not be computed if \(\cos \theta_i\) is negative (\(x_j(k)\) and \(x_c(i)\) are not collinear and consequently are not similar).

Then, a threshold of similarity \(s_{\text{min}}\) is defined. This means that the observations \(x_j(k)\) and \(x_c(i)\) are considered as similar if the following inequality holds:

\[
s_i(x_j(k), x_c(i)) \geq s_{\text{min}}
\]

Then, \(M\) data of the database which satisfy the last condition (Eq.7) are selected and noted \([X^M, Y^M]\).

3. **To test if the number of similar observations is sufficient**

In this step, a minimum number (threshold) of real similar observations noted \(N_{\text{min}}\) is fixed. This allows
the construction of a local model if the number of nearest ETM neighbors \( M \) exceeds the predefined threshold \( N_{\text{min}} \) \((M \geq N_{\text{min}})\). In this case, the estimation becomes possible and \( k_{\text{est}} \) is incremented \((k_{\text{est}} = k_{\text{est}} + 1)\). Otherwise, if \( M \leq N_{\text{min}} \), the measurement procedure must be started instead of estimation and \( k_{\text{mes}} \) counter is incremented \((k_{\text{mes}} = k_{\text{mes}} + 1)\). Physical measurement is then explored in R2R controller to provide control laws \( u_j(k) \).

4. To build VM local model
Using \([X^M, Y^M]\) and MLR, the linear local model for each needed estimation can be modeled as follows [17]:

\[
y_j^M(l) = \sum_{p=1}^{N_p} B_{p,j} x_j^M p(l)
\]  

(8)

where \( l \in \{1, \ldots, M\} \), \( x_j(l) = [x_{1,j}(l), \ldots, x_{N_{p,j},j}(l)]^T \) denotes the vector of ETM variables of the \( l^{th} \) run, \( N_j \) the number of ETM variables and \( B_j \) the regression coefficients.

Let’s define \( B_j = [B_{1,j}, \ldots, B_{N_{p,j}}]^T \) the matrix of regression coefficients, \( Y_j^M = \left[ y_j^M(1), y_j^M(2) \ldots y_j^M(M) \right]^T \) the matrix of \( M \) nearest DTM neighbors and \( X_j^M = \left( \begin{array}{c} x_{1,j}^M(1) \\ \vdots \\ x_{N_p,j}^M(1) \\ \vdots \\ x_{1,j}^M(M) \\ \vdots \\ x_{N_p,j}^M(M) \end{array} \right) \) the matrix of \( M \) nearest ETM neighbors.

Let’s define the estimation error \( e(k) = y_j(k) - \hat{y}_j(k) = y_j(k) - B_j^T x_j(k) \)

The main objective is to find the best parameter vector \( B_j \) such that the estimated output \( \hat{y}_j(k) \) is close to the \( y_j(k) \). It is well known that this objective is achieved by using the least square minimization [17], and the solution is given as follows:

\[
\hat{B}_j = \left( X_j^M X_j^M \right)^{-1} X_j^M Y_j^M
\]  

(9)

5. To estimate DTM and to discard local model
Once the model is built, \( \hat{y}_j(k) \) can be estimated as follows:

\[
\hat{y}_j(k) = \hat{B}_j^T x_j(k)
\]  

(10)

where \( x_j(k) = [x_{1,j}(k), \ldots, x_{N_{p,j},j}(k)]^T \) denotes vector of ETM variables of current run (when estimation is needed).

Once \( \hat{y}_j(k) \) is estimated, the local model will be discard.

6. To integrate estimation in R2R control
Using dEWMA strategy and when the estimation \( \hat{y}_j(k) \) is provided, the control law \( \hat{u}_j(k+1) \) of the next run is calculated using (4) and (5). The whole description of the approach is illustrated by Figure 2.

III-B. Modified JITL approach highlights
Using the new version of the JITL, a new dynamic sampling measurement strategy is newly integrated. This strategy does not take into account the old static sampling measurement strategy already used in semiconductor manufacturing.

For the new proposed version of JITL approach, the sampling frequency of the measurement is not predefined in advance by the user. The number of physical measurements is conditioned by the number of products which cannot be estimated. The number of physical measurements will be reduced using the modified version of the approach. Therefore, more estimations will be provided. Consequently, R2R controller which will find less difficulty to update control laws. Then product quality will be well
controlled. For example if the sampling measurement rate is prefixed and if accidentally for many runs of measurement (where physical measurement is required), the selected measured product is the same and does not cover all products. The estimation of measurements in other runs will not be possible or the estimation will be very biased.

Another point can be discussed. If physical measurements are forced at these runs, a redundancy of measurements could be made. These redundancy of measurements could be avoided using the modified JITL by improving estimations instead of physical measurements. Therefore, only needed products will be measured. This reduces measurement and production costs.

We note that it is important to include a threshold of non-measured products (threshold of successive estimation) $k_{est}^{max}$. When the number of successive estimation, $k_{est}^{succ}$ reaches the threshold ($k_{est}^{succ} = k_{est}^{max}$), a physical measurement must be made to guarantee the estimation and the product quality. The next paragraph will be dedicated to a case study using industrial examples which will be used to compare results of the two approaches. The industrial examples will be dedicated also to show how R2R manifests with estimations provided by the second approach.

4. Case study
To test our approach and in collaboration with our industrial partner STMicroelectronics Rousset, 5 historical databases were extracted from 5 different CMP machines. In each equipment, many different products are processed (3 for most machines).

As a first step, a comparison was made between estimation results provided by the classical approach and the modified one.

The first approach is based on a static measurement sampling plan. For this reason, the sampling measurement rate must be defined. For CMP machines, we consider that the sampling rate is equal to 10, i.e. only one product is measured over 10 processed products.
As mentioned before, the number of real similar observations $M$ must reach the threshold $N_{\text{min}}$. For our example, input vector $x_j(k)$ is made from 3 parameters. For this reason, $N_{\text{min}} = N_j = 3$, during second approach processing.

The true similar observations are obtained with the threshold that realize a compromise between the number of physical measurement and the Mean Absolute Percentage Error (MAPE). According to Figure 3, the optimum choice of the threshold can be obtained from the interval $[0.65, 0.7]$. In the present example, the value 0.7 is considered as optimum choice.

According to Figure 4, we note that the estimation of the layer thickness $\hat{y}_j(k)$, using the second approach has been improved qualitatively for the two first represented machines. It is noted that the obtained estimation of $\hat{y}_j(k)$ is filtered i.e. the peaks vanish and variability is reduced. In other words, the estimation error decreases.

Table 1 shows the quality estimation of DTM variables using both approaches, including the proposed new method and the classical approach of the algorithm JITL. One can remark clearly that the number of physical measurements ($k_{\text{mes}}$) is reduced to nearly third when using the second approach for all machines. For example, for the first machine, when the first approach is applied, the total number of estimations is 1331 among 1502. This means that the operation required 171 physical measures to estimate 1331 outputs. However, using the modified version of the approach shows that the number of estimations increases and reaches 1434 among 1502. This means that the operation needed only 68 physical measurements to estimate 1482 outputs. Here, the second approach requires less physical measurements than the first one and contributes in the decrease of the production cost. This intake is also valid for the other machines. This also allows to show the interest of integrating dynamic sampling using the proposed new version of JITL.
Table 1. Results comparison between the classical approach and the modified approach

| Machine | Approach   | \( k_{mes} \) | MAPE% \(^{(1)}\) | \( \sigma_r \) \(^{(2)}\) |
|---------|------------|----------------|----------------|----------------|
| 1       | Classical  | 171            | 9.49           | 0.2            |
|         | JITL       | Modified       | 68             | 3.5            | 0.045          |
| 2       | Classical  | 157            | 12.4           | 1.43           |
|         | JITL       | Modified       | 55             | 4.38           | 0.046          |
| 3       | Classical  | 167            | 7.3            | 0.3373         |
|         | JITL       | Modified       | 69             | 3.8            | 0.045          |
| 4       | Classical  | 164            | 6.5            | 0.18           |
|         | JITL       | Modified       | 62             | 3.2            | 0.04           |
| 5       | Classical  | 155            | 7.4            | 0.13           |
|         | JITL       | Modified       | 59             | 3.5            | 0.044          |

\(^{(1)}\) \text{MAPE} = 100 \frac{1}{n} \sum_{k=1}^{n} \left| \frac{\hat{y}(k) - y(k)}{y(k)} \right|, \quad \text{\(^{(2)}\) } \sigma_r = \sqrt{\frac{1}{n-1} \sum_{k=1}^{n} \left| \frac{\hat{y}(k) - y(k)}{y(k)} \right|}

Referring also to Table 1, we note that MAPE (the Mean Absolute Percentage Error) undergoes a slight decrease for all machines. The MAPE is between two times and three times smaller using the modified JITL approach.

The relative standard deviation \( \sigma_r \) of error of estimation also decreases to nearly a third for all machines. So, it can be concluded that the proposed approach contributes to reducing the number of physical measurements by introducing a dynamic sampling measurement plan which contributes in the diminution of the cost of production, and ensures better estimation quality compared to the ones given by the classical JITL.

Table 2. Comparison the MAPE of static error using R2R based on VM and using industrial R2R

| Product | R2R type                  | MAPE % |
|---------|---------------------------|--------|
| 1       | Industrial R2R controller | 2.35   |
|         | R2R controller based on VM| 0.37   |
| 2       | Industrial R2R controller | 1.13   |
|         | R2R controller based on VM| 0.3    |
| 3       | Industrial R2R controller | 1.6    |
|         | R2R controller based on VM| 1.4    |

The second step of the test, consists of showing how the VM based on modified JITL interacts with R2R controller. To highlight the contribution of the estimated outputs, static errors of the R2R controller based on VM and that based on industrial data are compared. Without loss of generality, the comparison is made only for the first machine. In this one, 3 product types are processed.
Referring to Figure 5 and Table 2, we note that static error is improved using R2R controller based on VM for the three products and most noteworthy for the two first ones. In fact, by investigating the MAPE, this latter is 6 and 4 times less for the first and the second products using R2R controller based on VM than using the industrial R2R controller.

Figure 5. Comparison of static error using R2R based on VM and using industrial R2R

5. Conclusion
In this paper, VM module has been used to estimate non-measured DTM variables (layer thickness) based on current ETM variables. This module is calculated using anterior measured DTM with their corresponding ETM data. We have opted for that a new proposed version of JITL approach which allows to overcome the problem related to static sampling measurement, and the drawbacks of classical JITL version. We have also introduced the interaction and the interest of VM in R2R controller. Finally, a
comparison between the classical JITL approach and the modified one is made on real industrial datasets derived from CMP machines and delivered by our industrial partner. It has been shown that the contribution of the proposed approach is manifested by its improved results, especially by defining a new dynamic sampling measurement plan reduces the number of physical measurements.

Without loss of generality, we focused the work only on the first machine to see how VM estimations can react with R2R controller. We noted that quality product is improved using R2R controller based on VM.

In partnership with our industrial leader, future works will concern the application of the proposed approach to deal with missing data for the case of interconnected control loops.
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