Impact of quantum-chemical metrics on the machine learning prediction of electron density
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Machine learning (ML) algorithms have undergone an explosive development impacting every aspect of computational chemistry. To obtain reliable predictions, one needs to maintain the proper balance between the black-box nature of ML frameworks and the physics of the target properties. One of the most appealing quantum-chemical properties for regression models is the electron density, and some of us recently proposed a transferable and scalable model based on the decomposition of the density onto an atom-centered basis set. The decomposition, as well as the training of the model, is at its core a minimization of some loss function, which can be arbitrarily chosen and may lead to results of different quality. Well-studied in the context of density fitting (DF), the impact of the metric on the performance of ML models has not been analyzed yet. In this work, we compare predictions obtained using the overlap and the Coulomb-repulsion metrics for both decomposition and training. As expected, the Coulomb metric used as both the DF and ML loss functions leads to the best results for the electrostatic potential and dipole moments. The origin of this difference lies in the fact that the model is not constrained to predict densities that integrate to the exact number of electrons $N$. Since an a posteriori correction for the number of electrons decreases the errors, we proposed a modification of the model where $N$ is included directly into the kernel function, which allowed to lower the errors on the test and out-of-sample sets.

I. INTRODUCTION

The molecular electron density $\rho(\mathbf{r})$ is one of the cornerstones of modern quantum chemistry and chemical physics. Unlike the many-body wavefunction, the electron density, being a much simpler real-space scalar function, is an observable and can be measured by X-ray diffraction\(^1\) or transmission electron microscopy.\(^2\) At the same time, as shown by the first Hohenberg–Kohn theorem,\(^3\) $\rho(\mathbf{r})$ embodies the same information as the wavefunction, and thus gives access to all molecular properties either directly or from its deformations in the presence of external fields. Because of its fundamental role in electronic structure theory, the electron density is a highly appealing target for machine learning (ML) models, which is demonstrated by the growing number of works on the non-linear regression of $\rho(\mathbf{r})$. These models can be divided in two categories: those treating the field as a set of values on a real-space grid\(^4–7\) and those built on a decomposition onto a basis set.\(^8\)

In this second category, we have recently developed\(^9,10\) and demonstrated the wide-scope applicability\(^10,11\) and the generality\(^12\) of a transferable model of the electron density. The model is based on symmetry-adapted Gaussian process regression (SA-GPR)\(^13,14\) and on a local decomposition of the electron density field into an atom-centered spherical Gaussian basis. The decomposition, as any density-fitting (DF) approximation, consists of two critical parts: the selection\(^9\) or construction\(^12\) of a suitable basis set and the determination of the basis set expansion coefficients. The coefficients are determined by minimizing a loss function between the fitted and the ab initio densities. The set of density-decomposition coefficients represent the target of the machine learning model. During the training phase, the regression weights are found by minimizing a second loss function, which reflects the difference between the decomposed density and the predicted one.

In principle, any function of a set of real-space variables, such as the electron density, can be exactly expanded onto a complete set of basis functions in a unique way. In practice, the auxiliary basis sets are incomplete and the use of different loss functions leads to different expansions of the electron density.

The simplest way to fit the approximate density to the original $\rho(\mathbf{r})$ is to apply the least-squares technique\(^15–19\) and find the decomposition coefficients $\{c_i^{\text{DF}}\}$ that minimize the error

$$\text{fitting error} = \int \left| \rho(\mathbf{r}) - \sum_i c_i^{\text{DF}} \phi_i(\mathbf{r}) \right|^2 \, d^3\mathbf{r}. \quad (1)$$

This intuitive form of the fitting (decomposition) loss function can be re-stated (usually under the constraint for the number of electrons) in a more general quadratic functional of the density residue $\Delta \rho(\mathbf{r}) = \rho(\mathbf{r}) - \sum c_i^{\text{DF}} \phi_i(\mathbf{r})$.

$$\text{fitting error} = \int \Delta \rho(\mathbf{r}) \hat{O}(\mathbf{r}_1, \mathbf{r}_2) \Delta \rho(\mathbf{r}_2) \, d^3\mathbf{r}_1 \, d^3\mathbf{r}_2, \quad (2)$$

where $\hat{O}(\mathbf{r}_1, \mathbf{r}_2)$ is a two-electron operator. Eq. 1 is a special case of Eq. 2 where $\hat{O}$ is the overlap operator $\hat{S} = \delta(\mathbf{r}_{12})$.

The overlap fitting yields approximate densities that often lack accuracy.\(^19–22\) For this reason, nowadays the standard procedure for density-fitting applications is the electrostatic repulsion fitting\(^23–28\) with $\hat{O}$ being the Coulomb operator $\hat{J} = \mathbf{r}_{12}^{-1}$, which gives an approximate density whose electric field is the closest to the original one.
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The generality of Eq. 2 promotes other ways to find the decomposition coefficients. For example, the anti-Coulomb metric\(^{29}\) \(\hat{O} = -|\mathbf{r}_{12}|\), although not widely used, gives an approximate density with the closest electrostatic potential to the reference. For extended systems, in order to avoid the slow decay of the Coulomb operator, the complementary error-function Coulomb metric\(^{22,30}\) \(\hat{O} = \text{erfc}(\omega|\mathbf{r}_{12}|)\) and the Gaussian-damped Coulomb metric\(^{30}\) \(\hat{O} = \exp(-\omega|\mathbf{r}_{12}|^2)\) were also proposed. Since both of them provide a smooth transition from the Coulomb \((\omega \to 0)\) to the scaled overlap \((\omega \to \infty)\) metric, for our purposes it is sufficient to consider only the two limiting cases.

For the same reasons as the fitting of the \textit{ab initio} electron density, the choice of the loss function to fix the regression weights is also not unique. In fact, a simple regression model of the electron density can also be formulated as a least-squares problem, where the task is to find the regression weights \(\{x_j\}\) that minimize a quadratic loss function

\[
\Lambda(x) = \sum_{\text{training set}} \left| \rho(r) - \sum_j c_j^{ML} \phi_j(r) \right|^2 dr.
\]  

Eq. 3 has the same structure as the overlap density-fitting problem of Eq. 1 and can be generalized in the same fashion as Eq. 2. The possibility to change the predicted expansion coefficients simply by changing the metric both in the initial density decomposition and in the regression loss function allows, in principle, the tuning of the SA-GPR machinery for each specific application of the predicted electron density.

In principle, it is possible to construct ML loss functions using also other integrals targeted to DFT energies and energy densities, \textit{e.g.} containing \(\Delta \rho^{4/3}\) or reduced density gradients. However, such loss functions cannot be written as quadratic functions of the regression weights, and the learning step would require an iterative solution in a self-consistent manner.

Our previous works targeting the electron density with SA-GPR coincidentally exploited two different metrics (\(\hat{S}\) and \(\hat{J}\)) for the decomposition but only the overlap metric in the machine learning loss function. Given the known effects of the metric choice in the density-fitting literature\(^{19-22}\) and the lack of a corresponding systematic analysis for machine learning applications, many questions remain unanswered. For instance, is the density decomposed with one metric more difficult to learn than another? Do the associated predicted densities differ significantly? Which combinations of loss functions are the most efficient for which application? More generally, these questions also address a perhaps more fundamental topic that is how do ML models interact with deductive reasoning?

In the present work, we apply the four possible combinations of \(\hat{S}\) and \(\hat{J}\) metrics on the same set of biologically-relevant molecules and compare the quality of the predicted electron density to reproduce different electronic properties, ranging from the number of electrons to the dipole moments, electrostatic potentials (ESP), and the characterization of the density overlap region indicator (DORI).\(^{31}\) As a result of this systematic analysis, we also introduce several different schemes to restore the correct number of electrons in the predicted electron densities.

II. COMPUTATIONAL DETAILS

This work uses the side-chain–side-chain interaction subset of the BioFragment database\(^{32}\) (BFDx). From the original set, we excluded molecules containing sulfur atoms and/or more than 25 atoms, as well as several structures with unphysical atomic distances. The final dataset contains 2287 dimers and 35 of the most representative monomer structures. Out of the total set, 2000 structures (1975 dimers and 25 monomers) were randomly selected for the training set and 32 structures for the test set.

All quantum-chemical computations, except for three- and four-center overlap integrals, were made with a locally modified version of PySCF.\(^{33,34}\) The reference density matrices were computed at the \(\omega\)B97X-D\(^{35}\)/cc-pVQZ\(^{36}\) level with the RI-JK approximation. For density decomposition, the cc-pVQZ/JKFIT\(^{37}\) basis was used.

For sampling electrostatic potentials, we computed molecular surfaces\(^{38}\) \(p(r) = p_0\) with

\[
p(r) = \iint s(r - r_1) \rho_1(r_1) s(r - r_2) dr_1 dr_2,
\]

where \(\rho_1(r_1)\) is the \textit{ab initio} one-particle density matrix, \(s(r) = \exp(-a|\mathbf{r}|^2)\), \(a = 1/16\), and \(p_0 = 1/16, 1/4, 1/4,\) or 32. The error in the predicted electrostatic potential \(U_{ML}(r)\) with respect to the \textit{ab initio} one \(U(r)\) is defined as

\[
\varepsilon_{\text{ESP}} = \sqrt{\frac{\iint_S (U(r) - U_{ML}(r))^2 dS}{\iint_S dS}},
\]

and the surfaces are discretized with the spherical quadrature rules.\(^{39,40}\)

The density overlap region indicator\(^{31}\) was computed analytically on a cubic grid with a spacing of 0.1 Bohr. The comparison between two DORI fields in real space was done using the Walker–Mezy similarity measure\(^{41}\) \(L(a,a') = (0.1,0.7), (0.7,0.95),\) and (0.95, 1).

The error in the predicted dipole moment \(\mu_{ML}\) with respect to the \textit{ab initio} one \(\mu\) is defined as

\[
\varepsilon_{\text{dipole}} = |\mu - \mu_{ML}|.
\]

For a density \(\rho'(r)\), we define the absolute

\[
E_O[|\rho'|] = (\rho' - \rho)|\hat{O}|\rho' - \rho)
\]

and relative

\[
e_O[|\rho'|] = E_O[|\rho'|]/(|\rho|\hat{O}|\rho)|
\]

errors with respect to \(\rho(r)\) to be consistent with density-fitting and machine learning loss functions.

The tensorial \(\lambda\)-SOAP kernels\(^{13,14}\) were computed with the following parameters: environment cutoff \(r_{cut} = 4\) Å, Gaussian smearing \(\sigma = 0.3\) Å, angular cutoff \(l_{cut} = 6\), radial cutoff
$n_{\text{cut}} = 8$, environmental kernel exponent $\zeta = 2$. A subset of $M = 1000$ reference environments was taken to reduce the dimensionality of the regression problem, and the regularization parameter $\eta$ was set to $10^{-6}$.

### III. THE QUANTUM-CHEMICAL METRICS

#### A. Model construction

Building a ML model for the electron density first consists in fitting a linear combination of atom-centered basis functions $\{\phi_i\}$

$$
\rho_{\text{DF}}(r) = \sum_i c_i^{\text{DF}} \phi_i(r)
$$

(9)
to the molecular electron density $\rho_{\text{QM}}(r)$, which can be written in terms of the one-electron density matrix or computed on a real-space grid etc. The fitting coefficients $\{c_i^{\text{DF}}\}$ are chosen to minimize a density-fitting (DF) loss function

$$
\Lambda_{\text{DF}}(c^{\text{DF}}) = (\rho_{\text{DF}} - \rho_{\text{QM}}|\hat{O}|\rho_{\text{DF}} - \rho_{\text{QM}}) \to \min,
$$

(10)

where $\hat{O}$ is a two-electron operator (overlap $\hat{S} = \delta(|r_{12}|)$ or Coulomb repulsion $\hat{J} = |r_{12}|^{-1}$) and the shorthand for two-electron integrals is

$$
(f|\hat{O}|g) = \iint f(r_1)\hat{O}(r_1,r_2)g(r_2)d^3r_1d^3r_2.
$$

(11)
The solution for Eq. 10 is

$$
c^{\text{DF}} = O^{-1}w,
$$

(12)

where $O_{ij} = (\phi_i|\hat{O}|\phi_j)$ are the matrix elements of the operator $\hat{O}$ and $w_j = (\phi_j|\hat{O}|\rho_{\text{QM}})$ are, in the case of $O = \hat{S}$, the projections of the target field $\rho_{\text{QM}}$ onto the decomposition basis $\{\phi_i\}$. Different operators $\hat{O}$ yield different sets of coefficients $\{c_i^{\text{DF}}\}$, each of which minimizes the loss function associated with $\hat{O}$.

In the same spirit, the ML loss function can be also written as a sum over the structures of the training set (TrS)

$$
\Lambda_{\text{ML}}(x) = \sum_{i \in \text{TrS}} (\rho_{\text{ML}} - \rho_{\text{DF}}|\hat{O}'|\rho_{\text{ML}} - \rho_{\text{DF}}) \to \min,
$$

(13)

where each “predicted” density

$$
\rho_{\text{ML}}(r) = \sum_i c_i^{\text{ML}}(x) \phi_i(r)
$$

(14)
depends on the regression weights $x$ via a kernel function

$$
c^{\text{ML}}(x) = Kx,
$$

(15)
and $\hat{O}'$ is also a two-particle operator.

The DF metric $O$ and the ML metric $O'$ are independent and, in principle, can be chosen to be different. For example, as we did in Ref. 10, it is perfectly possible to take $\hat{O} = \hat{J}$ so that the decomposed densities $\rho_{\text{DF}}$ are the closest to the $ab\ initio$ densities $\rho_{\text{QM}}$ in the sense that the self-repulsion of their residuals is the minimum, and then take $\hat{O}' = \hat{S}$ so that the training-set predictions are (on average) the closest to $\rho_{\text{DF}}$ in the sense that their overlap is the maximum.

However, the use of different metrics for $O$ and $O'$ has a formally unclear physical meaning. On the other hand, using the same metric $O$ at both DF and ML steps is analogous to the minimization of a loss function

$$
\Lambda_{\text{DF+ML}}(x) = \sum_{i \in \text{TrS}} (\rho_{\text{ML}} - \rho_{\text{QM}}|\hat{O}|\rho_{\text{ML}} - \rho_{\text{QM}}),
$$

(16)
making the predictions to be the closest to the original density in the $O$-sense, as we did with the $S$-metric in Ref. 9.

#### B. Results

In this work, four sets of densities were predicted from the four possible combinations of DF and ML metrics $OO'{}$: $JJ$, $JS$, $SJ$, and $SS$. Comparison of the electron density mean errors $E_O[|\rho - \rho_{\text{QM}}|]$ (i.e., with respect to $\rho_{\text{QM}}$) for the two sets of fitted densities and four sets of predictions can be found in Fig. 1a and 1b. Among the predictions, the lowest $J$-error is observed (on average) for the $JJ$-scheme, where the $J$-metric is used for both DF and ML steps; the $SS$-scheme, where the $J$-metric is not used at all, gives the highest $J$-error. When using $S$-errors, the ranking is opposite. It is not surprising, because the goal of the framework is to yield the optimal predicted densities, and what is optimal is defined by the DF and ML metrics.

However, while the differences within the $S$-errors are less than 6%, the $J$-errors difference goes up to an order of magnitude. It seems that the ML loss function with the $S$-metric has a more shallow minimum, which can be already expected from the analysis of errors in the fitted densities alone (see also Table S4 in the Supplementary Material): it is clear that the $J$-metric not only yields a smaller error in the number of electrons than the $S$-metric, but is also more sensitive to small density differences. It is interesting that the $JS$-scheme performs worse than the $SJ$, regardless of the error metric. More detailed analysis shows that the $S$- and $J$-errors are more sensitive to the DF and ML metric respectively. This results in the error for $JS$ being larger than for $SJ$ in both cases.

The learning curves (Fig. S1a of the Supplementary Material), which are based on the relative prediction errors (using the corresponding ML metrics) with respect to their reference fitted densities, show that the predictions are almost independent on the fitting metric (the curves for the $JO$- and $SO$-schemes are nearly the same, for both $O = S$ or $J$). This trend essentially means that both the $S$- and $J$-fitting coefficients, $\{c_i^{\text{DF}}\}$, correlate with the atomic representation in a similar way. It is known that the contribution $\sum_i (O^{-1})_{ij} (\phi_i|\hat{O}'|\chi_{q'})$ of an auxiliary function $\phi_i$ centered on one atom, to the product of two basis functions $\chi_p$ and $\chi_q$, centered on another atom, decays much slower with increasing distance between these two atoms for repulsion metric than for the overlap one due to long-rangeness of the $\hat{J}$ operator. Potentially it can make $J$-coefficients harder to learn,
but in our set all the molecules were not big enough to make the difference in decay noticeable.

On the other hand, the two sets of superimposed curves (OS and OJ on Fig. S1a of the Supplementary Material) do differ. The fact that for the OS-curves the improvement from 250 to 2000 training molecules is slightly less significant than for the OJ-curves can be explained by the lower sensitivity of the S-metric as discussed above. Even though the OS-curves are lower than the OJ ones, it does not mean that the former predictions are in any way better: these are pure prediction errors with respect to the corresponding fitted densities, moreover, S-errors are shown for the OS-schemes and J-errors — for the OJ-schemes. In any case, the full-training-set prediction errors (the last points of the learning curves) are very close (5 × 10^{-5}% for OS and 6 × 10^{-5}% for OJ) and the difference is not important.

To test these metric combinations on real-life applications, we first chose two fundamentally different properties: the electrostatic potential and the density overlap region indicator computed on all the test set molecules. As shown in Fig. 1c and 1d, all four schemes lead to electrostatic potentials with a very different quality with the J-metric consistently decreasing the error. This result is not surprising considering that the J-metric yields an electron density whose electric field is the closest to the reference one.24,25 Because of the slow decay of the Coulomb potential, the J-metric incorporates accurately long-range information into the expansion coefficients and it is generally preferred in common quantum-chemical applications.19–22

Since the model is not constrained to produce densities that integrate to the correct number of electrons N (see Sec. IV A), the errors |ΔN| are also shown on Fig. 1e. The quality of the electrostatic potential does correlate with the error in the number of electrons due to non-locality of both the properties. On the other hand, DORI is much less sensitive to |ΔN|, because it explicitly depends only on the local wave vector \( \nabla \rho(\mathbf{r})/\rho(\mathbf{r}) \). As a simple example, a uniform scaling of a reference density by a factor of \( x \) leads to an error of \( (x - 1)N \) in the number of electrons and thus to an error in the electrostatic potential, but with no influence on DORI. Hence, the advantage of the J-metric observed above arises from the fact that it usually yields a smaller error in the number of electrons.
Even for the test set, which is made of structures similar to those of the training set, the predicted $|\Delta N|$ can be as large as 0.1, and even larger for out-of-sample molecules. The error in the number of electrons leads to the impossibility of reliably computing properties such as other multipole moments, electrostatic potential, or exchange-correlation energy, and thus prompts us to explore and compare different approaches to correct for $N$ both after prediction and during the learning step.

IV. THE NUMBER OF ELECTRONS

In Sec. IV A, we first discuss different ways to correct for the number of electrons given by the approximate density of one molecule either at the decomposition or at the prediction step. Next, in Sec. IV B and Sec. IV C, we propose two modifications for the model to exploit the information about the number of electrons at the learning step.

A. A posteriori correction of the predicted densities

By definition, the integral of the exact electron density over all space is the number of electrons $N$. In our case, when an approximate density is determined by a set of coefficients $\{c_i\}$, it integrates to a value

$$N(c) = \int \rho(x) d^3x = \sum c_i q_i,$$

where $q_i = \int \phi_i(x) d^3x$ is the charge bearing by the basis function $\phi_i$. Even though the loss function of Eq. 10 searches for an approximate electron density being the closest to the reference, it does not contain any explicit constraints, and the fact that we use an incomplete basis set leads to some inaccuracies in the number of electrons as in all other properties. Moreover, the predicted coefficients in the form of Eq. 15 are not constrained either and give a number of electrons close to $N$ only when the prediction errors are small enough.

The correct $N(c)$ for the density fitting has been traditionally achieved by adding a constraint on the number of electrons in the DF loss function (10). Hence, we get another set of decomposition coefficients

$$c^{DF,N} = c^{DF} + \lambda O^{-1} q,$$

where $c^{DF}$ is determined by Eq. 12 and the Lagrange multiplier $\lambda = (N - N(c^{DF}))/q^T O^{-1} q$. Even though $q_i \neq 0$ only for spherically symmetric functions, all the basis functions are coupled via the matrix $O$ and thus participate in the correction of the coefficients.

It is also possible to rewrite Eq. 18 by introducing a non-linear “operator” $\hat{P}_N$ that acts on any density in the form of a sum of atom-centered contributions (Eq. 9 or 14), giving a new density, which is the closest in $O$-sense to the “old” one, but integrates to exactly $N$ electrons,

$$\hat{P}_N c = B c + n$$

with

$$B = 1 - O^{-1}(q q^T), \quad n = \frac{N}{q^T O^{-1} q} \cdot O^{-1} q.$$

In this way it is possible to correct (to “refit”) the coefficients $c^{ML}$ predicted by the original — uncorrected — machine learning model and obtain the new coefficients $c^{ML,N} = \hat{P}_N c^{ML}$ suitable for computing electrostatic potential, multipole moments, and other extensive properties. Here it is implied that the correction metric $O$ is the same as the ML metric, but this restriction is not compulsory.

For instance, to correct the coefficients predicted for large molecules such as proteins, the straightforward computation of the dot product $O^{-1} q$ ($O = S$ or $J$) is nearly impossible, even though it can be implemented with integral screening and iterative matrix inversion methods. Since we, in principle, can use different metrics for the decomposition, prediction, and correction for the number of electrons, a way to avoid the computational burden of inverting $S$ or $J$ is to simply use the unit matrix instead, i.e. $O = I$, and use an operator $\hat{P}_N^1$. (This operator only acts on the $s$-function coefficients.)

Alternatively, an even simpler way to correct the coefficients for the number of electrons is to scale them as

$$\hat{P}_N^1 c^{ML} = \frac{N}{q^T c^{ML}} \cdot c^{ML}.$$  

This approach is somewhat arbitrary since all the coefficients, even the ones that do not contribute to the number of electrons, are scaled uniformly (one might as well scale only the coefficients for $s$-functions). In this work, we use refitting with the unit matrix and scaling of the coefficients only to correct the final predictions in order to compare them with a more solid approach of Eq. 19.

B. Constrained learning: from $M_0$ to $M_L$

In Sec. IV A we described how to correct for the number of electrons by a posteriori modification of the predictions obtained from the original model $M_0$. These procedures are independent from the regression framework and the number of electrons is never taken into account during the learning step. However, such information could improve the final result. Below, we consider two possibilities to explicitly include the particle number information into the machine learning model.

In the original framework, the coefficients for a molecular system $m$ depend on the regression weights $x$ via the kernel matrix $K_m$ (Eq. 15), and the working equations following from Eq. 13 (without regularization) are

$$x = (\sum_{m \in S} K_m^T O_m K_m)^{-1} (\sum_{m \in S} K_m^T b_m) = A^{-1} u.$$  

where $b_m = O_m c^{DF}_m$ comes from density-fitting coefficients. (If the DF and ML metrics are the same, $b \equiv w$.)

Using the Lagrange multipliers method, it is possible to constrain the model to yield $N_m$ electrons for each structure
in the training set (or, generally, in the “constraint set” CS),
\[
\Lambda'_{ML} = \sum_{m \in TrS} \left( \rho'_{m,ML} - \rho_{m,DF} \right) \hat{O} \rho'_{m,ML} - \rho_{m,DF} \\
+ 2 \sum_{m \in CS} \lambda_m \left( \int \rho'_{m,ML} \, d^3r - N_m \right).
\]  
(23)
The regression weights are
\[
x' = A^{-1}u - \sum_{m \in CS} K_m^\top q_m \lambda_m
\]  
(24)
and the Lagrange multipliers \(\{\lambda_m\}\) are the solution of the linear system
\[
\sum_{n \in CS} (q_n^\top K_m^{-1} K_n^\top q_n) \lambda_n = q_n^\top K_m^{-1} u - N_m \quad \forall m \in CS.
\]  
(25)
(We denote the constrained model \(M_L\) to distinguish it from the original \(M_0\).)
By construction, the regression weights \(x'\) lead to coefficients giving the exact number of electrons for any structure in the training set. Yet, the predicted coefficients for an arbitrary molecule are not under any constraint and should thus be corrected after prediction. A smaller error in the number of electrons is however expected in comparison to the one from the original model.
In principle, we are not restricted to put constraints on the same structures as used for the minimization of \(\Lambda'_{ML}\). The sums in Eqs. 24 and 25 can be computed over e.g. only a part of the training set, the training set and some additional structures, or a completely different set of structures. Despite having a vague physical sense, this flexibility can be exploited for better understanding the model (see Sec. II of the Supplementary Material), for example, by varying the training-set size with constant constraint subset or vice versa.

C. Modification of kernels: from \(M_L\) to \(M_K\)
With \(M_L\), the information about the number of electrons is explicitly used in the model, but only for the training-set molecules. Another more consistent possibility is to modify directly the kernel function to ensure the exact number of electrons for any set of coefficients obtained through it. In this way, the molecules in both the training and test sets are treated on the same footing, while the training-set prediction error (i.e. ML loss function) is minimized for the corrected densities.
Combining Equations 13, 15, and 19, we get a new model \(M_K\),
\[
\Lambda''_{ML} = \sum_{m \in mol} \left( \rho''_{m,ML} - \rho_{m,DF} \right) \hat{O} \rho''_{m,ML} - \rho_{m,DF},
\]  
(26)
where the \(\rho''_{m,ML}\) are determined by coefficients \(c''_{m,ML}\),
\[
c''_{m,ML} (x) = \hat{b}_{N_m}^\top K_m^\top \hat{O}_{N_m} \hat{b}_{N_m}.
\]  
(27)
The working equations become
\[
x'' = \sum_{m \in mol} K_m^\top \hat{O}_{N_m} K_m^{-1} \left( \sum_{m \in mol} K_m^\top \hat{b}_{N_m} \right)
\]  
(28)
with \(\hat{O} = B^\top OB\) and \(\hat{b} = B^\top b\) (since \(B^\top n = 0\)). Equation 28 has the same form as Eq. 22, but the original quantum-chemical data \(O\) and \(b\) are transformed by matrix \(B\) defined by Eq. 20.
The final predictions are obtained by using the regression weights \(x''\) in Eq. 27, which is analogous to the prediction according to Eq. 15 followed by the correction.
However, because the matrix \(B\) is idempotent, the modified metric matrix \(\hat{O} = B^\top OB\) by construction has a zero eigenvalue and thus is singular, making the regression problem ill-defined. To get rid of the singularity, we propose to modify the loss function and minimize the prediction error for both the corrected and uncorrected densities simultaneously, by adding to Eq. 26 a small fraction \(\alpha \in (0, 1)\) of Eq. 13,
\[
\Lambda''_{ML} = \sum_{m \in mol} \left( \alpha \cdot \left( \rho_{m,ML} - \rho_{m,DF} \right) \hat{O} \rho_{m,ML} - \rho_{m,DF} \right) \\
+ (1 - \alpha) \cdot \left( \rho''_{m,ML} - \rho_{m,DF} \right) \hat{O} \rho''_{m,ML} - \rho_{m,DF}.
\]  
(29)
The working equations are still in the form of (28) with the modified molecular data
\[
\tilde{O} = (1 - \alpha) \cdot B^\top OB + \alpha \cdot O, \\
\tilde{b} = (1 - \alpha) \cdot B^\top b + \alpha \cdot b,
\]  
(30)
we used \(\alpha = 10^{-6}\) to make the perturbation small but still have an acceptable condition number of the \(\tilde{O}\) matrix.

V. METRICS, MODELS, AND CORRECTIONS: INFLUENCE ON ESP AND DIPOLE MOMENT
In addition to \(M_0\) (Sec. III B), we computed the predictions for \(M_L\) (model of Eq. 24) and \(M_K\) (model of Eq. 28). However, even though \(M_L\) works as expected on a small set, the linear system of Eq. 25 becomes ill-defined and the constraints cannot be fulfilled on a large enough training set (number of molecules \(\approx\) number of reference environments \(M\), see Sec. II of the Supplementary Material for details). For this reason, we have dropped \(M_L\) from the discussion and focus only on \(M_0\) and \(M_K\) hereafter.
Figure 2 (solid bars) shows the errors with respect to the \(ab\ initio\) results for the electrostatic potentials and dipole moments predicted with \(M_K\) and \(M_0\) corrected according to Eq. 19. In comparison with the ESP predicted with the original \(M_0\) model (i.e., 0.8–2.3 kcal/mol in Fig. 1c), the prediction with an \(a\ posteriori\) correction leads to errors at least two times smaller (about 0.4 kcal/mol). In contrast and as expected, the DORI similarity measures are not affected by the correction (See Fig. S3 of the Supplementary Material). Including the information about the number of particles into the kernel leads to lower errors in the ESP and dipole moments than those with the \(a\ posteriori\) correction alone for both the \(JJ\) and \(SS\) combinations.
We also explore the simpler ways to correct the final predictions, i.e., the refitting with the unit matrix and the uniform scaling. Even though the kernel function of \(M_K\) is already
defined to always lead to the correct \( N \), we also make, for comparison, the final predictions with \( \hat{P}_N \) or \( \hat{P}_K \) instead of \( P_N \) in Eq. 27. The errors in ESP and dipole moments are shown on Fig. 2, pattern-filled bars. It is notable that correction with the unit metric does not significantly deteriorate the results obtained with the most sophisticated scheme and can thus be used for larger molecules inadequate for \( P_N \).

We note also that the effect of the metrics is more significant for the learning stage: \( S \)-learning always gives larger errors than \( J \)-learning. It is interesting that while \( JJ \) and \( SJ \) are nearly the same for ESP, \( SJ \) works better for the dipole moments. Yet, the \( MK \) model in combination with the \( JJ \) metric provides the best overall results on the test set.

VI. EXTRAPOLATION

To validate the results of Sec. V on larger systems, we predict the densities of the same eight oligopeptides taken from the Protein Data Bank as used in our previous work\(^ {10} \) within both the \( M_0 \) model with an \textit{a posteriori} correction and the \( M_K \) model. Evaluating the performance of the corrected models on larger molecules is especially relevant because the predictions of the electrostatic potential or multipole moments are not possible with the original \( M_0 \) models. The latter indeed yield to large errors in the number of electrons for these oligopeptides (up to two orders of magnitude larger than those for the test set, see Table S9), which makes the computation of any property from the predicted density meaningless.

The errors in the predicted ESP and dipole moments with respect to the \textit{ab initio} ones (normalized by mapping to the \([0, 1]\) interval) are shown on Fig. 3. To our surprise, the metrics \( JJ \) and \( SJ \) within \( M_0 \), which perform well on the test set, are usually the worst for the oligopeptides. Moreover, the least physically sound correction scheme — scaling — performs generally better than the sophisticated \( P_N \), suggesting an error cancellation.

Within this context, it is important to stress that our original training set is based only on the side-chain–side-chain dimer subset of BFDb with no explicit representation of peptide bonds. For this reason, the highest absolute errors in the predicted densities were shown to be mostly localized on the oligopeptide backbones.\(^ {10} \) In order to distinguish the effect of increasing the system size from the one originating from the lack of peptide backbones in the training set, the peptide bonds were “cut” and the amino and carboxyl groups were replaced with hydrogen atoms. Already within the non-corrected \( M_0 \) model, the average errors in the number of electrons for these “no-backbone” systems are an order of magnitude smaller than those for the original structures (see Table S9). For the corrected models, the normalized errors in the predicted properties are shown on Fig. 3b with the absolute errors shown in Fig. S4b. On average, the absolute errors are 3–6 times lower than those for the original oligopeptides, which confirms the significant perturbation associated with the peptide bonds, while comparing the different models and corrections. This problem, which is not the topic of this work, could be easily addressed by extending the training set. The error spread (Fig. S4b) also decreases, \( e.g. \), the ESP errors for 3OW9 lie between 1.5 and 6.6 kcal/mol, whereas for its no-backbone version the interval is \((0.6, 1.6)\) kcal/mol. Overall, all the models and metrics perform very similarly and lead to fairly impressive predictions. Akin to the test set, the \( MK, JJ \) combination with any correction scheme offers the best compromise as it leads to the most accurate predictions for most oligopeptides. Similarly, the performance of the \textit{a posteriori} corrected \( M_0 \), \( JS \) models, which was slightly inferior for the test set, is also less robust for the oligopeptide set (for additional comparisons on the oligopeptide set, refer to Figure S5 and Table S9 in the Supplementary Material).

VII. CONCLUSIONS

The analysis of the interplay between deductive reasoning based on quantum-chemical knowledge and the inductive nature of statistical learning is a fundamental issue to further
improve quantum machine learning models. In this work, we analyze the effects of varying the quantum-chemical metrics used for the decomposition and regression of the molecular electron density. We find that the machine learning loss function is more affected by the choice of metric than the loss function associated with decomposition but overall, the JJ-scheme shows the best performance. Yet, the learning exercise is equally difficult regardless of the metric used to decompose the density.

Importantly, imposing the correct number of electrons appears crucial to accurately predict extensive properties such as the ESP and multipole moments. Correcting the predictions \textit{a posteriori} for the number of electrons makes the accuracy of the \( M_0 \) model largely independent from the choice of the quantum-chemical metric. This result is especially important for periodic systems or for situations where the charge density (or another density-like object) can be obtained only on a real-space grid for which the Coulomb metric is ill-defined and the overlap has to be used. As a step forward, we propose the \( M_K \) model, in which the kernels explicitly include the information about the number of electrons. While both \textit{a posteriori} correction and kernel modification increase slightly the computational complexity on the prediction step, it is always possible to apply other corrections (such as the unit-matrix correction) when extrapolating on larger chemical systems.

Overall, this work demonstrates that choosing a proper quantum-chemical metric to optimize ML models is important and that this is especially true if the model is not built to encode all the proper fundamental physical constraints.\textsuperscript{42}

\textbf{SUPPLEMENTARY MATERIAL}

See the Supplementary Material for the learning curves, discussion of the \( M_L \) model, additional numerical data, and statistical analysis.
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I. LEARNING CURVES

The learning curves are shown on Fig. S1 and the numerical data are provided in Table S1.

![Learning Curves](image)

**FIG. S1.** Comparison of the learning curves for (a,b) four metric combinations within the \( M_0 \) model; (c,d) two metric combinations and two models (\( M_0 \) and \( M_K \)). Metric \( O \) used to compute the errors corresponds to the ML (second) metric, i.e., the \( J \)-metric for \( JJ \) and \( SJ \) and the \( S \)-metric for \( JS \) and \( SS \). The number of reference environments \( M = 1000 \).

(a): the \( JJ \) (blue) and \( SJ \) (yellow) curves are superimposed, and \( SS \) (red) and \( JS \) (green) are superimposed.

(b): the \( (M_0, SS) \) (red) and \( (M_K, SS) \) (light-blue) curves are superimposed.

The relative prediction errors \( \varepsilon_O \) are computed as

\[
\varepsilon_O = \frac{(\rho_{ML} - \rho_{DF} | \hat{O}) | \rho_{ML} - \rho_{DF})}{(\rho_{DF} | \hat{O}) | \rho_{DF})} = \frac{(c_{ML} - c_{DF})^T \hat{O} (c_{ML} - c_{DF})}{c_{DF}^T \hat{O} c_{DF}}
\]

(S1)

for \( M_0 \) and as

\[
\varepsilon_O = \frac{(c_{ML} - \tilde{c}_{DF})^T \hat{O} (c_{ML} - \tilde{c}_{DF})}{\tilde{c}_{DF}^T \hat{O} \tilde{c}_{DF}}
\]

(S2)

for \( M_K \), where \( \tilde{c}_{DF} = \hat{O}^{-1} \tilde{b} \approx c_{DF} \), while \( c_{ML} = Kx \) for both models.

| Training set fraction | \( \varepsilon_O, \% \) \( M_0, JJ \) | \( \varepsilon_O, \% \) \( M_0, SJ \) | \( \varepsilon_O, \% \) \( M_K, JJ \) | \( \varepsilon_S, \% \) \( M_0, SS \) | \( \varepsilon_S, \% \) \( M_0, JS \) | \( \varepsilon_S, \% \) \( M_K, SS \) |
|----------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 0.125                | 6.38 \times 10^{-4} | 6.30 \times 10^{-4} | 7.48 \times 10^{-4} | 1.96 \times 10^{-4} | 1.98 \times 10^{-4} | 1.91 \times 10^{-4} |
| 0.250                | 1.50 \times 10^{-4} | 1.48 \times 10^{-4} | 1.91 \times 10^{-4} | 7.68 \times 10^{-5} | 7.68 \times 10^{-5} | 7.59 \times 10^{-5} |
| 0.500                | 8.14 \times 10^{-5} | 8.37 \times 10^{-5} | 1.15 \times 10^{-4} | 5.78 \times 10^{-5} | 5.75 \times 10^{-5} | 5.72 \times 10^{-5} |
| 0.750                | 5.94 \times 10^{-5} | 5.95 \times 10^{-5} | 8.52 \times 10^{-5} | 4.47 \times 10^{-5} | 4.48 \times 10^{-5} | 4.44 \times 10^{-5} |
| 1.000                | 5.64 \times 10^{-5} | 5.63 \times 10^{-5} | 8.22 \times 10^{-5} | 4.39 \times 10^{-5} | 4.39 \times 10^{-5} | 4.37 \times 10^{-5} |
II. BREAKDOWN OF ML

In the initial tests, even though the ML model worked as expected on a $1/8$ (or $1/4$) of the training set yielding the exact number of electrons for the molecules in the training subset used, the constraints could not be fulfilled on the full training set (2000 structures) because the equation on Lagrange multipliers \[ \{ \lambda_n \} \]

\[
\sum_{n \in CS} (q^\top_m K_m A^{-1} K^\top_n q_n) \lambda_n = \sum_{n \in CS} L_m \lambda_n = q^\top_m K_m A^{-1} u - N_m \quad \forall m \in CS
\]  

(S3)

was ill-defined.

To further analyze this behavior, we modified the model such as to minimize the ML loss function only on $1/8$ of the training set (250 molecules) with constraints put on the molecules from a wider subset of the full training set (250–2000 molecules),

\{training subset TrS\} ⊆ \{constraints subset CS\} ⊆ \{full training set\},

(S4)

and computed the prediction errors $\bar{e}_O$ and the errors in the number of electrons $|\Delta N|$ on the training subset for different constraints subset sizes (Fig. S2). Since Eq. S3 is ill-defined for some constraints subsets, instead of the exact solution we took the least-squares one. The breakdown of ML is indicated by a dramatic increase of both $\bar{e}_O$ and $|\Delta N|$. These results are qualitatively similar to those obtained when the training subset and the constraints subset are the same, but the former are much faster to obtain.

Due to a large ($10^4$–$10^5$) number of atoms in the training set, a representative subset of $M$ ($\sim 10^3$) atoms (also called reference environments) is usually chosen to reduce the dimensionality of the regression problem

\[
x = (\sum_{m \in TrS} K^\top_m O_m K_m)^{-1} (\sum_{m \in TrS} K^\top_m b_m) \equiv A^{-1} u.
\]  

(S5)

Each element of $x$ of Eq. S5 represents a basis function corresponding to one of the reference environments. In this work, we first took $M = 1000$ leading to 68161 variables, and then $M = 500$ (34685 variables). In both cases, the breakdown of ML occurs when the constraints subset size approaches the number of reference environments (Fig. S2).

The matrix, which needs to be inverted to find $\{ \lambda_n \}$ can be written as

\[
H = V^\top A^{-1} V,
\]  

(S6)

where $v_n = K^\top_n q_n$ and $V$ is a matrix made of $v_n$ columns. Since

\[
\text{rank}(M_1 M_2) \leq \min(\text{rank} M_1, \text{rank} M_2)
\]  

(S7)

and the matrix $A^{-1}$ exists and thus has a full rank,

\[
\text{rank} H \leq \text{rank} V.
\]  

(S8)

The elements of $q_m$ are nonzero only for $s$-functions, and all the $s$-functions centered on the same atom share the same rows in $K_m$. Thus the rank of $V$ cannot be larger than $M$, and the breakdown is inevitable.
FIG. S2. The prediction errors $\epsilon_S$ and errors in the number of electrons $|\Delta N|$ on the training subset for different constraints subset sizes within the $(M_L, SS)$ model. The size of the training subset is 250 molecules. For both $M$ tested, the error in the number of electrons $|\Delta N|$ dramatically increases and becomes much larger than round-off errors when the number of constraints approaches $M$, indicating that the constraints are not fulfilled anymore. The same is observed (but not shown) with the condition number of the $L$ matrix.

TABLE S2. Numerical data for Fig. S2.

| Number of constraints | $\epsilon_S$, % | $|\Delta N|$ | Number of constraints | $\epsilon_S$, % | $|\Delta N|$ |
|----------------------|----------------|-------------|----------------------|----------------|-------------|
| 250                  | $3.64 \cdot 10^{-5}$ | $5.6 \cdot 10^{-12}$ | 250                  | $1.70 \cdot 10^{-5}$ | $4.0 \cdot 10^{-12}$ |
| 400                  | $3.71 \cdot 10^{-5}$ | $6.7 \cdot 10^{-12}$ | 500                  | $1.72 \cdot 10^{-5}$ | $4.7 \cdot 10^{-12}$ |
| 420                  | $3.73 \cdot 10^{-5}$ | $9.4 \cdot 10^{-12}$ | 900                  | $1.78 \cdot 10^{-5}$ | $4.4 \cdot 10^{-11}$ |
| 440                  | $3.78 \cdot 10^{-5}$ | $9.6 \cdot 10^{-12}$ | 920                  | $1.79 \cdot 10^{-5}$ | $6.0 \cdot 10^{-11}$ |
| 460                  | $3.89 \cdot 10^{-5}$ | $1.5 \cdot 10^{-11}$ | 940                  | $1.81 \cdot 10^{-5}$ | $1.7 \cdot 10^{-10}$ |
| 480                  | $4.25 \cdot 10^{-5}$ | $9.3 \cdot 10^{-11}$ | 960                  | $1.85 \cdot 10^{-5}$ | $2.8 \cdot 10^{-10}$ |
| 500                  | $3.61 \cdot 10^{-3}$ | $1.6 \cdot 10^{-7}$  | 980                  | $2.09 \cdot 10^{-5}$ | $1.5 \cdot 10^{-9}$  |
| 520                  | $4.50 \cdot 10^{-5}$ | $1.8 \cdot 10^{-4}$  | 1000                 | $3.63 \cdot 10^{-4}$ | $2.9 \cdot 10^{-7}$  |
| 540                  | $4.37 \cdot 10^{-5}$ | $2.6 \cdot 10^{-4}$  | 1020                 | $3.08 \cdot 10^{-5}$ | $3.6 \cdot 10^{-5}$  |
| 560                  | $4.02 \cdot 10^{-5}$ | $3.4 \cdot 10^{-4}$  | 1040                 | $2.49 \cdot 10^{-5}$ | $7.6 \cdot 10^{-5}$  |
| 580                  | $4.08 \cdot 10^{-5}$ | $4.8 \cdot 10^{-4}$  | 1060                 | $2.18 \cdot 10^{-5}$ | $1.1 \cdot 10^{-4}$  |
| 600                  | $4.05 \cdot 10^{-5}$ | $6.6 \cdot 10^{-4}$  | 1080                 | $2.26 \cdot 10^{-5}$ | $1.3 \cdot 10^{-4}$  |
| 1000                 | $3.81 \cdot 10^{-5}$ | $2.2 \cdot 10^{-3}$  | 1100                 | $2.15 \cdot 10^{-5}$ | $1.7 \cdot 10^{-4}$  |
| 1500                 | $3.80 \cdot 10^{-5}$ | $3.0 \cdot 10^{-3}$  | 1500                 | $1.87 \cdot 10^{-5}$ | $7.8 \cdot 10^{-4}$  |
| 2000                 | $3.78 \cdot 10^{-5}$ | $3.5 \cdot 10^{-3}$  | 2000                 | $1.86 \cdot 10^{-5}$ | $1.4 \cdot 10^{-3}$  |
III. DORI, OTHER NUMERICAL RESULTS, AND STATISTICAL ANALYSIS

FIG. S3. Mean Walker–Mezey similarity indices for DORI in the non-covalent region computed on the test set for densities predicted within the $M_0$ model (solid bars) without any constraints on the number of electrons and (pattern-filled bars) after the $a$ posteriori refitting correction; error bars show the standard deviation.

TABLE S3. Numerical data for Fig. 1 and Fig. S3: Density-fitting ($J$, $S$) and prediction ($JJ$, $JS$, $SJ$, $SS$) mean error measures on the test set (322 molecules) without any corrections for the number of electrons ($S$-metric, $J$-metric, ESP, $|\Delta N|$, DORI) and after the $a$ posteriori refitting correction (DORI-refit).

| Model     | $S$-metric mean error, bohr$^{-3}$ | $J$-metric mean error, kcal/mol | ESP mean error, kcal/mol | $|\Delta N|$ mean error | DORI mean $L(0.1,0.75)$ ± stdev, % |
|-----------|-----------------------------------|----------------------------------|--------------------------|-------------------------|--------------------------------------|
| $J$-fitting | $4.23 \cdot 10^{-3}$               | $3.39 \cdot 10^{-2}$            | $0.05$                    | $7.70 \cdot 10^{-4}$    | $82.7 \pm 1.8$                      |
| $S$-fitting | $4.15 \cdot 10^{-3}$               | $4.82 \cdot 10^{-2}$            | $1.08$                    | $1.72 \cdot 10^{-2}$    | $81.1 \pm 1.5$                      |
| $M_0$-$JJ$  | $4.40 \cdot 10^{-3}$               | $3.68 \cdot 10^{-1}$            | $0.89$                    | $1.20 \cdot 10^{-2}$    | $81.8 \pm 2.2$                      |
| $M_0$-$JS$  | $4.37 \cdot 10^{-3}$               | $5.67 \cdot 10^{-1}$            | $1.98$                    | $3.02 \cdot 10^{-2}$    | $82.3 \pm 2.1$                      |
| $M_0$-$SJ$  | $4.32 \cdot 10^{-3}$               | $4.09 \cdot 10^{-1}$            | $1.47$                    | $2.24 \cdot 10^{-2}$    | $81.1 \pm 2.1$                      |
| $M_0$-$SS$  | $4.29 \cdot 10^{-3}$               | $6.34 \cdot 10^{-1}$            | $2.30$                    | $3.57 \cdot 10^{-2}$    | $81.4 \pm 2.0$                      |

TABLE S4. Mean absolute $E_\Omega$ and relative $e_\Omega$ errors, computed on the training set, for the $S$- and $J$-fitting schemes without and with constraint on the number of electrons.

|          | $E_S$, bohr$^{-3}$ | $e_S$, ppm | $E_J$, kcal/mol | $e_J$, ppm |
|----------|-------------------|------------|----------------|------------|
| $S$-fitting | $4.2 \cdot 10^{-3}$ | 14.9       | 0.07           | 0.14       |
| $S$-fitting (constrained) | $4.2 \cdot 10^{-3}$ | 14.9       | 0.05           | 0.094      |
| $J$-fitting  | $4.2 \cdot 10^{-3}$ | 15.2       | 0.03           | 0.068      |
| $J$-fitting (constrained) | $4.2 \cdot 10^{-3}$ | 15.2       | 0.03           | 0.068      |
Numerical data for Fig. 2 are shown in Table S5.

**TABLE S5. Numerical data for Fig. 2:** Comparison of four combinations of metrics (JJ, JS, SJ, and SS), two models (M₀ and Mₖ), and three ways to correct for the number of electrons (O, I, and sc): mean errors in the electrostatic potential on the isosurface \( p₀ = 4 \) and in the dipole moments.

| Model | Electrostatic potential (kcal/mol) | Dipole moment (a.u.) |
|-------|-----------------------------------|----------------------|
|       | O        | 1        | sc       | O        | 1        | sc       |
| M₀, JJ | 4.19 · 10⁻¹ | 4.28 · 10⁻¹ | 4.39 · 10⁻¹ | 1.11 · 10⁻¹ | 1.10 · 10⁻¹ | 1.14 · 10⁻¹ |
| M₀, JS | 4.86 · 10⁻¹ | 4.83 · 10⁻¹ | 5.16 · 10⁻¹ | 1.27 · 10⁻¹ | 1.25 · 10⁻¹ | 1.36 · 10⁻¹ |
| M₀, SJ | 4.05 · 10⁻¹ | 4.10 · 10⁻¹ | 4.28 · 10⁻¹ | 9.57 · 10⁻² | 9.42 · 10⁻² | 1.02 · 10⁻¹ |
| M₀, SS | 4.79 · 10⁻¹ | 4.79 · 10⁻¹ | 5.13 · 10⁻¹ | 1.18 · 10⁻¹ | 1.15 · 10⁻¹ | 1.29 · 10⁻¹ |
| Mₖ, JJ | 2.53 · 10⁻¹ | 2.91 · 10⁻¹ | 3.22 · 10⁻¹ | 5.89 · 10⁻² | 5.86 · 10⁻² | 7.07 · 10⁻² |
| Mₖ, SS | 4.06 · 10⁻¹ | 4.34 · 10⁻¹ | 4.67 · 10⁻¹ | 9.31 · 10⁻² | 1.00 · 10⁻¹ | 1.11 · 10⁻¹ |

**TABLE S6.** Comparison of four combinations of metrics (JJ, JS, SJ, and SS), two models (M₀ and Mₖ), and three ways to correct for the number of electrons (O, I, and sc): mean errors in the electrostatic potential on the isosurfaces with different \( p₀ \).

| Model     | \( p₀ = 1/16 \) | \( p₀ = 1/4 \) | \( p₀ = 1 \) | \( p₀ = 4 \) | \( p₀ = 32 \) |
|-----------|-----------------|-----------------|--------------|--------------|--------------|
| M₀, SS (O) | 2.58 · 10⁻¹ | 3.04 · 10⁻¹ | 3.70 · 10⁻¹ | 4.79 · 10⁻¹ | 9.08 · 10⁻¹ |
| M₀, SJ (O) | 2.15 · 10⁻¹ | 2.54 · 10⁻¹ | 3.11 · 10⁻¹ | 4.05 · 10⁻¹ | 7.72 · 10⁻¹ |
| M₀, JS (O) | 2.68 · 10⁻¹ | 3.13 · 10⁻¹ | 3.80 · 10⁻¹ | 4.86 · 10⁻¹ | 9.08 · 10⁻¹ |
| M₀, JJ (O) | 2.32 · 10⁻¹ | 2.71 · 10⁻¹ | 3.28 · 10⁻¹ | 4.19 · 10⁻¹ | 7.82 · 10⁻¹ |
| M₀, SS (I) | 2.13 · 10⁻¹ | 2.52 · 10⁻¹ | 3.10 · 10⁻¹ | 4.06 · 10⁻¹ | 7.86 · 10⁻¹ |
| M₀, SJ (I) | 1.33 · 10⁻¹ | 1.57 · 10⁻¹ | 1.93 · 10⁻¹ | 2.53 · 10⁻¹ | 5.23 · 10⁻¹ |
| M₀, JS (I) | 2.56 · 10⁻¹ | 3.02 · 10⁻¹ | 3.69 · 10⁻¹ | 4.79 · 10⁻¹ | 9.15 · 10⁻¹ |
| M₀, JJ (I) | 2.16 · 10⁻¹ | 2.55 · 10⁻¹ | 3.14 · 10⁻¹ | 4.10 · 10⁻¹ | 7.95 · 10⁻¹ |
| M₀, SS (sc) | 2.65 · 10⁻¹ | 3.10 · 10⁻¹ | 3.76 · 10⁻¹ | 4.83 · 10⁻¹ | 9.09 · 10⁻¹ |
| M₀, SJ (sc) | 2.34 · 10⁻¹ | 2.74 · 10⁻¹ | 3.33 · 10⁻¹ | 4.28 · 10⁻¹ | 8.05 · 10⁻¹ |
| M₀, JS (sc) | 2.28 · 10⁻¹ | 2.70 · 10⁻¹ | 3.31 · 10⁻¹ | 4.34 · 10⁻¹ | 8.62 · 10⁻¹ |
| M₀, JJ (sc) | 1.48 · 10⁻¹ | 1.76 · 10⁻¹ | 2.19 · 10⁻¹ | 2.91 · 10⁻¹ | 6.14 · 10⁻¹ |
| M₀, SS (sc) | 2.78 · 10⁻¹ | 3.27 · 10⁻¹ | 3.97 · 10⁻¹ | 5.13 · 10⁻¹ | 9.68 · 10⁻¹ |
| M₀, SJ (sc) | 2.28 · 10⁻¹ | 2.69 · 10⁻¹ | 3.29 · 10⁻¹ | 4.28 · 10⁻¹ | 8.22 · 10⁻¹ |
| M₀, JS (sc) | 2.85 · 10⁻¹ | 3.33 · 10⁻¹ | 4.03 · 10⁻¹ | 5.16 · 10⁻¹ | 9.60 · 10⁻¹ |
| M₀, JJ (sc) | 2.41 · 10⁻¹ | 2.83 · 10⁻¹ | 3.42 · 10⁻¹ | 4.39 · 10⁻¹ | 8.24 · 10⁻¹ |
| Mₖ, SS (sc) | 2.48 · 10⁻¹ | 2.92 · 10⁻¹ | 3.58 · 10⁻¹ | 4.67 · 10⁻¹ | 9.27 · 10⁻¹ |
| Mₖ, JJ (sc) | 1.67 · 10⁻¹ | 1.98 · 10⁻¹ | 2.45 · 10⁻¹ | 3.22 · 10⁻¹ | 6.65 · 10⁻¹ |
However, the error values have a wide spread (mean \(\approx\) standard deviation), and do not obey the normal distribution. Even though Fig. 2 shows the mean values as an illustration, additional analysis is needed to show the statistical relevance of the error differences. Table S7 shows the \(p\)-values obtained with the Wilcoxon matched-pairs signed rank test\(^{S1}\) computed using the R\(^{S2}\) stats module implementation.\(^{S3,S4}\)

TABLE S7. \(p\)-values obtained with Wilcoxon test for the test set errors in the ESP and dipole moments within the \(M_0\) and \(M_K\) models (refitting correction for \(N\)) and all the metric combinations used in the work. The cells are colored in green when \(p < 0.05\) and in red when \(p > 0.95\).

| Model     | ESP          | dipole moments |
|-----------|--------------|----------------|
|           | \(M_0, SS\) | \(M_0, SJ\) | \(M_0, JS\) | \(M_K, SS\) | \(M_K, JJ\) | \(M_0, SS\) | \(M_0, SJ\) | \(M_0, JS\) | \(M_K, SS\) | \(M_K, JJ\) |
| \(M_0, SS\) | \(\times\) | 0.00 | 0.18 | 0.00 | 0.00 | 0.00 | \(\times\) | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| \(M_0, SJ\) | 1.00 | \(\times\) | 1.00 | 0.02 | 0.51 | 0.00 | 1.00 | \(\times\) | 1.00 | 1.00 | 0.85 | 0.00 |
| \(M_0, JS\) | 0.82 | 0.00 | \(\times\) | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | \(\times\) | 0.00 | 0.00 | 0.00 | 0.00 |
| \(M_K, SS\) | 1.00 | 0.49 | 1.00 | 0.02 | \(\times\) | 0.00 | 1.00 | 0.15 | 1.00 | 0.96 | \(\times\) | 0.00 |
| \(M_K, JJ\) | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | \(\times\) | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | \(\times\) |

If the \(p\)-value is less than a significant level \(\alpha\), we can conclude that the median of the values of the first sample (column) is significantly smaller than the median of the values for the second sample (row); if \(p > 1 - \alpha\), the first sample is significantly larger than the second sample. With \(\alpha = 0.05\), the ESP the errors are ranged as

\[
M_K, JJ < M_0, JJ < M_0, SJ \approx MK, SS < M_0, JS \approx M_0, SS
\]  \(\text{(S9)}\)

and for the dipole moments as

\[
M_K, JJ < M_0, SJ \approx MK, SS < M_0, JJ < M_0, SS < M_0, JS
\]  \(\text{(S10)}\)

and \((MK, JJ)\) is the best model tested.
IV. EXTRAPOLATION

Both 2D5W and 3WNE contain the proline residue (see Table S8 for the composition of the oligopeptides), which is not represented in the training set and can be significantly distorted after cutting. In addition, 3WNE is the only cyclic structure on which a prediction is made. Its strained backbone has thus not been seen by the model. This can explain the high absolute errors (Fig. S4) for these two oligopeptides.

**TABLE S8. Composition of the oligopeptides**

| PDB ID   | Sequence          |
|----------|-------------------|
| 4OLR (4OLR_1) | Tyr Val Val Phe Val   |
| 3OW9 (3OW9_1) | Lys Leu Val Phe Phe Ala |
| 3FOD (3FOD_1) | Ala Ile Leu Ser Ser Thr |
| 2D5W (2D5W_2) | Ala Ser Lys Pro Lys |
| 3FG5 (3FG5_2) | Phe Leu Ser Tyr Lys |
| 3WNE (3WNE_2) | Pro Lys Ile Asp Asn Gly |
| 1BC5 (1BC5_2) | Asn Trp Glu Thr Phe |
| 1BXX (1BXX_2) | Asp Tyr Gln Arg Leu Asn |

FIG. S4. Additional data for Fig. 3: Comparison of the four combinations of metrics (JJ, JS, SI, and SS), two models (M₀ and M₀), and three ways to correct for the number of electrons (O, 1, and sc) by prediction for eight oligopeptides (labeled by PDB ID). Each square represents an error in predicted electrostatic potential on the isosurface \( p_0 = 0.125 \) or dipole moments of (a) oligopeptides and (b) “no-backbone” oligopeptides. Unlike Fig. 3, here the absolute errors are presented.
TABLE S9. The errors in the number of electrons $\Delta N$ for the predictions of the original model $\text{M}_0$ before the *a posteriori* correction and the mean absolute errors (MAE) for each metric set along with the total number of electrons $N$, both for the original oligopeptides and the “no-backbone” structures.

### Original oligopeptides

|        | 4OLR | 3OW9 | 3FOD | 2DSW | 3FG5 | 3WNE | 1BC5 | 1BXX | MAE  |
|--------|------|------|------|------|------|------|------|------|------|
| $\Delta N$ |      |      |      |      |      |      |      |      |      |
| Total $N$ | 336  | 390  | 318  | 286  | 352  | 334  | 368  | 430  |      |
| $\text{M}_0, SS$ | 1.12 | 1.56 | 1.50 | 1.40 | 0.90 | 1.83 | 1.02 | 1.21 | 1.30 |
| $\text{M}_0, SJ$ | 1.18 | 1.50 | 1.43 | 1.46 | 1.23 | 2.10 | 1.28 | 1.42 | 1.03 |
| $\text{M}_0, JS$ | 0.83 | 1.21 | 1.21 | 1.11 | 0.62 | 1.32 | 0.83 | 0.87 | 1.49 |
| $\text{M}_0, JJ$ | 1.05 | 1.33 | 1.31 | 1.28 | 1.06 | 1.73 | 1.18 | 1.21 | 1.35 |

### No-backbone oligopeptides

|        | 4OLR | 3OW9 | 3FOD | 2DSW | 3FG5 | 3WNE | 1BC5 | 1BXX | MAE  |
|--------|------|------|------|------|------|------|------|------|------|
| $\Delta N$ |      |      |      |      |      |      |      |      |      |
| Total $N$ | 226  | 260  | 188  | 176  | 242  | 212  | 258  | 300  |      |
| $\text{M}_0, SS$ | -0.10 | 0.11 | 0.06 | 0.39 | -0.01 | 0.02 | -0.11 | 0.13 | 0.07 |
| $\text{M}_0, SJ$ | -0.13 | -0.11 | -0.13 | 0.11 | -0.06 | -0.10 | -0.14 | -0.01 | 0.11 |
| $\text{M}_0, JS$ | -0.09 | 0.09 | 0.07 | 0.34 | -0.02 | -0.03 | -0.08 | 0.13 | 0.10 |
| $\text{M}_0, JJ$ | -0.08 | -0.06 | -0.09 | 0.12 | -0.02 | -0.08 | -0.07 | 0.06 | 0.12 |

FIG. S5. Comparison of the Coulomb-metric errors ($e_J$ and $E_J$) between the *ab initio* and the predicted densities using the original not-corrected $\text{M}_0$ model (JS-scheme) and the corrected $\text{M}_K$ model (JJ-scheme) for the oligopeptides in Ref. S5. Except for the more challenging cyclopeptide (3WNE), the varying trends essentially arise from the different protein sizes (and number of electrons) (see Table S9).
V. COMPARISON OF $L^2$ AND $L^1$ NORMS

The use of the $L^2$ norm (Eq. S11) to define the error in the main text arises naturally from the quadratic form of both the decomposition and the learning loss functions. Nonetheless, in the past,\textsuperscript{S5} we have explored the possibility to report the density error using the $L^1$ norm (Eq. S12), which has the advantage to be more robust with respect to the presence of eventual outliers in the dataset. To establish a more clear connection between the results presented in this work and our previous research, we show in Fig. S6 the numerical value of the $L^1$ and $L^2$ errors for the original $JS$ model used for instance in Ref. S5. Not surprisingly, the quadratic form of the $L^2$ norm leads to smaller absolute values of the error and a steeper curve, due to the increased sensitivity to density variability in the dataset.

$$L^2\text{error} = e_S = \frac{\int (\rho_{ML}(\mathbf{r}) - \rho_{DF}(\mathbf{r}))^2 d^3\mathbf{r}}{\int \rho_{DF}^2(\mathbf{r}) d^3\mathbf{r}}$$ \hspace{1cm} (S11)

$$L^1\text{error} = \frac{\int |\rho_{ML}(\mathbf{r}) - \rho_{DF}(\mathbf{r})| d^3\mathbf{r}}{\int |\rho_{DF}(\mathbf{r})| d^3\mathbf{r}}$$ \hspace{1cm} (S12)
VI. PERFORMANCE OF $M_0$ ON DIPOLE MOMENTS

Since the original ML model ($M_0$) is not constrained to predict densities with the exact number of electrons, they do not integrate to exactly cancel out the sum of nuclear charges, leaving the molecules partially charged. For charged systems, dipole moments and higher multipoles are not uniquely defined and their values depend on the origin of the chosen frame of reference. In practice, this means that it is possible to obtain any value of the dipoles (including the correct one) just by choosing an *ad hoc* origin of the coordinate system for each molecule. As the choice of origin is entirely arbitrary, we do not use dipole moments to assess the effects of the metric in the main text.

For completeness, however, we report here the performance of $M_0$ for the prediction of dipole moments with all possible metric combinations by fixing the origin of the coordinate system to the nuclear center of charge. Nonetheless, since this coordinate choice is as good as any other, we do not discuss further the performance of each metric combination.

![Dipole moments](image)

**FIG. S7.** Mean errors in dipole moments computed on the test set for fitted ($J$ and $S$) and predicted ($JJ$, $JS$, $SJ$, and $SS$) densities within the $M_0$ model without any constraints on the number of electrons, computed with respect to the corresponding $\rho_{QM}$.
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