Validity of compressibility equation and Kirkwood-Buff theory in crystalline matter
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Volume integrals over the radial pair-distribution function, so-called Kirkwood-Buff integrals (KBIs) play a central role in the theory of solutions, by linking structural with thermodynamic information. The simplest example is the compressibility equation, a fundamental relation in statistical mechanics of fluids. Until now, KBI theory could not be applied to crystals, because the integrals strongly diverge when computed in the standard way. We solve the divergence problem and generalize KBI theory to crystalline matter by using the recently proposed finite-volume theory. For crystals with harmonic interaction, we derive an analytic expression for the peak shape of the pair-distribution function at finite temperature. From this we demonstrate that the compressibility equation holds exactly in harmonic crystals.

In statistical mechanics a close link exists between fluctuations of extensive variables and response functions. For example, the density and concentration fluctuations in a fluid are directly related to the isothermal compressibility, partial molar volumes and diffusion coefficients [1–3]. Density fluctuations can be accessed experimentally as the long-wave-length limit of the structure factor and theoretically from volume integrals over the pair-distribution function (PDF), so-called Kirkwood-Buff integrals (KBIs) [4]. KBI theory was developed for fluids, i.e. homogeneous and isotropic systems. In solids, these symmetries are spontaneously broken and statistical mechanics commonly starts from the perfect crystal [5]. Defects and lattice vibrations are treated as a perturbation [6]. This approach is efficient at low temperature and low defect concentration, but it breaks down near the solid-liquid phase transition and in amorphous and nanostructured materials. Therefore a common set of statistical mechanical techniques, valid for all states of matter is highly desirable. The PDF should be a key element of such a framework, since it can be easily obtained for all kinds of matter [7], including amorphous and crystalline solids [8, 9], liquids and gases. This raises the question whether KBI theory, which is a cornerstone of the theory of solutions [2, 3, 10, 11], is valid in the solid state. Surprisingly, this basic question has, to the best of our knowledge, not yet been answered.

In this letter, we demonstrate that KBI theory is valid for crystalline matter, i.e. thermodynamic quantities such as the isothermal compressibility, can be obtained from the PDF, in principle in the same way as in fluids. In crystals, KBIs diverge when computed in the standard way as “running” integrals. We solve the divergence problem by starting from the recently developed KBI theory for finite volumes [12]. For a monoatomic crystal with harmonic interactions, we derive an analytic expression for the thermal broadening of the PDF. From this we calculate the crystal KBI at finite temperatures and demonstrate that the compressibility equation holds exactly in harmonic crystals. Our findings extend the validity and applicability of KBI theory, hitherto used only in homogeneous fluids, to all phases of matter, and thus open up new ways for the thermodynamic modeling of complex materials.

We consider a monoatomic system for simplicity. Generalization of the present theory to multicomponent systems is straightforward. The instantaneous position of particle \(i\) is \(r_i\). The single-particle density is given by \(\rho(r) = \langle \delta(r - r_i) \rangle\), where \(\langle \ldots \rangle\) denotes the grand-canonical ensemble average. The PDF is defined as

\[
g(r', r'') = \frac{\langle \delta(r' - r_i) \delta(r'' - r_j) \rangle}{\rho(r') \rho(r'')} \tag{1}
\]

For a homogeneous and isotropic system the density is constant \(\rho(r) = \rho\). The PDF depends only on the pair distance \(r = |r'| = |r' - r''|\) and simplifies to

\[
g(r) = \frac{1}{V^2} \rho^2 \langle \sum_{i \neq j} \delta(r - r_i + r_j) \rangle \tag{2}
\]

where \(V\) is the volume of the system. In a crystal, the translational and rotational symmetry are broken, and so Eq. (2) does not follow directly from Eq. (1). Here we consider the statistical ensemble of arbitrarily shifted and rotated crystals, corresponding to a powder sample [13]. Since this ensemble is homogeneous and isotropic, Eq. (2) is valid and commonly used in powder diffraction analysis [8]. The finite-volume KBI is defined as [12]

\[
G^V = \frac{1}{V} \int_V dr' \int_V dr'' g(r) - 1 \tag{3}
\]

By inserting Eq. (2) into (3) we obtain the well-known relation between the KBI and the particle number fluctuations in the volume \(V\) [12]

\[
\Gamma^{-1}(V) = \left( \frac{\langle N^2 \rangle - \langle N \rangle^2}{\langle N \rangle} \right) = 1 + \rho G^V \tag{4}
\]

where \(N\) is the instantaneous number of particles in \(V\) and \(\langle N \rangle = \rho V\) is its grand-canonical ensemble average. We shall refer to \(\Gamma^{-1}\) as the fluctuation function. It is also known as the thermodynamic correction factor [14].
We first consider a perfect crystal at zero temperature neglecting zero-point motion. The PDF in Eq. (2) becomes

\[ 4\pi^2 \rho g(r) = \sum_{\textbf{R} \neq 0} \delta(r - |\textbf{R}|) = \sum_{s=1}^{\infty} n_s \delta(r - R_s), \]

where \( \textbf{R} \) are the lattice sites and the sum on the r.h.s. runs over shells \( s \), containing \( n_s \) lattice points at a distance \( R_s \) from the origin. Throughout this paper, the nearest neighbor distance \( d \) is taken as the unit length. The PDF of the fcc lattice is shown in Fig. 1a. It compares well with low temperature PDF data of fcc crystals, such as Al [8]. In the limit \( V \to \infty \), Eq. (3) simplifies to [4]

\[ G^\infty = \int_0^\infty (g(r) - 1)4\pi r^2 dr, \]

provided that the integrals in Eq. (3) converge absolutely. This condition is met in fluids, since \( g(r) - 1 \) vanishes for distances larger than the correlation length. KBIs are commonly computed as running integrals,

\[ G_0(L) = \int_0^L (g(r) - 1)4\pi r^2 dr, \]

where \( L \) is a cut-off radius. The corresponding fluctuation function \( \Gamma^{-1}(L) = 1 + \rho G_0(L) \), is plotted in Fig. 1b. It shows large oscillations whose amplitude grows linearly with \( L \). Comparing Figs 1a and 1b, we see that the oscillations of the PDF become strongly amplified upon volume integration. This effect may also occur in liquids for small \( L \) [12]. However, in liquids the running KBI eventually converges, namely when \( L \) exceeds the correlation length. In a crystal, the correlation length is infinite and the running KBI never converges. From this result, one might think that KBI theory cannot be applied to crystals. We now show that this is not true and we devise a method for calculating KBIs in crystals.

The finite volume KBI in Eq. (3) can be transformed exactly to a one-dimensional integral [12, 15] as

\[ G^V = G(L) = \int_0^L (g(r) - 1)y(r/L)4\pi r^2 dr, \]

where \( y(x) \) is a geometrical function characteristic of the shape of the volume \( V \) and \( L \) is the maximum distance between any two points in \( V \). We consider a sphere of diameter \( L \). In this case, \( y(x) = 1 - 3x/2 + x^3/2, x = r/L \) [12].

The fluctuation function \( \Gamma^{-1}(L) \) obtained with the finite-volume KBI of Eq. (8) is shown in Fig. 1c. It clearly converges for \( L \to \infty \), in sharp contrast to the running KBI (Fig. 1b). We find \( \Gamma^{-1}(L) \to 0 \), which is the correct limit, since the particles are immobile in a perfect crystal and thus the particle number fluctuations must vanish for \( V \to \infty \). For a system with finite correlation length, e.g. a fluid away from the critical point, we previously proved that \( \Gamma^{-1}(L) - \Gamma^{-1}(\infty) \) varies as \( 1/L \) [12]. As seen in Fig. 1c, this also holds for crystals, despite the fact that the particle positions are correlated over infinite distances. Importantly, \( \Gamma^{-1}(L) \) is strictly positive, which is a necessary property of a variance (Eq. 4). In contrast, \( \Gamma^{-1}(L) \) (Fig. 1b) is not always positive, and thus does not describe particle fluctuations for finite \( L \) [15, 16].

At finite temperature, the peaks of the PDF become broadened due to vibrations of the atoms around their equilibrium positions. We now derive an analytic expression for the broadening function of a monoatomic harmonic crystal. Let \( \textbf{R} + \textbf{u} \) be the instantaneous position of the atom at lattice site \( \textbf{R} \) and \( \textbf{u} \) the displacement vector. A lattice vibration is described by

\[ \textbf{u}_k(\textbf{R},t) = \textbf{u}_{k,0} \cos(k \cdot \textbf{R} - \omega_k t), \]

where \( k \) is the wave vector, \( \omega_k \) the frequency and \( \textbf{u}_{k,0} \) the amplitude. For each \( k \) there are three modes with...
different polarization $\lambda$. We first consider any one of them. The amplitude $u_{k,0}$ is related to the temperature through the equipartition theorem as

$$\frac{1}{2} k_B T = \frac{1}{2} m \omega_k^2 \sum_R \langle u_k(R, t)^2 \rangle = \frac{1}{4} N m \omega_k^2 u_{k,0}^2,$$  \hspace{1cm} (10)

where $\langle \ldots \rangle$ denotes the time average and $N$ is the number of atoms. The relative displacement of the atom at site $R$ with respect to the atom at the origin, for one phonon polarization $\alpha$, is $\Delta u_k(R, t) = u_k(R, t) - u_k(0, t)$. From Eq. (9), the time average of the square of the relative displacement is easily found to be

$$\langle \Delta u_k(R)^2 \rangle = u_{k,0}^2 (1 - \cos \mathbf{k} \cdot \mathbf{R}). \hspace{1cm} (11)$$

In the harmonic approximation the phonons are independent and so the mean square displacement is additive. Therefore the total mean square $\sigma^2 = \langle \Delta u(R)^2 \rangle$ is obtained by summing over all wave vectors in the Brillouin zone. This yields

$$\sigma^2 = \frac{2k_B T}{m N} \int_{BZ} d\mathbf{k} \frac{1 - \cos \mathbf{k} \cdot \mathbf{R}}{\omega_k^2}, \hspace{1cm} (12)$$

where $V$ is the volume of the crystal. Here, the $k$-space volume element $d\mathbf{k} = 8\pi^3/V$. We use spherical coordinates $\mathbf{r}$, the relative displacement $\Delta \mathbf{u}$ with respect to the atom at the origin, for one phonon polarization $\lambda$. Being the sum of many independent modes, the probability distribution can be taken as Gaussian. Upon summing over the three polarizations $\lambda$, the distribution is also isotropic. We consider the distance vector $\mathbf{r}$ between the atom at site $R$ and the atom at site $0$. It is given by $\mathbf{r} = \mathbf{R} + \Delta \mathbf{u}(\mathbf{R})$. Its probability distribution is a three-dimensional Gaussian centered at $\mathbf{R}$,

$$P(\mathbf{r}, \mathbf{R}) = \frac{1}{(\sqrt{2\pi} \sigma)^3} \exp \left(-\frac{(\mathbf{r} - \mathbf{R})^2}{2\sigma^2} \right). \hspace{1cm} (15)$$

For the PDF we need the corresponding radial distribution, obtained by multiplying Eq. (15) by $r^2$ and integrating over the angles of $\mathbf{r}$. We use spherical coordinates with the $z$-axis along $\mathbf{R}$. After some straightforward algebra, we find the radial probability distribution function

$$P(r, R) = \frac{1}{\sqrt{2\pi} \sigma R} \times \left( \exp \left(-\frac{(r - R)^2}{2\sigma^2} \right) - \exp \left(-\frac{(r + R)^2}{2\sigma^2} \right) \right), \hspace{1cm} (16)$$

where $\sigma$ is a function of $R$, given by Eq. (14). The PDF of the harmonic crystal at finite temperature is obtained by replacing the delta-functions in the zero-temperature PDF, Eq. (5), by the peak function (16), which yields

$$4\pi r^2 \rho g(r) = \sum_{s=1}^{\infty} n_s P(r, R_s). \hspace{1cm} (17)$$

The temperature dependence comes from the peak width $\sigma(R, T)$ given by Eq. (14). In the following we shall refer to the reduced temperature $T/T_0$, where $T_0 = mc^2/k_B$. Note that in the harmonic approximation the speed of sound $c$ is temperature independent and so $T_0$ is a constant.

In Fig. 2 the PDF $g(r)$ of Eq. (17) is plotted for $T/T_0 = 0.02$ (green line) and $T/T_0 = 0.1$ (blue line) for the fcc crystal. As expected, the PDF becomes smoother with increasing temperature, but its oscillations do not decay exponentially. From the PDF for $T/T_0 = 0.1$, the fluctuation function is computed with either running or finite volume KBI. The running KBI $\Gamma_0^I(L)$ (black line) strongly diverges. Comparison with the $T = 0$ result in Fig. 1 shows that the oscillations are reduced at finite temperature but they still increase linearly with $L$. As a consequence, the running KBI cannot be used for crystals, even at finite temperature. In contrast, the result obtained with the finite-volume KBI ($\Gamma^{-1}(L)$, red line) converges smoothly to a finite, positive limit $\Gamma^{-1}(\infty)$.

In Fig. 3 the convergence of $\Gamma^{-1}(L)$ is studied as a function of $1/L$ for reduced temperatures $T/T_0$ in the range from 0.002 to 0.05. Assuming $T_0 = 5000$ K, which is a typical value for solid argon, this corresponds to $T = 10–250$ K. It can be seen that at all temperatures, the oscillations are large, but the curves clearly converge to $\Gamma^{-1}(\infty) = T/T_0$. This is the value predicted by the compressibility equation as will be shown below. The numerical values of $\Gamma^{-1}(\infty)$, obtained from a linear regression of the curves in the range $1/L < 0.075$ (straight}s
peak shapes. First, if the peak function \( \Gamma_0 \) is replaced by a simple, normalized Gaussian of the same width, then \( \Gamma^{-1} \) diverges (Fig. 4 (a), black line). Second, if the exact peak shape Eq. (16) is used but with a fixed peak width, i.e. \( \beta = 0 \) in Eq. (14), then \( \Gamma^{-1}(L) \) converges to zero instead of \( T/T_0 \) for \( L \to \infty \) (Fig. 4 (c), blue line). At finite temperature, \( \Gamma^{-1}(\infty) = 0 \) implies vanishing compressibility, which is unphysical. Comparison between Fig. 3 (b) and (c) also shows that the temperature dependence of the KBI is entirely due to the small variation of the PDF peak width with distance, i.e. the \( 1/R \) term in Eq. (14).

From the results in Fig. 3 we conclude that the finite-volume KBI of the harmonic crystal converges to \( \Gamma^{-1}(\infty) = T/T_0 \) for any temperature, where \( T_0 = mc^2/k_B \) by definition. The speed of sound \( c \) is related to the isentropic compressibility \( \kappa_S \), by the Newton-Laplace equation, \( \kappa_S = (pmc^2)^{-1} \), which holds in any phase of matter. Thus we have \( \Gamma^{-1}(\infty) = \kappa_S k_B T \). In condensed matter, \( \kappa_S \approx \kappa_T \) where \( \kappa_T \) is the isothermal compressibility. Equality holds exactly when the thermal expansion is zero, which is the case for harmonic interaction considered here [6]. With Eq. (1), it follows that \( 1 + \rho G^\infty \equiv \Gamma^{-1}(\infty) = \kappa_T k_B T \). This is the compressibility equation [12] [3]. We have thus proved that this fundamental relation of the statistical mechanics of fluids, also holds in crystalline solids. The only difference between fluids and solids is the way how \( G^\infty \) can be computed. In fluids, the finite-volume KBI \( G^V \) in Eq. (3) converges absolutely and so the infinite volume limit \( G^\infty \) can be obtained with the usual expression, Eq. (6). In crystals, where the correlation length is infinite, \( G^V \) does
not converge absolutely and so the order of integration in Eq. (3) cannot be changed at will. As a consequence, the standard expression of $G^\infty$, Eq. (4) is ill-defined and the running KBI (7) cannot be used. Instead, $G^\infty$ must be calculated with the finite-volume KBI, $G^V$ (Eq. 3) or $G(L)$ (Eq. 8). Our findings show that KBI theory can be applied to crystals, and that the compressibility can be obtained form the PDF in the same way as in liquids, provided that the finite-volume KBI method (12) is employed. Here we have used the harmonic approximation and have disregarded quantum zero-point motion, in order to obtain analytical results. Anharmonic effects play an important role in the thermodynamic of solids, and must be taken into account for comparison with experiment. Anharmonic and quantum effects will modify the PDF, which may be computed using molecular simulations (17). However, this does not change the way how the KBI is obtained from the PDF.

In summary, we have generalized KBI theory, which is widely used in fluids, to crystalline solids. The divergence of standard KBI has been solved by using the finite volume KBI theory. For a harmonic crystal, we have derived an analytic expression for the PDF peak shape and have proved that the compressibility equation holds exactly. The present findings show that KBI is fully valid in solids, and thus opens new avenues for the thermodynamic modeling of structurally complex matter and for solid-liquid phase transitions.
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