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Abstract. We introduce and study twelve multivariable theta functions defined by pfaffians with elliptic function entries. We show that, when the crossing parameter is a cubic root of unity, the domain wall partition function for the eight-vertex-solid-on-solid model can be written as a sum of two of these pfaffians. As a limit case, we express the domain wall partition function for the three-colour model as a sum of two Hankel determinants. We also show that certain solutions of the TQ-equation for the supersymmetric eight-vertex model can be expressed in terms of elliptic pfaffians.
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1. Introduction

The Izergin–Korepin determinant [1] is an explicit expression for the partition function of the inhomogeneous six-vertex model with domain-wall boundary conditions. In an appropriate normalization, it takes the form

$$\prod_{i,j=1}^{n}(u_i - v_j)(qu_i - v_j) \prod_{1 \leq i < j \leq n}(u_i - u_j)(v_i - v_j) \det \left( \frac{1}{(u_i - v_j)(qu_i - v_j)} \right),$$

(1.1)

where $u_1, ..., u_n, v_1, ..., v_n$ are spectral parameters and $q$ the crossing parameter of the model. A particularly interesting case is $q = e^{2i\pi/3}$, which was used by Kuperberg in his proof of the alternating sign matrix conjecture [2]. Okada [3] and Stroganov [4] found that, in this case, the partition function is not only separately symmetric in the variables $u_j$ and $v_j$, but jointly symmetric. More precisely, if we replace each $u_j$ by $qu_j$ and multiply with the constant $q^3$, we obtain the function
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\[ F_n = \frac{1}{\prod_{i \leq i < j \leq n} (u_i - u_j)(v_i - v_j)} \prod_{i,j=1}^{n} \frac{u_i^3 - v_i^3}{u_i - v_i} \det_{1 \leq i,j \leq n} \left( \frac{u_i - v_j}{u_i^3 - v_j^3} \right), \]  

(1.2)

which is a symmetric polynomial in \( x = (u_1, \ldots, u_n, v_1, \ldots, v_n) \). In fact, it equals the Schur polynomial

\[ F_n = s_{n-1,n-1,\ldots,1,1,0,0}(x). \]  

(1.3)

Sundquist [5] gave an alternative expression for the same Schur polynomial as a pfaffian. Indeed, squaring the variables,

\[ s_{n-1,n-1,\ldots,1,1,0,0}(x^2) = \prod_{1 \leq i < j \leq 2n} \frac{x_i^3 + x_j^3}{x_i^2 - x_j^2} \text{pfaff} \left( \frac{x_i^2 - x_j^2}{x_i^3 + x_j^3} \right). \]  

(1.4)

In contrast to (1.2), this expression displays the symmetry between all \( 2n \) variables.

The purpose of the present paper is to introduce generalizations of (1.4) involving elliptic functions and to give applications to solvable lattice models. It turns out that, in some situations when simple determinant formulas such as (1.2) are not available, pfaffian formulas similar to (1.4) exist.

In section 3.1, we introduce twelve multivariable theta functions, denoted \( P_n(x) \) and defined by pfaffians. In fact, all twelve functions are related by modular transformations, see proposition 3.1. In proposition 3.4, we show that the functions \( P_n(x) \) can be characterized by certain analytic properties. This is fundamental for recognizing them in the context of solvable models. For such applications, one is particularly interested in the homogeneous limit, when all variables coincide. Another interesting case is the trigonometric limit, when the quasi-period of the theta function becomes infinite. For analyzing both these limits, we follow the approach of [6, 7], where we considered the pfaffians

\[ \text{pfaff} \left( \frac{x_i \theta(x_i^2;x_j^2;p^2)}{x_i \theta(p x_i^2;x_j^2;p^2)} \right), \quad \text{pfaff} \left( \frac{\theta(x_i^2;x_j^2;p^2)}{\theta(-x_i^2;x_j^2;p^2)} \right) \]  

(1.5)

(see section 2 for the notation). Their homogeneous limits contain information on the number of representations of an integer as a sum of \( 4n^2 \) triangles and squares, respectively, which led to new proofs and generalizations of results in [8–11]. Following the same approach leads to expansions of \( P_n(x) \) into Schur polynomials and other symmetric functions, see proposition 3.8 and proposition 3.10. The trigonometric limit is treated in proposition 3.11. In the homogeneous limit, our pfaffians degenerate to Hankel determinants, see theorem 3.13. This may be useful for analyzing the subsequent limit as \( n \to \infty \), which is of great importance for applications.

In section 4, we give applications to statistical mechanics. We first consider the 8VSOS (eight-vertex-solid-on-solid) model [12], which has the same states as the six-vertex model but more general Boltzmann weights. In theorem 4.1, we find a new expression for the domain wall partition function as a sum of two pfaffians, valid when \( q = e^{2\pi i/3} \). In the homogeneous limit, this leads to an expression for the domain wall partition function of the three-colour model as a sum of two Hankel determinants, see
corollary 4.2. Finally, in theorem 4.4 we give an application to the eight-vertex model, at the ‘supersymmetric’ parameter value $\eta = \pi/3$. Assuming the conjecture of Razumov and Stroganov [13] that the transfer matrix on a chain of odd length has a particular eigenvalue, we show that the corresponding $Q$-operator eigenvalues can again be written as sums of two elliptic pfaffians.

2. Preliminaries

2.1. Notation

Throughout, $\tau$ is a parameter in the upper half-plane and $p = e^{i\pi \tau}$, $p^\lambda = e^{i\pi \lambda}$. We will write $\omega = e^{2i\pi/3}$. When $x = (x_1, \ldots, x_m)$ is a vector, we write $X = x_1 \cdots x_m$ and

$$\Delta(x) = \prod_{1 \leq i < j \leq m} (x_i - x_j). \quad (2.1)$$

We will often use the Legendre symbol $(k/3)$, which is the representative of $k \mod 3$ in $\{-1, 0, 1\}$.

The pfaffian of a skew-symmetric even-dimensional matrix is given by

$$\text{pfaff} (a_{ij}) = \frac{1}{2^n n!} \sum_{\sigma \in S_n} \text{sgn}(\sigma) \prod_{j=1}^n a_{\sigma(2j-1)\sigma(2j)}.$$  

This can alternatively be viewed as a sum over pairings (decompositions into disjoint 2-element sets) on $[1, 2n]$, where $\sigma$ corresponds to the pairing

$$\{\sigma(1), \sigma(2)\}, \ldots, \{\sigma(2n-1), \sigma(2n)\}.$$  

The prefactor $1/2^n n!$ is then absent, as each pairing corresponds to $2^n n!$ permutations.

2.2. Theta functions

We will use the notation

$$(a; p)_\infty = \prod_{j=0}^\infty (1 - ap^j),$$

$$\theta(x; p) = (x; p)_\infty (p/x; p)_\infty.$$  

Repeated arguments stand for products, that is,

$$(a_1, \ldots, a_m; p)_\infty = (a_1; p)_\infty \cdots (a_m; p)_\infty,$$

$$\theta(x_1, \ldots, x_m; p) = \theta(x_1; p) \cdots \theta(x_m; p).$$  

The theta function satisfies

$$\theta(px; p) = \theta(x^{-1}; p) = -x^{-1} \theta(x; p) \quad (2.2)$$
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and the modular transformations
\[ e^{-i\pi z(\alpha + d)} \theta(e^{2i\pi x(\alpha + d)}, e^{2i\pi(\alpha + b)(\beta + d)}) = C e^{i\pi x^2(\alpha + d) - i\pi x} \theta(e^{2i\pi x}, e^{2i\pi x}), \]

(2.3)

where \( \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}(2, \mathbb{Z}) \) and \( C \) is a certain multiplier independent of \( z \).

Occasionally, we will use the more classical notation
\[ \theta_1(z|\tau) = i p^{1/4}(p^2; p^2)_\infty x^{-1}\theta(x^2; p^2), \]

(2.4a)

\[ \theta_2(z|\tau) = p^{1/4}(p^2; p^2)_\infty x^{-1}\theta(-x^2; p^2), \]

(2.4b)

\[ \theta_3(z|\tau) = (p^2; p^2)_\infty \theta(-px^2; p^2), \]

(2.4c)

\[ \theta_4(z|\tau) = (p^2; p^2)_\infty \theta(px^2; p^2), \]

(2.4d)

where \( x = e^{iz}, p = e^{i\pi \tau} \).

The Laurent expansion of \( \theta \) is given by Jacobi’s triple product identity
\[ \theta(x; p) = \frac{1}{(p; p)_\infty} \sum_{n=-\infty}^{\infty} (-1)^n p^{(n/2)} x^n. \]

(2.5)

We will need the quintuple product identity [14, 15] in the form
\[ (p^2; p^2)_\infty \theta(x, px, -px; p^2) = \sum_{n=-\infty}^{\infty} \left( \frac{n+1}{3} \right) \frac{n(n-1)}{3} x^n; \]

(2.6)

see section 2.1 for the definition of the Legendre symbol. Another useful identity, due to Kronecker [16]
\[ \frac{(p; p)_\infty^2 \theta(ax; p)}{\theta(a, x; p)} = \sum_{n=-\infty}^{\infty} \frac{x^n}{1 - ap^n}, \quad |p| < |x| < 1 \]

(2.7)

can be recognized as a special case of Ramanujan’s \( \psi_1 \)-sum [14].

Finally, we mention the relations (recall that \( \omega = e^{2i\pi/3} \))
\[ \theta(-p\omega; p^2) = \frac{1}{\theta(-p; p^2)}, \quad \theta(-\omega; p^2) = -\frac{\omega^2}{\theta(-p^2; p^6)}. \]

(2.8)

These are easy to prove by manipulating infinite products; for instance,
\[ \theta(-p\omega; p^2) = (-p\omega, -p\omega^2, p^2)_\infty = \frac{(-p^2; p^6)_\infty}{(-p, p^2)_\infty} = \frac{1}{\theta(-p, -p^5; p^6)} = \frac{1}{\theta(-p; p^6)}. \]
3. Elliptic pfaffians

3.1. The pfaffians $P_n^{(σ)}$

We will introduce twelve multivariable theta functions

$$P_n^{(σ)} = P_n^{(σ)}(z_1, \ldots, z_{2n}; \tau),$$

labelled by a positive integer $n$ and an element

$$σ ∈ \Sigma = \{0, 1, 2, 3, 4, 6, \hat{0}, \hat{1}, \hat{2}, \hat{3}, \hat{4}, \hat{6}\}.$$

In section 3.2, we show that the twelve functions are related by modular transformations. This also explains the choice of labelling. Namely, the modular transformations interchange the trigonometric limit $p = e^{iπτ} → 0$ with limits where $p$ tends to a twelfth root of unity. The trigonometric limits of $P_n^{(σ)}$ and $P_n^{(δ)}$ (where $σ ∈ \{0, 1, 2, 3, 4, 6\}$) then correspond to the limit $p → e^{iπσ/6}$ of $P_n^{(1)}$.

For integer labels, $P_n^{(σ)}$ are defined by

$$P_n^{(0)} = \prod_{1 ≤ i < j ≤ 2n} \theta(p^{1/3}x_i^2/x_j^2; p^{2/3}) \text{ pfaff} \left( \frac{x_j^2θ(x_i^2/x_j^2, -x_i^2/x_j^2, px_i^2/x_j^2; p^2)}{x_i^2θ(p^{1/3}x_i^2/x_j^2; p^{2/3})} \right),$$

$$P_n^{(1)} = \prod_{1 ≤ i < j ≤ 2n} \frac{x_j^3}{x_i} \theta(-x_i^4/x_j^2; p^6) \text{ pfaff} \left( \frac{x_iθ(x_i^2/x_j^2, -x_i^2/x_j^2, px_i^2/x_j^2; p^2)}{x_iθ(p^3x_i^2/x_j^2; p^6)} \right),$$

$$P_n^{(2)} = \prod_{1 ≤ i < j ≤ 2n} \theta(p^3x_i^6/x_j^6; p^6) \text{ pfaff} \left( \frac{x_iθ(x_i^2/x_j^2, px_i^2/x_j^2, x_i^2/x_j^2; p^2)}{x_iθ(p^3x_i^6/x_j^6; p^6)} \right),$$

$$P_n^{(3)} = \prod_{1 ≤ i < j ≤ 2n} \frac{x_i}{x_j} \theta(-x_i^2/x_j^2; p^{2/3}) \text{ pfaff} \left( \frac{x_iθ(x_i^2/x_j^2, -x_i^2/x_j^2, px_i^2/x_j^2; p^2)}{x_iθ(p^{1/3}x_i^2/x_j^2; p^{2/3})} \right),$$

$$P_n^{(4)} = \prod_{1 ≤ i < j ≤ 2n} \theta(p^3x_i^6/x_j^6; p^6) \text{ pfaff} \left( \frac{x_j^2θ(x_i^2/x_j^2, -x_i^2/x_j^2, px_i^2/x_j^2; p^2)}{x_i^2θ(p^3x_i^6/x_j^6; p^6)} \right),$$

$$P_n^{(6)} = \prod_{1 ≤ i < j ≤ 2n} \theta(p^{1/3}x_i^2/x_j^2; p^{2/3}) \text{ pfaff} \left( \frac{x_iθ(x_i^2/x_j^2, px_i^2/x_j^2, -px_i^2/x_j^2; p^2)}{x_iθ(p^{1/3}x_i^2/x_j^2; p^{2/3})} \right),$$

where $x_j = e^{iπj}$ and as always $p^λ = e^{iπλ}$. The function $P_n^{(δ)}$ is obtained from $P_n^{(σ)}$ by replacing all factors of the form $θ(±p^λx_i^2/x_j^2; p^2)$ with $θ(±p^λx_i^2/x_j^2; p^2)$. Equivalently,

$$P_n^{(δ)}(z_1, \ldots, z_{2n}; \tau) = P_n^{(σ)}(z_1, \ldots, z_{2n}; \tau + 3).$$  \hspace{1cm} (3.1)

Using that $θ(x; 0) = 1 - x$, we find that
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\[
\lim_{p \to 0} P_n^{(1)} = \prod_{1 \leq i < j \leq 2n} \left( \frac{x_j^3}{x_i} + \frac{x_i^3}{x_j} \right) \text{pfaff} \left( x_i x_j \frac{x_j^4 - x_i^4}{x_j^3 + x_i^3} \right)
\]
\[
= \frac{(-1)^n}{X^{6n-4}} \prod_{1 \leq i < j \leq 2n} \left( x_j^6 + x_i^6 \right) \text{pfaff} \left( x_i x_j \frac{x_j^4 - x_i^4}{x_j^3 + x_i^3} \right)
\]
\[
= \frac{(-1)^n}{X^{6n-4}} \Delta(x^4) s_{n-1,n-1,\ldots,1,1,0,0}(x^2),
\] (3.2)

where we used Sundquist’s identity (1.4) and the notation \( X = x_1 \cdots x_{2n} \). Thus, as the functions \( P_n^{(\sigma)} \) are all related to \( P_n^{(1)} \) by modular transformations, we can think of them as elliptic extensions of the pfaffian in (1.4). However, these transformations do not in general preserve the point \( p = 0 \), so the trigonometric limits of \( P_n^{(\sigma)} \) and \( P_n^{(1)} \) may be different; see proposition 3.11 for details.

In classical notation (2.4), the functions \( P_n^{(\sigma)} \) are given by a factor independent of the variables \( z_j \) times

\[
\prod_{1 \leq i < j \leq 2n} \theta_k(3w_i - 3w_j|3\tau)
\times \text{pfaff} \left( \frac{\theta_1(w_i - w_j|\tau)\theta_k(w_i - w_j|\tau)\theta_1(w_i - w_j|\tau)}{\theta_k(3w_i - 3w_j|3\tau)} \right)
\] (3.3a)

or

\[
\prod_{1 \leq i < j \leq 2n} \theta_k(w_i - w_j|\tau/3)
\times \text{pfaff} \left( \frac{\theta_1(w_i - w_j|\tau)\theta_k(w_i - w_j|\tau)\theta_1(w_i - w_j|\tau)}{\theta_k(w_i - w_j|\tau/3)} \right)
\] (3.3b)

where \((k, l)\) are any two distinct elements in \(\{2, 3, 4\}\) and \(w_j = \pi z_j\). In the following table, we list the label \(\sigma\) corresponding to each pair \((k, l)\):

| \((k, l)\) | \(\hat{\sigma}\) |
|----------|----------|
| (2, 3)   | \(\hat{1}\) |
| (2, 4)   | \(\hat{4}\) |
| (3, 2)   | \(\hat{2}\) |
| (3, 4)   | 4 |
| (4, 2)   | 2 |
| (4, 3)   | 0 |

**3.2. Modular transformations**

By the following result, any two of the functions \( P_n^{(\sigma)} \) are related by modular transformations.

\[\text{doi:10.1088/1742-5468/2016/08/083106}\]
Proposition 3.1. Let $\begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}(2, \mathbb{Z})$ be such that $cd$ is divisible by 3. Then,

$$P^{(1)}_n \left( \frac{z_1}{ct + d}, \ldots, \frac{z_{2n}}{ct + d}; \frac{a\tau + b}{ct + d} \right) \sim \exp \left( \frac{3i\pi c}{ct + d} \sum_{1 \leq i < j \leq 2n} (z_i - z_j)^2 \right) F(z_1, \ldots, z_{2n}; \tau),$$

(3.4)

where, in the case $c \equiv 0 \mod 3$,

$$F = \begin{cases} 
P^{(1)}_n, & (a, b, c, d) \equiv (1, 0, 0, 1) \mod 2, \\
P^{(1)}_n, & (a, b, c, d) \equiv (1, 1, 0, 1) \mod 2, \\
P^{(2)}_n, & (a, b, c, d) \equiv (1, 1, 1, 0) \mod 2, \\
P^{(2)}_n, & (a, b, c, d) \equiv (1, 0, 1, 1) \mod 2, \\
P^{(4)}_n, & (a, b, c, d) \equiv (0, 1, 1, 0) \mod 2, \\
P^{(4)}_n, & (a, b, c, d) \equiv (0, 1, 1, 1) \mod 2 
\end{cases}$$

and, in the case $d \equiv 0 \mod 3$,

$$F = \begin{cases} 
P^{(3)}_n, & (a, b, c, d) \equiv (1, 0, 0, 1) \mod 2, \\
P^{(3)}_n, & (a, b, c, d) \equiv (1, 1, 0, 1) \mod 2, \\
P^{(6)}_n, & (a, b, c, d) \equiv (1, 1, 1, 0) \mod 2, \\
P^{(6)}_n, & (a, b, c, d) \equiv (1, 0, 1, 1) \mod 2, \\
P^{(6)}_n, & (a, b, c, d) \equiv (0, 1, 1, 0) \mod 2, \\
P^{(6)}_n, & (a, b, c, d) \equiv (0, 1, 1, 1) \mod 2 
\end{cases}$$

Here, $\sim$ denotes equality up to a factor independent of the variables $z_j$.

The constant of proportionality in (3.4) can be computed explicitly, but we will not do so here. Note that, since $ad - bc = 1$, there are exactly six possibilities for $(a, b, c, d) \mod 2$.

Proof. Consider variables related by

$$x = e^{i\pi z}, \quad p = e^{i\pi \tau}, \quad \tilde{x} = e^{i\pi \tau}(ct + d), \quad \tilde{p} = e^{i\pi (a\tau + b)(ct + d)}.$$

Taking the product of (2.3) and the two identities obtain from (2.3) after substituting $z \mapsto z + (ct + d)/2$ and $z \mapsto (a\tau + b)/2$ gives

$$\tilde{x}^{-3}\theta(\tilde{x}^2, -\tilde{x}^2, \tilde{p}\tilde{x}^2; p^2) \sim \exp \left( \frac{3i\pi cz}{ct + d} (z + a\tau + b + ct + d) \right) \times x^{-3}\theta(x^2, (-1)^d p^d x^2, (-1)^d p^d x^2; p^2).$$
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By (2.2),
\[
\theta((-1)^d p^a x^2; p^2) \sim \begin{cases} 
  x^{-c} \theta(-x^2; p^2), & \text{c even (hence } d \text{ odd)}, \\
  x^{-c} \theta((-1)^d p x^2; p^2), & \text{c odd}. 
\end{cases}
\]

Treating the factor \( \theta((-1)^b p^a x^2; p^2) \) in the same way, we find that
\[
\tilde{x}^{-2} \theta(x^2, -x^2; p^2) \sim e_{c \tau + d} \times \begin{cases} 
  x^{-2} \theta(x^2, -x^2, -p x^2; p^2), & \text{b and } d \text{ odd}, \\
  x^{-1} \theta(x^2, p x^2, -p x^2; p^2), & \text{a and } c \text{ odd}, \\
  x^{-2} \theta(x^2, -x^2, p x^2; p^2), & \text{else}. 
\end{cases}
\]  

(3.5)

If \( c \equiv 0 \mod 3 \), substituting \((a, b, c, d) \mapsto (a, 3b, c3, d), \tau \mapsto 3\tau \) and \( z \mapsto 3z + (c\tau + d)/2 \) in (2.3) gives
\[
\tilde{x}^{-3} \theta(-x^6; p^6) \sim e_{c \tau + d} \times \begin{cases} 
  x^{-3} \theta(-x^6; p^6), & \text{c even}, \\
  \theta(p^3 x^6; p^6), & \text{d even}, \\
  \theta(-p^3 x^6; p^6), & \text{else}. 
\end{cases}
\]  

(3.6)

Similarly, if \( d \equiv 0 \mod 3 \), substituting \((a, b, c, d) \mapsto (3a, b, c, d3), \tau \mapsto \tau 3 \) and \( z \mapsto z + (c\tau + d)/6 \) in (2.3) gives
\[
\tilde{x}^{-3} \theta(-x^6; p^6) \sim e_{c \tau + d} \times \begin{cases} 
  x^{-1} \theta(-x^2; p^{2/3}), & \text{c even}, \\
  \theta(p^{1/3} x^2; p^{2/3}), & \text{d even}, \\
  \theta(-p^{1/3} x^2; p^{2/3}), & \text{else}. 
\end{cases}
\]  

(3.7)

Combining the identities (3.5)–(3.7) we arrive at (3.4). □

One can obtain a more conceptual understanding of proposition 3.1 as follows. Recall the notation
\[
\Gamma_0(n) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}(2, \mathbb{Z}); \ n \mid c \right\},
\]
\[
\Gamma_0(m, n) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}(2, \mathbb{Z}); \ m \mid b, \ n \mid c \right\}.
\]

The first case of proposition 3.1 states that \( P^{(1)}_n \) is essentially invariant under the group \( \Gamma = \Gamma_0(2, 6) \simeq \Gamma_0(12) \). It follows from the results of [17] (see also [18]) that the normalizer \( N \) of \( \Gamma \) in \( \text{SL}(2, \mathbb{R}) \) is a disjoint union \( N = N_1 \cup N_2 \), where \( N_1 = \Gamma_0(3) \) and
\[
N_2 = \begin{bmatrix} 0 & 1/\sqrt{3} \\ -\sqrt{3} & 0 \end{bmatrix}, \quad \Gamma_0(3) = \left\{ \begin{bmatrix} a & b/\sqrt{3} \\ c/\sqrt{3} & d \end{bmatrix}; \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}(2, \mathbb{Z}) \right\}.
\]

Consider the left-hand side of (3.4) for \( A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \Gamma_0(3) \). If \( A \in N_1 \), we are in one of the first six cases of proposition 3.1, which correspond to the functions (3.3a). If \( A \in N_2 \), we need to consider
\[
\text{doi:10.1088/1742-5468/2016/08/083106}
\]
where $3 | d$. By proposition 3.1, this is an elementary factor times $P_n^{(3)}(\sqrt{3} z_1, \ldots, \sqrt{3} z_n; 3 \tau)$, where $P_n^{(3)}$ is one of the functions (3.3b).

Finally, we note that $\Gamma$ has six cusps, which correspond to particular limits of $\tau$ in $\mathbb{Q} \cup \{\infty\}$. Explicitly, they are given by $\{C_0, C_1, C_2, C_3, C_4, C_5\}$, where

$$C_\sigma = \left\{ \frac{k}{6l}; (k, l) = 1, k \equiv \pm \sigma \mod 12 \right\}, \quad \sigma \neq 1,$$

$$C_1 = \left\{ \frac{k}{6l}; (k, l) = 1, k \equiv \pm 1 \mod 6 \right\} \cup \{\infty\}.$$

The group $N/\Gamma$ acts transitively on the cusps. An element $\left[ \begin{array}{cc} a & b \\ c & d \end{array} \right] \in \text{SL}(2, \mathbb{Z})$ maps $\infty$ to $a/c$. It is easy to see that if $c \equiv 0 \mod 3$, then $a/c \in C_1$ if $c$ is even, $a/c \in C_4$ if $a$ is even and otherwise $a/c \in C_2$. If $d \equiv 0 \mod 3$, we have instead $a/c \in C_5; C_6; C_0$, respectively. Thus, we have labelled the functions $P_n^{(3)}$ so that the behaviour of $P_n^{(3)}$ as $p \to e^{i \pi/3}$ is related to the behaviour of $P_n^{(3)}$ (and $P_n^{(3)}$ as $p \to 0$).

### 3.3. Characteristic properties

We will now show that the functions $P_n^{(3)}$ are characterized by certain analytic properties. This will be used in section 4 to identify some of them with quantities appearing in statistical mechanics.

**Lemma 3.2.** Let $f(x)$ denote one of the three functions

$$x^{-1}\theta(x^2, px^2, -px^2; p^2), \quad x^{-2}\theta(x^2, -x^2, px^2; p^2), \quad x^{-2}\theta(x^2, -x^2, -px^2; p^2).$$

Then,

$$f(\omega^{-1}x) + f(x) + f(\omega x) = 0, \quad \omega = e^{2i \pi/3},$$

$$x^{-4}f(p^{-2/3}x) + p^{-4/3}f(x) + x^4f(p^{2/3}x) = 0. \quad (3.8b)$$

**Proof.** For the first choice of $f$, the quintuple product identity (2.6) gives

$$f(x) = \frac{1}{(p^2; p^2)_{\infty}} \sum_{n=-\infty}^{\infty} \left( \frac{n + 1}{3} \right) p^{n(n-1)/3} x^{2n-1}.$$
The identity (3.8a) then follows from the fact that $\omega^{1-2n} + 1 + \omega^{2n-1} = 0$ unless $n \equiv -1 \mod 3$, that is, $((n + 1)/3) = 0$. As for (3.8b), appropriate shifts of the summation index give

$$x^{-4}f(p^{-2/3}x) + p^{-4/3}f(x) + x^{4}f(p^{2/3}x)$$

$$= \frac{1}{(p^{2}; p^{2})_{\infty}} \sum_{n=-\infty}^{\infty} \left( \binom{n + 3}{3} + \binom{n + 1}{3} + \binom{n - 1}{3} \right) p^{n^{2} - n - 4/3} x^{2n - 1} = 0.$$

Finally, we note that if $f$ solves (3.8) then so do $x \mapsto x^{3}f(\pm \sqrt[p]{x})$. This yields the other two solutions. \hfill \Box

**Lemma 3.3.** The functions $P^{(\sigma)}_{n}$ never vanish identically.

**Proof.** We specialize the variables in $P^{(\sigma)}_{n}$ as $z_{2n - 1} - z_{2n} = \gamma$, where

$$\gamma = \begin{cases} 
\tau/6, & \sigma = 0, 6, \\
1/2 + \tau/6, & \sigma = 0, \hat{6}, \\
1/2 + \tau/3, & \sigma = 3, \hat{3}, \\
1/6, & \sigma = 1, \hat{1}, \\
1/6 + \tau/2, & \sigma = 2, \hat{4}, \\
1/3 + \tau/2, & \sigma = 2, 4.
\end{cases}$$

Writing

$$P^{(\sigma)}_{n} = \prod_{1 \leq i < j \leq 2n} b_{ij} \text{ pfaff}(a_{ij}/b_{ij}),$$

we then have $b_{2n-1, 2n} = 0$, $a_{2n-1, 2n} \neq 0$. Thus, expanding the pfaffian, only terms containing $a_{2n-1, 2n}$ contributes, which gives

$$P^{(\sigma)}_{n}(z_{1}, \ldots, z_{2n-2}, z_{2n} + \gamma, z_{2n}; \tau) = a_{2n-1, 2n} \prod_{j=1}^{2n-2} b_{j, 2n-1} b_{j, 2n} P^{(\sigma)}_{n-1}(z_{1}, \ldots, z_{2n-2}; \tau).$$

As the prefactor is non-zero for generic values of $z_{1}, \ldots, z_{2n-2}$, the result follows by induction on $n$. \hfill \Box

**Proposition 3.4.** Let $n$ be a positive integer, $\sigma \in \Sigma$ and let $\tau$ be in the upper half-plane. Let $z_{2}, \ldots, z_{2n}$ be generic complex numbers and let $t = e^{2\pi i (z_{1} + \cdots + z_{n})}$. Suppose $f$ is an entire function such that

$$f(z + 1) = \begin{cases} 
f(z), & \sigma = 0, \hat{0}, 1, \hat{1}, 3, \hat{3}, 4, \hat{4}, \\
-f(z), & \sigma = 2, \hat{2}, 6, \hat{6}, \end{cases}$$

$$= \frac{1}{(p^{2}; p^{2})_{\infty}} \sum_{n=-\infty}^{\infty} \left( \binom{n + 3}{3} + \binom{n + 1}{3} + \binom{n - 1}{3} \right) p^{n^{2} - n - 4/3} x^{2n - 1} = 0.$$
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\begin{equation}
  f(z + \tau) = \frac{t^3}{e^{(6n-3)i\pi(2z+\tau)}} \times \begin{cases}
    f(z), & \sigma = 0, 1, 2, \hat{2}, 3, 4, 6, \hat{6}, \\
    -f(z), & \sigma = \hat{0}, \hat{1}, \hat{3}, \hat{4},
  \end{cases}
\end{equation}

(3.11)

\begin{equation}
  f\left( z - \frac{2}{3} \right) + f(z) + f\left( z + \frac{2}{3} \right) = 0, \quad \sigma = 0, \hat{1}, 2, \hat{2}, 3, \hat{4}, \hat{6},
\end{equation}

(3.12)

\begin{equation}
  t^2 e^{-\left( 8n-4 \right)i\pi z} f\left( z - \frac{2\tau}{3} \right) + e^{-\left( 8n-4 \right)i\pi z} \sigma f(z) + t^{-2} e^{(8n-4)i\pi z} f\left( z + \frac{2\tau}{3} \right) = 0,
\end{equation}

\begin{align*}
  f(z_2) = \cdots = f(z_{2n}) = 0, & \quad \text{for all } \sigma, \\
  f\left( z_2 + \frac{1}{2} \right) = \cdots = f\left( z_{2n} + \frac{1}{2} \right) = 0, & \quad \sigma = 1, \hat{1}, 3, \hat{3}, \\
  f\left( z_2 + \frac{\tau}{2} \right) = \cdots = f\left( z_{2n} + \frac{\tau}{2} \right) = 0, & \quad \sigma = 0, 2, 4, 6,
\end{align*}

(3.13)

\begin{equation}
  f\left( z_2 + \frac{1+\tau}{2} \right) = \cdots = f\left( z_{2n} + \frac{1+\tau}{2} \right) = 0, \quad \sigma = \hat{0}, \hat{2}, \hat{4}, \hat{6}.
\end{equation}

(3.14)

Then,

\begin{equation}
  f(z) = C P_n^{(\sigma)}(z_2, \ldots, z_{2n}; \tau),
\end{equation}

with \( C \) independent of \( z \).

**Proof.** All cases can be proved by the same method or be deduced from each other using proposition 3.1. Thus, we consider only the case \( \sigma = 1 \). Let \( W \) be the space of entire functions satisfying all the stated conditions (for \( \sigma = 1 \)) and let \( V \) be the larger space where we do not assume \( (3.13) \). Let \( g(z) = P_n^{(1)}(z_2, \ldots, z_{2n}; \tau) \). By lemma 3.3, \( g \) is not identically zero for generic values of \( z_j \). Thus, it suffices to show that \( g \in W \) and that \( \dim W = 1 \).

For \( 2 \leq k \leq 2n \), let

\begin{equation}
  f_k(z) = x_k^2 x^{2-\theta}(x^2/x_k^2, -x^2/x_k^2, px^2/x_k^2; p^2) \prod_{j=2, j \neq k}^{2n} x_j^3 x^{3-\theta}(-x^6/x_j^6; p^6),
\end{equation}

where \( x = e^{i\pi z}, x_i = e^{i\pi z_i} \). By definition, \( g \) is a linear combination of the functions \( f_k \). We will prove that \( (f_k)_{k=2}^{2n} \) is a basis for \( V \). To prove that \( g \in W \) it then suffices to show that \( g \) vanishes at the points \( z_2, \ldots, z_{2n} \), which is clear since \( P_n^{(1)} \) is anti-symmetric.

That \( f_k \in V \) follows easily from (2.2) and lemma 3.2. Since \( z_j \) are generic, \( f_k(z_j + 1/6) = 0 \) if and only if \( k \neq j \). This shows that the functions \( f_k \) are linearly independent. To prove that they span \( V \) we will prove that any \( h \in V \) can be expanded as

\begin{equation}
  h(z) = \sum_{k=2}^{2n} h(z_k + 1/6) f_k(z),
\end{equation}

(3.15)

\begin{thebibliography}{9}

\bibitem{1}
\textit{J. Stat. Mech.} (2016) 083106

\doi{10.1088/1742-5468/2016/08/083106}

12
To this end, let \( f(z) \) be the difference of the two sides in (3.15). Then, \( f \in V \) and \( f \) vanishes at the points \( z_k + 1/2 \) and \( z_k + 1/6 \). Using (3.10)–(3.12) we deduce that \( f \) vanishes at \( z_k + (2Z + 1)/6 + \tau Z \). Thus,

\[
k(z) = \frac{f(z)}{\prod_{k=2}^{2n} x_k^3 x^{-3} \theta(-x_0^6/x_k^6, p^6)}
\]

is an entire function. Using again (3.10) and (3.11), one checks that \( k \) has periods 1 and \( \tau \) so, by Liouville’s theorem, it is constant. Since \( k \) satisfies (3.12), that constant is zero. This completes the proof that \( (f_j)_{k=2}^{2n} \) is a basis for \( V \).

It remains to prove that \( \dim(W) = 1 \). Identifying the elements in \( V \) with their coordinates in the basis \( (f_j(z_j))_{i,j=2}^{2n} \), the subspace \( W \) is identified with the nullspace of the matrix \( (f_j(z_j))_{i,j=2}^{2n} \). We must show that this matrix has rank \( 2n - 2 \). If the rank were \( 2n - 1 \), then we would have

\[
0 = \det (f_j(z_i)) = \prod_{i,j=2}^{2n} x_i^{-3} x_j^3 \theta(-x_0^6/x_j^6, p^6) \det_{2 \leq i,j \leq 2n} \left( \frac{x_i \theta(x_i^2/x_j^2, -x_0^6/x_j^6, p^6)}{x_j \theta(-x_0^6/x_j^6, p^6)} \right).
\]

As the final matrix is odd-dimensional and skew-symmetric, this is impossible. If, on the other hand, the rank were less than \( 2n - 2 \), then we would have

\[
\det_{2 \leq i,j \leq 2n-1} \left( \frac{x_i \theta(x_i^2/x_j^2, -x_0^6/x_j^6, p^6)}{x_j \theta(-x_0^6/x_j^6, p^6)} \right) = 0.
\]

This is equivalent to the pfaffian (which is a square root of the determinant) being zero, that is, \( P_{n-1}^{(1)}(z_2, \ldots, z_{2n-1}; \tau) = 0 \). Since \( z_j \) are generic, this contradicts lemma 3.3. \( \square \)

As a non-trivial consequence of proposition 3.4, we obtain the following fact.

**Corollary 3.5.** One has

\[
P_n^{(\sigma)} \left( z_1 + \frac{1}{2}, z_2, \ldots, z_{2n}; \tau \right) = A_{3} B_{3}^{n-1} P_n^{(\rho)}(z_1, z_2, \ldots, z_{2n}; \tau),
\]

\(
\{\sigma, \rho\} = \{1, 1\}, \{3, 3\},
\)

\[
P_n^{(\sigma)} \left( z_1 + \frac{\tau}{2}, z_2, \ldots, z_{2n}; \tau \right) = A_{3} B_{3}^{n-1} x_1^3 z_{2n} x_{2n}^3 \frac{P_n^{(\rho)}(z_1, z_2, \ldots, z_{2n}; \tau)}{x_1^{6n-3}},
\]

\(
\{\sigma, \rho\} = \{0, 6\}, \{2, 4\},
\)

\[
P_n^{(\sigma)} \left( z_1 + \frac{\tau + 1}{2}, z_2, \ldots, z_{2n}; \tau \right) = A_{3} B_{3}^{n-1} x_1^3 z_{2n} x_{2n}^3 \frac{P_n^{(\rho)}(z_1, z_2, \ldots, z_{2n}; \tau)}{x_1^{6n-3}},
\]

\(
\{\sigma, \rho\} = \{0, 6\}, \{2, 4\},
\)

where
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Proof. As all cases are similar, we again focus on the case \( \sigma = 1 \). We first show that
\[
P_{z_1z_2z_3}(z_1, z_2, z_3; \tau) = C P^{(1)}_{n_1}(z_1, z_2, z_3; \tau),
\]
where \( C \) is independent of the variables \( z_j \). Let \( W_1 \) denote the space of functions satisfying all conditions of proposition 3.4. It is easy to check that if \( f \in W_1 \), then \( z \mapsto f(z + 1/2) \) is in \( W_1 \). Thus, proposition 3.4 implies that
\[
(3.16)
\]
holds with \( C \) independent of \( z_1 \). Interchanging \( z_1 \) and \( z_2 \) gives
\[
P_{z_1z_2z_3}(z_1, z_2 + 1/2, z_3; \tau) = C(z_1, z_2, z_3, z_4) P_n^{(1)}(z_1, z_2, z_3, z_4; \tau).
\]
We now observe that replacing \( z_2 \) by \( z_2 + 1/2 \) maps \( W_1 \) to \( W_1 \). Thus, \( C \) is independent of its first variable and, by symmetry, on all variables.

To compute \( C \), we specialize \( z_{2n-1} = z_{2n} + 1/6 \) in (3.16). Then we can apply (3.9) to both sides. The factors \( b_{jk} \) with \( j \neq 1 \) cancel. This gives a recursion for \( C = C_n \) of the form
\[
\frac{C_n}{C_{n-1}} = \frac{a_{2n-1,2n}b_{1,2n-1}b_{1,2n}}{\hat{a}_{2n-1,2n}\hat{b}_{1,2n-1}\hat{b}_{1,2n}},
\]
where the factors in the denominator come from the right-hand side of (3.16). Explicitly,
\[
\frac{a_{2n-1,2n}}{\hat{a}_{2n-1,2n}} = \frac{\theta(p x_{2n-1}^2 / x_{2n-1}^2; p^2)}{\theta(-p x_{2n-1}^2 / x_{2n-1}^2; p^2)} \bigg|_{x_{2n-1} = e^{i\pi / x_{2n}}} = \frac{\theta(-p x_{2n}^2; p^2)}{\theta(p x_{2n}^2; p^2)} = \frac{\theta(p; p^0)}{\theta(-p; p^0)},
\]
\[
\frac{b_{1,2n-1}b_{1,2n}}{\hat{b}_{1,2n-1}\hat{b}_{1,2n}} = \frac{\theta(p^0 / x_{2n-1}^2; p^2)}{\theta(p^0 / x_{2n-1}^2; p^2)}.
\]
where \( \omega = e^{2\pi/3} \) and we used (2.8) (also with \( p \) replaced by \(-p\)) in the last step. The remaining factors simplify as

\[
\frac{b_{1,2n-1}^{1,2n}}{b_{1,2n-1}^{1,2n}} = \tilde{\xi}_1^{-6} \theta(-\tilde{\xi}_1^{6}x_{2n-1}, -\tilde{\xi}_1^{6}x_{2n}^6; p^6) \bigg|_{\tilde{\xi}_1^{1} = x_{2n-1}^{1} = e^{2\pi i/3}} = 1.
\]

We conclude that \( C_n = B_n C_{n-1} \). It remains to check the initial value \( C_1 = -1 \), which is a trivial computation. \( \square \)

### 3.4. Laurent expansions

As we are particularly interested in the limit of the pfaffians \( P^{(\sigma)}_n \) when all the variables \( x_j \) coincide, it is natural to expand each matrix element as a Laurent series in \( x_j/x_i \), convergent near \( x_j/x_i = 1 \). This is possible except in the cases \( \sigma = 1, \hat{1} \), as the matrix elements then have poles at certain roots of unity. We will circumvent this problem by subtracting a rational function containing the problematic poles, see (3.18). A similar strategy was used in [7] to study the second pfaffian in (1.5), which is related to sums of squares.

**Lemma 3.6.** Let

\[
C_0 = -\frac{(p^4; p^4)_{\infty}}{(p^2; p^2)^2_{\infty}(p^{1/3}; p^{1/3})_{\infty}}, \quad C_1 = \frac{(p; p)_{\infty}}{(p^2; p^2)^2_{\infty}(p^3; p^3)_{\infty}}, \quad (3.17a)
\]

\[
C_2 = \frac{(-p; -p)_{\infty}}{(p^2; p^2)^2_{\infty}(-p^3; -p^3)_{\infty}}, \quad C_3 = \frac{(p; p)_{\infty}}{(p^2; p^2)^2_{\infty}(p^{1/3}; p^{1/3})_{\infty}}, \quad (3.17b)
\]

\[
C_4 = -\frac{(p^4; p^4)_{\infty}}{(p^2; p^2)^2_{\infty}(p^{12}; p^{12})_{\infty}}, \quad C_6 = -\frac{(-p; -p)_{\infty}}{(p^2; p^2)^2_{\infty}(-p^{13}; -p^{13})_{\infty}}. \quad (3.17c)
\]

Then, for \(|p|^{1/6} < |x| < |p|^{-1/6} \),

\[
\frac{x^{-2} \theta(x^2, -x^2, px^2; p^2)}{\theta(p^{1/3}x^2; p^{2/3})_{\infty}} = C_0 \sum_{k=-\infty}^{\infty} \frac{1 - p^{4k/3}}{1 + p^{2k}} p^{(k-1)/3} x^{2k},
\]

\[
\frac{x^{-1} \theta(x^2, px^2, -px^2; p^2)}{\theta(p^{1/3}x^2; p^{2/3})_{\infty}} = C_6 \sum_{k=-\infty}^{\infty} \frac{1 - p^{(4k-2)/3}}{1 + p^{2k-1}} p^{(k-1)/3} x^{2k-1}.
\]

For \(|p| < |x| < |p|^{-1} \),

\[
\frac{x \theta(x^2, -x^2, px^2; p^2)}{\theta(-x^6; p^6)_{\infty}} = C_1 \left( \frac{x^2 - x^2}{x^3 + x^3} + \sum_{k=1}^{\infty} \frac{(k + 1)}{3} \right) \frac{(-1)^k p^{2k-1} (x^{2k-1} - x^{-2k+1})}{1 - p^{2k-1}}. \quad (3.18)
\]
For $|p^{1/2}| < |x| < |p^{-1/2}|$,
\[
\frac{x^{-1}\theta(x^2, px^2, -p x^2; p^2)}{\theta(p^3 x^6; p^6)_\infty} = C_2 \sum_{k=-\infty}^{\infty} \left( \frac{k+1}{3} \right) \frac{p^{k-1}}{1+p^{2k-1}} x^{2k-1}.
\]
\[
\frac{x^{-2}\theta(x^2, -x^2, px^2; p^2)}{\theta(p^3 x^6; p^6)_\infty} = C_4 \sum_{k=-\infty}^{\infty} \left( \frac{k}{3} \right) \frac{p^{k-1}}{1+p^{2k}} x^{2k}.
\]

Finally, for $|p^{1/3}| < |x| < |p^{-1/3}|$,
\[
\frac{\theta(x^2, -x^2, px^2; p^2)}{x \theta(-x^2, p^{2/3})_\infty} = C_3 \sum_{k=-\infty}^{\infty} (-1)^k \frac{1 - p^{2(k-2)/3} x^{2k-1}}{1-p^{2k-1}}.
\]

To prove lemma 3.6 we will need the following identities. As they imply (3.8), one can view lemma 3.7 as a more explicit version of lemma 3.2.

**Lemma 3.7.** The following identities hold:
\[
x^{-1}\theta(x^2, px^2, -p x^2; p^2) = \frac{(p^6; p^6)_\infty}{(p^2; p^2)_\infty} (x^{-1}\theta(-p^2 x^6; p^6) - x\theta(-p^4 x^6; p^6)),
\]
\[
= \frac{(p^{2/3}; p^{2/3})_\infty}{(1-\omega)(p^2; p^2)_\infty} x^{-1}(\theta(-\omega x^2; p^{2/3}) - \omega\theta(-\omega^2 x^2; p^{2/3})),
\]
\[
x^{-2}\theta(x^2, -x^2, px^2; p^2) = \frac{(p^6; p^6)_\infty}{(p^2; p^2)_\infty} (x^{-2}\theta(-p x^6; p^6) - x^2\theta(-p^5 x^6; p^6)),
\]
\[
= \frac{p^{-1/3}(p^{2/3}; p^{2/3})_\infty}{(\omega-\omega^2)(p^2; p^2)_\infty} (\theta(-\omega x^{1/3} x^2; p^{2/3}) - \theta(-\omega p^{1/3} x^2; p^{2/3})).
\]

**Proof.** As in the proof of lemma 3.2, we start from the quintuple product identity in the form
\[
x^{-1}\theta(x^2, px^2, -p x^2; p^2) = \frac{1}{(p^2; p^2)_\infty} \sum_{n=-\infty}^{\infty} \left( \frac{n+1}{3} \right) p^{n(n-1)/3} x^{2n-1}.
\]

Splitting the sum into the terms corresponding to $n \equiv 0$ and $n \equiv 1 \mod 3$, each group of terms is summed by the triple product identity (2.5). This gives the first identity. Writing instead
\[
\left( \frac{n+1}{3} \right) = \frac{\omega^n - \omega^{1+2n}}{1-\omega},
\]
we obtain in the same way the second identity. Replacing $x$ by $\sqrt{p} x$ gives the remaining results. □
Proof of lemma 3.6. We focus on the identity (3.18). By lemma 3.7 and (2.7),

\[
\frac{x\theta(x^2, y^2, px^2, p^2)}{\theta(-x^2, p^2)_{\infty}} = \frac{\theta(p^6; p^6)_{\infty}}{(p^2; p^2)_{\infty}} \left( \frac{\theta(-px^6; p^6)}{\theta(-x^6; p^6)} - \frac{x^5\theta(-p^5x^6; p^6)}{\theta(-x^6; p^6)} \right) = C \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n x^{5n+1}}{1 - p^{6n+1}} - \sum_{n=-\infty}^{\infty} \frac{(-1)^n x^{6n+5}}{1 - p^{6n+5}} \right) = C \sum_{k=-\infty}^{\infty} \frac{(k+1)(-1)^k x^{2k-1}}{1 - p^{2k-1}},
\]

where \(|p| < |x| < 1\) and

\[
C = \frac{\theta(p; p^6)}{(p^2; p^2)_{\infty}(p^6; p^6)} = \frac{(p, p^5; p^6)_{\infty}}{(p^2; p^2)_{\infty}(p^6; p^6)} = \frac{(p; p^2)_{\infty}}{(p^2; p^2)_{\infty}(p^3; p^3)_{\infty}} = C_1.
\]

The case \(p = 0\) is

\[
\frac{x^{-2} - x^2}{x^{-3} + x^3} = \sum_{k=1}^{\infty} \frac{(k+1)}{3}(-1)^k x^{2k-1}, \quad |x| < 1.
\]

Combining these two summations leads to the desired identity in \(|p| < |x| < 1\). As the resulting series is convergent for \(|p| < |x| < |p^{-1}|\), it holds in the larger annulus by analytic continuation.

The remaining expansions follow even more easily from lemma 3.7 and (2.7). \(\square\)

3.5. Schur polynomial expansions

We will now derive expansions of the functions \(P_n^{(p)}(x)\), with \(\sigma = 1, \hat{1}\), into Schur polynomials; the other two cases are considered in section 3.6. We will write

\[
\chi_{\mu}(x) = \chi_{\mu_1, \ldots, \mu_m}(x_1, \ldots, x_m) = \det_{1 \leq i, j \leq m} (x_i^{\mu_j}),
\]

where \(\mu_j\) are distinct integers. After reordering the columns and factoring out a power of \(X = x_1 \cdots x_m\), one may assume that \(\mu_j = \lambda_j + m - j\), where \(\lambda_1 \geq \cdots \geq \lambda_m \geq 0\) is a partition. Then,

\[
\chi_{\mu}(x) = \Delta(x)s_\lambda(x)
\]

where \(s_\lambda\) is a Schur polynomial and \(\Delta\) is given in (2.1).

Consider in general a Laurent series

\[
\phi(x) = \sum_{k=-\infty}^{\infty} c_k x^k,
\]

convergent in an annulus containing \(|x| = 1\). Assuming that \(\phi(1/x) = -\phi(x)\), or equivalently \(c_{-k} = -c_k\), we may consider the pfaffian
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\[ \text{pfaff} (\phi(x_i, x_j)) \]
\[ = \frac{1}{2^{n^2}} \sum_{\sigma \in S_n} \text{sgn} (\sigma) \sum_{k_1, \ldots, k_n \in \mathbb{Z}} c_{k_1} \cdots c_{k_n} \frac{x_{\sigma(1)}^{k_1}}{x_{\sigma(2)}} \cdots \frac{x_{\sigma(2n-1)}}{x_{\sigma(2n)}} \]
\[ = \frac{1}{2^{n^2}} \sum_{k_1, \ldots, k_n \in \mathbb{Z}} c_{k_1} \cdots c_{k_n} x_{k_1, -k_1, \ldots, -k_n, -k_n} (x_1, \ldots, x_{2n}) \]
\[ = \sum_{1 \leq k_1 < k_2 < \cdots < k_n} c_{k_1} \cdots c_{k_n} x_{k_1, \ldots, k_n-1, -k_1, \ldots, -k_n} (x_1^2, \ldots, x_{2n}^2), \]

where we used in the last step that the summand is symmetric under permutations of the summation variables as well as reflections \( k_j \mapsto -k_j \). In particular, if \( \phi \) is even we may write \( \phi(x) = \sum_{k=-\infty}^{\infty} c_k x^{2k} \) and

\[ \text{pfaff} (\phi(x_i, x_j)) = \sum_{1 \leq k_1 < k_2 < \cdots < k_n} c_{k_1} \cdots c_{k_n} x_{k_1, \ldots, k_n-1, -k_1, \ldots, -k_n} (x_1^2, \ldots, x_{2n}^2). \]

Similarly, if \( \phi(x) = \sum_{k=-\infty}^{\infty} c_k x^{2k-1} \) we get

\[ \text{pfaff} (\phi(x_i, x_j)) = \sum_{1 \leq k_1 < k_2 < \cdots < k_n} c_{k_1} \cdots c_{k_n} x_{k_1, \ldots, k_n-1, -k_1, \ldots, -k_n} (x_1^2, \ldots, x_{2n}^2). \]

Specializing to the Laurent series of lemma 3.6 gives the following expansions of the functions \( P_n^{(\sigma)} \), where \( \sigma = 0, 2, 3, 4, 6 \). Corresponding expansions for \( P_n^3 \) follow using (3.1).

**Proposition 3.8.** In a neighbourhood of \(|x_1| = \cdots = |x_{2n}| = 1\), we have the expansions

\[
P_n^{(0)} = C_n^{(0)} \prod_{1 \leq i < j \leq 2n} \frac{\theta(p^{3/3} x_i^2 x_j^2; p^{2/3})}{x_i x_j} \sum_{1 \leq k_1 < \cdots < k_n} \prod_{j=1}^{n} \frac{1 - p^{4k_j/3}}{1 + p^{2k_j}} p^{(k_j-1)/3} \\
x_{k_1, \ldots, k_n-1, -k_1, \ldots, -k_n} (x_1^2, \ldots, x_{2n}^2),
\]

\[
P_n^{(2)} = C_n^{(2)} \prod_{1 \leq i < j \leq 2n} \frac{\theta(p^3 x_i^6 x_j^6; p^6)}{x_i x_j} \sum_{1 \leq k_1 < \cdots < k_n} \prod_{j=1}^{n} \frac{k_j + 1}{3} p^{k_j-1} \\
x_{k_1, \ldots, k_n-1, -k_1, \ldots, -k_n} (x_1^2, \ldots, x_{2n}^2),
\]

\[
P_n^{(3)} = C_n^{(3)} \prod_{1 \leq i < j \leq 2n} \frac{x_i}{x_j} \theta(-x_i^2 x_j^2; p^{2/3}) \sum_{1 \leq k_1 < \cdots < k_n} \prod_{j=1}^{n} (-1)^{k_j} \frac{1 - p^{(2k_j-1)/3}}{1 + p^{2k_j-1}} p^{(2k_j-2)/3} \\
x_{k_1, \ldots, k_n-1, -k_1, \ldots, -k_n} (x_1^2, \ldots, x_{2n}^2),
\]

\[
P_n^{(4)} = C_n^{(4)} \prod_{1 \leq i < j \leq 2n} \frac{\theta(p^{3/3} x_i^6 x_j^6; p^6)}{x_i x_j} \sum_{1 \leq k_1 < \cdots < k_n} \prod_{j=1}^{n} \frac{k_j}{3} p^{k_j-1} \\
x_{k_1, \ldots, k_n-1, -k_1, \ldots, -k_n} (x_1^2, \ldots, x_{2n}^2),
\]

\[
P_n^{(6)} = C_n^{(6)} \prod_{1 \leq i < j \leq 2n} \frac{\theta(p^{1/2} x_i^2 x_j^2; p^{2/3})}{x_i x_j} \sum_{1 \leq k_1 < \cdots < k_n} \prod_{j=1}^{n} \frac{1 - p^{4k_j-2/3}}{1 + p^{2k_j-1}} p^{(k_j-1)/3} \\
x_{k_1, \ldots, k_n-1, -k_1, \ldots, -k_n} (x_1^2, \ldots, x_{2n}^2),
\]

where the constants \( C_\sigma \) are given in (3.17).
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3.6. Symmetric function expansions of $P^{(1)}_n$

To obtain an analogue of proposition 3.8 for $P^{(1)}_n$, the following result is useful.

**Lemma 3.9.** Let $\Lambda$ be a countable and totally ordered set, let $A$ be a skew-symmetric $(2n \times 2n)$-matrix and let $B^{(k)}$, $C^{(k)}$, $k \in \Lambda$, be $2n$-dimensional column vectors. For $k_1, \ldots, k_m \in \Lambda$, let $X_{k_1,\ldots,k_m}$ be the $(2n \times 2n)$-matrix

$$X_{k_1,\ldots,k_m} = (B^{(k_1)} \cdots B^{(k_m)} C^{(k_m)} \cdots C^{(k_1)}).$$

Then,

$$\text{pfaff} \left[ A_{ij} + \sum_{k \in \Lambda} (B^{(k)}_j C^{(k)}_j - B^{(k)}_j C^{(k)}_i) \right]$$

$$= \sum_{m=0}^{n} \sum_{k_1,\ldots,k_m \in \Lambda} \sum_{k_1 < \cdots < k_m} \text{pfaff} \left[ X^T_{k_1,\ldots,k_m} 0 \right],$$

(3.19)

where we assume that the sums converge absolutely if $\Lambda$ is infinite.

**Proof.** Let $P$ denote the left-hand side of (3.19). By definition,

$$P = \frac{1}{2^n n!} \sum_{\sigma \in S_{2n}} \text{sgn}(\sigma) \prod_{i=1}^{n} \left( A_{\sigma(2i-1)\sigma(2i)} + \sum_{k \in \Lambda} (B^{(k)}_{\sigma(2i-1)} C^{(k)}_{\sigma(2i)} - B^{(k)}_{\sigma(2i)} C^{(k)}_{\sigma(2i-1)}) \right)$$

$$= \frac{1}{2^n n!} \sum_{S \subseteq \{1, n\}} \sum_{\sigma \in S_{2n}} \text{sgn}(\sigma) \prod_{i \in S} A_{\sigma(2i-1)\sigma(2i)}$$

$$\times \prod_{i \in S} \sum_{k \in \Lambda} (B^{(k)}_{\sigma(2i-1)} C^{(k)}_{\sigma(2i)} - B^{(k)}_{\sigma(2i)} C^{(k)}_{\sigma(2i-1)}).$$

Writing $S = \{s_1 < \cdots < s_m\}$, $S^c = \{t_1 < \cdots < t_{n-m}\}$, let $\rho$ be the even permutation

$$\rho(1, \ldots, 2n) = (2t_1 - 1, 2t_1, \ldots, 2t_{n-m} - 1, 2t_{n-m}, 2s_1 - 1, 2s_1, \ldots, 2s_m - 1, 2s_m).$$

Replacing $\sigma$ by $\sigma \rho^{-1}$ in the sum gives

$$P = \frac{1}{2^n n!} \sum_{m=0}^{n} \binom{n}{m} \sum_{\sigma \in S_{2m}} \text{sgn}(\sigma) \prod_{i=1}^{n-m} A_{\sigma(2i-1)\sigma(2i)}$$

$$\times \prod_{i=n-m+1}^{n} \sum_{k \in \Lambda} (B^{(k)}_{\sigma(2i-1)} C^{(k)}_{\sigma(2i)} - B^{(k)}_{\sigma(2i)} C^{(k)}_{\sigma(2i-1)})$$

$$= \frac{1}{2^n n!} \sum_{m=0}^{n} \binom{n}{m} \sum_{k_1,\ldots,k_m \in \Lambda} \sum_{\sigma \in S_{2m}} \text{sgn}(\sigma) \prod_{i=1}^{n-m} A_{\sigma(2i-1)\sigma(2i)}$$

$$\times \prod_{i=1}^{m} (B^{(k_i)}_{\sigma(2i+2n-2m-1)} C^{(k_i)}_{\sigma(2i+2n-2m)} - B^{(k_i)}_{\sigma(2i+2n-2m)} C^{(k_i)}_{\sigma(2i+2n-2m-1)}).$$
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We observe that the summand is symmetric in the indices \( k_j \). Moreover, expanding the differences lead to terms that can be identified by a change of \( \sigma \); the minus signs are then incorporated in the factor \( \text{sgn}(\sigma) \). It follows that

\[
P = \sum_{m=0}^{n} \sum_{k_1 < \cdots < k_m} P_{k_1, \ldots, k_m},
\]

where

\[
P_{k_1, \ldots, k_m} = \frac{1}{2^{n-m}(n-m)!} \sum_{\sigma \in S_{2n}} \text{sgn}(\sigma) \prod_{i=1}^{n-m} A_{\sigma(2i-1)\sigma(2i)} \\
\times \prod_{i=1}^{m} B_{\sigma(2i+2n-2m-1)} C_{\sigma(2i+2n-2m)}
\]

For each \( \sigma \in S_{2n} \), consider the pairing on \([1, 2n + 2m]\) defined by \( \sigma(2i-1) \sim \sigma(2i) \) for \( 1 \leq i \leq n - m \) and \( \sigma(i) \sim i + 2m \) for \( 2n - 2m + 1 \leq i \leq 2n \). We observe that no two elements in \([2n+1, 2n+2m]\) are paired together. Moreover, there are \( 2^{n-m}(n-m)! \) permutations corresponding to each such pairing. This allows us to identify \( P_{k_1, \ldots, k_m} \) with the pfaffian on the right-hand side of (3.19), but with \( X_{k_1, \ldots, k_m} \) replaced by

\[
(\mathcal{B}^{(k_i)} C^{(k_i)} \cdots \mathcal{B}^{(k_m)} C^{(k_m)}).
\]

As this differs from \( X_{k_1, \ldots, k_m} \) by an even permutation of the columns, (3.19) holds. □

For \( m + n \) even and \( \lambda \in \mathbb{Z}^m \), we introduce the symmetric Laurent polynomials

\[
T_\lambda(x_1, \ldots, x_n) = \prod_{1 \leq i < j \leq n} \frac{x_j^2 + x_i^2}{x_j^2 - x_i^2} \text{pfaff}\left( \begin{array}{cc} A & B \\ -B^T & 0 \end{array} \right),
\]

where \( A \) is the \( n \times n \)-matrix with matrix elements \((x_j^2 - x_i^2)/(x_j^3 + x_i^3)\) and \( B \) the \( n \times m \) matrix with elements \( x_i^{\lambda_j} \). Formally, these are very similar to Schur \( Q \)-polynomials (or \( t = -1 \) Hall–Littlewood polynomials), which are given by a similar identity, where \( \lambda \) is a strict partition and \((x_j^2 - x_i^2)/(x_j^3 + x_i^3)\) is replaced by \((x_j - x_i)/(x_j + x_i)\) [19]. Substituting the expansion (3.18) into the definition of \( P_n^{(1)} \) and using lemma 3.9 gives the following result.

**Proposition 3.10.** Assuming \( |p| < |x_i/x_j| < p^{-1} \) for \( 1 \leq i, j \leq 2n \), we have

\[
P_n^{(1)} = (-1)^n C_n^6 X^{4-6n} \Delta(x^4) \prod_{1 \leq i < j \leq 2n} (-p^6 x_i^6/x_j^6; p^6)_\infty \\
\times \sum_{m=0}^{n} \sum_{1 \leq k_1 < \cdots < k_m \leq 2n} \frac{m!}{3} \prod_{i=1}^{m} \frac{(k_i + 1)}{1 - p^{2k_i-1}} \\
\times T_{k_1-n-1, \ldots, k_1-1, -k_1, \ldots, -k_m}(x_1^2, \ldots, x_{2n}^2).
\]
3.7. Trigonometric limit

We will now consider the behaviour of the functions $P_n^{(\sigma)}$ in the trigonometric limit $p \to 0$. By the discussion at the end of section 3.2, this is equivalent to considering the behaviour of $P_1^{(\tau)}$ (say) for $\tau$ near a cusp of $\Gamma_0(2,6)$, that is, as $p$ tends to 0 or to any twelfth root of unity.

Recall that the elementary symmetric functions are defined by

$$e_n(x_1, \ldots, x_m) = \sum_{1 \leq k_1 < \cdots < k_n \leq m} x_{k_1} \cdots x_{k_n}.$$

**Proposition 3.11.** Let $\pi_n^{(\sigma)}$ be the leading coefficient in the Taylor expansion of $P_n^{(\sigma)}$ at $p = 0$. Then,

$$
\begin{align*}
\pi_n^{(0)} &= (-1)^n p^{(n-1)/6} X^{-2n} \Delta(x^2) e_n(x_1^2, \ldots, x_{2n}^2), \\
\pi_n^{(1)} &= (-1)^n X^{1-6n} \Delta(x^2) s_{n-1,n-1,1,1,0,0}(x_1^2, \ldots, x_{2n}^2), \\
\pi_n^{(2)} &= \begin{cases} 
(-1)^{n+1} \frac{p}{2} \frac{(n-1)(3n+1)}{4} X^{2-3n} \Delta(x^2) s_{n-1,n-1,1,1,0,0}(x_1^2, \ldots, x_{2n}^2), & n \text{ odd}, \\
(-1)^{n} \frac{p}{2} \frac{(n-3n-2)}{4} X^{1-3n} \Delta(x^2) s_{n,n-1,n-1,1,1,0}(x_1^2, \ldots, x_{2n}^2), & n \text{ even}, 
\end{cases} \\
\pi_n^{(3)} &= (-1)^{n+1} \frac{p}{3} X^{2-4n} \Delta(x^4), \\
\pi_n^{(4)} &= \begin{cases} 
(-1)^{n+1} \frac{p}{2} \frac{(n-1)(3n-1)}{4} X^{1-3n} \Delta(x^2) s_{n,n-1,n-1,1,1,0}(x_1^2, \ldots, x_{2n}^2), & n \text{ odd}, \\
(-1)^{n} \frac{p}{2} \frac{(n-3n-4)}{4} X^{2-3n} \Delta(x^2) s_{n-1,n-1,1,1,0,0}(x_1^2, \ldots, x_{2n}^2), & n \text{ even}, 
\end{cases} \\
\pi_n^{(6)} &= (-1)^n p^{(n-1)/6} X^{1-2n} \Delta(x^2).
\end{align*}
$$

**Proof.** The case $\sigma = 1$ was obtained in (3.2). For the other cases, we use proposition 3.8. In the cases $\sigma = 0$, 3, 6, only the term with $k_j = j$ for all $j$ contributes to the leading coefficient. We find that

$$
\pi_n^{(0)} = (-1)^n \prod_{j=1}^n p^{(j-1)/3} X_{n,n-1,n-1,1,1,0,0}(x_1^2, \ldots, x_{2n}^2) = (-1)^{n} p^{(n-1)/6} X^{-2n} \Delta(x^2) s_{n,n}(x_1^2, \ldots, x_{2n}^2).
$$

For the fact that $s_{n,n} = e_n$, see e.g. [20, equation (I.3.9)]. For $\sigma = 3$ and $\sigma = 6$ the argument is similar but we encounter instead the Schur polynomial $s_{n,n} = 1$.

For $\sigma = 2$, we obtain the leading coefficient when $k_j$ is the $j$th smallest positive integer not congruent to 2 mod 3, that is, $k_j = [3j/2]$. It is easy to verify that

$$
\prod_{j=1}^n \frac{k_j + 1}{3} = (-1)^{n+1}/2, \\
\prod_{j=1}^n p^{k_j-1} = \begin{cases} 
p^{(n-1)(3n+1)/4}, & n \text{ odd}, \\
p^{n(3n-2)/4}, & n \text{ even}, 
\end{cases}
$$

For the fact that $s_{n,n} = e_n$, see e.g. [20, equation (I.3.9)]. For $\sigma = 3$ and $\sigma = 6$ the argument is similar but we encounter instead the Schur polynomial $s_{n,n} = 1$. For $\sigma = 2$, we obtain the leading coefficient when $k_j$ is the $j$th smallest positive integer not congruent to 2 mod 3, that is, $k_j = [3j/2]$. It is easy to verify that

$$
\prod_{j=1}^n \left(\frac{k_j + 1}{3}\right) = (-1)^{n+1}/2, \\
\prod_{j=1}^n p^{k_j-1} = \begin{cases} 
p^{(n-1)(3n+1)/4}, & n \text{ odd}, \\
p^{n(3n-2)/4}, & n \text{ even}, 
\end{cases}
$$
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\[ \chi_{k_n - 1, \ldots, k_1 - 1, -k_1, \ldots, -k_n}(x_1^2, \ldots, x_{2n}^2) \]

\[ = \begin{cases} X^{l-3n} \Delta(x^2)s_{n-l, n-1, \ldots, 1, 1, 0}(x_1, \ldots, x_{2n}), & n \text{ odd}, \\ X^{-3n} \Delta(x^2)s_{n-l, n-1, \ldots, 1, 1, 0}(x_1, \ldots, x_{2n}), & n \text{ even}. \end{cases} \]

The final case \( \sigma = 4 \) is similar. \( \square \)

3.8. Hankel determinants

In the applications to statistical mechanics, one is particularly interested in the homogeneous limit, when all the variables \( x_j \) coincide. By the following fact, the homogeneous limit of the pfaffians \( P_n^{(\sigma)} \) can be expressed in terms of Hankel determinants. Although the result is presumably well-known, we include a proof for completeness.

**Lemma 3.12.** For \( f \) a sufficiently differentiable odd function,

\[ \lim_{z_1, \ldots, z_{2n} \to 0} \frac{\text{pfaff}_{1 \leq i, j \leq 2n}(f(z_i - z_j))}{\prod_{1 \leq i < j \leq 2n}(z_i - z_j)} = \frac{\det_{1 \leq i, j \leq n}(f^{(2i + 2j - 3)}(0))}{\prod_{j=1}^{2n}(j - 1)!}. \]

**Proof.** Let

\[ F(z_1, \ldots, z_{2n}) = \text{pfaff}_{1 \leq i, j \leq 2n}(f(z_i - z_j)) = \frac{1}{2^n n!} \sum_{\sigma \in S_n} \text{sgn}(\sigma) \prod_{j=1}^{n} f(z_{\sigma(j-1)} - z_{\sigma(j)}). \]

As \( F \) is anti-symmetric, the lowest term in the Taylor series for \( F \) has the form \( C \Delta(z) \), where

\[ C = (-1)^n \prod_{j=1}^{2n} \frac{1}{(j - 1)!} \frac{\partial^{j-1}}{\partial z_{j-1}^{j-1}} F(z_1, \ldots, z_{2n}) \]

\[ = \frac{(-1)^n}{2^n n!} \prod_{j=1}^{2n} \frac{1}{(j - 1)!} \sum_{\sigma \in S_n} \text{sgn}(\sigma) \prod_{j=1}^{n} (-1)^{\sigma(2j) - 1}f^{(\sigma(2j-1) + \sigma(2j) - 2)}(0). \]

Since \( f \) is odd, only permutations such that \( \sigma(2j - 1) \neq \sigma(2j) \mod 2 \) for each \( j \) contribute to the sum. For any such permutation, define \( \tau \in S_n \) by

\[ \{\sigma(2j-1), \sigma(2j)\} = \{2k - 1, 2\tau(k)\}. \]

Then, each \( \tau \) corresponds to \( 2^n n! \) choices of \( \sigma \). Moreover, it is easy to check that \( \text{sgn}(\sigma) \prod_{j=1}^{n} (-1)^{\sigma(2j)} = \text{sgn}(\tau) \). It follows that

\[ C = \prod_{j=1}^{2n} \frac{1}{(j - 1)!} \sum_{\tau \in S_n} \text{sgn}(\tau) \prod_{k=1}^{n} f^{(2k + 2\tau(k) - 3)}(0) = \frac{\det_{1 \leq i, j \leq n}(f^{(2i + 2j - 3)}(0))}{\prod_{j=1}^{2n}(j - 1)!}. \]

\( \square \)
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To apply lemma 3.12 to the pfaffians $P_n^{(\sigma)}$, it is convenient to rewrite the series in lemma 3.6 in trigonometric form. For instance, for $\sigma = 3$ we have as all the variables $z_j \to 0$

$$P_n^{(3)} \sim (2(-p^{2/3}; p^{2/3})_{\infty})^{n(2n-1)} \text{pfaff (} f(z_i - z_j)\text{)},$$

where

$$f(z) = C_3 \sum_{k=-\infty}^{\infty} (-1)^k \frac{1 - p^{(2k-1)/3}}{1 - p^{2k-1}} p^{(2k-2)/3} e^{(2k-1)i\pi z}$$

$$= 2iC_3 \sum_{k=1}^{\infty} (-1)^k \frac{1 - p^{(2k-1)/3}}{1 - p^{2k-1}} p^{(2k-2)/3} \sin((2k - 1)\pi z).$$

Applying lemma 3.12 gives

$$\lim_{z_1, \ldots, z_n \to 0} \frac{P_n^{(3)}(z)}{\Delta(z)} = \frac{(2(-p^{2/3}; p^{2/3})_{\infty})^{n(2n-1)}(2iC_3)^n}{\prod_{j=1}^{n} (j - 1)!} \det \left( (-1)^{j+k} \pi^{2i+2j-3} \sum_{k=1}^{\infty} (-1)^k \frac{1 - p^{(2k-1)/3}}{1 - p^{2k-1}} p^{(2k-2)/3}(2k - 1)^{2i+2j-3} \right).$$

By linearity, the factor $(-1)^{j+k} \pi^{2i+2j-2}$ inside the determinant can be replaced by a global factor $\pi^{n(2n-1)}$. This gives the case $\sigma = 3$ of theorem 3.13 below.

In the case $\sigma = 1$, the term $(x^2 - x^3)(x^{-3} + x^3)$ in (3.18) contributes a Taylor coefficient of $\sin(2z)/\cos(3z)$ to each determinant entry. We write these in terms of Glaisher’s $T$-numbers [21]

$$1, 23, 1681, 257543, 67637281, \ldots,$$

which are given by the generating function

$$\frac{\sin(2z)}{2 \cos(3z)} = \sum_{n=0}^{\infty} T_n z^{2n+1}/(2n+1)!.$$  

We obtain in this way the following Hankel determinant formulas.

**Theorem 3.13.** For $\sigma = 0, 1, 2, 3, 4, 6$, we have

$$\lim_{z_1, \ldots, z_{2n} \to 0} \frac{P_n^{(\sigma)}(z_1, \ldots, z_{2n})}{\prod_{1 \leq i < j \leq 2n} (z_i - z_j)} = \frac{(2iC_\sigma)^n D_{\sigma}^{n(2n-1)}}{\prod_{j=1}^{n} (j - 1)!} H_n^{(\sigma)},$$

with $C_\sigma$ as in (3.17),

$$D_0 = D_6 = \pi(p^{1/3}; p^{2/3})_{\infty}^2, \quad D_1 = 2\pi(-p^{1/3}; p^{2/3})_{\infty}^2,$$

$$D_2 = D_3 = \pi(p^3; p^6)_{\infty}^2, \quad D_3 = 2\pi(-p^{2/3}; p^{2/3})_{\infty}^2$$

and
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\[ H_n^{(\sigma)} = \det_{1 \leq i,j \leq n} (L_{i+j-2}^{(\sigma)}), \]  

where \( L_j^{(\sigma)} \) is the Lambert series

\[ L_j^{(0)} = \sum_{k=1}^{\infty} \frac{1 - p^{4k/3}}{1 + p^{2k}} p^{(k-1)/3} (2k)^{2j+1}, \]
\[ L_j^{(1)} = (-1)^j T_j + \sum_{k=1}^{\infty} \left( \frac{k + 1}{3} \right) \frac{(-1)^k p^{2k-1}}{1 - p^{2k-1}} (2k - 1)^{2j+1}, \]
\[ L_j^{(2)} = \sum_{k=1}^{\infty} \left( \frac{k + 1}{3} \right) \frac{p^{2k-1}}{1 + p^{2k}} (2k - 1)^{2j+1}, \]
\[ L_j^{(3)} = \sum_{k=1}^{\infty} (-1)^j \frac{1 - p^{(2k-1)/3}}{1 - p^{2k-1}} p^{(2k-2)/3} (2k - 1)^{2j+1}, \]
\[ L_j^{(4)} = \sum_{k=1}^{\infty} \left( \frac{k}{3} \right) \frac{p^{2k}}{1 + p^{2k}} (2k)^{2j+1}, \]
\[ L_j^{(6)} = \sum_{k=1}^{\infty} \frac{1 - p^{(4k-2)/3}}{1 + p^{2k}} p^{(k-1)/3} (2k - 1)^{2j+1}. \]

We hope that this result will be useful for studying the subsequent limit \( n \to \infty \), which is of interest in statistical mechanics. One approach would be to identify the matrix elements with moments and then use the corresponding orthogonal polynomials (see e.g. [22, 23] for applications to the six-vertex model). As a step in this direction, we have observed that the integral evaluation

\[ \frac{\sin(2z)}{2 \cos(3z)} = \frac{1}{4 \sqrt{3}} \int_{-\infty}^{\infty} \frac{\sinh(\pi y/3)}{\cosh(\pi y/2)} e^{yz} dy, \quad \text{Re}(z) < \frac{\pi}{6} \]

leads to the moment representation

\[ T_n = \frac{1}{2 \sqrt{3}} \int_0^{\infty} \frac{\sinh(\pi y/3)}{\cosh(\pi y/2)} y^{2n+1} dy \]
\[ = \frac{3 \sqrt{3} \cdot 6^n}{4 \pi^2} \int_0^{\infty} \left| \frac{\Gamma(1/6 + ix)\Gamma(1/2 + ix)\Gamma(5/6 + ix)}{\Gamma(2ix)} \right|^2 x^{2n} dx, \]

where we substituted \( y = 6x \) and used some well-known identities for the gamma function. The corresponding orthogonal polynomials are the continuous dual Hahn polynomials \( S_n(x^2; 1/6, 1/2, 5/6) \), see [24]. Thus, the Hankel determinant \( H_n^{(1)} \) relates to a perturbation of these polynomials.

4. Applications in statistical mechanics

4.1. Domain wall partition function for the 8VSOS model

We will consider the inhomogeneous 8VSOS model with domain wall boundary conditions. We follow the conventions of [25]. A state of the model is an assignment of a
height function to the squares of an \((n + 1) \times (n + 1)\) chessboard, such that the heights of neighbouring squares differ by exactly 1. Moreover, the heights of the boundary squares are fixed by demanding that the north-west and south-east squares have height 0 and that, moving away from these squares along the boundary, the height increases. Consequently, the north-east and south-west squares have height \(n\). We assign local weights to \(2 \times 2\)-blocks of adjacent squares. These blocks are given matrix coordinates in a standard way. A block with coordinates \((i, j)\) and heights \(\begin{pmatrix} a & b \\ c & d \end{pmatrix}\) has weight \(R^a_{de}R^b_{c-d}(\omega q^n, u/v_j)\), where

\[
R^+_{\lambda}(\lambda, u) = \frac{\theta(u \omega q^\lambda; p)}{\theta(q; p)}, \quad R^-_{\lambda}(\lambda, u) = \frac{\theta(u, q^{-1} \lambda; p)}{\theta(q, \lambda; p)},
\]

The weight of a state is the product of the weights of all \(2 \times 2\)-blocks. Finally, the partition function

\[
Z_n = Z_n(u_1, \ldots, u_n; v_1, \ldots, v_n; \lambda; p, q)
\]

is the sum of the weights of all the states. As a manifestation of the integrability of the model, \(Z_n\) is separately symmetric in the parameters \(u_1, \ldots, u_n\) and \(v_1, \ldots, v_n\).

If we first let \(p = 0\) and then \(\lambda = 0\), the 8VSOS model reduces to the six-vertex model. The domain wall partition function is then given by the Izergin–Korepin determinant (1.1). More precisely,

\[
Z_n = \frac{(-1)^n U \prod_{i,j=1}^{n} (u_i - v_j)(qu_i - v_j)}{\Delta(u)\Delta(v)} \det_{1 \leq i, j \leq n} \left( \frac{1}{(u_i - v_j)(qu_i - v_j)} \right)
\]

(as before, we write \(U = u_1 \cdots u_n\) etc). In particular, if in addition \(q = \omega = e^{2\pi i/3}\), (1.3) gives

\[
3 \binom{n}{2} \omega^{n(n-2)} U^n \frac{Z_n(\omega u; v; 0; 0, \omega)}{Z_n(u; \omega; 0; 0, \omega)} = s_{n-1, n-1, \ldots, 1, 0, 0}(u, v).
\]

For the general 8VSOS model, explicit expressions for the domain wall partition function are discussed in [26–30]. We will now give a new expression in the case \(q = \omega\), by showing that the partition function is a linear combination of the pfaffians \(P_n^{(2)}\) and \(P_n^{(4)}\).

**Theorem 4.1.** Consider the domain wall partition function for the 8VSOS model, with \(p = e^{i\pi}\) and \(q = \omega = e^{2\pi i/3}\). Introduce the parameters \(z_j\) and \(x_j\) by \(e^{i\pi z_j} = x_j\) and

\[
(e^{2\pi i z_1}, \ldots, e^{2\pi i z_n}) = (u_1^2, \ldots, u_n^2) = (u_1, \ldots, u_n, v_1, \ldots, v_n).
\]
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Writing

$$\Delta(x^2; p) = \prod_{1 \leq i < j \leq 2n} x_i^2 \theta(x_j^2 x_i^2; p),$$

we then have

$$p(\varphi)\theta(p; p^2)\theta(\omega; p) p(n-1)\theta(\lambda \omega^{n+1}, \lambda \omega^{n+2}; p)\Delta(x^2; p) Z_n(\omega u; \nu; \lambda; \lambda; p; \omega)$$

$$= (-1)^n \omega^{2 n \lambda^{n+1} X^{2n-1}} \theta(-p^2; p^6)^{n-1} \theta(-p^{n+1} \omega^n \lambda^2 V/U; p^2) P_n^{(2)}(z_1, \ldots, z_{2n}| \tau)$$

$$+ \lambda^n U X^{2n-2} \theta(-p; p^6)^{n-1} \theta(-p^n \omega^n \lambda^2 V/U; p^2) P_n^{(4)}(z_1, \ldots, z_{2n}| \tau). \quad (4.2)$$

The splitting of the partition function as a sum of two parts is central for our previous investigation of the three-colour model [25, 29]. What is new here is not only the explicit expression for each term as a pfaffian, but also the fact that the partition function is ‘almost symmetric’ in all $2n$ spectral parameters, in the sense that the only asymmetry comes from the factors $\lambda^n(\omega^n \lambda^2 V/U; p^2)$ and $U\theta(-p^n \omega^n \lambda^2 V/U; p^2)$.

**Proof.** By the discussion at the end of [25, section 4], the left-hand side of (4.2) as a function of $\lambda$ belongs to the space spanned by $\lambda^n(\omega^n \lambda^2 V/U; p^2)$ and $\lambda^n(\omega^n \lambda^2 V/U; p^2)$. This is a consequence of the explicit formula for $Z_n$ found in [29]. By (4.2), we may as well work with the basis $\lambda^n(\omega^n \lambda^2 V/U; p^2)$ and $\lambda^n(\omega^n \lambda^2 V/U; p^2)$. Thus, we can write

$$p(\varphi)\theta(p; p^2)\theta(\omega; p) p(n-1)\theta(\lambda \omega^{n+1}, \lambda \omega^{n+2}; p)\Delta(x^2; p) Z_n(\omega u; \nu; \lambda; \lambda; p; \omega)$$

$$= (-1)^n \omega^{2 n \lambda^{n+1} X^{2n-1}} \theta(-p^2; p^6)^{n-1} \theta(-p^{n+1} \omega^n \lambda^2 V/U; p^2) Q_n$$

$$+ \lambda^n U X^{2n-2} \theta(-p; p^6)^{n-1} \theta(-p^n \omega^n \lambda^2 V/U; p^2) R_n, \quad (4.3)$$

where $Q_n$ and $R_n$ are independent of $\lambda$. We must prove that $Q_n = P_n^{(2)}$ and $R_n = P_n^{(4)}$.

We will show that $Q_n$ satisfies all conditions of proposition 3.4, with $\sigma = 2$, when viewed as a function of $z_1$. First of all, the left-hand side of (4.3) is an entire function of $z_1$. Adding $(-1)^{n+1}$ times the same function with $\lambda$ replaced by $-\lambda$, it follows that the first term on the right is entire. As $Q_n$ is independent of $\lambda$, we conclude that $Q_n$ is entire.

The identity (3.10) is obvious. Consider now the effect of replacing $z_1$ by $z_1 + \tau/2$ in (4.3). Then, $u_1 \mapsto pu_1$. It is easy to see that

$$Z_n(pu_1, \ldots) = \frac{(-1)^n V \lambda}{\omega^n u_1^n} Z_n(\omega u_1, \ldots) \quad (4.4)$$

(see [29, lemma 3.2]) and that, writing (4.3) as $CZ_n = A Q_n + B R_n$,

$$A\left(z_1 + \frac{\tau}{2}\right) = (-1)^n \frac{\lambda p^{n-1} \theta(-p^2; p^6)^{n-1} X}{\omega^n \theta(-p^2; p^6)^{n-1} U} B(z_1),$$

$$B\left(z_1 + \frac{\tau}{2}\right) = (-1)^n \frac{\lambda p^{n-1} \theta(-p^2; p^6)^{n-1} V}{\omega^n \theta(-p^2; p^6)^{n-1} X} A(z_1),$$

$$C\left(z_1 + \frac{\tau}{2}\right) = -\frac{X^2}{u_1^2} C(z_1).$$
This gives
\[
Q_n\left( z_1 + \frac{\tau}{2} \right) = \frac{B(z_1)C(z_1 + \tau/2)Z_n(z_1 + \tau/2)}{A(z_1 + \tau/2)C(z_1)Z_n(z_1)} R_n(z_1)
\]
\[
= A_2 B_2^{-1} \frac{x_1^3 \cdots x_{2n}^3}{x_1^{6n-3}} R_n(z_1),
\]
where \( A_2 \) and \( B_2 \) are as in corollary 3.5. Thus, once we have proved that \( Q_n = P_n^{(2)} \), the identity \( R_n = P_n^{(4)} \) will follow. Moreover, we similarly obtain
\[
R_n\left( z_1 + \frac{\tau}{2} \right) = A_4 B_4^{-1} \frac{x_1^3 \cdots x_{2n}^3}{x_1^{6n-3}} Q_n(z_1).
\]
Combining (4.5) and (4.6), we find that \( Q_n \) satisfies (3.11).

It was proved in [13] (see also [25, proposition 4.4]) that if \( L(u_1, \lambda) \) denotes the lefthand side of (4.3), then
\[
L(u_1, \lambda) + L(\omega u_1, \omega^2 \lambda) + L(\omega^2 u_1, \omega \lambda) = 0.
\]
This implies that \( Q_n \) satisfies (3.12). Finally, the vanishing conditions (3.13) and (3.14) follow from the corresponding vanishing of \( \Delta(x^2; p) \).

We have now verified all conditions of proposition 3.4 and conclude that \( Q_n = C_n P_n^{(2)} \), where \( C_n \) is independent of \( z_1 \). We will prove that \( C_n = 1 \) by induction on \( n \). We start the induction at \( n = 0 \), with the interpretation \( Z_0 = P_0^{(2)} = P_0^{(4)} = 1 \). We must then prove that
\[
\theta(p; p^2)\theta(\lambda \omega, \lambda \omega^2; p) = \frac{\lambda \theta(-p \lambda^2; p^2)}{\theta(-p^2; p^6)} + \frac{\theta(-\lambda^2; p^2)}{\theta(-p; p^6)}.
\]
(4.7)
As we have already discussed, the left-hand side is in the space of theta functions spanned by the two terms on the right. To compute the coefficients amounts to verifying (4.7) for \( \lambda = \sqrt{p} \) and \( \lambda = i \). This follows from (2.8), using also \( \theta(x, -x; p) = \theta(x^2; p^2) \).

For the induction step, we first note that [29, lemma 3.3]
\[
Z_n(u_1, \ldots, u_n; v_1, \ldots, v_n; \lambda; p, q) \bigg|_{v_i = q u_i} = \frac{q^{n-2}\theta(\lambda q^n; p)}{\theta(q; p)^{2n-2}\theta(\lambda q^{n-1}; p)} 
\]
\[
\times \prod_{j=2}^n \theta(u_i/v_j, u_j/q u_i; p) Z_{n-1}(u_2, \ldots, u_n; v_2, \ldots, v_n; \lambda; p, q).
\]
Combining this with (4.4) gives
\[
Z_n(\omega u_1, \ldots, \omega u_n; v_1, \ldots, v_n; \lambda; p, \omega) \bigg|_{u_i = \omega v_i} = \frac{\lambda \omega^{n+1}\theta(\lambda \omega^n; p)}{\theta(\omega; p)^{2n-2}\theta(\lambda \omega^{n-1}; p)} 
\]
\[
\times \prod_{j=2}^n \theta(\omega u_i/v_j, \omega u_j/v_i; p) Z_{n-1}(\omega u_2, \ldots, \omega u_n; v_2, \ldots, v_n; \lambda; p, \omega).
\]
Using that $\theta(x, \omega x, \omega^2 x; p) = \theta(x^3; p^3)$, it follows that if $L_n(u; v)$ denotes the left-hand side of (4.3), then

$$L_n(u; v)_{u_1 = p, v_1} = (-1)^n p^{-n} \lambda \omega^{2n+2} u_1^{2n-1} \theta(\omega; p) \prod_{j=2}^n u_j \theta(u_j^3/u_{j+1}^3; u_j^3/v_j^3; p^3) L_{n-1}(\hat{u}; \hat{v}),$$

where the hats indicate that $u_1$ and $v_1$ are omitted. This implies in turn

$$Q_n(u; v)_{u_1 = p, v_1} = \frac{(-1)^n \omega \theta(\omega; p)}{p^{1/2} \theta(-p^2; p^6)} \prod_{j=2}^n u_j \theta(u_j^3/u_{j+1}^3; u_j^3/v_j^3; p^3) Q_{n-1}(\hat{u}; \hat{v}).$$  (4.8)

We need to show that $P_n^{(2)}$ satisfies the same recursion, when we specialize $z_1 = z_{n+1} + 1/3 + \tau/2$. With notation as in (3.9), in this specialization

$$P_n^{(2)}(z) = (-1)^{n+1} a_{1, n+1} \prod_{j=1, n+1} b_{1,j} P_n^{(2)}(\tilde{z}).$$

After simplification, the coefficient can be identified with that in (4.8). This completes the proof of theorem 4.1.

Let us check that theorem 4.1 reduces to known results in the trigonometric limit $p \to 0$. It is easy to see that, in this limit,

$$\theta(-p^nx; p^2) \sim \begin{cases} p^{-(n-2)/4}(-1)^{n/2}(1-x), & n \text{ even}, \\ p^{-(n-1)/2}(-1)^{n/2}(1-x), & n \text{ odd}. \end{cases}$$

Using this together with proposition 3.11 gives

$$3^{2n} \lambda^n (1 - \lambda \omega^{n+1})(1 - \lambda \omega^{n+2}) Z_0(\omega u; v; \lambda; 0; \omega) = \omega(\frac{n+1}{2}) (U + \omega^n \lambda^2 V) s_{n-1, n-1, \ldots, 1,1,0}(u, v) + (-1)^n \omega(\frac{n}{2}) \lambda s_{n-1, n-1, \ldots, 1,1,0}(u, v).$$  (4.9)

The case $\lambda = 0$ is (4.1). For general $\lambda$ (that is, for the trigonometric 8VSOS model) it follows from the proof of [29, theorem 8.1] that the left-hand side of (4.9) can alternatively be expressed as

$$\frac{\prod_{i,j=1}^n (u_i^3 - v_j^3)}{\Delta(u, v)} \omega(\frac{n+1}{2}) (U + \omega^n \lambda^2 V) \det_{1 \leq i, j \leq n} \left( \frac{u_i - u_j}{u_i^3 - v_j^3} \right) + (-1)^n \omega(\frac{n}{2}) \lambda \det_{1 \leq i, j \leq n} \left( \frac{u_i^3 - v_j^3}{u_i^3 - v_j^3} \right).$$  (4.10)

As we have seen in (1.3), the first terms in (4.9) and (4.10) can be identified. That is also true for the second terms, see the second identity in [3, theorem 2.42].
4.2. The three-colour model

The 8VSOS model contains the three-colour model as the special case when \( q = u_i v_j = \omega \) for all \( i, j \) [29, 31]. The latter model is obtained by starting from a height matrix and assigning to each square the weight \( t_j \) if its height is equal to \( j \mod 3 \), where \( t_0, t_1 \) and \( t_2 \) are independent parameters. Let \( Z_n^{3C}(t_0, t_1, t_2) \) denote the sum of the weight of all states with domain wall boundary conditions. We will parametrize the weights as

\[
    t_j = \frac{1}{\theta(\lambda \omega^j; p)^3}
\]

since the partition function is homogeneous, two parameters are sufficient. An equivalent parametrization was used by Baxter [32] to study the model for periodic boundary conditions. By [25, equation (4.8)], we then have

\[
    Z_n^{3C}(t_0, t_1, t_2) = \omega^{n(n+1)} \frac{\theta(\lambda \omega^2, \lambda \omega^{n+1}; p)^2}{\theta(\lambda \omega^n; p)\theta(\lambda^3; p^3)^{n^2+2n+2}} Z_n(\omega, \ldots, \omega; 1, \ldots, 1; \lambda; p, \omega).
\]

Applying theorems 3.13 and 4.1 yields the following new expression for the three-colour partition function \( Z_n^{3C} \) in terms of Hankel determinants.

**Corollary 4.2.** In the parametrization (4.11), the domain wall partition function for the three-colour model can be expressed in terms of the Hankel determinants (3.20) as

\[
    Z_n^{3C} = \frac{(-1)^{n+1}\omega^{2\pi^2}(p^3; p^3)^{3\pi^2} \lambda^n \theta(\lambda \omega^2, \lambda \omega^{n+1}; p)^2}{\prod_{j=1}^{n}(j-1)! (48p)^{\frac{\pi^2}{2}} (p; p)_{\infty}^{3\pi^2+1} (p^6; p^6)^{4\pi^2+1} \theta(\lambda^3; p^3)^{n^2+2n+3}}
\]

\[
    \times (\omega^{2\pi}(p; p)_n^2 (p^{12}; p^{12}) \theta(\omega^-; p)H_n^{(2)} + (-p^3; -p^3) (p^4; p^4) \theta(\omega^-; p^2)H_n^{(4)}).
\]

In the derivation of corollary 4.2, we used that

\[
    \Delta(x^2; p) = \prod_{1 \leq i < j \leq 2n} (e^{2\pi x_i} - e^{2\pi x_j})(px_i^2/x_j^2, px_j^2/x_i^2; p)_{\infty}
\]

\[
    \sim (2i\pi(p; p)_{\infty}^2)^{(2n-1)} \Delta(z)
\]

as all \( z_j \to 0 \), as well as some elementary manipulation of infinite products. In particular, the identity

\[
    (p^2; p^2)_{\infty} = (p; p)_{\infty}(-p; -p)_{\infty} (p^4; p^4)_{\infty}
\]

implies that

\[
    \theta(-p^2; p^6) C_2 = -\theta(-p; p^6) C_1 = \frac{(p^3; p^3)_{\infty}}{(p; p)_{\infty} (p^6; p^6)^{2}}.
\]

Corollary 4.2 should be compared with [25, corollary 9.4], where we expressed the three-colour partition function in terms of certain polynomials \( p_{n-1} \) in the variable

\[
    \zeta = \omega^2 \theta(-1, -p, \omega; p^2).
\]
In [33], we showed that these polynomials can be interpreted as tau functions of Painlevé VI (closely related tau functions appeared in [34]). We can now deduce the following new Hankel determinant formula for $p_{n-1}$. It seems quite different in nature both from the Hankel determinants for general tau functions given in [35] and for the expression for $p_{n-1}$ as an $(n-1) \times (n-1)$-determinant given in [25, lemma 9.7].

**Corollary 4.3.** The polynomial $p_{n-1}(\zeta)$ introduced in [25] has the determinant representation

$$p_{n-1}(\zeta) = AB^{n/4}H_n^{(2)},$$

where

$$A = \begin{cases} 
\prod_{j=1}^{2n}(j-1)! (48)^{\frac{1}{2}} p^{n(n-2)/4}, & \text{if } n \text{ even}, \\
(-1)^{n+1/2} (p^2; p^4)_\infty (p^4; p^4)_\infty (p^{12}; p^{12})_\infty, & \text{if } n \text{ odd}, 
\end{cases}$$

$$B = \frac{(p^4; p^4)_\infty (p^2; p^2)_\infty (p^6; p^6)_\infty}{(p^2; p^2)_\infty (p^4; p^4)_\infty (p^6; p^6)_\infty}.$$ 

In fact, a similar identity holds for each of our twelve pfaffians. The reason is that $\zeta$ is a Hauptmodul for $\Gamma_0(2,6) \simeq \Gamma_0(12)$. Hence, the normalizer $N$ discussed in section 3.2 acts on $\zeta$ by rational transformations [18]. It follows that, for any $\sigma \in \Sigma$, there exists a rational function $\phi_\sigma$ such that $p_{n-1}(\phi_\sigma(\zeta))$ is an elementary factor times $H_n^{(\sigma)}$. We have not worked out these relations in detail.

### 4.3. Eight-vertex model on an odd chain

The eight-vertex model can be parametrized by the Boltzmann weights [36, 37]

$$R_{\uparrow \downarrow} = R_{\downarrow \uparrow} = \rho \theta_2(2\eta | 2\tau) \theta_4(u - \eta | 2\tau) \theta_4(u + \eta | 2\tau),$$

$$R_{\uparrow \downarrow} = R_{\downarrow \uparrow} = \rho \theta_4(2\eta | 2\tau) \theta_4(u - \eta | 2\tau) \theta_2(u + \eta | 2\tau),$$

$$R_{\uparrow \uparrow} = R_{\downarrow \downarrow} = \rho \theta_4(2\eta | 2\tau) \theta_4(u - \eta | 2\tau) \theta_4(u + \eta | 2\tau),$$

$$R_{\downarrow \downarrow} = R_{\uparrow \uparrow} = \rho \theta_4(2\eta | 2\tau) \theta_4(u - \eta | 2\tau) \theta_4(u + \eta | 2\tau),$$

where $u$, $\eta$ and $\tau$ are parameters of the model and $\rho$ is a normalization factor. We will only consider the case $\eta = \pi/3$, when the related XYZ spin chain is supersymmetric [38]. We take

$$\rho = \frac{p^{-1/4}}{(p^2; p^2)_\infty (p^4; p^4)_\infty}, \quad p = e^{i\pi \tau}.$$

If $V$ is a vector space with basis $v_{\pm}$, one defines

$$R(u)(v_k \otimes v_l) = \sum_{m, n \in \{\pm\}} R_{m+n}^{kn} v_m \otimes v_n.$$
Consider a tensor product $V_0 \otimes V_1 \otimes \cdots \otimes V_N$, where each $V_j = V$. The inhomogeneous transfer matrix is the operator on $V_1 \otimes \cdots \otimes V_N$ given by

$$ T(u) = T(u; u_0, \ldots, u_N) = \text{Tr}_0(R_{01}(u - u_1) \cdots R_{0N}(u - u_N)), $$

where $R_{ij}(u)$ denotes $R(u)$ acting on $V_i \otimes V_j$.

A $Q$-operator is a family of operators $Q(u)$ on $V^\otimes N$ such that

$$ T(u)Q(u) = \phi(u - \eta)Q(u + 2\eta) + \phi(u + \eta)Q(u - 2\eta), \quad (4.12) $$

where $\phi(u) = \prod_{i=1}^N \theta_i(u - u_j|\tau)$.

We now restrict to the case when $N$ is odd. In this case, Razumov and Stroganov [39] conjectured that $T(u)$ has an eigenvector with eigenvalue $\phi(u)$. Assuming that there exists a $Q$-operator $Q(u)$ with the same eigenvector and eigenvalue $Q(u)$, we must have

$$ \phi(u)Q(u) = \phi(u - \eta)Q(u + 2\eta) + \phi(u + \eta)Q(u - 2\eta). \quad (4.13) $$

The existence of a $Q$-operator is far from obvious. Baxter gave two constructions of $Q$-operators for the eight-vertex model [36, 40]. Unfortunately, the first of these does not work for the case $\eta = \pi/3$ [41] and the second one does not work when $N$ is odd. Bazhanov and Mangazeev suggest that the $Q$-operator from [36] is well-defined on a subspace containing the particular eigenvector that we are interested in. Alternative constructions of a $Q$-operator valid for $\eta = \pi/3$ and $N$ odd have been given by by Fabricius [42] and Roan [43]. However, all the papers mentioned focus on the homogeneous chain ($u_0 = \cdots = u_N = 0$). We will not address the problem of solving the operator equation (4.12), but only consider the scalar equation (4.13).

We will write $t = e^{(u_0 + \cdots + u_N)}$. Note that $\phi$ satisfies

$$ \phi(u + \pi) = -\phi(u), \quad \phi(u + \pi\tau) = -t^2e^{-iN(2u + \pi\tau)}\phi(u). \quad (4.14) $$

Let $Q$ be a solution to (4.13). We will assume that $Q$ is an entire function and satisfies

$$ Q(u + 2\pi) = Q(u), \quad Q(u + 2\pi\tau) = t^{-2}e^{-2iN(u + \pi\tau)}Q(u). \quad (4.15) $$

This agrees with the assumptions of [37], dealing with the homogeneous chain. Using (4.14), it is easy to see that the map $Q(u) \mapsto t^{-1}e^{-iN(u + \pi\tau/2)}Q(u + \pi\tau)$ defines an involution on the space of solutions to (4.13) and (4.15). Thus, any solution can be decomposed as $Q = Q_+ + Q_-$, where

$$ Q_\pm(u + 2\pi) = Q_\pm(u), \quad Q_\pm(u + \pi\tau) = \pm t^{-1}e^{-iN(u + \pi\tau/2)}Q_\pm(u). $$

We will now show that such solutions $Q_\pm$ exist and are unique up to normalization. Let $f(z) = \phi(2\pi z)Q_\pm(2\pi z)$. Using again (4.14), one checks that

$$ f(z + 1) = f(z), \quad f(z + \pi/2) = \mp \frac{t^3}{e^{3N\pi(2z + \pi/2)}}f(z), $$
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\[ f\left(z - \frac{2}{3}\right) + f(z) + f\left(z + \frac{2}{3}\right) = 0. \]

Moreover, \( f \) vanishes at the points \( z_j \) and \( z_j + 1/2 \), \( j = 1, \ldots, N \), where \( u_j = 2\pi z_j \). This can be recognized as the conditions of proposition 3.4, with \( \tau \) replaced by \( \tau/2 \), \( N = 2n - 1 \) and \( \sigma = \hat{3}, \hat{3} \) in the case of \( Q_+ \), \( Q_- \), respectively. Thus, we can deduce the following fact.

**Theorem 4.4.** Suppose that \( N = 2n - 1 \) and \( \eta = \pi/3 \). Let \( V \) be the space of solutions to the TQ-equation (4.13), which are entire and satisfy the quasi-periodicity conditions (4.15). Suppose that the parameters \( u_1, \ldots, u_N \) are generic. Then, \( \dim V = 2 \) and \( V \) is spanned by the two solutions

\[
Q^{(\sigma)}(u) = \frac{1}{\phi(u)} P_n^\(\sigma\) \left( \frac{u}{2\pi}, \frac{u_1}{2\pi}, \ldots, \frac{u_N}{2\pi}, \frac{\tau}{2} \right), \quad \sigma = 3, \hat{3}.
\]

(4.16)

Note that, by corollary 3.5, the two solutions are interchanged by the shift \( u \mapsto u + \pi \).

For the homogeneous chain, theorem 4.4 leads to new determinant formulas for the functions studied in [37]. To this end, we divide (4.16) by \( \Delta(u_1, \ldots, u_N) \) and then let \( u_1, \ldots, u_N \to 0 \). A slight variation of lemma 3.12 then gives (up to an irrelevant constant factor)

\[
Q^{(\sigma)}(u) \sim \frac{\theta_3(u/2|\tau/6)^N}{\theta_1(u|\tau)^N} \det \begin{bmatrix}
    \ f(u) & f''(u) & \cdots & f^{(N-1)}(u) \\
    \ f'(0) & f^{(3)}(0) & \cdots & f^{(N)}(0) \\
    \ f^{(3)}(0) & f^{(5)}(0) & \cdots & f^{(N+2)}(0) \\
    \vdots & \vdots & \ddots & \vdots \\
    \ f^{(N-2)}(0) & f^{(N)}(0) & \cdots & f^{(2N-3)}(0)
\end{bmatrix},
\]

where

\[
f(u) = \frac{\theta_1(u/2|\tau/2)\theta_2(u/2|\tau/2)\theta_3(u/2|\tau/2)}{\theta_2(u/2|\tau/6)}
\]

and \( l = 3, 4 \) if \( \sigma = \hat{3}, 3 \), respectively. This provides two linearly independent solutions to (4.13) and (4.14), with \( u_1 = \cdots = u_N = 0 \).

Finally, we remark that elliptic pfaffians also appear in Zinn-Justin’s work [44] on the conjectured special eigenvectors of \( T(u) \); however, these are different in nature from those considered here.
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