Adaptive Time-delay Estimated Sliding Mode Control for a Bias Momentum Satellite with Two Reaction Wheels
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An adaptive sliding mode control to stabilize the attitude of a bias momentum satellite with a time delay via two wheels is proposed. Stabilizing the attitude of a rigid body via two control torques is an under-actuated control problem, and belongs to the class of systems that are controllable but cannot be asymptotically stabilized via continuous state feedback because Brockett’s necessary condition is not satisfied. The adaptive method combined with the sliding mode control estimates the time delay contained in the system by sensing the difference between the attitude predicted and the measured attitude at each sampling time and compensates for the time delay by predicting the current state using the past measured attitude and angular velocity. Provided that external disturbances and modeling uncertainties in the satellite moments of inertia are absent, the validity of the proposed adaptive time delay estimated sliding mode control for attitude control of a bias momentum satellite is verified through numerical simulations.
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Nomenclature

- $B$: matrix determined from $p$
- $c$: unit vector representing the LOS to the image center, $c = [0, 0, 1]^T$
- $c_{mos_x}$: $x$ position of the scaled target along the $x$-axis of the camera
- $c_{mos_y}$: $y$ position of the scaled target along the $y$-axis of the camera
- $H$: angular momentum of the satellite represented in the inertial frame
- $I_{n \times n}$: $n \times n$ unit matrix
- $J$: moment of inertia tensor of the satellite, $J = \text{diag}(J_1, J_2, J_3), \text{kgm}^2$
- $J_{w1}, J_{w3}$: moment of inertia tensor of wheels, $\text{kgm}^2$
- $j$: horizon for the adaptive law of time-delay estimation
- $K$: control gain matrix for sliding mode control
- $k_{\omega}$, $k_p$: wheel speed control gains
- $\ell$: angular momentum vector for the wheels in the body-fixed frame, $\ell = [\ell_1, 0, \ell_3]^T$
- $m$: unit vector representing the line of sight to the target
- $n_{w1}, n_{w3}$: control torques applied to Wheels 1 and 3, Nm
- $p$: Rodrigues parameter, $p = [p_1, p_2, p_3]^T$
- $p^\ast$: skew symmetric matrix derived from the vector, $p$
- $S$: $3 \times 3$ matrix used to design the sliding surface
- $(SB)^g$: pseudo inverse of $SB$
- $T$: sampling period for taking the target image, s
- $t$: time, s
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1. Introduction

It is impossible to repair or replace malfunctioning attitude control torquers after a satellite is launched. It is, however, desirable to maintain the attitude control ability of the satellite in order to complete the mission and extend the lifespan of the satellite, even if one of the three-axis control torquers, such as a reaction wheel, fails. For this reason, the problem of stabilizing a rigid spacecraft using fewer than three controls has been investigated in a number of studies. Stabilization of an asymmetrical rigid body via two control torques is classified into two stabilization problems: stabilization of the angular velocities and stabilization of the attitude. The problem of stabilizing the angular velocities using fewer than three control torques has been investigated in numerous studies.
state feedback. This is because Brockett’s necessary condition for the existence of a continuously differential control law is not satisfied for this system. However, this system can be stabilized by other nonlinear control schemes. Such schemes can be categorized as discontinuous control schemes or time-varying control schemes. For the special case in which an axisymmetrical spacecraft has an angular velocity of zero around the axisymmetrical axis, smooth state feedback control can still stabilize the attitude of the spacecraft. Some studies have considered the use of gas-jet thrusters, reaction wheels, or control moment gyros to generate two torques for pointing control. Tsiorras and Longuski investigated time-optimal control of an axisymmetrical spacecraft with two control torques generated by gas-jet thrusters. Zavoli et al. reported single-axis pointing of an underactuated spacecraft with two reaction wheels. Shen and Tsiorras investigated time-optimal control of an axisymmetrical rigid body using two wheels. Endo and Ueno studied minimum-energy maneuvering of a satellite using two wheels using the coordinate system proposed by Tsiorras and Longuski. Tsuchiya et al. proposed a Lyapunov-based discontinuous controller using two wheels. Shimoda et al. studied attitude control with trajectory planning. Yamada and Yoshikawa presented a control method using parameters for the two-wheel problem. Kasai et al. presented a feedforward attitude maneuver control using two single-gimbal control moment gyros. Kojima et al. described a line-of-sight attitude maneuver control using two single-gimbal control moment gyros. Terui et al. reported the attitude maneuvering of a bias momentum satellite using two wheels and verified their control scheme using μ-LabSat in orbit. As reported by Terui et al., the control system of a satellite based on image processing contains a time delay, which deteriorates the control performance, and a long time delay could make the system unstable.

A number of methods have been proposed to estimate/identify the time delay; for example, as reported by Zheng et al. However, to the best of our knowledge, a method by which to compensate for the time delay of the attitude stabilization of a bias momentum satellite subject to the two-wheel control problem has not yet been proposed. In this paper, an adaptive sliding mode control to stabilize the attitude of a bias momentum satellite considering time delay is proposed. The bias momentum satellite model in this study is basically the same as that for the μ-LabSat, but is slightly simplified. The objectives of the adaptive law are to estimate the time delay by sensing the difference between the predicted and angular velocity measured by the attitude measured at the sampling time and to compensate for the delay by predicting the current state based on the measured state.

Numerical simulation will show that attitude stabilization can be achieved by the proposed adaptive time-delay estimated sliding mode control (ATDESNC), and that ATDESNC is effective for attitude maneuvering, as compared to the sliding mode control described by Terui et al.

The remainder of this paper is organized as follows. In Section 2, the equations of motion and problem statement are presented. In Section 3, the sliding mode controller using two wheels is described. In Section 4, an adaptive law to estimate the time delay is addressed. The results of numerical simulations are presented in Section 5 in order to demonstrate the validity of the proposed method. Finally, the conclusion of this study is presented in Section 6.

2. Equations of Motion and Problem Statement

2.1. Equations of motion

It is assumed that the principal axes of a satellite are coincident with its body frame coordinates and that the satellite has a bias moment wheel, Wheel 3, located along the z-axis of the body-fixed frame. Although the axis of Wheel 1 was inclined 30 deg around the z-axis of the body-fixed frame in the μ-LabSat, in this study, Wheel 1 is assumed to be located along the x-axis of the body-fixed frame, as shown in Fig. 1. In this case, the equations of motion are given by

\[
\begin{bmatrix}
J_1 \dot{\omega}_1 \\
J_2 \dot{\omega}_2 \\
J_3 \dot{\omega}_3
\end{bmatrix} = \begin{bmatrix}
(J_2 - J_3) \omega_2 \omega_3 \\
(J_3 - J_1) \omega_3 \omega_1 \\
(J_1 - J_2) \omega_1 \omega_2
\end{bmatrix} - \begin{bmatrix}
n_{w1} + \omega_2 \ell_3 \\
n_{w3} - \omega_2 \ell_1 \\
n_{w3} \end{bmatrix}.
\]

(1)

Note that no control torque is applied to the y-axis. The equations of motion for the wheels are given by

\[
\begin{bmatrix}
\dot{\ell}_1 \\
\dot{\ell}_3
\end{bmatrix} = \begin{bmatrix}
J_{w1}(1, 1) \dot{\theta}_{w1} \\
J_{w3}(3, 3) \dot{\theta}_{w3}
\end{bmatrix} = \begin{bmatrix}
n_{w1} \\
n_{w3}
\end{bmatrix}.
\]

(2)

2.2. Attitude kinematics

Figure 2 shows the coordinate system for the camera. Although the line of sight of the camera was coincident with the direction opposite to the z-axis in the study by Terui et al., for simplicity, it is assumed in this study that the line of sight of the camera is coincident with the z-axis of the body frame. Under this assumption, the unit vector corresponding to the image center in the body-fixed coordinate system, \( \mathbf{c} \), is given as \( \mathbf{c} = [0, 0, 1]^T \). The Rodrigues parameter, \( \mathbf{p} \), is used to represent the attitude of the spacecraft.

---

3 Theorem (Brockett): The linearized system should have no uncontrollable mode associated with eigenvalues whose real parts are positive, and \( f(x, u) = y \) is solvable with respect to \( (x, u) \) for all sufficiently small \( |y| \).
Note that in the above-described coordinate system for the satellite with a time delay in the attitude sensing system sensitive to the direction of the Moon, but not to the inertial frame. In this case, $\mathbf{p}$ can be expressed using vectors $\mathbf{m}$ and $\mathbf{c}$ as

$$
\mathbf{p} = \begin{cases} 
\mathbf{m} \times \mathbf{c} / \| \mathbf{m} \times \mathbf{c} \| & \mathbf{m} \times \mathbf{c} \neq 0 \\
0 & \mathbf{m} \times \mathbf{c} = 0.
\end{cases}
$$

(3)

Note that in the above-described coordinate system for the camera, $p_3$ is always zero.

The time derivative of $\mathbf{p}$ is given by

$$
\dot{\mathbf{p}} = \frac{1}{2} (\mathbf{I}_{3 \times 3} + \mathbf{p}^r + \mathbf{p}^T) \mathbf{w}.
$$

(4)

If the attitude state vector sampled at time $t_k$ includes a time delay $\tau \in [0, T)$, then the vector can be represented as

$$
\dot{\mathbf{p}}(t) = \mathbf{p}(t_k - \tau), \quad t_k \leq t < t_{k+1}, \quad t_k := kT.
$$

(5)

Note that the time derivative of $\mathbf{p}$ given by Eq. (4) was not integrated to obtain the current value of $\mathbf{p}$ in the study by Terui et al. $^{30}$

### 2.3 Problem statement

The problem treated herein is to derive an ATDESIC method that can stabilize the attitude of a bias momentum satellite with a time delay in the attitude sensing system based on image processing to the target attitude via two wheels such that the target image is stabilized at the center of the image screen. In other words, the target Rodrigues parameter is a zero vector.

### 3. Sliding Mode Control via Two Wheels

In this section, a sliding mode controller for a bias-momentum satellite is derived by referring to Terui et al. $^{30}$ with several modifications to the equations of their study.

#### 3.1 Relationship between attitude kinematics and angular momentum of two wheels

It is assumed that no external torques disturb the attitude motion of the satellite. In this case, the law of conservation of angular momentum is satisfied.

$$
\mathbf{J} \mathbf{w} + \mathbf{J}_{w1}(\mathbf{w} + \mathbf{z}_1 \dot{\mathbf{w}}_1) + \mathbf{J}_{w3}(\mathbf{w} + \mathbf{z}_3 \dot{\mathbf{w}}_3) = \mathbf{\Phi}_1^T \mathbf{H}_i.
$$

(6)

From Eq. (6), the angular velocity of the satellite is given as

$$
\mathbf{w} = -(\mathbf{J} + \mathbf{J}_{w1} + \mathbf{J}_{w3})^{-1} \dot{\mathbf{w}}_1 \mathbf{z}_1 \dot{\mathbf{w}}_1 \\
- (\mathbf{J} + \mathbf{J}_{w1} + \mathbf{J}_{w3})^{-1} \mathbf{J}_{w3} \mathbf{z}_3 \dot{\mathbf{w}}_3 + (\mathbf{J} + \mathbf{J}_{w1} + \mathbf{J}_{w3})^{-1} \mathbf{\Phi}_1^T \mathbf{H}_i.
$$

(7)

Furthermore, assuming that the satellite moments of inertia are much greater than that of the wheels, that is, $\mathbf{J} + \mathbf{J}_{w1} + \mathbf{J}_{w3} \approx \mathbf{J}$, we have

$$
\mathbf{w} = -\mathbf{z}_1 \mathbf{v}_1 - \mathbf{z}_3 \mathbf{v}_3 + \mathbf{H}_0
$$

(8)

where

$$
\mathbf{v}_1 = J_1^{-1} J_1 (1, 1) \dot{\mathbf{w}}_1, \\
\mathbf{v}_3 = J_3^{-1} J_3 (3, 3) \dot{\mathbf{w}}_3,
$$

(9)

and

$$
\mathbf{H}_0 = J^{-1} \mathbf{\Phi}_1^T \mathbf{H}_i.
$$

(10)

Substituting Eq. (8) into Eq. (4) yields

$$
\dot{\mathbf{p}} = -\frac{1}{2} (\mathbf{z}_1 \mathbf{v}_1 + \mathbf{z}_3 \mathbf{v}_3) - \frac{1}{2} (\mathbf{p}_1 \mathbf{v}_1 + \mathbf{p}_3 \mathbf{v}_3) \mathbf{p} \\
- \frac{1}{2} \mathbf{p}^r (\mathbf{z}_1 \mathbf{v}_1 + \mathbf{z}_3 \mathbf{v}_3) + \mathbf{h}
$$

(12)

where

$$
\mathbf{h} = \frac{1}{2} (\mathbf{I}_{3 \times 3} + \mathbf{p}^r + \mathbf{p}^T) \mathbf{H}_0 = [h_1, h_2, h_3]^T.
$$

(13)

Considering the first and third elements on both sides of Eq. (12) and solving the equation with respect to $\mathbf{v}_1$ and $\mathbf{v}_3$ yields

$$
\begin{bmatrix} 
\mathbf{v}_1 \\
\mathbf{v}_3
\end{bmatrix} = \frac{2}{1 + \mathbf{p}^r \mathbf{p}}
\begin{bmatrix}
-(1 + \mathbf{p}_3^2) & \mathbf{p}_1 \mathbf{p}_3 + \mathbf{p}_2 \\
\mathbf{p}_1 \mathbf{p}_3 - \mathbf{p}_2 & -(1 + \mathbf{p}_1^2)
\end{bmatrix}
\begin{bmatrix} 
\dot{\mathbf{p}}_1 - h_1 \\
\dot{\mathbf{p}}_3 - h_3
\end{bmatrix}.
$$

(14)

Substituting the above equation into the second element of Eq. (12), the following equation can be obtained:

$$
\begin{bmatrix}
\dot{\mathbf{p}}_1 - h_1 \\
\dot{\mathbf{p}}_2 - h_2 \\
\dot{\mathbf{p}}_3 - h_3
\end{bmatrix}
= \begin{bmatrix} 
0 & 1 \\
\mathbf{p}_3 - \mathbf{p}_1 & 0 \\
0 & \mathbf{p}_3 - \mathbf{p}_1
\end{bmatrix}
\begin{bmatrix} 
\dot{\mathbf{p}}_1 - h_1 \\
\dot{\mathbf{p}}_3 - h_3
\end{bmatrix} = \mathbf{B} \mathbf{u}.
$$

(15)

Note that if $\mathbf{p}_1$ and $\mathbf{p}_3$ are non-zero, then $\mathbf{p}_2$ can be alternated by the attitude change rate around the x- and z-axes, that is, the attitude of the bias momentum satellite can be controlled via only two wheels. Moreover, $\mathbf{p}_3$ is always zero under the coordinate system defined herein. This implies that $\mathbf{p}_1$ should not be zero in order to control $\mathbf{p}_2$. On the other hand, if the attitude change rate around the z-axis ($\dot{\mathbf{p}}_3 - h_3$) is zero, then $\mathbf{p}_1$ can be changed without changing $\mathbf{p}_2$.

#### 3.2 Sliding mode controller design

The sliding manifold $\sigma$ is defined as

$$
\sigma = \mathbf{S} \mathbf{p} + \dot{\mathbf{p}}
$$

(16)

where $\mathbf{S}$ is a switching surface matrix for the sliding mode controller and must be chosen such that $\mathbf{p}$ asymptotically converges to zero when the state lies on the sliding manifold. A Lyapunov function candidate is chosen as
\[ V = \frac{1}{2} \sigma^T \sigma. \]  
(17)

By taking the time derivative of the above function and recalling Eqs. (15) and (16), we have

\[ \dot{V} = \sigma^T \dot{\sigma} = \sigma^T (SBU + Sh + \ddot{p}). \]  
(18)

Note that \( \ddot{p} \), which must be included, was not included in the time derivative of the sliding manifold in Ref. 30.

Let us assume that there is an upper bounded value for the absolute value of \( Sh + \ddot{p} \), as follows:

\[ Sh + \ddot{p} = \Psi = [ \Psi_1 \ \Psi_2 \ \Psi_3 ]^T, \]
\[ |\Psi_i| \leq \Psi_{i,max} \quad (i = 1, 2, 3). \]  
(19)

This assumption means that the control torque acting on the satellite is restricted within some limited value. Let us design a sliding mode controller as

\[ U = -(SB)^* K_{sgn}(\sigma) \]  
(20)

where

\[ K = \text{diag}(K_1, K_2, K_3) \]
\[ = \text{diag}(k_1 + \Psi_{1,max}, k_2 + \Psi_{2,max}, k_3 + \Psi_{3,max}). \]  
(21)

Substituting Eqs. (20) and (21) into Eq. (18), we have

\[ \dot{V} = \sigma^T \left\{ -(SB)^* (SB)^* K_{sgn}(\sigma) + Sh + \ddot{p} \right\} \]
\[ = -\sum_{i=1}^{3} K_i |\sigma_i| + \sigma^T (Sh + \ddot{p}) \]
\[ \leq -\sum_{i=1}^{3} (k_i + \Psi_{i,max}) |\sigma_i| + \sum_{i=1}^{3} \Psi_{i,max} |\sigma_i| \]
\[ = -\sum_{i=1}^{3} k_i |\sigma_i| \leq 0. \]  
(22)

From the above inequality, the time derivative of the Lyapunov function candidate is negative for a non-zero sliding manifold value. This implies that the Lyapunov function converges to zero, that is, the existence of the reaching mode is proven.

When the sliding manifold is zero, by multiplying \( p^T \) from the left-hand side of Eq. (16), we have

\[ p^T \ddot{p} = -p^T Sp. \]  
(23)

The left-hand side of Eq. (23) is the time derivative of \( V_2 = p^T p / 2 \). If a positive definite matrix is chosen for \( S \), and the minimum eigenvalue of \( S \) is given by \( \lambda_{min} \), and then

\[ \dot{V}_2 = \frac{d}{dt} \left( \frac{1}{2} p^T p \right) \leq -\lambda_{min} \| p \|^2 = -2\lambda_{min} V_2 < 0 \quad \text{for} \quad p \neq 0. \]  
(24)

This leads to

\[ V_2(t) \leq V_2(t')e^{-2\lambda_{min}(t-t')} \]  
(25)

where \( t' \) is the time when the state reaches the sliding manifold. Consequently, the sliding mode is achieved, and the satellite attitude will converge to the target attitude as time increases after the state reaches the sliding manifold.

Recalling that \( p_1 \) is always equal to zero, and replacing the sign function in Eq. (20) with a smooth function in order to avoid chattering, substituting Eq. (20) into Eq. (14) and solving with respect to the wheel angular velocity commands using Eqs. (9) and (10), we have

\[ \begin{bmatrix} \dot{\theta}_{w1} \\ \dot{\theta}_{w3} \end{bmatrix} = \begin{bmatrix} -2 & 0 \\ 1 + p_1^2 + p_2^2 & 0 \end{bmatrix} \begin{bmatrix} J_1 J_{w1}(1, 1)^{-1} \\ 0 \end{bmatrix} \begin{bmatrix} 0 \\ J_3 J_{w3}(3, 3)^{-1} \end{bmatrix} \]
\[ \times \begin{bmatrix} -1 \ p_2 \\ -p_2 \ - (1 + p_1^2) \end{bmatrix} \begin{bmatrix} (SB)^* K \sigma \ |\sigma| + \varepsilon \end{bmatrix}. \]  
(26)

In Ref. 30), the following speed control method is used to implement the controller for driving the wheels.

\[ n_{w1} = k_w k_w J_{w1}(1, 1) (\dot{\theta}_{w1} - \dot{\theta}_{w1}) \]  
(27)
\[ n_{w3} = k_w k_w J_{w3}(3, 3) (\dot{\theta}_{w3} + \dot{\theta}_{w3} - \dot{\theta}_{w3}) \]  
(28)

Although the gain for the torque command \( k_w \) was scaled in Ref. 30) as

\[ k_w = k_0 + \sqrt{\text{cos}^2 + \text{cos}^2}, \]  
(29)

for simplicity, here \( k_0 \) is set to a constant value.

As described in Ref. 30), the sliding mode control method presented here basically exhibits two stages: 1) rotation around the \( z \)-axis to stabilize \( p_2 \) to zero using Wheel 3, and 2) rotation around the \( x \)-axis to stabilize \( p_1 \) to zero using Wheel 1. In addition, the bias momentum satellite has a tendency to shift its bias momentum axis in a clockwise direction in the camera view due to nutation. As a result of this clockwise nutation, the trajectory of the target image on the camera screen likely results in a counter-clockwise motion.

4. Adaptive Law for Estimating Time Delay

Based on Ref. 30), the bias momentum satellite assumed in this study is the \( \mu \)-LabSat, which took a target image approximately every 2 s to track the direction to the target. In this situation, by applying the time that has passed after taking the target image, the current attitude can be estimated by integrating the equations of motion forward in time from the measured attitude and angular velocity sensed by the inertial reference unit. Note, however, the attitude signal may still contain another time delay for other reasons, such as image processing time. The adaptive law described here is intended to estimate and compensate for such unexpected time delays, provided that modeling uncertainties for the satellite are absent. The adaptive law proposed here is a discrete Newton-based method to estimate the time delay. The concept is based on a time-delay continuous estimation method presented by Zheng et al.,31) but by taking into consideration that the sampling period of taking target images in the \( \mu \)-
LabSat was 2.0 s, a continuous adaptive law is modified to a discrete adaptive law. The error between \( p \) estimated based on the estimated time delay and \( p \) measured is defined as

\[
\Delta(t_k, \hat{t}_k) = \hat{p}(t_k, \hat{t}_k) - \tilde{p}(t_k).
\]  

(30)

A non-negative performance index with respect to the time-delay estimation error is selected as

\[
Q(t_k, \hat{t}_k) = \sum_{i=k-j+1}^{k} \Delta^2(t_i, \hat{t}_k) \geq 0.
\]  

(31)

The discrete time derivative of the performance index is given as

\[
\Delta Q(t_k, \hat{t}_k) = \frac{\partial Q(t_k, \hat{t}_k)}{\partial \hat{t}_k} \Delta \hat{t}_k.
\]  

(32)

In this study, it is assumed that

\[
\frac{\partial Q(t_k, \hat{t}_k)}{\partial \hat{t}_k} \neq 0.
\]  

(33)

The discrete adaptive law to update the estimated time delay is designed as

\[
\Delta \hat{t}_k = -\gamma Q(t_k, \hat{t}_k),
\]  

(34)

\[
\hat{t}_{k+1} = \hat{t}_k + \Delta \hat{t}_k
\]  

(35)

where \( \gamma \) is a discount factor of the performance index, \( Q(t_k, \hat{t}_k) \), and thus should be chosen as \( 0 < \gamma < 1 \). Substituting Eq. (34) into Eq. (32) yields

\[
\Delta Q(t_k, \hat{t}_k) = -\gamma Q(t_k, \hat{t}_k).
\]  

(36)

A schematic image of the adaptive law is shown in Fig. 3, and a flowchart is shown in Fig. 4. In the above adaptive law, Eq. (33) is assumed. However, the value of the left-hand side of Eq. (33) might become too small, and a very large updated value for the time delay will be derived. In such a case, the estimated time delay will lose physical appropriateness. In order to avoid such a situation, the following ad-hoc procedure is implemented in this study:

\[
\Delta \hat{t}_k = \begin{cases} 
-\gamma Q(t_k, \hat{t}_k) & : \frac{\partial Q(t_k, \hat{t}_k)}{\partial \hat{t}_k} < -\delta \\
0 & : \text{otherwise}.
\end{cases}
\]  

(37)

Note that, as a result of the above updating procedure, the estimated time delay increases.

After updating the estimated time delay, the Rodrigues parameters at the sampling time and current time are predicted by integrating the equation of motion forward in time with the updated time delay from the output attitude signal to the sampling time and current time, respectively, as follows:

\[
\hat{p}_{i+1}(t_i) = p_i(t_i) + \int_{t_i}^{t_{i+1} - \hat{t}_k} \hat{\hat{p}}(\hat{\xi}, \hat{\omega}(\xi))d\xi
\]

\[
(i = k - j, \ldots, k - 1),
\]  

(38)

Fig. 3. Schematic representation of the adaptive time delay estimation law.

Fig. 4. Flowchart of adaptive time-delay estimation.

\[
\hat{p}(t) = p_k(t_k) + \int_{t_k}^{t} \hat{\hat{p}}(\hat{\xi}, \hat{\omega}(\hat{\xi}))d\hat{\xi}. 
\]  

(39)

The sliding manifold in Eq. (16) is replaced with the manifold resulting from \( p \) predicted and its time derivative, as follows:

\[
\sigma = Sp + \hat{\hat{p}}. 
\]  

(40)

If the estimated time delay is correct, then the current attitude is also correctly estimated and the performance of the controller after canceling the time delay is the same as that of the system without the time delay. Even if the estimated time delay is not always correct, it can be expected that the performance of the controller will be improved as result of the above prediction scheme.

5. Numerical Simulations

5.1. Numerical conditions

The parameters, which are approximately the same as those in Ref. 30, except for the sliding surface matrix \( S \) and \( \varepsilon \), are listed in Tables 1 and 2. For the case in which the initial target’s position is located in the 2nd (or 4th) quadrant of the camera screen, the target image moves through the 3rd (or 1st) quadrant of the camera screen until convergence of \( p_2 \) (or \( a \)) to zero without changing the distance between the target image and the origin of the camera screen if the 1st control stage is simply carried out. These trajectories are undesirable because the target may leave the screen. In order to avoid such undesirable trajectories, the attitude change rate
around the x-axis should be controlled simultaneously, but \( p_1 \) (or \( v \)) should not converge to zero before \( p_2 \) (or \( u \)) converges to zero. As the element of the sliding surface matrix \( S \) becomes smaller, the element of the pseudo matrix of \( SB \) becomes larger. This implies that \( p_1 \) converges to zero faster as the element (1, 1) of \( S \) becomes smaller. By taking these points into consideration, the sliding surface matrix \( S \) was selected based on the initial position of the target on the camera screen, as listed in Table 2.

Although a non-symmetric matrix was set for \( S \) in Ref. 30), a symmetric positive definite matrix was chosen here, and a different element (1, 1) of \( S \) was chosen as well.

The time delay induced due to image processing, \( \tau \), is assumed to be 2.0 s, but is not known in advance. Since the sampling time \( T \) is 2 s, the maximum time delay for the attitude measurement is 4.0 s, which is assumed to be constant in this study. The control cycle was 1 s and was the same as that in the \( \mu \)-LabSat. External disturbance torques and modeling uncertainties, except for the time delay, are assumed to be absent.

Numerical simulations are carried out to demonstrate the validity of ATDESNC. Two cases are investigated in order to validate the independence of the proposed method from the initial position of the target on the screen. The initial target on the camera screen is in the 1st quadrant for Case 1 and 2nd quadrant for Case 2. Since the results for the cases in which the initial target is in the 3rd and 4th quadrants are basically the same as those for the cases in which the initial target is in the 1st and 2nd quadrants, respectively, these results are omitted in this paper.

In addition, the influence of the parameter for updating the time-delay estimation \( \delta \) on the control performance is studied by considering two values of \( \delta \): ATDESMC (1) and ATDESMC (2).

### 5.2. Results of numerical simulations

Figure 5 shows the numerical simulation results of SMC for Case 1, including the time response of the angular velocities, the trajectory of the target on the camera screen, and the time history of the control torques. Figure 6 shows the numerical simulation results of ATDESMC for Case 1, and Fig. 7 shows the time histories of the estimated time delay for two values of \( \delta \). Figure 8 compares the trajectories resulting from SMC and ATDESMC for Case 1. Figures 9 and 10 show the numerical simulation results of SMC for Case 2 and the results of ATDESMC for Case 2, respectively. Figure 11 shows the influence of \( \delta \) on the time delay estimation. Figure 12 compares the trajectories for Case 2. Note that Figs. 6 and 10 show the results for the case of \( \delta = 1.0 \times 10^{-7} \) (ATDESMC (1)).

First, the results for Case 1 are discussed. In Figs. 5(a) and 5(b), the angular velocities converged to zero and the attitude was successfully controlled to stabilize the target at the origin of the camera screen by SMC, but a large negative overshoot of \( \omega_z \) and a small negative overshoot of the target’s position in \( u \) occurred before convergence. The settling time was approximately 150 s for SMC. In addition, a small oscillating control torque was generated in \( n_{z_1} \), and a small smooth torque was generated in \( n_{w_1} \) to stabilize the target’s position at the origin of the camera screen, as shown in Fig. 5(c).

Similarly, ATDESNC succeeded in stabilizing the angular velocities to zero and stabilized the target at the origin of the camera screen, as shown in Figs. 6(a) and 6(b), respectively. A large negative overshoot occurred in \( \omega_z \), but its settling time was approximately 130 s for ATDESMC, which was shorter that for SMC. In addition, a negative overshoot of the target’s position in \( u \) occurred before convergence for ATDESMC, but its magnitude was less than that for SMC, as shown in Fig. 6(b). As shown in Figs. 5(b) and 6(b), the trajectory of the target on the camera screen consists of two stages: 1) stabilization of \( u \) to approximately zero, and 2) stabilization of \( v \) to zero. This is because the control strategy consists of two stages to maintain the stabilizability, as explained at the end of Subsection 3.2.

The existence of large limit cycles was reported in Ref. 30). However, such large limit cycles did not occur for either SMC or ATDESMC for Case 1. We implemented the numerical simulation code according to the description in Ref. 30), but did not discretize the measured angular velocity and control torque in this study because discretization was
This difference in implementation may be the reason for the presence or absence of limit cycles and their magnitude. The time histories of the estimated time delay for Case 1 are shown in Fig. 7 for two values of $\delta$. For $\delta = 1.0 \times 10^{-7}$ (ATDESMC (1)), the estimated time delay was updated until 110 s, which approximately corresponds to the convergence time of the angular velocities. The finally estimated time delay for $\delta = 1.0 \times 10^{-7}$ (ATDESMC (1)) was approximately 4 s. Since the sampling time for attitude measurement was 2 s, and the image processing-based attitude determination required a sampling time of 2 s, the maximum time delay was 4 s. Thus, the adaptive time-delay estimation law presented in this study appropriately estimated the time delay for $\delta = 1.0 \times 10^{-7}$ in Case 1. In contrast, for $\delta = 2.0 \times 10^{-5}$ (ATDESMC (2)), the estimated time delay was updated until 30 s and converged to approximately 3 s, which was slightly shorter than the maximum time delay of 4 s. When $\delta$ is set to be larger, the dead band for updating the estimated time delay becomes larger. Thus, the estimated time delay for ATDESMC (2) was less likely to be updated than ATDESMC (1). As a result of time delay estimation, for ATDESMC, the trajectory on the camera screen was more efficiently stabilized to the origin than
that of SMC, as shown in Fig. 8. Moreover, since the finally estimated time delay for ATDESMC (2) was not so different from that for ATDESMC (1), their trajectories were approximately the same. However, a small difference was observed, that is, the trajectory for ATDESMC (1) was slightly more efficiently stabilized to the origin than that of ATDESMC (2).

Next, the results for Case 2 are discussed. As shown in Figs. 9(a) and 9(b), angular velocities converged to zero and the attitude was successfully controlled to stabilize the target at the origin of the camera screen by SMC. Since the element (1, 1) of $S$ was set to a smaller value than that for Case 1 (i.e., the relative control gain for $n_{w1}$ was set to be larger), the value of $p_1$ (or $v$) was stabilized to zero faster. Due to the faster stabilization of $p_1$ (or $v$), compared to Case 1, the trajectory of the target on the camera screen appeared as a straighter line to the origin before $u$ converged to approximately zero. This convergence of $p_1$ (or $v$) was undesirable for maintaining the controllability of $p_2$. An unpredicted small torque was generated when the magnitude of $p_1$ became too small, but $p_2$ diverged from zero. Similarly to the results for Case 1, ATDESMC succeeded in stabilizing the angular velocities to zero and moving the target to the origin.
of the camera screen, as shown in Figs. 10(a) and 10(b).

The settling time for ATDESMC was approximately 130 s, the same as that for SMC. Limit cycles were observed in the time history of the control torque for SMC, but their magnitude was much smaller than that in Ref. 30). These limit cycles were a side effect of making the element (1, 1) of \( S \) smaller. Figure 11 shows the time histories of the estimated time delay for the two values of \( \delta \). The estimated time delay was updated until 28 s for ATDESMC (1), which approximated time delay for the two values of \( \delta \) smaller. Figure 11 shows the time histories of the estimated time delay for \( \delta = 2.0 \times 10^{-5} \) (ATDESMC (2)) was slightly longer than that for \( \delta = 1.0 \times 10^{-7} \) (ATDESMC (1)). This is because, as the value of \( \delta \) was set to be larger, the dead band for updating the estimated time delay became larger. As a result, the finally estimated time delay for \( \delta = 2.0 \times 10^{-5} \) (ATDESMC (2)) was not as accurate as that for \( \delta = 1.0 \times 10^{-7} \) (ATDESMC (1)). However, as a result of time delay estimation, the trajectory on the camera screen for ATDESMC (2) was still shorter than that of SMC.

The proposed ATDESMC can estimate a time delay that is unknown in advance and is effective for improving the performance of the sliding mode controller for a bias momentum satellite with two wheels when time delay exists in the system.

6. Conclusions

This paper proposed an adaptive time-delay estimated sliding mode control (ATDESMC) that uses two wheels to stabilize the attitude of a bias momentum satellite with a time delay. The Rodrigues parameter represents the attitude, and an adaptive law is designed based on the discrete Newton technique so as to detect the time delay in the system by sensing the difference between a predicted attitude and the measured one, and compensating for the time delay by predicting the current state. The results of numerical simulations demonstrated that the proposed adaptive time-delay estimation law can improve the performance of the sliding mode controller without adaptive laws for a bias momentum satellite with two wheels.
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