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Abstract
We obtain Krickeberg mixing for a class of $\mathbb{Z}$-extensions of Gibbs Markov semiflows with roof function and displacement function not in $L^2$, where previous methods fail. This is done via a ‘smooth tail’ estimate for the isomorphic suspension flow.
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1 Introduction and main results

It is known that $\mathbb{Z}$-extensions of suspension flows over Markov maps (Young towers) are used to model, for instance, tubular Lorentz flows. To simplify the dynamical system setting and get across the analysis, here we focus on $\mathbb{Z}$-extensions of suspension flows over Gibbs Markov maps. Roughly, a Gibbs Markov map is a uniformly expanding Markov map with big images and good distortion properties; we refer to [1, Ch. 4] for a complete definition. Let $F : Y \to Y$ be a Gibbs Markov map preserving an ergodic measure $\mu$ with partition $\alpha$. Throughout we write $(Y, F, \alpha, \mu)$. Let $r : Y \to \mathbb{R}_+$ be a roof function (called step time in [28]) and $\phi : Y \to \mathbb{Z}$ a displacement function (called step function in [28]) so that $r, \phi \in L^1(\mu)$. Throughout we assume that $r$ is Lipschitz on each $a \in \alpha$, and that $\phi$ is $\alpha$-measurable with $\int \phi \, d\mu = 0$. The $\mathbb{Z}$-extension of the suspension flow over $(Y, F)$ is a flow $\psi_t : \Omega \to \Omega$ defined by $\psi_t(y, q, u) = (y, q, u + t)$ on the space
\[ \Omega := \{(y, q, u) \in Y \times \mathbb{Z} \times \mathbb{R}_+: 0 \leq u \leq r(y)\}/ \sim \]

\[ y, q, r(y) \sim (F(y), q + \phi(y), 0). \]

This flow preserves the measure \( \mu_\psi = \mu \times \text{Leb}_\mathbb{Z} \times \text{Leb}_\mathbb{R} \) where \( \text{Leb}_\mathbb{Z} \) and \( \text{Leb}_\mathbb{R} \) are counting measure and one-dimensional Lebesgue measure respectively. Moreover, \( \mu_\psi \) is ergodic because \( \mu \) is ergodic, \( r \) is finite \( \mu \)-a.e. and \( \int \phi \, d\mu_\psi = 0 \).

Since the \( \mathbb{Z} \)-component is there, the \( \psi_t \)-invariant measure is infinite, and the form of mixing we use in this context is due to Krickeberg [16]. Mixing for \( \mathbb{Z} \)-extensions of suspension flows over Young towers (in the sense of [29, 30]) has been obtained in [8], but their assumptions require that \( r \) and \( \phi \) are \( L^2 \)-functions. The mixing result in [8] is established by proving a local limit theorem (LLT) for a large class of group extensions of suspension flows.

In this paper we obtain Krickeberg mixing for \( \mathbb{Z} \)-extensions of suspension flows \( \psi_t \) over Gibbs Markov maps when \( r, \phi \) are not in \( L^2 \). Theorem 1.3 below gives Krickeberg mixing [16] for a class of \( \mathbb{Z} \)-extensions of Gibbs Markov semiflows with \( r, \phi \notin L^2(\mu) \), satisfying assumptions (H0) and (H1) below. This is done via a smooth tail estimate for the reinduced roof function \( \tau \) as in Theorem 1.1 below. The present arguments used in the proof of Theorem 1.1 build upon [28]. Given Theorem 1.1, the arguments required for the proof of Theorem 1.3 are essentially a ‘translation’ of the arguments in [13] in the set-up of [20].

We recall that \( (\Omega, \psi_t, \mu_\psi) \) can be modelled as a suspension flow \( (Y^\tau, \Psi_t, \mu^\tau) \) over \( (Y, \tilde{F}, \mu) \) where the roof function \( \tau : Y \to \mathbb{R}_+^{+} \) is the first return time to \( Y \times \{0\} \times \{0\} \),

\[ Y^\tau := \{(y, u) \in Y \times \mathbb{R}_+^{+}: 0 \leq u \leq \tau(y)\}/ \sim \quad (y, \tau(y)) \sim (\tilde{F}(y), 0), \]

and \( \tilde{F} \) is such that \( \psi_{\tau(y)}(y, 0, 0) = (\tilde{F}(y), 0, 0) \). The flow \( \Psi_t : Y^\tau \to Y^\tau \) is then defined as \( \Psi_t(y, u) = (y, u + t) \) modulo identifications. Let \( \mathcal{N} \) be the iterate of \( (y, q) \mapsto (F(y), q + \phi(q)) \) needed to return to \( Y \times \{0\} \), then \( \tau = \sum_{j=0}^{N-1} r \circ F^j \) and \( \tilde{F} = F^\mathcal{N} \). Throughout, we let \( \tilde{\alpha} = \sqrt{\sum_{j=0}^{N-1} F^{-j}(\alpha)} \) be the partition associated with \( \tilde{F} \). Since \( (Y, F, \alpha, \mu) \) is a probability measure preserving Gibbs Markov map, \( (Y, \tilde{F}, \tilde{\alpha}, \mu) \) is also a probability measure preserving Gibbs Markov map.

As shown in [28], under certain assumptions on \( r \) and \( \phi \), the tail \( 1/\mu(\tau > t) \) is regularly varying with index less than or equal to \( 1/2 \). To formulate our assumptions, for functions \( v \) that are Lipschitz on each \( a \in \alpha \), let \( |1_a v|_\phi = \sup_{x \neq y \in a} |v(x) - v(y)|/d_\phi(x, y) \), where \( d_\phi(x, y) = \phi(x, y) \) for some \( \phi \in (0, 1) \) and \( s(x, y) = \min\{n : F^n \in (x, y) \text{ and } F^n(y) \text{ are in different elements of } \alpha \} \) is the separation time. Throughout we assume

(H0) (i) The roof function \( r \) is bounded from below, say \( \inf r \geq 1 \), and it is Lipschitz continuous on each \( a \in \alpha \) with uniformly bounded Lipschitz constant. Also, we require that \( \phi : Y \to \mathbb{Z} \) is constant on partition elements with \( \int \phi \, d\mu = 0 \).

(ii) The observable \( (r, \phi) : Y \to ([0, \infty), \mathbb{Z}) \) is aperiodic.

In (H0)(ii), we mean that \( (r, \phi) \) is aperiodic if there exists no non-trivial solution to the equation \( e^{i b r + i \theta \phi} v \circ F = v \), for \( (b, \theta) \in \mathbb{R} \times [-\pi, \pi) \setminus \{(0,0)\} \).
Let \( p \in (1, 2) \). We assume that as \( t \to \infty \),

\[
\mu(\phi \leq -t) = \mu(\phi \geq t) = \ell(t)t^{-p}, \quad \mu(r > t) = \ell(t)t^{-p} + O(t^{-\gamma}), \quad \gamma > 2,
\]

for some slowly varying\(^1\) function \( \ell \). In the case \( p = 2 \), we do not require that \( r, \phi \in L^2(\mu) \).

We recall that a measurable function \( K \) satisfies (H1) if \( K \) is bounded from below and several steps in the proof of Theorem 1.1 can be considerably simplified. The proofs work equally well if \( \mu(\phi \leq -t) = \ell(t)t^{-p} + o(t^{1/2}) \) for all \( \lambda > 0 \).

We mention that Theorem 1.1 on the smooth tail of \( \tau \) is a result of independent interest and in this work we use this result to obtain mixing for the semiflow \( \Psi_t \) (and thus mixing for the \( \mathbb{Z} \)-extensions of the suspension flow \( \psi_t \)).

Define \( m(t) = \int_0^t \mu(\tau > x) \, dx \) and note that \( m(t) \) is regularly varying with index \( 1 - \beta = 1/p \) (this follows directly from (1.1)). With this specified we state

\[ m(t) = c t^{-1 - \beta} \ell^*(t)^{-1}(1 + o(1)). \]

\[ \mu(\phi \leq -t) = \mu(\phi \geq t) = \ell(t)t^{-p}, \quad \mu(r > t) = \ell(t)t^{-p} + O(t^{-\gamma}), \quad \gamma > 2, \]

for some slowly varying\(^1\) function \( \ell \). In the case \( p = 2 \), we do not require that \( r, \phi \in L^2(\mu) \).

We recall that a measurable function \( K \) satisfies (H1) if \( K \) is bounded from below and several steps in the proof of Theorem 1.1 can be considerably simplified. The proofs work equally well if \( \mu(\phi \leq -t) = \ell(t)t^{-p} + o(t^{1/2}) \) for all \( \lambda > 0 \).

We mention that Theorem 1.1 on the smooth tail of \( \tau \) is a result of independent interest and in this work we use this result to obtain mixing for the semiflow \( \Psi_t \) (and thus mixing for the \( \mathbb{Z} \)-extensions of the suspension flow \( \psi_t \)).

Define \( m(t) = \int_0^t \mu(\tau > x) \, dx \) and note that \( m(t) \) is regularly varying with index \( 1 - \beta = 1/p \) (this follows directly from (1.1)). With this specified we state

\[ m(t) = c t^{-1 - \beta} \ell^*(t)^{-1}(1 + o(1)). \]

\[ \mu(\phi \leq -t) = \mu(\phi \geq t) = \ell(t)t^{-p}, \quad \mu(r > t) = \ell(t)t^{-p} + O(t^{-\gamma}), \quad \gamma > 2, \]

for some slowly varying\(^1\) function \( \ell \). In the case \( p = 2 \), we do not require that \( r, \phi \in L^2(\mu) \).

We recall that a measurable function \( K \) satisfies (H1) if \( K \) is bounded from below and several steps in the proof of Theorem 1.1 can be considerably simplified. The proofs work equally well if \( \mu(\phi \leq -t) = \ell(t)t^{-p} + o(t^{1/2}) \) for all \( \lambda > 0 \).

We mention that Theorem 1.1 on the smooth tail of \( \tau \) is a result of independent interest and in this work we use this result to obtain mixing for the semiflow \( \Psi_t \) (and thus mixing for the \( \mathbb{Z} \)-extensions of the suspension flow \( \psi_t \)).

Define \( m(t) = \int_0^t \mu(\tau > x) \, dx \) and note that \( m(t) \) is regularly varying with index \( 1 - \beta = 1/p \) (this follows directly from (1.1)). With this specified we state

\[ m(t) = c t^{-1 - \beta} \ell^*(t)^{-1}(1 + o(1)). \]

\[ \mu(\phi \leq -t) = \mu(\phi \geq t) = \ell(t)t^{-p}, \quad \mu(r > t) = \ell(t)t^{-p} + O(t^{-\gamma}), \quad \gamma > 2, \]

for some slowly varying\(^1\) function \( \ell \). In the case \( p = 2 \), we do not require that \( r, \phi \in L^2(\mu) \).

We recall that a measurable function \( K \) satisfies (H1) if \( K \) is bounded from below and several steps in the proof of Theorem 1.1 can be considerably simplified. The proofs work equally well if \( \mu(\phi \leq -t) = \ell(t)t^{-p} + o(t^{1/2}) \) for all \( \lambda > 0 \).

We mention that Theorem 1.1 on the smooth tail of \( \tau \) is a result of independent interest and in this work we use this result to obtain mixing for the semiflow \( \Psi_t \) (and thus mixing for the \( \mathbb{Z} \)-extensions of the suspension flow \( \psi_t \)).

Define \( m(t) = \int_0^t \mu(\tau > x) \, dx \) and note that \( m(t) \) is regularly varying with index \( 1 - \beta = 1/p \) (this follows directly from (1.1)). With this specified we state

\[ m(t) = c t^{-1 - \beta} \ell^*(t)^{-1}(1 + o(1)). \]
Theorem 1.3 Assume (H0) and (H1). Let A, B ⊂ Y with A ∈ ᾱ and B measurable. Let
\( A_1 = A \times [a_1, a_2] \), \( B_1 = B \times [b_1, b_2] \) with \( a_1 \leq a_2 \leq \inf_A \tau \) and \( b_1 \leq b_2 \leq \inf_B \tau \).
Set \( d_\beta = \frac{\sin \pi \beta}{\pi} \). Then
\[
\lim_{t \to \infty} m(t) \mu^\tau (A_1 \cap \Psi_t^{-1} B_1) = d_\beta \mu^\tau (A_1) \mu^\tau (B_1).
\]

Remark 1.4 We do not need the full strength of Theorem 1.1 in the proof of Theorem 1.3, but only that \( \mu(t \leq \tau \leq t + 1) = O(t^{-(1+\beta)} \ell^* (t)^{-1}) \).

It might be that for Theorem 1.3 this big O assumption can be relaxed further given recent results of [6] on necessary and sufficient conditions for the asymptotic of renewal sequences with infinite mean.

We recall that: a) [7] obtained mixing for a class of Markov suspension flows with regular variation of index \( \beta \in (0, 1) \); b) [20] obtained mixing under mild abstract assumptions for, not necessarily Markov, suspension flows with regularly varying tails of roof functions of index in \( (1/2, 1) \).

Although the mixing result [7, Theorem 5.1] holds for all \( \beta \in (0, 1) \), it is explicitly stated in terms of suspension flows over LSV maps (as in [17]). It is not clear to us if the argument of [7, Proposition 5.3], on which [7, Theorem 5.1] relies, can be easily generalized to Gibbs Markov maps that do not arise from inducing LSV maps to good sets.

Although the mixing result [20, Theorem 2.3] does not apply here due to the range of \( \beta \), the previous big tail result of [28] as recalled in (1.1) together with [20, Theorem 2.4] ensure a liminf result established, among others, via an LLT for the roof function \( \tau \) and the base of the semiflow \( (Y, \tilde{F}) \) as in [20, Theorem 2.7].

We believe that the arguments in this paper can be adjusted to work for \( \mathbb{Z}^2 \)-extensions of Gibbs Markov semiflows. We also believe that the method can be applied to the infinite horizon tubular Lorentz flow which can be viewed as a \( \mathbb{Z}^d \)-extension \( (d = 1, 2) \) of a suspension flow over a Young tower with exponential tails (see [26] for the treatment of the \( \mathbb{Z}^d \)-extension over the map). Here we restrict to \( \mathbb{Z} \)-extensions of the suspension flows over Gibbs Markov maps.

**Notation:** We write \( a_n \sim b_n \) if \( a_n / b_n \rightarrow 1 \). We use “big O” and \( \ll \) interchangeably, writing \( a_n = O(b_n) \) or \( a_n \ll b_n \) if there is a constant \( C > 0 \) such that \( a_n \leq C b_n \) for all \( n \geq 1 \). Similarly, \( a_n = o(b_n) \) means that \( \lim_{n \to \infty} a_n / b_n = 0 \).

**2 Strategy and proof of Theorem 1.1**

By definition, \((Y, \tilde{F}, \tilde{\alpha}, \mu)\) is a probability measure preserving Gibbs Markov map. Let \( R \) be the transfer operator defined by \( \int_Y R v_1 v_2 d\mu = \int_Y v_1 v_2 \circ \tilde{F} d\mu, v_1 \in L^1(\mu), v_2 \in L^\infty(\mu) \). Let \( \tilde{R}(s)v = R(e^{-st}v) \), \( s \in \mathbb{C} \) be the perturbation of \( R \).

First, we collect some identities. For \( u \geq 0 \), we define the measures \( \nu_u \) on the positive real line such that \( \frac{d\nu_u}{d\tau_u}(t) = te^{-ut} \); in particular, \( \frac{d\nu_0}{d\tau_0}(t) = t \). With these defined we see that
\[
t \mu(t \leq \tau \leq t + 1) \leq \nu_0([t, t + 1]) \leq (t + 1) \mu(t \leq \tau \leq t + 1).
\]
Hence,
\[ t \mu(t \leq \tau \leq t + 1) = \nu_0([t, t + 1]) + e(t), \tag{2.2} \]
where \( e(t) = O(\mu(t \leq \tau \leq t + 1)) \). Note that for \( s = u - ib, u \geq 0 \) and \( b \in \mathbb{R} \),
\[ \int_0^\infty e^{-st} d\tau \ast \mu = \int \int_{\mathbb{Y}} e^{-st} d\mu = \int_{\mathbb{Y}} \hat{R}(s)1 d\mu. \tag{2.3} \]
For \( u > 0 \), using the definition of \( \nu_u \) for the first equality and differentiating in \( b \) for the second gives
\[ \int_0^\infty e^{-st} d\nu_0(t) = \int_0^\infty e^{ibt} d\nu_u(t) = -i \frac{d}{db} \left( \int_{\mathbb{Y}} \hat{R}(s)1 d\mu \right) = A(s). \tag{2.4} \]

By (2.1), \( \nu_0([0, L]) = \int_0^L t d\tau \ast \mu(t) \geq \sum_{j=0}^{L-1} j \mu(j \leq \tau \leq j + 1) \geq (L - 1) \mu(\tau \geq L) \). This together with (1.1) implies that \( \nu_0([0, L]) \) grows like \( L^{1/p} \ell^*(L)^{-1} \) which goes to \( \infty \) as \( L \to \infty \). So, \( \nu_0 \) is an infinite measure.

Our strategy for obtaining the asymptotics of \( \mu(t \leq \tau \leq t + 1) \), as \( t \to \infty \) stated in Theorem 1.1 is to use an analogue of [10, Inversion formula, Sect. 4] obtained in [20, Proposition 4.1] (for different purposes recalled in Sect. 6). The key new ingredient required to apply this strategy to the present set-up is Proposition 2.1 below; its proof is postponed to Sect. 3. To state this result, we need more terminology.

For each \( a > 0 \), let \( \hat{g}_a(0) = 1 \) and for \( x \neq 0 \), define
\[ \hat{g}_a(x) = \frac{2(1 - \cos ax)}{a^2 x^2} \tag{2.5} \]
and note that \( \hat{g}_a \) is the Fourier transform of
\[ g_a(b) = \begin{cases} a^{-1}(1 - |b|/a), & |b| \leq a, \\ 0, & |b| > a. \end{cases} \tag{2.6} \]

**Proposition 2.1** Let \( \zeta(t) = t^{1-1/p} \ell^*(t)^{-1} \). For all \( a > 0 \) and \( \lambda \in \mathbb{R} \),
\[ \lim_{t \to \infty} \zeta(t) \int_{-\infty}^\infty e^{-itb} g_a(b + \lambda)A(-ib) \, db = \pi d_p g_a(\lambda) \in \mathbb{R}, \]
where \( d_p \) is a positive constant that depends only on \( p \) and \( F \).

Given Proposition 2.1, the proof of Theorem 1.1 below is similar to the argument used in the proof of [20, Theorem 2.3]. Since it is short, we provide the complete proof along with the auxiliary results. Given \( V(x) := V([0, x]) = \frac{1}{2}(\nu_0([0, x]) + \nu_0([-0, x])) \) (with \( \nu_0(-I) = \nu(\{x : -x \in I\}) \)) we have
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denotes the length of $I$.

Proposition 2.2 [20, Proposition 4.1]. Let $g : \mathbb{C} \to \mathbb{C}$ be a continuous compactly supported function with Fourier transform $\hat{g}(x) = \int_{-\infty}^{\infty} e^{ixb} g(ib) \, db$ satisfying $|\hat{g}(x)| = O(x^{-2})$ as $x \to \pm \infty$. Then for all $\lambda, t \in \mathbb{R}$,

$$\int_{-\infty}^{\infty} e^{-i\lambda(x-t)} \hat{g}(x-t) \, dV(x) = \lim_{u \to 0} \int_{-\infty}^{\infty} e^{-i\lambda b} g(b+\lambda) Re (A - ib) \, db = \int_{-\infty}^{\infty} e^{-i\lambda b} g(b+\lambda) Re (A - ib) \, db.$$ 

Proposition 2.3 [10, Lemma 8]. Let $\{\mu_t, t > 0\}$ be a family of measures such that $\mu_t(I) < \infty$ for every compact set $I$ and all $t$. Suppose that for some constant $C$,

$$\lim_{t \to \infty} \int_{-\infty}^{\infty} e^{-i\lambda x} \hat{g}_a(x) \, d\mu_t(x) = C \int_{-\infty}^{\infty} e^{-i\lambda x} \hat{g}_a(x) \, dx,$$

for all $a > 0$, $\lambda \in \mathbb{R}$. Then $\mu_t(I) \to C|I|$ for every bounded interval $I$, where $|I|$ denotes the length of $I$.
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With the convention $I + t = \{x : x - t \in I\}$, let

$$\mu_t(I) = 2\zeta(t) V(I + t) = \zeta(t) (\nu_0(I + t) + \nu_0(-I - t))$$

and note that $\zeta(t) \nu([t, t + 1]) = \mu_t([0, 1])$. Now,

$$\zeta(t) \int_{-\infty}^{\infty} e^{-i\lambda x} \hat{g}_a(x) \, dV(x) = \zeta(t) \int_{-\infty}^{\infty} e^{-i\lambda x} \hat{g}_a(x) \, dV(x + t) = \frac{1}{2} \int_{-\infty}^{\infty} e^{-i\lambda x} \hat{g}_a(x) \, d\mu_t(x).$$

Since $\hat{g}_a$ satisfies the assumptions of Proposition 2.2,

$$\int_{-\infty}^{\infty} e^{-i\lambda x} \hat{g}_a(x) \, d\mu_t(x) = 2\zeta(t) \int_{-\infty}^{\infty} e^{-i\lambda b} g(b+\lambda) Re (A - ib) \, db.$$ 

By Proposition 2.1 together with the Fourier inversion formula $\int_{-\infty}^{\infty} e^{-i\lambda x} \hat{g}_a(x) \, dx = 2\pi g_a(i\lambda)$,

$$\lim_{t \to \infty} \int_{-\infty}^{\infty} e^{-i\lambda x} \hat{g}_a(x) \, d\mu_t(x) = 2\pi d_p g_a(\lambda) = d_p \int_{-\infty}^{\infty} e^{-i\lambda x} \hat{g}_a(x) \, dx.$$ 

Hence, the hypothesis of Proposition 2.3 holds with $C = d_p$. It follows from Proposition 2.3 with $I = [0, 1]$ that $\zeta(t) \nu([t, t + 1]) = \mu_t([0, 1]) \to d_p$, as $t \to \infty$. The conclusion follows from this together with (2.2) and the fact that $\zeta(t) = t^{1-1/p} \ell^p(t)^{-1}$. 

\[\square\]
3 Asymptotics of $A(u - ib)$ as $u, b \to 0$ and proof of proposition 2.1

An essential ingredient for the proof of Proposition 2.1 is Lemma 3.2 below, which gives the asymptotic behaviour of $A(u - ib)$ as $u, b \to 0$. Before its statement, we briefly explain the strategy of proof. The key observation in [28] to obtain (1.1) (also to be exploited here) is that the perturbed transfer operator $\hat{R}(u - ib)$ associated with $\hat{F}$ can be understood via a double perturbation of the transfer operator for $F$, which we denote by $L$, perturbed with $r$ and $\phi$. For $u, b \geq 0$ and $\theta \in [-\pi, \pi)$, let

$$\hat{L}(u - ib, i\theta)v = L(e^{-(u - ib)r}e^{i\theta\phi}v).$$ (3.1)

It is known and recalled below that $\hat{L}$ has good spectral properties in the Banach space $B_\theta$ with norm $\| \cdot \|_\theta$. Here, $B_\theta$ is the space of bounded piecewise Hölder functions; $B_\theta$ is compactly embedded in $L^\infty(\mu)$. The norm on $B$ is defined by $\|v\|_\theta = |v|_\theta + |v|_\infty$, where $|v|_\theta = \sup_{a \in \alpha} \sup_{x \neq y \in \alpha} |v(x) - v(y)|/d_\theta(x, y)$, where $d_\theta(x, y) = \theta s(x, y)$ for some $\theta \in (0, 1)$, and $s(x, y) = \min\{n : F^n(x) \text{ and } F^n(y) \text{ are in different elements of } \omega\}$ is the separation time.

Under (H0)(i) and (H1), an argument similar to the one used in [28, Lemma 2.6] verifies that when viewed as an operator on the Banach space $B_\theta(Y)$, the spectral radius of $\hat{L}(u - ib, i\theta)$ is strictly less than 1 for all $u \geq 0$ and for all $(b, \theta) \in B_\delta(0, 0)$ for some $\delta > 0$. By (H0)(ii), the same holds for all $(b, \theta) \in \mathbb{R} \times [-\pi, \pi) \setminus \{(0, 0)\}$. Thus, $(I - \hat{L}(u - ib, i\theta))^{-1}$ is well defined for all $u \geq 0$ and for all $(b, \theta) \in \mathbb{R} \times [-\pi, \pi) \setminus \{(0, 0)\}$. By the argument of [28, Proof of Lemma 1.8], for all $v \in B_\theta$, $u \geq 0$ and $b \in \mathbb{R} \setminus \{0\}$,

$$(I - \hat{R}(u - ib))^{-1}v = \frac{1}{2\pi} \int_{-\pi}^{\pi} (I - \hat{L}(u - ib, i\theta))^{-1}v\,d\theta. \quad (3.2)$$

In particular, for all $u \geq 0$ and $b \in \mathbb{R} \setminus \{0\}$, the LHS of (3.2) is well defined.

**Remark 3.1** For use in Sect. 7, we note that the spectral radius of $\hat{R}(u - ib)$ is strictly less than 1; here, $\hat{R}$ is viewed as an operator acting on a Banach space $B_{\theta_0}$, for some $\theta_0$, associated with Gibbs Markov $(Y, \hat{F}, \tilde{\alpha}, \mu)$.

Define

$$S(u - ib) := \int_{-\pi}^{\pi} (I - \hat{L}(u - ib, i\theta))^{-1}d\theta.$$ 

Controlling the asymptotics as $u, b \to 0$ of $S(u - ib)^{-1}1$ is the main step in estimating $\mu(\tau > t)$, when combined with (2.3). In fact, as in [28], to estimate $\mu(\tau > t)$ it suffices to work with real Laplace transforms, that is work with $b = 0$ throughout. For the purpose of estimating the ‘small tail’ $\mu(t \leq \tau \leq t + 1)$, here we shall use (3.2) to estimate the derivative $\frac{d}{db} \int_Y \hat{R}(u - ib)1\,d\mu$, as $u, b \to 0$ and thus, the asymptotics of $A(u - ib), b \to 0$ as $u, b \to 0$ (via (2.4)).

We state the precise result on the asymptotics of $A(u - ib)$ below and defer its proof to Sect. 4. Before its statement we recall the following notation: we write $B(x) \sim$
c(x)P for bounded operators B(x), P acting on some Banach space B with norm \( \|B\| \) if \( \|B(x) - c(x)P\|_B = o(c(x)) \).

**Lemma 3.2** Assume (H0) and (H1). Let \( \ell^* \) be as in (H1). There exists \( \epsilon_0 > 0 \) so that the following hold for all \( u, b \in B_{\epsilon_0}(0) \).

i) \[ \| \frac{d}{db} S(u - ib)^{-1} \|_{\vartheta} \leq C |u - ib|^{-1/p} \ell^* (1/|u - ib|)^{-1}, \] for some positive constant \( C \). Also, as \( b \to 0 \), \( \frac{d}{db} S(-ib)^{-1} \sim i C_p |b|^{-1/p} \ell^* (1/|b|)^{-1} P \), where \( C_p \) is a complex constant (independent of \( b \)) with \( \Re C_p > 0 \) and \( P \) is an operator defined by \( P v = \int_Y v d\mu \).

ii) For any \( \epsilon > 0 \), \[ \| \frac{d}{db} S(u - ib)^{-1} - \frac{d}{db} S(-ib)^{-1} \|_{\vartheta} \leq C_\epsilon u^{1-\epsilon} |u - ib|^{-1/p} \ell^* (1/|u - ib|)^{-1} \] for some positive constant \( C_\epsilon \).

iii) For any \( \epsilon > 0 \), \[ \| \frac{d^2}{db^2} S(u - ib)^{-1} \|_{\vartheta} \leq C (|u - ib|^{-1/p-\epsilon} u^{p-2-\epsilon} + |u - ib|^{-1/p-1-\epsilon}) \] for some positive constant \( C_\epsilon \).

Using (3.2), we have

\[ \frac{d}{db} \int_Y \hat{R}(u - ib) 1 d\mu = -\frac{1}{2\pi} \frac{d}{db} \left( \int_Y S(u - ib)^{-1} 1 d\mu \right). \]

Using the definition of \( A(s) \) in (2.4) with \( s = u - ib \),

\[ A(u - ib) = -i \frac{d}{db} \left( \int_Y S(u - ib)^{-1} 1 d\mu \right). \]

This together with the first part of Lemma 3.2 i) implies that as \( u, b \to 0 \),

\[ |A(u - ib)| \ll |u - ib|^{-1/p} \ell^* (1/|u - ib|)^{-1}. \] (3.3)

Also, by the second part of Lemma 3.2 i), the following holds under (H0) and (H1), as \( b \to 0 \),

\[ A(-ib) = C_p |b|^{-1/p} \ell^* (1/|b|)^{-1} (1 + o(1)). \] (3.4)

Moreover, by Lemma 3.2 ii) and iii), for any \( \epsilon > 0 \),

\[ |A(u - ib) - A(-ib)| \ll u^{1-\epsilon} |u - ib|^{-1/p} \ell^* (1/|u - ib|)^{-1} \] (3.5)

and

\[ |\frac{d}{db} A(u - ib)| \ll |u - ib|^{-1/p-\epsilon} u^{p-2-\epsilon} + |u - ib|^{-1/p-1-\epsilon}. \] (3.6)

We now provide the

**Proof** Given the definition of \( g_a(b) \) in (2.6), let \( \gamma_a(ib) = g_a(b) \). In order to exploit the differentiability properties of \( A(u - ib) \) (inside the proof of Lemma 3.4 below) we need an analytic version of \( \gamma_a \).
It follows from the definition that \( \gamma_a^+(s) := \frac{1}{a} (1 + \frac{is}{a}) \) is the analytic extension of \( \gamma_a|_{(0,a)i} \) to \( \mathbb{C} \). Similarly, \( \gamma_a^-(s) := \frac{1}{a} (1 - \frac{is}{a}) \) is the analytic extension of \( \gamma_a|_{(-a,0)i} \) to \( \mathbb{C} \). With this notation, and recalling that \( g_a(b) = 0 \) for \( |b| > a \), we have

\[
\int_{-\infty}^{\infty} g_a(b + \lambda) A(-ib)e^{-ibt} \, db \\
= \int_{-\lambda}^{a-\lambda} \gamma_a^+(i(b + \lambda)) A(-ib)e^{-ibt} \, db \\
+ \int_{-a-\lambda}^{-\lambda} \gamma_a^-(i(b + \lambda)) A(-ib)e^{-ibt} \, db
\]

By Cauchy’s theorem,

\[
I^+ = \int_{-\lambda}^{a-\lambda} \gamma_a^+ \left( \frac{1}{t} + i(b + \lambda) \right) A \left( \frac{1}{t} - ib \right) e^{-ibt} \, db \\
+ \int_{0}^{\frac{1}{t}} \gamma_a^+(u)(u + i\lambda)e^{(u+i\lambda)t} du \\
- \int_{0}^{\frac{1}{t}} \gamma_a^+(u + ia)(u - i(a - \lambda))e^{(u-i(a-\lambda))t} du,
\]

and analogously,

\[
I^- = \int_{-a-\lambda}^{-\lambda} \gamma_a^- \left( \frac{1}{t} + i(b + \lambda) \right) A \left( \frac{1}{t} - ib \right) e^{-ibt} \, db \\
- \int_{0}^{\frac{1}{t}} \gamma_a^- (u)(u + i\lambda)e^{(u+i\lambda)t} du \\
+ \int_{0}^{\frac{1}{t}} \gamma_a^-(u + ia)(u - i(a - \lambda))e^{(u-i(a-\lambda))t} du,
\]

By \((3.3)\), \( \|A(u - i(a - \lambda))\| \ll a^{-p} \). Thus, the last terms of the RHS for \( I^+ \) and \( I^- \) are \( O(t^{-1}) \) because the integrand is bounded and the integration path has length \( t^{-1} \).

Also, by \((3.3)\) (with \( b = \lambda \)), \( \|A(u + i\lambda)\| \ll |\lambda|^{-p} \), for all \( \lambda \neq 0 \). Thus, for all \( \lambda \neq 0 \), the middle terms of the RHS for \( I^+ \) and \( I^- \) are \( O(t^{-1}) \) because the integrand is bounded and the integration path has length \( t^{-1} \).

Moreover, when \( \lambda = 0 \), we have the desired cancellation in the middle terms of the RHS cancel when taking the sum \( I^+ + I^- \). That is, using the definition of \( \gamma_a^\pm \) and again \((3.3)\) (with \( b=0 \)),

\[
\left| \int_{0}^{\frac{1}{t}} \gamma_a^+(u)A(u)e^{utt} du - \int_{0}^{\frac{1}{t}} \gamma_a^-(u)A(u)e^{utt} du \right| \leq a^{-2} \int_{0}^{\frac{1}{t}} u|A(u)|e^{utt} du \\
\leq a^{-2} \int_{0}^{\frac{1}{t}} u^{1-1/p} \mathcal{E}*(1/u) du \leq C a^{-2} t^{2-1/p-\epsilon},
\]
for some $C > 0$ and any $\epsilon > 0$. Altogether,

\[
\int_{-\infty}^{\infty} g_a(b + \lambda) A(-ib) e^{-ibt} \, db \\
= \int_{-\lambda}^{a-\lambda} \gamma_a^+ \left( \frac{1}{t} + i(b + \lambda) \right) A \left( \frac{1}{t} - ib \right) e^{\frac{1}{t} - ibt} \, db \\
+ \int_{-a-\lambda}^{-\lambda} \gamma_a^- \left( \frac{1}{t} + i(b + \lambda) \right) A \left( \frac{1}{t} - ib \right) e^{\frac{1}{t} - ibt} + O(t^{-1}).
\]

Next, it follows from the definition that

\[
|\gamma_a^+ (u + ib) - \gamma_a^+ (ib)| = \frac{u}{a^2}.
\]

Therefore

\[
\left| \int_{-\lambda}^{a-\lambda} \gamma_a^+ \left( \frac{1}{t} + i(b + \lambda) \right) A \left( \frac{1}{t} - ib \right) e^{\frac{1}{t} - ibt} \, db \\
- \int_{-\lambda}^{a-\lambda} \gamma_a^+ (i(b + \lambda)) A \left( \frac{1}{t} - ib \right) e^{\frac{1}{t} - ibt} \, db \right| \\
\ll t^{-1} \int_{-\lambda}^{a-\lambda} \left| A \left( \frac{1}{t} - ib \right) \right| \, db \\
\ll t^{-1} \int_{-\lambda}^{a-\lambda} \left| \frac{1}{t} - ib \right|^{-\frac{1}{\rho}} \ell^{\star} \left( 1/ \left| \frac{1}{t} - ib \right| \right)^{-1} \, db \ll t^{-1},
\]

and a similar estimate holds for the integral over $\gamma_a^-$. Therefore

\[
\int_{-\infty}^{\infty} g_a(b + \lambda) A(-ib) e^{-ibt} \, db = \int_{-\lambda}^{a-\lambda} \gamma_a^+ (i(b + \lambda)) A \left( \frac{1}{t} - ib \right) e^{\frac{1}{t} - ibt} \, db \\
+ \int_{-a-\lambda}^{-\lambda} \gamma_a^- (i(b + \lambda)) A \left( \frac{1}{t} - ib \right) e^{\frac{1}{t} - ibt} + O(t^{-1}).
\]

At this moment, the arguments of $\gamma_a^\pm$ are all on the imaginary axis again, with imaginary part $\leq a$, so we can switch back from $\gamma_a^\pm$ to $\gamma_a(ib) = g_a(b)$:

\[
\int_{-\infty}^{\infty} g_a(b + \lambda) A(-ib) e^{-ibt} \, db = \int_{-\lambda}^{a-\lambda} \gamma_a (i(b + \lambda)) A \left( \frac{1}{t} - ib \right) e^{\frac{1}{t} - ibt} \, db + O(t^{-1}).
\]

Recall that $\zeta(t) = t^{1-1/\rho} \ell^{\star}(t)^{-1}$ and that we are interested in $\zeta(t) \int_{-\infty}^{\infty} g_a(b + \lambda) A(-ib) e^{-ibt} \, db$. Using the previous displayed equation,
\[
\zeta(t) \int_{-\infty}^{\infty} g_a(b + \lambda) A(-ib) e^{-ibt} \, db = \zeta(t) I_1(t, M) + \zeta(t) I_2(t, M) + O\left(t^{1-\frac{1}{q_0}-\frac{1}{p}} \epsilon(1/t)^{-1}\right),
\]

for
\[
I_1(t, M) = \int_{|b|<M/t} \gamma_a(i(b + \lambda)) A\left(\frac{1}{t} - ib\right) e^{\frac{1}{t} - ibt} \, db
\]

(which is in fact zero for large \(t\) if \(0 \notin [-a - \lambda, a - \lambda]\)) and
\[
I_2(t, M) = \int_{-a - \lambda \leq b \leq a - \lambda, |b|>M/t} \gamma_a(i(b + \lambda)) A\left(\frac{1}{t} - ib\right) e^{\frac{1}{t} - ibt} \, db.
\]

The conclusion of Proposition 2.1 follows from the estimates for \(I_1(t, M)\) and \(I_2(t, M)\) below. More precisely, Lemma 3.3 below gives the exact term showing also that \(\lim_{t \to \infty} \zeta(t) I_1(t, M) = \lim_{t \to \infty} \zeta(t) \int_{-M/t}^{M/t} \gamma_a(i(b + \lambda)) \Re A(ib) e^{-ibt} \, db\).

Taking \(M = t^{1/2}\), we have \(\lim_{t \to \infty} \zeta(t) I_1(t, M) = \lim_{t \to \infty} \zeta(t) \int_{-\infty}^{\infty} \gamma_a(i(b + \lambda)) \Re A(ib) e^{-ibt} \, db\), which gives the first equality in the statement.

Lemma 3.4 with \(M = t^{1/2}\) and \(\epsilon < \frac{1}{8p} (p-1)^2\) shows that \(|\zeta(t) I_2(t, M)| \to 0\) as \(t \to \infty\).

**Lemma 3.3** For any \(M > 1\),
\[
\lim_{t \to \infty} \zeta(t) I_1(t, M) = \lim_{t \to \infty} \zeta(t) \int_{-M/t}^{M/t} g_a(b + \lambda) \Re A(-ib) e^{-ibt} \, db
\]
\[
= \pi d_p g_a(\lambda) + q(M),
\]

where \(d_p\) is a positive constant independent of \(M\) and \(q(M) \leq CM^{-1/p}\), for some \(C > 0\).

**Proof** Throughout this proof we use the same notation as in the proof of Proposition 2.1. It follows from the definition of \(\gamma_a\) that \(|\gamma_a(ib_1) - \gamma_a(ib_2)| \leq a^{-2} |b_1 - b_2|\).

Hence
\[
\left| I_1(t, M) - g_a(i\lambda) I_1^+(t, M) \right| \leq \int_{-M/t}^{M/t} |\gamma_a(i(b + \lambda)) - \gamma_a(i\lambda)| |A(1/t - ib)| \, db
\]
\[
\leq 2a^{-2} M^{t-1} \int_{0}^{M/t} |A(1/t - ib)| \, db. \quad (3.9)
\]

By (3.4), there exists \(\delta > 0\) such that for all \(t > M/\delta\),
\[
\int_{0}^{M/t} |A(1/t - ib)| \, db \leq \int_{0}^{M/t} b^{-1/p} \epsilon(1/b) \, db \leq 1. \quad (3.10)
\]
Next, write

$$\lim_{t \to \infty} \zeta(t) I_1(t, M) = \gamma_a(i\lambda) \lim_{t \to \infty} \zeta(t) \int_{-M/t}^{M/t} \text{Re} A(-ib)e^{-ibt} \, db$$

$$\quad + \gamma_a(i\lambda) \lim_{t \to \infty} \zeta(t) \int_{-M/t}^{M/t} \text{Re} (A(1/t - i)b - A(-ib)) e^{-ibt} \, db$$

$$= \gamma_a(i\lambda) \lim_{t \to \infty} \zeta(t) D_1(t) + \gamma_a(i\lambda) \lim_{t \to \infty} \zeta(t) D_2(t).$$

By equation (3.5), \( |\zeta(t) D_2(t)| \ll t^{-(1-\epsilon)} \zeta(t) = o(1) \).

It remains to estimate \( \gamma_a(i\lambda) \lim_{t \to \infty} \zeta(t) D_1(t) \). Using equation (3.4) we have that \( A(-ib) = C_p |b|^{-1/p} \ell^*(1/|b|)^{-1}(1 + o(1)) \), where \( C_p \) is a complex constant. Hence,

$$\gamma_a(i\lambda) \lim_{t \to \infty} \zeta(t) D_1(t)$$

$$= \gamma_a(i\lambda) \lim_{t \to \infty} \zeta(t) \int_{-M/t}^{M/t} \text{Re} (C_p)|b|^{-1/p} \ell^*(1/|b|)^{-1} e^{-ibt} (1 + o(1)) \, db$$

$$= 2\gamma_a(i\lambda) \text{Re}(C_p) \int_0^{M/t} b^{-1/p} \ell^*(1/b)^{-1} \cos tb \, db. \quad (3.11)$$

By Lemma 3.2 i), \( \text{Re}(C_p) > 0 \). Set \( d_0 := 2 \text{Re}(C_p) \). With a change of variables,

$$2 \text{Re}(C_p) \int_0^{M/t} b^{-1/p} \ell^*(1/b)^{-1} (1 + o(1)) \cos tb \, db$$

$$= d_0 t^{-(1-1/p)} \int_0^M b^{-1/p} \ell^*(t/b)^{-1} (1 + o(1)) \cos b \, db.$$

Thus,

$$\lim_{t \to \infty} \zeta(t) D_1(M, t) = d_0 \lim_{t \to \infty} \int_0^M b^{-1/p} \frac{\ell^*(t/b)}{\ell^*(t/b)} (1 + o(1)) \cos b \, db$$

$$= d_0 \int_0^M b^{-1/p} \cos b \, db, \quad (3.12)$$

where in the last equality we have used that \( \ell^* \) is slowly varying (see, for instance, [4]) together with the dominated convergence theorem.

To conclude we just need to estimate \( \int_0^M b^{-1/p} \cos b \, db \) in (3.12). Write

$$\int_0^M b^{-1/p} \cos b \, db = \int_0^\infty b^{-1/p} \cos b \, db - \int_M^\infty b^{-1/p} \cos b \, db$$
and note that $| \int_M^\infty b^{-1/p} \cos b \, db | \leq M^{-1/p}$. Thus, 

$$
\gamma_a(i\lambda) \lim_{t \to \infty} m(t) L_1(M, t) = \gamma_a(i\lambda) \frac{d_0}{\pi} \int_0^\infty b^{-1/p} \cos b \, db := d_p,
$$

as desired. \qed

Lemma 3.4 For any $1 < M$ and $M/t < a$, there exists $C, C', C'' > 0$ such that for any $\epsilon < (p-1)/2$,

$$
|\zeta(t) I_2(t, M)| \leq C t^{-\frac{1}{p}(p-1)^2+\epsilon} + C' t^{-1/p} \ell^*(t)^{-1} + 2C'' t^\epsilon M^{-1/p+\epsilon} \ell^*(t)^{-1}.
$$

Proof Compute that

$$
I_2(t, M) = \frac{1}{it} \int_{-a-\lambda \leq b \leq -\lambda, |b| > M/t} (e^{-itb})' \gamma_a^\pm (i(b + \lambda)) A(1/t - ib) \, db.
$$

Integration by parts gives four constant terms and two integrals

$$
J_1(t, M) = \int_{-a-\lambda \leq b \leq a-\lambda, |b| > M/t} e^{-itb} \frac{d}{db} (\gamma_a^\pm (i(b + \lambda)) A(1/t - ib)) \, db
$$

and

$$
J_2(t, M) = \int_{-a-\lambda \leq b \leq a-\lambda, |b| > M/t} e^{-itb} \gamma_a^\pm (i(b + \lambda)) \frac{d}{db} A(1/t - ib) \, db.
$$

Of the four constant terms it suffices to look at $b = M/t$, because the other three are not larger in absolute value. It follows from the boundedness of $\gamma_a$ and equation (3.4) that for all $M/t \leq a$ and some $C > 0$,

$$
\zeta(t)^{-1} |(\gamma_a^\pm (i(M/t + \lambda)) A(1/t - iM/t))| \ll m(t)^{-1} |A(1/t - iM/t)|
$$

$$
\ll t^{1-1/p} \ell^*(t)^{-1} M^{1/p} \ell^*(t/M)^{-1}
$$

$$
\leq C'' t^\epsilon M^{-1/p}.
$$

Next, since $\gamma_a^\pm$ has a bounded derivative on $[-a, a]$, there is some $C' > 0$ such that

$$
\zeta(t)^{-1} |J_1(t, M)|
$$

$$
\ll t^{1/p} \ell^*(t)^{-1} \int_{-a-\lambda \leq b \leq a-\lambda, |b| > M/t} |A(1/t - ib)| \, db \leq C' t^{-1/p} \ell^*(t)^{-1}.
$$
Finally, using equation (3.6),
\[
\left| J_2(t, M) \right| \ll \int_{-a-\lambda \leq b \leq a-\lambda, \ |b| > M/t} b^{-(1+1/p+\epsilon)} \, db \\
+ t^{2-p+\epsilon} \int_{-a-\lambda \leq b \leq a-\lambda, \ |b| > M/t} b^{-(1/p+\epsilon)} \, db \\
= J^1_2(t, M) + J^2_2(t, M).
\]

For the first term, compute that for any \( \epsilon > 0 \),
\[
\zeta(t) t^{-1} \left| J^1_2(t, M) \right| \ll \zeta(t) t^{-1+1/p+\epsilon} \int_{-t(a+\lambda) \leq \sigma \leq t(a-\lambda), \ |\sigma| > M} \sigma^{-(1+1/p-\epsilon)} \, d\sigma \\
\leq C' t^{\epsilon} M^{-\frac{1}{p} + \epsilon} \nu(t)^{-1}.
\]

For the second term, there exist \( C > 0 \) such that for any \( \epsilon > 0 \),
\[
\zeta(t) t^{-1} \left| J^2_2(t, M) \right| \ll t^{2-p+\epsilon-1/p} \int_{-a-\lambda \leq b \leq a-\lambda, \ |b| > M/t} b^{-(1/p-\epsilon)} \, db \leq Ct^{-\frac{1}{p}(p-1)^2+\epsilon},
\]
which ends the proof. \( \square \)

4 Asymptotics of \( \hat{L}(u - ib, i\theta) \)

We recall the main steps and estimates the operator \( \hat{L}(u - ib, i\theta) \) introduced in equation (3.1), to be used in Sect. 5 below.

For \( u \geq 0, (b, \theta) \in \mathbb{R} \times [-\pi, \pi) \) and \( v \in L^1(\mu) \), we write
\[
\hat{L}(u - ib, 0) v = L(e^{-(u-ib)r} v), \quad \hat{L}(0, i\theta) v = L(e^{i\theta \phi} v).
\]

We first consider the smoothness of \( \hat{L}(u - ib, i\theta) \). Under the assumption that \( F \) is Gibbs Markov and \( r \) satisfies (H0) and (H1), the argument of [19, Proposition 12.1] shows that for all \( u \geq 0 \),
\[
\left\| \frac{d}{db} \hat{L}(u - ib, 0) \right\|_\theta < \infty. \tag{4.1}
\]

Moreover, the argument for derivatives used in [19, Proof of Proposition 12.1] shows that for all \( u > 0 \), \( \left\| \frac{d^2}{db^2} \hat{L}(u - ib, 0) \right\|_\theta \ll \int r^2 e^{-ur} \, d\mu \). Here we note that the argument of [19, Proof of Proposition 12.1] immediately applies since under (H0), \( r \) is bounded below and trivially satisfies [19, Assumption (A1)], which is crucially used in [19, Proof of Proposition 12.1].
Further, let \( G(x) = \mu(r < x) \). By (H1) and Potter’s bounds (see [4]), for all \( u > 0 \) and for any \( \epsilon > 0 \),

\[
\int_y r^2 e^{-ur} d\mu = -\int_0^\infty x^2 e^{-ux} d(1 - G(x)) = 2\int_0^\infty e^{-ux} x^{1-p} \ell(x) \, dx - u \int_0^\infty e^{-ux} x^{2-p} \ell(x) \, dx + O\left(\int_0^\infty e^{-ux} x^{-(\gamma-2)} \, dx\right)
\]

\[
\ll u^{p-2-\epsilon} \int_0^\infty e^{-\sigma} \sigma^{1-p+\epsilon} \, d\sigma + u^{p-2-\epsilon} \int_0^\infty e^{-\sigma} \sigma^{2-p+\epsilon} \, d\sigma \ll u^{p-2-\epsilon}.
\]

Hence,

\[
\| \frac{d^2}{db^2} \hat{L}(u - ib, 0) \|_\theta \ll u^{p-2-\epsilon}. \tag{4.2}
\]

By (4.1), for all \( u \geq 0 \), \( \hat{L}(u - ib) \) is continuous as a function of \( b \). That is, for all \( h > 0 \),

\[
\| \hat{L}(u - i(b + h), 0) - \hat{L}(u - ib, 0) \|_\theta \ll h.
\]

By an argument similar to the one above (working with the perturbation \( e^{i\theta \phi} \) instead of \( e^{ibr} \) and exploiting \( \phi \in L^1 \)) or by the argument used in [28, Proof of Lemma 2.2, item 3], we have that for all \( h > 0 \),

\[
\| \hat{L}(0, i(\theta + h)) - \hat{L}(0, i\theta) \|_\theta \ll h.
\]

Putting the previous two displayed estimates together, we have that for all \( u \geq 0 \) and for all \( h_1, h_2 > 0 \),

\[
\begin{align*}
\| \hat{L}(u - i(b + h_1), i(\theta + h_2)) - \hat{L}(u - ib, i\theta) \|_\theta & \ll h_1 + h_2, \\
\| \hat{L}(u - ib, i\theta) - \hat{L}(0, 0) \|_\theta & \ll |u - ib| + |\theta|.
\end{align*}
\tag{4.3}
\]

We already know that \( L \) has a simple isolated eigenvalue at 1 (as an operator on \( B_\theta \)). This together with the above continuity properties for \( \hat{L}(u - ib, i\theta) \) implies that that there exists \( \delta > 0 \) and a continuous family of simple eigenvalues \( \lambda(u - ib, i\theta) \) for \( 0 \leq u \leq \delta \) and \( (b, \theta) \in B_\delta(0, 0) \) with \( \lambda(0, 0) = 1 \).

Also, the arguments in [28, Proof of Lemma 2.6] carry over, ensuring that the spectral radius of \( \hat{L}(ib, i\theta) \) viewed as an operator on \( B_\theta \) is strictly less than 1 for all \( u \geq 0 \) and all \( (b, \theta) \in \mathbb{R} \times [\pi, \pi) \setminus \{(0, 0)\} \).
Remark 4.1 With these specified we note that the estimates in (4.1)–(4.3) also hold for
the family of eigenprojections $P(u - ib, \theta)$, $u \geq 0, b \in \mathbb{R}, \theta \in [-\pi, \pi)$ associated
with the family of eigenvalues $\lambda(u - ib, i\theta)$.

5 Proof of Lemma 3.2

In this section we prove Lemma 3.2 via three sublemmas.

Sublemma 1 Assume (H0) and (H1). Then for all $u \geq 0, b \in \mathbb{R}$ and $\theta \in [-\pi, \pi)$,
and for any $\epsilon > 0$,

$$\| \frac{d}{db} \hat{L}(u - ib, i\theta) \|_\theta \ll 1, \quad \| \frac{d}{db} \hat{L}(u - ib, i\theta) - \frac{d}{db} \hat{L}(-ib, i\theta) \|_\theta \ll u^{1-\epsilon}$$

and $\| \frac{d^2}{db^2} \hat{L}(u - ib, i\theta) \|_\theta \ll u^{p-2-\epsilon}$. Moreover, the same estimates hold for the family
of eigenprojections $P(u - ib, \theta)$.

Proof Since $e^{i\theta \phi}$ is constant on partition elements, the conclusion follows by the
argument recalled (namely [19, Proposition 12.1]) in obtaining (4.1) and (4.2). \qed

Recall that $\lambda(u - ib, i\theta)$ is well defined for $0 \leq u \leq \delta$ and $(b, \theta) \in B_\delta(0, 0)$.
The next result gives the asymptotics of the first two derivatives of $\lambda(u - ib, i\theta)$ in $b$;
inside the proof we also give another verification of (5.1).

Sublemma 2 Assume (H0) and (H1). Then as $u, b \to 0$ and as $\theta \to 0$,

$$1 - \lambda(u - ib, i\theta) = (u - ib)r^* + c_p \ell_r(1/|\theta|)|\theta|^p + o(|u - ib| + \ell(1/|\theta|)|\theta|^p),$$

(5.1)

where $r^* = \int_Y r \, d\mu$, $c_p$ is a positive constant and i) if $p \in (1, 2)$, $\ell_r = \ell$ with $\ell$ as in
(H1); ii) if $p = 2, \ell_r(\gamma) = 2 \int_1^\gamma \frac{\ell(x)}{x} \, dx$.

Also, $\frac{d}{db}\lambda(u - ib, i\theta) = -ir^*(1 + o(1))$. Moreover, for all $u > 0$ and $(b, \theta) \in B_\delta(0, 0)$
and any $\epsilon > 0$, $|\frac{d^2}{db^2}\lambda(u - ib, i\theta)| \ll u^{p-2-\epsilon}$.

Proof The asymptotic in (5.1) for $u > 0, b = 0$ is contained in [28, Proof of Lemma 2.4].
Since we are interested in $b \neq 0$, we provide a proof below.

Let $v(u - ib, i\theta)$ be the eigenfunction associated with $\lambda(u - ib, i\theta)$, normalised
such that $\mu(v(u - ib, i\theta)) = 1$. Put $\Psi_r(u - ib) = \int_Y (1 - e^{-(u-ib)r}) \, d\mu$, $\Psi_\phi(\theta) = \int_Y (1 - e^{i\theta \phi}) \, d\mu$ and $\Psi_{r,\phi}(u - ib, i\theta) = \int_Y (1 - e^{-(u-ib)r}) (1 - e^{i\theta \phi}) \, d\mu$. Via a standard
calculation (see, for instance, [28, Proof of Lemma 2.4]),

$$1 - \lambda(u - ib, i\theta) = \Psi_r(u - ib) + \Psi_\phi(\theta) + \Psi_{r,\phi}(u - ib, i\theta) + V(u - ib, i\theta),$$

(5.2)

where $V(u - ib, i\theta) = \int_Y (\hat{L}(u - ib, i\theta) - \hat{L}(0, 0))(v(u - ib, i\theta) - v(0, 0)) \, d\mu$. 
By (H1) and the argument used inside [18, Proof of Lemma 2.4] (working with with \( \beta \in (1, 2) \) there) we obtain that as \( u, b \to 0 \),

\[
\Psi(u - ib) = (u - ib)r^* + \ell(u - ib)(u - ib)^p(1 + o(1)). \tag{5.3}
\]

Alternatively, this follows by the argument used inside [14, Proof of Lemma A1] (with \( t \) there replaced by \( u - ib \)).

Under (H1), [2, Theorem 5.1] ensures that for \( p \in (1, 2) \),

\[
\Psi_\phi(\theta) = c_p\ell_p(1/|\theta|)|\theta|^p(1 + o(1)).
\]

If \( p \in (1, 2) \), \( \ell_p = \ell \) with \( \ell \) as in (H1) and \( c_p = 2\Gamma(p - 1)\cos(\pi p/2) > 0 \), then there is no exact term containing just \( \theta \) because \( \phi \) is symmetric; in the notation of [2, Theorem 5.1], the symmetry of \( \phi \) gives \( c_1 = c_2, \beta = 0, \gamma = 0 \), which in turn implies the previous displayed formula. If \( p = 2, \ell_p = 2\int_1^\infty \frac{\ell(x)}{x} \, dx \) with \( \ell \) as in (H1), then \( c_p = 1/2 \) by [3, Theorem 3.1].

Next, we estimate \( \Psi_{r,\phi}(u - ib, \theta) \). First, compute that for any \( \epsilon \in (0, 1) \),

\[
|\Psi_{r,\phi}(u - ib, i\theta)| \ll |\theta| \int_Y |\phi|1 - e^{-(u - ib)r}| \, d\mu \\
\ll |\theta| \|\phi\|_{L^{2-\epsilon}(\mu)} \left(\int_Y [1 - e^{-(u - ib)r}]^{(2-\epsilon)/(1-\epsilon)} \, d\mu\right)^{(1-\epsilon)/(2-\epsilon)} \\
\ll |\theta||u - ib|^{1-\epsilon} \ll |\theta|^{p+\epsilon} + |u - ib|^{-\epsilon(p+1)/(p+\epsilon-1)},
\]

where we have used Young’s inequality and that \( (1-\epsilon)(p+\epsilon) > 1 \). Hence, \( |\Psi_{r,\phi}(u - ib, i\theta)| = o(|u - ib| + |\theta|^p) = o(|\Psi_r(u - ib) + \Psi_\phi(\theta)) \). Finally, by (4.3), \( |V(u - ib, i\theta)| \ll (|u - ib| + |\theta|)^2 \). These together with (5.2) imply (5.1).

For the second statement on the derivative, compute that for \( m = 1, 2 \),

\[
\frac{d^m}{db^m} \lambda(u - ib, i\theta) = -\frac{d^m}{db^m} \Psi_r((u - ib) + \frac{d^m}{db^m} \Psi_{r,\phi}(u - ib, i\theta) \\
+ O(|\frac{d^m}{db^m} V(u - ib, i\theta)|)). \tag{5.4}
\]

Next, by (H1) and the argument used inside [27, Proof of Proposition 4.1] (working with \( \beta \in (1, 2) \) there), we obtain that as \( u, b \to 0 \),

\[
\frac{d}{db} \Psi_r(u - ib) = -ir^* + \ell(u - ib)(u - ib)^{p-1}(1 + o(1)).
\]

Recall that for all \( x > 0 \) and \( \gamma \in (0, 1) \), \(|1 - e^{ix}| \leq x^\gamma \). Note that under (H1), \(|\phi|, r \in L^{p'} \) for any \( 1 < p' < p \). Hence, for \( q = (1-1/p')^{-1}, p' < p \),

\[
|\frac{d}{db} \Psi_{r,\phi}(u - ib, i\theta)| \ll \theta^{1/q} \int_Y r|\phi|^{1/q} \, d\mu \ll \theta^{1/q}.
\]
Thus, as \( u, b, \theta \to 0 \),

\[
\left( -\frac{d}{db} \Psi_r(u-ib) + \frac{d}{db} \Psi_{r,\phi}(u-ib, i\theta) \right) = -ir^*(1 + o(1)).
\]

So far, we estimated the first two terms in the RHS of (5.4) (with \( m = 1 \)). To complete the proof that \( \frac{d}{db} \lambda(u-ib, i\theta) \to -ir^* \) as \( u, b \to 0 \), we estimate the third term. Compute

\[
\frac{d}{db} V(u-ib, i\theta) = \int_Y \left( \frac{d}{db} \hat{L}(u-ib, i\theta) \right)(v(u-ib, i\theta) - v(0,0)) d\mu
+ \int_Y (\hat{L}(u-ib, i\theta) - \hat{L}(0,0)) \frac{d}{db} v(u-ib, i\theta) d\mu.
\]

By standard perturbation theory, the estimates for \( \hat{L}(u-ib, i\theta) \) carry over to the family of eigenfunctions \( v(u-ib, i\theta) \). By Sublemma 1 (estimates on the first derivative) and (4.3):

\[
| \frac{d}{db} V(u-ib, i\theta) | \ll \| \frac{d}{db} \hat{L}(u-ib, i\theta) \|_\infty \| \hat{L}(u-ib, i\theta) - \hat{L}(0,0) \|_\infty
\ll \| \frac{d}{db} \hat{L}(u-ib, i\theta) \|_\phi \| \hat{L}(u-ib, i\theta) - \hat{L}(0,0) \|_\phi
\ll |u-ib| + |\theta|.
\]

We continue with the estimate on the second derivative. By the calculation used for deriving (4.2), for \( u > 0 \) and for any \( \epsilon > 0 \),

\[
| \frac{d^2}{db^2} \Psi_r(u-ib) | \ll \int_Y r^2 e^{-ur} d\mu \ll u^{p-2-\epsilon}.
\] (5.5)

Also, \( \left| \frac{d^m}{db^m} \Psi_{r,\phi}(u-ib, i\theta) \right| \leq \int_Y r^m e^{-ur} |1 - e^{i\theta \phi}| d\mu \) and similarly to (5.5),

\[
\left| \frac{d^2}{db^2} \Psi_{r,\phi}(u-ib, i\theta) \right| \ll u^{p-2-\epsilon}.
\]

Using Sublemma 1 (the estimates on the second derivatives) we compute that

\[
| \frac{d^2}{db^2} V(u-ib, i\theta) | \ll \left( \| \frac{d}{db} \hat{L}(u-ib, i\theta) \|_\phi \right)^2 + \| \frac{d^2}{db^2} \hat{L}(u-ib, i\theta) \|_\phi \ll u^{p-2-\epsilon}.
\]

The statement on the derivatives of \( \lambda \) follow by putting all the above estimates together and using (5.4). \( \square \)

The final required estimate is

**Sublemma 3** There exists \( \epsilon_0 > 0 \) so that the following hold for all \( u, b \in B_{\epsilon_0} \).
i) There exist positive constants $C, \tilde{C}$ so that $C \leq |u - ib|^{-\frac{1}{2}}(\ell^*(1/|u - ib|))^{-1}\|S(u - ib)\|_\theta \leq \tilde{C}$. Also, there exists a complex constant $C_0$ with $\text{Re } C_0 > 0$ so that $S(-ib) \sim iC_0 \text{sign}(b)|b|^{\frac{1}{d} - 1}\ell^*(1/|b|)P$ as $b \to 0$.

ii) There exist a positive constant $C$ so that $\|\frac{d}{db}S(u - ib)\|_\theta \leq C|u - ib|^{1/2}$. Also, there exists a complex constant $C_1$ with $\text{Re } C_1 > 0$ so that $\frac{d}{db}S(u - ib) \sim iC_1|b|^{\frac{1}{d} - 2}\ell^*(1/|b|)P$ as $b \to 0$.

iii) For any $\epsilon > 0$, $\|\frac{d}{db}S(u - ib) - \frac{d}{db}S(-ib)\|_\theta \leq C_\epsilon u^{1-\epsilon}|u - ib|^{1/2}$, for some $C_\epsilon > 0$.

iv) For any $\epsilon > 0$, $\|\frac{d^2}{db^2}S(u - ib)\|_\theta \leq C_\epsilon (|u - ib|^{1/2} - 2\epsilon u^{2-\epsilon} + |u - ib|^{1/2} - 3\epsilon)$, for some $C_\epsilon > 0$.

**Proof**
Throughout this proof we let $Pv := P(0, 0)v = \int_Y v d\mu$ be the spectral projection associated with the eigenvalue $\lambda(0, 0) = 1$.

Although item i) follows by the argument in [28, Proof of Proposition 2.7], we sketch the argument partly to fix the notation required for the proof of ii), partly because [28, Proof of Proposition 2.7] works with $s \in \mathbb{R}$ as opposed to $u - ib \in \mathbb{C}$ here. As explained in Sect. 4, $\hat{L}(u - ib, i\theta) : B_\theta \to B_\theta$ has good spectral properties. In particular, there exists $\delta > 0$ such that for all $u \in [0, \delta)$ and for all $(b, \theta) \in B_\delta(0, 0)$ we can write

\[
(I - \hat{L}(u - ib, i\theta))^{-1} = (1 - \lambda(u - ib, i\theta))^{-1}P + (1 - \lambda(u - ib, i\theta))^{-1}(P(u - ib, i\theta) - P) + (I - \hat{L}(u - ib, i\theta))^{-1}Q(u - ib, i\theta),
\]

where $P(u - ib, i\theta)$ is the family of spectral projections associated with the family of simple eigenvalues $\lambda(u - ib, i\theta)$ and $Q = I - P$.

Since $\|(I - \hat{L}(u - ib, i\theta))^{-1}Q(u - ib, i\theta)\|_\theta \ll 1$, we have using (5.1) and Remark 4.1, as $u, b, \theta \to 0$,

\[
(I - \hat{L}(u - ib, i\theta))^{-1} = \left((u - ib)r^* + c_pr_{\ell^p}(1/|\theta||\theta|^p)\right)^{-1}P(1 + o(1)),
\]

where $r^* = \int_Y r d\mu$, $c_p$ is a positive constant and $\ell_p$ is a slowly varying function.

**Proof of (i).** Fix $\delta$ such that (5.6) holds. Proceeding as in [28, Proof of Proposition 2.7], we note that

\[
S(u - ib) = \int_{-\delta}^\delta (I - \hat{L}(u - ib, i\theta))^{-1}d\theta(1 + o(1)).
\]

Set $I(\theta) = c_p \ell_p(1/|\theta||\theta|^p)$ and let $I^*(\theta) = \ell^*(1/|\theta||\theta|^p)$ be the asymptotic (as $\theta \to 0$) inverse of $I$; in particular, we recall that $\ell^*$ is slowly varying. Putting the above together,
\[ S(u - ib) = \int_{-\delta}^{\delta} (u - ib)r^* + I(\theta) \]^{-1} P(1 + o(1)) d\theta \\
= \frac{1}{(u - ib)r^*} \int_{-\delta}^{\delta} \left(1 + \frac{I(\theta)}{(u - ib)r^*)} \right)^{-1} d\theta P(1 + o(1)).

With the change of variables \( \theta = \sigma I^*(|u - ib|) \),
\[ S(u - ib) = \frac{I^*(|u - ib|)}{(u - ib)r^*} \int_{-\delta}^{\delta} \left(1 + \frac{I^*(|u - ib|)\sigma}{(u - ib)r^*)} \right)^{-1} d\sigma P(1 + o(1)). \tag{5.7} \]

Using Potter’s bounds (see [4]) to estimate the integrand, we have for any \( \delta_0 > 0 \)
\[ |1 + \frac{I^*(|u - ib|)\sigma}{(u - ib)r^*)}| = \left|1 + \frac{1}{r^*} \frac{|u - ib|}{u - ib} \right|^{\frac{p}{2}} \left(1/|u - ib|\right)^{\frac{p}{2}} (1/I^*(|u - ib|)\sigma) \left|\sigma \right|^{p}\min(\left|\sigma\right|^{p + \delta_0}, |\sigma|^{p - \delta_0}). \tag{5.8} \]

Hence, the integral in (5.7) is bounded and bounded away from 0. Also,
\[ \frac{I^*(|u - ib|)}{(u - ib)r^*} \sim \frac{c_p \frac{1}{r^*} |u - ib|^{1/p}}{e^*(1/|u - ib|)}. \tag{5.9} \]

The first part of item i) follows.

To prove the second part of item i), note that \( \frac{|u - ib|}{u - ib} = i \text{ sign}(b) \). Thus, the integrand in (5.7) is bounded by an absolutely integrable function and converges pointwise to \( (1 \pm \frac{1}{r^*} |\sigma|^{p})^{-1} \). Since we also know that \( \frac{1}{r^*} \to \infty \) as \( b \to 0 \), it follows from the dominated convergence theorem that
\[ \lim_{b \to 0} \int_{-\delta}^{\delta} \left(1 + \frac{I^*(|u - ib|)\sigma}{(-ib)r^*)} \right)^{-1} d\sigma \\
= \int_{-\infty}^{\infty} (1 \pm \frac{i}{r^*} \text{ sign}(\sigma) |\sigma|^{p})^{-1} d\sigma = \int_{-\infty}^{\infty} \frac{1 \pm \frac{i}{r} \text{ sign}(\sigma) |\sigma|^{p}}{|1 + \frac{1}{(r^{p})^{2 |\sigma|}}} =: K_p, \tag{5.10} \]
where \( K_p \) is a positive constant, independent of \( b \). Finally, taking \( u = 0 \) in (5.9) we have \( \frac{I^*(|u - ib|)}{-ib} \sim i \text{ sign}(b) \). The second part of item i) follows with \( C_0 = i \text{ sign}(b) \frac{c_p^{1/p}}{r^*} K_p > 0. \)
Proof of (ii) Differentiating (5.6) in $b$,

$$
\frac{d}{db}(I - \hat{L}(u - i b, i \theta))^{-1} = \frac{d}{db} \lambda(u - i b, i \theta) \left(\frac{1}{1 - \lambda(u - i b, i \theta)}\right)^2 P
$$

$$
+ \frac{d}{db} \lambda(u - i b, i \theta) \left(\frac{P(u - i b, i \theta) - P}{(1 - \lambda(u - i b, i \theta))^2}\right)
$$

$$
+ (1 - \lambda(u - i b, i \theta))^{-1} \frac{d}{db} P(u - i b, i \theta)
$$

$$
+ \frac{d}{db}(I - \hat{L}(u - i b, i \theta))^{-1} Q(u - i b, i \theta).
$$

(5.11)

Using Sublemma 1 (which gives the same estimates for $\frac{d}{db} P(u - i b, i \theta)$ and (4.3),

$$
\frac{d}{db}(I - \hat{L}(u - i b, i \theta))^{-1} = \frac{d}{db} \lambda(u - i b, i \theta) \left(\frac{1}{1 - \lambda(u - i b, i \theta)}\right)^2 P(1 + o(1)).
$$

Using Sublemma 2 (the estimate on the first derivative) and proceeding as in the proof of item i), as $a, b \to 0$

$$
\frac{d}{db} S(u - i b) \sim -ir^* \frac{I^*(|u - i b|)}{((u - i b)r^*)^2} \int_{\frac{\delta}{r^* (u - i b)}}^{\frac{i}{r^* (u - i b)}} \left(1 + \frac{I^*(|u - i b|)\sigma}{(u - i b)r^*}\right)^{-2} d\sigma P.
$$

(5.12)

By (5.8), the integral is bounded. This together with (5.9) gives the first part of item ii).

Next, by an argument similar to the one used in obtaining (5.10),

$$
\lim_{b \to 0} \int_{\frac{\delta}{r^* (u - i b)}}^{\frac{i}{r^* (u - i b)}} \left(1 + \frac{I^*(|u - i b|)\sigma}{(u - i b)r^*}\right)^{-2} d\sigma = \int_{-\infty}^{\infty} \left(1 \pm \frac{i \text{sign}(\sigma)}{r^* |\sigma|^p}\right)^{-2} d\sigma =: K'_p,
$$

where $K'_p$ is real and positive, as we will argue below. Thus,

$$
\frac{d}{db} S(-i b) \sim \frac{-ir^* K'_p | -i b|^{1/p}}{(r^*)^2 (-i b)^2} P \sim \frac{i K'_p}{r^* |b|^{1-2/p}} P,
$$

where in the last equality we have used that $\frac{|-ib|}{-ib} = i \text{sign}(b)$. The second part of item ii) follows with $C_1 = \frac{K'_p}{r^*}$.

**Showing that $K'_p$ is positive.** Using the change of coordinates $r^* y = \sigma^p$ we get

$$
K'_p = \int_{-\infty}^{\infty} \left(1 - \frac{i \text{sign}(\sigma) |\sigma|^p}{r^*}\right)^{-2} d\sigma = \int_{-\infty}^{\infty} \left(1 + \frac{i \text{sign}(\sigma) |\sigma|^p}{r^* (r^*)^p}\right)^2 d\sigma
$$

Springer
\[= \int_{-\infty}^{\infty} 1 - \frac{|\sigma|^2}{(r^*)^2} + \frac{2i \text{sign}(\sigma)|\sigma|^p}{r^*} \left(1 + \frac{|\sigma|^2}{(r^*)^2}\right)^2 d\sigma = 2 \int_{0}^{\infty} \frac{1 - \frac{\sigma^2}{(r^*)^2}}{\left(1 + \frac{\sigma^2}{(r^*)^2}\right)^2} d\sigma = \frac{2(r^*)^{\frac{1}{p} - 1}}{p} \int_{0}^{\infty} \frac{1 - y^2}{(1 + y^2)^2} y^{\frac{1}{p} - 1} dy. \] (5.13)

The integrand of (5.13) is positive for \( y < 0 \) and negative for \( y > 0 \). Hence for larger values of \( p \), the factor \( y^{\frac{1}{p} - 1} \) puts more weight on the positive part of the integrand, and hence the integral of (5.13) is increasing in \( p \). (For \( p = 1 \), the integral can be computed explicitly and it is 0.)

**Proof of (iii)** This follows by a straightforward calculation using (5.11), the estimate \( \| \frac{d}{db} \hat{L}(u - ib, i\theta) - \frac{d}{db} \hat{L}(-ib, i\theta) \|_{\theta} \ll u^{1-\epsilon} \) recorded in Sublemma 1 and an equation similar to (5.12).

**Proof of (iv)** Differentiating once more in (5.11) and using Sublemma 1 for the estimates for the first and second derivatives of the involved operators in \( b \) together with (4.3) and Sublemma 2 (for both, first and second derivatives)

\[
\| \frac{d^2}{db^2} (I - \hat{L}(u - ib, i\theta))^{-1} \|_{\theta} \ll \left| \frac{d}{db} \lambda(u - ib, i\theta) \right|^2 \left| \frac{d^2}{db^2} \lambda(u - ib, i\theta) \right| \ll u^{p-2-\epsilon} (|u - ib| + c_\rho \theta^\rho \ell(1/|\theta|))^{-2} + (|u - ib| + c_\rho \theta^\rho \ell(1/|\theta|))^{-3}.
\]

The conclusion follows from the previous displayed equation together with arguments similar to the ones used at the end of proof of item i), somewhat simplified by the fact we only study upper bounds. \( \square \)

We can now complete the

**Proof of Lemma 3.2** **Proof of (i)** Compute that \( \frac{d}{db} S(u - ib)^{-1} = -S(u - ib)^{-1} \frac{d}{db} S(u - ib) S(u - ib)^{-1} \). By the first part of Sublemma 3 i) (on both, upper and lower bounds) and the first part of Sublemma 3 ii) (on upper bounds) we have \( \| \frac{d}{db} S(u - ib)^{-1} \|_{\theta} \ll |u - ib|^{\frac{1}{p} - 1}(\ell^*(1/|u - ib|))^{-1} \).

By the second part of Sublemma 3 i), \( S(-ib)^{-1} \sim iC_0 \text{sign}(b)|b|^{\frac{1}{p} - 1}(\ell^*(1/|b|))^{-1} \) \( P \). By the second part of Sublemma 3 ii), \( \frac{d}{db} S(u - ib) \sim iC_1 |b|^{\frac{1}{p} - 2} \ell^*(1/|b|) P \). Thus,

\[
\frac{d}{db} S(-ib)^{-1} \sim iC_1 \frac{C_0}{C_2} |b|^{\frac{1}{p} - 1} \ell^*(1/|b|)^{-1} P.
\]

The claimed asymptotics follows with \( C_\rho = C_1 C_0^{-2} \).
Proof of (ii) This follows immediately from the formula for $\frac{d}{db} S(u - ib)^{-1}$ and Sublemma 3 (iii).

Proof of (iii) Differentiating $\frac{d^2}{db^2} S(u - ib)^{-1}$,

$$\frac{d^2}{db^2} S(u - ib)^{-1} = \left( -S(u - ib)^{-1} \frac{d^2}{db^2} S(u - ib)S(u - ib)^{-1} \right. $$

$$\left. + 2 \left( S(u - ib)^{-1} \frac{d}{db} S(u - ib) \right)^2 S(u - ib)^{-1} \right).$$

The upper bounds provided by Sublemma 3 i), ii) and iii) (for $u, b$ small enough) together with a standard calculation using further Sublemma 3 ii) and iv) give the second estimate of the lemma.

6 Krickeberg mixing in an abstract set-up

Generalizing (and correcting a mistake in the proof) a result of [9] to operator renewal sequences, Gouëzel [13] obtains the scaling rate and thus mixing for infinite measure preserving systems with regularly varying first return tail sequences of index $\beta \in (0, 1)$. In Sects. 6.1–6.4 we translate the argument of [13] to the abstract class of suspensions flows described below.

Let $(Y, \mu)$ be a probability space and assume that $(Y, F, \mu)$ is ergodic measure preserving transformation. Let $\tau : Y \to \mathbb{R}_+$ be a measurable nonintegrable function bounded away from zero. Throughout, we assume that $\text{ess inf} \tau \geq 1$. Define the suspension $Y^\tau = \{(y, u) \in Y \times \mathbb{R} : 0 \leq u \leq \tau(y)\}/\sim$ where $(y, \tau(y)) \sim (Fy, 0)$. The semiflow $F_t : Y^\tau \to Y^\tau$ is defined by $F_t(y, u) = (y, u + t)$ computed modulo identifications. The measure $\mu^\tau = \mu \times \text{Leb}$ is ergodic, $F_t$-invariant and $\sigma$-finite. Since $\tau$ is nonintegrable, $\mu^\tau(Y^\tau) = \infty$.

Given $A, B \subset Y$, define the renewal measure

$$U_{A, B}(I) = \sum_{n=0}^{\infty} \mu(y \in Y : \tau_n(y) \in I, y \in A, F^n y \in B),$$

for any interval $I \subset \mathbb{R}$. We write $U_{A, B}(x) = U_{A, B}([0, x])$ for $x > 0$.

Under the assumption that $\mu(y \in Y : \tau(y) > t) = \ell(t) t^{-\beta}$ where $\beta \in (\frac{1}{2}, 1)$, [20, Theorem 2.3] shows that $\lim_{t \to \infty} \ell(t) t^{1-\beta} (U_{A, B}(t + h) - U_{A, B}(t)) = d_\beta \mu(A) \mu(B) h$ where $d_\beta = \frac{1}{\pi} \sin \beta \pi$. As shown in [20, Corollary 3.1] (see also Corollary 6.2 below), such a result translates into mixing for the semiflow $F_t$. The argument used in [20, Theorem 2.3] adapts and generalizes [10, Theorem 1] to the set-up of (non iid) continuous time dynamical systems. The main steps were essentially recalled in Sect. 2, but the definition of the measure $U$ there is different and the steps in [10, Proof of Theorem 1] are used for a different purpose.

As clarified in [20], the quantity $U_{A, B}(t+h) - U_{A, B}(t)$ for $h > 0$ can be understood in terms of twisted transfer operator for the map $F$ (with $\tau$ being the twist), as we explain in what follows. Define the symmetric measure $V_{A, B}(I) = \frac{1}{2} (U_{A, B}(I) +$
Let $U_{A,B}(-I)$. Here, $U(-I) = U(|x : x \in I|)$. Taking $I = [0, h]$, we get

$$V_{A,B}(I) = \frac{1}{2}(U_{A,B}(t + h) - U_{A,B}(t)).$$

Let $\mathbb{H} = \{\Re s > 0\}$ and $\mathbb{R} = \{\Re s \geq 0\}$. For $s \in \mathbb{R}$, define

$$\hat{R}(s)v = R(e^{-st}v).$$

Under suitable spectral assumptions on the map $F$ (namely, (H)(i)-(ii) below),

$$\hat{T}(s) = (I - \hat{R}(s))^{-1}$$

is well defined on $\mathbb{R} \setminus \{0\}$. Here we clarify that the results in [13] can be used to obtain mixing for suspension flows over maps with good spectral properties and tail for the roof function satisfying: i) $\mu(\tau > t) = \ell(t)t^{-\beta}$ where $\beta \in (0, 1)$; ii) $\mu(t < \tau < t + 1) = O(\ell(t)t^{-(\beta + 1)})$.

To spell out the analogy between assumption (H) below and the assumptions in [13], we recall briefly the terminology of operator renewal sequences introduced in [25] to obtain lower bounds for subexponentially decaying (finite) measure preserving systems. Let $(X, \mu)$ be a measure space (finite or infinite), and $f : X \to X$ a conservative measure preserving map. Fix $Y \subset X$ with $\mu(Y) \in (0, \infty)$. Let $\varphi : Y \to \mathbb{Z}_+$ be the first return time $\varphi(y) = \inf\{n \geq 1 : f^n(y) \in Y\}$ (finite almost everywhere by conservativity). Let $L : L^1(X) \to L^1(X)$ denote the transfer operator for $f$ and

$$T_n v = 1_{Y}L^n(1_{Y}v), \quad R_n v = 1_{Y}L^n(1_{\{\varphi=n\}}v), \quad n \geq 1.$$

Thus $T_n$ corresponds to general returns to $Y$ and $R_n$ corresponds to first returns to $Y$. The relationship $T_n = \sum_{j=1}^{n} T_{n-j} R_j = \sum_{k=0}^{\infty} \sum_{j_1 + j_2 + \ldots + j_k = n} R_{j_1} R_{j_2} \ldots R_{j_k}$ generalizes the notion of scalar renewal sequences (see [4, 11] and references therein). Let $\hat{R}(z)v = \sum_{n} R_n z^n, z \in \mathbb{H}$. It easy to check that $\hat{R}(1) := R, R : L^1(Y) \to L^1(Y)$, is the transfer operator associated with the induced map $F = f^\varphi$ and that $\hat{R}(z)v = R(\varphi^\varphi v)$.

The mixing result [13, Theorem 1.1] requires that i) $\mu(\varphi > n) = \ell(n)n^{-\beta}, \beta \in (0, 1)$; ii) $\mu(\varphi = n) = O(\ell(n)n^{-(\beta + 1)})$; iii) there exists a Banach space $\mathcal{B}$ with norm $\|\|$ such that the operator $R(z)$ has the spectral gap property and that $\|R_n\| = O(\mu(\varphi = n))$. Assumptions i) and ii) are also used in [9] to obtain a strong renewal theorem for scalar renewal sequences with infinite mean. There is no direct analogue of $\|R_n\| = O(\mu(\varphi = n))$ in the setting of continuous time dynamical systems; as pointed out in [19], in the continuous time setting, the inverse Laplace transform of the twisted transfer operator $R(s)v = R(e^{-st}v), s \in \mathbb{R}$, is just a delta function. However, as noticed in [21], $\hat{R}(s)$ can be related to a proper Laplace transform. More precisely, by [21, Proposition 4.1], a general proposition on twisted transfer operators that holds independent of the specific properties of $F$ (see also Sect. A.1 for a very
short proof), for \( s \in \mathbb{H} \),
\[
\hat{R}(s) = g_0(s) \int_0^\infty R(\omega(t - \tau))e^{-st} \, dt =: g_0(s) \int_0^\infty M(t) e^{-st} \, dt,
\]
where \( \omega : \mathbb{R} \to [0, 1] \) is an integrable function with \( \text{supp} \omega \subset [-1, 1] \) and \( g_0 \) is analytic on \( \mathbb{H} \), \( C^\infty \) on any compact subset of \( \{ib : b \in \mathbb{R}\} \) such that \( g_0(0) = 1 \).

Recall that \( \mathbb{H} = \{ \Re s \geq 0 \} \) and for \( \delta, L > 0 \) set \( \mathbb{H}_{\delta,L} = (\mathbb{H} \cap B_\delta(0)) \cup \{ib : |b| \leq L\} \). We assume that there exists a Banach space \( B = B(Y) \subset L^\infty(Y) \) containing constant functions, with norm \( \| \cdot \|_B \), such that the following assumption holds for any \( L \in (0, \infty) \) and some \( \delta > 0 \):

\begin{itemize}
  \item[(H)]
    \begin{enumerate}
      \item The operator \( \hat{R} : B \to B \) has a simple eigenvalue at 1 and the rest of the spectrum is contained in a disk of radius less than 1.
      \item The spectral radius of \( \hat{R}(s) : B \to B \) is less than 1 for \( s \in \mathbb{H}_{\delta,L} \setminus \{0\} \).
      \item There exists an \( \omega \) satisfying (6.1) such that \( \|M(t)\|_B = O(t^{-(\beta+1)} \ell(t)) \).
    \end{enumerate}
\end{itemize}

The assumption \( B \subset L^\infty(Y) \) can be relaxed, it is only used for simplicity.

Assumption (H)(iii) is a natural analogue of the assumption \( \|R_n\| = O(n^{-(\beta+1)}) \) considered in [13]. The present result reads as

**Theorem 6.1** Assume \( \mu(\tau > t) = \ell(t)t^{-\beta} \) where \( \beta \in (0, 1) \) with ess inf \( \tau > 1 \).

Suppose that (H) holds. Let \( A, B \subset Y \) be measurable and suppose that \( 1_A \in B \). Then for any \( h > 0 \),
\[
\lim_{t \to \infty} \ell(t)t^{1-\beta}(U_{A,B}(t+h) - U_{A,B}(t)) = d_\beta \mu(A) \mu(B) h,
\]
where \( d_\beta = \frac{1}{\pi} \sin \beta \pi \).

**Corollary 6.2** [20, Corollary 1] Assume the conclusion of Theorem 6.1. Let \( A_1 = A \times [a_1, a_2], B_1 = B \times [b_1, b_2] \) be measurable subsets of \( \{(y,u) \in Y \times \mathbb{R} : 0 \leq u \leq \tau(y)\} \) (so \( 0 \leq a_1 < a_2 \leq \text{ess inf}_A \tau, 0 \leq b_1 < b_2 \leq \text{ess inf}_B \tau \)). Suppose that \( 1_A \in B \).

Then \( \lim_{t \to \infty} \ell(t)t^{1-\beta} \mu^\tau(A_1 \cap F_t^{-1} B_1) = d_\beta \mu^\tau(A_1) \mu^\tau(B_1) \).

The proof of Corollary 6.2 goes word for word as [20, Proof of Corollary 3.1] with Theorem 6.1 replacing [20, Theorem 2.3].

### 6.1 Main estimates and proof of Theorem 6.1

As shown in [20, Proposition 2.1], under (H) (in fact, a much weaker form of (H)(iii) here is required there), the following inversion formula for the measure \( V_{A,B} \) (a generalization of [10, Inversion formula, Sect. 4] to the non iid setting) holds all \( \lambda, t \in \mathbb{R} \),
\[
\int_{-\infty}^{\infty} e^{-i\lambda(x-t)} \hat{g}(x-t) \, dV_{A,B}(x) = \int_{-\infty}^{\infty} e^{-ibt} g(b + \lambda) \Re \int_B \hat{T}(ib) 1_A \, d\mu \, db \tag{6.2}
\]
where \( g : \mathbb{R} \to \mathbb{R} \) is a continuous compactly supported function with Fourier transform \( \hat{g}(x) = \int_{-\infty}^{\infty} e^{ixb} g(b) \, db \) satisfying \(|\hat{g}(x)| = O(x^{-2})\) as \( x \to \infty \).

Under (H), \( \hat{T}(s) = (I - \hat{R}(s))^{-1} \) is well defined for all \( s \in \mathbb{H}_{\delta,L}, \delta > 0, L \in (0, \infty) \). Continuing from (6.2) we write

\[
\int_{-\infty}^{\infty} e^{-i\lambda(x-t)} \hat{g}(x-t) \, dV_{A,B}(x) = \int_{-\infty}^{\infty} e^{-itb} g(b + \lambda) \sum_{k : t < k a_k} \Re \int_B \hat{R}(ib)^k 1_A \, d\mu \, db
+ \int_{-\infty}^{\infty} e^{-itb} g(b + \lambda) \sum_{k : t < k a_k} \Re \int_B \hat{R}(ib)^k 1_A \, d\mu \, db =: u_1(t) + u_2(t),
\]

where the sequence \( a_k \) is such that \( \tau_k / a_k \) satisfies the local limit theorem and \( K \geq 1 \) is some fixed number to be specified at the end of the present section. Under the assumptions of Theorem 6.1 (for the map \( F \) and observable \( \tau \)), such a local limit theorem is known to hold, with \( a_k \) such that \( a_k^\beta = k \ell(a_k)(1 + o(1)) \) (see [2]). The splitting in the sum above follows the analogue pattern in the discrete time scenario outlined in [9, 13]. In fact, the computation for the term \( u_1(t) \) defined in (6.3) goes word for word (apart from obvious differences in notation) as in [13, Proof of Proposition 1.5] (see also [13, Remark 2.1]). Defining \( A(x) = x^\beta / \ell(x) \) such that \( A(k) = k(1 + o(1)) \) we write

\[
u_1(t) = \int_{-\infty}^{\infty} e^{-itb} g(b + \lambda) \sum_{k : t > A(t/K)} \Re \int_B \hat{R}(ib)^k 1_A \, d\mu \, db
= \int_{-\infty}^{\infty} e^{-itb} g(b + \lambda) \Re \int_B \hat{R}(ib)^{A(t/K)} \hat{T}(ib) 1_A \, d\mu \, db.
\]

Arguing as [20, Proof of Theorem 1](see also [13, Remark 2.1]), for any \( K \geq 1 \),

\[
limit_{t \to \infty} \ell(t)^{1-\beta} \int_{-1/t}^{1/t} e^{-itb} g(b + \lambda) \Re \int_B \hat{R}(ib)^{A(t/K)} \hat{T}(ib) 1_A \, d\mu \, db = d_\beta \mu(A) \mu(B).
\]

Under (H)(i)–(iii), \( \| \hat{R}(ib)^{A(t/K)} \|_B \) decays exponentially fast for \( b \) outside a neighborhood of \( 0 \) (see, for instance, [13, Proof of Proposition 1.5] and [2]), which enables us to conclude that

\[
limit_{t \to \infty} \ell(t)^{1-\beta} \nu_1(t) = d_\beta \mu(A) \mu(B).
\]
write $\hat{M}(ib) = \int_0^\infty M(t)e^{ibt} \, dt$ and vectors $s = (t_1, \ldots, t_k)$ to abbreviate multiple integrals.

\[
\int_{-\infty}^\infty e^{-i\lambda(x-t)} \gamma(x-t) \, dV_{A,B}(x) = \int_{-\infty}^\infty e^{-ibt} g(b + \lambda) \sum_{k \geq 0} \text{Re} \int_B \hat{M}(ib)^k 1_A \, d\mu \, db
\]

\[
= \int_{-\infty}^\infty e^{-ibt} g(b + \lambda) \left( \sum_{k \geq 0} g_0(ib)^k \int_B \hat{M}(ib)^k 1_A \, d\mu \right) \, db
\]

\[
= \int_{-\infty}^\infty e^{-ibt} g(b + \lambda) \times \text{Re} \left( \sum_{k \geq 0} g_0(ib)^k \left( \int_0^\infty \int_B \left( \int_{t_1+\ldots+t_k=t} M(t_1) \ldots M(t_k) \, ds \right) 1_A \, d\mu \right) e^{ibt} \, dt \right) \, db.
\]

Hence, we can write

\[
u_2(t) = \int_{-\infty}^\infty e^{-ibt} g(b + \lambda) \times \text{Re} \left( \sum_{k \geq 0} g_0(ib)^k \left( \int_0^\infty \int_B \left( \int_{t_1+\ldots+t_k=t} M(t_1) \ldots M(t_k) \, ds \right) 1_A \, d\mu \right) e^{ibt} \, dt \right) \, db.
\]

The results below gives the main estimate for handling $u_2(t)$; the proof is deferred to Sect. 6.2.

**Proposition 6.3** For $t \geq a_k$, define

\[
u_2(t, k) = \int_{-\infty}^\infty e^{-ibt} g(b + \lambda) \times \text{Re} \left( \sum_{k \geq 0} g_0(ib)^k \left( \int_0^\infty \int_B \left( \int_{t_1+\ldots+t_k=t} M(t_1) \ldots M(t_k) \, ds \right) 1_A \, d\mu \right) e^{ibt} \, dt \right) \, db.
\]

Then for every $t \geq a_k$, $|u_2(t, k)| \ll kt^{-(1+\beta)} \ell(t)$.

It follows from Proposition 6.3 that for any $\delta > 0$,

\[
|u_2(t)| \ll t^{-(1+\beta)} \ell(t) \sum_{k \geq 0} k \ll t^{-(1+\beta)} \ell(t) A(t/K)^2 \ll t^{-(1-\beta)} \ell(t) K^{-2\beta} \frac{\ell(t)}{\ell(t/K)} \ll t^{-(1-\beta)} \ell(t) K^{-(2\beta-\delta)},
\]

where the last estimate was obtained using Potter’s bounds (see, for instance, [4]). Since $K^{-(2\beta-\delta)} = o(1)$ as $K \to \infty$, we obtain $|u_2(t)| = o(t^{-(1-\beta)} \ell(t))$, which together with (6.4) concludes the proof of Theorem 6.1.

**6.2 Proof of proposition 6.3**

Translating the strategy and estimates in [13], in what follows we consider separately the contributions of different $(t_1 \ldots t_k)$ to $u_2(t, k)$ depending on the size the indices
t_1 \ldots t_k$, when compared to a truncation level \( t_\eta \) defined as follows. Write \( t = wa_k \) for some \( w \geq 1 \) and let \( t_\eta = w^\gamma a_k / 2 \in [a_k / 2, t / 2] \) for some \( \gamma \in (0, 1) \) (to be specified below). Let \( T = \{(t_1, \ldots, t_k) : t_1 + \ldots + t_k = t\} \) be a set which is partitioned into four disjoint sets \( T_j, j \in \{0, 1, 2, 3\} \) as follows

\[
\begin{align*}
T_3 &= \{s \in T : \exists p, t_p \geq t / 2\} \\
T_2 &= \{s \in T : \forall p, t_p < t / 2 \text{ and } \exists u < v \text{ such that } t_u, t_v \geq t_\eta\} \\
T_1 &= \{s \in T : \forall p, t_p < t / 2 \text{ and } \exists ! u \text{ such that } t_u \geq t_\eta\} \\
T_0 &= \{s \in T : \forall p, t_p < t_\eta\}.
\end{align*}
\]

Recall (from text after (6.2)) that \( g : \mathbb{R} \to \mathbb{R} \) is a continuous compactly supported function and let \([−a, a] = \text{supp } g\). Let \( \chi : \mathbb{R} \to [0, 1] \) be a \( C^\infty \) function supported in \([−a − 3, a + 3] \) such that \( \chi \equiv 1 \) on \([−a − 2, a + 2]\).

Under (H)(iii), let \( g_0(i\mu) \) be as defined in (6.1) and set

\[
m_g(i\mu) = \begin{cases} \chi(b)g_0(i\mu), & b \in [−a − 3, a + 3] \\ 0, & \text{otherwise.} \end{cases}
\] (6.5)

Because \( m_g(i\mu) \) is \( C^\infty \) (since \( g_0(i\mu) \) is \( C^\infty \) on any compact interval), a quick computation using integration by parts shows the inverse Laplace transform of \( m_g(i\mu) \), which we denote by \( m_g(t) \), satisfies \( |m_g(t)| = O(t^{-2}) \). Moreover, by the same argument, for any \( k \geq 1 \), the inverse Fourier transform \( m_g(t, k) \) of \( m_g(i\mu)^k \) is \( O(t^{-2}) \).

Using (6.5), define

\[
\hat{m}_g(i\mu) = \begin{cases} m_g(i\mu)\hat{M}(i\mu), & b \in \text{supp } g, \\ 0, & \text{otherwise.} \end{cases}
\] (6.6)

The proof of the result below is deferred to Sect. 6.3 and it allows us to complete the proof of Proposition 6.3.

**Proposition 6.4** For any \( t \geq a_k \) and every \( j \in \{0, 1, 2, 3\} \), the integrals

\[
I_j(t) = \int_{t_{j1} + \ldots + t_{jk} = t; s \in T_j} M_g(t_1) \ldots M_g(t_k) \, ds
\]

satisfy \( \|I_j(t)\|_B \ll kt^{−(1+\beta)} \ell(t) \).

We can now complete

**Proof of Proposition 6.3** Note that \( k \geq 1 \), \( u_2(t, k) \) defined in the statement of Proposition 6.3 can be written as

\[
u_2(t, k) = \int_{-\infty}^{\infty} e^{-itb} g(b + \lambda) \times \text{Re} \left( \int_0^{\infty} \left( \int_B \left( \int_{t_1 + \ldots + t_k = t} M_g(t_1) \ldots M_g(t_k) \, ds \right) 1_A \, d\mu \right) e^{ibt} \, dt \right) \, db.
\]
By Proposition 6.4, for every $j \in \{0, 1, 2, 3\}$ and all $t \geq a_k$, we have $\|I_j(t)\|_B = \| \int_{t_1 + \ldots + t_k} M_g(t_1) \ldots M_g(t_k) ds \|_B = O(k t^{-1/2} \ell(t))$. Since $B \subset L^\infty(Y)$, the inverse Fourier transform of $\int_0^\infty \left( \int_B \left( \int_{t_1 + \ldots + t_k} M_g(t_1) \ldots M_g(t_k) ds \right) 1_A d\mu \right) e^{ibt} dt$ is $O(k t^{-1/2} \ell(t))$.

Recall (from text after (6.2)) that $\hat{g}(t) = \int_{-\infty}^\infty e^{ibt} g(b) db$ satisfies $\hat{g}(t) = O(t^{-1/2})$. Taking a convolution, we obtain that for all $t \geq a_k$, the inverse Fourier transform of $g(b + \lambda) \left( \int_B \left( \int_{t_1 + \ldots + t_k} M_g(t_1) \ldots M_g(t_k) ds \right) 1_A d\mu \right)$ is $O(k t^{-1/2} \ell(t))$. Thus, for every $t \geq a_k$, $|u_2(t, k)| = O(k t^{-1/2} \ell(t))$, as required. □

### 6.3 Proof of proposition 6.4

In this section we state two lemmas, which are the key estimates required in the proof of Proposition 6.4 and are the direct analogues of [13, Lemmas 3.1 and 3.2]. Throughout, $\hat{M}_g^{(c)}(s) = \int_0^\infty M_g(t) e^{-st} dt$ will denote a truncated version of the Laplace transform $M_g(s)$ with truncation level $z$.

Let $G : \mathbb{R} \to B$ be an operator-valued function, where $B$ is a Banach space with norm $\| \cdot \|_B$. In what follows, we let $\hat{\mathcal{R}}$ be the non-commutative Banach algebra of continuous functions $G : \mathbb{R} \to B$ such that their Fourier transform $\hat{G} : \mathbb{R} \to B$ lies in $L^1(\mathbb{R})$, with norm $\| G \|_{\hat{\mathcal{R}}} = \int_{-\infty}^{\infty} \| \hat{G}(\xi) \|_B d\xi$. Using this, we further let $\hat{\mathcal{R}}_{\beta+1} = \{ G \in \hat{\mathcal{R}} : \sup_{\xi \in \mathbb{R}} \ell(|\xi|) |\xi|^\beta+1 \| \hat{G}(\xi) \|_B < \infty \}$ be the non-commutative Banach algebra of continuous functions with norm $\| G \|_{\hat{\mathcal{R}}_{\beta+1}} = \int_{-\infty}^{\infty} \| \hat{G}(\xi) \|_B d\xi + \sup_{\xi \in \mathbb{R}} \ell(|\xi|) |\xi|^\beta+1 \| \hat{G}(\xi) \|_B$.

Lemma 6.6 below guarantees that the Fourier transform $\hat{M}_g^{(c)}(ib)^k$, for $k \geq 1$ and $z$ large enough, lies in the Banach algebra $\hat{\mathcal{R}}_{\beta+1}$; this is an analogue of [13, Lemma 3.1], which is the hardest estimate in the overall argument. The proof of Lemma 6.5 is provided in Sect. 6.4.

**Lemma 6.5** There exists a constant $C > 0$ such that $\| \hat{M}_g^{(c)}(ib)^k \|_{\hat{\mathcal{R}}_{\beta+1}} \leq C$, for all $k \geq 1$ and $z \in [a_k/2, \infty]$.

The result below provides an estimate for the inverse Laplace transform $M_g^{(c)}(t)^k$ of $\hat{M}_g^{(c)}(s)^k$, $s \in \mathbb{H}$ for $k \geq 1$ and $z$ large enough.

**Lemma 6.6** There exists a constant $C > 0$ such that for all $k \geq 1$, $z \in [a_k/2, \infty]$ and $t > 0$,

$$\| M_g^{(c)}(t)^k \|_B \leq C e^{-t/z} a_k^{-1}.$$

**Proof** Starting from assumption (H) and using the continuity Lemma 6.7 below, the conclusion follows arguing word for word as in [13, Proof of Lemma 3.2]. □

**Proof of Proposition 6.4** The arguments for estimating $I_j(t)$, $j \in \{0, 1, 2, 3\}$ go word for word as the arguments used in [13] in estimating $\sum_j, j \in \{0, 1, 2, 3\}$ there with Lemma 6.5 replacing [13, Lemmas 3.1] and Lemma 6.6 replacing [13, Lemma 3.2].
6.4 Proof of Lemma 6.5

Based on (H)(iii) we have the following continuity property for $\hat{R}$:

**Lemma 6.7** There exists $C > 0$, such that for all $s_1, s_2 \in \mathbb{H} \cap \{ib : |b| \leq L\}$ with $L < \infty$,

$$\|\hat{R}(s_1) - \hat{R}(s_2)\| \leq C |s_1 - s_2|^\beta \ell(|s_1 - s_2|).$$

**Proof** By (H)(iii), $\hat{R}(s) = g_0(s)\hat{M}(s)$ where $\hat{M}(s) = \int_0^\infty M(t)e^{-st}dt$ with $\|M(t)\|_B = O(t^{-(\beta+1)})$. Let $N = |s_1 - s_2|\ell(|s_1 - s_2|)$. Clearly, for all $s_1, s_2 \in \mathbb{H}$,

$$\|\hat{M}(s_1) - \hat{M}(s_2)\| \leq |s_1 - s_2| \int_0^N t\|M(t)\|_B dt + 2\int_N^\infty \|M(t)\|_B dt \leq |s_1 - s_2| N^{1-\beta} + 2N^{-\beta} \leq C |s_1 - s_2|^{\beta} \ell(|s_1 - s_2|),$$

for some $C > 0$. Now restrict to $s \in \mathbb{H}$ with $|s| \leq L$. By equation (6.1), $|g_0(s)| \ll 1$ and $|g_0(s_1) - g_0(s_2)| \ll |s_1 - s_2|$. The result follows. \qed

By Lemma 6.7, the map $s \mapsto \hat{R}(s)$ is continuous. By (H), $\hat{R}(0)$ has 1 as a simple eigenvalue, so there exists $\delta > 0$ and a continuous family $\lambda(s)$ of simple eigenvalues of $\hat{R}(s)$ for $s \in \mathbb{H} \cap B_\delta(0) \setminus \{0\}$ with $\lambda(0) = 1$. Let $P(s)$ denote the corresponding family of spectral projections, given by

$$P(s) = \int_{|\xi - 1| = \delta} \hat{\beta}(\xi - \hat{R}(s))^{-1} d\xi. \quad (6.7)$$

For $s \in \mathbb{H} \cap B_\delta(0) \setminus \{0\}$, write $\hat{R}(s) = \lambda(s)P(s) + Q(s)$, where $Q(s) = I - P(s)$. Recall that $\hat{R}(s) = g_0(s)\hat{M}(s)$, where $g_0$ is a scalar function. Hence, for $k \geq 1$,

$$\hat{M}(s)^k = g_0(s)^{-k}\lambda(s)^kP(s) + g_0(s)^{-k}Q(s)^k.$$

Recalling the definition of $\hat{M}_s(ib)$ in (6.6) and restricting to $b \in (-\delta, \delta)$, we get

$$\hat{M}_s(ib)^k = \lambda(ib)^k m_g(ib)^k P(ib) + m_g(ib)^k Q(ib)^k. \quad (6.8)$$

Lemma 6.8 below is a version of Lemma 6.5 for the non-truncated Fourier transform; this is the analogue of [13, Lemma 4.2]. Given Lemma 6.8 below, the proof of Lemma 6.5 for estimating the truncated Fourier transform follows goes word for word as in [13, Proof of Lemmas 3.1].

**Lemma 6.8** There exists a constant $C > 0$ such that for all $k \geq 1$,

$$\|\hat{M}_s(ib)^k\|_{\mathbb{H}_\delta} \leq C.$$
We first assume that \( \lambda(ib) \) is defined for \( b \in \mathbb{R} \), vanishing outside the support of the function \( g \), namely outside \([-a, a], a > 0 \). Under this assumption, \( P(ib), Q(ib) \) are also defined for \( b \in \mathbb{R} \), vanishing outside \([-a, a] \). This is an analogue of the initial assumption in [13, Proof of Lemma 4.2] that the eigenvalue \( \lambda(ib) \) is well defined on the whole unit circle. The general case can be dealt with as in [13, Proof of Lemma 4.2], by constructing a function \( \hat{R}(ib) \) that coincides with \( R(ib) \) in a neighborhood of 0 and it is close to \( \hat{R}(0) \), elsewhere. The existence of such \( \hat{R} \) is ensured by Proposition A.1 below.

Assuming that \( \lambda(ib) \) is well defined on \([-a, a] \), we clarify that each quantity appearing in (6.8) lies in the Banach algebra \( \mathcal{R}_{\beta+1} \).

From the text below (6.5), we know that the inverse Fourier transform of \( m_g(ib) \) is \( O(t^{-2}) \). Next, by (6.7), assumption (H)(iii) and Wiener’s Lemma A.2, we obtain \( P(ib) \in \mathcal{R}_{\beta+1} \). Also, recall that \( Q(ib) \) is an operator acting on \( B \) well defined on \([-a, a] \) with spectrum contained in a ball of radius strictly less than 1. Thus, the spectrum of \( Q(ib)^k \) is contained in a ball of radius strictly less than \( \rho^k \), for some \( \rho < 1 \). Hence, \( Q(ib) \in \mathcal{R}_{\beta+1} \).

It remains to clarify that \( \lambda \in \mathcal{R}_{\beta+1} \). The lack of the hat in \( \mathcal{R}_{\beta+1} \) means that we look at a commutative Banach algebra (similar to \( \mathcal{R}_{\beta+1} \); see Appendix A.3 for precise definition), since \( \lambda(ib) \) is a scalar. Under the extra assumption that the operator \( \hat{R} \), and thus \( \lambda \), is a \( 2\pi \)-periodic continuous function supported on \((-\pi, \pi) \), this follows as in [13, Proof of Lemma 4.2] with the algebra \( \mathcal{R}_{\beta+1} \) replaced by \( \mathcal{A}_{\beta+1} \) recalled in Appendix A.3).

To reduce to the situation of [13, Lemma 4.2] let \( R^* \) denote the \( 2\pi \) periodic version of \( \hat{R} \) and let \( \lambda^* \) be its corresponding eigenvalue. Note that \( \lambda|_{[-\pi,\pi]} = \lambda^* \). As in [13, Proof of Lemma 4.2], \( \lambda^* \in \mathcal{A}_{\beta+1} \) and for any \( k \geq 1 \), \( |(\lambda^*)^k|_{\mathcal{A}_{\beta+1}} \leq C \), for some \( C > 0 \) (independent of \( k \)). Since we also know that \( (\lambda^*)^k = \lambda^k |_{[-\pi,\pi]} \), a version of Wiener’s Lemma for functions with compact support, namely Lemma A.3 below, ensures that \( |(\lambda(ib))^k|_{\mathcal{R}_{\beta+1}} \leq C \), for some \( C > 0 \), as required.

7 Verifying (H) for the flow \((\Psi_t)_{t \in \mathbb{R}}\) and proof of Theorem 1.3

First, it is easy to see that assumptions (H0)(i)–(ii) on \((r, \phi)\) imply (H)(i)-(ii) for the twisted transfer operator \( R(e^{-s\tau}) \), \( s \in \mathbb{H} \). In particular, the joint aperiodicity of \((r, \phi)\) implies that \( \tau \) is aperiodic, checking (H)(ii).

7.1 Verification of (H)(iii) via Theorem 1.1

Assumption (H)(iii) is verified by Proposition 7.1 below and Theorem 1.1. Proposition 7.1 follows by the argument used in [21, Proposition 6.3] (phrased under much weaker assumptions on the roof function of suspension flows). I thank Ian Melbourne for the choice of \( \omega \) below, the key ingredient in the proof of Proposition 7.1 below, and for allowing me to use it.

Recall from Sect. 2 that \((Y, \tilde{F}, \tilde{\alpha}, \mu)\) is Gibbs Markov. Also recall from Remark 3.1 that the perturbed transfer \( R(e^{-s\tau}) \), \( s \in \mathbb{H} \) associated with \( \tilde{F} \) and twist \( \tau \) has...
good spectral properties in $B_{\vartheta_0}$ with norm $\| \vartheta_0 \|$. Recall that as in equation (6.1), $\omega : [-1, 1] \to [0, 1]$ satisfies $\int_{-1}^{1} \omega(t) \, dt = 1$. We choose

$$\omega(t - x) = \begin{cases} 1 - (x - t), & t - 1 < x \leq t, \\
1 + (x - t), & t \leq x < t + 1, \\
0, & \text{otherwise.} \end{cases}$$

Note that $\omega$ is uniformly Lipschitz, with Lipschitz constant 1.

**Proposition 7.1** Assumption (H)(iii) holds with $B = B_{\vartheta}$, namely $\| R(\omega(t - \tau)) \|_{\vartheta} \leq C \mu(t - 1 < \tau < t + 1)$.

**Proof** By (H0), $r$ is Lipschitz and $F$ is Gibbs Markov and in particular uniformly expanding. Therefore $\tau$ is Lipschitz as well, say $|\tau(y) - \tau(y')| \leq C_L d_{\vartheta}(y, y')$ for all $a \in \tilde{a}$ and $y, y' \in a$. As a consequence, $y \mapsto \omega(t - \tau(y))$ is also Lipschitz with Lipschitz constant $C_L$ and clearly $\omega(t - \tau) \in [0, 1]$ is supported on $\{t - 1 \leq \tau \leq t + 1\}$.

Since $\tilde{F}$ is Gibbs Markov as well, there are constants $C_1, C_2 > 0$ such that the Jacobian $e^{\tilde{p}(y)}$ satisfies $e^{\tilde{p}(y)} \leq C_1 \mu(a)$ and $|e^{\tilde{p}(y)} - e^{\tilde{p}(y')}| \leq C_2 \mu(a)$ for all $a \in \tilde{a}$ and $y, y' \in a$. Thus,

$$\| R(\omega(t - \tau)) v \|_{\vartheta} \leq \sum_{a \cap \{t - 1 \leq \tau \leq t + 1\} \neq \emptyset} (C_2 |v|_{\infty} + C_1 C_L |v|_{\infty} + C_1 |v|_{\vartheta} + C_1 |v|_{\infty}) \mu(a).$$

Because $\tau$ is Lipschitz (whence $\sup_a \tau - \inf_a \tau \leq C_L$), $a \cap \{t - 1 \leq \tau \leq t + 1\} \neq \emptyset$ implies that $a \subset \{t - 1 - C_L \leq \tau \leq t + 1 + C_L\}$. Therefore $\| R(\omega(t - \tau)) v \|_{\vartheta} \ll \mu(t - 1 - C_L \leq \tau \leq t + 1 + C_L)) |v|_{\vartheta}$ as required. \hfill $\square$
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**A Some previous established results used in Sect. 6**

**A.1 Proof of Eq. (6.1)**

We quickly verify (6.1) (based on [21]). Let $\omega$ be an integrable function supported on $[-1, 1]$ such that $\int_{-1}^{1} \omega(t) \, dt = 1$ and for $s \in \tilde{H}$, set $\hat{\omega}(s) = \int_{-1}^{1} e^{-st} \omega(t) \, dt$. Note
that \( \hat{\omega}(s) \) is analytic on \( \mathbb{H} \), \( C^\infty \) on any compact interval of \( \{ib : b \in \mathbb{R}\} \) and \( \hat{\omega}(0) = 1 \). Since \( \tau \geq 1 \) and \( \text{supp} \omega \subset [-1, 1] \), \( \int_0^\infty \omega(t - \tau)e^{-st} dt = e^{-\tau s} \int_0^\infty \omega(t)e^{-st} dt = e^{-\tau s} \hat{\omega}(s) \). Hence,

\[
\int_0^\infty R(\omega(t - \tau)v)e^{-st} dt = R(\int_0^\infty \omega(t - \tau)ve^{-st} dt) = \hat{\omega}(s)\hat{R}(s)v.
\]

Formula (6.1) follows with \( g_0(s) = 1/\hat{\omega}(s) \), so \( g_0(0) = 1 \), \( g_0 \) is analytic on \( \mathbb{H} \) and \( C^\infty \) on any compact of \( \{ib : b \in \mathbb{R}\} \).

A.2 A result used in the proof of Lemma 6.8

The result below was established in [19] and it holds in the present setting due to Lemma 6.7. Although, [19, Proposition 13.4] is stated and proved using \( \mathcal{B} = \mathcal{B}_\beta \), the proof goes word for word the same, with a general Banach space \( \mathcal{B} \) provided that (H)(i)-(iii) and Lemma 6.7 hold.

**Proposition A.1** [19, Proposition 13.4] Assume (H)(i)-(iii) and recall \( \beta \in (0, 1) \). Let \( p < \beta \), let \( \epsilon > 0 \) and let \( \delta > 0 \). For all \( r > 0 \) sufficiently small, there exists a \( C^{p-\epsilon} \)

family \( b \mapsto \hat{R}(b) \) with a \( C^{p-\epsilon} \) family of simple eigenvalues \( \hat{\lambda}(b) \in \{s \in \mathbb{C} : |s-1| < \delta\} \) such that

(a) \( \hat{R}(b) \equiv \hat{R}(ib) \) for \( |b| \leq r \).

(b) \( \hat{R}(b) \equiv \hat{R}(0) \) and \( \hat{\lambda}(b) \equiv 1 \) for \( |b| \geq 2 \).

(c) \( \|\hat{R}(b) - \hat{R}(0)\|_\mathcal{B} < \delta \) for all \( b \in \mathbb{R} \).

(d) For all \( b \in \mathbb{R} \), the spectrum of \( \hat{R}(b) \) consists of \( \hat{\lambda}(b) \) together with a subset of \( \{s : |s-1| \geq 3\delta\} \).

A.3 Wiener’s Lemma for continuous (not necessarily periodic) functions

Let \( G : \mathbb{R} \to \mathcal{B} \) be operator valued functions, where \( \mathcal{B} \) is a Banach space with norm \( \|\cdot\|_\mathcal{B} \). Let \( \hat{\mathcal{A}} \) be the (non-commutative) Banach algebra of \( 2\pi \)-periodic continuous functions \( G : \mathbb{R} \to \mathcal{B} \) such that their Fourier coefficients \( \hat{G}_n \) are absolutely summable, with norm \( \|G\|_{\hat{\mathcal{A}}} = \sum_{n \in \mathbb{Z}} \|\hat{G}_n\|_\mathcal{B} \). Let \( \hat{\mathcal{A}}_{\beta+1} = \{G \in \hat{\mathcal{A}} : \sup_{n \in \mathbb{Z}} \ell(|n|)|n|^{\beta+1}|\hat{G}_n| < \infty\} \) be the Banach algebra with norm \( \|G\|_{\hat{\mathcal{A}}_{\beta+1}} = \sum_{n \in \mathbb{Z}} |\hat{G}_n| + \sup_{n \in \mathbb{Z}} \ell(|n|)|n|^{\beta+1}|\hat{G}_n| \). Recall that \( \hat{\mathcal{R}} \) is the non-commutative Banach algebra of continuous functions \( G : \mathbb{R} \to \mathcal{B} \) such that their Fourier transform \( \hat{G} : \mathbb{R} \to \mathcal{B} \) lies in \( L^1(\mathbb{R}) \), with norm \( \|G\|_{\hat{\mathcal{R}}} = \int_{-\infty}^{\infty} \|\hat{G}(\xi)\|_\mathcal{B} d\xi \) and that \( \hat{\mathcal{R}}_{\beta+1} = \{G \in \hat{\mathcal{R}} : \sup_{\xi \in \mathbb{R}} \ell(|\xi|)|\xi|^{\beta+1}\|\hat{G}(\xi)\|_\mathcal{B} < \infty\} \) is a Banach algebra with norm \( \|G\|_{\hat{\mathcal{R}}_{\beta+1}} = \int_{-\infty}^{\infty} \|\hat{G}(\xi)\|_\mathcal{B} d\xi + \sup_{\xi \in \mathbb{R}} \ell(|\xi|)|\xi|^{\beta+1}\|\hat{G}(\xi)\|_\mathcal{B} \).

Similar definitions apply to the commutative Banach algebras \( \mathcal{A}, \mathcal{A}_{\beta+1}, \mathcal{R}, \mathcal{R}_{\beta+1} \) starting from complex valued functions \( G : \mathbb{R} \to \mathbb{C} \).

**Lemma A.2** [5, Lemma 8] Let \( \beta > 0 \) and let \( G_0, G_1 \in \hat{\mathcal{R}}_{\beta+1} \). Suppose \( G_1 \) is compactly supported and that \( G_0 \) is bounded away from zero on the support of \( G_1 \). Then there exists \( G_2 \in \hat{\mathcal{R}}_{\beta+1} \) such that \( G_1 = G_0G_2 \).
The original [5, Lemma 8] is stated for a Banach algebra \( \hat{R} \) of \( 2\pi \) periodic functions. However, given Lemma A.3 below (a version of [5, Lemma 7]) Lemma A.2 follows by the argument used in [5, Proof of Lemma 8], which requires [5, Lemma 6] (which holds with \( R' \) there replaced by \( \hat{A} \) defined here) and Lemma A.3 below.

**Lemma A.3** Let \( \epsilon > 0 \). Suppose that \( G : \mathbb{R} \to B \) is a continuous function with \( \text{supp } G \subset \left[ -\pi + \epsilon, \pi - \epsilon \right] \). Let \( H : \mathbb{R} \to B \) denote the \( 2\pi \)-periodic continuous function such that \( H\mid_{[-\pi,\pi]} = G\mid_{[-\pi,\pi]} \). Then \( G \in \hat{R} \) if and only if \( H \in \hat{A} \). Moreover, \( f \in \hat{R}_{\beta+1} \) if and only if \( H \in \hat{A}_{\beta+1} \).

**Proof** The first part on \( \hat{R}, \hat{A} \) is known: see [5, Lemma 7] (see also [15, Theorem 6.2, Ch. VIII, p. 242] for the standard version with commutative Banach algebras). The second part on \( \hat{R}_{\beta+1}, \hat{A}_{\beta+1} \), follows by, for instance, the argument of [19, Lemma A.3]; the statement and proof of [19, Lemma A.3] is in terms of the commutative Banach algebras \( R_{\beta+1}, A_{\beta+1} \), but everything in [19, Proof of Lemma A.3] holds with \( \hat{R}_{\beta+1}, \hat{A}_{\beta+1} \) instead of \( R_{\beta+1}, A_{\beta+1} \). \( \square \)
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