A Visual Analytics System for Improving Attention-based Traffic Forecasting Models
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Abstract—With deep learning (DL) outperforming conventional methods for different tasks, much effort has been devoted to utilizing DL in various domains. Researchers and developers in the traffic domain have also designed and improved DL models for forecasting tasks such as estimation of traffic speed and time of arrival. However, there exist many challenges in analyzing DL models due to the black-box property of DL models and complexity of traffic data (i.e., spatio-temporal dependencies). Collaborating with domain experts, we design a visual analytics system, AttnAnalyzer, that enables users to explore how DL models make predictions by allowing effective spatio-temporal dependency analysis. The system incorporates dynamic time warping (DTW) and Granger causality tests for computational spatio-temporal dependency analysis while providing map, table, line chart, and pixel views to assist user to perform dependency and model behavior analysis. For the evaluation, we present three case studies showing how AttnAnalyzer can effectively explore model behaviors and improve model performance in two different road networks. We also provide domain expert feedback.

Index Terms—Traffic Visualization, Deep Learning, Attention Model, Speed Prediction, Explainable Artificial Intelligence

1 INTRODUCTION

To mitigate traffic congestion, which is a major issue in modern cities, a lot of effort has been devoted to developing methods for predicting future congestion to support drivers’ route decisions [2]. In particular, as many recent studies show that deep learning (DL) outperforms conventional methods in forecasting traffic congestion [62] and the estimated time of arrival (ETA) [75], there have been numerous practical approaches for developing and deploying new DL models. For example, reporters in broadcasting centers announce which roads will be congested in the next 15, 30, and 60 minutes to help drivers avoid the possibly congested roads or change their driving schedule (i.e., delayed departure time) [36]. Mobility industries, such as navigation service providers, also report that they have achieved greater than 40% accuracy in estimating travel time of drivers with DL [13].

But, many obstacles exist in improving DL models in the traffic domain. First, DL methods are black-box in nature [18], which means they do not show what they have learned during training or how they make predictions given input features. Second, traffic domain data is spatio-temporal, which is hard to analyze, as both space and time should be considered simultaneously. For example, when a road is congested because of an accident, there is a high chance that the roads linked to the road with the accident will soon become congested, but it is hard to estimate when the congestion happens and which neighboring roads would be affected [39]. Third, traffic data is heterogeneous with extreme cases [39,62,78] and easily affected by uncontrollable external factors (e.g., accidents). Thus the traffic prediction task is especially challenging in that the models need to learn not only spatio-temporal features from the data, but also how to respond to implicit external events on roads. The external factors could even vary by region [36], which further complicates the models. Indeed, spatio-temporal analysis with a large space (e.g., major city’s road network) and different time units (e.g., hours, days, months) is a nontrivial task [3].

In this work, we collaborate with domain experts to design a visual analytics (VA) system that supports users in effectively exploring how a DL model predicts future traffic conditions and in finding insights
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for performance improvements. We first perform task analysis with three domain experts and extract the system requirements needed to support the experts in answering questions that should be answered for their work. Then, we design a VA system, AttnAnalyzer, that provides three automated methods and visual interfaces for exploration. We incorporate the dynamic time warping (DTW) [57] and Granger causality tests to support users in exploring spatio-temporal dependencies of roads, such as proceeding and lagging speed patterns. We also utilize a spectral clustering algorithm for grouping roads with similar speed patterns for automated methods. There are several visualizations in AttnAnalyzer, including table, line chart, map and pixel views. The table view presents information of roads, such as speed trends, cluster information, and prediction accuracy. The map view allows spatial dependency analysis, while the line chart view reveals the temporal dependencies of roads. The pixel views have two sub-views to analyze attention information, extracted from an attention-based traffic forecasting model, called ST-GRAT. To validate hypotheses created from the system, we devise an attention enhancement method, which replaces the attention of problematic roads with those from the roads with low MAE error. For demonstration purposes, we use an attention-based traffic forecasting model because they show state-of-the-art performance and because experts have expressed that they extensively use attention-based DL models in navigation service.

To evaluate the system, we provide three case studies. In the first two case studies, we showcase how domain experts use the system to explore the spatio-temporal dependencies of two different large road networks. In the last case study, we show that the insights derived from the two case studies are meaningful for improving model performance, confirming with attention enforcement. Lastly, we provide domain expert feedback and discuss limitations and future work.

The main contributions of this work include the following: 1) a VA system design for exploring traffic forecasting model’s behaviors from a spatio-temporal perspective, 2) incorporation of automated methods (DTW, Granger causality test, clustering) for visual temporal analysis, 3) development of an attention enforcement method, and 4) quantitative and qualitative evaluations of the system with three case studies, proven model’s accuracy improvements with the attention enhancement method, and domain experts’ feedback. Although we show how model designers can improve model performance using our tool, the main objective of this work is not to propose a new model, but to demonstrate how to explain deep learning models with attention. To our knowledge, this work is the first attempt to exploring and attention-based traffic forecasting models’ prediction process and improving performance in the traffic domain, demonstrating the power of visual analytics approaches [63]. Traffic data is heterogeneous with extreme cases [39, 62, 78] and affected by uncontrollable external factors, such as accidents. Thus the traffic prediction task is especially challenging in that the models in the domain need to learn not only spatio-temporal features from the data, but also how to respond to implicit external events on roads. The external factors could even vary by region [36], which further complicates to the models.

2 RELATED WORK

2.1 Spatio-Temporal Models for Traffic Prediction

As deep learning models are effective in many domains with large data sets, researchers have developed various models for the traffic domain. In particular, many models have been proposed for speed prediction that can be used in the field to relieve traffic congestion issues [36]. In order to accurately forecast road speeds, most of studies focus on modeling spatial and temporal dependencies that in general affect the dynamics of road speeds [39]. For example, if there is a vehicle accident on a road, it is highly possible that the other roads; linked to that road will become congested (i.e., spatial dependency). As time passes, the congestion beginning at the road with the accident may propagate to other roads (i.e., temporal dependency). As such, existing models aim to effectively model road network dependencies for speed prediction.

To effectively capture spatial dependency, graph convolution neural networks (GCNNs) [29] has been proposed that apply the convolution technique to graphs of roads. As using diffusion on graphs turns out to be effective for modeling spatial dependency [40] in road networks, many researchers have employed diffusion convolution neural networks (DCNNs) for accurate prediction [40, 50, 72]. However, the models based on GCNNs and DCNNs are vulnerable, as they only consider spatial dependency as fixed values, regardless of inputs and traffic condition changes. To alleviate this issue, attention-based models have been employed to better model spatial dependency with considerations of road distances, showing state-of-the-art performance for speed prediction tasks [51, 51, 82].

Temporal dependency also plays a crucial role in encoding traffic congestion patterns. Examples include congestion propagation on roads over time. To effectively capture the dependency, prior studies have mainly used conventional modeling methods, such as recurrent neural networks (RNNs) [40, 77, 82]. However, attention-based temporal dependency modeling methods have a limitation in that they cannot effectively capture long-range temporal trends in a given sequence. To alleviate this weakness, recent models have employed other advanced techniques, such as convolution neural networks [72] or self-attention networks [51]. In this work, we use ST-GRAT to model both spatial and temporal dependencies due to its enhanced interpretability and better performance over other models for traffic prediction [51].

2.2 Visual Analytics for Deep Learning Models

Although deep learning models are effective, it is difficult to understand how the models work due to their black-box characteristic [48]. Existing visual analytics approaches and systems for the matter fall into global model analysis and instance-based analysis [23]. The global model analysis systems focus on how to visualize internal model structures through a graph structure, whose nodes and links are mapped to neural network neurons and weights between two connected neurons, respectively (e.g., CNNVis [42]). In general, this global model analysis category includes visual analytics systems for understanding convolution neural networks (CNNs) applied to computer vision tasks [10, 42, 54, 76, 79] and recurrent neural networks (RNNs) for natural language processing tasks [46, 61]. For example, Liu et al. [42] proposed a visual analytics system, called CNNVis to visualize a CNNs via a directed cyclic graph. They additionally use the edge bundling technique to visualize the learned filters and connections between layers. Zeng et al. [81] study a visual analytics approach to understanding the behaviors of CNNs, solving the modifiable areal unit problem. Shen et al. [59] suggest a visual analytics system that allows users to visually explore the model behavior from global and individual levels on a multi-dimensional time-series forecast. Compared to the work in the global model analysis category, the main objective of our work is different. For example, while their approach focuses on the analysis of input data with errors, aiming at stabilizing feature embedding and predictions, our work allows for the investigation of spatio-temporal dependencies that a model learns during training. Also, our automated approach is different in that it enables users to directly estimate the reasons for model behaviors using time-series causality analysis.

Fred et al. [22] present SUMMIT, which summarizes CNNs at scale by generating an attribute graph from a trained model and finding which filters influence on performance. Inspired by these studies, many VA systems have been proposed to solve similar problems with various models, including generative adversarial networks [25, 68], deep reinforcement learning [67], and sequence-to-sequence models with attention [60] and self-attention networks [12, 52].

The VA systems for instance-based analysis aim to show how an input instance influences a model and vice versa to help users identify models’ robustness and internal mechanisms in given scenarios [7, 26, 41, 70]. For example, Strobelt et al. [60] proposed Seq2Seq-VIS to help users manipulate models’ internal parameters, and observe how models react to different inputs. SANVis [51] visualizes self-attention networks with a given sentence, displaying how the model captures the linguistic relationships between the words in the sentence.

2.3 Visual Analytics for Traffic Congestion

As traffic congestion is a crucial problem; affecting life quality, many VA systems have been proposed to find the causes and possible solu-
tions. Many computational and strategical approaches are employed in designing VA systems for traffic analysis. The systems often integrate new visualizations to better present traffic patterns and anomalies, such as T-Watcher with fingerprint visualization [36]. Wang et al. [69] showcase an automated method for detecting traffic congestion, enabling users to explore different traffic congestion propagation graphs of a large city. Zeng et al. [80] proposed an interchange circus diagram to present interchange patterns at a junction road and help users identify multi–spatial scales and temporal change patterns. Recently, Pi et al. [55] have built cumulative vehicle count curves (N-curve) and classified patterns of congestion cause by using entropy from information theory to analyze causes of congestion across intersections.

While much research has been conducted, few studies on visual tools exist for predicting traffic speed and volumes, which is an important task for experts in the traffic domain, such as reporters at broadcasting centers. Lee et al. [36] proposed a visualization system to help the experts whose tasks include broadcasting traffic conditions across a city. They use and train Long Short-Term Memory (LSTM) [21] with three features–road network structure, neighbor roads’ speed, and rush-hour–to improve prediction performance. However, as the system does not explain the prediction results, experts may not be confident when they broadcast possible congested roads to citizens based on the prediction results. In this work we design a visual tool that can help users understand the prediction results.

3 Task Description and Requirements

Our system has been designed with input from three domain experts of a corporate, which has 19 million users and processes 100 million map and navigation services per day, as of 2021. We have met with experts over a period of 18 months to extract task requirements and discuss design considerations. The first expert (E1, 20 years of experience) is a director of the map service group, supervising all map-related developments and operations. The second expert (E2, 12 years of experience) leads the traffic intelligence team of the group and has developed algorithms for navigation services with the third expert (E3, 6 years of experience). E2 and E3 are the machine learning and software engineers in the traffic domain, and both have software development skills and machine learning knowledge and have applied machine learning algorithms to the domain area (i.e., trainers [61]).

According to the experts, the group’s main mission is to provide the best optimized navigation services to drivers and pedestrians. To fulfill this mission, they collect traffic speeds and paths from users (e.g., drivers who use their navigation services). They also collaborate with traffic departments of the national government, police agencies, and city halls to collect and utilize additional road events, such as accidents and construction in their services. The collected data is used for pathfinding and travel time estimation algorithms.

One of the concerns of the group is that although they have done well in the domain, it is possible that their competitors can take a technical advantage with the recent rise of machine learning models, which mean a loss in their market share in the country. To overcome this, they have utilized DL technologies [37, 50, 72, 77, 82], including LSTM [36], attention-based models for predicting future traffic speed [51] and arrival time [13, 16]. But, they often obtain unsatisfactory performance from the models, when they directly apply the models to their data. To find possible reasons for low performance, they conventionally investigate the model behaviors of roads with low accuracy, using the what-if method [17, 49, 70], in which they change the input traffic speed or features of a road in a model and compare forecasting performance. They also compare a road’s traffic behavior to that of other roads. They know that a city has multiple regions, and each region shows different traffic and congestion patterns due to the various roles and capacities of the roads across the regions (e.g., residential and university areas, industrial complexes [37]). In terms of a navigation service point of view, finding out which time and locations where model produces high accuracy is important information for deployment.

But, after starting their investigation, they soon find that this case-based, individual prediction performance analysis with Python is onerous and ineffective. In particular, the approach takes a great deal of time and effort to answer all of the questions that they create at work for achieving their goal and deployment criteria due to a large number of road links in cities [36] and complex dependencies among roads [19].

The questions that need to be answered for their tasks are as follows:

(Q1) Where and when does a model produce inaccurate predictions?;

(Q2) What could be the causes of inaccurate predictions?;

(Q3) Which past (combinations of) observations does a model use for speed prediction?;

(Q4) Which road does a model refer to for speed prediction?;

(Q5) How can the accuracy of a model be improved?;

and (Q6) How does a model work across different road topologies?

Among the questions, Q1 and Q2 are the main questions, while Q3 and Q4 are auxiliary questions that need to be clarified to better answer Q1 and Q2. Q5 can be considered a question for increasing their competence in the market and Q6 is the last question that should be addressed before in-the-wild deployment.

From the discussions, we have derived the following requirements for a visual analytics system designed for exploring traffic forecasting model’s behavior and performance improvements. First, as it is important to pop out problematic roads with a given model, (R1) a VA system should highlight the roads with low accuracy and provide information on when a model has low accuracy (Q1). As models predict future speed based on spatio-temporal dependencies among roads, (R2) a system should provide a method for effectively exploring encoded dependencies (Q2–Q4) so that users can find evidence on the relationship between high errors and speed patterns [9, 39]. Example information for supporting spatio-temporal dependency exploration includes (R2-1) historical traffic patterns of roads, speed distribution of data, standard deviation, daily speed trends (Q3, Q4), and (R2-2) data on model behaviors (Q2–Q5), such as which roads a model refers to for forecasting (i.e., which roads influence the prediction for a target road [19]), and which input sequences are importantly used for the prediction. In many cases, it is difficult for users to identify which roads affect the prediction performance of a certain road [39]. While prior work has revealed [19] that there is a strong dependency among neighboring roads and second and third linked roads by cross validation, methods for investigating whether a target road refers to appropriate neighboring roads or not have been rare. Therefore, a system should also provide information on the similarity of temporal data and causality among roads (Q2–Q4). Lastly, to support users’ formulation and validation of hypotheses, (R3) a system should provide a method that shows how much improvement users can expect (Q5, Q6).

4 Data Description and Attention Mechanism

4.1 Data Description

In this work, we use the traffic data of two different road networks—the urban and highway road networks to explore the model’s inference process for speed prediction. For the urban road network, we use dedicated short range communication (DSRC) data [28] generated from Ulsan, South Korea (range: 9/1/2017–12/28/2017), where more than 1.1 million people live with more than 540,000 registered vehicles as of 2017. A total of 116 DSRC sensors are used for data collection, which are installed every 5.7km and cover a total of 68 main roads. For the highway road network, we use the METR-LA data [24], which were collected from 207 loop detectors (range: 3/1/2012–6/27/2012) on the highways of Los Angeles. Note that the highway network data we use are the standard benchmark data for traffic forecasting tasks [40, 77, 82]. After discussing with domain experts and reviewing training results, we replace the missing data and explicit errors with historical data. We also use 5-minute aggregated data to mitigate possible effects of outliers, as performed in many previous studies (e.g., [40]).

4.2 Attention Mechanism

We describe how we utilize ST-GRAT to demonstrate our VA approach. We choose ST-GRAT because 1) it has demonstrated state-of-the-art performance and because 2) we can produce attention matrices on spatio-temporal dependency (e.g., Eq. 1, Fig. 3D) [51]. We also consider that the domain experts have expressed that attention models are extensively used at work for not only speed prediction but also other tasks, such as travel time [16] and taxi demand prediction [74].
IN MPROWING systems, a well-known graph modeling method. In short, the connection between roads is shown as a link (i.e., matrix from each attention layer, called this perspective, from each key-value pair, we can derive an attention output, where the query, key, values, and output are all vectors. From temporal attention—in ST-GRAT. Vaswani et al. [65] describe an attention type is decided by attention axes; spatial attention aggregates different time steps of the same roads (Fig. 3C). The model captures spatial dependencies among neighbor roads in the spatial attention layer (Fig. 3B) by using a graph attention network. The spatial attention layer integrates information among neighboring roads by directed graph attention. This directed spatial attention improves dependency modeling and helps developers interpret ST-GRAT.

The temporal attention layer (Fig. 3B) models the temporal dependency and trends of given sequences. For modeling, temporal attention performs multi-head attention to compute temporal correlations. The attention type is decided by attention axes; spatial attention aggregates features among the spatial axis (i.e., neighboring roads), while temporal attention aggregates input features within the temporal axis (i.e., different time steps of the same roads (Fig. 3C)).

To sum up, there are two important attention layers—spatial and temporal attention—in ST-GRAT. Vaswani et al. [65] describe an attention function as mapping a query and a set of key-value pairs to an output, where the query, key, values, and output are all vectors. From this perspective, from each key-value pair, we can derive an attention matrix from each attention layer, called SA and TA, and create a spatio-temporal matrix (ST matrix). Specifically, for each attention head, given X before spatial attention and H after temporal attention, their relationship can be written as follows:

$$H = (TA \odot SA)X,$$

where $TA \odot SA$, named spatio-temporal attention, is the attention that users mainly explore for understanding model behaviors.

5 Visual Analytics Environment

We describe our visual analytics system, AttnAnalyzer, which we have designed to effectively explore the deep learning model’s internal process for traffic forecasting using attention. Fig. 2 shows the pipeline of the analysis with AttnAnalyzer. We first prepare the data (A) for automated methods (B) and model training (C). After model training, we extract ST attention from the model (C), which is used for visualizations (D). Users explore model behaviors using the automated methods, (E) answering the questions (Q1–Q4) and test and confirm performance improvements (Q5).

5.1 Automated Methods

In this work, we incorporate two automated methods—dynamic time warping (DTW) with spectral clustering [6, 57, 73] and Granger causality tests [14], to allow users to determine which references are appropriate for predictions and whether a model employs proper references for the predictions (R2-3) [38].

We use daily trends of roads as input for DTW computation, which should be explored since they are encoded as temporal dependencies among roads, which a model learns during training [74]. However, it is difficult to analyze road trends for two reasons. First, there are too many trends (i.e., roads) in a traffic dataset. Second, there are different time gaps between the trends of roads due to different levels of dependencies, which are presented with either lagging or preceding trends [39]. For example, when congestion occurs on a road, the roads linked to the congested road also become congested, but there are no concrete patterns when the neighboring roads are congested. As such, we incorporate dynamic time warping (DTW) [6] in this work, which calculates the similarity in two time series over time gaps after finding the best matching alignment that minimizes the distance, as Le Guen and Thome do for their time-series forecasting model design [35]. For efficiency, we use FastDTW [57], whose complexity is $O(N)$.

Then we perform spectral clustering [47] with the computed DTW scores to further allow cluster-based analysis, which has shown its effectiveness in analyzing traffic data [5, 73]. For example, users can easily confirm whether referred roads of a target road have similar daily trends as the target road using clusters. If the target and referred roads are in the same cluster, it is highly possible that the model learns the dependencies of the target and referred roads during training [39]. Note that we use the ELBOW method [1] with visual inspection to choose the number of clusters.

As Wu et al. [71] show in their study, catching preceding patterns in time-series enables effective analysis of deep learning models. Therefore, to help users better explore the preceding patterns in the traffic data, and to complement DTW that distorts the time during its computation, we incorporate the Granger causality test [14] in this work, a well-known temporal dependency investigation method. We first describe the definition of Granger causality based on two principles: (I)
When users hover over the filters, a tooltip pops up to show the MAE value. AttnAnalyzer consists of five views: (A) filter, (B) table, (C) line, (D) map, and (E) attention, as shown in Fig. 1. The attention view (E) has two sub-views—spatio-temporal and head cluster (Fig. 5) views. In the filter view (A), users can select a dataset, date range, and target prediction time (e.g., 15, 30, 45, and 60 minutes; default: 15 minutes).

Users can filter out the roads using Mean Absolute Error (A1: scaled: min–max values) and spatio-temporal attention (A2: scaled: 0–1 values). When roads’ MAEs are higher than the threshold value, the center circle of the roads are colored in black (R1). If a road’s MAE value is below the value at Q1 (i.e., top 25% in accuracy), the road is included in the low error group. If the MAE of a road is above the value at Q3 (i.e., bottom 25% in accuracy), it belongs to the high error group. When users hover over the filters, a tooltip pops up to show the MAE values at the Q1 and Q3 boundaries (Fig. 1, A1). The attention filter is applied to AttnArrows (e.g., Fig. 4) on the map, when a road is selected for investigation. There are two legends to represent clusters (Fig. 1 D1) and ratio values (D2). We use the color sets from ColorBrewer [20].

5.2 Visual Interfaces

AttnAnalyzer consists of five views: (A) filter, (B) table, (C) line, (D) map, and (E) attention, as shown in Fig. 1. The attention view (E) has two sub-views—spatio-temporal and head cluster (Fig. 5) views. In the filter view (A), users can select a dataset, date range, and target prediction time (e.g., 15, 30, 45, and 60 minutes; default: 15 minutes).

Users can filter out the roads using Mean Absolute Error (A1: scaled: min–max values) and spatio-temporal attention (A2: scaled: 0–1 values). When roads’ MAEs are higher than the threshold value, the center circle of the roads are colored in black (R1). If a road’s MAE value is below the value at Q1 (i.e., top 25% in accuracy), the road is included in the low error group. If the MAE of a road is above the value at Q3 (i.e., bottom 25% in accuracy), it belongs to the high error group. When users hover over the filters, a tooltip pops up to show the MAE values at the Q1 and Q3 boundaries (Fig. 1, A1). The attention filter is applied to AttnArrows (e.g., Fig. 4) on the map, when a road is selected for investigation. There are two legends to represent clusters (Fig. 1 D1) and ratio values (D2). We use the color sets from ColorBrewer [20].

5.2.1 Table View

The sortable view (Fig. 1 B) allows users to explore roads’ character-istics in a compact form with information on road ID (Road), speed distribution (Speed Dist. (std.)), speed trends (Trend), cluster index (CLS), mean absolute error (MAE), and causality analysis (CA). The view is initially sorted by clusters, but users can sort differently using a small triangle (⇓) at column titles. The column title is underscored to represent which column is used for current sorting in the table. For example, the table is currently sorted by the standard deviation (i.e., std) of roads’ speed (Fig. 1, Speed Dist. (std)). We show the speed distribution of a road (Speed Dist.) in a histogram with the x-axis representing different speed ranges with bins (e.g., 10 miles/bin) and the y-axis meaning the frequency. The bins’ height is normalized by the maximum count. At the right side of the distribution, we also place each road’s standard deviation value. If a road has a high deviation score, it means the road speed often significantly changes, while the low deviation implies that significant speed changes rarely happen on the road (e.g., highways).

To allow speed trend analysis, we provide normalized speed trends using spark lines [64] (Fig. 1B, Trend column), with the x-axis representing the time range (0–23) and the y-axis denoting average speeds of roads with the 5-minute interval. As users hover over a trend line, a vertical line and tooltip appear, showing time stamps and speeds. After the trend column, we provide cluster indices that each road belongs to and the MAE values of roads to help users investigate the relationship between speed trends, road clusters, and model accuracy (Q2, Q3). When users click on a trend line, a new window pops up, and shows speeds and MAE values.

We present Granger causality test results (F values) in the last column (CA) to support users inspecting spatio-temporal dependency in terms of causality. When users click on a road on the table, the F-values between the clicked road and other roads are presented. If the F-value of a pair is higher than of other pairs, we can say that the pair with a higher F-value has a more significant Granger causality relationship than other pairs. For example, we can see from Fig. 6 B1 that the Road 113 and Road 112 pair has a more significant Granger causality relationship than Road 113 with other roads. Note that if the p-value of a pair is less than 0.05, we do not show the results. We provide the cause happens prior to its effect and (2) has unique information about the future values of its effect. Given these two principles about causality, Granger causality proposes testing the following hypothesis for the identification of a causal effect.

\[
    \text{GrangerCausality} = \mathbb{P}(Y(t+1) \in A | \mathcal{I}(t)) \neq \mathbb{P}(Y(t+1) \in \mathcal{I}_X(t))
\]

Here, \(P\) is probability, \(A\) is an arbitrary non-empty set, and \(\mathcal{I}(t)\) and \(\mathcal{I}_X(t)\) denote the information available as of time \(t\) in the entire universe, and in the modified universe where \(X\) is excluded, respectively. If the above hypothesis is accepted, we say X Granger-causes Y.

5.2.2 Time-Series Views

To help users investigate roads’ temporal dependencies (R2), comparing road speeds, we provide a line chart view (Fig. 1C), where the x-axis and y-axis represent time (5-minute intervals) and road’s speed, respectively. Users can add raw and predicted speeds by selecting roads from other views, such as table, map, and attention views, and remove the lines by toggling road labels at the top. There is a blue vertical bar in the view (Fig. 1 C1), indicating the current data point in visualizations (e.g., “2017-12-17 13:35:00,” Fig. 1C, top blue panel). It also shows the absolute error (AE) and STD values in the past one hour of the time specified by the bar (e.g., “AE: 1.24 STD:160.70” Fig. 1 C1). Users can move the bar to anywhere to update map and attention views with the data specified by the bar.

5.2.3 Map View

As models learn dependencies among roads and forecast based on the learned dependencies, it is important to explore what dependencies a model learns with road speed patterns and which roads a model refers to for performance analysis. To help users perform such exploration (R2-1, R2-2), we first present each road as a white dot. Each circle surrounding the dots shows the cluster that the road belongs to. To provide three visualizations in the map view: heatmap, attention arrows (AttnArrows), and cluster visualization. First, to help users overview the relationship between roads’ congestion levels and model performance (Q1), we visualize roads’ congestion levels using heatmaps (Fig. 1D).

For example, the head near Fig. 1, 73 shows that the attention level of a road is high. The redder the heatmaps are, the slower the roads are (heatmap legend: Fig. 1D2). We also have considered providing heatmaps with a time filter so that users can explore regions with high model error but decided against this because this approach requires many interactions for filtering and memorizing heatmaps that have changed due to filtering. Using Bezier curves, AttnArrows (Fig. 4) link a target road and the roads that the target road attends for prediction. Here, the color represents the amount of attention given to the roads. The darker the head color, the more attention the reference road is given. For example, the head near Fig. 1, 73 shows that the attention level is about 40% of the maximum attention value (legend: Fig. 1 D2). To reduce visual clutter, users can hide unimportant AttnArrows by using attention filters (Fig. 1 A2), or click AttnArrows to turn off [30]. By default, the AttnArrows head visualizes the encoder’s attention data.

When users click a road to set a target road for investigating its reference roads, the dot is highlighted steelblue (e.g., Fig. 1D, road 81). To represent the selected target road’s self-reference intensity (i.e., how much a road attends to its own speed pattern), we present a donut chart around the road, filling the chart according to the self-reference intensity (scale: 0–1, clockwise). For example, the donut chart of road 81 (Fig. 1D) has self-reference intensity of 0.29. There are buttons for interactions on the map (Fig. 1 D3)—CA (Causality Analysis), CLR (Clear map), LBL (Label display), JAM (Traffic Jam Heatmap), zoom-in, and zoom-out.
When users click the CA button, AttnAnalyzer turns on the Causality Analysis mode. Then if users click a road, AttnAnalyzer removes the roads on the map, whose p-value in the test is higher than 0.05 to allow users to analyze with statistically meaningful roads. Users can draw a selection area by creating a polygon on the map where a set of roads can be included for investigation and un-select the selected roads using CLR. The speed heatmap and road labels are turned on and off with JAM and LBL, respectively.

To help users find which road belongs to which cluster, we initially implemented and compared BubbleSet [11] and Kelpfusion [45], which are effective for set visualization. From our observations, although effective with a small number of clusters, they produced several overlaps among clusters when roads in different clusters are located closely. We have also observed that they may not be helpful, as a large number of overlaps means that there rarely is a dominant clustering pattern among the neighboring roads. Appendix Figure 11 shows our implementation results with 5 and 8 clusters. After the investigation, we decide to encode the clusters by placing an outer, colored circle on each road [33]. Figure 4 shows two example roads, where both the target (left) and reference (right) roads belong to cluster C0 (legend: Fig. 1 D1).

5.2.4 Attention View

There are two visualization tabs in the attention views: spatio-temporal (ST) and head-cluster views for R2-2. We use pixel-based visualization [27, 31] to present the model’s spatio-temporal attention in a matrix form, because of its scalability on the number of items [27, 31]. In the ST attention matrix view (e.g., Fig. 1E), the x-axis indicates different roads, and the y-axis indicates past time steps (5-minute intervals, 12 steps, top: 5 minutes ago, bottom: 60 minutes ago). In the view, users can analyze which roads and time steps the model focuses on with attention intensity, represented by the color (legend: Fig. 1 D2). For example, when users click road 81 on the map, the spatio-temporal view (Fig. 1E) shows that road 81 attends itself (i.e., self-reference) and 73 more than other roads for its prediction.

There are 8 matrices in the head-cluster view (e.g., Fig. 5 top, first row) to show how much each attention head refers to reference roads for making predictions for target roads in a cluster point of view. In the view, the first four matrices visualize the attention patterns of the four heads with the roads for which the model records high error (top 25%), while the other four matrices display those of the four heads with the roads for which the model shows low error (lower 25%).

In each matrix, the column represents the clusters of reference roads, while the row means clusters of target roads in ascending order. The color of each cluster cell represents the intensity of the attention that each head assigns, so if a cell color is the darkest red, it means an attention head heavily refers to the roads in the cell (i.e., cluster) for making predictions (legend: Fig. 1 D2). For example, many target clusters attend cluster 0 and 3 (Fig. 5 top, low error) and record low error. This indicates that the roads in cluster 0 and 3 have strong similarity with the roads in the target clusters in terms of daily speed trend.

There are global and local scales to normalize the attention values (i.e., intensity) in the matrices differently. All attention values across matrices are divided by the largest attention value to show relative attention intensity in the global normalization (Fig. 5 top, first row), but in the local normalization, each cell is divided by the sum of each row to make row sums of the matrices equal to 1. We show the attention patterns with the two scales to help users analyze the attention patterns by individual heads and across heads (R2-2) and find the reason for the failed inference, using the level of attention intensity information.

When users hover over a cell on a matrix, a tooltip pops up, showing detailed information, such as head index, relative attention ratio, and the average of their attentions. The interaction also highlights the road in the map and table views associated with the hovered item.

Inspired by Strobelt et al.’s approach that nullifies attention [60], we present an attention enforcement method in the head cluster view that replaces the attention values of the roads with high error with those from the roads with low error. Fig. 5 shows the process. For example, as users select four clusters (blue outline) in the view, AttnAnalyzer searches top-k target roads with high error in each cluster (Fig. 5 [2]).

6. Case Study

We present two case studies with two different road networks—the urban and highway road networks—exploring the model’s speed prediction process. The case studies are archetypal use-cases that drove the design along with the feedback from our domain experts. The third case study shows how model performance can be improved based on the findings derived from the two case studies. As described in Sec. 4.1, we use DSRC data generated from Ulsan, South Korea as urban road networks and METR-LA data as highway road networks. Note that we define high error (low performance) and low error (high performance) groups of roads. The high error group includes the roads whose MAE is higher than the third MAE quartile (Q3), while the low error group include roads whose MAE is lower than the first MAE quartile (Q1).

We set DTW’s window size as 4 to capture up to 20-minute time lags and use 5 and 6 clusters for Ulsan and LA, respectively, based on the elbow methods [53]. We performed pre-processing so that both data sets have a 5-minute interval of speeds and timestamps and replace missing values with averages of past data. We used 70% of data for training, 10% of the data for validation, and 20% of the data for testing.

6.1 Analysis with Urban Roads

A machine learning model developer, Jane, has recently developed a new deep learning model for traffic forecasting using the attention mechanism and found that the new model shows higher accuracy in experiments, compared to existing models (Appendix, Table 2); however, she believed the accuracy can be improved more, if she understands how the model works. So, she decided to use AttnAnalyzer to explore how the model predicts road speeds.

After the traffic data of Ulsan was loaded, AttnAnalyzer showed the roads on the map and the detailed information on the roads in the table (Fig. 1B). Jane then turned on the speed heatmap to obtain an overview of typical traffic congestion across the city by clusters and to analyze error patterns by cluster. For example, she found that
Cluster 3 usually experienced traffic congestion during the morning and evening rush hours as it includes many roads in the downtown region (Fig. 6A, R2), while Cluster 4, which is in a residential region (Fig. 6A, R1) is congested in early morning [36]. Next, as she set the MAE filter’s threshold at 4.2, which is about one–fourth of 11 (the largest MAE, Fig. 1A1), AttnAnalyzer highlighted the roads with low accuracy on the map. Interestingly, there seems to be no strong correlation between traffic congestion and model performance. Instead, it was shown that high error roads tend to be located at edges of regions (ER) and intersections of regions (IR), such as commercial and industry complexes, and residential regions [36] as shown in Fig. 6A.

As the roads with similar characteristics may have similar error levels, she found it is important to explore the roads of high errors (Q1). To identify the characteristics in common, she sorted the table, making hypotheses on a relationship among the deviation, distribution, and accuracy. She quickly noticed many cases seem to imply a relation between speed distribution patterns and the road error. MAE in the table view (Fig. 1B). For example, she found that road 81 and road 66 (Fig. 1B3) had similar speed distribution, deviation, and error. They both had high deviation (e.g., 11, the speeds were similarly distributed in multiple ranges, and high error was recorded (e.g., MAE: 6). In contrast, road 16 and road 46 (Fig. 1B4) had low standard deviation value (e.g., 3) with a pointy and unbalanced speed distribution and a low error (e.g., MAE: 2).

Then, she began further investigation on the reason for such a relation, assuming that (Finding 1) the model makes inaccurate predictions (i.e., high error) for roads with high speed fluctuations (i.e., large speed changes). During her investigation, she found many cases that could confirm this assumption. For example, Fig. 1C shows two example roads—road 81: high fluctuation and, road 18: low fluctuation. At road 81, the model did not accurately forecast when the speed suddenly dropped or soared (MAE: 6), but it accurately predicted speeds for road 18 (MAE: 2). She thought this finding could also explain why there are many roads with higher error in the intersections of regions (IR) that experience severe speed changes (Q1).

As she understood which roads tend to have high error and when the high error occurs, she investigated how the model makes prediction with the roads and possible causes of inaccuracy (Q2–Q4). To do so, she first set the attention filter (Fig. 1A2) as 0.1 to pass the roads that the model did not give much attention. Then, she clicked road 113, one of the highlighted roads with the highest error on the map (Fig. 6B, yellow-fill circle) to add it to the line view and turned on AttnArrows. Once the speed data line was added, she moved the blue bar in the line view to the point that had a low absolute error (Fig. 7 T1), updating all other visualization views. Based on the updated map and attention views, (Q4) she found that the model mainly refers to road 113 and road 86 (Fig. 6A). She also noticed several vertical light–pink lines in the attention view, including that of road 113 and 86. The reference to road 113 is a self-reference, implying that it is the model used in the road’s past speed data (12 steps, 1 hour) for forecasting (Q3). This self-reference at the low speed deviation is advantageous when the current road speed follows a past speed trend, or periodic pattern, because the speed pattern does not change much from the previous steps [74].

It is interesting that the model referred to road 86 among many other candidates. Initially, she confirmed that road 86’s speed trend was a similar to that of road 113 (Fig. 7 A). In addition, she found that the model effectively attended road 86’s information. For example, there was a time when road 86 had a speed drop (Fig. 7 P1), which is different from its average speed trend. When this sudden drop occurred, the model did not refer to road 86 (Fig. 6 P1) as it learned the temporal dependency that referring to road 86 in the drop timing is not helpful for accurate predictions for road 113.

Once she determined how the model makes accurate predictions, she became interested in why the model behaves differently for the road with a high speed fluctuation, making an inaccurate prediction (Q2–Q4). As she moved the blue bar in the line view to the point where road 113 had a sudden speed change and high error (Fig. 7, T2), she found that the model began attending other roads (e.g., road 39, 54, 86) and reduced existing self-reference intensity (Fig. 6B, attention view). The head-cluster view also showed similar behaviors of the model in terms of cluster point of view. For example, when the model has sufficient self-reference, there are dark red diagonal patterns, similar to Head 2, 3, and 4 in the low error case (Fig. 5 top right). However, when the model lacks self-reference, these patterns vanish from the matrix, as shown in the high error case (Fig. 5, top left).

She speculated that this attention behavior is not helpful for an accurate prediction of road 113 for two reasons. First, as the referred roads (e.g., road 39, 54 and 86) are far from the target road (Fig. 6B), there is a low probability that the referred roads have similar traffic patterns as that of road 113 and any congestion is propagated among the roads in the near-future (e.g., 15 minutes) with given speed levels [19]. Second, a distant road can be helpful for prediction if there is any relationship between the traffic patterns of the roads. For example, if the traffic pattern of a referred road precedes that of a target road, referring to distant roads could be advantageous [14]. But, she could not find crucial evidence of preceding traffic patterns from the line chart view. She also noticed from the map visualization and table view they are not even in the same cluster, as shown Fig. 1B.

Rather, during this investigation, she found that road 112 is close
to road 113 and is also in the same cluster as road 113. The speed pattern also seeded to precede that of Road 113, as shown in Fig. 7 P2. To inspect this further, she ran a Granger causality test [14] with Road 112 and 113. The test result indicated that road 112’s speed trend indeed precedes that of road 113 (F[6,268]=16.2, p=0.001), as shown in Fig. 6 B1 (Table). These observations led her to think that (Finding 2) the model effectively captures similar speed trends, but may not effectively recognize preceding speed patterns (Q2). She also noted that (Finding 3) in the case of high speed fluctuations, the model may attend many other roads and lose the importance of self-reference (Q2, Q4). This behavior is also not appropriate, as existing autoregressive models have already shown that past temporal data acquired by self-reference is more crucial for short-term forecasting (e.g., 15 minutes) [8, 44].

### 6.2 Analysis with Highway Roads

To determine whether the model shows the same behaviors with different road networks (Q6), she decided to analyze the model with the speed data on highways in L.A., USA. As her purpose includes confirming the model behaviors on the roads with high and low errors (Q1, Q2), the analysis procedure is similar to that of Ulsan in the previous study. After she replaced existing data with L.A. data in the menu (Fig. 1A), she set the MAE filter as 3.6—the value at the third quartile and sorted the table view by the speed distribution. Fig. 9 (left) shows an example sorted table by the distribution.

She observed that most roads have similar speed trends across the clusters. This could be the characteristic of highway roads since the speed is rather faster than the urban road networks. Speed distributions are skewed right and pointy in the table (Fig. 9A), indicating typical highways’ speed trends. She also obtained an overview of the positive correlation between standard deviation and MAE from the table. For example, roads 140, 61, 38 had a high error having wide range of speed (Fig. 9C), while roads 40 and 85 with a pointy speed distribution had a low error (Fig. 9B), which confirms (Finding 1). She also noticed from the map view that high error roads exist at the intersections of regions (IR) and edges of regions (ER) [43] (Fig. 8A, roads with black dots inside). This pattern was also found in the previous study.

As she clicked on road 38 on the map view, one of the black dots (i.e., high error), she moved the blue bar to the point where the model recorded a high error (e.g., AE: 45.63, Fig. 9 T1). Then, she instantly noticed several light–pink vertical bars in the attention view (Fig. 8B, attention view) and found that none of the bars had an attention intensity larger than 0.1. She thought that this was the same behavior shown in the previous study and may not be a proper behavior because the roads that encode preceding traffic patterns of other roads (Finding 2) or refer its own past speed pattern (Finding 3) tend to have high accuracy. The head-cluster view also showed similar behaviors from a cluster point of view (Appendix Fig. 13). The head-cluster view displayed many light pink clusters in the diagonal pattern (i.e., insufficient self-reference), when the model recorded high error. However, with sufficient self-reference, it had high accuracy with dark red diagonal patterns.

To further inspect the model’s attention behavior, she performed a causality analysis (CA) and found that road 206 has a speed pattern that precedes that of road 38 (i.e., dropping and increasing traffic speed earlier than road 38’s traffic speed), as shown in Fig. 9 P1. The Granger causality test confirmed that road 206’s speed pattern indeed exceeds that of road 38 (F[5, 271]=5.9, p<0.001) as shown in Fig. 8 B1 (Table). But the model rarely attended road 206, nor performed self-referencing with attention intensity less than 0.1 (Finding 2). The pie chart of road 38 (yellow) and attention matrix in Fig. 8B presented these observations. Note that the model had performed self-referencing for road 38’s prediction, before the traffic speed fluctuated (Finding 3), as shown in Fig. 8 A, pixel view.

### 6.3 Attention Enforcement Tests

From the two case studies with AttnAnalyzer, she had three main findings. Finding 1: when a road’s speed highly fluctuates, the model’s error increases; Finding 2: the model often fails to find appropriate references with preceding speed trends; and Finding 3: the model loses important past self-reference information by dispersing attention to other unimportant roads.

As a next step, she decided to improve the model performance with the findings, using the attention enforcement method, provided in the attention view (Sec. 5.2.4). First, she selected four clusters in the diagonal pattern at Head 4, as shown in Fig. 5, green dotted box. As she clicked the “Test Alternatives” button in the view, a new view popped up that presents two line charts for performance comparison (Fig. 10). From the chart, she observed a shift in the original model’s chart, which indicates improved performance. For example, from the chart of the METR-LA data, she recognized that the number of roads with about 30 absolute error (AE) decreased, while those with about 5 AE increased. Similarly, the number of roads with about 20 AE decreased the same as those with about 5 AE increased with the Ulsan data. She thought this result came from the fact that the attention enforcement method had the model focus on self-reference and roads with preceding speed patterns in the same clusters, confirming and using Finding 2 and 3 together.
7 Expert Feedback

To evaluate our VA approach, we conducted a semi-structured interview session (2-hour long) with two domain experts, E3 and E4. E3 and E4 had 6 and 2 years of experience, respectively, as machine learning engineers in the traffic domain, developing deep learning models in the transportation domain. E3 had also participated in meetings to perform task analysis (Sec. 3). Before the session, we performed an online tutorial session on AttnAnalyzer and sent them online access to the system so that they could freely use and test the system. In the interview session, we asked about their challenges at work, showcased the system with the case studies, and had a Q&A session on the system. We then asked about the usefulness and impact of the system on their work.

First, when we asked them about the challenges in their work, they explained that improving models in the traffic domain is difficult, because the data have complicated spatio-temporal dependencies, and they do not have effective tools for analyzing the dependencies in the layers. Thus, the process is performed in a brute-force manner using scripting languages—"...whenever we evaluate the importance of some features or layers, we have to iteratively retrain our model and check the raw outputs," E4 reported. E4 also commented that the attention view and AttnArrow are helpful for analyzing complex spatio-temporal attention, and they can easily discover important features and layers and debug models’ misendeavor in advance, which is critical for shortening their work time due to the reduced number of retraining in the end.

E3 expressed similar views to E4 regarding the system’s usefulness for analyzing attention, as well as exploring and debugging model behaviors. In particular, he mentioned that the system is effective in cases, where DL models do not have specific performance improvement, such as speed predictions for rush hours [36, 37]—"...there are cases where deep learning models’ performance do not outperform existing approaches. ...using the attention enforcement, we can have improved performance, better responding to user requests with higher accuracy."

He then commented that the system allows great inspiration and has large potential in optimizing computing resources in a novel way. He explained that as deep learning models become heavier with many layers and input features, consuming many computing resources, it becomes a burden to utilize heavy models all the time. In this case, he suggested using the system at work with two types of models—one with high accuracy and resource-demanding and another with reasonable accuracy without resource-demanding. Then, the attention mechanism is used to decide which model to use for prediction with consideration of resource usage (i.e., switching models for prediction by conditions). Then they can explore the behaviors of the attention as described in the case studies and even improve performance by using the attention enforcement method, all of which could contribute to saving computing resources—"...if we can interchange between lightweight and heavy models, [...], we can save tremendous resources for our navigation and prediction services.”

E3 gave positive feedback on the automated methods. According to E3, DTW and Granger causality methods have already been used and have allowed notable results in their teams dealing with time series data analysis and prediction. E3 said, “...DTW and the enforcement of attention with DTW is a very interesting and novel approach for the traffic forecasting.” Lastly E3 spotted that the system can be easily extended for other cities, which is advantageous, as they deal with many large cities for services—“Confirming models with different cities is also important [...] and this system can be frequently used for confirming model performance with many cities’ data.”

Lastly, when asked how to strengthen the system, they answered that temporal analysis on the map could be further strengthened, such as direct time-series pattern visualization on the map with respect to roads, which could help developers better explore the dependencies. They also expressed their interest in using the system with DL models for travel time prediction, as it could reveal new types of insights into how deep learning models deal internally with sub-paths and local roads.

8 Limitations, Discussion, and Future Work

We encode clusters using colors because our algorithm experiment results show that there are less than eight meaningful traffic patterns in our urban and highway traffic data due to the inherent periodicity of the traffic on roads (e.g., existence of rush hour). Note that Kwon et al. [33] have demonstrated that a greater number of clusters can be identified with colors (e.g., 20 clusters). Although we assign colors to best distinguish the clusters with reduced visual complexity, assigning colors to clusters based on similarity levels could allow for effective cluster analysis. For example, clusters with high similarities could have a similar color [32]. By modifying Eq. 1, the attention matrix can be calculated from other attention-based spatio-temporal forecasting models. As Table 1 with top 10% high error roads shows, the attention enforcement method results in improved accuracy. While a negative relationship is known to exist between traffic volume and speed [4, 34, 39], it has not been investigated in this work; the model behavior with regard to this relationship could be the topic of a future study. The volume data for the LA dataset can be downloaded from the official website [15]. We place road information in the table view, but some information could be shown with visualization on the map for effective visual analysis, though this would also increase visual complexity.

We perform two experiments and acquire the best performance, when both DTW and Granger causality test are applied. Note that the improvement is meaningful, as most recent traffic forecasting models are recognized with a similar level of performance improvements [37]. The colored parts of the two inset visualizations in Fig. 10 mean improved performance gaps and some roads show significant performance improvement (e.g., road 32, 9). We show the usefulness of DTW and Granger causality tests for spatio-temporal attention analysis, but incorporating other methods (e.g. Bayesian inferences) also could produce additional insights. We use a fixed range of error using quartiles for the sake of simplicity; hence, the high (Q3) and low (Q1) error bounds are relative and different datasets would have different low and high error bounds with different error distributions. A filtering function for setting the error bound threshold could help users effectively investigate model behaviors with different error ranges. Although the experts in the interview have not reported any concerns regarding the usability of the system, a user study could be performed to investigate usability and complexity issues. For in-depth analysis, a longitudinal study [58] can be performed with the experts to show how the system can be used at work and to measure the impact of the system.

As a future work, we plan to research how to make an automated switch based on attention between the light weight and heavy forecasting models for DL resource optimization. It is of interest regarding what VA systems can support the exploration of such models to answer when and how the models are switched during the forecasting process.

9 Conclusion

We design a VA approach to help users explore the process of traffic forecasting and improve model performance. We perform task analysis with domain experts, which inform our system design. The system provides users with multiple views, including filter, line, map, and attention views, for effective model exploration in a spatio-temporal perspective. For evaluation, we perform two case studies, showing how users form and validate hypotheses and generate insights into model behaviors. We also show that the insights derived by using our VA approach are critical in improving the accuracy.
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