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Abstract
We obtain sharp local $C^{1,\alpha}$ regularity of solutions for singular obstacle problems, Euler-Lagrange equation of which is given by
\[ \Delta_p u = \gamma (u - \varphi)^{\gamma - 1} \text{ in } \{ u > \varphi \}, \]
for $0 < \gamma < 1$ and $p \geq 2$. At the free boundary $\partial \{ u > \varphi \}$, we prove optimal $C^{1,\tau}$ regularity of solutions, with $\tau$ given explicitly in terms of $p$, $\gamma$ and smoothness of $\varphi$, which is new even in the linear setting.

Mathematics Subject Classification 35B65 · 35J60 · 35J75 · 35B33 · 49Q20 · 49Q05

1 Introduction

In this paper we study minimization problems with non-differentiable zero order dependence. More precisely, in a bounded domain $\Omega \subset \mathbb{R}^n$, for a constant $\gamma \in (0, 1)$, we study regularity of minimizers of
\[ J(u) = \inf_{v \in \mathcal{K}} J(v), \quad (1.1) \]
where

\[ J(v) := \int_{\Omega} \left( \frac{|\nabla v|^p}{p} + (v - \phi)^\gamma \right) \, dx, \]

and

\[ \mathcal{K} := \left\{ v \in W^{1,p}(\Omega); \ v \geq \phi, \ v - g \in W^{1,p}_0(\Omega) \right\}, \]

(1.2)

with \( \phi \in C^{1,\beta}(\Omega) \), for a \( \beta \in (0, 1] \) and \( g \in W^{1,p}(\Omega) \). The corresponding Euler-Lagrange equation is

\[ \Delta_p u = \gamma (u - \phi)^{\gamma - 1} \text{ in } \{ u > \phi \} \cap \Omega, \]

(1.3)

where

\[ \Delta_p u := \text{div} \left( |\nabla u|^{p-2} \nabla u \right) \]

is the standard \( p \)-Laplacian operator, \( 2 \leq p < +\infty \). Note that the right hand side in (1.3) blows up at the free boundary points

\[ \partial \{ u > \phi \} \cap \Omega, \]

which makes it essential to understand its effect on the regularity of minimizers. The parameter \( \gamma \), thus, measures the magnitude of singularity.

Problems like (1.1) are used, for example, to model the density of a certain chemical in reaction with a porous catalyst pellet (see, for instance, [7]), and due to their wide range of applications, were studied by many prominent mathematicians. In the linear setting (\( p = 2 \)), the extreme cases (\( \gamma = 0 \) and \( \gamma = 1 \)) of (1.1) were studied in [2] and [9] with flat obstacles (\( \phi \equiv 0 \)). The case \( \gamma = 0 \) is related to jets flow and cavity problems, and minimizers are known to have local Lipschitz (optimal) regularity, as is established by Alt and Caffarelli in [2]. In the nonlinear setting the extreme case of \( \gamma = 0 \) was studied in [12], where Lipschitz regularity of minimizers is established. These type of problems, often referred to as Bernoulli type problems, appear in heat flows, [1], electrochemical machining, [17], etc. The case of \( \gamma = 1 \) resembles the classical obstacle problem, and its solution, and as is shown by Brezis and Kinderlehrer in [8], is of class \( C^{1,1} \), \( p = 2 \). In the nonlinear setting, \( p > 2 \), the obstacle problem was studied in [3, 13]. Its unique solution, as is shown in [3], is of class \( C^{1,1,\alpha}_{\text{loc}} \) at the free boundary points with

\[ \alpha = \min \left\{ \beta, \frac{1}{p - 1} \right\}. \]

The problem (1.1) was studied in [21] (with \( p = 2 \) and flat obstacle), where, using a minimizer preserving scaling, it was shown that minimizers are locally of the class
$C^{1, \frac{p}{p-\gamma}}, \ 0 < \gamma < 1$ (see also [4] and [5], for the problem governed by the infinity Laplacian and uniformly elliptic fully nonlinear operators, respectively). There are, so called, monotonicity formulas available in the linear case, which play a crucial role in the study of the problem. For $\gamma \in (0, 1)$, the nonlinear case is covered in [18], where for obstacle type problem (with zero obstacle) is proved that minimizers are locally of the class $C^{1, \alpha}$ with

$$\alpha = \min \left\{ \sigma^-, \frac{\gamma}{p-\gamma} \right\}, \tag{1.4}$$

where $\sigma^-$ is the Hölder regularity exponent for the gradient of $p$-harmonic functions ($a^-$ stands for any $b < a$). Actually, for $n = 2$, from [6] one concludes that $\alpha = \frac{\gamma}{p-\gamma}$. Observe that in all the above results (except in [3]) the obstacle is assumed to be trivial, guaranteeing a vanishing gradient of solutions at the free boundary points, which is essential in the analysis (in [3] obstacle is assumed to be of the class $C^{1, \beta}$, but the zero order dependence of the functional is smooth). The methods, used to obtain those results, fail to work in the presence of non-trivial obstacles with large gradients at the free boundary, and a new approach is required to tackle the issue.

In this work, we prove sharp regularity for minimizers of (1.1) both locally and at the free boundary points. More precisely, we show that minimizers are locally of the class $C^{1, \alpha}$, where

$$\alpha = \min \left\{ \sigma^-, \frac{\gamma}{p-\gamma}, \frac{\beta}{p-1} \right\}, \tag{1.5}$$

and $\sigma > 0$ is the Hölder regularity exponent of the gradient of $p$-harmonic functions. Note that our result extends the local regularity (1.4) of [18] for problems with non-trivial obstacles, which is new even for the linear case ($p = 2$). Moreover, at the free boundary points we obtain optimal $C^{1, \tau}$ regularity for minimizers of (1.1), which, unlike local interior estimates, does not depend on the regularity of $p$-harmonic functions. To be exact, we show that minimizers of (1.1) at the free boundary are in $C^{1, \tau}$, where

$$\tau = \min \left\{ \beta, \frac{\gamma}{p-\gamma} \right\}, \tag{1.6}$$

which generalizes the optimal regularity result obtained in [21] for the linear case and trivial obstacle. Thus, at free boundary points the interior regularity result of [18] improves substantially. Indeed, as the obstacle in [18] is assumed to be trivial, then from (1.6), we have

$$\tau = \frac{\gamma}{p-\gamma},$$

which is better than $\alpha$ from (1.4). Observe also, that our result extends (continuously) the optimal regularity result of [3], from smooth lower order dependence to the singular setting (Theorem 6.2).
Our approach is based on geometric tangential analysis and a fine perturbation combined with adjusted scaling argument. Strictly speaking, we redeem regularity by “tangentially accessing” the information available in the “flatness regime” (for a rather comprehensive introduction to geometric tangential analysis, we refer the reader to [23]). In the complementary case, i.e., when the gradient of a solution is bounded from below at a free boundary point, we use an “adjusted scaling” argument to ensure that in the limit we get a linear elliptic equation without the zero order term. The idea of the adjustment is to get rid of those terms that blow up at the limit.

The paper is organized as follows: in Sect. 2, we prove existence of minimizers and in Sect. 3, establish local sharp $C^{1,\alpha}$ regularity result (Theorem 3.1). In Sect. 4, we obtain optimal regularity at free boundary points for minimizers with small gradient (Theorem 4.1). Sect. 5 is devoted to the adjusted scaling argument. Finally, in Sect. 6, we obtain sharp regularity for minimizers with large gradient at the free boundary points (Theorem 6.1). We close the paper with two appendices, containing some auxiliary technical results (Appendix A) and a list of several known ones (Appendix B), that are used in the paper.

**Notations and assumptions**

Hereafter $B_r(x_0)$ is the ball of radius $r$ centered at $x_0$, $B_r(0) = B_r$, and $|B_r|$ stands for the volume of the ball $B_r$. When $\Omega = B_r$ in (1.2), we will often use the notation $K_r$ instead of $K$. Additionally, for a given integrable function $f$, we denote by $(f)_r$ its average on the ball of radius $r$ centered at the origin, i.e.,

$$(f)_r := \frac{1}{|B_r|} \int_{B_r} f(x) \, dx.$$  

To avoid repetition of arguments when applying the conclusions for different set of functions, we introduce a function $H : \mathbb{R}^n \to \mathbb{R}_+$, which is assumed to be of class
$C^2$ and satisfy the following structural assumptions

$$\begin{aligned}
|\nabla H(\xi)| &\leq \Upsilon \omega(|\xi|), \\
|D^2 H(\xi)| &\leq \Lambda \frac{\omega(|\xi|)}{|\xi|}, \\
\eta^T D^2 H(\xi) &\eta \geq \lambda \omega(|\xi|) \frac{|\xi|}{|\xi|} |\eta|^2,
\end{aligned}$$

(1.7)

with

$$\omega(z) := \kappa_1 z^{p-1} + \kappa_2 z, \quad z \geq 0,$$

where $\xi, \eta \in \mathbb{R}^n$ and $\Upsilon > 0$, $\Lambda \geq \lambda > 0$, $\kappa_1 \geq 0$, $\kappa_2 \geq 0$ are constants, and $\kappa_1 + \kappa_2 > 0$. We also will use the notation

$$G(z) := \int_0^z \omega(\zeta) \, d\zeta = \kappa_1 \frac{z^p}{p} + \kappa_2 \frac{z^2}{2}, \quad z \in \mathbb{R}^+.$$  

(1.8)

**Remark 1.1** The function $H(\xi) = p^{-1} |\xi|^p$ satisfies the above conditions with $\kappa_1 = 1$ and $\kappa_2 = 0$. The classical linear version, $p = 2$, is recovered by assuming $\kappa_1 = 0$. An alternative example of a function $H$ satisfying (1.7) is constructed in Appendix A.

### 2 Existence of minimizers

In this section we show that there exists at least one minimizer of (1.1). Unlike the regular case ($\gamma = 1$), which is known to have a unique minimizer (see, for example, [3, 10, 13, 20, 22]) in the singular setting this is not assured.

**Theorem 2.1** If $\varphi \in W^{1,p}(\Omega) \cap L^\infty(\Omega)$, $g \in W^{1,p}(\Omega)$ and $\gamma \in (0, 1)$, then there exists a minimizer $u$ of (1.1). Moreover,

$$\|u\|_{L^\infty(\Omega)} \leq \max \left\{ \|g\|_{L^\infty(\Omega)}, \|\varphi\|_{L^\infty(\Omega)} \right\}. \quad (2.1)$$

**Proof** Set

$$m := \inf_{v \in K} J(v) \geq 0.$$  

If $v_i \in K$ is a minimizing sequence, then for $i \geq i_0$, $i_0 \in \mathbb{N}$, one has

$$0 \leq J(v_i) \leq m + 1,$$

hence

$$\int_{\Omega} |\nabla v_i|^p \, dx \leq p J(v_i) \leq p(m + 1),$$

where $K$.
and the Poincaré inequality yields that the sequence \( v_i \) is bounded in \( W^{1,p}_0(\Omega) \). Therefore, by Rellich–Kondrachov theorem, there is a function \( u \in W^{1,p}_0(\Omega) \) such that, up to a subsequence,

\[
v_i \rightharpoonup u \text{ weakly in } W^{1,p}(\Omega) \quad \text{and} \quad v_i \to u \text{ in } L^p(\Omega).
\]

Notice that \( u \in \mathbb{K} \), and thus, using the lower semi-continuity of the Dirichlet integral, we obtain

\[
m \leq J(u) \leq \lim \inf_{j \to \infty} J(v_j) = m,
\]

i.e., \( u \) is a minimizer of (1.1).

To see (2.1), set

\[
u^M := \min\{u, M\} \in \mathbb{K},
\]

where

\[
M := \max\left\{ \|g\|_{L^\infty(\Omega)}, \|\varphi\|_{L^\infty(\Omega)} \right\}.
\]

Since \( u \) is a minimizer,

\[
\int_{\Omega} \frac{|
abla u|^p}{p} \, dx - \int_{\Omega} \frac{|
abla u^M|^p}{p} \, dx \leq \int_{\Omega} \left( (u^M - \varphi)^{p} - (u - \varphi)^{p} \right) \, dx,
\]

and thus

\[
0 \leq \int_{\Omega} \frac{|
abla u|^p}{p} \, dx \leq \int_{\Omega} \left( (u^M - \varphi)^{p} - (u - \varphi)^{p} \right) \, dx \leq 0,
\]

which implies that \( u = u^M \). Therefore, \(-\|\varphi\|_{L^\infty(\Omega)} \leq \varphi \leq u \leq M\).

\[\square\]

### 3 Local \( C^{1,\alpha} \) regularity estimates

One of the main steps towards the optimal regularity of minimizers is obtaining \( C^{1,\alpha} \) regularity for minimizers of

\[
J_\delta(v) := \int_{\Omega} \left( H(\nabla v) + \delta(v - \varphi)^{\gamma} \right) \, dx \quad \text{(3.1)}
\]

over the set \( \mathbb{K} \), defined by (1.2). Here \( \delta \in [0, 1] \), \( p \geq 2 \) and \( H \) satisfies (1.7). The key step towards the regularity is the result on the decay of integral oscillation—comparing energy estimates involving minimizers of \( J_\delta \) with the ones of

\[
\min_{v \in W^{1,p}(\Omega)} \int_{\Omega} \left( H(\nabla v) + H(\nabla \varphi) \cdot \nabla v \right) \, dx,
\]
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where the latter is an unconstrained (and non-singular) minimization problem with smooth first order coefficients. Local sharp regularity for minimizers of $J_\delta$ is established based on the following auxiliary lemmas.

**Lemma 3.1** If $f \in C^{0, \beta}(B_R; \mathbb{R}^n)$ for some $\beta \in (0, 1)$, and $w$ is a minimizer of

$$
\int_{B_R} (H(\nabla w) - f \cdot \nabla w) \, dx,
$$

in $W^{1,p}_\delta(B_R)$, then there exist constants $C, \sigma > 0$ depending only on $\kappa_1, \kappa_2, \| f \|_{C^{0, \beta}(B_R)}$ and $\| w \|_{L^\infty(B_R)}$, such that

$$
\int_{B_R} G(|\nabla w - (\nabla w)_R|) \, dx \leq C \left( \frac{r}{R} \right)^{n+q\sigma} \int_{B_R} G(|\nabla w - (\nabla w)_R|) \, dx + CR^{n+q\frac{\beta}{q-1}},
$$

where

$$
q := \begin{cases} 
2, & \text{when } \kappa_1 = 0, \\
p, & \text{when } \kappa_1 > 0.
\end{cases}
$$

**Proof** Let $v_R$ be the minimizer of

$$
\int_{B_R} H(\nabla v) \, dx,
$$

in $W^{1,p}_\delta(B_R)$. From (A.1) of Appendix A, we have

$$
\begin{align*}
\int_{B_R} (H(\nabla w) - H(\nabla v_R)) \, dx & \geq \int_{B_R} \nabla H(\nabla v_R) \cdot (\nabla w - \nabla v_R) \, dx + c \int_{B_R} G(|\nabla w - \nabla v_R|) \, dx,
\end{align*}
$$

(3.3)

where $c > 0$ is a universal constant. In addition, as

$$
\varphi(t) := \int_{B_R} H(\nabla v_R + t(\nabla w - v_R)) \, dx
$$

has a minimum at $t = 0$, then

$$
\int_{B_R} \nabla H(\nabla v_R) \cdot (\nabla w - v_R) \, dx = \left. \frac{d}{dt} \varphi(t) \right|_{t=0} \geq 0,
$$

which, combined with (3.3), provides

$$
\int_{B_R} (H(\nabla w) - H(\nabla v_R)) \, dx \geq c \int_{B_R} G(|\nabla w - \nabla v_R|) \, dx.
$$

(3.4)
On the other hand, the definition of \( w \) implies
\[
\int_{B_R} f \cdot (\nabla w - \nabla v) \, dx \geq \int_{B_R} [H(\nabla w) - H(\nabla v_R)] \, dx. \tag{3.5}
\]

From (3.4) and (3.5) one has
\[
\int_{B_R} G(|\nabla w - \nabla v_R|) \, dx \leq \frac{1}{c} \int_{B_R} f \cdot (\nabla w - \nabla v) \, dx. \tag{3.6}
\]
Observe that as \( v_R = w \) on \( \partial B_R \), then
\[
\int_{B_R} (f)_R \cdot (\nabla w - \nabla v) \, dx = 0,
\]
which, together with (3.6) and the Hölder inequality gives
\[
\int_{B_R} G(|\nabla w - \nabla v_R|) \, dx \leq \frac{1}{c} \left( \int_{B_R} |f - (f)_R|^q \, dx \right)^{\frac{1}{q}} \left( \int_{B_R} |\nabla w - \nabla v_R|^q \, dx \right)^{\frac{1}{q}}, \tag{3.7}
\]
where \( q' \) is the conjugate of \( q \), i.e., \( q' = \frac{q}{q-1} \). Recalling that \( f \in C^{0,\beta} \) and using Campanato’s characterization of Hölder spaces, [14, Theorem 5.5], from (3.7) we deduce
\[
\int_{B_R} G(|\nabla w - \nabla v_R|) \, dx \leq C R^{\frac{n(q-1)+q\beta}{q}} \left( \int_{B_R} |\nabla w - \nabla v_R|^q \, dx \right)^{\frac{1}{q}}, \tag{3.8}
\]
where \( C > 0 \) is a universal constant. Observe that (see (1.8))
\[
\int_{B_R} |\nabla w - \nabla v_R|^q \, dx \leq \int_{B_R} G(|\nabla w - \nabla v_R|) \, dx,
\]
therefore, (3.8) leads to
\[
\int_{B_R} G(|\nabla w - \nabla v_R|) \, dx \leq C R^{n + \frac{q\beta}{q-1}}, \tag{3.9}
\]
for a universal constant \( C > 0 \), depending only on \( \kappa_1, \kappa_2 \) and \( p \). Combining the latter with Lemma A.2 from Appendix A, for \( r \in (0, R) \), we obtain
\[
\int_{B_r} G(|\nabla w - (\nabla w)_r|) \, dx \leq C \int_{B_r} G(|\nabla v_R - (\nabla v_R)_r|) \, dx + C R^{n + \frac{p\beta}{q-1}}. \tag{3.10}
\]
We estimate the first term of the right hand side in (3.10) by applying Lemma A.3 from Appendix A to \( v_R \):

\[
\int_{B_r} G(|\nabla v - (\nabla v)_r|) \, dx \leq C \left( \frac{r}{R} \right)^{n+q\sigma} \int_{B_R} G(|\nabla v_R - (\nabla v)_R|) \, dx,
\]

for a universal constant \( \sigma > 0 \). We then estimate the right hand side of the last inequality by using Lemma A.2 together (3.9) to arrive at

\[
\int_{B_R} G(|\nabla v_R - (\nabla v)_R|) \, dx \leq C \int_{B_R} G(|\nabla w - (\nabla w)_R|) \, dx + CR^{n+q\beta} \sigma^{-1}.
\]

Plugging the last two inequalities into (3.10), we obtain the desired result. \( \square \)

Next, using the unconstrained problem of Lemma 3.1, we prove a gradient integral oscillation decay for minimizers of the constrained \( H \)-Dirichlet energy. Its proof is based on auxiliary lemmas from Appendix A.

**Lemma 3.2** If \( \varphi \in C^{1,\beta}(B_R) \) and \( u \) is the solution of the obstacle problem

\[
\int_{B_R} H(\nabla u) \, dx = \min_{v \in \mathbb{K}_R} \int_{B_R} H(\nabla v) \, dx,
\]

where \( \mathbb{K}_R \) is defined by (1.2), then there exist \( C > 0 \) and \( \sigma > 0 \) constants, depending only on \( \kappa_1, \kappa_2, \| \varphi \|_{C^{1,\beta}(B_R)} \) and \( \| u \|_{L^\infty(B_R)} \), such that for \( r \in (0, R) \),

\[
\int_{B_r} G(|\nabla u - (\nabla u)_r|) \, dx \leq C \left( \frac{r}{R} \right)^{n+q\sigma} \int_{B_R} G(|\nabla u - (\nabla u)_R|) \, dx + CR^{n+q\beta} \sigma^{-1},
\]

where \( q \) is defined by (3.2).

**Proof** If \( w_R \) is the minimizer of

\[
\int_{B_R} (H(\nabla w) - \nabla H(\nabla \varphi) \cdot \nabla w) \, dx
\]

in \( W^{1,p}_u(B_R) \), then

\[
\text{div}(\nabla H(\nabla w_R)) = \text{div}(\nabla H(\nabla \varphi)) \quad \text{in} \quad B_R,
\]

with \( w_R \geq \varphi \) on \( \partial B_R \). By the maximum principle (see, for example, [15]), \( w_R \geq \varphi \) in \( B_R \). Thus, \( w_R \in \mathbb{K}_R \), i.e., it is a competing function in the obstacle problem (3.11), therefore,

\[
\int_{B_R} (H(\nabla u) - H(\nabla w_R)) \, dx \leq 0.
\]
On the other hand, recalling (A.1) from Appendix A, we have

\[
\int_{B_R} (H(\nabla u) - H(\nabla w_R)) \, dx \geq \int_{B_R} \nabla H(\nabla w_R) \cdot (\nabla u - \nabla w_R) \, dx \\
+ c \int_{B_R} G(|\nabla u - \nabla w_R|) \, dx,
\]

hence

\[
c \int_{B_R} G(|\nabla u - \nabla w_R|) \, dx \leq \int_{B_R} \nabla H(\nabla w_R) \cdot (\nabla w_R - \nabla u) \, dx \\
= \int_{B_R} \nabla H(\nabla \varphi) \cdot (\nabla w_R - \nabla u) \, dx,
\]

where the equality is obtained as a consequence of (3.12). As in the proof of Lemma 3.1, using Campanato’s characterization of the Hölder continuity for \( f := \nabla H(\nabla \varphi) \) and the Hölder inequality, from (3.13), we deduce

\[
\int_{B_R} G(|\nabla u - \nabla w_R|) \, dx \leq C \int_{B_R} (f - (f)_R) \cdot (\nabla w_R - \nabla u) \, dx \\
\leq C \left( \int_{B_R} |\nabla u - \nabla w_R|^q \, dx \right)^{1/q} R^{n(q-1)/q + \beta},
\]

which, as

\[
\int_{B_R} |\nabla u - \nabla w_R|^q \, dx \leq \int_{B_R} G(|\nabla u - \nabla w_R|) \, dx,
\]

provides

\[
\int_{B_R} G(|\nabla u - \nabla w_R|) \, dx \leq CR^{n+\beta/q},
\]

where \( C > 0 \) is a universal constant. The latter, combined with Lemma A.3 and Lemma A.2 from Appendix A, gives the desired result, as argued in the proof of Lemma 3.1.

We are now ready to prove the main result of this section. It follows by using the lemmas obtained above and invoking arguments similar to those in [11, Theorem 2] and [18, Theorem 1.1].

**Theorem 3.1** If \( u \) is a minimizer of

\[
J_\delta(u) = \inf_{v \in \mathcal{K}} J_\delta(v),
\]

Springer
where $J_\delta$ is defined by (3.1) and $\mathbb{K}$ is defined by (1.2), then for every $\Omega' \subset \subset \Omega$, there exists a constant $C > 0$, depending only on $\text{dist} (\Omega', \partial \Omega)$, $\|u\|_{L^\infty(\Omega)}$, $\|\varphi\|_{C^{1,\beta}(\Omega)}$, $p$, $\gamma$ and $n$, but not depending on $\delta$, such that

$$\|u\|_{C^{1,\alpha}(\Omega')} \leq C,$$

for an $\alpha \in (0, 1)$ depending only on $p$, $\gamma$, $\beta$ and $n$ and

$$\alpha = \min \left\{ \sigma, \frac{\gamma}{q - \gamma}, \frac{\beta}{q - 1} \right\},$$

where $q$ is defined by (3.2), and $\sigma > 0$ is the Hölder regularity exponent for the gradient of $H$-harmonic functions.

**Proof** Without loss of generality we may assume $B_R \subset \Omega$ for some $R > 0$. If $h = h_R$ is the unique solution of the $H$-obstacle problem (see, for example, [10, 22])

$$\min_{v \in \mathbb{K}_R} \int_{B_R} H(\nabla v) \, dx,$$

where $\mathbb{K}_R$ is defined by (1.2), then

$$\int_{B_R} H(\nabla h + t\nabla (u - h)) \, dx$$

has minimum at $t = 0$, therefore,

$$\int_{B_R} \nabla H(\nabla h) \cdot \nabla (u - h) \, dx = \frac{d}{dt} \int_{B_R} H(\nabla h + t\nabla (u - h)) \, dx \bigg|_{t=0} \geq 0.$$

The latter, combined with (A.1), provides

$$c \int_{B_R} |\nabla u - \nabla h|^q \, dx \leq c \int_{B_R} G(|\nabla u - \nabla h|) \, dx$$

$$\leq \int_{B_R} (H(\nabla u) - H(\nabla h)) \, dx,$$
where \( q \) is defined by (3.2). On the other hand, since \( u \) is a minimizer of \( J_\delta \), using Hölder and Poincaré inequalities, we obtain

\[
\int_{B_R} (H(\nabla u) - H(\nabla h)) \, dx \leq \delta \int_{B_R} [(h - \varphi)^\gamma - (u - \varphi)^\gamma] \, dx
\]

\[
\leq \delta \int_{B_R} |u - h|^\gamma \, dx
\]

\[
\leq C |B_R|^{1-\frac{\gamma}{q^*}} \left( \int_{B_R} |u - h|^q \, dx \right)^\frac{\gamma}{q^*}
\]

\[
\leq C |B_R|^{1-\frac{\gamma}{q^*}} \left( \int_{B_R} |\nabla u - \nabla h|^q \, dx \right)^\frac{\gamma}{q^*},
\]

where

\[
\frac{1}{q^*} = \frac{1}{q} - \frac{1}{n}.
\]

Then (3.13), coupled with the last inequality, yields

\[
\int_{B_R} |\nabla u - \nabla h|^q \, dx \leq C |B_R|^{\frac{q(q^*-\gamma)}{q(q^*-\gamma)}} = C R^{n+q\frac{\gamma}{q^*-\gamma}},
\]

(3.14)

where the constant \( C > 0 \) depends only on \( n \) and \( p \). Once again, arguing as in the proof of Lemma 3.1 (with \( \kappa_2 = 0 \) and \( \kappa_1 > 0 \) and with \( \kappa_2 > 0 \) and \( \kappa_1 = 0 \), the last estimate implies

\[
\int_{B_R} |\nabla u - (\nabla u)_R|^q \, dx \leq \int_{B_R} |\nabla h - (\nabla h)_R|^q \, dx
\]

\[+ C R^{n+q\frac{\gamma}{q^*-\gamma}}.
\]

The latter, combined with Lemma 3.2, for \( r \in (0, R) \) provides, for a \( \sigma > 0 \),

\[
\int_{B_r} |\nabla u - (\nabla u)_r|^q \, dx \leq C \left( \frac{r}{R} \right)^{n+q\sigma} \int_{B_R} |\nabla h - (\nabla h)_R|^q \, dx
\]

\[+ C R^{n+q\frac{\gamma}{q^*-\gamma}} + C R^{n+q\frac{\gamma}{q^*-\gamma}}.
\]

(3.15)

Making use of Lemma A.2 from Appendix A (with \( \kappa_2 = 0 \) and \( \kappa_1 > 0 \) and with \( \kappa_2 > 0 \) and \( \kappa_1 = 0 \)), (3.15) and (3.14), we arrive at

\[
\int_{B_r} |\nabla u - (\nabla u)_r|^q \, dx \leq C \left( \frac{r}{R} \right)^{n+q\sigma} \int_{B_R} |\nabla u - (\nabla u)_R|^q \, dx
\]

\[+ C R^{n+q\frac{\gamma}{q^*-\gamma}} + C R^{n+q\frac{\gamma}{q^*-\gamma}},
\]
which, in terms of the non-negative and non-decreasing function

\[ \phi(r) := \int_{B_r} |\nabla u - (\nabla u)_r|^q \, dx, \]

takes the form

\[ \phi(r) \leq C \left( \frac{r}{R} \right)^{n+q \alpha} \phi(R) + CR^{n+q} \frac{\sigma}{q-1} + CR^{n+q} \frac{\gamma}{q-\gamma}. \]

Lemma B.1 from Appendix B then for any \( r \leq R \), guarantees

\[ \phi(r) \leq C \left[ \left( \frac{r}{R} \right)^{n+q \alpha} \phi(R) + r^{n+q \alpha} \right], \]

where \( \alpha < \sigma \) and

\[ \alpha \leq \min \left\{ \frac{\gamma}{q-\gamma}, \frac{\beta}{q-1} \right\}. \]

Thus, for all \( r \leq \frac{1}{2} \text{dist}(0, \partial \Omega) \), we have

\[ \left( r^{-n-q \alpha} \int_{B_r} |\nabla u - (\nabla u)_r|^p \, dx \right)^{\frac{1}{q}} \leq C, \]

where the constant \( C > 0 \) depends only on \( p, \alpha, \text{dist}(0, \partial \Omega), \| u \|_{L^\infty(\Omega)}, \| \varphi \|_{C^{1,\beta}(\Omega)} \) and \( n \). The result then follows from Campanato’s characterization of Hölder continuous functions (see, for example, [14, Theorem 5.5]).

\[ \Box \]

**Remark 3.1** Observe that for \( H(\xi) = \frac{1}{p-1} |\xi|^p \), the constant \( \sigma > 0 \) is the Hölder exponent of the gradient for \( p \)-harmonic functions (see Lemma A.3 in Appendix A), and Theorem 3.1 reproduces the local regularity result (1.4) of [18] for problems with non-trivial obstacles.

### 4 Small gradient estimates

Using Theorem 3.1, we obtain sharp regularity at the free boundary points for minimizers of (1.1). We distinguish two cases: when the gradient of a minimizer is relatively small and when its large. This section is devoted to the analysis of the first case. Observe that at the free boundary points gradient of the solution and that of the obstacle are equal, since \( u - \varphi \) admits minimum at those points. This emphasizes that the case of zero obstacle (studied in [21]) cannot be adapted to work for general obstacles that may have large gradient at the free boundary. Our approach, however, makes use of geometric tangential analysis methods - leading to sharp regularity in a broader framework.
We start by observing that from Theorem 3.1, applied for \( H(\xi) := p^{-1}|\xi|^p \), we know that solutions of

\[ I_\delta(u) = \min_{v \in K_1} I_\delta(v), \quad (4.1) \]

where

\[ I_\delta(v) := \int_{B_1} \left( \frac{|\nabla v|^p}{p} + \delta (v - \varphi)^\gamma \right) dx, \quad (4.2) \]

and \( K_1 \) is defined by (1.2), are of class \( C^{1,\alpha}_{loc} \) (uniform in \( \delta \)), where \( \alpha \) is given explicitly by (1.5). As above, the function \( \varphi \in C^{1,\beta}(B_1) \), i.e., there exists a universal constant \( L > 0 \) such that

\[ \|\varphi\|_{C^{1,\beta}(B_{r/2})} \leq L \|\varphi\|_{L^\infty(B_r)}, \quad (4.3) \]

for any \( 0 < r \leq 1 \).

The following two lemmas enable the “tangential access” to the sharp regularity information for the classical \( p \)-obstacle problem. To proceed, we define the “flatness” constant

\[ \mu := \frac{1}{2^{1+\beta}C_1C_2L}, \quad (4.4) \]

where \( C_1 > 0 \) is the constant from Theorem B.1 of Appendix B, \( C_2 > 0 \) is the constant from Lemma B.2 (both of them depend only on \( p \) and \( n \)), \( \beta \in (0, 1] \) is the Hölder regularity exponent of \( \nabla \varphi \), and \( L > 0 \) is the universal constant in (4.3).

**Lemma 4.1** Let \( u \) be a minimizer of (4.1), \( \|u\|_{L^\infty(B_1)} \leq 1 \), \( \varphi \in C^{1,\beta}(B_1) \), for some \( \beta \in (0, 1] \), \( \|\varphi\|_{L^\infty(B_1)} \leq \mu \), where \( \mu > 0 \) is defined by (4.4), \( \varphi(0) = 0 \) and \( 0 \in \partial \{u > \varphi\} \). Then for a given \( \varepsilon \in (0, \frac{1}{4}) \), there exists \( \delta_\varepsilon > 0 \), such that whenever \( 0 \leq \delta \leq \delta_\varepsilon \) and

\[ |\nabla \varphi(0)| \leq \delta_\varepsilon, \]

then

\[ \sup_{B_{\varepsilon}} |u| \leq \varepsilon^{1+\beta}. \]

**Proof** We argue by contradiction and assume that the conclusion of the lemma fails to hold. Thus, we assume that there exist \( \varepsilon_0 > 0 \), \( \delta = \delta_0 \), minimizer \( u_k \) of \( I_{\delta_k} \) with obstacle \( \varphi = \varphi_k \in C^{1,\beta}(B_1) \), such that

\[ 0 \in \partial \{u_k > \varphi_k\}, \quad \varphi_k(0) = 0, \quad \|u_k\|_{L^\infty(B_1)} \leq 1, \quad \|\varphi_k\|_{L^\infty(B_1)} \leq \mu \]
and
\[ \delta_k \leq 1/k, \quad |\nabla \varphi_k(0)| \leq 1/k, \]
but
\[ \sup_{B_{\varepsilon_0}} |u_k| > \varepsilon_0^{1+\beta}. \]

Theorem 3.1, combined with the Arzelà-Ascoli theorem, guarantees the existence of functions \( u_\infty, \varphi_\infty \), such that up to a sub-sequence, as \( k \to \infty \),
\[ u_k \to u_\infty \text{ locally uniformly in } C^{1,\alpha}(B_1) \] (4.5)
and
\[ \varphi_k \to \varphi_\infty \text{ locally uniformly in } C^{1,\beta}(B_1). \]

Note that \( u_\infty \geq \varphi_\infty \), \( u_\infty(0) = \varphi_\infty(0) = |\nabla \varphi_\infty(0)| = 0 \), \( \|\varphi_\infty\|_{L_\infty(B_1)} \leq \mu \) and
\[ \sup_{B_{\varepsilon_0}} |u_\infty| > \varepsilon_0^{1+\beta}. \] (4.6)

Moreover, since
\[ I_{\delta_k}(u_k) \leq I_{\delta_k}(u_k + \epsilon v) \quad \forall \epsilon > 0, \quad \forall v \in C_0^\infty(B_1), \quad v \geq 0, \]
then, in view of (4.5), as \( \delta_k \to 0 \), one has
\[ I_0(u_\infty) \leq I_0(u_\infty + \epsilon v), \]
where
\[ I_0(w) := \int_{B_1} \frac{|\nabla w|^p}{p} dx, \]
which yields
\[ \int_{B_1} |\nabla u_\infty|^{p-2} \nabla u_\infty \cdot \nabla v dx \geq 0, \quad \forall \ v \geq 0, \ v \in C_0^\infty(B_1), \]
i.e., \( \Delta_p u_\infty \leq 0 \) in \( B_1 \), that is, \( u_\infty \) is \( p \)-superharmonic in \( B_1 \). The proof now follows invoking ideas similar to those used in [3, Theorem 1]. Setting \( \lambda := 2\varepsilon_0 \), we define
\[ u_+(x) = \frac{u_\infty(\lambda x)}{\lambda^{1+\beta}} \quad \text{and} \quad \varphi_+(x) = \frac{\varphi_\infty(\lambda x)}{\lambda^{1+\beta}} \quad \text{in} \ B_1. \]
Then $u_*$ is $p$-superharmonic and satisfies $u_* \geq \varphi_*$. Also, as $\varphi_\infty \in C^{1,\beta}(B_1)$, recalling (4.3), we write

$$\sup_{B_{\lambda}} |\varphi_\infty(x) - \varphi_\infty(0) - \nabla \varphi_\infty(0) \cdot x| \leq L \|\varphi_\infty\|_{L^\infty(B_{2\lambda})} \lambda^{1+\beta} \leq L \mu \lambda^{1+\beta}.$$  

But $\varphi_\infty(0) = |\nabla \varphi_\infty(0)| = 0$, and so

$$\sup_{B_{\lambda}} |\varphi_\infty| \leq \mu L \lambda^{1+\beta}.$$  

Therefore,

$$\|\varphi_*\|_{L^\infty(B_1)} = \frac{\|\varphi_\infty\|_{L^\infty(B_{\lambda})}}{\lambda^{1+\beta}} \leq \mu L.$$  

Thus,

$$u_* + \mu L \geq -\|\varphi_*\|_{L^\infty(B_1)} + \mu L \geq 0,$$

and the weak Harnack inequality (Theorem B.1 of Appendix B), provides

$$\|u_* + \mu L\|_{L^s(B_{3/4})} \leq C_1 \inf_{B_{1/2}} (u_* + \mu L) \leq C_1 \varphi_*(0) + \mu L \leq C_1 \mu L,$$

for some universal $s > 1$. Here $C_1 > 0$ is a constant depending only on $p$ and $n$. Since the function

$$w := \max \left( u_* + \mu L, \sup_{B_1} \varphi_* + \mu L \right)$$

is $p$-superharmonic in $B_1$, applying Lemma B.2 of Appendix B, we obtain

$$\sup_{B_{1/2}} w \leq C_2 \|w\|_{L^s(B_{3/4})},$$

where $C_2 > 0$ is a constant depending only on $p$ and $n$. Combining (4.7) and (4.8), we deduce

$$\sup_{B_{1/2}} u_* \leq \mu C_1 C_2 L$$

(4.9)

As also $u_* \geq -\|\varphi_*\|_{L^\infty(B_1)} \geq -\mu L$, recalling (4.4), from (4.9) we get

$$\sup_{B_{1/2}} |u_*| \leq \frac{1}{2^{1+\beta}}.$$
Consequently,

$$\sup_{B_{\varepsilon_0}} |u| \leq \varepsilon_0^{1+\beta},$$

which contradicts (4.6). \hfill \Box

The next result provides a discrete version of the desired oscillation estimate.

**Lemma 4.2** Let $u$ be a minimizer of (4.1), $\|u\|_{L^\infty(B_1)} \leq 1$, $\varphi \in C^{1,\beta}(B_1)$, for some $\beta \in (0, 1]$, $\|\varphi\|_{L^\infty(B_1)} \leq \frac{\mu}{2L}$, where $\mu > 0$ is defined by (4.4), $\varphi(0) = 0$ and $0 \in \partial\{u > \varphi\}$. Then there exists $\delta_0 > 0$ such that whenever $0 \leq \delta \leq \delta_0$ and

$$|\nabla \varphi(0)| \leq \frac{\delta_0}{8\tau(k-1)}$$

for some integer $k > 0$, then

$$\sup_{B_{1/8^k}} |u| \leq \frac{1}{8(1+\tau)^k},$$

where

$$\tau := \min\left\{\beta, \frac{\gamma}{p-\gamma}\right\}. \quad (4.10)$$

**Proof** We argue inductively. The case of $k = 1$ follows from Lemma 4.1. Indeed, let $\varepsilon = \frac{1}{8}$ in Lemma 4.1 and choose

$$\delta_0 := \min\left\{\delta_\varepsilon, \frac{\mu}{2}\right\}, \quad (4.11)$$

where the constants $\mu > 0$ and $\delta_\varepsilon > 0$ are as in the Lemma 4.1. The latter insures that whenever $0 \leq \delta \leq \delta_0$ and

$$|\nabla \varphi(0)| \leq \delta_0,$$

then (recall that $\tau \leq \beta$)

$$\sup_{B_{1/8^k}} |u| \leq \frac{1}{8^{1+\beta}} \leq \frac{1}{8^{1+\tau}}.$$

We now suppose that conclusion of the Lemma holds for $k = j > 1$ and aim to conclude that it holds also for $k = j + 1$. Thus, we assume

$$|\nabla \varphi(0)| \leq \frac{\delta_0}{8\tau j}.$$
and aim to conclude that

\[ \sup_{B_{1/8^j + 1}} |u| \leq \frac{1}{8(1+\tau)(j+1)}. \]  
(4.12)

Observe that the definition of \( \tau \) guarantees that

\[ \tilde{u}(x) := 8^{(1+\tau)j} u \left( \frac{x}{8^j} \right), \quad x \in B_1, \]

is a minimizer of \( I_{\tilde{\delta}} \) (for a \( 0 \leq \tilde{\delta} \leq \delta_0 \)) with the obstacle

\[ \tilde{\varphi}(x) := 8^{(1+\tau)j} \varphi \left( \frac{x}{8^j} \right), \quad x \in B_1. \]

Indeed, set \( \delta := \tilde{\delta} 8^{(\tau_\gamma - p(1-\tau))j} \). Note that (4.10) implies \( \delta < \delta_0 \). As \( u \) is a minimizer of (4.1) and

\[ I_{\tilde{\delta}}(\tilde{u}) = \int_{B_1} \left( \frac{|
abla \tilde{u}|^p}{p} + \tilde{\delta}(\tilde{u} - \tilde{\varphi})^\gamma \right) dx \]

\[ = 8^{-(n+(1-\tau)p)j} \int_{B_{1/8^j}} \left( \frac{|
abla u|^p}{p} + \delta (u - \varphi)^\gamma \right) dx, \]

then \( \tilde{u} \) is a minimizer of \( I_{\tilde{\delta}} \) over the functions that stay above \( \tilde{\varphi} \).

To apply the previous lemma for the pair \( \tilde{u}, \tilde{\varphi} \), we make sure its assumptions are satisfied. By the introductory assumption

\[ \sup_{B_{1/8^j}} |u| \leq \frac{1}{8(1+\tau)j}, \]

therefore

\[ \|\tilde{u}\|_{L^\infty(B_1)} \leq 1. \]

On the other hand, as \( \varphi \in C^{1, \beta}(B_1) \) and \( \varphi(0) = 0 \), recalling (4.3), (4.10), (4.11), one has

\[ \sup_{B_{1/8^j}} |\varphi(x) - \nabla \varphi(0) \cdot x| \leq \frac{\mu L}{2L \cdot 8^{(1+\beta)j}} \leq \frac{\mu}{2 \cdot 8^{(1+\tau)j}}. \]
Hence,
\[
\|\tilde{\varphi}\|_{L^\infty(B_1)} = 8^{(1+\tau)j} \sup_{B_{1/8}} |\varphi| \\
\leq 8^{(1+\tau)j} \left[ \frac{\mu}{2 \cdot 8^{(1+\tau)j}} + \frac{|\nabla \varphi(0)|}{8j} \right] \\
\leq \frac{\mu}{2} + \delta_0 \\
\leq \mu.
\]
Also,
\[
|\nabla \tilde{\varphi}(0)| \leq \delta_0.
\]
Lemma 4.1 then implies, for \(\varepsilon = \frac{1}{8}\),
\[
\sup_{B_{1/8}} |\tilde{u}| \leq \frac{1}{8^{1+\tau}}.
\]
The latter gives (4.12).

We are now ready to prove the main result of this section.

**Theorem 4.1** Let \(\Omega \subset \mathbb{R}^n\) be a bounded domain, \(2 \leq p < +\infty\), \(\varphi \in C^{1,\beta}(\Omega)\), for \(\beta \in (0, 1]\) and \(g \in W^{1,p}(\Omega)\). If \(u\) is a solution of (1.1), and \(x_0 \in \partial\{u > \varphi\} \cap \Omega\), then there exist positive universal constants \(\kappa\), \(C\) and \(\rho_0\), depending only on \(p\), \(\gamma\), \(\text{dist}(x_0, \partial\Omega)\), \(\|u\|_{L^\infty(\Omega)}\) and \(\|\varphi\|_{C^{1,\beta}(\Omega)}\), such that whenever
\[
|\nabla \varphi(x_0)| \leq \kappa \rho^\tau,
\]
for \(0 < \rho < \rho_0\), then
\[
\sup_{B_\rho} |u(x) - u(x_0) - \nabla u(x_0) \cdot (x - x_0)| \leq C \rho^{1+\tau},
\]
where \(\tau = \min\left\{\beta, \frac{\gamma}{p-\gamma}\right\}\). Consequently,
\[
\sup_{y \in B_\rho(x_0)} |u(y) - \varphi(x_0)| \leq C \rho^{1+\tau}.
\]

**Proof** Without loss of generality, we may assume that \(x_0 = 0\), \(\varphi(0) = 0\) and \(\Omega = B_1\). Let \(\delta_0\) be as in Lemma 4.2 and set
\[
\tilde{u}(x) := \frac{u(x)}{M} \quad \text{and} \quad \tilde{\varphi}(x) := \frac{\varphi(x)}{M},
\]
for a constant

\[ M \geq \max \left\{ \| u \|_{L^\infty(B_1)}, \frac{1}{\delta_0^{\frac{1}{r-\tau}}} \right\}. \]

Observe that \( \tilde{u} \) is a minimizer for \( I_{\delta_0} \) with obstacle \( \tilde{\varphi} \). Also, \( \| \tilde{u} \|_{L^\infty(B_1)} \leq 1 \) and \( \| \tilde{\varphi} \|_{L^\infty(B_1)} \leq \delta_0 \). Using (4.13), for \( \kappa > 0 \) small enough, one has

\[ |\nabla \tilde{\varphi}(0)| \leq \frac{\kappa}{M} r^{\tau} \leq \delta_0 r^{\tau}. \]

(4.14)

Now if \( 0 < r \leq \frac{1}{4} \), we choose \( k \in \mathbb{N} \) such that

\[ 2^{-(k+1)} < r \leq 2^{-k}. \]

By Lemma 4.2, (4.14) implies

\[ \sup_{B_r} |\tilde{u}| \leq \sup_{B_{2^{-k}}} |\tilde{u}| \leq 2^{-k(1+\tau)} \leq 2^{(1+\tau)} r^{1+\tau}. \]

Consequently,

\[ \sup_{B_r} |u| \leq C r^{1+\tau}, \]

for a constant \( C > 0 \) depending only on \( p, \gamma, \| \varphi \|_{C^{1,\frac{p}{p}}(B_1)} \) and \( \| u \|_{L^\infty(B_1)} \). Recalling Theorem 2.1, note that the last dependence of \( C \) on \( \| u \|_{L^\infty(B_1)} \) can be replaced by \( \| g \|_{W^{1,p}(B_1)} \).

\[ \square \]

5 Scaling adjustment

Our next goal is to obtain sharp regularity for minimizers of (1.1) at the free boundary points, where the gradient of the minimizer is large. The intuition behind the proof is that the problem should behave essentially as an obstacle problem, governed by a uniformly elliptic operator. Unlike the (classical) obstacle problem for \( p \)-Laplacian, [3], when the solution \( u \) can be interpreted as the minimal solution of a uniformly elliptic equation with a bounded right hand side, in singular setting it is not clear whether it will solve the corresponding equation, as our functional is not convex in \( u \). Moreover, even if one is able to conclude that \( u \) indeed solves (1.3), as the right hand side in (1.3) blows up at the free boundary points, we still would not be able to use the elliptic regularity theory.

In this section, to circumvent these difficulties, we use a scaling argument. The idea is to scale the terms near the free boundary points so the problem looks like a linear elliptic equation. One technical difficulty in this approach is that when scaling (since the gradient in this case is bounded away from zero), the corresponding linear terms blow up, as the scaling goes to infinity. To avoid it, we subtract the linear part
of the gradient in the functional. This adjusted scaling then ensures that in the limit, we arrive at a linear elliptic problem without the (zero order) singular term.

To proceed, for \( \xi, a \in \mathbb{R}^n \), we define

\[
\tilde{H}(\xi) := \frac{1}{p\varepsilon^2} \left( |\varepsilon \xi + a|^p - |a|^p - p\varepsilon |a|^{p-2} a \cdot \xi \right).
\]

**Lemma 5.1** Let \( \varepsilon, \delta \in (0, 1], R > 0, \varphi \in C^{1,\beta}(B_R), g \in W^{1,p}(B_R), \kappa_0 > 0 \) and \( a \in \mathbb{R}^n \) be such that \( |a| > \kappa_0 \). If \( u \in W^{1,p}(B_R) \) is a minimizer of

\[
\int_{B_R} \left( \tilde{H}(\nabla u) + \delta (u - \varphi)\gamma \right) \, dx,
\]

over the set \( \mathbb{K}_R \), defined by (1.2), such that

\[
|\varepsilon \nabla u + a| > \kappa_0,
\]

then there exist \( C > 0 \) and \( \alpha \in (0, 1) \) constants, depending only on \( \kappa_0, \|\varphi\|_{C^{1,\beta}(B_R)} \) and \( \|u\|_{L^\infty(B_R)} \), such that

\[
\|u\|_{C^{1,\alpha}(B_R/2)} \leq C.
\]

**Proof** Observe that

\[
H_0(\xi) \geq \tilde{H}(\xi),
\]

where the function \( H_0 \) is defined by (A.3) of Appendix A. Also

\[
H_0(\xi) = \tilde{H}(\xi), \text{ whenever } |\varepsilon \xi + a| > \kappa_0.
\]

Therefore, if \( v \in \mathbb{K}_R \), then

\[
\int_{B_R} \left( H_0(\nabla u) + \delta (u - \varphi)\gamma \right) \, dx = \int_{B_R} \left( \tilde{H}(\nabla u) + \delta (u - \varphi)\gamma \right) \, dx \leq \int_{B_R} \left( \tilde{H}(\nabla v) + \delta (v - \varphi)' \right) \, dx \leq \int_{B_R} \left( H_0(\nabla v) + \delta (v - \varphi)' \right) \, dx,
\]

that is, \( u \) is a minimizer of

\[
\int_{B_R} \left( H_0(\nabla v) + \delta (v - \varphi)' \right) \, dx
\]

over the set \( \mathbb{K}_R \). Theorem 3.1 then implies the desired result. \( \square \)

The next lemma is the main step towards our goal.
Lemma 5.2 If $u$ is a minimizer of (1.1) for $\Omega = B_1$, $0 \in \partial\{u > \varphi\}$ and $0 < \kappa \leq |\nabla u| \leq \Gamma$ for some constants $\kappa$ and $\Gamma$, then there exists $C > 0$, depending only on $n$, $p$, $\kappa$, $\Gamma$, $\|u\|_{L^\infty(B_1)}$ and $\|\varphi\|_{C^1,\delta(B_1)}$, such that for every $r \in (0, 1)$ either

$$\|u - \varphi\|_{L^\infty(B_r)} \leq Cr^\theta,$$

or there exists $j \in \mathbb{N}$ with $2^j r < 1$ such that

$$\|u - \varphi\|_{L^\infty(B_r)} \leq 2^{-j\theta}\|u - \varphi\|_{L^\infty(B_{2^j r})},$$

where

$$\theta := \min\left\{1 + \beta, \frac{2}{2 - \gamma}\right\}.$$

Proof We argue by contradiction and assume that there exists sequence of minimizers $u_k$, obstacles $\varphi_k$ and radii $r_k$ with

$$\max\left\{\|u_k\|_{L^\infty(B_1)}, \|\varphi_k\|_{L^\infty(B_1)}\right\} \leq M < +\infty,$$

such that

$$c_k := \|u_k - \varphi_k\|_{L^\infty(B_{r_k})} > kr_k^\theta. \quad (5.1)$$

and $\forall j \in \mathbb{N}$ with $2^j r_k < 1$,

$$\|u_k - \varphi_k\|_{L^\infty(B_{r_k})} > 2^{-j\theta}\|u_k - \varphi_k\|_{L^\infty(B_{2^j r_k})}. \quad (5.2)$$

Observe that the boundedness of $u_k$, $\varphi_k$ combined with (5.1) implies

$$r_k \to 0. \quad (5.3)$$

On the other hand, by Theorem 3.1,

$$c_k \leq Cr_k^{1+\alpha}, \quad (5.4)$$

with

$$\alpha \leq \min\left\{\beta, \frac{\gamma}{2 - \gamma}\right\}.$$ 

Thus, $1 + \alpha \leq \theta$. As $0 \in \partial\{u_k > \varphi_k\}$, then $\nabla u_k(0) = \nabla \varphi_k(0) := a_k$. The strategy now is to apply Lemma 5.1 to suitably scaled functions. Set

$$\tilde{u}_k(x) := \frac{1}{c_k} [u_k(r_k x) - u_k(0) - a_k \cdot (r_k x)].$$
and

\[ \tilde{\varphi}_k(x) := \frac{1}{c_k} [\varphi_k(r_k x) - \varphi_k(0) - a_k \cdot (r_k x)] . \]

Note that

[\tilde{u}_k \geq \tilde{\varphi}_k \text{ in } B_r, \quad \forall r \leq \frac{1}{r_k}. \quad (5.5) ]

Also \( \tilde{u}_k(0) = \tilde{\varphi}_k(0) = 0, \nabla \tilde{u}_k(0) = \nabla \tilde{\varphi}_k(0) = 0 \) with

\[ \| \tilde{u}_k - \tilde{\varphi}_k \|_{L^\infty(B_1)} = 1, \quad (5.6) \]

and, recalling (5.2),

\[ \| \tilde{u}_k - \tilde{\varphi}_k \|_{L^\infty(B_{2^j})} < 2^{j\theta}. \]

Furthermore,

\[ \| \tilde{\varphi}_k \|_{C^{1,\beta}(B_{1/r_k})} \leq \frac{C_T 1^{1+\beta}}{c_k} \| \varphi_k \|_{C^{1,\beta}(B_1)} \leq \frac{C}{k} \| \varphi_k \|_{C^{1,\beta}(B_1)} \to 0. \quad (5.7) \]

In the second estimate we used the fact that \( 1 + \alpha \leq \theta \) (in fact, the inequality is strict, otherwise (5.1) contradicts to (5.4)) together with (5.1), (5.3) and (5.4). Note that

\[ u_k(x) = c_k \tilde{u}_k \left( \frac{x}{r_k} \right) + u_k(0) + a_k \cdot x, \quad x \in B_{1/r_k}, \]

and since \( u_k \) is a solution of (1.1) with obstacle \( \varphi_k \), then for any \( r \leq \frac{1}{r_k} \), the function \( \tilde{u}_k \) is a minimizer of

\[ \int_{B_r} \left( \frac{|D^{\frac{\gamma}{2}} v + a_k|^p}{p} + c_k^\gamma (v - \tilde{\varphi}_k)^\gamma \right) dx \]

over the set of functions \( v \in W^{1,p}(B_r) \) that stay above \( \tilde{\varphi}_k \), i.e., \( v \geq \tilde{\varphi}_k \). On the other hand, as \( k \to \infty \), using (5.3), (5.4) and (5.1), one has

\[ \varepsilon_k := \frac{c_k}{r_k} \leq C r_k^{\alpha} \to 0 \quad \text{and} \quad \delta_k := \frac{c_k^\gamma}{\varepsilon_k^2} = \frac{r_k^2}{2^{2-\gamma}} \leq \frac{1}{k^{2-\gamma}} \to 0. \]

Since

\[ \int_{B_r} \left( |a_k|^p + p \varepsilon_k |a_k|^{p-2} a_k \cdot D v \right) dx \]
depends only on boundary values of $v$, then $\tilde{u}_k$ is also a minimizer of
\[
\int_{B_r} \left( H_k(\nabla v) + \delta_k (v - \tilde{\varphi}_k)^\gamma \right) \, dx,
\] 
over the set of functions that stay above $\varphi_k$. Here
\[
H_k(\xi) := \frac{1}{p \varepsilon_k^p} \left( |\varepsilon_k \xi + a_k|^p - |a_k|^p - p \varepsilon_k |a_k|^{p-2} a_k \cdot \xi \right), \quad \xi \in \mathbb{R}^n.
\]
As $\kappa \leq |a_k| \leq \Gamma$, then up to a subsequence $a_k \to a_\infty \in \mathbb{R}^n$ and $\kappa \leq |a_\infty| \leq \Gamma$. Consequently, as $k \to \infty$,
\[
H_k(\xi) \to \langle A, \xi \otimes \xi \rangle = \sum_{i,j=1}^n A_{ij} \xi_i \xi_j, \quad \text{(5.9)}
\]
locally uniformly in $\mathbb{R}^n$, where $A$ is the $n \times n$ strictly positive definite matrix defined below
\[
A := |a_\infty|^{p-2} \mathbb{1}_n + (p-2) |a_\infty|^p - |a_\infty|^{p-4} a_\infty \otimes a_\infty \geq \kappa^{p-2} \mathbb{1}_n,
\]
with $\mathbb{1}_n$ being the $n \times n$ identity matrix. By Theorem 3.1, $u_k$ is uniformly $C^{1,\alpha}_{loc}$. Hence, for any $R > 0$, one has
\[
\varepsilon_k |\nabla \tilde{u}_k(x)| = |\nabla u_k(r_k x) - \nabla u_k(0)| \leq C(r_k R)^\alpha, \quad \forall x \in B_R.
\]
Thus, for fixed $R > 0$ and large $k$, we can assume that
\[
\frac{\kappa}{2} \leq |\varepsilon_k \nabla \tilde{u}_k + a_k| \leq 2\Gamma.
\]
Lemma 5.1 then implies that $\tilde{u}_k$ is uniformly bounded in $C^{1,\alpha}(B_R)$. By Arzella-Ascoli theorem, there exists a function $u_* \in C^{1,\alpha}(\mathbb{R}^n)$, such that up to a subsequence,
\[
\tilde{u}_k \to u_* \quad \text{and} \quad \nabla \tilde{u}_k \to \nabla u_* \quad \text{(5.10)}
\]
locally uniformly in $\mathbb{R}^n$. Additionally, using (5.6), (5.7) and (5.10), one has
\[
\|u_*\|_{L^\infty(B_1)} = 1. \quad \text{(5.11)}
\]
Also, (5.5), (5.7) and (5.10) provide $u_* \geq 0$.

Next, we show that $u_*$ is $A$-harmonic, which implies (Liouville’s theorem) that it has to be identically zero (as it vanishes at the origin). More precisely, if $U := \{u_* >}$
0) \neq \emptyset$, then for any $B_r \subset U$ and $\psi \in C_0^\infty(B_r)$, we choose $\varepsilon_0 > 0$ small enough so that for $\varepsilon < \varepsilon_0$ one has
\[
\inf_{B_r} \{u_* + \varepsilon \psi\} > 0 \text{ on } B_r.
\]
Recalling (5.7) and (5.10), by uniform convergence $\tilde{u}_k \to u_*$ and $\tilde{\varphi}_k \to 0$, for $k > k_\varepsilon$, one has
\[
\inf_{B_r} \{u_* + \varepsilon \psi\} - u_* > \varphi_k - \tilde{u}_k,
\]
and hence,
\[
\tilde{u}_k + \varepsilon \psi \geq \varphi_k \text{ on } B_r.
\]
Since $\tilde{u}_k$ is a minimizer of (5.8) over the set of functions that stay above $\varphi_k$, then
\[
\int_{B_r} \left( H_k(\nabla \tilde{u}_k) + \delta_k(\tilde{u}_k - \tilde{\varphi}_k) \right) \, dx 
\leq \int_{B_r} \left( H_k(\nabla (\tilde{u}_k + \varepsilon \psi)) + \delta_k(\tilde{u}_k + \varepsilon \psi - \tilde{\varphi}_k) \right) \, dx.
\]
Using (5.9) and passing to the limit in the last inequality, we obtain
\[
I_A(u_*) \leq I_A(u_* + \varepsilon \psi),
\]
where
\[
I_A(v) := \int_{B_r} \langle A, \nabla v \otimes \nabla v \rangle \, dx.
\]
Thus, $u_*$ is a minimizer of $I_A$ over the set of non-negative functions. Therefore, $u_*$ is $A$-harmonic in $\{u_* > 0\}$, i.e.,
\[
\text{div}(A \nabla u_*) = 0 \text{ in } \{u_* > 0\}.
\]
Using similar reasoning with $\psi \geq 0$, we conclude that $u_*$ is $A$-superharmonic on the whole space $\mathbb{R}^n$, i.e.,
\[
\text{div}(A \nabla u_*) \leq 0 \text{ in } \mathbb{R}^n.
\]
Now, if $B_R$ is any ball and $h_R^*$ is the $A$-harmonic function in $B_R$ that agrees with $u_*$ on $\partial B_R$, then by the maximum principle (see, for example, [15, page 111]), $u_* \geq h_R^* \geq 0$. If $U_R := \{u_* > h_R^*\} \neq \emptyset$, then since $u_* > 0$ in $U_R$, by the previous argument, $u_*$ is $A$-harmonic in $U_R$, and $u_* = h_R^*$ on $\partial U_R$. Once again, using the maximum principle, we conclude that $u_* = h_R^*$ in $U_R$, which is a contradiction, and hence, $u_* = h_R^*$ in
Since $B_R$ was arbitrary, then $u_*$ is everywhere $A$-harmonic. As it is also bounded, Liouville theorem (see, for example, [15, page 112]) then insures that $u_* \equiv \text{const}$. Moreover, as by construction $\tilde{u}_k(0) = 0$, then from (5.10) one has $u_*(0) = 0$. Thus, $u_* \equiv 0$, which contradicts to (5.11).

**Corollary 5.1** If $u$ is a minimizer of (1.1) for $\Omega = B_1$, $0 \in \partial \{u > \varphi\}$ and $0 < \kappa \leq |\nabla u| \leq \Gamma$ for some constants $\kappa$ and $\Gamma$, then there exists $C > 0$, depending only on $n$, $p$, $\kappa$, $\Gamma$, $\|u\|_{L^\infty(B_1)}$ and $\|\varphi\|_{C^{1,\beta}(B_1)}$, such that for every $r \in (0, \frac{1}{2})$ one has

$$\|u - \varphi\|_{L^\infty(B_r)} \leq C r^{1+\tau},$$

where $\tau > 0$ is defined by (4.10).

**6 Large gradient estimates**

We are finally ready to prove sharp regularity of minimizers with large gradient at the free boundary.

**Theorem 6.1** If $u$ is a minimizer of (1.1), $x_0 \in \partial \{u > \varphi\} \cap \Omega$ and $\kappa > 0$ is as in Theorem 4.1, then there exist positive constants $C$ and $\rho_0$, depending only on $p$, $\gamma$, $\|u\|_{L^\infty(\Omega)}$ and $\|\varphi\|_{C^{1,\beta}(\Omega)}$, such that whenever $|\nabla u(x_0)| > \kappa \rho^{\tau}$, for some $\rho < \rho_0$, then

$$\sup_{B_\rho} |u(x) - u(x_0) - \nabla u(x_0) \cdot (x - x_0)| \leq C \rho^{1+\tau},$$

where $\tau = \min \left\{\beta, \frac{\gamma}{\rho - \gamma}\right\}$.

**Proof** The idea is to apply Corollary 5.1 to a suitably rescaled function. For that purpose, set

$$\rho_* := \left(\frac{|\nabla u(x_0)|}{\kappa}\right)^{\frac{1}{\tau}}$$

and define

$$\tilde{u}(x) := \frac{u(x_0 + \rho_* x) - u(x_0)}{\rho_*^{1+\tau}}, \quad \tilde{\varphi}(x) := \frac{\varphi(x_0 + \rho_* x) - \varphi(x_0)}{\rho_*^{1+\tau}}.$$  

Observe that $\tilde{u}$ is a minimizer of (1.1) for $\Omega = B_1$ with obstacle $\tilde{\varphi}$, and $0 \in \partial \{\tilde{u} > \tilde{\varphi}\}$. For $\rho_* \leq \rho_0$, Theorem 4.1 provides

$$\sup_{x \in B_{\rho_*}(x_0)} |u(x) - u(x_0)| \leq C \rho_*^{1+\tau}.$$
Hence, $\tilde{u}$ is uniformly bounded in $B_1$, i.e., there exists a constant $C_1 > 0$, such that
\[ \| \tilde{u} \|_{L^\infty(B_1)} < C_1. \]

As zero is a contact point, then
\[ |\nabla \tilde{\varphi}(0)| = |\nabla \tilde{u}(0)| = \frac{1}{\rho_\ast} |\nabla u(x_0)| = \kappa, \]
and so there exists a universal constant $C_2 > 0$, such that
\[ \| \tilde{\varphi} \|_{C^{1,\beta}(B_1)} \leq C \| \varphi \|_{C^{1,\beta}(\Omega)} < C_2. \]

Note also that there exists $r_\ast > 0$, depending only on $\kappa$, $C_1$ and $C_2$, such that
\[ \kappa < |\nabla \tilde{u}(x)| < \frac{2}{\kappa} \text{ in } B_{r_\ast}. \]

Applying Corollary 5.1 in $B_{r_\ast}$ for the minimizer $\tilde{u}$ with obstacle $\tilde{\varphi}$, for $r \in (0, \frac{r_\ast}{2})$, we have
\[ \sup_{|x| < r} |\tilde{u}(x) - u(0) - \nabla \tilde{u}(0) \cdot x| \leq Cr^{1+\tau}. \]

The latter, in terms of the function $u$, is
\[ \sup_{|x-x_0| < r} |u(x) - u(x_0) - \nabla u(x_0) \cdot (x - x_0)| \leq Cr^{1+\tau}, \]
where $0 < r < \frac{\rho_\ast r_\ast}{2}$.

If $\frac{\rho_\ast r_\ast}{2} \leq r \leq \rho_\ast$, then, as $B_r(x_0) \subseteq B_{\rho_\ast}(x_0)$, applying Theorem 4.1 with radius $\rho_\ast$, we estimate
\[ \sup_{|x-x_0| < r} |u(x) - u(x_0) - \nabla u(x_0) \cdot (x - x_0)| \leq C \rho_\ast^{1+\tau} \leq C \frac{2^{1+\tau}}{r_\ast} r^{1+\tau}. \]

Finally, if $\rho_\ast > \rho_0$, then
\[ |\nabla u(x_0)| > \kappa \rho_0^\tau, \]
and Corollary 5.1 gives the desired estimate. \qed

As a consequence of Theorems 4.1 and 6.1, we obtain the following result.
Theorem 6.2 Let $\varphi \in C^1,\beta(\Omega)$, $g \in W^{1,p}(\Omega)$, $p \in [2, \infty)$ and $\gamma \in (0, 1)$. If $u$ is a minimizer of (1.1), then for any $\Omega' \subset \subset \Omega$, there exist universal constants $C > 0$ and $r_0 > 0$ such that for any $r \in (0, r_0)$ and for any $y \in \partial\{u > \varphi\} \cap \Omega'$, one has
\[
\sup_{x \in B_r(y)} |u(x) - u(y) - \nabla u(y) \cdot (x - y)| < Cr^{1+\tau},
\]
where $\tau = \min\left\{\beta, \frac{\gamma}{p-\gamma}\right\}$, i.e., $u$ is $C^{1,\tau}_{\text{loc}}$ at $\partial\{u > \varphi\}$, and this regularity is optimal.
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Appendix A

In this appendix we prove some properties of the auxiliary functions $H$ and $G$, that are used in Sect. 3. We also construct a function $H_0$ satisfying (1.7), which is used in the proof of Lemma 5.1.

Lemma A.1 If $H$ satisfies (1.7) and $G$ is defined by (1.8), then
\[
H(x) - H(y) - \nabla H(y) \cdot (x - y) \geq c G(|x - y|),
\]
where $c > 0$ is a constant depending only on $\kappa_1, \kappa_2, \Lambda, \lambda, \Upsilon$ and $p$.

Proof Define
\[
\tilde{\omega}(z) := \frac{\omega(z)}{z} = \kappa_1 z^{p-2} + \kappa_2
\]
and observe that
\[
G(|x - y|) \leq C (\tilde{\omega}(|x|) + \tilde{\omega}(|y|)) |x - y|^2
\]
and
\[
\int_0^1 (1 - s)\tilde{\omega}((1 - s)x + sy) \, ds \geq c (\tilde{\omega}(|x|) + \tilde{\omega}(|y|)),
\]
for any $x, y \in \mathbb{R}^n$. Then

$$H(x) - H(y) - \nabla H(y) \cdot (x - y)$$

$$= \int_0^1 (1 - s) \langle D^2 H((1 - s)x + sy), (x - y) \otimes (x - y) \rangle \, ds$$

$$\geq c |x - y|^2 \int_0^1 (1 - s) \tilde{\omega}(|(1 - s)x + sy|) \, ds$$

$$\geq c (\tilde{\omega}(|x|) + \tilde{\omega}(|y|)) |x - y|^2 \geq c \, G(|x - y|).$$

\[\square\]

**Lemma A.2** If $u, v \in W^{1,p}(B_R)$, then there exists a constant $C > 0$, depending only on $p$ and $n$, such that for $p \geq 1$, we have

$$\int_{B_R} G(|\nabla u - (\nabla u)_R|) \, dx \leq C \int_{B_R} G(|\nabla v - (\nabla v)_R|) \, dx$$

$$+ C \int_{B_R} G(|\nabla u - \nabla v|) \, dx.$$

**Proof** Note that

$$G(x + y) \leq C (G(x) + G(y)).$$

Observe also

$$G(|\nabla u - (\nabla u)_R|) \leq C (G(|\nabla v - (\nabla u)_R|) + G(|\nabla u - \nabla v|))$$

$$\leq C \left( G(|\nabla v - (\nabla v)_R|) + G(|(\nabla u)_R - (\nabla v)_R|) + G(|\nabla u - \nabla v|) \right).$$

(A.2)

Using the convexity of $G$ and Jensen’s inequality, one has

$$G(|(\nabla u)_R - (\nabla v)_R|) = G(|\nabla (u - v)_R|) \leq \left( G(|\nabla (u - v)|) \right)_R.$$

Integrating the latter over $B_R$, we get

$$\int_{B_R} G(|\nabla (u - v)_R|) \, dx \leq \int_{B_R} \left( G(|\nabla (u - v)|) \right)_R \, dx$$

$$= \int_{B_R} G(|\nabla (u - v)|) \, dx,$$

therefore, integrating (A.2) over $B_R$, we get the desired estimate. \[\square\]
Note that if \( v \in W^{1,p}(B_R), \, r > 0 \) is a minimizer of the functional

\[
\int_{B_R} H(\nabla v) \, dx,
\]

then in \( B_R \) it solves the Euler-Lagrange equation

\[
\text{div} \, (\nabla H(\nabla v)) = 0,
\]

i.e., \( v \) is \( H \)-harmonic (and hence, has Hölder continuous gradient, \([15]\)). Therefore (see \([16, \text{Lemmas 5.1 and 5.2}]\) for the proof), the following lemma holds.

**Lemma A.3** If \( v \in W^{1,p}(B_R) \) is a minimizer of

\[
\int_{B_R} H(\nabla v) \, dx,
\]

then there exist \( C > 0 \) and \( \sigma > 0 \) constants depending only on \( \kappa_1, \kappa_2 \) and \( \|v\|_{L^\infty(B_r)} \), such that for each \( 0 < r < R \), one has

\[
\int_{B_r} G(|\nabla v - (\nabla v)_r|) \, dx \leq C \left( \frac{r}{R} \right)^{n+q\sigma} \int_{B_R} G(|\nabla v - (\nabla v)_R|) \, dx,
\]

where \( q \) is defined by (3.2).

**An auxiliary function** We close this appendix by constructing a function \( H_0 \) satisfying (1.7). Its role is evident in the Sect. 5, when elaborating a scaling argument aimed to obtaining sharp regularity of minimizers of (1.1) with large gradient at the free boundary points. To construct it, first we choose \( \nu > 0 \) small enough so that the function

\[
h(z) := |z|^p + \nu|z|^2 (\kappa_0^2 - |z|^2)^3 \chi_{\{|z| \leq \kappa_0\}}, \quad z \in \mathbb{R}^n
\]

is of class \( C^2(\mathbb{R}^n) \) with

\[
|D^2 h(z)| \geq \nu_1 |z|^{p-2} + \nu_2,
\]

for some positive constants \( \nu_1 \) and \( \nu_2 \), depending only on \( \kappa_0 \) and \( p \). Here \( \chi_E \) is the characteristic function of the set \( E \).

Observe that for fixed \( p \geq 2, \kappa_0 > 0 \) and small \( \nu > 0 \), the function \( h(z) \) is strictly convex (see below), agrees with \( |z|^p \) away from zero, and its graph is never below \( |z|^p \) (see Fig. 2). We now set

\[
H_0(\xi) := \frac{1}{p\varepsilon^2} \left( h(\varepsilon \xi + a) - h(a) - \varepsilon \nabla h(a) \cdot \xi \right).
\]
Below we check that $H_0$ satisfies the conditions (1.7). Direct computation reveals

$$\nabla h(z) = p|z|^{p-2}z + 2v \left[ (\kappa_0^2 - |z|^2)^3 - 3(\kappa_0^2 - |z|^2)^2|z|^2 \right] z \chi_{\{|z| \leq \kappa_0\}}$$

$$= p|z|^{p-2}z + 2v(\kappa_0^2 - 4|z|^2)(\kappa_0^2 - |z|^2)^2z \chi_{\{|z| \leq \kappa_0\}},$$

and

$$D^2 h(z) = p|z|^{p-2}\mathbb{I}_n + p(p-2)|z|^{p-4}z \otimes z + 2v(\kappa_0^2 - 4|z|^2)(\kappa_0^2 - |z|^2)^2\mathbb{I}_n \chi_{\{|z| \leq \kappa_0\}}$$

$$- 12v(\kappa_0^4 - 3\kappa_0^2|z|^2 + 2|z|^4)z \otimes z \chi_{\{|z| \leq \kappa_0\}},$$

where $\mathbb{I}_n$ is the $n \times n$ identity matrix. Note that the last two terms in (A.4) are bounded, hence

$$|D^2 h(z)| \leq p(p-1)|z|^{p-2} + C_{p,\kappa_0,v},$$

for a constant $C_{p,\kappa_0,v} > 0$ depending only on $p$, $\kappa_0$ and $v$.

To have a lower bound on the quadratic form $\eta^T D^2 h(z) \eta$, $\eta \in \mathbb{R}^n$, we will consider two cases $|z| < \kappa_0/4$ and $|z| \geq \kappa_0/4$. In the first case, we have

$$\eta^T D^2 h(z) \eta = p|z|^{p-2}|\eta|^2 + p(p-2)|z|^{p-4}|z \cdot \eta|^2 + v(\kappa_0^6|\eta|^2 - 10\kappa_0^4|z \cdot \eta|^2)$$

$$\geq \left(p|z|^{p-2} + 6v\kappa_0^6\right)|\eta|^2.$$
In the second case, note that

\[
\eta^T D^2 h(z) \eta = p|z|^{p-2} |\eta|^2 + p(p - 2)|z|^{p-4} |z \cdot \eta|^2 \\
+ 2\nu(\kappa_0^2 - 4|z|^2)(\kappa_0^2 - |z|^2)^2 |\eta|^2 \chi_{|z| \leq \kappa_0}
- 12\nu(\kappa_0^4 - 3\kappa_0^2 |z|^2 + 2|z|^4) |z \cdot \eta|^2 \chi_{|z| \leq \kappa_0}
\geq p|z|^{p-2} |\eta|^2 - 2\nu\kappa_0^6 |\eta|^2 - 12\nu(\kappa_0^4 + 2|z|^4) |z|^2 |\eta|^2 \chi_{|z| \leq \kappa_0}
\geq \left( p|z|^{p-2} - 38\nu\kappa_0^6 \right) |\eta|^2
\geq \left( \frac{p}{2} |z|^{p-2} + \frac{p}{4} |\kappa_0/4|^{p-2} - 38\nu\kappa_0^6 \right) |\eta|^2
\geq \left( \frac{p}{2} |z|^{p-2} + \frac{p}{4} |\kappa_0/4|^{p-2} \right) |\eta|^2,
\]

where the last inequality holds for \( \nu \leq \frac{p}{152} |\kappa_0/4|^{p-8} \). To sum up, for \( \nu > 0 \) small enough, we have

\[
\eta^T D^2 h(z) \eta \geq \left( c_1 |z|^{p-2} + c_2 \right) |\eta|^2,
\]

(A.6)

where \( c_1 > 0 \) is a constant depending only on \( p \) and \( c_2 > 0 \) depends only on \( p \) and \( \kappa_0 \).

We are now ready to see that \( H_0 \) defined by (A.3) satisfies (1.7). We have

\[
\nabla H_0(\xi) = \frac{1}{p\varepsilon} (\nabla h(\varepsilon \xi + a) - \nabla h(a)) = \frac{1}{p} \int_0^1 D^2 h(t\varepsilon \xi + a) \cdot \xi \, dt,
\]

therefore, from (A.5),

\[
|\nabla H_0(\xi)| \leq C_p (\varepsilon^{p-2} |\xi|^{p-2} + |a|^{p-2} + 1)|\xi|,
\]

for a constant \( C_p > 0 \) depending only on \( p \). Thus, the first inequality of (1.7) is satisfied. Also

\[
D^2 H_0(\xi) = \frac{1}{p} D^2 h(\varepsilon \xi + a),
\]

and similarly

\[
|D^2 H_0(\xi)| \leq C_p (\varepsilon^{p-2} |\xi|^{p-2} + |a|^{p-2} + 1).
\]

Thus, \( H_0 \) satisfies the second inequality of (1.7) as well. To check the last inequality of (1.7), observe that from (A.6) we have

\[
\eta^T D^2 H_0(\xi) \eta \geq \left( c_1 |\varepsilon \xi + a|^{p-2} + c_2 \right) |\eta|^2,
\]
On the other hand, for $|\xi| > 2|a|/\varepsilon$, we estimate

$$c_1|\varepsilon \xi + a|^{p-2} + c_2 \geq c_1 (|\varepsilon \xi| - |a|)^{p-2} + c_2 \geq 2^{p-2} c_1 \varepsilon^{p-2} |\xi|^{p-2} + c_2,$$

and for $|\xi| \leq 2|a|/\varepsilon$, one has

$$(\varepsilon^{p-2} |\xi|^{p-2} + |a|^{p-2} + 1) \leq 2^{p-2} |a|^{p-2} + |a|^{p-2} + 1 \leq \frac{1}{c_2} \left( 2^{p-2} |a|^{p-2} + |a|^{p-2} + 1 \right) \left( c_1 |\varepsilon \xi + a|^{p-2} + c_2 \right).$$

Thus, there exist $\tilde{c}_1, \tilde{c}_2 > 0$ depending uniformly on $|a|, p,$ and $\kappa_0$, such that

$$\eta^T D^2 H_0(\xi) \eta \geq (\varepsilon^{p-2} \tilde{c}_1 |\xi|^{p-2} + \tilde{c}_2) |\eta|^2.$$

It remains to take $\kappa_1 = \varepsilon^{p-2} \tilde{c}_1, \kappa_2 = \tilde{c}_2$ and note that $\kappa_1, \kappa_2$ are uniformly bounded, while $\kappa_1 + \kappa_2$ is uniformly away from zero. Thus, $H_0$ satisfies all three inequalities of (1.7).

For the reader’s convenience, we collect here some known results that were used in the paper. The first result is from [14, Lemma 5.13].

**Lemma B.1** If $\phi(\rho) \geq 0$ is a non-decreasing function and

$$\phi(\rho) \leq A \left[ \left( \frac{\rho}{R} \right)^\alpha + \varepsilon \right] \phi(R) + BR^\beta,$$

for some $A, \alpha, \beta > 0$, with $\alpha > \beta$ and for all $0 \leq \rho \leq R \leq R_0$, where $R_0 > 0$ is given, then there exist positive constants $\varepsilon_0$ and $c$, depending only on $A, \alpha, \beta$, such that if $\varepsilon \leq \varepsilon_0$, then

$$\phi(\rho) \leq c \left[ \left( \frac{\rho}{R} \right)^\beta \phi(R) + B \rho^\beta \right],$$

for all $0 \leq \rho \leq R \leq R_0$.

The next lemma is from [19, Corollary 3.10].

**Lemma B.2** If $u$ is a $p$-superharmonic function in $B_r$, i.e., $-\Delta_p u \geq 0$, then for $\theta \in (0, 1)$ and any $0 < q \leq p$, one has

$$\sup_{B_{\theta r}} u^- \leq \frac{C}{(1 - \theta)^{n/q}} \frac{1}{|B_r|} \|u^-\|_{L^q(B_r)},$$

where the constant $C > 0$ depends only on $n$ and $p$.

We close the appendix by recalling the weak Harnack inequality from [19, Theorem 3.13].
Theorem B.1 If \( u \) is a \( p \)-superharmonic function in \( \Omega \), and \( 0 \leq u \leq M < \infty \) in some ball \( B_r \subset \Omega \), for a constant \( M \), then for any \( \rho, \theta \in (0, 1) \) and \( s \in \left( 0, \frac{n(p-1)}{n-p} \right) \), there exists a constant \( C > 0 \), depending only on \( p \), \( n \), \( \rho \), \( \theta \) and \( s \), such that

\[
\frac{1}{|B_{\rho r}|} \|u\|_{L^s(B_{\rho r})} \leq C \inf_{B_{\theta r}} u.
\]

In case \( p = n \), the conclusion holds for any \( s > 0 \).
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