A Deep Learning-Based Sentiment Classification Model for Real Online Consumption

Yang Su¹* and Yan Shen²

¹ School of Art, Anhui Polytechnic University, Wuhu, China, ² Ideological, Political and Basic Teaching Department, Communication University of China, Nanjing, China

Most e-commerce platforms allow consumers to post product reviews, causing more and more consumers to get into the habit of reading reviews before they buy. These online reviews serve as an emotional feedback of consumers' product experience and contain a lot of important information, but inevitably there are malicious or irrelevant reviews. It is especially important to discover and identify the real sentiment tendency in online reviews in a timely manner. Therefore, a deep learning-based real online consumer sentiment classification model is proposed. First, the mapping relationship between online reviews of goods and sentiment features is established based on expert knowledge and using fuzzy mathematics, thus mapping the high-dimensional original text data into a continuous low-dimensional space. Secondly, after obtaining local contextual features using convolutional operations, the long-term dependencies between features are fully considered by a bidirectional long- and short-term memory network. Then, the degree of contribution of different words to the text is considered by introducing an attention mechanism, and a regular term constraint is introduced in the objective function. The experimental results show that the proposed convolutional attention–long and short-term memory network (CA–LSTM) model has a higher test accuracy of 83.3% compared with other models, indicating that the model has better classification performance.
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INTRODUCTION

With the rapid growth of the Internet and large e-commerce websites (e.g., Jingdong, Tmall, Taobao, Amazon, etc.), online shopping has become increasingly popular. In China, the size of online shopping users reached 569 million in 2018. Consumers can use e-commerce websites to freely express their experiences and feelings about the products they buy, and a 2014 study by Ariadne Consulting reported that about 63.9% of online consumers write product reviews after shopping (Cambria et al., 2018; Capraro and Vanzo, 2018; Dragoni et al., 2018; Mäntylä et al., 2018). In total, 72.6% of consumers read other consumers' product reviews before purchasing a product to make quicker and easier decisions. This review information is of great value to both the individual consumer and the company. Therefore, the analysis of sentiment tendency of reviews becomes particularly important.
The presence of a large number of online watermen has led to the existence of more than 15% of false online reviews on e-commerce websites. The presence of fake reviews can convey false emotional tendencies to consumers, leading to user attrition and even to wrong decision-making behavior (Alkubaisi et al., 2018; Wei et al., 2018; Samah, 2021; Shamrat et al., 2021). In addition, managers of e-commerce websites analyze the sentiments reflected in consumer reviews in order to rate merchants and thus eventually lower the ranking of merchants with bad reviews. Therefore, it is particularly important to detect and accurately identify the true sentiment tendencies in online reviews in a timely manner.

Obtaining the sentiment tendency of a review by hand can have many problems in terms of objectivity, accuracy, and efficiency. Therefore, how to use natural language processing and artificial intelligence technologies to automatically and efficiently mine the sentiment tendency of review texts has become a popular and highly significant research topic today (Dehkharighani et al., 2014; Ghiassi and Lee, 2018; Weng et al., 2018; Liu et al., 2021; Naeem et al., 2021). The traditional rule-based text sentiment analysis methods mainly analyze the sentiment of texts based on sentiment dictionaries, feature statistics and sentiment templates obtained from human experience or expert opinions. Therefore, the traditional rule-based methods cannot distinguish the false sentiment from the real sentiment in the review text.

Therefore, this paper aims to investigate the problem of identifying the true affective tendencies of reviews in large e-commerce websites, and to determine whether consumers’ true affective tendencies are positive or negative by establishing a mapping relationship between online reviews of products and affective characteristics. Based on long and short-term memory network (LSTM), a classification model is constructed by extracting real consumer sentiment feature indicators from the context of reviews with the help of attention mechanisms and convolution operations, with the aim of reducing the proportion of spam reviews and helping to improve the overall review quality of the website.

The rest of the paper is organized as follows: In section “Related Research,” a related research is studied in detail, while section “The Connection Between Product Reviews and Emotional Characteristics” provides the detailed connection between product reviews and sentimental characteristics. Section “Real Online Consumer Sentiment Classification Model” provides detailed real online consumer sentiment classification model. Section “Experiment and Result Analysis” provides the results and discussion. Finally, the paper is concluded in section “Conclusion.”

RELATED RESEARCH

Fake reviews, also known as Deceptive review, are divided into three main categories (Chen et al., 2015; Hou, 2020; Khan et al., 2020): (1) Untruthful opinion, i.e., exaggerated praise or excessive denigration of products or services, thus influencing users’ opinions or consumption behavior; (2) Reviews on brands only i.e., the review content is not related to the product itself, but mainly evaluates the brand, manufacturer or seller of the product, etc.; (3) Non-reviews, i.e., users post non-repetitive reviews, advertisements or links, etc., that are not related to the target product.

The core of online review mining mainly lies in the judgment of sentiment tendency. Currently, in the research of identifying spam reviews, most researchers use text sentiment analysis to mine the sentiment tendency of user reviews and analyze users’ recognition of products or services. For example, Zhang et al. (2020) proposed a logical model for evaluating the sentiment tendency based on review product attributes, starting from the perspective of online product review attribute sentiment. The three key dictionaries in this model are generic attribute dictionary, personalized attribute dictionary, and sentiment tendency dictionary. Rehman et al. (2017) proposed a set of rules to identify spam reviews and combined this rule with a time series approach to identify the sentiment polarity and sentiment intensity of spam reviews. In addition, some other researchers have utilized sentiment analysis techniques in extracting feature metrics. For example, Tao and Liu (2018) proposed a novel detection framework called novel detection framework to mine sentiment features for potential pairwise features in a large number of comment texts to model the relationship between spam comments more robustly.

In the research of identifying spam reviews, besides the key steps of clarifying the concept of spam reviews and mining the features of reviews, the most important is to build a text classification model. At present, the more commonly used methods of classification models are mainly divided into three types: (1) Supervised machine learning methods, Semi-supervised learning methods and Unsupervised learning methods. Liu (2015) proposed a method to detect spam comments using Stylometric features and construct a text classification model using Support Vector Machine (SVM) and plain Bayesian classification algorithm. Suhasini and Badugu (2018) provided an unsupervised recognition model of basic term association knowledge to help improve the efficiency of mining potential classification features.

For the problem that existing online review sentiment classification methods do not distinguish between true and false sentiment features, a deep learning-based sentiment classification model for true online consumption is proposed. The experimental results show that the proposed convolutional attention LSTM (CA-LSTM) model has higher testing accuracy compared with other models, which verifies the advancement and effectiveness of the model. Based on the bidirectional LSTM, the classification model is constructed by extracting real consumer sentiment feature indicators from the context of reviews with the help of attention mechanism and convolution operation.

The main innovation points of this paper are as follows:

1. To solve the problem that traditional mathematical methods are difficult to analyze sentiment features directly and quantitatively, we establish the mapping relationship between product online reviews and sentiment features with the help of expert knowledge and using fuzzy
mathematics, so as to clarify the relationship between consumers’ real psychology and review attributes using a spatial Boolean model.

(2) In order to effectively identify the relationship matrix between product attributes and sentiment features, the classification model is constructed by extracting real consumer sentiment feature indicators from the context of reviews with the help of attention mechanism and convolution operation on the basis of Bi-directional short-term memory network, which improves the correct rate of review text classification.

THE CONNECTION BETWEEN PRODUCT REVIEWS AND EMOTIONAL CHARACTERISTICS

Consumers usually assess the emotional characteristics conveyed by a product based on their own experiences, personal preferences, etc. during the process of purchasing the product online. It can be seen that the true sentiment characteristics of product reviews are usually expressed through the review attributes. Therefore, in order to identify the real emotional tendencies of consumers, it is first necessary to link the product review model and the emotional features, i.e., to establish the relationship between product reviews and emotional features, so as to extract the emotional features of the reviews based on the review attributes. In this paper, the link between review attributes and sentiment features is established with the help of expert knowledge and using fuzzy mathematics.

Fuzzy Mathematics Is Introduced

Fuzzy mathematics is a branch of mathematics that studies and deals with fuzzy phenomena and can effectively deal with concepts that are more subjective. For this reason, this paper introduces the theory of fuzzy mathematics (Kang et al., 2018) and adopts the method of fuzzy linguistic variables to describe the emotional characteristics of users in the process of consumption and quantify the qualitative and subjective information of users. Linguistic variables are usually represented by fuzzy mathematical methods, which means that they are converted into fuzzy numbers for quantification purposes. Because of the simplicity of the triangular affiliation function representation and the ease of describing emotional needs, in this study, triangular fuzzy numbers are used to represent linguistic variables. Assuming that \( \tilde{a} \) is a triangular fuzzy number, represented by a set of ternary numbers as \( \tilde{a} = (a_1, a_2, a_3) \), where \( a_1 < a_2 < a_3 \), the definition of the triangular affiliation function \( \mu_{\tilde{a}}(x) \) is shown in Equation (1), and the corresponding affiliation function graph is given in Figure 1.

\[
\mu_{\tilde{a}}(x) = \begin{cases} 
\frac{x-a_1}{a_2-a_1} & a_1 \leq x < a_2 \\
\frac{x-a_2}{a_3-a_2} & a_2 \leq x < a_3 \\
0 & \text{others}
\end{cases}
\]

(1)

It is important to note that fuzzy numbers are not explicit values and are difficult to compare directly. In order to accomplish this, it is necessary to defuzzify the triangular fuzzy numbers, i.e., convert the fuzzy sets into the corresponding single values. Commonly used methods include the prime method, the maximum subordination method, and the Maximum-minimum set method. Suppose \( \tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n \) are \( n \) triangular fuzzy numbers, where \( \tilde{a}_i = (a_{i1}, a_{i2}, a_{i3}) \), then as shown in Figure 2, the affiliation functions corresponding to the maximum set \( M \) and the minimum set \( m \) are shown in Equations (2) and (3), respectively.

\[
\mu_M(x) = \begin{cases} 
\frac{x-x_{\text{min}}}{x_{\text{max}}-x_{\text{min}}} & x_{\text{min}} \leq x \leq x_{\text{max}} \\
0 & \text{others}
\end{cases}
\]

(2)

\[
\mu_m(x) = \begin{cases} 
\frac{x-x_{\text{max}}}{x_{\text{max}}-x_{\text{min}}} & x_{\text{min}} \leq x \leq x_{\text{max}} \\
0 & \text{others}
\end{cases}
\]

(3)
Representation of the Review Model

In order to quantify the sentiment characteristics embedded in the reviews, it is necessary to represent the review attributes by means of a mathematical model (Kakad and Dhage, 2021). Reviews generally contain multiple attributes, each of which in turn includes a varying number of attribute values. Assume that the review has \( t \) attributes, the \( j \)-th attribute contains \( c_j \) attribute values, and \( f_i(j \rightarrow k) \) denotes the \( k \)-th attribute value of the \( j \)-th attribute of item \( i \), where \( j = 1, 2, \ldots, t; k = 1, 2, \ldots, c_j \). For the same review, each attribute will and will only be represented as one of the attribute values, i.e., the constraints are as follows:

\[
\sum_{k=1}^{c_j} f_i(j \rightarrow k) = 1 \tag{4}
\]

In this paper, the different attribute values exhibited by the comment attributes are used to distinguish and describe the comments, and the spatial Boolean model representation is applied, then the comment model can be expressed in the following form.

\[
F_i = (f_i(1 \rightarrow 1), f_i(1 \rightarrow 2), \ldots f_i(t \rightarrow c_t)) \tag{5}
\]

Semantic Ambiguity of Sentiment Features

There are many fuzzy factors when using sentiment vocabulary to describe the sentiment characteristics of reviews, and the concept itself has certain uncertainty, which is difficult to analyze directly and quantitatively using traditional mathematical methods. Therefore, this paper introduces linguistic variables and combines fuzzy mathematical methods to assign numerical values to fuzzy subjective information to complete the semantic fuzzification of sentiment features. In this paper, a seven-level evaluation scale (Lanjewar et al., 2015) is used to describe the affective characteristics of reviews, and the specific linguistic variable values and triangular fuzzy numbers are shown in Table 1, and the corresponding affiliation functions are shown in Figure 3, taking clothing product reviews as an example.

The Relationship Between Review Attributes and Sentiment Characteristics

In order to establish the relationship between review attributes and emotional characteristics, this paper combines qualitative and quantitative methods to transform domain expert knowledge into quantified data. According to the relationship between linguistic variables and triangular fuzzy numbers in Table 1, the evaluation results are expressed in the form of triangular fuzzy numbers, such as \( l = (a, b, c) \), then the evaluation results of three experts can be expressed as \( j \rightarrow k \), \( j \rightarrow k \), \( j \rightarrow k \), respectively. For the weighted average of expert knowledge, then the relationship between sentiment features and comment attributes can be calculated by Equation (6).

\[
\tilde{r}_j \approx k = \frac{1}{3} \left[ \oplus \tilde{r}_j \approx k \oplus \tilde{r}_j \approx k \oplus \tilde{r}_j \approx k \right] \tag{6}
\]

where \( l \) denotes the sentiment feature, \( j \) denotes the comment attribute, and \( j \rightarrow k \) denotes the attribute value of attribute \( j \).

To facilitate the subsequent analytical calculations, the correspondence between the above-mentioned comment attributes and emotional characteristics is expressed in the form of Equation (7).

\[
U = \begin{bmatrix}
u_T (\tilde{r}_1^{e_1}) & u_T (\tilde{r}_2^{e_1}) & \ldots & u_T (\tilde{r}_n^{e_1}) \\
u_T (\tilde{r}_1^{e_2}) & u_T (\tilde{r}_2^{e_2}) & \ldots & u_T (\tilde{r}_n^{e_2}) \\
\vdots & \vdots & \ddots & \vdots \\
u_T (\tilde{r}_1^{e_c}) & u_T (\tilde{r}_2^{e_c}) & \ldots & u_T (\tilde{r}_n^{e_c})
\end{bmatrix} \tag{7}
\]

where \( u_T (\tilde{r}_i^{e_k}) \) denotes the correspondence between attribute value \( j \rightarrow k \) and sentiment feature \( i \).

### Table 1: Linguistic variables for affective characterization.

| Linguistic variable values | Triangular fuzzy number |
|---------------------------|------------------------|
| Extreme mature (EM)       | (0.0, 0.0, 0.1)        |
| Very mature (VM)          | (0.0, 0.1, 0.3)        |
| Normal mature (NM)        | (0.1, 0.3, 0.5)        |
| Central (C)               | (0.3, 0.5, 0.7)        |
| Normal young (NY)         | (0.5, 0.7, 0.9)        |
| Very young (VY)           | (0.7, 0.9, 1.0)        |
| Extreme young (EY)        | (0.9, 1.0, 1.0)        |

---

**REAL ONLINE CONSUMER SENTIMENT CLASSIFICATION MODEL**

The Proposed Convolutional Attention–Long and Short-Term Memory Network Model

In order to solve the problem of real sentiment analysis of product reviews, this paper proposes a CA-LSTM model based...
FIGURE 4 | Convolutional attention-long and short-term memory network (CA-LSTM) model.

on typical LSTMs in deep learning techniques, as shown in Figure 4. We regard false comments as junk comments, and use fuzzy mathematics to establish the relationship matrix between commodity attributes and emotional characteristics, thus eliminating the influence of these false comments. Note that the input of CA-LSTM model is the above relational matrix. This model consists of the following five main steps.

Step 1: text representation using the relationship matrix of comment attributes and sentiment features.
Step 2: Obtaining local features using convolution operations.
Step 3: taking full account of the long-term dependencies between features using the BiLSTM model.
Step 4: introduction of an attention mechanism to represent the veracity of different features.
Step 5: Sentiment classification using classifier.

(1) Input layer.

The relationship matrix \( U \) of comment attributes and sentiment features is used to vectorize the unlogged words for initialization. A comment in the input layer can be vectorized as follows:

\[
x_{1:n} = U(x_1 \oplus x_2 \oplus \ldots \oplus x_n)
\]  

where \( n \) is the length of a comment.

(2) Convolution layer.

The role of the convolution kernel is to get the local features of the input data by window sliding. The convolution filter \( m \in \mathbb{R}^{h \times k} \) is a convolution operation on a \( k \)-dimensional word vector with window \( h \). The new feature of the \( i \)-th word in a comment is represented as follows:

\[
c_i = f(m \cdot x_{i+h-1} + b)
\]  

where \( m \) and \( b \) are the weight matrix and bias, respectively. \( f \) is the non-linear activation function Relu.

The characteristics of the comments are expressed as follows:

\[
C = [c_1, c_2, \ldots, c_{n-h+1}], C \in \mathbb{R}^{n-h+1}
\]  

(3) Fully connected layer.

The output \( y_i \) of this layer is connected by each feature mapping, which can be expressed as follows:

\[
y_i = C_1^i \oplus C_2^i \oplus \ldots \oplus C_p^i
\]  

(4) Bidirectional LSTM layer.
Although LSTM can solve the problem of long-term dependency, it does not utilize the contextual information of the text, so this paper adopts the Bidirectional LSTM (BiLSTM) model (Contractor et al., 2021; Li et al., 2021; Liu and Zhang, 2021) to consider the contextual information of the text at the same time. The forward LSTM and backward LSTM can obtain the above and below information of the input sequence, respectively, by two LSTMs to get the hidden layer states with opposite timing and connect them to get the same output. The BiLSTM model can effectively improve the accuracy. The hidden state of BiLSTM at time $t$ contains forward $h_{t}^{\text{forward}}$ and backward $h_{t}^{\text{backward}}$.

$$h_{t}^{\text{forward}} = \text{LSTM}_{\text{forward}} (h_{t-1}, x_{t}, c_{t-1}), \ t \in [1, T] \quad (12)$$

$$h_{t}^{\text{backward}} = \text{LSTM}_{\text{backward}} (h_{t-1}, x_{t}, c_{t-1}), \ t \in [T, 1] \quad (13)$$

$$H_{t} = [h_{t}^{\text{forward}}, h_{t}^{\text{backward}}] \quad (14)$$

The output $H_{t}$ of the BiLSTM is used as the feature vector of the text.

**Attention Mechanism**

For the sentiment classification task, the sentiment words in a sentence have a very critical role in discriminating the sentiment tendency of the whole sentence. Therefore, the CA-LSTM model is proposed to calculate the attention weight of each word in the text by introducing an attention mechanism, so that the hidden state at the moment of the sentiment word has a greater contribution to the sentiment classification.

In the CA-LSTM model, firstly, the attention weight occupied by the hidden state $H_{t}$ at each moment is denoted as $\alpha_{t}$, and then, the hidden state $v$ for classification is obtained by weighted accumulation, which can be expressed as follows:

$$u_{t} = \tanh (W_{\text{att}} H_{t} + b_{\text{att}}) \quad (15)$$

$$\alpha_{t} = \frac{\exp (u_{t}^{T} u_{w})}{\sum_{t} \exp (u_{t}^{T} u_{w})} \quad (16)$$

$$v = \sum_{t} \alpha_{t} H_{t} \quad (17)$$

where $u_{t}$ is the hidden cell state of $H_{t}$, $u_{w}$ is the context vector, and both $W_{\text{att}}$ and $b_{\text{att}}$ are the attention mechanism parameters.

Finally, the attention mechanism output $v$ is input to the Softmax function for sentiment classification, and the classification results are as follows:

$$\hat{y} = \text{softmax} (w_{s} v + b_{s}) \quad (18)$$

where $w_{s}$ and $b_{s}$ are the weight matrix and bias, respectively.

**Model Training**

The parameters of the model are updated by Adam optimization algorithm and small batch strategy, and cross-entropy loss is used as the loss function of the sentiment classifier. The cross-entropy loss function is formulated as follows:

$$L_{\text{sentiment}} = - \sum_{i} y_{i} \log \hat{y}_{i} + \lambda \| \theta \|_{2}^{2} \quad (19)$$

where $y_{i}$ is the actual category distribution, $\hat{y}_{i}$ is the predicted category distribution, and $\lambda \| \theta \|_{2}^{2}$ is the regular term.

**EXPERIMENT AND RESULTS ANALYSIS**

**Experimental Data Set and Evaluation Index**

The dataset for the sentiment classification experiment uses four categories of products on the Jingdong website which have a

| Category          | Positive reviews | Negative reviews |
|-------------------|------------------|------------------|
| Women's clothing (WC) | 1000             | 1000             |
| Mobile phones (MP)    | 1000             | 1000             |
| Refrigerator (R)       | 1000             | 1000             |
| Travel bags (TB)        | 1000             | 1000             |

**Parameter Setting**

| Parameter description | Values |
|-----------------------|--------|
| Word vector dimension | 100    |
| Batch size            | 64     |
| Number of filters     | 100    |
| Convolution kernel size | 3    |
| Dropout ratio         | 0.5    |
| Optimization functions | Adam   |
| Learning rate         | 0.001  |
| Number of training iterations | 20   |
large sales volume: Women's Clothing (WC), Mobile Phones (MP), Refrigerator (R), and Travel Bags (TB). The dataset was annotated manually, and the review data sentiment classification was marked as positive or negative. Hold-out method is used to divide training set and test set, and it is common practice to use about 2/3–4/5 samples for training. Therefore, the labeled data were divided into training and test sets in the ratio of 7:3. Each category includes 1,000 positive and 1,000 negative reviews, respectively, as shown in Table 2.

In evaluating the classification effectiveness of the sentiment classification model, the accuracy metric in the Confusion Matrix was used. The higher the accuracy rate, the better the classification effect of the model. The Confusion Matrix is shown in Figure 5.

| Classification model | Average accuracy (%) |
|----------------------|----------------------|
| Dam-LDA              | 73.1                 |
| AMS-GMM              | 74.8                 |
| LSSVM                | 76.2                 |
| BPNN                 | 78.2                 |
| BiLSTM               | 81.5                 |
| CA-LSTM              | 83.3                 |

FIGURE 6 | (A) Women's Clothing (WC), (B) Mobile Phones (MP), (C) Refrigerator (R), (D) Travel Bags (TB). Accuracy comparison under different target domains.

FIGURE 7 | Accuracy and loss value variation curves.
The formula for calculating the accuracy is as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\] (20)

**Parameter Setting**

Python 7.2 and MATLAB 2016b software are used to implement the proposed model. In order to train a better model, it is important to set the model parameters, and the proposed CA-LSTM model parameters are set as shown in Table 3.

**Classification Performance**

To verify the effectiveness of the proposed CA-LSTM model in this paper, it is compared with Dam-LDA (Zhang et al., 2015), AMS-GMM (Zao et al., 2014), LSSVM (Liu, 2015), BPNN (Li et al., 2018), and BiLSTM (Contractor et al., 2021). The accuracy comparison results under different target domains are shown in Figure 6. The average accuracy of different methods on the experimental dataset is shown in Table 4.

As can be seen from Figure 6 and Table 4, the accuracy of the CA-LSTM model proposed in this paper is the highest in each sentiment analysis task, with an average accuracy of 83.3%. Compared with the Dam-LDA model, the average classification accuracy of the CA-LSTM model is improved by 14%. Compared with the AMS-GMM model, the average classification accuracy of the CA-LSTM model is improved by 11.3%. The average accuracy of the CA-LSTM model is improved by 9.3, 6.5, and 2.2% compared to the LSSVM, BPNN and BiLSTM models, respectively. This is because the CA-LSTM model makes full use of the spatial Boolean model to clarify the relationship between consumers' real psychology and review attributes, thus helping to directly quantify the sentiment characteristics. In addition, the fusion of attention mechanism and convolutional operations into LSTM, thus allowing the extraction of real consumer sentiment feature indicators can be extracted in the context of reviews. The experimental results show that the CA-LSTM model has the highest accuracy in each sentiment analysis task, with an average accuracy of 83.3%, which helps large e-commerce websites to accurately determine the true sentiment tendency in comments. However, since the CA-LSTM model must be retrained and then tested each time when dealing with real sentiment classification in the same target domain, cross-domain sentiment recognition cannot be achieved. Therefore, further work will be conducted in subsequent studies to address the migration of the models.
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