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Abstract

Given two compact manifolds \( X, Y \) with boundary and a boundary preserving symplectomorphism \( \chi : T^*Y \setminus 0 \to T^*X \setminus 0 \), which is one-homogeneous in the fibers and satisfies the transmission condition, we introduce Fourier integral operators of Boutet de Monvel type associated with \( \chi \). We study their mapping properties between Sobolev spaces, develop a calculus and prove a Egorov type theorem. We also introduce a notion of ellipticity which implies the Fredholm property. Finally, we show how – in the spirit of a classical construction by A. Weinstein – a Fredholm operator of this type can be associated with \( \chi \) and a section of the Maslov bundle. If \( \dim Y > 2 \) or the Maslov bundle is trivial, the index is independent of the section and thus an invariant of the symplectomorphism.

Introduction

We develop a calculus of Fourier integral operators (FIOs) on compact manifolds with boundary, which extends the calculus of pseudodifferential boundary value problems defined by Boutet de Monvel [3]. Given two compact manifolds with boundary, \( Y \) and \( X \), we base our operators on symplectomorphisms \( \chi : T^*Y \setminus 0 \to T^*X \setminus 0 \), which are positively homogeneous of degree 1 in the fibers. In case \( X = Y \) and \( \chi = \text{id} \) we recover the Boutet de Monvel calculus.

Apart from the general interest in operators of this type, our main objective is to provide the analytic framework for an index problem in the spirit of A. Weinstein [32]. Weinstein considered two closed manifolds and a corresponding symplectomorphism between the cotangent bundles with the zero section removed. He proved that this symplectomorphism defines, in a natural way, a FIO \( F \) with the Fredholm property and that its index is a remarkable quantity: Let \( X \) and \( Y \) be additionally riemannian with Laplacians \( \Delta_X \) and \( \Delta_Y \) and suppose that the principal symbols satisfy \( \sigma(\Delta_Y) = \sigma(\Delta_X) \circ \chi \). Denote by \( \lambda_i(X) \) and \( \lambda_i(Y) \) their sequences of eigenvalues. Then, under a mild additional assumption (the Maslov class of \( \chi \) has to be \( \equiv 0 \mod 4 \)) the sequence \( |\lambda_i(Y) - \lambda_i(\text{ind}_F(X))| \) is bounded. Weinstein then asked for an expression of this index in topological terms. See [33] for an overview of the problem.

In this article we show that, under suitable natural assumptions on the symplectomorphism \( \chi \), we can associate with \( \chi \) a FIO in the calculus we develop, and establish the Fredholm property.

In the boundaryless case, C. Epstein and R. Melrose [10] solved Weinstein’s problem under the assumption that both manifolds coincide, relying on previ-
ous results by V. Guillemin [17], L. Boutet de Monvel [4], and S. Zelditch [34]. They reduced the task to the computation of the index of a Dirac operator on a closed manifold, constructed from the data, and thus to the Atiyah-Singer index theorem. This construction has been refined by C. Epstein in [11], [12], [13]. The general case, where $X$ and $Y$ are closed but possibly different, was treated by E. Leichtnam, R. Nest and B. Tsygan [22] in the framework of deformation quantization. A generalization to symplectomorphisms on a manifold with conical singularities has been studied by V. E. Nazaarikinski, B. Sternin and B.-W. Schulze [26], [25], relying on the work of Epstein and Melrose. In the present article, however, we shall not tackle the problem of the computation of the index.

A second motivation for considering this class of FIOs is a theorem of J.J. Duistermaat and I. Singer [9]. They showed that – under a mild topological condition – every order-preserving isomorphism $i : L_a(X) \to L_a(Y)$ between the algebras of classical pseudodifferential operators on closed manifolds $X$ and $Y$, respectively, is of the form $i(A) = F^{-1}AF$, where $F$ is a FIO associated with a symplectomorphism as above. Recently, V. Mathai and R. Melrose [23] found a proof which avoids the topological condition. An analog of the Duistermaat-Singer theorem in the semiclassical setting has been given by H. Christianson [6].

We show in this article that conjugation with a FIO in our class provides an order-preserving isomorphism of Boutet de Monvel’s algebras and we expect these to be all.

The paper is organized as follows. In Section [1] we define the class of symplectomorphisms we work with. A variant of Moser’s trick shows that a symplectomorphism $\chi$ as above can always be extended to a symplectomorphism $\tilde{\chi} : T^* Y \to T^* X$, where $\tilde{Y}$ and $\tilde{X}$ are neighborhoods of $X$ and $Y$, respectively, in larger closed manifolds. The homogeneity, together with the fact that it preserves the boundary, implies that $\chi$ induces a symplectomorphism $\chi_0 : T^* \partial Y \to T^* \partial X \to \partial X$.

We then analyze operators of the form $r^* A\psi^*$, where $A\psi$ is a (FIO) associated with $\psi$, $r^+$ is the restriction operator to int $X$ and $\psi^*$ is the extension-by-zero operator on functions in $Y$.

As $\chi$ preserves the boundary, $r^* A\psi^*$ maps $C^\infty(Y)$ to $C^\infty(\text{int} X)$. We require in addition that each component of $\chi$ satisfies the transmission condition. This implies the continuity of $r^* A\psi^* : C^\infty(Y) \to C^\infty(X)$ and $r^* (A\psi)^* : C^\infty(X) \to C^\infty(Y)$. In fact, it is also necessary, as we will show in a forthcoming paper [2].

The assumptions on $\chi$ place the analysis here in a framework which is in a sense complementary to that considered by A. Hirschowitz and A. Piriou in [18]. They studied the transmission property for Fourier distributions conormal to hypersurfaces in $T^* X \setminus 0$.

In Section [2] we establish the continuity properties of the above truncated FIOs $r^* A\psi^*$, relying in a crucial way on the technique of operator-valued symbols. We prove that, for a symbol $a \in S^m(\mathbb{R}^n \times \mathbb{R}^n)$ satisfying the transmission condition,

$$r^* \text{Op}_n^\psi(a) : u \mapsto r^* \int e^{i\psi(x',x_d,\xi_d)-i\psi(x',\xi')} a(x',x_n,\xi',\xi_n)\psi^* u(\xi_n) d\xi_n$$

is an operator-valued symbol in $S^m(\mathbb{R}^{n-1},\mathbb{R}^{n-1},\mathbb{R}_+,\mathbb{R}_+^+)$. Here $\psi$ is a
phase function which locally represents $\chi$, while the phase $\psi$ represents the symplectomorphism $\chi$. A key point is the analysis of $r^*\text{Op}_e^j(a)\delta_0^{(j)}$, where $\delta_0^{(j)}$ is the $j$-th derivative of the Dirac distribution at the origin, see Theorem 2.6. In contrast to the corresponding result in Boutet de Monvel’s calculus, however, it is not true that $r^*\text{Op}_e^j(a)e^r$ belongs to $\mathcal{S}^m(\mathbb{R}^{n-1},\mathbb{R}^{n-1};H^s(\mathbb{R}_+),H^{s-m}(\mathbb{R}_+))$ for each $s \in \mathbb{R}$ as we show in Remark 2.12. The section ends with the proof of the continuity of $r^*A^te^r$ in the scale of Sobolev spaces.

In Section 3 we complement the above truncated FIOs to matrices of Boutet de Monvel type operators of the form

$$A := \left( \begin{array}{ccc} r^* A^t e^r + G^{i'} & K^{i'} \\ T^{i''} & S^{i''} \end{array} \right) : \mathcal{C}^\infty(Y,E_1) \oplus \mathcal{C}^\infty(\partial Y,F_1) \to \mathcal{C}^\infty(X,E_2),$$

acting between sections of vector bundles $E_1$ over $Y$, $E_2$ over $X$, $F_1$ over $\partial Y$ and $F_2$ over $\partial X$. Here, $G^{i'}, K^{i'}, T^{i''}, S^{i''}$ are FIOs with Lagrangian submanifold defined by the graph of $\chi$ and, respectively, a singular Green symbol $g$ of order $m$ and type $d$, a potential symbol $k$ of order $m$, a trace symbol $t$ of order $m$ and type $d$, a symbol $s \in \mathcal{S}^{m}(\mathbb{R}^{n-1} \times \mathbb{R}^{n-1})$.

The set of such operators $A$ is denoted by $\mathcal{B}^{m,d}(X \times Y)$. We then develop the local version of a calculus which is – under the usual restrictions – closed under composition, that is

$$\mathcal{B}^{m_1,d_1} \circ \mathcal{B}^{m_2,d_2} \subseteq \mathcal{B}^{m_1+m_2,d_1}, \quad d = \max\{m_2 + d_1, d_2\}.$$

We conclude the section with the proof of a Egorov type theorem for this class of operators, see Theorem 3.8.

In Section 4, the principal symbols of operators in $\mathcal{B}^{m,d}(X \times Y)$ are introduced. Similarly as in Boutet de Monvel’s calculus, the interior principal symbol $\sigma(A)$ is defined as the principal symbol of $A^t$, restricted to $T^*\mathcal{Y} \setminus 0$. The technique of $\mathcal{L}(\mathcal{F}(\mathbb{R}_+))$-valued symbols then enables us to identify also a homogeneous operator-valued boundary principal symbol $\sigma_{\partial}(A)$. Ellipticity, defined as the invertibility of both, then allows the construction of a parametrix in the calculus.

In Section 5 we extend the above local calculus to compact manifolds with boundary. One result we obtain is the following: Whenever $A \in \mathcal{B}^{m,d}(X \times Y)$ is invertible,

$$j: \mathcal{B}^{m,d}(X) \to \mathcal{B}^{m,d}(Y); \mathcal{P} \mapsto \mathcal{A}^{-1} \circ \mathcal{P} \circ \mathcal{A} \quad (1)$$

defined for all $m$ and $d$, hence extends to an isomorphism between algebras of Boutet de Monvel operators preserving the order, in the spirit of [9].

In the last Section 6 we show how an index can be associated with an admissible symplectomorphism $\chi$.

To this end we first reduce to the case of a one by one matrix. Following the approach of A. Weinstein in [32], the natural candidate for a Fredholm operator associated with $\chi$ is

$$\mathcal{U} = (r^*U^t e^r)$$

where $U^t$ is a FIO defined by $\chi$ with a principal symbol $s$ which is a unitary section of the associated Maslov bundle. We then establish the Fredholm property of this operator by showing the invertibility of $\sigma(A)$ and $\sigma_{\partial}(A)$. At this point
the analysis is more subtle than in the case of closed manifolds. A priori, it is not clear why the boundary symbol should be invertible. In order to show this, we use a deformation of the phase function via a scaling of the normal variable. In the limit, we obtain an invertible operator. However, as the phase is, in general, discontinuous at the zero section, this is not a continuous deformation on $L^2(\mathbb{R})$. Instead, we work on the weighted space $L^2(\mathbb{R}^+, (1 + x^2)^{-\frac{1}{2}} dx)$, where Schur’s lemma implies the desired norm continuity.

It turns out that the index of $U$ is independent of the choice of the section $s$ whenever the Maslov bundle is trivial or $\dim Y > 2$.

For the case $X = Y$, examples of admissible symplectomorphisms can be constructed by deforming the identity by means of a Hamiltonian flow. Of course, the index of the associated operator $U$ will then be zero. In this respect, the situation is similar to the case of closed manifolds, where explicit examples of symplectomorphisms with nonzero index are lacking.
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1 Admissible Phase Functions

The cotangent bundle $T^*Y$ of a manifold with boundary $(Y, \partial Y)$ is a symplectic manifold with boundary $T^*_\partial Y$. In this article we consider two compact $n$-dimensional manifolds with boundary $(Y, \partial Y)$ and $(X, \partial X)$ and a symplectomorphism

$$\chi : T^*Y \setminus 0 \to T^*X \setminus 0$$

which is positively homogeneous of degree one in the fibers. We require that $\chi$ preserves the boundary, that is

$$\chi (\partial T^*Y \setminus 0) = \partial T^*X \setminus 0.$$  

The following lemma, which is proven in [24], analyzes symplectomorphisms of this type.

Lemma 1.1. Under assumptions (2) and (3), $\chi$ induces a symplectomorphism

$$\chi_\partial : T^*\partial Y \setminus 0 \to T^*\partial X \setminus 0,$$

positively homogeneous of degree one in the fibers, such that the following diagram commutes:

$$T^*_\partial Y \setminus N^* \partial Y \xrightarrow{\chi} T^*_\partial X \setminus N^* \partial X$$

$$\downarrow \gamma \downarrow \chi_\partial$$

$$T^*\partial Y \setminus 0 \xrightarrow{\chi_\partial} T^*\partial X \setminus 0.$$
Remark 1.2. In Lemma [17] we have considered the induced symplectomorphism \( \chi_0 \) outside the zero section. Actually, since \( \chi \) is smooth on \( \partial^*Y \setminus \partial Y \), the induced symplectomorphism \( \chi_\partial \) is also smooth at the zero section. Since \( \chi_\partial \) is positively homogeneous of degree one in the fibers, the smoothness at the zero section implies that \( \chi_\partial \) is trivial in the fibers. That is, \( \chi_\partial \) is the lift of a diffeomorphism

\[ b: \partial Y \to \partial X \]  

(5)

of the boundaries (see [5]).

The manifolds \( X \) and \( Y \) embed into closed manifolds of the same dimension. Moser’s trick, see [5, Ch. 7], then allows us to extend \( \chi \) to a symplectomorphism

\[ \widetilde{\chi}: T^*Y \setminus 0 \to T^*X \setminus 0, \]  

(6)

positively homogeneous of degree one in the fibers over neighborhoods \( \widetilde{X} \) of \( X \) and \( \widetilde{Y} \) of \( Y \) in these closed manifolds.

It will be important to understand the form of the Jacobian of \( \chi \) in a collar neighborhood of the boundary. We write

\[ \chi(y', y_n, \eta', \eta_n) = (x''(y', y_n, \eta', \eta_n), x'(y', y_n, \eta', \eta_n), \xi''(y', y_n, \eta', \eta_n), \xi'(y', y_n, \eta', \eta_n)). \]  

(7)

We suppose that the coordinates \( (y', y_n, \eta', \eta_n), (x'', x', \xi'', \xi') \) determine a collar neighborhood of the boundary, \( y_n, x_n \) being boundary defining functions. Since the boundary is preserved, \( x'_n(y', 0, \eta', \eta_n) = 0 \) for all \( (y', \eta', \eta_n) \). Hence, \( \partial_{y'} x'_n, \partial_{\eta'} x'_n, \partial_{y_n} x'_n, \partial_{\eta_n} x'_n \) are identically zero at \( y_n = 0 \). Moreover, Lemma[13] implies that the restrictions \( x''_n \) and \( \xi''_n \) of \( x'' \) and \( \xi'' \) to \( y_n = 0 \) locally define the symplectomorphism \( \chi_\partial \). These restrictions are then independent of the conormal direction, that is \( \partial_{y'} x''_n \) and \( \partial_{\eta'} \xi''_n \) are identically zero at the boundary. Hence, we find that the Jacobian of \( \chi \) at the boundary has the form

\[ J(\chi)_{\Gamma_{y_n}Y} = \begin{pmatrix} \partial_{y'} x''_n & \partial_{\eta'} x''_n & \partial_{y_n} x''_n & 0 \\ \partial_{y'} \xi''_n & \partial_{\eta'} \xi''_n & \partial_{y_n} \xi''_n & 0 \\ 0 & 0 & \partial_{y_n} x'_n & 0 \\ \partial_{y'} \xi'_n & \partial_{\eta'} \xi'_n & \partial_{y_n} \xi'_n & \partial_{y_n} \xi'_n \end{pmatrix}_{y_n=0}. \]  

(8)

Moreover, since

\[ J_{\chi_\partial} = \begin{pmatrix} \partial_{y'} x''_\partial & \partial_{\eta'} x''_\partial \\ \partial_{y'} \xi''_\partial & \partial_{\eta'} \xi''_\partial \end{pmatrix} \]  

(9)

is a symplectic matrix, it has determinant 1. Clearly also \( J(\chi)_{\Gamma_{y_n}Y} \) has determinant equal to 1, because \( \chi \) is a symplectomorphism. This implies that \( \partial_{y'} x'_n|_{y_n=0} \cdot \partial_{y_n} \xi'_n|_{y_n=0} = 1 \). In particular, \( \partial_{y'} x'_n|_{y_n=0} \) and \( \partial_{y_n} \xi'_n|_{y_n=0} \) can never vanish. As the boundary is compact, they are bounded away from zero. We even see that \( \partial_{y_n} x'_n|_{y_n=0} > 0 \), since \( x'_n \) and \( y_n \) are boundary defining functions.

We recall a well-known property of Lagrangian subspaces, which extends to the case of manifolds with boundary.

Proposition 1.3. Let \( \Lambda \subset T^*Z \setminus 0 \) be a conic Lagrangian submanifold. Then, for each \( \lambda_0 = (z_0, \theta_0) \in \Lambda \), there exists a neighborhood \( U \) of \( z_0 \) and a phase function \( \phi \) defined...
in a conic neighborhood \( U \times \Gamma \subseteq U \times \mathbb{R}^N \) \( N \) large enough – such that \( \phi \) parametrizes \( \Lambda \) in a conic neighborhood of \( \lambda \). That is

\[
C_{\phi} = \{(z, \theta) \mid \phi'(z, \theta) = 0\} \rightarrow T^*Z
\]

\[
(z, \theta) \mapsto (z, \phi'(z, \theta))
\]

induces a diffeomorphism in \( U \times \Gamma \).

If \( \Lambda \) is locally defined by the graph of a symplectomorphism, we have a splitting of the variable \( z \) as \( z = (x, y) \), and \( \Lambda \subseteq T^*X \times T^*Y \). In this case, we can choose a phase function of the particular form \( \phi(x, y, \theta) = \psi(x, \theta) - y \cdot \theta \), with \( \phi \in C^\infty(\Omega_{x_0} \times \Omega_{y_0} \times \Gamma) \), where \( \Omega_{x_0} \) and \( \Omega_{y_0} \) are neighborhoods of \( x_0 \) and \( y_0 \), respectively, \( \Gamma \) is a cone in \( \mathbb{R}^n \setminus 0 \), \( 2n \) is the dimension of \( \Lambda \).

**Remark 1.4.** We can apply Proposition 1.3 also to the symplectomorphism \( \chi_0 \) in order to obtain a phase function \( \phi_0(x', y', \theta') = \psi_0(x', \theta') - y' \cdot \theta' \) which represents \( \chi_0 \). Since \( \chi_0 \) is the lift of a diffeomorphism, the phase function \( \psi_0(x', \theta') \) is smooth at \( \theta' = 0 \) and therefore linear in \( \theta' \).

We will not recall here the notion of Maslov bundle, see [19] for its precise description.

**Lemma 1.5.** Under the above assumptions the Maslov bundle of

\[
\Lambda = \text{Graph}(\chi)^\prime = \{(x, \xi), (y, -\eta) \mid \chi(y, \eta) = (x, \xi)\} \subseteq T^*X \setminus 0 \times T^*Y \setminus 0 \quad (10)
\]

is trivial in a collar neighborhood of \( \partial \Lambda = (\partial T^*X \times \partial T^*Y) \cap \Lambda \).

**Proof.** Let \( \lambda_0 = (x_0, y_0, \xi_0, \eta_0) \in \Lambda, U_{\lambda_0}^\lambda \) a conic neighborhood of \( \lambda_0 \) and \( \phi(x, y, \theta) = \psi(x, \theta) - y \cdot \theta \) a phase function representing \( \Lambda \) on \( U_{\lambda_0}^\lambda \). Then the Maslov bundle is trivialized on \( U_{\lambda_0}^\lambda \) by \( e^{s_{+}\phi} \). By Remark 1.4 \( \chi_0 \) is linear. This implies that \( \phi'' \) vanishes identically at the boundary for each covector \( \theta' \) tangent to the boundary. Moreover, \( \partial_{\eta} \phi \) is constant at the boundary, hence \( \partial_{\eta} \phi \) vanishes identically at the boundary. Therefore, \( e^{s_{+}\phi} = 1 \) identically in a small neighborhood of \( \lambda_0 \). As this holds for all \( \lambda_0 \in \partial \Lambda \), the result follows from the compactness of the boundary.

In general it is not possible to find a global phase function defining the whole Lagrangian submanifold. In fact, this is impossible whenever the Maslov bundle is not trivial, see [21] for the precise statement. In our setting, the triviality of the Maslov bundle implies the following:

**Proposition 1.6.** For every \( x_0 \in \partial X \) there exist neighborhoods \( U_{x_0} \) and \( U_{y_0} \), of \( x_0 \) and \( y_0 = b^{-1}(x_0) \), respectively, such that \( \chi(T^*U_{x_0}) \subseteq T^*U_{y_0} \). Moreover it is possible to define phase functions

\[
\phi_L(x, y, \eta) = \psi_L(x, \eta) - y \cdot \eta
\]

\[
\phi_R(x, y, \xi) = x \cdot \xi - \psi_R(y, \xi)
\]

which parametrize \( \chi \) in \( \Lambda \cap (T^*U_{x_0} \times T^*U_{y_0}) \), where \( \Lambda \) is given by (10).
Since \( \chi \leq U \) In view of the considerations around (8), we can suppose - possibly restricting neighborhood - following the idea of \([21]\) we introduce \( \chi^{-1} : (x, \xi) \mapsto (y(x, \xi), \eta'(x, \xi)) \).

Since the symplectomorphism preserves the boundary it is possible to find neighborhoods \( U_{x_0}, U_{y_0} \) such that \( \chi(T^*U_{y_0}) \subseteq T^*U_{x_0} \). Here we write \( (x, \xi) = (x', x_n, \xi', \xi_n), (y, \eta) = (y', y_n, \eta', \eta_n) \) with boundary defining functions \( x_n \) and \( y_n \). In view of the considerations around (8), we can suppose - possibly restricting \( U_{y_0} \) - that

\[
\det \left( \partial_\xi \xi'(y, \eta) \right) \neq 0 \text{ on } T^*U_{y_0},
\]

and

\[
\det \left( \partial_\xi \eta'(x, \xi) \right) \neq 0 \text{ on } T^*U_{x_0}.
\]

Following the idea of \([21]\) we introduce

\[
\psi_L(x, y, \xi) = (y(x, \xi) - y) \cdot \eta'(x, \xi) \quad \psi_R(x, y, \eta) = (x - x'(y, \eta)) \cdot \xi'(y, \eta).
\]

Since \( \chi \) and \( \chi^{-1} \) preserve the canonical 1-form we have that

\[
\xi^* \cdot x_n' = 0, \quad \eta^* \cdot y_n' = 0,
\]

\[
\xi^* \cdot x_n = \eta, \quad \eta^* \cdot y_n = \xi.
\]

The above relations together with the non degeneracy conditions (12), (13) imply that \( \psi_L \) and \( \psi_R \) are phase functions representing \( \Lambda \cap (T^*U_{x_0} \times T^*U_{y_0}) \). In order to have the phase function as in (11), we use the inverse mapping theorem. In fact, by (13) and (12) it is possible to invert \( \xi'(y, \eta) \) and \( \eta'(x, \xi) \) in \( T^*U_{y_0} \) and \( T^*U_{x_0} \), respectively. We denote by \( \bar{\eta}(y, \xi) \) and \( \bar{\xi}(x, \eta) \) the inverse functions of \( \xi'(y, \eta) \) and \( \eta'(x, \xi) \), respectively. We then set

\[
\phi_L(x, y, \eta) = (y(x, \xi(x, \eta)) - y) \cdot \eta
\]

\[
\phi_R(x, y, \xi) = (x - x'(y, \bar{\eta}(y, \xi))) \cdot \xi
\]

and we obtain the assertion. \( \square \)

In order to define a suitable calculus for FIOs on manifolds with boundary, we need to introduce the transmission condition, see, e.g., \([3, 14, 16, 22, 29]\). Consider the function spaces:

\[
H^+ = \left\{ \mathcal{F}(e^+ u) \mid u \in \mathcal{S}(\mathbb{R}_+) \right\} \quad \text{and} \quad H^- = \left\{ \mathcal{F}(e^- u) \mid u \in \mathcal{S}(\mathbb{R}_-) \right\},
\]

where \( \mathcal{S}(\mathbb{R}_+) = r^* \mathcal{S}(\mathbb{R}) \) is the restriction of Schwartz functions on \( \mathbb{R} \) to the right (left) half line, and \( e^\pm \) is the extension by zero of a function defined on \( \mathbb{R}_\pm \). It is easy to prove that the functions in \( H^+ \) and \( H^- \) decay to first order at infinity. Moreover, we denote by \( H' \) the set of all polynomials in one variable. Then we define

\[
H = H^+ \oplus H^- \oplus H'.
\]
Definition 1.7. Let $a \in \mathcal{S}^m(\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n)$. Then $a$ satisfies the transmission condition at $x_n = y_n = 0$ provided that, for all $k, l,\ldots,
abla^k_y \nabla^l_z a(x', 0, y', 0, \xi', \langle \xi \rangle) \in \mathcal{S}^m(\mathbb{R}^{n-1} \times \mathbb{R}^{n-1} \times \mathbb{R}^{n-1})$. We denote by $\mathcal{S}_u^n(\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n)$ the subset of symbols satisfying the transmission condition.

For symbols positively homogeneous of degree $m$ in $\xi$ for large $|\xi|$, Definition 1.7 is equivalent to

$$\partial^k_x \partial^l_y a(x', 0, y', 0, 0, 1) = (-1)^{m-|\xi|} \partial^k_x \partial^l_y a(x', 0, y', 0, 0, -1)$$

for all $k, l \in \mathbb{N}$, $\alpha, \beta \in \mathbb{N}^{n-1}$. The above condition is often called symmetry condition. The proof of the equivalence can be found in [27].

Definition 1.8 (Admissible symplectomorphism). We call a symplectomorphism $\chi$ as above admissible, if all the components of $\chi$ locally satisfy the transmission condition at the boundary. A phase function that represents an admissible symplectomorphism will be called admissible.

Remark 1.9. Definition 1.8 has an invariant meaning, because a change of coordinates in the cotangent bundle, induced by a change of coordinates in the base manifold, is linear with respect to the fibers. Hence, if the transmission condition is satisfied in one local chart then it is satisfied also in any other.

Example 1.10. The easiest way to construct an admissible symplectomorphism is to consider $X = Y$ and a Hamiltonian flow generated by a function $f \in C^\infty(T^*X \setminus 0)$ which is positively homogeneous of degree 1 in the fibers, satisfies the transmission conditions with respect to $\partial X$ and has vanishing normal derivative at $T^*_0X \setminus 0$.

2 Oscillatory Integrals

In this section we will analyze the continuity properties of oscillatory integrals arising from FIOs associated with Lagrangian submanifolds obtained from admissible symplectomorphisms as in Definition 1.8. We will use the concept of operator-valued pseudodifferential operators acting on weighted Sobolev spaces over $\mathbb{R}_+$; see the Appendix for basic definitions and results.

Let us consider $\tilde{A} \in \mathcal{I}_m^{\text{comp}}(\tilde{X} \times \tilde{Y}, \tilde{\Lambda})$, where $\tilde{\Lambda} = \text{Graph}(\tilde{\chi})'.$ The definition of FIOs implies that for all $(x_0, y_0, \xi_0, \eta_0) = \lambda_0 \in \tilde{\Lambda}$, the operator is microlocally given by a kernel of the type

$$\int e^{i\phi(x', x_n, y', y_n, \xi', \xi_n)} a(x', x_n, y', y_n, \xi', \xi_n) d\xi' d\xi_n,$$

up to smooth kernels. We will focus on the situation where boundary points are involved, so we suppose that, at $(x_0, y_0) \in \tilde{X} \times \tilde{Y}$, the local coordinates $(x_1, \ldots, x_n, y_1, \ldots, y_n) = (x', x_n, y', y_n)$ are chosen so that $x_n, y_n$ are boundary defining functions. We also identify the chart domains on $\tilde{X}$ and $\tilde{Y}$ with the
corresponding open subsets $\Omega_x, \Omega_y \subset \mathbb{R}^n$. As the Lagrangian submanifold $\Lambda$ is defined by the graph of a symplectomorphism, we can always assume that

$$\phi(x', x_n, y', y_n, \xi', \xi_n) = \psi(x', x_n, \xi', \xi_n) - iy' \cdot \xi' - iy_n \cdot \xi_n.$$  

The phase function $\phi$ is (initially) defined in an open conic neighborhood $\Gamma$ in $\Omega_x \times \Omega_y \times (\mathbb{R}^n \setminus \{0\})$, and the symbol $a(x, y, \xi)$ has support contained in $\Gamma$. We set

$$\Omega_x^d = \Omega_x \cap \{x_n = 0\}, \quad \Omega_y^d = \Omega_y \cap \{y_n = 0\},$$  

and

$$\Omega_x^+ = \Omega_x \cap \{x_n \geq 0\}, \quad \Omega_y^+ = \Omega_y \cap \{y_n \geq 0\}.$$

(16)

We also recall that, since the FIO is associated with a symplectomorphism, we can rely on representations both by left and right quantization, see [20, Ch. 25].

For convenience, we will proceed under the following technical assumptions.

**Assumptions 1.**

- The amplitude $a$ satisfies the transmission condition w.r.t. $x_n = 0, y_n = 0$. As $\chi$ is admissible, this is preserved under changes of coordinates.

- $\psi$ is defined on $\mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\})$. In fact, since $a$ vanishes outside $\Gamma$, we can choose any good extension for $\psi$; see [1] for the extension that we will use below.

- Since the kernel (15) represents an operator on a compact manifold, $a$ can be assumed to vanish unless $|x_n|$ and $|y_n|$ are small, or $x'$, $y'$ lie outside suitable compact subsets of $\mathbb{R}^{n-1}$. Moreover, since the kernels (15) are given modulo smoothing operators, it is no restriction to assume also that $a$ vanishes for $\xi$ in a neighborhood of the origin. Otherwise, we can insert a 0-excision function in the amplitude, which changes (15) by a smooth kernel.

Assumptions 1 allow us to focus on oscillatory integrals of the type

$$\int d\phi(x', x_n, \xi'; \xi_n) - iy' \cdot \xi' - iy_n \cdot \xi_n a(x', x_n, y', y_n, \xi', \xi_n) d\xi' d\xi_n,$$

(17)

with $\psi$ and $a$ as above.

We will next analyze the action in the normal direction of an operator with kernel as in (17). Before, however, we introduce a class of functions which will be useful in the sequel.

**Definition 2.1.** A function $a \in C^m(\mathbb{R}^{n-1} \times \mathbb{R}_x \times \mathbb{R}^{n-1} \times \mathbb{R}_\xi)$ belongs to the set $\mathcal{B}^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; S'(\mathbb{R}))$ if, for all $\alpha, \beta \in \mathbb{N}^{n-1},$

$$(x_n, \xi_n) \mapsto \partial_{\xi'}^{-\beta} \partial_{x}^{-\alpha} a(x', x_n, \xi', \xi_n(\xi')) \in S'(\mathbb{R}),$$

and each seminorm can be estimated uniformly by $(\xi')^{m-|\beta|}$. That is, for all $\gamma, \delta \in \mathbb{N}$ there exists a constant $C_{\gamma, \delta}$ such that

$$\left| \partial_{\xi'}^{-\beta} \partial_{x}^{-\alpha} a(x', x_n, \xi', \xi_n(\xi')) \right| \leq C_{\gamma, \delta} (\xi_n)^{1-\gamma} (\xi')^{m-|\beta|}, \quad x, \xi \in \mathbb{R}^n.$$
Definition 2.1 implies that $a \in BS^m\left(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}, S^m(\mathbb{R})\right)$, if $a \in S^m(\mathbb{R}^n \times \mathbb{R}^n)$. This is a consequence of the fact that $\partial_{x_i}^\alpha \partial_{\xi_j}^\beta a \in S^{m-|\alpha|} \left(\mathbb{R}^n \times \mathbb{R}^n\right)$ and the estimate

\[
\left|\partial_{x_i}^\alpha \partial_{\xi_j}^\beta a \left(\left(\frac{x'}{\xi'}, \frac{x_n}{\xi_n}, \xi', \xi_n(\xi'_\alpha)\right)\right)\right| \leq C(\xi'_\alpha)^m(\xi_n)^{m-|\alpha|}, \quad x, \xi \in \mathbb{R}^n.
\]

Moreover, it is clear that BS-spaces satisfy a multiplicative property, that is

\[
BS^m \left(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}, S^m(\mathbb{R})\right) \cdot BS^m \left(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}, S^m(\mathbb{R})\right) \subseteq BS^{m+m'} \left(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}, S^{m+m'}(\mathbb{R})\right).
\]

The proof of the Lemma 2.2 and Theorem 2.4 below, can be found in [1].

Lemma 2.2. Let $a \in S^m(\mathbb{R}^n \times \mathbb{R}^n)$ and $\psi$ satisfy Assumptions 1. Then

\[
\partial_{x_i}^\alpha \partial_{\xi_j}^\beta \left(\tilde{\psi}(x', x_n, \xi', \xi_n)\right) a \left(x', x_n, \xi', \xi_n\right) = \tilde{\psi}(x', x_n, \xi', \xi_n) \tilde{a} \left(x', x_n, \xi', \xi_n\right),
\]

where $\tilde{a} \in BS^{m-|\alpha|} \left(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}, S^{m+|\beta|}(\mathbb{R})\right)$.

Remark 2.3. Since $\chi$ preserves the boundary, $\partial_{x_i} \psi(x', 0, \xi', \xi_n)$ is identically equal to zero, hence $\psi(x', 0, \xi', \xi_n)$ is independent of $\xi_n$. We set

\[
\psi(x', 0, \xi', \xi_n) = \psi_0(x', \xi')
\]

and notice that $\psi_0$ represents the symplectomorphism at the boundary $\chi_0$, described in Remark 1.2.

Theorem 2.4. Let $a \in S^m(\mathbb{R}^n \times \mathbb{R}^n)$ and $\psi$ be as in Assumptions 1. Then, the operator

\[
\text{Op}_n^\psi(a) : u \mapsto \int \tilde{\psi}(x', x_n, \xi', \xi_n) a \left(x', x_n, \xi', \xi_n\right) \tilde{a} \left(x', x_n, \xi', \xi_n\right) d\xi_n
\]

belongs to $S^m \left(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}, \mathcal{S}'(\mathbb{R}), \mathcal{S}'(\mathbb{R})\right)$.

Remark 2.5. Theorem 2.4 is also valid for $\left(\text{Op}_n^\psi(a)\right)'$, hence $\text{Op}_n^\psi(a)$ can be extended to an operator-valued symbol in $S^m \left(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{S}'(\mathbb{R}), \mathcal{S}'(\mathbb{R})\right)$. As $\iota : L^2(\mathbb{R}) \rightarrow \mathcal{S}'(\mathbb{R})$ and $\iota^* : L^2(\mathbb{R}^+) \rightarrow L^2(\mathbb{R})$ can both be interpreted as operator-valued symbols of order 0, we also have

\[
\text{Op}_n^\psi(a) e^+ \in S^m \left(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; L^2(\mathbb{R}^+), \mathcal{S}'(\mathbb{R})\right).
\]

Moreover, since the proof of Theorem 2.4 is based on the theory of SG FIOs, see [5, 6], it is also possible to prove that for every $(x', \xi')$

\[
\text{Op}_n^\psi(a) e^+ \in L(L^2(\mathbb{R}^+), H^{-m}(\mathbb{R})).
\]

In general, however, we can not replace $\mathcal{S}'(\mathbb{R}+)$ by $H^{-m}(\mathbb{R}+)$ in (20), see Remark 2.2.

The next step is to consider the action of an oscillatory integral as in (17) on derivatives of Dirac distributions at the origin.
Theorem 2.6. Let \( a \in S^m_{\rho} (\mathbb{R}^n \times \mathbb{R}^n) \) and \( \psi \) be as in Assumptions. Then
\[
k_j(x', \xi') = r^* \text{Op}^\psi_n(a) \delta^{(j)}_0
\]
deﬁnes an operator-valued symbol in \( S^{m+\frac{3}{2}} (\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{C}, \mathcal{S} (\mathbb{R}^+)) \). Here, \( \delta^{(j)}_0 \) is the \( j \)-th derivative of the Dirac distribution at 0.

Proof. We start by considering the operator \( \text{Op}^\psi_n(a) \) acting on smooth functions deﬁned on the whole of \( \mathbb{R}^n \).
\[
\text{Op}^\psi_n(a) : C^\infty (\mathbb{R}^n) \to C^\infty (\mathbb{R}^n)
\]
\[
u \mapsto \int e^{i\psi(x, x_0, x_0', \xi_0)} \hat{a}(x, x_0, \xi_0) \hat{\delta}_0(\xi_0) \, dx_0 d\xi_0
\]
where \( r(x', x_0, \xi', \xi_0) = \psi(x', x_0, \xi', \xi_0) - \psi_0(x', \xi') \). First let \( j = 0 \). Going over to the right quantization, we find
\[
\text{Op}^\psi_n(a)(\phi \otimes \delta_0)(x_0) = \int e^{i\psi(x, x_0, x_0', \xi_0)} \hat{a}(x, x_0, \xi_0) \hat{\delta}_0(\xi_0) \, dx_0 d\xi_0
\]
\[
= \int e^{i\psi_0(x', \xi')} \int e^{i\psi(x, x_0, x_0', \xi_0)} \hat{a}(x, x_0, \xi_0) \hat{\delta}_0(\xi_0) \, dx_0 d\xi_0
\]
\[
= \int e^{i\psi_0(x', \xi')} \hat{a}_R(y', y_0, \xi', \xi_0) \hat{\delta}_0(y_0) \, dy_0 d\xi_0
\]
where the equality is modulo operators with smooth kernel. In (22),
\[
r^{-1}(y', y_0, \xi', \xi_0) = \psi^{-1}(y', y_0, \xi', \xi_0) - \psi_0^{-1}(y', \xi'),
\]
\( \psi^{-1} \) is the phase function representing the symplectomorphism \( \chi^{-1} \), and \( \psi_0^{-1} = \psi_0^{-1}_{|y_0=0} \). Now, we focus on the action in the normal direction, namely, the expression
\[
B (y', \xi', x_0)(\delta_0) = \int e^{i\psi_0(x', \xi')} \int e^{i\psi(x, x_0, x_0', \xi_0)} \hat{a}_R(y', y_0, \xi', \xi_0) \, dy_0 d\xi_0.
\]
The symbol \( a_R \) satisfies the transmission condition, so we can write
\[
a_R(y', x_0, \xi_0(\xi')) = \sum_{k=0}^m s^R_k(y', \xi') \xi_0^k(\xi')^k + \sum_{l=0}^\infty \lambda_l b^R_l(y', \xi') h_l(\xi_0),
\]
where \( s^R_k \in S^{m-k} (\mathbb{R}^{n-1} \times \mathbb{R}^{n-1}) \), \( \lambda_l \in L^1 \), \( b^R_l \in S^m (\mathbb{R}^{n-1} \times \mathbb{R}^{n-1}) \) is a null sequence, \( h_l \) a null sequence in \( \mathcal{S}' (\mathbb{R}^+) \). By the definition of operators
on distributions, we have for all \( u \in C_c^\infty(\mathbb{R}) \)
\[
\kappa_{(\omega',\xi')}B\delta_0, u = \langle \delta_0, B^t(\kappa_{(\omega')}u) \rangle
\]
\[
= \langle \delta_0, (\xi')^\frac{1}{2} \int e^{-i\omega(y',x_n,\xi',\xi_n)}y_n b_R(y',x_n,\xi',\xi_n)u((\xi')y_n)dy_n d\xi_n \rangle
\]
\[
= \langle \xi' \rangle^\frac{1}{2} \int a_R(y',0,\xi',\xi_n(\xi')) \hat{u}(-\xi_n)d\xi_n
\]
\[
= \langle \xi' \rangle^\frac{1}{2} \sum_{k=0}^m s_k^R(y',\xi') \int \xi_n^k(\xi')^k \hat{u}(-\xi_n)d\xi_n
\]
\[
+ \langle \xi' \rangle^\frac{1}{2} \sum_{l=0}^\infty \lambda_l b_l^R(y',\xi') \int \hat{h}_l(\xi_n)\hat{u}(-\xi_n)d\xi_n.
\]  
Using the properties of the Fourier transform,
\[
\kappa_{(\omega',\xi')}B\delta_0, u = \langle \xi' \rangle^\frac{1}{2} \sum_{k=0}^m s_k^R(y',\xi')(\xi')^k (-1)^k \langle \delta_0^{(k)} u \rangle
\]
\[
+ \langle \xi' \rangle^\frac{1}{2} \sum_{l=0}^\infty \lambda_l b_l^R(y',\xi') \int \hat{h}_l(\xi_n)u(x_n)dx_n.
\]  
Applying the restriction operator \( r^+ \), all terms that depend on \( \delta_0^{(k)} \) vanish, so we get
\[
\kappa_{(\omega',\xi')}r^+(B\delta_0)(y',x_n,\xi') = \langle \xi' \rangle^\frac{1}{2} \sum_{l=0}^\infty \lambda_l b_l^R(y',\xi')r^+ h_l(x_n).
\]  
Derivatives w.r.t. \((x',\xi')\) can be treated in the same way. Hence \((r^+B\delta_0)(y',\xi') \in S^{m+\frac{1}{2}}(\mathbb{R}^{n-1} \times \mathbb{C}, \mathcal{F}(\mathbb{R}^+))\). Inserting (25) into (22), we obtain
\[
r^+Op^R_{\omega'}(\phi \otimes \delta_0)(x_n) = \int e^{ix\cdot\xi'-i\omega\cdot\xi'}(r^+B\delta_0)(y',\xi') \phi(y')dy'd\xi'
\]
\[
= \langle \xi' \rangle^\frac{1}{2} \sum_{l=0}^\infty r^+h_l((\xi')x_n) \int e^{ix\cdot\xi'-i\omega\cdot\xi'} \lambda_l b_l^R(y',\xi') \phi(y')dy'd\xi'.
\]  
Switching back to the left quantization, we obtain, modulo smoothing operators, the symbol-kernel
\[
\kappa_{(\omega',\xi')}r^+Op^R_{\omega'}(\phi)\delta_0 = \langle \xi' \rangle^\frac{1}{2} \sum_{l=0}^\infty \lambda_l h_l(x',\xi')r^+ h_l(x_n),
\]
with a suitable null sequence \( \{b_l\} \subset S^m(\mathbb{R}^{n-1} \times \mathbb{R}^{n-1}) \). This implies the assertion for \( j = 0 \). The proof for \( j > 0 \) is similar. In fact, it is enough to notice that
\[
\delta_0^{(j)}(\xi_n) = (i\xi_n)^j \delta_0,
\]
so we can follow the same steps, but with a symbol of order \( m + j \).

Finally, we have to take into account all the seminorms of \( \mathcal{F}(\mathbb{R}^+) \), hence to consider derivatives with respect to the \( x_n \)-variable. Lemma 2.1 implies that this step can be obtained from the previous one using a different symbol, which still satisfies Assumptions 1 since the phase is admissible. \( \Box \)
Remark 2.7. With the same notation as in Theorem 2.6, we obtain that
\[ r^{-1} \int e^{i\psi(x',x_n,\xi',\xi_n)-i\psi_0(x',\xi')} a(x',x_n,\xi',\xi_n) R_0^{(j)} d\xi_n \]
is a symbol in \( S^{m+\frac{1}{2}+r}((\mathbb{R}^{n-1},\mathbb{R}^{n-1};\mathcal{S}',\mathcal{S}(\mathbb{R}^{m-1}))) \).

Remark 2.8. The proof of Theorem 2.6, in particular \( (23) \), shows more. Suppose that
the symbol \( a \) vanishes at \( x_n = 0 \) to order \( \geq m_+ + 1 \), where \( m_+ = \max\{m,0\} \). Then
\( a_R(x',0,\xi) \) has no polynomial part. Hence
\[ e^{\ast} r^{\ast} \operatorname{Op}^\psi(a) \delta_0 = \chi_{\mathbb{R}} \operatorname{Op}^\psi(a) \delta_0, \tag{27} \]
where \( \chi_{\mathbb{R}} \) is the characteristic function of \( \mathbb{R}_+ \).

If \( a \) vanishes even to order \( \geq m_+ + N + 1 \) for some \( N \in \mathbb{N} \), then Equation (27) also holds with \( \delta_0 \) replaced by \( \delta_0^{(0)} \) for \( j = 0, \ldots, N \).

Remark 2.9. We noted in the proof of Theorem 2.6 that \( r^{\ast} \operatorname{Op}^\psi_n(a)e^{\ast} \) in \( \mathcal{S}'(\mathbb{R}_+) \). Before, we need a technical lemma, whose proof we omit, since it is straightforward.

Lemma 2.10. Let \( \zeta \) be an excision function of the origin, that is \( 0 \leq \zeta \leq 1 \), \( \zeta(t) = 0 \) for \( |t| \leq 1 \) and \( \zeta(t) = 1 \) for \( |t| \geq 2 \). Then, the function \( \xi_n \mapsto \zeta \left( \frac{\xi_n}{\xi_n^{\ast}} \right) \xi_n^{\ast} \) belongs to \( S^{-1}(\mathbb{R} \times \mathbb{R}) \).

The action on the Dirac distributions at the origin is the key point to prove the continuity of the operator \( r^{\ast} \operatorname{Op}^\psi_n(a) e^{\ast} \) in \( \mathcal{S}'(\mathbb{R}_+) \). Before, we need a technical lemma, whose proof we omit, since it is straightforward.

Theorem 2.11. Let \( a \) and \( \psi \) satisfy Assumptions 1. Then
\[ r^{\ast} \operatorname{Op}^\psi_n(a)e^{\ast} : \mathcal{S}'(\mathbb{R}_+) \to \mathcal{S}'(\mathbb{R}_+) \]
\[ u \mapsto r^{\ast} \int e^{i\psi(x',x_n,\xi',\xi_n)-i\psi_0(x',\xi')} a(x',x_n,\xi',\xi_n)e^{\ast} u(y_n) dy_n d\xi_n \]
is an operator-valued symbol in \( S^m \left( \mathbb{R}^{n-1},\mathbb{R}^{n-1};\mathcal{S}',\mathcal{S}(\mathbb{R}_+) \right) \). Corresponding results hold for \( r^{\ast} \operatorname{Op}^\psi_n(a)e^{\ast} \) and \( r^{\ast} \operatorname{Op}^\psi_n(a)e^{\ast} \).

Proof. Choose \( \zeta \) as in Lemma 2.10 and write
\[ r^{\ast} \operatorname{Op}^\psi_n(a)(e^{\ast} u) = r^{\ast} A_1(e^{\ast} u) + r^{\ast} A_2(e^{\ast} u), \]
with
\[ A_1 = \operatorname{Op}^\psi_n \left( \zeta \left( \frac{\xi_n}{\xi_n^{\ast}} \right) a \right) \text{ and } A_2 = \operatorname{Op}^\psi_n \left( (1 - \zeta \left( \frac{\xi_n}{\xi_n^{\ast}} \right)) a \right). \]
Lemma 2.10 implies that both $A_1$ and $A_2$ satisfy the hypotheses of Theorem 2.6. Moreover, the kernel of the operator $A_2$ is smooth with Schwartz decay, due to the compact support of the symbol in the $x_n$ variable and in the $x_2$ variable. Each $\mathcal{S}(\mathbb{R}^+)$-seminorm of $r^* A_2 e^* u$ is bounded by $(\xi')^m$, because the symbol belongs to $S^m (\mathbb{R}^n \times \mathbb{R}^n)$. Therefore $r^* A_2 e^*$ belongs to $S^m \left( \mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{S}(\mathbb{R}^+), \mathcal{S}(\mathbb{R}^+) \right)$. We can write

$$r^* A_3 e^* u = \int e^{i\psi(x', x_n, \xi_n)} e^{i\psi(x', x_n, \xi_n)} \mathcal{E} \left( \xi_n \xi' \right) d(x', x_n, \xi', \xi_n) \frac{1}{(i\xi_n)} e^{i\xi_n} u(\xi_n) d\xi_n.$$  

(28)

The properties of the Fourier transform assure that $i\xi_n e^* u(\xi_n) = e^* u + u(0)\delta_0$. Theorem 2.6 implies that the part of the integral depending on derivatives of Dirac distributions satisfies the desired bound. To analyze the other part and the derivatives with respect to $x', \xi', x_n$, we note that, by taking $l$ large enough, we are left with an integral operator in the normal direction, for which the supremum of the kernel can be estimated in terms of the seminorms of a times $(\xi')^m$. The details are left to the reader.

**Remark 2.12.** The proof of Theorem 2.11 indicates that the order of the operator in the normal direction may increase if we differentiate w.r.t. the $x'$-variable. In contrast to the usual Boutet de Monvel calculus, it is not true in general that

$$r^* Op^\chi(a)e^* \in S^m \left( \mathbb{R}^{n-1}, \mathbb{R}^{n-1}; H^1(\mathbb{R}^+), H^{1-m}(\mathbb{R}^+) \right).$$

This can be seen explicitly by means of the following example. Define

$$A : \mathcal{S}(\mathbb{R}^n) \to \mathcal{S}(\mathbb{R}^n)$$

$$u \mapsto \int \int e^{i(x'-y')\eta + (f(x')x_n-y_n)\eta_n} u(y', y_n) dy' dy_n d\eta_n, \quad (29)$$

where $f$ is a strictly positive function. The phase function of the FIO $A$ in (29) represents a symplectomorphism $\chi$ of $T^* \mathbb{R}^{2n+} = \mathbb{R}^{2n+}$ onto itself of the form

$$\chi : \mathbb{R}^{2n+} \to \mathbb{R}^{2n+}$$

$$(y', y_n, \eta', \eta_n) \mapsto \left( y', f(y')^{-1}y_n, \eta' + f'(y')y_n, \frac{\eta_n}{f(y')}, f(y')\eta_n \right). \quad (30)$$

The symplectomorphism $\chi$ is admissible since it preserves the boundary:

$$\chi(y', y_n, \eta', \eta_n) \in \partial \mathbb{R}^{2n+} \Leftrightarrow (y', y_n, \eta', \eta_n) \in \partial \mathbb{R}^{2n+}, \text{ that is } y_n = 0.$$  

It is linear in the fibers, therefore all components have the transmission property. Looking at the action along the normal direction, we see that (29) cannot be extended.
to an operator-valued symbol in $S^0(\mathbb{R}^{n_1}, \mathbb{R}^{n_1}; H^s(\mathbb{R}), H^p(\mathbb{R}))$. Indeed,

$$
\kappa_{(t')} \partial_{\nu} \int e^{i(f(x') x_n - \varsigma_n)} \eta_n \kappa_{(t')} u(y_n) dy_n d\eta_n
$$

$$
= \kappa_{(t')} \int e^{i(f(x') x_n - \varsigma_n)} i (\partial_{x'} f)(x') \partial_{x_n} u((t') y_n) dy_n d\eta_n
$$

$$
= \kappa_{(t')} \int e^{i(t' f(x') x_n - \varsigma_n)} \frac{\eta_n}{(t')} (\partial_{x'} f)(x') \partial_{x_n} u(z_n) dz_n d\eta_n
$$

$$
= \kappa_{(t')} \int e^{i(t' f(x') x_n - \varphi_n)} i (\partial_{y'} f)(x') \partial_{y_n} u((t') \varphi_n) d\eta_n
$$

$$
= \kappa_{(t')} \int e^{i(t' f(x') x_n - \varphi_n)} (\partial_{x'} f)(x') \partial_{x_n} u(t \varphi_n) d\eta_n
$$

$$
= (\partial_{x'} f)(x') \partial_{x_n} u(t \varphi_n)
$$

Hence we lose one derivative and the operator-valued symbol does not send $H^s(\mathbb{R})$ into $H^p(\mathbb{R})$.

Now, we recall a technical lemma, proven in [27], p. 122.

**Lemma 2.13.** Let $a \in S^m(\mathbb{R}^n \times \mathbb{R}^n)$ be a symbol with the transmission property. Then there exists a symbol $a_1 \in S^m(\mathbb{R}^n \times \mathbb{R}^n)$ having the transmission property for all hyperplanes $x_n = \epsilon, \epsilon \geq 0$, such that

$$
\partial_{x_n}^k (a(x', x_n, \epsilon', \epsilon_n) - a_1(x', x_n, \epsilon', \epsilon_n)) \big|_{x_n=0} = 0
$$

for all $k \in \mathbb{N}$ and for all $x', \epsilon', \epsilon_n$. The symbol $a_1$ has the following expression

$$
a_1(x', x_n, \epsilon', \epsilon_n) = \sum_{j=0}^{\infty} \frac{x_n^j}{j!} \partial_{x_n} a(x', 0, \epsilon', \epsilon_n) \phi(t, x_n), \quad (31)
$$

where $\phi$ is a cut-off function at the origin and $(t_j)$ is a sequence in $\mathbb{R}_+$ such that the series in $\phi(t, x_n)$ converges in $S^m(\mathbb{R}^n \times \mathbb{R}^n)$.

**Proposition 2.14.** Let $a$ and $\psi$ satisfy Assumptions. Then, it is possible to write

$$
r^* \text{Op}_n^\psi(a) e^+ = r^* \text{Op}_n^\psi(a_0) e^+ + r^* \text{Op}_n^\psi(a_1) e^+ 
$$

with $a_0$ such that

$$
(\text{Op}_n^\psi(a_0) e^+) u \in L^2(\mathbb{R}), \quad u \in \mathcal{C}(\mathbb{R}_+), \quad (32)
$$

and $a_1 \in S^m(\mathbb{R}^n \times \mathbb{R}^n)$ is a polynomial in $\xi_n$.

**Proof.** The proof follows from Remark 2.8 and an observation in the proof of Theorem 2.11. Choose $a, a_1$ as in Lemma 2.13 and set $b = a - a_1$. In view of the transmission property of $a$ we can write

$$
\partial_{x_n} a(x', 0, \epsilon', \epsilon_n) = \sum_{k=0}^{m} a_{k,j}(x', \epsilon') \xi_n^k + \sum_{k=0}^{\infty} \lambda_k \partial_{x_n} b_{k,j}(x', \epsilon') \xi_n^k
$$
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with \( a_{k,j} \in \mathcal{S}^{m-k}(\mathbb{R}^{n-1}, \mathbb{R}^{m-1}) \), \( b_{k,j} \in \mathcal{S}^m(\mathbb{R}^{n-1} \times \mathbb{R}^{n-1}) \), \( h_{k,j} \in H^+ \oplus H_0^- \), \( (\lambda_{k,j})_k \in l^1 \), and
\[
b_{k,j}, h_{k,j} \to 0, \quad k \to \infty.
\]

Then, we set
\[
a_d(x', x_n, \xi', \xi_n) = \sum_{j=0}^{\infty} \sum_{k=0}^{m} \frac{x_n^j}{j!} a_{k,j}(x', \xi') \xi_n^k \phi(t_j x_n),
\]
\[
a_0^1(x', x_n, \xi', \xi_n) = \sum_{j=0}^{\infty} \sum_{k=0}^{m} \frac{x_n^j}{j!} \lambda_{k,j} h_{k,j}(x', \xi') \xi_n^k \phi(t_j x_n),
\]
\[
a_0 = a_d^1 + b.
\]

By construction, \( a = a_d + a_0 \). Notice that \( a_0^1 \) is a symbol of order zero w.r.t. the \( \xi_n \)-variable. We then conclude from (21) with \( m = 0 \) that \( \text{Op}_n^\phi(a_0^1) e^u \) belongs to \( L^2(\mathbb{R}) \). To analyze \( \text{Op}_n^\phi(b) e^u \) we use the scheme in Theorem 2.11. We split the operator into two parts: one smoothing and the other with a symbol vanishing to infinite order at the origin. Namely, \( L_n \) holds in \( \langle \xi_n \rangle \).

Remark 2.15. We have proven that \( r^{+} \text{Op}_n^{\phi}(a) e^u \) is a continuous operator from \( \mathcal{S}(\mathbb{R}^+) \) to itself, so it is possible to define the transposed operator
\[
\left( r^{+} \text{Op}_n^{\phi}(a) e^u \right)^{\dag}.
\]

It is important to stress that, in general,
\[
\left( r^{+} \text{Op}_n^{\phi}(a) e^u \right)^{\dag} u \neq r^{+} \text{Op}_n^{\psi}(a)^{\dag} e^u, \quad u \in \mathcal{S}(\mathbb{R}^+). 
\]

A simple counterexample is the operator \( (r^+ \partial_{x_n} e^u)^{\dag} \), since
\[
(r^+ \partial_{x_n} e^u)^{\dag} u = -r^+ \partial_{x_n} e^u - u(0) \delta_0.
\]

Nevertheless, if \( a_0 \) is as in Proposition 2.14 and therefore \( (32) \) is fulfilled, then equality holds in (34). Indeed, for \( u, f \in \mathcal{S}(\mathbb{R}^+) \),
\[
\langle r^{+} \text{Op}_n^{\psi}(a_0) e^u, f \rangle = \langle u, r^{+} \text{Op}_n^{\psi}(a_0) e^f \rangle = \langle e^u, \text{Op}_n^{\phi}(a_0) e^f \rangle = \langle \text{Op}_n^{\phi}(a_0), e^u e^f \rangle = \langle r^{+} \text{Op}_n^{\psi}(a_0), e^u, f \rangle.
\]

Theorem 2.11 then implies that \( r^{+} \text{Op}_n^{\psi}(a_0) e^u \) is dense in \( \mathcal{S}(\mathbb{R}^{n-1}, \mathcal{S}^\prime(\mathbb{R}^+))^\prime \). Since \( C_0^\infty(\mathbb{R}^+) \) is dense in \( \mathcal{S}^\prime(\mathbb{R}^+) \), we can also define the action on \( \mathcal{S}^\prime(\mathbb{R}^+) \) by
\[
(r^{+} \text{Op}_n^{\psi}(a_0) e^u) u = \lim_{k \to \infty} r^{+} \text{Op}_n^{\psi}(a_0) e^u u_k, \quad u_k \to u \text{ in } \mathcal{S}^\prime(\mathbb{R}^+).
\]
Lemma 2.16. Let $u \in \mathscr{S}'(\mathbb{R})$ be smooth on $\mathbb{R}$. Then the following statements are equivalent:

i) For all $j \in \mathbb{N}$

\[ \lim_{x \to 0^+} \partial^j u(x) = c^j, \quad c^j \in \mathbb{C}. \]

In particular the function $r^* u$ can be extended smoothly up to zero.

ii) For all $j \in \mathbb{N}$ and for all sequences $\{\psi_m^j\}_{m \in \mathbb{N}} \subseteq C_0^\infty(\mathbb{R}_+)$ such that

\[ \psi_m^j \to (-1)^j \delta_0^{(j)} \text{ in } \mathscr{S}'(\mathbb{R}), \]

we have

\[ \lim_{m \to \infty} \langle u, \psi_m^j \rangle = c^j, \quad c^j \in \mathbb{C}. \]

There is a trivial continuous inclusion $i : C^\infty(\mathbb{R}_+) \to C_0^\infty(\mathbb{R})$ given by the extension by zero, so the limit (36) is well defined.

The proof is left to the reader. The implication $i) \Rightarrow ii)$ is almost trivial. For the converse one can argue by contradiction.

Theorem 2.17. Let $\psi$ and a satisfy Assumptions[4]. By Proposition 2.14 we can write $a = a_d + a_0$, where $\text{Op}_n^\psi(a_0) \varphi$ maps $\mathscr{S}(\mathbb{R})$ to $L^2(\mathbb{R})$. Hence $(e^* \varphi^* - 1) \text{Op}_n^\psi(a_0) \varphi^* = -e^* \text{Op}_n^\psi(a_0) \varphi^*$. Moreover, $r^* \text{Op}_n^\psi(a_0) \varphi^*$ extends to a function

\[ r^* \text{Op}_n^\psi(a_0) \varphi^* : \mathscr{S}'(\mathbb{R}_+) \to \mathscr{S}(\mathbb{R}) \]

and defines a symbol in $S^m \left( \mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathscr{S}'(\mathbb{R}_+), \mathscr{S}(\mathbb{R}_-) \right)$. Notice that $\varphi^*$ in (37) is not defined on $\mathscr{S}(\mathbb{R}_+)$. The operator $r^* \text{Op}_n^\psi(a_0) \varphi^*$ is defined as the dual of $r^* \text{Op}_n^\psi(a_0) \varphi^* : \mathscr{S}'(\mathbb{R}_-) \to \mathscr{S}(\mathbb{R}_+)$. 

Proof. We want to prove that for all $s_1, s_2$, for all $\delta, \gamma$, we have

\[ p_{\delta, \gamma} \{ \kappa_{(\xi)}^n v^j - r^* \text{Op}_n^\psi(a_0) \varphi^* \kappa_{(\xi)}^n v^j \} u < \langle \xi \rangle^m \|u\|_{L^1(\mathbb{R}^{n-1})}, \quad u \in C^\infty_0(\mathbb{R}_+), \]

\{ $p_{\delta, \gamma}$ \} being the seminorms of $\mathscr{S}(\mathbb{R})$. By Assumptions[4] $a$ vanishes for $|x_n| > \epsilon, \epsilon$ small. As $\partial_x \psi(x', x_n, \xi) \neq 0$ if $x_n \neq 0$, the phase function has no critical points on supp $a_0$ outside $\{ x_n = 0 \}$. An integration by parts argument shows that $\text{supp} \text{Op}_n^\psi(a_0) u \subseteq \{ x_n = 0 \}$. Hence, we only need to consider the behavior as $x_n \to 0^+$. From Theorem 2.11 and Proposition 2.14 we recall that the following maps are continuous:

\[ r^* \text{Op}_n^\psi(a_0) \varphi^* : \mathscr{S}(\mathbb{R}_+) \to \mathscr{S}(\mathbb{R}_-) \]

and

\[ r^* \text{Op}_n^\psi(a_0) \varphi^* : \mathscr{S}'(\mathbb{R}_+) \to \mathscr{S}'(\mathbb{R}_-). \]

In order to prove that $r^* \text{Op}_n^\psi(a_0) \varphi^*$ belongs to $S^m \left( \mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathscr{S}'(\mathbb{R}_+), \mathscr{S}(\mathbb{R}_-) \right)$, we have to analyze

\[ \lim_{x_n \to 0^+} \partial_{x_n}^k \kappa_{(\xi)}^n \left( \partial_{x_n}^\delta_{x_n}^j \partial_{x_n}^\gamma \text{Op}_n^\psi(a_0) \varphi^* \kappa_{(\xi)}^n v^j \right)(x_n). \]
We start with the case $|a| = |eta| = 0$. By definition, we have to prove that, for all $s_1, s_2, k$ we have

$$
\left| \lim_{s_1 \to 0} \partial_{\xi_1}^k \kappa_{(\xi')^{-1}} \left( r^s \text{Op}^\psi_n(a_0)e^s \kappa_{(\xi')^{-1}} u \right)(x_0) \right| < (\xi')^m \|u\|_{L^{m-\nu -2}(\mathbb{R})}, \quad u \in C_c^\infty(\mathbb{R}_+).
$$

Using the idea of Lemma 2.18 we consider

$$
(\kappa_{(\xi')^{-1}} r^s \text{Op}^\psi_n(a_0)e^s \kappa_{(\xi')^{-1}} u, (-1)^k \partial_{\xi_1}^k \psi_1),
$$

where $\{\psi_1\}_{\in \mathbb{N}} \subseteq C_c^\infty(\mathbb{R}_-)$ is a sequence such that

$$
\psi_1 \to \delta_0, \quad \text{in } \mathcal{S}'(\mathbb{R}).
$$

Notice that (41) implies that $\kappa_{(\xi')^{-1}} \psi_1$ converges to $\langle \xi' \rangle^\frac{1}{2} \delta_0$. By Remark 2.15 and Proposition 2.14 we have

$$
(\kappa_{(\xi')^{-1}} r^s \text{Op}^\psi_n(a_0)\kappa_{(\xi')^{-1}} u, \psi_1) = \langle u, \kappa_{(\xi')^{-1}} r^s \left( \text{Op}^\psi_n(a_0)^j \kappa_{(\xi')^{-1}} \right) e^s \psi_1 \rangle.
$$

By 39 and 41 we get

$$
\lim_{s \to 0} (u, \kappa_{(\xi')^{-1}} r^s \text{Op}^\psi_n(a_0)^j \kappa_{(\xi')^{-1}} e^s \psi_1) = (\kappa_{(\xi')^{-1}} u, r^s \text{Op}^\psi_n(a_0)^j \kappa_{(\xi')^{-1}} \delta_0).
$$

By Theorem 2.6 we know that

$$
r^s \left( \text{Op}^\psi_n(a_0)^j \right) \delta_0 \in S^{m+\frac{j}{2}} \left( \mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{C}, \mathcal{S}', \mathcal{S}'(\mathbb{R}) \right),
$$

so, finally, since $\mathcal{S}'(\mathbb{R}) = \text{proj-lim} H^s(\mathbb{R})$,

$$
\lim_{s \to 0} \left| (u, \kappa_{(\xi')^{-1}} r^s \text{Op}^\psi_n(a_0)^j \kappa_{(\xi')^{-1}} e^s \psi_1) \right| \\
\leq \|\kappa_{(\xi')^{-1}} r^s \text{Op}^\psi_n(a_0)^j \kappa_{(\xi')^{-1}} \delta_0\|_{L^{m+\nu -2}(\mathbb{R})} \|u\|_{L^{m-\nu -2}(\mathbb{R})} \leq C(\xi')^m \|u\|_{L^{m-\nu -2}(\mathbb{R})}.
$$

For the derivatives w.r.t. $\xi'$ and $\xi'$ of orders $a$ and $\beta$, we use Lemma 2.2 and a slight variation of Theorem 2.6 in the setting of symbols in the class $BS^{m+\nu -2j} \left( \mathbb{R}^{n-1}, \mathbb{R}^{n-1}; S^{m+\nu}(\mathbb{R}) \right)$.

Theorem 2.18. Let $a$ and $\psi$ satisfy Assumptions 1. Then

$$
r^s \text{Op}^\psi(a)^j e^s : H^s(\mathbb{R}^n) \to H^{s-m}(\mathbb{R}^n), \quad s > -\frac{1}{2},
$$

continuously.

Proof. For $s \leq 0$ the result follows from the continuity of $e^s : H^s(\mathbb{R}^n) \to H^s(\mathbb{R}^n)$, $r^s : H^s(\mathbb{R}^n) \to H^s(\mathbb{R}^n)$ and the continuity properties of FIOs with homogeneous phase. It remains to consider the case $s > 0$. Using interpolation we may assume $s \in \mathbb{N}$. We write

$$
r^s \text{Op}^\psi(a)^j e^s = r^s \text{Op}^\psi(a)^j e^s \circ \Lambda_{\xi'}^+ \circ \Lambda_{\xi'},
$$

where $\Lambda_{\xi'}^+ = r^s \Lambda_{\xi'}$ is a truncated pseudodifferential operator in the sense of Boutet de Monvel such that $\Lambda_{\xi'}^+ : H^s(\mathbb{R}^n) \equiv L^2(\mathbb{R}^n)$, and $\Lambda_{\xi'}^+$ is the inverse of
So we only need to prove that $r^* \text{Op}^\psi(a)e^\tau \circ \Lambda^{-e^\tau} : L^2(\mathbb{R}_+^n) \to H^{s-m}(\mathbb{R}_+^n)$ is continuous. We observe that
\begin{equation}
  r^* \text{Op}^\psi(a)e^\tau \circ r^* \Lambda^{-e^\tau} e^\tau = r^* \text{Op}^\psi(a) \circ \Lambda^{-e^\tau} e^\tau - r^* \text{Op}^\psi(a) (e^\tau e^\tau - 1) \Lambda^{-e^\tau} e^\tau.
\end{equation}

The operator $\text{Op}^\psi(a) \circ \Lambda^{-e^\tau}$, by the properties of FIOs is, modulo operators with smoothing kernel, a FIO of order $m - s$ with phase $\psi$. Thus, $r^* \text{Op}^\psi(a) \circ \Lambda^{-e^\tau} e^\tau : L^2(\mathbb{R}_+^n) \to H^{s-m}(\mathbb{R}_+^n)$ is continuous, since $e^\tau$ is continuous on $L^2$. Now, we have to analyze the second term of (42). We treat it as a FIO defined on the boundary with operator-valued symbol. Notice that $\Lambda^{-e^\tau}$ is of negative order, and the differential part of the decomposition in Proposition 2.14 vanishes, so
\begin{equation}
  r^* \text{Op}^\psi(a)(e^\tau e^\tau - 1) \Lambda^{-e^\tau} e^\tau u = -r^* \text{Op}^\psi(a)e^\tau e^\tau \Lambda^{-e^\tau} u, \quad u \in C_0^\infty(\mathbb{R}_+).
\end{equation}

According to the general theory of Boutet de Monvel’s calculus, $r^* \Lambda^{-e^\tau} e^\tau$ extends to a symbol in $S^{-s}(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{F}(\mathbb{R}_+), \mathcal{F}(\mathbb{R}_-))$; by Theorem 2.11 we know that
\begin{equation}
  r^* \text{Op}^\psi_n(a)e^{-s} \in S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{F}(\mathbb{R}_+), \mathcal{F}(\mathbb{R}_-)).
\end{equation}

So, $r^* \text{Op}^\psi_n(a)e^{-s} \Lambda^{-e^\tau}$ is a symbol in $S^{m-s}(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{F}(\mathbb{R}_+), \mathcal{F}(\mathbb{R}_-))$. We can therefore write $r^* \text{Op}^\psi_n(a)(e^\tau e^\tau - 1) \Lambda^{-e^\tau} e^\tau$ as an operator-valued FIO defined on the boundary with phase function $\psi_0$ and an amplitude belonging to $S^{m-s}(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{F}(\mathbb{R}_+), \mathcal{F}(\mathbb{R}_-))$. The continuity of operator-valued pseudodifferential operators on wedge Sobolev spaces implies that
\begin{equation}
  L^2(\mathbb{R}_+^n) \xrightarrow{\text{r}^* \text{Op}^\psi_n(e^\tau e^\tau - 1) \Lambda^{-e^\tau}} H^{s-m}(\mathbb{R}_+^n) \xleftarrow{\text{S}^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{F}(\mathbb{R}_+), \mathcal{F}(\mathbb{R}_-))} \mathcal{W}^s(\mathbb{R}_+^n; E),
\end{equation}

where $\mathcal{W}^s(\mathbb{R}_+^n; E)$ denotes the wedge Sobolev space of order $s$ with values in the topological vector space $E$, see the Appendix 7.

\section{Fourier Integral Operators of Boutet de Monvel Type}

We recall the definition of three symbol classes in the Boutet de Monvel calculus.

i) A potential symbol of order $m$ is an element of
\begin{equation}
  S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathbb{C}, \mathcal{F}(\mathbb{R}_+)) = \text{proj-lim}_s S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathbb{C}, H^s(\mathbb{R}_+)).
\end{equation}

ii) A trace symbol of order $m$ and type zero is an element of the set
\begin{equation}
  S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathbb{C}, \mathcal{F}(\mathbb{R}_+), C) = \text{proj-lim}_s S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; H^s(\mathbb{R}_+), \mathbb{C});
\end{equation}

it also defines a symbol in $S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; H^{1-s}(\mathbb{R}_+), \mathbb{C})$, if $s_1 > -\frac{1}{2}$.
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A trace symbol of type $d$ is a sum of the form

$$t = \sum_{j=0}^{d} t_j \partial_x^j, \quad t_j \in S^{m-j}(\mathbb{R}^{n-1}, \mathbb{R}^{-1}; \mathcal{F}^s(\mathbb{R}_+), \mathbb{C}),$$

where $t$ is in $S^m(\mathbb{R}^{n-1}, \mathbb{R}^{-1}; H^{s,x}(\mathbb{R}_+), \mathbb{C})$ and $\partial_x$ is the derivative in the normal direction,

$$\partial_x = r^* \partial_{x^*} e^* \in S^1(\mathbb{R}^{n-1}, \mathbb{R}^{-1}; H^s(\mathbb{R}_+), H^{s-1,0}(\mathbb{R}_+)).$$

iii) A singular Green symbol of order $m$ and type zero is an element of

$$S^m(\mathbb{R}^{n-1}, \mathbb{R}^{-1}; \mathcal{F}^s(\mathbb{R}), \mathcal{F}^s(\mathbb{R}_+)) = \operatorname{proj-lim}_s S^m(\mathbb{R}^{n-1}, \mathbb{R}^{-1}; H^s_0(\mathbb{R}_+), H^s(\mathbb{R}_+));$$

this also is a symbol in $S^m(\mathbb{R}^{n-1}, \mathbb{R}^{-1}; H^{s,x}(\mathbb{R}_+), \mathcal{F}^s(\mathbb{R}_+))$, provided $s_1 > -\frac{1}{2}$.

A singular Green symbol of order $m$ and type $d$ is a sum of the form

$$g = \sum_{j=0}^{d} g_j \partial_x^j, \quad g_j \in S^{m-j}(\mathbb{R}^{n-1}, \mathbb{R}^{-1}; \mathcal{F}^s(\mathbb{R}_+), \mathcal{F}^s(\mathbb{R}_+)).$$

Obviously, $g$ then is in $S^m(\mathbb{R}^{n-1}, \mathbb{R}^{-1}; H^{s,x}(\mathbb{R}_+), \mathcal{F}^s(\mathbb{R}_+))$, $s_1 > d - \frac{1}{2}$.

**Remark 3.1.** The trace operator $\gamma_j$ is a trace symbol of order $j + \frac{1}{2}$ and type $j + 1$, see [29].

In Definition 3.2 below, we employ the notation introduced in [16].

**Definition 3.2.** Let $\chi$ be an admissible symplectomorphism, and let $\chi_\lambda$ be the induced symplectomorphism at the boundary. For $m \in \mathbb{R}$ and $d \leq \max\{m, 0\}$ we define

$$\mathcal{A} := \left( r^* A^\chi e^* + G^\chi T^\chi S^\chi \right),$$

and we write $\mathcal{A} \in \mathcal{F}^m_{\chi}(\Omega^+_y \times \Omega^+_y)$, if $A^\chi \in \mathcal{F}^m_{\chi}((\Omega^+_y \times \Omega^+_y), \Lambda)$, the symbol of $A^\chi$ satisfies the transmission condition, and $G^\chi$, $K^\chi$, $T^\chi$ and $S^\chi$ are FIOs defined on the boundary, with Lagrangian submanifolds defined by $\chi_\lambda$. Their respective symbols are

(i) a singular Green symbol of order $m$ and type $d$;

(ii) a potential symbol of order $m$;

(iii) a trace symbol of order $m$ and type $d$;

(iv) a usual pseudodifferential symbol of order $m$.

**Remark 3.3.** In the above definition, we consider FIOs with operator-valued symbol. By Remark 1.2, $\chi_\lambda$ is the lift to the cotangent bundle of a diffeomorphism, locally represented as $b : \Omega^+_y \to \Omega^+_y$. One can extend $b$ to

$$b : \Omega^+_y \times [0, 1) \to \Omega^+_y \times [0, 1) : (y', y_n) \mapsto (b(y'), y_n).$$  \hspace{1cm} (43)

Then $K^\chi$, $T^\chi$, $G^\chi$ can be considered as the pullbacks of pseudodifferential operators with operator-valued symbol by the diffeomorphism $b$. For example, $G^\chi u = b G_1 u = G_2 (b u)$, where $G_1$, $G_2$ are usual singular Green operators, and the equality holds modulo operators with smooth kernels. Similarly for $K^\chi$ and $T^\chi$. 
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Here we think of functions with compact support as extended by zero to \( \mathbb{R}^n \). If the symplectomorphism \( \chi \) is the identity, and therefore \( \Omega^* = \Omega_0^* \), the class \( \mathcal{R}_m^d(\Omega^*_r \times \Omega^*_y) \) of FIOs coincides with the class \( \mathcal{R}_m^d(\Omega^*_y) \) of operators of order \( m \) and class \( d \) in the Boutet de Monvel calculus, see \cite{5, 15, 27, 29}. As a consequence of Theorem \( 2.18 \) and of the Sobolev continuity of FIOs defined through operator-valued symbols, we obtain the following theorem:

**Theorem 3.4.** Every \( \mathcal{A} \in \mathcal{R}_m^d(\Omega^*_r \times \Omega^*_y) \) induces a continuous operator

\[
\mathcal{A} : H^s_{\text{comp}}(\Omega^*_y) \oplus H^s_{\text{comp}}(\Omega^*_y) \to H^{s-m}_{\text{loc}}(\Omega^*_r) \oplus H^{s-m}_{\text{loc}}(\Omega^*_y),
\]

provided \( s > d - \frac{1}{2} \).

Now, we analyze the composition of FIOs of Boutet de Monvel type. Recall that we assume the involved symbols to have compact support w.r.t. the space variable.

**Theorem 3.5.** Let \( \mathcal{B} \in \mathcal{R}_{m_B}^{d_B}(\Omega^*_r \times \Omega^*_y) \) and \( \mathcal{A} \in \mathcal{R}_{m_A}^{d_A}(\Omega^*_y \times \Omega^*_r) \) be FIOs of Boutet de Monvel type associated with the symplectomorphisms \( \chi, \chi' \). Then \( \mathcal{B} \mathcal{A} \) is a FIO of Boutet de Monvel type of order \( m = m_B + m_A \) and type \( d = \max((m_A + d_A), d_A) \) defined by the symplectomorphism \( \chi' \circ \chi \), that is \( \mathcal{B} \mathcal{A} \in \mathcal{R}_m^d(\Omega^*_r \times \Omega^*_y) \).

**Proof.** By definition we can write

\[
\mathcal{B} \mathcal{A} = \begin{pmatrix}
    r^* B' \psi' + G_{B'}^\psi & K_{B'}^\psi \\
    T_{B'}^\psi & S_{B'}^\psi
\end{pmatrix}
\begin{pmatrix}
    r^* A' \psi' + G_{A'}^\psi & K_{A'}^\psi \\
    T_{A'}^\psi & S_{A'}^\psi
\end{pmatrix}.
\]

We start with the composition of the elements in the upper left corner. We can write

\[
r^* B' \psi' r^* A' \psi' = r^* B' A' \psi' + r^* B' (e^{r^*} - 1) A' \psi'.
\]

By the general theory of FIOs, \( B' A' \) is a FIO of order \( m_B + m_A \) with canonical transformation \( \chi' \circ \chi \). We prove next that the operator \( r^* B' (e^{r^*} - 1) A' \psi' \) is a FIO on the boundary, associated with the canonical transformation \( \chi' \circ \chi \) and with a Green symbol of order \( m_B + m_A \) and type \( (m_A)^* = \max(m_A, 0) \). As both the symplectomorphisms are admissible, the boundary is preserved. \( B' \) and \( A' \) are operator-valued FIO at the boundary with symbols \( b \) and \( a \) satisfying Assumptions I. and Lagrangian submanifold induced by \( \chi_0 \) and \( \chi_0 \), respectively. So, we consider the composition

\[
r^* \text{Op}_r^{\psi'}(b)(e^{r^*} - 1) \text{Op}_r^{\psi}(a) \psi',
\]

\( \psi', \psi \) being general phase functions associated with \( \chi' \) and \( \chi \), respectively. We start by studying the composition in the normal direction. We decompose the symbol \( a = a_d + \hat{a}_0 \) as in Proposition \( 2.14 \). First, we analyze the differential part

\[
r^* \text{Op}_n^{\psi'}(b)(e^{r^*} - 1) \text{Op}_n^{\psi} \left( \sum_{j=1}^{m_A} a_j (\chi', x_n, \xi') \xi_{n j}^j \right) e^* u_n,
\]

where \( a_j (x', x_n, \xi') \in S^{m_A - j}(\mathbb{R}^n \times \mathbb{R}^{n-1}) \). Since, on \( \mathcal{S}'(\mathbb{R}^n) \)

\[
\xi_n e^* u_n(y_n)(\xi_n) = -ie^{r^*} \partial_{y_n} u_n(\xi_n) - i u(0) \hat{a}_0,
\]
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induction shows
\[ \xi_j^i e^r u(y_n) = (-i)^j \left( e^{r^{(j-1)}} u + \sum_{l=0}^{j-1} u^{(0)}(0) \xi^{r^{(j-1-l)}} \right). \]

Now
\[
\text{Op}^\psi_n \left( \sum_{j=1}^{m_B} (-i)^j a_j(x', x_n, \xi') \sum_{l=0}^{j-1} u^{(0)}(0) \xi^{r^{(j-1-l)}} \right) \\
= \sum_{j=1}^{m_B} (-i)^j a_j(x', x_n, \xi') \sum_{l=0}^{j-1} u^{(0)}(0) \text{Op}^\psi_n \left( \xi^{r^{(j-1-l)}} \right) (\delta_0).
\]

Following the scheme of the proof of Theorem 2.6, one obtains
\[ (e^{r^+} - 1) \text{Op}^\psi_n \left( \xi^{r^{(j-1-l)}} \right) (\delta_0) = \sum_{l=0}^{j-1} d_k(x', \xi') \delta_k(0) + c_{ij}(x', x_n, \xi') \]
where \( d_k \in S^{r^{(j-1-l)}}(\mathbb{R}^{m-n} \times \mathbb{R}^{n-1}) \) and \( c_{ij} \in S^{r^{(j-1-l)}}(\mathbb{R}^{m-n}, \mathbb{R}^{n-1}; \mathcal{O}(\mathbb{R})). \)

Observing that \( \gamma_i : u \mapsto u^{(0)}(0) \) is a trace symbol of order \( l + \frac{1}{2} \) and type \( l \), in view of (45) and Theorem 2.6 we obtain that \( r^+ \text{Op}^\psi_n (b) (e^{r^+} - 1) \) applied to (47) is a Green symbol of order \( m_B \) and type \((m_B)_+.\) Next, we analyze
\[
r^+ \text{Op}^\psi_n (b) (e^{r^+} - 1) \sum_{j=1}^{m_B} a_j(x', x_n, \xi') e^{r^{(j-1-l)}} u(x_n) \\
= r^+ \text{Op}^\psi_n (b) (e^{r^+} - 1) \sum_{j=1}^{m_B} a_j \text{Op}^\psi_n (1) e^{r^{(j-1-l)}} u.
\]

Recall that \( e^{r^+} - 1 = -e^{-r^-} \) on regular distributions. By Theorem 2.17 we find that \( r^+ a_j \text{Op}^\psi_n (1) e^r \) is a symbol in \( S^{m_B + m_A} \left( \mathbb{R}^{m-n}, \mathbb{R}^{n-1}; \mathcal{O}(\mathbb{R}), \mathcal{O}(\mathbb{R}) \right). \) Moreover, by Theorem 2.11 we know that \( r^+ \text{Op}^\psi_n (b) e^- \in S^{m_B + m_A} \left( \mathbb{R}^{m-n}, \mathbb{R}^{n-1}; \mathcal{O}(\mathbb{R}), \mathcal{O}(\mathbb{R}) \right). \)

Hence, the symbol in (49) is a Green symbol of order \( m_B + m_A \) and type \((m_A)_+.\) In view of the decomposition \( a = a_d + a_0 \), we now have to consider
\[
r^+ \text{Op}^\psi_n (b) (e^{r^+} - 1) \text{Op}^\psi_n (a_0) e^r. \]

Theorem 2.17 implies that \( r^+ \text{Op}^\psi_n (a_0) e^r \in S^{m_A} \left( \mathbb{R}^{m-n}, \mathbb{R}^{n-1}; \mathcal{O}(\mathbb{R}), \mathcal{O}(\mathbb{R}) \right). \)

Observing that \( r^+ \text{Op}^\psi_n (b) e^- \) is an element of \( S^{m_B} \left( \mathbb{R}^{m-n}, \mathbb{R}^{n-1}; \mathcal{O}(\mathbb{R}), \mathcal{O}(\mathbb{R}) \right) \), we see that (50) defines a Green symbol of order \( m_B + m_A \) and type zero.

The other compositions can be analyzed in a similar way. We omit most of the details. They are all FIOs at the boundary with a Lagrangian distribution defined by \( \zeta_0 \circ \chi_0. \)

1. \( (r^+ B^e e^r) \tilde{C}_{\mu} \) has a singular Green symbol of order \( m_B + m_A \) and type \( d_A \).

2. \( C_{\mu}^r (r^+ A^e e^r) \) has a singular Green symbol of order \( m_B + m_A \) and of type \((m_A + d_B)_+ = \max(m_A + d_B, 0). \)
3. \( G_{\mathcal{A}}^{\nu} \) has a Green symbol of order \( m_{\mathcal{B}} + m_{\mathcal{A}} \) and type \( d_{\mathcal{A}} \).
4. \( (r^s B^r e^s) K_{\mathcal{A}}^{\nu} \) has a potential symbol of order \( m_{\mathcal{B}} + m_{\mathcal{A}} \).
5. \( G_{\mathcal{A}}^{\nu} K_{\mathcal{A}}^{\nu} \) has a potential symbol of order \( m_{\mathcal{B}} + m_{\mathcal{A}} \).
6. \( K_{\mathcal{A}}^{\nu} S_{\mathcal{A}}^{\nu} \) has a Green symbol of order \( m_{\mathcal{B}} + m_{\mathcal{A}} \) and type \( d_{\mathcal{A}} \).
7. \( K_{\mathcal{A}}^{\nu} T_{\mathcal{A}}^{\nu} \) has a potential symbol of order \( m_{\mathcal{B}} + m_{\mathcal{A}} \).
8. \( T_{\mathcal{A}}^{\nu} r^s A^r e^s \) has a trace symbol of order \( m_{\mathcal{B}} + m_{\mathcal{A}} \) and type \((m_{\mathcal{A}} + d_{\mathcal{A}})\).
9. \( T_{\mathcal{A}}^{\nu} G_{\mathcal{A}}^{\nu} \) has a trace symbol of order \( m_{\mathcal{B}} + m_{\mathcal{A}} \) and type \( d_{\mathcal{A}} \).
10. \( S_{\mathcal{A}}^{\nu} T_{\mathcal{A}}^{\nu} \) has a trace symbol of order \( m_{\mathcal{B}} + m_{\mathcal{A}} \) and type \( d_{\mathcal{A}} \).
11. \( T_{\mathcal{A}}^{\nu} K_{\mathcal{A}}^{\nu} \) has a symbol in \( S^{m_{\mathcal{B}} + m_{\mathcal{A}}} (\mathbb{R}^{n-1} \times \mathbb{R}^{n-1}) \).
12. \( S_{\mathcal{A}}^{\nu} S_{\mathcal{A}}^{\nu} \) has a symbol in \( S^{m_{\mathcal{B}} + m_{\mathcal{A}}} (\mathbb{R}^{n-1} \times \mathbb{R}^{n-1}) \).

The composition in 1) follows from Remark 3.3 and the composition laws of operator-valued pseudodifferential operators. The compositions in 3), 4), 5), 6), 7), 9), 10), 11), 12) can be treated similarly, exploiting the properties of operator-valued symbols. The compositions in 2) and 8) are slightly more delicate. Let us analyze the composition in 2). We first suppose \( d_{\mathcal{B}} = 0 \). By Proposition 2.14 \( a \) can be written in the form \( a = a_d + a_0 \). Using (45) and (46), we can write

\[
(r^s \text{Op}_a^{\nu} (a_d) e^s) u = \sum_{j=1}^{m_d} (-i)^j r^s a_j (x', x_n, \xi') \left( \text{Op}_n^{\psi} (1) e^s \partial_{x_n}^j u + \sum_{l=0}^{j-1} \text{Op}_n^{\psi} (1) \left( \delta_l^{(j-l)} \right) \gamma_l (u) \right),
\]

By Theorem 2.6 Remark 2.15 and the properties of trace operators, the sum in \( j, l \) can be written as

\[
r^s \text{Op}_a^{\psi} (a_d) e^s = \sum_{j=1}^{m_d} a_j (x', \xi') \partial_{x_n}^j + \sum_{k=0}^{m_d} k_l (x', \xi') \gamma_l (u),
\]

where \( a_j \in S^{m_{\mathcal{B}} - 1} \left( \mathbb{R}^{n-1}, \mathbb{R}^{n-1}, \mathcal{S}' (\mathbb{R}_+), \mathcal{S}' (\mathbb{R}_+) \right) \), \( k_l \in S^{m_{\mathcal{B}} - 1} \left( \mathbb{R}^{n-1}, \mathbb{R}^{n-1}, C, \mathcal{S}' (\mathbb{R}_+) \right) \).

By the properties of trace operators and the definition of Green symbols of type zero, we then obtain that \( s_{\mathcal{B}} (r^s \text{Op}_a^{\psi} (a_d) e^s) \) is a Green symbol of order \( m_{\mathcal{B}} + m_{\mathcal{A}} \) and type \((m_{\mathcal{A}})\). To prove the same result for \( a_0 \), we notice that \( r^s \text{Op}_a^{\psi} (a_0) e^s \) extends to a symbol in \( S^{m_{\mathcal{B}}} \left( \mathbb{R}^{n-1}, \mathbb{R}^{n-1}, \mathcal{S}' (\mathbb{R}_+), \mathcal{S}' (\mathbb{R}_+) \right) \), and the assertion follows from the definition of Green symbols. If \( d_{\mathcal{B}} \neq 0 \), we see that

\[
\partial_+ \int e^{ip(x', x_n, \xi', \xi) - ip_j (x', \xi')} a(x', x_n, \xi', \xi) d\xi_n = r^s \int e^{ip(x', x_n, \xi', \xi) - ip_j (x', \xi')} \partial (x', x_n, \xi', \xi) d\xi_n,
\]
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where \( \tilde{a} = \partial_x a + (i\partial_x \psi) a \), which implies \( \tilde{a} \in S^{m+1}(\mathbb{R}^n \times \mathbb{R}^n) \). Iteratively we can reduce to the case \( d_{B} = 0 \), raising the order from \( m \mathcal{A} \) to \( m \mathcal{A} + d_{B} \). To handle the composition \( 8 \), we proceed similarly. 

We will now show a Egorov type theorem for operators in \( \mathcal{B}^{m,0}_x \left( \Omega^*_x \times \Omega^*_y \right) \). In analogy with the usual calculus of FIOs on closed manifolds, we analyze the adjoint of the operator \( \mathcal{A} \).

**Theorem 3.6.** The formal adjoint \( \mathcal{A}^* \) of an operator \( \mathcal{A} \in \mathcal{B}^{m,0}_x \left( \Omega^*_x \times \Omega^*_y \right) \), \( m \leq 0 \), is a FIO of Boutet de Monvel type, namely \( \mathcal{A}^* \in \mathcal{B}^{m,0}_x \left( \Omega^*_y \times \Omega^*_x \right) \). Moreover,

\[
\mathcal{A}^* = \left( \begin{array}{cc} r^* (A^*)^* e^* + (G^*)^* \mathcal{R}^* & (T^*)^* \\ (K^*)^* & (S^*)^* \end{array} \right), \tag{51}
\]

where \( (A^*)^* \) is the formal adjoint of \( A^* \), and the Lagrangian submanifold is defined by the graph of \( \chi^{-1} \). The operators \( (G^*)^*, (K^*)^*, (T^*)^*, (S^*)^* \) appearing in (51) are the adjoints of \( G^*, K^*, T^*, S^* \), respectively, that is, they are FIOs with Lagrangian submanifold given by the graph of \( \chi^{-1} \).

**Proof.** Since \( m \leq 0 \), \( A^* \) is continuous from \( L^2(\mathbb{R}^n) \) to itself. Moreover, \( e^* : L^2(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^n) \) is continuous and its adjoint is \( r^* \). So we can write

\[
(r^* A^* e^* u, v)_{L^2(\mathbb{R}^n)} = (A^* e^* u, e^* v)_{L^2(\mathbb{R}^n)} = (e^* u, (A^*)^* e^* v)_{L^2(\mathbb{R}^n)} = (u, r^* (A^*)^* e^* v)_{L^2(\mathbb{R}^n)}.
\]

For the other components of \( \mathcal{A}^* \), we apply Remark 3.3 and recall that the adjoint of a Green operator of order \( m \) and type \( 0 \) is a Green operator of the same order and type, the adjoint of a potential operator of order \( m \) is a trace operator of order \( m \) and type \( 0 \) and the adjoint of a trace operator of order \( m \) and type \( 0 \) is a potential operator of order \( m \), see [29].

**Definition 3.7.** For every \( m \in \mathbb{Z} \) we define the operator

\[
[\Lambda^m_x] := \begin{pmatrix} r^* \Lambda^m_x e^* & 0 \\ 0 & \text{Op}(\xi^m) \end{pmatrix}
\]

where \( r^* \Lambda^m_x e^* : \mathcal{H}^m(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^n) \) is an isomorphism in Boutet de Monvel’s calculus. The operator \([\Lambda^m_x]\) is an element of \( \mathcal{B}^{m,0}(\mathbb{R}^n) \) and it is invertible.

**Theorem 3.8.** Let \( \mathcal{A} \in \mathcal{B}^{m,d}_x \left( \Omega^*_x \times \Omega^*_y \right) \), \( d \leq m_+ = \max \{m, 0\} \), \( m \in \mathbb{Z} \), be a FIO of Boutet de Monvel type. Then,

i) If \( m \leq 0 \) and \( d = 0 \), \( \mathcal{A} \mathcal{A}^* \) is a an element of \( \mathcal{B}^{2m,0}(\Omega^*_y) \);

ii) If \( m > 0 \) and \( \omega \in C^\infty(\Omega_y) \), \( (\mathcal{A} \omega[\Lambda^m_x])(\mathcal{A} \omega[\Lambda^m_y])^* \) is an element of \( \mathcal{B}^{0,0}(\Omega^*_y) \).

**Proof.** The proof of part i) essentially follows from Theorem 3.6 and from Egorov’s theorem for FIOs on closed manifolds. The second part follows from the first, noticing that \( \mathcal{A} \omega[\Lambda^m_x] \) belongs to \( \mathcal{B}^{0,0}(\Omega^*_y \times \mathbb{R}^n) \) by Theorem 3.3. □
In general, one cannot expect a Egorov type theorem for FIOs of Boutet de Monvel type of all orders and types. In fact, the formal adjoint $P^*$ of an operator $P \in \mathcal{B}_m^{m',d}(\mathbb{R}^n_+)$, with $m > 0$ or $d > 0$, in general is not even a Boutet de Monvel operator. However, by means of Theorems 3.5 and 3.8 it is possible to prove that

**Theorem 3.9.** If $P \in \mathcal{B}_m^{m',d}(\Omega^+_y)$ and $A \in \mathcal{B}_m^{m,0}(\Omega^+_x \times \Omega^+_y)$, $m \leq 0$, then $AP \in \mathcal{B}_m^{m',d}(\Omega^+_y)$.

## 4 Principal Symbols

We next define the boundary principal symbol $\sigma_\partial(A)$ of a FIO of Boutet de Monvel type

$$A := \begin{pmatrix} r^t A^t e^+ + G^{t_2} & K^{t_2} \\ T^{t_2} & S^{t_2} \end{pmatrix} \in \mathcal{B}_m^{m',d}(\Omega^+_x \times \Omega^+_y).$$

We have shown that $A$ can be seen as an operator-valued FIO defined on the boundary with a symbol belonging to $S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{S}(\mathbb{R}_+) \oplus \mathcal{S}(\mathbb{R}_+) \oplus C)$. We will now switch to classical operator-valued symbols, see the Appendix, and show that in this setting we can define

$$\sigma_\partial(A) = \sigma_\partial\begin{pmatrix} r^t A^t e^+ & 0 \\ 0 & 0 \end{pmatrix} + \sigma_\partial\begin{pmatrix} G^{t_2} & K^{t_2} \\ T^{t_2} & S^{t_2} \end{pmatrix}. \quad (52)$$

In view of the fact that $G^{t_2} = \bar{b}'G_1$, where $\bar{b}$ is the diffeomorphism in (43) and $G_1$ is a usual Green operator, we already have a suitable principal symbol for $G^{t_2}$, namely the pullback of the principal symbol of $G_1$ under $\chi_\partial$. Similar arguments apply to $K^{t_2}, T^{t_2}, S^{t_2}$. Hence we can focus on finding a principal boundary symbol $r^t A^t e^+$ for $r^t A^t e^+$.

The natural candidate for the boundary principal symbol of $r^t A^t e^+$ is

$$r^t A^t e^+(\mathbf{x}', \eta') : u \mapsto r^t \int e^{i\mathbf{x}' \cdot \eta'} \frac{\psi(\mathbf{\eta}, \mathbf{\eta} - y, \mathbf{n})}{i} a_m(\mathbf{x}', \mathbf{\eta}', \mathbf{\eta}_n U) du d\eta_n d\eta_n,$$

$$\mathbf{x}', \eta' \in \Omega^+_x \times T^{t_2} \mathcal{S}(\mathbb{R}^{n-1}, \mathbb{R}_+) \Omega^+_y \setminus 0. \quad (53)$$

For simplicity this is written for $\mathbf{x}' \in \Omega^+_x$ and $\mathbf{\eta}' \in T_{(0,0,y)} \Omega^+_y \setminus 0$. To have a consistent definition of principal symbol, we have to express $\mathbf{\eta}'$ in terms of $(\mathbf{x}', \mathbf{\eta}')$. The symbol $a_m$ is a section of the Maslov bundle. Since, in our case, this bundle is trivial near the boundary, it is defined as a section of the cotangent bundle restricted to the boundary. Notice that the operator-valued symbol in (53) is homogeneous of degree $m$ in the sense of Definition 7.1 when $a_m$ is the homogeneous principal part of $a \in S^m_{\text{cl}}(\mathbb{R}^n \times \mathbb{R}^n) \cap S^m_{\text{tr}}(\mathbb{R}^n \times \mathbb{R}^n)$.

**Lemma 4.1.** The operator-valued function $r^t A^t e^+$, defined in (53), belongs to the symbol class $S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; \mathcal{S}(\mathbb{R}_+) \oplus \mathcal{S}(\mathbb{R}_+))$.

**Proof.** One can divide the operator in two parts: one with compact support in $x_\mathbf{m}$ and one with symbol vanishing to infinite order at $x_\mathbf{m} = 0$. For the part with
compact support we repeat the arguments in the proofs of Theorems 2.6 and 2.11. Using essentially integration by parts, one proves that also the second operator belongs to $S^m(\mathbb{R}^{n-1}; \mathcal{S}'(\mathbb{R}^n), \mathcal{S}(\mathbb{R}^n))$. □

In view of Proposition 1.6 and Assumptions 1.2, we shall write in the sequel $A^\psi_n = \text{Op}_n^\psi(a)$.

**Theorem 4.2.** Let $a$ and $\psi$ satisfy the Assumptions 1.2. Moreover, assume that $a$ is a classical symbol. Then, $r^*A^\psi_n e^\cdot$, defined in (53), satisfies

$$r^*A^\psi_n e^\cdot - r^*A^\psi_0 e^\cdot \in S^{m-1}(\mathbb{R}^{n-1}; \mathcal{S}'(\mathbb{R}^n), \mathcal{S}(\mathbb{R}^n)).$$

**Proof.** Let $d^\psi_m(x', \eta) = a_m(x', 0, \eta)$ and $A^\psi_{n,0} = \text{Op}_n^\psi(d^\psi_m)$. We claim that

$$r^*A^\psi_{n,0} e^\cdot - r^*A^\psi_0 e^\cdot \in S^{m-1}(\mathbb{R}^{n-1}; \mathcal{S}'(\mathbb{R}^n), \mathcal{S}(\mathbb{R}^n)).$$

In the above equation, we consider the phase function $\psi$ extended to $\mathbb{R}^n$ such that the extension coincides, outside a compact subset of $\mathbb{R}^n \times \mathbb{R}^n$, with the standard pseudodifferential phase $\cdot \cdot; \eta$, see (54) for details. We claim that

$$r^*A^\psi_{n,0} e^\cdot \in S^m(\mathbb{R}^{n-1}; \mathcal{S}'(\mathbb{R}^n), \mathcal{S}(\mathbb{R}^n)).$$

To see this we split $r^*A^\psi_{n,0} e^\cdot$ into two parts. The first one has a symbol vanishing near $\{x_n = 0\}$ and a standard pseudodifferential phase, thus belongs to $S^m(\mathbb{R}^{n-1}; \mathcal{S}'(\mathbb{R}^n), \mathcal{S}(\mathbb{R}^n))$. The same is true for the second whose symbol is compactly supported w.r.t. the $x_n$-variable, so that we can apply Theorem 2.11. Next we note that $a - a_m \in S^{m-1}(\mathbb{R}^n \times \mathbb{R}^n)$ and write

$$a_m(x', x_n, \eta', \eta_n) = a_m(x', 0, \eta', \eta_n) + b(x', x_n, \eta', \eta_n),$$

where $b \in S^m(\mathbb{R}^n \times \mathbb{R}^n)$. Since the multiplication by $a_n$ is an element in $S^{-1}(\mathbb{R}^{n-1}, \mathcal{S}'(\mathbb{R}^n), \mathcal{S}(\mathbb{R}^n))$, it is enough to check that

$$r^*A^\psi_{n,0} e^\cdot + r^*A^\psi_0 e^\cdot \in S^{m-1}(\mathbb{R}^{n-1}; \mathcal{S}'(\mathbb{R}^n), \mathcal{S}(\mathbb{R}^n)).$$

Explicitly, we have to consider the seminorms of

$$\kappa_{(\eta\cdot)} r^* \left( A^\psi_{n,0} - A^\psi_0 \right) e^\cdot \kappa_{(\eta\cdot)}.$$ 

Evaluating the semigroup actions, we obtain

$$\kappa_{(\eta\cdot)} r^* \left( A^\psi_{n,0} - A^\psi_0 \right) e^\cdot \kappa_{(\eta\cdot)} u(x) =$$

$$r^* \int e^{i\langle \psi(x', \eta_0, \eta_n(\eta') \rangle - \psi(x', \eta') \rangle} a_m(x', 0, \eta', \eta_n(\eta')) e^{\cdot\cdot} u(\eta_0) d\eta_0 -$$

$$r^* \int e^{i\langle \psi(x', \eta_0, \eta_n(\eta') \rangle - \psi(x', \eta') \rangle} a_n(x', 0, \eta', \eta_n(\eta')) e^{\cdot\cdot} u(\eta_0) d\eta_0$$

$$= \int e^{i\langle \psi(x', \eta_0, \eta_n(\eta') \rangle - \psi(x', \eta') \rangle} e^{\cdot\cdot} u(\eta_0) d\eta_0.$$

Arguing now as in the proof of Theorem 2.11 we can use an excision function and split (57) in
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i) a part which is smoothing w.r.t. the $\eta_n$-variable;

ii) one which involves operators of order $m - j - 1$ acting on derivatives of order $j$ of the Dirac distribution;

iii) a part with an arbitrary decay rate w.r.t. the $\eta_n$-variable.

For term ii) we observe that the top order terms of the operators arising from $r^* A^*_n e^+_*$ and $r^* A^*_n e^+_{-}$, applied to $\delta_0^{(i)}$, both agree. This is a consequence of Remark 2.9 since they both involve the same power of the $y_n$-derivative of the phase function associated with $\chi^{-1}$, and the expression is then evaluated at $y_n = 0$.

For the terms i) and iii) we notice that the Taylor expansion at $x_n = 0$ of

$$
\exp(i\langle x', \eta' \rangle \cdot \eta_0(y') - i\langle x', \eta' \rangle \cdot \chi_{-}(y') - \frac{1}{2} \eta_0(y') - 1
$$

is simply given by

$$
x_n^2 b(x', x_n, \eta', \eta_n),
$$

where $b$ is a symbol order one. As the multiplication by $x_n^2$ is an operator-valued symbol of order $-2$, we gain one order of decay in $\eta'$. To check all the other seminorms, we take advantage of the fact that the symbol can be assumed to have arbitrarily high decay w.r.t. $\eta_n$. □

The above formulation of the principal symbol is invariant since, with the notation in (7), (9), and the fact that $\chi_0$ is the lift of a diffeomorphism of the boundary,

$$
\partial_x \psi(x', 0, \eta', \eta_n) = (\xi_n)'(y', 0, \eta', \eta_n),
$$

$$(y', 0, \eta', \eta_n) = x_n^2 (y', \eta') = x_n^2 (y').$$

So we can write

**Definition 4.3.** Let $A^x$ be a FIO with phase function and symbol satisfying Assumptions 1 and let its principal symbol be denoted by $\sigma(A)$. Then, its boundary principal symbol is defined, on $T^* \Omega^\circ$, as

$$
r^* A^*_n e^+_{n} : u \mapsto
$$

$$
r^* \int \exp(i\langle x', 0, \eta' \rangle \cdot \eta_0(y') - i\langle x', \eta' \rangle \cdot \sigma(A)(x', 0, (\xi_n')^{-1}(\xi'), \eta_n)) e^{\eta_n} dy_n d\eta_n.
$$

This is the homogeneous principal symbol in the sense of Definition 7.1 in the Appendix.

**Definition 4.4.** Let $\mathcal{A}, \chi, a, G^x, T^x, S^x_0$ be as in Definition 3.2. We define, on $T^* \Omega^\circ$,

$$
\sigma_\beta(\mathcal{A})(x', \xi') = \left( \begin{array}{cc} r^* A^*_n e^+_{n} + \sigma_\beta(G^x) & \sigma_\beta(K^x) \\ \sigma_\beta(T^x) & \sigma_\beta(S^x_0) \end{array} \right)
$$

$$
\in S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}, \mathcal{S} (\mathbb{R}_+ \oplus \mathbb{C}, \mathcal{S} (\mathbb{R}_+ \oplus \mathbb{C})),
$$

where $\sigma_\beta(G^x), \sigma_\beta(K^x), \sigma_\beta(T^x), \sigma_\beta(S^x_0)$ are the homogeneous principal symbols of the corresponding operators. The symbol $\sigma_\beta(\mathcal{A})$ is called the boundary principal symbol of $\mathcal{A}$.

**Proposition 4.5.** If $A \in \mathcal{S}_g^{m_1, d_1}(\Omega_x \times \Omega_x)$ and $B \in \mathcal{S}_g^{m_2, d_2}(\Omega_x \times \Omega_x)$ then $\sigma_\beta(AB) = \sigma_\beta(A) \sigma_\beta(B)$. 27
Proof. Let us write
\[ \mathcal{A} = \begin{pmatrix} r^* A_1^{m_1} e^* + G_1^{(x_1)_b} & K_1^{(x_1)_b} \\ T_1^{(x_1)_b} & S_1^{(x_1)_b} \end{pmatrix} \]
and
\[ \mathcal{B} = \begin{pmatrix} r^* B_1^{m_1} e^* + G_2^{(x_2)_b} & K_2^{(x_2)_b} \\ T_2^{(x_2)_b} & S_2^{(x_2)_b} \end{pmatrix}. \]

It is clear that one has to consider only the FIO part; the Green, potential, trace and pseudodifferential terms in the lower right corner are simple compositions. The definition of boundary principal symbols implies that
\[
\begin{align*}
  r^* A_1^{m_1} e^* - r^* A_1^{m_1} e^* & \in S^{m_1-1}(\mathbb{R}^{n_1-1}, \mathcal{F}(\mathbb{R}^+), \mathcal{F}(\mathbb{R}^+)) \\
  r^* B_1^{m_1} e^* - r^* B_1^{m_1} e^* & \in S^{m_1-1}(\mathbb{R}^{n_1-1}, \mathcal{F}(\mathbb{R}^+), \mathcal{F}(\mathbb{R}^+)).
\end{align*}
\]

Therefore, we can write
\[
r^* A_1^{m_1} e^* - r^* A_1^{m_1} e^* = r^* A_1^{m_1} e^* r^* B_1^{m_1} e^* + r
\]
where \( r \in S^{m_1+m_1-1}(\mathbb{R}^{n_1-1}, \mathbb{R}^{n_1-1}; \mathcal{F}(\mathbb{R}^+), \mathcal{F}(\mathbb{R}^+)). \)

Theorem 3.6 describes precisely \( \mathcal{A}' \) for \( \mathcal{A} \in \mathcal{B}_x^0(\Omega_x \times \Omega_y) \). One can then easily prove the next proposition.

Proposition 4.6. For any \( \mathcal{A} \in \mathcal{B}_x^0(\Omega_x \times \Omega_y) \) we have \( \sigma_\beta(\mathcal{A}') = [\sigma_\beta(\mathcal{A})]^* \).

Proposition 4.7. Let \( \mathcal{A} \) be an operator belonging to \( \mathcal{B}_x^0(\Omega_x \times \Omega_y) \) whose boundary principal symbol \( \sigma_\beta(\mathcal{A}) \) is invertible on \( \Gamma^0_\Omega \). Then \( [\sigma_\beta(\mathcal{A})]^{-1} \) is a boundary principal symbol of an operator belonging to \( \mathcal{B}_x^0(\Omega_y \times \Omega_x) \).

Proof. Proposition 4.6 implies that \( \sigma_\beta(\mathcal{A}') = [\sigma_\beta(\mathcal{A})]^* \). From Theorem 3.8 we know that \( \mathcal{A}' = \mathcal{P} \) is a usual Boutet de Monvel operator. Proposition 4.5 shows that \( \sigma_\beta(\mathcal{A}') = \sigma_\beta(\mathcal{A}) \sigma_\beta(\mathcal{A}') \) is invertible. Hence, by the general theory of Boutet de Monvel’s calculus, \( [\sigma_\beta(\mathcal{A}')]^{-1} \) is the boundary principal symbol of a Boutet de Monvel operator \( \mathcal{P}' \). The inverse of \( \sigma_\beta(\mathcal{A}) \) can now be written as
\[ [\sigma_\beta(\mathcal{A})]^{-1} = \sigma_\beta(\mathcal{A}) \sigma_\beta(\mathcal{P}') = \sigma_\beta(\mathcal{A}' \mathcal{P}'). \]

Hence \( [\sigma_\beta(\mathcal{A})]^{-1} \) is the boundary principal symbol of \( \mathcal{A}' \mathcal{P}' \in \mathcal{B}_x^0(\Omega_x \times \Omega_y) \), by Theorem 3.5.

Remark 4.8. The proof of Proposition 4.7 implies that the FIO part in the upper left corner of \( [\sigma_\beta(\mathcal{A})]^{-1} \) is \( r^* B_{x'}^{m_1} e^* \), where \( B_{x'}^{m_1} \) is a parametrix of \( A^2 \), hence a FIO with the symplectomorphism \( \chi^{-1} \).

Definition 4.9. An operator \( \mathcal{A} \in \mathcal{B}_x^{m,d}(\Omega_x \times \Omega_y), d \leq m_\star \), is called elliptic, if

(i) The interior symbol \( \sigma(\mathcal{A}) \) is elliptic. That is, there exists a FIO \( B_{x'}^{m_1} \) of order \(-m\) such that \( A^2 B_{x'}^{m_1} - \text{Id} \) and \( B_{x'}^{m_1} A^2 - \text{Id} \) are FIOs of order \(-1\) on \( \Omega_x \times \Omega_y \) and \( \Omega_y \times \Omega_y \) respectively.
The argument for $BA = \tilde{\chi}$ is equal to the identity up to a symbol of order $-1$. We denote by $r$.

Since the Maslov bundle is trivial for both $A$ and $B$, we can consider $A$ and $B$ as operator-valued FIOs at the boundary, with a Lagrangian submanifold defined by the graphs of $\chi\delta$ and $\chi^{-1}\delta$ respectively. Then we can write

$$r^*A^1e^+ - r^*A^1\delta e^+ = (r_1 + r^*A^1\delta e^+)(r_2 + r^*B^1\delta e^+).$$

Since $r^*A^1_{\delta}e^+$ and $r^*B^1\delta e^+$ are elements of $S^0(\mathbb{R}^{2n-1}, \mathbb{R}^{2n-1}; \mathcal{E}(\mathbb{R}_+), \mathcal{E}(\mathbb{R}_+))$ the relations (60) and the composition laws of Theorem 3.5 imply that $r^*A^1_{\delta}e^+ r^*B^1\delta e^+$ is equal to the identity up to a symbol of order $-1$. Hence $\mathcal{A} = 1d$ modulo lower order operators. The argument for $BA$ is analogous. Q.E.D.

5 FIOs of Boutet de Monvel Type on Manifolds

Let $X$ and $Y$ be two compact manifolds with boundary, and $\chi$ be an admissible symplectomorphism $\chi: T'Y \setminus 0 \to T'X \setminus 0$. We recall that $\chi$ extends to a symplectomorphism $\tilde{\chi}: T\tilde{Y} \setminus 0 \to T\tilde{X} \setminus 0$ of open neighborhoods of $Y$ and $X$, respectively. We denote by $\Lambda$ the graph of $\tilde{\chi}$. As pointed out in Section 1 the restriction $\chi\delta$ of $\chi$ is the lift of a diffeomorphism $b: \partial Y \to \partial X$. As in (43), we can extend $b$ to a
Theorem 5.2. Let

\[ A = \begin{pmatrix} r^* A^1 e^* + G^{\nu_0} & K^{\nu_0} \\ T^{\nu_0} & S^0 \end{pmatrix} : \bigoplus C^0(\partial Y, F_1) \to \bigoplus C^0(\partial X, F_2), \]  

acting between vector bundles over \( X, Y \) and their boundaries.

Definition 5.1. The linear operator \( A \) in (61) belongs to \( \mathcal{B}_x^m(X \times Y) \), if

(i) \( A^1 \) is a FIO defined by \( \Lambda \) and its local symbols satisfy the transmission condition;

(ii) in a collar neighborhood of the boundary, \( G^{\nu_0}, K^{\nu_0}, T^{\nu_0} \) and \( S^{\nu_0} \) are, modulo \( \nu \) operators with smooth kernel, the pullbacks of standard singular Green, potential, trace, and pseudodifferential operators by \( b \).

The following theorem is obvious from Theorem 3.4.

Theorem 5.2. Let \( A \in \mathcal{B}_x^m(X \times Y) \), \( d \leq m_+ \), and \( s \in \mathbb{R} \) with \( s > d - 1/2 \). Then \( A \) extends to a bounded operator

\[ \mathcal{A} : H^s(Y, E_1) \oplus H^s(\partial Y, F_1) \to H^s(X, E_2) \oplus H^s(\partial X, F_2). \]  

Definition 5.3. Let \( A \in \mathcal{B}_x^m(X \times Y) \). We define

(i) the interior principal symbol \( \sigma(A) \), as the principal symbol \( \sigma(A^1) \) of \( A^1 \), restricted to the Lagrangian submanifold associated with the graph of \( X \);

(ii) the boundary principal symbol \( \sigma_\partial(A) \)

\[ \sigma_\partial(A)(x', \xi') = \begin{cases} r^* A^1_\partial(x', \xi') e^* + \sigma_\partial(G^{\nu_0})(x', \xi') & \sigma_\partial(K^{\nu_0})(x', \xi') \\ \sigma_\partial(T^{\nu_0})(x', \xi') & \sigma_\partial(S^{\nu_0})(x', \xi') \end{cases} \]

for \( (x', \xi') \in T^* \partial X \setminus 0 \). Here \( \sigma_\partial(G^{\nu_0}), \sigma_\partial(K^{\nu_0}), \sigma_\partial(T^{\nu_0}), \sigma_\partial(S^{\nu_0}) \) are the principal symbols of the corresponding operators. We consider \( \sigma_\partial(A)(x', \xi') \) as an operator

\[ \mathcal{I}(\mathbb{R}_+; E_1)_{y'}(\eta', \eta') \to \mathcal{I}(\mathbb{R}_+; E_2)_{y'}(\eta', \eta'). \]

Here, \( \chi_\partial(y', \eta') = (x', \xi') \), \( E_1 \) is the pullback of \( E_1 |_{\partial Y} \) to \( T^* \partial Y \) with \( \mathbb{R}_+ \) identified with the normal to \( \partial Y \) at \( y' \); \( F_1 \) is the pullback of \( F_1 \) to \( T^* \partial Y \), and similarly for \( \mathbb{R}_+ \) and \( \mathbb{R}_+ \).

The boundary principal symbol defined above has an invariant meaning. Indeed, the principal symbol of \( A^1 \) is invariantly defined, and since the Maslov bundle can be trivialized in a neighborhood of the boundary, the operator-valued symbol \( \sigma_\partial \) is defined on \( T^* \partial Y \setminus 0 \) as we have noted after (53). The other symbols involved also have an invariant meaning since the corresponding operators are compositions of the diffeomorphism \( \tilde{b} \) and usual operator-valued pseudodifferential operators.

In view of Theorem 5.3 and Proposition 5.5 and the well known properties of composition of FIOs associated with a canonical transformation we obtain the following theorem.
Theorem 5.4. Let $B \in \mathcal{B}^{m,d_B}(X \times Y)$ and $A \in \mathcal{B}^{m,d_A}(Y \times Z)$ then $BA$ belongs to $\mathcal{B}^{m_B+m_A,d}(X \times Z)$, where $d = \max \{(m_B + d_B), d_A\}$. Moreover,
\[
\sigma(BA) = \sigma(B)\sigma(A), \\
\sigma_A(BA) = \sigma_B(B)\sigma_A(B).
\]

Definition 5.5. An operator $A \in \mathcal{B}^{m,d}(X \times Y)$, $d \leq m + d$, is elliptic if $\sigma(A)$ and $\sigma_A(A)$ are invertible.

Theorem 5.6. Let $A \in \mathcal{B}^{m,d}(X \times Y)$, $d \leq m + d$. Then there exists a parametrix $B \in \mathcal{B}^{-m,d}(Y \times X)$, $d = \max\{-m, 0\}$, such that $AB$ and $BA$ are equal to the identity modulo operators with smooth integral kernels.

In particular, $A$ in (62) is a Fredholm operator.

Proof. Using an order reduction we may assume $m = d = 0$. By the composition properties of Theorem 5.4, the operator $P = AA^*$ is an elliptic Boutet de Monvel operator, hence it admits a parametrix $C$ such that $AA^*C = PC = Id + K$, $K$ a smoothing operator.

Therefore, $AC$ is a right parametrix of $A$. In the same way we obtain a left parametrix. □

From Theorem 5.4 we also obtain the following Egorov type theorem.

Theorem 5.7. If $P \in \mathcal{B}^{m,d}(Y)$ and $A \in \mathcal{B}^{m,0}(X \times Y)$, $m \leq 0$, then $PA^*A$ belongs to $\mathcal{B}^{m,d}(X)$.

6 Index of Admissible Symplectomorphisms

Following the idea of Weinstein [32], we will now associate a FIO of Boutet de Monvel type with an admissible symplectomorphism $\chi: T^*Y \setminus 0 \to T^*X \setminus 0$ and a unitary section of the Maslov bundle $u$. Choose on $Y$ and $X$ the trivial line bundle and on $\partial Y$ and $\partial X$ the zero bundle. We consider the FIO of Boutet de Monvel type defined as
\[
U^\chi = \left( r^+ U^\chi e^+ \right): \mathcal{C}^\infty(Y) \to \mathcal{C}^\infty(X),
\]
(63)
where $U^\chi$ has principal symbol $u$.

Theorem 6.1. The operator $U$, defined in (63), is elliptic, that is the interior and the boundary symbol are both invertible.

Proof. The interior symbol is invertible by construction. So we have to show the invertibility of the boundary symbol
\[
\sigma_b(U^\chi)(x', \xi'): \mathcal{S}(\mathbb{R}^+ \setminus 0) \to \mathcal{S}(\mathbb{R}^+) \\
u \mapsto r^+ \int e^{i\xi x} \hat{\psi}(\xi, \eta) \hat{u}(\eta) d\eta,
\]
(64)
for each \((x', \xi') \in T^* \mathcal{X}/0\). As we have noticed in Equation (21), \(\sigma_\beta(\mathcal{U}^t)(x', \xi') \in \mathcal{L}(L^2(\mathbb{R}_+))\). In the sequel it will be easier to consider the operator

\[
\sigma_\beta(\mathcal{U}^t)(x', \eta') : L^2(\mathbb{R}_+) \rightarrow L^2(\mathbb{R}_+)
\]

\[
u \mapsto r^+ \int e^{ix_n \partial_n \psi(x', \eta')} e^{\nu_\eta} u(\eta_n) d\eta_n.
\] (65)

In the following, we will first show that \(\sigma_\beta(\mathcal{U}^t)(x', \eta')\) is invertible on a weighted \(L^2\)-space. From this we will infer the invertibility on \(L^2(\mathbb{R}_+)\) and on \(\mathcal{S}(\mathbb{R}_+)\).

First notice that for each \(\lambda \in \mathbb{R}\)

\[
k_\lambda : L^2(\mathbb{R}_+) \rightarrow L^2(\mathbb{R}_+) : u(x) \mapsto \lambda^+ u(\lambda x)
\]

is a unitary. Hence, the invertibility of (65) is equivalent to that of

\[
k_{\lambda^{-1}} \circ \sigma_\beta(\mathcal{U}^t)(x', \eta') \circ k_\lambda u(x_n) = r^+ \int e^{ix_n \partial_n \psi(x', 0, \lambda^{-1} \eta', \eta_n)} e^{\nu_\eta} u(\eta_n) d\eta_n.
\]

That is, we can always suppose that \(|\eta'|\) is as small as necessary. We next consider the larger space \(L^2_{\mathcal{S}_+} := L^2(\mathbb{R}_+, w)\), where \(w(x) = (1 + |x|)^{-2}\), which contains the constants and all bounded continuous functions. We set \(L^2_{\omega} = L^2(\mathbb{R}, \omega)\). For \(0 \leq t \leq 1\), let

\[
A(t) = A_n^\omega(t)(x', \eta') : u \mapsto \int e^{ix_n \partial_n \psi(x', 0, \eta', \eta_n)} u(\eta_n) d\eta_n
\]

\[
= \kappa_1 \int e^{ix_n \partial_n \psi(x', 0, \eta', \eta_n)} \kappa_{1, \hat{t}} u(\eta_n) d\eta_n.
\]

In view of the fact that \(\partial_n \psi(x', 0, 0, \eta_n)\) is homogeneous of degree 1 in \(\eta_n\), we have \(\partial_n \psi(x', 0, 0, \eta_n) = c(x')\eta_n\) for a smooth function \(c\). Moreover, \(c(x') > 0\), since \(\partial_\eta, \partial_n \psi(x', 0, 0, \eta_n) > 0\), as noticed after (9). We have

\[
r^+ A(0) e^+ u(x_n) = r^+ A_n^\omega(0) e^+ u(x_n) = r^+ \int e^{ix_n \partial_n \psi(x', 0, 0, \eta_n)} e^{\nu_\eta} u(\eta_n) d\eta_n
\]

\[
= r^+ \int e^{ix_n c(x') \eta_n} e^{\nu_\eta} u(\eta_n) d\eta_n = u(c(x') x_n).
\]

Being a dilation in the variable by a positive factor, \(r^+ A(0) e^+\) is clearly invertible.

Let us now consider on \(L^2_{\omega+}\) the operator family \(P(t), t \in [0, 1]\), given by

\[
P(t) = r^+ A(t) e^+ (r^+ A(t) e^+)' = r^+ A(t) e^+ r^+ A(t)' e^+.
\] (66)

Since \(P(0)\) is invertible on \(L^2_{\omega+}\), invertibility of \(P(t)\) for small \(t\) will follow, if we prove that \(P(t)\) is continuous at \(t = 0\). In this case, \(r^+ A(t) e^+\) will be surjective on \(L^2_{\omega+}\). A similar argument for \((r^+ A(t) e^+) \ (r^+ A(t) e^+)'\) will imply injectivity for small \(t\). Hence, for \(t\) close to zero, \(r^+ A(t) e^+\) will be invertible on \(L^2_{\omega+}\).

So our task is to prove the continuity of \(P(t)\) in \(t = 0\). Notice that

\[
P(t) = r^+ A(t)e^+ r^+ A(t)' e^+ = r^+ A(t) A(t)' e^+ + r^+ A(t) e^+ r^+ A(t)' e^+.
\] (67)
The operator \( A(t)A'(t) \) can be written explicitly

\[
(A(t)A'(t))u(x_n) = \int e^{i(x_n-y_n)\xi_n} \psi(x',t\eta',\eta_n) u(y_n) dy_n d\eta_n.
\]

As observed after (2), \( \partial_{\eta_n} \partial_{\eta'} \psi(x',0,t\eta',\eta_n) \geq \delta > 0 \), hence it is possible to invert \( \eta_n \mapsto \partial_{\eta_n} \psi(x',0,t\eta',\eta_n) \). Letting \( \xi_n = \partial_{\eta_n} \psi(x',0,t\eta',\eta_n) \), \( \eta_n = \eta_n(x',t\eta',\xi_n) \), we obtain the pseudodifferential operator

\[
(A(t)A'(t))u(x_n) = \int e^{i(x_n-y_n)\xi_n} \partial_{\eta_n} \partial_{\eta'} \psi(x',0,t\eta',\eta_n(x',t\eta',\xi_n))^{-1} u(y_n) dy_n d\xi_n.
\]

Notice that \( \partial_{\eta_n} \partial_{\eta'} \psi(x',0,0,\eta_n(x',0,\xi_n))^{-1} = c(x')^{-1} \). Therefore

\[
A(0)A'(0)u(x_n) = \int e^{i(x_n-y_n)\xi_n} c(x')^{-1} u(y_n) dy_n d\xi_n = c(x')^{-1} u(x_n),
\]

so that \( A(0)A'(0) \) is invertible. For each fixed \( t \), the operator in (68) is an SG-pseudodifferential operator of order \((0,0)\), hence continuous on \( L^2_w \).

We next study the limit as \( t \to 0^+ \). In view of the fact that \( \partial_{\eta_n} \partial_{\eta'} \psi \) is in general not continuously extendable to \( \eta = 0 \), we choose a zero excision function \( \zeta \) with \( \zeta(\xi_n) = 0 \) for \(|\xi_n| < 1\) and \( \zeta(\xi_n) = 1 \) for \(|\xi| > 2\) and consider the two operators

\[
(P_1(t))u(x_n) = \int e^{i(x_n-y_n)\xi_n} \partial_{\eta_n} \partial_{\eta'} \psi(x',0,t\eta',\eta_n(x',t\eta',\xi_n))^{-1} \zeta(\xi_n) u(y_n) dy_n d\xi_n,
\]

\[
(P_2(t))u(x_n) = \int e^{i(x_n-y_n)\xi_n} \partial_{\eta_n} \partial_{\eta'} \psi(x',0,t\eta',\eta_n(x',t\eta',\xi_n))^{-1} (1 - \zeta(\xi_n)) u(y_n) dy_n d\xi_n.
\]

Then \( P_1(t) \) is an SG-pseudodifferential operator of order \((0,0)\) whose symbol has uniformly bounded seminorms w.r.t. to \( t \). Furthermore,

\[
\lim_{t \to 0^+} \zeta(\xi_n) \left( \partial_{\eta_n} \partial_{\eta'} \psi(x',0,t\eta',\eta_n(x',t\eta',\xi_n))^{-1} - c(x')^{-1} \right) = 0
\]

uniformly in the topology of SG-symbols on \( \mathbb{R} \) and therefore

\[
\lim_{t \to 0} P_1(t) = P_1(0) : u \mapsto \int e^{i(x_n-y_n)\xi_n} c(x')^{-1} \zeta(\xi_n) u(y_n) dy_n d\xi_n
\]

in the norm topology of \( L^2_w \).

The kernel of the operator \( P_2(t) \) is

\[
K_{P_2(t)}(x_n, y_n) = \int e^{i(x_n-y_n)\xi_n} \partial_{\eta_n} \partial_{\eta'} \psi(x',0,t\eta',\eta_n(x',t\eta',\xi_n))^{-1} (1 - \zeta(\xi_n)) d\xi_n.
\]

The function \( \partial_{\eta_n} \partial_{\eta'} \psi(x',0,t\eta',\eta_n(x',t\eta',\xi_n))^{-1} \) is positively homogeneous of degree zero in \((\eta',\eta_n)\), hence bounded. As \( t \to 0^+ \), Lebesgue’s theorem of dominated convergence implies that

\[
(1 - \zeta(\xi_n)) \left( \partial_{\eta_n} \partial_{\eta'} \psi(x',0,t\eta',\eta_n(x',t\eta',\xi_n))^{-1} - c(x')^{-1} \right) \to 0 \quad \text{in} \quad L^1(\mathbb{R}_x),
\]

and hence

\[
\lim_{t \to 0} K_{P_2(t)}(x_n, y_n) = \int e^{i(x_n-y_n)\xi_n} c(x')^{-1} (1 - \zeta(\xi_n)) d\xi_n = K_{P_2(0)}(x_n, y_n),
\]
uniformly on \( \mathbb{R}_+ \times \mathbb{R}_+ \).

Schur’s Lemma then implies that \( P_2(t) \) tends to \( P_2(0) \) in the norm of \( \mathcal{L}(L^2_{\mathbb{R}_+}) \), since

\[
\sup_{x, t \in \mathbb{R}_+} \int_{x} \left| K_{P_2(0)}(x, t) - K_{P_2(0)}(x, y) \right|^2 \, dy n
\]

\[
\leq \sup_{x, t, y \in \mathbb{R}_+} \int_{x} \left| K_{P_2(0)}(x, t) - K_{P_2(0)}(x, y) \right|^2 \, dy n
\]

\[
\sup_{y, t \in \mathbb{R}_+} \int_{x} \left| K_{P_2(0)}(x, y) - K_{P_2(0)}(x, t) \right|^2 \, dx n
\]

This implies the continuity of \( t \mapsto A(t) \) at \( t = 0 \) in \( \mathcal{L}(L^2_{\mathbb{R}_+}) \). In view of the fact that extension by zero and restriction define bounded maps, we also see that \( t \mapsto r^* A(t) A^* (t) e^r \) is continuous at \( t = 0 \) in \( L^2_{\mathbb{R}_+} \). Hence, we have proven the continuity of the first operator in the right hand side of (67).

Next consider \( G(t) = r^* A(t) e^r A^* (t) e^r \). In view of the fact that \( r^* A(0) e^r = 0 \), we want to prove that \( G(t) \rightarrow 0 \) in \( L^2_{\mathbb{R}_+} \). Notice that

\[
\left\| r^* A(t) e^r A^* (t) e^r \right\|_{\mathcal{L}(L^2_{\mathbb{R}_+})} = \left\| r^* A(t) e^r (r^* A^* (t) e^r - r^* A(0) e^r) \right\|_{\mathcal{L}(L^2_{\mathbb{R}_+})}
\]

\[
\leq \max \left\{ \sup_{t} \left\| r^* A(t) e^r \right\|_{\mathcal{L}(L^2_{\mathbb{R}_+}, L^2_{\mathbb{R}_+})}, \left\| r^* A(0) e^r \right\|_{\mathcal{L}(L^2_{\mathbb{R}_+}, L^2_{\mathbb{R}_+})} \right\}
\]

\[
\cdot \left( \left\| r^* (A^* (t) - A^* (0)) e^r \right\|_{\mathcal{L}(L^2_{\mathbb{R}_+}, L^2_{\mathbb{R}_+})} + \left\| r^* (A(t) - A(0)) e^r \right\|_{\mathcal{L}(L^2_{\mathbb{R}_+}, L^2_{\mathbb{R}_+})} \right). \tag{69}
\]

We start by considering \( \left\| r^* (A(t) - A(0)) e^r \right\|_{\mathcal{L}(L^2_{\mathbb{R}_+}, L^2_{\mathbb{R}_+})} \), that is, the operator

\[
u \mapsto r^* \int_{\mathbb{R}_+} \left( e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} - e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} \right) e^r \nu dy d\eta.
\]

The associated kernel is

\[
k(t; x, y) = \int \left( e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} - e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} \right) d\eta, \quad x > 0, y < 0.
\]

For convenience, we invert the sign of the \( y \)-variable and consider

\[
\tilde{k}(t; x, y) = \int e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} \left( e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} - e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} \right) d\eta
\]

\[
= \int e^{ix \partial_{x} \psi(x', \eta')} \left( e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} - e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} \right) d\eta, \quad x > 0, y > 0.
\]

Choose a zero excision function \( \zeta \) as above and let

\[
k_1(t; x, y) = \int e^{ix \partial_{x} \psi(x', \eta')} \left( e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} - e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} \right) \zeta(\eta) d\eta \tag{70}
\]

\[
k_2(t; x, y) = \int e^{ix \partial_{x} \psi(x', \eta')} \left( e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} - e^{ix \partial_{x} \psi(x', \partial_{x'}, \eta')} \right) (1 - \zeta(\eta)) d\eta \tag{71}
\]

34
First we analyze \( k_1 \). For an application of Schur’s Lemma, on \( L^2_{w_x} \), it will be enough to check that
\[
\sup_{x_n,y_n} |k_1(t; x_n, y_n)| \to 0 \text{ as } t \to 0^+.
\]

We recall that the phase function \( \partial_x \psi(x', 0, t\eta', \eta_n) \) satisfies the transmission condition, so that
\[
\partial_x \psi(x', 0, t\eta', \eta_n) - c(x')\eta_n = \sum_{|\alpha|=1} \partial_x \psi(x', 0, 0, \eta_n)(t\eta')^\alpha + r_1(x', t\eta', \eta_n)
\]
\[
= \sum_{|\alpha|=1} \partial_x \psi(x', 0, 0, 1)(t\eta')^\alpha + \sum_{|\alpha|=2} (t\eta')^\alpha r_{1,\alpha}(x', \sigma(t)\eta', \eta_n), \quad \sigma(t) \in (0, t).
\]

Using integration by parts, we can write
\[
|k_1(t; x_n, y_n)| = \left| \int e^{ixn(x')\eta_n + iy_n} \left( e^{inx(\partial_x \psi(x', 0, t\eta', \eta_n) - c(x')\eta_n)} - 1 \right) \zeta(\eta_n) d\eta_n \right|
\]
\[
\leq \left| \int e^{ixn(x')\eta_n + iy_n} \frac{x_n \partial_{\eta_n} r_1(x', t\eta', \eta_n)}{x_n(x') + y_n} e^{inx(\partial_x \psi(x', 0, t\eta', \eta_n) - c(x')\eta_n)} \zeta(\eta_n) d\eta_n \right|
\]
\[
+ \left| \int e^{ixn(x')\eta_n + iy_n} \frac{1}{x_n(x') + y_n} \left( e^{inx(\partial_x \psi(x', 0, t\eta', \eta_n) - c(x')\eta_n)} - 1 \right) \partial_{\eta_n} \zeta(\eta_n) d\eta_n \right|
\]
\[
\leq \frac{x_n}{x_n(x') + y_n} \int \left| \partial_{\eta_n} r_1(x', t\eta', \eta_n) \right| \zeta(\eta_n) d\eta_n
\]
\[
+ \frac{1}{x_n(x') + y_n} \int \left| \left( e^{inx(\partial_x \psi(x', 0, t\eta', \eta_n) - c(x')\eta_n)} - 1 \right) |\partial_{\eta_n} \zeta(\eta_n)| d\eta_n. \tag{74}
\]

Notice that \( r_1(x', t\eta', \eta_n) \) is in general not continuous in \((x', 0, 0)\). Nevertheless, as a function in \( \eta_n \), it satisfies estimates as a symbol in \( S^{-1}(\mathbb{R} \times \mathbb{R}) \) for \(|\eta_n| > 1\). Hence, \( \zeta(\eta_n) \partial_{\eta_n} r_1(x', t\eta', \eta_n) \) is integrable and uniformly bounded for \( t \in (0, 1] \).

Moreover,
\[
\lim_{t \to 0} \zeta(\eta_n)(t\eta')^\alpha \partial_{\eta_n} r_{1,\alpha}(x', \sigma(t)\eta', \eta_n) = 0, \quad |\alpha| = 2.
\]

Notice also that
\[
\frac{x_n}{x_n(x') + y_n} \leq c(x')^{-1},
\]
is uniformly bounded for \( x_n > 0, y_n > 0 \). In (74), \( \partial_{\eta_n} \zeta(\eta_n) \) is a function with compact support and, for \( \eta \neq 0 \),
\[
\left| e^{inx(\partial_x \psi(x', 0, t\eta', \eta_n) - c(x')\eta_n)} - 1 \right| \leq |x_n(\partial_x \psi(x', 0, t\eta', \eta_n) - c(x')\eta_n)|
\]
\[
\leq x_n \| \eta' \| \sum_{|\alpha'|=1} \int_0^t \partial_x \partial_{\eta_n} \zeta(\psi(x', 0, t\eta', \eta_n)) ds \leq Mx_n \| \eta' \|,
\]

since \( \partial_x \partial_{\eta_n} \psi(x', 0, t\eta', \eta_n) \) is uniformly bounded for \(|\alpha'| = 1, \eta_n \neq 0, (x', \eta') \in T^* \mathbb{X} \setminus \{(0,0)\}, t \in (0, 1] \). Lebesgue’s theorem on dominated convergence therefore implies that (72) holds and thus the operator associated with \( k_1 \) tends to zero as \( t \to 0^+ \) by Schur’s lemma. A similar, but simpler, argument holds for \( k_2(t; x_n, y_n) \). So we have proven that \( r^* A(t)e^{-} \to 0 \) in the norm topology.
In view of the above argument and Equation (69), we find
and thus
the dimension of \( \text{Maslov bundle} \) is trivial, or the dimension of \( \chi \), say \( \chi_1 \),
same argument to \( \chi, \) say \( \chi \),
in the norm topology of \( L^2 \). Hence \( r^* A(t) e^\ast \) is injective on \( L^2 \) for \( t < \min(t_1, t_2) \), and the
same is true for \( (r^* A(t))e^\ast \).

In particular, both \( r^* A(t) e^\ast \) and its \( L^2(\mathbb{R}_+) \)-adjoint \( (r^* A(t))e^\ast \) map \( L^2(\mathbb{R}_+) \) to
itself and are injective. Therefore, \( r^* A(t) e^\ast \) is invertible on \( L^2(\mathbb{R}_+) \) for small \( t \).

Finally, consider \( r^* A(t) e^\ast \) for small \( t \) on \( \mathcal{J}(\mathbb{R}_+) \). It clearly is injective, since it is so on \( L^2(\mathbb{R}_+) \). The inverse is \( (r^* A(t))e^\ast \) is an operator of order and type zero in Boutet de Monvel’s
calculus, so is its inverse by spectral invariance, cf. [28]. In particular, the
inverse to \( r^* A(t) e^\ast \) maps \( \mathcal{J}(\mathbb{R}_+) \) to itself. Hence \( r^* A(t) e^\ast \) also is surjective on
\( \mathcal{J}(\mathbb{R}_+) \) and therefore invertible.

In view of Theorem 6.1, we can define the index of an admissible symplectomorphism.

**Definition 6.2.** Let \( X \) and \( Y \) be compact manifolds with boundary, and \( \chi : T^* Y \setminus 0 \to T^* X \setminus 0 \) an admissible symplectomorphism. Then, for any unitary section \( u \) of the
Maslov bundle associated with \( \chi \), we define
\[ \text{ind}(\chi, u) = \text{ind} U^\chi \]
with \( U^\chi \) as in [63].

As in the case of closed manifolds, the index \( \text{ind}(\chi, u) \) in general might
depend on the chosen unitary section \( u \). If the Maslov bundle is trivial, or
the dimension of \( X \) and \( Y \) is at least three, then it turns out that \( \text{ind}(\chi, u) \) is independent of \( u \). The argument is standard, and we shortly recall it for the sake
of completeness. Consider two unitary sections \( u_1, u_2 \) and the corresponding operators \( U^\chi_{u_1} \) and \( U^\chi_{u_2} \). Theorem 5.6 implies that \( U^\chi_{u_1} (U^\chi_{u_2})^\ast \) is an element of \( \mathcal{S}^{1,0}(X) \), whose symbol,
modulo lower order terms, coincides with \( u_1 \overline{u_2} \). If the Maslov bundle is trivial, or the dimension of \( X \) and \( Y \) is at least three, so that the cospaces are simply connected, there is a homotopy deforming \( u_1 \overline{u_2} \) to 1 and thus \( U^\chi_{u_1} (U^\chi_{u_2})^\ast \) to the identity. Then,
\[ 0 = \text{ind}[U^\chi_{u_1} (U^\chi_{u_2})^\ast] = \text{ind} U^\chi_{u_1} + \text{ind}(U^\chi_{u_2})^\ast = \text{ind} U^\chi_{u_1} - \text{ind} U^\chi_{u_2}, \]
as claimed. In this case, we can actually define
\[ \text{ind} \chi := \text{ind}(\chi, u). \]

## 7 Appendix: Operator-Valued Symbols

We denote by \( H^s(\mathbb{R}^n), s \in \mathbb{R} \), the usual Sobolev space on \( \mathbb{R}^n \) and by \( H^{p, \infty}(\mathbb{R}^n) \) the weighted space \( \langle x \rangle^{-\infty}H^p(\mathbb{R}^n) \). We often write \( s = (s_1, s_2) \). Moreover, we let \( H^s(\mathbb{R}^n) = \{ u |_{\mathbb{R}^n} : u \in H^s(\mathbb{R}^n) \} \) and \( H^0_0(\mathbb{R}_+) = \{ u \in H^0(\mathbb{R}^n) : \text{supp} u \subseteq \mathbb{R}_+ \} \).

Next we recall a few facts on operator-valued symbols. For details see [29] or [30]. Let \( E \) and \( F \) be Banach spaces with strongly continuous group actions \( \kappa^E \) and \( \kappa^F \) of \( \mathbb{R}_+ \), that is, \( \kappa^E : \mathbb{R}_+ \to \mathcal{L}(E) \) is strongly continuous and \( \kappa^F(\lambda_1 \lambda_2) = \kappa^F(\lambda_1)\kappa^F(\lambda_2) \) for \( \lambda_1, \lambda_2 > 0 \). We will write \( \kappa^E_\lambda \) instead of \( \kappa^E(\lambda) \) for \( \lambda > 0 \).

The corresponding notation is used for \( \kappa^F \).

On the spaces \( H^s(\mathbb{R}^n), H^s(\mathbb{R}^n_+) \) and \( H^0_0(\mathbb{R}_+) \), \( s \in \mathbb{R}^2 \), we always use the group action induced by the unitary action on \( L^2(\mathbb{R}^n) \) given by
\[ (\kappa_\lambda u)(x) = \lambda^{-n/2}u(\lambda x), \quad x \in \mathbb{R}^n. \]

### Definition 7.1.
A smooth family \( a(y, \eta), y, \eta \in \mathbb{R}^n \), of operators in \( \mathcal{L}(E, F) \) is called an operator-valued symbol of order \( m \in \mathbb{R} \), if for all multi-indices \( \alpha, \beta \)
\[ \| \kappa^E_{(0)}, D_\alpha^\beta \kappa^F(\eta) \|_{\mathcal{L}(E, F)} = O((\eta)^{m-|\alpha|}). \]

We denote the space of all these symbols by \( S^m(\mathbb{R}^n, \mathbb{R}^q; E, F) \).

The symbol \( a \) is called homogeneous of degree \( m \), provided that
\[ \kappa^F_{\lambda^{-1}} a(y, \lambda \eta) \kappa^E_\lambda = \lambda^m a(y, \eta), \quad \lambda > 0, \eta \neq 0, \]
and classical, if it has an asymptotic expansion into homogeneous terms.

This concept includes the usual pseudodifferential operators, by choosing \( E = F = \mathbb{C} \) with the trivial group action.

The definition extends to more general spaces \( E \) and \( F \). Noting that \( \mathcal{S}(\mathbb{R}_+) = \text{proj-lim}_{s \in \mathbb{R}} H^s(\mathbb{R}_+) \), and \( \mathcal{S}'(\mathbb{R}_+) = \text{ind-lim}_{s \in \mathbb{R}} H^0_0(\mathbb{R}_+) \) we let
\[
\begin{align*}
S^m(\mathbb{R}^n, \mathbb{R}^q; C, \mathcal{S}(\mathbb{R}_+)) &= \text{proj-lim}_{s \in \mathbb{R}} S^m(\mathbb{R}^n, \mathbb{R}^q; C, H^s(\mathbb{R}_+)) \\
S^m(\mathbb{R}^n, \mathbb{R}^q; \mathcal{S}'(\mathbb{R}+), C) &= \text{proj-lim}_{s \in \mathbb{R}} S^m(\mathbb{R}^n, \mathbb{R}^q; H^0_0(\mathbb{R}_+), C) \\
S^m(\mathbb{R}^n, \mathbb{R}^q; \mathcal{S}(\mathbb{R}_+), \mathcal{S}'(\mathbb{R}+)) &= \text{proj-lim}_{s \in \mathbb{R}} S^m(\mathbb{R}^n, \mathbb{R}^q; H^0_0(\mathbb{R}_+), H^s(\mathbb{R}_+)) \\
S^m(\mathbb{R}^n, \mathbb{R}^q; \mathcal{S}(\mathbb{R}_+), \mathcal{S}(\mathbb{R}_+)) &= \text{ind-lim}_{s \in \mathbb{R}} \text{proj-lim}_{s \in \mathbb{R}} S^m(\mathbb{R}^n, \mathbb{R}^q; H^s(\mathbb{R}_+), H^s(\mathbb{R}_+)).
\end{align*}
\]

### Lemma 7.2.
Let \( a \in S^m(\mathbb{R}^n \times \mathbb{R}^n) \). For fixed \((x', \xi') \in \mathbb{R}^{n-1} \times \mathbb{R}^{n-1}\)
\[ (x_n, \xi_n) \mapsto a(x', x_n, \xi', \xi_n) \]
defines a symbol in \( S^m(\mathbb{R} \times \mathbb{R}) \). For \( u \in \mathcal{S}(\mathbb{R}) \) we let
\[ (\text{Op}_u(a)(x', \xi')) u(x_n) = \int e^{ix_n \xi_n} a(x', x_n, \xi', \xi_n) \hat{u}(\xi_n) d\xi_n. \]

Then \( \text{Op}_u(a) \) is an operator-valued symbol in \( S^m(\mathbb{R}^{n-1} \times \mathbb{R}^{n-1}, H^{s_1, \xi_1}(\mathbb{R}_+), H^{s_2, \xi_2}(\mathbb{R}_+)) \) for all \( s_1, s_2 \in \mathbb{R} \).
As $\kappa^{-1}_{\langle \xi, \xi \rangle} \text{Op}(a)_{\langle \xi, \xi \rangle}$ has the symbol $a(x', x_0, \langle \xi', \xi \rangle, \xi', \xi_{\alpha}(\xi'))$, the assertion follows from the usual symbol estimates. The same consideration shows

**Lemma 7.3.** For $s_1, s_2 \in \mathbb{R}$ multiplication by $x_0$ defines an operator-valued symbol in $S^{-1}(\mathbb{R}^{n-1}, \mathbb{R}^{n}; H^{s_1, s_2}(\mathbb{R}), H^{s_1, s_2+1}(\mathbb{R}))$.

With $a \in S^m(\mathbb{R}^d, \mathbb{R}^d; E, F, G)$ we associate the pseudodifferential operator $\text{Op}(a)$, defined on the space $\mathcal{S}(\mathbb{R}^d, E)$ of rapidly decreasing $E$-valued functions by

$$\text{Op}(a)u(y) = \int e^{iy\eta}a(y, \eta)\hat{u}(\eta)\, d\eta.$$  

It maps $\mathcal{S}(\mathbb{R}^d, E)$ continuously to $\mathcal{S}(\mathbb{R}^d, F)$. Here $\hat{u}$ is the vector-valued Fourier transform

$$\hat{u}(\eta) = \int e^{iy\eta}u(y)\, dy.$$  

**Theorem 7.4.** Let $a_1 \in S^{m_1}(\mathbb{R}^d, \mathbb{R}^d; E, F, G)$ and $a_2 \in S^{m_2}(\mathbb{R}^d, \mathbb{R}^d; E, F)$ for Banach spaces $E, F$ and $G$. Then $\text{Op}(a_1)\text{Op}(a_2) = \text{Op}(a)$ for an operator-valued symbol $a \in S^{m_1+m_2}(\mathbb{R}^d, \mathbb{R}^d; E, F, G)$ with the asymptotic expansion

$$a(y, \eta) \sim \sum_{\alpha} \frac{1}{\alpha!} \partial^\alpha_a(y, \eta)\partial^\alpha_{a_2}(y, \eta).$$

The proof is as in the standard case.

**Definition 7.5.** Let $s \in \mathbb{R}$ and $E$ be a Banach space. The wedge Sobolev space $\mathcal{W}^s(\mathbb{R}^d, E)$ is the completion of $C^\infty_c(\mathbb{R}^d, E)$ with respect to the norm

$$\|u\|_{\mathcal{W}^s(\mathbb{R}^d, E)}^2 = \int |\eta|^{2s}\|\kappa^{-1}_{\langle \eta \rangle} \hat{u}(\eta)\|_E^2\, d\eta.$$  

The definition extends to projective limits as above. A direct computation shows the first identity in the following lemma; the second then is immediate.

**Lemma 7.6.** $\mathcal{W}^s(\mathbb{R}^{n-1}, H^s(\mathbb{R}^d)) = H^s(\mathbb{R}^n)$ and $\mathcal{W}^s(\mathbb{R}^{n-1}, H^s(\mathbb{R}^d)) = H^s(\mathbb{R}^n), s \in \mathbb{R}$.

A proof of the following statement can be found in [31].

**Theorem 7.7.** Let $a \in S^m(\mathbb{R}^d, \mathbb{R}^d; E, F)$ for Hilbert spaces $E$ and $F$. Then

$$\text{Op}(a) : \mathcal{W}^s(\mathbb{R}^d, E) \rightarrow \mathcal{W}^{s-m}(\mathbb{R}^d, F)$$

is bounded, $s \in \mathbb{R}$.

As $\mathcal{W}^0(\mathbb{R}^{n-1}, L^2(\mathbb{R}^n)) = L^2(\mathbb{R}^n)$, we can also consider the formal adjoint $\text{Op}(a)^\ast$ of $\text{Op}(a)$ with respect to the $L^2(\mathbb{R}^n)$ scalar product, when $a \in S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; E, F)$ and $E, F$ are in the scales $H^s(\mathbb{R}^d)$ or $H^s(\mathbb{R}^d), s \in \mathbb{R}$. It is easy to see that $\text{Op}(a)^\ast = \text{Op}(a^{\ast})$ for an $a^{\ast} \in S^m(\mathbb{R}^{n-1}, \mathbb{R}^{n-1}; E', F')$ with the asymptotic expansion

$$a^{\ast}(y, \eta) \sim \sum_{\alpha} \frac{1}{\alpha!} \partial^\alpha_{a^\ast}(y, \eta)^\ast.$$  

Here $a(y, \eta)^\ast \in \mathcal{L}(F', E')$ is the adjoint of $a(y, \eta)$.
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