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Abstract
We consider the monomial weight $x^A = |x_1|^{a_1} \ldots |x_N|^{a_N}$, where $a_i$ is a nonnegative real number for each $i \in \{1, \ldots, N\}$, and we establish the existence and nonexistence of isoperimetric inequalities with different monomial weights. We study positive minimizers of $\int_{\partial \Omega} x^A H^{N-1}(x)$ among all smooth bounded open sets $\Omega$ in $\mathbb{R}^N$ with fixed Lebesgue measure with monomial weight $\int_\Omega x^B dx$.
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1 Introduction and main results

A great attention has been given recently to the isoperimetric inequalities with weights, see for instance [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [12], [14], [15], [16], [17], [18], [19] and the references therein. However, in the wide literature, most works approach volume functional and perimeter functional carrying the same weight.

It is worth emphasizing that some researchers have been studying isoperimetric inequalities when the volume and perimeter carry two different weights, see [1], [2], and [15]. In [1], motivated by some norm inequalities with weights which are well-known as Caffarelli-Kohn-Nirenberg (see [11]), it was studied by Alvino et al., the following isoperimetric inequality:

$$\minimize \int_{\partial \Omega} |x|^D H^{N-1}(x) \text{ among all smooth sets } \Omega \subset \mathbb{R}^N \text{ satisfying } \int_{\Omega} |x|^D dx = 1.$$ (1)

The existence of an isoperimetric inequality with monomial weights was shown by Cabré, and Ros-Oton, see Theorem 1.4 in [10], namely

**Theorem A (Cabré-Ros-Oton)** Let $A = (a_1, \ldots, a_N)$ be a nonnegative vector in $\mathbb{R}^N$, $x^A = |x_1|^{a_1} \ldots |x_N|^{a_N}$, $D = a_1 + \cdots + a_N + N$, and $\mathbb{R}^N_A = \{(x_1, \ldots, x_N); x_i > 0 \text{ whenever } a_i > 0\}$. Let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain. Denote

$$m(\Omega) = \int_{\Omega} x^A dx \text{ and } P(\Omega) = \int_{\partial \Omega} x^A dH^{N-1}(x).$$
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Then,
\[
\frac{P(\Omega)}{m(\Omega)^{\frac{D-1}{p'}}} \geq \frac{P(B_1^A)}{m(B_1^A)^{\frac{D-1}{p'}}},
\]
where \( B_1^A := B_1(0) \cap \mathbb{R}^N \).

As in the classical case, the inequality (2) implies the following Sobolev Inequality with monomial weights
\[
\left( \int_{\mathbb{R}^N_A} |u|^{p^*} x^A dx \right)^{\frac{1}{p^*}} \leq C_{p,N} \left( \int_{\mathbb{R}^N_A} |\nabla u|^{p} x^A dx \right)^{\frac{1}{p}},
\]
for every \( u \in C^1_c(\Omega) \), where \( p^* = \frac{pD}{D-p} \), and \( p < D \). The best constant in (3) is given by
\[
C_1 = D \left( \frac{\Gamma \left( \frac{a_1+1}{2} \right) \cdots \Gamma \left( \frac{a_N+1}{2} \right)}{2^k \Gamma \left( 1 + \frac{D}{2} \right)} \right)^{1 \over p} \text{ for } p = 1
\]
and by
\[
C_{p,N} = C_1 D^{1 \over p^* - 1 - \frac{1}{p}} \left( \frac{p - 1}{D - p} \right)^{1 \over p^*} \left( \frac{p' \Gamma(D)}{\Gamma \left( \frac{D}{p} \right) \Gamma \left( \frac{D}{p'} \right)} \right)^{1 \over p'}, \text{ for } 1 < p < D,
\]
where \( p = \frac{p'}{p^* - 1} \), and \( k \) is the number of strictly positive entries of \( A \).

Additionally, the best constant \( C_{p,N} \) gives the possibility to prove a Trudinger-Moser type inequality, more especially, that there exists constants \( c_1 > 0 \) and \( c_2 > 0 \) such that
\[
\int_\Omega \exp \left[ \left( \frac{c_1 |u(x)|}{|\nabla u|_{L^D(\Omega,x^A)} dx} \right)^{\frac{D}{D-1}} \right] x^A dx \leq c_2 \int_\Omega x^A dx
\]
where \( \Omega \subset \mathbb{R}^N \) is a bounded open set.

Motivated by inequality (3) and the Caffarelli-Kohn-Nirenberg inequality, Castro presented in [13] the following result

**Theorem B (Castro)** Consider \( N \geq 1 \), \( p \geq 1 \), \( F = (f_1, \ldots, f_N) \), \( G = (g_1, \ldots, g_N) \) ∈ \( \mathbb{R}^N \). Let \( f = f_1 + \cdots + f_N \) and \( g = g_1 + \cdots + g_N \), for \( p^* \geq 1 \) defined by
\[
\frac{1}{p^*} + \frac{g + 1}{N} = \frac{1}{p} + \frac{f}{N},
\]
suppose
\begin{enumerate}
  \item \( \frac{1}{p^*}f_i + \left( 1 - \frac{1}{p} \right) g_i > 0 \) for all \( i = 1, \ldots, N \),
  \item \( 0 \leq f_i - g_i < 1 \) for all \( i = 1, \ldots, N \),
  \item \( 1 - \frac{N}{p} < f - g \leq 1 \).
\end{enumerate}
Then there exists a constant $C > 0$ such that for all $u \in C^1_c(\mathbb{R}^N)$
\[
\left( \int_{\mathbb{R}^N} |x^G u(x)|^{p^*} \, dx \right)^{\frac{1}{p^*}} \leq C \left( \int_{\mathbb{R}^N} |x^F \nabla u(x)|^p \, dx \right)^{\frac{1}{p}}.
\]

For $p = 1$, we may rewrite the previous result as:

The following three conditions

i) $a_i > 0$,

ii) $0 \leq a_i - \frac{N + a - 1}{N + b} b_i < 1$,

iii) $a - b \leq 1$.

are sufficient for the existence of a constant $C > 0$, that depends only on $a$, $b$, and $N$, such that

\[
\left( \int_{\mathbb{R}^N} x^B |u(x)|^{\frac{N+a-1}{N+b}} \, dx \right)^{\frac{N+a-1}{N+b}} \leq C \int_{\mathbb{R}^N} x^A |\nabla u(x)| \, dx,
\]

for every $u \in C^1_c(\mathbb{R}^N)$.

Motivated by Theorem B and problem [1], we approach the existence and nonexistence of isoperimetric inequality where the volume and perimeter have different monomial weights, more specifically, we study the following isoperimetric problem:

Find the constant $C_{A,B,N} \in [0, +\infty)$, where

\[
C_{A,B,N} := \inf \left\{ \frac{\int_{\partial \Omega} x^A \, d\mathcal{H}^{N-1}(x)}{\left( \int_{\Omega} x^B \, dx \right)^{\frac{N+a-1}{N+b}}} \mid \Omega \text{ is a smooth open set and } 0 < \int_{\Omega} x^B \, dx < \infty \right\}.
\]

Even though some cases in one dimension are included, throughout the paper we consider $N \geq 2$. For the case $N = 1$ see [2]. One of our main results is:

**Theorem 1.1** Consider $N \geq 2$. Let $A = (a_1, \ldots, a_N)$, $B = (b_1, \ldots, b_N) \in \mathbb{R}^N$ be two nonnegative vectors. Consider $a = a_1 + \cdots + a_N$, $b = b_1 + \cdots + b_N$, $\pi_i = a - a_i$ and $\overline{b}_i = b - b_i$. Then we have the following

(I) if

\[
C_{A,B,N} > 0,
\]

then

\[
0 \leq a_i - \frac{N + a - 1}{N + b} b_i \leq \frac{N + a - 1}{N + b}
\]

or equivalently

\[
0 \leq a_i - \frac{N + \pi_i - 1}{N + b} b_i \quad \text{and} \quad \frac{a_i}{b_i + 1} \leq \frac{N + \pi_i - 1}{N + b_i - 1}.
\]
If \( a - b \leq 1 \) and the condition (5) holds, then
\[
C_{A,B,N} > 0.
\]

For the case \( a - b = 1 \), on certain conditions, we present the exactly value of \( C_{A,B,N} \).

**Theorem 1.2** Consider \( N \geq 2 \). Let \( A = (a_1, \ldots, a_N) \), \( B = (b_1, \ldots, b_N) \in \mathbb{R}^N \) be two nonnegative vectors. Consider \( a = a_1 + \cdots + a_N \), \( a_i = a - a_i \), and \( b = b_1 + \cdots + b_N \). If \( a_j = b_j \) for all \( j \in \{1, \ldots, N\} \setminus \{i\} \), and \( a_i = b_i + 1 \), then
\[
C_{A,B,N} = a_i.
\]

Our Theorem 1.1 establishes all cases of existence and nonexistence of isoperimetric inequality for two nonnegative vectors satisfying \( a - b \leq 1 \), which also implies the improvement and the necessity of (ii) in the Theorem A. The condition (6), equivalent to (5), is even more general, because it shows us how to choose the entry \( i \) of the vectors \( A \) and \( B \), since we have already chosen the others \( N - 1 \) entries. For instance, if we have \( N - 1 \) entries equals in the vectors \( A \) and \( B \), \( a_j = b_j \) for all \( j \in \{1, \ldots, N\} \setminus \{i\} \), then the condition (6) tells us that the isoperimetric inequality exists only if \( a_i \leq b_i + 1 \).

The Theorem 1.2 is surprising, since \( C_{A,B,N} \) in this case does not depend on \( N \). It is worth emphasizing that in the proof we get a decreasing sequence \( (\Omega_\varepsilon)_{\varepsilon > 0} \subset \mathbb{R}^N \), it means \( \Omega_\varepsilon \subset \Omega_\delta \) whenever \( \varepsilon < \delta \), such that
\[
\int_{\partial \Omega_\varepsilon} x^A H^{N-1}(x) \int_{\Omega_\varepsilon} x^B dx \to a_i \text{ as } \varepsilon \to 0,
\]
however the \( \int_{\Omega_\varepsilon} x^A dx \to 0 \text{ as } \varepsilon \to 0 \).

The paper is organized as follows. In section 2, we define some basic elements that we will use throughout the paper. In section 3, we state some lemmata which will be used in the prove of Theorem 1.1. Finally, in section 4, we prove the Theorem 1.2.

## 2 Some definitions

Let us introduce some elements that we will use in this paper.

Given a nonnegative function \( \omega : \mathbb{R}^N \to \mathbb{R} \), locally lipschitz on \( \mathbb{R}^N \), we set the \( P_\omega \)-Perimeter of a measurable set \( M \) by
\[
P_\omega(M) := \sup \left\{ \int_M \text{div}(\omega(x)\nu(x))dx; \nu \in C_0^1(\mathbb{R}^N, \mathbb{R}^N), |\nu| \leq 1 \text{ on } \mathbb{R}^N \right\}.
\]
When we consider the specific density \( \omega(x) = x^A := |x_1|^{a_1} \cdots |x_N|^{a_N} \), we denote \( P_A \), instead of \( P_{x^A} \).

If \( \Omega \) is a smooth bounded open set, then the weighted perimeter is equivalent to the following
\[
P_\omega(\Omega) = \int_{\partial \Omega} \omega(x)dH^{N-1}(x),
\]
here \( H^{N-1} \) is the \((N - 1)\)-dimensional Hausdorff measure.

For a nonnegative measurable function \( \gamma : \mathbb{R}^N \to \mathbb{R} \), we set by \( m_\gamma \) the Lebesgue measure with weight \( \gamma(x)dx \), namely,
Finally, when $N \in \mathbb{N}$ and $r > 0$, we denote by $B_N(r)$ the ball centered in 0 and radius $r$ in $\mathbb{R}^N$, moreover $B_N^+(r) = B_N(r) \cap \mathbb{R}_+^N$, where $\mathbb{R}_+^N := \{ x = (x_1, \ldots, x_N) \in \mathbb{R}^N; x_i > 0 \text{ for every } i \in \{1, \ldots, N \} \}$, and $\mathbb{R}_A^N = \{ x = (x_1, \ldots, x_N) \in \mathbb{R}^N; x_i > 0 \text{ whenever } a_i > 0 \}$. 

\[ m_\gamma(M) = \int_M \gamma(x) dx, \]

where $M$ is a $\mathcal{H}^N$-measurable set. Similarly, if $\gamma(x) = x^B := |x|^b_1 \cdot \ldots \cdot |x|^b_N$, we denote $m_B$, instead of $m_{\gamma^B}$.

We now consider a measurable set $M$ with $0 < m_\gamma(M) < \infty$, and we define

\[ \mathcal{R}_{A,B,N}(M) := \frac{P_A(M)}{[m_B(M)]^{\frac{N+a-1}{N+b}}}. \]

For $\Omega \subset \mathbb{R}^N$ a smooth bounded open set, we then have

\[ \mathcal{R}_{A,B,N}(\Omega) := \int_{\partial \Omega} x^A d\mathcal{H}^{N-1}(x) \left\lceil \frac{\int_{\Omega} x^B dx}{\left( \int_{\Omega} x^{B(A)} \right)^{\frac{N+a-1}{N+b}}} \right\rceil. \]

It is worth emphasizing that the constant $C_{A,B,N}$ (defined in (4)) satisfies

\[ C_{A,B,N} = \inf \{ \mathcal{R}_{A,B,N}(M); \text{M is measurable with } 0 < m_B(M) < +\infty \}. \]

We also set

\[ Q_{A,B,N}(u) := \frac{\int_{\mathbb{R}^N} |\nabla u(x)| x^A dx}{\left( \int_{\mathbb{R}^N} |u|^{\frac{N+b}{N+a-1}} x^B dx \right)^{\frac{N+a}{N+b}}}; \]

for every $u \in C^1_c(\mathbb{R}^N) \setminus \{0\}$. Besides that, throughout this paper we will use the following notation:

We say that a vector $A \in \mathbb{R}^N$ is nonnegative if all its entries are nonnegative.

For $x = (x_1, \ldots, x_i, x_{i+1}, \ldots, x_k-1, x_k, x_{k+1}, \ldots, x_n) \in \mathbb{R}^N$ a vector, and $A = (a_1, \ldots, a_i, a_{i+1}, \ldots, a_{k-1}, a_k, a_{k+1}, \ldots, a_n) \in \mathbb{R}^N$ a nonnegative vector, we denote by

\[ x_i := (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n); \]

\[ \overline{x}_i := (a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n); \]

\[ x_{ik} := (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_k-1, x_k, x_{k+1}, \ldots, x_n); \]

\[ \overline{x}_{ik} := (a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{k-1}, a_k, a_{k+1}, \ldots, a_n); \]

\[ \overline{a}_i := a - a_i = a_1 + \cdots + a_{i-1} + a_{i+1} + \cdots + a_n; \]

\[ \overline{a}_{ik} := a - a_i - a_k = a_1 + \cdots + a_{i-1} + a_{i+1} + \cdots + a_{k-1} + a_k + \cdots + a_n. \]
3 proof of the Theorem 1.1

This section contains relevant results for the two theorems presented in the introduction. Here, we prove the item (i) of Theorem 1.1 based on two important lemmata, moreover we establish the sufficient condition (ii) using classical arguments such as coarea formula.

Borrowing ideas from [1], we establish the following important result.

**Lemma 3.1** Let \( A = (a_1, \ldots, a_N) \) and \( B = (b_1, \ldots, a_N) \) be two nonnegative vectors in \( \mathbb{R}^N \). If \( C_{A, B, N} > 0 \) then

\[
a_i - \frac{N + a - 1}{b + N} b_i \geq 0
\]

or equivalently

\[
a_i - \frac{N + a_i - 1}{N + b_i} b_i \geq 0
\]

**Proof.** Arguing by contradiction, we assume that

\[
a_i - \frac{N + a - 1}{b + N} b_i < 0
\]

Consider \( t > 2 \) and \( B(te_i, 1) \) the ball centered in \( te_i \) and radius 1.

Using the area formula, we obtain

\[
\int_{\partial B(te_i, 1)} x^A d\mathcal{H}^{N-1}(x) = \int_{x_1^2 + \cdots + x_{i-1}^2 + (x_i-t)^2 + x_{i+1}^2 + \cdots + x_N^2 = 1} \left| x_1 \right|^{a_1} \cdots \left| x_N \right|^{a_N} d\mathcal{H}^{N-1}(x)
\]

\[
= \int_{B_{N-1}(1)} \left| t + (1 - |\mathbf{x}|^2)^{1/2} \right|^{a_i} \frac{\mathbf{x}_i^{a_i}}{(1 - |\mathbf{x}|^2)^{1/2}} d\mathbf{x}_i
\]

\[
+ \int_{B_{N-1}(1)} \left| t - (1 - |\mathbf{x}|^2)^{1/2} \right|^{a_i} \frac{\mathbf{x}_i^{a_i}}{(1 - |\mathbf{x}|^2)^{1/2}} d\mathbf{x}_i
\]

\[
\leq (1 + 2a_i) t^{a_i} \int_{B_{N-1}(1)} \frac{\mathbf{x}_i^{a_i}}{(1 - |\mathbf{x}|^2)^{1/2}} d\mathbf{x}_i
\]

(8)

On the other hand, by change of variable and elementary inequalities, we get
\[
\int_{B(\mathbf{e}_i,1)} x^B dx = \int_{x_i^2 + \cdots + x_{i-1}^2 + (x_i-t)^2 + x_{i+1}^2 + \cdots + x_N^2 < 1} |x_1|^b_1 \cdots |x_N|^b_N dx
\]
\[
= \int_{t-1}^{t+1} |x_i|^b_i \left( \int_{B_{N-1}} \left( 1 - (x_i-t)^2 \right)^{\frac{N+b}{2}} \right) dx_i
\]
\[
= \int_{t-1}^{t+1} |x_i|^b_i (1 - (x_i-t)^2)^{\frac{N+b}{2}} dx_i \int_{B_{N-1}(1)} \frac{\partial B}{\partial x_i} \; d\mathbf{x_i}
\]
\[
= \int_{B_{N-1}(1)} \frac{\partial B}{\partial x_i} \; d\mathbf{x_i} \int_{-1}^{1} |y + t|^b_i (1 - y^2)^{\frac{N+b}{2}} dy
\]
\[
\geq \int_{B_{N-1}(1)} \frac{\partial B}{\partial x_i} \; d\mathbf{x_i} \int_{0}^{1} (1 - y^2)^{\frac{N+b}{2}} dy
\]
\[
\geq t^b_i \int_{B_{N-1}(1)} \frac{\partial B}{\partial x_i} \; d\mathbf{x_i} \int_{0}^{1} (1 - y^2)^{\frac{N+b}{2}} dy.
\]

(9)

It follows from inequalities (8) and (9) that

\[
\frac{\int_{\partial B(\mathbf{e}_i,1)} x^A dH^{N-1}(x)}{\left[ \int_{B(\mathbf{e}_i,1)} x^B dx \right]^\frac{N+a-1}{N+b}} \leq (1 + 2^a_i) t^{a_i} \int_{B_{N-1}(1)} \frac{\partial B}{\partial x_i} \; d\mathbf{x_i} \int_{-1}^{1} |y + t|^b_i (1 - |y|^2)^{\frac{N+b}{2}} dy
\]

(10)

Thus by (7) and inequality (10), we obtain

\[
\lim_{t \to \infty} \frac{\int_{\partial B(\mathbf{e}_i,1)} x^A dH^{N-1}(x)}{\left[ \int_{B(\mathbf{e}_i,1)} x^A dx \right]^\frac{N+a-1}{N+b}} = 0.
\]

Which is a contradiction with \( C_{A,B,N} > 0 \).

The previous Lemma gives us the first behavior and huge dependence of the vector \( B = (b_1, \ldots, b_N) \) with respect to the vector \( A = (a_1, \ldots, a_N) \). For instance, if \( a_i = 0 \), then the isoperimetric inequality exists only if \( b_i = 0 \).

**Lemma 3.2** Let \( A = (a_1, \ldots, a_N) \) and \( B = (b_1, \ldots, a_N) \) be two nonnegative vectors in \( \mathbb{R}^N \). If

\[ C_{A,B,N} > 0 \]

then

\[ a_i - \frac{N + a - 1}{N + b} b_i \leq \frac{N + a - 1}{N + b} \]

or equivalently

\[ \frac{a_i}{b_i + 1} \leq \frac{N + a_i - 1}{N + b_i - 1}. \]
We now estimate the boundary area with density $x^A d\mathcal{H}^{N-1}$. First, we calculate on $C^k_\varepsilon$'s.

Let $k \neq i$. If $a_k > 0$, then

$$\int_{C^k_\varepsilon} x^A d\mathcal{H}^{N-1}(x) = 0.$$
Otherwise, if \( a_k = 0 \), then

\[
\int_{C_k^j} x^A d\mathcal{H}^{N-1}(x) = \int_{B_{N-2}^+ \left( B_{(1+\varepsilon^2)^{1/2}} \right) } \int_{0}^{\varepsilon |x_{ik}|} \frac{x_{ik} a_k}{x_{ik}^2} \frac{d x_{ik}}{x_{ik}^2}.
\]

\[
+ \int_{B_{N-2}^+ (R) \setminus B_{(1+\varepsilon^2)^{1/2}}^+} \left( R^2 - |x_{ik}|^2 \right)^{1/2} \frac{d x_{ik}}{x_{ik}^2}.
\]

\[
= \varepsilon^{a_i+1} \frac{1}{a_i+1} \int_{B_{N-2}^+ \left( B_{(1+\varepsilon^2)^{1/2}} \right) } \frac{d x_{ik}}{x_{ik}^2} |x_{ik}|^{a_i+1}.
\]

\[
+ \frac{1}{a_i+1} \int_{B_{N-2}^+ (R) \setminus B_{(1+\varepsilon^2)^{1/2}}^+} \left( R^2 - |x_{ik}|^2 \right)^{1/2} \frac{d x_{ik}}{x_{ik}^2} |x_{ik}|^{a_i+1}.
\]

\[
= \varepsilon^{a_i+1} R^{N+a-1} \frac{1}{(a_i+1)(1+\varepsilon^2)} \int_{B_{N-2}^+ \left( B_{(1+\varepsilon^2)^{1/2}} \right) } \left( 1 - \frac{|x_{ik}|^2}{1+\varepsilon^2} \right)^{1/2} \frac{d x_{ik}}{x_{ik}^2} |x_{ik}|^{a_i+1}.
\]

\[
\leq \frac{R^{N+a-1} O(\varepsilon^{a_i+1})}{(a_i+1)(1+\varepsilon^2)} \frac{1}{(1+\varepsilon^2)} \int_{B_{N-2}^+ \left( B_{(1+\varepsilon^2)^{1/2}} \right) } \left( 1 - \frac{|x_{ik}|^2}{1+\varepsilon^2} \right)^{1/2} \frac{d x_{ik}}{x_{ik}^2} |x_{ik}|^{a_i+1}.
\]

\[
\leq \frac{R^{N+a-1} O(\varepsilon^{a_i+1})}{(1+\varepsilon^2)} \frac{1}{(1+\varepsilon^2)} \int_{B_{N-2}^+ \left( B_{(1+\varepsilon^2)^{1/2}} \right) } \left( 1 - \frac{|x_{ik}|^2}{1+\varepsilon^2} \right)^{1/2} \frac{d x_{ik}}{x_{ik}^2} |x_{ik}|^{a_i+1}.
\]

\[
\leq \frac{R^{N+a-1} O(\varepsilon^{a_i+1})}{(1+\varepsilon^2)} \frac{1}{(1+\varepsilon^2)} \int_{B_{N-2}^+ \left( B_{(1+\varepsilon^2)^{1/2}} \right) } \left( 1 - \frac{|x_{ik}|^2}{1+\varepsilon^2} \right)^{1/2} \frac{d x_{ik}}{x_{ik}^2} |x_{ik}|^{a_i+1}.
\]

(16)

We now compute the boundary area on \( A_1^+ \). It follows from Area Formula and change of variable that

\[
\int_{A_1^k} x^A d\mathcal{H}^{N-1}(x) = \int_{B_{N-1}^+ \left( B_{(1+\varepsilon^2)^{1/2}} \right) } \int_{0}^{\varepsilon |x|} \frac{x a_i}{|x|^2} \frac{d x}{|x|^2}.
\]

\[
= \varepsilon^{a_i} R^{N+a-1} \frac{1}{(1+\varepsilon^2)} \int_{B_{N-1}^+ \left( B_{(1+\varepsilon^2)^{1/2}} \right) } \frac{d x}{|x|^2} |x|^{a_i}.
\]

(17)
Finally, we estimate the last integral. By change of variable and elementary inequalities, we obtain

\[ \int_{A_\varepsilon} x^a d\mathcal{H}^{N-1}(x) = \int_{B^+_N \setminus (R \cap B^+_N)} \frac{R}{(1 + \varepsilon^2)^{\frac{1}{2}}} \frac{\varepsilon}{|x|^1} \left( R^2 - |x|^2 \right)^{\frac{a}{2}} d\varepsilon \]

\[ = R^{N+a-1} \int_{B^+_N \setminus (1 \setminus B^+_N)} \frac{\varepsilon}{|x|^1} \left( 1 - \frac{1}{1 + \varepsilon^2} \right)^{\frac{a}{2}} d\varepsilon \]

\[ \leq \frac{R^{N+a-1}}{(1 + \varepsilon^2)^{\frac{N+a-1}{2}}} \int_{B^+_N \setminus (1 \setminus B^+_N)} \frac{\varepsilon}{|x|^1} \left( 1 + \varepsilon^2 \right)^{\frac{N+a-1}{2} - 1} d\varepsilon \]

\[ = R^{N+a-1} O(\varepsilon^{-a+2}). \quad (18) \]

Thus, it follows from (13), (14), (15) or (16), (17), and (18) that

\[ P_A(\Omega_\varepsilon) \leq \frac{\varepsilon^{a_1} R^{N+a-1}}{(1 + \varepsilon^2)^{\frac{N+a-1}{2}}} \int_{B^+_N(1)} \frac{\varepsilon^{b_1+1}}{\{b_1 + 1\} (1 + \varepsilon^2)^{\frac{N+a-1}{2}}} \int_{B^+_N(1)} \frac{|x|^a}{d\varepsilon} \]

\[ = \varepsilon^{a_1 - \frac{N+a-1}{N+b}} (b_1 + 1) \left[ \frac{\varepsilon^{b_1+1}}{\{b_1 + 1\} (1 + \varepsilon^2)^{\frac{N+a-1}{2}}} \int_{B^+_N(1)} \frac{|x|^a}{d\varepsilon} \right] \]

\[ + O \left( \varepsilon^{a_1+1 - \frac{N+a-1}{N+b}} (b_1+1) \right) + O \left( \varepsilon^{a_1+2 - \frac{N+a-1}{N+b}} (b_1+1) \right) + O \left( \varepsilon^{a_1+3 - \frac{N+a-1}{N+b}} (b_1+1) \right) \quad (19) \]

Therefore, the inequality (19), and (11) imply that

\[ \lim_{\varepsilon \to 0} \frac{P_A(\Omega_\varepsilon)}{[m_B(\Omega_\varepsilon)]^{\frac{N+a-1}{N+b}}} = 0. \]

Which is a contradiction with our assumption. ■

The next result is expected and the proof relies on classical arguments, see for example [20]. For convenience of the reader, we sketch the proof.

**Lemma 3.3** Let \( \Omega \) be a Lipschitz bounded open set. Consider \( \omega \) a nonnegative locally lipschitz function and \( \gamma \) a nonnegative continuous function on \( \mathbb{R}^N \). Then there exists a smooth and compactly supported sequence \( \{u_\varepsilon\}_{\varepsilon > 0} \)
on $\mathbb{R}^N$ such that
\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} |u_\varepsilon|^p \gamma(x) dx = \int_\Omega \gamma(x) dx, \quad \text{for each} \quad p \geq 1,
\]  
(20)
and mainly
\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} |\nabla u_\varepsilon(x)| \omega(x) dx = \int_{\partial \Omega} \omega(x) dx.
\]  
(21)

**Proof.** We begin with the following assertion.

**Claim 1.**
\[
\int_{\mathbb{R}^N} |\chi_\Omega(x+h) - \chi_\Omega(x)| dx \leq |h| H^{N-1}(\partial \Omega),
\]
where $\chi_\Omega$ is the characteristic function on the set $\Omega$, and $h$ is any vector in $\mathbb{R}^N$.

**proof of the claim 1.** Let $\varphi$ be a smooth and compactly supported function on $\mathbb{R}^N$. We then have
\[
\int_{\mathbb{R}^N} [\chi_\Omega(x+h) - \chi_\Omega(x)] \varphi(x) dx = \int_{\mathbb{R}^N} \chi_\Omega(x) [\varphi(x) - \varphi(x-h)] dx = \int_\Omega [\varphi(x) - \varphi(x-h)] dx.
\]
By fundamental theorem of calculus and divergent theorem, we get
\[
\int_\Omega \varphi(x-h) - \varphi(x) dx = -\int_\Omega \int_0^1 \nabla \varphi(x-th) h dt dx
\]
\[
= -\int_\Omega \left( h \int_0^1 \nabla \varphi(x-th) dt \right) dx
\]
\[
= -\int_{\partial \Omega} \left( \int_0^1 \varphi(x-th) dt \right) (h, \eta(x)) H^{N-1}(x),
\]
where $\eta$ denotes the outward unit normal vector with respect to $\Omega$.

This gives the estimate,
\[
\left| \int_{\mathbb{R}^N} [\chi_\Omega(x+h) - \chi_\Omega(x)] \varphi(x) dx \right| \leq \sup_{y \in \mathbb{R}^N} |\varphi(y)| |h| H^{N-1}(\partial \Omega).
\]
Thus, the proof of claim 1 follows. \qed

**Claim 2.** Let a mollifier $\rho \in C_c^\infty(\mathbb{R}^N)$ supported in the unit ball $B_N(0,1)$. We define
\[
u_\varepsilon(x) := \rho_\varepsilon \ast \chi_\Omega(x) = \int_{\mathbb{R}^N} \rho_\varepsilon(x-y) \chi_\Omega(y) dy,
\]
where $\rho_\varepsilon(x) = \varepsilon^{-N} \rho \left( \frac{x}{\varepsilon} \right)$. Then
\[
u_\varepsilon \to \chi_\Omega \text{ in } L^1(\Omega, dx), \text{ and } L^1(\Omega, \gamma(x) dx).
\]
**proof of the claim 2.** By properties of the function $\rho$, we obtain
\[
u_\varepsilon(x) - \chi_\Omega(x) = \int_{\mathbb{R}^N} \rho_\varepsilon(y) [\chi_\Omega(x-y) - \chi_\Omega(x)] dy.
\]
By the previous inequality and claim 1, it follows that
\[
\int_{\mathbb{R}^N} |u_\varepsilon(x) - \chi_\Omega(x)|\gamma(x)dx \leq C(\gamma, \Omega) \int_{\mathbb{R}^N} |u_\varepsilon(x) - \chi_\Omega(x)|dx \\
\leq C(\gamma, \Omega) \int_{\Omega} \rho_\varepsilon(y) \int_{\mathbb{R}^N} |\chi_\Omega(x - y) - \chi_\Omega(x)| dydx \\
\leq C(\gamma, \Omega) \mathcal{H}^{N-1}(\partial\Omega) \int_{\mathbb{R}^N} |y|\rho_\varepsilon(y)dy \\
\leq \varepsilon C(\gamma, \Omega) \mathcal{H}^{N-1}(\partial\Omega) \int_{\mathbb{R}^N} |y|\rho_\varepsilon(y)dy,
\]
where \( C(\gamma, \Omega) = \sup\{\gamma(y); y \in \mathbb{R}^N, \text{dist}(y, \Omega) < 1\}. \)

Thus, the claim 2 follows, and so the equality (20).

Now, we concern on the equality (21). Taking \( f \in C^1(\mathbb{R}^N; \mathbb{R}^N) \), we get
\[
\int_{\mathbb{R}^N} u_\varepsilon(x) \text{div}(w(x)f(x)) dx = -\int_{\mathbb{R}^N} \langle \nabla u_\varepsilon(x), \omega(x)f(x) \rangle dx. \tag{22}
\]
We then have
\[
\left| \int_{\mathbb{R}^N} u_\varepsilon(x) \text{div}(\omega(x)f(x)) dx \right| \leq \sup_{y \in \mathbb{R}^N} |f(y)| \int_{\mathbb{R}^N} |\nabla u_\varepsilon(x)| \omega(x)dx.
\]
Taking the supremum over all \( f \in C^1(\mathbb{R}^N; \mathbb{R}^N) \) satistying \(|f| \leq 1\) on \( \mathbb{R}^N \), we get
\[
\int_{\partial\Omega} \omega(x) d\mathcal{H}^{N-1} \leq \liminf_{\varepsilon \to 0} \int_{\mathbb{R}^N} |\nabla u_\varepsilon(x)| \omega(x)dx. \tag{23}
\]
For the proof of the reverse inequality, we consider \( \delta > 0 \) arbitrary. By uniform continuity of \( \omega \) on \( \partial\Omega \), there exists \( \theta(\delta, \partial\Omega) > 0 \), that depends only on \( \delta \) and \( \partial\Omega \), such that
\[
|\omega(x + y) - \omega(x)| < \delta
\]
whenever \(|y| < \theta(\delta, \partial\Omega)\).

It follows from equality (22), divergence theorem and previous statement that
\[
\left| \int_{\mathbb{R}^N} \langle \nabla u_\varepsilon(x), f(x) \rangle \omega(x)dx \right| = \left| \int_{\mathbb{R}^N} u_\varepsilon(x) \text{div}(w(x)f(x)) dx \right| \\
= \left| \int_{\mathbb{R}^N} \rho_\varepsilon(y) \int_{\Omega} \text{div}(\omega(x + y)f(x + y)) dydx \right| \\
= \left| \int_{\mathbb{R}^N} \rho_\varepsilon(y) \int_{\partial\Omega} \langle f(x + y), \eta(x) \rangle \omega(x + y)d\mathcal{H}^{N-1}(x)dy \right| \\
= \left| \int_{\mathbb{R}^N} \rho_\varepsilon(y) \int_{\partial\Omega} \langle f(x + y), \eta(x) \rangle \omega(x + y)d\mathcal{H}^{N-1}(x)dy \right| \\
\leq \sup_{y \in \mathbb{R}^N} |f(y)| \left[ \int_{\mathbb{R}^N} \rho_\varepsilon(y) \int_{\partial\Omega} |\omega(x + y) - w(x)|d\mathcal{H}^{N-1}(x)dy \right. \\
+ \left. \int_{\mathbb{R}^N} \rho_\varepsilon(y) \int_{\partial\Omega} \omega(x)d\mathcal{H}^{N-1}(x)dy \right] \\
\leq \sup_{y \in \mathbb{R}^N} |f(y)| \left[ \delta \mathcal{H}^{N-1}(\partial\Omega) + \int_{\partial\Omega} \omega(x)d\mathcal{H}^{N-1}(x) \right]. \tag{24}
\]
Here, \( \eta \) denotes the outward unit normal vector with respect to \( \Omega \), and \( \varepsilon < \theta(\delta, \partial \Omega) \).

Applying the reverse Hlder inequality to the inequality (24), we obtain

\[
\int_{\mathbb{R}^N} |\nabla u_\varepsilon(x)| \omega(x) \, dx \leq \delta \mathcal{H}^{N-1}(\partial \Omega) + \int_{\partial \Omega} \omega(x) \mathcal{H}^{N-1}(x), \quad \text{for every} \; \varepsilon < \theta(\delta, \partial \Omega). \tag{25}
\]

By inequalities (23) and (25), we get the equality (21), and the proof of the lemma is complete. \( \blacksquare \)

Remark 3.4 Given a Lipschitz bounded open set, in order to analyze the isoperimetric quotient

\[
\frac{\int_{\partial \Omega} x^A d\mathcal{H}^{N-1}(x)}{\left( \int_{\Omega} x^B \, dx \right)^{\frac{N+a}{N+b}}}, \tag{26}
\]

it is sufficient to consider \( \Omega \) contained in \( \mathbb{R}^N_A \), if \( a - b \leq 1 \). The strategy below is due to Cabré and Ros-Oton, see [10].

We may assume, by symmetry, that \( A = (a_1, \ldots, a_k, 0, \ldots, 0) \), where \( a_i > 0 \) for every \( i \in \{1, \ldots, k\} \) and some \( 0 \leq k \leq N \). We split the domain \( \Omega \) in at most \( 2^k \) disjoint subdomains \( \Omega_j, \; j \in \{1, \ldots, J\} \), where each subdomain \( \Omega_j \) is contained in the cone \( \{ \varepsilon_j x_i > 0, \; i \in \{1, \ldots, k\} \} \) for different \( \varepsilon_j \in (-1, 1) \). Thus, we have \( \Omega = \Omega_1 \cup \ldots \cup \Omega_J \),

\[
P_A(\Omega) = \sum_{j=1}^J P_A(\Omega_j), \quad \text{since the weight is zero on} \; \{x_i = 0\}, \quad \text{and}
\]

\[
m_B(\Omega) = \sum_{j=1}^J m_B(\Omega_j).
\]

Hence

\[
\frac{P_A(\Omega)}{[m_B(\Omega)]^{\frac{N+a}{N+b}}} \geq \min \left\{ \frac{P_A(\Omega_j)}{[m_B(\Omega_j)]^{\frac{N+a}{N+b}}}; 1 \leq j \leq J \right\} := \frac{P_A(\Omega_{j_0})}{[m_B(\Omega_{j_0})]^{\frac{N+a}{N+b}}}, \tag{27}
\]

since \( a - b \leq 1 \), moreover, the equality in (27) can hold when \( a - b = 1 \). After reflections regarding the \( x_i \)-axis, where \( i \in \{1, \ldots, k\} \), we can assume that \( \Omega_{j_0} \subset \mathbb{R}^N_A \), since this movement changes neither the volume \( m_B(\Omega_{j_0}) \) nor the perimeter \( P_A(\Omega_{j_0}) \).

In addition to that, a Lipschitz bounded open set \( \Omega \subset \mathbb{R}^N_A \), the isoperimetric quotient (26) of \( \Omega \) may be approximated on \( \mathbb{R}^N_A \), namely there exists a sequence of smooth open sets \( (\Omega_\delta)_{\delta > 0} \) with \( \Omega_\delta \subset \Omega \subset \mathbb{R}^N_A \) satisfying

\[
\int_{\partial \Omega_\delta} x^A d\mathcal{H}^{N-1}(x) \rightarrow \int_{\partial \Omega} x^A d\mathcal{H}^{N-1}(x) \quad \int_{\Omega_\delta} x^B \, dx \rightarrow \int_{\Omega} x^B \, dx \quad \text{as} \; \delta \rightarrow 0.
\]

Lemma 3.5 Let \( A = (a_1, \ldots, a_N) \) and \( B = (b_1, \ldots, b_N) \) be two nonnegative vectors. Assume that \( a - b \leq 1 \), then

\[
C_{A,B,N} = \inf \{ Q_{A,B,N}(u) : u \in C_0^1(\mathbb{R}^N) \setminus \{0\} \}
\]
Proof. Consider $\varepsilon > 0$, then there exists a smooth bounded open set $\Omega$ such that $\overline{\Omega} \subset \mathbb{R}^N_A$, see remark 3.4, satisfying

$$\mathcal{R}_{A,B,N}(\Omega) \leq C_{A,B,N} + \varepsilon.$$  

Applying the Lemma 3.3 for the functions $\gamma(x) = x^B$, and $\omega(x) = x^A$, we then have

$$C_{A,B,N} \geq \inf \{ Q_{A,B,N}(u) : u \in C^1_0(\mathbb{R}^N) \setminus \{0\} \}.$$  

To get the reverse inequality, without loss of generality, we may assume that $u$ is a nonnegative function. By coarea formula, we get

$$\int_{\mathbb{R}^N} x^A |\nabla u| dx = \int_0^\infty \int_{u=t} x^A \mathcal{H}^{N-1}(x) dt$$

$$\geq C_{A,B,N} \int_0^\infty \left[ \int_{u>t} x^B dx \right]^{\frac{N+a-1}{N+b}} dt. \quad (28)$$

It follows from Minkowski’s inequality for integrals and Fubini’s theorem that

$$\int_{\mathbb{R}^N} x^B |u|^{\frac{N+a-1}{N+b-1}} dx = \int_{\mathbb{R}^N} x^B \left[ \int_0^\infty \chi_{\{z>0; u(x)>z\}}(t) dt \right]^{\frac{N+a-1}{N+b}} dx$$

$$= \int_{\mathbb{R}^N} x^B \left[ \int_0^\infty \chi_{\{y \in \mathbb{R}^N; u(y)>t\}}(x) dt \right]^{\frac{N+a-1}{N+b}} dx$$

$$= \int_{\mathbb{R}^N} \left[ \int_0^\infty x^B \chi_{\{y \in \mathbb{R}^N; u(y)>t\}}(x) dt \right]^{\frac{N+a-1}{N+b}} dx$$

$$\leq \left[ \int_0^\infty \left( \int_{\mathbb{R}^N} x^B \chi_{\{y \in \mathbb{R}^N; u(y)>t\}}(x) dx \right)^{\frac{N+a-1}{N+b}} dt \right]^{\frac{N+a-1}{N+b}}.$$  

(29)

Hence, by (28) and (29), we then get

$$C_{A,B,N} \leq \frac{\int_{\mathbb{R}^N} |\nabla u| x^A dx}{\left[ \int_{\mathbb{R}^N} |u|^{\frac{N+a-1}{N+b-1}} x^B dx \right]^{\frac{N+a-1}{N+b}}}.$$  

This concludes the proof of the lemma. \(\blacksquare\)

Proof of the Theorem 1.1. The part (I) of the theorem follows from Lemmas 3.1 and 3.2.

To prove the part (II), firstly we consider that $a - b < 1$. Since the condition (5) holds, we then get

$$0 \leq a_i - \frac{N + a - 1}{N + b} b_i \leq \frac{N + a - 1}{N + b} < 1.$$
Thus it follows from Theorem A and Lemma 3.5 that

\[ C_{A,B,N} > 0. \]

We now assume that \( a - b = 1 \). It follows from condition (5) that

\[ 0 \leq a_i - b_i \leq 1, \]

for every \( i \in \{1, \ldots, N\} \).

If \( a_i - b_i < 1 \) for each \( i \in \{1, \ldots, N\} \), then the theorem follows from Theorem A and Lemma 3.5.

Otherwise, there exists \( j \in \{1, \ldots, N\} \) such that \( a_j - b_j = 1 \) and \( a_i = b_i \) for every \( i \in \{1, \ldots, N\}\backslash\{j\} \), then the result relies on the proof of Theorem 1.2 and Lemma 3.5.

4 Proof of the Theorem 1.2

The proof consists to show that if \( a_i = b_i + 1 \), then \( a_i = C_{A,B,N} \). To prove that

\[ a_i \leq C_{A,B,N} \quad (30) \]

we will use the Lemma 3.5 and an idea contained in (13).

Given \( v \in C^1_c(\mathbb{R}) \), \( v \geq 0 \), we have, integrating by parts that

\[
\int_{\mathbb{R}} |y|^{b_i} v(y) dy = \frac{1}{b_i + 1} \int_{\mathbb{R}} \left( |y|^{b_i} y \right)' v(y) dy \\
= -\frac{1}{b_i + 1} \int_{\mathbb{R}} |y|^{b_i} y v'(y) dy \\
\leq \frac{1}{a_i} \int_{\mathbb{R}} |y|^{a_i} |v'(y)| dy. \quad (31)
\]

We now apply the inequality (31) to the function \( v(y) = \prod_{i=1}^{N} x_i^{a_i} u(x_1, \ldots, x_i-1, y, x_{i+1}, \ldots, x_N) \) with \( u \geq 0 \), thus we then have

\[
\int_{\mathbb{R}} |y|^{b_i} \prod_{i=1}^{N} x_i^{a_i} u(x_1, \ldots, x_i-1, y, x_{i+1}, \ldots, x_N) |dy| \leq \frac{1}{a_i} \int_{\mathbb{R}} |y|^{a_i} \prod_{i=1}^{N} x_i^{a_i} \partial_y (u(x_1, \ldots, x_i-1, y, x_{i+1}, \ldots, x_N)) |dy|.
\]

Integrating with respect to the variables \( x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N \), we obtain that

\[
a_i \leq \frac{\int_{\mathbb{R}^N} |\nabla u(x)| x^A dx}{\int_{\mathbb{R}^N} |u(x)| x^B dx}. \quad (32)
\]

Therefore, the inequality (30) follows from Lemma 3.5 and inequality (32).

To prove the reverse inequality, we will use the proof of Lemma 3.2. Indeed, by the proof of Lemma 3.2 we get
\[
\frac{\mathcal{P}_A(\Omega_\varepsilon)}{m_B(\Omega_\varepsilon)} \leq \varepsilon^{a_i - \frac{N+a-1}{N+b}(b_i+1)} \frac{1}{(1+\varepsilon^2)^{\frac{N+a-2}{2}}} \int_{B_{N-1}^+}^N \frac{\nabla i}{|\nabla i|^{a_i}} d\tau_i
\]

\[
+ O(\varepsilon^{a_1+1-\frac{N+a-1}{N+b}(b_1+1)}) + O(\varepsilon^{a_i+2-\frac{N+a-1}{N+b}(b_i+1)})
\]

\[
= \frac{1}{(1+\varepsilon^2)^{\frac{N+a-2}{2}}} \int_{B_{N-1}^+}^N \frac{\nabla i}{|\nabla i|^{a_i}} d\tau_i
\]

\[
\frac{1}{(b_i + 1)(1 + \varepsilon^2)^{\frac{N+b}{2}}} \int_{B_{N-1}^+}^N \frac{\nabla i}{|\nabla i|^{b_i+1}} d\tau_i
\]

\[
= (b_i + 1)(1 + \varepsilon^2)^{\frac{N}{2}} + O(\varepsilon) + O(\varepsilon^2),
\]

where \(\Omega_\varepsilon\) is the same set as defined in Lemma 3.2. Therefore,

\[
\lim_{\varepsilon \to 0} \frac{\mathcal{P}_A(\Omega_\varepsilon)}{m_B(\Omega_\varepsilon)} = a_i.
\]

Which concludes the proof. \(\blacksquare\)

**Remark 4.1** We consider again \(A = (a_1, \ldots, a_N)\) and \(B = (b_1, \ldots, b_N)\) two nonnegative vectors in \(\mathbb{R}^N\). The case when \(A = B\) was studied by Cabrè and Ros-Oton, and they proved that

\[
\frac{\mathcal{P}_A(B_1^A)}{m_A(B_1^A)} = C_{A,A,N},
\]

where \(B_1^A := B_1(0) \cap \mathbb{R}_A^N\).

The study on the existence of sets \(\Omega\) in \(\mathbb{R}^N\) that minimize the isoperimetric quotient

\[
\frac{\mathcal{P}_A(\Omega)}{m_B(\Omega)}
\]

is in preparation.
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