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Abstract

The recent development of energy-resolving scintillation crystals opens the way to new types of applications and imaging systems. In the context of computerized tomography (CT), it enables to use the energy as a dimension of information supplementing the source and detector positions. It is then crucial to relate the energy measurements to the properties of Compton scattering, the dominant interaction between photons and matter. An appropriate model of the spectral data leads to the concept of Compton scattering tomography (CST). Multiple-order scattering constitutes the major difficulty of CST. It is, in general, impossible to know how many times a photon was scattered before being measured. In the literature, this nature of the spectral data has often been eluded by considering only the first-order scattering in models of the spectral data. This consideration, however, does not represent the reality as second- and higher-order scattering are a substantial part of the spectral measurement. In this work, we propose to tackle this difficulty by an analysis of the spectral data in terms of modeling and mapping properties. Due to the complexity of the multiple order scattering, we model and study the second-order scattering and extend the results to the higher orders by conjecture. The study ends up with a general reconstruction strategy based on the variations of the spectral data which is illustrated by simulations on a joint CST-CT fan beam scanner. We further show how the method can be extended to high energetic polychromatic radiation sources.

1 Introduction

In conventional CT, an X-ray source emits ionizing radiation towards an object under study while detectors located outside the object measure variations in the intensity of the incoming photon flux. The classical mathematical model for CT [21, 22] involves the reconstruction of the attenuation coefficient \( \mu_E \) through an inversion of the ray transform \( \mathcal{P} \) in the following model

\[
(\mathcal{P} \mu_E)(\theta, s) := \int_{\mathbb{R}} \mu_E(s + t\theta) \, dt = \log I(s) - \log(g_0(s, d, E)),
\]

where \( I(s) \) is the initial intensity at the source \( s \) and \( g_0 \), called ballistic or primary radiation, is the radiation intensity measured at the detector \( d = s + T\theta \). The quantity \( \mu_E \) herein is a sum of contributions due to different physical processes occurring between photons and matter inside the medium under study. These include scattering events, photoelectric absorption and pair production (see section 2.3 in [20]) and depend on the photon energy and the nature of the material. For energies typical in CT, the predominant effects are photoelectric absorption (denoted by \( \mu_{PE}(x; E) \)) and Compton scattering (denoted by \( \mu_C(x; E) \)) cf. [32]. Hence the attenuation coefficient is

\[
\mu_E(x) = \mu_{PE}(x; E) + \mu_C(x; E) = \mu_{PE}(x; E) + \sigma_C(E) n_e(x),
\]

where \( n_e \) is the electron density.
where \( \sigma^C(E) \) is the total cross section of Compton scattering at energy \( E \) and \( n_e(x) \) is the electron density of the material at the point \( x \). For energy levels larger than 100 keV and in-vivo materials the Compton effect dominates in eq. (2), see [20]. Hence, assuming large enough initial energies, we may neglect photoelectric absorption and take \( \mu_E = \sigma^C(E)n_e \).

While scattering effects are a natural source of noise in CT, they can also be proved useful if the scattering process is correctly added into the mathematical imaging model. Indeed, when Compton scattered photons are observed at an energy resolving detector placed outside the specimen, they can be exploited in a reconstruction of the electron density map, the arising method is known as Compton scattering tomography (CST). The relevant relation between measurable and imaged quantity is given by the kinematics and geometry of Compton scattering. When a photon scatters with initial energy \( E_0 \), the scattering angle \( \omega \) and the energy after scattering \( E'_\omega \) obey the Compton formula

\[
E'_\omega = \frac{E_0}{1 + \frac{E_0}{m_ec^2}(1 - \cos \omega)},
\]

where \( m_e c^2 \) is an electron’s energy at rest. This relates scattering geometry and photon energy, making it possible to deduce the potential trajectories and scattering points of a detected photon when its energy is measured. The fraction of photons that are scattered making an angle \( \omega \in [0, \pi] \) with the incident direction is proportional to the electron density \( n_e \) [16]. Hence, we may use the energy measurements in a density reconstruction. In comparison to a classical CT architecture, a CST setup requires that the detectors be non-collimated and measure the energetic distribution of incoming photons. We speak of an energy spectrum measurement, denoted Spec.

One of the major obstacles in CST is the presence of multiple scattering. The contributions of successive Compton scattering events have been studied in physics for Compton profile evaluation, but may not be applied directly to image formation in Compton scattering imaging, see for example [33, 34, 35]. Many research works in the literature have modeled and analyzed the use of photons that are scattered once in the examined object [23, 24, 39, 38, 42, 4, 19, 7, 25, 8, 27, 36, 44, 41, 45, 43]. This simplifies the reconstruction task, but is not a realistic setting as photons can be scattered more than once. When \( g_0 \) denotes ballistic radiation, the spectrum measured at a detector can be written as

\[
\text{Spec}(s, d, E) = \sum_{i=0}^{\infty} g_i(s, d, E),
\]

where \( g_i \) gives the flux density of all photons scattered exactly \( i \) times and measured by the detector at \( d \). Multiple Compton scattering effects lead to more complex combinations of scattering sites and thus randomize the photons’ energetic and spatial distribution. The implied intuition is thus that the different components \( g_i \) in the spectrum deliver information about the object’s electron density at different levels of smoothness. With increasing order of scattering, the total radiation intensity from \( g_i \) spreads out and the smoothness increases, making the inversion more ill-posed, which will be made precise later.

Following on from the recent work [26] which studied the problem of multiple scattering in 3D CST, the aim of this paper is to infer analytic properties of the contribution of multiply scattered photons to \( \text{Spec}(s, d, E) \) that can be of help in a reconstruction task in a two-dimensional setting. The advantage of our present study is fourfold: (i) the conditions over the smoothness properties for the first-order scattering are simpler than in 3D which simplifies the conception of future 2D CST-scanners; (ii) the general reconstruction strategy similar to what was proposed in [26] is here illustrated on more realistic data since the energy resolution is assumed here constant and technologically feasible; (iii) while the source is first assumed monochromatic, i.e. all photons are emitted with the same energy \( E_0 \), the flexibility of the proposed modelings and reconstruction technique allows an extension to polychromatic sources with sufficiently distinct characteristic peaks in the spectrum; and (iv) the combination of CT with CST helps to circumvent the non-linearity issue of the modelling by delivering a first approximation of the sought-for electron density.

The manuscript is organized as follows. In section 2, we recall the mathematical model of \( g_1 \) in two dimensions which can be represented as a weighted circular Radon transform, noted \( \mathcal{F}_1 \). To emphasize the problem of multiple scattering, we implement a standard minimization problem regularized by total-variation (TV) applied on Spec with the sole model of the first-order scattering. The results show severe
artifacts and deformations in the reconstructed image. In order to tackle this difficulty, we derive the modeling, noted \( T_2 \), of the second-order scattering (higher orders are much harder to model analytically and by nature purely stochastic) in Section 3.1, see Theorem 3.2. An important obstacle in CST is the non-linearity of the forward operators. Therefore, we propose to study their smoothness properties in section 3.2 via linearized versions noted here \( L_1^n \) and \( L_2^n \) respectively and defining Fourier integral operators (FIO). This approximation is made possible in practice by prior informations obtained here by standard CT. The mapping properties are demonstrated in Theorems 3.10 and 3.12 and given on an \( L^2 \)-Sobolev scale. From the observation on the smoothness arises a heuristic reconstruction idea presented in section 3.3. Following the intuition on the higher order terms above, we propose to apply a differential operator to forward model and data, cancelling out smoother terms and preserving valuable variations in \( g_i \) that are not present in higher-order terms. By conjecture, the aforementioned smoothness properties would extend to the higher order terms \( g_i, i \geq 3 \), where we additionally note that due to the energy loss, it becomes less likely for photons to scatter again with increasing number of scattering events. Therefore, higher-order components \( g_i, i \geq 3 \) are naturally also taken care of in the final reconstruction algorithm. Furthermore, the inverse problem arising in CST is typically nonlinear due to attenuation effects. Instead of neglecting these effects and in order to use the measured data efficiently, we propose to also employ classical CT reconstruction (obtained through the component \( g_0 \)). A combination of CT and CST in the same fan-beam scanning geometry with very small numbers of source positions and detectors is suggested and simulation results for various toy objects validate the derived approach for monochromatic and polychromatic sources in section 4.

## 2 The First-Order Scattering Model and Its Limitations

We are interested in modeling the flux of photons that are scattered once inside the specimen. The Compton total cross section \( \sigma_c \) is a measure for the probability that a photon will undergo Compton scattering. In a thin layer of thickness \( dz \), the scattering probability is the fraction of intensity that is removed from the incident beam due to scattering:

\[
-\frac{dI}{I} = n_e \sigma_c(E) \, dz \quad \Leftrightarrow \quad -\frac{dI}{dz} = n_e \sigma_c(E) I = \frac{dn_s}{dx} \tag{5}
\]

where \( \frac{dn_s}{dx} \) is the number of photons scattered in the volume unit \( dx \) and \( n_e \) is the electron density. As depicted by Figure 1, the number of photons scattered from an incident beam of flux \( I \) in the volume element \( dx \) within a solid angle \( d\Omega \) oriented by \( \omega \) is calculated by differentiating eq. (5).

\[
\left( \frac{d^2n_s}{dx \, d\Omega} \right)_\omega = I \cdot n_e \left( \frac{d\sigma_c}{d\Omega} \right)_\omega, \tag{6}
\]

with \( d\Omega = r^{-2} \, dS \) a differential solid angle characterized by \( r \), the distance of propagation and \( dS \), a differential element on the sphere. The last factor on the right hand side is the differential cross section
For fixed positions \( s \) and \( d \) and a measured energy \( E \), the set of possible scattering points are all \( x \) for which \( \measuredangle(x - s, d - x) = \omega_E \) (where \( \measuredangle(x - s, d - x) \) is the angle between \( x - s \) and \( d - x \)). Hence the locus of possible scattering events \( C(E, d, s) \) (dashed circular arcs in fig. 2) is characterized by

\[
C(E, d, s) = \left\{ x \in \Omega : \frac{x - s}{\|x - s\|}, \frac{d - x}{\|d - x\|} = \cos(\omega_E) = 1 - mc^2(1/E - 1/E_0) \right\}.
\]

The expected number of photons that are measured at \( d \) with energy \( E \) can then be computed as the integral over \( C \), weighted by the probability for a scattering event at each point. By integrating eq. (8) over all possible scattering sites \( x \in C \) that yield the same measured energy \( E \), we obtain that

\[
g_1(E, s, d) \sim T_1(n_e)(E, s, d) := \int_{C(E,s,d)} w_1(n_e)(x,d,s)n_e(x) \, dx \tag{9}
\]

where the weight function \( w_1(n_e)(x,d,s) \), \( x \in C(E,s,d) \) gathers the dispersion and attenuation factors in the model. Note that, by the definition in eq. (7), both \( A_{E_0} \) and \( A_{E_1} \) depend on the linear attenuation coefficient and hence on the electron density. The operator \( T_1 \) is therefore nonlinear in \( n_e \).

To obtain another, more convenient representation of the operator in order to be able later to analyze its mapping properties, we introduce a suited change of variable similarly as in [28]. The circular arcs are
therein parametrized by $x \in \mathbb{C}(\omega, s, d) \Leftrightarrow \cot \omega = \phi(x - s, d - s)$ where the characteristic function $\phi$ is given by

$$\phi(a, b) := \frac{\kappa(a, b) - \rho(a, b)}{\sqrt{1 - \kappa(a, b)^2}}, \quad \text{with } \kappa(a, b) := \frac{a^T b}{\|a\| \|b\|}, \quad \rho(a, b) := \frac{\|a\|}{\|b\|}. \quad (10)$$

By the properties of the Dirac delta distribution $\delta$, we can reformulate eq. (9) to obtain

$$\mathcal{T}_1(n_e)(\omega, s, d) = \int_{\Omega} \mathcal{W}_1(n_e)(x, d, s)n_e(x)\delta(\cot \omega - \phi(x - s, d - s))\,dx,$$

where the weight function depending on the electron density is now given by

$$\mathcal{W}_1(n_e)(x, d, s) := \|\nabla_x \phi(x, d, s)\| w_1(n_e)(x, d, s).$$

Having established the integral operator $\mathcal{T}_1$, we wish to test how well it is suited as a forward model to reconstruct the electron density $n_e$ from the quantity $\text{Spec}(s, d, E)$ that is expected to be measured in a realistic setting. As rough approximations to the energy spectrum, we test the model once with data $g \sim \text{Pois}(g_1(s, d, E))$ (which, depending on the noise level, should give fairly good results with $\mathcal{T}_1$ as the forward model) and once with $g \sim \text{Pois}(g_1 + g_2(s, d, E))$ (which is closer to the realistic setting). Poisson distributed data $Y \sim \text{Pois}(\lambda)$ is defined by the mass function

$$P(Y = k) = \frac{\lambda^k e^{-\lambda}}{k!}$$

with respect to the counting measure on $\mathbb{N}_0$. The presence of Poisson noise requires some form of regularization. We add total variation (TV) regularization [29, 5, 9] and solve the variational problem

$$n_e^\lambda = \arg \min_{n_e} R(\mathcal{T}_1(n_e), g) + \lambda \text{TV}(n_e), \quad (12)$$

where $g$ is drawn from either $\text{Pois}(g_1)$ or $\text{Pois}(g_1 + g_2)$. $R$ is a suitable loss function. Since we assume a Poisson noise model here, we choose the Kullback-Leibler divergence

$$R(u, v) = \text{KL}(u, v) = \int (u - v - v \log(u/v))\,dx. \quad (13)$$

The TV penalty is defined by

$$\text{TV}(f) := \sup \left\{ \int_{\Omega} f \text{ div } \phi \,dx \mid \phi \in C^1_0(\Omega; \mathbb{R}^n) : |\phi(x)| \leq 1 \text{ for } x \in \Omega \right\}.$$ 

We assume to measure a total of $8 \cdot 10^6$ photons and compute synthetic data from eq. (11) for a phantom electron density $n_e$ modeling a transversal slice of a human thorax. The phantom (see fig. 2b) consists of characteristic functions of ellipses of different sizes and opacities and is a modified version of an earlier phantom which was used in [12]. It is 28.4 cm resp. 21.3 cm wide at its largest and smallest diameters and its gray values are chosen as electron densities of materials typical in a human thorax [15, 3, 30].

In the reconstruction, a suitable choice for the regularization parameter $\lambda$ is computed by the L-curve method. In fig. 3e we see that a reconstruction of the electron density from $g = \text{Pois}(g_1)$ works well and the TV penalty term reduces the effects from the Poisson noise sufficiently. However, adding the component $g_2$ (fig. 3f) to the spectrum distorts the reconstruction. Due to the enormous noise level brought into the model by the component $g_2$, the TV-regularized solution suffers from bad quality. Details are less visible or harder to localize and intensities of the different regions are altered complicating material recognition.

The second reconstruction shows how an analysis of the multiply scattered terms is inevitable if we wish to apply CST with data from a realistic setting. In order to answer the question

*How to reconstruct the image in spite of double Compton scattering events?*

we now derive an integral representation for $g_2$ and then analyze the smoothing properties of the components $g_1$ and $g_2$. 

5
3 Smoothness Properties of the Energy Spectral Data

The construction of the operator $\mathcal{T}_2$ modeling $g_2$ follows a comparable strategy as the one for $\mathcal{T}_1$. We identify possible pairs of scattering points and compute the integral weighted by the probability to detect a photon that is scattered at these two points.

3.1 Model of the Second Order Scattering

The main tool for the former step is a double application of the Compton formula eq. (3) which relates the two scattering angles and hence the two scattering points. Assume that a photon is emitted at the fixed point source $s$ with initial energy $E_0$, scattered first at $x$, then at $y$ and is finally measured at $d$ with energy $E$ (see fig. 4). Then the photon energy after the first scattering event is $E_1 := E_{\omega_1}$ where $\omega_1$ is the first scattering angle. After the second scattering with angle $\omega_2$, the remaining energy has to be $E = E_{\omega_2}$. By rearranging, we obtain

$$\cos \omega_1 + \cos \omega_2 = 2 - m_e c^2 \left( \frac{1}{E} - \frac{1}{E_0} \right) =: \lambda(E) \in (0, 2),$$

hence $\omega_2$ is given by $\omega_2(\omega_1) = \arccos(\lambda(E) - \cos(\omega_1))$. This allows us to express $y$ in terms of $x$, $\omega_1$ and the energy $E$ at $d$, which we note down as a Lemma:
Lemma 3.1. Given the source \( s \), a detector \( d \), the measured photon energy \( E \) and a first scattering point \( x \) with scattering angle \( \omega_1 \), we can compute the second scattering point by

\[
y = x + r \left( \sin(\omega_1 - \beta + \pi/2), \cos(\omega_1 - \beta + \pi/2) \right)
\]

if \( r > 0 \) \hspace{1cm} (15)

where the distance \( r \) between \( x \) and \( y \) is given by

\[
r = \|d - x\| \left( \eta_2 - \cot(\omega_2(\omega_1)) \sqrt{1 - (\eta_2)^2} \right).
\]

Herein, \( \eta_2 \) is the second component of \( \eta := R^T (\sin(\omega_1 - \beta + \pi/2), \cos(\omega_1 - \beta + \pi/2)) \), where \( R \) is the orthogonal rotation matrix mapping \( (0,1)^T \) to \( (d - x)/\|d - x\| \) and \( \beta \) is characterized by \( \frac{\pi - \beta}{\sqrt{1 - \sin^2(\beta)}} = (\cos(\beta), \sin(\beta))^T \).

Proof. With the first scattering parameters and the energy \( E \) fixed, the second scattering point \( y \) has to lie on the 2D cone opening at \( x \) with angle \( \omega_1 \), but also on the circular arcs connecting \( x \) and \( d \) with opening angle \( \omega_2(\omega_1) \). The calculations amount to computing the intersection point of these sets, details are deferred to section 6.

A special case mentioned only indirectly in Lemma 3.1 is when the distance between \( x \) and \( y \) is computed to be \( r \leq 0 \), as the definition of \( y \) was only given for positive \( r \). \( r = 0 \) actually corresponds to the case of single scattering and \( r < 0 \) represents the infeasible case where the photon loses too much energy already in the first scattering, i.e. \( E_1 = E_{\omega_1}^{E_n} < E \), which can be discarded as no second scattering point can exist. The proof implicitly uses \( r > 0 \) and for stability reasons, the numerical model will assume that no second scattering can occur in a small neighbourhood \( \Omega(x) \) of the first site, by just restricting \( r > \varepsilon \) with a small \( \varepsilon > 0 \). We can now give a representation for the expected number of photons measured at the detector site using the previously computed relations:

Theorem 3.2. Assume we have a scanning architecture with a monochromatic, isotropic point source \( s \) emitting a fixed number of photons, a point detector at \( d \) and the electron density \( n_e(x) \) is compactly supported on \( \Omega \subset \mathbb{R}^2 \). Then the expected number of detected photons that are scattered exactly twice before being measured with an energy \( E \), i.e. \( g_2(E, d, s) \), is proportional to

\[
T_2(n_e)(E, d, s) = \int_\Omega \int_{\Lambda(E)} w_2(x, \omega_1; d, s) n_e(x) n_e(y(\omega_1)) \, dl(\omega_1) \, dx.
\]

(17)

The integration domain of \( \omega_1 \) is the set of possible first scattering angles \( \Lambda(E) := \{ \omega_1 \in [-\pi, \pi] : E_{\omega_1}^{E_n} < E \} \), the weight function is

\[
w_2(x, \omega_1; d, s) = P(\omega_1) P(\omega_2(\omega_1)) A_{E_n}(s, x) A_{E_1}(x, y(\omega_1)) A_E(y(\omega_1), d)
\]

and the differential line segment is \( dl(\omega_1) = \sqrt{r^2 + \left( \frac{\partial r}{\partial \omega_1} \right)^2} \, d\omega_1 \), \( r \) as in Lemma 3.1.
Finally, we want to derive an alternative representation of $T_2$ relating a measured energy $E$ to an integral over the whole domain $\Omega^2$ using a suited phase function. In the case of $T_2$, we have to define the integration domain more carefully. As remarked after Lemma 3.1, we discard the trivial case where the angle is exactly 0 or $\pi$. We want to omit all other cases in which the integration domain needs to be considered more carefully. As remarked after Lemma 3.1, we discard the trivial case where the angle is exactly 0 or $\pi$. Furthermore, we want to omit all other cases in which the first scattering angle is exactly 0 or $\pi$. Define therefore

$$\Omega_2 := \{(x, y) \in \Omega^2 \mid y - x \neq \lambda(x - s) \text{ for any } \lambda \in \mathbb{R}\}. \quad (18)$$

In order to obtain the phase function, we represent the scattering angles in terms of the points $s$, $x$, $y$, and $d$. Revisiting the definitions from eq. (10), it holds $\cos \omega_1 = \kappa(y - x, x - s) = \frac{(y - x)(x - s)}{\|y - x\|^2}$ and $\omega_2 = \cot^{-1}(\phi(y - x, d - x))$ with $\phi = (\kappa - \rho)/\sqrt{1 - \kappa^2}$. Using the relation (14) between the scattering angles and the measured energy, we obtain that a combination of points $s$, $x$, $y$, $d$ yields a fixed energy $E$ if and only if

$$\lambda(E) = \psi(y - x, x - s, d - x) := \kappa(y - x, x - s) + \cos (\cot^{-1}(\phi(y - x, d - x))).$$

Integrating over the feasible set $\Omega_2$ and using the new characteristic function $\psi$, we can therefore rewrite $T_2$ as

$$T_2(n_e)(E, d, s) = \int_{\Omega_2} W_2(n_e)(x, y, d, s)n_x(x)n_y(y)\delta(\lambda(E) - \psi(y - x, x - s, d - x)) \, dx \, dy \quad (19)$$

with the weight function $W_2(n_e)(x, y, d, s) = \|\nabla_{x, y}\psi\| w_2(x, \omega_1; d, s)$. Having established the model, we want to analyze its mathematical properties and in particular derive the $L^2$-Sobolev mapping theorems that will shed light on the nature of the different components $g_i$ in the energy spectrum. This will lead to the core idea of the reconstruction of the electron density.

### 3.2 Mapping Properties

As a motivational example for our method, consider an object $n_e^\text{test}$ consisting only of two small disks in the plane. The measured number of first and second order scattered photons can be simulated by evaluating the operators $T_1$ and $T_2$ of this object for a fixed source $s$ and several detectors $d$ and energies $E$. The data is visualized in fig. 5. Significant differences between $g_1 = T_1(n_e^\text{test})$ and $g_2 = T_2(n_e^\text{test})$ immediately become visible. The spectrum of the second order scattered data is more 'spread out' over the different energy levels and smoother in general.

The theory of Fourier integral operators (FIO) can be applied to study mapping properties of generalized Radon transforms. Expressing the kernel of the FIO in the form of an oscillatory integral allows

---

**Figure 5:** Contribution of $g_1$ and $g_2$ to the measured spectra of two small disks.

**Proof.** See section 6. \qed

---

---
to deduce \( L_2 \)-Sobolev continuity results by simply examining the phase function, see e.g. [11]. In particular, the theory proved to be particularly useful in several imaging applications [17, 44, 13, 18]. In this section, we apply it to the operators defining the different parts of the measured energy spectrum regarding multiple Compton scattering. The nonlinear operators \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \) are first approximated by linear counterparts \( \mathcal{L}_1, \mathcal{L}_2 \). Instead of just omitting the nonlinearities due to attenuation effects entirely, it is more reasonable to approximate the nonlinear weight function through a prior estimate. A strategy on how the prior information can be obtained is explained in section 3.3. The arising (linear) operators \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) are weighted Radon transforms and consequently constitute examples of FIOs. This allows to use the associated theory from [14, 17] and prove the \( L_2 \)-Sobolev mapping properties. Our motivational idea from the beginning, which showed how \( \mathcal{L}_2 \) produces smoother data than \( \mathcal{L}_1 \) while the latter preserves the object’s singularities better, reflects in these mapping properties.

**Definition 3.3** (Linearization of \( \mathcal{T}_1 \)). Assume there is a smooth prior information \( \tilde{n}_e \in C^\infty(\Omega) \) given which approximates the sought-for image. As a linear approximation of the first operator \( \mathcal{T}_1 \), we define

\[
\mathcal{L}_1^n(f)(p, s, d) = \int_{\Omega} \mathcal{W}_1(\tilde{n}_e)(x, d, s) f(x) \delta(p - \phi(x - s, d - s)) \, dx
\]

where the only difference to \( \mathcal{T}_1 \) lies in the weight function \( w_1 = \mathcal{W}_1(\tilde{n}_e) \) depending not on the function \( f \), but rather on the prior.

Note that the first argument is now \( p = \cot \omega \) instead of the energy \( E \). This simplifies notation and is not problematic since the three parameters \( p, \omega \) and \( E \) are all related by bijective mappings.

**Definition 3.4** (Linearization of \( \mathcal{T}_2 \)). Similarly, we define the linear operator \( \mathcal{L}_2^n \) for a prior \( \tilde{n}_e \in C^\infty(\Omega) \). To shorten the notation, gather \( z := (x, y) \in \Omega_2 \subset \mathbb{R}^4 \) and denote \( f(z) := f(x) / f(y) \). This yields an operator linear in \( f \)

\[
\mathcal{L}_2^n(f)(\lambda, s, d) = \int_{\Omega_2} \mathcal{W}_2(\tilde{n}_e)(x, y, d, s) f(z) \delta(\lambda - \psi(y - x, x - s, d - x)) \, dz
\]

where \( \lambda = \lambda(E) \) as before.

We first recall the relevant definitions for FIOs from [17, 14]. For a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), denote \( \partial_{x_i} f(x) = \sum_{i=1}^n \frac{\partial f}{\partial x_i} \, dx_i \). Further, we write \( H^\nu_c(\Omega) \) for the space of all \( u \in L^2(\Omega) \) compactly supported in \( \Omega \) that satisfy

\[
\|u\|_{H^\nu_c} = \left( \int_{\Omega} \left( 1 + \|\xi\|^2 \right)^\nu \|\hat{u}(\xi)\|^2 \, d\xi \right)^{1/2} < \infty
\]

where \( \hat{u} \) is the Fourier transform of \( u \) and \( H^\nu_{c,loc}(\Omega) \) for the space of all \( u \) supported in \( \Omega \) such that \( \chi u \in H^\nu_{c,loc}(\Omega) \) for all compactly supported \( \chi \in C^\infty_c(\Omega) \).

**Definition 3.5** (Phase function, [17]). Let \( Y \subset \mathbb{R}^m \) and \( X \subset \mathbb{R}^n \) be open. Then the function \( \Phi \in C^\infty(Y \times X \times \mathbb{R}\setminus\{0\}) \) is called phase function if

- \( \Phi(y, x, \sigma) \) is positively homogeneous of order 1 in \( \sigma \)
- \( (\partial_y \Phi, \partial_x \Phi) \) and \( (\partial_x \Phi, \partial_y \Phi) \) never vanish for any \( (y, x, \sigma) \in Y \times X \times \mathbb{R}\setminus\{0\} \).

The phase function is further called non-degenerate if \( \partial_{y,\sigma} (\partial_x \Phi) \) do not vanish for \( (y, x, \sigma) \in \Sigma_\Phi \) where

\[
\Sigma_\Phi := \{(y, x, \sigma) \in Y \times X \times \mathbb{R}\setminus\{0\} \mid \partial_x \Phi = 0 \}.
\]

**Definition 3.6** (Fourier Integral Operator, [17]). The operator \( \mathcal{T} \) is called a Fourier integral operator of order \( s = \frac{n + m - 2}{4} \) if

\[
\mathcal{T} f(y) = \int e^{i\Phi(y, x, \sigma)} p(y, x, \sigma) f(x) \, dx \, d\sigma,
\]

where \( \Phi \) is a non-degenerate phase function and the following property is satisfied: For the function \( p \in C^\infty(Y, X, \mathbb{R}) \), called symbol of order \( s \), it holds that, for every \( K \subset Y \times X \) and all \( \alpha \in \mathbb{N}_0, \beta \in \mathbb{N}_0^n, \gamma \in \mathbb{N}_0^m \), there exists a constant \( C = C(K, \alpha, \beta, \gamma) \) such that

\[
|D_x^\alpha D_y^\beta D_z^\gamma p(y, x, \sigma)| \leq C(1 + \|\sigma\|)^s - \alpha \text{ for all } (y, x) \in K \text{ and } \sigma \in \mathbb{R}.
\]
Phase functions of a special, semiaffine form (applying to our cases) allow an analysis of mapping properties of the corresponding FIO.

**Lemma 3.7** ([14]). Consider the special case where \( y = (p, \theta) \in \mathbb{R} \times \Theta =: Y \) with \( \Theta \subset \mathbb{R}^{m-1} \) open and the phase function is of the form

\[
\Phi(p, \theta, x, \sigma) = -\sigma (p - \phi(x, \theta)).
\]

If the vectors \( \nabla_x \phi, \partial_\theta \nabla_x \phi, \ldots, \partial_{\theta^{m-1}} \nabla_x \phi \) are linearly independent for all \( (p, \theta, x) \in \mathbb{R} \times \Theta \times X \), then

\[
\mathcal{T} : L^p_c(X) \to H^{l-k}_{\text{loc}}(Y)
\]

is a continuous operator.

Now we fit the weighted Radon transforms \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) into the above framework. Begin with \( \mathcal{L}_1 \) and rewrite it to fit the definition of an FIO. Using the Fourier transform of the Dirac delta, we obtain from eq. (20) the representation

\[
\mathcal{L}_1^{\tilde{n}_c}(f)(p, s, d) = \frac{1}{2\pi} \int_{\Omega} \int_{\mathbb{R}} W_1(\tilde{n}_c)(x, d, s) n_c(x) e^{-i\sigma(p - \phi(x, s, d - s))} \, d\sigma \, dx.
\]

In particular, the phase function \( \Phi(p, \theta, x, \sigma) = -\sigma (p - \phi(x - s, d(\theta - s)) \) is of the special form of Lemma 3.7, which shows that it is applicable to prove the Sobolev mapping property of \( \mathcal{L}_1 \) if all the necessary conditions on the phase function are satisfied.

**Theorem 3.8.** Assume that \( \tilde{n}_c \in C^\infty(\Omega) \) and that the source \( s \notin \Omega \) is fixed. Then the operator \( \mathcal{L}_1^{\tilde{n}_c} \) is an FIO of order \(-\frac{1}{2}\).

**Proof.** The proof consists in the verification of the different properties of the symbol and the phase function and is straightforward, the details are deferred to section 7. \[\square\]

Given that \( \mathcal{L}_1 \) is an FIO, it remains to check the necessary properties of the phase for the Sobolev mapping property. For this, we first prove a Lemma which relates the main condition of Lemma 3.7, namely the linear independence of \( \nabla_x \phi, \partial_\theta \nabla_x \phi, \ldots, \partial_{\theta^{m-1}} \nabla_x \phi \), to an equivalent condition on the measure geometry.

**Lemma 3.9.** Let the detectors be defined by

\[
d(\theta) = s + t(\theta) \begin{pmatrix} \cos\theta \\ \sin\theta \end{pmatrix}
\]

where \( \theta \in \Theta \), \( \Theta \) some open interval. Then, if we write \( x - s = (r \cos\xi, r \sin\xi)^T \) and the condition

\[
r \neq t(\theta) \cos(\theta - \xi) - t'(\theta) \sin(\theta - \xi)
\]

is satisfied for all \( x \in \Omega \) and every \( \theta \in \Theta \), we have that \( \det(\nabla_x \phi, \partial_\theta \nabla_x \phi) \neq 0 \) for all \( (x, d) \in \Omega \times \mathbb{D} \).

**Proof.** See section 7. \[\square\]

Having established condition (23) for the Sobolev mapping property, one can directly check whether it is satisfied for a given scanner setup with specified source and detector positions. We carry out the computations for a standard fan-beam geometry known from CT that will be used in the numerical experiments.

**Theorem 3.10.** Let \( \tilde{n}_c \in C^\infty(\Omega) \). Let the detectors \( d(\theta) \) be positioned on the circle \( S^1 \), likewise the source \( s \), e.g. at \((-1,0)^T\), and let the object be supported in the open disk of radius 1 around 0, i.e. \( \Omega \subset B_1(0) \). Then the operator

\[
\mathcal{L}_1^{\tilde{n}_c} : H^p_c(\Omega) \to H^{l-1/2}_{\text{loc}}(\mathbb{R} \times S^1)
\]

is continuous.
Proof. The positions of the detectors relative to the source are given by \( d(\theta) = s + 2\cos\theta \left( \frac{\cos\theta}{\sin\theta} \right) \) where \( t(\theta) = 2\cos\theta \) and \( \theta \in (-\pi/2, \pi/2) \). The preceding Lemmas 3.7 and 3.9 prove the theorem if eq. (23) is satisfied for all \( x - s = (r\cos\xi, r\sin\xi) \in \Omega \). The condition reads

\[
r \neq t(\theta)\cos(\theta - \xi) - t'(\theta)\sin(\theta - \xi) = 2\cos\xi,
\]

leading to \( x \notin S^1 \), which is true due to the assumption \( \Omega \subset B_1(0) \).

This concludes our study of \( L_1 \). We now want to derive similar results for the second operator \( L_2 \). Start again by rewriting the integral transform in the form of an FIO:

\[
L_2^{\tilde{u}_c}(\tilde{f})(\lambda, s, d) = \frac{1}{2\pi} \int_{\Omega_2} W_2(\tilde{u}_c)(x,y,d,s) \tilde{f}(x)e^{-i\sigma(\lambda - \psi(y-x,s,d-x))} \, d\sigma \, dz
\]

where we used again the Fourier representation of \( \delta \). In the context of Lemma 3.7, the phase function is given by \( \Psi(\lambda, \theta, x, y, \sigma) = -\sigma(\lambda - \psi(y-x,s,d-x)) \). The next theorem establishes that the operator is indeed an FIO.

**Theorem 3.11.** Let \( \tilde{u}_c \in C^\infty(\Omega) \), then \( L_2^{\tilde{u}_c} \) is an FIO of order \(-1\).

*Proof.* As for \( L_1^{\tilde{u}_c} \), the proof consists in verifying the properties of the symbol and the phase. This is straightforward, but rather technical, and therefore moved to section 8.

The corresponding Sobolev mapping property can now be proved for a given scanning geometry, we verify that it is valid for the same fan-beam setup that was defined in Theorem 3.10. Note that \( L_2^{\tilde{u}_c} \) maps half a step more on the Sobolev space scale than \( L_1^{\tilde{u}_c} \) when applied to the same function. This leads to an important insight about the measured data, namely that \( g_2 \) is smoother than \( g_1 \).

**Theorem 3.12.** Let \( \tilde{u}_c \in C^\infty(\Omega) \) and the measure geometry be defined as in Theorem 3.10 - the detectors \( d(\theta) \) are distributed on \( S^1 \), \( s \) is fixed at \((-1,0)\) and \( \Omega \subset B_1(0) \). Then the operator

\[
L_2^{\tilde{u}_c} : H^r_c(\Omega_2) \rightarrow H^{r+1}_{loc}((0,2) \times S^1)
\]

is continuous.

*Proof.* See section 8.

This concludes our analytic study of the operators. The important aspect for our objective of carrying out electron density reconstruction is the smoothness of the different components \( g_1, g_2 \) as the approximations of \( T_1, T_2 \) map to \( H^r_{loc} \) and \( H^r_{loc} \), respectively. Although we only examined \( L_1 \) and \( L_2 \) here, the general idea can be extended further, as the emitted photons can of course scatter more often than two times in the object. Modeling the process of \( n \) scattering events would most probably be very complicated and proving suitable mapping properties for the arising operators even harder. Nevertheless, going out from our study of the first and second order here, one can expect that, in terms of the Sobolev mapping properties elaborated in Theorems 3.10 and 3.12, the higher order parts of the spectrum are contained at least in \( H^1(Y) \) where \( Y \subset \mathbb{R} \times \Theta \).

We are going to make use of the smoothness properties in the next section, where we derive a method to recover the image from the spectrum.

### 3.3 Image reconstruction exploiting smoothness properties

We now want to examine how we can exploit the results on \( g_1, g_2 \) in image reconstruction. Efforts have been made to reconstruct images from simulated approximations to \( g_1 \) by inversion-type formulae or backprojection of \( T_1 \) [28, 36, 6, 27]. Attenuation effects are often neglected in order to preserve linearity.
of the operator or need to be refined parallel to the density reconstruction [10]. Moreover, we showed in section 2, models including only first order scattering and ignoring higher order terms fail on realistic data that includes \( g_i, i \geq 2 \). We wish to address both problems, i.e. nonlinearity and multiple scattering, by combining CT and CST in the same scanning geometry and by exploiting the analytical results on the spectrum from section 3.2.

### 3.3.1 Linearization using a sparse-view CT prior

As we saw, it is possible to attain a linear operator \( L_{\tilde{n}_e}^{\lambda} \) when some prior information \( \tilde{n}_e \) is available. In order to obtain this prior information, we make use of classical CT and the ballistic radiation \( g_0 \) in the measured spectrum. We will work with a scanning geometry with very few numbers of source and detector positions. This is possible because the same scanning geometry is used for CT and CST, where the latter benefits from the energy as additional dimension of information. The small number of source positions further has practical advantages like the resulting smaller scanning times and radiation exposure.

We try to solve the CT problem (1), i.e. find \( \mu \) from measurements \( g_0 \) where \( \mathcal{P}_E \mu_{E_0} = -\log(g_0/I(s)) \). In our setting with few source and detector positions, the size of \( g_0 \) is much smaller than the size of \( \mu_{E_0} \), the problem is called underdetermined. Solving such a system by an FBP method leads to artifacts and bad image quality. Instead, we regularize the solution by employing total variation regularization [29], as has been done before for sparse-view CT [31, 46]. This consists in solving the variational problem

\[
\sigma^C(E_0)\tilde{n}_e^{\lambda} = \tilde{\mu}_{E_0} = \arg \min_f R(\mathcal{P}f, \log(g_0/I(s))) + \lambda \text{TV}(f). \tag{24}
\]

We obtain a prior estimate \( \tilde{\mu}_{E_0} \) of the attenuation map, which is typically of suboptimal quality due to the sparse data. Via the first equality, this leads to an estimate \( \tilde{n}_e \) of the electron density. \( \tilde{n}_e \) is plugged into the exponential terms of \( T_1 \) so that the weight function \( W_i \) is fixed, leading to the linearized operator \( L_{\tilde{n}_e}^{\lambda} \) that was analyzed in section 3.2. \( L_{\tilde{n}_e}^{\lambda} \) might constitute a sufficient (inexact) forward model in the task of recovering \( n_e \) from \( g_1 \) if \( \tilde{n}_e \) is sufficiently close to the ground truth \( n_e^{\text{ex}} \). Using variational TV regularization, the corresponding inverse problem can then be solved by the following optimization problem

\[
n_e^{\lambda} = \arg \min_f R(L_{\tilde{n}_e}^{\lambda}(f), g) + \lambda \text{TV}(f). \tag{25}
\]

If the data in (25) were \( g = g_1 := \text{Pois}(T_1(n_e^{\text{ex}})) \), we could hope for accurate solutions, but following the discussions in section 2, considering realistic cases with \( g = g_1 + g_2 + \ldots \) leads to a severe model inexactness.

### 3.3.2 Reducing the impact of multiply scattered terms

We want to reconstruct \( n_e \) when the data \( g \) contains the second scattering component \( g_2 = T_2n_e^{\text{ex}} \). In section 2 we saw that a simple reconstruction using only the forward model \( T_1 \) is not sensible. An inversion formula for the operator \( T_2 \), let alone \( T_1 + T_2 \), is unknown, reasons for this are the complex structure of the phase function and the nonlinearity of \( T_2 \). On the other hand, including \( T_2 \) or even \( L_{\tilde{n}_e}^{\lambda} \) into the forward model seems computationally cumbersome due to the additional integration variable.

We propose a treatment of the multiply scattered terms by preprocessing the measured spectrum in the energy variable through another operator \( \mathcal{D}_E \). This transforms eq. (25) into

\[
n_e^{\lambda} = \arg \min_f R(\mathcal{D}_E L_{\tilde{n}_e}^{\lambda}(f), \mathcal{D}_E g) + \lambda \text{TV}(f), \tag{26}
\]

where now \( g \sim \text{Pois}(T_1 + T_2(n_e^{\text{ex}})) \). Since the data points \( \mathcal{D}_E g \) do not follow Poisson distributions anymore, the data fidelity is set to an \( L_2 \) norm in the numerical tests. It could be interesting to further
investigate the statistical nature of $D_E g$ and the effect of choosing other data fidelity terms, e.g. weighted $L_2$ norms [40].

$D_E$ should not increase the ill-posedness or ill-conditioning of the problem too much and preserve important information about the object from $g_1$. At the same time, it should reduce as much as possible the impact of $g_2$ on the reconstruction. Following the intuition presented in the remarks on fig. 5 and the analytical results in section 3.2, the higher-order term $g_2$ is smoother than $g_1$ in terms of a Sobolev space scale. Hence, a heuristic choice for $D_E$ is a differential operator $D_E$ in the energy variable. In practice, the differentiation step itself is ill-posed and needs to be regularized. For a low pass filter function $F_\gamma$, $\gamma > 0$, define the operator $D_E g$ by

$$D_E g^{s,d} := \mathcal{F}^{-1}(i\zeta \cdot F_\gamma(\zeta) \cdot \mathcal{F}(g^{s,d})(\zeta))$$

where $g^{s,d}$ is the restriction of the data to a given source-detector pair and $\mathcal{F}$ defined by $\mathcal{F}(g^{s,d})(\zeta) := (2\pi)^{-1/2} \int g^{s,d}(E) \exp(-i\zeta E) dE$ is the Fourier transform w.r.t. the energy variable.

Figure 6 shows the result of applying $D_E$ to a measured spectrum. For the computation of the data, the thorax phantom from section 2 is used and the measured energy spectrum for one fixed source-detector pair is extracted. It can be seen that the overall contribution of $g_2$ is fairly large, which explains why reconstructions with forward operator $T_1$ fail. At the same time, $g_2$ is more spread out on the energy range below the largest value $E_0$ and (in qualitative comparison with $g_1$) it doesn’t include any large first or second-order variations. Hence, after application of the derivative in the energy, the main part of the differentiated spectrum belongs to $D_E g_1^{s,d}$. It is visible how larger variations in $g_1$ (corresponding to contrast jumps in the object) lead to peaks in $D_E g_1^{s,d}$, which are preserved in the differentiated spectrum, the quantity that can be measured and computed.

We finish the section by noting that both problems eq. (25) and eq. (26) admit a solution. Clearly the objective functionals are both convex and bounded from below by 0, so all we need are coercivity results for both, which follow from the structure of the operator $L_{\tilde{\eta}}$. 

**Corollary 1.** Assume that the object is supported in $\Omega \subset B_1(0)$. Then the problems eq. (25) and eq. (26) admit a solution.

**Proof.** The TV penalty functional is absolutely one-homogeneous and hence coercive on the complement of its kernel, and the only subspace of $L^2(\Omega)$ on which it vanishes is the set of constant functions $\mathcal{M} = \{ f \in L^2(\Omega), f = \text{const. a.e.} \}$. Hence coercivity of the objective is ensured if the fidelity term is
coercive on $\mathcal{M}$. It suffices to check that $\mathcal{L}_{1}^{\tilde{\eta}}\chi_{\Omega}$ resp. $\mathcal{D}_{E}\mathcal{L}_{1}^{\tilde{\eta}}\chi_{\Omega}$ do not vanish, where $\chi_{\Omega}$ is the indicator function of $\Omega$, i.e. 1 on $\Omega$ and 0 otherwise. We have

$$
\mathcal{L}_{1}^{\tilde{\eta}}\chi_{\Omega}(p, s, d) = \int_{\Omega} \mathcal{W}_{1}(\tilde{n}_{e})(x, d, s) \delta(p - \phi(x - s, d - s)) dx
$$

for any of the circular arcs $C(\omega, s, d)$, $p = \cot \omega$ intersecting $\Omega$ (we may assume $\Omega$ has nonzero Lebesgue measure to ensure the integration set is not a null set).

For the version with a derivative in the energy applied to the forward model, we need to show $\mathcal{D}_{E}\mathcal{L}_{1}^{\tilde{\eta}}\chi_{\Omega} \neq 0$. Assume the opposite. Then it holds

$$
\mathcal{L}_{1}^{\tilde{\eta}}\chi_{\Omega}(\cdot, s, d) = \int_{\Omega \cap \mathcal{E}(\cot^{-1}(p), s, d)} \mathcal{W}_{1}(\tilde{n}_{e})(x, d, s) dx \equiv c(s, d)
$$

for some constant $c(s, d)$. For any $d = d(\theta)$, the circular arc corresponding to $C(\cot^{-1}(p), s, d)$ where $\cot^{-1}(p) = \omega = \pi/2 - \theta$ is a subset of $S^{1}$, the boundary of $B_{1}(0)$, and thus does not intersect $\Omega$. Therefore, $c(s, d) = 0$ for every $(s, d)$. But this is a contradiction to the first part of the proof where we showed $\mathcal{L}_{1}^{\tilde{\eta}}\chi_{\Omega} \neq 0$.

Eventually, note that while we only added $g_{2}$ to the spectrum here, the idea extends to the higher-order terms. According to the concluding remarks about $g_{i}$ with $i \geq 3$ at the end of section 3.2, these terms should be smaller in magnitude and at least as smooth as $g_{2}$. If we succeed in decreasing the impact of $g_{2}$ sufficiently by differentiating $g_{1} + g_{2}$, we can reasonably expect the procedure to work on the complete spectrum.

### 3.4 Extension to Polychromatic Sources

For simplicity, until here we assumed the source to be monochromatic. Consider now the case where the source emits photons at $K$ different energy levels with total initial intensity $I$ and a finite, ‘small’ number $K$. Then $I = I_{1} + \cdots + I_{K}$, where $I_{k}$ is the total intensity of all photons of initial energy $E_{0}^{k}$, $k = 1, \ldots, K$.

Recall that our modeling of the first-order scattering emerged from the representation of the number of photons $N$ reaching a detector at $d$ after being scattered at $dx$ through

$$
d^{2}N(s, d, x) = I r_{e}^{2} A_{E_{0}}(s, x) A_{E_{0}}(x, d) P(\omega, E_{0}) n_{e}(x) dx ds
$$

for a monochromatic source. Note that we write $P(\omega, E_{0})$ instead of $P(\omega)$ indicating the dependence of the Klein-Nishina differential cross section on the photon energy. Decomposing the effect for a polychromatic source with finitely many initial energies into the single energy levels, this model remains accurate if we consider the $K$ levels separately, i.e.

$$
d^{2}N(s, d, x) = I r_{e}^{2} \left( \sum_{k=1}^{K} c_{k} P(\omega, E_{0}^{k}) A_{E_{0}}^{k}(s, x) A_{E_{0}}^{k}(x, d) \right) n_{e}(x) dx ds,
$$

where $c_{k} := I_{k}/I$ is a weight factor. As the integration over the possible scattering sites is linear, the first-order scattered spectrum for a polychromatic source is a weighted sum of operators $\mathcal{T}_{1}^{E_{0}^{k}}$ for every initial energy level $E_{0}^{k}$. Similarly, given a prior electron density map $\tilde{n}_{e}$, we can define a polychromatic version of the linearized operator by

$$
\mathcal{T}_{1}^{\text{pol}} = \sum_{k=1}^{K} c_{k} \mathcal{T}_{1}^{E_{0}^{k}} \quad \text{and} \quad \mathcal{L}_{1}^{\tilde{n}_{e}, \text{pol}} = \sum_{k=1}^{K} c_{k} \mathcal{L}_{1}^{\tilde{n}_{e}, E_{0}^{k}}.
$$
The mapping properties proved in section 3.2 hold for the operators $\tilde{L}_{1e}^{n_0}$ and therefore extend to their weighted sum $\tilde{L}_{1e}^{n_{1pol}}$. Equivalently, the modeling can be extended for the second-order scattered data, allowing us to define $\tilde{T}_2^{pol}$ and $\tilde{L}_{1e}^{n_{2pol}}$ as weighted sums and prove suitable mapping properties. The reconstruction task eq. (26) remains the same, with $\tilde{L}_{1e}^{n_{1pol}}$ replaced by $\tilde{L}_{1e}^{n_{2pol}}$. We describe a possible scanner setup and show the resulting density reconstructions in the next section.

4 Density Reconstructions for a Fan-Beam Geometry

We provide results for the setting of a monochromatic source first. In practice, potential sources emit photons at several energy levels. We discuss what properties the source would need to satisfy for our algorithm to work and then depict results in the case of a Cobalt-60 gamma ray source.

4.1 Monochromatic Source

Following the discussions in section 3.3, we propose to combine CST and CT in the same scanning geometry. As we wish to acquire several viewing angles (resp. positions of the source), a standard fan beam setup appears sensible. The major difference to a classical CT setup is that we assume the radiation detectors to be energy resolving and non-collimated so that our models of $g_1$ and $g_2$ are applicable.

As was mentioned in the description of the reconstruction algorithm, the procedure is carried out with a very small number of source and detector positions. This is enabled by the energy as additional dimension of information in the CST step. Assume a setup with 16 angular views, see Figure 7 for 8 angular views. For every angle, the radiation behind the object is measured by 32 detectors distributed equidistantly around a half circle opposite to the source. Particularly, note that this setup is an instance of the geometry assumed in the Sobolev mapping results Theorems 3.10 and 3.12. Regarding the radiation source, we assume a total emission intensity of $10^7$ photons per viewing angle and an initial photon energy level of $1.173\text{ MeV}$. The detectors measure radiation at 256 energy levels in the range $0.355\text{ MeV}$ to $1.173\text{ MeV}$, leading to a necessary energy resolution $\Delta E \approx 3.2\text{ keV}$. The nature of the source is incorporated in the simulation of the data by computing Poisson distributed values $g(E, s, d) \sim \text{Pois}((\tilde{T}_1 + \tilde{T}_2)(nE_0)(E, s, d))$.

The final reconstruction procedure consists in first solving the sparse data CT step eq. (24) and then, using the prior reconstruction, solving eq. (26). The problem is converted into the discrete setting by decomposing the image $f$ in a suited pixel basis giving a vector representation $\bar{f} \in \mathbb{R}^n$ and computing a sparse matrix representation $L_{1e}^{n_{1pol}} \in \mathbb{R}^{m \times n}$ of $L_{1e}^{n_{1pol}}$ with respect to the basis functions. The gradient in
Figure 8: (8a): Ground truth phantom. (8d): prior reconstruction from sparse data CT step eq. (24). (8b) and (8e): Solutions of problem eq. (25), $\lambda = 0$ in (8b) and $\lambda > 0$ tuned in (8e). (8c) and (8f): Solutions of problem eq. (26) with TV parameters $\lambda = 0$ (least-squares fit) in (8c) and $\lambda > 0$ tuned by the L-curve method in (8f).

TV is substituted with forward finite differences. As in [1, 2], we obtain a regularized isotropic TV of the form

$$J_\beta(f) := \sum_{1\leq i,j\leq N} \sqrt{|\nabla f(i,j)|^2 + \beta},$$

where commonly a small number $\beta > 0$ is added to the gradient to avoid computational instabilities in constant regions.

The computationally intense part of the reconstruction is the generation of the discrete representation of the linearized forward operator $L_{1e}$. Every entry of the $N^2 \times N_{\text{det}} N_{\text{sou}} N_{\text{E}}$ matrix requires the evaluation of the integral (11) along a circular arc, which is done by interpolating the values of the weight function $W_1(\bar{n}_e)$ at quadrature points $x_i$ inside a basis function support. We assume $N_{\text{det}} N_{\text{sou}} N_{\text{E}} = O(N^2)$ which gives a total amount of $O(N^4)$ operations. If we were to include $L_{2e}^n$ into the forward model, then the complexity would increase to $O(N^6)$, which further motivates the solution of the problem using forward models including only single scattering. In 3D, the costs of computing $L_{1e}^n$ and $L_{2e}^n$ are $O(N^6)$ and $O(N^9)$ respectively.

The method is tested for two synthetic phantoms; firstly, the thorax phantom already used in section 2. Figure 8 shows how the algorithm succeeds in decreasing the impact of the higher-order scattering. The ground truth is displayed in fig. 8a. Expectably, the CT reconstruction $\bar{n}_e$ (fig. 8d) is not accurate enough, but can be used as a prior to estimate the nonlinear weight function $W_1(\bar{n}_e)$. Using $\bar{n}_e$, the CST reconstruction is computed. For comparison, we give both the solution of eq. (25) (without $D_E$) and eq. (26) (with $D_E$). As in section 2, eq. (25) cannot yield a useful reconstruction. The minimizer when $R$ is the Kullback-Leibler divergence (13) and $\lambda = 0$ is very noisy (fig. 8b) and using TV regularization,
Figure 9: (9a): The second phantom with an aluminium ring. (9d): prior reconstruction from sparse data CT step eq. (24). (9b) and (9e): Solutions of problem eq. (25) with $\lambda = 0$ (9b) and $\lambda > 0$ tuned (9e). (9c) and (9f): Solutions of problem eq. (26) with $\lambda = 0$ (least-squares fit) in (9c) and $\lambda > 0$ tuned in (9f).

some noise can be filtered out, but only at the cost of losing small details of lower contrast (fig. 8e). As desired, applying $D_E$ to the data reduces the noise level, see fig. 8c and fig. 8f (with TV regularization). After applying $D_E$, we use the $L_2$ norm as data fidelity measure. Densities and contrasts are accurately recovered and previously vanished details can be correctly located.

We further use two variants of a second phantom (figs. 9a and 10a), consisting of materials whose densities are more likely to occur in industrial contexts. Its outside is a metal ring of outer radius 3.5 cm and inner radius 3 cm. Inside the ring is a rectangle of size $1.5 \times 1.25$ cm$^2$ from a material of smaller density, in our model the plastic type polyethylene (PE). The plastic is cracked at one point and we wish to correctly recover the object so that the crack of width 1 mm is visible and can be located correctly. To show the limitations of the method and the impact of the electron density (leading to more scattering and larger nonlinear effects) of the scanned material, the outer ring is hereby once assumed to be made from aluminium (moderate density) and once from iron (higher density).

Figure 9 shows the reconstructions in the case of an aluminium ring on a 256 $\times$ 256 pixel image (one pixel corresponds to 0.20 $\times$ 0.20 mm$^2$). In fig. 10 the same results but with an iron ring are displayed. From a sparse-view CT step (16 source positions and 32 detectors), the rough contours of the object are reconstructed well if we apply large TV parameters, but there are artifacts and the crack is clearly invisible, see figs. 9d and 10d. Also, the iron already creates greater artifacts so that larger TV parameters have to be chosen to obtain a smooth image. Taking $L_1^\tau$ as the forward model, the different effects of aluminium and iron on the data become clearer: The higher attenuation of iron leads to more noise and circular artifacts aligned with the source positions, fig. 10b is worse than the aluminium case in fig. 9b. Using TV-regularization, the crack is vaguely visible in the aluminium phantom, but not in the iron version (figs. 9e and 10e). Including the derivative greatly improves the quality of both reconstructions.
Figure 10: (10a): The second phantom, now with an iron ring. (10d): prior reconstruction from sparse data CT step eq. (24). (10b) and (10e): Solutions of problem eq. (25) with $\lambda = 0$ in (10b) and $\lambda > 0$ tuned in (10e). (10c) and (10f): Solutions of problem eq. (26) with TV parameters $\lambda = 0$ (least-squares fit) in (10c) and $\lambda > 0$ tuned in (10f).

( figs. 9c, 9f, 10c and 10f), although only the aluminium version with tuned TV parameter appears accurate enough to exactly determine the nature of the crack in the plastic.

4.2 Polychromatic Source

We adopt the theory from section 3.4 and extend the model to a polychromatic source. Naturally, several requirements on the source material arise.

Most importantly, it is necessary that we are able to separate $g_0$ from the rest of the measured spectrum. In the case of a monochromatic source, this is easy since $g_0$ belongs to exactly those photons that have energy $E_0$. Assuming sufficient energy resolution and no detector defects (e.g. photons whose energies add up to $\approx E_0$ that hit the detector at the same time), the peak measured at $E_0$ can just be extracted giving $g_0$. In a polychromatic setting, this strategy can still work for the highest initial energy level $E_0^{\text{max}}$.

For the initial energy levels below this, the job is more delicate: We can only estimate the component $g_0$ coming from initial energy levels $E_k^0 \neq E_0^{\text{max}}$ using, e.g., an interpolation of the spectrum around $E_k^0$ or by the total intensity deposited in the detector at energy $E_0^{\text{max}}$. Effects like beam hardening further complicate this task. Therefore, we wish to keep the number of energy levels as small as possible, where the initial energy levels are sufficiently distinct from each other. From a computational point of view, a small number of energy levels is further encouraged bearing in mind that the computation of weight matrices $L_{\tilde{\alpha},E_k^0}$, $k = 1, \ldots, K$ is cumbersome.
Figure 11: (11a): Ground truth phantom. (11b) and (11c): Solution of eq. (26) with $\lambda = 0$ in (11b) (least-squares fit) and $\lambda > 0$ tuned in (11c).

Figure 12: Results for the aluminium object (12a): Ground truth phantom. (12b) and (12c): Solution of eq. (26) with $\lambda = 0$ in (12b) (least-squares fit) and $\lambda > 0$ tuned in (12c).

We assume a radiation source consisting of Cobalt-60. In a $\beta^-$ decay, the Co$^{60}_{60}$ nuclei decay into Ni$^{60}_{59}$, causing the latter, excited nuclei to emit photons of only two energy levels with the values $E^1_{10} = 1.173\text{ MeV}$, $E^2_{10} = 1.332\text{ MeV}$. 60Co was a popular material in radiotherapy due to its relatively long half life and with its only two initial energies that are sufficiently distinct it fits the requirements we have put on a potential source material.

Apart from the computation of a second weight matrix, the reconstructions are computed the same way as in the monochromatic case. We only give the solutions of eq. (26) for the thorax phantom (fig. 11) and the second phantom in the aluminium case (fig. 12). The results are of equally convincing quality as in the case of a monochromatic source. With prior from the initial sparse-view CT step, the forward model is sufficiently accurate to recover both phantoms with few artifacts from the data $g_1$. Using a differentiation step, the impact of $g_2$ and possibly higher-order terms on the reconstruction are decreased due to their smoothness. TV regularization is used in order to take care of the remaining noise generated by the Poisson process.

5 Conclusion & Discussion

In this paper we proposed a reconstruction strategy for two-dimensional tomographic slices based on a modality which combines computerized tomography and Compton scattering tomography. We considered a standard fan-beam geometry and assumed the detectors are able to measure the energy spectrum of
the incoming photons. Due to the spatial sparsity of the overall architecture, the reconstruction of the attenuation map using CT-scan data is of poor quality but provides still a prior estimate of the electron density, which is used to refine the modeling used in CST. Focusing on first-order and second-order scattering, we derived and studied operators describing the polychromatic spectrum. Linearizations of these operators were studied as examples of the general class of Fourier integral operators in order to prove suitable mapping properties.

Due to the complexity of the terms of higher-order in the spectrum, we first restricted the inverse problem to the modeling of the first-order scattering, but this simple approach turned out to be unsatisfactory as the higher-order scattered data bring a large distortion of the spectrum. However, the mapping properties reveal that the contribution of multiple scattering is smoother in comparison with the first-order scattering. We thus exploited the structure of the spectrum by applying a differential operator to the data. The resulting algorithm was validated for phantoms characterizing potential applications in medicine and non-destructive testing. The results demonstrate how a qualitative analysis of terms in the spectrum can lead to improved images and solve the problem of multiple scattering in CST.

Moreover, we extended the model to polychromatic sources of few, sufficiently distinct emitted energy levels. Due to the flexibility of the algebraic approach, this can be done by a simple weighted sum of the operators of distinct energy levels of a radioactive gamma ray source like Cobalt-60, requiring hardly any additional effort over the monochromatic case, but larger computational time.

Just as in algebraic reconstruction methods in CT, for images of appropriate resolution the projection matrix is large. Hence, computational time must be taken into account as a relevant factor in real-time applications. Our discussion of physical limitations of the method revealed two further bottlenecks in the method. The quality of the prior obtained from the initial CT step is crucial as it influences the consistency between \( T_1 \) and its linearization \( \tilde{L}_n \). Further, the comparison of iron and aluminium phantoms showed how a larger density also effects the total numbers of once or twice scattered photons and hence the reconstruction quality. The size of a scanned object and the densities of materials in it therefore have a major influence on the image quality.

Future work will be dedicated to apply the method to e.g. Monte-Carlo simulated or real data from a scanner to validate the model. Further, the model will be improved by incorporating the physical size of source and detectors in order to approach a realistic setting. In the same spirit, the algorithm can be extended to the 3D case, as Compton scattering is naturally a three-dimensional process. The extension to 3D appears promising though computationally more difficult, since similar smoothness properties of the spectral data were proven in [26].

### 6 Proofs - Modelling of \( T_2 \)

**Proof of Lemma 3.1.** After the photon is scattered at \( x \), its trajectory is a straight line that forms an angle of \( \pi - \omega_1 \) with the incoming beam direction \( x - s \). Thus, its trajectory is part of the cone opening at \( x \) with direction \( x - s \) and aperture \( \omega_1 \). As we only consider the two-dimensional case, the cone simplifies to two possible directions, resembling the shape of a ”V”, see the dotted lines in figure 4. We simplify notation by introducing a convention of a signed angle \( \omega_1 \), restricting \( \omega_1 \) not to \([0, \pi]\) but to \([-\pi, \pi]\), although both \( \pm \omega_1 \) yield the same energy \( E_1 \) after the first scatter event. The photon’s trajectory after the first scattering is then a subset of the line

\[
\mathcal{L}(\omega_1, x, s) = \left\{ x + t \left( \frac{\sin(\omega_1 - \beta + \pi/2)}{\cos(\omega_1 - \beta + \pi/2)} \right), \ t \geq 0 \right\}
\]

(27)

with \( \omega_1 \in [-\pi, \pi] \), where \( \beta \in [0, 2\pi) \) is defined by \( \frac{x - s}{||x - s||} = (\cos \beta, \sin \beta)^T \).

Fixing the energy \( E \) at \( d \), as in eq. (14) we define \( \omega_2(\omega_1) = \arccos(\lambda(E) - \cos(\omega_1)) \). Interpreting \( x \) as a radiation source, we know, equivalently as in the modeling of \( g_1 \), that \( x \) is a point on one of two
symmetric circular arcs that can be parametrized by

$$
\mathcal{C}(\omega_2, \mathbf{d}, \mathbf{x}) = \left\{ \mathbf{x} + \|\mathbf{d} - \mathbf{x}\| \frac{\sin(\omega_2 - \alpha)}{\sin \omega_2} R \left( \pm \sin \alpha \cos \alpha \right), \alpha \in [0, \omega_2] \right\} 
=: \{ \mathbf{x} + r(\omega_2, \alpha) \omega \circ \mathbf{d}(\alpha), \alpha \in [0, \omega_2] \}. 
$$

where $R$ is an orthogonal rotation matrix mapping $(0, 1)^T$ to $(\mathbf{d} - \mathbf{x})/\|\mathbf{d} - \mathbf{x}\|$ and the $\pm$-sign distinguishes the two separated circular arcs. The second formulation includes a unit vector $d^\pm(\alpha) := R(\pm \sin \alpha, \cos \alpha)^T$ and a corresponding scaling factor $r(\omega_2, \alpha) := \|\mathbf{d} - \mathbf{x}\| \sin(\omega_2 - \alpha)/\sin \omega_2$.

We can now compute the possible intersection points $\mathbf{y}$ by comparing the parametrizations (27) and (28). Subtracting $\mathbf{x}$ and applying $R^{-1}$, we obtain that

$$
t\eta := tR^{-1} \left( \sin(\omega_1 - \beta + \pi/2) \over \cos(\omega_1 - \beta + \pi/2) \right) = r(\omega_2, \alpha) \left( \pm \sin \alpha \cos \alpha \right) 
$$

at an intersection point, hereby $\eta$ only depends on the location of $\mathbf{x}$ and $\mathbf{d}$. Further, it is well-defined and can be computed easily as $R^{-1} = R^T$, the second component is given by

$$
\cos \alpha = \eta_2 = R_{1,2} \sin(\omega_1 - \beta + \pi/2) + R_{2,2} \cos(\omega_1 - \beta + \pi/2). 
$$

Using trigonometric identities, we can rewrite $r$ only depending on the value of $\omega_2$ and $\cos \alpha$, which allows to insert $\cos \alpha = \eta_2$:

$$
r(\omega_2, \alpha) = \|\mathbf{d} - \mathbf{x}\| \left( \cos \alpha - \cot \omega_2 \sqrt{1 - \cos^2 \alpha} \right) 
= \|\mathbf{d} - \mathbf{x}\| \left( \eta_2 - \cot \omega_2 \sqrt{1 - (\eta_2)^2} \right) =: r
$$

Inserting these values in the representation of $\mathbf{x}$ yields the intersection point

$$
\mathbf{y} = \mathbf{x} + r \left( \frac{\sin(\omega_1 - \beta + \pi/2)}{\cos(\omega_1 - \beta + \pi/2)} \right) \text{ if } r > 0
$$

of the circular arcs $\mathcal{C}(\omega_2, \mathbf{d}, \mathbf{x})$ with the line $\Sigma(\omega_1, \mathbf{x}, \mathbf{s})$.

**Proof of Theorem 3.2.** Similar to (8), but inserting a second scattering site and taking into account the physical factors, we can write for the variation of photons scattered twice at points $\mathbf{x}$ and $\mathbf{x}$

$$
d^3N (\mathbf{s}, \mathbf{d}, \mathbf{x}, \mathbf{y}) = I(s) \rho^e A_{E_0}(s, \mathbf{x}) A_{E_0}(\mathbf{y}) A_{E_0}(\mathbf{x}, \mathbf{y}) A_{E_0}(\mathbf{y}, \mathbf{d}) P(\omega_1) P(\omega_2)n_e(x)n_e(y) d\mathbf{x} d\mathbf{y} ds.
$$

This relation is integrated over all possible first scattering sites $\mathbf{x}$. Fixing a measured energy $E$, one further integrates over all possible first scattering angles $\omega_1$. For every $\omega_1$, we can compute the corresponding $\omega_2(\omega_1)$ and the second scattering site $\mathbf{y}(\omega_1) \in \mathcal{C}(\omega_2, \mathbf{d}, \mathbf{x}) \cap \Sigma(\omega_1, \mathbf{x}, \mathbf{s})$ by the previous Lemma 3.1. We obtain that $g_2$ is proportional to

$$
T_2(n_e)(E, \mathbf{d}, \mathbf{s}) = \int \int_{\Omega_{\omega_1} \setminus \{0\}} w_2(\mathbf{x}, \omega_1; \mathbf{d}, \mathbf{s}) n_e(\mathbf{x}) n_e(\mathbf{y}(\omega_1)) d\omega_1 d\mathbf{x}
$$

with the weight function $w_2$ as stated in the theorem and the differential line element $d\omega_1$ encoding the change in the second scattering site $\mathbf{y}$ by the first scattering angle. We remark here that of course $\omega_1 = 0$ is a zero set so it doesn’t alter the value of the integral, but it corresponds to the case of no real scattering event and is therefore technically ruled out.

It remains to compute $d\omega_1 = \left\| \frac{\partial y}{\partial \omega_1} \right\| d\omega_1$. For this, we define $\tilde{R}$ to be an orthogonal matrix rotating by an angle $\omega_1 - \beta + \pi/2$ and see that

$$
\frac{\partial y}{\partial \omega_1} = \frac{\partial}{\partial \omega_1} \left( \mathbf{x} + r \left( \frac{\sin(\omega_1 - \beta + \pi/2)}{\cos(\omega_1 - \beta + \pi/2)} \right) \right)
$$
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Shortening notation, we write

\[ \frac{\partial r}{\partial \omega_1} \begin{pmatrix} \sin(\omega_1 - \beta + \pi/2) \\ \cos(\omega_1 - \beta + \pi/2) \end{pmatrix} + r \begin{pmatrix} \cos(\omega_1 - \beta + \pi/2) \\ -\sin(\omega_1 - \beta + \pi/2) \end{pmatrix} \]

from which we immediately conclude the identity \( dl(\omega_1) = \sqrt{r^2 + \left( \frac{\partial r}{\partial \omega_1} \right)^2} \) \( d\omega_1 \) where the derivative of \( r \) is given by

\[ \frac{\partial r}{\partial \omega_1} = \frac{\partial \eta_2}{\partial \omega_1} \left( 1 + \cot \omega_2 \frac{\eta_2}{\sqrt{1 - \eta_2^2}} \right) - \frac{\sin \omega_1}{\sin^3 \omega_2} \sqrt{1 - \eta_2^2} \]

with \( \eta_2 \) as in eq. (30) and \( \partial \eta_2/\partial \omega_1 = R_{1,2} \cos(\omega_1 - \beta + \pi/2) - R_{2,2} \sin(\omega_1 - \beta + \pi/2) \)

7 Proofs - FIO Properties of \( \mathcal{L}_1 \)

**Proof of Theorem 3.8.** As \( \tilde{\eta}_n \) is \( C^\infty \)-smooth, so is the weight \( W_1(\tilde{\eta}_n)(x, d, s) \). Further, the weight does not depend on \( \sigma \) at all, so it is immediately clear that it is a symbol of order 0.

Fix the source position \( s \) and parametrize the detector position \( d(\theta) \) by \( \theta \in \Theta \) where \( \Theta \subset \mathbb{R} \) open. We need to prove that \( \Phi(p, \theta, x, \sigma) = -\sigma(p - \phi(x - s, d(\theta) - s)) \) is a non-degenerate phase function. Positive homogeneity is clear as \( \Phi \) is linear in \( \sigma \). Further \( \partial_{p,\theta} \Phi = -\sigma \left( \partial_p - \partial_\phi(x - s, d(\theta) - s) \right) \neq 0 \) for every \( (p, \theta, x, \sigma) \in \mathbb{R} \times \Theta \times \Omega \times \mathbb{R}\backslash\{0\} \), in particular \( (\partial_{p,\theta} \Phi, \partial_\phi \Phi) \) doesn’t vanish.

Furthermore, it holds \( \partial_x \Phi = \sigma \partial_x \phi = 0 \) if and only if \( \nabla_x \phi = 0 \) as \( \sigma \neq 0 \). For the gradient, we obtain using the definition (10) of \( \phi \)

\[ \nabla_x \phi(x - s, d - s) = \frac{1 - \rho \kappa}{\|x - s\| (1 - \kappa^2)^{3/2}} \left( \frac{d - s}{\|d - s\|} - \kappa \frac{x - s}{\|x - s\|} \right) - \frac{\rho}{\|x - s\| (1 - \kappa^2)^{1/2}} \frac{x - s}{\|x - s\|}. \]

The two vectors summed up are orthogonal by the definition of \( \kappa \). Hereby, the component in the direction of \( (x - s)/\|x - s\| \neq 0 \) is never zero as \( \rho \neq 0 \), so we have \( \nabla_x \phi \neq 0 \) and \( \phi \) is a phase function.

The phase function is also non-degenerate since we have \( \partial_x \Phi = (\phi(x - s, d(\theta) - s) - p)\sigma \) and therefore \( \partial_x \Phi, \partial_d \Phi = (\partial_x \phi + \partial_\phi \phi - dp)\sigma \Phi \neq 0 \). Hence \( \mathcal{L}_1^{\kappa} \) is indeed an FIO. It holds \( \Omega \subset \mathbb{R}^2 \) open and \( \Theta \subset \mathbb{R} \) open, i.e. \( n = m = 2 \). The symbol is of order 0, therefore \( \mathcal{L}_1^{\kappa} \) is an FIO of order \( k = 0 - (2 + 2 - 2)/4 = -1/2 \).

**Proof of Lemma 3.9.** Recall the definition of the examined function

\[ \phi(x - s, d - s) = \frac{\kappa(x - s, d - s) - \rho(x - s, d - s)}{\sqrt{1 - \kappa^2(x - s, d - s)^2}}. \]

Shortening notation, we write \( a := x - s, b := d - s \) and further \( \kappa := \kappa(a, b), \rho := \rho(a, b) \).

As in the proof of Theorem 3.8, we obtain for the gradient

\[ \nabla_x \phi(x - s, d - s) = \frac{1 - \rho \kappa}{\|a\| (1 - \kappa^2)^{3/2}} \left( \frac{b}{\|b\|} - \kappa \frac{a}{\|a\|} \right) - \frac{\rho}{\|a\| (1 - \kappa^2)^{1/2}} \frac{a}{\|a\|}. \]

At this point, we introduce a change of coordinates by applying the unique orthogonal rotation \( R_a \) that maps \( a \) to \((\|a\|, 0)^T \) in \( \mathbb{R}^2 \). As \( R_a \) is a rotation and also independent of \( \theta \), when applied to \( \nabla_x \phi \), it does not alter the examined determinant: \( \det(\nabla_x \phi, \partial_\theta \nabla_x \phi) = \det(R_a \nabla_x \phi, \partial_\theta R_a \nabla_x \phi) \). In the new coordinate system, using \( R_a b = t(\theta)(\cos(\theta - \xi), \sin(\theta - \xi))^T \) and \( \kappa = \cos(\theta - \xi) \) we can simplify the gradient to

\[ R_a \nabla_x \phi(x - s, d - s) = \frac{1}{t(\theta) \sin(\theta - \xi)} \begin{pmatrix} -1 \\ t(\theta) \sin(\theta - \xi) \end{pmatrix} - \frac{1}{t(\theta) \sin(\theta - \xi)} \begin{pmatrix} t(\theta) \\ \frac{t(\theta) - 1}{\sin(\theta - \xi)} \end{pmatrix}. \]
The vector can now be differentiated with respect to theta giving
\[
\partial_\theta R_a \nabla_x \phi = \frac{|\sin(\theta - \xi)|}{t(\theta) \sin^2(\theta - \xi)} \left( \cot(\theta - \xi) + \frac{\cot(\theta - \xi) + t'(\theta)}{t(\theta)} \right)
\]
which, after some simplifications, leads to the sought for determinant
\[
\det(\nabla_x \phi, \partial_\theta \nabla_x \phi) = \frac{1}{rt(\theta)^2 \sin^4(\theta - \xi)} (t(\theta) \cos(\theta - \xi) - t'(\theta) \sin(\theta - \xi) - r).
\]
Assuming condition (23) is true, the determinant never vanishes, which concludes the proof.

8 Proofs - FIO Properties of \( \mathcal{L}_2 \)

Proof of Theorem 3.11. The weight function is, as for \( \mathcal{L}_1 \), a symbol of order zero as it is \( C^\infty \)-smooth and does not depend on \( \sigma \).

The phase function \( \Psi \) given by \( \Psi(\lambda, \theta, x, y, \sigma) = -\sigma(\lambda - \psi(y - x, x - s, d(\theta) - x)) \) is in \( C^\infty([0, 2] \times \Theta \times \Omega_2 \times \mathbb{R}\{0\}) \) and obviously homogeneous of order 1 in \( \sigma \).

We have to check that \( \partial_\lambda \Psi, \partial_\theta \Psi \) and \( (\partial_\lambda \Psi, \partial_\theta \Psi) \) do not vanish for \( \sigma \neq 0 \). We start with the easier first pair as it holds \( \partial_\lambda \Psi = -\sigma(d\lambda - \partial_\theta \psi(x - x, x - s, d(\theta) - x)) \neq 0 \) when \( \sigma \neq 0 \). Thus \( (\partial_\lambda \Psi, \partial_\theta \Psi) \) does not vanish.

The first two components of \( \partial_\theta \Psi \) are \( \partial_\theta \Psi = \sigma \partial_\theta \psi(y - x, x - s, d(\theta) - x) \) which is zero if and only if \( \nabla_x \psi(y - x, x - s, d(\theta) - x) = 0 \). Abbreviating \( a := y - x, b := x - s \) and \( c := d - x \), where \( a, b, c \neq 0 \), the gradient is given by
\[
\nabla_x \psi(y - x, x - s, d - x) = (\nabla_a + \nabla_b) \kappa(a, b) - \frac{1}{(1 + \phi(a, c^2))^{3/2}} (\nabla_a + \nabla_b) \phi(a, c).
\]
(31)

By straightforward differentiation by \( a \) and the symmetry \( \kappa(a, b) = \kappa(b, a) \) we obtain
\[
\nabla_a \kappa(a, b) = \frac{b}{||a|| ||b||} - \frac{a \cdot b}{||a||^3 ||b||} a, \quad \nabla_b \kappa(a, b) = \frac{a}{||a|| ||b||} - \frac{a \cdot b}{||a|| ||b||^2} b
\]
and, writing \( \bar{\rho} = \rho(a, b) = ||a|| / ||b|| \) as well as \( \bar{\kappa} = \kappa(a, b) \), their difference can be simplified to
\[
(-\nabla_a + \nabla_b) \kappa(a, b) = (\bar{\kappa} + \bar{\rho}) \frac{a}{||a||^2} - (\bar{\kappa} + \bar{\rho}^{-1}) \frac{b}{||b||^2}.
\]
(32)

Next, we compute the terms depending on \( (a, c) \). Abbreviating \( \kappa = \kappa(a, c), \rho = \rho(a, c) \), we get
\[
(1 + \phi(a, c^2))^{3/2} = \left( 1 + \left( \frac{\kappa - \rho}{1 - \kappa^2} \right)^2 \right)^{3/2} = \left( \frac{1 - \kappa^2}{1 - 2\kappa \rho + \rho^2} \right)^{3/2},
\]
\[
\nabla_a \phi(a, c) = \frac{\kappa - \rho}{||a|| (1 - \kappa^2)^{3/2}} \left( \frac{a}{||a||} + (1 - \rho \kappa) \frac{c}{||c||} \right),
\]
\[
\nabla_c \phi(a, c) = \frac{1}{||c|| (1 - \kappa^2)^{3/2}} \left( 1 - \rho \kappa \frac{a}{||a||} - (\kappa - \rho) \frac{c}{||c||} \right).
\]

The combination of these three terms simplifies then to
\[
-\frac{1}{(1 + \phi(a, c^2))^{3/2}} (\nabla_a + \nabla_c) \phi(a, c) = -\frac{1}{||a|| (1 - 2\kappa \rho + \rho^2)^{1/2}} \left( -\kappa \frac{a}{||a||} + \frac{c}{||c||} \right).
\]
(33)
It follows that, by $\kappa = \frac{a \cdot c}{\|a\|\|c\|}$, (33) is orthogonal to $a$. This shows that it is sufficient to prove that eq. (32) always has a nonzero component in the direction of $a$ in order to prove that the sum of the two terms never vanishes. We therefore compute

$$((−\nabla a + \nabla b)\kappa(a, b))^T a = (κ + ρ) \frac{a^T a}{\|a\|^2} − (κ + ρ)^{-1} \frac{b^T a}{\|b\|^2} = \frac{\|a\|^2 \|b\|^2}{\|a\| \|b\|}.$$ 

The last term obviously vanishes if and only if $a = y − x$ and $b = x − s$ are collinear, a case that was discarded in the definition of $Ω_2$. Therefore, the component of $((−\nabla a + \nabla b)\kappa(a, b)$ in the direction of $a$ is nonzero for $z \in Ω_2$. We have proved that the gradient $\nabla x \psi$ and thus also $∂_2 \psi$ do not vanish, therefore $\Psi$ is a phase function.

It remains to prove that the phase in non-degenerate. The necessary condition is always satisfied as $∂_{x,λ,θ}(∂_x \Psi) = (∂_x \psi + ∂_b \psi − dλ) dσ ≠ 0$. As $Ω_2 \subset \mathbb{R}^4$ open and $Θ \subset \mathbb{R}$ open, it holds $n = 4$, $m = 2$ and $L^2_Ω$ is an FIO of order $\frac{1}{2} − \frac{1 + 2}{4} = −1$.

Proof of Theorem 3.12. In view of Theorem 3.11 and Lemma 3.7, it remains to show that the vectors $(\nabla x \psi, \nabla y \psi)^T, (∂_b \nabla x \psi, ∂_b \nabla y \psi)^T$ are linearly independent for every $(d(\theta), x, y)$, $θ \in Θ, (x, y) \in Ω_2$.

We can recycle some of the computations in the proof of Theorem 3.11. It suffices to show that already the first two components of the gradients are linearly independent to prove the Theorem.

The first two components of the first vector, $\nabla x \psi$, were computed in eq. (31) and split up into two parts: $\nabla x \psi = r_1(a, b) + r_2(a, c)$, where $r_1(a, b)$ given in eq. (32), depending only on $a = y − x$ and $b = x − s$, and $r_2(a, c)$ given in eq. (33), depending only on $a$ and $c = d(θ) − x$. We then argued that $r_2(a, c)^T a = 0$.

Consider now the second vector $∂_b \nabla x \psi = ∂_b r_1(a, b) + ∂_b r_2(a, c)$. $r_1(a, b)$ does not depend on $θ$ at all, so $∂_b r_1(a, b) = 0$. The second part $r_2(a, c)$ is orthogonal to $a$ and so is its derivative $∂_b r_2(a, c)$. The vector $∂_b \nabla x \psi$ is thus a multiple of $a^T$, and so is $r_2(a, c)$. In order to prove that $∂_b \nabla x \psi$ and $\nabla x \psi$ are linearly independent, it is therefore sufficient to show that $r_1(a, b)$ has a nonzero component in the direction of $a$. But this leads us back to the proof of Theorem 3.11, where we studied this exact case and showed that it is always satisfied when $y − x$ and $x − s$ are not collinear, namely when $(x, y) \in Ω_2$. This proves the Theorem.
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