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1. Introduction

Short-distance factorization is a key concept in quantum chromodynamics, providing much of the predictive power of the theory in high-energy scattering processes. Among the simplest processes to which this concept can be applied are one-particle or single jet inclusive production in lepton-nucleon scattering, two-particle or dijet inclusive production in $e^+e^-$ annihilation, and Drell-Yan lepton pair production via a photon or electroweak gauge boson in hadron-hadron collisions. Crossing of the hard-scattering subprocess closely relates these reactions, and many results obtained for one of them carry over to the other ones. A number of nontrivial issues for factorization arise especially when one observes the transverse momentum $q_T$ and the angular distribution of the produced particle with respect to a suitable reference direction. The problem then involves three scales, namely the scale of nonperturbative QCD dynamics, which we represent by the nucleon mass $M$, the transverse momentum $q_T$, and the photon or electroweak boson virtuality $Q$, which throughout this paper we require to be large compared with $M$.

There are two basic descriptions for the production of a particle with specified transverse momentum. One of them is applicable for $q_T \ll Q$ and involves transverse-momentum-dependent (also called unintegrated) parton distribution and fragmentation functions. The other one requires that $q_T \gg M$ and generates transverse momentum in the final state by perturbative radiation, using collinear (or integrated) distribution and fragmentation functions as nonperturbative input. In the following we refer to the two momentum regions and the associated theoretical descriptions as “low-$q_T$” and “high-$q_T$”, respectively. The low- and high-$q_T$ domains overlap for $M \ll q_T \ll Q$, where both descriptions can hence be applied. An important question is whether in this intermediate $q_T$ region they describe the same dynamics or two competing mechanisms. Depending on the answer, one can either try to construct a formulation that smoothly interpolates between the two descriptions, or to add their results in a consistent manner.

For the cross section depending on $q_T^2$ but integrated over the angular distribution of the produced particle, the work of Collins, Soper and Sterman [1] showed that the descriptions based on intrinsic transverse momentum and on hard perturbative radiation indeed match at intermediate $q_T$ and permit a smooth interpolation at all orders in $\alpha_s$. A key element of the derivation was that for sufficiently large transverse momentum one can express unintegrated parton distributions and fragmentation functions in terms of their integrated counterparts and of perturbatively calculable hard-scattering kernels. The matching of the two descriptions allowed the authors of [1] to resum large logarithms $\ln(Q^2/q_T^2)$ to all orders using renormalization group techniques—a procedure that remains the cornerstone for transverse-momentum resummation in a wide range of collider processes.

For the angular distribution, however, the situation is less well understood. Both mechanisms just mentioned give rise to nontrivial angular dependence, as has been pointed out long ago for semi-inclusive deep inelastic scattering (SIDIS) by Cahn [2, 3] and by Georgi and Politzer [4] for the low- and high-$q_T$ mechanism, respectively. To the best of our knowledge, the relation between the two descriptions for the angular distribution in unpolarized scattering has not been analyzed so far. Important progress has recently
been made in the understanding of a particular azimuthal asymmetry for a transversely polarized target in SIDIS or Drell-Yan production. The authors of [5–8] have shown that the description of this asymmetry by the Sivers effect for small $q_T$ and by the Qiu-Sterman mechanism for large $q_T$ match at order $\alpha_s$ in the intermediate region $M \ll q_T \ll Q$. It is natural to ask if one has a similar situation for other observables as well.

In the present work we therefore present a systematic analysis of the interplay between the low-$q_T$ and the high-$q_T$ mechanisms for angular distributions, both in unpolarized and in polarized scattering. This provides guidance for the theoretical description of a variety of observables, determining in particular whether or not one should add different contributions. For definiteness we will consider the case of SIDIS, but as remarked above, analogous studies can be performed for $e^+e^-$ collisions and for the Drell-Yan process. Our results are relevant to the possible extension of transverse-momentum resummation for specific azimuthal distributions, which was recently considered for the case of Drell-Yan production in [9] and [10].

A key finding of our work is that for certain observables, the low- and high-$q_T$ descriptions match in the region $M \ll q_T \ll Q$ of intermediate transverse momenta, whereas for others they do not match. That this may happen can be understood already at the level of power counting. The low-$q_T$ description, which uses transverse momentum dependent parton densities and fragmentation functions, is based on taking $Q^2$ large compared with $q_T^2$ and all nonperturbative scales. The appropriate parameter for power counting in the intermediate-$q_T$ region is therefore $q_T/Q$ (since $M/Q$ is even smaller). Taking for example an observable $F$ with mass dimension $-2$, we can thus expand

$$ F(q_T, Q) \stackrel{q_T \ll Q}{=} \frac{1}{M^2} \sum_n \left[ \frac{q_T}{Q} \right]^{n-2} l_n \left( \frac{M}{q_T} \right), \quad (1.1) $$

where $l_n$ are dimensionless functions. In our applications, the term with index $n$ will correspond to twist-$n$ accuracy in the low-$q_T$ calculation, where $n \geq 2$. In the region of intermediate $q_T$ we can further expand the functions $l_n(M/q_T)$ for small $M/q_T$ and then have

$$ F(q_T, Q) \stackrel{M \ll q_T \ll Q}{=} \frac{1}{M^2} \sum_{n,k} l_{n,k} \left[ \frac{q_T}{Q} \right]^{n-2} \left[ \frac{M}{q_T} \right]^k \quad (1.2) $$

with coefficients $l_{n,k}$. The high-$q_T$ calculation, which is based on collinear factorization, treats both $Q$ and $q_T$ as large compared with nonperturbative scales like $M$. The relevant parameter for power counting in the intermediate region is therefore $M/q_T$, and we have

$$ F(q_T, Q) \stackrel{M \ll q_T}{=} \frac{1}{M^2} \sum_n \left[ \frac{M}{q_T} \right]^n h_n \left( \frac{q_T}{Q} \right) \quad (1.3) $$
with dimensionless functions $h_n$. In our applications, the term with index $n$ will correspond to twist $n$ in the high-$q_T$ calculation, where again $n \geq 2$. In the intermediate-$q_T$ region we can then expand $h_n(q_T/Q)$ for small $q_T/Q$:

$$F(q_T, Q) \Big|_{M \ll q_T \ll Q} = \frac{1}{M^2} \sum_{n,k} h_{n,k} \left[ \frac{M}{q_T} \right]^n \left[ \frac{q_T}{Q} \right]^{k-2}$$  \quad (1.4)

with coefficients $h_{n,k}$. Since both (1.2) and (1.4) are valid in the intermediate region, we can identify the coefficients $l_{n,k} = h_{k,n}$. As a consequence, a term of twist $n$ in the low-$q_T$ calculation will only correspond to a term of the same twist in the high-$q_T$ calculation if $n = k$. We will for instance encounter observables with

$$M^2 F(q_T, Q) = l_{2,2} \left[ \frac{q_T}{Q} \right]^0 \left[ \frac{M}{q_T} \right]^2 + l_{4,2} \left[ \frac{q_T}{Q} \right]^2 \left[ \frac{M}{q_T} \right]^2 + \ldots ,$$  \quad (1.5)

where the term with $l_{2,2} = h_{2,2}$ is of leading twist in both the low- and high-$q_T$ calculations. The term with $l_{4,2} = h_{2,4}$ is subleading in the low-$q_T$ calculation and becomes subleading in the high-$q_T$ when one takes the additional limit $q_T \ll Q$. For other observables, we will find

$$M^2 F(q_T, Q) = l_{2,4} \left[ \frac{q_T}{Q} \right]^0 \left[ \frac{M}{q_T} \right]^4 + l_{4,2} \left[ \frac{q_T}{Q} \right]^2 \left[ \frac{M}{q_T} \right]^2 + \ldots .$$  \quad (1.6)

Here the first term is leading and the second term subleading in the low-$q_T$ calculation, whereas the reverse holds in the high-$q_T$ calculation. If both calculations are only performed at their respective leading order (as is often the case in practice), their results will not match in the intermediate region of $q_T$. Which term in (1.6) is larger in given kinematics obviously depends on the relative size of the two small parameters $q_T/Q$ and $M/q_T$. We will discuss in section 6.1 how one can construct interpolating expressions using both terms.

In experimental analyses one often has to integrate over the observed $q_T$ in order to accumulate statistics. One may simply integrate an observable over $q_T^2$ or consider weighted observables like $\int dq_T^2 (q_T/M)^p F(q_T, Q)$ with some power $p$. If in turn the measurement of the $q_T$-dependence suffers from large uncertainties, then both a differential observable and weighted integrals will be affected with large errors, so that the simple integral $\int dq_T^2 F(q_T, Q)$ may be the best quantity to consider from an experimental point of view. For the theoretical analysis it is important to identify the relative importance of the different $q_T$ regions in an integrated observable, and to clarify their interplay if several regions are important. Our results will allow us to address this question at the level of power counting.

Our paper is organized as follows. In the next section we define the structure functions for SIDIS, which are the observables we study in detail in this work. To set the stage, we recall in section 3 some important results for SIDIS taken differential in $q_T$ but integrated over the angular distribution of the observed hadron, recalling in particular the foundations of $q_T$ resummation in this context. In section 4 we collect the well-known results of the calculation of SIDIS with $q_T \gg M$ in collinear factorization at leading order in $\alpha_s$, and then
approximate these results for $q_T \ll Q$. In section 5 we take the opposite path, recalling the results for SIDIS with $q_T \ll Q$ and approximating them for $q_T \gg M$. For this we need the behavior of distribution and fragmentation functions at high transverse momentum, and we will derive the corresponding power behavior of these functions based on general grounds. In section 6 we will see for which observables the calculations of the two previous sections match for intermediate $q_T$ and for which ones they do not. The consequences for integrated observables are discussed in section 7. Whereas in section 5 we derive the power behavior for all structure functions introduced in section 2, we give in section 8 explicit results for those observables that appear at twist two in the high-$q_T$ regime. The comparison of the high-$q_T$ with the low-$q_T$ expressions will allow us to draw some conclusions about the unsolved problem of $q_T$ resummation for angular distributions, as well as the possibility of extending low-$q_T$ factorization to twist three. The main results of our work are summarized in section 9, and some technical details are given in the appendices.

2. Structure functions in semi-inclusive deep inelastic scattering

The physical process we investigate in this work is semi-inclusive DIS,

$$\ell(l) + p(P) \rightarrow \ell(l') + h(P_h) + X,$$

(2.1)

where $\ell$ denotes the beam lepton, $p$ the proton target, and $h$ the observed hadron, with four-momenta given in parentheses. We allow for polarization of beam and target, but restrict ourselves to the case of an unpolarized final state, i.e. to the situation in which $h$ has spin zero or where its polarization is not observed. The corresponding observables cover a variety of situations with different types of power behavior we wish to discuss. Many of them have been measured in experiment, see [11–16] and the recent review in [17].

Working in the one-photon exchange approximation, we define the photon momentum $q = \ell - \ell'$ and its virtuality $Q^2 = -q^2$. We use the conventional variables for SIDIS

$$x = \frac{Q^2}{2 \, P \cdot q}, \quad y = \frac{P \cdot q}{P \cdot \ell}, \quad z = \frac{P \cdot P_h}{P \cdot q},$$

(2.2)

and write $M$ and $M_h$ for the respective masses of the proton target and the produced hadron $h$. We take the limit of large $Q^2$ at fixed $x$, $y$, $z$, and throughout this paper we neglect corrections in the masses of the hadrons or the lepton.

It is convenient to discuss the experimental observables for SIDIS in a frame where $P$ and $q$ collinear. We define the transverse part $P_{h \perp}^\mu$ of $P_h^\mu$ as orthogonal with respect to the momenta $P$ and $q$. Likewise, we define the transverse part $S_{h \perp}^\mu$ of the spin vector $S_h^\mu$ of the target, as well as its longitudinal projection $S_{ \parallel}^\mu$ along $P^\mu$. We further define the azimuthal angles $\phi_h$ and $\phi_S$ of $P_{h \perp}^\mu$ and $S_{\parallel}^\mu$ with respect to the lepton plane in accordance with the Trento conventions [18], as shown in Fig. 1. Covariant expressions for the quantities just discussed can be found in [19]. Finally, we write $\lambda_e$ for the longitudinal polarization of the incoming lepton, with $\lambda_e = 1$ corresponding to a purely right-handed beam.
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The lepton-hadron cross section can then be parameterized as [19]

\[
\frac{d\sigma}{dx\,dy\,dz\,d\phi_h\,dP_{h\perp}^2} = \frac{\alpha^2}{x\,Q^2}\frac{y}{2(1-\varepsilon)}
\]

\[
\times \left\{ F_{UU,T} + \varepsilon F_{UU,L} + \sqrt{2}\varepsilon(1+\varepsilon)\cos\phi_h \, F_{UU}^{cos\phi_h} + \varepsilon \cos(2\phi_h) \, F_{U}^{cos2\phi_h} \\
+ \lambda_e \sqrt{2}\varepsilon(1-\varepsilon)\sin\phi_h \, F_{LU}^{sin\phi_h} \\
+ S_\parallel \left[ \sqrt{2}\varepsilon(1+\varepsilon)\sin\phi_h \, F_{UL}^{sin\phi_h} + \varepsilon \sin(2\phi_h) \, F_{UL}^{sin2\phi_h} \right] \\
+ S_\parallel \lambda_e \left[ \sqrt{1-\varepsilon^2} \, F_{LL} + \sqrt{2}\varepsilon(1-\varepsilon)\cos\phi_h \, F_{LL}^{cos\phi_h} \right] \\
+ |S_\perp| \sin(\phi_h - \phi_S) \left( F_{UT,T}^{sin(\phi_h - \phi_S)} + \varepsilon \, F_{UT,L}^{sin(\phi_h - \phi_S)} \right) \\
+ \varepsilon \sin(\phi_h + \phi_S) \, F_{UT}^{sin(\phi_h + \phi_S)} + \varepsilon \sin(3\phi_h - \phi_S) \, F_{UT}^{sin(3\phi_h - \phi_S)} \\
+ \sqrt{2}\varepsilon(1+\varepsilon) \sin\phi_S \, F_{UT}^{sin\phi_S} + \sqrt{2}\varepsilon(1+\varepsilon) \sin(2\phi_h - \phi_S) \, F_{UT}^{sin(2\phi_h - \phi_S)} \right\},
\]

where \(\alpha\) is the fine structure constant and \(\varepsilon\) the ratio of longitudinal and transverse photon flux,

\[
\varepsilon = \frac{1-y}{1-y+y^2/2}.
\]
The 18 structure functions $F$ on the r.h.s. depend on $x, Q^2, z$ and $P_{h\perp}^2$ and encode the strong-interaction dynamics of the hadronic subprocess $\gamma^* + p \to h + X$. Their first and second subscript respectively specifies the polarization of the beam and the target. In the structure functions $F_{UU,T}, F_{UU,L}$ and $F_{UT,T}^{\sin(\phi_h - \phi_Z)}, F_{UT,L}^{\sin(\phi_h - \phi_Z)}$, the third subscript refers to the transverse and longitudinal polarization of the photon.

To calculate the SIDIS structure functions it is convenient to use light-cone coordinates with respect to the directions of the relevant hadron momenta. We introduce light-like vectors $n^+ \equiv P$ and $n^- \equiv P_h$ such that, up to mass corrections, $n^+$ is proportional to $P$ and $n^-$ proportional to $P_h$. A rescaling

$$ n^+ \to \kappa n^+, \quad n^- \to \kappa^{-1} n^- $$

(2.5)
corresponds to boosts in the collinear direction. The off-collinearity of the process is determined by the vector

$$ q_T^\mu = q_T + (1 - r)xP^\mu - P_h^\mu/z $$

(2.6)

with $r = q_T^2/Q^2$. For ease of notation we denote the length of this vector by

$$ q_T = (-q_T^\mu q_T^\mu)^{1/2} $$

(2.7)

so that $q_T^2$ is positive. There is a simple relation between the transverse momentum $q_T^\mu$ of the photon with respect to the hadrons and the transverse momentum $P_{h\perp}^\mu$ of the produced hadron with respect to the photon and proton: $P_{h\perp}^\mu = -zq_T^\mu - 2zxP^\mu$. The SIDIS cross section differential in $q_T^2$ instead of $P_{h\perp}^2$ is hence equal to $z^2$ times the r.h.s. of (2.3).

3. Factorization and $q_T$ resummation

In this section we recall some important results for the description of hard processes with measured $q_T$, in particular the factorization for low $q_T$ formulated by Collins and Soper [20] and its connection to the procedure of transverse momentum resummation by Collins, Soper and Sterman [1]. In the following we refer to these authors as CS and CSS, respectively.

In the next two subsections we focus on the unpolarized SIDIS cross section differential in $q_T$ but integrated over the azimuthal angle $\phi_h$.

3.1 Collins-Soper factorization

In the work of CS, factorization was derived for the production of back-to-back jets in electron-positron annihilation, or more specifically for $e^+e^- \to A + B + X$, where $A$ and $B$ are two hadrons belonging to opposite-side jets in the $e^+e^-$ c.m. In general the momenta $P_A$ and $P_B$ of the two hadrons are not exactly back-to-back because of their recoil against the additional particles $X$ produced in the process. The cross section, or equivalently the hadron tensor, depends on the transverse momentum $q_T^\mu$ of the virtual photon w.r.t. the hadrons in the c.m. of $A$ and $B$, which is the analog of $q_T^\mu$ introduced for SIDIS in (2.6). For $q_T \ll Q$ the CS paper derived a factorized expression of the hadron tensor, which is a convolution in transverse momentum of a soft factor $U$ and two fragmentation functions $D_1^{A/a}$ and $D_2^{B/\bar{a}}$ for the fragmentation of a quark or antiquark into $A$ or $B$. In addition
there is a hard-scattering factor $H$, which does not depend on any transverse momentum. To be specific, Eq. (7.14) in [20] gives the following expression for the hadron tensor:

$$W_{\mu \nu}^{e+e-} \propto \text{Tr} \{ P_A \gamma^\mu P_B \gamma^\nu \} \left| H \right| \left( z_A^{-\frac{1}{2}} \xi_{A}^2 , z_B^{-\frac{1}{2}} \xi_{B}^2 \right) \sum_a e_a^2 \int d^2 p_T \, d^2 k_T \, d^2 l_T \times \delta^{(2)}(p_T + k_T + l_T - q_T) \, D_1^{A/a}(z_A, p_T^2; \xi_A) \, D_1^{B/a}(z_B, k_T^2; \xi_B) \, U(l_T^2) + \ldots, \quad (3.1)$$

where \ldots stands for terms that either vanish after integration over the azimuthal angle of $q_T$ or are power suppressed in $1/Q$. The index $a$ runs over flavors of quarks and of antiquarks with fractional charge $e_a$. For consistency within the present paper we have slightly changed notation compared with CS. The individual factors $H$, $D_1^{A/a}$, $D_1^{B/a}$, and $U$ depend on an ultraviolet factorization scale $\mu$, which we have not displayed for brevity. The derivation by CS is done in an axial gauge specified by a spacelike vector $v$, and the dependence of individual factors on this vector is through the parameters $\xi_A = -(2P_A \cdot v)^2/\nu^2$ and $\xi_B = -(2P_B \cdot v)^2/\nu^2$. More generally, $\xi_A$ and $\xi_B$ serve as cut-offs for rapidity divergences and in a gauge-invariant definition of the fragmentation functions arise from path-ordered exponentials involving the vector $v$, see e.g. [21–23]. The hadron tensor as a whole is of course independent of $\xi_A$ and $\xi_B$, so that the dependence on these parameters has to cancel between the fragmentation functions and the hard-scattering factor. The fact that the soft factor defined by CS does not depend on them is less obvious.\(^2\)

In this work we will assume that the factorization of Collins and Soper also holds for the hadron tensor in SIDIS at low $q_T$. Such an expression, albeit with some differences, has been obtained by Ji, Ma and Yuan [22], and another relevant investigation has recently been made by Collins, Rogers and Staso [23], which gives us confidence that our assumption can be justified. The analog of (3.1) then reads

$$W_{\mu \nu}^{\text{SIDIS}} \propto \text{Tr} \{ P_A \gamma^\mu P_B \gamma^\nu \} \left| H_{\text{SIDIS}}(x, z^{-\frac{1}{2}}, z^{-\frac{1}{2}}) \right| \sum_a e_a^2 \int d^2 p_T \, d^2 k_T \, d^2 l_T \times \delta^{(2)}(p_T - k_T + l_T + q_T) \, f_1^a(x, p_T^2; \xi) \, D_1^a(z, k_T^2; \xi_h) \, U(l_T^2) + \ldots, \quad (3.2)$$

where one of the fragmentation functions has been replaced by the distribution function $f_1^a$ for quarks or antiquarks in the target. In the following we refer to the factorization expressed in (3.2) as “CS factorization”. The result (3.2) gives rise to just one structure function,

$$F_{UU,T} = \left| H(x, z^{-\frac{1}{2}}, z^{-\frac{1}{2}}) \right| \sum_a x e_a^2 \int d^2 p_T \, d^2 k_T \, d^2 l_T \times \delta^{(2)}(p_T - k_T + l_T + q_T) \, f_1^a(x, p_T^2; \xi) \, D_1^a(z, k_T^2; \xi_h) \, U(l_T^2), \quad (3.3)$$

\(^1\)We write $D_1$ instead of $P$ for the fragmentation functions, $v$ instead of $n$ for the gauge fixing vector, and $n_+ , n_-$ instead of $v_+ , v_-$ for the light-cone directions. Our normalization condition for $U$ differs from the one of CS by a factor $(2\pi)^2$.

\(^2\)The four-vectors entering the construction of $U$ are $v , n_+ , n_- \text{ and } l_T$. The gauge vector $v$ used by CS has a zero transverse component, so that the only scalar products involving $v$ are $v \cdot n_+ , v \cdot n_-$ and $v^2 = 2(v \cdot n_+)(v \cdot n_-)$. Gauges related by scaling $v \rightarrow \kappa v$ are equivalent, which leaves only a possible dependence on $v \cdot n_+ / v \cdot n_-$. This is however excluded by boost invariance, which requires that $U$ must not change under the rescaling (2.5).
where we recall that $H$, $f_1$, $D_1$, and $U$ depend on a renormalization scale $\mu$. For brevity we omit the subscript “SIDIS” in $H$ from now on.

In the intermediate region $M \ll q_T \ll Q$, one can go further since at least one of the momenta $p_T, k_T, t_T$ in (3.3) is of order $q_T$ and hence large compared with the nonperturbative scale $M$. For large transverse momentum the soft factor $U(l_T^2)$ can be calculated order by order in $\alpha_s$, whereas $f_1^a(x, p_T^2; \zeta)$ and $D_1^a(z, k_T^2; \zeta_h)$ are respectively given as convolutions of perturbatively calculable kernels with the collinear distribution and fragmentation functions $f_1^a(x)$ and $D_1^a(z)$. We will follow this path in sections 5 and 8. The accuracy of this procedure is however limited: up to mass corrections one has $(\zeta \zeta_h)^{1/2} = x^{-1} z Q^2$, and the power counting in the CS derivation requires both $\zeta$ and $\zeta_h$ to be of order $Q^2$, so that the perturbative expressions for $f_1^a(x, p_T^2; \zeta)$ and $D_1^a(z, k_T^2; \zeta_h)$ involve large logarithms $\ln(Q/q_T)$. Let us sketch how these logarithms are resummed in the work of CS. The variation of $D_1$ with $\zeta_h$ is described by the Collins-Soper equation, which gives $\partial D_1 / \partial \ln \zeta_h$ as a convolution in transverse momentum of an evolution kernel with $D_1$. Analogous considerations apply to the distribution function $f_1^a(x, p_T^2; \zeta)$. For the Fourier transformed functions

$$
\tilde{f}_1^a(x, b^2; \zeta) = \int d^2 p_T \, e^{ib \cdot p_T} \, f_1^a(x, p_T^2; \zeta),
$$

$$
\tilde{D}_1^a(z, b^2; \zeta_h) = \int d^2 k_T \, e^{ib \cdot k_T} \, D_1^a(z, k_T^2; \zeta_h)
$$

one obtains ordinary differential equations, whose solutions can be written as

$$
\tilde{f}_1^a(x, b^2; \zeta) = \tilde{f}_1^a(x, b^2) \exp\left[-\tilde{S}'(x \zeta^{1/2}, b)\right],
$$

$$
\tilde{D}_1^a(z, b^2; \zeta_h) = \tilde{D}_1^a(z, b^2) \exp\left[-\tilde{S}'(z^{-1} \zeta_h^{1/2}, b)\right],
$$

where the Sudakov factor $\tilde{S}$ is constructed from the evolution kernel. The structure function in (3.3) can then be rewritten as

$$
F_{UU,T} = |H(Q, Q; \mu)|^2 \sum_a \frac{x e_a^2}{(2\pi)^2} \int \frac{d^2 b}{(2\pi)^2} \, e^{-ib \cdot q_T} \exp\left[-2\tilde{S}'(Q, b)\right] \tilde{U}(b^2; \mu)
$$

$$
\times \tilde{f}_1^a(x, b^2; \mu) \tilde{D}_1^a(z, b^2; \mu)
$$

(3.6)

with

$$
\tilde{U}(b^2; \mu) = \int d^2 t_T \, e^{ib \cdot t_T} \, U(l_T^2; \mu).
$$

(3.7)

Here we have fixed the gauge parameters as $x^2 \zeta = z^{-2} \zeta_h = Q^2$ and restored the dependence on the renormalization scale $\mu$. The Sudakov factor $\tilde{S}'$ resums large logarithms of $Qb$, which corresponds to large logarithms of $Q/q_T$ in $F_{UU,T}$ since the typical values of $b$ in the integral (3.6) are of order $1/q_T$.

For $b \ll 1/M$ the factors $\tilde{S}'$, $\tilde{U}$, $\tilde{f}_1^a$ and $\tilde{D}_1^a$ can be expanded in perturbation theory. To avoid large logarithms of $\mu b$ in this expansion, one should take the renormalization scale of order $1/b$. A common choice in the MS scheme is $\mu = b_0/b$ with $b_0 = 2e^{-\gamma_E} \approx 1.1$, where $\gamma_E$ is the Euler constant. This simplifies a number of perturbative coefficients: in particular
the $O(\alpha_s)$ term in the soft factor is then zero, and one has $\tilde{U}(b^2, \mu = b_0/b) = 1 + O(\alpha_s^2)$ up to power corrections in $Mb$. The small-$b$ expansion for the distribution and fragmentation functions reads

$$\hat{f}_i^a(x, b^2; \mu = b_0/b) = \sum_i (\hat{C}_{ai}^\text{in} \otimes f_1^a)(x; \mu = b_0/b),$$

$$z^2 \hat{D}_i^a(z, b^2; \mu = b_0/b) = \sum_j (D_1^a \otimes \hat{C}_{ja}^\text{out})(z; \mu = b_0/b),$$

(3.8)

where the indices $i$ and $j$ run over quarks, antiquarks and the gluon. $f_1^a(x; \mu)$ and $D_1^a(z; \mu)$ are the usual collinear distribution and fragmentation functions, and $\otimes$ denotes the familiar convolution in longitudinal momentum fractions,

$$(C \otimes f)(x; \mu) = \int_x^1 \frac{d\tilde{x}}{\tilde{x}} C(\tilde{x}; \mu) f\left(\frac{x}{\tilde{x}}; \mu\right),$$

$$(D \otimes C)(z; \mu) = \int_z^1 \frac{d\tilde{z}}{\tilde{z}} D\left(\frac{z}{\tilde{z}}; \mu\right) C(\tilde{z}; \mu).$$

(3.9)

With the scale choice $\mu = b_0/b$ we find large logarithms of $Qb$ in $|H|^2 = 1 + O(\alpha_s)$. These can readily be resummed using the renormalization group equation for this factor, which allows one to write $|H(Q, Q; \mu = b_0/b)|^2 = |H(Q, Q; \mu = Q)|^2 e^{-R(Q,b)}$. In the intermediate region $M \ll q_T \ll Q$ one therefore has

$$F_{UU,T} = |H(\mu = Q)|^2 \frac{1}{z^2} \sum_a x e_a^2 \int_x^1 \frac{d^2 b}{(2\pi)^2} e^{-ib \cdot q_T} \exp[-\hat{S}(Q, b)] \tilde{U}(\mu = b_0/b) \times \sum_i (\hat{C}_{ai}^\text{in} \otimes f_1^a)(x; \mu = b_0/b) \sum_j (D_1^a \otimes \hat{C}_{ja}^\text{out})(z; \mu = b_0/b)$$

(3.10)

with $\hat{S} = 2\hat{S}' + \hat{R}$. Here we have used that for dimensional reasons $H(Q, Q; \mu)$ depends on $Q$ only in the combination $Q/\mu$, so that the only $Q$-dependence in $H(Q, Q; \mu = Q)$ is through the argument of the running coupling. An analogous statement holds for the $b$-dependence in $\tilde{U}(b^2; \mu = b_0/b)$ at small $b$. The result (3.10) only involves the usual collinear distribution and fragmentation functions, together with factors $H$, $\hat{S}$, $\tilde{U}$, $\hat{C}^\text{in}$, $\hat{C}^\text{out}$ whose perturbative expansions are free of large logarithms.

### 3.2 Collins-Soper-Sterman resummation

We now turn to the region of large $q_T \gg M$, where one can evaluate the hadron tensor in standard collinear factorization. To leading order in $\alpha_s$, we have

$$F_{UU,T} = \frac{1}{Q^2} \frac{\alpha_s}{(2\pi)^2} \sum_a x e_a^2 \int_x^1 \frac{d\tilde{x}}{\tilde{x}} \int_z^1 \frac{d\tilde{z}}{\tilde{z}} \delta\left(\frac{q_T^2}{Q^2} - \frac{(1 - \tilde{x})(1 - \tilde{z})}{\tilde{x} \tilde{z}}\right) \times \left[ f_1^a\left(\frac{x}{\tilde{x}}\right) D_1^a\left(\frac{\tilde{z}}{\tilde{x}}\right) C_{UU,T}^{(\gamma^* q - qg)} + f_1^a\left(\frac{\tilde{x}}{x}\right) D_1^a\left(\frac{\tilde{z}}{x}\right) C_{UU,T}^{(\gamma^* q - qg)} + f_1^g\left(\frac{x}{\tilde{x}}\right) D_1^g\left(\frac{\tilde{z}}{\tilde{x}}\right) C_{UU,T}^{(\gamma^* g - qg)} \right]$$

(3.11)
with power corrections in $M/q_T$. The hard-scattering coefficients $C_{UU,T}$ for the indicated partonic subprocesses are functions of $\hat{x}$, $\hat{z}$, and $q_T/Q$, and will be given in section 4. Approximating (3.11) for $q_T \ll Q$ one obtains

$$F_{UU,T} = \frac{1}{q_T^2} \sum_a x e_a^2 \left[ f_{a}^U(x) D_1^u(z) L\left(\frac{Q^2}{q_T^2}\right) + f_{a}^F(x) \left( D_1^q \otimes P_{qq} + D_1^g \otimes P_{qg} \right)(z) + \left( P_{qq} \otimes f_1^U + P_{qg} \otimes f_1^F \right)(x) D_1^q(z) \right]$$

(3.12)

with power corrections in $q_T/Q$ and in $M/q_T$. The factor $L$ is defined as

$$L\left(\frac{Q^2}{q_T^2}\right) = 2C_F \ln\frac{Q^2}{q_T^2} - 3C_F,$$

(3.13)

and $P_{qq}$, $P_{qg}$, $P_{qg}$ are the DGLAP splitting functions at lowest order in $s$, given in (4.29) below. We see that a large logarithm of $Q^2/q_T^2$ appears in the fixed-order calculation when $q_T \ll Q$. Corresponding logarithms at higher orders in $s$ spoil the convergence of the perturbative series. Collins, Soper and Sterman [1] have shown that these logarithms exponentiate and that their resummation results in a factorized expression, which we will refer to as “CSS factorization”. The discussion in the CSS paper is given for the cross section of Drell-Yan production differential in $q_T^2$ but integrated over the azimuthal angle of $q_T$. The corresponding result for SIDIS is given in [24] and can be written as

$$F_{UU,T} = 1 \sum_a x e_a^2 \int \frac{d^2b}{(2\pi)^2} e^{-ib \cdot q_T} \exp[-S(Q,b)] \times \sum_i \left( C_{in}^i \otimes f_i^U \right)(x; \mu = b_0/b) \sum_j \left( D_j^q \otimes C_{ja}^{cmt} \right)(z; \mu = b_0/b).$$

(3.14)

This form is valid for $M \ll q_T \ll Q$. It can be extended to the full large-$q_T$ region, $q_T \gg M$, by adding the difference between (3.11) and its approximated form (3.12). For further discussion of this matching of resummed and fixed-order terms we refer to [25]. As an aside, we remark that at $q_T \sim Q$ the longitudinal structure function $F_{UU,L}$ is parametrically of the same order as $F_{UU,T}$, whereas at $q_T \ll Q$ it is suppressed by a relative factor $q_T^2/Q^2$. One may hence also apply the CSS prescription to $F_{UU,T} + \varepsilon F_{UU,L}$ or to $F_{UU,T} + F_{UU,L}$ instead of $F_{UU,T}$. The term to which resummation is applied is the same in all cases, and only the unresummed part of the fixed-order calculation is different.

Let us see how (3.14) reduces to (3.12) at leading order in $\alpha_s$. The Sudakov factor $S(Q,b)$ reads

$$S(Q,b) = \int_{b_0/b}^{Q^2} \frac{d\mu^2}{\mu^2} \ln \frac{Q^2}{\mu^2} + B(\alpha_s(\mu))$$

(3.15)

with

$$A(\alpha_s) = \sum_{k=1}^{\infty} B_k \left( \frac{\alpha_s}{\pi} \right)^k, \quad B(\alpha_s) = \sum_{k=1}^{\infty} B_k \left( \frac{\alpha_s}{\pi} \right)^k,$$

(3.16)
where $A_1 = C_F$ and $B_1 = -3C_F/2$. The coefficient functions $C^{\text{in}}$ can be written as

$$C^{\text{in}}_{ai}(x; \mu = b_0/b) = \delta_{ai} \delta(1 - x) + \sum_{k=1}^{\infty} C^{\text{in}(k)}_{ai}(x) \left( \frac{\alpha_s}{\pi} \right)^k,$$  \hspace{1cm} (3.17)

and an analogous expansion holds for $C^{\text{out}}$. Using the DGLAP equation we can evolve $f_1$ from the scale $\mu = b_0/b$ to $\mu = Q$ and obtain

$$f^\#_1(x; b_0/b) = f^\#_1(x; Q) = \frac{\alpha_s}{2\pi} \left( P_{qq} \otimes f^\#_1 + P_{gq} \otimes f^\#_1 \right)(x) \ln \frac{b^2 Q^2}{b_0^2} + O(\alpha^2_s).$$ \hspace{1cm} (3.18)

Evolving $D_1$ in the same way and putting everything together, we obtain

$$F_{UU,T} = \frac{1}{z^2} \sum_a x e_a^2 \int \frac{d^2b}{(2\pi)^2} e^{-ib \cdot q_T} \left[ 1 - \frac{\alpha_s}{2\pi} C_F \left( \ln^2 \frac{b^2 Q^2}{b_0^2} - 3 \ln \frac{b^2 Q^2}{b_0^2} \right) \right]$$

$$\times \left[ f^\#_1(x; Q) - \frac{\alpha_s}{2\pi} \left( P_{qq} \otimes f^\#_1 + P_{gq} \otimes f^\#_1 \right)(x) \ln \frac{b^2 Q^2}{b_0^2} + \frac{\alpha_s}{\pi} \sum_i (C^{\text{in}(1)}_{ai} \otimes f^\#_1)(x) \right]$$

$$\times \left[ D^\#_1(z; Q) - \frac{\alpha_s}{2\pi} \left( D^\#_1 \otimes P_{qq} + D^\#_1 \otimes P_{gq} \right)(z) \ln \frac{b^2 Q^2}{b_0^2} + \frac{\alpha_s}{\pi} \sum_j (D^\#_1 \otimes C^{\text{out}(1)}_{ja})(z) \right]$$

$$+ O(\alpha^2_s).$$ \hspace{1cm} (3.19)

The running of $\alpha_s$ is irrelevant at the accuracy of this expression. Expanding the square brackets one obtains a term $f^\#_1(x; Q) D^\#_1(z; Q)$ of order $\alpha^0_s$, which is independent of $b$ and hence gives a contribution proportional to $\delta(2)(q_T)$ to $F_{UU,T}$. Since we require $q_T \gg M$, this term must be discarded. For the same reason, the first-order coefficients $C^{\text{in}(1)}_{ai}$ and $C^{\text{out}(1)}_{ja}$ do not contribute to $F_{UU,T}$ at order $\alpha_s$. With the integrals [26]

$$\int d^2b e^{-ib \cdot q_T} \ln^2 \frac{b^2 Q^2}{b_0^2} = -8\pi \ln \frac{Q^2}{q_T^2}, \hspace{1cm} \int d^2b e^{-ib \cdot q_T} \ln \frac{b^2 Q^2}{b_0^2} = -4\pi \frac{1}{q_T^2}$$ \hspace{1cm} (3.20)

we recover the lowest-order result (3.12) from (3.19). Going to higher orders in $\alpha_s$, one finds that the term with $A_1$ in the Sudakov factor produces the leading logarithms $\alpha^k_s \ln^{2k-1} \left( Q^2/q_T^2 \right)$ in $F_{UU,T}$, whereas the next-to-leading logarithms $\alpha^k_s \ln^{2k-2} \left( Q^2/q_T^2 \right)$ also receive contributions from the coefficient $B_1$, from the one-loop running of $\alpha_s$, and from the leading-order evolution of $f_1(x)$ and $D_1(z)$.

The $\alpha_s$ expansion of the CSS factorization formula (3.14), which we have just performed to leading order, allows one to determine the functions $S$, $C^{\text{in}}$ and $C^{\text{out}}$ at a given order in perturbation theory by comparing with the collinear fixed-order calculation in the high-$q_T$ region. The functional form of (3.14) was however derived by CSS using the result of CS factorization in the intermediate region $M \ll q_T \ll Q$. This is not immediately obvious by comparing (3.14) with (3.10), because in the former expression there is no hard and no soft factor. As pointed out in [27], one can however introduce the hard factor into the CSS expression. $|H(\mu = Q)|^2$ depends on $Q$ only through the argument of $\alpha_s$, so that one can use the renormalization group equation for the running coupling to rewrite it as
\[ |H(\mu = Q)|^2 = |H(\mu = b_0/b)|^2 e^{R(Q,b)}. \] Since \( C^{\text{in}} \) and \( C^{\text{out}} \) in (3.14) are also evaluated at \( \mu = b_0/b \), we can combine factors into \( C'^{\text{in}} = |H|^{-1} C^{\text{in}} \) and \( C'^{\text{out}} = |H|^{-1} C^{\text{out}} \) at that scale, which gives

\[
F_{UU,T} = |H(\mu = Q)|^2 \frac{1}{z^2} \sum_a e_a^2 \int \frac{d^2b}{(2\pi)^2} e^{-ib\cdot q_T} \exp \left[ -S'(Q,b) \right] \times \sum_i \left( C'^{\text{in}}_{ai} \otimes f_i^1 \right)(x; \mu = b_0/b) \sum_j \left( D_j^1 \otimes C'^{\text{out}}_{ja} \right)(z; \mu = b_0/b).
\]

(3.21)

with \( S' = S + R \). Identifying \( C'^{\text{in}} = \tilde{U}^{1/2} \tilde{C}^{\text{in}} \), \( C'^{\text{out}} = \tilde{U}^{1/2} \tilde{C}^{\text{out}} \), and \( S' = \tilde{S} \), we finally recognize the CS result (3.10).

The upshot of this discussion is essential in our context: the CSS derivation of transverse momentum resummation for \( F_{UU,T} \) and its analogs in \( e^+e^- \) annihilation and Drell-Yan production makes use of two facts:

1. CS factorization is valid for these observables at \( q_T \ll Q \), and
2. in the intermediate region \( M \ll q_T \ll Q \) its results match those obtained from collinear factorization in the high-\( q_T \) region.

In such a situation one can go further and construct expressions that interpolate between the factorization formulae for low and for high \( q_T \) and are thus valid for all \( q_T \), from \( q_T = 0 \) to \( q_T \sim Q \). A prescription for this had already been given by CSS, and a number of different methods have been proposed later; see [28] for a discussion and references. We shall not dwell on this issue here.

### 3.3 Azimuthal dependence and polarization

So far we have discussed only \( F_{UU,T} \). The situation for the other unpolarized structure functions, \( F_{UU,L} \), \( F_{UU}^{\cos \phi_h} \), \( F_{UU}^{\cos 2\phi_h} \), cannot readily be inferred from the results of CSS. In section 4 we will see that the splitting functions appearing in the analogs of (3.12) for these three structure functions differ from the usual ones. Since the splitting functions are relevant at next-to-leading logarithmic accuracy, it is not clear if and how resummation beyond the leading logarithmic approximation can be performed in this case. An analogous observation for the angular distribution in Drell-Yan production has been made in [9]. (Resummation at leading logarithmic accuracy has recently been considered in [10].)

The extension of CSS factorization for polarized scattering is relatively straightforward as long as one integrates over the azimuthal angle of \( q_T \). For SIDIS this concerns the structure function \( F_{LL} \), and a corresponding calculation in this framework has been presented in [28]. CSS resummation for Drell-Yan production with longitudinal beam polarization has been investigated in [29, 30]. A detailed discussion of polarization in the context of collinear factorization can be found in [31].

In the present work we will apply CS factorization to polarized scattering and to the SIDIS cross section depending on the azimuth \( \phi_h \), as has been done in [32]. The factors \( \mathcal{P} f_i^1(x, p_T^2; \zeta) \) and \( \mathcal{P} D_j^1(z, k_T^2; \zeta_h) \) in the factorization formula (3.2) are then replaced

\[ |H(\mu = Q)|^2 = |H(\mu = b_0/b)|^2 e^{R(Q,b)}. \]
by the quark-quark correlator $\Phi^a(x, p_T; \zeta)$ and the fragmentation correlator $\Delta^a(z, k_T; \zeta_h)$, which will be defined in section 5.1. The result reads

$$W_{\text{SIDIS}}^{\mu\nu} \propto \left| H \left( x \zeta^{1/2}, z^{-1} \zeta_h^{1/2} \right) \right|^2 \sum_a e_a^2 \int d^2 p_T \, d^2 k_T \, d^2 l_T \, \delta^{(2)}(p_T - k_T + l_T + q_T) \times \text{Tr} \left\{ \Phi^a(x, p_T; \zeta) \gamma^\mu \Delta^a(z, k_T; \zeta_h) \gamma^n \right\} U(l_T^2)$$

and gives rise to a number of spin and azimuthal asymmetries at leading order in $1/\sqrt{Q}$.

It is an open question if and how CS factorization can be extended to power suppressed observables, at least to those coming with one factor of $1/\sqrt{Q}$. The calculations of our work are relevant to this question, as we shall see in section 8.3.

A structure function that has received much attention in the literature is $F_{\text{sin}(h - \phi_S)}^{UU;T}$, which arises when the initial hadron is transversely polarized. At low $q_T$ this observable is nonzero due to the Sivers effect [33]: the CS factorization formula (3.22) gives a leading contribution in $1/\sqrt{Q}$ proportional to the Sivers function $f_{1T}^T(x, p_T^2)$ [34]. At high $q_T$ one can describe the same observable in terms of the Qiu-Sterman mechanism [35]. The corresponding calculation uses collinear factorization at twist-three level, i.e., $F_{\text{sin}(h - \phi_S)}^{UU;T}$ is suppressed by $1/q_T$ compared with $F_{UU;T}$. Calculating the behavior of the Sivers function at high transverse momentum, the analysis in [7,8] has shown that at order $\alpha_s$ the two descriptions exactly match in the intermediate region $M \ll q_T \ll Q$. The situation is the same for the corresponding asymmetry in Drell-Yan production [5,6,8]. This suggests that for $F_{\text{sin}(h - \phi_S)}^{UU;T}$ and its Drell-Yan analog it should be possible to use the CSS resummation procedure for large logarithms of $Q/q_T$, as discussed in [36].

In the following sections we will derive the power behavior for the full set of SIDIS structure functions, both in the low-$q_T$ and in the high-$q_T$ description. This will in particular determine whether or not one can envisage to use CSS resummation for these observables. To determine the power behavior we can restrict our calculations to the leading order in $\alpha_s$. Since we will not attempt to actually perform a resummation of large logarithms, we need not go to $b$-space as in (3.10) or (3.14). We will instead directly work with the momentum-space version (3.22) of CS factorization. In particular, we shall recover the fixed-order result (3.12) for the intermediate region when expanding the CS expression (3.3) of $F_{UU;T}$ in the limit $q_T \gg M$.

4. From high to intermediate $q_T$

In this section we present the calculation of SIDIS structure functions at high transverse momentum in terms of collinear distribution and fragmentation functions, and then take the limit $q_T \ll Q$. We give explicit results for the six structure functions appearing at leading twist and order $\alpha_s$. For seven of the remaining structure functions, which are of higher twist or higher order in $\alpha_s$, there exist studies in the literature, which we will briefly discuss.

In the high-$q_T$ calculation, the generation of large transverse momentum is described by hard-scattering processes at parton level. The diagrams for the contributions at first
order in $\alpha_s$ are shown in Fig. 2. We introduce the scaling variables
\[ \hat{x} = \frac{Q^2}{2p_a \cdot q}, \quad \hat{z} = \frac{p_a \cdot p_b}{p_a \cdot q} \] (4.1)
for the partonic subprocess, where $p_a$ is the momentum of the incoming parton and $p_b$ the momentum of the parton which fragments into the observed hadron $h$. We furthermore use the transverse momentum $q_T^0$ introduced in (2.6). Neglecting mass corrections we have
\[ \hat{x}p_a = xP \quad \text{and} \quad p_b/\hat{z} = P_h/\hat{z}, \]
so that
\[ q_T^0 = q^0 + (1-r)\hat{x}p_a^0 - p_b^0/\hat{z} \] (4.2)
with $r = q_T^0/Q^2$. The partonic Mandelstam variables are then given by
\[ \hat{s} = (q + p_a)^2 = \frac{1}{\hat{x}} Q^2, \quad \hat{t} = (q - p_b)^2 = \frac{1 - \hat{z}}{\hat{x}} Q^2 = -\frac{\hat{z}}{1 - \hat{x}} Q^2, \]
\[ \hat{u} = (p_a - p_b)^2 = -\frac{\hat{z}}{\hat{x}} Q^2. \] (4.3)

The structure functions defined in section 2 can be written as convolutions of hard-scattering coefficients with collinear parton distribution and fragmentation functions,
\[ F_{UU;T} = \frac{1}{Q^2} \frac{\alpha_s}{(2\pi)^2} \sum_a x c_a^2 \int_0^1 \frac{d\hat{x}}{\hat{x}} \int_0^1 \frac{d\hat{z}}{\hat{z}} \delta \left( \frac{q_T^0}{Q^2} - (1 - \hat{x})(1 - \hat{z}) \right) \]
\[ \times \left[ f_1(u) D_1^q(\frac{\hat{z}}{2}) C_{UU;T}^{(u \rightarrow qg)} + f_1(u) D_1^q(\frac{\hat{z}}{2}) C_{UU;T}^{(u \rightarrow gq)} + f_1(u) D_1^g(\frac{\hat{z}}{2}) C_{UU;T}^{(g \rightarrow qg)} \right], \] (4.4)
as we have already seen in section 3.2. We recall that $a$ runs over flavors of quarks and of antiquarks. Analogous expressions with different kernels $C$ give the structure functions $F_{UU;L}$, $F_{UU}^{\cos \phi_h}$, and $F_{UU}^{\cos 2\phi_h}$. At order $\alpha_s$ (but not at higher order) one finds the relation
\[ F_{UU;L} = 2F_{UU}^{\cos 2\phi_h}. \] (4.5)
The structure functions $F_{LL}$ and $F_{LL}^{\cos \phi_h}$ for longitudinal target and beam polarization are also given by expressions analogous to (4.4), with different kernels $C$ and with the unpolarized parton densities $f_1^u$ and $f_2^u$ replaced by their polarized counterparts $g_1^u$ and $g_2^u$. The hard-scattering coefficients for the partonic processes $\gamma^* q \to gq$, $\gamma^* q \to gq$, $\gamma^* g \to q\bar{q}$ can be computed from the respective diagrams $(a, a')$, $(b, b')$, $(c, c')$ in Fig. 2, and those for $\gamma^* q \to gq$, $\gamma^* q \to gq$, $\gamma^* g \to q\bar{q}$ are identical to their counterparts obtained by charge conjugation. Process by process we have

- $\gamma^* q \to gq$
  
  $$C_{UU,T} = 2C_F \left( (1 - \hat{x})(1 - \tilde{z}) + \frac{1 + \hat{x}^2 \tilde{z}^2}{\hat{x} \tilde{z}} \frac{Q^2}{q_T} \right),$$
  
  $$C_{UU}^{\cos \phi_h} = -4C_F \left[ \hat{x} \tilde{z} + (1 - \hat{x})(1 - \tilde{z}) \right] \frac{Q}{q_T},$$
  
  $$C_{UU}^{\cos 2\phi_h} = 4C_F \hat{x} \tilde{z},$$
  
  $$C_{LL} = 2C_F \left( 2(\hat{x} + \tilde{z}) + \frac{\hat{x}^2 + \tilde{z}^2}{\hat{x} \tilde{z}} \frac{Q^2}{q_T^2} \right),$$
  
  $$C_{LL}^{\cos \phi_h} = -4C_F \left( \hat{x} + \tilde{z} - 1 \right) \frac{Q}{q_T},$$

- $\gamma^* q \to gq$
  
  $$C_{UU,T} = 2C_F \left( (1 - \hat{x}) \tilde{z} + \frac{1 + \hat{x}^2 (1 - \tilde{z})^2}{\hat{x} \tilde{z}} \frac{1 - \tilde{z}}{\tilde{z}} \frac{Q^2}{q_T^2} \right),$$
  
  $$C_{UU}^{\cos \phi_h} = 4C_F \left[ \hat{x} (1 - \tilde{z}) + (1 - \hat{x}) \tilde{z} \right] \frac{1 - \tilde{z}}{\tilde{z}} \frac{Q}{q_T},$$
  
  $$C_{UU}^{\cos 2\phi_h} = 4C_F \hat{x} (1 - \tilde{z}),$$
  
  $$C_{LL} = 2C_F \left( 2\hat{x} + 2(1 - \tilde{z}) + \frac{\hat{x}^2 + (1 - \tilde{z})^2}{\hat{x} \tilde{z}} \frac{1 - \tilde{z}}{\tilde{z}} \frac{Q^2}{q_T^2} \right),$$
  
  $$C_{LL}^{\cos \phi_h} = 4C_F \left( \hat{x} - \tilde{z} \right) \frac{1 - \tilde{z}}{\tilde{z}} \frac{Q}{q_T},$$

- $\gamma^* g \to q\bar{q}$
  
  $$C_{UU,T} = 2T_R \left[ \hat{x}^2 + (1 - \hat{x})^2 \right] \left[ \tilde{z}^2 + (1 - \tilde{z})^2 \right] \frac{1 - \hat{x}}{\hat{x} \tilde{z}^2} \frac{Q^2}{q_T^2},$$
  
  $$C_{UU}^{\cos \phi_h} = -4T_R \left( 2\hat{x} - 1 \right) \left( 2\tilde{z} - 1 \right) \frac{1 - \hat{x}}{\tilde{z}} \frac{Q}{q_T},$$
  
  $$C_{UU}^{\cos 2\phi_h} = 8T_R \hat{x} (1 - \hat{x}),$$
  
  $$C_{LL} = 2T_R \left( 2\hat{x} - 1 \right) \left[ \tilde{z}^2 + (1 - \tilde{z})^2 \right] \frac{1 - \hat{x}}{\tilde{z} \tilde{z}^2} \frac{Q^2}{q_T^2},$$
  
  $$C_{LL}^{\cos \phi_h} = -4T_R \left( 2\tilde{z} - 1 \right) \frac{1 - \tilde{z}}{\tilde{z}} \frac{Q}{q_T}.$$
with \( C_F = 4/3 \) and \( T_R = 1/2 \). The relation \( C_{UUL} = 2C_{U}^{\cos 2\phi_h} \) holds for each individual subprocess. Our results agree with those in [28,37],

The behavior of the above results in the region \( q_T^2 \ll Q^2 \) can be obtained by rewriting the \( \delta \) function in Eq. (4.4) as \([38]\)

\[
\delta \left( \frac{q_T^2}{Q^2} - \frac{(1 - \hat{x})(1 - \hat{z})}{\hat{x}\hat{z}} \right) = \delta(1 - \hat{x})\delta(1 - \hat{z}) \ln \frac{Q^2}{q_T^2} + \frac{\hat{x}}{(1 - \hat{x})} \delta(1 - \hat{x}) + \frac{\hat{z}}{(1 - \hat{z})} \delta(1 - \hat{z}) + \mathcal{O} \left( \frac{q_T^2}{Q^2} \ln \frac{Q^2}{q_T^2} \right), \tag{4.21} \]

where the plus-distribution is as usual defined by

\[
\int_z^1 dy \frac{G(y)}{(1 - y)_+} = \int_z^1 dy \frac{G(y) - G(1)}{1 - y} - G(1) \ln \frac{1}{1 - z}. \tag{4.22} \]

We have written the hard-scattering coefficients in \((4.6)\) to \((4.20)\) in a way that allows for an easy extraction of the leading power behavior at small \( q_T/Q \). The result is

\[
F_{UU,T} = \frac{1}{q_T^2} \frac{\alpha_s}{2\pi^2 z^2} \sum_a x e_a^2 \left[ f_1^a(x) D_1^a(z) L \left( \frac{Q^2}{q_T^2} \right) + f_1^a(x) \left( D_1^a \otimes P_{qq} + D_1^a \otimes P_{gg} \right)(z) \right. \\
+ \left. \left( P_{qq} \otimes f_1^a + P_{gg} \otimes f_1^a \right)(x) D_1^a(z) \right], \tag{4.23} \]

\[
F_{UU,L} = 2F_{UU}^{\cos 2\phi_h}, \tag{4.24} \]

\[
F_{UU}^{\cos \phi_h} = -\frac{1}{Q q_T} \frac{\alpha_s}{2\pi^2 z^2} \sum_a x e_a^2 \left[ f_1^a(x) D_1^a(z) L \left( \frac{Q^2}{q_T^2} \right) + f_1^a(x) \left( D_1^a \otimes P'_{qq} + D_1^a \otimes P'_{gg} \right)(z) \right. \\
+ \left. \left( P'_{qq} \otimes f_1^a + P'_{gg} \otimes f_1^a \right)(x) D_1^a(z) \right], \tag{4.25} \]

\[
F_{UU}^{\cos 2\phi_h} = \frac{1}{Q q_T} \frac{\alpha_s}{2\pi^2 z^2} \sum_a x e_a^2 \left[ f_1^a(x) D_1^a(z) L \left( \frac{Q^2}{q_T^2} \right) + f_1^a(x) \left( D_1^a \otimes P''_{qq} + D_1^a \otimes P''_{gg} \right)(z) \right. \\
+ \left. \left( P''_{qq} \otimes f_1^a + P''_{gg} \otimes f_1^a \right)(x) D_1^a(z) \right], \tag{4.26} \]

and

\[
F_{LL} = \frac{1}{q_T^2} \frac{\alpha_s}{2\pi^2 z^2} \sum_a x e_a^2 \left[ g_1^a(x) D_1^a(z) L \left( \frac{Q^2}{q_T^2} \right) + g_1^a(x) \left( D_1^a \otimes P_{qq} + D_1^a \otimes P_{gg} \right)(z) \right. \\
+ \left. \left( \Delta P_{qq} \otimes g_1^a + \Delta P_{gg} \otimes g_1^a \right)(x) D_1^a(z) \right], \tag{4.27} \]

\[
F_{LL}^{\cos \phi_h} = -\frac{1}{Q q_T} \frac{\alpha_s}{2\pi^2 z^2} \sum_a x e_a^2 \left[ g_1^a(x) D_1^a(z) L \left( \frac{Q^2}{q_T^2} \right) + g_1^a(x) \left( D_1^a \otimes P'_{qq} + D_1^a \otimes P'_{gg} \right)(z) \right. \\
+ \left. \left( \Delta P'_{qq} \otimes g_1^a + \Delta P'_{gg} \otimes g_1^a \right)(x) D_1^a(z) \right]. \tag{4.28} \]
The factor $L$ contains a logarithm of $Q^2/q_T^2$ and is given in (3.13), and the convolutions are defined in (3.9). The splitting functions are given by

$$P_{qq}(\hat{x}) = C_F \left[ 1 + \frac{\hat{x}^2}{(1 - \hat{x})_+} + \frac{3}{2} \delta(1 - \hat{x}) \right], \quad P_{gq}(\hat{x}) = T_R \left[ \hat{x}^2 + (1 - \hat{x})^2 \right],$$

$$P_{gq}(\hat{z}) = C_F \frac{1 + (1 - \hat{z})^2}{\hat{z}}, \quad (4.29)$$

$$P_{qq}'(\hat{x}) = C_F \left[ \frac{2\hat{x}^2}{(1 - \hat{x})_+} + \frac{3}{2} \delta(1 - \hat{x}) \right], \quad P_{qq}'(\hat{x}) = 2T_R \hat{x}(2\hat{x} - 1),$$

$$P_{qq}'(\hat{z}) = -2C_F (1 - \hat{z}), \quad P_{qq}''(\hat{x}) = 4T_R \hat{x}^2,$$

$$P_{qq}''(\hat{z}) = 2C_F \hat{z} \quad (4.31)$$

for convolutions with unpolarized distribution or fragmentation functions, and by

$$\Delta P_{qq}(\hat{x}) = P_{qq}(\hat{x}), \quad \Delta P_{qq}(\hat{x}) = T_R (2\hat{x} - 1), \quad (4.32)$$

$$\Delta P_{qq}'(\hat{x}) = P_{qq}'(\hat{x}), \quad \Delta P_{qq}'(\hat{x}) = 2T_R \hat{x} \quad (4.33)$$

for convolutions with polarized distributions. Similar results for the Drell-Yan process have been obtained by Boer and Vogelsang in Ref. [9]. We note that our $P_{qq}'$ and $P_{qq}''$ correspond to $P_{qq}^-$ in Eq. (38) of Ref. [9], while our $P_{qq}$ corresponds to their $\tilde{P}_{qq}^-$ and our $P_{qq}''$ to their $P_{qq}^-/2$.

Let us remark that the $1/q_T$ power behavior of $F_{UU}^{\cos \phi_h}$ and $F_{LL}^{\cos \phi_h}$ arises as $q_T^2$, where $1/q_T^2$ comes from the $t$-channel propagators in the hard-scattering graphs of Fig. 2. Likewise, the constant $q_T$ behavior (up to $\ln q_T^2$ terms) of $F_{UU,L}^{\cos 3\phi_h}$ and $F_{UU,L}^{\cos 2\phi_h}$ arises as $q_T^2/q_T^2$, where the $1/q_T^2$ from the hard propagators is fully canceled by numerator factors. We emphasize that, although they do not have a power-law divergence, the above expressions for $F_{UU,L}$ and $F_{UU,L}^{\cos 2\phi_h}$ cannot be used for small $q_T$, because the approximations giving $1/q_T^2$ for the hard propagators break down when $q_T \gtrsim M$. In fact, angular momentum conservation requires $F_{UU}^{\cos \phi_h}$ and $F_{LL}^{\cos \phi_h}$ to vanish like $q_T$ and $F_{LL}^{\cos 2\phi_h}$ to vanish like $q_T^2$ for $q_T \rightarrow 0$, as shown e.g. in [39].

The six $F_{UT}$ structure functions for transverse target polarization vanish in the leading-twist approximation at high transverse momentum, because they would require the combination of the transversity distribution function $h_1$ with a chiral-odd collinear fragmentation function of twist two, which does not exist for an unpolarized hadron. They are however nonzero at twist three, where collinear quark-gluon-quark and three-gluon correlation functions appear, so that many more diagrams than the ones in Fig. 2 need to be computed. Such a computation has been performed by Eguchi, Koike and Tanaka in Refs. [40, 41]. The results for the different structure functions involve the product of $D_1$ with $G_F$ and $\tilde{G}_F$, which are chiral-even functions appearing in the decomposition of the quark-gluon-quark distribution correlator given in (5.37). Some observables involve in addition the product of
with $\tilde{E}_F$, which is a chiral-odd function appearing in the decomposition of the quark-gluon-quark fragmentation correlator. The structure function $F_{UT}^{\sin(\phi_h - \phi_S)}$ has also been computed in [7]. The result differs from the one in [40,41] because both calculations were missing certain terms. With the corrections discussed in [8], agreement between the two groups has been achieved. We note, however, that the twist-three calculation of the $F_{UT}$ structure functions is presently not complete. Terms involving $\tilde{E}_F$ are only considered in [40], where they are found to contribute to $F_{UT,T}^{\sin(\phi_h - \phi_S)}$, $F_{UT}^{\sin(\phi_h + \phi_S)}$, and $F_{UT}^{\sin \phi_S}$. The calculation of that work is restricted to so-called derivative terms due to soft gluon pole contributions. The remaining soft fermion pole contributions, as well as contributions from soft fermion poles and hard poles are evaluated in [41], but only for $G_F$ and $\tilde{G}_F$. In [8] it is shown that soft fermion pole contributions from further diagrams must be added to those results. Finally, all calculations in the literature are restricted to quark-gluon-quark functions of twist three, so that three-gluon correlators do not appear.

Using the soft gluon pole and the hard pole contributions computed in [40,41] we have extracted the leading behavior of all $F_{UT}$ structure functions in the limit $q_T \ll Q$. The structure of the results is listed in Eqs. (6.8) to (6.13) of section 6, both for the power law and for the distribution and fragmentation functions appearing in each observable. We have verified that this structure is not changed by the soft fermion pole contributions given in [41]. Since the corrections to [41] discussed in [8] concern only soft fermion pole contributions in $F_{UT}^{\sin(\phi_h + \phi_S)}$ they do not affect the structure of (6.10) either. The same should hold for the remaining five $F_{UT}$ structure functions, but this has not been checked explicitly.

The structure function $F_{UL}^{\sin \phi_h}$ is nonzero at twist two and order $\alpha_s^2$. Depending on a single polarization, it is a $T$-odd observable and hence requires an absorptive part in the amplitude, which in this case is provided by a loop in the hard-scattering subprocess. The relevant graphs have been calculated in [42], and numerical estimates for specific kinematics have been given in [42–44]. For the structure functions $F_{UL}^{\sin \phi_h}$ and $F_{UL}^{\sin 2\phi_h}$ the situation is similar, but no explicit calculation exists in the literature. There is no contribution to $F_{UL}^{\sin \phi_h}$, $F_{UL}^{\sin \phi_h}$, $F_{UL}^{\sin 2\phi_h}$ at twist three and order $\alpha_s$, because the necessary $T$-odd terms would need to come from twist-three quark-gluon-quark correlators. For an unpolarized or longitudinally polarized hadron, these are chiral-odd [40] and have no twist-two chiral-odd partners in the other correlator. From the calculation in [42] we can extract the power behavior of $F_{UL}^{\sin \phi_h}$ for $q_T \ll Q$, which we will give in Eq. (6.5).

5. From low to intermediate $q_T$: power counting

In this section we derive the behavior of distribution and fragmentation functions at high transverse momentum. Plugging the results into the known low-$q_T$ expressions of the SIDIS structure functions, we will obtain their power behavior in the intermediate region $M \ll q_T \ll Q$. To begin with, we specify in the next two subsections the distribution and fragmentation functions that will appear in our calculation.
5.1 Transverse-momentum-dependent distribution and fragmentation functions

For the discussion of distribution and fragmentation functions we use light-cone coordinates
defined with respect to the momenta $P$ and $P_h$, which we already introduced at the end
of section 2. For any four-vector $a$ we then have the plus-component $a^+ = a \cdot n_+$, the
minus-component $a^- = a \cdot n_-$, and the transverse part $a_T^\mu = a^\mu - a^+ n_+^\mu - a^- n_-^\mu$. The hadron momenta read

$$
P^\mu = P^+ n_+^\mu + \frac{M^2}{2P^+} n_-^\mu, \quad P_h^\mu = P_h^- n_-^\mu + \frac{M_h^2}{2P_h^-} n_+^\mu,
$$

and the spin vector of the target can be decomposed into longitudinal and transverse
components as

$$
S^\mu = S_L \left( \frac{P^+}{M} n_+^\mu - \frac{M}{2P^+} n_-^\mu \right) + S_T^\mu.
$$

The transverse-momentum-dependent quark distributions appearing in the description of
SIDIS are defined from the quark-quark correlation function

$$
\Phi_{ij}^{kl}(x, p_T) = \int \frac{d^2 \xi_T}{(2\pi)^3} e^{ip_T \xi} \langle P | \bar{\psi}_j(0) U_{(0, \xi)} \psi_i(0) | P \rangle \bigg|_{\xi^+ = 0},
$$

where $p^+ = xP^+$ and summation over color indices is understood. The corresponding
correlation function for antiquarks is obtained by replacing the quark fields by their trans-
forms under charge conjugation, see Ref. [45]. The quark fields in (5.3) are renormalized
fields, and the corresponding scale dependence of the correlation function is given by a
renormalization group equation involving the quark anomalous dimension [20].

The gauge link $U_{(0, \xi)}$ in (5.3) is a Wilson line that connects the quark fields and thus
makes the correlation function color gauge invariant. In the factorization theorems for
scattering processes, the gauge link incorporates the exchange of gluons between partons
that move in the opposite light-cone directions $n_+$ and $n_-$. Consideration of gluons collinear
to the target yields Wilson lines with paths that point along $n_-$ and lead to light-cone
infinity, $a^- = \pm \infty$, where they are closed by transverse segments from $0_T$ to $\xi_T$ [46,47].
Different processes require different gauge links. In particular, the simplest links closed at
$a^- = \pm \infty$, which we denote by $U^{\pm}$, give rise to the correlators $\Phi^{[+]}(x, p_T)$ and $\Phi^{[-]}(x, p_T)$
appearing in SIDIS and Drell-Yan production, respectively. More complicated gauge links
show up in other processes [48,49].

When defined with strictly lightlike Wilson lines, the correlator (5.3) contains diver-
gences in gluon rapidity (sometimes referred to as “endpoint singularities”) and hence must
be modified [21]. Different schemes have been discussed in the literature. One possibility
is to use paths that point in a non-lightlike direction $v$ instead of $n_-$ [22,23]. Up to subtle
issues we will mention in Appendix A, this is equivalent to working in axial gauge, $A \cdot v = 0$,
which was used in the original scheme of Collins and Soper [20]. In a number of different
schemes, the proton matrix element in (5.3) is divided by vacuum expectation values of
suitably chosen Wilson lines [23,50–52]. The arguments in the present section use Lorentz
invariance and power counting, so that we need not specify the detailed choice of scheme.
As long as \( v \) is a linear superposition of \( n_+ \) and \( n_- \), no new four-vector is introduced in \( \Phi(x, p_T) \), which therefore depends on \( v \) only via the scalar parameter \( \zeta = -(2p \cdot v)^2/v^2 \) we already encountered in section 3.1.

The correlation function (5.3) can be parameterized in terms of distributions functions depending on \( x \) and \( p_T^2 \) as [19]

\[
\Phi(x, p_T) = \frac{1}{2} \left\{ f_1 \psi_+ + f_{1T} \frac{T_{1T}^\rho e_1^\sigma}{M^2} p_T^\sigma p_{T\sigma} - \frac{1}{2} \gamma_5 \psi_+ + g_{1L} S_L \gamma_5 \psi_+ - g_{1T} \frac{S_T \cdot p_T}{M} \gamma_5 \psi_+ \\
+ h_1 \frac{\gamma_5 \left[ \bar{S} \gamma_5 \psi_+ \right]}{2} - h_{1T} \frac{S_{1T} \rho p_T^\rho p_{T\sigma}}{M^2} \gamma_5 \left[ \gamma_\sigma, \bar{\psi}_+ \right] + h_{1L} S_L \frac{\gamma_5 \left[ \bar{p}_T, \bar{\psi}_+ \right]}{2M} + h_{1T} \frac{\gamma_5 \left[ \bar{p}_T, \bar{\psi}_+ \right]}{2M} \right\} \\
+ \frac{M}{2P^+} \left\{ e e L S_L i \gamma_5 + e_T S_T \cdot p_T i \gamma_5 + e_T S_{1T} \rho \frac{e_1^\sigma}{M^2} p_{T\sigma} \gamma_5 + f_T S_{1T} \rho \frac{e_1^\sigma}{M^2} p_{T\sigma} \gamma_\sigma \\
+ g_{1L} S_L \gamma_5 \frac{\bar{p}_T}{M} + g_T S_T \cdot p_T \gamma_5 \psi_+ + g_{1T} \frac{S_{1T} \rho p_T^\rho p_{T\sigma}}{M^2} \gamma_5 \gamma_\sigma + g_T \gamma_5 \frac{\bar{S} \gamma_5}{2M} \\
+ h_{1T} \frac{\gamma_5 \left[ \bar{S} \gamma_5 \psi_+ \right]}{2M} - h_T S_T \cdot p_T \frac{\gamma_5 \left[ \bar{\psi}_+, \bar{\psi}_- \right]}{2} + h_{1L} S_L \frac{\gamma_5 \left[ \bar{\psi}_+, \bar{\psi}_- \right]}{2} + h_{1T} \frac{\gamma_5 \left[ \bar{\psi}_+, \bar{\psi}_- \right]}{2} \right\} \\
+ \frac{M^2}{2(P^+)^2} \{ \ldots \}, \tag{5.4}
\]

where the two-dimensional antisymmetric tensor is given by

\[
\epsilon_T^{\alpha \beta} = \epsilon^{\alpha \beta \rho \sigma} n_+^\rho n^-_\sigma \tag{5.5}
\]

with \( \epsilon^{0123} = 1 \). Index pairs in parentheses indicate that the trace is subtracted in the two transverse dimensions,

\[
p_T^\rho p_T^\sigma = p_T^\rho p_T^\sigma - \frac{1}{2} (p_T \cdot p_T) g_T^{\rho \sigma}, \tag{5.6}
\]

where the transverse metric tensor is \( g_T^{\alpha \beta} = g^{\alpha \beta} - n_+^\alpha n_-^\beta - n_-^\alpha n_+^\beta \). The first eight distributions in (5.4) are referred to as twist two, and the next sixteen distributions as twist three. The \( \ldots \) stand for the remaining eight distributions of twist four, which are given in [53]. We will not need them in the following and tacitly omit them in further parameterizations. Corresponding to the Dirac matrix structure in the decomposition (5.4), functions denoted with letters \( f, g \) or \( e, h \) are respectively referred to as chiral-even or chiral-odd. Functions with subscripts \( L \) or \( T \) appear in the parts of \( \Phi(x, p_T) \) that depend on the longitudinal or transverse component of the spin vector. (An exception to this rule of notation is the transversity distribution \( h_1 \).)

It is understood that the correlator and each of the functions in (5.4) should carry a label specifying the gauge link, as well as a label for the quark flavor. Time reversal
Table 1: Behavior of distribution functions under time reversal and in the high-$p_T$ limit. The time reversal factor $\eta_f$ is defined in (5.7) and the exponent $n$ for the high-$p_T$ behavior in (5.8).

|        | unpolarized | longitudinal | transverse |
|--------|-------------|--------------|------------|
| $f_1$  | $f^\perp$   | $g^\perp$    | $g_{1L}$   |
| $g_{1L}$ | $g_L^\perp$ | $f_{LT}^\perp$ | $f_T$ |
| $f_{LT}$ | $f_T^\perp$ | $g_{1T}$ |
| $g_T$  | $g_T^\perp$ |
| $\eta_f$ | + | + | - |
| $n$ | 2 | 2 | 2 |
| $h_1^\perp$ | $h$ | $e$ | $h_{1L}$ |
| $h_{1L}$ | $h_L$ | $e_L$ | $h_1$ |
| $h_1$ | $h_{1T}$ | $h_T$ | $h_T^\perp$ |
| $h_T$ | $e_T$ | $e_T^\perp$ |
| $\eta_f$ | - | - | + |
| $n$ | 4 | 2 | 2 |

connects $\Phi^{[\mu]}$ with $\Phi^{[\mu']}$, and in particular $\Phi^{[\perp]}$ with $\Phi^{[-]}$. This provides relations [54]

$$f^{[\perp]}(x, p_T^2) = \eta_f f^{[-]}(x, p_T^2),$$  \hspace{1cm} (5.7)

where $f$ stands for any of the distributions in (5.4). We call a distribution $T$-even if $\eta_f = +1$ and $T$-odd if $\eta_f = -1$. The values of $\eta_f$ are given in table 1. We also anticipate in the table the power behavior

$$f^{[\pm]}(x, p_T^2) \sim 1/p_T^n$$  \hspace{1cm} (5.8)

of the distributions for $p_T \gg M$, which we shall derive in section 5.3.

Fragmentation functions are defined from the correlator

$$\Delta_{ij}(z, k_T) = \frac{1}{2N_c z} \sum_X \int \frac{d^4\xi d^2\xi_T}{(2\pi)^3} e^{ik\cdot\xi}$$

$$\times \langle 0| U(\infty, \xi) \psi_i(\xi)|h, X\rangle_{\text{out}} \langle h, X|\bar{\psi}_j(0)U(0, \infty)|0\rangle \big|_{\xi = 0},$$  \hspace{1cm} (5.9)

where $k^- = P^-/z$ and $N_c = 3$. The prefactor $1/(2N_c)$ comes from averaging over the polarization and color of the fragmenting quark. The subscript $\infty$ in the gauge links indicates a space-time point with plus-coordinate $a^+ = \infty$. The precise choice of Wilson lines involves the same issues we mentioned for the distribution correlator. Aspects specific to the case of fragmentation functions are discussed in [49,50]. Notice that fragmentation functions with different gauge links are not related by time reversal, because time reversal transforms “out” states $|h, X\rangle_{\text{out}}$ into “in” states $|h, X\rangle_{\text{in}}$, and the difference between these states amounts in general to more than just a phase.

For an unpolarized hadron $h$ the decomposition of the fragmentation correlator reads

$$\Delta(z, k_T) = \frac{1}{2} \left\{ D_1 \eta_- + H_1^\perp \frac{i[B_T, \eta_-]}{2M_h} \right\}$$

$$+ \frac{M_h}{2P_h^-} \left\{ E + D_1 \frac{B_T}{M_h} + H_1^\perp \frac{i[B_T, \eta_+]}{2} - G_1^\perp \frac{k_{T\rho}e_\rho}{M_h} \gamma_5 \gamma_\sigma \right\},$$  \hspace{1cm} (5.10)

where the functions on the r.h.s. depend on $z$ and $k_T^\perp$. In a more explicit notation they should also carry a flavor index.
5.2 Collinear distribution and fragmentation functions

In applications of collinear factorization, the structure of incoming hadrons is represented by the light-cone distribution correlator

\[ \Phi_{ij}(x) = \int \frac{d\xi^-}{2\pi} e^{ip\cdot\xi} \langle P|\bar{\psi}_j(0)U_{(0,\xi)}^{n_-}\psi_i(\xi)|P\rangle \bigg|_{\xi^+=0,\xi_T=0_T}, \]

where the gauge link \( U_{(0,\xi)}^{n_-} \) connects the quark fields along a path in the \( n_- \) direction. This would simply be the integral of the \( p_T \)-dependent correlator introduced in the previous subsection,

\[ \Phi(x) = \int d^2 p_T \Phi^{[0]}(x, p_T), \]

were it not for two complications. On the one hand, the correlator (5.11) has ultraviolet divergences due to the fact that all field operators are taken at the same transverse position. Their regularization and subtraction gives rise to a scale dependence described by the DGLAP equations. Correspondingly, the integrand on the r.h.s. of (5.12) diverges like \( 1/p_T^2 \) at high \( p_T \), as we will see in the next subsection, so that the \( p_T \)-integral must be regularized.

On the other hand, the rapidity divergences of the \( p_T \)-dependent correlator, which we discussed in the previous subsection, cancel under the integral over \( p_T \) [21,51]. They require no regularization in the collinear correlation function (5.11), which hence is independent of the parameter \( \zeta \). The different regularization procedures in the correlators \( \Phi(x, p_T) \) and \( \Phi(x) \) reflect the different types of subtractions required when constructing transverse-momentum-dependent or collinear factorization theorems. We will shortly discuss how the relation (5.12) should be understood.

The correlation function (5.11) can be parameterized as

\[ \Phi(x) = \frac{1}{2} \left\{ f_1 \gamma_+ + g_1 S_L \gamma_5 \gamma_+ + h_1 \frac{\gamma_5\left[ \gamma_T, \gamma_+ \right]}{2} \right\} + \frac{M}{2P^+} \left\{ e - e_L S_L i\gamma_5 + f_T S_T \gamma_\sigma \gamma + g_T \gamma_5 S_T^\perp + h_L S_L \frac{\gamma_5\left[ \gamma_+, \gamma_- \right]}{2} + i \frac{\left[ \gamma_+, \gamma_- \right]}{2} \right\}, \]

where the distributions on the r.h.s. depend only on \( x \). They are given by

\[ f_1(x) = \int d^2 p_T f_1(x, p_T^2) \]

and similarly for the other functions, with one common exception of notation,

\[ g_1(x) = \int d^2 p_T g_1(x, p_T^2). \]

Since the gauge link in (5.11) is along a finite light-like path from 0 to \( \xi \), time reversal relates the collinear correlator with itself, and as a consequence \( f_T(x) = e_L(x) = h(x) = 0 \). This ensures that (5.12) can simultaneously hold for different links \( \mathcal{U} \), in particular for \( \mathcal{U}^+ \) and \( \mathcal{U}^- \), which according to (5.7) give \( p_T \)-dependent distributions \( f_T^{[\pm]}, e_L^{[\pm]} \), and \( h^{[\pm]} \) of opposite sign.
To make the meaning of (5.12) more precise, we observe that the combination of Eqs. (3.5) and (3.8) gives

$$
\hat{f}_1(x, b; \zeta, \mu) = \int d^2 p_T \ e^{i b \cdot p_T} \ f_1(x, p_T^2; \zeta, \mu) = f_1(x; \mu) + O(\alpha_s \ln^2(\zeta^2))
$$

(5.16)

for small enough $b$, where we have set $\mu = b_0/b$ and used the perturbative expansions $\hat{S}' = O(\alpha_s \ln^2(\zeta^2))$ and $\hat{C}_{aT}^{\mu} = \delta_{at}(1 - x) + O(\alpha_s)$. The factor $e^{i b \cdot p_T}$ in (5.16) regulates the logarithmic divergence of $\int d^2 p_T \ f_1(x, p_T^2)$ by damping the integrand for large $p_T > 1/b$.

Alternatively one can cut off the integral at $p_T = b_0/b$, since

$$
\int d^2 p_T \ e^{i b \cdot p_T} \ f_1(x, p_T^2; \zeta, \mu) = \int d^2 p_T \ \theta(\mu^2 - p_T^2) \ f_1(x, p_T^2; \zeta, \mu)
$$

(5.17)

up to corrections of order $b^2$, as we will show in appendix B. We thus see that the relation (5.12) should be understood with a suitable regulator of the integral on the r.h.s. and as up to corrections of order $\alpha_s$. The same holds for (5.14), (5.15), and for similar integral relations in the following. Let us remark that an extension of (5.16) to the full correlation function $\Phi$ has not been given in the literature.

As we will see in the next subsection, calculations at subleading power or those involving azimuthal asymmetries lead in the collinear expansion to $p_T$-weighted correlation functions

$$
\Phi_{\beta}^{\alpha(\pm)}(x) = \int d^2 p_T \ p_T^\alpha \Phi^{\pm}(x, p_T),
$$

(5.18)

where the Lorentz index $\alpha$ is restricted to be transverse, and where the same remarks about regularization apply as for (5.12). In contrast to $\Phi(x)$, the correlator $\Phi_{\beta}^{\alpha[\ell]}(x)$ does depend on the choice of Wilson lines in $\Phi^{[\ell]}(x, p_T)$ and hence contains both $T$-even and $T$-odd distributions. Omitting the superscript $[\ell]$ for the sake of legibility, we have the decomposition

$$
\Phi_{\beta}^\alpha(x) = -\frac{M}{2} \left\{ f_{1T}^{(1)} S_{T\rho} \gamma_\rho \psi_+ - g_{1T}^{(1)} S_{T} \gamma_5 \psi_+ + h_{1L}^{(1)} S_L \left[ \gamma_\rho \gamma_5 \psi_+ \right] + h_{1T}^{(1)} \left[ \gamma_\rho \gamma_5 \psi_+ \right] - \frac{M^2}{2p_T^+} \left\{ \ldots \right\} \right\},
$$

(5.19)

where we have only displayed the terms of leading twist and defined $p_T^\alpha$ moments

$$
f_{1T}^{(n)}(x) = \int d^2 p_T \left( \frac{p_T^\alpha}{2M^2} \right)^n f_{1T}^{(n)}(x, p_T^2),
$$

(5.20)

and similarly for the other functions. The functions $f_{1T}^{(n)}$ and $h_{1}^{(n)}$ are $T$-odd and thus change sign when going from $\Phi_{\beta}^{\alpha(\pm)}(x)$ to $\Phi_{\beta}^{\alpha[-\pm]}(x)$.

The factor $p_T^\alpha$ in (5.18) can be converted into a derivative $\partial^\alpha$ acting on the matrix element that appears in the definition (5.3) of $\Phi(x, p_T)$. One can then express $\Phi_{\beta}^{\alpha}(x)$ in terms of correlators with either a gluon field or a covariant derivative between the antiquark and quark fields. The former is a collinear quark-antiquark-gluon correlation function, whereas the latter can be rewritten in terms of the quark-quark correlator $\Phi(x)$.
using the equation of motion for the quark field. In this way, the $p_T^2$ moments given in (5.19) can be traded for functions of twist three, up to twist-two distributions multiplied by the quark mass [19].

The $k_T$-integrated fragmentation correlator for an unpolarized hadron has the decomposition

$$\Delta(z) = z^2 \int d^2 k_T \Delta(z, k_T) = \frac{1}{2} D_1 y_- + \frac{M_h}{2 P_h} \left\{ E + H \left[ \frac{y_- + y_+}{2} \right] \right\}, \quad (5.21)$$

where the fragmentation functions on the r.h.s. depend on $z$. They are given by

$$D_1(z) = z^2 \int d^2 k_T D_1(z, k_T^2), \quad (5.22)$$

and similarly for the other functions. Notice the factor $z^2$, which appears because $D_1(z, k_T^2)$ is a probability density w.r.t. the transverse momentum $k_T = -z k_T$ of the final-state hadron relative to the fragmenting quark [45,55]. As already discussed, time reversal invariance does not constrain fragmentation correlators, so that $H(z)$ can be nonzero unlike its distribution counterpart $h(x)$. For the $k_T$-weighted correlation function needed in calculations at twist three and higher, we have

$$\Delta_{10}^\alpha(z) = z^2 \int d^2 k_T k_T^\alpha \Delta(z, k_T) = -\frac{M_h}{2} H_1^{1(1)} \left[ \frac{y_- + y_+}{2} \right] + \frac{M_h^2}{2 P_h} \{ \ldots \} \quad (5.23)$$

with

$$H_1^{1(\alpha)}(z) = z^2 \int d^2 k_T \left( \frac{k_T^2}{2 M_h^2} \right)^\alpha H_1^{1}(z, k_T^2), \quad (5.24)$$

where again $\alpha$ is restricted to be transverse.

### 5.3 Distribution and fragmentation functions at high transverse momentum

We are now ready to derive the behavior of correlation functions at high transverse momentum. We consider the distribution correlator $\Phi(x, p_T)$ for transverse momentum $p_T$ much larger than the scale of nonperturbative interactions. The generation of the large transverse momentum can be described in perturbation theory. Technically, we approximate $\Phi(x, p_T)$ in powers of $1/p_T$ using a collinear expansion that leads to the factorization of the transverse momentum dependence. To derive a formal proof of factorization, one would use the same techniques as for, say, the production of a high-$p_T$ jet in deep inelastic scattering. We shall not attempt this here, but limit ourselves to determining the power-law behavior of the distribution functions that parameterize $\Phi(x, p_T)$, using Lorentz invariance and dimensional analysis as our main tools. The explicit calculation in section 8 and the one for the Sivers function $f_1^{T_1}$ in [6,8] provide examples for the consistency of the collinear factorization formalism at leading order in $\alpha_s$ and to leading and first subleading power in $1/p_T$. One should, however, be aware that factorization might break down at some higher-order or higher-power accuracy.

The evaluation of $\Phi(x, p_T)$ at lowest order in $1/p_T$ involves diagrams as in Fig. 3a, whereas at higher orders correlators with three or more partons appear at the bottom of
Figure 3: Example diagrams for the calculation of the high-$p_T$ behavior of the quark-quark correlator $\Phi(x, p_T)$. The dashed lines represent the final-state cut.

the graphs, as shown in Fig. 3b. To set up the power counting, we generically write $p$ for the hard scale and take

$$p^+, p^-, p_T \sim P^+ \sim l^+, l_1^+, l_2^+ \sim p, \quad (5.25)$$

$$l_T, l_1, l_2 \sim M, \quad (5.26)$$

$$P^- \sim l^-, l_1^-, l_2^- \sim M^2/p, \quad (5.27)$$

where the mass $M$ represents the soft scale. In (5.27) we have used that the loop momenta $l_1$ and $l_2$ are attached to a soft function at the bottom of the graphs and thus have virtualities of order $M^2$. Starting point of the calculation is the correlation function depending on the full four-momentum $p$,

$$\Phi_{ij}^{[\pm]}(p) = \int \frac{d^4 \xi}{(2\pi)^4} e^{ip\cdot\xi} \langle P | \bar{\psi}_j(0) U^\pm(0, \xi) \psi_i(\xi) | P \rangle, \quad (5.28)$$

from which we obtain $\Phi^{[\pm]}(x, p_T) = \int dp^- \Phi^{[\pm]}(p)$. We omit the superscript $[\pm]$ for clarity of notation in the next few steps, and will restore it when required later on. We restrict ourselves to the leading and first subleading order of $\Phi(x, p_T)$ in the $1/p$ expansion. To this order, the relevant factorized graphs can be written as the convolution of hard-scattering kernels and correlation functions in the form

$$\Phi(x, p_T) = \int dp^- d^4 l \ H(p, l) \ \Phi(l) + \int dp^- d^4 l_1 d^4 l_2 \ H^a(p, l_1, l_2) \ \Phi_A^a(l_1, l_2)$$

$$+ \{ \text{terms with two- and three-gluon correlators} \} + \ldots, \quad (5.29)$$

with $\ldots$ representing terms of higher order in $1/p$. It is understood that the hard-scattering kernels $H(p, l)$ and $H^a(p, l_1, l_2)$ include $\delta$ functions putting the cut lines on shell—this can readily be used to perform the integration over $p^-$. The lower blob in Fig. 3b is parameterized by the quark-gluon-quark correlator $\Phi_A^a$, which contains the gluon potential $A^a$ between the quark and antiquark field. The gluon polarization index $\alpha$ in (5.29) is restricted to be transverse: the contribution from $A^-\gamma_5$ gluons is power suppressed by at least $1/p^2$, whereas the corresponding contribution of $A^+\gamma_5$ gluons ends up in the gauge link of the quark-quark correlator when the terms in the factorization formula are arranged in a gauge-invariant manner.
We now expand the hard-scattering kernels in the small momentum components (5.26) and (5.27). To the order we are considering, we can neglect \( l_1^-, l_2^-, l_{1T}^-, l_{2T}^- \) in \( H_A^\alpha(p,l_1,l_2) \), whereas in \( H(p,l) \) we can neglect \( l^- \) but must expand the \( l_T^- \)-dependence up to first order. This gives

\[
\int dp^- H(p,l) = \frac{1}{p^+} \hat{x} H_2(\hat{x},p^+,p_T) + \frac{lt_1^\alpha}{p^+} \hat{x} H_3^\alpha(\hat{x},p^+,p_T) + \ldots, \\
\int dp^- H_A^\alpha(p,l_1,l_2) = \frac{1}{p^+} \hat{x}_1 \hat{x}_2 H_A^\alpha(\hat{x}_1,\hat{x}_2,p^+,p_T) + \ldots,
\]

where we have introduced the plus-momentum fractions

\[
\hat{x} = p^+/l^+ , \quad \hat{x}_1 = p^+/l_1^+, \quad \hat{x}_2 = p^+/l_2^+
\]

and chosen prefactors such that \( H_2, H_3, H_A^\alpha \) are invariant under longitudinal boosts, i.e. under the rescaling (2.5) of \( n_\pm \) and the corresponding change of plus- and minus components. The convolution (5.29) now takes the form

\[
\Phi(x,p_T) = \int d\hat{x} H_2(\hat{x},p_+^+,p_T) \int dl^- d^2l_T \Phi(l) + \int d\hat{x} H_3^\alpha(\hat{x},p_+^+,p_T) \int dl^- d^2l_T l_{1T}^\alpha \Phi(l) \\
+ p^+ \int d\hat{x}_1 d\hat{x}_2 H_A^\alpha(\hat{x}_1,\hat{x}_2,p^+,p_T) \int dl_1^- dl_2^- d^2l_{1T} d^2l_{2T} \Phi_A^\alpha(l_1,l_2) \\
+ \{ \text{terms with two- and three-gluon correlators} \} + \ldots
\]

In the first two terms we recognize the collinear quark-quark correlators from (5.12) and (5.18),

\[
\Phi(y) = \int dl^- d^2l_T \Phi(l), \quad \Phi_0^\alpha(y) = \int dl^- d^2l_T l_T^\alpha \Phi(l)
\]

with \( y = t^+/P^+ \), whereas the third term involves a collinear quark-gluon-quark correlation function

\[
\Phi_A^\alpha(y_1,y_2) = \int dl_1^- dl_2^- d^2l_{1T} d^2l_{2T} \Phi_A^\alpha(l_1,l_2)
\]

with \( y_1 = t_1^+/P^+ \) and \( y_2 = t_2^+/P^+ \). In order for these correlators to be gauge invariant one must reshuﬄe certain pieces among the different terms in (5.33), as shown for instance in [47]. On the r.h.s. of (5.34) and (5.35) this implies subtraction of terms with the gluon potential \( A^\alpha \) at light-cone inﬁnity, which we have not displayed. One also ﬁnds that taking the gauge link \( U^\pm \) in \( \Phi^{[\pm]}(x,p_T) \) leads to the corresponding path-dependent correlators \( \Phi_0^{[\pm]}(y) \) and

\[
\Phi_A^{[\pm]}(y_1,y_2) = \frac{1}{iP^+} \frac{\Phi_0^{[\pm]}(y_1,y_2)}{y_1 - y_2 \pm i\epsilon}
\]
The kernels carry four Dirac indices, so that (5.39) explicitly reads
\[
\phi_{ij}(y_1, y_2) = \int \frac{d\xi^-_1}{2\pi} \frac{d\xi^-_2}{2\pi} e^{i(\ell_1 \cdot \xi_1 + \ell_2 \cdot \xi_2)} 
\times \langle \mathcal{P} | \psi_1(0) \mathcal{U}^{-\alpha}_0(\xi_2) \mathcal{U}^{\alpha}_0(\xi_1) \psi_1(\xi_1) | \mathcal{P} \rangle 
\left| _{\xi_1^+ = 0, \xi_1^-, \xi_2^-, \xi_2^+ = 0} \right. (5.37)
\]
does not carry a superscript [±] because, like \( \Phi(y) \), it involves only Wilson lines of finite length along \( n_+ \). We now decompose the correlation functions into terms of definite twist,
\[
\Phi(y) = \Phi_2(y) + \frac{M}{P^+} \Phi_3(y) + \ldots, \quad \Phi^0_\delta(y) = M \Phi_\delta^0(y) + \ldots, \quad \Phi_\delta^0(y_1, y_2) = \frac{M}{P^+} \Phi_{\delta, A}^0(y_1, y_2) + \ldots, \quad (5.38)
\]
where the prefactors are chosen such that \( \Phi_2, \Phi_3 \) and \( \Phi_{\delta, A} \) are dimensionless and independent of \( P^+ \). Under a longitudinal boost \( \Phi_3 \) is invariant, whereas the other correlators transform like \( n_+ \). Dimensional counting readily gives \( H_2 \sim 1/p^2 \) and \( H_3, H_{A, A} \sim 1/p^3 \).

Using \( p^+ = x P^+ \) and (5.32) we can then rewrite (5.33) as
\[
\Phi(x, p_T) = \int \frac{d\hat{x}}{x} H_2(\hat{x}, p^+, p_T) \Phi_2 \left( \frac{x}{\hat{x}} \right) 
+ M \left\{ \int \frac{d\hat{x}}{x} H_2(\hat{x}, p^+, p_T) x \Phi_3 \left( \frac{x}{\hat{x}} \right) + \int \frac{d\hat{x}}{x} H_3(\hat{x}, p^+, p_T) \Phi_{\delta, A} \left( \frac{x}{\hat{x}} \right) \right. 
+ \int \frac{d\hat{x}_1}{x_1} \frac{d\hat{x}_2}{x_2} H_{A, A} \left( \hat{x}_1, \hat{x}_2, p^+, p_T \right) x \Phi_{A, A} \left( \frac{x}{\hat{x}_1}, \frac{x}{\hat{x}_2} \right) 
\left. \right\} + \{ \text{terms with two- and three-gluon correlators} \} + \mathcal{O}(1/p^4), \quad (5.39)
\]
where the first term is of order \( 1/p^2 \) and the terms with prefactor \( M \) are of order \( 1/p^3 \).

To obtain the high-\( p_T \) behavior of the individual distribution functions parameterizing \( \Phi(x, p_T) \), we need to analyze the dependence of the hard-scattering kernels on \( p^+ \) and \( p_T \).

The kernels carry four Dirac indices, so that (5.39) explicitly reads
\[
\Phi_{ij}(x, p_T) = \int \frac{dx}{x} H_2,ijkl(\hat{x}, p^+, p_T) \Phi_{2,kl} \left( \frac{x}{\hat{x}} \right) + \ldots, \quad (5.40)
\]
and similarly for the terms of order \( 1/p^3 \). We can decompose \( H_2 \) as
\[
H_2(\hat{x}, p^+, p_T) = \frac{1}{p_T^3} \left[ \sum_{mn} \Gamma_m \otimes \Gamma_n t_{mn}(\hat{x}, p^+, p_T) + \sum_{\mu} \Gamma_{m, \mu} \otimes \Gamma_{n, \mu} t_{m, \mu}^{\mu}(\hat{x}, p^+, p_T) 
+ \sigma_{\lambda \mu} \sigma_{\nu \rho} \lambda^{\mu \rho}(\hat{x}, p^+, p_T) \right] (5.41)
\]
with \( \Gamma_m \in \{1, \gamma_5 \} \) and \( \Gamma_{m, \mu} \in \{\gamma_\mu, \gamma_\mu \gamma_5 \} \), where the first matrix in the tensor products carries Dirac indices \( i k \) and the second one indices \( j l \). Only an even number of \( \gamma \) matrices appears in this decomposition, i.e., no structures like \( \Gamma_{m, \mu} \otimes \Gamma_{n} \) or \( \Gamma_{m, \lambda} \otimes \Gamma_{n, \mu} \), which
reflects that chirality is conserved in the hard scattering kernel. The scalars $t_{mn}$ and the tensors $t^{\mu\nu}_{mn}$, $t^{\mu\nu\rho}$ are dimensionless and invariant under longitudinal boosts, and therefore they can be constructed from $g_{\mu\nu}$, $\epsilon_{\mu\nu\rho}$, and the vectors

$$\frac{p_T^\mu}{|p_T|}, \quad \frac{p_T^{\mu\nu}}{|p_T|}, \quad \frac{|p_T|n_T^{\mu}}{p_T^\nu}.$$  \hfill (5.42)

Since the tensors have an even number of indices, the factors $|p_T|$ combine such that $H_2(\hat{x}, p^+, p_T)$ depends only on integer powers of $1/p_T^2$. The same is readily shown for the kernels $H_4^{a}(\hat{x}, p^+, p_T)$ and $H_4^{a,3}(\hat{x}_1, \hat{x}_2, p^+, p_T)$, which go like $1/p^3$ instead of $1/p^2$ but involve one more Lorentz index in the analog of the decomposition (5.41). Analogous arguments can be given for the kernels connected with two- or three-gluon correlation functions at the bottom of the graphs (which have two instead of four Dirac indices and two additional Lorentz indices for the exchanged gluons) and for the kernels that appear when $\Phi(x, p_T)$ is evaluated to order $1/p^4$ or higher.

The upshot of this argument is that the distributions parameterizing the correlator $\Phi(x, p_T)$ behave like integer powers of $1/p_T^2$ for $p_T^2 \gg M^2$. Together with the constraints from dimensional counting and Lorentz invariance, this allows us to determine the leading power behavior of each distribution. Matching the dependence on $p^+$, we find for instance that terms on the r.h.s. of (5.39) contribute to the twist-two and twist-three parts of $\Phi(x, p_T) = \Phi_2(x, p_T) + (M/P^+) \Phi_3(x, p_T) + \ldots$ as

$$\frac{1}{p_T^2} \rightarrow \Phi_2(x, p_T), \quad \frac{p_T^2}{p^+ p_T^2} \rightarrow x \Phi_3(x, p_T), \quad \frac{M}{p^+ p_T^2} \rightarrow x \Phi_3(x, p_T), \quad \frac{M p_T^2}{p_T^4} \rightarrow \Phi_2(x, p_T),$$  \hfill (5.43)

where we have used that $1/P^+ = x/p^+$. Comparing with the parameterization (5.4) of $\Phi(x, p_T)$ we see e.g. that $f_T(x, p_T^2)$ and $g_{1T}(x, p_T^2)$ decrease as $M^2/p_T^4$. If there had been terms going like $p_T^2/|p_T|^3$ on the r.h.s. of (5.39), they would instead decrease as $M/|p_T|^3$.

A number of selection rules specify which collinear distributions can contribute to the high-$p_T$ behavior of a given $p_T$-dependent distribution. Clearly, the dependence on the target polarization must match. Because the hard scattering conserves chirality, the chirality of distributions must match as well. Finally, we recall that the correlator $\Phi(x, p_T)$ depends on the gauge link and contains terms which are even or odd under the exchange $\Phi^{[+]}(x, p_T) \leftrightarrow \Phi^{[-]}(x, p_T)$. The $T$-odd terms in $\Phi_2^{[+]}(y)$ and $\Phi_3^{[+]}(y_1, y_2)$ thus contribute to the $T$-odd distributions in $\Phi^{[\pm]}(x, p_T)$, and vice versa. The collinear correlator $\Phi(y)$ only contains $T$-even terms, but it can contribute to $T$-odd distributions in $\Phi^{[\pm]}(x, p_T)$ through graphs with absorptive parts in the hard-scattering subprocess, starting at order $\alpha_s^2$. An example is shown in Fig. 4. Graphs involving the quark-gluon-quark correlator (such as the one in Fig. 3b) have absorptive parts already at order $\alpha_s$, which provides further contributions to the $T$-odd part of $\Phi^{[\pm]}(x, p_T)$.

With the time reversal properties given in table 1, we find that at order $\alpha_s$ collinear functions denoted by letters $f$, $g$, $e$, $h$ can only contribute to the high-$p_T$ behavior of
Figure 4: Example of a diagram at order $\alpha_s^2$, whose absorptive part gives rise to $T$-odd terms in the quark-quark correlator. The double line denotes an eikonal line originating from the gauge link in $\Phi(x,p_T)$, as specified in appendix A.

Distributions denoted by the same letter. Putting everything together we find

$$
\begin{align*}
    f_1 &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[f_1], \\
g_{1L} &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[g_1], \\
h_1 &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[h_1], \\
x f_1^\perp &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[f_1], \\
x g_{1L}^\perp &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[g_1], \\
x h_1^\perp &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[h_1], \\
xf_T &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[f_T], \\
g_T^g &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[g_T], \\
h_T^g &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[h_T], \\
xh_T^L &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[h_T], \\
xh_T^R &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[h_T], \\
x e_L &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[e_L], \\
x e_R &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[e_R], \\
xf_T &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[f_T], \\
g_T^g &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[g_T], \\
h_T^g &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[h_T], \\
xh_T^L &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[h_T], \\
xh_T^R &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[h_T], \\
x e_L &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[e_L], \\
x e_R &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[e_R],
\end{align*}
$$

(5.44)

from the $1/p^2$ part of $\Phi(x,p_T)$, and

$$
\begin{align*}
    f_{1T}^\perp &\sim \frac{M^2}{p_T^2} \alpha_s \mathcal{F}[f_{1T}^\perp], \\
g_{1T}^g &\sim \frac{M^2}{p_T^2} \alpha_s \mathcal{F}[g_{1T}^g], \\
h_{1T}^g &\sim \frac{M^2}{p_T^2} \alpha_s \mathcal{F}[h_{1T}^g], \\
x f_{1T}^\perp &\sim \frac{M^2}{p_T^2} \alpha_s \mathcal{F}[f_{1T}^\perp], \\
x g_{1T}^g &\sim \frac{M^2}{p_T^2} \alpha_s \mathcal{F}[g_{1T}^g], \\
x h_{1T}^g &\sim \frac{M^2}{p_T^2} \alpha_s \mathcal{F}[h_{1T}^g], \\
x f_T^L &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[f_T^L], \\
x g_T^L &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[g_T^L], \\
x h_T^L &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[h_T^L], \\
x e_L &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[e_L], \\
x e_R &\sim \frac{1}{p_T^2} \alpha_s \mathcal{F}[e_R],
\end{align*}
$$

(5.45)

from the $1/p^3$ part of $\Phi(x,p_T)$. The distributions on the l.h.s. depend on $x$ and $p_T$, and on the right-hand side we have convolutions of the form

$$
\mathcal{F}[f] = K_q \otimes f^q + K_g \otimes f^g,
$$

(5.46)

where $a$ is the quark or antiquark flavor of the $p_T$-dependent functions on the l.h.s. of (5.44) or (5.45). We note that at higher orders in $\alpha_s$ one has instead a sum over all quark and antiquark flavors, as in (3.8). The contribution from gluon distributions in (5.46) is absent for chiral-odd distributions. The kernels $K_q$ and $K_g$ are of course not the same for the different functions in (5.44) and (5.45), and we use $\mathcal{F}$ in a generic sense. We have explicitly
calculated the hard-scattering kernels $H_2$ and $H_3$ defined by (5.30) and verified that they give nonzero contributions for the functions given as arguments of $F$ in (5.44) and (5.45). By ... we have denoted contributions from three-parton correlation functions. We have not listed the twist-three distributions parameterizing $\Phi_3(x)$ as arguments of $F$, because they can (up to quark mass suppressed terms) be related to the functions in $\Phi_{A,3}(x)$ and to quark-gluon-quark correlation functions, as we remarked after Eq. (5.20). An exception is $e(x)$, which has no counterpart in $\Phi_{A,3}(x)$. Furthermore, there is no distribution in $\Phi_2$ or $\Phi_{A,3}$ that is multiplied by $S_L$ and both $T$-odd and chiral-odd. At order $\alpha_s$ and $1/p^3$ the high-$p_T$ behavior of $e_L(x, p_T^2)$ can hence only be generated from the $\Phi_{A,3}$ term in $\Phi(x, p_T)$.

The relations in (5.44) only involve collinear functions of twist two and those in (5.45) only collinear functions of twist three, corresponding to the respective order in the $1/p$ expansion of the correlation function $\Phi(x, p_T)$. On the other hand, there are $p_T$-dependent functions of twist two and twist three in both (5.44) and (5.45). In other words, the twist of the collinear distributions and the $p_T$-dependent distributions in the high-$p_T$ limit need not be the same.

By power counting, the $p_T$-dependent distributions $f_L^\perp, g^\perp, e_T, e_T^\perp$ can receive a contribution from the $1/p^2$ part of $\Phi(x, p_T)$, but explicit calculation at order $\alpha_s$ gives a zero result. This readily follows from our discussion above (5.44) because these distributions are $T$-odd. Their high-$p_T$ behavior therefore starts at order $\alpha_s^2/p^2$ and reads

$$
xf_L^\perp \sim \frac{1}{p_T^2} \alpha_s^2 F[1], \quad xg^\perp \sim \frac{1}{p_T^2} \alpha_s^2 F[1],
$$

$$
xe_T \sim \frac{1}{p_T^2} \alpha_s^2 F[1], \quad xe_T^\perp \sim \frac{1}{p_T^2} \alpha_s^2 F[1]. \quad (5.47)
$$

There will also be contributions to these functions from $\Phi(x, p_T)$ order $\alpha_s^2/p^4$, where the necessary $T$-odd effects can come from lowest-order graphs with three- or four-parton correlation functions. Explicit calculation also reveals that neither $h_{1T}^\perp(x, p_T)$ nor the combination $h_T(x, p_T) + h_T^\perp(x, p_T)$ receives contributions at order $\alpha_s$ and $1/p^2$, although this would be allowed by power counting. We shall not investigate the reason of this here, and simply write

$$
h_{1T}^\perp \sim \frac{M^2}{p_T^4} \alpha_s^2 F[1], \quad xh_T + xh_T^\perp \sim \frac{1}{p_T^2} \alpha_s^2 F[1]. \quad (5.48)
$$

We caution that without a full calculation of the graphs with multi-parton correlators we cannot exclude that the contributions to the distributions given in (5.45) vanish when all terms are added up. A corresponding caveat applies to the $\alpha_s^2$ contributions in (5.47) and (5.48). For $\Phi(x, p_T)$ at order $\alpha_s$ and $1/p^2$ we give complete and explicit results in section 8. As for the $1/p^3$ part of $\Phi(x, p_T)$, the explicit calculation in [6,8] gives $f_{1T}^\perp(x, p_T^2) \sim (M^2/p_T^4) \alpha_s F[G_F, \tilde{G}_F]$, where $F$ now denotes two-variable convolutions of the form

$$
\int \frac{d\hat{x}_1}{\hat{x}_1} \frac{d\hat{x}_2}{\hat{x}_2} K(\hat{x}_1, \hat{x}_2) G_F\left(\frac{x}{\hat{x}_1}, \frac{x}{\hat{x}_2}\right). \quad (5.49)
$$
Given that $f_{1T}^{(1)}(x) = \pi \frac{z}{T} G_F(x, x)$, the structure of our result for $f_{1T}^{(1)}(x, p_T^2)$ in (5.45) is hence consistent with the full calculation.\footnote{The relation between $f_{1T}^{(1)}(x)$ and $G_F$ can be obtained by combining (5.19) in the present work with Eq. (2) in [40] and Eqs. (29), (40) in [47]. Corresponding relations using different parameterizations have been given in [56] and [5].}

At this point we briefly return to the question of ultraviolet divergences in collinear correlation functions, which we mentioned after (5.12). With the high-$p_T$ behavior given in (5.44) and (5.45) one explicitly sees that the integral $\int d^2 p_T \Phi(x, p_T)$ diverges logarithmically at high $p_T$, both for the twist-two and the twist-three part of $\Phi(x, p_T)$. The corresponding ultraviolet subtractions in the collinear correlator $\Phi(x)$ result in a logarithmic dependence on the subtraction scale $\mu$ for all distributions in (5.13). This dependence is described by DGLAP equations, whose evolution kernels are closely related to the kernels appearing in the convolutions of (5.44) and (5.45). With (5.45) one also finds that the integral $\int d^2 p_T \Phi(r, p_T)$ diverges logarithmically. This leads to DGLAP equations for the $p_T^2$-moments of twist-two distributions in the parameterization (5.19) of $\Phi(x)$, which have been investigated in [57]. In contrast, the integral $\int d^2 p_T \Phi_2(x, p_T)$ diverges quadratically in $p_T$ according to (5.44) and (5.47). In a proper definition for $p_T^2$-moments of twist-three distributions, such as $f_{1T}^{(1)}(x)$ or $g_{1T}^{(1)}(x)$, one would hence have to deal with power-like divergences.

In the dimensional analysis following (5.42) we have ignored that the hard-scattering kernels also depend on the regularization parameter $\zeta$, which is Lorentz invariant and has mass dimension two. In applications of low-$q_T$ factorization one needs $\zeta$ comparable to the large scale, as already mentioned in section 3.1, so that we can restrict our attention to $\zeta \approx p_T^2$. Terms in the hard-scattering kernels going with a positive power of $p_T^2/\zeta$ are then negligible. In contrast, terms with a positive power of $\zeta/p_T^2$ would lead to a faster $p_T^2$ falloff than derived in this section. They would correspond to power-like rapidity divergences in $\Phi(x, p_T)$. In the explicit calculations at order $1/p^2$ in section 8 we will not encounter such terms, obtaining only a modification of the power-laws in (5.44) by logarithms $\ln(\zeta/p_T^2)$. A corresponding statement holds for the calculation of $f_{1T}^{(1)}(x, p_T^2)$ in [6,8].

The high-$k_T$ behavior of the fragmentation correlator $\Delta(z, k_T)$ can be obtained in full analogy to the case of $\Phi(x, p_T)$. One can readily obtain results by crossing the hard-scattering graphs calculated for the distribution functions, replacing $x \to 1/z$ and $p_T \to k_T$.

This gives

$$
D_1 \sim \frac{1}{k_T^2} \alpha_s F[D_1], \quad \frac{D}{z} \sim \frac{1}{k_T^2} \alpha_s F[D_1],
$$

$$
H_1 \sim \frac{M^2}{k_T^2} \alpha_s F[H_1^{(1)}, \ldots], \quad G \sim \frac{1}{k_T^2} \alpha_s F[D_1],
$$

$$
\frac{H}{z} \sim \frac{1}{k_T^2} \alpha_s F[H_1^{(1)}, \ldots], \quad E \sim \frac{1}{k_T^2} \alpha_s F\left[\frac{E}{z}, \ldots\right].
$$

(5.50)

Compared with their analogs (5.46), the convolutions

$$
F[D] = \frac{1}{z^2} \left[ D^a \otimes K_q + D^q \otimes K_g \right]
$$

(5.51)
have an additional factor 1/\(z^2\), which reflects the corresponding factor in (5.21).

5.4 Results for structure functions

Let us begin this section by recalling the expressions for SIDIS structure functions at low \(q_T\) in terms of transverse-momentum-dependent distribution and fragmentation functions. Extending earlier work in [34, 45], the study [19] has given a complete set of results at leading and first subleading order in 1/\(Q\), i.e., at twist-two and twist-three accuracy. A detailed investigation of color gauge invariance and the appropriate choice of gauge links has been given in [47]. The calculations just quoted take into account tree-level graphs, where gluons are restricted to be collinear to the target or to the observed hadron \(h\) and only appear when they are attached to the distribution or fragmentation correlators (see Fig. 2 in [19]).

For a compact presentation of the results, we introduce the unit vector \(\hat{h} = -q_T/|q_T|\) and the transverse-momentum convolution

\[
C[w f D] = \sum_a x e_a^2 \int d^2 p_T d^2 k_T \delta^{(2)}(p_T - k_T + q_T) w(p_T, k_T) f^a(x, p_T^2) D^a(z, k_T^2),
\]

(5.52)

where \(w(p_T, k_T)\) is an arbitrary function and the sum runs over quarks and antiquarks. The results for the structure functions appearing in (2.3) then read [19]

\[
F_{UU,T} = C[f_1 D_1],
\]

(5.53)

\[
F_{UU,L} = 0 \left(\frac{M^2}{Q^2}, \frac{q_T^2}{Q^2}\right),
\]

(5.54)

\[
F_{UU}^{\cos \phi_h} = \frac{2M}{Q} C \left[ \frac{\hat{h} \cdot k_T}{M_h} \left( x h H_1^+ + \frac{M_h}{M} f_1 \frac{\bar{D}_T}{z} \right) + \frac{\hat{h} \cdot p_T}{M} \left( x f_T^+ D_1 + \frac{M_h}{M} h_1^+ \frac{\bar{H}}{z} \right) \right],
\]

(5.55)

\[
F_{UU}^{\sin \phi_h} = \frac{2M}{Q} C \left[ -\frac{2(\hat{h} \cdot k_T)(\hat{h} \cdot p_T) - k_T \cdot p_T}{M M_h} h_1^+ H_1^+ \right],
\]

(5.56)

\[
F_{UL}^{\cos \phi_h} = \frac{2M}{Q} C \left[ -\frac{\hat{h} \cdot k_T}{M_h} \left( x e H_1^+ + \frac{M_h}{M} g_1 \frac{\bar{G}_T}{z} \right) + \frac{\hat{h} \cdot p_T}{M} \left( x g_T^+ D_1 + \frac{M_h}{M} h_1^+ \frac{\bar{E}}{z} \right) \right],
\]

(5.57)

\[
F_{UL}^{\sin \phi_h} = \frac{2M}{Q} C \left[ -\frac{\hat{h} \cdot k_T}{M_h} \left( x h L H_1^+ + \frac{M_h}{M} g_1 \frac{\bar{G}_T}{z} \right) + \frac{\hat{h} \cdot p_T}{M} \left( x g_L^+ D_1 - \frac{M_h}{M} h_1^+ \frac{\bar{H}}{z} \right) \right],
\]

(5.58)

\[
F_{LL} = C[g_{1L} D_1],
\]

(5.59)

\[
F_{LL}^{\cos \phi_h} = \frac{2M}{Q} C \left[ \frac{\hat{h} \cdot k_T}{M_h} \left( x e L H_1^+ - \frac{M_h}{M} g_1 \frac{\bar{D}_T}{z} \right) - \frac{\hat{h} \cdot p_T}{M} \left( x g_L^+ D_1 + \frac{M_h}{M} h_1^+ \frac{\bar{E}}{z} \right) \right],
\]

(5.60)

\[
F_{LL}^{\sin \phi_h} = \frac{2M}{Q} C \left[ \frac{\hat{h} \cdot k_T}{M_h} \left( x h L H_1^+ + \frac{M_h}{M} g_1 \frac{\bar{G}_T}{z} \right) - \frac{\hat{h} \cdot p_T}{M} \left( x g_L^+ D_1 - \frac{M_h}{M} h_1^+ \frac{\bar{H}}{z} \right) \right].
\]

(5.61)
\begin{align}
F^{\sin(\phi_h-\phi_S)}_{U^2T^1} &= \mathcal{C} \left[ \frac{\hat{h} \cdot p_T}{M} f^\perp_{1T} D_1 \right], \quad (5.62) \\
F^{\sin(\phi_h-\phi_S)}_{U^1T^2} &= \mathcal{O} \left( \frac{M^2}{Q^2} \frac{q_T^2}{Q^2} \right), \quad (5.63) \\
F^{\sin(\phi_h+\phi_S)}_{U^1T^2} &= \mathcal{C} \left[ -\frac{\hat{h} \cdot k_T}{M_h} h^\perp_1 H^\perp_1 \right], \quad (5.64) \\
F^{\sin(3\phi_h-\phi_S)}_{U^1T^2} &= \mathcal{C} \left[ \frac{1}{2M^2 M_h} \left( \frac{2 (\hat{h} \cdot p_T) (p_T \cdot k_T) + p_T^2 (\hat{h} \cdot k_T) - 4 (\hat{h} \cdot p_T)^2 (\hat{h} \cdot k_T) h^\perp_1 H^\perp_1}{M^2} \right) \right], \quad (5.65) \\
F^{\sin(\phi_h)}_{U^1T^2} &= \mathcal{C} \left\{ \left( x f^\perp_{1T} D_1 - \frac{M_h}{M} h^\perp_1 \frac{\tilde{E}}{z} \right) \\
&\quad - \frac{k_T \cdot p_T}{2M M_h} \left[ \left( x h^\perp_1 + \frac{M_h}{M} g_{1T} \frac{\tilde{G}^\perp}{z} \right) - \left( x h^\perp_1 - \frac{M_h}{M} f^\perp_{1T} \frac{\tilde{D}^\perp}{z} \right) \right] \right\}, \quad (5.66) \\
F^{\sin(2\phi_h-\phi_S)}_{U^1T^2} &= \mathcal{C} \left\{ \frac{2 (\hat{h} \cdot p_T)^2 - p_T^2}{2M^2} \left( x f^\perp_{1T} D_1 - \frac{M_h}{M} h^\perp_1 \frac{\tilde{E}}{z} \right) \\
&\quad - \frac{2 (\hat{h} \cdot k_T) (\hat{h} \cdot p_T) - k_T \cdot p_T}{2M M_h} \left[ \left( x h^\perp_1 + \frac{M_h}{M} g_{1T} \frac{\tilde{G}^\perp}{z} \right) \right. \\
&\quad \left. + \left( x h^\perp_1 - \frac{M_h}{M} f^\perp_{1T} \frac{\tilde{D}^\perp}{z} \right) \right] \right\}, \quad (5.67) \\
F^{\cos(\phi_h-\phi_S)}_{L^1T^2} &= \mathcal{C} \left[ \frac{\hat{h} \cdot p_T}{M} g_{1T} D_1 \right], \quad (5.68) \\
F^{\cos(\phi_h)}_{L^1T^2} &= \mathcal{C} \left\{ \left( x g_{1T} D_1 + \frac{M_h}{M} h^\perp_1 \frac{\tilde{E}}{z} \right) + \left( x \tilde{E} \right) \right\}, \quad (5.69) \\
F^{\cos(2\phi_h-\phi_S)}_{L^1T^2} &= \mathcal{C} \left\{ \frac{2 (\hat{h} \cdot p_T)^2 - p_T^2}{2M^2} \left( x g_{1T} D_1 + \frac{M_h}{M} h^\perp_1 \frac{\tilde{E}}{z} \right) \\
&\quad + \frac{2 (\hat{h} \cdot k_T) (\hat{h} \cdot p_T) - k_T \cdot p_T}{2M M_h} \left[ \left( x g_{1T} \frac{\tilde{G}^\perp}{z} \right) \right. \\
&\quad \left. - \left( x \tilde{E} + \frac{M_h}{M} f^\perp_{1T} \frac{\tilde{D}^\perp}{z} \right) \right] \right\}, \quad (5.70)
\end{align}

In the entries for \( F_{UU,L} \) and \( F^{\sin(\phi_h-\phi_S)}_{U^1T^2} \) we have indicated that these structure functions come out to be zero when the calculation includes only terms up to order \( 1/Q \). The fragmentation functions with a tilde are given by

\begin{align}
\frac{\tilde{D}^\perp}{z} &= \frac{D^\perp}{z} - D_1, \quad (5.71) \\
\frac{\tilde{G}^\perp}{z} &= \frac{G^\perp}{z} - \frac{m}{M_h} H^\perp_1, \quad (5.72) \\
\frac{\tilde{E}}{z} &= \frac{E}{z} - \frac{m}{M_h} D_1. \quad (5.73)
\end{align}
Using (5.50) and neglecting the small contributions proportional to the quark mass $m$, we readily see that the behavior for $k_T \gg M$ is the same for corresponding functions with and without a tilde.

The tree-level calculations in [19,45,47] do not take into account soft gluon exchange or virtual corrections involving hard loops, so that the soft and hard factors we encountered in (3.3) and (3.22) do not appear in the convolution (5.52). Detailed investigations of factorization for SIDIS with measured $q_T$ have recently been given in [22,32] and [23,50], extending the seminal work of Collins and Soper [20]. The factorization formulae discussed in these papers have the form (3.22) and are valid at all orders in $\alpha_s$ but restricted to the leading order in $1/q = 1/Q$. Although a number of subtle issues remain to be fully clarified [23], we will use (3.22) in the following. Since we aim at deriving expressions at lowest nonvanishing order in $\alpha_s$, we can neglect the hard factor $|H|^2 = 1 + O(\alpha_s)$. The convolution in (5.52) should then be extended to

$$C[w fD] = \sum_a x e_a^2 \int d^2 p_T d^2 k_T d^2 l_T \delta^{(2)}(p_T - k_T + l_T + q_T) \times w(p_T, k_T) f^a(x, p_T^2) D^a(z, k_T^2) U(l_T^2).$$

(5.75)

At high transverse momentum $l_T \gg M$ the soft factor behaves as $U(l_T^2) \sim \alpha_s/l_T^2$, with a coefficient we shall give in (8.51) below. Our normalization convention is

$$\int d^2 l_T U(l_T^2) = 1 + O(\alpha_s),$$

(5.76)

where it is understood that the integral must be suitably regularized at large $l_T$.

Whether Collins-Soper factorization can be extended to structure functions that are of order $1/Q$ is not known (notice that also the study of color gauge invariance in [47] was limited to $q_T$-integrated observables in this case). In the following we adopt the working hypothesis that the twist-two factorization formula can simply be taken over at twist-three accuracy, using the convolution (5.75) also for evaluating the high-$q_T$ behavior of the $1/Q$ suppressed structure functions in (5.53) to (5.70). We will return to this point at the end of section 8.3.

We now show how to calculate the high-$q_T$ behavior of the convolution (5.75). At order $\alpha_s$, only one of the factors $f(x, p_T^2)$, $D(z, k_T^2)$, $U(l_T^2)$ can be taken at high transverse momentum. Let us first consider the simple case where $w(p_T, k_T) = 1$. In the region where $p_T$ is large, we use the $\delta$ function in (5.75) to perform the $p_T$ integral and approximate $p_T = k_T - l_T - q_T \approx -q_T$ in $f(x, p_T^2)$. The remaining integrals over $k_T$ and $l_T$ can then be carried out independently. According to (5.21) and our discussion after (5.16), the integral over $k_T$ gives a collinear fragmentation function, up to $\alpha_s$-corrections that can be neglected to our accuracy. Likewise, the integral over $l_T$ gives unity up to $\alpha_s$-corrections according to (5.76). Since we are considering the region where $k_T$ and $l_T$ are small compared with $q_T$ the integrals over these momenta should be suitably cut off, as is required for (5.21) and
Using the high-transverse-momentum behavior in (5.44) to (5.48) and (5.50), we obtain

$$\int d^2 p_T d^2 k_T d^2 l_T \delta^{(2)} (p_T - k_T + l_T + q_T) f(x, p_T^2) D(z, k_T^2) U(l_T^2)$$

$$\approx f(x, q_T^2) \frac{D(z)}{z^2} + f(x) D(z, q_T^2) + f(x) \frac{D(z)}{z^2} U(q_T^2). \quad (5.77)$$

For nontrivial functions $w(p_T, k_T)$ the calculation is slightly more involved. Instead of approximating e.g. $p_T = k_T - l_T - q_T \approx -q_T$, we need to Taylor expand the functions of $p_T$ around $-q_T$. We take as an example the convolution $C[(k_T \cdot p_T) h_1^+ H_1^+]$ appearing in $F_{UU}^{2\phi_h}$ and consider the region where $p_T$ is large. We perform the integral over $p_T$ using the $\delta$ function and obtain

$$\int d^2 k_T d^2 l_T H_1^+(z, k_T^2) U(l_T^2) (k_T^2 - k_T \cdot l_T - k_T \cdot q_T) h_1^+(x, (k_T - l_T - q_T)^2)$$

$$\approx \int d^2 k_T d^2 l_T H_1^+(z, k_T^2) U(l_T^2)$$

$$\times (k_T^2 - k_T \cdot l_T - k_T \cdot q_T) \left[ h_1^+(x, q_T^2) - 2(k_T \cdot q_T - l_T \cdot q_T) \frac{\partial}{\partial q_T^2} h_1^+(x, q_T^2) \right] + \ldots$$

$$\approx \int d^2 k_T H_1^+(z, k_T^2) \left[ k_T^2 h_1^+(x, q_T^2) + 2(k_T \cdot q_T)^2 \frac{\partial}{\partial q_T^2} h_1^+(x, q_T^2) \right] + \ldots$$

$$= 2M_\mu \frac{H_1^+(z)}{z^2} \left[ h_1^+(x, q_T^2) + q_T^2 \frac{\partial}{\partial q_T^2} h_1^+(x, q_T^2) \right] + \ldots \quad (5.78)$$

where both terms in square brackets behave as $1/q_T^4$. The $\ldots$ represent contributions from the regions where $k_T$ or $l_T$ is large, which are of the same order in $1/q_T^4$.

As we see in (5.47), (5.48), and (5.50), the leading power behavior of some distribution or fragmentation functions comes with a factor $\alpha_s^2$. At this order, one must also take into account regions of integration in (5.75) where two out of the three momenta $p_T, k_T, l_T$ are large, but it turns out that these do not contribute to the $\alpha_s^2$ terms given in the following. Using the high-transverse-momentum behavior in (5.44) to (5.48) and (5.50), we obtain

$$F_{UU, T} \sim \frac{1}{q_T^2} \alpha_s F[f_1 D_1], \quad (5.79)$$

$$F_{UU}^{\cos \phi_h} \sim \frac{1}{Q q_T} \alpha_s F[f_1 D_1], \quad (5.80)$$

$$F_{UU}^{\cos 2\phi_h} \sim \frac{M^2}{q_T^2} \alpha_s F[h_1^{(1)} H_1^{(1)}, \ldots], \quad (5.81)$$

$$F_{LU}^{\sin \phi_h} \sim \frac{1}{Q q_T} \alpha_s^2 F[f_1 D_1], \quad (5.82)$$

$$F_{UL}^{\sin \phi_h} \sim \frac{1}{Q q_T} \alpha_s^2 F[g_1 D_1], \quad (5.83)$$

$$F_{UL}^{\sin 2\phi_h} \sim \frac{M^2}{q_T^2} \alpha_s F[h_1^{(1)} H_1^{(1)}, \ldots], \quad (5.84)$$
Here either the parton distributions or the fragmentation functions are convoluted with kernels $K_i$ or $L_i$:

$$F[fD] = \frac{1}{z^2} \sum_{a,i} e_a^2 \left[ (K_i \otimes f^i)(x) D^a(z) + f^a(x) (D^i \otimes L_i)(z) \right],$$  \hspace{1cm} (5.95)$$

where the sum runs over quarks and antiquarks for $a$ and over quarks, antiquarks and gluons for $i$. As we will see in section 8, these kernels contain logarithms of $Q/q_T$. Their origin is the dependence of $f_1(x,p_T^2)$ or $D_1(z,k_T^2)$ on $\zeta$ or $\zeta_b$, which we tacitly omitted in (5.75). When resummed to all orders in $\alpha_s$ in the way we sketched in section 3, these logarithms can lead to a substantial modification of the power laws in (5.79) to (5.94). A numerical study of these effects on azimuthal asymmetries in Drell-Yan production has been performed in [58].

We note that for the $1/Q$ suppressed structure functions in (5.79) to (5.94), contributions from $U_2(z,p_T^2)$ taken at $l_T \approx -q_T$ are power suppressed or have the same power behavior as contributions where either $p_T \approx -q_T$ or $k_T \approx q_T$. For these structure functions, the power behavior at high $q_T$ hence remains the same if we simply ignore the soft factor and work with the tree-level convolution (5.52) instead of (5.75).

6. Comparing results at intermediate $q_T$

We can now compare the results for the region $M \ll q_T \ll Q$ obtained in the low-$q_T$ calculation of the previous section with those obtained in the high-$q_T$ calculation. As we
mentioned in section 4, not all structure functions have been calculated in the high-$q_T$
picture. For the cases where results are available, we find

$$F_{UU,T} \sim \frac{1}{q_T^2} \alpha_s \mathcal{F}[f_1 D_1],$$ (6.1)

$$F_{UU,L} \sim \frac{1}{Q^2} \alpha_s \mathcal{F}[f_1 D_1],$$ (6.2)

$$F_{UU}^{\cos \phi_h} \sim \frac{1}{Q q_T} \alpha_s \mathcal{F}[f_1 D_1],$$ (6.3)

$$F_{UU}^{\cos 2 \phi_h} \sim \frac{1}{Q^2} \alpha_s \mathcal{F}[f_1 D_1],$$ (6.4)

$$F_{LU}^{\sin \phi_S} \sim \frac{1}{q_T} \alpha_s \mathcal{F}[f_1 D_1],$$ (6.5)

$$F_{LL} \sim \frac{1}{q_T} \alpha_s \mathcal{F}[g_1 D_1],$$ (6.6)

$$F_{LL}^{\cos \phi_h} \sim \frac{1}{Q q_T} \alpha_s \mathcal{F}[g_1 D_1],$$ (6.7)

$$F_{LL}^{\sin(\phi_h - \phi_S)} \sim \frac{M}{q_T} \alpha_s \mathcal{F}[G_F D_1, \tilde{G}_F D_1],$$ (6.8)

$$F_{LU}^{\sin(\phi_h + \phi_S)} \sim \frac{M}{Q q_T} \alpha_s \mathcal{F}[G_F D_1],$$ (6.9)

$$F_{UT}^{\sin(\phi_h + \phi_S)} \sim \frac{M}{Q q_T} \alpha_s \mathcal{F}[h_1 \hat{E}_F],$$ (6.10)

$$F_{UT}^{\sin(3 \phi_h - \phi_S)} \sim \frac{M}{Q q_T} \alpha_s \mathcal{F}[G_F D_1, \tilde{G}_F D_1],$$ (6.11)

$$F_{UT}^{\sin(2 \phi_h - \phi_S)} \sim \frac{M}{Q q_T} \alpha_s \mathcal{F}[G_F D_1, \tilde{G}_F D_1].$$ (6.12)

The symbol $\mathcal{F}$ in (6.1) to (6.7) has the same meaning as in (5.95), whereas for the terms involving the three-parton correlation functions $G_F$ and $\tilde{G}_F$ we have

$$\mathcal{F}[GD] = \frac{1}{z^2} \sum_{a,i} c_a^2 \left[ (K_i \otimes G^i)(x) D^a(z) + G^a(x, x) (D^i \otimes L_i)(z) \right],$$ (6.14)

where the two-variable convolution $(K_i \otimes G^i)(x)$ is of the form (5.49). The terms involving the three-parton fragmentation function $\hat{E}_F$ in (6.10) and (6.12) are defined in analogy to (6.14).

The results in (6.1) to (6.4) and (6.6) to (6.7) are directly taken from our expressions (4.23) to (4.28), whereas the result for $F_{UT}^{\sin \phi_h}$ in (6.5) has been extracted from the calculation in [42]. The form of the $F_{UT}$ structure functions in (6.8) to (6.13) can be obtained by taking the limit $q_T \ll Q$ of the results of Eguchi et al. [40,41], with the caveats discussed in section 4. We note that the results of [40,41] also contain terms involving the product $h_1 \hat{E}_F$ in $F_{UT,T}^{\sin(\phi_h - \phi_S)}$, as well as terms involving $G_F D_1$ or $\tilde{G}_F D_1$ in $F_{UT}^{\sin(\phi_h + \phi_S)}$. However, these
contributions behave like $M/\langle Q^2 q_T \rangle$ for $q_T \ll Q$ and are thus power suppressed compared with the terms given in (6.8) and (6.10).

Let us first discuss the unpolarized structure functions. Comparing the high-$q_T$ results (6.1) to (6.4) with the low-$q_T$ results (5.79) to (5.81), we find that at intermediate $q_T$ the power behavior of both $F_{UU,T}$ and $F_{UU}^{\cos \phi_h}$ agrees in the two calculations. We shall see in section 8.3 that in the case of $F_{UU,T}$ this agreement extends to the explicit expression of the structure function at order $\alpha_s$. By contrast, the leading power behavior obtained for $F_{UU}^{\cos 2\phi_h}$ in the intermediate region is not the same in the low- and the high-$q_T$ calculations. In fact, the two results (6.4) and (5.81) describe two different physical mechanisms, since the low-$q_T$ calculation involves chiral-odd distribution and fragmentation functions, whereas the high-$q_T$ calculation involves chiral-even ones. Finally, the longitudinal structure function $F_{UU,L}$ only appears at order $1/\langle Q^2 \rangle$ in the low-$q_T$ calculation and is hence beyond the accuracy of the results given in section 5.4. We remark that it is far from clear whether small-$q_T$ factorization still holds at twist-four level, given that even the twist-three case is not fully understood.

At this point we wish to discuss the calculation of the unpolarized structure functions at low transverse momentum in the parton model [59], where intrinsic transverse momentum is included in distribution and fragmentation functions and the kinematics is taken such that the quarks in the parton-level subprocess $\gamma^* q \to q$ are on shell. Using Eqs. (4) and (32) of [59] and expanding in $1/\langle Q \rangle$, we obtain
\begin{equation}
F_{UU,T}^{\cos \phi_h} = -\frac{2M}{Q} \mathcal{C} \left[ \frac{\mathbf{h} \cdot \mathbf{p}_T}{M} f_1 D_1 \right],
\end{equation}
\begin{equation}
F_{UU}^{\cos 2\phi_h} = \frac{4M^2}{Q^2} \mathcal{C} \left[ \frac{2 (\mathbf{h} \cdot \mathbf{p}_T)^2 - \mathbf{p}_T^2}{2M^2} f_1 D_1 \right], \quad F_{UU,L} = \frac{4M^2}{Q^2} \mathcal{C} \left[ \frac{\mathbf{p}_T^2}{M^2} f_1 D_1 \right], \quad (6.15)
\end{equation}
with the tree-level convolution $\mathcal{C}$ defined in (5.52). The modulations in $\cos \phi_h$ and $\cos 2\phi_h$ obtained in this calculation are often referred to as Cahn effect [2, 3]. Taking the limit $q_T \gg M$ of the expressions in (6.15) we find the same power behavior as in the high-$q_T$ expressions (6.2) to (6.4). However, the high-$q_T$ behavior of (6.15) comes only from the high-$p_T$ tail of $f_1$ but not from the high-$k_T$ tail of $D_1$. It hence only involves terms of the form $(K_i \otimes f_1^i) D_1^i$, with the same kernels $K_i$ for $F_{UU}^{\cos \phi_h}$, $F_{UU}^{\cos 2\phi_h}$, and $F_{UU,L}$. This readily implies that at intermediate $q_T$ the parton-model results (6.15) do not match with the explicit results (4.24) to (4.26) of the high-$q_T$ calculation.

We remark that the high-$q_T$ limit of the full twist-three result (5.55) for $F_{UU}^{\cos \phi_h}$ comes from the chiral-even terms
\begin{equation}
-\frac{2M}{Q} \mathcal{C} \left[ \frac{\mathbf{h} \cdot \mathbf{k}_T}{M} f_1 \frac{\mathbf{D}^\perp}{z} + \frac{\mathbf{h} \cdot \mathbf{p}_T}{M} x f^\perp D_1 \right]. \quad (6.16)
\end{equation}
As observed in [19], this coincides with the parton model result (6.15) if one makes the Wandzura-Wilczek approximation, i.e., if one sets to zero the functions $\mathbf{D}^\perp = D^\perp - zD_1$ and $xf^\perp = xf^\perp - f_1$, which are related to quark-gluon-quark correlation functions by the equation of motion for the quark field. We will see in section 8 that for $q_T \gg M$ these
functions are in fact not negligible compared with $D_1$ and $f_1$, so that the approximations leading to (6.15) are not adequate in this limit. In a similar way, one may understand the parton model results for $F_{UU,L}$ and $F_{UU}^{\cos 2\phi_h}$ as part of the (unknown) complete twist-four expression in a low-$q_T$ calculation. They have the correct power behavior to match the results (4.24) and (4.26) of the high-$q_T$ calculation, but do not reproduce all terms in these results.

Turning now to polarized observables, we find that the structure functions $F_{LL}$ and $F_{LL}^{\cos \phi_h}$ have the same power behavior in the high- and low-$q_T$ calculations, as do their unpolarized counterparts $F_{UU,L}$ and $F_{UU}^{\cos \phi_h}$. As in the unpolarized case, we will see in section 8.3 that $F_{LL}$ matches exactly at order $\alpha_s$ in the two calculations. Our low-$q_T$ result (5.82) for the $T$-odd structure function $F_{LU}^{\sin \phi_S}$ has the correct structure to match the limit (6.5) of the calculation at high $q_T$ and order $\alpha_s^2$ in [42]. One may expect that our low-$q_T$ result (5.83) for $F_{UL}^{\sin \phi_S}$ would also match with a high-$q_T$ calculation at the same order, but were not aware of such a calculation in the literature.

For transverse polarization observables we compare Eqs. (6.8) to (6.13) with (5.87) to (5.91) and see that four out of six structure functions have a matching power behavior, namely $F_{UT,T}^{\sin (\phi_h - \phi_S)}$, $F_{UT}^{\sin (\phi_h + \phi_S)}$, $F_{UT}^{\sin \phi_S}$, and $F_{UT}^{\sin (2\phi_h - \phi_S)}$. The distribution and fragmentation functions appearing in the respective results are compatible as well, given that $f_{UT}^{\perp(1)}$ is related with $G_F$ and $H_L^{\perp(1)}$ with $\bar{E}_F$. As already mentioned in section 3.3, the explicit low- and high-$q_T$ calculations of $F_{UT,T}^{\sin (\phi_h - \phi_S)}$ in [7,8] found exact matching at order $\alpha_s$ for this observable. Looking at the remaining two $F_{UT}$ structure functions, we see that $F_{UT,L}^{\sin \alpha_S}$ is beyond the accuracy of the low-transverse-momentum results. This is just as for $F_{UU,L}$, which is the only other structure function in (2.3) that involves purely longitudinal polarization of the virtual photon [19]. The structure function $F_{UT}^{\sin (3\phi_h - \phi_S)}$ does not match in the low- and high-$q_T$ calculations. As in the case of $F_{UU}^{\cos 2\phi_h}$, the low-transverse-momentum result involves chiral-odd functions, whereas the high-transverse-momentum expression involves chiral-even ones. The low-$q_T$ result (5.89) for $F_{UT}^{\sin (3\phi_h - \phi_S)}$ can potentially match a high-transverse-momentum calculation at twist three and order $\alpha_s^2$, and the high-$q_T$ result (6.11) could match with a low-$q_T$ calculation at twist four. Both types of calculation are beyond the current state of the art.

To the best of our knowledge, $F_{LT}^{\cos (\phi_h - \phi_S)}$, $F_{LT}^{\cos \phi_S}$ and $F_{LT}^{\cos (2\phi_h - \phi_S)}$ have not been computed in the high-$q_T$ approach. From the overall factor $M$ in (5.92) to (5.94) we can only conclude that these low-$q_T$ results can potentially match with those of a high-$q_T$ calculation at twist-three accuracy.

In table 2 we collect the results for the leading power behavior of all structure functions we have discussed. We notice that for several observables the twist of the low-$q_T$ and the high-$q_T$ calculation is not the same, which is reminiscent of a similar observation we made for the high-$p_T$ behavior of distribution functions in section 5.3.

6.1 Interpolating from low to high $q_T$

Let us now see how one can practically proceed when the leading terms in the low- and high-$q_T$ descriptions of an observable do not match in the intermediate region. As an example we take the unpolarized structure function $F_{UU}^{\cos 2\phi_h}$. We denote its low-$q_T$ approximation
The specification of twist 4 for the observables in the intermediate region reflects that these observables are zero when calculated at twist-two and twist-three accuracy.

Given in (5.56) by $L_{UU}^{\cos 2\phi_h}$, and its high-$q_T$ approximation (4.26) by $H_{UU}^{\cos 2\phi_h}$. Since in the intermediate region the two expressions describe distinct contributions to the cross section, one may consider to use

$$F_{UU}^{\cos 2\phi_h} \approx L_{UU}^{\cos 2\phi_h} + H_{UU}^{\cos 2\phi_h}$$  \hspace{1cm} (6.17)

as an approximation for this observable. The quality of this approximation can be assessed from the power behavior of its terms in the different regions:

$$L_{UU}^{\cos 2\phi_h} \sim q_T^2/M^4 \quad \text{for} \quad q_T \lesssim M,$$  \hspace{1cm} (6.18)

$$L_{UU}^{\cos 2\phi_h} \sim M^2/q_T^4 \quad \text{for} \quad q_T \gg M,$$  \hspace{1cm} (6.19)

$$H_{UU}^{\cos 2\phi_h} \sim 1/q_T^2 \quad \text{for all} \quad q_T,$$  \hspace{1cm} (6.20)

where the behavior in (6.18) reflects that $L_{UU}^{\cos 2\phi_h}$ must vanish like $q_T^2$ for $q_T \to 0$ due to angular momentum conservation [39]. In the intermediate region $M \ll q_T \ll Q$ both terms

| observable | low-$q_T$ calculation | high-$q_T$ calculation | powers match |
|------------|-----------------------|------------------------|--------------|
| $F_{UU,T}$ | $2 \alpha_s 1/q_T^2$ | $2 \alpha_s 1/q_T^2$ | yes          |
| $F_{UU,L}$ | $4 $ | $2 \alpha_s 1/Q^2$ | no           |
| $F_{UU}^{\cos \phi_h}$ | $3 \alpha_s 1/(Q q_T)$ | $2 \alpha_s 1/(Q q_T)$ | yes          |
| $F_{UU}^{\cos 2\phi_h}$ | $2 \alpha_s 1/q_T^4$ | $2 \alpha_s 1/q_T^4$ | yes          |
| $F_{UU}^{\sin \phi_h}$ | $3 \alpha_s^2 1/(Q q_T)$ | $2 \alpha_s^2 1/(Q q_T)$ | yes          |
| $F_{UL}^{\cos \phi_h}$ | $3 \alpha_s^2 1/(Q q_T)$ | $2 \alpha_s^2 1/(Q q_T)$ | yes          |
| $F_{UL}^{\sin 2\phi_h}$ | $2 \alpha_s 1/q_T^4$ | $2 \alpha_s 1/q_T^4$ | yes          |
| $F_{LL}$ | $2 \alpha_s 1/q_T^2$ | $2 \alpha_s 1/q_T^2$ | yes          |
| $F_{LL}^{\cos \phi_h}$ | $3 \alpha_s 1/(Q q_T)$ | $2 \alpha_s 1/(Q q_T)$ | yes          |
| $F_{LL}^{\sin (\phi_h - \phi_S)}$ | $2 \alpha_s 1/(q_T^3)$ | $2 \alpha_s 1/(q_T^3)$ | yes          |
| $F_{LL}^{\sin (\phi_h - \phi_S)}$ | $3 \alpha_s 1/q_T^3$ | $3 \alpha_s 1/q_T^3$ | yes          |
| $F_{LL}^{\sin (\phi_h + \phi_S)}$ | $3 \alpha_s 1/q_T^3$ | $3 \alpha_s 1/q_T^3$ | yes          |
| $F_{TUT}^{\sin \phi_S}$ | $2 \alpha_s 1/(q_T^3)$ | $2 \alpha_s 1/(q_T^3)$ | yes          |
| $F_{TUT}^{\sin (\phi_h - \phi_S)}$ | $3 \alpha_s 1/(q_T^3)$ | $3 \alpha_s 1/(q_T^3)$ | yes          |
| $F_{TUT}^{\cos \phi_S}$ | $3 \alpha_s 1/(q_T^3)$ | $3 \alpha_s 1/(q_T^3)$ | yes          |
| $F_{TUT}^{\cos (\phi_h - \phi_S)}$ | $3 \alpha_s 1/(q_T^3)$ | $3 \alpha_s 1/(q_T^3)$ | yes          |
| $F_{TUT}^{\cos (\phi_h + \phi_S)}$ | $3 \alpha_s 1/(q_T^3)$ | $3 \alpha_s 1/(q_T^3)$ | yes          |
| $F_{TUT}^{\cos \phi_S}$ | $3 \alpha_s 1/(q_T^3)$ | $3 \alpha_s 1/(q_T^3)$ | yes          |

Table 2: Behavior of SIDIS structure functions in the intermediate region $M \ll q_T \ll Q$. Empty fields indicate that no calculation is available.


in (6.17) are required: together they give an approximation with relative corrections of order $M^2/q_T^2$ or $q_T^2/Q^2$. The relative weight of the two terms in this region is $L_{UU}^{\cos 2\phi_h}/H_{UU}^{\cos 2\phi_h} \sim M^2/q_T^2 \times Q^2/q_T^2$ and thus varies from values above to values below 1. As an aside, let us comment on the use of a transverse-momentum-dependence like $h^T(x,p_T^2) \propto \exp[-c p_T^2]$ and $H^T(z,k_T^2) \propto \exp[-C k_T^2]$, which is often taken in phenomenological analyses. Whereas at small transverse momentum a Gaussian behavior of distribution and fragmentation functions is found to give a good description of data in many situations, it misses the perturbative tails of these functions. As a result it does not give a good approximation of $F_{UU}^{\cos 2\phi_h}$ at intermediate $q_T$. For $M \ll q_T < \sqrt{MQ}$ the contribution (6.19) from the perturbative tails is actually dominant, and for $\sqrt{MQ} \lesssim q_T \ll Q$ it is only suppressed compared with (6.20) by a factor much larger than $M^2/q_T^2$.

For large $q_T \sim Q$ the ansatz (6.17) can be used as well: the low-$q_T$ calculation is not valid in this region, but the term $L_{UU}^{\cos 2\phi_h}$ is power suppressed by $M^2/Q^2$ compared with the leading term $H_{UU}^{\cos 2\phi_h}$, which itself provides an approximation of $F_{UU}^{\cos 2\phi_h}$ up to $M^2/Q^2$ corrections. Adding $L_{UU}^{\cos 2\phi_h}$ in this region hence does not spoil the accuracy of the description. Likewise, the high-$q_T$ calculation is not justified for $q_T \sim M$, but in this region the term $H_{UU}^{\cos 2\phi_h}$ is suppressed by $M^2/Q^2$ compared with the correct approximation $L_{UU}^{\cos 2\phi_h}$. However, one cannot use (6.17) for $q_T \to 0$ since $H_{UU}^{\cos 2\phi_h}$ does not vanish like $q_T^2$.

To repair this, one may instead take

$$F_{UU}^{\cos 2\phi_h} \approx L_{UU}^{\cos 2\phi_h} + \rho \left( \frac{q_T^2}{M^2} \right) H_{UU}^{\cos 2\phi_h}$$

(6.21)

with an interpolating function $\rho(r)$ that satisfies $\rho(r) \sim r$ for $r \to 0$ and $\rho(r) - 1 \sim r^{-1}$ for $r \gg 1$. A simple choice is $\rho(r) = r/(1 + r)$, but obviously there are other possibilities.

An often considered observable is the azimuthal asymmetry

$$A_{UU}^{\cos 2\phi_h} = \frac{\varepsilon F_{UU}^{\cos 2\phi_h}}{F_{UU,T} + \varepsilon F_{UU,L}}.$$  

(6.22)

Depending on $q_T$ we can approximate its denominator using the high-$q_T$ expression $H_{UU,T} + \varepsilon H_{UU,L}$ from (4.23) and (4.24) or the low-$q_T$ result $L_{UU,T}$ given in (5.53). Since $F_{UU,L}$ is suppressed by $1/Q^2$ for $q_T \ll Q$, we do not need the unknown low-$q_T$ expression for this structure function. Using

$$L_{UU,T} \sim 1/M^2 \quad \text{for } q_T \lesssim M,$$

(6.23)

$$L_{UU,T} \sim 1/q_T^2 \quad \text{for } q_T \gg M,$$

(6.24)

$$H_{UU,T} + \varepsilon H_{UU,L} \sim 1/q_T^2 \quad \text{for all } q_T$$

(6.25)

together with (6.18) to (6.20), we find that

$$A_{UU}^{\cos 2\phi_h} \approx \frac{\varepsilon F_{UU}^{\cos 2\phi_h}}{L_{UU,T}} + \frac{\varepsilon H_{UU}^{\cos 2\phi_h}}{H_{UU,T} + \varepsilon H_{UU,L}}$$

(6.26)

gives a good approximation of the asymmetry in the full $q_T$ range. In the intermediate region, the denominators of the two terms in (6.26) coincide up to terms of order
$M^2/q_T^2$ or $q_T^2/Q^2$ and approximate $F_{UU,T} + \epsilon F_{UU,L}$ with that precision. As discussed above, both the low-$q_T$ and the high-$q_T$ contributions are important in the intermediate region $M \ll q_T \ll Q$ (where again one finds that with a Gaussian ansatz for the transverse-momentum-dependence of distribution and fragmentation functions, the low-$q_T$ term would not be correctly described). For $q_T \sim Q$ the low-$q_T$ term is power suppressed and may hence be kept in (6.26). For $q_T \lesssim M$, the high-$q_T$ term in the asymmetry is suppressed by a relative factor of $M^2/Q^2$ compared with the low-$q_T$ term and does not degrade the quality of the approximation (6.26) in the limit $q_T \to 0$. An additional suppression factor as in (6.21) is therefore not required. Recalling the discussion after Eq. (4.33), we can understand why $\varepsilon H_{UU}^{02}/(H_{UU,T} + \varepsilon H_{UU,L})$ has the correct $q_T \to 0$ limit required by angular momentum conservation: the propagator factors $1/q_T^2$ that lead to an unphysical behavior of the individual structure functions cancel in this ratio.

Let us finally remark that the discussion in this subsection is at the level of power counting arguments. When using (6.21) or (6.26) in practice, one can explicitly check whether the terms that are out of their region of validity (the $L$ terms for $q_T \sim Q$ and the $H$ terms for $q_T \lesssim M$) are numerically small compared with the leading ones.

7. Integrating over $q_T$

7.1 Behavior of integrated and weighted observables

Up to now we have focused on the $q_T$-dependence of the structure functions $F(Q,q_T)$. As we mentioned in the introduction, observables that are integrated over $q_T$, with or without a weighting factor $(q_T/M)^p$, can be preferable to observables differential in $q_T$ for experimental reasons. Without dwelling on such practical issues, we now use our results of the previous sections for discussing the theoretical interpretation of integrated observables. As a shorthand notation we introduce

$$\left\langle \left\langle \frac{q_T}{M} \right\rangle^p F(Q,q_T) \right\rangle = \pi z^2 \int_0^{q_{\text{max}}^2} dq_T^2 \left( \frac{q_T}{M} \right)^p F(Q,q_T),$$

(7.1)

where $q_{\text{max}}$ is the upper kinematic limit of $q_T$, to be treated as a quantity of order $Q$ in the power counting. The prefactor has been chosen for later convenience—note that $\pi z^2 dq_T^2$ corresponds to $d^2p_{\perp}$.

To make the notion of “intermediate transverse momentum” more precise, we introduce two scales $\Gamma M^2$ and $\gamma Q^2$ such that $\Gamma \gg 1$, $\gamma \ll 1$, and $\Gamma M^2 < \gamma Q^2$. In the intermediate region $\Gamma M^2 < q_T^2 < \gamma Q^2$ the results of both the low-$q_T$ and the high-$q_T$ calculations are then valid, and one can use their respective limiting expressions given in sections 5.4 and 6. It is easy to determine the power-law behavior of the contributions from the regions $q_T^2 < \Gamma M^2$ and $q_T^2 > \gamma Q^2$ to an integrated observable. For a single term in the general low-$q_T$ and high-$q_T$ expansions (1.1) and (1.3), we obtain

$$\frac{1}{M^2} \int_0^{\Gamma M^2} dq_T^2 \left[ \frac{q_T}{M} \right]^p \left[ \frac{q_T}{Q} \right]^{n-2} l_n \left( \frac{M}{q_T} \right) \sim \left[ \frac{M}{Q} \right]^{n-2},$$

(7.2)

$$\frac{1}{M^2} \int_{\gamma Q^2}^{q_{\text{max}}^2} dq_T^2 \left[ \frac{q_T}{M} \right]^p \left[ \frac{M}{q_T} \right]^n h_n \left( \frac{q_T}{Q} \right) \sim \left[ \frac{M}{Q} \right]^{n-2-p},$$

(7.3)
from straightforward dimensional analysis. The $Q$-dependence of the integrals can thus be established without knowledge of the functions $l_n(q_T/M)$ and $h_n(q_T/Q)$: it is directly determined by the twist $n$ in the low-$q_T$ case (7.2), and by the twist $n$ and the weighting power $p$ in the high-$q_T$ case (7.3). We observe in particular that for $p = 0$, i.e. without weighting, the twist-two terms in both the low- and high-$q_T$ calculations give contributions to the integral that stay constant for $Q \rightarrow \infty$, whereas higher-twist terms die out in that limit. For $p > 0$ the contribution from the high-$q_T$ region is enhanced: a twist-two term in the low-$q_T$ calculation will then only dominate the integral over all $q_T$ if for the observable in question a sufficient number of terms with low twist in the high-$q_T$ result are zero.

As a preparation for the discussion of azimuthal and polarization asymmetries let us first take a closer look at the familiar structure functions $F_{UU,T}$ and $F_{UU,L}$. With the behavior $F_{UU,T} \sim 1/q_T^2$ in the intermediate region (obtained in both the low- and high-$q_T$ calculations), we obtain

$$\int_{\Gamma M^2}^{\gamma Q^2} dq_T^2 F_{UU,T} \sim \ln \left[ \frac{\gamma Q^2}{\Gamma M^2} \right].$$

(7.4)

For the integral in the low-$q_T$ domain $q_T^2 < \Gamma M^2$ we have the generic power-law behavior given in (7.2) with $n = 2$ and $p = 0$. Using in addition that $F_{UU,T} \sim 1/q_T^2$ at the upper end of the integration region, we have

$$\int_{0}^{\Gamma M^2} dq_T^2 F_{UU,T} \sim \ln \frac{\Gamma}{\Gamma_0}.$$  

(7.5)

with some number $\Gamma_0 \sim 1$. Likewise, we can use that $F_{UU,T} \sim 1/q_T^2$ at the lower end of the integration region in the high-$q_T$ domain $q_T^2 > \gamma Q^2$, and get

$$\int_{\gamma Q^2}^{q_T^2_{\text{max}}} dq_T^2 F_{UU,T} \sim \ln \frac{\gamma_0}{\gamma}.$$  

(7.6)

with some $\gamma_0 \sim 1$. In the complete integral $\langle F_{UU,T} \rangle$ all three regions in (7.4) to (7.6) thus contribute at leading power in $1/Q$, and the dependence on the artificial separation parameters $\Gamma$ and $\gamma$ cancels as it should. We note that, since we are concerned with power behavior in this section, we have not taken into account logarithms of $Q/q_T$ in the high- or low-$q_T$ results for $F_{UU,T}$, which would modify the logarithms on the r.h.s. of (7.4) to (7.6).

To calculate the integrated structure function one must not double count the contributions from the low-$q_T$ and high-$q_T$ calculations in the intermediate region. Since the results of the two calculations coincide there, one may simply switch from one to the other description at a suitable point, say at $q_T^2 = \gamma Q^2$. We can now make contact with the standard description of $q_T$-integrated SIDIS in the collinear factorization framework, where $\langle F_{UU,T} \rangle$ is expressed in terms of the collinear functions $f_1(x)$ and $D_1(z)$. Let us in this framework take $\mu^2 = \gamma Q^2$ for the factorization scale and consider the Born graph as well as the real and virtual $\alpha_s$-corrections, i.e., the one-loop graphs where a gluon either does or does not cross the final-state cut. Loosely speaking, the Born term then corresponds to the sum of (7.4) and (7.5), and the real corrections to (7.6). The virtual corrections correspond to the hard factor $|H|^2$ in the Collins-Soper factorization formula (3.3), which we neglected in
section 5.3 when extracting results at lowest order in $\alpha_s$. The logarithm of $\gamma Q^2$ in (7.4) corresponds to the scale dependence of the collinear distribution and fragmentation functions, whereas the $\gamma$-dependence in (7.6) corresponds to an explicit logarithm $\ln(Q^2/\mu^2)$ in the real corrections. At the technical level, however, collinear factorization is typically implemented by using dimensional regularization instead of a transverse-momentum cutoff. The real corrections are then integrated down to $q_T = 0$, whereas collinear distribution and fragmentation functions are defined from integrals $\int d^{2-\epsilon} p_T f_1(x, p_T^2)$ and $\int d^{2-\epsilon} k_T D_1(x, k_T^2)$ over the full transverse-momentum region. Subtractions defined for instance by the $\overline{\text{MS}}$ prescription are then performed, which on one hand ensure that there is no double counting and on the other hand remove terms corresponding to logarithmic divergences in the physical limit $\varepsilon \to 0$. Since the incoming and outgoing parton momenta are approximated as collinear to the associated hadron momenta, the Born term and the virtual corrections appear with a factor $(2\gamma)(q_T^2)$ in the calculation.

For the longitudinal structure function $F_{UU,L}$ the situation is quite different. Using the same procedure as for $F_{UU,T}$ we obtain

$$\int_{\Gamma M^2}^{\gamma Q^2} dq_T^2 F_{UU,L} \sim \gamma \left( 1 - \frac{\Gamma M^2}{\gamma Q^2} \right) \sim \gamma,$$  \hspace{1cm} (7.7)

$$\int_{q_T^{\text{max}}}^{\gamma Q^2} dq_T^2 F_{UU,L} \sim \gamma_0 - \gamma \sim 1$$  \hspace{1cm} (7.8)

from the result (6.2) of the high-$q_T$ calculation. For the second step in (7.7) we have assumed that $(\Gamma M^2)/(\gamma Q^2)$ is sufficiently small compared to 1—otherwise the corresponding integral becomes small simply because its integration region shrinks to zero. After the second step in (7.8), the dependence on $\gamma$ no longer explicitly cancels in the sum of the two integrals, but this leads to no inconsistency because (7.7) is negligible compared with (7.8). One easily sees that the parton-model approximation (6.15), whose power behavior agrees with the high-$q_T$ result in the intermediate region, gives a result suppressed as $M^2/Q^2$ when integrated over the low-$q_T$ domain $q_T^2 < \Gamma M^2$. We thus find that the integrated structure function $\langle F_{UU,L} \rangle$ is dominated by large $q_T \sim Q$ and can be calculated from the high-$q_T$ result alone. Moreover, one can integrate this result down to $q_T = 0$, since the contribution from $q_T^2 < \Gamma M^2$ is power suppressed by $M^2/Q^2$ and thus of the same order as the accuracy of the result in the high-$q_T$ region. Put differently, one can use the high-$q_T$ result extrapolated to $q_T^2 < \Gamma M^2$ instead of the (unknown) low-$q_T$ result when evaluating the integrated longitudinal structure function. This is just what is done in the standard calculation using collinear factorization, where the first nonvanishing contribution to this observable starts at order $\alpha_s$. The integration over all $q_T$ of the high-$q_T$ expression for $F_{UU,L}$ is convergent and simply removes the $\delta$ function in the analog of (4.4). No subtraction is necessary, and correspondingly no dependence on the factorization scale $\mu$ arises at order $\alpha_s$.

Let us now turn to the structure functions that describe the $\phi_h$-dependence of the unpolarized cross section. In table 3 we see that the integrated structure function $\langle F_{UU,L}^{\cos \phi_h} \rangle$ is dominated by large transverse momenta $q_T$, whereas the region where the low-$q_T$ calculation is valid contributes only as a power correction of order $M/Q$. The condition
Table 3: Behavior of selected observables integrated over different regions of $q_T^2$. It is assumed that $\Gamma \gg 1$, $\gamma \ll 1$ and that $(\Gamma M^2)/(\gamma Q^2)$ is sufficiently small compared to 1. In cases where the low-$q_T$ and high-$q_T$ calculations do not match in the intermediate region, their respective contributions are given in separate rows. The low-$q_T$ entry for $F_{UU,L}$ corresponds to the parton-model approximation in (6.15).

$(\Gamma M^2)/(\gamma Q^2) < 1$ implies $\sqrt{\Gamma} M/Q < \sqrt{\gamma} \ll 1$, so that the factor $\sqrt{\Gamma}$ cannot compensate the suppression by $M/Q$. An important consequence is that $\langle F_{UU} \rangle$ is not a good observable to study the transverse-momentum-dependent distribution and fragmentation functions appearing in the low-$q_T$ result (5.55). An appropriate observable for this purpose is the structure function differential in $q_T$. If integration over $q_T$ is required by statistics, one should impose a suitable upper cutoff on the integral. According to table 3, the depen-
dence of the integral on this cutoff is not negligible and must hence explicitly be kept in the theoretical calculation. Note that in order not to introduce an artificial \( \phi_h \)-dependence, the cutoff should be imposed on \( q_T^2 \), or equivalently on \( P_{hL}^2 \), but not on a transverse momentum w.r.t. the lepton beam axis.

Integrated observables which are weighted with a suitable power of \( q_T/M \) have the desirable property that the transverse-momentum convolutions (5.52) in the low-\( q_T \) results factorize into separate integrals over either distribution or fragmentation functions [34,60]. With \( h = -q_T/q_T \) one readily finds from (5.55) that \( \int dq_T^2 (q_T/M) F_{UU}^{\cos \phi_h} \) formally factorizes into terms involving the \( P^2_T \)-moments \( f_{1(1)}(x) \) and \( h_{1(1)}(x) \) and corresponding \( k_T^2 \)-moments of fragmentation functions. However, this deconvolution only takes place if one integrates over all \( q_T \) up to infinity. This is clearly inadequate because \( (q_T/M) F_{UU}^{\cos \phi_h} \) becomes constant for \( q_T \gg M \). A reflection of this is the fact that the \( P^2_T \)-moment \( f_{1(1)}(x) \) involves a quadratic divergence at large \( p_T \), as we already noted in section 5.3. Moreover, we see in table 3 that the contribution from the low-\( q_T \) region to \( \langle (q_T/M) F_{UU}^{\cos \phi_h} \rangle \) is power suppressed by \( M^2/Q^2 \) compared with the contribution from \( q_T \sim Q \), so that this observable is even less well suited to study small \( q_T \) than the unweighted structure function. Conversely, the weighted structure function is a good observable for studying large \( q_T \). The high-\( q_T \) expression for \( F_{UU}^{\cos \phi_h} \) depends on the same collinear functions \( f_1(x) \) and \( D_1(z) \) as \( F_{UU,T} \) but involves different hard-scattering kernels, so that \( F_{UU}^{\cos \phi_h} \) provides an additional observable if one aims, for instance, at separating the fragmentation functions for different quark and antiquark flavors and the gluon, or at testing the adequacy of the theoretical description. Up to corrections of order \( M^2/Q^2 \) one can evaluate \( \langle (q_T/M) F_{UU}^{\cos \phi_h} \rangle \) from the high-\( q_T \) result alone, which in addition may be integrated down to \( q_T = 0 \). One then obtains a simple expression, just as in the analogous case of \( \langle F_{UU,L} \rangle \). The unweighted integral \( \langle F_{UU}^{\cos \phi_h} \rangle \) is less attractive for studying the high-\( q_T \) result since the contribution from the low-\( q_T \) region is only suppressed by \( M/Q \). To evaluate that contribution is difficult in practice as it contains transverse-momentum-dependent distribution and fragmentation functions that are poorly known. If the weighted integral and the differential structure function are affected with large experimental uncertainties, one may instead have to consider the integral of \( F_{UU}^{\cos \phi_h} \) with a lower cutoff on \( q_T \). This was for instance done in [12] and [61].

As discussed in the previous section, the structure function \( F_{UU}^{\cos 2\phi_h} \) receives contributions from the low-\( q_T \) and high-\( q_T \) calculations which do not match in the intermediate region and have distinct dynamical origins, given that they respectively involve chiral-odd and chiral-even distribution and fragmentation functions. As we see in table 3, both mechanisms contribute to the integrated structure function at leading power, with only moderate contributions from intermediate \( q_T \). For calculating the integrated structure function it is appropriate to add the contributions from the two mechanisms. Furthermore, it is consistent to perform the \( q_T \)-integral over the entire kinematical region for both mechanisms, i.e. without introducing cutoff parameters, given that contributions from regions where the approaches are not valid (low \( q_T \) for the high-\( q_T \) calculation and vice versa) are power-suppressed by \( M^2/Q^2 \). This is similar to the case of the interpolation formula...
(6.17) discussed in the previous subsection, but for the integrated structure function the unphysical behavior of the high-\(q_T\) result in the limit \(q_T \to 0\) does not matter, at least at the level of power counting. The weighted structure function \(\langle (q_T/M)^2 F_{UU}^{\cos \phi_h} \rangle\) has been proposed for obtaining a low-\(q_T\) result in terms of the moments \(h_1^{(1)}(x)\) and \(H_1^{(1)}(z)\) of the Boer-Mulders and the Collins functions, without any convolution of transverse-momentum-dependent factors [34]. According to table 3 this observable is, however, dominated by \(q_T \sim Q\) and only sensitive to \(h_1^{(1)}(x)\) and \(H_1^{(1)}(z)\) at the level of \(M^2/Q^2\) corrections. Such contributions are not under control in the integrated observable, because uncalculated corrections of the same size appear in the high-\(q_T\) region as well. Neglecting \(M^2/Q^2\) corrections, one can evaluate \(\langle (q_T/M)^2 F_{UU}^{\cos \phi_h} \rangle\) as an integral of the high-\(q_T\) expression over the full \(q_T\) domain. In the same way as \(\langle (q_T/M) F_{UU}^{\cos \phi_h} \rangle\), this provides an independent observable sensitive to the twist-two functions \(f_1(x)\) and \(D_1(z)\).

7.2 Polarization dependence

Among the many observables for polarized SIDIS, the structure functions \(F_{UT}^{\sin(\phi_h - \phi_S)}\) and \(F_{UT}^{\sin(\phi_h + \phi_S)}\) have received particular attention in the recent literature. According to the low-\(q_T\) results (5.62) and (5.64), they provide access to the Sivers function \(f_1^{UT}(x)\) in the first and to the transversity distribution \(h_1\) and the Collins function \(H_1^{\perp}\) in the second case [62]. Both structure functions have been found to be of significant size in HERMES measurements on a proton target [15].

As we see in table 3, the integrated structure function \(\langle F_{UT,T}^{\sin(\phi_h - \phi_S)} \rangle\) is dominated by the low-\(q_T\) region and can hence be used for extracting information about \(f_1^{UT}(x, p_T^2)\). The high-\(q_T\) region is however only suppressed by \(M/Q\), so that it may be of advantage to impose an upper cutoff on the \(q_T\) integral in such analysis. The weighted structure function \(\langle (q_T/M) F_{UT,T}^{\sin(\phi_h - \phi_S)} \rangle\) receives contributions from both high and low \(q_T\) at leading order in \(M/Q\). One can thus compute the weighted integral by switching from one to the other formulation at some \(q_T\). To achieve a factorization of the transverse-momentum convolution in the low-\(q_T\) expression, one should however integrate it over all \(q_T\) up to infinity. Since \((q_T/M) F_{UT,T}^{\sin(\phi_h - \phi_S)}\) behaves as \(1/q_T^2\) for \(q_T \gg M\), a suitable regularization is required. This suggests a procedure akin to the description of \(\langle F_{UU,T} \rangle\) in collinear factorization, which we reviewed in the previous subsection. As dimensional regularization preserves rotation invariance in the transverse plane, the integral over all \(q_T\) of the weighted low-\(q_T\) result (5.62) turns into the product

\[
\langle (q_T/M) F_{UT,T}^{\sin(\phi_h - \phi_S)} \rangle = -2 \sum_a x c_a^2 f_{1T}^{a\perp}(x; Q) D_1^{q}(z; Q)
\]

(7.9)

of collinear functions defined in the \(\overline{\text{MS}}\) scheme. One can trade \(f_{1T}^{a\perp}(x)\) for the twist-three function \(G_T(x, x)\), which appears in the high-\(q_T\) calculation [7, 8, 41]. In order to integrate the high-\(q_T\) result down to \(q_T = 0\), one must extend it to \(4 - \varepsilon\) dimensions and perform the necessary \(\overline{\text{MS}}\) subtractions. Adding graphs with virtual corrections to the hard-scattering subprocess (which give the hard factor \(|H|^2\) in the Collins-Soper formalism) one will obtain a complete NLO result in \(\alpha_s\). Such a procedure would be the analog of a standard NLO computation for integrated observables within collinear factorization at twist-two level.
Note that (7.9) gives a consistent approximation of the weighted structure function at LO in $\alpha_s$, in analogy to the well-known tree-level expression $\mathcal{F}_U \approx \sum_a x a^2 f_1^{(a)}(x) D_{1z}(z)$. The factorization scale $\mu$ of the functions in (7.9) has been set to $Q$ in order to avoid large logarithms of $Q/\mu$ appearing in the $\alpha_s$-corrections. To leading order, the logarithmic $Q$ dependence of the weighted structure function then follows from the evolution equations for $D_1(z)$ and $f_1^{(1)}(x)$. The latter have been investigated in [57].

The situation for the structure function $F^{\sin(\phi_h + \phi_S)}_{UT}$ is the same as for $F^{\sin(\phi_h - \phi_S)}_{UT, T}$ since the power behavior of these observables coincides in both the low- and high-$q_T$ calculations. The evaluation of the weighted structure function in collinear factorization gives

$$\mathcal{F}(q_T/M_h) F^{\sin(\phi_h + \phi_S)}_{UT} = 2 \sum_a x a^2 h_1^{(1)}(x; Q) H_1^{\sin(1)}(z; Q)$$

for the Born term. The $k_T^2$-moment $H_1^{\sin(1)}(z)$ is related to the twist-three fragmentation function $\tilde{E}_F$ appearing at order $\alpha_s$. We note that according to the high-$q_T$ results in [40,41] the $\alpha_s$-corrections to both (7.9) and (7.10) involve each of the twist-three functions $G_F$, $\tilde{G}_F$, and $\tilde{E}_F$.

According to table 3, the integrated structure functions $\mathcal{F}(q_T/M) F^{\sin(\phi_S)}_{UT}$ and $\mathcal{F}(q_T/M) F^{\sin(2\phi_h - \phi_S)}_{UT}$ receive comparable contributions from all regions of $q_T$. Weighting the structure functions with $(q_T/M)^2$ one obtains integrals that can be evaluated in the high-$q_T$ formalism up to corrections of order $M^2/Q^2$, similarly to the case of $\mathcal{F}(q_T/M) F^{\cos \phi_T}_{UU}$ we discussed in the previous subsection. The high-$q_T$ expressions computed in [40,41] imply that $\mathcal{F}(q_T/M)^2 F^{\sin(2\phi_h - \phi_S)}_{UT}$ is sensitive to $G_F$ and $\tilde{G}_F$, whereas $\mathcal{F}(q_T/M)^2 F^{\sin \phi_S}_{UT}$ also depends on $\tilde{E}_F$. Whether these observables are large enough to be measured in practice is, of course, a different question.

From (5.89) we can infer that the integral of $F^{\sin(3\phi_h - \phi_S)}_{UT}$ receives a contribution of order 1 from low $q_T$, whereas the high-$q_T$ result (6.11) is suppressed by $M/Q$. According to (5.65) the integrated structure function $\mathcal{F}(q_T/M)^2 F^{\sin(3\phi_h - \phi_S)}_{UT}$ may hence be used to extract information on $h_1^{(1)}(x, p_T)$ and on the Collins fragmentation function, with the same caveat we discussed for $\mathcal{F}(q_T/M)^2 F^{\sin(\phi_h - \phi_S)}_{UT}$. To obtain an integral that is dominated by the high-$q_T$ result up to $M^2/Q^2$ corrections, one must weight $F^{\sin(3\phi_h - \phi_S)}_{UT}$ with $(q_T/M)^3$.

Let us now turn to observables that involve longitudinal polarization. Similarly to $F_{UT}^{\cos \phi_h}$, the lepton-helicity-dependent structure function $F_{LU}^{\sin \phi_h}$ for an unpolarized target receives a contribution of order $M/Q$ from low $q_T$ and of order unity from high $q_T$. It is therefore in principle suitable for investigating the high-$q_T$ result of Hagiwara et al. [42]. However, the contribution from large $q_T$ comes with a factor $\alpha_s^2$ in this case, which may not be sufficient for neglecting power-suppressed contributions from low $q_T$ in practice. From this point of view, it would be advantageous to weight the structure function with $q_T/M$, or to integrate over $q_T$ starting from a lower cutoff.

Finally, the structure functions $F_{LL}$ and $F_{LL}^{\cos \phi_h}$ have the same power behavior as their unpolarized counterparts $F_{LU,T}$ and $F_{UU}^{\cos \phi_h}$, and their discussion is analogous to the one in the previous subsection. In particular, the weighted integral $\mathcal{F}(q_T/M)^2 F_{LL}^{\cos \phi_h}$ depends on the polarized parton densities $g_1$ and, if measurable with sufficient accuracy, could be
used in addition to the well-known observable $\langle F_{LL} \rangle$ for disentangling the contributions from different quark and antiquark flavors and from the gluon.

8. From low to intermediate $q_T$: explicit calculation

In this section we compute the high-transverse-momentum tails of the quark distributions in (5.44) and of the analogous fragmentation functions. These are the functions which appear at lowest order in the $1/p_T$ expansion of section 5.3 and are hence expressed in terms of collinear functions of twist two. While in section 6 we identified observables whose power behavior agrees in the low- and high-$q_T$ calculations, we will then be able to check for selected structure functions whether agreement is also found for their explicit expressions.

8.1 High-$p_T$ tails of distribution functions

Let us begin with the quark distribution functions. We work in the original scheme of Collins and Soper [20], using a spacelike axial gauge with the singularities of the gluon propagator regulated by the principal value prescription. The only Feynman diagrams to be evaluated are then those depicted in Fig. 5a and b. For a comparison with the calculation in Feynman gauge, we refer to appendix A.
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Figure 5: Diagrams for the calculation of the leading high-$p_T$ behavior of the quark-quark correlator $\Phi(x, p_T)$ in axial gauge $A \cdot v = 0$.

The contribution of the quark-to-quark term shown in Fig. 5a reads

$$\Phi^q(x, p_T) \bigg|_{(5a)} = \frac{4\pi \alpha_s}{(2\pi)^3} C_F \int dp^- \int dl^+ \delta((l-p)^2) \theta(l^+ - p^+)$$

$$\times \sqrt{\frac{p^+}{p^+} \frac{p^-}{p^-} \Phi_2^q(\frac{x}{\lambda}) \gamma^\mu \frac{p^\mu}{p^2} \gamma^\nu \frac{p^\nu}{p^2}} \bigg|_{l^- = 0, l_T = 0_T}, \quad (8.1)$$

where it is understood that $p^+ = xP^+$ and $l^+ = p^+ / \lambda$. As explained in section 5.3, the restriction to leading order in $1/p_T$ allows us to set $l^- = 0$ and $l_T = 0$ when calculating the hard-scattering subprocess, and to retain only the twist-two part $\Phi_2^q(x/\lambda)$ of the collinear quark-quark correlator at the bottom of the graph. The gluon polarization sum in $A \cdot v = 0$ gauge is given by

$$d^{\mu\nu}(q; v) = -g^{\mu\nu} + \frac{q^\mu v^\nu + q^\nu v^\mu}{q \cdot v} - \frac{q^\mu q^\nu}{(q \cdot v)^2} v^2, \quad (8.2)$$
where the singularities at \( q \cdot v = 0 \) are to be regulated by the principal value prescription. Using the \( \delta \)-function to perform the \( p^- \) integration,

\[
\delta\left((l - p)^2\right) \bigg|_{l^-=0, \, t_\tau=0} = \frac{\hat{x}}{2p^+(1 - \hat{x})} \delta\left(p^- + \frac{p_T^2}{2p^+} \frac{\hat{x}}{1 - \hat{x}}\right)
\]

we obtain

\[
\Phi^q(x, p_T) \bigg|_{(5a)} = \frac{\alpha_s}{(2\pi)^2} C_F \frac{1}{p_T^2} \int \frac{d\hat{x}}{\hat{x}} (1 - \hat{x}) \, d^{\mu\nu}(\vec{l} - \vec{p}; v) \, \vec{p} \gamma_\mu \Phi^q_2 \left(\frac{x}{\hat{x}}\right) \gamma_\nu \vec{p},
\]

where we have introduced the notation

\[
\vec{p} = p^+ n_+ - \frac{p_T^2}{2p^+} \frac{\hat{x}}{1 - \hat{x}} n_- + p_T,
\]

\[
\vec{l} = \frac{p^+}{\hat{x}} n_+
\]

for the approximated momenta in the hard-scattering kernel. We note that the virtuality of the upper quark legs

\[
\vec{p}^2 = -\frac{p_T^2}{1 - \hat{x}}
\]

is always spacelike. The gauge fixing vector can be written as

\[
v = v^- n_- - \frac{2(P^+)^2 v^-}{\zeta} n_+
\]

with

\[
\zeta = -\frac{(2P \cdot v)^2}{v^2} = -\frac{2(P^+)^2 v^-}{v^+},
\]

where in the second step we have neglected \( M^2 \) compared with \( \zeta \). We therefore have

\[
(\vec{l} - \vec{p}) \cdot v = (\vec{l} - \vec{p})^+ v^- - \frac{2(P^+)^2}{x^2 \zeta} (\vec{l} - \vec{p})^- v^- = \frac{1}{\hat{x}} \left[1 - \hat{x} - \eta \frac{\hat{x}^2}{1 - \hat{x}}\right] p^+ v^-,
\]

where we have introduced the parameter

\[
\eta = \frac{p_T^2}{x^2 \zeta} = -\frac{P_T^2}{2(P^+)^2} \frac{v^+}{v^-}.
\]

We now decompose the gluon polarization sum as

\[
d^{\mu\nu}(\vec{l} - \vec{p}; v) = \sum_{i=1}^{4} d_{(i)}^{\mu\nu}(\vec{l} - \vec{p}; v),
\]

with

\[
d_{(1)}^{\mu\nu}(\vec{l} - \vec{p}; v) = \frac{1 - \hat{x}}{1 - \hat{x} - \eta \hat{x}^2} d^{\mu\nu}(\vec{l} - \vec{p}; n_-),
\]

\[
d_{(2)}^{\mu\nu}(\vec{l} - \vec{p}; v) = \eta \frac{\hat{x}^2}{1 - \hat{x} - \eta \hat{x}^2} g^{\mu\nu},
\]

\[
d_{(3)}^{\mu\nu}(\vec{l} - \vec{p}; v) = -\frac{2\hat{x} p^+}{p_T^2} \frac{(\vec{l} - \vec{p})^\mu n_+^\nu + (\vec{l} - \vec{p})^\nu n_+^\mu}{1 - \hat{x} - \eta \hat{x}^2},
\]

\[
d_{(4)}^{\mu\nu}(\vec{l} - \vec{p}; v) = \frac{4 \hat{x}^2}{p_T^2} \frac{(\vec{l} - \vec{p})^\mu (\vec{l} - \vec{p})^\nu}{[1 - \hat{x} - \eta \hat{x}^2]^2}.
\]
Notice that the first term (8.13) is proportional to the polarization sum \( d^{\mu\nu}(\vec{l} - \vec{p}; n_-) \) one would use when calculating in light-cone gauge \( A \cdot n_- = 0 \). We will see shortly that the prefactor in (8.13) regulates the divergence at \( \hat{x} = 1 \) which would arise in that gauge. From the parameterization (5.13) we readily see that the twist-two part of the quark-quark correlator satisfies \( \gamma_+ \Phi_2^q = \Phi_2^q \gamma_+ = 0 \), so that terms with \( n_+^q \) or \( n_-^q \) in \( d^{\mu\nu} \) vanish when inserted into (8.4). With \( \vec{l} \) being proportional to \( n_+ \), we hence need only the first two terms and the \( \vec{p}^\mu \vec{p}^\nu \) part of the last term in the decomposition (8.12). This gives

\[
\Phi^q(x, p_T) \bigg|_{(5a)} = \frac{\alpha_s}{(2\pi)^2} C_F \frac{1}{p_T^2} \int_1^1 \frac{d\hat{x}}{\hat{x}} \\
\times \left[ \frac{1 - \hat{x}}{(1 - \hat{x})^2 - \eta \hat{x}^2} \frac{1}{p_T^2} (1 - \hat{x})^2 d^{\mu\nu}(\vec{l} - \vec{p}; n_-) \not\!{\gamma}_\nu \Phi^q_2 \left( \frac{x}{\hat{x}} \right) \gamma_\mu \not\!{\gamma} \right. \\
+ \frac{\eta}{(1 - \hat{x})^2 - \eta \hat{x}^2} \frac{\hat{x}^2}{p_T^2} (1 - \hat{x}) \not\!{\gamma}_\mu \Phi^q_2 \left( \frac{x}{\hat{x}} \right) \gamma_\mu \not\!{\gamma} \\
+ \left. \frac{\eta(1 - \hat{x})}{[(1 - \hat{x})^2 - \eta \hat{x}^2]^2} 4 \hat{x}^2 \Phi^q_2 \left( \frac{x}{\hat{x}} \right) \right] .
\tag{8.17}
\]

To proceed we must determine the behavior of the different terms in the limit \( \hat{x} \to 1 \), where \( \vec{p}^- \sim (1 - \hat{x})^{-1} \) becomes singular. Using the form (8.2) with \( \nu \) replaced by \( n_- \), we obtain

\[
(1 - \hat{x})^2 d^{\mu\nu}(\vec{l} - \vec{p}; n_-) \not\!{\gamma}_\nu \Phi^q_2 \gamma_\mu \not\!{\gamma} = -(1 - \hat{x})^2 \not\!{\gamma} \gamma_\mu \Phi^q_2 \gamma_\mu \not\!{\gamma} + \frac{\hat{x} p_T^2}{p^-} ( \not\!{\gamma} \not\!{\gamma}_- \Phi^q_2 + \Phi^q_2 \not\!{\gamma}_- \not\!{\gamma} ) .
\tag{8.18}
\]

Since the minus-component of \( \vec{p} \) drops out in \( \not\!{\gamma}_- \) and \( \not\!{\gamma}_- \not\!{\gamma} \), the expression in (8.18) is finite \( \hat{x} \to 1 \). For the second term in (8.17) we have

\[
(1 - \hat{x}) \not\!{\gamma} \gamma_\mu \Phi^q_2 \gamma_\mu \not\!{\gamma} = -(1 - \hat{x}) \not\!{\gamma} \left( f_1^q \not\!{\gamma}_+ - g_1^q S_L \gamma_5 \not\!{\gamma}_+ \right) \not\!{\gamma}
\tag{8.19}
\]

after plugging in the parameterization of \( \Phi^q_2 \) from (5.13). This contains a piece with two factors of \( \not\!{\gamma}_- \), which is proportional to the Dirac matrices \( \not\!{\gamma}_- \) or \( \gamma_5 \not\!{\gamma}_- \). According to the decomposition (5.4) it therefore does not contribute to the twist-two or twist-three parts of the correlator \( \Phi(x, p_T) \), on which we concentrate here. In the twist-four part of (8.1) this piece leads to a singularity at \( \hat{x} = 1 \), or in other words at \( \vec{p}^- \to -\infty \), showing that at twist-four level the \( A \cdot v = 0 \) gauge is insufficient to render the integral over \( p^- \) in \( \Phi(x, p_T) = \int dp^- \Phi(p) \) well defined.

In the following we take the limit \( p_T^2 \ll \zeta \), corresponding to \( \eta \ll 1 \). The motivation for this is that in physical processes we need the correlator \( \Phi(x, p_T; \zeta) \) for \( p_T^2 \ll Q^2 \) and \( x^2 \zeta \sim Q^2 \), as discussed in section 3.1. We note that in a frame where \( xp^+ \sim Q \) this corresponds to \( v^+ \sim v^- \). According to (8.11) the parameter \( \sqrt{\eta} \) is then proportional to the small angle between the quark momentum \( p \) and the hadron momentum \( P \), with a factor of proportionality of order 1. Notice that at this point we introduce a hierarchy in size between \( p_T \) and \( P^+ \), which were not distinguished in the power counting of section 5.3. This is similar to what we have done with the high-\( q_T \) calculation of structure functions in
section 4: we started with the result (4.4), which is derived without making a distinction between the size of $q_T$ and $Q$, and in a second step we took its limit for $q_T \ll Q$.

For $\eta \ll 1$ the first term in the square brackets of (8.17) can be rewritten by using that for any function $G(\hat{x})$ which is regular at $\hat{x} = 1$

$$\lim_{\eta \to 0} \ PV \int_x^1 d\hat{x} \frac{1 - \hat{x}}{(1 - \hat{x})^2 - \eta \hat{x}^2} G(\hat{x}) = \int_x^1 d\hat{x} \frac{G(\hat{x})}{(1 - \hat{x})_+} + \frac{1}{2} G(1) \ln \frac{1}{|\eta|}, \quad (8.20)$$

where the plus-distribution is defined as in (4.22). From

$$\lim_{\eta \to 0} \ PV \int_x^1 d\hat{x} \frac{\eta (1 - \hat{x})}{[(1 - \hat{x})^2 - \eta \hat{x}^2]^2} G(\hat{x}) = 0 \quad (8.21)$$

we see that the second term in (8.17) does not contribute in the small-$\eta$ limit when restricted to the twist-two and twist-three parts of $\Phi(x, p_T)$. In contrast, the third term in (8.17) does contribute, since

$$\lim_{\eta \to 0} \ PV \int_x^1 d\hat{x} \frac{\eta (1 - \hat{x})}{[(1 - \hat{x})^2 - \eta \hat{x}^2]^2} G(\hat{x}) = -\frac{1}{2} G(1). \quad (8.22)$$

Therefore, our final result reads

$$\Phi^q(x, p_T) \bigg|_{(5a)} = \frac{\alpha_s}{2\pi} C_F \frac{1}{P_T^2} \int_x^1 d\hat{x} \left\{ \left[ \frac{1}{(1 - \hat{x})_+} + \frac{1}{2} \delta(1 - \hat{x}) \ln \frac{1}{\eta} \right] \right. \times \left. \left[ \frac{(1 - \hat{x})^2}{2p_T^2} d^{\mu\nu}(\hat{x} - \hat{x}; n_-) \frac{1}{\hat{\gamma}} \gamma_{\mu} \Phi^q_2 \left( \frac{\hat{x}}{x} \right) \hat{\gamma}_{\mu} \right] \right\} \quad (8.23)$$

to leading order in $1/p_T$, where it is understood that we have restricted ourselves to the twist-two and twist-three parts of the correlator on the l.h.s. We note at this point that if we work with a timelike axial gauge, i.e. with negative $\zeta$ and $\eta$ in (8.8) to (8.11), we obtain the same result as in (8.23) with $\ln(-\eta^{-1})$ instead of $\ln(\eta^{-1})$. The polarization sum $d^{\mu\nu}(\hat{x} - \hat{x}; v)$ is then nonsingular in the whole region $x \leq \hat{x} \leq 1$, and the principal value prescription in (8.20) to (8.22) is not required. A timelike vector $v$ was indeed used for the construction of factorization by Ji et al. [22], whereas arguments in favor of taking $v$ spacelike were given by Collins and Metz in [50].

The gluon-to-quark contribution to the correlation function comes from the diagram in Fig. 5b. Its calculation is simpler than the previous one, due to the absence of a gluon polarization sum in axial gauge. Correspondingly, the result is independent of $\eta$. The counterpart of the expression in (8.4) now reads

$$\Phi^q(x, p_T) \bigg|_{(5b)} = \frac{\alpha_s}{2\pi} C_F \frac{1}{P_T^2} \int_x^1 d\hat{x} \left\{ \left[ \frac{1}{(1 - \hat{x})_+} + \frac{1}{2} \delta(1 - \hat{x}) \ln \frac{1}{\eta} \right] \right. \times \left. \left[ \frac{(1 - \hat{x})^2}{2p_T^2} \hat{d}^{\mu\nu}(\hat{x} - \hat{x}; n_-) \frac{1}{\hat{\gamma}} \gamma_{\mu} \Phi^q_2 \left( \frac{\hat{x}}{x} \right) \hat{\gamma}_{\mu} \right] \right\} \quad (8.24)$$

where the twist-two part of the collinear gluon correlation function is given by

$$\Phi^q_2(\hat{x}) = \frac{1}{2xP^+} \left\{ - g_T^{\mu\nu} f_2^{\mu\nu}(x) + i e_T^{\mu\nu} S_L q_2^T(x) \right\}, \quad (8.25)$$

see e.g. [63]. Inserting (8.5) and (8.6) and using some Dirac algebra, one finds that the integrand of (8.24) is finite at $\hat{x} = 1$. 
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From (8.23) and (8.24) we can easily project out the contributions to the individual terms in the decomposition (5.4) of \(\Phi^q(x, p_T)\). For the high-\(p_T\) behavior of the unpolarized distributions we obtain

\[
f^q(x, p_T^2) = \frac{\alpha_s}{2\pi^2} \frac{1}{p_T^2} \left[ \frac{L(\eta^{-1})}{2} f^q_1(x) - C_F f^q_1(x) + \left( P_{qq} \otimes f^q_1 + P_{gg} \otimes f^q_1 \right)(x) \right],
\]

\[
x f^{\perp q}(x, p_T^2) = \frac{\alpha_s}{2\pi^2} \frac{1}{2p_T^2} \left[ \frac{L(\eta^{-1})}{2} f^q_1(x) + \left( P'_{qq} \otimes f^q_1 + P'_{gg} \otimes f^q_1 \right)(x) \right],
\]

whereas for the polarized distributions we find

\[
g^q_{L}(x, p_T^2) = \frac{\alpha_s}{2\pi^2} \frac{1}{p_T^2} \left[ \frac{L(\eta^{-1})}{2} g^q_1(x) - C_F g^q_1(x) + \left( \Delta P_{qq} \otimes g^q_1 + \Delta P_{gg} \otimes g^q_1 \right)(x) \right],
\]

\[
x g^{\perp q}_{L}(x, p_T^2) = \frac{\alpha_s}{2\pi^2} \frac{1}{2p_T^2} \left[ \frac{L(\eta^{-1})}{2} g^q_1(x) + \left( \Delta P'_{qq} \otimes g^q_1 + \Delta P'_{gg} \otimes g^q_1 \right)(x) \right],
\]

and

\[
h^q_{T}(x, p_T^2) = \frac{\alpha_s}{2\pi^2} \frac{1}{p_T^2} \left[ \frac{L(\eta^{-1})}{2} h^q_1(x) - C_F h^q_1(x) + \left( \delta P_{qq} \otimes h^q_1 \right)(x) \right],
\]

\[
x h^{\perp q}_{T}(x, p_T^2) = \frac{\alpha_s}{2\pi^2} \frac{1}{2p_T^2} \left[ \frac{L(\eta^{-1})}{2} h^q_1(x) + \left( \delta P_{qq} \otimes h^q_1 \right)(x) \right],
\]

\[
x h^{q}_{T}(x, p_T^2) = -x h^{\perp q}_{T}(x, p_T^2),
\]

where \(L(\eta^{-1})\) is defined as in (3.13). Here

\[
\delta P_{qq}(\hat{x}) = C_F \left[ \frac{2\hat{x}}{(1 - \hat{x})_+} + \frac{3}{2} \delta(1 - \hat{x}) \right]
\]

is the leading-order DGLAP splitting function for the transversity distribution [64], and the remaining splitting functions are given in (4.29) to (4.33). The chiral-odd quark distributions in (8.30) to (8.32) receive no contribution from (8.24) because chirality is conserved for the quark line in the graph of Fig. 5b.

The diagrams for the high-\(p_T\) behavior of the antiquark correlation function \(\Phi^{\bar{q}}(x, p_T)\) are obtained from those in Fig. 5 by reversing the direction of the fermion lines. The results have the form of (8.26) to (8.32), with identical splitting functions and with all quark distributions replaced by antiquark distributions.

### 8.2 High-\(k_T\) tails of fragmentation functions

The calculation of the high-transverse-momentum tails of quark fragmentation functions proceeds in close analogy to the case of distribution functions. We nevertheless present the essential steps in this subsection, so as to show that no problems occur when going from a spacelike to a timelike situation.

The Feynman diagrams to be evaluated in \(A \cdot v = 0\) gauge are drawn in Fig. 6. We first consider the quark-to-quark contribution of Fig. 6a. The analog of the starting expression
Figure 6: Diagrams for the calculation of the leading high-$k_T$ behavior of the quark-quark fragmentation correlator $\Delta(z,k_T)$ in axial gauge $A \cdot v = 0$.

(8.1) now reads

$$\Delta^q(z,k_T) \bigg|_{(6a)} = \frac{4\pi\alpha_s}{(2\pi)^3} C_F \frac{1}{z} \int dk^+ \int dl^- \delta((k-l)^2) \theta(k^- - l^-) \times d\mu \delta((k-l)^2) \theta(k^- - l^-)$$

where $k^- = P_h^-/z$ and $l^- = zk^-$. The factors $1/z$ and $\bar{z}/z$ in (8.34) arise from the definitions (5.9) and (5.21) of the fragmentation correlators. We perform the $k^+$-integration using

$$\delta((k-l)^2) \bigg|_{l^+=0, l_T=0_T} = \frac{1}{2k^- (1 - \bar{z})} \delta \left( k^+ - \frac{k_T^2}{2k^- (1 - \bar{z})} \right)$$

and obtain

$$\Delta^q(z,k_T) \bigg|_{(6a)} = \frac{\alpha_s}{(2\pi)^2} C_F \frac{1}{z^2 k_T^2} \int \frac{d\bar{z}}{z} (1 - \bar{z}) d\mu \delta(k^- - l^-; v) \bar{k} \gamma_\mu \Delta^q(z) \gamma_\mu \bar{k}$$

with

$$\bar{k} = \frac{k_T^2}{2k^- (1 - \bar{z})} n_+ + k^- n_- + k_T,$$

$$\bar{l} = \bar{z} k^- n_-.$$  \hspace{1cm} (8.37)

The virtuality of the fragmenting quark

$$\bar{k}^2 = \frac{\bar{z} k_T^2}{1 - \bar{z}}$$

is always timelike, in contrast to its counterpart $\bar{p}^2$ in the distribution correlator. For the calculation of the fragmentation correlator, it is useful to write the gauge vector as

$$v = v^+ n_+ - \frac{2(P_h^-)^2 v^+}{\zeta_h} n_-$$

with

$$\zeta_h = -\frac{(2P_h \cdot v)^2}{v^2} = -\frac{2(P_h^-)^2 v^+}{v^-}.$$  \hspace{1cm} (8.41)
In analogy to (8.10) and (8.11) we can then write

\[ (\vec{k} - \vec{l}) \cdot v = (\vec{k} - \vec{l}) - v^+ - \frac{2(k^-)}{z} (\vec{k} - \vec{l})^+ v^+ = \left[ 1 - \hat{z} - \eta_h \frac{1}{1 - \hat{z}} \right] k^- v^+, \]

(8.42)

where we have introduced

\[ \eta_h = \frac{k_T^2}{z^2 \zeta_h} = - \frac{k_T^2}{2(k^-)^2 v^+}. \]

(8.43)

Taking the limit \( k_T^2 \ll \zeta_h \) and following similar steps as in the previous subsection, we obtain

\[
\Delta^q(z, k_T) \bigg|_{(6a)} = \frac{\alpha_s}{2 \pi^2} C_F \frac{1}{z^2 k_T^2} \int_z^1 \frac{d\hat{z}}{\hat{z}} \left\{ \left[ \frac{1}{(1 - \hat{z})_+} + \frac{1}{2} \delta(1 - \hat{z}) \ln \frac{1}{\eta_h} \right] \right.
\]

\[
\times \left. \left( \frac{(1 - \hat{z})^2}{2 k_T^2} \delta^{\mu\nu} (\vec{k} - \vec{l}; n_+) \right) \vec{k} \gamma_\mu \Delta^q_2 \left( \frac{z}{\hat{z}} \right) \vec{\bar{k}} \gamma_\nu \vec{\bar{k}} - \delta(1 - \hat{z}) \Delta^q_2 \left( \frac{z}{\hat{z}} \right) \right\} \]

(8.44)

to leading order in \( 1/k_T \), where as in the case of distribution functions the result is restricted to the twist-two and twist-three parts of the correlation function on the l.h.s. For the quark-to-gluon contribution, the diagram of Fig. 6b gives

\[
\Delta^q(z, k_T) \bigg|_{(6b)} = \frac{\alpha_s}{(2\pi)^2} C_F \frac{1}{z^2 k_T^2} \int_z^1 \frac{d\hat{z}}{\hat{z}} (1 - \hat{z}) \Delta^q_2, \mu\nu \left( \frac{z}{\hat{z}} \right) \vec{k} \gamma_\mu \left( \vec{\bar{k}} - \vec{l} \right) \gamma_\nu \vec{k},
\]

(8.45)

where the twist-two part of the gluon fragmentation correlator is parameterized by just one function,

\[ \Delta^q_2, \mu\nu(z) = - \frac{z}{2P_h} g^\mu_\nu D^q(z), \]

(8.46)

because we consider an unpolarized hadron. With the parameterization (5.9) of \( \Delta^q(z, k_T) \) we obtain the high-\( k_T \) behavior

\[
D^q_1(z, k_T^2) = \frac{\alpha_s}{2 \pi^2} \frac{1}{z^2 k_T^2} \left[ L(\eta_h^{-1}) \frac{1}{2} D^q_1(z) - C_F D^q_1(z) + \left( D^q_1 \otimes P_{qq} + D^q_1 \otimes P_{gg} \right) (z) \right],
\]

(8.47)

\[
\frac{D^{-q}_1(z, k_T^2)}{z} = \frac{\alpha_s}{2 \pi^2} \frac{1}{z^2 k_T^2} \left[ \frac{L(\eta_h^{-1})}{4} D^q_1(z) + \int_z^1 \frac{d\hat{z}}{\hat{z}} D^q_1 \left( \frac{z}{\hat{z}} \right) C_F \left[ \frac{1}{(1 - \hat{z})_+} + \frac{3}{4} \delta(1 - \hat{z}) \right] \right.
\]

\[
\left. + \int_z^1 \frac{d\hat{z}}{\hat{z}} D^q_1 \left( \frac{z}{\hat{z}} \right) C_F \frac{2 \hat{z}}{z} \right]
\]

(8.48)

from (8.44) and (8.45). For \( \tilde{D}^{-q}_1 \) this implies

\[
\frac{\tilde{D}^{-q}_1(z, k_T^2)}{z} = \frac{\alpha_s}{2 \pi^2} \frac{1}{2z^2 k_T^2} \left[ L(\eta_h^{-1}) \frac{1}{2} D^q_1(z) - 2C_F D^q_1(z) + \left( D^q_1 \otimes P_{qq} + D^q_1 \otimes P_{gg} \right) (z) \right].
\]

(8.49)

according to its definition (5.71). Analogous results with the same kernels are obtained for the antiquark fragmentation functions \( D^\bar{q}_1, D^{\bar{q}}_1 \), and \( \tilde{D}^{\bar{q}}_1 \).
8.3 Results for structure functions and their consequences

We are now ready to compute the behavior of the structure functions $F_{UU,T}$, $F_{LL}$, $F_{UU}^{\text{coll}}$, and $F_{LL}^{\text{coll}}$ at intermediate transverse momentum. For $F_{UU,T}$ we start from the low-$q_T$ result (5.53), with the convolution defined in (5.75). Using the expansion (5.77) we have

$$F_{UU,T} = \sum_a x e_a^2 \left[ f_1^a(x, q_T^2) \frac{D_1^a(z)}{z^2} + f_1^a(x, Q^2) \frac{D_1^a(z, q_T^2)}{z^2} + f_1^a(x, z) \frac{D_1^a'(z)}{z^2} \right] U(q_T^2)$$

(8.50)

for $M \ll q_T \ll Q$. The high-transverse-momentum limits of $f_1^a(x, q_T^2)$ and $D_1^a(z, q_T^2)$ are respectively given in (8.26) and (8.47). For the corresponding limit of the soft factor one obtains

$$U(q_T^2) = \frac{\alpha_s C_F}{\pi^2} \frac{1}{q_T^2}$$

(8.51)

from [20], as we show in appendix C. Given that $2P^+ P_h^- = zQ^2/x$ up to mass corrections, the relations (8.9), (8.11) and (8.41), (8.43) imply

$$\sqrt{\zeta \zeta_h} = \frac{zQ^2}{x}, \quad \sqrt{\eta \eta_h} = \frac{q_T^2}{Q^2},$$

(8.52)

where in the second equation we have set $k_T^2$ and $p_T^2$ equal to $q_T^2$, as appropriate for evaluating (8.50). Putting the above results together, we obtain

$$F_{UU,T} = \frac{\alpha_s}{2\pi^2} \frac{1}{z^2 q_T^2} \sum_a x e_a^2$$

$$\times \left\{ \left[ \frac{L(\eta^{-1})}{2} f_1^a(x) - C_F f_1^a(x) + (P_{qq} \otimes f_1^a + P_{gq} \otimes f_1^a)(x) \right] D_1^a(z) \right.$$

$$+ f_1^a(x) \left[ \frac{L(\eta_h^{-1})}{2} D_1^a(z) - C_F D_1^a(z) + (D_1^a \otimes P_{qq} + D_1^a \otimes P_{gq})(z) \right]$$

$$+ 2C_F f_1^a(x) D_1^a(z) \right\}$$

$$= \frac{1}{q_T^2} \frac{\alpha_s}{2\pi^2} \sum_a x e_a^2 \left[ f_1^a(x) D_1^a(z) L \left( \frac{Q^2}{q_T^2} \right) + f_1^a(x) \left( D_1^a \otimes P_{qq} + D_1^a \otimes P_{gq} \right)(z) \right.$$}

$$+ (P_{qq} \otimes f_1^a + P_{gq} \otimes f_1^a)(x) D_1^a(z) \right],$$

(8.53)

which is identical with the result (4.23) of the high-$q_T$ calculation. The same agreement has been found by Ji et al. [7], who used the low-$q_T$ factorization scheme specified in [22] instead of the original Collins-Soper scheme [20]. Note that the terms with $C_F f_1^a(x) D_1^a(z)$ cancel among the different contributions in (8.53). By virtue of (8.52) the dependence on the gauge parameters $\eta$ and $\eta_h$ also cancels, as it should. We remark that we obtain the same final result if we take a timelike vector $v$ instead of a spacelike one. Both $\eta$ and $\eta_h$ are then negative, and $L(\eta^{-1})$ and $L(\eta_h^{-1})$ are replaced by $L(-\eta^{-1})$ and $L(-\eta_h^{-1})$, so that they still add up to $2L(Q^2/q_T^2)$. For $F_{LL}$ we obtain a result analogous to (8.53), with the parton distributions $f_1$ replaced by $g_1$ and the convolutions $P \otimes f_1$ by $\Delta P \otimes g_1$. This result exactly matches the expression (4.27) obtained in the high-$q_T$ calculation.
We now turn to the structure function $F_{UU}^{\cos \phi_h}$. According to (5.45) and (5.50) the terms with $h_T^1$ and $H_T^1$ in the low-$q_T$ expression (5.55) are power suppressed compared to the terms with $f^1$ and $\tilde{D}^1$ when $q_T \gg M$. For intermediate $q_T$ we therefore have

$$F_{UU}^{\cos \phi_h} = -\frac{2qT}{Q} \frac{\alpha_s}{2\pi^2} \frac{1}{2x^2 q_T^2} \sum_a x e_a^2 \left[ x f^{1,a}(x, q_T^2) \frac{D^1_a(z)}{x^2} - f^{1}_a(x) \frac{\tilde{D}^{1,a}(z, q_T^2)}{z} \right]$$ \hspace{1cm} (8.54)

at leading power and leading order in $\alpha_s$. In this case there is no leading contribution from the soft factor taken at large transverse momentum. Proceeding as we did in (5.78), one finds that the leading term in the expansion of $U(l_T^2)$ around $l_T = -q_T$ gives zero in the convolution (5.55) because it does not depend on a direction in the transverse plane, whereas the next terms in the expansion only give contributions that are power suppressed compared to those in (8.54). We therefore obtain the same result (8.54) if we omit the soft factor in the transverse-momentum convolution (5.75).

Using the high-transverse-momentum limits (8.27) and (8.49) of $f^{1,a}(x, q_T^2)$ and $\tilde{D}^{1,a}(z, q_T^2)$, we get

$$F_{UU}^{\cos \phi_h} = \frac{2qT}{Q} \frac{\alpha_s}{2\pi^2} \frac{1}{2x^2 q_T^2} \sum_a x e_a^2 \left[ x f^{1,a}(x, q_T^2) \frac{D^1_a(z)}{x^2} - f^{1}_a(x) \frac{\tilde{D}^{1,a}(z, q_T^2)}{z} \right] \hspace{1cm} \begin{array}{l}
\times \left\{ \left[ \frac{L(n_{h,a}^{-1})}{2} f^{1+a}(x) + (P'_{qq} \otimes f^a + P'_{qg} \otimes f^a) \right](z) \\
+ f^{a}_1(x) \left[ \frac{L(n_{h,a}^{-1})}{2} D^a_1(z) - 2C_F D^a_1(z) + (D^a_1 \otimes P'_{qq} + D^a_1 \otimes P'_{qg})(z) \right] \right\}
\end{array}$$ \hspace{1cm} (8.55)

which is not identical to the high-$q_T$ result (4.25) because of the extra term $2C_F f^{1}_1(x) D^1_a(z)$ in the brackets. The same situation is found for $F_{LL}^{\cos \phi_h}$, with $f_1$ replaced by $g_1$ and $P' \otimes f_1$ by $\Delta P' \otimes g_1$.

This disagreement has important consequences. Since the leading terms in the high-$q_T$ and the low-$q_T$ calculation of $F_{UU}^{\cos \phi_h}$ have the same power behavior for $M \ll q_T \ll Q$, their explicit expressions in that region must agree if both of them are calculated correctly. This is clear, since both calculations give the same term of a double expansion in $M/q_T$ and $q_T/Q$, as given in (1.2) and (1.4). We have no reason to doubt the validity of the high-$q_T$ result (4.25), which comes from a twist-two calculation in collinear factorization. The same holds for the high-transverse-momentum behavior of the functions $f^{1,a}(x, q_T^2)$ and $\tilde{D}^{1,a}(z, q_T^2)$ in (8.27) and (8.49). In contrast, the low-$q_T$ expression we used for $F_{UU}^{\cos \phi_h}$ is a twist-three result, for which no proof of factorization is available. To obtain the expression in (8.54) we have assumed that the tree-level result (5.55) can be generalized by taking over the convolution (5.75) established for the twist-two sector. The comparison of (8.55) with (4.25) implies that this assumption is incorrect.

Based on our finding, one may speculate how a correct twist-three factorization formula will look like if factorization can be established at that level. Simple modification of the
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soft factor \( U(l_T^2) \) can obviously not yield agreement with the high-\( q_T \) result since this factor does not appear in the limiting expression (8.54) for the reasons we explained above. The situation would be different if the soft factor were dependent on the direction of \( l_T \), which would require it to have a nontrivial structure in either Lorentz or Dirac space (through factors \( l_T^\mu \) or \( I_T \)). Such a dependence would go beyond the eikonal approximation for the coupling of soft gluons to fast partons, which may be necessary at subleading order in \( 1/Q \). We shall not pursue such speculations here. Clearly, the requirement to match the high-\( q_T \) result (4.25) for \( F_{UU}^{\cos \phi_h} \) at intermediate \( q_T \) can be used as a consistency check for any framework that extends Collins-Soper factorization to the twist-three sector.

It is instructive to note that the low- and high-\( q_T \) results disagree by a term proportional to \( f_1^g(x)D_1^g(z) \), where neither the distribution nor the fragmentation function appears in a convolution over longitudinal momentum fractions. In the calculations of the previous subsections, such terms arise from configurations where a gluon has zero plus- or minus-momentum. The correct treatment of this phase space region is nontrivial already in proofs of factorization at the twist-two level \([22,23]\), so that it is not too surprising that this is where problems occur in the naive extension to twist three which we have explored.

At this point we return to the issue of transverse-momentum-resummation for \( F_{UU}^{\cos \phi_h} \), which we have briefly discussed in section 3.3. We can now understand why the splitting functions \( P_{qq}^0, P_{gq}^0, \) and \( P_{gq}^0 \) in the high-\( q_T \) result (4.25) are different from the usual DGLAP kernels. Up to \( \delta \)-function terms they describe the high-transverse-momentum behavior of \( f_1^g \) and \( D_1^g \), rather than the one of the more familiar functions \( f_1 \) and \( D_1 \). A corresponding remark applies to the \( \cos \phi \) asymmetry in Drell-Yan production investigated in \([9]\). If a low-\( q_T \) factorization formula for these observables can be established, it should also allow one to adapt the original CSS procedure \([1]\) for the resummation of large logarithms \( \ln(Q^2/q_T^2) \) at next-to-leading logarithmic accuracy and beyond. From this point of view, resummation for \( F_{UU}^{\cos 2\phi_h} \) and its analogs in Drell-Yan production or \( e^+e^- \) annihilation appears rather daunting since it would require a formulation of low-\( q_T \) factorization at twist-four level, extending the simple parton-model result in (6.15) and putting it on a rigorous footing.

9. Summary

The description of semi-inclusive deep inelastic scattering with measured transverse momentum \( q_T \) involves two theoretical frameworks: at low \( q_T \) one has a factorized representation in terms of transverse-momentum-dependent distribution and fragmentation functions, whereas at high \( q_T \) standard collinear factorization can be used. We have systematically analyzed the relation between the two descriptions at intermediate transverse momentum \( M \ll q_T \ll Q \), where both are applicable. Depending on the specific observable, the leading terms in the two descriptions may or may not coincide.

Using dimensional analysis and Lorentz invariance, we have derived the general behavior at high \( p_T \) for all transverse momentum-dependent parton distributions of twist two or three. The results, listed in Eqs. (5.44) to (5.48), involve the convolution of collinear parton distributions with hard-scattering kernels, which in the simplest cases are closely related to the well-known DGLAP splitting functions. We have computed these kernels at leading
order in $\alpha_s$ for those cases where the collinear distributions are of leading twist, obtaining the expressions (8.26) to (8.32). With these results and their analogs for transverse-momentum-dependent fragmentation functions we could establish in Eqs. (5.79) to (5.94) the power behavior for $M \ll q_T \ll Q$ of all SIDIS structure functions that appear in the low-$q_T$ description at twist-two or twist-three accuracy, allowing for arbitrary polarization of target and beam.

In the high-$q_T$ description at order $\alpha_s$ one finds a considerable simplification when taking the limit $q_T \ll Q$: the expressions of the structure functions then involve a convolution of either the distribution or the fragmentation functions with hard-scattering kernels, whereas the other function is evaluated at the momentum fraction $x$ or $z$ fixed by the kinematics of the final state. For observables where the high-$q_T$ and low-$q_T$ calculations match, these kernels can be identified with the ones describing the high-transverse-momentum behavior of the functions appearing in the low-$q_T$ description. In such a situation one can use the procedure of Collins, Soper, and Sterman to resum large logarithms of $Q^2/q_T^2$ to all orders in perturbation theory. A prerequisite for this is that the power behavior of the observable in the low- and high-$q_T$ calculations must match. We have compared the corresponding powers for a wide range of observables, using our low-$q_T$ results (5.79) to (5.94) and their counterparts (6.1) to (6.13) for those structure functions that have been evaluated in the high-$q_T$ formulation. This comparison, compiled in table 2, is one of the main results of our work.

When the two formulations give the same power law at intermediate $q_T$ for a given observable, their explicit results must agree exactly because they describe the same term of a double expansion in $M/q_T$ and $q_T/Q$. This constitutes a nontrivial consistency check for both the low- and high-$q_T$ calculations. Confirming earlier results in the literature, we have verified that there is such an agreement for the unpolarized structure function $F_{UU,T}$, as well as for its analog $F_{LL}$ for longitudinal beam and target polarization. By contrast, the structure function $F_{UU,L}$ for longitudinal photon polarization only appears at twist four in the low-$q_T$ framework, where a complete result is not available. A simple calculation in the parton model gives a power behavior which in the intermediate region matches the one of the well-established high-$q_T$ result but fails to reproduce its exact form.

A more involved picture arises for azimuthal asymmetries, even in unpolarized scattering. At low $q_T$ the structure function $F_{UU,T}^\cos 2\phi_h$ is expressed in terms of the Boer-Mulders function $h_1^\perp$ and the Collins fragmentation function $H_1^\perp$, both of which are chiral-odd, whereas the high-$q_T$ expression involves the usual unpolarized distribution and fragmentation functions $f_1$ and $D_1$, which are chiral-even. The two results thus describe different physical mechanisms, which is consistent with our finding that at intermediate $q_T$ they have a different power behavior. In this region, the two results may hence be added. In practice, some arbitrariness is involved in deciding what “intermediate” $q_T$ values are. We have shown that the sum of the high-$q_T$ and the low-$q_T$ expressions gives a valid approximation for $F_{UU,T}^\cos 2\phi_h$ also at large $q_T$, where the low-$q_T$ result cannot be trusted but is power suppressed compared with the high-$q_T$ expression. The latter, however, fails to vanish in the limit $q_T \to 0$, as required by angular momentum conservation, and should hence not be used at low $q_T$. A more favorable observable in this respect is the $\cos 2\phi_h$ asymmetry, i.e.,
the ratio of $F_{UU}^{\cos 2\phi_h}$ and the $\phi_h$ independent part $F_{UU,T} + \varepsilon F_{UU,L}$ of the cross section. In this case, the sum (6.26) of the expressions calculated for low and high $q_T$ gives a consistent approximation for all transverse momenta, up to corrections of order $M^2/q_T^2$ and $q_T^2/Q^2$. The result of a parton-model calculation at low $q_T$, often referred to as Cahn eect, has the same property for $F_{UU}^{\cos 2\phi_h}$ as it has for $F_{UU,L}$: its power behavior agrees with the high-$q_T$ result in the intermediate region, but its explicit expression does not. The parton-model result may hence only be regarded as a partial estimate for the full but unknown twist-four correction to $F_{UU}^{\cos 2\phi_h}$ at low $q_T$.

The description of the structure function $F_{UU}^{\cos \phi_h}$ is more problematic: at high $q_T$ it can be evaluated in collinear factorization at twist-two level, but at low $q_T$ it requires a twist-three calculation, for which transverse-momentum-dependent factorization at all orders in $\alpha_s$ has not been established. As a working hypothesis we have taken the well-established result of a tree-level calculation at low $q_T$ and assumed that the soft factor which explicitly appears in the factorization theorem for twist-two observables is also applicable at twist three. This leads to an expression that for intermediate $q_T$ agrees with the high-$q_T$ result in its power behavior and in the form of the hard-scattering kernels, except for a term proportional to $f_1(x) D_1(z)$. While this partial agreement is encouraging, it shows that our candidate factorization formula for twist three is incorrect, and that a proper analysis will have to devote special attention to gluons with vanishing plus- or minus-momentum. We emphasize that the correct description of $F_{UU}^{\cos \phi_h}$ at low $q_T$ is a prerequisite for applying the method of Collins, Soper, and Sterman to resum large logarithms of $Q^2/q_T^2$.

The structure function $F_{UT}^{\sin(\phi_h-\phi_S)}$ for a transversely polarized target presents a case where the low-$q_T$ calculation is of twist two, whereas the high-$q_T$ description is at the twist-three level. The explicit computations in [5–8] find exact agreement of the two descriptions at intermediate $q_T$ and thus validate both frameworks. One may expect that the same is true for $F_{UT}^{\sin(\phi_h+\phi_S)}$, which at low $q_T$ is described in terms of the Collins eect.

Observables that are integrated over $q_T$ are at times preferable to differential ones from an experimental point of view. We have shown that some of them have the added virtue of admitting a relatively simple description at the theory level, both for the complexity of the expressions and for the number of distribution and fragmentation functions on which they depend. With the power-counting behavior listed in table 2 one can readily determine to which region of $q_T$ a given integrated observable is primarily sensitive. The results for selected observables are given in table 3. We find for instance that $\langle F_{UU}^{\cos 2\phi_h} \rangle$ and $\langle F_{UT}^{\sin \phi_S} \rangle$ receive leading contributions from both low and high $q_T$. The integrated structure function $\langle F_{UU}^{\cos \phi_h} \rangle$ is dominated by large $q_T$, with contributions from the low-$q_T$ region being suppressed by $M/Q$. Conversely, both $\langle F_{UT}^{\sin(\phi_h-\phi_S)} \rangle$ and $\langle F_{UT}^{\sin(\phi_h+\phi_S)} \rangle$ receive their dominant contributions from low $q_T$, whereas the high-$q_T$ domain is suppressed by $M/Q$. They are hence sensitive to the Sivers function in the first case, and to the transversity distribution and the Collins fragmentation function in the second. A suppression by $M/Q$ may, however, not be sufficient to simply neglect the corresponding contributions in an analysis at experimentally achievable values of $Q$. 
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A theoretically cleaner access to the high-$q_T$ region is through observables that are weighted with an appropriate power of $q_T/M$. We find in particular that $\langle (q_T/M) F_{UU_T}^{\cos \phi_h} \rangle$, $\langle (q_T/M)^2 F_{UU_T}^{\cos 2\phi_h} \rangle$, and $\langle (q_T/M)^2 F_{UT}^{\sin \phi_h} \rangle$ can be evaluated from the high-$q_T$ results alone, up to corrections of order $M^2/Q^2$, and that at the same accuracy one can extend the integration down to $q_T = 0$. This leads to simple expressions, similar to the one for the integrated longitudinal structure function $\langle F_{UU_L} \rangle$. The observables $\langle (q_T/M) F_{UU_T}^{\cos \phi_h} \rangle$ and $\langle (q_T/M)^2 F_{UU_T}^{\cos 2\phi_h} \rangle$ are sensitive to the twist-two functions $f_1$ and $D_1$ and may for instance be useful for separating the contributions from different quark flavors, serving as complements to $\langle F_{UU_T} \rangle$. In contrast, $\langle (q_T/M)^2 F_{UT}^{\sin \phi_h} \rangle$ is sensitive to distribution and fragmentation functions of twist three.

The weighted structure functions $\langle (q_T/M) F_{UU_T}^{\sin(\phi_h - \phi_S)} \rangle$ and $\langle (q_T/M) F_{UU_T}^{\sin(\phi_h + \phi_S)} \rangle$ play a special role in this context. They receive leading-power contributions from both low and high $q_T$ and, as already pointed out in [34], lead to a deconvolution of the transverse-momentum integrals in the low-$q_T$ result. We argued that they should permit a description in terms of collinear functions of twist two and three, defined in the standard $\overline{\text{MS}}$ scheme. In this description, the low-$q_T$ expression gives the Born-level result, whereas the high-$q_T$ calculation of [8, 40, 41] gives part of the $\alpha_s$ corrections. If completed, such a description would provide a full NLO result in $\alpha_s$ and be an extension to twist-three level of the standard NLO calculation for $\langle F_{UU_T} \rangle$ within collinear factorization at twist-two accuracy. The leading-order expressions (7.9) and (7.10) for the weighted structure functions are analogs of the familiar tree-level formula $\langle F_{UU_T} \rangle = \sum_a x_a^2 f_1^a(x) D_1^a(z)$. These expressions receive corrections from the high-$q_T$ region which are of leading power but suppressed by $\alpha_s$.

Let us finally remark that the results we have discussed here carry over to the analogous observables in the Drell-Yan process and in $e^+e^-$ annihilation. The SIDIS structure functions $F_{UU}^{\cos \phi_h}$ and $F_{UU}^{\cos 2\phi_h}$ correspond for instance to the $\cos \phi$ and $\cos 2\phi$ asymmetries in the angular distribution of the lepton pair in unpolarized Drell-Yan production, which have been measured [65] and given rise to several theoretical investigations, see e.g. the references in [9]. Furthermore, $F_{UU}^{\cos 2\phi_h}$ corresponds to a $\cos 2\phi$ asymmetry for two-pion production in $e^+e^-$ annihilation, which has been measured by BELLE [66] and provides the possibility for an independent determination of the Collins fragmentation function [67]. For a reliable extraction, our discussion of matching low- and high-transverse-momentum contributions should be of relevance.
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A. Distribution functions at high $p_T$: Feynman versus axial gauge

Our calculation in section 8.1 is done in axial gauge $A \cdot v = 0$. Let us see how the same calculation proceeds in Feynman gauge. In this case one must explicitly take into account the gauge link $U$ in the definition (5.3) of the correlation function $\Phi(x, p_T)$, which consists of sections pointing along $v$ and a transverse section at light-cone infinity. We consider the correlation function $\Phi^{[+]}(x, p_T)$ relevant for SIDIS, whose gauge link $U^+$ is closed at $a^- = +\infty$. To evaluate the quark-to-quark contribution to the high-$p_T$ behavior of $\Phi(x, p_T)$ at leading order in $1/p_T$, one has to take into account the four diagrams shown in Fig. 7.

The graphs with eikonal lines are due to gluons coupling to the gauge link in the operator $\bar{\psi}_j(0) U(0,\xi) \psi_i(\xi)$. The corresponding Feynman rules read [20,55]

\[
\begin{align*}
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$a^\mu$};
  \node (b) at (1,0) {$t^a v^\mu$};
\end{tikzpicture}
\end{array} & = ig t^a v^\mu, \\
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$l^\mu$};
  \node (b) at (1,0) {$i l^\mu v^\mu + i\epsilon$};
\end{tikzpicture}
\end{array} & = \frac{i}{l^\mu v + i\epsilon},
\end{align*}
\]

where the sign of $i\epsilon$ for the eikonal line corresponds to a gauge link pointing to $a^- = +\infty$ if one takes $v^- > 0$. In cut diagrams one must take the conjugate of these expressions for vertices and propagators on the right of the final-state cut (indicated by the dashed lines in Fig. 7).

![Figure 7: Diagrams for the calculation of the leading high-$p_T$ behavior of the quark-quark correlator $\Phi(x, p_T)$ in Feynman gauge.](image)

After performing the integration over $p^-$ using the $\delta$ function in (8.3), we have for the respective diagrams

\[
\begin{align*}
\Phi^{[+]}(x, p_T) \bigg|_{(7a)} & = -\frac{\alpha_s}{(2\pi)^2} C_F \int \frac{d\tilde{x}}{\tilde{x}(1-\tilde{x})} \frac{\gamma^\mu}{p^\mu} \frac{\gamma^\nu \Phi^g_2(x/\tilde{x})}{p^\nu} \frac{\gamma^\rho}{p^\rho}, \\
\Phi^{[+]}(x, p_T) \bigg|_{(7b)} & = -\frac{\alpha_s}{(2\pi)^2} C_F \int \frac{d\tilde{x}}{\tilde{x}(1-\tilde{x})} \frac{\gamma^\rho}{p^\rho} \frac{\gamma^\mu \Phi^g_2(x/\tilde{x})}{p^\mu} \frac{1}{(l-\tilde{p}) \cdot v - i\epsilon},
\end{align*}
\]
\[
\Phi^{[\pm]}(x, p_T) \bigg|_{(7c)} = -\frac{\alpha_s}{(2\pi)^2} C_F \int \frac{dx}{x(1 - x)} \frac{1}{(l - p) \cdot v + i\epsilon} \Phi_2^\varphi \left( \frac{x}{x} \right) \frac{\not{\bar{p}}}{\not{p}^2}, \tag{A.4}
\]
\[
\Phi^{[\pm]}(x, p_T) \bigg|_{(7d)} = -\frac{\alpha_s}{(2\pi)^2} C_F \int \frac{dx}{x(1 - x)} \Phi_2^\varphi \left( \frac{x}{x} \right) \frac{\not{p}}{((l - \bar{p}) \cdot v + i\epsilon)((l - \bar{p}) \cdot v - i\epsilon)} \tag{A.5}
\]

with \( \bar{p} \) and \( \bar{l} \) given in (8.5) and (8.6). Since \( \bar{p}^2 \) is always spacelike according to (8.7), we have omitted the \( i\epsilon \) in the quark propagators.

In the calculation using axial gauge only the first of the four diagrams contributes, but instead of \( \gamma\mu \) in (A.2) we then have to take
\[
g^\mu
u (\bar{l} - \bar{p}; v) = g^\mu
u - \frac{(\bar{l} - \bar{p})^\mu v^\nu + (\bar{l} - \bar{p})^\nu v^\mu}{(\bar{l} - \bar{p}) \cdot v} + \frac{(\bar{l} - \bar{p})^\mu (\bar{l} - \bar{p})^\nu}{[(\bar{l} - \bar{p}) \cdot v]^2} \not{v}^2. \tag{A.6}
\]

Each term in (A.6) corresponds to one of the four diagrams in the Feynman gauge calculation. The correspondence between the first term and diagram 7a in Feynman gauge is trivial. To establish the correspondence between the second term and diagram 7b we use that
\[
\not{\bar{p}} \Phi_2^\varphi (\bar{l} - \bar{p}) \frac{\not{\bar{p}}}{\not{\bar{p}}^2} = \not{\bar{p}} \Phi_2^\varphi \bar{l} - \not{\bar{p}} \Phi_2^\varphi = -\not{\bar{p}} \Phi_2^\varphi, \tag{A.7}
\]
where in the second step we have used that the twist-two part of the collinear quark correlator satisfies \( \Phi_2^\varphi \bar{l} = \Phi_2^\varphi \varphi \not{l}^+ = 0 \). In an analogous way one establishes the correspondence between the last two terms in (A.6) with the respective contributions of diagrams 7c and 7d in Feynman gauge.

A mismatch between the expressions in (A.3) to (A.5) and the calculation in axial gauge is, however, the different treatment of the singularities at \( (\bar{l} - \bar{p}) \cdot v = 0 \). The \( i\epsilon \) prescription for the different terms in the Feynman gauge calculation arises from the structure of the Wilson line \( U^+ \) in the correlation function. It differs from the principal value prescription we employed when using the spacelike axial gauge of the original Collins-Soper paper [20]. It is currently not known how the latter would be implemented in terms of Wilson lines in a covariant gauge (a discussion for light-cone gauge can be found in [46]). We note that the integral in (A.5) is actually not well defined as it stands, since the double pole at \( (\bar{l} - \bar{p}) \cdot v = 0 \) is pinched. The contribution from such unphysical poles must be absent in the physical cross section and should hence cancel between the distribution function, the fragmentation function, and the soft factor in the factorization formula (3.22). How to implement this by regulating the individual factors has so far not been addressed in the literature. We remark that corresponding problems did not appear in the Feynman gauge calculation of Ji et al. [22], where the vector \( v \) was chosen to be timelike. If we do the same in our context, then \( (\bar{l} - \bar{p}) \cdot v \) remains positive in (A.3) to (A.5) according to (8.10), and the calculations in Feynman and axial gauge exactly coincide.

**B. Integrated distribution functions and transverse-momentum cutoff**

In this appendix we derive Eq. (5.17), which relates two different ways of regularizing the integral over the transverse-momentum-dependent distribution \( f_1(x, p_T^2) \). More precisely
we show that with $\mu = b_0/b$ one has
\[\int d^2p \, e^{ib \cdot p} f(p^2) = \pi \int_0^\infty dp^2 J_0(bp) f(p^2) = \pi \int_0^\infty dp^2 f(p^2) + O(b^2\lambda^2) \tag{B.1}\]
for any function that can be expanded as
\[f(p^2) = \frac{c_2}{p^2} + \frac{c_4}{p^4} + \frac{c_6}{p^6} + \ldots \tag{B.2}\]
for $p > \lambda$, where $c_2$, $c_4$, $c_6$, etc. are constants. The intermediate scale $\lambda$ can be taken just large enough for (B.2) to be valid, since corrections going for instance like $M/\lambda$ do not appear. The power corrections in (B.1) are understood as up to logarithms in $b^2\lambda^2$. For ease of notation we have written $p = |p|$ and omitted the subscript $T$.

To establish (B.1) we split the integrals into the regions $p < \lambda$ and $p > \lambda$. In the first region we can write
\[\int_0^{\lambda^2} dp^2 J_0(bp) f(p^2) = \int_0^{\lambda^2} dp^2 f(p^2) + O(b^2\lambda^2) \tag{B.3}\]
using that the Bessel function admits a Taylor expansion $J_0(x) = 1 - \frac{1}{2} x^2 + \ldots$ in even powers of $x$. In the region $p > \lambda$ we make use of the expansion (B.2). Focusing first on the $1/p^2$ term, we write
\[\int_{\lambda^2}^\infty \frac{dp^2}{p^2} J_0(bp) = 2 \int_{b\lambda}^{\infty} \frac{dx}{x} J_0(x) = -2 \ln(b\lambda) J_0(b\lambda) + 2 \int_{b\lambda}^{\infty} dx \ln x J_1(x) \tag{B.4}\]
where in the second step we have integrated by parts. We now use that $\int_0^{\infty} dx \ln x J_1(x) = \ln 2 - \gamma_E$ and $\int_0^{y} dx \ln x J_1(x) \sim y^2$ for $y \to 0$, where the latter relation holds because $J_1(x) \sim x$ for $x \to 0$. Recalling that $b_0 = 2e^{-\gamma_E}$ we obtain
\[\int_{\lambda^2}^\infty \frac{dp^2}{p^2} J_0(bp) = 2[\ln(2e^{-\gamma_E}) - \ln(b\lambda)] + O(b^2\lambda^2) = \frac{\mu^2}{\lambda^2} \int_{\lambda^2}^\infty \frac{dp^2}{p^2} + O(b^2\lambda^2) \tag{B.5}\]
For the $1/p^4$ term in (B.2) we use again integration by parts to write
\[\int_{\lambda^2}^\infty \frac{dp^2}{p^4} J_0(bp) = 2b^2 \int_{b\lambda}^{\infty} \frac{dx}{x^3} J_0(x) = \frac{J_0(b\lambda)}{\lambda^2} - b^2 \int_{b\lambda}^{\infty} \frac{dx}{x^2} J_1(x) \tag{B.6}\]
Since the integrand in the last term behaves like $1/x$ for $x \to 0$, we have
\[\int_{\lambda^2}^\infty \frac{dp^2}{p^4} J_0(bp) = \frac{1}{\lambda^2} + O(b^2\lambda^2) = \int_{\lambda^2}^\infty \frac{\mu^2}{\lambda^2} \frac{dp^2}{p^4} + O(b^2\lambda^2) \tag{B.7}\]
A similar argument can be given for terms going like $1/p^{2n}$ with $n > 2$, which completes the proof of (B.1).

As an illustration of our result let us consider the simple form $f(p^2) = 1/(p^2 + \lambda^2)$. The relevant integrals then are
\[\int_0^\infty \frac{dp^2}{p^2 + \lambda^2} J_0(b\lambda) = 2K_0(b\lambda), \quad \int_0^{\mu^2} \frac{dp^2}{p^2 + \lambda^2} = \ln \left(1 + \frac{\mu^2}{\lambda^2}\right) \tag{B.8}\]
With the behavior $K_0(x) = -\ln x + \ln b_0 + O(x^2)$ of the modified Bessel function at small $x$, one readily finds that the relation (B.1) is satisfied.

As we have seen in section 8.1, a logarithmic factor $\ln(\zeta/p^2)$ appears in the explicit calculation for the high-$p_T$ behavior of distribution functions at order $\alpha_s$. One can easily repeat the above arguments for the case where the $1/p^2$ term in (B.2) is multiplied by $\ln p^2$ and the subleading terms by some power of $\ln p^2$. Using that

$$\int_0^\infty dx (\ln x)^2 J_1(x) = (\ln 2 - \gamma_E)^2$$

one finds that (B.1) holds without modification also in this case.

C. One-loop expression of the soft factor

In this appendix we show how to obtain the momentum-space expression (8.51) of the soft factor in the Collins-Soper factorization formula [20]. The corresponding expression in $b$-space is given in Eq. (7.22) of [20]. With our definition (3.7) we obtain $U(l_T^2)$ from this by setting $\varepsilon = 0$ and omitting $\int d^2l_T e^{ibl_T}$. The result is

$$U(l_T^2) = -4C_F \alpha_s \int \frac{dl^+ dl^-}{(2\pi)^2} \frac{\delta(l^2)}{l^+ l^-} d^{+-}(l; v)$$

$$= 4C_F \alpha_s \int \frac{dl^+ dl^-}{(2\pi)^2} \frac{\delta(2l^+ l^- - l_T^2)}{l^+ l^-} \theta(l^+) \frac{v^2}{(l \cdot v)^2}$$

$$= \frac{C_F \alpha_s}{\pi^2} \text{PV} \int_0^\infty \frac{dl^+}{2l^+} \frac{4l^+ v^-/v^+}{[2(l^+)^2 v^-/v^+ + l_T^2]^2} = \frac{C_F \alpha_s}{\pi^2} \frac{1}{l_T^2}, \quad (C.1)$$

where on the last line we have indicated that for a spacelike gauge vector we need the principal value prescription to regulate the integral, given that $v^-/v^+ < 0$. In accordance with our footnote on page 8, the result of the integration is independent of $v$. Fourier transforming the result (C.1) to $b$-space in $2 - \varepsilon$ transverse dimensions, we obtain

$$\frac{C_F \alpha_s}{\pi^2} \mu^\varepsilon \int \frac{d^{2-\varepsilon} l_T}{(2\pi)^{-\varepsilon}} e^{ibl_T} \frac{1}{l_T^2} = -\frac{C_F \alpha_s}{\pi} \left[ \ln(\mu^2 b^2 \pi \varepsilon) + \frac{2}{\varepsilon} \right] \quad (C.2)$$

in agreement with Eq. (7.23) in [20].
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