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Abstract. The structure of many current systems is independent of related responsibility borders. It comes from the fact that they are designed by programmers that as a rule give more importance to efficient data moving than to reflecting existing business and control processes and to precise personal or organizational responsibility. It results in non-trivial issues when looking for reasons and responsibility for improper system behaviour and its overall quality. Another serious issue is that the requirements on the systems are changing during their development and use. Accommodation to the changes often introduces new serious issues to the systems. Proper support for responsibility and flexibility is a necessary precondition for solving the issues or for recovery from them. We cope with those issues by proposing software architecture simplifying alignment of software with responsibility domains. The solution is enabled by a proper application of specific software service types described here. The proposed solution significantly improves system and organizational flexibility and openness and brings many other interesting engineering advantages. The proposed solution is based on observations from human behaviour and roles within organizations and their cooperating groups.
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1 Introduction

Software parts covering logically closed functionalities of information and control systems (SPICS) grow and become continuously more complex. The requirements on their functions and services and quality grow. It is known that such systems cannot have a monolithic architecture if they should be developed in time and be maintainable (compare the consequences of software engineering metrics [4,5,25] and quality characteristics – see e.g. [15]).

SPICS must have a proper architecture also for further reasons. If a SPICS is very large, then its development, maintenance, and use are difficult tasks for many experts and users (e.g. user domain IT experts, managers, IT maintainers, users, or administrators).

It follows that such SPICS must have a service-oriented architecture. SPICS should have the structure of a network of autonomous units, services, exchanging understandable messages. The messages have a form similar to the form of digitalized documents or messages similar to inter-human communication used for cooperation and communication between corresponding real-world services.

The understandability, as well as usability, are crucial aspects of SPICS – see e.g. [23]. Understandability of messages implies that the messages used in communication of services are textual and gradually have more complex structure (given by a variant of syntax). It enables many system quality aspects and simplifies balancing them. Examples are aspects discussed below.

Understanding of the notion “service” used here is different from the proposals by W3C [35], Erl [9], and others. It comes from the origin of the different versions of service orientation – compare [26]. The proposed version of service-orientation combines experience collected by the authors mainly in the domain of structured systems [37,41] and control systems [17]. It could be used to handle current issues in the development of information and control systems. The applicability spans from e-government [19] to huge control systems like traffic management systems covering large areas [42]. It is possible to design a system so that it can implement important features Responsibility and Openness (see below).

The service orientation mentioned here can work in a specific way: The messages could be redirected to other service or to manual processing (if necessary). The message addressee(s) could be defined by sender or selected according the message body and according available potential processors (software services or human beings).

Human involvement enables the use of information available to people but not available to software (e.g. it could be hard to enter it or it is not programmed yet to handle such information). In some cases, human involvement is a necessity for successful solutions of many problems to which the owners of the systems could face. We will, therefore, focus on definition, control, and solving issues related to responsibility of individual users and their groups, as well as of other people.
Our proposal is based on structuring a class of software systems according to functional and responsibility borders. The presented architecture is supported by specific services supporting and enforcing its policies.

The paper is structured as follows: Sect. 2 concerns responsibility and its selected aspects, Sect. 3 Openness. Security is discussed in Sect. 4. How these observations should influence information and control systems design and use is described in Sect. 5. Finally, Sect. 6 gives conclusions.

2 Responsibility

2.1 Responsibility Identification

It holds in many countries that a human being or an institution could bear responsibility only for that matters he, she, or it can influence. With the appearance of information and control systems, there appeared also situations when the decisions were not made by human beings but by computers. It raised a problem who is then responsible for such decisions: the owner of the computer, the owner of the software, the author of the software, or even someone else?

Structure of many contemporary systems do not lower insistency of this question: the decisions are made using so complex processes divided into many parts provided by various software artefacts created by different vendors. It is then very difficult (if not impossible) to determine, who or what part of the system is responsible for a given decision. The appearance of the cloud and to it related technologies make such task even more complicated. Often it can be a problem even to determine in what country the individual decisions have been made.

Responsibility is important not only in the sense of identification of criminal liability of individual parties, but especially in the context of (sense of) control over given service, opportunity to adapt it, and especially for the opportunity to understand it properly – many of contemporary systems do not allow to understand them and to influence how or what they (the systems) process.

2.2 Responsibility and System Comprehension

Full computerization of systems is extremely difficult to achieve (if the resulting product should be really of high quality) comparing to cooperatoral computerization where people and computers cooperate [15]: It must be estimated ahead what all could happen and tried to solve it – and all such situations must be not only analysed but also proper solutions must be developed and exhaustively tested for them.

The developers could work arbitrarily perfect but the world is so complex that for sufficiently large or complex systems it could always appear a situation what has not been expected or that even could not be expected (e.g. significant new developments or observations are often not expected). It, therefore, makes sense to allow properly trained and domain knowing people to influence the system, if necessary—or to take control over its parts or even over the entire system itself.
On behalf of fulfilling the functions of the system, the people should have opportunity to control and to influence run of the system (they can get to information important for a proper run of the system that could not be entered into the system) or to take control over the selected part of the system (bugs, accidents, or catastrophes could arise any time). We know from our experience that an opportunity to take over functions of selected modules could be advantageous also for system development, its incremental deployment, or its use under more difficult conditions [22].

It is advantageous to use the above-mentioned observation already during system development. Individual parts of the system should be therefore equipped by interface allowing supervision and conditionally also control over the given part. Individual parts should be similarly equipped by such interface that could provide communication with other parts of the system as well as with people providing the functionality of the others.

2.3 Responsibility Delegation

Responsibility is in the real world usually bound to institutions or their clearly defined parts, respective to given human beings – either due to their function in the organization or as individuals. Systems that respect this responsibility should have borders reflecting the corresponding responsibility borders.

Responsibility could be in some cases of hierarchical nature (for something it is responsible entire organization, for something its division, for something its department, and for something exact person). In such cases (and probably not only then) it makes sense to decompose system supporting such organization into parts corresponding to the organizational breakdown of the organization.

Contemporary information and control systems often do not follow such schema. They are usually structured according to layered architecture with a limited number of layers (the classic ones have 2–3 layers, the newer ones usually up to 9—compare e.g. [6, 29]).

2.4 Conditions for Responsibility Taking

Responsibility also requires that the one who should be responsible for some system should have an opportunity (either personally or using other people) to convince itself that given system works properly. In the opposite case, it would be no responsibility, it would be a hazard. Taking responsibility is easier if it is possible in an emergency or other unexpected or rare cases to take control of the entrusted task. It allows coping also with situations that have not been taken into account, whose solution would be too expensive, or that even could not be taken into account.

2.5 Responsibility Issues

Responsibility is in full extent a very general concept. Being aware of this we start with coping with some related issues and hoping for solving the others
later. Responsibility of users is a very complex problem, compare rules related
to security and responsibilities needed to use clouds in SOA processes.

3 Openness

Under the notion of openness, we understand an opportunity to extend the sys-
tem easily by new parts or functions or to connect the system with other systems
without a necessity to modify the system significantly. Different systems can be
created using different methods, can be based on different approaches, and can
use different communication protocols. Direct interconnection of such systems
without their previous modification is as a rule not performable or is applicable
only exceptionally. Sometimes it is even a very hard task to understand how
the partner system works – not to speak of how to identify parts that must be
involved in the required cooperation.

Real-world services, to what the systems serve, simply not only can cooperate
but often must cooperate. There are often involved more than two services in
such cooperation.

It is given by the fact that interfaces of real-world services are primarily
problem-oriented instead of being implementation-oriented as it is by many infor-
mation or control systems. Hence on the interface, it is specified what should be
done, not how – not to speak about solving technical details. Such real-world
interfaces are already in use for a very long time – years, decades, or even longer.
We suppose that it makes sense to let ourselves to inspire by such interfaces when
designing interfaces of software systems playing a similar role. Understandabil-
ity of communication improves supervision of many aspects of quality especially
security and safety.

4 Security

Security has many aspects. We focus here on restricting access only to agreed
partners (mostly to their systems) and their reasonable behaviour at all system
levels. Precise access control is here combined with natural borders of responsi-
bility what also improves the chance that people will be more likely to respect
other security measures. We suppose that reasonable access control could be
based on the following principle: the access to the system should be by design
limited to partners that are planned (e.g. if they have signed an agreement with
the institution running the system).

It is, the access to the system must be controlled so that it could be efficiently
blocked if necessary. It is also reasonable if the access of individual partners to
the system could be controlled independently. Then if any of the partner systems
starts to behave incorrectly (e.g. producing too much traffic), it is possible to
block such communication without a necessity to restrict other partner systems.
Communication in such structure could and should be authorized and protected
by corresponding encryption methods.
Information and control systems face many security threats. Many papers are identifying at least some of them and trying to cope with them – compare e.g. [8, 27, 32]. Some authors tried to classify the threats. Let us mention at least Jouini et al. [16] or Gerić and Hutinsky [11].

5 Impacts

Let us look at how fulfilling the above quality aspects could reflect on the structure of the system.

5.1 Security

Cooperation with other systems must be under control. Required openness without support from the security side could be hazardous. Therefore both aspects must be solved side-by-side.

To control individual access from individual partners we can equip the system with special autonomous services – access points (AP). The situation is depicted in Fig. 1.

![Fig. 1. System with distinguished access points](image)

It makes sense to connect AP on both sides to different networks. The inner interface should be connected to the internal network of the company or its unit, the outer to a dedicated link between the partner and the AP or to an at least encrypted channel through a public network.

The AP's appear when necessary (e.g. after signing a cooperation contract between institutions) and disappear when it is not necessary or when the protected (sub)system gets under attack (e.g. when a system of the partner or the channel do not work as agreed). It is reasonable to have a separate AP for each contract as it allows precise control over the connection and forces the partner not to reveal the connection data to third parties.

Access points could be used also for precise control over a communication of individual parts of a system even within a single organization. It could then control explicit access to subnetworks of individual organizational subunits. Such a solution can improve the chance that attacking one part of the system does not affect the entire system.
It could happen that there will be established multiple access points for cooperation with the same partner. Such an approach could separate individual agreements between the cooperating organizations. It is also possible and could be reasonable to establish multiple AP by a single agreement. The individual AP’s then can separate cooperation between the institution according to additional attributes like access rights on the partner side, communication style (e.g. stream vs. messaging), etc.

An access point could be treated as a smart plug: it allows to connect a partner and check the validity of the connection (the partner can establish the connection – e.g. using a proper key) and can establish a connection to its counterpart (to log to partner’s system). Access points are expected to serve for a given period only – according to the time-span of the related agreement between partners. As the agreements could be renewed/extended, the time limitation of the access points should be also possible.

Access points are expected to separate connections to the partners from the inner network of the organization. They route the traffic from the partner only to desired parts of the organizational systems and support sending requests to the partner system if necessary.

The use of access points (and other architectural services described below) reduces the severity of many security threats. As there are multiple system access points (separate for individual partners), it is harder to block access to the system using distributed denial of service (DDoS) attacks. Moreover, using dedicated connections gives more responsibility to the partners for the systems connected to them.

The incoming communication is processed by relatively simple services. Taking control over them (or their disabling) still gives only very limited opportunity to make harm to the rest of the system as well as only very limited access to the processed data. The real processing and storing of data is in the system kernel (its services/applications) so there is a chance for system administrators to detect attacks on the outer services and take relevant measures sooner than the attack gets to the critical parts of the system.

So, systems described here could resist at least partially to most known security threats caused by external subjects. As individual agendas are usually handled by different parts of the system that could be also protected by access points, there is a chance that even insiders could have only limited impact.

5.2 Flexibility

The responsibility is usually taken for assurance of some service or task to be provided. Sometimes once, sometimes for a given number of iterations or for some period. The environment and other conditions could change during time.

Fulfilling the responsibility could be conditioned by a proper extent of flexibility of the task to be able to cope with the changes (and still fulfill for what the person or organization is responsible). It could happen that some subtask can be re-delegated to other partner or that partners’ systems could change, etc. To simplify accommodation to the above-mentioned changes, it is possible to
perform the cooperation with partners using some high-level stable interface—preferably the one that is understandable for professionals in a given domain, resp. topic.

Such interface need not be the same as the interface of the system supporting or providing the requested functionality. It is possible to translate an existing system interface to the interface made available for cooperation with partners. Moreover, it is possible and reasonable support partners with different needs using different interfaces. The interface translation could be provided by special autonomous services called front-end gates (FEG; introduced in [20]). Front-end gates could be developed using techniques developed for compilers (parsers, transducers, compiler back-ends [1,2,12,39]) or using XML transformation (XSLT [34], XPath [36]). The situation then can look like in Fig. 2.

![Fig. 2. Supporting flexibility by front-end gates (interface translators)](image)

In practice, it makes sense to combine both flexibility and security provided by front-end gates and access points to support both tailored interfaces and tailored access—compare Fig. 3.

![Fig. 3. Customized communication channels using front-end gates and access points](image)

The access point(s) then ensure that only given partner is communicating given channel whereas front-end gate(s) support the partner-specific communication protocol. When multiple partners are using a very similar user interface provided by the same front-end gate, it is possible to let the access points restrict the supported interface (e.g. to inhibit the use of improper values). On the other hand, it could be possible to let one access point provide access to a single partner to multiple front-end gates.
5.3 System Decomposition and Composition

As stated above, the structure of the system should be able to follow a breakdown of the responsibility and organizational breakdown. The flexibility provided by front-end gates as well as partial security support provided by access points could be used at any level of decomposition.

To keep the system structure clean it is reasonable to treat parts at any level as black boxes. It is, all their outputs and inputs must go through a selected entry point.

A closed group of cooperating services having concentrated inputs and outputs to and from the services outside the group into single service we call composite service (CS) and the distinguished service head of composite service (HCS) or head for short. Composite services could look like the one on Fig. 4.

![Fig. 4. Composite service – a simplified view; taken from [43]](image)

HCS (its outer interface) behaves to related front-end gates like a primary gate in the case of simple services. The inner interface of an HCS behaves to services in the composite group as one of the partners – it is, it can be protected (as well as their front-end gates) by its access point(s). From the network point of view, the role of HCS is very similar to the role of a router in communication networks.

The composite service often conforms to an organizational subunit or another responsibility unit. It should, therefore, fulfil similar requirements as the system as a whole: it should be open (having flexible interfaces) and respect responsibility border (by supporting distinguished access control). The composite service could and should be then equipped by front-end gates as well as by access points. The same holds also for services forming the composite service. The resulting situation can look like in Fig. 5.
Composite services can be composed of simple services as well as of other composite services. We can create or model this way hierarchical structure following organizational or responsibility structure of a supported organization. Let us note that even the single services are systems used to support the activity and could be still complex applications.

All services in the system could have (and often should have) user interfaces allowing to supervise their work or to take manual control or replacement over them. It is possible to do some work manually and the rest of the work could be let on the supporting applications. For details see [22].

5.4 Processes

In the real world, activities are performed in business or control processes. They control the cooperation of several actors to produce the desired output.
Business processes could be hard-coded in the services (they could know whom to ask to perform some subtask or whom to give the work to continue). It is possible in the case of very stable and already optimized business processes known ahead. The business processes must be described in detail as there is no chance to modify them or to make exceptional processing.

When the processes are not so stable, they should be driven more flexibly: by scripting, by a roadmap defined in an additional document, or by special services controlling the process run – business process managers (BPM; see [21, 24]). Scripting adds an opportunity to change the business process a bit faster than when they are hardcoded. But scripts are programs and as such, they should not be modified when the business or control process is already running.

The attached document (forwarding bill) driven business process is quite popular in many institutions. The flexibility of so driven business process depends on the rights that the users have to the forwarding bill—who can modify it or how flexible the instructions stored in it could be interpreted (in some cases the requested signature from the boss could be replaced by some vice-bosses probably after consultation with the boss—if the boss is physically not available). This kind of handling of some business processes is used for many decades and many people can use them intuitively. Some practical experience of their application is described e.g. in [18].

There are multiple business process notations [3, 7, 14, 31, 38, 40]. They were developed for various conditions. It is therefore reasonable if the services providing business process management could handle various business/control process notations. Such services should provide an interface to the responsible person – process owners. It is advantageous if the user interface is customizable—there is a bigger chance that it will be more intuitive for their users (process owners).

In some cases, the business process manager could play the role of head of composite service. In the case when a business process must be run across multiple organizational units, it is reasonable that the business processes could be partitioned according to organizational structure: individual sub-processes will be run in the organizational subunits and the overall part will be managed at the lowest common level. It could be often reasonable if the sub-process’ managers report the process status to the upper business process manager.

5.5 System User Interfaces (Portals)

Complex systems usually support not only local interfaces to individual parts but also interface(s) to the system as a whole. The system is typically used by different user groups. It is therefore reasonable to equip the system with corresponding user interfaces fulfilling and matching the needs and rights of the user groups. Most systems distinguish at least between more trusted users (and support them by an intranet interface) and general users (supported by an extranet interface).

The services supporting such an interface (and playing to some extent also the role of access points) are called portals. As they can be based on web technology, their name could suggest usable technology.
5.6 Remarks

Services creating system structure like front-end gates, access points, or heads of composite services are important from the architectural point of view. They are therefore called architectural services. They are, as a rule, newly developed or customized for a given system. Moreover, as other services in the system, they can be equipped by user interface allowing responsible people to supervise them or to make some decisions manually. The supported activities could include also message redirection, transformation or even execution. It corresponds to forwarding improperly addressed requests or to transforming improperly formulated requests in human organizations. Such an opportunity is advantageous for debugging or in rare or emergency cases.

The combination of front-end gates and access points can someone remind on Façade [10]. The proposed pattern focuses on services instead of on objects, it is more restrictive in control over accessing the original interface and it could support human supervision if necessary.

It makes sense to structure the underlying networking so that the architecture services could fully play its role. It is, if an architectural service should be a unique connection to some part of the system, it should be so also from the networking point of view. It is especially important at the security borders originated from responsibility borders (like at borders between organizations) or where subsystems with different security or safety should cooperate.

Architectural services can be seen as special microservices [13,33] being glue for application services that could be large and complex services or again microservices.

6 Conclusions

Responsibility and its borders are significant for the structure of an information system. It is often neglected (yes, even now there are created standards ignoring and blocking it).

When we reflect the responsibility borders in the way described above, we can improve many interesting features like openness, flexibility, maintainability, or distributed development. It could be related to the fact that it corresponds to the recommendation of information hiding [30]. Moreover, the learning curve could be flattened as there is used language and formats understandable and intuitive to the users.

The proposed service-oriented architecture significantly differs from most service-oriented architectures described in the literature—compare [6,9,29] and others. The hierarchical system structure reflects the usual organization structure where managers control only a limited number of subordinates (people or organizational subunits). It simplifies understanding and utilizes already gained knowledge and skills of managers of various levels.

Such system structure to some sense reflects also observations of Miller [28] or information hiding recommendation of Parnas [30].
The impacts of user responsibility to system architecture must be further studied – especially in the frame of dependence between the development team and resulting system structure. It seems that clients’ organizational structure should be reflected by the structure of the system and it should be reflected in the structure of the developer’s team. It is a hypothesis that should be proven yet.

We believe that the problem of responsibility in processes can be solved gradually starting from current practices, standards, and patterns. Some practices must be used in parallel or combined with new solutions. It is not easy to do it as it has features of a new philosophy.

It appears to be reasonable to reflect the responsibility of user subunits or individuals into system structure and reflect it to the structure and responsibilities of the development team. The flexible interfaces provided by the combination of front-end gates handling protocol flexibility and access point handling access flexibility appear to be a good background for it.

Handling responsibility of end-users in their current roles is an important issue. There are strong security issues. The system design must solve the responsibilities of end-users (represented by their roles). It must be taken into account that the responsibilities of individual users vary in time. The responsibilities could be assigned and unassigned. There must be collected experience with end-user roles during the system lifetime (and reflected in system maintenance). There should be solved complex security issues enabled e.g. by human involvement. A reasonable solution is a topic of further research.
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