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ABSTRACT In radar and communication systems, phase noise is one of the main causes of performance degradation. Phase noise increases the uncertainty in radar measurements and limits the achievable data rates in communication systems. When radio frequency (RF) signals distorted by bandlimited phase noise are modeled, the phase noise power spectral density (PSD) is usually approximated by a scalar root-mean-square (RMS) phase error derived from a simple integration of the PSD. This disregards the close-to-carrier noise excess. In this article, we show that this convention simplification describes the real behavior of phase noise inadequately. In addition, we present a simulation of realistic phase noise behavior. The novel additive colored noise (ACN) model requires a representative phase noise PSD of the phase-locked loop (PLL) signal generator phase noise to be modeled. The developed ACN approach is validated by comparing the measured PSD of different PLL signal generators with the respective simulated RF signals distorted by phase noise. As a simple metric for assessing the quality of the phase noise models, we use the influence of phase noise on carrier frequency estimation. It is shown that the novel approach shows a significant improvement in the agreement between the simulated and measured precision compared to standard additive white Gaussian noise (AWGN) models. The results show that advanced phase noise models, as proposed in this paper, are necessary to adequately model and predict the performance of radar and communication systems.

INDEX TERMS Phase noise theory, noise modeling, phase noise, frequency estimation, noise analysis.

I. INTRODUCTION

Modeling and description of phase noise are critical in the fields of coherent radio frequency (RF) systems (e.g., radar and communications systems) to quantify the system performance. In radar systems, such as the continuous-wave (CW) or more advanced frequency-modulated (FMCW) or frequency-stepped (FSCW) systems, phase noise has a great influence on the precision of the estimation of beat frequencies. This becomes most severe in long-range and range-Doppler radar systems [1]–[6]. In communication systems, phase-sensitive modulations, such as binary phase-shifted keying (BPSK), frequency-shifted keying (FSK), and digital quadrature amplitude modulation (QAM), are especially prone to phase noise. Phase noise leads to constellation rotation, which limits the number of code symbols and increases the bit error rate (BER), leading to a non-optimal data rate [7], [8]. In orthogonal frequency-division multiplexing (OFDM) systems, phase noise results in inter-carrier interferences (ICIs) and common phase error (CPE) [9]–[12].

Thus far, in both fields, no suitable models exist that allow the modeling of RF signals of real oscillators distorted by bandlimited phase noise. In most previous research, the additive white Gaussian noise (AWGN) model forms the theoretical basis [1]–[4], [13]–[15]. The contribution and influence of phase noise are described via the signal-to-noise ratio (SNR). Therefore, the phase noise power spectral densities (PSDs)
measured by a commercial measurement device are used, or the PSDs of phase-locked loops (PLL) are derived from the phase noise modeled using a stationary Ornstein-Uhlenbeck (OU) process [16], [17]. The respective PSD is integrated into a single root-mean-square (RMS) phase error value, which is used as the noise power of the modeled AWGN process [18]. Initial approaches that go beyond these methods can be found in [19], [20]. In these works, white Gaussian noise is filtered by a linear system to generate frequency-dependent phase noise in the time domain. The filter coefficients are obtained using the power-law approach, which is employed to approximate the frequency-dependent phase noise [21], [22]. In [23], noise close to the carrier was approximated with a Gaussian shape in addition to the power-law approach. Closest to our goal, in [24] phase noise has been modeled by an OU process for various noise powers as a time signal.

However, these approaches have several disadvantages. First, the AWGN models use the measured PSD directly, without modeling or emulating the stochastic process behind it. Furthermore, the phase noise PSD describes only the average phase noise in the magnitude spectrum. The integration of the phase noise PSD results in a significant loss of information. The AWGN models are valid only for scenarios where white noise is the dominant influence in the signal of an oscillator. Furthermore, the power-law approaches quickly reach their limits as soon as the spectra do not follow the $1/f^\alpha$ rules, which can be observed especially in PLL signal generators [2], [3]. In [24], the influence of phase noise on frequency estimation was modeled using an OU process, but this was limited to PLL-related signal generators.

To overcome these issues, in this paper we propose a method for digital generating of bandlimited phase noise by modeling phase noise in the frequency domain. This is done using a stochastic process, with its parameters derived from the phase noise PSD. Simplification using an AWGN model is not required. What is required is, at best, measured phase noise PSD. In specific exceptions, calculated or simulated phase noise PSD is possible, for example, modeled with the Leeson model [25], derived from OU processes [16], [17] or with power-law approaches [21]–[23] that specify the phase noise of the oscillator in the desired operating mode. Finally, the modeled spectrum in the frequency domain is transformed into the time domain and forms the basis for an additive colored noise (ACN) model. The concept and aims are shown schematically in Fig. 1. Mono-frequency sinusoidal CW signals from the real world can be brought to a virtual representation, and their characteristic properties must be identical. The benchmark of realistic modeling is addressed in this paper only by comparing the precision of a frequency estimation in the real world to that of the virtual counterparts or digital twins. In summary, we aim to reproduce the statistical behavior of phase noise by modeling their underlying stochastic process of a specific scenario as accurately and realistically as possible.

The remainder of the paper is organized as follows: In Section II, the key mathematical definitions are introduced, and the metric used in this paper is described. In Section III, the proposed ACN-based mono-frequency sinusoidal signal approach is described in detail. In Section IV, the assumed statistical properties are verified in a series of measurements. In Section V, a description of the measurement setup and the different measurement scenarios, as well as a discussion of the results and a comparison with other approaches, are given, followed by Section VI and the conclusion.

II. PHASE NOISE THEORY

In this section, the phase noise of bandlimited realistic RF signals is defined. For this purpose, a distinction is made between purely theoretical models and an approach that allows a realistic description and metrological verification. Subsequently, the central metric for determining the influence of phase noise on RF signals is presented.

A. THEORETICAL BACKGROUND

Starting with a free-running oscillator, the random nature of the phase can be modeled via a Wiener process to calculate the resulting jitter of these oscillators. This process is a non-stationary process since the variance of the probability density function (PDF) diverges with increasing time [26]. The Wiener process can be extended to an OU process using the Langevin equation. Provided that the initial condition of the process is subject to a stationary distribution, the OU process is stationary and allows the modeling of phase noise. This was demonstrated with PLL-based signal generators that are of technical relevance [16], [17], [24].

However, modeling by the OU process requires knowledge of the underlying randomness of the process. This would require a real-world ideal reference for metrological verification. The variance of the phase diverges otherwise by
reference. In reality, however, no ideal reference exists. Another problem is that signals can only be observed in a limited time window, which limits the available frequency resolution. This shortcoming led to the “state of the art” description of PLLs and oscillators by their corresponding PSDs [1]–[3], [27]. This description needs to have so-called wide-sense stationary properties [28].

**B. POWER SPECTRAL DENSITY OF PHASE NOISE IN REALITY**

By theory, an OU process has infinite variance in both frequency and time domain. By measuring those oscillator signals distorted by phase noise, which we call RF signals, this process becomes bandlimited. An upper frequency limit is constructed, because of filtering, as well as cabling. A lower cutoff frequency that is inversely proportional to observation time is given as \( f_C = 1/T \). The PSD of a signal at \( f = 0 \) belongs to the carrier signal and has a finite value [29]. Under these conditions, phase noise is bandlimited and can be considered as wide-sense stationary. In engineering, an oscillator is the source of a signal that is periodic over time [30]. A noisy bandlimited RF signal can be described as a complex-valued signal as follows:

\[
u_{\text{Noisy}}(t) = V_0 [1 + \alpha(t)] e^{j(\omega_{\text{CW}} t) + \varphi_{\text{PN}}(t)} ,\]

where \( V_0 \) is the signal amplitude, \( \alpha(t) \) is the so-called amplitude noise, and \( \varphi_{\text{PN}}(t) \) is the oscillator phase noise. The phase noise is defined as a single realization of a wide-sense stationary process. This process maps every outcome \( \xi_t \) of a random experiment to a time dependent phase value \( \varphi_{\text{PN}, \xi}(t, \xi) \). Since in measurement techniques and experimental science at a specific time \( t = 0 \) not all outcomes of a random variable can be captured, the argument \( \xi_t = \xi \) is assumed to be constant and the variable \( t \) is interpreted as time. This gives us a time-dependent function

\[
\varphi_{\text{PN}}(t) = \varphi_{\text{PN}, \xi}(t, \xi)
\]

and we call it a single realization of the random process. With ergodicity, a single realization describes the stochastic process.

The phase \( \varphi_{\text{CW}}(t) \) in (1) is related to the ideal monofrequency sinusoidal CW signal given as follows:

\[
u_{\text{CW}}(t) = V_0 e^{j\omega_{\text{CW}} t}
\]

with

\[
\varphi_{\text{CW}}(t) = 2\pi f_{\text{CW}} t.
\]

The noise can be described by two orthogonal parts and can be written as follows:

\[
u_{\text{Noisy}}(t) = e^{j\varphi_{\text{CW}}(t)} \left[ V_0 + n_C(t) + j n_S(t) \right],
\]

where \( n_C(t) \) and \( n_S(t) \) are the in-phase (real) and quadrature (imaginary) components of the noise, respectively. This relationship is illustrated in Fig. 2. This figure depicts the stochastic part of the phasor of the RF signal (i.e., without the wide-sense stationary phasor rotation caused by \( \varphi_{\text{CW}}(t) \)).

Therefore, it is possible to separate the noise components. It is known that for small noise amplitudes, that is, for \( |n_C(t)| \ll V_0 \), and \( |n_S(t)| \ll V_0 \), the following relationships can be given [30]:

\[
\alpha(t) \approx \frac{n_C(t)}{V_0},
\]

\[
\varphi_{\text{PN}}(t) \approx \frac{n_S(t)}{V_0}.
\]

It is emphasized that along the real axis, amplitude noise dominates, and along the imaginary axis, phase noise dominates.

In nearly all oscillator phase noise descriptions, it is also assumed that the amplitude noise can be neglected, and that \( \alpha(t) \approx 0 \) and \( n_C(t) \approx 0 \). This approximation is valid because the amplifier in the oscillator feedback loop usually operates in saturation. This amplitude compression leads to stabilization of the RF signal amplitude.

Describing the stochastic properties of a noisy RF signal is not straightforward. The phase noise PSD is formally defined as the Fourier transform of the autocorrelation function (AKF) of the stochastic process \( \varphi_{\text{PN}}(t) \). According to our case of a wide-sense stationary and ergodic process and considering the Wiener-Khinchin theorem and transforming the double-sided spectrum to its single-sided representation, the phase noise PSD of \( \varphi_{\text{PN}}(t) \) is given as

\[
S_\varphi(f) = \begin{cases} \frac{2}{T} \left| \int_0^T \varphi_{\text{PN}}(t) e^{-j2\pi ft} dt \right|^2 & f > 0 \\ 0 & f \leq 0 \end{cases},
\]

where \( T \) is the measurement time and marked the finite observation time of \( \varphi_{\text{PN}}(t) \) [31]. The unit of the phase noise PSD is \( \text{rad}^2/\text{Hz} \). However, the PSD is an inconsistent estimator of the spectral density. This means that the variance is independent of the measurement time \( T \). Therefore, in reality, multiple realizations of the stochastic process are measured and averaged, which allows the variance of the PSD to be reduced while maintaining the spectral resolution. The resulting PSD is given by

\[
\bar{S_\varphi}(f) = \left\langle S_\varphi(f) \right\rangle_M,
\]

where \( M \) is the number realizations. Unfortunately, the phase of the RF signals are not directly accessible. The only signal that is measurable is \( \nu_{\text{Noisy}}(t) \). However, if \( \nu_{\text{Noisy}}(t) \) as given in (5) is down-converted to the baseband and divided by \( V_0 \),
and by considering the amplitude and small-angle approximations described above, the PSD of the RF signal gives us the option to access the phase noise PSD. With $\mathcal{L}(f)$ defined as the PSD of the normalized and carrier-free signal, the relationship between $S_\varphi(f)$ and $\mathcal{L}(f)$ is

$$\mathcal{L}(f) = \frac{1}{2} S_\varphi(f)$$  (10)

The quantity $\mathcal{L}(f)$ is expressed with the physical unit dBC/Hz [30], [31]. With the measurement of this phase noise PSD, for example with the use of a modern spectrum analyzer, oscillators can be well characterized, and their quality can be estimated. However, with this type of measurement, the phase information is lost. Later in this article, we show how it is possible to derive from $\mathcal{L}(f)$ a time signal where at least the statistical behavior of the phase is correctly reconstructed. This derivation is the basis for the proposed approach to modeling phase noise in the frequency domain.

C. METRICS FOR ASSESSING PHASE NOISE EFFECTS OF RF SIGNALS

There are many metrics other than the PSD for assessing the random properties and spectral behavior of an RF signal. For any stochastic process, the statistical moments quantify and describe the effects of stochastic processes without directly knowing their underlying probability distribution. Random errors, which are the core of any stochastic process, affect the performance of a system in terms of its precision [32]. This precision is quantified by the root of the second central moment, also known as the standard deviation, and it describes a generic approach regardless of its probability distribution. In our wide-sense stationary case, the standard deviation of an arbitrary signal $x$ is generally defined as follows:

$$\sigma (x) = \sqrt{\frac{1}{M} \sum_{m=1}^{M} (x_m - \bar{x})^2},$$  (11)

where $M$ is the number of realizations of $x_m$, $m$ is the current realization, and $\bar{x}$ is the sample mean.

A common method that is often directly related to evaluation concepts used in radar and communication systems is to examine the stochastic variations of phase or frequency estimations. For this purpose, a number of $M$ time-limited sections of the R signal are digitally recorded, a frequency estimation is performed for each signal section, and the standard deviation of the estimated frequencies is determined. Frequency variation estimates are often preferred because the setup for phase measurements that are not disturbed by phase drifts within the sequence of $M$ measurements is more challenging. The frequency estimation is usually performed with a Fourier transform. If $f_m$ is the frequency estimate of the $m$-th estimation, the oscillator stability can be described by the standard deviation of all $M$ frequency estimates:

$$\sigma (\hat{f}) = \sqrt{\frac{1}{M} \sum_{m=1}^{M} (f_m - \hat{f})^2},$$  (12)

With the Cramer-Rao lower bound (CRLB), an analytical solution determines the lower limit of the precision of a frequency estimate. However, this analytic solution works only for simple AWGN-based oscillator models under the requirement that the underlying SNR is known [33]. In this case, the standard deviation of the frequency estimate $\hat{f}$ of a white noise distorted real-valued signal of an oscillator without empiricism can be determined directly using

$$\sigma_{\text{CRLB}}(\hat{f}) \approx \frac{12 f_k^2}{2 \pi^2 N^3 \text{SNR}} k_{\text{Win}}.$$  (13)

where $f_k$ is the sampling frequency and $N$ the number of samples with which the signal section is acquired. To consider the influence of the windowing and the resulting reduction in precision, (13) was extended by the correction factor $k_{\text{Win}}$ [34].

For all other models, such as RF signal models distorted by phase noise, no analytical solution is known, and $\sigma(\hat{f})$ must be determined empirically based on (12). This is why AWGN models are so prominent, although they are actually not correct for considering oscillator phase noise. In the following, we use (12) to assess the quality of the novel realistic oscillator phase noise model when the modeled RF signal is compared to the behavior of a real oscillator.

III. ACN-BASED MODELING OF RF SIGNALS

In this section, the new ACN-based modeling approach is derived and described. The modeling of phase noise in the frequency domain and the assumptions are described, followed by the synthesis of time-dependent phase noise realization.

A. DESCRIPTION OF PHASE NOISE IN THE FREQUENCY DOMAIN

The goal is to synthesize a realistic real-valued time-dependent phase noise realization $\varphi_{\text{PN},m}(t)$, which is the $m$-th realization of the underlying stochastic process $\varphi_{\text{PN}}(t)$. The stochastic process $\varphi_{\text{PN}}(t)$ is wide-sense stationary, due to the time and bandlimited conditions. Therefore, a complex-valued spectrum $\phi_m(f)$ must be modeled in the frequency domain, whose magnitude is based on the phase noise PSD, to create $\varphi_{\text{PN},m}(t)$ using the inverse Fourier transform (IFT), denoted as $\mathcal{F}^{-1}$:

$$\varphi_{\text{PN},m}(t) = \mathcal{F}^{-1} \{ \phi_m (f) \}.$$  (14)

Assuming that the phase noise process $\varphi_{\text{PN}}(t)$ in the time domain is the accumulated effect of many small random effects, according to the central limit theorem, the phase noise process $\varphi_{\text{PN}}(t)$ can be considered as a Gaussian process [35], [36]. The transformation of a Gaussian process into the frequency domain with the Fourier transform leads to a complex-valued stochastic process $\phi(f)$ such as

$$\phi (f) = \phi_R (f) + j\phi_I (f) = |\phi (f)| \exp \{ j \theta (f) \}.$$  (15)
where $|\phi(f)|$ is the magnitude, which is symmetric about $f$ and derived from the PSD, $\theta(f)$ is the phase, $\phi_{Re}(f)$ is the real part, and $\phi_{im}(f)$ is the imaginary part of the complex-valued stochastic process.

The stochastic process $\phi(f)$ at a specific frequency $f_i$ is described by a complex-valued random variable. The resulting real and imaginary parts are independent, identically normally distributed, real-valued random variables [37]. Therefore, the magnitude $|\phi(f)|$ and the phase $\theta(f)$ have to reflect the probability density in the frequency domain for each frequency $f_i$. If the real-valued random variables $\phi_{Re}(f_i)$ and $\phi_{im}(f_i)$ at a given frequency $f_i$ have equal variances

$$\sigma^2_{Re}(f_i) = \sigma^2_{im}(f_i)$$

and zeros means, the stochastic process results in a Rayleigh PDF for the magnitude $|\phi(f)|$ of the complex-valued random variable at each frequency $f_i$ described by

$$PDF(|\phi(f_i)|) = \frac{1}{\sigma_R(f_i)} \exp \left\{ -\frac{|\phi(f_i)|^2}{2\sigma^2_R(f_i)} \right\},$$

where $\sigma_R(f_i)$ is the scale parameter [26], [38]. For a Rayleigh distribution, the ratio between the mean value $|\bar{\phi}(f_i)|$ and the standard deviation $\sigma(f_i)$ of the magnitude $|\phi(f)|$ must be constant at

$$\frac{|\bar{\phi}(f_i)|}{\sigma(f_i)} = \sqrt{\frac{\pi}{4 - \pi}} \approx 1.91$$

and thus, represents a very easily verifiable quantitative parameter [38]. The PDF of the phase $\theta(f_i)$ is always uniformly distributed for each frequency $f_i$ as

$$PDF(\theta(f_i)) = \begin{cases} \frac{1}{\pi}, & -\pi \leq \theta \leq \pi \\ 0, & \text{otherwise}. \end{cases}$$

Now we have to consider the magnitude of the random variables $|\phi(f)|$ and the phase $\theta(f)$ of a complex-valued stochastic process $\phi(f)$ over parameter $f$, regarding (15). Therefore, the magnitude of the stochastic process at each frequency $f$ is Rayleigh distributed with a frequency-dependent scale parameter:

$$|\phi(f)| = R(f, \sigma_R(f)),$$

where $\sigma_R(f)$ is the frequency-dependent scale parameter of the Rayleigh distribution. A measured phase noise PSD $\mathcal{S}_\theta(f)$ is used for signal synthesis. Accordingly, the measured $\mathcal{S}_\theta(f)$ or the phase noise PSD $S_\psi(f)$ divided by two is the mean of the power density:

$$E\{R(f, \sigma_R(f))^2\} = \mathcal{S}_\theta(f) = \frac{1}{2} S_\psi(f).$$

For phase noise modeling, we need to calculate the mean magnitude density. For a Rayleigh distribution, the relationship between the mean magnitude and the power density can be used:

$$E\{R(f, \sigma_R(f))\} = \frac{\sqrt{\frac{\pi}{2}}}{\sqrt{E\{R(f, \sigma_R(f))^2\}}}.$$  (21)

In the case of a Rayleigh distribution, the scale parameter of the Rayleigh distribution $\sigma_R(f)$ can be calculated directly via the mean [38]:

$$\sigma_R(f) = \frac{1}{\sqrt{2}} \sqrt{E\{R(f, \sigma_R(f))^2\}}.$$  (22)

Thus, the scale parameter $\sigma_R(f)$ can be determined directly from $\mathcal{S}_\theta(f)$ using (21) and (23):

$$\sigma_R(f) = \frac{1}{\sqrt{2}} \sqrt{\mathcal{S}_\theta(f)}.$$  (23)

The magnitude $|\phi_m(f)|$ using the relationship described in the equations above can now be modeled directly based on $\mathcal{S}_\theta(f)$, for each frequency $f$,

$$|\phi(f)| = R\left( f, \frac{1}{\sqrt{2}} \sqrt{\mathcal{S}_\theta(f)} \right) \sqrt{fS_N},$$  (24)

where $\sqrt{fS_N}$ is the re-normalization performed during the course of the calculation of the PSD for time-discrete and band-limited signals. For each frequency $f$ within a realization $m$, the random variable $R(f, \sigma_R(f))$ provides a Rayleigh distributed frequency-dependent scaled value. The modeling of the phase is done by a second random variable $U(f)$, whose distribution is uniform.

To synthesize the phase noise PSD realization $\phi_m(f)$, a realization of the total spectrum of the complex-valued stochastic process $\phi(f)$ is obtained by drawing

$$\phi_m(f) \sim R\left( f, \frac{1}{\sqrt{2}} \sqrt{\mathcal{S}_\theta(f)} \sqrt{fS_N} \right) \exp \left\{ j(2\pi U(f)) \right\},$$  (25)

for each frequency $f$ and realization $m$. Based on these relationships, it is not possible to reconstruct the phase noise exactly, but it is possible to model the real-valued phase noise realization $\phi_{R\theta,m}(f)$ with defined statistical quantities in the frequency domain based on the measured phase noise PSD.

### B. TIME DOMAIN

Taking advantage of the complex conjugate symmetry of the Fourier transform with

$$\phi_m(f) = \phi_m^*(-f),$$  (26)

the synthesized spectrum in (26) of positive frequencies is identical to the complex conjugate of negative frequencies. Accordingly, the double-sided spectrum of a zero-mean signal results in

$$\phi_m, \text{double-sided}(f) = \begin{cases} \phi_m(f) & f > 0 \\ 0 & f = 0 \\ \phi_m(-f) & f < 0 \end{cases}.$$  (27)

For a realistic noisy oscillator, the spectrum of the phase noise set up in (26) can be transformed into a real-valued
signal, using (28) because the following relationship applies the IFT:

$$\varphi_m(t) = \mathcal{F}^{-1} \left\{ \phi_m, \text{double-sided}(f) \right\}.$$  \hspace{1cm} (29)

The synthesis of phase noise in the frequency domain and the subsequent transformation into the time domain based on a stochastic process with known statistical quantities allows a reconstruction of the phase information with the same statistical properties.

**IV. EXPERIMENTAL VALIDATION OF CARRIER NOISE STATISTICAL DISTRIBUTION**

To confirm the assumptions made in the previous section regarding the modeling of the magnitude and phase for different phase noise profiles, the empirical probability (EP) in the frequency domain were experimentally determined and compared with the calculated PDF of the magnitude and phase.

**A. CONCEPT, SETUP, AND SIGNAL PROCESSING**

Because phase noise is modeled as a stochastic process, it must be described by statistical parameters or quantities. Therefore, for modeling phase noise in the frequency domain, the quantities mean value, standard deviation, and EP of the frequency-dependent magnitude and phase are of central importance. As described in the previous section, phase information is lost in the calculation of the phase noise PSD. In addition, the PSD shows only the expected values of the squared, normalized, and averaged magnitudes.

Thus, even with commercial phase noise measurement devices, no quantification of additional frequency-dependent statistical quantities is currently possible. Therefore, a signal and spectrum analyzer (SSA, Rohde & Schwarz FSW43) with an integrated in-phase and quadrature (IQ) analyzer and integrated phase noise measurement was used to acquire additional statistical quantities. The measurement setup is shown in Figs. 3 and 4 and is based on the following concept.

A PLL signal generator developed at our institute mainly consists of a fractional synthesizer (Analog Devices HMC703), a voltage-controlled oscillator (VCO, Analog Devices HMC515), and an active frequency multiplier by a factor of two (Analog Devices HMC576), as shown in Fig. 3. The resulting PLL-based signal generator allows the realization of different phase noise profiles with different prescalers $R$ and $I$, which are listed in Table 1. The phase comparison of the phase detector (PD) between the reference phase and the feedback phase is shown in Fig. 3. The frequency of the reference clock at the PD for different phase noise profiles and different prescalers is listed in Table 1.

The core idea of this experimental investigation is that the two prescalers have a direct influence on the PLL transfer function and thus allow the phase noise profiles to be influenced. By intentionally degrading the phase noise of the signal generator, phase noise dominates over other noise sources, e.g., white noise. The results of three different profiles are used here to show that the proposed evaluation of the statistical distribution is profile-independent.

The PLL signal generator was operated in the monofrequency sinusoidal integer mode at 24 GHz and acted as the noisy signal source. The realized profiles (R1, R4, and R16) are shown in Fig. 5, measured using the SSA integrated phase noise measurement function.

For the subsequent measurement series, the SSA operated in the IQ analyzer mode to acquire signals in the time domain with low bandwidth but high vertical resolution. For this purpose, RF signals were down sampled to the complex baseband and provided as IQ data. The acquisition was performed with a sampling rate of 37.5 MHz and an effective vertical resolution of 24 bits.

Due to the high vertical resolution, the influence of quantization noise is negligible. The two devices (the PLL signal generator and the SSA) were synchronized via a high-precision 100-MHz reference clock with $\varphi(1 \text{kHz}) < -155 \text{ dBc/Hz}$. The SSA exhibited phase noise with...
FIGURE 5. Measured phase noise PSDs of three different PLL setups. As illustrated in Table 1, the three profiles R1, R4, and R16 are adjusted by different PLL prescaler values R and I. Selected frequencies are marked by dashed lines.

\[ \mathcal{L}(1 \text{kHz}) < -96 \text{ dBc/Hz}, \]

which means that the influence of the measurement device was negligible.

In a series of measurements, 10000 realizations were acquired for each profile (R1, R4, and R16). The measurement duration for the series of measurements was approximately 50 min. The phase was extracted from the measured IQ data \( y_m(t) \), where \( m \) is the number of measurements, and the double-sided complex-valued spectrum \( Y_m, \text{double-sided}(f) \) of the phase was calculated using the discrete Fourier transform (DFT):

\[ Y_m, \text{double-sided}(f) = \text{DFT}(\arg(y_m(t))). \] (30)

From the complex-valued double-sided spectra according to (30), the EP of the magnitude and phase of the one-sided complex-valued spectrum over 10000 realizations can be obtained for each frequency, due to the symmetry of the Fourier transform. As in this context the properties of the phase noise of a carrier are described, the positive frequencies are called offset frequencies according to the conventions in phase noise theory.

According to the Glivenko theorem, the empirical distribution function converges against its real distribution function [39]. This can be used if the realizations are stochastically independent, and for each profile, the realizations are based on the same distribution function. The mean value and the standard deviation for each profile at each offset frequency, as well as the ratio of the mean value and the standard deviation of the magnitude, can be determined directly from the measured data.

Thus, this theorem allows an estimate of the distribution function underlying the phase noise and therefore, of the EP. The EP in this scenario is defined for each offset frequency as the ratio of the number of times of a defined magnitude or phase range \( A \) occurred to the total number of realizations of the measurement series:

\[ EP = \frac{1}{M} \sum_{m=1}^{M} (y_m \in A), \] (31)

where \( M \) is the number of realizations, and \( A \) describes the range of the magnitude or phase.

### B. RESULTS

The results of the empirically determined probability are shown as an example of the phase noise profile R1 at three selected offset frequencies in Fig. 6. The EPs of the phase noise profiles R4 and R16 are comparable. Based on the estimated mean value and standard deviation additional for each offset frequency, a Rayleigh distribution according to (17) was calculated. This is shown for comparison with a red dotted line overlaid on the EP. The offset frequencies at which the measurement series was evaluated are marked in Fig. 5 at 10 kHz, 100 kHz, and 1 MHz. In Fig. 6, it can be seen that the EP of the magnitude corresponds to a Rayleigh distribution. For the phase, a uniform distribution independent of the frequency and profile can be assigned. Table 2 shows the ratio of the mean value and the standard deviation of the magnitude for different frequency bins and profiles. With a maximum deviation of 1.2%, the ratio of the mean value to the standard deviation of the magnitude lies around the expected value of 1.91, as described in (18), and is independent of the frequency and profile. Thus, the assumption of a Rayleigh distribution for the magnitude can also be confirmed from the point of view of the good agreement between the ideal Rayleigh distribution (the red dotted line) and the EP in Fig. 6. Thereby, the assumption of many small random effects according to the central limit theorem can be confirmed. The consideration of the phase noise process as a wide-sense stationary Gaussian process is thus permissible in this case. The mean value of the magnitude depends on the respective phase noise profile regarding the measured PSD. The distribution and the standard deviation of the magnitude are defined by the relationship according to (18) of the Rayleigh distribution.

| \( f \), Frequency (MHz) | \( \mu \), Mean Value (10^{-5} 1/Hz) | \( \sigma \), Standard Deviation (10^{-5} 1/Hz) | \( \mu/\sigma \) |
|--------------------------|---------------------------------|---------------------------------|------------------|
| 0.01 (R1)                | 1.166                           | 0.612                           | 1.905            |
| 0.01 (R4)                | 3.176                           | 1.667                           | 1.905            |
| 0.01 (R16)               | 19.69                           | 10.30                           | 1.912            |
| 0.1 (R1)                 | 1.235                           | 0.645                           | 1.915            |
| 0.1 (R4)                 | 1.136                           | 0.601                           | 1.890            |
| 0.1 (R16)                | 1.079                           | 0.565                           | 1.910            |
| 1 (R1)                   | 0.134                           | 0.071                           | 1.887            |
| 1 (R4)                   | 1.250                           | 0.660                           | 1.894            |
| 1 (R16)                  | 0.127                           | 0.066                           | 1.924            |
FIGURE 6. Comparison of the measured EP for the magnitude and phase at different offset frequencies in the phase noise spectrum of the phase noise profile R1. The ideal Rayleigh distributions of the magnitude and uniform distributions of the phase are shown with red dotted lines. The scale parameters for the ideal distributions were taken from the measured data.

V. EXPERIMENTAL VERIFICATION OF ACN-BASED FREQUENCY ESTIMATION

In this section, the concept and the underlying digital signal processing for the verification of the ACN-based modeling are described. This is followed by a presentation of the results and a comparison with previous AWGN-based models.

A. VERIFICATION CONCEPT

The new model was tested with the setup shown in Figs. 3 and 4, and the operation of the measurement setup is described as follows.

The PLL signal generator operated in the mono-frequency sinusoidal integer mode at 24 GHz and acted as a noisy signal source. The SSA integrated IQ analyzer was used again to capture the demodulated baseband signals and output them as complex-valued signal IQ data. Thus, for each profile, the SSA provided a measured $\frac{1}{L_{\text{cal}}}(f)$ using the integrated phase noise measurement and a set of data of IQ time signals recorded as part of a series of measurements.

As shown in the previous statistical properties section, the PLL signal generator was used to generate three different phase noise profiles, which allows a profile-independent verification. The parameters are identical to those listed in Table 1. Thus, the $\mathcal{L}(f)$ shown in Fig. 5 corresponds to the phase noise profiles used again.

The verification of the new phase noise model based on the ACN model was carried out within the framework of a series of measurements based on the influence of the phase noise on the frequency estimate, quantified via the standard deviation of the frequency estimate, according to (12). The basis for a statistical statement is provided by a measurement series with 10000 realizations per profile and simulation and measurement. The measurement duration of the series of measurements was approximately 50 min. The standard deviation of the frequency estimate of the measured IQ data $\sigma_{\text{MEAS}}$ was used as the reference. The verification was based on the fact that the closer a model reflects the variance of the frequency estimate of the reference, the better the model is suited for digital generation of signals influenced by phase noise. The signal processing required for this is described below.

The measurement and simulation procedures are outlined in Fig. 7. The spectrum analyzer provides the phase noise profiles shown in Fig. 5 as the basis for synthesizing signals and provides a measurement series of IQ data for all three profiles. The MC simulation based on the ACN model used the phase noise PSD $\mathcal{L}(f)$ to model the phase noise realization $\phi_m(t)$, according to (29). The random variables required for this were generated with the aid of a computer within the framework of a Python simulation. The phase noise realization was superimposed as an additional time-dependent phase noise realization on the phase of a signal created by a signal generator (SG). Therefore, the resulting equation, which describes the final signal to be synthesized, does not include the small-angle approximation, neglect the amplitude noise, according to (1), and can be formed as

$$s_m(t) = e^{j(\phi_{CW}(t) + \phi_{PN}(t))}. \quad (32)$$
The modeled signal \(s_m(t)\) was created. The MC simulation based on the AWGN model is analogous. The phase noise PSD was integrated over the bandwidth of \(f_s/2\), and the corresponding SNR was calculated. With the SNR, an additive noise term \(w_m(t)\) can be modeled and superimposed on an ideal signal using a SG based on an AWGN process to create the signal \(x_m(t)\). Subsequently, digital signal processing (DSP) was performed. This is identical for all DSP blocks shown in Fig. 7 and thus allows for a comparison between the standard deviations of the frequency estimates \(\sigma_{MEAS}, \sigma_{MC-ACN},\) and \(\sigma_{MC-AWGN}\) and works as follows.

A modeled or measured signal was filtered through a Hanning window and transformed into the frequency domain using DFT and with zero padding of factor 8. The frequency of the maximum in the spectrum could then be detected using a parabolic peak fit. This was repeated 10000 times for each profile and for each evaluation, and the standard deviation was calculated from the estimated frequencies, according to (12). For the analysis of the CRLB, only the phase noise PSD \(\Omega(f)\) was converted into an SNR by integration, and the CRLB of the frequency estimate \(\sigma_{CRLB}\) was calculated analytically, considering the Hanning windowing, according to (13).

### B. RESULTS

The results for the frequency estimation of the measured, simulated, and analytical analyzed signals were based on three different phase noise profiles. The results for the standard deviations of the frequency estimate are shown in Table 3 and are plotted as a bar plot in Fig. 8. The first effect that can be clearly seen is that a higher phase noise profile leads to poorer precision, regardless of the model used. To clarify this relationship, the results in Fig. 8 can be compared with the profiles in Fig. 5.

For the phase noise profile R1, the estimated frequencies of the simulated and measured data are shown as the

| Parameter | \(\sigma_{MEAS}\) | \(\sigma_{MC-ACN}\) | \(\sigma_{MC-AWGN}\) | \(\sigma_{CRLB}\) |
|-----------|-----------------|-----------------|-----------------|-----------------|
| \(\sigma_{R1}\) (Hz) | 0.65 | 0.64 | 0.05 | 0.05 |
| \(\sigma_{R4}\) (Hz) | 0.77 | 0.85 | 0.1 | 0.1 |
| \(\sigma_{R16}\) (Hz) | 1.48 | 1.47 | 0.2 | 0.2 |

![Figure 8](image_url) **Comparison of measured and simulated standard deviations of the frequency estimate for three different phase noise profiles.**

![Figure 9](image_url) **Comparison of measured and simulated frequencies based on the ACN model shown as a histogram. The results are based on phase noise profile R1.**

The EP in Figs. 9 and 10. The curves of the reference measurement (yellow-green) and the simulation of the MC-ACN model (lime-green) in Fig. 9 agree very well in terms of the EP and in the standard deviation of the frequency estimate.

To assess the performance of the new model, the experimental verification results and the simulation results based on the ACN model are compared with the results of the models based on the AWGN model in Figs. 8, 9, and 10 and Table 3. To illustrate the results of the MC simulation of the AWGN model, the EP is shown in Fig. 10 compared with the measured reference EP. As can be seen in Fig. 10, the standard deviation of the frequency estimate of the R1 MC-AWGN model (blue) is significantly smaller than that of the R1 MEAS. The representation of the EP leads to higher relative amplitudes for smaller standard deviations for
the same probability distribution. The standard deviation according to the AWGN model is significantly lower for all profiles.

Therefore, the standard deviation of the frequency estimate results of the MC-AWGN simulation, listed in Table 3, agrees very well with the CRLB. Thus, this model is excellent for modeling and predicting the precision of the frequency estimate of complex systems in the context of an MC simulation, where white noise is the dominant influence.

However, compared to the measurement results for the standard deviation of the reference frequency estimation $\sigma_{\text{MEAS}}$, the MC simulation based on the AWGN model and the CRLB do not represent the expected precision of the frequency estimate of a system realistically. With a minimum relative deviation of 86.5% between the standard deviation of the measurement $\sigma_{\text{MEAS}}$ and the standard deviation of the AWGN models, the relative frequency deviation is significantly larger. The AWGN models lead to severe overestimation of the precision.

VI. CONCLUSION

In this paper, a novel approach for realistic modeling of phase noise was derived for the digital generation of RF signals. The new ACN-based model was verified in a series of measurements for different phase noise profiles using a 24-GHz PLL signal generator and was compared with common AWGN-based models. It was shown that the statistics of the frequency estimation simulations based on the proposed ACN model are in good agreement with the measurement results, whereas the AWGN-based model overrated the estimation performance.

The new approach enables realistic digital generation of RF signals of technical relevance in radar, wireless locating, and communication systems. With the proposed approach, it is also easily possible to predict the phase noise–related distortion properties of radar and wireless transceiver baseband signals. Particularly in the field of bistatic or netted radar and wireless locating systems, proper phase noise modeling is essential for optimal system designs. In contrast to primary radar, these systems do not benefit from phase noise correlation effects, and thus, the systems’ performance is usually strongly limited by the phase noise of the signal generator used. Moreover, in millimeter waves, and especially in THz communications systems, phase noise is a relevant cause of distortions in the constellation diagram. In future research, we will investigate how the proposed methods can be used to simulate and optimize the previously mentioned systems and how to predict their phase noise–affected performance metrics.
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