Effect of Dormant Spare Capacity on the Attack Tolerance of Complex Networks
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The vulnerability of networks to targeted attacks is an issue of widespread interest for policymakers, military strategists, network engineers and systems biologists alike. Current approaches to circumvent targeted attacks seek to increase the robustness of a network by changing the network structure in one way or the other, leading to a higher size of the largest connected component for a given fraction of nodes removed. In this work, we propose a strategy in which there is a pre-existing, dormant spare capacity already built into the network for an identified vulnerable node, such that the traffic of the disrupted node can be diverted to another pre-existing node/set of nodes in the network. Using our algorithm, the increase in robustness of canonical scale-free networks was nearly 16-fold. We also analysed real-world networks using our algorithm, where the mean increase in robustness was nearly five-fold. To our knowledge, these numbers are significantly higher than those hitherto reported in literature. The normalized cost of this spare capacity and its effect on the operational parameters of the network have also been discussed. Instances of spare capacity in biological networks, termed as distributed robustness, are also presented.

I. INTRODUCTION

Power-law networks, owing to their distinctive structure, are inherently safeguarded from random failures [1-5]. Yet, the very attribute that makes them extremely resistant to random failures also makes them easy targets for targeted attacks by agents with subversive interest [4 5]. To increase the robustness of networks against such attacks, numerous strategies have been devised till date. These strategies are typically based on repositioning the existing edges of a network (Edge Swapping or ES strategy) or adding more edges to the network (Edge Addition or EA strategy). One of the most effective ways reported in the literature to increase the robustness of a network by the ES method is to give it an onion-like structure [6], with a core of densely connected nodes hierarchically surrounded by layers of nodes of decreasing degree. Additionally, there have been other works that seek to further increase the robustness of networks either by the ES [7][11] or the EA strategy [12][15]. Both the ES and the EA strategies are based on the smart rewiring of an existing network by swapping or adding edges in such a way that, in the event of an attack, the size of the largest connected component, $s(q)$, is within a functionally acceptable range.

The work of Schneider et al. [6] that describes the onion-like network structure is based on a key assumption—the invariance of degree distribution. In other words, they assumed that increasing the degree of a node is more expensive than swapping the edges between node pairs. This assumption, implicit in all ES strategies, holds well when we change the degree of a node in the network from $n$ to $k$, where $k \gg n$. However, around the region of $n$, the cost of this change should be as much as the cost of swapping the edges, if not lower.

In this study, we propose a novel EA algorithm for increasing network robustness. Our aim is to define a “spare capacity” of edges for a given network. In other words, in the event of a node’s disruption, the dormant spare capacity embedded in the network will take over and reroute the traffic of the disrupted node, thereby maintaining its informational integrity. Further, our aim is to minimise the cost of this spare capacity, which is a factor of the number of edges that are added in the network and the increase/decrease in the path length of the modified network. Our algorithm also imposes a limit on the increase in the degree of a given node during the addition of spare capacity — we call this the acceptable degree deviation for a given node in the network.

II. METHODS

A. Measures of Robustness and Spare Capacity

The robustness of a network is measured as the size of the largest connected component post disruption of a specific set of nodes. In this regard, the measure used in [6] has been used in this study. Spare capacity is added to a given network as a percentage of the total number of edges originally present in it.

B. Generation of canonical networks

Scale-free networks were generated using the preferential attachment algorithm described by [2]. These net-
works have a degree distribution given by $P(k) \propto k^{-\gamma}$, with $\gamma = 2.5$. Erdős–Rényi networks were also generated for analysis. The codes for the generation of scale-free networks, along with those for the application of our algorithm were developed in-house, and are available via GitHub [https://github.com/SaiSarangaDas/Spare-Capacity-Algorithm/]. The code for the generation of Erdős–Rényi networks was taken from Matlab BGL package [https://in.mathworks.com/matlabcentral/fileexchange/10922-matlabbgl].

C. Algorithm to compute the spare capacity for a given network

**Input**: A network whose spare capacity has to be determined.

**Output**: The modified network with added spare capacity, the disrupted network, cost of spare capacity for the network, the degree of nodes in the original network for which optimal spare capacity has been added.

**Step 1**: Perform a network disruption using a centrality measure of choice. In this study, betweenness centrality and degree centrality were used as a measure for node disruption.

**Step 2**: Identify the two largest connected components in the disrupted network. Let them be $a$ and $b$. The vectors $t$ and $v$ will contain the node numbers of the nodes present in $a$ and $b$. The reason for our focus on the two largest connected components of the network is simple—an edge (spare capacity) between the two largest connected components in the network will result in the least number of infinite path lengths per unit spare capacity, thereby increasing the size of the largest connected component of the network.

**Step 3**: For every potential edge between pair of nodes in $a$ and $b$ respectively, evaluate the sum of finite path lengths of the network. The vector $q$ will contain the node numbers and the sum of finite path lengths for all possible node pairs between $a$ and $b$.

**Step 4**: Sort $q$ in the ascending order of finite path lengths. The first row in $q$ is the optimal spare edge between the two connected components $a$ and $b$ since an edge between these two node pairs results in the least sum of finite path lengths in the network.

**Step 5**: If the degree of either node for which the spare capacity is to be added surpasses a certain threshold, choose the next best spare edge from $q$.

**Step 6**: Perform steps 1 to 5 iteratively for the two successive largest connected components in the network so as to identify the full set of spare capacity for the same.

D. Datasets

All real-world networks investigated in this study, were obtained from Network Repository [https://networkrepository.com/][10].

III. RESULTS

We demonstrate the utility of designing networks with spare capacity, illustrating how the robustness of such networks remain fairly high even during the onslaught of targeted attacks. We illustrate results on both canonical Erdős–Rényi and scale-free networks, as well as a variety of real-world networks. A typical robustness graph, plotting $s(q)$ (size of the largest connected component) against $q$ (number of nodes removed as a fraction of the total number of nodes in the network) has the characteristic appearance shown in Figure 1, where the inclusion of spare capacity is seen to have a significant positive impact on network robustness.

![FIG. 1: A typical Robustness graph where $s(q)$ is computed for a network without and with 5% spare capacity (black and red plots respectively). The graph given above represents the robustness graph of 1138-bus network when betweenness centrality is used as the method for node disruption (more below).](image)

A. Robustness of Canonical Networks

In this section, we discuss the application of our algorithm to canonical Erdős–Rényi $G(n, p)$ and scale-free networks.

1. Erdős–Rényi Networks

Typical Erdős–Rényi networks, in the context of usage of our algorithm, do not yield an appreciable increase in the robustness value. For instance, at 5% spare capacity, the highest increase in the robustness value obtained from our simulations for a 1,000 node network with a $p$ value
of 0.003 were 52.4% and 15.4% when betweenness centrality and degree centrality were used as the mode of network disruption respectively. (At lower \( p \) values, the generated network has a sizable number of clusters, resulting in artificially inflated values of robustness increase (data not shown)). For \( p \) values greater than 0.005, our algorithm seldom leads to any robustness increase. These results are not surprising; Erdős–Rényi networks, owing to their random nature, are immune to targeted attacks and withstand the attack pressure with relative ease [1].

2. Power Law Networks

As mentioned earlier, power law networks, owing to their inherent nature, are extremely vulnerable to targeted attacks. Consequently, the increase in robustness value of these types of networks are indicative of their fragility to targeted attacks, as shown in Figures 2a and 2b.

A few key observations can be made from the figure. Firstly, for a network of any given size, the robustness increase for the disruption of nodes with betweenness centrality is higher than that for the disruption of nodes with degree centrality, an inference that reiterates the conclusion made in an earlier study [17]. Moreover, the standard deviation in the robustness increase of similar sized networks was higher when degree centrality was used as the mode of network disruption (data not shown).

Using our algorithm on a 1,000 node scale-free network, the improvement in the robustness value at 5% spare capacity was 1,434% and 455% when betweenness centrality and degree centrality was used as the measure for node disruption respectively. When compared with the results obtained from works on canonical scale free networks using both the ES and EA methods [6,7,9,12], our methodology shows a significant increase in the robustness value.

B. Example Real-world Networks

Two infrastructure networks—an air traffic network (USAir97) and a power distribution network (1138–bus)—were selected from Network Repository, a publicly available database of networks. The average degrees of USAir97 and 1138–bus networks were 6.6 and 1.3 respectively. As mentioned before, the degree of any given node, during the course of spare capacity addition, is not allowed to deviate over and above a given value. Numerically, this metric is measured as the degree deviation of a node in a given network.

An interesting phenomenon from Figures 3a and 3b is evident—the increase in the robustness value for 1138–bus is higher than that for USAir–97 regardless of the mode of network disruption. This is due to the fact that the decrease in robustness of the US air transport network (with and without spare capacity) is lower than that of 1138–bus (Figure 1 and Supplementary Figure S1). Since USAir97 with an average degree of 6.6 is more resistant to attacks than 1138–Bus with an average degree of 1.3, our initial understanding was that, owing to a preponderance of edges, USAir97 is relatively well connected to withstand targeted attack when compared to 1138–bus.

To test our hypothesis, we analysed a sample of real-world networks (14 networks in total) to ascertain the nature of the relationship between the increase in robustness value and the average degree of networks (Figure 4). From the figure, it is evident that though the increase in robustness value is somewhat related to the average degree of a given network in a few instances, it cannot be generalised as a universal principle; each network has to be analysed individually based on its unique topology. However, in all but one instance, the added spare capacity decreases the characteristic path length of the network (Supplementary Table S1). This is due to the nature of our algorithm and has major implications on the operational cost of the network when it operates with spare capacity.

C. The Importance of Normalised Cost

The most efficient way to add spare capacity to a network is by adding edges to its two largest connected components—the methodology followed by our algorithm. Hence, regardless of an edge between any node pair between the two connected components, the increase in \( s(q) \) of the network during the process of spare capacity addition is the same. However, the sum of finite path lengths of the nodes between the two connected components changes depending on which of the two nodes in the respective connected components is selected for spare capacity addition. An increase in this sum implies an increase in the characteristic path length of the network. This has some crucial implications. Generally, higher the sum, higher is the operational cost of the added spare capacity. As spare capacity is built successively into the entire network, the sum of finite path lengths, or more aptly, the cost of spare capacity, becomes important in understanding the differences in the operational cost of the network when it is operating through activated spare capacity. In the case of the air transportation network, an increase in this metric implies an increase in the time and cost of transportation from one airport to another. In the case of the power network, the increase represents an increase in the duration of power transmission, with corresponding voltage losses.

The cost of spare capacity is a function of the degree deviation of the nodes in the network; as we constrain the number of spare edges a node can accommodate, the algorithm chooses node pairs that result in an increasing sum of finite path lengths for the network, thereby increasing the cost of spare capacity. To better understand the implications of this cost, we define a metric termed as the normalised cost, which is the cost of spare capacity at a given degree deviation divided (normalized) by that when there is no degree deviation imposed on the nodes in the network. From Figure 5, it is evident that as we constrain the degree...
deviation of a network, there is a consequent increase in the normalised cost. Moreover, over a threshold of degree deviation, this increase in cost is non-linear and most likely prohibitive—as the degree deviation is constrained, there comes a point when it becomes infeasible to add further spare capacity.

As an example, if the applied degree deviation constraint is two and all the nodes in either or both of the connected components have a degree of two, then it is not possible to add further spare capacity in those nodes and our algorithm...
returns a message to that effect. This was the case when the degree deviation was constrained at levels below that shown in Figure 5 for USAir97. Hence, it is necessary for the architects designing spare capacity to analyse the impact of degree deviation on normalized cost and come to an optimal solution that is specific for a given network.

IV. DISCUSSION

In this study, we study the vulnerability of networks to targeted attacks, and propose a novel approach to mitigate the damage through a judicious re-wiring of the existing nodes. Using the examples of two important infrastructure networks, other real-world networks and canonical power-law networks, we demonstrate that these networks can be made significantly more robust, by exploiting the notion of spare capacity.

Our algorithm is highly effective in increasing the robustness of networks; from all the real-world networks investigated in our study, the highest increase in robustness value at 5% spare capacity was 1,593% and 712% when betweenness centrality and degree centrality were used to disrupt the networks respectively (mean value for all the analysed networks—449% and 148% respectively). To our knowledge, these numbers are significantly higher than that reported in the literature [6, 7, 9, 12, 13].

When compared to the degree invariant approach of ES strategies in general and the onion network strategy in particular [10], though one may argue that the edges are swapped and not added, one has to understand that swapping an edge (for e.g. either a power line or a fiber optic cable) between two pairs of nodes will have sizable cost implications. Moreover, the onion network suffers from another shortcoming—though the core of high degree nodes are relatively insulated from attack, the periphery of lower degree nodes have an increased vulnerability [13]. Our approach mitigates this limitation by taking a holistic view of the network. The spare capacity deployed in the network is also flexible whereby it can be selectively activated at specific regions of the network depending on the nature of node/nodes disrupted.

What does spare capacity in these networks imply? In the case of USAir97, it informs us the way to efficiency increase the capacity of a given number of airports (nodes) to a given extent (degree deviation) so that, in the event of an airport hub being disrupted due to bad weather or a terror attack, the air infrastructure of a region can function relatively smoothly till the disrupted airport is rendered operational. Moreover, at 5% spare capacity, USAir97 more or less retains its original functionality (Figure 5) — a tremendous operational advantage for a real world air network. In the case of 1138-Bus, the implication is similar but of a different commodity—power. In other words, our algorithm distributes the traffic of the high centrality nodes, better termed as hubs, through various other nodes in the net-
work i.e. it randomizes the hubs.

**Biological Networks are a cornucopia of spare capacity**

One of the most well studied biological spare capacity is that of the bow tie architecture [19] in which various substrates are connected to a core of conserved pathways. In this architecture, the loss of one substrate (glucose) does not necessarily imply the loss of informational integrity of the network (life). Rather, a sparse capacity (lactose) kicks in, which sustains the life of the organism.

In a thought-provoking work [20], Wagner portrays the concept of distributed robustness as a different aspect of biological robustness as compared to redundancy. Unlike the latter, distributed robustness is a phenomenon in which *distributed and different* parts of a biological network play a compensatory role for a given loss of function, akin to the sparse capacity of a network. For example, the loss of Glucose-6-phosphate (G6P) dehydrogenase gene, whose product is an important enzyme in the oxidative pentose pathway shunt, results in the growth of the organism at near wild type levels [21]. However, there is a significant shift in the metabolite network of the organism, in which the loss of NADPH due to G6P mutation is compensated for by an increased flux of the metabolite through the tri-carboxylic acid cycle.

The phenomenon of distributed robustness is also evident in the weak gene perturbation effects seen in biological systems in which the disruption of a gene does not significantly affect the phenotype of an organism [22][24]. In the aforementioned work [20], it was noted that the cause of this effect cannot be attributed to gene duplication alone and some form of distributed robustness, where a gene product compensates for the loss of function of a different gene product, is likely.

One of the most destructive effects of spare capacity is evident in cancer. In this disease, in addition to the usual drug resistance mechanisms of drug efflux, target reactivation and drug modification and neutralization that are also the hallmarks of multi-drug resistant bacteria [25], distributed robustness also plays an important part in therapy resistance and disease progression. Adaptive kinome response, in which inhibition of a kinase to target a specific cell signaling pathway in cancer results in the activation of other kinases that compensate for the loss of function of the targeted kinase, is a typical example of spare capacity [26]. Another example of this phenomenon is the MEK-ERK1/2 pathway that is activated in colorectal cancer. Targeting this pathway results in the activation of ERK 5 pathway that compensates for the role of ERK1/2 pathway. An interesting observation here is that ERK1/2 inhibits ERK 5 through negative feedback control—in other words, it keeps the spare capacity dormant [27].

**Future Perspectives**

The modus operandi of connecting the two largest connected components in a network with the lowest possible cost represents the core of our algorithm, the extension of which to biological networks leads to some interesting observations. Biological networks are different from infrastructure networks in one crucial aspect—the edges between two nodes in a biological network are relatively much more flexible and therefore more dynamic. While it may not be possible for a power line to dynamically reorient itself between different stations, a covalent or a non-covalent interaction between two nodes in a biological network can do so with minimal cost. In other words, the already available edges can also reorient themselves at a minimal cost in combination with *de novo* addition of new edges. Therefore, in the event of a node disruption, be it in the form of a gene deletion, non-functionality of a transcription factor [28] or simply the presence of two connected components that need to find the minimal cost of association between the two in, say, protein folding, the use of our algorithm in these scenarios may lead to some interesting results.

In closing, we see two main contributions of our work. First, we present an algorithm to identify the most optimal utilisation of spare capacity, establishing new connections between existing nodes, in order to achieve a significant increase in robustness. Secondly, as a measure of the efficiency of the added spare capacity, we have introduced the concept of normalized cost for the addition of spare capacity between different node pairs in a complex network. Ultimately, the concept of spare capacity, borrowed from nature, can be a versatile tool to understand and manipulate networks, both biological and non-biological.
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Appendix A: Supplementary Material

Table S1 contains the list of networks that have been analysed in this study. Apart from infrastructure networks, a few other networks like collaboration networks, biological networks and crime networks have been analysed. Our comments on the biological networks in the main part of the article notwithstanding, our algorithm has utility in a variety of networks. For example, an analysis of an author collaboration network will tell an author/scientist the most efficient way to reach a given contact should a senior Professor in the network (a node with high centrality) retire. Similarly, as regards to a crime network, it will provide the law enforcement agencies a list of the secondary targets that are capable of reforming the network after the primary targets have been neutralised, so that they can act appropriately.

Appendix B: Supplementary Figures

FIG. S1: The robustness graph of USAir97 when betweenness centrality was used as the mode of network disruption without and with 5% Spare capacity (black and red lines respectively). Note the difference in the area under the curve between this figure and Figure 1 in the main text. This figure leads to another important inference: at 5% spare capacity, the USAir97 network will more or less retain its original functionality since the decrease in the robustness of the network is minimal (red plot). For a real world air network, this has profound implications.
FIG. S2: The robustness values of different real life networks analysed in this study, when degree centrality was used as the measure of node disruption. For more information on the networks refer to Supplementary Table S1.

FIG. S3: The normalized cost of spare capacity as a function of degree deviation is shown in the figure for USAir 97 when degree centrality was used as the method of node disruption. Normalised cost for spare capacity of 1 (closed squares), 2 (closed circles), 3 (closed triangles), 4 (closed inverted triangles) and 5 (closed diamonds) percent.
FIG. S4: The normalized cost of spare capacity as a function of degree deviation is shown in the figure for 1138–Bus when betweenness centrality was used as the method of node disruption. Normalised cost for spare capacity of 1 (closed squares), 2 (closed circles), 3 (closed triangles), 4 (closed inverted triangles) and 5 (closed diamonds) percent.

FIG. S5: The normalized cost of spare capacity as a function of degree deviation is shown in the figure for 1138–Bus when degree centrality was used as the method of node disruption. Normalised cost for spare capacity of 1 (closed squares), 2 (closed circles), 3 (closed triangles), 4 (closed inverted triangles) and 5 (closed diamonds) percent.