Broken covariance of particle detector models in relativistic quantum information
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We show that the predictions of spatially smeared particle detectors coupled to quantum fields are not generally covariant outside the pointlike limit. This lack of covariance manifests itself as an ambiguity in the time-ordering operation. We analyze how the breakdown of covariance affects typical detector models in quantum field theory such as the Unruh-DeWitt model. Specifically, we show how the violations of covariance depend on the state of the detectors-field system, the shape and state of motion of the detectors, and the spacetime geometry. Furthermore, we provide the tools to explicitly evaluate the magnitude of the violation, and identify the regimes where the predictions of smeared detectors are either exactly or approximately covariant in perturbative analyses.

I. INTRODUCTION

Particle detector models have become an ubiquitous concept in the study of fundamental problems in quantum field theory (QFT). They provide a way of circumventing some of the conceptual and technical issues associated with the notion of measurement of localized field observables, and also yield an operationally appealing approach to common phenomenon in QFT in curved spacetimes such as the Unruh and Hawking effects (see, e.g., [1, 2, 8–10]). Beyond their value as a fundamental tool, particle detector models are commonly employed in concrete setups in relativistic quantum information and quantum optics to model the light-matter interaction in relativistic regimes (see, e.g. [11, 12]).

Common desired features of particle detector models include being localized, controllable and measurable non-relativistic quantum systems that couple to a quantum field in a finite region of spacetime. Historically, particle detectors have been typically considered to be pointlike objects which interact with a quantum field along timelike curves representing their trajectories. There are, however, good reasons to extend the model beyond pointlike detectors, thus including some spatial extension to the system. One reason is to regularize UV divergences in the predictions of the theory by introducing a finite lengthscales for the size of the detector. Smeared detectors are also more appealing from the point of view of the detector-field Hamiltonian density is covariantly prescribed, one may wonder whether there may still be issues with the covariance of the time evolution generated by this Hamiltonian density due to the non-local nature of the coupling of smeared detectors.

Indeed, taking the common Hamiltonian formulation for particle detector physics, we can ask how these non-locality issues affect the time evolution operator given by the time-ordered exponential of the Hamiltonian for the system. Although in nonrelativistic physics time is an external, absolute parameter, when considering relativistic scenarios, one has to address the issues and subtleties that arise from different choices of a time parameter. In particular, each observer has their own rest spaces and proper times, and therefore the notion of time order may become frame dependent. Namely, the ordering of events in spacetime according to different time coordinates will only be unambiguous if they are timelike or null separated. If, on the other hand, two events are spacelike separated, one can find observers that see either event happening before or after the other.

In the case of particle detectors, first principle arguments tell us that it is physically justified to prescribe the
interaction in the reference frame of the detector’s center of mass. However, if the interaction between the field and the detector is spatially smeared, there will be spacelike separated events in the ‘worldtube’ of the detector. This means that the ambiguity in time ordering will impact smeared detector setups, and certainly time-ordering with respect to the detector’s centre of mass proper time will in general not be equivalent to time-ordering with respect to a different frame. If taken at face value, this would be catastrophic for a detector model of a quantum field theory: suddenly, time evolution and all its predictions would be reference frame dependent.

General covariance is an important foundational point of modern theoretical physics: fundamental theories must be independent of the (strictly mathematical) choice of the coordinates used to describe the laws of physics. Even though the detector based approach for probing quantum fields is not intended to be a fundamental description of nature, it is still important that its predictions are generally covariant if we are to give them physical meaning in terms of features of the quantum field. Moreover, particle detectors are used in scenarios where covariance plays an important role, such as entanglement harvesting (see, e.g., [13, 28]), where multiple detectors are present and the causal relations between the interactions of the many detectors are relevant.

In the present paper, we study in detail how the spatial smearing of an UDW detector breaks covariance. First, we show that all predictions made for a system of point-like detectors with covariant Hamiltonian densities (prescribed as in [18]) are coordinate independent. In other words, systems of many pointlike particle detectors in general spacetime backgrounds are fully covariant.

We then explicitly analyze the time evolution operator for smeared detectors and calculate (up to lowest non-trivial order) the magnitude of the violation of covariance due to the detectors’ finite size. In particular, we show how predictions made in different coordinate systems with different notions of time-ordering deviate from each other as a function of the field-detector state, the size and shape of the detector, as well as the geometry of spacetime. We will show that if the detector is initially in a statistical mixture of states of well defined energy (eigenstates of the free Hamiltonian, thermal states, etc), then the violations of covariance are of third order (and in many cases fourth order) in the coupling strength between the detector and field. This means that predictions associated to different choices of time parameters are equivalent at the order in perturbation theory where many important phenomena manifest (e.g., entanglement harvesting, detection of the Unruh effect, etc.). Furthermore, for the cases where the violations of covariance are of leading order, we discuss in what regimes they can be made negligible. Namely, when several requirements are met: 1) the relative motion of the detectors with respect to the frame in which we are computing should not be extreme; 2) the curvature around the detectors should also be small enough; and 3) the predictions are only valid for times much longer than the light-crossing time of each of the detectors in their respective proper frames, as well as in the coordinate frame we use to calculate.

II. REVIEW OF SPACETIME INTERVALS IN CURVED SPACETIMES

For the purposes of this work, it is convenient to review the notions of timelike, null and spacelike separation in curved spacetimes. In Minkowski spacetime it is easy to define the notion of spacelike and timelike separation of two events \( p \) and \( q \). If we let \( \Delta x = p - q \), we say that the two events are spacelike separated in the case in which \( \eta_{\mu \nu} \Delta x^\mu \Delta x'^{\nu} > 0 \) and that they are timelike separated if \( \eta_{\mu \nu} \Delta x^\mu \Delta x'^{\nu} < 0 \), where \( \eta_{\mu \nu} \) stands for the metric in inertial coordinates. If \( p \) and \( q \) are spacelike separated in Minkowski spacetime, it is always possible to find an inertial timelike observer that sees both events simultaneously. If they are timelike separated, there is always an inertial timelike trajectory that goes through both of the events. Also, we say that two events are null separated if the norm of \( \Delta x \) is zero. Null separated events in are connected by a ray of light.

These concepts provide very useful insight about the causal structure of Minkowski spacetime, in the sense that events that are spacelike separated have no causal influence over one another. In the context of quantum field theory, this fact manifests itself as the microcausality condition: the commutator of quantum fields in spacelike separated regions vanishes. In Minkowski spacetimes, we can simply say timelike are those events that can be connected by timelike curves, and the analogous holds for null separated events. The points that are spacelike separated are the ones that do not fit any of the categories before.

In curved spacetimes, however, defining global notions analogous to timelike, null and spacelike separations is more delicate [29]. First, we assume that we have a spacetime \( \mathcal{M} \) with a metric \( g \) that is globally hyperbolic and time orientable. Given a point \( p \), we then define the set of chronological events related to \( p \) as the set of all points that can be connected to \( p \) by a timelike curve. We denote the set of chronological events related to \( p \) by \( I(p) \). This can be shown to be an open set [29] and it corresponds to the interior of the lightcone in Minkowski spacetime.

We then define the set of null separated events

\[
N(p) = \overline{I(p)} \setminus I(p)
\]

as the boundary of the closure of \( I(p) \). In Minkowski \( N(p) \) corresponds to the set of points that are in the boundary of the lightcone of \( p \). It should be noted however that in general this set might contain points that are not causally connected to \( p \) (See again [29] for an example). However, all null curves that go through \( p \) are contained in \( N(p) \). Note that as \( N(p) \) is the boundary of a region, it possesses one dimension less than the spacetime it is contained in, and volume integrals performed over it yield zero.
We then define the set of non-chronological events related to \( p \) as \( S(p) = \mathcal{M} \setminus \overline{I(p)} \). In Minkowski this is equivalent to the region outside the lightcone of \( p \). This set is always open since it is the complement of a closed set, and no event in \( S(p) \) is causally connected to the point \( p \).

Having generalizations of spacelike and timelike separation, we notice that \( q \in I(p) \Leftrightarrow p \in I(q) \), so that we can define the relation between events ‘belonging to the chronological set of one another’ that we notate \( \pi \mathcal{I} q \). This relation is what we define as timelike separation. Analogously, \( q \in N(p) \Leftrightarrow p \in N(q) \) so that we can define the relation between events ‘belonging to the null set of one another’ that we denote by \( p \mathcal{S} q \). This is what we will call null separation here, although it should be noted that not all null separated events can be connected by a lightlike curve \[29\].

Consider two future-oriented timelike vectors \( \partial_t \) and \( \partial_{t'} \) associated to two coordinate systems \( R \equiv (t, \mathbf{x}) \) and \( R' \equiv (t', \mathbf{x}') \), and two events \( p \) and \( q \) of coordinates \((p^0, p^i), (p'^0, p'^i)\) and \((q^0, q^i), (q'^0, q'^i)\) respectively in \( R \) and \( R' \). If \( p \mathcal{I} q \) or \( p \mathcal{S} q \), we have that the sign of \( p^0 - q^0 \) and \( p'^0 - q'^0 \) is the same. Also, we will only have \( p^0 - q^0 \) (or \( p'^0 - q'^0 \)) equal zero if \( p = q \). Therefore, the notion of time ordering for these events is unambiguous and coordinate independent (hence reference frame independent). This will be particularly useful for the discussion of the meaning of the time ordering operation in quantum mechanics in curved spacetimes.

We also define the relation \( p \mathcal{=} q \) in the case in which \( q \in S(p) \Leftrightarrow p \in S(q) \). Relevant to this paper, notice that since in this case the points \( p \) and \( q \) are not causally connected, the microcausality condition imposes that the commutator of a scalar quantum field evaluated at them must vanish.

### III. THE TIME ORDERING OPERATION

The notion of time ordering is fundamental in our understanding of time evolution in quantum theory. When a given coordinate system is chosen, \( x = (t, \mathbf{x}) \), the time ordering of events associated to this coordinate system is understood as an ordering with respect to the coordinate time \( t \). For timelike or null separated events, time ordering is independent of the coordinate system picked. However, for spacelike events this is not the case. In this section, we will study under which conditions the time-ordered exponential of a Hamiltonian density is independent of the time parameter used to order it. We will do so for general quantum field theories in a globally hyperbolic spacetime \( \mathcal{M} \) of dimension \( D = n + 1 \) with metric \( g \).

Let us consider a QFT with some interaction. Let us fix a coordinate system, \( \tilde{x} = (\tau, \mathbf{x}) \) and split the full Hamiltonian that generates time translations with respect to the time parameter \( \tau \) into a free part, and an interaction part. We can work in the interaction picture, so that the field operators evolve according to the free Hamiltonian, while the states evolve with respect to the time evolution generated by the interaction one. The time evolution operator associated to \( \tau, \hat{U}_\tau \), can then be written as a time-ordered exponential of the interaction Hamiltonian \( \hat{H}_I(\tau) \) (generating translations with respect to \( \tau \)) as

\[
\hat{U}_\tau = \mathcal{T}_\tau \exp \left( -i \int_\mathbb{R} d\tau \hat{H}_I(\tau) \right).
\]

Notice that here we have made explicit that the time-ordering operation, in principle, corresponds to the time parameter \( \tau \).

More fundamentally, the interaction Hamiltonian is thought of as an integral of a Hamiltonian density \( \hat{h}_I(\tilde{x}) \) in a given spatial slice \( \Sigma_\tau \) which is defined by constant values of the time parameter \( \tau \), that is,

\[
\hat{H}_I(\tau) = \int_{\Sigma_\tau} d^n\tilde{x} \hat{h}_I(\tilde{x}) = \int_{\Sigma_\tau} d^n\tilde{x} \sqrt{-\hat{g}} \hat{h}_I(\tilde{x}),
\]

where \( \hat{g} \) denotes the determinant of the metric in the \( \tilde{x} \) coordinates and we defined the Hamiltonian weight \( \hat{h}_I(\tilde{x}) := \hat{h}_I(\sqrt{-\hat{g}}) \), which is a scalar under coordinate transformations. This allows us to rewrite \( \hat{U}_\tau \) in terms of spacetime integrals of the Hamiltonian weight,

\[
\hat{U}_\tau = \mathcal{T}_\tau \exp \left( -i \int_{\mathcal{M}} d\mathcal{V} \hat{h}_I(\tilde{x}) \right),
\]

where \( d\mathcal{V} \) is the invariant volume element of spacetime, given by

\[
d\mathcal{V} \equiv \sqrt{-g}d^Dx = \sqrt{-g}d^D\tilde{x}.
\]

We could explicitly see this time evolution as coming from a Hamiltonian generating translations with respect to some other time coordinate \( t, \hat{H}_I(t) \), defining it as

\[
\hat{H}_I(t) = \int_{\mathcal{E}_t} d^n\mathbf{x} \sqrt{-\hat{g}} \hat{h}_I(\mathbf{x}),
\]

and where \( \mathbf{x} \) are spacelike coordinates on \( \mathcal{E}_t \), which are the surfaces of simultaneity defined by constant \( t \). Having a covariantly defined Hamiltonian as in \[30\] is, however, not enough to guarantee that the time evolution operator itself will be independent of the time parameter chosen to prescribe it. This will only be true if the time ordering operation with respect to \( \tau \) were actually truly independent of the time coordinate chosen. If this were not the case, it is easy to see that issues with time-ordering will appear in every order \( \mathcal{O}(\lambda^n) \) with \( n \geq 2 \) of the Dyson expansion of \( \hat{U}_\tau \). Namely, if we write the Dyson expansion as

\[
\hat{U}_\tau = \mathbb{1} + \hat{U}_\tau^{(1)} + \hat{U}_\tau^{(2)} + \mathcal{O}(\lambda^3),
\]

then the time ordering prescription \( \mathcal{T}_\tau \) associated to the detector’s proper time yields for the second order
term

\[
\hat{U}_r^{(2)} := (-i)^2 \int_{-\infty}^{+\infty} d\tau \int_{-\infty}^{+\infty} d\tau' \, \hat{H}_r^\dagger (\tau) \hat{H}_r (\tau')
\]

\[
= (-i)^2 \int \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (\tau - \tau').
\] (7)

If we now try to perform a coordinate transformation to another coordinate system \( x = (t, x) \), we get

\[
\hat{U}_r^{(2)} = (-i)^2 \int_{\mathcal{M} \times \mathcal{M}} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (\tau - \tau')
\]

\[
\neq (-i)^2 \int_{-\infty}^{+\infty} dt \int_{-\infty}^{+\infty} dt' \, \hat{H}_r^\dagger (t) \hat{H}_r (t') = \hat{U}_t^{(2)}.
\] (8)

Because there can be spacelike separated events in the integral in (9), we do not get the nested integration that one would expect from carrying out time ordering \( T_\tau \) with respect to the time coordinate \( t \) instead of \( \tau \).

Note, however, that we can split the integration region \( \mathcal{M} \times \mathcal{M} \) into four subregions:

\[
T := \{(\tilde{x}, \tilde{x}') \in \mathcal{M} \times \mathcal{M} : \tilde{x} \neq \tilde{x}'\},
\]

\[
N := \{(x, x') \in \mathcal{M} \times \mathcal{M} : x = x'\},
\]

\[
S_> := \{(x, x') \in \mathcal{M} \times \mathcal{M} : \tau > \tau' \Rightarrow t > t'\},
\]

\[
S_< := \{(\tilde{x}, \tilde{x}') \in \mathcal{M} \times \mathcal{M} : \tilde{x} \neq \tilde{x}'\}.
\] (9) (10) (11) (12)

where \( \tilde{x} \neq x \) corresponds to timelike, \( x = x' \) corresponds to null and \( \tilde{x} \neq \tilde{x}' \) corresponds to spacelike separation between \( x \) and \( x' \).

With this splitting we can write \( \hat{U}_t^{(2)} \) in (10) as a sum of integrals over the different regions

\[
\hat{U}_t^{(2)} = (-i)^2 \int_{T \cup N \cup S_> \cup S_<} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (\tau - \tau')
\]

\[
+ (-i)^2 \int_{S_<} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (\tau - \tau').
\] (13)

For timelike and null separation, the time ordering between two events is the same for every observer, which means that for points on regions \( T \) and \( N \), \( \tau (x) - \tau (x') > 0 \) if and only if \( t - t' > 0 \) as per the discussion in Section 11. This allows us to equate \( \theta (\tau (x) - \tau (x')) = \theta (t - t') \) in these regions. The same reasoning is true for the points in the \( S_> \) region by construction, since we defined \( S_> \) to be the region composed of spacetime events that preserved the previous time ordering.

The only region where the coordinate transformation may cause problems is \( S_< \), since it changes the time ordering between the two events. In this region, we can write \( \theta (\tau (x) - \tau (x')) = \theta (t' - t) \), which allows us to rewrite the integral as

\[
\int_{S_<} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (\tau (x) - \tau (x'))
\]

\[
= \int_{S_<} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (t' - t);
\] (14)

Then, writing \( \hat{h}_r (x) \hat{h}_r (x') = \hat{h}_r (x') \hat{h}_r (x) + [\hat{h}_r (x), \hat{h}_r (x')] \), we get

\[
\int_{S_<} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x') \hat{h}_r (x) \theta (t' - t)
\]

\[
= \int_{S_<} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (t' - t)
\]

\[
+ \int_{S_<} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (t' - t).
\] (15)

Renaming the integration variables \( x \) and \( x' \) in the first integral of the right hand side above we recover the same integrand as in Eq. (3). Adding the integrals over the regions \( T, N, S_> \) and \( S_< \), we finally get

\[
\hat{U}_t^{(2)} = (-i)^2 \int_{\mathcal{M} \times \mathcal{M}} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (\tau - \tau')
\]

\[
= (-i)^2 \int_{\mathcal{M} \times \mathcal{M}} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (t - t')
\]

\[
+ (-i)^2 \int_{S_> \cup S_<} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (t' - t)
\]

\[
= \hat{U}_t^{(2)} + (-i)^2 \int_{S_<} \mathcal{D}x \mathcal{D}x' \, \hat{h}_r (x) \hat{h}_r (x') \theta (t' - t),
\] (16)

where we recall \( T_\tau \) represents time ordering with respect to \( t \) and \( \hat{U}_t \) the associated time evolution operator. The second summand in (10) ultimately threatens the covariance of the time ordering prescription. This term is proportional to the commutator of the Hamiltonian densities at spacelike-separated points.

To generalize the result above to higher orders, notice that the \( N \)th term in the Dyson series can be written as

\[
\hat{U}_r^{(N)} = \frac{(-i)^N}{N!} \int_{\mathcal{M}^N} \mathcal{D}x_1 \ldots \mathcal{D}x_N \, T_\tau \hat{h}_r (x_1) \ldots \hat{h}_r (x_N)
\]

\[
= \frac{(-i)^N}{N!} \int_{\mathcal{M}^N} \mathcal{D}x_1 \ldots \mathcal{D}x_N \, T_\tau \hat{h}_r (x_1) \ldots \hat{h}_r (x_N)
\]

\[
= \frac{(-i)^N}{N!} \int_{\mathcal{M}^N} \mathcal{D}x_1 \ldots \mathcal{D}x_N \, T_\tau \hat{h}_r (x_1) \ldots \hat{h}_r (x_N),
\] (17)

where \( T_\tau \) applied to the Hamiltonian densities time-orders the product according to the detector’s centre of mass proper time \( \tau \). As the second and third line of (17) shows, we could switch from the \( \tilde{x} = (\tau, \tilde{x}) \) coordinates to arbitrary coordinates \( x = (t, \mathbf{x}) \) without picking any extra terms, but we need to keep the time ordering with respect to \( \tau \). Expressing the time-ordering with respect to \( \tau \) in terms of time ordering in the coordinates \( (t, \mathbf{x}) \) is, in general, a nontrivial task but it is in general different from time ordering with respect to \( t \).

We would like to highlight that the non-coincidence of time-ordering with respect to different coordinate systems can be bypassed in many common scenarios. Indeed, notice that the time ordering operation is uniquely defined for operators that commute within spacelike separated regions. If the Hamiltonian weight is microcausal,
that is, it satisfies
\[ \mathbf{x} \mapsto \mathbf{x}^\prime \Rightarrow [\hat{h}(\mathbf{x}), \hat{h}(\mathbf{x}^\prime)] = 0, \] (18)
then the ambiguity in time ordering of spacelike-separated events will have no impact in the calculation of the time evolution operator. In other words, when (18) is satisfied, time ordering is the same with respect to any time parameter. There are many relevant interactions where the Hamiltonian density is microcausal. The postulate of microcausality in QFT implies that field operators evaluated at spacelike-separated points commute. If the interaction Hamiltonian weight \( \hat{h}_I(\mathbf{x}) \) is local in the quantum fields (that is, only couples field degrees of freedom evaluated at a single point in each space slice) the Hamiltonian weight is microcausal. This is why in (most of) high-energy physics, where all fields are microcausal and the interactions are local, there is no need to specify a privileged time ordering and the time evolution is always covariant. This is also why a detection scheme based on the Fewster-Verch QFT measurement framework [6, 31, 32] would not have any problems with covariance. However, smeared particle detectors such as the smeared Unruh-DeWitt model involve non-local couplings to quantum fields, hence will suffer from time-ordering ambiguities as we will see.

IV. BREAKING OF Covariance BY A SINGLE SMEARED DETECTOR

In this section we apply the results of Section III to the case of a single Unruh DeWitt detector undergoing an arbitrary trajectory in a globally hyperbolic spacetime. Subsection IV.A reviews the general formulation of UDW detectors in curved spacetimes and in Subsection IV.B we discuss and quantify the break of covariance in the model.

A. Particle detectors: The Unruh-DeWitt model

To model the interaction of a particle detector and a quantum field in curved spacetimes we use a smeared Unruh-DeWitt detector [2, 3]. That is, a two-level system interacting with a free scalar field through a minimally coupled action. The Unruh-DeWitt model captures most of the fundamental features of the light-matter interaction (barring the exchange of angular momentum [12, 32] and hence one could think of this detector as modelling the interaction of atomic probes and the electromagnetic field [11, 12]. We assume that we have a globally hyperbolic \( D = n + 1 \) dimensional spacetime \( \mathcal{M} \). Under these assumptions, the action for the field takes the form
\[ S[\phi] = \int d^\nu \left( -\frac{1}{2} \nabla_\mu \phi \nabla^\mu \phi - \frac{1}{2} m^2 \phi^2 \right). \] (19)

Let us pick coordinates \( y = (t, y) \) such that \( t \) is timelike and \( y \) defines coordinates on spacelike surfaces. Performing ‘equal time’ canonical quantization in these coordinates, as done in [18], we obtain the following quantized solution for the field
\[ \hat{\phi}(y) = \int d^\nu k \left( \hat{a}_k u_k(y) + \hat{a}_k^\dagger u_k(y) \right), \] (20)
where \( \{u_k(y)\} \) is a complete set of solutions to the Klein-Gordon equation and the creation and annihilation operators \( \hat{a}_k \) and \( \hat{a}_k^\dagger \) satisfy the usual commutation relations \( [\hat{a}_k, \hat{a}_k^\dagger] = \delta^{(n)}(k - k') \mathbb{1} \).

Same as in (among others) [18], we assume our detector to be localized as a smeared (Fermi-Walker rigid) two-level first quantized system. We notate \( z(\tau) \) the trajectory of the detector’s centre of mass, parametrized by proper time \( \tau \). We denote \( |g\rangle \) and \( |e\rangle \) the ground and excited state of the detector according to the detector’s free Hamiltonian \( \hat{H}_d^\tau \) (which generates translations with respect to \( \tau \))
\[ \hat{H}_d^\tau = \Omega \hat{\sigma}^+ \hat{\sigma}^- = \frac{\Omega}{2} (\hat{\sigma}_z + \mathbb{1}), \] (21)
where \( \Omega \) is the proper energy gap of the detector and \( \hat{\sigma}^+ = |e\rangle \langle g| = (\hat{\sigma}^-)^\dagger \).

We consider the usual Unruh-DeWitt monopole coupling. In the interaction picture the interaction Hamiltonian weight takes the form
\[ \hat{h}_I(x) = \lambda \chi(\tau)f(\bar{x})\hat{\mu}(\tau)\hat{\phi}(\bar{x}). \] (22)
where—following the prescription from [18]—we pick Fermi normal coordinates \( (\tau, \bar{x}) \), associated to the centre of mass of the detector, and the monopole moment operator takes the form
\[ \hat{\mu}(\tau) = e^{i\Omega \tau} \hat{\sigma}^+ + e^{-i\Omega \tau} \hat{\sigma}^- . \] (23)
Notice that, by construction, in the proper frame of the detector we can factor a switching function \( \chi(\tau) \) and a spatial smearing function \( f(\bar{x}) \). In a general coordinate system there is no factorization of a switching and a smearing function and the Hamiltonian weight will be characterized instead by a spacetime smearing \( \Lambda(x) \), that is,
\[ \hat{h}_I(x) = \lambda \Lambda(x) \hat{\mu}(\tau(x)) \hat{\phi}(\bar{x}). \] (24)

As stated in [18], the integral of the above quantity in spacetime is fully covariant and coordinate independent. The Hamiltonian that generates time evolution with respect to the proper time \( \tau \) of the detector is then defined as the integral over the constant \( \tau \) surfaces \( \Sigma_\tau \), according to
\[ \hat{H}_d^\tau = \lambda \int_{\Sigma_\tau} d^n \bar{x} \sqrt{-g} \chi(\tau)f(\bar{x})\hat{\mu}(\tau)\hat{\phi}(\bar{x}), \] (25)
while the Hamiltonian generating translations with respect to an arbitrary time coordinate \( t \) can be written as
\[ \hat{H}_d^t = \lambda \int_{\Sigma_t} d^n \bar{x} \sqrt{-g} \Lambda(x) \hat{\mu}(t) \hat{\phi}(\bar{x}), \] (26)
where $\mathcal{E}_t$ denotes the constant $t$ spacelike surfaces in the coordinates $x = (t, \mathbf{x})$.

The time evolution operator is then defined as the time-ordered exponential

$$\hat{U} = T_\tau \exp \left( -i \int_{\mathcal{M}} d\mathbf{y} \mathcal{H}_I(x) \right) = T_\tau \exp \left( -i \int_{\mathcal{R}} d\tau \hat{H}_I^s(\tau) \right),$$

(27)

where the time ordering operator $T_\tau$ represents time ordering with respect to the proper time of the detector’s centre of mass $\tau$.

### B. Covariance and time-ordering in the UDW model

In section III we have argued that local quantum field theories that satisfy microcausality (observables commute at different spacelike separated points) would produce time evolution operators that do not depend on the time parameter chosen for time ordering. When we take $\mathcal{H}_I(x)$ to be the Hamiltonian weight associated to a pointlike detector undergoing an arbitrary timelike trajectory in a fixed background, the interaction is local. That is, the detector’s degree of freedom only couples to a single point in each space slice. This translates into the fact that the support of the Hamiltonian weight $\mathcal{H}_I(x)$ consists of a single point in each spatial slice, which in turn implies that $\mathcal{H}_I(x)$ satisfies a microcausality condition: in commutes with itself at spacelike separated points. In summary: predictions of the time evolution of pointlike Unruh-DeWitt detectors coupled through Hamiltonian weights of the form \[24\] are fully covariant.

However, in the smeared Unruh-DeWitt detector picture, microcausality of the Hamiltonian weight (and therefore the Hamiltonian density) does not follow. Namely, the commutator of the Unruh-DeWitt interaction Hamiltonian densities for a single smeared detector evaluated at spacelike-separated points is not identically zero because of the smearing. This violation of general covariance can be traced back to the fact that the spatially smeared Unruh-DeWitt Hamiltonian itself encodes an interaction of a single degree of freedom of the detector with a field observable in a region with finite spatial extension, and is therefore inherently nonlocal. It is thus important to quantify the degree to which this nonlocality of the interaction hinders the covariant nature of predictions prescribed in different coordinate systems. This will be the goal of this Subsection.

To quantify the break of covariance introduced by the smearing we make use of the results of Section III by taking the coordinates $\bar{x} = (\tau, \mathbf{x})$ to be the Fermi normal coordinates associated to the detector’s center of mass and we take $x = (t, \mathbf{x})$ to be a different arbitrary frame. We recall that time ordering is unambiguous for the timelike and null regions $T$ and $N$. Furthermore the only region where time ordering can cause covariance problems is $S_\prec$ since, by definition, it contains all the events for which time-ordering is not the same in both frames. Considering that the quantum field theory satisfies microcausality ($[\hat{\phi}(x), \hat{\phi}(x')] = 0$ for $x \neq x'$) we can write the commutator of the Hamiltonian weights in \[1\] in terms of the commutator of the monopole operator at different times in $S_\prec$ as

$$[\hat{H}_I(x), \hat{H}_I(x')] = \lambda^2 \Lambda(x) \Lambda(x') \left[ \mu(\tau(x)), \mu(\tau(x')) \right] \hat{\phi}(x)\hat{\phi}(x'),$$

(28)

where the $\Lambda(x)$ is the spacetime smearing function. From \[23\] we can explicitly evaluate the monopole moment commutator for a qubit UDW detector as

$$\left[ \mu(\tau), \mu(\tau') \right] = 2i \sin(\Omega(\tau - \tau')) \hat{\sigma}_z,$$

(29)

which, as it will relevant later, commutes with the free Hamiltonian of the detector.

We can now compare the time ordering operation with respect to proper time $\tau$ as opposed to time ordering with respect to a different parameter $t$. Concretely, consider two time-ordered exponentials that define two different time evolution operators $\hat{U}_t$ and $\hat{U}_\tau$. On the one hand, $\hat{U}_t$ is associated to the Hamiltonian generating time evolution with respect to the proper time of the detector $\hat{H}_I^s(\tau)$, that is

$$\hat{U}_t = T_\tau \exp \left( -i \int d\tau \hat{H}_I^s(\tau) \right).$$

(30)

On the other hand, the time evolution operator $\hat{U}_\tau$ is associated to the time-order of the Hamiltonian $\hat{H}_I^s(t)$ generating translations with respect to another time parameter $t$:

$$\hat{U}_\tau = T_\tau \exp \left( -i \int dt \hat{H}_I^s(t) \right).$$

(31)

In a covariant formalism we should have $\hat{U}_t = \hat{U}_\tau$, so that the predictions do not depend on the choice of coordinates.

While this is not going to be true for non-pointlike detectors, it is possible to precisely quantify the difference between the two time-ordering prescriptions in a general smearing scenario. As discussed in Section III for the first order Dyson expansion term in the time evolution $\hat{U}_t^{(1)} = \hat{U}_\tau^{(1)}$, and therefore the first deviation appears in the second order of the Dyson expansion. From \[1\] we get

$$\hat{U}_t^{(2)} - \hat{U}_\tau^{(2)} = - \int_{S_\prec} d\mathbf{y} d\mathbf{y'} \left[ \hat{H}_I(x), \hat{H}_I(x') \right] \theta(t' - t).$$

(32)

If we expand the integral above using the expression of the Hamiltonian weight $\hat{H}_I(x)$ in terms of the field and monopole operators and equation \[29\], we obtain

$$\hat{U}_t^{(2)} - \hat{U}_\tau^{(2)} = -2i\lambda^2 \hat{\sigma}_z \int_{S_\prec} d\mathbf{y} d\mathbf{y'} \Lambda(x) \Lambda(x') \hat{\phi}(x)\hat{\phi}(x') \times \sin \left[ \Omega(\tau - \tau') \right] \theta(t' - t).$$

(33)
We then define an operator $\hat{E}$ that acts only on the Hilbert space of the field as

$$\hat{E} := -2i \int_{S_{\leq}} \mathrm{d}V \mathrm{d}V' \Lambda(x) \Lambda(x') \hat{\phi}(x) \hat{\phi}(x') \sin[\Omega(\tau - \tau')] \theta(t' - t),$$

(34)

so that we can write the difference between $\hat{U}^{(2)}$ and $\hat{U}^{(1)}$ as

$$\hat{U}^{(2)}_t - \hat{U}^{(1)}_t = \lambda^2 \sigma_z \hat{E}.$$  

(35)

Taking the adjoint of Equation (34) and using the fact that the field operators commute when evaluated at points in $S_{\leq}$, one sees that $\hat{E}^\dagger = -\hat{E}$.

We can evaluate the exact magnitude of the violation of covariance by choosing a particular initial state for detector and field. In particular, in the reasonable scenario that field and detector are initially uncorrelated, the initial joint state is

$$\rho_0 = \rho_{d,0} \otimes \rho_\phi.$$  

(36)

After the interaction, the state of the field-detector system will be given by

$$\rho^t = \hat{U}_t \rho_0 \hat{U}_t^\dagger.$$  

(37)

The time-evolved state of the detector is obtained after tracing over the field degrees of freedom: $\hat{\rho}_d = \text{Tr}_\phi \hat{\rho}$. If one decides to prescribe the interaction using any other coordinate system, general covariance would demand that the time evolution implemented by $\hat{U}_t$ should coincide with that of $\hat{U}_t$. For $\hat{U}_t$, the density operator used to describe the system after the interaction will be given by

$$\hat{\rho}^t = \hat{U}_t \hat{\rho}_0 \hat{U}_t^\dagger.$$  

(38)

Since the spacetime region of interaction is given by the support of the spacetime profile $\Lambda(x)$ which is coordinate invariant, we can then use Equation (35) to compare $\hat{\rho}^t$ with $\rho^t$. We obtain

$$\hat{\rho}^t = \hat{U}_t \rho_0 \hat{U}_t^\dagger + \lambda^2 \left( \hat{\sigma}_z \hat{E} \hat{\rho}_d \hat{U}_t^\dagger + \hat{U}_t \hat{\rho}_0 \hat{\sigma}_z \hat{E}^\dagger \right) + \mathcal{O}(\lambda^3)$$

$$= \rho^t + \lambda^2 \left( \hat{\sigma}_z \hat{\rho}_{d,0} \otimes \hat{E} \hat{\rho}_\phi + \hat{\rho}_{d,0} \hat{\sigma}_z \otimes \hat{\rho}_\phi \hat{E}^\dagger \right) + \mathcal{O}(\lambda^3).$$  

(39)

The covariance breaking introduced in the detector evolved states can be evaluated by partial-tracing the field. Using the cyclic property of the trace and that $\hat{E} = -\hat{E}^\dagger$ we can write $\hat{\rho}^t_\phi = \text{Tr}_d \hat{\rho}^t$ as

$$\hat{\rho}^t_d = \hat{\rho}^t_\phi + \lambda^2 \left( \hat{\sigma}_z \hat{\rho}_{d,0} \text{Tr} \hat{E} \hat{\rho}_\phi + \hat{\rho}_{d,0} \hat{\sigma}_z \text{Tr} \hat{\rho}_\phi \hat{E}^\dagger \right) + \mathcal{O}(\lambda^3)$$

$$= \hat{\rho}^t_\phi + \lambda^2 \left( \hat{\sigma}_z \hat{\rho}_{d,0} \text{Tr} \hat{E} \hat{\rho}_\phi - \hat{\rho}_{d,0} \hat{\sigma}_z \text{Tr} \hat{\rho}_\phi \hat{E}^\dagger \right) + \mathcal{O}(\lambda^3)$$

$$= \hat{\rho}^t_\phi + \lambda^2 [\hat{\sigma}_z, \hat{\rho}_{d,0}] \text{Tr} \hat{\rho}_\phi \hat{E} + \mathcal{O}(\lambda^3),$$  

(40)

where $\text{Tr} \hat{\rho}_\phi \hat{E}$ can be written in terms of the field state Wightman function as

$$\text{Tr} \hat{\rho}_\phi \hat{E} = -2i \int_{S_{\leq}} \mathrm{d}V \mathrm{d}V' \Lambda(x) \Lambda(x') \hat{W}_{\phi}(x, x') \sin[\Omega(\tau - \tau')] \theta(t' - t).$$  

(41)

We therefore obtain that the difference between both descriptions is given by

$$\hat{\rho}^t_d - \hat{\rho}^t_\phi = \lambda^2 [\hat{\sigma}_z, \hat{\rho}_{d,0}] \text{Tr} \hat{\rho}_\phi \hat{E} + \mathcal{O}(\lambda^3).$$  

(42)

With this expression we can indeed confirm that $\hat{E}$ is identically zero for a pointlike detector due to the fact that the pointlike smearing (a delta function) has no points in the region $S_{\leq}$. We also notice that if the initial state of the detector commutes with the detector’s free Hamiltonian, even the smeared detector predictions are fully covariant to second order. This is a very popular choice throughout the literature that includes eigenstates of the detector’s Hamiltonian (common in scenarios of detector’s vacuum response, spontaneous emission, entanglement harvesting, etc.) as well as thermal states and all other diagonal states of the detector in its energy eigenbasis. The smeared UDW model would not be covariant for less conventional choices for smeared detectors corresponding to states with non-zero coherence in the detector’s free energy eigenbasis.

Furthermore, if the initial state of the field is a Gaussian state with vanishing one-point function—i.e., $\langle \hat{\phi}(x) \rangle_{\hat{\rho}_\phi} = 0$, which includes not only the vacuum or any thermal state but also any squeezed thermal state—there is no breakdown of covariance even at order $\mathcal{O}(\lambda^3)$. This can be seen by noting that the corrections of order $\lambda^3$ are proportional to integrals of the three point function $\langle \hat{\phi}(x_1) \hat{\phi}(x_2) \hat{\phi}(x_3) \rangle_{\hat{\rho}_\phi}$, which is zero for any Gaussian state with vanishing one-point function.

Even in the cases where there is violation of covariance at leading order, this violation is due to the smearing of the detector and is suppressed with the smearing decay in spacetime as can be seen from Eq. (42). This is similar to the causality violations found in early literature associated to the smearing of the detector [17]. There, the causality violations were deemed controllable if they decayed at least as fast as the detector’s smearing function tails. Therefore, as long as the predictions of the model are taken for proper timescales and lengthscales much larger than the light-crossing time of the detector’s smearing, the difference between the two time-ordered evaluations should be negligible when the frames are related by non-extreme accelerations and curvature. These regimes are precisely the regimes where using particle detectors is meaningful [18], and are well within the regimes where phenomena such as the Unruh effect should become observable. We explicitly illustrate this with an example in Section [19].
V. COVARIANCE OF MULTIPLE DETECTORS

After the analysis of the covariance violations in the time-ordering for a single detector, one can wonder what happens when we have scenarios with multiple detectors where, arguably, covariance could be more relevant. These scenarios can combine detectors whose proper times are radically different, and where identifying regimes of timelike or spacelike separation between them is crucial (for example in entanglement harvesting [19] [28]).

One can work out the deviation between the time-evolution operators defined by different time coordinates in the case of multiple detectors as a straightforward generalization of what was done in Section IV. Assume we have $N$ detectors, labelled by $j = 1, \ldots, N$ whose centres of mass undergo trajectories $z_j(\tau_j)$ parametrized by the proper time of each detector’s center of mass, $\tau_j$. We then prescribe the interaction Hamiltonian densities (or equivalently their weights) in the Fermi normal coordinates associated to each of the detectors’ worldlines, $x_j = (\tau_j, \vec{x}_j)$, according to

$$\hat{h}_{I,j}(x_j) = \lambda_j x_j(\tau_j) \mu_j(\tau_j) f_j(\vec{x}_j) \phi(x_j), \quad (43)$$

where $f_j$ is the smearing function for the $j$th detector, $\mu_j(\tau_j)$ is its monopole moment and $\lambda_j$ the coupling strength.

In Section III we obtained results for a general interaction Hamiltonian weight, we can now apply those results to the multiple detector case where the Hamiltonian weight is

$$\hat{h}_I(x) = \sum_{j=1}^{N} \hat{h}_{I,j}(x). \quad (44)$$

The time-evolution calculations can get quite complicated if the detectors are in different states of motion. This is because in general to obtain the total Hamiltonian or the time evolution operator we need to recast all the summands in (44) in terms of common set of coordinates different from at least some of the detector’s proper frame. Notice, however, that in the case of pointlike detectors, and therefore with Dirac deltas as smearings $f_j(\vec{x}_j)$, the Hamiltonian weight from Equation (41) commutes with itself at spacelike separated points. This is due to the fact that the different monopole moment operators act in different Hilbert spaces and the field operator is assumed to satisfy the axiom of microcausality. Therefore, we conclude that for a system of pointlike detectors, the time evolution operator can be written as

$$\hat{U} = \mathcal{T} \exp \left( -i \int_{\mathcal{M}} d\mathcal{V} \hat{h}_I(x) \right), \quad (45)$$

with no necessity to explicitly indicate with respect to which time parameter the ordering happens. In other words, as anticipated in previous sections, the formalism for (an arbitrary number of) pointlike UDW detectors is fully covariant.

In Section IV we saw how the smearing in a single particle detector was responsible for breaking the covariance in the time evolution operator. In lieu of full covariance for one detector, one may be tempted to privilege the time ordering with respect to the proper time of the detector’s center of mass. Indeed, in the single detector case one may have a relatively good reason to do this: the interaction is prescribed in the Fermi-Walker reference frame of the detector’s centre of mass and therefore we should be considering evolution in that frame to be ‘more important’. However, when multiple detectors are considered we are mixing different Hamiltonian weights prescribed with respect to different Fermi-Walker frames. The results therefore would be different if we time-order the full interaction with respect to any of the many proper time parameters involved in the many-detector problem. In plain words, should we time-order the global $\hat{U}$ with respect to Alice’s detector’s proper time? or Bob’s? Or Charles’s? Or none? Each prescription would yield quantitatively different predictions. Obviously this is a problem.

Since we do not have any first principles argument to choose a given time parameter to evolve the system, the conclusion we draw from this discussion is that there is no unique way of writing the time evolution operator for a system of $N$ smeared particle detectors unless they have a common proper time. Any choice of time parameter $s$ will yield a different non equivalent time evolution operator

$$\hat{U}_s = \mathcal{T}_s \exp \left( -i \int_{\mathcal{M}} d\mathcal{V} \hat{h}_I(x) \right). \quad (46)$$

This, however, does not mean that we should not use sets of multiple smeared particle detectors at all ever again. There are indeed very physically reasonable regimes where the covariance breakdown can be minimized and controlled.

In the case of multiple detectors, we can adapt the calculation done in Section IV to prove a similar result: choosing an initial detectors’ state that commutes with their free Hamiltonian cancels the violations of covariance at $\mathcal{O}(\lambda^2)$. Moreover, if the field state is Gaussian with a zero one-point function the difference in the predictions for $\hat{U}$ with respect to different time parameters is cancelled also at $\mathcal{O}(\lambda^3)$.

Furthermore, for arbitrary states, the offending deviation can be calculated at leading order from equation (41) by plugging in the Hamiltonian weight (44). Let us consider the second order term in the Dyson expansion prescribed with respect to two notions of time ordering, $t$ and $s$ that do not necessarily agree. We then obtain two time evolution operators, $\hat{U}_t$ and $\hat{U}_s$ with their associated second order terms being $\hat{U}^{(2)}_t$ and $\hat{U}^{(2)}_s$. Recalling that in the region $S_{\leq}$ the field operators commute, and so do the monopole operators associated to different detectors, we have that $[\hat{h}_{I,i}(x), \hat{h}_{I,j}(x')] = 0$ for $i \neq j$ in $S_{\leq},$ and...
Eq. (10) yields
\[ \dot{U}_t^{(2)} - \dot{U}_s^{(2)} = -\sum_{i=1}^{N} \int_{S_{\leq}} d\nu d\nu' \left[ \hat{h}_{t,i}(\nu), \hat{h}_{t,i}(\nu') \right] \theta(t' - t). \tag{47} \]
This gives us
\[ \dot{U}_t^{(2)} - \dot{U}_s^{(2)} = \lambda^2 \sum_{i=1}^{N} \hat{\sigma}_{z,i} \hat{E}_i, \tag{48} \]
where \( \hat{E}_i \) corresponds exactly to the \( \hat{E} \) defined in (41) for each detector. If the system starts in an uncorrelated state of the form
\[ \rho_0 = \bigotimes_{i=1}^{N} \rho_{0,i} \otimes \rho_{d}, \tag{49} \]
the same procedure outlined in section IV leads to two different density operators for the detector part of the system, \( \rho_{d} \) associated to time evolution with respect to the parameter \( s \), and \( \rho_{d} \) associated to the parameter \( t \). Their difference will then be given by
\[ \rho_{d}^{t} - \rho_{d}^{s} = \lambda^2 \sum_{i=1}^{N} \left( \bigotimes_{j \neq i} \hat{\rho}_{0,j} \right) \left[ \hat{\sigma}_{z,i} \right] \rho_{0,i} \left[ \rho_{d} \hat{E}_i + O(\lambda^3) \right]. \tag{50} \]
It is therefore clear that if all detectors start in a product state, with the state of each detector being a statistical mixture of eigenstates of the respective free Hamiltonian, the deviation up to second order in the coupling vanishes.

This result has profound implications for the use of smeared UDW detectors in trajectories whose time ordering disagrees. This disagreement happens even if one considers inertial detectors moving with respect to each other in Minkowski spacetime. Equation (49) tells us that although there is an infinite amount of different prescriptions for the time evolution operator for multiple smeared detectors, all of these yield results that disagree only to second order in the coupling. This means that although there is no non-perturbative way of writing a given time evolution operator for many smeared detectors, we do not see any difference in predictions for different time ordering at leading order in the coupling. It is important to remark that the standard results obtained from techniques and setups that are dependent on multiple UDW detectors, such as entanglement harvesting and quantum energy teleportation, are dominated by second order dynamics and often choose initial states for which the second order violation cancels. In all those cases there is no violation of covariance in the final result.

Moreover, same as in the case of a single detector, the violations of covariance scale with the size of the detectors as it can be seen from the definition of the \( \hat{E}_i \) operators. This means that the violation of covariance can be made small under the following three conditions: 1) the relative motion of the detectors with respect to the frame in which we are computing \( \hat{U} \) is not extreme, 2) the curvature around the detectors is also not extreme, and 3) the predictions are going to be considered for times much longer than the light-crossing time of the lengthscale of each of the detectors in their respective proper frames. In those cases, making the detector smaller suppresses the covariance violations very fast.

For atomic-sized detectors one would expect these three assumptions to hold even for regimes where the Unruh effect is detectable, paralleling the discussion about orders of magnitude where these effects are relevant found in [18]. We will illustrate this decay of the violations of covariance with an example in the next section.

VI. EXAMPLE: SMEARED INERTIAL DETECTOR IN FLAT SPACETIME

Even the simplest possible dynamics for the detector and field—inertial motion in flat spacetimes—already suffers from the covariance violations studied in this paper. That is, the UDW model for an inertial detector (of c.o.m proper time \( \tau \)) moving with respect to the frame used for the quantization of a scalar quantum field \( (t, x) \) (that we call the lab frame) still yields different predictions if the time ordering is taken with respect to \( \tau \) or \( t \). Evaluating Equation (41) explicitly for this simple case will provide intuition on the scales that play a role in determining the regimes where the breaking of covariance can be neglected.

Without loss of generality, we can take the detector’s centre of mass to be moving in the \( x \) direction, with positive speed \( v \) relative to the lab frame. We make the choice of Fermi-Walker coordinates for the detector \( (\tau, \bar{x}, \bar{x}_\perp) \), so that \( \bar{x}_\perp \) comprises the coordinates in the spatial directions that are orthogonal to the detector’s velocity. The lab time \( \Delta t \) elapsed between two events with coordinates \( (\tau, \bar{x}, \bar{x}_\perp) \) and \( (\tau', \bar{x}', \bar{x}'_\perp) \) is simply given by a Lorentz transformation:
\[ \Delta t = \gamma (\Delta \tau + v \Delta \bar{x}), \tag{51} \]
where \( \Delta \tau = \tau - \tau' \), \( \Delta \bar{x} = \bar{x} - \bar{x}' \). Time ordering is different in the two frames only for events in the region \( S_\lessgtr \), since in that region \( \Delta \tau > 0 \) and \( \Delta t < 0 \). This happens when
\[ \Delta \bar{x} < -\frac{\Delta \tau}{v}. \tag{52} \]
Therefore, in this case, the region \( S_\lessgtr \) can be written in the Fermi normal coordinates of the detector as the points \( (\bar{x}, \bar{x}') \) parametrized by
\[ \bar{x} = (\tau, \bar{x}, \bar{x}_\perp), \tag{53} \]
\[ \bar{x'} = (\tau - \sigma, \bar{x} - \xi, \bar{x}'_\perp) \]
with \( \sigma > 0, \xi < -\sigma/v, \) and \( \bar{x}_\perp, \bar{x}_\perp' \) arbitrary.
One primary consistency check for our previous claims is to see that Eq. (33) vanishes when we set the smearing function to be \( f(\bar{x}, \bar{x}_\perp) = \delta(\bar{x})\delta^{(n-1)}(\bar{x}_\perp) \), which would correspond to the case of a pointlike detector. With this choice of smearing and the parametrization of the region \( S_x \) according to Eq. (33), the integrals over \( \bar{x}, \bar{x}_\perp, \bar{x}_\perp' \) in Eq. (34) can be trivially computed in the case of a stationary state of the field, so that we are left with

\[
\text{Tr } \hat{\rho}_\phi \hat{E} = 2i \int_0^\infty d\sigma \int_{-\infty}^{\infty} d\xi \frac{\delta(\xi) \sin(\Omega \sigma)}{\sqrt{\pi}} \mathcal{W}_{\hat{\rho}_\phi}(\xi, \sigma) \frac{d\tau \chi(\tau) \chi(\tau - \sigma)}{\sqrt{\pi}},
\]

where

\[
\mathcal{W}_{\hat{\rho}_{\phi}}(\xi, \sigma) := \langle \hat{\phi}(x(0,0,0))\hat{\phi}(x(-\sigma, -\xi, 0)) \rangle_{\hat{\rho}_\phi},
\]

is obtained from the field’s Wightman function \( \langle \hat{\phi}(x)\hat{\phi}(x') \rangle \) assuming stationarity and after carrying out all the spatial integrals but \( \xi \) using the delta smearing.

Since the domain of integration in \( \xi \) never crosses the origin, the integral in Eq. (54) yields zero. This is consistent with what we showed in Section VIIB pointlike detectors do not introduce any covariance problems.

We now compute explicitly the deviation from predictions between time-ordering with detector’s proper time and an arbitrary inertial frame. For concreteness, let us consider the vacuum state of the field in three spatial dimensions. The vacuum Wightman function of a massless scalar field evaluated between spacelike points is given by:

\[
(0|\hat{\phi}(x)\hat{\phi}(x')|0) = \frac{2}{(2\pi)^2} \frac{1}{|\Delta x|^2},
\]

where \(|\Delta x|^2 = \eta_{\mu\nu}(\Delta x)^\mu(\Delta x)^\nu \) is the invariant spacetime interval between the events \( x \) and \( x' \). In the coordinates associated to the frame of the detector, \(|\Delta x|^2 \) can be written as

\[
|\Delta x|^2 = -\sigma^2 + 2^2 + |\bar{x}_\perp - \bar{x}_\perp'|^2.
\]

We consider Gaussian switching and smearing functions with timescale \( T \) and length scale \( \ell \) respectively:

\[
\chi(\tau) = \frac{1}{\sqrt{2\pi}} \exp\left( -\frac{\tau^2}{2} \right),
\]

\[
f(\bar{x}) = \frac{1}{\sqrt{(2\pi)^3\ell^3}} \exp\left( -\frac{|\bar{x}|^2}{2\ell^2} \right).
\]

With these choices for switching and smearing, the integrals over \( \tau \) and \( \bar{x} \) in (33) can be computed in closed form. The integrals in the perpendicular directions can be evaluated by changing variables from \( \bar{x}_\perp, \bar{x}_\perp' \) to \( r = \bar{x}_\perp - \bar{x}_\perp' \) and \( R = \bar{x}_\perp + \bar{x}_\perp' \). By doing so, Eq. (34) takes the following form

\[
\text{Tr } \hat{\rho}_\phi \hat{E} = \frac{4i}{(2\pi)^2} \int_{\mathbb{R}^2} d^2 \bar{x}_\perp \int_{\mathbb{R}^2} d^2 \bar{x}_\perp' \int_{\mathbb{R}^2} d\bar{x} \int_0^\infty d\sigma \int_{-\infty}^{\infty} d\xi \chi(\tau) \chi(\tau - \sigma) \frac{\sin(\Omega \sigma)}{\sqrt{\pi}} \int_{\mathbb{R}^2} d\bar{r} e^{-|\bar{r}|^2/4\ell^2} \int_{\mathbb{R}^2} d\bar{r}' e^{-|\bar{r}'|^2/4\ell^2} \rangle \cdot \langle 0 | \hat{\phi}(\bar{x}_\perp) \hat{\phi}(\bar{x}_\perp') | 0 \rangle
\]

where \( \text{Ei}(x) \) is the exponential integral function [33], and we get equation (60) from (59) by performing the change of variables \( s = \sigma/vT, \zeta = \xi/T \). Analysis on (60) shows that for fixed \( v \), the violation of covariance computed above goes to zero as the duration of the interaction \( T \) becomes much longer than the light-crossing time of the detector \( \ell \). Numerical results show that for values of \( T/\ell \gtrsim 10^3 \) the error becomes negligible for speeds below \( v \lesssim 0.9 \). As a summary, in the limit of \( T/\ell \to \infty \), the whole integrand in equation (60) vanishes, and therefore so does the covariance breaking term as expected from the discussion in previous sections.

VII. CONCLUSION

We have studied the breakdown of covariance that the time-ordering operation introduces in smeared particle
detector models (such as the Unruh-DeWitt model) used in QFT in general spacetimes.

We have first shown how for pointlike detectors, the time-ordering operation does not introduce any coordinate dependence: all predictions of properly prescribed pointlike Unruh-DeWitt detectors are covariant. Namely, we have explicitly shown how, for the predictions of a system of $N$ pointlike particle detectors on arbitrary trajectories in curved spacetimes, all possible choices of time-ordering are equivalent. We highlighted that all predictions are covariant even when the multiple pointlike detectors are relatively spacelike separated. This can be traced back to the fact that a) pointlike detectors only see the field along timelike trajectories—so the time ordering of the events making up each detector’s worldline is unambiguous—and b) the individual Hamiltonian densities coupling each detector to the field mutually commute when the detectors are spacelike separated.

In contrast, we have shown that, for smeared detectors, the fact that the detectors couple to the field at multiple spacelike separated points introduces a break of covariance in time-ordering. This is problematic because different choices of time-ordering parameter can, in principle, yield radically different predictions. This is aggravated for systems of many detectors in arbitrary states of motion since there is no physical reason in those setups to privilege one particular notion of time order.

With this in mind, we explicitly evaluated the magnitude of this break of covariance and concluded that if a detector starts in a statistical mixture of eigenstates of its free Hamiltonian (such as ground, excited or thermal state), the deviations from a fully covariant prediction are of third order in the detector’s coupling strength (and in most cases even fourth order), hence subleading for many interesting phenomena (e.g., the thermal response of detectors in the Unruh and Hawking effects [1–2,8–10] and typical scenarios of entanglement harvesting [19–22]). Furthermore, in the cases where the breakdown of covariance is of leading order, we have argued that it is of the same magnitude as the causality violation already introduced by the mere fact of smearing a detector degree of freedom [17], and showed that these deviations from covariance are suppressed with the smearing length scale. Analogously to the discussion in [13], the difference between predictions in different coordinates can be negligible in the long-time regime. Specifically, scenarios where the duration of the interaction is much longer than the light-crossing time of the detector’s smearing length-scale in all the detectors’ centre of mass frames and in the coordinate frame used to perform calculations. We have also shown a particular example of this in flat spacetime.

The analysis on this paper quantifies the coordinate dependence of predictions for particle detector models in a very general setting as a function of the initial states, the shape and state of motion of the detectors, and the geometry of the spacetime they move in. Thus, these results establish the limits of validity of smeared particle detector models to covariantly extract information from a quantum field.
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