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1 Introduction

This is a sequel paper of the same author. The two papers will be combined for publication.

1.1 Background

The Gaussian Moments Conjecture is a number theoretical manifestation of the Random Wave Conjecture on the randomness of automorphic forms in the spectral aspect. For Eisenstein series, we can either consider the regularized moments of them, or the moments of its truncation. On Eisenstein series of fixed levels, we have the results on the fourth moments by Spinu [14], Humphries [9], Djanković and Khan [7, 8]. In the previous paper, we let the level to increase and reduced the fourth moment of newform Eisenstein series attached to a cusp with

$$\langle |E_a(\cdot, \frac{1}{2} + iT, \chi)|^2, |E_a(\cdot, \frac{1}{2} + iT, \chi)|^2 \rangle_{reg} = I_1 + I_2,$$

where

$$I_1 = \nu^{-1}(N) \sum_u \frac{\Lambda^2(u, \psi) |\Lambda(1 + 2iT, u \otimes \psi)|^2}{|\Lambda(1 + 2iT, \psi)|^2} + \text{continuous spectrum},$$

for some primitive $\psi \mod N$ delicately decided by $\chi$ and $a$, and

$$I_2 = \nu^{-1}(N) \left( \frac{24}{\pi} \log^2 N + O\left( L'' \frac{L'}{L} (1 + 2iT, \psi) \right) + O(\log N \log \log NL' (1 + 2iT, \psi)) \right).$$

Here we multiply $I_1$ and $I_2$ by $\nu(N) := [SL_2(\mathbb{Z}) : \Gamma_0(N)]$ for clarity, and the sum over $u$ traverses an orthonormal basis of the discrete spectrum spanned by Maass forms.

In this article, we present a more hypothetical approach to see what the main terms shall be. Before we state the results, we first describe the conditionality of our research.

1.2 Assumptions

For newform Eisenstein series, the period integrals often involve logarithmic derivatives of Dirichlet L-functions. When studying the Quantum Unique Ergodicity (QUE) problem for newform Eisenstein series, the author and Young [13, Thm 1.3] found that

$$\frac{\langle |E|^2, \phi \rangle}{\langle 1, \phi \rangle} = \frac{6}{\pi} \log N + \frac{12}{\pi} \Re \frac{L'}{L} (1 + 2iT, \psi) + O(N^{-\frac{1}{4} + \varepsilon}),$$
where \( E = E_\alpha(z, \frac{1}{2} + iT, \chi) \) for primitive \( \chi \mod N \), \( \psi = \psi(\chi, \alpha) \) is also primitive \( \mod N \), and \( \phi \) is an \( SL_2(\mathbb{Z}) \)-automorphic test function with nice analytic properties. An unconditional \( o(\log N) \) bound being unavailable for the moment, the Generalized Riemann Hypothesis (GRH) implies the following inequalities, which is also useful in this paper:

\[
\frac{L'}{L}(1 + 2iT, \chi) \ll \log \log N; \\
\frac{L''}{L}(1 + 2iT, \chi) \ll (\log \log N)^2.
\]

(2)

GRH also implies the Lindelöf Hypothesis, which helps to bound some L-functions.

In addition, our main theorem heavily relies on a recipe of conjecturing the moments of L-functions, due to Conrey, Farmer, Keating, Rubinstein, and Snaith [6], see Section 2.4 for a sketch.

1.3 Statement of main result

Now we come back to the spectral sum \( I_1 \) obtained from the regularized fourth moment of weight 0 newform Eisenstein series \( E = E_\alpha(z, \frac{1}{2} + iT, \chi) \), for fixed \( T \in \mathbb{R} \). Recall that \( \chi \) is even, primitive \( \mod N \), and \( \alpha \) is singular for \( \chi \).

**Theorem 1.** Assume GRH and the recipe in [6]. For all prime \( N \) we have

\[
I_1 \sim \frac{24 \log^2 N}{\pi \nu(N)} \left( 1 + \delta_{\chi^2 = \chi_0, N \delta T = 0} \right).
\]

Combining with our unconditional estimation for \( I_2 \), we have the following corollary.

**Remark 1.** Indeed we can relax \( N \) to all positive integers with

\[
\sigma_1(N) = 1 + O(N^{-\delta})
\]

for any fixed \( \delta > 0 \). See Remark 8 for an explanation.

**Remark 2.** Again, we have assumed \( T \) to be fixed here. Since each Eisenstein series \( E \) is continuous in \( T \), it makes us curious about what happens when \( T \to 0 \) as \( N \) grows. For this sake we allow \( T = T(N) \) to approach zero, and conclude that \( T \asymp \log^{-1} N \) makes the threshold. In other words, depending on whether \( T \) shrinks faster or slower than \( \log^{-1} N \), \( I_1 = I_1(T) \) has different asymptotics.

**Corollary 1.** With the same assumptions as in Theorem 1, we have

\[
\frac{(\langle |E|^2 \rangle, |E|^2)_{\log}}{(\text{Vol}(\Gamma_0(N) \backslash \mathbb{H}))^{-1}(\sqrt{2 \log N})^4} \sim 2 \cdot \begin{cases} 
3 & \text{when } \chi \text{ is quadratic and } T = 0; \\
2 & \text{otherwise}.
\end{cases}
\]

(3)

The left hand side can be regarded as the fourth moment of \( E \) under proper rescaling; the two cases on the right hand side correspond to two models of the Gaussian Moments Conjecture. When \( T = 0 \) and \( \chi \) is quadratic, there exists a complex scalar \( \epsilon \), such that \( \epsilon E \) is real-valued, which is similar to classical Eisenstein series [7, 8] and dihedral Maaß forms [10] in the t-aspect. So, we expect their moments to behave like a real random wave in the \( N \)-aspect. Thus, we have a good reason to expect some similarity with the real Gaussian distribution, whose fourth moment is 3.

In all other cases, the Hecke sequence of \( E \) is not contained in any straight line in the complex plane, and as \( N \) grows, the limiting behavior resembles the complex Gaussian distribution with fourth moment 2, as Blomer, Khan and Young showed for holomorphic forms of large weight in [2].
1.4 The fourth moment of truncated newform Eisenstein series

Djanković and Khan [7] did a consistency check on their conjecture (later proved in [8]) on the regularized fourth moment for classical Eisenstein series, with the Random Wave Conjecture. Following their methods, we obtain an essentially different result in the level aspect. Recall we write \( E^Y \) for \( E \) truncated in its \( Y \)-cuspidal zones.

**Remark 3.** Here, we need an analogue of Spinu’s [14] work\(^1\) on the optimal upper bound for the fourth moment of truncated classical Eisenstein series, in the level aspect:

\[
\langle |E|^2, |E|^2 \rangle \lesssim \frac{\log^2 N}{\nu(N)}. \tag{4}
\]

Here \( E^Y \) stands for the truncated Eisenstein series for \( Y > 1 \); in the spectral parameter aspect, it has been proven by Humphries that the fourth moment of the truncated classical Eisenstein series is \( \Omega(\log^2 T) \); GMC says the correct main term should be \( \frac{36}{\pi} \log^2 T \).

**Theorem 2.** Fix \( T = 0 \) and let \( \chi \) be quadratic mod \( N \). With GRH and inequality (4), we have

\[
\langle |E|^2, |E|^2 \rangle_{\text{reg}} - \langle |E^Y|^2, |E^Y|^2 \rangle = o_Y \left( \frac{\log^2 N}{\nu(N)} \right).
\]

**Remark 4.** A level aspect variant for the Gaussian Moments Conjecture has not been formulated yet, so a first guess would be to simply replace every \( t \) with \( N \) and renormalize with \( \nu^{-1}(N) \) in the results for classical Eisenstein series. However, as Theorem 2 suggests, if we expect

\[
\langle |E^Y|^2, |E^Y|^2 \rangle \sim C_4 \frac{\log^2 N}{\nu(N)},
\]

for some constant \( C_4 \) (note this implies (4)), then Corollary 11 says for \( T = 0 \) and \( \chi^2 = \chi_{0,N} \):

\[
C_4 = \frac{72}{\pi},
\]

instead of the naïvely expected \( \frac{36}{\pi} \). Why there is an extra factor of 2 remains an open question.
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2 Prerequisite

2.1 Automorphic L-functions

Let \( u = u(z) \) be an \( L^2 \)-normalized Maass form of trivial nebentypus, spectral parameter \( t = t(u) \), and level \( M = M(u) \), where \( M | N \). For each \( u \), we have the following formal approximate

\(^1\)Up to a couple of errors that are fixed by Humphries [9]
\(^2\)The settings on \( T \) and \( \chi \) is for brevity of discussion; as we point out in Remark 11 things also hold, and are much simpler in other cases.
functional equations

\[ L(s, u) = \sum_{n \geq 1} \frac{\lambda_u(n)}{n^s} g_1\left(\frac{n}{\sqrt{M}}\right) + \gamma(u, s) \sum_{n \geq 1} \frac{\lambda_u(n)}{n^{1-s}} g_1\left(\frac{n}{\sqrt{M}}\right), \]  

(5)

where \( \lambda_u(n) \) is the \( n \)-th Hecke eigenvalue, \( g_1 \) is some smooth and compactly supported weight function, and \( \rho_u \sqrt{y} \lambda_u(n) K_{it}(2\pi n y) \) is the \( n \)-th Fourier coefficient of \( u \). Similarly,

\[ L(s, u \otimes \chi) = \sum_{n \geq 1} \frac{\lambda_u(n) \chi(n)}{n^s} g_2\left(\frac{n}{N}\right) + \gamma(s, u \otimes \chi) \sum_{n \geq 1} \frac{\lambda_u(n) \chi(n)}{n^{1-s}} g_2\left(\frac{n}{N}\right), \]  

(6)

for some weight function \( g_2 \). The \( \gamma \)-functions are defined as below (see [4, Sec. 2.1-2.2]):

\[ \gamma(s, u) = \lambda_u(-1) f(s, u) \]

\[ \gamma(s, u \otimes \chi) = \lambda_u(-1) \left(\frac{\tau(\chi)}{\sqrt{N}}\right)^2 f(s, u \otimes \chi), \]

with (here \( Q(u) = M \) and \( Q(u \otimes \chi) = N^2 \))

\[ f(s, g) = Q(g)^{\frac{1}{2}} \pi^{-2s} \Gamma\left(\frac{1-s+it}{2}\right) \Gamma\left(\frac{1-s-it}{2}\right) \Gamma\left(\frac{s+it}{2}\right) \Gamma\left(\frac{s-it}{2}\right). \]

### 2.2 Eisenstein series

The Fourier expression for newform Eisenstein series can be written our explicitly, see [13] for more details. When \( E = E(a(z, s, \chi) \) with primitive \( \chi \) and cusp \( a \sim_{\Gamma_0(N)} \frac{1}{f} \) singular for \( \chi \) for some \( f \mid N \) with \( (f, \frac{N}{f}) = 1 \). Then we can uniquely decompose \( \chi = \chi_1 \chi_2 \) with \( \chi_1, \chi_2 \) primitive mod \( N \), \( f \) respectively. Writing \( \psi = \chi_1 \chi_2 \), we have

\[ E = \frac{\tau(\chi_2)}{q_2^{-s}} \Lambda^{-1}(2s, \psi) E^*_{\chi_1, \chi_2}(z, s). \]  

(7)

The completed Eisenstein series \( E^*_{\chi_1, \chi_2}(z, s) \) has the following Fourier expansion (see [15 Prop 4.1])

\[ E^*_{\chi_1, \chi_2}(z, s) = e^*_{\chi_1, \chi_2}(y, s) + 2\sqrt{\pi} \sum_{n \neq 0} \lambda_{\chi_1, \chi_2}(n, s) e(nz) K_{1-n}\left(2\pi |n|y\right), \]  

(8)

where the constant term is

\[ e^*_{\chi_1, \chi_2}(y, s) = \delta_{q_1=1} \theta_{1, \chi_2}(s)(q_2 y)^s + \delta_{q_2=1} \theta_{1, \chi_2}(1-s)(q_1 y)^{1-s}, \]

\[ \lambda_{\chi_1, \chi_2}(n, s) = \chi_1\left(\frac{n}{\prod_{a \mid n}}\right) \sum_{a \mid n} \chi_2\left(b\right) \left(\frac{b}{a}\right)^{s-\frac{1}{2}}, \]

\( \tau(\chi) \) is the Gauss sum of \( \chi \), and \( K_{\alpha} \) is the K-Bessel function of order \( \alpha \in \mathbb{C} \). Following this, for any \( u \) we have ( [13 Lemma 6.1])

\[ |\langle|E|^2, u\rangle|^2 = |\rho_u|^2 \frac{1 + \lambda_u(-1) \prod_{\pm} \Gamma\left(\frac{1+2it\pm\frac{1}{2}}{2}\right)^2 L^2\left(\frac{1}{2}, u\right) L\left(\frac{1}{2} + 2it, u \otimes \psi\right)^2}{\Gamma\left(\frac{1}{2} + it\right)^4 |L(1 + 2it, \psi)|^4}. \]  

(9)

A useful fact from similar calculation is for any \( d \mid \frac{N}{f} \) we have

\[ \langle|E|^2, u|_d\rangle = \langle|E|^2, u\rangle. \]  

(10)

\[ \text{Here } f \text{ is uniquely determined by } a, \text{ see [13 Sec 2] for more details.} \]
2.3 An orthonormal basis

Write $B_{it}(M) = B^{(N)}_{it}(M)$ for a collection of Maaß newform of level $M$, spectral parameter $it$, and $L^2$-norm 1 on $\Gamma_0(N) \backslash \mathbb{H}$. Also write $B(M) = \sqcup_{it} B_{it}(M)$. An orthonormal basis of Maaß forms of level $N$ can be chosen as below:

$$ O(N) := \left\{ u^{<\gamma>}(z) = \sum_{d|\ell} \xi_{\ell}(d)u_d \mid u \in B_{it}(M), \ell \mid L, ML = N, t \in \text{Spec}_{\Gamma_0(N)}(\Delta) \right\}, \quad (11) $$

with $\xi_{\ell}(d)$ defined in Lemma 2.1 of [3]. In addition we have

$$ \sum_{d|\ell} |\xi_{\ell}(d)| = O(\ell^\varepsilon). \quad (12) $$

**Remark 5.** As Young verified later, the choice of coefficients also makes an orthonormal basis for Eisenstein series, in the sense of the formal inner product $\langle E_a, E_a \rangle := \delta_{a=b} 4\pi$. Henceforth we can let $O(N)$ contain Eisenstein series and omit specific discussions on them.

2.4 The recipe of conjecturing moments of L-functions

There is a recipe to make conjectures on the moments of L-functions, due to B. Conrey, D. Farmer, J. Keating, M. Rubinstein and N. Snaith [6]. We call it “the recipe” for short throughout this article. To summarize, we can approximate the average of L-functions by

$$ \sum_{u} \left| \sum_{n \geq 1} a_u(n) \frac{n^s}{n^s} + \gamma_u \sum_{n \geq 1} b_u(n) \frac{n^{1-s}}{n^{1-s}} \right|^{2k}, $$

and after we expand the $2k$-th power as

$$ \sum_{u} \left( \text{Product of Root Numbers} \cdot \text{Weighted Multi-Dirichlet Series} \right), $$

we can instead estimate

$$ \sum_{u} (\text{expected mean of } A_u \text{ over the family of } u) \cdot B_u. $$

For each type (unitary, orthogonal, symplectic) of L-functions, there are cancellations underneath such that no big loss is expected in the transformation. Needless to say, a rigorous proof that justifies the two expressions to have the same size appears unavailable for the moment.

**Remark 6.** We introduce the recipe for moments of L-functions for convenience, but it is also applicable to hybrid moments of L-functions, which is the case for our Theorem [1] with (5) and (6).

2.5 The de Branges-Wilson Beta Integral and the Kuznetsov Trace Formula

There is an integral formula by Louis de Branges and James A. Wilson, for which we refer the readers to lecture notes by R. Askey [1]. Writing $B(x, y)$ for the Beta function, they showed that

$$ \int_{-\infty}^{\infty} t \sinh \pi t \prod_{\epsilon_1, \epsilon_2 = \pm 1} B\left(\frac{1}{4} + \epsilon_1 i \frac{1}{2} + \epsilon_2 i T, \frac{1}{4} - \epsilon_1 i \frac{1}{2}\right) dt = 8\pi^3. \quad (13) $$

With Kuznetsov's formula (see [12 Thm 9.3]), this identity immediately yields the following lemma.
Lemma 1. We have
\[ \sum_{u \in \mathcal{B}(N)} |\rho_u|^2 \lambda_u(m) \lambda_u(n) \prod_{\epsilon_1, \epsilon_2 = \pm 1} B(\frac{1}{4} + \epsilon_1 i \frac{t}{2}, \frac{1}{4} - \epsilon_2 i \frac{t}{2}) = \delta_{m=n} 8 \pi + \text{Off-Diagonal Terms}. \]

Remark 7. The off-diagonal terms can be ignored for the main term of $I_1$, due to the Recipe.

3 Proof of Theorem 1

3.1 Initial cleanings

Recall notations in Section 2.3. Let $E = E_{\infty}(z, \frac{1}{2} + i T, \chi)$ be a newform Eisenstein series of even primitive nebentypus mod $N$. We begin with simplifying

\[ \langle |E|^2 - \mathcal{E}, |E|^2 - \mathcal{E} \rangle = \sum_{u \in \mathcal{O}(N)} \langle |E|^2, u \rangle \langle |E|^2, u \rangle. \]  

(14)

When $N$ is prime, (11) reduces the above sum to

\[ \sum_{u \in \mathcal{B}(N)} \langle |E|^2, u \rangle \langle |E|^2, u \rangle + \sum_{u \in \mathcal{B}(1) \setminus N} \sum_{\ell | N} \langle |E|^2, u^{< \ell>} \rangle \langle u^{< \ell>}, |E|^2 \rangle. \]

Then by (10) for all $u \in \mathcal{O}(1)$ we have

\[ \langle |E|^2, u^{<1>} \rangle = \langle |E|^2, u \rangle \]

\[ \langle |E|^2, u^{<N>} \rangle = \langle |E|^2, N u+\xi_N(N)u|_N \rangle = \overline{\langle \xi_N(1)+\xi_N(N) \rangle} \langle |E|^2, u \rangle, \]

so (12) implies

\[ \sum_{u \in \mathcal{B}(1)} \sum_{\ell | N} \langle |E|^2, u^{<\ell>} \rangle \langle u^{<\ell>}, |E|^2 \rangle = (2 + O(N^{1+2\theta+\epsilon})) \sum_{u \in \mathcal{B}(1)} \langle |E|^2, u \rangle \langle |E|^2 \rangle. \]

With (9), the spectral sum over $u \in \mathcal{B}(1)$ can be bounded by $N^{-2+\epsilon}$ by taking the Lindelöf bound for the L-functions, which is negligible under comparison with the contribution from $\mathcal{B}(N)$. Thus

\[ \langle |E|^2 - \mathcal{E}, |E|^2 - \mathcal{E} \rangle \sim \sum_{u \in \mathcal{B}(N)} \langle |E|^2, u \rangle \langle |E|^2 \rangle. \]

Remark 8. Following similar argument we can see the general case. For $N > 1$, we have

\[ \sum_{u \in \mathcal{O}(N)} \langle |E|^2, u \rangle \langle |E|^2 \rangle = \sum_{N=M}^{N} \sum_{\ell | L} \langle |E|^2, u^{<\ell>} \rangle \langle u^{<\ell>}, |E|^2 \rangle. \]

Here $u^{<\ell>}$ can similarly be expressed as a linear combination of $u|_d$ for $d | \ell$, and the sum over all linear coefficients is $O(\ell^\epsilon)$, due to [3]. For all $M < N$ and $L > 1$, we have

\[ \sum_{u \in \mathcal{B}(M)} \langle |E|^2, u \rangle \langle |E|^2 \rangle \ll \frac{N^\epsilon}{\nu(N)} \frac{M}{N}. \]

In total there is

\[ \sum_{u \in \mathcal{O}(N)} \langle |E|^2, u \rangle \langle |E|^2 \rangle = \frac{N^\epsilon}{\nu(N)} \sum_{M \mid N} \frac{M}{N} + \sum_{u \in \mathcal{B}(N)} \langle |E|^2, u \rangle \langle |E|^2 \rangle. \]
As the proof goes, the second term is of size \( \nu^{-1}(N) \log^2 N \), so we can allow \( N \) to satisfy

\[
\sum_{M\mid N, M > 1} \frac{1}{M} \ll N^{-\delta},
\]

for any fixed \( \delta > 0 \), as is claimed in Remark 11.

### 3.2 Product of formal approximate functional equations

For convenience, denote

\[
\chi^+ = \chi, \quad \chi^- = \overline{\chi}.
\]

Also write \( \epsilon = (\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4) \in \{ \pm 1 \}^4 \), \( \alpha = (\alpha_1, \alpha_2, \alpha_3, \alpha_4) \in \mathbb{C}^4 \) and \( \alpha_0 = (0, 0, 2iT, -2iT) \). Insert the formal approximate functional equations to (15) and sum over \( u \in B(N) \). The recipe says

\[
\sum_{\epsilon_1, \epsilon_2 = \pm 1} \left| \langle |E|^2, u \rangle \right|^2 \sim \frac{1}{8N} \lim_{\alpha \to \alpha_0} \sum_u (1 + \lambda_u(-1)) W_u \sum_{\epsilon_1, \ldots, \epsilon_4 = \pm 1} \prod_{j=1}^{4} X_j f_j \sum_{n_1, \ldots, n_4 \geq 1} \lambda_u(n_1) \lambda_u(n_2) \lambda_u(n_3) \lambda_u(n_4) \chi^{\epsilon_3}(n_3) \overline{\chi}^{\epsilon_4}(n_4),
\]

(15)

with

\[
W_u = \frac{|\rho_u|^2}{|L(1 + 2iT, \chi)|^4} \prod_{\epsilon_1, \epsilon_2 = \pm 1} B\left( \frac{1}{4} + \epsilon_1 i \frac{T}{2} + \epsilon_2 i T, \frac{1}{4} - \epsilon_1 i \frac{T}{2} \right),
\]

(16)

\( X_j = X_j(\epsilon_j) \) and \( f_j = f_j(\epsilon_j) \) for \( j = 1, 2, 3, 4 \). Moreover,

\[
X_1(\epsilon_j) = \left( \lambda(1) \right)^{\frac{1-\epsilon_j}{2}}, j = 1, 2; \quad X_3(\epsilon_3) = \left( \lambda_u(-1) \left( \frac{\tau(\chi)}{\sqrt{N}} \right)^2 \right)^{\frac{1-\epsilon_3}{2}}, \quad X_4(\epsilon_4) = \left( \lambda_u(-1) \left( \frac{\tau(\chi)}{\sqrt{N}} \right)^2 \right)^{\frac{1-\epsilon_4}{2}}
\]

\[
f_j(\epsilon_j) = \left( f\left( \frac{1}{2} + \alpha_j, u \right) \right)^{\frac{1-\epsilon_j}{2}}, j = 1, 2; \quad f_j(\epsilon_j) = \left( f\left( \frac{1}{2} + \alpha_j, u \otimes \chi \right) \right)^{\frac{1-\epsilon_j}{2}}, j = 3, 4.
\]

**Remark 9.** Since the right hand side in (15) is analytic around \( \alpha = \alpha_0 \), we can take any path to approach this point in a neighborhood of it. This is useful in the last step of the proof.

By Hecke relation, the multi-Dirichlet series equals

\[
\zeta(1 + \epsilon_1 \alpha_1 + \epsilon_2 \alpha_2)L(1 + \epsilon_3 \alpha_3 + \epsilon_4 \alpha_4, \chi_{0, N}) \sum_{n_1, \ldots, n_4 \geq 1} \frac{\lambda_u(n_1 n_2) \lambda_u(n_3 n_4) \chi^{\epsilon_3}(n_3) \overline{\chi}^{\epsilon_4}(n_4)}{n_1^{\frac{1}{2} + \epsilon_1 \alpha_1} n_2^{\frac{1}{2} + \epsilon_2 \alpha_2} n_3^{\frac{1}{2} + \epsilon_3 \alpha_3} n_4^{\frac{1}{2} + \epsilon_4 \alpha_4}}.
\]

With (14) and (15), we can write

\[
\langle |E|^2 - \mathcal{E}, |E|^2 - \mathcal{E} \rangle = \lim_{\alpha \to \alpha_0} \sum_{\epsilon_1, \ldots, \epsilon_4 = \pm 1} S(\epsilon, \alpha),
\]

(17)

where \( S(\epsilon, \alpha) \) equals

\[
\sum_u (1 + \lambda_u(-1)) \prod_{j=1}^{4} X_j W_u \prod_{j=1}^{4} f_j \sum_{n_1, \ldots, n_4 \geq 1} \frac{\lambda_u(n_1) \lambda_u(n_2) \lambda_u(n_3) \lambda_u(n_4) \chi^{\epsilon_3}(n_3) \overline{\chi}^{\epsilon_4}(n_4)}{n_1^{\frac{1}{2} + \epsilon_1 \alpha_1} n_2^{\frac{1}{2} + \epsilon_2 \alpha_2} n_3^{\frac{1}{2} + \epsilon_3 \alpha_3} n_4^{\frac{1}{2} + \epsilon_4 \alpha_4}}.
\]

(18)
Applying Hecke relation, we can rewrite the quadruple sum on the right hand side as

\[ \frac{1}{|\mathcal{B}(N)|} \sum_{u \in \mathcal{B}(N)} (1 + \lambda_u(-1)) \prod_{j=1}^{4} X_j = \left( \frac{\tau(\chi)}{\sqrt{N}} \right)^{\epsilon_3 - \epsilon_4} + o(1), \]

following the recipe, we replace \( A_u \) with \( \left( \frac{\tau(\chi)}{\sqrt{N}} \right)^{\epsilon_3 - \epsilon_4} \), its “expected mean” in the family, in (19).

### 3.3 Reduction of the multi-Dirichlet series

Now we see that \( S(\epsilon, \alpha) \) asymptotically equals

\[
\frac{1}{8N^{\frac{\epsilon_3 - \epsilon_4}{2}}} \sum_u W_u \prod_{j=1}^{4} f_j \sum_{n_1, \ldots, n_4 \geq 1} \lambda_u(n_1) \lambda_u(n_2) \lambda_u(n_3) \lambda_u(n_4) \chi^{\epsilon_3}(n_3) \chi^{\epsilon_4}(n_4). \]

Applying Hecke relation, we can rewrite the quadruple sum on the right hand side as

\[
\zeta(1 + \epsilon_1 \alpha_1 + \epsilon_2 \alpha_2) L(1 + \epsilon_3 \alpha_3 + \epsilon_4 \alpha_4, \chi^{\epsilon_3} \chi^{\epsilon_4}) \sum_{n_1, \ldots, n_4 \geq 1} \lambda_u(n_1 n_2) \lambda_u(n_3 n_4) \chi^{\epsilon_3}(n_3) \chi^{\epsilon_4}(n_4). \]

For convenience, denote

\[ h_u(\epsilon, \alpha, t) = \prod_{j=1}^{4} f_j / \left( \left( \frac{\pi^2}{N} \right)^{1-\epsilon_1 \alpha_1 + \epsilon_2 \alpha_2} \left( \frac{\pi^2}{N} \right)^{1-\epsilon_3 \alpha_3 + \epsilon_4 \alpha_4} \right) \]

for the product of Gamma fractions. Note \( f_j \) depends on \( t = t_u \). Then

\[
S(\epsilon, \alpha) \sim \frac{1}{8N^{\frac{\epsilon_3 - \epsilon_4}{2}}} \sum_u W_u \sum_{n_1, \ldots, n_4 \geq 1} \lambda_u(n_1 n_2) \lambda_u(n_3 n_4) \chi^{\epsilon_3}(n_3) \chi^{\epsilon_4}(n_4). \]

The next step of the recipe, we need to find the diagonal term for

\[ \sum_u h_u W_u \sum_{n_1, \ldots, n_4 \geq 1} \frac{\lambda_u(n_1 n_2) \lambda_u(n_3 n_4) \chi^{\epsilon_3}(n_3) \chi^{\epsilon_4}(n_4)}{n_1^{\frac{1}{n} + \epsilon_1 \alpha_1} n_2^{\frac{1}{n} + \epsilon_2 \alpha_2} n_3^{\frac{1}{n} + \epsilon_3 \alpha_3} n_4^{\frac{1}{n} + \epsilon_4 \alpha_4} \chi^{\epsilon_3} \chi^{\epsilon_4}}, \]

in the Kuznetsov trace formula. In general,

\[ \sum_u h_u W_u \lambda_u(n_1 n_2) \lambda_u(n_3 n_4) \sim \delta_{n_1 n_2 = n_3 n_4} F_\epsilon(h_u; T)|L(1 + 2iT, \chi)|^{-4}, \]

with

\[ F_\epsilon(h_u; T) = \frac{1}{\pi} \int_{-\infty}^{\infty} t \sinh(\pi t) \prod_{\epsilon_1, \epsilon_2 = \pm 1} B\left( \frac{1}{2} + \epsilon_1 \frac{i t}{2} + \epsilon_2 i T, \frac{1}{2} - \epsilon_1 \frac{i t}{2} \right) h_u(\epsilon, \alpha, t) dt, \]

and by Lemma \( \square \) \( F_\epsilon(h_u; T) = 8\pi \) when \( \epsilon_3 = \epsilon_4 \). If \( \epsilon_3 \neq \epsilon_4 \), as \( T \to 0 \) we also have \( F_\epsilon(h_u; T) \to 8\pi \).

For the remaining quadruple sum

\[ \sum_{n_1, \ldots, n_4 \geq 1} \frac{\chi^{\epsilon_3}(n_3) \chi^{\epsilon_4}(n_4)}{n_1^{\frac{1}{n} + \epsilon_1 \alpha_1} n_2^{\frac{1}{n} + \epsilon_2 \alpha_2} n_3^{\frac{1}{n} + \epsilon_3 \alpha_3} n_4^{\frac{1}{n} + \epsilon_4 \alpha_4}}, \]
we can apply Ramanujan’s formula for twisted Dirichlet series (see \[11, (13.1)\]) to rewrite it as

\[
\frac{L(1 + \epsilon_1 \alpha_1 + \epsilon_3 \alpha_3, \chi^{\epsilon_3})L(1 + \epsilon_2 \alpha_2 + \epsilon_3 \alpha_3, \chi^{\epsilon_3})L(1 + \epsilon_1 \alpha + \epsilon_4 \alpha_4, \chi^{\epsilon_4})L(1 + \epsilon_2 \alpha_2 + \epsilon_4 \alpha_4, \chi^{\epsilon_4})}{L(2 + \epsilon_1 \alpha_1 + \epsilon_2 \alpha_2 + \epsilon_3 \alpha_3 + \epsilon_4 \alpha_4, \chi^{\epsilon_3} \chi^{\epsilon_4})}.
\]

To summarize, \(^{(20)}\) can be rewritten as

\[
S(\epsilon, \alpha) \sim \frac{F_4(h; T)}{2 \pi N L(1 + 2iT, \chi)} \left(\frac{\tau(\chi)}{\sqrt{N}}\right)^{\epsilon-\epsilon_4} \prod_{j=1}^{4} \pi(1-\epsilon)\alpha_j \prod_{j=1}^{4} \pi(1-\epsilon)\alpha_j \chi^{\epsilon+\epsilon_4} \zeta(1 + \epsilon_1 \alpha_1 + \epsilon_2 \alpha_2) L(1 + \epsilon_3 \alpha_3 + \epsilon_4 \alpha_4, \chi^{\epsilon_3} \chi^{\epsilon_4}) \frac{L(1 + \epsilon_j \alpha_j + \epsilon_3 \alpha_3) L(1 + \epsilon_j \alpha_j + \epsilon_4 \alpha_4, \chi^{\epsilon_4})}{L(2 + \epsilon_1 \alpha_1 + \epsilon_2 \alpha_2 + \epsilon_3 \alpha_3 + \epsilon_4 \alpha_4, \chi^{\epsilon_3} \chi^{\epsilon_4})}.
\]

(21)

### 3.4 Final evaluation

Recall Remark \([9]\) to calculate \(\lim_{\alpha \to \alpha_0} \sum_{\epsilon} S(\epsilon, \alpha)\), we can follow such an order:

- Substitute \(\alpha = (0, \eta', 2iT, -2iT + \eta)\) for \(\eta > \eta' > 0\).
- Compute \(\lim_{\eta' \to 0} \sum_{\epsilon_1, \epsilon_2 = \pm 1} S(\epsilon, \alpha)\). Write the result as \(R_{\epsilon, \epsilon_4}(\eta)\).
- Compute \(\lim_{\eta \to 0} \sum_{\epsilon_3, \epsilon_4 = \pm 1} R_{\epsilon_3, \epsilon_4}(\eta)\).

Specifically, as \(\eta' \to 0\), we have

\[
F_4(h; T) \prod_{j=1}^{4} \pi(1-\epsilon_j)\eta' \prod_{j=1}^{2} \zeta(1 + \epsilon_j \eta') \frac{L(1 + \epsilon_2 \eta' + \epsilon_3 2iT, \chi^{\epsilon_3}) L(1 + \epsilon_2 \eta' + \epsilon_4 (-2iT + \eta), \chi^{\epsilon_4})}{L(2 + \epsilon_2 \eta' + (\epsilon_3 - \epsilon_4) 2iT + \epsilon_4 \eta, \chi^{\epsilon_3} \chi^{\epsilon_4})} = \frac{K_{\epsilon_3, \epsilon_4}(T, \eta)}{\epsilon_2 \eta'} - \delta_{\epsilon_2 = -1} H_\epsilon(\eta) \log N \frac{L(1 + \epsilon_2 2iT, \chi^{\epsilon_3}) L(1 + \epsilon_4 (-2iT + \eta), \chi^{\epsilon_4})}{L(2 + (\epsilon_3 - \epsilon_4) 2iT + \epsilon_4 \eta, \chi^{\epsilon_3} \chi^{\epsilon_4}) + O(\log \log N) + O(\eta')}.
\]

where \(H_\epsilon(\eta) = F_4(h_0; T)\) with \(h_0 = h_\epsilon(\epsilon, (0, 0, 2iT, -2iT + \eta), t)\), and

\[
K_{\epsilon_3, \epsilon_4}(T, \eta) = \frac{L(1 + \epsilon_3 2iT, \chi^{\epsilon_3}) L(1 + \epsilon_4 (-2iT + \eta), \chi^{\epsilon_4})}{L(2 + (\epsilon_3 - \epsilon_4) 2iT + \epsilon_4 \eta, \chi^{\epsilon_3} \chi^{\epsilon_4})}.
\]

Since \(K_{\epsilon_3, \epsilon_4}(T, \eta)\) is independent of \(\epsilon_1, \epsilon_2\), and so is \(H_\epsilon(\eta)\) when \(\alpha_1 = 0, \alpha_2 \to 0\), \(R_{\epsilon_3, \epsilon_4}(\eta)\) equals

\[
\lim_{\eta' \to 0} \sum_{\epsilon_1, \epsilon_2 = \pm 1} S(\epsilon, \alpha) = \frac{\pi(\epsilon_3 - \epsilon_4) 2iT N(\epsilon_3 - \epsilon_4) 2iT}{8N L(1 + 2iT, \chi)} \left(\frac{\tau(\chi)}{\sqrt{N}}\right)^{\epsilon_3 - \epsilon_4} L(1 + (\epsilon_3 - \epsilon_4) 2iT + \epsilon_4 \eta, \chi^{\epsilon_3} \chi^{\epsilon_4}) \frac{\pi(1 - \epsilon_4) \eta' N(\epsilon_4 - 1) \eta' L(1 + \epsilon_3 2iT, \chi^{\epsilon_3}) L(1 + \epsilon_4 (-2iT + \eta), \chi^{\epsilon_4})}{L(2 + (\epsilon_3 - \epsilon_4) 2iT + \epsilon_4 \eta, \chi^{\epsilon_3} \chi^{\epsilon_4})} \left(-2H_\epsilon(\eta) \log N + O(\log \log N)\right).
\]

Now we analyze the Laurent expansion of \(R_{\epsilon_3, \epsilon_4}(\eta)\) around \(\eta = 0\). We need to discuss 4 cases:

**Case 1.** If \(\epsilon_3 \neq \epsilon_4\) and \(\chi\) is complex, then \(L(1 + (\epsilon_3 - \epsilon_4) 2iT + \epsilon_4 \eta, \chi^{\epsilon_3} \chi^{\epsilon_4})\) is not principal, so \(R_{\epsilon_3, \epsilon_4}(\eta)\) is analytic at \(\eta = 0\), and by GRH, for any fixed \(T \in \mathbb{R}\) we have (note \(H_\epsilon(0) = O(1)\))

\[
R_{\epsilon_3, \epsilon_4}(0) = O(\log \log N) N^{\frac{1}{2}}.
\]

(22)

**Case 2.** If \(\epsilon_3 \neq \epsilon_4\), \(\chi\) is quadratic, but \(T \neq 0\), then there is no pole around \(\eta = 0\) for the principal L-function \(L(1 + (\epsilon_3 - \epsilon_4) 2iT + \epsilon_4 \eta, \chi^{\epsilon_3} \chi^{\epsilon_4})\), so we similarly have \([22]\).
Remark 10. As we can see in discussion for Case 4, the value of $T$ no longer matters when $\epsilon_3 = \epsilon_4$, so we explain our claim in Remark 2 here. When $\chi$ is quadratic and $T = T(N)$ tends to 0, the principal L-function $L(1 + (\epsilon_3 - \epsilon_4)2iT + \epsilon_4\eta, \chi^{\epsilon_3\chi^{\epsilon_4}})$ equals
\[
\zeta(1 + (\epsilon_3 - \epsilon_4)2iT + \epsilon_4\eta) \prod_{p|N} \left(1 - \frac{1}{p^{1+(\epsilon_3-\epsilon_4)2iT+\epsilon_4\eta}}\right)
\]
and has large values with small $T$ and $\eta$. Therefore, we have (recall $H_\epsilon(0) = 8\pi$ for all $\epsilon$)
\[
R_{+1,-1}(0) = \frac{\pi^{-4iT}N^{4iT}}{8N\zeta(2 + 4iT)} \zeta(1 + 4iT) \prod_{p|N} \left(1 - \frac{1}{p^{-(1+4iT)}}\right)
- \frac{1}{1 - p^{-(2+4iT)}} \left(-16\pi \log N + O(\log \log N)\right)
\]
and
\[
R_{-1,+1}(0) = \frac{\pi^{4iT}N^{-4iT}}{8N\zeta(2 + 4iT)} \zeta(1 - 4iT) \prod_{p|N} \left(1 - \frac{1}{p^{-(1-4iT)}}\right)
- \frac{1}{1 - p^{-(2-4iT)}} \left(-16\pi \log N + O(\log \log N)\right).
\]
Consequently,
\[
R_{+1,-1}(0) + R_{-1,+1}(0) = \frac{-\log N}{4\nu(N)\zeta(2)} \left(\frac{e^{4iT\log N}}{4iT} + \frac{e^{-4iT\log N}}{-4iT}\right) + O(\log N(\log \log N)^3).
\] (23)

If $4iT\log N = o(1)$, then $2\log N$ approximates the factor in the parentheses with an error up to $O(|T|\log^2 N)$. So, for all $|T| \ll \log^{-1-\delta} N$, we have $R_{+1,-1}(0) + R_{-1,+1}(0) = \frac{24}{\pi}\nu^{-1}(N)\log^2 N$. On the other hand, by (23), $R_{+1,-1}(0) + R_{-1,+1}(0)$ has trivial bound $\nu^{-1}(N)|T|^{-1}\log N$. So, for whatever $|T| \gg \log^{-1+\delta} N$, $R_{+1,-1}(0) + R_{-1,+1}(0)$ will be considerably less than $\nu^{-1}(N)\log^2 N$.

Case 3. If $\epsilon_3 \neq \epsilon_4$, $\chi$ is quadratic, and $T = 0$, then $L(1 + (\epsilon_3 - \epsilon_4)2iT + \epsilon_4\eta, \chi^{\epsilon_3\chi^{\epsilon_4}})$ has a pole at $\eta = 0$. So $R_{\epsilon_3,\epsilon_4}(\eta)$ equals
\[
R_{\epsilon_3,\epsilon_4}(\eta) = \frac{\pi^{(1-\epsilon_3)\eta}N^{(\epsilon_4-1)\eta}}{8N} H_\epsilon(\eta) \prod_{p|N} \left(1 - \frac{1}{p^{1-\epsilon_4\eta}}\right) \zeta(1 + \epsilon_4\eta) \left(-2H_\epsilon(\eta) \log N + O(\log \log N)\right),
\]
and the Laurent expansion around $\eta = 0$ is (note $\zeta(2) = \frac{\pi^2}{6}$ and $\nu(N) = N \prod_{p|N}(1 + p^{-1})$
\[
\frac{6}{\nu(N)\pi} \left(\frac{1}{\epsilon_4\eta} + (\epsilon_4 - 1) \log N + O\left((\log \log N)^5\right) + O(\eta)\right) \left(-2\log N + O(\log \log N)\right)
\]
\[
= \delta_{\epsilon_4 = -1} \frac{24}{\nu(N)\pi} \log^2 N + O(\log N(\log \log N)^5).
\]

Case 4. If $\epsilon_3 = \epsilon_4$, we have
\[
R_{\epsilon_3,\epsilon_4}(\eta) = \frac{\pi^{(1-\epsilon_3)\eta}N^{(\epsilon_4-1)\eta}}{8N} \frac{L^2(1 + \epsilon_32iT, \chi^{\epsilon_3})L^2(1 + \epsilon_4(-2iT + \eta), \chi^{\epsilon_4})}{L(1 + 2iT, \chi)^4} H_\epsilon(\eta) \prod_{p|N} \left(1 - \frac{1}{p^{1-\epsilon_4\eta}}\right) \zeta(1 + \epsilon_4\eta) \left(-2H_\epsilon(\eta) \log N + O(\log \log N)\right),
\] (24)
which further equals (note here $H_0(0) = 8\pi$ and $H'_0(0) = O(1)$)

$$
\frac{6}{\nu(N)\pi} L^2(1 + \epsilon_3 2iT, \chi^{(3)}) L^2(1 + \epsilon_4(-2iT), \chi^{(4)})
\frac{1}{|L(1 + 2iT, \chi)|^4}
\left( \frac{1}{\epsilon_4} + (\epsilon_4 - 1) \log N + O((\log \log N)^5) + O(\eta) \right)
\left( -2 \log N + O(\log \log N) \right).
$$

With above calculations we can rewrite it as

$$
\delta_{\epsilon_4} = -\frac{24}{\nu(N)\pi} \log^2 N + O(\log N(\log \log N)^9).
$$

Summing up, we have

$$
I_1 \sim \lim_{\eta \to 0} \sum_{\epsilon_3, \epsilon_4 = \pm 1} R_{\epsilon_3, \epsilon_4}(\eta) = \frac{24}{\nu(N)\pi} \left( 1 + \delta_{T=0} \delta_{\chi \text{ quadratic}} \right) \log^2 N.
$$

## 4 Proof of Theorem [2]

The proof follows the lines of Djanković and Khan in proving the $t$-aspect formula

$$
\langle |E_t|^2, |E_t|^2 \rangle_{\text{reg}} - \langle |\Lambda Y E_t|^2, |\Lambda Y E_t|^2 \rangle \sim \frac{36}{\pi} \log^2 t,
$$

provided that $1 < Y \ll \log t$. Here $E_t = E(z, \frac{1}{2} + it)$ is the classical Eisenstein series.

For Atkin-Lehner cusp $\chi$, Define $e_a$ to be the main term of $E_a$ as $z$ approaches each cusp. Alternatively, we have for $s = \frac{1}{2}$ and $\chi^2 = \chi_{0,N}$

$$
e_a|_{\sigma_b} = \begin{cases} \sqrt{y} & \text{if } b = a, a^* \\ 0 & \text{otherwise}. \end{cases}
$$

(25)

Following the definitions, we have

$$
\langle |E|^2, |E|^2 \rangle_{\text{reg}} - \langle |\Lambda Y E|^2, |\Lambda Y E|^2 \rangle = \int_{\mathcal{F}} \overline{e_a} \overline{E_a}^2 + \overline{E_a} \overline{E_a}^2 + 4|e_a|^2 |E_a|^2 d\mu
\quad + 2 \int_{\mathcal{F}} \left( |E_a|^2 \overline{E_a}^2 e_a + |E_a|^2 |E_a|^2 \overline{e_a} \right) d\mu + \Phi(Y),
$$

(26)

where $\mathcal{F} = \cup_a \sigma_a \mathcal{F}_\infty(Y)$ is the cuspidal zone of height $Y$, with scaling matrix $\sigma_a$, $\Phi(Y)$ is some $N$-independent function in $Y$, and $\mathcal{F}_\infty(Y) = \{(x,y) | 0 < t \leq 1, y > Y\}$.

### 4.1 Initial cleanings

For primitive $\chi_1, \chi_2$, write $\psi = \chi_1 \chi_2$. It is easy to see if $\chi = \chi_1 \chi_2$ is even, then so is $\psi$. Denote the completed Eisenstein series $E_{\chi_1, \chi_2}^*(z, s) = \theta_{\chi_1, \chi_2}(s) E_{\chi_1, \chi_2}(z, s)$, with $\theta_{\chi_1, \chi_2}(\frac{1}{2}) = \Lambda^{-1}(1, \psi)$ as in [7]. Write out the completion factor with Young’s formula [15 (9.1)]:

$$
E_a(z, \frac{1}{2}, \chi) = N^{-\frac{1}{2}} E_{\chi_1, \chi_2}(z, \frac{1}{2}) = N^{-\frac{1}{2}} \theta_{\chi_1, \chi_2}^{-1}(\frac{1}{2}) E_{\chi_1, \chi_2}^*(z, \frac{1}{2}),
$$

and

$$
E_a(\sigma_a z, \frac{1}{2}, \chi) = E_{a^*}(\sigma_a z, \frac{1}{2}, \chi) = \pm N^{-\frac{1}{2}} \theta_{\chi_1, \chi_2}^{-1}(\frac{1}{2}) E_{1, \psi}^*(z, \frac{1}{2}).
$$

(27)
When \( s = \frac{1}{2} \) and \( \chi \) is quadratic, \( E_a(z, s, \chi) \) is real-valued, and so is its \( Y \)-truncation. Then by (25)

\[
\int_{\mathcal{F}} e_{a_a}^2 \overline{E_{a_a}^2} + \overline{e_{a_a}} (E_{a_a}^Y)^2 + 4|e_{a_a}|^2 |E_{a_a}^Y|^2 \, d\mu = \sum_b \int_0^\infty \int_0^1 \left( e_{a_a}^2 \overline{E_{a_a}^2} + \overline{e_{a_a}} (E_{a_a}^Y)^2 + 4|e_{a_a}|^2 |E_{a_a}^Y|^2 \right)_{\sigma_{a_a}^{-1}} \, d\mu
\]

\[
= \int_0^\infty \int_0^1 \left( e_{a_a}^2 \overline{E_{a_a}^2} + \overline{e_{a_a}} (E_{a_a}^Y)^2 + 4|e_{a_a}|^2 |E_{a_a}^Y|^2 \right)_{\sigma_{a_a}} \, d\mu.
\]

Since \( a \) and \( a^* \) are Atkin-Lehner, their scaling matrices are some matrix involution. Thus we can write the integral as

\[
\int_{\mathcal{Y}} 1 \int_0^1 \left( e_{a_a}^2 \overline{E_{a_a}^2} + \overline{e_{a_a}} (E_{a_a}^Y)^2 + 4|e_{a_a}|^2 |E_{a_a}^Y|^2 \right)_{\sigma_{a_a}} \, d\mu. \tag{28}
\]

On the other hand, by (25) and (27) we have

\[
(e_{a_a}|_{\sigma_{a_a}})^2 = (e_{a_a}|_{\sigma_{a_a}})^2 = |e_{a_a}|^2 = |e_{a_a}|^2 = y,
\]

\[
(E_{a_a}^Y|_{\sigma_{a_a}})^2 = (E_{a_a}^Y|_{\sigma_{a_a}})^2 = (E_{a_a}^Y|_{\sigma_{a_a}})^2 = |E_{a_a}^Y|_{\sigma_{a_a}}^2 = |E_{a_a}^Y|_{\sigma_{a_a}}^2 = (|E_{a_a}^Y|_{\sigma_{a_a}}^2)^Y.
\]

Recall the explicit formula of \( \varphi_{a^*} \) and that \( \psi \) is even, we can rewrite (28) as

\[
\frac{12}{\Lambda^2(1, \psi) \int_0^\infty y |E_{1, \psi}^*(z, \frac{1}{2})|^2 \, d\mu. \tag{29}
\]

### 4.2 Integral shift and poles of L-functions

To calculate (29), recall

\[
E_{1, \psi}^*(z, \frac{1}{2} + iT) = 2\sqrt{y} \sum_{n \neq 0} \lambda_{1, \psi}(n, 2iT) \epsilon(n \sigma) K_T(2\pi |n| y),
\]

since \( \psi(-1) = 1 \), the double integral in (29) integral equals

\[
\int_{\mathcal{Y}} 8y \sum_{n \geq 1} \lambda_{1, \psi}^2(n, 0) K_T^2(2\pi n y) \frac{dy}{y}.
\]

With the integral and the sum interchanged, it equals

\[
8(2\pi)^{-1} \sum_{n \geq 1} \frac{\lambda_{1, \psi}^2(n, 0)}{n} g(2\pi n Y), \tag{30}
\]

where

\[
g(x) := \int_x^\infty y K_T^2(y) \frac{dy}{y}.
\]

The Mellin transform of \( g \) is

\[
G(s) = \int_0^\infty g(x) x^s \frac{dx}{x} = \int_0^\infty x^s \frac{dx}{x} \int_0^\infty y K_T^2(y) \frac{dy}{y}
\]

\[
= \int_0^\infty y K_T^2(y) \frac{dy}{y} \int_0^y x^s \frac{dx}{x}
\]

\[
= \frac{1}{s} \int_0^\infty y^{1+s} K_T^2(y) \frac{dy}{y},
\]

\[
12
which according to the Mellin-Barnes formula [GR], 6.576.4, equals

\[ \frac{2^{-2+s}}{s \Gamma(1+s)} \Gamma^4 \left( \frac{1+s}{2} \right). \]

Applying the Mellin inverse of \( G \), we can rewrite (30) by

\[ 8(2\pi)^{-1} \sum_{n \geq 1} \frac{\lambda^2(n, 0)}{n} \frac{1}{2\pi i} \int (3) G(s)(2\pi nY)^{-s}ds = \pi^{-1} \frac{1}{2\pi i} \int (3) \frac{\Gamma^4(\frac{1+s}{2})}{s \Gamma(1+s)}(\pi Y)^{-s} \sum_{n \geq 1} \frac{\lambda^2(n, 0)}{n^{1+s}}ds. \]

By Rankin-Selberg method of period integrals, the Dirichlet series equals

\[ \zeta(1+s)L^2(1+s, \psi)L(1+s, \chi_0, N) = \frac{\zeta^2(1+s)L^2(1+s, \psi)}{\zeta(2+2s)} \prod_{p|N}(1 + \frac{1}{p^{1+s}})^{-1}. \]

So, (29) is equal to:

\[ \frac{12}{N\pi L^2(1, \psi)} \frac{1}{2\pi i} \int (3) \frac{\Gamma^4(\frac{1+s}{2})}{s \Gamma(1+s)}(\pi Y)^{-s} \frac{\zeta^2(1+s)L^2(1+s, \psi)}{\zeta(2+2s)} \prod_{p|N}(1 + \frac{1}{p^{1+s}})^{-1} ds. \]

Remark 11. Now we can see why our case of \( T = 0 \) and \( \chi \) is quadratic is most complicated: the integrand has a triple pole at \( s = 0 \), whereas in other cases it can have at most a double pole.

Since GRH implies \( L(1+s, \psi) \ll \log \log N \) for \( \text{Re } s = 0 \), for each \( N \) we have \( c \in (0, \frac{\log \log \log N}{\log N}) \). Since the integrand of (31) has no poles other than \( s = 0 \) for \( \text{Re } s \in (-c, 3) \), we have

\[ \frac{12}{N\pi L^2(1, \psi)} \frac{1}{2\pi i} \int (3) \frac{\Gamma^4(\frac{1+s}{2})}{s \Gamma(1+s)}(\pi Y)^{-s} \frac{\zeta^2(1+s)L^2(1+s, \psi)}{\zeta(2+2s)} \prod_{p|N}(1 + \frac{1}{p^{1+s}})^{-1} ds. \]

For the integral we have

\[ \frac{12}{N\pi L^2(1, \psi)} \frac{1}{2\pi i} \int_{(-c)} H(s)ds \ll \frac{(\log \log N)^2}{N} Y^c L^2(1-c, \psi) \sum_{p|N} p^{-1+c} \ll \frac{\log N(\log \log N)^3}{N} Y^c. \]

On the other hand, since

\[ \zeta(1+s) = \frac{1}{s} + \gamma_0 + \gamma_1 s + O(s^2), \]

for some constant \( \gamma_0, \gamma_1 \), we have

\[ \text{Res}_{s=0} H(s) = (2\gamma_1 + \gamma_0^2)K(0) + 2\gamma_0 K'(0) + K''(0), \]
where

\[ K(s) = \frac{\Gamma^4(\frac{1+s}{2})}{\Gamma(1+s)} \pi Y^{1-s} L^2(1+s,\psi) \frac{\prod_{p\mid N} (1 + \frac{1}{p^{1+s}})^{-1}}{\zeta(2+2s)}. \]

The following computation is straightforward (recall (2)):

\[ K(0) = 6L^2(1,\psi) \frac{N}{\nu(N)} \]

\[ K'(0) = K(0) \left( -\log Y + 2 \frac{L'}{L}(1,\psi) + \sum_{p\mid N} \frac{p^{-1} \log p}{1+p^{-1}} + O(1) \right) \]

\[ K''(0) = K(0) \left( \frac{K'(s)}{K(s)} \right)_{s=0} + \left( \frac{K'(0)}{K(0)} \right)^2 \]

\[ = K(0) \left( \sum_{p\mid N} \frac{p^{-1} \log^2 p}{1+p^{-1}} + O((\log \log N)^2) \right). \]

Thus (32) yields

\[ \frac{12}{N\pi L^2(1,\psi)} \text{Res}_{s=0} H(s) = \frac{72}{\nu(N)} \left( \sum_{p\mid N} \frac{p^{-1} \log^2 p}{1+p^{-1}} + O((\log \log N)^2) \right). \]

Since

\[ \sum_{p\mid N} \frac{p^{-1} \log^2 p}{1+p^{-1}} \leq \log N \sum_{p\mid N} \frac{\log p}{1+p} \ll \log N \log \log N, \]

so (32) is bounded by \( \nu^{-1}(N) \log N \log \log N \). Furthermore,

\[ \left( \frac{\log N}{N} \right)^{Y^c} \frac{\log N \log \log N}{\nu(N)} = o\left( \frac{\log^2 N}{\nu(N)} \right). \]

This solves the first part of (26).

### 4.3 Cauchy’s inequality

Now we are left to estimate

\[ \int_{\mathcal{F}} \left( |E_a^Y| \overline{E_a^Y} e_a + |E_a^Y|^2 E_a^Y \overline{e_a} \right) d\mu = 2 \int_{\mathcal{F}} (E_a^Y)^3 e_a d\mu. \]

By Cauchy’s inequality we have

\[ \int_{\mathcal{F}} (E_a^Y)^3 e_a d\mu \leq \left( \int_{\mathcal{F}} (E_a^Y)^2 e_a^2 d\mu \right)^{\frac{3}{2}} \left( \int_{\mathcal{F}} (E_a^Y)^4 d\mu \right)^{\frac{1}{2}}. \]

Our work on (29) has shown the first integral is \( O\left( \frac{\log^2 N}{\nu(N)} \right) \), and the second integral has the same (big O) bound by assumption, so we have completed the proof.
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