OPTIMALITY OF BROKEN EXTREMALS.

ANDREI A. AGRACHEV AND CAROLINA BIOLO

Abstract. In this paper we analyse the optimality of broken Pontryagin extremal for an $n$-dimensional affine control system with a control parameter, taking values in a $k$-dimensional closed ball. We prove the optimality of broken normal extremals when $n = 3$ and the controllable vector fields form a contact distribution, and when the Lie algebra of the controllable fields is locally orthogonal to the singular locus and the drift does not belong to it. Moreover, if $k = 2$, we show the optimality of any broken extremal even abnormal when the controllable fields do not form a contact distribution in the point of singularity.
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1. Introduction

This paper is closely related to [4] and [3], where the authors study the local regularity of time-optimal controls and trajectories for the control system of the form:

\[ \dot{q} = f_0(q) + \sum_{i=1}^{k} u_i f_i(q), \quad q \in M, \ (u_1, \ldots, u_k) \in U, \]

where $M$ is a smooth $n$-dimensional manifold, $U = \{ u \in \mathbb{R}^k : \|u\| \leq 1 \}$ is the $k$-dimensional ball, and $f_0, f_1, \ldots, f_k$ are smooth vector fields. We also assume that $f_1(q), \ldots, f_k(q)$ are linearly independent in the domain under consideration.

If $k = n$, then all extremals are smooth; otherwise they may be nonsmooth and there exists a vast literature dedicated to the case $k = 1$. Some references can be found in paper [3].

At [3] and [4] the authors prove that with some generic conditions it is possible to avoid chattering phenomenon if $k < n$ and that the singularity must be isolated, moreover we denoted in which cases it is possible to find non smooth optimal trajectories.

Actually, in that paper we did not claim that they exist. Indeed, via the Pontryagin maximum principle, we know that every time-optimal trajectory has a lift, called extremal,

\[ \text{We work in } C^\infty(M) \text{ category.} \]
in $T^*M$. But, on the other hand it is not guaranteed that given any extremal its projection on $M$ is time-optimal: even though we have found extremals through the singular locus $\Lambda$ that projects in piece-wise smooth trajectories, non necessarily those trajectories are time-optimal.

The optimality of the projection of any extremal is guaranteed only if we consider a linear control system, satisfying Kalman’s Criterion:

$$\text{rank}\{B, AB, \ldots, A^{n-1}B\} = n,$$

and put the final point in a equilibrium. It is true due to the fact that the uniqueness of the time-optimal solution and the uniqueness of the extremal hold.

In this paper we are going to discuss the optimality of the projections of the non smooth extremals detected in [3] and [4], called broken extremals, given a non linear affine control system (1.1).

Let us briefly recall the conditions that we need in a neighborhood $O_\lambda$ of $\bar{\lambda} \in \Lambda \subseteq T^*M$ in order to have and study broken extremals.

**Notation 1.1.** We denote $h_i(\lambda) := (\lambda, f_i(q))$, $h_{ij}(\lambda) := (\lambda, [f_i, f_j](q))$, $\lambda \in T_qM$ and $i, j \in \{0, \ldots, k\}$.

Moreover, given $\bar{\lambda} \in \Lambda$, we call $h_{ij} = h_{ij}(\bar{\lambda})$, then $H_{0t}(\lambda) = (h_{0i})_{i=1,\ldots,k}$ and $H_{IJ}(\lambda) = (h_{ij})_{i,j=1,\ldots,k}$.

Given a $n$-dimensional manifold $M$, let us consider the system (1.1). From the Pontryagin maximum principle, out of the singular locus $\Lambda = \{\lambda \in T^*M | h_1(\lambda) = \ldots = h_k(\lambda) = 0\}$, extremals satisfy the Hamiltonian system defined by

$$H(\lambda) = h_0(\lambda) + \sqrt{h^2_1(\lambda) + \ldots + h^2_k(\lambda)}.$$ 

In [3] we proved that if at $\bar{\lambda} \in \Lambda$ it is satisfied the condition

$$(1.2) \quad H_{0t} \notin H_{IJ}B^h$$

there exist a unique extremal that passes through $\bar{\lambda}$, moreover in its neighbourhood $O_\lambda$ the continuous flow of extremals is defined. This flow is not locally Lipschitz in general.

Denoting $\bar{q} = \pi(\bar{\lambda})$, the projection of $\bar{\lambda}$ in $M$, and $\mathcal{F} = \{f_1, \ldots, f_k\}$, we prove the sufficient optimality of the normal broken extremal, passing through $\bar{\lambda} \in \Lambda$, if

$$\bar{\lambda} \bot \text{Lie}_q\mathcal{F}, \quad h_0(\bar{\lambda}) > 0$$

and either $\text{rank}\{\text{Lie}_q\mathcal{F}\} = n - 1$, or $\text{rank}\{\text{Lie}_q\mathcal{F}\} = \text{rank}\{\text{Lie}_q\mathcal{F}\} < n - 1$ for all $q$ from a neighbourhood of $\bar{q}$ in $M$ (see Theorem [3.4]). Moreover, if $n = 3$ $k = 2$ we prove the optimality for a normal broken extremal if $f_1, f_2$ form a contact distribution in a neighbourhood of $\bar{q}$ (see Theorem [3.7]).

We use a method described by Agrachev and Sachkov in their book [5]. It is a geometrical elaboration of the classical fields of extremals theory, it proves optimality only for normal extremals, assuming the Hamiltonian smooth. We extended this method in the Lipschitzian submanifold, with constructions *ad hoc*.

We also prove optimality of normal (or abnormal) broken extremals for $n > 2$ $k = 2$ and

$$\bar{\lambda} \bot \text{span}\{f_1(\bar{q}), f_2(\bar{q}), [f_1, f_2](\bar{q})\}$$

in just that point (see Theorem [4.5]). This result is given by direct estimates with time-rescaling.
In the thesis [7], we present the computations of this method with direct estimates in the general (possible abnormal) case, if (1.3) does not hold. It may be useful to answer further questions.

2. Preliminaries

In this section we recall some basic definitions in Geometric Control Theory. For a more detailed introduction, see [5].

Definition 2.1. Given a \( n \)-dimensional manifold \( M \), we call \( \text{Vec}(M) \) the set of smooth vector fields on \( M \): \( f \in \text{Vec}(M) \) if and only if \( f \) is a smooth map with respect to \( q \in M \) taking value in the tangent bundle,
\[
f : M \longrightarrow TM,
\]
such that if \( q \in M \) then \( f(q) \in T_q M \).
Each vector field defines a dynamical system \( \dot{q} = f(q) \), i.e. for each initial point \( q_0 \in M \) it admits a solution \( q(t,q_0) \) on an opportune time interval \( I \), such that \( q(0,q_0) = q_0 \) and
\[
\frac{d}{dt}q(t) = f(q(t)), \quad \text{a.e.} \ t \in I.
\]

Definition 2.2. \( f \in \text{Vec}(M) \) is a complete vector field if, for each initial point \( q_0 \in M \), the solution \( q(t,q_0) \) of the dynamical system \( \dot{q} = f(q) \) is defined for every \( t \in \mathbb{R} \). If \( f \in \text{Vec}(M) \) has a compact support, it is a complete vector field.

In our local study, we may assume without lack of generality that all vector fields under consideration are complete.

Definition 2.3. A control system in \( M \) is a family of dynamical systems
\[
\dot{q} = f_u(q), \quad \text{with} \ q \in M, \ \{f_u\}_{u \in U} \subseteq \text{Vec}(M),
\]
parametrized by \( u \in U \subseteq \mathbb{R}^k \), called space of control parameters. Instead of constant values \( u \in U \), we are going to consider \( L^\infty \) time depending functions taking values in \( U \). Thus, we call \( \mathcal{U} = \{u : I \rightarrow U, \ u \in L^\infty \} \) the set of admissible controls and study the following control system
\[
\dot{q} = f_u(q), \quad \text{with} \ q \in M, \ u \in \mathcal{U}.
\]

With the following theorem we want to show that, choosing an admissible control, it is guaranteed the locally existence and uniqueness of the solution of a control system for every initial point.

Theorem 2.4. Fixed an admissible control \( u \in \mathcal{U} \), (2.1) is a non-autonomous ordinary differential equation, where the right-hand side is smooth with respect to \( q \) and measurable essentially bounded with respect to \( t \), then, for each \( q_0 \in M \), there exists a local unique solution \( q_u(t,q_0) \) such that \( q_u(0,q_0) = q_0 \) and it is Lipschitzian with respect to \( t \).

Definition 2.5. We denote
\[
A_{q_0} = \{q_u(t,q_0) : t \geq 0, \ u \in \mathcal{U}\}
\]
the attainable set from \( q_0 \).
We will write \( q_u(t) = q_u(t,q_0) \) if we do not need to stress that the initial position is \( q_0 \).
Definition 2.6. An affine control system is a control system of the following form

\[ \dot{q} = f_0(q) + \sum_{i=1}^{k} u_i f_i(q), \quad q \in M \]

where \( f_0, \ldots, f_k \in \text{Vec}(M) \) and \((u_1, \ldots, u_k) \in U\), taking values in the set \( U \subseteq \mathbb{R}^k \).
The uncontrollable term \( f_0 \) is called drift.

2.1. Time-optimal problem.

Definition 2.7. Given the control system \((2.1)\), \(q_0 \in M\) and \(q_1 \in A_{q_0}\), the time-optimal problem consists in minimizing the time of motion from \(q_0\) to \(q_1\) via admissible trajectories:

\[
\begin{cases}
\dot{q} = f_u(q) & u \in U \\
qu(0, q_0) = q_0 \\
qu(t_1, q_0) = q_1 \\
t_1 \to \min
\end{cases}
\]

We call these minimizer trajectories time-optimal trajectories, and time-optimal controls the corresponding controls.

2.1.1. Existence of time-optimal trajectories. Classical Filippov’s Theorem (See [5]) guarantees the existence of a time-optimal control for the affine control system if \(U\) is a convex compact and \(q_0\) is sufficiently close to \(q_1\).

2.2. First and second order necessary optimality condition. Now we are going to introduce basic notions about Lie brackets, Hamiltonian systems and Poisson brackets, so that we present the first and second order necessary conditions of optimality: Pontryagin Maximum Principle, and Goh condition.

Definition 2.8. Let \( f, g \in \text{Vec}(M) \), we define their Lie brackets the following vector field

\[ [f, g](q) = \frac{1}{2} \frac{\partial^2}{\partial t^2} \bigg|_{t=0} e^{-tg} \circ e^{-tf} \circ e^{tg} \circ e^{tf}(q), \quad \forall q \in M. \]

where \( e^{-tf} \) is the flow defined by \( -f \).

![Figure 1. Lie Bracket](image)

Definition 2.9. A Hamiltonian is a smooth function on the cotangent bundle

\[ h \in C^\infty(T^* M). \]

The Hamiltonian vector field is the vector field associated with \( h \) via the canonical symplectic form \( \sigma \)

\[ \sigma_{\lambda}(\cdot, \overrightarrow{h}) = d\lambda h. \]

We denote

\[ \dot{\lambda} = \overrightarrow{h}(\lambda), \quad \lambda \in T^* M, \]

the Hamiltonian system, which corresponds to \( h \).

Let \((x_1, \ldots, x_n)\) be local coordinates in \( M \) and \((\xi_1, \ldots, \xi_n, x_1, \ldots, x_n)\) induced coordinates.
in $T^*M$, $\lambda = \sum_{i=1}^{n} \xi_i dx_i$. The symplectic form has expression $\sigma = \sum_{i=1}^{n} d\xi_i \wedge dx_i$. Thus, in canonical coordinates, the Hamiltonian vector field has the following form

\[ \overrightarrow{h} = \sum_{i=1}^{n} \left( \frac{\partial h}{\partial \xi_i} \frac{\partial}{\partial x_i} - \frac{\partial h}{\partial x_i} \frac{\partial}{\partial \xi_i} \right). \]

Therefore, in canonical coordinates, it is

\[ \begin{cases} \dot{x}_i = \frac{\partial h}{\partial \xi_i} \\ \dot{\xi}_i = \frac{\partial h}{\partial x_i} \end{cases} \]

for $i = 1, \ldots, n$.

**Definition 2.10.** The Poisson brackets $\{a, b\} \in C^\infty(T^*M)$ of two Hamiltonians $a, b \in C^\infty(T^*M)$ are defined as follows: $\{a, b\} = \sigma(\overrightarrow{a}, \overrightarrow{b})$; the coordinate expression is:

\[ \{a, b\} = \sum_{k=1}^{n} \left( \frac{\partial a}{\partial \xi_k} \frac{\partial b}{\partial x_k} - \frac{\partial a}{\partial x_k} \frac{\partial b}{\partial \xi_k} \right). \]

**Remark 2.11.** Let us recall that, given $g_1$ and $g_2$ vector fields in $M$, considering the Hamiltonians $a_1(\xi, x) = \langle \xi, g_1(x) \rangle$ and $a_2(\xi, x) = \langle \xi, g_2(x) \rangle$, it holds

\[ \{a_1, a_2\}(\xi, x) = \langle \xi, [g_1, g_2](x) \rangle. \]

**Remark 2.12.** Given a smooth function $\Phi$ in $C^\infty(T^*M)$, and $\lambda(t)$ solution of the Hamiltonian system $\dot{\lambda} = \overrightarrow{h}(\lambda)$, the derivative of $\Phi(\lambda(t))$ with respect to $t$ is the following

\[ \frac{d}{dt} \Phi(\lambda(t)) = \{h, \Phi\}(\lambda(t)). \]

2.2.1. **Pontryagin Maximum Principle.**

**Theorem 2.13** (Pontryagin Maximum Principle - time-optimal problem). Let an admissible control $\tilde{u}$, defined in the interval $t \in [0, \tau_1]$, be time-optimal for the system (2.7), and let the Hamiltonian associated with this control system be the action on $f_a(q) \in T^*_q M$ of a covector $\lambda \in T^*_q M$:

\[ H_\lambda(\lambda) = \langle \lambda, f_a(q) \rangle. \]

Then there exists $\lambda(t) \in T^*_q t M$, for $t \in [0, \tau_1]$, called extremal never null and Lipschitzian, such that for almost all $t \in [0, \tau_1]$ the following conditions hold:

1. $\dot{\lambda}(t) = -\overrightarrow{H_\lambda}(\lambda(t))$
2. $H_\lambda(\lambda(t)) = \max_{\lambda \in U} H_\lambda(\lambda(t))$ (Maximality condition)
3. $H_\lambda(\lambda(t)) \geq 0$.

Given the canonical projection $\pi : TM \to M$, we denote $q(t) = \pi(\lambda(t))$ the extremal trajectory.

2.2.2. **Goh condition.** Finally, we present the Goh condition, on the singular arcs of the extremal trajectory, in which we do not have information from the maximality condition of the Pontryagin Maximum Principle. We state the Goh condition only for affine control systems (2.2).

**Theorem 2.14** (Goh condition). Let $\tilde{q}(t)$, $t \in [0, \tau_1]$ be a time-optimal trajectory corresponding to a control $\tilde{u}$. If $\tilde{u}(t) \in \text{int} U$ for any $t \in (\tau_1, \tau_2)$, then there exist an extremal $\lambda(t) \in T^*_q t M$ such that

\[ \langle \lambda(t), [f_i, f_j](q(t)) \rangle = 0, \quad t \in (\tau_1, \tau_2), \quad i, j = 1, \ldots, m. \]
2.3. Broken extremals. Let us define the broken extremals presenting some facts from paper [4].

We consider $n$-dimensional affine control system with a $k$-dimensional control:

\begin{equation}
\dot{q} = f_0(q) + \sum_{i=1}^{k} u_i f_i(q), \quad q \in M, u \in U
\end{equation}

where the space of control parameters is the $k$-dimensional closed unitary ball: $U = \{ u \in \mathbb{R}^k : ||u|| = 1 \}$.

By the Pontryagin Maximum Principle, every time-optimal trajectory of our system has an extremal in the cotangent bundle $T^*M$ that satisfies a Hamiltonian system, given by the maximized Hamiltonian $H$, denoted by the maximality condition.

**Notation 2.15.** Let us call $h_i(\lambda) = \langle \lambda, f_i(q) \rangle$, $f_{ij}(q) = [f_i, f_j](q)$, and $h_{ij}(\lambda) = \langle \lambda, f_{ij}(q) \rangle$, with $\lambda \in T_q^*M$ and $i, j \in \{0, 1, \ldots, k\}$.

In this setting, we have the singular locus $\Lambda \subseteq T^*M$ defined as follows

$$\Lambda = \{ \lambda \in T^*M : h_1(\lambda) = \ldots = h_k(\lambda) = 0 \},$$

and the following proposition is an immediate corollary of the Pontryagin Maximum Principle.

**Proposition 2.16.** If an extremal $\lambda(t)$ of system (2.3) does not intersect the singular locus $\Lambda$ at time $t \in [0, t_1]$, then $\forall t \in [0, t_1]$

\begin{equation}
\tilde{u}(t) = \begin{pmatrix}
\frac{h_1(\lambda(t))}{(h_i^2(\lambda(t)) + \ldots + h_k^2(\lambda(t)))^{1/2}} \\
\vdots \\
\frac{h_k(\lambda(t))}{(h_i^2(\lambda(t)) + \ldots + h_k^2(\lambda(t)))^{1/2}}
\end{pmatrix}.
\end{equation}

Moreover, this extremal is a solution of the Hamiltonian system defined by the Hamiltonian $H(\lambda) = h_0(\lambda) + \sqrt{h_i^2(\lambda) + \ldots + h_k^2(\lambda)}$. Thus, it is smooth.

We will call bang arc any smooth arc of a time-optimal trajectory $q(t)$, whose corresponding time-optimal control $\tilde{u}$ lies in the boundary of the space of control parameters: $\tilde{u}(t) \in \partial U$. Then an arc of a time-optimal trajectory, whose extremal is out of the singular locus, is a bang arc.

Thus, every time-optimal trajectory, whose extremal lies out of the singular locus, is smooth.

However, one can observe that there is a singularity on a time-optimal trajectory if the corresponding extremal touches the singular locus $\Lambda$, and the optimal control has a discontinuity.

We call switching a discontinuity of an optimal control.

**Definition 2.17.** We denote broken extremals those extremals that pass through the singular locus at a point $\lambda \in \Lambda$ and have a singularity in $\lambda$, they are going to be defined in Theorem 2.19.

**Notation 2.18.** Given $\tilde{\lambda} \in \Lambda$, we denote the vector $H_{0I} = \{ h_{0i}(\tilde{\lambda}) \}_{I} \in \mathbb{R}^k$ and $k \times k$ matrix $H_{IJ} = \{ h_{ij}(\tilde{\lambda}) \}_{I,J}$ with respect to $\lambda \in T^*M$.

By the following Theorem we will see that, given condition (2.7) at $\tilde{\lambda} \in \Lambda$, there exists a unique extremal through $\tilde{\lambda}$ with an isolated singularity in $\lambda$, namely a broken extremal, and there exists a neighbourhood of $\lambda$ $O_\lambda$, where the flow of extremals is defined.

**Theorem 2.19.** If it holds

\begin{equation}
H_{0I} \notin H_{IJ}B^k,
\end{equation}

where $B_k = \{ u \in \mathbb{R}^k : ||u|| < 1 \}$, then there exists a neighborhood $O_\lambda \subset T^*M$ such that for any $z \in O_\lambda$ and $t > 0$, there exists a unique contained in $O_\lambda$ extremal $t \mapsto \lambda(t, z)$ with the
condition $\lambda(t, z) = z$. Moreover, $\lambda(t, z)$ continuously depends on $(t, z)$ and every extremal in $O_\lambda$ that passes through the singular locus is piece-wise smooth with only one switching. Besides that, if $u$ is the control corresponding to the extremal that passes through $\lambda$, and $\bar{t}$ is its switching time, we have:

$$u(t \pm 0) = [\pm d\text{Id} + H_{ij}]^{-1}H_{01},$$

with $d > 0$ unique, univocally defined by the system and $\bar{\lambda}$, such that

$$\langle[d^2\text{Id} - H_{ij}]^{-1}H_{01}, H_{01}\rangle = 1.$$

Remark 2.20. In general, the flow of switching extremals through the singular locus is not locally Lipschitz with respect to the initial value. In [3] was found a simple counterexample that can be easily generalized to any $k < n$.

### 3. Sufficient optimality for normal extremals

In this section we are going to see some cases in which we prove the sufficient optimality of normal extremals through the singular locus. We used a method described by Agrachev and Sachkov in their book [5]. It is a geometrical elaboration of the classical fields of extremals theory, it proves optimality only for normal extremals, assuming the Hamiltonian smooth. We extended this method with constructions ad hoc.

Here we are going to show the generalized method that we can apply to the broken extremal defined by the system

$$(3.1) \quad \dot{q} = f_0(q) + \sum_{i=1}^{k} u_i f_i(q), \quad q \in M, u \in \mathcal{U}$$

where the space of control parameters is the $k$-dimensional closed unitary ball $U = \{u \in \mathbb{R}^k : |u| \leq 1\}$. In this setting extremals satisfies the Hamiltonian system denoted by the non smooth Hamiltonian

$$H(\lambda) = h_0(\lambda) + \sqrt{h_1^2(\lambda) + \ldots + h_k^2(\lambda)}.$$ 

Let us start considering only normal extremal that passes through the singular locus $\Lambda$. Hence, assuming that every $\lambda(t)$ must remain in the level set $H(\lambda(t)) = 1$, necessarily $H(\bar{\lambda}) = h_0(\lambda) = 1$.

Let us denote $s$ the tautological 1-form on $T^*M$, $s_\lambda = \lambda \circ \pi_*$, and its differential is the canonical symplectic structure in $T^*M$, $ds = \sigma$.

**Notation 3.1.** If $F : M \to N$ is a smooth mapping, we denote $F^* : \Lambda^k N \to \Lambda^k M$ the mapping of differential forms

if $\omega \in \Lambda^k N$, $(F^*\omega)_q(v_1, \ldots, v_k) = \omega_F(q)(F_*v_1, \ldots, F_*v_k)$, $q \in M$, $v_i \in T_q N$.

**Theorem 3.2.** Let $\bar{\lambda}(t)$ be broken extremal passing through $\bar{\lambda} \in \Lambda$. If it is possible to define

1. A co-dimension one submanifold $N$ of $M$ such that the curve $\bar{q}(t) \in \pi(\bar{\lambda}(t))$ passes transversally through $N$ in both sides with $\dot{q}(t) = \bar{q} = \pi(\bar{\lambda}) \in N$
2. A section $\omega$ of bundle $T^*M|_N$ such that

$$\omega : q \in N \to \omega_q \in T^*M,$$

$$H(\omega_q) = 1 \text{ and } (\omega_q, f_i(q)) = 0 \text{ with } i \in \{1, \ldots, k\} \text{ for all } q \in N; \text{ moreover } \omega|_N \text{ is a well defined differentiable 1-form of } N \text{ and } d\omega|_N = 0.$$

Then $\bar{q}(t)$ is time-optimal at $\bar{q}$: there exists an interval $J = (t_1, t_2)$ with $\bar{t} \in J$, such that $\bar{q}(t)$ with $t \in J$ realizes a strict minimum time among all admissible trajectories $q(t)$ such that $q(t_1) = \bar{q}(t_1)$ and $q(\tau) = \bar{q}(t_2)$ with $\tau > t_1$. 

Proof. Given \( N \subset M \) and \( \omega : q \in N \rightarrow \omega_q \in T_qM \) with those hypothesis, let us consider
\[
\mathcal{N} = \{ \omega_q : q \in N \}
\]
that is a submanifold in \( T^*M \) such that \( \mathcal{N} \subset \Lambda \cap H^{-1}(1) \), in particular \( \hat{\lambda} \in \mathcal{N} \).

From what we have proved in [4], if \( \hat{\lambda} \in \Lambda \) satisfies condition (2.7), given \( O_{\hat{\lambda}} \) a small enough neighbourhood of \( \hat{\lambda} \), for all \( \lambda \in O_{\hat{\lambda}} \cap \Lambda \) there exists a unique broken extremal \( \lambda_\hat{\lambda}(t) \) that passes through the singular locus at \( \hat{\lambda} \). We assume \( \lambda_\hat{\lambda}(t) = \lambda \). Moreover, let us recall that out of \( \Lambda \) each extremal satisfies the Hamiltonian system \( \lambda = \vec{H}(\lambda) \), with \( H(\lambda) = h_0(\lambda) + \sqrt{h_1(\lambda)^2 + \ldots + h_k(\lambda)^2} \).

Hence, we restrict \( \mathcal{N} \) to those points close to \( \hat{\lambda} \) and define the map
\[
\Phi : \mathcal{N} \times I \rightarrow T^*M
\]
where \( I \subset \mathbb{R} \) is an interval with \( t \in I \), such that \( \Phi(\hat{\lambda}, t) = \lambda_\hat{\lambda}(t) \).

From what we have explained in paper [4]: given any \( \hat{\lambda} \in \mathcal{N} \), \( \lambda_\hat{\lambda}(t) \) is piece-wise smooth with respect to \( t \) in the two sides where \( t < \bar{t} \) or \( t > \bar{t} \), and it is globally lipschitzian because the right and left limits of \( \lambda(t) \) as \( t \rightarrow \pm 0 \) are well defined. Moreover, Theorem 2.19 claims that at \( O_{\hat{\lambda}} \) it is defined a continuous flow of extremals that is not locally Lipschitz. Nevertheless, considering just broken extremals passing through \( \mathcal{N} \), the image of map \( \Phi \) is a piece-wise smooth manifold composed by two smooth manifolds with boundary \( \mathcal{N} \). Globally \( \Phi(\mathcal{N} \times I) \) is Lipschitzian, because we have that \( \frac{d\Phi}{dt}(\lambda, t)|_{t \neq \bar{t}} = \vec{H}(\lambda_\hat{\lambda}(t)) \) for all \( (\lambda, t) \in \mathcal{N} \times \{ I \setminus \{ \bar{t} \} \} \) and the limits as \( t \rightarrow \pm 0 \) are explicitly defined(see [4]).

Let us stress that, given \( W \) a domain in \( \mathcal{N} \times I \) such that \( (\hat{\lambda}, 0) \in W \), the map
\[
\pi \circ \Phi|_W : W \rightarrow M
\]
is a Lipschitzian (even piece-wise smooth) homeomorphism of \( W \) into a domain in \( M \), by construction. This is because we assume that \( \tilde{q}(t) \) passes transversally through \( N \) in both sides.

As a consequence, we have that \( \Phi \) is a piece-wise smooth immersion since \( \pi \circ \Phi|_W \) is immersion.

Now, we need to prove a technical fact: \( \Phi^*s \) is an exact form.

It is a closed form, because
\[
d(\Phi^*s)|_{(\hat{\lambda}, t)} = \Phi^*\sigma|_{(\hat{\lambda}, t)} = \sigma|_{\Phi(\hat{\lambda}, t)} \quad \forall (\hat{\lambda}, t) \in \mathcal{N} \times \mathbb{R}
\]
by the properties of the exterior derivative, and
\[
\sigma|_{\Phi(\hat{\lambda}, t)} = \sigma|_{\hat{\lambda}} = ds|_{\hat{\lambda}} = d(\omega \circ \pi)|_{\hat{\lambda}} = 0 \quad \forall (\hat{\lambda}, t) \in \mathcal{N} \times \mathbb{R}
\]
because of the properties of form \( \sigma \) and by definition of \( \mathcal{N} \).

On the other hand, it is exact because, given any closed curve
\[
\gamma : \tau \mapsto (\lambda_0(\tau), t(\tau)) \in \mathcal{N} \times \mathbb{R},
\]
one can see that
\[
\int_\gamma \Phi^*s = 0.
\]
We have
\[
\int_\gamma \Phi^*s = \int_{\Phi(\gamma)} s
\]
\( \Phi(\gamma) \) is homeomorphic to
\[
\gamma_0 : \tau \mapsto \lambda_0(\tau) \in \mathcal{N},
\]
then, by the Lipschitzian version of Stokes Theorem \cite{13} and the definition of $\mathcal{N}$
\[
\int_{\Phi(\gamma)} s = \int_{\gamma_0} s = \int_{\gamma_0} \omega \circ \pi = 0.
\]

Finally, we prove the thesis of the theorem.

Let us call $\mathcal{N}_W = \Phi(W) \subset T^*M$ such that $\pi : \mathcal{N}_W \to \pi(\mathcal{N}_W)$ is a Lipschitzian (even piece-wise smooth) homeomorphism and $s_{|\mathcal{N}_W}$ is an exact form.

Given $\tilde{q}(t) = \pi(\tilde{\lambda}(t))$ with $t \in (t_1, t_2)$ such that $t_1 < 0 < t_2$ and $\tilde{q}(0) = \bar{q} = \pi(\bar{\lambda})$, let us consider $q(t)$ with $t \in (t_1, \tau)$ an admissible trajectory generated by a control $u(t)$ and contained in $\pi(\mathcal{N}_W)$, with the boundary conditions $q(t_1) = \tilde{q}(t_1)$ and $q(\tau) = \tilde{q}(t_2)$. Then, by the map $\pi_{|\mathcal{N}_W}$, there exists a curve $\lambda(\cdot) : [t_1, \tau] \to \mathcal{N}_W$ such that $\lambda(t_1) = \tilde{\lambda}(t_1)$ and $\lambda(\tau) = \tilde{\lambda}(t_2)$ and $q(t) = \pi(\lambda(t))$ for all $t \in (t_1, \tau)$.

Since $\int_{\lambda(\cdot)} s = \int_{\tilde{\lambda}(\cdot)} s$ and $H(\lambda(t)) = \max_{u \in U} \left\{ \lambda(t), f_0(q(t)) + \sum_{i=1}^k u_i(t)f_i(q(t)) \right\} = 1$ we have
\[
\int_{\lambda(\cdot)} s = \int_{0}^{t_1} \left( \dot{\lambda}_t, \tilde{q}(t) \right) dt = \int_{0}^{t_1} \left( \dot{\lambda}_t, f_0(\tilde{q}(t)) + \sum_{i=1}^k \bar{u}_i(t)f_i(\tilde{q}(t)) \right) dt = t_1.
\]

On the other hand,
\[
\int_{\lambda(\cdot)} s = \int_{0}^{\tau} \left( \lambda(t), \dot{q}(t) \right) dt = \int_{0}^{\tau} \left( \lambda(t), f_0(q(t)) + \sum_{i=1}^k u_i(t)f_i(q(t)) \right) dt \leq \tau
\]

Moreover, the inequality is strict if the curve $t \mapsto \lambda(t)$ is not a solution of the equation $\dot{\lambda} = H(\lambda)$, namely is does not coincide with $\tilde{\lambda}(t)$.

Therefore, we have proved that $\tilde{q}(t)$ is locally time-optimal in the switching point $\tilde{q}$. Actually, it is globally optimal. It is optimal with respect to the whole trajectory. Indeed, it will spend strictly more time going out side the neighbourhood.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{alternative_optimal_triajectory.png}
\caption{Global optimality of $\tilde{q}(t)$.}
\end{figure}

\begin{remark}
On the other hand, if we study the problem with a smooth Hamiltonian $H$ and $\overline{H}$ complete, it is enough give a Lagrangian $\mathcal{N}$ such that
\[
\mathcal{N} = \{ \omega |a| q \in M \}
\]
with $a \in C^\infty(M)$ any arbitrary smooth function.
As a consequence $\omega = da$.
\end{remark}
Now, let us present two cases in which we found such a Lagrangian submanifold \( \mathcal{N} \).
This method proves the optimality of those extremals that pass through \( \lambda \).

\textbf{Theorem 3.4.} Given an affine control system \( (\Sigma, \mathcal{F}) \) with \( f_1, \ldots, f_k \) analytic fields, let \( \bar{\lambda} \in \Lambda \) be a singular point such that it holds \( \{f_1, \ldots, f_k\} \) and \( H(\bar{\lambda}) = 1 \).
In this setting let us consider the normal broken extremal \( \tilde{\lambda}(t) \) through \( \bar{\lambda} \), such that \( \tilde{\lambda}(0) = \bar{\lambda} \).
We denote \( \mathcal{F} = \{f_1, \ldots, f_k\} \) the family of controllable vector fields. If
\[
\bar{\lambda} \perp \text{Lie}_q \mathcal{F}, \quad h_0(\bar{\lambda}) > 0
\]
and either \( \text{rank}\{\text{Lie}_q \mathcal{F}\} = n - 1 \), or \( \text{rank}\{\text{Lie}_q \mathcal{F}\} = \text{rank}\{\text{Lie}_q \mathcal{F}\} < n - 1 \) for all \( q \) from a neighbourhood \( O_q \) of \( \bar{q} \) in \( \mathcal{M} \), then \( \tilde{q}(t) = \pi(\tilde{\lambda}(t)) \) is locally time-optimal among all admissible trajectory in \( O_q \) with the same boundary conditions.

\textit{Proof.} As we discussed previously, it is enough find an opportune Lagrangian submanifold \( \mathcal{N} \) with the said conditions.
Let us consider \( \mathcal{F} \) and the distribution \( \text{Lie}_q \mathcal{F} \), that, by definition, is closed with respect to the Lie brackets.
If \( \text{rank}\{\text{Lie}_q \mathcal{F}\} = n - 1 \), we will denote \( N \) the orbit \( O_q \) of distribution \( \text{Lie}\mathcal{F} \) at point \( \bar{q} \) that is a \( n - 1 \) dimensional submanifold of \( \mathcal{M} \) by Nagano Theorem (see \[5\]).
Otherwise, if \( \text{rank}\{\text{Lie}_q \mathcal{F}\} = \text{rank}\{\text{Lie}_q \mathcal{F}\} = m < n - 1 \ \forall q \in O_q \), then, by Frobenius Theorem (see \[5\]), it is defined a fibration in \( O_q \) give by the \( m \) dimensional submanifold \( N' \) of \( \mathcal{M} \) and other \( n - m \) components. By construction, one can define the codimension 1 submanifold \( N \), such that such that \( N' \subseteq N \), \( \mathcal{F} \subseteq T_q N \ \forall q \in O_q \) and \( f_0(q) \notin \mathcal{T}_q N \), and the said curve \( \tilde{q}(t) \) will cross transversally \( N \) at \( \bar{q} \).
Moreover, let us define \( \omega \) the 1-form that annihilates \( T_q N \) such that \( \omega(f_0)|_q = 1 \), for all \( q \in N \). By construction, \( \omega \) satisfies \( d\omega|_N = 0 \), and denoting
\[
\mathcal{N} = \{\omega|_q \mid q \in N\},
\]
it holds \( \mathcal{N} \subseteq \Lambda \cap H^{-1}(1) \).
All these facts imply the thesis. \( \square \)

\textit{Remark 3.5.} Let us notice that, in the setting of Theorem 3.4, the corresponding smooth function \( a \), denoted in Remark 3.3, is such that \( a|_N = 0 \) and \( da = \omega \).

Before presenting the next result let us define the Reeb vector field.

\textbf{Definition 3.6.} In a 3-dimensional manifold \( \mathcal{M} \) let us consider a contact 1-form \( \omega \in \Lambda^1(\mathcal{M}) \) such that \( \omega \wedge d\omega \neq 0 \) in never vanishing.
The Reeb vector field \( \xi \in \text{Vec}(\mathcal{M}) \) is the unique element of the (one-dimensional) kernel of \( d\omega \) such that \( \omega(\xi) = 1 \).

\textbf{Theorem 3.7.} Given an affine control system \( (\Sigma, \mathcal{F}) \) with \( n = 3 \) and \( k = 2 \) and with \( f_1, f_2 \) analytic fields, let \( \bar{\lambda} \in \Lambda \) be a singular point such that it holds \( \{f_1, f_2\} \) and \( H(\bar{\lambda}) = 1 \).
In this setting let us consider the normal extremal \( \tilde{\lambda}(t) \) through \( \bar{\lambda} \), such that \( \tilde{\lambda}(0) = \bar{\lambda} \).
If the distribution
\[
\Delta = \text{span}\{f_1, f_2\}
\]
is contact in \( \bar{q} = \pi(\bar{\lambda}) \), then \( \tilde{q}(t) = \pi(\tilde{\lambda}(t)) \) is locally time-optimal among all admissible trajectory in a neighbourhood \( O_q \) of \( \bar{q} \) with the same boundary conditions.

\textit{Proof.} Since \( \Delta \) is a contact distribution in a neighbourhood \( O_q \) of \( \bar{q} \), there exists \( \omega \in \Lambda^1(\mathcal{M}) \) a 1-form such that \( \Delta = \ker(\omega) \) and \( \omega \wedge d\omega \neq 0 \), moreover we can assume \( \omega_q(f_0(q)) \equiv 1 \) \( \forall q \in O_q \).
We can define \( \xi \in \text{Vec}(\mathcal{M}) \) the Reeb field such that \( \langle \xi \rangle = \ker(d\omega) \).
We construct a co-dimension 1 submanifold \( N \) in the following way.
Given the control $\tilde{u}$ corresponding to the extremal trajectory $\tilde{q}(t) = \pi(\tilde{\lambda}_t)$, let us denote $f_-(\tilde{q})$ and $f_+(\tilde{q})$ at point $\tilde{q}$
\[
\begin{align*}
  f_-(\tilde{q}) &= \tilde{u}_1(0^-) f_1(\tilde{q}) + \tilde{u}_2(0^-) f_2(\tilde{q}) \\
  f_+(\tilde{q}) &= \tilde{u}_1(0^+) f_1(\tilde{q}) + \tilde{u}_2(0^+) f_2(\tilde{q}).
\end{align*}
\]
Let us give any integral curve $\hat{\gamma}$ whose velocities belong to the distribution $\text{span}\{f_1(q), f_2(q)\}$, with $q \in O_{\tilde{q}}$, as follows such that $f_-(\tilde{q})$ and $f_+(\tilde{q})$ appear in the same side.

Then we apply the flow generated by the Reeb field $\xi$. We denote this surface $N$. Therefore we denote
\[
N = \{\omega_q \in T^*M \mid q \in N\}.
\]
Let us stress the fact that we chose the curve in $\text{span}\{f_1, f_2\}$, as it is described at Figure 2, because we need to assume that $\tilde{q}(t)$ passes transversally through $N$. This construction implies the thesis.

**Remark 3.8.** Let us notice that, in the setting of Theorem 3.7, the corresponding smooth function $a$, denoted in Remark 3.3, is the time-function along the Reeb curves such that $a(\hat{\gamma}) \equiv 0$.

Indeed, given $\gamma(t)$ a curve along the Reeb flow with $\gamma(0) \in \hat{\gamma}$, we have
\[
\begin{align*}
  a(\gamma(t)) &= a(\gamma(0)) + \int_0^t \frac{d}{dt} a(\gamma(\tau)) d\tau = \int_0^t \left( d_{\gamma(\tau)} a, \dot{\gamma}(\tau) \right) d\tau = t.
\end{align*}
\]

4. **Sufficient optimality, with 2-dimensional control**

In this new section we are going to present an alternative method to prove the sufficient optimality of extremals through the singular locus defined by systems of type (3.1) with 2-dimensional control.

At first we present how we reduce the problem and then the result that we were able to gave.

4.1. **How we reduce the problem.** Let us consider a control system of type (3.1) in the $n$-dimensional manifold $M$ with $k = 2$. We assume $\tilde{\lambda} \in \Lambda$ satisfying the condition
\[
H_{0t} \notin H_{11t} B^\perp,
\]
namely there exists an extremal $\lambda(t)$ that passes through $\tilde{\lambda}$, going through the singular locus. Let us consider the perturbation of a trajectory $q(t) = \pi(\lambda(t))$ that is the projection of the extremal.
With opportune rotation of the system, we may assume that \( \tilde{\lambda} = \lambda(0) \) and the trajectory \( q(t) \) satisfies the following system with constant piece-wise control:

\[
\begin{align*}
\dot{q} &= f_-(q) := f_0(q) + \cos(\hat{\theta}) f_1(q) - \sin(\hat{\theta}) f_2(q), & t < 0 \\
\dot{q} &= f_+(q) := f_0(q) + \cos(\hat{\theta}) f_1(q) + \sin(\hat{\theta}) f_2(q), & t > 0 \\
q(0) &= \bar{q},
\end{align*}
\]

with \( \hat{\theta} \in (0, \frac{\pi}{2}) \).

As we saw in \[3\] and \[4\], it is possible to give explicitly the jump \( u(t \pm 0) \) of the control at the switching by equation

\[
u(t \pm 0) = \frac{1}{r^2} \left( -h_{02} h_{12} \pm h_{01}(r^2 - h_{12}^2) \frac{1}{2}, h_{01} h_{12} \pm h_{02}(r^2 - h_{12}^2) \frac{1}{2} \right).
\]

In this setting we will have at \( \tilde{\lambda} \) \( h_{01} = 0 \), \( h_{02} > 0 \) and \( h_{12} \leq 0 \), and calling \( \alpha := \frac{|h_{12}|}{|h_{02}|} \) we have

\[(\cos(\hat{\theta}), \sin(\hat{\theta})) = \left( \alpha, \sqrt{1 - \alpha^2} \right) .\]

In order to perturb the control with admissible controls, we denote

\[g_v(q) := v_1 f_1(q) + v_2 f_2(q),\]

where \( v_1 \) and \( v_2 \) are time depending function such that

\[
\begin{align*}
||((\alpha + v_1(t), -\sqrt{1 - \alpha^2} + v_2(t))| | & \leq 1, \quad t < 0 \\
| |((\alpha + v_1(t), \sqrt{1 - \alpha^2} + v_2(t))| | & \leq 1, \quad t > 0.
\end{align*}
\]

Defining

\[a := \left( \frac{\alpha}{\sqrt{1 - \alpha^2}} \right)\]

the condition (4.1) becomes

\[
\begin{align*}
\left\| \begin{array}{c} v_1 \\ v_2 \\ \end{array} \right\| & \leq -2 \left( \begin{array}{c} v_1 \\ -v_2 \\ \end{array} \right) \cdot a, \quad t < 0 \\
\left\| \begin{array}{c} v_1 \\ v_2 \\ \end{array} \right\| & \leq -2 \left( \begin{array}{c} v_1 \\ v_2 \\ \end{array} \right) \cdot a, \quad t > 0.
\end{align*}
\]

Now, let us study the behaviour of the following path in the neighbourhood \( O_q \) of \( \bar{q} \) at time \( t \in [-\varepsilon, \varepsilon] \), with \( \varepsilon > 0 \) small, using the chronological calculus described in \[5\] Chapter 2,

\[q \circ F_\varepsilon(v) = \tilde{q} \circ e^{(-\varepsilon-0)f_-} \circ \exp_\varepsilon \int_{-\varepsilon}^{0} f_- + g_v \, dt \circ \exp_\varepsilon \int_{0}^{\varepsilon} f_+ + g_v \, dt \circ e^{(0-\varepsilon)f_+} .\]

**Claim 4.1.** In order to prove the optimality of the switched curve among all perturbations, it is enough to prove the following:

**Statement:**

*There exists \( \varepsilon > 0 \) such that \( \forall v \neq 0 \) and \( \forall \varepsilon < \varepsilon \) the functional \( F_\varepsilon(v) \neq \text{Id} \).*

Now, let us study deeply this functional \( F_\varepsilon(v) \).

Thanks to the variational formula we simplify it in such a way

\[
\begin{align*}
q \circ F_\varepsilon(v) &= \tilde{q} \circ e^{-\varepsilon f_-} \circ e^{\varepsilon f_-} \circ \exp \int_{-\varepsilon}^{0} e^{t \cdot \text{adj} f_-} g_v \, dt \circ \exp \int_{0}^{\varepsilon} e^{t \cdot \text{adj} f_+} g_v \, dt \circ e^{\varepsilon f_+} \circ e^{-\varepsilon f_+} \\
&= \tilde{q} \circ \exp \int_{-\varepsilon}^{0} e^{t \cdot \text{adj} f_-} g_v \, dt \circ \exp \int_{0}^{\varepsilon} e^{t \cdot \text{adj} f_+} g_v \, dt
\end{align*}
\]

Rescaling the time in the integrals we have

\[q \circ F_\varepsilon(v) = \tilde{q} \circ \exp \int_{-1}^{0} \varepsilon e^{t \cdot \text{adj} f_-} g_v \, dt \circ \exp \int_{0}^{1} \varepsilon e^{t \cdot \text{adj} f_+} g_v \, dt .\]
Hence, we can rewrite it as follows

\[ F_\varepsilon(v) = \exp \int_{-1}^{1} V_\varepsilon(t) \, dt \]

where

\[ \exp \int_{-1}^{1} V_\varepsilon(t) \, dt = \exp \int_{-1}^{0} \varepsilon g_{\varepsilon t}(v) \, dt \circ \exp \int_{0}^{1} \varepsilon g_{\varepsilon t}^+(v) \, dt \]

and

\[ g_{\varepsilon t}(v) = e^{\varepsilon t \partial f} g_v \]
\[ g_{\varepsilon t}^+(v) = e^{\varepsilon t \partial f} g_v. \]

**Notation 4.2.** We will use the following notation

\[ F_\varepsilon(v)|_{[\varepsilon \to 1]} = \exp \int_{\varepsilon}^{1} V_\varepsilon(t) \, dt \]

and

\[ F_\varepsilon(v)|_{[1 \to \varepsilon]} = \exp \int_{1}^{\varepsilon} V_\varepsilon(t) \, dt. \]

In order to verify what we state in Claim 4.1, we are going to study the Taylor expansion of \( F_\varepsilon(v) \)

\[ F_\varepsilon(v) = \text{Id} + \partial_\varepsilon F_\varepsilon(v)|_{\varepsilon = 0} \varepsilon + \frac{1}{2} \partial^2_\varepsilon F_\varepsilon(v)|_{\varepsilon = 0} \varepsilon^2 + O(\varepsilon^3) \]

then the first derivative is

\[ \partial_\varepsilon F_\varepsilon(v) = F_\varepsilon(v) \circ \int_{1}^{\varepsilon} F_\varepsilon(v)|_{[\varepsilon \to 1]} \circ \partial_\varepsilon V_\varepsilon(t) \circ F_\varepsilon(v)|_{[1 \to \varepsilon]} \, dt \]

and the second

\[ \partial^2_\varepsilon F_\varepsilon(v) = \partial_\varepsilon F_\varepsilon(v) \circ \int_{1}^{\varepsilon} F_\varepsilon(v)|_{[\varepsilon \to 1]} \circ \partial_\varepsilon V_\varepsilon(t) \circ F_\varepsilon(v)|_{[1 \to \varepsilon]} \, dt + \]
\[ + F_\varepsilon(v) \circ \int_{1}^{\varepsilon} \partial_\varepsilon F_\varepsilon(v)|_{[\varepsilon \to 1]} \circ \partial_\varepsilon V_\varepsilon(t) \circ F_\varepsilon(v)|_{[1 \to \varepsilon]} \, dt + \]
\[ + F_\varepsilon(v) \circ \int_{1}^{\varepsilon} F_\varepsilon(v)|_{[\varepsilon \to 1]} \circ \partial^2_\varepsilon V_\varepsilon(t) \circ F_\varepsilon(v)|_{[1 \to \varepsilon]} \, dt + \]
\[ + F_\varepsilon(v) \circ \int_{1}^{\varepsilon} F_\varepsilon(v)|_{[\varepsilon \to 1]} \circ \partial_\varepsilon V_\varepsilon(t) \circ \partial_\varepsilon F_\varepsilon(v)|_{[1 \to \varepsilon]} \, dt. \]

Since by construction

\[ F_\varepsilon(v)|_{\varepsilon = 0} = \text{Id} \quad \partial_\varepsilon V_\varepsilon(t)|_{\varepsilon = 0} = g_v \]

and

\[ \int_{-1}^{1} \partial^2_\varepsilon V_\varepsilon(t)|_{\varepsilon = 0} = \int_{-1}^{0} 2\varepsilon [f_-, g_v] \, dt + \int_{0}^{1} 2\varepsilon [f_+, g_v] \, dt \]

it holds

\[ \partial_\varepsilon F_\varepsilon(v)|_{\varepsilon = 0} = \int_{-1}^{1} g_v \, dt, \]

and

\[ \partial^2_\varepsilon F_\varepsilon(v)|_{\varepsilon = 0} = \left[ \int_{-1}^{0} 2\varepsilon [f_-, g_v] \, dt + \int_{0}^{1} 2\varepsilon [f_+, g_v] \, dt \right] + \]
\[ + \int_{-1}^{1} \int_{-1}^{1} [g_v(\theta), g_v] \, d\theta \, dt + \int_{-1}^{1} g_v \circ \int_{-1}^{1} g_v. \]

**Remark 4.3.** Given the Taylor expansion

\[ F_\varepsilon(v) = \text{Id} + \partial_\varepsilon F_\varepsilon(v)|_{\varepsilon = 0} \varepsilon + \frac{1}{2} \partial^2_\varepsilon F_\varepsilon(v)|_{\varepsilon = 0} \varepsilon^2 + O(\varepsilon^3), \]

if \( \partial_\varepsilon F_\varepsilon(v)|_{\varepsilon = 0} + \frac{1}{2} \partial^2_\varepsilon F_\varepsilon(v)|_{\varepsilon = 0} g_v \neq 0 \) then the statement of Claim 4.1 is proved.
Thus, we are interested in proving if the statement of Claim 4.1 can be proved even in the worst case. So, let us assume that

\[ \partial_\varepsilon F_\varepsilon(v)|_{\varepsilon=0} + \frac{1}{2} \varepsilon \partial_\varepsilon^2 F_\varepsilon(v)|_{\varepsilon=0} = 0, \]

then

\[ \partial_\varepsilon F_\varepsilon(v)|_{\varepsilon=0} = \int_{-1}^{1} g_{v(t)}dt \in O(\varepsilon), \]

and

\[ \int_{-1}^{1} g_v \circ \int_{-1}^{1} g_v \in O(\varepsilon^2), \]

and finally we rewrite the functional in the following way

\[ \frac{1}{\varepsilon} (F_\varepsilon(v) - \text{Id}) = \int_{-1}^{1} g_{v(t)}dt + \frac{\varepsilon}{2} \left( \int_{-1}^{1} 2t[f_-, g_v]dt + \int_{0}^{1} 2t[f_+, g_v]dt + \int_{-1}^{1} f_1\langle g_{v(t)}, g_{v(t)}\rangle dt \right) + O(\varepsilon^2). \]

At this point we calculate and study the scalar product \( \langle \tilde{\lambda}, \frac{1}{\varepsilon} (F_\varepsilon(v) - \text{Id}) \rangle \), with \( \tilde{\lambda} \in \Lambda \), because if we show that it is strictly negative, the statement is proven and the projection of the extremal that we are analysing is optimal.

Thus, we have

\[ \langle \tilde{\lambda}, \frac{1}{\varepsilon} (F_\varepsilon(v) - \text{Id}) \rangle = \frac{1}{2} \left( \int_{-1}^{1} 2t \langle \tilde{\lambda}, [f_-, g_v] \rangle dt + \int_{0}^{1} 2t \langle \tilde{\lambda}, [f_+, g_v] \rangle dt + \int_{-1}^{1} f_1 \langle \tilde{\lambda}, [g_{v(t)}, g_{v(t)}] \rangle dt \right) + O(\varepsilon). \]

(4.3)

One can give the following estimate for \( O(\varepsilon) \)

\[ O(\varepsilon) \leq \varepsilon \text{ const } \int_{-1}^{1} |t||v|^2 dt. \]

Hence let us give the following Claim

**Claim 4.4.** In order to prove the optimality of the switched curve among all perturbations, denoting

\[ J(v) = \int_{-1}^{1} 2t \langle \tilde{\lambda}, [f_-, g_v] \rangle dt + \int_{0}^{1} 2t \langle \tilde{\lambda}, [f_+, g_v] \rangle dt + \int_{-1}^{1} f_1 \langle \tilde{\lambda}, [g_{v(t)}, g_{v(t)}] \rangle dt + \varepsilon \text{ const } \int_{-1}^{1} |t||v|^2 dt, \]

(4.4)

it is enough to prove the following:

**Statement:**

There exists \( \tilde{\varepsilon} > 0 \) such that \( \forall v \neq 0 \) and \( \forall \varepsilon < \tilde{\varepsilon} \) the following inequality holds

\[ J(v) < 0. \]

4.2. **Result.** The reduction of the problem that we explained in the previous subsection, permits to show the following result.

**Theorem 4.5.** Given an affine control system of type \( \mathbb{R}^n \) with any \( n \) and \( k = 2 \), and \( \tilde{\lambda} \in \Lambda \) that satisfies (4.2), if

\[ \tilde{\lambda} \perp \text{span}\{f_1(q), f_2(q), [f_1, f_2](q)\}, \]

then the projection on \( M \) of the extremal through \( \tilde{\lambda} \) is time-optimal.
Proof. Let us compute explicitly equation (4.4), in particular it holds

$$\langle \lambda, [f_-, g_v] \rangle = -|h_{02}| \sqrt{1 - a^2} \left[ \begin{pmatrix} v_1 \\ -v_2 \end{pmatrix} \cdot a \right]$$

$$\langle \lambda, [f_+, g_v] \rangle = |h_{02}| \sqrt{1 - a^2} \left[ \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} \cdot a \right]$$

$$\langle \lambda, [g_{v(t)}, g_{v(t)}] \rangle = -|h_{12}| (v_1(\tau)v_2(t) - v_1(t)v_2(\tau))$$

For simplicity let us denote

$$\begin{cases} V^- := \begin{pmatrix} v_1 \\ -v_2 \end{pmatrix} & t < 0 \\ V^+ := \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} & t > 0, \end{cases}$$

and (4.3) becomes

$$J(V^-, V^+) = 2|h_{02}| \sqrt{1 - a^2} \left( \int_{-1}^1 t V^- \cdot a \, dt + \int_0^1 t V^+ \cdot a \, dt \right) +$$

$$+ \int_{-1}^1 \int_0^1 \langle \lambda, [g_{v(t)}, g_{v(t)}] \rangle \, d\tau \, dt + \varepsilon \text{ const} \left( \int_0^1 |t||V^+|^2 \, dt + \int_{-1}^0 |t||V^-|^2 \, dt \right).$$

Moreover, we can consider for $t > 0$

$$\begin{cases} V^-(t) := V^-(t) \\ V^+(t) := V^+(t), \end{cases}$$

then we have

$$J(\tilde{V}^+, \tilde{V}^-) = 2|h_{02}| \sqrt{1 - a^2} \left( \int_{-1}^1 t \tilde{V}^- \cdot a \, dt + \int_0^1 t \tilde{V}^+ \cdot a \, dt \right) +$$

(4.5)

$$+ \int_{-1}^1 \int_0^1 \langle \lambda, [g_{v(t)}, g_{v(t)}] \rangle \, d\tau \, dt + \varepsilon \text{ const} \left( \int_0^1 |t|\tilde{V}^+|^2 \, dt + \int_{-1}^0 |t|\tilde{V}^-|^2 \, dt \right).$$

From equation (4.2) we have $|\tilde{V}^\pm|^2 \leq -2\tilde{V}^\pm \cdot a$, thus, assuming $\text{const} = |h_{02}|$ it holds

$$J(\tilde{V}^+, \tilde{V}^-) \leq 2|h_{02}| (\sqrt{1 - a^2} - \varepsilon) \left( \int_0^1 |t|\tilde{V}^-|^2 \, dt + \int_{-1}^0 |t|\tilde{V}^+|^2 \, dt \right) +$$

$$+ \int_{-1}^1 \int_0^1 \langle \lambda, [g_{v(t)}, g_{v(t)}] \rangle \, d\tau \, dt.$$

Thus, we prove that it holds the statement of Claim 4.4 if $[f_1, f_2](\bar{q}) \in \text{span}\{f_1(\bar{q}), f_2(\bar{q})\}$, indeed we will have $h_{12} = 0$, $a = 0$ and

(4.6) $$J(\tilde{V}^+, \tilde{V}^-) \leq -|h_{02}| (\sqrt{1 - a^2} - \varepsilon) \left( \int_0^1 |t|\tilde{V}^-|^2 \, dt + \int_{-1}^0 |t|\tilde{V}^+|^2 \, dt \right)$$

is strictly negative if the perturbation $v$ is not null. \hfill \square

5. SUFFICIENT OPTIMALITY CONDITION WITH $N=3$ AND $K=2$

Finally, let us summarise sufficient optimality results for a system (3.1) when $n = 3$ and $k = 2$.

We proved the optimality of broken extremals, that passes through $\bar{\lambda} \in \Lambda$ such that $\bar{q} \in \pi(\bar{\lambda})$, if

- $f_0 \wedge f_1 \wedge f_2 \neq 0$ at $\bar{q}$, namely $f_0, f_1, f_2$ are linearly independent at point $\bar{q}$,

or
• $f_1 \wedge f_2 \wedge [f_1, f_2] = 0$ at $\bar{q}$, namely those fields are linearly dependent at point $\bar{q}$.

It means that each normal extremal that projects in $O_{\bar{q}}$, a neighbourhood of $\bar{q}$ small enough, is optimal. On the other hand, if at point $\bar{q}$ the distribution $\text{span}\{f_1(\bar{q}), f_2(\bar{q})\}$ is not contact, any broken extremal (even abnormal) passing through $\bar{\lambda}$ is optimal.

Among all settings, it remains the case in which

• $f_0 \wedge f_1 \wedge f_2 = 0$ and $f_1 \wedge f_2 \wedge [f_1, f_2] \neq 0$ at point $\bar{q}$,

namely, we have a broken abnormal extremal passing through $\bar{\lambda}$ and the fields $f_1$ and $f_2$ generate a contact distribution at $\bar{q}$.
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