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 Abstract. We study linear eigenvalue statistics of band Hankel matrices with Brownian motion entries. We prove that, the centred, normalized linear eigenvalue statistics of band Hankel matrices obey a central limit theorem (CLT) type result. We also discuss the convergence of linear eigenvalue statistics of band Hankel matrices with independent entries for odd power monomials. Our method is based on trace formula, moment method and some results of process convergence.
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1. Introduction

For an \( n \times n \) matrix \( A_n \), the linear eigenvalue statistics is defined as

\[
A_n(\phi) = \sum_{i=1}^{n} \phi(\lambda_i),
\]

where \( \lambda_1, \lambda_2, \ldots, \lambda_n \) are the eigenvalues of \( A_n \) and \( \phi \) is a ‘nice’ test function. The study of linear eigenvalue statistics is a major area of interest in random matrix theory. For an overview of the fluctuations of linear eigenvalue statistics for various types of random matrices, an interested reader can look into the following papers, \[4\], \[10\], \[11\], \[1\], \[15\], \[10\], \[6\].

Hankel and the closely related Toeplitz are two important classes of random matrices. In particular, Hankel matrices show up prominently in studies of Padé approximation, moment problems and orthogonal polynomials (see \[17\], \[2\]). In \[3\], Bai proposed the study of limiting spectral distributions (LSD) of Hankel and the closely related Toeplitz matrix. The existence of LSD for Hankel matrices was shown independently by Hammond and Miller \[8\] and Bryc et al. \[7\]. Later with certain band conditions, Basak, Bose \[5\] and Liu, Wang \[12\] independently found the limit spectral distribution of band Hankel matrices. In 2012, it was proved by Liu et al. that the linear eigenvalue statistics obey a central limit theorem type of result for \( \phi(x) = x^{2k} \) for \( k \in \mathbb{N} \).

The fluctuation problem we are interested to consider in this article, is inspired by the results on band Toeplitz matrices by Li and Sun \[11\]. The authors studied time dependent fluctuations of linear eigenvalue statistics for band Toeplitz matrices with standard Brownian motion entries. We follow the definition of Hankel matrix adopted in \[13\].

Consider an input sequence \( \{a_n(t); t \geq 0\}_{n \geq 1} \) of independent standard Brownian motions along with \( a_0(t) \equiv 0 \). For a sequence \( \{b_n\} \), with \( b_n \to \infty \) and \( b_n/n \to b \), we define a band Hankel matrix \( H_n(t) \) as

\[
H_n = P_nT_n(t) \text{ and } A_n(t) := \frac{1}{\sqrt{b_n}}H_n(t),
\]

\[1\]
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where \( T_n = (a_{i-j}(t)\delta_{|i-j|\leq b_n}) \) is the band Toeplitz matrix and \( P_n = (\delta_{i-1,n-j})_{i,j=1}^n \) is the backward identity permutation.

Now for each \( p \in \mathbb{N} \), define

\[
w_p(t) := \frac{\sqrt{b_n}}{n} (\text{Tr}(A_n(t))^p - E\text{Tr}(A_n(t))^p).
\]

Observe that \( \text{Tr}(A_n(t))^p \) is a linear eigenvalue statistics of \( A_n(t) \) as defined in (1) with test function \( \phi(x) = x^p \). Here, \( n \) is suppressed in the notation of \( w_p(t) \) to keep the notation simple.

The following theorem describes the process convergence of \( \{w_p(t); t \geq 0\} \) for even integer \( p \geq 2 \), inspired from the results in [10, 6].

**Theorem 1.** Suppose \( p \geq 2 \) is an even positive integer and \( b_n = o(n) \). Then as \( n \to \infty \)

\[
\{w_p(t); t \geq 0\} \xrightarrow{D} \{W_p(t); t \geq 0\},
\]

where \( \{W_p(t); t \geq 0, p \geq 2\} \) are Gaussian with mean zero and the following covariance structure:

\[
\text{Cov}[W_p(t_1), W_q(t_2)] = 2^{\frac{p+q}{2}} \sum_{r=2,4,...,q} \left\lfloor \frac{q}{r} \right\rfloor t_2^\frac{q-r}{2} R(p, r) \Gamma \left( 1 + \frac{q-r}{2} \right),
\]

with \( R(p, r) \) as in [9], \( \Gamma(\cdot) \) denotes the Gamma function and \( \xrightarrow{D} \) denotes the weak convergence as in Definition 3.

In Theorem 1 we have considered \( a_0(t) \equiv 0 \). A generalization of Theorem 1 for standard Brownian motion \( \{a_0(t); t \geq 0\} \) is discussed in Section 4 after the proof of Theorem 1. The process convergence of \( w_p(t) \) for odd positive integer \( p \) is given in Remark 21.

Now we collect an existing result on fluctuations of linear eigenvalue statistics of band Hankel matrices. We first introduce some notations to state the result.

We consider an input sequence \( \{x_i : i \geq 1\} \) of independent real random variables which satisfy the following moment assumptions:

\[
E[x_i] = 0, \quad E[x_i^2] = 1, \quad k = E[x_i^k] \forall i \quad \text{and} \quad \sup_{j \geq 1} E \left[ |x_j|^k \right] = \alpha_k < \infty \quad \text{for} \quad k \geq 3.
\]

along with \( x_0 \equiv 0 \). For a sequence \( b_n \), with \( b_n \to \infty \) and \( b_n/n \to b \), we define the band Hankel matrix \( H_n \) as \( H_n = P_n T_n \) where \( T_n = (\delta_{i-1,j} \leq b_n, x_{i-j}) \). Furthermore, we define \( A_n = H_n/\sqrt{b_n} \) and for each \( p \in \mathbb{N} \), \( w_p \) as

\[
w_p := \sqrt{\frac{b_n}{n}} \left\{ \text{Tr}(A_n)^p - E\text{Tr}(A_n)^p \right\}.
\]

In [13], Liu et al. proved the following result on fluctuations of \( w_p \) for even values of \( p \).

**Result 2.** (Theorem 6.4, [13]) Let \( H_n \) be a real symmetric random Hankel band matrix whose input sequence satisfies (2), and \( b_n/n \to b \in [0, 1] \) with \( b_n \to \infty \) as \( n \to \infty \).

Then for every even integer \( p \geq 2 \), as \( n \to \infty \)

\[
w_p \xrightarrow{d} N(0, \sigma_p^2),
\]

where \( w_p \) as defined in (3). Here \( \sigma_p^2 \) is appropriate constant, see [13] Theorem 6.4.

The following theorem provide the fluctuations of \( w_p \) for odd value of \( p \).

**Theorem 3.** Suppose \( H_n \) is a band Hankel matrix with an input sequence \( \{x_i\}_{i \geq 1} \) of independent real random variables which satisfies (3) and \( \{b_n\} \) as in Result 2. Then, for odd \( p \geq 1 \), as \( n \to \infty \)

\[
w_p \xrightarrow{d} 0.
\]
Now we briefly outline the rest of the paper. In Section 2 we state trace formula of Hankel matrices and then some basic results of process convergence. In Section 3 we introduce some standard partitions and integrals. In Section 4 we prove Theorem 1 by using moment method and some results on process convergence. Finally, we prove Theorem 3 in Section 5.

2. Preliminaries

Here we introduce some results and definitions which will be used in the proof of theorems. First we state the trace formula for band Hankel matrices.

Result 4 (Lemma 6.3, [13]). Suppose $H_n$ is a band Hankel matrix with an input sequence $\{x_i\}_{i \geq 1}$. Then,

$$\text{Tr}(H_n)^p = \begin{cases} 
\sum_{i=1}^n \sum_{j=1}^n \prod_{l=1}^p x_{jl} \prod_{l=1}^p \chi_{[i,n]} \left( i - \sum_{q=1}^{\ell} (-1)^q j_q \right) \delta_{0, \sum_{q=1}^{\ell} (-1)^q j_q}, & p \text{ even;}
\sum_{i=1}^n \sum_{j=1}^n \prod_{l=1}^p x_{jl} \prod_{l=1}^p \chi_{[i,n]} \left( i - \sum_{q=1}^{\ell} (-1)^q j_q \right) \delta_{2i-1-n, \sum_{q=1}^{\ell} (-1)^q j_q}, & p \text{ odd.}
\end{cases}$$

Now we see some standard results on process convergence.

Let $(C_\infty, C_\infty)$ be a probability measure space, where $C_\infty := C(0, \infty)$ is the space of all real-valued continuous functions on $[0, \infty)$ and $C_\infty$ is a $\sigma$-field generated by open sets of $C_\infty$. For more details about $(C_\infty, C_\infty)$ and $\sigma$-field, see [10].

Definition 5. Suppose $\{X_n\}_{n \geq 1} = \{X_n(t); t \geq 0\}_{n \geq 1}$ and $X = \{X(t); t \geq 0\}$ are real-valued continuous process on $[0, \infty)$. We say $X_n$ converge to $X$ weakly or in distribution, denote by $X_n \xrightarrow{D} X$ if $P_n \xrightarrow{D} P$, that is,

$$P_nf := \int_{C_\infty} f dP_n \longrightarrow Pf := \int_{C_\infty} f dP \text{ as } n \rightarrow \infty,$$

for every bounded, continuous real-valued function $f$ on $C_\infty$, where $P_n$ and $P$ are the probability measures on $(C_\infty, C_\infty)$ induced by $X_n$ and $X$, respectively.

Suppose $\{X_n\}_{n \geq 1} = \{X_n(t); t \geq 0\}_{n \geq 1}$ and $X = \{X(t); t \geq 0\}$ are sequences of continuous processes on $[0, \infty)$. Then $X_n \xrightarrow{D} X$ if and only if:

(i) **Finite dimensional convergence:** Suppose $0 < t_1 < t_2 \ldots < t_r$. Then as $n \rightarrow \infty$

$$(X_n(t_1), X_n(t_2), \ldots, X_n(t_r)) \xrightarrow{D} (X(t_1), X(t_2), \ldots, X(t_r)),$$

(ii) **Tightness:** the sequence $\{X_n\}_{n \geq 1}$ is tight.

Take $X_n(t) = w_p(t)$ where $w_p(t)$ is as defined in [8]. From the above discussion and [9] Theorem 1.4.3, it is clear that Theorem 4 follows from the following two propositions:

Proposition 6. For each $p \geq 2$, suppose $0 < t_1 < t_2 \ldots < t_r$. Then as $n \rightarrow \infty$

$$(w_p(t_1), w_p(t_2), \ldots, w_p(t_r)) \xrightarrow{D} (W_p(t_1), W_p(t_2), \ldots, W_p(t_r)).$$

Proposition 7. For each $p \geq 2$, there exists positive constants $\alpha$ and $\beta$ such that

$$E|w_p(0)|^\alpha \leq M \quad \forall \ n \in \mathbb{N},$$

and there exists positive constants $\alpha$, $\beta$ and $M_T$, $T = 1, 2, \ldots$, such that

$$E|w_p(t) - w_p(s)|^\alpha \leq M_T|t - s|^{1+\beta} \quad \forall \ n \in \mathbb{N} \text{ and } t, s \in [0, T], (T = 1, 2, \ldots).$$

Then $\{w_p(t); t \geq 0\}$ is tight.
3. Some partitions and integrals

In this section, we introduce some partitions and integrals which will be required for the proof of Theorem 1.

Definition 8. Let $J_1 \in \mathbb{R}^p$, $J_2 \in \mathbb{R}^q$, with $J_1 = (j_1, \ldots, j_p)$ and $J_2 = (j_{p+1}, \ldots, j_{p+q})$. Consider two components $j_k$ and $j_k$, with $j_k = j_k$. Then

(i) $j_k$ and $j_k$ are said to be self-matched in $J_1$ if $1 \leq k, k, p$.
(ii) $j_k$ and $j_k$ are said to be self-matched in $J_2$ if $p + 1 \leq k, k, p + q$.
(iii) $j_k$ and $j_k$ are said to be cross-matched if $1 \leq k \leq p < k \leq p + q$ or $1 \leq k \leq p < k \leq p + q$.

Definition 9. Consider the set $[n] = \{1, 2, \ldots, n\}$. A partition $\pi$ of $[n]$ is called a pair-partition if each equivalency class of $\pi$ has exactly two elements. If $i, j$ belongs to the same equivalency class of $\pi$, we write $i \sim \pi j$. The set of all pair-partitions of $[n]$ is denoted by $\mathcal{P}_2(n)$. Clearly, $\mathcal{P}_2(n) = \emptyset$ for odd $n$.

Definition 10. Consider an even number $n$. A pair-partition $\pi \in \mathcal{P}_2(n)$ is called an odd-even pair partition if for all $i, j$ such that $i \sim \pi j$ and $i \neq j$, one of $\{i, j\}$ is odd and the other is even. The set of all odd-even pair partitions of $[n]$ is denoted by $\Delta_2(n)$. For odd $n$, $\Delta_2(n) = \emptyset$.

Definition 11. Consider $p, q \in \mathbb{N}$ such that $p + q$ is even. We define the set $\Delta_2(p, q) \subset \mathcal{P}_2(p + q)$ in the following way:

(i) Any $\pi \in \Delta_2(p + q)$ is an odd-even pair partition.
(ii) For every $\pi \in \Delta_2(p + q)$, there exists $i, j$ such that $i \leq p < j$, such that $i \sim \pi j$.

For $p, q$ such that $p + q$ is odd, $\Delta_2(p + q)$ is taken to be the empty set.

Consider, for fixed natural numbers $p$ and $q$, $J = (j_1, j_2, \ldots, j_{p+q}) \in \mathbb{R}^{p+q}$. Then $J$ can be thought of as a 2-tuple $J = (J_1, J_2)$ where $J_1 = (j_1, j_2, \ldots, j_p)$ and $J_2 = (j_{p+1}, j_{p+2}, \ldots, j_{p+q})$. Thus, taking cue from Definition 8 we can introduce the terms self-matched and cross-matched for any vector $J$. A closer observation yields that the concept of self-matching (and cross-matching) depends only on the relationship between the components and not on the numerical value of the pair. Therefore the concept has a natural extension to any partition $\pi$ of $[p + q]$.

Definition 12. Consider $\mathcal{P}_2(p, q)$, the subset of $\mathcal{P}_2(p + q)$ of elements having at least one cross-matched pair. Consider the set of all $\pi \in \mathcal{P}_2(p, q)$ such that

(i) every self-matched pair of $\pi$ is an odd-even pair,
(ii) every cross-matched pair of $\pi$ is either an even-even pair or an odd-odd pair.

The set of all such $\pi$ is denoted by $\Delta_2(p, q)$.

We also define the following important partition of $[p + q]$ for natural numbers $p$ and $q$.

Definition 13. Let $\pi = \{V_1, \ldots, V_r\}$ be a partition of $[p + q]$. We say $\pi \in \Delta_2, 4(p, q)$ if the following conditions are satisfied:

(i) there exists such that $|V_i| = 4$ and $|V_j| = 2$ for all $j \neq i$,
(ii) for each $j \neq i$, one element of $V_j$ is odd and the other is even,
(iii) for each $j \neq i$, $V_j \subset \{1, \ldots, p\}$ or $V_j \subset \{p + 1, \ldots, p + q\}$,
(iv) two elements of $V_i$ come from $\{1, \ldots, p\}$ and they form an odd-even pair. The other two elements coming from $\{p + 1, \ldots, p + q\}$ also forms an odd-even pair.

For a partition $\pi$ and a set of unknowns $\{x_i\}$, we can construct a new set of unknowns $\{y_i\}$ by defining $y_i = x_{\pi(i)}$. Now we define some integrals associated with the partition.
Lemma 14. (i) For $\pi \in \Delta_2(p, q)$, define

$$f^\pi_1(\pi) = \int_{[0,1]^2} dy_0 dx_0 \int_{[-1,1]} \frac{p+q}{p+q-2} dx_1 \cdots dx_{(p+q)/2}$$

$$\times \delta \left( \sum_{i=1}^p (-1)^i y_i \right) \prod_{j=1}^p \left( x_0 + b \sum_{i=1}^j (-1)^i y_i \right) \prod_{j'=p+1}^{p+q} \left( y_0 + b \sum_{i=p+1}^{j'} (-1)^i y_i \right).$$

(ii) For $\pi \in \tilde{\Delta}_2(p, q)$, define

$$f^\pi_2(\pi) = \int_{[0,1]^2} dy_0 dx_0 \int_{[-1,1]} \frac{p+q}{p+q-2} dx_1 \cdots dx_{(p+q)/2}$$

$$\times \delta \left( \sum_{i=1}^p (-1)^i y_i \right) \prod_{j=1}^p \left( x_0 + b \sum_{i=1}^j (-1)^i y_i \right) \prod_{j'=p+1}^{p+q} \left( y_0 - b \sum_{i=p+1}^{j'} (-1)^i y_i \right).$$

(iii) For $\pi \in \Delta_2(p, q)$, define

$$f^\pi_1(\pi) = \int_{[0,1]^2} dy_0 dx_0 \int_{[-1,1]} \frac{p+q}{p+q-2} dx_1 \cdots dx_{(p+q)/2}$$

$$\times \prod_{j=1}^p I_{[0,1]}(x_0 + b \sum_{i=1}^j (-1)^i y_i) \prod_{j'=p+1}^{p+q} I_{[0,1]}(y_0 + b \sum_{i=p+1}^{j'} (-1)^i y_i),$$

$$f^\pi_2(\pi) = \int_{[0,1]^2} dy_0 dx_0 \int_{[-1,1]} \frac{p+q}{p+q-2} dx_1 \cdots dx_{(p+q)/2}$$

$$\times \prod_{j=1}^p I_{[0,1]}(x_0 + b \sum_{i=1}^j (-1)^i y_i) \prod_{j'=p+1}^{p+q} I_{[0,1]}(y_0 - b \sum_{i=p+1}^{j'} (-1)^i y_i).$$

4. Proof of Theorem 1

First recall that Propositions 6 and 7 yield Theorem 1. In Subsection 4.1, we prove Proposition 6 and in 4.2, we prove Proposition 7. Throughout this section, we assume that $b_n = o(n)$, which gives $b = \lim_{n \to \infty} b_n/n = 0$.

4.1. Proof of Proposition 6

We first start with the following two lemmata which will be used in the proof of Proposition 6.

Lemma 15. Suppose $0 < t_1 \leq t_2$, $p$ and $q$ are even natural numbers. For $j \in \mathbb{Z}$, let $u_j = a_j(t_1)$ and $v_j = a_j(t_2) - a_j(t_1)$. Then

$$E[u_{p}(t_1) w_q(t_2)] = b_n^{p+1} \sum_{r=0}^q \binom{q}{r} \sum_{J=(j_1, \ldots, j_p) \in A_p, J'=(j'_1, \ldots, j'_q) \in A_q} \left( E[u_{j_1} \cdots u_{j_p} u_{j'_1} \cdots u_{j'_{q+1}} \cdots v_{j'_q}] - E[u_{j_1} \cdots u_{j_p} v_{j'_{q+1}} \cdots v_{j'_q}] \right) + o(1),$$

where for each $p \in \mathbb{N}$, $A_p$ is defined as

$$A_p = \left\{ (j_1, \ldots, j_p) \in \{\pm 1, \ldots, \pm b_n\}^p : \sum_{k=1}^p (-1)^k j_k = 0 \right\}.$$

Proof. The proof is similar to the proof of Lemma 4.1 of [1]. So, we skip the details.
Lemma 16. If \( 0 < t_1 \leq t_2 \) and \( p, q \geq 2 \) be even natural numbers, then
\[
\lim_{n \to \infty} E[w_p(t_1)w_q(t_2)] = 2^{\frac{p+q}{2}} \sum_{r=2,4,\ldots}^{q} \binom{q}{r} t_1^{\frac{p+r}{2}} (t_2 - t_1)^{\frac{q-r}{2}} R(p, r) \Gamma \left( \frac{q-r}{2} + 1 \right),
\]
where \( R(p, r) = |\Delta_2(p, q)| + |\Delta_2(p, r)| + 2|\Delta_2,4(p, r)| \) and \( \Gamma \) denotes the Gamma function.

Proof. First we define \( U := A_n(t_1) \) and \( V := A_n(t_2) - A_n(t_1) \). Further for \( 0 \leq r \leq q \), we define
\[
J = (j_1, j_2, \ldots, j_p), \quad J' = (j'_1, j'_2, \ldots, j'_q), \quad J'_1 = (j'_1, \ldots, j'_r), \quad J'_2 = (j'_{r+1}, \ldots, j'_q),
\]
where \( J \in A_p \) and \( J' \in A_q \). Now for a fixed \( r \), \( 0 \leq r \leq q \), consider
\[
b_n^{\frac{p+q}{2} + \frac{1}{2}} \sum_{J, J'} \left\{ \left( E[u_Ju_{J'_1}] - E[u_J]E[u_{J'_1}] \right) = o(1), \right.
\]
where \( J \in A_p \) and \( J' \in A_q \). Now for a fixed \( r \), \( 0 \leq r \leq q \), consider
\[
b_n^{\frac{p+q}{2} + \frac{1}{2}} \sum_{J, J', \ldots} \left\{ \left( E[u_Ju_{J'_1}] - E[u_J]E[u_{J'_1}] \right) = o(1), \right.
\]
where for a vector \( J = (j_1, j_2, \ldots, j_p) \in A_p \), the multi-set \( S_J \) is defined as
\[
S_J = \{j_1, j_2, \ldots, j_p\}. \quad (13)
\]
Now consider the map \( L : \{\pm 1, \pm 2, \ldots \pm b_n\}^p \times \{\pm 1, \pm 2, \ldots \pm b_n\}^q \to \{\pm 1, \pm 2, \ldots \pm b_n\}^{p+q-2} \) defined in the following way: Let \( j_u \in J \) be the first cross-matched element. If \( -1)^u j_u = (-1)^u j'_v \), for some \( v \), define \( L \in \{\pm 1, \pm 2, \ldots \pm b_n\}^{p+q-2} \) by
\[
l_1 = j_1, \ldots, l_{u-1} = j_{u-1}, l_u = j'_1, \ldots, l_{u+v-2} = -j'_{v-1},
\]
\[
l_{u+v-1} = -j'_{v+1}, \ldots, l_{u+q-2} = -j'_{q}, l_{u+q-1} = j_{u+1}, \ldots, l_{p+q-2} = j_p.
\]

And if for the first cross-matched element \( j_u \), \( -1)^u j_u = (-1)^u j'_v \), then construct \( L \) by starting from \((J, J')\). This process of constructing \( L \) from \((J, J')\) is called a reduction step and is denoted by \( L = J \setminus j_u, J' \).

Notice that if \( J \in A_p \) and \( J' \in A_q \), then \( L \in A_{p+q-2} \). Furthermore, for every \( L \in A_{p+q-2} \), we can find at most \( pq \) pairs \((J, J') \in A_p \times A_q \) such that \( L = J \setminus j_u, L' \). This is because when \( p-1 \) elements in \( J \) (or similarly \( q-1 \) elements in \( J' \)) are fixed, the value of the left out element becomes automatically fixed.

Claim A. Non-zero contribution for \((11)\) are due to those \( L \) such that each element of \( S_L \) have multiplicity 2.
to $E[w_p w_q]$ is $O(b_n^{-\frac{3}{2}})$. It is also easy to see that the sum of all terms $(J, J')$ such that an $S_L$ has an element of multiplicity 3, leads to zero contribution in (12). Hence the claim.

The claim along with constraints (b) and (c) implies that each element in $S_J \cup S_{J_1}$ and $S_{J_2}$ are of cardinality 2 and that $S_{J_1}$ and $S_{J_2}$ have no elements in common. Furthermore, the contribution is maximum when $J \in A_p$, $J_1' \in A_r$ and $J_2' \in A_{q-r}$. Thus (12) becomes

$$\lim_{n \to \infty} b_n^{-\frac{3}{2} + \frac{1}{2} + \frac{1}{2}} \sum_{J, J_1', J_2'} \left( E[u_{J, u_{J_1'}]} - E[u_J] E[u_{J_1'}] \right) + o(1),$$

where $J \in A_p$, $J_1' \in A_r$ and $J_2' \in A_{q-r}$. Notice that when $r$ is odd, the pair partition mentioned above cannot happen. Hence non-zero contribution occurs only for even $r$.

Claim [A] also implies that it is sufficient to fix a particular $\pi \in \mathcal{P}_2(p + q - 2)$ and count the number of $L \in A_{p+q-2}$ corresponding to $\pi$. Since each element in $S_L$ is repeated exactly twice, the number of $L$ that correspond to a particular $\pi$ is of order at most $O(b_n^{-\frac{3}{2} + \frac{1}{2}})$. Now since the number of pre-images of a particular $L$ is at most $pq$, only those $\pi$ from which $O(b_n^{-\frac{3}{2} + \frac{1}{2}})$ many $L$’s can be generated contribute to $\lim_{n \to \infty} E[w_p w_q]$, which are exactly those $\pi \in \Delta_2(p + q - 2)$.

Thus we obtain for $r$ even,

$$\lim_{n \to \infty} b_n^{-\frac{3}{2} + \frac{1}{2} + \frac{1}{2}} \sum_{J, J_1'} \left( E[u_{J, u_{J_1'}]} - E[u_J] E[u_{J_1'}] \right)$$

$$= \left( E[u_1^2] \right)^{-\frac{3}{2}} \sum_{\pi \in \Delta_2(p, r)} f_{J_1}^-(\pi) + \sum_{\pi \in \Delta_2(p, r)} f_{J_1}^+(\pi)$$

$$+ \left( E[u_2^2] \right)^{-\frac{3}{2}} \left( \sum_{\pi \in \Delta_2(q, r)} f_{J_2}^-(\pi) + \sum_{\pi \in \Delta_2(q, r)} f_{J_2}^+(\pi) \right),$$

where $f_{J_1}^-(\pi), f_{J_1}^+(\pi), f_{J_2}^-(\pi)$ and $f_{J_2}^+(\pi)$ are as in Definition [14]. Since we have $a_i(t)$ to be Brownian motion entries, $E[u_i^2] = t_1$ and $E[u_i^2] = 3t_1^2$ for all $i \neq 0$. Since $b = 0$ as $b_n = o(n)$, we get

$$f_{J_1}^-(\pi) = f_{J_1}^+(\pi) = f_{J_2}^-(\pi) = f_{J_2}^+(\pi) = 2^{-\frac{3}{2} + 1}.$$  

Therefore (14) will be

$$\begin{cases} 2^{-\frac{3}{2} + 1} t_1^{\frac{3}{2}} \left( |\Delta_2(p, q)| + |\tilde{\Delta}_2(p, r)| + 2 |\Delta_2, q(p, r)| \right) & \text{when } r \text{ is even}, \\
0 & \text{otherwise.} 
\end{cases}$$

(15)

Now we proceed to find $b_n^{-\frac{3}{2} + \frac{1}{2}} \sum_{J_2'} E[v_{J_2'}]$. For that consider a random band Hankel matrix $H_n$ with input variables as $\frac{v_{i-j}}{\sqrt{2}}$ and scaling as $\frac{1}{\sqrt{b_n}}$. Then

$$\frac{1}{n} E[\text{Tr} H_n^{q-r}] = \frac{1}{n (2b_n)^{\frac{q-r}{2}}} \sum_{i=1}^{n} \sum_{j_1, j_2, \ldots, j_{q-r} = -b_n} b_n E[w_{j_1} \cdots w_{j_{q-r}}] \prod_{s=1}^{q-r} I_{[1, n]} \left( i - \sum_{z=1}^{s} (-1)^z j_z \right) \delta \left( \sum_{z=1}^{q-r} (-1)^z j_z \right).$$

Since $b_n = o(n)$, it is easy to see that $\prod_{s=1}^{q-r} I_{[1, n]} \left( i - \sum_{z=1}^{s} (-1)^z j_z \right)$ converges to 1 as $n$ tends to infinity, for all choices of $j_1, j_2, \ldots, j_{q-r}$. Therefore using dominated convergence theorem, we get
Thus, for $0 \leq t \leq 1$, we get
\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}\left[\text{Tr} H_n^{q-r} \right] = \lim_{n \to \infty} \frac{1}{(2b_n)^{\frac{q-r}{2}}} \sum_{j_1, \ldots, j_{q-r}=b_n} b_n \mathbb{E}\left[w_{j_1} \cdots w_{j_{q-r}}\right] \delta \left(\sum_{\ell=1}^{q-r} (-1)^{\ell} j_\ell\right) + o(1),
\]
where $J'_2, v_{j'_2}$ are as given in (10) and $J'_2 \in A_{q-r}$. By [14, Theorem 3.2], the empirical measure of $H_n$ converges to the distribution given by $f(x) = |x| \exp(-x^2)$. Hence we get that $\lim_{n \to \infty} \frac{1}{n} \mathbb{E}\left[\text{Tr} H_n^{q-r} \right]$ equals to $\Gamma\left(\frac{q-r}{2} + 1\right)$ when $r$ is even and 0 when $r$ is odd, where $\Gamma$ denote the Gamma function. Thus
\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}\left[w_{p}(t_1) w_{q}(t_2)\right] = \sum_{r=2,4,\ldots,q} \binom{q}{r} t_1^{\frac{q-r}{2}} 2^{\frac{q-r}{2}} \left(\Delta_2(p,q) + |\Delta_2(p,r)| + 2|\Delta_2,q(p,r)| + \right) \Gamma\left(\frac{q-r}{2} + 1\right) (t_2 - t_1)^{\frac{q-r}{2}}
\]
\[
= 2^{\frac{q-r}{2}} \sum_{r=2,4,\ldots,q} \binom{q}{r} t_1^{\frac{q-r}{2}} (t_2 - t_1)^{\frac{q-r}{2}} R(p,r) \Gamma\left(\frac{q-r}{2} + 1\right).
\]
This completes the proof of the lemma.

Now using (15) and (16) in (11), we get that for $p, q$ even
\[
\lim_{n \to \infty} \mathbb{E}\left[w_{p}(t_1) w_{q}(t_2)\right] = \sum_{r=2,4,\ldots,q} \binom{q}{r} t_1^{\frac{q-r}{2}} 2^{\frac{q-r}{2}} \left(\Delta_2(p,q) + |\Delta_2(p,r)| + 2|\Delta_2,q(p,r)| + \right) \Gamma\left(\frac{q-r}{2} + 1\right) (t_2 - t_1)^{\frac{q-r}{2}}
\]
\[
= 2^{\frac{q-r}{2}} \sum_{r=2,4,\ldots,q} \binom{q}{r} t_1^{\frac{q-r}{2}} (t_2 - t_1)^{\frac{q-r}{2}} R(p,r) \Gamma\left(\frac{q-r}{2} + 1\right).
\]

4.2. Proof of Proposition 7. The idea of the proof of Proposition 7 is similar to the proof of Proposition 10 in [16]. Here we outline only the main steps, for the details, see the proof of Proposition 10 of [16].

Proof of Proposition 7. We prove Proposition 7 for $\alpha = 4$ and $\beta = 1$. Suppose $p \geq 2$ is an even fixed positive integer and $t, s \in [0, T]$, for some fixed $T \in \mathbb{N}$. Then from (3),
\[
w_p(t) - w_p(s) = \sqrt{\frac{b_n}{n}} \left[\text{Tr}(A_n(t))^p - \text{Tr}(A_n(s))^p - \mathbb{E}[\text{Tr}(A_n(t))^p - \text{Tr}(A_n(s))^p]\right].
\]
For $0 < s < t$, using binomial expansion, we get
\[
\text{Tr}(A_n(t))^p - \text{Tr}(A_n(s))^p = \text{Tr}(A_n(t - s))^p + \sum_{d=1}^{p-1} \binom{p}{d} \text{Tr}(A_n(t - s))^d (A_n(s))^{p-d},
\]
where $A_n(t - s)$ is a band Hankel matrix with entries $\{a_n(t) - a_n(s)\}_{n \geq 0}$. Now by using the trace formula of band Hankel matrices from Result 4 we get...
using (21) in (18), we get

\[ \text{Tr}[(A'_n(t - s))^p] = \frac{1}{b_n^{\frac{p}{2}}} \sum_{i=1}^{n} \sum_{A_p} a'_{j_p}(t - s)I(i, J_p), \]

\[ \text{Tr}[(A'_n(t - s))^d(A_n(s))^{p-d}] = \frac{1}{b_n^{\frac{p}{2}}} \sum_{i=1}^{n} \sum_{A_p} a'_{j_d}(t - s)a_{j_{p-d}}(s)I(i, J_p), \]

where

\begin{align*}
a'_{j_p}(t - s) &= (a_{j_1}(t) - a_{j_1}(s))(a_{j_2}(t) - a_{j_2}(s)) \cdots (a_{j_p}(t) - a_{j_p}(s)), \\
a'_{j_d}(t - s) &= (a_{j_1}(t) - a_{j_1}(s))(a_{j_2}(t) - a_{j_2}(s)) \cdots (a_{j_d}(t) - a_{j_d}(s)), \\
a_{j_{p-d}}(s) &= a_{j_{d+1}}(s)a_{j_{d+2}}(s) \cdots a_{j_p}(s).
\end{align*}

Note that, \( a_n(t) - a_n(s) \) has same distribution as \( a_n(t - s) \) and \( a_n(t) \) has same distribution as \( N(0, t) \). Therefore by using (20) in (19), we get

\[ \text{Tr}(A_n(t))^p - \text{Tr}(A_n(s))^p \]

\[ \approx \frac{1}{b_n^{\frac{p}{2}}} \sum_{i=1}^{n} \left[ \sum_{A_p} (t - s)^\frac{p}{2} x_{j_1} x_{j_2} \cdots x_{j_p} + \sum_{d=1}^{p-1} \binom{p}{d} (t - s)^\frac{p-d}{2} s^{d} x_{j_1} x_{j_2} \cdots x_{j_d} y_{j_{d+1}} y_{j_{d+2}} \cdots y_{j_p} \right] I(i, J_p) \]

\[ = \sqrt{\frac{t - s}{b_n^{\frac{p}{2}}}} \sum_{i=1}^{n} \sum_{A_p} Z_{j_p}I(i, J_p), \text{ say,} \tag{21} \]

where \( \{x_i\} \) and \( \{y_i\} \) are independent normal random variables with mean zero, and variances \( (t - s) \) and \( s \), respectively. If \( x_1 \) and \( x_2 \) have same distribution, then we denote it as \( x_1 \sim x_2 \). Finally, by using (21) in (18), we get

\[ E[w_p(t) - w_p(s)]^d = \frac{(t - s)^2}{n^4 b_n^{2p^2}} \sum_{i=1}^{n} \sum_{A_p} E \left[ \prod_{k=1}^{4} (Z_{j_k} - EZ_{j_k}) I(i_k, J_{j_k}) \right], \tag{22} \]

where \( J_{j_k} \) are vectors from \( A_p \), for each \( k = 1, 2, 3, 4 \).

We introduce the terminology: \( J_{j_k}^p \) and \( J_{j_k}^p \) are connected if \( S_{j_k}^p \cap S_{j_k}^p \neq \emptyset \), where \( S_{j_k}^p \) is as given in (13). Now depending on connectedness between \( J_{j_k}^p \)'s, the following three cases arise in (22):

**Case I.** At least one of \( J_{j_k}^p \) for \( k = 1, 2, 3, 4 \), is not connected with the remaining ones:

Since one \( J_{j_k}^p \) is not connected with the others therefore due to the independence of entries, we get \( E[w_p(t) - w_p(s)]^d = 0 \).

**Case II.** \( J_{j_k}^p \) is connected with only one of \( J_{j_1}^p, J_{j_2}^p, J_{j_3}^p, J_{j_4}^p \) and the remaining two of \( J_{j_2}^p, J_{j_3}^p, J_{j_4}^p \) are connected only with each other: Without loss of generality, we assume \( J_{j_1}^p \) is connected only with \( J_{j_2}^p \) and \( J_{j_3}^p \) is connected only with \( J_{j_4}^p \). Under this situation the terms in the right hand side of (22) can be written as

\[ \frac{(t - s)^2}{n^4 b_n^{2p^2}} \sum_{i_1, i_2, i_3, i_4 = 1}^{n} \sum_{A_p, A_p} \sum_{A_p, A_p} \sum_{A_p, A_p} \sum_{A_p, A_p} \sum_{A_p, A_p} \sum_{A_p, A_p} E[(Z_{j_1} - EZ_{j_1})(Z_{j_2} - EZ_{j_2})] I(i_1, J_{j_1}^p)I(i_2, J_{j_2}^p) \]

\[ \sum_{A_p, A_p} \sum_{A_p, A_p} E[(Z_{j_3} - EZ_{j_3})(Z_{j_4} - EZ_{j_4})] I(i_3, J_{j_3}^p)I(i_4, J_{j_4}^p) = \theta, \text{ say.} \tag{23} \]

Now from the definition of \( Z_{j_k} \), given in (21) and \( E(x_i) = E(y_i) = 0 \), we get
\[ \sum_{A_p, A_p} |E[(Z_{J_p} - EZ_{J_p})(Z_{J_p} - EZ_{J_p})]I(i_1, J_p^1)I(i_2, J_p^2)] | \\
= \sum_{(J_p^1, J_p^2) \in B_{P_2}} |E[(Z_{J_p} - EZ_{J_p})(Z_{J_p} - EZ_{J_p})]I(i_1, J_p^1)I(i_2, J_p^2)] | \leq \sum_{(J_p^1, J_p^2) \in B_{P_2}} \alpha, \quad (24) \]

where \( \alpha \) is a positive constant and last inequality arises as \( x_t \overset{D}{\sim} N(0, t - s), y_t \overset{D}{\sim} N(0, s) \), and \( B_{P_2} \) is defined as

\[ B_{P_2} = \{ (J_p^1, J_p^2) \in A_p \times A_p : S_{J_p^1} \cap S_{J_p^2} \neq \emptyset \text{ and each entries of } S_{J_p^1} \cup S_{J_p^2} \text{ has multiplicity greater than or equal to two} \}, \]

with \( S_{J_p^i} \) as given in (13). It is easy to observe that \( |B_{P_2}| = O(b_n^{p-1}) \).

Now from (23) and (24), we get

\[ |\theta| \leq \frac{(t - s)^2}{n^2 b_n^{2p-2}} \sum_{i_1, i_2, i_3, i_4 = 1}^{n} \alpha^2 |B_{P_2}|^2 = (t - s)^2 \alpha^2 O(1) \leq M_1(t - s)^2, \quad (25) \]

where \( M_1 \) is a positive constant depending only on \( p \) and \( T \).

**Case III.** \( J_p^1, J_p^2, J_p^3, J_p^4 \) are connected: Since \( E(x_t) = 0 \) and \( E(y_t) = 0 \), therefore

\[ \sum_{A_p, A_p, A_p, A_p} E \left[ \prod_{k=1}^{4} (Z_{J_p^k} - EZ_{J_p^k}) \right] = \sum_{(J_p^1, J_p^2, J_p^3, J_p^4) \in B_{P_4}} E \left[ \prod_{k=1}^{4} (Z_{J_p^k} - EZ_{J_p^k}) \right], \]

where \( B_{P_4} \) is defined as,

\[ B_{P_4} = \{ (J_p^1, J_p^2, J_p^3, J_p^4) \in A_p \times A_p \times A_p \times A_p : S_{J_p^1} \cap S_{J_p^2} \cap S_{J_p^3} \cap S_{J_p^4} \neq \emptyset \text{ and each entries of } S_{J_p^1} \cup S_{J_p^2} \cup S_{J_p^3} \cup S_{J_p^4} \text{ has multiplicity greater than or equal to two} \}. \]

Observe that \( |B_{P_4}| = o(b_n^{2p-2}) \). Hence

\[ \frac{(t - s)^2}{n^4 b_n^{2p-2}} \sum_{i_1, i_2, i_3, i_4 = 1}^{n} \sum_{A_p, A_p, A_p, A_p} \left| E \left[ \prod_{k=1}^{4} (Z_{J_p^k} - EZ_{J_p^k}) \right] I(i_k, J_p^k) \right| \leq \frac{(t - s)^2}{n^4 b_n^{2p-2}} \sum_{i_1, i_2, i_3, i_4 = 1}^{n} \sum_{A_p} \beta o(b_n^{2p-2}) \]
\[ = \beta(t - s)^2 o(1) \leq M_2(t - s)^2, \quad (26) \]

where \( M_2 \) is a positive constant depending only on \( p, T \).

Now combining (25) and (26), it follows that there exists a positive constant \( M_T \), depending only on \( p, T \) such that

\[ E[w_p(t) - w_p(s)]^4 \leq M_T(t - s)^2 \quad \forall \, n \in \mathbb{N} \text{ and } t, s \in [0, T]. \quad (27) \]

This completes the proof of Proposition 7 with \( \alpha = 4 \) and \( \beta = 1 \).

**Remark 17.** For any fixed \( N \in \mathbb{N} \), (27) implies

\[ \{ w_p(t); t \geq 0, 1 \leq p \leq N \} \overset{D}{\rightarrow} \{ W_p(t); t \geq 0, 1 \leq p \leq N \} \quad \text{as } n \to \infty. \]

But the process convergence of \( \{ w_p(t); t \geq 0, p \geq 2 \} \) does not follow from the proof of Theorem 1 because the constant \( M_T \) (depends on \( p \)) of (27) may tends to infinity as \( p \to \infty \).
Proof of Theorem 3:
First note from (6) that for even
\[
\{ \tilde{w}(t); t \geq 0 \} \text{ where Maurya and Saha have derived similar type of result for } \text{band Toeplitz matrices.}
\]

where \( A_n(t) \) is the Hankel matrix as defined in (2) and \( I_n \) is an \( n \times n \) identity matrix.

Suppose \( p \geq 2 \) is a positive even integer. Then as \( n \to \infty \)
\[
\{ \tilde{w}_p(t); t \geq 0 \} \overset{D}{\to} \{ W_p(t); t \geq 0 \},
\]
where \( \{ W_p(t); t \geq 0 \} \) is a Gaussian process and
\[
\tilde{W}_p(t) = W_p(t) + pt^{\frac{p-1}{2}} R_{p-1} a_0(t),
\]
with \( \{ W_p(t); t \geq 0 \} \) as in Theorem 4 and \( R_k = \lim_{n \to \infty} E \left[ \frac{1}{n} \text{Tr}(A_n(1))^k \right] \).

Note that, to prove (29), it is enough to prove Proposition 6 and Proposition 7 for the process \( \{ \tilde{w}_p(t); t \geq 0 \} \). The idea of proof is same as the proof of Theorem 1. One can also see, [16, Theorem 4], where Maurya and Saha have derived similar type of result for band Toeplitz matrices.

In the following remark, we discuss the process convergence when the entry \( \{ a_0(t); t \geq 0 \} \) is the standard Brownian motion.

Remark 20. Let \( \{ a_0(t); t \geq 0 \} \) be a standard Brownian motion and independent of \( \{ a_n(t); t \geq 0 \} \). For \( p \geq 1 \), define
\[
\hat{A}_n(t) := A_n(t) + \frac{a_0(t)}{\sqrt{b_n}} I_n \quad \text{and} \quad \tilde{w}_p(t) := \sqrt{\frac{b_n}{n}} \left( \text{Tr}(\hat{A}_n(t))^p - E \text{Tr}(\hat{A}_n(t))^p \right),
\]
where \( A_n(t) \) is the Hankel matrix as defined in (2) and \( I_n \) is an \( n \times n \) identity matrix.

Suppose \( p \geq 2 \) is a positive even integer. Then as \( n \to \infty \)
\[
\{ \tilde{w}_p(t); t \geq 0 \} \overset{D}{\to} \{ W_p(t); t \geq 0 \},
\]
where \( \{ W_p(t); t \geq 0 \} \) is a Gaussian process and
\[
\tilde{W}_p(t) = W_p(t) + pt^{\frac{p-1}{2}} R_{p-1} a_0(t),
\]
with \( \{ W_p(t); t \geq 0 \} \) as in Theorem 4 and \( R_k = \lim_{n \to \infty} E \left[ \frac{1}{n} \text{Tr}(A_n(1))^k \right] \).

Note that, to prove (29), it is enough to prove Proposition 6 and Proposition 7 for the process \( \{ \tilde{w}_p(t); t \geq 0 \} \). The idea of proof is same as the proof of Theorem 1. One can also see, [16, Theorem 4], where Maurya and Saha have derived similar type of result for band Toeplitz matrices.

In the following remark, we discuss the process convergence of \( \{ w_p(t); t \geq 0 \} \) for odd \( p \geq 1 \).

Remark 21. By the similar ideas as used in the proof of Theorem 1, one can derive the following result for any odd integer \( p \geq 1 \) and \( t \geq 0 \),
\[
w_p(t) \overset{d}{\to} 0 \quad \text{as } n \to \infty,
\]
which implies the finite dimensional convergence of \( \{ w_p(t); t \geq 0 \} \) for odd \( p \geq 1 \). The proof of tightness of \( \{ w_p(t); t \geq 0 \} \) for odd \( p \geq 1 \) goes similar to the proof of tightness of \( \{ w_p(t); t \geq 0 \} \) for even \( p \geq 2 \) (Proof of Proposition 7) and hence we conclude that for odd \( p \),
\[
\{ w_p(t); t \geq 0 \} \overset{D}{\to} 0 \quad \text{as } n \to \infty.
\]

5. Proof of Theorem 3

We prove Theorem 3 by showing that \( \text{Var}(w_p) \to 0 \) as \( n \to \infty \).

Proof of Theorem 3. First note from (5) that for \( p = 1, w_1 = 0 \) and the result is trivial.

Using the trace formula from Result 4, we get for every odd \( p \geq 3 \),
\[
w_p = \sqrt{\frac{b_n}{n}} \left\{ \text{Tr}(A_n)^p - E[\text{Tr}(A_n)^p] \right\} = \frac{1}{n} b_n^{\frac{p-1}{2}} \sum_{i=1}^{n} \sum_{J \in A_{p,i}} I_J \left( x_J - E[x_J] \right), \quad (30)
\]
where \( I_j = \prod_{\ell=1}^n x_{[1, n]}(i - \sum_{q=1}^{\ell} j_q), x_J = \prod_{\ell=1}^n x_{J_\ell} \) and for \( 1 \leq i \leq n \), define
\[
A_{p,i} = \left\{ (j_1, \ldots, j_p) \in \{\pm 1, \ldots, \pm b_n\}^p : \sum_{k=1}^p (-1)^k j_k = 2i - 1 - n \right\}.
\]

Since \( \mathbb{E}(w_p) = 0 \) therefore \( \text{Cov}(w_p, w_q) = \mathbb{E}(w_p w_q) \) and hence from (30), we get
\[
\text{Cov}(w_p, w_q) = \mathbb{E}[w_p w_q] = \frac{1}{n^2} \sum_{i_1, i_2=1}^{n} \mathbb{E}[x_{j_1 j_2} \mathbb{E}[x_{j_1} x_{j_2}]] I_{j_1} I_{j_2},
\]
where \( J_1 \in A_{p,i_1} \) and \( J_2 \in A_{q,i_2} \).

Notice that the summand in (31) will be non-zero only if each element in \( S_{J_1} \cup S_{J_2} \) have multiplicity at least two and \( S_{J_1} \cap S_{J_2} \neq \emptyset \), where for a vector \( J = (j_1, j_2, \ldots, j_p) \in A_{p,i}, \) the multi-set \( S_{J} \) is defined as
\[
S_J = \{j_1, j_2, \ldots, j_p\}.
\]
Since \( p \) and \( q \) are odd, there exist at least one element each in \( S_{J_1} \) and \( S_{J_2} \) with odd multiplicity in \( S_{J_1} \). Notice that the number of terms with at least one component having odd multiplicity greater than \( 1 \) in \( S_{J_1} \), is at most \( O(b_n^{\frac{p+q}{2}}) \), leading to a zero contribution in (31) as \( n \to \infty \). A similar argument also shows that terms with at least one \( j_k \) having multiplicity greater than \( 2 \) in \( S_{J_1} \cup S_{J_2} \) also lead to zero contribution in (31) as \( n \to \infty \). Thus we restrict ourselves to the case where the multiplicity of every element in \( S_{J_1} \cup S_{J_2} \) is \( 2 \). Since there exist elements of multiplicity \( 1 \) in both \( S_{J_1} \) and \( S_{J_2} \), independence of the input sequence implies that \( \mathbb{E}[x_{j_1}] = 0 = \mathbb{E}[x_{j_2}] \). Therefore from (31),
\[
\lim_{n \to \infty} \text{Cov}(w_p, w_q) = \lim_{n \to \infty} \frac{1}{n^2} \sum_{i_1, i_2=1}^{n} \sum_{\pi \in \mathcal{P}_2(p+q)} \mathbb{E}[x_{j_1 j_2}] I_{j_1} I_{j_2},
\]
where \( \mathcal{P}_2(p+q) \) is the set of all pair partitions of \( \{1, 2, \ldots, p+q\} \) and \( J_\pi \) is the set of all vectors \((J_1, J_2)\) corresponding to \( \pi \) with \( J_1 \in A_{p,i_1} \) and \( J_2 \in A_{q,i_2} \).

The rest of the proof is done by considering the following cases:

**Case I.** \( i_1 + i_2 = n + 1 \): Consider \( J_1 \in A_{p,i_1}, J_2 \in A_{q,i_2} \). Since \( p \) is odd, there exist a term in \( J_1 \) with multiplicity \( 1 \) in \( S_{J_1} \), whose value would be determined by the other \( p-1 \) terms. Hence the number of terms \((J_1, J_2)\) in \( A_{p,i_1} \times A_{q,i_2} \) such that \( \mathbb{E}[x_{j_1 j_2}] \) is non-zero is of order \( O\left(b_n^{\frac{p+q-2}{2}}\right)\).

Hence, the sum of such terms in (32) is of order \( O\left(\frac{1}{n} \times n \times b_n^{\frac{p+q-2}{2}} \times b_n^{\frac{p+q-2}{2}}\right) = O\left(\frac{1}{n}\right)\).

**Case II.** \( i_1 + i_2 \neq n + 1 \): For a pair-partition \( \pi \in \mathcal{P}_2(p+q) \), consider an associated \( J \) such that \( J = (j_1, J_2, \ldots, j_{p+q}) = (J_1, J_2) \) where \( J_1 = (j_1, j_2, \ldots, j_p) \) and \( J_2 = (j_{p+1}, j_{p+2}, \ldots, j_{p+q}) \); \( J_1 \in A_{p,i_1}, J_2 \in A_{q,i_2} \) and \( \mathbb{E}[x_{j_1 j_2}] \) is non-zero.

**Subcase (i).** \( i_1 \neq i_2 \):
Without loss of generality assume that \( 2i_1 - n - 1 \neq 0 \). Since \( \sum_{i=1}^{p} (-1)^k j_k = 2i_1 - n - 1 \), \( \sum_{i=1}^{p+q} (-1)^k j_k = 2(i_1 + i_2) - 2n - 2 \) and both of the right hand sides are non-zero, there is a loss of two degree of freedom. Thus the sum of such terms in (32) is \( O\left(\frac{1}{n} \times n^2 \times b_n^{\frac{p+q-4}{2}} \times b_n^{\frac{p+q-4}{2}}\right) = O\left(\frac{1}{b_n}\right)\).

**Subcase (ii).** \( i_1 = i_2 \):
By a similar argument, as given in Case I, we get that the order of the summation of such terms in (32) would be \( O\left(\frac{1}{n} \times n \times b_n^{\frac{p+q-2}{2}}\right) = O\left(\frac{1}{n}\right)\).
Hence on combining Case I and Case II, we get that for all odd integers \( p, q \geq 2 \)
\[
\lim_{n \to \infty} \text{Cov}(w_p, w_q) = 0,
\]
which shows \( \text{Var}(w_p) = 0 \) and hence \( u_p \overset{d}{\to} 0 \). This completes the proof of Theorem 3. ■

**Remark 22.** Theorem 3 can also be generalised for odd degree polynomial test functions.
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