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Distributed Global Output-Feedback Control for a Class of Euler–Lagrange Systems
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Abstract—This paper investigates the distributed tracking control problem for a class of Euler–Lagrange multiagent systems when the agents can only measure the positions. In this case, the lack of the separation principle and the strong nonlinearity in unmeasurable states pose severe technical challenges to global output-feedback control design. To overcome these difficulties, a global nonsingular coordinate transformation matrix in the upper triangular form is first proposed such that the nonlinear dynamic model can be partially linearized with respect to the unmeasurable states. And, a new type of velocity observers is designed to estimate the unmeasurable velocities for each system. Then, based on the outputs of the velocity observers, we propose distributed control laws that enable the coordinated tracking control system to achieve uniform global exponential stability. Both theoretical analysis and numerical simulations are presented to validate the effectiveness of the proposed control scheme.

Index Terms—Coordinate transformation, distributed control, Euler–Lagrange systems, global output feedback.

I. INTRODUCTION

Recently, intensive attention has been paid to distributed control for Euler–Lagrange systems due to its broad applications. Several approaches have been proposed to deal with the distributed tracking problem, see, for example, sliding-mode method [1], [2], disturbance observer [3], and extended proportional-integral control scheme [4]. Extension to handle unknown parameter uncertainties can be found in [5], where an adaptive controller is proposed to synchronize nonidentical Euler–Lagrange systems with communication time delays. Later, [6] solves the synchronization problem of networked robotic systems with both the kinematic and dynamic uncertainties using passivity theory. It has also been shown that, under a jointly connected switching network topology, leader-following consensus can be achieved for multiple Euler–Lagrange systems by employing adaptive control [7], in which various reference signals, such as sinusoidal and ramp signals, generated by an exosystem are considered.

In order to relax the restrictive requirement for full state measurements in designing the controllers in the existing results, some efforts on partial state feedback control have been made. To estimate the unmeasurable velocity, observers are constructed by invoking the Immersion and Invariance (I&I) techniques [8]–[10]. Through introducing two extra states, some lower dimensional observer is proposed in [9] in comparison to that in [8], and moreover, the explicit expressions of the observer have been given. In [10], dynamic scaling and high-gain terms have been adopted to perform the Lyapunov stability analysis. Note that the dynamics of the observers relying on I&I techniques are generally high dimensional and complex. In addition, it is required to find a certain attractive and invariant manifold in the extended state space of the plant and the observer, which will likely increase the computational burden.

For multiagent systems, a consensus algorithm using linear observers is first proposed in [11], and, in [12], a distributed control law with time-varying control gains is designed to compensate for the lack of neighbors’ velocity measurements. For the distributed tracking problem, [13] presents a sliding mode observer-based controller to track the leader with constant velocity in finite time. The more challenging problems of tracking a leader with varying velocity have also been investigated in [14]–[16]. When only nominal parameters of Euler–Lagrange systems are available, global asymptotic stability can be ensured using continuous control algorithms with adaptive coupling gains [14]. More generally, in cases when we do not have access to any velocity measurement, it is desirable to coordinate the agents using output-feedback strategies. However, some drawbacks of the available results still exist. For example, tracking errors can only be guaranteed to be uniformly ultimately bounded but not converging to zero [15] and the resulted closed-loop system is only locally but not globally stable under the designed control laws [16]. For some specific class of nonlinear systems, the global output feedback control problem has been investigated recently in [17] and [18], where the cyclic-small-gain approach and distributed internal model have been introduced, respectively, to achieve global convergence. To deal with the leader’s unavailable velocity measurements, distributed observers are designed for second-order agents in [19].
The goal of this paper is to address the problem of distributed global output-feedback tracking for multiple Euler–Lagrange systems modeling a class of two-link revolute robot manipulators. Up to now, there is no known result for such distributed global tracking algorithms due to several technical challenges. The main difficulties in achieving global stability lie in the quadratic nonlinearities and the cross terms of the unmeasurable velocity states derived from the Coriolis and centrifugal torques. To eliminate such quadratic terms, different state transformation methods have been utilized in [20]–[23]. In [20] and [21], the coordinate transformation strategies are first applied to simplify the nonlinear models, and then controllers are proposed for 1 DOF Euler–Lagrange systems and underactuated mechanical systems in their Hamiltonian forms, respectively. It should also be noted that both of the techniques in [22] and [23] pose constraints on the system model, i.e., a class of nonlinear systems that are linear in unmeasured states, globally stabilizable using output feedback [22], and with skew-symmetric Coriolis terms [23]. However, the models of the two-link revolute robot manipulators considered in this paper do not possess any of the properties just mentioned that contribute to the simplification of the system model. So, all of these approaches cannot be directly applied to the robot manipulators discussed in this paper. Inspired by the works [22] and [23], we shall focus on how to partially linearize the dynamics of the robot manipulators through coordinate transformation and state reconstruction. With the help of the model transformation, a distributed velocity observer is proposed, which enables us to implement the output-feedback control for multiple robot manipulators such that the tracking errors uniformly globally exponentially converge to zero.

The rest of the paper is organized as follows. Section II reviews the system dynamics and presents the method on how to partially linearize the nonlinear system through coordinate transformation. In Section III, an observer-based control strategy is proposed based on the partially linearized system. Section IV gives the main result of this work. In Section V, we shall focus on how to partially linearize the reference dynamics. Notations: $|X|$ denotes the determinant of a real square matrix $X$. $\|x\|$ is used to denote the two norm of a vector $x$. $I_n$ represents the identity matrix with dimension $n$, and $\lambda_1$ is the column vector whose components are all one. We use $X_{jk}$ to denote the $(j,k)$th element of matrix $X$. And $\lambda_X$ and $\lambda_{\bar{X}}$ are the largest and smallest eigenvalues of a real symmetric matrix $X$, respectively.

II. PARTIAL LINEARIZATION

In this section, we first briefly introduce the general expression of Euler–Lagrange systems, followed by the specific dynamics of two-link revolute robot manipulators. Then, we present the process removing the cross terms of the velocity states via coordinate transformation.

A. Dynamics of Robot Manipulator

We consider here a group of $n$ mechanical robots, each of which is described by a Euler–Lagrange equation as follows:

$$M_i(q_i)\dot{q}_i + C_i(q_i, \dot{q}_i)\dot{q}_i + G_i(q_i) = \tau_i, \quad i = 1, \ldots, n \quad (1)$$

where $M_i$ is the vector of the generalized coordinates, $M_i(q_i)$ is the symmetric positive-definite inertia matrix, $C_i(q_i, \dot{q}_i)\dot{q}_i$ is the Coriolis and centrifugal torque, $G_i(q_i)$ is the vector of the gravitational torques, and $\tau_i$ is the control torque on robot $i$.

The neighbor relationships between the robots are described by a directed graph $\mathcal{G}$ with the vertex set $\mathcal{V} = \{1, 2, \ldots, n\}$ and the edge set $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$. We use $A = [a_{ij}]_{n \times n}$ to denote the adjacency matrix, where $a_{ij} = 1$ means there is an edge $(j, i)$ between robots $i$ and $j$, and robot $i$ can obtain information from robot $j$, but not vice versa, and $a_{ij} = 0$, otherwise. There is one leader robot and the rest are followers. The interaction relationships among the followers and the leader is denoted by the matrix $B = \text{diag} \{b_1, \ldots, b_n\}$, where $b_i = 1$ if the leader is a neighbor of robot $i$, and $b_i = 0$, otherwise. The Laplacian matrix $L = [l_{ij}]_{n \times n}$ is defined by $l_{ii} = \sum_{j \in \mathcal{N}_i} a_{ij}$ and $l_{ij} = -a_{ij}$, $i \neq j$, where $\mathcal{N}_i$ denotes the set of neighbors of robot $i$.

It is well known that a wide range of mechanical systems can be represented by Euler–Lagrange equations, such as robot manipulators, mobile robots, and rigid bodies. Here, we focus on a class of two-link revolute robot manipulators, whose dynamics are given by (see [24])

$$M_i(q_i) = \begin{bmatrix} O_i(1) + 2O_i(2) \cos(q_i(1)), & O_i(3) + O_i(2) \cos(q_i(2)) \\ O_i(3) + O_i(2) \cos(q_i(2)), & O_i(3) \end{bmatrix}$$

$$C_i(q_i, \dot{q}_i) = \begin{bmatrix} -O_i(2) \sin(q_i(1))\dot{q}_i(2), & -O_i(2) \sin(q_i(2))\dot{q}_i(1) \\ O_i(2) \sin(q_i(1))\dot{q}_i(1), & 0 \end{bmatrix}$$

$$G_i(q_i) = \begin{bmatrix} O_i(4)g \cos(q_i(1)) + O_i(5)g \cos(q_i(1) + q_i(2)) \\ O_i(5)g \cos(q_i(1) + q_i(2)) \end{bmatrix}$$

where $g$ is the acceleration of gravity, $q_i = [q_i(1), q_i(2)]^T$ represents the joint angles of the two links and $O_i = [O_i(1), O_i(2), O_i(3), O_i(4), O_i(5)] = [m_1l_1^2 + m_2(l_1 + l_2)^2 + J_1 + J_2, m_2l_2^2 + J_2, m_1l_1 + m_2l_2, m_2l_2, m_1l_1]$, in which the variables $m_i, l_i$, and $J_i$ are, respectively, used to denote the masses, the lengths, and the moments of inertia of link $i$, and $l_i$ represents the distance from the previous joint to the center of mass of link $i$, $i = 1, 2$. The inertia matrix $M_i(q_i)$ satisfies the following property: for all $q_i \in \mathbb{R}^2$, there exist positive constants $k_m$ and $k_M$, such that $k_m I_2 \leq M_i(q_i) \leq k_M I_2$.

B. Coordinate Transformation

In order to linearize the quadratic velocity terms in $C_i(q_i, \dot{q}_i)\dot{q}_i$, and to simplify the dynamics model, motivated by [23], we introduce the following coordinate transformation

$$z_i = T_i(q_i)\dot{q}_i \quad (2)$$

where $T_i(q_i) \in \mathbb{R}^{2 \times 2}$, a nonsingular matrix with bounded elements to be determined, is constructed as follows:

$$T_i(q_i) = \begin{bmatrix} ^{1}T_{i1} & ^{1}T_{i2} \\ ^{1}T_{i1}^T & ^{1}T_{i2}^T \end{bmatrix} = \begin{bmatrix} ^{1}M_{i1} & ^{1}M_{i2} \\ 0 & ^{1}T_{22} \end{bmatrix} \quad (3)$$

where $^{1}T_{22}$ needs to be determined. Here, instead of fully linearizing the system (1), we aim at partially linearizing the nonlinear mechanical system. Hence, the transformation matrix is chosen to be in its upper triangular form (3), which not only simplifies the system model, but also reduces the computational complexity greatly when solving a set of partial differential equations (PDEs). Considering the system model (1), the dynamics of the new state $z_i$ can be described by

$$\dot{z}_i = \left( T_i(q_i) - T_i(q_i)M_i(q_i)^{-1}C_i(q_i, \dot{q}_i)\dot{q}_i \right) + T_i(q_i)M_i(q_i)^{-1}(\tau_i - G_i(q_i)). \quad (4)$$

Note that the matrix $T_i(q_i)$ is globally nonsingular as long as $^{1}T_{22}$ is not equal to zero. In order to determine $^{1}T_{22}$, substituting (3) into (4)
yields
\[ \dot{z}_i(2) = \frac{\partial T_{22}}{\partial \theta(q_i)} \dot{\theta}(q_i) + \frac{\partial T_{22}}{\partial \dot{q}_i} \dot{q}_i(2) \nonumber \]
\[ - \frac{i T_{22}}{M_i(q_i)} \sin(q_i(2)) \left( i M_1 \dot{q}_1 + i M_2 \dot{q}_2(2) \right)^2 \nonumber \]
\[ + \frac{i T_{22}}{M_i(q_i)} \sin(q_i(2)) \left( i M_2 (i M_2 - i M_1) \dot{q}_2^2 \right) \nonumber \]
\[ + \frac{i T_{22}}{M_i(q_i)} \sin(q_i(2)) \left( i M_1 \dot{q}_1 \right) \nonumber \]
\[ + i T_{22}(M_i^{-1}) \dot{u}_i(1) + i T_{22}(M_i^{-1}) \dot{u}_i(2). \]  

(5)

Here, for the purpose of removing the cross coupling term \( \dot{q}_1(1) \dot{q}_2(2) \) in \( z_i(2) \), we let
\[ \frac{\partial T_{22}}{\partial \theta(q_i)} \dot{\theta}(q_i) + \frac{\partial T_{22}}{\partial \dot{q}_i} \dot{q}_i(2) \nonumber \]
\[ = \frac{i T_{22}}{M_i(q_i)} \sin(q_i(2)) \left( i M_2 (i M_2 - i M_1) \dot{q}_2^2 \right). \]  

(6)

With (6), the dynamics of \( z_i(2) \) reduce to
\[ \dot{z}_i(2) = \frac{i T_{22}}{M_i(q_i)} \sin(q_i(2)) \left( i M_1 \dot{q}_1 + i M_2 \dot{q}_2(2) \right)^2 \nonumber \]
\[ + i T_{22}(M_i^{-1}) \dot{u}_i(1) + i T_{22}(M_i^{-1}) \dot{u}_i(2). \]  

(7)

One can check that one solution to (6) is
\[ i T_{22} = \sqrt{\frac{M_i(q_i)}{i M_1}}. \]  

(8)

So, the globally nonsingular transformation matrix \( T_i(q_i) \) is obtained as follows:
\[ T_i(q_i) = \begin{bmatrix} i M_1 & i M_2 \\ 0 & \sqrt{\frac{M_i(q_i)}{i M_1}} \end{bmatrix}. \]  

(9)

Consequently, the coordinate transformation (2) results in the partially linearized system with the state \([q_i^T, z_i^T]^T\), output \( y_i \), and input \( u_i = \tau_i - G_i(q_i) \)
\[ \begin{align*}
\dot{\theta}(q_i) &= A(q_i) z_i \\
\dot{z}_i &= f(q_i, z_i) + D(q_i) u_i \\
y_i &= q_i 
\end{align*} \]  

(10)

where
\[ A(q_i) = \begin{bmatrix} i M_1 - \sqrt{M_i(M_i(q_i))} \\ 0 \end{bmatrix} \]  
\[ D(q_i) = \begin{bmatrix} 1 \sqrt{M_1(M_i(q_i))} \\ - \sqrt{M_1(M_i(q_i))} \end{bmatrix} \]  

and
\[ f_i(q_i, z_i) = \begin{bmatrix} 0 - \frac{O_i(q_i)}{\sqrt{\frac{M_i(q_i)}{i M_1}}} \dot{q}_i \end{bmatrix}^T. \]

It can be seen that the quadratic cross terms of the unmeasurable velocities have been removed from the system dynamics (10). Moreover, the matrices \( A \) and \( D \) are both independent of the velocity states and bounded. Both of the above properties will facilitate the design of globally stable observers and controllers.

Remark 1: For future reference, denote
\[ \delta_i(q_i(2)) = - \frac{O_i(q_i)}{\sqrt{i M_1(M_i(q_i))}}. \]  

(11)

It follows from the positive definiteness of the inertia matrix \( M_i(q_i) \) that \( i M_1 > 0 \) and \( \lim_{t \to \infty} \int_{0}^{t} M_1(q_i(t)) = O_i(1) - 2O_i(2). \) Since \( M_i(q_i) \) is bounded, we have
\[ \sup_{t} \delta_i(q_i(t)) = \frac{O_i(q_i)}{\sqrt{K_\mu}} (O_i(1) - 2O_i(2))^{2/3} \delta_i > 0. \]  

(12)

Remark 2: The simplification of Euler–Lagrange systems was previously studied in [25] and [26], where the conditions for the existence of the transformation matrix \( T_i(q_i) \) were presented based on the equation \( T_i(q_i) = T_i(q_i)M_i(q_i)^{-1}C_i(q_i, \dot{q}_i) \). However, for a class of Euler–Lagrange systems, such as the robot manipulators we discussed here and unicycle-type mobile robots [23], such a nonsingular matrix solution \( T_i(q_i) \) does not exist. So, in this paper, a wide class of transformation matrices is derived from the relaxed equation, i.e., \( T_i(q_i) = T_i(q_i)M_i(q_i)^{-1}C_i(q_i, \dot{q}_i) \) resulted from (4).

Remark 3: It can be seen that the computation of the nonsingular coordinate transformation matrix (9) relies on the exact knowledge of the inertia parameters. When the parameter uncertainties are taken into account, the construction of robust adaptive controllers needs to be considered based on the parameter linearizability property of Euler–Lagrange systems.

C. Problem Formulation

Consider a group of \( n \) followers modeled by (1), and the leader labeled by 0 with the same dynamics as the followers. Hence, by employing (2), the leader’s dynamics can also be transformed to (10) with the states \( (q_0, z_0) \). The distributed global output-feedback tracking problem is to design local control protocols \( u_i \) using only output information for all the followers, such that all the followers’ states synchronize to the leader’s state globally, i.e., \( \lim_{t \to \infty} q_i(t) - q_0(t) = 0, i = 1, \ldots, n. \)

III. OUTPUT-FEEDBACK TRACKING CONTROL

The purpose of this section is to present an observer-based control law to solve the distributed output-feedback tracking problem. Toward this end, we first design the observers to estimate the unmeasurable velocities.

A. Observer Design

Note that system (10) can be rewritten into the following two subsystems
\[ \begin{align*}
\dot{\theta}(q_i(1)) &= i A_{11} z_i(1) + i A_{12} z_i(2) \\
\dot{z}_i(1) &= u_i(1) \\
\dot{q}_i(2) &= i A_{22} z_i(2) \\
\dot{z}_i(2) &= \delta_i \dot{z}_i(1)^2 + i D_{21} u_i(1) + i D_{22} u_i(2).
\end{align*} \]  

(13)

(14)

It can be observed from (13) that the dynamics of \( q_i(1) \), incorporate the state \( z_i(2) \) of the second subsystem. Similarly, the dynamics of \( z_i(2) \) also depend on the state \( z_i(1) \) of the first subsystem in (14). This implies that when we design the velocity observers for both of the subsystems, the convergence analysis of the observation errors for each subsystem is still related to each other, which makes it challenging to design globally stable observers. To handle this problem, motivated by [26], we aim at fully decoupling the subsystems by constructing the new
The main result of this paper is given below.

**Theorem 1:** Under Assumptions 1 and 2, the system (16) transformed from the mechanical system (1) in closed loop with the observer-based controllers given by (30), then, the origin of the closed-loop system is UGES for the control gains satisfying (31) and any positive observer gains \(k_{a1}, k_{a2}, k_{c1}, k_{c2}, k_{c3}\) are positive numbers satisfying

\[
\begin{align*}
\frac{3k_{c2}}{2} & \geq 0, \\
\frac{k_{c3}}{k_{a3}} & > 0,
\end{align*}
\]

where the real symmetric matrices \(P\) and \(Q\) are defined in (24) and (25), respectively.

**IV. MAIN RESULTS**

The main result of this paper is given below.

**Theorem 1:** Under Assumptions 1 and 2, consider the system (16) transformed from the mechanical system (1) in closed loop with the observer-based controllers given by (30). Then, the origin of the closed-loop system is UGES for the control gains satisfying (31) and any positive observer gains \(k_{a1}, k_{a2}, k_{c1}, k_{c2}, k_{c3}\) are positive numbers satisfying

\[
\begin{align*}
\frac{3k_{c2}}{2} & \geq 0, \\
\frac{k_{c3}}{k_{a3}} & > 0,
\end{align*}
\]

where the real symmetric matrices \(P\) and \(Q\) are defined in (24) and (25), respectively.

**Proof of Theorem 1:** The Lyapunov function candidate is chosen as

\[
V_c = \frac{1}{2} s^T (P \otimes I_2) s + \frac{\varpi}{2} x_T x_r
\]

\[
= \frac{1}{2} \begin{bmatrix} x_r & 0 \end{bmatrix} \begin{bmatrix} P & 0 \\ 0 & \varpi \bar{I}_n \end{bmatrix} \begin{bmatrix} x_r \\ 0 \end{bmatrix}
\]

\[
= \frac{1}{2} \begin{bmatrix} \frac{\varpi}{2} \bar{P} y \end{bmatrix}
\]

where \(y \triangleq [s^T, x_T]^T\), and \(\varpi\) is a positive scalar satisfying \(\varpi > k^2 \bar{K}_p / 2(\kappa - 1)\). It is straightforward to check that matrix \(\bar{P}\) is positive definite and

\[
\frac{\lambda P}{2} \|y\|^2 \leq V_c(y) \leq \frac{\lambda P}{2} \|y\|^2.
\]
The generalized derivative of \( V \) (see [31, Remark 3.7]) is given by
\[
\dot{V}_c = s^T (P \otimes I_2) ((L + B) \otimes I_2)(\hat{z} - (1_n \otimes \hat{z}_0)) + \kappa z - \kappa (1_n \otimes \hat{z}_0) + \varepsilon x^T (s - \kappa x_r - \hat{z}_r)
\]
where \( \hat{z}_r = ((L + B) \otimes I_2) \hat{z} \). Note that from (17) and (20), we know
\[
\hat{z} = -k_{c,2} \hat{x} + f(q, \hat{z}) + D(q)u.
\]
(35)
Also, the control input (30) can be written in its stacked form as
\[
u = D(q)^{-1} (k_{c,1} \hat{x} - k_{c,2} s - k_{c,3} \text{sign}(s) - f(q, \hat{z}))
\]
(36)
where \( D(q)^{-1} = \text{blockdiag} (D_1^{-1}, \ldots, D_n^{-1}) \in \mathbb{R}^{2n \times 2n} \) and \( \text{sign}(s) = [\text{sign}(s_1), \ldots, \text{sign}(s_n)]^T \in \mathbb{R}^{2n} \). Substituting (35) and (36) into (34), we get
\[
\dot{V}_c = -k_{c,2} s^T (P \otimes I_2) - s - \varepsilon x^T (s - \kappa x_r - \hat{z}_r) - k_{c,3} s^T (PB \otimes I_2) \text{sign}(s) + s^T (PB \otimes I_2)(1_n \otimes \hat{z}_0)
\]
where Lemma 1 and the equality that \((L \otimes I_2)(1_n \otimes \hat{z}_0) = 0\) have been used.

Note that
\[
z - \hat{z} = -z = -((L + B) \otimes I_2)^{-1} \hat{z}_r
\]
and
\[
\hat{z} - 1_n \otimes \hat{z}_0 = ((L + B) \otimes I_2)^{-1} \hat{z}_r - ((L + B) \otimes I_2)^{-1} (s - \kappa x_r).
\]
(38)
Then, substituting (38) and (39) into (37) yields
\[
\dot{V}_c = -k_{c,2} s^T (P \otimes I_2) s - \varepsilon x^T x_r - k_{c,3} s^T (PB \otimes I_2) \text{sign}(s) + s^T (PB \otimes I_2)(1_n \otimes \hat{z}_0).
\]
(39)
Therefore
\[
\dot{V}_c = -k_{c,2} s^T (P \otimes I_2) s - \varepsilon x^T (s - \kappa x_r - \hat{z}_r) - k_{c,3} s^T (PB \otimes I_2) \text{sign}(s) + s^T (PB \otimes I_2)(1_n \otimes \hat{z}_0).
\]
(40)
From Lemma 2, we know matrix \( Q \) and \( P \) are positive definite. Then, it follows
\[
\dot{V}_c \leq -\frac{k_{c,2}}{2} \| x \|^2 - \varepsilon \kappa \| x \|^2 + k_{c,3} \| s \|^2
\]
(41)
(42)
where \( \alpha_1, \alpha_2, \alpha_3, \alpha_4 \) are given by
\[
\alpha_1 = \frac{1}{2}(k_{c,1} \sqrt{\beta} - \sqrt{\kappa} \sqrt{\beta} - \varepsilon - k_{c,1} - k_{c,2}) \sqrt{\kappa} \sqrt{\beta}
\]
\[
\alpha_2 = \varepsilon \kappa - \varepsilon \kappa - \frac{k_{c,3}}{2} \| s \|^2
\]
\[
\alpha_3 = \frac{k_{c,3} \kappa}{2} + \frac{\varepsilon}{2}
\]
\[
\alpha_4 = \frac{k_{c,3} \kappa}{2} \sqrt{\kappa} \sqrt{\beta}
\]
(43)
\( \sqrt{\kappa} \) represents the largest singular value of matrix \( X \), and here we have used the facts that \( s^T (PB \otimes I_2) \text{sign}(s) \geq 0 \) and \( \| s \|_1 \geq \| s \|_2 \). Under the condition (31) and the constraint for \( \varepsilon \) in (32), the parameters \( \alpha_i > 0, i = 1, \ldots, 4 \). Hence, \( V_c \) satisfies
\[
\dot{V}_c \leq -\min \{ \alpha_1, \alpha_2 \} \| y \|^2 + \alpha_3 \| z \|^2 + \alpha_4 \| \hat{z} \|^2.
\]
(44)
Combining (33) and (44), we get
\[
\dot{V}_c(y) \leq -\frac{2 \min \{ \alpha_1, \alpha_2 \}}{\kappa} V_c(y) + \alpha_3 \| z \|^2 + \alpha_4 \| \hat{z} \|^2.
\]
(45)
Recall that \( \| z \|^2 \) and \( \| \hat{z} \|^2 \) converge to zero exponentially from Section III-A, so does \( \| \hat{z} \| \) due to the fact that \( \hat{z}_r = ((L + B) \otimes I_2) \hat{z} \). Then from the Converse Theorem [32], there exist a function \( V_c(t, \hat{z}, \hat{x}) \) that satisfies the inequalities
\[
\dot{V}_c \leq -\beta (\| \hat{z} \|^2 + \| \hat{x} \|^2)
\]
where \( \beta \) is a positive constant. Then, we choose the overall Lyapunov function candidate as
\[
V = V_c + g \dot{V}_c.
\]
(47)
where \( g \) is a positive constant satisfying \( g > \max \{ 2 \kappa, \frac{\varepsilon}{\kappa} \} \). For simplicity, we use \( \alpha \leq 2 \min \{ \alpha_1, \alpha_2 \} / \kappa. \) Taking the time derivative of both sides of (47), and combining (45) and (46), we have
\[
\dot{V} \leq -\beta \dot{V}_c - \max \{ (\beta - \alpha_1), (\beta - \alpha_1) \} (\| z \|^2 + \| \hat{x} \|^2).
\]
(48)
Denoting \( \beta = \max \{ (\beta - \alpha_1), (\beta - \alpha_1) \} \), one has
\[
\dot{V} \leq \begin{cases} -\beta \dot{V}_c, & \text{if } \beta \geq \alpha_1 \\ -\frac{1}{2} \dot{V}_c - (\alpha - \frac{\varepsilon}{\kappa}) \dot{V}_c, & \text{if } \beta < \alpha_1. \end{cases}
\]
(49)
Consequently, we get
\[
\dot{V} \leq -\min \{ \alpha, \beta \} \dot{V}_c.
\]
(50)
It then follows from [32, Th. 4.10] that \( [s^T, x_r^T] = 0 \) is UGES, which implies \( x_r \) and \( z_r \) converge to 0 according to the definitions (27) and
Fig. 1. Interaction topology, where agent 0 is the leader.

Fig. 2. Position tracking errors for each agent.

Fig. 3. Velocity tracking errors for each agent.

Fig. 4. Velocity observation errors for each agent.

By invoking [1, Th. 4] and \( \lim_{t \to \infty} \hat{z} = z \), we know \( \hat{z}_i \) and \( x_i \), respectively, converge to \( z_0 \) and \( x_0 \) in the sense of uniform global exponential stability. This implies \( q_i(t) \) exponentially globally converges to \( q_0(t) \) due to the same integrand in definition (15).

Till now, it has been proved that the observation errors uniformly globally exponentially converge to zero for any positive observer gains \( k_{o,1} \) and \( k_{o,2} \), and the origin of the closed-loop system is UGES for the control gains satisfying (31). In addition, the global convergence of the tracking errors can still be guaranteed if the observer states \((\hat{x}, \hat{z})\) are replaced by the real states \((x, z)\) in controller (30). These imply that the observer and the controller can be designed separately, namely the separation principle holds.

Remark 4: In comparison with the \( I \& I \) technique reported in [8]–[10], our proposed approach can reduce the complexity of the observer and the distributed controller design. Moreover, the theoretical analysis can also be more easily carried out based on the resulted partially linearized cascaded system. The method to partially linearize the class of Euler–Lagrange system can be applied to deal with the systems of \( n \) DOFs, \( n > 2 \), by setting the transformation matrix in a particular upper triangular form. However, to solve a set of PDEs with high order is a challenging, yet interesting issue for future research.

Remark 5: To eliminate the chattering behavior caused by the signum function, in practice, various continuous functions such as the hyperbolic tangent function and the saturation function [33] have been employed to approximate the discontinuous signum function. Although the damage exerted on the actuator caused by discontinuity could be avoided, the states of the closed-loop system might only be stabilized within a bounded neighborhood of the equilibrium, instead of converging to the equilibrium.

V. SIMULATIONS

To validate the theoretical results derived in the preceding sections, we shall consider four robot manipulators modeled by (1), with the physical parameters taken from [11] as \([m_1, m_2, l_1, l_2, l_{c,1}, l_{c,2}, J_1, J_2, g] = [0.5, 0.4, 0.4, 0.3, 0.2, 0.15, 0.0067, 0.003, 9.8] \). The communication topology among the four followers and the leader is represented by Fig. 1.

The initial values of \( x_i(t) \) and \( \dot{z}_i(t) \), \( i = 1, \ldots, 4 \), are set as \( 3 \ast \text{rands}(2,1) \) and \([0, 0]^T \), respectively, and the leader’s trajectory is \([2 \ast t, \sin(t)]^T \), satisfying Assumption 1. The following parameters are used in the simulation. Observer parameters: \( k_{o,1} = 3, k_{o,2} = 5 \), control gains: \( k_{c,1} = 5, k_{c,2} = 6, k_{c,3} = 3 \). By employing the distributed control laws (30), the numerical simulation results are shown in Figs. 2 and 4. It can be seen from Figs. 2 and 3 that the tracking errors for each event converge to zero. Fig. 4 indicates that each agent can precisely observe the unmeasurable velocities using the proposed observer (17) and (20).

VI. CONCLUSION

In this paper, for a class of Euler–Lagrange systems that cannot be fully linearized by output-feedback, we have constructed a non-singular coordinate transformation matrix to partially linearize the nonlinear systems. Then, observers have been designed to overcome the unavailability of the velocity measurements. We have also proposed observer-based control laws by output-feedback such that the followers uniformly globally exponentially track the leader. It should be noted that the system discussed here is fully actuated. Future research directions may include distributed global output-feedback control for a class of underactuated Euler–Lagrange systems, such as
nonholonomic wheeled mobile robots studied in [23]. We are also interested in distributed observerless global output-feedback control for Euler–Lagrange systems with parameter uncertainties reported recently in [34].
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