Teaching keyword spotters to spot new keywords with limited examples
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Abstract

Learning to recognize new keywords with just a few examples is essential for personalizing keyword spotting (KWS) models to a user’s choice of keywords. However, modern KWS models are typically trained on large datasets and restricted to a small vocabulary of keywords, limiting their transferability to a broad range of unseen keywords. Towards easily customizable KWS models, we present KeySEM (Keyword Speech EMbedding), a speech embedding model pre-trained on the task of recognizing a large number of keywords. Speech representations offered by KeySEM are highly effective for learning new keywords from a limited number of examples. Comparisons with a diverse range of related work across several datasets show that our method achieves consistently superior performance with fewer training examples. Although KeySEM was pre-trained only on English utterances, the performance gains also extend to datasets from four other languages indicating that KeySEM learns useful representations well aligned with the task of keyword spotting. Finally, we demonstrate KeySEM’s ability to learn new keywords sequentially without requiring to re-train on previously learned keywords. Our experimental observations suggest that KeySEM is well suited to on-device environments where post-deployment learning and ease of customization are often desirable.

Index Terms: Spoken Term Detection, Keyword Spotting, Wakeword Recognition, Hotword Recognition, Speech Embeddings

1. Introduction

Keyword spotting (KWS) also known as spoken term detection or Keyphrase / Wakeword / Hotword recognition is a task of identifying whether a speech segment contains an utterance of a target keyword. It is typically formulated as a task of classifying short speech segments into one of the pre-defined keywords. Recent advances in neural architectures for on-device, low-footprint KWS models [1][2][3][4] have made their deployment possible in various commercial products such as Google Home, Apple HomePod, and Amazon Echo. KWS models are typically trained on thousands of hours of in-house datasets [3], often restricted to examples from a very particular set of keywords, limiting their transferability to a larger domain of unseen keywords. However, there has been a rising focus towards on-device personalization of speech recognition technology [5][6][7]. Enabling keyword spotters to learn from just a few examples would allow easy registration of user-specified keywords on personal devices.

Towards this goal, we present KeySEM, a speech embedding model which allows for more accurate KWS models to be learned from fewer training examples. KeySEM maps short spans of speech utterances to fixed dimensional vectors (embeddings). KeySEM is pre-trained on a classification task of recognizing 15K different keywords extracted from the LibriSpeech corpus [8]. We show that pre-training KeySEM to simultaneously discriminate across a wide range of 15K keywords for classification allows it to learn more discriminative representations of speech segments. In comparison to recent self-supervised pre-training methods for learning general purpose speech representations [9][10], our supervised pre-training method is directly aligned with the task of keyword spotting. We conduct extensive comparisons between our method and the multi-task supervised pre-training method of Lin et al. [2], where each classification head learns to discriminate across just 40 keywords. Despite using three orders of magnitude less data than Lin et al. [2] during pre-training, we achieve superior performance on several downstream KWS datasets, suggesting that our pre-training method offers better representations by exploiting a much larger vocabulary of keywords.

Section 3 describes the architecture of KeySEM and the pre-training details. Section 4 describes our experiments on datasets spanning English and four other languages (Japanese, Portuguese, Polish and Esperanto). Compared to recent KWS models, utilizing KeySEM offers up to 61% absolute improvements in accuracy, being particularly effective when training data is limited. Interestingly, even though we pre-train KeySEM only on English speech, performance gains are also observed on datasets from the four other languages, suggesting that representations learned while pre-training KeySEM generalize well for the task of keyword spotting.

2. Related Work

KWS Models: Keyword spotting is generally formulated as a task of classifying fixed length speech segments into a known vocabulary of keywords. Modern KWS models [1][4][11][12][13][14][15][16] are often based on neural network classifiers with audio features like Mel-frequency Cepstral Coefficients, extracted from the speech signal as input. Sainath and Parada [1] were among the first to explore CNNs for KWS under memory and compute constrained settings. More recent work by Rybakov et al. [17] provides us with an extensive comparison of a diverse range of KWS architectures.

KWS with limited data: Neural network based models require thousands of training examples per keyword to learn useful KWS models. To address this problem, researchers have tried several approaches, including initializing a part of KWS models with weights of an ASR model [18], data-augmentation [3], meta-learning [19], few-shot learning [20] and multitask learning [2]. Gao et al. [3] propose data augmentation techniques such as the addition of reverberation and noise to simulate far-field speech. SpecAugment [21] is another common data-augmentation technique used in various KWS models [11][17]. Chen et al. [19] extend the few-shot meta-learning framework MAML [22] to KWS. Parnami and Lee [20] explore proto-
typical networks \[23\] to learn speech embeddings for improved few-shot transfer. Bluche and Gisselbrecht \[13\] propose a few-shot learning method for adaptation to new keywords. However, they assume access to a grapheme-to-phoneme lexicon, making their approach language-dependent and challenging to extend to low-resource languages where the required lexicons may not be readily available. In contrast, our method does not assume access to such resources and works well even for the languages unseen during the pre-training phase.

The most similar method to our work is that of Lin et al. \[2\], where a speech embedding model is learned from 111K hours of speech extracted from YouTube. Their embedding model is pre-trained in a multitask learning setup where it is shared across 125 keyword spotters, each with a different keyword vocabulary of size 40. In contrast, our embedding model is pre-trained on a single task of classifying speech segments into a much larger vocabulary of 15K keywords, thereby learning more discriminative features useful for recognizing keyword utterances. Our embedding model offers significantly better downstream performance across several datasets despite using three orders of magnitude less data during pre-training.

3. Our Method

\subsection*{3.1. Architecture details}

The embedding model \(F_\theta\) uses a CNN based architecture similar to \[2\]. It assumes a 2s long speech segment as input which is converted to 40 dimensional log-mel features obtained using window size of 25 ms and a step size of 10 ms covering the frequency range from 60 Hz to 7800 Hz. The log-mel features are then passed to the CNN architecture which consists of 6 convolutional blocks. The first five convolutional blocks each consist of 5 layers: 4 alternating a 1x3 and 3x1 convolutions, followed by a maxpool layer. After the fifth block the frequency dimension becomes 1. The final block comprises two consecutive layers each composed of a 5x1 convolution and an average-pool layer. Starting with 24 channels in the first block, we increase the number of channels by 24 in each new block until a maximum of 96 is reached. Ultimately, the embedding model maps 2s long speech segments to 96-dimensional feature vectors. We refer the reader to Figure 1 in \[2\] for a view of the embedding model’s architecture.

\subsection*{3.2. Dataset extraction}

Pre-training KeySEM requires keyword utterances from a large representative vocabulary \(V\). The publicly available LibriSpeech corpus \[8\], together with community created forced-alignments \[24, 26\], provide us with many easily extractable keywords. As keywords, we use \(n\)-grams (\(n <= 5\)) that are at least 10 characters long and have at least 10 occurrences in the train split of LibriSpeech corpus, giving us over 15.2K different keywords. The extracted keyword utterances constitute 250hrs of speech. Keyword utterances in the dev split of LibriSpeech serve as the dev set during pre-training.

Prior datasets used for benchmarking KWS models’ performance involve only a small number of keywords (often less than 20). To evaluate KWS models on a broader range of unseen keywords, we hold out 150 keywords with at least 100 occurrences and their associated utterances from the pre-training dataset. In Section 4.1 we report the performance of various models on this held out dataset, which we refer to as LibriKWS.

4. Experiments

Our experiments on three datasets spanning five languages show that KeySEM helps tremendously when training data is limited, even for the languages not seen by KeySEM during pre-training. This section provides a brief description of the datasets followed by the experimental results. We plan to release the datasets and pre-trained models.

\subsection*{4.1. Datasets}

\textbf{Google Speech Commands (V2)} \[27\] is commonly used for benchmarking KWS models. It consists of utterances for 35 different words like \{Up, Down, Left, Right, \ldots\}. 25 of these words are grouped into a single category representing the negative class. We use the default train, dev, and test splits as available on the tensorflow website \[28\], consisting of 85.5K, 10.1K and 4.9K utterances respectively.
Figure 1: PCA projections of embeddings obtained from (a) KeySEM, (b) Lin et al. [2], and (c) TRILL for utterances of “good morning”, “tried to speak”, “trying to keep”, and “right angles”. Note: Embedding models were NOT trained on these keywords.

LibriKWS: As described in Section 3.2, LibriKWS contains utterances for the 150 keywords not used to pre-train KeySEM. We use 90 examples per keyword for the train split and 10 examples per keyword for the dev split. For evaluation, we construct a ‘test-clean’ set by pooling utterances extracted from the ‘test-clean’ and ‘dev-clean’ splits of LibriSpeech. Similarly, a ‘test-other’ set is constructed by pooling utterances extracted from the ‘test-other’ and ‘dev-other’ splits. The ‘test-other’ split is expected to be more challenging than ‘test-clean’. The design of the original LibriSpeech dataset [8] ensures zero speaker overlap across between the train and test splits. To the best of our knowledge, no open-source KWS dataset provides more target classes than LibriKWS.

Common Voice [29]: To evaluate the effectiveness of KeySEM on non-English keywords, we use the single word spoken digit recognition dataset for four languages, including Japanese (ja), Esperanto (eo), Polish (pl), and Portuguese (pt). The number of target keywords varies between 12 and 14. We use the default train, test, and dev splits consisting an average of 335, 311, and 306 utterances respectively.

To facilitate comparisons with prior work and given no severe class imbalances in the test sets, we report accuracy as a performance metric.

4.2. Results

Overall Comparisons: Table 1 presents our method’s overall comparisons with recent KWS models after training each model on the entire training set of the respective datasets. Our comparisons include MatchBoxNet [11] composed of convolutional layers with residual connections, with roughly 85K weights. MHAtt-RNN represents the most accurate model from [17] with roughly 765K weights, composed of multi-head attention layers [30] followed by an RNN layer. For MatchBoxNet and MHAtt-RNN, we use the implementation provided by [17] [31]. MTLEmb refers to KWS models using convolutional heads on top of the speech embedding model described in [2], with roughly 400K weights in the embedding model and 50K weights in the convolutional head. KeySEM has roughly 410K weights and requires just 96 additional weights per keyword in the linear classification layer. We experiment with fixing (fix) and finetuning (FT) the weights of the embedding models during training. KeySEM (rand) refers to the KWS model obtained by training a randomly initialized KeySEM architecture from scratch. We observe that utilizing a pre-trained KeySEM provides the best results across all the datasets. Keeping KeySEM’s weights fixed while training KWS models also yields competitive results and requires only 96 trainable parameters per keyword. Since the train-split of LibriKWS contains only 90 examples per keyword, fixing KeySEM’s weights also helps avoid over-fitting and yields superior results than finetuning the entire model.

Limited data experiments: Table 2 reports the performance of various KWS models when trained on just 5 randomly selected examples per keyword. For the Speech Commands dataset, we retain 15 training examples for the negative class. Models like Matchbox and MHAtt-RNN utilize SpecAugment [21] for data augmentation to overcome data scarcity and overfitting. From Table 2 we observe that utilizing pre-trained embedding models like Lin et al. [2] or KeySEM with fixed weights provides consistent gains over fine-tuning or training the models from scratch using data augmentation techniques. KeySEM offers absolute gains between 7% to 61% over Lin et al. [2]’s method (MTLEmb). Surprisingly, the gains offered by KeySEM also extend well to datasets from four other languages, including Japanese (ja), Esperanto (eo), Polish (pl), and Portuguese (pt), even though KeySEM is pre-trained only on English utterances. Figure 2 provides a closer comparison between KeySEM and MTLEmb. Along the x-axis, we increase the number of training examples per keyword and report the test accuracy on the y-axis for the Speech Commands dataset. With less than 10 training examples per keyword, training with KeySEM’s weights held fixed offers superior performance over other methods. The performance difference across various methods diminishes with increasing amounts of training data. For 1000 examples per keyword, fine-tuning the entire KeySEM offers the highest accuracy of 97.5%.

| Method     | SC LK-c | LK-o | ja | eo | pl | pt |
|------------|---------|------|----|----|----|----|
| Matchbox   | 98.0    | 97.3 | 89.8 | 76.0 | 88.5 | 85.0 | 84.3 |
| MHAtt-RNN  | 98.0    | 99.7 | 95.3 | 86.0 | 87.0 | 87.3 | 79.3 |
| MTLEmb (fix) | 96.6 | 95.1 | 87.2 | 86.7 | 87.4 | 89.5 | 82.6 |
| MTLEmb (FT) | 97.7   | 94.9 | 88.1 | 75.0 | 79.6 | 74.2 | 72.1 |
| KeySEM (rand) | 97.2   | 93.6 | 78.1 | 93.2 | 84.1 | 85.4 | 78.3 |
| KeySEM (fix) | 93.9  | 99.8 | 97.8 | 92.3 | 91.2 | 90.3 | 82.4 |
| KeySEM (FT) | 98.2   | 97.8 | 93.2 | 92.9 | 89.1 | 90.3 | 84.7 |
We use the Speech Commands dataset to explore the ability of getting of previously learned classes \[32, 33\]. In this section, classes sequentially has been shown to cause catastrophic for- 

We have observed that simply training linear classifiers with varying number of training examples, which indicates that their embedding model is pre-trained to work best with convolutional heads. Training a linear layer that requires only 96 trainable parameters per key-

We propose KeySEM, a speech embedding model pre-trained to avoid catastrophic forgetting. We defer exploration of methods like \[2\] [33] to avoid catastrophic forgetting. We defer exploration of methods like \[2\] [33] in the context of KWS to future work.

5. Conclusion

We propose KeySEM, a speech embedding model pre-trained to recognize utterances of a large number of keywords. Learning to discriminate across a wide range of keywords during pre-training allows KeySEM to offer features helpful for the task of Keyword Spotting. On datasets spanning five different languages, KeySEM offers consistent performance gains over several recent methods. When training data is limited, KeySEM achieves superior performance over other methods by training only a linear classifier’s parameters. Finally, considering post-deployment learning in on-device environments, we demonstrate KeySEM’s effectiveness in learning from a stream of data where examples for new classes arrive sequentially.

Table 2: Comparing accuracies of various KWS models on the Speech Commands test set (SC), test-clean (LK-c) and test-other (LK-o) splits of LibriKWS, and the test splits of four selected languages in the Common Voice dataset. **Note:** Models were trained using only 5 randomly chosen examples per keyword from the respective train sets.

| Method         | SC   | LK-c | LK-o | ja  | ee  | pt  | PL  |
|----------------|------|------|------|-----|-----|-----|-----|
| Matchbox       | 45.3 | 3.0  | 2.8  | 48.9| 60.5| 58.3| 36.3|
| MHA-RNN (fixx) | 48.2 | 27.3 | 12.8 | 35.0| 62.5| 68.0| 53.0|
| MTLEmb (FT)    | 79.1 | 43.9 | 33.1 | 76.5| 74.5| 76.3| 71.3|
| MTLEmb (fix)   | 46.8 | 30.1 | 21.4 | 41.3| 48.0| 43.8| 37.6|
| KeySEM (fix)   | 86.5 | 98.5 | 94.2 | 96.2| 97.4| 96.3| 89.3|
| KeySEM (FT)    | 75.5 | 62.7 | 54.4 | 82.1| 92.0| 83.9| 75.3|

Figure 2: Performance comparison between KeySEM and MTLEmb based KWS models on Speech Commands dataset with varying number of training examples per keyword.

Although Lin et al. \[2\] utilize three orders of magnitude more data during pre-training, the two main reasons behind super-

Performance comparison between KeySEM and MTLEmb based KWS models on Speech Commands dataset.

Figure 3: Learning new keywords sequentially.

KeySEM to learn new keywords sequentially. We begin with learning a sigmoid classifier to distinguish between the utter-

Figure 3: Learning new keywords sequentially.
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