Selective molecular transport in thermo-responsive polymer membranes: role of nanoscale hydration and fluctuations
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For a wide range of modern soft functional materials the selective transport of sub-nanometer-sized molecules (‘penetrants’) through a stimuli-responsive polymeric membrane is key to the desired function. In this study, we investigate the diffusion properties of penetrants ranging from non-polar to polar molecules and ions in a matrix of collapsed Poly(N-isopropylacrylamide) (PNIPAM) polymers in water by means of extensive molecular dynamics simulations. We find that the water distributes heterogeneously in fractal-like cluster structures embedded in the nanometer-sized voids of the polymer matrix. The nano-clustered water acts as an important player in the penetrant diffusion, which proceeds via a hopping mechanism through ‘wet’ transition states: the penetrants hop from one void to another via transient water channels opened by rare but decisive polymer fluctuations. The diffusivities of the studied penetrants extend over almost five orders of magnitude and thus enable a formulation of an analytical scaling relation with a clear non-Stokesian, exponential dependence of the diffusion coefficient on the penetrant’s radius for the uncharged penetrants. Charged penetrants (ions) behave differently as they get captured in large isolated water clusters. Finally, we find large energetic activation barriers for hopping, which significantly depend on the hydration state and thereby challenge available transport theories.
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Thermo-responsive polymer systems, typically realized as polymeric liquids, networks, or hydrogels in solutions, have become integral components in the engineering of soft functional materials. Their attractiveness stems primarily from their responsive behavior, high water content, and rubbery nature, being similar to biological tissue [1]. These versatile and useful features triggered many applications in material science, spanning from drug delivery [1–5], catalysis [6–8], biosensing [5, 9], thin-film techniques [5], as well as in environmental science [10], including nanofiltration [11], water purification, and desalination applications [12, 13]. One of the most commonly studied responsive polymer is poly(N-isopropylacrylamide) (PNIPAM), which exhibits its volume transition in water close to the human body temperature [14–16]. As a versatile model component, it has been prototypical for many developments of soft responsive materials [2, 17, 18].

In most of the above mentioned applications, the selective diffusive transport of small solutes (penetrants) through the polymer matrix is key to the desired function. For instance, in nanocarrier particles, the permeability of the polymer shell plays a crucial role in uptake and release rates of functional penetrants [2]. In particular, hydrogels can be used to release small ligands and drugs in a controlled way over time, or as a response to a local chemical or physical stimulus [19, 20]. In desalination, selective salt flux and permeability is key to be optimized, which strongly couples to water permeability of the polymer membrane [13]. Other examples include responsive ‘nanoreactors’ [8, 17, 21, 22], where a responsive hydrogel shell around the catalysts is used to tune the reactor’s selective permeability of reactants and by that the reaction rate [23, 24].

Due to its fundamental importance, the study of the penetrant transport through polymer meshes and gels has a long history. While the diffusion in swollen (dilute or semi-dilute) polymer regimes has been tackled successfully by a large body of different theories [25, 26], a much more challenging problem represents the diffusion in collapsed, highly
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concentrated polymers, such as melts, glasses, and gels. Indeed, due to material-specific complexity on nanoscales, such as specific solute–polymer interactions in aqueous solution \([27,36]\), the full understanding of the problem demands insights by rigorous atomistic modeling. Pioneering simulations since the early ’90s \([37,38]\) have shown that transport in a restricting dense polymer matrix can intrinsically differ from those in liquids and dilute systems. In fact, the diffusion of low-mass particles follows a hopping motion \([39,40]\), where the penetrant is constrained within a microscopic cavity for most of the time and only occasionally hops into a neighboring cavity through a transient void that opens between the chains \([41,47,48]\). Despite the aforementioned insights, the long-time diffusivity in dense, atom-resolved polymer models is often so low that its characterization poses a serious challenge for atomistic simulations even nowadays \([49]\). Hence, most useful insight on scalings (e.g., the diffusion versus temperature or solute size) have become just recently available from still quite coarse-grained simulations without solvent \([50,51]\) and generic statistical mechanics theories on activated hopping \([52,53]\). Hence, molecular insights into penetrant diffusion in concentrated polymers including chemical specificity and in particular the influence of hydration have been very scarce. What is of particular concern in responsive polymer solutions or hydrogels is that the hydration state and polymer packing fraction are temperature dependent. As such, temperature interpolates between very wet swollen and much less hydrated collapsed states of the polymer, and it is unclear what role the water plays in the particular regimes. Is there sufficient water such that diffusion is simply Stokes-like as in a homogeneous fluid around obstructions \([26,27]\)? Or is the diffusion dominated by hopping and the structural rearrangements of polymer segments as in the statistical mechanics pictures of very dense and ‘dry’ polymer melts \([52,53]\)? If so, does water contribute to the temperature dependence and activation (free) energies of diffusion, and how?

Experiments indicate that the distribution of water in dense polymers may be highly non-trivial and may crucially contribute to transport and thermodynamic properties of penetrant molecules \([54]\). For instance, it has been indicated that, depending on the polarity of the host polymer matrix, water can either be uniformly distributed \([55]\) or tend to cluster \([56]\). The existence of disconnected water clusters in collapsed PNIPAM gels was also revealed by dielectric dispersion spectroscopy \([57]\). Apart from these and other fragmented experimental facts, a bigger picture of the interplay between the polymers, water, and diffusing particles is still missing and is difficult to obtain from experiments. Namely, most experimental techniques average over the behavior of a large number of molecules, and thus can elucidate only particular facets of the entire problem. On the contrary, detailed and trustworthy atomistic simulations can offer at least qualitative insights of a broader picture, which we pursue in this work.

In this work, we employ for the first time extensive molecular dynamics simulations to examine the diffusion of small and medium-sized penetrant molecules of various kinds in a collapsed thermo-responsive PNIPAM polymer in water above its lower critical solution temperature (LCST). We first analyze sorbed water content in the collapsed polymer and its structure. After that we focus on diffusion of selected penetrant molecules in the polymer at different temperatures and water contents. The resulting diffusivities span almost over five orders of magnitude and hence enable us to extract reliable scaling laws to be compared to previous work. Here, sorbed nano-clustered water and matrix fluctuations play an important role in the diffusion by creating pathways for penetrant molecules. We finally analyze the hopping diffusion mechanisms in terms of energy barriers in relation to solute size and hydration state of the polymer.

**RESULTS AND DISCUSSIONS**

**Water content in the collapsed phase.** To set up a system of collapsed PNIPAM polymers (20 monomer-long atactic chains) above the LCST with the same chemical potential of water in as in bulk water, we first construct a system with two distinct phases \([55,64]\): a collapsed amorphous polymer phase in one part of the box, forming a membrane, and a polymer-free water reservoir in the other, as shown in Figure 1a. We use a novel, recently introduced, OPLS-based force field \([62]\) for the PNIPAM polymers, which better captures the thermoresponsiveness than the standard OPLS-AA \([58]\). The simulation details and equilibration procedures are described in the Methods section.

Figure 1b shows equilibrated mass density profiles of water (blue shades) and the polymer (orange shades) at three different temperatures above the LCST. The water density in the polymer phase is drastically reduced compared with the bulk phase. Upon heating, the polymer expels even more water into bulk, which reflects its increasing hydrophobic character.
FIG. 1. Two-phase system. (a) A snapshot of the collapsed PNIPAM slab, composed of 48 atactic PNIPAM polymers (in blue color), in contact with a bulk water phase. (b) Mass density profiles of water and PNIPAM across the slabs at different temperatures, where the origin of z-axis is set at the Gibbs dividing surface of the water phase. (c) Mass fraction of water in the polymer phase as a function of temperature (red circles connected by straight dashed lines). Results of the same simulation setup obtained with the OPLS-AA force field [58] (not used in this study) are shown by blue square symbols. Open symbols show various experimental measurements. Triangles are the PNIPAM/water coexistence (binodal) curves by Van Durme et al. [59] for molecular weights of 18 and 78 kDa. (The published data correspond to cloud-point temperatures and subject to demixing hysteresis [16]. For the purposes of comparison, they are shifted by 8 K, such that the lowest demixing value coincides with the LCST). Diamonds and circles represent the water content in PNIPAM hydrogels (i.e., cross-linked networks) by Dong and Hoffman [60] and Sasaki et al. [57], respectively.

with rising temperature. In Figure 1, the densities inside the polymer phase have been converted into mass water fraction, $w_w$, and are plotted as a function of temperature (red circles). As seen, the mass fraction roughly linearly decreases with temperature from around $w_w = 0.22$ near the LCST to around 0.14 at 370 K. However, the quantitative consensus regarding the experimental PNIPAM/water phase diagram is limited due to various issues facing experimental measurements, such as differences in synthesis protocols, dependence on polymer chain length, and choices of criteria for the onset of demixing [10, 59]. In Figure 1, for instance, we also show measurements by Van Durme et al. [59] (triangles) for two different molecular weights of PNIPAM (18 and 78 kDa), which differ considerably in the water content, thereby demonstrating the subtlety and sensitivity of the system on various parameters. The water content in the collapsed PNIPAM phase can also be compared to cross-linked PNIPAM hydrogels above the transition temperature. The reported values for hydrogels [57, 60] shown in the figure tend to be a bit higher than the MD values, with $w_w \approx 0.3$ near the LCST. It should be noted that an exact comparison to the hydrogel experiments turns out to be difficult due to possible additional effects of crosslinkers (around 1 wt% in both experiments), which make the whole network structure less flexible and likely more porous [63, 65]. However, within these uncertainties, we conclude that the used novel PNIPAM model [62] captures the overall features of the simulated system reasonably well. On the same plot, we also show MD results obtained with the standard OPLS-AA [58] force field of the same system by blue squares. With far lower values of $w_w$ than reported by the experiments, we do not find it suitable for our system.

Water structure in the collapsed polymer. From the above introduced two-phase system (Figure 1) we now switch to a system with a collapsed polymer phase occupying the entire simulation box (Figure 2). Here, the water amount is set in accordance with the outcomes of the two-phase model. Due to periodic boundary conditions, it mimics an infinite ‘bulk’ of collapsed PNIPAM polymers in water or a collapsed weakly cross-linked gel. The simulation details are described in the Methods section.

A typical simulation snapshot in various representations is shown in Figure 2. Panel (a) displays all atoms in the space-filling representation, with PNIPAM chains in blue and water in white–red. Panel (b) highlights the PNIPAM backbones, thereby revealing a disordered amorphous structure with voids
between the chains that can accommodate water molecules, displayed in (c) and (d). As can be noted, water molecules are not uniformly distributed throughout the polymer phase. Instead, they tend to structure into heterogeneous formations, that is, into nanosized water clusters and pockets, as featured in panel (d), where individual water clusters (see further below for the definition of a cluster) are depicted in different colors.

In Figure 3a, we plot the static structure factors of water oxygen atoms (blue shades) and PNIPAM heavy atoms (orange shades) that result from the simulations at different temperatures. For comparison, the structure factor of bulk (SPC/E) water at 340 K is plotted by a green dash-dotted line. The structure factor of water in the polymer differs only slightly from that of bulk water for higher wavenumbers, $q \gtrsim 20$ nm$^{-1}$. Only the disappearance of the characteristic shoulder for water at $q \simeq 20$ nm$^{-1}$ indicates some distortion of the tetrahedral hydrogen-bond network [66, 67]. At lower values, particularly for $q < 10$ nm$^{-1}$ (i.e., for length scales $2\pi/q \gtrsim 0.6$ nm), the structure factor in the polymer phase reaches much higher values than in bulk, which must be ascribed to large-scale spatial correlations due to the clustering. Here, also the structure factor of the polymer shows large peaks and reflects the mesh and void structure on the scale of $\simeq 1$ nm, which accommodates the water clusters. Increasing temperature mostly affects the signal at low $q$-values and signifies changes of the nanosized cluster distribution.

For purposes of further analysis, we define a cluster as a group of the water molecules that are mutually separated by less than 0.35 nm (corresponding to the size of the first water hydration shell [68]). Figure 3b shows the cluster-size distribution $P(N_w)$, defined as the fraction of clusters in terms of their number size $N_w$, in the log–log scale at different temperatures. As can be seen, the clusters do not have a characteristic size but are extremely polydisperse. The size distribution of smaller clusters (with $N_w$ below 20) can be roughly described by the power law $P(N_w) \propto N_w^{-1.74}$. Larger clusters (with $N_w > 20$) tend to be progressively less present than assumed by the power law. Note a non-monotonicity of the distribution of larger clusters with rising temperature, which could be due to competing effects of varying the water content and increasing hydrophobicity of the polymer matrix.

A glance at the snapshot in Figure 2d reveals that the clusters are far from being compact structures, but rather of ‘lacy’ forms. It is known that various aggregation processes (e.g., in colloidal systems) can lead to random cluster formations describable as fractals [69–71]. A consequence of the fractal morphology is that the cluster size, typically expressed as a group of the water molecules that are mutually separated by less than 0.35 nm (corresponding to the size of the first water hydration shell [68]), shown by a dashed line. The fractal dimension of the clusters is hence $D_f \approx 2$, that is, essentially the same as for the random walk. Larger clusters, however, deviate from the above scaling and tend to be more compact, namely, smaller than predicted by the scaling relation. In the limiting case of completely compact (i.e., spherical) clusters, we expect $R_g^2$ to scale as $N_w^{2/3}$.

**Molecular penetrant hydration.** We examine different types of penetrant molecules, categorized
FIG. 3. (a) Structure factor of water (blue shades) and PNIPAM polymers (orange shades) in the collapsed phase at different temperatures. The structure factor of bulk water at 340 K is shown by a green dash-dotted line for comparison. (b) Water cluster size distribution in the collapsed polymer at different temperatures. (c) Scaling plot of the mean square radius of gyration $\langle R_g^2 \rangle$ of the clusters versus the cluster size in terms of $N_w$. A clear linear scaling (cf. eq 1) is revealed (dashed line).

into three major groups: non-polar molecules, polar molecules, and ions (shown in Figure 4). The non-polar molecules comprise noble-gas atoms, simple alkanes, and simple aromatics. The polar molecules are water, methanol, and 4-nitrophenol (NP$^0$). Finally, we treat three monatomic ions and 4-nitrophenolate (NP$^-$), which is the deprotonated form of NP$^0$. The used force fields are described in the Methods section.

We first explore the hydration environment in which the penetrants diffuse. For that, we monitor the average hydration number $n_w$, defined as the number of water molecules that reside within a spherical shell of radius $r_c = 0.54$ nm (corresponding to the first hydration shell of CH$_4$ in pure water, see Supporting Information) around any of the penetrant’s atoms. In Figure 5 we show the probability distributions $P(n_w)$ of the hydration numbers for several penetrants in the collapsed polymer: The non-polar solutes (Me and NB) exhibit a rather weak hydration, with a significant probability of even a completely dry environment ($n_w = 0$). On the other hand, a polar NP$^0$ is notably more hydrated than the similarly sized NB. An extreme case of the hydration behavior is exhibited by ions (shown for Cl$^-$), which are ‘wrapped’ in a considerable hydration layer that they not give up readily. From experimental conductivity measurements, it was already speculated that small ions in a collapsed PNIPAM gel get captured in isolated water clusters [57]. The above results also suggest that since ions tend to preferably reside well inside the water clusters and non-polar molecules in dry regions, the polar molecules may then preferentially reside at the boundaries of the water clusters with their non-polar parts pointing towards the polymer and the polar parts towards water. For comparison, we plot in the inset also the hydration numbers of the same molecules in bulk water. The comparison indeed reveals a much larger dehydration of non-polar molecules when transferred from bulk water into the polymer phase.

Molecular penetrant diffusion. An example of a diffusion trajectory is shown in Figure 6a (projected on the $xy$ plane) for the case of NP$^0$. The trajectory exhibits individual localized states, where
the particle dwells for a sufficient amount of time without considerable migration. After some time the particle suddenly performs a larger jump to a different location where it gets ‘localized’ into another dwelling state. This is a characteristics of hopping diffusion \[37, 38\], which has been identified also experimentally in collapsed PNIPAM-based gels \[72, 73\] and is observed quite generally in simulations of amorphous melts and glassy polymer matrices \[38–44, 74, 75\].

To quantitatively characterize the hopping events, we define the displacement of the particle from the preceding mean position as

\[
\Delta^2_\tau(t) = \langle \mathbf{r}(t-\tau, t) - \mathbf{r}(t) \rangle^2
\]

The first term in the brackets is the time-averaged position of the particle during the time window \((t-\tau, t)\), whereas the second term is the position of the particle at time \(t\). The quantity \(\Delta^2_\tau\) thus measures the square displacement of the particle from its mean position during the preceding time \(\tau\). We plot the displacement \(\Delta^2_\tau(t)\) with \(\tau = 100\) ns for the NP\(^0\) trajectory [presented in panel (a)] in Figure 6b. During the dwelling states, \(\Delta^2_\tau\) fluctuates around small values, reflecting the degree of the particle’s fluctuations within a cavity. As the particle hops from one cavity to another, \(\Delta^2_\tau\) exhibits an abrupt jump, followed by a decay on the time scale of \(\tau\). Note that a hopping transition is much shorter than a typical residence time in the cavities. In a case the particle performs only a larger displacement fluctuation and promptly jumps back into the previous dwelling location, which is not considered as a hopping transition. \(\Delta^2_\tau\) exhibits a \(\delta\)-like spike. This property enables us to distinguish hopping events from temporal displacement fluctuations. By using simple numerical criteria (see Methods), we isolate the hopping transitions from the trajectory, which are indicated by green vertical lines and annotated by letters A–D in Figure 6b, and correspondingly denoted also in panel (a).

Having identified and characterized the hopping transitions, we are now able to track the changes in the hydration, \(n_w\), and the polymer coordination, \(n_p\), numbers during the transitions. Here, \(n_p\) counts, analogously as \(n_w\), the number of the polymer heavy atoms within the cut-off \(r_c = 0.54\) nm. Figure 7 shows the resulting averaged time evolution of the changes in both numbers during the hopping events. As representative examples we show cases of (a) methane (small hydrophobe), (b) nitrobenzene (large hydrophobe), (c) nitrophenol (hydrophilic solute), and chloride (charged solute) in (d). Univer-
sally, in all the cases, the penetrants get more hydrated during a hopping transition (observed jump in \(n_w\)), which is for larger penetrants accompanied by a 'detachment' from the polymer (drop in \(n_p\)). Both quantities relax back to their respective mean values thereafter on a time scale of around 10 ns. These main features are not qualitatively affected by the particular choice of the cut off (see Supporting Information). The results convey a clear three-phase pattern of the hopping mechanism: (i) by thermal fluctuations, a transient channel opens, creating a water pathway from one cavity to an adjacent one, (ii) the penetrant hops through the channel, (iii) the channel closes. This pattern, which appears to be quite general, has been found in other amorphous polymers as well [26, 40, 47, 48, 54, 70, 77]. The results imply that particles in our system universally perform hops not through dry regions of the polymer phase (even if they are non-polar), but through transient water channels instead.

We thus arrive at a central question of this study: How does the long-time diffusion coefficient depend on the particle size and type? As is often the practice in the literature [26], we express the sizes of the penetrants in terms of their hydrodynamic Stokes radii in pure water, \(a_w\) (see Methods). We plot the long-time self-diffusion coefficients in the collapsed polymer at 340 K versus the size of the penetrants in Figure 8. The results display a dramatic, five orders of magnitude large decrease in the diffusion coefficients as the penetrant size increases by a factor of 7. Orders of magnitude decrease of diffusion coefficients of polar molecular penetrants in a collapsed PNIPAM has been observed also in experiments [78]. The results show that the diffusion coefficients of the non-polar and polar neutral molecules roughly follow the same trend, which can be described by an exponential function

\[
D = D_0 e^{-a_w/\lambda}
\]

The best fit of this equation to the MD results for the neutral penetrants yields the decay length \(\lambda = 0.019\) nm. Based on these results, the behavior of the polar molecules does not differ significantly from the non-polar ones, indicating that the role of polarity in the diffusion plays a minor role. On the other hand, the diffusion of ions (shown by red triangles) clearly deviates from the trend of the neutral molecules of similar size. Notably, in the latter case, strong Coulomb interaction and the hydration seem to add an important contribution to the diffusion. The significance of the fluctuating polymer matrix can be furthermore demonstrated by additional simulations of the same system but with rigid (i.e., completely immobilized) polymer chains [17, 54]. The resulting diffusivities of selected penetrants are shown...
by filled purple symbols in Figure 8. In the rigid case, the diffusion plummets by an order of magnitude for the smallest penetrant helium, and even more for larger penetrants! Hence, the Boltzmann probability of crossing a barrier in the rigid matrix is far lower than in the case of mobile chains, which is additionally confirming that particle jumps are exceedingly facilitated by an elastic response of the matrix, which enables the openings of channels.

Activated hopping: Analysis of temperature and hydration effects. We now address the influences of temperature and hydration on the diffusion. Both effects are demonstrated on the case of ethane by two scenarios in Figure 9, in a form of an Arrhenius plot. In the first scenario (blue circles), the water content in the polymer is fixed at \( w_w = 0.14 \) at all temperatures. Here, the expected diffusivity increment with temperature can be entirely ascribed to thermal effects. The second scenario (orange squares) corresponds to the polymer phase with the water component in chemical equilibrium with bulk water at each temperature, where the water fraction \( w_w \) equals the values shown in Figure 1c. Also in this case, the diffusion coefficient rises with temperature, albeit significantly less than in the first scenario. Namely, the thermal effects in this case mix with the effects of temperature-dependent (de)hydration. Hence, at given temperature, a more hydrated polymer provides higher diffusivity than a less hydrated one.

The temperature dependence of activated diffusion can be analyzed by the Arrhenius relation

\[
D = \tilde{D} e^{-\Delta E_a/k_B T} \tag{4}
\]

Assuming that the prefactor is independent of temperature, the energy barrier then follows as

\[
\Delta E_a = k_B T^2 \left( \frac{\partial \ln D}{\partial T} \right)_{w_w} \tag{5}
\]

where the partial derivative is taken at constant water fraction \( w_w \). Figure 9b shows evaluated energy barriers \( \Delta E_a \) for selected uncharged penetrants versus their sizes. Clearly, the results suggest a linear dependence

\[
\Delta E_a = C_E a_w \tag{6}
\]

plotted by a dashed line with the fitting parameter \( C_E = 470(30) \) kJ mol\(^{-1}\)nm\(^{-1}\). In the other scenario, where the water component is in equilibrium with bulk reservoir, the resulting temperature dependence of the diffusivity is more gradual (Figure 9a), with the slope

\[
\Delta E_{a\text{app}} = k_B T^2 \left( \frac{\partial \ln D}{\partial T} \right)_{\mu_w} \tag{7}
\]

This quantity represents an apparent energy barrier that lumps together the contributions of the thermal influence and the variable hydration into a single macroscopic parameter. The values of \( \Delta E_{a\text{app}} \), shown in Figure 9b, are much less sensitive to the particle size than \( \Delta E_a \). Consequently, an important finding is that the variable hydration contributes a strongly compensating component to the apparent energy barrier for diffusion.
Activated hopping: Discussion. The rate-determining step in the hopping diffusion is the opening of a channel, which is associated with a free energy barrier $\Delta F_a$ and can be via Boltzmann's probability related to the diffusion coefficient as $D \sim \exp(-\Delta F_a/k_BT)$. In conjunction with the empirically obtained diffusion relation (eq 3), this implies

$$\Delta F_a(a_w) = \frac{k_BT}{\lambda} a_w$$

This linear dependence of the free energy barrier on the particle size represents a special case of possible scenarios predicted by various theories. Most of the now classical theories that are based on activated diffusion describe regimes with either square \cite{88,89} or cubic \cite{85,86} scaling. However, these theories have been developed assuming a water-swollen network and bigger penetrants, such as enzymatic drugs or nanoparticles. A possible linear dependence of the free energy barrier has recently been theoretically envisioned in scaling theories for particle mobility in dense polymer solutions \cite{51,52} and in dense liquids by using a self-consistent cooperative hopping theory \cite{53}. According to these studies, the actual linear scaling regime seems to depend in a very complex way on various system parameters \cite{52} that are still under debate \cite{50,51}. Note also that these statistical mechanics theories based on ideal-chain models of polymers and no explicit hydration effects predict purely entropic free energy barriers for hopping, in stark contrast to the strong $T$-dependence of diffusion observed in our simulations.

Previous atomistic simulation studies \cite{74,75} support a diffusion relation that decays exponentially with the square of the effective penetrant size, $\ln D \sim -a_	ext{eff}^2$. However, one should keep in mind the significance of a fit to given numerical data. If a span of particle sizes is not large enough, several functional forms can be fitted to the same data points within a given accuracy. In our results in Figure 8 the ratio between the smallest and the largest penetrant is around 7, which is much more than in older atomistic studies, thus providing higher significance to the relation given by eq 3.

In addition, our study points to the crucial role of the water component in the polymer. We found that, at given temperature, a more hydrated polymer provides higher diffusivity than a less hydrated one. A similar effect is known in some hydrophilic synthetic polymers (e.g., polyvinyl alcohol, used in food industry for packaging materials) that possess high barrier resistance for diffusion of various gases under dry conditions, but become drastically more permeable in humid environments \cite{55,93,94}. The phenomenon is commonly ascribed to the sorbed water, which acts as a plasticizer and reduces the tensile strength of the polymer by softening interactions between the chains \cite{54,55,56}. This means that less hydrated polymer systems have higher free energy barriers for channel formations, and according to eq 5 this implies that they should exhibit a smaller diffusion decay length $\lambda$. Indeed, as we show in Supporting Information, the diffusion coefficients of selected penetrants in a less hydrated polymer decay faster with their size. This can be viewed within a simplified picture as follows: Firstly, in more hydrated polymers, the average separation between the chains is larger (seen as a decreased PNIPAM partial density in Figure 1), which have therefore more freedom for fluctuations and thereby creating channel openings more readily. Secondly, in more hydrated cases with larger and more abundant water clusters, the separations between neighboring clusters are smaller on average, consequently the activated transient channels can be shorter.

Finally, our analysis conveyed another important message: The energy barrier $\Delta E_a$ is proportional to the particle size. This has an interesting consequence that larger diffusing molecules are more affected by temperature changes at fixed hydration of the polymer than smaller ones. This effect can be used as an additional means in tailoring and tuning the selectivity of a molecular transport through hydrogels by external stimuli.

CONCLUSIONS

We have presented a detailed all-atom simulation analysis of penetrant diffusion in a collapsed PNIPAM polymer phase in water. Water has been found to structure in fractal-like clusters sorbed between the voids made by the polymeric chains. The diffusion advances via the hopping mechanism, in which a penetrant resides for longer time in a local cavity and suddenly performs a longer jump into a neighboring cavity through a transient water channel that forms between the chains.

We found that the diffusion heavily depends on the temperature and the hydration level of the polymer. These two effects are typically coupled, since the thermo-responsive nature of PNIPAM directly impacts the affinity to water, thereby regulating its hydration through an outer water reservoir. By systematic and careful simulation approaches, we were able to separate both effects and demonstrate plas-
ticizing effects of water on the diffusion. Furthermore, the penetrant molecules in our study extend almost over an order of magnitude in their sizes and almost over five orders of magnitude in the resulting diffusivities. This allowed us to formulate a reliable and statistically significant relation between the diffusion coefficients and the sizes of the penetrants. We find that the diffusion of non-ionic penetrants follow a universal, exponential dependence on the size. The diffusion of ions, on the other hand, deviates from this relation, probably due to additional Coulomb interactions with the polymer chains.

The outcome of this work seriously challenges theoretical understanding of diffusion in such systems. As we have seen in our simulations, the dynamics of small and mid-sized penetrants is coupled to the structural relaxation of the polymer, which has far-reaching consequences and it complicates theoretical modeling. That means, it is not sufficient to treat a collapsed polymer with rigid obstruction models, which are very popular due to their simplicity [25, 26]. Moreover, the hopping cannot be explained by hydrodynamic forces. In addition, the diffusion in our system is thermally activated, which manifests in large energy barriers that scale linearly with the size of the penetrant. As we have demonstrated, the hydration effects stemming from the clustered water, together with the thermoresponsive nature of the polymer, are crucial elements that have to be included in future theoretical considerations.

We believe that our findings will stimulate new theoretical efforts into this problem. Understanding the transport mechanisms inside not only PNIPAM but also other responsive hydrogels is important for the rational design of novel materials. We are currently performing a follow-up study of solvation properties of penetrants in these systems, which will complement our understanding of penetrant interactions with collapsed hydrogels.

METHODS

Atomistic model. We utilize an atomistic model of PNIPAM polymer in the presence of explicit water. The PNIPAM chains are composed of 20 monomeric units with atactic stereochemistry (i.e., with random distribution of monomeric enantiomers along the chain). To describe water in the simulations we use the SPC/E water model [68].

For PNIPAM polymers we first tested the standard OPLS-AA [58] force field, which is among the most popular ones for PNIPAM simulations [27, 52, 53]. Since this force field did not yield satisfactory hydration results in the collapsed state (see Figure 1) and also due to revealed issues with its thermo-responsive properties in the recent literature [61, 69], we use its recent modification with recalculated partial charges by Palivec et al. [62]. As has been demonstrated, the novel forcefield exhibits thermo-responsive properties of a single PNIPAM polymer much closer to experimental observations.

For the neutral penetrant molecules, we use the OPLS-AA force field [58, 97], which keeps our model on the generic level and which sufficiently captures the hydration properties in combination with the SPC/E water model [98]. For the deprotonated ion NP−, which is not provided within OPLS-AA, we used the partial charge parameterization ‘OPLS/QM1’ from Ref. [99]. For the monatomic ions we employ the parameters from the Jorgensen force fields [70, 81]. For comparison, we additionally use the Åqvist [80] force field for Na+ and Dang et al. [82, 83] for I−.

Simulation procedures. In the first part of the study, we assembled 48 polymer chains in a slab-like structure that extended across the x and y box dimensions with a finite thickness (approx. 3–4 nm) in z direction. Initially, the polymers were only loosely arranged in a slab-like assembly and solvated with water. The equilibration steered the assembly into a more compact structure, thereby making two well separated phases of water-only (supernatant) and the polymer-rich (precipitant) slab along z-axis as shown in the snapshot in Figure 1. For equilibration purposes, we performed simulated annealing where the temperature was linearly decreased by the thermostat from 450 K down to a target temperature (i.e., 310 K, 340 K, or 370 K) on a time interval of 100 ns. After that, the equilibration continued at the target temperature until the water amount in the gel phase, which we monitored, equilibrated (see Supporting Information). The necessary simulation times for equilibration depend significantly on temperature and are around 2,000 ns, 1,000 ns, and 500 ns for T = 310 K, 340 K, and 370 K, respectively. Notably, much longer equilibration times are needed at lower temperatures due to slower kinetics. In order to improve sampling statistics, we averaged the results over four independent sets of simulations for 310 K and 340 K, and over two sets for 370 K.

In the second part we set up single PNIPAM-phase simulations. Here, 48 atactic PNIPAM polymers in a cubic box were mixed with a certain number of water molecules. We equilibrated the systems via the annealing simulations with linearly decreasing temperatures from 900 K down to target temperatures on a time interval of 100 ns. After that, the equilibration continued for another 50–100 ns. The resulting equilibrated structures (with an example shown in Figure 2) were then used as initial configurations for all further analyses in this work. To study diffusion, we inserted 10–15 penetrant
molecules of the same kind at random positions into the equilibrated polymer structures (using 2–4 independent replicas). When simulating ions, we estimate the Bjerrum length to 5–6 nm (assuming the dielectric permittivity of a collapsed PNIPAM in water to be around 10 [57]), which could lead to mutual influences between the ions due to strong Coulomb interactions. To reduce the effects, we restricted the number of ions in a simulation box to three, which on the other hand compromised the statistics. The net charge was compensated by applying a uniform neutralizing background charge. The simulation production runs spanned from 300 ns for the smallest penetrants (He, Ne), to around 1,000 ns for medium-sized (methane, ethane), and up to 8,000 ns for the largest ones (NB, NP0) and ions. Such long simulation times for the latter penetrants were required in order to observe at least several hopping events.

Simulation details. The molecular dynamics (MD) simulations were performed with the GROMACS 5.1 simulation suite [99,100] in the constant-pressure (NPT) ensemble, where the box sizes are independently adjusted in order to maintain the external pressure of 1 bar via Berendsen barostat [101] with the time constant of 1 ps. The system temperature was maintained by the velocity-rescaling thermostat [102] with a time constant of 0.1 ps. The Lennard-Jones (LJ) interactions were truncated at 1.0 nm. Electrostatics was treated using Particle-Mesh-Ewald (PME) methods [103,104] with a 1.0 nm real-space cutoff.

Determination of hopping transitions. Identifying the hopping transitions from \( \Delta^2(t) \) is related to the step detection problem in a noisy signal and is thus a matter of subjective criteria. Due to the noisy nature, we scanned through \( \Delta^2(t) \) by defining two moving average values, a lagging average \( \Delta^2_{\tau,-}(t) \equiv \langle \Delta^2_i(t) \rangle_{t-\tau,t} \) which is the mean value of \( \Delta^2_i(t) \) in the time window \( (t-\tau, t) \), and similarly an advancing average \( \Delta^2_{\tau,+}(t) \equiv \langle \Delta^2_i(t+\tau) \rangle_{t,t+\tau} \) in the window \( (t, t+\tau) \). Obviously, a step in \( \Delta^2 \) occurs when the ratio \( r(t) \equiv \Delta^2_{\tau,+}(t)/\Delta^2_{\tau,-}(t) \) exhibits a local peak. We specified two criteria that have to be fulfilled in order to consider an identified peak as a hopping event. First, the local peak in \( r(t) \) should correspond to the maximal value in the time window \( (t-\tau, t+\tau) \). This assumes that at most one hopping event can occur in the given time window of length \( 2\tau \). Second, the jump should fulfill the condition \( \Delta^2_{\tau,+}(t) - \Delta^2_{\tau,-}(t) > \delta_{\text{min}}^2 \), that is, the particle has to jump by more than a threshold distance \( \delta_{\text{min}} \). For all the analyzed penetrants in Figure 7, we chose averaging interval length \( \tau = 5 \) ns (which is considerably longer than temporal displacement fluctuations and much shorter than a typical residence time of a penetrant in a cavity) and the threshold \( \delta_{\text{min}} = 0.75 \) nm (which roughly corresponds to an estimated inter-chain distance, thus to a typical cavity size).

Long-time diffusion. A conventional way to analyze the particle dynamics in computer simulations, is to evaluate mean square displacement (MSD) of the particles,

\[
\Delta^2(\tau) = \langle |r_i(t+\tau) - r_i(t)|^2 \rangle_{t,i}
\]

where \( r_i(t) \) is the position of the particle \( i \) at time \( t \). When evaluating an MSD, the center-of-mass motion of the whole system should be removed from the displacement vector \( r_i(t+\tau) - r_i(t) \). However, the diffusion of particles in crowded environments often behaves anomalously at short time scales, as it is coupled to the segmental dynamics of polymers, and MSD follows a more general power-law pattern \( \Delta^2(\tau) \sim \tau^\alpha \), where the scaling exponent \( \alpha \) can deviate from unity [99,105,110]. Only at sufficiently long observation times the MSD behavior crosses over to normal (Brownian) diffusion with \( \alpha = 1 \). Since we are interested solely in the normal (long-time) diffusion, it is important to assess the crossover time for each individual MSD. As we show in Supporting Information, the crossover time depends on the size of the particle, spanning from around 1 ns for the smallest one (helium) and up to several 100 ns for larger molecules. This analysis indicates that for the largest considered penetrant particles, trajectory lengths of several µs are needed in order to properly evaluate the diffusion coefficients. As noted before [10], this stringent verification of the crossover time was often lacking in many previous evaluations of MD results. Once the crossover time has been determined, the diffusion coefficient can be calculated from the Einstein relation, viz.

\[
D = \lim_{\tau \to \infty} \frac{1}{6} \frac{d}{d\tau} \Delta^2(\tau)
\]

which we achieve by a linear fit of the MSD in the long-time limit.

In our simulations, we also evaluated the MSD of individual polymer chains. On the time scale of simulations, the diffusion of the polymer chains is negligible compared to the diffusion of the penetrants, which indicates that the penetrant diffusion is not related to the diffusion of the whole network.

Stokes radii in water. The dominant factor that governs the diffusion is the size of the particle [10], whereas other factors, such as the shape and polarity, are typically of secondary importance. As is often the practice in the literature [20], we express the sizes of the penetrants by their Stokes hydrodynamic radii in pure water, \( a_w \), defined via the Stokes–Einstein equation,

\[
D_w = \frac{k_B T}{6\pi \eta a_w}
\]

where \( D_w \) is the diffusion coefficient in water and \( \eta \) the water viscosity. The Stokes radius represents a suitable measure of the effective particle size, as it captures the ‘bare’ particle size together with its hydration shell. The latter one is relevant in our case, since the penetrants,
as we have seen, diffuse predominantly through transient water channels. In addition, the Stokes radius is a well-defined quantity in experiments and simulations. Therefore, we used the Stokes–Einstein equation \([11]\) to determine Stokes hydrodynamic radii \(a_w\) of the molecules in pure water, which required the evaluation of the \(D_w\) and \(\eta\). The latter was computed with the standard procedure of transverse current correlation function \([11] [12]\) from an independent simulation of pure water at 340 K. The obtained value \(\eta = 0.39(2) \text{ mPa} \cdot \text{s}\) agrees very well with previously reported 0.38 mPa-s for the SPC/E water at this temperature \([13]\). The diffusion coefficients were obtained from the MSDs (eq 10) of the molecules in a water box. Since hydrodynamic interactions are long range (\(\sim 1/\rho\)), they lead to effective coupling between the molecule, the solvent, and the periodic images. The evaluated apparent diffusion coefficients \(D_w^{app}(L)\) are therefore box-size dependent. The finite-size effects on the diffusivity can be estimated by the Ewald summation of the Oseen tensor over the periodic images, which enables the evaluation of the actual diffusion coefficient \(D_w\) as \([14] [15]\)

\[
D_w = D_w^{app}(L) + \frac{\xi_{EW} k_B T}{6\pi \eta L} \tag{12}
\]

Here, \(L\) stands for the box length and the constant \(\xi_{EW} = 2.837\) stems from the summation over all periodic images.

Equation \([12]\) is based on the first-order correction and therefore applicable only for \(L \gg a_w\) \([15] [16]\). In order to determine what is the minimal box size \(L\) that enables the application of the correction given by eq \([12]\), we performed a size-scaling analysis of \(D_w^{app}(L)\) for water, NB, and I\(^-\) (see Supporting Information). Based on the outcomes, we used box sizes of \(L = 6\) nm for the larger (aromatic) molecules and \(L = 4\)–5 nm for smaller molecules.

The results for Stokes radii do not significantly depend on temperature in the range 310–370 K (see Supporting Information). Some differences are observed only for He and Ne. However, we use the values of \(a_w\) obtained at 340 K for all the particles and regard them as fixed molecular parameters.
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