Inferring random change point from left-censored longitudinal data by segmented mechanistic nonlinear models, with application in HIV surveillance study
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Abstract

The primary goal of public health efforts to control HIV epidemics is to diagnose and treat people with HIV infection as soon as possible after seroconversion. The timing of initiation of antiretroviral therapy (ART) treatment after HIV diagnosis is, therefore, a critical population-level indicator that can be used to measure the effectiveness of public health programs and policies at local and national levels. However, population-based data on ART initiation are unavailable because ART initiation and prescription are typically measured indirectly by public health departments (e.g., with viral suppression as a proxy). In this paper, we present a random change-point model to infer the time of ART initiation utilizing routinely reported individual-level HIV viral load from
an HIV surveillance system. To deal with the left-censoring and the nonlinear trajectory of viral load data, we formulate a flexible segmented nonlinear mixed effects model and propose a Stochastic version of EM (StEM) algorithm, coupled with a Gibbs sampler for the inference. We apply the method to a random subset of HIV surveillance data to infer the timing of ART initiation since diagnosis and to gain additional insights into the viral load dynamics. Simulation studies are also performed to evaluate the properties of the proposed method.
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1 Introduction

Antiretroviral therapy (ART) reduces the level of HIV viral load (VL), resulting in improved health outcomes for the individuals and reduced risk of HIV transmission. It is estimated that if a “test and treat” policy is widely and effectively implemented, HIV incidence and prevalence could be significantly reduced over the coming decades (Granich et al. 2009). However, the time from HIV diagnosis to ART initiation is a critical determinant of success and is not uniform across jurisdictions and patients due to various barriers and other factors. While time-updated laboratory testing data on viral loads (RNA copies per milliliter of blood plasma) are reported in HIV case surveillance activities, information on ART is not collected. It is not feasible to get time-updated clinical information following HIV diagnosis from HIV care providers as part of routine surveillance. ART initiation is typically measured indirectly by public health departments using viral suppression as a proxy or via clinical cohorts. Braunstein et al. (2016) developed the first case surveillance-based measure of HIV treatment initiation utilizing routinely available HIV viral load testing results to infer the timing of ART initiation among persons newly diagnosed with HIV. The study is empirical, e.g., using the middle of a time interval as ART initiation is not justified. Motivated by the study, this paper considers a statistical modeling method, e.g., using a change-point model to estimate and infer ART initiation time. A change-point model has a biological interpretation as the ART initiation induces trajectory change of the underlying process of viral loads. The analysis is complex due to data truncation issues when viral loads under a certain threshold are ‘undetectable’ due to the lower quantification limit of the VL assay. In this paper, we aimed to formulate a flexible change-point model to describe the trajectory of viral loads and estimate the time point of ART initiation.
Random change-point models allowing individual-specific changes for longitudinal outcomes have been widely used in medical research (Dominicus et al., 2008). A general way to define a class of random change-point models is to assume a linear mixed effects model for the longitudinal data before and after the change point, i.e., segmented linear mixed effects model (see, e.g., Rudoy et al., 2010, Moss et al., 2016, Buhule et al., 2020). In some applications such as ours above, however, the longitudinal data may be censored, representing measurements from bio-assays where the exact quantification below a certain threshold is impossible. In such a case, the assumed linear model based on the observed longitudinal data may be inappropriate for the (unobserved) data. If, on the other hand, a mechanical or scientific model is available for the longitudinal data, such a mechanical model can be used to better “predict” the unobserved data, leading to a better estimate of the change points. Such a mechanical model is often nonlinear. In this article, we consider random change-point models where we model the longitudinal data subject to left censoring due to detection limits by nonlinear mixed effects (NLME) models.

To our knowledge, the random change-point model with censoring has not been studied in the literature. For censored response without change point, Wu (2002) considered an approximated likelihood method with the NLME model. For censored covariate, a joint modeling approach was proposed by Zhang et al. (2018) and Zhang and Wu (2018) using NLME model for the covariate with discrete and survival outcome, respectively, implemented by Monte Carlo Expectation-Maximization (MCEM) algorithm. Regarding the methods around random change-point models, most implementations in statistical literature have been from a Bayesian perspective. The major challenge of accounting for a random change point in a likelihood framework is computational since closed form expressions are often not available (see, e.g.,
Naumova et al. (2001), Hall et al. (2003), and Muggeo et al. (2014). In our case, it is further complicated by the nonlinear models and the data censoring.

This paper aims to propose a segmented NLME model for left-censored data and consider a full likelihood-based inference via the stochastic version of the EM algorithm, a.k.a. StEM algorithm, proposed by Diebolt and Celeus (1996). The StEM algorithm is more computationally efficient than the MCEM algorithm as only one realization of the missing data is required for each iteration (IP, 2002). Most recently, Wang et al. (2020) extended the StEM algorithm to estimate parameters in VL dynamics models accounting for left-censored data; the authors showed that the resulting estimator is less biased than naive methods that either omit all censored data points or impute the censored observation with half of the quantification limit.

In what follows, we describe an HIV surveillance registry that motivated our research, the VL dynamics, and the nonlinear random change-point model in Section 2. In Section 3, we present the model in general form and describe the likelihoods and the estimation procedure. In Section 4, we analyze a randomly selected subset of data from the HIV surveillance registry. We evaluate the method with simulation in Section 5. We conclude the article with some discussions in Section 6.

2 HIV Surveillance Registry and Nonlinear Random Change-Point Model for VL Dynamics

2.1 The HIV Surveillance Registry and VL Dynamics

New York City (NYC) is a major epicenter of the HIV epidemic. New York State public health law requires named reporting of all positive HIV diagnostic tests to the
NYC Department of Health and Mental Hygiene (DOHMH). The DOHMH’s HIV Epidemiology Program maintains the population-based HIV surveillance registry, which is continuously updated with demographic information on persons meeting the Centers for Disease Control and Prevention’s HIV surveillance case definitions and with results of all laboratory tests such as viral loads and CD4 counts conducted in NYC. This paper’s target population of inference includes persons newly diagnosed with HIV between 2006 and 2015 and aged ≥ 13 years at HIV diagnosis and their laboratory information reported through December 31, 2017. The population level data contain biomarkers information and corresponding reporting time points from 27,639 persons with HIV.

We aim to infer the timing of treatment initiation among those individuals utilizing the serial HIV viral load measurements. In the absence of ART, viral load shows a dramatic fluctuation after HIV infection before reaching a set point. It will then increase steadily until the development of AIDS if without treatment (Mei et al., 2008). ART initiation, however, induces substantial reductions in HIV viral load. In the HIV registry, less than 6% of individuals’ diagnosis times are known to be in the acute phase of HIV infection. To simplify the modeling, we assume that the HIV diagnosis occurs after the set-point and focus on modeling VL dynamics that the ART initiation might alter after the diagnosis.

2.2 Nonlinear Random Change-Point Model for VL Dynamics

The focus of longitudinal data analysis is typically on time trajectory to investigate how a longitudinal outcome evolves in time. Random effects change-point models enable the analysis to account for the change in the time trajectory by including
individual change points. The change is usually induced by external events, so the
data deviate from their original course. The conventional random effects change-point
models postulate that the longitudinal outcome is constructed with segmented linear
mixed effect models. However, as sketched in the Introduction, linearity assumptions
may be restrictive in many applications. Even though linear models may fit the
observed data well, they might be inappropriate for data subject to censoring, as
occurs with HIV viral loads in HIV data, often after the ART treatment. There
is extensive research on VL dynamics after ART, which assess antiretroviral drug’s
therapeutic effect. Based on biological and clinical arguments, [Wu and Ding (1999)]
proposed to approximate viral load data pattern by the viological model $V(t) = P_1 + P_2 e^{-\lambda t}$ where $V(t)$ is the total virus at time $t$ and $P_1$ and $P_2$ are baseline values.
Parameters $\lambda$ is the viral decay rates and may be interpreted as the turnover rates
of productively infected cells and long-lived or latently infected cells if the therapy is
perfect. Detailed discussion of the model has been given by [Grossman et al. (1999)]
and [Perelson et al. (1996)].

For the problem at hand, we may consider the following mixed effects model for
the reported viral loads for individual $i$ at time $t_{ij}$ after diagnosis in HIV surveillance
data

$$\log_{10}(V(t_{ij})) = a_{1i}(t_{ij} - \tau_i)^- + \log_{10}(b_{1i} + b_{2i} e^{-b_{3i}(t_{ij} - \tau_i)^+}) + e_{ij},$$

where the $\log_{10}$ transformation is used to stabilize the variance and makes the data
more normally distributed. The error term is represented by $e_{ij}$, $\tau_i$ is the change
point, functions $x^-$ and $x^+$ correspond to $\min(x, 0)$ and $\max(x, 0)$, respectively. The
quantity $a_{1i}$ is the subject-specific regression coefficient representing the slope of viral
loads before the change point, and $b_{1i}$, $b_{2i}$, $b_{3i}$ are subject-specific mixed effects for
the viral trajectory after the change point. We may define

\[ a_{1i} = \alpha_1 + \alpha_{1i}, \quad b_{1i} = \beta_1 + \beta_{1i}, \quad b_{2i} = \beta_2 + \beta_{2i}, \quad b_{3i} = \beta_3 + \beta_{3i}. \]

where \( \alpha_1, \beta_1, \beta_2, \) and \( \beta_3 \) are the population parameters (fixed effects), \( \alpha_{1i}, \beta_{1i}, \beta_{2i}, \) and \( \beta_{3i} \) are the random effects which are usually assumed to follow normal distribution with zero mean.

The choice of the distribution for the random change points is a model assumption and will depend on the process under investigation. For example, the distribution may be conventionally assumed to be normal. A log-normal distribution may be considered for the type of change point with a positive value. Choosing a parametric population distribution for the change points makes it possible to pool information: instead of estimating change points individually, their distribution parameters are estimated. In addition, when a change point is modeled as a random effect, the so-called problem of first-order discontinuity (Tishler and Zang, 1981) disappears since the parameters of the change-point distribution are estimated instead of a fixed-effect change point.

3 An Estimation Procedure Based on StEM Algorithm

3.1 The Models and Notations

In this section we present the models and the methods in general forms, illustrating that our methods may be applicable in other applications. Let \( y_{ij}, j = 1, 2, \ldots, n_i, \) be the measurement (can be left-censored) for subject \( i = 1, 2, \ldots, n \) at time \( t_{ij} \). We
consider a general segmented-NLME model

\[ y_{ij} = g((t_{ij} - \tau_i)^-, a_i) + h((t_{ij} - \tau_i)^+, b_i) + e_{ij}, \]

\( \tau_i \sim N(\tau, \sigma^{2}_{\tau}), \ a_i \sim N(\alpha, A), \ b_i \sim N(\beta, B), \ e_{ij|\tau_i, a_i, b_i} \sim N(0, \sigma^{2}_{e}) \),

where \( g(\cdot) \) and \( h(\cdot) \) are known nonlinear functions, \( \alpha \) and \( \beta \) are vectors of population parameters, \( \tau \) is the population mean and \( \sigma^{2}_{\tau} \) is the variance for the random change point \( \tau_i \), \( A \) and \( B \) are the variance-covariance matrix for random effects \( a_i \) and \( b_i \), respectively, and \( \sigma^{2}_{e} \) is the within-individual variance. Function \( x(\cdot)^- \) and \( x(\cdot)^+ \) are defined the same as in the last Section. For the segmented-NLME model, it is reasonable to assume that \( a_i, b_i \) are independent and both are independent of \( \tau_i \) which is usually introduced externally.

We consider a likelihood-based estimation and inference procedure for the model (3.1) using the observed data \( \{(y_i, c_i), i = 1, \ldots, n\} \) where \( c_i = (c_{i1}, \ldots, c_{in}) \) is the vector of censoring indication with \( c_{ij} = 1 \) when \( y_{ij} \) is left-censored and 0 otherwise. Let \( \theta = (\alpha, \beta, \tau, \sigma^{2}_{e}, \sigma^{2}_{\tau}, A, B) \) be the collection of all unknown parameters and \( f(\cdot) \) be a generic density function, and let \( f(X|Y) \) denote a conditional density of \( X \) given \( Y \). The observed data likelihood can be written as

\[ L(\theta) = \prod_{i=1}^{n} \left\{ \int \int \int \left[ \prod_{j=1}^{n_i} f(y_{ij}|\tau_i, a_i, b_i; \theta)^{1-c_{ij}} F(d|\tau_i, a_i, b_i; \theta)^{c_{ij}} \right] \times f(\tau_i) f(a_i) f(b_i) d\tau_i da_i db_i \right\}, \]

where \( d \) is the detection limit and

\[ F(d|\tau_i, a_i, b_i; \theta) = \int_{-\infty}^{d} f(y_{ij}|\tau_i, a_i, b_i; \theta) dy_{ij}. \]

Directly maximizing the likelihood (3.2) is challenging due to the nonlinear models involved and the nested integrals. Writing \( y_i = (y_{\text{obs},i}, y_{\text{cen},i}) \), by treating \( y_{\text{cen},i} \) (the censored component of \( y_i \)) and the unobserved random effects \( \tau_i, a_i, b_i \) as “missing
data”, we have “complete data” \( \{(y_i, \tau_i, a_i, b_i), i = 1, \ldots, n\} \) and the complete-data log-likelihood function for individual \( i \) can be expressed as

\[
l_c(\theta) = \log f(\tau_i; \theta) + \log f(a_i; A) + \log f(b_i; B) + \log f(y_i|\tau_i, a_i, b_i; \theta).
\] (3.3)

### 3.2 The Estimation Procedure

The EM algorithm introduced by [Dempster et al. (1977)](#) is a classical approach to estimate parameters of models with non-observed or incomplete data. Let us briefly cover the principle. Denote \( z \) as the vector of non-observed data, \( (y, z) \) the complete data and \( L_c(y, z; \theta) \) the log-likelihood of the complete data, the EM algorithm maximizes the \( Q(\theta|\theta') = E(L_c(y, z; \theta)|y; \theta') \) function in two steps. At the \( k^{th} \) iteration, the E-step is the evaluation of \( Q(k)(\theta) = Q(\theta|\theta^{(k-1)}) \), where the M-step updates \( \theta^{(k-1)} \) by maximizing \( Q(k)(\theta) \).

For the cases in which the E-step has no analytic form, [Wei and Tanner (1990)](#) introduce the Monte Carlo EM (MCEM) algorithm, which calculates the conditional expectations at the E-step via many simulations within each iteration and hence is quite computationally intensive. [Diebolt and Celeux (1996)](#) introduce stochastic versions of the EM algorithm, namely the stochastic EM (StEM), which replaces the E-step with a single imputation of the complete data and then averages the last batch of \( M \) estimates in the Markov Chain iterative sequence to obtain the point estimate of the parameters. The imputed data \( z^{(k)} \) at the \( k^{th} \) iteration are a random draw from the conditional distribution of the missing data given the observed data and the estimated parameter values at the \( (k - 1)^{th} \) iteration, \( f(z^{(k)}|y, \theta^{(k-1)}) \). As \( z^{(k)} \) only depends on \( z^{(k-1)} \), \( \{z^{(k)}\}_{k \geq 1} \) is a Markov chain. Assuming that \( z^{(k)} \) take values in a compact space and the kernel of the Markov chain is positive continuous for a
Lebesgue measure, the Markov chain is ergodic, and that ensures the existence of a unique stationary distribution (see, e.g., [IP 1994, Nielsen 2000]).

We now detail the StEM algorithm for the segmented-NLME previously presented. At the \((k + 1)\)th iteration:

**Imputation:** Draw missing data \((\tau_i, a_i, b_i, y_{cen,i})\) from the conditional distribution \([\tau_i, a_i, b_i, y_{cen,i}| y_{obs,i}; \theta^{(k)}]\). Specifically, we use the Gibbs sampler to generate samples from \([\tau_i, a_i, b_i, y_{cen,i}| y_{obs,i}; \theta^{(k)}]\) by iteratively sampling from the full conditionals \([\tau_i| y_i, a_i, b_i; \theta^{(k)}]\), \([a_i| y_i, \tau_i, b_i; \theta^{(k)}]\), \([b_i| y_i, \tau_i, a_i; \theta^{(k)}]\), and \([y_{cen,i}| y_{obs,i}, \tau_i, a_i, b_i; \theta^{(k)}]\), as follows:

\[
\begin{align*}
    f(\tau_i| y_i, a_i, b_i; \theta^{(k)}) &\propto f(\tau_i; \theta^{(k)}) f(y_i| \tau_i, a_i, b_i; \theta^{(k)}), \\
    f(a_i| y_i, \tau_i, b_i; \theta^{(k)}) &\propto f(a_i; \theta^{(k)}) f(y_i| \tau_i, a_i, b_i; \theta^{(k)}), \\
    f(b_i| y_i, \tau_i, a_i; \theta^{(k)}) &\propto f(b_i; \theta^{(k)}) f(y_i| \tau_i, a_i, b_i; \theta^{(k)}), \\
    f(y_{cen,i}| y_{obs,i}, \tau_i, a_i, b_i; \theta^{(k)}) &\propto f(y_i| \tau_i, a_i, b_i; \theta^{(k)}).
\end{align*}
\]

Monte Carlo samples from each of the full conditionals can be obtained through multivariate rejection sampling methods (see Appendix).

**Maximization:** With data augmentation, the maximization step involves maximizing the complete likelihood (3.3). For the “complete data” \(\{(y_i, \tau_i, a_i, b_i), i = 1, \ldots, n\}\), the complete log-likelihood can be written as summation of four parts

\[L_c(\theta) = L_c^{(1)}(\theta) + L_c^{(2)}(\theta) + L_c^{(3)}(\theta) + L_c^{(4)}(\theta)\]
where

\[ L_{(1)}(\theta) = \sum_{i=1}^{n} \log \left[ \sigma_{\tau}^{-1} \exp \left( -\frac{(\tau_i - \tau)^2}{2\sigma_{\tau}} \right) \right], \]

\[ L_{(2)}(\theta) = -n \log(2\pi) - \frac{n}{2} \log |A| - \frac{1}{2} \sum_{i=1}^{n} (a_i - \alpha)^T A^{-1} (a_i - \alpha), \]

\[ L_{(3)}(\theta) = -n \log(2\pi) - \frac{n}{2} \log |B| - \frac{1}{2} \sum_{i=1}^{n} (b_i - \beta)^T B^{-1} (b_i - \beta), \]

\[ L_{(4)}(\theta) = \sum_{i=1}^{n} \log \left\{ \prod_{j=1}^{n_i} \sigma_{\tau}^{-1} \exp \left( -\frac{y_{ij} - g((t_{ij} - \tau_i)^-, a_i) - h((t_{ij} - \tau_i)^+, b_i)^2}{2\sigma_{\tau}^2} \right) \right\}. \]

Since \((y_i, \tau_i, a_i, b_i)\) are regarding as data, the complete log-likelihood no longer involves integrals, which substantially simplifies the maximization. Also, due to the mutual independence among \(\tau_i, a_i, b_i\), the maximization can be done by part. Solving the score equations yields the following estimations:

\[ \tau = \frac{1}{n} \sum_{i=1}^{n} \tau_i, \quad \sigma_{\tau}^2 = \frac{1}{n} \sum_{i=1}^{n} (\tau_i - \tau)^2, \]

\[ \alpha = \frac{1}{n} \sum_{i=1}^{n} a_i, \quad A = \frac{1}{n} \sum_{i=1}^{n} (a_i - \alpha)(a_i - \alpha)^T, \]

\[ \beta = \frac{1}{n} \sum_{i=1}^{n} b_i, \quad B = \frac{1}{n} \sum_{i=1}^{n} (b_i - \beta)(b_i - \beta)^T, \]

\[ \sigma_{\epsilon}^2 = \frac{1}{n} \sum_{i=1}^{n} \left\{ \frac{1}{n_i} \sum_{j=1}^{n_i} \left[ \frac{1}{n_i} \sum_{j=1}^{n_i} \left[ y_{ij} - g((t_{ij} - \tau_i)^-, a_i) - h((t_{ij} - \tau_i)^+, b_i)^2 \right] \right] \right\}. \]

Estimates of standard errors can be obtained as the inverse of the Fisher information matrix (see for instance [Walter and Pronzato, 2007]). As with the likelihood defined in (3.2), the Fisher information matrix of the segmented-NLME has no closed form solution. Approximations to the Fisher information matrix have been proposed in the optimal design context by Mentré and others (Mentre et al., 1997; Retout et al., 2007).
In this paper, we compute the Fisher information matrix by linearizing of the function $g(\cdot) + h(\cdot)$ around the conditional expectation of the individual Gaussian parameters $\{\tau_i, a_i, b_i, i = 1, \ldots, n\}$ with imputed $y_i$. The resulting model is Gaussian, and its Fisher information matrix is a block matrix (no correlations between the estimated fixed effects and the estimated variances). Alternatively, the Louis principle could be used to compute the Fisher information matrix based on the complete data likelihood where the second derivatives of the likelihood are involved (Louis 1982).

4 Data Analysis

We present the analysis of the HIV surveillance registry data introduced in Section 2. We aim to estimate the ART initiation time using the routinely reported viral loads from the HIV surveillance registry. Due to computing resource constraints, we consider a random subset of 500 individuals with at least two viral reports. The random sample enables the change point inference for the corresponding target population.

To obtain the initial values of the parameters, we start with a modified version of the log1plus algorithm from [Braunstein et al.] (2016), denoted as log1plus*. Same as the original log1plus algorithm, the log1plus* algorithm detects ART occurrence by sequentially examining pairs of reported viral loads over time for an individual. ART initiation is detected if the difference between the two viral loads drops more than one log10-based unit within an observing window with specific width (e.g., three months) or the viral load measures change from detectable to undetectable (i.e., left-censored). While the original log1plus was used to detect ART initiation and make reference to the detected sub-population, as a preliminary step to obtain initial values for the interested parameters, the log1plus* extends the algorithm to the entire sample.
Also, instead of using the middle point as ART initiation time, log1plus used the first reporting time of the VL pair upon which ART occurrence is detected. Even though the approach is still empirical, such a choice of ART initiation is more biologically plausible since the VL is likely to decline right after the ART. For those individuals with no ART detected, a random time point beyond the last VL reporting time was used as the initial change point.

Due to drug resistance, inadequate drug absorption, or sub-optimal medication adherence, a viral rebound can occur [Murray et al., 1999]. To include many relevant data as possible and to simplify the modeling, we preserve any reports before the first VL reporting time of the VL pair which detects the ART and extend time points (and corresponding VL values) after the second reporting time of the same VL pair until viral rebound. Viral rebound is defined in this analysis as the occurrence of a larger viral load value (comparing to the previous measure) or when two adjacent VL measures change from undetectable to detectable over time. The final analytic data have a total of 2621 viral reports with reporting period ranging from 0 to 3 years after HIV diagnosis and reporting frequency ranging from 2 to 16, with a median of 5 for the 500 random samples. Thirty-seven percent of viral loads were under the detection limits.

We fit several candidate models upon the viral loads separated by the initial change points to obtain the starting values for the parameters in the segmented models. For the pre- ART segment, we choose from a linear mixed effects model with linear or quadratic term of the time variables. For the post- ART segment, there are the one-compartment and two-compartment nonlinear mixed effects [Wu and Ding, 1999] to select. Based on AIC, we decide on a combination of a linear mixed effects model with linear time term and a bi-exponential nonlinear mixed effects model to implement the
StEM algorithm. Specifically, the segmented-NLME model for the viral measure $y_{ij}$ at time $t_{ij}$ is:

$$y_{ij} = g((t_{ij} - \tau_i)^-, a_i) + h((t_{ij} - \tau_i)^+, b_i) + e_{ij},$$

$$g((t_{ij} - \tau_i)^-, a_i) = a_i(t_{ij} - \tau_i)^-, \quad (4.4)$$

$$h((t_{ij} - \tau_i)^+, b_i) = \log_{10}(b_{1i} e^{-b_{2i}(t_{ij} - \tau_i)^+} + b_{3i} e^{-b_{4i}(t_{ij} - \tau_i)^+}).$$

The model has a six-dimensional structure of random effects: $a_i$ is for the slope of the pre-change point viral loads, $\tau_i$ is the change point, $b_{1i}, b_{3i}$ are the base values and $b_{2i}, b_{4i}$ are the decay rates for the 2-phases post-change point viral loads. While there is no constraint on the range of $a_i$, other random effects are biologically positive. We therefore use normal distribution for $a_i$ and log-normal distribution for other random effects, e.g., we assume $a_i \sim N(\alpha, \sigma_a^2)$, $\tau_i \sim LN(\tau, \sigma_{\tau}^2)$ $b_i \equiv (b_{1i}, b_{2i}, b_{3i}, b_{4i})^T \sim LN((\beta_1, \beta_2, \beta_3, \beta_4)^T, B)$ where the variance-covariance matrix $B$ for the random effects $b_i$ is assumed to be unstructured to allow for all possible correlations.

Determining convergence appears to be an open question for StEM. In the literature, the commonly used approach for convergence diagnostics is through visual examination of the trace plots (see, e.g., Yang, 2018, Wang et al., 2020, Huang et al., 2020). Recently, Zhang et al. (2020) proposed a Geweke Statistics based method. We adopt this approach in our implementation and claim the convergence is achieved when the Geweke statistics is smaller than a designated threshold (see Simulation Section for details). With our data and method, the convergence can usually arrive before 2000 iterations. We use statistical software R for the entire implementation.

Figure 1 shows the trace plots of each parameter in model (4.4). A total of 2000 iterations are displayed where the convergence is arrived at the 1940th iteration. We use the estimates from the last 300 iterations (i.e., $M = 300$) to calculate the final
point estimate and the standard error as

$$\hat{\theta} = \frac{1}{M} \sum_{m=1}^{M} \hat{\theta}^{(m)}, \quad \hat{\sigma}_{\theta} = \sqrt{\frac{1}{M} \sum_{m=1}^{M} \hat{\sigma}_{\hat{\theta}^{(m)}}^2 + \left(1 + \frac{1}{M}\right) \frac{1}{M-1} \sum_{m=1}^{M} (\hat{\theta}^{(m)} - \hat{\theta})^2},$$

where $\hat{\sigma}_{\hat{\theta}^{(m)}}$ is obtained from the linearization method described in Section 3.

Table 1 shows the estimations for the sample of HIV surveillance registry data from the StEM algorithm and from the log1plus$^*$ algorithm. Figure 2(a) shows the population level viral trajectory estimated by the random change-point model for the first two years after HIV diagnosis. The pre-ART trend of viral dynamic is quite flat but increasing where a positive slope is estimated as $\alpha = 0.14$ (se=0.03). With ART, the viral load trend shows a sharp drop in the first phase, followed by a slow decay, i.e., the second phase. The population mean parameter $\tau$ for the change point (ART initiation time) is estimated as -1.15, (se=0.17) which corresponds to an inverse log transformed scale of 116 days after HIV diagnosis, with a 95% confidence interval from 83 to 161 days (as contrast, the empirical method yields an estimate of the change point as -1.32 with se=0.11, which is corresponding to 98 days, with 95% confidence interval from 79 to 121 days). The distribution of the change points is characterized by both $\tau$ and $\sigma^2$. The density plot of this distribution can be seen in Figure 2(b) where both StEM estimation and the empirical distribution of the ART initiation time from the log1plus$^*$ algorithm are displayed. The distributions are right skewed while the StEM method tends to estimate larger (later) ART initiation time than the one from the log1plus$^*$. The log1plus$^*$ based change-point distribution is heavily influenced by the empirical approach of picking the ART initiation time, e.g., from the first reporting time of the VL pair that detects the ART. Also, the distribution is not smooth where we see a slight upward bump, e.g., around 1.5 year after HIV diagnosis, reflecting the empirical determination of the change points (e.g., as a random value.
beyond the last VL reporting time) for those individuals without ART.

We also perform model diagnostics by comparing the observed values with fitted values for each individual in the dataset. We predict the individual random effects, including the change point, by the posterior mean obtained from 100 additional Monte Carlo samples of the full conditionals at the convergence. Figure 3 shows the fitted versus the observed viral loads from nine individuals who are chosen to represent different patterns. The predicted change point and corresponding viral load at ART treatment time are marked in the plot. Estimated population level viral trajectory is also displayed. The two phases of viral decay can be seen, varying by individual. The segmented-NLME model predicts the left-censored viral loads to follow such a trend beneath the detection limit (see id = 2, 5, 6, and 8). Although restricted to be positive by the model, we see that our model predicts close to zero (HIV diagnosis time) ART initiation time, e.g., for the three individuals (id = 1, 2, and 3) where a sharp decline of viral load after the change point is observed. Compared to the initial change-point value picked by the log1plus, the StEM algorithm can predict quite different ART initiation times, as seen from individuals with id 4 and 7. The StEM-based estimations are influenced by 1) the population parameters, 2) each individual’s observed viral loads, and 3) the assumed model.

Interestingly, the StEM can predict an ART initiation time before the first virus reporting time, as seen in the case for id=8 where a relatively low value (less than 2.5, log10 transformed scale) is seen at the first viral reporting time. The real-world interpretation for such cases might be that the individual received ART without a VL test on the same day. A situation like this is atypical but plausible, and we present such a case to show the model-based estimation’s resilience. For example, the predicted viral load at the ART initiation time seems reasonable. The last case, id 9,
represents the situation in which ART initiation is predicted beyond the time frame of available viral reports.

5 Simulation

We evaluate the performance of the StEM algorithm through simulation. We generate data to mimic the viral reports in the HIV surveillance registry and present results for the settings with and without left-censored values. Each simulated dataset contains 500 individuals as in the sample for the real data analysis. We emulate the irregular reporting time since HIV diagnosis by a progressive state-transition model with first-order Markov assumption, i.e., the length of lagging for a reporting time depends on the previous reporting time. We therefore generate the stochastic measurement time \((t_{i1}, t_{i2}, \ldots, t_{in_i})\) based on parameters from the fitted model on the actual reporting time points in the HIV surveillance registry data. Specifically, the viral load reporting time \(T\) is assumed to follow an exponential distribution with parameter \(\xi > 0\). Given the previous reporting time \(u > 0\), the next reporting time, conditioning on \(u\), is

\[
T_{iu} = \exp \left( \log \left( -\frac{1}{\xi} \log(X) + u \right) \right),
\]

for \(X \sim \text{Uniform}(0, 1)\). In the simulation, we set \(\xi = 1.45\) which is the estimate from the real data. We then generate viral loads using model (4.4). The values for the fixed effects \((\alpha, \beta_1, \beta_2, \beta_3, \beta_4, \tau)\), the corresponding variance components \((\sigma_a^2, B, \sigma_{\tau}^2)\), and the variance of error \(\sigma_e^2\) are provided in Table 1 (StEM based results). The left-censoring is simulated by randomly setting a portion (0%, 30% and 50%) of the generated viral loads that are below 200 RNA copies per milliliter of blood plasma, in the original scale of the biomarker.
We conduct 100 simulation runs for each scenario and with each run, once started
the Markov chain, as described in the section above with the initial values, the sta-
tionarity is determined by using a batch procedure based on the Geweke statistic
(Gelman and Rubin 1992). Let batch size be \( M \), where \( M \) is set to 300 as the de-
fault value in real data analysis and simulation. We use a moving window for the
Markov chain and compute the Geweke statistics at each increment of 10 iterations
\((w=10)\). More precisely, the batch procedure goes in the following steps:

1. **Initialization.** Set \( B = 0 \). Run the StEM algorithm to obtain the initial series
   of the estimates \( \{ \theta^{(w*B+1)}, \ldots, \theta^{(w*B+M)} \} \).

2. **Check stationarity.** For each entry \( p \) in \( \theta \), we compute the Geweke statistic
   \( z_p \) from the Markov chain \( \{ \theta_p^{(w*B+1)}, \ldots, \theta_p^{(w*B+M)} \} \), based on the standardized mean
difference between first 10% and last 50% part of the chain. We regard stationary
   being reached when all \( |z_p| \)s are sufficiently small, i.e.,
   \[
   \sum_{p=1}^{P} z_p^2 < \epsilon P,
   \]
   where \( P \) is the total number of parameters and \( \epsilon \) is set to be 1.5 in the implementation
   as in Zhang et al. (2020).

3. **Update.** If stationarity is not reached, execute \( w \) additional runs of the chain,
increase the number \( B \) by 1 and then repeat step 2.

At convergence over the simulation replicates, besides the average standard error
(SE) and standard deviation (SD) of the multiple estimates of the parameter, we
also calculate the mean squared error (MSE) and the percentage of bias (Bias\%) by
comparing the estimate of the parameter with the true value (see Table 2 for the
definitions). Table 2 presents the simulation results for the fixed effects, where we
also included the results from the log1plus\* based method for comparison. We see the
SEs and SDs are generally agreeable, indicating both methods work well for the finite sample. When there is no left-censoring, the logIplus* method is comparable with the StEM method. With the censoring, the StEM-based procedure produces substantially smaller MSE. It has much less bias, especially regarding the estimation of $\beta_4$ (the population parameter for the second phase decay rate of VL) and $\tau$. As the censored amount increases, the logIplus* method shows more deteriorated performance while the deterioration with the StEM method is barely noticeable.

6 Conclusion and Discussion

Nonlinear models have broad applications in HIV studies, cancer research, and pharmacokinetic modeling (Lindsey, 2001). In this paper, we extend the random change-point model to a more general class, allowing for nonlinear mixed effects models for each segment. In addition, we establish a StEM-based solution for the left-censoring problem that occurred in the longitudinal data and evaluate the convergence criteria of the Markov chain through simulation. The proposed method has conceptual simplicity, attributing to the EM algorithm, providing a maximum likelihood solution beyond the Bayesian framework.

When the method is applied to the data, we effectively extend our previous study in several important directions. For example, using a randomly selected sub-sample, we provide a model-based estimation of ART initiation time after HIV diagnosis for the target population. Simulation shows such a model-based metric is more accurate than the empirical version. Furthermore, regarding the viral load dynamics, it is generally hypothesized that the severity of HIV infection would increase without treatment, leading to a higher risk of contracting AIDS. With the segmented-NLME
model, we further confirm such a hypothesis: an estimated positive slope of the pri-
ART initiation trend for the population. In addition, our model can predict the
viral load at ART initiation time, providing another critical public health measure in
addition to CD4 counts (Braunstein et al., 2016).

We plan to incorporate other variables collected in the HIV surveillance registry as
a next step. Including time-invariant covariates such as age at diagnosis and gender in
the segmented NLME models is straightforward but with increased computing burden
since the M-step won’t be in closed-form. Handling time-varying measures such as
CD4 (another primary biomarker reported in the HIV surveillance data) is much more
involved. As ART initiation would also induce trajectory change to CD4, a practical
approach is to expand the current model into a bivariate model to jointly model
viral load and CD4. The asynchronous reports between viral load and CD4 generate
missing data on both longitudinal data, and handling such missing data in our context
is non-trivial. However, we feel such expansion will benefit the estimation accuracy
with the enriched within-subject measures and by borrowing information from the
correlated biomarkers.

StEM substantially improves the computation efficiency over the MCEM method
for the problem when there is no existing analytic form for the E-step. Using an
independent sample from rejection sampling, we achieve convergence within 2000
iterations for the size of our problem. Due to the high dimension of the missing
data structure, a Gibbs sampler has to be embedded within each StEM iteration.
Even though computer power has been increasing tremendously, it is wise to keep
the sample size and the number of simulations manageable. Hence, we shall continue
in research for even more computationally efficient methods. One possibility is to
use crude approximations, e.g., Metropolis sampling (Delyon et al., 1999), at a burn-
in period and gradually increase the accuracy of the approximation to the proper
distribution.

**Appendix: Multivariate Rejection Sampling Algorithm**

Sampling from the full conditional of the random effects can be accomplished by
a multivariate rejection algorithm. For univariate density functions are log-concave
in the appropriate parameters, the adaptive rejection algorithm of *Gilks and Wild*
(1992) may be used, as in *Ibrahim et al.* (1999). However, for segmented-NLME
models, some densities may not be log-concave, and some are multivariate. In such
cases, the multivariate rejection sampling method *Geweke* (1996) may be used to
obtain the desired samples. *Booth and Hobert* (1999) discussed such a method in the
context of complete data generalized linear mixed models, which can be extended to
our models as follows.

Consider sampling from \( f(b_i | y_i, \tau_i, a_i; \theta^{(k)}) \). Let \( f^*(b_i) = f(b_i; \theta^{(t)}) : f(y_i | \tau_i, a_i, b_i; \theta^{(k)}) \)
and \( \xi = \sup_u \{ f^*(u) \} \). A random sample from \( f(b_i | y_i, \tau_i, a_i; \theta^{(k)}) \) can be obtained
as follows:

Step 1: sample \( b_i^* \) from \( f(b_i; \theta^{(t)}) \), and independently, sample \( w \) from the uni-
form(0,1) distribution;

Step 2: if \( w \leq f^*(b_i^*)/\xi \), then accept \( b_i^* \) as a sample point from \( f(b_i | y_i, \tau_i, a_i; \theta^{(k)}) \),
otherwise, go back to step 1 and continue.
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Table 1: Estimates in fitting NYC HIV surveillance registry data to the log1plus* and StEM algorithm

| Method  | Parameter | $\alpha$ | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\beta_4$ | $\tau$ |
|---------|-----------|----------|-----------|-----------|-----------|-----------|-------|
| log1plus* | est       | 0.05     | 9.99      | 4.20      | 4.83      | -3.07     | -1.32 |
|         | se        | 0.01     | 0.10      | 0.07      | 0.05      | 0.25      | 0.11  |
| StEM    | est       | 0.14     | 10.72     | 4.59      | 4.21      | -1.64     | -1.15 |
|         | se        | 0.03     | 0.12      | 0.21      | 0.08      | 0.23      | 0.17  |

Estimates of the variance components:

$log1plus^*$: $\sigma_A = 0.03$, $\sigma_\tau = 2.21$, $\sigma_e = 0.10$,

$$B = \begin{pmatrix} 2.13^2 & -0.31 & 0.24 & 0.24 \\ 0.82^2 & 0.07 & 0.43 \\ 0.92^2 & 2.20 \\ 2.84^2 \end{pmatrix}$$

StEM: $\sigma_A = 0.02$, $\sigma_\tau = 1.97$, $\sigma_e = 0.46$,

$$B = \begin{pmatrix} 1.10^2 & -0.12 & 0.45 & 1.05 \\ 0.75^2 & 0.21 & 0.66 \\ 0.54^2 & 0.76 \\ 1.41^2 \end{pmatrix}$$
Table 2: Simulation results on the performance of the log1plus\(^*\) and StEM algorithm

| \(\theta\) | \(\alpha\) | \(\beta_1\) | \(\beta_2\) | \(\beta_3\) | \(\beta_4\) | \(\tau\) |
|-----------|----------|-----------|-----------|-----------|-----------|--------|
| Method    | True     | 0.14      | 10.72     | 4.59      | 4.21      | -1.64  | -1.15  |

### 0% left-censored

| log1plus\(^*\) | Est     | 0.01      | 9.61      | 4.36      | 4.00      | -2.26  | -1.16  |
| SE         | 0.03    | 0.13      | 0.13      | 0.04      | 0.14      | 0.08   |
| SD         | 0.01    | 0.01      | 0.06      | 0.02      | 0.10      | 0.01   |
| MSE        | 0.02    | 1.25      | 0.07      | 0.05      | 0.42      | 0.01   |
| Bias\%     | -90.00  | -10.35    | -5.00     | -4.99     | 37.98     | 0.61   |
| StEM       | Est     | 0.11      | 10.69     | 4.74      | 4.22      | -1.43  | -1.14  |
| SE         | 0.03    | 0.14      | 0.28      | 0.07      | 0.12      | 0.16   |
| SD         | 0.03    | 0.10      | 0.26      | 0.06      | 0.15      | 0.16   |
| MSE        | 0.01    | 0.21      | 0.16      | 0.02      | 0.07      | 0.05   |
| Bias\%     | -24.24  | -4.05     | 2.10      | 1.65      | -11.56    | -0.37  |

### 30% left-censored

| log1plus\(^*\) | Est     | 0.08      | 10.51     | 3.87      | 4.62      | -2.69  | -2.44  |
| SE         | 0.05    | 0.07      | 0.10      | 0.04      | 0.21      | 0.09   |
| SD         | 0.06    | 0.07      | 0.07      | 0.04      | 0.33      | 0.10   |
| MSE        | 0.01    | 0.05      | 0.53      | 0.17      | 1.26      | 1.68   |
| Bias\%     | -41.46  | -1.97     | -15.60    | 9.69      | 64.19     | 112.22 |
| StEM       | Est     | 0.15      | 10.72     | 4.67      | 4.24      | -1.64  | -1.20  |
| SE         | 0.03    | 0.05      | 0.21      | 0.03      | 0.10      | 0.09   |
| SD         | 0.04    | 0.06      | 0.22      | 0.05      | 0.22      | 0.06   |
| MSE        | 0.01    | 0.01      | 0.10      | 0.01      | 0.06      | 0.01   |
| Bias\%     | 5.56    | 0.04      | 1.83      | 0.83      | -0.04     | 4.33   |

### 50% left-censored

| log1plus\(^*\) | Est     | 0.14      | 10.57     | 3.89      | 5.00      | -3.89  | -2.48  |
| SE         | 0.05    | 0.07      | 0.10      | 0.03      | 0.28      | 0.09   |
| SD         | 0.05    | 0.07      | 0.07      | 0.03      | 0.46      | 0.09   |
| MSE        | 0.01    | 0.03      | 0.50      | 0.63      | 5.37      | 1.78   |
| Bias\%     | -0.05   | -1.41     | -15.21    | 18.88     | 137.38    | 115.46 |
| StEM       | Est     | 0.14      | 10.72     | 4.73      | 4.33      | -1.68  | -1.19  |
| SE         | 0.03    | 0.05      | 0.23      | 0.04      | 0.11      | 0.09   |
| SD         | 0.05    | 0.06      | 0.30      | 0.08      | 0.40      | 0.07   |
| MSE        | 0.01    | 0.01      | 0.16      | 0.02      | 0.17      | 0.01   |
| Bias\%     | 1.05    | 0.02      | 3.04      | 2.88      | 2.37      | 3.37   |

\[\text{MSE} = \frac{1}{S} \sum_{s=1}^{S} 100 \times \frac{\sqrt{(\hat{\theta}(s) - \theta_{true})^2 + \text{SE}(\hat{\theta}(s))^2}}{\theta_{true}}\]

\[\text{Bias\%} = \frac{1}{S} \sum_{s=1}^{S} 100 \times \left(\frac{\hat{\theta}(s) - \theta_{true}}{\theta_{true}}\right)\]
Figure 1: Trace plots of all parameters in the segmented-NLME model for the HIV Registry data. Results from 2000 iterations are displayed although for this sample, the convergence is arrived at the 1940\textsuperscript{th} iteration. The parameters $\sigma_{B_1}$, $\sigma_{B_2}$, $\sigma_{B_3}$, $\sigma_{B_4}$ are the standard deviation of random effects $b_i$; $\rho_{12}$, $\rho_{13}$, $\rho_{14}$, $\rho_{23}$, and $\rho_{34}$ are the corresponding correlation parameters.
Figure 2: (a) Population level HIV viral load trajectory estimated by the segmented-NLME algorithm; (b) Density plots for the distribution of ART initiation time, from the StEM model-based estimation and from the empirical $\log1plus^*$ algorithm.
Figure 3: Individual trajectory prediction plots. The open circles (◦) are the observed viral loads, the solid line is the predicted trajectory, and the dashed line is the population trajectory. The detection limit is displayed by dotted line where the viral load is initially imputed by half of the limit when left-censoring occurs (see id=2, 5, 6, 7 and 8 where the detect limit is at 100 units for id 2, 7 and 8 while for id 5 and 6, the threshold is at 200 units). A triangle (△) is used to display the predicted change point and the viral load at the ART initiation time. A down-pointing triangle (▽) is used to indicate the change point time obtained from the log1plus* algorithm.