TRANSITION FRONTS IN NONLOCAL EQUATIONS WITH TIME HETEROGENEOUS IGNITION NONLINEARITY

WENXIAN SHEN AND ZHONGWEI SHEN

Abstract. The present paper is devoted to the study of transition fronts in nonlocal reaction-diffusion equations with time heterogeneous nonlinearity of ignition type. It is proven that such an equation admits space monotone transition fronts with finite speed and space regularity in the sense of uniform Lipschitz continuity. Our approach is first constructing a sequence of approximating front-like solutions and then proving that the approximating solutions converge to a transition front. We take advantage of the idea of modified interface location, which allows us to characterize the finite speed of approximating solutions in the absence of space regularity, and leads directly to uniform exponential decaying estimates.

1. Introduction

Since the pioneering works of Fisher (see [17]) and Kolmogorov, Petrovsky and Piscunov (see [23]), the reaction-diffusion equation of the form

\[ u_t = u_{xx} + f(t, x, u) \]  \hspace{1cm} (1.1)

has attracted a lot of attention, and a vast amount of literature has been carried out to the understanding of front propagation phenomenon in such an equation and its generalized
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forms. We refer to [2, 3, 19, 20, 22, 51, 53] and references therein for works in the homogeneous media, i.e., \( f(t, x, u) = f(u) \). Recently, there are a lot of progress concerning (1.1) in the heterogeneous media. We refer to [6, 15, 28, 29, 32, 35, 36, 52, 54] and references therein for works in the space heterogeneous media, i.e., \( f(t, x, u) = f(x, u) \), and to [1, 33, 40, 41, 43, 44, 46, 47] and references therein for works in the time heterogeneous media, i.e., \( f(t, x, u) = f(t, x) \). There are also some works in the space-time heterogeneous media (see e.g. [24, 25, 26, 30, 31, 42, 45, 52]), but it remains widely open. It is worthwhile to point out that the stability results concerning traveling waves and their generalizations, from a PDE viewpoint, are more or less influenced by the work of Fife and McLeod (see [19]).

Equation (1.1) is used to model various diffusive processes in biology, ecology, combustion theory and so on. However, when processes with jumps come into play, equation (1.1) is no longer suitable. More precisely, the random dispersal operator \( \partial_{xx} \) is no long suitable. As a substitute, the nonlocal dispersal operator is introduced (see e.g. [18] for some background) and we are now concerned with the following integral equation

\[
 u_t = \mathcal{J} * u - u + f(t, x, u),
\]

(1.2)

where \( \mathcal{J} \) is a convolution kernel and \( \mathcal{J} * u(x) = \int_{\mathbb{R}} \mathcal{J}(x-y)u(y)dy = \int_{\mathbb{R}} \mathcal{J}(y)u(x-y)dy \).

As for (1.2) in the homogeneous media, traveling waves, i.e., solutions of the form \( u(t, x) = \phi(x-ct) \) with \( (c, \phi) \) satisfying

\[ J * \phi - \phi + c\phi_x + f(\phi) = 0, \quad \phi(-\infty) = 1, \quad \phi(\infty) = 0, \]

have been obtained for various nonlinearities, including bistable nonlinearity, monostable nonlinearity, and ignition type nonlinearity (see [4, 9, 10, 11, 12, 13, 39] and references therein). The study of (1.2) in the heterogeneous media is rather recent and results concerning front propagation are very limited comparing to that of the classical random dispersal case. In [14, 16, 48, 49, 50], the authors investigated (1.2) in the space periodic monostable media, i.e., \( f(t, x, u) = f(x, u) \) is of monostable type and periodic in \( x \), and proved the existence of spreading speeds and periodic traveling waves. In [38], the authors studied the existence of spreading speeds and traveling waves of (1.2) in the space-time periodic monostable media. Very recently, both Berestycki, Coville and Vo (see [5]), and Lim and Zlatoš (see [27]) investigated (1.2) in the space heterogeneous monostable media. While Berestycki, Coville and Vo studied principal eigenvalue, positive solution and long-time behavior of solutions, Lim and Zlatoš proved the existence of transition fronts in the sense of Berestycki-Hamel (see [7, 8]), that is, an entire solution \( u(t, x) \) of (1.1) or (1.2) is called a transition front if \( u(t, -\infty) = 1 \) and \( u(t, \infty) = 0 \) for any \( t \in \mathbb{R} \), and for any \( \epsilon \in (0, 1) \) there holds

\[ \sup_{t \in \mathbb{R}} \text{diam}\{x \in \mathbb{R}| \epsilon \leq u(t, x) \leq 1 - \epsilon\} < \infty. \]

As just mentioned, the existing results for (1.2) in the heterogeneous media is far from being complete, and therefore, it is expected to explore more results in time or space heterogeneous media of monostable, bistable or ignition type. In the present paper, we study (1.2) in the time heterogeneous media of ignition type, i.e.,

\[
 u_t = \mathcal{J} * u - u + f(t, u), \quad (t, x) \in \mathbb{R} \times \mathbb{R},
\]

(1.3)

where the convolution kernel \( \mathcal{J} \) satisfies
Moreover, there exists a continuous differentiable function $X \in C^1(\mathbb{R})$, $X(x) = J(-x) \geq 0$ for all $x \in \mathbb{R}$, $\int_{\mathbb{R}} J(x)dx = 1$, $\int_{\mathbb{R}} |J(x)|dx < \infty$ and
\[
\int_{\mathbb{R}} J(x)e^{\lambda x}dx < \infty, \quad \forall \lambda > 0;
\]
and the time heterogeneous nonlinearity $f(t, u)$ satisfies
\[
\text{(H1)} \quad J \not\equiv 0, \quad J(x) = J(-x) \geq 0 \text{ for all } x \in \mathbb{R}, \quad \int_{\mathbb{R}} J(x)dx = 1, \quad \int_{\mathbb{R}} |J(x)|dx < \infty
\]
\[
\text{(H2)} \quad f : \mathbb{R} \times [0, \infty) \to \mathbb{R} \text{ is continuously differentiable and satisfies the following conditions:}
\]
- there are $\theta \in (0, 1)$ (the ignition temperature), $\min \in C^{1,\alpha}([0, 1])$ and a Lipschitz continuous function $f_{\max} : [0, 1] \to \mathbb{R}$ satisfying
\[
f_{\min}(u) = 0 = f_{\max}(u), \quad u \in [0, \theta] \cup \{1\},
\]
\[
0 < f_{\min}(u) \leq f_{\max}(u), \quad u \in (\theta, 1),
\]
\[
f'_{\min}(1) < 0
\]
such that
\[
f_{\min}(u) \leq f(t, u) \leq f_{\max}(u), \quad (t, u) \in \mathbb{R} \times [0, 1].
\]
- $f(t, u) < 0$ for $(t, u) \in \mathbb{R} \times (1, \infty)$;
- first-order partial derivatives are uniformly bounded, i.e.,
\[
\sup_{(t, u) \in \mathbb{R} \times [0, 1]} |f_t(t, u)| < \infty \quad \text{and} \quad \sup_{(t, u) \in \mathbb{R} \times [0, \infty)} |f_u(t, u)| < \infty
\]
- there exists $\tilde{\theta} \in (\theta, 1)$ such that
\[
\frac{f(t, u_1) - f(t, u_2)}{u_1 - u_2} \leq 0, \quad \forall u_1, u_2 \in [\tilde{\theta}, 1], \quad u_1 \neq u_2, \quad t \in \mathbb{R}.
\]
\[
\text{(1.5)}
\]
We remark that (1.4) says that $J$ decays at $\pm \infty$ faster than any exponential function. Typical examples for $J$ are compactly supported functions and the probability density function for standard normal distribution. Under the continuous differentiability assumption of $f$, (1.5) is equivalent to $f_u(t, u) \leq 0$ for all $(t, u) \in \mathbb{R} \times [\tilde{\theta}, 1]$. But we will use (1.5) for convenience.

The main result in the present paper is stated in the following theorem.

**Theorem 1.1.** Suppose (H1) and (H2). Equation (1.3) admits a transition front $u(t, x)$ that is strictly decreasing in space and uniformly Lipschitz continuous in space, that is,
\[
\sup_{x \neq y, t \in \mathbb{R}} \left| \frac{u(t, y) - u(t, x)}{y - x} \right| < \infty.
\]
Moreover, there exists a continuous differentiable function $X : \mathbb{R} \to \mathbb{R}$ such that the following hold:

(i) there exist $c_{\min}^\ast > 0$ and $c_{\max}^\ast > 0$ such that $c_{\min}^\ast \leq X(t) \leq c_{\max}^\ast$ for all $t \in \mathbb{R}$;

(ii) there exist two exponents $c_\pm > 0$ and two shifts $h_\pm > 0$ such that
\[
u(t, x + X(t) + h_+) \leq e^{-c_+ x}, \quad x \geq 0,
\]
\[
u(t, x + X(t) - h_-) \geq 1 - e^{-c_- x}, \quad x \leq 0
\]
for all $t \in \mathbb{R}$. 
Considering space reflection, we obtain space increasing transition fronts. Note that if \( u(t, x) \) is continuously differentiable, then \( \phi(t, x) := u(t, x + X(t)) \) satisfies
\[
\begin{cases}
\phi_t = J * \phi - \phi + \dot{X}(t) \phi_x + f(t, \phi), \\
\phi(t, -\infty) = 1, \ \phi(t, \infty) = 0 \quad \text{uniformly in } t \in \mathbb{R}.
\end{cases}
\]
In the literature, \( u(t, x) = \phi(t, x - X(t)) \) is also called a generalized traveling wave, especially in the time heterogeneous media (see e.g. \([33, 40, 41, 44]\)).

Theorem 1.1 is a nonlocal version of \([46, \text{Theorem 1.3}(1)]\), where the classical random dispersal case is treated. However, its proof does not follow the procedure for that of \([46, \text{Theorem 1.3}(1)]\) due to the lack of space regularity. For clarity, let us outline the main ideas of the proof of Theorem 1.1 within the following four steps.

(i) We first construct space decreasing front-like solutions \( u(t, x; s) \) of (1.3) with initial moment at \( s < 0 \) satisfying the normalization \( u(0, 0; s) = \theta \) (see \([2.4]\), Lemmas 2.2 and Lemma 2.3). We are going to show that \( u(t, x; s) \) converge to a transition front as \( s \to -\infty \). Unlike in the classical random dispersal case, right now, we cannot conclude the convergence of \( u(t, x; s) \) to some entire solution of (1.3) due to the lack of space regularity. In fact, from continuity and monotonicity, we only know that they are a.e. differentiable in space. Thus, in order for the convergence, certain space regularity needs to be established. Also, in order for \( u(t, x; s) \) to converge to a transition front, the uniform boundedness of the interface width of \( u(t, x; s) \) needs to be established.

(ii) For \( \lambda \in (0, 1) \), define the interface location \( X_\lambda(t; s) \) via \( u(t, X_\lambda(t; s); s) = \lambda \). One important step in constructing transition fronts is to establish the boundedness of interface width, that is,
\[
\sup_{s < 0, t \geq s} [X_{\lambda_1}(t; s) - X_{\lambda_2}(t; s)] < \infty \tag{1.6}
\]
for \( 0 < \lambda_1 < \lambda_2 < 1 \). Combining the rightward propagation estimate of \( X_\lambda(t; s) \) and an idea of Zlatoš (see \([55, \text{Lemma 2.5}]\)), we are able to show (1.6) for \( 0 < \lambda_1 < \lambda_2 \leq \lambda_1 \), where \( \lambda_1 \in (\theta, 1) \) is fixed (see Theorem 3.1). Of course, this is not enough to describe the front-like shape of \( u(t, x; s) \). We need (1.6) to be true for all \( 0 < \lambda_1 < \lambda_2 < 1 \).

(iii) Another important step in constructing transition fronts is to establish the steepness estimate, that is, \( u_s(t, X_\theta(t; s); s) \) is uniformly negative, since then the formula
\[
\dot{X}_\theta(t; s) = -\frac{u_t(t, X_\theta(t; s); s)}{u_s(t, X_\theta(t; s); s)}
\]
ensures the finite speed of \( X_\theta(t; s) \). However, this does not work here for that \( u_s(t, X_\theta(t; s); s) \) may not exist due to the lack of space regularity. To circumvent this, we look at the problem from a different viewpoint. Instead of trying to obtain some properties of \( X_\theta(t; s) \), we modify it to get what we want. As a result, we obtain a new interface location \( X(t; s) \), which is continuously differentiable, has bounded and uniform positive derivative and stays within a neighborhood of \( X_\theta(t; s) \), and hence, captures the propagation nature of \( u(t, x; s) \) (see Theorem 4.1). We then use this new interface location to derive the uniform exponential decaying estimate of \( u(t, x; s) \) at
∞ and of $1 - u(t, x; s)$ at $-∞$ (see Theorem 4.2). From which, we establish (1.6) for all $0 < \lambda_1 < \lambda_2 < 1$ (see Corollary 4.3).

(iv) We have obtained all the expected properties of $u(t, x; s)$ except one: certain space regularity. Here, we establish the uniform Lipschitz continuity in space, that is,

$$\sup_{x \in \mathbb{R}, \eta \neq 0, s < 0, t \geq s} \left| \frac{u(t, x + \eta, s) - u(t, x; s)}{\eta} \right| < \infty$$

(see Lemma 5.1). The idea of proof is based on the decomposition of $\mathbb{R}$ into moving intervals according to the new interface location in (iii). Then, for any fixed $x$, it can stay in the interval causing the growth of $\left| \frac{u(t, x + \eta, s) - u(t, x; s)}{\eta} \right|$ only for a certain period of time. For the analysis, we need (1.6). With this regularity and the above-mentioned properties, we finally construct a transition front, and finish the proof of Theorem 1.1.

Although the interface locations $X(t)$ in Theorem 1.1 have very nice properties, in general, we have no idea about the value $u(t, X(t))$. To have a better understanding of how $u(t, x)$ propagates, let us look at the interface locations at the ignition temperature, that is, $X_\theta(t)$ such that $u(t, X_\theta(t)) = \theta$ for all $t \in \mathbb{R}$. Due to the space monotonicity of $u(t, x)$, $X_\theta(t)$ is well-defined and continuous. We prove

**Theorem 1.2.** Suppose (H1) and (H2). Then, for any $\delta > 0$, there holds

$$\sup_{|t-s| \leq \delta} |X_\theta(t) - X_\theta(s)| < \infty.$$ 

In particular, $\limsup_{t \to \pm \infty} \left| \frac{X_\theta(t)}{t} \right| < \infty$.

It is known that $X_\theta(t)$ oscillates due to the time dependence of $f$. Theorem 1.2 then says that such oscillation is locally uniformly bounded.

The paper is organized as follows. In Section 2, we construct approximating solutions and study some fundamental properties. In Section 3, we show that interface width of approximating solutions remains uniformly bounded as time elapses. In Section 4, we construct modified interface location and use it to derive uniform exponential decaying estimates of approximating solutions. In the final section, Section 5, we study the uniform Lipschitz continuity of approximating solutions and finish the proof of Theorem 1.1 and Theorem 1.2. The paper is ended up with Appendix A on comparison principles.

### 2. Approximating front-like solutions

In this section, we construct approximating front-like solutions of (1.3), which will be shown to converge to a transition solution of (1.3). Throughout this section, we assume (H1) and (H2). For the comparison principle, it is referred to Proposition A.1 in the appendix.

First we note that, by general semigroup theory (see e.g. [37]), for any $u_0 \in C_{unif}^b(\mathbb{R}, \mathbb{R})$ and $s \in \mathbb{R}$, (1.3) has a unique (local) solution $u(t, \cdot; s, u_0) \in C_{unif}^b(\mathbb{R}, \mathbb{R})$ with $u(s, x; s, u_0) = u_0(x)$, where

$$C_{unif}^b(\mathbb{R}, \mathbb{R}) = \{ u \in C(\mathbb{R}, \mathbb{R}) \mid u \text{ is uniformly continuous on } \mathbb{R} \text{ and } \sup_{x \in \mathbb{R}} |u(x)| < \infty \}$$
equipped with the norm \( \|u\| = \sup_{x \in \mathbb{R}} |u(x)| \). Moreover, \( u(t, \cdot; s, u_0) \) is continuous in \( s \in \mathbb{R} \) and \( u_0 \in C^b_{\text{unif}}(\mathbb{R}, \mathbb{R}) \). By the comparison principle, if \( u_0(x) \geq 0 \) for \( x \in \mathbb{R} \), then \( u(t, \cdot; s, u_0) \) exists for all \( t \geq s \) and \( u(t, x; s, u_0) \geq 0 \) for \( t \geq s \) and \( x \in \mathbb{R} \).

Consider the following homogeneous equation

\[ u_t = J * u - u + f_{\text{min}}(u), \quad (t, x) \in \mathbb{R} \times \mathbb{R}, \]

where \( f_{\text{min}} \), given in (H2), is of ignition type. Let us first summarize some results obtained in [11]. There is a unique \( c_{\text{min}} > 0 \) and a unique continuously differentiable function \( \phi = \phi_{\text{min}} : \mathbb{R} \to (0, 1) \) satisfying

\[
\begin{cases}
J * \phi - \phi + c_{\text{min}} \phi_x + f_{\text{min}}(\phi) = 0,
\phi_x < 0, \quad \phi(0) = \theta, \quad \phi(-\infty) = 1 \text{ and } \phi(\infty) = 0.
\end{cases}
\]

That is, \( \phi_{\text{min}} \) is the normalized wave profile and \( \phi_{\text{min}}(x - c_{\text{min}}t) \) is the traveling wave of (2.1). Moreover, \( \phi_{\text{min}} \in C^1(\mathbb{R}) \) and it enjoys exponential decaying estimates stated in the following lemma.

**Lemma 2.1.** There exist \( c_{\text{min}}^+ > 0 \) and \( x_{\text{min}} < 0 \) such that

\[
\phi_{\text{min}}(x) \leq e^{-c_{\text{min}}^+ x}, \quad x \geq 0,
1 - \phi_{\text{min}}(x) \leq e^{c_{\text{min}}^- (x - x_{\text{min}})}, \quad x \leq x_{\text{min}}.
\]

We remark that it is shown in [11] that \( \phi_{\text{min}} \) does not decay faster than exponential function at \( \infty \) and \( 1 - \phi_{\text{min}} \) does not decay faster than exponential function at \( -\infty \).

For \( s < 0 \) and \( y \in \mathbb{R} \), denote by \( u(t, x; s, \phi_{\text{min}}(\cdot - y)) \) the classical solution of (1.3) with initial data \( u(s, x; s, \phi_{\text{min}}(\cdot - y)) = \phi_{\text{min}}(x - y) \). We remark that there is no guarantee of space regularity of \( u(t, x; s, \phi_{\text{min}}(\cdot - y)) \). The next lemma gives the approximating solutions.

**Lemma 2.2.** For any \( s < 0 \), there exists a unique \( y_s \in \mathbb{R} \) such that \( u(0, 0; s, \phi_{\text{min}}(\cdot - y_s)) = \theta \). Moreover, \( y_s \to -\infty \) as \( s \to -\infty \).

**Proof.** Let \( s < 0 \). We first see that the comparison principle gives

\[
u(t, x; s, \phi_{\text{min}}(\cdot - y)) \geq \phi_{\text{min}}(x - y - c_{\text{min}}(t - s)), \quad x \in \mathbb{R}, \quad t \geq s.
\]

In particular, \( u(0, 0; s, \phi_{\text{min}}(\cdot - y)) \geq \phi_{\text{min}}(c_{\text{min}} s - y) \). Thus, the monotonicity and the normalization of \( \phi_{\text{min}} \) ensure that \( u(0, 0; s, \phi_{\text{min}}(\cdot - y)) \geq \theta \) if \( y \geq c_{\text{min}} s \).

We now construct a suitable supersolution to bound \( u(t, x; s, \phi_{\text{min}}(\cdot - y)) \) from above. By Lemma 2.1, we have \( \phi_{\text{min}}(\cdot - y) \leq e^{-c_{\text{min}}^+ (y)} \) for all \( y \in \mathbb{R} \). Set \( v^y(t, \cdot; s) = e^{-c_{\text{min}}^+ (\cdot - y - c(t-s))} \), where \( c > 0 \) is to be chosen. We compute

\[
v^y_t - [J * v^y - v^y] = \left[ c_{\text{min}}^+ c - \int_{\mathbb{R}} J(z) e^{c_{\text{min}}^+ z} dz + 1 \right] v^y \geq f(t, v^y)
\]

provided \( c > 0 \) is so large that \( c_{\text{min}}^+ c - \int_{\mathbb{R}} J(z) e^{c_{\text{min}}^+ z} dz + 1 \geq \sup_{u \in (0, 1)} \frac{f_{\text{max}}(u)}{u} \). It then follows from the comparison principle that

\[
u(t, x; s, \phi_{\text{min}}(\cdot - y)) \leq e^{-c_{\text{min}}^+(x - y - c(t-s))}, \quad x \in \mathbb{R}, \quad t \geq s.
\]

In particular, \( u(0, 0; s, \phi_{\text{min}}(\cdot - y)) \leq \theta \) if \( y \leq \frac{\ln \theta + c_{\text{min}}^- s}{c_{\text{min}}^-} \).
Continuity of \( u(0,0;s,\phi_{\text{min}}(-y)) \) in \( y \) then yields the existence of some \( y_s \in \mathbb{R} \) such that \( u(0,0;s,\phi_{\text{min}}(-y_s)) = \theta \). The uniqueness of such an \( y_s \) is a simple consequence of the comparison principle. In fact, if \( y_1 < y_2 \), then \( \phi_{\text{min}}(-y_1) < \phi_{\text{min}}(-y_2) \) by monotonicity, which implies that \( u(0,0;s,\phi_{\text{min}}(-y_1)) < u(0,0;s,\phi_{\text{min}}(-y_2)) \).

Moreover, the above analysis implies that
\[
\frac{\ln \theta + c_{\text{min}}^+ cs}{c_{\text{min}}^+} \leq y_s \leq c_{\text{min}} s, \tag{2.3}
\]
and hence, \( y_s \to -\infty \) as \( s \to -\infty \). \( \square \)

For notational simplicity, in what follows, we put
\[
u(t,x;s) = u(t,x;s,\phi_{\text{min}}(-y_s)). \tag{2.4}
\]
Thus, \( u(s,\cdot;s) = \phi_{\text{min}}(-y_s) \). The next lemma provides some fundamental results of \( u(t,x;s) \).

**Lemma 2.3.** For any \( s < 0 \) and \( t \geq s \) there hold

(i) the limits \( u(t,-\infty;s) = 1 \) and \( u(t,\infty;s) = 0 \) are locally uniformly in \( s \) and \( t \);

(ii) \( u(t,x;s) \) is strictly decreasing in \( x \). In particular, \( u(t,x;s) \) is almost everywhere differentiable in \( x \).

**Proof.** (i) It follows from the fact \( u(t,x;s) \in (0,1) \) by the comparison principle, the estimate \( \text{(2.3)} \) and the following estimate
\[
\phi(x - y_s - c_{\min}(t-s)) \leq u(t,x;s) \leq e^{-c_{\min}^+(x-y_s-c(t-s))} \tag{2.5}
\]
for some sufficiently large \( c > 0 \), which is derived in Lemma 2.2.

(ii) For the monotonicity, we first see that \( u(s,x;s) = \phi_{\text{min}}(x-y_s) \) is strictly decreasing in \( x \). For any \( y > 0 \), we apply comparison principle to \( u(t,x-y;s) - u(t,x;s) \) to conclude that if \( u(t,x-y;s) > u(t,x;s) \) for \( t > s \). The result then follows. \( \square \)

We remark that the family \( \{u(t,x;s)\}_{s<0} \) is the approximating front-like solutions, which will be shown to converge to a transition front of \( \lambda \) as \( s \to -\infty \). However, due to the lack of space regularity as mentioned before, it is not clear that this family will converge to some solution of \( \lambda \). Also even if \( u(t,x;s) \) converges to some solution of \( \lambda \), it is difficult to see that the limiting solution is a transition front. We will then first establish in Sections 3 and 4 the uniform boundedness of the interface width of \( u(t,x;s) \) and uniform decaying estimates of \( u(t,x;s) \), respectively, which assure the limiting solution of \( u(t,x;s) \) as \( s \to -\infty \) (if exists) is a transition front. Later, in Lemma 5.4, we will show the uniform Lipschitz continuity in space of the approximating solutions, which of course implies the convergence of the approximating solutions thanks to Arzelà-Ascoli theorem, but its proof, using the uniform boundedness of interface width (see Corollary 4.3), is not straightforward.

3. Bounded interface width

For \( s < 0, t \geq s \) and \( \lambda \in (0,1) \), let \( X_{\lambda}(t;s) \) be such that \( u(t,X_{\lambda}(t;s);s) = \lambda \). By Lemma 2.3, it is well-defined and continuous in \( t \). Moreover, \( X_{\lambda_1}(t;s) > X_{\lambda_2}(t;s) \) if \( \lambda_1 < \lambda_2 \). We point out that \( X_{\lambda}(t;s) \) is not monotonic in \( t \) due to the time dependence of \( f \). As usual, we refer to \( X_{\lambda}(t;s) \) as the interface location, and the corresponding point on the solution curve...
as the interface. Assume (H1) and (H2) in this section. The main result in this section is stated in the following theorem.

**Theorem 3.1.** There exists \( \lambda_* \in (\theta, 1) \) such that for any \( 0 < \lambda_1 < \lambda_2 \leq \lambda_* \), there holds

\[
\sup_{s < 0, t \geq s} [X_{\lambda_1}(t; s) - X_{\lambda_2}(t; s)] < \infty.
\]

Theorem 3.1 shows the boundedness of the width between interfaces below \( \lambda_* \). Later in Corollary 4.3, it is extended to any \( 0 < \lambda_1 < \lambda_2 < 1 \). The proof of Theorem 3.1 is long, and therefore, broken into several parts. In Subsection 3.1, we give rightward propagation estimates of interfaces above the ignition temperature. In Subsection 3.2, we define new interface locations \( Y_\kappa(t; s) \) and establish the uniform boundedness between \( Y_\kappa(t; s) \) and \( X_\lambda(t; s) \). We finish the proof of Theorem 3.1 in Subsection 3.3.

### 3.1. Rightward propagation estimates of interface locations

In this subsection, we study the rightward propagation nature of \( X_\lambda(t; s) \). To do so, we need some knowledge on the traveling waves of

\[
u_t = J \ast u - u + f_B(u)
\]

where \( f_B : [0, 1] \to \mathbb{R} \) is a bistable nonlinearity satisfying the following conditions

\[
\begin{cases}
f_B \in C^2([0, 1]), & f_B(0) = 0, f_B(\theta) = 0, f_B(1) = 0, \\
f'_B(0) < 0, & f'_B(1) < 0, \\
f_B(u) < 0 \text{ for } u \in (0, \theta), & 0 < f_B(u) \leq f_{\text{min}}(u) \text{ for } u \in (\theta, 1), \\
\int_0^1 f_B(u) du > 0 \text{ and } 1 + f'_B(u) > 0 \text{ for } u \in [0, 1].
\end{cases}
\]

It is proven in [4] that the problem

\[
\begin{cases}
J \ast u - u + cu_x + f_B(u) = 0, \\
u_x < 0, & u(0) = \theta, u(-\infty) = 1 \text{ and } u(\infty) = 0
\end{cases}
\]

admits a unique solution \((c_B, \phi_B)\) with \( c_B > 0 \). Moreover, the following stability result holds:

**Lemma 3.2.** Let \( u_0 : \mathbb{R} \to [0, 1] \) be continuous and satisfy

\[
\limsup_{x \to \infty} u_0(x) < \theta < \liminf_{x \to -\infty} u_0(x).
\]

Then, there exists \( x_B = x_B(u_0) \in \mathbb{R} \), \( q_B = q_B(u_0) > 0 \) and \( \omega_B > 0 \) such that

\[
u_B(t, x; u_0) \geq \phi_B(x - x_B - c_B t) - q_B e^{-\omega_B t}, \quad x \in \mathbb{R}
\]

for all \( t \geq 0 \), where \( u_B(t, x; u_0) \) is the solution of (3.1) with initial data \( u_B(0, \cdot; u_0) = u_0 \).

The main result in this subsection is stated in the following proposition.

**Proposition 3.3.** Let \( \lambda \in (\theta, 1) \). For any \( \epsilon > 0 \) there exists \( t_{\epsilon, \lambda} > 0 \) such that

\[
X_\lambda(t; s) - X_\lambda(t_0; s) \geq (c_B - \epsilon)(t - t_0 - t_{\epsilon, \lambda})
\]

for all \( s < 0, t \geq t_0 \geq s \).
Proof. Fix some $\lambda \in (0, 1)$. Let $u_0 : \mathbb{R} \to [0, 1]$ be a uniformly continuous and nonincreasing function satisfying $u_0(x) = \lambda$ for $x \leq x_0$ and $u_0(x) = 0$ for $x \geq 0$, where $x_0 < 0$ is fixed. Clearly, space monotonicity of $u(t, x; s)$ implies that

$$u(t_0, x + X_\lambda(t_0; s); s) \geq u_0(x), \quad x \in \mathbb{R}, \ t \geq t_0,$$

and then, by $f(t, u) \geq f_{\min}(u) \geq f_B(u)$ and the comparison principle, we find

$$u(t, x + X_\lambda(t_0; s); s) \geq u_B(t - t_0, x; u_0), \quad x \in \mathbb{R}, \ t \geq t_0 \geq s.$$

By Lemma 3.2 there are constants $x_B = x_B(\lambda) \in \mathbb{R}$, $q_B = q_B(\lambda) > 0$ and $\omega_B > 0$ such that

$$u_B(t - t_0, x; u_0) \geq \phi_B(x - x_B - c_B(t - t_0)) - q_B e^{-\omega_B(t - t_0)}, \quad x \in \mathbb{R}, \ t \geq t_0 \geq s.$$

Hence,

$$u(t, x + X_\lambda(t_0; s); s) \geq \phi_B(x - x_B - c_B(t - t_0)) - q_B e^{-\omega_B(t - t_0)}, \quad x \in \mathbb{R}, \ t \geq t_0 \geq s.$$

Let $T_0 = T_0(\lambda)$ be such that $q_B e^{-\omega_B T_0} = \frac{1 - \lambda}{2}$ and denote by $\xi_B(1 + \lambda)$ the unique point such that $\phi_B(\xi_B(1 + \lambda)) = \frac{1 + \lambda}{2}$. Setting $x = x_B + c_B(t - t_0) + \xi_B(1 + \lambda)$, we find for $t \geq t_0 + T_0$

$$u(t, x_B + c_B(t - t_0) + \xi_B(1 + \lambda) + X_\lambda(t_0; s); s) \geq \phi_B(\xi_B(1 + \lambda)) - q_B e^{-\omega_B T_0} = \lambda,$$

which together with monotonicity implies that

$$X_\lambda(t; s) - X_\lambda(t_0; s) \geq x_B + c_B(t - t_0) + \xi_B(1 + \lambda), \quad t \geq t_0 + T_0. \tag{3.3}$$

We now estimate $X_\lambda(t; s) - X_\lambda(t_0; s)$ for $t \in [t_0, t_0 + T_0]$. We claim that there exists $z = z(T_0) < 0$ such that

$$X_\lambda(t; s) - X_\lambda(t_0; s) \geq z \quad \text{for all } s < 0, \ s \leq t_0 \leq t \leq t_0 + T_0. \tag{3.4}$$

Let $u_{\min}(t, x; u_0)$ and $u_{\min}(t; \lambda) := u_{\min}(t, x; \lambda)$ be solutions of (2.1) with $u_{\min}(0, x; u_0) = u_0(x)$ and $u_{\min}(0; \lambda) = u_{\min}(0, x; \lambda) \equiv \lambda$, respectively. By the comparison principle, we have $u_{\min}(t, x; u_0) < u_{\min}(t; \lambda)$ for all $x \in \mathbb{R}$ and $t > 0$, and $u_{\min}(t, x; u_0)$ is strictly decreasing in $x$ for $t > 0$.

We see that for any $t > 0$, $\lim_{x \to -\infty} u_{\min}(t, x; u_0) = u_{\min}(t; \lambda)$. This is because that $\frac{\partial}{\partial t} u_{\min}(t, -\infty; u_0) = f_{\min}(u_{\min}(t, -\infty; u_0))$ for $t > 0$ and $u_{\min}(0, -\infty; u_0) = \lambda$. Since $\lambda \in (\theta, 1)$, as a solution of the ODE $u_t = f_{\min}(u)$, $u_{\min}(t; \lambda)$ is strictly increasing in $t$, which implies that $u_{\min}(t, -\infty; u_0) = u_{\min}(t; \lambda) > \lambda$ for $t > 0$. As a result, for any $t > 0$ there exists a unique $\xi_{\min}(t) \in \mathbb{R}$ such that $u_{\min}(t, \xi_{\min}(t); u_0) = \lambda$. Moreover, $\xi_{\min}(t)$ is continuous in $t$.

Since $f(t, u) \geq f_{\min}(u)$ and $u(t_0, x + X_\lambda(t_0; s); s) \geq u_0$, the comparison principle implies that

$$u(t, x + X_\lambda(t_0; s); s) \geq u_{\min}(t - t_0, x; u_0), \quad x \in \mathbb{R}, \ t \geq t_0 \geq s.$$

Setting $x = \xi_{\min}(t - t_0)$, we find $u(t, \xi_{\min}(t - t_0) + X_\lambda(t_0; s); s) \geq \lambda$, which together with the monotonicity implies that $X_\lambda(t; s) \geq \xi_{\min}(t - t_0) + X_\lambda(t_0; s)$ for $t \geq t_0 \geq s$. Thus, (3.4) follows if $\inf_{t \in (t_0, t_0 + T_0]} \xi_{\min}(t - t_0) > -\infty$, that is,

$$\inf_{t \in (0, T_0]} \xi_{\min}(t) > -\infty. \tag{3.5}$$
We now show (3.5). Since $u_0(x) = \lambda$ for $x \leq x_0$, continuity with respect to the initial data (in sup norm) implies that for any $\epsilon > 0$ there exists $\delta > 0$ such that
\[
u_{\min}(t; \lambda) - \lambda \leq \epsilon \quad \text{and} \quad \sup_{x \leq x_0} [\nu_{\min}(t; \lambda) - \nu_{\min}(t, x; u_0)] = \nu_{\min}(t; \lambda) - \nu_{\min}(t, x_0; u_0) \leq \epsilon
\]
for all $t \in [0, \delta]$, where the equality is due to monotonicity. By (H1), $J$ concentrates near 0 and decays very fast as $x \to \pm \infty$. Thus, we can choose $x_1 = x_1(\epsilon) << x_0$ such that $\int_{-\infty}^{x_0} J(x-y)dy \geq 1 - \epsilon$ for all $x \leq x_1$. Now, for any $x \leq x_1$ and $t \in (0, \delta]$, we have
\[
\frac{d}{dt} \nu_{\min}(t, x; u_0) = \int_{\mathbb{R}} J(x-y)\nu_{\min}(t, y; u_0)dy - \nu_{\min}(t, x; u_0) + f_{\min}(\nu_{\min}(t, x; u_0)) \\
\geq \int_{-\infty}^{x_0} J(x-y)\nu_{\min}(t, y; u_0)dy - \nu_{\min}(t, x; u_0) + f_{\min}(\nu_{\min}(t, x; u_0)) \\
\geq (1 - \epsilon) \inf_{x \leq x_0} \nu_{\min}(t, x; u_0) - \nu_{\min}(t; \lambda) + f_{\min}(\nu_{\min}(t, x; u_0)) \\
= -(1 - \epsilon) \sup_{x \leq x_0} \left[\nu_{\min}(t; \lambda) - \nu_{\min}(t, x; u_0)\right] - \epsilon \nu_{\min}(t; \lambda) + f_{\min}(\nu_{\min}(t, x; u_0)) \\
\geq -\epsilon(1 - \epsilon) - \epsilon(\lambda + \epsilon) + f_{\min}(\nu_{\min}(t, x; u_0)) \\
> 0
\]
if we choose $\epsilon > 0$ sufficiently small, since then $f_{\min}(\nu_{\min}(t, x; u_0))$ is close to $f_{\min}(\lambda)$, which is positive. This simply means that $\nu_{\min}(t, x_0; u_0) > \lambda$ for all $x \leq x_1$ and $t \in (0, \delta]$, which implies that $\xi_{\min}(t) > x_1$ for $t \in (0, \delta]$. The continuity of $\xi_{\min}$ then leads to (3.5). This proves (3.4). The result of the proposition then follows from (3.3) and (3.4). \qed

3.2. Auxiliary interface width estimates. In this subsection, we define a new interface location and study the boundedness between this new interface location and the original ones.

For $\kappa > 0$, set $c_\kappa := \inf_{\lambda > 0} \frac{1}{\lambda} \left( \int_{\mathbb{R}} J(y) e^{\lambda y} dy - 1 + \kappa \right) > 0$. It is not hard to see that there exists a unique $\lambda_\kappa > 0$ such that
\[
c_\kappa = \frac{1}{\lambda_\kappa} \left( \int_{\mathbb{R}} J(y) e^{\lambda y} dy - 1 + \kappa \right).
\]
We point out (see [9]) that if the support of $J(\cdot)$ is compact, then $c_\kappa$ is the minimal speed, denoted by $c_{\text{KPP}}$, of the traveling waves of the following KPP equation,
\[
u_t = J \ast \nu - \nu + f_{\text{KPP}}(\nu)
\]
with $f'_{\text{KPP}}(0) = \kappa$, where $f_{\text{KPP}}(0) = 0$ and $f_{\text{KPP}}(u)/u$ is strictly decreasing in $u \geq 0$. If $J$ is not compactly supported, it is known that $c_{\text{KPP}} \leq c_\kappa$ (see [12]). As in the classical random dispersal case, we have

Lemma 3.4. $c_\kappa \to 0$ and $\lambda_\kappa \to 0$ as $\kappa \to 0$.

Proof. We see
\[
c_\kappa \leq \frac{1}{\sqrt{\kappa}} \left( \int_{\mathbb{R}} J(y) e^{\sqrt{\kappa} y} dy - 1 + \kappa \right) \to 0 \quad \text{as} \quad \kappa \to 0,
\]
since $\frac{1}{\sqrt{\kappa}} \left( \int_{\mathbb{R}} J(y) e^{\sqrt{\kappa} y} dy - 1 \right) \to 0$ as $\kappa \to 0$. 

We show $\lambda_\kappa \to 0$ as $\kappa \to 0$. It is understood that $\lambda_\kappa$ is the unique positive point such that
\[
\frac{d}{d\lambda} \left[ \frac{1}{\lambda} \left( \int_\mathbb{R} J(y)e^{\lambda y}dy - 1 + \kappa \right) \right] = 0,
\]
that is,
\[
\lambda \int_\mathbb{R} J(y)y e^{\lambda y}dy - \int_\mathbb{R} J(y)e^{\lambda y}dy + 1 = \kappa.
\]
Setting $g(\lambda) := \lambda \int_\mathbb{R} J(y)y e^{\lambda y}dy - \int_\mathbb{R} J(y)e^{\lambda y}dy + 1$, we see $g(0) = 0$ and
\[
g'(\lambda) = \lambda \int_\mathbb{R} J(y)y^2 e^{\lambda y}dy > 0 \quad \text{for } \lambda > 0.
\]
This simply means that the unique solution of $g(\lambda) = \kappa$ goes to 0 as $\kappa \to 0$. This completes the proof.

For $\kappa > 0$, $s < 0$ and $t \geq s$, define
\[
Y_\kappa(t; s) = \inf \left\{ y \in \mathbb{R} \left| u(t, x; s) \leq e^{-\lambda_\kappa(x-y)}, \quad x \in \mathbb{R} \right. \right\}. \tag{3.7}
\]
Due to the second estimate in \([2.5]\), $Y_\kappa(t; s)$ is well-defined if $\lambda_\kappa \leq c_{\min}'$, which is the case if $\kappa$ is sufficiently small due to Lemma \([3.4]\). Notice the definition does not guarantee any continuity or monotonicity of $Y_\kappa(t; s)$ since $u(t, x; s)$ is not monotone in time. The following result controls the propagation of $Y_\kappa(t; s)$.

**Lemma 3.5.** Let $\kappa_0 = \sup_{u \in (0,1)} \frac{\int_{\mathbb{R}} \max(0, u)}{u}$. For $\kappa > 0$, set $\tilde{\kappa}_\kappa := \frac{1}{\lambda_\kappa} \left( \int_\mathbb{R} J(y)e^{\lambda_\kappa y}dy - 1 + \kappa_0 \right)$, where $\lambda_\kappa$ is given in \((3.6)\). Then, for any small $\kappa > 0$, we have $\tilde{\kappa}_\kappa > 0$ and
\[
Y_\kappa(t; s) - Y_\kappa(t_0; s) \leq \tilde{\kappa}_\kappa(t - t_0)
\]
for all $s < 0$, $t \geq t_0 \geq s$.

**Proof.** For small $\kappa > 0$, we have $\tilde{\kappa}_\kappa \geq c_\kappa > 0$. For $s < 0$, $t \geq t_0 \geq s$, define
\[
v(t, x; t_0) = e^{-\lambda_\kappa(x-Y_\kappa(t_0; s)) - \tilde{\kappa}_\kappa(t-t_0)} , \quad x \in \mathbb{R}.
\]
By the definition of $\tilde{\kappa}_\kappa$, we readily check that $v_t = J \ast v - v + \kappa_0 v$. By the definition of $\kappa_0$, we have $\kappa_0 v \geq \max(v)$ for all $v \geq 0$. It then follows from $v(t_0, x; t_0) = e^{-\lambda_\kappa (x-Y_\kappa(t_0; s))} \geq u(t_0, x; s)$ by \((3.7)\) and the comparison principle that $v(t, x; t_0) \geq u(t, x; s)$ for $t \geq t_0$, which leads to the result.

We now prove the main result in this subsection. In what follows, we fix some small $\kappa > 0$ such that $c_\kappa < c_B$, and for this fixed $\kappa$, we write $Y_\kappa(t; s)$ as $Y(t; s)$, and set
\[
\lambda_* := \min \left\{ u > 0 \left| f_{\max}(u) = \kappa u \right. \right\} \in (\theta, 1). \tag{3.8}
\]

**Proposition 3.6.** For any $\lambda \in (\theta, \lambda_*)$, there is $C(\lambda) > 0$ such that
\[
|X_\lambda(t; s) - Y(t; s)| \leq C(\lambda)
\]
for all $s < 0$, $t \geq s$.

**Proof.** From the definition of $\lambda_*$, we readily see that
\[
f(t, u) \leq f_{\max}(u) \leq \kappa u, \quad u \in [0, \lambda_*]. \tag{3.9}
\]
Fix an $\lambda \in (\theta, \lambda_*)$. Set $C_0 = \max \{ Y(s; s) - X_\lambda(s; s), 1 \}$. We see that $C_0$ is independent of $s < 0$. This is because that $u(s, \cdot; s) = \phi_{\min}(\cdot - y_s)$, and hence, space translations do not
change $Y(s; s) - X_\lambda(s; s)$. Clearly, we have the estimate \( \sup_{s < t \geq s} |X_\lambda(t; s) - Y(t; s)| \leq C \) for some large $C > 0$.

Set $\epsilon = \frac{cB - c_0}{2}$ and $C_1 = C_0 + c_B t_{\epsilon, \lambda}$, where $t_{\epsilon, \lambda}$ is as in Proposition 3.3. To finish the proof, we only need to show $\sup_{s < t \geq s} |Y(t; s) - X_\lambda(t; s)| \leq C_1$. Suppose this is not the case, then we can find some $s_1 < 0$ and $t_1 \geq s_1$ such that $Y(t_1; s_1) - X_\lambda(t_1; s_1) > C_1$. Since $Y(s_1; s_1) - X_\lambda(s_1; s_1) \leq C_0 < C_1$, there holds $t_1 > s_1$. Let

$$t_0 = \sup \{ t \in [s_1, t_1] | Y(t; s_1) - X_\lambda(t; s_1) \leq C_0 \}.$$

We claim $Y(t_0; s_1) - X_\lambda(t_0; s_1) \leq C_0$. It is trivial if there are only finitely many $t \in [s_1, t_1]$ such that $Y(t; s_1) - X_\lambda(t; s_1) \leq C_0$. So we assume there are infinitely many such $t$ and the claim is false. Then, there exists a sequence $\{ \tilde{t}_n \}_{n \in \mathbb{N}} \subset [s_1, t_0)$ such that $Y(\tilde{t}_n; s_1) - X_\lambda(\tilde{t}_n; s_1) \leq C_0$ for $n \in \mathbb{N}$ and $\tilde{t}_n \to t_0$ as $n \to \infty$. Moreover, $Y(t_0; s_1) - X_\lambda(t_0; s_1) = \tilde{C}_1 > C_0$. It then follows that for all $n \in \mathbb{N}$

$$Y(\tilde{t}_n; s_1) - X_\lambda(\tilde{t}_n; s_1) \leq C_0 = C_0 - \tilde{C}_1 + Y(t_0; s_1) - X_\lambda(t_0; s_1),$$

that is,

$$\tilde{C}_1 - C_0 + X_\lambda(t_0; s_1) - X_\lambda(\tilde{t}_n; s_1) \leq Y(t_0; s_1) - Y(\tilde{t}_n; s_1) \leq \tilde{c}_\epsilon (t_0 - \tilde{t}_n),$$

where the second inequality is due to Lemma 3.5. Passing $n \to \infty$, we easily deduce a contradiction from the continuity of $X_\lambda(t; s_1)$. Hence, the claim is true, that is, $Y(t_0; s_1) - X_\lambda(t_0; s_1) \leq C_0$. It follows that $t_0 < t_1$.

We show

$$Y(t_0; s_1) - X_\lambda(t_0; s_1) = C_0. \tag{3.10}$$

Suppose (3.10) is not true, then we can find some $\delta_0 > 0$ such that $Y(t_0; s_1) - X_\lambda(t_0; s_1) = C_0 - \delta_0$. Since $Y(t; s_1) - X_\lambda(t; s_1) > C_0$ for $t \in (t_0, t_1]$ by the definition of $t_0$, we deduce from Lemma 3.5 that for $t \in (t_0, t_1]$

$$C_0 < Y(t; s_1) - X_\lambda(t; s_1) \leq Y(t_0; s_1) + \tilde{c}_\epsilon (t_0 - t) - X_\lambda(t_0; s_1) + X_\lambda(t; s_1) - X_\lambda(t; s_1) = C_0 - \delta_0 + \tilde{c}_\epsilon (t_0 - t) + X_\lambda(t; s_1) - X_\lambda(t; s_1).$$

This leads to a contradiction when $t$ approaches $t_0$ due to the continuity of $X_\lambda(t; s_1)$ in $t$. Hence, (3.10) holds.

Next, we look at the time interval $[t_0, t_1]$ and set $\bar{Y}(t; s_1) = Y(t_0; s_1) + c_\epsilon (t - t_0)$ for $t \in [t_0, t_1]$. Note both $X_\lambda(t; s_1)$ and $\bar{Y}(t; s_1)$ are continuous, and $X_\lambda(t_0; s_1) < \bar{Y}(t_0; s_1)$ by (3.10). We claim that $X_\lambda(t; s_1) < \bar{Y}(t; s_1)$ for all $t \in [t_0, t_1]$. Suppose this is not the case and let

$$t_2 = \min \{ t \in [t_0, t_1] | X_\lambda(t; s_1) = \bar{Y}(t; s_1) \}.$$

Clearly, $t_2 \in (t_0, t_1]$. We define

$$v(t, x; t_0) = e^{-\lambda_\epsilon (x - \bar{Y}(t; s_1))}, \quad x \in \mathbb{R}, \quad t \in [t_0, t_2].$$

We easily check $v_t = J * v - v + \kappa v$. Moreover, we see

- at the initial moment $t_0$, we have $u(t_0, x; s_1) \leq e^{-\lambda_\epsilon (x - Y(t_0; s_1))} = v(t_0, x; t_0)$ for $x \in \mathbb{R}$,
- for $x \leq \bar{Y}(t; s_1)$ and $t \in (t_0, t_2)$, we have $u(t, x; s_1) < 1 \leq v(t, x; t_0)$,
- for $x > \bar{Y}(t; s_1)$ and $t \in (t_0, t_2)$, we have $x > X_\lambda(t; s_1)$, and hence $u(t, x; s_1) \leq \lambda$. As a result, we have $u_t = J * u - u + f(t, u) \leq J * u - u + \kappa u$ by (3.9).
Note, by Lemma 2.3 and the definition of \( v(t, x; t_0) \), the limit \( v(t, x; t_0) - u(t, x; s_1) \to 0 \) as \( x \to \infty \) is uniform in \( t \in [t_0, t_2] \). Then, applying the comparison principle (see Proposition A.1) to \( v(t, x; t_0) - u(t, x; s_1) \), we conclude
\[
\begin{align*}
  u(t, x; s_1) & \leq v(t, x; t_0) = e^{-\lambda_* (x - \tilde{Y}(t; s_1))}, \quad x \in \mathbb{R}, \ t \in [t_0, t_2].
\end{align*}
\]
It follows that \( Y(t; s_1) \leq \tilde{Y}(t; s_1) \) for \( t \in [t_0, t_2] \) by definition in (3.7). In particular, \( Y(t_2; s_1) \leq \tilde{Y}(t_2; s_1) = X_\lambda(t_2; s_1) \). Since \( t_2 \in (t_0, t_1] \), we have \( Y(t_2; s_1) - X_\lambda(t_2; s_1) > C_0 \) by the definition of \( t_0 \). It is a contradiction. Thus, the claim follows, that is, \( X_\lambda(t; s_1) < \tilde{Y}(t; s_1) \) for all \( t \in [t_0, t_1] \), and repeating the above arguments, we see
\[
Y(t; s_1) \leq \tilde{Y}(t; s_1) = Y(t_0; s_1) + c_\kappa(t-t_0), \quad t \in [t_0, t_1].
\] (3.11)

It follows from (3.11) and Proposition 3.3 that for any \( t \in [t_0, t_1] \)
\[
Y(t; s_1) - X_\lambda(t; s_1) \leq Y(t_0; s_1) + c_\kappa(t-t_0) - \left[ X_\lambda(t_0; s_1) + (c_B-\epsilon)(t-t_0) - t_\epsilon,\lambda \right]
\]
\[
= C_0 + (c_B-\epsilon)t_{\epsilon,\lambda} - (c_B-c_\kappa-\epsilon)(t-t_0)
\]
\[
\leq C_0 + c_BT_{\epsilon,\lambda} = C_1.
\]
This is a contradiction. Consequently, \( Y(t; s) - X_\lambda(t; s) \leq C_1 \) for all \( s < 0, t \geq s \). This completes the proof. \( \square \)

We remark that Proposition 3.6 is a nonlocal version of [16, Lemma 3.4], whose proof is based on the rightward propagation estimate as in Proposition 3.3 and an idea of Zlatoš (see [55, Lemma 2.5]).

3.3. Proof of Theorem 3.1 Let \( \lambda_* \) be as in (3.8) and fix any \( 0 < \lambda_1 < \lambda_2 \leq \lambda_* \). Consider the function
\[
g(t, x; s) = e^{-\lambda_* (x - Y(t; s))}, \ x \in \mathbb{R}.
\]
Since \( g(t, Y(t; s); s) = 1 \), there exists a unique \( x_1 > 0 \) (independent of \( s < 0, t \geq s \)) such that \( g(t, Y(t; s) + x_1; s) = \lambda_1 \). Since \( g(t, x; s) = e^{-\lambda_* (x - Y(t; s))} \geq u(t, x; s) \) for \( x \geq Y(t; s) \), and trivially, \( g(t, x; s) > 1 > u(t, x; s) \) for \( x < Y(t; s) \), we have \( Y(t; s) + x_1 \geq X_{\lambda_1}(t; s) \). It then follows that
\[
X_{\lambda_1}(t; s) - X_{\lambda_2}(t; s) \leq Y(t; s) - X_{\lambda_2}(t; s) + x_1.
\]
The result then follows from Proposition 3.6.

4. Modified interface locations and decaying estimates

In the study of the propagation of the solution \( u(t, x; s) \), the propagation of the interface location \( X_{\lambda}(t; s) \), more precisely, how fast it moves, plays a crucial role. In the classical random dispersal case, this problem is transferred into the study of uniform steepness, that is, whether \( u_x(t, X_{\lambda}(t; s); s) \) is uniformly negative, since there holds the formula
\[
\dot{X}_{\lambda}(t; s) = \frac{-u_t(t, X_{\lambda}(t; s); s)}{u_x(t, X_{\lambda}(t; s); s)}.
\]
Clearly, this approach does not work here since we are lack of space regularity of \( u(t, x; s) \).

Moreover, we do not know if \( X_{\lambda}(t; s) \) is differentiable in \( t \) and it moves back and forth in general. To circumvent these difficulties, we look at the problem from a different viewpoint. Instead of studying \( X_{\lambda}(t; s) \) directly, we modify it to get a new interface location of expected
4.1. **Modified interface locations.** In this subsection, we modify $X_{\lambda}(t; s)$ properly and prove the following theorem.

**Theorem 4.1.** Let $\lambda_s$ be as in (4.8). There are $c_{\text{max}} > 0$, $\tilde{c}_{\text{max}} > 0$ and $d_{\text{max}} > 0$ such that for any $s < 0$, there exists a continuously differentiable function $X(t; s) : [s, \infty) \to \mathbb{R}$ satisfying

$$\frac{c_B}{2} \leq \dot{X}(t; s) \leq c_{\text{max}}, \quad t \geq s,$$

$$|\dot{X}(t; s)| \leq \tilde{c}_{\text{max}}, \quad t \geq s$$

such that

$$0 \leq X(t; s) - X_{\lambda_s}(t; s) \leq d_{\text{max}}, \quad t \geq s.$$ 

Moreover, $\{\dot{X}(\cdot, s)\}_{s < 0}$ and $\{\dot{X}(\cdot, s)\}_{s < 0}$ are uniformly bounded and uniformly Lipschitz continuous.

In particular, for any $\lambda \in (0, \lambda_s]$, there exists $d_{\text{max}}(\lambda) > 0$ such that

$$|X(t; s) - X_{\lambda}(t; s)| \leq d_{\text{max}}(\lambda) \quad \text{if } \lambda \in (0, \lambda_s]$$

for all $s < 0$, $t \geq s$.

**Proof.** By Proposition 3.3, there exists $t_B > 0$ such that

$$X_{\lambda_s}(t; s) - X_{\lambda_s}(t_0; s) \geq \frac{3}{4}c_B(t - t_0 - t_B), \quad s < 0, \quad t \geq t_0 \geq s. \quad (4.1)$$

Recall $Y(t; s)$ is $Y_\kappa(t; s)$ for some fixed small $\kappa > 0$ and we have

$$C_0 := \sup_{s < 0, t \geq s} |X_{\lambda_s}(t; s) - Y(t; s)| < \infty \quad (4.2)$$

by Proposition 3.6 and

$$Y(t; s) - Y(t_0; s) \leq c_0(t - t_0), \quad s < 0, \quad t \geq t_0 \geq s \quad (4.3)$$

by Lemma 3.5, where $c_0 = \tilde{c}_\kappa$ for the fixed $\kappa > 0$. We interpret that (4.1), (4.2) and (4.3) imply that $X_{\lambda_s}(t; s)$ moves with a uniformly positive and uniformly bounded average speed. This observation is crucial in the following modification.

We modify $X_{\lambda_s}(t; s)$ as follows. At the initial moment $s$, we define

$$Z_0(t; s) = X_{\lambda_s}(s; s) + 2C_0 + 1 + \frac{c_B}{2}(t - s), \quad t \geq s.$$ 

Clearly, $X_{\lambda_s}(s; s) < Z_0(s; s)$. By (4.1), $X_{\lambda_s}(t; s)$ will hit $Z_0(t; s)$ sometime after $s$. Let $T_1(s)$ be the first time that $X_{\lambda_s}(t; s)$ hits $Z_0(t; s)$, that is, $T_1(s) = \min\{t \geq s | X_{\lambda_s}(t; s) = Z_0(t; s)\}$. It follows that

$$X_{\lambda_s}(t; s) < Z_0(t; s) \quad \text{for } t \in [s, T_1(s)) \quad \text{and} \quad X_{\lambda_s}(T_1(s); s) = Z_0(T_1(s); s).$$

Moreover, $T_1(s) - s \in \left[\frac{2}{2c_0 - c_B}, \frac{4(2C_0 + 1)}{c_B} + 3t_B\right]$, which is a simple result of (4.1), (4.2) and (4.3).
Now, at the moment $T_1(s)$, we define

$$Z_1(t; T_1(s)) = X_{\lambda_*} (T_1(s); s) + 2C_0 + 1 + \frac{c_B}{2} (t - T_1(s)), \quad t \geq T_1(s).$$

Similarly, $X_{\lambda_*} (T_1(s); s) < Z_1(T_1(s); T_1(s))$ and $X_{\lambda_*}(t; s)$ will hit $Z_1(t; T_1(s))$ sometime after $T_1(s)$. Denote by $T_2(s)$ the first time that $X_{\lambda_*}(t; s)$ hits $Z_1(t; T_1(s))$. Then,

$$X_{\lambda_*}(t; s) < Z_1(t; T_1(s)) \text{ for } t \in [T_1(s), T_2(s)) \quad \text{and} \quad X_{\lambda_*}(T_2(s); s) = Z_1(T_2(s); T_1(s)),$$

and $T_2(s) - T_1(s) \in \left[ \frac{2}{2c_0 - c_B}, \frac{4(2C_0 + 1)}{c_B} + 3t_B \right]$ by (4.1), (4.2) and (4.3).

Repeating the above arguments, we obtain the following: there is a sequence of times \( \{T_{n-1}(s)\}_{n \in \mathbb{N}} \) satisfying $T_0(s) = s$ and

$$T_n(s) - T_{n-1}(s) \in \left[ \frac{2}{2c_0 - c_B}, \frac{4(2C_0 + 1)}{c_B} + 3t_B \right] \quad \text{for all } n \in \mathbb{N},$$

and for any $n \in \mathbb{N}$

$$X_{\lambda_*}(s; t) < Z_{n-1}(t; T_{n-1}(s)) \text{ for } t \in [T_{n-1}(s), T_n(s)) \quad \text{and} \quad X_{\lambda_*}(T_n(s); s) = Z_{n-1}(T_n(s); T_{n-1}(s)),$$

where

$$Z_{n-1}(t; T_{n-1}(s)) = X_{\lambda_*}(T_{n-1}(s); s) + 2C_0 + 1 + \frac{c_B}{2} (t - T_{n-1}(s)).$$

Moreover, for any $n \in \mathbb{N}$ and $t \in [T_{n-1}(s), T_n(s))$

$$Z_{n-1}(t; T_{n-1}(s)) - X_{\lambda_*}(t; s) \leq X_{\lambda_*}(T_{n-1}(s); s) + 2C_0 + 1 + \frac{c_B}{2} (t - T_{n-1}(s))$$

$$- \left[ X_{\lambda_*}(T_{n-1}(s); s) + \frac{3}{4} c_B (t - T_{n-1}(s) - t) \right]$$

$$= 2C_0 + 1 + \frac{3}{4} c_B t_B - \frac{1}{4} c_B (t - T_{n-1}(s)) \leq 2C_0 + 1 + \frac{3}{4} c_B t_B.$$

Now, define \( \tilde{Z}(t; s) : [s, \infty) \to \mathbb{R} \) by setting

$$\tilde{Z}(t; s) = Z_{n-1}(t; T_{n-1}(s)) \quad \text{for } t \in [T_{n-1}(s), T_n(s)), \quad n \in \mathbb{N}. \quad (4.4)$$

Since $[s, \infty) = \bigcup_{n \in \mathbb{N}} [T_{n-1}(s), T_n(s))$, \( \tilde{Z}(t; s) \) is well-defined for all $t \geq s$ (see Figure 1 for the illustration). Notice \( \tilde{Z}(t; s) \) is strictly increasing and is linear on $[T_{n-1}(s), T_n(s))$ with slope $\frac{c_B}{2}$ for each $n \in \mathbb{N}$, and satisfies

$$0 \leq \tilde{Z}(t; s) - X_{\lambda_*}(t; s) \leq 2C_0 + 1 + \frac{3}{4} c_B t_B, \quad t \geq s.$$ 

Finally, we can modify \( \tilde{Z}(t; s) \) near each $T_n(s)$ for $n \in \mathbb{N}$ to get the expected modification. In fact, fix some $\delta_* \in \left( 0, \frac{1}{2} \frac{2}{2c_0 - c_B} \right)$. We modify \( \tilde{Z}(t; s) \) by redefining it on the intervals $(T_n(s) - \delta_*, T_n(s))$, $n \in \mathbb{N}$ as follows: define

$$X(t; s) = \begin{cases} 
\tilde{Z}(t; s), & t \in [s, \infty) \setminus \bigcup_{n \in \mathbb{N}} (T_n(s) - \delta_*, T_n(s)), \\
X_{\lambda_*}(T_n(s)) + \delta (t - T_n(s)), & t \in (T_n(s) - \delta_*, T_n(s)), \quad n \in \mathbb{N},
\end{cases}$$
Figure 1. Modified Interface Location

where $\delta : [-\delta_*, 0] \to [-\frac{c_B}{2} \delta_*, 2C_0 + 1]$ is twice continuously differentiable and satisfies

$$
\delta(-\delta_*) = -\frac{c_B}{2} \delta_*, \quad \delta(0) = 2C_0 + 1,
$$
$$
\dot{\delta}(-\delta_*) = \frac{c_B}{2} = \dot{\delta}(0), \quad \dot{\delta}(t) \geq \frac{c_B}{2} \quad \text{for } t \in (-\delta_*, 0) \quad \text{and}
$$
$$
\ddot{\delta}(-\delta_*) = 0 = \ddot{\delta}(0).
$$

The existence of such a function $\delta(t)$ is clear. Moreover, there exist $c_{\text{max}} = c_{\text{max}}(\delta_*) > 0$ and $\tilde{c}_{\text{max}} = \tilde{c}_{\text{max}}(\delta_*) > 0$ such that $\dot{\delta}(t) \leq c_{\text{max}}$ and $|\ddot{\delta}(t)| \leq \tilde{c}_{\text{max}}$ for $t \in (-\delta_*, 0)$. Notice the above modification is independent of $n \in \mathbb{N}$ and $s < 0$. As a result, we readily check that $X(t; s)$ satisfies all expected properties. This completes the proof. \(\square\)

4.2. Uniform exponential decaying estimates. In this subsection, we study uniform exponential decaying estimates of $u(t, x; s)$ behind and ahead of interfaces. Let $\lambda_s$ be as in (3.8) and $X(t; s)$ be as in Theorem 4.1. We see that there exist $\theta_s \in (\theta, \lambda_s]$ and $\beta > 0$ such that

$$
f_{\min}(u) \geq \beta (1 - u), \quad u \in [\theta_s, 1].
$$

We remark that $\beta$ may be very small. Set

$$
\hat{X}(t; s) = X(t; s) - d_{\text{max}} - \hat{C},
$$

where $\hat{C} > 0$ is some constant (to be chosen) introduced only for certain flexibility. Theorem 3.1 and Theorem 4.1 then imply that $\hat{X}(t; s) \leq X_{\theta_s}(t; s)$, and hence, $u(t, x + \hat{X}(t; s); s) \geq \theta_s$.
for all \( x \leq 0 \). We also set
\[
\tilde{X}(t; s) = X(t; s) + \sup_{s < 0, t \geq s} \left| X_\theta(t; s) - X_{\lambda_s}(t; s) \right|.
\]
(4.7)
Since \( X(t; s) \geq X_{\lambda_s}(t; s) \) by Theorem 4.1, we have \( \tilde{X}(t; s) \geq X_\theta(t; s) \), and hence, \( u(t, x + \tilde{X}(t; s)) \leq \theta \) for \( x \geq 0 \).

We now prove the main result in this subsection.

**Theorem 4.2.** There exist \( c_{\pm} > 0 \) such that
\[
u(t, x; s) \geq 1 - e^{-c_{-}(x - \tilde{X}(t; s))}, \quad x \leq \tilde{X}(t; s),
\]
\[
u(t, x; s) \leq e^{-c_{+}(x - \tilde{X}(t; s))}, \quad x \geq \tilde{X}(t; s)
\]
for all \( s < 0, t \geq s \).

**Proof.** Define
\[
N_-[v] = v_t - [J * v - v] - \beta(1 - v).
\]
For \( x \leq \tilde{X}(t; s) \), we have \( u(t, x; s) \geq \theta_s \), which together with (4.5) implies that
\[
f(t, u(t, x; s)) \geq f_{\min}(u(t, x; s)) \geq \beta(1 - u(t, x; s)), \quad x \leq \tilde{X}(t; s)
\]
It then follows that for \( x \leq \tilde{X}(t; s) \)
\[
N_-[u] = u_t - [J * u - u] - \beta(1 - u) = f(t, u) - \beta(1 - u) \geq 0.
\]
For \( c > 0 \), we compute
\[
N_-[1 - e^{c(x - \tilde{X}(t; s))}] = \left[ c\tilde{X}(t; s) + \int_{\mathbb{R}} J(y) e^{-cy} dy - 1 - \beta \right] e^{c(x - \tilde{X}(t; s))}
\]
\[
\leq \left[ cc_{\max} + \int_{\mathbb{R}} J(y) e^{-cy} dy - 1 - \beta \right] e^{c(x - \tilde{X}(t; s))},
\]
where we used the definition of \( \tilde{X}(t; s) \) and Theorem 4.1. Since \( \int_{\mathbb{R}} J(y) e^{-cy} dy \to 1 \) as \( c \to 0 \), we can choose \( c > 0 \) so small that \( cc_{\max} + \int_{\mathbb{R}} J(y) e^{-cy} dy - 1 - \beta \leq 0 \), and then,
\[
N_-[1 - e^{c(x - \tilde{X}(t; s))}] \leq 0.
\]
Hence, we have shown
\[
N_-[u] \geq 0 \geq N_-[1 - e^{-c_{-}(x - \tilde{X}(t; s))}], \quad x \leq \tilde{X}(t; s).
\]
for some small \( c_{-} > 0 \). Trivially, we have \( u(t, x; s) \geq 0 \geq 1 - e^{-c_{-}(x - \tilde{X}(t; s))} \) for \( x \geq \tilde{X}(t; s) \). At the initial moment \( s \), we obtain from Lemma 2.1 that \( u(s, x; s) = \phi_{\min}(x - y_s) \geq 1 - e^{-c_{-}(x - \hat{X}(s; s))} \) if we choose \( c_{-} \) smaller and \( \hat{C} \) sufficiently large. Then, we conclude from the comparison principle (see Proposition A.1(ii)) that \( u(t, x; s) \geq 1 - e^{-c_{-}(x - \tilde{X}(t; s))} \) for \( x \leq \tilde{X}(t; s) \). This proves half of the theorem.

We now prove the other half. To do so, we define
\[
N_+[v] = v_t - [J * v - v].
\]
Since \( \tilde{X}(t; s) \geq X_{\theta}(t; s) \) by construction, we have \( u(t, x; s) \leq \theta \) for \( x \geq \tilde{X}(t; s) \), and hence, \( f(t, u(t, x; s)) = 0 \) for \( x \geq \tilde{X}(t; s) \). From which, we deduce
\[
N_+[u] = u_t - [J * u - u] = f(t, u) = 0, \quad x \geq \tilde{X}(t; s).
\]
Let $c > 0$. We compute
\[
N_+ [e^{-c(x - \bar{X}(t;s))}] = \left[ c \dot{\bar{X}}(t;s) - \int_\mathbb{R} J(y)e^{cy}dy + 1 \right] e^{-c(x - \bar{X}(t;s))} \\
\geq \left[ \frac{cc_B}{2} - \int_\mathbb{R} J(y)e^{cy}dy + 1 \right] e^{-c(x - \bar{X}(t;s))},
\]
where we used Theorem 4.1. Set $\tilde{g} = \frac{cc_B}{2} - \int_\mathbb{R} J(y)e^{cy}dy + 1$. Clearly, $g(0) = 0$ and $g'(c) = \frac{cc_B}{2} - \int_\mathbb{R} J(y)e^{cy}dy$. Due to the symmetry of $J$, $\int_\mathbb{R} J(y)e^{cy}dy \to 0$ as $c \to 0$. As a result, $g'(c) > 0$ for all small $c > 0$. Hence, we can find some $c_+ > 0$ such that $g(c^+) > 0$, and therefore, $N_+[e^{-c_+(x - \bar{X}(t;s))}] \geq g(c_+)e^{-c_+(x - \bar{X}(t;s))} \geq 0$. Hence, we have shown
\[
N_+[u] \leq 0 \leq N_+[e^{-c_+(x - \bar{X}(t;s))}], \quad x \geq \bar{X}(t;s).
\]
for some small $c_+ > 0$. Since we have trivially $u(t; x; s) < 1 \leq e^{-c_+(x - \bar{X}(t;s))}$ for $x \leq \bar{X}(t;s)$ and, by Lemma 2.1 and $\bar{X}(s; s) \geq X_\theta(s; s) = y_\theta$, $u(s; x; s) = \phi_{\min}(x - y_\theta) \leq e^{-c_+(x - \bar{X}(t;s))}$ if we choose $c_+$ smaller, we conclude from the comparison principle (see Proposition A.1(i)) that $u(t; x; s) \leq e^{-c_+(x - \bar{X}(t;s))}$ for $x \geq \bar{X}(t;s)$. This completes the proof. \hfill \Box

We remark that the fact that $\dot{X}(t; s) \geq \frac{c_+}{2}$ plays an essential role in deriving the uniform exponential decaying estimate of $u(t; x; s)$ at $\infty$.

As a simple consequence of Theorem 4.2, we have

**Corollary 4.3.** For any $0 < \lambda_1 < \lambda_2 < 1$, there holds
\[
\sup_{s < 0, \, t \geq s} \left| X_{\lambda_1}(t; s) - X_{\lambda_2}(t; s) \right| < \infty.
\]
In particular, for any $\lambda \in (0, 1)$, there holds
\[
\sup_{s < 0, \, t \geq s} \left| X_{\lambda}(t; s) - \bar{X}(t; s) \right| < \infty.
\]

**Proof.** By Theorem 4.2, we have
\[
\max \left\{ 0, 1 - e^{-c_+(x - \bar{X}(t;s))} \right\} \leq u(t; x; s) \leq \min \left\{ 1, e^{-c_+(x - \bar{X}(t;s))} \right\}.
\]
The result then follows from the fact that $\dot{X}(t; s) - \bar{X}(t; s) \equiv \text{const.}$ \hfill \Box

5. CONSTRUCTION OF TRANSITION FRONTS

In this section, we prove Theorem 1.1 and Theorem 1.2. To do so, we prove uniform Lipschitz continuity of $u(t; x; s)$ in the space variable $x$.

**Lemma 5.1.** Suppose (H1) and (H2). There holds
\[
\sup_{s < 0, \, t \geq s} \left| u(t, y; s) - u(t, x; s) \right| \cdot \frac{1}{y - x} < \infty.
\]

**Proof.** Since $u(t; x; s) \in (0, 1)$, there holds trivially
\[
\forall \delta > 0, \sup_{|y - x| \geq \delta} \left| u(t, y; s) - u(t, x; s) \right| \cdot \frac{1}{y - x} < \infty.
\]
According to (5.2) and (5.3), we consider time-dependent disjoint decompositions of \( R \), where

\[
\begin{align*}
R_1 &= \delta + \sup_{s < 0, t \geq s} |X_\theta(t; s) - X(t; s)| \quad \text{and} \quad R_2 = \delta + \sup_{s < 0, t \geq s} |X_\bar{\theta}(t; s) - X(t; s)|,
\end{align*}
\]

where \( \bar{\theta} \in (\theta, 1) \) is given in (H2). Notice \( L_1 < \infty \) and \( L_2 < \infty \) by Corollary 4.3. Then, for any \( 0 < |y - x| \leq \delta \) we have

- if \( x \geq X(t; s) + L_1 \), then \( y \geq x - \delta \geq X_\theta(t; s) \), which implies that \( f(t, u(t, y; s)) = 0 = f(t, u(t, x; s)) \), and hence
  \[
  \frac{f(t, u(t, y; s)) - f(t, u(t, x; s))}{u(t, y; s) - u(t, x; s)} = 0;
  \]
- if \( x \leq X(t; s) - L_2 \), then \( y \leq x + \delta \leq X_\bar{\theta}(t; s) \), which implies that \( u(t, y; s) \geq \bar{\theta} \) and \( u(t, x; s) \geq \bar{\theta} \), and hence by (H2)
  \[
  \frac{f(t, u(t, y; s)) - f(t, u(t, x; s))}{u(t, y; s) - u(t, x; s)} \leq 0.
  \]

According to (5.2) and (5.3), we consider time-dependent disjoint decompositions of \( \mathbb{R} \) into

\[
\mathbb{R} = R_l(t; s) \cup R_m(t; s) \cup R_r(t; s),
\]

where

\[
\begin{align*}
R_l(t; s) &= (-\infty, X(t; s) - L_2), \\
R_m(t; s) &= [X(t; s) - L_2, X(t; s) + L_1] \quad \text{and} \\
R_r(t; s) &= (X(t; s) + L_1, \infty). 
\end{align*}
\]

Since \( X(t; s) \) is continuous in \( t \), this three regions change continuously in \( t \). As \( X(t; s) \) moves to the right by Theorem 4.1, any fixed point will eventually enter into \( R_l(t; s) \) and stay there forever.

For \( s < 0 \) and \( x_0 \in \mathbb{R} \), let \( t_{\text{first}}(x_0; s) \) be the first time that \( x_0 \) is in \( R_m(t; s) \), that is,

\[
t_{\text{first}}(x_0; s) = \min \left\{ t \geq s \mid x_0 \in R_m(t; s) \right\},
\]

and \( t_{\text{last}}(x_0; s) \) be the last time that \( x_0 \) is in \( R_m(t; s) \), that is,

\[
t_{\text{last}}(x_0; s) = \max \left\{ t_0 \in \mathbb{R} \mid x_0 \in R_m(t_0; s) \text{ and } x_0 \notin R_m(t; s) \text{ for } t > t_0 \right\}.
\]

Since \( X(t; s) \) moves to the right, if \( x_0 \in R_l(t_0; s) \), then \( x_0 \in R_l(t; s) \) for all \( t > s \). In this case, \( t_{\text{first}}(x_0; s) \) and \( t_{\text{last}}(x_0; s) \) are not well-defined, but it will not cause any trouble. Clearly, \( x_0 \in R_l(t; s) \) for all \( t > t_{\text{last}}(x_0; s) \).

We see that either both \( t_{\text{first}}(x_0; s) \) and \( t_{\text{last}}(x_0; s) \) are well-defined, or both of them are not well-defined. In fact, \( t_{\text{first}}(x_0; s) \) and \( t_{\text{last}}(x_0; s) \) are well-defined only if \( x_0 \notin R_l(t; s) \). As a simple consequence of Theorem 4.1 and the fact that the length of \( R_m(t; s) \) is \( L_1 + L_2 \), we have

\[
T = T(\delta) := \sup_{s < 0, x_0 \notin R_l(t; s)} \left[ t_{\text{last}}(x_0; s) - t_{\text{first}}(x_0; s) \right] < \infty.
\]
Now, we are ready to prove the lemma. Fix \( x_0 \in \mathbb{R}, \ s < 0 \) and \( 0 < |\eta| \leq \delta \). Set
\[
v^\eta(t, x; s) = \frac{u(t, x + \eta; s) - u(t, x; s)}{\eta}.
\]

Clearly, \( v^\eta(t, x_0; s) \) satisfies
\[
v^\eta(t, x_0; s) = \int_{\mathbb{R}} J(x_0 - y)v^\eta(t, y; s) dy - v^\eta(t, x_0; s) + a^\eta(t, x_0; s)v^\eta(t, x_0; s),
\]
where
\[
a^\eta(t, x_0; s) = \frac{f(t, u(t, x_0 + \eta; s)) - f(t, u(t, x_0; s))}{u(t, x_0 + \eta; s) - u(t, x_0; s)}
\]
is uniformly bounded. Notice \( \int_{\mathbb{R}} J(x_0 - y)v^\eta(t, y; s) dy \) is bounded uniformly in \( x_0, \eta, s \) and \( t \). In fact, the change of variable gives
\[
\int_{\mathbb{R}} J(x_0 - y)v^\eta(t, y; s) dy = \int_{\mathbb{R}} J(x_0 - y + \eta) - J(x_0 - y) u(t, y; s) dy.
\]
The uniform boundedness then follows from the fact \( u(t, x; s) \in (0, 1) \) and the assumption \( J' \in L^1(\mathbb{R}) \) by (H1).

Setting
\[
M = M(\delta) := \sup_{s < 0, t \geq s, x_0 \in \mathbb{R}, 0 \leq |\eta| \leq \delta} \left| \int_{\mathbb{R}} J(x_0 - y)v^\eta(t, y; s) dy \right|
\]
we see that \( v^\eta(t, x_0; s) \) satisfies
\[
-M - v^\eta(t, x_0; s) + a^\eta(t, x_0; s)v^\eta(t, x_0; s)
\leq v^\eta(t, x_0; s) \leq M - v^\eta(t, x_0; s) + a^\eta(t, x_0; s)v^\eta(t, x_0; s),
\]
which essentially are ordinary differential inequalities. The solution of (5.5) satisfies
\[
v^\eta(t_0, x_0; s)e^{- \int_{t_0}^{t} (1 - a^\eta(t, x_0; s)) dt} - M \int_{t_0}^{t} e^{- \int_{\tau}^{t} (1 - a^\eta(t, x_0; s)) dt} d\tau dt
\leq v^\eta(t, x_0; s) \leq v^\eta(t_0, x_0; s)e^{- \int_{t_0}^{t} (1 - a^\eta(t, x_0; s)) dt} + M \int_{t_0}^{t} e^{- \int_{\tau}^{t} (1 - a^\eta(t, x_0; s)) dt} d\tau dt
\]
for \( s \leq t_0 \leq t \). Notice \( 1 - a^\eta(t, x_0; s) \) controls the behavior of \( v^\eta(t, x_0; s) \). We see, initially,
\[
v^\eta(s, x_0; s) = \frac{u(s, x_0 + \eta; s) - u(s, x_0; s)}{\eta} = \frac{\phi_{\min}(x_0 + \eta - y_s) - \phi_{\min}(x_0 - y_s)}{\eta},
\]
which is uniformly bounded (uniform in \( s < 0, x_0 \in \mathbb{R} \) and \( 0 < |\eta| \leq \delta \), and even in \( \delta > 0 \) since \( \phi_{\min} \in C^1(\mathbb{R}) \).

Now,
(i) if \( x_0 \in R_l(s; s) \), then \( x_0 \in R_l(t; s) \) for all \( t \geq s \), which implies that \( a^\eta(t, x_0; s) \leq 0 \) for all \( t \geq s \) by (5.3). We then conclude from (5.6) that \( \sup_{t \geq s} |v^\eta(t, x_0; s)| \leq C(M, \|\phi_{\min}\|_{C^1(\mathbb{R})}; \)
(ii) if \( x_0 \in R_m(s; s) \), then \( t_{\text{first}}(x_0; s) = s \). For \( t \in [t_{\text{first}}(x_0; s), t_{\text{last}}(x_0; s)] \), we conclude from (5.6) and the fact that \( a^\eta(t, x_0; s) \) is uniformly bounded that \( v^\eta(t, x_0; s) \) at most grows exponentially with growth rate not larger than some universal constant, and this exponential growth can only last for a period not longer than \( T \), which is given in (5.4). As a result, \( |v^\eta(t_{\text{last}}(x_0; s), x_0; s)| \leq C(M, \|\phi_{\min}\|_{C^1(\mathbb{R})}, T) \).
Proof of Theorem 1.1. Since (5.3) implies that \( a^0(t, x_0; s) \leq 0 \). Then, as in (i), we conclude from (5.6) that
\[
|v^0(t, x_0; s)| \leq C(M, \|\phi_{\min}\|_{C^1(\mathbb{R})}, T)
\]
for \( t > t_{\text{last}}(x_0; s) \). Hence, \( \sup_{t \geq s} |v^0(t, x_0; s)| \leq C(M, \|\phi_{\min}\|_{C^1(\mathbb{R})}, T) \);

(iii) if \( x_0 \in R_t(s; s) \), then \( t_{\text{first}}(x_0; s) > s \). For \( t \in [s, t_{\text{first}}(x_0; s)) \), we have \( x_0 \in R_t(s; s) \), which implies \( a^0(t, x_0; s) = 0 \) by (5.2). Notice the interval \( [s, t_{\text{first}}(x_0; s)) \) may not have uniformly bounded length, but (5.6) says that as long as \( t \in [s, t_{\text{first}}(x_0; s)) \), we have \( |v^0(t, x_0; s)| \leq C(M, \|\phi_{\min}\|_{C^1(\mathbb{R})}) \), which implies, \( v^0(t_{\text{first}}(x_0; s), x_0; s) \) \( \leq C(M, \|\phi_{\min}\|_{C^1(\mathbb{R})}) \).

Then, we can follow the arguments in (ii) to conclude that \( \sup_{t \geq s} |v^0(t, x_0; s)| \leq C(M, \|\phi_{\min}\|_{C^1(\mathbb{R})}, T) \). Consequently, \( \sup_{t \geq s} |v^0(t, x_0; s)| \leq C(M, \|\phi_{\min}\|_{C^1(\mathbb{R})}, T) \). Since \( x_0 \in \mathbb{R} \) and \( s < 0 \) are arbitrary, and \( T \) and \( M \) depend only on \( \delta \), we find (5.1), and hence, finish the proof of the lemma.

Now, we prove Theorem 1.1.

Proof of Theorem 1.1. Since \( u = u(t, x; s) \) satisfies \( u_t = J * u - u + f(t, u) \), we conclude from (H2) and the fact that \( u(t, x; s) \in (0, 1) \) that
\[
\sup_{s < 0, t > s} |u_t(t, x; s)| < \infty.
\]
(5.7)

Then, since \( v(t, x; s) := u_t(t, x; s) \) satisfies
\[
v_t = J * v - v + f(t, u(t, x; s)) + f_u(t, u(t, x; s))v,
\]
we conclude from (5.7) and (H2) that
\[
\sup_{s < 0, t > s} |u_{tt}(t, x; s)| = \sup_{s < 0, t > s} |v_t(t, x; s)| < \infty.
\]
(5.8)

Now, by Lemma 5.1, (5.7), (5.8), Arzela-Ascoli theorem and the diagonal argument, we are able to find some continuous function \( u(t, x) : \mathbb{R} \times \mathbb{R} \to [0, 1] \) that is differentiable in \( t \) and nonincreasing in \( x \) such that
\[
u(t, x; s) \to u(t, x) \quad \text{and} \quad u(t, x; s) \to u_t(t, x)
\]
locally uniformly in \((t, x) \in \mathbb{R} \times \mathbb{R} \) as \( s \to -\infty \) along some subsequence. In particular, \( u(t, x) \) is an entire classical solution of (1.3). Moreover, as an entire solution, \( u(t, x) \in (0, 1) \) and it is strictly decreasing in \( x \). The uniform Lipschitz continuity in space of \( u(t, x) \) also follows.

We now show the decaying properties of \( u(t, x) \). Recall \( \tilde{X}(t; s) \) and \( \tilde{X}(t; s) \) are given in (4.6) and (4.7), respectively. By Theorem 4.1, \( \{X(t; s)\}_{s<0}, \{\tilde{X}(t; s)\}_{s<0} \) and \( \{\tilde{X}(t; s)\}_{s<0} \) converge locally uniformly to a continuously differentiable functions \( X(t) \), \( \tilde{X}(t) \) and \( \tilde{X}(t) \), respectively. Clearly, \( \frac{d}{ds} \leq \tilde{X}(t) \leq c_{\max} \), \( X(t) = \tilde{X}(t) = h_\ast \) and \( \tilde{X} - X(t) = h_\ast \) for all \( t \in \mathbb{R} \), where \( h_\ast > 0 \) are constants. In particular,
\[
u(t, x + \tilde{X}(t; s); s) \to u(t, x + \tilde{X}(t)) \quad \text{and} \quad u(t, x + \tilde{X}(t; s); s) \to u(t, x + \tilde{X}(t))
\]
Proof of Theorem 1.2. We rewrite (5.9) as
$$u(t, x + \hat{X}(t)) \geq 1 - e^{-c_- x}, \quad x \leq 0,$$
$$u(t, x + \hat{X}(t)) \leq e^{-c_+ x}, \quad x \geq 0$$
for all $t \in \mathbb{R}$. This completes the proof. \hfill \Box

Finally, we prove Theorem 1.2.

Proof of Theorem 1.2. We rewrite (5.9) as
$$1 - e^{-c_-(x - \hat{X}(t))} \leq u(t, x) \leq e^{-c_+(x - \hat{X}(t))}, \quad x \in \mathbb{R}, \ t \in \mathbb{R}.$$  (5.10)

For $\lambda \in (0, 1)$, let $\hat{X}_\lambda(t)$ be the unique solution of $1 - e^{c_-(x - \hat{X}(t))} = \lambda$, and $\bar{X}_\lambda(t)$ be the unique solution of $e^{-c_+(x - \bar{X}(t))} = \lambda$. Clearly,
$$\hat{X}_\lambda(t) = \hat{X}(t) + \frac{\ln(1 - \lambda)}{c_-} = X(t) - h_- + \frac{\ln(1 - \lambda)}{c_-},$$
$$\bar{X}_\lambda(t) = \bar{X}(t) - \frac{\ln \lambda}{c_+} = X(t) + h_+ - \frac{\ln \lambda}{c_+}.$$  (5.11)

Let $X_\lambda(t)$ be such that $u(t, X_\lambda(t)) = \lambda$. From (5.10), we see that $X_\lambda(t) \in [\hat{X}_\lambda(t), \bar{X}_\lambda(t)]$, which together with (5.11) implies that
$$\sup_{t \in \mathbb{R}} |X_\lambda(t) - X(t)| \leq h(\lambda) := \max \left\{ h_- - \frac{\ln(1 - \lambda)}{c_-}, h_+ - \frac{\ln \lambda}{c_+} \right\}.$$  (5.12)

Set $\bar{C} := \sup_{(t,x) \in \mathbb{R} \times \mathbb{R}} |u(t, x)| < \infty$. For any $t \in \mathbb{R}$ and $\eta > 0$, we have
$$u(t + \eta, X_\theta(t)) - \theta = u(t + \eta, X_\theta(t)) - u(t, X_\theta(t)) = u(t + \bar{\eta}, X_\theta(t))\eta$$
for some $\bar{\eta} \in [0, \eta]$, which implies that $u(t + \eta, X_\theta(t)) \in [\theta - \bar{C} \eta, \theta + \bar{C} \eta]$. Let $\eta_0 > 0$ be such that $\bar{C} \eta_0 = \min \left\{ \frac{\theta}{2}, \frac{1 + \theta}{2} \right\}$, we see that
$$u(t + \eta, X_\theta(t)) \in \left[ \frac{\theta}{2}, \frac{1 + \theta}{2} \right], \quad t \in \mathbb{R}, \ \eta \in [0, \eta_0],$$
which together with space monotonicity implies that
$$X_{\frac{\theta}{2}}(t + \eta) \leq X_\theta(t) \leq X_{\frac{1 + \theta}{2}}(t + \eta), \quad t \in \mathbb{R}, \ \eta \in [0, \eta_0].$$

Clearly, as a simple consequence of (5.12), we have
$$\sup_{t \in \mathbb{R}, \eta \in [0, \eta_0]} |X_\theta(t + \eta) - X_{\frac{\theta}{2}}(t + \eta)| \leq h(\theta) + h\left(\frac{\theta}{2}\right),$$
$$\sup_{t \in \mathbb{R}, \eta \in [0, \eta_0]} |X_\theta(t + \eta) - X_{\frac{1 + \theta}{2}}(t + \eta)| \leq h(\theta) + h\left(\frac{1 + \theta}{2}\right).$$

Hence, we deduce
$$\sup_{t \in \mathbb{R}, \eta \in [0, \eta_0]} |X_\theta(t + \eta) - X_\theta(t)| \leq C_1 := \max \left\{ h(\theta) + h\left(\frac{\theta}{2}\right), h(\theta) + h\left(\frac{1 + \theta}{2}\right) \right\}.$$
follows that for any \( \delta = k\eta_0 + \delta_0 \) with \( k \in \mathbb{N}_0 \) and \( \delta_0 \in [0, \eta_0) \), we have

\[
\sup_{|t-s| \leq \delta} |X_\theta(t) - X_\theta(s)| \leq (k + 1)C_1. \tag{5.13}
\]

The "in particular" part follows if we set \( \delta = 1 \) in (5.13) and iterate. It also immediately follows from that the facts that \( \sup_{t \in \mathbb{R}} |X_\theta(t) - X(t)| < \infty \) and \( \dot{X}(t) \in \left[ \frac{\eta_0}{2}, \ c_{\text{max}} \right] \) for all \( t \in \mathbb{R} \). This completes the proof.

\[ \square \]
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APPENDIX A. COMPARISON PRINCIPLES

We prove comparison principles used in the previous sections.

**Proposition A.1.** Let \( K : \mathbb{R} \times \mathbb{R} \to [0, \infty) \) be continuous and satisfy \( \sup_{x \in \mathbb{R}} \int_{\mathbb{R}} K(x, y) dy < \infty \). Let \( a : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be continuous and uniformly bounded.

(i) Suppose that \( X : [0, \infty) \to \mathbb{R} \) is continuous and that \( u : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) satisfies the following: \( u, u_t : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) are continuous, the limit \( \lim_{x \to \infty} u(t, x) = 0 \) is locally uniformly in \( t \), and

\[
\begin{cases}
  u_t(t, x) \geq \int_{\mathbb{R}} K(x, y) u(t, y) dy + a(t, x) u(t, x), & x > X(t), \ t > 0, \\
  u(t, x) \geq 0, & x \leq X(t), \ t > 0, \\
  u(0, x) = u_0(x) \geq 0, & x \in \mathbb{R}.
\end{cases}
\]

Then \( u(t, x) \geq 0 \) for \( (t, x) \in (0, \infty) \times \mathbb{R} \).

(ii) Suppose that \( X : [0, \infty) \to \mathbb{R} \) is continuous and that \( u : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) satisfies the following: \( u, u_t : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) are continuous, the limit \( \lim_{x \to -\infty} u(t, x) = 0 \) is locally uniformly in \( t \), and

\[
\begin{cases}
  u_t(t, x) \geq \int_{\mathbb{R}} K(x, y) u(t, y) dy + a(t, x) u(t, x), & x < X(t), \ t > 0, \\
  u(t, x) \geq 0, & x \geq X(t), \ t > 0, \\
  u(0, x) = u_0(x) \geq 0, & x \in \mathbb{R}.
\end{cases}
\]

Then \( u(t, x) \geq 0 \) for \( (t, x) \in (0, \infty) \times \mathbb{R} \).

(iii) Suppose that \( u : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) satisfies the following: \( u, u_t : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) is continuous, \( \inf_{t \geq 0, x \in \mathbb{R}} u(t, x) > -\infty \), and

\[
\begin{cases}
  u_t(t, x) \geq \int_{\mathbb{R}} K(x, y) u(t, y) dy + a(t, x) u(t, x), & x \in \mathbb{R}, \ t > 0, \\
  u(0, x) = u_0(x) \geq 0, & x \in \mathbb{R}.
\end{cases}
\]

Then \( u(t, x) \geq 0 \) for \( (t, x) \in (0, \infty) \times \mathbb{R} \). Moreover, if \( u_0(x) \neq 0 \), then \( u(t, x) > 0 \) for \( (t, x) \in (0, \infty) \times \mathbb{R} \).

**Proof.** (i) We follow [21] Proposition 2.4. Note first that replacing \( u(t, x) \) by \( e^{\gamma t} u(t, x) \) for sufficiently large \( r > 0 \), we may assume, without loss of generality, that \( a(t, x) > 0 \) for all \( (t, x) \in \mathbb{R} \times \mathbb{R} \).
Set \( K_0 := \sup_{x \in \mathbb{R}} \int_{\mathbb{R}} K(x, y) dy < \infty \), \( a_0 := \sup_{(t, x) \in \mathbb{R} \times \mathbb{R}} a(t, x) \) and \( \tau := \frac{1}{2(K_0 + a_0)} \). Suppose there exists \((t_0, x_0) \in [0, \tau] \times \mathbb{R}\) such that \( u(t_0, x_0) < 0 \). Then, by the assumption, there exists \((t_1, x_1) \in \Omega_{t, x} := \{(t, x) \in \mathbb{R} \times \mathbb{R} | x > X(t), t \in (0, \tau)\}\) such that

\[
u(t_1, x_1) = \min_{(t, x) \in \Omega_{t, x}} u(t, x) < 0.
\]

Define

\[
s_1 := \max\{t \in [0, t_1] | u(t, x_1) \geq 0\}.
\]

By continuity of \( u(t, x) \), \( s_1 < t_1 \) and \( u(s_1, x_1) \geq 0 \). Moreover, by the definition of \( s_1 \), we see that \( x_1 > X(t) \) for \( t \in (s_1, t_1) \). In particular, we have

\[
u(t, x_1) \geq \int_{\mathbb{R}} K(x_1, y) u(t, y) dy + a(t, x_1) u(t, x_1), \quad t \in (s_1, t_1).
\]

Integrating the above inequality with respect to \( t \) from \( s_1 \) to \( t_1 \), we conclude from the facts that \( u(t, x) \geq 0 \) for \( x \leq X(t) \) and \( u(t_1, x_1) < 0 \) that

\[
u(t_1, x_1) - u(s_1, x_1) \geq \int_{s_1}^{t_1} \int_{\mathbb{R}} K(x_1, y) u(t, y) dy dt + \int_{s_1}^{t_1} a(t, x_1) u(t, x_1) dt
\]

\[
\geq \int_{s_1}^{t_1} \int_{X(t)}^{\infty} K(x_1, y) u(t, y) dy dt + \int_{s_1}^{t_1} a(t, x_1) u(t, x_1) dt
\]

\[
\geq u(t_1, x_1) \left[ \int_{s_1}^{t_1} \int_{X(t)}^{\infty} K(x_1, y) dy dt + \int_{s_1}^{t_1} a(t, x_1) dt \right]
\]

\[
\geq u(t_1, x_1)(K_0 + a_0)(t_1 - s_1)
\]

\[
\geq u(t_1, x_1)(K_0 + a_0)\tau,
\]

which implies that \( [1 - (K_0 + a_0)\tau]u(t_1, x_1) \geq u(s_1, x_1) \geq 0 \). It then follows from the choice of \( \tau \) that \( u(t_1, x_1) \geq 0 \). It’s a contradiction. Thus, \( u(t, x) \geq 0 \) for \((t, x) \in [0, \tau] \times \mathbb{R}\). Repeating the above arguments with initial times \( \tau, 2\tau, 3\tau, \ldots \), we find the result.

(ii) It can be proved by the similar arguments as in (i).

(iii) It follows from the arguments in [48, Propositions 2.1 and 2.2].

\[\square\]
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