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ABSTRACT

Convection in massive main sequence stars generates large scale magnetic fields in their cores which persists as they evolve up the red giant branch. The remnants of these fields may take the form of the Prendergast magnetic field, a combination of poloidal and toroidal field components which are expected to stabilize each other. Previous analytic and numerical calculations did not find any evidence for instability of the Prendergast field over short timescales. In this paper, we present numerical simulations which show a long timescale, linear instability of this magnetic field. We find the instability to be robust to changes in boundary conditions and it is not stabilized by strong stable stratification. The instability is a resistive instability, and the growth rate has a power-law dependence on the resistivity, in which the growth rate decreases as the resistivity decreases. We estimate the growth rate of the instability in stars by extrapolating this power-law to stellar values of the resistivity. The instability is sufficiently rapid to destabilize the magnetic field on timescales shorter than the stellar evolution timescale, indicating that the Prendergast field is not a good model to use in studies of magnetic fields in stars.
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1 INTRODUCTION

Stars have magnetic fields which influence dynamical processes relevant to stellar evolution such as stellar winds (Weber & Davis 1967), chemical mixing (Harrington & Garaud 2019), heat transport (Cantiello & Braithwaite 2011), convection (Augustson et al. 2016), and stellar pulsations (Fuller et al. 2015). Surface magnetic fields have been observed for stars in various stages of evolution (Landstreet 1992).

The presence of surface magnetic fields could be explained by two different hypotheses: the dynamo hypothesis and the fossil hypothesis. The dynamo hypothesis proposes that magnetic fields are generated within stellar convection zones by convective fluid motions (Charbonneau & MacGregor 2001). The dynamo hypothesis explains surface observations in main-sequence solar type stars (Fan 2021), which have convective envelopes. However, the dynamo hypothesis does not explain observations of surface magnetism in massive main-sequence stars (Neiner et al. 2014). These stars have convective cores and there is no established mechanism to transport the dynamo field across through the radiative envelope to the surface. The fossil hypothesis proposes that stellar magnetic fields are remnants from earlier stages of stellar evolution (Cowling 1945). This hypothesis explains magnetism in massive stars (Neiner et al. 2014), although it requires a stable field configuration which could survive over the lifetime of the star.

The fossil hypothesis can also explain core magnetic fields in post main sequence stars such as red giant branch (RGB) stars. Astroseismic observations indicate strong core magnetic fields in RGB stars (Fuller et al. 2015; Stello et al. 2016). These stars have a stably stratified, radiative core which was convective when the star was on the main sequence. This convective history provides a dynamo mechanism which could have generated magnetic field on the main sequence. In order for these fields to be observable on the RGB, the field configuration must be stable. This makes RGB stars a good model for investigating stable magnetic field configurations.

While purely toroidal (Tayler 1973) and purely poloidal (Markey & Tayler 1973) fields are unstable, a combination of the two may be stable. Prendergast (1956) developed an equilibrium state with an axisymmetric mix of poloidal and toroidal magnetic field that we will call a “Prendergast field” configuration. Figure 1 shows a 3D visualization of the Prendergast field. The field consists of a combination of twisting toroidal and poloidal components and is axisymmetric about the z-axis. The magnitude of the field strength decreases radially.

Previous works have investigated the stability of the Prendergast field. Prendergast (1958) showed via the variational principle that the $m = 0$ mode is unstable once the magnetic energy exceeds 0.4 times the gravitational binding energy of the star. He notes that this is likely an overestimate of the allowed magnetic energy for a star.
This theoretical criterion is shown to be sufficient for instability but not a necessary criterion. Therefore, this result gives no indication of the stability of the model below this limit. Higher order modes were not studied because of the difficulty of the calculations. Cowling (1960) used a similar approach, but focused on displacements near the outer boundary in a neutrally stratified star. He found the instability condition was met for all strengths of magnetic field, and concluded that the Prendergast field is always unstable in neutrally stratified stars.

More recently, Duez et al. (2010) followed the nonlinear evolution of the Prendergast field over 10 Alfvén times. They did not see any evidence of instability in this time frame. Braithwaite & Nordlund (2006) found for a stably stratified star that a random initial magnetic field configuration tends to decay into a field with mixed toroidal and poloidal components. They were able to follow the evolution for a few hundred Alfvén times and found the magnetic energy to be roughly constant after the initial decay. Assuming this mixed toroidal and poloidal field was a Prendergast field, the authors then concluded that the Prendergast field is dynamically stable. In contrast, Mitchell et al. (2013) looked at random initial magnetic field configurations for neutrally stratified stars, and followed the evolution for a hundred Alfvén times. They found that the neutrally stratified star never reached a stable equilibrium state in this time frame. This is evidence for an instability of the Prendergast field, consistent with the analytic work of Cowling (1960).

The Prendergast magnetic field is widely used as a stable field configuration. Prendergast fields have been used to investigate the effects of a core magnetic field on stellar oscillations in red giant stars (Loi & Papaloizou 2017), the effects of strong magnetic fields on the propagation of gravity waves in stellar interiors (Loi & Papaloizou 2018), the effects of magnetic fields on the frequency of gravity modes in rotating stars (Prat et al. 2019), and the effects of core magnetic field on the observable mixed-mode frequencies of stars (Bugnet et al. 2021). However, if the Prendergast field is unstable, then it may not be a good model for stellar magnetic fields. It is unclear if these previous results would still hold for a different magnetic field configuration.

Here we present a linear stability analysis of the Prendergast magnetic field configuration. We find that the Prendergast field exhibits linear instability, with kinetic energy growing exponentially regardless of the diffusivity, the strength of stable stratification, or the boundary conditions.

In Section 2, we describe the setup of our simulations. Section 3.1 presents the underlying instability. Section 3.2 discusses its dependence on the diffusivity, section 3.3 discusses the addition of stable stratification into the system, and section 3.4 discusses the effect of changing azimuthal wavenumber and boundary conditions. Section 3.5 discusses possible mechanisms for the instability. In section 3.6 we discuss implications of this instability for red giant stars.

2 NUMERICAL DETAILS

We want to determine if the Prendergast magnetic field is a good candidate for a fossil magnetic field configuration in the core of red giant stars. To do so, we examine a domain consisting of the radiative core and solve for linear perturbations about a background Prendergast magnetic field. We time-evolve a series of spherical simulations solving the magnetohydrodynamics equations in the Boussinesq approximation linearized about a background magnetic field \( B_0 \), which has an associated current \( J_0 \). We nondimensionalize lengthscales using the radius of the simulation region, \( R \), which is the distance from the origin to the edge of the radiative zone. We nondimensionalize the magnetic field with the maximum of \( |B_0| \). This choice sets the nondimensional timescale to be the Alfvén time, \( t_A \), associated with this maximum magnetic field strength, where \( t_A = \frac{R}{c_A} = \frac{B_0}{\sqrt{4\pi \rho_c}} \), and \( \rho_c \) is a constant reference density. We solve the magnetohydrodynamic equations under the Coulomb gauge, given by

\[
\nabla \cdot u = 0
\]

\[
\frac{\partial u}{\partial t} + \frac{1}{\rho_c} \nabla P - \frac{g}{\rho_c} \nabla \frac{\rho'}{\rho_c} - \nu \nabla^2 u = -\frac{1}{4\pi \rho_c} \nabla^2 A \times B_0
\]

\[
+ \frac{1}{4\pi \rho_c} J_0 \times (\nabla \times A)
\]

\[
\frac{\partial A}{\partial t} - \nabla \Phi - \eta \nabla^2 A = u \times B_0
\]

\[
\frac{\partial \rho'}{\partial t} + u \cdot \nabla \rho_0 - \kappa \nabla^2 \rho' = 0
\]

\[
\nabla \cdot A = 0
\]

where \( u \) is the velocity, \( P \) is the pressure, \( \nu \) is the viscosity, \( A \) is the vector potential, \( \Phi \) is the electric potential, \( \eta \) is the magnetic resistivity, \( g = -g e_r \) is gravitational acceleration, \( \rho' \) is density perturbation, \( \kappa \) is thermal diffusivity, and \( \rho_0 \) is the background density, which we take to vary as \( \rho_0 = -2 \rho_c R^r / R^2 e_r \). In the Boussinesq approximation, the Brunt-Väisälä frequency, \( N^2 \) is

\[
N^2 = (-\partial_r \rho_0) \frac{g}{\rho_c}
\]

In all cases \( N^2 \) is proportional to \( r^2 \), so we define \( N_0^2 \), the stable stratification strength, such that \( N^2 = N_0^2 r^2 \). In order to study the case where \( N_0^2 = 0 \), we set \( \partial_r \rho_0 = 0 \) and \( \rho' = 0 \).

We set our background magnetic field to the Prendergast profile outlined in Prendergast (1956); Loi (2020),

\[
B_0 = (B_r, B_\theta, B_\phi)
\]

\[
= \left( \frac{2}{r^2} \Psi(r) \cos \theta, -\frac{1}{r} \Psi'(r) \sin \theta, -\frac{1}{r} \Psi(r) \sin \theta \right)
\]

The full field is a non-singular solution to the balance,

\[
\lambda B_0 + \nabla \times B_0 = -\beta r \sin(\theta) e_\phi = \beta (ye_e - xe_e),
\]

with \( B_0 = 0 \) at the outer boundary, \( r = R \), and \( \beta \) is the field amplitude. In terms of the radial profile,

\[
\Psi(r) = \frac{\beta}{\lambda^2} \left( r^2 - r \frac{j_1(\lambda r)}{j_1(\lambda)} \right),
\]

where \( j_1(\xi) = \sin(\xi) / \xi^2 - \cos(\xi) / \xi \) is a spherical Bessel function. Automatically, \( \Psi(r = 1) = 0 \). The whole field vanishes at the outer
boundary provided \( \Psi'(r = 1) = 0 \), requiring \( \tan(l) = 3.1/(3 - \lambda^2) \). We choose the lowest-energy solution \( l \approx 5.76346 \). We set the overall amplitude \( \beta = 1.2 + j/(1/2 + j) \approx 1.31765 \), in accordance with our normalization.

We do not include resistivity in the leading-order magnetic balance. Using the stellar parameters from §3.6, the resistive timescale is \( R^2/\eta = 2.95 \times 10^{13} \) years, longer than the age of the universe.

We solve equations 1-5 using the Dedalus pseudospectral code (Burns et al. 2020), in spherical coordinates. For simulations using potential boundary conditions we run on commit 8639c65 of the d3 branch. For simulations using perfectly conducting boundary conditions we run on commit 4348a2f of the d3 branch. All variables are represented by spin-weighted spherical harmonics in the angular directions and radially weighted Jacobi polynomials in the radial direction (Vasil et al. 2018; Lecoanet et al. 2018). The system we are studying is axisymmetric, so we are able to resolve the behavior in the \( \phi \) direction even with a small number of points. Axisymmetry also allows the different \( m \) modes to be independent of each other and thus studied separately. We utilize a 2nd-order semi-implicit SBDF scheme timestep (Wang & Ruuth 2008).

We use two different types of magnetic boundary conditions: potential-field (POT) and perfectly conducting (PC). Potential boundary conditions assume that the external magnetic field is current-free, and that magnetic field is continuous at the boundary of the simulation. We specify these conditions by decomposing \( A \) into spherical harmonic functions \( A_\ell \) where \( \ell \) is the spherical harmonic degree and represent these conditions with \( \partial_\ell A_\ell + (\ell + 1)A_\ell / r = 0 \). Perfectly conducting boundary conditions assume that the electric potential is constant at the boundary of the simulation and that there is no normal magnetic field at the boundary. We impose these conditions with \( e_\phi \cdot A = e_\phi \cdot A = \Phi = 0 \). In all cases we take the boundary to be stress free and impenetrable. We impose these conditions with \( e_\phi \cdot \bf{u} = e_\phi \cdot S \cdot e_\phi = e_\phi \cdot S \cdot e_\phi = 0 \) where \( S = \frac{1}{2} (\nabla \bf{u} + (\nabla \bf{u})^T) \) is the rank-2 stress tensor. We also take the density perturbation to be zero at \( R = 1 \).

Instabilities can be driven by an initial noise perturbation, forced at a certain frequency, or driven by a prescribed flow profile. Here, we focus on an instability driven by a prescribed flow profile. To seed the instability, we specify a velocity profile with a specific azimuthal wavenumber \( m \). We define \( \bf{u}_0 = \sin(\theta)^m \sin(m \phi) e^{-\xi \eta \text{real}} e_\phi \), where \( \eta = 0.875 \) and \( \lambda = 0.02 \). Unfortunately \( \bf{u}_0 \) violates the incompressibility constraint, so we use divergence cleaning to find an incompressible initial condition associated with \( \bf{u}_0 \). We solve the equation

\[
\nabla \cdot (\bf{u}_0 + \nabla P) = 0
\]

for the scalar field \( P \) with boundary condition \( \partial_r P(\rho = R) = 0 \). Then \( \bf{u}_1 = \bf{u}_0 + \nabla P \) satisfies \( \nabla \cdot \bf{u}_1 = 0 \) and the radial component of \( \bf{u}_1 \) goes to zero at \( \rho = R \). We then initialize our simulation’s velocity with \( \bf{u}_1 \).

We visualize the magnetic field structures and velocity flows using the Visualization and Analysis Platform for Ocean, Atmosphere, and Solar Researchers (VAPOR) (Li et al. 2019). We interpolate spherical data onto a Cartesian coordinate grid to create all the visualizations, which show bi-directional flow visualizations of desired fields. To create the magnetic field visualizations, an even grid of seeds is created with 6 points in the direction of the symmetry axis and 3 points in the other directions. This distribution if seeds is chosen to limit the amount of field lines such that the central magnetic field structure is clear. In actuality, the magnetic field lines are continuous throughout the simulated region and form many concentric structures. Each seed is integrated for 500 steps to find the magnetic field line. The color of the field lines indicates the strength of the magnitude of the field, with the darkest pink indicating the strongest magnetic field. To create the velocity flow visualizations, we follow a similar procedure, but use 5 grid points in all directions and integrate for 200 steps. The color of the flow lines indicate the strength of the flow magnitude with darkest green indicating the highest magnitude flow.

3 RESULTS

Here we present a linear stability analysis of the Prendergast magnetic field configuration. Section 3.1 presents the underlying instability. Section 3.2 discusses the effects of magnetic resistivity on the instability. Section 3.3 discusses the addition of stable stratification into the system. Section 3.4 discusses the effect of changing azimuthal wavenumber and boundary conditions on the instability and section 3.5 discusses possible mechanisms for the instability. In section 3.6 we discuss implications of this instability for red giant stars.

3.1 Instability of the Prendergast Field

We time-evolve a series of three dimensional, spherical simulations of a radiative region with a background Prendergast magnetic field. Our fiducial case has a diffusivity of \( \nu = 1.3 \times 10^{-3} \), no stable stratification \( N_\theta^2 = 0 \), flow azimuthal wavenumber \( m = 1 \), and potential boundary conditions. We run for 1600 Alfvén times and calculate the total kinetic energy over time for the fiducial case. The total kinetic energy is given by \( KE = 0.5 \langle u^2 \rangle \), with angle brackets denoting a volume average. We plot kinetic energy as a function of time in figure 2 with the simulation data shown in purple. We fit the exponential growth using a least squares linear fit given by \( \ln(KE) = \gamma t \) where \( \gamma \) is the growth rate. The best fit is shown in orange. After the first 115 time units, once the instability has grown larger than the initial decaying state, kinetic energy grows steadily. We want to confirm that this instability is physical and not numerical. Our fiducial case has a growth rate of \( \gamma = 0.0431 \), and we expect the growth rate to be independent of resolution and timestep size if the instability is physical. We first increase the spatial resolution to \( N_r = N_\theta = 255 \), \( N_\phi = 4 \) and find a growth rate of \( \gamma = 0.0433 \) showing that the instability persists at higher resolution. We then decrease the timestep size to \( 10^{-4} \) and find a growth rate of \( \gamma = 0.0433 \) showing that the instability persists at smaller timestep. Because the instability is robust even as we increase spatial resolution and decrease the timestep size (see table 1), we are confident that this instability is physical.

We visualize the magnetic field of the unstable eigenmode in the leftmost column of figure 3. We see a configuration very similar in shape to our background Prendergast field with a combination of twisting toroidal and poloidal components, but the axis of symmetry aligns with the \( x \)-axis, rather than the \( z \)-axis. While the background field is \( m = 0 \) and thus must be symmetric about the \( z \)-axis, the perturbation has the same azimuthal wavenumber as the initial velocity flow, in this case \( m = 1 \), and so cannot be symmetric around the \( z \)-axis, causing this flip in orientation for the unstable eigenmode.

3.2 Variation with Diffusivity

Our fiducial simulation is run at a resistivity much higher than we would expect in a physical star as it is infeasible to resolve a simulation with a realistic resistivity. However, we want to determine if this instability could still be present in physical systems by determining the effect of changing resistivity on the growth rate of the system. We
3.3 Introduction of Stable Stratification

Up until now our simulations have not included stable stratification, but red giant stars are stably stratified in the core region where we expect magnetic fields to live. Stable stratification damps out radial motions, and thus is expected to stabilize instabilities.

In order to determine the effect of stable stratification strength on the growth rate of the kinetic energy, we change the simulation parameters such that \( N_0^2 \) varies from 0 to 169 (see table 3). \( N_0^2 \) is a measure of the strength of stable stratification. The growth rates range from 0.0432 for \( N_0^2 = 0 \) to 0.0163 for \( N_0^2 = 169 \). As described in section 3.1, we confirm that the instability is not altered by changing the resolution and timestep of the simulation. We note that the magnetic field of the unstable mode has roughly the same shape and orientation as seen in the case without stable stratification (see Figure 3) indicating that the addition of stable stratification has no effect on the overall shape of the magnetic field of the unstable mode.

We plot the growth rate normalized to the unstratified case (\( N_0^2 = 0 \)) as a function of \( N_0^2 \) in Figure 5. We find that for low \( N_0^2 \), shown in orange, \( \gamma \) changes as \( N_0^2 \) changes. For high \( N_0^2 \), shown in purple, \( \gamma \) is roughly constant as \( N_0^2 \) changes. Utilizing a typical value of \( N = 10^3 \mu \text{Hz} \) from Fuller et al. (2015) and the stellar parameters given in section 3.6, we find that a typical value of \( N_0^2 \) for stars would be \( 3 \times 10^{11} \) in our simulations. While this is much higher than our simulated values, the constant growth rate at high \( N_0^2 \) indicates that the behavior at stellar values will be similar to the behavior at our highest simulated \( N_0^2 \).

Although we originally assumed that there would be some cutoff point where the stable stratification overpowered the magnetic instability, our results seem to indicate that the presence of a Prendergast magnetic field will cause an instability in a stably stratified star, regardless of the strength of the stratification relative to the strength of the magnetic field. There appear to be two separate regions of instability: the low \( N_0^2 \) region over which \( \gamma \) changes with \( N_0^2 \) and the high \( N_0^2 \) region over which \( \gamma \) is roughly constant. Figure 3 shows the magnetic field lines (pink) and velocity flow lines (green) for our low \( N_0^2 \) region (left) and high \( N_0^2 \) region (right). We find that the magnetic field lines are almost identical in the low and high \( N_0^2 \) regimes while the velocity flow lines are visibly different. The low \( N_0^2 \) regime has a radially dominated velocity flow, with fast helical flows through the central region. The high \( N_0^2 \) regime has almost no radial flows. This is seen in the eigenmodes which have no flow through the center of the star, only concentric circular flows.

We quantify the difference in radial velocities in the top panel of figure 6 which shows the ratio of radial kinetic energy to total kinetic energy as a function of \( N_0^2 \). We see that this ratio decreases by 6 orders of magnitude as we go from low \( N_0^2 \) to high \( N_0^2 \). In contrast, the bottom panel of figure 6 shows the ratio of radial magnetic energy.
to total magnetic energy as a function of $N_0^2$. We see that this ratio changes by less than an order of magnitude over the same range of $N_0^2$. The ratio $(B_r^2)/\langle B^2 \rangle$ and the growth rate $\gamma$ have similar variation with $N_0^2$ (figure 5). This leads to a question; how is the radial magnetic field maintained in simulations with very small radial velocities?

To answer this question we want to find an equation for the radial magnetic energy. We start with the radial component of equation 3 and then multiply by the radial component of the magnetic field. We then take the volume average and find

$$\partial_t \langle B_r^2 \rangle - \eta \nabla^2 \langle B_r^2 \rangle = \langle \mathbf{e}_r \cdot \nabla \times (\mathbf{u} \times \mathbf{B}_0) \rangle \mathbf{B}_r \rangle$$

(11)

which, assuming axisymmetry, becomes

$$\partial_t \langle B_r^2 \rangle - \eta \nabla^2 \langle B_r^2 \rangle = \langle r^{-1} (u_r B_{0,\theta} - u_\theta B_{0,r}) \partial_\theta B_r \rangle$$

(12)

We see that the radial component of the magnetic energy depends on both $u_r$ and $u_\theta$. For high $N_0^2$, $u_r \rightarrow 0$, but the $u_\theta$ term does not approach zero as $N_0^2$ changes. This means that almost all of the radial magnetic energy in our high $N_0^2$ cases must come from the $\theta$ component of the velocity. To quantify this, we take the right hand side of equation 11 normalized with respect to magnetic energy. We find that this quantity changes from 0.008 at $N_0^2 = 0$ to 0.002 at large $N_0^2$. This indicates that the radial magnetic energy is held roughly constant as we increase $N_0^2$, despite the difference in velocity flow lines with changing $N_0^2$. Since the growth rate, radial magnetic energy, and right hand side of equation 11 don’t change significantly over a large range of $N_0^2$, we predict that this instability will persist across all strengths of stable stratification. While we are not able to simulate out the the high $N_0^2$ seen in stars, we predict that the behavior we see at the largest simulated value will be similar to what we see in stars because of all of these values become roughly constant across a large range of $N_0^2$.

We know from Prendergast (1958) that the Prendergast field will be unstable if the magnetic energy exceeds 0.4 times the gravitational binding energy of the star, although Prendergast notes that this is a physically irrelevant limit. In the Boussinesq approximation the gravitational binding energy is infinite and so the magnetic energy is effectively zero times the gravitational binding energy. That we see an instability even with magnetic energy at zero times the gravitational binding energy indicates that Prendergast’s upper limit overestimates the stability of the model, and that the Prendergast field will be unstable at all strengths of magnetic energy for both uniform and stably stratified stars.
investigate the effect of $m$ rate of the kinetic energy. We select for different $m$ values in our simulation. We find that the $m = 0$ and $m = 1$ modes are unstable, with positive growth rate, while for all $m > 1$, $\gamma$ is negative, i.e. the kinetic energy is decreasing over time (see Table 4). This indicates that only the $m = 1$ and $m = 0$ modes are unstable.

We visualize the unstable $m = 0$ mode in Figure 7 using VAPOR. We see that the magnitude of the magnetic field is again increasing towards the center, but the unstable mode is split across the $x$–$y$ plane, showing two distinct but identical halves. In Figure 4, we plot the growth rate as a function of resistivity for the $m = 0$ mode and find that the $m = 0$ mode follows a broken power law. At low resistivity, the slopes are the same for the $m = 1$ modes, whereas the $m = 1$ mode has a steeper slope than the $m = 0$ mode at low resistivity. We discuss possible explanations for this difference in slope in section 3.5.

Next we determine the effects of our boundary condition choice on the growth rate of the instability. We find that the instability is present for both potential and perfectly conducting boundary conditions, although the growth rate is greater for potential than perfectly conducting across all diffusivities (see Figure 4). The power law index
The magnetic field is symmetric about the PC boundary conditions. Should become discontinuous for a tearing-mode-like instability. In the eigenmode along the \( x \) axis with a guide field at \( z \) component. While boundary layers are typically two dimensional, places where the magnetic field is zero (Furth et al. 1963). A guide field is a nonzero magnetic field normal to the boundary layer. The tearing mode instability is a resistive instability that occurs at boundaries (Drake & Lee 1977; Drake et al. 2003). A guide field is a nonzero magnetic field normal to the boundary layer. The Prendergast magnetic field is zero at \( r = 0 \). The unstable mode for azimuthal wavenumber \( m = 0 \). Darker color indicates a stronger magnetic field magnitude. Differences for the different boundary conditions. It is known that boundary condition choice can have a significant effect on the growth rate of other magnetic instabilities, like magnetic dynamos (Varela et al. 2017; Thelen & Cattaneo 2000). Fontana et al. (2022) found that perfectly conducting boundary conditions had a larger growth rate than potential boundary conditions for magnetic dynamos in direct opposition to our findings here. However, a major difference between those previous studies and our own is that the Prendergast magnetic field is unstable to a resistive instability. 

### 3.5 Interpretation of the Instability

Here we discuss the tearing mode instability as a potential mechanism for the instability seen in the Prendergast magnetic field. The tearing mode instability is a resistive instability that occurs at boundary layers, places where the magnetic field is zero (Furth et al. 1963). Tearing mode instabilities can also occur when a guide field is present at boundary layers (Drake & Lee 1977; Drake et al. 2003). A guide field is a nonzero magnetic field normal to the boundary layer. The Prendergast magnetic field is zero at \( r = 0 \) in all components except the \( z \) component. While boundary layers are typically two dimensional, the Prendergast field has a zero dimensional “boundary layer” with a guide field at \( r = 0 \), since the magnetic field goes to zero in all but one component.

The eigenmodes of the tearing mode instability have two distinct features. The magnetic field perturbations normal to the boundary layer are continuous across the boundary layer, while the normal derivative of the normal field is discontinuous across the boundary layer in the limit that \( \eta \to 0 \). If the instability of the Prendergast magnetic field also has sharp gradients in the normal magnetic field, that would suggest it is a tearing mode-like instability.

We see in figure 3 that there is a line of magnetic field going straight through \( r = 0 \) for the \( m = 1 \) mode. While there is no unique direction normal to a point, this magnetic field line aligns with the \( x \)-axis; in this case, the \( x \) direction is similar to the normal direction for a two dimensional current sheet.

We check for continuity of the magnetic field by plotting \( B_x \) of the eigenmode along the \( x \) axis (see top panel of figure 8). The magnetic field is symmetric about the \( x \)-axis and continuous. In the limit of small resistivity, the gradient of the magnetic perturbation should become discontinuous for a tearing-mode-like instability. In the bottom panel of figure 8, we plot the magnetic perturbations near \( r = 0 \), in the region denoted by the vertical lines. At the boundary layer, \( B_x \) transitions from negative to positive curvature as the resistivity decreases. With the exception of \( \eta = 1.3 \times 10^{-3} \) (where the curvature is close to zero) the boundary layer becomes increasingly sharp as resistivity decreases. This suggests that the derivative of the magnetic perturbation would become discontinuous in the limit of \( \eta \to 0 \). This trend toward a less smooth function suggests that we are seeing a tearing mode like instability of the Prendergast magnetic field. The growth rate of a tearing mode instability scales as \( \eta \sim \eta^{3/5} \), which is a steeper power law than we see in our simulations (see figure 4), indicating that while the tearing mode like behavior at \( r = 0 \) contributes to the instability, it may not be the only factor.

We note that the growth rates differ when the boundary conditions are changed. We find the boundary layer widths to be similar for the different boundary conditions. While the concavity changes near \( \eta \approx 1.3 \times 10^{-5} \) for potential boundary conditions, it is always negative for perfectly conducting boundary conditions. As the boundary layer widths are similar, it appears that the boundary layer behavior does not account for the difference in growth rates between the two boundary conditions.

In contrast to our simulations with \( m = 1 \), we see in figure 7 that simulations with \( m = 0 \) have different behavior at \( r = 0 \). While we still have a guide field in the \( z \)-direction, the magnetic field is exactly zero in all components at \( r = 0 \). For a tearing mode instability to occur, the perturbation field must have a nonzero component normal to the guide field. The \( m = 0 \) mode requires axisymmetry, meaning that a non-zero component of magnetic field at \( r = 0 \) can only lie along the axis of symmetry, in this case the \( x \)-axis. The requirements of

### Table 5. See table 1 for column descriptions. All simulations in this table use PC boundary conditions.

| Name   | \( \eta \)    | \((N_r, N_{\phi})\) | \( \Delta t \) | \( m \) | \( N_{\|}^2 \) | \( \gamma \) |
|--------|---------------|---------------------|--------------|--------|----------------|------------|
| PC-D3  | \( 1.3 \times 10^{-3} \) | (128,4)             | 0.0005       | 1      | 0              | 0.143      |
| PC-D4  | \( 1.3 \times 10^{-4} \) | (128,4)             | 0.0005       | 1      | 0              | 0.0617     |
| PC-D5  | \( 1.3 \times 10^{-5} \) | (128,4)             | 0.0005       | 1      | 0              | 0.0218     |
| PC-D6  | \( 1.3 \times 10^{-6} \) | (512,4)             | 0.0005       | 1      | 0              | 0.00801    |
axisymmetry are incompatible with the requirements for the tearing mode instability, indicating that $m = 0$ simulations do not have tearing mode like behavior at the origin. Figure 4 shows that the $m = 0$ and $m = 1$ modes have different behavior as a function of resistivity. At high resistivity, the $m = 1$ modes show a steeper power law than the $m = 0$ modes while at low resistivity the power laws have the same slope. This suggests the tearing mode like behavior affects the growth rate at high resistivity but not at low resistivity.

While we see instability in both the $m = 0$ and $m = 1$ cases, the tearing mode like behavior is only present in the $m = 1$ simulations. This indicates that a tearing mode like mechanism can contribute to the instability of the Prendergast magnetic field, but is not a requirement for instability.

### 3.6 Extrapolating to astrophysical parameters

Next we determine if this instability is relevant to physical stars. Realistic stellar diffusivities are too small to directly simulate. However, by fitting a trend between growth rate and diffusivity, we can extrapolate this trend down to the diffusivities seen in physical systems and determine the relevance of the instability. Figure 4 shows the instability growth rates decrease as power-laws in the diffusivity, the slope of which changes as boundary conditions or Brunt-Väisälä frequency change. We look at two different stable stratification strengths, noting that growth rate is roughly constant at high $N_0^2$ and thus the power-law scaling should also be constant over high $N_0^2$. The PC and POT lines are at $N_0^2 = 0$ and the $N_0^2$ line is at $N_0^2 = 1.69$. Power laws are given in terms of our non-dimensional variables, but in order to extrapolate to physical stars we dimensionalize the variables. In each case we fit the data to the dimensionalized power law

$$\gamma = \alpha \left( \eta \frac{v_A}{v_A R} \right)^\beta \frac{v_A}{R}$$

where $R$ is the radius of the radiative region of the star, and $v_A$ is the Alfvén velocity. Then the e-folding timescale $\tau$ of the instability is

$$\tau = \frac{1}{\gamma} = \frac{1}{\alpha} \left( \frac{\eta}{v_A R} \right)^{-\beta} \frac{R}{v_A}$$

Putting this in terms of the Lundquist number, $S = \frac{v_A a}{\eta}$, we find that

$$\tau = \frac{1}{\alpha} \frac{g \beta R}{v_A}$$

From here, we can calculate the timescale of instability for a typical radiative zone of an RGB star, given a radius of $0.66 R_\odot$, mass of $1.6 M_\odot$, magnetic field of $10^5$ G (Fuller et al. 2015), density of $1.6 g/cm^3$ and $\eta$ of $1$ cm$^2$/s (Jermyn et al. 2022). Using $v_A = \frac{B^2}{4\pi \rho}$, we find $v_A$ of 90 cm/s.

We find different growth timescales for each of the fits reported in Fig. 4; the longest timescale, corresponding to simulations with stable stratification is $\tau = 1.2 \times 10^6$ years. We find the same growth timescale in all simulations with strong stable stratification. As the cores of RGB stars are strongly stably stratified, we expect this to be the most physically relevant timescale. All simulations with no stable stratification have shorter timescales. The lifetime of a RGB star is on the order of a few million years, so we expect the instability will grow to be relevant over the lifetime of the star. Because the Prendergast field is unstable over a fraction of the stellar evolutionary timescale, it is not a good model to use for studies of stable magnetic fields in stars.

### 4 CONCLUSIONS

Convection is thought to generate large scale, core magnetic fields, which persist in stars after they evolve off the main sequence. It’s thought that the remnants of these fields may take the form of the Prendergast magnetic field, a combination of poloidal and toroidal field components which are expected to stabilize each other. Previous analytic and numerical stability calculations have suggested this magnetic field is stable. Our numerical calculations show a linear instability of this magnetic field on a timescale longer than previously studied.

Section 3.1 presented the underlying instability. We confirmed that the instability was physical by showing a consistent growth rate across increasing spatial resolution and decreasing temporal resolution. In section 3.2 we discussed the effects of magnetic resistivity on the instability. We found that the growth rate decreased as resistivity decreased, indicating that our system exhibits a resistive instability.

Section 3.3 discussed the addition of stable stratification into the system, and found that the growth rate became constant at high strengths of stable stratification. We visualized the unstable eigenmodes and discussed the similarities in the magnetic eigenmodes despite a difference in velocity eigenmodes. Section 3.4 discussed the effect of changing azimuthal wavenumber and boundary conditions on the instability. We found that the $m = 0$ and $m = 1$ modes were unstable, while higher order modes were stable. We found the growth rates were larger when potential boundary conditions were used than when perfectly conducting boundary conditions were used.

Section 3.5 discussed the tearing mode instability as a possible mechanism for the Prendergast field instability. The eigenmodes of the tearing mode instability exhibit continuous magnetic field perturbations normal to the boundary layer and guide field, and a discontinuous normal derivative of the normal field across the boundary layer. We found that the eigenmodes of our $m = 1$ simulations exhibit this behavior, while the eigenmodes of our $m = 0$ simulations cannot exhibit this behavior due to symmetry constraints. Our $m = 1$ simulations with different boundary conditions have similar boundary layer widths at $r = 0$, indicating that the boundary layer at $r = 0$ is not responsible for the difference in growth rates seen in simulations with different boundary conditions. While the tearing mode instability may contribute to the instability in the Prendergast field for $m = 1$, it is not a necessary component for instability of the Prendergast magnetic field.

In section 3.6 we discussed implications of this instability for red giant stars. We calculated the e-folding timescale of the instability for stars, and found that it is much less than the evolution timescale, indicating that the Prendergast magnetic field is not a good model to study stable magnetic fields in stars.

Our calculations call into question the validity of past results which used the Prendergast field as a stable magnetic field. The e-folding timescale of the instability is faster than the evolution timescale of a star, so the Prendergast field is a poor model for a stable magnetic field in stellar interiors. However, since the instability timescale is long compared to the Alfvén timescale, it is likely that results obtained on a short timescale will see no effect of this instability.

Future work should examine the nonlinear saturation of the instability. It is possible that in a nonlinear system this instability will saturate at low amplitude and thus have little effect on the system as a whole. Additionally, future work should aim to find a stable magnetic field that can be used to study magnetic waves in linear systems. Similar tests to the above work could be used to verify the stability of such a field.
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