We establish bounds on the decay of time-dependent multipoint correlation functionals of one-dimensional quasi-free fermions in terms of the decay properties of their two-point function. At a technical level, this is done with the help of bounds on certain bordered determinants and pfaffians. These bounds, which we prove, go beyond the well-known Hadamard estimates. Our main application of these results is a proof of strong (exponential) dynamical localization of spin-correlation functions in disordered $XY$-spin chains.
1 Introduction and main results

1.1 Quasi-free Fermions on the lattice

Systems of (spinless) fermions are described on the fermionic Fock space $\mathcal{F}(\mathcal{H})$ over a separable single-particle Hilbert space $\mathcal{H}$. Fermionic annihilation and creation operators $c(f)$ and $c^\dagger(f)$ associated with $f \in \mathcal{H}$ act on $\mathcal{F}(\mathcal{H})$ and satisfy the canonical anticommutation relations (CAR), i.e., for any $f,g \in \mathcal{H}$

$$\{c(f), c^\dagger(g)\} = c(f)c^\dagger(g) + c^\dagger(g)c(f) = \langle f, g \rangle \mathbb{I}$$ (1.1)

and all other anticommutators vanish. By $\mathcal{A}(\mathcal{H})$, we denote the $C^*$-algebra generated by the identity, $\mathbb{I}$, and the operators $c(f)$ and $c^\dagger(g)$ for all $f,g \in \mathcal{H}$; this is the CAR algebra associated to $\mathcal{H}$. A state $\omega$ on $\mathcal{A}(\mathcal{H})$ is any normalized, non-negative linear functional. The state $\omega$, or more generally any linear functional, is called quasi-free (or: quasi-gaussian, cf. [5, 6]) if all correlation functions are computed from Wick’s theorem. More precisely, $\omega$ is quasi-free if for any $n \in \mathbb{N}$ and any collection $f_j, g_j \in \mathcal{H}$ giving rise to operators

$$C_j := c(f_j) + c^\dagger(g_j), \quad j = 1, \ldots, 2n, \quad (1.2)$$

we have $\omega(C_1 \cdots C_{2n-1}) = 0$ and

$$\omega(C_1 \cdots C_{2n}) = \sum_{\pi} '\text{sgn } \pi \, \omega \left( C_{\pi(1)} C_{\pi(2)} \cdots C_{\pi(2n-1)} C_{\pi(2n)} \right) \quad \left[ =: \text{pf } C \right]. \quad (1.3)$$

The (primed) sum is over all permutations $\pi$ which satisfy $\pi(1) < \pi(3) < \cdots < \pi(2n-1)$ and $\pi(2j-1) < \pi(2j)$ for all $1 \leq j \leq n$. The right side is known as the pfaffian of the triangular array

$$C := (\omega(C_j C_k))_{1 \leq j < k \leq 2n} \quad (1.4)$$

which equivalently may be identified with a skew-symmetric matrix, $C^T = -C$.

In general, fermionic quasi-free states are characterized by $\omega(C_j C_k) = \langle f_k, g_j \rangle$, in terms of a one-particle density matrix $\Gamma$ on $\mathcal{H} \oplus \mathcal{H}$. The latter satisfies $0 \leq \Gamma \leq 1$ and is of the from $\Gamma = \left( \begin{array}{cc} \varrho & \alpha \\ \alpha^* & 1 - \varrho \end{array} \right)$ where $\varrho, (1 - \varrho) f_j g_j := \langle f_j, (1 - \varrho) g_k \rangle$, cf. [5]. For a simple ubiquitous subclass of quasi-free states $\alpha = 0$ and hence they are uniquely characterized by a one-particle density operator $0 \leq \varrho \leq 1$ on $\mathcal{H}$,

$$\omega_\varrho (C_j C_k) = \langle f_k, \varrho g_j \rangle + \langle f_j, (1 - \varrho) g_k \rangle. \quad (1.5)$$

Examples of such one-particle density operators which will play some role in this paper include:

1. the thermal equilibrium state corresponding to a single-particle Hamiltonian $H$ on $\mathcal{H}$ with inverse temperature $\beta > 0$ and chemical potential $\mu \in \mathbb{R}$:

$$\varrho = \left( 1 + e^{\beta (H - \mu)} \right)^{-1}. \quad (1.6)$$

In the limit $\beta \to \infty$, this turns into the fermionic ground state, $\varrho = P_{(-\infty, \mu)}(H)$, i.e., the spectral projection of $H$ corresponding to energies strictly below $\mu$. 

2
2. those of the form
\[ \varrho_n = \sum_{j : \alpha_j = 1} |\phi_j\rangle \langle \phi_j| \] (1.7)
with \( \alpha \in \{0, 1\}^N \) and \( (\phi_j)_{j \in \mathbb{N}} \) an orthonormal basis of eigenvectors of a single-particle Hamiltonian \( H \) on \( \mathcal{H} \). For \( \alpha \) with the property that \( \alpha_j = 1 \) whenever \( \lambda_j < \mu \) and \( \alpha_j = 0 \) otherwise, this state coincides with the ground state of the non-interacting Fermi system with Fermi energy \( \mu \). Other choices of \( \alpha \) correspond to excited states.

We will be interested in lattice fermions for which \( \mathcal{H} = l^2(\mathbb{Z}^d) \) and primarily with \( d = 1 \). In the lattice case, for any state \( \omega_\varrho \) of the form (1.5), the canonical orthonormal basis of vectors \( \delta_\xi \in l^2(\mathbb{Z}^d) \) localized at the lattice sites \( \xi \in \mathbb{Z}^d \) gives rise to time-dependent multipoint correlation functions with determinantal structure, i.e., for \( x_1, \ldots, x_n, y_1, \ldots, y_n \in \mathbb{Z}^d \) and \( s_1, \ldots, s_n, t_1, \ldots, t_n \in \mathbb{R} \):

\[
\omega_\varrho \left( e^{i t_n H} \delta_{y_n} \right) \cdots e^{i t_1 H} \delta_{y_1} \right) c(e^{i s_n H} \delta_{x_n}) \cdots c(e^{i s_1 H} \delta_{x_1}) \right) = \det \left( \langle e^{i s_j H} \delta_{x_j}, \varrho e^{i t_k H} \delta_{y_k} \rangle \right)_{1 \leq j, k \leq n} .
\] (1.8)

Here for a given single-particle Hamiltonian \( H \) on \( l^2(\mathbb{Z}^d) \), a simple (free) dynamics is implemented on the corresponding CAR algebra \( \mathcal{A}_d := \mathcal{A}(l^2(\mathbb{Z}^d)) \) through

\[
\tau_n(c(f)) := c(e^{-i t H} f) , \quad t \in \mathbb{R} ;
\] (1.9)
more general dynamics will be considered later. (The derivation of (1.8) from (1.5) proceeds by setting \( f_1 = \cdots = f_n = g_{n+1} = \cdots = g_{2n} = 0 \) and \( g_j = e^{i t_{n-j+1} H} \delta_{y_{n-j+1}} \), \( f_{n+j} = e^{i s_j H} \delta_{x_j} \) for \( j = 1, \ldots n \) and using the fact that the arising triangular array (1.4) has a block structure in which the pfaffian reduces to a determinant.)

### 1.1.1 Determinant bound

In its simplest form, the basic question of this paper can already be formulated in this setting. Suppose the two-point function decays, i.e., for some \( C, \mu \in (0, \infty) \) and all \( x, y \in \mathbb{Z}^d \)

\[
\sup_{s, t \in \mathbb{R}} \left| \langle e^{i s H} \delta_{x_j}, \varrho e^{i t H} \delta_{y_j} \rangle \right| \leq C e^{-\mu K(|x_j - y_j|)} , \quad (1.10)
\]
with some monotone increasing \( K : [0, \infty) \to [0, \infty) \), what can one say about the decay of multipoint correlation functions such as (1.3)? Before describing our answer to this question, let us first clarify some points.

Exponential decay of the two-point function would correspond to the choice \( K(\tau) = \tau \). Slower decay rates such as algebraic decay may be accommodated by another choice such as \( K(\tau) = \ln(1 + \tau) \). Our basic assumption throughout this paper is:

**Assumption:** \( K : [0, \infty) \to [0, \infty) \) is monotone increasing and there exists some \( \mu_0 \in (0, \infty) \) such that

\[
I(\mu) := \sum_{\ell = 0}^{\infty} (1 + \ell) e^{-\mu_0 K(\ell)} < \infty .
\] (1.11)
Since the multipoint correlation functions depend on configurations \( x = (x_1, \ldots, x_n) \in \mathbb{Z}^d \) and \( y = (y_1, \ldots, y_n) \in \mathbb{Z}^d \), we need to specify our notion of distance for configurations. Since we focus here on one-dimensional systems, \( d = 1 \), we may restrict without loss of generality to fermionic configurations which are naturally ordered:

\[
x_1 < x_2 < \cdots < x_n, \quad y_1 < y_2 < \cdots < y_n.
\]

(1.12)

Note that there is only one particle per site, since we are dealing with (spinless) fermions. In this situation, the notion of distance we will adopt is:

\[
D(x, y) := \max_{j \in \{1, \ldots, n\}} |x_j - y_j|.
\]

(1.13)

Some remarks are in order:

1. Since we deal with configurations of indistinguishable particles, one might wonder whether this distance is invariant under relabeling of particles. This immediately follows from the fact that \( D(x, y) = \min_{\pi} \max_{j \in \{1, \ldots, n\}} |x_j - y_{\pi(j)}| \) where the minimum is over all permutations \( \pi \) of \( n \) elements.

2. There are other notions of distance then (1.13) which are natural for indistinguishable particles. For example, \( D_1(x, y) := \min_{\pi} \sum_{j=1}^n |x_j - y_{\pi(j)}| \) is an option which in our one-dimensional situation turns out to be \( D_1(x, y) = \sum_j |x_j - y_j| \) in case of ordered fermionic configurations (1.12).

One result of this paper is the following:

**Theorem 1.1 (Determinant bound).** Let \( I \subseteq \mathbb{R} \) and \( \rho(s, t) \) be a family of uniformly bounded operators on \( l^2(\mathbb{Z}) \) with \( \|\rho(s, t)\| \leq 1 \) for all \( s, t \in I \). If there is some \( C \in (0, \infty) \), \( \mu \in (\mu_0, \infty) \) such that for all \( x, y \in \mathbb{Z}^n \):

\[
\sup_{s, t \in I} \left| \langle \delta_x, \rho(s, t) \delta_y \rangle \right| \leq C e^{-\mu K(|x-y|)},
\]

(1.14)

then for any \( n \in \mathbb{N} \) and any pair of fermionic configurations \( x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n) \in \mathbb{Z}^n \):

\[
\sup_{s, t \in I^n} \left| \det \left( \langle \delta_{x_j}, \rho(s_j, t_k) \delta_{y_k} \rangle \right)_{1 \leq j, k \leq n} \right| \leq 8 \max\{CI(\mu_0), \sqrt{CI(\mu_0)} \} \exp \left( -\frac{\mu - \mu_0}{2} K \left( \frac{D(x, y)}{2} \right) \right).
\]

(1.15)

Some remarks apply:

1. The theorem does not require \( \rho(s, t) \) to be a reduced density operator – only the norm bound \( \|\rho(s, t)\| \leq 1 \) is essential. In particular, the choice \( \rho(s, t) = e^{-isH} \rho e^{itH} \) with some reduced density operator \( 0 \leq \rho \leq 1 \) is admissible, cf. (1.13).
2. Exponential decay of correlations, i.e.,\(^{[1,4]}\) with \(K(\tau) = \tau\), is known to occur for thermal states of single-particle systems. More precisely, in case \(\rho = \rho(H)\) with a self-adjoint operator \(H\) on \(L^2(\mathbb{Z}^d)\) and any function \(\rho : \mathbb{R} \to \mathbb{C}\), which has an analytic extension to the strip \(|\text{Im} \ z| \leq \eta\) on which it is bounded by \(\|\rho\|_{\infty}\), obeys for all \(x_j, y_k \in \mathbb{Z}^d\):

\[
|\langle \delta_{x_j}, \rho(H) \delta_{y_k} \rangle| \leq 18 \sqrt{2} \|\rho\|_{\infty} e^{-\mu|x_j-y_k|} \tag{1.16}
\]

for any \(\mu > 0\) such that \(b(\mu) := \sup_{\xi \in \mathbb{Z}^d} \sum_{\xi \in \mathbb{Z}^d} |\langle \delta_{\xi}, H\delta_{\xi} \rangle| (e^{\mu|\xi-\xi'|} - 1) < \eta/2\), cf. \([2,\text{Theorem 3}]\). In particular, this applies with \(\eta < \pi/\beta\) to the Fermi distribution function, \(\rho(H) = (1 + e^{\beta(H-\mu)})^{-1}\).

1.1.2 Disordered case

Part of the motivation for Theorem \([1,1]\) stems from the analysis of disordered systems. Here the single-particle Hamiltonian \(H\) (as well as the one-particle density matrix \(\varrho\)) is a weakly measurable map from some probability space \((\Omega, \Sigma, \mathbb{P})\) into the space of self-adjoint operators on \(L^2(\mathbb{Z}^d)\). The most prominent examples of such \(H\) are Anderson-type operators, i.e., discrete Schrödinger operators of the form \(H = -\Delta + V\) where the multiplication operator \(V\) is given by independent and identically distributed (iid) random variables \((\nu_\xi)\) associated to \(\xi \in \mathbb{Z}^d\). The spectral theory of such operators is quite well studied – the main feature being the existence of a localized phase \([11, 23, 3]\). For convenience of the reader, let us summarize some facts which are important in the following:

1. A dynamical characterization of localization involves the eigenfunction correlator which is defined as the total variation measure associated with \(x, y \in \mathbb{Z}^d\):

\[
Q(x, y; I) := \sup_{f \in L^\infty(\mathbb{R}), \|f\|_{\infty} \leq 1} |\langle \delta_x, f(H) P_I(H) \delta_y \rangle| \tag{1.17}
\]

where \(P_I(H)\) denotes the spectral projection on \(I \subseteq \mathbb{R}\). Strong exponential dynamical localization in \(I\) then refers to the bound:

\[
\mathbb{E}[Q(x, y; I)] \leq C e^{-\mu|x-y|} \tag{1.18}
\]

for some \(C, \mu \in (0, \infty)\) and all \(x, y \in \mathbb{Z}^d\). It implies that the spectrum of \(H\) is almost-surely pure point. In case the latter is simple given by \(\lambda_1 < \lambda_2 < \ldots\), the eigenfunction correlator is then \(Q(x, y; I) = \sum_{\lambda_j \in \sigma(H) \cap I} |\langle \phi_j(x), \phi_j(y) \rangle|\), given in terms of the normalized eigenbasis \(\{\phi_j\}\) of \(H\).

2. Under some reasonable assumptions on the random operator \(H\), strong exponential dynamical localization \((1.18)\) is known to occur in case \(d = 1\) throughout the spectrum, i.e. with \(I = \mathbb{R}\); for details, see \([11, 3]\) and references therein.

The assumption of the following theorem hence applies to such random operators \(H\) on \(L^2(\mathbb{Z})\) and all (time-evolved) one-particle operators \(\rho(s, t) = \rho(H) (e^{i(t-s)H})\) which are bounded functions of the Hamiltonian such as, for example, thermal-states \((1.6)\) up to \(\beta = \infty\) or eigenstates \((1.7)\) related to \(H\).
Theorem 1.2 (Strong dynamical localization I). Let $I \subseteq \mathbb{R}$ and consider a family of random operators $\rho(s,t)$ on $\ell^2(\mathbb{Z})$ with $\|\rho(s,t)\| \leq 1$ for all $s, t \in I$ which exhibit localization in the sense that for some $C, \mu \in (0, \infty)$ and for all $x, y \in \mathbb{Z}$:

$$E \left[ \sup_{s,t \in I} |\langle \delta_x, \rho(s,t) \delta_y \rangle| \right] \leq C e^{-\mu|x-y|}.$$  \hspace{1cm} (1.19)

Then for any $n \in \mathbb{N}$ and any pair of configurations $x = (x_1, \ldots, x_n), y = (y_1, \ldots, y_n) \in \mathbb{Z}^n$:

$$E \left[ \sup_{s,t \in I^n} \left| \det \left( \langle \delta_{x_j}, \rho(s_j, t_k) \delta_{y_k} \rangle \right)_{1 \leq j,k \leq n} \right| \right] \leq 8 \max \{C, \sqrt{C}\} \exp \left( -\frac{\mu}{4} D(x,y) \right). \hspace{1cm} (1.20)$$

Several remarks apply:

1. The case $\rho(s,t) = e^{-itH}$ in Theorem 1.2 includes a statement on the determinant of the time evolution operator $e^{-itH}$ projected to a pair of configurations $x, y \in \mathbb{Z}^n$. In [9] this quantity arises in the analysis of an error-correcting code for a one-dimensional chain of Majorana fermions. More precisely, the random one-particle Hamiltonian $H$ on $\ell^2(\{1, \ldots, N\})$ is dubbed in [9] multipoint dynamical localized if there are constants $C, \mu \in (0, \infty)$ such that for all $n \leq N$ sufficiently large:

$$\sup_{t \in \mathbb{R}} E \left[ \left| \det \left( \langle \delta_{x_j}, e^{itH} \delta_{y_k} \rangle \right)_{1 \leq j,k \leq n} \right| \right] \leq C^n e^{-\mu N}, \hspace{1cm} (1.21)$$

for all configurations $x, y \in \mathbb{Z}^n$ with $D_1(x,y) \geq N/8$.

Eq. (1.20) is weaker in case $1 \ll n \ll N$, since $D_1(x,y) \leq n D(x,y)$. It is an interesting open question whether (1.21) holds in the regime of strong-dynamical one-particle localization (1.18).

2. The exponential decay in (1.19), and then subsequently in (1.20), can also be replaced by a slower or faster decay (captured by $K$) as in Theorem 1.1. It is an interesting open question whether the above Theorems 1.1 and 1.2 can be generalized to higher dimensions.

1.2 Majorana Fermions

For lattice fermions one may associate to each site $x \in \mathbb{Z}^d$ a pair of Majorana fermions:

$$a^+_x := c^*(\delta_x) + c(\delta_x), \hspace{1cm} a^-_x := i (c^*(\delta_x) - c(\delta_x)). \hspace{1cm} (1.22)$$

These operators are self-adjoint, $(a^\#_x)^* = a^\#_x$, and satisfy $(a^\#_x)^2 = 1$ for both $\# = \pm$. They obey the anticommutation relations

$$\{a^\#_x, a^\#_y\} = 2 \delta_{x,y} \delta_{\#,\#} \mathbb{1}. \hspace{1cm} (1.23)$$

The free dynamics (1.9) generated by a single-particle Hamiltonian $H$ carries over to the Majorana fermions

$$a^\#_x(t) := \tau_t \left( a^\#_x \right). \hspace{1cm} (1.24)$$
Given such a dynamics and a quasi-free state $\omega$ the dynamical multipoint correlation functions are of the form

$$\omega \left( a_{x_1}^{\#}(t_1) \ldots a_{x_{2n}}^{\#}(t_{2n}) \right) = \text{pf} \left( \omega \left( a_{x_j}^{\#}(t_j) a_{x_k}^{\#}(t_k) \right) \right)_{1 \leq j < k \leq 2n} \quad (1.25)$$

In the subsequent theorem, we envoke the following definition.

**Definition.** A pair $(\omega, \tau)$ of a functional $\omega$ and automorphisms $\tau = \{ \tau_t \}_{t \in \mathbb{R}}$ on the CAR algebra $\mathcal{A}_d := \mathcal{A}(\ell^2(\mathbb{Z}^d))$ is called quasi-free, if the Wick relation (1.25) holds for all $n \in \mathbb{N}$ at all $(x_1, \#_1), \ldots, (x_{2n}, \#_{2n}) \in \mathbb{Z}^d \times \{ \pm \}$, and all times $(t_1, \ldots, t_{2n}) \in \mathbb{R}^{2n}$.

As before, our main concern will be the decay rate of such multipoint correlation functions, given information about the decay of the two-point function. Since the multipoint correlation function involves a collection $x := (x_1, \ldots, x_{2n}) \in \mathbb{Z}^{2nd}$ of points, we again first need to quantify the relevant notion of distance for this collection. In the one-dimensional situation, $d = 1$, the points may be ordered without loss of generality

$$x_1 \leq x_2 \leq \cdots \leq x_{2n-1} \leq x_{2n} \quad (1.26)$$

Note that in contrast to (1.12) these points are not necessarily distinct since $x_j \in \mathbb{Z}$ may carry two Majoranas: one with $\# = +$ and one with $\# = -$. We will call $(x_1, \#_1), \ldots, (x_{2n}, \#_{2n}) \in \mathbb{Z} \times \{ \pm \}$ a Majorana configuration if these tupels are distinct for all $j \in \{1, \ldots, 2n\}$. A natural notion of distance for such an ordered Majorana configuration is

$$r(x) := \max_{j \in \{1, \ldots, n\}} |x_{2j} - x_{2j-1}| \quad (1.27)$$

In this context our first main result then reads as follows:

**Theorem 1.3** (Pfaffian bound). Let $(\omega, \tau)$ be a quasi-free pair on the CAR algebra $\mathcal{A}_1$ and assume that $\omega$ is a bounded functional, i.e., there is some $M_0 \in (0, \infty)$ such that $|\omega(A)| \leq M_0 \|A\|$ for all $A \in \mathcal{A}_1$. Let $I \subset \mathbb{R}$ and suppose there is some $C \in (0, \infty)$, $\mu \in (\mu_0, \infty)$ such that for all $x, y \in \mathbb{Z}$:

$$\max_{\#_j \in \{ \pm \}} \sup_{s, t \in I} \left| \omega \left( a_{x_1}^{\#}(t) a_{y_2}^{\#}(s) \right) \right| \leq C e^{-\mu K(|x-y|)} \quad (1.28)$$

Then there is some $C' = C'(\mu_0)$ such that for any $n \in \mathbb{N}$, and any Majorana configuration $(x_1, \#_1), \ldots, (x_{2n}, \#_{2n}) \in \mathbb{Z} \times \{ \pm \}$:

$$\sup_{I^{2n}} \left| \text{pf} \left( \omega \left( a_{x_j}^{\#}(t_j) a_{x_k}^{\#}(t_k) \right) \right)_{1 \leq j < k \leq 2n} \right| \leq M_0 C' e^{-\mu \mu_0 K(r(x))} \quad (1.29)$$

Let us stress that we do not assume here that $\omega$ is a state: it neither needs to be non-negative nor normalized. Only its Gaussian nature and boundedness are essential.

Similar to before, this bounds carries over to the random case.
Theorem 1.4 (Strong dynamical localization II). Let \((\omega, \tau)\) be a random quasi-free pair on the CAR algebra \(A_1\), and assume that \(\omega\) is a bounded functional, i.e., there is some random \(M_0 \in (0, \infty)\) such that \(|\omega(A)| \leq M_0\|A\|\) for all \(A \in A_1\). Let \(I \subset \mathbb{R}\) and suppose there is some (non-random) \(C, \mu \in (0, \infty)\) such that for all \(x, y \in \mathbb{Z}\):

\[
\max_{# \omega \in \{\pm\}} \mathbb{E} \left[ \sup_{s, t \in I} |\omega \left( a_x^\# (t) a_y^\# (s) \right) | \right] \leq C e^{-\mu |x-y|} \quad (1.30)
\]

Then there is some \(C' = C' (\mu) \in (0, \infty)\) such that for any \(n \in \mathbb{N}\), and any Majorana configuration \((x_1, #_1), \ldots, (x_{2n}, #_{2n}) \in \mathbb{Z} \times \{\pm\}\):

\[
\mathbb{E} \left[ \sup_{t \in I^{2n}} \frac{1}{M_0} \left| \text{pf} \left( \omega \left( a_{x_j}^{#_j} (t_j) a_{x_k}^{#_k} (t_k) \right) \right) \right|_{1 \leq j < k \leq 2n} \right] \leq C' (\mu) e^{-\mu r(x)/3}. \quad (1.31)
\]

Let us conclude with two remarks:

1. It is straightforward to see from the subsequent proof that we may extend Theorem 1.4 to the case in which \(\omega\) depends on an additional parameter \(\alpha\). If one assumes uniform exponential decay in the sense that (1.30) holds with an additional supremum over \(\alpha\) inside the expectation, then (1.31) holds with an additional supremum inside the expectation.

2. Again, the above theorem has a straightforward generalization to the case that the two-point function decays at a rate given by \(K\).

2 Time-dependent correlations in random \(XY\) spin chains

Our main application of Theorem 1.4 concerns the correlation functions of a (random) spin-\(\frac{1}{2}\) chain. More precisely, we consider an anisotropic spin chain of length \(N \in \mathbb{N}\) with the Hamiltonian

\[
S_N = - \sum_{\xi=1}^{N-1} \mu_\xi [(1 + \gamma_\xi) \sigma_\xi^1 \sigma_{\xi+1}^1 + (1 - \gamma_\xi) \sigma_\xi^2 \sigma_{\xi+1}^2] - \sum_{\xi=1}^{N} \nu_\xi \sigma_\xi^3 \quad (2.1)
\]

which acts on the Hilbert space \(\mathcal{H}_N = \bigotimes_{\xi=1}^{N} \mathbb{C}^2\). The real-valued sequences \(\{\mu_\xi\}, \{\gamma_\xi\}\), and \(\{\nu_\xi\}\) are the parameters of the model which can be physically interpreted as an interaction strength, the anisotropy, and an external magnetic field in 3-direction, respectively, and

\[
\sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \text{and} \quad \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad (2.2)
\]

denote the Pauli matrices. By the subscripts \(\xi \in \{1, \ldots, N\}\), we embed these matrices into \(B(\mathcal{H}_N)\), i.e., \(\sigma_\xi^w = \mathbb{1} \otimes \cdots \otimes \mathbb{1} \otimes \sigma^w \otimes \mathbb{1} \otimes \cdots \otimes \mathbb{1}\) for any \(w \in \{1, 2, 3\}\) with \(\sigma^w\) appearing in the \(\xi\)th factor.

The dynamics generated by the Hamiltonian \(S_N\) is the one-parameter group of automorphisms on \(B(\mathcal{H}_N)\) given by

\[
\tau^N_t (A) = e^{iS_N} A e^{-iS_N} \quad \text{for all } A \in B(\mathcal{H}_N) \text{ and } t \in \mathbb{R}. \quad (2.3)
\]
We are interested in dynamic correlations between general single-site observables. More concretely, for any \( 1 \leq \xi \leq N \) denote by \( A_{\xi} \) the set of observables with support \( \{ \xi \} \). With \( 1 \leq \xi < \eta \leq N \) fixed, let \( A \in A_{\xi} \) and \( B \in A_{\eta} \). We consider
\[
\langle \tau_t(A) B \rangle - \langle \tau_t(A) \rangle \langle B \rangle , \quad \text{with} \quad \langle \cdot \rangle := \text{tr} \left( \rho(S_N)(\cdot) \right).
\]
(2.4)
The states \( \langle \cdot \rangle \) are described in terms of their density matrices \( \rho(S_N) \geq 0 \). We will mainly consider either eigenstates or thermal states associated to \( S_N \), i.e.,
\[
\rho(S_N) = \begin{cases} |\Psi_\alpha\rangle \langle \Psi_\alpha|, & \text{eigenstate of } S_N \text{ with label } \alpha, \\ e^{-\beta S_N} / \text{tr} e^{-\beta S_N}, & \text{thermal state with inverse temperature } \beta. \end{cases}
\]
(2.5)
In order to distinguish the two cases, we will sometimes include a subscript \( \alpha \) (in case of an eigenstate to be described below) or \( \beta \) (in case of a thermal state). Note that since these are expectations in a state whose density matrix commutes with \( S_N \), it is clear that they are time invariant, i.e. \( \langle \tau_t(A) \rangle = \langle A \rangle \). To calculate the correlations (2.4), we first expand the single-site observables in terms of a basis. Any eigenstate to be described below) or \( \tau_t(\sigma^w_\xi) \sigma^w_\eta - \langle \sigma^w_\xi \rangle \langle \sigma^w_\eta \rangle \).
(2.6)
In order to estimate these correlation functions, we relate them to correlations of free Majorana fermions using the well known Jordan-Wigner transformation \cite{15, 17}.

### 2.1 Jordan-Wigner transformation in terms of Majorana Fermions

The operators
\[
a^+_1 = \sigma^1_1 \quad \text{and} \quad a^+_\xi = \sigma^1_1 \cdots \sigma^3_{\xi-1} \sigma^1_\xi \quad \text{for all } 2 \leq \xi \leq N, \\
a^-_1 = -\sigma^2_1 \quad \text{and} \quad a^-_\xi = -\sigma^3_1 \cdots \sigma^3_{\xi-1} \sigma^2_\xi \quad \text{for all } 2 \leq \xi \leq N,
\]
(2.7)
are self-adjoint, \( (a^\#_\xi)^* = a^\#_\xi \), and satisfy \( (a^\#_\xi)^2 = 1 \) as well as the anti-commutation rules \( [a^\pm_\xi, a^\pm_\eta] = \delta^\mu_\xi \delta^\nu_\eta \) for Majorana fermions. A short calculation also shows that \( i a^-_\xi a^+_\xi = \sigma^3_\xi \) and that the Hamiltonian coincides with the following quadratic form
\[
S_N = \frac{1}{2} A^T H_N A
\]
(2.8)
in terms of the vector \( A = (a^+_1, a^-_1, \ldots, a^+_N, a^-_N)^T \). The \( 2N \times 2N \) coefficient matrix \( H_N \) is self-adjoint and of Jacobi block-form (with blocks composed of Pauli matrices):
\[
H_N = \begin{pmatrix}
\nu_1 \sigma^2 & -\mu_1 S(\gamma_1) \\
-\mu_1 S(\gamma_1)^* & \nu_2 \sigma^2 \\
& \ddots & \ddots & \ddots \\
& & -\mu_{N-1} S(\gamma_{N-1})^* & \nu_N \sigma^2
\end{pmatrix}
\]
(2.9)
where $S(\gamma) := \sigma^2 + i\gamma \sigma^1$. The operator $H_N$ acting on $\ell^2(\{1, \ldots, N\}; \mathbb{C}^2)$ will be referred to as the single-particle Hamiltonian. Let us briefly comment on some of its properties:

1. Since $H_N = iK_N$ with $K_N$ real and skew symmetric, the spectrum of $H_N$ is symmetric about the origin, i.e., $\sigma(H_N) = \{ \pm \lambda_1, \pm \lambda_2, \ldots, \pm \lambda_N \}$ with $0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N$ denoting its non-negative eigenvalues.

2. The unitary transformation $u := \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix}$ rotates the spin matrices, $u^* \sigma^1 u = \sigma^2$ and $u^* \sigma^2 u = \sigma^3$. Through $U := \bigoplus_{j=1}^N u$ one may lift this rotation to a local transformation on $\ell^2(\{1, \ldots, N\}; \mathbb{C}^2) \simeq \bigoplus_{j=1}^N \mathbb{C}^2$. Under this transformation, the Hamiltonian (2.9) turns into a Jacobi matrix block matrix $U^* H_N U$, in which the variables $\{\nu_\xi\}$ are on the diagonal.

Performing another change of variables, in which we permute the indices in $U^* H_N U$, the Hamiltonian is seen to be unitarily equivalent (denoted here by $\simeq$) to the block matrix

$$H_N \simeq \begin{pmatrix} -A & -B \\ B & A \end{pmatrix} \quad \text{with} \quad A = \begin{pmatrix} -\nu_1 & \mu_1 \\ \mu_1 & \ddots & \ddots \\ \ddots & \ddots & \ddots \\ \mu_{N-1} & -\nu_N & \ddots & \ddots \end{pmatrix}$$

(2.10)

and

$$B = \begin{pmatrix} 0 & \gamma_1 \mu_1 & \cdots & \cdots & \gamma_{N-1} \mu_{N-1} \\ -\gamma_1 \mu_1 & 0 & \cdots & \cdots & \gamma_{N-1} \mu_{N-1} \\ \cdots & \cdots & 0 & \cdots & \cdots \\ -\gamma_{N-1} \mu_{N-1} & \gamma_{N-1} \mu_{N-1} & 0 & \cdots & \cdots \end{pmatrix}$$

(2.11)

In the isotropic case, i.e. $\gamma_\xi = 0$, and if the spin coupling is homogeneous, i.e. $\mu_\xi = \mu$ for all $\xi$, the Hamiltonian thus reduces to (two copies of) a discrete Schrödinger operator on $\ell^2(\{1, \ldots, N\})$ with hopping $\mu$ and potential given by $\{\nu_\xi\}$.

To diagonalize $S_N$, we make a Bogoliubov transformation. More precisely, let $O$ be the real orthogonal $2N \times 2N$ matrix which brings the skew-symmetric matrix $K_N$ into its canonical block form,

$$OK_N O^T = \Lambda = \bigoplus_{j=1}^N \Lambda_j, \quad \text{where} \quad \Lambda_j := \begin{pmatrix} 0 & \lambda_j \\ -\lambda_j & 0 \end{pmatrix}.$$  

(2.12)

Regarding this as a change of variables and recalling the quadratic form relation (2.8), it is natural to define

$$B := O A \quad \text{and then label} \quad B = (b_1^+, b_1^-, \cdots, b_N^+, b_N^-)^T,$$

(2.13)

in analogy to $A$. The Hamiltonian is then in its canonical form in terms of these $b$-operators:

$$S_N = \frac{1}{2} A^T H_N A = \sum_{j=1}^N \lambda_j i b_j^+ b_j^-.$$

(2.14)

Let us summarize some basic properties of these operators:
1. Since $O$ is a real orthogonal matrix, the algebra of Majorana fermions is preserved under this transformation, i.e., $(b_j^\#) = b_j^\#$, $(b_j^\#)^2 = 1$ and $\{b_j^\#, b_k^\#\} = 2\delta_{j,k}\delta_{\#,\#}$ for both $\# \in \{\pm\}$ and all $j, k \in \{1, \ldots, N\}$.

2. For $j \in \{1, \ldots, N\}$, the operators $ib_j^+ b_j^-$ are self-adjoint and pairwise commute. Since $(ib_j^+ b_j^-)^2 = 1$ their eigenvalues are $\pm 1$. They measure the individual fermion parity. More precisely, the Fermi creation and annihilation operators

$$\psi_j^* := \frac{1}{2} \left( b_j^+ - ib_j^- \right), \quad \psi_j := \frac{1}{2} \left( b_j^+ + ib_j^- \right),$$

(2.15) corresponding to these Majorana modes, satisfy

$$2\psi_j^* \psi_j - 1 = ib_j^+ b_j^- .$$

(2.16) The Hamiltonian $S_N$ commutes, $[P_N, S_N] = 0$, with the total fermion parity

$$P_N := ib_N^+ b_N^- \cdots ib_1^+ b_1^- .$$

(2.17) Since the latter is self-adjoint $P_N^2 = 1$, it also has eigenvalues $\pm 1$. The orthogonal transformation (2.13) preserves the fermion parity operator, i.e.

$$P_N = \det O \cdot ia_1^+ a_1^- \cdots ia_N^+ a_N^- = \det O \cdot \sigma_3^N \cdots \sigma_3^1 .$$

(2.18) (This follows most easily by restricting wlog to the case $\det O = 1$, for which the orthogonal transformation can be implemented on the Hilbert space by a unitary dynamics generated by a quadratic Hamiltonian which commutes with $P_N$, cf. [8].)

Since the spin Hamiltonian $S_N$ is quadratic and diagonal in $ib_j^+ b_j^-$, a number of important consequences follow:

1. The spectrum of $S_N$ can be completely described in terms of the joint eigenstates of the collection of the operators $ib_j^+ b_j^-$. To do so, we start from the unique normalized vector $\Omega \in \mathcal{H}_N$ defined by $\psi_j \Omega = 0$ for all $1 \leq j \leq N$. Next, for $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N) \in \{0, 1\}^N$, the vectors

$$\Psi_\alpha = (\psi_1^\alpha)^{\alpha_1} \cdots (\psi_N^\alpha)^{\alpha_N} \Omega$$

(2.19) form an orthonormal basis of $\mathcal{H}_N$. In fact, they are also eigenvectors of $S_N$:

$$S_N \Psi_\alpha = E_\alpha \Psi_\alpha \quad \text{with} \quad E_\alpha = 2 \sum_{j: \alpha_j = 1} \lambda_j - E$$

(2.20) where $E = \sum_{j=1}^N \lambda_j$ stands for the negative ground-state energy. The fermion parity of these eigenstates is

$$P_N \Psi_\alpha = (-1)^{\sum_{j=1}^N \alpha_j + N} \Psi_\alpha$$

(2.21) for all $\alpha \in \{0, 1\}^N$. The ground-state is unique and given by $\Psi_{(0,\ldots,0)}$ if and only if $H_N$ has a trivial kernel.
2. The time evolution is trivial on the $b$-operators, i.e.
\[
\begin{pmatrix}
    b_j^+(t) \\
    b_j^-(t)
\end{pmatrix} = \begin{pmatrix}
    \tau_t(b_j^+) \\
    \tau_t(b_j^-)
\end{pmatrix} = e^{2it\Lambda} \begin{pmatrix}
    b_j^+ \\
    b_j^-
\end{pmatrix}.
\] (2.22)

Given this, by setting $A(t) := \tau_t(A)$, understood component-wise as above, one finds
\[
A(t) = \tau_t(O^T B) = O^T e^{2it\Lambda} O A = e^{-2itH_N} A.
\] (2.23)

3. The quadratic nature of $S_N$ implies that any induced thermal state, i.e. $\rho = e^{-\beta S_N} / \text{tr} e^{-\beta S_N}$ with $\beta \in (0, \infty)$, or any eigenstate of $S_N$ is quasi-free (cf. [8]). The same applies to the functionals which result from these through decorations by the fermion parity operator, in particular,
\[
\langle \langle \cdot \rangle \rangle := \text{tr} \left((\cdot) P_N \rho\right) / \text{tr} (P_N \rho)
\] (2.24)
assuming $\text{tr} (P_N \rho) \neq 0$.

The last observation will be essential in calculating the correlation functions (2.6).

### 2.2 Correlation functions

Using the Jordan-Wigner transformation, the spin correlations functions (2.6) can be explicitly expressed in terms of correlation functions involving the $\sigma$-operators.

#### 2.2.1 Reduction to Majorana correlations

As a warm-up, let us first consider all single spin correlations and all those involving $\sigma^3$. Recall that we have set $A(t) = \tau_t(A) =: (a_1^+(t), a_1^-(t), \cdots, a_N^+(t), a_N^-(t))^T$ the latter a notation we will use below.

**Lemma 2.1.** Let $\rho$ be a quasi-free state and assume $[\rho, S_N] = 0$. One has that
\[
\langle \sigma_\xi^1 \rangle = \langle \sigma_\xi^2 \rangle = 0, \quad \langle \sigma_\xi^3 \rangle = i\langle a_\xi^+ a_\xi^- \rangle,
\] (2.25)
and
\[
\begin{align*}
\langle \tau_t(\sigma_\xi^2) \sigma_\eta^1 \rangle &= \langle \tau_t(\sigma_\xi^2) \sigma_\eta^2 \rangle = 0, \\
\langle \tau_t(\sigma_\xi^3) \sigma_\eta^3 \rangle &= \langle a_\xi^+(t)a_\eta^- \rangle - \langle a_\xi^+(t)a_\eta^- \rangle - \langle a_\xi^+(t)a_\eta^- \rangle + \langle a_\xi^+(t)a_\eta^- \rangle,
\end{align*}
\] (2.26)
for any $1 \leq \xi, \eta \leq N$ and any $t \in \mathbb{R}$.

**Proof.** Inserting the Jordan-Wigner relation (2.7) we obtain for any $\xi$:
\[
\langle \sigma_\xi^1 \rangle = i^{\xi-1} \left( \prod_{t=1}^{\xi-1} a_t^+ a_t^- \right) a_\xi^+ = 0
\] (2.27)
the final equality follows as these states are quasi-free. In fact, the expectation of the product is then a pfaffian, and there are an odd number of a-operators. The result for \( \sigma^2_\eta \) is similar. The third identity in (2.25) immediately follows from \( \sigma^3_\xi = i a^+_\xi a^-_\xi \).

For a derivation of (2.26) we proceed similarly using (2.27) and the fact that the state \( \rho \) is quasi-free:

\[
\langle \tau_i (\sigma^3_\xi) \sigma^3_\eta \rangle = i^n \left( a^+_\xi (t) a^-_\xi (t) \left( \prod_{\ell=1}^{\eta-1} a^+_\ell a^-_\ell \right) a^+_\eta \right) = 0, \tag{2.28}
\]

since the number of \( a \)-operators is odd. The result for \( \sigma^2_\eta \) is again argued similarly.

To evaluate the remaining correlation, observe that

\[
\langle \tau_i (\sigma^3_\xi) \sigma^3_\eta \rangle - \langle \sigma^3_\xi \rangle \langle \sigma^3_\eta \rangle = - (a^+_\xi (t) a^-_\xi (t) a^+_\eta a^-_\eta) + (a^+_\xi a^-_\eta) \cdot (a^+_\eta a^-_\eta) \\
= (a^+_\xi (t) a^+_\eta) \cdot (a^-_\xi (t) a^-_\eta) - (a^+_\xi (t) a^-_\eta) \cdot (a^+_\eta (t) a^-_\eta) \tag{2.29}
\]

where the last equality again follows from the fact that \( \rho \) is quasi-free. In this case, the four-point function \( \langle a^+_\xi (t) a^-_\xi (t) a^+_\eta a^-_\eta \rangle \) reduces to a simple pfaffian which can be evaluated e.g. according to Wick’s rule (1.3). Moreover, by time invariance we have \( \langle a^+_\xi (t) a^-_\xi (t) \rangle = \langle a^+_\xi a^-_\xi \rangle \).

The \( \sigma^3 \)-correlation (2.26) is readily seen to decay in the distance \( |\xi - \eta| \) whenever the two-point functions involving the \( a \)-operators are known to do so. To establish a similar result for the correlations in the 12-plane, we again start from the Jordan-Wigner transformation (2.7) and write for \( w, w' \in \{1, 2\} \):

\[
\langle \tau_i (\sigma^w_\xi) \sigma^{w'}_\eta \rangle = (-1)^{w+w'} \left( \prod_{\ell=1}^{\xi-1} i a^+_\ell (t) a^-_\ell (t) \right) a^w_\xi (t) a^{w'}_\eta (t) \tag{2.30}
\]

where we introduced the abbreviation

\[
\#_w := \begin{cases} + & w = 1 \\ - & w = 2 \end{cases} \tag{2.31}
\]

The above average does not quite fit our needs if one aims to apply Theorem 1.3 or 1.4. We therefore rewrite the product

\[
i a^+_1 a^-_1 \cdots i a^+_n a^-_n = (\det O) \cdot i a^+_1 a^-_1 \cdots i a^+_n a^-_n P_N,
\]

using the identity (2.18) for the fermion parity. This brings the twisted average (2.24) into the equation:

\[
\langle \tau_i (\sigma^w_\xi) \sigma^{w'}_\eta \rangle = (-1)^{w+w'} i^{\xi+N-\eta} (\det O) (\text{tr} P_N \rho) (-1)^{-w'-1} \\
\times \langle a^+_1 (t) a^-_1 (t) \cdots a^+_n (t) a^-_n (t) a^w_\xi (t) a^{w'}_\eta (t) a^+_n a^+_n a^-_n a^-_n \rangle,
\tag{2.32}
\]

for all \( 1 \leq \xi, \eta \leq N \), any \( t \in \mathbb{R} \), and \( w, w' \in \{1, 2\} \). Here we have set \( b^w = -\#_w \). In case (2.24) defines a quasi-free functional, the last expression \( \langle \langle \ldots \rangle \rangle \) is the pfaffian

\[
\text{pf} \left( \langle \langle a^w_j (t_j) a^{w'}_k (t_k) \rangle \rangle \right)_{1 \leq j < k \leq 2n} \tag{2.33}
\]
where \( x = (1, 1, 2, \ldots, \xi - 1, \xi - 1, \xi, \eta, \eta + 1, \eta + 1, \ldots, N, N) \), the corresponding vector of signs is \((+, \ldots, +, -, \#_{w}, \#_{w'}, +, \ldots, +, -)\), and \( n = N + \xi - \eta \). This is precisely the setting of Theorem 1.3 or 1.4 with distance given by

\[
 r(x) = \max_{j} |x_{2j} - x_{2j+1}| = |\xi - \eta| .
\] (2.34)

In order to apply these theorems, it remains to determine two-point functions associated with the \( a \)-operators.

### 2.2.2 Calculating Majorana correlations

All the relevant information concerning the spin correlations of interest is encoded in the following \( 2N \times 2N \) matrix:

\[
 \Gamma^{A}(t,s) := \langle A(t)A(s)^{T} \rangle , \quad t, s \in \mathbb{R} .
\] (2.35)

If \( \rho \) commutes with \( S_{N} \), then this correlation matrix only depends on the time difference, \( \Gamma^{A}(t,s) = \Gamma^{A}(t-s,0) \). Using (2.23), it is clear that

\[
 \Gamma^{A}(t,0) = \langle e^{-2itH}A(0)A(0)^{T} \rangle = e^{-2itH}O\Gamma^{B}(0,0)O^{T}
\] (2.36)

where we have similarly set \( \Gamma^{B}(t,s) := \langle B(t)B(s)^{T} \rangle \). We need only determine the static \( b \)-correlations and this is the content of the following

**Lemma 2.2.** Assume either

**Case 1:** \( \rho = e^{-\beta S_{N}} / \text{tr} e^{-\beta S_{N}} \) with \( \beta > 0 \), or

**Case 2:** \( H_{N} \) has simple spectrum and \( \rho = |\Psi_{\alpha}\rangle \langle \Psi_{\alpha}| \) with \( \alpha \in \{0, 1\}^{N} \), or

**Case 3:** \( H_{N} \) has a trivial kernel and \( \rho = P_{N}e^{-\beta S_{N}} / \text{tr} P_{N}e^{-\beta S_{N}} \) with \( \beta > 0 \).

Then for any \( t, s \in \mathbb{R} \):

\[
 \Gamma^{A}(t,s) = e^{-2i(t-s)H}f_{\rho}(H_{N}) ,
\] (2.37)

where \( f_{\rho} : \mathbb{R} \rightarrow \mathbb{R} \) is the function given by:

**Case 1:** \( f_{\rho}(\lambda) = 2(1 + e^{-2\beta\lambda})^{-1} \).

**Case 2:** \( f_{\rho}(\lambda) = 2\chi_{\Delta_{\alpha}}(\lambda) \)

with \( \chi_{\Delta_{\alpha}} \) the characteristic function onto the set \( \Delta_{\alpha} = \{\lambda_{j}|\alpha_{j} = 0\} \cup \{-\lambda_{j}|\alpha_{j} = 1\} \).

**Case 3:** \( f_{\rho}(\lambda) = 2(1 - e^{2\beta\lambda})^{-1} \).

**Proof.** Given (2.36) and the fact that \( K_{N} = O^{T}A O \), the claim is equivalent to showing that

\[
 \langle BB^{T} \rangle_{\rho} = f_{\rho}(i\Lambda) .
\] (2.38)
One easily checks that, in the cases considered above, the off-diagonal expectations are zero, i.e., \((b_j^\# b_k^\#)_\rho = 0\) for \(j \neq k\), and so
\[
\braket{BB^T}_\rho = \bigoplus_{j=1}^{N} \langle b_j^+ \ b_j^- \rangle_\rho = \bigoplus_{j=1}^{N} 1 - i(b_j^+ b_j^-)_\rho \left( \begin{array}{cc} 0 & i \\ -i & 0 \end{array} \right).
\]
(2.39)

Here the last line results from explicit matrix multiplication using \((b_j^\#)^2 = 1\) and \(b_j^- b_j^+ = -b_j^+ b_j^-\). It thus remains to calculate \(i(b_j^+ b_j^-)_\rho\) in the cases mentioned above.

1. In case of a thermal state, \(\rho = e^{-\beta Nt}/\operatorname{tr} e^{-\beta Nt}\), we have
\[
i \operatorname{tr} (b_j^+ b_j^- e^{-\beta Nt}) = \left( \sum_{n_j \in \{0,1\}} e^{-\beta \Lambda_j (2n_j - 1)} (2n_j - 1) \right) \prod_{k \neq j} \left( \sum_{n_k \in \{0,1\}} e^{-\beta \Lambda_k (2n_k - 1)} \right)
= -\tanh(\beta \Lambda_j) \operatorname{tr} e^{-\beta Nt}.
\]
(2.40)

This implies \(-i(b_j^+ b_j^-)_\rho \left( \begin{array}{cc} 0 & i \\ -i & 0 \end{array} \right) = \tanh(i \beta \Lambda_j)\).

2. In case of an eigenstate, \(\rho = |\Psi_\alpha\rangle \langle \Psi_\alpha|\), we have
\[
i(b_j^+ b_j^-)_\rho = \langle \Psi_\alpha, (2\psi_j^+ \psi_j - 1) \Psi_\alpha \rangle = 2\alpha_j - 1.
\]
(2.41)

Hence \(i(b_j^+ b_j^-)_\rho \left( \begin{array}{cc} 0 & i \\ -i & 0 \end{array} \right) = (2\alpha_j - 1) \operatorname{sgn}(i \Lambda_j)\). Here that we require \(\Lambda_j \neq 0\) for all \(j \in \{1, \ldots, N\}\), which due to the symmetry of the spectrum of \(H_N\) is implied by the simplicity of the eigenvalues. From this the claim follows by distinguishing the cases \(\alpha_j \in \{0,1\}\). Note that the fact that \(H_N\) has simple spectrum implies that \(\chi_\alpha(H_N)\) is well-defined.

3. In case \(\rho = P_N e^{-\beta Nt}/\operatorname{tr} P_N e^{-\beta Nt}\), the calculation proceeds similarly to the first case. Since \(\operatorname{tr} P_N e^{-\beta Nt} = (-2)^N \prod_{j=1}^{N} \sinh(\beta \Lambda_j)\), we again need the assumption that \(H_N\) has a non-trivial kernel.

Before turning to our main result, let us conclude this section with some historical remarks. Lemma \([2.1]\) and \([2.2]\) together with \([2.30]\) or \([2.32]\) yields a general expression for the time-dependent spin correlation functions of the XY model in terms of pfaffians involving the single-particle Hamiltonian \(H_N\) entering
\[
\braket{a^\#_\xi(t) a^\#_\eta(s)} = \braket{\delta^\#_\xi, e^{-2i(t-s)H_N} f_\rho(H_N) \delta^\#_\eta},
\]
(2.42)
where \(\{\delta^\#_\xi\}\) denotes the canonical orthonormal basis in \(\ell^2(\{1, \ldots, N\}; \mathbb{C}^2)\). The fact that spin correlations in the XY-chain are expressible in terms of such pfaffians (or determinants) is an
observation which dates back to the seminal paper [17] for the time-independent case. In the homogeneous case ($\mu_\xi = \mu$) these explicit expressions are used to show that the ground-state correlations in the 12-direction exhibit an algebraic fall-off – a fact which should be contrasted to the exponential decay below in the presence of an additional random field $\{\nu_\xi\}$.

Explicit expressions for the time-dependent correlation functions go back to [22] (for the 3-direction) and [18, 7] (for the 12-direction). They have been the starting point for numerous further studies (see, e.g. [25]).

2.3 Main result: dynamical localization

Our main result in this section concerns the case in which the one-particle Hamiltonian $H_N$ is random and can be proven to exhibit strong-dynamical localization (cf. (1.18)). A standard example of a random version of $H_N$ is the case that the spin coupling parameters $\{\mu_\xi\}$ and $\{\gamma_\xi\}$ are constant and the external magnetic field $\{\nu_\xi\}$ forms iid random variables. We will discuss the applicability of the following general theorem in this case below.

**Theorem 2.3** (Strong dynamical localization in spin chain). Suppose that the single-particle Hamiltonian $H_N$ associated with the spin-chain $S_N$ is a random operator on $\ell^2(\{1,\ldots,N\}; C^2)$ which for all $N \in \mathbb{N}$ satisfies:

1. $H_N$ has almost-surely simple spectrum.

2. the eigenfunction correlator of $H_N$ exhibits complete strong dynamical localization in the sense that for all $\xi, \eta \in \{1,\ldots,N\}$:

$$\sup_{\# \in \{\pm\}} \mathbb{E} \left[ \sup_{f \in L^\infty(\mathbb{R})} \left| \left| \langle \delta^\# \xi, f(H_N) \delta^\# \eta \rangle \right| \right| \leq C e^{-\mu |\xi - \eta|} \right] \leq \left( 2C e^{-\mu |\xi - \eta|} \right)^2$$

with some $N$ independent constants $C, \mu \in (0, \infty)$.

Then the time-dependent spin correlations associated to either of the states corresponding to (2.5) also exhibit strong dynamical localization in the sense that there are some $C', \mu' \in (0, \infty)$ for which, given any $N \in \mathbb{N}$:

$$\mathbb{E} \left[ \sup_{t \in \mathbb{R}} \left| \langle \tau_t(\sigma^w_\xi)\sigma^w_\eta \rangle - \langle \sigma^w_\xi \rangle \langle \sigma^w_\eta \rangle \right| \right] \leq C' e^{-\mu' |\xi - \eta|}.$$

(2.44)

for all $w, w' \in \{1,2,3\}$ and all $\xi, \eta \in \{1,\ldots,N\}$.

**Proof.** In case $w = 3$ or $w' = 3$, the claim immediately follows from Lemma 2.1 and (2.42) with $f_\rho \in L^\infty$ bounded by $\|f_\rho\|_\infty = 2$, cf. Lemma 2.2. In this case, the only non-trivial correlation is

$$\mathbb{E} \left[ \sup_{t \in \mathbb{R}} \left| \langle \tau_t(\sigma^2_\xi)\sigma^2_\eta \rangle - \langle \sigma^2_\xi \rangle \langle \sigma^2_\eta \rangle \right| \right] \leq 2 \sup_{\# \in \{\pm\}} \mathbb{E} \left[ \sup_{t \in \mathbb{R}} \left| \langle \delta^\# \xi, e^{-2itH_N} f_\rho(H_N) \delta^\# \eta \rangle \right| \right] \leq 4 C e^{-\mu |\xi - \eta|}.$$  

(2.45)
In case \( w, w' \in \{1, 2\} \), we first restrict the discussion to the case of eigenstates, \( \rho = |\Psi_\alpha \rangle \langle \Psi_\alpha | \) and invoke the representation (2.32). Given (2.21), the prefactor in (2.32) is bounded by one. One thus has for \( w, w' \in \{1, 2\} \):

\[
\left| \langle \tau_t (\sigma^w_\xi \sigma^{w'}_\eta) \rangle_\alpha \right| = \left| \langle a_1^+ (t) a_1^- (t) \cdots a_{\xi-1}^+ (t) a_{\xi-1}^- (t) a_{\eta}^+ (t) a_{\eta}^- (t) a_{\eta+1}^+ a_{\eta+1}^- \cdots a_N^+ a_N^- \rangle_\alpha \right|.
\] (2.46)

Since eigenstates are quasi-free, the right-hand side is the pfaffian (2.33) (with \( \langle \langle \cdot \rangle \rangle \) replaced by \( \langle \cdot \rangle_\alpha \)). The claim thus follows from Theorem 1.4 using

\[
\mathbb{E} \left[ \sup_{\alpha} \sup_{t \in \mathbb{R}} \left| \langle \delta^\#_\xi e^{-2itH_N} 2 \chi_{\Delta_\alpha}(H_N) \delta^\#_{\eta} \rangle \right| \right] \leq 2Ce^{-\mu |\xi - \eta|},
\] (2.47)

for all \( \xi, \eta \). Note that (2.47) follows from Lemma 2.2 and assumption (2.43). Moreover, as indicated in (2.34), the distance of the configuration of Majorana fermions entering the pfaffian (2.33) is \( |\xi - \eta| \).

In case of thermal states, \( \rho = e^{-S_N}/\text{tr}\ e^{-S_N} \), the result in case \( w, w' \in \{1, 2\} \) follows from the above, since

\[
\left| \langle \tau_t (\sigma^w_\xi \sigma^{w'}_\eta) \rangle_\beta \right| \leq \sup_\alpha \left| \langle \tau_t (\sigma^w_\xi \sigma^{w'}_\eta) \rangle_\alpha \right|.
\] (2.48)

The claimed bound is hence a consequence of Theorem 1.4 with the help of (2.47) and taking the first remark below Theorem 1.4 into account.

Several remarks apply:

1. As was shown in [1, Prop. A.1], \( S_N \) and hence \( H_N \) has simple spectrum for Lebesgue-almost all \( \{\nu_\xi\} \in \mathbb{R}^N \). Taking \( \{\nu_\xi\} \) independently distributed random variables with a single-site distribution which is absolutely continuous hence implies that \( H_N \) has almost surely simple spectrum. (Since the latter is symmetric about the origin, this in particular implies that the kernel of \( H_N \) is trivial almost surely.)

2. As was explained in Subsection 2.1, in the isotropic case \( (\gamma_\xi = 0) \) and for homogeneous spin coupling \( (\mu_\xi = \mu) \), the Hamiltonian \( H_N \) reduces to (two copies of) the Anderson model with random potential \( \{\nu_\xi\} \). In this case, strong dynamical localization in the sense of (2.43) is known to occur for iid random variables under fairly general conditions on the single-site distribution (cf. [3] and references therein).

In the non-isotropic, but homogeneous case \( (\gamma_\xi = \gamma \text{ and } \mu_\xi = \mu) \) a less complete picture is generally available. A result in [12] covers the regime of large disorder in case \( \{\nu_\xi\} \) are iid with absolutely continuous distribution with a compact support. In [10] strong dynamical localization (2.43) is established for strong enough spin coupling \( |\mu| \).

Theorem 2.3 applies to all eigenstates and the thermal states. If one just aims at a localization statement concerning thermal states or ground-state, without any dynamics, less has to be assumed.
Theorem 2.4 (Localization for thermal states or the ground-state). Suppose that the single-particle Hamiltonian $H_N$ associated with the spin-chain $S_N$ is a random operator on $l^2(\{1, \ldots, N\}; \mathbb{C}^2)$ which for all $N \in \mathbb{N}$ satisfies:

1. $H_N$ has almost-surely a trivial kernel.

2. the Green function of $H_N$ at zero exhibits fractional moment localization in the sense that for some $s \in (0, 1)$ and all $\xi, \eta \in \{1, \ldots, N\}$:

$$\max_{\#s \in \{\pm\}} \sup_{\gamma \in \mathbb{R}} \mathbb{E} \left[ \left| (\delta_{\xi}^\#, (H_N - i\gamma)^{-1} \delta_{\eta}^\#) \right|^s \right] \leq C \ e^{-\mu|\xi - \eta|}$$  \hspace{1cm} (2.49)

with some $N$ independent constants $C, \mu \in (0, \infty)$.

Then the thermal spin correlations exhibit localization in the sense that there is $C', \mu' \in (0, \infty)$ for which, given any $N \in \mathbb{N}$:

$$\mathbb{E} \left[ \left| \langle \sigma_{\xi}^w \sigma_{\eta}^{w'} \rangle_{\beta} - \langle \sigma_{\xi}^w \rangle_{\beta} \langle \sigma_{\eta}^{w'} \rangle_{\beta} \right| \right] \leq C' \max_{\beta^{-s}} \left\{ 1, \beta^{-s} \right\} \ e^{-\mu'|\xi - \eta|}$$  \hspace{1cm} (2.50)

for all $w, w' \in \{1, 2, 3\}$, all $\xi, \eta \in \{1, \ldots, N\}$, and all $\beta \in (0, \infty)$.

Proof. We will only give a proof in case $\beta \in (0, \infty)$ since the ground-state case $\beta = \infty$ follows by a limiting argument.

In case $w = 3$ or $w' = 3$, we proceed as in the proof of Theorem 2.3. In particular, in the only non-trivial case $w = w' = 3$, we use the first estimate in (2.45) in which $f_\rho(\lambda) = 2(1 + e^{-2\beta\lambda})^{-1}$. Using an argument from [2], we may write for $\varepsilon_\beta = \left[ \frac{\beta}{2\pi} \right] \in [1, 1 + \pi/\beta]$ and all $\lambda \in \mathbb{C} \setminus (\frac{2\pi n}{\beta} \mid n \in \mathbb{Z} \text{ odd})$ with $|\text{Im} \lambda| < \varepsilon_\beta$:

$$f_\rho(\lambda) = 2Q_1(\lambda) + 2Q_2(\lambda) \quad \text{with}$$

$$Q_1(\lambda) := \frac{1}{2\beta} \sum_{\gamma \in \mathbb{Z} \text{ odd} / \beta} \frac{1}{\lambda - \frac{2\beta}{i\pi n}} = \frac{1}{2\beta} \sum_{\gamma \in \mathbb{Z} \text{ odd} / \beta} \frac{1}{\lambda - \frac{2\beta}{i\pi n}} du.$$  \hspace{1cm} (2.51)

$$Q_2(\lambda) := \int_{-\infty}^{\infty} f_\rho(u) \left[ \frac{1}{u - i\epsilon_\beta - \lambda} - \frac{1}{u + i\epsilon_\beta - \lambda} \right] du.$$  \hspace{1cm} (2.52)

The contribution $\left| \langle \delta_{\xi}^\#, Q_2(H_N)\delta_{\eta}^\# \rangle \right|$ is estimated with the help of a Combes-Thomas bound, cf. (1.16) and [2]. The remaining contribution is estimated using (2.49). More explicitly:

$$2 \mathbb{E} \left[ \left| \langle \delta_{\xi}^\#, Q_1(H_N)\delta_{\eta}^\# \rangle \right| \right] \leq \frac{1}{\beta} \sum_{\gamma \in \mathbb{Z} \text{ odd} / \beta} \frac{(2\beta)^{1-s}}{\pi^{1-s} n^{1-s}} \mathbb{E} \left[ \left| \langle \delta_{\xi}^\#, (H_N - \frac{i\pi n}{2\beta})^{-1} \delta_{\eta}^\# \rangle \right|^s \right]$$

$$\leq \frac{2^2 \pi^{1-s} C}{\pi^{1-s} \beta^s} e^{-\mu|\xi - \eta|} \sum_{n=1}^{\infty} \frac{1}{n^{1-s}},$$  \hspace{1cm} (2.53)
where the last sum is bounded by a constant times $\beta^s$ for all $\beta \geq \pi$.

In the other cases $w, w' \in \{1, 2\}$ we rewrite using (2.32):

\[
\left| \langle a^w_\xi a^{w'}_\eta \rangle \beta \right| = \left| \text{tr} P_N e^{-\beta SN} \right| \times \left| \langle a^+_1 a^-_1 a^+_\xi a^-_{\xi-1} a^+_w a^-_{w'} a^+_\eta a^-_{\eta+1} a^+_N a^-_N \rangle \beta \right|
\]

The arising pfaffian (2.33) satisfies the requirements of Therem 1.4 with $M_0^{-1} = \left| \text{tr} P_N e^{-\beta SN} \right| \neq 0$. To verify the other assumption (1.30) in this theorem, we note that by Lemma 2.2

\[
\left\langle \left\langle a^w_\xi a^{w'}_\eta \right\rangle \right\rangle \beta = \left\langle \delta^w_\xi, g_\rho(H_N) \delta^{w'}_\eta \right\rangle, \quad g_\rho(\lambda) = 2(1 - e^{2\beta \lambda})^{-1}.
\]

Since $g_\rho(\lambda) = f_\rho(-\frac{\pi}{2\beta} - \lambda)$ we may use (2.51) together with the fact that $\pi/(2\beta) < \epsilon_\beta$ and that the kernel of $H_N$ is trivial to rewrite

\[
g_\rho(H_N) = 2 Q_1 \left( \frac{i\pi}{2\beta} - H_N \right) + 2 Q_2 \left( \frac{-i\pi}{2\beta} - H_N \right),
\]

The contribution of the second terms is again bounded using the Combes-Thomas estimate from [2]. For its application note that $\epsilon_\beta - \pi/(2\beta) \geq 1/2$. The first term is estimated similarly as above.

Some remarks:

1. Quite generally, it is known that thermal states associated to one-dimensional, many-body quantum lattice systems satisfy exponential decay of correlations, or exponential clustering. In fact, Araki showed [4] that analyticity arguments allow one to use Ruelle’s classical transfer matrix methods, see e.g. [24], to prove that the Gibbs state of (e.g. finite range) one-dimensional systems satisfy exponential clustering at any positive temperature. Consequently, Araki’s result yields, deterministically, exponentially decaying bounds on thermal states of the XY-model. By contrast, our averaged bounds, in this random setting, are not only more explicit, they are also uniform, in the sense that they survive the $\beta \to \infty$ limit.

2. Some previous results concerning decay of correlations in random XY-models exist. In [16], some bounds on static correlations of certain observables in the ground state of the isotropic XY-model are considered. In [14], a bound on averaged, static ground state correlations is proven, again for the random isotropic XY-model. More precisely, for a chain of length $N \geq 1$, a bound of the form

\[
\mathbb{E} \left( |\langle AB \rangle - \langle A \rangle \langle B \rangle| \right) \leq C N \|A\| \|B\| e^{-\mu|\xi - \eta|} \quad \text{for all } A \in A_\xi, B \in A_\eta
\]

is obtained by combining a zero-velocity Lieb-Robinson bound, a Lifshitz tails estimate for the Anderson model, and well-known methods, see e.g. [20], for deriving correlation decay in the ground state of gapped many-body systems. (Suggestions for improvement of this method can be found in [13]).
# 3 Upper Bounds on Certain Bordered Determinants and Pfaffians

The technical core of this paper, on which the proofs of our main results rest, are two estimates on certain bordered determinants and pfaffians.

## 3.1 Determinants

The following is the main new technical result for determinants.

**Theorem 3.1.** Consider a complex matrix $M \in \mathbb{C}^{(n+1)\times(n+1)}$ with the following block structure

$$
M = \begin{pmatrix}
\alpha & v_1^T & v_2^T \\
v_1 & A & B \\
v_2 & C & D
\end{pmatrix}
$$

with $\alpha \in \mathbb{C}$, column vectors $v_1, w_1 \in \mathbb{C}^p$ and $v_2, w_2 \in \mathbb{C}^q$, and blocks $A \in \mathbb{C}^{p\times p}$, $B \in \mathbb{C}^{p\times q}$, $C \in \mathbb{C}^{q\times p}$, and $D \in \mathbb{C}^{q\times q}$ with $p + q = n$. If $\| M \| \leq 1$, then we have that

$$
| \det M | \leq | \alpha | + \| v_2 \| + \| w_1 \| + \| B \| + 2\sqrt{\| v_1 \| (\| w_1 \| + \| B \|)}
$$

(3.2)

While this bound is not sharp, it also does not result from a straightforward application of Hadamard’s inequality \[19\] which asserts that

$$
| \det M | \leq \prod_{j=1}^{n+1} \| r_j(M) \| \leq \| M \|^{n} \min_{j} \| r_j(M) \|.
$$

(3.3)

Here $r_j(M)$ denote the row vectors of the matrix and the last inequality follows since the Euclidean norm of any row is bounded by the matrix norm. Since we deal with matrices satisfying $\| M \| \leq 1$, the determinant is then bounded by $\min_{j} \| r_j(M) \|$. None of the row vectors, in general, have a norm comparable with the right side of (3.2). In addition to Hadamard’s inequality \[33\], the proof of Theorem 3.1 is based on a change of basis and the invariance of the determinant under row operations.

**Proof of Theorem 3.1** Let $U \in \mathbb{C}^{p\times p}$ be a unitary transformation for which

$$
(Uv_1)^T = (0, \ldots, 0, \| v_1 \|)
$$

(3.4)

and take $V \in \mathbb{C}^{p\times p}$ to be a unitary which transforms $AU^T$ into an upper triangular matrix:

$$
V(AU)^T = \begin{pmatrix}
\alpha_1 & \cdots & \\
& \ddots & \\
& & \alpha_p
\end{pmatrix}
$$

(3.5)

with some $\alpha_j \in \mathbb{C}$. Lifting these matrices

$$
U := \begin{pmatrix} U & 0 \\
0 & 1_q \end{pmatrix} \in \mathbb{C}^{n\times n}, \quad V := \begin{pmatrix} V & 0 \\
0 & 1_q \end{pmatrix} \in \mathbb{C}^{n\times n}
$$

(3.6)
we have

\[
\tilde{M} := \begin{pmatrix} 1 & 0 \\ 0 & V \end{pmatrix} M \begin{pmatrix} 1 & 0 \\ 0 & U^T \end{pmatrix} = \begin{pmatrix} \alpha & (Uv_1)^T \\ Vw_1 & VAU^T \\ w_2 & VB \\ CU^T & D \end{pmatrix}.
\]

(3.7)

Since the unitary transformations leave the norm as well as the modulus of the determinant invariant, an application of Hadamard’s inequality (3.3) yields

\[
|\det M| = |\det \tilde{M}| \leq \min_j ||r_j(\tilde{M})||.
\]

(3.8)

We now distinguish between two cases with a variational parameter \(\varepsilon > 0\).

**Case 1:** Suppose that \(|\alpha_p| \leq \varepsilon\). The norm of the \((1 + p)\)th row of \(\tilde{M}\) can then be estimated as

\[
||r_{p+1}(\tilde{M})|| = \sqrt{||(Vw_1)_p||^2 + |\alpha_p|^2 + ||r_p(VB)||^2} \leq ||w_1|| + \varepsilon + ||B||
\]

(3.9)

where we used the fact that \(||r_j(VB)|| \leq ||VB|| \leq ||B||\). Thus we have \(|\det \tilde{M}| \leq ||w_1|| + \varepsilon + ||B||\).

**Case 2:** Suppose that \(|\alpha_p| > \varepsilon\). We then use row operations (which leave the determinant of \(\tilde{M}\) invariant) to eliminate the non-zero entry in \(Uv_1\) from the first row. The other components in the first row are then modified as follows:

\[
\alpha \mapsto \alpha' := \alpha - s (Vw_1)_p
\]

\[
v_2 \mapsto v'_2 := v_2 - s r_p(VB), \quad \text{with } s := \frac{||v_1||}{\alpha_p}.
\]

(3.10)

As a consequence, the norm of this modified first row can be estimated by

\[
\sqrt{|\alpha'|^2 + ||v'_2||^2} \leq |\alpha| + ||v_2|| + |s| ||Vw_1|| + ||v_2|| + |s| ||r_p(VB)||
\]

\[
\leq |\alpha| + \frac{1}{\varepsilon} ||v_1|| ||w_1|| + ||v_2|| + \frac{||v_1||}{\varepsilon} ||B||
\]

(3.11)

Therefore

\[
|\det \tilde{M}| \leq \min_j ||r_j(\tilde{M})|| \leq |\alpha| + ||v_2|| + \frac{||v_1||}{\varepsilon} (||w_1|| + ||B||)\).
\]

(3.12)

Summarizing, the sum of the left sides of (3.9) and (3.12) constitute an upper bound on \(|\det M|\). Optimizing over \(\varepsilon > 0\), i.e., taking \(\varepsilon = \sqrt{||v_1|| (||w_1|| + ||B||)}\), we then arrive at the bound claimed in (3.2). \(\square\)
3.2 Pfaffians

Since pfaffians belong to a less popular branch of linear algebra, let us start this subsection by reviewing some basic facts which will be of relevance. (For proofs and much more, see [19].)

Let $M \in \mathbb{C}^{m \times m}$ be a skew-symmetric matrix, i.e. $M^T = -M$. In the even case, i.e. $m = 2n$ for some $n \in \mathbb{N}$, the pfaffian is defined by

$$\text{pf}[M] = \frac{1}{2^n n!} \sum_{\pi \in S_{2n}} \text{sgn}(\pi) \prod_{j=1}^{n} a_{\pi(2j-1),\pi(2j)}$$

(3.13)

where $S_{2n}$ is the symmetric group of permutations and $\text{sgn}(\pi)$ is the sign of the permutation $\pi \in S_{2n}$. (Taking the skew-symmetry into account this definition is seen to coincide with (1.3).)

The pfaffian of any skew-symmetric matrix with $m$ odd is defined to be 0. It is also convention to define the pfaffian of a $0 \times 0$ matrix to be 1.

Pfaffians share many similarities with determinants. First, they are invariant under certain elementary row operations which must be partnered with corresponding column operations to preserve skew-symmetry:

1. Let $\tilde{M}$ be the matrix obtained from $M$ by multiplying a given row and the corresponding column of $M$ by a constant $\lambda$. Then $\text{pf}[\tilde{M}] = \lambda \text{pf}[M]$.

2. Let $\tilde{M}$ be the matrix obtained from $M$ by simultaneously interchanging two distinct rows and the corresponding columns. Then $\text{pf}[\tilde{M}] = -\text{pf}[M]$.

3. Let $\tilde{M}$ be the matrix obtained from $M$ by taking a multiple of a given row and the corresponding column and adding it to another row and the corresponding column. Then $\text{pf}[\tilde{M}] = \text{pf}[M]$.

Next, pfaffians satisfy a Laplace expansion. The simplest case is an expansion along the first row/column,

$$\text{pf}[M] = \sum_{\ell=2}^{2m} m_{1,\ell} (-1)^\ell \text{pf}[M_{1:\ell}],$$

(3.14)

where $M_{1:\ell}$ is the sub-matrix obtained from $M$ by simultaneously removing two rows and two columns; namely those corresponding to 1 and $\ell$.

Our new estimate concerns pfaffians of skew-symmetric matrices $M \in \mathbb{C}^{2(n+1) \times 2(n+1)}$ with the following block structure:

$$M = \begin{pmatrix} 0 & v_1^T & v_2^T \\ 0 & w_1^T & w_2^T \\ A & B & C \end{pmatrix}$$

(3.15)

where $\alpha \in \mathbb{C}$, the columns $v_1, w_1 \in \mathbb{C}^{2p}$ while $v_2, w_2 \in \mathbb{C}^{2q}$ with $p + q = n$, and the blocks $A \in \mathbb{C}^{2p \times 2p}$, $B \in \mathbb{C}^{2p \times 2q}$, and $C \in \mathbb{C}^{2q \times 2q}$ with both $A$ and $C$ also skew-symmetric. As the remainder of the matrix is determined through skew-symmetry, we leave it blank.
We will assume that \( M \) models a correlation matrix which, in particular, entails that the modulus of its pfaffian is bounded. More generally, the following notion is tailored for our purposes.

**Definition.** A skew-symmetric matrix \( M \in \mathbb{C}^{2n \times 2n} \) is said to have a correlation structure of depth \( k \in \{0, 1, \ldots, n\} \) with constant \( M_0 \in (0, \infty) \) if the pfaffian of all sub-matrices \( M_{j_1, j_2, \ldots, j_{2l}} \) which result from simultaneously eliminating the rows and columns labeled \( j_1, j_2, \ldots, j_{2l} \) satisfy

\[
\left| \text{pf} M_{j_1, j_2, \ldots, j_{2l}} \right| \leq M_0 \tag{3.16}
\]

for all disjoint integers \( j_1, j_2, \ldots, j_{2l} \in \{1, \ldots, 2n\} \) and all \( l \in \{0, \ldots, k\} \). The case \( l = 0 \) by definition corresponds to no eliminations, i.e. the bound \( |\text{pf} M| \leq M_0 \).

We then have the following result.

**Theorem 3.2.** Let \( M \in \mathbb{C}^{2(n+1) \times 2(n+1)} \) be a skew-symmetric matrix which has the block-structure (3.15) and a correlation structure of depth 2 with constant \( M_0 \). Then

\[
|\text{pf} M| \leq M_0 \left( |\alpha| + \|v_2\|_1 + \|v_1\|_1\|w_1\|_1 + \|v_1\|_1\|w_2\|_1 \sum_{j=1}^{2p} \|r_j(B)\|_1 \right), \tag{3.17}
\]

where \( r_j(B) \in \mathbb{C}^{2p} \) are the row vectors of \( B \in \mathbb{C}^{2p \times 2q} \) and \( \| \cdot \|_1 \) denotes the 1-norm.

The proof is based on two lemmas. The first is a straightforward implication of the multilinearity of pfaffians as expressed in (3.14).

**Lemma 3.3.** In the situation of Theorem 3.2

\[
|\text{pf} M| \leq (|\alpha| + \|v_2\|_1 + \|v_1\|_1\|w_1\|_1)M_0 + \|v_1\|_1\|w_2\|_1 \sup_{j \in \{1, \ldots, 2p\} \cup \{2p+1, \ldots, 2(p+q)\}} \left| \text{pf} \begin{pmatrix} A & B \\ C \end{pmatrix} \right| \tag{3.18}
\]

**Proof.** An application of the Laplace expansion (3.14) yields

\[
\text{pf} M = \alpha \text{pf} M_{1,2} + \sum_{j=1}^{2p} (-1)^j (v_1)_j \text{pf} M_{1,(2+j)} + \sum_{j=1}^{2q} (-1)^j (v_2)_j \text{pf} M_{1,(2(p+1)+j)}. \tag{3.19}
\]

Using the assumed correlation structure, the first and third term above are bounded by \(|\alpha|M_0\) and \(\|v_2\|_1M_0\), respectively. For the remaining sum, we again Laplace expand along the first row of \( M_{1,(2+j)} \):

\[
\text{pf} M_{1,(2+j)} = \text{pf} \begin{pmatrix} 0 & w_1^T & w_2^T \\ A & B & C \end{pmatrix}^{(1+j)} \tag{3.20}
\]

\[
= \sum_{k=1}^{2p} (-1)^{\epsilon_j(k)} (w_1)_k \text{pf} M_{1,2,(2+j),2+k} + \sum_{k=1}^{2q} (-1)^k (w_2)_k \text{pf} \begin{pmatrix} A & B \\ C \end{pmatrix}^{(2+p+k)},
\]
with suitable exponents \( \epsilon_j(k) \in \{0, 1\} \). The first sum is bounded by \( \|w_1\|_1 M_0 \). This gives rise to the third term in (3.18). The second sum is bounded by \( \|w_2\|_1 \) times the supremum in the right side of (3.18).

It remains to estimate the pfaffians which appear on the right side of (3.18).

**Lemma 3.4.** Consider a skew-symmetric matrix \( D \in \mathbb{C}^{2n \times 2n} \) of the form

\[
D = \begin{pmatrix} A & B \\ C & \end{pmatrix},
\]

with blocks \( A \in \mathbb{C}^{(2p-1) \times (2p-1)} \), \( B \in \mathbb{C}^{(2p-1) \times (2q-1)} \), and \( C \in \mathbb{C}^{(2q-1) \times (2q-1)} \). (Here all integers \( n, p, q \geq 1 \) and \( n = p + q - 1 \).) If, in addition, \( D \) has a correlation structure of depth 1 with constant \( K \), then

\[
|\text{pf} D| \leq K \sum_{j=1}^{2p-1} \|r_j(B)\|_1
\]

(3.22)

where \( r_j(B) \) denotes the \( j \)-th row of \( B \).

**Proof.** Since \( A \in \mathbb{C}^{(2p-1) \times (2p-1)} \) is skew-symmetric, its kernel is non-trivial. By the rank-nullity theorem, the range of \( A \) has dimension smaller or equal to \( 2p - 2 \), and consequently the columns of \( A \) and the rows of \( A \) are linearly dependent. Thus, there are \( \mu_1, \ldots, \mu_{2p-1} \in \mathbb{C} \), not all zero, for which

\[
\sum_{j=1}^{2p-1} \mu_j r_j(A) = 0
\]

(3.23)

where we have denoted by \( r_j(A) \) the \( j \)-th row of \( A \). As the \( \mu_j \) do not all vanish, choose \( j_0 \in \{1, \ldots, 2p-1\} \) satisfying \( |\mu_{j_0}| \leq |\mu_j| \neq 0 \) for all \( j \). Without loss of generality, we will assume that \( j_0 = 1 \). Since the pfaffian is invariant under joint row/column operations, we may use (3.23) to eliminate the first row/column of \( D \). In fact,

\[
\text{pf} D = \text{pf} \begin{pmatrix} 0 & 0^T & \hat{b}_{1j}^T \\ \hat{A} & \hat{B} \\ \end{pmatrix}
\]

(3.24)

where \( \hat{A} = A_{\hat{j}} \in \mathbb{C}^{(2p-2) \times (2p-2)} \) is the sub-matrix of \( A \) obtained by deleting the first row and column and \( \hat{B} \in \mathbb{C}^{(2p-2) \times (2q-1)} \) is the matrix with row vectors \( r_2(B), \ldots, r_{2p-1}(B) \in \mathbb{C}^{2q-1} \). Moreover, by inspection, it is clear that the first row is given by

\[
b_{1j}^T = r_1(B) + \sum_{j \geq 2} \frac{\mu_j}{\mu_1} r_j(B).
\]

(3.25)

We now Laplace expand along the first row on the right side of (3.24) and obtain

\[
\text{pf} D = \sum_{k=1}^{2q-1} (-1)^k (b_{1j})_k \text{pf} A_{\hat{1}, \hat{2p-1}+k},
\]

(3.26)
Using the correlation structure for $D$ and the fact that $|\mu_j| \leq |\mu_1|$ we arrive at

$$|	ext{pf } D| \leq K \|b_1\|_1 \leq K \sum_{j=1}^{2p-1} \|r_j(B)\|_1,$$

(3.27)

which concludes the proof. \qed

Combining these two lemmas, there is a short proof of Theorem 3.2.

Proof of Theorem 3.2: Using Lemma 3.3, it is clear that we need only estimate the supremum on the right side of (3.18). Each of the corresponding pfaffians is of a skew-symmetric matrix satisfying the assumptions of Lemma 3.4 with $K = M_0$. \qed

4 Proof of decay of multipoint correlation functionals

4.1 Proof of Theorems 1.1 and 1.2

We organize the proofs of Theorems 1.1 and 1.2 similarly. In each, for any $n \geq 1$, we consider a pair of configurations $x = (x_1, x_2, \ldots, x_n)$ and $y = (y_1, y_2, \ldots, y_n)$ both in $\mathbb{Z}^n$ which we assume to be fermionic and ordered, cf. (1.12). The configuration’s distance is attained at an optimizing pair $j_0 \in \{1, \ldots, n\}$, i.e.

$$D(x, y) = \max_{1 \leq j \leq n} |x_j - y_j| = |x_{j_0} - y_{j_0}|. \quad (4.1)$$

Without loss of generality, we will assume that

$$x_{j_0} \leq y_{j_0} \quad (4.2)$$

since the roles of $x$ and $y$ may be interchanged in the case that $x_{j_0} > y_{j_0}$. For convenience of notation we will relabel the particles

$$j_0 \mapsto 1, \quad (1, \ldots, j_0 - 1) \mapsto (2, \ldots, j_0), \quad \text{and} \quad (j_0 + 1, \ldots, n) \mapsto (j_0 + 1, \ldots, n). \quad (4.3)$$

After this relabeling the $n \times n$ correlation matrix which we are interested in is given by $M = (\omega(j, k))_{1 \leq j, k \leq n}$ with $\omega(j, k) := \langle \delta_{x_j}, \rho(s_j, t_k)\delta_{y_k} \rangle$. It has the following structure:

$$M = \begin{pmatrix} \alpha & v_1^T & v_2^T \\ w_1 & A & B \\ w_2 & C & D \end{pmatrix} \quad (4.4)$$

where we have set

$$\alpha := \omega(1, 1), \quad v = \begin{pmatrix} \omega(1, 2) \\ \vdots \\ \omega(1, n) \end{pmatrix}, \quad w = \begin{pmatrix} \omega(2, 1) \\ \vdots \\ \omega(n, 1) \end{pmatrix},$$

and $\begin{pmatrix} A & B \\ C & D \end{pmatrix} = (\omega(j, k))_{2 \leq j, k \leq n}. \quad (4.5)$
The sub-decomposition of the vectors \( v = (v_1, v_2)^T \) and \( w = (w_1, w_2)^T \) and thereby also the matrix \( M \) into the blocks \( A, B, C, D \) is done according to the following rule in which we use the above relabeling

\[
\omega(1, k) \text{ is a component of } v_1 \text{ if and only if } y_k \leq x_1 + \frac{1}{2} d(x_1, y_1), \\
\omega(k, 1) \text{ is a component of } w_1 \text{ if and only if } y_k \leq x_1 + \frac{1}{2} d(x_1, y_1).
\]

(4.6)

This renders \( A \) and \( D \) square matrices. Moreover, we have the following estimates:

**Lemma 4.1.** Let \( x \) and \( y \) be fermonic, ordered configurations in \( \mathbb{Z}^n \), i.e. such that \((1.12)\) holds, and set \( \delta := D(x, y) \). With respect to the relabeling introduced in \((4.1) - (4.6)\) above, one has

\[
\|v_2\| \leq \sum_{\ell > \delta/2} \hat{\rho}(x_1, x_1 + \ell), \quad \|w_1\| \leq \sum_{\ell > \delta} \hat{\rho}(y_1 - \ell, y_1) \tag{4.7}
\]

\[
\|B\| \leq \sum_{\ell \geq 1} \sum_{\ell' > \delta/2} \hat{\rho}(x_1 - \ell, x_1 + \ell') \tag{4.8}
\]

where \( \hat{\rho}(x_j, y_k) := \sup_{s, t \in I} |\langle \delta x_j, \rho(s, t) \delta y_k \rangle| \) and \( \ell, \ell' \in \mathbb{Z} \).

**Proof.** Recall that wlog \( \delta = y_1 - x_1 \), see \((4.2)\). By the labeling rule \((4.6)\), we have that:

1. The components of \( v_2 \) correspond to \( y_k > x_1 + \delta/2 \). Thus,

\[
\|v_2\| = \sqrt{\sum_{y_k > x_1 + \delta/2} |\langle \delta x_1, \rho(s_1, t_k) \delta y_k \rangle|^2} \leq \sum_{y_k > x_1 + \delta/2} \hat{\rho}(x_1, y_k). \tag{4.9}
\]

Since the configuration \( y \) is assumed to be fermionic, i.e., \( y_j \neq y_k \) for all \( j \neq k \), the right side above is trivially estimated by the first term in \((4.7)\).

2. The components of \( w_1 \) correspond to \( y_j \leq x_1 + \delta/2 < y_1 \). In this case, it must be that \( x_j < x_1 \). As a result,

\[
\|w_1\| \leq \sum_{x_j < x_1} \hat{\rho}(x_j, y_1) \tag{4.10}
\]

similar to before. This is clearly bounded by the right side of \((4.7)\).

3. The components of \( B \) are of the form \( \omega(j, k) \) corresponding to \( y_k > x_1 + \delta/2 \) and \( x_j < x_1 \). Since the operator norm of \( B \) is trivially bounded by the Frobenius norm \( \|B\|_2 \) and moreover,

\[
\|B\|_2 = \sqrt{\sum_{x_j < x_1} \sum_{y_k > x_1 + \delta/2} |\langle \delta x_j, \rho(s_j, t_k) \delta y_k \rangle|^2} \leq \sum_{x_j < x_1} \sum_{y_k > x_1 + \delta/2} \hat{\rho}(x_j, y_k), \tag{4.11}
\]

\((4.8)\) readily follows. \(\Box\)
Using the above lemma and our general estimate for determinants (Theorem 3.1), we can now easily prove Theorems 1.1 and 1.2.

Proof of Theorem 1.1 Fix a pair of fermionic, ordered configurations $x$ and $y$ in $\mathbb{Z}^n$. With respect to the relabeling described in (4.1)–(4.6) above, denote by $M$ the corresponding correlation matrix which has the structure of (4.4). Since $\|\rho(s,t)\| \leq 1$, it is clear that $\|M\| \leq 1$. Using Theorem 3.1, we have the estimate

$$|\det M| \leq |\alpha| + \|v_2\| + \|w_1\| + \|B\| + 2\sqrt{\|v_1\| (\|w_1\| + \|B\|)}. \quad (4.12)$$

With Lemma 4.1 and the assumed decay, i.e. (1.14), we have with $\delta := D(x,y)$,

$$|\alpha| + \|v_2\| + \|w_1\| + \|B\| \leq Ce^{-\mu K(\delta)} + C\sum_{\ell=0}^\infty e^{-\mu K(\ell+\delta/2)}$$

$$\leq Ce^{-(\mu-\mu_0)K(\delta/2)} \left(1 + 2\sum_{\ell=0}^\infty e^{-\mu_0 K(\ell)} + \sum_{\ell=0}^\infty (1 + \ell)e^{-\mu_0 K(\ell)} \right)$$

$$\leq 4CI(\mu_0) e^{-(\mu-\mu_0)K(\delta/2)}. \quad (4.13)$$

Similarly, since $\|v_1\| \leq \|r_1(M)\| \leq \|M\| \leq 1$, the bound

$$2\sqrt{\|v_1\|(\|w_1\| + \|B\|)} \leq 2\sqrt{\|w_1\| + \|B\|} \leq 4\sqrt{CI(\mu_0)} e^{-(\mu-\mu_0)K(\delta/2)/2} \quad (4.14)$$

follows. This completes the proof.

Proof of Theorem 1.2 We again denote by $M = M_{s,t}$ the correlation matrix (making the time-dependence explicit). Arguing as above, the bound

$$\mathbb{E} \left( \sup_{s,t \in I_n} |\det M_{s,t}| \right) \leq \mathbb{E} \left( \sup_{s,t \in I} |\alpha_{s,t}| \right) + \mathbb{E} \left( \sup_{s \in I, t \in I_n} \|v_{s,t}\|_2 \right) + \mathbb{E} \left( \sup_{t \in I, s \in I_n} \|(w_{s,t})_1\| \right)$$

$$+ \mathbb{E} \left( \sup_{s,t \in I_n} \|B_{s,t}\| \right) + 2\sqrt{\mathbb{E} \left( \sup_{t \in I, s \in I_n} \|(w_{s,t})_1\| + \sup_{s,t \in I_n} \|B_{s,t}\| \right)} \quad (4.15)$$

readily follows from an application of Jensen’s inequality. With Lemma 4.1 and the a priori
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estimate (1.19), we find that

\[
\mathbb{E} \left( \sup_{s,t \in I^n} |\det M_{s,t}| \right) \leq C e^{\mu_\delta} + C \frac{e^{-\mu_\delta}}{1 - e^{-\mu}} + C \frac{e^{-\mu_\delta}}{1 - e^{-\mu}} + 2\sqrt{C e^{-\mu_\delta}} + C \frac{e^{-\mu_\delta}}{1 - e^{-\mu}}^2
\]

\[
\leq 8 \max\{C, \sqrt{C}\} e^{-\mu_\delta} (1 - e^{-\mu})^2 e^{-\mu_\delta}^4
\]

(4.16)

This completes the proof. □

4.2 Proof of Theorem 1.3 and 1.4

Without loss of generality we will assume that the configuration \( x \in \mathbb{Z}^{2n} \) is ordered according to (1.26). There is some \( j_0 \in \{1, \ldots, n\} \) such that \( r(x) = |x_{2j_0} - x_{2j_0 - 1}| \). We may now relabel \( j_0 \mapsto 1, (1, \ldots, j_0 - 1) \mapsto (2, \ldots, j_0), \) and \( (j_0 + 1, \ldots, n) \mapsto (j_0 + 1, \ldots, n), \) such that the skew-symmetric \( 2n \times 2n \) matrix featuring in Theorem 1.3, which has entries \( \omega(j, k) := \omega(a_{j_0}^j (t_j) a_{j_0}^k (t_k)) \), can be assumed to have the following block structure

\[
M = \begin{pmatrix}
0 & \alpha & v_1^T & v_2^T \\
0 & w_1^T & w_2^T \\
A & B & C
\end{pmatrix}
\]

(4.17)

with \( \alpha := \omega(1, 2) \) and

\[
v_1 = \begin{pmatrix}
\omega(1, 3) \\
\vdots \\
\omega(1, 2j_0)
\end{pmatrix}, \quad v_2 = \begin{pmatrix}
\omega(1, 2j_0 + 1) \\
\vdots \\
\omega(1, 2n)
\end{pmatrix}, \quad w_1 = \begin{pmatrix}
\omega(2, 3) \\
\vdots \\
\omega(2, 2j_0)
\end{pmatrix}, \quad w_2 = \begin{pmatrix}
\omega(2, 2j_0 + 1) \\
\vdots \\
\omega(2, 2n)
\end{pmatrix}
\]

and 

\[
\begin{pmatrix}
A & B \\
C
\end{pmatrix} = (\omega(j, k))_{3 \leq j < k \leq 2n}
\]

(4.18)

This decomposition has the property that the following norms are small \( (e^{-\mu K(r(x))}) \) under the assumed decay of the two-point function:

\[
\|v_2\|_1 := \sum_{k=2j_0+1}^{2n} |\omega(1, k)|, \quad \|w_1\|_1 := \sum_{k=3}^{2j_0} |\omega(2, k)|
\]

(4.19)

\[
\|B\|_{\infty, \infty} := \sum_{k=3}^{2j_0} \sum_{l=2j_0+1}^{2n} |\omega(k, l)|.
\]

(4.20)

More precisely, we have
Lemma 4.2. For any Majorana configuration labelled such that (1.26) holds and \( r(x) = |x_{2j_o} - x_{2j_o-1}| \), we have

\[
\|v_1\|_1 \leq 2 \sum_{\ell=0}^{\infty} \hat{\rho}(x_{2j_o-1}, x_{2j_o-1} - \ell), \quad \|v_2\|_1 \leq 2 \sum_{\ell=0}^{\infty} \hat{\rho}(x_{2j_o}, x_{2j_o} + \ell),
\]

\[
\|w_1\|_1 \leq 2 \sum_{\ell=0}^{\infty} \hat{\rho}(x_{2j_o}, x_{2j_o-1} - \ell), \quad \|w_2\|_1 \leq 2 \sum_{\ell=0}^{\infty} \hat{\rho}(x_{2j_o}, x_{2j_o} + \ell).
\]

\[
\|B\|_{\infty,\infty} \leq 4 \sum_{\ell,\ell'=0}^{\infty} \hat{\rho}(x_{2j_o-1} - \ell, x_{2j_o} + \ell'),
\]

(4.21)

where \( \hat{\rho}(x_j, y_k) := \max_{#} \sup_{x' \in \rho} \left| \langle \delta^{#}_{x_j}, \rho(s, t) \delta^{#}_{y_k} \rangle \right| \).

Proof. Since there are no more than two Majorana Fermions (in fact of opposite flavor \( # \)) on each lattice site, the claim immediately follows from the definition of the vectors.

Using the estimate (4.14) on \( \hat{\rho} \) we may hence conclude (in a similar fashion as in (4.13)):

\[
\max\{\|v_1\|_1, \|w_2\|_1\} \leq 2C \sum_{\ell=0}^{\infty} e^{-\mu K(\ell)} \leq 2CI(\mu_0),
\]

\[
\max\{\|v_2\|_1, \|w_1\|_1\} \leq 2C \sum_{\ell=0}^{\infty} e^{-\mu K(\rho(x_s) + \ell)} \leq 2CI(\mu_0) e^{-(\mu - \mu_0)K(\rho(x_s))},
\]

\[
\|B\|_{\infty,\infty} \leq 4C \sum_{\ell,\ell'=0}^{\infty} e^{-\mu K(\rho(x_s) + \ell + \ell')} \leq 4CI(\mu_0) e^{-(\mu - \mu_0)K(\rho(x_s))}.
\]

(4.22)

These estimates allows to apply Theorem 3.2 to the pfaffian of (4.17) and hence give a proof of Theorem 1.3.

Proof of Theorem 1.3 As discussed above the skew-symmetric \( 2n \times 2n \) matrix featuring in Theorem 1.3 has the block structure (4.17),

\[
\left| \text{pf} \left( \omega \left( a_{x_j}^{#}(t_j) a_{x_k}^{#}(t_k) \right) \right) \right|_{1 \leq j < k \leq 2n} = |\text{pf} M|.
\]

(4.23)

Since \((\omega, \tau)\) is assumed to be a quasi-free pair and \( \omega \) is bounded by \( M_0 \) as a functional, the matrix \( M \) has a correlation structure of arbitrary depth with constant \( M_0 \), i.e.

\[
\left| \text{pf} M_{j_1, j_2, \ldots, j_{2n}} \right| = \left| \omega \left( a_{x_1}^{#}(t_1) \ldots a_{x_{j_1}}^{#}(t_{j_1})^2 \ldots a_{x_{j_2}}^{#}(t_{j_2})^2 \ldots a_{x_{2n}}^{#}(t_{2n})^2 \right) \right| \leq M_0.
\]

(4.24)

Here we used the fact that eliminating rows and columns in the Pfaffian is equivalent to inserting the corresponding Majorana operators since \( (a_{x}^{#}(t))^2 = 1 \). Moreover, the Majorana operators are bounded by one. We may hence apply Theorem 3.2
The norms of the bordering vectors have been estimated in (4.22). Since the sums of the norms of the row-vectors of $B$ are bounded according to $\sum_j \|r_j(B)\|_1 \leq \|B\|_{\infty,\infty}$, we conclude

$$|\operatorname{pf} M| \leq M_0 \left( C e^{-\mu K(r(x))} + 2CI(\mu_0) (1 + 2CI(\mu_0)) e^{-(\mu-\mu_0)K(r(x))} + 16C^3I(\mu_0)^3 e^{-(\mu-\mu_0)K(r(x))} \right). \quad (4.25)$$

This yields the claim. \(\square\)

Proceeding similarly, one has the following.

**Proof of Theorem 4.4** We again denote by $M = M_{s,t}$ the correlation matrix (making the time-dependence explicit). Arguing as above, the bound

$$E \left( \sup_{s,t \in I_n} |\operatorname{pf} M_{s,t}| M_0^{-\frac{1}{2}} \right) \leq E \left( \sup_{s,t \in I_n} M_0^{-\frac{1}{2}} |\operatorname{pf} M_{s,t}| \right)$$

$$\leq E \left( \sup_{s,t \in I} |\alpha_{s,t}| \right) + E \left( \sup_{s \in I, t \in I_n} \|(v_{s,t})_2\|_1 \right)$$

$$+ E \left( \sup_{s \in I, t \in I_n} \|(v_{s,t})_1\|_1 \right) E \left( \sup_{t \in I, s \in I_n} \|(w_{s,t})_1\|_1 \right)$$

$$+ E \left( \sup_{s \in I, t \in I_n} \|(v_{s,t})_1\|_1 \right) E \left( \sup_{s \in I, t \in I_n} \|(w_{s,t})_2\|_1 \right) E \left( \sup_{s \in I, t \in I_n} \|B_{s,t}\|_{\infty,\infty} \right) \quad (4.26)$$

follows from the bound $|\operatorname{pf} M_{s,t}| \leq M_0$ and Hölder’s and/or Jensen’s inequality. The expectation values in the right side may now be estimated using Lemma 4.2 and the assumption (1.28). Note that since the maximum in (1.28) is over a finite set, we may assume that this bound also holds for the maximum inside the expectation value. \(\square\)

**Acknowledgements:** This work was partially supported by a grant from the Simons Foundation (#301127 to Robert Sims) and from the DFG (WA 1699/2-1 to Simone Warzel). In addition, R. S. would like to acknowledge the hospitality of the Mathematics Department at the University of California at Davis where much of this work was completed during his recent sabbatical.

**References**

[1] H. Abdul-Rahman, G. Stolz: A uniform area law for the entanglement of eigenstates in the disordered XY chain. Preprint [arXiv:1505.02117](https://arxiv.org/abs/1505.02117)

[2] M. Aizenman, J. M. Graf: Localization bounds for an electron gas. J. Phys. A: Math. Gen. 31, 6783–6806 (1998).

[3] M. Aizenman, S. Warzel, Random operators: Effects of Disorder on Spectra and Dynamics. AMS 2015.
[4] H. Araki, Gibbs states of a one dimensional quantum lattice. Comm. Math. Phys. 14, 120–157 (1969).

[5] H. Araki, On quasifree states of CAR and Bogoliubov automorphisms, Publ. RIMS Kyoto 6, 385–442 (1970/71).

[6] V. Bach, E. H. Lieb, J. P. Solovej: Generalized Hartree-Fock theory and the Hubbard model, J. Stat. Phys. 76, 3–89 (1994).

[7] U. Brandt, K. Jacoby: Exact results for the dynamics of one-dimensional spin chains. Z. Physik B 25, 181–187 (1976).

[8] S. Bravyi, Lagrangian representation for fermionic linear optics, Quantum Inf. and Comp. 5, 216-238 (2005).

[9] S. Bravyi, R. König: Disorder-Assisted Error Correction in Majorana Chains. Comm. Math. Phys. 316, 641–692 (2012).

[10] J. Chapman and G. Stolz, Localization for random block operators related to the XY spin chain, Ann. Henri Poincaré 16, 405-435 (2015).

[11] R. Carmona, J. Lacroix: Spectral theory of random Schrödinger operators. Probability and Its Applications. Basel etc.: Birkhäuser Verlag (1990).

[12] A. Elgart, M. Shamis, and S. Sodin, Localization for non-monotone Schrödinger operators, J. Eur. Math. Soc. 16 909-924 (2014).

[13] M. Friesdorf, A. H. Werner, W. Brown, V. B. Scholz, J. Eisert, Many-body localisation implies that eigenvectors are matrix-product states, Phys. Rev. Lett. 114, 170505 (2015).

[14] E. Hamza, R. Sims, G. Stolz, Dynamical localization in disordered quantum spin systems, Comm. Math. Phys. 315, 215–239 (2012).

[15] P. Jordan, E. Wigner, Über das Paulische Äquivalenzverbot. Z. Phys. 47, 631-651 (1928).

[16] A. Klein, J. F. Perez, Localization in the ground-state of the one dimensional XY model with a random transverse field, Comm. Math. Phys. 128, 99–108 (1990).

[17] E. Lieb, Th. Schultz, M. D. Mattis, Two soluble models of an antiferromagnetic spin chain. Annals of Physics 16, 407–466 (1961).

[18] B. M. McCoy, E. Barouch, B. Abraham, Statistical Mechanics of the XY Model. IV. Time-Dependent Spin-Correlation Functions. Phys. Rev. A 4, 2331–2341 (1971).

[19] T. Muir, A Treatise On The Theory Of Determinants, Revised and Enlarged by William H. Metzler. New York, Dover 1960.

[20] B. Nachtergaele, R. Sims, Locality Estimates for Quantum Spin Systems. New Trends in Mathematical Physics. Selected contributions of the XVth International Congress on Mathematical Physics, Springer Verlag, 2009, pp 591–614.
[21] B. Nachtergaele, R. Sims, G. Stolz, Quantum harmonic oscillator systems with disorder. J. Stat. Phys. 149, 969–1012 (2012).

[22] Th. Niemeijer, Some exact calculations on a chain of spins $\frac{1}{2}$. Physica 36, 377-419 (1967).

[23] L. Pastur, A. Figotin: Spectra of random and almost-periodic operators. Grundlehren der Mathematischen Wissenschaften. 297. Springer-Verlag Berlin (1992).

[24] D. Ruelle, Statistical mechanics of a one dimensional lattice gas. Comm. Math. Phys. 9, 267–278 (1968).

[25] J. Stolze, A. Nöppert, G. Müller: Gaussian, exponential, and power-law decay of time-dependent correlation functions in quantum spin chains. Phys. Rev. B 52, 4319-4326 (1995).