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Abstract
The vulnerability of deep neural networks (DNNs) to black-box adversarial attacks is one of the most heated topics in trustworthy AI. In such attacks, the attackers operate without any insider knowledge of the model, making the cross-model transferability of adversarial examples critical. Despite the potential for adversarial examples to be effective across various models, it has been observed that adversarial examples that are specifically crafted for a specific model often exhibit poor transferability. In this paper, we explore the transferability of adversarial examples via the lens of Bayesian approach. Specifically, we leverage Bayesian approach to probe the transferability and then study what constitutes a transferability-promoting prior. Following this, we design two concrete transferability-promoting priors, along with an adaptive dynamic weighting strategy for instances sampled from these priors. Employing these techniques, we present BayAtk. Extensive experiments illustrate the significant effectiveness of BayAtk in crafting more transferable adversarial examples against both undefended and defended black-box models compared to existing state-of-the-art attacks.
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1 Introduction
Deep neural networks (DNNs) have achieved remarkable success in a broad spectrum of domains [1, 2, 26]. Despite their impressive performance, DNNs are highly vulnerable to adversarial attacks [8, 25, 35]. Specifically, these attacks manipulate DNNs into making incorrect predictions by employing adversarial examples, generated by imposing carefully-crafted slight perturbations on natural samples. This inherent vulnerability of DNNs presents a significant challenge for deploying DNNs in security-critical scenarios [24, 35]. Consequently, the identification of DNN vulnerabilities is a top priority, and developing sophisticated adversarial attacks emerges as a cornerstone of research in the AI security area.

There have been substantial advances in the development of adversarial attacks. These attacks operate under a white-box assumption [12, 15, 22], where attackers can access the target model's details, including specific architectures and parameters. However, the white-box assumption does not align with typical real-world situations where the internal specifics of the target model remain opaque to attackers, i.e., a black-box scenario. Hence, launching adversarial attacks in the black-box scenario is more challenging and practical.

There are two primary types of black-box attacks, namely query-based attacks [25] and transfer-based attacks [28, 30]. Query-based attacks entail an avalanche of queries to the target model for estimating the necessary information for crafting adversarial examples (input gradients). However, this resource-intensive query budget incurs not only considerable expense but also risks detection by model administrators, thereby constraining their practical applicability. In contrast, another approach involves employing a proxy model to generate adversarial examples, known as transfer-based attacks. The underlying intuition is that if the proxy model shares certain similarities with the target model, the adversarial examples generated by the proxy model may also transfer successfully to the target model.

The effectiveness of transfer-based attacks largely relies on the transferability of adversarial examples. Unfortunately, empirical examinations [34, 36] indicate that such examples often present limited transferability, sparking considerable research interest in enhancing transferability. Intuitively, the concept of transferability can be likened to the generalization ability of models. Generalization refers to a model’s capability to accurately classify unseen data, whereas transferability pertains to the adversarial examples’ effectiveness in...
deceiving unknown target models. Drawing from this analogy, improving transferability can be viewed through the lens of enhancing generalization. One well-established method to boost generalization is the Bayesian approach, which incorporates prior knowledge into model parameters to alleviate overfitting issues [3, 32]. However, the field lacks investigations into studying transferability via the lens of the Bayesian approach, leaving a research gap.

To bridge this gap, this paper represents the first attempt to leverage the Bayesian approach to study transferability. Our investigation aims to answer three fundamental questions: first, how to integrate the transferability of adversarial examples within the Bayesian framework; second, the essence of the Bayesian approach lies in prior selection, yet it remains unclear what constitutes an appropriate prior for the transferability of adversarial examples; and third, after identifying such priors, how to develop suitable priors. Our responses to these questions lay the foundation for future research seeking to merge the Bayesian approach with the transferability of adversarial examples:

- To tackle the first question, we first revisit the conventional approach of generating adversarial examples on the proxy model. This re-examination elucidates that the vanilla transfer-based attack can be interpreted as a Maximum Likelihood Estimation (MLE) problem, under the assumption of a constant prior distribution. While MLE can craft optimal adversarial examples for a specific proxy model, it does not account for the performance of such adversarial examples against different models. Thus, we embrace the Bayesian approach by substituting the MLE’s prior with more suitable priors.
- Regarding the second question, we base our definition of a suitable prior on the decision-making process of DNNs. Specifically, DNNs work by extracting and analyzing features contained in images, and poor transferability is often due to the excessive concentration on corrupting proxy-model-specific features. In response, we define transferability-promoting prior as one that enables the corruption of a broader range of features.
- To answer the third question, we develop pixel-level removal prior and region-based soft removal prior. We demonstrate that both priors qualify as transferability-promoting prior. Furthermore, recognizing that the amount of feature information may vary in instances drawn from the priors, we introduce an adaptive dynamic weighting strategy to mitigate.

Building on these advances, we introduce our attack method termed as BayAtk, which generates adversarial examples by solving an optimization problem associated with the proposed priors and the adaptive dynamic weighting strategy. The extensive experiments in the benchmark dataset ImageNet show the superior transferability of adversarial examples generated by BayAtk over state-of-the-art transfer-based attack methods. Moreover, the adversarial examples crafted by BayAtk also present considerable effectiveness in misleading the physical-world large multi-modal model Claude3. To summarize, our contributions are threefold:

- We are the first to leverage the Bayesian approach to investigate the transferability of adversarial examples. Our answers to the first and second questions not only bridge a significant research gap but also pave the way for a novel line that intertwines the Bayesian approach with the transferability of adversarial examples.
- We develop pixel-level removal prior and region-based soft removal prior and demonstrate their effectiveness as transferability-promoting prior. Moreover, we design an adaptive dynamic weighting strategy to mitigate the issue of varying feature information amongst different instances sampled from priors.
- We conduct extensive experiments on the large-scale dataset ImageNet and Claude3 to examine the performance of BayAtk. The results show that BayAtk generates more transferable adversarial examples compared to state-of-the-art attacks.

2 Background & Related Work

2.1 Adversarial Attack

Adversarial attacks impose human-imperceptible adversarial perturbation into natural samples to fool the target model and can be roughly categorized into two types: white-box attacks and black-box attacks. White-box attacks assume that the attackers have full knowledge of the architecture and parameters of the target model; in contrast, attackers are not allowed to access the internal information about the target model in the black-box scenario.

White-box Attacks. White-box attacks [12, 15, 22] typically infuse inputs with the sign of the input gradient to generate adversarial examples. One of the most prominent techniques among white-box attacks is the Fast Gradient Sign Method (FGSM) [12], which crafts adversarial examples through a single-step adjustment aligned with the gradient of the input’s loss function. Let x denote the input image and y its ground-truth label. Given the target model T and loss function L(·), FGSM crafts an adversarial example x_{adv} for x as follows:

\[ x_{adv} = x + \alpha \cdot \text{sign}(\nabla_x L(T(x), y)), \]

where \( \alpha \) is the step size (typically set to \( \alpha = \frac{1}{255} \)) and \text{sign}(\cdot) is element-wise sign operation. FGSM just needs a single forward and backward propagation and thus is computationally efficient. Building on FGSM, basic iterative method (BIM) [15] refines the adversarial example generation process by applying the FGSM technique iteratively with small step sizes. BIM is formulated as follows:

\[ x_{t+1} = \Pi_{x, \epsilon} \{ x_t + \alpha \cdot \text{sign}(\nabla_x L(T(x_t), y)) \}, \]

\[ t = 0, \ldots, T - 1, \quad x_0 = x, \quad x_{adv} = x_T, \]

where \( x_t \) is the adversarial example obtained after the \( t \)-th iteration, \( \epsilon \) is the perturbation magnitude, and \( \Pi_{x, \epsilon} \) projects inputs back into a permissible range centered around \( x \) with radius \( \epsilon \). Projected gradient descent (PGD) [22] is like an extension of BIM but with a random start, i.e., \( x_0 \sim \mathcal{U}(x - \epsilon, x + \epsilon) \) where \( \mathcal{U}(a, b) \) denotes a uniform distribution between \( a \) and \( b \). The randomness helps in avoiding poor initial points that could lead to less effective adversarial examples. Although these attacks are designed in the white-box scenario, they commonly serve as a backend component for transfer-based attacks.

Black-box Attacks. In the black-box scenario, attackers employ two primary strategies: query-based attacks [25] and transfer-based attacks [6, 7, 21, 30]. We here mainly review transfer-based attacks, as this paper focuses on exploring the transferability of adversarial examples. Transfer-based attacks commonly train a proxy model \( M \) and then produce adversarial examples with the proxy model using
white-box attacks like BIM against the target model. However, adversarial examples produced purely through white-box attacks often fail to effectively mislead unknown target models [6, 28]. As such, several methods have been proposed to enable more transferable adversarial examples.

From the optimization perspective, momentum attack (MI) [6] incorporates momentum trick into BIM to stabilize the update direction and escape local optima. Follow-up works have improved MI by leveraging more advanced optimization methods [19, 29, 37].

From the model perspective, ensemble attack [20] improves transferability by attacking multiple models at once. Gao et al. [11] targeted the feature space of the proxy model to create more transferable adversarial examples. Other research [9, 16] explored which model architectures can enable better transferability.

From the input perspective, diverse input (DI) [34] resizes and pads input images before gradient calculation. Scale invariant method (SIM) [18] leverages the gradient information from images at different scales, and Admix [30] introduces a minor fraction of images from alternative categories into the original input image. Spectrum simulation attack (SSA) [21] aims to augment the proxy model in frequency space, which can be approximated by applying a spectrum transformation in inputs. PAM [36] incorporates multiple augmentation pathways to diversify input images. BSR [28] randomly shuffles and rotates the different regions of inputs. TPA [10] penalizes gradients of generated adversarial examples with random noises.

### 2.2 Adversarial Defense

The surge in the sophistication of adversarial attacks has driven progress in the development of countermeasures to these threats. The most straightforward and effective way is adversarial training [27, 35], in which adversarial examples are integrated into the training phase to instruct the model on the correct identification and management of these inputs. Despite its effectiveness, adversarial training is accompanied by significant training expenses due to the costly nature of generating adversarial examples.

As an alternative, input transformation-based defenses [4, 13, 17, 23, 33] present a cost-effective option, which tries to remove adversarial perturbations before feeding them to DNNs. Basic methods in this category include JPEG compression, total variance minimization, and image quilting. More sophisticated methods commonly utilize DNNs. High-level Representation Guided Denoiser (HGD) [17] employs a U-Net while Neural Representation Purifier (NRP) [23] learns to purify adversarial examples in a self-supervised manner.

### 3 The Proposed Attack: BayAtk

In this section, we develop BayAtk, which is outlined in Algorithm 1 and Figure 1.

#### 3.1 Motivation

The generation of adversarial examples can be formulated as an optimization task that shares similarities with the training process of DNNs. The essence of training a DNN lies in identifying a suitable set of parameters that enables the model’s high performance on both seen and unseen data. The primary goal of transfer-based attacks is to produce adversarial examples that are transferable across a diverse range of black-box models. Therefore, the transferability of adversarial examples is naturally akin to the generalization ability of DNNs. Recognizing this relationship, it is straightforward to explore model-generalization-promoting techniques to nourish the transferability of adversarial examples.

To this end, we investigate typical model-generalization-promoting techniques [1, 31] and summarize them as follows:

- **More data.** Collecting more data is always a simple yet effective strategy to improve the model’s generalization. In the context of adversarial examples, this strategy amounts to training more models with diverse architectures as the proxy models, i.e., ensemble attack [20]. However, despite the simplicity of this strategy, model training is inherently resource-intensive, not to mention the computational costs involved in training multiple models, especially on large-scale datasets like ImageNet.
- **Robust optimization algorithms.** Robust optimization algorithms, like momentum optimization, enjoy the capacity to prevent convergence into suboptimal local minima. These algorithms have been extensively examined in existing literature [6, 18].
- **Model regularizations.** This strategy involves restricting the model’s expression ability by imposing specific constraints or penalties on its parameters, such as $L_1$ or $L_2$ regularization. These regularizations encourage the model to concentrate on identifying the most discriminative features, thereby mitigating the risk of overfitting. Furthermore, these regularizations embody Bayesian approach, wherein each model parameter is assigned a specific prior distribution, reflecting prior knowledge. For example, the adoption of a Gaussian or Laplacian prior leads to the derivation of $L_1$ or $L_2$ regularizations, respectively.

Drawing upon the above analysis, Bayesian approach can considerably mitigate the overfitting problem and hence enjoys the potential to promote the cross-model transferability of adversarial examples. To our best knowledge, there is an absence of research specifically focused on harnessing Bayesian approach to analyze and boost the transferability of adversarial examples, leaving a considerable research gap. To bridge this gap, we seek to leverage Bayesian approach to study the transferability of adversarial examples.

#### 3.2 Transferable Adversarial Examples with Bayesian Approach

The adversarial example of $x$ can be written as $x_{\text{adv}} = x + \delta$, where $\delta$ is the adversarial perturbation for $x$. We formulate the following optimization task for generating adversarial perturbation $\delta$:

$$\delta^* = \arg \min_{\delta} p(x + \delta, y|M), \ s.t.., ||\delta||_\infty \leq \epsilon,$$

(3)

where $p(x + \delta, y|M)$ represents the joint probability of $x + \delta$ and $y$ given the proxy model $M$, and $\epsilon$ is a constant to control the maximum magnitude of $\delta$, i.e., attack strength. Intuitively, given $x$ and $y$, Equation 3 aims to identify the most effective $\delta$ that minimizes the association between $x + \delta$ and $y$. The above optimization task
Algorithm 1 BayAtk

Input: \( M \): the proxy model; \( x, y \): the natural sample and its ground-truth label; \( \varepsilon \): perturbation budget; \( \delta \): adversarial perturbation; \( T \): the number of iterations; \( \alpha \): step size; \( Q \): the number of instances to sample per iteration.

1: Adversarial perturbation \( \delta \) is randomly initialized within the range between \(-\varepsilon \) and \( \varepsilon \).
2: for each iteration \( i = 1 \) to \( T \) do
3:    Sample \( Q \) instances, denoted as \((x + \delta) \odot m_1, \ldots, (x + \delta) \odot m_Q\) from \( p(x + \delta) \). Usage pixel-level removal prior or region-based soft removal prior.
4:    Compute the optimization objective \( \mathcal{L} = \frac{1}{Q} \sum_{i=1}^{Q} M((x + \delta) \odot m_i)[y] \cdot M((x + \delta) \odot m_i)[y] \). The first \( M((x + \delta) \odot m_i)[y] \) serves as weights, i.e., our adaptive dynamic weighting strategy.
5:    Calculate the gradient \( g = \nabla_{\delta} \mathcal{L} \).
6:    Update adversarial perturbation \( \delta = \delta - \alpha \text{sign}(g) \).
7:    Clip adversarial perturbation \( \delta = \max(\min(\delta, \varepsilon), -\varepsilon) \).

4:     max and min are element-wise operations.
8: end for
9: Return: the crafted adversarial example \( x + \delta \).

can be rewritten as follows:

\[
\delta^* = \arg \min_{\delta} p(x + \delta, y|M) = \arg \min_{\delta} \frac{p(x + \delta, y, M)}{p(x + \delta, M)}
= \arg \min_{\delta} \frac{p(x + \delta, y, M)}{p(x + \delta, M)} \frac{p(x + \delta, M)}{p(M)}
= \arg \min_{\delta} \frac{p(y|x + \delta, M)}{p(x + \delta|M)} \frac{p(x + \delta, M)}{p(M)}
\]

s.t., \(|\delta|\leq \varepsilon \),

where \( p(y|x + \delta, M) \) represents the probability that the proxy model \( M \) classifies \( x + \delta \) as belonging to class \( y \), and \( p(x + \delta|M) \) represents the appearing likelihood of \( x + \delta \) under model \( M \). In common transfer-based attacks \([6, 15]\), \( p(x + \delta|M) \) is often set to 1, hence focusing primarily on the minimization of \( p(y|x + \delta, M) \), i.e., the probability of the model classifying \( x + \delta \) as belonging to class \( y \).

Unfortunately, this often makes resulting adversarial perturbation \( \delta^* \), while potentially optimal for the proxy model \( M \), ineffective when applied to the target model. This reduction in effectiveness is generally attributed to the overfitting of \( \delta^* \) to the proxy model \( M \). By contrast, Bayesian approach advocates for assigning a specific distribution to \( p(x + \delta|M) \) based on prior knowledge, rather than treating \( p(x + \delta|M) \) as a constant. Yet, to our best knowledge, there remains a research gap in understanding what constitutes an appropriate prior for transferable adversarial examples. We first address this gap, followed by designing our attack.

What constitutes a suitable prior? It is widely shared that DNNs classify images by extracting and analyzing features within those images. Accordingly, the effectiveness of adversarial examples is grounded in the capability of their associated adversarial noises to
corrupt these features. For clarity, we categorize these features as either cross-model features or model-specific features. Cross-model features are those that are universally learned by various DNNs, whereas model-specific features are exclusive to each model. This distinction suggests that the limited transferability of adversarial examples can be primarily attributed to their overemphasis on compromising model-specific features while neglecting the cross-model features. In other words, model-specific features offer a shortcut to fool the proxy model and focusing exclusively on optimizing the probability \( p(y|x + \delta, \mathcal{M}) \) may excessively exploit this shortcut. The consequence is the under-emphasis on attacking cross-model features, resulting in adversarial examples that exhibit less transferability.

Let us delve deeper into this analysis. We can describe the probability of the proxy model \( \mathcal{M} \) identifying \( x \) as \( y \) in the following manner:

\[
 p(y|x + \delta, \mathcal{M}) = \mathcal{M}(x)[y] = \sum_{h_i \in \mathcal{H}} f_t(h_i^T x), \quad \mathcal{H} = \{ h_i \}, \tag{5}
\]

where \( \mathcal{H} \) represents the collection of features \( h_i \) learned by the proxy model during its training process. The term \( h_i^T x \) quantifies the relevance of each feature \( h_i \) to the input image \( x \). To accommodate the inherent non-linearity of DNNs, we incorporate a nonlinear transformation denoted by \( f_t(\cdot) \). Moreover, \( f_t \) is monotonic, as a stronger presence of feature \( h_i \) in \( x \) typically amplifies \( h_i \)'s influence on the model’s decision-making process. If \( h_i \) positively correlates with the similarity in the gradient directions \( \nabla_x M(x)[y] \) and \( \nabla_x G(x)[y] \), the target model’s predictions.

In light of the above insight, we define transferability-promoting prior as follows:

**Definition 3.1. (Transferability-promoting Prior)** A prior is considered transferability-enhancing if it directs adversarial examples to solely disrupt cross-model features.

However, due to the black-box nature of the target model and the complexity of DNNs, identifying the cross-model features is indeed intractable, which somewhat undermines the applicability of Definition 3.1. Therefore, we propose an inclusive version of Definition 3.1:

**Definition 3.2. (Transferability-promoting Prior, Relaxed Version)** A prior is considered transferability-enhancing if it encourages adversarial examples to corrupt a broader range of features in a more balanced manner.

In Definition 3.2, the focus shifts from solely targeting cross-model features to disrupting a wider range of features in a balanced manner. Intuitively, this also can mitigate the excessive attention on corrupting model-specific features during the generation of adversarial examples, thereby promoting the transferability of the crafted adversarial examples. Actually, the intuition of disrupting a broader range of features has been explored in previous literature [14] and our contribution lies in formally validating this intuition and providing an explanation within a Bayesian framework. In the remainder of this paper, unless explicitly stated otherwise, we adopt Definition 3.2 by default.
We here present a transferability-promoting prior which we term \textit{ward}. Applying the pixel-level removal prior to Equation 4 intuitively as follows:

1. Adversarial perturbation \( \delta \) is randomly initialized within the range between \(-\epsilon \) and \( \epsilon \).
2. for each iteration \( i = 1 \) to \( T \) do
   3. Sample \( Q \) instances, denoted as \((x+\delta)\odot m_1, \ldots, (x+\delta)\odot m_Q\) from \( p(x+\delta) \).
   4. Compute the optimization objective \( \mathcal{L} = \frac{1}{Q} \sum_{i=1}^{Q} M((x+\delta)\odot m_i)[-y_i] \cdot M((x+\delta)\odot m_i)[-y_i] \).
   5. Calculate the gradient \( \nabla_{\delta} \mathcal{L} \).
   6. Update adversarial perturbation \( \delta = \delta - \alpha \text{sign}(g) \).
   7. Clip adversarial perturbation \( \delta = \max(\min(\delta, \epsilon), -\epsilon) \).
8. end for
9. Return: the crafted adversarial example \( x + \delta \).

### 3.3 Pixel-level Removal Prior

We here present a transferability-promoting prior which we term the pixel-level removal prior. Simply put, the pixel-level removal prior randomly nullifies a pixel value from \( x \). Let \( x \) be of dimension \( K \). Formally, the pixel-level removal prior is expressed as \( p(x) = x \otimes m_l \), where \( m_l \) is a binary vector of the same shape as \( x \). In \( m_l \), all elements are set to 0, except for \( l \)-th element, which is set to 0. The index \( l \) is sampled from a categorical distribution over the set \( \{1, 2, \ldots, K\} \), with each element having an equal probability of \( \frac{1}{K} \) of being selected.

The intuition behind the pixel-level removal prior is straightforward. Applying the pixel-level removal prior to Equation 4 intuitively makes the generated adversarial examples that are not only threatening to the proxy model but also less sensitive to the removal of a single-pixel value as well as the features associated with the pixel. In this way, pixel-level removal prior could potentially address the issue of adversarial examples being overly reliant on exploiting specific features. To substantiate this rationale, we engage in a formal examination (Theorem 3.3).

**THEOREM 3.3.** Pixel-level removal prior is a transferability-promoting prior.

We first restate the minimization of Equation 4 with \( p(x+\delta|M) = 1 \) as follows:

\[
\delta^* = \arg \min_{\delta} p(y|x+\delta,M) = \arg \min_{\delta} \sum_{h_i \in \mathcal{H}} f_i(h_i^T(x+\delta))
\]

\[
s.t., ||\delta||_\infty \leq \epsilon.
\]

Let us now proceed to the proof of Theorem 3.3. When leveraging the pixel-level removal prior as \( p(x) \), the optimization of \( p(y|x,M)p(x) \) translates to:

\[
p(y|x+\delta,M)p(x+\delta) = \mathbb{E}_{p(x+\delta)} \{ p(y|x+\delta,M) \} \\
= \frac{1}{K} \sum_{l=1}^{K} \sum_{h_i \in \mathcal{H}} f_i(h_i^T((x+\delta)\odot m_l)) \\
= \frac{1}{K} \sum_{l=1}^{K} \sum_{h_i \in \mathcal{H}} f_i(h_i^T(x+\delta) - h_i[l] \cdot (x+\delta)[l]) \\
= \frac{1}{K} \sum_{l=1}^{K} \sum_{h_i \in \mathcal{H}} f_i(h_i^T(x+\delta)) \\
= \frac{1}{K} \sum_{h_i \in \mathcal{H}} f_i(h_i^T(x+\delta)) \\
= \frac{1}{K} \sum_{h_i \in \mathcal{H}} f_i(h_i^T(x+\delta)) \sum_{l=1}^{K} (h_i[l] \cdot (x+\delta)[l]) \\
= \frac{1}{K} \sum_{h_i \in \mathcal{H}} f_i(h_i^T(x+\delta)) - \frac{1}{K} f_i(h_i^T(x+\delta)) h_i^T(x+\delta)
\]

\[
s.t., ||\delta||_\infty \leq \epsilon,
\]

where the operator \((x)[l]\) signifies the extraction of the \( l \)-th element from the vector \( x \). The summand regarding \( l \) averages the effect of removing each pixel across all positions indexed by \( l \). The third line to the fourth line in Equation 11 hires Taylor expansion.

The last row of Equation 11 illustrates that the focal point of optimization becomes more uniformly allocated among features, in contrast with Equation 10. More precisely, in Equation 10, if \( x+\delta \) overly concentrates on compromising feature \( h_i \), the gradient magnitude associated with \( h_i \) should be considerable, so as to shift optimization attention towards \( h_i \). When coming to Equation 11, \( f_i(h_i^T(x+\delta)) \) is coupled with a countering force term \( \frac{1}{K} f_i(h_i^T(x+\delta)) h_i^T(x+\delta)^2 \). The magnitude of the countering term is proportionally related to the gradient magnitude associated with \( h_i \), thus ensuring that features that are dominantly corrupted in Equation 10 bear greater regulation in Equation 11. Therefore, the pixel-level deletion prior is qualified as a corrective mechanism, encouraging a more balanced corruption across features, i.e., Theorem 3.3.

### 3.4 Region-based Soft Removal Prior

In Equation 11, we observe that the effectiveness of the countering force term scales linearly with \( K \), the total number of pixels of \( x \). The inherently high number of pixels in typical images may lead to a reduction in the intended countering effect. To mitigate this problem, we introduce the region-based soft removal prior. The core idea of the region-based soft removal prior is straightforward: as shown in Figure 1, it groups multiple contiguous pixels into a region, analogous to treating a group of pixels as a single entity much like the single pixel in the pixel-level removal prior. Doing

\[\text{Based on mathematical principles, as long as } f_i \text{ is monotonic, it can be derived that the latter term always act as a counteracting force to the preceding term, regardless of the sign of } f_i \text{ or } h_i^T(x+\delta).\]
Table 1: The attack success rates (%) on six normally-trained models. The adversarial examples are crafted in Inc-v3, Inc-v4, IncRes-v2, and Res-152, respectively. The best attack results are highlighted in bold. "-" denotes the white-box scenario.

| Proxy   | Attack   | Inc-v3 | Inc-v4 | IncRes-v2 | Res-50 | Res-101 | Res-152 |
|---------|----------|--------|--------|-----------|--------|---------|---------|
| MI      | 50.3     | 46.6   | 45.0   | 40.7      | 39.6   |         |         |
| DI      | 48.1     | 37.4   | 37.7   | 32.0      | 30.2   |         |         |
| PI      | 55.4     | 49.0   | 49.1   | 44.1      | 43.4   |         |         |
| SSA     | 64.3     | 58.2   | 54.9   | 51.4      | 49.1   |         |         |
| PAM     | 74.8     | 73.0   | 67.6   | 68.9      | 62.6   |         |         |
| BSR     | 94.3     | 92.9   | 91.5   | 85.5      | 88.7   |         |         |
| BayAtk  | 97.0     | 95.3   | 95.6   | 89.7      | 92.4   |         |         |
| MI      | 61.6     | 45.7   | 46.7   | 42.4      | 41.0   |         |         |
| DI      | 53.0     | 35.8   | 31.9   | 28.5      | 30.4   |         |         |
| PI      | 59.5     | 45.2   | 49.7   | 41.6      | 43.5   |         |         |
| SSA     | 68.5     | 55.8   | 55.5   | 47.6      | 47.2   |         |         |
| PAM     | 86.5     | 80.0   | 78.4   | 75.4      | 72.8   |         |         |
| BSR     | 93.8     | 91.6   | 97.3   | 87.2      | 87.4   |         |         |
| BayAtk  | 96.3     | 95.0   | 98.6   | 90.4      | 91.9   |         |         |
| MI      | 59.6     | 52.4   | -      | 47.3      | 46.2   | 45.6    |         |
| DI      | 54.7     | 48.3   | -      | 37.9      | 36.5   | 34.0    |         |
| PI      | 61.4     | 57.6   | -      | 49.4      | 46.8   | 46.1    |         |
| SSA     | 75.7     | 67.3   | -      | 58.7      | 58.1   | 54.9    |         |
| PAM     | 88.0     | 84.7   | -      | 75.9      | 80.1   | 70.5    |         |
| BSR     | 91.1     | 91.2   | -      | 90.1      | 88.6   | 86.0    |         |
| BayAtk  | 92.8     | 95.2   | -      | 93.6      | 91.1   | 91.5    |         |
| MI      | 54.1     | 48.5   | 45.2   | 83.7      | 85.5   | -       |         |
| DI      | 56.4     | 50.7   | 46.5   | 81.9      | 85.0   | -       |         |
| PI      | 62.7     | 54.7   | 47.1   | 81.4      | 83.0   | -       |         |
| SSA     | 65.9     | 61.7   | 56.8   | 91.7      | 94.0   | -       |         |
| PAM     | 76.2     | 73.4   | 73.8   | 89.6      | 98.5   | -       |         |
| BSR     | 90.9     | 88.8   | 95.0   | 96.5      | 97.5   | -       |         |
| BayAtk  | 93.4     | 91.8   | 95.8   | 98.8      | 98.4   | -       |         |

To achieve this, it is necessary to incorporate a weighting mechanism during the optimization process that discriminatively adjusts according to the amount of feature information present in different sampled instances. Intuitively, information-rich instances ought to be more distinguishable by the model, typically reflected through higher classification confidence. Motivated by this understanding, we adjust the weighting of the sampled instances in the optimization process in direct proportion to the model’s confidence in accurately classifying them as $y$. In this way, instances contributing valuable features are prioritized, thereby potentially leading to more transferable adversarial examples. Formally, the final loss function of BayAtk is defined as follows:

$$\delta^\ast = \arg\min_\delta p(y|x + \delta, M)p(y|x + \delta, M)\ p(x + \delta|M)$$

$$= M(\langle x + \delta \rangle \odot m_1)[y] \cdot M(\langle x + \delta \rangle \odot m_1)[y],$$

where $\delta$ is the weight considering the feature space which is not involved in the gradient computation during backpropagation and $i$ is random integer between 1 and $d$.

3.6 Targeted Version of BayAtk

Algorithm 1 provides a description of the non-targeted version of BayAtk, whose objective is to cause misclassification without directing the model towards a specific erroneous prediction. In contrast, targeted attacks take this a step further. Their goal is not just to make the model misclassify adversarial examples but to force the model to predict a specific, predetermined incorrect class. Targeted attack is more challenging to execute because they require fine-tuning the adversarial input in such a way that the model consistently arrives at the chosen, incorrect label. To make BayAtk more versatile, we here develop the targeted version of BayAtk.

To extend BayAtk to targeted attack scenario, we need to make some adjustments to Equation 12. The goal of targeted attack is to ensure that the model classifies $x + \delta$ into the desired target label. In other words, we aim to maximize the probability that the model assigns the target label to $x + \delta$. Intuitively, this is equivalent to minimizing the sum of the predicted probabilities for all labels other than the target label. By reducing the likelihood that the adversarial example is classified into any label except the target, we can increase the probability of it being assigned to the target label. Let target label be denoted as $y_t$. The loss function for the target version of BayAtk can thus be formulated as:

$$\delta^\ast = \arg\min_\delta \ p(-y_t|x + \delta, M)p(-y_t|x + \delta, M)\ p(x + \delta|M)$$

$$= M(\langle x + \delta \rangle \odot m_1)[-y_t] \cdot M(\langle x + \delta \rangle \odot m_1)[-y_t],$$

where $\delta$ is the weight considering the feature space which is not involved in the gradient computation during backpropagation and $i$ is random integer between 1 and $d$.

4 Experiment

4.1 Setup

Unless otherwise specified, the settings detailed below adhere to the standard benchmark configuration [21, 28, 36].

3.5 Adaptive Dynamic Weighting Strategy

The instances drawn from $p(x + \delta)$ hold varying amounts of feature information. For example, a complete removal of a region leads to a more substantial loss of feature information as compared to a soft removal. Attacking a less-information instance would yield less effective adversarial examples. Consequently, the information-rich instances should be endowed with more significant attention during the optimization process.

this can significantly decrease the value of $K$, thereby strengthening the influence of the counteracting force term.

Moreover, the region-based soft removal prior does not make the outright elimination of a region; instead, it employs an element-wise scaling operation on all elements within a region. This soft scaling serves as a generalized extension of the removal operation, thus it holds the potential to confer additional advantages (See Section 4.5 for validation).

In practice, we partition $x$ into a grid of non-overlapping regions, i.e., chessboard shape. Then, through random selection, we choose one region to undergo the element-wise scaling operation. To formalize, the partitioned $x$ along with $m$ are denoted as $x = [B_1, \ldots, B_d]$ and $m = [m_1, \ldots, m_d]$, respectively. Each $m_i$ starts with a value of 1, and one randomly picked $m_i$ is filled with a random scalar between 0 and 1.

Notice that the above process amounts to sampling from a joint probability density function: one sample from $[B_1, \ldots, B_d]$ and another from a uniform distribution over $[0, 1]$. These sampling procedures are independent, ensuring that the region-based soft removal prior adheres to probabilistic principles.
Models. We employ six normally-trained models to serve as our proxy and target models, including Inception-v3 (Inc-v3), Inception-v4 (Inc-v4), Inception-Resnet-v2 (IncRes-v2), Resnet-v2-50 (Res-50), Resnet-v2-101 (Res-101), and Resnet-v2-152 (Res-152). With the emergence of vision models based on transformer architecture, we include four transformer-based visual models, ViT, PiT, Visformer, and Swin, to better evaluate the effectiveness of BayAtk. Additionally, to thoroughly evaluate the effectiveness of BayAtk, we also include nine defense models, namely Inc-v3\textsubscript{ens}, Inc-v3\textsubscript{ens4}, IncRes-v2\textsubscript{ens}, HGD [17], R&P [33], NIPS-v3\textsuperscript{1}, JPEG [13], RS [4], and NRP [23]. These defenses cover the previously mentioned two mainstream adversarial defense directions, with the first three using adversarial training and the latter six utilizing input transformation techniques. Normally-trained models serve as the proxy model throughout the experiment, while normal and defense models are the target models in Section 4.2 and Section 4.3, respectively.

\textsuperscript{1}https://github.com/anlthms/nips-2017/tree/master/mmd

Table 3: The targeted attack success rates (%) with the default attack setting.

| Proxy  | Attack | Inc-v3 | Inc-v4 | IncRes-v2 | Res-50 | Res-101 | Res-152 |
|--------|--------|--------|--------|-----------|--------|---------|---------|
| Inc-v3 | PAM    | -      | 2.2    | -         | 1.0    | 1.2     | 1.5     |
|        | BSR    | -      | 3.0    | 2.1       | 2.6    | 2.3     | 3.3     |
|        | BayAtk | -      | -      | 4.6       | 4.1    | 4.5     | 4.8     |
| Inc-v4 | PAM    | -      | 2.3    | 0.9       | 1.2    | 1.2     | 3.4     |
|        | BSR    | -      | 3.1    | 2.3       | 2.7    | 2.1     | 3.1     |
|        | BayAtk | -      | -      | 4.9       | -      | 4.4     | 4.6     |
|        | -      | -      | -      | 4.5       | 4.5    | -       | -       |

Table 4: The targeted attack success rates (%). The adversarial examples are crafted in an ensemble of white-box proxy models with iteration number of 500 and logit loss function.

| Attack   | Inc-v3 | Inc-v4 | IncRes-v2 | ViT-B | PiT-B |
|----------|--------|--------|-----------|-------|-------|
| PAM + Logit | 17.2   | 13.4   | 10.7      | 5.4   | 6.3   |
| BSR + Logit | 22.2   | 18.2   | 12.9      | 6.6   | 7.6   |
| BayAtk + Logit | 29.8   | 27.1   | 22.0      | 14.6  | 15.6  |

4.2 Attack Performance on Normal Models

Convolution-based models. We first evaluate the performance of BayAtk on normally-trained models. To do this, we generate adversarial examples using four proxy models and subsequently evaluate their effectiveness across a variety of target models. Table 1 reports the performance of different attacks over diverse proxy-target model pairs. Overall, regardless of the specific proxy and target model pairing, BayAtk consistently boosts the transferability of adversarial examples across nearly all proxy models by a clear margin. This consistency suggests that the effectiveness of BayAtk is not dependent on particular proxy models being used. More impressively, the average ASR of BayAtk across all tested models stands at approximately 93%, underscoring BayAtk’s effectiveness in generating transferable adversarial examples. This performance is particularly striking when we consider the varying degrees of success across different attack types, such as MI, DI, PI, SSA, PAM, and BSR. Diving deeper into the individual results, when employing Inception-v3 as the proxy model, the ASR of BayAtk surpasses that of the state-of-the-art attack BSR by approximately 3% – 4%. These attack results demonstrate BayAtk’s superior ability in generating transferable adversarial examples.

Transformer-based models. Table 2 presents the ASRs achieved by different attack methods on four vision transformer models. The
Table 5: The attack success rates (%) on three models trained in CIFAR-10. We use Res-50 trained in CIFAR-10 as the proxy model.

| Attack | Inc-v3 | Inc-v4 | Res-101 |
|--------|--------|--------|---------|
| PAM    | 82.89  | 79.15  | 85.68   |
| BSR    | 85.64  | 82.30  | 88.26   |
| BayAtk | 89.32  | 86.32  | 92.82   |

Table 6: The attack success rates (%) on three adversarially-trained models. The adversarial examples are crafted in Inc-v3, Inc-v4, IncRes-v2, and Res-152, respectively.

| Proxy     | Attack | Inc-v3 | Inc-v4 | IncRes-v2 | Res-152 |
|-----------|--------|--------|--------|-----------|---------|
| Inc-v3    | Admix  | 35.4   | 34.0   | 25.9      |         |
|           | SSA    | 38.3   | 37.9   | 27.1      |         |
|           | PAM    | 39.0   | 38.8   | 28.0      |         |
|           | BayAtk | 58.6   | 52.2   | 32.5      |         |
| Inc-v4    | Admix  | 45.2   | 44.3   | 30.1      |         |
|           | SSA    | 47.7   | 45.9   | 31.7      |         |
|           | PAM    | 55.4   | 50.5   | 33.2      |         |
|           | BSR    | 51.0   | 46.6   | 29.1      |         |
|           | BayAtk | 60.5   | 56.8   | 37.8      |         |
| IncRes-v2 | Admix | 52.6   | 49.9   | 49.5      |         |
|           | SSA    | 55.3   | 52.0   | 50.2      |         |
|           | PAM    | 66.0   | 58.3   | 51.0      |         |
|           | BSR    | 71.4   | 63.1   | 51.0      |         |
|           | BayAtk | 75.4   | 66.7   | 52.6      |         |
| Res-152   | Admix  | 44.2   | 34.7   | 27.7      |         |
|           | SSA    | 45.4   | 37.0   | 31.7      |         |
|           | PAM    | 51.2   | 46.3   | 35.2      |         |
|           | BSR    | 78.7   | 74.7   | 51.6      |         |
|           | BayAtk | 82.3   | 77.8   | 55.1      |         |

Table 7: The attack success rates (%) on other defenses. The adversarial examples are crafted in Inc-v3, Inc-v4, IncRes-v2, and Res-152, respectively.

| Proxy      | Attack | HGD | R&P | NIPS-r3 | JPEG | RS | NR |
|------------|--------|-----|-----|--------|------|----|----|
| Inc-v3     | Admix  | 30.2| 28.0| 30.3   | 40.2 | 33.2| 21.9|
|            | SSA    | 37.1| 33.3| 36.7   | 41.1 | 33.8| 26.7|
|            | PAM    | 38.7| 34.5| 38.3   | 43.0 | 35.0| 27.5|
|            | BSR    | 49.2| 43.3| 48.6   | 53.0 | 44.7| 35.5|
|            | BayAtk | 53.6| 49.9| 53.1   | 58.4 | 51.4| 40.8|
| Inc-v4     | Admix  | 53.2| 47.8| 51.0   | 59.4 | 48.2| 34.4|
|            | SSA    | 54.8| 51.8| 55.2   | 60.1 | 52.4| 39.0|
|            | PAM    | 60.4| 57.6| 61.7   | 67.6 | 58.5| 43.4|
|            | BSR    | 66.4| 62.3| 66.6   | 73.3 | 63.1| 46.9|
|            | BayAtk | 71.4| 66.3| 73.3   | 77.0 | 66.4| 52.5|
| IncRes-v2  | Admix  | 86.7| 84.6| 85.2   | 89.8 | 77.6| 64.5|
|            | PAM    | 91.4| 88.9| 91.4   | 96.0 | 82.0| 67.5|
|            | BSR    | 93.5| 93.7| 95.9   | 97.2 | 85.8| 70.8|
|            | BayAtk | 71.4| 66.3| 70.2   | 75.7 | 65.0| 57.0|
| Res-152    | Admix  | 62.4| 56.9| 60.5   | 66.4 | 56.6| 47.8|
|            | PAM    | 68.3| 61.9| 67.8   | 71.8 | 61.4| 51.9|
|            | BSR    | 71.8| 66.3| 70.2   | 75.7 | 65.0| 57.0|
|            | BayAtk | 71.8| 66.3| 70.2   | 75.7 | 65.0| 57.0|

Table 8: The oddness scores of BIM and BayAtk. The results are averaged over 100 samples.

| Proxy      | Attack | Res-50 | Res-152 | Inc-v3 |
|------------|--------|--------|---------|--------|
| BIM        | 0.615  | 0.584  | 0.560   |
| BayAtk     | 0.282  | 0.287  | 0.322   |

attack results in Table 2 demonstrate the effectiveness of BayAtk across different vision transformer models. In particular, when using ResNet-152 as the proxy model, BayAtk leads with ASRs of 61.7% for ViT-B, 65.7% for PiT-B, 78.8% for Visformer-S, and 78.3% for Swin. In contrast, BSR, which performs relatively well, still lags behind BayAtk by substantial margins, particularly in the case of ViT-B and Visformer-S, where the differences are most pronounced.

**Targeted attack results.** We also evaluate the targeted attack performance of BayAtk in comparison to two-state-of-the-art transfer-based attack methods, PAM and BSR. The evaluation setup follows [38], utilizing the same target setting for consistency. Table 3 presents targeted ASRs of three attack methods. The results indicate that BayAtk consistently surpasses PAM and BSR across various proxy-target model pairs. For instance, in Inc-v3, BayAtk achieves the highest ASR of 4.6% for Inc-v4 and 4.5% for both Res-50 and Res-152, surpassing the results of PAM and BSR. Similarly, in the Inc-v4, BayAtk records an ASR of 4.9%, which is higher than the other methods. In Res-152, the superiority of BayAtk is even more pronounced, with ASRs reaching 15.7% compared to 8.0% for PAM and 12.4% for BSR against Inception-v3. This trend highlights the effectiveness of BayAtk in executing targeted attacks.

Moreover, we see that the targeted ASRs reported in Table 3 are somewhat low. This is primarily because targeted attacks require more attack iterations. To this end, following [38], we modify the loss function to logit and increase the number of attack iterations to 500. We then employ an ensemble of white-box proxy models, including ResNet-50, DenseNet121, and VGG16, for re-evaluation. Table 4 reports the targeted ASRs for various attack methods. The results indicate a significant improvement in the targeted ASRs across different methods, with BayAtk generating more transferable adversarial examples.

The Evaluation on CIFAR-10. We further evaluate the effectiveness of BayAtk on CIFAR-10 dataset. We train Res-50, Res-101, Inc-v3, and Inc-v4 in the training set of CIFAR-10. ResNet-50 is then used as the proxy model to generate 10000 adversarial examples for the test set of CIFAR-10. The ASRs of three attack methods are summarized in Table 5. We find that BayAtk consistently outperforms both PAM and BSR on CIFAR-10 by a significant margin, demonstrating the generalizability of BayAtk across different datasets.
### Table 9: Ablation study on different sub-components of BayAtk. We report ASRs (%).

| Strategy                          | Inception-v4 | Resnet-50 | Resnet-101 |
|-----------------------------------|--------------|-----------|------------|
| BIM                               | 21.7         | 15.2      | 13.4       |
| + Pixel-level Removal             | 54.5         | 44.8      | 42.2       |
| + Region-based Hard Removal       | 90.7         | 88.2      | 83.5       |
| + Region-based Soft Removal       | 95.8         | 94.4      | 88.2       |
| + Region-based Soft Removal & Adaptive Dynamic Weight Strategy | 97.0 | 95.6 | 89.7 |

### Table 10: The ASRs (%) of BayAtk with varying chessboard layouts.

| Chessboard Layout | Inception-v4 | Resnet-50 | Resnet-101 |
|-------------------|--------------|-----------|------------|
| 7x7               | 95.8         | 94.2      | 87.7       |
| 14x14             | 97.0         | 95.6      | 89.7       |
| 28x28             | 96.5         | 94.8      | 88.5       |
| 56x56             | 94.6         | 92.9      | 86.3       |

### 4.3 Attack Performance on Defense Models

Although many attacks are capable of misleading normally trained models, these attacks might not be as effective against models with defense mechanisms in place. To further substantiate the superiority of BayAtk, we examine the effectiveness of BayAtk against defense models. Table 6 and Table 7 report the results of different attacks in two mainstream defense paradigms, respectively.

Adversarial training, deemed a gold standard in defense, iteratively exposes models to adversarial examples during the training phase, allowing them to be resilient to similar attacks in the inference stage. We assess the attack effectiveness of BayAtk against three top-tier adversarially-trained models. Looking at the results, we see a consistent improvement by BayAtk over baselines. Specifically, when employing Inc-v3 as the proxy model, BayAtk yields ASRs of 55.6%, 52.2%, and 32.5% against the three adversarially-trained models, respectively. These results represent a substantial improvement over the best-performing baseline, BSR, which records ASRs of 51.0%, 46.6%, and 29.1%. BayAtk exceeds BSR by margins of 4.6%, 5.6%, and 3.4%. Furthermore, when evaluating the performance of BayAtk with Inception-v4, IncRes-v2, and Resnet-152 as the proxy models, we observe similar trends. In short, BayAtk is effective for enhancing the cross-model transferability of crafted adversarial examples, in spite of normal or adversarially-trained models.

Input transformation-based defenses, which differ fundamentally from adversarial training, tackle adversarial attacks by applying preprocessing techniques to model inputs with the aim of diminishing the impact of adversarial examples by transforming them back into their benign counterparts. Overall, as outlined in Table 6, BayAtk maintains its superiority when confronted with six state-of-the-art input transformation-based defenses. While these defenses can strip certain adversarial features, BayAtk appears to have a higher capacity to generate adversarial examples that retain their effectiveness after transformation, as evidenced by significantly higher ASRs. For example, BayAtk’s ASRs are significantly higher (58.4% to 77.0%) compared to BSR (53.0% to 73.3%) against JPEG compression defense when leveraging Inception-v3 and Inception-v4 as the proxy models. When we shift our focus to IncRes-v2 as the proxy model, BayAtk achieves the highest ASRs of 93.5%, 93.7%, 95.9%, 97.2%, 85.8%, and 70.8%, significantly surpassing BSR’s performance, which records ASRs of 91.4%, 88.9%, 91.4%, 96.0%, 82.0%, and 67.5%. The improvements of 2.1% to 4.3% across these defenses further illustrate the exceptional capability of BayAtk in generating resilient adversarial examples.

### 4.4 Oddness Evaluation

We here validate that BayAtk can corrupt a wider range of features in a more balanced manner. We employ BIM and BayAtk to generate adversarial examples and then compute the differences between these examples and the original images. The differences are partitioned into $14 \times 14$ regions, and we calculate the sum of values for each region. The standard deviation of these sums across different regions
is defined as the oddness score. Intuitively, a lower oddness score suggests that features contained in input samples are disrupted in a more uniform manner. Table 8 reports the oddness scores achieved by different methods, averaged over 100 samples. As observed, BayAtk attains a lower oddness score, demonstrating its superior capability to disrupt features in images more uniformly.

4.5 Sub-component Analysis and Sensitivity Analysis

In this subsection, we investigate the contributions of different sub-components of BayAtk to its performance, alongside examining the influence of chessboard size on its attack effectiveness.

Sub-component analysis. Our exploration initiates with BIM, which acts as the foundation attack, i.e., the vanilla transfer-based attack, upon which BayAtk and other transfer-based attacks are built. Table 9 reports the attack performance of BIM combined with various sub-components. The effectiveness of BIM alone is observed to be relatively low, with ASRs spanning from 13.4% to 21.7%. This initial performance sets the baseline from which the impact of different sub-components can be quantitatively measured.

Upon integrating pixel-level removal prior to BIM, a significant surge in attack performance is noted, with ASRs jumping to 54.5%, 44.8%, and 42.2%. This substantial increase validates the effectiveness of pixel-level removal prior as a transferability-promoting prior. The next evolutionary step replaces the pixel-level removal prior with the region-based hard removal prior. The performance leap in this step is even more pronounced, propelling ASRs to impressive numbers of 90.7%, 88.2%, and 83.5%. As discussed in Section 3.4, we attribute this significant improvement to its focus on coherent regions rather than isolated pixels, which is key to decreasing the value of $K$ and enhancing the influence of the counteracting force term. Switching from hard to soft removal yields a further increment in ASRs to 95.8%, 94.4%, and 88.2%, highlighting the benefits of a gentler, perhaps more probabilistic method to region removal. We speculate that the superior performance of soft over hard removal may stem from its ability to more intricately scale the feature information within images instead of outright elimination.

The impact of chessboard layout. Table 10 reports the performance of BayAtk with varying chessboard sizes and a $14 \times 14$ chessboard achieves the highest attack effectiveness. Intuitively, chessboard size that is either excessively large or small detracts from the effectiveness of BayAtk. On the one hand, enlarging chessboard layout, for instance, from $14 \times 14$ to $56 \times 56$, results in each grid representing a smaller subset of pixels. This change suggests a movement away from effectively leveraging the region-based prior towards an emphasis on the pixel-level prior, which, in turn, leads to a degradation in performance of BayAtk. On the other hand, a smaller chessboard implies that an overly large part of $x$ is modified, leading to the elimination of significant portions of image features. Hence, it appears that the $14 \times 14$ chessboard size likely offers an optimal balance.

4.6 Towards Efficient BayAtk

We focus here on the practical costs associated with BayAtk. Generally, when conducting large-scale attacks in real-world scenarios, it is crucial to consider the runtime costs of attack methods. The primary factors influencing the runtime of BayAtk include the size of the proxy model and the number of attack iterations. We demonstrate that using smaller models and fewer attack iterations allows effectively reducing the overall overhead of BayAtk while maintaining competitive attack effectiveness.

Figure 4 illustrates the ASRs and time costs of BayAtk when using Res-18 as the proxy model across different attack iterations. Here, we adjust the step size to ensure that the product of the step size and the number of attack iterations equals $\frac{16}{255}$. Besides, we employ a batch size of 64 and use Inc-v4 as the target model. We utilize a GTX 4090 GPU and report the average values over 10 trials. We observe that when the number of attack iterations reaches 5, the ASRs stabilize around 85%, with a runtime of approximately 4.9 seconds. Therefore, in practice, we can set the number of attack iterations to 5 to reduce the attack costs.

Additionally, when using Res-152 with 10 iterations, the time cost is about 98.8 seconds. As shown in Table 1, although replacing Res-18 with Res-152 and using an attack iteration of 5 results in a decrease in the ASR by about 7 percentage points, the attack cost is reduced to one-fortieth of the original. Furthermore, by employing mixed precision, we find that the runtime can be further reduced from 4.9 seconds to approximately 2.5 seconds, resulting in a cost that is one-eighth of the original. We believe that generating adversarial examples for 64 samples in just 2.5 seconds is highly efficient in practice.

5 Real-world Evaluation

To conduct a more dependable and thorough evaluation of BayAtk, we extend our evaluation to include attacks against Google MLaaS Classification System\(^4\) on a multi-modal large-scale model Claude\(^5\) developed by AWS. The Google MLaaS Classification System is recognized as one of the most advanced AI platforms available. Claude ranks among the top-tier multi-modal models, according to

\(^4\)https://cloud.google.com/vision/docs/drag-and-drop
\(^5\)https://www.anthropic.com/claud
Atk yields 25, 26, and 25 entities in the Top-5 predictions. These We record the Top-5 predictions for the generated adversarial exam-

Vision System recognizes the background colors of three images, this within given images.

The evaluation protocol is to determine whether the entities in the samples are included in the Top-5 predictions. In contrast, BayAtk can indeed effectively identify and exploit model-cross features to highlight that the training dataset, model architecture, and task and craft adversarial examples using BSR and BayAtk against Google Classification System are 43.33% and 74.67%, respectively, results indicate that the average ASRs for BSR and BayAtk the samples are included in the Top-5 predictions. In contrast, BayAtk demonstrates the superior performance of Google Classification System are 43.33% and 74.67%, respectively, indicating ASRs of 36%, 32%, and 40%, respectively. For BayAtk, the volunteers find that 25, 29, and 18 of the samples, respectively, are semantically consistent, resulting in ASRs of 75%, 71%, and 82% for BayAtk. These ASRs further underscore the vulnerabilities of DNNs.

To provide a tangible understanding, Figure 5 presents three illustrative examples. Figure 5 is divided into two columns: the left column displays the adversarial examples, while the right column showcases Claude3’s corresponding responses. Due to space constraints, only the initial summary paragraph of Claude3’s responses is presented. Specifically, the top image in Figure 5 shows an image of a butterfly, but Claude3 fails to recognize it. More impressively, in the bottom images in Figure 5, Claude3 misidentifies an insect and a hot-air balloon as an electronic circuit board and a hand, respectively. These misclassifications highlight the significant challenges DNNs face when confronted with adversarial examples, emphasizing the need for improved robustness in AI systems.

Figure 5: The responses of Claude3 to the adversarial examples generated by BayAtk are presented here. We prompted Claude3 with "Describe this image.".

5.2 Claude3

We feed adversarial examples produced by BSR and BayAtk into Claude3, prompting it with "Describe this image". Following this, we collect Claude3’s responses and ask the same volunteers to assess the consistency between Claude3’s responses and the semantic content of the generated adversarial examples, responding with either a yes or a no. For BSR, the volunteers identify that 64, 68, and 60 of the samples, respectively, are semantically consistent, resulting in ASRs of 36%, 32%, and 40%, respectively. For BayAtk, the volunteers find that 25, 29, and 18 of the samples, respectively, are semantically consistent, indicating ASRs of 75%, 71%, and 82% for BayAtk. These ASRs further underscore the vulnerabilities of DNNs.

To provide a tangible understanding, Figure 5 presents three illustrative examples. Figure 5 is divided into two columns: the left column displays the adversarial examples, while the right column showcases Claude3’s corresponding responses. Due to space constraints, only the initial summary paragraph of Claude3’s responses is presented. Specifically, the top image in Figure 5 shows an image of a butterfly, but Claude3 fails to recognize it. More impressively, in the bottom images in Figure 5, Claude3 misidentifies an insect and a hot-air balloon as an electronic circuit board and a hand, respectively. These misclassifications highlight the significant challenges DNNs face when confronted with adversarial examples, emphasizing the need for improved robustness in AI systems.

6 Conclusion

In this paper, we studied the transferability of adversarial examples through the lens of Bayesian approach. We answered how to combine the transferability of adversarial examples with Bayesian approach and identified what constitutes a transferability-promoting prior, so as to gain deeper insights into the underlying principles that govern the transferability. Building upon this foundation, we designed two specific transferability-promoting priors, namely, pixel-level removal prior and region-based soft removal prior, accompanied by an adaptive dynamic weighting strategy. We conducted extensive experiments to examine the performance of the proposed attack. We also tested BayAtk on a large-scale model deployed in a real-world scenario to further validate its effectiveness. Looking forward, we hope that this study can alarm relevant parties about the potential vulnerabilities of DNNs and spur further development of sophisticated adversarial defense mechanisms.
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6https://www.anthropic.com/news/claudie-3-family
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