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Abstract: The ever-increasing functional density and complexity of the satellite systems, the harsh space flight environment, as well as the cost reduction measures that require less operator involvement are increasingly driving the need to develop new approaches for fault diagnosis and health monitoring (FD-HM). The data-driven FD-HM approaches use signal processing or data mining to obtain implicit information for the operating state of the system, which is good at monitoring systems extensively and shallowly and is expected to reduce the workload of the operators. However, these approaches for the FD-HM of the satellite system are driven primarily by the historical data and some static physical data, with little consideration for the simulation data, real-time data, and data fusion between the two, so it is not fully competent for the real-time monitoring and maintenance of the satellite in orbit. To ensure the reliable operation of the complex satellite systems, this paper presents a new physical–virtual convergence approach, digital twin, for FD-HM. Moreover, we present an FD-HM application of the satellite power system to demonstrate the effectiveness of the proposed approach.

Keywords: digital twin; fault diagnosis; health monitoring; data-driven methods; satellite system

1. Introduction

The ever-increasing functional density, complexity, and cost of satellite systems are driving the need for high reliability in operation and maintenance. This is because inevitable abrupt faults or performance degradation could bring about a considerable loss or catastrophic impact on people, equipment, and the environment [1]. Fault diagnosis and health monitoring (FD-HM) have been introduced to ensure the reliable operation of satellite systems. It is used to actively monitor the system state, perform the diagnosis and prognosis, and provide maintenance strategies during operation [2].

The practices of FD-HM for satellite systems involve the collection and analysis of large amounts of telemetry data. Due to the scale of telemetry data, previous approaches relying on operators to detect and correct anomalies are slow and error prone because they cannot accommodate the rapid growth of the systems [3,4]. It should be recognized that advanced decision-support systems (such as data-driven approaches) can be used to automate the FD-HM for the satellite systems.

In the past few years, data-driven FD-HM approaches have been an active area of research. To date, various data-driven methods, including clustering [5], Neural Networks [6], Bayesian Networks [7], Support Vector Machine (SVM) [8], and Principal Components Analysis (PCA) [9], have been employed to get implicit information for the satellite systems. The data mining-based inductive monitoring system (IMS) developed by NASA applies clustering algorithms to analyze historical telemetry data and characterize the nominal interaction between selected parameters to cope with the requirements of autonomous control and state monitoring for deep space probe [10]. Fan et al. combine the radial
basis function neural network (RBFNN) and the multi-sensor data fusion technology to detect and diagnose the sensor hardware faults in the satellite attitude measurement system to improve the system measurement accuracy and cost performance [11]. Suo et al. propose a fault diagnosis strategy based on fuzzy Bayesian risk (FBR) and support vector machine (SVM) to achieve efficient and accurate fault diagnosis of the satellite power system [12]. Pan et al. propose a data-driven anomaly detection method based on Kernel Principal Component Analysis (KPCA) and association rule mining to more effectively identify satellite power system faults [13]. The main advantage of data-driven approaches is that they do not rely on rich domain knowledge and are suitable for monitoring systems extensively and shallowly.

However, these data-driven methods rely on the physical entity state and its data (historical or online data) in the physical world, with little connection to its virtual model. When the historical data are insufficient or the operating environment is abrupt, the data-driven approaches become inapplicable because the false alarm rate is high and the fault prediction effect is not accurate [14,15]. Moreover, data-driven approaches have little interpretability and expressibility. Currently, in the context of the cyber-physical system (CPS), it is essential to focus on the virtual world and achieve the deep integration and real-time interaction between the physical world and the virtual world, to improve the FD-HM for complex systems [16,17]. In this context, a digital mirror of the physical device and its data from the virtual space is introduced to describe the behavior of the real physical entity. Some studies have been successfully applied in the safety-critical systems [18], but some significant problems still exist in the realization of the FD-HM for the satellite systems driven by both physical and virtual spaces. They are: (1) building an appropriate model (i.e., the digital mirror) for the complex, large-scale, multidomain, and multidisciplinary satellite system; (2) establishing interactions between the satellite in the space environment and the virtual model, to support the FD-HM seamless; (3) consolidating the data from the physical space and virtual space to generate valuable information for FD-HM.

In this paper, we propose a digital twin-driven FD-HM approach for the satellite systems. The digital twin, a model framework of physical-virtual convergence, is used to solve the above three problems. Firstly, a multi-domain integrated satellite system model is built based on the object-oriented declarative modeling language Modelica [19,20]. The model is a digital symmetry of the physical entity in a virtual world. Secondly, the interaction data between the orbiting satellite and the virtual models are the bridge between the virtual world and the physical world. Thirdly, the fused data-based FD-HM algorithms and strategies support more reliable operation and maintenance on the ground environment. Additionally, we present a space-ground management application case for the satellite power system following the proposed approach.

The main contribution of this paper is to establish an executable digital twin framework for the FD-HM of the satellite systems. The in-depth integration of the virtual models and the physical entities not only improves the performance of the FD-HM, but also enhances the interpretability and expressibility of the diagnostic results. We have also applied the proposed approach to build a space-ground power management platform to realize the monitoring, diagnosis, and maintenance of the satellite power system. The rest of the paper proceeds as follows. Section 2 provides a review of the literature. Section 3 introduces the overall framework of the digital twin-based application framework for the satellite systems. Section 4 details three key enabling techniques for implementing the framework. Section 5 presents a case study on the satellite power system to prove the effectiveness of the proposed method. Finally, Section 6 discusses the advantages and disadvantages of the proposed approach, and Section 7 concludes.

2. Literature Review

The concept of using “twins” is dated to NASA’s Apollo program [21]. In this program, two identical spacecrafts were built, and the vehicle left on the ground is called the twin, which is used to reflect and mirror the state and condition of the spacecraft that is performing a mission. During the
flight preparation, the twin is widely used for training. During the flight mission, the twin reflects and predicts the state of the spacecraft that is performing the mission as accurately as possible, thereby assisting the astronauts on the space orbit to make the most correct decisions in emergency situations. In the light of digital technology, this idea is further expanded at all stages of the entire life cycle to form the complete digital artifacts of the physical entities, namely digital twin.

With the development of data acquisition, computational processing, modeling and simulation, and other digital technologies, the concept of digital twins has become more concrete and mature. The digital twin map various attributes of the physical entities into the virtual world to form a digital replica that is detachable, reproducible, transferable, modifiable, erasable, and repeatable [22,23]. It not only synthesizes the historical data, real data, and model data but also understands the physical entities from both physical and virtual aspects, thereby improving the physical entities in a higher dimension.

In the field of the FD-HM, the digital twin is originally applied to the aircraft systems. Glaessgen et al. use digital twins as a new paradigm for the vehicle’s on-board integrated vehicle health management system (IVHMS) to achieve flight safety and reliability [24]. In the actual flight process, the digital twin keeps the real state of the aircraft, so the Digital Twin always represents the current state of the actual aircraft. Therefore, the digital twin system can be used to detect when and where structural damage may occur, thereby predicting the best maintenance period. In this case, the digital twin has stepped from the conceptual model stage to the preliminary planning and implementation stage, and the description and research of its connotation and nature are more in-depth Subsequently, complex models and algorithms were introduced into the digital twin. Li et al. use the dynamic Bayesian network to construct a digital twin model to implement the diagnosis and prognosis of the operating state of the aircraft wing [25]. Of course, the digital twin has also successfully carried out the FD-HI for other mechatronic systems [26–28]. However, the application of digital twins to the FD-HM of the satellite systems is still a novel attempt.

In this paper, we propose a new digital twin-based approach suitable for the FD-HM of the complex satellite systems, where we consolidate the physical and virtual knowledge and data for fault diagnosis and support maintenance decisions. In Table 1, we compare relevant works. From the table, we can see that although these data-driven methods do not rely on rich domain knowledge, their performance depends on training data, and may degrade once the system works under unknown conditions or unknown failure modes. On the other hand, data-driven methods cannot explain the results, that is, they cannot identify the root cause. In our work, the digital twin consolidates the physical understanding of the system and can provide a description of the dynamic behavior of the satellite system. Additionally, the real-time synchronization between the virtual models and the physical entities is maintained, thereby integrating the interaction with the environment into the fault detection and diagnosis process, so the performance of the proposed method is expected to be better than these data-driven methods.

Table 1. Comparison of the data-driven methods and the proposed C2PS model.

| Related Works | Clustering [9] | Neural Network [10] | BN &SVM [11] | KPCA [12] | Proposed Approach |
|---------------|---------------|---------------------|--------------|-----------|-----------------|
| Speed of detection | +++ | ++ | ++ | +++ | +++ |
| Fault isolation | + | + | ++ | + | ++ |
| Identifiability | + | + | ++ | - | ++ |
| Robustness | - | ++ | ++ | ++ | ++ |
| Adaptability | - | - | ++ | - | ++ |
| Priori requirement | + | + | + | ++ | + |
| Computational complexity | + | ++ | ++ | ++ | +++ |
| Visualization of results | + | - | + | + | +++ |
| Explanation facility | - | - | - | - | +++ |
3. Digital Twin-Based Application Framework for Satellite Systems

3.1. Satellite System Characteristics

Satellite systems are often the core of space missions. A block diagram of the typical composition of the satellite is shown in Figure 1. The satellite itself is usually divided into two parts: the loading system and the platform system. The loading system is used to directly complete a specific space mission system, which varies from mission to mission, such as remote sensors for resource satellites and transponders for communication broadcast satellites. The platform system, also known as the service system, is used to ensure the normal operation of all subsystems during the flight life cycle. It generally includes the attitude and orbit control subsystem, power subsystem, telemetry subsystem, onboard data management subsystem, and structural subsystem. At present, with the development of platform and load integration, the degree of integration between the two continues to increase. However, in addition to this, it must be recognized that the ground support system also plays an important part in the collaborative function of the various subsystems.

![Figure 1. Block diagram of satellite system composition.](image)

Telemetry data collected from sophisticated satellite systems are complicated and coupled. Therefore, the digital twin-driven application should integrate knowledge and data from different fields when implementing intelligent services with digital artifacts. The application framework is described below.

3.2. Digital Twin-Based FD-HM Framework

The digital twin-based FD-HM framework shown in Figure 2 is divided into two worlds of symmetry, the virtual world and the physical world. In the physical world, operational information such as telemetry data, remote command, and flight events for satellite system operation and service is sent to the digital twin via the ground control station. In the virtual world, the digital twin consists of three parts:

1. **Data parsing and data mapping.** On the one hand, telemetry data, including platform data, attitude data, and payload data, are parsed into engineering values with physical meanings. On the other side, the connection is constructed to implement the interaction between the
simulation data and the parsed telemetry data. As a result, a real-time one-to-one mapping between the virtual model and the physical entity is achieved.

2. Virtual model. The primary function of this module is to describe the flight state of the satellite in the virtual space. Since satellite systems involve multiple disciplines and fields, it is critical to integrate knowledge from different disciplines to build the system model.

3. Integration services. This module is used to support operations and maintenances for satellite. The satellite’s real-time state data are transmitted to the virtual model, ensuring that the virtual model is synchronized with the physical entity and is ultra-high fidelity. Then, in the light of virtual and real integration, services such as real-time monitoring, fault diagnosis, and maintenance decision making are provided.

Figure 2. Digital twin-based fault diagnosis and health monitoring (FD-HM) framework for satellite systems.

4. Key Enabling Techniques

The most challenging aspects of achieving digital twin-based FD-HM applications are the construction of multi-domain integrated satellite system models, the consolidation of twin data, and the implementation of integrated services. This section describes these key enabling technologies.

4.1. Construction of Multi-Domain Integrated Satellite System Models

The virtual model is the loyal digital mirror of the physical entity and the basis for implementing the integrated services. To better describe and understand the nature of physical entities, the best representation of virtual models should be object-oriented and maintain a one-to-one correspondence with physical things, which supports the maximum interaction between the physical world and the virtual world [29]. Therefore, the functional behavior models for the satellite systems will be represented by the object-oriented, multi-domain modeling language Modelica. The Modelica modeling language abstracts the concepts of potential variables and flow variables in different fields and implements unified mathematical expressions of multi-domain knowledge based on the generalized Kirchhoff’s law and
conservation of energy [30]. Besides, due to the complexity of the satellite systems, the modeling process follows the principle of layering and encapsulation to reduce the difficulty of model implementation and integration [31].

According to the principles of layering and encapsulation, the system model implementation can be expanded from both vertical and horizontal dimensions. In the vertical dimension, the satellite systems involve the mutual coupling of different disciplines such as mechanics, electronics, control, thermology, and information. In the horizontal dimension, the satellite systems consist of various functional subsystems such as control subsystem, structural subsystem, power system, thermal control subsystem, propulsion subsystem, and so on. The two dimensions correspond to different roles in the design process: domain experts and design engineers.

Figure 3 shows the multi-domain modeling process for the satellite with the Modelica. Firstly, domain experts familiar with industry knowledge can extract physical behavior equations or algorithms based on design objectives, constraints, and history experience, and then build models for various domain components. Furthermore, the Modelica modeling language allows for interaction between domain experts in different disciplines and supports the cross-platform modeling of complex systems. Secondly, since various subsystems are usually from different departments or suppliers, the model implementation at this stage involves different design engineers. In this case, the design engineers who are familiar with the principle and composition of their respective subsystems combine the vertical association of component models in different domains into a subsystem model. The component models inside the subsystems are connected through abstract domain interfaces that only reflect the variable transfer relationship of a specific domain, such as the mechanical interface. However, the subsystem models are connected by virtual device interfaces. Finally, a parametric and modular system-level comprehensive analysis model can be quickly constructed through the horizontal integration of each subsystem.

![Figure 3. Implementation process of a multi-domain integrated satellite system model.](image-url)

In this way, each component node of the satellite system can find its corresponding twin thing in the multi-domain integrated model [32]. Moreover, before the operation and maintenance phase, the system model undergoes iterative verification and update to guarantee the fidelity of the simulation output. Dependent on model verification, the output response of the simulation model is compared with the historical data and experimental data of the real physical system, and the optimal model parameters are obtained by least squares or optimization methods [33].
4.2. Consolidation of Twin Data

Twin data are the bridge between the virtual model and the physical entity. Twin data include real-time telemetry data, model data, and data fusion between the two, and are continuously updated and optimized as real-time data are generated. It is necessary to establish a two-way mapping relationship between the model data and the telemetry data. Telemetry data from on-orbit satellites are parsed and transmitted to the virtual model for simulation, verification, and dynamic adjustment. The simulation data are fed back to the physical world in response to changes, improving operations and promoting values.

After the satellite is launched, the ground control station is the primary facility for direct monitoring, control, and operation of the satellite. As shown in Figure 4, from the data distribution server provided by the ground control station, transmission control protocol/internet protocol (TCP/IP) communication is used to establish a connection with the on-orbit telemetry data, and the subscription model is used to receive the telemetry related data.

![Figure 4. Flow chart of data parsing and mapping strategy.](image)

However, due to the variety of telemetry data, the telemetry source code data need to be processed according to the outline data protocol specification. As shown in Figure 4, the data parsing process consists of three main steps:

1. **Build an index table.** An index table for decoding the telemetry parameters is established according to the location information of each engineering parameter so that the parameters that need to be parsed in the original code can be quickly located. The table is indexed by frame count for the frame telemetry data and by packet sequence number for the packet telemetry data. Additionally, each index table corresponds to a dynamic array, in which the pointers of the parameters contained in the frame or the packet are stored, as shown in Figure 5.

2. **Consolidate data.** The frame telemetry data and packet telemetry data are consolidated into a uniform format. For the packet telemetry format, the source packet data obtained by the preprocessing of the data unit are stored in the form of several segments. Additionally, the frame...
telemetry data are stored directly as one segment. In this way, the data formats of the two are similar for subsequent data processing.

3. Data processing. The parameter information to be parsed is obtained from the index table according to the frame number or the packet number. Then, the parameter source code is located and converted into an engineering value.

![Figure 5. Schematic diagram of frame index table. (a) Frame number. (b) Frame index table. (c) Parameter information storage area.](image)

As a consequence, the obtained engineering parameters are adapted to the model parameters. In the light of the symmetry of the virtual model and the physical entity, a direct one-to-one connection between the real component and the virtual model is achieved through data interaction. The data mapping dictionary between the two is represented by an extensible markup language (XML) file [34]. The data mapping dictionary records the details of the twin data, including:

1. Global parameters, which include the telemetry number, data type, and physical unit of the system-level parameter and the corresponding model parameter names.

2. Local parameters, which include the device code, device name, telemetry number, data type, and physical unit of the low-level parameter and the corresponding model parameter names. Besides, due to the complexity of telemetry data, the established multi-domain integrated system model and its parameters use specific naming rules to avoid errors in the mapping process. The model name is stipulated as “device code (e.g., TRAINH001)”, and the parameter name is agreed to “telemetry number-physical unit (e.g., PTMD001-V)”.

4.3. Implementation of Integrated Services

Based on the interaction and integration between the physical world and the virtual world, the digital twin can provide cyber-physical closed-loop integrated services. The process shown in Figure 6 is divided into four stages: operation monitoring, data detection, fault diagnosis, and maintenance decision-making. Additionally, all involved data, including twin data, historical data, and test data, are stored in the information database.
4.3.1. Operation Monitoring

The foundation of digital twin-driven integrated services is the real-time monitoring of the operating state of the satellite systems in the virtual world. The real-time state data, including the downlink telemetry data, telemetry commands, control commands, and flight events, are transmitted to the virtual model to realize a synchronous link between the real satellite and the virtual model (see Figure 6). With the data, the virtual model can track dynamic changes in the on-orbit satellite. Then, in the virtual world, the real data, the model data, and the fused data between the two are extracted, and the on-orbit operating state of the satellite can be comprehensively displayed utilizing visualization.

4.3.2. Data Detection

Data detection refers to the study and reasoning of the twin data to determine whether the satellite operating state meets the design expectations, and then discover faults or design flaws.

The engineering parameter observation matrix $X_{\text{obs}}$ characterizes the real-time state of the satellite under specific operating conditions $C$ (such as telemetry commands, control commands, flight events, and environment).

$$
X_{\text{obs}} = \begin{bmatrix}
  x_{11} & x_{12} & \cdots & x_{1m} \\
  x_{21} & x_{22} & \cdots & x_{2m} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{n1} & x_{n2} & \cdots & x_{nm}
\end{bmatrix}
$$

(1)

where $x_{ij}$ represents the telemetry value of the observed parameter $x_i$ at the moment $t_j$, while $n$ and $m$ are the subscript numbers. Denote $X_i = (x_{i1}, x_{i2}, \cdots, x_{im})$ as the states of the satellite systems over a period of time (assumed as $t_i - t_j$), and denote $X(t_j) = (x_{1j}, x_{2j}, \cdots, x_{nj})$ as the time series for $X_i$. 

**Figure 6.** Digital twin-driven integrated services.
Evaluation matrix $Y_{\text{sim}}$ and $Z_{\text{sim}}$ characterize the simulated output of the virtual model under the same operating conditions C. $Y_{\text{sim}}$ is the mapping to $X_{\text{obs}}$ in the virtual world, and $Z_{\text{sim}}$ denotes other analysis results.

$$Y_{\text{sim}} = \begin{bmatrix} y_{11} & y_{12} & \cdots & y_{1m} \\ y_{21} & y_{22} & \cdots & y_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ y_{n1} & y_{n2} & \cdots & y_{nm} \end{bmatrix}$$ (2)

Denote $Y_{i} = (y_{i1}, y_{i2}, \cdots, y_{im})$ as the states of the virtual model over a period of time, and denote $Y(t_{j}) = (y_{1j}, y_{2j}, \cdots, y_{nj})$ as the time series for $Y_{i}$.

As shown in Figure 6 Φ, the fused data are analyzed through three steps: data interpretation, false alarm discrimination, and consistency analysis.

1. Data interpretation. If $\| X(t_{j}) - Y(t_{j}) \| \leq T_{p}$, where $T_{p}$ is the pre-defined threshold, the operating state of the satellite is in line with design expectations at the moment. Otherwise, there are faults, and a preliminary fault warning is given.

$$\| X(t_{j}) - Y(t_{j}) \| = \frac{\| X(t_{j}) - Y(t_{j}) \|_{2}}{\| Y(t_{j}) \|_{2}}$$ (3)

2. False alarm discrimination. Set the false alarm range (bigger than the strict interpretation threshold) for each parameter. If the parameter is still in the false alarm range after the preliminary fault warning, other parameters of the same component in $Y_{\text{sim}}$ and $Z_{\text{sim}}$ are introduced for verification. If more than 80% of the parameters are in the normal state, the false alarm is excluded; otherwise, the alarm is to be manually confirmed. This step effectively guarantees the quality of data interpretation.

3. Consistency analysis. When a fault warning is given, the consistency analysis is needed to identify the source of the fault (from satellite or virtual model). In the information database, the time series of historical states $H(t_{j}) = (x_{h1j}, x_{h2j}, \cdots, x_{hij})$ of the satellite under operating condition C is selected as a reference. The Euclidean distance and Pearson correlation coefficient [35] between $X(t_{j})$ and $H(t_{j})$ are calculated to measure the similarity, as well as $Y(t_{j})$ and $H(t_{j})$. If $Y(t_{j})$ is not similar to $H(t_{j})$, perform model calibration and update the virtual model. If only $Y(t_{j})$ and $H(t_{j})$ are similar, an abrupt fault occurs on the real satellite because the fault is unknown to the virtual model, and then the fault diagnosis is performed.

4.3.3. Fault Diagnosis

When the data detection gives a fault warning (Figure 6 Φ), a fault occurs in the satellite systems. At the moment, the characteristics of the telemetry parameter change process are analyzed by comparing the telemetry feature parameters $X_{j}$ with the corresponding model parameters $Y_{i}$. Then, in the light of the simulation data as a reference, fault identification algorithms, such as a decision tree, are utilized to determine the fault components and the cause of failure.

4.3.4. Maintenance Decision Making

In the design process of satellite systems, the potential failure modes have been fully considered, and corresponding maintenance strategies have been proposed. After confirming the cause of the fault by fault diagnosis (Figure 6 Φ), select a set of maintenance measures from the pre-arranged planning. In light of the digital twin, the effectiveness of the corresponding maintenance measures is allowed to be verified on the virtual model before the selected strategy is executed. Moreover, digital twin enables the assessment of the current state and the prediction of future trends, so experts can confidently participate in decision making and predictively adjust maintenance plans.
5. Case Study

5.1. Problem Description

The satellite power system converts the acquired solar energy into usable electrical energy for the payload and support platform, and its performance directly affects the operating state of the satellite [36]. However, in the orbital operation phase, the ground environment lacks digital means for effective intervention in energy management:

1. The operating state of the system is mostly monitored and recorded manually. The data are scattered and not intuitive, making the work trivial and arduous for the operators and maintainers.
2. For in-orbit operation and maintenance that is invisible in space, there is a lack of effective fault diagnosis and predictive energy management.

5.2. Digital Twin-Driven FD-HM Process

To solve the problems mentioned above, a digital twin-based space-ground power management (SGPM) platform is developed (see Figure 7). The proposed platform, with the multi-domain unified modeling and simulation software MWorks [37,38] as the underlying layer, integrates the multi-domain unified system model, fault diagnosis and prognosis algorithms, and maintenance strategies.

![Figure 7. Digital twin-based space-ground power management platform.](image)

5.2.1. Power System Model

The power system of the example satellite, a certain Geostationary orbit (GEO) satellite, works in the direct energy transfer (DET) mode, as shown in Figure 8. The DET mode means that the output power of the solar array (SA) and the battery is directly provided to the loads through the bus, and the three are connected in parallel. Therein, the shunt regulator (SR) is used for shunting the excess current of the SA to maintain the stability of the bus voltage during the light period. The battery charge regulator (BCR) provides the battery with a suitable charging rate and charge termination control to prolong the service life of the battery. The battery discharge regulator (BDR) performs discharge control on the battery to ensure the stability of the bus voltage during the ground shadow period.
The power distribution unit (PDU) realizes the power distribution control function of the loads, as well as detects and controls the power of each load.

**Figure 8.** Working principle of the satellite power system and location of telemetry signals.

In the design phase, domain experts and design engineers use the multi-domain unified modeling language Modelica to build the satellite power system model. Following the modeling principles of layering and encapsulation, the hierarchical structure of the model facilitates the close cooperation between experts in different disciplines and the handling of system complexity in the modeling process. In the subsequent system development process, the system model is repeatedly calibrated with the historical data and experimental data to ensure the high fidelity of the model.

The established multi-domain integrated power system model consists of the environment model, the SA model, the battery model, the SR model, the battery BCR model, the BDR model, the PDU model, the filter model, the cable model, and the load models, as shown in Figure 9. The detailed modeling of each model is a daunting task but is not necessary. Therefore, it is essential to make the necessary abstraction and simplification of part of the models. Taking the lithium-ion battery as an example, the traditional electrochemical reaction model and the experimental data fitting model are combined to establish a charge and discharge model of the battery.

**Figure 9.** Multi-domain integrated power system model.

The equivalent circuit shown in Figure 10a is used to model the battery characteristics [39,40]. Therein, the combination of the resistor $R$ and the capacitor $C$ in parallel can reflect the dynamic characteristics of the battery; the resistor $R_0$ can reflect the battery’s resistance property; the resistor $R_L$ connected in parallel at the output terminal reflects the self-discharge characteristics of the battery; the...
The effect of temperature on battery performance is reflected in the relationship between resistance and capacitance with temperature.

Figure 10. (a) Calculation model of equivalent circuit for a lithium-ion battery. (b) Actual $V_{oc} - SOC$ curve of a lithium-ion battery.

Here, the state of charge (SOC) is:

$$SOC = \int \frac{i \, dt}{Q}$$

where $Q$ is the battery capacity. When the battery is fully charged, $SOC = 1$.

Additionally, the relationship between the SOC and the output voltage is fitted according to the experimental $V_{oc} - SOC$ curve (see Figure 10b),

$$V_{oc} = f(SOC)$$

Besides, the number of charge-discharge cycles is

$$Cycle = \left\lfloor Cycle_{int} + \frac{\int i \, dt}{2Q} \right\rfloor$$

5.2.2. Data Interaction Mapping Strategy

The virtual model and the real power system maintain a one-to-one correspondence on each component node, so the parsed telemetry data on each node can be matched with the corresponding virtual data according to the data-mapping dictionary. Figure 11 shows the data-mapping dictionary described by the XML file, where the telemetry code, device number, variable name, data type, physical device, range of values, and corresponding model parameter information for each physical parameter are recorded.

According to the operation monitoring in Section 3, the real-time interaction between the virtual model and the actual power system is established based on the mapping relationship of the twin data. Then, in the virtual world, the on-orbit operation state of the satellite power system can be visually displayed, as shown in Figure 7.
5.2.3. Fault Diagnosis

Regarding the power system, we mainly monitor the ten kinds of telemetry data shown in Table 2. All the measurement positions are marked in Figure 8. Therein, the battery capacity and the state of charge are not telemetry data but converted data. Therefore, the state of the real satellite power system is represented by these 10 parameters as:

\[ X = (I_{sa}, I_{sr}, U_b, I_b, Q, S, SOC, D, U_0, I_0) \]  (7)

Table 2. Telemetry data information of satellite power system.

| ID | Parameter | Rated Range | Data Type | Unit | Description |
|----|-----------|-------------|-----------|------|-------------|
| 1  | \(I_{sa}\) | 0–60 | Continuous | A | Output current of solar array |
| 2  | \(I_{sr}\) | 0–5.5 | Continuous | A | Shunt current |
| 3  | \(U_b\) | 23.1–28.7 | Continuous | V | Battery voltage |
| 4  | \(I_b\) | 0–60 | Continuous | A | Battery current |
| 5  | \(Q\) | 0–95 | Continuous | Ah | Battery capacity |
| 6  | \(S\) | [−1 0 1] | Discrete | - | Status word, 1 is charging, 0 is not working and −1 is discharging |
| 7  | SOC | 0–1 | Continuous | - | State of charge |
| 8  | \(D\) | 0–1 | Continuous | - | Duty cycle of BDR |
| 9  | \(U_0\) | 28.5–30.5 | Continuous | V | Bus voltage |
| 10 | \(I_0\) | 0–60 | Continuous | A | Bus current |

The virtual state generated by the power system model corresponding to the physical state is represented as:

\[ Y = (VI_{sa}, Vl_{sr}, \overline{VI_{l}}, VI_{b}, VQ, VS, VSOC, \overline{VD}, \overline{VU_0}, \overline{Vl}) \]  (8)

The value of \(||X - Y||\) is calculated according to Equation (3). If \(||X - Y|| \geq T_p\), it indicates that the satellite power system has an abrupt fault. A decision tree based on the ID3 algorithm is used for fault identification. The decision tree is a kind of classification and prediction method with the characteristics of a simple structure, few model parameters, low computational complexity, and high decision-making efficiency, which is suitable for the integrated
The scenario of physical entities and virtual models [41,42]. The ID3 algorithm based on information entropy and information gain measures the attribute with the smallest information entropy as the classification attribute, and the branches of the decision tree are recursively expanded until the decision tree is constructed.

The concept of information entropy refers to the degree of confusion in the information. The higher the uncertainty of the variable, the larger the value of entropy $I(S)$,

$$I(S) = -\sum_{i=1}^{n} p(u_i) \log_2 p(u_i)$$

where $p(u_i)$ is the probability that category $u_i$ appears in sample.

Information gain $Gain(S, A)$ refers to the change in entropy after partitioning.

$$Gain(S, A) = -\sum_{V \in Value(A)} \frac{|S_V|}{|S|} I(S_V)$$

where $A$ is the sample attribute and $Value(A)$ is the set of values of attribute $A$. $V$ is one of the attribute values of $A$, and $S_V$ is a sample set where the value of attribute $A$ in sample $S$ is $V$.

Based on the principle of information entropy, the fault identification of the satellite power system is performed through the decision tree, as shown in Figure 12a.

1. The direct telemetry data \(\{I_{sa}, I_{sr}, U_b, I_b, S, D, U_0, I_0\}\) are selected as the feature parameters to facilitate real-time comparison between the physical data and virtual data. The corresponding relationship between the ten typical failure modes and feature parameters is obtained, as shown in Table 3.

2. The information gain of each attribute is calculated, and the decision tree branch is constructed with the maximum attribute of the gain as the root node. Then, the information gain of the new root node attribute is calculated, and the loop is repeated in turn until the decision tree cannot be divided again.

3. The fault identification rules for the satellite power system can be extracted from the partitioned decision tree (Figure 12b). The classification rules are expressed using if-else, such as if “$I_b$ is consistent” and “$I_0$ is consistent” and $U_b$ is consistent and “$I_{sa}$ becomes smaller”, then “the failure mode is F1.”

4. The extracted rules are applied to the actual fault classification and identification. In the process of fault identification, the simulation results in the virtual world represent the expected state of the system [43], so the digital twins can visually reflect the dynamic changes of the satellite power system in orbit, thus supporting online fault identification based on classification rules.
In-orbit satellite energy management in the ground environment aims to achieve predictive energy management and scheduling strategies. The total amount of energy that a satellite power system can provide over a specified period is limited. When the power system is degraded due to external or internal cause, or the load power rises beyond the power budget due to potential failure, the SGPM platform determines the power supply capacity of the power system and the power demand of the

### Table 3. Relationship between feature parameters and failure modes.

| ID | Failure Modes                                                                 | $I_{sa}$ | $I_{sr}$ | $I_b$ | $I_p$ | $D$ | $U_b$ | $I_0$ |
|----|-------------------------------------------------------------------------------|----------|----------|-------|-------|-----|-------|-------|
| F1 | The performance of the solar array degrades, but it can still meet the charging requirements of the battery pack. | ↓        | ↓        | ↔     | ↔     | ↔   | ↔     | ↔     |
| F2 | The performance of the solar array degrades, and cannot meet the charging requirements of the battery pack. | ↓        | ↓        | ↓     | ↔     | ↑   | ↔     | ↓     |
| F3 | The solar array’s directional drive mechanism is stuck. | ↓        | ↓        | ↓     | ↑     | ↔   | ↑     | ↓     |
| F4 | The SR does not shunt. | ↔        | ↓        | ↔     | ↔     | ↑   | ↓     | ↑     |
| F5 | The regulator of the power supply array continues to shunt. | ↔        | ↑        | ↔     | ↔     | ↑   | ↓     | ↓     |
| F6 | The regulator of the charging array continues to shunt. | ↔        | ↑        | ↔     | ↓     | ↔   | ↑     | ↓     |
| F7 | The battery is short-circuited during discharge. | ↔        | ↔        | ↓     | ↓     | ↑   | ↔     | ↔     |
| F8 | The battery is short-circuited during constant current charging. | ↔        | ↔        | ↓     | ↔     | ↔   | ↑     | ↔     |
| F9 | The battery is short-circuited during constant voltage charging. | ↔        | ↓        | ↑     | ↔     | ↔   | ↔     | ↔     |
| F10 | The internal resistance of the battery rises. | ↔        | ↔        | ↓     | ↑     | ↑   | ↔     | ↔     |
| N0 | Normal | ↔        | ↔        | ↔     | ↔     | ↔   | ↔     | ↔     |

$\downarrow$ indicates that the feature parameter is smaller than the result in the normal state, $\uparrow$ indicates that the feature parameter is larger than the result in the normal state, and ↔ indicates that the feature parameter is consistent with the result in the normal state.

#### 5.2.4. Maintenance Decision Making

In-orbit satellite energy management in the ground environment aims to achieve predictive energy management and scheduling strategies. The total amount of energy that a satellite power system can provide over a specified period is limited. When the power system is degraded due to external or internal cause, or the load power rises beyond the power budget due to potential failure, the SGPM platform determines the power supply capacity of the power system and the power demand of the
loads according to the telemetry data. The power supply to the loads is dynamically scheduled and used to complete the primary mission and ensure the safety of the power system.

The loading or unloading management for the payload system is based on the load priority. According to the required power, the energy management priorities of main flight states can be divided into nine task levels, as shown in Table 4.

Table 4. Example of electrical mission management priorities in satellite flight.

| Flight Area                 | Task Priority | Flight Mission           | Required Power |
|-----------------------------|---------------|--------------------------|----------------|
| Restricted power supply area| 01            | Telemetry and remote control | P1             |
|                             | 02            | Data management          | P2             |
|                             | 03            | Attitude control         | P3             |
|                             | 04            | Thermal management       | P4             |
|                             | 05            | Satellite pendulum       | P5             |
|                             | 06            | Data record              | P6             |
|                             | 07            | Real-time transmission   | P7             |
|                             | 08            | Recording while placing  | P8             |
|                             | 09            | Environment monitoring   | P9             |

The SGPM platform is capable of monitoring the power usage state in real-time, analyzing and predicting the power usage changes during the flight cycle. When the power supply capacity decreases (failure or performance degradation), the power link is reconstructed. According to the load priority, the load is cut off or the task energy level is lowered in order from low priority to high priority, which adapts the power consumption of the load to the power supply.

When the power supply capacity exceeds the requirements for the current load usage and the battery charging, other loads can be appropriately added to complete more missions. The loading command is not sent directly from the ground control station. Instead, before that, the energy balance analysis is performed on the virtual model to determine whether the power system can meet the power requirements of the loading devices. Then, the order of power-on and power-off operations of each device is determined according to the load priority.

5.3. Comparative Experiments and Analysis

The actual satellites in orbit have limited fault types and fault data, so various types of faults are injected into the prototype satellite used for ground testing. The prototype satellite follows the same data communication methods and protocols as the actual satellites in orbit, and the ground control station can receive its normal and faulty operating data. Then, 90 sets of test data are artificially sent from the ground control station to the SGPM platform, of which 10 for the solar array performance degradation (i.e., F1 and F2 in Table 3), 5 for the SR non-shunt (i.e., F4 in Table 3), 10 for SR continuous shunt (i.e., F5 and F6 in Table 3), 15 for battery short circuit (i.e., F7, F8, and F9 in Table 3) and 5 for the battery increased internal resistance (i.e., F10 in Table 3), and 45 sets for normal conditions were used (i.e., N0 in Table 3). Besides, some conventional fault diagnosis methods for satellite power systems, including clustering algorithms [4], SVM [7], and KPCA [12], are compared with digital twin-driven methods to validate the advantages. The telemetry data set D8000*45 from the ground control station is used to train and test these methods, where 8000 is composed of 4000 normal data sampling points and 4000 fault data sampling points. Then, this telemetry data set is divided into training subsets and test subsets. The training subset contains 3000 samples of five parameters (in Table 3), which are used to develop the prognosis and diagnosis algorithms offline. The test subset includes normal samples and fault samples after fault injection.

Referring to the performance evaluation pattern of disease diagnosis [44], we focus on the three concepts of accuracy (ACC), specificity (SPE), and sensitivity (SEN) in the context of the selected fault
diagnosis methods. These concepts are described in several terms, namely true fault (TF), true normal (TN), false fault (FF), and false normal (FN). The relationship between them is shown in Table 5.

\[
SEN = \frac{TF}{TF + FN} \quad (12) \\
SPE = \frac{TN}{TN + FF} \quad (13) \\
ACC = \frac{(TN + TF)}{(TN + TF + FN + FF)} \quad (14)
\]

Table 5. Relationships between the four terms.

| Results of Diagnostic Tests | Reference Standard or ‘Truth’ |
|----------------------------|-------------------------------|
| Fault                      | TF                            |
| Normal                     | FN                            |
| FF                         | TN                            |

Therein, the SEN is the proportion of true faults that are correctly identified by a diagnostic test, which shows the performance of diagnostic methods in detecting faults. It embodies the chance of not missing a diagnosis. The SPE is the proportion of true normal that are correctly identified by a diagnostic test, which shows how well the diagnostic methods perform in identifying normal conditions. It reflects the chance of not being misdiagnosed. The ACC refers to the proportion of true results in the overall test results, which measures the degree of veracity of the diagnostic results. It is a comprehensive reflection of misdiagnosis and missed diagnosis.

As shown in Table 6, the performance of digital twin-driven FD-HM is affected by pre-defined threshold \( T_p \). When \( T_p \) is set to 4%, the digital twin is too sensitive to the telemetry data. The operation monitoring module cannot accurately determine the signal change trend due to the fluctuations in the telemetry data, so the diagnosis results are easily misjudged (SPE = 84.44%) and missed (SEN = 82.22%). When \( T_p \) is set to 9%, the operation monitoring module becomes relatively sluggish so that misdiagnosis can be effectively avoided (SPE = 97.78%), but the rate of missed diagnosis is still high (SEN = 77.78%). Therefore, an appropriate balance needs to be struck between the SPE and the SEN. When \( T_p \) is set to 6%, the operation monitoring module can not only effectively avoid the interference of telemetry data fluctuations but also detect anomalies in time (SEN = 91.11%). Additionally, because of the false alarm discrimination, the digital twin can effectively avoid misdiagnosis (SPE = 95.56%).

Table 6. Evaluation results of various methods.

| Metric | Digital Twin-Driven FD-HM | Clustering | KPCA | SVM |
|--------|---------------------------|------------|------|-----|
|        | \( T_p = 4\% \)         | \( T_p = 6\% \) | \( T_p = 9\% \) |     |     |
| SEN    | 82.22%                    | 91.11%     | 77.78% | 80.85% | 84.09% | 86.67% |
| ACC    | 83.33%                    | 93.33%     | 87.78% | 84.78% | 87.91% | 90.11% |
| SPE    | 84.44%                    | 95.56%     | 97.78% | 88.89% | 91.49% | 93.48% |

Besides, compared with other fault diagnosis methods, the performance of the digital twin-driven FD-HM approach (when \( T_p = 6\% \)) is better. The advantages of the digital twin approach mainly lie in its deep integration of virtual and physical. Under the precondition of keeping the physical and virtual satellite systems consistent, the constructed digital twin can fuse signals from different sources (simulation data, historical data, and real data) for diagnosis. Admittedly, the more knowledge and information are consolidated, the more effective and reliable the diagnosis will be. However, data-driven methods rely heavily on historical data. As the telemetry signals are easily disturbed by unknown factors in the harsh space flight environment, the accuracy of data-driven approaches can be affected easily. These same conclusions can be drawn from Figure 13.
6. Discussion

In the present study, we innovatively apply the digital twin to the FD-HM of the satellite system. The digital twin is a framework of physical-virtual convergence. In this framework, we make these attempts: (1) following the principles of layering and encapsulation to develop the multi-domain integrated system model to contend with the complexity of the satellite systems; (2) building the data interaction mapping strategy between real-time telemetry data and model data to achieve data fusion; (3) based on the fused data, an appropriate fault diagnosis algorithm and maintenance strategies are provided.

Through the case study and comparative experiments in a previous section, the effectiveness of the proposed method is proved, and the following conclusions can be drawn.

1. The proposed method helps to improve the accuracy and reliability of fault diagnosis. The proposed method helps to improve the accuracy and reliability of fault diagnosis. However, the digital twin can integrate multi-source data and can use data analysis to mine out more potential value. Moreover, the digital twin can update the model in real-time according to the change of the satellite state to ensure the consistency of the physical entity and the virtual model, thus reducing the misdiagnosis rate. Besides, the false alarm discrimination function helps avoid interference. As a result, the digital twin-driven FD-HM performance is improved.

2. The interpretability and expressibility of the FD-HM have been greatly enhanced. The data-driven methods have little interpretability and expressibility. Based on the data interaction mapping strategy, the virtual model is synchronized with the physical entity and can be updated in real-time to track the dynamic changes of the orbiting satellite. The virtual model objectively becomes a dynamic mirror image of the satellite in the virtual space. This means that we can intuitively view the operating status and fault information of the satellites in orbit in the virtual space, as shown in Figure 7.

3. The proposed method contributes to a more reliable maintenance strategy. General maintenance methods are often passive rather than active, based on heuristic experience and worst-case scenarios. Maintenance decisions under the digital twin framework are driven by high-fidelity virtual models instead of predefined algorithms, which will lead to more reasonable maintenance
strategies, so the satellite power system can better adapt to dynamic task scheduling and unknown environmental changes.

However, there are still several issues to be addressed in future work.

1. The first challenge is a better way to set the pre-defined threshold $T_p$. According to the above case study, the efficiency of the proposed fault diagnosis approach depends on the fidelity of the model and the selection of the threshold. The high-fidelity models help to measure the performance and state of the satellite systems more accurately. The optimal set of the threshold helps to reduce the risk of diagnosis to avoid misdiagnosis and missed diagnosis.

2. The second challenge is to build a more comprehensive digital twin for the satellite’s operation and maintenance. The primary function of the digital twin drive is to help the system get the optimal performance and reduce future operational losses [45]. However, the far-reaching significance is that the digital twin can continue to accumulate the knowledge of satellite systems during operation and maintenance, which can enhance the service process as well as improve the design of next-generation systems.

3. Finally, we hope to incorporate more mature machine learning algorithms [46] into the proposed digital twin framework and extend the method to other satellite systems.

7. Conclusions

In this paper, we present a digital twin-driven FD-HM approach for satellite systems. The general idea is to construct a physical–virtual convergence digital twin system to integrate simulation data, real telemetry data, and fused data, and realize the real-time monitoring as well as the maintenance of the on-orbit satellites using data-driven and model-based algorithms.

The present research results theoretically provide a clear and executable digital twin framework for the FD-HM of satellite systems. With the deep integration of the physical and virtual spaces, the digital twin is the de facto status indicator for the satellite, which supports on-orbit operation and maintenance with integrated algorithms in the ground environment. Additionally, as more knowledge and information are merged, the digital twin-driven FD-HI is more effective and reliable. In addition, digital twins greatly enhance the interpretability and expressibility of the diagnostic results.

The present research also has application value, as a digital twin-based space-ground power management platform has been developed. On the platform, the real-time state of the satellite power system can be visually monitored and recorded without substantial manual intervention by the operators. Besides, the data-driven algorithms are provided to implement the fault diagnosis and maintenance decisions. Therefore, it can be foreseen that this digital twin-based approach is also applicable to other satellite subsystems and even whole satellite systems.

As part of ongoing and future work, we plan to study how to better set the interpretation threshold and select feature parameters. Moreover, the realization of the high-fidelity models is a research problem that requires continuous investment.
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