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Abstract—In this paper, we consider the decentralized dynamic optimization problem defined over a multi-agent network. Each agent possesses a time-varying local objective function, and all agents aim to collaboratively track the drifting global optimal solution that minimizes the summation of all local objective functions. The decentralized dynamic optimization problem can be solved by primal or primal-dual methods, and when the problem degenerates to be static, it has been proved in literature that primal-dual methods are superior to primal ones. This motivates us to ask: are primal-dual methods necessarily better than primal ones in decentralized dynamic optimization?

To answer this question, we investigate and compare convergence properties of the primal method, diffusion, and the primal-dual approach, decentralized gradient tracking (DGT). Theoretical analysis reveals that diffusion can outperform DGT in certain dynamic settings. We find that DGT and diffusion are significantly affected by the drifts and the magnitudes of optimal gradients, respectively. In addition, we show that DGT is more sensitive to the network topology, and a badly-connected network can greatly deteriorate its convergence performance. These conclusions provide guidelines on how to choose proper dynamic algorithms in various application scenarios. Numerical experiments are constructed to validate the theoretical analysis.

Index Terms—Decentralized dynamic optimization, diffusion, decentralized gradient tracking (DGT)

I. INTRODUCTION

Consider a bidirectionally connected network consisting of \( n \) agents. At every time \( k \), these agents collaboratively solve a decentralized dynamic optimization problem in the form of

\[
\min_{\bar{x} \in \mathbb{R}^d} \sum_{i=1}^{n} f^k_i(\bar{x}).
\]

(1)

Here, \( f^k_i : \mathbb{R}^d \rightarrow \mathbb{R} \) is a convex and smooth local objective function which is only available to agent \( i \) at time \( k \). The optimization variable \( \bar{x} \in \mathbb{R}^d \) is common to all agents, and \( \hat{x}^k \in \mathbb{R}^d \) is the optimal solution to (1) at time \( k \). Our goal is to find \( \hat{x}^k \) at every time \( k \). Problems in the form of (1) arise in decentralized multi-agent systems whose tasks are time-varying. Typical applications include adaptive parameter estimation in wireless sensor networks [1], decentralized decision-making in dynamic environments [2], moving-target tracking in multi-agent systems [3], dynamic resource allocation in communication networks [4], and flow control in real-time power systems [5], etc. For more applications in decentralized optimization and learning with streaming information, readers are referred to the recent survey paper [6].

When the functions \( f^k_i(\bar{x}) \equiv f_i(\bar{x}) \), i.e., they remain unchanged for all times \( k \), problem (1) reduces to the decentralized static deterministic optimization problem which can be solved by various decentralized methods. There are extensive research works on decentralized algorithms when the true functions \( f_i(x) \) (or their first-order and second-order information) are fixed and available at all times. In the primal domain, first-order methods such as diffusion [7], [8], decentralized gradient descent [9], [10] and dual averaging [11] are effective and easy to implement. Decentralized second-order methods [12], [13] are also able to solve the static problem. However, these primal methods have to employ decaying step-sizes to reach exact convergence to the optimal solution; when constant step-sizes are employed, they will converge to a neighborhood around the optimal solution [7]–[13]. Another family of decentralized algorithms operate in the primal-dual domain, such as those based on the alternating direction method of multipliers (ADMM) [14]–[16]. By treating the problem from both the primal and dual domains, decentralized ADMM is shown to be able to converge linearly to the exact optimal solution [16], eliminating the limiting bias suffered by the primal methods. However, decentralized ADMM are computationally expensive since it requires each agent to solve a sub-problem at each time. The first-order variants of decentralized ADMM [17], [18] can alleviate the computational burden by linearizing the local objective functions. Within the family of decentralized primal-dual methods, there are also many approaches that do not explicitly introduce dual variables but can still achieve fast and exact convergence to the optimal solution. These methods include EXTRA [19], exact diffusion [20], NIDS [21], and decentralized gradient tracking (DGT) [22]–[26], which have the same computational complexity as the first-order primal methods, but can converge much faster. With all the above results, it is well recognized that the primal-dual methods are superior to the primal ones for decentralized static deterministic optimization.

As to another scenario \( f^k_i(\bar{x}) \equiv E Q(\bar{x}; \xi_i) \) where \( Q(\bar{x}, \xi_i) \) is the loss function associated with the optimization variable \( \bar{x} \) and the random variable \( \xi_i \), (1) reduces to the decentralized static stochastic optimization problem. This formulation is common in decentralized learning applications, where \( \xi_i \) represents one or a mini-batch of random data samples at agent \( i \). Since the true functions \( E Q(\bar{x}; \xi_i) \) (or their first-
order and second-order information) are generally unavailable, one has to use their stochastic approximations in algorithm design. Under this setting, it has been proved in [27] that the primal method diffusion has a wider stability range and better mean-square-error performance than the primal-dual methods such as Arrow-Hurwicz and augmented Lagrangian. However, recent results still come out to endorse the superiority of the primal-dual methods to primal ones. By removing the intrinsic data variance suffered by stochastic diffusion, a primal-dual algorithm called exact diffusion is proved to converge with much smaller mean-square error in the steady state [28], [29]. Moreover, [29] also indicates that the advantage of exact diffusion over stochastic diffusion becomes more evident when the network topology is badly-connected. Similar results can be found in [30], [31], showing that DGT outperforms diffusion in the context of decentralized static stochastic optimization.

While the primal-dual approaches transcend the primal ones in the static deterministic and stochastic problems, to the best of our knowledge, there is no existing work on how these two families of algorithms are compared for the dynamic problem. Since the dynamic problem (1) can be regarded as a sequence of static ones, can we expect the same conclusion, i.e., the primal-dual methods are superior to the primal ones, in the dynamic scenario? If not, can we clarify conditions under which we should employ the primal methods rather than the primal-dual methods, or vice versa?

Although various primal and primal-dual decentralized dynamic algorithms have been studied in literature, the above questions still remain open with no clear answers. In the primal domain, decentralized dynamic first-order methods proposed in [32]–[34] can track the dynamic optimal solution \( \tilde{x}^k \) with bounded steady-state tracking error when a proper step-size is chosen. Prediction-correction schemes using second-order information are employed in [35] to improve the tracking performance. Primal-dual methods, such as decentralized dynamic ADMM, have also been studied. It is proved that when both \( \tilde{x}^k \) and \( \nabla f_i(\tilde{x}^k) \) drift slowly, the decentralized dynamic ADMM is also able to track the dynamic optimal solution [36]. Other primal-dual methods such as those in [37], [38] reach similar conclusions. Note that all these papers study the primal or primal-dual methods separately and there are no explicit theoretical results on how they compare against each other. It is also difficult to directly compare these algorithms by their bounds of tracking errors shown in [32]–[38] since these bounds are derived under different assumptions, and the effects of some important factors such as the network topology are not adequately investigated.

This paper studies and compares the performance of two classical gradient-based methods for decentralized dynamic optimization: one is diffusion and the other is DGT, which are popular primal and primal-dual methods, respectively. We establish their convergence properties and show how the drift of optimal solution \( \tilde{x}^k \), the drift of optimal gradient \( \nabla f_i(\tilde{x}^k) \), and the magnitude of optimal gradient \( \nabla f_i(\tilde{x}^k) \) affect the steady-state tracking performance of both algorithms. In particular, we also explicitly show the influence of network topology on both diffusion and DGT, which, to the best of our knowledge, is the first result to reveal how the network topology affects the steady-state tracking error in decentralized dynamic optimization. With the derived bounds of steady-state tracking errors, we find primal methods can outperform primal-dual ones and identify conditions under which one family is superior to the other. This sheds lights on how to choose between the primal and primal-dual methods in different decentralized dynamic optimization scenarios.

### A. Main results

To be specific, we will prove in Section III that with a proper step-size \( \alpha = O(1 - \beta) \) where \( \beta \in (0, 1) \) measures the connectivity of network topology, diffusion converges exponentially fast to a neighborhood around the dynamic optimal solution \( \tilde{x}^k \). The steady-state tracking error of diffusion can be characterized as

\[
\text{diffusion: } \limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} \| x_i^k - \tilde{x}^k \|_2^2 \right)^{\frac{1}{2}} = O \left( \frac{\Delta_x}{1 - \beta} \right) + O(\beta D),
\]

where constant \( \Delta_x \) measures the drifting rate of \( \tilde{x}^k \), and constant \( D \) is the upper bound of optimal gradients, i.e., \( \| \nabla f_i(\tilde{x}^k) \| \leq D, \forall i \). When \( \Delta_x = 0 \) which corresponds to the scenario of static deterministic optimization, the steady-state performance in (2) reduces to that of static deterministic diffusion [7], [8], [39].

In contrast, we will show in Section IV that DGT also converges exponentially fast to a neighborhood around \( \tilde{x}^k \), albeit with a smaller step-size \( \alpha = O((1 - \beta)^2) \). The steady-state tracking error of DGT can be characterized as

\[
\text{DGT: } \limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} \| x_i^k - \tilde{x}^k \|_2^2 \right)^{\frac{1}{2}} = O \left( \frac{\Delta_x}{(1 - \beta)^2} \right) + O(\beta \Delta_g),
\]

where constant \( \Delta_g \) measures the drifting rate of optimal gradients \( \nabla f_i(\tilde{x}^k), \forall i \). When \( \Delta_x = 0 \) and \( \Delta_g = 0 \) which corresponds to the scenario of static deterministic optimization, (3) implies that DGT will converge exactly, which is consistent with the performance of static deterministic DGT [22]–[25].

Comparing (2) and (3), we observe that while DGT removes the effect of the optimal gradients’ upper bound \( D \), it incurs a new error related to its drifting rate \( \Delta_g \). This result is different from the static (both deterministic and stochastic) scenario in which the primal-dual approaches completely eliminate the limiting errors suffered by primal methods without introducing any new bias. Further, a badly-connected network with \( \beta \) close to 1 has larger negative effect on DGT than on diffusion. This conclusion is also in contrast to the static stochastic scenario where the primal approaches are more affected by a badly-connected topology than the primal-dual ones. With (2) and (3), it is evident that whether diffusion or DGT performs better highly depends on the values of \( \Delta_x, \Delta_g, \beta \) and \( D \). The primal approaches can therefore outperform the primal-dual ones in certain scenarios of decentralized dynamic optimization.
The bounds of steady-state tracking errors given in (2) and (3), which we summarize in Table I, provide guidelines on how to choose between primal and primal-dual methods in different applications. In the numerical experiments, we will design several delicate examples, in which the quantities $\Delta_\epsilon$, $\Delta_g$, $D$, and $\beta$ are controlled, to validate the derived bounds.

### B. Other related works

Dynamic optimization can also be used to formulate the online learning problem, which aims at minimizing a long-term objective in an online manner. For example, the work of [40] studies the decentralized online classification problem with non-stationary data samples and establishes the convergence property of online diffusion that is similar to the one we derive for dynamic diffusion in Section III. However, it is assumed in [40] that the objective functions are twice-differentiable and that the time-varying optimal solution $\hat{x}^{k*}$ follows a random walk drifting pattern, which are more stringent than the assumptions in this paper. Also, the bound of steady-state tracking error established in [40] cannot reflect the influence of network topology.

There are some recent primal algorithms that can reach exact convergence for decentralized static optimization by conducting an adaptively increasing number of communication steps per time; see [41] and [42]. However, these methods are not suitable for the dynamic problem, since the introduced multiple inner communication rounds will weaken or even turn off the tracking or adaptation abilities if the dynamic optimal solution changes drastically.

### C. Notations

For a vector $a$, $\|a\|$ stands for the $\ell_2$-norm of $a$. For a matrix $A$, $\|A\|$ and $\rho(A)$ stand for the Frobenius and spectral norms of $A$, respectively. We say $A$ is stable if $\rho(A) < 1$. $I_{n} \in \mathbb{R}^{n}$ is the vector with all ones and $I_d \in \mathbb{R}^{d \times d}$ is the identity matrix.

### II. Algorithm Review and Assumptions

Consider a bidirectionally connected network of $n$ agents which can communicate with their neighbors. These agents cooperatively solve the decentralized dynamic optimization problem in the form of (1), with the dynamic versions of diffusion and DGT.

Let $W \in \mathbb{R}^{n \times n}$ be a doubly stochastic matrix, i.e., $W \succeq 0$, $W 1_n = 1_n$ and $W^T 1_n = 1_n$. Note that $W$ can be non-symmetric. The $(i,j)$-th element $W_{ij}$ is the weight to scale information flowing from agent $j$ to agent $i$. If agents $i$ and $j$ are not neighbors then $W_{ij} = 0$, and if they are neighbors or identical then the weight $W_{ij} \geq 0$. Furthermore, we define $N_i$ as the set of neighbors of agent $i$ which also includes agent $i$ itself. The diffusion method [7], [8], [39] can be used to solve (1) as follows. At time $k+1$, each agent $i$ will conduct

$$x_i^{k+1} = \sum_{j \in N_i} W_{ij}(x_j^k - \alpha \nabla f_i^{k+1}(x_i^k)),$$

in parallel, where $x_i$ is the local variable kept by agent $i$. We employ a constant step-size $\alpha$ to keep track of the dynamics of time-varying objective functions. Since $W_{ij} > 0$ holds only for connected agents $i$ and $j$, recursion (4) can be implemented in a decentralized manner. The diffusion updates are listed in Algorithm 1. It is expected that each local variable $x_i^k$ will track the dynamic optimal solution $\hat{x}^{k*}$.

**Algorithm 1 Dynamic diffusion**

**Input:** Initialize $x_i^0 \in \mathbb{R}^d$, $\forall i$; set $\alpha > 0$.

1. for $k = 0, 1, \cdots$, every agent $i = 1, \cdots, n$ do
2. Observe $f_i^k$ and compute $\phi_i^{k+1} = x_i^k - \alpha \nabla f_i^{k+1}(x_i^k)$
3. Spread $\phi_i^{k+1}$ to and collect $\phi_j^{k+1}$ from neighbors
4. Update local iterate $x_i^{k+1} = \sum_{j \in N_i} W_{ij}\phi_j^{k+1}$
5. end for

When $f_i^k$ is exactly known and remains unchanged across time, recursion (4) reduces to static deterministic diffusion. It has been known that static deterministic diffusion cannot converge exactly to the optimal solution with a constant step-size. Instead, it will converge to a neighborhood around the optimal solution [7]–[10], [39]. To correct such a steady-state error, one can refer to DGT [22]–[25]. To solve the decentralized static problem, DGT employs a dynamic average consensus method [43] to estimate the global gradient and hence removes the limiting bias. Now we adapt it to solve the dynamic problem (1). In the initialization stage, we let $y_i^0 := \nabla f_i^0(x_i^0)$. At time $k+1$, each agent $i$ will conduct

$$x_i^{k+1} = \sum_{j \in N_i} W_{ij}(x_j^k - \alpha y_j^k),$$

$$y_i^{k+1} = \sum_{j \in N_i} W_{ij}y_j^k + \nabla f_i^{k+1}(x_i^{k+1}) - \nabla f_i^k(x_i^k).$$

In the above recursion, (6) is called gradient tracking and enables $y_i^k$ to approximate the global gradient asymptotically. The DGT method is listed in Algorithm 2.

We next introduce some notations and common assumptions to facilitate the convergence analysis of dynamic diffusion and DGT. Let $G(V, E)$ denote the network where $V$ is the set of all nodes and $E$ is the set of all edges. Define $\mathbf{x} := [x_1; \cdots; x_n] \in \mathbb{R}^{nd}$ be a stack of $x_i \in \mathbb{R}^d$ for $i = 1, \cdots, n$, and $\mathbf{z}^{k*} := [z^{k*}_1; \cdots; z^{k*}_n] \in \mathbb{R}^{nd}$ be a stack of $z^{k*} \in \mathbb{R}^d$. Also define

$$F^k(\mathbf{x}) := \sum_{i=1}^{n} f_i^k(x_i).$$

Furthermore, we let $\mathbf{W} := \mathbf{W} \otimes I_d \in \mathbb{R}^{nd \times nd}$ where “$\otimes$” indicates the Kronecker product. The following three assumptions are standard in literature.

| Scenario | Tracking Error Bound of Diffusion | Tracking Error Bound of DGT | Better Algorithm |
|----------|----------------------------------|----------------------------|-----------------|
| $\Delta_\epsilon \gg D$, $\Delta_g \gg D$ | $O(\frac{\Delta_\epsilon}{(1+\beta)^2})$ | $O(\Delta_\epsilon)$ | diffusion |
| $\Delta_\epsilon \ll D$, $\Delta_g \ll D < \Delta_\epsilon$ | $O(D)$ | $O(\Delta_g)$ | diffusion |
| $\Delta_\epsilon < D$, $\Delta_g \ll D < \Delta_\epsilon$ | $O(D)$ | $O(\Delta_g)$ | DGT |
Assumption 1 (Weight matrix). The network is strongly connected and the weight matrix $W \in \mathbb{R}^{n \times n}$ satisfies the following conditions

$$W^T I_n = I_n, \quad W I_n = I_n, \quad \text{null}(I - W) = \text{span}(I_n).$$

Sort the magnitudes of $W$’s eigenvalues in a decreasing order $|\lambda_1(W)|, |\lambda_2(W)|, \cdots, |\lambda_n(W)|$. Assumption 1 implies that $1 = |\lambda_1(W)| > |\lambda_2(W)| \geq \cdots \geq |\lambda_n(W)| \geq 0$. In this paper we define $\beta := |\lambda_2(W)|$.

Assumption 2 (Smoothness). Each $f^k_i(\tilde{x})$ is convex and has Lipschitz continuous gradients with constant $L_i^k > 0$, i.e., it holds for any $\tilde{x} \in \mathbb{R}^d$ and $\tilde{y} \in \mathbb{R}^d$

$$\|\nabla f^k_i(\tilde{x}) - \nabla f^k_i(\tilde{y})\| \leq L_i^k \|\tilde{x} - \tilde{y}\|, \quad \forall i \in V, \forall k.$$ (7)

Moreover, we assume $L_i^k \leq L$ for all $i$ and $k$ where $L > 0$ is a constant.

Assumption 3 (Strong convexity). Each $f^k_i(\tilde{x})$ is strongly convex with constant $\mu_i^k > 0$, i.e., it holds for any $\tilde{x} \in \mathbb{R}^d$ and $\tilde{y} \in \mathbb{R}^d$

$$\langle \nabla f^k_i(\tilde{x}) - \nabla f^k_i(\tilde{y}), \tilde{x} - \tilde{y} \rangle \geq \mu_i^k \|\tilde{x} - \tilde{y}\|^2, \quad \forall i \in V, \forall k.$$

Moreover, we assume $\mu_i^k \geq \mu$ for all $i$ and $k$ where $\mu > 0$ is a constant.

The following assumption requires that the drift of the dynamic optimal solution is upper-bounded, i.e., $\tilde{x}^{k+1}$ changes slowly enough. The constant $\Delta_x$ in Assumption 4 characterizes the drifting rate of $\tilde{x}^{k+1}$. Note that we do not assume any specific drifting patterns that $\tilde{x}^{k+1}$ has to follow, which is different from [40] that assumes $\tilde{x}^{k+1}$ to follow a random walk model.

Assumption 4 (Smooth movement of $\tilde{x}^{k+1}$). We assume $\|\tilde{x}^{(k+1)+1} - \tilde{x}^{k+1}\| \leq \Delta_x$ for all times $k = 0, 1, \cdots$ where $\Delta_x > 0$ is a constant.

III. CONVERGENCE ANALYSIS OF DYNAMIC DIFFUSION

In this section we provide convergence analysis for the dynamic diffusion method given in recursion (4). Although there exist results in literature on the convergence of gradient-based dynamic primal methods, these results are either established under more stringent assumptions or ignore the effects of some important influencing factors. We will leave comparisons with the existing results in literature to Remark 3.

To analyze dynamic diffusion, we will assume the time-varying gradient $\nabla f^k_i(\tilde{x}^{k+1})$ at the optimal solution $\tilde{x}^{k+1}$ is upper-bounded for any $i$ and $k$. This assumption is much milder than the one used in many existing works (e.g., [33], [35], [44]) that requires the gradient to have a uniform upper bound at every point $\tilde{x}$, i.e., $\|\nabla f^k_i(\tilde{x})\| \leq D$.

Assumption 5 (Boundedness of $\nabla f^k_i(\tilde{x}^{k+1})$). We assume

$$\frac{1}{\sqrt{n}} \sum_{i=1}^n \|\nabla f^k_i(\tilde{x}^{k+1})\| \leq D \text{ for all times } k = 0, 1, \cdots \text{ where } D > 0 \text{ is a constant}.$$

With the definition of $F(x)$ and $W$ in Section II, we can rewrite the dynamic diffusion recursion (4) as

$$x^{k+1} = W(x^k - \alpha \nabla f^{k+1}(x^k)),$$ (8)

By left-multiplying $\frac{1}{\sqrt{n}} I_T \otimes I_d$ to both sides of (8) and defining $\bar{x} := \frac{1}{n} \sum_{i=1}^n x_i = \frac{1}{\sqrt{n}} I_T \otimes I_d x$, we reach

$$\bar{x}^{k+1} = \bar{x}^k - \frac{\alpha}{n} \sum_{i=1}^n \nabla f^k_i(x^k).$$ (9)

Define $\bar{x}^k := [\bar{x}^k; \cdots; \bar{x}^k] \in \mathbb{R}^{nd}$. Note that recursion (9) can be rewritten as

$$\bar{x}^{k+1} = \bar{x}^k - \frac{\alpha}{n} (I_n \otimes I_T) \nabla F^{k+1}(x^k)$$

$$= \bar{x}^k - \alpha R \nabla F^{k+1}(x^k),$$ (10)

where $R = \frac{1}{n} I_n \otimes I_T$ and $\bar{R} = R \otimes I_d \in \mathbb{R}^{dn \times dn}$. It follows that $|\lambda_1(R)| = 1$ and $|\lambda_2(R)| = \cdots = |\lambda_n(R)| = 0$.

In the following lemmas, we will investigate two distances $\|\tilde{x}^k - \tilde{x}^{k+1}\|$ and $\|\tilde{x}^k - \tilde{x}^k\|$ to facilitate analyzing the convergence of dynamic diffusion. Here $\tilde{x}^k := [\tilde{x}^k; \cdots; \tilde{x}^k] \in \mathbb{R}^{nd}$ as we have defined in Section II.

Lemma 1. Under Assumptions 2–4, if step-size $\alpha \leq \frac{2}{\mu + L}$, it holds that

$$\|\tilde{x}^{k+1} - \tilde{x}^{(k+1)+1}\| \leq \left(1 - \frac{\alpha \mu}{2}\right) \|\tilde{x}^k - \tilde{x}^{k+1}\|$$

$$+ \alpha L \|\tilde{x}^k - \tilde{x}^{k+1}\|$$ (11)

Proof: See Appendix A.

Lemma 2. Under Assumptions 1, 2 and 4, if step-size $\alpha \leq \frac{2}{\mu + L}$, it holds that

$$\|\tilde{x}^{k+1} - \tilde{x}^{k+1}\| \leq \beta \|\tilde{x}^k - \tilde{x}^{k+1}\| + \alpha \beta L \|\tilde{x}^k - \tilde{x}^{k+1}\|$$

$$+ \alpha \beta L \sqrt{\Delta_x} + \alpha \beta \sqrt{\Delta_d}.$$ (12)

Proof: See Appendix B.

With Lemmas 1 and 2, if $\alpha \leq \frac{2}{\mu + L}$, we have

$$\frac{\|\tilde{x}^{k+1} - \tilde{x}^{(k+1)+1}\|}{\|\tilde{x}^k - \tilde{x}^{k+1}\|} \leq \left(1 - \frac{\alpha \mu}{2}\right) \alpha L \beta + \left(1 - \frac{\alpha \mu}{2}\right) \sqrt{\Delta_x} + \alpha \beta \sqrt{\Delta_d}.$$ (13)

In the following lemma, we examine $\rho(A)$, the spectral norm of matrix $A$. With it, we reach the main result in Theorem 1.

Lemma 3. When step-size $\alpha \leq \frac{\mu (1-\beta)}{8 \mu L^2} = O\left(\frac{\mu (1-\beta)}{L^2}\right)$, it holds that $\rho(A) \leq 1 - \frac{3 \alpha \mu}{8} = 1 - O(\mu a) < 1$.

Proof: See Appendix C.
Theorem 1. Under Assumptions 1–5, if step-size $\alpha \leq \frac{\mu(1-\beta)}{10L^2}$, it holds that the variable $x^k$ generated by dynamic diffusion recursion (8) will converge exponentially fast, at rate $\rho(A) = 1 - O(\mu\alpha)$, to a neighborhood around $\bar{x}^\ast$. Moreover, the steady-state tracking error is bounded as

$$\limsup_{k \to \infty} \frac{1}{\sqrt{n}} \|x^k - \bar{x}^\ast\| \leq \left( \frac{4}{\alpha\mu} + \frac{4\beta L}{\mu(1-\beta)} \right) \Delta_x + \frac{6\alpha\beta LD}{\mu(1-\beta)}.$$  

(14)

Proof: See Appendix D.

Remark 1. From inequality (14), we further have

$$\limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^n \|x_i^k - \bar{x}^k\|^2 \right)^{\frac{1}{2}} = O \left( \frac{\Delta_x}{\alpha} + \frac{\beta \Delta_x}{1-\beta} \right) + O \left( \frac{\alpha \beta D}{1-\beta} \right),$$

where we ignore the influences of constants $L$ and $\mu$. This result implies that when the step-size $\alpha$ is sufficiently small, dynamic diffusion cannot effectively track the dynamic optimal solution $x^k$ because of the term $O(\frac{\Delta_x}{\alpha})$, which is consistent with our intuition. On the other hand, when $\alpha$ is too large, the inherent bias term $O(\frac{\alpha \beta D}{1-\beta})$ will dominate and deteriorate the steady-state tracking performance.

Remark 2. If $f_i^k(\bar{x}) \equiv f_i(\bar{x})$ remains unchanged with time, we have $\Delta_x = 0$ and $\frac{1}{\sqrt{n}} \sum_{i=1}^n \|\nabla f_i(\bar{x})\| \leq D$. In this scenario, inequality (14) implies

$$\limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^n \|x_i^k - \bar{x}^k\|^2 \right)^{\frac{1}{2}} = O \left( \frac{\alpha \beta D}{1-\beta} \right),$$

which is consistent with the convergence property for static diffusion, as derived in [7], [8], [39].

Remark 3. We compare the results in (15) with the existing results for gradient-based decentralized dynamic primal algorithms in literature. First, the results in [32], [34], [35], [40], [44], [45] are established for either quadratic or twice-differentiable objective functions. While [33] provides convergence analysis for first-order differentiable objective functions as this work, it has to assume the gradients are uniformly upper-bounded for all iterates. In comparison, we only assume that the optimal gradients are upper-bounded. Second, the bounds of steady-state tracking error derived in some of the existing works ignore the effects of certain influencing factors and are hence less precise. For example, [32]–[35], [44], [45] do not distinguish the dynamics-dependent tracking error $O(\frac{\Delta_x}{\alpha})$ from the intrinsic bias $O(\frac{\alpha \beta D}{1-\beta})$, which exists even for the decentralized static problem. Moreover, the influence of network topology is also ignored in these works.

Remark 4. If the network is fully connected and $W = \frac{1}{n} I^T$, it holds that $\beta = 0$ and hence the bound given in (15) reduces to $\limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^n \|x_i^k - \bar{x}^k\|^2 \right)^{\frac{1}{2}} = O \left( \frac{\Delta_x}{\alpha} \right)$, which matches with the performance of centralized gradient descent for dynamic optimization. However, the bounds of decentralized dynamic gradient descent derived in [32]–[34] are worse than the bound of centralized gradient descent even if $\beta = 0$.

IV. CONVERGENCE ANALYSIS OF DYNAMIC DGT

Decentralized gradient tracking (DGT) is a popular primal-dual approach proposed for decentralized static optimization. In this section we analyze the convergence property of its dynamic variant given in (5)–(6). Instead of assuming the boundedness of $\nabla f_i^k(\bar{x}^k)$ as in Assumption 5, we assume that the movement of $\nabla f_i^k(\bar{x}^k)$ is smooth for dynamic DGT.

Assumption 6 (SMOOTH MOVEMENT OF $\nabla f_i^k(\bar{x}^k)$). We assume $\frac{1}{\sqrt{n}} \sum_{i=1}^n \|\nabla f_i^k(\bar{x}^k) - \nabla f_i^{k+1}(\bar{x}^{k+1})\| \leq \Delta_y$ for all times $k = 0, 1, \ldots$ where $\Delta_y > 0$ is a constant.

We introduce $y := [y_1; \ldots; y_n] \in \mathbb{R}^{nd}$. With the definition of $F(x)$ in Section II, we can rewrite recursion (5)–(6) as

$$x^{k+1} = W(x^k - \alpha y^k),$$

$$y^{k+1} = W y^k + \nabla F^{k+1}(x^{k+1}) - \nabla F^k(x^k),$$

where $y^0 = \nabla F^0(x^0)$. In the following lemmas, we will use three quantities $\|x^k - \bar{x}^k\|$, $\|x^k - \bar{x}^k\|$ and $\|y^k - \bar{y}^k\|$ (where $\bar{y}^k := [\bar{y}_1; \ldots; \bar{y}_n] \in \mathbb{R}^{nd}$ and $\bar{y}^k := \frac{1}{n} \sum_{i=1}^n y_i^k$) to establish the convergence of dynamic DGT recursion (17)–(18). To this end, we recall from Section III that $R = \frac{1}{n} I_{n \times n}$ and $R = R \otimes I_d \in \mathbb{R}^{dn \times dn}$. By left-multiplying $R$ to both sides of recursion (18) we have

$$\bar{y}^{k+1} = \bar{y}^k + R \nabla F^{k+1}(x^{k+1}) - \nabla F^k(x^k).$$

(19)

Since $\bar{y}^0 = \nabla F^0(x^0)$ and hence $\bar{y}^{k} = R \nabla F^k(x^0)$, for $k = 1, 2, \ldots$ we can reach

$$\bar{y}^{k} = R \nabla F^k(x^k).$$

(20)

The following three lemmas characterize the evolution of $\|y^k - \bar{y}^k\|$, $\|x^k - \bar{x}^k\|$ and $\|x^k - \bar{x}^k\|$, respectively.

Lemma 4. Under Assumptions 1, 2, 4 and 6, if step-size $\alpha \leq \frac{1-\beta}{2L}$, it holds that

$$\|y^{k+1} - \bar{y}^{k+1}\| \leq \frac{1+\beta}{2} \|y^{k} - \bar{y}^{k}\| + \frac{5L}{2} \|x^{k} - \bar{x}^{k}\| + 3L \|x^{k} - \bar{x}^{2k}\|^2 + L \sqrt{n} \Delta_x + \sqrt{n} \Delta_y.$$  

(21)

Proof: See Appendix E.

Lemma 5. Under Assumption 1, it holds that

$$\|x^{k+1} - \bar{x}^{k+1}\| \leq \beta \|x^{k} - \bar{x}^{k}\| + \alpha \beta \|y^{k} - \bar{y}^{k}\|.$$  

(22)

Proof: See Appendix F.

Lemma 6. Under Assumptions 1–4, if step-size $\alpha \leq \frac{2}{\mu + L}$ then it follows that

$$\|x^{k+1} - \bar{x}^{(k+1)*}\| \leq \left( 1 - \frac{\alpha \mu}{2L} \right) \|x^{k} - \bar{x}^{k}\| + \alpha L \|x^{k} - \bar{x}^{2k}\|^2 + \frac{1}{2} \sqrt{n} \Delta_x.$$  

(23)

Proof: See Appendix G.

With Lemmas 4, 5 and 6, when $\alpha \leq \min\{\frac{1-\beta}{2L}, \frac{2}{\mu + L}\}$ we reach an inequality as

$$\|x^{k+1} - \bar{x}^{(k+1)*}\| \leq \|x^{k+1} - \bar{x}^{k}\| + \frac{1}{2} \sqrt{n} \Delta_x.$$  

(24)
When step-size \( A \) is sufficiently small, the matrix \( A \) is stable, i.e., \( \rho(A) < 1 \).

**Lemma 7.** When step-size \( \alpha \leq \frac{(1-\beta)^2 c}{L} = O\left(\frac{(1-\beta)^2}{L}\right) \) where \( c \) is a constant independent of \( \beta \), \( \mu \) and \( L \), it holds that \( \rho(A) \leq 1 - \frac{\alpha\mu}{L} = 1 - O(\mu) < 1 \). Moreover, the matrix \( I - A \) is invertible and it follows that

\[
(I - A)^{-1} \leq \frac{8}{(1-\beta)^2 \alpha \mu} \left[ \begin{array}{cc}
\frac{\alpha \mu (1-\beta)}{\alpha^2 \mu L^2} & \frac{6\alpha L^2}{\alpha \mu (1-\beta)} \\
\frac{\alpha \mu L^2}{2 \alpha^2 \mu} & \frac{3\alpha L (1-\beta)}{2(1-\beta)^2}
\end{array} \right] .
\]

**Proof:** See Appendix H.

Finally, we bound the steady-state tracking error of dynamic DGT in the following theorem.

**Theorem 2.** Under Assumptions 1–4 and 6, if step-size \( \alpha \leq \frac{(1-\beta)^2 c}{L} = O\left(\frac{(1-\beta)^2}{L}\right) \) where \( c \) is a constant independent of \( \beta \), \( \mu \) and \( L \), it holds that the variable \( x^k \) generated by the dynamic DGT recursion (17)–(18) will converge exponentially fast, at rate \( \rho(A) = 1 - O(\mu) \), to a neighborhood around \( \hat{x}^k \). Moreover, the steady-state tracking error is bounded as

\[
\limsup_{k \to \infty} \frac{1}{\sqrt{n}} ||x^k - \hat{x}^k|| \leq \left( \frac{4}{\alpha \mu} + \frac{40\beta L}{(1-\beta)^2 \mu} \right) \Delta_x + \frac{16\alpha \beta L}{(1-\beta)^2} \Delta_y .
\]

**Proof:** See Appendix I.

**Remark 5.** From inequality (26), we further have

\[
\limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} ||x_i^k - \hat{x}^k||^2 \right)^{\frac{1}{2}} = O\left( \frac{\Delta_x}{\alpha} + \frac{\beta \Delta_x}{(1-\beta)^2} \right) + O\left( \frac{\alpha \beta \Delta_y}{(1-\beta)^2} \right) ,
\]

where we ignore the influences of constants \( L \) and \( \mu \). This result implies that when step-size \( \alpha \) is sufficiently small, dynamic DGT cannot effectively track the dynamic optimal solution \( \hat{x}^k \) because of the term \( O\left( \frac{\Delta_x}{\alpha} \right) \), which is consistent with our intuition and similar to dynamic diffusion. On the other hand, when \( \alpha \) is too large, the inherent bias term \( O\left( \frac{\alpha \beta \Delta_y}{(1-\beta)^2} \right) \) will dominate and deteriorate the steady-state tracking performance.

**Remark 6.** If \( f_i^k(\tilde{x}) \equiv f_i(\tilde{x}) \) remains unchanged with time, we have \( \Delta_x = 0 \) and \( \Delta_y = 0 \). In this scenario, inequality (14) implies

\[
\limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} ||x_i^k - \hat{x}^k||^2 \right)^{\frac{1}{2}} = 0 ,
\]

which is consistent with the convergence property for static DGT, as derived in [22]–[25].

**Remark 7.** We compare the result in (15) with the existing results for decentralized dynamic primal-dual methods in literature. It is observed from (15) that the drifts of both optimal solutions and optimal gradients, i.e., \( \Delta_x \) and \( \Delta_y \), will affect the steady-state tracking performance of dynamic DGT. This is consistent with the results for dynamic ADMM [36] and primal-descent dual-ascent methods [37], [38]. There are two major differences between the bound in (27) and those derived in [36]–[38]. First, the bound in (27) distinguishes the tracking error caused by the drift of optimal solutions and that caused by the drift of optimal gradients, while [36]–[38] mixed all error terms into one. For this reason, it is difficult to conclude from the results in [36]–[38] that the tracking error caused by the drift of optimal solutions will dominate when the step-size is sufficiently small. Second, all the bounds derived in [36]–[38] ignore the influence of network topology, which, as we have shown in (15) and will validate in the numerical experiments, is a key component to clarify why primal methods can outperform dual-primal methods in certain scenarios.

**Remark 8.** If the network is fully connected and \( W = \frac{1}{n} I \), then it holds that \( \beta = 0 \) and hence the bound given in (27) reduces to

\[
\limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} ||x_i^k - \hat{x}^k||^2 \right)^{\frac{1}{2}} = O\left( \frac{\Delta_x}{\alpha} \right) ,
\]

which, similar to dynamic diffusion, matches with the performance of centralized gradient descent for dynamic optimization.

V. Comparison Between Dynamic Diffusion and Dynamic DGT

In this section we compare the steady-state tracking performance between dynamic diffusion and dynamic DGT, and discuss scenarios in which one method can outperform the other. By substituting the established step-sizes \( \alpha_{\text{diffusion}} = O(1-\beta) \) and \( \alpha_{\text{DGT}} = O((1-\beta)^2) \) into the bounds of steady-state tracking errors in (15) and (27), respectively, we reach

- **diffusion:**
  \[
  \limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} ||x_i^k - \hat{x}^k||^2 \right)^{\frac{1}{2}} = O\left( \frac{\Delta_x}{1-\beta} \right) + O(\beta D) ,
  \]
- **DGT:**
  \[
  \limsup_{k \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} ||x_i^k - \hat{x}^k||^2 \right)^{\frac{1}{2}} = O\left( \frac{\Delta_x}{(1-\beta)^2} \right) + O(\beta \Delta_y) .
  \]

Comparing (29) and (30), we observe that while DGT removes the effect of the averaged magnitude of optimal gradients (i.e., the quantity \( D \)), it introduces a new error incurred by the drift of the optimal gradients (i.e., the quantity \( \Delta_x \)). Furthermore, the error term \( \Delta_x \) is magnified by \( O\left( \frac{1}{(1-\beta)^2} \right) \) for DGT, which is worse than the primal method, diffusion. These two facts are very different from the previous results for decentralized static optimization, in which the primal-dual approaches completely remove \( D \) without bringing in any new error and suffer less from badly-connected network topologies.
Bounds (29) and (30) imply that either primal or primal-dual approaches can be superior to the other for different values of \( \Delta_x, \Delta_y, D \) and \( \beta \). Appropriate algorithms should be carefully chosen for different scenarios. We summarize the guidelines for choosing algorithms as follows.

- When the drifting rate of optimal solution dominates, i.e., \( \Delta_x \gg D \) and \( \Delta_x \gg \Delta_y \), diffusion has smaller steady-state tracking error than DGT. Moreover, the worse the topology is (i.e., the closer \( \beta \) is to 1), the more evident the advantage of diffusion over DGT is. In this scenario, one should choose diffusion rather than DGT.
- When \( \Delta_x \ll D, \Delta_x \ll \Delta_y, D < \Delta_y \), and the network is well-connected such that \( \beta \) is not close to 1, diffusion has smaller steady-state tracking error than DGT. In this scenario, one should choose diffusion rather than DGT.
- When \( \Delta_x \ll D, \Delta_x \ll \Delta_y, \Delta_y < D \), and the network is well-connected such that \( \beta \) is not close to 1, DGT has smaller steady-state tracking error than diffusion. In this scenario, one should choose DGT rather than diffusion.

Next we construct several examples in which we can control \( \Delta_x, \Delta_y, D \) and \( \beta \). With these examples, we will validate the above guidelines via numerical experiments in Section VI.

A. Scenario I: \( D = \Delta_y = 0 \) and \( \Delta_x > 0 \)

We consider a decentralized dynamic least-squares problem in the form of

\[
\min_{\hat{x} \in \mathbb{R}^d} \frac{1}{2} \sum_{i=1}^{n} \| C_i^k \hat{x} - r_i^k \|^2. \tag{31}
\]

The dynamic optimal solution \( \hat{x}^{k*} \) is generated following a trajectory such as circle or sinusoid and drifts slowly, with \( \Delta_x > 0 \). At time \( k \), the coefficient matrix \( C_i^k \in \mathbb{R}^{m \times d} \) is observed, where \( m < d \) but \( mn > d \). Then, the measurement vector is given by \( y_i^k = C_i^k \hat{x}^{k*}. \) For this example, we can verify that \( \nabla f_i^k(\hat{x}^{k*}) = (C_i^k)^T(C_i^k \hat{x}^{k*} - r_i^k) = 0, \forall i \in V, \forall k = 1, 2, \ldots \), and hence it holds that

\[
D = \max_k \left\{ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \| \nabla f_i^k(\hat{x}^{k*}) \| \right\} = 0,
\]

\[
\Delta_y = \max_k \left\{ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \| \nabla f_i^{k+1}(\hat{x}^{(k+1)*}) - \nabla f_i^k(\hat{x}^{k*}) \| \right\} = 0.
\]

To verify the effect of network topology, we consider the linear and cyclic graphs in which \( 1 - \beta = O\left( \frac{1}{\sqrt{n}} \right) \), and the grid graph in which \( 1 - \beta = O\left( \frac{1}{n} \right) \) [29]. By varying the network size \( n \), we can adjust the value of \( 1 - \beta \).

B. Scenario II: \( \Delta_x = 0 \) and \( \Delta_y > D > 0 \)

We consider a dynamic average consensus problem in the form of

\[
\min_{\hat{x} \in \mathbb{R}} \frac{1}{2} \sum_{i=1}^{n} (\hat{x} - y_i^0)^2, \tag{32}
\]

where \( y_i^0 = i \cdot m \) and \( m \) is a given positive constant. For simplicity we assume \( n = 2p+1 \) where \( p \) is a positive integer.

The optimal solution at time 0 is given by

\[
\hat{x}^0 = \frac{1}{n} \sum_{i=1}^{n} y_i^0 = \left( \frac{n+1}{2} \right) m = (p+1)m. \tag{33}
\]

For each time \( k \), we conduct circular shifting for the sequences \( \{ y_i^k \}_{i=1}^{n} \), such that

\[
y_i^{k+1} = y_{(i-T)n}, \tag{34}
\]

where the operator \( (i-T)_n = i-T \mod n \) if \( i-T \mod n \neq 0 \) and \( (i-T)_n = i \) if \( i-T \mod n = 0 \), while \( T \) is a constant. Apparently, since only the locations of \( \{ y_i^k \}_{i=1}^{n} \) vary, we conclude that \( \hat{x}^{k*} = (p+1)m \) for any \( k \) and hence \( \Delta_x = 0 \).

On the other hand, note that

\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} |\nabla f_i^k(\hat{x}^{k*})| = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} |\hat{x}^{k*} - y_i^{k*}| = \frac{1}{\sqrt{2p+1}} \sum_{i=1}^{2p+1} |p+1-i|m = p(p+1)m, \quad \forall k = 1, 2, \ldots, \tag{35}
\]

which implies that \( D > p(p+1)m/\sqrt{2p+1} \). In addition, we can examine

\[
|\nabla f_i^k(\hat{x}^{k*}) - \nabla f_i^{k-1}(\hat{x}^{(k-1)*})| = |\nabla f_i^k(\hat{x}^{k*}) - \nabla f_i^{k-1}(\hat{x}^{k*})| = |y_i^{k} - y_i^{k-1}|, \tag{36}
\]

which implies that \( \Delta_y = \max_k \left\{ \sqrt{\sum_{i=1}^{n} |y_i^{k} - y_i^{k-1}|} \right\} \). By setting \( T = p+1 \), we then have

\[
\Delta_y = \frac{2p(p+1)m}{\sqrt{n}} = \frac{2p(p+1)m}{\sqrt{2p+1}}. \tag{37}
\]

Comparing (35) and (37), we have that \( D > \Delta_y \) and the gap \( \Delta_y - D \) becomes larger as \( p \) or \( m \) increases.

C. Scenario III: \( \Delta_x = 0 \) and \( D > \Delta_y > 0 \)

We still consider the setting in scenario II, but let \( T = 1 \) and hence reach

\[
\Delta_y = \frac{2(n-1)m}{\sqrt{n}} = \frac{4pm}{\sqrt{2p+1}}. \tag{38}
\]

Comparing (35) and (38), we have that \( \Delta_y < D \) when \( p > 3 \) and the gap \( D - \Delta_y \) becomes larger as \( p \) or \( m \) increases.

VI. NUMERICAL EXPERIMENTS

In this section we compare the performance of the two dynamic methods, diffusion and DGT, in the scenarios discussed in Section V.

A. Scenario I: \( D = \Delta_y = 0 \) and \( \Delta_x > 0 \)

We consider the example discussed in Scenario I. Assume that \( \hat{x}^{k*} \in \mathbb{R}^2 \) moves along a circle as

\[
\hat{x}^{k*}(1) = \cos \left(\frac{3\pi k}{2M}\right), \quad \hat{x}^{k*}(2) = \sin \left(\frac{3\pi k}{2M}\right),
\]

where \( \hat{x}^{k*}(1) \) and \( \hat{x}^{k*}(2) \) denote the first and second coordinates of \( \hat{x}^{k*} \), respectively. We let \( M = 5000, k \in [0, M-1] \),
Fig. 1. Scenario I: Comparison between dynamic diffusion and DGT over cyclic graphs with different sizes: \( n = 5, n = 50, \) and \( n = 100 \).

see Fig. 2. Note that diffusion is still superior to the others, which implies that our analysis on DGT can be potentially generalized to other primal-dual algorithms and that primal methods can outperform primal-dual methods when \( \Delta_x \gg D \) and \( \Delta_x \gg \Delta_g \) and \( \beta \) is close to 1.

B. Scenario II: \( \Delta_x = 0 \) and \( \Delta_g > D > 0 \)

We consider the example discussed in Scenario II. Set the parameters as \( m = 1, p = 1000 \) so that \( n = 2p + 1 = 2001, \) and \( T = p + 1 = 1001 \) (the definition of \( T \) is given in Section V-B). We exploit a random network with \( n = 2001 \) and \( \beta = 0.89. \) Since \( D < \Delta_g \) (see (35) and (37)), it is expected that diffusion will outperform DGT in terms of the steady-state tracking error; see the discussion in Section V-B. In Fig. 3, we compare dynamic diffusion with the dynamic versions of DGT, EXTRA, exact diffusion (E-diffusion), ADMM, and DLM. The parameters of all algorithms are tuned to the optimal to reach the best steady-state tracking errors. It is observed that diffusion is still superior to all the primal-dual methods including DGT. This implies that primal methods can outperform primal-dual methods when \( D \gg \Delta_x, \Delta_g \gg \Delta_x, \) and \( \Delta_g > D. \)

C. Scenario III: \( \Delta_x = 0 \) and \( D > \Delta_g > 0 \)

Now we consider the example discussed in Scenario III and a random network with \( n = 2001 \) and \( \beta = 0.89. \) We set \( m = 1, p = 1000 \) so that \( n = 2p + 1 = 2001, \) and \( T = 1. \) In Fig. 4, we compare dynamic diffusion with the dynamic versions of DGT, EXTRA, exact diffusion (E-diffusion), ADMM, and DLM. The parameters of all algorithm are tuned to the optimal to reach the best steady-state tracking errors. DGT has the lowest steady-state tracking error among all the primal-dual methods and diffusion has the worse performance. This implies that primal-dual methods can outperform primal methods when \( D \gg \Delta_x, \Delta_g \gg \Delta_x, \) and \( \Delta_g < D. \)
Using the triangle inequality, we have
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\[ \text{better over badly-connected network. These conclusions pro-} \]
\[ \text{gradients. Theoretical analysis also shows that diffusion works} \]
\[ \text{while DGT is more sensitive to the drifts of dynamic optimal} \]
\[ \text{algorithms can outperform primal-dual algorithms under certain} \]
\[ \text{conditions. In particular, we prove that diffusion is greatly} \]
\[ \text{By studying two representative methods, i.e., diffusion and} \]
\[ \text{From recursion (9) we have} \]
\[ P \text{ONCLUSION} \]
\[ VII. C} \]
\[ \text{Appendix A} \]
\[ \text{Proof of Lemma 1} \]
\[ \text{From recursion (9) we have} \]
\[ \text{Using the triangle inequality, we have} \]
\[ \text{Now we check the first term at the right-hand side of (40). Note that} \]
\[ \text{Note that} \]
\[ \text{where} \]
\[ \text{which is adapted from Theorem 2.1.12 in [47] and } \]
\[ \text{Inequality (d) holds because} \]
\[ \text{Inequality (c) holds since} \]
\[ \text{As a result, when} \]
\[ \text{where the last inequality holds because} \]
\[ \text{For the second term at the right-hand side of (40), we have} \]
where inequality (a) holds because of Assumption 2, and (b) holds since \( \sum_{i=1}^{n} \| x_i^k - \tilde{x}_i^k \| \leq \sqrt{n} \| x^k - \tilde{x}^k \| \). By substituting (43) and (44) into (40), we obtain

\[
\| x^{k+1} - \tilde{x}^{(k+1)^*} \| \leq \left( 1 - \frac{\alpha \mu}{2} \right) \| x^k - \tilde{x}^k \| + \frac{\alpha L}{\sqrt{n}} \| x^k - \tilde{x}^k \| + \left( 1 - \frac{\alpha \mu}{2} \right) \Delta x.
\]

(45)

Recalling that \( \| \tilde{x}^{k+1} - \tilde{x}^{(k+1)^*} \| = \sqrt{n} \| x^{k+1} - \tilde{x}^{(k+1)^*} \| \), we obtain the inequality in (11).

**APPENDIX B**

**PROOF OF LEMMA 2**

By subtracting (10) from (8), we reach

\[
x^{k+1} - \tilde{x}^k = W x^k - \tilde{x}^k - \alpha (W - R) \nabla F^k (x^k)
\]

\[
\overset{(a)}{=} (W - R) (x^k - \tilde{x}^k) - \alpha (W - R) \nabla F^k (x^k)
\]

\[
= (W - R) \left( x^k - \tilde{x}^k - \alpha \nabla F^k (x^k) \right)
\]

\[
- \nabla F^k (x^k) - \nabla F^{k+1} (x^k) \right)
\]

(46)

where (a) holds because \( x^k = Rx^k \) and \( (W - R) \tilde{x}^k = 0 \). By taking \( \ell_2 \)-norm on both sides of the above equality, we reach

\[
\| x^{k+1} - \tilde{x}^k \| \leq \rho (W - R) \| x^k - \tilde{x}^k \| - \alpha \| \nabla F^k (x^k) - \nabla F^{k+1} (x^k) \|
\]

(47)

where (a) holds because \( \rho (W - R) = \beta := \| \lambda_2 (W) \| \), (b) holds because

\[
\| \nabla F^k (x^k) \| \leq \| \nabla F^{k+1} (x^k) - \nabla F^k (x^k) \|
\]

\[
+ \| \nabla F^k (x^k) - \nabla F^{k+1} (x^k) \|
\]

\[
\| \nabla F^k (x^k) - \nabla F^{k+1} (x^k) \|
\]

L \| x^k - \tilde{x}^k \| + \| \nabla F^k (x^k) - \nabla F^{k+1} (x^k) \|
\]

where \( \alpha \) holds because \( \rho (W - R) = \beta := \lambda_2 (W) \), (c) holds because

\[
\| x^k - \tilde{x}^k \| + \| \nabla F^k (x^k) - \nabla F^{k+1} (x^k) \|
\]

(48)

\[
\| \nabla F^k (x^k) - \nabla F^{k+1} (x^k) \|
\]

(49)

where (a) holds because \( \alpha \| \lambda_2 (W) \| = \beta \). Inequality (48) is equivalent to

\[
4 \alpha \beta L^2 + \frac{3}{10} \alpha \mu^2 \leq \frac{\mu}{2} (1 - \beta).
\]

(50)

Since \( 4 \alpha \beta L^2 + \frac{3}{10} \alpha \mu^2 \leq \alpha L^2 + \frac{3}{10} \alpha L^2 \leq 5 \alpha L^2 \), it is enough to set \( \alpha \leq \frac{\mu}{10 \beta} \) to guarantee (49). Inequality (48) implies that \( \rho (A) = \tau_1 \leq 1 - \frac{\mu}{4} + \beta - \frac{\alpha L \mu}{4} - \beta/2 = 1 - \frac{3 \alpha \mu}{8} < 1 \), which completes the proof.

**APPENDIX D**

**PROOF OF THEOREM 1**

Since \( \rho (A) < 1 \), we know \( I - A \) is invertible. Then, the inequality \( z^k \leq A z^{k+1} + b \) in (13) leads to

\[
z^k \leq (A)^{-1} z^0 + (I - A)^{-1} b.
\]

(51)

Next we examine \( (I - A)^{-1} \). Note that

\[
(I - A)^{-1} = \begin{bmatrix}
\frac{\alpha \mu}{2} & -\alpha L & -\alpha L \\
-\alpha \beta L & 1 - \beta & 1 - \beta \\
-\alpha \beta L & 1 - \beta & \frac{\alpha L}{\beta}
\end{bmatrix}^{-1}
\]

\[
= \frac{1}{(1 - \beta) \alpha \mu} - \frac{1}{(1 - \beta) \alpha L} \left[ 1 - \beta \frac{\alpha L}{\beta} \right]
\]

\[
\overset{(a)}{=} \left[ \frac{4}{4 \beta L} \frac{4 L}{\mu (1 - \beta)} \frac{1}{1 - \beta} \right]
\]

(52)

where (a) holds because \( \frac{(1 - \beta) \alpha L}{\beta} \geq \frac{(1 - \beta) \alpha}{4} \) when \( \alpha \leq \frac{\mu}{10 L^2} \). With (52) we have

\[
\lim \sup_{k \to \infty} z^k \leq \left[ \frac{4}{4 \beta L} \frac{4 L}{\mu (1 - \beta)} \frac{1}{1 - \beta} \right] \sqrt{n \alpha \beta L x^k + \sqrt{n} \alpha \beta D},
\]

which further implies the following two inequalities

\[
\lim \sup_{k \to \infty} \| x^k - x^k \| \leq \left[ \frac{4}{4 \beta L} \frac{4 L}{\mu (1 - \beta)} \frac{1}{1 - \beta} \right] \sqrt{n \alpha \beta L x^k + \sqrt{n} \alpha \beta D},
\]

(53)

This completes the proof.
\[
\frac{4\sqrt{n}\Delta x}{\alpha \mu} - 2\sqrt{n}\Delta x + \frac{4\sqrt{n}\alpha \beta L^2 \Delta x}{\mu (1 - \beta)} + \frac{4\sqrt{n}\alpha \beta LD}{\mu (1 - \beta)} \\
\leq \frac{4\sqrt{n}\alpha \beta L^2 \Delta x}{\alpha \mu} + \frac{4\sqrt{n}\alpha \beta LD}{\mu (1 - \beta)},
\]

(a)

\[
\limsup_{k \to \infty} \|x^k - \bar{x}^k\| \\
\leq 4\beta L \sqrt{n}\Delta x \left(\frac{2\alpha \beta L \sqrt{n}\Delta x}{\mu (1 - \beta)} + \frac{2\beta L \sqrt{n}\Delta x}{1 - \beta} + \frac{2\sqrt{n}\alpha \beta D}{\mu (1 - \beta)}\right) \\
= \frac{4\beta L \sqrt{n}\Delta x}{\mu (1 - \beta)} + \frac{2\beta L \sqrt{n}\Delta x}{1 - \beta} + \frac{2\sqrt{n}\alpha \beta D}{\mu (1 - \beta)},
\]

(b)

Here (a) holds because \(-2\sqrt{n}\Delta x + \frac{4\sqrt{n}\alpha \beta L^2 \Delta x}{\mu (1 - \beta)} < 0\) when \(\alpha \leq \frac{\mu (1 - \beta)}{2\alpha \mu L}\). With the above two inequalities, we have

\[
\limsup_{k \to \infty} \frac{1}{\sqrt{n}} \|x^k - \bar{x}^k\|^2 \\
\leq \limsup_{k \to \infty} \frac{1}{\sqrt{n}} \|\bar{x}^k - \bar{x}^k\| + \frac{1}{\sqrt{n}} \limsup_{k \to \infty} \|x^k - \bar{x}^k\| \\
\leq \left(\frac{4}{\alpha \mu} + \frac{4\beta L}{\mu (1 - \beta)}\right) \Delta x + \frac{6\alpha \beta LD}{\mu (1 - \beta)},
\]

which completes the proof.

APPENDIX E
PROOF OF LEMMA 4

By subtracting (19) from (18), we have

\[
y^{k+1} - y^k = (W - R)y^k + \left(I_{n \times n} - R\right)(\nabla F^{k+1}(x^{k+1}) - \nabla F^k(x^k)) \\
= (W - R)(y^k - \bar{y}^k) + \left(I_{n \times n} - R\right)(\nabla F^{k+1}(x^{k+1}) - \nabla F^k(x^k)),
\]

where (a) holds because \(W\bar{y}^k = R\bar{x}^k\). Since \(\rho(W - R) = \beta\) and \(\rho(I - R) = 1\), from (56) we have

\[
\|y^{k+1} - \bar{y}^k\| \\
\leq \beta \|y^k - \bar{y}^k\| + \|\nabla F^{k+1}(x^{k+1}) - \nabla F^k(x^k)\| \\
\leq \beta \|y^k - \bar{y}^k\| + ||\nabla F^{k+1}(x^{k+1}) - \nabla F^k(x^k)\| \\
+ \|\nabla F^k(\bar{x}^{k+1}) - \nabla F^k(\bar{x}^k)\| + \|\nabla F^k(\bar{x}^k) - \nabla F^k(x^k)\| \\
\leq \beta \|y^k - \bar{y}^k\| + L \|x^{k+1} - \bar{x}^{k+1}\| + \sqrt{n}\Delta x + L \|x^k - \bar{x}^k\| \\
\leq \beta \|y^k - \bar{y}^k\| + L \|x^k - \bar{x}^k\| + 2L \|x^k - \bar{x}^k\| + 2L \|x^k - \bar{x}^k\| + L \sqrt{n}\Delta x + \sqrt{n}\Delta y.
\]

Inequality (a) holds because of (7) in Assumption 2 and

\[
\left(\sum_{i=1}^{n} \|\nabla f_i^{k+1}(\bar{x}^{(k+1)*}) - \nabla f_i^k(\bar{x}^k)\|^2\right) \leq n\Delta^2_y,
\]

where the last inequality holds because of Assumption 6.

Inequality (b) holds because

\[
\|x^{k+1} - \bar{x}^{(k+1)*}\| \leq \|x^{k+1} - \bar{x}^k\| + \|x^k - \bar{x}^k\| \\
+ \|x^k - \bar{x}^k\| + ||\bar{x}^k - \bar{x}^{(k+1)*}\|,
\]

and \(\|\bar{x}^{(k+1)*} - \bar{x}^{(k+1)*}\| \leq \sqrt{n}\Delta x\).

Next, we turn to bounding the term \(\|x^{k+1} - x^k\|\). With recursion (17), we have

\[
x^{k+1} - x^k = (W - I_{nd})x^k - \alpha Wy^k \\
= (W - I_{nd})(x^k - \bar{x}^k + \bar{y}^k - R\nabla F^k(\bar{x}^k)) \\
= (W - I_{nd})(x^k - \bar{x}^k) - \alpha W(y^k - \bar{y}^k + \bar{y}^k - R\nabla F^k(\bar{x}^k)).
\]

The above relation leads to

\[
\|x^{k+1} - x^k\| \\
\leq 2\|x^k - \bar{x}^k\| + \alpha \|y^k - \bar{y}^k\| + \alpha \|\nabla F^k(\bar{x}^k) - \nabla F^k(\bar{x}^k)\| \\
\leq (2 + \alpha L)\|x^k - \bar{x}^k\| + \alpha \|y^k - \bar{y}^k\| + \alpha L\|x^k - \bar{x}^k\|,
\]

(b)

where (a) holds because \(\rho(W - I_{nd}) \leq 2\), \(\rho(W) \leq 1\) and \(\bar{y}^k = R\nabla F^k(\bar{x}^k)\) as shown in (20), while (b) holds because \(\|\nabla F^k(\bar{x}^k) - \nabla F^k(\bar{x}^k)\| \leq \|\nabla F^k(x^k) - \nabla F^k(\bar{x}^k)\| \leq L\|x^k - \bar{x}^k\|\). By substituting (61) into (57) we reach

\[
\|y^{k+1} - \bar{y}^k\| \\
\leq (\beta + \alpha L)\|y^k - \bar{y}^k\| + (4L + \alpha L^2)\|x^k - \bar{x}^k\| \\
+ (2L + \alpha L^2)\|x^k - \bar{x}^k\|^2 + L\sqrt{n}\Delta x + \sqrt{n}\Delta y.
\]

If \(\alpha \leq \frac{1 - \beta}{4L}\) it holds that \(\beta + \alpha L \leq \frac{1 - \beta}{2L}\) and \(\alpha L^2 \leq L\). This fact together with (62) leads to the result in (21).

APPENDIX F
PROOF OF LEMMA 5

Taking the average for both sides of recursion (17), we have

\[
\bar{x}^{k+1} = \bar{x}^k - \alpha\bar{y}^k = R(x^k - \alpha y^k).
\]

By subtracting (63) from (17) we have

\[
x^{k+1} - \bar{x}^k = (W - R)(x^k - \bar{x}^k - \alpha(y^k - \bar{y}^k))
\]

such that

\[
\|x^{k+1} - \bar{x}^k\| \\
\leq \|\|W - R\|(x^k - \bar{x}^k)\| + \alpha \|\|W - R\|(y^k - \bar{y}^k)\| \\
\leq \beta \|x^k - \bar{x}^k\| + \alpha \|y^k - \bar{y}^k\|.
\]

This is the upper bound in (22).

APPENDIX G
PROOF OF LEMMA 6

By subtracting \(\tilde{x}^{(k+1)*}\) from recursion (63), we get

\[
\tilde{x}^{k+1} = \tilde{x}^{(k+1)*} - \alpha\bar{y}^k \\
= \tilde{x}^k - \tilde{x}^{(k+1)*} + \alpha\bar{y}^k \\
= \tilde{x}^k - \tilde{x}^{(k+1)*} - \alpha R\nabla F^k(x^k) \\
+ \alpha R(\nabla F^k(\bar{x}^k) - \nabla F^k(x^k) + \bar{x}^k - \tilde{x}^{(k+1)*}},
\]
where (a) holds because \( \bar{x}^k = R \nabla F^k(x^k) \) as shown in (20). Note that when \( \alpha \leq \frac{2}{\mu + \beta L} \), we have
\[
\| \bar{x}^k - \bar{x}^k - \alpha R \nabla F^k(\bar{x}^k) \|^2 
\leq n \| x^k - \bar{x}^k \|^2
= \frac{\alpha}{n} \sum_{i=1}^{n} \nabla f_i^k(\bar{x}^k) \|^2
\]
(66)

Note that when \( \alpha \leq \frac{2}{\mu + \beta L} \), we have
\[
\| \bar{x}^k - \bar{x}^k - \alpha R \nabla F^k(\bar{x}^k) \|^2
\leq \frac{n (1 - \frac{\alpha \mu}{2})^2}{n} \| x^k - \bar{x}^k \|^2
= \left( 1 - \frac{\alpha \mu}{2} \right)^2 \| \bar{x}^k - \bar{x}^k \|^2,
\]
where (a) follows the derivation of (41). With (65), (66) and Assumption 2, using the triangle inequality we reach (23).

**APPENDIX H**

**Proof of Lemma 7**

The argument to prove \( \rho(A) \leq 1 - \frac{4\mu}{4} \) is adapted from the proof of Lemma 2 in [25]. The characteristic polynomial \( p(\tau) \) of \( A \) is derived as
\[
p(\tau) = \left[ (\tau - \frac{1 + \beta}{2}) (\tau - \beta) - 5\alpha \beta L \right] \left[ (\tau - \frac{1 - \alpha \mu}{2}) - 3\alpha^2 \beta L^2 \right].
\]
(67)

Now we define \( p_0(\tau) = \left( \tau - \frac{1 + \beta}{2} \right) (\tau - \beta) - 5\alpha \beta L \). The roots for \( p_0(\tau) = 0 \) are given as
\[
\tau = \frac{1 + 3\beta}{2} \pm \frac{\sqrt{(1 + \beta)^2 - \beta^2} - 4 \alpha \beta L}{2},
\]
(68)

where \( \tau_1 < \tau_2 \) are two roots of \( p_0(\tau) = 0 \). Apparently, \( \tau_1 \) and \( \tau_2 \) are real numbers and it holds that
\[
\tau_1 < \tau_2 \leq \frac{1 + 3\beta}{2} + \frac{\sqrt{(1 + \beta)^2 - \beta^2} + 20 \alpha \beta L}{2} \leq \frac{\beta + 3}{4},
\]
when \( \alpha \leq \frac{3(1 - \mu)}{8\beta L} \). Relation (69) implies that
\[
p_0(\tau) = (\tau - \tau_1)(\tau - \tau_2) \geq (\tau - (\frac{\beta + 3}{4}))^2 \quad \text{when} \quad \tau \geq \frac{\beta + 3}{4}.
\]
(70)

Let \( \tau^* = 1 - \frac{\alpha \mu}{4} \). When \( \alpha \leq \frac{1 - \frac{2}{\mu}}{2} \), it follows that
\[
\tau^* \geq \text{max} \{ 1 - \frac{\alpha \mu}{4}, \frac{\beta + 7}{8} \} \geq \frac{\beta + 7}{8} > \frac{\beta + 3}{4}.
\]
(71)

By substituting \( \tau^* \) into (70), we have
\[
p_0(\tau^*) \geq \left( \tau^* - \frac{\beta + 3}{4} \right)^2 \geq \left( \frac{\beta + 7}{8} - \frac{\beta + 3}{4} \right)^2 = \frac{(1 - \beta)^2}{64}.
\]
(72)

Furthermore, by substituting (71) and (72) into (67) we reach
\[
p(\tau^*) \geq \frac{\alpha \mu (1 - \beta)^2}{4} \geq 3 \alpha^2 \beta L^2 \geq 0,
\]
(73)

when \( \alpha \leq \frac{(1 - \beta)^2 \mu}{64\beta L^2} \). Since \( \tau^* > 1 - \frac{\mu}{4} > \frac{\beta + 3}{4} \) (see (71)), we have \( p_0(\tau) > p_0(\tau^*) \) when \( \tau > \tau^* \), which implies that
\[
p(\tau) > p(\tau^*) \geq 0 \quad \text{when} \quad \tau > \tau^*.
\]
(74)

It means that there are no real eigenvalues in the interval \( (\tau^*, +\infty) \). Since the matrix \( A \) is non-negative, it is known from Theorem 8.3.1 of [48] that \( \rho(A) \) is a real and non-negative eigenvalue of \( A \). As a result, we have
\[
\rho(A) \leq \tau^* = 1 - \frac{\alpha \mu}{4} < 1.
\]
(75)

Note that to guarantee the above inequality, we need to make \( \alpha \) small enough such that
\[
\alpha \leq \min \left\{ \frac{3(1 - \beta)^2}{80L}, \frac{1 - \beta}{2}, \frac{(1 - \beta)^2 \mu}{768L^2} \right\} = \frac{(1 - \beta)^2 \mu}{cL^2},
\]
(76)

where \( c = 768 \). Since \( A \) is stable, the inverse matrix \( (I - A)^{-1} \) exists. Note that
\[
(I - A)^{-1}
\]
(77)

where \( C_1 = \frac{(1 - \beta)^2 \mu}{4} - 3\alpha^2 \beta L^2 - 5\alpha^2 \beta^2 L \), inequality (a) holds because \( C_1 \geq \frac{(1 - \beta)^2 \mu}{4} - 3\alpha^2 \beta L^2 \geq \frac{(1 - \beta)^2 \mu}{4} - 6\alpha^2 \beta L \geq \frac{(1 - \beta)^2 \mu}{8L} \) when \( \alpha \leq \frac{(1 - \beta)^2 \mu}{48L^2} \). Apparently, the step-size satisfying (76) can guarantee this condition.

**APPENDIX I**

**Proof of Theorem 2**

With (24) and (77), we have
\[
\limsup_{k \to \infty} \frac{\| x^k - \bar{x}^k \|}{\| \bar{x}^k - \bar{x}^k^* \|} \leq \frac{3\alpha \beta L}{\alpha^2 \beta^2 L^2} \left[ L \sqrt{\frac{n \Delta x}{\sqrt{n \Delta g}}} \right] \leq \frac{3\alpha \beta L}{\alpha^2 \beta^2 L^2} \left[ L \sqrt{\frac{n \Delta x}{\sqrt{n \Delta g}}} \right] \leq \frac{3\alpha \beta L \sqrt{\frac{n \Delta x}{\sqrt{n \Delta g}}}}{\alpha^2 \beta^2 L \sqrt{\frac{n \Delta x}{\sqrt{n \Delta g}}}} \leq \frac{\alpha^2 \beta^2 L^2 \sqrt{\frac{n \Delta x}{\sqrt{n \Delta g}}}}{(1 - \beta)^2 \mu} \Delta g \leq \frac{\alpha^2 \beta^2 L^2 \sqrt{\frac{n \Delta x}{\sqrt{n \Delta g}}}}{(1 - \beta)^2 \mu} \Delta g.
\]
(78)

This together with \( \| x^k - \bar{x}^k^* \| \leq \| x^k - \bar{x}^k \| + \| \bar{x}^k - \bar{x}^k^* \| \) leads to (26).
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