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Abstract—Graph Neural Networks (GNNs) are proposed without considering the agnostic distribution shifts between training graphs and testing graphs, inducing the degeneration of the generalization ability of GNNs in Out-Of-Distribution (OOD) settings. The fundamental reason for such degeneration is that most GNNs are developed based on the I.I.D hypothesis. In such a setting, GNNs tend to exploit subtle statistical correlations existing in the training set for predictions, even though it is a spurious correlation. This learning mechanism inherits from the common characteristics of machine learning approaches. However, such spurious correlations may change in the wild testing environments, leading to the failure of GNNs. Therefore, eliminating the impact of spurious correlations is crucial for stable GNN models. To this end, in this paper, we argue that the spurious correlation exists among subgraph-level units and analyze the degeneration of GNN in causal view. Based on the causal view analysis, we propose a general causal representation framework for stable GNN, called StableGNN. The main idea of this framework is to extract high-level representations from raw graph data first and resort to the distinguishing ability of causal inference to help the model get rid of spurious correlations. Particularly, to extract meaningful high-level representations, we exploit a differentiable graph pooling layer to extract subgraph-based representations by an end-to-end manner. Furthermore, inspired by the confounder balancing techniques from causal inference, based on the learned high-level representations, we propose a causal variable distinguishing regularizer to correct the biased training distribution by learning a set of sample weights. Hence, GNNs would concentrate more on the true connection between discriminative substructures and labels. Extensive experiments are conducted on both synthetic datasets with various distribution shift degrees and eight real-world OOD graph datasets. The results well verify that the proposed model StableGNN not only outperforms the state-of-the-arts but also provides a flexible framework to enhance existing GNNs. In addition, the interpretability experiments validate that StableGNN could leverage causal structures for predictions. The source code is available at https://github.com/googlebaba/StableGNN.
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1 INTRODUCTION

Graph Neural Networks (GNNs) are powerful deep learning algorithms on graphs with various applications [2], [3], [4], [5]. One major category of applications is the predictive task over entire graphs, i.e., graph-level tasks, such as molecular graph property prediction [6], [7], [8], scene graph classification [9], and social network category classification [8], [10], etc. The success could be attributed to the non-linear modeling capability of GNNs, which extracts useful information from raw graph data and encodes them into the graph representation in a data-driven fashion.

The basic learning diagram of existing GNNs is to learn the parameters of GNNs from the training graphs, and then make predictions on unseen testing graphs. The most fundamental assumption to guarantee the success of such a learning diagram is the I.I.D. hypothesis, i.e., training and testing graphs are independently sampled from the identical distribution [11]. However, in reality, such a hypothesis is hardly satisfied due to the uncontrollable generation mechanism of real data, such as data selection biases, confounder factors or other peculiarities [12], [13], [14], [15]. The testing distribution may incur uncontrolled and unknown shifts from the training distribution, called Out-Of-Distribution (OOD) shifts [16], [17], which makes most GNN models fail to make stable predictions. As reported by OGB benchmark [6], GNN methods will occur a degeneration of 5.66% to 20% points when splitting the datasets according to the OOD settings, i.e., splitting structurally different graphs into training and testing sets.

Essentially, for general machine learning models, when there incurs a distribution shift, the main reason for the degeneration of accuracy is the spurious correlation between the irrelevant features and the category labels. This kind of spurious correlations is intrinsically caused by the unexpected correlations between irrelevant features and relevant features for a given category [18], [19], [20]. For graph-level tasks that we focus on in this paper, as the predicted properties of graphs are usually determined by the subgraph units (e.g., groups of atoms and chemical bonds representing functional units in a molecule) [1], [8], [21], we define one subgraph unit could be one relevant feature or irrelevant feature with graph label. Taking the classification task of “house” motif as an example, as depicted in Figure 1, where the graph is labeled by whether the graph has a “house” motif and the first column represents the testing graphs. The GCN...
To improve the OOD generalization ability of GNNs, one important way is to make GNNs get rid of such subgraph-level spurious correlation. However, it is not a trivial task, which will face the two following challenges: (1) How to explicitly encode the subgraph-level information into graph representation? As the spurious correlation usually exists between subgraphs, it is necessary to encode such subgraph information into the graph representation, so that we can develop a decorrelation method based on the subgraph-level representation. (2) How to remove the spurious correlation among the subgraph-level representations? The nodes in the same type of subgraph units may exist correlation, for example, the information of ‘N’ atom and ‘O’ atom in ‘NO2’ groups of molecular graphs may be encoded into different dimensions of learned embedding, but they act as an integrated whole and such correlations are stable across unseen testing distributions. Hence, we should not remove the correlation between the interior variables of one kind of subgraphs and only need to remove the spurious correlation between subgraph-level variables.

To address these two challenges, we propose a novel causal representation framework for graph, called StableGNN, which takes advantage of both the flexible representation ability of GNNs and the distinguishing ability for spurious correlations of causal inference methods. In terms of the first challenge, we propose a graph high-level variable learning module that employs a graph pooling layer to map nearby nodes to a set of clusters, where each cluster will be one densely-connected subgraph unit of original graph. Moreover, we theoretically prove that the semantic meanings of clusters would be aligned across graphs by an ordered concatenation operation. Given the aligned high-level variables, to overcome the second challenge, we analyze the degeneration of GNNs in causal view and propose a novel causal variable distinguishing regularizer to decorrelate each high-level variable pair by learning a set of sample weights. These two modules are jointly optimized in our framework. Furthermore, as shown in Figure 1, StableGNN can effectively partial out the irrelevant subgraphs (i.e., “star” motif) and leverage truly relevant subgraphs (i.e., “house” motif) for predictions.

In summary, the major contributions of the paper are as follows:

- To our best knowledge, we are one of the pioneer works studying the OOD generalization problem on GNNs for graph-level tasks, which is a key direction to apply GNNs to wild non-stationary environments.
- We propose a general causal representation learning framework for GNNs, jointly learning the high-level representation with the causal variable distinguisher, which could learn an invariant relationship between the graph causal variables with the labels. And our framework is general to be adopted for various base GNN models to help them get rid of spurious correlations.
- Comprehensive experiments are conducted on both synthetic datasets and real-world OOD graph datasets. The effectiveness, flexibility and interpretability of the proposed framework have been well-validated with convincing results.

2 RELATED WORK

In this section, we discuss three main categories closely related to our work: graph neural networks, causal representation learning and stable learning.

2.1 Graph Neural Networks

Graph neural networks are powerful deep neural networks that could perform on graph data directly [2], [3], [4], [5], [7], [10]. GNNs have been applied to a wide variety of tasks, including node classification [3], [4], [5], [22], link prediction [23], [24], [25], graph clustering [26], [27], and graph classification [7], [10]. For graph classification, the task we majorly focus on here, the major challenge in applying GNNs is how to generate the representation of...
the entire graph. Common approaches to this problem are simply summing up or averaging all the node embedding in the final layer. Several literatures argue that such simple operation will greatly ignore high-level structure that might be presented in the graph, and then propose to learn the hierarchical structure of graph in an end-to-end manner [8], [10], [28], [29]. Although these methods have achieved remarkable results in I.I.D setting, most of them largely ignore the generalization ability in OOD setting, which is crucial for real applications. During the review process, we notice several works claiming the importance of OOD generalization on graph classification tasks [30], [31], [32], [33]. Unlike the framework of OOD-GNN [30], which learns a single embedding for each graph and decorrelates each dimension of embeddings, our framework emphasizes the need to learn meaningful high-level representations for each subgraph and decorrelate those representations. DIR [31] divides a graph into causal- and non-causal part by an edge threshold. However, the threshold is set as the same for all graphs and is hard to select a good threshold for all graphs. CIGA [32] proposes to maximize the agreement between the invariant part of graphs with the same labels. For example, the functional groups NO$_2$ and NH$_2$ could both determine the mutagenicity of a molecule. However, subgraphs with the same labels may not always be identical. Disc [34] studies how to learn causal substructure in severe bias scenarios. Other methods [33], [35] are based on the environmental inference framework, in which these methods iteratively infer the environment labels of graphs and learn the invariant information based on the environment labels.

### 2.2 Causal Representation Learning

Recently, Schölkopf et al. [36] publish a survey paper, towards causal representation learning, and point out that causality, with its focus on representing structural knowledge about the data-generating process that allows interventions and changes, can contribute towards understanding and resolving some limitations of current machine learning methods. Traditional causal discovery and reasoning assume that the units are random variables connected by a causal graph. However, real-world observations are not structured into these units, for example, graph data we focus on is a kind of unstructured data. Thus for this kind of data, causal representation learning generally consists of two steps: (1) inferring the abstract/high-level causal variables from available low-level input features, and (2) leveraging the causal knowledge as an inductive bias to learn the causal structure of high-level variables. After learning the causal system, the causal relationship is robust to irrelevant interventions and changes in data distributions. Based on this idea, Invariant Risk Minimization (IRM) framework [37], [38], [39] proposes a regularization that enforces model learn an invariant representation across environments. The representation learning part plays the role of extracting high-level representation from low-level raw features, and the regularization encodes the causal knowledge that causal representation should be invariant across environments into the representation learning. Despite the IRM framework could learn the representations that have better OOD generalization ability, the requirement that domains should be labeled hinders the IRM methods from real applications. To overcome such a dilemma, some methods are proposed to implicitly learn domains from data [40], [41], [42], but they implicitly assume the training data is formed by balanced sampling from latent domains. However, all these methods are mainly designed for tabular or image data, thus they cannot capture the intrinsic properties of graphs.

### 2.3 Stable Learning

To improve the feasibility of IRM-based methods, a series of researches on stable learning are proposed [43]. [44]. These methods mainly bring the ideas from the causal effect estimation [45] into machine learning models. Particularly, Shen et al. [46] propose a global confounding balancing regularizer that helps the logistic regression model to identify causal features, whose causal effect on outcomes are stable across domains. To make the confounder balancing much easier in high-dimensional scenarios, Kuang et al. [47] utilize the autoencoder to encode the high-dimensional features into low-dimensional representation. Furthermore, [48] and [49] demonstrate that decorrelating relevant and irrelevant features can make a linear model produce stable predictions under distribution shifts. Nevertheless, they are all developed based on the linear framework. Recently, Zhang et al. [50] extend decoration into a deep CNN model to tackle more complicated data types like images. This method pays much attention to eliminating the non-linear dependence among features, but the feature learning part is largely ignored. We argue that it is important to develop an effective high-level representation learning method to extract variables with appropriate granularity for the targeted task, so that the causal variable distinguishing part could develop based on meaningful causal variables.

### 3 Problem Formulation

**Notations.** In this paper, for any vector $v = (v_1, v_2, \cdots, v_n)$, let $v_i$ the $i$-th element of $v$. For any matrix $X$, let $X_i$ and $X_{j}$ represent the $i$-th row and the $j$-th column in $X$, respectively. $X_{j:k}$ denotes the submatrix of $X$ from $j$-th column to $(k-1)$-th column. And for any italic uppercase letter, such as $X$, it will represent a random variable. We summarize the key notions used in the paper in Table 1.

**Problem 1. OOD Generalization Problem on Graphs.** Given the training graphs $G_{train} = \{(G_1, Y_1), \cdots, (G_n, Y_n)\}$, where $G_i$ means the $i$-th graph data in the training set and $Y_i$ is the...
corresponding label, the task is to learn a GNN model $h_{\theta}(\cdot)$ with parameter $\theta$ to precisely predict the label of testing graphs $G_{\text{test}}$, where the distribution $\Psi(G_{\text{train}}) \neq \Psi(G_{\text{test}})$. And in the OOD setting, we do not know the distribution shifts from training graphs to unseen testing graphs.

We utilize a causal graph of the data generation process, as shown in Figure 2, to illustrate the fundamental reason to cause the distribution shifts on graphs. As illustrated in the figure, the observed graph data $G$ is generated by the unobserved latent cause $Z$ and $M$. $Z$ is a set of relevant variables and the label $Y$ is mainly determined by $Z$. $M$ is a set of irrelevant variables which does not decisive for label $Y$. During the unseen testing process in the real world, the variable $M$ could change, but the causal relationship $P(Y \mid Z)$ is invariant across environments. Taking the classifying mutagenic property of a molecular graph [48] as an example, $G$ is a molecular graph where the nodes are atoms and the edges are the chemical bonds between atoms, and $Y$ is the class label, e.g., whether the molecule is mutagenic or not. The whole molecular graph $G$ is an effect of relevant latent causes $Z$ such as the factors to generate nitrogen dioxide (NO$_2$) group, which has a determinative effect on the mutagenicity of molecule, and the effect of irrelevant variable $M$, such as the carbon ring which exists more frequently in mutagenic molecules but not determinative [48]. If we aim to learn a GNN model that is robust to unseen change on $M$, such as carbon exists in the non-mutagenic molecule, one possible way is to develop a representation function $f(\cdot)$ to recover $Z$ and $M$ from $G$, and learn a classifier $g(\cdot)$ based on $Z$, so that the invariant causal relationship $P(Y \mid Z)$ could be learned.

4 THE PROPOSED METHOD

4.1 Overview

The basic idea of our framework is to design a causal representation learning method that could extract meaningful graph high-level variables and estimate their true causal effects for graph-level tasks. As depicted in Figure 3, the proposed framework mainly consists of two components: the high graph-level variable learning component and causal variable distinguishing component. The graph high-level variable learning component first employs a graph pooling layer that learns the node embedding and maps nearby nodes into a set of clusters. Then we get the cluster-level embeddings through aggregating the node embeddings in the same cluster, and align the cluster semantic space across graphs through an ordered concatenation operation. The cluster-level embeddings act as high-level variables for graphs. After obtaining the high-level variables, we develop a sample reweighting component based on Hilbert-Schmidt Independence Criterion (HSIC) measure to learn a set of sample weights that could remove the non-linear dependencies among multiple multi-dimensional embeddings. As the learned sample weights could generate a pseudo-distribution with less spurious correlation among cluster-level variables, we utilize the weights to reweight the GNN loss. Thus the GNN model trained on this less biased pseudo-data could estimate the causal effect of each high-level variable on the label more precisely, resulting in better generalization ability in wild environments.

4.2 Graph High-level Variable Learning

As the goal of this component is to learn a representation that could represent the original subgraph unit explicitly, we adopt a differentiable graph pooling layer that could map densely-connected subgraphs into clusters in an end-to-end manner. And then we theoretically prove that the semantic meaning of the learned high-level representations could be aligned by a simple ordered concatenation operation.

High-level Variable Pooling. To learn node embedding as well as map densely connected subgraphs into clusters, we exploit the DiffPool layer [5] to achieve this goal by learning a cluster assignment matrix based on the learned embedding in each pooling layer. Particularly, as GNNs could smooth the node representations and make the representation more discriminative, given the input adjacency matrix $A$, also denoted as $A^{(0)}$ in this context, and the node features $F$ of a graph, we firstly use an embedding GNN module to get the smoothed embeddings $F^{(0)}$:

$$F^{(0)} = \text{GNN}^{(0)}_{\text{emb}}(A^{(0)}, F),$$

where $\text{GNN}^{(0)}_{\text{emb}}(\cdot, \cdot)$ is a three-layer GNN module, and the GNN layer could be GCN [3], GraphSAGE [5], or others. Then we develop a pooling layer based on the smoothed representation $F^{(0)}$. In particular, we first generate node representation at layer 1 as follows:

$$Z^{(1)} = \text{GNN}^{(1)}_{\text{emb}}(A^{(0)}, F^{(0)}).$$

As nodes in the same subgraph would have similar node features and neighbor structure and GNN could map the nodes with similar features and structural information into similar representation, we also take the node embeddings $F^{(0)}$ and adjacency matrix $A^{(0)}$ into a pooling GNN module to generate a cluster assignment matrix at layer 1, i.e., the clusters of original graph:

$$S^{(1)} = \text{softmax}(\text{GNN}^{(1)}_{\text{pool}}(A^{(0)}, F^{(0)})),$$

where $S^{(1)} \in \mathbb{R}^{n_0 \times n_1}$, and $n_0$ is the number of nodes of the input graph and $n_1$ is the number of the clusters at the layer 1, and $S^{(1)}_{i, j}$ represents the cluster assignment vector of $i$-th node, and $S^{(1)}_{j, j}$ corresponds to all nodes' assignment probabilities on $j$-th cluster at the layer 1. $\text{GNN}^{(1)}_{\text{pool}}(\cdot, \cdot)$ is

---

TABLE 1: Glossary of notations.

| Notations                   | Description                                                                 |
|-----------------------------|-----------------------------------------------------------------------------|
| $\mathcal{G}_{\text{train}}/\mathcal{G}_{\text{test}}$ | Training/testing graphs                                                    |
| $A$                         | Adjacency matrix                                                            |
| $F$                         | Feature matrix                                                              |
| $S$                         | Cluster assignment matrix                                                   |
| $Z$                         | Node representation matrix                                                  |
| $H$                         | High-level variable representation matrix                                    |
| $P$                         | Permutation matrix                                                          |
| $T$                         | Treatment variable                                                          |
| $Y$                         | Label/prediction variable                                                   |
| $X$                         | Confounder variable                                                         |
| $X^{(p)}$                   | The $p$-th high-level confounder variable                                   |
| $X^{(p)}$                   | The $p$-th high-level confounder variable                                   |
| $w$                         | Sample/graph weights                                                       |
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also a three-layer GNN module, and the output dimension of \(G_{pool}^{(3)} \) is a pre-defined maximum number of clusters at layer 1 and is a hyperparameter. And the appropriate number of clusters could be learned in an end-to-end manner. The maximum number of clusters in the last pooling layer should be the number of high-level variables we aim to extract. The softmax function is applied in a row-wise fashion to generate the cluster assignment probabilities for each node at layer 1.

After obtaining the assignment matrix \( S^{(1)} \), we could know the assignment probability of each node on the predefined clusters. Hence, based on the assignment matrix \( S^{(1)} \) and the learned node embedding matrix \( Z^{(1)} \), we could get a new coarsened graph, where the nodes are the clusters learned by this layer and edges are the connectivity strength between each pair of clusters. Particularly, the new matrix of embeddings is calculated by the following equation:

\[
F^{(1)} = S^{(1)T} Z^{(1)} \in \mathbb{R}^{n_1 \times d},
\]

where \( d \) is the dimension of the embedding. This equation aggregates the node embedding \( Z^{(1)} \) according to the cluster assignment \( S^{(1)} \), generating embeddings for each of the \( n_1 \) clusters. Similarly, we generate a coarsened adjacency matrix as follows.

\[
A^{(1)} = S^{(1)T} A^{(0)} S^{(1)} \in \mathbb{R}^{n_1 \times n_1}.
\]

For all the operations with superscript \((1)\), it is one DiffPool unit and it is denoted as \((A^{(1)}, F^{(1)}) = \text{DiffPool}(A^{(0)}, F^{(0)})\). For any DiffPool layer \( l \), it could be denoted as \((A^{(l)}, F^{(l)}) = \text{DiffPool}(A^{(l-1)}, F^{(l-1)})\). In particular, we could stack multiple DiffPool layers to extract the deep hierarchical structure of the graph.

**High-level Representation Alignment.** After stacking \( L \) graph pooling layers, we could get the most high-level cluster embedding \( F^{(L)} \in \mathbb{R}^{n_L \times d} \), where \( F^{(L)} \) represents the \( i \)-th high-level representation of the corresponding subgraph in the original graph and \( n_L \) is the number of high-level representation. As our target is to encode subgraph information into graph representation and \( F^{(L)} \) has explicitly encoded each densely-connected subgraph information into each row of \( F^{(L)} \), we propose to utilize the embedding matrix \( F^{(L)} \) to represent the high-level variables. However, due to the Non-Euclidean property of graph data, for the \( i \)-th learned high-level representations \( \tilde{F}^{(L)}_i \) and \( F^{(L)}_i \) from two graphs \( \tilde{G} \) and \( G \), respectively, their semantic meaning may not be matched, e.g., \( \tilde{F}^{(L)}_i \) and \( F^{(L)}_i \) may represent scaffold substructure (e.g., carbon ring) and functional group (e.g., NO2) in two molecular graphs, respectively. To match the semantic meaning of learned high-level representation across graphs, we propose to concatenate the high-level variables by the order of row index of high-level embedding matrix for each graph:

\[
h = \text{concat} (F^{(L)}_1, F^{(L)}_2, \ldots, F^{(L)}_{n_L}),
\]

where \( h \in \mathbb{R}^{n_L \times d} \) and \( \text{concat}(\cdot) \) means concatenation operation by the row axis. Moreover, we stack \( m \) high-level representations for a mini-batch with \( m \) graphs to obtain the embedding matrix \( H \in \mathbb{R}^{mn_L \times d} \):

\[
H = \text{stack}(h_1, h_2, \ldots, h_m),
\]

where \( h_i \) is the concatenated high-level representation of sample \( i \), \( \text{stack}(\cdot) \) means the stacking operation by the row axis, and \( H_i \) means the high-level representation for the \( i \)-th graph in the mini-batch. \( H_{i,(k-1)d:kd} \) means \( k \)-th high-level representation of \( i \)-th graph. Hence, to prove the semantic alignment of any two high-level representations \( H_i \) and \( H_j \), we need to demonstrate that the semantic meanings of \( H_{i,(k-1)d:kd} \) and \( H_{j,(k-1)d:kd} \) are aligned for all \( k \in [1, n_L] \). To this end, we first prove the permutation invariant property of DiffPool layer.

**Lemma 1. Permutation Invariance** [8]. Given any permutation matrix \( P \in \{0, 1\}^{n \times n} \), if \( P \cdot \text{GNN}(A, F) = \text{GNN}(PAP^T, PF) \)
(i.e., the GNN method used is permutation equivariant), then \( \text{DiffPool}(A, F) = \text{DiffPool}(PA^T, PF) \).

Proof. Following [49], a function \( f : \mathbb{R}^{n \times d} \rightarrow \mathbb{R}^{n \times l} \) is invariant if \( f(F, X) = f(PFP^T, PF) \), i.e., the permutation will not change node representation and the order in the learned matrix. A function \( f : \mathbb{R}^{n \times d} \rightarrow \mathbb{R}^{n \times l} \) is equivariant if \( f(A, F) = P \cdot f(PA^T, PF) \), i.e., the permutation will not change the node representation but the order of nodes in matrix will be permuted. The permutation invariant aggregator functions such as mean pooling and max pooling ensure that the basic model can be trained and applied to arbitrarily ordered node neighborhood feature sets, i.e., permutation equivariant. Therefore, the Eq. (4) and (5) are the permutation equivariant by the assumption that the GNN module is permutation equivariant. And since any permutation matrix is orthogonal, i.e., \( P^T P = I \), applying this into Eq. (4) and (5), we have:

\[
F^{(1)} = S^{(1)T} P^T P Z^{(1)}, \tag{8}
\]

\[
A^{(1)} = S^{(1)T} P^T P A^{(1)} P P^T S^{(1)}. \tag{9}
\]

Hence, DiffPool layer is permutation invariant. □

After proving the permutation invariant property of a single graph, we then illustrate the theoretical results for the semantic alignment of learned high-level representation across graphs.

**Theorem 1. Semantic Alignment of High-level Variables.**

Given any two graphs \( G_i = (A_i, F_i) \) and \( G_j = (A_j, F_j) \), the semantic space of high-level representations \( H_i \) and \( H_j \), learned by a series of shared DiffPool layers is aligned.

**Proof.** WL-test [50] is widely used in graph isomorphism checking; if two graphs are isomorphic, they will have the same multiset of WL colors at any iteration. GNNs could be viewed as a continuous approximation to the WL test, where they both aggregate signal from neighbors and the trainable neural network aggregators is an analogy to the hash function in WL-test [10]. Therefore, the outputs of GNN module are exactly the continuous WL colors. The outputs of GNN layers or the WL color of nodes would represent their structural roles [10]. For example, the output assignment matrix of the pooling GNN module in Diffpool layer \( S^{(1)} \in \mathbb{R}^{n_0 \times n_1} \) could be interpreted as the structural roles of \( n_0 \) input nodes with respect to the \( n_1 \) clusters of layer 1. Through the assignment matrix \( S^{(1)} \), it will aggregate the nodes with similar structural roles into the clusters with the same index. Hence, the semantic meaning of each column of the learned assignment matrices \( S^{(1)} \) and \( S^{(l)} \) of graphs \( G_i \) and \( G_j \) would be aligned, e.g., the \( k \)-th column would represent carbon ring structure in all molecule graphs, which act as the scaffold structural role in molecule graphs. Due to the permutation invariant property of DiffPool layer, according to Eq. (8), the input graph with any node order will map its carbon ring structure signal into the \( k \)-th high-level representation, i.e., the \( k \)-th high-level representation of \( H_{i,(k-1)\leq d} \) and \( H_{j,(k-1)\leq d} \). Hence, the semantic meaning of \( H_i \) and \( H_j \) is aligned. □

### 4.3 Causal Variable Distinguishing Regularizer

So far the variable learning part extracts all the high-level representations for all the densely-connected subgraphs regardless of whether it is relevant with the graph label due to causal relation or spurious correlation. In this section, we first analyze the reason leading to the degeneration of GNNs on OOD scenarios in a causal view and then propose the Causal Variable Distinguishing (CVD) regularizer with sample reweighting technique.

**Revisiting on GNNs in Causal View.** As described in Section 5, our target is to learn a classifier \( g(\cdot) \) based on the relevant variable \( Z \). To this end, we need to distinguish which variable of learned high-level representation \( H \) belongs to \( Z \) or \( M \). The major difference between \( Z \) and \( M \) is whether they have a causal effect on \( Y \). For a graph-level classification task, after learning the graph representation, it will be fed into a classifier to predict its label. The prediction process could be represented by the causal graph with three variables and their relationships, as shown in Figure 4(a) where \( T \) is a treatment variable, \( Y \) is the prediction/outcome variable, and \( X \) is the confounder variable, which has effects both on the treatment variable and the outcome variable. The path \( T \rightarrow Y \) represents the target of GNNs that aims to estimate the causal effect of the one learned variable \( T \) (e.g., \( i \)-th high-level representation \( H_{(i-1)d/id} \)) on \( Y \). Meanwhile, other learned variables (e.g., \( j \)-th high-level representation \( H_{(j-1)d/jd} \)) will act as confounder \( X \). Due to the existence of spurious correlations of subgraphs, there are spurious correlations between their learned embeddings. Hence, there incurs a path between \( X \) and \( T \). And because GNNs also employ the confounder (e.g., the representation of carbon ring) for prediction, there exists a path \( X \rightarrow Y \). Hence, these two paths form a backdoor path between \( X \) and \( Y \) (i.e., \( T \leftarrow X \rightarrow Y \)) and induce the spurious correlation between \( T \) and \( Y \). And the spurious correlation will amplify the true correlation between treatment variable and label, and may change in testing environments. Under this scenario, existing GNNs cannot estimate the causal effect of subgraphs accurately, so the performance of GNNs will degenerate when the spurious correlation change in the testing phase.

1. We use variable \( Y \) for both the ground-truth labels and prediction, as they are optimized to be the same.
2. Note that the direction of arrow means that the assignment of treatment value will dependent on the confounder. However, if the arrow is reversed, it will not affect the theoretical results in our paper.
Confounding balancing techniques [51, 52] correct the non-random assignment of treatment variable by balancing the distributions of confounder across different treatment levels. Because moments can uniquely determine a distribution, confounder balancing methods directly balance the confounder moments by adjusting weights of samples [51, 53]. The sample weights \( w \) for binary treatment scenario are learnt by:

\[
w = \arg \min \left\{ \sum_{i; T_i = 1} w_i \cdot X_{i,1} - \sum_{j; T_j = 0} w_j \cdot X_{j,1} \right\}
\]

where \( X \) is the confounder matrix and \( X_{i,1} \) is the confounder vector for \( i \)-th graph. Given a binary treatment feature \( T = \sum \frac{1}{N} w_i \cdot X_{i,1} \) and \( \sum \frac{1}{N} w_j \cdot X_{j,1} \) refer to the mean value of confounders on samples with and without treatment, respectively. After confounder balancing, the dependence between \( X \) and \( T \) (i.e., \( T \rightarrow X \) ) would be eliminated, thus the correlation between the treatment variable and the output variable will represent the causal effect (i.e., \( X \rightarrow Y \)).

Moreover, for a GNN model, we have little prior knowledge on causal relationships between the learned high-level variables \( \{X_{0:d}, \ldots, X_{(n_z-1):d} \} \), thus we have to set each learned high-level variable as treatment variable one by one, and the remaining high-level variables are viewed as confounding variables, e.g., \( X_{0:d} \) is set as treatment variable and \( \{X_{d+2:d}, \ldots, X_{(n_z-1):d} \} \) are set as confounders. Note that for a particular treatment variable, previous confounder balancing techniques are mainly designed for a single-dimensional treatment feature as well as the confounder usually consists of multiple variables where each variable is a single-dimensional feature. In our scenario, however, as depicted in Figure 4(b), we should deal with the confounders which are composed of multiple multi-dimensional confounder variables \( \{X^{(1)}, \ldots, X^{(p)} \} \), where each multi-dimensional confounder variable corresponds to one of learned high-level representations \( \{H_{0:d}, \ldots, H_{(n_z-1):d} \} \). The multi-dimensional variable unit usually has integrated meaning such as representing one subgraph, so it is unnecessary to remove the correlation between the treatment variable with each of feature \( H_i \) in one multi-dimensional feature unit, e.g., \( H_{0:d} \). And we should only remove the subgraph-level correlation between treatment variable \( T \) with multiple multi-dimensional variable units \( \{X^{(1)}, \ldots, X^{(p)} \} \). One possible way to achieve this goal is to learn a set of sample weights that balance the distributions of all confounding variables for the targeted treatment variable, as illustrated in Figure 4(b), i.e., randomizing the assignment of treatment \( T \) with confounders \( \{X^{(1)}, \ldots, X^{(p)} \} \). The sample weights \( w \) could be learnt by the following multi-dimensional confounder balancing objective:

\[
w = \arg \min \left\{ \sum_{k=1}^{p} \sum_{i; T_i = 1} w_i \cdot X_{i,k}^{(k)} - \sum_{j; T_j = 0} w_j \cdot X_{j,k}^{(k)} \right\}
\]

where \( X^{(k)} \) is the embedding matrix for \( k \)-th confounding variable \( X^{(k)} \).

3. Here, we still assume the treatment is a binary variable. In the following part, we will consider the treatment as a multi-dimensional variable.

**Weighted Hilbert-Schmidt Independence Criterion.** Since the above confounder balancing method is mainly designed for binary treatment variable, which needs the treatment value to divide the samples into treated or control group, it is hard to apply to the continuous multi-dimensional variables learned by GNNs. Inspired by the intuition of confounder balancing which is to remove the dependence between the treatment with the corresponding confounding variables, we propose to remove dependence between continuous multi-dimensional random variable \( T \) with each of confounder in \( \{X^{(1)}, \ldots, X^{(p)} \} \). Moreover, as the relationship between representations learned by the representation module is highly nonlinear, it is necessary to measure the nonlinear dependence between them. And it is feasible to resort to HSIC measure [54]. For two random variables \( U \) and \( V \) and kernel \( k \) and \( l \), HSIC is defined as \( \text{HSIC}^{k,l}(U, V) := ||C_{U,V}||_2 \), where \( C_{U,V} \) is a cross-covariance operator in the Reproducing Kernel Hilbert Spaces (RKHS) of \( k \) and \( l \) [55], an RKHS analogue of covariance matrices. \( || \cdot ||_2 \) is the Hilbert-Schmidt norm, a Hilbert-space analogue of the Frobenius norm. For two random variables \( U \) and \( V \) and radial basis function (RBF) kernels \( k \) and \( l \), \( \text{HSIC}^{k,l}(U, V) = 0 \) if and only if \( U \perp V \). To estimate \( \text{HSIC}^{k,l}(U, V) \) with finite sample, we employ a widely used estimator \( \hat{\text{HSIC}}^{k,l}(U, V) \) [55] with \( m \) samples, defined as:

\[
\hat{\text{HSIC}}^{k,l}_0(U, V) = (m-1)^{-2} \text{tr}(\hat{K} \hat{P} \hat{L} \hat{P} \hat{L}),
\]

where \( \hat{K}, \hat{L} \in \mathbb{R}^{m \times m} \) are RBF kernel matrices containing entries \( K_{ij} = k(U_i, U_j) \) and \( L_{ij} = l(V_i, V_j) \). \( P = I - m^{-1}11^T \in \mathbb{R}^{m \times m} \) is a centering matrix, where \( I \) is an identity matrix and \( 1 \) is an all-one column vector. \( P \) is used to center the RBF kernel matrices to have zero mean in the feature space.

To eliminate the dependence between the high-level treatment representation with the corresponding confounders, sample reweighting techniques could generate a pseudo-distribution that has less dependence between variables [18]. We propose a sample reweighting method to eliminate the dependence between high-level variables, where the nonlinear dependence is measured by HSIC.

We use \( w \in \mathbb{R}^n \) to denote a set of sample weights. For any two random variables \( U \) and \( V \), we first utilize the random initialized weights to reweight these two variables:

\[
\hat{U} = (w \cdot 1^T) \circ U,
\]

\[
\hat{V} = (w \cdot 1^T) \circ V,
\]

where \( \circ \) is the Hadamard product. Substituting \( \hat{U} \) and \( \hat{V} \) into Eq. (12), we obtain the weighted HSIC value:

\[
\hat{\text{HSIC}}^{k,l}_0(U, V, w) = (m-1)^{-2} \text{tr}(\hat{K} \hat{P} \hat{L} \hat{P} \hat{L} w),
\]

where \( \hat{K}, \hat{L} \in \mathbb{R}^{m \times m} \) are weighted RBF kernel matrices containing entries \( \hat{K}_{ij} = k(U_i, U_j) \) and \( \hat{L}_{ij} = l(V_i, V_j) \) specifically, for treatment variable \( H_{0:d} \) and its corresponding multiple confounder variables \( \{H_{d+2:d}, \ldots, H_{(n_z-1):d} \} \), we share the sample weights \( w \) across multiple confounders and propose to optimize \( w \) by:

\[
w^* = \arg \min_{w \in \Delta_m} \sum_{1 < p < n_L} \hat{\text{HSIC}}^{k,l}_0(H_{0:d}, H_{(p-1):d}, w),
\]
where $\Delta_m = \{w \in \mathbb{R}^m \mid \sum_{i=1}^m w_i = m\}$ is used to control the overall loss of each batch almost unchange, and we utilize $w = \text{softmax}(w)$ to satisfy this constraint. Hence, reweighting training samples with the optimal $w^*$ can mitigate the dependence between high-level treatment variable with confounders to the greatest extent.

**Global Multi-dimensional Variable Decorrelation.** Note that the above method is to remove the correlation between a single treatment variable $H_{0:d}$ with the confounders $\{H_{d:2d}, \ldots, H_{(n_L-1)d:n_Ld}\}$. However, we need to estimate the causal effect of all the learned high-level representations $\{H_{0:d}, H_{d:2d}, \ldots, H_{(n_L-1)d:n_Ld}\}$. As mentioned above, we need to set each high-level representation as a treatment variable and the remaining high-level representations as confounders, and remove the dependence between each treatment variable with the corresponding confounders. One effective way to achieve this goal is to remove all the dependence between variables. Specifically, we learn a set of sample weights that globally remove the dependence between each pair of high-level representations, defined as follows:

$$w^* = \arg\min_{w \in \Delta_m} \sum_{i < j} \text{HSIC}_0^k(l)(H_{(j-1)d:id}, H_{(j-1)d:jd}; w).$$

(17)

As we can see from Eq. (17), the global sample weights $w$ simultaneously reduce the dependence among all high-level representations.

### 4.4 Weighted Graph Neural Networks

In the traditional GNN model, the parameters of the model are learned on the original graph dataset $G = \{G_1, \ldots, G_m\}$. Because the sample weights $w$ learned by the causal variable distinguishing regularizer are capable of globally decorrelating the high-level variables, we propose to use the sample weights to reweight the GNN loss, and iteratively optimize sample weights $w$ and the parameters of weighted GNN model as follows:

$$f^{(t+1)}, g^{(t+1)} = \arg\min_{f,g} \sum_{i=1}^m w_i^{(t)} L(g(f(A_i, F_i)), y_i),$$

(18)

$$w^{(t+1)} = \arg\min_{w^{(t)}, w \in \Delta_m} \sum_{i < j} \text{HSIC}_0^k(l)(H_{(j-1)d:id}, H_{(j-1)d:jd}; w^{(t)}),$$

(19)

where $f(\cdot)$ is the representation part of our model and its output is the high-level representation $H$, $H^{(t+1)} = f^{(t+1)}(A, F)$, $t$ represents the iteration number, $g(\cdot)$ is a linear prediction layer, and $L(\cdot, \cdot)$ represents the loss function depends on which task we target. When updating the sample weights and the parameters of GNN model being fixed, we need to optimize the objective function Eq. (19). We update the sample weights by mature optimization technique, i.e., Adam. After obtaining the sample weights of each graph in the batch, we optimize the objective function of weighted GNNs Eq. (18) by an Adam optimizer [57]. For the classification task, cross-entropy loss is used, and for the regression task, least squared loss is used. Initially, $w^{(0)} = (1, 1, \ldots, 1)^T$ in each mini-batch. In the training phase, we iteratively optimize sample weights and model parameters with Eq. (18) and (19). During the inference phase, the predictive model directly conducts prediction based on the GNN model without any calculation of sample weights. The detailed procedure of our model is shown in Algorithm 1.

Although StableGNN still performs on dataset $G$, the weight $w_i$ of each graph is no longer same. This weight adjusts the contribution of each graph in the mini-batch loss, so that the GNN parameters are learned in the dataset that each high-level features are decorrelated [5], which can better learn the true correlation between relevant features and labels.

**Algorithm 1:** Training process of StableGNN

**Input:** Training graphs $G_{\text{train}} = \{G_1, y_1, \ldots, G_N, y_N\}$;

Training Epoch:$\text{Epoch}$;

Decorrelation Epoch: $\text{Decor Epoch}$;

**Output:** Learned GNN model;

1. **while** $t < \text{Epoch} \text{ do}$
2. **for** $1 \text{ to } \text{BatchNumber}$ **do**
3. Forward propagation to generate $H$;
4. **for** $1 \text{ to } \text{Decor Epoch}$ **do**
5. Optimize sample weights $w$ via Eq. (19);
6. **end**
7. Back propagate with weighted GNN loss to update $f$ and $g$ via Eq. (18);
8. **end**
9. **end**

**Discussions.** Our proposed framework, StableGNN, aims to relieve the distribution shifts problem by causal representation learning diagram in a general way. Specifically, a new causal representation learning for graphs that seamless integrates the power of representation learning and causal inference is proposed. For the representation learning part, we could utilize various state-of-the-art graph pooling layer [8], [10], [28], [29] to extract high-level representations, nevertheless, the main intuition of our work is that we should learn high-level meaningful representation rather than meaningless mixed representation in our proposed learning diagram. This point is key for meaningful and effective causal learning, which is validated in Section 5.2.

**Limitations.** In our model, we assume a general causal variable relationships in Figure 6. Nevertheless, for some datasets or tasks, there may exist more complicated causal relationships among high-level variables, hence discovering causal structure for these high-level variables may be useful for reconstructing the latent data generation process and achieving better generalization ability.

**Time Complexity Analysis.** As the proposed framework consists of two parts, we analyze them separately. For the graph high-level representation learning part, to cluster nodes, although it requires the additional computation of an assignment matrix, we observed that the Defpool layer did not incur substantial additional running time in practice. The reason is that each DiffPool layer reduces the size of graphs 4. In this paper, we slightly abuse the term "decorrelate/ decorrelation", which means removing both the linear and non-linear dependence among features unless specified.
by extracting a coarser high-level representation of the graph, which speeds up the graph convolution operation in the next layer. For CVD regularizer, given \( n_L \) learned high-level representation, the complexity of computing HSIC value of each pair of high-level variables is \( O(m^2) \) \[^{[38]}\), where \( m \) is the batch size. Hence, for each batch, the computation complexity of CVD regularizer is \( O(tn_L(n_L - 1)m^2) \), where \( t \) is the number of epochs to optimize \( w \) and \( n_L \) is a very small number.

5 Experiments

In this section, we evaluate our algorithm on both synthetic and real-world datasets, comparing with state-of-the-arts.

Model Configurations. In our experiments, the GNN layer used for DiffPool layer is built on top of the GraphSAGE \[^{[5]}\) or GCN \[^{[3]}\) layer, to demonstrate that our framework can be applied on top of different GNN models. We use the “max pooling” variant of GraphSAGE. One DiffPool layer is used for all the datasets and more sophisticated hierarchical layers could be learned by stacking multiple DiffPool layers. For our model, StableSAGE/StableGCN refers to using GraphSAGE/GCN as base model, respectively. All the models are trained with the same learning rate mode and the model for prediction is selected based on the epoch with best validation performance.

5.1 Experiments on Synthetic Data

To better verify the advantages of StableGNN on datasets with different degrees of distribution shifts between training set and testing set, we generate the synthetic datasets with a clear generation process so that the bias degree of datasets is controllable.

Dataset. We aim to generate a graph classification dataset that has a variety of distribution shifts from training dataset to testing dataset. Inspired by recent studies on GNN explanation \[^{[1]}\), \[^{[59]}\), we utilize motif as a subgraph of graphs. We first generate a base subgraph for each graph, that is, each positive graph has a “house”-structured network motif and each negative graph has a motif that is randomly drawn from 4 candidate motifs (i.e., star, clique, diamond and grid motifs). Hence, the “house” motif is the causal structure that causally determines the label. To inject spurious correlation, \( \mu \times 100\% \) of positive graphs will be added “star” motif and the remaining positive and negative graphs will randomly add a non-causal motif from 4 candidate motifs. The node features are drawn from the same uniform distribution for all nodes. We set \( \mu \) as \([0.6, 0.7, 0.8, 0.9]\) to get four spurious correlation degrees for the training set. And we set \( \mu = 0.5 \) to generate OOD validation set and \( \mu = 0.25 \) to generate an unbiased testing dataset. The larger \( \mu \) for the training set means there incurs a larger distribution shift between the training and testing sets. The resulting graphs are further perturbed by adding edges from the vertices of the first motif to one of the vertices of the second motif in each graph with the probability 0.25. The number of training samples is 2000, and for validation and testing set is 1000.

Experimental Settings and Metrics. As the synthetic data has a known generating mechanism and our model is based on the GraphSAGE/GCN, to clearly validate and explain the effectiveness of our framework helping base GNN get rid of spurious correlation, in this subsection, we only compare with the base models. The number of layers of GraphSAGE and GCN is set as 5. The dropout rate for all the methods is set as 0.0. For all the GNN models, an initial learning rate is set as \( 1 \times 10^{-3} \), the reduce factor is 0.5, and the patience value is 5. And the learning rate of CVD regularizer is selected from \{0.1, 0.3, ..., 1.3\}. To baselines, the training epoch is set as 50. For StableSAGE/GCN, we set 20 epochs to warm up the parameters, i.e., training without the CVD regularizer, and 30 epochs to train the whole model. The decorrelation epoch to learn sample weights is set as 50. For all the methods, we take the model of the epoch with the best validation performance for prediction. The batch size is set as 250. The maximum number of clusters (i.e., high-level representations) is set as 7 for StableSAGE and 8 for StableGCN. For all the baseline models, if not mentioned specially, we aggregate node embeddings by mean pooling readout function to get the graph-level representation. Following \[^{[15]}\), we augment each GNN layer with batch normalization (BN) \[^{[60]}\) and residual connection \[^{[61]}\). We evaluate the methods with three widely used metrics for binary classification, i.e., Accuracy, F1 score and ROC-AUC \[^{[62]}\). For all the experiments, we run 4 times with different random seeds and report their mean and standard error of prediction value with the corresponding metric on the test set in percent.

Results on Synthetic Data. The results are given in Table \[^{2}\) and we have the following observations. First, both the GraphSAGE and GCN suffer from serious performance decrease with the increase of spurious correlation degree, e.g., for F1 score, GraphSAGE drops from 67.83 to 54.24, and GCN drops from 67.06 to 62.28, indicating that spurious correlation greatly affects the GNNs’ generalization performance and the heavier distribution shifts will cause a larger performance decrease. Second, compared with the base model, our proposed models achieve up to 19.64% performance improvements, and gain larger improvements under heavier distribution shifts. As we know the “house” motif is decisive for the label, the only way to improve the performance is to utilize this causal subgraph, demonstrating that our models could significantly reduce the influence of spurious correlation among subgraphs and reveal the true relationship between causal subgraphs with labels. Third, when building our framework both on GraphSAGE and GCN, our framework could achieve consistent improvements, and it indicates that StableGNN is a general framework and has the potential to adapt to various GNN architectures.

Explanation Analysis. An intuitive type of explanation for GNN models is to identify subgraphs that have a strong influence on final decisions \[^{[1]}\). To demonstrate whether the model focuses on the relevant or irrelevant subgraphs while conducting prediction, we utilize GNNEncoder \[^{[1]}\) to calculate the most important subgraph with respect to GNN’s prediction and visualize it with red color. As GNNEncoder needs to compute an edge mask for explanation and GraphSAGE cannot be aware of the edge weights, we explain the GCN-based model, i.e., GCN and StableGCN. As shown in Figure \[^{5}\) we find the following interesting cases
TABLE 2: Results on synthetic datasets in different settings. The ‘improvements’ means the improvement percent of StableSAGE/StableGCN against GraphSAGE/GCN.

| Correlation Degree (µ) | Method         | Accuracy  | F1 score  | ROC-AUC  |
|------------------------|----------------|-----------|-----------|-----------|
|                        | GraphSAGE      | 69.68±0.91| 67.83±1.41| 77.49±0.71|
|                        | StableSAGE     | 73.93±0.66| 73.05±1.21| 79.22±1.07|
|                        | Improvements   | 6.10%     | 7.70%     | 2.23%     |
|                        | GraphSAGE      | 6.85±0.76 | 63.76±1.32| 75.55±1.01|
|                        | StableSAGE     | 73.9±1.78 | 71.23±1.88| 81.48±4.13|
|                        | Improvements   | 8.92%     | 11.71%    | 7.85%     |
|                        | GraphSAGE      | 63.6±1.22 | 60.2±0.81 | 72.7±1.43 |
|                        | StableSAGE     | 72.15±1.26| 68.5±0.87 | 81.35±2.12|
|                        | Improvements   | 9.86%     | 13.83%    | 9.98%     |
|                        | GraphSAGE      | 65.2±0.94 | 54.24±1.98| 72.89±0.67|
|                        | StableSAGE     | 70.35±1.66| 64.84±2.54| 80.31±1.78|
|                        | Improvements   | 7.90%     | 19.54%    | 10.18%    |
|                        | GCN            | 70.98±0.93| 67.06±2.95| 77.35±0.55|
|                        | StableGCN      | 74.92±1.91| 73.91±2.49| 81.79±2.42|
|                        | Improvements   | 5.56%     | 10.21%    | 5.47%     |
|                        | GCN            | 70.9±1.45 | 65.37±3.69| 78.27±1.53|
|                        | StableGCN      | 73.15±2.62| 70.29±2.76| 79.77±3.42|
|                        | Improvements   | 3.17%     | 7.198%    | 1.92%     |
|                        | GCN            | 70.35±0.50| 65.41±0.85| 75.76±1.09|
|                        | StableGCN      | 74.5±1.03 | 70.94±1.69| 81.33±0.86|
|                        | Improvements   | 5.90%     | 8.45%     | 7.62%     |
|                        | GCN            | 69.68±1.56| 62.25±1.38| 76.61±0.66|
|                        | StableGCN      | 76.35±1.37| 72.64±2.62| 83.24±0.58|
|                        | Improvements   | 9.57%     | 16.63%    | 8.65%     |

contributing to the success of our model, where each case represents a kind of failure easily made by existing methods.

- **Case 1.** As we can see, GCN assigns the higher weights to “star” motif, however, StableGCN concentrates more on “house” motif. Although GCN could make correct predictions based on the “star” motif, which is highly correlated with “house” motif, this prediction is unstable and it means that if there incurs spurious correlations in the training set, the model could learn the spurious correlation and rely on this clue for predictions. This unstable prediction is undesirable, as the unstable structure may change during the wild testing environments.

- **Case 2.** In this case, there is a “grid” motif connecting with “house” motif. As we can see, GCN pays more attention on “grid” motif and StableGCN still concentrates on “house” motif. Due to the existence of spurious correlated subgraphs, it will reduce the confidence of the true causal subgraph for prediction. When there appears another irrelevant subgraph, GCN may also pay attention on this irrelevant subgraph, leading to incorrect prediction results. However, our model could focus on the true causal subgraphs regardless of which kind of subgraphs are associated with them.

- **Case 3.** This is a case for negative samples. The spurious correlation leads to the GCN model focusing on the “star” motif. As the “star” motif is correlated with the positive label, GCN model will predict this graph as a positive graph. In contrast, due to the decorrelation of subgraphs in our model, we find that the “star” motif may not discriminate to the label decision and “diamond” motif may attribute more to the negative labels.

5.2 Experiments on Real-world Datasets

In this section, we apply our StableGNN algorithm on eight real-world datasets for out-of-distribution graph property prediction.
procedure that splits the molecules with different scaffolds into training or testing sets. All the molecules with the same scaffold could be treated as an environment, and the scaffold splitting attempts to separate molecules with different scaffolds into different subsets. For example, two molecules, Cyclopropanol (C3H6O) and 1,4-Cyclohexanediol (C6H12O2), contain different scaffold patterns: the former scaffold is 3C-ring and the latter is 6C-ring. Although sampled with different distributions, they are both readily soluble in water due to the invariant subgraph hydroxy (-OH) attached to different scaffolds. The environments of training and testing sets are different, resulting in different graph distributions. Therefore, this kind of data could be used to test whether the model could leverage the causal subgraph to make predictions, i.e., the generalization ability of GNNs on graphs with different distributions. Moreover, we also conduct the experiments on a commonly used graph classification dataset, MUTAG [66], as we could explain the results based on the knowledge used in [48]. It consists of 4,337 molecule graphs. Each graph is assigned to one of 2 classes based on its mutagenic effect. Note that this dataset cannot adopt the scaffold splitting, as the +4 valence N atom, which commonly exists in this dataset, is illegal in the RDKit [67] tool used for scaffold splitting. We just use the random splitting for this dataset, however, we still believe there are some OOD cases in the testing set. The splitting ratio for all the datasets is 80/10/10. The detailed statistics are shown in Table 3.

Baselines. As the superiority of GNNs against traditional methods on graph-level tasks, like kernel-based methods [68], has been demonstrated by previous literature [8], here, we mainly consider baselines based upon several related and state-of-the-art GNNs.

- Base models: GraphSAGE [5] and GCN [3] are classical GNN methods. We utilize them as base models in our framework, so they are the most related baselines to validate the effectiveness of the proposed framework.
- DIFFPOOL [8]: It is a hierarchical graph pooling method in an end-to-end fashion. It adopts the same model architecture and hyperparameter setting with high-level variable learning components in our framework, except that DIFFPOOL model aggregates the clusters’ representation by summation operation rather than an ordered concatenation operation to generate the final high-level representations.
- GAT [4]: It is an attention-based GNN method, which learns the edge weights by an attention mechanism.
- GIN [70]: It is a graph isomorphism network that is as powerful as the WL graph isomorphism test. We compare with two variants of GIN, i.e., whether the ε is a learnable parameter or a fixed 0 scalar, denoted as GIN and GIN0, respectively.
- MoNet [71]: It is a general architecture to learn on graphs and manifolds using the bayesian gaussian mixture model.
- SGC [72]: It is a simplified GCN-based method, which reduces the excess complexity through successively removing nonlinearities and collapsing weight matrices between consecutive layers.
- JKNet [73]: It is a GNN framework that selectively combines different aggregations at the last layer.
- DIR [31]: It is a GNN method designed for the distribution shift problem, which disentangles the casual and non-causal subgraphs.
- CIGA [52]: It is a GNN method that learns causally invariant representations for OOD generalization on graphs.

Experimental Settings and Metrics. Here, we only describe the experimental settings that are different from Section 5.1. For all GNN baselines, we follow [6] which set the number of layers as 5. The dropout rate after each layer for all the methods on the datasets for binary classification and multi-label classification is set as 0.5, and for regression datasets, the dropout rate is set as 0.0. The number of batch size for binary classification and multi-label classification is set as 128, and for regression datasets, the batch size is set as 64. The training epoch for all the baselines is set as 200. And for our model, we utilize 100 epochs to warm up and 100 epochs to train the whole model. The maximum number of clusters is set as 7 for our models and DIFFPOOL. For DIR and CIGA, the hyperparameter s, the selection ratio of casual subgraph is chosen from [0.1, 0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9], and the hyperparameters α and β for contrastive loss and hinge loss of CIGA are both chosen from [0.5, 1, 2, 4, 8, 16, 32] according to the validation performances. Moreover, as the loss of DIR and CIGA are specifically designed for the multi-classification task, they cannot perform on the datasets with multi-label classification and regression tasks. As these datasets usually treat chemical bond type as their edge type, to include edge features, we follow [6] and add transformed edge features into the incoming node features. For the datasets from OGB, we use the metrics recommended by the original paper for each task [6]. And following [1], we adopt Accuracy for MUTAG dataset.

Results on Real-world Datasets. The experimental results on eight datasets are presented in Table 4 and we have the following observations. First, comparing with these competitive GNN models, Stable-SAGE/GCN achieves 6 rank one and 2 rank two on all eight datasets. And the average rank of StableSAGE and StableGCN are 1.75 and 2.87, respectively, which is much higher than the third place, i.e., 4.38 for MoNet. It means that most existing GNN models cannot perform well on OOD datasets and our model significantly outperforms existing methods, which well demonstrates the effectiveness of the proposed causal representation learning framework. Second, compared with the base models, i.e., GraphSAGE and GCN, our models achieve consistent improvements on all datasets, validating that our framework could boost the existing GNN architectures. Third, Stable-SAGE/GCN also outperforms DIFFPOOL method by a large margin. Although we utilize the DiffPool layer to extract high-level representations in our framework, the seamless integration of representation learning and causal learning is the key to the improvements of our model. Fourth, Stable-SAGE/GCN outperforms DIR and CIGA, showing the effectiveness of our model over them on OOD generalization problem on graphs. And DIR and CIGA need to set a hyperparameter for the selection ratio of casual subgraph for all graphs, where the selection ratio is fixed and the same for all graphs and it
TABLE 4: Performance of real-world graph datasets. The number in the porcupines high-level representation learning and causal effect
StableGNN will refer to StableSAGE unless mentioned specifically.

| Dataset       | Task Type         | #Graphs | #Nodes | Average #Edges | #Task | Splitting Type | Metric    |
|---------------|-------------------|---------|--------|----------------|-------|----------------|-----------|
| Molbace       | Binary classification | 1,513   | 34.1   | 36.9           | 1     | Scaffold splitting | ROC-AUC   |
| Molbbbp       | Binary classification | 2,039   | 24.1   | 26.0           | 1     | Scaffold splitting | ROC-AUC   |
| Molhiv        | Binary classification | 41,127  | 25.5   | 27.5           | 1     | Scaffold splitting | ROC-AUC   |
| MUTAG         | Binary classification | 4,337   | 30.32  | 30.77          | 1     | Random splitting  | Accuracy  |
| Molclintox    | Multi-label classification | 1,477   | 26.2   | 27.9           | 2     | Scaffold splitting | ROC-AUC   |
| Moltox21      | Multi-label classification | 7,831   | 18.6   | 19.3           | 2     | Scaffold splitting | ROC-AUC   |
| Molbbbp       | Regression         | 1,125   | 13.3   | 13.7           | 1     | Scaffold splitting | RMSE      |
| Molhiv        | Regression         | 4,200   | 27.0   | 29.5           | 1     | Scaffold splitting | RMSE      |

is hard to set in practice. Fifth, Stable-SAGE/GCN achieves superior performance on datasets with three different tasks and a wide range of dataset scales, indicating that our proposed method is general enough to be applied to datasets with a variety of properties.

Ablation Study. Note that our framework naturally incorporates high-level representation learning and causal effect estimation in a unified framework. Here we conduct ablation studies to investigate the effect of each component. For our framework without the CVD regularizer, we term it as StableGNN-NoCVD. The results are presented in Figure 6. We first find that StableGNN-NoCVD outperforms GraphSAGE on most datasets, indicating that learning hierarchical structure by our model for graph-level tasks is necessary and effective. Second, StableGNN-NoCVD achieves competitive results or better results with DIFFPOOL method. The only difference between them is that DIFFPOOL model averages the learned clusters’ representations and StableGNN-NoCVD concatenates them by a consistent order, and then the aggregated embeddings are fed into a classifier. As the traditional MLP classifier needs the features of all samples should in a consistent order, the superior performance of StableGNN-NoCVD well validates that the learned representations H are in a consistent order across graphs. Moreover, we find that StableGNN consistently outperforms StableGNN-NoCVD. As the only difference between the two models is the CVD term, we can safely attribute the improvements to the distinguishing of causal variables by our proposed regularizer. Note that on some datasets, we could find that StableGNN-NoCVD cannot achieve satisfying results, however, when combined with the regularizer, it makes clear improvements. This phenomenon further validates the necessity of each component that we should conduct

5. Note that, for simplicity, in the following studies we mainly conduct analysis on StableSAGE, and StableGCN will get similar results. StableGNN will refer to StableSAGE unless mentioned specifically.
representation learning and causal inference jointly.

Comparison with Different Decorrelation Methods. As there may be other ways to decorrelate the variables in GNNs by sample reweighting methods, one question arises naturally: is our proposed decorrelation framework a more suitable strategy for graphs? To answer this question, we compare the following alternatives:

- GraphSAGE-Decorr: This method directly decorrelates each dimension of high-level representations learned by GraphSAGE.
- StableGNN-NoCVD-Decorr: This method decorrelates each dimension of concatenated high-level representation learned by StableGNN-NoCVD.
- StableGNN-NoCVD-Distent: This method forces the high-level representation learned by StableGNN-NoCVD to be disentangled by adding a HSIC regularizer to the overall loss.

The results are shown in Table 5. Compared with these potential decorrelation methods, StableGNN achieves better results consistently, demonstrating that decorrelating the representations by the cluster-level granularity is a more suitable strategy for graph data. Moreover, we find that GraphSAGE-Decorr/StableGNN-NoCVD-Decorr shows worse performance than GraphSAGE/StableGNN-NoCVD, and the reason is that if we aggressively decorrelate single dimension of embeddings, it will inevitably break the intrinsic semantic meaning of original data. Furthermore, StableGNN-NoCVD-Distent forces the high-level representations to be disentangled, which changes the semantic implication of features, while StableGNN learns sample weights to adjust the data structure while the semantics of features are not affected. Overall, StableGNN is a general and effective framework compared with all the potential ways.

Convergence Rate and Parameter Sensitivity Analysis. We first analyze the convergence rate of our proposed causal variable distinguishing regularizer. We report the summation of HSIC value of all high-level representation pairs and the difference of learned weights between two consecutive epochs during the weights learning procedure in one batch on three relatively smaller datasets in Figure 7. As we can see, the weights learned by CVD regularizer could achieve convergence very fast while reducing the HSIC value significantly. In addition, we study the sensitivity of the number of high-level representations and report the performance of StableGNN-NoCVD and StableGNN based on the same pre-defined number of clusters in Figure 8. StableGNN outperforms StableGNN-NoCVD on almost all cases, which well demonstrates the robustness of our methods with the number of pre-defined clusters and the effectiveness of the proposed CVD regularizer. Note that our framework could learn the appropriate number of clusters in an end-to-end way, i.e., some clusters might not be used.

TABLE 5: Performance of different decorrelation methods.

| Method              | Molhiv (↑) | Molbace (↑) | Molbbbp (↑) | MUCAG (↑) | Molclintox (↑) | Moltox21 (↑) | Molext (↑) | Molipo (↑) |
|---------------------|------------|-------------|-------------|-----------|----------------|--------------|------------|------------|
| GraphSAGE           | 75.76 ± 2.19 | 78.51 ± 1.72 | 66.18 ± 0.97 | 79.78 ± 0.37 | 88.68 ± 2.44 | 68.36 ± 0.59 | 1.898 ± 0.1229 | 0.7911 ± 0.0149 |
| GraphSAGE-Decorr    | 76.29 ± 1.69 | 77.34 ± 1.63 | 66.28 ± 0.89 | 80.76 ± 1.32 | 86.51 ± 0.62 | 68.77 ± 0.66 | 1.7889 ± 0.1234 | 0.8024 ± 0.0165 |
| StableGNN-NoCVD     | 76.47 ± 1.01 | 79.65 ± 0.86 | 66.73 ± 1.87 | 80.13 ± 1.80 | 87.96 ± 1.91 | 68.63 ± 0.63 | 1.8191 ± 0.0219 | 0.6971 ± 0.017 |
| StableGNN-NoCVD-Decorr | 75.32 ± 0.52 | 78.71 ± 2.34 | 67.02 ± 1.55 | 79.17 ± 1.07 | 88.89 ± 2.58 | 69.05 ± 0.66 | 1.0377 ± 0.0389 | 0.7171 ± 0.0378 |
| StableGNN-NoCVD-Distent | 75.76 ± 0.64 | 79.04 ± 1.24 | 64.21 ± 1.34 | 80.92 ± 0.30 | 90.44 ± 0.79 | 68.80 ± 1.28 | 1.0792 ± 0.0256 | 0.7171 ± 0.0378 |
| StableGNN           | 77.63 ± 0.79 | 80.73 ± 2.58 | 68.47 ± 2.47 | 82.13 ± 3.32 | 90.96 ± 1.93 | 69.14 ± 0.24 | 1.022 ± 0.0039 | 0.6971 ± 0.0297 |

Fig. 6: Ablation study on three real-world tasks.

Fig. 7: Convergence rate analysis of CVD regularizer.
Fig. 8: Sensitivity of the pre-defined maximum number of clusters.

Fig. 9: Explanation instance for MUTAG dataset. The blue, green, red and yellow colors represent N, H, O, C atoms, respectively. The top important subgraphs selected by GNNExplainer are viewed in black color (keep the top 6 important edges). The picture is best viewed in color.

by the assignment matrix.

Interpretability Analysis. In Figure 9, we investigate explanations for graph classification tasks on MUTAG dataset. In the MUTAG example, colors indicate node features, which represent atoms. StableGNN correctly identifies chemical NO₂ and NH₂, which are known to be mutagenic [48] while baselines fail in. These cases demonstrate that our model could utilize more interpretable structures for prediction. Moreover, the difference of StableGCN-NoCVD between StableGCN indicates the necessity of integrating two components in our framework.

6 CONCLUSION AND FUTURE WORK

In this paper, we study a practical but seldom studied problem: generalizing GNNs on out-of-distribution graph data. We analyze the problem in a causal view that the generalization of GNNs will be hindered by the spurious correlation among subgraphs. To improve the stability of existing methods, we propose a general causal representation learning framework, called StableGNN, which integrates graph high-level variable representation learning and causal effect estimation in a unified framework. Extensive experiments well demonstrate the effectiveness, flexibility, and interpretability of the StableGNN.

In addition, we believe that this paper just opens a direction for causal representation learning on graphs. As the most important contribution, we propose a general framework for causal graph representation learning: graph high-level variable representation learning and causal variable distinguishing, which can be flexibly adjusted for specific tasks. For example, besides molecules, we could adjust our framework to learn the causal substructures of proteins. The substructures of proteins play a crucial causal role in determining their properties and functions. Different substructures can confer distinct functionalities and characteristics on the proteins. To have a broader impact, we believe the idea could also spur causal representation learning in other areas, like object recognition [74], multi-modal data fusion [75], and automatic driving in wild environments [76].
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