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Abstract

Bayesian inference methods rely on numerical algorithms for both model selection and parameter inference. In general, these algorithms require a high computational effort to yield reliable inferences. One of the major challenges in phylogenetics regards the estimation of the marginal likelihood. This quantity is commonly used for comparing different evolutionary models, but its calculation, even for simple models, incurs high computational cost. Another interesting challenge regards the estimation of the posterior distribution. Often, long Markov chains are required to get sufficient samples to carry out parameter inference, especially for tree distributions. In general, these problems are addressed separately by using different procedures. Nested sampling (NS) is a Bayesian algorithm which provides the means to estimate marginal likelihoods and to sample from the posterior distribution at no extra cost. In this paper, we introduce NS to phylogenetics. Its performance is analysed under different scenarios and compared to established methods. We conclude that NS is a very competitive and attractive algorithm for phylogenetic inference.
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1 Introduction

Bayesian methods provide a comprehensive framework in which to explore parameter space, uncertainty and model-to-data fitness. The concept was introduced to phylogenetics in the 1990s (Rannala and Yang, 1996; Yang and Rannala, 1997; Larget and Simon, 1999), and has gained popularity because of its flexibility when dealing with complex models and large data sets, in contrast with maximum likelihood estimation. The increase in computational power led to the rise of Bayesian methods, as Markov Chain Monte Carlo (MCMC) approaches became feasible. Its popularity was further increased by state-of-the-art implementations of the models in programs like MrBayes (Huelsenbeck and Ronquist, 2001), BEAST (Drummond and Rambaut, 2007), and PhyloBayes (Lartillot et al., 2009).

As in other fields, model selection plays an integral part in phylogenetic inference. A wide variety of different criteria are available for this task, with some of the most popular being the Likelihood Ratio Test (LRT), Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), and Bayes Factors (BF), which are ratios of marginal likelihoods. The latter is of particular interest as it provides many advantages over the other methods: i) It is a direct consequence of probability theory used as a theory of reasoning; ii) it allows...
comparison of nested and non-nested models; iii) it is not based on a point estimate in parameter space since it averages over parameter space; and iv) it embodies Occam’s razor by involving the prior distribution in the model selection process. Marginal likelihoods penalize the inclusion of a new parameter when its value is unknown and some of the possible values do not fit the data well. However, the marginal likelihood is a difficult integral that depends on the complexity of the model. Finding ways to efficiently estimate this integral is one of the major challenges of the field.

A simple Monte Carlo method for estimating the marginal likelihood is the harmonic mean (Newton and Raftery, 1994). However, it is well-known to overestimate the real value, and in many situations its variance is infinite. Among the most accurate methods currently used in phylogenetics are thermodynamic integration (Lartillot and Philippe, 2006) and steppingstone sampling (Xie et al., 2011) which are much more accurate but have a high computational cost. The latter has gained popularity in recent years due to its implementation in different phylogenetic software packages. However, these methods have a relatively large number of tuning parameters that need to be set prior to analysis, and there is no rigorous method of determining the values appropriate for the accurate estimation of the marginal likelihood. Also, these methods have problems dealing with partly convex likelihood functions (Skilling, 2006).

To efficiently deal with the above issues a generalised version of stepping stone sampling (GSS) has been proposed (Fan et al., 2011). This generalization also allows us to regard the phylogeny as an unknown parameter (Holder et al., 2014) incorporating the uncertainty in the tree topology in model selection. A more general technique for the estimation of the marginal likelihood is nested sampling (NS; Skilling, 2006). This method requires less tuning and can deal with partly convex likelihood functions. Its main feature is the reduction of the multidimensional integral over parameter space to a one-dimensional integral of the likelihood as a function of the enclosed prior probability. This technique, and several variants (e.g. Feroz et al., 2009; Brewer et al., 2011; Handley et al., 2015) have been successfully applied to fields like astronomy (Mukherjee et al., 2006; Brewer and Donovan, 2015) and systems biology (Aitken and Akman, 2013; Pullen and Morris, 2014) and have shown great promise in parameter inference and model selection.

In this paper, we assess the merits of nested sampling to phylogenetic inference, and compare it to established methods. Firstly, we assess its marginal likelihood estimate in a manageable scenario. Secondly, we use it to discriminate among 6 evolutionary models. Then, we test the sensitivity of the estimate to prior specifications for the selected substitution model and we also evaluate its estimated tree posterior distribution. Finally, we carry out tree parameter inference in a bigger data set with a challenging posterior distribution.

## 2 Bayesian inference

Let $\theta$ be the vector of parameters, $X$ the data, and $M$ the model (assumed throughout). Bayes’ theorem is given by

$$f(\theta | X, M) = \frac{L(X | \theta, M) \pi(\theta | M)}{f(X | M)}.$$  \hspace{1cm} (1)

The prior distribution $\pi(\theta | M)$ represents our previous knowledge of the parameters which is updated after taking into account the data; the updated knowledge is reflected in the posterior probability distribution $f(\theta | X, M)$. The likelihood function $L(X | \theta, M)$ represents the probability of the data given the parameters and the model. The marginal likelihood $f(X | M)$ is the probability of the data under the model and plays a key role in model selection. Indeed, this quantity is used to select among models. Because of this, it is also called the evidence (MacKay, 2002). To understand its role, note that the posterior distribution for the model $M_i$ is given by

$$f(M_i | X) = \frac{f(X | M_i) f(M_i)}{f(X)}, \quad i = 0, 1,$$

where $f(X | M_i)$ is the marginal likelihood as defined in (1), $f(M_i)$ is the prior probability for the model, and $f(X)$ is the probability of the data. The marginal likelihood will also be denoted by $Z$ henceforth. The
Bayesian comparison of two models $M_0$ and $M_1$ can be carried out by comparing their posterior probabilities. This comparison is often through the ratio of their probabilities, which represents the plausibility of one model over another and is defined as follows:

$$\frac{f(M_0|X)}{f(M_1|X)} = \frac{f(X|M_0) f(M_0)}{f(X|M_1) f(M_1)},$$

posterior odds = Bayes factor \times prior odds.

The ratio of marginal likelihoods, the first one of the right side, is called the Bayes factor (Kass and Raftery, 1995). If we have no preference for any model, i.e. each model is assigned the same prior probability, the priors are canceled and the posterior odds is only given by ratio of the marginal likelihoods. Here lies the importance of the latter.

Although the marginal likelihood is often ignored, it plays a key role in model selection: it is a measure of the goodness of fit. Indeed, it is the probability of the data given the model, i.e. it is by definition a measure of model fit. This quantity is a multidimensional integral of the prior distribution times the likelihood function over the parameter space. The marginal likelihood acts as the normalization constant in the posterior distribution making it a probability density function. MCMC methods used for parameter estimation within a model use only ratios of posterior densities, and are therefore unable to measure its normalization in general.

Unlike maximum likelihood, which represents the model fit at a single point, this quantity stands for an average of how well the model fits the data. By being an average of the likelihood function with respect to the prior, the model with the greatest evidence might be different from the model with the highest likelihood because the prior could downweight some regions of parameter space. Also, the marginal likelihood is sensitive to the size of the region over which the likelihood is high. As a result, both methods could favor different models. Despite its important role in model selection, the marginal likelihood is usually analytically intractable and has to be approximated by numerical methods.

### 2.1 Estimation of marginal likelihoods

Typically, phylogenetic models involve a high level of complexity, making it difficult to calculate the marginal likelihood. Suchard et al. (2001) proposed the Savage-Dickey ratio to estimate Bayes factors for nested models (Verdinelli and Wasserman, 1995). Huelsenbeck et al. (2004) used reversible jump Markov chain Monte Carlo including all possible time-reversible models. Nevertheless, these methods are restricted to a particular group of models. Other alternatives have been proposed to allow a more general comparison of models. Among them, the harmonic mean (HM) is the most popular to estimate the marginal likelihood (Newton and Raftery, 1994), an importance-sampling approach. Its popularity is due to its simplicity, it only requires samples from the posterior distribution. However, the HM estimator often has infinite variance and overestimates the true value of the marginal likelihood (Lartillot and Philippe, 2006; Xie et al., 2011).

Far more accurate than the HM method is thermodynamic integration (TI), proposed by Lartillot and Philippe (2006). The method requires several Markov chains from transition distributions which form a path between the prior and the posterior distribution. These transition functions are defined by the ‘power posterior’

$$p_\beta = \frac{L(X|\theta,M)^\beta \pi(\theta|M)}{Z_\beta}, \quad \text{for} \quad 0 \leq \beta \leq 1,$$

where $Z_\beta$ is the normalizing constant of the unnormalized power posterior density $L(X|\theta,M)^\beta \pi(\theta|M)$. Similarly, a path between the posterior of two models could be defined to estimate the Bayes factor directly. Note that for $\beta = 0$ the power posterior is equivalent to the prior distribution and for $\beta = 1$ is equivalent to the posterior distribution. In the latter case, $Z_1 = Z$ is the marginal likelihood. TI relies on the identity

$$\log Z = \int_0^1 E_{p_\beta} [\log L(X|\theta,M)] d\beta,$$
where the expected value is with respect to the power posterior distribution. TI uses a series of \( \beta \) values which define the transition distributions. For each value, a Markov chain is required to estimate the expected values and consequently the integral over \( \beta \). Clearly, the increase in accuracy comes at the cost of increased complexity.

Another importance sampling approach is stepping-stone sampling (SS) proposed by Xie et al. (2011). SS relies on transition distributions like TI in order to define an equivalence between the marginal likelihood and the telescope product of ratios of normalizing constants given by

\[
Z = \prod_{k=1}^{K} \frac{Z_{\beta_k}}{Z_{\beta_{k-1}}},
\]

where \( \beta_0 = 0 < \beta_1 < \cdots < \beta_{K-1} < \beta_K = 1 \). Each ratio \( Z_{\beta_k}/Z_{\beta_{k-1}} \) is estimated by importance sampling. The performance of this method is similar to TI. However, SS requires slightly less computational effort: it does not need posterior samples and in general requires a smaller number of transition distributions. SS also allows us to estimate the Bayes factor directly defining a path between the posterior of both models (Baele et al., 2013). The extended version of SS, generalized steppingstone sampling (GSS; Fan et al., 2011), uses a reference distribution to shorten the distance between the prior and posterior distribution. This strategy can potentially lead to a more efficient estimation process. Like in its predecessors, the geometric path is often used to connect these densities which is defined by

\[
p_{\beta} = \frac{(L(X|\theta,M)\pi(\theta|M))^\beta}{Z_\beta} \pi_0(\theta|M)^{1-\beta}, \quad \text{for} \quad 0 \leq \beta \leq 1,
\]

where \( \pi_0 \) is the reference distribution. When \( \beta = 0 \) and \( \beta = 1 \), the power posterior is equivalent to the reference and posterior distribution, respectively. GSS is more accurate than the original version when the reference distribution approximates the posterior distribution reasonably well. This method has also been extended, allowing the tree topology to be variable (Holder et al., 2014). This allows the user to accommodate phylogenetic uncertainty in model selection.

Methods to estimate the marginal likelihood should be sensitive to the prior choice. Non-informative priors should increase the contribution of low-likelihood regions of parameter space in the estimated marginal likelihood. Consequently, the prior choice should affect the estimated evidence. However, the harmonic mean is dominated by the posterior density and thus ignores low-likelihood regions. As a result, this method is insensitive to priors, which explains its poor performance. This was shown by Xie et al. (2011) who also showed that thermodynamic integration and steppingstone sampling are sensitive to the assumed prior distribution.

Although TI and SS yield accurate estimates of the marginal likelihood, they require several specifications depending on the problem. Firstly, an annealing schedule (a number of \( \beta \)-values) is required. A common practice is to try with different numbers until the estimate is stable. This procedure is described in Drummond and Bouckaert (2015) as follows: “run the path sampling analysis with a low number of steps (say 10) first, then increase the number of steps (with say increments of 10, or doubling the number of steps) and see whether the marginal likelihood estimates remain unchanged”. This could be impractical in some situations, for instance, when flat priors are used, which would increase the number of steps. Secondly, the path described by the \( \beta \)-values has to be defined. Lartillot and Philippe (2006) proposed to spread the \( \beta \)-values regularly spaced between 0 and 1. But since often most of the variability of the expected values is concentrated for \( \beta \) near 0, some authors have proposed to concentrate the computational effort in that place. For example Lepage et al. (2007) used a sigmoidal function to estimate the Bayes factor using TI; Fried and Pettitt (2008) proposed \( \beta_k = x_k^4 \) in TI, where \( x \)-values are equally spaced between 0 and 1; and Xie et al. (2011) advocated spreading the values according to evenly spaced quantiles of a Beta(\( \alpha, 1 \)), with \( \alpha = 0.3 \). Finally, these methods require a number of samples from the power posterior for each \( \beta \)-value. Thus, the main problem is that optimal specifications vary from case to case. The popularity of SS is due to its implementation in popular software such as MrBayes (Huelsenbeck and Ronquist, 2001) or BEAST (Drummond et al., 2012). However the mentioned specifications have to be defined by the user, or use some predetermined parameters that might be unsuitable.
In this context, GSS requires potentially less tuning parameters for an appropriate reference distribution. Firstly, it requires an annealing/melting scheme (a number of \(\beta\)-values). The estimation can start from either the prior or posterior distribution. However, the \(\beta\)-values do not require to follow any particular distribution to control effectively the uncertainty of the estimate as in TI or SS, because of the similarity of the reference and posterior distributions. Thus, the values can be equally spaced between 0 and 1. Also, GSS does not need as many transitional distributions as its original version and it is more robust to prior specifications, i.e. the prior does not have a huge effect on the method performance. Finally, the method requires a number of samples from each transitional distribution.

TI and SS have usually been presented as methods of general applicability (Xie et al., 2011; Baele et al., 2013; Arima and Tardella, 2014; Baele and Lemey, 2014). However, these methods only work when the shape of the likelihood function is concave. Partly convex likelihood functions might need impractical computational effort or make them fail outright. The transition distributions are unable to mix between different phases of the likelihood function, resulting in a poor estimate. A more general method is nested sampling (Skilling, 2006), an algorithm that measures the relationship between likelihood values and the prior distribution, and uses this to compute the marginal likelihood. This characteristic allows it to cope with partly convex likelihood functions. More importantly, unlike TI, SS and GSS, NS requires less problem-specific tuning.

### 3 Nested Sampling

The marginal likelihood or evidence is given by

\[
Z = \int_{\Theta} \pi(\theta)L(\theta)d\theta,
\]

where \(\theta \in \Theta\) is the parameter vector, \(L(\theta)\) is the likelihood function and \(\pi(\theta)\) is the prior distribution. All the conditionals have been omitted, namely, \(L(\theta)\) is used as the likelihood function instead of \(L(\theta|X,M)\) and \(\pi(\theta)\) is used as the prior instead of \(\pi(\theta|M)\).

This definition applies for a continuous parameter space \(\Theta\). This is the case when the phylogeny is fixed. However, when the tree topology is unknown, the parameter space is additionally composed by a discrete part. In this case, the marginal likelihood incorporates the sum over the tree parameter space and is known as total marginal likelihood. Strictly speaking, its definition is given by

\[
Z = \sum_{\tau \in T} \int_{\mathcal{V}_{\tau}} \int_{\Theta} L(X|\theta,\nu_{\tau},\tau,M)\pi(\theta,\nu_{\tau},\tau|M)d\theta d\nu_{\tau},
\]

where \(\theta \in \Theta\) is the parameter vector composed by elements such as frequencies, gamma parameter and rates parameters, \(\nu_{\tau} \in \mathcal{V}_{\tau}\) is the set of branch lengths of \(\tau \in T\) which is the tree topology, \(X\) is the molecular data and \(M\) is the substitution model. For simplicity, NS will be described for definition (2), but its generalization to the case of variable tree topology is analogous.

To understand the key idea of NS, consider that for any positive random variable \(Y\), its expected value can be written as

\[
\mathbb{E}[Y] = \int_{0}^{\infty} (1 - F(Y))dY,
\]

which depicts the area between the distribution function of \(Y\) and 1. Similarly, the likelihood function \(L(\theta)\) can be seen as a positive random variable where \(\theta\) follows the prior distribution \(\pi(\theta)\) and the evidence as the expected value of the likelihood function. Thus, nested sampling takes advantage of this property to transform the multi-dimensional integral defined in (2) into a one-dimensional integral as follows

\[
\mathbb{E}_{\theta}[L(\theta)] = \mathbb{E}_{\lambda}[\lambda] = \int_{0}^{\infty} (1 - F(\lambda))d\lambda,
\]
where $E_{\theta}[\cdot]$ and $E_{\lambda}[\cdot]$ stand for the expectation with respect to the densities of $\theta$ and $\lambda$ respectively, $\theta \sim \pi(\theta)$, $\lambda = L(\theta)$ and $F(\lambda)$ is the cumulative distribution function of the likelihood defined by

$$F(\lambda) = \int \cdots \int_{L(\theta) < \lambda} \pi(\theta) d\theta.$$  

Considering $\xi(\lambda) = 1 - F(\lambda)$, the proportion of prior mass with likelihood greater than $\lambda$, and taking its inverse, the evidence given in (3) is redefined as

$$Z = \int_{0}^{1} L(\xi) d\xi.$$  

This is the integral used by nested sampling, and is displayed in Figure 1. In general, this function concentrates its mass near zero because the posterior is located in a small area of the prior. We use the “overloaded” notation, where the same letter $L$ represents the likelihood function over different domains: $L(\theta)$ has the parameter vector $\theta$ as argument, and $L(\xi)$ has the prior mass $\xi$ (scalar) as argument. Note that $L(\xi)$ is a monotonically decreasing function which reaches its highest point at $\xi = 0$ and its lowest point at $\xi = 1$ (see Figure 1). $L(0.9) = 0.3$ means that 90% of the draws $\theta$ from the prior distribution will have likelihoods greater than 0.3. If a set of points on the $L(\xi)$ curve can be obtained, the integral can be approximated numerically by the basic standard quadrature method

$$Z \approx \sum_{i=1}^{k} w_i L_i,$$  

where $w_i = \xi_{i-1} - \xi_i$ and $L_i = L(\xi_i)$. For a decreasing sequence of $\xi$-values and an increasing sequence of $L$-values the evidence can be estimated. How to generate these sequences is described below.

### 3.1 Sequence of $L$-values

Nested sampling maintains a set of $N$ active points $\theta_1, \ldots, \theta_N$ (with respective associated likelihood values $L(\theta_1), \ldots, L(\theta_N)$) to generate the $i$th likelihood value required in (4). Initially they are drawn from the prior distribution, $\pi(\theta)$. From this set, the method requires selecting the point $\theta_l$, where $l \in \{1, \ldots, N\}$, with the lowest likelihood value. This value contributes to the estimation as a summand in (4). Then, the point $\theta_l$ is discarded from the active points and replaced by a new point $\theta$ sampled from the prior, but constrained to have a greater likelihood value than the point being replaced, i.e. $L(\theta) > L(\theta_l)$. This procedure shrinks the parameter space according to the likelihood restriction. The process is repeated until a given stopping rule is satisfied (more information on this will follow later). Thus, a sequence of increasing likelihood values $(L_1, \ldots, L_k)$ and discarded points $(\theta_1, \ldots, \theta_k)$ are generated. The discarded points are the ones that contribute to the estimate of the marginal likelihood through their respective likelihoods.

### 3.2 Sequence of $\xi$-values

The discarded points generate an increasing sequence of likelihoods, which are known precisely. An important insight of Skilling (2006) is that the corresponding $\xi$ values, while they cannot be measured precisely, can be estimated from the nature of the NS procedure. Nested sampling explores the prior distribution geometrically as follows

$$\xi_0 = 1, \quad \xi_1 = t_1, \quad \xi_2 = t_1 t_2, \quad \ldots, \quad \xi_k = \prod_{i=1}^{k} t_i,$$  

where $t_i = \xi_i / \xi_{i-1} \in [0, 1]$, for $i = 1, \ldots, k$. This variable follows a Beta($N, 1$) distribution. This is because at the $i$th iteration, NS takes $N x_1$ points which follows a Uniform(0, $\xi_{i-1}$), with $i = 1, \ldots, N$. These values are
Figure 1: Association between the cumulative prior mass and the likelihood function. Nested sampling estimates the gray area which is the marginal likelihood. In general, a small area of the prior concentrates high likelihood values making the area be concentrated around \( \xi \approx 0 \).

cumulative probabilities and consequently have a uniform distribution. Their maximum value is \( \xi_i \) which is related to the minimum likelihood value (note that \( L(\xi) \) is a non-increasing function). Since the distribution of \( x_i/\xi_{i-1} \) is a Uniform(0,1), their maximum value \( \xi_i/\xi_{i-1} \) follows a Beta\((N,1)\) distribution. Skilling (2006) defined two schemes for estimating the \( \xi \)-values: stochastic and deterministic.

- **Stochastic**: the \( t_i \) values are generated randomly from the Beta\((N,1)\) distribution, for \( i = 1, \ldots, k \).

- **Deterministic**: the \( t_i \) values are fixed by using their expectations as follows:
  - Considering its arithmetic mean, \( t_i = N/(N+1) \), approximate \( \xi \)-values would be given by
    \[
    \xi_i = \left( \frac{N}{N+1} \right)^i.
    \]
  - Considering its geometric mean, \( t_i = e^{-1/N} \), the estimated prior mass would be
    \[
    \xi_i = e^{-i/N}.
    \]

Thus, a sequence of \( \xi \) values can be generated and used in (4). The use of the geometric mean seems more reasonable given that the prior mass exploration is geometric. This scheme is considered for our examples, and is the one recommended by most authors. However, the arithmetic mean allows nested sampling to be connected to rare event simulation (Walter, 2014), and allows for an alternate version of NS with unbiased estimates of \( Z \).
3.3 Sampling

The highest cost of nested sampling is in sampling from the restricted prior distribution (due to the condition that the likelihood needs to increase). Skilling (2006) suggested to use a Metropolis-Hastings algorithm as usual, to explore the prior with the additional condition of rejecting the proposal points which do not fulfill the likelihood restriction. As a starting value, a point from the sequence of active points can randomly be selected at each iteration of NS, as all of them meet the likelihood condition by definition. Several other efficient methods have also been proposed (Mukherjee et al., 2006; Feroz et al., 2009; Brewer et al., 2011). We use Skilling’s method to generate the restricted prior samples in our application.

Unlike the proposal mechanisms used in standard MCMC methods to sample the posterior, a static distribution, in NS such mechanisms have to deal with a variable target distribution over time. In particular, this is a new scenario for tree proposals. Nested sampling compresses the prior at each iteration making it vary at a constant rate. The proposals have to explore a quite wide area at the beginning which becomes constrained over time. Tree proposal mechanisms should be able to adapt to this sampling characteristic. Frequently, a uniform prior distribution is assigned over the tree parameter space which is quite huge even for few taxa. Initially, bold moves would allow a good exploration using less steps than conservative ones. However, the acceptance probability would decrease drastically over time due to the fact that the target distribution gets constrained. On the other hand, conservative moves would require more steps to explore the prior distribution at the beginning, but later on, the acceptance probability would be higher than bold moves. Ideally, the proposal mechanism should take into account this dynamical behaviour of the target distribution over time.

Instead of trying to adapt the proposal according to the restricted prior at each iteration, we propose to use a mix between bold and conservative moves generated by Random Subtree Pruning and Regrafting (rSPR) and the Stochastic Nearest Neighbour Interchange (stNNI) method, respectively.

3.4 Information

The idea of how much we have learned from the data is quantified through the notion of entropy. The measure of information (Sivia and Skilling, 2006; Knuth and Skilling, 2012) is given by the negative relative entropy

\[ H = \int P(\theta) \log \left( \frac{P(\theta)}{\pi(\theta)} \right) d\theta, \]

where \( P(\theta) \) is the posterior distribution. This quantity represents the amount of information in the posterior with respect to the prior, after acquiring data. By definition, it can be seen as the expected value \( H = \mathbb{E}_P[\log(P(\theta)/\pi(\theta))] \). Its approximation is given by

\[ H \approx \sum_i \frac{w_i L_i}{Z} \log \left( \frac{L_i}{Z} \right) \]

with \( w_i = \xi_{i-1} - \xi_i \) (Sivia and Skilling, 2006). The following property of expected values is useful to understand the use of this concept. If \( G_Y \) is the geometric mean of \( Y \), we have that

\[ \log G_Y = \mathbb{E}[\log Y] \iff G_Y = e^{\mathbb{E}[\log Y]}. \]

According to this property, \( e^{-H} \) is a measure of central tendency or a typical value of \( \pi(\theta)/P(\theta) \). This value can be seen as the bulk of the posterior mass that occupies the prior. This idea helps to define a termination condition for nested sampling which will be described later.

Note that a prior distribution which is consistent with the likelihood function, namely they support the same parameter values, has a lower information than one which likelihood function is in contradiction with the prior, i.e. their mass is concentrated in different places. In other words, if the previous belief changes a lot after acquiring the data, more information has been gained from the data.
The numerical uncertainty of the estimation $Z$ is approximated in terms of the information and is given by

$$\text{dev} [\log Z] = \sqrt{\frac{H}{N}}.$$  \hspace{1cm} (6)

This estimate does not take into account the error imposed by the integration rule. However, this error is at most $O(N^{-1})$, and thus negligible in comparison to (6) (Skilling, 2006). The asymptotic variance of the nested sampling approximation grows linearly with the dimension of $\theta$ and its distribution is asymptotically Gaussian (Chopin and Robert, 2010).

3.5 Algorithm

The algorithm iterates between the following steps:

1. Sample $N$ points $\theta_1, \ldots, \theta_N$ from the prior $\pi(\theta)$;
2. Initialize $Z = 0$ and $\xi_0 = 1$;
3. Repeat for $i = 1, \ldots, k$;
   i) out of the $N$ live points, take the one with the lowest likelihood which we call $\theta_l$ with corresponding likelihood $L_i = L(\theta_l)$;
   ii) set $\xi_i = \exp(-i/N)$;
   iii) set $w_i = \xi_{i-1} - \xi_i$;
   iv) update $Z = w_i L_i + Z$; and
   v) update the set of active points $\theta_1, \ldots, \theta_N$ replacing $\theta_l$ by drawing a new point $\theta$ from the prior distribution restricted to $L(\theta) > L(\theta_l)$.

Repeat the routine until a given stopping criterion is satisfied. However, there is not a rigorous criterion that guarantees that we have found most of the bulk of $Z$. Nevertheless, some termination conditions have been proposed (Skilling, 2006).

3.5.1 Termination

The loop could continue until the potential maximum new contribution $L_i w_i$ represents a small fraction $\gamma$ of the accumulated evidence, i.e.

$$\max (L(\theta_1), L(\theta_2), \ldots, L(\theta_N)) w_i < \gamma Z.$$

The algorithm would be stopped when the potential maximum new contribution is not significant. Another criterion is based on the concept of information defined before. Typically, the likelihood values $L$ start dominating the prior mass $w$, so the contribution $Lw$ increases at the beginning until the prior mass dominates this quantity. After reaching a maximum, theses values start to decrease. The peak of this function is reached in the region of $\xi \approx e^{-H}$, when most of the posterior mass in the prior has been found. Given that $\xi_i \approx e^{-i/N}$, a natural termination condition to estimate the log-evidence would be stopping the loop when $i/N$ significantly exceeds $H$, i.e., when the posterior mass has been explored completely.

There is no guarantee in general that these termination conditions will work perfectly. $L$ might start increasing at a greater rate in the future, overwhelming the points that currently have high weights. In specific cases where the maximum likelihood value is known or can be roughly anticipated, it is possible to be confident that this won’t happen.
3.6 Posterior samples

NS yields posterior samples at no extra cost, if we assign appropriate weights to the discarded output points. In each iteration, NS has taken out a point from the active points generating a sequence of discarded points $\theta_1, \theta_2, \ldots, \theta_k$. These discarded points have contributed to estimate the marginal likelihood with their respective weights $wL$ which are proportional to the posterior distribution, i.e. prior multiplied by likelihood. Thus, the sequence of discarded points can be sampled according to these weights in order to get a posterior sample. The effective sample size is related to the entropy of the posterior weights as

$$M = \exp \left( - \sum_{i=1}^{m} p_i \log p_i \right), \text{ where } p_i = \frac{w_i L_i}{Z}.$$  

4 Application

We study a statistical model, which was analyzed previously by Skilling (2006), to show a scenario in which many established methods do not work. Further, we analyze 3 phylogenetic data sets to assess nested sampling performance in model selection, parameter inference, and its sensitivity to prior specifications.

We use Metropolis-Hastings to sample from the restricted prior. The prior mass is estimated by using the geometric mean, the deterministic approach. In the phylogenetic examples, we use 50% of rSPR and 50% of stNNI moves as tree proposals. Regarding the prior distributions, we consider the following hierarchical structure for the branch lengths:

$$t_i | \mu \sim \text{Exp}(1/\mu), \text{ for } i = 1, \ldots, n,$$
$$\mu \sim \text{Inverse-Gamma}(\tilde{\alpha}, \tilde{\beta}),$$

where $n$ is the number of branches for the particular tree topology. Rannala et al. (2011) suggested $\tilde{\alpha} = 3$ and $\tilde{\beta} = 0.2$ in order to prevent an overestimation of the branch lengths. The JC69 model only has these free parameters. For the rate parameters we use

$$q_i | \phi \sim \text{Exp}(\phi),$$
$$\phi \sim \text{Exp}(1)$$

with $i = 1$ for the HKY85 models and $i = 1, 2, 3, 4, 5$ for the GTR models. A Dirichlet(1,1,1,1) is selected for the joint prior of the four nucleotide frequencies in the HKY85 and GTR models and a Gamma($\alpha, \beta$) distribution for the gamma parameter in the HKY85+G4, JC69+G4, and GTR+G4 models. The parameters of the latter vary depending on the problem and are defined where applicable. Finally, we use a discrete Uniform for the tree topologies.

All the analyses were done using R (R Core Team, 2015).

4.1 Statistical example

Skilling (2006) pointed out that thermodynamic integration does not work when the likelihood function is not concave. Such a problem seems like it ought to be easy to solve, but it can be intractable for thermodynamic integration. Actually, these problems are intractable for most known methods based on power posteriors in their simple form (path connecting the prior and posterior), including steppingstone sampling or annealed importance sampling (Neal, 2001).

To illustrate the problem, consider the $d$-dimensional parameter vector $\theta$ with a Uniform prior in the unit cube $[-0.5, 0.5]^d$, and the likelihood

$$L(\theta) = \prod_{i=1}^{d} \frac{1}{u \sqrt{2\pi}} \exp \left( - \frac{\theta_i^2}{2u^2} \right) + 100 \prod_{i=1}^{d} \frac{1}{u \sqrt{2\pi}} \exp \left( - \frac{(\theta_i - \mu)^2}{2u^2} \right).$$  

(7)
Figure 2: Likelihood function of the statistical model. This is partly convex with two phases: a plateau and a spike. The plot is not scaled but it represents didactically the likelihood function in one dimension.

Skilling (2006) considered the following values: \( d = 20, \mu = 0, v = 0.1 \) and \( u = 0.01 \). The likelihood function is the sum of two Gaussians (7): the first is a Gaussian of width 0.1 and the second Gaussian has a factor of 100 and a width 0.01 that is superposed on the first one. The likelihood function is a relatively flat density with a spike in its center. A non-scaled representation of this function is shown in Figure 2. Independently of the dimension \( d \), the center peak \( \mu \) and the variances \( u \) and \( v \), the marginal likelihood is 101. Skilling assessed this problem analytically whereas we do it in a practical way.

We assess the marginal likelihood estimation using the harmonic mean (HM), thermodynamic integration (TI), steppingstone sampling (SS), generalized steppingstone sampling (GSS) and nested sampling (NS). To be fair in their comparison, we use around 100,000 samples for each method. For estimating TI, we use 50 transition distributions and 2000 samples from each of them. SS follows the same design, but it does not require samples from the posterior. For GSS, we consider 48 transitional distributions and 2000 posterior samples to calibrate the reference distribution. Thus, SS and GSS make the same computational effort (98,000 points in total). For nested sampling we consider 1,300 active points to make it similar in computational terms. We also include NS with only one active point.

We evaluate TI and SS under an annealing and melting scheme. Both schemes are evaluated for \( \beta \) values following a Beta(0.3, 1) distribution (Xie et al., 2011). For GSS, we only consider a melting scheme with \( \beta \) values uniformly spaced. For its reference distribution, we use the prior but reparametrized according to the posterior sample. This is done calculating the absolute maximum value \( \theta_M \) (scalar) from the sample and then using it as the limits of a uniform (prior distribution). Thus, each parameter has as reference distribution a Uniform\((-\theta_M, \theta_M)\).

Figure 3 shows the box plots for 1,000 estimates of the log-marginal likelihood. The horizontal dotted line depicts the true value log(101) \( \approx 4.62 \). HM overestimates the true value because the posterior distribution is dominated by the spike, ignoring the flat Gaussian. Under the annealing scheme, TI and SS underestimate the evidence due to the nature of the flat posteriors. For some transition distributions, the power posterior consists of a mixture of the narrow and the broad gaussians where both components should contribute to
Figure 3: Performance of HM, TI, SS, GSS and NS for a partly convex likelihood function in the statistical example. The subscripts “a” and “m” depict the annealing or melting scheme used by the method, respectively. The horizontal dotted line stands for the true log marginal likelihood value.

\[ \mathbb{E}_{\psi_s} \left[ \log L(X|\theta, M) \right] \]. However, the sampler gets trapped in the wide component and cannot find the narrow component because its volume is so small. Something similar happens with TI and SS under the melting scheme, but in this case the sampler gets trapped in the spike making it unable to mix both components well. As a result, the true value is underestimated and overestimated under the annealing and melting schemes, respectively.

On the contrary, GSS and NS work perfectly. For GSS, the reference distribution encapsulates the spike and concentrates its probability mass around it. Thus the probability of going from the spike to the reference distribution (under the melting scheme) increases allowing the mixing of the two components of the likelihood. On the other hand, NS uses the likelihood contours regardless of its shape. This allows it to deal well with phase transitions. The method even works with only one active point yielding estimates around the true value. Even though NS has a higher variability, just one single run is needed to estimate also its error, unlike GSS.

4.2 Three primate example

We analyze a small data set, assuming the GTR+\( \Gamma_4 \) model, to evaluate NS performance. The data comprise 15,727 sites from the mitochondrial DNA of 3 primates: human, chimpanzee and macaque. This is a subset of a data which was previously analysed in the literature (Roos et al., 2011). Even though there is not an analytical estimate of the total marginal likelihood (variable tree topology) for this simple example, it can be estimated by using all the individual marginal likelihood estimates per topology. In general, this is not viable due to the number of trees increases drastically as a function of the number of taxa. But for 3 species, there are only 3 possible rooted trees. This allows us to evaluate and compare the direct total marginal likelihood estimate. The 3 phylogenies of this example are displayed in Figure 4.

The estimated log marginal likelihood from the generalized steppingstone sampling of each phylogeny is taken as the true value to evaluate the variable tree topology analysis via nested sampling. The 3 marginal likelihoods
Table 1: Estimated log marginal likelihoods per phylogeny by using generalized steppingstone sampling. These are considered as true values in order to calculate the log total marginal likelihood $\log Z$.

| $\log Z_{\tau_1}$ | $\log Z_{\tau_2}$ | $\log Z_{\tau_3}$ | $\log Z$  |
|-------------------|-------------------|-------------------|----------|
| -35669.50         | -35672.36         | -35672.38         | -35670.49 |

The total marginal likelihood $Z$ is calculated as follows:

$$Z = \sum_{i=1}^{3} \pi(\tau_i|M) Z_{\tau_i},$$

where $Z_{\tau_i} = \hat{Z}_{\tau_i}$ is the marginal likelihood for its respective tree $\tau_i$, with prior probability $\pi(\tau_i|M) = 1/3$ for the given substitution model $M$, where $i = 1, 2, 3$. The results are presented in Table 1.

The log-total marginal likelihood has been directly estimated via NS using 50 active points. The estimate is -35670.92 with estimated standard deviation 0.88. This estimate is consistent with the value estimated by using the 3 individual tree marginal likelihoods by using GSS (see Table 1). Its uncertainty could be decreased by increasing the number of active points.

4.3 Green plant rbcL example

We study a data set previously used by Xie et al. (2011) to compare HM, TI, and SS. In Xie et al. the topology remained fixed, but we will allow for a variable topology. This data set contains 10 species of green plant. The DNA sequences are from the chloroplast-encoded large subunit of the RuBisCO gene ($rbcL$). We use this data set to assess nested sampling performance in model selection, parameter inference, and to assess its sensitivity under different prior specifications.

4.3.1 Model selection

We compare 6 models of DNA evolution: JC69, JC69+$\Gamma_4$, HKY85, HKY85+$\Gamma_4$, GTR and GTR+$\Gamma_4$. We consider a broad Gamma(1,1000) distribution as prior for the gamma parameter where applicable. The total marginal likelihood estimation is carried out for each model via NS with 50 active points.
Table 2: Estimated log-marginal likelihood under different substitution models for the green plant rbcL data.

| Model        | log $Z$      | SD  |
|--------------|--------------|-----|
| JC69         | -7273.22     | 0.92|
| JC69+Γ₄      | -6917.18     | 1.00|
| HKY85        | -7057.45     | 1.04|
| HKY85+Γ₄     | -6632.30     | 1.10|
| GTR          | -6996.82     | 1.11|
| GTR+Γ₄       | -6617.81     | 1.17|

Table 3: Proportion comparison of a tree posterior sample obtained via NS and MCMC method. Both methods yield similar distributions.

| Tree | 1    | 2    | 3    | 4    | 5    |
|------|------|------|------|------|------|
| NS   | 0.045| 0.942| 0.001| 0.007| 0.004|
| MCMC | 0.042| 0.945| 0.000| 0.009| 0.004|

Table 2 shows the estimates and their respective uncertainties for the 6 models. The uncertainties of the estimates are relatively small with respect to the marginal likelihood differences between the models. Hence, there are no potentially overlapping confidence intervals (for instance, considering the loose interval $\log Z \pm 3 \times \text{SD}$). Thus, for any model comparison, the decision in favour of the model with higher marginal likelihood would be pretty safe. The GTR+Γ₄ has the highest log-evidence value and consequently fits the data better than the other models. Interestingly, the HKY85+Γ₄ has evidence significantly higher than the GTR model which has 4 more rate parameters but does not include a rate across sites. This shows the importance of including a parameter that models the variability across sites for this data set.

4.3.2 Parameter inference

Model selection identified GTR+Γ₄ as the evolutionary model best suited for these data, we make use of NS algorithm to carry out parameter inference. In particular, we focus on the tree topology. The posterior sample is obtained from the discarded points which are weighted by their contribution in the estimated evidence as described previously. We also compare this sample to another one which was obtained independently via MCMC.

Furthermore, we assess the NS tree posterior sample by calculating its effective sample size (ESS). This is a measure of the number of uncorrelated points which are needed to obtain the same information about a parameter as the one obtained from the MCMC. It is a very useful tool to assess the adequacy of posterior samples taken via MCMC analysis. However, its calculation is not direct for the tree sample. Lanfear et al. (2016) proposed to estimate it by randomly selecting a focal tree (from the posterior sample) and calculating the path differences of the tree sample with respect to it. Then, the ESS is calculated from these distances. Replicating this procedure provides the means to calculate a confidence interval. We use 1,000 replications to generate a 95% confidence interval.

Recycling the previous NS analysis, used previously to estimate the marginal likelihood, we infer the posterior tree distribution. The maximum number of representative samples from this single run is 814 points. The number of points required by NS in this run was of around 4,500. The sampled trees are shown in Table 3 with their respective proportions. This table also includes 1,000 posterior samples obtained independently via MCMC. The proportions are pretty similar. Both methods are in agreement inferring the posterior tree distribution. The maximum posterior tree is the same used by Xie et al. (2011) which was obtained by maximum likelihood method under the same evolutionary model.
Table 4: Estimated log-total marginal likelihood values for the GTR+Γ₄ model under 3 different priors for the gamma parameter. The highest one for each method is displayed whereas the difference with the other models are shown in parentheses.

A 95% confidence interval for the ESS of this 814 tree samples is [652 – 725]. According to the criterion ESS > 200 (Drummond et al., 2006; Lanfear et al., 2016), the sample contains enough uncorrelated points to estimate the posterior tree distribution.

### 4.3.3 Sensitivity

Following the analysis carried out by Xie et al. (2011) to show that TI and SS are sensitive to prior distributions in the fixed tree topology case, unlike HM, we estimate the total marginal likelihood for the selected GTR + Γ₄ model under three different priors. The models are just differentiated by the prior distributions placed on the shape parameter of the discrete gamma distribution of rates across sites. The remaining priors are as before. The 3 priors are the following: Gamma(1, 1000) ≡ Exponential(0.001) is the “vague” prior which has variance 1 million; Gamma(10, 0.026) is the “good” prior which is centred around the posterior mean; and Gamma(148, 0.00676) is the “wrong” prior which is centred arbitrarily at 1. The names “good” and “wrong” are just labels which are related to the relationship between the information contained in this specific data set and the priors evaluated. The “wrong” prior is in contradiction with the likelihood function (i.e. the prior density and the likelihood function peak in different regions), unlike the “good” prior. While the “vague” and the “wrong” priors seem qualitatively different, whether a prior appears vague or wrong can depend on the coordinate system. In any case, the “good” prior should lead to a better marginal likelihood.

For each of the three priors, we carry out marginal likelihood estimation allowing variable tree topology via HM, NS and GSS. For estimating HM, we use a single-chain MCMC sampler of 50,000 posterior samples. For NS, we consider 50 active points. For GSS, we use 100 transitional distributions with 500 samples from each of them. The path connecting the distributions follows an annealing scheme. NS posterior samples are used to calibrate their reference distributions (Fan et al., 2011).

Table 4 shows the estimated log-total marginal likelihood for each method under the 3 different prior distributions. As expected, HM does not discriminate between the “vague” and the “good” prior. These priors are dominated by the area of highest likelihood, unlike the “wrong” prior, which prevents the exploration of that place. On the other hand, NS and GSS are sensitive to the prior specification. These methods take into account the prior information which is reflected in the estimate. They produce the highest and lowest values for the models with the good and wrong prior, respectively. Thus, NS, and also GSS, impose more penalty to those models which possess unnecessary parameters, but in a way that depends on how much is known about those extra parameters, and whether they affect the model fit.

### 4.4 Laurasiatherian data

Laurasiatheria is a superorder of placental mammals which originated on the northern supercontinent of Laurasia. The data set contains 47 RNA sequences of length 3,179 from this group. Each aligned sequence represents a different species. The data is contained in the R-package phangorn (Schliep, 2011).

This data set presents two interesting and challenging characteristics which provide a good scenario to assess
nested sampling performance. Firstly, the tree space contains around 3.529995e+68 possible phylogenies that NS has to potentially explore. Secondly, the posterior distribution is not dominated by a single tree topology. This represents a challenge for MCMC methods.

Assuming a GTR+Γ₄ model and a Gamma(2, 2.5) distribution as a prior for the gamma parameter, we use NS in order to sample the posterior distribution. Actually, we are only interested in studying the tree posterior distribution. We assess this sample according to 2 analyses proposed by Lanfear et al. (2016). For the first analysis, we calculate the path difference between the tree samples and a focal tree. We consider the tree with the highest frequency as the focal tree. Then, these differences are visualized in a trace plot. For the second analysis, we estimate a confidence interval for the effective sample size (ESS) as described in the previous example.

NS, with 50 active points, yielded in this single run a sample of 1,525 points. It required around 20,000 points to explore the parameter space to estimate the marginal likelihood. The posterior weights of the discarded points are shown in Figure 5. This gives a quick picture of the posterior density. The posterior is concentrated in a small area of the prior (in around e⁻³⁴⁰ of its mass). This is mainly caused by the uniform prior assigned to the huge tree space. The trace plot based on the path differences is shown in Figure 6. The trace is pretty stable seeming that the chain has reached the equilibrium distribution, i.e. the posterior. There are no signs of autocorrelation and it appears to have a good mixing. Note that two or more different tree topologies can have the same path difference respect to the focal tree making the trace seem at times constant despite a change in state. The 95% confidence interval for the ESS is [1494 – 1525]. A rule of thumb suggests 200 to be a lower limit to accurately infer the tree posterior distribution (Drummond et al., 2006; Lanfear et al., 2016).
5 Conclusion

Nested sampling is a general Bayesian algorithm that provides the means to estimate marginal likelihoods and to carry out parameter inference. We have introduced it to phylogenetic, allowing variable tree topology. Its performance has been compared to established methods available in many phylogenetic software packages. Many of the methods currently used in phylogenetics do not work under certain scenarios. The problems related to HM are well documented, unlike those related to power posterior methods. These approaches are often presented as methods of general applicability but they also possess limitations. For instance, in the statistical example presented above, TI and SS would require impractical computational effort to yield an acceptable estimate. This is an extreme case, but phase changes can also be found in some data analysis problems (e.g. Brewer and Donovan, 2015). On the other hand, GSS and NS are able to deal well with these likelihood shapes. With a reasonable reference distribution, GSS works well, but NS even in poor conditions, i.e. one active point \((N = 1)\), yields estimates around the true value.

We have assessed NS performance in phylogenetics. Firstly, we tested it in a small data set of 3 primates. This allowed us to calculate the total marginal likelihood indirectly by averaging all the individual marginal likelihood estimates per tree topology. In this manageable scenario, NS is consistent with this estimate. Secondly, we have carried out model selection among 6 DNA substitution models for a data set which contains 10 species of green plant. After selecting the evolutionary model, we have compared the posterior tree distribution yielded by NS with one which was obtained independently via MCMC. The similarity is clear. Also, we have shown that NS, like GSS, is sensitive to prior specifications. Finally, we have made use of NS to analyze the Laurasiatherian group and generate samples from its bimodal posterior distribution. The method yields more than an acceptable effective sample size using 50 active points.

TI and SS have become popular because of their high accuracy estimating the marginal likelihood. Specifically, SS has become popular due to its implementation in widely used phylogenetic software. However, they rely on several problem-specific tuning parameters which need to be specified by the user. Namely, number and distribution of the \(\beta\) values and a number of samples from each transitional distribution. GSS dispenses with the distribution of the \(\beta\) values, but it requires a number of posterior samples to calibrate the reference distribution. This calibration is essential to get good estimates. On the other hand, NS only requires the number of active points and the number of MCMC steps used to generate a replacement point. The length of the run is determined by the termination conditions described previously. NS is in practice more user-friendly than the methods presented.

NS not only yields a marginal likelihood estimate but also provides a measure of its uncertainty, which is inversely proportional to the square root of the number of active points. The higher this number, the more accurate the estimate. Under similar computational conditions, NS can have a higher uncertainty than GSS,
though this depends on the problem and whether the GSS parameters are well tuned. However, its uncertainty
can be calculated directly in a single run whereas GSS requires several replications to estimate its uncertainty.
In practice, one could estimate a marginal likelihood interval for the competitive models via NS, and then
check if they overlap. If so, the method could be run again for those models with more active points to
guarantee a higher precision.
Nested sampling also provides the means to carry out parameter inference. This does not involve an extra
cost since the samples used to estimate the marginal likelihood are recycled. In particular, we have assessed
the method to study posterior tree distributions. In the data analysed, only 50 active points were more
than enough to infer the posterior according to the effective sample size criteria. The posterior sample size
is directly proportional to the number of active points. Unlike conventional MCMC methods, NS does not
require a burn-in period. In general, this period represents a high computational cost for MCMC methods.
NS provides several positive characteristics which make it competitive to established methods in phylogenetics.
It has been applied successfully to different fields and we believe this success can be replicated in phylogenetics.
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