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Abstract

This article aims at developing a model based optimization for reduction of temporal unwrapping and field estimation errors in multi-echo acquisition of Gradient Echo (GRE) sequence. Using the assumption that the phase is linear along the temporal dimension, the field estimation is performed by application of unity rank approximation (URA) to the Hankel matrix formed using the complex exponential of the channel-combined phase at each echo time. For the purpose of maintaining consistency with the observed complex data, the linear phase evolution (LPE) model is formulated as an optimization problem with a cost function that involves a fidelity term and a unity rank prior, implemented using alternating minimization. Itoh’s algorithm applied to the multi-echo phase estimated from this LPE model is able to reduce the unwrapping errors as compared to the unwrapping when directly applied to the measured phase. Secondly, the improved accuracy of the frequency fit in comparison to estimation using weighted least-square regression (wLSR) and penalized maximum likelihood (pML) is demonstrated using numerical simulation of field perturbation due to magnetic susceptibility effect. It is shown that the field can be estimated with 80% reduction in mean absolute error (MAE) in comparison to wLSR and 66% reduction with respect to pML. The improvement in performance becomes more pronounced with increasing strengths of field gradient magnitudes and echo spacing.

1. INTRODUCTION

The relationship between the phase in gradient echo (GRE) acquisition and the local field variations caused by the susceptibility sources (1, 2) has enabled the clinical utility of deriving information on tissue iron content and quantitative estimation of susceptibility maps. The phase evolution in aGRE sequence is dependent on both total field perturbation and echo time (TE). However, as the phase wraps and signal-to-noise ratio (SNR) vary with TE, a
robust estimation of the total field perturbation is essential to improve the accuracy of other quantitative maps derived from the original phase measurements such as the Quantitative susceptibility mapping (QSM) (3-8), perfusion and venous oxygen saturation (9-11). As the susceptibility under investigation is often on the order of ppm, error in the field map can complicate a meaningful measurement of susceptibility. Moreover, the ill-posed nature of QSM and sensitivity to error propagation further imposes stringent requirements on the accuracy of the input field map.

A number of methods are available in the literature to estimate the field from the measured multi-echo phase. A common approach is to compute the phase difference between two successive echoes and divide by the echo time difference (12-14). Since this approach do not account for the noise variation, the estimated field maps are very noisy. To address the noise effects, field map estimation using linear regression followed by median and Gaussian filtering was introduced (15). However this introduces undesired smoothing into the field estimate. Alternatively, a non-uniform echo spacing acquisition for field estimation was proposed by Aksit et al (16). Here the first two scans are performed with small echo spacing to avoid phase wrapping and the third with a higher echo time to improve the accuracy of the linear fit while maintaining the same acquisition time as that of the dual-echo acquisition. Succeeding to this, linear fitting of the temporal unwrapped phase was used to extract the frequency fit (17). However, this depends on the success of the temporal unwrapping. Later more sophisticated methods using maximum likelihood (ML) technique was proposed to overcome these limitations (18). Here regularized least square cost function is used without the explicit constraint of linearity. Since the cost function involves ML estimation, no temporal phase unwrapping is required. The noise characteristics in the
estimated field are controlled using a penalized-likelihood cost function that involves an additional smoothness by adjusting the regularization parameter. Here the selection of the regularization parameter plays a key role in controlling the smoothness in the field estimate. Although penalized ML approach do not require prior phase unwrapping, a basic limitation of this approach is that it does not treat the true absolute phase as an unknown; while estimating the field directly using a non-convex optimisation that uses the original wrapped phase in its implementation. Alternatively, the proposed method works by iteratively modifying the phaseto satisfy the temporal linear phase evolution (TLPE)constraint; and thereby minimize the errors introduced by temporal unwrapping. This is based on the fact that with linear phase evolution, the frequency shift is independent of echo time. Consequently from Kronecker’s theorem (19, 20), the Hankel matrix constructed from complex exponential of the phase shifts at each uniformly sampled (equi-spaced) echo will ideally possess unity rank. To maintain consistency with the complex data, a fidelity term is added along with the TLPE prior. This is formulated as an optimization problem and implemented using alternating minimization. The principal values of each echo phase shift obtained as the solution to this problem, are then unwrapped using Itoh’s algorithm. The rank approximated principal phase values when unwrapped, results in lower unwrapping errors.

The proposed method gives accurate phase estimates at each echo and reliable field estimates in comparison to weighted least-squares regression (wLSR) and penalized ML (pML). For field map estimation, the relative reduction in RMSE for LPE+wLSR is found to be 98 % with respect to wLSR and 95% with respect to PML.

2. MATERIAL AND METHODS
2.1 Multi-echo GRE signal model

The channel-combined signal obtained using GRE sequence with an echo time difference $\Delta TE$ can be modelled as

$$g_j^l = \delta_j^l \exp(-i(\omega_j (TE_0 + l\Delta TE) + v_j)) + \epsilon_j,$$  \hspace{1cm} [1]

where $\delta_j^l \triangleq \rho_j \exp(-(TE_0 + l\Delta TE)/T_{2j}^*)$ is the temporal signal intensity of the $T_2^*$-weighted GRE sequence at the $j$'th location, $\epsilon_j^l$ denotes the complex zero mean noise component with variance $\sigma^2$, $\omega_j$ is the field perturbation (offset frequency) due to the susceptibility effect and $v_j$ is the receiver phase offset. The signal intensity is assumed to decay exponentially with a magnitude determined by the proton density $\rho_j$, and rate dependent on the time constant $T_{2j}^*$. The echoes are assumed to be equally spaced at an interval $\Delta TE$, $l$ is the echo index, $l = 0, ..., L - 1$, $TE_0$ is the echo time at $l = 0$.

2.2 Magnitude Estimation

To simplify the problem, we first determine the ML estimate for the magnitude vector $\mathbf{\delta}^l = [\delta_1^l, \delta_2^l, ..., \delta_N^l]$ to determine the true phase based on the LPE constraint. Under the assumption of known values of $\mathbf{\omega} = [\omega_1, \omega_2, ..., \omega_N]$ and $\mathbf{v} = [v_1, v_2, ..., v_N]$, the joint likelihood function is

$$\log p(\mathbf{g}; \mathbf{\delta}) = \sum_{l=1}^{L} \log p(\mathbf{g}^l; \mathbf{\delta}^l),$$

$$\equiv \frac{1}{2\sigma^2} \sum_{j=1}^{N} \sum_{l=1}^{L} \left|g_j^l - \delta_j^l \exp\left(-i(\omega_j (TE_0 + l\Delta TE) + v_j)\right)\right|^2,$$  \hspace{1cm} [2]
where ‘≡’ denotes equality to within constants independent of $\delta$. Minimizing the negative log-likelihood for each channel with respect to $\delta^l$ gives

$$\delta^l = \text{Real}(g^l) \cos(\hat{\psi}^l) - \text{Imag}(g^l) \sin(\hat{\psi}^l)$$  \hspace{1cm} [3]

To a first approximation, the phase estimates $\hat{\psi}^l$ to be used in [3] can be taken as $\hat{\psi}^l = \text{arg}(g^l)$; which is the original acquired phase. The updated magnitude is then used to re-estimate the phase using the proposed phase optimization procedure (See Phase recovery using LPE constraint). By alternatively updating the magnitude and phase in this manner, the accuracy of field estimates can be improved especially in regions with low SNR.

2.3 Phase Unwrapping

Given that the echoes are equi-spaced at $\Delta T_E$, the sampling theory implies that the maximum absolute phase gradient that can be measured and unwrapped accurately is $\pi$ radians (21). It is useful to know the maximum acquisition time and the minimum number of echoes possible such that no aliasing occur. With the known magnitude samples, the phase can be recovered by application of Nyquist sampling theorem to the uniformly sampled complex exponential of the unknown phase measured at successive echo times. Thus for the signal $h \triangleq \exp(-i(\omega t + \nu))$ with the true phase $\phi(t) \triangleq \omega t + \nu$ and maximal frequency $\left(\frac{\omega}{2\pi}\right)$cps, the signal recovery is possible from the measurements at a series of samples spaced at $\frac{\pi}{\omega}$ sec apart. This implies that with linear phase evolution, the phase recovery is possible if

$$\omega \Delta T_E < \pi.$$  \hspace{1cm} [4]
Assuming that this is satisfied, the next step in the process of phase recovery is unwrapping. With the true phase represented by \( \phi(t) \), the measure phase \( \psi(t) \) is expressed in terms of the wrapping operator \( \mathcal{W} \). In the equation shown below, the wrapped phase is determined by

\[ \psi(t) = \phi(t) + 2\pi k(t) = \mathcal{W}\{\phi(t)\} , \tag{5} \]

where \( k(t) \) is an integer function that forces the true phase, \( \phi \) to be in the range \( -\pi < \psi < \pi \) radians. The unwrapping process can be thought of as the inverse of the wrapping operation. Choices must be made for the appropriate values of \( k \), such that the phase estimate is as accurate as possible. The result that Itoh found was that the true phase \( \phi \) can be recovered by integrating the wrapped differences of the wrapped phase samples. In the one-dimensional case, Itoh’s algorithm describes the solution of this problem by integration of the phase gradients from sample to sample.

The true unwrapped phase is calculated from

\[ \phi(m) = \phi(0) + \sum_{l=0}^{m} \mathcal{W}[\Delta(\mathcal{W}[\phi(l)])], \tag{6} \]

where \( \phi(0) \) is the initial phase of a reference point and \( \Delta(l) \) is the wrapped phase difference defined as \( \Delta(l) \triangleq \mathcal{W}[\psi(l + 1) - \psi(l)] \). The wrapped phase differences are computed by differentiation of the result from the temporal phase measurements, and wrapping this difference back to the original \( \pi \) interval. This solution implies that the original signal is sampled at a sample rate sufficiently high, so that the “true” phase differences as compared to phase jumps introduced by the wrapping process between neighboring points is always in the range of \( -\pi/2 \leq \phi(l) - \phi(l - 1) < \pi/2 \).
In the one-dimensional case, the solution \( \varphi \), is the true phase if \( \Delta[\varphi(l)] \) lies in the interval \(-\pi < \psi < \pi\), and is otherwise an unwrapped phase estimate which is not exactly the same the true phase. This can lead to unwrapping errors. Therefore, when the phase is unwrapped, it is expected that the unwrapped phase will represent the true phase, if \( \Delta(l) < \pi \). Only if this condition is true, the original phase can be accurately recovered.

2.4 Phase Recovery

From [1] the measured phase at \( j^{th} \) location can be expressed as

\[
\hat{\psi}_j^l = W[\omega_j(TE^0 + l\Delta TE) + v_j + \eta_j^l],
\]

where \( \hat{\psi}_j^l = arg(g_j^l) \) and \( \psi_j^l = W[\omega_r(TE^0 + l\Delta TE) + v_j] \) represents the true wrapped phase. The variance of noise component \( \eta_j^l \) is inversely dependent on the magnitude \( \delta_j^l \) and directly on \( var(\epsilon_j) \). Thus the complex exponential signal \( h_j^l = h_j(TE^0 + l\Delta TE) \equiv exp(-i(\omega_j(TE^0 + l\Delta TE) + v_j + \eta_j^l)) \) in the temporal dimension is uniformly sampled, but without linear phase due to the presence of \( \eta_j^l \). Since \( \hat{\psi}_j^l \) is the wrapped form of the phase of \( h_j^l \), the periodic nature of the complex exponential signals also implies \( h_j^l = exp(-i\hat{\psi}_j^l) \). Using the property that a Hankel matrix constructed from uniformly sampled complex exponential signal with time independent (constant) magnitude and linear phase will ideally have unity rank, a unity rank approximation of the Hankel matrix constructed from \( h_j^l, l = 0, ..., L-1 \); can be used to eliminate the phase noise and make the phase linear. In this form the true underlying complex exponential \( f_j^l = exp(-i\psi_j^l) \). In vectorial form, a collection of the uniformly sampled complex exponential signals with non-linear phase is represented as
Using the window length \((w)\) that satisfies \(2 \leq w \leq L\), \(h_j\) can be mapped to a 2D structured Hankel matrix \(H_{h_j}\). Similar vectorized notations can be adopted to represent other measured and estimated quantities. Hereafter, we drop the subscript \(j'\) with the understanding that the remaining analysis applies separately to each voxel in the image. If the window length is chosen to be \(w = (L + 1)/2\), \(H_h\) can be represented as

\[
H_h = \begin{bmatrix}
    h^0_j & h^1_j & \cdots & h^{w-1}_j \\
    h^1_j & h^2_j & \cdots & h^w_j \\
    \vdots & \vdots & \ddots & \vdots \\
    h^{L-w}_j & h^{L-w+1}_j & \cdots & h^{L-1}_j
\end{bmatrix}.
\]

Since \(H_h\) would be a square matrix with dimension \(w \times w\), the singular value decomposition (SVD) can be applied for rank approximation with minimum number of flops (22, 23). With \(H_f\) representing the rank reduced approximating matrix and \(f_j\) the complex exponential signal vector recovered from \(H_f\), the optimization problem can be viewed as a restricted low rank approximation (RLRA) (24, 25). Given the measured signal \(g\), the vectorial form of the magnitude signal at \(j'\)th location is

\[
g_j = \begin{bmatrix}
    \lvert g^0 \rvert \\
    \lvert g^1 \rvert \\
    \vdots \\
    \lvert g^{L-1} \rvert
\end{bmatrix}.
\]
A Hankel matrix $G$ can be constructed in the same way as the mapping from $h$ to $H_h$.

\[
G = \begin{bmatrix}
|g^0| & |g^1| & \cdots & |g^{w-1}|
|g^1| & |g^2| & \cdots & |g^w|
\vdots & \vdots & \ddots & \vdots
|g^{L-w}| & |g^{L-w+1}| & \cdots & |g^{L-1}|
\end{bmatrix}.
\]  

[11]

Likewise, $D$ represents the Hankel matrix mapped from magnitude signal $d$ at each location obtained through ML estimation.

Using the Hankel matrices constructed separately for magnitude and phase, the restricted rank approximation problem for phase recovery is given by

\[
\begin{align*}
\arg \min_{H_f, f} & \sum_{j=1}^{N} \|D \circ H_f - G \circ H_h\|_F^2; \\
\text{subject to} & \quad \text{rank}(H_f) = 1 \quad \text{if rank}(H_f) = 1 \\
& \quad D(p, q) \circ H_f(p, q) - d(p + q) \circ f(p + q) = 0; \\
& \quad 0 \leq p, q \leq w - 1
\end{align*}
\]

[12]

To solve this using alternating direction method of multipliers (ADMM) (26, 27), the cost function in [12] is now modified as

\[
\begin{align*}
\arg \min_{H_f, f} & \frac{1}{2} \|D \circ H_f - G \circ H_h\|_F^2 + \lambda \mathcal{R}(H_f); \\
\text{subject to} & \quad D(p, q) \circ H_f(p, q) - d(p + q) \circ f(p + q) = 0; \\
& \quad 0 \leq p, q \leq w - 1,
\end{align*}
\]

[13]

where $\lambda$ is the regularization parameter and $\mathcal{R}(H_f)$ denote the indicator function:
The augmented Lagrangian form of [13] with scaled dual variable is

\[ \mathcal{R}(H_f) \triangleq \begin{cases} 0 & \text{if } \text{rank}(H_f) = 1, \\ \infty & \text{otherwise}. \end{cases} \]

The ADMM steps for the intermediate stage from \(k\) to \(k + 1\), involve solving the subproblems:

\[ H_{f,k+1} = \arg \min_{H_f} \mathcal{L}(H_f, f^k, u^k), \quad [16] \]

\[ f^{k+1} = \arg \min_{f} \mathcal{L}(H_{f,k+1}, f, u^k), \quad [17] \]

\[ u^{k+1}(p + q) = u^k(p + q) + \]

\[ \frac{\rho}{2} \sum_{p,q=0}^{w-1} \left| D(p,q) \circ H_f(p,q) - d(p+q) \circ f(p+q) + u(p+q) \right|^2; \]

\[ 0 \leq p, q \leq w - 1, \]

where \(u\) is the Lagrange multiplier of the LPE constraint and \(\rho\) is the penalty parameter. The ADMM implementation for solution of [16], [17] & [18] is included in the Appendix. To solve Eq. [12], we propose to use an efficient iterative temporal phase recovery algorithm as described in Algorithm 1.

**Algorithm 1. Iterative Temporal Phase Recovery with LPE constraint**

**Input:** Channel combined complex exponential signal \(g^l \triangleq g^l_j = [g]_{j,l}; l = 0,1, \ldots, L - 1.\)

**Initialization:** Iteration index \(k = 1; w = \frac{L+1}{2};\)
Construct \( H_h \) from \( h^l \equiv \exp \left( -i \text{arg} (g^l) \right); l = 0, 1, ..., L - 1 \).

Construct \( G \) from \( |g^l|; l = 0, 1, ..., L - 1. \)

\[ \hat{\psi}^l = \text{arg}(g^l); l = 0, 1, ..., L - 1. \]

**Iteration:**

\[
\text{do } \begin{cases}
1. \text{ Obtain the ML updated magnitude } d^{l(k+1)} \text{ from } \hat{\psi}^{l(k)}. \\
2. \text{ Construct } D^{(k+1)} \text{ from } d^{l(k+1)}. \\
3. \text{ Update for subproblem-1: Compute } \hat{H}_f^{k+1} \text{ using } [A7]. \\
   \hspace{1cm} (a). \text{ USV } = \text{ SVD} \left( \hat{H}_f^{k+1} \right). \\
   \hspace{1cm} (b). \text{ convex projection to restore Hankel structure} \\
   \hspace{1cm} \hat{H}_f^{(k+1)} = \text{ Hankelize} \left( U_1 \Sigma_1 V_1^H \right). \\
4. \text{ Obtain } f^{(k+1)} \text{ using } [A10]. \\
5. \text{ Obtain } u^{(k+1)} \text{ using } [18]. \\
6. \hat{\Psi}^{(k+1)} \equiv \text{arg} (f^{(k+1)}).
\end{cases} \text{ till convergence or maximum number of iteration.}
\]

### 2.5 Temporal phase unwrapping under sub Nyquist condition

After phase recovery with rank approximation, the principal angles of the linear phase are generated. Since \( \Psi_j \) is wrapped, temporal phase unwrapping need to be performed prior to field estimation. In general the temporal unwrapping fails due to two reasons :- 1) phase wrap exists in the initial echo, 2) Nyquist condition is not satisfied (i.e., \( \omega \Delta TE > \pi \)). The phase wrapping artifacts may exist in the first echo due to either a large receiver phase offset or higher \( B_0 \) field. Temporal unwrapping in case 1)would require additional steps that involve estimation of the receiver phase offset or spatial unwrapping of the phase image at \( TE^0 \).

In this section, we elaborate an algorithmic procedure to eliminate the temporal unwrapping error due to the sub-Nyquist condition when the underlying phase is linear. As discussed in the previous section, the optimization framework for rank approximation and reduction of higher order
spectral energy using the LPE constraint guarantee a linear phase even in the presence of noise and receiver phase offset in the measured phase. However, this is not the case if the rank approximation were not performed apriori. Due to the linearity ensuing from rank approximation, the field estimation requires only true estimates of at least two sampling points along the temporal dimension. Of these, it is further assumed that the measured phase at $TE^0$ is wrap-free. In this situation, the unwrapped phase ($\varphi^1_j$) at the second echo can be estimated after introduction of an additional sample so that the Nyquist condition is satisfied. We denote $\psi^{0,1}_j$ as the unknown phase at the pseudo sampling location (0,1) that corresponds to a fictitious acquisition time ($TE^0 + \frac{\Delta TE}{2}$). With the introduction of this new sample, $\psi^1_j$ can be unwrapped using the Itoh’s algorithm in two steps. The first step consists of unwrapping $\psi^{0,1}_j$. Application of Itoh’s algorithm in this step leads to

$$\varphi^{0,1}_j = \begin{cases} 
\psi^{0,1}_j - 2\pi & \text{if } \psi^{0,1}_j - \psi^0_j > \pi \\
\psi^{0,1}_j + 2\pi & \text{if } \psi^{0,1}_j - \psi^0_j < -\pi \\
\psi^{0,1}_j & \text{if } |\psi^{0,1}_j - \psi^0_j| \leq \pi
\end{cases}$$

and

$$\hat{\varphi}^1_j = \begin{cases} 
\psi^1_j - 2\pi & \text{if } \psi^{0,1}_j - \psi^0_j > \pi \\
\psi^1_j + 2\pi & \text{if } \psi^{0,1}_j - \psi^0_j < -\pi \\
\psi^1_j & \text{if } |\psi^{0,1}_j - \psi^0_j| \leq \pi
\end{cases}$$

In the second step, Itoh’s algorithm gives

$$\varphi^1_j = \begin{cases} 
\hat{\varphi}^1_j - 2\pi & \text{if } \psi^1_j - \psi^{0,1}_j > \pi \\
\hat{\varphi}^1_j + 2\pi & \text{if } \psi^1_j - \psi^{0,1}_j < -\pi \\
\hat{\varphi}^1_j & \text{if } |\psi^1_j - \psi^{0,1}_j| \leq \pi
\end{cases}$$
Based on the above two steps, $\varphi_j^1$ can assume nine possible solutions as summarized in Table-1.

Table 1: Two step unwrapping of $\psi_j^1$ with all possible solutions

| Step 1 | Step 2 |
|--------|--------|
| $\Delta_1 = \psi_{j}^{0.1} - \psi_{j}^{0}$ | $\Delta_2 = \psi_{j}^{1} - \psi_{j}^{0.1}$ |

| Condition | Unwrapped phase | Condition | Unwrapped phase |
|-----------|-----------------|-----------|-----------------|
| $\Delta_1 > \pi$ | $\varphi_{j}^{0.1} = \psi_{j}^{0.1} - 2\pi$ | $\Delta_2 > \pi$ | $\varphi_{j}^{1} = \phi_{j}^{1} - 2\pi = \psi_{j}^{1} - 4\pi$ |
|           | $\hat{\varphi}_{j}^{1} = \psi_{j}^{1} - 2\pi$ | $\Delta_2 < \pi$ | $\varphi_{j}^{1} = \phi_{j}^{1} + 2\pi = \psi_{j}^{1}$ |
|           |                 | $|\Delta_2| \leq \pi$ | $\varphi_{j}^{1} = \phi_{j}^{1} = \psi_{j}^{1} - 2\pi$ |
| $\Delta_1 < \pi$ | $\varphi_{j}^{0.1} = \psi_{j}^{0.1} + 2\pi$ | $\Delta_2 > \pi$ | $\varphi_{j}^{1} = \phi_{j}^{1} - 2\pi = \psi_{j}^{1}$ |
|           | $\hat{\varphi}_{j}^{1} = \psi_{j}^{1} + 2\pi$ | $\Delta_2 < \pi$ | $\varphi_{j}^{1} = \phi_{j}^{1} + 2\pi = \psi_{j}^{1} + 4\pi$ |
|           |                 | $|\Delta_2| \leq \pi$ | $\varphi_{j}^{1} = \phi_{j}^{1} = \psi_{j}^{1} + 2\pi$ |
| $|\Delta_1| \leq \pi$ | $\varphi_{j}^{0.1} = \psi_{j}^{0.1}$ | $\Delta_2 > \pi$ | $\varphi_{j}^{1} = \phi_{j}^{1} - 2\pi = \psi_{j}^{1} - 2\pi$ |
|           | $\hat{\varphi}_{j}^{1} = \psi_{j}^{1}$ | $\Delta_2 < \pi$ | $\varphi_{j}^{1} = \phi_{j}^{1} + 2\pi = \psi_{j}^{1} + 2\pi$ |
|           |                 | $|\Delta\psi_j| \leq \pi$ | $\varphi_{j}^{1} = \phi_{j}^{1} = \psi_{j}^{1}$ |

From the last column of the Table-1, it is observed that out of the nine possible ways to unwrap $\psi_j^1$, there exist five unique values for $\varphi_j^1$. This is due to the cumulative sum of phase rotations calculated in the two steps of unwrapping. These five cases can be uniquely identified by examining the ranges of $\Delta_1 \triangleq \psi_{j}^{0.1} - \psi_{j}^{0}$ and $\Delta_2 \triangleq \psi_{j}^{1} - \psi_{j}^{0.1}$. For example in the two step unwrapping, if $\Delta_1 > \pi$, $2\pi$ is subtracted from the wrapped phase and in the next step if $\Delta_2 < -\pi$, $2\pi$ is added to the phase obtained in the first step. This result in an unwrapped phase $\varphi_j^1 = \psi_j^1$. The same unwrapped value will be obtained if either $\Delta_1, \Delta_2 \in [-\pi, \pi]$ or $\Delta_1 < -\pi$ and $\Delta_2 > \pi$. Other cases
correspond to $\Delta_1 > \pi, \Delta_2 \in [-\pi, \pi]$ or $\Delta_1 \in [-\pi, \pi], \Delta_2 > \pi$ resulting in $\varphi_j^1 = \psi_j^1 - 2\pi$ and $\Delta_1 < -\pi, \Delta_2 \in [-\pi, \pi]$ or $\Delta_1 \in [-\pi, \pi], \Delta_2 < -\pi$ resulting in $\varphi_j^1 = \psi_j^1 + 2\pi$.

Among the five possible solutions for $\varphi_j^1$, the choices $\psi_j^1 + 4\pi$ and $\psi_j^1 - 4\pi$ apply only for large values of $\omega$. However, such high field do not exist in practical conditions and too high $\Delta TE$ values are also not used. For example, in a human brain that is dominated by water with tissue susceptibility $\chi = -9.05$ ppm, and grey white matter susceptibilities in the range $-9.2$ to $-8.8$ ppm, the forward field estimation yields values in the range $-300 \leq \omega \leq 300$ rad/s at 3.0 T and $\Delta TE$ limited in the range 1-12 ms. Hence the choices with $\pm 4\pi$ addition can be conveniently excluded. However, in cases where such possibilities arise, the number of intermediate sampling points should be more than one and the number of possible solutions would then increase.

After arriving at the possible solutions, we apply the Itoh’s algorithm as outlined in the flowchart shown in Fig. 1.
3. RESULTS
3.1. One dimensional numerical experiments
3.1.1 Temporal phase unwrapping errors

To simulate the wrapped phase along the temporal dimension, a one-dimensional uniformly sampled complex exponential signal having linear phase shift and exponentially decaying magnitude with decay rate determined by a prefixed value of $T_2^*$ is first generated. The parameters chosen are $L=7$, $TE^0 = 20 \, ms$ and $\Delta TE = 12 \, ms$. Once the ground truth signal with linear phase evolution is simulated, a complex noise component of known standard deviation is added to the complex exponential signal. A wrapped form of the temporal phase is then obtained from the principal angles of the noisy complex exponentials. Itoh’s algorithm is then applied to unwrap the one-
dimensional phase samples. Unwrapping error is measured by computing the absolute error between the unwrapped phase and the groundtruth. Fig. 2 shows the plots of unwrapping errors in the 2nd and 3rd echo as a function of SNR and $\omega$. A key observation is that the unwrapping errors are much higher at low SNRs. The plots showing the dependence on $\omega$ are included in the bottom two rows of Fig. 2.

![Figure 2](image.png)

Figure 2: Temporal phase unwrapping error expressed as absolute phase difference between the unwrapped phase (Itoh’s algorithm) and the groundtruth linear phase. Left and right panels show unwrapping errors for 2nd and 3rd echo at 32 ms and 44 ms. (a1-b1) Plots of unwrapping error versus SNR. Bottom two rows show the unwrapping error as function of $\omega$ at two different SNRs. The maximum frequency is within the Nyquist limit; $\omega \Delta TE \leq \pi$.

### 3.1.2 Unity rank approximation

Fig. 3 illustrates the rationale for unity rank approximation of the Hankel matrix constructed from the uniformly sampled complex exponentials with linear phase shift. Top row shows (a) a sample Hankel matrix generated from uniformly sampled complex exponentials ($L = 7$), with linear phase shift and (b) sample singular value spectra for: 1) without receiver phase offset and
noise, 2) with receiver phase offset and without noise, 3) with receiver phase offset and noise. It is observed that for the first two cases where noise is absent, only the first singular value is non-zero and the rank is ideally unity. With complex noise addition, the rank of the Hankel matrix is observed to be full rank (all singular values are non-zero). The bottom panel (c) illustrates the empirical convergence of the rank approximation algorithm and accompanying reduction in the relative higher order spectral energy (rHSE) for different values of receiver phase offset and $\omega$.

### 3.1.3 Effect of rank approximation on the recovered phase

The effect of rank approximation on the reduction of unwrapping error is shown in Fig.4. The temporal phase unwrapping error is measured as the absolute phase difference between the groundtruth linear phase and the phase obtained by unwrapping the phase values updated using the rank approximation algorithm. It is observed that at low SNR, the unwrapping errors are reduced after application of rank approximation. The row-wise panels show the plots of unwrapping error versus SNR for three different $\omega$ values. As seen before, the unwrapping errors reduce with increase in SNR.

### 3.1.4 Effect of rank approximation on field estimation

Field estimation is performed from the simulated uniformly sampled complex exponentials using wLSR, pML and LPE+wLSR. wLSR method uses the temporal unwrapped phase for field estimation whereas pML method uses the wrapped principal angles. In the LPE+wLSR method, the field is estimated using wLSR applied to the temporal unwrapped phase obtained after rank
Figure 3: Need for unit rank approximation of Hankel matrix with cross diagonals comprising of successive samples of a uniformly sampled complex exponential with linear phase and constant magnitude (magnitude is taken as unity). Top panel (a) Hankel matrix constructed from a signal vector with $L=7$ samples. (b1-b3) Singular value spectrum for the Hankel matrix constructed with (b1) uniformly sampled signal with no receiver phase offset and noise, (b2) uniformly sampled signal with receiver phase offset and no noise component, (b3) uniformly sampled signal with receiver phase offset and noise. In the first two cases, only the first singular value is non zero and rank of the Hankel matrix is ideally unity. With complex noise addition, the rank of the Hankel matrix is observed to be 4 (Full rank). The bottom panel (c) illustrates the convergence of the optimization procedure for unit rank approximation and reduction in relative higher order spectral energy (rHSE). (c1) plots of RLNE versus iterations (CPU time) for different receiver phase offsets, (c2) plots of rHSE versus CPU time for different receiver phase offsets, (c3) plots of RLNE versus CPU time shown for different $\omega$, (c4) plots of rHSE versus CPU time shown for different $\omega$. 
Figure 4: Temporal phase unwrapping error expressed as absolute phase difference between the unwrapped phase and the groundtruth linear phase. Left and right panels show unwrapping errors for 2nd and 3rd echo at 32 ms and 44 ms. Row wise panels show plots of unwrapping error versus SNR for three different $\omega$ values. Each panel show the unwrapping error obtained for standard unwrapping (Itoh’s algorithm) and standard unwrapping applied after rank approximation, using optimization with LPE constraint.

To measure the field estimation error with receiver phase offset ($\nu$), the complex exponentials are simulated with different $\nu$ values in the range $[-2\pi, 2\pi]$. Fig.5 shows the plots of field estimation error (the absolute difference between the estimated field and the groundtruth) versus $\nu$. It is observed that the field estimation errors are minimal for LPE+wLSR at all receiver phase offsets.

In another experiment, field estimation errors are shown as functions of SNR and $\Delta TE$ for a given values of $\nu$ and $\omega$ ($\nu = \pi$ rad and $\omega = 120$ rad/s). The top and bottom row in Fig.6 show the plots of field estimation...
Figure 5: Field estimation error expressed as absolute difference between the estimated field and groundtruth. Top and bottom panels show plots of field estimation error versus receiver phase offset at two different SNRs. The fields were estimated using weighted least square regression (wLSR), penalized maximum likelihood (pML) and wLSR after estimation of absolute phase using LPE constraint (LPE+wLSR).

Error as function of SNR in (a) and dependence of $\Delta T_E$ in (b). At low SNR (SNR=4), it is seen that LPE+wLSR estimates the field with 66% reduction in error in comparison to wLSR and 56% reduction in error with respect to pML. As for the dependence on $\Delta T_E$, it is observed that the LPE+wLSR estimated field do not exhibit significant increase in field estimation error with increase in $\Delta T_E$.

3.2 Numerical Phantom experiments

For numerical phantom experiments, a volume was created in a $160 \times 160 \times 21$ matrix at $1 \times 1 \times 1$ mm$^3$ isotropic resolution. In this volume, small
Figure 6: Field estimation error expressed as absolute difference between the estimated field and groundtruth. (a) plots of field estimation error versus SNR (b) plots of field estimation error versus ΔTE.

Structures were embedded to mimic different brain nuclei which include caudate nucleus (CN), globus pallidus (GP), substantia nigra (SN), vein and paranasal sinus, with susceptibility values -8.8, -8.6, -8.4, -7.9 and 0 ppm, respectively. The susceptibility of white matter was chosen to be -9.0 ppm. Using this as the true susceptibility distribution \( \chi(r) \), the field perturbation along the z-direction of the dipolar magnetic field was simulated using (28)

\[
B_{dz}(k) = -\left( \frac{\chi(k)B_0}{3} \right) \left( 3 \frac{k_z^2}{k_x^2 + k_y^2 + k_z^2} - 1 \right),
\]  

where \( \chi(k) \) is the Fourier transform of \( \chi(j) \), \( k_x, k_y \) and \( k_z \) represent the k-space coordinates at \( j \)th position. These field maps were then used to generate idealized multi-echo phase data that accumulates linearly over time with echo-time difference \( \Delta TE = 6 ms \). Complex data were then synthesized using the simulated phase and exponentially decaying magnitude with decay
rate determined by prefixed value for $T_2^*$ at each location. Each magnitude and phase pair was then converted into real and imaginary images, to each of which a normally distributed zero mean noise with variance $\sigma^2$ was added to ensure comparable SNR in the simulated data. The noisy wrapped phase was then generated by computing the principal angle of the complex signal.

Fig. 7 below show the field maps estimated using wLSR, PML and LPE+wLSR. The left most panel (a) shows the groundtruth field map. The left-right panels show the field map obtained using (b) wLSR, (c) PML and (d) LPE+wLSR. The bottom row shows the field map estimation errors for the three methods. The relative-mean-square-error (RMSE) for each method is shown in the insets. It is observed that LPE+wLSR exhibit the minimum RMSE with respect to the groundtruth. For field map estimation, the relative reduction in RMSE for LPE+wLSR is found to be 98 % with respect to wLSR and 95% with respect to PML.

Figure 7: Field maps estimated using wLSR, PML and LPE+wLSR. The left most panel (a) shows the groundtruth field map. The left-right panels show the field map obtained from (b) wLSR, (c) PML and (d) LPE+wLSR. The bottom row show the field map estimation error expressed as the absolute difference between estimated field and groundtruth. The RMSE for each method is shown in insets.
3.2.1 Temporal phase unwrapping and Field estimation under sub-Nyquist condition

To simulate the sub-Nyquist condition along the temporal dimension, the field map was computed from Eq. [22] so as to satisfy the condition $\omega \Delta TE > \pi$ at $\Delta TE=12$ ms. Complex data were then simulated using exponentially decaying magnitudes and multi-echo phases as discussed in the previous section. Temporal phase unwrapping was then performed on the principal angles of the noisy complex image. Due to sub-Nyquist condition, Temporal unwrapping without prior rank approximation resulted in large errors in the unwrapped phase of the second echo as evidenced from the difference images shown in Fig. 8. Result of application of our unwrapping method in Section 2.5 after rank approximation, is shown in Fig. 8 (b3) and the corresponding difference image in Fig. 8 (c3).

The top row in Fig. 8 shows the temporal variation in phase before and after temporal unwrapping at the locations highlighted using different colors. Panel (a1) shows the plot of wrapped 1D-phase and (a2) indicates the temporal unwrapped 1D-phase. Blue, red and yellow lines in (a2) indicates the ground truth, temporal unwrapped 1D-phase without rank approximation and the phase after rank approximation, unwrapped using our method in Section 2.5. The error maps expressed as the absolute difference between unwrapped phase of the second echo and the corresponding ground truth are shown in panels (c2) and (c3). The last row shows the ground truth field (d1), the field estimated from temporal unwrapped phase without rank approximation (d2) and the field estimated using our method in Section 2.5 (d3). It is observed that this field is in close agreement with the ground truth field in (d1).
Figure 8: Temporal phase unwrapping under sub-Nyquist condition. Row 1: (a1) Wrapped phase along the temporal dimension at the location indicated in (b1), (a2) Plots of unwrapped 1D-phase. Row 2: (b1) Wrapped phase of second echo, (b2) Phase unwrapped without rank approximation and (b3) Phase unwrapped using proposed method in Section 2.5. Row 3: (c1) Ground truth phase of second echo, (c2)-(c3) Unwrapping error expressed as the absolute difference between the unwrapped phase and the ground truth. Row 4: (d1) Ground truth field, (d2) Field estimated from temporal unwrapped phase images of first and second echo without rank approximation and (d3) Field estimated from the phase images unwrapped using the proposed method in Section 2.5.

Appendix

The optimization problem of subproblem: 1 [16] is given by

$$\arg\min_{H_f} \frac{1}{2} \| D \circ H_f - G \circ H_h \|_F^2 + \frac{\rho}{2} \sum_{p,q=0}^{W-1} |D(p, q) \circ H_f(p, q) - d(p + q) \circ f(p + q) + u(p + q)|^2; \text{subject to rank}(H_x = 1).$$

[A1]
Letting $L_f(x, y) \triangleq u(p + q) - d(p + q) \circ f(p + q); 0 \leq p, q \leq w - 1$,

Eq.[A1] becomes

\[
\arg \min_{H_f} \frac{1}{2} \| D \circ H_f - G \circ H_h \|_F^2 + \frac{D}{2} \sum_{p,q=0}^{w-1} |D(p, q) \circ H_f(p, q) + L_f(p, q)|^2 ; \\
subject\ to\ rank(H_f = 1). \]

Since $\sum_{x,y=0}^{w-1} |D(p, q) \circ H_f(p, q) + L_f(p, q)|^2 \equiv \| D \circ H_f + L_f \|_F^2$,

\[
\arg \min_{H_f} \frac{1}{2} \| D \circ H_f - G \circ H_h \|_F^2 + \frac{D}{2} \| D \circ H_f + L_f \|_F^2 ; \\
subject\ to\ rank(H_f = 1). \]

Using the definition $\| Z \|_F^2 = trace(ZZ^H)$,

\[
\arg \min_{H_f} \frac{1}{2} \text{trace} \left[ (D \circ H_f - G \circ H_h)(D \circ H_f - G \circ H_h)^H \right] + \frac{D}{2} \text{trace} \left[ (D \circ H_f + L_f)(D \circ H_f + L_f)^H \right] \]

Taking the derivativew.r.t $H_f$ and equating to 0,

\[
[(D \circ H_f)D - (G \circ H_h)D] + \rho[(D \circ H_f)D + L_fD] = 0 . \]

then

\[
(D \circ H_f) = [(G \circ H_h)D - \rho L_fD][D + \rho D]^{-1} . \]

Since the RHS of [A6] and D are known quantities, $\tilde{H}_f^{k+1}$ can be estimated by dividing each element in the RHS of [A6] by the corresponding element in D.
Then $H^k_{f+1}$ can be obtained by performing truncated SVD and projecting this to the convex set of Hankel matrix.

$$H^k_{f+1} = D(\tilde{H}^k_{f+1}),$$  \[A7\]

where $D$ represents the singular value thresholding (SVT) followed by convex projection. Here the projection is performed by averaging across the anti-diagonal elements (29) to restore the Hankel structure.

Similarly the optimization problem of subproblem -2 [17] is given by

$$\arg\min_f \frac{\rho}{2} \sum_{p,q=0}^{w-1} |D(p,q) \circ H_f(p,q) - d(p+q) \circ f(p+q) + u(p+q)|^2 ; 0 \leq p, q \leq w - 1. \tag{A8}$$

On taking the derivative w.r.t $f$ and equating to 0,

$$D(p,q) \circ H_f(p,q) - d(p+q) \circ f(p+q) + u(p+q) = 0. \tag{A9}$$

$$d(p+q) \circ f(p+q) = D(p,q) \circ H_f(p,q) + u(p+q); \tag{A10}$$

$$0 \leq p, q \leq w - 1.$$

Similar to the case in subproblem-1, $f^{k+1}$ is obtained by dividing each element in RHS of [A10] with the corresponding element in $d$.

$$f^{k+1} = P_C(f^{k+1}), \tag{A11}$$

where $P_C$ defines the projection on to the convex set $C$ of unit magnitude complex exponential signals. For an arbitrary complex exponential signal $Ae^{j\theta}$, this is implemented using $\arg\min_\Phi \|Ae^{j\theta} - e^{j\Phi}\|_2^2$, which after differentiation and equating to zero, gives $\Phi \equiv \theta$.  
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