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Abstract—This paper presents a hierarchical framework for planning and control of in-hand manipulation of a rigid object involving grasp changes using fully-actuated multifingered robotic hands. While the framework can be applied to the general dexterous manipulation, we focus on a more complex definition of in-hand manipulation, where at the goal pose the hand has to reach a grasp suitable for using the object as a tool. The high level planner determines the object trajectory as well as the grasp changes, i.e. adding, removing, or sliding fingers, to be executed by the low-level controller. While the grasp sequence is planned online by a learning-based policy to adapt to variations, the trajectory planner and the low-level controller for object tracking and contact force control are exclusively model-based to robustly realize the plan. By infusing the knowledge about the physics of the problem and the low-level controller into the grasp planner, it learns to successfully generate grasps similar to those generated by model-based optimization approaches, obviating the high computation cost of online running of such methods to account for variations. By performing experiments in physics simulation for realistic tool use scenarios, we show the success of our method on different tool-use tasks and dexterous hand models. Additionally, we show that this hybrid method offers more robustness to trajectory and task variations compared to a model-based method.

I. INTRODUCTION

To use a tool for its designed purpose, it often has to be held with a grasp that is different from the one for picking it up. To turn a nut using a wrench, for example, one would first pick up the wrench using the fingertips and then pull it closer to the palm while transitioning to power grasp so that a large force can be applied (Fig. 1). It is therefore necessary to change the grasp along with the object pose relative to the hand between picking up and using the tool.

While similar to the in-hand manipulation problem, which focuses on object reposing, the tool use problem poses a constraint on the grasps that can be used. While for the object reposing any grasp that can realize the goal pose can be used, the final grasp in the tool-use problem should enable applying a specific wrench (force/torque) to the object.

In this paper, we present a planning and control framework for in-hand manipulation that can also enable the more complex dexterous manipulation problem of tool-use.

II. RELATED WORK

In order for the finger joints to stay within their limits while reposing an object in-hand, finger gaiting, sliding, or rolling a link along the object surface could be needed. While some of the past works utilized external forces such as the gravitational force and contact forces from the environment, e.g., supporting the object by the hand palm or reposing the object through non-prehensile primitives [1]–[5], we focus on in-hand manipulation using only internal forces. We also consider generic fully-actuated robotic hands without assuming any underactuation or mechanical compliance that can help improve the stability and robustness [4], [6], [7].

Earlier works employed model-based approaches such as constrained optimization [5], [8], [9] to determine the hand and/or object trajectories as well as finger-object contact interactions for simple object reorientation tasks. While these methods can generate plausible in-hand manipulation motions including sliding and rolling for a pre-determined task, they are computationally expensive to be run online and do not consider real-time feedback control and therefore are not suitable for robotics applications.

Since dynamics of the hand-object system may be difficult to model or have large uncertainties, a data-driven learning-based approach is a promising alternative. This approach can further be divided into learning-from-demonstration and reinforcement learning (RL). An example of the former is Ueda et al. [10] where a cylinder reposing was achieved using direct teaching from human demonstrations. However, in addition to dependency on costly demonstration data, grasp changes would be more challenging to teach due to the differences between human and robotic hands. Model-free RL methods can learn a policy without extensive modeling effort or human demonstrations. Taking advantage of extra stability resulted by supporting the object through palm, multiple end-to-end Deep RL (DRL) methods have been used for in-hand reorientation of simple objects such as a cylinder or cube [11], [12]. Attempts have been made to improve the sample efficiency of these methods by augmenting demon-
Hybrid learning- and model-based method is a possible approach for realizing both sample efficiency and robustness. Li et al. [15] proposed a hierarchical control structure for the typical in-hand manipulation where a learned policy determines the motion primitives (sliding, flipping, reposing) and a model-based low-level controller executes the selected primitive. The planner has no knowledge about the physics of the problem, which makes explainability and generalizability difficult. They evaluated the method on a simulated 3-fingered hand with 2 degrees of freedom (DoF) on each finger, reposing a pole and cube in a 2D vertical plane.

This paper presents a hierarchical hybrid learning- and model-based planning and control framework for in-hand manipulation in applications that require not only object repositioning but also reaching a grasp suitable for tool-use, which has been rarely considered in prior work. An RL policy infused with domain knowledge of the physics of the problem and the low-level controller outputs a sequence of finger link addition, removal, or sliding actions in real-time, that are robustly realized by the model-based controller. We speculate that a hybrid structure enables more data-efficient learning [15] compared to end-to-end RL approaches [11], [12], although we have not conducted a formal comparison on the amount of data required for training. We also show that, unlike a model-based approach, this hybrid approach enables adapting to variations. We demonstrate our method in a simulated physics environment on realistic hands with 16 DoF (Honda dexterous hand [16] and Allegro hand [17]) and realistic tool models. Hardware evaluation is underway.

III. PROBLEM DEFINITION

A. Assumptions

This paper concerns the problem of in-hand manipulation of a single rigid object using a dexterous robotic hand with at least four fingers in order to change the grasp while maintaining 3D force closure. We assume that inertial and kinematic properties of the object and hand, as well as the friction coefficient between the hand links and object, are known. We also assume that every joint is torque controlled in both directions, and that each link is equipped with a tactile or force-torque sensor that gives the total 3-dimensional force and center of pressure of the distributed force applied to the link surface which is used to determine the contact point. Currently, we also assume the object manipulation happens through the fingers only (i.e. no palm contact). Finally, we assume that the object’s pose (position and orientation) is given by a technique such as vision-based object tracking.

B. Planning Phase

To define the planning problem, we first define a tuple called contact information $C = \{ J, c_j, c_O \}$ where $J$ denotes the joint (link) in contact with the object, and $c_j$ and $c_O$ are the contact point location represented in the joint and object frames respectively. By relying on convexity of both the finger and tool, we assume a point contact on each link. A grasp $G = \{ C_1, C_2, \ldots \}$ is defined as a set of 0 or more contact information with maximum one contact per link. If $G = \emptyset$, there is no contact and the object is not held.

To facilitate planning, we provide a set of possible contact candidates $C_{cand}$ achieved by discretizing the continuous space of possible contact points on the fingers and objects.

Given these definitions, the in-hand manipulation planning problem is defined as follows:

Definition (In-hand manipulation planning) Given

- a set of contact candidates $C_{cand}$
- initial grasp $G_s$, initial and final object positions $p_s$ and $p_f$, initial and final object orientations $R_s$ and $R_f$
- external wrench $w_{ext}$ applied to the object at $(p_f, R_f)$ find

- execution time $T$,
- object reference position $\hat{p}_O(t)$ and orientation $\hat{R}_O(t)$ as a function of time $t \in [0, T]$, and
- sequence of grasps $G_m (m = 1, 2, \ldots, M)$ where $M > 1$ is a user-defined integer representing the number of uniformly distributed sampling times $t_m = T/ (M - 1)$ such that

  - the object does not collide with the stationary part of the hand (i.e. palm) or the environment,
  - the contact points in $G_m$ are reachable, and
  - the contacts in $G_m$ are able to provide the wrench required to generate the acceleration at $t = t_m$ along the object reference trajectory $p_O(t), R_O(t)$.

The object trajectory is computed in two steps:

1) Path planning: obtain a collision-free path of the object such that every waypoint has at least one grasp in which all contact points can be reached.

2) Trajectory generation: obtain $\tilde{p}_O(t), \tilde{R}_O(t)$ by optimizing the timestamp of each waypoint obtained in step 1). The timestamp of the last waypoint becomes the completion time $T$. Also compute $\tilde{p}_O(t_m)$ and $\tilde{R}_O(t_m) = \tilde{R}_O(t_m)$ $(m = 1, 2, \ldots, M)$.

Fig. 2 includes the structure of the planning phase. Details of the planners are provided in section V.

C. Control Phase

Structure of the controller, which executes the in-hand manipulation plan generated in the planning phase, is shown in Fig. 2. The grasp sequence manager block runs with a constant time interval and determines whether a grasp transition should take place. For instance with a learning-based method, the policy is called to determine if a contact should be added, removed, slid, or the current grasp should be maintained.

The remainder of the controller consists of following three low-level tracking controllers (see Section VI for details):

1) Object tracking: compute the contact forces applied to the object such that it tracks the planned trajectory.

2) Contact force tracking: compute the joint reference positions to realize the contact forces from 1), and

3) Contact state tracking: realize the contact states dictated by the planned contact sequence.
IV. PRELIMINARIES

A. Inverse Kinematics

To compute the joint positions \( \mathbf{q} \) for a given grasp with \( K \) contacts, \( C_k = \{ \mathbf{J}_k, \mathbf{c}_{jk}, \mathbf{c}_{Ok} \} \) \((k = 1, 2, \ldots, K)\), and object pose \((\mathbf{p}_O, \mathbf{R}_O)\), we apply an iterative algorithm:

\[
\Delta \mathbf{q} = \arg \min \sum_{k=1}^{K} \| \mathbf{J}_k \Delta \mathbf{q} - \Delta \mathbf{p}_k \|^2
\]

subject to element-wise bounds

\[
\frac{1}{k_{1K}} (\mathbf{q}_{\text{min}} - \mathbf{q}) \leq \Delta \mathbf{q} \leq \frac{1}{k_{1K}} (\mathbf{q}_{\text{max}} - \mathbf{q})
\]

where

\[
\Delta \mathbf{p}_k = (\mathbf{p}_O + \mathbf{R}_O \mathbf{c}_{Ok}) - (\mathbf{p}_{jk} + \mathbf{R}_{jk} \mathbf{c}_{jk})
\]

and \( k_{1K} \) is a positive gain. \( \mathbf{J}_k \) is the Jacobian matrix of contact point \( k \) with respect to \( \mathbf{q} \), \( \mathbf{p}_{jk} \) and \( \mathbf{R}_{jk} \) denote the pose of joint \( \mathbf{J}_k \) at \( \mathbf{q} \), and \( \mathbf{q}_{\text{min}} \) and \( \mathbf{q}_{\text{max}} \) are the vector of maximum and minimum joint positions respectively.

Using the total IK error defined as \( d(\mathbf{q}, \mathbf{p}_O, \mathbf{R}_O, G) = \sum_{k=1}^{K} \| \Delta \mathbf{p}_k \|^2 \), iteration terminates with \( \mathbf{q}^* \) and \( d^* \) if:

- \( d^* \) is below a predefined threshold, or
- \( d^* \) increases from the previous iteration, or
- any of the links make a contact with the environment.

The maximum IK error for grasp \( G \) at sample \( m \) is:

\[
\Delta \mathbf{p}^*(m, G) = \max_{k=1,2,\ldots,K} \| \Delta \mathbf{p}_k \|^2.
\]

B. Contact Force Optimization

Using the Newton-Euler equations of 3D rigid-body dynamics, we can compute the total force and torque to be applied to the object moving with angular velocity \( \omega_O \) to generate linear and angular accelerations \((\mathbf{p}_O, \omega_O)\) by

\[
\dot{\mathbf{f}}_{\text{total}} = \mathbf{M}\ddot{\mathbf{p}}_O - \mathbf{f}_E
\]

\[
\dot{\mathbf{\tau}}_{\text{total}} = 3\ddot{\omega}_O + \omega_O \times 3\omega_O - \mathbf{\tau}_E
\]

where \( \mathbf{M} \) and \( \mathbf{J} \) are the object mass and moments of inertia and \( \mathbf{f}_E \) and \( \mathbf{\tau}_E \) are the applied external force and torque.

Given a grasp \( G \) we optimize the contact forces \( \mathbf{f}_k \):

\[
\mathbf{f}_{k_1}, \mathbf{f}_{k_2}, \ldots, \mathbf{f}_{k_K} = \arg \min Z_f
\]

subject to constraints

\[
c_{kl}^T \mathbf{f}_k \leq 0 \quad (k = 1, 2, \ldots, K; \ l = 1, 2, \ldots, L)
\]

where

\[
Z_f = \| \dot{\mathbf{f}}_{\text{total}} - \sum_{k=1}^{K} \mathbf{f}_k \|^2 + w_1 \| \mathbf{\tau}_{\text{total}} - \sum_{k=1}^{K} \mathbf{p}_{Ok} \times \mathbf{f}_k \|^2
\]

\( \mathbf{p}_{Ok} = \mathbf{R}_{Ok} \mathbf{c}_{Ok}, \ L \) is the number of sides of the pyramid approximating the friction cone, \( w_1 > 0 \) is the user-defined weight, and \( c_{kl} \) is the normal vector of the \( l \)-th side of the pyramid at contact \( k \) which can be computed as \( c_{kl} = (t_{1k}, t_{2k}) n_k \) \((\cos \theta_1 \sin \theta_1 - \mu)^T\) where \( \mu \) is the friction coefficient, \( t_{1k} \) is a tangent vector to contact \( k \), \( t_{2k} = t_{1k} \times n_k \), and \( \theta_1 = 2\pi l/L \). The inequality constrain (8) applies to the sticking contacts. For a sliding contact, we constrain the \( \mathbf{f}_k \) to be on the edge of the friction cone, with the tangential component in the direction of desired sliding. We also define the following variables related to contact forces:

\[
\dot{\mathbf{f}}_{\text{total}}(m) = \| \dot{\mathbf{f}}_{\text{total}} \|^2 + w_1 \| \mathbf{\tau}_{\text{total}} \|^2
\]

\[
e^*(m, G) = \| \dot{\mathbf{f}}_{\text{total}} - \sum_{k=1}^{K} \mathbf{f}_k \|^2 + w_1 \| \mathbf{\tau}_{\text{total}} - \sum_{k=1}^{K} \mathbf{p}_{Ok} \times \mathbf{f}_k \|^2
\]

\[
f^*(m, G) = \sum_{k=1}^{K} \| \mathbf{f}_k \|^2
\]

where the argument \( m \) indicates that the object pose, velocity and acceleration at sample \( m \) are used. Essentially, \( e^*(m, G) \) represents the residual wrench that grasp \( G \) cannot generate. We use the ALGLIB library [18] to solve the quadratic programs of (1) and (7).

V. IN-HAND MANIPULATION PLANNING

The initial grasp can be found by a grasp planner [19] or prior knowledge from demonstrations. In our implementation, we generate \( \mathbf{c}_{\text{rand}} \) by choosing 1–3 possible contact points on each middle and distal joint.

A. Object Path Planning

We chose a sampling-based motion planning algorithm based on Probabilistic Roadmap (PRM) [20] called PRM* [21] since it worked best for our problem. PRM builds a roadmap of valid samples in the configuration space by random sampling. A valid path can be found by searching for a path that connects the start and goal configurations in the roadmap. PRM* extends PRM to find an optimal path. Our implementation uses the Open Motion Planning Library [22].

The configuration space is a 6D space representing the 3D position \( \mathbf{p} \) and orientation \( \mathbf{R} \) of the object. A sampled configuration is valid if the object pose satisfies the following:

1. The object does not collide with the environment (floor) or the fixed part (palm) of the robot hand.
2. There exists at least one grasp \( G \) in which \( d^*(\mathbf{p}, \mathbf{R}, G) \) is smaller than a threshold.

In this work, we use the path length as the cost function to be minimized.
B. Object Trajectory Generation

Let \( N \) denote the number of waypoints of the path obtained by path planning. The goal is to determine the timestamp \( t_i \) of waypoint \( i \) (\( i = 1, 2, \ldots, N \)) with constraints \( t_1 = 0, t_{i-1} + \Delta t_{\text{min}} \leq t_i \) (\( 2 \leq i \leq N \)) and \( t_N \leq T_{\text{max}} \), where \( \Delta t_{\text{min}} > 0 \) is the minimum interval between waypoints and \( T_{\text{max}} \) is the maximum duration.

Given a set of timestamps, we can interpolate the waypoints with piecewise cubic B-splines such that the trajectory passes the initial and final poses with zero velocity. So, we obtain \( 7 \) sets of cubic B-splines for the 3 position components and 4 quaternion components (normalized afterwards). We then use these B-splines to sample the whole trajectory at \( M \) sample points with a uniform time interval \( t_N/(M-1) \).

We formulate the problem of determining the timestamps as a numerical optimization problem with cost function

\[
Z_1 = \sum_{m=1}^{M} c^*(m) \tag{13}
\]

where \( c^*(m) \) is the cost at sample \( m \) (\( 1 \leq m \leq M \)), obtained as \( c^*(m) = \min_{C} c(m, G) \) where \( c(m, G) \) is the cost for using grasp \( G \) at sample \( m \). The interpolated trajectory gives the position \( p_{\text{Om}} = p_{O}(t_m) \), orientation \( R_{\text{Om}} = R_{O}(t_m) \), linear and angular velocities and accelerations \( v_{\text{om}}, \omega_{\text{om}}, \dot{v}_{\text{om}}, \dot{\omega}_{\text{om}} \) at sample \( m \). Using these quantities, \( c(m, G) \) is computed by

\[
c(m, G) = d^*(p_{\text{Om}}, R_{\text{Om}}, G) + w_v e^*(m, G) + w_f f^*(m, G) \tag{14}
\]

where \( w_v \) and \( w_f \) are user-defined weights.

In our implementation, we use the Constrained Optimization by Linear Approximations (COBYLA) algorithm implemented in the NLOpt library [23].

C. Online Grasp Sequence Planning

We use DRL to find a policy that can determine the grasp which can enable realizing the desired object trajectory while counteracting the external wrench \( w_{\text{ext}} \). In the current implementation the grasp generated by the planner differs from the previous grasp only one \( C \) at a time. Also, while \( w_{\text{ext}} \) could be time dependant in general to represent external disturbances experienced by the tool, in this work we limit \( w_{\text{ext}} \) to the final expected wrench to be counteracted by tool.

We formulate the Grasp Sequence planning problem as a Markov Decision Process (MDP) dependent on the output of the trajectory optimization problem as follows:

- **State** \( s_m \): Robot joint positions \( q \), reference tool pose \((p_{\text{O}}(m), R_{\text{O}}(m))\), goal pose \((p_{\text{g}}(m), R_{\text{g}}(m))\), current sample \( m \), current grasp \( G_m \), external expected wrench \( w_{\text{ext}} \).
- **Action** \( a_m \): grasp change command selected from the following discrete action space:

\[
A = \{ \text{command}(C) \mid C \in \mathcal{C}_{\text{cmd}} \text{ and } \text{command} \in \{ \text{add}, \text{remove}, \text{slide to}, \text{no change} \} \}
\]

which consists of \( \sum_{k=1}^{n} (2n_{C(k)} + 1) + 1 \) actions, where \( n_{C(k)} \) is the number of contact candidates on link \( k \).
- **Reward**: Some \( R < 0 \) if the tool or robot comes into collision with the environment (25). Otherwise, calculated based on the metrics determining kinematic realizability of the new grasp, ability of the commanded grasp \( G(m) \) to realize the desired object trajectory \((p_{O}(m), R_{O}(m))\) and to counteract the external wrench \( w_{\text{ext}} \):

\[
R(s_m, a_m) = -w_1 \Delta p^*(m, \hat{G}_m) - w_2 e^*(m, \hat{G}_m) + w_3 f_{\text{total}}(m) - t(m, G_m) - s(m, G_m, \hat{G}_m) \tag{16}
\]

where \( w_i > 0 \) (\( i = 1, 2, 3 \)) are user-defined weights. The first two terms encourage the agent to avoid actions that result in large IK or wrench error, and the third term rewards grasps that require smaller contact forces. The domain knowledge about the physics of the problem and low-level controller is infused to the learning side through the above defined reward terms. \( t(m, G_m) \) is a penalty to discourage invalid transitions:

\[
t(m, G_m) = \begin{cases} 2 & \text{if } a_m = \text{add}(C) \land \text{slide}(C) \land C \in G_m \\ 2 & \text{if } a_m = \text{remove}(C) \land C \not\in G_m \\ 10 & \text{if } a_m = \text{slide}(C) \land C(J) \not\in G_m \\ 0 & \text{otherwise}. \end{cases} \tag{17}
\]

The last term is a sliding specific penalty, to encourage gaiting over sliding when the sliding distance is large or when contacts are on different surfaces of the object:

\[
s(m, G_m, \hat{G}_m) = w_4 s + w_5 \theta_m \tag{18}
\]

where \( \Delta s \) is the sliding distance and \( \theta_m \) is the angle between object normals at the two contact points.

- **Transition**: The system dynamics proceeds to \( s_{m+1} \) according to reference trajectory and updates the grasp according to action \( a_m \). The episode ends if there are less than two links in contact with the object, or if the maximum timestep is reached.

VI. CONTROLLER

A. Object Tracking

The desired object acceleration given the current \((p_{O}, R_{O})\) and reference object pose \((\hat{p}_{O}(m), \hat{R}_{O}(m))\) is:

\[
\dot{\tilde{p}}_{O} = k_p (\hat{p}_{O}(m) - p_{O}) - k_{D1} \dot{\tilde{p}}_{O} \tag{19}
\]

\[
\dot{\omega}_{O} = k_p (\hat{p}_{O}(m) - p_{O}) - k_{D2} \dot{\omega}_{O} \tag{20}
\]

where \( k_{p1}, k_{p2}, k_{D1}, k_{D2} > 0 \) are feedback gains, \( \Delta r_{O} \) is a vector given by \( a \sin \theta \) where \( a \) and \( \theta \) are the rotation axis and angle to transform \( R_{O} \) to \( \hat{R}_{O}(m) \), and \( \dot{v}_{O} \) and \( \dot{\omega}_{O} \) are obtained by integrating \( \ddot{v}_{O} \) and \( \ddot{\omega}_{O} \) respectively. We do not use measured object velocity because it is likely to be noisy. Instead, we use the integration of desired object acceleration for the damping term. Using \( \dot{\tilde{p}}_{O}, \dot{\omega}_{O} \) and \( \ddot{\omega}_{O} \), we optimize the contact forces for the given grasp using (7).

B. Contact Force Tracking

The optimized contact forces \( f_{k}^* \) are tracked by a controller similar to admittance control as follows. Let us assume that contact point \( k \) is on the \( j \)-th finger and there is no other contact point on the finger, and let \( J_{C;k,j} \) denote the Jacobian matrix of the position of contact point \( k \) with respect to the
joint positions of finger $j$. The contact force error at a contact point $k$ can be compensated by joint torque:
\[ \Delta\tau_j = J_{Ckj}^T (f'_k - f_k) \]  
which can be produced by reference joint offset:
\[ \Delta q_j = K_{Pj} \Delta\tau_j. \]  
where $K_{Pj}$ denotes a diagonal matrix whose elements are the proportional gains of the joints of finger $j$.

Directly adding $\Delta q_j$ to the current joint reference positions will cause an issue if we want the object to track a given trajectory because the finger also has to follow the object motion. To solve this issue, we add the contact point displacement due to the object motion as well:
\[ \Delta p_k = J_{Ckj} \Delta q_j + \Delta t (\hat{v}_O + \hat{\omega}_O \times p_{O_k}) \]  
which can be used in place of (3) by a single iteration of the IK algorithm in Section IV-A to obtain the new joint reference position, which will be tracked by a proportional-derivative controller with gravity compensation.

C. Contact State Change

A grasp change involves adding a new contact, moving a contact point while maintaining the contact, e.g., sliding, or removing an existing contact.

To add a new contact, we use the IK algorithm in Section IV-A to move the desired contact point on the finger toward the contact point on the object. Once a contact force is detected, the finger is controlled to maintain a small constant contact force (0.1 N in our experiments) using the force tracking controller described in Section VI-B until the contact force is maintained above a threshold (0.05 N) for a given duration (0.1 s). The reference object pose is fixed until the new contact is established.

For sliding towards a new contact point, the IK algorithm in (3) is modified by projecting $\Delta p_k$ onto the object surface:
\[ \Delta p_k := \Delta p_k - (n_k^T \Delta p_k) n_k \]  
where $n_k$ is the normal vector at $C_k$. A hybrid force and position controller realizes the sliding by performing force control in the normal direction to maintain contact while performing position control on the sliding direction.

When an existing contact needs to be removed, the finger is controlled by the IK algorithm to move the contact point away from the object in the normal vector direction. The new grasp is declared to be established when no force at the contact to be removed is detected for a given period (1.0 s).

VII. EXPERIMENTS

A. Experimental Setup

We validate the planning and control framework in simulation using two representative in-hand manipulation tasks with realistic tool models. In both tasks, the objects are initially lying horizontally on a table (Fig. 3). The nominal tasks are:

- **Wrench:** pick up with prismatic 2-finger grasp [24] and lift about 0.08 m while gradually transitioning to power grasp that wraps the index and middle fingers around the wrench to apply a large torque to turn a nut.
- **Screwdriver:** pick up with prismatic 3-finger grasp and lift about 0.13 m and rotate 90° to take a vertical pose while transitioning to tripod grasp so that a screw placed vertically on the table can be rotated. In this example, the hand is also lifted about 0.14 m.

We use an anthropomorphic robotic hand model with 4 fingers, each consisting of 4 DoF corresponding to the 2 DoF of human MCP joint and 1 DoF each of the PIP and DIP joints [16]. The simulator computes the contact forces using the contact model proposed by Todorov [25] with the friction cone of friction coefficient $\mu = 1$ approximated by a $L = 12$-sided pyramid, and then computes the joint accelerations using unit vector method [26], which are integrated by 4-th order Runge-Kutta integrator at 1 ms timestep. The low-level controller (Section VI) and grasp sequence manager (Fig. 2) run at 100 Hz and 10 Hz respectively on separate threads.

We train the learning-based planner using Proximal Policy Optimization (PPO) [27] with 15 parallel environments using the implementation in TF-Agents [28]. Discount factor is selected as 0.99. For the entropy regularization coefficient and learning rate hyperparameters, we select higher values at the beginning of the training (0.5 and $5 \times 10^{-4}$ respectively) to allow more exploration and faster learning [29]. We decrease both parameters linearly as the training progresses to ensure convergence to the optimal solution. To improve robustness, we perform domain randomization [30] during training by adding random variations in the range of [-0.01, 0.01] (m) for position and [-0.1, 0.1] (rad) for orientation to the given initial $(\mathbf{p}_s, \mathbf{R}_s)$ and final $(\mathbf{p}_g, \mathbf{R}_g)$ object poses. For the wrench example, we train two policies with different external torques around the vertical axis applied at the last sample (i.e. loosening and tightening tasks): policy $RL_{-1}$ with $-1$ Nm and $RL_{+1}$ with 1 Nm, while we train one screwdriver policy without external torque, since the final desired grasp for this task does not depend on the direction of rotation of the screwdriver. Each policy is trained in $10^6$ iterations with 15 episodes each (equivalent to 347 days of experience), which takes about 4 days on a desktop computer with NVIDIA® Quadro® P2200 GPU. The real-time running of the policy takes about 1 sec. Equation (25) shows the weights used for the reward terms in (16).

As the baseline, we compare our method with a model-based approach that plans the optimal sequence of grasps offline using dynamic programming (DP) with the same cost.
TABLE I: Commanded grasp changes for different tasks starting from their associated desired initial grasps.

| task | policy | grasp sequence |
|------|--------|----------------|
| wrench | RL | $\theta_1/2$ |
| screwdriver | DP | $\theta_0 < 100^\circ$ |

Fig. 4: Object contact points

function as the RL. DP takes about 150 sec to compute on the same machine. This long computation time makes such approaches unsuitable for real-time implementation.
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TABLE II: Robustness comparison between the proposed hybrid method and model-based method for different tasks

| task | planner | medium variation | large variation |
|------|---------|------------------|-----------------|
| wrench | RL | 64% | 0.085 | 0.207 |
| DP | 48% | 0.341 |
| screwdriver | RL | 84% | 0.068 | 0.085 |
| DP | 76% | 0.103 | 0.257 |

C. Robustness Evaluation

We analyze the robustness of each method by adding random variations in the ranges of [-0.03, 0.03] (m) for the horizontal position and [-20, 20] (deg) for the yaw rotation of the start pose, and [-0.025, 0.025] (m) for the horizontal position and [-0.03, 0.01] (m) for the vertical position of the goal pose. We divide the trials into two groups: medium variation if all variations are within [-0.01, 0.01] (m) for position and [-10, 10] (deg) for orientation, and large variation otherwise. We run 50 trials for each object-method pair (25 in each variation group). A trial is a failure if one or more of the following events occur: 1) the object is dropped, 2) the hand makes an unintended collision with the object or environment, 3) the final object pose has a position error larger than 0.005 m or an orientation error larger than 0.1 rad.

Table II summarizes the success rate and the orientation error at the end of the trajectory under the applied external torque, for each 25 trial for each combination of task, planner, and variation level. Position errors are negligible due to no external force in the current experiments.

In both variation groups, RL has higher robustness thanks to realtime adaptation of the grasp sequence as well as domain randomization during training. Naturally, the success rate decreases as variation increases. In addition to not being exposed to variations of such magnitude during planning or training, another possible reason is that some of the desired contact points no longer could be reachable. Resultantly, the realized grasp will have large contact position errors which in turn can cause large wrench errors and tilting or dropping the object. Possible solutions for this include using a larger set of possible contact points or non-prehensile manipulation primitives during the planning phase, and adaptively modifying the contact points during control.

VIII. Conclusion

In this paper, we presented a framework for robust and data-efficient in-hand tool manipulation where in addition to object reposing, achieving a final grasp that enables tool-use is required. The learning-based grasp sequence planner that is infused with knowledge about the physisc of the problem and the low-level controller, can successfully infer the optimal contact transitions to robustly be realized by the controller and can react to variations introduced during run-time. We conducted simulation experiments in two in-hand manipulation tasks using realistic four-fingered robotic hands and object models and showed that the approach can successfully be applied to different hands, objects, and tasks. Future work includes comparison of performance and data efficiency to end-to-end learning and hardware implementation [16], [17].
