Studying bioluminescence flashes with the ANTARES deep-sea neutrino telescope
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Abstract

We develop a novel technique to exploit the extensive data sets provided by underwater neutrino telescopes to gain information on bioluminescence in the deep sea. The passive nature of the telescopes gives us the unique opportunity to infer information on bioluminescent organisms without actively interfering with them. We propose a statistical method that allows us to reconstruct the light emission of individual organisms, as well as their location and movement. A mathematical model is built to describe the measurement process of underwater neutrino telescopes and the signal generation of the biological organisms. The Metric Gaussian Variational Inference algorithm is used to reconstruct the model parameters using photon counts recorded by photomultiplier tubes. We apply this method to synthetic data sets and data collected by the ANTARES neutrino telescope. The telescope is located 40 km off the French coast and fixed to the sea floor at a depth of 2475 m. The runs with synthetic data reveal that we can model the emitted bioluminescent flashes of the organisms. Furthermore, we find that the spatial resolution of the localization of light sources highly depends on the configuration of the telescope. Precise measurements of the efficiencies of the detectors and the attenuation length of the water are crucial to reconstruct the light emission. Finally, the application to ANTARES data reveals the first localizations of bioluminescent organisms using neutrino telescope data.
The deep sea is one of the remotest habitats on Earth and its biological diversity is largely unexplored. Seventy-six percent of the inhabitants in the pelagic ecosystem emit light to communicate, attract prey or to protect themselves (Martini and Haddock 2017). The trait of bioluminescence is distributed over a diverse range of marine species, from bacteria to fish (Widder 2010). Over the last years, the distribution and quantification of bioluminescence in the deep sea and individual luminescent organisms have been studied using a variety of observational techniques (Martini and Haddock 2017; Herrren et al. 2005; Martini et al. 2014; Frank et al. 2012; Martini et al. 2019). Most in situ observation techniques rely on actively triggering the light production by disturbing the environment and stimulating the organisms, since spontaneous emission does not occur at statistically sufficient rates for observation times in the order of hours (Priede et al. 2006; Widder et al. 1989; Craig et al. 2015). In this context, spontaneous emission refers to light emission which is not intentionally stimulated by observers, similar as in (Widder et al. 1989). The free-fall lander observations in the Atlantic Ocean off Cape Verde have detected five events per hour when fixing the sensor 250 m above the sea floor at 4700 m leading to no active stimulation due to movements of the sensor (Priede et al. 2006). With these studies, similarities between emitted bioluminescence flashes have been observed. Most eukaryotic organisms emit a single light flash or a series of flashes; a rapid increase of the luminosity indicates the start of a flash which—after reaching its peak value—is decaying exponentially with a time constant significantly longer than that of the initial rise. Studies have characterized such flash light curves from various species by the duration, the maximum photon flux, and the total photon emission of the flash (Esaias et al. 1973; Galt and Sykes 1983; Morin 1983; Lapota and Losee 1984; Galt et al. 1985; Herring 1988; Batchelder and Swift 1989; Lapota et al. 1989; Buskey and Swift 1990; Batchelder et al. 1992; Buskey 1992; Herring et al. 1993; Swift et al. 1995; Latz and Jeong 1996; Latz et al. 2004; Widder 2010; Lapota 2012; Valiadi and Iglesias-Rodriguez 2013; Johnsen et al. 2014; Craig et al. 2015; Cronin et al. 2016; Messié et al. 2019). An overview of these characteristics is provided in Table 1. Most species in the benthic and pelagic zone emit light flashes with their emission maxima within the range of \( \lambda = 450 – 520 \) nm (Widder 2010) which corresponds to the wavelength window of maximum light transmission in seawater (Aguilar et al. 2005).

For years, deep-sea neutrino telescopes have been monitoring and recording the photon flux. These telescopes aim to detect Cherenkov radiation caused by charged secondary particles, which are induced by high-energy cosmic neutrino interactions with constituents of water molecules. Besides the use for research in fundamental physics, neutrino telescopes are also part of long-term monitoring strategies of the deep ocean including its biodiversity and indicators for climate change (Danovaro et al. 2017, 2020; Aguzzi et al. 2019). The records of these telescopes were used to analyze the dynamics of deep-sea bioluminescence (van Haren et al. 2011; Tamburini et al. 2013; Martini et al. 2014; Aguzzi et al. 2017). The majority of the recorded bioluminescence is assumed to be triggered by sea currents and turbulence around the detectors (Tamburini et al. 2013; Martini et al. 2014; Aguzzi et al. 2017; Chatzievangelou et al. 2021). In addition to analysis of long-term temporal changes, the experimental setup, and long-term observations of deep-sea neutrino telescopes offer also the possibility to analyze light emission of individual organisms. Although the observations of bioluminescence with these telescopes are conducted less invasively than the previously mentioned methods, the systematic impact of the telescope on the environment cannot be neglected when studying naturally occurring bioluminescence (Meighen-Berger et al. 2021).

In this paper, we present a method to reconstruct the movement and characteristic light curves of individual biological sources in the deep sea with data of a neutrino telescope. In particular, we use both synthetic as well as measured data of the ANTARES neutrino telescope located 40 km off the French coast on the bottom of the Mediterranean Sea (42°48’N, 6°10’E) and anchored to the sea floor at a depth of 2475 m. The method enabled us to do the localization of a luminescent organism using ANTARES data and the simultaneous reconstruction of the corresponding emitted bioluminescence light curve.

To do so, we developed a generative model of the measurement process of a neutrino detector and the signal generation of the biological sources to understand the origin of the measured data. The model parameters such as source movement and characteristic light curves are reconstructed by a Variational Bayesian Inference algorithm, called Metric Gaussian Variational Inference (MGVI) framework (Knollmüller and Enßlin 2020). The Numerical Information Field Theory (NIFTy) framework (Reinecke et al. 2013; Arras et al. 2019) provides an implementation of the MGVI algorithm and has been used to obtain results of this work. The code to our work is publicly available.1

Our method offers the opportunity to study the trait of bioluminescence of organisms over more than 10 yr.

Table 1. Characteristics of bioluminescent flashes taken from Widder (2010), Craig et al. (2015), and Messié et al. (2019).

| Characteristics                        | Values                  |
|----------------------------------------|-------------------------|
| Mean duration of flash (s)             | 0.1 – 59.0              |
| Maximum photon flux (photons s⁻¹)     | 4.9·10⁷ – 6.4·10¹²      |
| Total light emission (photons flash⁻¹) | 2.4·10⁸ – 2.3·10¹³     |
| Spectral wavelength (nm)               | 450 – 520               |

1https://gitlab.mpcdf.mpg.de/lt/public/lumintracinggitlab.mpcdf.mpg.de/lt/public/lumintracing
The localization of individual organisms is needed to infer the absolute emitted luminosity, and hence necessary for a taxonomy of luminescent deep-sea organisms. Furthermore, the localization of organisms helps to understand the cause of the light emission better, for example, light emissions caused by physical contact with the telescope, by turbulences from the telescope or naturally occurring bioluminescence in undisturbed regions. This method allows us to gather information about the distribution of bioluminescence over time and space within the volume of the telescope.

The paper is structured as follows; in “Data” section, we summarize the data provided by the ANTARES experiment and used for the reconstruction. In “Methods” section, the proposed method is explained by describing the generative model in detail and highlighting our assumptions. In “Simulations” section, simulations and reconstructions on synthetic data sets are performed to discuss the opportunities and limitations of the model. The first localizations of deep-sea organisms and reconstructions of their emitted bioluminescence light curves using the ANTARES detector are presented and discussed in “Data analysis” section.

**Data**

The ANTARES telescope consists of 12 lines that are distributed over an area of 0.1 km². The lines have a length of 480 m and are placed at a distance of around 60 m to each other. Each line, excluding the 12th, contains 25 storeys with a vertical separation of 14.5 m between them. The 5 top storeys of line 12 are not equipped with optical modules, but with different acoustic instruments (Adrián-Martínez et al. 2012a). The first storey of each line is located around 100 m above the seabed. A storey is defined as a collection of three optical modules (OMs) each containing a photomultiplier tube (PMT). The OMs are oriented downward looking under 45° (a zenith angle of 135°) and with an angle of 120° to each other in horizontal directions (Amram et al. 2002; Ageron et al. 2011). A schematic view of the ANTARES setup is given in Fig. 1.

Each optical module measures the light activity in terms of photon hits. The photon hits recorded in time frames of $\Delta t = 104.858$ ms are directly sent to shore and the rates of each time frame are calculated (Aguilar et al. 2007). According to a trigger system, the photon hits are stored for a specific period of time depending on the type of trigger. In the

**Fig. 1.** Schematic of the ANTARES setup including an illustration of a storey with its three optical modules orientated downwards. The instrumentation line IL07 is colored blue (Ageron et al. 2011).
following, only data samples with detection periods covering fully the bioluminescence light curve of interest are used to analyze the biological behavior. About 1–20 fs u c hr e c o r d i n g s are saved per day containing around 2 min of continuous raw data.

In addition to the photon count rates, the position and orientation, as well as the efficiency of each optical module is monitored precisely (Amram et al. 2002; Albert et al. 2018). The origin of the internal coordinate system used for the positioning of the OMs is located in the center of the detector volume. This internal coordinate system of ANTARES indicates the west–east direction as x-axis and the south–north direction as y-axis. The vertical direction is given by the z-axis (Amram et al. 2002, 2003). Within this work, we introduce the naming convention of each optical module as a tuple of line number and number of optical modules \( l, n_{\text{om}} \). The optical modules of one line are consecutively numbered starting at the bottom of the line.

An example data file is shown in Fig. 2. In order to represent the setup of the ANTARES detector, the photon counts of one storey are grouped together. In the figure, an almost constant background for each optical module with photon count rates around 40–60 kHz can be identified. This background is assumed to be induced by \(^{40}\text{K}\) nuclear decays, bioluminescence, photomultiplier intrinsic noise, and radioactive decays in the sea water and in the glass sphere (Amram et al. 2000). Furthermore, we assume to recognize two bioluminescence flashes that are recorded by six optical modules over two storeys. The occurrence times of the flashes are 40 and 84 s after a trigger started the recording. The flash recorded at \( t = 40 \) s surpassed the threshold limit of optical module (4,43), that is, the readout electronics is saturated which let the recorded photon rate drop to zero for this detector for a short period. These two flashes are analyzed in “Data analysis” section.

**Table 2.** Measurements of the light attenuation length \( l_{\text{att}} \) in sea water at ANTARES site including only statistical errors (Aguilar et al. 2005; Adrián-Martínez et al. 2012b).

| Time of measurement | \( l_{\text{att}} \) (m) |
|---------------------|-------------------------|
| July 1998           | 60.6 ± 0.4              |
| March 1999          | 51.9 ± 0.7              |
| June 2000           | 46.4 ± 1.9              |
| May 2008 to March 2010 | ~ 50 – 60          |
The attenuation length of light in the sea water at the ANTARES site was measured by the ANTARES Collaboration. The light attenuation of water depends on its chemical and physical properties. Therefore, various measurements of the water light transmission properties have been made from 1997 to 2010 using an isotropic light source that emits blue light (Aguilar et al. 2005; Adrián-Martínez et al. 2012b). The light attenuation includes the effect of water absorption of light as well as the impact of scattered photons reaching the detector (Aguilar et al. 2005). A summary of the results of the study is given in Table 2. Variation in light attenuation depends on the amount of particles in the water that depends on oceanographic processes. A detailed model of the environment is crucial to perform reasonable reconstructions of biological light sources.

**Methods**

The data provided by the ANTARES experiment and knowledge about the organisms and their environment in the deep sea allow us to derive a mathematical model of the data generation process. This model depends on a set of

---

**Fig. 3.** Generative model of the response function. Blue shapes indicate in quantities that are in principle observable. The standardized variables are colored orange and operations have a diamond shape. The transformations from a standard Gaussian distribution into a target distribution are labeled as a small red square with the target distribution next to it. All red colored values include a priori assumptions, that is, distribution transformation, detector position and orientation.
model parameters $\xi$ and is able to describe a luminescent organism emitting a flash light curve, the propagation of the signal in the deep sea, and the detection of photon hits at a neutrino detector.

According to Bayes' theorem, measuring photon hits $d$ updates the prior knowledge on $\xi$, expressed as probability density function $P(\xi)$. The resulting posterior density $P(\xi|d)$ can be calculated as follows by knowing the likelihood $P(d|\xi)$ of the obtained data, given $\xi$, and the marginal probability of the data $P(d)$,

$$P(\xi|d) = \frac{P(d|\xi)P(\xi)}{P(d)}$$

(1)

In case of high dimensionality and complexity of a model, the posterior distribution $P(\xi|d)$ is often intractable. Our model, which will be explained in the following and is shown in Fig. 3, has up to 1000 dimensions depending on the final implementation and the size of the analyzed data set. For a static light source, the number of dimensions can be reduced to around 200. To overcome this issue of tractability we approximate this distribution with a simpler distribution $\tilde{P}(\xi)$ depending on variational parameter $\eta$. Within this work the posterior approximation is performed by the MGVI algorithm (Knollmüller and Enßlin 2018, 2020).

| High-level parameters | Explanation |
|-----------------------|-------------|
| $\lambda_i(t) = \epsilon_i \cdot N(t) \cdot a(\vec{o}_i, \vec{r}_i(t)) \cdot e^{-r_i(t)/\lambda_{om}} \cdot A_{eat}/r_i^2(t)$ | Detector efficiency of optical module $i$, assumed constant over time |

### Table 3. Overview of the response function with its parameters and their explanations.

- $\epsilon_i$: Detector efficiency of optical module $i$, assumed constant over time.
- $N(t)$: Emitted photons of an isotropic point source emitter, time dependent.
- $\vec{x}(t)$: Position of biological object, time dependent.
- $\vec{p}_i$: Position of optical module $i$, assumed constant over time.
- $\vec{r}_i(t)$: Vector from source to optical module $i$.
- $r_i(t) = |\vec{r}_i(t)|$: Distance from source to optical module $i$.
- $\vec{o}_i$: Orientation of optical module $i$.
- $a(\vec{o}_i, \vec{r}_i(t))$: Angular acceptance.
- $l_{att}$: Attenuation length of light in sea water, assumed constant over time.
- $A_{om} = \pi r_{om}^2$: Effective area of the optical module assuming a circle.
- $A_{light} = 4\pi \cdot r_i^2(t)$: Area covered by spherical radiation at the location of optical module $i$.

In order to apply Bayes’ update rule and perform the posterior approximation a detailed understanding of the likelihood is crucial. First, we discuss the measurement process of a photon detector and derive an expression for the likelihood of multiple optical modules. Second, we build a mathematical model for the light emission of an organism and the light propagation through water reaching the photon detector. We explain each aspect of our model in detail, beginning with the generic formula of the expected photon number arriving at one optical module.

### Likelihood and measurement process

The optical modules of neutrino telescopes detect single photons. Individual photon hits can be treated as independent events and therefore the photon detection is a classical Poisson process. Due to the assumption of Poisson statistics, the photon rate $R_i(t)$ over the detection window $(t - \Delta t, t)$ needs to be converted to the total number of photon hits $d_{i,t} = \Delta t \cdot R_i(t)$ detected by optical module $i$.

The likelihood of measuring $d_{i,t}$ photon hits at the optical module $i$ at time $t$ for a given expected number of photon hits $\lambda_{i,t}$ can be written as

$$P(d_{i,t}|\lambda_{i,t}) = \lambda_{i,t}^{d_{i,t}} e^{-\lambda_{i,t}} / d_{i,t}!$$

(2)

The expected number of photon hits $\lambda_{i,t}$ is defined as the photon counts over the fixed detection time $\Delta t$. The measurement process is independent at different times $t, t + \Delta t, \ldots$ and at different optical modules $i, i + 1, \ldots$. Hence, the likelihood of the count data vector $d$ over a time frame $\Delta T = N \cdot \Delta t$ with $N$ discrete time steps and elements $d_{i,t}$ is the direct product of the single measurement likelihoods,

$$P(d|\lambda) = \prod_{t=0}^{N-1} \prod_{i} d_{i,t}^{d_{i,t}} e^{-\lambda_{i,t}} / d_{i,t}! \prod \mathcal{P}(d_{i,t}|\lambda_{i,t})$$

(3)

### Signal generation

#### Expected photon number

The number of expected photons depends highly on the light source itself, but also on specific attributes of the detector and its surroundings. The luminescent organisms are modeled as moving point sources with a position $\vec{x}(t)$ that generate specific time-varying light patterns spreading isotropically. The assumption of isotropy is an approximation to keep the model complexity feasible for the inference, especially regarding the computational cost and degeneracies. Recordings of such light patterns have been made by Mazzei et al. (2014) and show traces of anisotropic emission patterns, that is, the emitted photon number depends on the direction of emission. Despite this simplification, we believe that the reconstructions will be reasonable. Most of the bioluminescence flashes are
only recorded by a single line, hence only a limited part of the real anisotropy is detectable. As we will demonstrate in the following, the simple isotropic model performs well without any traces of residual anisotropy visible in, for example, the efficiency or the noise offset. In line with Occam’s razor, we therefore opt for the simplest model that can explain the data.

The total amount of photons emitted by a point source over the detection period \( (t - \Delta t, t) \) is described by the function \( \mathcal{N}(t) \). Typically, \( \mathcal{N} \) is a vector containing the photon numbers of a time frame \( \Delta T \) at \( N \) discrete times with time steps of \( \Delta t \). The luminosity \( \mathcal{L} \) can be calculated as the rate of emitted photons per second, \( \mathcal{L} = \mathcal{N}/\Delta t \). Therefore, the number of emitted photons \( \mathcal{N} \) is given by multiplying the luminosity with the time step \( \Delta t \).

Due to various factors such as detector quality, detector geometry and water absorption, the amount of photons reaching the optical modules is reduced. The efficiency \( \varepsilon_i \) of the emitted photons can hit the detector of the optical module \( i \) is sampled (\( \sim \)) from a Gaussian model

\[
\varepsilon \sim \mathcal{G}(\varepsilon - \varepsilon_{\text{ANTARES}}, \sigma_{\varepsilon}^2)
\]

with efficiencies \( \varepsilon_{\text{ANTARES}} \) provided by measurements of the ANTARES Collaboration and infarable standard deviation \( \sigma_{\varepsilon} \) (see Supporting Information). Deviations need to be allowed because missing optical modules lead to wrong assumptions about the efficiencies in one storey (see Albert et al. 2018).

In addition, the photon sensitive area of the optical modules is modeled as a circular surface with an area of \( A_{\text{om}} = \pi r_{\text{om}}^2 \). Only a fraction

\[
\frac{A_{\text{om}}}{A_{\text{light}}(r_i(t))}
\]

of the emitted photons can hit the detector \( i \) since the photons spread uniformly on the surface of the sphere

\[
A_{\text{light}}(\hat{r}) = 4\pi r_i^2(t) \text{ at a distance } r_i(t) = |\vec{r}_i(t)| \text{ from the source.}
\]

The vector between the light source position \( \vec{x} \) and the detector position \( \vec{p}_i \) is calculated by

\[
\vec{r}_i(t) = \vec{p}_i - \vec{x}(t).
\]

**Table 4.** Overview of the emitted photon number function with its parameters, their explanations and origin.

| Parameters | Explanation | Origin |
|------------|-------------|--------|
| \( s \)    | Correlated field | \( s \sim \mathcal{G}(s - \mu_s, C) \) |
| \( \mu_s \) | Inferable mean | See Supporting Information |
| \( C \)    | Correlation matrix | Fixed prior value |

Furthermore, the angular acceptance and accordingly the orientation of the detector play an important role. The angular acceptance \( \alpha(\theta_{\text{optical}}) \) as a function of the optical angle \( \theta_{\text{optical}} \) is provided by the ANTARES experiment. The cosine of the optical angle depends on the orientation \( \vec{o}_i \) of the optical module and can be obtained by

\[
\cos\theta_{\text{optical}} = \frac{1}{|\vec{r}_i(t)|} \vec{r}_i(t) \cdot \vec{o}_i
\]

The polynomial fit of the angular acceptance stated as

\[
\alpha(\theta_{\text{optical}}) = a\left(\vec{r}_i(t), \vec{o}_i\right)
\]

is used to calculate the percentage of photons coming from direction \( \vec{r}_i(t) \) that actually hit the optical module oriented in \( \vec{o}_i \) direction.

Finally, the impact of electromagnetic absorption by water and the photon scattering can be determined by the attenuation length \( l_{\text{att}} \) and the Beer–Lambert law. The fraction of photons reaching the detector after absorption and scattering can be calculated by

\[
\frac{\mathcal{N}(t)}{\mathcal{N}(t)} = e^{-l_{\text{att}}/r_i(t)}
\]

with \( \mathcal{N}(t) \) as defined before being the number of emitted photons and \( \mathcal{N}_i(t) \) the number of photons reaching the distance of the detector \( i \). Despite small local changes of the water properties in the deep sea, the attenuation length \( l_{\text{att}} \) is assumed to be independent of the position of the optical modules. A loss of photons can still be explained either by a small attenuation length or by a darker light source. We aim to break this degeneracy between the attenuation length and the emitted number of photons via an informative prior on the former quantity. However, the measurements of the attenuation length mentioned in “Data” section (Table 2) show a high variability over the years. Therefore, we assume a Gaussian distribution as prior for the attenuation length with a mean \( \mu_{l_{\text{att}}} = 50 \text{ m} \) and an infarable (see Supporting Information) wide standard deviation \( \sigma_{l_{\text{att}}} = 20 \text{ m} \). The implications of the degeneracy are discussed in more detail in the simulations discussed in “Static reconstruction of a synthetic static source” section.

Combining these effects on the emitted photons, the response function for the photon counts \( \lambda_i(t) \) detected by the optical module \( i \) can be expressed as

\[
\lambda_i(t) = \varepsilon_i \cdot \mathcal{N}(t) \cdot \alpha(\vec{o}_i, \vec{r}_i(t)) \cdot e^{-l_{\text{att}}/r_i(t)} \cdot A_{\text{om}} \frac{4\pi r_i^2(t)}{4\pi r_i^2(t)}
\]

It is important to highlight that \( \mathcal{N} \) describes the number of photons isotropically emitted by a hypothetical luminescent
organism modeled as point source. The complex structure of real biological organisms that may lead to anisotropic emission is not covered by our model. This mismatch between the assumed isotropic model and the real light emission of organisms in the deep sea can lead to unrepresentative uncertainty estimates of the MGVI algorithm, as discussed in "Data" section. A compact summary of the function modeling the photon rate with its parameters is given in Table 4 and illustrated in Fig. 3.

**Source movement**

The x, y, and z directions of the movement of the source within the coordinate system of the detector are handled independently from each other. For each direction \( j \in x, y, z \) a velocity vector \( v_j(t) \) can be reconstructed to describe the movement starting at point \( \bar{x}_0 = (x_0, y_0, z_0) \).

Similarly to the luminosity model, statistical stationarity is assumed for the velocity as a function of time. But instead of using a fixed correlation matrix, this is inferred as well. In contrast to the luminosity model, we do not have access to previous recordings of the movement to estimate the correlation. Consequently, the velocity vectors

\[
v_j(t) \sim \mathcal{G}(v_j - \mu_{v_j}, K)
\]

are sampled from a Gaussian with an inferable correlation matrix \( K_{ij} \) as covariance. The covariance can be set such that sampled velocities meet criteria of biological plausible movements. A detailed discussion about reconstructing correlation functions of a signal can be found in the NIFTy documentation (Reinecke et al. 2013) and the corresponding papers (Arras et al. 2019, 2020).

The starting position of the movement \( \bar{x}_0 \) is assumed to be drawn from Gaussian prior distributions with their respective means \( (\mu_{x_0}, \mu_{y_0}, \mu_{z_0}) \), which are set to be directly at the line below the storey with the highest photon count during a bioluminescence flash and inferable standard deviations \( \sigma_{(x,y,z)} \) (see Supporting Information).

\[
\bar{x}_0 \sim \mathcal{G}(\bar{x}_0 - \mu_{x_0} , \sigma^2_{x_0})
\]

The absolute position \( \bar{x}(t) \) at time \( t \) can be obtained by integrating the velocity from start time \( t_0 \) up to \( t \) and adding the start position \( \bar{x}_0 \). Hence, the expression of the position vector \( \bar{x}(t) \) can be derived as

\[
\bar{x}(t) = \bar{x}_0 + \Delta t \cdot \sum_{t_k = t_0}^{t} \bar{v}(t_k)
\]
and in Table 4:
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Table 6. GT and reconstructed parameters for a static inference source. The synthetic photon count data were generated from the simulated static source. The reconstructed attenuation length is also included.

| Run | \(x\) (m) | \(y\) (m) | \(z\) (m) | \(\mathcal{F}_{\text{max}}\) (GHz) | \(l_{\text{att}}\) (m) |
|-----|----------|----------|----------|----------------|----------------|
| GT  | 50.00    | 1.00     | 23.00    | 45.59          | 45.00          |
| 0   | 50.03±0.04 | 1.16±0.03 | 22.94±0.04 | 44.62          | 45.97±1.32     |
| 1   | 50.02±0.05 | 1.10±0.02 | 22.97±0.04 | 45.72          | 43.95±0.36     |
| 2   | 49.98±0.06 | 1.13±0.03 | 22.95±0.04 | 45.45          | 44.41±1.02     |
| 4   | 50.05±0.04 | 1.18±0.07 | 22.99±0.04 | 44.34          | 46.68±1.65     |
| 5   | 50.03±0.05 | 1.12±0.04 | 22.99±0.03 | 45.41          | 44.50±0.59     |
| 6   | 50.00±0.07 | 1.13±0.03 | 22.99±0.02 | 45.45          | 44.37±0.62     |
| 7   | 50.08±0.25 | 1.12±0.03 | 22.96±0.04 | 45.62          | 44.05±0.56     |
| 8   | 49.99±0.03 | 1.15±0.04 | 22.97±0.03 | 44.98          | 45.15±0.60     |
| 9   | 50.02±0.07 | 1.08±0.09 | 22.87±0.21 | 45.07          | 45.10±0.47     |

Table 7. Model parameters of a static inference source. The model is used to reconstruct the photon count data generated from a simulated static source.

| Observable | Model | Model parameters |
|------------|-------|-----------------|
| \(x_0\) position | Gaussian | \(\bar{\mu}_{x_0} = (46\,\text{m}, 10\,\text{m}, 15\,\text{m})\) |
| Flash shape | Correlated signal | See Supporting Information |

Distribution transformations between Gaussian distributions and uniform distributions \(x_0(\bar{\xi}_{x_0})\) are used and discussed in the Supporting Information. A compact summary of the position and movement model with its parameters is given in Fig. 3 and in Table 5.

### Optical background

In addition to the light curves emitted by an individual luminous organism, photons from other sources are detected as well. As mentioned in “Data” section, an almost constant background light is assumed to be induced by nuclear decays and bacterial bioluminescence. We model this optical background as constant offset \(n_i\) for each individual optical module \(i\). Each optical module monitors a different water volume containing a different amount of nuclear decays and of small luminous organisms. Allowing such local variations of the water composition, each background value \(n_i\) for optical module \(i\) is sampled from a Gaussian distribution with inferable standard deviation,

\[
n_i \sim \mathcal{G}(n_i - \mu_n, \sigma_n^2)
\]

\[
\mu_n = n_{\text{ANTARES}}
\]

This leads to the extended response function of an optical module \(i\)

\[
\lambda_{\text{ext}} = \lambda_i + \epsilon_i \cdot n_i
\]

### Reconstruction routine

For the inference of such a complex model we follow a fixed reconstruction routine for each data set. Most of the described parameters have the same prior values for all data sets, for example, the same assumptions about the luminosity and hence need no adjustments. However, the prior values of the starting position change for different data sets and have to be set manually (see “Source movement” section). Furthermore, a mask is defined to exclude uninformative data points, that is, dead times of the PMTs (see “Data” section), low-efficiency PMTs (\(d_i < 5\,\text{kHz}\)) and additional flashes. A mask is represented by a vector consisting of binary values 0 and 1 indicating informative and uninformative data points, respectively.

Additionally, the reconstruction is split up into two parts. We first assume a simpler model by neglecting the movement of the source. This assumption reduces the complexity of the model and allows for a more stable inference. After analyzing the results of this static reconstruction, one can conclude whether a more complex model including the movement of...
the source is required. This is done by inspecting the residuals between model and data, that is, by evaluating the posterior predictive power of the model. If the data can be reconstructed by the assumption of a static source, the real source does not move or its movement cannot be resolved. If this is not the case, the reconstructed position, luminosity, and efficiencies are used as initial samples for the dynamic reconstruction. The samples of remaining variables of the model are randomly initiated according to their model priors. This scheme reduces the risk of overfitting to which such a complex model is prone to. In the next section, the splitting of the reconstruction is performed on simulated data to analyze this routine, as well as to illustrate the limitations and capabilities of the model.

**Simulations**

In the last section, we developed the response function of the expected photon counts of an optical module. Due to the form of the response, being a product of the factors \( N, \varepsilon, e^{\ell / \alpha}, \) and \( \left( A_{\text{om}} / 4\pi \right)^2 \cdot \alpha(r, \hat{o}), \) increases of one factor can be compensated by decrease of another factor, and vice versa. This leads to a degeneracy between the emitted photon number \( N, \) the source position \( \vec{x}, \) the efficiency \( \varepsilon \) of an optical module and the attenuation length \( \ell_{\text{att}}. \) This degeneracy can only be reduced by using the data of multiple OMs and assuming a constant background light. In the following sections, we analyze the degeneracy between those variables by performing the reconstruction on synthetic data sets of multiple OMs. First, we focus on a static reconstruction of a simulated static source in order to examine whether the degeneracy can be reduced to such a degree that a light source can be localized and the corresponding bioluminescence light curve reconstructed. Second, we apply the complete dynamic reconstruction to the simulated static source, as well as a simulated dynamic source. These results are used to discuss the spatial resolution of the reconstruction and the possibility of a movement reconstruction.

For the simulation of static and dynamic sources, the configuration of the ANTARES telescope from some past moment in time is used to create the detector setup. The efficiencies are randomly drawn from Gaussian distributions (Eq. 4) with fixed standard deviation for each optical module. To simulate a realistic environment, the attenuation length is set to \( \ell_{\text{att}} = 45 \text{ m} \) and the constant light background of each optical module is drawn from a Gaussian distribution (Eq. 14) with fixed mean \( \mu_\alpha = 60 \text{ kHz} \) and fixed standard deviation \( \sigma_\alpha = 2 \text{ kHz}. \) Furthermore, the shape of a burst is extracted from real data and scaled to reach realistic luminosity values.

The initial position in both cases is manually set to \( (x_0 = 50 \text{ m}, y_0 = 1 \text{ m}, z_0 = 23 \text{ m}) \). While the static source stays at its initial position, we simulate a linear movement with a velocity \( v = 0.2 \text{ m s}^{-1} \) for the dynamic source. The light signal is detected by 27 optical modules distributed over 9 storeys of one line. The mean of the recorded photon hits of each optical module is calculated according to Eq. 15. Tables 6 and 11 provide the ground truth (GT) observables of the static and dynamic simulated source, respectively.

### Static reconstruction of a synthetic static source

The parameters for the initial position of the static inference model (Eq. 12) used to reconstruct data generated from the static source are provided in Table 7. The parameters of the photon number model are given in the Supporting Information. Assumptions about the efficiencies of the optical modules, the attenuation length and the light background are given in Table 8. The position and orientation of each optical module used for the simulation are also used for the inference.

Several reconstruction runs were performed, each with a different random seed to assess numerical stability. In order to analyze the degeneracy between source position, luminosity, and attenuation length, we compare the reconstructed values with their GT summarized in Table 6. For most runs, we were able to recover the GT values with acceptable precision. The position of the light source \( \vec{x} = (50 \text{ m}, 1 \text{ m}, 23 \text{ m}) \) has been reconstructed with a maximum deviation to the GT of \( \Delta y_{\text{max}} = 18 \text{ cm} \) in \( y \) direction for run 4, whereas a standard deviation of \( \sigma_y = 7 \text{ cm} \) was inferred. For all runs, a similar shift for the \( y \) position can be identified. We argue that the detector setup, especially the orientation of the PMTs, leads to systematic errors and regions with variant spatial resolutions. Furthermore, the degeneracy between the attenuation length and luminosity becomes apparent in the reconstruction. A higher attenuation length will lead to a lower maximum luminosity (e.g., runs 0 and 4) and vice versa (e.g., run 1). We assume that our algorithm is able to infer the attenuation length for a perfect scenario, that is, an isotropic light source and only constant background sources. For more realistic scenarios, this might not be the case. Run 3 did not converge due to

| Observable | Model | Model parameters |
|------------|-------|------------------|
| \( v \) velocity | Correlated signal with \( i \in \{ x, y, z \} \) | \( \mu_v = 0 \text{ m s}^{-1} \) |
| \( \sigma_v = 0.1 \text{ m s}^{-1} \) |
| \( \sigma_v = 0.1 \text{ m s}^{-1} \) |
| \( x_0 \) position | Gaussian | \( \mu_{x_0} = (46 \text{ m}, 10 \text{ m}, 15 \text{ m}) \) |
| \( \sigma_{x_0} = (20 \text{ m} \quad \forall j \in x, y, z) \) |
| \( \sigma_{x_0} = 5 \text{ m} \quad \forall j \in x, y, z \) |
| Flash shape | Correlated signal | See Supporting Information |
Table 10. GT and reconstructed parameters using a dynamic source model. The synthetic photon count data were generated from a simulated static source. The positions are given during the time of highest photon emission $t_h$ and at the end of the data set ($t_{max}$) to reflect the movement of the source.

| Run | $x_h$ (m) | $x_{max}$ (m) | $y_h$ (m) | $y_{max}$ (m) | $z_h$ (m) | $z_{max}$ (m) | $\lambda_{max}$ (GHz) | $l_{att}$ (m) |
|-----|-----------|---------------|-----------|---------------|-----------|---------------|-----------------------|--------------|
| GT  | 50.00     | 50.00         | 1.00      | 1.00          | 23.00     | 23.00         | 45.59                 | 45.00        |
| 0   | 49.99±0.06| 49.95±0.09    | 1.09±0.09 | 0.83±0.20     | 22.99±0.06| 22.80±0.15    | 45.74                 | 43.98±0.65   |
| 1   | 50.07±0.13| 50.09±0.19    | 1.12±0.13 | 1.08±0.18     | 22.99±0.05| 22.96±0.09    | 45.39                 | 44.58±0.58   |
| 2   | 50.04±0.13| 50.16±0.21    | 1.12±0.08 | 1.08±0.15     | 23.01±0.09| 22.99±0.14    | 45.44                 | 44.46±0.85   |
| 4   | 50.07±0.10| 50.13±0.18    | 1.16±0.08 | 0.96±0.16     | 22.93±0.06| 22.89±0.11    | 45.63                 | 43.80±0.59   |
| 5   | 50.04±0.07| 49.80±0.15    | 1.05±0.09 | 0.93±0.21     | 23.01±0.06| 22.93±0.10    | 45.56                 | 44.23±0.61   |
| 6   | 50.04±0.16| 50.09±0.20    | 1.19±0.08 | 1.33±0.17     | 23.00±0.09| 22.98±0.11    | 44.79                 | 45.76±0.79   |
| 7   | 49.93±0.48| 49.79±0.50    | 1.21±0.09 | 1.03±0.21     | 22.93±0.06| 22.90±0.08    | 44.86                 | 44.95±0.64   |
| 8   | 49.98±0.07| 49.86±0.14    | 1.09±0.06 | 1.06±0.11     | 23.00±0.08| 22.92±0.14    | 45.36                 | 44.32±0.87   |
| 9   | 50.03±0.08| 49.84±0.17    | 1.00±0.08 | 1.02±0.13     | 22.98±0.15| 22.83±0.20    | 45.59                 | 44.26±0.88   |

Table 11. GT and reconstructed parameters using a static source model. The synthetic photon count data were generated from a simulated dynamic source. The GT positions are given during the time of highest photon emission $t_h$ and at the end of the data set ($t_{max}$) to reflect the movement of the source. The summary includes the reconstructed attenuation length.

| Run | $x_h$ (m) | $x_{max}$ (m) | $y_h$ (m) | $y_{max}$ (m) | $z_h$ (m) | $z_{max}$ (m) | $\lambda_{max}$ (GHz) | $l_{att}$ (m) | $\overline{e^2}$ |
|-----|-----------|---------------|-----------|---------------|-----------|---------------|-----------------------|--------------|-------------|
| GT  | 51.15     | 52.10         | 2.15      | 2.10          | 24.15     | 25.10         | 45.71                 | 45.00        | 1.02        |
| 0   | 51.19±0.03| 52.10         | 2.32±0.02 | 2.43±0.04     | 24.23     | 25.10         | 44.24                 | 46.75±0.64   | 1.32        |
| 1   | 51.17±0.04| 52.10         | 2.27±0.02 | 2.43±0.05     | 24.23     | 25.10         | 44.91                 | 45.08±0.23   | 1.36        |
| 2   | 51.12±0.05| 52.10         | 2.33±0.06 | 2.40±0.06     | 24.20     | 25.10         | 44.10                 | 46.81±1.74   | 1.35        |
| 4   | 51.22±0.02| 52.10         | 2.32±0.06 | 2.49±0.02     | 24.29     | 25.10         | 44.72                 | 45.84±1.29   | 1.35        |
| 5   | 51.17±0.05| 52.10         | 2.27±0.03 | 2.45±0.04     | 24.25     | 25.10         | 44.81                 | 45.51±0.63   | 1.33        |
| 6   | 51.16±0.05| 52.10         | 2.28±0.03 | 2.45±0.02     | 24.25     | 25.10         | 44.85                 | 45.33±0.56   | 1.34        |
| 7   | 51.20±0.16| 52.10         | 2.29±0.04 | 2.42±0.05     | 24.22     | 25.10         | 44.85                 | 45.08±0.45   | 1.37        |
| 8   | 51.14±0.03| 52.10         | 2.30±0.03 | 2.42±0.03     | 24.23     | 25.10         | 44.47                 | 46.02±0.48   | 1.32        |

**Fig. 4.** Comparison of relative residuals of a static (dashed, gray) and dynamic (solid, black) inference source for run 2. The synthetic data were generated from a simulated dynamic source. The red line marks deviations as large as twice the shot noise $\sigma$ of a Poisson process.
Reconstruction of response - OM(4, 44)

Fig. 5. Reconstruction (run 2) of the response of a dynamic inference source (black dots) with standard deviation (gray) of the posterior estimate is shown together with the synthetic data (green).

Table 12. GT and reconstructed parameters using a dynamic source model. The synthetic photon count data were generated from a simulated dynamic source. The positions are given during the time of highest photon emission $t_i$ and at the end of the data set ($t_{\text{max}}$) to reflect the movement of the source.

| Run | $x_{t_i}$ (m) | $x_{t_{\text{max}}}$ (m) | $y_{t_i}$ (m) | $y_{t_{\text{max}}}$ (m) | $z_{t_i}$ (m) | $z_{t_{\text{max}}}$ (m) | $\mathcal{L}_{\text{max}}$ (GHz) | $l_{\text{att}}$ (m) | $\overline{e^2}$ |
|-----|---------------|--------------------------|--------------|--------------------------|--------------|--------------------------|--------------------------|-------------------|------------|
| GT  | 51.15         | 52.10                    | 2.15         | 3.10                     | 24.15        | 25.10                    | 45.71                    | 45.00             | 1.02       |
| 0   | 51.05 ± 0.06  | 51.62 ± 0.08             | 2.14 ± 0.07  | 2.57 ± 0.22              | 24.17 ± 0.06 | 24.68 ± 0.17             | 45.42                    | 45.01 ± 0.59      | 1.00       |
| 1   | 51.13 ± 0.12  | 51.78 ± 0.19             | 2.21 ± 0.13  | 2.82 ± 0.17              | 24.15 ± 0.06 | 24.78 ± 0.16             | 44.79                    | 46.11 ± 0.66      | 1.05       |
| 2   | 51.10 ± 0.12  | 51.78 ± 0.22             | 2.20 ± 0.08  | 2.98 ± 0.19              | 24.18 ± 0.11 | 24.95 ± 0.13             | 44.87                    | 45.80 ± 1.63      | 1.00       |
| 4   | 51.12 ± 0.10  | 51.86 ± 0.15             | 2.24 ± 0.08  | 2.88 ± 0.19              | 24.10 ± 0.06 | 24.81 ± 0.14             | 45.07                    | 45.38 ± 0.51      | 1.07       |
| 5   | 51.07 ± 0.07  | 51.38 ± 0.16             | 2.11 ± 0.09  | 2.83 ± 0.21              | 24.18 ± 0.07 | 24.71 ± 0.15             | 45.18                    | 45.05 ± 0.41      | 1.16       |
| 6   | 51.09 ± 0.12  | 51.96 ± 0.21             | 2.23 ± 0.08  | 3.00 ± 0.18              | 24.18 ± 0.09 | 24.84 ± 0.14             | 44.62                    | 46.75 ± 0.76      | 1.01       |
| 7   | 51.02 ± 0.29  | 51.54 ± 0.33             | 2.26 ± 0.08  | 3.02 ± 0.23              | 24.11 ± 0.06 | 24.69 ± 0.11             | 44.66                    | 46.07 ± 0.45      | 1.13       |
| 8   | 51.03 ± 0.06  | 51.56 ± 0.16             | 2.13 ± 0.07  | 2.83 ± 0.24              | 24.17 ± 0.08 | 24.82 ± 0.24             | 45.11                    | 45.10 ± 0.86      | 1.02       |

numerical instabilities and is therefore removed. Despite all degeneracies, the position could be reconstructed within an error range of 2 cm and the maximum luminosity with an error less than 3%. The MGVI algorithm only gives lower bounds on the statistical uncertainties (Knollmüller and Enßlin 2020). Due to the strongly nonlinear nature of the model, we assume that the provided errors are most likely too small and hence have to be taken with caution.

Dynamic reconstruction of a synthetic static source

In order to demonstrate the consequences of using the wrong model on a static source, we also employed the dynamic model on the simulated static data set. This test will provide some intuition about movements that cannot be resolved by the detector setup and produce the same photon count data as a static source. As explained in the “Reconstruction routine” section, the flash light curve, the position, and the detector efficiencies of the static reconstruction of the previous section are used as the initially assumed position for the dynamic reconstruction. In Table 9, the parameters of the dynamic model are summarized. The model parameters of the detector and its environment are the same as in the static reconstruction and provided in Table 8.

Since the reconstructions of the remaining observables were already discussed in the previous section and similar results could be observed for assuming a dynamic model, we focus on the discussion on the velocity. For the specific detector setup and source location, a source movement for a static source was reconstructed with a mean velocity $v \approx 0.05 \text{ m s}^{-1}$ in all runs. The results of the different reconstruction runs with varying seeds are summarized in
Fig. 6. Reconstruction (run 2) of the source position with the dynamic model. The simulated position (solid, blue) is shown in comparison to the reconstructed (circles, black) position. The reconstruction is only given for the time duration of the burst. Shown is also the uncertainty of the position reconstruction, shaded in gray.
Table 13. Data samples recorded by the ANTARES telescope reconstructed within this work.

| Label | Time stamp (UTC) | OMs | Duration |
|-------|------------------|-----|----------|
| Flash 1 | 11 Jan 2010, 04:12:35 | (4,34 – 60) | ~ 10 s |
| Flash 2 | 11 Jan 2010, 04:13:20 | (4,34 – 60) | ~ 9 s |
| Flash 3 | 19 Jan 2010, 22:28:10 | (4,25 – 56) | ~ 11 s |

Table 10. An illustration of the movement reconstructions in relation to the optical modules and the reconstructions of the nuisance parameters for the different runs in are given in the Supporting Information.

These results show that a source movement with a mean velocity \( v = 0.05 \text{ m s}^{-1} \) cannot be distinguished from a static source for this detector setup. This detection limit depends highly on the setup of the detector, that is, number of optical modules and angular acceptance, and on the position of the source. Therefore, no global spatial resolution of this method can be defined. Our simulation result gives insights about the spatial resolution of a specific area and hence only about an excerpt of the global spatial resolution.

Future neutrino telescopes with different detector setups might increase the resolution. In the next section, we demonstrate that a movement reconstruction is theoretically possible with the ANTARES setup by applying the method to synthetic data drawn from a simulated dynamic source.

Complete reconstructions of a dynamic source

Static reconstruction

For the first part of the reconstruction routine, the same model parameters of the detector and source are used as in the static scenario given in Tables 7 and 8. The results of the reconstruction of a dynamic source using the static model are provided in Table 11.

Analyzing the results shows that a dynamic reconstruction might increase the accuracy of the estimates as the static model did not provide an optimal fit. Exemplarily, in Fig. 4, the residuals \( e = (d - \lambda)/\sigma \) relative to the shot noise of the Poissonian measurement process \( \sigma = \sqrt{\lambda} \) of optical module (4,44) are presented for run 0. During the light flash, an increased level of deviations (\( 2 < |e| \)) can be recognized. Residuals of optical module (4,44) close to zero can be found at \( t_{\text{min}} \approx 6 \text{ s} \). Detailed analysis shows that the relative residuals are positive \( e > 0 \) before the minimum \( t < t_{\text{min}} \) and negative \( e < 0 \) afterwards \( t > t_{\text{min}} \). Even though these variations are only slightly above the shot noise of the measurement process \( \sigma \), they can be explained by a moving source. Hence, another reconstruction is performed to reduce these residuals by introducing a model for the source movement. The mean of the noise weighted squared residuals \( \bar{e} \) over all optical modules are given in Table 11 for all reconstruction runs. In the following, this mean will be used as posterior check to quantify the accuracy of the reconstruction.

Dynamic reconstruction

We use the same dynamic model as in the previous “Static reconstruction” section. The parameters used to define the source model are given in Table 9 and the parameters for the detector setup and its environment are presented in Table 8.

The increased level of variations between simulated and reconstructed response of the static model can be almost reduced to \( 0 < |e| < 2 \) by the dynamic reconstruction as shown in Fig. 5, an improvement over the static model. The mean of the squared residuals \( \bar{e} \) over all optical modules are given in Table 12 for all reconstruction runs. The results show a slight improvement compared to the residuals in Table 11 for the static reconstruction. The reconstructed movement visualized in Fig. 6 highlights the limits of the ANTARES detector for tracking individual organisms. A reasonable estimate of the movement could be reconstructed for a simulated light source moving linearly with a velocity \( v = 0.2 \text{ m s}^{-1} \). Although the reconstructed locations display deviations from the GT, the data residuals are close to the shot noise of the measurement process, that is, the deviations in the position cannot be resolved by the detector. These results show that a linear movement with a velocity \( v = 0.2 \text{ m s}^{-1} \) is in principle
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Fig. 7. Reconstruction (run 5) of the photon hit rate (dashed) during flash 1 detected by the ANTARES detector on 11 January 2010 at 04:12 (UTC). The recorded data are given in solid lines. Only an excerpt of optical modules is presented. For optical module (4,43), the recording was stopped when readout electronics were saturated.

Table 15. Reconstructed parameters assuming a dynamic light source model. The flash 1 light curve used for the reconstruction was recorded on 11 January 2010 at 04:12 (UTC) by the ANTARES telescope. The positions are given at different times as in Table 12.

| Run | $x_{th}$ (m) | $x_{t_{\text{max}}}$ (m) | $y_{th}$ (m) | $y_{t_{\text{max}}}$ (m) | $z_{th}$ (m) | $z_{t_{\text{max}}}$ (m) | $f_{\text{max}}$ (GHz) | $l_{\text{fit}}$ (m) | $\chi^2$ |
|-----|-------------|-----------------|-------------|-----------------|-------------|-----------------|----------------|-------------|--------|
| 0   | 42.68 ± 0.07 | 42.34 ± 0.13 | 0.76 ± 0.18 | 0.28 ± 0.28 | 21.24 ± 0.10 | 20.84 ± 0.12 | 48.27 | 43.57 ± 1.41 | 2.95   |
| 1   | 42.86 ± 0.10 | 42.28 ± 0.21 | 1.57 ± 0.11 | 1.41 ± 0.21 | 21.04 ± 0.09 | 20.82 ± 0.15 | 40.82 | 51.83 ± 3.16 | 3.20   |
| 2   | 42.91 ± 0.12 | 42.06 ± 0.23 | 1.48 ± 0.12 | 1.01 ± 0.27 | 20.95 ± 0.17 | 20.35 ± 0.18 | 42.30 | 50.56 ± 1.73 | 2.78   |
| 3   | 45.57 ± 0.02 | 45.48 ± 0.06 | 15.79 ± 0.34 | 15.95 ± 0.74 | 16.09 ± 0.18 | 16.04 ± 0.19 | 83.42 | 32.09 ± 0.84 | 8.08   |
| 4   | 42.84 ± 0.11 | 42.07 ± 0.13 | 1.29 ± 0.09 | 1.26 ± 0.17 | 21.15 ± 0.10 | 20.75 ± 0.14 | 44.69 | 48.51 ± 2.00 | 2.73   |
| 5   | 45.62 ± 0.05 | 45.54 ± 0.05 | 15.03 ± 0.27 | 15.11 ± 0.22 | 16.07 ± 0.05 | 15.93 ± 0.05 | 79.86 | 34.97 ± 1.37 | 6.66   |
| 6   | 42.82 ± 0.07 | 42.04 ± 0.11 | 1.13 ± 0.17 | 1.03 ± 0.16 | 21.21 ± 0.07 | 20.99 ± 0.13 | 46.19 | 47.25 ± 2.55 | 2.87   |
| 7   | 42.93 ± 0.12 | 42.26 ± 0.21 | 1.51 ± 0.22 | 1.52 ± 0.26 | 21.02 ± 0.02 | 20.27 ± 0.06 | 41.57 | 49.90 ± 0.56 | 3.07   |
| 8   | 42.82 ± 0.12 | 42.07 ± 0.24 | 1.27 ± 0.25 | 1.27 ± 0.24 | 21.09 ± 0.07 | 20.85 ± 0.22 | 43.10 | 51.62 ± 1.61 | 2.96   |

Resolvable, but is not free of systematics. Besides the degeneracies, which are already discussed in “Static reconstruction of a synthetic static source” section, the angular acceptance has great impact on the positioning of a light source. The optical modules of the ANTARES detector have a wide angular acceptance (Amram et al. 2002). Therefore, changes of the source position in nonradial directions do not lead to significant changes in the photon count numbers, which reduces the possibility to recognize position changes. Multiple optical modules with smaller angular acceptance might increase the spatial resolution. The reconstructed flash characteristics differ only slightly between the reconstruction with a static and a dynamic model as shown in Table 12. Therefore, with regard to the bioluminescence flash light curves, both models are sufficient to reconstruct a reasonable estimate for velocities below $v = 0.2$ m s$^{-1}$. An illustration of the movement reconstructions and the nuisance parameters for the different runs is also given in the Supporting Information.

Data analysis

After presenting the capabilities and limitations of the method, the reconstruction routine is applied on data sets of the ANTARES Collaboration using different random seeds. The complete routine consists of a reconstruction using a static model and a dynamic model as explained in “Reconstruction routine” section. The outcomes of the static and dynamic reconstruction provide similar results regarding the position during the time of highest photon emission and the flash light curve. Therefore, it is sufficient to present only the results of the final step using the dynamic model.
For the reconstruction, we rely on flash light curves that were detected over several storeys to be able to reduce the degeneracy. Since the process of finding such light emissions has not been automated, only a small excerpt of flash patterns found in the ANTARES data is analyzed here. We identified three suitable bioluminescence events in the data of early 2010, which we analyze in the following. The data samples cover observation times of 9\textsuperscript{11}s. In Table 13, we label the samples used for the following reconstructions and state the array of optical modules that detected the flash neglecting malfunctioning modules.

**ANTARES recordings of flash 1**

Starting with 11 January 2010 at 04:12:35 (Coordinated Universal Time [UTC]), a flash pattern was recorded by 25 optical modules over 9 storeys. The recordings of six optical modules have already been shown in Fig. 2 in “Data” section. Flash 1 peaked at around 40 s after the start of the recording. Two optical modules (4,41) and (4,51), within the optical module array (4,34 – 60), did not record any photon counts. Furthermore, optical module (4,43) did not record any photon for the period of highest luminosity, since the readout electronics were saturated. The model parameters used for the reconstruction are presented in Table 14.

The reconstruction was performed with 10 different random seeds referred to as runs in the following. For seven runs (0, 1, 2, 5, 7, 8, and 9), a match between recorded and reconstructed photon data could be observed. Exemplarily, the posterior mean of the reconstructed data of run 5 is shown together with the recorded data in Fig. 7. Only a limited number of optical modules are presented. However, for runs 3 and 6, a clear mismatch between reconstructed and recorded data could be identified (see residuals in Table 15). As a consequence, we regard these results as less likely. Run 4 had to be stopped due to numerical issues. The reconstruction of the position and movement as well as the characteristics of the bioluminescence light curve for the nine different random seeds are summarized in Table 15. For the seven runs, similar results could be observed. The maximum of the absolute deviations of each dimension (Δx\textsubscript{max} = 0.25 m, Δy\textsubscript{max} = 0.81 m, Δz\textsubscript{max} = 0.29 m) for different runs are calculated at the positions with highest luminosity of these runs. For the attenuation length, absolute deviations of up to 8 m and for the maximum luminosity deviations of up to 18% can be recognized. We assume that the variability of the luminosity for different runs can be ascribed to the degeneracy between luminosity and attenuation length. Therefore, precise measurements of the attenuation length and hence a more informative prior will reduce this variability and increase the consistency of the reconstruction. In addition, the reconstruction shows that the source is located above one storey containing one optical module that did not record any data. These missing data increase also the uncertainty of the localization. Nevertheless, the position as well as the movement estimates for the seven runs are consistently within a range of 1 m, which we regard as acceptable precision. Hence, we conclude that we localized a light source a few meters away from the optical modules and could even identify the direction of the movement away from the detector. In Fig. 8, the reconstructed flash light curve of run 5 is presented as this run provides the smallest data residuals (see Table 15). We also illustrate the estimated movement in Fig. 9. The reconstructed nuisance parameters are provided in the Supporting Information.

**ANTARES recordings of flash 2**

A second flash was observed on the same day at 04:13:20 (UTC) recorded by optical modules within the array
Fig. 9. Movement reconstruction of a light source emitting flash 1 detected by the ANTARES detector on 11 January at 04:12 (UTC). The light sources are represented by colored dots and lines. The dot indicates the position with the highest luminosity and the line represents the movement afterwards. The position and direction (downwards in z-direction) of optical modules are shown as dashes. (Left, middle column) Source movement in relation to the detector and zoomed excerpts. (Right column) Overview of all optical modules used for the reconstruction.
The recorded data are given in solid lines. Only an excerpt of optical modules is presented.

Reeb et al. Bioluminescence recorded on 11 January 2010 at 04:13 (UTC) by the ANTARES telescope. The positions are given at different times as in Table 12.

Table 16. Reconstructed parameters assuming a dynamic light source. The flash 2 light curve used for the reconstruction was recorded on 11 January 2010 at 04:13 (UTC) by the ANTARES telescope. The positions are given at different times as in Table 12.

| Run | $x_{t_0}$ (m) | $x_{t_{\text{max}}}$ (m) | $y_{t_0}$ (m) | $y_{t_{\text{max}}}$ (m) | $z_{t_0}$ (m) | $z_{t_{\text{max}}}$ (m) | $\mathcal{D}_{\text{max}}$ (GHz) | $I_{\text{att}}$ (m) | $\overline{e^2}$ |
|-----|---------------|----------------|--------------|----------------|-------------|----------------|-----------------|----------------|----------|
| 0   | 48.42 ± 0.95  | 45.17 ± 1.75 | −9.18 ± 0.81 | −7.40 ± 1.10 | 19.70 ± 0.28 | 19.97 ± 0.50 | 42.77           | 58.11 ± 6.44 | 2.92      |
| 1   | 48.05 ± 0.89  | 45.97 ± 0.99 | −8.84 ± 0.61 | −9.46 ± 0.88 | 19.49 ± 0.69 | 19.86 ± 0.84 | 39.23           | 70.25 ± 13.93 | 2.83      |
| 2   | 48.59 ± 0.75  | 45.28 ± 1.52 | −9.83 ± 0.88 | −8.49 ± 1.28 | 18.94 ± 0.83 | 20.00 ± 1.06 | 50.88           | 48.58 ± 1.91 | 4.47      |
| 3   | 48.83 ± 1.06  | 46.03 ± 2.07 | −10.22 ± 0.75| −10.51 ± 1.05| 19.50 ± 0.51 | 20.14 ± 0.80 | 50.95           | 49.83 ± 2.59 | 2.61      |
| 4   | 47.72 ± 0.53  | 45.97 ± 0.55 | −9.28 ± 0.40 | −9.36 ± 0.72 | 19.53 ± 0.38 | 19.65 ± 0.45 | 42.82           | 60.08 ± 6.07 | 2.92      |
| 5   | 48.06 ± 1.13  | 45.96 ± 1.08 | −9.10 ± 0.51 | −9.30 ± 0.80 | 20.02 ± 1.14 | 20.60 ± 1.10 | 43.03           | 59.48 ± 5.62 | 3.07      |
| 6   | 48.62 ± 0.44  | 46.29 ± 0.76 | −9.94 ± 0.42 | −9.06 ± 0.68 | 20.22 ± 0.48 | 20.13 ± 0.62 | 47.52           | 54.43 ± 4.12 | 3.10      |
| 7   | 48.29 ± 1.27  | 45.13 ± 1.58 | −9.38 ± 0.46 | −10.55 ± 0.64| 19.72 ± 0.38 | 19.95 ± 0.66 | 42.97           | 57.59 ± 5.97 | 2.63      |
| 8   | 48.16 ± 0.36  | 46.36 ± 0.96 | −9.27 ± 1.03 | −9.14 ± 1.41 | 19.33 ± 0.60 | 19.50 ± 0.64 | 43.04           | 60.30 ± 5.91 | 3.29      |

Fig. 10. Reconstruction (run 3) of the photon hit rate (dashed) during flash 2 detected by the ANTARES detector on 11 January 2010 at 04:13 (UTC). The recorded data are given in solid lines. Only an excerpt of optical modules is presented.

Luminosity $\mathcal{L}$ of biological light source

Fig. 11. Reconstruction (run 3) of the emitted bioluminescence flash 2 light curve detected by the ANTARES detector on 11 January 2010 at 04:13 (UTC).
Fig. 12. Movement reconstruction of a light source emitting flash 2 detected by the ANTARES detector on 11 January at 04:13 (UTC). The light sources are represented by colored dots and lines. The dot indicates the position with the highest luminosity and the line represents the movement afterwards. The position and direction (downwards in z-direction) of optical modules are shown as dashes. (Left, middle column) Source movement in relation to the detector and zoomed excerpts. (Right column) Overview of all optical modules used for the reconstruction.
Flash 2 peaked at around 85 s after the start of the recording shown in Fig. 2 in “Data” section. In Fig. 2, the two consecutive flashes can be seen. The optical modules (4,41) and (4,51) did not detect the second flash. All model parameters are the same as for flash 1 given in Table 14. The ANTARES detector is still in a similar configuration, because the second flash occurred around 1 min after the first. Furthermore, due to similar photon count data of flashes 1 and 2, the same a priori assumption of the position can be taken. The results of the 10 runs with different seeds are summarized in Table 16. The reconstructed nuisance parameters are provided in the Supporting Information. The photon hit rate could be reconstructed for most runs sufficiently (see residuals in Table 16). Run 7 had to be stopped due to numerical issues and run 2 has higher residuals than the remaining runs. As example, the recorded and reconstructed photon data of run 3 are presented in Fig. 10. In contrast to flash 1, the maximum of the absolute deviations of the position (excluding run 2) \((\Delta x_{\text{max}} = 1.11 \, \text{m}, \Delta y_{\text{max}} = 1.12 \, \text{m}, \Delta z_{\text{max}} = 0.89 \, \text{m})\) between the several runs are higher. We argue that this increase in variability can be explained by the varying spatial resolution throughout the detector volume. The maximum deviation of the attenuation length is around 20 m and the maximum deviation of the maximum luminosity around 30%. Precise knowledge of the attenuation length should reduce this variability as already explained in “ANTARES recordings of flash 1” section. In addition, three recording optical modules close to the source will also increase the accuracy of the reconstruction. Despite the variabilities between the different runs, similar movements can be observed. It is noticeable that each run reconstructed a velocity that is higher than the velocity of flash 1 and reaches values of up to \(v \approx 0.5 \, \text{m s}^{-1}\). The main movement is along the \(x\) dimension which is similar to the movement of flash 1. The impact of the detector setup on the reconstruction of the movement has to be studied in detail since a spatial resolution depending on direction might introduce a movement during the reconstruction. Due to reduced residuals for the dynamic reconstruction compared to the static reconstruction, we argue that a movement of the source is likely. In addition, analysis of the water current could give insights whether the organism actively moved or a passive movement was recorded. In Fig. 11, we present the flash light curve of run 3, since the smallest data residuals could be calculated for this run (see Table 16). The reconstructed movement of run 3 is illustrated in Fig. 12. The second flash occurred only 44 s after and around 13 m away from the first flash. A causal connection between both light emission is likely. Despite the movement reconstruction for flash 1 and the

Fig. 13. Recorded photon hits of flash 3 taken from six optical modules (OM). The two plots show each the photon hits of the optical modules in one storey. Two consecutive flashes can be observed.
deviation between the light curve structures of the two flashes, it cannot be excluded that both flashes were emitted by the same organism.

**ANTARES recordings of flash 3**

The last bioluminescence flash that is analyzed within this work occurred on 19 January 2010 at 22:28 (UTC) (Fig. 13). In comparison to the previous models, we adjust the position model parameter since the flash was detected by different optical modules (given in Table 13). For this recording, we noticed two flashes within 7 s. Since our model describes a single light source, we mask the first flash in order to localize only the second. In Fig. 14, the reconstructed photon data are presented and the masks used for the reconstruction can be recognized. We argue that the first flash affects the photon number during the second flash (see Fig. 13) and hence it might have impact on the localization of the second flash if the two flashes were emitted from different locations. We also observed that six optical modules, (1,28), (1,32), (1,40), (1,44), (1,47), and (1,48), did not record data or had a low efficiency. Nevertheless, we apply our routine onto this data set and discuss the results. The position model parameters are given in Table 17. The remaining model parameters are the same as in Table 14.

Table 18 summarizes the reconstruction runs and shows that the residuals are higher compared to the previous flashes. Run 3 shows the highest residual and will be neglected in the following discussion. Run 2 had to be stopped due to numerical issues. We recognize small maximum deviations of the position $x_{\text{max}} = 0.82 \text{ m}$, $y_{\text{max}} = 0.30 \text{ m}$, $z_{\text{max}} = 0.22 \text{ m}$ (excluding run 3). For the attenuation length, the algorithm reconstructed unphysical values up to 107 m. We argue that the occurrence of two flashes as well as six missing optical modules had impact on the inference. As mentioned in “Static reconstruction of a synthetic static source” section, the reconstruction of the attenuation length might only be reasonable in a close to perfect scenario, that is, constant background noise and hence only a single isotropic light source. Future work could improve this issue by introducing a reconstruction routine that includes multiple light sources. The reconstructed nuisance parameters are provided in the Supporting Information.

**Discussions**

**Strengths, limitations, and improvements**

The application of the method on synthetic and real data reveals both the strengths and the limitations of our approach. Despite the degeneracy between most of the variables (position, efficiency, attenuation length, luminosity, and background noise) and missing optical modules, we were able to obtain reasonable estimates for the positions of flashes 1 and 2. Multiple
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Reconstructed parameters assuming a dynamic light source. The flash 3 light curve used for the reconstruction was recorded on 19 January 2010 at 22:28 (UTC) by the ANTARES telescope. The positions are given at different times as in Table 12.

The accuracy of the position reconstructions and the spatial resolution can be increased by a different detector setup. Reducing the angular acceptance and increasing the number of OMs will increase the spatial resolution. An OM with sharp angular acceptance is able to resolve small position changes more precisely, since changes of the angle between OMs and light source lead to significant changes in the arriving photon numbers. However, a small angular acceptance leads also to a smaller monitored volume, which can be compensated by using more OMs. Furthermore, precise measurements of the attenuation length will help to break the degeneracy with the luminosity and hence increase the total accuracy of the reconstructions.

In this work, our verifications have been limited to tests with synthetic data sets. During measurements of the attenuation length or in similar experiments, light has been emitted from a fixed position and recorded by the optical modules (Aguilar et al. 2005; Adrián-Martínez et al. 2012b). These data sets could be used to verify our reconstructions, but were not available to us. Furthermore, our model is limited to a single light source which leads to unrepresentative reconstructions if multiple sources are present as discussed in “ANTARES recordings of flash 3” section. We argue that our algorithm could be extended to multiple sources.
Interpretations

Although only a small number of photon data recorded by the ANTARES telescope has been analyzed in this study, the results already provide some insights on the biological sources. Our localizations of bioluminescence events showed that the light emitting organisms were sufficiently far from optical modules, such that no direct collision with the detector structure caused the bioluminescence response. The majority of the bioluminescence activity, which has been recorded by neutrino telescopes, show inertial rhythms that match inertial current periodicity and hence are assumed to be provoked by collisions with the detector infrastructure (Aguuzzi et al. 2017). Further measurements of the environment, for example, sea current measurements, need to be taken into account to verify the natural occurrence of bioluminescence events, that is, to exclude that the detector caused the light emission. In a study by Meighen-Berger et al. (2021), it has been simulated that OMs induce turbulence even at a distance 20 m, which can cause bioluminescence responses. Assuming that the analyzed bioluminescence flashes were not triggered by the flow of water masses, the PMTs recorded organisms in their natural environment utilizing their bioluminescence trait for communication, predation, or mating.

According to previous studies non-stimulated light emissions are rare (Widder et al. 1989; Priede et al. 2006; Tamburini et al. 2013; Martini et al. 2014) and hardly distinguishable from stimulated ones using moving detectors (Priede et al. 2006). In addition, the monitoring of a given volume to quantify the occurrence of light emissions comes with drawbacks. The monitored volume depends highly on the luminosity of the individual organisms, that is, bright organisms can be monitored within the whole ANTARES detector infrastructure, whereas darker organisms can only be monitored in regions near the PMTs. Therefore, the monitoring volume will always depend on the emitted luminosity. Our method opens the possibility to study in situ bioluminescence within the large data sets of deep-sea neutrino telescopes. The localization helps to distinguish flashes triggered by the turbulence around the detector and rare events of naturally occurring bioluminescence. Furthermore, the inferred location and absolute luminosity allows extrapolate densities even into “dark” areas, thereby tackling the aforementioned problem of the luminosity-dependent detector volume.

Besides the localization of the light source, our method also reconstructs the characteristic light curves of individual organisms. To our knowledge, currently, no data set exists that allows classifications of deep-sea bioluminescence flashes. The similarities of the light curves between different taxes will make classifications difficult. Further analysis of data recorded by deep-sea neutrino telescopes could give insights about the frequency and distribution of such spontaneous events. This offers the possibility to estimate the density of luminescent organisms in different regions of the detector infrastructure. Here, interdisciplinary collaborations become essential to study the behavior of luminescent organisms with data of neutrino telescopes, for example, to extract information about active migrations as already proposed by Chatzievangelou et al. (2021). Our method could be a useful tool for this task.

Conclusion

This work shows the potential of bioluminescence studies with a neutrino telescope in the deep sea and highlights the biological activity information that can be extracted. But it also clearly points out the limitations of the bioluminescence studies in regard to the spatial resolution due to the architecture of the detector.

The proposed method is generic and can be applied on data sets of different underwater neutrino telescopes. The development and work on the new neutrino telescope in the Mediterranean Sea, KM3NeT (Adrían-Martínez et al. 2016), offer a detector architecture which is even more suitable for the study of luminescent organisms. Each optical module of KM3NeT will be equipped with 31 PMTs having a narrower angular acceptance compared to the ANTARES setup (Adrían-Martínez et al. 2016). This increases the spatial resolution of the positioning.

Alternatively, the method can be adjusted to be applied on data of the Pacific Ocean Neutrino Experiment (P-ONE) (Agostini et al. 2020) and its precursor STRAW (STRings for ABSorption length in Water) (Bailly et al. 2021). This would allow a global analysis of bioluminescence events.

For future systematic surveys of bioluminescence, the method needs to be automatized and optimized. An optimized framework can be used to build a catalogue of various types of bioluminescence light curves including the position of the source. In this work, we also showed that the tracking of light sources is possible. Therefore, this method can also be used to analyze the movement behavior of deep-sea organisms, which still little is known about.

Data availability statement

Release and preservation of data used by the ANTARES Collaboration as the basis for publications is guided by the ANTARES policy as written in its Memorandum of Understanding among the collaborating Institutions. Parts of the data are available on the website https://antares.in2p3.fr/publicdata.html and periodically updated.
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