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1. Introduction

We consider a nonautonomous differential system

$$\dot{x} = f(t, x),$$

where $f : I \times \tilde{U} \to \mathbb{R}^n$ is a $C^1$ function, $I \subset \mathbb{R}$ is an open interval, $\tilde{U} \subset \mathbb{R}^n$ is open. A solution of (1) is a $C^1$ function $\varphi : J \to \tilde{U}$ that satisfies the equation for all $t$ in the open interval $J \subset I$. We denote, as usual, the components of the column vectors $x = (x_1, \ldots, x_n)$ and $f = (f_1, \ldots, f_n)$. We associate with system (1) the vector field

$$\mathcal{X} = \partial_t + \sum_{i=1}^n f_i(t, x)\partial x_i.$$ 

The divergence of $\mathcal{X}$ is $\text{div}\mathcal{X} = \sum_{i=1}^n \partial f_i / \partial x_i$.

Definition 1. A function $V : \Omega \to \mathbb{R}$ is said to be an inverse Jacobi multiplier for system (1) in the open set $\Omega \subset I \times \tilde{U}$ if $V$ is of class $C^1(\Omega)$, it is not locally null and it satisfies the following linear first order partial differential equation:

$$\mathcal{X}V = V\text{div}\mathcal{X}.$$ (2)

We remark that in the special cases of autonomous planar systems and, respectively nonautonomous scalar equations, instead of the term inverse Jacobi multiplier, the term inverse integrating factor is used.

Jacobi introduced his (last) multiplier $1/V$ for the first time in the work [12] in 1844, for the sole purpose of finding the (last) additional first integral taking into account that Eq. (2) is equivalent to the divergence-free condition $\text{div}(\mathcal{X}/V) \equiv 0$. Since then, inverse Jacobi multipliers (inverse integrating

The authors are partially supported by a MCYT/FEDER grant number MTM2008-00694 and by a CIRIT grant number 2014 SGR 1204.
factors) have been used in order to study autonomous planar systems resulting interesting and powerful
properties (see, e.g., the survey [8]). For the use of inverse Jacobi multipliers in the study of higher-
dimensional systems (mainly autonomous), we remind here only the survey [2] and the recent work [3],
and we emphasize that the literature is not so rich as in the case of planar systems. One of the specific
subjects where inverse Jacobi multipliers have been proved to be especially useful is related to closed
orbits of autonomous systems: limit cycles or continua of periodic solutions.

When studying planar autonomous systems via inverse integrating factors, sometimes the authors
need to transform the system and the inverse integrating factor into a nonautonomous scalar equation
and, respectively its corresponding nonautonomous inverse integrating factor. This is the case in [6,9,10].
We were motivated by these works to study nonautonomous scalar equations and their inverse integrating
factors, and in fact, we gave results for nonautonomous systems of arbitrary dimension.

In Theorem 3 of [9], passing to curvilinear coordinates, a planar autonomous system is transformed
in a neighborhood of a regular orbit into some scalar (thus with \( n = 1 \)) nonautonomous equation of
the form (1). The authors prove a fundamental relation which is a differential equation for the Poincaré
map written in terms of an inverse integrating factor. This relation proved to be useful in analyzing the
bifurcation of limit cycles from a multiple limit cycle as well as from a homoclinic orbit in [9]. In this work,
we find an analogous of this fundamental relation for nonautonomous systems of arbitrary dimension.
The result is stated below.

First, we introduce some notation used throughout this work. For each \((t_0, y) \in I \times \tilde{U}\), we denote by
\(\psi(\cdot; t_0, y)\) the solution of (1) satisfying \(\psi(t_0; 0, y) = y\) and by \(I_{(t_0, y)}\) its maximal interval of existence.
Moreover, we recall that the Poincaré translation map at time \(\tau > 0\) is the map \(\Pi : U \subset \tilde{U} \to \tilde{U}\) defined
by \(\Pi(x) = \psi(\tau; 0, x)\) where \(U\) is such that \([0, \tau] \subset I_{(0, x)}\) for any \(x \in U\).

**Theorem 2.** Let \(V : \Omega \to \mathbb{R}\) be an inverse Jacobi multiplier of (1). If there exists some \(\tau > 0\) and some
open set \(U \subset \tilde{U}\) such that \([0, \tau] \subset I_{(0, x)}\) and \((t, \psi(t; 0, x)) \in \Omega\) for all \(t \in [0, \tau]\) and \(x \in U\), the following
relation holds

\[
V(\tau, \Pi(x)) = V(0, x) \det D\Pi(x), \quad \text{for all } x \in U. \tag{3}
\]

A key ingredient in the proof of one of the main results (Theorem 1.2) of [6] uses this fundamental
relation (3) when \(n = 1\). In [10], the same relation was used to study multiple Hopf bifurcation in
a neighborhood of certain singular point of focus type of a planar autonomous system by means of
generalized polar coordinates. Moreover, in [4,14], the above Theorem 2 was used to study multiple Hopf
bifurcation in a neighborhood of a Hopf point of systems in arbitrary dimensions. We use this result here
in order to prove our main result Theorem 3).

Both in [9] and [10] appears in a natural way that the corresponding scalar differential equation of
the form (1) is also periodic and the inverse integrating factor of the planar system is transformed into
a nonautonomous inverse integrating factor which is periodic.

We were motivated by these facts to study periodic inverse Jacobi multipliers for periodic systems (1)
of arbitrary dimension. In this context, it is natural to assume what we will call Hypothesis * in the rest
of the paper.

**Hypotheses *:**

(a) System (1) is well defined for any time, that is, \(I = \mathbb{R}\);

(b) System (1) is \(T\)-periodic for some fixed period \(T > 0\). This means that the function \(f(\cdot, x)\) is
\(T\)-periodic for each \(x \in U\);

(c) There is an open set \(U \subset \tilde{U}\) such that \([0, T] \subset I_{(0, x)}\) for any \(x \in U\).

Our main result is stated below. Our contribution is part (ii), and for completeness, we state also (i)
which is known by specialists.

**Theorem 3.** Assume Hypothesis * and that there exists \(\tilde{x} \in U\) such that \(\psi(\cdot; 0, \tilde{x})\) is a \(T\)-periodic solution
of (1).
(i) If there exist \( n \) independent first integrals in \( \mathbb{R} \times \tilde{U} \) of (1) which are \( T \)-periodic, then there exists an open neighborhood \( U_0 \) of \( \tilde{x} \) such that \( \psi(\cdot;0,x) \) is \( T \)-periodic for any initial condition \( x \in U_0 \).

(ii) If there exist \( n - 1 \) independent first integrals, and an inverse Jacobi multiplier \( \tilde{V} \) in \( \mathbb{R} \times \tilde{U} \) which are \( T \)-periodic and such that \( \tilde{V}(0,x) \neq 0 \) for all \( x \in \tilde{U} \), then the \( T \)-periodic solution \( \psi(\cdot;0,\tilde{x}) \) is included into a 1-parameter family of \( T \)-periodic solutions \( \psi(t;0,x^*(\mu)) \), where \( x^* \) is a \( C^1 \) function in some open interval of reals.

The notion of independence for first integrals is the usual one (can be found also in Section 2). A key step in the proof of Theorem 3 (ii) is the fundamental relation (3). We also prove in the forthcoming Theorem 24 the \( T \)-periodicity of any first integral and any inverse Jacobi multiplier of a system whose solutions are \( T \)-periodic. We note here that in [7] are given sufficient conditions to ensure the existence of periodic first integrals for Hamiltonian systems of Lie type.

Our paper is organized as follows. In Section 2, we present the proof of Theorem 2, and we also find in Proposition 7, using the characteristics method, the expressions for an inverse Jacobi multiplier and a first integral in some invariant nonautonomous set, as well as a relation between these two objects. Section 3 contains the above-mentioned Theorems 3 and 24 on \( T \)-periodic systems together with some useful examples.

In this paper, \( \det \) denotes the determinant, \( D \) is the symbol for the derivative (the Jacobian matrix if applied to a vector function of various variables), \( D_x \) is the symbol for the derivative with respect to \( x \), and \( \nabla \) is the symbol for the gradient of a real function of various variables.

2. Inverse Jacobi multipliers and first integrals

Let \( U \subset \tilde{U} \) be open. We fix some \( t^* \in I \), but for simplicity, we write \( t^* = 0 \). Let

\[
\Omega^* = \left\{ (t, \psi(t;0,x)) \in I \times \tilde{U} : x \in U, \ t \in I_{(0,x)} \right\}.
\]

This set is an invariant nonautonomous set in the sense of [13] for the differential equation (1).

In the next lemma, we state some properties of a process \( \psi(t;t_0,x) \), and we also write an equivalent definition of the set \( \Omega^* \) defined in (4).

**Lemma 4.** Assume that \( f \in C^m(I \times \tilde{U}, \mathbb{R}^n) \) with \( m \in \mathbb{N}^* \cup \{ \infty \} \). Then:

(i) \( \psi : \mathcal{D} \to \tilde{U} \) is of class \( C^m \) on \( \mathcal{D} = \{(t,t_0,y) \in I \times I \times \tilde{U} : t \in I_{(t_0,y)} \} \).

(ii) \( \Omega^* = \left\{ (t,y) \in I \times \tilde{U} : 0 \in I_{(t,y)}, \ \psi(0;t,y) \in U \right\} \) and is open.

(iii) \( \psi(s;t,\psi(0,t,x)) = \psi(s;0,x) \) for all \( x \in U, \ t \in I_{(0,x)}, \ 0 \leq s \leq t \).

(iv) \( \psi(t;0,\psi(0;t,y)) = y \) for all \( (t,y) \in \Omega^* \).

**Proof.** Statement (i) is Theorem 9.5 from [1]. Statement (ii) follows directly from the definition of \( \Omega^* \). Statements (iii) and (iv) express the cocycle property of a process of a nonautonomous differential equation that is a consequence of the fact that the solutions are determined uniquely by their initial values. For insight in these topic, one can see [11,13].

**Remark 5.** Relation (iv) in Lemma 4, which can be written as

\[
y = \psi(t;0,x) \quad \text{if and only if} \quad x = \psi(0;t,y),
\]

is a key ingredient in the proof of many statements in this paper.

**Proof of Theorem 2.** Let \( x \in U \) be fixed. We denote \( \varphi(t) = V(t,\psi(t;0,x)) \) and \( a(t) = \text{div} \chi(t,\psi(t;0,x)) \) for any \( t \in [0,\tau] \). Using that \( V \) satisfies the linear partial differential equation (2), i.e., \( \chi V = \text{div} \chi \), we obtain

\[
\varphi(t) = (\text{div} \chi)(t,\psi(t;0,x)) = \text{div} \chi(t,\psi(t;0,x)) V(t,\psi(t;0,x)) = a(t) \varphi(t).
\]
Then, \( \varphi(t) = \varphi(0)\exp\left[\int_0^t a(s)\,ds\right] \) which gives for \( x \in U \) and \( t \in [0, \tau] \),

\[
V(t, \psi(t; 0, x)) = V(0, x) \exp\left[\int_0^t \text{div}\mathcal{X}(s, \psi(s; 0, x))\,ds\right].
\]

(5)

On the other hand, the matrix function \( D_x\psi(\cdot; 0, x) \) is the principal fundamental matrix solution of the linear variational system \( \dot{u} = D_x f(t, \psi(t; 0, x))u \). Liouville’s formula (see for example page 152 of [5]) written for this linear system is

\[
\det (D_x\psi(t; 0, x)) = \exp\left[\int_0^t \text{div}\mathcal{X}(s, \psi(s; 0, x))\,ds\right], \quad t \in I_{(0, x)}, \ x \in U.
\]

(6)

Using (5) and (6), we obtain

\[
V(t, \psi(t; 0, x)) = V(0, x) \det (D_x\psi(t; 0, x)), \quad t \in [0, \tau], \ x \in U.
\]

(7)

Relation (3) is obtained taking \( t = \tau \) in (7). \( \square \)

We remind the definition of a first integral.

**Definition 6.** A function \( H : \Omega \to \mathbb{R} \) is said to be a first integral in the open set \( \Omega \subset I \times \tilde{U} \) for system (1) if \( H \) is of class \( C^1(\Omega) \), it is not locally constant and it satisfies the following linear first order partial differential equation:

\[
\mathcal{X}H = 0.
\]

(8)

In the next proposition, it is shown how, with a given initial condition, one can build the explicit expression of an inverse Jacobi multiplier and a first integral of (1) in the nonautonomous invariant set \( \Omega^* \) in terms of the associated process \( \psi(t; t_0, y) \). Parts (i) and (ii) of this result are well known, but we present it here for completeness.

**Proposition 7.** The following statements hold.

(i) Let \( \Omega \subset I \times \tilde{U} \) be open and assume that there exists an inverse Jacobi multiplier \( \tilde{V} : \Omega \to \mathbb{R} \) of (1) such that \( \tilde{V}(t, x) \neq 0 \) for any \((t, x) \in \Omega\). We have that \( V : \Omega \to \mathbb{R} \) is an inverse Jacobi multiplier of (1) if and only if there exists a first integral \( H \) (or a constant) of (1) in \( \Omega \) such that

\[
V = H\tilde{V}.
\]

(ii) Let \( F : U \to \mathbb{R} \) be a \( C^1 \) function. We have that \( H : \Omega^* \to \mathbb{R} \) is a first integral of (1) with \( H(0, \cdot) = F \) if and only if

\[
H(t, y) = F(\psi(0; t, y)), \quad (t, y) \in \Omega^*.
\]

(iii) Let \( V : \Omega^* \to \mathbb{R} \) be an inverse Jacobi multiplier of system (1) and denote \( F = V(0, \cdot) \). Then

\[
V(t, y) = F(\psi(0; t, y))V^*(t, y), \quad (t, y) \in \Omega^*,
\]

(9)

where \( V^* : \Omega^* \to \mathbb{R} \) has the expressions

\[
V^*(t, y) = \exp\left[\int_0^t \text{div}\mathcal{X}(s, \psi(s; t, y))\,ds\right] = \det D_x\psi(t; 0, \psi(0; t, y)).
\]

If \( V^* \in C^1(\Omega^*) \) (this is assured when \( f \) is \( C^2 \)) then \( V^* \) is an inverse Jacobi multiplier of (1) and, moreover, given \( F \in C^1(U) \), \( V : \Omega^* \to \mathbb{R} \) is an inverse Jacobi multiplier of system (1) with \( V(0, \cdot) = F \) if and only if (9) holds.
Proof. (i) Let \( V : \Omega \to \mathbb{R} \) be an inverse Jacobi multiplier of (1). Then \( V/\tilde{V} \in C^1(\Omega) \) and, by direct calculations using the relations \( \mathcal{X} V = V \text{div} \mathcal{X} \) and \( \mathcal{X} \tilde{V} = \tilde{V} \text{div} \mathcal{X} \), one can obtain that \( \mathcal{X}(V/\tilde{V}) = 0 \). Thus \( H = V/\tilde{V} \) is a first integral of (1) in \( \Omega \).

Conversely, now let \( H : \Omega \to \mathbb{R} \) be a first integral. Then \( H \tilde{V} \in C^1(\Omega) \) and, using the relations \( \mathcal{X} H = 0 \) and \( \mathcal{X} \tilde{V} = \tilde{V} \text{div} \mathcal{X} \), one can obtain that \( \mathcal{X}(H \tilde{V}) = (H \tilde{V}) \text{div} \mathcal{X} \). Thus \( V = H \tilde{V} \) is indeed an inverse Jacobi multiplier of (1) in \( \Omega \).

(ii) Let first \( H : \Omega^* \to \mathbb{R} \) be a first integral with \( H(0, x) = F(x) \) for any \( x \in U \). Using that \( \mathcal{X} H = 0 \) in \( \Omega^* \), one can see that the derivative with respect to \( t \) of \( H(t, \psi(t;0, x)) \) is zero for all \( t \in I_{(0,x)} \). Hence \( H(t, \psi(t;0, x)) = H(0, \psi(0;0, x)) = H(0, x) = F(x) \) for all \( t \in I_{(0,x)} \) and \( x \in U \). Taking \( x = \psi(0;t, y) \) for \( (t, y) \in \Omega^* \) and using (iv) of Lemma 4 we obtain the conclusion.

Conversely, let now \( H(t, y) = F(\psi(0;t, y)) \) for all \( (t, y) \in \Omega^* \). Using again Lemma 4 one can see that \( H \) satisfies for any \( x \in U \) and \( t \in I_{(0,x)} \), \( H(t, \psi(t;0, x)) = F(x) \). Taking the derivative with respect to \( t \) we obtain that \( H \) satisfies \( \mathcal{X} H = 0 \) in \( \Omega^* \).

(iii) Like in the proof of Theorem 2 one can show that \( V \) satisfies (5) for any \( x \in U \) in \( \Omega^* \). In (5) we put \( F(x) \) instead of \( V(0, x) \), and \( x = \psi(0;t, y) \) for \( (t, y) \in \Omega^* \) such that finally we obtain (9) with \( V^* \) having the first expression given in the statement. In order to obtain the second expression of \( V^* \) we replace \( x = \psi(0;t, y) \) for \( (t, y) \in \Omega^* \) in (6).

Finally assume that \( V^* \in C^1(\Omega^*) \) and note that, taking in its expression \( y = \psi(t;0, x) \), for any \( x \in U \) and \( t \in I_{(0,x)} \) we obtain

\[
V^*(t, \psi(t;0, x)) = \exp \left[ \int_0^t \text{div} \mathcal{X}(s, \psi(s;0, x)) ds \right]. \tag{10}
\]

Taking the derivative with respect to the variable \( t \) in (10), one obtains the relation \( \mathcal{X} V^* = V^* \text{div} \mathcal{X} \) which holds true in any point of the form \( (t, \psi(t;0, x)) \), hence in any \( (t, y) \in \Omega^* \). Now, let \( F \in C^1(U) \). Since, by (ii), \( F(\psi(0;t, y)) \) is a first integral, and \( V^* \) is an inverse Jacobi multiplier in \( \Omega^* \), applying (i) we obtain that \( V \) given by (9) is indeed an inverse Jacobi multiplier.

In the next example, we see the expression of \( V^* \) (given in Proposition 7 (iii)) for a linear system.

Example 8. Let \( A \in C(\mathbb{R}, \mathbb{R}^{n \times n}) \) and \( b \in C(\mathbb{R}, \mathbb{R}^n) \). For a linear differential system \( \dot{x} = A(t)x + b(t) \) we have that the inverse Jacobi multiplier \( V^* \) is given by \( V^*(t, x) = \exp \left( \int_0^t \text{Tr}(A(s)) ds \right) \), for all \( (t, x) \in \mathbb{R} \times \mathbb{R}^n \) where \( \text{Tr}(A(s)) \) is the trace of \( A(s) \). We can choose here \( U = \mathbb{R}^n \) and find that \( \Omega^* = \mathbb{R} \times \mathbb{R}^n \).

Now, for the simple scalar equation \( \dot{x} = x^3 \), we present its family of time-dependent inverse Jacobi multipliers. This is just to see how Proposition 7 works. Anyway, in some problems, it is important to know the expression of an inverse Jacobi multiplier of some system in order to study perturbations of that system (see [4,9,10,14]).

Example 9. We consider the differential equation \( \dot{x} = x^3 \) in \( \mathbb{R}^2 \). For any \( t_0, x \in \mathbb{R} \) we have \( \psi(t; t_0, x) = x/\sqrt{1 - 2(t - t_0)x}^2 \), \( I_{(t_0,x)} = (-\infty, t_0 + 1/(2x^2)) \) for \( x \neq 0 \) and \( I_{(t_0,0)} = \mathbb{R} \). Choosing \( U = \mathbb{R} \) one can find that \( \Omega^* = \{ (t, x) \in \mathbb{R}^2 : 1 + 2tx^2 > 0 \} \) and for an inverse Jacobi multiplier \( V \) in \( \Omega^* \) with \( F = V(0, \cdot) \) we have

\[
V(t, x) = F(x/\sqrt{1 + 2tx^2})(1 + 2tx^2)^{3/2}, \quad (t, x) \in \Omega^*.
\]

If we take, for example, \( F_1(x) = x \) or \( F_2(x) = x^3 \) for all \( x \in \mathbb{R} \), we obtain two inverse Jacobi multipliers \( V_1(t, x) = x + 2tx^3 \) and \( V_2(x) = x^3 \), respectively. Note that they are defined in the whole \( \mathbb{R}^2 \), and they satisfy (2) in the whole \( \mathbb{R}^2 \). Here, (2) is \( \partial V/\partial t + x^3 \partial V/\partial x = 3x^2V \).

The following is the usual definition of a set of \( C^1 \) (functionally) independent real functions, see for example page 436 of [5]. We consider it for a set of first integrals of (1), and we will use it in the next Section.
Definition 10. Let $1 \leq k \leq n$ and $\Omega \subset I \times \hat{U}$ be open. We say that $k$ first integrals $H_1, \ldots, H_k$ of (1) are independent in $\Omega$ if the gradient vectors $\nabla H_1(t,y), \ldots, \nabla H_k(t,y)$ are linearly independent for each $(t,y) \in \Omega$.

In the next proposition, we will see that $n$ first integrals $H_1, \ldots, H_n$ of (1) are independent in $\Omega^*$ if and only if the map $\tilde{F} : U \to \mathbb{R}^n$ defined by $\tilde{F} = (H_1(0,\cdot), \ldots, H_n(0,\cdot))$ is a local diffeomorphism. This result must be known, and we state and prove it for completeness and also for further use.

Proposition 11. The set of $n$ first integrals $H_1, \ldots, H_n$ of (1) are independent in $\Omega^*$ if and only if the $C^1$ function $\tilde{F} = \tilde{H}(0,\cdot) : U \to \mathbb{R}^n$, where $\tilde{H} = (H_1, \ldots, H_n)$, is such that $\det D\tilde{F}(x) \neq 0$ for all $x \in U$.

Proof. We take $n$ first integrals $H_1, \ldots, H_n$ which are independent in $\Omega^*$ and consider $\tilde{F}$ and $\tilde{H}$ like in the statement of this Proposition. Using Proposition 7 (ii), we must have

$$\tilde{H}(t,y) = \tilde{F}(\psi(0;t,y)), \quad (t,y) \in \Omega^*.$$  \hspace{1cm} (11)

In order to prove that the set of vectors $\nabla H_1(t,y), \ldots, \nabla H_n(t,y)$ from $\mathbb{R}^{n+1}$ are linearly independent for each $(t,y) \in \Omega^*$, it is necessary and sufficient to prove that the $n \times (n+1)$ matrix $D\tilde{H}(t,y)$ has constant rank $n$ in $\Omega^*$. Since using (8) we obtain $\partial \tilde{H}/\partial t = -D_y \tilde{H} f$, we deduce that $D\tilde{H}(t,y)$ has constant rank $n$ in $\Omega^*$ if and only if $\det D_y \tilde{H}(t,y) \neq 0$ for all $(t,y) \in \Omega^*$. But using the chain rule and (11), we get $D_y \tilde{H}(t,y) = D\tilde{F}(\psi(0;t,y)) D_y \psi(0;t,y)$. Using Liouville’s formula like in the proof of Theorem 2, we have

$$\det D_y \tilde{H}(t,y) = \det(D\tilde{F}(\psi(0;t,y))) \neq 0 \text{ for all } (t,y) \in \Omega^* \text{ if and only if } \det \tilde{F}(\psi(0;t,y)) \neq 0 \text{ for all } (t,y) \in \Omega^*,$$

which is equivalent to $\det \tilde{F}(x) \neq 0$ for all $x \in U$. \hfill \Box

For our next result, we will need the following stronger notion of independence for $n$ first integrals of (1). This notion essentially requires that the local diffeomorphism $\tilde{F} : U \to \tilde{F}(U)$ defined in Proposition 11 to be actually a global diffeomorphism. This justifies the use of the term “globally” in the following definition.

Definition 12. We say that $n$ first integrals $H_1, \ldots, H_n$ of (1) in $\Omega^*$ are globally independent if $\tilde{F} = \tilde{H}(0,\cdot) : U \to \mathbb{R}^n$ is a diffeomorphism onto its image, where $\tilde{H} = (H_1, \ldots, H_n)$.

Corollary 13. Assume that $f \in C^m(I \times \hat{U}, \mathbb{R}^n)$ with $m \in \mathbb{N}^* \cup \{\infty\}$. Then there are $n$ first integrals of (1) in $\Omega^*$ of class $C^m(\Omega^*)$ which are globally independent.

Proof. Take any diffeomorphism $\tilde{F} : U \to \tilde{F}(U)$ of class $C^m$ and define the function $\tilde{H} : \Omega^* \to \mathbb{R}^n$ by $\tilde{H}(t,y) = \tilde{F}(\psi(0;t,y))$. Then, using Lemma 4 (i), we get that $\tilde{H} \in C^m(\Omega^*, \mathbb{R}^n)$, and by Proposition 7 (ii), we obtain that its components are first integrals of (1) in $\Omega^*$. Clearly, these first integrals are globally independent in $\Omega^*$ by construction since $\tilde{F} = \tilde{H}(0,\cdot)$. \hfill \Box

As is well known, independent first integrals can be used to describe any other first integral or inverse Jacobi multiplier. We state below this idea for the $n$ globally independent first integrals given by Corollary 13.

Proposition 14. Assume that $f \in C^m(I \times \hat{U}, \mathbb{R}^n)$ with $m \in \mathbb{N}^* \cup \{\infty\}$. Let $H_1, \ldots, H_n$ be $C^m$ first integrals of (1) in $\Omega^*$ which are globally independent. Define the vector function $\tilde{H} = (H_1, \ldots, H_n)$. Then we have.

(i) $H : \Omega^* \to \mathbb{R}$ is a $C^m$ first integral of (1) if and only if there exists a $C^m$ function $\phi$ which is not locally constant and such that $H = \phi(\tilde{H})$ on $\Omega^*$.

(ii) Let $m \geq 2$ and $V^* : \Omega^* \to \mathbb{R}$ as given in Proposition 7, i.e.

$$V^*(t,y) = \exp \left[ \int_0^t \text{div} \chi(s, \psi(s;t,y)) \, ds \right].$$

$V : \Omega^* \to \mathbb{R}$ is a $C^{m-1}$ inverse Jacobi multiplier of (1) linearly independent with $V^*$ if and only if there exists a $C^{m-1}$ function $\phi$ which is not locally constant and such that $V = \phi(\tilde{H})V^*$ on $\Omega^*$. 
Proof. First, we recall that the inverse Jacobi multiplier $V^*$ defined in Proposition 7 (iii) is of class $C^m - 1$ at least and satisfies $V^*(t, y) \neq 0$ for any $(t, y) \in \Omega^*$. Second, since $H_1, \ldots, H_n$ are $C^m$ first integrals of (1) in $\Omega^*$ by hypothesis, we can define according to Definition 12 the diffeomorphism $\tilde{F} : U \to \tilde{F}(U)$ of class $C^m$ as $\tilde{F}(x) = \tilde{H}(0, x)$.

(i) Let $H : \Omega^* \to \mathbb{R}$ be a $C^m$ first integral of (1), take $F = H(0, \cdot)$ and $\phi = F \circ \tilde{F}^{-1}$. Then, $\phi$ is $C^m$ and $F = \phi(\tilde{F})$ on $U$ and, further, $F(\psi(0; t, y)) = \phi(\tilde{F}(0; t, y))$ for all $(t, y) \in \Omega^*$. But, using Proposition 7, this last relation reads as $H = \phi(\tilde{H})$ on $\Omega^*$. The fact that, given some $C^m$ function $\phi$, $\phi(\tilde{H})$ is a $C^m$ first integral follows using Definition 6 of a first integral.

Statement (ii) follows using the previous one and Proposition 7. \hfill $\square$

3. Periodic inverse Jacobi multipliers and periodic first integrals

In this section, we always assume what we call Hypotheses * in the Introduction. Under these hypothesis, it is known that a solution $\psi(\cdot; 0, \tilde{x}) : [0, T] \to \mathbb{R}^n$ of system (1) satisfying $\psi(0; 0, \tilde{x}) = \psi(T; 0, \tilde{x})$ is actually a $T$-periodic solution, in the sense that it has an extension to $\mathbb{R}$ which is a $T$-periodic solution. Hence, $\tilde{x} \in U$ is a fixed point of the Poincaré map $\Pi : U \to \tilde{U}$ if and only if $\psi(\cdot; 0, \tilde{x})$ is a $T$-periodic solution of (1).

Remark 15. If system (1) has a $T$-periodic solution $\psi(t; 0, \tilde{x})$ then there exists an open neighborhood $U$ of $\tilde{x}$ that satisfies statement (c) from Hypotheses *. In order to justify this fact, one can use Lemma 6.6 and Theorem 7.6 from [1].

Let $U_0 \subset \tilde{U}$ be open. We say that an inverse Jacobi multiplier $V$ of system (1) is $T$-periodic in $\mathbb{R} \times U_0$ if $V(t, x) = V(t+T, x)$ for all $t \in \mathbb{R}$ and $x \in U_0$. Similarly, we define the $T$-periodicity of a first integral $H$ in $\mathbb{R} \times U_0$.

Theorem 3 stated in the Introduction shows how the existence of sufficiently many $T$-periodic and independent first integrals and nonvanishing $T$-periodic inverse Jacobi multipliers in $\mathbb{R} \times \tilde{U}$ assures the existence of continua of $T$-periodic solutions.

Proof of Theorem 3. (i) Denote $\tilde{H} = (H_1, \ldots, H_n)$ having as components the $n$ independent first integrals in $\mathbb{R} \times \tilde{U}$ that are $T$-periodic. First consider the set $\Omega^*$ defined by (4) in the case $U = \tilde{U}$, i.e., $\Omega^* = \{(t, \psi(t; 0, x)) : x \in \tilde{U}, t \in I_{(0,x)}\}$. Since $\Omega^* \subset \mathbb{R} \times \tilde{U}$, we also have that $H_1, \ldots, H_n$ are independent in $\Omega^*$. We made these considerations in order to apply Proposition 11 and deduce that $\tilde{F} : \tilde{U} \to \mathbb{R}^n$ defined by $\tilde{F} = \tilde{H}(0, \cdot)$ is a local diffeomorphism. We can take an open set $\tilde{U} \subset U \subset \tilde{U}$, where $U$ is from Hypotheses *, such that $\tilde{x} \in \tilde{U}$ and $\tilde{F} : \tilde{U} \to \tilde{F}(\tilde{U})$ is a diffeomorphism. We consider now the corresponding set $\tilde{\Omega}^*$ defined by (4) for $\tilde{U}$, i.e., $\tilde{\Omega}^* = \{(t, \psi(t; 0, x)) : x \in \tilde{U}, t \in I_{(0,x)}\}$ and note that we have $\tilde{\Omega}^* \subset \Omega^*$. From Proposition 7 (ii), we have that $\tilde{H}(t,y) = \tilde{F}(\psi(t;0,y))$ for all $y \in \psi(t; 0, \tilde{U})$ and $t \in [0, T]$. We define $U_0 = \tilde{U} \cap \psi(T; 0, \tilde{U})$ and note that $U_0$ is an open neighborhood of $\tilde{x}$ and that both $\tilde{H}(0, y)$ and $\tilde{H}(T, y)$ are well defined for any $y \in U_0$. Since $\tilde{H}(\cdot, x)$ is $T$-periodic for any $x \in \tilde{U}$, we must have $\tilde{F}(\psi(0; 0, y)) = \tilde{F}(\psi(0; T, y))$ for any $y \in U_0$. From here (recalling that $\psi(0; 0, y) = y$ and that $\tilde{F}$ is a diffeomorphism in $\tilde{U}$), it follows that $y = \psi(0; T, y)$ for all $y \in U_0$, that further gives $\psi(T; 0, x) = x$ for all $x \in U_0$. This assures that $\psi(\cdot; 0, x)$ is $T$-periodic for any $x \in U_0$.

(ii) Denote $H_1, \ldots, H_{n-1}$ the $n-1$ independent first integrals in $\mathbb{R} \times \tilde{U}$ that are $T$-periodic. In particular, the gradient vectors $\nabla_x H_1(0, x), \ldots, \nabla_x H_{n-1}(0, x)$ are linearly independent for all $x \in \tilde{U}$ and this implies that we can select a $C^1$ function $F_n : \tilde{U} \to \mathbb{R}$ to obtain $\tilde{F} : \tilde{U} \to \mathbb{R}^n$ defined by $\tilde{F} = (H_1(0, \cdot), \ldots, H_{n-1}(0, \cdot), F_n)$ satisfying $\det D\tilde{F}(x) \neq 0$ for any $x \in \tilde{U}$ (if necessary, $\tilde{U}$ can eventually be smaller). Like in (i), there is a sufficiently small open set $\tilde{U} \subset U \subset \tilde{U}$ with $\tilde{x} \in \tilde{U}$ and such that $\tilde{F} : \tilde{U} \to \tilde{F}(\tilde{U})$ is a diffeomorphism. Consider again $\tilde{\Omega}^* = \{(t, \psi(t; 0, x)) : x \in \tilde{U}, t \in I_{(0,x)}\}$ and
\[ H_n(t,y) = F_n(\psi(0;t,y)) \] for all \((t,y) \in \hat{\Omega}^*\). Then, if we denote \(\tilde{H} = (H_1, \ldots, H_{n-1}, H_n)\) we have \(\tilde{H}(t,y) = \tilde{F}(\psi(0;t,y))\) for any \((t,y) \in \hat{\Omega}^*\). We define as in (i) the open neighborhood of \(\tilde{x}\) given by \(U_0 = \tilde{U} \cap \psi(T;0,\tilde{U})\).

Since the first \(n-1\) components of \(\tilde{H}(:,x)\) are \(T\)-periodic for any \(x \in \tilde{U}\), we have that the first \(n-1\) components of \(\tilde{F}(y)\) and of \(\tilde{F}(\psi(0;T,y))\) are the same for any \(y \in U_0\). Then, for each \(h = (h_1, \ldots, h_n) \in \tilde{F}(U_0)\), the first \(n-1\) components of \(\tilde{F} \circ \psi(0;T,\cdot) \circ \tilde{F}^{-1}(h)\) are \(h_1, \ldots, h_{n-1}\). From here, we deduce that the inverse of this map shares the same property. Denote now \(\tilde{U}_0 = \tilde{F}(\psi(0;T,U_0))\) and note that it is an open neighborhood of \(\tilde{F}(\tilde{x})\). But, using properties of the inverses of compositions and recalling that the inverse of \(\psi(0;T,\cdot)\) is \(\psi(T;0,\cdot)\), one can see that the inverse of \(\tilde{F} \circ \psi(0;T,\cdot) \circ \tilde{F}^{-1}: \tilde{F}(U_0) \to \tilde{U}_0\) is just \(\tilde{F} \circ \psi(T;0,\cdot) \circ \tilde{F}^{-1}: \tilde{U}_0 \to \tilde{F}(U_0)\).

After all these, taking into account the definition of the Poincaré map \(\Pi = \psi(T;0,\cdot)\), we obtain that for each \(h \in \tilde{U}_0\) the first \(n-1\) components of \(\tilde{F} \circ \Pi \circ \tilde{F}^{-1}(h)\) are \(h_1, \ldots, h_{n-1}\). We denote the last component of this function by \(p(h)\). In this way, we obtain \(p: \tilde{U}_0 \to \mathbb{R}\), which is \(C^1\), such that

\[ \tilde{F} \circ \Pi \circ \tilde{F}^{-1}(h) = \begin{pmatrix} h_1 \\ \vdots \\ h_{n-1} \\ p(h) \end{pmatrix} \quad \text{with} \quad h = \begin{pmatrix} h_1 \\ \vdots \\ h_{n-1} \\ h_n \end{pmatrix}. \]

Since \(\psi(\cdot;0,\tilde{x})\) is \(T\)-periodic, we have that \(\Pi(\tilde{x}) = \tilde{x}\) and further, denoting \(\tilde{h} = \tilde{F}(\tilde{x})\) we obtain

\[ \tilde{F} \circ \Pi \circ \tilde{F}^{-1}(\tilde{h}) = \tilde{h}. \]

This gives \(p(\tilde{h}) = \tilde{h}_n\). We define the \(C^1\) scalar function \(\tilde{p}\) of a scalar variable

\[ \mu \mapsto \tilde{p}(\mu) = p(\tilde{h}_1, \ldots, \tilde{h}_{n-1}, \mu) \]

where the variable \(\mu\) ranges in an open neighborhood of \(\tilde{h}_n\). Hence, we have

\[ \tilde{F} \circ \Pi \circ \tilde{F}^{-1} \begin{pmatrix} \tilde{h}_1 \\ \vdots \\ \tilde{h}_{n-1} \\ \mu \end{pmatrix} = \begin{pmatrix} \tilde{h}_1 \\ \vdots \\ \tilde{h}_{n-1} \\ \tilde{p}(\mu) \end{pmatrix}. \quad (12) \]

We observe that

\[ \tilde{p}(\tilde{h}_n) = \tilde{h}_n. \]

We claim that \(\tilde{p}\) is the identity map in an open neighborhood of \(\tilde{h}_n\). For any \(\mu\) in that neighborhood, we denote

\[ x^*(\mu) = \tilde{F}^{-1}(\tilde{h}_1, \ldots, \tilde{h}_{n-1}, \mu). \]

Then, \(\Pi(x^*(\mu)) = x^*(\mu)\) finishing the proof.

It remains to prove the claim. For this, we need to use the existence of an inverse Jacobi multiplier. The hypotheses of Theorem 2 are fulfilled for the inverse Jacobi multiplier \(\tilde{V} : \mathbb{R} \times \tilde{U} \to \mathbb{R}\); hence, (3) is satisfied. Using that \(\tilde{V}(0,x) \neq 0\) for all \(x \in \tilde{U}\) and that, by \(T\)-periodicity of \(\tilde{V}\), \(\tilde{V}(T,\Pi(x)) = \tilde{V}(0,\Pi(x))\) for any \(x \in \tilde{U}\), (3) gives

\[ \det D\Pi(x) = \frac{\tilde{V}(0,\Pi(x))}{\tilde{V}(0,x)} \quad \text{for all} \quad x \in \tilde{U}. \quad (13) \]

This is a fully nonlinear first-order partial differential equation for the Poincaré map \(\Pi\), which has as solution the identity map. Of course, when \(n = 1\), this reduces to a first-order scalar ordinary differential
equation for $\Pi$. In arbitrary dimensions, using (13), we will find that $\tilde{p}(\mu)$ satisfies a first-order scalar ordinary differential equation. For this, we compute the determinant of the Jacobian matrix of $\tilde{F} \circ \Pi \circ \tilde{F}^{-1}$ in two ways. First, we take into account the structure of this map emphasized before, so that

$$D\left(\tilde{F} \circ \Pi \circ \tilde{F}^{-1}\right) = \left(\frac{\partial \tilde{p}}{\partial \mu_n}\right)$$

where $I_n$ denotes the identity matrix of order $n$. Therefore, we obtain that

$$\det D\left(\tilde{F} \circ \Pi \circ \tilde{F}^{-1}\right) = \frac{\partial \tilde{p}}{\partial \mu_n}.$$ 

Second, we use the chain rule and properties of determinants so that

$$\det D\left(\tilde{F} \circ \Pi \circ \tilde{F}^{-1}\right) = \det D\tilde{F} \left(\Pi \circ \tilde{F}^{-1}\right) \det D\Pi \left(\tilde{F}^{-1}\right) \det D\tilde{F}^{-1}.$$ 

Using the two relations above and (13), we obtain that

$$\frac{\partial \tilde{p}}{\partial \mu_n} = \det D\tilde{F} \left(\Pi \circ \tilde{F}^{-1}\right) \frac{\tilde{V}(0, \Pi \circ \tilde{F}^{-1})}{\tilde{V}(0, \tilde{F}^{-1})} \det D\tilde{F}^{-1}$$

holds for every variable $\mu \in V$. If we write (14) only for the vectors

$$\tilde{h}_\mu = \begin{pmatrix} \tilde{h}_1 \\ \vdots \\ \tilde{h}_{n-1} \\ \mu \end{pmatrix},$$

using (12), we obtain

$$\frac{d\tilde{p}}{d\mu}(\mu) = \det D\tilde{F} \left(\tilde{F}^{-1}(\tilde{h}_\mu)\right) \frac{\tilde{V}(0, \tilde{F}^{-1}(\tilde{h}_\mu))}{\tilde{V}(0, \tilde{F}^{-1}(\tilde{h}_\mu))} \det D\tilde{F}^{-1}(\tilde{h}_\mu).$$

Hence, $\tilde{p}$ is the unique solution of the Cauchy problem for the ordinary differential equation (15) with the initial condition $\tilde{p}(\tilde{h}_n) = \tilde{h}_n$. It is not difficult to see that the identity function $\tilde{p}(\mu) = \mu$, with $\mu$ in a neighborhood of $\tilde{h}_n$, is the solution of this initial value problem. The claim is proved. \qed

**Remark 16.** The assumption that there exists $n-1$ independent first integrals which are $T$-periodic in Theorem 3 (ii) is essential when $n \geq 2$ as the following example shows. We consider the linear $2$-dimensional system $\dot{x} = A(t)x$ with the continuous $T$-periodic in $\mathbb{R}$ diagonal matrix $A(t) = \text{diag}\{a_1(t), a_2(t)\}$ such that $\int_0^T a_i(s)ds \neq 0$ for $i = 1, 2$, but $\int_0^T (a_1(s) + a_2(s))ds = 0$. This system has the $T$-periodic inverse Jacobi multiplier $V^*(t, x) = \exp\left(\int_0^t[\frac{1}{2}a_1(s) + a_2(s)]ds\right)$ with $V^*(0, x) = 1$, but the only $T$-periodic solution is the trivial one $\psi(t; 0, (0,0)) = (0,0)$ as can be easily shown using the theory of linear systems under the conditions imposed to the coefficients of the system.

**Example 17.** Let us consider the following family of systems defined in $\mathbb{R} \times \mathbb{R}^2$:

$$\dot{x}_1 = a_1(t)x_1 + x_1^{k_1} F_1(t, x_2), \quad \dot{x}_2 = a_2(t)x_2 + x_2^{k_2} F_2(t, x_1),$$

where $k_i \in \mathbb{N}$, and $a_i \in C(\mathbb{R})$ are $T$-periodic functions satisfying $\int_0^T a_i(s)ds = 0$.

The system admits the $T$-periodic in $\mathbb{R} \times \mathbb{R}^2$ inverse Jacobi multiplier

$$\tilde{V}(t, x_1, x_2) = x_1^{k_1} x_2^{k_2} \exp\left(\int_0^t[1 - k_1]a_1(s) + (1 - k_2)a_2(s)]ds\right).$$

Hence, $\tilde{V}(0, x_1, x_2) \neq 0$ if $(x_1, x_2) \in \bar{U} = \{(x_1, x_2) \in \mathbb{R}^2 : x_1 x_2 \neq 0\}$. 
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Notice that the axis of coordinates are invariant under the process and we have
\[
\psi(t; 0, (x_1, 0)) = \left( x_1 \exp \left( \int_0^t a_1(s) ds \right), 0 \right),
\]
\[
\psi(t; 0, (0, x_2)) = \left( 0, x_2 \exp \left( \int_0^t a_2(s) ds \right) \right).
\]
In particular, the origin is an equilibrium and \( \psi(t; 0, (x_1, 0)) \) and \( \psi(t; 0, (0, x_2)) \) are (non-isolated) \( T \)-periodic solutions for each \( x_1 \in \mathbb{R} \) and \( x_2 \in \mathbb{R} \). Now, the question is: What about the \( T \)-periodicity of \( \psi(t; 0, (x_1, x_2)) \) with \( x_1x_2 \neq 0 \)? Can the system have isolated \( T \)-periodic solutions?

To give a partial answer to this question, we consider the particular case of (16),
\[
\dot{x}_1 = a_1(t)x_1 - m_2b(t)x_1^{k_1} x_2^{k_2-1}, \quad \dot{x}_2 = a_2(t)x_2 + m_1b(t)x_1^{k_1-1} x_2^{k_2},
\]
with \( m_i \in \mathbb{N} \) and \( b \in C(\mathbb{R}) \). We found for (17) the \( T \)-periodic first integral
\[
H(t, x_1, x_2) = x_1^{m_1} x_2^{m_2} \exp \left( - \int_0^t [m_1 a_1(s) + m_2 a_2(s)] ds \right) \quad \text{in} \quad \mathbb{R} \times \mathbb{R}^2.
\]
One can see that \( \nabla H(t, x_1, x_2) \neq (0, 0, 0) \) if \( (t, x_1, x_2) \in \mathbb{R} \times \bar{U} \). We intend to apply Theorem 3 (ii) in order to deduce that (17) does not have isolated \( T \)-periodic solutions. Let \( \psi(t; 0, (\bar{x}_1, \bar{x}_2)) \) be a \( T \)-periodic solution with \( \bar{x}_1 \bar{x}_2 \neq 0 \) (when \( \bar{x}_1 \bar{x}_2 = 0 \) we already know that it is not isolated). Take \( U \) an open neighborhood of \((\bar{x}_1, \bar{x}_2)\) with the properties guaranteed in Remark 15. We can assume that \( U \subset \bar{U} \). We conclude now that all the hypotheses of Theorem 3 (ii) are fulfilled with \( n = 2 \), the first integral \( H \) and the inverse Jacobi multiplier \( \bar{V} \) given above. Hence, indeed, the \( T \)-periodic solution \( \psi(t; 0, (\bar{x}_1, \bar{x}_2)) \) (if it exists) is not isolated in the set of \( T \)-periodic solutions of (17).

An interesting particular case of system (1) is when it is divergence free, i.e., \( \text{div} \mathcal{X} = \sum_{i=1}^n \frac{\partial f_i}{\partial x_i} = 0 \) in \( I \times \bar{U} \). In this case, the inverse Jacobi multiplier \( V^* \) given in Proposition 7 (ii) is simply \( V^* = 1 \) and hence always \( T \)-periodic and non-null. Theorem 3 (ii) becomes in this case.

**Corollary 18.** Assume Hypothesis * and that there exists \( \bar{x} \in U \) such that \( \psi(\cdot; 0, \bar{x}) \) is a \( T \)-periodic solution of (1). Assume, in addition, that \( \text{div} \mathcal{X} = 0 \) in \( I \times \bar{U} \). If there exist \( n-1 \) independent first integrals in \( \mathbb{R} \times \bar{U} \) which are \( T \)-periodic then the \( T \)-periodic solution \( \psi(\cdot; 0, \bar{x}) \) is included into a \( 1 \)-parameter family of \( T \)-periodic solutions \( \psi(t; 0, \bar{x}^*(\mu)), \) where \( \bar{x}^* \) is a \( C^1 \) function in some open interval of reals.

We restate now Theorem 3 in the particular case \( n = 1 \), but introducing the small improvement that the conclusion holds globally. The proof does not introduce any new idea.

**Theorem 19.** Let \( n = 1 \). Assume Hypothesis * and that there exists \( \bar{x} \in U \) such that \( \psi(\cdot; 0, \bar{x}) \) is a \( T \)-periodic solution of (1).

(i) If there exists a first integral \( H \) in \( \mathbb{R} \times \bar{U} \) of (1) which is \( T \)-periodic and such that \( H(0, \cdot) : U \to \mathbb{R} \) is a diffeomorphism onto its image, then \( \psi(\cdot; 0, x) \) is \( T \)-periodic for any initial condition \( x \in U \cap \psi(T; 0, U) \).

(ii) If there exist an inverse Jacobi multiplier \( \bar{V} \) in \( \mathbb{R} \times \bar{U} \) which is \( T \)-periodic and such that \( \bar{V}(0, x) \neq 0 \) for all \( x \in \bar{U} \), then \( \psi(\cdot; 0, x) \) is \( T \)-periodic for any \( x \in \bar{U} \).

**Proof.** Part (i) can be easily seen following the proof of Theorem 3 (i).
(ii) In this particular case, we need only relation (13) from the proof of Theorem 3 (ii) that gives that the Poincaré map $\Pi : U \to \tilde{U}$ is a solution of the ordinary differential equation

$$\Pi'(x) = \frac{\tilde{V}(0, \Pi(x))}{\tilde{V}(0, x)}, \quad x \in U.$$  

In addition, we have that $\Pi(\tilde{x}) = \tilde{x}$. We deduce using the uniqueness of the solution of an ordinary differential equation with $C^1$ right-hand side that we must have $\Pi(x) = x$ for any $x \in U$.

**Remark 20.** The assumption that there exists a $T$-periodic solution $\psi(\cdot; 0, \tilde{x})$ with $\tilde{x} \in U$ is essential in Theorem 19 (i) as the following example shows. We consider the scalar ordinary differential equation $\dot{x} = x$, with $I = \mathbb{R}$, $\tilde{U} = (0, \infty)$ and $U = (1, 2)$. One can check that $H(t, x) = \sin(t - \ln x)$ is a $2\pi$-periodic first integral in $\mathbb{R} \times \tilde{U}$ of $\dot{x} = x$. Moreover, $H(0, x) = -\sin(\ln x)$ is a diffeomorphism from $U = (1, 2)$ onto its image. But it is easy to see that none of the solutions $\psi(\cdot; 0, x)$ with $x \in U$ is $2\pi$-periodic. In fact, here we have that $U \cap \psi(2\pi; 0, U) = (1, 2) \cap (e^{2\pi}, 2e^{2\pi}) = \emptyset$.

**Remark 21.** The assumption that there exists a $T$-periodic solution $\psi(\cdot; 0, \tilde{x})$ with $\tilde{x} \in U$ is essential in Theorem 19 (ii) as the following example shows. We consider the scalar linear ordinary differential equation $\dot{x} = a(t)x + b(t)$, where $a, b$ are continuous and $T$-periodic scalar functions. Assume that $\int_0^T a(s)ds = 0$ and $\int_0^T \exp\left(-\int_0^t a(s)ds\right) b(t)dt \neq 0$. In these conditions, this linear differential equation has no $T$-periodic solution. Take $I = \tilde{U} = U = \mathbb{R}$. One can check that $V(t, x) = V^*(t, x) = \exp\left(\int_0^t a(s)ds\right)$ is a $T$-periodic inverse Jacobi multiplier in $\mathbb{R} \times \mathbb{R}$ that also satisfies $\tilde{V}(0, x) = 1 \neq 0$.

**Remark 22.** The assumption that $\tilde{V}(0, x) \neq 0$ for all $x \in \tilde{U}$ is essential in Theorem 19 (ii) as the following example shows. We consider again the scalar ordinary differential equation $\dot{x} = x$, this time with $I = \tilde{U} = U = \mathbb{R}$ and $T > 0$ arbitrary fixed. We have that the solution $\psi(t; 0, 0) = 0$ is $T$-periodic, and the inverse Jacobi multiplier $V(t, x) = x$ is also $T$-periodic in $\mathbb{R} \times \mathbb{R}$. But there are no other $T$-periodic solutions of $\dot{x} = x$.

We are interested now to study the reciprocal of Theorem 3 (i). The next Lemma and Theorem state in what conditions is valid.

**Lemma 23.** Assume Hypothesis $\ast$ and suppose that $\psi(\cdot; 0, x)$ is $T$-periodic for all $x \in U$. Let $H : \Omega^* \to \mathbb{R}$ and $V : \Omega^* \to \mathbb{R}$ be a first integral, and, respectively, an inverse Jacobi multiplier of (1). Then

$$H(t + T, y) = H(t, y) \quad \text{and} \quad V(t + T, y) = V(t, y) \quad \text{for all} \quad (t, y) \in \Omega^*.$$  

If there exists an open set $U_0 \subset U$ such that $\mathbb{R} \times U_0 \subset \Omega^*$ then both $H$ and $V$ are $T$-periodic in $\mathbb{R} \times U_0$.

**Proof.** Let $(t, y) \in \Omega^*$ and denote $x = \psi(0; t, y) \in U$. Then, $y = \psi(t; 0, x) = \psi(t + T; 0, x)$, and further, $x = \psi(0; t + T, y)$. Thus, using the hypothesis that $\psi(\cdot; 0, x)$ is $T$-periodic for any $x \in U$, we have proved that

$$\psi(0; t + T, y) = \psi(0; t, y) \quad \text{for any} \quad (t, y) \in \Omega^*.$$  

(18)

Now, the $T$-periodicity of $\psi(\cdot; 0, x)$ for any $x \in U$ assures also the $T$-periodicity of $D_x \psi(\cdot; 0, x)$ for any $x \in U$. This fact and relation (18) assure that $V^*(t, y) = \det(D_x \psi(t; 0, \psi(0; t, y)))$ that appears in Proposition 7 satisfies

$$V^*(t + T, y) = V^*(t, y) \quad \text{for any} \quad (t, y) \in \Omega^*.$$  

(19)

The conclusion follows using the expressions of $H$ and $V$ given in Proposition 7 and relations (18) and (19).
Theorem 24. Assume Hypothesis * and suppose that \( \psi(\cdot;0,x) \) is \( T \)-periodic for all \( x \in U \). Fix \( \tilde{x} \in U \) and denote \( \varphi = \psi(\cdot;0,\tilde{x}) \). Let \( H : \Omega^* \to \mathbb{R} \) and \( V : \Omega^* \to \mathbb{R} \) be a first integral, and, respectively, an inverse Jacobi multiplier of \( (1) \). Then there exists an open neighborhood \( U_0 \subset U \) of \( \tilde{x} \) such that

\[
H(t + T, y + \varphi(t)) = H(t, y + \varphi(t)) \quad \text{and} \quad V(t + T, y + \varphi(t)) = V(t, y + \varphi(t)),
\]

for all \( t \in \mathbb{R} \) and \( y \in U_0 \). In particular, if \( \psi(t;0,\tilde{x}) = \tilde{x} \) for all \( t \in \mathbb{R} \) then \( H \) and \( V \) are \( T \)-periodic in \( \mathbb{R} \times U_0 \).

Proof. We consider first the particular case that the fixed solution is the null solution, i.e., \( \psi(t;0,0) = 0 \) for all \( t \in \mathbb{R} \). In this case, for any \( t \in [0,T] \), we have that \( \psi(t;0,U) \) is an open neighborhood of 0, which implies that

\[
U_0 = \bigcap_{t \in [0,T]} \psi(t;0,U) \subset U
\]

is an open neighborhood of 0. Since \( \Omega^* = \{(t, \psi(t;0,x)) : t \in \mathbb{R}, x \in U \} \) and \( \psi(\cdot;0,x) \) is \( T \)-periodic for all \( x \in U \), from the definition of \( U_0 \) it is clear that \( \mathbb{R} \times U_0 \subset \Omega^* \). The conclusion follows by Lemma 23.

Consider now the general case and let \( H \) and \( V \) like in the hypothesis. We introduce the new variable \( u = x - \varphi(t) \) so that Eq. (1) is transformed into equation

\[
\dot{u} = f(t,u + \varphi(t)) - f(t,\varphi(t)).
\]

Its process \( \gamma \) satisfies \( \gamma(t;0,u) = \psi(t;0,u + \tilde{x}) - \varphi(t) \) for all \( u \in U - \tilde{x} \), assuring that \( \gamma(\cdot;0,u) \) is \( T \)-periodic for all \( u \in U - \tilde{x} \) and that \( \gamma(t;0,0) = 0 \) for all \( t \in \mathbb{R} \). Then, Eq. (21) is in the particular case solved before. It can be easily shown that \( H(t, u + \varphi(t)) \) and \( V(t, u + \varphi(t)) \) are a first integral, and, respectively, an inverse Jacobi multiplier of (21). Thus, they are \( T \)-periodic in \( \mathbb{R} \times U_0 \). The proof is done.
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