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Abstract

Cellular automata have recently attracted a lot of attention as testbeds to explore the emergence of many-body quantum chaos and hydrodynamics. We consider the Rule 54 model, one of the simplest interacting integrable models featuring two species of quasiparticles (solitons), in the presence of an integrability-breaking perturbation that allows solitons to backscatter. We study the onset of thermalization and diffusive hydrodynamics in this model, compute perturbatively the diffusion constant of tracer particles, and comment on its relation to transport coefficients.
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1. Introduction

Understanding the emergence of hydrodynamics in quantum and classical systems from simple, reversible, microscopic dynamics has been a long-standing enterprise [1]. Cellular automata take a very special role in this direction as they represent an attempt to reduce to Boolean logic rules the equations of hydrodynamics [2]. Their use in this field has a long history going back to the 70s and extending through the 80s [3–7] with the culmination of a particular cellular automaton (CA) successfully modeling the Navier–Stokes equations governing viscous fluids [5].

Cellular automata have made a come back in recent years, as toy models to explore questions regarding thermalization and ergodicity breaking in quantum systems [8–13], as well as...
for serving as minimal models of interacting (integrable or not) systems [14–18]. Rule 54, a CA which involves two species of solitons which are distinguished by their chiralities (we will refer to them as ‘R’ and ‘L’ solitons, for right and left moving solitons) and which features many similarities with more complicated integrable systems, is special in this context as its rather simple structure has allowed for a flurry of works studying in great detail various aspects of the model, ranging from analytical expressions to nonequilibrium steady-states [19–23], operator and entanglement spreading [24–27], hydrodynamics in the context of generalized hydrodynamics (GHD) [25, 28, 29], and thermalization properties [30]. Given these well-established properties, it seems natural to use Rule 54 as a starting point in order to study more complex dynamics. In this sense, in this work we address the fate of the dynamics in Rule 54 when solitons are allowed to back scatter \( R \leftrightarrow L \) at a given rate, thereby breaking the integrability of the model.

Integrability breaking is a topic that also has a long history [31–52]. The qualitative effects of integrability breaking perturbations are clear: even a small integrability-breaking perturbation leads to thermalization and diffusive transport at sufficiently long times [53], quasiparticles acquire a finite lifetime, and Drude weights in a.c. conductivities are broadened into Lorentzians. Yet making this picture more quantitative has only started to be possible very recently, in great part thanks to the advent of GHD [54–56]. This framework has allowed for a more refined picture. For instance, in some cases, the diffusion constant of the residual conserved quantities can be expressed purely in terms of hydrodynamic data of the integrable model, through the rates at which nonconserved charges decay [57, 58]. Other recent results include [59–61]—see also [62] for a recent review on progress on the physics of integrability breaking from the point of view of GHD. The main bottleneck for a full understanding of the physics of integrability breaking is a lack of tools to compute the various decay rates governing the relaxation of nonconserved charges, which should be controlled by Fermi Golden’s rule (FGR). The matrix elements (‘form factors’) of the integrability-breaking perturbation are usually out of reach analytically, especially for physical processes that involve high momentum transfer, and thus fall outside of current hydrodynamic results.

It is therefore crucial to find simple, tractable yet interacting models to study the physics of integrability breaking. Understanding in detail such dynamics in a controlled setup would be of paramount importance as many nonequilibrium one dimensional quantum systems of experimental relevance are affected by perturbations that weakly break some conservation laws and a full account of these effects can affect the dynamics on accessible timescales [60, 63].

In this work, we address the fate of integrable dynamics in the presence of backscattering noise in the Rule 54 CA. More explicitly, we consider a specific mechanism whereby a right mover turns into a left mover, and vice versa, with some small probability \( p \) per time step (this will break the conservation of the chirality imbalance \( R - L \), while preserving the total number of solitons \( R + L \)). The resulting dynamics consists of the only remaining conserved charge, the density of particles of both chiralities in the system, spreading diffusively, while the nonconserved charges, including the chirality imbalance, decay exponentially at long enough times. We focus on the dynamics of a tracer soliton and show that the resulting dynamics is chaotic with a characteristic self-diffusion constant that depends on the perturbation strength and the density of particles in the system (for small enough \( p \), so that the system remains near the local equilibrium of the integrable limit at all times). This self-diffusion constant is generally different from the diffusion constant governing transport, which evades a full analytical treatment. The lack of a dephasing mechanism in this model (and in similar classical models)
invalidates a perturbative treatment in the spirit of FGR as terms higher order in the perturbation strength grow in time as well (so that one cannot restrict to the lowest nontrivial order in perturbation theory).

The remainder of this article is divided as follows. We start off in section 2 describing the model, its interpretation as a quantum circuit, and the observables of interest. In section 3 we discuss the thermodynamics of Rule 54, and its hydrodynamics using GHD framework. We present the relevant GHD equations which take a very simple form as a result of the presence of just two types of solitons. The simplicity of the model allows us to also compute transport coefficients analytically. We next verify all these predictions (hydrodynamic equations + transport coefficients) using tensor network based numerical simulations finding excellent agreement. The next section, section 4 deals with the breaking of integrability in the model. Our main focus here is on tracer dynamics which one can understand in terms of a random walk with a dressed mean-free path as a result of a finite density of particles. Our predictions here are checked against numerical simulations. We also discuss transport from the point of view of linear response (LR) and argue that the FGR fails to be applicable in this system (in the sense that the leading nontrivial order in time dependent perturbation theory does not determine the decay rate of the nonconserved charges), a direct consequence of a lack of a dephasing mechanism in the system due to its classical nature. We close drawing some conclusions in section 5.

2. Brief description of the Rule 54 model

2.1. Dynamical rule and states

A CA [64] is an array of sites each taking elements in a Boolean set $\mathcal{F}$, in our case $\mathcal{F} = \{\square, \blacksquare\}$, with e.g. $\square \equiv 1$ and $\blacksquare \equiv 0$. A state is given by a specific configuration of these elements. States are evolved according to some dynamical rules that flip an element, that is, $\square \leftrightarrow \blacksquare$, depending on the elements of its immediate neighbors. Given some state at time step $t$, $s^{(t)}$, the Rule 54 flips an element if any of its two adjacent sites takes the element $\square$. Labeling each site index by an element in $\mathbb{Z}/2$, this dynamical rule is implemented via the two step process

$$s^{(t+1/2)}_i = W[s^{(t)}_{i-1/2}, s^{(t)}_i, s^{(t)}_{i+1/2}], \quad s^{(t+1)}_{i+1/2} = W[s^{(t+1/2)}_i, s^{(t+1/2)}_{i+1/2}, s^{(t+1/2)}_{i+2}], \quad (1)$$

with $i \in \mathbb{Z}$, $s \in \mathcal{F}$ and

$$W[x_a, x_b, x_c] \equiv x_a + x_b + x_c + x_a x_c \pmod{2}. \quad (2)$$

We work in a system of $2L$ sites and periodic boundary conditions (pbc). Site indices labeled by an integer are referred to as being $A$ type, the rest being $B$ type. A unit cell consists of an adjacent pair of $A$ and $B$ sites. For convenience of notation we will only indicate the location of the unit cell by labeling the $i$th site of $A$ type. E.g. for a system of six sites a state could be $s = \square\blacksquare\square\square\square\square\square$, where also for clarity of notation we will separate adjacent unit cells. From now on we will only label the necessary unit cells.

2.2. Rule 54 as a unitary quantum circuit

The Rule 54 CA has an interpretation in terms of a unitary circuit with local gates (with the prescription $\square \equiv \uparrow$ and $\blacksquare \equiv \downarrow$)

$$\hat{W}_j = \hat{\sigma}_j^\dagger (1 - \hat{d}_{j-1/2} \hat{d}_{j+1/2}) + \hat{d}_{j-1/2} \hat{d}_{j+1/2}, \quad j \in \mathbb{Z}/2, \quad (3)$$

where $\hat{d}_j$ stands for the creation operators of a fermionic field.
where \( \hat{d}_j = \frac{1}{2}(\hat{1}_j - \hat{\sigma}_j^z) = [\ ](\ )_j \) and \( \hat{\sigma}_j^a, a \in \{x, y, z\} \), are the Pauli matrices. Each time step is then given by a two step cycle as

\[
\hat{F} = \hat{W}_B \hat{W}_A, \quad \hat{W}_{A/B} = \otimes_{j \in A/B} \hat{W}_j.
\]  

Each unitary gate thus comprises three sites. Note that, despite the classical nature of the dynamics in the \( z \) basis, the resulting dynamics generates operator entanglement \([24, 26]\) (as can be checked by evolving any local operator by (4)). In this paper we will make use of both the classical description of the model using large scale Monte Carlo (MC) simulations to access free dynamics to have access to precise values of transport coefficients already accessible at operator (MPO) techniques \([65]\) (for which we will take full advantage of the resulting noise-free dynamics to have access to precise values of transport coefficients already accessible at early to intermediate times).

### 2.3. Observables

Although the dynamical rules (2) are hard to fit in the usual framework of Yang–Baxter integrability, they are believed to lead to integrable dynamics \([28, 29, 66]\). There are infinitely many conserved quantities, but we will only be concerned with the conservation of right and left moving solitons—see e.g. figure 1. These conservation laws will allow for a kinetic description of the system upon coarse graining and whose discussion is postponed to the next section. The number of right-movers \( N_R \) and left-movers \( N_L \) are independently conserved throughout the entire evolution, s.t. at any time step \( t \) we have \( N_R^{(t+1)} = N_R^{(t)} \) and \( N_L^{(t+1)} = N_L^{(t)} \). One can parameterize these in terms of the local observables \( \hat{\rho}_{R/L,x} = \sum_{x} \hat{\rho}_{R/L,x}/x \) s.t. \( \hat{N}_{R/L} = \sum_{x} \hat{\rho}_{R/L,x}/x \) where

\[
\hat{\rho}_{R,x} = [\ ]_x + \boxespace + \boxespace, \quad \hat{\rho}_{L,x+1/2} = [\ ]_x + \boxespace + \boxespace.
\]  

where an empty square at site \( x \) is the identity element, e.g. \( [\ ]_x = \boxespace + \boxespace \), acting as diagonal operators in the computational basis. The two last elements in (5) and (6) come from a counting of right and left solitons during a collision event—see figure 1. In the language of quantum operators, these conservation laws translate into \( [\hat{F}, \hat{N}_{R/L}] = 0 \). The conserved number of right and left movers gives rise to microscopic currents. Focusing on the right-movers first note that \( \hat{\rho}_{R,x}^{(t+1)} = \hat{\rho}_{R,x} - \hat{\rho}_{R,x}^{(t)} = \hat{\rho}_{R,x}^{(t)} - \hat{\rho}_{R,x}^{(t-1)} + \hat{\rho}_{R,x}^{(t-1)} - \hat{\rho}_{R,x}^{(t-2)} \). By linearity, this implies

\[
\hat{\rho}_{R,x}^{(t+1)} - \hat{\rho}_{R,x}^{(t)} = \hat{\rho}_{R,x}^{(t)} - \hat{\rho}_{R,x}^{(t-1)} + \hat{\rho}_{R,x}^{(t-1)} - \hat{\rho}_{R,x}^{(t-2)}. \tag{7}
\]

Proceeding identically for the left-movers we get

\[
\hat{\rho}_{L,x}^{(t+1)} - \hat{\rho}_{L,x}^{(t)} = \hat{\rho}_{L,x}^{(t)} - \hat{\rho}_{L,x}^{(t-1)} + \hat{\rho}_{L,x}^{(t-1)} - \hat{\rho}_{L,x}^{(t-2)} = 0, \tag{8}
\]

with the local current \( \hat{J}_{L,x} = \boxespace \). Note that there exists some gauge freedom in the way we choose the local currents as we can always add a local gradient term that would still give rise to the conservation of \( \hat{N}_{R/L} \). An alternative basis to the \( R/L \) basis that will be useful later is given in terms of the density of particles (or density of positive movers) \( \hat{\rho}_+ = \hat{\rho}_R + \hat{\rho}_L \) and imbalance in the number of right and left movers (or density of negative movers) \( \hat{\rho}_- = \hat{\rho}_R - \hat{\rho}_L \). (As discussed in the introduction, the integrability breaking mechanism we will consider below will break the conservation of \( \hat{\rho}_- \)).
3. GHD equations and transport coefficients in the Rule 54 model

3.1. Thermodynamics

The thermodynamics of the Rule 54 model was already discussed in [25]. Equilibrium states are expressed in terms of the classical, one-dimensional partition function

\[ Z = \sum_{\{s\}} e^{-\mu_R N_R(s)} - \mu_L N_L(s) \]

which can be computed using the transfer matrix

\[
T = \begin{pmatrix}
1 & 1 & e^{-\mu_R - \mu_L} & e^{-\mu_R/2 - \mu_L/2} \\
1 & 1 & e^{-\mu_R - \mu_L} & e^{-\mu_R/2 - \mu_L/2} \\
e^{-\mu_R/2} & e^{-\mu_R/2} & e^{-\mu_R - \mu_L} & e^{-\mu_R/2 - \mu_L/2} \\
e^{-\mu_R/2} & e^{-\mu_R/2} & e^{-\mu_R - \mu_L} & e^{-\mu_R/2 - \mu_L/2}
\end{pmatrix},
\]

written in the \{■■, □■, ■□, □□\} basis. Because Rule 54 is also integrable, equilibrium states can also be formulated in terms of Bethe and thermodynamic Bethe ansatz (TBA) equations [67, 68]. The simplicity of the model permits us to write down a closed form for these [28]. We can either work in the \( R, L \) or the \(+, -\) basis, being both related via \( \bar{\rho} = (\rho_R, \rho_L) = O (\rho_+, \rho_-) \) with

\[
O = \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}.
\]
The Bethe equations are expressed in terms of the *scattering kernel*, written in the $R, L$ basis

$$K = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}. \quad (11)$$

In the $\{+, -\}$ basis this matrix is diagonal with 0 in the $+, +$ component. That is, $\rho_+$ is a zero mode of $K$ (this will have important consequences for the transport properties of these modes, as we discuss next). It is useful to introduce the *dressing* operation $\hat{h}^{Kr} = (1 + K\mathbf{n})^{-1}\hat{h}$, for any vector $\hat{h} \in \mathbb{R}^2$. (In the theory of integrable systems, this operation plays a crucial role, capturing the effects of interactions on physical quantities.) The Bethe equation in Rule 54 is given by

$$\tilde{\rho} = \mathbf{n}_1^{Kr}, \quad (12)$$

where $\mathbf{1} = (1, 1)$ and the Fermi factors in matrix form read $\mathbf{n} = \text{diag}(n_R, n_L)$ with $n_{R/L} = \rho_{R/L}/\rho_{R/L}^{\text{tot}}$, where $\rho_{R/L}^{\text{tot}}$, total density of states. The Bethe equation reads [28]

$$\rho_{R/L}^{\text{tot}} = 1 + \rho_{L/R} - \rho_{R/L}. \quad (13)$$

In a generalized Gibbs ensemble with chemical potentials $\mu_R$ and $\mu_L$, the Fermi factors are given by $n_{R/L} = 1/(1 + \exp(\epsilon_{R/L}))$, where the quantities $\epsilon_{R/L}$ are called *pseudoenergies* of the quasiparticles. They fulfill the TBA equations [28]

$$\epsilon_{R/L} = \mu_{R/L} + \log \frac{1 + e^{-\epsilon_{R/L}}}{1 + e^{\epsilon_{R/L}}}. \quad (14)$$

Computing thermodynamic quantities through solving those equations or using the transfer matrix (9) give identical results.

3.2. Hydrodynamics

Hydrodynamics is a theory based upon *coarse graining*, and the assumption of local equilibrium. Coarse graining is the procedure by which we consider the dynamics at a fluid cell level and in the limit of *sufficiently* large space-time points $x, t$ [54–56, 69]. The exact mechanism through which this happens is via averaging Heisenberg operators $\hat{O}_0$ w.r.t. a Gibbs ensemble of locally conserved charges—that is, we assume that the system is in *local equilibrium*.

$$\langle \hat{O}_0 \rangle_{\mu_R, \mu_L} \equiv \frac{1}{Z} \text{tr} \left[ \hat{O}_0 \ e^{-\sum_x \mu_R(x) \hat{n}_{R,x} + \mu_L(x) \hat{n}_{L,x}} \right]. \quad (15)$$

To simplify the notations, we will simply denote such expectation values as $O_0 \equiv \langle \hat{O}_0 \rangle_{\mu_R, \mu_L}$ making implicit assumption that such quantities are evaluated w.r.t. an arbitrary background state.

Hydrodynamics dictates that after *local equilibration* has occurred, the exact (lattice) relations $\hat{\rho}_{R/L,x}^{l+1} - \hat{\rho}_{R/L,x}^{l} + J_{R/L,x+1}^{l} - J_{R/L,x}^{l} = 0$ may be replaced by the coarse grained ones $\hat{\rho}_{R,L,x}^{l} + \hat{J}_{R,L,x}^{l} = 0$. So far we have focused our analysis on the two local conservation laws corresponding to $R/L$ movers (alternatively $+/ -$ movers). Integrable systems have infinitely many local conserved laws. In Rule 54 those infinitely many remaining conservation laws correspond to *adjacent spacings* of solitons of the same chirality [24], but do not play any role on the transport properties of the quantities of interest.
Having argued the emergence of two conservation laws in the model at hand, let us now see how the GHD framework allows us to go further and compute transport coefficients. The continuity equations were worked out already in reference [25]. These read

$$\partial_t \rho_{\pm} + \partial_x j_{\pm} = 0,$$

(16)

where the currents are given by \( j_{\pm} = \rho_R v_R \pm \rho_L v_L \). We emphasize that equation (16), as opposed to equations (7) and (8), is emergent, and assumed to hold at the Euler scale \( x \sim t \) [54, 55]. To find the velocities \( v_{R/L} \) we proceed as in [25]. Consider a right-mover starting at \((x^0, \hat{t}) = (0, 0)\) and ending at \((x, t)\). As it travels to the right with a bare velocity \( v_R^0 = +1 \) it will encounter left-movers that started closer than \( x - v_L t \) causing time-delays so that after \( t \) time steps \( t = x + \rho_L(x - v_L t) \). This gives \( v_R = x/t = (1 + \rho_L v_L)/(1 + \rho_L) \). Similar arguments for a left-mover leads to \( v_L = (-1 + \rho_R v_R)/(1 + \rho_R) \). Solving these two equations gives

$$v_{R/L} = \pm 1 \mp \frac{2\rho_{L/R}}{1 + \rho_R + \rho_L}.$$  

(17)

As a result, we have in particular \( j_+ = \rho_- \). This equation holds microscopically, which means that this Euler relation is exact (we do not have higher order diffusive corrections). To see this we start from the definition of \( \hat{\rho}_{-x+1/2} = \hat{\rho}_{R,x} - \hat{\rho}_{L,x+1/2} \), and using equations (5) and (6) one finds \( \hat{\rho}_{-x+1/2} = \hat{J}_{x+1} + O(\Delta \hat{O}_x) \), that is, the equality holds up to derivative (gauge) terms of the form \( \Delta \hat{O}_x \equiv \hat{O}_{x+1} - \hat{O}_x \); see the remark after equation (8). The current for \( \rho_- \) is more complicated and includes diffusive corrections. The Bethe equation (12) gives us

$$\rho \vec{v} = n \sigma_{ij}^0,$$

(18)

where \( \vec{v} = (v_R, v_L) \), and \( \rho = \text{diag}(\rho_R, \rho_L) \). Differentiating w.r.t. \( t \) and \( x \) equations (12) and (18) and after some straightforward algebra gives the following advection equation written in terms of Fermi factors [54, 55]

$$\partial_t \vec{n} + \vec{v} \partial_x \vec{n} = 0.$$  

(19)

### 3.3. Transport coefficients

The Euler equation (16) admit diffusive corrections and they give rise to non-zero transport coefficients. We are interested in the d.c. conductivity and Drude weights. Within GHD these transport coefficients can be computed exactly in Rule 54. First we spell out explicitly the quantities of interest. The conductivity tensor reads [8, 53]

$$\sigma_{a,b}(\omega) = \frac{1}{2} G_{a,b}(0) + \sum_{t=1}^{\infty} G_{a,b}(t) e^{i \omega t},$$  

(20)

with the connected current–current correlation function \( G_{a,b}(t) = \frac{1}{t} \langle \hat{J}^a_{\alpha} \hat{J}^b_{\beta} \rangle(t) \equiv \frac{1}{t} \langle \hat{J}^a_{\alpha} \hat{J}^b_{\beta} \rangle - \langle \hat{J}^a_{\alpha} \rangle \langle \hat{J}^b_{\beta} \rangle \) where in our case we will choose the basis of density and imbalance of particles, so that \( a, b \in \{+,-\} \). Sending \( t \to \infty \) in \( G_{a,b}(t) \) we obtain the Drude weight

$$D_{a,b} = \lim_{t \to \infty} G_{a,b}(t).$$  

(21)
Taking instead the zero-frequency (long-wavelength) limit of (20) we obtain the d.c. conductivity
\[
\sigma_{a,b}^{d.c.} = \frac{1}{2} G_{a,b}(0) + \sum_{t > 0} G_{a,b}(t) \geq 0,
\]  
(22)
where the last inequality follows from the known fact that the integrated autocorrelation function is always non-negative (in particular, the imaginary part of the d.c. conductivity vanishes since the conductivity (20) is an odd function of frequency [53]). Of course, for integrable systems this quantity often diverges. It is then customary to split the d.c. conductivity in terms of a regular and a divergent component, the latter being proportional to the Drude weight. From now on we will refer to this regular part as the d.c. conductivity, i.e.
\[
\sigma_{a,b}^{d.c.} \equiv \frac{1}{2} \tilde{G}_{a,b}(0) + \sum_{t > 0} \tilde{G}_{a,b}(t),
\]  
(23)
with \( \tilde{G}_{a,b}(t) = G_{a,b}(t) - D_{a,b} \). To compute these two quantities we resort to the GHD formalism (for recent reviews on the GHD formalism and its connection with hydrodynamic matrices see [70]). Note that, using the Bethe and TBA equations (12) and (14) allows us to switch between the thermodynamic variables \( \{\mu_R, \mu_L\} \leftrightarrow \{\epsilon_R, \epsilon_L\} \leftrightarrow \{\rho_R, \rho_L\} \leftrightarrow \{n_R, n_L\} \). The Drude matrix reads [70–72]
\[
D = (1 + nK)^{-1} \rho(1 - n)\gamma\nu^2(1 + Kn)^{-1}
\]  
(24)
from where we extract \( D_{a,b} \) for a given equilibrium state determined by \( \mu_{R,L} \). To simplify the expressions of the Drude matrix let us consider \( \mu_R = \mu_L \). The Drude matrix has components
\[
D_{\nu,+} = 2\rho_L(1 - \rho_L) \quad \text{and} \quad D_{\nu,-} = \frac{2\rho_L(1 - \rho_L)}{1 + 2\rho_L},
\]  
(25)
the others vanishing. To get the d.c. conductivity matrix we first need the susceptibility matrix [70, 72]
\[
C = (1 + nK)^{-1} \rho(1 - n)(1 + Kn)^{-1}.
\]  
(26)
We will also need the diffusion kernel, whose components are [70, 73]
\[
\tilde{D}_{a,a} = \frac{1}{2} \rho_L(1 - n_L) \left( \frac{K_{ab}^{\nu,\nu}}{\rho_L} \right)^2 |v_a - v_b|,
\]  
(27a)
\[
\tilde{D}_{a,b \neq a} = \frac{1}{2} \rho_L(1 - n_L) \left( \frac{K_{ab}^{\nu,\nu}}{\rho_L} \right)^2 |v_a - v_b| = \left( \frac{\rho_L}{\rho_{tot}} \right)^2 \tilde{D}_{a, a}.
\]  
(27b)
The diagonal elements of this matrix can be seen as the variance of the quasiparticle fluctuations and were found independently using different approaches in [25, 73]. The off-diagonal ones can be viewed as arising from quasiparticle scatterings [70, 73]. From here one obtains the diffusion matrix [70, 73]
\[
D = (1 + nK)^{-1} \rho_{tot} \tilde{D}(\rho_{tot})^{-1}(1 + nK).
\]  
(28)
The diffusion matrix gives us the diffusive (or ‘Navier–Stokes’) corrections to the hydrodynamic equation (16), valid at space-time scales \( x \sim t^{1/2} \) and results in [73]
\[
\partial_t \tilde{\rho} + \partial_i (v \tilde{\rho}) = \partial_i (D[\tilde{\rho}] \partial_i \tilde{\rho}).
\]  
(29)
Written explicitly in terms of Fermi factors in the $R,L$ basis we get
\[
\partial_t n_R + \frac{1}{1 + 2n_L} \partial_x n_R - \frac{n_L(1 - n_L)}{(1 + 2n_L)^2} \partial^2_x n_R + \frac{n_R(n_R - 1)}{(1 + 2n_R)(1 + 2n_L)^2} \partial^2_x n_L = 0,
\]
\[
\partial_t n_L + \frac{1}{1 + 2n_R} \partial_x n_L - \frac{n_R(1 - n_R)}{(1 + 2n_R)^2} \partial^2_x n_L + \frac{n_L(n_L - 1)}{(1 + 2n_L)(1 + 2n_R)^2} \partial^2_x n_R = 0.
\]
\[
(30a)
\]
\[
(30b)
\]
One can also check that indeed $\mathcal{D}_{+,+} = \mathcal{D}_{+,-} = 0$, so that diffusive corrections for particle number vanish, as argued earlier. The d.c. conductivity matrix then reads
\[
\sigma^{d.c.} = DC.
\]
\[
(31)
\]
(In the literature, this is also known as the Onsager matrix [70].) We will test the prediction
\[
\sigma^{d.c.} = 4\frac{n_L(1 - n_L)n_R(1 - n_R)}{(1 + 2n_L)^2(1 + n_R + n_L)(1 + 2n_R)^2},
\]
\[
(32)
\]
(which is valid for any $\mu_{R,L}$) the other components being zero. For completeness let us report the hydrodynamic equations within LR at fixed background state $\rho^*$ with $\rho^* = 0$ since this will be helpful when discussing integrability breaking in the model. The hydrodynamic equations in this regime then read
\[
\partial_t \delta \rho^+ + \partial_x \delta \rho^- = 0, \quad (33a)
\]
\[
\partial_t \delta \rho^- + \partial_x j^- = 0, \quad (33b)
\]
where $\delta \rho^+/\rho^- = \rho^+/\rho^- - \rho^*/\rho^-$, and we have used $j^- = \delta \rho^-$. While the density of particles move purely ballistically, the imbalance does so with diffusive corrections $j^- = \frac{1}{(1 + 2n)^2} \partial_x \delta \rho^- - \frac{2n(1 - n)}{(1 + 2n)^2} \partial_x \delta \rho^- + \cdots$, where the Fermi factor $n$ is given now by $n = 1/(1 + e^{\mu}) = \rho^*/2$ ($\mu$ is the chemical potential associated to the background density of particles), and the $\cdots$ in $j^-$ correspond to higher order terms in a gradient expansion of the current (they can be disregarded). The terms kept in the expansion of $j^-$ instead correspond to the ballistic (Euler) and diffusive (Navier–Stokes) contributions.

3.4. Testing GHD predictions

We verify the GHD predictions against first-principle numerical simulations. Let us first comment on previous work verifying numerically the various GHD formulas for transport coefficients. The Drude weight formula—corresponding to equation (24) in Rule 54, was first derived in [71, 72] within GHD by means of a form-factor expansion while retaining only one particle–hole excitations. Prior to this, Drude weights had been computed in different integrable models by different means in e.g. [8, 74–79]. First numerical evidence of the GHD formula for the Drude weight came in references [80, 81]. Euler scale GHD equations have passed various sound numerical tests (and also experimental, see reference [82] and references therein), using either a starting bipartition protocol [54, 55], as well as starting from arbitrary smooth initial profiles [80, 83, 84]. Going beyond the Euler scale, diffusive corrections were incorporated within the GHD framework in references [25, 73]. At variance with the derivation of Euler scale hydrodynamics within GHD, diffusive hydrodynamics necessarily incorporates two particle–hole excitations. The most direct application of diffusive
GHD has been within the context of spin transport in the XXZ spin chain [70, 85]. Here, by means of MPO techniques we compute expectation values as well as correlation functions of operators evolved under Heisenberg dynamics w.r.t. spatially inhomogeneous mixed initial states. We verify both GHD equations as well as transport coefficients (including the d.c. conductivity). For the technical details of the algorithm used we refer to appendix C.1 of the appendix.

In figure 2 we compare the GHD predictions solving (16) and the MPO based numerical results using a relatively small bond dimension $\chi = 32$. We choose a system size of $L = 200$ to allow for smooth initial conditions, which in this case we choose to be a superposition of Gaussians in $\mu_R(x)$ and $\mu_L(x)$. For the GHD equations, we first solve the TBA and Bethe equations. This fixes the initial conditions $\rho_R(0, x)$ and $\rho_L(0, x)$. We then feed these initial conditions into (29), that we solve using the Crank–Nicholson algorithm. We remark that the diffusive corrections in (29) are so small that they do not make any difference on those plots. However, as we shall see such diffusive corrections can be better captured when studying instead transport via current–current correlation functions. We remark that the simplicity of the set-up allows for very fast computation times, both for the GHD and MPO results (of the order of seconds for solving the GHD equations and of minutes for the MPO time evolution on a regular laptop).

In figure 3 we show the results of computing (connected) current–current correlation functions $\frac{1}{2} \langle \hat{J}_a^c(0) \hat{J}_b^c(t) \rangle_{\mu}$ using MPO time evolution when the background state is $\mu_R = \mu_L = 0$. Again, we find perfect agreement between our numerical results and the GHD predictions (25). Using (22) we verify as well the GHD predictions for the d.c. conductivity which in this case takes the value $\sigma_{dc} = \frac{1}{128}$.

The case $\mu = 0$ is special for the following reason. Any product of projectors $\Box, \blacksquare$, has e.v. for fixed $\mu$ of $\langle \hat{O} \rangle_{\mu} = \frac{\mu^a}{(1+\mu^a)(1+\mu^b)}$, with $a, b \in \mathbb{Z}^+_\mu$. This implies that at $\mu = 0$, $\hat{J}_{-x}$ evolves onto a linear combination of such product of operators with integer weight, i.e. $\hat{J}_{-x}^0 = \sum_n \hat{O}_n$, with $n_i$ some integer, and so it follows $\langle \hat{J}_a^c \hat{J}_b^c(t) \rangle_{\mu=0} = \sum n_i 2^n_i$, with $m_i, n_i$ some positive integers. In fact it is easy to realize that $\frac{1}{2} \langle \hat{J}_a^c(0) \hat{J}_b^c(t) \rangle_{\mu=0} = n(t)/2^{2t+1}$ for $t > 0$, where $n(t)$ is again a positive integer. The denominator in this expression comes from the fact that at any given time $t > 0$, the longest string cannot have greater length than $2t + 1$. With this information and the numerical results (which are exact at least for big enough $\chi$) we can extract easily the values of $n(t)$ (a priori any floating point number from the numerical results could be interpreted as being either rational or irrational; this analysis discards the latter possibility). It is quite remarkable that, despite the fact that $n(t)$ results in a sequence of
Figure 3. GHD predictions vs MPO: Kubo correlators. Current–current correlation function $\langle \hat{J}(t) \hat{J}(0) \rangle$ for $a,b \in \{+,–\}$ at $\mu_R = \mu_L = 0$ using MPOs of $\chi = 128$ and predicted Drude weight $D(\mu = 0) = 1/32$.

Figure 4. GHD predictions vs MPO: Drude weight and conductivity vs $\mu$. Transport coefficients Drude weight (left) and d.c. conductivity (right) as a function of chemical potential $\mu_R = \mu_L = \mu$. MPO results using $\chi = 128$.

odd numbers (e.g. $n(3) = 5$, $n(4) = -1$, $n(5) = 121$, $n(10) = 68667$, $n(12) = 1045967$), they conspire to add to something very simple, as reflected in the value of the d.c. conductivity $\sigma_{d.c.} = 1/128$.

We conclude this section by benchmarking the GHD predictions for $D(\mu)$ and $\sigma_{d.c.}(\mu)$ in figure 4 finding again perfect agreement between predictions and MPO results. We remark that the $\sigma_{d.c.}$ values are particularly small owing to the small diffusive corrections in Rule 54 and yet there is no appreciable discrepancy between the GHD predictions and those obtained using first-principle, microscopic calculations based on MPO techniques. We extend the benchmarks of $\sigma_{d.c.}$ to arbitrary $\mu_R/L$ in figure 5.
4. Breaking integrability in the Rule 54

4.1. Interlude: integrability breaking in Hamiltonian systems

Before embarking on breaking integrability in the Rule 54 model, it is worth taking a brief detour and discuss what we expect from the study of integrable Hamiltonian systems with at least one broken conservation law. This is a topic with a long history in the literature of integrable systems (see e.g. [38, 47, 48, 86–89]), that has regained some interest recently in the context of GHD [57–59, 61, 62]. Our main goal is to review briefly the assumptions that go into this framework, as they appear to fail for Rule 54.

Consider a system described by an integrable Hamiltonian $\hat{H}_0$ and a perturbation $g\hat{V} = g\int dx v(x)$ that breaks the conservation of charge $\hat{q}_i$, so that the total Hamiltonian is given by $\hat{H} = \hat{H}_0 + g\hat{V}$. A necessary requirement for $\hat{V}$ to break the conservation of $\hat{Q}_i = \int dx \hat{q}_i(x)$ is that $[\hat{Q}_i, \hat{V}] \neq 0$. The dynamics of the e.v. of the charge, $q_i = \langle \hat{q}_i \rangle$, up to $O(g^3)$ is governed by

$$\partial_t q_i = g^2 \int_{-t}^t ds \langle [\hat{V}_0(s), \hat{q}_i]\rangle_{v(0)} + O(g^3),$$

(34)

where as usual when dealing with perturbation theory, operators are evolved in the interaction picture, $\hat{O}(t) = e^{i\hat{H}_0 t} e^{-i\hat{V}_0 t}$ and the only assumption so far is a background homogeneous state with density matrix $\rho_0 = Z^{-1} \exp(-\sum \beta_j \hat{Q}_j)$ and $[\hat{Q}_i, \hat{Q}_j] = 0$ for any pair of charges. Note that neglecting $O(g^3)$ terms and assuming a continuous spectrum of $\hat{H}_0$ we recover the Fermi Golden rule (FGR) expression

$$\partial_t q_i = 4\pi^2 g^2 \sum_n \delta(\Delta \epsilon) \delta(\Delta \rho) \Delta q_i |\langle n|\hat{u}|\rho\rangle|^2,$$

(35)

where an insertion of the identity in terms of eigenstates of $\hat{H}_0$ has been made, and e.v.s have been expressed in terms of the quasiparticle density $\rho$. The rhs is sometimes referred to as the drift. The terms $\Delta \epsilon$, $\Delta \rho$, are the difference in energy (w.r.t. the unperturbed Hamiltonian) and momentum, between states $|n\rangle$ and $|\rho\rangle$, and $\Delta q_i$ is the difference in charge eigenvalue of $\hat{Q}_i$ in $|n\rangle$ vs $|\rho\rangle$. Lastly, we have implicitly taken $t \to \infty$, $L \to \infty$, to bring down the $\delta(\cdot)$ terms. An analogous expression to (35) may be found if instead of an integrable Hamiltonian $\hat{H}_0$, we started off from a Hamiltonian with at least one conserved charge $\hat{Q}_i$, so this result is rather universal.

One key assumption for the validity of FGR in many-body systems, as pointed out in e.g. [90],
is that the system should (i) equilibrate quickly and (ii) be weakly-coupled. The fast equilibration condition means that after a finite time $\tau^*$, the system relaxes to the diagonal equilibrium ensemble of the unperturbed Hamiltonian—this ignores hydrodynamic tails effects. The weak coupling condition means $g \tau^* \ll 1$. (See [90] for precise meaning of these conditions.)

4.2. Setup in the noisy Rule 54

When considering breaking the conservation of either of the two charges in Rule 54, we find it more natural to break the conservation in the imbalance of solitons. From a physical standpoint this setup should mimic the physics of breaking the conservation of momentum in a Bose gas system in the presence of Galilean invariance (recall the imbalance corresponds to the current of density of solitons, $j_\pm = \rho_\pm$). One way to implement this choice of integrability breaking is to convert a right mover into a left mover with probability $p$, and vice versa. Ultimately we seek a rhs in (33b) of the form $-\rho_-/\tau$ in the spirit of a relaxation time approximation [91], where the relaxation time $\tau \propto 1/p$. This would result in an exponential decay over time of the nonconserved charges $\rho_-$. Microscopically, the integrability breaking mechanism should be of the form $\Box \Box \leftrightarrow \Box \Box$ with probability $p$ (collision terms appearing in $\hat{\rho}_{R/L,x+1/2}$ are left intact). One can show that in order for the perturbation to preserve the number of particles it must act on a specific subspace. There are various choices for such a subspace which we report in appendix A.1, the simplest of which is given when applying the following projector

$$\hat{\Pi}_x = \hat{\Pi}_{R,x} + \hat{\Pi}_{L,x+1/2},$$

(36)

where $\hat{\Pi}_{R,x} = \Box \Box \Box \Box\Box$, $\hat{\Pi}_{L,x+1/2} = \Box \Box \Box \Box\Box$. The dynamics is then given by a two step process: first, we evolve by one time step via the unitary map $\hat{F}$. Next, we apply the map $\Box \Box \leftrightarrow \Box \Box$ with probability $p$ on those unit cells that belong to subspace (36). We repeat this procedure $t$ times and average over both initial configurations and trajectories (which are now stochastic). An instance of such dynamics is shown in figure 6. While this dynamics can be implemented efficiently via a simple classical MC algorithm, an alternative description can be given using the language of quantum channels. Quantum channels allow not only for unitary evolution within the system, but generalized measurements as well, the latter giving rise to dissipation. The basic ingredient is a set of Kraus operators $\{\hat{K}_\mu\}$ that evolve a given state described by a density matrix $\hat{\rho}(t) \rightarrow \hat{\rho}(t+1) = \sum_{\mu} \hat{K}_\mu \hat{\rho}(t) \hat{K}_\mu^\dagger$ and that satisfy the completeness condition $\sum_{\mu} \hat{K}_\mu^\dagger \hat{K}_\mu = \hat{1}$. A well-known fact is that the choice of these Kraus operators is not unique [92]. The specific choice of Kraus operators for our setup is delegated to appendix A.1. The benefit of a purely quantum mechanical description of the dynamics in terms of Kraus operators is that such time evolution is exact and can be in principle simulated via time dependent matrix product operator (tMPO) techniques [65, 93]. We have ran these simulations finding agreement with MC where possible. In practice we have found that for the time scales involved away from integrability, there is little benefit in using tensor networks.

4.3. Tracer dynamics

To give some intuition of the transport properties away from integrability we consider the limit $\mu \rightarrow \infty$ (low density of particles). Here the dynamics becomes trivial—interactions are irrelevant and our system is effectively described as a single soliton undergoing a random walk with a mean free path set by the noise, a picture that remains true in general, see left panel of figure 6. The imbalance decays with a decay rate given by $\Gamma = 2p$ (in the continuous time case) and $\Gamma = -\log(1 - 2p)$ (in the discrete time case). The density of particles in turn spreads
diffusively. Starting with an initial state $\rho_{x,t} = \delta_{x,0}$ the late time shape for $\rho_{x,t}$ is exactly given by the Gaussian $\rho_{x,t} = \frac{1}{(2\pi D t)^{3/2}} e^{-\frac{x^2}{4Dt}}$, with a diffusion constant $D$ given by $D = 1/\Gamma$.

Away from the trivial limit $\mu \to \infty$ the dynamics consists of a bunch of particles interacting with each other and subject to noise (a Brownian hard-rod gas in essence, with fixed bare velocity $\pm 1$). As a proxy for transport we focus on the dynamics of a tracer. Studying tracer dynamics is arguably much simpler than many-body correlation functions, yet this has proved useful as a first step at determining the nature of transport in integrable systems by exploiting the quasiparticle picture [25, 85]. Studying fluctuations of quasiparticle trajectories essentially gives the diagonal components of the diffusion kernel (27a), and as such cannot fully determine the diffusion constant (which requires knowledge of the off-diagonal components as well). A complete characterization of each tracer $i$ in Rule 54 is given in terms of its flavor $\eta_i$ which is a random variable taking the value $+1$ if the tracer is moving right, or $-1$ if it is moving left, and its coordinates $(x,t)$. A snapshot of what the dynamics looks like for a tagged particle away from integrability is shown on the right panel in figure 6. We are interested in the dynamics over homogeneous equilibrium background states. The flavor $\eta$ should average to zero, $\langle \eta(t) \rangle = 0$ (this is because at equilibrium $\mu_R = \mu_L$ and at any given time, particles of both flavors are equally likely). As a result we study instead fluctuations $\langle \eta(t)\eta(0) \rangle$. From the theory of Brownian motion we expect this quantity to decay exponentially with a characteristic flavor decay rate $\Gamma^*$ which we seek to determine. We imagine tagging a right tracer starting at coordinates $(0,0)$. Its ensemble survival probability (the probability for the tracer to turn left) should be proportional to $p \times \langle \hat{\Pi}_{R,x} \hat{\rho}_{R,x} \rangle$ (this is because the perturbation can only act within the subspace $\hat{\Pi}_{R,x}$). To fix the proportionality constant we need the constraint that in order for the perturbation to act at $x$, a right particle at $x$ must exist in the first place, hence the survival probability of the tagged right particle should be $\Gamma^*_R = p \times \langle \hat{\Pi}_{R,x} | \hat{\rho}_{R,x} \rangle = p \frac{\langle \hat{\Pi}_{R,x} \rangle}{\langle \hat{\rho}_{R,x} \rangle} = p \frac{\langle \hat{\Pi}_{R} \rangle}{\langle \hat{\rho}_{R} \rangle}$, with $\langle | \cdot \rangle$ denoting conditional expectation value, and where in the last equality we have used the fact that we are considering homogeneous background states, so that $\langle \hat{O}_{x} \rangle = \langle \hat{O} \rangle$. An identical argument for the left movers would yield instead $\Gamma^*_L = p \frac{\langle \hat{\Pi}_{L} \rangle}{\langle \hat{\rho}_{L} \rangle}$. At equilibrium $\mu_R = \mu_L = \mu$ the two decay rates are equal and so the flavor decay rate is $\Gamma^* = 2p\gamma^*$, with $\gamma^* = \frac{\langle \hat{\Pi}_{R} \rangle}{\langle \hat{\rho}_{R} \rangle} = \frac{\langle \hat{\Pi}_{L} \rangle}{\langle \hat{\rho}_{L} \rangle}$ and whose expression can be found using the one dimensional transfer matrix of Rule 54 (9)

$$\gamma^* = \frac{e^{3\mu}}{(1 + e^{\mu})^2(3 + e^{\mu})},$$

(37)
Figure 7. Tracer distribution profile at half-filling $\mu = 0$. The distribution follows a normal distribution at long enough times $\sim N(0, 2D^* t)$ (black line) with $D^*$ the self-diffusion constant extracted from (38). Results shown for $p = 0.02$ and $\mu = 0$ ($D^* = 100$). Results for a system size $L = 800$ using pbc.

We find that our numerical results match perfectly this formula for small enough $p$, as shown in figure 8. We also note that in the limit of very low filling, this formula reproduces the decay rate expected for a free particle, $\gamma^* \rightarrow 1$. With this at hand we can also quantify how tracer particles diffuse. Each particle will be subject to collisions with other particles and backscattering events that happen at rate $p\gamma^*$. As a result each particle will diffuse with a characteristic self-diffusion constant $D^*$ (which in general, is different from the full diffusion constant $D$). In other words, the probability distribution $\omega(x, t)$ to find a tracer at coordinates $(x, t)$ assuming it started at the origin, $(0, 0)$, should become a Gaussian that broadens as

$$\langle x^2(t) \rangle_\text{tr} \equiv \int x^2 \omega(x, t) \approx 2D^* t,$$

where $\approx$ denotes the scaling limit $p \rightarrow 0^+, t \rightarrow \infty$, $pt$ fixed. To determine $D^*$ we use the following standard formula for a Brownian particle $2D^* = l^2/\tau^*$ with $l$ the mean-free path and $\tau^*$ the tracer’s lifetime. Plugging in $l = v\tau^*$, with $v$ the tracer’s velocity whose expression is $v = \frac{(1 + e^\mu)}{(3 + e^\mu)} [25]$ and $\tau^* = 1/p\gamma^*$ we find

$$D^* = \frac{1}{2} v^2 \tau^* = \frac{(1 + e^\mu)^2}{e^{3\mu}(3 + e^\mu)} \frac{1}{2p}.$$  \hspace{1cm} (38)

The results for the self-diffusion constant are shown in figures 7, and 8 indicating very good agreement with the formula (38).

4.4. Transport in the noisy Rule 54

Having argued the presence of diffusive dynamics at the level of tracer dynamics, we now briefly discuss transport properties. Using the Kubo formula, we are interested in the two-point function of currents $G_{+,+}(t) = 1/L \langle j_{+,+}^{(1)} j_{+,+}^{(0)} \rangle$. Recall that in the integrable limit the currents correspond just to the imbalance $N_-$, and are thus conserved. The effects of integrability breaking are already encoded in the temporal evolution of $N_-$, which will be the main object of study in what follows [the full current is given locally as $\dot{j}_{+,x+1/2} = (1 - 2p|\hat{\Pi}_x|)\dot{N}_{-,x+1/2}$. To study
Figure 8. Tracer vs full dynamics. Left panel: flavor decay as a function of time for values of \( \mu \) that range from \( \mu = -1.0 \) to \( \mu = 2.0 \) with steps of size \( \Delta \mu = 0.5 \) with \( p = 0.02 \). Black dashed lines correspond to best fits. Middle panel: derivative of tracer variance as a function of time along with theory predictions for the self-diffusion constant \( D^* \) shown in black dashed lines. Inset shows a zoom over the region of \( \mu > 0 \). Right panel: flavor decay rate \( \gamma^* \) and correlator decay rate (at the longest time scales) \( \gamma \) vs \( \mu \), including numerical data points extracted from a blind fit. Inset shows the scaling collapse in the large \( t \) limit at \( \mu = 0 \) along with a fit with the conjectured decay rate \( \gamma = 1/16 \). Also shown for comparison the corresponding flavor decay rate \( \gamma^* = 1/8 \).

\[ G_{+,+} \text{ we time evolve the total imbalance by one time step, which gives us} \]
\[ \tilde{N}_{e}^{(t+1)} - \tilde{N}_{e}^{(t)} = -2p\tilde{\Pi}_{e}^{(t)}, \]

where \( \tilde{\Pi}_{e} \equiv \sum_{i} \tilde{\Pi}_{i,j} \) with \( \tilde{\Pi}_{i,j} \equiv \tilde{\Pi}_{i}\tilde{\rho}_{j} \). Already this equation of motion (e.o.m.) tells us that the imbalance should decay. On general grounds, nonconserved charges are expected to decay exponentially fast with a drift consistent with FGR [57–59, 63, 90]. To extract the drift from here we can evaluate this e.o.m. in an ensemble with slight imbalance, where we take \( \mu_R = \mu + \delta \) and \( \mu_L = \mu - \delta \) with \( \delta \to 0 \). Alternatively, we can simply study the correlator \( \langle \tilde{N}_{e}^{(t)}\tilde{N}_{e}^{(0)} \rangle \) at fixed \( \mu_R = \mu_L \equiv \mu \). To lowest order in \( p \) we find (see appendix A.2 for details on the derivation)

\[ \frac{1}{L} \partial_t \langle \tilde{N}_{e}^{(t)}\tilde{N}_{e}^{(0)} \rangle = -4p \frac{e^{3\mu}}{(1 + e^{\mu})(3 + e^{\mu})} + O(p^2), \]

where the time derivative is taken to be discrete. Equation (40) is exact up to leading order in \( p \), and thus is analogous to FGR (35). However, for our noisy Rule 54 model the subleading terms \( O(p^2) \) cannot be disregarded, as shown in appendix B thereby indicating a breakdown of perturbation theory in the noisy FFA, and ultimately implying a breakdown of FGR in our setup. More precisely, the terms \( O(p^2) \) involve sums over time of correlators which approach a constant at long times. The presence of such a ‘Drude weight’ in those correlators imply that the higher-order terms actually scale with time, and cannot be neglected at long times even if \( p \ll 1 \). A possible way to interpret this result is that Rule 54 fails to equilibrate on its own. The lack of a dephasing mechanism in the model is what prevents from truncating the series expansion to leading order in the perturbation coupling \( p \). In appendix B we indeed show by computing explicitly the second order corrections (as well as the third order corrections) that they grow in time as \( O(t^2) \) (\( O(t^3) \)), thereby invalidating any perturbative analysis in the vein of FGR. One can show however that a proper resummation of the perturbative series reveals the following scaling form of the two-point function for the currents (see appendix B)

\[ G_{+,+}(t) \simeq F(pt), \]

with \( F \) a function characterizing transport that would be interesting to characterize in future work. While the function \( F \) decays exponentially for \( pt \gg 1 \), we emphasize that the diffusion
constant depends on the whole scaling function $F$, and not on a single decay rate. Properly characterizing this function would likely involve understanding the decay of all the other conserved quantities of Rule 54, even if those decouple from its hydrodynamics in the integrable case.

5. Conclusion

We have studied a version of the Rule 54 that breaks the integrability of the model. This leads to diffusion of the conserved charges and decay of the nonconserved charges. The particular simplicity of the model allowed us to study in detail tracer dynamics in this system. Transport on the other hand is nontrivial as a result of the rather slow dynamics present in this setup. Currents decay through a set of decay rates which cannot be extracted by means of naive perturbation theory, and this prevents us from having access to analytical formulae for the various transport coefficients. It would be interesting to understand how generic the present analysis is in the context of other systems under constrained dynamics and whether a more clear cut link between the dynamics of the tracer and transport can be made.
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Appendix A. Quantum channel description of noisy Rule 54

A.1. Setting up the Kraus operators

Our model is defined as follows: after each unitary step $\hat{F}$, we convert with certain probability $p$ a right mover into a left mover and vice versa. This will preserve the total number of particles $N_+$, but not the imbalance $N_-$. It is easy to realize that the minimum set of Kraus operators implementing this operation at each unit cell $j$ is two and must be of the form

$$\hat{K}_{\mu,1} = \mathbb{1}_j - \Pi_j + \sqrt{1 - p}\Pi_j,$$

$$\hat{K}_{\mu,2} = \sqrt{p}\Pi_j \hat{S}_j \Pi_j,$$

with $j \in \mathbb{Z}$. Here $\Pi$ projects onto a given (to be determined) subspace composed of right/left movers while $\hat{S}$ swaps a right mover and a left mover within said subspace. The identity element in (A.1a) guarantees the completeness condition of Kraus operators. A full circuit layer is thus given by $\hat{\rho}(t+1) = \sum_{(\bar{\mu})} \hat{K}_{\bar{\mu}} \hat{F}^\dagger \hat{\rho}(t) \hat{F} \hat{K}_{\bar{\mu}}^\dagger$, with $\bar{\mu} = (\mu_1, \mu_2, \ldots, \mu_L)$ and we define $\hat{K}_{\bar{\mu}} \equiv \otimes_{i=1}^L \hat{K}_{\mu_i}$. The structure of the model, in particular the fact that the density of right and left movers depend on three sites (two unit cells) already tells us that we should make sure that not only at a given unit cell $N_+$ is preserved, but also at its adjacent cells. To keep matters simple we consider the operator $\hat{S}_j$ that swaps the states $|\square\square\square\square_j\rangle$ (corresponding to one
right mover) and \(\hat{\rho}_A\). (corresponding to one left mover). That is, \(\hat{S}_j = \hat{\sigma}_j^+ \hat{\sigma}_j^{-1} + \text{h.c.}\).

Having found \(\hat{S}\) we can determine \(\hat{\Pi}\). After some trial and error we find that the most general projector that still preserves \(N_\alpha\) must be of the form

\[
\hat{\Pi}_i = \alpha \left( \prod_{i=1}^{N} \hat{\Pi} \prod_{j=1}^{i-1} \hat{\rho} \prod_{j=i+1}^{N} \right) + \beta \left( \prod_{i=1}^{N} \hat{\Pi} \prod_{j=1}^{i-1} \hat{\rho} \prod_{j=i+1}^{N} \right) + \gamma \left( \prod_{i=1}^{N} \hat{\Pi} \prod_{j=1}^{i-1} \hat{\rho} \prod_{j=i+1}^{N} \right)
\]

(A.2)

with \(\alpha, \beta, \gamma \in \{0, 1\}\). Note that these Kraus operators are symmetric, \(K_\mu = K_\mu^T\). This work considers the simplest case with \(\alpha = 1, \beta = \gamma = 0\), for which Kraus operators mutually commute with each other, \([K_\mu, K_\nu] = 0\) for any \(i, j\) (this is not true for the other possible choices). This will permit us to encode dissipation in a single circuit layer. Note that this circuit has a natural interpretation as an extension of the Rule 54 CA when including noise of strength \(p\) and as such we can simulate it classically as well. For details on the numerical implementation of the quantum channel, we refer to ‘numerical details’ section of the appendix.

### A.2. Perturbative expansion of the quantum channel

Let \(\hat{\rho}_-\) the density of left movers in vector form, i.e. \(\hat{\rho}_- \equiv 1/L\hat{\Pi}_-\). Time evolution for \(t\) time steps gives \(\hat{\rho}^{(0)}_- = \Phi^{(0)} \hat{\rho}^{(0)}_-\) with the map

\[
\Phi^{(0)} \equiv \left( \sum_{\{\mu\}} \hat{K}_\mu \hat{F}^{\dagger} \otimes \hat{K}_\mu \hat{F}^{\dagger} \right)^t,
\]

(A.3)

where we have implicitly made use of the properties \(\hat{K}_\mu \hat{F}^{\dagger} = \hat{K}_\mu^T \hat{F}\) and \(\hat{F}^{\dagger} = \hat{F}^T\). At this step it is useful to start a perturbative expansion in \(p\) of \(\sum_{\{\mu\}} \hat{K}_\mu \otimes \hat{K}_\mu\). Let us denote \(\Theta_i \equiv \hat{\Pi}_i \hat{S}_i = \hat{\Pi}_i \hat{S} \hat{\Pi}_i\). Carrying out the expansion we get

\[
\sum_{\{\mu\}} \hat{K}_\mu \otimes \hat{K}_\mu = \hat{K}_{(0,0,...,0)} \otimes \hat{K}_{(0,0,...,0)} + \sum_{i=1}^{L} \hat{K}_{(0,0,...,i,0,...,0)} \otimes \hat{K}_{(0,0,...,i,0,...,0)} + O(p^2).
\]

(A.4)

Let us consider the first term. This gives us

\[
\hat{K}_{(0,0,...,0)} \otimes \hat{K}_{(0,0,...,0)} = \prod_{i=1}^{L} \left( 1 + \hat{\Pi}_i \sum_{n=1}^{\infty} (-1)^n p^n \left( \frac{1}{n} \right) \right)
\]

\[
\times \prod_{i=1}^{L} \left( 1 + \hat{\Pi}_i \sum_{n=1}^{\infty} (-1)^n p^n \left( \frac{1}{n} \right) \right)
\]

\[
= 1 - \frac{p}{2} \sum_{i=1}^{L} \left( 1 - \hat{\Pi}_i + \hat{\Pi}_i \otimes \hat{\Pi}_i \right) + O(p^2).
\]

(A.5)
The second term takes also a very simple form

\[ \hat{K}(0,0,\ldots,0,1,0,\ldots,0) \otimes \hat{K}(0,0,\ldots,0,1,0,\ldots,0) = p\hat{\Theta}_i \otimes \hat{\Theta}_i + \mathcal{O}(p^2). \]  

(A.6)

Thus to first order in \( p \) we have

\[ \sum_{\{\hat{\mu}\}} \hat{K}_{\hat{\mu}} \otimes \hat{K}_{\hat{\mu}} = 1 + p \sum_{i=1}^{L} \left( \hat{\Theta}_i \otimes \hat{\Theta}_i - \frac{1}{2} \left( \mathbb{1} \otimes \hat{\Pi}_i + \hat{\Pi}_i \otimes \mathbb{1} \right) \right) + \mathcal{O}(p^2). \]  

(A.7)

Plugging this into \( \Phi^{(0)} \) we get

\[ \Phi^{(0)} = (\hat{F}^1 \otimes \hat{F}^1)^i + p \sum_{i=1}^{L} \sum_{n=1}^{i} (\hat{F}^1 \otimes \hat{F}^1)^{i-n} \times \left( \hat{\Theta}_i \otimes \hat{\Theta}_i - \frac{1}{2} \left( \mathbb{1} \otimes \hat{\Pi}_i + \hat{\Pi}_i \otimes \mathbb{1} \right) \right) (\hat{F}^1 \otimes \hat{F}^1)^n + \mathcal{O}(p^2). \]  

(A.8)

Applying this to the local density of imbalance which we take it to be \( \tilde{\rho}_{-j} \), with \( l \in [1, L] \) we have

\[ \tilde{\rho}^{(0)}_{-j} = \tilde{\rho}^{(0)}_{-j} + p \sum_{i=1}^{L} \sum_{n=1}^{i} (\hat{F}^1)^{i-n} \tilde{\rho}^{(0)}_{-j} \hat{\Theta}_{j} \hat{F}^{i-n} - (\hat{F}^1)^{i-n} \hat{\Pi}_i \hat{F}^{i-n} + \mathcal{O}(p^2), \]  

(A.9)

where \( \tilde{\rho}^{(0)}_{-j} = (\hat{F}^1)^{i} \tilde{\rho}^{(0)}_{-j} \hat{F}^{i} \) and we have made use of \( [\tilde{\rho}^{(0)}_{-j}, \hat{\Pi}_i] = 0 \) \( \forall i, l, n \). We seek an e.o.m. for the decaying charge. Let \( \tilde{N}^- = \sum_{j} \tilde{\rho}_{-j} \). Its discrete time derivative reads

\[ \tilde{N}^{(t+1)} - \tilde{N}^{(t)} = p \sum_{i=1}^{L} \langle \hat{F}^1 \rangle \hat{\Theta}_{j} \tilde{N}^{(0)}_{-j} \hat{F}^{i} - (\hat{F}^1)^{i} \hat{\Pi}_i \hat{N}^{(0)}_{-j} \hat{F}^t + \mathcal{O}(p^2), \]  

(A.10)

where have used conservation of the global charge under the unperturbed dynamics, \( [\hat{F}, \tilde{N}^-] = 0 \). Multiplying both sides of (A.10) by \( \tilde{N}^{(0)}_+ \) and averaging over an homogeneous Gibbs state of fixed \( \mu, \langle \ldots \rangle \equiv 1/Z \text{tr}[\ldots e^{-\mu\hat{N}^+}] \), we get

\[ \langle (\tilde{N}^{(t+1)} - \tilde{N}^{(t)}) \tilde{N}^{(0)}_+ \rangle = p \sum_{i=1}^{L} \langle \hat{\Theta}_{i} \tilde{N}^{(0)}_{-j} \hat{\Theta}_{j} \hat{N}^{(0)}_{-j} \rangle - \langle \hat{\Pi}_i \tilde{N}^{(0)}_{-j} \hat{\Pi}_i \hat{N}^{(0)}_{-j} \rangle + \mathcal{O}(p^2) \]

(A.11)

\[ = -2p\langle \hat{\Pi}_i \hat{N}^{(0)}_{-j} \rangle + \mathcal{O}(p^2) \]

where in the first line we have made use of \( [\hat{F}, \hat{N}^+] = 0 \), in the second line we have used

\[ \hat{\Theta}_i \tilde{\rho}_{-j} \hat{\Theta}_i = (1 - 2\delta_{ij}) \tilde{\rho}_{-j} \hat{\Pi}_i \]  

(A.12)
and defined \( \hat{\Pi}_- = \sum \hat{\Pi}_{-j} \) with \( \hat{\Pi}_{-j} \equiv \hat{\Pi}_j \hat{\rho}_{-j} \), and in the last line we have made use of \( \hat{\rho}_{-j} \hat{\Pi}_{-j} = \hat{\Pi}_j \), and \( \hat{\Pi} = \sum_j \hat{\Pi}_j \). Using the transfer matrix (9) we get

\[
\langle \hat{\Pi}_j \rangle = \frac{e^{3\mu}}{(1 + e^\mu)^3(3 + e^\mu)},
\]

(A.13)

and so the derivative of the correlator at order \( p \) reads (taking time continuous)

\[
\frac{\partial}{\partial t} \frac{1}{L} \langle \hat{N}_j^0(\hat{N}_j^0) \rangle = -4p e^{3\mu} \frac{1}{(1 + e^\mu)^3(3 + e^\mu)} + O(p^2),
\]

(A.14)

In the following we shall see that the next to leading order terms \( O(p^2) \) cannot in fact be disregarded, as the small parameter controlling this expansion is \( pt \) and not \( pr^+ \): the rhs does depend on time through the term \( O(p^2) \). We shall discuss these higher order corrections next but before, let us state that in (A.14) at \( t = 0 \), terms of \( p^2 \) and higher order are zero (in general, at any time step \( t \), only terms of at most order \( p^t \) can contribute; see below) and so one can extract a decay rate as

\[
\frac{\partial t}{L} \langle \hat{N}_j^0(\hat{N}_j^0) \rangle |_{t=0} = -\Gamma_{s.t.} \langle \hat{N}_j^0(\hat{N}_j^0) \rangle |_{t=0},
\]

(A.15)

where \( \Gamma_{s.t.} = 2p \gamma_{s.t.} \) with

\[
\gamma_{s.t.} = \frac{\langle \hat{\Pi} \rangle}{L G_{+,+}} = \frac{e^{2\mu}(3 + e^\mu)}{(1 + e^\mu)^3}.
\]

(A.16)

where \( G_{+,+} = 1/L \langle \hat{N}^2 \rangle \) is the current–current correlator of number of solitons in the integrable limit. The subscript s.t. here is to denote short time, given that the extracted decay rate is only an approximation that is valid at very short times (strictly, at \( t = 0 \)).

### Appendix B. Perturbation theory beyond first order

#### B.1. 2nd order corrections

Let us take a closer look now at the corrections of order \( O(p^2) \). We have

\[
\sum_{[\bar{\mu}]} \hat{K}_{\bar{\mu}} \otimes \hat{K}_{\bar{\mu}} = \hat{K}_{(0,0,...,0)} \otimes \hat{K}_{(0,0,...,0)}
\]

\[
+ \sum_{i=1}^L \hat{K}_{(0,0,...,0,1,0,...,0)} \otimes \hat{K}_{(0,0,...,0,1,0,...,0)} +
\]

\[
+ \sum_{j=1}^{L-1} \sum_{i=1}^L \hat{K}_{(0,0,...,0,1,0,...,0,1,0,...,0)}
\]

\[
\times \otimes \hat{K}_{(0,0,...,0,1,0,...,0,1,0,...,0)} + O(p^3).
\]

(B.1)
The first term in the rhs gives us

$$\hat{K}(0,0,...,0) \otimes \hat{K}(0,0,...,0) = \prod_{i=1}^{L} \left( 1 - \frac{p}{2} \hat{\Pi}_i - \frac{p^2}{8} \hat{\Pi}_i \right) \otimes \prod_{i=1}^{L} \left( 1 - \frac{p}{2} \hat{\Pi}_i - \frac{p^2}{8} \hat{\Pi}_i \right) + O(p^3)$$

$$= 1 - \frac{p}{2} \sum_{i=1}^{L} (\mathbb{1} \otimes \hat{\Pi}_i + \hat{\Pi}_i \otimes \mathbb{1})$$

$$+ \frac{p^2}{4} \sum_{i=1}^{L} \left( \hat{\Pi}_i \otimes \sum_{j=1}^{L} \hat{\Pi}_j - \left( \frac{\hat{\Pi}_i}{2} - \hat{\Pi}_i \sum_{j \neq i} \hat{\Pi}_j \right) \otimes 1 - 1 \otimes \left( \frac{\hat{\Pi}_i}{2} - \hat{\Pi}_i \sum_{j \neq i} \hat{\Pi}_j \right) \right) + O(p^3). \quad (B.2)$$

We also have, using (A.6):

$$\hat{K}(0,0,...,0,1,...,0) \otimes \hat{K}(0,0,...,0,1,...,0) = \rho \hat{\Theta}_i \otimes \hat{\Theta}_i - \frac{p^2}{2} \left( \hat{\Theta}_i \otimes \hat{\Theta}_i \right) \sum_{j \neq i} \hat{\Pi}_j \otimes \mathbb{1} + \mathbb{1} \otimes \hat{\Pi}_j + O(p^3). \quad (B.3)$$

For the last term in (B.1) we have:

$$\tilde{K}(0,0,...,0,1,...,0) \otimes \tilde{K}(0,0,...,0,1,...,0) = p^2 \hat{\Theta}_j \hat{\Theta}_j + O(p^3). \quad (B.4)$$

Let us now rewrite $\Phi^{(i)}$ as follows

$$\Phi^{(i)} = (1 + pB + p^2 C) A^j$$

$$= A^j + p \sum_{n=1}^{j} A^{j-n} BA^n$$

$$+ p^2 \left( \sum_{n=1}^{j} A^{j-n} CA^n + \sum_{n=1}^{j-1} \sum_{m>n} A^{j-n} BA^m BA^{m-n} \right) + O(p^3), \quad (B.5)$$
where we define $A \equiv \hat{F}^\dagger \otimes \hat{F}^\dagger$, $B \equiv \sum_{i=1}^L B_{0,i} + B_{1,i}$, and $C \equiv \sum_{i=1}^L C_{0,i} + C_{1,i} + C_{2,i}$ and

$$B_{0,i} \equiv -\frac{1}{2} \left( 1 \otimes \hat{\Pi}_i + \hat{\Pi}_i \otimes 1 \right),$$

$$B_{1,i} \equiv \hat{\Theta}_i \otimes \hat{\Theta}_i,$$

$$C_{0,i} \equiv \frac{1}{4} \left( \hat{\Pi}_i \otimes \sum_{j=1}^L \hat{\Pi}_j - \left( \frac{\hat{\Pi}_i}{2} - \hat{\Pi}_i \sum_{j \neq i}^L \hat{\Pi}_j \right) \otimes 1 - 1 \otimes \left( \frac{\hat{\Pi}_i}{2} - \hat{\Pi}_i \sum_{j \neq i}^L \hat{\Pi}_j \right) \right),$$

$$C_{1,i} \equiv -\frac{1}{2} \left( \hat{\Theta}_i \otimes \hat{\Theta}_i \right) \sum_{j \neq i}^L \left( \hat{\Pi}_j \otimes 1 + 1 \otimes \hat{\Pi}_j \right),$$

$$C_{2,i} \equiv \sum_{j \neq i}^L \hat{\Theta}_i \hat{\Theta}_j \otimes \hat{\Theta}_i \hat{\Theta}_j.$$  

At this point it is best to apply $\Phi^{(i)}$ from (B.5) to the local imbalance density, $\rho^{(0)}_{\infty}$, and sum over the space coordinate at the end. Focusing now on the $O(p^2)$ terms, consider first the term $\sum_{i=1}^L A^{\tau_n} C_i A^n$. A priori every single term in $C_i$ contributes when taking the expectation value over an homogeneous state. Using this already yields (with the convention $\bar{\rho} \equiv \bar{\hat{\rho}}$)

$$\langle A^{\tau_n} C_{0,i} A^n \rangle \bar{\rho}_{-j}^{(0)} \approx \sum_{j \neq i}^L \left( \hat{F}^\dagger \right)^{(n)} \hat{\Pi}_i \hat{\Pi}_j \bar{\rho}_{-j}^{(0)} \hat{\Pi}_j \hat{\Pi}_i \hat{F}^{(\tau_n)},$$

$$\langle A^{\tau_n} C_{1,i} A^n \rangle \bar{\rho}_{-j}^{(0)} \approx -\sum_{j \neq i}^L \left( \hat{F}^\dagger \right)^{(n)} \hat{\Theta}_i \hat{\Pi}_j \bar{\rho}_{-j}^{(0)} \hat{\Pi}_j \hat{\Theta}_i \hat{F}^{(\tau_n)},$$

$$\langle A^{\tau_n} C_{2,i} A^n \rangle \bar{\rho}_{-j}^{(0)} \approx \sum_{j \neq i}^L \left( \hat{F}^\dagger \right)^{(n)} \hat{\Theta}_i \hat{\Theta}_j \bar{\rho}_{-j}^{(0)} \hat{\Theta}_j \hat{\Theta}_i \hat{F}^{(\tau_n)},$$

where as before we have made use of $[\hat{\rho}_{-j}^{(0)}, \hat{\Pi}_i] = 0$. This equation has a simple interpretation: at order $O(p^2)$ we have three contributions at any given time all of which arise after freezing two mutually disjoint regions on which the projector $\Pi$ acts, that is, two mutually disjoint regions consisting each of them with a single right mover or a left mover. In the first scenario (top most relation) the total imbalance is conserved within each of these subspaces. The second case reflects instead the swapping of one right mover with a left mover at one of such locations, leading to the net change of two in the imbalance. The last expression indicates swapping right and left quasiparticles in these two regions at any given time, leading to a net change of four in the imbalance. These different processes are shown pictorially in figure B1. We can now simplify matters by summing over the space coordinate for the imbalance density, in order to make use of conservation of the global charge $N_-$ under the unperturbed dynamics. It is easy to see that $\langle B.7a \rangle + \langle B.7b \rangle + \langle B.7c \rangle = 0$, $(A^{\tau_n} CA^n) \bar{N}_- = 0$, when using (A.12). This allows to rewrite (B.5) as
\[ \tilde{N}_-^{(0)} = \Phi(0) \tilde{N}_-^{(0)} \]
\[ = \left( A_I + p \sum_{a=1}^{t} A_{-n}^a B \bar{A}_n^a + p^2 \sum_{a=1}^{t-1} \sum_{m>n} A_{-m}^a B A_{-n}^m \right) \tilde{N}_-^{(0)} + \mathcal{O}(p^3). \]  

(B.8)

At variance with the corrections (B.7a)–(B.7c), the \( \mathcal{O}(p^3) \) corrections in (B.8) correspond to freezing two regions at two distinct times. To see this, let us denote \( (\ast) = \sum_{n=1}^{t} \sum_{m>n} \langle A_{-m}^a B \bar{A}_n^a \rangle \tilde{N}_-^{(0)} \rangle_{LR} \), where the LR subscript indicates that the e.v. is evaluated within LR—see below. Proceeding identically as before we get

\[ (\ast) = \sum_{n=1}^{t-1} \sum_{m>n} \left( \langle A_{-m}^a (B_{0,l} + B_{1,l}) A_{-n}^a (B_{0,j} + B_{1,j}) \rangle \tilde{N}_-^{(0)} \rangle_{LR} \right) \]
\[ \approx \sum_{n=1}^{t-1} (t-n) L \sum_{i,j=1}^{L} \left( \langle \hat{\Pi}_i (\hat{F})^a \hat{\Pi}_i \hat{\rho}_{-j} \hat{\Pi}_j \rangle_{LR} - \langle \hat{\Pi}_i (\hat{F})^a \hat{\Pi}_i \hat{\rho}_{-j} \hat{\Pi}_j \rangle_{LR} - \langle \hat{\Theta}_j (\hat{F})^a \hat{\Pi}_j \hat{\rho}_{-j} \hat{\Pi}_j \rangle_{LR} + \langle \hat{\Theta}_j (\hat{F})^a \hat{\Pi}_j \hat{\rho}_{-j} \hat{\Pi}_j \rangle_{LR} \right). \]

As always we have made use of conservation of the global charges under the nonperturbed dynamics \( \{ \hat{F}, N_{-} \} = 0 \). This equation has a simple physical interpretation as alluded earlier. It gives us the contribution to the decay of the global charge \( N_{-} \) stemming from two frozen regions separated in time by \( n \) steps. We can simplify this expression further

\[ (\ast) \approx 2 \sum_{n=1}^{t} (t-n) L \sum_{i,j=1}^{L} \left( \langle \hat{\Pi}_i (\hat{F})^a \hat{\Pi}_i \hat{\rho}_{-j} \hat{\Pi}_j \rangle_{LR} - \langle \hat{\Theta}_j (\hat{F})^a \hat{\Pi}_j \hat{\rho}_{-j} \hat{\Pi}_j \rangle_{LR} \right), \]

(B.9)

where once again we have used (A.12). The two types of terms contributing to (B.9) are depicted in figure B2. We can now give an even clearer interpretation of this equation within LR theory. Let the LR background state be given by \( \hat{\rho}_{LR} \propto \exp(\mu \hat{N}_+ - \delta \hat{N}_-) \), with \( |\delta| \ll 1 \) giving rise to a small imbalance in the number of right movers vs left movers. Expanding the state \( \hat{\rho}_{LR} \propto \exp(\mu \hat{N}_+ + (1 - \delta \hat{N}_-) + \mathcal{O}(\delta^2) \) and using (A.12) yields

\[ \langle \hat{\Pi}_i (\hat{F})^a \hat{\Pi}_i \hat{\rho}_{-j} \hat{\Pi}_j \rangle_{LR} - \langle \hat{\Theta}_j (\hat{F})^a \hat{\Pi}_j \hat{\rho}_{-j} \hat{\Pi}_j \rangle_{LR} \]
\[ = -2\delta \langle (\hat{F})^a \hat{\Pi}_- \hat{F} \hat{\Pi}_- \rangle + \mathcal{O}(\delta^2), \]

(B.10)

where the expectation values are now w.r.t. the unperturbed background state \( \langle \ldots \rangle \equiv \frac{1}{\text{tr}} e^{-\mu \hat{N}_+ + (1 - \delta \hat{N}_-) + \mathcal{O}(\delta^2) \exp(\ldots e^{i \hat{N}_+}) \rangle \). We have also made use of the trivial relation \( \{ \hat{\Theta}_i, \hat{N}_+ \} = 0 \), which is just a restatement that \( \hat{N}_- \) is conserved under the full dynamics. Let us refer to \( \hat{\Pi}_{-j} \) as the diffusive movers which are nothing but eigenoperators of the Kraus map with eigenvalue \( (1 - 2p) \), i.e. \( \hat{K}_p \hat{\Pi}_{-j} \hat{K}_p = (1 - 2p) \hat{\Pi}_{-j} \). In other words, its orthogonal complement, \( (1 - \hat{\Pi}_i) \hat{\rho}_{-j} \hat{\Pi}_j \), is not affected by dissipation: \( \hat{K}_p (1 - \hat{\Pi}_i) \hat{\rho}_{-j} \hat{\Pi}_j = (1 - \hat{\Pi}_i) \hat{\rho}_{-j} \). Using
Figure B1. Pictorial description of each of the terms in equations (B.7a)–(B.7c). Leftmost figure projects the density of imbalance $\hat{\rho}_{-j}$ onto the subspace $\hat{\Pi}$ at locations $i$ and $j$ (equation (B.7a)). The two middle figures consider projecting onto one such subspace and swapping right with left movers at only one location (equation (B.7b)). The rightmost figure swaps right with left movers at both locations $i$ and $j$ (equation (B.7c)).
translation invariance we arrive at our final expression

\[(\ast) \cong -4\delta t - \sum_{n=1}^{t-1} (t-n)\langle \hat{\Pi}_-(n)\hat{\Pi}_-\rangle_c + O(\delta^2), \tag{B.11}\]

where we have used the freedom to take instead the connected two-point function since \(\langle \hat{\Pi}_-\rangle = 0\) from symmetry arguments. This equation has a very natural meaning. The second order corrections are given in terms of the correlator

\[L \langle \hat{\Pi}_0(n)\hat{\Pi}_-\rangle_c \equiv \sum_i \langle \hat{\Pi}_0(n), L_i^{}/2 \hat{\Pi}_-, i \rangle_c, \]

which gives us the overlap between the diffusive movers \(\hat{\Pi}_-, i\) at different times when evolved under the unperturbed dynamics. From here it follows that

\[\langle \hat{N}(t)\hat{N}(0)\rangle_c \cong \left(1 - 2p\gamma s, t \right) + 4(p^2)\tilde{\gamma}_2 + O(p^3), \tag{B.12}\]

The fact that \(\langle \hat{\Pi}_0\hat{\Pi}_-\rangle_c\) saturates at short enough times to a positive constant (see figure B3) indicates that the two point function of the imbalance of solitons should scale as \(\langle \hat{N}^2\rangle_c \to (1 - 2p\gamma s, t \right) + O(p^3)\) as \(t \to \infty\), where we have defined \(\tilde{\gamma}^2 \equiv \tilde{D}(\mu)/2G_{++}\), with

\[\tilde{D}(\mu) \equiv \lim_{t \to \infty} \frac{1}{L} \langle \hat{\Pi}_0\hat{\Pi}_- \rangle_c. \tag{B.13}\]

We find that \(\tilde{\gamma}(\mu \to \infty) = 1\), just as \(\gamma_{st}\). This is consistent with our expectations, since at low filling particles should decay exponentially fast with a decay rate given by \(\Gamma = 2p\) (see beginning of section 4.3). Further, we find numerically that \(\tilde{\gamma} > \gamma_{st}\), which indicates that the effective decay rate at \(t = 1\) is actually smaller than that at \(t = 0\), which is consistent with our numerical results—see figure B4.

The analysis at this order in perturbation theory already reveals much information. In the scaling limit, \(p \to 0^+, t \to \infty, tp < \infty\), one finds that the entire perturbative series of \(\Phi^{(t)}\) is solely determined by the operators \(A\) (giving the \(\hat{F}\) gates) and \(B\) (giving the first order corrections in \(p\) to the Kraus map \(\sum_{(\mu)} \hat{K}_\mu \otimes \hat{K}_\mu\)). That is

\[\Phi^{(t)} = \left(\sum_{(\mu)} \hat{K}_\mu \hat{F}^\dagger \otimes \hat{K}_\mu \hat{F}^\dagger\right)^t \cong ((1 + pBA)^t, \tag{B.14}\]

\[t \to \infty, \]

\[\Gamma = 2p\]
Figure B3. Two-point function \( \frac{1}{L} \langle \Pi_0(t) \Pi_- \rangle \).

Figure B4. Transport in the noisy Rule 54 CA. Results shown for half filling \( \mu = 0 \). Left: decay of imbalance for various values of strength of perturbation \( p \). After a brief period of exponential decay (I) the system goes through a transient regime of anomalous decay (II) followed by an exponential relaxation again in the longest time scales (III). Only regimes (I) and (III) are captured by the theory. Results from MC. Middle: structure factor of density of movers reflecting the anomalously slow decay of imbalance; the satellite peaks fail to dampen. Results using tMPO with \( \chi = 48 \). Right: time dependent diffusion constant extracted from the time derivative of the variance of the structure factor, showing some apparent ‘superdiffusive’ regime. Results using tMPO for various \( \chi \).

with \( \propto \) denoting the scaling limit. This is because at any order \( n \) in \( p \), the only terms contributing \( t^n \) will be those containing precisely \( nB \)'s, with the rest contributing at most \( t^{n-1} \) (in the case of \( n = 2 \) it happens that there are no order \( tp^2 \) terms). Ultimately this means that the e.o.m. for the negative movers in the scaling limit should be of the form

\[
\rho_-^{(t+1)} - \rho_-^{(t)} = -\Gamma \rho_-^{(t)},
\]

(B.15)
with the decay matrix given by \( \Gamma = 1 - A - pBA \). From here it follows

\[
\frac{\partial}{\partial t} \langle \hat{N}^{(0)} \hat{N}^{(0)} \rangle = p \sum_i \langle \hat{\Theta}_i \hat{F} \hat{N}^{(0)} \hat{F} \hat{\Theta}_i \hat{N}^{(0)} \rangle - \langle \hat{\Pi} \hat{F}^\dagger \hat{N}^{(0)} \hat{F} \hat{\Pi} \hat{N}^{(0)} \rangle
\]

\[
= -2p \sum_i \langle \hat{F} \hat{N}^{(0)} \hat{F} \hat{\Pi} \hat{\rho} \rangle
\]

\[
= -2p \langle \hat{N}^{(0)} \hat{\Pi}^{(0)(-1)} \rangle,
\]

(B.16)

where in the second line we have used (A.12) and \([\hat{\Theta}_i, \hat{N}_+] = 0 \forall i\), and in the third line we have used \([\hat{F}, \hat{N}_+] = 0\) to evolve the operator \(\hat{\Pi}\) backwards by one time step under the unitary \(\hat{F}\). From here we extract the decay rate

\[
\Gamma(t) = 2p\gamma(pt), \quad \gamma(pt) \equiv \frac{\langle \hat{N}^{(0)} \hat{\Pi}^{(0)(-1)} \rangle}{\langle \hat{N}^{(0)} \hat{N}^{(0)} \rangle}.
\]

(B.17)

We emphasize that a perturbative expansion in our setup is only controlled in the limit \(tp \to 0^+\), which simply prohibits extracting an analytical decay rate at long enough times. In the limit \(tp \gg 1\) the function \(\Gamma(t)\) becomes time independent, so that the imbalance decays exponentially \(\langle \hat{N}_-(t) \rangle_{LR} \sim \exp(-2p\gamma t)\) at sufficiently long times, with a decay rate \(\gamma\) being a function of the density of particles that seems to be well approximated by \(\gamma = (1 - n)^\gamma\) (see figure 8 in the main text). Such scenario would be consistent with thermalization, despite the fact that the thermalization rate is not given by a simple FGR estimate, and does not control the diffusion constant—which depends on the full function \(\gamma(pt)\) (figure B5).

There is an alternative view to the effective decay rate (B.17). Applying (B.14) to the total imbalance \(\hat{N}_-\) and taking the e.v. within LR we find that at order \(n\) in the perturbation strength \(p\) we must evaluate terms of the form

\[
(-1)^{\sum_i} \langle \hat{F}^{\alpha_1} \hat{X}_{i_1} (\hat{F}^\dagger)^{\alpha_2} \hat{X}_{i_2} \ldots (\hat{F}^\dagger)^{\alpha_n} \hat{X}_{i_n} \hat{F}^{\alpha_{n+1}} \hat{N}_- \hat{F}^{\alpha_{n+2}} \hat{X}_{i_{n+2}} \ldots \hat{X}_{i_n} \hat{F}^{\alpha_{2n}} \hat{X}_{i_1} \hat{F}^{\alpha_1} \rangle_{LR},
\]

(B.18)

where \(\alpha_i\) are nonnegative integers with the constraint \(\alpha_1 + \alpha_2 + \ldots + \alpha_{n+1} = t\), \(i_j \in \{1, \ldots, L\}\), \(X \in \{\hat{\Pi}, \hat{\Theta}\}\), and \(\pi_X = 0\) if there are an odd number of \(\hat{\Pi}\) operators in the array \(X = \{X_{i_1}, X_{i_2}, \ldots, X_{i_n}\}\), and \(\pi_X = 1\) otherwise. More precisely, the contribution to \(\langle \hat{N}^{(0)} \rangle_{LR}\) at order \(n\) corresponds to the sum of (B.18) over all possible time indices \(\{\alpha_i\}\) fulfilling the above constraint, spatial indices \(\{i_j\}\), and operators \(\{X_i\}\). The upshot of this is that the effective decay rate at time \(t\) will be governed by all possible processes of the form (B.18), where \(n = 1, 2, \ldots, t\). As such, the effective decay rate is no longer controlled by single processes acting within some time window \(\Delta t = 1\) (one single time step), but rather by the set of all possible processes spanning time intervals \(\Delta t = 1, 2, \ldots, t\). In other words,
processes involving $\Delta t > 1$ cannot in general be factored into products of single processes (as has been shown explicitly for $n = 2$).

In figure B6 we show the time evolution of the correlator $\langle \hat{N}(t) \hat{N}(0) \rangle$. We can distinguish three regimes. The dynamics at short times is well approximated by (A.14) when neglecting higher order terms in $p$. (Recall that strictly speaking, equation (A.14) is only valid at $t = 0$ where the decay rate is given by $\gamma_s$.) This short-time, fast decay regime is followed by a long transient of anomalous decay. At the longest time scales, the charge relaxes exponentially, but with a decay rate that is different from that obtained from (A.14) when neglecting $O(p^2)$ terms. The physical mechanism behind this rather slow relaxation can be captured when computing the structure factor $\langle \hat{\rho}(t) \hat{\rho}(0) \rangle$ shown in the middle panel in figure B6. While the central region develops a bump collapsing to a Gaussian signaling diffusion, the ballistic peaks fail to disappear. This interplay between diffusive and ballistic spreading lead to some apparent superdiffusive behavior of the current–current correlator (alternatively, the charge $\hat{N}_-$), see right panel of figure B6.

B.2. 3rd order corrections

Going one order higher in the perturbative expansion we find

$$\hat{N}_-^{(0)} = \Phi^{(0)} \hat{N}_-^{(0)}$$

$$\simeq \left( A^t + p \sum_{n=1}^t A^{t-n} BA^n + p^2 \sum_{n=1}^{t-1} \sum_{m>n} A^{t-m} BA^n BA^{m-n} + \right.$$

$$\left. + p^3 \sum_{l=1}^{t-2} \sum_{m>l} \sum_{n>m} A^{t-l} BA^n BA^{m-l} BA^{n-m} \right) \hat{N}_-^{(0)} + O(p^4).$$

(B.19)
Recalling $B = \sum_{i=1}^{L} B_{0,i} + B_{1,i}$, and taking the expectation value of the last term in the previous expression in an homogeneous state within LR we get eight terms. Let us refer 

$$+(\sum_{i=1}^{L} B_{0,i} + B_{1,i} + \sum_{i'=0}^{L} A^{i'-m} B A^{m-i} B A_{m} - m ) \left[ \mathcal{N}^{(0)} \right]_{LR} \quad \text{(B.23)}$$

Simplifying using (A.12)

$$+(\sum_{i=1}^{L} B_{0,i} + B_{1,i} + \sum_{i'=0}^{L} A^{i'-m} B A^{m-i} B A_{m} - m ) \left[ \mathcal{N}^{(0)} \right]_{LR} \quad \text{(B.20)}$$

We can improve slightly this expression invoking translation invariance as usual

$$+(\sum_{i=1}^{L} B_{0,i} + B_{1,i} + \sum_{i'=0}^{L} A^{i'-m} B A^{m-i} B A_{m} - m ) \left[ \mathcal{N}^{(0)} \right]_{LR} \quad \text{(B.21)}$$

The task now is to evaluate the three – point function

$$C_{lm-1} \equiv \sum_{i=1}^{L} \langle \hat{F}^{i} \hat{\Pi}_{0}^{0m-i} \hat{\Pi}_{L}^{0m-i} \hat{F}^{i} \hat{\Pi}_{L-j}^{0} \rangle - \langle \hat{F}^{i} \hat{\Theta}_{0}^{0m-i} \hat{\Theta}_{L}^{0m-i} \hat{\Theta}_{L-j}^{0} \hat{F}^{i} \rangle \quad \text{(B.22)}$$

First note we can rewrite this as

$$C_{lm-1} \equiv \sum_{j=1}^{L} \langle \hat{\Pi}_{0}^{0m-i} \hat{\Pi}_{L}^{0m-i} \langle \hat{F}^{i} \hat{\Pi}_{L-j}^{0} \rangle - \langle \hat{\Pi}_{L-j}^{0m-i} \hat{\Pi}_{0}^{0m-i} \hat{\Theta}_{L-j}^{0} \rangle \rangle \quad \text{(B.23)}$$
The results of evaluating $C_{\mu_{\mu-1}}$ via tMPO are shown in figure B7 showing also plateaus, indicating that the third order corrections should be taken into account as well.

**Appendix C. Numerical details**

**C.1. MPO calculations**

The implementation of the MPO time evolution of the quantum channel described in the main text is straightforward. Since both the unperturbed (Rule 54) and full dynamics (including the Kraus operators) contains at most three site gates (excluding projectors) we construct our Hilbert space in terms of unit cells. This means all gates we will be dealing with effectively act on two sites (see figure C1). Each time step comprises two layers given in terms of the Rule 54 gates followed by one given in terms of the set Kraus operators described in the main text. To simulate this we vectorize the channel so that the initial state is stored as a matrix product state (MPS) of local Hilbert space dimension $d^4$ ($d = 2$ for our qubit system) and proceed forward as in standard time-evolving block decimation based routines. Note that the layer of Kraus operators involves sites that are acted upon simultaneously by three Kraus operators but that is fine since these mutually commute. A small technical artifact of using this approach is that applying the layer of Kraus operators necessarily entails adding two or more MPSs resulting on a new MPS with bond dimension equal to the sum of each of the bond dimensions of the MPSs. This is because $K_{\mu=1} \otimes K_{\mu=2} = K_{\mu=2} \otimes K_{\mu=2}$ cannot be put onto a two-site gate form [since it involves three sites (five sites in the original Hilbert space)]. To get around this issue we first add the MPSs in a local fashion e.g.

$$|\hat{\rho}\rangle_{\text{NEW}} = A_{i-1,i,i+1}|\hat{\rho}\rangle + B_{i-1,i,i+1}|\hat{\rho}\rangle =$$

$$\sum_{\sigma} \text{tr} \left[ M^{\sigma_1} \ldots M^{\sigma_{i-2}} \left( \tilde{M}^{\sigma_{i-1}} \tilde{M}^{\sigma_{i}} \right) \left( \begin{array}{cc} M^{\sigma_{i}} & 0 \\ 0 & \tilde{M}^{\sigma_{i}} \end{array} \right) \right] \left( \begin{array}{c} \tilde{M}^{\sigma_{i+1}} \\ \tilde{M}^{\sigma_{i+1}} \end{array} \right) M^{\sigma_{i+2}} \ldots M^{\sigma_N} |\sigma_1 \ldots \sigma_N\rangle$$

resulting in a bond dimension growth on only those three sites. Since the Kraus operators involve mostly projectors we can fix the maximum bond dimension of the resulting MPS to be the maximum of each of the two involved plus an extra small bond dimension, i.e. $\chi_{\text{NEW}} = \max(\tilde{\chi}, \tilde{\chi}) + \delta$, with $\delta = O(1)$. Thus we have two sources of truncation error during the entire quantum channel: (1) errors due to truncation from applying the unitary gates and, (2) errors from truncation after adding $\geq 2$ MPSs. All tensor network contractions are implemented using the Julia package ITensors.jl [94].

**C.2. Monte Carlo calculations**

The MPO based approach described above works very well when we limit ourselves to short to intermediate time dynamics, which for many instances it is fine. In the particular case of the dissipative Rule 54 model and away from the low density limit we find that the dynamics of the non-conserved charge $N_-$ decays very slowly before it relaxes at long enough times. To have access to this large time regime we make use of the Metropolis algorithm to compute the observables of interest for a given ensemble (given by fixed $\mu \equiv \mu_+ \equiv \mu_- \equiv \mu_0$). We are mostly interested in computing the (connected) two-point functions $\langle \hat{N}^{(i)}_\mu \hat{N}^{(0)}_\mu \rangle_c$. We remark once again that the
behavior of the current–current correlator, \( \langle \hat{J}(t) \hat{J}(0) \rangle^c \), is very similar to that of \( \langle \hat{N}(t) \hat{N}(0) \rangle^c \) (this is because \( \hat{N}(t) = \hat{N}(t+1) \) for \( p > 0 \)). For the times involved in this work \( t \sim O(10^3) \) and the system sizes considered \( L \sim O(10^2) - O(10^3) \) we have required of the order of \( O(10^7) \) realizations which we compartmentalize into approximately 20 bins that we later use for error analysis.

We remark that the MC equilibration time takes longer as we move away from the half-filled limit.

The above analysis concerns transport in the noisy Rule 54 CA. The MC analysis for tracer dynamics is somewhat different. In particular, tracer dynamics is more susceptible to the strength of the perturbation than when studying transport. While for transport we already find collapsed results using \( p \sim O(0.1) \), for tracer dynamics we must consider at most \( p \sim O(0.01) \) (so that our numerical results are in accordance with our theory predictions). This means that the crossover to diffusion in the tracer distribution happens at much longer times. In this regard it is worth emphasizing that sampling the tracer distribution \( \omega(x, t) \) (giving us access to the self-diffusion constant \( D^* \)) is much simpler than the full many-body correlator \( \langle \hat{J}_{x,k} \hat{J}_{x+k/2} \rangle \) (giving us access to the diffusion constant \( D \)). By this we mean: (1) the number of sampling iterations is much greater in the latter case. Only \( O(10^9) \) samples are needed to sample faithfully the tracer distribution for the accessible times \( t \sim O(10^3) - O(10^4) \). (2) The tracer distribution is not contaminated as much by finite size effects. It is clear that the maximum accessible time scale to probe the many-body correlator is determined by the Lieb–Robinson velocity. Given that in Rule 54 this is \( O(1) \) we are bounded to time scales of the order of the system size. At variance, when probing the tracer distribution we can exploit the fact that we are measuring the number of solitons that traveled a given distance away from their starting points. We can exploit this to our advantage and set much smaller system sizes \( L \ll t_{\text{max}} \) while imposing pbc.

For our tracer distribution simulations we never exceed \( L = 1200 \), while the maximum times considered go past \( t \sim 10000 \).

---

**Figure C1.** MPO notation and complexity growth in Rule 54. (a) Left: given some initial state \( \hat{\rho} \) in MPO form with blocks (tensors) of size \( \chi \times d \times d \times \chi \) with bond dimension \( \chi \) and local Hilbert space dimension \( d \) (\( d = 2 \) in our case) we merge each pair of sites within a unit cell to form a new tensor of size \( \chi \times d^2 \times d^2 \times \chi \). Right: the unitary gates in the Rule 54 model act on three sites. By decomposing the system into unit cells each gate effectively acts on two blocks. Double (single) sized lines denote the gate is acting on the two (leftmost of the) sites in each unit cell. (b) Complexity growth in the Rule 54 vs time for an initial operator (here shown for \( \hat{O}(0) = \hat{J}_{-L/2} - \hat{J}_{L/2} \)). Results for the maximum bond dimension of \( \hat{O}(t) \) as a function of time which grows roughly as \( t^2 \), consistent with [20], as opposed to exponentially in time.
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