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Abstract—In the real world, the environment is constantly changing with the input variables under the effect of noise. However, few algorithms were shown to be able to work under those circumstances. Here, Novelty-Organizing Team of Classifiers (NOTC) is applied to the continuous action mountain car as well as two variations of it: a noisy mountain car and an unstable weather mountain car. These problems take respectively noise and change of problem dynamics into account. Moreover, NOTC is compared with NeuroEvolution of Augmenting Topologies (NEAT) in these problems, revealing a trade-off between the approaches. While NOTC achieves the best performance in all of the problems, NEAT needs less trials to converge. It is demonstrated that NOTC achieves better performance because of its division of the input space (creating easier problems). Unfortunately, this division of input space also requires a bit of time to bootstrap.

I. INTRODUCTION

Everything in the real world is naturally dynamic and noisy. Although most of the systems employ some type of preprocessing to treat these type of problems, sometimes the preprocessing systems may face some unexpected new dynamics which they were not prepared for or the noise may suddenly change in type and amplitude. Actually, learning algorithms seems the most natural solution to these problems, since they were developed right from the beginning with the idea of adaptation. That is, all of them are in principle capable of learning new dynamics or noise variations of the problem on the fly.

In this paper, NOTC and NEAT are tested on problems that have noise and need a certain degree of adaptability. On one hand, NEAT is a promising direct encoding topology evolving neuroevolution algorithm with a complexification philosophy (the chromosome starts simple and gets complex over time) [1]. On the other hand, NOTC is a learning classifier system based algorithm with a divide and conquer philosophy, it currently evolves a fixed topology neural network with a direct encoding genome. NOTC has the following distinct features:

- Novelty Map Population - Experiments show that this type of population allows for better adaptation at the same time that it is not sensitive to noise;
- Dual (team-individual) Fitness - The dual fitness presents a way to join Michigan and Pittsburgh approaches, leveraging the benefits from both points of view;
- Hall of Fame - With the Hall of Fame it is possible to keep the best combination of individuals. This is important to join Michigan and Pittsburgh approaches.

NOTC was first proposed and superficially described in [2], with applications only to pole balancing and a discrete version of mountain car. Here we explain NOTC more deeply and apply it to continuous action mountain car, noisy mountain car and unstable weather mountain car (a problem requiring some level of adaptability). Moreover, a comparison between NOTC and NEAT is done in all of the problems, revealing a trade-off between the two approaches.

It is verified that NOTC achieves the best performance in all of the problems because of its ability to divide the input space creating smaller easier problems. NEAT, on the other hand, needs less trials to converge because it does not need to divide the input space as well as it only has one problem to solve.

II. RELATED WORK

Allow us to divide the literature in two lines of thought:

- Divide and Conquer Approach - division of the problem into easier ones and the use of simple computational models to solve those easier problems;
- Complexification Approach - start with simple solutions, while increasing the complexity of solutions over time.

On one hand, Learning Classifier Systems (LCS) falls within the divide and conquer approach, where a set of agents with condition-action-prediction rules cooperate and compete in an evolutionary system to solve the problem at hand [3], [4]. The condition coded by each agent automatically divides the input space, creating smaller problems, therefore the coded solutions does not need to be complex. On the other hand, many evolutionary algorithms using variable length genomes fall within the complexification approach. For example, algorithms evolving both the topology and parameters of neural networks complexify the network over time [5].

In the following, there is a brief review of the LCS’s and Neuroevolution’s literature’s related with this article. Here,
we will restrain the review to only continuous action LCS algorithms and some of most salient Neuroevolution methods. For a complete review of both LCS’s and Neuroevolution’s literature please refer to [6], [7] and [5], respectively.

LCSs with continuous actions were applied to function approximation first with the XCSF algorithm [8]–[10], later with variants using fuzzy logic [11]–[13], neural-based LCS algorithms [12], [14] and genetic programming-based algorithms [15]. Regarding reinforcement learning problems, LCSs with discrete actions were used to solve complex mazes [16], cart-pole balancing [17], [18] and the two-actions mountain car [19] problems. Continuous action LCSs were applied to control robotic arms [20], [21], navigation problems [22], [23], complex mazes [24], [25] and dynamical mazes [26]. NOTC, specifically, was applied to pole balancing and a discrete action of mountain car in [2]. NOTC related algorithm without the concepts of team and dual fitness, Novelty-Organizing Classifiers (NOC), was applied to continuous mazes and classification problems [27].

Neuroevolution, where both the structure and parameters are evolved, is a relatively new research area. Therefore, there are fewer algorithms. To cite some: GNARL [28], NEAT [1], EANT [29] and EPNet [30].

III. NOTC’S STRUCTURE

In divide and conquer approaches, an algorithm has usually two distinct procedures, one for breaking the problem (divide procedure) and another to build the solution for the problem pieces (conquer procedure). NOTC uses novelty map as the divide procedure and multilayer perceptron as the conquer procedure.

The details of NOTC’s structure is shown in Figure 1. Basically, its components are:

- A Novelty Map population;
- Subpopulations divided in two groups (best and novel);
- Individuals.

A. Subpopulation

The subpopulation is a set of individuals. It is divided in two groups (best and novel). The best and novel groups are useful to increase the diversity of the population and attain a good balance between exploration and exploitation. In one hand, individuals inside the best group are the best individuals, in the sense that they were already tested before (survived the last generation). On the other hand, individuals from the novel group were recently created (created in the last generation).

B. Individuals

Individuals can be any computational model. The individuals used in this paper are feedforward neural networks with a single hidden layer containing a fixed number of neurons.

Regarding the activation function, the hyperbolic tangent was used in the neurons from the hidden layer and the identity function was used in both input and output layer’s neurons. The bias is absent in the input layer. Naturally, the chromosome encodes the weights for each connection as well as the bias.

C. Novelty Map and Novelty Map population

Before describing a Novelty Map population, it is necessary to detail solely the Novelty Map.

1) Novelty Map: Novelty measures, when used as fitness functions, allow algorithms to keep track of what they have already seen, i.e., they provide the stepping stones to reach the objective [31], [32]. Moreover, novelty can also be used to divide the space into points of interest, where each point is substantially different from each other.

Table I describes the algorithm. Basically, Novelty Map is a table with the most novel individuals according to a novelty metric. When a new input is presented to the map, a competition takes place where the cell with the closest weight array wins. This winner cell is activated and can be used in...
many ways depending on the application (the novelty map population presents one way of using it). Afterwards, the table is updated by substituting the weight array of the least novel cell (according to the novelty measure) with the input array if and only if the input array has higher novelty. This way the table is always kept up to date.

**TABLE I. NOVELTY MAP ALGORITHM**

| Parameters: |
|-------------|
| 1) \(\text{Max}_n\): maximum size of the map; |
| 2) Novelty metric; |
| Set the size of the map \(n\) to zero |

Infinite Loop:

1) When an input is presented to the novelty map do:
2) If the size of the map \(n\) is smaller than \(\text{Max}_n\)
   a) Insert the input in the map
   b) Increment the size of the novelty map
else
   a) Evaluate the input’s novelty with the novelty metric
   b) If the input’s novelty is higher than the lowest novelty from the samples inside the map
      i) Insert the input and remove the sample with the lowest novelty from the map
3) Return the weight array of the cell which is closest to the input

This table may share some similarities with the self-organizing map \([33]\) or even the neural gas \([34]\), but some important differences must be highlighted:

- **Independence on Input Frequency** - Both neural gas and self-organizing map (SOM) are sensitive to the frequency of the input, forgetting previous experience if the input starts to concentrate on a small portion of the spectrum. The novelty map does not have this disadvantage, always retaining even the most rare occurrences if they are novel enough.

- **Cell’s Efficiency** - By ignoring the input frequency, fewer cells can be used to map the input space.

The novelty metric used in this article is the uniqueness. Let \(S\) be a set of arrays. The uniqueness is defined for an array \(a_i\) in relation to the other arrays in \(S\) with the following equation:

\[
U = S \setminus \{a_i\}
\]

\[
\text{uniqueness} = \min_{a_k \in U} (\text{dist}(a_i, a_k)).
\]

In other words, uniqueness of an array is the smallest distance to the respective array for any array present in the set, excluding the array itself. This novelty metric was chosen because of its simplicity and quality though any other novelty measure could have been used instead.

2) **Novelty Map Population** - The Novelty Map population is very similar to the SOM population \([24], [25]\). The only difference is the exchange of the SOM dynamics to the Novelty Map one. As before, in addition to the cell’s original weight array, subpopulations (see Section III-A) are present in all cells of the Novelty Map. The original dynamics of the Novelty Map happens when a new input is presented, i.e., the cell which is closest to the input wins and the Novelty Map is updated. Moreover, the winner cell and its subpopulation is used for some algorithm specific procedure. For example, in reinforcement learning problems, the winner cell’s subpopulation have one of its individuals selected to act on the environment.

**IV. NOTC’S BEHAVIOR**

Before going into the details of NOTC’s behavior, it is necessary to explain two concepts (team and hall of fame concepts).

**A. Team**

A team is a set of individuals each from a different cell in the Novelty Map Population (see Figure 2). When the cell is activated for the first time in the respective trial (i.e., the period from the start until the end of a run which is also called episode) an individual is chosen randomly. Afterwards, the same previous individual is chosen every time this cell is activated in the same trial. The team concepts is a consequence from this dynamic. When a cell was not activated in a given trial, no individual is selected to be part of the team and therefore a don’t care symbol is stored instead.

**B. Hall of Fame**

Without a place to store the best teams, this information would be lost and good combinations of individuals would be forgotten. To prevent this, the hall of fame is created. Hall of fame is the set of teams that received the highest accumulated reward. Naturally, the accumulated reward is the sum of the rewards received by each individual in the given trial. In this article, the size of the hall of fame is fixed to half the number of best individuals in a cell.
C. Behavior

Figure 3 shows the NOTC’s behavior. This behavior is triggered when an input is received and happens throughout the trials. The number showed in the arrows inside the figure correspond to a given step. In the following these steps will be explained in detail:

1) Novelty Map Population receives the input. Its cells compete for the input, with the winning cell having one of its individuals chosen to act (how one individual is chosen to act is explained in Section IV-A).
2) The chosen individual and its fitness compose the action set.
3) The chosen individual’s neural network is activated, outputting the action to be performed.
4) The individual that composed the previous action set has its fitness updated. The fitness update is done using the Widrow-Hoff rule [35]:

\[ F = F + \eta(\hat{F} - F), \]

where \( \eta \) is the learning rate, \( F \) is the current fitness and \( \hat{F} \) is a new fitness estimate. The fitness estimate of cell \( cell \) and individual \( c \) which were activated at time \( t - 1 \) is given by the following equation:

\[ \hat{F}(c, cell)_{t-1} = R_{t-1} + \gamma \max_{c' \in cell'} \{ F(c', cell') \}, \]

where \( R \) is the reward received, \( \gamma \) is the discount-factor and \( \max_{c' \in cell'} \{ F(t) \} \) is the maximum fitness of individual \( c' \) inside the activated cell \( cell' \) at the current cycle \( t \).
5) Current team fitness accumulates the rewards received until the end of the trial.

There is though a single exception to how NOTC behaves. After the evolution, the first trials are reserved for the teams in the hall of fame. Therefore, each of the teams in the hall of fame have an trial where it must act and have its fitness updated. This is important, otherwise a lucky team may stay for quite a long time as well as influence the evolution negatively.

D. Evolution

When \textit{evolution_trigger} number of trials happened, the evolution is triggered. The following equation defines the \textit{evolution_trigger}:

\[ \text{evolution\_trigger} = S_{size} \star i, \]

where \( S_{size} \) is the subpopulation size (best plus novel individuals) and \( i \) is a parameter.

The evolution procedure consists of the following steps:

1) For each cell, the first half of the best individuals is filled by the individuals present in the hall of fame teams and the second half with the fittest individuals.
according to their individual fitness. Sometimes an individual is included multiple times, because it is part of both the fittest individuals as well as part of the hall of fame. When a don’t care symbol is present in the hall of fame team, a random individual from the cell is used.

2) The remaining individuals are removed, resulting in an empty group of novel individuals.

3) New novel individuals are created by using the differential evolution genetic operator (DE operator) or indexing with a chance of 50% each. Therefore, for each novel individual a new individual is created with either one of the following:
   - Indexing - A random individual from the population is copied;
   - DE operator - Consider that the number of best and novel individuals are the same. The DE operator takes as base vector the best individual with the same index as the current novel individual to be created, in this way all best individuals will be used as base vectors of at least one novel individual. To build the DE’s mutant vector, three random individuals from the entire population (i.e., any individual from any subpopulation) are selected. The resulting trial vector is stored as the new novel individual.

V. EXPERIMENTS’ SETTINGS

In the following, experiments comparing NEAT with NOTC will be conducted in several variations of the mountain car problem. All results are averaged over 30 runs and only the best result among 100 trials is plotted.

The NEAT code used is the 1.2.1 version of the NEAT C++ software package [36]. Notice that although with different problem’s settings (the initial position was randomized), NEAT was previously applied to a discrete action Mountain Car [37]. Therefore, both the settings used in that paper and the settings present in the original package were evaluated. In the end, the original package settings had better results, therefore the settings used for NEAT is the one provided with the software package (i.e. the same settings that was previously used in a double pole balancing task with success). The parameters for NEAT are written in Table II.

For NOTC, the settings are similar to the ones used in [2].

VI. EXPERIMENT 1 - CONTINUOUS ACTION MOUNTAIN CAR

The mountain car problem [38] is shown in Figure 4. It is defined by the following equation:

\[
\begin{align*}
pos & \in (-1.2, 0.6) \\
v & \in (-0.07, 0.07) \\
a & \in (-1, 1) \\
v_{t+1} &= v_t + (a_t) * 0.001 + \cos(3 * pos_t) * (-0.0025) \\
pos_{t+1} &= pos_t + v_{t+1},
\end{align*}
\]

where \(pos\) is the position of the car, \(a\) is the car’s action and \(v\) is the velocity of the car. The starting velocity and position are respectively 0.0 and −0.5. If \(v < 0\) and \(pos \leq -1.2\), the velocity is set to zero. When the car reaches \(pos \geq 0.6\) the trial is terminated and the algorithm receives 0 as reward. In all other positions the algorithm receive −1 as a reward. Moreover, if the algorithm’s steps exceeds \(10^3\) the trial is terminated and the common reward of −1 is returned to the algorithm.

NOTC takes more trials to converge, but surpasses NEAT in performance (see Figure 5). The reasoning behind the better performance for NOTC lies in its ability of dividing the input space, creating smaller problem pieces that are easier to solve. In fact, the importance of dividing the input space is verified by comparing with a NOTC with only two cells in the Novelty Map (see Figure 6). This NOTC is called two cells NOTC. To make a fair comparison, the two cells NOTC has the same total number of individuals as the NOTC (i.e., both has the same initial diversity). Therefore, the number of best and novel individuals in the two cells NOTC was increased to 50.

For all experiments described in this paper, similar results were observed for their discrete action (-1.0 and 1) versions. Although the difference in the final performance between NEAT and NOTC was smaller.

VII. EXPERIMENT 2 - CONTINUOUS ACTION MOUNTAIN CAR WITH NOISE

In the real world, sensors are always affected by noise. To reflect this, a Gaussian noise is added to both the mountain car position and velocity every time they are read by the agent. The added Gaussian noise is respectively \(\mu = 0\), \(\sigma = 0.06\) and \(\mu = 0\), \(\sigma = 0.009\) for the position and velocity of the car, where \(\mu\) stands for the mean and \(\sigma\) is the standard deviation.

Figure 7 shows the results. This result is very similar to the result from experiment 1, therefore the same observations made in experiment 1 can be made here.

VIII. EXPERIMENT 3 - CONTINUOUS ACTION MOUNTAIN CAR WITH UNSTABLE WEATHER

When driving a car, it is common for the weather to change from clear weather to rainy weather. In that moment, for safety purposes, the maximum velocity decreases. To reflect this, every 10000 trials the maximum velocity changes from the original to the \((-0.04, 0.04)\) range and vice-versa. The motivation behind this problem is to verify the capability of an algorithm to adapt to changes in the environment.

Fig. 4. Mountain car problem. The car’s objective is to reach the flags uphill, although its acceleration is not enough to climb the mountain.
TABLE II. PARAMETERS FOR NEAT

| Parameter                  | Value   | Parameter                  | Value   |
|----------------------------|---------|----------------------------|---------|
| trait_param_mut_prob       | 0.5     | trait_mutation_power       | 1.0     |
| linktrait_mut_sig          | 1.0     | nodetrait_mut_sig          | 0.5     |
| weigh_mut_power            | 2.5     | recur_prob                 | 0.00    |
| disjoint_coeff             | 1.0     | excess_coeff               | 1.0     |
| mutdiff_coeff              | 0.4     | compat_thres               | 3.0     |
| age_significance           | 1.0     | survival_thres             | 0.20    |
| mutate_link_trait_prob     | 0.25    | mutate_random_trait_prob   | 0.1     |
| mutate_link_weights_prob   | 0.9     | mutate_toggle_enable_prob  | 0.00    |
| mutate_gene_reenable_prob  | 0.000   | mutate_add_node_prob       | 0.03    |
| mutate_add_link_prob       | 0.05    | interspecies_mate_rate     | 0.001   |
| mate_multipoint_prob       | 0.6     | mate_multipoint_avg_prob   | 0.4     |
| mate_singlepoint_prob      | 0.0     | mate_only_prob             | 0.2     |
| recur_only_prob            | 0.0     | pop_size                   | 100     |
| dropoff_age                | 15      | newlink_tries              | 20      |
| print_every                | 5       | babies_stolen              | 0       |
| num_runs                   | 1       |                             |         |

TABLE III. PARAMETERS FOR NOVELTY-ORGANIZING TEAM OF CLASSIFIERS

| Parameter                  | Value   |
|----------------------------|---------|
| Differential Evolution     | CR      |
|                           | F       |
|                           | random  |
|                           | ∈ [0.0, 2.0] |
| Novelty Map               | Number of Cells | 10 |
|                           | Novelty Metric  | Uniqueness |
|                           | Widrow-hoff coefficient | 0.1 |
|                           | Number of best individuals | 10 |
|                           | Number of novel individuals | 10 |
|                           | Discount factor | 0.99 |
|                           | Initial fitness for novel individuals | −1 |
|                           | Initial fitness for best individuals | 0 |
|                           | Number of hidden nodes | 10 |

The results shown in Figure 5 demonstrate that NOTC achieves a better performance in both problems (reduced velocity or not) when compared with NEAT. Moreover, NOTC has less variation of performance when the problem changes, which reveals that the solution found can easily change between both problems. NEAT, on the other hand, has a very abrupt curve when the problem changes.

IX. NOVELTY MAP ANALYSIS

Previous sections showed the behavior of the algorithm as a whole, but what can we say about the Novelty Map? How fast does it self-organizes? Is it always changing?
These questions can be answered by observing the number of times the value of cells are modified (updated) inside the Novelty Map (see Figure 9). The number of updates decreases with the number of trials faster than exponentially. Moreover, once the updates stop, the probability of another update appearing is very low. In other words, the division of the input space is fixed after some time. This fact allows for the evolution to focus on each of the smaller problems created. The additional time required for the Novelty Map to stop updating also explains partially the reason why NOTC needs more trials than NEAT. Naturally, this time also depends on the agent’s exploration of the problem, the faster an agent explores the environment, the faster Novelty Map stops updating.

X. Conclusion

In this article, NOTC was described in detail. Moreover, NOTC and NEAT were compared in a continuous action mountain car and two variations of it, one with noise and the other with the problem dynamics changing throughout the experiments. The experiments revealed a trade-off between the algorithms. NOTC achieved better performance in all of the problems, although NEAT needed less trials to converge. That is, despite the fact that NEAT evolves both the topology and parameters of the neural network, allowing for more robust and complex models, it was surpassed in performance by NOTC using a divide and conquer approach with a fixed topology neural network. The division of the input space was shown to be the reason why NOTC has a better performance. NOTC, however, takes more time to converge due to the additional time involved in learning the division of the problem.

Thus, the verified trade-off should be to some extent present when comparing a divide and conquer with a com-
plexification approach. Having said that, it should be noticed that both algorithms can improve, alleviating the trade-off. In special, the divide and conquer strategy was very far from its full potential, since the division was done over a space where the problem is non-separable (i.e. the input space for the mountain car was not enough to define a state space).
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