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Between 2014 and 2017, the Islamic State maintained vibrant communities on a range of social media platforms. Due to aggressive account and content takedown policies by the major platforms, these visible communities are now almost non-existent. Following the March 2019 Christchurch attack, the question as to why major platforms cannot rout the extreme right in the same way has repeatedly arisen. In this article, Maura Conway explores why this is not as straightforward as it may seem.

Globally, state actors came to swift agreement on the terrorist status of the Islamic State (IS) and, after initial hesitance from major social media companies, they concurred that terrorist content was not welcome on their platforms. This sort of agreement was possible not just because of IS’s terrorist activity, but also its group structure. At its height, IS was an organisation with a defined leadership structure, a bureaucracy that included a complex media production and circulation system, which coalesced around a set of core ideological commitments, and a terrorism strategy that was part of what it viewed as a broader state-building and expansion strategy. The extreme right, on the other hand, might be termed a ‘scene’, ‘milieu’ or ‘ecology’, composed of a fast-changing and complex overlapping of individuals, groups, movements, political parties and media organs – both online and offline – espousing extreme nationalist, National Socialist, fascist, white supremacist and/or ‘alt-right’ ideology. This fast-changing ‘scene’ is not dominated by one or even a small number of groups, as is the case with violent jihadism. And even fewer are officially designated as terrorist groups in any jurisdiction (in the UK, for example, just one extreme-right group, National Action, has such a designation).

Once it was accepted by most major international actors, including major Western social media companies, that IS was a terrorist organisation about which something had to be done, it was relatively straightforward to make that happen.
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This was largely due to its branding strategy. The organisation branded all of its official online content with logos – this, while initially contributing to its online rise, facilitated its eventual downfall. Getting rid of IS content from major social media platforms necessitated the development of tooling to find and remove IS-branded content, and due to the organisation’s cohesive branding, this method proved highly effective. In a late 2017 blog post, Facebook announced that it was able to remove 99% of IS and Al-Qaeda material prior to it being flagged by users due to advances in machine learning and artificial intelligence (AI). 5 While some right-wing extremist content is associated with particular groups and branded as such, the large number of such groups, on the one hand, and the fact that the vast majority of right-wing extremist content is not branded, on the other, complicate this approach from the outset. This, coupled with the important caveat that very few right-wing extremist groups are designated as terrorist organisations, poses a significant challenge. This hindrance is acknowledged in the Facebook blog post, which states that ‘we’re a long way from being able to rely on machine learning and AI to handle the complexity involved in assessing hate speech’ and reaffirms the importance of ‘the eyes and ears of everyone on [the] platform’ to report potential hate content. 6

These difficulties are compounded by right-wing extremists’ heavy co-optation of meme culture. Memes can take a variety of forms, including catchphrases, easy-to-digest captioned images and quirky animated GIFs. They are widely popular online, with many achieving viral status. 7 Commonplace, for example, are images overlaid with ‘humorous’ text. James Alex Fields Jr, sentenced to life imprisonment in March 2019 for killing Heather Heyer by driving his car into a crowd of counterprotesters at the ‘Unite the Right’ rally in Charlottesville, shared a meme on Instagram months prior to the rally. It showed a car driving through a crowd of people described as
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protesters, and the post was captioned: ‘You have the right to protest, but I’m late for work’.

Together, the memes, specialised jokes and jargon dominating the online spaces of the extreme right serve as a constant stream of highly distilled ideological thought, reinforcing the extremist beliefs of these virtual communities, while also acting as a means of identity creation and formation for users both new and old. However, taken separately, they are not interpretable as terrorist content. At one point in 2015, more than 50% of IS’s online content was even more anodyne than this, consisting of a stream of images of fruit-laden market stalls, well-equipped hospitals, children’s playgrounds, and bucolic countryside scenes. On the face of it, this was not interpretable as terrorist content either, but the fact that it was branded by IS meant that it could therefore be removed on the basis of the organisation’s terrorist status.

Together, the memes, specialised jokes and jargon dominating the online spaces of the extreme right serve as a constant stream of highly distilled ideological thought

While it is true that IS has been severely disrupted on major social media platforms, this is not true for violent jihadism more generally. Instead, research shows that a process of differential disruption is taking place whereby a variety of other violent jihadi groups – including Hayat Tahrir al-Sham, the Syrian Liberation Front (formerly Ahrar Al-Sham) and the Taliban – are much less impacted. This can be explained by at least three reasons: there is less of an emphasis on removing this content because of the lack of consensus on the extremist and/or terrorist status of some of these groups; they are not viewed as posing the same level of threat as IS, either in the ‘real world’ or online; and their content is less well known to (and therefore less discoverable by) social media companies and their tooling. Thus, though social media companies’ responses to IS activity have been positive, the same cannot be said for their takedown of violent jihadi content more generally. Extending such an analysis to the whole range of online content which either valorises or espouses core violent jihadi commitments would undoubtedly turn up an even greater volume of content on major platforms.

Demands to disrupt the extreme right on major social media platforms are much more akin to this disruption of violent jihadism rather than of IS specifically. Therefore, they are likely to have similarly uneven results.

The Shift in the ‘Overton Window’ and Monetisation of Extreme-Right Content

There are numerous heads of state, political parties, major media outlets and large voter constituencies throughout the Western world (the same is true elsewhere too) that are supportive to greater and lesser degrees of the extreme right. In particular, the Donald Trump administration in the US is venerated by many on the extreme right, not just in America, but globally. Not only is President Trump seen as
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endorsing right-wing extremist views,\textsuperscript{14} including by right-wing extremists themselves,\textsuperscript{15} but he has also had a hand in widely mainstreaming them. The ideas of the Christchurch and El Paso shooters are freely invoked on mainstream social media platforms,\textsuperscript{16} as well as in traditional media.\textsuperscript{17} For example, in an online post, Patrick Crusius, the alleged El Paso shooter, described the purpose of his attack as warding off the ‘Hispanic invasion of Texas’, which is a commonplace talking point on the US president’s preferred television station, Fox News,\textsuperscript{18} and a trope that Trump himself has employed repeatedly.\textsuperscript{19} This shift in the ‘Overton Window’ (the range of ideas tolerated in public discourse) make it difficult for social media companies to respond effectively to right-wing extremist content and activity on their platforms because to do so will increasingly be framed as reflecting a political bias against the right more broadly. This challenge was illustrated by the White House’s decision to convene a meeting with Internet companies for a discussion on violent online extremism in the wake of the August 2019 El Paso shooting, while simultaneously circulating drafts of a proposed executive order that would address alleged anti-conservative bias by the same companies.\textsuperscript{20} Unsurprisingly, IS was (and is) lacking any equivalent public shows of support by world leaders or their governments.

There is also a suspicion that profit motives play a role in some platforms’ attitudes to the availability of extreme-right content on their services. In other words, the shift in the Overton Window presents a profit opportunity. All major social media companies generate the bulk of their revenue from advertising, which tends to be priced on the basis of the amount of interaction their content generates. What this means, in effect, is that the possibility for some platforms to profit from extreme-right activity is considerable. Even at the height of their social media activity, IS content and supporter accounts did not have the kind of traction or reach which is commonplace amongst today’s extreme-right influencers. To illustrate this, the average number of followers among IS supporters on Twitter in 2014 – well before significant disruption by Twitter of supporter accounts kicked in – was 1,004, while the same figure for alt-right accounts on Twitter in 2018 was 6,779. The median followers for IS supporter accounts was 177, and for alt-right accounts it was 561.\textsuperscript{21}

The possibility for some platforms to profit from extreme-right activity is considerable

YouTube, in particular, has come under fire with respect to attention-based monetisation. In 2019, the \textit{Washington Post} reported on the experiences of YouTube moderators and their claims that abusive posts by popular creators were subject to less stringent moderation than posts by those with less lucrative channels. In June 2019, and only after a public outcry, YouTube demonetised Steven Crowder, an extreme-right commentator with over
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four million subscribers, for repeated verbal abuse of Carlos Maza, a homosexual Hispanic journalist. The incident, which coincided with an already-planned change in YouTube’s hate speech policy, displayed significant inconsistencies in how the platform enforces its rules. At one point, it appeared to interpret its own public policy on hate speech and harassment in four different ways within 24 hours. According to the Washington Post, moderators had already escalated their concerns about Crowder’s activity on the platform to YouTube at least one month prior. ‘The consensus on the floor was that the content was demeaning and it wasn’t safe’, said one of the moderators interviewed. ‘YouTube’s stance is that nothing is really an issue until there is a headline about it’. A current moderator was more explicit: ‘The picture we get from YouTube is that the company has to make money – so what we think should be crossing a line, to them isn’t crossing one’.

The US’s Outlier Legal Context and Its Impact

The largest and most influential social media companies – and most of the fringe online platforms hosting the most virulently extreme-right content – are not ‘Western’, but specifically American. The First Amendment to the US Constitution protects hateful speech, a category into which much right-wing extremist content falls. In addition, the US Supreme Court ruled, in Brandenburg v. Ohio, which overturned the conviction of a Ku Klux Klan member, that the government may not ban ‘the mere abstract teaching … of the moral propriety or even moral necessity for a resort to force and violence’. This decision established that in order to be punishable, inflammatory speech must be likely to incite ‘imminent lawless action’. These free speech commitments explain the initial reluctance of major US social media companies to take down even IS content. The American case is a complete outlier when considered in a global context, with such a permissive approach to hateful speech not shared by other Western democracies. Facebook made the following comparison in an official 2017 blog post:

In Germany, for example, laws forbid incitement to hatred; you could find yourself the subject of a police raid if you post such content online. In the US, on the other hand, even the most vile kinds of speech are legally protected under the US Constitution.

First Amendment values have significantly impacted the response to hate speech and right-wing extremist content of major US social media companies to date. Even though, as private companies, major social media platforms have a relatively free hand as regards the restrictions contained in their terms of service (due to the provisions of Section 230 of the US Communications Decency Act), they are nonetheless at all times mindful of opening themselves up to accusations of censorship and contravening the spirit, if not the letter, of the First Amendment. The companies’ robust, years-long defence of First Amendment principles means that content moderation has therefore come to be viewed by some users as a free speech versus censorship issue and many, even outside of the US, can now be heard complaining about the contravention of their First Amendment rights. This is particularly true within the online scene of the extreme right, where this is a major rallying cry. Again, there was no similar outcry regarding the free speech rights of IS activists and supporters.
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Banished from most major platforms, IS does not have a lot of other high-profile and high-traffic platforms to rely on. Telegram – on which IS is still active – is an exception, despite a major purge by the platform, in conjunction with Europol, of IS-supporting accounts in November 2019.\(^\text{28}\) In contrast, the increasingly inhospitable environment of major social media and other online platforms to extreme-right content resulted in US far-right activists establishing their own platforms that welcome, indeed encourage, just such activity. Established in 2016, Gab is currently the most prominent ‘alt-tech’/’alt-right’ platform.\(^\text{29}\) Gab came to public attention when it emerged that Robert Bowers, the man who allegedly killed 11 people at a Pittsburgh synagogue in October 2018, had been an active user. Gab’s founder is dismissive of the platform’s role in radicalisation to terrorism.\(^\text{30}\) In light of this, and in contrast to the example of IS, it seems unlikely that small and fringe outfits will join the online fight against the extreme right.\(^\text{31}\) On the contrary, as far as the founders and/or owners of fringe platforms are concerned, they are taking a principled and constitutionally endorsed stand in favour of free speech.

Conclusion

The extreme right cannot legitimately be compared to IS. It is a fast-changing ‘scene’ rather than a group and, while individuals involved in that scene have carried out terrorist attacks, very few groups have official terrorism designations as relatively few attackers could be confirmed as members or even supporters of formal groups. Instead, they can only be described as espousing common extreme right-wing talking points. While this does not entirely prevent the ability of online platforms to take down content (as it does not have to be terrorist in nature to be subject to removal), it is complicating in the present climate. Powerful actors – including heads of state, major political parties, some traditional media organisations and broad swathes of Western publics – identify with this content. This leaves social media companies open to charges of bias, which is almost exactly the opposite of what occurred in respect of their dealings with IS, when the same powerful actors pressured them to take decisive action to remove IS content from their platforms.

Even when online companies have acted against extreme-right content on their platforms, their cheerleaders are much better placed than IS to establish and maintain their own social media platforms. This is particularly true of extreme-right activists in the US, who can invoke strong First Amendment protections.

In conclusion, major social media companies have taken steps in recent years to stem the flow of hate content across their platforms. Greater pressure has, nonetheless, come to bear on them since the Christchurch attack and the spate of other right-wing extremist attacks that occurred in its wake. The Christchurch Call, for example, represents ‘a commitment by Governments and tech companies to eliminate terrorist and violent extremist content online’.\(^\text{32}\) In fact, concerted efforts were made by major – and a raft of minor – social media companies to remove all content directly related to the attack from their platforms.

Ultimately, the issue is not about the upload and circulation of extreme right-wing terrorist content on major social media platforms – this can be addressed in similar ways to how IS content was dealt with. Instead, the issue is more nuanced and contentious, and concerns the appropriateness of removing hostile extreme right-wing content from major platforms prior to attacks due to its potentially radicalising nature.
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