ScenarioSA: A Dyadic Conversational Database for Interactive Sentiment Analysis

YAZHOU ZHANG\(^{1}\), ZHIPENG ZHAO\(^{2,3}\), PANPAN WANG\(^{4}\), XIANG LI\(^{5}\), LU RONG\(^{6}\), AND DAWEI SONG\(^{7}\)

\(^{1}\)Software Engineering College, Zhengzhou University of Light Industry, Zhengzhou 450002, China
\(^{2}\)Key Laboratory of Grain Information Processing and Control (Henan University of Technology), Ministry of Education, Zhengzhou 450001, China
\(^{3}\)College of Information Science and Engineering, Henan University of Technology, Zhengzhou 450001, China
\(^{4}\)College of Intelligence and Computing, Tianjin University, Tianjin 300350, China
\(^{5}\)Shandong Computer Science Center (National Supercomputer Center in Jinan), Qilu University of Technology (Shandong Academy of Sciences), Jinan 250000, China
\(^{6}\)Personnel Department, Zhengzhou University of Light Industry, Zhengzhou 450002, China
\(^{7}\)School of Computer Science and Technology, Beijing Institute of Technology, Beijing 100081, China

Corresponding author: Zhipeng Zhao (zzpeng@tju.edu.cn)

This work was supported in part by the National Key Research and Development Program of China under Grant 2018YFC0831704, in part by the Natural Science Foundation of China under Grant U1636203, Grant 61772363, Grant U1736103, Grant U1504608, and Grant 61802352, in part by the Major Project of Zhejiang Laboratory under Grant 2019DHY0101, in part by the European Union’s Horizon 2020 Research and Innovation Programme under the Marie Skłodowska-Curie under Grant 721321, in part by the Foundation and Cutting-Edge Technologies Research Program of Henan Province under Grant 192102210294, in part by the Project of Science and Technology, Henan, under Grant 202102210178, and in part by the Industrial Science and Technology Research Project of Henan Province under Grant 202102210387.

**ABSTRACT** Interactive sentiment analysis is an emerging, yet challenging, subtask of the natural language processing problem. It aims to discover the affective state and sentimental change of each person in a conversation, and has attracted an increasing attention from both academia and industry. Existing sentiment analysis approaches are insufficient in modelling the interactions among people. However, the development of new approaches are critically limited by the lack of labelled interactive sentiment datasets. In this paper, we present a new conversational database that we have created and made publicly available, namely ScenarioSA, for interactive sentiment analysis. We manually label 2,214 multi-turn English conversations collected from various websites that provide online communication services. In comparison with existing sentiment datasets, ScenarioSA (1) is no longer limited to one specific domain but covers a wide range of topics and scenarios; (2) describes the interactions between two speakers of each conversation; and (3) reflects the sentimental evolution of each speaker over the course of a conversation. Finally, we propose an extension of interactive attention networks that could model the interactions, and compare various strong sentiment analysis algorithms on ScenarioSA, demonstrating the need of novel interactive sentiment analysis models and the potential of ScenarioSA to facilitate the development of such models.

**INDEX TERMS** Emotion recognition, natural language processing, opinion mining, sentiment analysis.

I. INTRODUCTION

Sentiment Analysis (SA) has been a core research topic in Natural Language Processing (NLP). It aims at discovering diversified subjective information implied in the given natural language text [1]. Most existing sentiment analysis approaches focus on identifying the polarity of commentaries or similar type of texts (i.e. movie reviews, product reviews and twitter posts) at the document-, sentence- or aspect- levels [2], [3]. The commentary documents used in these studies are in the form of individual narratives, without involving interactions among the writers or speakers.

Along with the rapid development of WWW and social networking services, such as WhatsApp, WeChat and Twitter, instant messaging has been a popular means of communication among people. As a result, a large volume of interactive texts have been produced, which carry rich subjective information [4]. Recognizing the polarity of the interactive texts and its evolution with respect to people’s interaction is of a great theoretical and practical significance. Hence, interactive
sentiment analysis is becoming a new research direction, and has attracted an increasing attention from both academia and industry.

Interactive sentiment analysis aims to detect the affective states of multiple speakers during and after an online conversation, and study the sentimental change of each speaker in the course of the interaction. Compared with the traditional sentiment analysis, which only focuses on identifying the sentiment polarity of independent individual, this goal is challenging for three reasons: (1) in the interactive activities, the attitude of each participant is influenced by other participants and changes dynamically; (2) the interactions among people hide a wealth of information, such as their social relationships, environments and cultural backgrounds; (3) there could be jumpings in speakers’ logical flow in the course of the interaction, which is different from an individual personal narrative, in which each human expresses his or her opinions logically and coherently [5]. Table 1 shows an example of these phenomena.

However, the lack of publicly available interactive sentiment datasets has been a bottleneck for advancing interactive sentiment analysis models. Because an interactive sentiment dataset is an indispensable element for benchmarking systems and assessing the quality and potential of interactive sentiment analysis algorithms. Tian et al. [4], [6], [7] built a Chinese interactive corpus, which was collected from a student community service, aiming to solve the problem of emotional illiteracy in e-Learning services. But this corpus was not described in detail. Ojamaa et al. [8] used a lexicon based technology on the conversational texts to extract the speaker’s attitude. Their dataset only included 23 dialogue files, which were not suitable for machine learning based assessments. Bhaskar et al. [9] proposed to combine both acoustic and textual features for emotion classification of audio conversations. The dataset was an audio-visual database, rather than text dataset. Due to the limited availability of sentiment-annotated interactive text dataset, Bothe et al. [10] had to use the Vader sentiment analysis tool [11] to auto-annotate the sentiment labels of two spoken interaction corpora for training their model. Chen et al. [12] created an emotion corpus of multi-party conversations. Based on their work, Poria et al. [13] proposed a multimodal emotionlines dataset (MELD) to show the importance of contextual and multimodal information for emotion recognition in conversations. Both of their datasets were collected from TV scripts. Their datasets only contained the sentiment label of each utterance, while our dataset annotated both the labels of each utterance and that of the overall conversation.

To fill the gap, we present ScenarioSA,¹ a high-quality English conversational dataset with sentiment labels, for interactive sentiment analysis. The dataset contains 2,214 multi-turn conversations, altogether over 24K utterances. There are two speakers, anonymized as A and B in each conversation. Each utterance is manually labelled with its corresponding sentiment polarity: positive, negative or neutral. The final affective state of each participant is also labelled when the conversation ends. Additionally, the conversations in ScenarioSA cover more grounded and natural contexts, such as shopping, college life, work, etc. The advantages of ScenarioSA over existing sentiment datasets can be summarized as follows: (1) broad coverage in various scenarios and conversation styles; (2) unlike existing sentiment datasets, ScenarioSA depicts the interactions between two speakers of each conversation and reflects the sentimental evolution of each speaker over the course of a conversation; (3) ScenarioSA introduces a new requirement for future sentiment analysis models: They should be able to identify the sentiment polarities of each utterance and of each speaker at the end of a conversation. A comparison of ScenarioSA with several existing sentiment and dialogue datasets is shown in Table 2.

Finally, we design a comparative experiment on ScenarioSA over a number of typical sentiment analysis models, including a lexicon-based approach (which is SentiStrength), two machine learning based algorithms (which are support vector machine and joint sentiment/topic model), four popular neural network approaches: a convolutional neural

¹The dataset is available on: https://github.com/yazhouzhang2008/InteractiveSentimentDataset.

### Table 1. An example in ScenarioSA exhibiting the interactions between A and B, the sentimental change, the affective states, and the jumpings in logic of A, B, where 1=positive, −1=negative, 0=neutral. Note that the final sentiment label of each speaker does not necessarily equal to the sentiment label of the last turn.

| Turn | A: | B: |
|------|----|----|
| 0    | Hi B. What are you doing? | Hi A. I’m planning a birthday party for NAME. |
| 1    | A: | How is that going? |
| 2    | B: | Not well. I can’t think of anything to do. My idea is a mess. |
| 3    | A: | How many kids do you want to invite? |
| 4    | B: | He wants to invite all of the boys in his classroom. That’s 12 boys. |
| 5    | A: | No girls? |
| 6    | B: | He doesn’t want to invite any girls. He doesn’t like playing with girls at all. |
| 7    | A: | How about an outdoor party? |
| 8    | B: | We did that last year and it rained. At last, we were not happy. |
| 9    | A: | Oh! That’s not fun. |
| 10   | B: | I was thinking about taking the kids to a pizza place. |
| 11   | A: | Kids like pizza. How about taking them to a movie theater, too? |
| 12   | B: | I don’t like that idea. That’s too expensive. |
| 13   | A: | Yeah. How about renting a movie and watching it at home after the pizza place? |
| 14   | B: | I love that idea! Then they can play in our backyard if it doesn’t rain. |
| 15   | A: | That sounds like a great party. |
| 16   | B: | Yes. Hey, would you like to join us? |
| 17   | A: | Sounds great! I will be there. |
| 18   | B: | Ok. Thanks for your help. See you later. |
| 19   | A: | See you. |

**The final affective state:** A: [1] B: [1]
network (CNN), two long short-term memory (LSTM) networks, an interactive attention networks (IAN), and an improved interactive attention networks with influence (IAN-INF) that incorporates three learned influence matrices into the output gate of each LSTM unit for obtaining hidden states of words. Out results show that the IAN and AT-LSTM models perform the best among all baselines, but only achieve an accuracy of 63.3% on A, 72.8% on B and 61.5% on A, 72.3% on B, in comparison to 78.6% and 83.1% on SemEval 2014 [18], due to the challenges listed above. Through considering social influence, IAN-INF achieves better classification accuracy results, which are 64.2% on A, 72.4% on B. This indicates that the existing approaches cannot effectively model the evolution of sentiment in interactive conversations and new methodologies are required.

The major contributions of the work presented in this paper are summarized as follows.

- We create a manually labelled large scale conversational dataset, ScenarioSA, for conversational sentiment analysis.
- There are more than 24,000 utterances in ScenarioSA, which makes our dataset suitable for machine/deep learning based assessments.
- ScenarioSA not only indicates the final affective state of each speaker, but also reflects the sentimental change of each speaker in the conversation.
- We evaluate several typical sentiment analysis methods over the ScenarioSA collection, showing that our dataset would facilitate the development of future sentiment analysis models.

The rest of this paper is organized as follows. Section 2 gives a brief formulation of conversational sentiment analysis problem. Section 3 gives a brief introduction to our ScenarioSA. In Section 4, we conduct a detailed analysis of the ScenarioSA dataset, and describe the interactions between speakers. In Section 5, we report and analyze the empirical experiments. Section 6 concludes the paper and points out a number of future research directions.

**TABLE 2. Comparison of ScenarioSA with other databases.**

| Dataset                  | Scenario       | Large scale | Interactivity | Sentiment label | Publicly available |
|--------------------------|----------------|-------------|---------------|-----------------|--------------------|
| ScenarioSA               | Web chat       | ✓           | ✓             | ✓               | ✓                  |
| EmotionLines [12]        | TV show        | ✓           | ✓             | ✓               | ✓                  |
| MELD [13]                | TV show        | ✓           | ✓             | ✓               | ✓                  |
| ICTs [4]                 | Community      | ✓           | ✓             | ✓               | ×                  |
| Movie Reviews [14]       | Community      | ✓           | ✓             | ✓               | ×                  |
| the SemEval-2017 [15]    | Real-world     | ✓           | ✓             | ✓               | ✓                  |
| eNTERFACE ’05 emotion [9]| Inducible video| ✓           | ✓             | ✓               | ✓                  |
| First-encounter dialogues [8]| Inducible video | × | ✓         | ✓               | ×                  |
| CHILDES [10]             | Real-world     | ✓           | ✓             | ✓               | ✓                  |
| DailyDialog [16]         | Real-world     | ✓           | ✓             | ✓               | ✓                  |
| Cornell Movie-Dialogues [17]| Movie           | ✓           | ✓             | ✓               | ✓                  |

we target determining the attitude of each speaker at the utterance and conversation levels, in terms of positive (expressing positive sentiment), negative (expressing negative sentiment) and neutral (expressing unbiased sentiment or not expressing any sentiment), but not bipolar (expressing both positive and negative sentiment in one sentence). We assume that humans prevalingly express only one main sentiment polarity [19]. When both positive and negative sentiment are implied in a sentence, we believe that the author always leans towards one of the two.

Moreover, we associate the speakers’ final affective states with the polarities of utterances, allowing for finer-grained sentiment analysis, such as at sentence (utterance) level. Similarly, we also assume that the results of sentence level sentiment analysis can be aggregated in effective ways to obtain high-level statistics: conversation-level sentiment analysis.

With the aforementioned assumptions, we formulate the problem as follows: Given a multi-turn conversation between speakers written in English, how to determine whether this conversation carries subjective information and if it does, what is the sentiment polarity of the conversation, then how to depict the sentimental change of each speaker in the conversation?

Now, referring to the example shown in Table 1, we formulate each conversation in our ScenarioSA as a 4-tuple \( \{(s_i, u_{ij}, l_{ij}, p_i) | i = A, B; j = 1, 2, \ldots, n \} \). Specifically, \( n \) is the number of speaker turns (\( n = 11 \) in Table 1). \( s_i \) denotes the speakers \( A, B \) in the conversation. \( u_{ij} \) is the \( j \)-th utterance expressed by the speaker \( s_i \), for example, \( u_{A2} \) represents the sentence: “How is that going?”. \( l_{ij} \) is the corresponding sentiment label of \( u_{ij} \), \( l_{ij} \in [-1, 0, 1] \), denoting negative, neutral, positive sentiment respectively. In Table 1, for example, \( l_{A2} = 0 \). \( p_i \) represents the final polarity of the speaker \( s_i \), \( p_i \in [-1, 0, 1] \), e.g., in Table 1, we have \( p_A = 1, p_B = 1 \). We take the speaker information \( s_i \) and the utterance \( u_{ij} \) as input and produce its sentiment label \( l_{ij} \) as intermediate result, then infer the final polarity indication of each speaker \( p_i \) as output.

**II. PROBLEM FORMULATION**

The granularity of sentiment analysis can range from conversation, document, sentence to aspect levels. In this work, we target determining the attitude of each speaker at the utterance and conversation levels, in terms of positive (expressing positive sentiment), negative (expressing negative sentiment) and neutral (expressing unbiased sentiment or not expressing any sentiment), but not bipolar (expressing both positive and negative sentiment in one sentence). We assume that humans prevalingly express only one main sentiment polarity [19]. When both positive and negative sentiment are implied in a sentence, we believe that the author always leans towards one of the two.

Moreover, we associate the speakers’ final affective states with the polarities of utterances, allowing for finer-grained sentiment analysis, such as at sentence (utterance) level. Similarly, we also assume that the results of sentence level sentiment analysis can be aggregated in effective ways to obtain high-level statistics: conversation-level sentiment analysis.

With the aforementioned assumptions, we formulate the problem as follows: Given a multi-turn conversation between speakers written in English, how to determine whether this conversation carries subjective information and if it does, what is the sentiment polarity of the conversation, then how to depict the sentimental change of each speaker in the conversation?

Now, referring to the example shown in Table 1, we formulate each conversation in our ScenarioSA as a 4-tuple \( \{(s_i, u_{ij}, l_{ij}, p_i) | i = A, B; j = 1, 2, \ldots, n \} \). Specifically, \( n \) is the number of speaker turns (\( n = 11 \) in Table 1). \( s_i \) denotes the speakers \( A, B \) in the conversation. \( u_{ij} \) is the \( j \)-th utterance expressed by the speaker \( s_i \), for example, \( u_{A2} \) represents the sentence: “How is that going?”. \( l_{ij} \) is the corresponding sentiment label of \( u_{ij} \), \( l_{ij} \in [-1, 0, 1] \), denoting negative, neutral, positive sentiment respectively. In Table 1, for example, \( l_{A2} = 0 \). \( p_i \) represents the final polarity of the speaker \( s_i \), \( p_i \in [-1, 0, 1] \), e.g., in Table 1, we have \( p_A = 1, p_B = 1 \). We take the speaker information \( s_i \) and the utterance \( u_{ij} \) as input and produce its sentiment label \( l_{ij} \) as intermediate result, then infer the final polarity indication of each speaker \( p_i \) as output.

**III. DATASET CONSTRUCTION**

In this section, we describe the process of creating our ScenarioSA dataset and analyze its basic features.
TABLE 3. The ScenarioSA dataset statistics.

| Dataset Statistics          |   |
|-----------------------------|---|
| Total Conversations         | 2,214 |
| Total Utterances            | 24,072 |
| Total Words                 | 228,047 |
| Average Turns Per Conversation | 5.9   |
| Average Words Per Conversation | 103.0 |
| Average Words Per Utterances | 9.5   |

A. DATA COLLECTION & PRE-PROCESSING

Our goal is to construct a large scale sentiment dataset to support the interactive sentiment analysis task. First, we crawl over 3,000 multi-turn English conversations from several websites that support online communication. The conversations are collected in the various daily life contexts and cover a wide range of topics, such as shopping, work, travel, and food. More details of the topics will be introduced in Sec.IV-A. Each conversation is human written and thus is more formal than the transcribed text from a spoken corpus such as the First-encounter dialogue [8].

Since each conversation revolves around a certain topic, it usually ends after a reasonable number of turns (less than 25 turns in our ScenarioSA). The crawled conversations are clearly distinguishable from other dialogue datasets such as Cornell Movie-Dialogue Corpus [17] and The NPS Chat Corpus [20].

All the conversations are then pre-processed. Some of the crawled conversations involve three or more participants. We think the conversation among multiple speakers will exacerbate the jumpings in logic of each speaker. In this work, we prefer studying the interactions between two speakers, and thus discard those involving three or more speakers. Further, for sake of privacy protection, we replace the first speaker’s name with A, the second with B, and replace others’ names mentioned in the conversation with NAME. We also correct the spelling mistakes automatically, and check if each conversation is composed of illegible characters.

After pre-processing, the ScenarioSA dataset contains 2,214 multi-turn conversations, altogether 24,072 utterances and 228,047 word occurrences. The average speaker turns and average number of words per conversation is about 6 (turns) and 103 (words), respectively. The detailed statistics are shown in Table 3.

B. ANNOTATION CRITERIA AND PROCEDURE

The pre-processed dataset is manually annotated with three labels: −1, 0, 1. In order to guarantee the annotation quality, we recruited five volunteers. They are all fluent in English, and have a good knowledge in sentiment analysis. Before labelling the whole dataset, they were instructed to independently annotated 100 examples first, with the aim to minimise ambiguity while strengthen the inter-annotator agreement. We define the gold standard of a utterance or conversation in terms of the label that receives the majority votes. The annotation procedure consists of two steps:

1) SENTENCE (UTTERANCE)-LEVEL ANNOTATION

As we are interested in detecting sentimental change of each speaker, the annotators were first asked to mark up each sentence with one of the following three sentiment labels: −1, 0, 1.

2) CONVERSATION-LEVEL ANNOTATION

In the second step, the annotators were instructed to tag whether each speaker expresses positive, negative or neutral opinion at the end of the conversation. The motivation of adding this tag comes from our interest in developing a classification model to detect the affective state of each speaker of the conversation.

Note that the final sentiment label of each speaker does not necessarily equal to the sentiment label of the last turn. Because in a few conversations, such as seeing a doctor, the patient always shows thanks to the doctor in last turn, but he still feels bad in the whole conversation. After calculation, there are 578 (26.11%) conversations whose final sentiment labels are different from the sentiment labels of the last turn.

C. AGREEMENT STUDY

After annotating the whole dataset, we assess the reliability of our sentiment annotation procedure, through an agreement study.

1) AGREEMENT ASSESSMENT

we first use the percent agreement calculation method to calculate the average agreement. At the conversation level, the average agreement among five annotators on three sentiment labels is about 78.6%. At the utterance level, the average agreement is about 73.2%. Specifically, for the task of determining whether a conversation is subjective (i.e., positive and negative) or objective (neutral), the average agreement is 85.6%. For the task of determining whether a conversation is positive or negative, the average agreement is 81.9%.

Moreover, we also introduce Kappa metric [21], which is generally thought to be a another robust measure except the aforementioned percent agreement calculation, to verify inter-rater agreement for the dataset. The definition of κ is:

$$ \kappa = \frac{p_o - p_e}{1 - p_e} $$

(1)

where $p_0$ is the relative observed agreement among annotators, and $p_e$ is the hypothetical probability of chance agreement, using the observed data to calculate the probabilities of each observer randomly seeing each category. If the annotators are in complete agreement then $\kappa = 1$. If there is no agreement among the annotators, then $\kappa = 0$. Applying our formula for Kappa metric, we get $\kappa = 0.57$.

2Note that the original copyright of all the conversations belongs to the source owners, and the dataset is only for research purposes and cannot be used for any commercial purposes.
TABLE 4. The probability distribution of the annotators’ judgments on sentiment polarity.

|       | Positive | Neutral | Negative |
|-------|----------|---------|----------|
| Positive | 87.0     | 6.7     | 6.3      |
| Neutral | 20.2     | 61.6    | 18.2     |
| Negative| 8.9      | 17.9    | 73.2     |

To examine which pair of labels is the most difficult to distinguish, Table 4 summarizes the probability distribution of all annotators’ judgments. Each row describes the probabilities of a finally assigned label being annotated as other labels (including itself). For example, we finally assign a -1 label to one utterance as the gold standard. However, when annotating this utterance, different annotators may give different labels (-1, 0, 1 are likely candidates). We check and calculate the disagreement among annotators. We can observe that it is most difficult to determine whether a conversation is “neutral” or not. Further, a “negative” conversation can sometimes be confused with “neutral”.

2) ANNOTATOR-LEVEL NOISE

given the disagreement among annotators, we aim to evaluate the accumulated noise level introduced by each of five annotators. Similar to the work [22], we also associate the noise level with the deviation from the gold standard labels. The noise level of each annotators noise (annot) is estimated through accumulating the deviation frequency of the annotations received from this annotator. Statistical results show that there does exist one annotator (i.e., his noise level is 31.9%) who yields more noisy annotations than the others (whose noise levels are 10.6%, 13.4%, 16.1% and 18.3%). The noise level reflects the reliability of annotators. When performing annotation, we give higher weights to the opinions of the annotators who have lower noise levels.

IV. DATASETP ANALYSIS

In this section, a detailed analysis of the ScenarioSA dataset is conducted, which shows that our dataset stands out in the following aspects.

- ScenarioSA covers a wide range of topics.
- ScenarioSA describes the interactions between two speakers, and exhibits how one speaker influences another.
- ScenarioSA not only indicates the final affective state of each speaker, but also reflects the sentimental change of each speaker in the conversation.

A. TOPIC ANALYSIS

The topic information is critical for identifying the sentiment polarity of the conversation. For example, when it comes to accidents or crime, the speakers usually express negative attitude. When it comes to romance or travel, the speakers usually feel good. The conversations in ScenarioSA, as described above, are collected from several websites. When we were crawling the raw data, we observed a fact that some conversations have been labelled with their topics, while the others have not. Therefore, we investigated our dataset carefully, and empirically estimated the number of topics as around 15, which in our belief, are enough to illustrate the diversity of ScenarioSA.

Then we determine the topics based on those existing labeled topics and newly extracted ones using topic modelling. As one of the most popular topic models, latent dirichlet allocation (LDA) is a probabilistic model with interpretable topics. Hence, in this work, we choose LDA model [23], which allows sets of observations to be explained by unobserved sets, to mine the hidden topics in a collection of conversations. In LDA, each document is viewed as a mixture of topics, and each topic is viewed as a mixture of words. Based on the assumption, the LDA model formulates a joint probability distribution to describe the generative process:

$$p(\mathbf{z}_m, \mathbf{w}_m, \theta_m | \alpha, \beta)$$

$$= \prod_{n=1}^{N_m} p(w_{m,n} | \phi_{z_m,n}) \cdot p(z_{m,n} | \theta_m) p(\theta_m | \alpha) p(\Phi | \beta)$$  \hspace{1cm} (2)

where $z_{m,n}$ is the topic for the $n$-th word in a document $m$, $w_{m,n}$ is the specific word, $\theta_m$ is the topic distribution for the document $m$, $\Phi$ is the word distribution for topic, $\alpha$, $\beta$ are the parameters of the Dirichlet prior.

We consider each conversation as a document, and select the top 10 words associated with each topic. We pick 5 to 20 topics to train the corresponding models, respectively, and compute the perplexity of each model. The perplexity results are shown in Figure 1. We can determine the number of topics in ScenarioSA as 13, since it has a second lowest perplexity. The derived topics from LDA are displayed in Table 5, from which we can uncover a range of topics, such as vote, apartment, school life, food, driving, and work. Incorporating the topics that have been labelled, we cluster all conversations into 13 categories, which are Apartment, Financial transaction, Crime, Daily life, Romance, Traffic, Food, Health, School life, Shopping, Travel, Vote and Work. Figure 2 shows diverse topics and their statistics.
TABLE 5. List of the top 10 words associated with each topic.

| Topics          | Top 10 words                  |
|-----------------|-------------------------------|
| Topic 0         | job, house, home, offer, price, thousand, office, make, good, help |
| Topic 1         | really, vote, late, won, computer, clothes, problem, right, sure, new |
| Topic 2         | help, apartment, right, problem, thank, great, today, good, fine, okay |
| Topic 3         | flight, want, room, airport, pay, ticket, airline, money, bring, carry |
| Topic 4         | car, bus, sure, good, really, pass, buy, right, look, drive |
| Topic 5         | school, hi, class, good, time, great, year, really, sure, today |
| Topic 6         | happened, key, got, stay, use, books, news, happen, doctor, come |
| Topic 7         | phone, right, let, help, really, stop, today, number, oh, pcc |
| Topic 8         | good, month, people, rent, news, company, money, business, time, market |
| Topic 9         | classes, packing, time, sir, want, room, park, sure, good, tell |
| Topic 10        | look, new, good, let, buy, looks, want, home, looking, house |
| Topic 11        | want, really, work, make, good, time, food, great, eat, let |
| Topic 12        | problem, today, money, help, thank, sale, want, account, right, good |

FIGURE 2. Topic distributions in ScenarioSA.

the topics, Daily life (24.8%), Shopping (14.7%) and Work (13.2%) are what people talk about the most, while Crime and Vote are the least. Obviously, this is also in line with our actual life.

B. ANALYSIS OF INTERACTION EFFECT BETWEEN TWO SPEAKERS

Different from commentary documents, in which the affective states of the authors keep constant, the sentiment polarity implied in the conversation is dynamically changing with the conversation going on. The existence of interaction effect requires a change of the sentiment evaluation methodology.

In ScenarioSA, the interaction effect is defined as the combined influence of one speaker on the others. When an interaction effect is present, what one speaker says will lead to a specific type of the other speaker’s response. For example, in adjacency utterances, the first utterance actually determine how the second utterance is constructed. The construction of the third utterance will be influenced by both the first and the second utterances. Example interaction patterns include question-answer (service scenario), offering-response (party scenario), apology-minimization (work scenario), greeting-greeting (daily life scenario), etc [24]. We summarize three main interaction patterns in ScenarioSA as follows:

1) QUESTION&ANSWER

In the service related scenarios, one speaker usually acts as a questioner aiming to acquire some information. S/He is the leader of a conversation, who will raise one question after another until her/his need is met. The other speaker acts as a service provider, who will answer the questions. About 347 (15.67%) conversations contain this pattern.

2) OFFERING&RESPONSE

In the party and similar scenarios, one speaker often throws an invitation or gives some advice to the other. The other speaker chooses to accept or reject it in response. It is an active-passive relationship between two speakers. About 281 (12.69%) conversations contain this pattern.

3) GREETING&GREETING

In daily life scenarios, any speaker can initiate a conversation through talking about the weather, the news or the work, etc. The other speaker usually expresses her/his opinions for exchanging information. They generally focus on a common topic, and the role of them are equal. About 923 (41.68%) conversations contain this pattern.

Then, we employ a statistics method, namely the interaction plot [25], to check the interaction effect between two speakers, A and B. If the lines are parallel, then there is no
interaction effect. Conversely, the more non-parallel the lines are, the greater the strength of the interaction. We consider the sentiment polarities of A, B in the current turn as two ternary variables $P_A$ and $P_B$, and consider the sentiment polarity of A in the next turn as a third variable $F_{Next}A$. The interaction plot is shown in Figure 3, which shows a clear interaction effect.

Last, since we have validated the existence of interaction effect, we try to model the interactions between speakers via the influence model [26], which is a generalization of HMM for describing the influence each entity’s state has on the others. Suppose there are $C$ entities in the system, and each entity $e$ is associated with a finite set of possible states $1, 2, \ldots, S$. At different time $t$, each entity $e$ is in one of the states, denoted by $q^e_t \in \{1, 2, \ldots, S\}$. Each entity omits an observable $o^e_t$ following the emission probability $P(o^e_t|q^e_t)$. Interaction effect is treated as the conditional dependence between each entity’s current state $q^e_t$ at time $t$ and the previous states of all entities $q^1_{t-1}, q^2_{t-1}, \ldots, q^C_{t-1}$ at time $t-1$. The conditional probability can be formulated as:

$$P(q^e_t|q^1_{t-1}, q^2_{t-1}, \ldots, q^C_{t-1}) = \sum_{c \in \{1, 2, \ldots, C\}} R_{e,c} \times \text{Infl}(q^e_t|q^c_{t-1})$$

where $R$ is a $C \times C$ influence matrix ($R_{e,c}$ represents the element at the $e$th row and the $c$th column), $t = 1, \ldots, T$. $\text{Infl}(q^e_t|q^c_{t-1}) = M^{c,e}_{q^c_{t-1}q^e_t}$, where $M^{c,e}_{q^e_tq^c_{t-1}}$ represents the element at the $q^e_t$th row and $q^c_{t-1}$th column of matrix $M^{c,e}$. The matrix $M^{c,e}$ is very similar to the transition matrix, which can be simplified by two $S \times S$ matrices: $E^c$ and $F^c$. $E^c$ captures the self-state transition i.e., $E^c = M^{c,c}$, and $F^c$ represents adjacent state transition, i.e., $F^c = M^{c,e}$, for $e \neq c$. Therefore, the dynamical influence model can be defined by parameters $R, E, F$ and $P(o^e_t|q^e_t)$.

The detailed inference procedure for learning all parameters refers to [26]. In this work, we can treat each speaker as an entity, the conversation as the system. Each speaker also has three hidden states (which are $-1, 0, 1$), representing positive, negative and neutral. Hence, interaction effect here is set to capture how each speaker’s affective states dynamically change another speaker’s affective states. All parameters are initialized randomly. After training, three influence matrices are learned based on the above-mentioned three interaction patterns, as shown in Figure 4. We can observe that there exist different types of influences in different interaction patterns, and different affective states have different influences. Influence matrix 1 describes influences existing in the “Question&Answer” scenarios. We can see that the questioner has great influence on himself or herself, and is moderately affected by another participant. This indicates that s/he is the leader of a conversation. Influence matrix 2 describes influences existing in the “Offering&Response” scenarios. We can see that the yellow part is positioned in the lower left portion, which illustrates that the second speaker is greatly influenced by the first speaker, before s/he responds. Influence matrix 3 describes influences existing in the “Greeting&Greeting” scenarios. We can see that each speaker is greatly influenced by himself or herself, and also has a moderate influence on the other speaker. The learned influence matrices could simulate the interactions between speakers.

### C. SENTIMENT ANALYSIS

Since our conversations are collected from various scenarios, there are many kinds of emotions in different conversations, such as happiness, respect, fear, sadness, anger, etc. In this work, happiness, admiration, respect, romance, etc., are seen as positive emotions (1) while sadness, seeking help, fear, anger, etc., are regarded as negative emotions (-1). We do not underscore the distinction between objectivity and neutrality, and prefer using the same label (0) to annotate both polarities.

In order to depict the sentimental change of each speaker, we manually label the sentiment polarity of each utterance and the final affective state of each speaker when the conversation ends. Finally, we obtain nine $(3 \times 3)$ possible combinations of labels. We count the distribution of sentiment labels, as shown in Figure 5.

Take the sentiment labels of $A$ as an example, we notice that the proportion of the sentiment polarity of $A$ being positive, namely, $A = 1$, is 43.2%, the proportion of $A = -1$
(negative) and $A = 0$ (neutral) are 25.7% and 31.1% respectively. This indicates that our ScenarioSA is well-proportioned on sentiment information. The proportion of $(A = 1, B = 1)$, $(A = 0, B = 0)$ and $(A = -1, B = -1)$ are 36.0%, 16.1%, and 15.8% respectively. This shows that two speakers could achieve consensus after communicating in most scenarios. We find about 1615 (72.9%) conversations, in which the final affective states of two speakers change, comparing with their initial states, because of the interaction effect.

V. EVALUATION WITH ScenarioSA

Note that this paper focuses on presenting an interactive sentiment dataset, demonstrating the need of novel interactive sentiment analysis models and the potential of the dataset to facilitate the development of such models, rather than model designing. Hence, in this section, we propose an extension of interactive attention networks, and evaluate several strong sentiment analysis methods over the ScenarioSA collection, checking whether existing sentiment analysis models could effectively solve interactive sentiment analysis problem or not.

A. EXPERIMENTAL SETTINGS

1) OUR MAIN RESEARCH QUESTIONS

(1) Is interactive sentiment analysis problem a challenging task? (2) How to identify the final affective state of each speaker? (3) How to depict the sentimental change of each speaker in a conversation?

To address (1), we introduce a few comparative models, including lexicon-based and machine/deep learning based methods, and evaluate their performance, demonstrating that these existing models perform poorly on ScenarioSA. It is necessary to design novel interactive sentiment models. To answer (2), we run all baselines on a ternary sentiment classification task, and predict the sentiment label of each utterance. We employ four strategies to obtain the final label of each speaker. Since the sentiment label of the last turn is very correlated to the overall sentiment, then the first strategy is only checking the sentiment label of the last utterance and compare that against the final label, called Simple Baseline here. The second is summing up the labels of each utterance belonging to each speaker, if the sum is greater than 0, the final label is seen as positive; if the sum is less than 0, the final label is seen as negative if the sum equals to 0, the label is neutral. The third one is assigning different weights to different utterances, where the weights are learned from the dataset. Generally, we assume that the utterances which are nearer to the end of the conversation would have the greater weights. The last is a quantum Interference inspired multimodal decision fusion (QIMF) strategy, which was proposed in the work [27]. Compared with other fusion methods, the QIMF strategy considers the correlation among data at the decision level. To answer (3), based on the labels obtained in the previous step, we compare the predicted label with the true label, and check whether the sentiment of each speaker changes.

2) PRE-PROCESSING, EVALUATION METRICS

We first remove the stop words using a standard stopword list from the Python’s NLTK package [28]. However, we do not filter out the punctuations, since some punctuations such as question mark, exclamation point tend to carry subjective information. We adopt Precision, Recall, F1 score, Accuracy as the evaluation metrics.

B. COMPARATIVE MODELS AND PARAMETERS SETTINGS

1) SentiStrength

SentiStrength [29] is a lexicon based method. It assigns to each utterance three sentiment strengths: a negative strength between $-1$ to $-5$, a positive strength between $+1$ to $+5$, and a neutral strength with 0.

2) SVM

We use the bag of words method to generate histograms of word frequencies, and train an SVM classifier to analyze the polarity of each utterance. We set the kernel function to “linear”. Other weights are set as the default values.

3) JST

In order to validate the importance of topics, we use the joint sentiment/topic (JST) model [30] to detect sentiments and topics simultaneously. Similar to the work [30], we also use the prior information. In the JST model implementation, we set the symmetric prior $\beta = 0.01$, the symmetric prior $\gamma = 2$.

4) CNN

We employ a CNN [31] including a convolutional layer, a pooling layer, a fully connected layer. It is trained on top of word embeddings for utterance-level classification tasks. We set the learning rate to 0.01, batch size to 60 and the dimensionality of word embeddings to 300.
5) LSTM & AT-LSTM
We implement a standard LSTM [32] and an attention based LSTM [33]. We append the topic words into the input word vectors for computing attention weights. The epoch is set to 30 and the batch size to 60. The dimensionalities of word embeddings and attention vectors are set to 300.

6) IAN
Taking the words that have the largest tf-idf values as the aspects, the IAN [34] is used to generate the representations for utterances. The dimensionalities of word embeddings, attention vectors and LSTM hidden states are set to 300, the dropout rate is set to 0.5.

During the conversation, influence would control the affected speaker’s response. That is, influence affects what information one speaker is going to flow out, which is similar to the role of the output gate in the LSTM network. Hence, we extend IAN through incorporating influence into the output gate of each LSTM unit. We call this generalization interactive attention networks with influence (IAN-INF), described as follows. The core component of the IAN-INF is shown in Figure 6.

7) IAN-INF
We combine the output gate of each LSTM unit in IAN with the learned influence to constitute new output gate. This new output gate has considered the previous speaker’s influence, when producing the target representation and context representation. This procedure could be written as:

\[
o_t = \sigma (W_{wo} \cdot w_t + W_{ho} \cdot h_{t-1} + b_o) + \sigma (R_k \cdot w_t)
\]

where \(w_t\) is word embeddings, \(W\) and \(b\) denote weight matrices and biases respectively. \(R_k \in \{R_1, R_2, R_3\}\) denotes three learned influence matrices. The dimensionalities of word embeddings, attention vectors and LSTM hidden states are set to 300, the dropout rate is set to 0.5.

C. RESULTS ON ScenarioSA
The performance of the comparative models is summarized in Table 6. We can observe: (1) almost all the models using the QIMF and weighted combination strategies achieve a better performance. As we expected, this indicates that the weighted combination and QIMF strategies are superior to the summation strategy and Simple Baseline. Moreover, through adding an interference term, the QIMF strategy outperforms the weighted combination strategy. We believe that the QIMF strategy could more effectively incorporate some complementary decision information when data fusing. This shows that the QIMF strategy is an effective data fusion strategy, which has its mathematical principle. (2) For the QIMF and weighted combination strategy, all the models get better classification results on the speaker B than those on A. (3) For the summation strategy and Simple Baseline, the results are in the other way around. As each conversation is initiated by the speaker A, we think that A is the goal-setting one who releases some information. B often acts as the passive information consumer, whose final affective state changes more intensively in comparison with her/his initial emotional state. Hence, the models that use the summation strategy and the label of the last turn perform poorly on the speaker B. (4) Since the label of the last turn is correlated to the overall sentiment, we only check the label of the last utterance and compare it against the final label, namely, Simple Baseline. For IAN-INF model, the accuracy results of A, B are 0.592, 0.546, while the original results (the QIMF strategy) are 0.642, 0.724, declining by 10.0% and 32.6% respectively. For IAN model, the accuracy results of A, B are 0.588, 0.533, while the original results (the QIMF strategy) are 0.633, 0.728, declining by 7.7% and 36.6% respectively. For AT-LSTM model, the accuracy results of A, B are 0.561, 0.514, while the original results (the QIMF strategy) are 0.615, 0.723, declining by 9.6% and 40.7% respectively. From all these results, we can draw a conclusion that it is necessary to develop better fusion method for interactive sentiment analysis. Only checking the sentiment label of the last turn or summing up the labels is not enough.

Specifically, for the weighted combination strategy, the SentiStrength has the worst performance, showing that the lexicon-based approach is not an effective way. JST outperforms SentiStrength, which verifies the significance of topics. SVM, CNN and LSTM outperform SentiStrength on all metrics, but their accuracy results do not exceed 60% on A and 70% on B. Through incorporating the attention mechanism, AT-LSTM and IAN achieve the best performance among all baselines. Their accuracy results achieve 61%, 64.4% on A and 71.4%, 70.7% on B. However, compared with their accuracy results (which are 78.6% and 83.1) on SemEval 2014 (a standard sentiment analysis collection), they drop by about 22% on A and 10% on B. Through making a simple extension, i.e., incorporating the influence score into the original output gate of each LSTM unit, IAN-INF achieves the best classification results on all metrics. Compare with IAN, the accuracy results of A, B have increased by 2.2% and 1.6%. This proves that considering social interactions is important for improving the classification performance. It is necessary to model the interaction information when designing future interactive sentiment analysis models.
### TABLE 6. Performance of all baselines on ScenarioSA. The best performing system is indicated in bold.

| Strategy          | Speaker | Method | Evaluation metrics |
|-------------------|---------|--------|--------------------|
|                   |         |        | Precision | Recall | F1 | Accuracy |
| **Summation**     | A       | SentiStrength | 0.561 | 0.568 | 0.560 | 0.568 |
|                   |         | SVM     | 0.601 | 0.587 | 0.588 | 0.584 |
|                   |         | JST     | 0.573 | 0.562 | 0.568 | 0.569 |
|                   |         | CNN     | 0.581 | 0.559 | 0.557 | 0.558 |
|                   |         | LSTM    | 0.603 | 0.556 | 0.553 | 0.556 |
|                   |         | AT-LSTM | 0.571 | 0.555 | 0.542 | 0.556 |
|                   |         | IAN     | 0.606 | 0.584 | 0.597 | 0.589 |
|                   |         | IAN-INF | 0.611 | 0.603 | 0.601 | 0.602 |
|                   | B       | SentiStrength | 0.522 | 0.536 | 0.528 | 0.533 |
|                   |         | SVM     | 0.734 | 0.505 | 0.582 | 0.504 |
|                   |         | JST     | 0.502 | 0.431 | 0.419 | 0.435 |
|                   |         | CNN     | 0.681 | 0.447 | 0.539 | 0.435 |
|                   |         | LSTM    | 0.646 | 0.404 | 0.491 | 0.406 |
|                   |         | AT-LSTM | 0.692 | 0.423 | 0.526 | 0.437 |
|                   |         | IAN     | 0.723 | 0.469 | 0.558 | 0.462 |
|                   |         | IAN-INF | 0.715 | 0.508 | 0.593 | 0.510 |
| **Simple Baseline** | A       | SentiStrength | 0.586 | 0.522 | 0.511 | 0.523 |
|                   |         | SVM     | 0.587 | 0.527 | 0.515 | 0.538 |
|                   |         | JST     | 0.567 | 0.544 | 0.558 | 0.551 |
|                   |         | CNN     | 0.590 | 0.555 | 0.560 | 0.557 |
|                   |         | LSTM    | 0.551 | 0.548 | 0.549 | 0.545 |
|                   |         | AT-LSTM | 0.541 | 0.564 | 0.545 | 0.536 |
|                   |         | IAN     | 0.625 | 0.584 | 0.580 | 0.588 |
|                   |         | IAN-INF | 0.623 | 0.586 | 0.587 | 0.592 |
|                   | B       | SentiStrength | 0.508 | 0.514 | 0.505 | 0.501 |
|                   |         | SVM     | 0.533 | 0.530 | 0.528 | 0.529 |
|                   |         | JST     | 0.508 | 0.510 | 0.510 | 0.507 |
|                   |         | CNN     | 0.542 | 0.500 | 0.511 | 0.505 |
|                   |         | LSTM    | 0.511 | 0.504 | 0.508 | 0.506 |
|                   |         | AT-LSTM | 0.509 | 0.514 | 0.512 | 0.514 |
|                   |         | IAN     | 0.520 | 0.544 | 0.532 | 0.533 |
|                   |         | IAN-INF | 0.553 | 0.543 | 0.549 | 0.546 |
| **Weighted Combination** | A       | SentiStrength | 0.583 | 0.562 | 0.554 | 0.560 |
|                   |         | SVM     | 0.634 | 0.601 | 0.603 | 0.599 |
|                   |         | JST     | 0.585 | 0.572 | 0.579 | 0.577 |
|                   |         | CNN     | 0.600 | 0.584 | 0.586 | 0.584 |
|                   |         | LSTM    | 0.600 | 0.582 | 0.585 | 0.582 |
|                   |         | AT-LSTM | 0.611 | 0.606 | 0.608 | 0.610 |
|                   |         | IAN     | 0.663 | 0.645 | 0.646 | 0.644 |
|                   |         | IAN-INF | 0.662 | 0.660 | 0.661 | 0.658 |
|                   | B       | SentiStrength | 0.672 | 0.675 | 0.673 | 0.662 |
|                   |         | SVM     | 0.708 | 0.670 | 0.686 | 0.696 |
|                   |         | JST     | 0.702 | 0.668 | 0.686 | 0.675 |
|                   |         | CNN     | 0.667 | 0.679 | 0.672 | 0.676 |
|                   |         | LSTM    | 0.681 | 0.676 | 0.678 | 0.667 |
|                   |         | AT-LSTM | 0.696 | 0.734 | 0.717 | 0.714 |
|                   |         | IAN     | 0.735 | 0.706 | 0.719 | 0.707 |
|                   |         | IAN-INF | 0.741 | 0.723 | 0.729 | 0.718 |
| **QIMF**          | A       | SentiStrength | 0.588 | 0.547 | 0.562 | 0.581 |
|                   |         | SVM     | 0.602 | 0.578 | 0.583 | 0.574 |
|                   |         | JST     | 0.585 | 0.579 | 0.580 | 0.582 |
|                   |         | CNN     | 0.605 | 0.587 | 0.594 | 0.589 |
|                   |         | LSTM    | 0.610 | 0.604 | 0.594 | 0.597 |
|                   |         | AT-LSTM | 0.605 | 0.625 | 0.618 | 0.615 |
|                   |         | IAN     | 0.645 | 0.616 | 0.618 | 0.633 |
|                   |         | IAN-INF | 0.647 | 0.614 | 0.620 | 0.642 |
|                   | B       | SentiStrength | 0.672 | 0.665 | 0.669 | 0.664 |
|                   |         | SVM     | 0.723 | 0.716 | 0.718 | 0.719 |
|                   |         | JST     | 0.676 | 0.669 | 0.672 | 0.670 |
|                   |         | CNN     | 0.701 | 0.691 | 0.702 | 0.700 |
|                   |         | LSTM    | 0.706 | 0.714 | 0.711 | 0.708 |
|                   |         | AT-LSTM | 0.729 | 0.708 | 0.720 | 0.723 |
|                   |         | IAN     | 0.728 | 0.734 | 0.731 | 0.728 |
|                   |         | IAN-INF | 0.734 | 0.720 | 0.725 | 0.724 |
In this work, we relax the constraint on the coefficients so that $\alpha^2 + \beta^2$ does not necessarily equal to one. We tune free parameters $\alpha$, $\beta$ to make $\alpha^2 = 0.7, \beta^2 = 0.7$. When $\cos \theta = -0.2$ on A and $\cos \theta = 0.8$ on B, most models achieve their highest classification scores. This shows that there exists slightly negative interference effect for A’s labels, and strongly positive interference effect for B’s labels. Finally, SentiStrength and SVM perform the worst, while CNN and LSTM perform better. AT-LSTM, IAN and IAN-INF achieve a noticeable improvement over the above models. IAN-INF achieves best performance in terms of precision, f1 and accuracy on A, which shows that IAN-INF is an effective extension of IAN. Combining the interaction information does boost performance. However, we notice that it gets the second best performance on B, which shows that only simple modifying the output gate is not enough. We need to develop more refined interactive sentiment analysis models in the future.

Figure 7 shows the comparison of the predicted sentimental change using SVM, CNN, AT-LSTM, IAN, IAN-INF and the actual sentimental change of A, B. We see that only the IAN and IAN-INF models accurately capture the sentimental change of B, but none of them could accurately capture the sentimental change of A.

In summary, we can draw a conclusion that interactive sentiment analysis is a challenging task. ScenarioSA could describe the interactions between speakers, which would facilitate the development of future sentiment analysis models.

VI. CONCLUSIONS AND FUTURE WORK

We present ScenarioSA, a manually labelled conversational dataset for interactive sentiment analysis. Compared with prior sentiment datasets, ScenarioSA covers 13 scenarios ranging from daily life, work to politics, exhibits the sentiment interactions between two speakers, and reflects the sentimental change of each speaker. Experimental results from a proposed extension of IAN model and several state-of-the-art sentiment analysis models demonstrate that interactive sentiment analysis is a challenging task, and ScenarioSA can benefit the development of new methodologies.

In the future, on the one hand, we could improve annotation instructions, annotation guidelines and introduce more expert annotators and native speakers for increasing annotator agreement. Moreover, we may improve the manner of selecting and combining annotations from different annotators, e.g., only using conversations where full agreement between annotators exists. Some conversations will not be used in case only conversations with full agreement are used. Hence, more annotated conversations would be required. We may recruit more annotators per conversation, and discard annotators that annotate significantly different from other annotators, etc.

On the other hand, we will develop an elaborate interactive sentiment analysis model that considers the complex interactions. We would conduct detailed analysis of human interactions. Since the interactive sentiment analysis is not just a classification task, but involves a subjective and complex cognition process, considering this problem from a cognitive perspective is a fascinating new direction.
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