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Abstract
Mutual gaze detection, i.e., predicting whether or not two people are looking at each other, plays an important role in understanding human interactions. In this work, we focus on the task of image-based mutual gaze detection, and propose a simple and effective approach to boost the performance by using a auxiliary 3D gaze estimation task during training. We achieve the performance boost without additional labeling cost by training the 3D gaze estimation branch using pseudo 3D gaze labels deduced from mutual gaze labels. By sharing the head image encoder between the 3D gaze estimation and the mutual gaze detection branches, we achieve better head features than learned by training the mutual gaze detection branch alone. Experimental results on three image datasets show that the proposed approach improves the detection performance significantly without additional annotations. This work also introduces a new image dataset that consists of 33.1K pairs of humans annotated with mutual gaze labels in 29.2K images.

Introduction
With recent advances in the field of computer vision, social relation discovery has received significant attention from the research community (Ding and Yilmaz 2010, 2011, Liu et al. 2019, Sapru and Bourlard 2015, Sun, Schiele, and Fritz 2017, Wang et al. 2010, Yu et al. 2009). Detecting interactions such as hugging, kissing, mutual gaze, etc., can aid machines in understanding people’s social behavior since such cues often convey significant information about a person’s social intentions. Among all verbal and non-verbal cues, gaze is known to be one of the most informative cues about social interactions. Existing works have shown that gaze can be used as a reliable proxy for identifying the social relationships between people in a scene (Fan et al. 2018, 2019, Marin-Jimenez et al. 2019). In particular, mutual eye contact between two people in an image often indicates social connectivity, friendliness and intimacy (Abele 1986).

In this work, we focus on the task of image-based mutual gaze detection and propose a deep learning-based approach that directly predicts mutual gaze score for a pair of head bounding boxes in an image. First, each head image patch is converted into a compact feature representation using a Convolutional Neural Network (CNN). Then, the spatial relationship between the head bounding boxes is encoded using 2D and geometry-inspired 3D spatial features. Specifically, our 3D spatial feature is the direction of the relative 3D position vector between the two head bounding box centers. Finally, the head image features and spatial features are concatenated and processed by a fully-connected neural network that outputs mutual gaze score. This is our primary mutual gaze detection branch.

We also use an auxiliary 3D gaze estimation branch during training. This branch takes the head image embeddings as inputs and estimates the 3D gaze vectors of the corresponding heads. The mutual gaze detection and 3D gaze estimation branches are trained jointly with a shared head image encoder in an end-to-end fashion to take advantage of multi-task learning. The auxiliary gaze estimation branch helps in training a better head image encoder which in turn leads to improved performance of the mutual gaze detection branch. Though the proposed model has a 3D gaze estimation branch, we do not use any 3D gaze ground truth for training. Instead, we use the direction of the relative 3D head position vector as the pseudo 3D gaze label for positive mutual gaze samples. We use these pseudo labels for training and improve mutual gaze detection performance without additional labeling cost. Our experimental results on three mutual gaze image datasets show that the proposed approach significantly outperforms the state of the art.

Major contributions:
• We propose to use an auxiliary 3D gaze estimation task along with the primary mutual gaze detection task to boost the performance of mutual gaze detection.

• We propose to use the direction of the relative 3D head position vector both as pseudo 3D gaze label and as an input feature for mutual gaze detection. We show how this 3D vector can be computed approximately without having ground truth depth.

• We show that the mutual gaze detection performance can be improved significantly without additional labeling by training the auxiliary 3D gaze estimation branch using pseudo 3D gaze labels generated for positive mutual gaze samples.
• We introduce a new in-the-wild image dataset that consists of 33.1K pairs of humans annotated with mutual gaze in 29.2K images. This dataset can be downloaded from [https://github.com/google-research-datasets/Google-Open-Images-Mutual-Gaze-dataset](https://github.com/google-research-datasets/Google-Open-Images-Mutual-Gaze-dataset).

• We show that the proposed approach significantly outperforms the state-of-the-art mutual gaze detection approach of (Marin-Jimenez et al. 2019) on three image datasets.

Related Work
This work intersects with three topics in the field of computer vision: visual focus of attention prediction, 3D gaze estimation, and mutual gaze detection.

Visual focus of attention
Visual Focus of Attention (VFA) prediction aims at identifying where people in an image are looking at within the image space (Ba and Odobez 2008). (Recasens et al. 2015) proposed a two-stream CNN to find the position where people in the image are looking at. The first stream predicts a saliency heatmap from the image, and the second stream predicts a gaze heatmap in the image space from the head image. The VFA heatmap is then computed by the element-wise product of saliency heatmap and gaze heatmap. (Chong et al. 2018) leveraged the looking inside/outside the image annotation as additional supervision to improve the performance of VFA prediction. Since eyes are not always visible, (Massé, Ba, and Horaud 2017) exploited the correlation between eye gaze and head movements for tracking the gaze and VFA. (Fan et al. 2018) defined shared attention as a phenomenon where two or more individuals simultaneously look at a common target in social scenes. Identifying shared attention of people in videos provides cues for understanding their social activity and identifying their social intent. They proposed a network architecture for spatio-temporal modeling of shared attention by taking the gaze heatmap and region proposal heatmap as inputs. The gaze heatmap provides the spatial information where a group of people are looking at, and the region proposal heatmap provides the context of objects/targets in the scene.

3D gaze estimation
As 3D gaze direction of a person is an important cue for understanding human attention, 3D gaze estimation task has received significant attention from the computer vision community (Brau et al. 2018), (Huang et al. 2017), (Kraftka et al. 2016), (Zhang et al. 2015, 2017a), (Zhu and Deng 2017), (Fischer, Jin Chang, and Demiriz 2018) estimated the 3D gaze direction from image patches of face and eyes. The 3D gaze direction data was collected using a motion capture system (eight cameras), RGB-D camera, and eye-tracking glasses. (Zhang et al. 2017b) collected a 3D gaze estimation dataset from 15 users during their laptop usage over several months. Recently, (Kellnhofer et al. 2019) introduced a large-scale Gaze360 dataset which was collected using a 360° camera that simultaneously captured both the subject and a mobile gaze fixation target.

Creating a large-scale dataset with 3D gaze ground truth requires significant amount of manual effort, and 3D gaze estimation models trained on a small set of individuals may not generalize well. Though we use 3D gaze estimation as an auxiliary task in our approach, we do not use any 3D gaze ground truth for training. Instead, we generate pseudo 3D gaze labels for people looking at each other, and use these pseudo labels for training. This way, we boost the performance of mutual gaze detection without any additional labeling cost.

Mutual gaze detection
Mutual gaze is one of the most common types of social interaction. (Marín-Jiménez, Zisserman, and Ferrari 2011), (Marín-Jiménez et al. 2014) proposed to detect mutual gaze by modeling the head poses and spatial relationship in the scene. Recently, (Palmero et al. 2018) built a mutual gaze detection model on top of 3D gaze vectors estimated using a CNN and the locations of faces in the image. Instead of explicitly estimating the 3D gaze and inferring mutual gaze from it, (Marín-Jiménez et al. 2019) proposed LAEO-Net for directly detecting mutual gaze in videos. LAEO-Net consists of two CNNs for encoding head images and head location map, respectively. The encoder utilizes 3D convolutions for temporal modeling, and the encoded features are concatenated and provided as input to a binary classifier. To understand the human gaze communication among a group of people, (Fan et al. 2019) proposed a spatio-temporal graph modeling approach for predicting various types of human gaze communication (e.g., single/mutual gaze, shared gaze, etc.) in social scene videos. In contrast to these works which focus on video-based mutual gaze detection, this work focuses on single image-based mutual gaze detection.

Proposed Approach
The proposed approach (Fig 1) consists of four components: (i) Head image encoding, (ii) Head spatial encoding, (iii) mutual gaze detection, and (iv) 3D gaze estimation. The mutual gaze detection component takes the image and spatial recordings of the two head bounding boxes as input and produces a binary label as output. The 3D gaze estimation component takes a head image encoding as input and estimates the 3D gaze direction of the corresponding head. While mutual gaze detection is the primary task of interest, we also use an auxiliary 3D gaze estimation task during training to learn a better head image encoder. Thanks to the power of multi-task learning, this leads to improved mutual gaze detection performance. The entire network is trained using a dataset in which each data sample consists of a pair of head bounding boxes in an image along with a binary mutual gaze label. For training the 3D gaze estimation component, we use pseudo 3D gaze labels generated from positive mutual gaze samples.
Head image encoding

We use a shared CNN to encode each head image (64 x 64) into a 12-dimensional feature representation. Our encoder consists of four convolutional layers that follow the architecture specification (kernel size, number of channels and stride) presented in (Marin-Jimenez et al. 2019). However, since this work focuses on image-based detection, we use 2D convolutions instead of 3D convolutions. These head image features are used as input by both the mutual gaze and 3D gaze components.

Head spatial encoding

Apart from head image encodings, we also use features that encode the spatial information (in both 2D and 3D) of the two head bounding boxes.

2D spatial encoding: Our 2D spatial encoding is an 8-dimensional feature vector consisting of normalized center coordinates (x and y coordinates) and sizes (width and height) of the two bounding boxes. We normalize them by dividing by the maximum of image height and width.

3D spatial encoding: When two people are looking at each other, their 3D gaze directions roughly align with the direction of the relative 3D position vector between their head centers (see Fig. 2). Since the 3D gaze information is already available to the mutual gaze detection component (indirectly) through head image encodings, providing the direction of the relative 3D head position vector as an additional input feature can be beneficial for mutual gaze detection.

Under the pinhole camera projection model (Fig. 2), the camera-centered 3D coordinates of the $i^{th}$ head center can be estimated as

$$\frac{x_i}{f} Z_i, \frac{y_i}{f} Z_i, Z_i,$$

where $f$ is the camera focal length, $\left(\frac{x_i}{f}, \frac{y_i}{f}\right)$ are the image coordinates of the head bounding box center with origin at the image center, and $Z_i$ is the distance of the head center from the camera center along the optical axis.

For a typical image downloaded from the internet, we rarely have access to the focal length and depth information needed to estimate the 3D head center coordinates. Hence, we use approximate estimates for both of them. The focal length is approximated using the maximum of image width and height. This estimate roughly corresponds to 53° horizontal Field of View (FoV):

$$f = \frac{\max(w, h)}{2} \cot \left(\frac{53^{\circ}}{2}\right) \approx \max(w, h).$$

Motivated by (Moon, Chang, and Lee 2019), we assume that the depth of a head is inversely proportional to the square root of the corresponding 2D bounding box area:

$$Z_i = \frac{\alpha}{\sqrt{A_i}},$$

where $\alpha$ is a proportionality constant and $A_i$ denotes the 2D bounding box area of the $i^{th}$ head. This is a coarse approximation since it assumes that the heads of different individuals are of the same size and the head detector gives the same size bounding boxes for different individuals at the same depth. Using the above approximations, we compute the direction $v$ of the relative 3D head position vector as

$$v = \frac{[\tilde{x}, \tilde{y}, \tilde{z}]}{||[\tilde{x}, \tilde{y}, \tilde{z}]||}, \tilde{x} = \frac{1}{f} \left(\frac{x_2}{\sqrt{A_2}} - \frac{x_1}{\sqrt{A_1}}\right),$$

$$\tilde{y} = \frac{1}{f} \left(\frac{y_2}{\sqrt{A_2}} - \frac{y_1}{\sqrt{A_1}}\right), \tilde{z} = \frac{1}{\sqrt{A_2}} - \frac{1}{\sqrt{A_1}}.$$
Earlier, we described how we estimate the direction vector of the relative 3D head position vector and not to the direction.

The overall spatial encoding is an 11-dimensional feature vector that consists of 8-dimensional 2D encoding and 3-dimensional 3D encoding. Though our 3D spatial encoding is based on approximate depths and focal lengths, our experimental results show that it improves the performance of mutual gaze detection significantly (see Table 2).

**Mutual gaze detection**

For mutual gaze detection, we use a network that consists of three fully-connected layers with 16, 8 and 1 output nodes, respectively. The input to the network is a 35-dimensional feature vector obtained by concatenating the left head image encoding, right head image encoding and head spatial encodings. The first two layers use ReLU non-linearity, and the last layer uses sigmoid function to generate mutual gaze score in $[0, 1]$ range.

**3D gaze estimation**

For 3D gaze estimation, we use a network that consists of two fully-connected layers with 6 and 3 output nodes, respectively, followed by a unit normalization layer. The input to this network is the 12-dimensional image encoding of a head. The first layer uses ReLU non-linearity, and the second layer is a linear layer.

**Training and inference**

While we have ground truth mutual gaze labels in our training dataset, we do not have ground truth 3D gaze labels. Earlier, we described how we estimate the direction vector of the relative 3D head position vector. When two people are looking at each other, i.e., a positive mutual gaze sample, their 3D gaze directions roughly align with the relative 3D head position vector. Hence, for positive mutual gaze samples, we use $v$ and $-v$ as pseudo 3D gaze labels for the first and second heads, respectively.

We train the entire network (head image encoder, mutual gaze detection network and 3D gaze estimation network) in an end-to-end fashion starting from randomly initialized weights using two loss functions: binary cross entropy loss $L_{bce}$ on the mutual gaze detection scores and $L_2$ loss on the 3D gaze direction estimates. While the mutual gaze detection loss is used for both positive and negative mutual gaze samples, the 3D gaze estimation loss is used only for positive mutual gaze samples (using the pseudo 3D gaze labels). The overall loss function used for training is given by

$$L = L_{bce}(\hat{l}, l) + \lambda (L_2(\hat{g}_1, v) + L_2(\hat{g}_2, -v)),$$

where $l \in \{0, 1\}$ is the binary mutual gaze label, $\hat{l} \in [0, 1]$ is the predicted mutual gaze score, $\hat{g}_1$ and $\hat{g}_2$ are the 3D gaze direction estimates for the first and second heads, respectively, and $\lambda$ is a hyper-parameter to balance the importance of two loss functions.

During inference, we ignore the 3D gaze network and use the output of the mutual gaze detection network.

**Experimental Results**

**Datasets and evaluation metric**

We use three image-based mutual gaze detection datasets in our experiments, namely UCO-LAEO, AVA-LAEO and Open-Images-MG (OI-MG).

**UCO-LAEO** (Marin-Jimenez et al. 2019): This dataset consists of 36,358 labeled pairs of humans extracted from 129 short video clips derived from TV shows. It is divided into training and test sets consisting of 32,500 and 3,858 pairs, respectively. This dataset comes with head bounding boxes and we directly use these boxes in our experiments.

**AVA-LAEO** (Marin-Jimenez et al. 2019): This dataset consists of 172,330 labeled pairs of humans extracted from 50,797 video frames of the AVA dataset (Gu et al. 2018). It is divided into training and test sets consisting of 137,976 and 34,354 pairs, respectively. This dataset comes with a head detector and we use this detector for generating head bounding boxes for this dataset.

**OI-MG**: This is a new dataset collected by us. In contrast to UCO-LAEO and AVA-LAEO datasets that contain video frames, this dataset consists of in-the-wild still images. It has 33,069 labeled pairs of heads extracted from 29,186 images of Open Images dataset (Kuznetsova et al. 2018). We used our own SSD (Liu et al. 2016) detector for detecting human faces in images.
Table 1: Performance comparison with single-frame LAEO-Net.

| Training dataset | OI-MG | AVA-LAEO | UCO-LAEO |
|------------------|-------|----------|----------|
| Test dataset     | OI-MG | AVA-LAEO | UCO-LAEO |
| Single-frame LAEO-Net | 59.8  | 70.2     | 55.9     |
| Proposed approach | **70.1** (↑ **10.3**) | **72.2** (↑ **2.0**) | **65.1** (↑ **9.2**) |

Figure 4: Positive mutual gaze samples from OI-MG (first row), AVA-LAEO (second row), and UCO-LAEO (third row) datasets for which the proposed approach predicted high scores (above 0.75). The proposed approach can detect mutual gaze under various different combinations of head poses and positions.

heads. Each pair of heads was annotated by five different annotators, and the ground truth label was chosen based on majority voting. Figure 3 shows some sample images from this dataset. This dataset is divided into 26,410 training pairs and 6,659 test pairs with zero overlap between training and test images.

**Evaluation metric:** Since this is a binary classification problem, we use the area under precision-recall curve, i.e., Average Precision (AP) as the metric.

**Training**

In all our experiments, the value of loss function parameter $\lambda$ (equation (5)) was set to 1.0. All the models were trained using RMSprop optimizer with mini-batches of 128 samples. We used an initial learning rate of $5 \times 10^{-4}$ which was gradually reduced by a factor of 0.94 after every 100K steps until convergence. To increase the robustness of the models, during training, we randomly applied horizontal flipping to the images, jittered the head bounding boxes, and adjusted the image intensity and contrast.

**Current state-of-the-art approach**

The current state-of-the-art approach for mutual gaze detection is the LAEO-Net model proposed in Marin-Jimenez et al. (2019). The original LAEO-Net model is designed for video-based mutual gaze detection, and uses 3D convolutions for spatio-temporal modeling. Since this work focuses on image-based mutual gaze detection, we converted the video LAEO-Net into a single-frame LAEO-Net by replacing the 3D convolutions with 2D convolutions. For fair comparison, similar to the proposed approach, we trained single-frame LAEO-Net in an end-to-end fashion starting from randomly initialized weights.

**Comparison with image-based state of the art**

Table 1 compares the proposed approach with single-frame LAEO-Net on three image datasets. On all three datasets, the proposed approach outperforms single-frame LAEO-Net significantly increasing the AP by 10.3 points for OI-MG, 9.2 points for UCO-LAEO and 2 points for AVA-LAEO. Compared to single-frame LAEO-Net, the proposed approach is able to utilize the auxiliary 3D gaze estimation task to learn a better head image encoder, and also make use of the 3D information provided by the relative 3D head position vector resulting in improved mutual gaze detection performance.

Figure 4 shows some positive mutual gaze samples for which the proposed approach predicts high scores (above 0.75). We can see that the proposed approach is able to handle a wide variety of head pose and position combinations. Figure 5 shows some positive mutual gaze samples for which the proposed approach predicted low scores (below 0.25). We can see that most of the failure cases are due to occlusions, low contrast, bounding box drifts, low resolution and headwear.

Figure 5: Positive mutual gaze samples from OI-MG (first row), AVA-LAEO (second row), and UCO-LAEO (third row) datasets for which the proposed approach predicted low scores (below 0.25). Common failure reasons are occlusions, low contrast, bounding box drifts, low resolution and headwear.

Figure 6 shows some negative mutual gaze samples for which the proposed approach predicts high scores (above 0.75). We can see that most of the failure cases are due to closed eyes, occlusions, and bad lighting conditions...
Table 2: Contributions of 3D gaze estimation task and 3D spatial encoding.

| Training dataset | OI-MG | AVA-LAEO | UCO-LAEO |
|------------------|-------|----------|----------|
| Test dataset     |       |          |          |
| Proposed approach| 70.1  | 72.2     | 65.1     |
| Proposed approach without 3D gaze task| 67.1 (↓3) | 68.3 (↓3.9) | 62.9 (↓2.2) |
| Proposed approach without 3D spatial encoding| 68.0 (↓2.1) | 70.1 (↓2.1) | 61.6 (↓3.5) |
| Proposed approach without 3D gaze and 3D spatial encoding| 66.4 (↓3.7) | 66.9 (↓5.3) | 60.4 (↓4.7) |

Table 3: Comparison under external training data setting.

| Training dataset | AVA-LAEO | UCO-LAEO + AFLW |
|------------------|----------|-----------------|
| Test dataset     | UCO-LAEO | UCO-LAEO         |
| Single-frame LAEO-Net | 68.2     | 72.7*           |
| Proposed approach| 76.2     |                 |

*Number reported in [[Marin-Jimenez et al. 2019](https://www.example.com)]

Comparison under external training data setting

Since UCO-LAEO is a small dataset with limited diversity (129 shots from 4 TV shows), [[Marin-Jimenez et al. 2019](https://www.example.com)] used additional synthetic data generated from AFLW dataset [[Köstinger et al. 2011](https://www.example.com)] for training to improve the results on UCO-LAEO. As we do not have access to the synthetic data used by [[Marin-Jimenez et al. 2019](https://www.example.com)], we evaluate AVA-LAEO (which is much larger than UCO-LAEO) trained models on UCO-LAEO for comparison under external training data setting. Table 3 shows the corresponding results. In this setting, the proposed approach outperforms single-frame LAEO-Net by 8.0 points. The last column presents the only single-frame LAEO-Net result reported in [[Marin-Jimenez et al. 2019](https://www.example.com)]. The proposed approach (when trained on AVA-LAEO) outperforms this result by 3.5 points.

We also evaluated the proposed model trained on AVA-LAEO on our OI-MG dataset. While this AVA-LAEO model generalized well to UCO-LAEO, it failed to generalize to OI-MG. It achieved an AP of 32.8, which is significantly lower than 70.1 achieved by the model trained on OI-MG itself. We conjecture that the reason for this is the difference in the data distributions of OI-MG and AVA/UCO-LAEO datasets. OI-MG consists of still images downloaded from Flickr and is significantly different from AVA/UCO-LAEO which are video frame datasets created from movie clips.

Comparison with video-based state of the art

Different from the original LAEO-Net [[Marin-Jimenez et al. 2019](https://www.example.com)] which focuses on video-based detection, this work focuses on image-based mutual gaze detection as images are captured more frequently than videos in real-world social interactions. Since image-based detection and video-based detection are completely different tasks, it is not fair to compare image-based methods with video-based methods. That being said, the proposed image-based approach significantly

2We acknowledge that this is not a fair comparison. However, we do not have access to the AFLW synthetic data used by [[Marin-Jimenez et al. 2019](https://www.example.com)].
Table 4: Performance for different amounts of training data.

| Training data percentage | 100% | 50% | 25% | 12.5% |
|--------------------------|------|-----|-----|-------|
| Training dataset: AVA-LAEO, Test dataset: AVA-LAEO |      |     |     |       |
| Single-frame LAEO-Net    | 70.2 | 65.6| 55.7| 50.7  |
| Proposed approach        | **72.2** (↑ 2.0) | **68.4** (↑ 2.8) | **63.0** (↑ 7.3) | **58.2** (↑ 7.5) |
| Training dataset: OI-MG, Test dataset: OI-MG |      |     |     |       |
| Single-frame LAEO-Net    | 59.8 | 53.5| 44.9| 42.5  |
| Proposed approach        | **70.1** (↑ 10.3) | **62.4** (↑ 8.9) | **56.8** (↑ 11.9) | **51.1** (↑ 8.6) |

outperforms (AP 72.2 Vs 50.6) the best video-based result from [Marin-Jimenez et al. 2019] on AVA-LAEO. On UCO-LAEO, our image-based result is comparable (AP 76.2 Vs 79.5) to the best video-based result from [Marin-Jimenez et al. 2019].

Performance in limited data setting

To see how the performance gap between the proposed approach and single-frame LAEO-Net varies with the amount of training data, we trained both models by varying the number of training samples. The corresponding results are shown in Table 4. The proposed approach consistently outperforms single-frame LAEO-Net for different amounts of training data. Specifically, on AVA-LAEO, which is a large dataset with around 138K training samples, the performance gap is significantly higher for 12.5% and 25% training data when compared to 50% and 100% training data. This is because, when the amount of training data is limited, the proposed auxiliary 3D gaze estimation task provides additional training signal which helps the model to train well. Since OI-MG is a relatively smaller dataset with only 26.5K training samples, the performance gap is significant even when using 100% data.

Sensitivity to field of view

Since we do not know the focal lengths for images used in our experiments, we used the maximum of image width and height as the focal length. This estimate corresponds to 53° horizontal FoV. Figure 7 shows how the performance varies with the value of horizontal FoV used to compute the focal length. The performance increases as we increase the FoV up to a certain value and then it starts to decrease. However, the results are fairly stable within 15° – 20° range around the peak values. Different datasets have different best FoV values as the cameras used to capture can vary across datasets.

Conclusions and Future Work

In this work, we focused on detecting whether or not two people in an image are looking at each other. We proposed a network architecture that consists of a primary mutual gaze detection branch and an auxiliary 3D gaze estimation branch. The auxiliary 3D gaze estimation branch is trained using pseudo 3D gaze labels deduced from mutual gaze labels without the need for 3D gaze ground truth. Since both branches share the head image encoder, it allows the network to learn a robust head image encoding which leads to improved mutual gaze detection performance. We also proposed to use geometry-inspired 3D relative head position vector as additional input feature, and showed that it substantially improves the performance of mutual gaze detection. We empirically demonstrated that our approach outperforms the state-of-the-art single-frame LAEO-Net approach on three image datasets. Specifically, the proposed approach fares better when the amount of training data is limited.

Some of our failure cases (Figure 6) suggest that we need to pay extra attention to the eye regions while encoding the head image patches. We plan to explore models that explicitly process eye patches in the future. In this work, we generated pseudo 3D gaze labels for positive mutual gaze samples and used 3D gaze estimation as an auxiliary task during training. A positive mutual gaze label directly provides ground truth annotations for the VFA task since we already know where in the image is each person looking at. In the future, we plan to experiment with using an auxiliary VFA task during training.

Ethical and Broader Impact

This work focuses on detecting if two people in an image are looking at each other or not. This research influences applications in social interaction detection and scene understanding. This work also introduces a new mutual gaze dataset.
This dataset is based on the publicly-available Open Images dataset and does not include any private data. We do not foresee any negative ethical or societal effects for this work. We believe that making our dataset available to other researchers will encourage an open research environment.
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