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Abstract—Intelligent reflecting surface (IRS) is a promising technology to boost the efficiency of wireless energy transfer (WET) systems. However, for a multiuser WET system, simultaneous multi-beam energy transmission is generally required to achieve the maximum performance, which may not be implemented by using the IRS having only a single set of coefficients. As a result, it remains unknown how to exploit the IRS to approach such a performance upper bound. To answer this question, we aim to maximize the total harvested energy of a multiuser WET system subject to the user fairness constraints and the non-linear energy harvesting model. We first consider the static IRS beamforming scheme, which shows that the optimal IRS reflection matrix obtained by applying semidefinite relaxation is indeed of high rank in general as the number of energy receivers (ERs) increases, due to which the resulting rank-one solution by applying Gaussian Randomization may lead to significant loss. To achieve the multi-beam gain, we then propose a general time-division based novel framework by exploiting the IRS’s dynamic passive beamforming. Moreover, it is also possible to achieve a good balance between the system performance and complexity by controlling the number of IRS shift patterns. Finally, we also propose a time-division multiple access (TDMA) based passive beamforming design for performance comparison. Simulation results demonstrate the necessity of multi-beam transmission and the superiority of the proposed dynamic IRS beamforming scheme over existing schemes.

Index Terms—Dynamic beamforming, IRS, resource allocation, WET.

I. INTRODUCTION

Intelligent reflecting surface (IRS) has been proposed as a promising solution to reshape the wireless propagation environment by tuning the reflecting elements [1]. This thus motivates recent research on IRS-aided wireless energy transfer (WET) [2], coverage extension [3], [4] and other related applications [5], [6], [7]. In particular, without the need of any complicated signal processing units, IRS enables intelligent signal reflection over a large aperture to compensate the severe wireless channel attenuation over long distance for improving WET efficiency [8].

On the other hand, in multiuser WET system, how to fairly enhance energy transmission efficiency is also an important issue, which has been studied in prior works [9], [10]. It was shown in [9] that the multi-beam energy transmission is the optimal design for the multi-antenna energy transmitter (ET) to maximize the minimum energy harvested by all the energy receivers (ERs). It also reveals that transmitting only one energy beam with adjustable weights over time achieves the same optimal performance as conventional multi-beam design. A similar phenomenon has also been revealed in [10] under non-linear energy harvesting (EH) model. Recall that IRS is only implemented with a single set of coefficients, which, however, is not capable of providing the optimal so-called multi-beam transmission in WET. The above results motivate us to design a series of IRS single beam patterns within the channel coherence time to approach the maximum performance of simultaneous multi-beam transmission, and thus to fully unleash the potential of IRS.

To this end, it still remains an open question that whether there exists performance gain from such time-sharing of IRS reflection patterns and thus needed to be exploited. In this letter, we consider a multiuser IRS-aided WET system. To avoid severe resource allocation mismatches and significant performance degradation for practical systems, the non-linear EH model is adopted. We first study a special case, where only one reflection pattern is allowed during the whole WET. It is found that the rank of the optimal relaxed IRS reflection matrix by applying semidefinite relaxation (SDR) indeed grows with the number of ERs in the system, which suggests that a substantial performance will be incurred if a rank-one solution is obtained. To mimic the simultaneous multi-beam transmission, we propose a general framework for dynamic IRS beamforming, where the IRS is allowed to adjust its reflection patterns for an arbitrary number of times based on the rank of the IRS reflection matrix from the above to maximize the total harvested energy. Particularly, the advantage of the conventional multiple beams are harnessed via a series of time-varying IRS’s reflection patterns. For computational complexity reduction and performance comparison, we then propose a time-division multiple access (TDMA) based beamforming scheme. Specifically, each phase-shift vector is exclusively designed to maximize each ER’s harvested energy in each time slot. To solve the formulated direct-current (DC) energy maximization problems for the above cases, we propose efficient algorithms by exploiting successive convex approximation (SCA) technique. Numerical results demonstrate the superiority of the proposed dynamic IRS beamforming scheme, and reveal the upside of time-sharing principle.

II. SYSTEM MODEL

As shown in Fig. 1, we consider an IRS assisted WET system, where an IRS with $N$ passive reflecting elements is deployed to assist the
WET between a single-antenna ET and a set of single-antenna ERs, denoted by the set $\mathcal{K} = \{1, \ldots, K\}$. A quasi-static flat fading channel is considered, and the total available transmission time is given by $T$. We assume that the CSI is perfectly known at the ET by using the state-of-art channel estimation approaches to achieve the system performance upper bound [5]. Denote $h_{d,k} \in \mathbb{C}^{1 \times 1}$, $g \in \mathbb{C}^{N \times 1}$, and $h_{d,k}^H \in \mathbb{C}^{1 \times N}$, $\forall k \in \mathcal{K}$, as the baseband equivalent channels from the ET to ER $k$, from the ET to the IRS, and from the IRS to ER $k$, respectively. As shown in Fig. 2, a novel transmission protocol of the dynamic IRS beamforming design is proposed. To be specific, each channel coherence time $T$ is divided into $J$ time slots, each with duration of $\tau_j$, $j \in \mathcal{J} = \{1, \ldots, J\}$. In each time slot, we assume that the IRS adjusts its reflection pattern individually and ET adjusts its transmit power. To maximize the reflected signal power by the IRS, the reflection amplitude is set to be one. Hence, the reflection-coefficients matrix of the IRS in the $j$th time slot is given by $\mathbf{F}_j = \text{diag}(e^{j\theta_{j,1}}, \ldots, e^{j\theta_{j,N}}) \in \mathbb{C}^{N \times N}$, where $\theta_{j,n} \in [0, 2\pi), n \in \mathcal{N} = \{1, \ldots, N\}$ denotes the phase shift of the $n$th IRS reflecting element. The RF-power received at ER $k$ in $j$th time slot is given by

$$P^r_{d,k} = P_j \left|h_{d,k}^H \mathbf{F}_j g + h_{d,k}^H \right|^2 = P_j \left|\mathbf{q}_j^H v_j + h_{d,k}^H \right|^2,$$

(1)

where $P_j$ represents the allocated transmit power at ET in $j$th time slot, $\mathbf{q}_j = [e^{j\theta_{j,1}}, \ldots, e^{j\theta_{j,N}}]^T$ denotes the IRS passive beamforming vector. Here, we adopt a practical non-linear EH model to convert the RF power to DC power [12]. As such, the harvested DC power by ER $k$ in the $j$th time slot is given by

$$\Psi_{k,j} = \frac{X_k}{1 + e^{-a_k(P_j^r)^{b_k}}} - Y_k,$$

(2)

where $X_k = M_k (1 + e^{a_k b_k})/e^{a_k b_k}, Y_k = \frac{X_k}{e^{a_k b_k}}, a_k, b_k$ and $M_k$ represent the ER $k$’s circuit configurations. The objective of this letter is to maximize the transferred energy to all ERs subject to energy fairness constraints by jointly optimizing the IRS passive beamforming and resource allocation. We first study static IRS beamforming scheme, then propose the dynamic IRS beamforming scheme, and finally study the TDMA-based IRS beamforming scheme, which are discussed in detail as follows.

A. WET With Static IRS Beamforming

In this case, the phase-shift pattern of the IRS remains unchanged throughout WET. Let $v$ denote the phase-shift vector for static IRS beamforming scheme. Thus, the transmit power will also remain constant, denoted by $P$. The harvested DC power by ER $k$ is

$$\Psi_k = \frac{X_k}{1 + e^{-a_k(P^r)^{b_k}}} - Y_k.$$  

The corresponding optimization problem is formulated as

$$\max_{P,\mathbf{v},\epsilon} \epsilon$$

(3a)

1To unveil the potential benefits of using dynamic IRS in a WET system for improving energy transmission efficiency, we assume that the ET is equipped with a single-antenna. Note that the alternating optimization (AO) approach can be employed for solving the case of multiple antennas equipped at the ET [11].
under the same system setup as will be specified later in Section V. The rank of \( \mathbf{V} \) is calculated based on the number of eigenvalues exceeds 2% of the maximum one, from which we can see that as \( K \) increases, the rank of \( \mathbf{V} \) also increases, which will result in performance degradation when a rank-one solution is reconstructed by GR. Motivated by this, we propose dynamic IRS beamforming and TDMA-based IRS beamforming schemes, elaborated in the next section.

III. DYNAMIC BEAMFORMING BASED MULTI-BEAM DESIGN

In this section, we propose a general time-division based novel framework by exploiting the IRS’s dynamic passive beamforming. Then, for performance comparison, we also propose a TDMA-based passive beamforming design.

A. Dynamic IRS Beamforming

In this case, the IRS reflection pattern is allowed to adjust for \( J \) times, where \( J = \text{rank}(\mathbf{V}) \) from Section II-A. As such, the IRS generates multi-beams in a time division manner. As introduced before, in this design, we jointly optimize the IRS passive beamforming, time allocation and power allocation. Accordingly, the problem can be formulated as follows

\[
\begin{align}
\max_{\{P_j^d\}, \{\tau_j\}, \{\mathbf{v}_j\}, e} & \quad e \\
\text{s.t.} & \quad \sum_{j=1}^{J} \tau_j \psi_{k,j} \geq \alpha_k e, \forall k \in K, \quad (5a) \\
& \quad \sum_{j=1}^{J} \tau_j \leq T, \tau_j \geq 0, \forall j \in \mathcal{J}, \quad (5b) \\
& \quad \sum_{j=1}^{J} P_j^d \tau_j \leq E_{\text{tot}}, 0 \leq P_j^d \leq P_{\text{max}}, \forall j \in \mathcal{J}, \quad (5c) \\
& \quad ||\mathbf{v}_j|| = 1, \forall n \in N, \forall j \in \mathcal{J}. \quad (5d)
\end{align}
\]

Constraint (5c) represents the total and non-negativity time constraint.

B. TDMA-Based IRS Beamforming

To reduce computational complexity, the TDMA-based IRS beamforming scheme is proposed. In this design, \( T \) is divided into \( K \) time slots. In any time slot \( k \), the IRS designs its phase-shift pattern to maximize the harvested energy at ER \( k \), with \( \psi_{k,j} = e^{j(\arg(h_{k,j}) - \arg(a_k^H)))} \). Then, the harvested DC power by \( k \)-th ER is given by

\[
\psi_{k,j} = \frac{X_k}{1 + e^{-\frac{X_k}{\tau_j}}} - Y_k. 
\]

Thus, the problem is reduced to

\[
\begin{align}
\max_{\{P_j^d\}, \{\tau_j\}, e} & \quad e \\
\text{s.t.} & \quad \sum_{j=1}^{K} \tau_j \psi_{k,j} \geq \alpha_k e, \forall k \in K, \quad (6a) \\
& \quad \sum_{j=1}^{K} \tau_j \leq T, \tau_j \geq 0, \forall k \in K, \quad (6b) \\
& \quad (5c), (5d).
\end{align}
\]

The above problem formulations in (5) and (6) are both difficult to solve due to the non-convex constraints and highly coupled variables. In the following section, we propose an efficient algorithm, based on SCA techniques, to solve them suboptimally.

IV. PROPOSED SOLUTIONS

In this section, efficient algorithms to solve problems (5) and (6) are proposed.

A. Dynamic IRS Beamforming

Recall that \( |a_k^H \mathbf{v} + h_{k,j}^H|^2 = \mathbf{v}^H Q_k \mathbf{v} \), and by introducing slack variables \( z = (z_{k,j}, j \in \mathcal{J}, k \in K) \), constraint (5b) can be equivalently transformed to

\[
\sum_{j=1}^{J} \tau_j \left( \frac{X_k}{1 + z_{k,j}} - Y_k \right) \geq \alpha_k e, \forall k \in K, \quad (7)
\]

with additional constraint as

\[
e^{-a_k \left( P_j^d \mathbf{v}_j^H Q_k \mathbf{v}_j - b_k \right)} \leq z_{k,j}, \forall j \in \mathcal{J}, \forall k \in K. \quad (8)
\]

Note that the inequality constraint (8) is always satisfied with equality for the optimal solution. This can be proved by contradiction. Suppose that the optimal solution is obtained with inequality in (8), the value of \( z_{k,j} \) can always be decreased to obtain a larger objective value, which is contradictory to the assumption. It can be observed that constraints (7) and (8) are still non-convex. However, the left-hand side (LHS) of (7) is jointly convex with respect to (w.r.t.) \( \mathbf{v}_j \) and \( P_j^d \). Recall that any convex function is lower-bounded by its first-order Taylor expansion. Thus, the SCA technique is applied. Therefore, for any local points \( \tau_j^* \) and \( z_{k,j}^* \) in the \( k \)-th iteration, we have

\[
\frac{(\sqrt{\tau_j^*})^2}{1 + z_{k,j}^*} \geq \frac{(\sqrt{\tau_j^*})^2}{1 + z_{k,j}^*} - \frac{(\sqrt{\tau_j^*})^2}{1 + z_{k,j}^*} (z_{k,j} - z_{k,j}^*) \]

\[
+ 2 \sqrt{\tau_j^*} (1 + z_{k,j}^*) \left( \sqrt{\tau_j^*} - \sqrt{\tau_j^*} \right) \Delta f_{k,j}^b (z_{k,j}, \tau_j^*),
\]

which can be readily checked that \( f_{k,j}^b \) is jointly convex w.r.t. \( z_{k,j} \) and \( \tau_j \). Then, to tackle the non-convexity of (8), we first rewrite it into a more simplified form as

\[
P_j^d \mathbf{v}_j^H Q_k \mathbf{v}_j \geq b_k - \ln z_{k,j}^*, \forall j \in \mathcal{J}, \forall k \in K. \quad (10)
\]

Note that the optimization variables \( P_j^d \) and \( \mathbf{v}_j \) are coupled in the LHS of (10). Let \( P_j^d \mathbf{v}_j^H Q_k \mathbf{v}_j = \mathbf{v}_j^H Q_k \mathbf{v}_j / P_j^d \). It is observed that although it is not jointly convex w.r.t. \( \mathbf{v}_j \) and \( P_j^d \), it is jointly convex w.r.t. \( \mathbf{v}_j \) and \( P_j^d \), which motivates us to apply SCA to tackle it. Specifically, with any feasible points \( \mathbf{v}_j^* \) and \( P_j^d \), the lower bound of \( \mathbf{v}_j^H Q_k \mathbf{v}_j / P_j^d \) can be obtained as

\[
\mathbf{v}_j^H Q_k \mathbf{v}_j \geq 2 P_j^d \text{Re} \{\mathbf{v}_j^H Q_k \mathbf{v}_j^* \} - P_j^d \psi_j \mathbf{v}_j^H Q_k \mathbf{v}_j^* - \mathbf{v}_j^H Q_k \mathbf{v}_j^* \frac{1}{P_j^d} \left( \frac{1}{P_j^d} - \frac{1}{P_j^d} \right) \Delta g_{k,j}^b (\mathbf{v}_j, P_j^d),
\]

which is jointly convex w.r.t. \( \mathbf{v}_j \) and \( P_j^d \). Note that constraint (5d) is non-convex due to its coupled variables \( P_j^d \) and \( \tau_j \) in its LHS. We first rewrite \( \sum_{j=1}^{J} P_j^d \tau_j \) as \( \frac{1}{4} \sum_{j=1}^{J} ((P_j^d + \tau_j)^2 - (P_j^d - \tau_j)^2) \). Since the term \( -(P_j^d - \tau_j)^2 \) is jointly concave w.r.t. \( P_j^d \) and \( \tau_j \), its upper bound can be obtained by applying the SCA
technique with given initial points $P_{j}^{t,r}$ and $\tau_{j}^{t}$, yielding
\begin{equation}
-(P_{j}^{t,r} - \tau_{j})^2 \leq -(P_{j}^{t,r} - \tau_{j}^*)^2 - 2(P_{j}^{t,r} - \tau_{j}^*) (P_{j}^{t,r} - P_{j}^{t,r^*})
+ 2(P_{j}^{t,r} - \tau_{j}^*) (\tau_{j}^* - \tau_{j}) \leq \eta_{j}^{wb} (P_{j}^{t,r} - \tau_{j}) .
\end{equation}

Finally, for the non-convex unit-modulus constraint (5e), we relax it into a convex form, given by
\begin{equation}
[|v_{j}|]_{\max} \leq 1, \forall n \in \mathcal{N}, \forall j \in \mathcal{J}.
\end{equation}

As a result, given points $z_{k,j}^{t}, \tau_{j}^{t}, v_{j}^{t}$ and $P_{j}^{t,r}$, problem (5) can be approximated as
\begin{align}
\max_{\{P_{j}^{t}\}, \{\tau_{j}\}, \{v_{j}\}, e}
& \quad c \\
\text{s.t.}
& \quad \sum_{j=1}^{J} (X_{k} k_{k,j} (z_{k,j} - Y_{k} \tau_{j}) \geq \alpha_{k} e, \forall k \in \mathcal{K}, \quad (14b))
\end{align}
\begin{equation}
\quad \quad g_{k,j}^{b} (v_{j}, P_{j}^{t}) \geq b_{k} - \frac{\ln z_{k,j}}{a_{k}}, \forall j \in \mathcal{J}, \forall k \in \mathcal{K}, \quad (14c)
\end{equation}
\begin{equation}
\quad \quad \frac{1}{4} \sum_{j=1}^{J} (P_{j}^{t} + \tau_{j})^2 + \eta_{j}^{wb} (P_{j}^{t}, \tau_{j}) \leq E_{\text{tot}}, \quad (14d)
\end{equation}
\begin{equation}
\quad \quad 0 \leq P_{j}^{t} \leq P_{\max}, \forall j \in \mathcal{J}, \quad (5c), (13), \quad (14f)
\end{equation}

which is convex and can be optimally solved by the interior-point method [13]. In addition, since the obtained phase shifts may not satisfy the unit-modulus constraint, the feasible IRS phase-shift vectors are reconstructed by
\begin{equation}
[|v_{j}|]_{\max}^{\text{opt}} = \frac{|v_{j}|}{|v_{j}|_{\max}}, \forall n \in \mathcal{N}, \forall j \in \mathcal{J}.
\end{equation}

Finally, time and power allocations are updated by solving (14) based on the reconstructed phase shifts. It follows that the obtained objective value serves as a lower bound of that of problem (5).

\section{B. TDMA-Based IRS Beamforming}

Similar to problem (14), with the given points $z_{k,j}^{t}, \tau_{j}^{t}$ and $P_{j}^{t,r}$ in the $r$th iteration, problem (6) can be approximated as
\begin{align}
\max_{\{P_{j}^{t}\}, \{\tau_{j}\}}
& \quad c \\
\text{s.t.}
& \quad P_{j}^{t} v_{j}^{tH} Q_{k} v_{j}^{t} \geq b_{k} - \frac{\ln z_{k,j}}{a_{k}}, \forall j \in \mathcal{J}, \forall k \in \mathcal{K}, \quad (16b)
\end{align}
\begin{equation}
\quad \quad 0 \leq P_{j}^{t} \leq P_{\max}, \forall j \in \mathcal{J}, \quad (5c), (14b), (14d), \quad (16d)
\end{equation}

which can be solved by using the interior-point method [13]. Similarly, the optimal objective value of problem (16) serves as a lower bound of that of problem (6).

\section{C. Complexity and Convergence Analysis}

The computational complexity of the two schemes is analyzed as follows. For fairness comparison, the same $J$ is assumed. Specifically, the dynamic IRS beamforming scheme needs to optimize more optimization variables and its complexity is given by $O((2J + NJ)^{3.5})$ based on the analytical results in [14], whereas the low complexity TDMA-based beamforming scheme mainly needs to solve for problem (5) with only resource allocation, which results in complexity of $O((2J)^{3.5})$.

To facilitate the analysis of algorithm for the proposed dynamic IRS beamforming scheme, we define $P_{j}^{t,r'}, \tau_{j}^{t}$, and $v_{j}^{t}$ as the solution in the $r$-th iteration. Let $\bar{e}(P_{j}^{t,r'}, \tau_{j}^{t}, v_{j}^{t})$ be the objective value of problem (14). We always have
\begin{equation}
\bar{e}(P_{j}^{t,r'}, \tau_{j}^{t}, v_{j}^{t}) \leq \bar{e}(P_{j}^{t,r',+1}, \tau_{j}^{t+1}, v_{j}^{t+1}).
\end{equation}

This inequality holds due to the fact that in each iteration, problem (14) is optimally solved. Inequality (17) shows that the objective value of problem (14) is non-decreasing over iterations. In addition, the maximum objective value is solved by the SCA-based algorithm proposed in Section IV-A; 5)TDMA-based IRS beamforming: problem (6) solved in Section IV-B; 6) Without IRS.

Fig. 4 plots the performance of each iteration with different number of ERs to show the convergence behavior of the proposed algorithms. It can be seen that both two algorithms are able to converge within moderate iterations, which demonstrates the effectiveness of the proposed algorithms.

Fig. 5 shows the total harvested energy of all ERs versus the number of ERs. It is observed that the IRS-aided WET system outperforms that of ERs. It is observed that the IRS-aided WET system outperforms that of ET-ERS, which outperforms the ET system. Particularly, the proposed dynamic IRS beamforming scheme achieves the best performance among all schemes. This is expected since the IRS is able to continuously generate a series of time-varying beam patterns.
Fig. 4. Convergence behavior of the proposed schemes.

Fig. 5. Total harvested energy versus $K$.

Fig. 6. Performance of GR versus $K$ with different number of solution candidates $L$.

Fig. 7. Total harvested energy versus $N$ for dynamic IRS beamforming scheme.

this more clearly), which is consistent with analysis in Section II-A. As such, even the proposed TDMA-based scheme with much lower complexity shows superiority over it. Furthermore, though the performance of the SCA-based scheme improves to some extent as compared to the GR-based scheme, it suffers from significant performance loss, which becomes more prominent when $K$ is larger. This is fundamentally because it is still a single-beam based transmission, which thus demonstrates the effectiveness of our proposed dynamic IRS beamforming scheme. It approaches the upper bound with a performance loss of less than 9%, resulting from the limited unit modulus constraint. As compared with other benchmark schemes, for example, with $K = 60$, the dynamic IRS beamforming scheme achieves a performance gains of 27.5% than the SCA-based static beamforming scheme. This thus reveals the advantage of properly designed joint phase-shift patterns optimization and resource allocation, highlighting the necessity of multi-beam transmission.

To better characterize the fact that the performance of GR is degraded by the rank of the reflection matrix as mentioned earlier, we study the impact of number of solution candidates on the system performance. The results are presented in Fig. 6. Firstly, it can be seen that as $L$ increases, the performance degradation is smaller. This thus verifies that with more candidates, GR can achieve better performance. However, it can be observed that further increasing $L$ from 10000 to 20000 only results in negligible performance gain. Secondly, it can also be observed that even with sufficiently large number of candidates, i.e., $L = 20000$, the total harvested energy still decreases with $K$. This indicates that although increasing $L$ can reduce the performance degradation to some extent, it can not compensate for the performance loss brought by reconstructing a rank-one solution from a high-rank matrix, and thus again reveals the necessity of multi-beam transmission.

To show the impact of discrete phase shifts, we quantize the obtained continuous IRS phase shifts to the nearest values $\left\lfloor 1 \right\rfloor$. Let $b$ denote the number of bits to represent the resolution levels of IRS. Then, the $n$-th discrete phase shift, denoted as $\hat{\phi}_n$, can be derived from

$$
\hat{\phi}_n = \arg \min_{\phi \in \mathcal{F}} |\phi - \theta_n|,
$$

where $\mathcal{F} = \{0, 2\pi/2^b, \ldots, 2\pi(2^b - 1)/2^b\}$ and $\theta_n$ denotes the $n$-th IRS phase shift obtained by the proposed algorithm for solving the dynamic IRS beamforming scheme. Fig. 7 studies the total harvested energy versus the number of IRS elements for the proposed dynamic IRS beamforming scheme. In particular, we consider both $b = 1$ and $b = 3$ for discrete phase shifts at the IRS. It can be observed that the total harvested energy increases with number of IRS elements. Furthermore, a 3-bit phase shifter achieves much better performance than an 1-bit phase shifter. Specifically, with $K = 10$, $N = 100$, there is a power loss of $0.5/8$ dB from the 1/3-bit phase shifter. When the number of IRS elements increases, the performance loss from discrete phase shift increases. This is consistent with the analytical result in [1]. In addition, it can be observed that the such performance loss also increases with $K$. This is expected because, as aforementioned, the number of IRS adjustments needed increases with $K$. This thus results in more performance degradation from the quantization method.

Fig. 8 studies the total harvested energy of all ERs versus the number of IRS reflection patterns for the proposed dynamic IRS beamforming scheme under different system parameters. It is observed that the total harvested energy increases as $J$ increases, and tends to saturate. This is expected since by dynamically adjusting IRS’s passive beamforming,
the system is able to mimic the simultaneous multi-beam transmission through IRS and thus increases the system performance. Furthermore, when $J$ exceeds the rank of $V$ (as shown in Fig. 3(a)), the gain from dynamic IRS beamforming is maximized and thus the performance improvement becomes negligible. In addition, as shown in Fig. 3(b), the matrix $V$ is dominated by the first few eigenvalues. As such, even if the average rank of $V = 4.5$ with $K = 60$, the system readily achieves a good performance with 2 or 3 reflection patterns. This implies that in practice, $J$ can be properly chosen to balance between the system performance and the signaling overhead incurred by sending IRS reflection patterns from the ET to IRS.

VI. CONCLUSION

In this letter, we investigated the joint passive beamforming and resource allocation optimization for an IRS-aided multiuser WET system under the practical non-linear EH model. We first studied static IRS beamforming scheme, from which we observed that a high-rank IRS reflection matrix is generally needed to optimize the multiuser WET with user fairness consideration. To mimic the simultaneous multi-beam transmission with IRS single beam patterns, we then propose the dynamic IRS beamforming scheme and the low-complexity TDMA-based IRS beamforming scheme. The total harvested energy maximization problems were formulated, and efficient algorithms based on SDR and SCA techniques were proposed. Simulation results reveal that the time-division based dynamic IRS beamforming design can improve the WET efficiency and thus provide new insight on the passive beamforming design in multiuser WET systems.
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