ALL (∞, 1)-TOPOSES HAVE STRICT UNIVALENT UNIVERSES

MICHAEL SHULMAN

Abstract. We prove the conjecture that any Grothendieck (∞, 1)-topos can be presented by a Quillen model category that interprets homotopy type theory with strict univalent universes. Thus, homotopy type theory can be used as a formal language for reasoning internally to (∞, 1)-toposes, just as higher-order logic is used for 1-toposes.

As part of the proof, we give a new, more explicit, characterization of the fibrations in injective model structures on presheaf categories. In particular, we show that they generalize the coflexible algebras of 2-monad theory.
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1. Introduction

1.1. Background. In the 1960s Grothendieck introduced toposes (categories of sheaves on sites) as a powerful tool in the study of all kinds of geometry. Part of their usefulness comes from the fact that they share most properties of the category of sets, so that all sorts of mathematics can be done “internal” to an arbitrary topos.
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For instance, internal group theory yields the theory of sheaves of groups, and so on.

The direct way to express mathematics internally in a topos is to rewrite it manually in terms of objects, morphisms, and commutative diagrams; but this is tedious and verbose. A more elegant method was found by Mitchell, Benabou, and Joyal in the early 1970s, building on the “elementary” toposes of Lawvere and Tierney. Namely, the formal language of intuitionistic higher-order logic (IHOL) can be interpreted algorithmically in any topos; thus almost any mathematics can be internalized in toposes simply by writing it in IHOL (or observing that it can be so written). This generally requires very little modification, since the “types” of IHOL have “elements” and behave otherwise like sets.

In the 21st century it has become clear that generalizing Grothendieck’s toposes to higher categories yields an even more powerful tool for geometry. A Grothendieck \((\infty, 1)\)-topos \([TV05, Rez10, Lur09]\) contains a subcategory that is an ordinary Grothendieck topos (a.k.a. 1-topos), but also many higher-dimensional objects that share the \((\infty, 1)\)-categorical properties of the “spaces” in homotopy theory. Thus not only set-based mathematics, but homotopy-theoretic and higher-categorical mathematics, can be done “internal” to any \((\infty, 1)\)-topos.\(^2\)

Unsurprisingly, directly internalizing mathematics in an \((\infty, 1)\)-topos is even more tedious and verbose than in a 1-topos, since there are many more coherences to keep track of. Fortunately, an \((\infty, 1)\)-categorical analogue of the Mitchell–Benabou–Joyal language emerged at about the same time as the theory of Grothendieck \((\infty, 1)\)-toposes. Building on [HS98], Awodey and Warren [AW09] and Voevodsky (published a decade later as [KL19]) discovered that Martin-Löf intensional dependent type theory (MLTT) \([ML84, ML75]\) has an interpretation in which its “types” behave like the spaces of homotopy theory, and hence like the objects of an \((\infty, 1)\)-topos. Voevodsky then formulated the univalence axiom for MLTT, which internalizes the “object classifiers” of an \((\infty, 1)\)-topos using a universe type, just as the type of propositions in IHOL internalizes the subobject classifier of a 1-topos.

The study of formal systems with this sort of homotopical interpretation is now known as homotopy type theory (HoTT)\(^3\). The specific system of MLTT with univalence and also “higher inductive types”, which internalize homotopy colimits and recursive constructions, is sometimes known as Book HoTT with reference to the book [Uni13] which popularized it. In recent years it has been shown that

---

1. Except that “non-constructive” principles such as the axiom of choice and the law of excluded middle must be avoided.

2. One can also do homotopy-theoretic mathematics in a 1-topos, e.g. with internal simplicial objects or chain complexes, as indeed Grothendieck himself did. But compared to the \((\infty, 1)\)-topos version, this approach sometimes fails to have the desired properties or to capture the desired information even about classical topological spaces; see [Lur09, §6.5.4] (the connection with internal simplicial objects is established by [Lur09, Proposition 6.5.2.14], [Jar07, Theorem 5], and [Bek08, Jar96]), while internal chain complexes are discussed in [Lur09, Remark 6.5.4.3]). Moreover, there are important \((\infty, 1)\)-toposes carrying homotopical information that is invisible to their underlying 1-topos, such as those whose objects are parametrized spaces [MS06, ABG+08], parametrized spectra [Joy08, Hoy19], generalized orbispaces [Rez14], or excisive functors for Goodwillie calculus [ABFJ18].

3. Voevodsky’s closely related “univalent foundations” program [Voe15] is, roughly, the use of such formal systems as a computer-verifiable foundation for mathematics.

4. Although since [Uni13] did not formulate a general notion of “higher inductive type”, the phrase “Book HoTT” does not have a fully precise meaning.
large amounts of homotopy theory can be done inside Book HoTT, including homotopy groups of spheres [LS13, LB13, Bru16], ordinary and generalized cohomology [LF14, BF18, Cav15, BR17], the Freudenthal suspension and Blakers–Massey theorems [FFLL16], the Serre and Atiyah–Hirzebruch spectral sequences [vD18], and localization at primes [CORS18, Sco19]. These proofs, which constitute the subfield of synthetic homotopy theory, are sometimes simply rewritings of classical ones, but often they contribute new ideas even to classical homotopy theory. More importantly, their expected validity internal to any \((\infty,1)\)-topos should lead to many new applications, some of which have already been realized (e.g. [ABFJ17, ABFJ18]).

Unfortunately, rigorous proofs of the interpretation of type theories into \((\infty,1)\)-toposes have lagged behind these internal developments. The problem\(^5\) is that, unlike for 1-toposes, many equalities that hold strictly in type theory hold only up to homotopy in an \((\infty,1)\)-topos, giving rise to a coherence problem. The straightforward solution (though one may imagine others) is to replace an \((\infty,1)\)-topos by a strict model that satisfies all the same strict equalities as the type theory.

The insight of [AW09, KL19] was that the existing notion of Quillen model category [Qui67] is already almost sufficient\(^6\). In fact, Voevodsky [KL19] constructed a model of all of MLTT, with univalence, in the model category of simplicial sets, which is a strictification of the \((\infty,1)\)-topos of \(\infty\)-groupoids (the \((\infty,1)\)-categorical analogue of the 1-topos of sets). Later work such as [vG12, AK11, Shu15b, GK17, LS19] showed that any \((\infty,1)\)-topos (and indeed any locally cartesian closed, locally presentable \((\infty,1)\)-category) can be strictified to a Quillen model category that models almost all of Book HoTT,\(^7\) including most higher inductive types — but not including the all-important univalence axiom. In [Shu15b, Shu15a, Cis14, Shu17] some very special classes of \((\infty,1)\)-toposes were shown to model univalence, but a construction applicable to all \((\infty,1)\)-toposes proved elusive.

Our main goal in this paper is to solve this problem, showing that every Grothendieck \((\infty,1)\)-topos can be strictified to a Quillen model category that models MLTT with univalence, and hence nearly all of Book HoTT. (The principal remaining open question is whether the higher inductive types can be chosen such that the univalent universes are closed under them.)

**Remark 1.1.** We work only with model categories, relying on previous work such as [AW09, KL19, LW15, Shu15b, Shu15a] to establish the connection with type-theoretic syntax. (With one exception: in Appendix A we sketch an extension of these results to universe types, since this does not appear to be in the literature yet.) And we will use classical homotopy theory (notably, simplicial sets), classical

---

\(^5\)In addition to this coherence problem, it is necessary to relate the type-theoretic syntax (e.g. with variable binding) to the fully strictified “algebraic” version. Known as the “initiality principle”, this is essentially a straightforward but tedious bookkeeping problem. It is well-known to be true for simpler type theories, but has not been written down completely yet for more complicated ones like MLTT and Book HoTT, though it is universally expected to be unproblematic.

\(^6\)In fact, [GG08, Lum11] showed that it is almost necessary as well: any model of Book HoTT has the structure of at least the cofibrant-fibrant objects in a model category.

\(^7\)To be precise, even after finding an appropriate Quillen model category there is an additional step of making all the structure strictly stable under pullback; but this was solved quite generally by [LW15] (see also [Awo18]), generalizing the technique of [KL19]. In Appendix A we will extend this method to deal with universes.
logic (including the axiom of choice), and Book HoTT with univalence as an axiom (as stated by Voevodsky).

Another popular class of formal systems used in homotopy type theory are cubical type theories [CCHM16, AHW16, AH16, ABC17, CM19], which enjoy computational advantages (e.g. univalence is a theorem rather than an axiom), and cubical set models, which can be studied in constructive metatheories [BCH14] and contain univalent universes [BCH17, AHH17] closed under higher inductive types [CHM18, CH18]. However, the class of \((\infty, 1)\)-categories presented by cubical models remains unclear. Indeed, it seems not even to be known which kinds of cubical sets can present the standard \((\infty, 1)\)-topos of \(\infty\)-groupoids. Thus, there are still good reasons to study Book HoTT and its models in classical homotopy theory.

Remark 1.2. As in [KL19], we are only able to obtain universes closed under the basic type formers of MLTT by assuming that inaccessible cardinals exist in our background set theory. It is true that classical ZFC set theory with inaccessibles is much stronger, proof-theoretically, than predicative MLTT with universes (even with univalence); the latter is only as strong as Kripke-Platek set theory with recursive inaccessibles [Rat16]. However, we will show in Proposition 11.3 that our models also validate the propositional resizing principle, which is impredicative and probably increases the consistency strength of type theory to nearly that of ZFC with inaccessibles. Thus our metatheory is not really much stronger than necessary.

Of course, ZFC itself does not prove that any inaccessible cardinals exist. Their consistency is fairly uncontroversial among modern set theorists, who routinely study much stronger large cardinal axioms. However, for the reader who nevertheless prefers to avoid them, we note that our construction also produces univalent universes within ZFC, albeit with weaker closure properties in the internal type theory.

1.2. Overview. The model categories we will use are familiar from \((\infty, 1)\)-topos theory [Lur09]: they are left exact left Bousfield localizations of injective model structures on categories of simplicial presheaves. These have always seemed a promising choice for modeling type theory, and indeed they are a subclass of those previously known to model the rest of MLTT; all they are missing is universes.

The model-categorical version of a universe is a classifier for small fibrations: a fibration \(\pi : \tilde{U} \to U\) with the property that every fibration satisfying some cardinality bound on its fibers occurs as a (strict, 1-categorical) pullback of \(\pi\). The problem is that until now no explicit description of the fibrations in a general injective model structure, let alone a localization thereof, has been known. Thus, our main task will be to establish new characterizations of these fibrations.

For a long time the dominant tool in model category theory for describing classes of fibrations was cofibrant generation, whereby a set \(I\) of “generating acyclic cofibrations” determines the class of fibrations \(f : X \to Y\) having the right lifting

---

8In the “metatheory” where we construct models, that is. The type theory being modeled is intuitionistic, as befits the internal language of an arbitrary topos.
property against all morphisms in $\mathcal{I}$, i.e. for any commutative square

$$
\begin{array}{ccc}
A & \xrightarrow{g} & X \\
\downarrow{\scriptstyle i} & & \downarrow{\scriptstyle f} \\
B & \xrightarrow{h} & Y
\end{array}
$$

(1.3)

with $i \in \mathcal{I}$, there exists a lifting $k : B \to X$ with $ki = g$ and $fk = h$. It was shown in [Lur09, A.3.3.3] that injective model structures are cofibrantly generated, but the generating acyclic cofibrations are very inexplicit, consisting essentially of all pointwise acyclic cofibrations whose domain and codomain satisfy some cardinality bound. This makes it difficult to say anything concrete about the injective fibrations.

However, recently a more general algebraic approach to model category theory has arisen [GT06, Gar09, Ric11, BG16, Ros17], in which the fibrations are characterized by admitting the structure of an algebra for some pointed endofunctor on the category of arrows. The algebraic approach has proven particularly useful for modeling type theory [vG12, CCHM16, GS17, Awo19]. Our characterization of the injective fibrations mixes these two approaches: they are the pointwise fibrations (these are determined by a right lifting property that is fairly explicit) that are additionally algebras for a certain pointed endofunctor.

The endofunctor in question is nothing new: in homotopy theory it is called a co-bar construction [May72, Mey84], and in 2-category theory the analogous construction is called a pseudomorphism coclassifier [BKP89, Lac02]. Given a square (1.3) in which $i$ is a pointwise acyclic cofibration and $f$ a pointwise fibration, we can choose pointwise diagonal lifts; and while these will not generally form a natural transformation, they do always form a homotopy coherent natural transformation $B \xrightarrow{\sim} X$ which satisfies naturality “up to all higher homotopies”. Thus, to obtain an actual lift we need $f$ to have the property that such homotopy coherent transformations can be “rectified” to strictly natural ones. But the cobar construction of $f$, which we denote $Ef$, is a representing object for such homotopy coherent transformations, so that any such $B \xrightarrow{\sim} X$ corresponds bijectively to some strictly natural $B \to Ef$. Thus, to obtain a strict map $B \to X$ we simply need a suitable strict map $Ef \to X$, i.e. $f$ must be an algebra for the pointed endofunctor $E$.

This idea is inspired by [Lac07], who characterized the cofibrant objects in the dual projective model structure, in the simpler 2-categorical case, as those admitting a coalgebra structure for the dual pseudomorphism classifier. In 2-category theory the latter are known as flexible objects; thus the injectively fibrant objects may be called coflexible. Informally, a coflexible presheaf $X$ is equipped with a rectification of any “pseudo-element” — meaning an element $x \in X_d$ equipped with a coherent family of homotopical replacements for its restrictions along all morphisms in the domain category — into an ordinary element of $X_d$, in a coherent and natural way.

With this characterization in hand, there are two remaining problems to be solved. The first is to actually use this description to construct a universe of injective fibrations. The existing techniques for constructing universes from [KL19, Str14, Shu15a, Cis14] are designed for the cofibrantly generated case, but can be generalized to the algebraic case by considering the algebra operation as a structure, rather than its mere existence as a property.

More specifically, the “unstructured” techniques require the fibrations to be “local on the base”, in the sense that a morphism $f : X \to Y$ into a colimit
$Y = \text{colim}_i Y_i$ is a fibration as soon as its pullback to each $Y_i$ is. This corresponds to the generating acyclic cofibrations having representable codomains, which is what fails for general injective model structures. But the generalized “structured” technique instead allows us to assume that the pullback of $f$ to each $Y_i$ is equipped with an algebra structure, and moreover that each square relating these pullbacks along a transition morphism $Y_i \to Y_j$ is a morphism of algebras. This makes it much easier to show that the algebra structures can be “glued together” into an algebra structure on $f$, yielding a universe of injective fibrations. (Similar phenomena have been observed for the “uniform fibrations” used in cubical set models, which are cofibrantly generated with representable codomains only in an algebraic sense [BCH14, GS17, Awo19].)

The last remaining problem is to deal with left exact localizations. Here the basic idea was already sketched in [RSS17, Remarks 3.24 and A.29]: since the local objects can be described internally in the type theory of the un-localized model category, we can construct internally a “universe of local objects”. In the left exact case this universe is itself local, and thus supplies a universe for the localized model structure. At the time of [RSS17] we could not quite carry this out, since we were unable to show that every left exact localization of an $(\infty, 1)$-topos yields an internal left exact localization in its internal type theory. Fortunately, [ABFJ19] have recently given an explicit characterization of left exact localizations of $(\infty, 1)$-toposes, which passes to the internal type theory and thus allows us to prove this result, and hence construct universes for such localizations. (For consistency in exposition, in this paper we will express the construction entirely at the model-categorical level without using the internal type theory, but the underlying idea is as described above.)

1.3. **Type-theoretic model toposes.** This much would be sufficient to prove our main result that homotopy type theory with univalence can be interpreted into Grothendieck $(\infty, 1)$-toposes. However, with an eye towards the future, we do not restrict attention only to simplicial presheaf categories, but introduce a further abstraction. Inspecting the proof, we see that the fact that we are working in a presheaf category is never really used (at least if we use the method of [Shu15a] to construct universes by “cofibrant replacement”, rather than the explicit methods of [KL19, Str14]). What we do frequently need is the fact that the cofibrations satisfy certain exactness properties characteristic of the monomorphisms in a 1-topos.

Thus, we will define a **type-theoretic model topos** to be a model category $\mathcal{E}$ whose underlying category is a simplicially locally cartesian closed Grothendieck 1-topos\(^9\), whose model structure is proper, simplicial, and combinatorial, with its cofibrations being the monomorphisms, and that is furthermore equipped with a good notion of “algebraic structured fibration”. The above constructions can then be factored into the following results:

(1) Simplicial sets are a type-theoretic model topos (this is [KL19]).

(2) Type-theoretic model toposes are closed under passage to presheaves on simplicial categories, with injective model structures.

(3) Type-theoretic model toposes are closed under left exact localizations.

---

\(^9\)Thus there is something of a pun in the name “type-theoretic model topos”: it is a $(1)$-topos with a model structure that presents an $((\infty, 1))$-topos.
(4) Every type-theoretic model topos has the structure to model homotopy type theory with univalent universes.

Steps (1)–(3) imply that every Grothendieck \((\infty,1)\)-topos can be strictified into some type-theoretic model topos, namely a left exact localization of an injective model structure on simplicial presheaves. And conversely, every type-theoretic model topos presents a Grothendieck \((\infty,1)\)-topos, indeed it is a model topos \([Rez10]\).

This additional step of abstraction is analogous to the step from defining toposes themselves via presentations (a category equivalent to a left exact localization of a presheaf category) to defining them intrinsically (a locally presentable category satisfying Giraud’s exactness axioms). Type-theoretic model toposes also admit analogues of the basic constructions of elementary topos theory: slice categories, presheaves on internal as well as enriched categories, left exact localizations, coalgebras for suitable comonads, and Artin gluing. In particular, they are closed under passage to “internal sheaves on internal sites”, so that we are free to use any type-theoretic model topos as the “ambient base topos” instead of simplicial sets.

We have no use for this extra generality as yet, but the type theory we consider here has various extensions that we would also like to interpret in \((\infty,1)\)-toposes, and it might happen that some “nonstandard” type-theoretic model toposes are more convenient for some such purpose. This includes:

- **Two-level type theories** such as \([ACK17]\), especially with axioms such as fibrancy of the natural numbers object. The latter holds in enriched simplicial presheaf categories, but fails in general in their left exact localizations. However, it might hold in a model structure on simplicial sheaves (though it seems doubtful that such models would suffice to present all \((\infty,1)\)-toposes).

- **Modal type theories** as in \([LS16, LSR17, LSR19]\), which represent a collection of toposes connected by functors. Greater freedom to change the model categories seems likely to help in finding sufficiently strict models of such.

- Our universes are closed under the standard type formers of MLTT, but it remains to be shown that they are closed under higher inductive types (the construction of the latter in \([LS19]\) does not preserve smallness). It could be that some type-theoretic model toposes make this easier to achieve than others. For instance, the method used to build higher inductive types in cubical set models \([CHM18, CH18]\) may be adaptable to simplicial sets, and perhaps to some other type-theoretic model toposes with good properties.

**Remark 1.4.** The discussion above, and the rest of the paper, deals only with Grothendieck \((\infty,1)\)-toposes, i.e. left exact localizations of presheaf \((\infty,1)\)-categories. Eventually one would also like to also model HoTT in “elementary \((\infty,1)\)-toposes”, a hypothetical notion with proposed definitions \([Shu18, Ras18]\) but essentially no known examples (other than Grothendieck ones). Also, sometimes the “internal language correspondence” refers to the even stronger conjecture that some “homotopy theory of type theories” \([KL18]\) is equivalent to that of elementary \((\infty,1)\)-toposes.

The tools developed here for the Grothendieck case may be useful for proving these stronger conjectures, e.g. by embedding an elementary \((\infty,1)\)-topos in its presheaf category (as done in \([KS17]\) to prove the strong internal language correspondence for \((\infty,1)\)-categories with finite limits). However, while these stronger conjectures are theoretically interesting, for most practical applications all that is needed is the interpretation of type theory into Grothendieck \((\infty,1)\)-toposes, which we establish here. For instance, this interpretation implies that the type-theoretic
proof of the Blakers-Massey theorem [FFLL16] is already a proof of the corresponding \((\infty,1)\)-topos-theoretic theorem, without needing to be manually translated into \((\infty,1)\)-categorical language as in [ABFJ17].

1.4. **Outline.** We begin in §2 with 2-categorical preliminaries. Then in §3 we study classes of structured morphisms, and in §4 we investigate how to restrict the cardinality of their fibers in an abstract way. In §5 we construct universes for suitable such classes, and prove that in a suitable model category they are fibrant and univalent. In §6 we collect the accumulated hypotheses of these theorems into the notion of type-theoretic model topos.

We then move on to injective model structures and left exact localizations. In §7 we motivate the (co)bar construction in more detail and review its basic properties, and then in §8 we use it to give our new description of injective fibrations and prove that injective model structures are type-theoretic model toposes. Finally, in §9 we prove some preliminary results about internal localizations (a generalization of left exact ones) and in §10 we show that type-theoretic model toposes are preserved by left exact localization. In Appendix A we deal with coherence for universes, which does not appear in any extant references.

The main prerequisite for the reader is familiarity with model category theory; good modern references include [Hov99, Hir03, MP12, Rie14]. We will also use basic notions of 2-category theory, for which [Lac09] is an excellent introduction, and some theory of locally presentable categories, whose standard reference is [AR94].
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## 2. 2-CATEGORICAL PRELIMINARIES

We begin with some 2-categorical observations. A morphism \(f : X \to Y\) in a 2-category \(\mathcal{K}\) is an **internal fibration** if each induced functor \(\mathcal{K}(Z,X) \to \mathcal{K}(Z,Y)\) is a Grothendieck fibration. Explicitly, this means for any \(g : Z \to X\) and 2-cell \(\alpha : h \to f \circ g\) there is a cartesian lift \(\beta : k \to g\) with \(f \circ k = h\) and \(f \circ \beta = \alpha\). Similarly we have **internal discrete fibrations**, for which \([Lac09]\) is an excellent introduction, and some theory of locally presentable categories, whose standard reference is [AR94].

**Definition 2.1.** A **strict fibration** in \(\mathcal{P}SH(\mathcal{E})\) is a strictly natural transformation \(X \to Y\) such that each component \(X(A) \to Y(A)\) is a fibration of groupoids. Similarly we define a **strict discrete fibration**.

Of course, if \(X\) and \(Y\) are discrete (i.e. functors \(\mathcal{E}^{op} \to SET\)), then any morphism \(X \to Y\) is a strict discrete fibration. More generally, we have:

**Lemma 2.2.** Any morphism \(f : Z \to Y\) in \(\mathcal{P}SH(\mathcal{E})\) is equivalent to a strict fibration over \(Y\), which is discrete if and only if \(f\) is faithful.
Proof. Given \( f : Z \to Y \), each component \( Z(A) \to Y(A) \) is equivalent to a fibration \( X(A) \to Y(A) \), and we can transfer the functorial action of \( Z \) across these equivalences to make \( X \) an object of \( \mathcal{P}
olimits \mathcal{S}
olimits \mathcal{H}(\mathcal{E}) \) and factor \( f \) as an equivalence \( Z \to X \) followed by a pseudonatural transformation \( X \to Y \) whose components are fibrations. Then we can use isomorphism-lifting for these fibrations to modify the pseudofunctorial action of \( X \) to make this second transformation strictly natural. Finally, a fibration of groupoids is discrete if and only if it is faithful, which is invariant under equivalence. □

Lemma 2.3. A strict fibration \( f : X \to Y \) is an internal fibration in \( \mathcal{P}
olimits \mathcal{S}
olimits \mathcal{H}(\mathcal{E}) \), and similarly in the discrete case.

Proof. Given \( g : Z \to X \) and \( h : Z \to Y \) with \( \alpha : h \cong f \circ g \), for each \( A \) there is a functor \( k_A : Z(A) \to X(A) \) and isomorphism \( \beta_A : k_A \cong g_A \) (unique in the discrete case) such that \( f_A \circ k_A = h_A \) and \( f_A \circ \beta_A = \alpha_A \). Transferring the pseudonaturality constraints of \( g \) along the isomorphisms \( \beta \) makes \( k \) a pseudonatural transformation and \( \beta \) a modification such that \( f \circ k = h \) and \( f \circ \beta = \alpha \). □

Lemma 2.4. Given a strict fibration \( f : X \to Y \) and a morphism \( g : Z \to Y \), for each \( A \in \mathcal{E} \) define \( W(A) \) by the strict pullback of groupoids on the left:

\[
\begin{array}{ccc}
W(A) & \xrightarrow{h_A} & X(A) \\
\downarrow & & \downarrow \scriptstyle f_A \\
Z(A) & \xrightarrow{g_A} & Y(A)
\end{array}
\]

Then \( W \) can be made into a pseudofunctor and \( h \) a pseudonatural transformation such that \( k \) is a strict fibration and the square on the right commutes strictly in \( \mathcal{P}
olimits \mathcal{S}
olimits \mathcal{H}(\mathcal{E}) \) and is a weak bicategorical pullback there.

We will refer to this construction as a strict pullback.

Proof. We define the pseudofunctorial actions of \( W \) and the pseudonaturality constraints of \( h \) by lifting the pseudonaturality constraints of \( g \) along the components of \( f \). All the claims are straightforward to verify. □

Henceforth we suppose \( \mathcal{E} \) has pullbacks. The following notion is fairly standard.

Definition 2.5. A morphism \( f : W \to Y \) in \( \mathcal{P}
olimits \mathcal{S}
olimits \mathcal{H}(\mathcal{E}) \) is representable if for any \( Z \in \mathcal{E} \) and weak bicategorical pullback

\[
\begin{array}{ccc}
P & \xrightarrow{h} & W \\
\downarrow & & \downarrow \scriptstyle f \\
\mathcal{E}(-, Z) & \xrightarrow{\beta} & Y
\end{array}
\]

the object \( P \) is equivalent to a representable \( \mathcal{E}(-, X) \).

Note that a morphism with representable codomain is a representable morphism if and only if it has representable domain. In addition, every representable morphism is faithful, hence (by Lemma 2.2) equivalent to a strict discrete fibration. Moreover, if \( f \) is a representable strict discrete fibration, then in Definition 2.5 it suffices to consider strict pullbacks as in Lemma 2.4, and such a strict pullback \( P \) must be isomorphic to a representable. We therefore mainly consider representable
strict discrete fibrations, which encompass all representable morphisms up to equivalence but are simpler to work with.

**Definition 2.6.** Let \( E \in \mathcal{PSH}(\mathcal{E}) \) denote the core of the self-indexing of \( \mathcal{E} \), where \( E(Y) \) is the maximal subgroupoid of the slice category \( \mathcal{E}/Y \), with pseudo-functorial action by pullback. Similarly, define \( E_* \in \mathcal{PSH}(\mathcal{E}) \) such that \( E_*(Y) \) is the groupoid of morphisms \( f : X \to Y \) equipped with \( s : Y \to X \) such that \( fs = id_Y \).

**Proposition 2.7.** The forgetful map \( \varpi : E_* \to E \) is the pseudo-universal representable morphism and the strictly universal representable strict discrete fibration. That is, the following are equivalent for any \( Y \in \mathcal{PSH}(\mathcal{E}) \):

(i) The hom-groupoid \( \mathcal{PSH}(\mathcal{E})(Y,E) \).

(ii) The groupoid of representable strict discrete fibrations with codomain \( Y \).

(iii) The 2-groupoid of representable morphisms with codomain \( Y \).

The functor \( (i) \to (ii) \) is by strict pullback and \( (ii) \to (iii) \) is by inclusion, so that \( (i) \to (iii) \) is by weak bicategorical pullback.

**Proof.** Assuming that pullbacks in \( \mathcal{E} \) are globally chosen, \( \varpi \) is strictly natural, and it is straightforward to check that it is a discrete fibration. A morphism \( \mathcal{E}(-,Z) \to E \) corresponds, by the bicategorical Yoneda lemma, to a morphism \( X \to Z \), and the pullback of \( E_* \) to \( \mathcal{E}(-,Z) \) is then \( \mathcal{E}(-,X) \). Thus \( \varpi \) is a representable strict discrete fibration, hence so are its strict pullbacks.

Note that \( (ii) \) is a groupoid rather than a 2-groupoid since there are no nonidentity 2-cells between discrete fibrations, and it is equivalent to \( (iii) \) by Lemma 2.2. Now for any representable strict discrete fibration \( f : X \to Y \), choose for each \( y \in Y(Z) \) a strict pullback square

\[
\begin{array}{ccc}
\mathcal{E}(-,P_y) & \longrightarrow & X \\
\downarrow & & \downarrow f \\
\mathcal{E}(-,Z) & \longrightarrow & Y
\end{array}
\]

Sending \( y \mapsto (P_y \to Z) \) then defines a pseudonatural transformation \( Y \to E \), yielding a functor \( (ii) \to (i) \), which can be verified to be an inverse equivalence to pullback. \[\square\]

We conclude this section with bicategorical lifting and orthogonality.

**Definition 2.8.** Let \( i : A \to B \) and \( p : X \to Y \) be morphisms in a 2-category \( \mathcal{K} \). We say \( i \) and \( p \) have the lifting property, and write \( i \boxslash p \), if the functor

\[
\mathcal{K}(B,X) \to \mathcal{K}(A,X) \times_{\mathcal{K}(A,Y)} \mathcal{K}(B,Y)
\]

(2.9)
is essentially surjective, where \( \times^h \) denotes a weak bicategorical pullback. In other words, \( i \boxslash p \) if given any \( f : A \to X \) and \( g : B \to Y \) and isomorphism \( \alpha : pf \cong gi \), there exists a morphism \( h : B \to X \) and isomorphisms \( \beta : f \cong hi \) and \( \gamma : ph \cong g \) such that \( (\gamma i)(p\beta) = \alpha \).

If instead (2.9) is an equivalence of categories, we say \( i \) and \( p \) are orthogonal and write \( i \perp p \). In addition to the lifting property, this says that given \( h, k : B \to X \) with 2-cells \( \varphi : hi \to ki \) and \( \psi : ph \to pk \) such that \( \psi i = p\varphi \), there exists a unique \( \chi : h \to k \) with \( \chi i = \varphi \) and \( p\chi = \psi \).
For an object $X$, we write $i \sqsupset X$ and $i \perp X$ to refer to lifting and orthogonality properties for the unique morphism $X \to 1$.

**Lemma 2.10.** If $p : X \to Y$ is an internal discrete fibration in $\mathcal{K}$, the following are equivalent for any $i : A \to B$ in $\mathcal{K}$.

(i) $i \perp p$.

(ii) The analogous functor
\begin{equation}
\mathcal{K}(B, X) \to \mathcal{K}(A, X) \times_{\mathcal{K}(A, Y)} \mathcal{K}(B, Y)
\end{equation}
to the strict pullback is an isomorphism.

(iii) The functor (2.11) is bijective on objects.

(iv) Given any $f : A \to X$ and $g : B \to Y$ such that $pf = gi$, there exists a unique morphism $h : B \to X$ such that $ph = g$ and $hi = f$.

Proof. If $p$ is a fibration, then so is the induced map $\mathcal{K}(A, X) \to \mathcal{K}(A, Y)$, and thus the bicategorical pullback is equivalent to the strict one. Since isomorphisms are also equivalences, (ii)⇒(i).

On the other hand, assuming (i), then if $pf = gi$ we can choose $\alpha = id$ to obtain an $h : B \to X$ and isomorphisms $\beta : f \cong hi$ and $\gamma : ph \cong g$ such that $(\gamma i) . (p \beta) = id$. But now since $p$ is a fibration, there is an isomorphism $\delta : h \cong h'$ such that $ph' = g$ and $p \delta' = \gamma$. Then we have $(\delta i) . \beta : f \cong h'i$, and $(p(\delta i)) . (p \beta) = (p \delta i) . (p \beta) = (\gamma i) . (p \beta) = id$; thus since $p$ is a discrete fibration $(\delta i) . \beta = id$ and so $f = h'i$. Thus (2.11) is a surjective equivalence. Furthermore, if $h, k : B \to Y$ are such that $ph = pk$ and $hi = ki$, then (i) gives a unique isomorphism $\xi : h \cong k$ with $p\xi = id$ and $\xi i = id$. But since $p$ is a discrete fibration, $p\xi = id$ implies $\xi = id$ and $h = k$; thus (i)⇒(ii).

Now of course (ii)⇒(iii). But conversely, if (iii) holds and $h, k : B \to Y$ are given with $\varphi : hi \to ki$ and $\psi : ph \to pk$ such that $\psi i = p\varphi$, then since $p$ is a discrete fibration there is a unique $\chi : k' \to k$ with $pk' = ph$ and $p\chi = \psi$, and uniqueness furthermore implies $k'i = hi$ and $\chi i = \varphi$. So (iii) implies that in fact $k' = h$; hence the unique $\chi$ shows that (2.11) is fully faithful, i.e. (ii) holds.

Finally, (iv) is just an explicit restatement of (iii). \hfill $\Box$

**Example 2.12.** As in the 1-categorical case, morphisms having a right lifting or right orthogonality property are closed under composition and (weak bicategorical) pullback. Similarly, morphisms with a right orthogonality property are cancellable: if $i \perp qp$ and $i \perp q$ then $i \perp p$.

**Example 2.13.** Let $Y = \text{colim}_i Y_i$ be a diagram in a category $\mathcal{E}$, and let $\hat{Y} = \text{colim}_i \mathcal{E}(-, Y_i)$ be the corresponding weak bicategorical colimit of representables in $\mathcal{PSH}(\mathcal{E})$. Its universal property is that
\[ \mathcal{PSH}(\mathcal{E})(\hat{Y}, X) \simeq \lim_{i}^h \mathcal{PSH}(\mathcal{E})(\mathcal{E}(-, Y_i), X) \simeq \lim_{i}^h X(Y_i) \]
where $\lim_{i}^h$ denotes the weak bicategorical limit: an object of $\lim_{i}^h X(Y_i)$ consists of objects $x_i \in X(Y_i)$ and coherent isomorphisms $X_\iota(x_j) \cong x_i$ for all $\iota : i \to j$.

In particular, the given colimit cone in $\mathcal{E}$ induces a map $q : \hat{Y} \to \mathcal{E}(-, Y)$. Then for $X \in \mathcal{PSH}(\mathcal{E})$ we have $q \perp X$ if and only if $X$ preserves the colimit $Y = \text{colim}_i Y_i$, in that the induced map $X(Y) \to \lim_{i}^h X(Y_i)$ is an equivalence. Note that all representables $\mathcal{E}(-, Z) \in \mathcal{PSH}(\mathcal{E})$ preserve all colimits.
3. Notions of fibred structure

We now introduce the notions of “structured morphism” that our universes will classify. Let $\mathcal{E}$, $\mathcal{PSH}(\mathcal{E})$, and $\mathcal{E}$ be as in §2.

**Definition 3.1.** A notion of fibred structure on $\mathcal{E}$ is a strict discrete fibration $\phi: F \to E$ with codomain $E$ in $\mathcal{PSH}(\mathcal{E})$ that has small fibers.

Explicitly, this means that for any morphism $f: X \to Y$ we have a set (possibly empty, but not a proper class) of $F$-structures on $f$, and for any pullback square

$$
\begin{array}{ccc}
X' & \longrightarrow & X \\
\downarrow^{f'} & \downarrow^{f} & \downarrow^{f} \\
Y' & \longrightarrow & Y
\end{array}
$$

we have a function from $F$-structures on $f$ to $F$-structures on $f'$, which is pseudo-functorial in pullback squares. When $f$ is equipped with a chosen $F$-structure we call it an $F$-algebra, and if in the above pullback square $f'$ has the $F$-structure induced from $f$ we call the square an $F$-morphism.

**Example 3.2.** If $F \hookrightarrow E$ is the inclusion of a subfunctor, then $F$ is just a pullback-stable class of morphisms in $\mathcal{E}$. We call this a full notion of fibred structure. This includes most previous work on universes, e.g. [KL19, Shu15a, Cis14, Ste19a].

In particular, when $F = E$ we have the trivial notion of fibred structure.

**Example 3.3.** If $F_1$ and $F_2$ are notions of fibred structure, then so is the pullback $F_1 \times_E F_2$. An $(F_1 \times_E F_2)$-structure on a morphism is just a pair consisting of an $F_1$-structure and an $F_2$-structure.

**Example 3.4.** The forgetful morphism $\varpi: E_{\star} \to E$ from Proposition 2.7 makes $E_{\star}$ into a notion of fibred structure: a $E_{\star}$-structure on a morphism is a section of it.

**Example 3.5.** Let $G: \mathcal{E}_1 \to \mathcal{E}_2$ be a pullback-preserving functor and $F$ a notion of fibred structure on $\mathcal{E}_2$. Then there is a preimage notion of fibred structure $G^{-1}(F)$ on $\mathcal{E}_1$, where a $G^{-1}(F)$-structure on $f$ is by definition an $F$-structure on $G(f)$.

**Example 3.6.** Let $H$ be a fibred core-endofunctor of $\mathcal{E}$, i.e. a family of endofunctors $H_Y$ of the core of $\mathcal{E}/Y$ that commute with pullback up to coherent isomorphism. Then $H$ induces a map $\mathcal{E} \to \mathcal{E}$ in $\mathcal{PSH}(\mathcal{E})$, and any notion of fibred structure $F \to E$ yields a pullback notion of fibred structure $H^*(F)$, where an $H^*(F)$-structure on a morphism $X \to Y$ is an $F$-structure on $H_Y(X) \to Y$.

**Example 3.7.** Suppose given a functorial factorization on $\mathcal{E}$, i.e. a functor $E: \mathcal{E}^2 \to \mathcal{E}$ sending each morphism $f: X \to Y$ (regarded as an object of $\mathcal{E}^2$) to a composable pair $X \xrightarrow{\lambda_f} Ef \xrightarrow{\phi_f} Y$ such that $f = \rho_f \lambda_f$. The functorial aspect factors every commutative square on the left as a pair of such on the right:

$$
\begin{array}{ccc}
X' & \longrightarrow & X \\
\downarrow^{g} & \downarrow^{f} & \downarrow^{f} \\
Y' & \longrightarrow & Y
\end{array}
\quad = \quad
\begin{array}{ccc}
X' & \longrightarrow & X \\
\downarrow^{g} & \downarrow^{\lambda_f} & \downarrow^{\lambda_f} \\
Ef' & \longrightarrow & Ef \\
\downarrow^{\phi_g} & \downarrow^{\phi_g} & \downarrow^{\phi_g} \\
Y' & \longrightarrow & Y
\end{array}
$$
Define an $R_E$-structure on $f : X \to Y$ to be a retraction $r_f : Ef \to X$ such that $r_f \lambda_f = 1_X$ and $fr_f = \rho_f$, exhibiting $f$ as a retract of $\rho_f$ in $\mathcal{E}/Y$. For example, if $E$ underlies a weak factorization system, then the morphisms that admit $R_E$-structures are those in the right class (but a given morphism in the right class will generally admit more than one $R_E$-structure).

If the left square in (3.8) is a pullback and $f$ is an $R_E$-algebra, then the pullback universal property gives a unique $r_F : Ef' \to X'$ such that $f'r_{F'} = \rho_{F'}$, and $gr_{F'} = r_f \phi_{g,h}$; then $r_{F'} \lambda_{F'} = 1_{Y'}$, follows by uniqueness. This defines the functorial action making $R_E$ a notion of fibred structure.

**Example 3.9.** For any morphism $\pi : U \to U$ in $\mathcal{E}$, its classifying map $\mathcal{E}(-, U) \to E$ is faithful, hence equivalent to a strict discrete fibration $\text{Rep}_E \to U$, which we call its represented notion of fibred structure. A $\text{Rep}_E$-structure on $f : X \to Y$ is a morphism $Y \to U$ exhibiting $f$ as a pullback of $\pi$.

It turns out that the property of being “local on the base”, which we need to construct universes, is captured exactly by representability. (Representable morphisms also have other uses in modeling type theory; see [Awo18] and Appendix A.)

**Definition 3.10.** A notion of fibred structure $F$ is locally representable if the strict discrete fibration $\phi : F \to E$ is representable (Definition 2.5).

Explicitly, this means that, given any map $X \to Z$, there is a map $\phi_X : F_X \to Z$ in $\mathcal{E}$ such that for any $g : Y \to Z$, there is a natural bijection between $F$-structures on $g^*X$ and lifts of $g$ to $F_X$.

**Example 3.11.** Representable morphisms are closed under pullback and composition in $\mathcal{PSH}(\mathcal{E})$. Thus, if $F_1$ and $F_2$ are locally representable so is $F_1 \times_E F_2$; and if $F$ is locally representable so is $H^*(F)$ for any fibred core-endofunctor $H$.

**Example 3.12.** If $G : \mathcal{E}_1 \to \mathcal{E}_2$ preserves pullbacks and has a right adjoint $H$, and $F$ is a locally representable notion of fibred structure on $\mathcal{E}_2$, then $G^{-1}(F)$ is a locally representable notion of fibred structure on $\mathcal{E}_1$. For given $X \to Z$ in $\mathcal{E}_1$ and $g : Y \to Z$, to give $g^*X$ a $G^{-1}(F)$-structure is equivalently (since $G$ preserves pullbacks) to give $(Gg)^*(GX)$ an $F$-structure, i.e. to lift $GX : GY \to GZ$ to the representing object $F_{GX}$; but this is the same as to lift $g$ to the pullback

$$
\begin{array}{llllllllll}
(G^{-1}(F))_X & \longrightarrow & H(F_{GX}) \\
\downarrow & & \downarrow \\
Z & \longrightarrow & HGZ.
\end{array}
$$

**Example 3.13.** By Proposition 2.7, the notion of fibred structure $E_\bullet$ is locally representable. Moreover, every locally representable notion of fibred structure arises as $H^*(E_\bullet)$ for some fibred core-endofunctor $H$, namely $H(X) = F_X$ in the above notation.

**Example 3.14.** Let $\mathcal{E}$ be locally cartesian closed, and call a functorial factorization cartesian if it preserves pullback squares, in that if the left-hand square in (3.8) is a pullback, so is the lower right-hand square (hence so also is the upper one). Under these assumptions, the notion of fibred structure $R_E$ from Example 3.7 is locally representable. To see this, given $f : X \to Z$ with factorization $X \xrightarrow{\lambda_f} Ef \xrightarrow{\rho_f} Z$, using the locally cartesian closed structure we can build an object $\text{Retr}_Z(\lambda_f)$ of
\[ E / Z \] such that for any \( g : Y \rightarrow Z \), lifts of \( g \) to \( \text{Retr}_Z(\lambda_f) \) are naturally bijective with retractions of \( g^* (\lambda_f) \) in \( E / Y \). Since \( E \) is cartesian, \( g^* (\lambda_f) = \lambda_{g^* (f)} \), so these are \( R_E \)-structures on \( g^* X \rightarrow Y \), i.e. \( \text{Retr}_Z(\lambda_f) \) is the desired representing object.

**Example 3.15.** If \( E \) is locally cartesian closed, then the represented notion of fibred structure (Example 3.9) determined by any map \( \pi : \tilde{U} \rightarrow U \) is locally representable. To see this, let \( E (-, Z) \rightarrow E \) classify a map \( f : X \rightarrow Z \). Using local cartesian closure, there is an object \( \text{Iso}(X, \tilde{U}) \) of \( E / (Z \times U) \) such that for any \( g : Y \rightarrow Z \) and \( h : Y \rightarrow U \), lifts of \( (g, h) \) to \( \text{Iso}(X, \tilde{U}) \) are naturally bijective with isomorphisms \( g^* X \cong h^* \tilde{U} \). But differently, for any \( g : Y \rightarrow Z \), lifts of \( g \) along the composite \( \text{Iso}(X, \tilde{U}) \rightarrow Z \times U \rightarrow Z \) are naturally bijective with pullback squares

\[
\begin{array}{ccc}
g^* X & \longrightarrow & \tilde{U} \\
\downarrow & & \downarrow \\
Y & \longrightarrow & U.
\end{array}
\]

But this says exactly that \( \text{Iso}(X, \tilde{U}) \) is the desired representing object \( (\text{PreRep}_E)_X \).

**Example 3.16.** Let \( \mathcal{F} \) be the full notion of fibred structure on a pullback-stable class (Example 3.2) in a presheaf category \( \mathcal{E} = [\mathcal{E}^{\text{op}}, \text{Set}] \). Then \( \mathcal{F} \) is locally representable if and only if a morphism \( f : X \rightarrow Y \) belongs to \( \mathcal{F} \) as soon as all its pullbacks to representables \( \mathcal{E} (-, c) \) do. (Thus our local representability includes the **strongly proper** classes of fibrations from [Cis14, Definition 3.7].)

For “only if”, fullness of \( \mathcal{F} \) means that \( \mathcal{F}_X \rightarrow Z \) is a monomorphism for any \( f : X \rightarrow Z \). But if all pullbacks of \( f \) to representables are in \( \mathcal{F} \), all maps from representables into \( Z \) factor through \( \mathcal{F}_X \); thus \( \mathcal{F}_X \cong Z \), hence \( f \in \mathcal{F} \).

For “if”, given \( f : X \rightarrow Z \), let \( \mathcal{F}_X \) be the sub-presheaf of \( Z \) containing all \( z \in Z (c) \) such that the pullback of \( f \) along \( z : \mathcal{E} (-, c) \rightarrow Z \) is in \( \mathcal{F} \). Then \( g : Y \rightarrow Z \) factors through \( \mathcal{F}_X \) if and only if the pullback of \( g^* X \) along all \( y : \mathcal{E} (-, c) \rightarrow Y \) lies in \( \mathcal{F} \), which by assumption is the same as \( g^* X \in \mathcal{F} \).

**Example 3.17.** Let \( \mathcal{I} \) be a set of morphisms in \([\mathcal{E}^{\text{op}}, \text{Set}]\) with representable codomains. Then by Example 3.16, the class of morphisms with the right lifting property with respect to \( \mathcal{I} \) is locally representable, since any lifting problem against \( i \in \mathcal{I} \) can be solved by first pulling back to the codomain of \( i \), which is representable. For instance, the class of Kan fibrations in simplicial sets is locally representable.

Another way to prove local representability in presheaf categories can be found in [Cis14, Theorem 3.14].

Since local representability is a representability property, we expect that in good cases it can be ensured by an adjoint functor theorem.

**Proposition 3.18.** Let \( \phi : \mathcal{F} \rightarrow \mathcal{E} \) be a notion of fibred structure on a locally presentable category \( \mathcal{E} \), and let \( \mathcal{Q} \) denote the class of morphisms \( q : \tilde{Y} \rightarrow \mathcal{E} (-, Y) \) from Example 2.13 for all small colimits \( Y = \text{colim}_i Y_i \) in \( \mathcal{E} \). Then the following are equivalent.

(i) \( \mathcal{F} \) is locally representable.
(ii) \( \mathcal{Q} \perp \phi \).
(iii) For any morphism \( f : X \to Y \) and small colimit \( Y \cong \text{colim}_i Y_i \) with coprojections \( q_i : Y_i \to Y \) and pullbacks

\[
\begin{array}{c}
X_j \xrightarrow{p_{j,i}} X_i \xrightarrow{p_i} X \\
f_j \downarrow \quad f_i \downarrow \quad f_i \\
Y_j \xrightarrow{q_{j,i}} Y_i \xrightarrow{q_i} Y,
\end{array}
\]

if each morphism \( f_i : X_i \to Y_i \) is given an \( F \)-structure such that the squares on the left in (3.19) are \( F \)-morphisms, then \( f \) has a unique \( F \)-structure such that the squares on the right in (3.19) are \( F \)-morphisms.

**Proof.** Recall that local representability of \( F \) means that in any pullback

\[
\begin{array}{c}
P \\
\phi_X \\
\downarrow \quad \downarrow \\
\mathcal{E}(-, Z) \xrightarrow{X} \mathcal{E},
\end{array}
\]

the object \( P \) is representable. Since \( \phi \) is a small discrete fibration, so is \( \phi_X^P \); and since \( \mathcal{E}(-, Z) \) is a small discrete object, \( P \) is also small and discrete, i.e. a presheaf \( \mathcal{E}^{\text{op}} \to \text{Set} \). Thus, by the adjoint functor theorem, \( P \) is representable if and only if preserves small colimits, i.e. if and only if \( \mathcal{D} \perp P \). And as noted in Example 2.13 representables preserve colimits, so \( \mathcal{D} \perp \mathcal{E}(-, Z) \). Thus by Example 2.12, \( \mathcal{D} \perp P \) if and only if \( \mathcal{D} \perp \phi_X^P \).

Since right orthogonality is preserved by pullback, this is implied by (ii). But the converse also holds, since each morphism in \( \mathcal{D} \) has a representable codomain, so that any lifting problem relating it to \( \phi \) factors through some \( \phi_X^P \). Finally, (iii) is just an unraveling of (ii) according to Lemma 2.10(iv). □

**Remark 3.21.** For full notions of fibred structure on presheaf categories, the equivalence between the conditions of Proposition 3.18 and Example 3.16 was observed in [Sat17, Remark 4.4]. More generally, by Proposition 3.18 our local representability includes the _locality_ condition of [Sat17, (A.2)].

4. Relatively \( \kappa \)-presentable morphisms

For size reasons, we cannot expect a universe to classify all fibrations, only those with “bounded cardinality”. In [KL19, Shu15a, Cis14] such a bound was imposed by explicit reference to the underlying sets of presheaves. We will work more abstractly, and thus more generally, with “internal” categorical notions of size.

In this section \( \mathcal{E} \) will be a locally presentable category (often locally cartesian closed), and \( \kappa, \lambda, \mu, \nu \) will be regular cardinals. Recall that \( X \in \mathcal{E} \) is \( \kappa \)-presentable (also called \( \kappa \)-**compact**) if \( \mathcal{E}(X, -) : \mathcal{E} \to \text{Set} \) preserves \( \kappa \)-filtered colimits. A category \( \mathcal{E} \) is \( \kappa \)-**small** if \( \kappa > |\mathcal{E}| \) (the cardinality of the set of arrows of \( \mathcal{E} \)).

**Example 4.1.** By [AR94, Example 1.31], if \( \mathcal{E} = [\mathcal{E}^{\text{op}}, \text{Set}] \) is a presheaf category where \( \mathcal{C} \) is \( \kappa \)-small, then \( X \in \mathcal{E} \) is \( \kappa \)-presentable if and only if it is a \( \kappa \)-small colimit of representables, if and only if \( \sum_c |X_c| < \kappa \), and if and only if each \( |X_c| < \kappa \). (The hypothesis that \( \mathcal{C} \) is \( \kappa \)-small is essential, however.) In [KL19, Shu15a] these are called \( \kappa \)-**small** objects.

More generally, we have the following.
Lemma 4.2 ([Low13, Proposition 2.23]). If $\mathcal{E}$ is locally $\kappa$-presentable and $\mathcal{C}$ is a $\kappa$-small category, then the functor category $[\mathcal{C}, \mathcal{E}]$ is locally $\kappa$-presentable, and an object of $[\mathcal{C}, \mathcal{E}]$ is $\kappa$-presentable if and only if it is pointwise $\kappa$-presentable in $\mathcal{E}$.

Proof. The first statement is [AR94, Corollary 1.54].

For the “only if” direction of the second, note that for any $c_0 \in \mathcal{C}$, the “evaluation at $c_0$” functor $ev_{c_0} : [\mathcal{C}, \mathcal{E}] \to \mathcal{E}$ has a right adjoint given by $X \mapsto \{X^{\mathcal{C}(c_0,c)}\}_{c \in \mathcal{C}}$. Since $\mathcal{C}(c,c_0)$-fold powers are $\kappa$-small limits (as $\mathcal{C}$ is $\kappa$-small), they commute with $\kappa$-filtered colimits, so this right adjoint is $\kappa$-accessible. Hence its left adjoint $ev_{c_0}$ preserves $\kappa$-presentable objects.

For the “if” direction, note that each $ev_{c_0}$ also has a left adjoint given by $X \mapsto \{\mathcal{C}(c_0,c) \cdot X\}_{c \in \mathcal{C}}$. Since $ev_{c_0}$ preserves all colimits, this left adjoint preserves $\kappa$-presentable objects. Now we note that any $A \in [\mathcal{C}, \mathcal{E}]$ can be written as $A = \int^{c_0} \mathcal{C}(c_0,-) \cdot A_{c_0}$. Hence if $A$ is pointwise $\kappa$-presentable, it is a $\kappa$-small colimit of $\kappa$-presentable objects in $[\mathcal{C}, \mathcal{E}]$, hence $\kappa$-presentable.

We might hope to construct a universe of $\kappa$-presentable objects for all sufficiently large regular cardinals $\kappa$. However, like other facts about locally presentable categories, this seems to only be possible in general when $\kappa$ has a certain “large cofinality” property. For the reader’s convenience we recall the basic characterizations of that property, and also add a new one that appears not to be in the literature.

Proposition 4.3. For regular cardinals $\lambda < \mu$, the following are equivalent.

(i) Every $\lambda$-accessible category is $\mu$-accessible.

(ii) For any set $X$ with $|X| < \mu$, the poset $P_\lambda(X)$ of subsets of $X$ of cardinality $< \lambda$ has a $\mu$-small cofinal subset.

(iii) Every $\mu$-presentable object of a locally $\lambda$-presentable category is a $\mu$-small $\lambda$-filtered colimit of $\lambda$-presentable objects.

Proof. (i)\(\Leftrightarrow\) (ii) is [AR94, Theorem 2.11] and [MP89, §2.3], and (ii)\(\Rightarrow\) (iii) is [MP89, Proposition 2.3.11]. To show (iii)\(\Rightarrow\) (ii), note that Set is locally $\lambda$-presentable, and its $\kappa$-presentable objects are those of cardinality $< \kappa$. Thus if $|X| < \mu$, then $X$ is $\mu$-presentable in Set, so by assumption we have $X \cong \text{colim}_{i \in I} X_i$ with $I$ $\mu$-small and $\lambda$-filtered and each $|X_i| < \lambda$. Let $\mathcal{A} = \{q_i(X_i) \mid i \in I\}$ be the set of images of the coprojections $q_i : X_i \to X$; then $\mathcal{A} \subseteq P_\lambda(X)$ and $|\mathcal{A}| < \mu$. And for any $Y \subseteq X$ with $|Y| < \lambda$, the set $Y$ is $\lambda$-presentable, so the inclusion $Y \hookrightarrow X$ factors through some object $X_i$ in the $\lambda$-filtered colimit. But then $Y \subseteq q_i(X_i) \in \mathcal{A}$; so $\mathcal{A}$ is cofinal. \(\square\)

When these conditions hold, one writes $\lambda \prec \mu$. Then:

- The relation $\prec$ is transitive (by Proposition 4.3(i)).
- For any set of regular cardinals $\{\lambda_i\}$ there is a regular cardinal $\mu$ such that $\lambda_i \prec \mu$ for all $i$ (and hence there are arbitrarily large such $\mu$). If $\kappa$ is inaccessible and each $\lambda_i < \kappa$, the class $\{\mu \mid \forall i, (\lambda_i < \mu)\}$ is unbounded below $\kappa$.
- If $\lambda < \kappa$ and $\kappa$ is inaccessible, then $\lambda \prec \kappa$.
- By [MP89, Theorem 2.4.9] or [AR94, Theorem 2.19], for any accessible functor $F$ there is a $\lambda$ such that for any $\mu > \lambda$, the functor $F$ is $\mu$-accessible and preserves $\mu$-presentable objects.

Remark 4.4. Since $\aleph_1 \not\prec \aleph_{\omega+1}$ by [AR94, Example 2.13(8)], Proposition 4.3(iii) also fails in this case. In particular, a set of cardinality $\aleph_\omega$ is $\aleph_{\omega+1}$-presentable.
in Set, but is not a $\aleph_{\omega+1}$-small $\aleph_1$-filtered colimit of $\aleph_1$-presentable objects. In addition, there exist accessible functors $F$ (e.g. the endofunctor of Set defined by $F(X) = X^I$ for some infinite set $I$, cf. [BR12, Remark 3.2(4)]) for which there are arbitrarily large regular cardinals $\mu$ such that $F$ does not preserve $\mu$-presentable objects. Thus, it seems we cannot avoid the relation $\ll$ or something like it. The relation $\ll$ used in [Lur09] is a priori stronger than $\ll$, but coincides with it if the Generalized Continuum Hypothesis holds [LRV19, Fact 2.5].

**Proposition 4.5.** For any locally presentable category $\mathcal{E}$, there is a $\lambda$ such that for any $\kappa \gg \lambda$, $\mathcal{E}$ is locally $\kappa$-presentable and the $\kappa$-presentable objects in $\mathcal{E}$ are closed under finite limits.

*Proof.* By Lemma 4.2, if $\mathcal{E}$ is locally $\kappa$-presentable, then the $\kappa$-presentable objects of the category $\mathcal{E}(\rightarrow\rightarrow)$ of cospans are the pointwise $\kappa$-presentable ones. Thus, as soon as the pullback functor $\mathcal{E}(\rightarrow\rightarrow) \to \mathcal{E}$ preserves $\kappa$-presentable objects, the $\kappa$-presentable objects of $\mathcal{E}$ are closed under pullbacks. But since this functor is a right adjoint, it is accessible, so there is a $\lambda$ such that this occurs for all $\kappa \gg \lambda$; and we can choose $\lambda$ large enough that the terminal object is also $\lambda$-presentable. $\square$

**Proposition 4.6.** For any locally presentable category $\mathcal{E}$, there is a $\lambda$ such that for any $\kappa \gg \lambda$, $\mathcal{E}$ is locally $\kappa$-presentable and the $\kappa$-presentable objects in $\mathcal{E}$ are closed under finite limits and subobjects.

*Proof.* We first prove the result when $\mathcal{E}$ is a Grothendieck 1-topos. In this case it suffices to take $\lambda$ satisfying Proposition 4.5 and such that the subobject classifier $\Omega$ is $\lambda$-presentable, since any subobject of $X$ occurs as a pullback to $X$ of the universal subobject $1 \to \Omega$.

Now an arbitrary locally presentable category $\mathcal{E}$ is a reflective subcategory of some Grothendieck (indeed presheaf) 1-topos $\mathcal{T}$, say with inclusion functor $U$ and reflector $L \dashv U$. Both $L$ and $U$ are accessible, so there is a $\lambda$ such that for any $\kappa \gg \lambda$, the statement holds for $\mathcal{T}$ and $L$ and $U$ preserve $\kappa$-presentable objects. Now if $A$ is a subobject of a $\kappa$-presentable $X \in \mathcal{E}$, then $UA$ is a subobject of the $\kappa$-presentable $UX \in \mathcal{T}$. Hence $UA$ is $\kappa$-presentable in $\mathcal{T}$, so $A \cong LUA$ is $\kappa$-presentable in $\mathcal{E}$. $\square$

For constructing universes, we also need a “fiberwise” notion of size for morphisms.

**Definition 4.7** ([Lur09, Definition 6.1.6.4]). A morphism $X \to Y$ in $\mathcal{E}$ is relatively $\kappa$-presentable if $Z \times_Y X$ is $\kappa$-presentable for any morphism $Z \to Y$ where $Z$ is $\kappa$-presentable.

Of course, a relatively $\kappa$-presentable morphism with $\kappa$-presentable codomain also has $\kappa$-presentable domain. Conversely, if $\kappa$-presentable objects are closed under finite limits in $\mathcal{E}$ (cf. Proposition 4.5), then every morphism between $\kappa$-presentable objects is relatively $\kappa$-presentable, and an object $X$ is $\kappa$-presentable just when the map $X \to 1$ is relatively $\kappa$-presentable.

**Proposition 4.8.** Let $\mathcal{E}$ be locally $\lambda$-presentable and locally cartesian closed, with $\mathcal{G}$ a strong generating set of $\lambda$-presentable objects, and let $\kappa \geq \lambda$. Then $f : X \to Y$ in $\mathcal{E}$ is relatively $\kappa$-presentable if and only if $Z \times_Y X$ is $\kappa$-presentable for any morphism $g : Z \to Y$ where $Z \in \mathcal{G}$. 
Proof. Every \( \lambda \)-presentable object is \( \kappa \)-presentable, so “only if” is trivial. Conversely, the \( \kappa \)-presentable objects are the closure of \( \mathcal{G} \) under \( \kappa \)-small colimits; for as in \cite[Theorem 1.11]{AR94}, the \( \lambda \)-small colimits of \( \mathcal{G} \) form a dense generator whose canonical diagrams are \( \lambda \)-filtered, and then as in \cite[Remark 1.30]{AR94} every \( \kappa \)-presentable object is (a retract of) the colimit of a \( \kappa \)-small subdiagram of its canonical diagram with respect to these. Thus, it suffices to show that if \( Y = \text{colim}_i Y_i \) is a \( \kappa \)-small colimit, with each \( Y_i \) (hence also \( Y \)) being \( \kappa \)-presentable, and \( f : X \to Y \) is such that each \( Y_i \times_Y X \) is \( \kappa \)-presentable, then \( X \) is \( \kappa \)-presentable. But since \( \mathcal{E} \) is\( \text{locally cartesian closed}, \) colimits are stable under pullback; so \( X = \text{colim}_i (Y_i \times_Y X) \) is a \( \kappa \)-small colimit of \( \kappa \)-presentable objects, hence \( \kappa \)-presentable.

\[ \square \]

Corollary 4.9. For any morphism \( f : X \to Y \) in a locally presentable and locally cartesian closed category, there exists a regular cardinal \( \kappa \) such that \( f \) is relatively \( \kappa \)-presentable.

Proof. Let \( \mathcal{E} \) be locally \( \lambda \)-presentable and \( \mathcal{G} \) a set of representatives for isomorphism classes of \( \lambda \)-presentable objects. Then there are only a small set of morphisms \( Z \to Y \) for objects \( Z \in \mathcal{G} \), hence there is a \( \kappa \geq \lambda \) such that all objects \( Z \times_Y X \) are \( \kappa \)-presentable. Hence by Proposition 4.8, \( f \) is relatively \( \kappa \)-presentable.

\[ \square \]

Example 4.10. As noted in Example 4.1, in a presheaf category \( \mathcal{E} = [\mathcal{C}^{\text{op}}, \text{Set}] \) where \( \mathcal{C} \) is \( \kappa \)-small, the \( \kappa \)-presentable objects are the \( \kappa \)-small colimits of representatives. Since the representables are a strong generating set of \( \omega \)-presentable objects, in this case \( f : X \to Y \) is relatively \( \kappa \)-presentable if and only if its pullback to any \( \text{representable}\) is \( \kappa \)-presentable, hence if and only if all its fibers are \( \kappa \)-small sets. Thus, in a presheaf category, for sufficiently large \( \kappa \) the relatively \( \kappa \)-presentable morphisms coincide with the \( \kappa \)-small morphisms of \cite[KL19, Shu15a]{KL19}. We now study the preservation properties of relatively \( \kappa \)-presentable morphisms, which will yield the closure of universes under type forming operations.

Lemma 4.11. For any regular cardinal \( \kappa \), the composite of relatively \( \kappa \)-presentable morphisms is relatively \( \kappa \)-presentable.

Proof. If \( X \to Y \to Z \) are relatively \( \kappa \)-presentable and we have \( W \to Z \) with \( W \) \( \kappa \)-presentable, then \( W \times_Z X \cong (W \times_Z Y) \times_Y X \) is also \( \kappa \)-presentable.

\[ \square \]

Lemma 4.12. If \( \mathcal{E} \) is a locally \( \lambda \)-presentable category, then for any \( A \in \mathcal{E} \), a morphism \( X \to A \) is a \( \lambda \)-presentable object of \( \mathcal{E}/A \) if and only if \( X \) is a \( \lambda \)-presentable object of \( \mathcal{E} \).

Note that \( A \) is not required to be \( \lambda \)-presentable. If \( A \) is \( \lambda \)-presentable, and \( \lambda \)-presentable objects are closed under pullbacks, then the \( \lambda \)-presentable objects of \( \mathcal{E}/A \) will also coincide with the relatively \( \lambda \)-presentable morphisms of \( \mathcal{E} \) with codomain \( A \); but in the general case this is not true.

Proof of Lemma 4.12. First suppose \( X \) is \( \lambda \)-presentable in \( \mathcal{E} \), and \( Y = \text{colim}_i Y_i \) is a \( \lambda \)-filtered colimit in \( \mathcal{E}/A \). Then any map \( X \to Y \) in \( \mathcal{E}/A \) is in particular a map \( X \to Y \) in \( \mathcal{E} \), hence factors through some \( Y_i \), and the factorization lies in \( \mathcal{E}/A \). Similarly, any two maps \( X \to Y_i \) and \( X \to Y_j \) in \( \mathcal{E}/A \) are in particular maps in \( \mathcal{E} \), hence coincide in some \( Y_k \), and so the same is true in \( \mathcal{E}/A \). Thus, \( X \to A \) is \( \lambda \)-presentable in \( \mathcal{E}/A \).
Conversely, suppose \( X \to A \) is \( \lambda \)-presentable in \( \mathcal{E}/A \), and write \( X = \text{colim}_i X_i \) as a \( \lambda \)-filtered colimit of \( \lambda \)-presentable objects in \( \mathcal{E} \). Then we can make each \( X_i \) into an object of \( \mathcal{E}/A \) by the composite \( X_i \to X \to A \), and the colimit \( X = \text{colim}_i X_i \) then lies in \( \mathcal{E}/A \) too. Thus, since \( X \to A \) is \( \lambda \)-presentable, the identity \( \text{id}_X : X \to X \) factors through some \( X_i \) in \( \mathcal{E}/A \) and hence also in \( \mathcal{E} \). So \( X \) is a retract of some \( X_i \), and is therefore \( \lambda \)-presentable like it.

**Lemma 4.14.** If \( \mathcal{E} \) is locally presentable and enriched with powers and copowers over some category \( \mathcal{Y} \), then for any \( K \in \mathcal{Y} \) there is a \( \lambda \) such that for any \( \kappa \gg \lambda \) and \( Y \in \mathcal{E} \) the power functor \((K \sqcap_Y -) : \mathcal{E}/Y \to \mathcal{E}/Y\) preserves relatively \( \kappa \)-presentable morphisms.

**Proof.** Let \( \mathcal{E} \) be locally \( \mu \)-presentable; by Proposition 4.8, it suffices to ensure that \( Z \times_Y (K \sqcap_Y X) \) is \( \kappa \)-presentable for any \( \mu \)-presentable \( Z \) and relatively \( \kappa \)-presentable \( X \to Y \). But \( Z \times_Y (K \sqcap_Y X) \cong K \sqcap_Z (Z \times_Y X) \), so for this it suffices to ensure that \((K \sqcap_Z -) : \mathcal{E}/Z \to \mathcal{E}/Z\) preserves objects with \( \kappa \)-presentable domain for all \( \mu \)-presentable \( Z \). But by Lemma 4.12, this is the same as preserving \( \kappa \)-presentable objects of \( \mathcal{E}/Z \). And each functor \((K \sqcap_Z -)\) is accessible (being a right adjoint), so there is a \( \lambda_Z \) such that it preserves \( \kappa \)-presentable objects for any \( \kappa \gg \lambda_Z \). Finally, there is only a set of isomorphism classes of \( \mu \)-presentable objects \( Z \), so there is a \( \lambda \) with \( \lambda \gg \lambda_Z \) for all such \( Z \).

**Lemma 4.15.** Let \( \mathcal{E} \) be locally presentable and locally cartesian closed. Then there is a \( \lambda \) such that for any monomorphism \( i : A \to B \) and any \( \kappa \gg \lambda \), the functor \( i_* : \mathcal{E}/A \to \mathcal{E}/B \) preserves relatively \( \kappa \)-presentable morphisms.

**Proof.** By Proposition 4.6, there is a \( \mu \) such that \( \mathcal{E} \) is locally \( \mu \)-presentable and \( \mu \)-presentable objects are closed under subobjects. For each morphism \( j \) between \( \mu \)-presentable objects, the functor \( j_* \), is accessible, and there is only a set of such functors; thus there is a \( \lambda \) such that \( \lambda \gg \mu \) and for any \( \kappa \gg \lambda \) all these functors preserve \( \kappa \)-presentable objects.

Now let \( i : A \to B \) be any monomorphism and \( f : X \to A \) be relatively \( \kappa \)-presentable, where \( \kappa \gg \lambda \). By Proposition 4.8, to show that \( i_*(X) \) is relatively \( \kappa \)-presentable it suffices to show that \( Z \times_B i_*(X) \) is \( \kappa \)-presentable for any morphism \( Z \to B \) where \( Z \) is \( \mu \)-presentable. Let \( Y \) be the pullback \( Z \times_B A \); then \( j : Y \to Z \) is a monomorphism, so \( Y \) is also \( \mu \)-presentable by our choice of \( \mu \). And by the Beck-Chevalley condition, we have \( Z \times_B i_*(X) \cong j_*(Y \times_A X) \). But \( Y \times_A X \) is \( \kappa \)-presentable since \( X \to A \) is relatively \( \kappa \)-presentable, while \( j_* \) preserves \( \kappa \)-presentable objects since \( \kappa \gg \lambda \); thus \( Z \times_B i_*(X) \) is \( \kappa \)-presentable.

**Lemma 4.16.** Let \( \mathcal{E} \) be locally presentable and locally cartesian closed. Then there is a regular cardinal \( \lambda \) such that for any inaccessible cardinal \( \kappa > \lambda \) and any relatively \( \kappa \)-presentable morphisms \( X \xrightarrow{g} Y \xrightarrow{f} Z \), the dependent product \( f_* (X) \to Z \) is relatively \( \kappa \)-presentable.

**Proof.** Let \( \lambda \) satisfy Proposition 4.5; then the regular cardinals \( \mu \) such that the \( \mu \)-presentable objects of \( \mathcal{E} \) are closed under finite limits are then unbounded below any inaccessible \( \kappa > \lambda \).

Let \( \kappa \) be such an inaccessible and \( X \xrightarrow{g} Y \xrightarrow{f} Z \) be relatively \( \kappa \)-presentable; we must show that for any morphism \( W \to Z \) with \( W \kappa \)-presentable, the pullback \( W \times_Z f_* (X) \) is \( \kappa \)-presentable. As in Lemma 4.14, let \( V = W \times_Z Y \) with projection
Then for any \((\text{corresponding to } \Sigma- \text{ and } \Pi-\text{types respectively})\) is due to our adherence to the morphisms is essentially small. Thus, it suffices to prove that \(g_\ast\) preserves \(\kappa\)-presentable objects for any morphism \(g : V \to W\) between \(\kappa\)-presentable objects.

Since \(\kappa\) is a limit cardinal, any \(\kappa\)-presentable object is \(\mu\)-presentable for some \(\mu < \kappa\). Indeed, every \(\kappa\)-presentable object is a \(\kappa\)-small colimit of \(\lambda\)-presentable objects; but this diagram has some cardinality \(< \kappa\), hence is \(\mu\)-small for some \(\mu < \kappa\), and so its colimit is \(\mu\)-presentable. In particular, for any \(\kappa\)-presentable object \(Q\) and morphism \(Q \to V\), there is a \(\mu < \kappa\) such that \(Q\), \(V\), and \(W\) are all \(\mu\)-presentable and \(\mu\)-presentable objects are closed under pullback. Thus, \(g^* : \mathcal{E}/W \to \mathcal{E}/V\) preserves \(\mu\)-presentable objects, hence by the proof of [AR94, Proposition 2.23] its right adjoint \(g_\ast\) is \(\mu\)-accessible. Therefore, there is a \(\nu \geq \mu\) with \(\nu < \kappa\) such that \(g_\ast\) preserves \(\nu\)-presentable objects; hence \(g_\ast(Q)\) is \(\nu\)-presentable and thus \(\kappa\)-presentable.

\[\square\]

Remark 4.16. The asymmetry in hypotheses between Lemmas 4.11 and 4.15 (corresponding to \(\Sigma\)- and \(\Pi\)-types respectively) is due to our adherence to the traditional use of only regular cardinals to bound the size of objects in a locally presentable category. However, it should also be possible to study objects and morphisms bounded in size by singular cardinals (cf. [LRV19]), enabling Lemma 4.15 to apply to any strong limit \(\kappa\) satisfying a \(<\_\)-like property.

Finally, the following two facts show that relatively \(\kappa\)-presentable morphisms serve our desired purpose.

**Proposition 4.17.** Let \(\mathcal{E}\) be locally \(\kappa\)-presentable and locally cartesian closed. Then for any \(Y \in \mathcal{E}\) the subcategory of \(\mathcal{E}/Y\) determined by the relatively \(\kappa\)-presentable morphisms is essentially small.

**Proof.** Write \(Y = \text{colim}_i Y_i\) as a colimit of \(\kappa\)-presentable objects. Since colimits are stable under pullback, any \(X \in \mathcal{E}/Y\) is the colimit in \(\mathcal{E}\) of the diagram of pullbacks \(X \cong \text{colim}_i (Y_i \times_Y X)\). Thus, if for \(X\) and \(X'\) the corresponding diagrams of pullbacks are isomorphic over \(\{Y_i\}\), then \(X \cong X'\). And if \(X \to Y\) is relatively \(\kappa\)-presentable, then each object \(Y_i \times_Y X\) must be \(\kappa\)-presentable, so the result follows since the full subcategory of \(\kappa\)-presentable objects is essentially small. \[\square\]

**Proposition 4.18** (cf. [Lur09, 6.1.6.5–6.1.6.7]). Let \(\mathcal{E}\) be locally presentable and locally cartesian closed. Then there is a \(\lambda\) such that for any \(\kappa \geq \lambda\), the relatively \(\kappa\)-presentable morphisms are a locally representable full notion of fibred structure.

**Proof.** Let \(\lambda\) satisfy Proposition 4.5, and \(\kappa \geq \lambda\). By Proposition 3.18, we must show that if \(Y = \text{colim}_{i \in I} Y_i\), then \(f : X \to Y\) is relatively \(\kappa\)-presentable as soon as its pullback to each \(Y_i\) is. Since every colimit is a \(\lambda\)-filtered colimit of \(\kappa\)-small colimits, it will suffice to consider those two cases separately.

When \(I\) is \(\kappa\)-filtered, any morphism \(Z \to Y\) where \(Z\) is \(\kappa\)-presentable must factor through some \(Y_i\). Then \(Z \times_Y X\) is isomorphic to \(Z \times_{Y_i} (Y_i \times_Y X)\), which is \(\kappa\)-presentable since \(Y_i \times_Y X \to Y_i\) is relatively \(\kappa\)-presentable.

When \(I\) is \(\kappa\)-small, note that by [AR94, Corollary 1.54], \(\mathcal{E}/I\) is also locally \(\kappa\)-presentable. Thus we can write \(\{Y_i\} \in \mathcal{E}/I\) as a \(\kappa\)-filtered colimit of \(\kappa\)-presentable diagrams, \(Y_i = \text{colim}_{j \in J} W_{ji}\) where \(J\) is \(\kappa\)-filtered and each \(W_{ji} \in \mathcal{E}/I\) is \(\kappa\)-presentable. By Lemma 4.2, each \(W_{ji} \in \mathcal{E}\) is also \(\kappa\)-presentable. But by assumption, the pullback of \(f\) to each \(Y_i\) is relatively \(\kappa\)-presentable, and hence each \(W_{ji} \times_Y X\) is \(\kappa\)-presentable.
Since \( Y \cong \text{colim}_i \text{colim}_j W_{ji} \cong \text{colim}_j \text{colim}_i W_{ji} \), and \( J \) is \( \kappa \)-filtered, it will suffice to show that the pullback of \( X \) to each \( \text{colim}_j W_{ji} \) is relatively \( \kappa \)-presentable. But \( \text{colim}_i W_{ji} \) is a \( \kappa \)-small colimit of \( \kappa \)-presentable objects, hence \( \kappa \)-presentable, so since \( \kappa \)-presentable objects are closed under pullbacks it will suffice to show that the object \((\text{colim}_i W_{ji}) \times_X Y\) is \( \kappa \)-presentable. Finally, since \( \mathcal{E} \) is locally cartesian closed, colimits are stable under pullback, so this object is isomorphic to \( \text{colim}_i (W_{ji} \times_Y X) \), which is a \( \kappa \)-small colimit of \( \kappa \)-presentable objects, hence also \( \kappa \)-presentable. \( \square \)

We will denote this notion of fibred structure by \( \mathcal{E}^\kappa \). More generally, for any notion of fibred structure \( \mathcal{F} \) we write \( \mathcal{F}^\kappa = \mathcal{F} \times_\mathcal{E} \mathcal{E}^\kappa \).

5. Universes in model categories

Now let \( \mathcal{E} \) be a model category and \( \mathcal{F} \) the full notion of fibred structure determined by its fibrations, so that \( \mathcal{F}^\kappa = \mathcal{F} \times_\mathcal{E} \mathcal{E}^\kappa \) denotes the relatively \( \kappa \)-presentable fibrations. In an ideal world, the object \( \mathcal{F}^\kappa \in \mathcal{P}SH(\mathcal{E}) \) would be (pseudonaturally equivalent to) a representable presheaf \( \mathcal{E}(\_, U) \). But since \( \mathcal{E} \) is itself a 1-category rather than an \((\infty, 1)\)-category, this is unreasonable to expect.

Instead, we will replace \( \mathcal{F}^\kappa \) by a representable presheaf that is “weakly equivalent” in some sense. We do not have a model structure on \( \mathcal{P}SH(\mathcal{E}) \) with which to make sense of this, but we can at least use the Yoneda embedding \( \mathcal{E} \to \mathcal{P}SH(\mathcal{E}) \) to lift the weak factorization systems of \( \mathcal{E} \).

**Definition 5.1.** Let \( \mathcal{E} \) be a model category. A morphism \( X \to Y \) in \( \mathcal{P}SH(\mathcal{E}) \) is an **acyclic fibration** if it has the right lifting property (Definition 2.8) for all morphisms \( \mathcal{E}(\_, j) : \mathcal{E}(\_, A) \to \mathcal{E}(\_, B) \), where \( j : A \to B \) is a cofibration in \( \mathcal{E} \).

**Remark 5.2.** If \( f : X \to Y \) is a representable morphism, then it is an acyclic fibration in the sense of Definition 5.1 if and only if in any pullback

\[
\begin{array}{ccc}
\mathcal{E}(\_, W) & \to & X \\
\downarrow^{\delta} & & \downarrow^{f} \\
\mathcal{E}(\_, Z) & \to & Y
\end{array}
\]

the induced map \( W \to Z \) is an acyclic fibration in \( \mathcal{E} \). This fits a standard pattern for extending pullback-stable properties of morphisms in \( \mathcal{E} \) to properties of representable morphisms in \( \mathcal{P}SH(\mathcal{E}) \).

Note that this notion of (acyclic) fibration based on the model structure of \( \mathcal{E} \) is unrelated to the 2-categorical notions of (strict, discrete) fibration defined in §2.

**Definition 5.3.** If \( \mathcal{F} \) is a notion of fibred structure on \( \mathcal{E} \), a **universe** for \( \mathcal{F} \) is a cofibrant object \( U \in \mathcal{E} \) equipped with an acyclic fibration \( \mathcal{E}(\_, U) \to \mathcal{F} \) in \( \mathcal{P}SH(\mathcal{E}) \).

That is, a universe is a sort of “cofibrant replacement” of \( \mathcal{F}^\kappa \). (This perspective was introduced informally in [Shu15a, §3].)

**Remark 5.4.** When \( U \) is a universe, the morphism \( \mathcal{E}(\_, U) \to \mathcal{F} \) corresponds by the Yoneda lemma to an \( \mathcal{F} \)-algebra \( \pi : U \to U \). And the fact that the morphism \( \mathcal{E}(\_, U) \to \mathcal{F} \) is an acyclic fibration means that given the solid arrows below, where \( i : A \to B \) is a cofibration, \( f : X \to B \) is an \( \mathcal{F} \)-algebra, and both squares of solid...
arrows are pullbacks and $F$-morphisms:

\[
\begin{array}{ccc}
\text{i}^*(X) & \rightarrow & \tilde{U} \\
g & \downarrow & \downarrow \pi \\
A & \leftarrow & U \\
h & \downarrow & \downarrow \\
B & & \\
\end{array}
\]

there exist the dashed arrows rendering the diagram commutative and the third square also a pullback and an $F$-morphism. This property of a universe was first noted in the proof of [KL19, Theorem 2.2.1] and isolated more abstractly in [Shu15a, (2')] [Cis14, Corollary 3.11], and [Ste19a] under varying names.

If the initial object $\emptyset$ is strict (i.e., every morphism with codomain $\emptyset$ is an isomorphism) and $\text{id}_\emptyset$ has a unique $F$-structure, this implies that every $F$-algebra with cofibrant codomain is a pullback of $\pi$ (though not in a unique way).

As usual, when $\mathcal{E}$ is cofibrantly generated we can hope to produce such a cofibrant replacement by the small object argument. However, the colimits in $\mathcal{E}$ used to build cell complexes are no longer colimits in $\text{PSH}(\mathcal{E})$; thus we have to restrict to the objects of $\text{PSH}(\mathcal{E})$ that preserve these particular colimits.

**Definition 5.5.** Let $\mathcal{E}$ be a model category. We say $X \in \text{PSH}(\mathcal{E})$ is a stack for cell complexes if as a pseudofunctor $X : \mathcal{E}^{\text{op}} \rightarrow GPD$ it preserves (in the weak bicategorical sense) coproducts, pushouts of cofibrations, and transfinite composites of cofibrations.

**Example 5.6.** If $\mathcal{E}$ is a Grothendieck 1-topos and all cofibrations are monomorphisms, then the trivial notion of fibred structure $\mathcal{E}$ is a stack for cell complexes. This because any topos is infinitary extensive [CLW93], adhesive [LS04, LS06], and exhaustive [S’12, Shu15a]; see [Shu15a, §3] and [Sat17, Lemma 7.5]. More generally, $\mathcal{E}$ being a stack for cell complexes is one of the conditions for the (cofibration, acyclic fibration) weak factorization system of $\mathcal{E}$ to be suitable as in [Sat17, Definition 3.2].

**Lemma 5.7.** If $\mathcal{E}$ is a stack for cell complexes and $\phi : \mathcal{F} \rightarrow \mathcal{E}$ is a locally representable notion of fibred structure, then $\mathcal{F}$ is also a stack for cell complexes.

**Proof.** Let $\mathcal{Q}$ be the class of morphisms $q : \hat{Y} \rightarrow \mathcal{E}(-, Y)$ from Example 2.13 where $Y = \text{colim}_i Y_i$ ranges over coproducts, pushouts of cofibrations, and transfinite composites of cofibrations. Since $\mathcal{E}$ is a stack for cell complexes, $\mathcal{Q} \perp \mathcal{E}$; and since $\mathcal{F}$ is locally representable, by Proposition 3.18 we have $\mathcal{Q} \perp \phi$. Hence $\mathcal{Q} \perp \mathcal{F}$. □

**Lemma 5.8.** If $\mathcal{E}$ is cofibrantly generated with $\mathcal{I}$ a set of generating cofibrations, $\mathcal{X}$ and $\mathcal{Y}$ are stacks for cell complexes, and $f : \mathcal{X} \rightarrow \mathcal{Y}$ has the right lifting property in $\text{PSH}(\mathcal{E})$ against all morphisms $\mathcal{E}(-, j) : \mathcal{E}(-, A) \rightarrow \mathcal{E}(-, B)$ where $j : A \rightarrow B$ is in $\mathcal{I}$, then $f$ is an acyclic fibration.

**Proof.** As usual, any cofibration is a retract of a transfinite composite of pushouts of coproducts of elements of $\mathcal{I}$. Thus, given that $\mathcal{X}$ and $\mathcal{Y}$ are stacks for cell complexes, the lifting property carries through all these operations in the usual way. □
We call a pseudofunctor $Z \in PSH(\mathcal{E})$ **small-groupoid-valued** if each groupoid $Z(A)$ is essentially small. Note that by definition, for any notion of fibred structure $F$ the map $\phi : F \to E$ has small fibers, i.e. any given morphism $f : X \to Y$ has a small set of $F$-structures; but $F$ is only small-groupoid-valued if any given object $Y \in \mathcal{E}$ there is a small set of isomorphism classes of $F$-algebras with codomain $Y$.

In general we will achieve this by considering $F^\kappa \times_E E^\kappa$ as in §4.

**Theorem 5.9.** Let $\mathcal{E}$ be a combinatorial model category, and $Z \in PSH(\mathcal{E})$ a small-groupoid-valued stack for cell complexes. Then any morphism $f : \mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(-,X)) \to Z\text{ in } PSH(\mathcal{E})(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(\mathcal{E}(-,Y)) \phi \to Z, \text{ where } j \text{ is a cofibration in } \mathcal{E} \text{ and } p \text{ is an acyclic fibration in } PSH(\mathcal{E}).$

**Proof.** This is just a bicategorical adaptation of the small object argument. Let $I$ be a set of generating cofibrations for $\mathcal{E}$; we will define an $I$-cell complex sequence $X_0 \to X_1 \to \cdots$ in $\mathcal{E}$, along with maps $f_n : \mathcal{E}(-,X_n) \to Z$ and coherent isomorphisms.

At a successor stage $n + 1$, we let $S_n$ be a set of representatives for isomorphism classes of pseudo-commutative squares

$$
\begin{array}{ccc}
\mathcal{E}(-,A) & \to & \mathcal{E}(-,X_n) \\
i & \downarrow & \downarrow \\
\mathcal{E}(-,B) & \to & Z
\end{array}
$$

where $i \in I$. This is a small set, since $Z$ is small-groupoid-valued and $\mathcal{E}$ is locally small. Now let $X_{n+1}$ be the pushout

$$
\begin{array}{ccc}
\prod_{s \in S_n} A_s & \to & X_n \\
\downarrow & \downarrow & \\
\prod_{s \in S_n} B_s & \to & X_{n+1}
\end{array}
$$

Since $X$ preserves these coproducts and pushouts, there is an essentially unique induced map $f_{n+1} : X_{n+1} \to Z$ with attendant isomorphisms.

Finally, since $\mathcal{E}$ is locally presentable, there is a regular cardinal $\lambda$ such that all domains of morphisms in $I$ are $\lambda$-presentable. Thus, in any square

$$
\begin{array}{ccc}
\mathcal{E}(-,A) & \to & \mathcal{E}(-,X_\lambda) \\
i & \downarrow & \downarrow \\
\mathcal{E}(-,B) & \to & Z
\end{array}
$$

the top morphism $A \to X_\lambda$ factors through $X_n$ for some $n < \lambda$, and hence there is a lift $B \to X_{n+1} \to X_\lambda$. Therefore, the map $f_\lambda : X_\lambda \to Z$ has right lifting for $I$, and is thus an acyclic fibration by Lemma 5.8.

**Corollary 5.10.** If $\mathcal{E}$ is a Grothendieck 1-topos with a combinatorial model structure in which all cofibrations are monomorphisms, then any small-groupoid-valued locally representable notion of fibred structure $F$ on $\mathcal{E}$ has a universe.
Proof. By Example 5.6 and Lemma 5.7, \( \mathcal{F} \) is a stack for cell complexes; thus we can apply Theorem 5.9 to factor the map \( \mathcal{E}(\cdot, \emptyset) \to \mathcal{F} \).

In some cases such as Examples 3.16 and 3.17, \( \text{Fib} \) is locally representable and hence so is \( \text{Fib}^\emptyset \). This includes the universes constructed in [KL19, Shu15a, Cis14]. However, in the general case we need a different approach: we will suppose given a non-full notion of fibred structure \( \mathcal{F} \) that is locally representable, and an acyclic fibration \( \mathcal{F} \to \text{Fib} \). Thus we will be able to apply Corollary 5.10 to \( \mathcal{F} \) instead.

More generally, for a notion of fibred structure \( \mathcal{F} \), let \( |\mathcal{F}| \) denote the image of the map \( \phi: \mathcal{F} \to \mathcal{E} \). Thus \( |\mathcal{F}| \) is a full notion of fibred structure (though not generally locally representable, even if \( \mathcal{F} \) is), and the \( |\mathcal{F}| \)-algebras are the morphisms that admit some \( \mathcal{F} \)-structure.

**Definition 5.11.** A notion of fibred structure \( \mathcal{F} \) on a model category \( \mathcal{E} \) is relatively acyclic if the map \( \mathcal{F} \to |\mathcal{F}| \) is an acyclic fibration. That is, for any pullback

\[
\begin{array}{ccc}
X' & \xrightarrow{g} & X \\
\downarrow_{f'} & & \downarrow_{f} \\
Y' & \xrightarrow{i} & Y
\end{array}
\]

with \( f \) and \( f' \) \( \mathcal{F} \)-algebras and \( i \) a cofibration, there exists a new \( \mathcal{F} \)-structure on \( f \) making the square an \( \mathcal{F} \)-morphism.

**Proposition 5.12.** Let \( \mathcal{F} \) be a locally representable, relatively acyclic, small-groupoid-valued notion of fibred structure on a Grothendieck 1-topos that is a combinatorial model category whose cofibrations are monomorphisms. Then \( |\mathcal{F}| \) has a universe.

Proof. Apply Corollary 5.10 to \( \mathcal{F} \), and observe that the composite \( \mathcal{E}(\cdot, U) \to \mathcal{F} \to |\mathcal{F}| \) of acyclic fibrations is again an acyclic fibration.

**Remark 5.13.** By Remark 5.4, if all objects are cofibrant, \( \emptyset \) is strict, and \( U \) is a universe for a full notion of fibred structure \( \mathcal{F} \) such that \( \text{id}_{\emptyset} \in \mathcal{F} \), then in fact \( \mathcal{F} = |\text{Rep}_\pi| \) (with \( \text{Rep}_\pi \) as in Example 3.9). Conversely, if \( \mathcal{E} \) is locally cartesian closed and \( \pi: \tilde{U} \to U \) is a universe for \( |\text{Rep}_\pi| \), then \( \text{Rep}_\pi \) is locally representable (by Example 3.15), relatively acyclic, and small-groupoid-valued. Thus the hypotheses of Proposition 5.12 are basically optimal.

**Example 5.14.** Full notions of fibred structure are always relatively acyclic, as is \( F_1 \times_E F_2 \) if \( F_1 \) and \( F_2 \) are.

**Example 5.15.** If \( \mathcal{F} \) is a relatively acyclic notion of fibred structure on \( \mathcal{E}_2 \) and \( G: \mathcal{E}_1 \to \mathcal{E}_2 \) preserves pullbacks (hence also monomorphisms), then \( G^{-1}(\mathcal{F}) \) is also relatively acyclic.

**Example 5.16.** Let \( \mathcal{E} \) be a model category and \( H \) be a fibred core-endofunctor of \( \mathcal{E} \) such that whenever \( H_Y(X) \to Y \) has a section, it is an acyclic fibration. Then the notion of fibred structure \( H^*(\mathcal{E}_*) \) is relatively acyclic. For given a pullback square

\[
\begin{array}{ccc}
X' & \xrightarrow{g} & X \\
\downarrow_{f'} & & \downarrow_{f} \\
Y' & \xrightarrow{i} & Y
\end{array}
\]

(5.17)
with \( i \) a cofibration, along with sections \( s' \) and \( s \) of \( H_{Y'}(X') \to Y' \) and \( H_Y(X) \to Y \), the assumption implies \( H_Y(X) \to Y \) is an acyclic fibration. Thus we can find a lift in the square

\[
\begin{array}{ccc}
Y' & \xrightarrow{s} & H_{Y'}(X') \\
\downarrow & & \downarrow H(g,i) \\
Y & \xrightarrow{\sim} & Y
\end{array}
\]

giving an \( H^*(\mathbb{E}_\star) \)-structure on \( f \) making (5.17) an \( H^*(\mathbb{E}_\star) \)-morphism.

Recall that a Cisinski model category [Cis02, Cis03] is a Grothendieck 1-topos with a combinatorial model structure whose cofibrations are precisely the monomorphisms.

**Proposition 5.18.** Let \( \mathcal{E} \) be a Cisinski model category, \( F \) a relatively acyclic notion of fibred structure on \( \mathcal{E} \), and \( E \) a cartesian functorial factorization on \( \mathcal{E} \) that factors every \( F \)-algebra as an acyclic cofibration followed by a fibration. Then the notion of fibred structure \( F \newthickslash E \) (where \( E \newthickslash E \) is as in Example 3.7) is also relatively acyclic.

**Proof.** Suppose given the pullback square on the left:

\[
\begin{array}{ccc}
X' & \xrightarrow{g} & X \\
\downarrow f' & \downarrow \lambda_f & \downarrow f \\
Y' & \xrightarrow{i} & Y
\end{array}
\]

\[
\begin{array}{ccc}
X' & \xrightarrow{g} & X \\
\downarrow \lambda_{f'} & \downarrow \lambda_f & \downarrow \lambda_f \\
Ef' & \xrightarrow{j} & Ef
\end{array}
\]

where \( f \) and \( f' \) are \( F \)-algebras with \( \mathbb{R}_E \)-structures \( r_f : Ef \to X \) and \( r_{f'} : Ef' \to X' \).

Since \( F \) is relatively acyclic, \( f \) has a new \( F \)-structure making \( (g, i) \) an \( F \)-morphism; so it remains to find a new \( \mathbb{R}_E \)-structure \( \tilde{r}_f : Ef \to X \) (so that \( f \circ \tilde{r}_f = \rho_f \) and \( \tilde{r}_f \circ \lambda_f = id_X \)) such that \( (g, i) \) is also an \( \mathbb{R}_E \)-morphism, i.e. \( \tilde{r}_f \circ \phi_{g,i} = g \circ r_{f'} \).

Define \( P \) and \( j \) by the pushout as on the right above. Since \( f \) and \( f' \) are \( F \)-algebras, \( \lambda_f \) and \( \lambda_{f'} \) are acyclic cofibrations, and in particular monomorphisms. By cartesianess, \( \phi_{g,i} \) is also a monomorphism (being a pullback of \( i \)) and \( X' \cong Ef' \times_{Ef} X \). Thus, \( P \) is a union of subobjects of \( Ef \) in the 1-topos \( \mathcal{E} \), hence \( j : P \to Ef \) is also a monomorphism. Moreover, since \( X \to P \) is a pushout of \( \lambda_{f'} \), it is also an acyclic cofibration; hence by 2-out-of-3 \( j \) is also acyclic.

Now since \( f \) is an \( F \)-algebra, \( \rho_f \) is a fibration. But \( f \) is a retract of \( \rho_f \) (by its \( \mathbb{R}_E \)-structure \( r_f \)), hence also a fibration. Thus we can find a lift in the square:

\[
\begin{array}{ccc}
P & \xrightarrow{\tilde{r}_f} & X \\
\downarrow j & \downarrow \gamma & \downarrow f \\
Ef & \xrightarrow{\rho_f} & Y
\end{array}
\]

where the top arrow is induced by \( g \circ r_{f'} \) and \( id_X \). Such a lift is then an \( \mathbb{R}_E \)-structure on \( f \) such that \( (g, i) \) is an \( \mathbb{R}_E \)-morphism, as desired. \( \square \)

It remains to ensure that our universes are fibrant and univalent.
Definition 5.19. Let $\mathcal{E}$ be a locally presentable category with a model structure. A notion of fibred structure $\mathcal{F}$ is homotopy invariant if every $\mathcal{F}$-algebra is a fibration, and given any commutative square

$$
\begin{array}{c}
X' \xrightarrow{f'} X \\
\downarrow \quad \downarrow f \\
Y' \xrightarrow{f} Y
\end{array}
$$

where $f$ and $f'$ are fibrations and the horizontal maps are weak equivalences, $f$ admits an $\mathcal{F}$-structure if and only if $f'$ does.

Of course, if $|\mathcal{F}| = \text{Fib}$ is the class of all fibrations, then $\mathcal{F}$ is homotopy invariant. More generally, homotopy invariance is a condition only on $|\mathcal{F}|$.

We now recall the fundamental “equivalence extension” property. To my knowledge, a version of this property first appeared in [KL19, Theorem 3.4.1] in the case of simplicial sets. It was observed in [Shu15a, Theorem 3.1] and [Cis14, Remark 2.19] that the proof generalizes to any simplicial Cisinski model category. A similar construction for cubical sets appeared under the name “gluing” in [CCHM16], which was then placed in a more abstract setting by [Sat17].

Theorem 5.20. Let $\mathcal{E}$ be a simplicial Cisinski model category and $\mathcal{F}$ a homotopy invariant notion of fibred structure on $\mathcal{E}$. Then there is a $\lambda$ such that for any $\kappa \triangleright \lambda$ and any cofibration $i : A \to B$, relatively $\kappa$-presentable $|\mathcal{F}|$-algebras $D_2 \to B$ and $E_1 \to A$, and weak equivalence $w : E_1 \xrightarrow{\sim} E_2$ over $A$, where $E_2 := i^*D_2$:

$$
\begin{array}{c}
E_1 \xrightarrow{w} D_1 \\
E_2 \xrightarrow{v} D_2 \\
A \xrightarrow{i} B
\end{array}
$$

there exists a relatively $\kappa$-presentable $|\mathcal{F}|$-algebra $D_1 \to B$ and an equivalence $v : D_1 \xrightarrow{\sim} D_2$ over $B$ such that $i^*(v) = w$.

Proof. Largely identical to that of [Shu15a, Theorem 3.1]. The latter statement assumes that $\mathcal{E}$ is a presheaf category, but this is only used to obtain a notion of “$\kappa$-small morphism” that is preserved by $i^*$ and by pullback; using Proposition 4.5 and Lemma 4.14 instead allows $\mathcal{E}$ to be any Grothendieck 1-topos.10 (The proof uses that $\mathcal{E}$ is a simplicial model category and has effective unions, to extend deformation retractions along $i$.) We conclude $D_1$ is an $|\mathcal{F}|$-algebra by homotopy invariance, since it is equivalent to $D_2$ over $B$. \[\square\]

Univalence of our universes will follow from Theorem 5.20 as in [KL19, Shu15a, Cis14]. To show that $U$ is a fibrant object, [KL19, Theorem 2.2.1] and [Cis14, Proposition 2.21] use minimal fibrations, while [Shu15a, Lemma 6.3] uses a Reedy induction; but in fact fibrancy of $U$ is almost immediate from Theorem 5.20. A similar fact in the restricted situation of cubical-type model structures (where an

---

10The author claimed in [Shu15a] that when $\mathcal{E} = [\mathcal{E}^{\text{op}}, \text{Set}]$ it suffices to take $\kappa > |\mathcal{E}|$, but Raphael Stenzel has pointed out that this is not enough to ensure that $i^*$ preserves $\kappa$-small morphisms; even in the presheaf case we need some analogue of the relation $\prec$. 

There is a map $\pi : U \to U$ such that:

(i) The $\kappa$-presentable objects in $\mathcal{E}$ are closed under finite limits.
(ii) $\pi : U \to U$ is a relatively $\kappa$-presentable $[\mathcal{F}]$-algebra (in particular, a fibration).
(iii) Every relatively $\kappa$-presentable $[\mathcal{F}]$-algebra is a pullback of $\pi$.
(iv) The object $U$ is fibrant.
(v) $\pi$ satisfies the univalence axiom.

**Proof.** Let $\lambda_0$ satisfy Theorem 5.20, let $\lambda_1$ be such that $\mathcal{E}$ has a generating set of acyclic cofibrations with $\lambda_1$-presentable domains and codomains, let $\lambda_2$ be such that $\mathcal{E}$ has functorial factorizations that preserve $\kappa$-presentable objects for any $\kappa \triangleright \lambda_2$ (such exists since these factorizations are accessible functors), and let $\lambda_3$ be such that for any $\kappa \triangleright \lambda_3$ the $\kappa$-presentable objects are closed under finite limits (which exists by Proposition 4.5). Let $\lambda$ be such that $\lambda \triangleright \lambda_j$ for $j = 0, 1, 2, 3$, and assume $\kappa \triangleright \lambda$, then $\kappa \triangleright \lambda_j$ for all $j$ as well, and in particular (i) holds.

Since $\mathcal{F}$ and $\mathcal{E}^\kappa$ are locally representable and relatively acyclic, so is $[\mathcal{F}]^\kappa = \mathcal{F} \times_{\mathcal{K}} \mathcal{E}^\kappa$.

Let $\pi : \tilde{U} \to U$ be the universe for $[\mathcal{F}^\kappa]$ obtained from Proposition 5.12; then (ii) holds trivially. And since $\mathcal{F}$ and $\mathcal{E}$ are stacks for cell complexes, in particular they preserve the initial object; so by Remark 5.4 we have (iii).

Since $\kappa \triangleright \lambda_1$, to show that $U$ is fibrant (iv) it suffices to show that it has right lifting for all acyclic cofibrations between $\kappa$-presentable objects. Let $i : A \xrightarrow{\sim} B$ be an acyclic cofibration with $A$ and $B$ $\kappa$-presentable, let $h : A \to U$ be a map, and let $E_1 \to A$ be the pullback of $\pi$ along $h$. Since $\pi$ is relatively $\kappa$-presentable, $E_1$ is $\kappa$-presentable. Thus since $\kappa \triangleright \lambda_2$, we can factor the composite $E_1 \to A \xrightarrow{\sim} B$ as an acyclic cofibration $E_1 \xrightarrow{\sim} D_2$ followed by a fibration $D_2 \to B$, where $D_2$ is $\kappa$-presentable. So since $\kappa \triangleright \lambda_3$, $D_2 \to B$ is a relatively $\kappa$-presentable fibration, and by homotopy invariance it is an $[\mathcal{F}]$-algebra, hence an $[\mathcal{F}^\kappa]$-algebra.

Let $E_2 := i^*(D_2)$; then by right properness the map $E_2 \to D_2$ is a weak equivalence, hence by 2-out-of-3 so is the induced map $E_1 \to E_2$. Thus since $\kappa \triangleright \lambda_0$, by Theorem 5.20 there is an $[\mathcal{F}^\kappa]$-algebra $D_1 \to B$ with $i^*(D_1) \cong E_1$. Finally, since $U$ is a universe for $[\mathcal{F}^\kappa]$, by Remark 5.4 there is a map $k : B \to U$ pulling $\pi$ back to $D_1$ such that $ki = h$; so $U$ has right lifting for $i$.

For univalence (v), we follow [KL19, Theorem 3.4.1], [Shu15a, §2], and [Cis14, Theorem 3.12]. Let $\text{Eq}(\tilde{U})$ be the universal space of auto-equivalences of $\pi$, as in [Shu15a, §4]; it suffices to show that the composite projection $\text{Eq}(\tilde{U}) \to U \times U \to U$ is an acyclic fibration. Now a square

\[
\begin{array}{ccc}
A & \xrightarrow{i} & \text{Eq}(\tilde{U}) \\
\downarrow & & \downarrow \\
B & \xrightarrow{\iota} & U
\end{array}
\]

with $i$ a monomorphism yields a diagram of solid arrows (5.21) where all fibrations are $[\mathcal{F}^\kappa]$-algebras. Thus, since $\kappa \triangleright \lambda_0$ we can fill out the dashed arrows in (5.21) with $D_1 \to B$ also a $[\mathcal{F}^\kappa]$-algebra; so by Remark 5.4 we can classify it by a map to
$U$ extending the given classifying map of $E_1$. But this is precisely what we need to
specify a lift $B \to \text{Eq}(U)$. \hfill \Box

Thus, to build fibrant and univalent universes for relatively $\kappa$-presentable fibrations
in a right proper simplicial Cisinski model category, it suffices to find a locally
representable and relatively acyclic notion of fibred structure $\mathcal{F}$ such that $|\mathcal{F}| = \text{Fib}$
is the class of all fibrations. We have essentially already seen one way to do this: if
$\mathcal{E}$ has a set of generating acyclic cofibrations with representable codomains, then
$\text{Fib}$ itself has these properties. This was the approach of [KL19, Shu15a]; but to
deal with the general case we will have to use non-full notions of fibred structure.

Remark 5.23. Although our primary interest is in constructing univalent universes
for all (relatively $\kappa$-presentable) fibrations, it is potentially useful that Theorem 5.22
also yields univalent universes for subclasses of fibrations. For instance, the left fibrations
in bisimplicial sets [VK14, BdB18, Ras17] are a subclass of the Reedy fibrations, which by [VK14, Remark 2.1.4(a)]
are characterized by right lifting against a generating set with representable codomains; thus they admit fibrant and
univalent universes. Such a universe of left fibrations is essentially the “$\infty$-category
of spaces” constructed in [VK14], although they do not explain how to make it a
strict presheaf. In fact it is a complete Segal space (this is shown in [VK14, Theorem
2.2.11], and can also be deduced from [Ras17, Theorem 4.8]), and could be useful for
the programme of [RS17] to use that model for “synthetic ($\infty, 1$)-category theory”.

We will see another class of examples in Proposition 9.6 and Remark 9.7.

6. Type-theoretic model toposes

Numerous authors have defined classes of model categories that are well-adapted
to type theory; Theorem 5.22 suggests a particularly strong one.

Definition 6.1. A type-theoretic model topos is a model category $\mathcal{E}$ such that:

(i) $\mathcal{E}$ is a Grothendieck 1-topos.

(ii) The model structure is right proper, simplicial, and combinatorial, and its
cofibrations are the monomorphisms (hence it is also left proper). That is, $\mathcal{E}$
is a right proper simplicial Cisinski model category.

(iii) $\mathcal{E}$ is simplicially locally cartesian closed.\footnote{That is, each pullback functor $f^* : \mathcal{E}/Y \to \mathcal{E}/X$ has a simplicially enriched right adjoint. Since it is always a simplicial functor and has an ordinary right adjoint (since toposes are locally cartesian closed), this is equivalent to its preserving simplicial copowers.}

(iv) There is a locally representable and relatively acyclic notion of fibred structure
$\mathcal{F}$ on $\mathcal{E}$ such that $|\mathcal{F}|$ is the class of all fibrations.

By Theorem 5.22, for any type-theoretic model topos $\mathcal{E}$ there is a $\lambda$ such that
$\mathcal{E}$ has a fibrant univalent universe of relatively $\kappa$-presentable fibrations for any $\kappa \triangleright \lambda$.
It also has all the other requisite structure to model type theory:

- $\mathcal{E}$ is a logical model category in the sense of [AK11], hence models $\Sigma$- and
$\Pi$-types (and also a unit type and identity types, although these were not
discussed in [AK11]). Categorically, $\Sigma$-types correspond to composition of
fibrations, the unit type corresponds to the identity map as a fibration, $\Pi$-

Types correspond to dependent product of one fibration along another, and
identity types correspond to path objects as in [AW09].
One also needs a coherence theorem to strictify $\mathcal{E}$ into an actual model of type theory. With inaccessible universes, we can use the method of [KL19]; otherwise we can use the “local universes” technique of [LW15] (see also [Awo18]).

- $\mathcal{E}$ is a type-theoretic model category in the sense of [Shu15b], hence in particular its II-types satisfy function extensionality. Categorically, function extensionality means that for any fibration $f$, the adjunction $f^* \dashv f_*$ is a Quillen adjunction, with $f_*$ preserving both fibrations and acyclic fibrations.

- $\mathcal{E}$ is a good model category as in [LS19], hence models higher inductive pushouts (obtained as fibrant replacements of explicit simplicial homotopy pushouts) and other non-recursive (higher) inductive types such as the empty type, the boolean type, coproduct types, circles, spheres, tori, and so on.

- $\mathcal{E}$ is also an excellent model category in the sense of [LS19], hence models many other higher inductive types, including the natural numbers, $W$-types, truncations, and localizations. These are obtained by mixing a fibrant replacement monad with a “cell monad” built from polynomial endofunctors. Strictification for these types is discussed in [LS19] using the method of [LW15], but adapts easily to the universe method of [KL19].

We also expect universes in type theory to be closed under all the relevant type constructors. Since our universes classify all relatively $\kappa$-presentable fibrations, as in [KL19] this will be true if the corresponding categorical operations preserve relatively $\kappa$-presentable fibrations.

- By Lemma 4.11, $\Sigma$-types preserve relatively $\kappa$-presentable morphisms for any regular cardinal $\kappa$.

- Likewise, identity maps (i.e. the unit type) are always relatively $\kappa$-presentable.

- If we define identity types as powers by $\Delta[1]$, then by Lemma 4.13 there is a $\lambda$ such that they preserve relatively $\kappa$-presentable morphisms for any $\kappa \triangleright \lambda$.

- By Lemma 4.15, II-types preserve relatively $\kappa$-presentable morphisms if $\kappa$ is sufficiently large and inaccessible.

- We can also choose $\kappa$ large enough that the universe will contain any fixed collection of (higher) inductive types, such as the empty type, the boolean type, the natural numbers, circles, spheres, tori, and so on.

It is not yet known how to obtain universes closed under parametrized (higher) inductive types such as $W$-types and pushouts, since fibrant replacement need not preserve relatively $\kappa$-presentable morphisms. However, in the special case of binary coproducts, once we have universes we can use the trick of defining $A + B = \sum_{x : 2} \text{rec}_2(U, A, B)$, where $2$ is the boolean type:

**Proposition 6.2.** In a type-theoretic model topos, there exists a regular cardinal $\lambda$ such that for any $\kappa \triangleright \lambda$, if $X \to Z$ and $Y \to Z$ are relatively $\kappa$-presentable fibrations with fibrant codomain, then their copairing $X \amalg Y \to Z$ factors as an acyclic cofibration $X \amalg Y \rightrightarrows P$ followed by a fibration $P \to Z$ that is again relatively $\kappa$-presentable.

**Proof.** Let $2$ denote a fibrant replacement of $1 \amalg 1$, so we have an acyclic cofibration $1 \amalg 1 \rightrightarrows 2$. We let $\lambda$ be such that $2$ is $\lambda$-presentable and $\mathcal{E}$ has a fibrant univalent universe of relatively $\kappa$-presentable fibrations for any $\kappa \triangleright \lambda$. Let $\pi : \bar{U} \to U$ be such a universe, and let $x, y : Z \rightrightarrows U$ be classifying maps for $X$ and $Y$ respectively.

---

12No relation to the “excellent model categories” of [Lur09, A.3.2.16].

13I am indebted to Bas Spitters for pointing this out.
Then since $Z$ is fibrant, the map $Z \amalg Z \cong Z \times (1 \amalg 1) \to Z \times 2$ is again an acyclic cofibration, so the map $[x, y] : Z \amalg Z \to U$ extends to a map $w : Z \times 2 \to U$.

Let $P = w^* \bar{U}$; then the composite $P \to Z \times 2 \to Z$ is a fibration (since $2$ is fibrant). And it is relatively $\kappa$-presentable, since $\pi$ is relatively $\kappa$-presentable, $2$ is $\kappa$-presentable, and relatively $\kappa$-presentable morphisms are closed under pullback and composition. Moreover, in the following diagram:

\[
\begin{array}{ccc}
X \amalg Y & \longrightarrow & P \\
\downarrow & & \downarrow \\
Z \amalg Z & \longrightarrow & Z \times 2
\end{array}
\]

the outer rectangle and right-hand square are pullbacks (the former since $E$ is extensive), hence so is the left-hand square. Since $P \to Z \times 2$ is a fibration, this implies that $X \amalg Y \to P$ is, like $Z \amalg Z \to Z \times 2$, an acyclic cofibration. □

In summary, we have the following.

**Theorem 6.3.** For any type-theoretic model topos $\mathcal{E}$, there is a regular cardinal $\lambda$ such that $\mathcal{E}$ interprets Martin-Löf type theory with the following structure:

(i) $\Sigma$-types, a unit type, $\Pi$-types with function extensionality, identity types, and binary sum types.

(ii) The empty type, the natural numbers type, the circle type $S^1$, the sphere types $S^n$, and other specific “cell complex” types such as the torus $T^2$.

(iii) As many universe types as there are inaccessible cardinals larger than $\lambda$, all closed under the type formers (i) and containing the types (ii), and satisfying the univalence axiom.

(iv) $W$-types, pushout types, truncations, localizations, James constructions, and many other recursive higher inductive types.

**Proof.** We have already noted that $\mathcal{E}$ has all the structure in (i), (ii), and (iv). Let $\lambda$ satisfy Theorem 5.22, Lemma 4.13, and Proposition 6.2 for $\mathcal{E}$, and also be such that the unparametrized higher inductive types in (ii) are $\lambda$-presentable. Then if $\kappa > \lambda$ is inaccessible (hence in particular $\kappa \geq \lambda$), the universe for relatively $\kappa$-presentable fibrations is univalent and closed under (i) by the above remarks. Moreover, since each type $X$ in (ii) is $\lambda$-presentable, hence $\kappa$-presentable, and the $\kappa$-presentable objects are closed under finite limits, the morphism $X \to 1$ is relatively $\kappa$-presentable and hence can be classified by all these universes.

To complete the proof it is necessary to apply a coherence theorem to replace $\mathcal{E}$ by a strict model of type theory (such as a category with families or contextual category). Unfortunately, the coherence theorem of [KL19] deals with only one internal universe and requires an additional inaccessible outside the model, while that of [LW15] does not mention universes at all. Thus, in Appendix A we extend the latter to handle an arbitrary family of universes. □

A type-theoretic model topos is also a combinatorial type-theoretic model category as in [GK17], hence the $(\infty, 1)$-category it presents is locally presentable and locally cartesian closed. In fact, it is a Grothendieck $(\infty, 1)$-topos, as we now show.

**Theorem 6.4.** A type-theoretic model topos has descent in the sense of [Rez10].

**Proof.** As defined in [Rez10], descent consists of two conditions. Condition (P1) says that homotopy colimits are stable under homotopy pullback. Since $\mathcal{E}$ is right
proper, it suffices to show that for any fibration \( f : X \to Y \), the pullback functor \( f^* : \mathcal{E}/Y \to \mathcal{E}/X \) preserves homotopy colimits. But it preserves cofibrations (as these are the monomorphisms) and weak equivalences (by right properness), and has a right adjoint (since toposes are locally cartesian closed). Thus it is a left Quillen functor, hence preserves homotopy colimits.

Condition (P2) says that if \( f : X \to Y \) is a map between homotopy colimits \( X = \text{hocolim}_i X_i \) and \( Y = \text{hocolim}_i Y_i \) induced by a natural transformation \( f_i : X_i \to Y_i \) such that each square on the left below is a homotopy pullback (i.e. the transformation is “cartesian” or “equifibered”):

\[
\begin{array}{ccc}
X_i & \longrightarrow & X_j \\
\downarrow^{f_i} & & \downarrow^{f_j} \\
Y_i & \longrightarrow & Y_j
\end{array}
\]

then the squares on the right above are also homotopy pullbacks. To prove this, it suffices to consider coproducts and pushouts.

For coproducts, we may assume given fibrations \( f_i : X_i \to Y_i \); equifiberedness is vacuous, and all coproducts are homotopy colimits since all objects are cofibrant. Choosing an \( F \)-structure on each \( f_i \), local representability of \( F \) induces an \( F \)-structure on \( f \); hence it is a fibration. And the squares on the right in (6.5) are strict pullbacks in \( \mathcal{E} \) since it is a 1-topos; thus they are also homotopy pullbacks.

For pushouts, suppose given the solid arrows below, where the vertical maps \( f_i : X_i \to Y_i \) are fibrations, and the maps \( X_0 \to X_2 \) and \( Y_0 \to Y_2 \) are cofibrations.

\[
\begin{array}{ccc}
X_0 & \longrightarrow & X_2 \\
\downarrow^{f_0} & & \downarrow^{f_2} \\
Y_0 & \longrightarrow & Y_2 \\
\downarrow & & \downarrow \\
Y_1 & \longrightarrow & Y
\end{array}
\]

Equifiberedness means the two squares of solid arrows are homotopy pullbacks, i.e. the maps \( X_0 \to X_1 \times_{Y_1} Y_0 \) and \( X_0 \to X_2 \times_{Y_2} Y_0 \) are equivalences. Up to homotopy, we can therefore replace \( X_0 \) with \( X_1 \times_{Y_1} Y_0 \) to make the left-hand face of the cube a strict pullback, and then by Theorem 5.20 we can replace \( f_2 \) by an equivalent fibration making the back face of the cube also a strict pullback.

Now we take the strict pushouts, which are also homotopy pushouts since \( X_0 \to X_2 \) and \( Y_0 \to Y_2 \) are cofibrations. Since toposes are adhesive [LS06], the front and right-hand faces of the resulting cube are also strict pullbacks.

Choose an \( F \)-structure on \( f_1 \), inducing one on \( f_0 \) making the left-hand face an \( F \)-morphism. Since \( F \) is relatively acyclic, we can give \( f_2 \) an \( F \)-structure making the back face also an \( F \)-morphism. Thus, since \( F \) is locally representable, by Proposition 3.18 there is an induced \( F \)-structure on \( f \), so that in particular \( f \) is a fibration. So the front and right-hand faces of the cube, being strict pullbacks of \( f \), are homotopy pullbacks.

\[ \square \]

Recall from [Rez10] that a model topos is a model category that is Quillen equivalent to a left exact left Bousfield localization of the projective model structure.
on a category of simplicial presheaves. This implies that the $(\infty, 1)$-category it presents is a Grothendieck $(\infty, 1)$-topos.

**Corollary 6.6.** Every type-theoretic model topos is a model topos.

*Proof.* Since it is combinatorial, by [Dug01] it has a small presentation, and by Theorem 6.4 it has descent. Thus we can apply [Rez10, Theorem 6.9] or [Lur09, Theorem 6.1.0.6]. □

**Remark 6.7.** On one hand, we have seen that a type-theoretic model topos $\mathcal{E}$ has univalent universes classifying the relatively $\kappa$-presentable fibrations for arbitrarily large regular cardinals $\kappa$. On the other hand, since the $(\infty, 1)$-category $\text{Ho}_\infty(\mathcal{E})$ presented by $\mathcal{E}$ is a Grothendieck $(\infty, 1)$-topos, by [Lur09, Theorem 6.1.6.8] it contains object classifiers for the relatively $\kappa$-presentable morphisms for arbitrarily large regular cardinals $\kappa$. One expects the univalent universes in $\mathcal{E}$ to present the object classifiers in $\text{Ho}(\mathcal{E})$, but this is a subtle question because the relationship between $\kappa$-presentability in $\mathcal{E}$ and in $\text{Ho}_\infty(\mathcal{E})$ is nontrivial; see [Lur12, Ste19a].

Corollary 6.6 shows that type-theoretic model toposes are, as the term suggests, a subclass of model toposes that are particularly well-adapted to model type theory. Our main goal is to show that up to homotopy, this subclass involves no loss of generality: every model topos is Quillen equivalent to a type-theoretic one. We begin with some easy cases.

**Proposition 6.8.** The category $\mathcal{S}$ of simplicial sets, with its Kan-Quillen model structure, is a type-theoretic model topos.

*Proof.* It is a presheaf topos and its model structure is right proper, simplicial, and combinatorial, with its cofibrations the monomorphisms. It is simplicially locally cartesian closed because its copowers are just cartesian products, which are preserved by pullback. Finally, $F = \text{Fib}$ is locally representable by Example 3.17, and trivially relatively acyclic. □

Combining Proposition 6.8 and Theorem 5.22 reproduces Voevodsky’s construction [KL19] of a univalent universe in simplicial sets.

**Remark 6.9.** Specializing the argument for pushouts in Theorem 6.4 to $\mathcal{E} = \mathcal{S}$, we obtain a proof of the “cube theorem” [Pup74] for $\mathcal{S}$. A similar proof appears in [Lur09, Lemma 6.1.3.12] using minimal fibrations; Theorem 5.20 avoids these by providing a different way to turn homotopy pullbacks into strict ones.

**Proposition 6.10.** If $\mathcal{E}$ is a type-theoretic model topos and $X \in \mathcal{E}$, then $\mathcal{E}/X$ is also a type-theoretic model topos.

*Proof.* A slice of a topos is again a topos, and the slice model structure inherits properness, simplicial-ness, combinatoriality, and cofibrations being the monomorphisms. A slice of a slice is a slice, so it inherits simplicial local cartesian closure. And if $\mathcal{F}$ is the locally representable and relatively acyclic notion of fibred structure for the fibrations of $\mathcal{E}$, then since the forgetful functor $U : \mathcal{E}/X \to \mathcal{E}$ creates pullbacks, colimits, and fibrations, the preimage notion of fibred structure $U^{-1}(\mathcal{F})$ is a locally representable and relatively acyclic notion of fibred structure for the fibrations of $\mathcal{E}/X$. □

**Proposition 6.11.** If $\{\mathcal{E}_i\}_{i \in I}$ is a small family of type-theoretic model toposes, then the product category $\prod_i \mathcal{E}_i$ is also a type-theoretic model topos.
Proof. A product of toposes is a topos; all the structure is inherited pointwise. □

In the rest of the paper we study two more basic constructions of type-theoretic model toposes that together suffice to obtain our desired generality.

Remark 6.12. I would not claim that type-theoretic model toposes are the last word in “model categories that interpret type theory”, but they do occupy a fairly stable point in the design space: they have a nearly maximal set of good properties one can assume of a model category, are sufficient to model all (∞, 1)-toposes, interpret (most of) type theory, and are closed under many constructions.

Note that not every type-theoretic model topos is a cartesian monoidal model category (e.g. this fails already for slices of simplicial sets), but every (∞, 1)-topos is presented by some type-theoretic model topos that does have this property (e.g. a left exact localization of an injective model structure on enriched simplicial presheaves). Allowing δ to be an arbitrary 1-topos is also somewhat unnecessary generality; all the examples we will construct in this paper are in fact presheaf 1-toposes.

Finally, while I have chosen to stick with simplicial enrichments for simplicity and to facilitate the connection with classical homotopy theory, it should be possible to formulate a more general notion of type-theoretic model topos that is enriched over some other monoidal model category, such as some variety of cubical sets.

7. Coherent transformations and bar constructions

In preparation for our treatment of injective model structures using cobar constructions in §8, in this section we give some intuition for how (co)bar constructions arise and review some of their formal properties. Let $\mathcal{D}$ be a model category, and suppose for simplicity that $\mathcal{D}$ is an ordinary small category. The most obvious notions of weak equivalence, fibration, and cofibration in $[\mathcal{D}^{op}, \mathcal{E}]$ are induced pointwise from $\mathcal{E}$, and functorial factorizations in $\mathcal{E}$ can also be applied pointwise. However, there is a problem with the lifting properties: suppose we have a square in $[\mathcal{D}^{op}, \mathcal{E}]$

\[
\begin{array}{ccc}
A & \xrightarrow{f} & X \\
\downarrow i & & \downarrow v \\
B & \xrightarrow{g} & Y
\end{array}
\]

in which $i$ is a pointwise cofibration and $v$ a pointwise acyclic fibration. For each $d \in \mathcal{D}$ we have a lift $h_d : B_d \to X_d$ with $h_d \circ i_d = f_d$ and $v_d \circ h_d = g_d$, but it may not be possible to choose these naturally in $d$: for $\delta : d_1 \to d_2$ we may not have $X_\delta \circ h_{d_2} = h_{d_1} \circ B_\delta$. However, both $X_\delta \circ h_{d_2}$ and $h_{d_1} \circ B_\delta$ are lifts in the square

\[
\begin{array}{ccc}
A_{d_2} & \xrightarrow{X_\delta \circ f_{d_2} = f_{d_1} \circ A_\delta} & X_{d_1} \\
\downarrow i_{d_2} & & \downarrow v_{d_1} \\
B_{d_2} & \xrightarrow{Y_\delta \circ g_{d_2} = g_{d_1} \circ B_\delta} & Y_{d_1},
\end{array}
\]

and the space of such lifts is contractible, being a fiber of the acyclic fibration

\[
\mathcal{E}(B_{d_2}, X_{d_1}) \to \mathcal{E}(A_{d_2}, X_{d_1}) \times \mathcal{E}(A_{d_2}, Y_{d_1}) \xrightarrow{\mathcal{E}(B_{d_2}, Y_{d_1})} \mathcal{E}(B_{d_2}, Y_{d_1}).
\]
Thus we have a homotopy \( X_δ \circ h_{d_2} \sim h_{d_1} \circ B_δ \) over \( v_{d_1} \) and under \( i_{d_1} \). Similarly, given \( δ' : d_2 \to d_3 \) there is a 2-simplex in \( \mathcal{S}(B_{d_1}, X_{d_1}) \) relating these homotopies for \( δ, δ' \), and \( δ' \circ δ \), and so on, yielding a homotopy coherent natural transformation
\[
\begin{array}{c}
h : B \rightsquigarrow X
\end{array}
\]
such that \( v \circ h = q \) and \( h \circ i = f \).

There is an entire theory of homotopy coherent transformations (see e.g. [CP97]), but as our purpose at the moment is motivational we only sketch it. For \( X, Y \in [\mathcal{D}^{op}, \mathcal{S}] \), a homotopy coherent transformation \( h : X \rightsquigarrow Y \) consists of:

- For every \( d \in \mathcal{D} \), a morphism \( h_d : X_d \to Y_d \).
- For every \( d_1 \xrightarrow{\delta} d_2 \) in \( \mathcal{D} \), a homotopy \( h_\delta : \Delta[1] \odot X_{d_2} \to Y_{d_1} \) between \( Y_\delta \circ h_{d_2} \) and \( h_{d_1} \circ \Delta \delta \), such that \( h_{id_d} \) is constant.
- For every \( d_1 \xrightarrow{\delta} d_2 \xrightarrow{\delta'} d_3 \) in \( \mathcal{D} \), a 2-simplex \( h_{\delta, \delta'} : \Delta[2] \odot X_{d_3} \to Y_{d_1} \) whose boundaries involve \( h_\delta, h_{\delta'} \), and \( h_{\delta' \circ \delta} \), satisfying similar constancy conditions.
- And so on.

Let \( U : [\mathcal{D}^{op}, \mathcal{S}] \to \mathcal{E}^{ob, \mathcal{D}} \) denote the forgetful functor, with \( F \) its left adjoint defined by \( (FW)_d = \coprod_d \mathcal{D}(d, d') \odot W_d \); note both preserves simplicial copowers. Thus:

- A collection of morphisms \( h_d : X_d \to Y_d \) constitutes a morphism \( UX \to UY \), or equivalently \( FUX \to Y \).
- A collection of morphisms \( h_\delta : \Delta[1] \odot X_{d_2} \to Y_{d_1} \) constitutes a morphism \( \Delta[1] \odot UFUX \to UY \), or equivalently \( \Delta[1] \odot FUFUX \to Y \).
- A collection of morphisms \( h_{\delta, \delta'} : \Delta[2] \odot X_{d_3} \to Y_{d_1} \) constitutes a morphism \( \Delta[2] \odot UFUFUX \to UY \), or equivalently \( \Delta[2] \odot FUFUX \to Y \).
- And so on.

The fact that all these transformations have the right boundaries and constancy conditions means precisely that they assemble into a single strict natural transformation \( B(F, UF, UX) \to Y \), where \( B(F, UF, UX) \) is the geometric realization of the “two-sided simplicial monadic bar construction” [May72, Mey84] \( B_*(F, UF, UX) : \)

\[
\cdots \begin{array}{c}
\text{FUFUX} \\
\text{FUFUX} \\
\text{FUX}
\end{array}
\]

whose face and degeneracy maps are defined by the unit and counit of the adjunction \( F \dashv U \). In other words, \( B(F, UF, UX) \) is a “classifier” for homotopy coherent transformations with domain \( X \): we have a natural bijection between homotopy coherent transformations \( X \rightsquigarrow Y \) and strict transformations \( B(F, UF, UX) \to Y \).

In particular, the identity map of \( B(F, UF, UX) \) corresponds to a universal homotopy coherent transformation \( p_X : X \rightsquigarrow B(F, UF, UX) \), which is universal in that any homotopy coherent transformation \( h : X \rightsquigarrow Y \) can be written as \( h = \overline{h} \circ p_X \) for a unique strict transformation \( \overline{h} : B(F, UF, UX) \to Y \). The identity map of \( X \) corresponds to a canonical strict transformation \( q_X = id_X : B(F, UF, UX) \to X \) such that \( q_X \circ p_X = id_X \), and it is a fact (see Corollary 7.6) that we also have a homotopy \( p_X \circ q_X \sim id_{B(F, UF, UX)} \), so that \( p_X \) and \( q_X \) are inverse simplicial homotopy equivalences. Moreover, this correspondence is natural with respect to strict transformations \( v : Y \to Z \), i.e. we have \( v \circ \overline{h} = v \circ \overline{h} \), and in particular for a strict \( w : X \to Z \) we have \( \overline{w} = w \circ q_X \).

\[\text{To compose two homotopy coherent transformations we need fibrancy and cofibrancy conditions to obtain horn-fillers in hom-spaces, but there is no trouble composing a homotopy coherent transformation with a strict one on either side.}\]
Remark 7.1. This description of the bar construction as a classifier for homotopy coherent transformations is a generalization to homotopy theory of the \textit{pseudomorphism classifiers} of 2-monad theory. As shown in [BKP89], for any suitable 2-monad \( T \), the inclusion \( T\text{-Alg}_s \hookrightarrow T\text{-Alg} \) of the 2-category of \( T \)-algebras and strict morphisms into the category of \( T \)-algebras and pseudomorphisms has a left adjoint, traditionally denoted \( A \mapsto A' \). Thus pseudo-\( T \)-morphisms \( A \rightsquigarrow B \) are in bijection with strict \( T \)-morphisms \( A' \to B \). In [Lac02] the pseudomorphism classifier \( A' \) is constructed as a codescent object, which is really just a 2-truncated bar construction. (At present we are thinking only about the monad \( UF \) on \( \mathcal{G}^{ob,\mathcal{G}} \) whose category of algebras is \( [\mathcal{G}^{op}, \mathcal{G}] \), but like the pseudomorphism classifier, the bar construction makes sense for any monad.)

The above discussion suggests that to obtain lifting properties in \( [\mathcal{G}^{op}, \mathcal{G}] \), we need to be able to “rectify” homotopy coherent natural transformations to strict ones. But by universality, if \( px \) is homotopic to a strict transformation \( s : X \to \mathcal{B}(F, UF, UX) \) then the same is true of every homotopy coherent transformation with domain \( X \). And since \( qx \) is strict and a simplicial homotopy inverse of \( px \), this is equivalent to saying that \( qx \) has a simplicial homotopy inverse in \( [\mathcal{G}^{op}, \mathcal{G}] \).

If \( qx \) has a homotopy inverse in \( [\mathcal{G}^{op}, \mathcal{G}] \) and \( X \) is also pointwise cofibrant, we may call it \textit{projectively semi-cofibrant}. In this case, if \( v : Y \to Z \) is a pointwise acyclic fibration and we have \( g : X \to Z \), then by choosing lifts and homotopies as above we can produce a homotopy coherent lift \( h : X \rightsquigarrow Y \) such that \( v \circ h = g \), and then rectify it to an equivalent strict transformation \( k : X \to Y \) with \( k \sim h \). But then we have only a homotopy \( v \circ k \sim v \circ h = g \), i.e. although \( k \) is a strict transformation, it is only a lift up to homotopy.

Thus we actually need a stronger property: that \( s : X \to \mathcal{B}(F, UF, UX) \) is a \textit{strict} section of \( qx \), i.e. \( qx \circ s = id_X \). (It is then automatically a simplicial homotopy inverse.) In this case, the strict transformation \( k \) is defined by \( \overline{h} \circ s \), and we have

\[
v \circ k = v \circ \overline{h} \circ s = v \circ h \circ s = g \circ s = q_X \circ s = g
\]

so that \( k \) is also a strict lift. This discussion has been somewhat informal, but we will show more carefully in Theorem 8.22 below that indeed, under suitable hypotheses, \( \emptyset \to X \) has left lifting for pointwise fibrations if and only if it is pointwise cofibrant and \( qx \) has a strict section. Thus these are the \textit{projectively cofibrant} objects, which indeed are the cofibrant objects in a model structure whose weak equivalences and fibrations are pointwise.

Remark 7.2. Continuing Remark 7.1, in [BKP89] an algebra \( A \) for a 2-monad \( T \) was defined to be \textit{semi-flexible} if the map \( q : A' \to A \) is an equivalence in the 2-category \( T\text{-Alg}_s \) of \( T \)-algebras and strict morphisms, and \textit{flexible} if this \( q \) has a section (making it automatically also an equivalence). In [Lac07] it was shown that for a suitable 2-monad \( T \), the category \( T\text{-Alg}_s \) admits a model structure whose “homotopy 2-category” is \( T\text{-Alg} \); whose weak equivalences and fibrations are the strict \( T \)-algebra morphisms that are equivalences and fibrations, respectively, in the underlying 2-category; and in which the cofibrant objects are precisely the flexible ones. Thus, when \( T \) is the monad whose algebras are presheaves, this model structure is the projective one. Our characterization of projectively cofibrant objects is directly inspired by, and generalizes, this result of [Lac07].
In fact this entire discussion works for any suitable adjunction \( F \dashv U \), with the case of most interest being when the adjunction is monadic (as in the case of presheaves). However, in the case of presheaves, the forgetful functor \( U \) is also  
comonadic, which means that the entire discussion can be dualized, producing a characterization of the \textit{injectively fibrant} objects. And with a little extra work we can generalize this to a characterization of all the injective fibrations using a locally representable and relatively acyclic notion of fibred structure.

In our formal treatment, however, it is easier not to explicitly discuss homotopy coherent natural transformations at all, but rather focus on the bar construction. In the rest of this section we give an abstract formulation of the bar construction, following \([RV16, RV19]\), including proofs of its (well-known) basic properties.

By \([SS86, RV16]\), \textit{the free adjunction} \( \mathbf{Adj} \) is a 2-category freely generated by two objects \( 0 \) and \( 1 \) (called + and \( - \) in \([RV16]\)) and a morphism \( f : 0 \to 1 \) with right adjoint \( u : 1 \to 0 \). Its hom-categories are:

- \( \mathbf{Adj}(0, 0) = \Delta_+ \), the augmented simplex category, which can be identified with the category of (possibly-empty) finite ordinals and monotone maps.
- \( \mathbf{Adj}(1, 1) = \Delta_{op}^+ \), which can be identified with the category of non-empty finite ordinals and monotone maps that preserve the top and bottom elements. This description of its full subcategory \( \Delta_{op} \), corresponding to the ordinals with \textit{distinct} top and bottom elements, is well-known.
- \( \mathbf{Adj}(0, 1) = \Delta_\top \), the category of non-empty finite ordinals and monotone maps that preserve the top element.\(^\text{15}\)
- Similarly, \( \mathbf{Adj}(1, 0) = \Delta_\bot \), the category of non-empty finite ordinals and monotone maps that preserve the bottom element.

Similarly to the identification of \( \Delta_{op}^+ \) as the subcategory of \( \Delta_+ \) consisting of maps preserving the top and bottom elements, we have an isomorphism \( \Delta_\top \cong \Delta_{op} \); see \([RV16, \text{Observation 3.3.6}]\) for a detailed discussion.

**Definition 7.3.** Given an adjunction \( F : \mathcal{N} \rightleftarrows \mathcal{M} : U \), determining a 2-functor \( V : \mathbf{Adj} \to \mathbf{Cat} \) with \( V(0) = \mathcal{N} \) and \( V(1) = \mathcal{M} \), \textit{the two-sided simplicial bar construction} is the composite

\[
\Delta_{op} \to \Delta_{op}^+ = \mathbf{Adj}(1, 1) \xrightarrow{V} \mathbf{Cat}(\mathcal{M}, \mathcal{M})
\]

rearranged into a functor

\[
\mathcal{B}_*(F, UF, U-) : \mathcal{M} \to [\Delta_{op}, \mathcal{M}]
\]

sending each object \( X \in \mathcal{M} \) to a simplicial object \( \mathcal{B}_*(F, UF, UX) \in [\Delta_{op}, \mathcal{M}] \).

By inspection, \( \mathcal{B}_n(F, UF, UX) = (FU) \cdots (FU) X \) with faces and degeneracies obtained respectively from the counit \( FU \to \text{Id}_\mathcal{M} \) and unit \( \text{Id}_\mathcal{N} \to UF \). Thus our bar construction specializes to the classical ones for monads \([May72, Mey84]\), enriched categories \([CP97, Shu06]\), and internal categories \([May75, Hor15]\). The extension to \( \Delta_{op} \) gives an augmentation that is just the counit \( FU \mathcal{X} \to \mathcal{X} \).

Now recall that for any category \( \mathcal{N} \), the category \([\Delta_{op}, \mathcal{N}]\) of simplicial objects in \( \mathcal{N} \) has a \textbf{canonical enrichment} over the category \( \mathcal{P} = [\Delta_{op}, \text{Set}] \) of simplicial

\[^{15}\text{This is the convention of } [SS86], \text{ which is the opposite of that of } [RV16]. \text{ The choice is essentially arbitrary, since } \Delta_\top \cong \Delta_\bot \text{ by reversing the order of finite ordinals.} \]
sets, defined most easily in terms of its powers and copowers, which exist whenever \( \mathcal{N} \) is complete and cocomplete:

\[(K \circ X_\ast)_n = K_n \cdot X_n \quad (K \& Y_\ast)_n = Y_n^K_n.\]

**Lemma 7.4.** For any adjunction \( F \vdash U \), the composite

\[\mathcal{M} \xrightarrow{\mathcal{B}(\mathcal{F}, \mathcal{F}, U \rightarrow \mathcal{U})} [\Delta^{\text{op}}, \mathcal{M}] \xrightarrow{U} [\Delta^{\text{op}}, \mathcal{N}]\]

is naturally simplicially contractible to \( U \). In other words, the augmentation

\( \varepsilon : UB_\ast(F, \mathcal{F}, U \rightarrow \mathcal{U}) = \mathcal{B}_\ast(\mathcal{F}, \mathcal{F}, U \rightarrow \mathcal{U}) \rightarrow U \)

has a natural section \( \sigma : U \rightarrow \mathcal{B}_\ast(\mathcal{F}, \mathcal{F}, U \rightarrow \mathcal{U}) \) (so that \( \varepsilon \sigma = \text{id} \)), with a homotopy \( H : \sigma \varepsilon \sim \text{id} \) in the canonical enrichment of \([\Delta^{\text{op}}, \mathcal{N}]\) such that \( H \sigma \) is constant.

**Proof.** This is a classical fact (e.g. [May72, Proposition 9.8] or [Mey84, §6–7]), traditionally proven by exhibiting an “extra degeneracy”, defining generators for a homotopy, and checking some simplicial identities (or leaving them to the reader). We repackage this a bit more abstractly, following [RV16] and [RV19, Chapters 9 and 10] but working with simplicially enriched categories rather than quasicategories.

We start by applying the 2-functor \( \mathcal{V} : \text{Adj} \rightarrow \text{Cat} \) to a different hom-category:

\[\text{Adj}(\mathcal{M}, \mathcal{N}) \xrightarrow{i} \mathcal{V} \circ \text{Cat}(\mathcal{M}, \mathcal{N}).\]

This extends the augmented simplicial object \( \mathcal{B}_\ast(\mathcal{F}, \mathcal{F}, U \rightarrow \mathcal{U}) \rightarrow U \) to a diagram on the category \( \text{Adj}(\mathcal{M}, \mathcal{N}) \) of non-empty finite ordinals and bottom-preserving monotone maps. (The maps that also preserve the top element are those of the original augmented simplicial object; the rest are the “extra degeneracy”. The whole \( \Delta_\bot \)-diagram is the image of the comparison functor of [RV16, §7] sending each \( X \in \mathcal{M} \) to the “homotopy coherent \( UF \)-algebra” [RV16, eq. (6.1.12)] associated to the strict \( UF \)-algebra \( UX \).) Thus it suffices to prove the following lemma. \( \square \)

**Lemma 7.5.** The underlying simplicial object of any \( X \in [\Delta_\bot, \mathcal{N}] \) is naturally simplicially contractible to its augmentation \( X_{-1} \).

**Proof.** Again, this is a classical fact in homotopy theory (more recently stated \((\infty, 1)\)-categorically as [Lur09, Lemma 6.1.3.16] and [RV15, Theorem 5.3.1]); we simply repackage it abstractly. Let \( \mathcal{R} \) be the simplicially enriched category generated by a strong deformation retraction. It has two objects \( I \) and \( R \) with hom-objects:

- \( \mathcal{R}(I, R) = \Delta[0] \), the discrete simplicial set with one vertex \( s \).
- \( \mathcal{R}(R, I) = \Delta[0] \), discrete on one vertex \( e \).
- \( \mathcal{R}(I, I) = \Delta[0] \), discrete on one vertex \( \text{id}_I \) (so in particular \( es = \text{id}_I \)).
- \( \mathcal{R}(R, R) = \Delta[1] \), a 1-simplex from \( \text{id}_R \) to the composite \( se \).

Thus the objects of the simplicially enriched presheaf category \([\mathcal{R}^{\text{op}}, \mathcal{S}]\) are pairs of simplicial sets related by a strong deformation retraction. In particular, the representable \( \mathcal{R}(\cdot, I) \) is the identity retraction from \( \Delta[0] \) to itself, while the representable \( \mathcal{R}(\cdot, R) \) is the retraction of \( \Delta[1] \) onto its right-hand vertex.

Now, as for any simplicially enriched category \( \mathcal{R} \) (see e.g. [Joh02, C2.5.3]), \([\mathcal{R}^{\text{op}}, \mathcal{S}]\) can be identified with an unenriched presheaf category \([\Delta \times \mathcal{R}^{\text{op}}, \text{Set}]\). In our case, \( \Delta \times \mathcal{R} \) is the full subcategory of \([\mathcal{R}^{\text{op}}, \mathcal{S}]\) on the objects \( \mathcal{R}(\cdot, I) \times \Delta[n] \) (the identity retraction from the \( n \)-simplex \( \Delta[n] \) to itself) and \( \mathcal{R}(\cdot, R) \times \Delta[n] \) (the retraction of the prism \( \Delta[n] \times \Delta[1] \) onto its right-hand \( n \)-simplex face).
Here we use the combinatorial input: $\Delta[n] \times \Delta[1]$ contains $\Delta[n + 1]$ as a retract, where the left-hand face of the prism is also a face of $\Delta[n + 1]$, and the final vertex of $\Delta[n + 1]$ lies in the right-hand face. Thus, we can define a functor from $\Delta \times \mathbb{R}$ to the category of based simplices $(\Delta[n], n)$ whose basepoint is their last vertex, by

$$\mathcal{R}(-, \mathbb{R}) \times \Delta[n] \mapsto (\Delta[n + 1], n + 1)$$

$$\mathcal{R}(-, 1) \times \Delta[n] \mapsto (\Delta[0], 0).$$

However, this category of based simplices is isomorphic to $\Delta[\top]$, which we as noted above is isomorphic to $\Delta^{\text{op}}$. Thus by composition with it we obtain a functor

$$[\Delta, \sett] \simeq [\Delta^{\text{op}}, \sett] \to [(\Delta \times \mathbb{R})^{\text{op}}, \sett] \simeq [\mathbb{R}^{\text{op}}, \mathcal{J}]$$

extracting from any $\Delta$-diagram of sets a strong deformation retraction of simplicial sets. Finally, by composing with the Yoneda embedding of $\mathcal{N}$ we obtain

$$[\Delta, \mathcal{N}] \to [\Delta, [\mathcal{N}^{\text{op}}, \sett]] \simeq [\mathcal{N}^{\text{op}}, [\Delta, \sett]] \to [\mathcal{N}^{\text{op}}, [\mathcal{R}^{\text{op}}, \mathcal{J}]] \simeq [\mathcal{R}^{\text{op}}, [\mathcal{N}^{\text{op}}, \mathcal{J}]]$$

sending any $X \in [\Delta, \mathcal{N}]$ to a strong deformation retraction of $\mathcal{J}$-valued presheaves on $\mathcal{N}$. The two $\mathcal{J}$-valued presheaves involved in this retraction are respectively representable by the underlying simplicial object of $X$ and the constant simplicial object at $X^{-1}$; thus the strong deformation retraction lies entirely in $[\mathcal{R}^{\text{op}}, \mathcal{N}]$.

If $\mathcal{M}$ is simplicially enriched and cocomplete with copowers, the geometric realization of $X_\bullet \in [\Delta^{\text{op}}, \mathcal{M}]$ is the coend $|X_\bullet| = \int^{n \in \Delta} \Delta[n] \otimes X_n$, and the (realized) two-sided bar construction is the geometric realization of the simplicial one:

$$\mathcal{B}(F, UF, U-) = |\mathcal{B}_*(F, UF, U-)|.$$  

By [RSS01, Proposition 5.4], geometric realization is a simplicially enriched functor $[\Delta, \mathcal{N}] \to \mathcal{M}$ when $\mathcal{M}$ has its given enrichment while $[\Delta^{\text{op}}, \mathcal{M}]$ has its above canonical enrichment. Thus we obtain:

**Corollary 7.6.** For any simplicially enriched adjunction $F \dashv U$ such that $U$ preserves geometric realizations, the two-sided bar construction defines a functor

$$\mathcal{B}(F, UF, U-) : \mathcal{M} \to \mathcal{M}$$

with a natural augmentation $\mathcal{B}(F, UF, UX) \to X$ whose image under $U$ is a simplicial strong deformation retraction in $\mathcal{N}$, and hence a weak equivalence if $\mathcal{N}$ is a simplicial model category.

**Proof.** Since $U$ preserves geometric realization, $UB_*(F, UF, U-)$ is the geometric realization of $UF_*(F, UF, U-)$. By Lemma 7.4 the latter is simplicially contractible to $U$ in $[\Delta^{\text{op}}, \mathcal{N}]$. Thus, since geometric realization is a simplicial functor, $UB(F, UF, U-)$ is simplicially contractible to $U$ in $\mathcal{N}$. The last statement follows since simplicial homotopy equivalences in a simplicial model category are weak equivalences.

**Remark 7.7.** If the adjunction is monadic, then $U$ preserves geometric realizations just when the corresponding monad does. For us this will usually be because it is a simplicial left adjoint, but there are non-left-adjoint monads that preserve geometric realizations; notably, those associated to operads, as in [May72, Theorem 12.2] where the monadic two-sided bar construction was first introduced.
8. INJECTIVE MODEL STRUCTURES

In this section we will show that type-theoretic model toposes are closed under passage to presheaf categories with injective model structures. Although for our main theorem it would suffice to use enriched presheaf categories $[\mathcal{D}^{\text{op}}, \mathcal{E}]$, where $\mathcal{D}$ is a small simplicially enriched category, we will also include internal presheaf categories $[\mathcal{D}^{\text{op}}, \mathcal{E}]$, where $\mathcal{D}$ is an internal category in $\mathcal{E}$. Combined with §10, this will imply that type-theoretic model toposes are closed under passage to “internal sheaves on internal sites”.

**Definition 8.1.** For any functor $U : \mathcal{M} \to \mathcal{N}$ where $\mathcal{N}$ is a model category, we define a morphism in $\mathcal{M}$ to be:

- A *U*-weak equivalence, *U*-cofibration, or *U*-fibration if its image under $U$ belongs to the respective class in $\mathcal{N}$.
- A projective cofibration if it has left lifting for all *U*-acyclic *U*-fibrations.
- A projective acyclic cofibration if it has left lifting for all *U*-fibrations.
- An injective fibration if it has right lifting for all *U*-acyclic *U*-cofibrations.
- An injective acyclic fibration if it has right lifting for all *U*-cofibrations.

The projective or right-lifted model structure, if it exists, consists of the *U*-weak equivalences, *U*-fibrations, and projective cofibrations. Similarly, the injective or left-lifted model structure, if it exists, consists of the *U*-weak equivalences, *U*-cofibrations, and injective fibrations.

The following is a compilation of some well-known and more recent results.

**Proposition 8.2.** Let $\mathcal{N}$ be a model category and $U : \mathcal{M} \to \mathcal{N}$ a functor with both adjoints $F \dashv U \dashv G$, such that the adjunction $UF \dashv UG$ is Quillen. Then:

(i) If $\mathcal{N}$ is cofibrantly generated, the projective model structure exists and is cofibrantly generated.
(ii) If $\mathcal{N}$ is an accessible model category and $\mathcal{M}$ is locally presentable, then both projective and injective model structures exist and are accessible.
(iii) If $\mathcal{N}$ is a combinatorial model category and $\mathcal{M}$ is locally presentable, then both projective and injective model structures exist and are combinatorial.

Moreover:

- Every projective cofibration is a $U$-cofibration, and every injective fibration is a $U$-fibration.
- The projective and injective model structures are right or left proper if $\mathcal{N}$ is.
- If $\mathcal{N}$ is a $\mathcal{V}$-model category for some monoidal model category $\mathcal{V}$, and $\mathcal{M}$ is a $\mathcal{V}$-category and the adjunctions are $\mathcal{V}$-adjunctions, then the projective and injective model structures are also $\mathcal{V}$-model categories.

**Proof.** We begin by constructing factorizations. The cofibrantly generated case is standard: we take the generating cofibrations and acyclic cofibrations of $\mathcal{M}$ to be the $F$-images of those of $\mathcal{N}$, whose domains are small in $\mathcal{M}$ because $U$ preserves all colimits. The accessible case follows from [GKR18], and the combinatorial case from [MR14, Remark 3.8].

We sketch how to complete the proof in the projective case (the injective is dual). By retract arguments, it suffices to show every projective acyclic cofibration $f$ is a $U$-weak equivalence. We show $Uf$ is an acyclic cofibration, i.e. that it has left lifting for any fibration $h$. This is equivalent to $f$ having left lifting for $Gh$, so it will
suffice to show $Gh$ is a $U$-fibration, i.e. that $UGh$ is a fibration; but $UG$ preserves fibrations since it is right Quillen.

A similar argument shows that projective cofibrations are $U$-cofibrations. Both properness claims now follow since $U$ preserves pullbacks, pushouts, cofibrations, and fibrations, and creates weak equivalences. Finally, enrichment of the model structure is easy using the characterization in terms of powers, since $U$ preserves powers and pullbacks and creates fibrations and acyclic fibrations. \hfill $\Box$

**Remark 8.3.** [MR14, Remark 3.8] uses intricate calculations as in [Lur09, A.3.3.3], but in our case there is a simpler argument. If the cofibrations of $\mathcal{N}$ are the monomorphisms, $U$ is faithful, and $\mathcal{M}$ is a topos, then the $U$-cofibrations are also the monomorphisms, hence cofibrantly generated by [Bek00, Proposition 1.12]. And the $U$-weak equivalences are accessible and accessibly embedded, being the $U$-preimage of the weak equivalences of $\mathcal{N}$, so Smith’s theorem applies.

Often $U$ will be both monadic and comonadic, so that $\mathcal{M}$ is the category of $UF$-algebras and also of $UG$-coalgebras.

**Example 8.4.** If $\mathcal{V}$ is a monoidal category, $\mathcal{E}$ a complete and cocomplete $\mathcal{V}$-category, and $\mathcal{D}$ a small $\mathcal{V}$-category, then the forgetful functor $U : [\mathcal{D}^{op}, \mathcal{E}] \to \mathcal{E}^{ob} \mathcal{D}$ is both monadic and comonadic. In the accessible case this specializes to [Mos17], and we have an analogous result in the combinatorial case: the projective and injective model structures exist if the copowers $(\mathcal{D}(x, y) \odot -)$ preserves cofibrations and acyclic cofibrations. For instance, this occurs if $\mathcal{V}$ is a monoidal model category, $\mathcal{E}$ is a $\mathcal{V}$-model category, and each $\mathcal{D}(x, y)$ is cofibrant. The earliest reference I know for both model structures (when $\mathcal{E} = \mathcal{V}$) is [Hel88]; later references for projective model structures include [Pia91, Hir03, DRO03] and for injective ones [Lur09, Mos17].

**Example 8.5.** If $\mathcal{E}$ is a locally cartesian closed category and $\mathcal{D} = (D_1 \Rightarrow D_0)$ an internal category in $\mathcal{E}$, then the forgetful functor $[\mathcal{D}^{op}, \mathcal{E}] \to \mathcal{E}/D_0$ is monadic and comonadic, where $[\mathcal{D}^{op}, \mathcal{E}]$ is the “internal presheaf category”. Thus, if $\mathcal{E}$ is also an accessible model category, then $[\mathcal{D}^{op}, \mathcal{E}]$ has projective and injective model structures if $(D_1 \times D_0 -)$ preserves cofibrations and acyclic cofibrations. In particular, this occurs if the cofibrations in $\mathcal{E}$ are the monomorphisms and the target map $D_1 \to D_0$ is a sharp morphism [Rez98], i.e. the pullback functor $\mathcal{E}/D_0 \to \mathcal{E}/D_1$ preserves weak equivalences (e.g. $\mathcal{E}$ is right proper and it is a fibration). For $\mathcal{E} = \mathcal{V}$, this projective model structure was constructed in [Hor15, Proposition 6.6].

Now a bar construction has always been thought of as a “cofibrant resolution” of a sort; we will show that it is in fact a projective cofibrant replacement. Related results include [Hir03, Proposition 14.8.8] and [Gam10] as well as [Hor15, Propositions 6.9 and 6.10]. However, we need to strengthen the hypotheses of Proposition 8.2 a little.

Following [RV14, §4], for a two-variable functor $\star : \mathcal{M} \times \mathcal{N} \to \mathcal{P}$ we write its Leibniz (or “pushout-product”) two-variable functor as $\hat{\star} : \mathcal{M}^2 \times \mathcal{N}^2 \to \mathcal{P}^2$. In order to use this notation for the “application” functor $[\mathcal{M}, \mathcal{N}] \times \mathcal{M} \to \mathcal{N}$, we denote the latter by $\hat{\odot}$; thus $F \hat{\odot} X = F(X)$.

**Definition 8.6.** Let $S, T : \mathcal{M} \to \mathcal{N}$ be functors between a pair of model categories, and $\alpha : S \to T$ a natural transformation. We say $\alpha$ is a Quillen cofibration if for
any cofibration \( i : A \to B \) in \( \mathcal{M} \), the “Leibniz application” \( \alpha \hat{\circ} i \):

\[
\begin{array}{ccc}
SA & \xrightarrow{\alpha_A} & TA \\
\downarrow{s_i} & & \downarrow{\tau} \\
SB & \xrightarrow{\alpha_B} & TB
\end{array}
\]

(8.7)

is a cofibration that is acyclic if \( i \) is.

**Lemma 8.8.** Given Quillen cofibrations \( \alpha : S \to T \) and \( \beta : P \to Q \) between pushout-preserving functors \( S,T : \mathcal{M} \to \mathcal{N} \) and \( P,Q : \mathcal{N} \to \mathcal{P} \), their “Leibniz composite”

\[
\beta \circ \alpha : (Q \circ S) \amalg (P \circ T) \longrightarrow (Q \circ T)
\]

is again a Quillen cofibration.

**Proof.** By the usual arguments (cf. [RV14, Observation 4.7]), we have \((\beta \circ \alpha) \hat{\circ} i \cong \beta \hat{\circ} (\alpha \hat{\circ} i)\), so we can apply the assumptions on \( \alpha \) and \( \beta \) in succession. □

**Remark 8.9.** There is a dual notion of a Quillen fibration. If \( S \) and \( T \) have right adjoints \( S^* \) and \( T^* \), then \( \alpha : S \to T \) is a Quillen cofibration if and only if its mate \( \alpha^* : T^* \to S^* \) is a Quillen fibration. Quillen cofibrations can also be defined by a left lifting property in \([\mathcal{M}, \mathcal{N}]\) against “Leibniz right Kan extensions” of a cofibration and a fibration one of which is acyclic, using the fact that the two-variable application functor \([\mathcal{M}, \mathcal{N}] \times \mathcal{M} \to \mathcal{N}\) has an adjoint on one side.

**Example 8.10.** A functor is Quillen cofibrant (i.e. \( \emptyset \to T \) is a Quillen cofibration, where \( \emptyset \) is the functor constant at the initial object) if and only if it preserves cofibrations and acyclic cofibrations. Hence Quillen cofibrant left adjoints are precisely left Quillen functors (hence the name “Quillen cofibration”).

**Definition 8.11.** If \( T \) is a monad on a model category whose unit \( \text{Id} \to T \) is a Quillen cofibration, we say that \( T \) is Quillen unit-cofibrant. Dually, we have the notion of a Quillen counit-fibrant comonad.

Since the identity functor is Quillen cofibrant, any Quillen unit-cofibrant monad is also a Quillen cofibrant functor, but not conversely.

**Example 8.12.** If \( \mathcal{V} \) is a monoidal model category, \( \mathcal{N} \) is a \( \mathcal{V} \)-model category, and \( j : K \to L \) is a cofibration in \( \mathcal{V} \), then \((j \circ -) : (K \circ -) \to (L \circ -)\) is a Quillen cofibration. In particular, the monad on \( \mathcal{N} \) induced by a monoid \( D \) in \( \mathcal{V} \), whose algebras are \( D \)-modules, is Quillen unit-cofibrant if the unit map \( I \to D \) is a cofibration in \( \mathcal{V} \).

**Example 8.13.** Let \( \mathcal{V} \) be a monoidal model category and \( \mathcal{E} \) a \( \mathcal{V} \)-model category, and let \( \mathcal{O} \) be a small set. Let \( \mathcal{W} = \mathcal{V}^{\mathcal{O} \times \mathcal{O}} \) with the “matrix multiplication” monoidal structure, \((A \otimes B)(x,y) = \bigsqcup_z A(x,z) \otimes B(z,y)\) with unit \( \mathbb{I}_\mathcal{W}(x,y) = \mathbb{I}_\mathcal{V} \) if \( x = y \) and \( \emptyset \) otherwise. Let \( \mathcal{N} = \mathcal{E}^{\mathcal{O}} \) with the usual product model structure, with \( \mathcal{W} \)-enriched hom-objects \( \mathcal{N}(X,Y)(x,y) = \mathcal{E}(X(x),Y(y)) \), so that the copower is “matrix multiplication” \((A \otimes X)(x) = \bigsqcup_y A(x,y) \otimes X(y)\). Then \( \mathcal{W} \) is a monoidal model category and \( \mathcal{N} \) is a \( \mathcal{W} \)-model category, so Example 8.12 applies.
In particular, note that a small \( \mathcal{V} \)-category \( \mathcal{D} \) can be regarded as a monoid in \( \mathcal{W} \), and the algebras for the resulting monad on \( \mathcal{N} \) are enriched presheaves on \( \mathcal{D} \). This monad is Quillen unit-cofibrant if each hom-object \( \mathcal{D}(x,y) \) is cofibrant and each unit map \( I \to \mathcal{D}(x,x) \) is a cofibration in \( \mathcal{V} \).

**Example 8.14.** Let \( \mathcal{E} \) be a simplicial model category that is a Grothendieck topos and whose cofibrations are the monomorphisms, and \( O \in \mathcal{E} \) an object. Let \( \mathcal{W} = \mathcal{E}/(O \times O) \), regarded as the category of spans \( O \leftarrow A \to O \) with the span-composition monoidal structure (pullback over \( O \)). Let \( \mathcal{N} = \mathcal{E}/O \) with the usual slice model structure, with \( \mathcal{W} \)-enrichment \( \mathcal{N}(X,Y) \) the local exponential in \( \mathcal{W} \) of \( \pi_1^*X \) and \( \pi_2^*Y \), so that the copower is again pullback over \( O \):

![Diagram]

A monoid in \( \mathcal{W} \) is an internal category in \( \mathcal{E} \), and the algebras for the induced monad on \( \mathcal{N} \) are the internal presheaves.

Now \( \mathcal{W} \) is not in general a monoidal model category. But if \( i : A_1 \to A_2 \) is a monomorphism for which the target morphisms \( A_1 \to O \) and \( A_2 \to O \) are sharp morphisms, then the induced morphism of endofunctors of \( \mathcal{N} \) is a Quillen cofibration. To see this, let \( j : B_1 \to B_2 \) be a cofibration in \( \mathcal{N} \) and construct the map:

![Diagram]

But the outer square is a pullback, hence the pushout is a union of subobjects in the topos \( \mathcal{E}/O \); so \( i \times_O j \) is a monomorphism. If \( j \) is acyclic, then so are \( A_1 \times_O j \) and \( A_2 \times_O j \) since \( A_1 \) and \( A_2 \) are sharp over \( O \); hence the pushout of the former is again an acyclic cofibration, and so by 2-out-of-3 \( i \times_O j \) is also acyclic.

Since identity maps are sharp, and the inclusion of the identities \( O \to A \) of an internal category is monic, any internal category with sharp target-morphism \( A \to O \) induces a Quillen unit-cofibrant monad on \( \mathcal{E}/O \).

**Theorem 8.15.** Let \( \mathcal{N} \) be a simplicial model category, \( \mathcal{M} \) a simplicial category, and \( F : \mathcal{N} \rightleftarrows \mathcal{M} : U \) a simplicial adjunction such that \( U \) preserves pushouts and \( UF \) is Quillen unit-cofibrant. If \( g : A \to B \) is a \( U \)-cofibration in \( \mathcal{M} \), then

\[
\mathcal{B}(F,UF,Ug) : \mathcal{B}(F,UF,UA) \to \mathcal{B}(F,UF,UB)
\]

is a projective cofibration, and a projective acyclic cofibration if \( g \) is \( U \)-acyclic.

**Proof.** We will consider the \( U \)-cofibration case; the acyclic one is entirely analogous. Thus, let \( g \) be a \( U \)-cofibration; we must show that \( \mathcal{B}(F,UF,Ug) \) has the left lifting property against any \( U \)-acyclic \( U \)-fibration \( p : X \to Y \). Since geometric realization
is left adjoint to the “total singular object” functor $Y \mapsto \Delta[\bullet] \pitchfork Y$, this means we must lift in any square

$$
\begin{array}{ccc}
B_{\bullet}(F, UF, UA) & \longrightarrow & \Delta[\bullet] \pitchfork X \\
\downarrow & & \downarrow \\
B_{\bullet}(F, UF, UB) & \longrightarrow & \Delta[\bullet] \pitchfork Y
\end{array}
$$

in $[\Delta^{op}, \mathcal{M}]$. Using the Reedy structure on $\Delta$, this means we must inductively find lifts in squares of the form

$$
B_n(F, UF, UA) \amalg B_n(F, UF, UB) \longrightarrow (\Delta[n] \pitchfork Y) \times_{(\partial\Delta[n] \pitchfork Y)} (\partial\Delta[n] \pitchfork X).
$$

in $\mathcal{M}$. Now, none of the degeneracy maps involved in building the colimits on the left-hand side of this square involve the outermost copy of $F$ in $B_n(F, UF, UA) = \underbrace{FU \cdots FU}_{n+1} Z = F \underbrace{UF \cdots UF}_{n} UZ$.

Since $F$ preserves colimits, this left-hand morphism is therefore $F$ applied to an analogous colimit construction. Specifically, let $\Delta^{op\uparrow}$ be the category of degeneracy maps in $\Delta^{op}$; then the restriction of $B_{\bullet}(F, UF, UZ)$ to $\Delta^{op\uparrow}$ can be written as $F$ applied pointwise to a diagram $B'_{\bullet}(UZ) \in [\Delta^{op\uparrow}, \mathcal{M}]$, where

$$
B'_{\bullet}(W) = \underbrace{UF \cdots UF}_{n} W.
$$

Thus, since $F$ preserves colimits, by the adjunction $F \dashv U$ it suffices to find a lift in the adjunct square

$$
\begin{array}{ccc}
B'_n(UA) \amalg B'_n(UB) & \longrightarrow & \Delta[n] \pitchfork UX \\
\downarrow & & \downarrow \\
B'_n(UB) & \longrightarrow & (\Delta[n] \pitchfork UY) \times_{(\partial\Delta[n] \pitchfork UY)} (\partial\Delta[n] \pitchfork UX)
\end{array}
$$

where on the right we have also used the fact that $U$ preserves pullbacks and simplicial powers, since it is a simplicial right adjoint. And this right-hand morphism is an acyclic fibration, since $U_{fp} : UX \rightarrow UY$ is an acyclic fibration by assumption and $\mathcal{M}$ is a simplicial model category; thus it will suffice to show the left-hand map is a cofibration in $\mathcal{M}$.

Since $Ug$ is a cofibration in $\mathcal{M}$, it will suffice to show that the functor $B'_{\bullet} : \mathcal{M} \rightarrow [\Delta^{op\uparrow}, \mathcal{M}]$ takes cofibrations to Reedy cofibrations. Inspecting the definition, this is equivalent to saying that each latching map transformation $L_n B' \rightarrow B'_n$ is a Quillen cofibration between endofunctors of $\mathcal{M}$, i.e. that $B'$ is “Reedy Quillen cofibrant”. At this point the argument essentially reduces to a classical one showing that bar constructions are Reedy cofibrant (a.k.a. “good” or “proper”) when the “unit maps” are cofibrations (e.g. [May72, Proposition A.10] and [Shu06, Proposition 23.6]); again we simply package it abstractly.

We can express $\Delta^{op\uparrow}$ as the category of finite ordinals with distinct endpoints and injective endpoint-preserving monotone maps. But injectivity means we can also discard the endpoints and identify $\Delta^{op\uparrow}$ with the category of finite (possibly empty) ordinals and injective monotone maps. In particular, the reduced slice category
Let \( \Delta^{op} \cong [n] \), over which the colimit defining \( L_nB' \) is taken, is isomorphic to the poset of proper subsets of an \( n \)-element set.

Let \( A \) be the category \((a \leftarrow b \rightarrow c)\), and regard \([n + 1] \in \Delta^{op} \) as the \((n + 1)\)-element ordinal \( \{1, \ldots, n\} \). There is a functor \( q : (\Delta^{op} \cong [n + 1]) \to A \) which sends the subset \( \{1, \ldots, n\} \) to \( a \), all of its proper subsets to \( b \), and all other proper subsets of \([n + 1] \) (those containing \( \emptyset \)) to \( c \). This functor is an opfibration, so that colimits over \( \Delta^{op} \cong [n + 1] \) (such as that defining \( L_{n+1}B' \)) can be computed by first taking colimits over the fibers of \( q \) and then a colimit over \( A \) (i.e. a pushout).

The induced functor \( q^{-1}(b) \to q^{-1}(c) \) is an isomorphism (given by adding \( \emptyset \) to a subset), and these fibers \( q^{-1}(b) \) and \( q^{-1}(c) \) are both isomorphic to \( \Delta^{op} \cong [n] \).

Moreover, when the diagram whose colimit is \( L_{n+1}B' \) is restricted to these fibers, it becomes the diagrams whose colimits are \( L_nB' \) and \( UF \circ L_nB' \) respectively. Thus we obtain an expression of \( L_{n+1}B' \) as a pushout:

\[
\begin{array}{ccc}
L_nB' & \longrightarrow & UF \circ L_nB' \\
\downarrow & \searrow & \downarrow \\
B'_n & \longrightarrow & L_{n+1}B' \\
& \searrow & \\
& & (UF \circ B'_n) \cong B'_{n+1}
\end{array}
\]

which identifies the latching map \( L_{n+1}B' \to B'_{n+1} \) as a Leibniz composite of the latching map \( L_nB' \to B'_n \) with the unit \( \Id \to UF \). Since by assumption all the functors preserve pushouts and \( UF \) is Quillen unit-cofibrant, it follows by Lemma 8.8 and induction on \( n \) that each map \( L_nB' \to B'_n \) is a Quillen cofibration. (The base case \( L_0B' \to B'_0 \) is \( \emptyset \to \Id \), a Quillen cofibration as remarked above.)

**Corollary 8.16.** Let \( \mathcal{N} \) be a simplicial model category, \( \mathcal{M} \) a simplicial category, and \( F : \mathcal{N} \xrightarrow{\sim} \mathcal{M} : U \) a simplicial adjunction such that \( U \) preserves pushouts and geometric realizations and \( UF \) is Quillen unit-cofibrant. If \( X \in \mathcal{M} \) is \( U \)-cofibrant, then the augmentation \( B(F,UF,UX) \to X \) is a projective cofibrant replacement (i.e. a weak equivalence from a projective cofibrant object).

Since our main interest is in injective model structures, we henceforth dualize everything. Thus, a forgetful simplicial functor \( U : \mathcal{M} \to \mathcal{N} \) preserving totalizations (the dual of geometric realization) and having a simplicial right adjoint \( G \) yields a **coobar construction** \( C(G,UG,U-) \) with a natural coaugmentation \( \nu_X : X \to C(G,UG,UX) \) such that \( U\nu_X \) is a simplicial strong deformation retraction (hence \( \nu_X \) is a \( U \)-weak equivalence). If \( U \) also preserves pullbacks and the counit \( UG \to \Id \) is a Quillen fibration, then \( C(G,UG,U-) \) takes \( U \)-fibrations to injective fibrations and \( U \)-acyclic \( U \)-fibrations to injective acyclic fibrations. In particular, if \( X \) is \( U \)-fibrant, then \( C(G,UG,UX) \) is injectively fibrant; so if \( \mathcal{M} \) has a \( U \)-fibrant replacement functor \( R \), we obtain an injective fibrant replacement \( X \to RX \to C(G,UG,URX) \).

Importantly, we can also extend this to a factorization of morphisms.
**Definition 8.17.** Given a morphism $f : X \to Y$ in $\mathcal{M}$, its **relative cobar construction** is the pullback $E f$ shown below:

\[
\begin{array}{c}
X \downarrow \mathllap{\nu_X} \\
\downarrow f \\
Ef \downarrow \mathllap{\nu_f} \\
\downarrow \mathllap{\rho_f} \\
Y \downarrow \mathllap{\nu_Y} \\
\end{array}
\xrightarrow{\lambda_f} \\
\xrightarrow{\mathllap{\mu_X}} \\
\xrightarrow{\mathllap{\mu_Y}} \\
C(G, UG, UX) \downarrow \mathllap{\mu_{UX}} \\
\downarrow \mathllap{\mu_{UY}} \\
C(G, UG, UY) \downarrow \mathllap{\mu_{UY}} \\
\end{array}
\]

(8.18)

We call the functorial factorization $f = \rho_f \circ \lambda_f$ the **cobar factorization**.

**Lemma 8.19.** If $U : \mathcal{M} \to \mathcal{N}$ preserves pullbacks and has a right adjoint $G$, then the cobar functorial factorization is cartesian in the sense of Example 3.14.

**Proof.** The cobar construction $C(G, UG, U-) \xrightarrow{}$ preserves pullbacks, since $U$ and $G$ do, as does totalization of cosimplicial objects (being a limit construction). Thus any pullback square

\[
\begin{array}{c}
X' \rightarrow \rightarrow X \\
\downarrow \mathllap{f'} \downarrow \mathllap{f} \\
Y' \rightarrow \rightarrow Y \\
\end{array}
\]

gives rise to a commutative cube:

\[
\begin{array}{c}
Ef' \rightarrow \rightarrow C(G, UG, UX') \\
\downarrow \mathllap{\rho_{f'}} \downarrow \mathllap{\rho_f} \\
Y' \rightarrow \rightarrow Y \\
\end{array}
\xrightarrow{\lambda_f} \\
\xrightarrow{\mathllap{\mu_X}} \\
\xrightarrow{\mathllap{\mu_Y}} \\
\xrightarrow{\mathllap{\mu_{UX'}}} \\
\xrightarrow{\mathllap{\mu_{UY'}}} \\
\xrightarrow{\mathllap{\mu_{UY}}}
\end{array}
\]

in which the right-hand face as well as the front and back faces are pullbacks. Thus the left-hand face is also a pullback, i.e. $E$ is cartesian. \hfill \Box

**Lemma 8.20.** Suppose $U : \mathcal{M} \to \mathcal{N}$ preserves pullbacks and has a simplicial right adjoint $G$ such that $UG$ is Quillen counit-fibrant. Then whenever $f$ is a $U$-fibration, $\rho_f$ is an injective fibration.

**Proof.** It is a pullback of $C(G, UG, Uf)$, which is an injective fibration by the dual of Theorem 8.15. \hfill \Box

**Lemma 8.21.** If $U : \mathcal{M} \to \mathcal{N}$ has a simplicial right adjoint $G$ and preserves totalizations and pullbacks, then for any $f$ with cobar factorization $f = \rho_f \lambda_f$, the map $U\lambda_f$ in $\mathcal{N}$ is the inclusion of a simplicial strong deformation retract over $UY$.

**Proof.** The strong deformation retraction of Corollary 7.6 is natural (on functors with codomain $\mathcal{N}$, not $\mathcal{M}$). Thus, these retractions for $U\nu_Y$ and $U\nu_X$ induce one for $U\lambda_f$, using the enriched universal property of the pullback $U(Ef)$ (which is also a pullback since $U$ preserves pullbacks). \hfill \Box

We can now deduce our desired characterization of injective fibrations.
Theorem 8.22. Let \( U : \mathcal{M} \to \mathcal{N} \) be a simplicial functor with both simplicial adjoints \( F \dashv U \dashv G \), where \( \mathcal{N} \) is a simplicial model category, and suppose that:

(i) \( UG \) is Quillen counit-fibrant (equivalently, \( UF \) is Quillen unit-cofibrant).

(ii) Inclusions of simplicial strong deformation retracts are cofibrations in \( \mathcal{N} \) (hence automatically acyclic cofibrations).

Then a map \( f : X \to Y \) in \( \mathcal{M} \) is an injective fibration if and only if it is a \( U \)-fibration and the map \( \lambda_f : X \to Ef \) has a retraction over \( Y \).

In particular, an object \( X \) is injectively fibrant if and only if it is \( U \)-fibrant and the map \( \nu_X : X \to C(G, UG, UX) \) has a retraction.

Proof. Since \( U \) is a simplicial right adjoint, it preserves totalizations and pullbacks, so Theorem 8.15 and Lemma 8.21 apply. In one direction, if \( f \) is a \( U \)-fibration, then by Lemma 8.20 \( \rho_f \) is an injective fibration. Thus, if \( f \) is a retract of it, then \( f \) is also an injective fibration.

Conversely, suppose \( f : X \to Y \) is an injective fibration. Since (i) implies that \( UG \) is also Quillen fibrant, the argument of Proposition 8.2 tells us that \( f \) is a \( U \)-fibration. Moreover, by Lemma 8.21 and (ii) \( \lambda_f \) is a \( U \)-acyclic \( U \)-cofibration; thus \( f \) has right lifting for it, yielding the desired retraction. \( \square \)

Note that Theorem 8.22(ii) is automatically satisfied if the cofibrations in \( \mathcal{N} \) are the monomorphisms. If in addition \( \mathcal{N} \) is right proper, an alternative proof of Lemma 8.21 is to observe that the composite of \( U\lambda_f \) with the weak equivalence \( U\nu_f \) is the acyclic cofibration \( U\nu_X \), hence it is an acyclic cofibration.

Example 8.23. The dual of Theorem 8.22(ii) seems harder to satisfy in general, but one example where it holds is the “trivial model structure” \([\text{Lac07}]\) on a 2-category. In particular, if in Example 8.13 we let \( \mathcal{V} = \mathcal{Cat} \) with its canonical model structure and \( \mathcal{E} \) be a 2-category with its trivial model structure, then for any small 2-category \( \mathcal{D} \), the dual of Theorem 8.22 applies to the projective model structure on the category \([\mathcal{D}^{op}, \mathcal{E}]\) of 2-functors and strict 2-natural transformations. In this case, as mentioned in Remarks 7.1 and 7.2, the simplicial bar construction coincides with the codescent data of \([\text{Lac02}]\), and its realization with the corresponding pseudomorphism classifier \( A^* \). Thus we recover \([\text{Lac07}, \text{Theorem 4.12}]\) for the projective model structure: the cofibrant presheaves are the flexible ones.

Dually, when \( \mathcal{E} \) has its “cotrivial” model structure, the injectively fibrant objects are the coflexible presheaves: those that are retracts of their pseudomorphism coclassifier \( A^* \), whose universal property is that strict 2-natural transformations \( B \to A^* \) are bijective to pseudonatural ones \( B \dashv A \). Explicitly, an element of \( A^* \) is an element \( a \in A_x \) together with, for each nonidentity \( \xi : y \to x \) in \( \mathcal{D} \), an object \( a_\xi \in A_y \) and an isomorphism \( a_\xi \cong \xi^*(a) \). (This construction is familiar to type theorists as the “right adjoint splitting” of a comprehension category \([\text{Hof94, LW15}]\).)

Thus, a presheaf \( A \) is injectively fibrant if any such “section with specified pseudo-restrictions” can be “rectified” to a single section, in a way that is strictly natural and fixes the image of \( A \to A^* \) (which is defined by taking \( a_\xi = \xi^*(a) \) for all \( \xi \)). A similar explicit interpretation can be given for arbitrary \( \mathcal{V} \).

Remark 8.24. When \( \mathcal{D} \) is a direct category, a generalized direct category \([\text{BM11}]\), or an elegant Reedy category \([\text{BR13}]\), the injective model structure coincides with the Reedy one. It is an interesting exercise to work out explicitly how in such cases Theorem 8.22 ends up describing the Reedy fibrations. Intuitively, in a Reedy fibration we can inductively construct “rectifications” for families of pseudo-restrictions.
as described above, by successively applying the path lifting property for each matching object fibration $A_x \to M_x A$. That is, in these special cases the “natural rectifiability” property of Theorem 8.22 can be reduced to a family of non-interacting path lifting properties, one for each object of $\mathcal{D}$; but in the general case the naturality must be included in the operation.

The only explicit characterization of a non-Reedy injective model structure that I am aware of is [Bor15, Bor19] for $\mathcal{D}$ the 2-element group. We leave it to the interested reader to relate this characterization directly to Theorem 8.22.

As an aside, if pointwise factorizations exist we can use Theorem 8.22 to construct injective model structures, not requiring local presentability.

**Corollary 8.25.** In the situation of Theorem 8.22, suppose furthermore that

(iii) Every morphism in $\mathcal{M}$ factors as a $U$-cofibration followed by a $U$-acyclic $U$-fibration, and as a $U$-acyclic $U$-cofibration followed by a $U$-fibration.

Then the injective model structure on $\mathcal{M}$ exists.

**Proof.** Given a map $f$ to factor, first write $f = gi$ with $i$ a $U$-acyclic $U$-cofibration and $g$ a $U$-fibration, then factor $g = \rho g \lambda g$ as above. Then $\rho g$ is an injective fibration, while $\lambda g$ is (by Lemma 8.21 and (ii)) a $U$-acyclic $U$-cofibration, hence so is $\lambda g i$. The other factorization is analogous. □

**Corollary 8.26.** Suppose $\mathcal{V}$ is a symmetric monoidal simplicial model category, $\mathcal{M}$ is a $\mathcal{V}$-model category, and $\mathcal{D}$ is a small $\mathcal{V}$-category such that each $\mathcal{D}(x,y)$ is cofibrant and each $I \to \mathcal{D}(x,y)$ is a cofibration in $\mathcal{V}$. Suppose moreover that inclusions of simplicial strong deformation retracts are cofibrations in $\mathcal{M}$, and that one of the following holds:

(a) $\mathcal{M}$ is cofibrantly generated.
(b) $\mathcal{M}$ has $\mathcal{V}$-enriched functorial factorizations.
(c) $\mathcal{D}$ is the free $\mathcal{V}$-category generated by an ordinary category.

Then the injective model structure on $[\mathcal{D}^{\text{op}}, \mathcal{M}]$ exists.

**Proof.** Theorem 8.22(i) holds by Example 8.13 and (ii) by assumption, so it suffices to verify Corollary 8.25(iii). In cases (b) and (c) we can simply apply the factorizations of $\mathcal{M}$ pointwise, while in case (a) the projective model structure exists and its factorizations are in particular pointwise ones. □

We now return to our main goal of constructing type-theoretic model toposes.

**Theorem 8.27.** Let $\mathcal{E}$ be a type-theoretic model topos and $T$ a simplicially enriched Quillen unit-cofibrant monad on $\mathcal{E}$ having a simplicial right adjoint $S$. Then the category $\mathcal{E}^T$ of $T$-algebras is again a type-theoretic model topos.

**Proof.** Since $T$ is a simplicially enriched monad, $\mathcal{E}^T$ is a simplicially enriched category. And since $T$ has a simplicial right adjoint $S$, there is an induced simplicial comonad structure on $S$ such that the $T$-algebras coincide with the $S$-coalgebras, and thus the forgetful functor $U : \mathcal{E}^T \to \mathcal{E}$ has both simplicial adjoints. Hence by Proposition 8.2, the injective model structure on $\mathcal{E}^T$ exists and is proper, combinatorial, and simplicial. Moreover, $S$ is a simplicially enriched comonad that preserves finite limits, and the simplicial enrichment carries through the proof in [Joh02, Theorem A4.2.1] that the category of coalgebras for a finite-limit-preserving comonad inherits local cartesian closure; thus $\mathcal{E}^T$ is simplicially locally cartesian closed. And
as $S$ is a right adjoint, it is accessible and left exact; hence its category of coalgebras is again a Grothendieck topos (it is an elementary topos by [Joh02, Theorem A4.2.1], and locally presentable by the limit theorem of [MP89]).

Finally, if $F$ is the locally representable and relatively acyclic notion of fibred structure for the fibrations of $E$, let $F^T = U^{-1}(F) \times_E R_E$, where $R_E$ is as in Example 3.7 for the cobar functorial factorization $E$ of Definition 8.17. By Lemma 8.19 and Example 3.14, $R_E$ and hence $F^T$ are locally representable, and by Theorem 8.22 and Proposition 5.18 $F^T$ is relatively acyclic and the morphisms with $F^T$-structure are the injective fibrations.

Remark 8.28. The category of algebras for a cocontinuous monad on a presheaf category is again a presheaf category. Thus if $E$ in Theorem 8.27 is a presheaf topos, so is $E^T$ (cf. Remark 6.12).

In fact, however, the proof of Theorem 8.27 really relies more on the comonad $S$. The fact that $S$ has a left adjoint $T$ is only used to show that $S$ preserves finite limits and totalizations, that injective fibrations are $U$-fibrations, and that $S$-coalgebras satisfy the acyclicity condition to lift the model structure. The latter property could also be proven with the dual of “Quillen’s path object argument”, while the others could be assumed explicitly of a comonad, yielding a closer analogue of [Joh02, Theorem A4.2.1] for type-theoretic model toposes.

Corollary 8.29. If $E$ is a type-theoretic model topos and $D$ is a small simplicially enriched category, then the injective model structure on $[D^{op}, E]$ is a type-theoretic model topos.

Proof. By Examples 8.4 and 8.13, the monad on $E^{ob} \cdot D$ whose category of algebras is $[D^{op}, E]$ is Quillen unit-cofibrant, and has a simplicial right adjoint.

Corollary 8.29 is the main result we want: combined with left exact localizations (which we discuss in the next section) it will show that type-theoretic model toposes suffice to present all $(\infty,1)$-toposes. (Note that it includes the models of [Shu15b, §11] and [Shu15a].) However, Theorem 8.27 yields many other examples as well.

Corollary 8.30. If $E$ is a type-theoretic model topos and $D$ is an internal category in $E$ whose target map $t : D_1 \to D_0$ is sharp, then the category $[D^{op}, E]$ of internal presheaves on $D$ is a type-theoretic model topos.

Proof. By Examples 8.5 and 8.14, the monad on $E/D_0$ whose category of algebras is $[D^{op}, E]$ is Quillen unit-cofibrant, and since $E$ is simplicially locally cartesian closed it is a simplicial monad with a simplicial right adjoint.

Corollary 8.31. If $E$ is a type-theoretic model topos and $D$ is a small $E$-enriched category such that every object $D(x, y)$ is sharp, then the injective model structure on $[D^{op}, E]$ is a type-theoretic model topos.

Proof. Although $E$ may not be a cartesian monoidal model category, monomorphisms in a topos are always preserved by Leibniz products, and acyclicity of one factor is preserved if the other has sharp domain and codomain, similarly to Example 8.14. Thus the monad on $E^{ob} \cdot D$ whose category of algebras is $[D^{op}, E]$ is again Quillen unit-cofibrant, and has a simplicial right adjoint.

Corollary 8.32. If $E_1$ and $E_2$ are type-theoretic model toposes and $F : E_1 \rightleftarrows E_2 : G$ is a simplicial Quillen adjunction, then the comma category $(E_1 \downarrow G)$ (a.k.a. the “Artin gluing”) is also a type-theoretic model topos.
Proof. By Proposition 6.11, $\mathcal{E}_1 \times \mathcal{E}_2$ is a type-theoretic model topos. Define a simplicial monad $T$ on $\mathcal{E}_1 \times \mathcal{E}_2$ by $T(X_1, X_2) = (X_1, FX_1 \amalg X_2)$, with right adjoint $S(Y_1, Y_2) = (Y_1 \times FY_2, Y_2)$. The Leibniz application of the unit $\text{Id} \to T$ to a pointwise cofibration $i = (i_1, i_2) : (A_1, A_2) \hookrightarrow (B_1, B_2)$ is

$$(\text{id}, Fi_1 \amalg \text{id}) : (B_1, FA_1 \amalg B_2) \rightarrow (B_1, FB_1 \amalg B_2)$$

which is a pointwise cofibration that is acyclic if $i$ is, since $F$ is left Quillen. Thus $T$ is Quillen unit-cofibrant, so Theorem 8.27 applies. \[\square\]

We can obtain the models of [Shu17] by applying Corollary 8.32 iteratively with $\mathcal{E}_1 = \mathcal{S}$; hence they are type-theoretic model toposes. (In fact they are also instances of Corollary 8.30.) More generally, colax limits of diagrams of right Quillen functors can be constructed analogously, yielding type-theoretic model toposes like the models of [Shu15b, §12]. As in [Joh02, B3.4] and [Lur09, §6.3.2], these should present colimits of $(\infty, 1)$-toposes.

9. Internal localizations

Let $\mathcal{E}$ be a type-theoretic model topos. In the next section we will show that any left exact localization of $\mathcal{E}$ is again a type-theoretic model topos; in this section we begin by studying the wider class of internal localizations.

For an object $A \in \mathcal{E}$, we write $A^*$ for the pullback functor $\mathcal{E} \to \mathcal{E}/A$, taking $X$ to the product $A \times X$. Recall that $f_*$ denotes the right adjoint of pullback $f^*$.

**Definition 9.1.** Let $S$ be a class of fibrations between fibrant objects in $\mathcal{E}$.

- $S^{pb}$ denotes the class of all pullbacks of morphisms in $S$:

$$S^{pb} = \{ g^* f \mid (f : A \to B) \in S, g : C \to B \}$$

- For $X \in \mathcal{E}$, $X*S$ denotes the class of pullbacks of morphisms in $S$ to $\mathcal{E}/X$:

$$X*S = \{ X^* f \mid f \in S \}$$

Of course even when $S$ is a set, $S^{pb}$ is a proper class, but it is nevertheless “generated by a set” in the relevant sense (cf. [Lur09, Proposition 6.2.1.2]):

**Lemma 9.2.** For any set $S$ of fibrations between fibrant objects, there is a set of morphisms $S'$ such that an object is $S'$-local if and only if it is $S^{pb}$-local.

**Proof.** By [Dug01, Proposition 4.7], there is a regular cardinal $\lambda$ such that all canonical maps $\text{hocolim}_{\mathcal{E}_\lambda}W \to X$ are weak equivalences, where $\mathcal{E}_\lambda$ is the full subcategory of $\lambda$-compact objects. Let $S'$ be a set of representatives for the pullbacks of morphisms in $S$ to $\lambda$-compact objects, and consider some $f : A \to B$ in $S$ and some $g : X \to B$. Then we have a commutative square as on the left:
inducing for any fibrant object $Z$ a commutative diagram:

$$\begin{align*}
\mathcal{E}(X, Z) & \xrightarrow{\sim} \mathcal{E}\left(\text{hocolim}_{\delta \geq g \rightarrow W \rightarrow X} (W), Z\right) \\
& \xrightarrow{\sim} \text{holim}_{\delta \geq g \rightarrow W \rightarrow X} \mathcal{E}(W, Z) \\
\mathcal{E}(g^*f, Z) & \\
\mathcal{E}(X \times_B A, Z) & \xrightarrow{\sim} \mathcal{E}\left(\text{hocolim}_{\delta \geq g \rightarrow W \rightarrow X} (W \times_B A), Z\right) \\
& \xrightarrow{\sim} \text{holim}_{\delta \geq g \rightarrow W \rightarrow X} \mathcal{E}(W \times_B A, Z)
\end{align*}$$

Now if $Z$ is $S'$-local, each map $\mathcal{E}(W, Z) \to \mathcal{E}(W \times_B A, Z)$ is a weak equivalence, and homotopy limits preserve weak equivalences. Thus the right-hand map above is a weak equivalence, hence by 2-out-of-3 so is the left-hand map; so $Z$ is $S_{pb}$-local. The converse is obvious. □

Since $\mathcal{E}$ is combinatorial, its left Bousfield localization at $S'$, hence at $S_{pb}$, exists.

**Lemma 9.3.** For a fibrant object $Z$ and a class $S$ of fibrations between fibrant objects, the following are equivalent.

(i) $Z$ is $S_{pb}$-local.

(ii) For all $f : A \to B$ in $S$, the induced morphism

$$(9.4) \quad \tilde{f}_Z : B^*Z \to f_*A^*Z$$

is a weak equivalence in $\mathcal{E}/B$.

**Proof.** Since $f$ is a fibration and $Z$ is fibrant, both $B^*Z$ and $f_*A^*Z$ are fibrant in $\mathcal{E}/B$. Thus (ii) is equivalent to saying that for any $(f : A \to B) \in S$ and $g : X \to B$ in $\mathcal{E}/B$ the induced map of simplicial hom-spaces

$$\mathcal{E}/B(X, B^*Z) \to \mathcal{E}/B(X, f_*A^*Z)$$

is an equivalence. However, by the simplicial adjunction $\mathcal{E}/B \rightleftarrows \mathcal{E}$, we have $\mathcal{E}/B(X, B^*Z) \cong \mathcal{E}(X, Z)$. Similarly, since $\mathcal{E}$ is simplicially locally cartesian closed, we have a simplicial adjunction $f^* : \mathcal{E}/B \rightleftarrows \mathcal{E}/A : f_*$, so that

$$\mathcal{E}/B(X, f_*A^*Z) \cong \mathcal{E}/A(f^*X, A^*Z) \cong \mathcal{E}(X \times_B A, Z).$$

Under these isomorphisms (9.4) is identified with

$$\mathcal{E}(g^*f, Z) : \mathcal{E}(X, Z) \to \mathcal{E}(X \times_B A, Z)$$

and to say that this is an equivalence for all $f \in S$ is precisely (i). □

**Lemma 9.5.** For any set $S$ of fibrations between fibrant objects and any square

$$\begin{array}{ccc}
Z & \xrightarrow{\sim} & W \\
\downarrow & & \downarrow \\
X & \xrightarrow{g \sim} & Y
\end{array}$$

such that the vertical maps are fibrations and the horizontal maps are weak equivalences, $W$ is $(Y^*S)^{pb}$-local in $\mathcal{E}/Y$ if and only if $Z$ is $(X^*S)^{pb}$-local in $\mathcal{E}/X$. 

Proof. By right properness, the induced map $Z \to g^*W$ is a weak equivalence between fibrant objects of $\mathcal{E}/X$. Since $B^*, A^*$, and $f_*$ in (9.4) are right Quillen functors, they preserve weak equivalences between fibrant objects. Thus we have

$$
\begin{array}{ccc}
B^*Z & \rightarrow & f_*A^*Z \\
\sim & & \sim \\
B^*g^*W & \rightarrow & f_*A^*g^*W
\end{array}
$$

in $\mathcal{E}/X$, so that by 2-out-of-3 $Z$ is $(X^*S)^{pb}$-local if and only if $g^*W$ is. On the other hand, we have $g^*(Y^*S) = X^*S$, and the construction of (9.4) commutes with pullback. Thus we have a triangle of pullback squares

$$
\begin{array}{ccc}
B^*g^*W & \sim & B^*W \\
\downarrow & & \downarrow & & \downarrow
\end{array}
\begin{array}{ccc}
f_*A^*g^*W & \sim & f_*A^*W \\
\downarrow & & \downarrow & & \downarrow
\end{array}
\begin{array}{ccc}
X & \sim & Y
\end{array}
$$

in which all the rightwards-pointing arrows are weak equivalences; so by 2-out-of-3 again, $g^*W$ is $(X^*S)^{pb}$-local if and only if $W$ is $(Y^*S)^{pb}$-local. □

**Proposition 9.6.** For any set $S$ of fibrations between fibrant objects in a type-theoretic model topos $\mathcal{E}$, there is a locally representable, relatively acyclic, and homotopy invariant notion of fibred structure $\mathbb{L}_S$ such that the maps admitting an $\mathbb{L}_S$-structure are the fibrations $Z \to Y$ that are $(Y^*S)^{pb}$-local in $\mathcal{E}/Y$.

Proof. Since $B^*Z$ and $f_*A^*Z$ in (9.4) are fibrations over $\mathcal{E}/B$, by [Shu15a, Lemma 4.3] for each $f$ and $Z$ there is a fibrant object $\text{Loc}_f Z := B_*\text{isEquiv}_B(fZ)$ such that $fZ$ is an equivalence if and only if $\text{Loc}_f Z$ has a global element, in which case it is acyclic (i.e. $\text{Loc}_f Z \to 1$ is an equivalence). This is because inside homotopy type theory the property of “being an equivalence” is a proposition. Hence, if we define $\text{Loc}_S Z := \prod_{f \in S} \text{Loc}_f Z$, then $Z$ is $(S^{pb})$-local if and only if $\text{Loc}_S Z$ has a global element, in which case it is also acyclic.

Furthermore, the construction of $\text{Loc}_S Z$ is stable under pullback: we have $X^*(\text{Loc}_S Z) \cong \text{Loc}_{X^*S}(X^*Z)$ coherently. Thus $\text{Loc}_S$ is a fibred core-endofunctor of $\mathcal{E}$, so Example 5.16 applies; hence $\text{Loc}_S^2(\mathbb{E}_*)$ is a locally representable and relatively acyclic notion of fibred structure. So if we define $\mathbb{L}_S = F \times \mathbb{L} \text{Loc}_S^2(\mathbb{E}_*)$, where $F$ is the given notion of fibred structure for fibrations in $\mathcal{E}$, then $\mathbb{L}_S$ is a locally representable and relatively acyclic notion of fibred structure. The previous paragraph, applied in $\mathcal{E}/Y$, shows that the $[\mathbb{L}_S]$-algebras over $Y$ are the $(Y^*S)^{pb}$-local fibrations. Finally, homotopy invariance follows from Lemma 9.5. □

**Remark 9.7.** In particular, by Theorem 5.22, $\mathbb{L}_S$ admits fibrant and univalent universes whether or not $S$-localization is left exact. These are an external version of the “universes of modal types” from [RSS17] (for modalities only, although it should be possible to generalize them to reflective subuniverses), and are also a strict model-categorical version of the object classifiers for stable factorization systems in $(\infty, 1)$-categories obtainable from [GK17, §3-4].

We now record a few more properties of these localizations, paralleling facts proven internally in type theory in [RSS17].
Lemma 9.8. For any set $S$ of fibrations between fibrant objects and any $g : X \to Y$, the functor $g^* : \mathcal{E}/Y \to \mathcal{E}/X$ takes $(Y^* S)_{pb}$-local objects to $(X^* S)_{pb}$-local objects and takes $(Y^* S)_{pb}$-local equivalences between fibrations to $(X^* S)_{pb}$-local equivalences.

Proof. The first statement follows since $g^*(Y^* S) = X^* S$ and (9.4) commutes with pullback, as in Lemma 9.5. For the second, by factoring $g$ we can assume separately that it is a weak equivalence and that it is a fibration.

If $g$ is a weak equivalence, then the adjunction $g_! \dashv g^*$ is a Quillen functor [Rez02, Proposition 2.5]. Thus, given a $(Y^* S)_{pb}$-local equivalence $f : A \to B$ in $\mathcal{E}/Y$, to show that $\mathcal{E}/X(g^* B, Z) \to \mathcal{E}/X(g^* A, Z)$ is an equivalence for all $(X^* S)^{pb}$-local objects $Z \in \mathcal{E}/X$, it suffices to show that $\mathcal{E}/Y(B, W) \to \mathcal{E}/Y(A, W)$ is an equivalence for all fibrant objects $W \in \mathcal{E}/X$ such that $g^* W$ is $(X^* S)_{pb}$-local. But by Lemma 9.5, the latter is equivalent to $W$ being $(Y^* S)_{pb}$-local, so this is true since $f$ is a $(Y^* S)_{pb}$-local equivalence.

If $g$ is a fibration, then $g^* : \mathcal{E}/Y \to \mathcal{E}/X$ is a left Quillen functor since it preserves cofibrations and weak equivalences, and $g^*(Y^* S) = X^* S$ implies $g^*((Y^* S)^{pb}) \subseteq (X^* S)^{pb}$. Thus, by [Hir03, Proposition 3.3.18], $g^*$ is also a left Quillen functor from $(\mathcal{E}/Y)_{(Y^* S)_{pb}}$ to $(\mathcal{E}/X)_{(X^* S)_{pb}}$, hence (since all objects are cofibrant) it takes all $(Y^* S)_{pb}$-local equivalences to $(X^* S)_{pb}$-local equivalences.

Lemma 9.9 (cf. [RSS17, Theorem 2.17]). For any set $S$ of fibrations between fibrant objects, any $S_{pb}$-local object $Y$, and any fibration $g : X \to Y$ that is $(Y^* S)_{pb}$-local in $\mathcal{E}/Y$, the object $X$ is $S_{pb}$-local.

Proof. We factor the naturality square for (9.4) at $g$ through its pullback:

$$
\begin{array}{ccc}
B^* X = (Y^* B)^* X & \sim & (Y^* f)_*(Y^* A)^* X \\
\downarrow & & \downarrow \\
B^* Y & \sim & f_* A^* Y
\end{array}
$$

Comparing universal properties, we see that this pullback is $(Y^* f)_*(Y^* A)^* X$ as shown, and the upper-left horizontal map is (9.4) for $X$ in $\mathcal{E}/Y$, hence a weak equivalence. Since the lower-right horizontal map is (9.4) for $Y$, it is also a weak equivalence, and thus so is its pullback. Therefore, the top composite $B^* X \to f_* A^* X$, which is (9.4) for $X$, is also a weak equivalence; so $X$ is $S_{pb}$-local.

Lemma 9.10 (cf. [RSS17, Theorem 1.32]). Let $S$ be a set of fibrations between fibrant objects and let $\eta : X \to \widehat{X}$ be an $S_{pb}$-localization, i.e. an $S_{pb}$-local equivalence to an $S_{pb}$-local object. Then $\eta$ is also an $(\widehat{X}^* S)_{pb}$-local equivalence in $\mathcal{E}/\widehat{X}$.

Proof. Let $p : Z \to \widehat{X}$ be an $(\widehat{X}^* S)_{pb}$-local object of $\mathcal{E}/\widehat{X}$. Then by Lemma 9.9, $Z$ is an $S_{pb}$-local object of $\mathcal{E}$, hence $p$ is a fibration in the $S_{pb}$-local model structure $\mathcal{E}_{S_{pb}}$. Therefore, $Z$ is a fibrant object of the slice model structure $\mathcal{E}_{S_{pb}}/\widehat{X}$ on $\mathcal{E}/\widehat{X}$. But $\eta$ is a weak equivalence (between cofibrant objects) in that same model structure, so the induced map $\mathcal{E}/\widehat{X}(\widehat{X}, Z) \to \mathcal{E}/\widehat{X}(X, Z)$ is a weak equivalence. Since this is true for any $(\widehat{X}^* S)_{pb}$-local object $Z$, $\eta$ is a $(\widehat{X}^* S)_{pb}$-local equivalence.
10. Left exact localizations

For a fibration \( f : A \to B \) in \( \mathcal{E} \) between fibrant objects, by its **fibrant diagonal** we mean a replacement of its strict diagonal \( A \to A \times_B A \) by a fibration \( \triangle f : A' \to A \times_B A \). Strictly speaking this depends on the choice of fibrant replacement, but since the weak equivalence \( A \to A' \) is between fibrant (and cofibrant) objects, it is a simplicial homotopy equivalence. Thus the ambiguity is irrelevant for localization, in that whether an object is \( \triangle f \)-local is independent of the choice of \( \triangle f \).

We write \( \triangle_n f \) for the \( n \)-fold iterate of \( \triangle f \), with \( \triangle_0 f = f \) and \( \triangle_{n+1} f = \triangle(\triangle_n f) \). And we write \( S^\triangle \) for the class of iterated fibrant diagonals of morphisms in \( S \):

\[
S^\triangle = \{ \triangle_n f \mid f \in S, n \in \mathbb{N} \}.
\]

By the remarks above, \( X^\ast(S^\triangle) \)-locality coincides with \( (X^\ast S)^\triangle \)-locality. And when \( S \) is a set, so is \( S^\triangle \), so we can also localize at \( (S^\triangle)^{\text{pb}} \).

We say that **\( S \)-localization is left exact** if it preserves homotopy pullbacks. This implies that \( S \)-local equivalences are stable under pullback along fibrations; hence in particular a left exact localization is again right proper. We will rely on the following characterization of left exact localizations from [ABFJ19]:

**Theorem 10.1 ([ABFJ19]).** For any set \( S \) of fibrations between fibrant objects:

(i) \( (S^\triangle)^{\text{pb}} \)-localization is left exact.

(ii) If \( S \)-localization is left exact, then it coincides with \( (S^\triangle)^{\text{pb}} \)-localization.

In particular, every accessible left exact localization of \( \mathcal{E} \) is a \( (S^\triangle)^{\text{pb}} \)-localization.

Since the \( (Y^\ast(S^\triangle))^\text{pb} \)-local objects of \( \mathcal{E}/Y \) underlie a good notion of fibred structure by Proposition 9.6, it remains only to show that these coincide with the \( (S^\triangle)^\text{pb} \)-local fibrations over \( Y \). The idea of this proof is that the families of \( (Y^\ast(S^\triangle))^\text{pb} \)-localizations form an **accessible lex modality** in the sense of [RSS17], and the \( (\infty,1) \)-categorical stable factorization system induced by any lex modality is automatically a **reflective factorization system** in the sense of [CHK85], hence coincides with the (acyclic cofibration, fibration) factorization system of the localized model structure. We use Theorem 10.1 to bridge a gap that was left open in [RSS17], by relating the internal and external notions of accessibility for lex modalities.

**Lemma 10.2** (cf. [RSS17, Theorem 3.1(vii)]). Let \( S \) be a set of fibrations between fibrant objects, and suppose given a commutative square

\[
\begin{array}{ccc}
A & \to & X \\
\downarrow & & \downarrow \\
B & \to & Y
\end{array}
\]

such that

- \( X \to Y \) is \( (Y^\ast(S^\triangle))^\text{pb} \)-local in \( \mathcal{E}/Y \).
- \( A \to B \) is \( (B^\ast(S^\triangle))^\text{pb} \)-local in \( \mathcal{E}/B \).
- \( B \to Y \) is a \( (Y^\ast(S^\triangle))^\text{pb} \)-local equivalence in \( \mathcal{E}/Y \).
- \( A \to X \) is an \( (X^\ast(S^\triangle))^\text{pb} \)-local equivalence in \( \mathcal{E}/B \).

Then the square is a homotopy pullback.
Proof. First factor the square in the Reedy fashion:

\[
\begin{array}{ccc}
A & \sim & A' \\
\downarrow & & \downarrow \sim \\
B & \sim & B'
\end{array}
\longrightarrow
\begin{array}{ccc}
P & \rightarrow & P \\
\downarrow & & \downarrow \downarrow \\
X & & Y
\end{array}
\]

Since local equivalences are invariant under weak equivalence, as is locality by Lemma 9.5, if we replace \(A\) and \(B\) by \(A'\) and \(B'\) the hypotheses still hold. Thus, we may assume that the maps \(B \to Y\) and \(A \to P\), hence also \(A \to X\), are fibrations.

Now consider the following \(3 \times 3\) square in \(\mathcal{E}/P\):

\[
\begin{array}{ccc}
A & \longrightarrow & P \times_B A \\
\downarrow & & \downarrow \\
P \times_X A & \longrightarrow & P \times A \longrightarrow P \times X
\end{array}
\begin{array}{ccc}
P \times_Y B & \longrightarrow & P \times B \longrightarrow P \times Y \\
\downarrow & & \downarrow \\
P \times_Y X & \longrightarrow & P \times X \longrightarrow P \times Y \\
\downarrow & & \downarrow \\
P & \longrightarrow & P \times B \longrightarrow P
\end{array}
\]

Here the rows and columns are defined by the following pullbacks:

\[
\begin{array}{ccc}
P \times_Y B & \longrightarrow & P \times B \\
\downarrow & & \downarrow \downarrow \\
P & \longrightarrow & P \times Y \\
\downarrow & & \downarrow \\
P \times_Y X & \longrightarrow & P \times X \\
\downarrow & & \downarrow \downarrow \\
P & \longrightarrow & P \times Y \\
\end{array}
\begin{array}{ccc}
P \times_B A & \longrightarrow & P \times A \\
\downarrow & & \downarrow \downarrow \\
P & \longrightarrow & P \times X \\
\downarrow & & \downarrow \downarrow \\
P & \longrightarrow & P \times B \\
\end{array}
\]

Since the right-hand maps in these rectangles are fibrations, by Lemma 9.8 and the assumptions we have that

- \(P \times_Y X \to P\) is \((P^*(S^\Delta))^{pb}\)-local in \(\mathcal{E}/P\).
- \(P \times_B A \to P\) is \((P^*(S^\Delta))^{pb}\)-local in \(\mathcal{E}/P\).
- \(P \times_Y B \to P\) is a \((P^*(S^\Delta))^{pb}\)-local equivalence.
- \(P \times_X A \to P\) is a \((P^*(S^\Delta))^{pb}\)-local equivalence.

However, we also have pullbacks

\[
\begin{array}{ccc}
A & \longrightarrow & P \times_B A \\
\downarrow & & \downarrow \downarrow \\
P & \longrightarrow & P \times_Y X \longrightarrow B \times_Y X \\
\downarrow & & \downarrow \downarrow \\
A & \longrightarrow & P \times_X A \\
\downarrow & & \downarrow \downarrow \\
P & \longrightarrow & P \times_Y B \longrightarrow X \times_Y B \\
\end{array}
\]

exhibiting \(A\) as the simultaneous fiber in \(\mathcal{E}/P\) of the fibrations \(P \times_B A \to P \times_Y X\) and \(P \times_X A \to P \times_Y B\). The former is a fibration between \((P^*(S^\Delta))^{pb}\)-local objects, hence a \((P^*(S^\Delta))^{pb}\)-local fibration, so that \(A\) is also \((P^*(S^\Delta))^{pb}\)-local. And the latter is a fibration between \((P^*(S^\Delta))^{pb}\)-acyclic objects; thus since
\((P^*(S^{\Delta}))^{pb}\)-localization is left exact by Theorem 10.1 (and the fact that it coincides with \(((P^*)S)^{\Delta})^{pb}\)-localization), its fiber is also \((P^*(S^{\Delta}))^{pb}\)-acyclic. So \(A\) is both \((P^*(S^{\Delta}))^{pb}\)-local and \((P^*(S^{\Delta}))^{pb}\)-acyclic, hence the map \(A \rightarrow P\) is a weak equivalence in \(\mathcal{E}\), i.e. the given square is a homotopy pullback. \(\square\)

**Proposition 10.3.** Let \(S\) be a set of fibrations between fibrant objects and \(p : Z \rightarrow Y\) a fibration; the following are equivalent.

(i) \(p : Z \rightarrow Y\) is a fibration in the \((S^{\Delta})^{pb}\)-local model structure on \(\mathcal{E}\).

(ii) \(p : Z \rightarrow Y\) is \((Y^*(S^{\Delta}))^{pb}\)-local in \(\mathcal{E}/Y\).

**Proof.** Since the \((S^{\Delta})^{pb}\)-local model structure is right proper, [Hir03, Proposition 3.4.8] tells us that (i) is equivalent to the \((S^{\Delta})^{pb}\)-localization square:

\[
\begin{array}{ccc}
Z & \longrightarrow & \hat{Z} \\
\downarrow f & & \downarrow \hat{f} \\
Y & \longrightarrow & \hat{Y}
\end{array}
\]

being a homotopy pullback.

Thus, if we assume (i), then since pullback takes \((\hat{Y}^*(S^{\Delta}))^{pb}\)-local objects to \((Y^*(S^{\Delta}))^{pb}\)-local ones by Lemma 9.8, and locality is preserved by weak equivalences of fibrant objects, it will suffice to show that \(\hat{Z}\) is \((\hat{Y}^*(S^{\Delta}))^{pb}\)-local in \(\mathcal{E}/\hat{Y}\). Now by assumption \(\hat{Z}\) and \(\hat{Y}\) are \(S^{pb}\)-local objects, so \(\hat{f}\) is a fibration in the \(S^{pb}\)-local model structure \(\mathcal{E}_{S^{pb}}\), hence \(\hat{Z}\) is a fibrant object of the slice model structure \(\mathcal{E}_{S^{pb}}/\hat{Y}\). On the other hand, any morphism \(f : A \rightarrow B\) in \((\hat{Y}^*(S^{\Delta}))^{pb}\) is a pullback (in \(\mathcal{E}\)) of a morphism in \(S^{\Delta}\), hence lies in \((S^{\Delta})^{pb}\). Thus in particular it is an \((S^{\Delta})^{pb}\)-local equivalence in \(\mathcal{E}\), hence a weak equivalence in \(\mathcal{E}_{S^{pb}}/\hat{Y}\), and so the induced map \(\mathcal{E}/\hat{Y}(B, \hat{Z}) \rightarrow \mathcal{E}/\hat{Y}(A, \hat{Z})\) is a weak equivalence for any such \(f\); hence (ii) holds.

Conversely, suppose (ii). Note that \(\hat{f}\), being a fibration between \((S^{\Delta})^{pb}\)-local objects, is a fibration in the \((S^{\Delta})^{pb}\)-local model structure; so by what we just proved, it is \((\hat{Y}(S^{\Delta}))^{pb}\)-local in \(\mathcal{E}/\hat{Y}\). On the other hand, by Lemma 9.10, \(Y \rightarrow \hat{Y}\) is a \((\hat{Y}^*(S^{\Delta}))^{pb}\)-local equivalence and \(Z \rightarrow \hat{Z}\) is a \((\hat{Z}^*(S^{\Delta}))^{pb}\)-local equivalence. So by Lemma 10.2, the square (10.4) is a homotopy pullback, i.e. (i) holds. \(\square\)

**Theorem 10.5.** For any set \(S\) of morphisms in a type-theoretic model topos \(\mathcal{E}\) such that \(\mathcal{E}\)-localization is left exact, the localized model structure \(\mathcal{E}_S\) is again a type-theoretic model topos.

**Proof.** Since \(\mathcal{E}_S\) has the same underlying category and cofibrations as \(\mathcal{E}\), it is a simplicially locally cartesian closed Grothendieck 1-topos with cofibrations being the monomorphisms. It is combinatorial and simplicial by the usual constructions (e.g. [Hir03, Theorem 4.1.1]), and right proper since the localization is left exact.

Let \(S'\) be the result of replacing each morphism of \(S\) by a weakly equivalent fibration between fibrant objects. Then \(\mathcal{E}_S = \mathcal{E}_{S'}\), and by Theorem 10.1 \(\mathcal{E}_{S'} = \mathcal{E}_{(S^{\Delta})^{pb}}\). Let \(L_{S^{\Delta}}\) be the locally representable and relatively acyclic notion of fibred structure from Proposition 9.6 applied to \(S^{\Delta}\); then by Proposition 10.3, the morphisms admitting \(L_{S^{\Delta}}\)-structure are precisely the fibrations of \(\mathcal{E}_S\). \(\square\)
11. Summary

Putting together our conclusions from §§6, 8 and 10, we have the following.

**Theorem 11.1.** Every model topos $[\text{Rez10}]$ is Quillen equivalent to a type-theoretic model topos. Therefore, every Grothendieck $(\infty,1)$-topos $[\text{Lur09}]$ can be presented by a type-theoretic model topos.

*Proof.* A model topos is, by definition, Quillen equivalent to a left exact localization of a projective model structure on simplicial presheaves. Thus it is also equivalent to the corresponding localization of the injective model structure, which is a type-theoretic model topos by Corollary 8.31 and Theorem 10.5. □

**Theorem 11.2.** For any Grothendieck $(\infty,1)$-topos $\mathcal{E}$, there is a regular cardinal $\lambda$ such that $\mathcal{E}$ can be presented by a Quillen model category that interprets Martin-Löf type theory with the following structure:

(i) $\Sigma$-types, a unit type, $\Pi$-types with function extensionality, identity types, and binary sum types.

(ii) The empty type, the natural numbers type, the circle type $S^1$, the sphere types $S^n$, and other specific “cell complex” types such as the torus $T^2$.

(iii) As many universe types as there are inaccessible cardinals larger than $\lambda$, all closed under the type formers (i) and containing the types (ii), and satisfying the univalence axiom.

(iv) $W$-types, pushout types, truncations, localizations, James constructions, and many other recursive higher inductive types.

*Proof.* By Theorem 11.1, $\mathcal{E}$ can be presented by a type-theoretic model topos $\mathcal{E}$, to which we can apply Theorem 6.3. □

We also have the following (cf. Remark 1.2):

**Proposition 11.3.** Any type-theoretic model topos satisfies the propositional resizing principle for sufficiently large universes.

*Proof.* As stated in [Uni13, Axiom 3.5.5], the propositional resizing principle\(^{16}\) says that for universes $U^{\kappa_1}$ and $U^{\kappa_2}$ with $\kappa_1 < \kappa_2$, the corresponding inclusion between universes of $(-1)$-truncated maps $\text{Prop}^{\kappa_1} \hookrightarrow \text{Prop}^{\kappa_2}$ is an equivalence. Since by univalence this is always a $(-1)$-truncated map, it suffices to construct a homotopy right inverse. For this it will suffice to show that there is a regular cardinal $\kappa$ such that any $(-1)$-truncated fibration $f : X \to Y$ is equivalent over $Y$ to a relatively $\kappa$-presentable one, since the latter will be classified by a map to $\text{Prop}^\kappa$.

We will prove this first when $\mathcal{E}$ is a left exact localization of a simplicial presheaf category, $[\mathcal{E}^{\text{op}}, \mathcal{S}]_{(\mathcal{L} \land \phi)}$. In this case it will suffice to show that any $(-1)$-truncated fibration $f : X \to Y$ is equivalent over $Y$ to a monomorphism, since by Example 4.10 a monomorphism is $\kappa$-small for any sufficiently large $\kappa$. Given such an $f$, for each $c \in \mathcal{E}$ let $Z(c)$ be the union of all connected components of $Y(c)$ that contain any points in the image of $X(c)$. The functorial action of $\mathcal{E}$ preserves these components, since $f$ is a natural transformation, so $Z$ becomes a presheaf as well and we have a factorization $X \xrightarrow{\bar{f}} Z \xrightarrow{\bar{\lambda}} Y$ in which $Z \to Y$ is a monomorphism.

\(^{16}\)Not to be confused with the propositional resizing rule of Voevodsky, which is not known to have any univalent models at all.
Now each map \( p_c : Z(c) \to Y(c) \) is also a Kan fibration, and each of its fibers is either empty or contractible. The same is true of \( j_c : X(c) \to Y(c) \) since \( f \) is \((-1\text{-})\text{truncated}, \) and by construction if a given fiber of \( Z(c) \) is inhabited then so is the corresponding fiber of \( X(c) \). Thus \( j_c \) is a weak equivalence on each fiber, hence a weak equivalence, and so \( j \) is a pointwise weak equivalence.

It remains to show that \( p : Z \to Y \) is a fibration in \([C^{\text{op}}, S]_{(S\triangle)_{\text{pb}}} \). But the inclusion a union of connected components actually has the unique right lifting property against all weak equivalences of simplicial sets. Thus \( p \) is an injective fibration, since we can lift against any injective acyclic cofibration at each \( c \) separately and fit the lifts together by uniqueness. Finally, \( p \) is an \((S\triangle)_{\text{pb}}\)-local fibration since it is fiberwise equivalent to the \((S\triangle)_{\text{pb}}\)-local fibration \( f \).

This completes the proof when \( E = [C^{\text{op}}, S]_{(S\triangle)_{\text{pb}}} \). Hence any Grothendieck \((\infty, 1)\)-topos has a subobject classifier (this is also remarked after [Lur09, Proposition 6.1.6.3]): a monomorphism of which every monomorphism is uniquely a (homotopy) pullback. In particular, the homotopy \((\infty, 1)\)-category of any type-theoretic model topos \( E \) has such a subobject classifier, which is presented by some \((-1\text{-})\text{truncated fibration } \pi_{-1} : \tilde{\Omega} \to \Omega \) in \( \mathcal{E} \). Let \( \kappa \) be such that \( \pi_{-1} \) is relatively \( \kappa \)-presentable; then any \((-1\text{-})\text{truncated morphism in } \mathcal{E} \) will be a homotopy pullback of \( \pi_{-1} \), hence equivalent to the corresponding strict pullback, which is relatively \( \kappa \)-presentable. \( \square \)

The main remaining open question is therefore whether the parametrized higher inductive types in Theorem 11.2(iv) can be constructed in such a way that the universes are closed under them. Additionally, [LS19] does not construct all possible higher inductive types (only those without “fibrant structure in the constructors”), and has not yet been generalized to indexed higher inductive types, inductive-inductive types, etc.

Appendix A. Coherence with universes

As noted in Theorem 6.3, the existing coherence theorems in the literature [KL19, LW15, Awo18] do not include an arbitrary family of universes. Thus, here we sketch an extension of the coherence theorem of [LW15] to universe types. For simplicity, we consider only non-cumulative Tarski universes. The material in this appendix owes a great deal to conversations with Peter Lumsdaine.

First we review the original theorem of [LW15], reformulated to match our §§2–3 using the ideas of [Awo18]. Recall that we write \( \mathcal{P}SH(\mathcal{E}) = \mathcal{P}shFun(\mathcal{E}^{\text{op}}, \mathcal{G}PD) \) to denote the 2-category of pseudofunctors \( \mathcal{E}^{\text{op}} \to \mathcal{G}PD \), and the notions of strict discrete fibration and representability from Definitions 2.1 and 2.5.

**Definition A.1.** A **natural pseudo-model** is a category \( \mathcal{E} \) with a terminal object and a representable strict discrete fibration \( \varpi : \mathcal{T}m \to \mathcal{T}y \) in \( \mathcal{P}SH(\mathcal{E}) \). It is a **natural model** [Awo18] if \( \mathcal{T}y \) (hence also \( \mathcal{T}m \)) is discrete, i.e. a presheaf \( \mathcal{E}^{\text{op}} \to \text{SET} \).

It is shown in [Awo18] that natural models are equivalent to **categories with families** [Dyb96]. Analogously, we have:

**Lemma A.2.** A natural pseudo-model is the same as a comprehension category [Jac93] whose fibers are all groupoids.
Sketch of proof. This is most obvious when \( \mathcal{E} \) has all pullbacks. In this case, by Proposition 2.7 a representable strict discrete fibration \( \varpi : \mathcal{T}m \to \mathcal{T}y \) is classified by an essentially unique morphism \( \mathcal{T}y \to \mathcal{E} \). Reformulating pseudofunctors to \( \mathcal{GPD} \) as fibrations with groupoidal fibers, this morphism becomes exactly the usual notion of a comprehension category. Unwinding this argument explicitly, we see that it also works even if not all pullbacks exist in \( \mathcal{E} \). \( \square \)

The analogous reformulation of a natural model is known as a category with attributes [Car86, Hof97], while if the morphism \( \mathcal{T}y \to \mathcal{E} \) of a comprehension category is a full inclusion it is called a display map category [Tay99].

Remark A.3. By Lemma 2.2, any representable morphism in \( \mathcal{PSH}(\mathcal{E}) \) is equivalent to a natural pseudo-model, and thus might be called a pseudonatural pseudo-model. As in Proposition 2.7, pseudonatural pseudo-models are only “bicategorically” equivalent to comprehension categories, and I don’t know of any naturally-occurring examples of such that are not natural pseudo-models.

Natural models are the “fully algebraic”\(^{17}\) models of type theory. The objects \( \Gamma \in \mathcal{E} \) represent contexts, the objects \( A \in \mathcal{T}y(\Gamma) \) represent types in context \( \Gamma \), the fiber over such an \( A \) in \( \mathcal{T}m(\Gamma) \) represent terms \( a : A \) in context \( \Gamma \), and the representability of \( \varpi \) yields context extension:

\[
\begin{align*}
\mathcal{E}(\cdot, \Gamma \cdot A) & \longrightarrow \mathcal{T}m \\
\downarrow & \\
\mathcal{E}(\cdot, \Gamma) & \longrightarrow \mathcal{T}y.
\end{align*}
\]

We write \( \diamond \) for the terminal object of \( \mathcal{E} \), regarding it as the empty context.

A natural pseudo-model is the category-theoretic input from which a coherence theorem constructs a natural model.

Example A.4. The trivial natural pseudo-model on \( \mathcal{E} \) is \( \mathcal{E}_\ast \to \mathcal{E} \).

Example A.5. Any model category \( \mathcal{E} \) gives rise to a canonical natural pseudo-model where \( \mathcal{T}y = \mathcal{Fib} \) with \( \mathcal{T}y \to \mathcal{E} \) the inclusion, so that \( \mathcal{T}m = \mathcal{Fib} \times_\mathcal{E} \mathcal{E}_\ast \).

Example A.6. For any morphism \( \pi : \tilde{U} \to U \) in \( \mathcal{E} \), the induced map \( \mathcal{E}(\cdot, \pi) : \mathcal{E}(\cdot, \tilde{U}) \to \mathcal{E}(\cdot, U) \) defines a represented natural model. This is essentially the construction of a model of type theory from a universe as in [KL19, §1.3].

Example A.7. If \( \mathcal{E} \) is a natural pseudo-model, its left adjoint splitting [LW15] is the natural model defined by

\[
\mathcal{T}y_\mathcal{H} = \bigoplus_{\mathcal{E}(\cdot, V_A)} \mathcal{E}(\cdot, V_A).
\]

There is a (surjective) morphism \( \mathcal{T}y_\mathcal{H} \to \mathcal{T}y \) composed of the classifying maps \( E_A : \mathcal{E}(\cdot, V_A) \to \mathcal{T}y \), and we set \( \mathcal{T}m_\mathcal{H} = \mathcal{T}y_\mathcal{H} \times_{\mathcal{T}y} \mathcal{T}m \). The object \( V_A \) is known as the local universe of \( (V_A, E_A, A) \in \mathcal{T}y_\mathcal{H}(\Gamma) \).

---

\(^{17}\)To make this completely precise, a natural model must actually be equipped with specified representing objects for each strict pullback of \( \varpi \) to a representable.
Remark A.8. Any notion of fibred structure (Definition 3.1) is of course a natural pseudo-model with \( Ty = E \). On the other hand, if the comprehension morphism \( Ty \to E \) of a natural pseudo-model is faithful (such as for a natural model or display map category), then it is equivalent to a strict discrete fibration, which is a notion of fibred structure if it has small fibers. A “Ty-structure” on a morphism is “a way to express it as the comprehension of a dependent type”.

Now we sketch the interpretation of the basic type forming operations. For any natural pseudo-model, define \( Ty^H, Ty^\Sigma, Ty^\text{id}, Ty^+ \in PSH(\mathcal{E}) \) as follows:

- \( Ty^H(\Gamma) \) is the groupoid of pairs \((A,B)\) with \( A \in Ty(\Gamma) \) and \( B \in Ty(\Gamma,A) \).
- \( Ty^\Sigma = Ty^H \).
- \( Ty^\text{id}(\Gamma) \) is the groupoid of triples \((A,x,y)\) with \( A \in Ty(\Gamma) \) and \( x,y \in Tm(\Gamma) \) with \( \pi(x) = \pi(y) = A \).
- \( Ty^+ = Ty \times Ty \), so \( Ty^+(\Gamma) \) is the groupoid of pairs \((A,B)\) with \( A,B \in Ty(T) \).

The following notions are mostly as in [LW15, Definition 3.4.2.8]:

- A pseudo-stable class of \( \Pi \)-types in a natural pseudo-model is a morphism \( \Pi : Ty^H \to Ty \) (corresponding to the formation rule) together with appropriate extra structure on each type \( \Pi(A,B) \) (corresponding to the introduction, elimination, and equality rules).
- A strictly stable class of \( \Pi \)-types is a pseudo-stable class for which \( Ty \) is a natural model (since then the morphism \( \Pi : Ty^H \to Ty \) must be strictly natural, and so on).
- A weakly stable class of \( \Pi \)-types is a span \( Ty^H \leftarrow G \to Ty \) in which the first leg \( G \to Ty^H \) is a surjective strict fibration (Definition 2.1), together with appropriate extra structure on the images of the second leg \( G \to Ty \). This is closely related to [LW15, Definition 3.4.2.5] but more functorial\(^{18}\); the objects of \( G \) are the “good \( \Pi \)-types”.

Similarly, we define all three kinds of \( \Sigma \)-types, identity types, and binary sum types. Formal definitions of the “appropriate extra structure” can be found in [LW15], and extensions to higher inductive types can be found in [LS19]; here we are recalling only the parts of the construction that are relevant for our extension to universes.

Example A.9. The canonical natural pseudo-model of a type-theoretic model topos has pseudo-stable \( \Pi \)-types and \( \Sigma \)-types. It has only weakly stable \( \text{id} \)-types, but even in this case the type-forming operation can be taken to be pseudo-stable (powers with \( \Delta[1] \) as in §6). The translation from category-theoretic structure to type-theoretic structure in these cases can be found in [KL19, §1.4 and Proposition 2.3.3] (for simplicial sets), [AW09, Theorem 3.1], [War08, Theorem 2.17], [AK11, Theorem 26], [LW15, Theorem 4.2.2], and [Awo18, §3].

However, binary sums are an example where weak stability matters even for the formation rule: we take the objects of \( G(Y) \) to consist of three fibrations \( A \to Y \), \( B \to Y \), and \( C \to Y \) together with an acyclic cofibration \( A + B \check{\to} C \) over \( Y \). By [LS19, Theorem 3.3], such data is stable under pullback, hence defines an object \( G \in PSH(\mathcal{E}) \). The projection \( G \to Ty^+ = \text{Fib} \times \text{Fib} \) picks out \( A \) and \( B \); this is a surjective strict fibration since fibrant replacements exist and are stable under isomorphism. The other projection \( G \to Ty = \text{Fib} \) picks out \( C \), with the rest of the structure constructed as in [LS19, Theorem 3.3].

\(^{18}\)I am indebted to Peter Lumsdaine for suggesting this rephrasing.
The coherence theorem of [LW15] says that if \( \mathcal{E} \) is locally cartesian closed (technically, a slightly weaker condition suffices), then weakly stable structure on \( Ty \) induces strictly stable structure on its left adjoint splitting \( Ty \) (Example A.7).

The basic observation is that
\[
T_{yI}^\Pi(\Gamma) \cong \coprod_{A: \Gamma \to V_A} \coprod_{\mathcal{E}(\Gamma, A, V_B)} \coprod_{\mathcal{E}}
\]
and that when \( \mathcal{E} \) is locally cartesian closed, there is a universal object \( V_A \circ V_B \)\(^{19}\) such that \( \coprod_{A: \Gamma \to V_A} \mathcal{E}(\Gamma, A, V_B) \) is naturally isomorphic to \( \mathcal{E}(\Gamma, V_A \circ V_B) \). Thus \( T_{yI}^\Pi \) is again a coproduct of representables:
\[
(A.10) \quad T_{yI}^\Pi \cong \coprod_{A: \Gamma \to V_A} \coprod_{\mathcal{E}(\Gamma, A, V_B)} \mathcal{E}(-, V_A \circ V_B).
\]

Now if \( Ty \) has weakly stable \( \Pi \)-types, then since representables are projective in \( \mathcal{P}Sh(\mathcal{E}) \) we can lift the map \( T_{yI}^\Pi \to Ty^\Pi \) along the surjective fibration \( G \to Ty^\Pi \) to the dashed map below:
\[
(A.11) \quad T_{yI}^\Pi \xrightarrow{\cong} Ty^\Pi \xrightarrow{\Delta} Ty \xrightarrow{\Delta} G \xrightarrow{\cong} T_{yI}^\Pi
\]

The composite map \( T_{yI}^\Pi \to G \to Ty \) assigns to each \( (V_A, E_A, V_B, E_B) \) a type \( P \in Ty(V_A \circ V_B) \), so that \( (V_A, E_A, V_B, E_B) \to (V_A \circ V_B, P) \) defines the dotted lifting making the quadrilateral commute up to isomorphism. The rest of the structure is treated similarly, as are \( \Sigma \)-types, \( \text{id} \)-types, and so on.

Now we define universes in natural models and pseudo-models.

**Definition A.12.** A level structure is a partially ordered set \( \mathcal{L} \) with binary joins and a partial endofunction \( \text{succ} : \mathcal{L} \to \mathcal{L} \) (not required to respect the ordering).

**Example A.13.** Any ordinal \( \mu \) is a level structure, with \( \text{succ}(\alpha) = \alpha + 1 \) whenever \( \alpha + 1 < \mu \) (thus \( \text{succ} \) is total if \( \mu \) is a limit ordinal). Important special cases are \( \mu = 0, 1, \omega, \) and \( \omega + 1 \).

**Definition A.14.** Let \( \varpi : Tm \to Ty \) be a natural pseudo-model on \( \mathcal{E} \), and \( \mathcal{L} \) a level structure. An \( \mathcal{L} \)-family of pseudo Tarski universes consists of:

\begin{itemize}
\item[(i)] For each \( \alpha \in \mathcal{L} \), types \( U_\alpha \in Ty(\varpi) \) and \( El_\alpha \in Ty(\varpi, U_\alpha) \).
\item[(ii)] An extension of the function \( \alpha \mapsto (\pi_\alpha : \circ U_\alpha \circ El_\alpha \to \circ U_\alpha) \) to a functor from \( \mathcal{L} \) to the category whose objects are morphisms in \( \mathcal{E} \) and whose morphisms are pullback squares in \( \mathcal{E} \), sending each \( \alpha \leq \beta \) to a pullback square
\[
\begin{array}{ccc}
\varpi_\alpha & \xrightarrow{\pi_\alpha} & \varpi_\beta \\
\downarrow & & \downarrow \pi_\beta \\
\varpi_\alpha & \xrightarrow{\text{Lift}} & \varpi_\beta.
\end{array}
\]
\item[(iii)] Whenever \( \text{succ}(\alpha) \) is defined, a morphism \( u_\alpha : \circ \to \circ U_\text{succ}(\alpha) \) and an isomorphism \( u_\alpha^* : El_\text{succ}(\alpha) \cong U_\alpha \) in \( Ty(\varpi) \).
\end{itemize}

\(^{19}\)As remarked in [LW15], this notation is abusive in that \( V_A \circ V_B \) depends on \( E_A \) too, not just on \( V_A \) and \( V_B \).
We call it strict if \( \varpi \) is a natural model (hence \( u_\alpha^* (\mathcal{E}_{\text{succ}}(\alpha)) = U_\alpha \)).

Inside of type theory, (i) says that each universe is a type \( U_\alpha \) equipped with a coercion \((X : U_\alpha) \vdash (\mathcal{E}_\alpha(X) \text{ type})\) allowing us to regard its elements as types. (The presence of the coercion \( \mathcal{E}_\alpha \) is what makes these “Tarski” universes, in constrast to “Russell” universes whose elements are themselves types; see Remark A.27.)

Condition (ii) says that any type can be lifted to a larger universe, \((X : U_\alpha) \vdash (\text{Lift}(X) : U_\beta)\), which is isomorphic to it via functions \( \text{lift} : \mathcal{E}_\alpha(X) \to \mathcal{E}_\beta(\text{Lift}(X)) \) and \( \text{lower} : \mathcal{E}_\beta(\text{Lift}(X)) \to \mathcal{E}_\alpha(X) \) such that \( \text{lift} \circ \text{lower} \equiv \text{id} \) and \( \text{lower} \circ \text{lift} \equiv \text{id} \) judgmentally. Finally, condition (iii) says (in the strict case) that the universe \( U_\alpha \) is an element of its successor universe: we have \( u_\alpha : U_{\text{succ}}(\alpha) \) such that \( \mathcal{E}_{\text{succ}}(\alpha)(u_\alpha) \equiv U_\alpha \).

**Example A.15.** Let \( \mathcal{E} \) be a type-theoretic model topos, let \( \lambda \) satisfy Theorem 5.22 for \( \mathcal{E} \), and let \( L \) be a set of regular cardinals \( \alpha \) such that \( \alpha \succ \lambda \), with \( \pi_\alpha : U_\alpha \to U_\alpha \) the fibration constructed for \( \alpha \) in Theorem 5.22. The induced well-ordering on \( L \) makes it a level structure, with \( \text{suc}(\alpha) \) the least element of \( L \) such that \( U_\alpha \) is \( \text{suc}(\alpha) \)-presentable (if such exists).

We will extend \( \{ \pi_\alpha \} \) to an \( L \)-family of pseudo Tarski universes for the canonical natural pseudo-model of \( \mathcal{E} \). Let \( \kappa \in L \) and assume inductively that we have constructed pullback squares as in Definition A.14(ii) for all \( \alpha < \beta < \kappa \), which are additionally \( \mathcal{F} \)-morphisms. Then since \( \mathcal{F}^\kappa \) is locally representable, the map

\[
\colim_{\beta < \kappa} \bar{U}_\beta \to \colim_{\beta < \kappa} U_\beta
\]

is a relatively \( \kappa \)-presentable \( \mathcal{F} \)-algebra which pulls back to \( \bar{U}_\beta \) over each \( U_\beta \). Thus it is classified by some map to \( U_\kappa \), i.e. we have an \( \mathcal{F} \)-morphism

\[
\begin{array}{ccc}
\left( \colim_{\beta < \kappa} \bar{U}_\beta \right) & \to & \bar{U}_\kappa \\
\pi_\beta & \downarrow & \pi_\beta \\
\colim_{\beta < \kappa} U_\beta & \overset{\text{Lift}}{\to} & U_\kappa
\end{array}
\]

inducing \( \mathcal{F} \)-morphisms \( \text{Lift} : U_\beta \to U_\kappa \) for all \( \beta < \kappa \). Finally, since \( U_\alpha \) is \( \text{suc}(\alpha) \)-presentable by assumption whenever \( \text{suc}(\alpha) \) is defined, it is classified by some map \( 1 \to U_{\text{suc}(\alpha)} \) which we can take as \( u_\alpha \).

In general we expect universes to be closed under the type operations. Recall from Example A.6 that each \( \pi_\alpha \) induces a represented natural model; thus we can ask the latter to have strictly stable \( \Pi \)-types, \( \Sigma \)-types, and so on. In fact, we have \( \mathcal{E}(\cdot, U)^{\Pi} \cong \mathcal{E}(\cdot, U \triangleleft U) \) and similarly for the domains of all the other type operations. Thus \( \Pi \)-types on \( \mathcal{E}(\cdot, \pi) \) are given by a morphism \( \Pi : U \triangleleft U \to U \) in \( \mathcal{E} \), and so on. We also expect \( \mathcal{E}_\lambda \) to respect these operations.

This corresponds type-theoretically to an operation

\[
(X : U_\alpha), (Y : \mathcal{E}_\alpha(X) \to U_\alpha) \vdash (\Pi_\alpha(X,Y) : U_\alpha)
\]

such that (in the strict case) \( \mathcal{E}_\alpha(\Pi_\alpha(X,Y)) \equiv \prod_{x : \mathcal{E}_\alpha(X)} \mathcal{E}_\alpha(Y(x)) \). But especially since our universes are non-cumulative, it is more useful to have relative operations

\[
(X : U_\alpha), (Y : \mathcal{E}_\alpha(X) \to U_\beta) \vdash (\Pi_{\alpha,\beta}(X,Y) : U_{\alpha \vee \beta})
\]

in which the base and fibers can lie in different universes. This suggests the following.
**Definition A.16.** Let \( \varpi : \mathsf{Tm} \to \mathsf{Ty} \) be a natural pseudo-model on \( \mathcal{E} \) that has weakly stable \( \Pi \)-types. An \( \mathcal{L} \)-family of pseudo Tarski universes is **closed under \( \Pi \)-types** if for each \( \alpha, \beta \in \mathcal{L} \) we have dashed and dotted morphisms making the following diagram commute (with an isomorphism in the quadrilateral):

\[
\mathcal{E}(-, (\circ U_\alpha) \triangleleft (\circ U_\beta)) \xrightarrow{\cong} \mathcal{E}(-, \circ U_{\alpha \lor \beta}) \\
\downarrow \quad \downarrow
\mathsf{Ty}_\Pi \leftarrow \mathcal{G} \rightarrow \mathsf{Ty}.
\]

(A.17)

We say it is **strictly closed** if \( \varpi \) is a natural model (so that in particular the isomorphism is an identity).

Of course, this is very similar to the construction of split structure on \( \mathsf{Ty}_\Pi \) in (A.11). Note that, as there, the dashed lift can always be chosen since \( \mathcal{G} \to \mathsf{Ty}_\Pi \) is surjective and representables are projective.

We can similarly define closure under \( \Sigma \)-types, identity types, binary sum types, and so on. Note that we do not have to say anything about the introduction or elimination rules, as these only happen after the coercions \( \mathsf{El} \) are applied.

**Example A.18.** The discussion in §6 implies that the families of universes from Example A.15 for the canonical natural pseudo-model of a type-theoretic model topos \( \mathcal{E} \) are always closed under \( \Sigma \)-types, can be chosen to be closed under identity types and binary sum types by taking \( \lambda \) sufficiently large, and are closed under \( \Pi \)-types if each \( \alpha \in \mathcal{L} \) is inaccessible.

Consider for instance the case of \( \Pi \)-types: we choose a dashed lift in (A.17), and then the composite \( \mathcal{E}(-, U_\alpha \triangleleft U_\beta) \to \mathcal{G} \to \mathsf{Ty} \) classifies the universal dependent product of a relatively \( \beta \)-presentable fibration along a relatively \( \alpha \)-presentable one. Since \( \alpha \lor \beta \) is inaccessible, this is relatively \( (\alpha \lor \beta) \)-presentable, hence is classified by some map \( U_\alpha \triangleleft U_\beta \to U_{\alpha \lor \beta} \).

Now suppose \( \varpi : \mathsf{Tm} \to \mathsf{Ty} \) is a natural pseudo-model on \( \mathcal{E} \) with weakly stable \( \Pi \)-types and a family of universes closed under them; we would like \( \mathsf{Ty}_\Pi \) to inherit a family of universes strictly closed under \( \Pi \)-types. However, although the map \( \mathcal{E}(-, (\circ U_\alpha) \triangleleft (\circ U_\beta)) \to \mathsf{Ty}_\Pi \) factors through \( \mathsf{Ty}_\Pi \) in (A.17) factors through \( \mathsf{Ty}_\Pi \) by picking out the summand of (A.10) corresponding to \((V_A, E_A, V_B, E_B) = (\circ U_\alpha, \circ U_\alpha, \mathsf{El}_\alpha, \circ U_\beta, \circ U_\beta, \mathsf{El}_\beta)\), the square we might hope for does not commute:

\[
\mathcal{E}(-, (\circ U_\alpha) \triangleleft (\circ U_\beta)) \rightarrow \mathcal{E}(-, \circ U_{\alpha \lor \beta}) \\
\downarrow \quad \downarrow
\mathsf{Ty}_\Pi \leftarrow \mathcal{G} \rightarrow \mathsf{Ty}_\Pi \\
\quad \downarrow \quad \downarrow
\mathsf{Ty}_\Pi \leftarrow \mathcal{G} \rightarrow \mathsf{Ty}.
\]

The left-bottom composite is the inclusion into a summand of \( \mathsf{Ty}_\Pi \) with \( V_A = (\circ U_\alpha) \triangleleft (\circ U_\beta) \), while the top-right composite maps into a summand with \( V_A = \circ U_{\alpha \lor \beta} \). Thus we need to generalize the local universes construction.

**Definition A.19.** A **family of local universes** for a natural pseudo-model \( \varpi : \mathsf{Tm} \to \mathsf{Ty} \) on \( \mathcal{E} \) is an indexed family \( \mathcal{V} \) of pairs \((V, E)\) with \( V \in \mathcal{E} \) and \( E \in \mathsf{Ty}(V) \).
If \( \varpi \) has weakly stable \( \Pi \)-types \( T_{\Pi} \to G \) \( \Pi \), then \( \mathcal{V} \) supports \( \Pi \)-types if it is equipped with, for every \( (V_A, E_A) \) and \( (V_B, E_B) \) in \( \mathcal{V} \), some \( G \) in the fiber of \( \mathcal{G}(V_A \triangleleft V_B) \) over the universal pair of types in \( T_{\Pi}^\Pi(V_A \triangleleft V_B) \) (this is \( (E_A[\pi_A], E_B[\pi_B]) \) in the notation of [LW15, Lemma 3.4.2.4]) and a pullback square

\[
\begin{array}{c}
(V_A \triangleleft V_B)_{\Pi}(G) \\
\downarrow \quad \downarrow
\end{array} \quad \begin{array}{c}
(V_{\Pi(A,B)}, E_{\Pi(A,B)}) \\
\downarrow \quad \downarrow
\end{array} \quad \begin{array}{c}
V_A \triangleleft V_B \\
\rightarrow
\end{array}
\]  
(A.20)

for some \( (V_{\Pi(A,B)}, E_{\Pi(A,B)}) \in \mathcal{V} \).

**Example A.21.** The trivial family of local universes is the family of all such pairs \( (V, E) \), with \( V_{\Pi(A,B)} = V_A \triangleleft V_B \) and (A.20) the identity square (for some arbitrary choice of \( G \)).

**Example A.22.** An \( \mathcal{L} \)-family of universes (Definition A.14) induces a family of local universes with \( V \) the \( \mathcal{L} \)-indexed family of pairs \( (\diamond U_{\alpha}, E_{\alpha}) \) for \( \alpha \in \mathcal{L} \). If the family of universes is closed under \( \Pi \)-types, then \( \mathcal{V} \) supports \( \Pi \)-types with \( V_{\Pi(\alpha,\beta)} = \diamond U_{\alpha \lor \beta} \).

**Example A.23.** We can also consider the disjoint union of the families of local universes from Examples A.21 and A.22. (Thus the pairs \( (\diamond U_{\alpha}, E_{\alpha}) \) appear twice in the indexed family \( \mathcal{V} \), once as an arbitrary pair \( (V, E) \) and once as a “universe” pair.) We define the \( \Pi(A, B) \) operation to restrict to those of Examples A.21 and A.22 when \( A \) and \( B \) are of the same kind, and when they are of different kinds we “forget” that the universe pair \( (\diamond U_{\alpha}, E_{\alpha}) \) is special and proceed as in Example A.21.

Now given a family of local universes \( \mathcal{V} \), we define

\[
T_{\Pi}^\Pi, \mathcal{V} = \coprod_{(V, E) \in \mathcal{V}} E(-, V)
\]

with \( Tm_{\Pi, \mathcal{V}} = T_{\Pi, \mathcal{V}} \times_{T_{\Pi}} Tm \) as in Example A.7. We have

\[
T_{\Pi}^\Pi, \mathcal{V} = \coprod_{(V_A, E_A) \in \mathcal{V}} \coprod_{(V_B, E_B) \in \mathcal{V}} E(-, V_A \triangleleft V_B),
\]

so if \( E \) has weakly stable \( \Pi \)-types and \( \mathcal{V} \) supports \( \Pi \)-types, the squares (A.20) are precisely what is needed to induce the top dotted map:

\[
\begin{array}{c}
\begin{array}{c}
\coprod_{(V, E) \in \mathcal{V}} E(-, V) \\
\rightarrow
\end{array} \\
\downarrow \quad \downarrow
\end{array} \quad \begin{array}{c}
\coprod_{(V_A, E_A) \in \mathcal{V}} \coprod_{(V_B, E_B) \in \mathcal{V}} E(-, V_A \triangleleft V_B), \\
\rightarrow
\end{array}
\]  
(A.24)

Thus \( T_{\Pi, \mathcal{V}} \) again has strictly stable \( \Pi \)-types. (We do need to check that the strictification of the introduction and elimination rules also works. But here we can use the ordinary local universes construction, with the reindexing of \( E_{\Pi(A,B)} \) to \( V_A \triangleleft V_B \) along (A.20) replacing its isomorph \( \Pi(G) \).)

Applied to Example A.21 this reproduces the original local universes model \( T_{\Pi} \). On the other hand, applied to Example A.22 in the case \( \mathcal{L} = 1 \), it reproduces the
“global universe” coherence theorem of [KL19]. More generally, when we apply it to Examples A.22 and A.23, we obtain exactly the commutative squares we needed:

\[
\begin{array}{ccc}
\delta'(-, (\circ U_\alpha) \triangleright (\circ U_\beta)) & \rightarrow & \delta'(-, U_\alpha \cup U_\beta) \\
\downarrow & & \downarrow \\
Ty_{\alpha \vee \beta} & \cong & Ty_{\alpha \vee \beta}
\end{array}
\]

We are thus most of the way to the following.

**Theorem A.25.** Suppose \(\varpi : \text{Ty} \rightarrow Ty\) is a natural pseudo-model on \(\delta\) with weakly stable \(\Pi\)-types, \(L\) a level structure, and we are given an \(L\)-family of pseudo Tarski universes for \(Ty\) that is closed under \(\Pi\)-types. Then for \(V\) as in Example A.23, the natural model \(\varpi_{\alpha, V} : Tm_{\alpha, V} \rightarrow Ty_{\alpha, V}\) has strictly stable \(\Pi\)-types and an \(L\)-family of strict Tarski universes strictly closed under \(\Pi\)-types.

**Proof.** We have not yet actually constructed an \(L\)-family of universes in \(Ty_{\alpha, V}\) itself. Given \(\alpha\), if \(\text{succ}(\alpha)\) is defined, we take \(U_{\alpha, \beta} \in Ty_{\alpha, V}(\circ)\) to be \((\circ U_{\text{succ}(\alpha)}), U_{\text{succ}(\alpha)}, id_{\alpha})\), i.e. as the “delayed substitution” corresponding to the given isomorphism \(U_{\alpha, \beta} = U_{\alpha, \beta}\). Then the projection \(Ty_{\alpha, V} \rightarrow Ty\) maps \(U_{\alpha, \beta}\) to \(U_{\alpha, \beta}\), so we can take \(U_{\alpha, \beta} = U_{\alpha, \beta}\). On the other hand, if \(\text{succ}(\alpha)\) is not defined, we take \(U_{\alpha, \beta}\) to be \((\circ U_{\alpha, \beta}, id_{\alpha})\).

Since the comprehension of \(Ty_{\alpha, V}\) factors through \(Ty\), the lifting isomorphisms of the latter immediately induce ones for the former, and similarly for the morphisms \(U_{\alpha, \beta}\). And the definition of substitution in \(Ty_{\alpha, V}\) implies that \(U_{\alpha, \beta}(E_{\text{succ}(\alpha)}) = U_{\alpha, \beta}\) when \(\text{succ}(\alpha)\) is defined. Thus we have a family of strict Tarski universes for \(Ty_{\alpha, V}\), and the observations above show that it is strictly closed under \(\Pi\)-types.

We can deal similarly with \(\Sigma\)-types, identity types, and binary sum types. Thus we have the following more precise version of Theorem 6.3:

**Theorem A.26.** For any type-theoretic model topos \(\delta\), there is a regular cardinal \(\lambda\) such that if the inaccessible cardinals greater than \(\lambda\) have order type \(\mu\), for some ordinal \(\mu\), then the canonical natural pseudo-model of \(\delta\) can be replaced by a natural model \(\text{fib}_{\alpha, V}\) with:

(i) Strictly stable \(\Sigma\)-types, a unit type, \(\Pi\)-types with function extensionality, identity types, and binary sum types.

(ii) A strictly stable empty type, natural numbers type, circle type \(S^1\), sphere types \(S^n\), and other specific “cell complex” types such as the torus \(T^2\).

(iii) A \(\mu\)-family of strict Tarski universes, strictly closed under the type formers (i) and containing the types (ii), and satisfying the univalence axiom.

(iv) Strictly stable \(W\)-types, pushout types, truncations, localizations, James constructions, and many other recursive higher inductive types.

**Proof.** As in Theorem 6.3, we take \(\lambda\) large enough that the types in (ii) are \(\lambda\)-presentable. Then Theorem A.25 and Example A.15 yield (i) and (iii). Finally, the local universes coherence arguments for higher inductive types from [LS19] apply just as well to the modified version \(Ty_{\alpha, V}\), yielding (ii) and (iv).
**Remark A.27.** If the successor in $\mathcal{L}$ is totally defined (e.g. if $\mu$ in Theorem A.26 is a limit ordinal, such as $\omega$), then in Theorem A.25 we can use Example A.22 instead of Example A.23. This gives a model like that of [Coq12] in which every type belongs to a unique universe, which is the closest possible approximation to (non-cumulative) Russell-type universes obtainable in a natural model. Probably this construction could also be adapted to a semantic structure that models Russell-type universes more closely, such as the generalized algebraic theories of [Coq18, Ste19b, CHS19].

**Remark A.28.** The universes we have constructed here are non-cumulative in that $El(Lift(A))$ is judgmentally isomorphic to $El(A)$ rather than judgmentally equal to it. Such universes are implemented in Agda and Lean, and are easy to use as long as we formulate the type formers appropriately using $\alpha \lor \beta$. (Note that the universes in Agda have order type $\omega + 1$, with the $\omega^{th}$ universe not belonging to any larger universe; this is covered by Theorem A.26 as long as $\mu \geq \omega + 1$.) Other proof assistants such as Coq use cumulative universes instead, as does [Uni13]; it should be possible to model these in a type-theoretic model topos as well (some ideas are sketched in [Shu15b, Shu15a]), but we leave this for future work.
[Awo19] Steve Awodey. A Quillen model structure on the category of cartesian cubical sets. In preparation, 2019. (cited on pp. 5 and 6)

[BCH14] Marc Bezem, Thierry Coquand, and Simon Huber. A model of type theory in cubical sets. In 19th International Conference on Types for Proofs and Programs, volume 26 of LIPIcs. Leibniz Int. Proc. Inform., pages 107–128. Schloss Dagstuhl. Leibniz-Zent. Inform., Wadern, 2014. (cited on pp. 4 and 6)

[BCH17] Marc Bezem, Thierry Coquand, and Simon Huber. The univalence axiom in cubical sets. arXiv:1710.10941, 2017. (cited on p. 4)

[BdB18] Pedro Boavida de Brito. Segal objects and the Grothendieck construction. In An alpine bouquet of algebraic topology, volume 708 of Contemp. Math., pages 19–44. Amer. Math. Soc., Providence, RI, 2018. arXiv:1605.00706. (cited on p. 28)

[Bek00] Tibor Beke. Sheafifiable homotopy model categories. Math. Proc. Cambridge Philos. Soc., 129(3):447–475, 2000. (cited on pp. 2 and 40)

[BF18] Ulrik Buchholtz and Kuen-Bang Hou (Favonia). Cellular cohomology in homotopy type theory. arXiv:1802.02191, 2018. (cited on p. 3)

[BG16] John Bourke and Richard Garner. Algebraic weak factorisation systems I: Accessible AWFS. J. Pure Appl. Algebra, 220(1):108–147, 2016. (cited on p. 5)

[BKP89] R. Blackwell, G. M. Kelly, and A. J. Power. Two-dimensional monad theory. J. Pure Appl. Algebra, 59(1):1–41, 1989. (cited on pp. 5 and 35)

[BM11] Clemens Berger and Leke Moerdijk. On an extension of the notion of Reedy category. Mathematische Zeitschrift, 269:977–1004, 2011. (cited on p. 46)

[Bor15] Anthony Bordg. On lifting univalence to the equivariant setting. PhD thesis, Université Nice Sophia Antipolis, 2015. arXiv:1512.04083. (cited on p. 47)

[Bor19] Anthony Bordg. On a model invariance problem in homotopy type theory. Applied Categorical Structures, Feb 2019. (cited on p. 47)

[BR12] T. Beke and J. Rosický. Abstract elementary classes and accessible categories. Ann. Pure Appl. Logic, 163(12):2008–2017, 2012. (cited on p. 17)

[BR13] Julia E. Bergner and Charles Rezk. Reedy categories and the $\Theta$-construction. Math. Z., 274(1-2):499–514, 2013. (cited on p. 46)

[BR17] Ulrik Buchholtz and Egbert Rijke. The real projective spaces in homotopy type theory. To appear in LICS’17. arXiv:1704.05770, 2017. (cited on p. 3)

[Bru16] Guillaume Brunerie. On the homotopy groups of spheres in homotopy type theory. PhD thesis, Université de Nice, 2016. arXiv:1606.05916. (cited on p. 3)

[Car86] John Cartmell. Generalised algebraic theories and contextual categories. Annals of Pure and Applied Logic, 32(0):209 – 243, 1986. (cited on p. 58)

[Cav15] Evan Cavallo. Synthetic cohomology in homotopy type theory. Master’s thesis, Carnegie Mellon University, 2015. http://www.cs.cmu.edu/~ecavallo/works/thesis15.pdf. (cited on p. 3)

[CCHM16] Cyril Cohen, Thierry Coquand, Simon Huber, and Anders Mörberg. Cubical type theory: a constructive interpretation of the univalence axiom. arXiv:1611.02108, 2016. (cited on pp. 4, 5, 26, and 27)

[CH18] Evan Cavallo and Robert Harper. Computational higher type theory IV: Inductive types. arXiv:1801.01568, 2018. (cited on pp. 4 and 7)

[CHK85] C. Cassidy, M. Hébert, and G. M. Kelly. Reflective subcategories, localizations and factorization systems. J. Austral. Math. Soc. Ser. A, 38(3):287–329, 1985. (cited on p. 53)

[CHM18] Thierry Coquand, Simon Huber, and Anders Mörberg. On higher inductive types in cubical type theory. In Proceedings of the 33rd Annual ACM/IEEE Symposium on Logic in Computer Science, LICS ’18, pages 255–264, New York, NY, USA, 2018. ACM. (cited on pp. 4 and 7)

[CHS19] Thierry Coquand, Simon Huber, and Christian Sattler. Homotopy canonicity for cubical type theory. arXiv:1902.06572, 2019. (cited on p. 65)

[Cis02] Denis-Charles Cisinski. Théories homotopiques dans les topos. J. Pure Appl. Algebra, 174:43–82, 2002. (cited on p. 25)

[Cis03] Denis-Charles Cisinski. Faisceaux localement asphériques. Preliminary version; http://www.mathematik.uni-regensburg.de/cisinski/sttest2.pdf, 2003. (cited on p. 25)
[HS98] Martin Hofmann and Thomas Streicher. The groupoid interpretation of type theory. In Twenty-five years of constructive type theory (Venice, 1995), volume 36 of Oxford Logic Guides, pages 83–111. Oxford Univ. Press, New York, 1998. (cited on p. 2)

[Jac93] Bart Jacobs. Comprehension categories and the semantics of type dependency. Theoret. Comput. Sci., 107(2):169–207, 1993. (cited on p. 57)

[Jar96] J. F. Jardine. Boolean localization, in practice. Doc. Math., 1:No. 13, 245–275, 1996. (cited on p. 2)

[Jar07] J.F. Jardine. Fields lectures: simplicial presheaves. https://www.uwo.ca/math/faculty/jardine/courses/fields/fields-01.pdf, 2007. (cited on p. 2)

[Joh02] Peter T. Johnstone. Sketches of an Elephant: A Topos Theory Compendium: Volumes 1 and 2. Number 43 in Oxford Logic Guides. Oxford Science Publications, 2002. (cited on pp. 37, 47, 48, and 49)

[Joy08] Andre Joyal. Notes on logoi. http://www.math.uchicago.edu/~may/IMA/JOYAL/Joyal.pdf, 2008. (cited on p. 2)

[KL18] Krzysztof Kapulkin and Peter LeFanu Lumsdaine. The homotopy theory of type theories. Advances in Mathematics, 337:1–38, 2018. arXiv:1610.00037. (cited on p. 7)

[KL19] Chris Kapulkin and Peter LeFanu Lumsdaine. The simplicial model of univalent foundations (after Voevodsky). To appear in Journal of the European Mathematical Society. arXiv:1211.2851, 2019. (cited on pp. 2, 3, 4, 5, 6, 12, 15, 18, 22, 24, 26, 27, 28, 29, 30, 32, 57, 58, 59, and 64)

[KS17] Krzysztof Kapulkin and Karol Szumiło. Internal language of finitely complete (∞,1)-categories. arXiv:1709.09519, 2017. (cited on p. 7)

[Lac02] Stephen Lack. Codescent objects and coherence. J. Pure Appl. Algebra, 175(1-3):223–241, 2002. Special volume celebrating the 70th birthday of Professor Max Kelly. (cited on pp. 5, 35, and 46)

[Lac07] Stephen Lack. Homotopy-theoretic aspects of 2-monads. J. Homotopy Relat. Struct., 2(2):229–260, 2007. (cited on pp. 5, 35, and 46)

[Lac09] Stephen Lack. A 2-categories companion. In John C. Baez and J. Peter May, editors, Towards Higher Categories, volume 152 of The IMA Volumes in Mathematics and its Applications, pages 105–192. Springer, 2009. arXiv:math.CT/0702535. (cited on p. 8)

[LB13] Daniel R. Licata and Guillaume Brunerie. πn(Sn) in homotopy type theory. In Georges Gonthier and Peter LeFanu Lumsdaine, editors, Certified Programs and Proofs: Third International Conference, CPP 2013, Melbourne, VIC, Australia, December 11-13, 2013, Proceedings, pages 1–16. Springer International Publishing, Cham, 2013. http://dlicata.web.wesleyan.edu/pubs/lb13cpp/lb13cpp.pdf. (cited on p. 3)

[LF14] Dan Licata and Eric Finster. Eilenberg–MacLane spaces in homotopy type theory. LICS, 2014. http://dlicata.web.wesleyan.edu/pubs/lf14em/lf14em.pdf. (cited on p. 3)

[Low13] Zhen Lin Low. Universes for category theory. arXiv:1304.5227, 2013. (cited on p. 16)

[LRV19] Michael Lieberman, Ji Rosický, and Sebastien Vasey. Internal sizes in graph transformations, volume 4178 of Lecture Notes in Comput. Sci., pages 184–198. Springer, Berlin, 2006. (cited on pp. 22 and 31)

[LS04] Stephen Lack and Paweł Sobociński. Adhesive categories. In Foundations of software science and computation structures, volume 2987 of Lecture Notes in Comput. Sci., pages 273–288. Springer, Berlin, 2004. (cited on p. 22)

[LS06] Stephen Lack and Paweł Sobociński. Toposes are adhesive. In Graph transformations, volume 4178 of Lecture Notes in Comput. Sci., pages 184–198. Springer, Berlin, 2006. (cited on pp. 22 and 31)

[LS13] Daniel R. Licata and Michael Shulman. Calculating the fundamental group of the circle in homotopy type theory. In Logic In Computer Science, 2013. (cited on p. 3)

[LS16] Daniel R. Licata and Michael Shulman. Adjoint logic with a 2-category of modes. Logical Foundations of Computer Science, 2016. Available at http://dlicata.web.wesleyan.edu/pubs/ls15adjoint/ls15adjoint.pdf. (cited on p. 7)

[LS19] Peter LeFanu Lumsdaine and Michael Shulman. Semantics of higher inductive types. To appear in Mathematical Proceedings of the Cambridge Philosophical Society. arXiv:1705.07088, 2019. (cited on pp. 3, 7, 29, 57, 59, and 64)
ALL (∞,1)-TOPoses HAVE STRICT UNIVALENT UNIVERSES 69

[LSR17] Daniel R. Licata, Michael Shulman, and Mitchell Riley. A fibrational framework for substructural and modal logics. Formal Structures for Computation and Deduction, 2017. Available at http://dlicata.web.wesleyan.edu/pubs/lsr17multi/lsr17multi-ex.pdf. (cited on p. 7)

[LSR19] Daniel R. Licata, Michael Shulman, and Mitchell Riley. A fibrational framework for substructural and modal dependent type theories. In preparation, 2019. (cited on p. 7)

[Lum11] Peter LeFanu Lumsdaine. Model structures from higher inductive types. http://peterlefanulumsdaine.com/research/Lumsdaine-Model-strux-from-HITs.pdf, 2011. (cited on p. 3)

[Lur09] Jacob Lurie. Higher topos theory. Number 170 in Annals of Mathematics Studies. Princeton University Press, 2009. (cited on pp. 2, 4, 5, 17, 20, 29, 32, 37, 40, 49, 56, and 57)

[Lur12] Jacob Lurie (mathoverflow.net/users/7721). Compact objects in model categories and (∞,1)-categories. MathOverflow, 2012. http://mathoverflow.net/questions/95179 (version: 2012-04-25). (cited on p. 40)

[ML75] Per Martin-Löf. An intuitionistic theory of types: predicative part. In Logic Colloquium. North Holland, 1975. (cited on p. 2)

[MP89] Michael Makkai and Robert Paré. Accessible categories: the foundations of categorical model theory, volume 104 of Contemporary Mathematics. American Mathematical Society, Providence, RI, 1989. (cited on pp. 16 and 48)

[MP12] J. P. May and K. Ponto. More concise algebraic topology. Chicago lectures in mathematics. University of Chicago Press, 2012. (cited on p. 8)

[MR14] M. Makkai and J. Rosický. Generalized sketches. J. Pure Appl. Algebra, 218(9):1652–1664, 2014. (cited on pp. 39 and 40)

[MS06] J. P. May and J. Sigurdsson. Parametrized Homotopy Theory, volume 132 of Mathematical Surveys and Monographs. Amer. Math. Soc., 2006. (cited on p. 2)

[Pia91] Robert J. Piacenza. Homotopy theory of diagrams and CW-complexes over a category. Canad. J. Math., 43(4):814–824, 1991. (cited on p. 40)

[Pup74] Volker Puppe. A remark on “homotopy fibrations”. Manuscripta Math., 12:113–120, 1974. (cited on p. 32)

[Qui67] Daniel G. Quillen. Homotopical Algebra, volume 43 of Lecture Notes in Mathematics. Springer-Verlag, 1967. (cited on p. 3)

[Ras17] Nima Rasekh. Yoneda lemma for simplicial spaces. arXiv:1711.03160, 2017. (cited on p. 28)

[Ras18] Nima Rasekh. A theory of elementary higher toposes. arXiv:1805.03805, 2018. (cited on p. 7)

[Rat16] Michael Rathjen. Proof theory of constructive systems: Inductive types and univalence. arXiv:1610.02191, 2016. (cited on p. 4)

[Rez98] Charles Rezk. Fibrations and homotopy colimits of simplicial sheaves. arXiv:math/9811038, 1998. (cited on p. 40)

[Rez02] Charles Rezk. Every homotopy theory of simplicial algebras admits a proper model. Topology and its Applications, 119(1):65 – 94, 2002. (cited on p. 52)

[Rez10] Charles Rezk. Toposes and homotopy toposes. http://www.math.uiuc.edu/~rezk/homotopy-topos-sketch.pdf, 2010. (cited on pp. 2, 7, 30, 31, 32, and 56)
[Rez14] Charles Rezk. Global homotopy theory and cohesion. http://www.math.uiuc.edu/~rezk/global-cohesion.pdf, 2014. (cited on p. 2)

[Rie11] Emily Riehl. Algebraic model structures. New York Journal of Mathematics, 17:173–231, 2011. (cited on p. 5)

[Rie14] Emily Riehl. Categorical homotopy theory, volume 24 of New mathematical monographs. Cambridge University Press, 2014. (cited on p. 8)

[Ros17] J. Rosický. Accessible model categories. Appl. Categ. Structures, 25(2):187–196, 2017. (cited on p. 5)

[RS17] Emily Riehl and Michael Shulman. A type theory for synthetic ∞-categories. Higher structures, 1(1), 2017. arXiv:1705.07442. (cited on p. 28)

[RSS01] Charles Rezk, Stefan Schwede, and Brooke Shipley. Simplicial structures on model categories and functors. American Journal of Mathematics, 123(3):551–575, 2001. (cited on p. 38)

[RV14] Emily Riehl and Dominic Verity. The theory and practice of Reedy categories. Theory and Applications of Categories, 29(9):256–301, 2014. http://www.tac.mta.ca/tac/volumes/29/9/29-09abs.html. (cited on pp. 40 and 41)

[RV15] Emily Riehl and Dominic Verity. The 2-category theory of quasi-categories. Advances in Mathematics, 280:549–642, 2015. (cited on p. 37)

[RV16] Emily Riehl and Dominic Verity. Homotopy coherent adjunctions and the formal theory of monads. Advances in Mathematics, 286(2):802–888, January 2016. (cited on pp. 36 and 37)

[RV19] Emily Riehl and Dominic Verity. Elements of ∞-category theory. In preparation; draft available at http://www.math.jhu.edu/~eriehl/elements.pdf, 2019. (cited on pp. 36 and 37)

[S+12] Michael Shulman et al. Exhaustive categories. http://ncatlab.org/nlab/show/exhaustive+category, May 2012. (cited on p. 22)

[Sat17] Christian Sattler. The equivalence extension property and model structures. arXiv:1706.07526, 2017. (cited on pp. 6, 51, 52, and 53)

[Ste19a] Raffael Stenzel. On univalence, Rezk completeness and presentable quasi-categories. PhD thesis, University of Leeds, 2019. (cited on pp. 12, 22, 27, and 32)

[Ste19b] Jonathan Sterling. Algebraic type theory and universe hierarchies. arXiv:1902.08848, 2019. (cited on p. 65)

[Sti14] T. Streicher. A model of type theory in simplicial sets: A brief introduction to Voevodsky’s homotopy type theory. Journal of Applied Logic, 12(1):45 – 49, 2014. http://www.mathematik.tu-darmstadt.de/~streicher/settt.pdf. (cited on pp. 5 and 6)

[Tay99] Paul Taylor. Practical foundations of mathematics, volume 59 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1999. (cited on p. 58)
