Role-Play-Based Guidance for Job Interviews Using an Android Robot for Individuals With Autism Spectrum Disorders
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Interventions for job interviews targeting the impaired theory of mind observed in individuals with autism spectrum disorders (ASD) are limited. We developed a role-play-based guidance system for job interviews using an android robot resembling a real person. Individuals with ASD worked in pairs and played dual roles in mock job interviews. Specifically, one participant acted as the interviewee, while the other participant operated the android robot and acted as the interviewer. Eight individuals with high-functioning ASD participated in this study. After the training sessions, participants learned to understand the point of view of the interviewer, which may contribute to increased recognition of the importance of gestures and the motivation to learn how to behave in a job interview. In addition, participants reported improved self-confidence. These results provide preliminary support for the efficacy of playing dual roles using android robots.
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INTRODUCTION

Autism spectrum disorders (ASD) are lifelong conditions that impact many aspects of life, including employment outcomes. The low employment rate of individuals with ASD has become a major societal concern worldwide (1). Individuals with ASD have verbal and nonverbal social communication deficits that can interfere with the reciprocity and flow of conversation (2). Nonverbal communications, such as eye contact, facial expressions, and gestures, are assumed to be directly connected to poor performance during job interviews (3, 4). For example, certain nonverbal mistakes (e.g., individuals with ASD not looking at the interviewer in the eye and not making adequate facial expressions) can decrease the chances of receiving a job offer, even if the answers to the interview questions are impressive.

Recently, an advanced project using internet-accessed training and virtual reality has demonstrated that these tools have partial efficacy in improving job interview skills in individuals with ASD. For example, Strickland et al. showed that individuals with ASD who completed the internet-accessed training program had significantly improved verbal communication skills compared to a control
group (3). Burke et al. used a Virtual Interactive Training Agent system and showed that individuals with ASD develop the ability to identify strengths, self-promote, self-advocate, and answer situational questions (5). However, these studies did not show improvements in nonverbal communication.

In the job interview setting, nonverbal communication is at least as important as verbal communication is. According to a previous study, 55% of the first impressions are based on nonverbal communication, and only 7% of the first impressions are based on the actual verbal content of the interview (6). Thus, novel interventions for improving nonverbal communication skills are needed.

Unfortunately, as previously reported, improving nonverbal communication skills is more difficult than improving verbal communication skills (3). Challenges in this area are believed to occur because individuals with ASD are impaired in their ability to recognize other's perspectives (7); that is, they lack what has been labeled the theory of mind (ToM) (8). Therefore, they are unable to understand the effect of their behavior on others (3), which is associated with their low motivation to acquire nonverbal communication skills (9). In designing an intervention to help individuals with ASD to acquire nonverbal communication skills, it is important to not only teach the appropriate nonverbal skills required for such an interaction (e.g., making eye contact and using appropriate facial expressions) but also improve their understanding of the importance of nonverbal communication. However, interventions for job interview preparation derived from a ToM viewpoint are limited (10).

To deepen the understanding of the point of view of interviewers, we developed a role-play-based guidance system for job interviews using an android robot, which is a robot with the appearance and movements resembling those of an actual human. In this system, participants were grouped in pairs and played dual roles using the android robot (i.e., the interviewee in a mock job interview by facing the android robot and the interviewer by operating the android robot). A comparison of the method used in this study and that in a previous study (11) shows that the intervention targets are distinct, because in the present study, the intervention involved learning to understand the point of view of the interviewer, while in the previous study, it involved simple exposure to the android robot-mediated interview procedures.

Greater self-confidence is important in tackling the target situation (12). Recent work has suggested the importance of measuring self-report in individuals with ASD (11, 13, 14). The primary objective of this study was to test whether our role-play-based-guidance system is useful for improving the self-confidence of individuals with ASD in a job interview. Second, we tested whether individuals with ASD show improvement in the recognition of the importance of gestures, motivation, and the extent of understanding the point of view of the interviewers. We hypothesized that after receiving our role-play-based-guidance, participants would demonstrate better self-confidence and show improvement in the recognition of the importance of gestures, motivation, and the extent of understanding the point of view of the interviewers.

**MATERIAL AND METHODS**

**Participants**

All procedures involving human participants were conducted in accordance with the ethical standards of the institutional and/or national research committee and with the 1964 Helsinki Declaration and its later amendments or comparable ethical standards. The present study was approved by the ethics committee of Kanazawa University. After receiving a complete explanation of the study, all participants and their guardians agreed to participate in the study. All participants provided written informed consent. Inclusion criteria included (1) diagnosis of ASD based on the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) from the supervising study psychiatrist (15); (2) aged 19–25 years; and (3) unemployed workers who were actively seeking employment. All participants had known each other for at least 1 year. At the time of enrollment, the diagnoses of all participants were confirmed by a psychiatrist with more than 10 years of experience in ASD using the criteria in the DSM-5 (15) and standardized criteria in the Diagnostic Interview for Social and Communication Disorders (DISCO) (16). The DISCO is reported to have good psychometric properties (17). All participants were diagnosed with Asperger's syndrome according to the DISCO.

All participants completed the Autism Spectrum Quotient–Japanese version (AQ-J) (18), which was used to evaluate ASD-specific behaviors and symptoms. The AQ-J is a short questionnaire with five subscales (social skills, attention switching, attention to detail, imagination, and communication). Previous studies using the AQ-J have been replicated across cultures (19) and age (20, 21). The AQ is sensitive to the broader autism phenotype (22). Intelligence quotient (IQ) was measured by either the Wechsler Intelligence Scale for Children–Fourth Edition or the Wechsler Adult Intelligence Scale–Third Edition.

Despite treatments such as social skill training and behavioral therapy to improve communication skills and mock job interview training by humans, they could not perform standard nonverbal behaviors required for job interviews (e.g., making eye contact and facial expression). They had failed job interviews more than 10 times. We administered questionnaires pertaining to confidence and avoidance of job interviews, in which items were rated on a 7-point Likert scale half a year before the experiment, and confirmed that all participants had not been confident and had avoided attending job interviews half a year before. The ratings ranged from 1 (not at all comfortable) to 7 (very comfortable). The first author conducted a semistructured interview question, in which participants were asked, “Do you think nonverbal behavior is important in a job interview?” All participants answered that nonverbal behavior is not important in a job interview. They seemed to have a similar level of understanding in that they considered nonverbal behavior to be not important in a job interview.

**Procedures**

The android robot used in this study was the Actroid-F (14, 23, 24) (Figure 1) (Kokoro Co. Ltd. Hamura, Tokyo, Japan), which is approximately 165 cm in height and is a female humanoid robot. The face was made of soft silicon rubber by taking a copy of a
real human face. It has 12 degrees of freedom in the upper body as follows: eyebrows (up/down, wrinkling); eyelids (open/close); eyeballs (pan, tilt); mouth (open/close, smiling); head (turn, nod, lean); chest (breathing); and waist (bowing). Actroid-F’s face can show a range of simplified expressions, but in a less complex way compared to a real human face. Its artificial body has the same proportions, facial features, hair color, and hairstyle as a human.

In this experiment, the Actroid-F was remotely teleoperated by the interviewer (i.e., one of the participants).

On days 1 and 6, the participants participated in a 10-min mock job interview with a human confederate for basic evaluation. Initially, participants were given a document containing recruitment information from which they could select a job including data entry clerk, shelf stacker in a supermarket, custodian, kitchen assistant in a restaurant, nursing assistant, and paper delivery person. After the mock job interviews, we asked participants to complete a questionnaire about their self-confidence in their interview performance. Items were rated on a 7-point Likert scale (ranging from 1 = “not at all comfortable” to 7 = “very comfortable”). We asked participants to complete a questionnaire containing a 5-point Likert scale (1–5) for the question, “How motivated are you to learn how to perform in job interviews?” Responses ranged from 1 (I am not motivated to learn how to perform in job interviews at all) to 5 (I am very motivated to learn how to perform in job interviews). In addition, the first author conducted semistructured interviews about “others’ viewpoint.” The participants were asked two questions. First, to assess whether each participant knew that their perspective is different from most people’s perspective, the first author asked, “Do you think your perspective is different from most people’s?” The first author then asked, “Please rate, on a scale from 1 (I cannot understand the point of view of interviewers at all in a job interview setting) to 5 (In a job interview setting, I can understand the point of view of interviewers perfectly), the extent to which you understand the point of view of the interviewers.” After the intervention, the first author asked their teacher, “Did the students learn to understand the point of view of the interviewer after the intervention?”

From days 2 to 5, all eight individuals were grouped in pairs and participated in the mock interviews at the same time. One participant acted as the interviewee in the mock job interview by facing an Actroid-F that was remotely controlled by the other participant, who acted as the interviewer (Figure 2). The other participant (i.e., interviewer) asked questions by selecting from the script (see Supplementary Material), which we prepared in advance. Buttons that corresponded to each script were displayed on the monitor, and the interviewer could ask a question by pushing a button, which was read out loud by the Actroid-F. The interviewer could also replicate facial expressions, such as smile, surprise, or sorrow, by using the button. The interviewer could monitor the expressions made by the Actroid-F and the interlocutor via a video. They practiced 20 min every day (i.e., they practiced each role for approximately 10 min). Considering their interest in operating the android robot, we suggested that playing the role of the interviewer by operating an android robot is useful to learn the point of view of an interviewer in a job interviewer setting. For many individuals with ASD, sensory overstimulation is a serious problem (25), and the flood of social cues may be a primary cause for the inability to process social signals. The burden of getting information from the interlocutor through the monitor is lower than getting information from the interlocutor directly in terms of sensory stimulation. This facilitates information processing even for individuals with ASD and helps in understanding another person’s perspective (24).

Controlling their facial expression and conversation freely by typing on a keyboard is easier for them than speaking face to face, which reduces the burden in speaking and contributes to directing their energy toward information processing (24). In addition, for all participants, an unfamiliar person is difficult to approach, so being paired with a familiar person supports a smooth interaction.

We conducted a brief survey and interview with all participants from this study to evaluate their vocational outcomes at 1-year follow-up with a focus on whether or not they attained a competitive position. The interview included questions about whether the experience of playing dual roles using the android robot was the trigger to put themselves in the position of the interviewer.
Statistical Analysis
All statistical analyses were performed using IBM SPSS Statistics 24.0 (IBM, Armonk, NY, USA). To test the first hypothesis that our role-play-based guidance is useful for improving self-confidence in job interviews, a paired t-test was performed to evaluate the ratings of self-confidence between days 1 and 6. To test the second hypothesis that our role-play-based guidance is useful for improving the recognition of the importance of gestures, motivation, and the extent of understanding the point of view of interviewers, a paired t-test was also performed between days 1 and 6.

RESULTS
Feasibility and Participation
In total, eight individuals with ASD took part in the study (see Table 1 for participant details). All participants completed the trial procedures without technological challenges or noted participant distress that would lead to session termination. We carefully observed participant performance and confirmed that all participants were concentrating during the trials and highly motivated from the start to the finish of the experiment.

Primary Analyses
All participants operated with the Actroid-F with enthusiasm evidenced by full participation and comments indicating that they enjoyed the process. When acting as the interviewee, participants seemed to be focused and engaged in the mock job interview. During the intervention, they learned the importance of gestures in job interviews from their experience as the interviewer, and these experiences increased their motivation to learn how to perform in job interviews. There was also a significant increase in the recognition of the importance of gestures in a job interview on day 6 (3.75 ± 0.71) compared to day 1 (1.63 ± 0.74) (p < 0.01) (see Table 2). There was a significant increase in the motivation to learn how to perform in job interviews on day 6 (4.25 ± 0.46) compared to day 1 (2.25 ± 0.71) (p < 0.01) (see Table 2). This motivation led to a positive attitude toward the role of the interviewee in the mock job interview training. These experiences seemed to increase participants’ self-confidence. In fact, there was a significant increase in self-confidence on day 6 (4.50 ± 0.93) compared to day 1 (2.50 ± 1.07) (p < 0.01) (see Table 2). Following the intervention, we confirmed by a semistructured interview that all participants learned to understand the point of view of the interviewer during a job interview. Moreover, in response to the first interview question on day 1, all participants answered, “I understand my perspective is different from most people’s.”

TABLE 1 | Descriptive statistics of participants.

| Characteristics          | n = 8  |
|--------------------------|--------|
| Age (years)              | 22.5 (2.2) |
| Gender (males: female)   | 8:0    |
| Full scale IQ            | 83.1 (9.7) |
| AQ-J                     | 30.3 (4.1) |

M, mean; SD, standard deviation; AQ-J, Autism Spectrum Quotient-Japanese version.
On day 6, six of the eight participants answered, “By participating in this study, I truly realized that my perspective is different from most people’s.” The result of the second interview question indicated a significant improvement in understanding the point of view of the interviewer on day 6 (3.38 ± 0.74) compared to day 1 (1.38 ± 0.52) (p < 0.01) (see Table 2). In the semistructured interview, their teachers answered, “All students seemed to learn to understand the point of view of the interviewer.” They started thinking about job interviews positively and restarted their job searches. At the 1-year follow-up after the intervention, five participants had passed job interview examinations and found employment. In our interview 1 year after the intervention, all participants answered, “The experience of role-play-based guidance using the android robot was the trigger to put ourselves in the position of the interviewer.”

DISCUSSION

In this study, by playing the dual roles using the Actroid-F, the experience of playing the interviewer via the android robot increased participants’ recognition of gestures being a crucial aspect of communication and the importance of knowing how to perform in a job interview. Participants learned to understand the point of view of the interviewer, which may have contributed to the increased recognition of the importance of gestures and the motivation to learn how to behave in a job interview. In general, individuals with ASD have difficulty recognizing that their perspectives differ from those of most people. Therefore, a lack of recognition is indicative of a lack of ToM, which may be the cause of many behaviors associated with ASD, such as inappropriate facial expression and eye contact. Owing to the lack of this insight, individuals with ASD cannot understand the effects of their behaviors on others (2). That is, our system may help alleviate the ToM deficit of individuals with ASD in job interview scenarios.

Placement in pairs of individuals who knew each other also seemed to contribute to their understanding of the perspective of the interviewer. In addition, in this system, acting as the interviewer using the Actroid-F has many advantages compared to conversing face to face. Specifically, when conversing face to face, sensory overstimulation from the human interlocutor is a serious problem for individuals with ASD, and it interferes with the processing of social signals (26). Furthermore, the technology behind the Actroid-F might increase the user’s enthusiasm for and concentration on the intervention. In addition, acting as the interviewee by facing the Actroid-F may have the advantage of decreasing interpersonal anxiety and promote intrinsic motivation for the mock job interview. These mechanisms might have enriched the participants’ understanding and led to improvements in their self-confidence.

Young adults with ASD are able to self-report psychiatric symptoms (26). Compared to their caregivers, they may be more accurate reporters of their own mood dysregulation (27). Considering these factors, the results of the self-reporting questionnaire on self-confidence and motivation in this study (participants improved their self-confidence in interview performance and motivation to learn how to perform job interview) are reliable.

In this study, based on semistructured interviews with participants and their teachers, our intervention indicates improved perspective-taking in participants. Considering the usefulness of double scoring by participants and their teachers (26), the results of the semistructured interview are reliable. Furthermore, the participants demonstrating an increased recognition of the importance of gestures and motivation to learn how to behave in a job interview also indicates that participants gained a deeper understanding of taking on the perspective of another, an important component of the ToM.

The experience of playing dual roles using the android robot seems to help participants understand the position of the interviewer. However, it is difficult to conclude that a daily 20-min intervention for 6 days is sufficient to explain the long-term outcome (i.e., five participants had passed a job interview examination and found employment). The existence of confounding variables, such as interventions and education that participants received after the experiment, makes it difficult to establish a clear link between the intervention and the outcome. Future studies controlling for the confounding factors are needed.

This study has several limitations. The first limitation is the relatively small number of participants. Larger sample sizes are necessary to provide more meaningful data to evaluate the efficacy of role-play-based guidance system using an android robot. Second, in addition to the self-reporting and the interviews with the participants, we asked their teacher to confirm whether they had learned to understand the point of view of the interviewer. We also confirmed at the 1-year follow-up after the intervention that five of the eight participants had passed their job interviews and found employment. On the other hand, we did not measure biological markers, which is a limitation of this study. Although young adults with ASD may be accurate reporters of their own mood dysregulation compared to their caregivers (27), future studies measuring not only self-report but also biological markers, such as saliva cortisol, are needed.

In conclusion, as hypothesized, individuals with ASD demonstrated improved recognition of the importance of gestures, motivation, and the extent of understanding the point of view of
interviewers. In addition, they demonstrated better self-confidence after receiving our role-play-based guidance using the android robot. While robotic technologies are considered potential vehicles for enhancing nonverbal communication skills in children with ASD, a few studies have been using this strategy to investigate the ability of children with ASD to recognize others’ perspectives. The present study provides preliminary support for a unique application of a robotic system (e.g., role-play based guidance system using android robot) to overcome a component (e.g., job interviewing) of a very specific challenge (e.g., employment) that many individuals with ASD struggle with over time. The system used in this study is not personalized according to their needs. To personalize this system according to individuals’ different needs, future developments of the system to adjust the intelligibility of nonverbal behaviors for android robot depending on the situation are needed.
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