Simulating gravitational waves passing through the spacetime of a black hole

Jian-hua He\textsuperscript{1,2}\footnote{Corresponding author: hejianhua@nju.edu.cn} and Zhenyu Wu\textsuperscript{1,2}

\textsuperscript{1}School of Astronomy and Space Science, Nanjing University, Nanjing 210023, P. R. China and
\textsuperscript{2}Key Laboratory of Modern Astronomy and Astrophysics (Nanjing University), Ministry of Education, Nanjing 210023, P. R. China

We investigate how GWs pass through the spacetime of a Schwarzschild black hole using time-domain numerical simulations. Our work is based on the perturbed 3+1 Einstein's equations up to the linear order. We show explicitly that our perturbation equations are covariant under infinitesimal coordinate transformations. Then we solve a symmetric second-order hyperbolic wave equation with a spatially varying wave speed. As the wave speed in our wave equation vanishes at the horizon, our formalism can naturally avoid boundary conditions at the horizon. Our formalism also does not contain coordinate singularities and, therefore, does not need regularity conditions. Then, based on our code, we simulate both finite and continuous plane-fronted wave trains passing through the Schwarzschild black hole. We find that for the finite wave train, the wave zone of GWs is widely twisted by the black hole. While for the continuous wave train, unlike geometric optics, GWs can not be sheltered by the back hole. A strong beam and an interference pattern appear behind the black hole along the optical axis. Moreover, we find that the back-scattering due to the interaction between GWs and the background curvature is strongly dependent on the direction of the propagation of the trailing wavefront relative to the black hole. Finally, for a realistic input waveform generated by binary black holes, we find that the lensed waveform in the merger and ringdown phases is much longer than that of the input waveform due to the effect of back-scattering.

I. INTRODUCTION

"stellar-mass black holes" are formed from the deaths of high-mass (\(> 8M_\odot\)) stars, which are estimated as many as \(10^8 \sim 10^9\) in our Milky Way \cite{1}. The majority of these black holes are expected to be in an isolated situation due to the disruption of their progenitor systems \cite{2} that exist mostly in binaries or in multiple systems \cite{3}. However, despite their vast population, they are difficult to detect, as unlike binary black holes, isolated black holes do not produce detectable emissions of their own. At the moment, the primary tools to detect them rely on either photometric microlensing \cite{4, 5} or astrometric microlensing \cite{6}.

On the other hand, the discovery of gravitational waves ushered us into a new era of astronomy \cite{7}. In the coming decades, ground- and space-based GW experiments will study the GW phenomena in unprecedented detail, such as the Einstein Telescope (ET) \cite{8}, 40-km LIGO \cite{9}, eLISA \cite{10}, DECIGO \cite{11}, and Pulsar Timing Arrays (PTA) \cite{12}. These experiments may provide a potential way beyond the conventional astronomical methods to detect isolated black holes.

On the theoretical aspect, since an isolated black hole does not emit detectable GWs itself, one possible way to detect it is when some external GWs pass through it and leave some detectable features in the waveforms. The key question then becomes how to accurately predict the waveforms of GWs when they pass through a black hole.

In the weak field limit, such a problem has been studied in the previous work \cite{13–29}. In these pioneer works \cite{15}, a thin-lens model is assumed, in which the incident GWs are assumed to be far away from the optic axis and the impact parameter is much larger than the Schwarzschild radius of the lens mass \(R_s\). The gravitational field of the black hole is weak in this case, and the deflection angle due to the black hole is small. In addition to the assumption of thin-lens, to address the wave effects of GWs, the previous work also applied Kirchhoff's diffraction theory to the lensing system. When the wavelength of GWs \(\lambda\) is much smaller than the Schwarzschild radius \(\lambda \ll R_s\), the diffraction integral is dominated by the stationary phase points. These points can be viewed as corresponding to distinct images. The approximation is known as the stationary phase approximation or the geometric optics approximation.

Based on the thin lens model and geometric optics approximation, most recently, a comprehensive analysis of lensing has been performed using the data from the first half of the third LIGO–Virgo observing run \cite{30}. However, no compelling evidence of lensing has been found.

In the opposite limit, when the wavelength of GWs is comparable to or much greater than the Schwarzschild radius \(\lambda \geq R_s\), diffraction becomes significant. In this case, even in the weak field limit, the thin lens model and the geometric optics approximation break down for waves along the optic axis. GWs do not form caustics...
behind the lens at scales that are comparable to their wavelength. Instead, GWs form a strong beam along the optic axis [31].

In strong gravity, the situation is more complicated due to the complexity of the black hole spacetime. To fully address GWs passing through the spacetime of strong gravity, we would like to investigate the wave property of GWs in the spacetime of a black hole first, which plays an important role here.

In flat spacetime, GWs are described by

\[ \frac{\partial^2}{\partial t^2} h_{ij} - c^2 \nabla^2 h_{ij} = c^2 Q_{ij}(t, x), \]  

(1)

where \( Q_{ij}(t, x) \) is the source mass and \( c \) is the speed of light in vacuum. The wave equation has a fundamental solution \( G \) which satisfies

\[ \frac{\partial^2}{\partial t^2} G - c^2 \nabla^2 G = c^2 \delta(t)\delta(x). \]

For an outgoing wave, the explicit form of \( G \) is known as the retarded Green’s function

\[ G^+(x, t; x', t') = \frac{\delta(t' - |x - x'|/c)}{4\pi |x - x'|}. \]

Unlike the Green’s function in the 2D case (or even dimensions), the 3D (or odd dimensions) Green function has a notable feature, namely, the signal is “sharp”. A perturbation at a point \( \vec{x} \) is visible at another point \( \vec{x}' \) exactly at the time \( t = |\vec{x} - \vec{x}'|/c \). Since the wave speed of GWs equals that of light rays, GWs travel exactly on the future direct light cone. Moreover, since the speed of GWs does not depend on frequency, there is no dispersion in a wavelet of GW signals. This leads to the strong Huygens’ principle in the vacuum of flat spacetime [32]: a finite GW wave signal has a definite wave zone with clear leading and trailing wavefronts.

However, the strong Huygens’ principle does not hold in strong gravity. A strict mathematical theorem states that in the four-dimensional spacetime the wave equation on an empty spacetime with a vanishing Ricci tensor satisfies Huygens’ principle if and only if the spacetime is flat or is that of a plane wave [32–34]. As such, unlike in the case of flat spacetime, in strong gravity, besides the original signals, GWs can be scattered back due to the interaction between GWs and the background curvature [35, 36]. As a result, a “sharp” signal is no longer “sharp” but can be dispersed, which generates a “lasting” effect and leaves a tail of GW signals. This tail blurs the trailing wavefront. In this case, GWs propagate not only on the light cone but also inside it [35, 37].

Unlike the trailing wavefront, the leading wavefront represents the transfer of energy from one place to another, which is subject to the constraint of causality. Its propagation does not depend on the frequencies of GWs. This is because the leading wavefront is not necessarily continuous but can be with a sharp edge (e.g. square waves). In mathematics, the Fourier series, indeed, converge only in the sense of \( L^2 \) norm, which means that they converge up to functions with differences on a set of Lebesgue measure zero. They do not necessarily converge in the pointwise sense unless the function is continuously differentiable. Thus, the sum of the Fourier series does not converge near the point of discontinuity of a piecewise smooth function, which is known as the Gibbs phenomenon. Moreover, unlike in the 1D case, the wavefront in 3D space may have a complex geometric shape at a given time (e.g. the wavefront presented in [31]). It is difficult to apply the spectrum method based on eigenfunctions (e.g. Fourier analysis) in this case.

The perturbation theory of a black hole has already been studied extensively in the literature. Historically, these pioneer works assume that the geometric shape of the hypersurfaces of waves at a given time (wavefronts) is spherical. The angular dependence of waves can then be separated, which leaves a set of master equations along the radius, such as the Regge-Wheeler [38], Zerilli [39, 40], Bardeen-Press [41] equations for the Schwarzschild black hole, and Teukolsky equations [42] for Kerr black hole. Furthermore, by imposing boundary conditions at both the horizon and spatial infinity, the wave equations can be finally solved.

Despite the success of these analyses [43], it is necessary to go beyond the assumption of spherical waves. Even in the weak field limit, as shown in [31], when GW signals pass through a compact object, the geometric shape of the outgoing GWs is no longer spherical but is rather complicated [31]. The conventional analysis based on spherical waves is difficult to describe such situations. New methods are needed. However, due to the complexity of the perturbed equations of a black hole, it is difficult to find analytical expressions for wavefronts with generic shapes. Numerical techniques, therefore, are called for in this case.

This work aims to extend our work [31] from simulating the propagation of GWs in a potential well in the weak field limit to the regime of strong gravity. However, a key difference between our work and the scattering theory of black holes [20, 44, 45] is that our work focuses on a localized wave within a finite spacetime in the time-domain. We treat the propagation of waves as a “Cauchy” problem for hyperbolic equations, which is fundamentally local. If taking the Fourier transforms, the wave equations in the frequency-domain become elliptic (e.g. Helmholtz equations), which are specific to the “boundary-value” problem [46]. The wave functions, in this case, are determined by boundary conditions and
the shape of the incident wave packet.

In this work, we derive the linear perturbation equations of a black hole based on the covariant 3+1 form of Einstein’s equations [47]. An advantage of this formalism is that it is less coordinate-dependent, which can avoid the coordinate singularities at \( \theta = 0, \pi \) in the spherical polar coordinates and does not need to impose regularity conditions. This is important for our 3D simulations.

Our evolution scheme is similar to those of solving wave equations in numerical relativity [48, 49]. However, a key difference between our work and those presented in [48] is that the wave speed in our scheme is no longer a constant but varies in space, which equals the speed of light observed by an asymptotic observer.

Following our previous work [31], the main numerical technique used in this work is called the finite element method (FEM) (see e.g. textbook [50] for details). Unlike the conventional numerical method such as the finite difference method (FDM), the FEM is based on the weak formulation or variational formulation of partial differential equations (PDEs). The solutions of PDEs can be expanded in terms of ansatz functions. The domain of interest is then decomposed into finite elements. On each element, a shape function is assigned. If the ansatz function is the same as the shape function, the scheme is called the Galerkin scheme. The FEM in this case is called the Galerkin FEM. The shape function can be either continuous or discontinuous. The resulting methods are called the continuous Galerkin FEM (cGFEM) or the discontinuous Galerkin FEM (dGFEM) [51], respectively. Although compared with the cGFEM, the dGFEM is more flexible for the local shape functions and is also more stable for convective problems, it is usually used with an explicit scheme of time discretization and also requires a much larger number of degrees of freedom due to the higher order shape functions used.

In this work, we adopt the cGFEM method. One particular reason for this is that we implement an implicit scheme of time discretization, which is called the Crank–Nicolson scheme. In flat spacetime, this scheme is symplectic, which inherently preserves the energy of plane waves during their propagation.

Throughout this paper, we adopt the geometric unit \( c = G = 1 \), in which 1 Mpc = \( 1.02938 \times 10^4 \) Hz\(^{-1} \) and 1 M\( _{\odot} \) = \( 4.92535 \times 10^{-6} \) Hz\(^{-1} \). The advantage of this unit system is that time and space have the same unit.

This paper is organized as follows: In section II, we introduce the 3+1 Einstein’s equations for the Schwarzschild spacetime in isotropic coordinates. In section III, we present the perturbed equations up to linear order based on the 3+1 Einstein’s equations. In section IV, we introduce the symmetric hyperbolic equations for GWs in Schwarzschild spacetime. In section V, we introduce the weak formulation of wave equations and the cGFEM method. In section VI, we present our numerical results. In section VII, we summarize and conclude this work.

II. BACKGROUND SPACETIME

We choose the background as Schwarzschild spacetime. We present the line element in terms of the lapse function \( N \) and shift vector \( \vec{\beta} \)

\[
ds^2 = g_{\mu\nu} dx^\mu dx^\nu = -N^2 dt^2 + \gamma_{ij} (dx^i + \beta^i dt)(dx^j + \beta^j dt),
\]

where \( \gamma_{ij} \) is the spatial metric. The Greek letters \( \mu \) and \( \nu \) run from 0 to 3 and the Latin indices \( i \) and \( j \) run from 1 to 3. In isotropic coordinates, the lapse function and \( \gamma_{ij} \) are given by

\[
N = \frac{1 - \frac{M}{2\rho}}{1 + \frac{M}{2\rho}},
\]

\[
\gamma_{ij} = \left(1 + \frac{M}{2\rho}\right)^4 \delta_{ij},
\]

where \( \rho = \sqrt{x^ix_i} \) is the radius in isotropic coordinates. The shift vector vanishes in this case \( \vec{\beta} = (0, 0, 0) \).

The 3+1 Einstein equations with respect to coordinates \((t, \vec{x})\) are given by [52, 53]

\[
\frac{\partial}{\partial t} \gamma_{ij} = -2 N K_{ij},
\]

\[
\frac{\partial}{\partial t} K_{ij} = -D_i D_j N + N (R_{ij} + K K_{ij} - 2K_{il} K^l_{\ j}),
\]

where \( K_{ij} \) is the external curvature tensor, \( R_{ij} \) is the Ricci tensor for 3D space and \( D_i \) is covariant derivative with respect to the 3D spatial metric \( \gamma_{ij} \). Since \( \gamma_{ij} \) is time independent \( \frac{\partial}{\partial t} \gamma_{ij} = 0 \), from Eq. (5) \( K_{ij} \) vanishes on all the hyper-surfaces \( \Sigma_t \)

\[
K_{ij} = 0.
\]

The hyper-surface \( \Sigma_t \) in this case is called the maximal slicing \( K = 0 \). The lapse functions satisfy the following relations

\[
D_i D_j N = NR_{ij} \neq 0 (i \neq j),
\]

\[
D_i D^i N = NR = 0.
\]

Equations (5) and (6) constitute a time evolution system as a Cauchy problem. For the background line elements, inserting Eqs. (7,8,9) into Eqs. (5) and (6), the background metrics are consistent with Eqs. (5) and (6).

In addition to the evolution equations, the 3+1 Einstein’s equations are also subject to the Hamiltonian and
momentum constraints.

\[ H = \frac{1}{2} (R + K^2 - K_{ij}K^{ij}) = 0, \quad (10) \]
\[ M_i = D_j K^j_i - D_i K = 0. \quad (11) \]

For the background spacetime, the above constraints are automatically satisfied since \( R = 0 \) and \( K = 0 \).

### III. PERTURBED SPACETIME

#### A. Perturbed wave equations

From Eqs. (5) and (6), the perturbed 3+1 formalism of the Einstein equations are given by

\[
\frac{\partial}{\partial t} h_{ij} = -2\delta NK_{ij} - 2N\delta K_{ij}, \quad (12)
\]

\[
\frac{\partial}{\partial t} \delta K_{ij} = -\delta(D_i D_j N) + N\delta R_{ij} + N\delta K_{ij}
+ N\delta K_{ijkl}K_{lj} - 2N\delta K_{il}K^l_j - 2N\delta K_{il}K^l_j
+ \delta N(R_{ij} + KK_{ij} - 2K_{il}K^l_j). \quad (13)
\]

where \( h_{ij} \) denotes the perturbed metric

\[ h_{ij} = \delta \gamma_{ij}. \quad (14) \]

\( \delta R_{ij} \) is the perturbed Ricci tensor, which can be presented in terms of covariant derivatives \( D \) and \( \delta \Gamma^k_{ij} \)

\[
\delta R_{ij} = D_k \delta \Gamma^k_{ij} - D_j \delta \Gamma^k_{ik}
= \frac{1}{2}(D^l D_i h_{lj} + D^l D_j h_{il} - D^l D_l h_{ij})
- \frac{1}{2}D_j D_i (\gamma^{kl} h_{lk}). \quad (15)
\]

Although the Christoffel symbol \( \Gamma^k_{ij} \) itself is not a tensor, its perturbation \( \delta \Gamma^k_{ij} \) is a tensor, which can be written in a covariant format [54]

\[ \delta \Gamma^k_{ij} = \frac{1}{2}\gamma^{kl} (D_i h_{lj} + D_j h_{il} - D_l h_{ij}). \quad (16) \]

The perturbation of \( 2N\delta(D_i D_j N) \) is given by

\[
2N\delta(D_i D_j N) = 2N \left( D_i D_j \delta N - \delta \Gamma^k_{ij} \partial_k N \right)
= 2N \left( \frac{\partial^2 \delta N}{\partial x^i \partial x^j} - \Gamma^k_{ij} \partial_k \delta N \right)
- N\partial_k N \gamma^{kl} (D_i h_{lj} + D_j h_{il} - D_l h_{ij}). \quad (17)
\]

where

\[ D_i D_j \delta N = \frac{\partial^2 \delta N}{\partial x^i \partial x^j} - \Gamma^k_{ij} \partial_k \delta N. \quad (18) \]

Next, taking the time derivative of Eq. (12), and using Eq. (13) to eliminate \( \delta K_{ij} \), we obtain a second order equation for \( h_{ij} \)

\[
\frac{\partial^2}{\partial t^2} h_{ij} = -2\frac{\partial \delta N}{\partial t} K_{ij} - 2\delta \frac{\partial K_{ij}}{\partial t}
+ 2N\delta(D_i D_j N) - 2N^2\delta R_{ij}
- 2N^2 K_{ij} - 2N^2 K_{ij} + 4N^2\delta K_{il}K^l_j
+ 4N^2 K_{il}\delta K^l_j - 2N\delta N(R_{ij} + KK_{ij} - 2K_{il}K^l_j). \quad (19)
\]

Noting that the background quantities vanish \( K_{ij} = 0 \) and \( K_{ij} = 0 \), the above equation reduces to

\[
\frac{\partial^2}{\partial t^2} h_{ij} = 2N\delta(D_i D_j N) - 2N^2\delta R_{ij} - 2N\delta N R_{ij}. \quad (20)
\]

Inserting Eq. (15) and Eq. (17) into Eq. (19), we obtain

\[
\frac{\partial^2}{\partial t^2} h_{ij} = 2ND_i D_j \delta N - 2N\delta N R_{ij}
+ N^2(D_i D_j h + D^l D_l h_{ij} - D^l D_l h_{ij} + D^l D_l h_{ij})
- N\partial_k N \gamma^{kl} (D_i h_{lj} + D_j h_{il} - D_l h_{ij}). \quad (21)
\]

Using the identity

\[ D^l D_l h_{ij} = D_i D_j h_{ij} + R^m_{\ ij} h_{mn} + R^i_{\ ij} h_{ij}, \quad (22) \]

we finally arrive at

\[
\frac{\partial^2}{\partial t^2} h_{ij} = 2ND_i D_j \delta N - 2N\delta N R_{ij}
+ N^2 D^i D^j h_{ij} + N^2 D_i D_j h - N^2 (D_i \Gamma_j + D_j \Gamma_i)
- N^2 (2R^m_{\ ij} h_{mn} + R^i_{\ ij} h_{ij} + R^i_{\ ij} h_{ij})
- N\partial_k N \gamma^{kl} (D_i h_{lj} + D_j h_{il} - D_l h_{ij}). \quad (23)
\]

where

\[ \Gamma_j = D^l h_{lj}. \quad (24) \]

Equation (23) gives the most general linear perturbed equation for gravitational waves in Schwarzschild spacetime. If \( \gamma_{ij} \) is in flat case, Eq. (23) is consistent with Eq.(85) presented in Ref. [48].

#### B. General covariance

Unlike the non-linear perturbations, in linear perturbation theory general covariance plays a vital role. To highlight this point, we consider an arbitrary infinitesimal coordinate transformation \( \eta^i \)

\[ \tilde{\rho}^i = \rho^i + \eta^i. \quad (25) \]
For an scalar field $S$ and a tensor field $T_{ij}$, the perturbed quantities transform under $\eta^i$ as

\[
\delta \tilde{S} \rightarrow \delta S - L_{\tilde{\eta}} S, \\
\delta \tilde{T}_{ij} \rightarrow \delta T_{ij} - L_{\tilde{\eta}} T_{ij},
\]

where $L_{\tilde{\eta}}$ denotes the Lie derivative. For a scalar field, the Lie derivative gives

\[
L_{\tilde{\eta}} S = \eta^k D_k S,
\]

and for a tensor field, the Lie derivative reads

\[
L_{\tilde{\eta}} T_{ij} = T_{ik} D_j \eta^k + T_{kj} D_i \eta^k + \eta^k D_k T_{ij}.
\]

The perturbed quantities $\delta N$, $h_{ij}$ and $\delta R_{ij}$ then transform as

\[
\begin{cases}
\delta \tilde{N} \rightarrow \delta N - \eta^k D_k N \\
\tilde{h}_{ij} \rightarrow h_{ij} - \gamma_{ik} D_j \eta^k - \gamma_{kj} D_i \eta^k - \eta^k D_k \gamma_{ij} \\
\tilde{\delta R}_{ij} \rightarrow \delta R_{ij} - R_{ik} D_j \eta^k - R_{kj} D_i \eta^k - \eta^k D_k R_{ij}
\end{cases}
\]

(30)

Since the gauge transformation simply changes coordinates, it does not induce real physics. If an equation describes real physics, it should have the same format in different coordinates. This principle is known as general covariance. It turns out that Eq. (20) does have such a property. When inserting the above gauge transformation, Eq. (20) keeps the same format in the new coordinate system. The detailed proof is provided in appendix VII A. A key point in the proof is that $\delta N$ does not vanishes, which plays an essential role for Eq. (20) to be covariant.

If $\sum_i$ is compact or $\sum_\ell$ is open but $\eta^i$ can vanish rapidly at infinity, the tensor field $h_{ij}$ can be decomposed into scalar, vector and tensor components according to their properties of gauge transformation [55]. However, although in most cases it is possible to do such decomposition for $h_{ij}$, there is no guarantee that different components can evolve independently. This is because the evolution equations of different components may couple to one another. To illustrate this point, we decompose $\eta^k$ as

\[
\eta^k = D^k \eta + \eta^k_* , \\
D_k \eta^k_* = 0.
\]

(31)

$\eta$ and $\eta^k_*$ then represent the scalar and vector infinitesimal transformations, respectively. Note that these two transformations are independent to each other. $\eta^k_*$ alone, therefore, does not change the scalar components of $h_{ij}$. However, this may not be true for the second order derivatives of $h_{ij}$

\[
D^i D^j h_{ij} \rightarrow D^i D^j h_{ij} - 2 R_{ij} D^i \eta^k_* .
\]

(32)

Although $D^i D^j h_{ij}$ itself is a scalar field, whether it will be changed under the vector coordinate transformation $\eta^k_*$ is dependent on the curvature of $\sum_i$. If $R_{ij}$ is to be maximally symmetric, such as in the case of Robertson-Walker metric

\[
R_{ij} = 2 K \gamma_{ij} ,
\]

(33)

$R_{ij} D^i \eta^j_*$ then vanishes. The vector transformation $\eta^k_*$ in this case does not induce any change in the scalar quantity $D^i D^j h_{ij}$. And the equations for scalar and vector components can evolve independently. In cosmological perturbation theory, the explicit proof of the independence of different components can be found in the Appendix B of Ref. [55] where the constant curvature of the background space plays an essential role in the proof.

However, in our case, $R_{ij} D^i \eta^j_*$ does not vanish since $R_{ij} \neq 0 (i \neq j)$ and $R_{ij}$ can not be presented as a constant in combination with $\gamma_{ij}$. Different components in Eq. (23), thus, couple to one another. In this case, the most general perturbed equation should be used directly.

C. perturbed conservation laws

In addition to the wave equation, the perturbed constraint Eq. (10) gives

\[
\delta R + 2 K \delta K - \delta K_{ij} K^{ij} - K_{ij} \delta K^{ij} = 0 .
\]

(34)

Since the background external curvature vanishes, we obtain

\[
\delta R = 0.
\]

(35)

From Eq. (15), we obtain

\[
\gamma^{ij} \delta R_{ij} = D^l \Gamma_l - D^l D_l h .
\]

(36)

Further noting that

\[
\delta \gamma^{ij} = - \gamma^{im} \gamma^{jn} h_{mn} ,
\]

(38)

we obtain

\[
D^l \Gamma_l - D^l D_l h = \gamma^{im} \gamma^{jn} h_{mn} R_{ij} .
\]

(39)

The perturbation of Eq. (9) gives

\[
\delta (D_i D^i N) = \gamma^{ij} \delta (D_i D_j N) - \gamma^{im} \gamma^{jn} h_{mn} D_i D_j N = 0 .
\]

(40)
Contracting Eq. (20) with $\gamma^{ij}$, we obtain
\[\frac{\partial^2 h}{\partial t^2} = 2N\gamma^{ij}\delta(D_iD_jN) - 2N^2\gamma^{ij}\delta R_{ij}\]
\[= 2N\gamma^{im}\gamma^{jn}h_{mn}(D_iD_jN - NR_{ij})\]
\[= 0\] \hspace{1cm} (41)

Therefore, we can take the trace of $h_{ij}$ as zero $h = 0$. Equation (39), then, gives
\[D^i\Gamma_i = \gamma^{im}\gamma^{jn}h_{mn}R_{ij} = \gamma^{im}\gamma^{jn}h_{mn}\frac{D_iD_jN}{N}. \hspace{1cm} (42)\]

Next, contracting Eq. (12) with $\gamma^{ij}$ and noting that $h = 0$, we obtain
\[\delta K = 0. \hspace{1cm} (43)\]

The perturbation of momentum constraint Eq. (11) reduces to
\[D^i\delta K_{ji} = 0. \hspace{1cm} (44)\]

Taking the spatial derivative of Eq. (20), we obtain
\[\frac{\partial}{\partial t}D^i h_{ij} = -2D^iN\delta K_{ij} - 2ND^i\delta K_{ij}. \hspace{1cm} (45)\]

Using the definition
\[\Gamma_j = D^i h_{ij} \hspace{1cm} (46)\]

and Eq. (44), we find
\[\frac{\partial}{\partial t}\Gamma_j = D^i\ln N \frac{\partial}{\partial t} h_{ij}. \hspace{1cm} (47)\]

The above equation has a general solution, which takes the form
\[\Gamma_l = D^m \ln N h_{ml} + A_l, \hspace{1cm} (48)\]
where $A_l$ is a free vector field that does not depend on time $\frac{\partial A_l}{\partial t} = 0$.

To fix the choice of the vector field $A_l$, we can take the spatial derivative of the Eq. (48)
\[D^l\Gamma_l = (D^lD^m \ln N)h_{ml} + D^m \ln N D^l h_{ml} + D^lA_l \]
\[= (D^mD^m \ln N + D^m \ln N D^m \ln N)h_{mn} + D^m \ln N A_m + D^m A_m\]
\[= \frac{D^mD^m N}{N} h_{mn}. \hspace{1cm} (49)\]

In the last equality, we have used Eq. (42). Further using the identity
\[D^mD^m \ln N + D^m \ln N D^m \ln N = \frac{D^mD^m N}{N}, \hspace{1cm} (50)\]

from Eq. (49) we obtain
\[D^m \ln N A_m + D^m A_m = 0. \hspace{1cm} (51)\]

The above equation places a constraint on the choice of $A_m$. In this work, we take $A_m = 0$, which is an obvious solution to the above equation. Equation (48) reduces to
\[\Gamma_l = D^m \ln N h_{ml}. \hspace{1cm} (52)\]

The above relation plays a vital role in the numerical process of solving Eq. (23). We will discuss this point in the next few sections.

D. Choosing coordinates

As already noted, an infinitesimal coordinate transformation from the background spacetime can lead to non-zero perturbations. Although these perturbations still satisfy the covariant perturbed equation Eq. (20), it is obvious that they do not represent any true physics.

One way to get around this problem is to evolve the perturbed equations in a particular gauge and then extract the gauge-invariant GWs from the symmetric trace-free tensor $h_{ij}$ later on (see [53] for reviews). Choosing a gauge is usually done by picking up particular forms for the lapse $N$ and shift $\beta_i$. In our work, since $\beta_i = 0$, we only need to choose a particular form for $N$. In this work, we choose a gauge in which $\delta N = 0$. This slicing is known as the maximal slicing since the mean external curvature $K = \delta K = 0$ vanishes on this hypersurfaces $\Sigma_t$.

IV. Symmetric Hyperbolic Equations

For numerical reasons, it is more convenient to write the covariant derivatives $D^iD_l$ in Eq. (23) in terms of ordinary partial derivatives
\[N^2D^iD_l h_{ij} = c^2\nabla^2 h_{ij} \hspace{1cm} (53)\]

where $\nabla^2 = \partial_i\partial^i$ and the coefficient $c^2$ is defined by
\[c^2 = \frac{16\rho^4(2\rho - M)^2}{(2\rho + M)^6}. \hspace{1cm} (54)\]

$c$ has a clear physical meaning, which is the speed of GWs in Schwarzschild spacetime. Note that $c$ is not a constant but varies in space.

In fact, it has long been known that the major challenge of solving the wave equation Eq. (23) lies in the
terms associated with $\partial_i \Gamma_j$, which involve the mixed second order spatial derivatives of $h_{ij}$ [56]. The wave equation Eq. (23) in this case is no longer symmetric hyperbolic and well-posed, as the mixed terms can generate modes that grow exponentially in the solutions [56]. One way to overcome this problem is to present $\Gamma_j$ in terms of $h_{ij}$ rather than its spatial derivatives using the momentum constraint Eq. (52)

$$\Gamma_j = \gamma^{mn} D_n \ln N h_{mj} = \frac{f_T}{N^2} \frac{\rho \gamma^{mn}}{\rho} h_{mj}. \quad (55)$$

We then obtain

$$N^2 (\partial_i \Gamma_j + \partial_j \Gamma_i - 2 \Gamma^k_{ij} \Gamma_k)$$

$$= f_\kappa \frac{\rho \gamma^{jk}}{\rho^2} (\delta_{ki} h_{mj} + \delta_{kj} h_{mi})$$

$$+ f_T \frac{\rho^j}{\rho} (\partial_i h_{ij} + \partial_j h_{il} - 2 \Gamma^m_{ij} h_{lm}) \ , \quad (56)$$

where

$$f_\kappa = - \frac{64 M \rho^3 (3M^2 - 8M \rho + 12 \rho^2)}{(2 \rho + M)^8}$$

$$f_T = \frac{64 (2\rho - M) M \rho^4}{(2 \rho + M)^7} . \quad (57)$$

Equation (56), thus, does not involve the mixed second order spatial derivatives of $h_{ij}$. The wave equation, in this case, is symmetric hyperbolic and is also strong hyperbolic (see Chapter 11.1 in [56]). The wave equation is well-posed and turns out to be stable in the numerical process.

Next, we rewrite the Ricci tensor in the second term on the RHS in Eq. (23) as

$$N^2 \gamma^{lk} R_{lk h ij} = f_R \delta^{lk} \tilde{R}_{lk h ij} , \quad (58)$$

where $R_{ij}$ and $\tilde{R}_{ij}$ are given by

$$R_{ij} = \frac{4 M}{\rho^3 (2 \rho + M)^2} (\delta_{ij} \rho^2 - 3 \rho_i \rho_j)$$

$$= \frac{4 M}{\rho^3 (2 \rho + M)^2} \tilde{R}_{ij} , \quad (59)$$

$$\tilde{R}_{ij} = \delta_{ij} \rho^2 - 3 \rho_i \rho_j . \quad (60)$$

The coefficient $f_R$ is defined by

$$f_R = \frac{64 (2\rho - M)^2 M \rho}{(2 \rho + M)^8} . \quad (61)$$

The terms associated with the Riemann tensor can be written as

$$N^2 R^m_{ ij} h_{mn} = N^2 \gamma^{mp} \gamma^{nq} R_{pq ij} h_{mn}$$

$$= f_R \delta^{mp} \delta^{nq} \tilde{R}_{pq ij} h_{mn} , \quad (62)$$

where

$$R_{pq ij} = \frac{M (2 \rho + M)^2}{4 \rho^2} \tilde{R}_{pq ij} , \quad (63)$$

$$\tilde{R}_{pq ij} = 2 \rho^2 - 3 \rho_i^2 - 3 \rho_j^2 , \quad (i \neq j) \quad (64)$$

$$\tilde{R}_{pq ij} = -3 \rho_i \rho_k , \quad (i \neq j \neq k) . \quad (65)$$

The last term on the RHS in Eq. (23) can be simplified as

$$N \partial_t \gamma^{kl} (D_i h_{ij} + D_j h_{il} - D_l h_{ij})$$

$$= f_T \frac{\rho^j}{\rho} (\partial_i h_{ij} + \partial_j h_{il} - \partial_l h_{ij} - 2 \Gamma^m_{ij} h_{lm}) \ . \quad (66)$$

Finally, combining all the above expressions, we obtain

$$\frac{\partial^2}{\partial t^2} h_{ij} = c^2 \nabla^2 h_{ij} - f_\kappa \frac{\rho \gamma^{jk}}{\rho^2} (\delta_{ki} h_{mj} + \delta_{kj} h_{mi})$$

$$+ f_T \frac{\rho^j}{\rho} (\partial_i h_{ij} + \partial_j h_{il} - 2 \Gamma^m_{ij} h_{lm}) + 2 f_R \delta^{jk} \tilde{R}_{jk h ij}$$

$$- f_R (\delta_{jk} \tilde{R}_{jk h ij} + \delta^{jk} \tilde{R}_{jk h ij})$$

$$- 2 f_T \frac{\rho^j}{\rho} (\partial_i h_{ij} + \partial_j h_{il} - 2 \Gamma^m_{ij} h_{lm}) \ , \quad (67)$$

where

$$f_T = \frac{32 (2 \rho - M) \rho^3 M^2}{(2 \rho + M)^7} .$$

The above equation is the core equation we aim to solve in this work. Before going further, we shall address several key aspects of Eq. (67).

### A. isotropic wave speed

The principle part of the wave equation Eq. (67) is

$$\frac{\partial^2}{\partial t^2} h_{ij} = c^2 \nabla^2 h_{ij} + \text{dispersion terms} , \quad (68)$$

where $c$ is the speed of GWs measured by a static observer $(\partial \gamma^i \gamma^j) / \gamma^{ij}$ at spatial infinity. Its value varies in space. The rest terms in Eq. (67) serve as dispersion terms. If Eq. (67) admits a plane wave solution, these terms change the dispersion relation between the speed of phase and the frequency of the wave.

Figure 1 shows $c$ as a function of $\rho/M$. If it is far away from the black hole

$$\lim_{\rho/M \to \infty} c = 1 , \quad (69)$$

c goes back to the speed of light in vacuum $c \sim 1$. At the horizon $c$ becomes zero

$$\lim_{\rho \to M/2} c = 0 . \quad (70)$$
Moreover, it is important to note that $c$ equals the speed of light in Schwarzschild spacetime. To see this point, we consider a null curve $ds^2 = 0$ (not necessarily null geodesics). From the line element Eq. (2), we obtain

$$0 = -N^2 dt^2 + \left(1 + \frac{M}{2\rho}\right)^4 \frac{1}{\rho^2} \frac{dx^2 + dy^2 + dz^2}{},$$

where $dl^2 = dx^2 + dy^2 + dz^2$. The above equation gives

$$\frac{dl^2}{dt^2} = \frac{N^2}{1 + \frac{M}{2\rho}^4} = \frac{16\rho^4(2\rho - M)^2}{(2\rho + M)^6} = c^2 .$$

This demonstrates that GWs in Schwarzschild spacetime travel at the same speed as those of light rays. Moreover, it is also worth noting that $c$ is isotropic in our coordinate system, namely, the speed of wave does not depend on the direction of propagation.

**B. Flat spacetime limit**

Next, we demonstrate the consistency of our formalism in the limit of flat spacetime, namely, $M \to 0$ and $N \to 1$. Here we also assume that $\delta N \to 0$.

In this case, Eqs. (12,13,19) reduce to

$$\frac{\partial}{\partial t} h_{ij} = -2\delta K_{ij} ,$$

$$\frac{\partial}{\partial t} \delta K_{ij} = \delta R_{ij},$$

$$\frac{\partial^2}{\partial t^2} h_{ij} = -2\delta R_{ij} .$$

From Eq. (15), the perturbed Ricci tensor becomes

$$\delta R_{ij} = -\frac{1}{2} \nabla^2 h_{ij} .$$

Equation (19) then becomes

$$\frac{\partial^2}{\partial t^2} h_{ij} = \nabla^2 h_{ij} .$$

The above equation can also be obtained from Eq. (67) by noting that $f_{\rho} \to 0 , f_{R} \to 0 , f_{\Gamma} \to 0 , c^2 \to 1$ when $M \to 0$.

Equation (77) has an analytical solution

$$h_{ij}(t, \rho) = H_{ij} \cos(\omega t - \kappa^i \rho_i) ,$$

where $\vec{k}$ is the wave vector, $\vec{\rho}$ is the position vector and $\omega$ is the angular frequency. $H_{ij}$ is a constant tensor field. Taking the derivative $\nabla^i$ of $h_{ij}$, the condition $\Gamma_j = \nabla^i h_{ij} = 0$ gives

$$\nabla^i h_{ij} = k^i H_{ij} = 0 .$$

The above equation, thus, indicates that $H_{ij}$ is perpendicular to the wave vector $\vec{k}$, which means that the oscillation of GWs is transverse relative to the direction of its propagation. Therefore, in flat spacetime, the condition $\Gamma_j = 0$ implies transverse waves.

Moreover, since $h_{ij}$ is trace-less, from Eq. (76) we obtain

$$\delta R = \delta \gamma^{ij} R_{ij} + \delta R^i_j = \delta R^i_j = -\frac{1}{2} \nabla^2 h^i_j = 0 .$$

Given the transverse condition, we also have

$$\nabla^i \delta K_{ij} = -\frac{1}{2} \frac{\partial}{\partial t} \nabla^i h_{ij} = 0 .$$

As such, Eq. (78) satisfies both the energy and momentum constraints.

It is worth noting that, in general, $\Gamma_j$ does not vanish in curved spacetime, unless the GW tensor is transverse relative to the radius. This is because from the momentum constraint

$$\Gamma_l = D^m \ln N h_{ml} \propto \rho^m h_{ml} ,$$

a vanishing $\Gamma_l$ leads to a transverse GW tensor relative to the radius $\rho^m h_{ml} = 0$. This usually happens for spherical waves. However, in our case GWs are neither plane waves nor spherical waves. $\Gamma_l$, therefore, does not vanish.
C. wave equations at the horizon

At the horizon \( \rho \to M/2 \), the only non-vanishing coefficient in Eq. (67) is

\[ f_{ij} \to -\frac{1}{16M^2}. \]  

Equation (67) then reduces to

\[ \frac{\partial^2}{\partial t^2} h_{ij} = \frac{\rho^{m} \rho^{k}}{4M^3} (\delta_{ik} h_{mj} + \delta_{kj} h_{mi}), \]  

where \( \rho^{k} \rho_{k} = M^2/4 \). It is worth noting that there is no divergent terms in our formulation.

If the incident waves are of spherical symmetry and transversely relative to the radius \( \rho^{m} h_{mi} = 0 \), the above equation simply gives \( h_{ij}(t)|_{\rho=M/2} = 0 \), given that the horizon is initially at rest. This is reasonable since the transverse GWs only induce oscillations that lie on the surface of the horizon, which do not actually change the horizon.

Only when GWs have non-transverse components, the above equation has a non-trivial solution. For instance, if the GW tensor has a non-zero component \( h_{xx} \) and hits the horizon at \( (-M/2, 0, 0) \), the above equation reduces to

\[ \frac{\partial^2}{\partial t^2} h_{xx} = \frac{1}{8M^2} h_{xx}, \]  

which admits a decaying mode in the solution \( h_{xx} = C e^{-\frac{M}{M}t} \). This indicates that GWs are not frozen at the horizon but will die out with the asymptotic time \( t \). However, it should be noted that since the wave speed at the horizon is zero \( c \to 0 \), no information at the horizon can propagate to a distant observer. This is consistent with the usual treatment by pushing the event horizon of the black hole to \( -\infty \) using the tortoise coordinate, in which information at the horizon takes infinite asymptotic time to get out of the horizon. Our treatment, indeed, achieves a similar result but with a more natural geometry for the black hole in 3D space.

V. FINITE ELEMENT METHOD

To numerically solve Eq. (67), we use the finite element method. Unlike the conventional methods such as the finite difference method, the FEM is based on the weak formulation (or variational formulation) of the PDEs. Therefore we will first introduce the weak formulation of the wave equations, which can be obtained by multiplying Eq. (67) with a test function \( \Psi \) and then integrating over a domain \( \Omega \). For convenience, we adopt the following notion for short

\[ \langle f, g \rangle = \int_{\Omega} f(x)^{*} g(x) \, dx. \]  

Equation (67) can be presented as

\[ \langle \Psi, \frac{\partial^2}{\partial t^2} h_{ij} e^{i} \otimes e^{j} \rangle = \langle \Psi, (c^2 \nabla^2 h_{ij} + f_{ij} \partial_{\rho} h_{ij}) e^{i} \otimes e^{j} \rangle \]

\[ -\langle \Psi, f_{k} \rho^{m} \rho^{k} (\delta_{ik} h_{mj} + \delta_{kj} h_{mi}) e^{i} \otimes e^{j} \rangle \]

\[ -\langle \Psi, (f R^{mnp} \tilde{R}_{im} h_{pj} + f R^{mpn} \tilde{R}_{jp} h_{mi}) e^{i} \otimes e^{j} \rangle \]

\[ -2\langle \Psi, f_{k} \rho^{m} \rho^{k} (\delta_{ik} h_{pj} + \delta_{kj} h_{ip} - 2 \Gamma^{m}_{ij} h_{pm}) e^{i} \otimes e^{j} \rangle, \]

where \( e^{i} \otimes e^{j} \) is the tensor basis. As pointed out previously, \( h_{ij} \) is trace-less. Due to symmetry, \( h_{ij} \) only has 5 independent components. We denote the basis for these 5 independent components as \( e^{\alpha} \), which is related to \( e^{i} \otimes e^{j} \) by

\[ e^{i} \otimes e^{j} = C^{ij}_{\alpha} e^{\alpha}. \]

The non-vanishing components of \( C^{ij}_{\alpha} \) are

\[ C^{22}_{0} = C^{11}_{2} = 1, \]

\[ C^{23}_{1} = C^{32}_{1} = C^{21}_{3} = C^{12}_{3} = C^{31}_{4} = C^{13}_{4} = 1/2. \]

Given such a basis, the tensor field \( h_{ij} e^{i} \otimes e^{j} \) can be presented in terms of \( e^{\alpha} \)

\[ h_{ij} e^{i} \otimes e^{j} = H_{\sigma} e^{\sigma}. \]

The components of \( H_{\sigma} \) are explicitly given by

\[ H_{0} = h_{22}, \]

\[ H_{1} = h_{x} = h_{23} = h_{32}, \]

\[ H_{2} = h_{11}, \]

\[ H_{3} = h_{12} = h_{23}, \]

\[ H_{4} = h_{13} = h_{31}, \]

\[ h_{33} = -H_{2} - H_{0}. \]

\( H_{\sigma} \) is then related to \( h_{ij} \) by

\[ h_{ij} = C^{ij}_{\alpha} H_{\sigma}. \]

The non-vanishing components of \( C^{ij}_{\alpha} \) are

\[ C^{22}_{0} = C^{11}_{2} = C^{32}_{1} = C^{11}_{2} = 1, \]

\[ C^{21}_{3} = C^{12}_{3} = C^{21}_{3} = C^{12}_{3} = 1, \]

\[ C^{33}_{0} = C^{33}_{2} = -1. \]

Note that \( C^{ij}_{\alpha} \) and \( C^{ij}_{\sigma} \) are symmetric with respect to \( i, j \). They are related to each other by

\[ C^{ij}_{\alpha} C^{ij}_{\sigma} = \delta^{\sigma}_{\alpha}. \]
The test function $\Psi$ for a vector field can be constructed in a form

$$\Psi = \phi \otimes \epsilon^\sigma,$$  \hspace{1cm} (94)

where $\phi$ is chosen in such a way that it vanishes on the subset of boundaries with Dirichlet boundary conditions $\partial \Omega_D$

$$\forall := \{ \phi : \phi \in H^1(\Omega), \phi|_{\partial \Omega_D} = 0 \}. \hspace{1cm} (95)$$

$H^1(\Omega) = W^{1,2}(\Omega)$ is called the first order Sobolev space meaning that $\phi$ and its first order weak derivatives $\partial_x \phi$ are square integrable

$$\|\phi\|_{H^1(\Omega)} = \left[ \int_\Omega \sum_{|\alpha| \leq 1} |\partial_x^\alpha \phi(x)|^2 dx \right]^{1/2} < \infty.$$  \hspace{1cm}

If $h_{ij}$ in Eq. (87) holds for any test function $\Psi$, $h_{ij}$ is called the weak solution and Eq. (87) is called the weak formulation.

### A. spatial discretization

In the Finite Elements Methods (FEM), the domain $\Omega$ is decomposed into subdomains $\Omega_i$, which consist of rectangles or triangles. This is called decomposition or triangulation. The vertices of rectangles and triangles in the domain $\Omega$ are called mesh points or nodes. Let $\Omega_h$ denote the set of all nodes of the decomposition. On each node, we construct a scalar test function $\phi_i \in \mathcal{V}$, $i = 1, ..., N$, where $\mathcal{V}$ is the space defined in Eq. (95) and $N$ is the total number of nodes in the domain. The scalar test function $\phi_i$ is required to have the property

$$\phi_i(p^k) = \delta_{ik}, \; \text{ } i,k = 1, ..., N, \; \text{ } p^k \in \Omega_h.$$  \hspace{1cm}

As such, $\phi_i$ has non-zero values only on the node with $k = i$ and its adjacent subdomains, which is called the influential zones. However, it vanishes on other parts of the domain $\Omega$. The test function $\phi_i$ constructed this way is called the scalar shape function. Clearly, $\phi_i \in \mathcal{V}$ on different nodes are linearly independent. We denote the space spanned by $\phi_i$ as $\mathcal{V}_h := \text{span}\{\phi_i\}_{i=1}^N$, which is a subspace of $\mathcal{V}$. The vector shape functions can be constructed from the scalar shape functions with $\phi_i$ for each component of the vector field

$$\Psi_{i,\tau} = \phi_i \otimes \epsilon^{\tau},$$  \hspace{1cm} (96)

where $\epsilon^{\tau}$ is the basis of a vector.

On the other hand, the tensor fields $h_{ij} \epsilon^i \otimes \epsilon^j$ can be expanded using ansatz functions. If the ansatz function is the same as the shape function, the scheme is called the Galerkin scheme. The FEM in this case is called the Galerkin FEM. Moreover, if the shape function is continuous, the method is also called the continuous Galerkin FEM. In this case, the tensor field $h_{ij} \epsilon^i \otimes \epsilon^j$ can be presented as

$$h_{ij} \epsilon^i \otimes \epsilon^j = H_\sigma \epsilon^\sigma = H^k_\sigma \phi_k \otimes \epsilon^\sigma,$$  \hspace{1cm} (97)

where since each component $H_\sigma$ itself is a scalar field, it can be further expanded by the scalar test function $H_\sigma = H^k_\sigma \phi_k$.

As Eq. (87) holds for any test functions $\Psi$, we can choose $\Psi$ as shape functions over all the different nodes in the domain. The left-hand-side of Eq. (87) then gives,

$$\langle \phi_l \otimes \epsilon^\tau, \frac{\partial^2}{\partial t^2} h_{ij} \epsilon^i \otimes \epsilon^j \rangle = \langle \phi_l \otimes \epsilon^\tau, \phi_k \otimes \epsilon^\sigma \rangle \frac{\partial^2}{\partial t^2} H^k_\sigma$$

$$= \langle \phi_l, \phi_k \rangle \otimes \delta^\tau_\sigma \frac{\partial^2}{\partial t^2} H^k_\sigma,$$  \hspace{1cm} (98)

where the index $l$ runs over $1, ..., N$ and $\tau$ runs over $1, ..., 5$. Similarly, for the first term on the right-hand-side of Eq. (87), we obtain

$$\langle \phi_l \otimes \epsilon^\tau, c^2 \nabla^2 h_{ij} \epsilon^i \otimes \epsilon^j \rangle = \langle \phi_l \otimes \epsilon^\tau, c^2 \nabla^2 \phi_k \otimes \epsilon^\sigma \rangle H^k_\sigma$$

$$= -\langle (\nabla \epsilon^\tau) \phi_l, \nabla \phi_k \rangle \otimes \delta^\tau_\sigma H^k_\sigma - \langle c^2 \nabla \epsilon^\tau \phi_l, \nabla \phi_k \rangle \otimes \delta^\tau_\sigma H^k_\sigma$$

$$+ \langle \phi_l, c^2 \hat{n} \cdot \nabla H_\sigma \rangle \partial_\Omega \otimes \delta^\tau_\sigma,$$  \hspace{1cm} (99)

where for the last term, we have used integration by parts. $\langle \phi_l, c^2 \hat{n} \cdot \nabla H_\sigma \rangle \partial_\Omega \otimes \delta^\tau_\sigma$ represents the integration over boundaries of the simulation domain $\partial \Omega$. This term is related to the boundary conditions in FEM, which we shall discuss in detail in the next few sections.
Similarly, for other terms, we have

\[
\langle \phi_l \otimes e^\tau, N^2 \partial \Gamma_l e^i \otimes e^j \rangle \\
= \langle \phi_l \otimes e^\tau, \left( \frac{f_{\rho^m \rho^k}}{\rho^2} \delta_{kl} h_{mj} + \frac{f_{\tau}}{\rho^m} \partial_l h_{mj} \right) e^i \otimes e^j \rangle \\
= \left[ \langle \phi_l, f_{\rho^m \rho^k} \delta_{kl} C_{mj} \delta_{i\alpha} \phi_k \rangle + \langle \phi_l, f_{\tau} \frac{m}{\rho^m} C_{mj} \delta_{i\alpha} \partial_l \phi_k \rangle \right] \otimes \delta_{i\alpha} H^k, \\
\text{Eq. (87) in a matrix format} \\
\left\{ \begin{array}{l}
\frac{\partial}{\partial t} \mathcal{H} = \mathcal{V} \\
\mathcal{M} \frac{\partial}{\partial t} \mathcal{V} = -\mathcal{M}^B \frac{\partial}{\partial t} \mathcal{H} - \mathcal{F} \mathcal{H},
\end{array} \right. \\
\text{where } \mathcal{F} \text{ is defined by} \\
\mathcal{F} = A + D^c - D^\rho + 2D_{\text{Ricci}}^\rho + 2D_{\text{Riemann}}^\rho + 2D^k + 4D^\Gamma_1 - 4D^\Gamma_2.
\]

The elements of matrices are defined by

\[
\mathcal{M}_{l(\tau \sigma)} = \langle \phi_l, \phi_\rho \rangle \otimes \delta_{i\alpha} \\
\mathcal{M}_{l(\tau \sigma)}^B = \langle \phi_l, \phi_\rho \rangle \otimes \delta_{i\alpha} \\
\mathcal{D}_{l(\tau \sigma)} = \langle \nabla \phi_l, \phi_\rho \rangle \otimes \delta_{i\alpha} \\
\mathcal{A}_{l(\tau \sigma)} = \langle \nabla^2 \phi_l, \phi_\rho \rangle \otimes \delta_{i\alpha} \\
\mathcal{D}_{l(\tau \sigma)}^\rho = \langle \phi_l, \phi_\rho \rangle \otimes \delta_{i\alpha} \\
\mathcal{D}_{l(\tau \sigma)}^{\text{Ricci}} = \langle \phi_l, R_{\rho \sigma} \delta_{i\alpha} \phi_\rho \rangle \otimes \delta_{i\alpha} \\
\mathcal{D}_{l(\tau \sigma)}^{\text{Riemann}} = \langle \phi_l, R_{\rho \sigma} \delta_{i\alpha} \phi_\rho \rangle \otimes \delta_{i\alpha} \\
\mathcal{D}_{l(\tau \sigma)}^{\Gamma_1} = \langle \phi_l, R_{\rho \sigma} \delta_{i\alpha} \phi_\rho \rangle \otimes \delta_{i\alpha} \\
\mathcal{D}_{l(\tau \sigma)}^{\Gamma_2} = \langle \phi_l, R_{\rho \sigma} \delta_{i\alpha} \phi_\rho \rangle \otimes \delta_{i\alpha} \\
\mathcal{D}_{l(\tau \sigma)}^{\rho} = \langle \phi_l, f_{\rho^m \rho^k} \delta_{i\alpha} \phi_\rho \rangle \otimes \delta_{i\alpha}.
\]

**B. time discretization**

For the time discretization, we use the following scheme

\[
\mathcal{M} \frac{\gamma^n - \gamma^{n-1}}{k} = -\mathcal{M}^B \frac{\gamma^n - \gamma^{n-1}}{k} - \mathcal{F}[\gamma^n + (1 - \theta)\gamma^{n-1}], \\
\frac{\gamma^n - \gamma^{n-1}}{k} = \theta \gamma^n + (1 - \theta)\gamma^{n-1}.
\]

The superscript \( n \) indicates the number of a time step and \( k = t_n - t_{n-1} \) is the length of the present time step. Using Eq. (109) to eliminate \( \mathcal{H}^n \) in Eq. (110) and Eq. (110) to eliminate \( \mathcal{V}^n \) in Eq. (109), we can present \( \mathcal{H}^n \) and \( \mathcal{V}^n \) in terms of \( \mathcal{V}^{n-1} \) and \( \mathcal{H}^{n-1} \)

\[
[\mathcal{M} + k\theta \mathcal{M}^B + k^2 \theta^2 \mathcal{F}] \mathcal{H}^n \\
= [\mathcal{M} + k\theta \mathcal{M}^B - k^2 \theta(1 - \theta)\mathcal{F}] \mathcal{H}^{n-1} + kM\mathcal{V}^{n-1}.
\]
\[ [\mathcal{M} + k\theta \mathcal{M}^B + k^2 \theta^2 \mathcal{F}] \nabla^n = [\mathcal{M} - k(1 - \theta) \mathcal{M}^B - k^2 (1 - \theta) \mathcal{F}] \nabla^{n-1} - k \mathcal{F} \mathcal{H}^{n-1}. \] (112)

Given the knowledge of \( \nabla^{n-1} \) and \( \mathcal{H}^{n-1} \) at a previous time step, we can solve \( \mathcal{H}^n \) and \( \nabla^n \) from the above two linear equations.

When \( \theta = 0 \), the scheme is called the forward or explicit Euler method. If \( \theta = 1 \), it reduces to the backward or implicit Euler method. The scheme adopted in this work is called the Crank-Nicolson Scheme, namely \( \theta = 1/2 \), which uses the midpoint between two different time steps. This scheme is implicit and is of second-order accuracy. An advantage of the implicit method is that it can be stable for arbitrary step sizes if the scheme is upwind (see Chapter 2 in Ref. [57]). However, a stable scheme does not guarantee a correct solution to the wave equation. We need to resolve the waveforms as well. For this purpose, in our simulations, we set \( k = \lambda/10 \) and the size of the mesh \( \sigma < \lambda/15 \), where \( \lambda \) is the wavelength.

C. linear solvers

The number of independent equations in Eqs. (111) and (112) is called the degree-of-freedom (DOF) of the system. In FEM, the DOF is usually very large, which can be easily up to \( 10^9 \). Therefore, direct methods such as the LU decomposition are inefficient in this case. One has to use the iterative methods. However, it is important to note that, matrices \( \mathcal{D}^e, \mathcal{D}^p, \mathcal{D}^{F_1}, \mathcal{D}^{F_2}, \mathcal{D}^\sigma, \mathcal{D}^\text{Ricci}, \mathcal{D}^\text{Riemann} \) are not symmetric in our case. Some conventional methods such as the Conjugate Gradient (CG) method cannot be used here. Instead, we use the GMRES method (a generalized minimal residual algorithm for solving non-symmetric linear systems) [58], which does not require any specific properties of the matrices.

In practice, the efficiency of the GMRES method is also strongly dependent on the preconditioners used. A good preconditioner can significantly reduce the number of iterations needed in the GMRES method. Moreover, for massively paralleled linear solvers, the primary bottleneck, indeed, comes from the difficulty to produce preconditioners that can scale up to a large number of processors, rather than from the communication between processors. Fortunately, it has been shown in the past decade that the algebraic multigrid (AMG) method [59], which can be used to construct preconditioner only based on the matrix itself, is suitable for massive parallelization and is extremely efficient in this case. Therefore, in this work, we adopt the GMRES linear solver together with the AMG preconditioner. As a result, in our method, it only takes less than 25 iterations for the linear system to achieve a rather stringent convergence criterion

\[ \|\text{Residual}\|_{\infty,h} := \max_{x_h \in \Omega_h} |\text{Residual}(x_h)| < 10^{-14}, \] (113)

where \( \Omega_h \) denotes all the grid points inside the domain and at its boundary \( \partial \Omega_h = \Omega_h + \partial \Omega_h \).

D. Boundary conditions

For test functions \( \phi \in \mathcal{V} \), the Dirichlet boundary conditions do not appear explicitly in Eqs (111,112), which are called essential boundary conditions. However, the Neumann conditions have to appear explicitly in the formulation, which is called natural boundary conditions. The boundary conditions only appear in these terms associated with the Laplacian operator \( \nabla^2 \), namely, the last term in Eq. (99)

\[ \langle \phi_1, c^2 \hat{n} \cdot \nabla H_\sigma \rangle_{\partial \Omega_1} \otimes \delta_{\tau}^\sigma = \langle \phi_1, c^2 \hat{n} \cdot \nabla H_\sigma \rangle_{\partial \Omega_2} \otimes \delta_{\tau}^\sigma, \] (114)

where \( \partial \Omega_1 \) represents the boundaries of the simulation domain and \( \partial \Omega_2 \) represents the horizon of black hole.

On \( \partial \Omega_1 \) we impose the absorbing boundary condition

\[ \langle \phi_1, c^2 \hat{n} \cdot \nabla H_\sigma \rangle_{\partial \Omega_1} \otimes \delta_{\tau}^\sigma = -\langle c\phi_1, \phi_2 \rangle_{\partial \Omega_1} \otimes \delta_{\tau}^\sigma \frac{\partial H^k_\sigma}{\partial t}, \] (115)

where we have used

\[ \hat{n} \cdot \nabla H_\sigma = -\frac{1}{c} \frac{\partial H^k_\sigma}{\partial t} \quad \text{on} \quad \partial \Omega_1 \times (0,T). \] (116)

The absorbing boundary condition is also called the nonreflecting boundary conditions or radiation boundary condition. These boundary conditions can eliminate the reflections of waves on boundaries, which enables us to simulate the propagation of waves in free space using a finite simulation domain.

At the horizon \( \partial \Omega_2 \), we have

\[ \lim_{\rho \to M/2} c^2 = 0. \] (117)

A notable feature of our formulation is that the boundary term on \( \partial \Omega_2 \) vanishes

\[ \langle \phi_1, c^2 \hat{n} \cdot \nabla H_\sigma \rangle_{\partial \Omega_2} \otimes \delta_{\tau}^\sigma = 0. \] (118)

As such, our formalism can naturally avoid artificial boundary conditions at the horizon.
E. Numerical implement

The numerical implement of this work is based on our code GWSIM [31], which is further based on the public available code dealii [60–62]. dealii is a C++ program library, which is designed to solve partial differential equations based on modern finite element method. Coupled to efficient stand-alone linear algebra libraries, such as PETSc [63–66], dealii supports massively parallel computing of large sparse linear systems of equations. dealii also provides convenient tools for triangulation of various geometries of the simulation domain.

VI. NUMERICAL RESULTS

A. Null geodesics and wavefronts

The basic setups follow our previous work [31]. We assume that the source of GWs is far away from the simulation domain and the incident waves travel along the axis of the cylinder (x-axis). However, due to the long-range nature of gravity produced by the black hole, the incident waves suffer the Shapiro time delay on their way from the source to the black hole, which adds up a shift of the arrival time to the wavefronts relative to the case without such a black hole and may also distort the shape of the wavefront that arrives at the black hole. However, as pointed out in our previous work [31], these effects can be accurately and robustly determined using null geodesics as tracers for the wavefronts of GWs. This is because from Eq. (72), GWs travel at the same speed as those of light rays in Schwarzschild spacetime. The wave vector of GWs, therefore, is a null vector $k^a k_a = 0$. As a result, by definition the hypersurface of the wavefront is a null hypersurface. A key property of null hypersurface is that the integral curves of its normal vector $k^a$ are null geodesics. This holds even in the curved spacetime (see equation 4.2.37 in [67]). Therefore, the wavefront of GWs in Schwarzschild spacetime can be accurately traced by null geodesics. The equations for null geodesics in Schwarzschild spacetime in isotropic coordinates are provided in Appendix VII B. After obtaining the spatial trajectories of null geodesics, the Killing time of each wavefront can be obtained by integrating

$$ dt = \frac{dl}{c}, \quad (119) $$

along the geodesics, where $dl$ is the spatial length and $c$ is the isotropic wave speed.

Figure 2 shows the evolution of the wavefronts of GWs in Schwarzschild spacetime. The dashed lines are for null geodesics, which are also the integral curves of the normal vectors of the wavefront. The solid lines show wavefronts at different times. In our code, the mass of black hole is $M = 3 \times 10^5 M_\odot$. Red and black colors show the null geodesics obtained with initial conditions at $x_i = -100$ [Sec] and $x_i = -25$ [Sec], respectively. If the distance to the center of black hole is above 25 [Sec], the distortion effect of the black hole on the initial wavefront is negligible in the regimes of our simulations. Moreover, above 25 [Sec] there is also no appreciable impact of setting initial conditions at different places on the wavefronts.

Given the above tests, we choose the simulation domain as a cylinder with a length of $L_{\text{cylinder}} = 50$ [Sec]. In this case, the distance from the boundary at $x = -L_{\text{cylinder}}/2$ to the black hole is long enough so that the wavefront of the incident waves is not distorted by the black hole at the boundary of the simulations domain. As such, the incident GWs at $x = -L_{\text{cylinder}}/2$ can be considered as plane waves with a constant wave vector $\vec{k}$ along the $x$-axis. Figure 3 shows the triangulation of our simulation domain. For illustrative purposes, we only show the refinement of $2^5$ (along one dimension). Unlike a cubic domain which is usually used in numerical simulations, a cylinder domain can minimize the impact of boundaries on waveforms as both the simulation domain and wavefront are of the azimuth symmetry.

Further note that due to the linearity of the wave equation and the geometric unit, the parameters used in our code and numerical simulations can be rescaled to other values that are of astrophysical interest.

B. Wave zones

As pointed out in the previous section, the leading wavefront can be traced by null geodesics, which provides a robust test of our simulation results.

In this test, we choose the radius of the cylinder as $R_{\text{cylinder}} = 15$ [Sec]. The incident waves are set at $x = -L_{\text{cylinder}}/2$ as

$$
\begin{align*}
H_0 &= h_{22} = h(t) \\
H_1 &= h_x = 0 \\
H_2 &= 0 \\
H_3 &= 0 \\
H_4 &= 0 
\end{align*}
$$

which are along the $x$ direction. In this test, we assume that the incident wave has only one non-vanishing polarization pattern. Given that $H_2 = 0$ initially, we have $h_{zz} = -H_2 - h_{yy} = -h_{yy}$ and $h_+ = h_{yy} = -h_{zz}$ for the incident wave. Moreover, since the wave vector of the
incident wave is along the $x$-axis $\vec{k} \parallel \vec{x}$, the incident wave is transverse relative to the $x$-axis.

We first choose the wave train as a wavelet. The waveform of the input wave train is a sinusoidal wave but only lasting for one period

$$h(t) = \begin{cases} A \sin(\omega t), & t \leq \lambda \\ 0, & t > \lambda \end{cases},$$

where $\omega = 2\pi/\lambda$ is the angular frequency and $\lambda = 5\,\text{[Sec]}$ is the wavelength. The amplitude $A$ is normalized as unity. The black hole is placed at the center of our simulation domain with a mass of $M = 3 \times 10^5 M_\odot$, the same as before. The radius of the horizon of the black hole is $\rho_s = M/2 = 0.738803\,\text{[Sec]}$. We perform a high-resolution simulation with a refinement of $2^8$. The total DOFs is $8.055 \times 10^8$. The simulation uses 1920 CPU cores and the total cost is 236.6K CPU-hours. The parameters of our simulation are summarized in Table I.

Figure 4 shows the wave train in the Schwarzschild spacetime. The snapshot is taken at $t = 12.00\,\text{[Sec]}$ along the $x-y$ plane at $z = 0$. The solid black circle indicates the position of the black hole. The radius of the horizon of the black hole is $\rho_s = 0.738803\,\text{[Sec]}$. The dotted lines are for the congruence of null geodesics. The red and blue solid lines show the leading (red) and trailing (blue) wavefronts predicted by null geodesics, respectively. The color bar to the right shows the amplitude of the wave train. The wave zone in our simulations agrees with the theoretical predictions very well.

Figure 5 shows the wave train at $t = 40.5273\,\text{[Sec]}$. At this time, GWs have already arrived at the black hole. Due to the fact that GWs travel faster at outer regions than those close to the horizon, the wave zone is bent toward the black hole.
TABLE I. The parameters used in our simulation

| Refinement | Total DOF | mass of black hole | maximum diameter of elements | time step |
|------------|-----------|--------------------|-----------------------------|-----------|
| $2^8$      | $8.055 \times 10^8$ | $3 \times 10^5 M_{\odot}$ | $0.109055 \text{[Sec]}$ | $0.00839504 \text{[Sec]}$ |

The triangulation of simulation domain

![Triangulation of Simulation Domain](image)

**FIG. 3.** The triangulation of our simulation domain. We only show the refinement of $2^5$ (along one dimension) for illustrative purposes. The incident waves travel along the $x$-axis from $x = -\infty$ to $x = +\infty$. The wavefront of the incident wave at $x = -L_{\text{cylinder}}/2$ is normal to the $x$-axis.

Figure 6 shows the wave train at $t = 54.0273 \text{[Sec]}$. At this time, GWs have already passed through the black hole. The wave zone is wildly twisted. Unlike in geometric optics, GWs do not form a caustic behind the black hole at scales comparable to their wavelength. Instead, an interference pattern appears in the overlaps of the twisted wave zones. Moreover, most GWs, indeed, only simply pass by and are deflected by the black hole. Only in a small region along the $x$-axis (radius), GWs can be reflected back when they hit the horizon. Moreover, ahead the leading wavefront, wavefront shocks appear along the $x$-axis. These wavefront shocks are numerical artifacts. The significance of such shocks is dependent on the relative resolution between the wavelength of the input waves and the mesh size of simulations. As shown in our previous work [31], they can be significantly suppressed with a higher resolution in simulations.

Figure 7 shows the wave train at $t = 63.0273 \text{[Sec]}$. Unlike in the case of flat spacetime, the strong Huygens’ principle of waves does not hold in curved spacetime due to the effect of back-scattering. A tail behind the trailing wavefront (red shaded regions) emerges. However, the significance of such an effect is dependent on the direction of propagation of the trailing wavefront. If the trailing wavefront travels perpendicularly to the radius of the black hole, there is no such back-scattering effect and the trailing wavefront is still clear. However, if the trailing wavefront travels along the radius, a clear tail emerges. Physically speaking, the effect of back-scattering is caused by the interaction between GWs and the background curvature. If GWs travel perpendicular to the radius of the black hole, the curvature of the background spacetime relative to GWs does not change. And, as a result, there are no such interactions and back-scattering. However, if GWs travel along the radius, curvature changes and such back-scattering emerges.

**C. Power-law tail**

Besides the back-scattering, another intrinsic response of a black hole to a perturbation is called quasinormal modes (QNMs) (see [68] for a review). However, QNMs happen only under particular boundary conditions, the energies of which blow up both at the horizon and spatial infinity. As a result, QNMs do not form a complete set of wavefunctions and it is in general impossible to represent a regular wavelet like ours as a sum of QNMs. Indeed, despite QNMs having been known for over three decades, how these modes are actually excited by physically relevant perturbations is less well studied [68].

Our results suggest that QNMs if any, are sub-dominant in our case, as the amplitude of the incident wavelet on the $x$-axis is amplified behind the black hole, which is the dominant signal. However, as shown in Fig. 8, a power-law tail emerges behind the trailing wavefront, which is significant in our case. It is worth noting that such a tail does not appear before the black hole as in this case the trailing wavefront travel faster than the leading wavefront.

**D. Sinusoidal Wave**

Next, we choose the input GWs as a continuous sinusoidal wave, the same functional form as Eq.(120) but for a much longer time. The parameters of the simulation are the same as those in Table I.

Figure 9 shows a snapshot at $t = 80.0218 \text{[Sec]}$ and $z = 0$ along the $x - y$ plane. The waves are in a steady state. Unlike geometric optics, GW signals cannot be sheltered by the black hole due to the wave nature of GWs. GWs
do not form a caustic behind the black hole at scales that are comparable to their wavelength. Instead, a strong beam and an interference pattern appear in the overlaps of the wave zones along the optical axis behind the black hole.

E. Realistic input GW waveform

In this subsection, we choose the input waveform as a realistic template generated by binary black holes. The waveform is generated by NRHybSur3dq8 model [69], which is a surrogate model for numerical relativity simulations. The initial total mass of the binary black holes is 40\(M_\odot\). The binary has equal masses. We choose the lens as an isolated black hole with a mass of 133.33\(M_\odot\). The binary GW source is 100.0Mpc away from the lens. The inclination of the angular momentum plane of the source binary is \(\pi/2\) so that only \(h_+\) polarization can be observed at the lens. We choose the starting time of the waveform at a point 0.094666[Sec] before the merger of the binary black holes.

In practice, we simulate such a system with a scaling factor of 750. As such, the lens is \(10^5M_\odot\) in our new simulations. We choose the radius of the cylinder as \(R_{\text{cylinder}} = 48.73\rho_s\) and the length as \(L_{\text{cylinder}} = 146.18\rho_s\), where \(\rho_s\) is the horizon of the lens black hole. The simulation has a refinement of \(2^8\) with a total DOF of \(8.055 \times 10^8\), the same as before.

Figure 10 shows the input waveform (the solid black line) and the temporal lensed waveform (the orange line), taken at \(x = 0.023333[\text{Sec}] \approx 73\rho_s\) along the \(x\)-axis. This position is far away from the horizon, where the impact of the black hole on wave propagation is small. Indeed, as pointed out in [70], since the amplitude of the lensed waveform completely degenerates with the luminosity distance, the detectability of the lensed waveform comes from the changes of shape relative to the unlensed one. We therefore normalize the amplitude of the lensed waveform by its maximum value. The initial amplitude of the input waveform is then re-scaled to match the lensed waveform. Note that its time is also shifted for the purpose of comparison.

Compared with the unlensed waveform, the lensed
waveform has two important features after passing through the black hole. First, unlike in the flat spacetime, the shape of the lensed waveform can be permanently changed due to the effect of back-scattering in strong gravity. One obvious example for this effect is the wavelet with a sharp trailing wavefront as already shown in Fig. 8. After passing through the black hole, the wavelet has a clear tail. Second, the relative strength of amplitude after the lens is frequency dependent. This feature is significant even in the weak field limit [71].

As a result, because of the above two effects, the lensed waveform is much longer than the input waveform in the merger and ringdown phases as shown Fig. 10. The relative strength of the lensed waveform in the merger and ringdown also exhibits significant differences from the input waveform.

Figure 11 shows the numerical convergence test of the lensed waveforms. The solid orange line is the waveform from the simulation with a refinement of $2^7$ and the blue dashed line is the waveform obtained from a higher resolution with a refinement of $2^8$. The left panel shows the lensed waveform and the right panel shows an enlargement of the waveform for the merger and ringdown phases. The numerical results from both $2^7$ and $2^8$ refinements show a good agreement. Moreover, since the initial wavelength is much larger than the one used in our previous wavelet test, there are almost no waveform shocks in the lensed waveform.

F. Hamiltonian constraint

The evolution equation for the Hamiltonian constraint is given by

$$\frac{\partial \mathcal{H}}{\partial t} = -D_i (N M^i) + 2 N K \mathcal{H} - M^i D_i N. \quad (121)$$

In the background spacetime, the above equation is trivial since both $\mathcal{H}$ and $M^i$ vanish in the background $\mathcal{H} = 0, M^i = 0$. Taking the linear perturbation of the above equation, we obtain

$$\frac{\partial \delta \mathcal{H}}{\partial t} = -2\delta M^i D_i N - 2 M^i D_i \delta N - \delta ND_i M^i - N \delta (D_i M^i)$$

$$= -2\delta M^i D_i N.$$ 

If the perturbed constraints are satisfied at $t = 0$, 

$$\begin{cases} \delta \mathcal{H}_{\mid t=0} = 0 \\ \delta M^i_{\mid t=0} = 0 \end{cases},$$
FIG. 6. Similar to Fig. 4 but for waves at $t = 54.0273$ [Sec]. At this instant, most GWs have passed through the black hole. However, the wave zone of GWs is wildly twisted, which has a complicated geometry. Indeed, unlike spherical infall waves, most GWs in our case simply pass by and are deflected by the black hole. Only in a small region along the x-axis (radius), GWs can be reflected back when they hit the horizon.

then $\delta H = 0$ and $\delta M^i = 0$ are preserved by the wave equation Eq. (67).

In fact, by straightforward calculation, we obtain

$$
\delta H = \frac{1}{2} \delta R = \frac{1}{2} \left( \delta \gamma^{ij} R_{ij} + \gamma^{ij} \delta R_{ij} \right).
$$

(122)

From Eq. (41), we find

$$
\gamma^{ij} \delta R_{ij} = -\frac{1}{2 N^2} \frac{\partial^2 h}{\partial t^2} - \gamma^{im} \gamma^{jn} h_{mn} \frac{D_i D_j N}{N}.
$$

(123)

Therefore, we obtain

$$
\delta H = \frac{1}{2} \delta R = -\frac{1}{4 N^2} \frac{\partial^2 h}{\partial t^2} - \gamma^{im} \gamma^{jn} h_{mn} \frac{D_i D_j N}{N}.
$$

(124)

From the above equation, the perturbed Hamiltonian constraint $\delta H = 0$ is satisfied as long as $h_{ij}$ is trace-free. Since $h_{ij}$ is taken to be exactly trace-free in our scheme, the perturbed Hamiltonian constraint holds exactly in our approach.

VII. CONCLUSIONS

In this paper, we have substantially extended our previous work [31] simulating the propagation of GWs in a potential well in the weak field limit to the regime of strong gravity. We have developed a code that is capable of studying the propagation of GWs in the spacetime of a Schwarzschild black hole. Based on the 3+1 form of Einstein’s equation, we calculate the perturbation equations up to linear order in a self-consistent manner. We have shown explicitly that these equations are covariant under the arbitrary infinitesimal coordinate transformation. Moreover, unlike the conventional perturbed equations in a black hole [38–40, 42], our formalism is less coordinate dependent. There are no coordinate singularities in our approach. As such, no regularity conditions are needed in our analyses.

To numerically solve these equations, we firstly derived their weak formulation. Then we adopted the cGFEM, based on the publicly available code DEALII. We evolve the perturbed equations in a maximal slicing $\delta N = 0$. Compared with the scheme presented in [48, 49] in nu-
FIG. 7. Similar to Fig. 4 but for waves at $t = 63.0273$ [Sec]. Unlike in the case of flat spacetime, the strong Huygens’ principle of waves does not hold in the curved spacetime due to the effect of back-scattering between GWs and the curvature of the spacetime. A tail behind the trailing wavefront (red shaded regions) emerges. The significance of such effect is dependent on the direction of propagation of the trailing wavefront. If the trailing wavefront propagates perpendicularly to the radius of the black hole, there is no such back-scattering effect and the trailing wavefront is still clear. However, if the trailing wavefront propagates along the radius, a clear tail (red shaded regions) emerges.

merical relativity, a notable feature of our work is that the wave speed is no longer a constant but varies in space, which equals the speed of light observed by an asymptotic observer. Since the wave speed vanishes at the horizon, a particular advantage of our approach is that it can naturally avoid boundary conditions at the horizon.

Based on our code, we have first simulated a finite wave train of GWs passing through the spacetime of a Schwarzschild black hole. Since the leading wavefront represents the transfer of energy from one place to another, it is subject to the constraint of causality. Moreover, since the speed of the leading wavefront equals the speed of light rays, the leading wavefront is a null hypersurface and its integral curves are null geodesics. As a result, the leading wavefront can be traced by null geodesics, which provides a robust way to test our numerical results. We find that our numerical simulations agree with the theoretical predictions very well.

Besides the leading wavefront, we have also studied the evolution of wave zones of GWs in the spacetime of the Schwarzschild black hole. Behind the black hole, the wave zone is wildly twisted, which has a complicated geometry. Moreover, we find that the back-scattering due to the interaction between GWs and the background curvature is strongly dependent on the direction of the propagation of the trailing wavefront relative to the black hole. For waves that are far away from the horizon, the trailing wavefront travels nearly perpendicular to the radius. There is no back-scattering effect and the trailing wavefront is still clear. However, in regions that are around the $x$-axis, where the trailing wavefront travels along the radius of the black hole, we find that a clear tail behind the trailing wavefront emerges. However, such a tail does not appear before the black hole as in this case the trailing wavefront travel faster than the leading wavefront.

Moreover, we have also simulated a continuous wave train passing through the black hole. We find that, unlike geometric optics, GW signals cannot be sheltered by the black hole due to the wave nature of GWs. GWs do
not form a caustic behind the black hole at scales that are comparable to their wavelength. Instead, a strong beam and an interference pattern appear in the overlaps of the wave zones behind the black hole along the optical axis. The wave functions in our simulations are well defined on the optical axis, which are different from those in the scattering theory, where the wave functions are divergent along the optical axis behind the black hole [72, 73]. The reason for such differences is due to the boundary conditions imposed in the scattering theory, which implicitly assume that the scattered waves are spherical. This, however, is not the case in our simulations. The wavefront of the outgoing GWs in our simulations has a complicated geometric shape.

For a realistic input waveform generated by binary black holes, we find that when passing through the lens back hole, the lensed waveform in the merger and ringdown phases is much longer than that of the input waveform due to the effect of back-scattering in strong gravity. The relative strength of the lensed waveform in the merger and ringdown phases also exhibits significant differences from that of the input waveform.

Further, it is worth noting that due to the linearity of the wave equation and the geometric unit, the parameters used in our code and numerical simulations can be rescaled to other values that are of astrophysical interest. For instance, if we want to obtain the results for a black hole with a mass of $M = 10M_\odot$, we only need to rescale the temporal and spatial axes of our numerical results by $1/3 \times 10^{-4}$ times.

Finally, this paper mainly focuses on the numerical technique aspect. In a companion paper, we will present a comprehensive analysis of the detectability of GWs passing through an isolated Schwarzschild black hole against the sensitivities of current and future GW detectors using Bayesian Inference [74]. Moreover, since our formalism does not involve artificial boundary conditions, our work can be extended to study the physical origin of exciting QNMs in the spacetime of a black hole. Our formalism can also provide a potential way to study GWs produced by the generic extreme mass ratio inspirals (EMRIs) in the time domain [75, 76]. It is also of great interest to extend our work to the spacetime of a Kerr black hole [77]. Detailed analyses of these issues will be presented in a series of follow-up papers in the future.
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FIG. 10. The input waveform is generated by binary black holes with equal masses (solid black curve). The initial total mass of the binary is chosen as $40M_\odot$. The mass of the lens black hole is chosen as $133.33M_\odot$. The starting time of the waveform in our simulation is at a point $0.094666[\text{Sec}]$ before the merger of the binary black holes (the dashed vertical line). In practice, the simulation is performed with a scaling factor of 750, in which the lens is $10^5M_\odot$ in our simulation. The orange line shows the temporal lensed waveform after the black hole observed at $x = 0.023333[\text{Sec}] \approx 73\rho_s$ along the $x$-axis, which is far away from the horizon of the black hole. The amplitude of the lensed waveform is normalized by its maximum value. The initial amplitude of the input waveform is re-scaled to match the lensed waveform and its time is also shifted for the purpose of comparison. Because of the effect of back-scattering, the lensed waveform is much longer than that of the input waveform in the merger and ringdown phases. The relative strength of the lensed waveform in the merger and ringdown phases also exhibits significant differences from the unlensed one.
FIG. 11. The numerical convergence test of the lensed waveform. The solid orange line shows the waveform from the simulation with a refinement of $2^7$ and the blue dashed line shows the waveform obtained from a higher resolution with a refinement of $2^8$. The left panel shows the lensed waveforms and the right panel shows an enlargement of the waveform for the merger and ringdown phases. Moreover, since the initial wavelength is much larger than the one used in our previous wavelet test, there are almost no wavefront shocks in the lensed waveform.
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\[ \frac{\partial^2}{\partial t^2} h_{ij} = 2N \delta(D_i D_j N) - 2N^2 \delta R_{ij} - 2N \delta N R_{ij} \]

\[ = 2N[D_i D_j \delta N - \frac{1}{2} \gamma^{kl}\delta_{kN}(D_i h_{lj} + D_j h_{il} - D_l h_{ij}) \]

\[ - N \delta R_{ij} - \delta N R_{ij} \]  \quad (125)

Inserting the following infinitesimal coordinate transformation into the RHS of the above equation

\[ \delta \hat{N} \rightarrow \delta N - \eta^k D_k N \]
\[ \hat{h}_{ij} \rightarrow h_{ij} - D_j \eta_i - D_i \eta_j \]
\[ \delta \hat{R}_{ij} \rightarrow R_{ik} D_j \eta^k - R_{kj} D_i \eta^k - \eta^k D_k R_{ij} \]

we obtain

\[ \frac{\hat{RHS}}{2N} \rightarrow \frac{RHS}{2N} - D_i D_j (\eta^k D_k N) \]

\[ + \frac{1}{2} D^l N(D_i D_l \eta_j + D_i D_j \eta_l + D_j D_i \eta_l) \]

\[ + D_i D_j \eta_i - D_l D_j \eta_i - D_l D_i \eta_i \]

\[ + N(R_{ik} D_j \eta^k + R_{kj} D_i \eta^k + \eta^k D_k R_{ij}) \]

\[ + \eta^k D_k R_{ij} \]  \quad (127)

**APPENDIX**

A. General covariance of the perturbation equations

In this appendix, we show the general covariance of the perturbation equations. We start with the wave equation

\[ \frac{\partial^2}{\partial t^2} h_{ij} = 2N \delta(D_i D_j N) - 2N^2 \delta R_{ij} - 2N \delta N R_{ij} \]

\[ = 2N[D_i D_j \delta N - \frac{1}{2} \gamma^{kl}\delta_{kN}(D_i h_{lj} + D_j h_{il} - D_l h_{ij}) \]

\[ - N \delta R_{ij} - \delta N R_{ij} \]  \quad (125)
From the definition of the Riemann tensor, we have
\[ D_i D_j (\eta_{lj} = D_j D_i (\eta_{lj} - R_{ilmj} \eta^m, \eta^m, \eta^m, \eta^m). \tag{128} \]

We expand the first term as
\[
D_i D_j (\eta^k D_k N) = D_k N D_i D_j \eta^k + \eta^k D_i D_k N + \eta^k D_j D_k N.
\tag{129}
\]

Further noting that \( D_i D_j N = NR_{ij} \), from the above expressions, Eq. (125) reduces to
\[
\frac{\text{RHS}}{2N} \rightarrow \text{RHS} - \frac{1}{2} D^j N(R_{jiml} + R_{ilmj} + R_{jiml}) \eta^m.
\tag{130}
\]

The terms with Riemann tensor can be further simplified using the circling identity of Riemann tensor
\[
R_{jiml} + R_{ilmj} + R_{jiml} = 0,
\]
which gives
\[
\frac{1}{2} D^j N(R_{jiml} + R_{ilmj} + R_{jiml}) \eta^m = D^j N R_{jikl} \eta^k.
\tag{131}
\]

Further noting that
\[
\eta^k D_i D_j D_k N = \eta^k D_i D_k D_j N = \eta^k (D_k D_i D_j N - R_{iklj} D^j N),
\tag{132}
\]
we find
\[
\frac{\text{RHS}}{2N} \rightarrow \text{RHS} - \frac{1}{2} D^j N(R_{jiml} + R_{ilmj} + R_{jiml}) \eta^m - \frac{1}{2} D^j N R_{jiml} - \frac{1}{2} D^j N R_{ilmj} - \frac{1}{2} D^j N R_{jiml}.
\tag{133}
\]

The above result shows that the RHS of Eq. (125) does not change its format under arbitrary infinitesimal coordinate transformations. Since \(-D_j \eta_i - D_i \eta_j\) is time independent, the LHS of Eq. (125) \( \frac{\partial}{\partial t} h_{ij} \) does not change its format as well. Equation (125), therefore, is covariant.

Not only is Eq. (125) covariant, we can also show that
\[
\delta R_{ij} = \frac{1}{2} (D^j D_i h_{ij} + D^j D_j h_{il} - D^j D_l h_{ij}),
\tag{134}
\]
is covariant. To do this, we insert the infinitesimal coordinate transformation of \( h_{ij} \) into the RHS of the above equation
\[
\dot{h}_{ij} \rightarrow h_{ij} - \gamma_{ik} D_j \eta^k - \gamma_{kj} D_i \eta^k,
\tag{135}
\]
we obtain
\[
\frac{\text{RHS}}{2N} \rightarrow \text{RHS} - \frac{1}{2} D^j D_i D_i \eta_j - \frac{1}{2} D^j D_j D_i \eta_l - \frac{1}{2} D^j D_l D_i \eta_j - \frac{1}{2} D^j D_j D_l \eta_i - \frac{1}{2} D^j D_l D_j \eta_i - \frac{1}{2} D^j D_j D_l \eta_i.
\tag{136}
\]

From the definition of the Riemann tensor, we have
\[
D^j D_i D_i \eta_j = D^j D_i D_i \eta_j - \eta^k D^j R_{iklj} - \eta^k D^j R_{ijlk}.
\tag{137}
\]

Further note that
\[
D^j D_j D_i \eta_k = D^j D_j D_i \eta_k - \eta^k D^j R_{iklj} - \eta^k D^j R_{ijlk},
\tag{138}
\]
we obtain
\[
\frac{\text{RHS}}{2N} \rightarrow \text{RHS} + \frac{1}{2} D^j \eta^k (R_{ijkl} + R_{iklj} + R_{jikl}) + \frac{1}{2} \eta^k (D^j R_{ijkl} - D^j R_{iklj} - D^j R_{jikl}).
\tag{140}
\]

Using the circling identity of Riemann tensor \( R_{ijkl} + R_{iklj} + R_{jikl} = 0 \) and the Bianchi identity
\[
D^j R_{ijkl} = D_i R_{jkl} - D_j R_{ikl},
\tag{141}
\]
we find that
\[
\frac{\text{RHS}}{2N} \rightarrow \text{RHS} - R_{iklj} \eta^k - R_{jikl} \eta^k - \eta^k D^j R_{ijlk},
\tag{142}
\]
which is consistent with doing the infinitesimal coordinate transformation of \( \delta R_{ij} \) directly. The expression of \( \delta R_{ij} \) in terms of \( h_{ij} \), therefore, is covariant.

Next, we show that the perturbed conservation laws are covariant as well
\[
D^j \Gamma_l - D^j D_l \eta = \gamma^{im} \gamma^{jn} h_{mn} R_{ij}.
\tag{143}
Under the infinitesimal coordinate transformation Eq. (126), \( \Gamma_i \) and \( h \) in Eq. (143) transform as

\[
D^i \Gamma_j \rightarrow D^i \Gamma_j - D_i D_m D^j \eta^m - D_i D_m D^m \eta^j \\
D^i D_j h \rightarrow D^i D_j h - 2D^i D_l D_m \eta^m .
\]  \(144\)

From the definition of Ricci tensor, we obtain

\[
(D_i D_m - D_m D_i) \eta^m = -R_{i[k} \eta^k .
\]  \(145\)

Taking the derivative \( D^i \) of above equation, we find

\[
D^i D_l D_m \eta^m = D^i D_m D_l \eta^m - \eta^m D^l R_{tm} - R_{lm} D^m \eta^m .
\]  \(146\)

Since the background scalar curvature vanishes \( R = 0 \), from the Bianchi identity we have \( 2D^l R_{lm} = D_m R = 0 \). Then it follows that

\[
D^i D_l D_m \eta^m = D^i D_m D_l \eta^m - R_{lm} D^l \eta^m .
\]  \(147\)

The infinitesimal coordinate transformation on the left hand side of Eq. (143) gives

\[
\text{RHS} \rightarrow \text{RHS} - D_l D_m D^i \eta^m - D_l D_m D^m \eta^i + 2D^i D_l D_m \eta^m
\]

\[= D_l D_m D^i \eta^m - D_l D_m D^m \eta^i - 2R_{lm} D^l \eta^m . \] \(148\)

Further note that

\[
D_l D_m D^i \eta^m = D_m D_l D^i \eta^m - R_{lmk} D^k \eta^m - R_{lmk} D^i \eta^k
\]

\[= D_m D_l D^i \eta^m + R_{mk} D^k \eta^m - R_{lk} D^i \eta^k
\]

\[= D_m D_l D^i \eta^m
\]

\[= D_l D_m D^m \eta^i . \] \(149\)

we obtain

\[
D^i \Gamma_j \rightarrow D^i \Gamma_j - D_j \eta^j h_{lm} R_{ij} + 2R_{ij} D^j \eta^j
\]

\[= \gamma^{lm} \gamma^{ij} h_{mn} R_{ij} . \] \(150\)

The above equation demonstrates that Eq. (39) does not change its format under arbitrary infinitesimal coordinate transformation, which means that Eq. (39) is covariant.

### B. Null geodesics

The trajectories of null geodesics in the spacetime of a Schwarzschild black hole are given by

\[
\frac{d^2 \mu}{d\phi^2} + \mu = 3M \mu^2 ,
\]  \(151\)

where \( r \) and \( \phi \) are the radius and azimuthal angle in the Schwarzschild coordinates. \( \mu \) is the inverse of the radius \( \mu = 1/r \). We then make coordinate transformations

\[
\begin{align*}
\rho &= \frac{(M + 2\rho)^2}{4\rho} \\
\rho &= \frac{1}{2} \left( r - M + \sqrt{r^2 - 2Mr} \right) .
\end{align*}
\]  \(152\)

where \( \rho \) is the radius in isotropic coordinates. With the notion \( \mu' = 1/\rho \), the geodesic equations in the isotropic coordinates are given by

\[
\begin{align*}
\frac{d^2 \mu'}{d\phi^2} &= \frac{3M - r}{\rho^2} \frac{d\rho}{dr} \\
\frac{d\rho}{dr} &= \frac{1}{2} \left( 1 + \frac{r - M}{\sqrt{r^2 - 2Mr}} \right) .
\end{align*}
\]  \(153\)

In the above equations, \( r \) can be replaced by \( \rho = 1/\mu' \) from Eq. (152). After obtaining the geodesics, the length of trajectories can be obtained by

\[
dl = \frac{1}{\mu'} \sqrt{\frac{1}{\mu'^2} \left( \frac{d\mu'}{d\phi} \right)^2 + 1} d\phi .
\]  \(154\)

Then the total asymptotic time along the null geodesics can be computed by

\[
t = \int \frac{dl}{c} ,
\]  \(155\)

where \( c \) is the isotropic speed of wave defined in Eq. (54).