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Abstract

Many papers in the field of integer linear programming (ILP, for short)
are devoted to problems of the type $\max\{c^\top x: Ax = b, x \in \mathbb{Z}_{\geq 0}\}$, where all the entries of $A, b, c$ are integer, parameterized by
the number of rows of $A$ and $\|A\|_{\max}$. This class of problems is
known under the name of ILP problems in the standard form, adding
the word “bounded” if $x \leq u$, for some integer vector $u$. Recently,
many new sparsity, proximity, and complexity results were obtained
for bounded and unbounded ILP problems in the standard form.
In this paper, we consider ILP problems in the canonical form

$$\max\{c^\top x: b_l \leq Ax \leq b_r, x \in \mathbb{Z}^n\},$$
On Δ-Modular Integer Linear Problems In The Canonical Form

where \(b_l\) and \(b_r\) are integer vectors. We assume that the integer matrix \(A\) has the rank \(n\), \((n + m)\) rows, \(n\) columns, and parameterize the problem by \(m\) and \(\Delta(A)\), where \(\Delta(A)\) is the maximum of \(n \times n\) sub-determinants of \(A\), taken in the absolute value. We show that any ILP problem in the standard form can be polynomially reduced to some ILP problem in the canonical form, preserving \(m\) and \(\Delta(A)\), but the reverse reduction is not always possible.

More precisely, we define the class of generalized ILP problems in the standard form, which includes an additional group constraint, and prove the equivalence to ILP problems in the canonical form.

We generalize known sparsity, proximity, and complexity bounds for ILP problems in the canonical form. Additionally, sometimes, we strengthen previously known results for ILP problems in the canonical form, and, sometimes, we give shorter proofs. Finally, we consider the special cases of \(m \in \{0, 1\}\). By this way, we give specialized sparsity, proximity, and complexity bounds for the problems on simplices, Knapsack problems and Subset-Sum problems.

1 Introduction

1.1 Basic Definitions And Notations

Let \(A \in \mathbb{Z}^{m \times n}\) be an integer matrix. We denote by \(A_{ij}\) the \(ij\)-th element of the matrix, by \(A_{i*}\) its \(i\)-th row, and by \(A_{*j}\) its \(j\)-th column. For sets \(\mathcal{I} \subseteq \{1, \ldots, m\}\) and \(\mathcal{J} \subseteq \{1, \ldots, n\}\), the symbol \(A_{\mathcal{I} \mathcal{J}}\) denotes the sub-matrix of \(A\), which is generated by all the rows with indices in \(\mathcal{I}\) and all the columns with indices in \(\mathcal{J}\). If \(\mathcal{I}\) or \(\mathcal{J}\) is replaced by \(*\), then all the rows or columns are selected, respectively. Sometimes, we simply write \(A_{\mathcal{I}}\) instead of \(A_{\mathcal{I} \{*\}}\) and \(A_{\mathcal{J}}\) instead of \(A_{\{*\} \mathcal{J}}\), if this does not lead to confusion.

We denote by \(I_{n \times n}\), \(1_{m \times n}\), and \(0_{m \times n}\) the \(n \times n\) identity matrix, the \(m \times n\) all-one matrix, and the \(m \times n\) all-zero matrix, respectively. Sometimes, we will ignore subscripts, if this does not lead to confusion. The same notation is used for all-one and all-zero vectors.

The maximum absolute value of entries of \(A\) is denoted by \(\|A\|_{\max} = \max_{i,j} |A_{ij}|\).

The \(l_p\)-norm of a vector \(x\) is denoted by \(\|x\|_p\). The number of non-zero components of a vector \(x\) is denoted by \(\|x\|_0 = |\{i: x_i \neq 0\}|\). The column, compounded by diagonal elements of a \(n \times n\) matrix \(A\), is denoted by \(\text{diag}(A) = (A_{11}, \ldots, A_{nn})^\top\). The adjugate matrix is denoted by \(A^* = \det(A)A^{-1}\).

For \(x \in \mathbb{R}\), we denote by \([x]\), \(\{x\}\), and \([x]\) the floor, fractional part, and ceiling of \(x\), respectively.

Let \(S \in \mathbb{Z}^{n \times n}_{>0}\) be a diagonal matrix and \(v \in \mathbb{Z}^n\). We denote by \(v \mod S\) the vector, whose \(i\)-th component equals \(v_i \mod S_{ii}\). For \(\mathcal{M} \subseteq \mathbb{Z}^n\), we denote \(\mathcal{M} \mod S = \{v \mod S: v \in \mathcal{M}\}\). For example, the set \(\mathbb{Z}^n \mod S\) consists of \(\det(S)\) elements.
For Definition 3

Let \( \Delta_k(A) = \max \left\{ |\det(A_I,J)| : I \subseteq \{1,\ldots,m\}, J \subseteq \{1,\ldots,n\}, |I|=|J|=k \right\} \), we denote the maximum absolute value of determinants of all the \( k \times k \) sub-matrices of \( A \). By \( \Delta_{\gcd}(A,k) \) and \( \Delta_{\lcm}(A,k) \), we denote the greatest common divisor and the least common multiplier of nonzero determinants of all the \( k \times k \) sub-matrices of \( A \), respectively. Additionally, let \( \Delta(A) = \Delta_{\rank}(A), \Delta_{\gcd}(A) = \Delta_{\gcd}(A,\rank(A)) \) and \( \Delta_{\lcm}(A) = \Delta_{\lcm}(A,\rank(A)) \).

The matrix \( A \) with \( \Delta(A) \leq \Delta \), for some \( \Delta > 0 \), is called \( \Delta\)-modular. Note that \( \Delta_1(A) = \|A\|_{\max} \).

For Definition 2

Let \( B \in \mathbb{R}^{m \times n} \), \( \text{conv}.hull(B) = \{Bt : t \in \mathbb{R}^n_{\geq 0} \} \) is the convex hull spanned by columns of \( B \), \( \text{aff}.hull(B) = \{Bt : t \in \mathbb{R}^n_+ : \sum_{i=1}^n t_i = 1 \} \) is the affine hull spanned by columns of \( B \), \( \text{span}(B) = \{Bt : t \in \mathbb{R}^n_+ \} \) is the linear hull spanned by columns of \( B \), \( \Lambda(B) = \{x = Bt : t \in \mathbb{Z}^n_+ \} \) is the lattice spanned by columns of \( B \).

For Definition 3

Let \( A \in \mathbb{Z}^{m \times n} \) and \( b \in \mathbb{Z}^m \), we denote \( P(A,b) = \{x \in \mathbb{R}^n : Ax \leq b \} \) and \( P(A,b)_{\cap} = \text{conv}.hull(P(A,b)_{\cap} \mathbb{Z}^n) \).

1.2 The Smith And Hermite Normal Forms

Let \( A \in \mathbb{Z}^{m \times n} \) be an integer matrix of rank \( n \), assuming that the first \( n \) rows of \( A \) are linearly independent. It is a known fact (see, for example, [1, 2]) that there exists a unimodular matrix \( Q \in \mathbb{Z}^{n \times n} \), such that \( A = (H_B)Q \), where \( B \in \mathbb{Z}^{(m-n),n} \) and \( H \in \mathbb{Z}^{n \times n} \) is a lower-triangular matrix, such that \( 0 \leq H_{ij} < H_{ii} \), for any \( i \in \{1,\ldots,n\} \) and \( j \in \{1,\ldots,i-1\} \). The matrix \( (H_B) \) is called the Hermite Normal Form (or, shortly, the HNF) of the matrix \( A \). Additionally, it was shown in [3] that \( \|B\|_{\max} \leq \Delta(A) \) and, consequently, \( \|H_B\|_{\max} \leq \Delta(A) \).

It is a known fact (see, for example, [1, 4, 5]) that there exist unimodular matrices \( P \in \mathbb{Z}^{m \times n} \) and \( Q \in \mathbb{Z}^{n \times n} \), such that \( A = P \left( \begin{smallmatrix} S \\ 0_{d \times n} \end{smallmatrix} \right) Q \), where \( d = m-n \) and \( S \in \mathbb{Z}^{n \times n}_{\geq 0} \) is a diagonal non-degenerate matrix. Moreover, \( \prod_{i=1}^k S_{ii} = \Delta_{\gcd}(A,k) \), and, consequently, \( S_{ii} \mid S_{(i+1)(i+1)} \), for \( i \in \{1,\ldots,n-1\} \). The matrix \( \left( \begin{smallmatrix} S \\ 0_{d \times n} \end{smallmatrix} \right) \) is called the Smith Normal Form (or, shortly, the SNF) of the matrix \( A \).

Near-optimal polynomial-time algorithms for constructing the HNF and SNF of \( A \) are given in [2, 4].

We will significantly use the following Lemma.

Lemma 1 Let \( A \in \mathbb{Z}^{n \times n}, p \in \mathbb{Q}^n, \Delta = |\det(A)| > 0, \) and \( \gamma > 0 \). Let us consider the intersection of a parallelepiped with \( \mathbb{Z}^n \):

\[ \mathcal{P} = \mathbb{Z}^n \cap \{Ax : \|x-p\|_{\infty} \leq \gamma \} \]
Then, $|\mathcal{P}| \leq (2\gamma + 1)^n \cdot \Delta$.

All the points of $\mathcal{P}$ can be enumerated by an algorithm with the arithmetic complexity bound:

$$O\left((2\gamma + 1)^n \cdot n \cdot \Delta \cdot \min\{n, \log_2(\Delta)\}\right).$$

We omit a proof, because it is completely similar to the proofs from [6] or [7].

1.3 The Problems Under Consideration And Motivation Of This Paper

The key research object of many works in the field of ILP is the following ILP problem in the standard form:

$$c^T x \rightarrow \max$$

$$\begin{cases}
Ax = b \\
0 \leq x \leq u \\
x \in \mathbb{Z}^n.
\end{cases}$$

(CLASSIC-ILP-SF)

Here, $A \in \mathbb{Z}^{m \times n}$, rank($A$) = $m$, $b \in \mathbb{Z}^m$, $c \in \mathbb{Z}^n$, and $u \in (\mathbb{Z}_{\geq 0} \cup \{+\infty\})^n$. We call this problem and similar problems unbounded, if $u_i = +\infty$, for all $i \in \{1, \ldots, n\}$, and bounded in the opposite case. One of the most popular and actual research directions is investigation of properties of the CLASSIC-ILP-SF problem, parameterized by $m$ and $\Delta_1 := \Delta_1(A) = \|A\|_{\text{max}}$ or by $m$ and $\Delta := \Delta(A)$. Some interesting properties that arise in many papers in this field are: sparsity bounds for integer vertices coordinates, proximity bounds that estimate the distance between optimal vertices of ILP and the related LP problems, bounds on the number of integer vertices, the complexity of integer programming algorithms and etc. We list some interesting recent results for the unbounded variant of the CLASSIC-ILP-SF problem. Let $z$ be an arbitrary vertex of the integer polyhedron of an unbounded CLASSIC-ILP-SF problem. Assuming $\Delta_{\gcd}(A) = 1$, it was showed in [8] that

$$\|z\|_0 \leq m + \log_2 \sqrt{\det(AA^T)} \leq 2m \cdot \log_2(2\sqrt{m} \cdot \Delta_1).$$

Additionally, it was showed in [8] that number of integer vertices is bounded by

$$(n \cdot m \cdot \Delta_1)^O(m^2 \cdot \log(\sqrt{m} \cdot \Delta_1)).$$

The paper [9] strengthens both bounds. More precisely, it gives the bound

$$\|z\|_0 \leq \frac{3}{2} m \cdot \log_2(O(\sqrt{m} \cdot \Delta_1)).$$
for the integer vertex support (see [9, Theorem 30]) and the bound
\[(n \cdot m \cdot \log(m \Delta_1))^{O(m \cdot \log(\sqrt{m} \Delta_1))}\]
for the number of integer vertices.

Let \(v\) be an optimal vertex solution of the LP relaxation of the problem. The paper [10] gives sparsity and proximity bounds with respect to \(m\) and \(\Delta\). More precisely, it was shown there that for any integer vertex \(z\) we have
\[\|z\|_0 \leq 2m \cdot \log_2(\sqrt{2m} \cdot \Delta^{1/m}).\]
and, for some optimal integer vertex solution \(z'\), we have
\[\|v - z'\|_1 \leq 3m^2 \cdot \log_2(2\sqrt{2m} \cdot \Delta^{1/m}) \cdot \Delta.\]

The paper [11] gives a dynamic programming algorithm with the arithmetic complexity bound
\[O(nm) + O(\eta)^{2m} \cdot \frac{\log(\|b\|_\infty + \Delta_1)}{\log(\Delta_1)} = O(nm) + O(\sqrt{m} \Delta_1)^{2m} \cdot \frac{\log(\|b\|_\infty + \Delta_1)}{\log(\Delta_1)}.\]

Here, \(\eta\) is the hereditary discrepancy bound for the matrix \(A\). Due to [12] and [13], it is known that \(\eta = O(\sqrt{m} \Delta_1)\). Moreover, it was shown in [11] that there are no algorithms with dependence \(\Delta_1^{2m-\varepsilon}\), for any \(\varepsilon > 0\), otherwise the strong exponential time hypothesis (SETH, for short) does not hold. Similarly, due to [14], the dependence \(m^{O(m)}\) cannot be reduced, otherwise SETH does not hold.

Now, we list some results for the bounded CLASSIC-ILP-SF problem. The following proximity bound is given in [15]:
\[\|z - v\|_1 \leq m \cdot (2m \cdot \Delta_1 + 1)^m.\]
It is noted in [10] that the previous bound can be extended to work with the \(\Delta\) parameter:
\[\|z - v\|_1 \leq m \cdot \Delta \cdot (2m + 1)^m.\]
Additionally, the paper [15] gives a dynamic programming algorithm with the arithmetic complexity bound
\[n \cdot O(m)^{(m+1)^2} \cdot O(\Delta_1)^{m(m+1)} \cdot \log^2(m \Delta_1).\]
The proximity bound that is polynomial both in \(m\) and \(\Delta\) is given in [16]:
\[\|z - v\|_1 = O(m^3 \cdot \Delta^3).\]
More precisely, the paper \[16\] contains a much stronger result. It was shown there that any matrix \( A \in \mathbb{Z}^{m \times n} \) without pairs \((u, v)\) of columns, such that \( u = \pm v \), can have at most
\[
\frac{1}{2} \cdot (m^2 + m) \cdot \Delta^2
\]
columns.

Finally, we mention some results about properties of the unbounded CLASSIC-ILP-SF problem in an average case. Assuming that \( A \in \mathbb{Z}^{m \times n} \) and \( c \in \mathbb{Z}^n \) are fixed, \( \Delta_{\text{gcd}}(A) = 1 \), and the vector \( b \in \mathbb{Z}^m \) is taken randomly, it was shown in \[17\] and \[18\] that for almost all \( b \) we have:
1. \( \|z\|_0 \leq m + \log_2(\Delta) \),
2. \( \|z - v\|_1 \leq (m + 1) \cdot (\Delta - 1) \),
3. \( \|z - v\|_\infty \leq \Delta - 1 \).

There are many results for the CLASSIC-ILP-SF problem in both bounded and unbounded variants. In our paper, we are going to work with problems in the canonical form. The reason is that, as it will be shown later, the problems in the canonical form are slightly more general and, sometimes, more suitable to obtain results in the area of ILP.

One of the main research objects of the current work is the following ILP problem in the canonical form:

**Definition 4** Let \( A \in \mathbb{Z}^{(n+m) \times n} \), \( \text{rank}(A) = n \), \( c \in \mathbb{Z}^n \), \( b_r \in \mathbb{Z}^{n+m} \) and \( b_l \in (\mathbb{Z}^{l+m} \cup \{-\infty\})^n \). The bounded integer linear programming problem in the canonical form is formulated as follows:
\[
c^\top x \to \max
\begin{cases}
b_l \leq Ax \leq b_r \\
x \in \mathbb{Z}^n.
\end{cases}
\]
(BILP-CF)

The classical ILP problem in the canonical form corresponds to the case \((b_l)_i = -\infty\), for \( i \in \{1, \ldots, n + m\} \), and \( b := b_r \):
\[
c^\top x \to \max
\begin{cases}
Ax \leq b \\
x \in \mathbb{Z}^n.
\end{cases}
\]
(ILP-CF)

Why is it important to work with these problems? We will show later that the ILP-CF and BILP-CF problems are more general, than bounded or unbounded problems of the type CLASSIC-ILP-SF. More precisely, the paper \[19\] (see also \[20\]) gives a way how to reduce the CLASSIC-ILP-SF problem to the ILP-CF problem, but the inverse reduction, preserving values of the parameters \( m \) and \( \Delta(A) \), is not always possible (see Remark 4 for a counterexample). Consequently, any fact that is true for the BILP-CF or ILP-CF problems can be easily restated for the bounded and unbounded variants of the
CLASSIC-ILP-SF problem. However, due to Lemmas 4 and 5 of this paper, the ILP-CF and BILP-CF problems are polynomially-equivalent to generalized problems in the standard form with an additional group constraint. We define these problems here:

**Definition 5** Let $A \in \mathbb{Z}^{m \times n}$ and $G \in \mathbb{Z}^{(n-m) \times n}$, such that \( \begin{bmatrix} A \\ G \end{bmatrix} \) is an integer $n \times n$ unimodular matrix. Let, additionally, $S \in \mathbb{Z}^{(n-m) \times (n-m)}$ be some matrix reduced to the SNF, $g \in \mathbb{Z}^{(n-m)}$, $b \in \mathbb{Z}^{m}$, $c \in \mathbb{Z}^{n}$ and $u \in (\mathbb{Z}_{\geq 0} \cup \{+\infty\})^{n}$. The generalized bounded integer linear programming problem in the standard form is formulated as follows:

$$
\begin{align*}
\text{c}^\top x \rightarrow & \text{min} \\
Ax &= b \\
Gx &\equiv g \pmod{S \cdot \mathbb{Z}^n} \\
0 &\leq x \leq u \\
x &\in \mathbb{Z}^n.
\end{align*}
$$

(BILP-SF)

The unbounded case of BILP-SF corresponds to the case $u_i = +\infty$, for $i \in \{1, \ldots, n\}$:

$$
\begin{align*}
\text{c}^\top x \rightarrow & \text{min} \\
Ax &= b \\
Gx &\equiv g \pmod{S \cdot \mathbb{Z}^n} \\
x &\in \mathbb{Z}_{\geq 0}^n.
\end{align*}
$$

(ILP-SF)

It is not straightforward clear how to define a linear programming relaxation of the BILP-SF problem. So, we emphasise it as a stand-alone definition:

**Definition 6** In terms of the previous definition, the problem

$$
\begin{align*}
\text{c}^\top x \rightarrow & \text{min} \\
Ax &= b \\
0 &\leq x \leq u \\
x &\in \mathbb{R}^n.
\end{align*}
$$

is called the linear programming relaxation of the BILP-SF problem.

**Remark 1** We note that the CLASSIC-ILP-SF problem in the standard form can be polynomially reduced to the BILP-SF and ILP-SF problems. First of all, we can assume that $\Delta_{\text{gcd}}(A) = 1$. Indeed, let $A = PSQ$, where $(S \ 0) \in \mathbb{Z}^{m \times n}$ be the SNF of $A$, and $P \in \mathbb{Z}^{m \times m}$, $Q \in \mathbb{Z}^{n \times n}$ be unimodular matrices. We multiply rows of the original system $Ax = b$, $x \geq 0$ by the matrix $(PS)^{-1}$. After this step, the original system is transformed to the equivalent system.
In the last formula \( b' \in \mathbb{Z}^m \), because in the opposite case the system is integrally infeasible. Clearly, the matrix \((I_m \times m_0)\) is the SNF of \((I_m \times m_0)Q\), so its \(\Delta_{\text{gcd}}(\cdot)\) is equal to 1.

Since \(\Delta_{\text{gcd}}(A) = 1\), the columns of \(A^\top\) form a primitive basis of some sub-lattice of \(\mathbb{Z}^n\). Hence, it can be extended to a full basis of \(\mathbb{Z}^n\). Let the columns of \(G^\top \in \mathbb{Z}^{(n-m)\times n}\) form this extension. Consequently, \(\begin{pmatrix} A \\ G \end{pmatrix}\) is a \(n \times n\) integral unimodular matrix, and the BILP-SF problem

\[
c^\top x \to \min
\begin{cases}
Ax = b \\
Gx \equiv 0 \pmod {I \cdot \mathbb{Z}^n} \\
0 \leq x \leq u \\
x \in \mathbb{Z}^n,
\end{cases}
\]

is equivalent to the original CLASSIC-ILP-SF problem (here, \(I\) is the \((n-m)\times(n-m)\) identity matrix).

We note some interesting results, devoted to the last problems. It is shown in [19] that the ILP-SF problem has an integer feasible solution \(z\) with

\[
\|z\|_\infty \leq \Delta_{\text{ext}} \cdot |\det(S)|,
\]

where \(\Delta_{\text{ext}} = \Delta((Ab))\) is the maximal absolute value of \(m \times m\) minors of the extended matrix \((Ab)\). Previously, this inequality in a weaker form was conjectured by I. Borosh and T. Treybig in [21, 22]. For the ILP-CF problem, it means the existence of an integer feasible solution \(z\) with

\[
\|b - Az\|_\infty \leq \Delta_{\text{ext}}.
\]

Due to [20], the number of integer feasible solutions in the ILP-CF problem can be computed by an algorithm with the arithmetic complexity bound

\[
O(n^m+O(1) \cdot n\log_2(\Delta)),
\]

A similar result is formulated for the unbounded CLASSIC-ILP-SF problem.

Due to [3], the ILP-CF problem can be solved by an algorithm with the arithmetic complexity bound

\[
O((m + \log(\Delta)) \cdot n^{2(m+1)} \cdot \Delta^{2(m+1))}). \tag{1}
\]

Let us consider the variant of the ILP-CF problem, such that the matrix \(A \in \mathbb{Z}^{(n+m)\times n}\) does not have any degenerate \(n \times n\) sub-matrix, or, in other words, there are no \(n \times n\) minors that are equal 0. Due to [23], if \(n \geq f(\Delta)\), for some function \(f(\Delta)\) that depends only from \(\Delta\), then the parameter \(m\) can not be greater than 1. The last result was improved in [3], more precisely, it
was shown that $f(\Delta) \leq \Delta \cdot (2\Delta + 1)^2 + \log_2(\Delta)$. Note that for $n \leq f(\Delta)$ the problem can be solved by $O(n^n)$-complexity algorithm due to [24], see also [25].

Consequently, due to the last complexity bound, the ILP-CF problem without 0-valued $n \times n$ sub-determinants can be solved by an algorithm with arithmetic complexity bound

$$[n \leq f(\Delta)] \cdot f(\Delta) \cdot \log_2(\Delta) \cdot n^4 \cdot \Delta^4.$$ \hspace{1cm} (2)

Here $[]$ is the K. Iverson’s notation, see [26], i.e. $[true] = 1$ and $[false] = 0$.

The last complexity bounds (1) and (2) will be sufficiently improved in our work, see Subsection 2.1.

The paper [27] gives a polynomial-time algorithm to enumerate integer vertices of a simplex, defined by a $\Delta$-modular system $Ax \leq b$. Consequently, if $n \geq f(\Delta)$, a similar algorithm exists for any $n$-dimensional polyhedron, defined by a $\Delta$-modular system. The last result will be generalized in our work for any polyhedron of the ILP-CF problem, see Subsection 2.1.

Finally, let us consider known results on the number of vertices in the integer polyhedron $P_I$ of the ILP-CF problem. Let $\xi(n, k)$ denote the maximum number of vertices in $n$-dimensional polyhedra with $k$ facets. Due to the seminal result [28] of P. McMullen, the value of $\xi(n, k)$ equals the number of vertices of polytopes that are dual to cyclic polytopes with $k$ vertices.

Consequently, due to [29, Section 4.7],

$$\xi(n, k) = \begin{cases} \frac{k}{k-s} \binom{k-s}{s}, & \text{for } n = 2s \\ \frac{2(k-s-1)}{s} \binom{k-s}{s}, & \text{for } n = 2s+1 \end{cases} = O\left(\frac{k}{n}\right)^{n/2}.$$

Due to [30] (see also [31, 32]),

$$|\text{vert}(P_I)| \leq (n+1)^{n+1} \cdot n! \cdot \xi(n, k) \cdot \log_2^{n-1}(2\sqrt{n+1} \cdot \Delta_{ext}) = k^\frac{n}{2} \cdot O(n)^{\frac{3}{2}n+1.5} \cdot \log^{n-1}(n \cdot \Delta_{ext}),$$ \hspace{1cm} (3)

Here $k$ is the number of lines in $Ax \leq b$ (in our notation $k = n + m$) and $\Delta_{ext} = \Delta((A b))$.

Let $\phi$ be the encoding length of the system $Ax \leq b$. Due to [1, Chapter 3.2, Theorem 3.2], we have $\Delta_{ext} \leq 2^\phi$. In notation with $\phi$, the last bound (3) becomes

$$k^\frac{n}{2} \cdot O(n)^{\frac{3}{2}n+1.5} \cdot (\phi + \log n)^{n-1},$$

which is better, than a more known bound

$$k \cdot \binom{k-1}{n-1} \cdot (5n^2 \cdot \phi + 1)^{n-1} = k^n \cdot \Omega(n)^{n-1} \cdot \phi^{n-1},$$ \hspace{1cm} (4)

due to W. Cook [33], because (3) depends on $k$ as $k^{n/2}$ and $k \geq n$. 

Due to [32], we can combine the previous inequality (3) with the sensitivity result of W. Cook et al. [34] to construct a bound that depends on $\Delta$ instead of $\Delta_{ext}$:

$$\left|\text{vert}(P_I)\right| \leq (n + 1)^{n+1} \cdot n! \cdot \xi(n, k) \cdot \xi(n, 2k) \cdot \log_2^{n-1}(2 \cdot (n + 1)^{2.5} \cdot \Delta^2) = k^n \cdot O(n)^{n+1.5} \cdot \log^{n-1}(n \cdot \Delta), \quad (5)$$

which again in some sense is better than (4), because (5) depends only from the encoding length of $A$, while (4) depends on the encoding length of $(A b)$.

One of our goals is to generalise results of the papers [8–11, 15, 18], presented in beginning of the current Subsection. Additionally, we strengthen known results and give more elegant proofs. For example, in our opinion, the proofs of sparsity and proximity results are more elegant, when we work with problems in the canonical form. On the other hand, for developing dynamic programming ILP algorithms, it is more convenient to work with the BILP-SF and ILP-SF problems in the standard form.

The special case of the BILP-SF and ILP-SF problems, when $m = 0$, deserves special interest. For $m = 0$, these problems have only group constraints $Gx \equiv g \pmod{S \cdot Z^n}$. Next, we give more general definition of the group minimization problem.

**Definition 7** Let $G$ be a finite Abelian group, $g_0, g_1, \ldots, g_n \in G$, $c \in Z^n \geq 0$ and $u \in (Z_{\geq 0} \cup \{+\infty\})^n$. The bounded group minimization problem can be formulated as follows:

$$c^\top x \rightarrow \min \tag{B-GROUP-PROB}$$

$$\begin{cases} 
\sum_{i=1}^{n} x_i g_i = g_0 \\
0 \leq x \leq u \\
x \in Z^n.
\end{cases}$$

The unbounded case of the B-GROUP-PROB problem corresponds to the case $u = +\infty$:

$$c^\top x \rightarrow \min \tag{U-GROUP-PROB}$$

$$\begin{cases} 
\sum_{i=1}^{n} x_i g_i = g_0 \\
x \in Z^n_{\geq 0}.
\end{cases}$$

Properties of the U-GROUP-PROB problem were described in seminal work [35] of R. Gomory (see also [36, Chapter 19]). The second goal of this paper is to consider special cases of the BILP-CF, BILP-SF, ILP-CF, ILP-SF problems with $m \in \{0, 1\}$. This class of problems includes ILP problems on simplices and parallelepips, bounded and unbounded Knapsack problems, bounded and unbounded Subset-Sum problems. We study properties of the last problems with respect to their relation to group minimization problems.

Good surveys on other aspects of parametric ILP are given in [20, 37, 38].


1.4 Normalization For Problems In The Canonical Form

Here, we give some polynomial-time preprocessing procedures that can help to make the BILP-CF and ILP-CF problems more convenient for analysis.

Let us consider the BILP-CF problem:
\[
\begin{align*}
\max & \quad c^\top x \\
\text{subject to} & \quad b_l \leq Ax \leq b_r, \\
& \quad x \in \mathbb{Z}^n,
\end{align*}
\]

where \( A \) be an integral \((n + m) \times n\) matrix of rank \( n \). Let \( v \) be an optimal solution of the relaxed LP problem and \( B \) be the corresponding base, e.g. \( v = A^{-1}_B b_B \). W.l.o.g. we can assume that \( B = \{1, \ldots, n\} \), let additionally \( B = \{1, \ldots, n + m\} \setminus B \).

Since the HNF can be computed by a polynomial-time algorithm, and since the problem is invariant with respect to any unimodular changes of variables, we can assume that \( A_B \) has already been reduced to the HNF. Using additional permutations of rows and columns, we can continue a transformation of \( A_B \), such that it will have the following triangle form:

\[
A_B = \begin{pmatrix}
1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 & 0 & 0 & \ldots & 0 \\
A_{s+1} & A_{s+2} & \ldots & A_{s+1} & A_{s+1} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
A_n & A_{n-1} & \ldots & \ldots & \ldots & \ldots & \ldots & A_{nn}
\end{pmatrix}.
\]

(6)

Here, \( s \) is the number of 1’s on the diagonal. Hence, \( A_{ii} \geq 2 \), for \( i \in \{(s+1), \ldots, n\} \). Let, additionally, \( t = n - s \) be the number of diagonal elements that are not equal to 1, \( \Delta = \Delta(A) \), and \( \delta = |\det(A_B)| \).

The following properties follow from the HNF structure:

1) \( 0 \leq A_{ij} < A_{ii} \), for any \( i \in \{1, \ldots, n\} \) and \( j \in \{1, \ldots, (i - 1)\} \),
2) \( \Delta \geq \delta = \prod_{i=s+1}^{n} A_{ii} \), and, hence, \( t \leq \log_2(\Delta) \),
3) since \( A_{ii} \geq 2 \), for \( i \in \{(s + 1), \ldots, n\} \), we have

\[
\sum_{i=s+1}^{n} A_{ii} \leq \frac{\delta}{2^{t-1}} + 2(t - 1) \leq \delta.
\]

Using integer translations, we can transform \( b_B \), such that \( 0 \leq (b_l)_B < \text{diag}(A_B) \), so the first \( s \) components of \( b_B \) are equal to 0. Let \( H \) be the submatrix of \( A_B \), which is located in the rows of \( A_B \) right after the \( s \times s \) identity matrix. In other words, \( H \) can be characterized by the following representation.
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of $A$:

$$A_B = \begin{pmatrix} I_{s \times s} & 0_{s \times t} \\ H & T \end{pmatrix}, \quad \text{where} \quad T = \begin{pmatrix} A_{s+1s+1} & 0 & \ldots & 0 \\ A_{s+2s+1} & A_{s+2s+2} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A_{n s+1} & A_{n s+2} & \ldots & A_{n n} \end{pmatrix}. $$

Without loss of generality, we can assume that columns of $H$ are lexicographically sorted. Indeed, any permutation of the first $s$ variables of the system $Ax \leq b$ can be compensated by a permutation of the first $s$ rows.

Definition 8 A system of the BILP-CF or ILP-CF problems is called $v$-normalized or $B$-normalized, if the matrix $A$ and the vector $b_l$ have the form, described in this Subsection.

Remark 2 (The computational complexity of the normalization) It can be easily seen that $v$-normalization of a system of the ILP-CF problem can be done by a polynomial-time algorithm. Indeed, two most complex parts of the normalization are searching of an optimal solution of the LP relaxation and computing the HNF for $A_B$.

Due to [39], the computational complexity of the LP problem is polynomial. More efficient algorithms can be found in [40–42]. The information about the HNF is given in Subsection 1.2.

The following Lemma helps to characterise all the elements of the matrix $A$ for a normalized system. More precisely, it characterises elements of the matrix $A$ with the property that $A_B$ has already been reduced to the HNF.

Lemma 2 ([3]) The following inequality holds:

$$\|A_B\|_{\text{max}} \leq \frac{\Delta}{\delta} \left( \frac{\delta}{2^{t-1}} + t - 1 \right) \leq \Delta.$$

Hence, $\|A\|_{\text{max}} \leq \Delta$.

The following Lemma, that will be significantly used in our work, helps to characterise elements of $A_B^{-1}$ and vectors of the form $y = A_B^{-1}x$.

Lemma 3 The adjugate matrix $A_B^*$ has the form

$$\begin{pmatrix} \delta & 0 & \ldots & 0 & 0 & \ldots & 0 \\ 0 & \delta & \ldots & 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \delta & 0 & \ldots & 0 \\ * & \ldots & * & \delta / A_{s+1s+1} & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ * & \ldots & * & \delta / A_{n n} & \ldots & \ldots & \ldots \end{pmatrix}.$$
More precisely, \((A_B^*)_{ii} = \delta / A_{ii}, \|A_B^*\|_{\text{max}} \leq \delta^2 / 2,\) and the first \(s\) rows of \(A_B^*\) have the form \((\delta \cdot I_{s \times s})\).

Consequently, let \(\|y\|_0 \leq \alpha, \|y\|_1 \leq \beta,\) for some \(y \in \mathbb{Z}^n\) and \(\alpha, \beta \geq 0.\) Then,

\[\|A_B^{-1} y\|_0 \leq \alpha + \log_2(\delta), \quad \|A_B^{-1} y\|_{\infty} \leq \frac{\beta \delta}{2}.\]

The proof of Lemma 3 could be found in Appendix Section 5.5.2.

### 1.5 Reductions Between The BILP-CF And BILP-SF Problems

In this Subsection, we describe how pairs of the BILP-CF and BILP-SF problems or pairs of the ILP-CF and ILP-SF problems can be polynomially reduced to each other. The following Theorem was proved in [43]. Other proofs also can be found in [20, 44, 45].

**Theorem 1** ([43]) Let \(A \in \mathbb{Z}^{n \times m}, B \in \mathbb{Z}^{n \times (n - m)}, \) rank \(A = m,\) rank \(B = n - m,\) and \(A^\top B = 0.\) Then, for any \(B \subseteq \{1, \ldots, n\}, |B| = m,\) and \(\overline{B} = \{1, \ldots, n\} \setminus B,\) the following equality holds:

\[\Delta_{\gcd}(B) \cdot |\det(A_{B^*})| = \Delta_{\gcd}(A) \cdot |\det(B_{\overline{B}^*})|.\]

**Remark 3** The result of this Theorem was strengthened in [46]. Namely, it was shown that the matrices \(A\) and \(B\) have the same diagonal of their Smith Normal Forms modulo of gcd-like multipliers.

**Lemma 4** For any instance of the BILP-CF problem, there exists an equivalent instance of the BILP-SF problem:

\[
\hat{c}^\top x \rightarrow \min \\
\begin{cases}
\hat{A}x = \hat{b} \\
Gx = g \pmod{S \cdot \mathbb{Z}^n} \\
0 \leq x \leq u \\
x \in \mathbb{Z}^{n+m}
\end{cases}
\]

with \(\hat{A} \in \mathbb{Z}^{m \times (n+m)},\) rank \((\hat{A}) = m, \hat{b} \in \mathbb{Z}^m, G \in \mathbb{Z}^{n \times (n+m)}, g \in \mathbb{Z}^n, \hat{c} \in \mathbb{Z}^{n+m}\) and \(u \in (\mathbb{Z}_{\geq 0} \cup \{+\infty\})^{n+m}.\)

Moreover, the following properties hold:

1. \(\hat{A} \cdot A = 0_{m \times n},\) \(\Delta(\hat{A}) = \Delta(A) / \Delta_{\gcd}(A);\)
2. \(|\det(S)| = \Delta_{\gcd}(A);\)
3. The map \(\hat{x} = b_r - Ax\) is a bijection between integer solutions of both problems;
4. If the original relaxed LP problem is bounded, then we can assume that \(\hat{c} \geq 0.\)
Proof Let $B$ be the set of row-indices of some $n \times n$ base sub-matrix of $A$ and $\overline{B} = \{1, \ldots, n + m\} \setminus B$. The original system can be rewritten in the following way:

$$- \hat{c}^\top \hat{x} \rightarrow \text{max}$$

$$\begin{align*}
\hat{x} &= b_r - Ax \\
x &\in \mathbb{Z}^n \\
0 &\leq \hat{x} \leq u \\
\hat{x} &\in \mathbb{Z}^{n+m},
\end{align*}$$

where $u = b_r - b_l$, $\hat{c}^\top B = |\det(A_B)| \cdot c^\top A_B^{-1}$ and $\hat{c}_B = 0$. Here, we set $u_i = +\infty$ iff $(b_l)_i = -\infty$.

Let $A = P^{-1} \begin{pmatrix} S \\ 0 \end{pmatrix} Q^{-1}$, where $\begin{pmatrix} S \\ 0 \end{pmatrix} \in \mathbb{Z}^{(n+m)\times n}$ is the SNF of $A$ and $P^{-1} \in \mathbb{Z}^{(n+m)\times (n+m)}$, $Q^{-1} \in \mathbb{Z}^{n\times n}$ are unimodular matrices. After the change of variables $x = Qx'$, the system transforms to

$$\hat{c}^\top \hat{x} \rightarrow \text{min}$$

$$\begin{align*}
P_B \hat{x} &= P_B(b_r)_B - Sx \\
P_{\overline{B}} \hat{x} &= P_{\overline{B}}(b_r)_{\overline{B}} - 0 \\
x &\in \mathbb{Z}^n \\
0 &\leq \hat{x} \leq u \\
\hat{x} &\in \mathbb{Z}^{n+m}.
\end{align*}$$

The last system is equivalent to

$$\begin{align*}
P_B \hat{x} &= P_B(b_r)_B \pmod{S \cdot \mathbb{Z}^n} \\
P_{\overline{B}} \hat{x} &= P_{\overline{B}}(b_r)_{\overline{B}} \\
0 &\leq \hat{x} \leq u \\
\hat{x} &\in \mathbb{Z}^{n+m}.
\end{align*}$$

Putting $\hat{A} := P_{\overline{B}} \in \mathbb{Z}^{m\times (n+m)}$, $\hat{b} := P_{\overline{B}}b_l$, $G := P_B$ and $g := P_Bb_l$, we transform the original problem to a problem of the type BILP-SF.

Now, $\hat{A}A = P_{\overline{B}}P^{-1} \begin{pmatrix} S \\ 0 \end{pmatrix} Q^{-1} = 0$ and, by Theorem 1, $\Delta(\hat{A}) = \Delta(A)/\Delta_{\text{gcd}}(A)$.

Since, $\begin{pmatrix} S \\ 0 \end{pmatrix}$ is the SNF of $A$, $|\det(S)| = \Delta_{\text{gcd}}(A)$.

Finally, if the original relaxed LP problem is bounded that we can chose $B$ to be an optimal base. Then, due to duality, $\hat{c} \geq 0$.

□

Lemma 5 For any instance of the BILP-SF problem with $d = n - m$, there exists an equivalent instance of the BILP-CF problem:

$$\hat{c}^\top x \rightarrow \text{max}$$

$$\begin{align*}
\hat{b}_l &\leq \hat{A}x \leq \hat{b}_r \\
x &\in \mathbb{Z}^d
\end{align*}$$

(8)
with $\hat{A} \in \mathbb{Z}^{(d+m) \times d}$, $\text{rank}(\hat{A}) = d$, $\hat{c} \in \mathbb{Z}^d$, $\hat{b}_r \in \mathbb{Z}^{d+m}$ and $\hat{b}_l \in (\mathbb{Z} \cup \{-\infty\})^{d+m}$.

Moreover, the following properties hold:
1. $A \cdot \hat{A} = 0_{m \times d}$, $\Delta(\hat{A}) = \Delta(A) \cdot |\det(S)|$;
2. $\Delta_{\gcd}(\hat{A}) = |\det(S)|$;
3. The map $x = \hat{b}_r - \hat{A}\hat{x}$ is a bijection between integer solutions of both problems.

Proof We can rewrite the initial problem as follows:

$$
c^\top x \rightarrow \min \begin{cases}  
(A) x = (b) + (0) \hat{x} \\
0 \leq x \leq u \\
x \in \mathbb{Z}^n \\
\hat{x} \in \mathbb{Z}^d.
\end{cases}
$$

Let $P = \begin{pmatrix} A \\ G \end{pmatrix}$, substituting $x = P^{-1} \begin{pmatrix} b \\ g \end{pmatrix} + \begin{pmatrix} 0 \\ S \end{pmatrix} \hat{x}$, the problem becomes:

$$
-\hat{c}^\top \hat{x} \rightarrow \max \begin{cases}  
P^{-1} \begin{pmatrix} b \\ g \end{pmatrix} - u \leq P^{-1} \begin{pmatrix} 0 \\ S \end{pmatrix} \hat{x} \leq P^{-1} \begin{pmatrix} b \\ g \end{pmatrix} \\
\hat{x} \in \mathbb{Z}^d.
\end{cases}
$$

Here, we have eliminated the restriction $x \in \mathbb{Z}^n$, because $P$ is unimodular, and this condition follows from the integrality of $\hat{x}$.

Putting $\hat{A} := -P^{-1} \begin{pmatrix} 0 \\ S \end{pmatrix}$, $\hat{b}_l := P^{-1} \begin{pmatrix} b \\ g \end{pmatrix} - u$, and $\hat{b}_r = P^{-1} \begin{pmatrix} b \\ g \end{pmatrix}$, we transform the original problem to a problem of the type BILP-CF. Here, we set $(b_l)_i = -\infty$ iff $u_i = +\infty$.

Now, $A \cdot \hat{A} = A \cdot \begin{pmatrix} A^{-1} \\ 0 \end{pmatrix} \cdot \begin{pmatrix} 0 \\ S \end{pmatrix} = (I_{m \times m} \ 0) \cdot \begin{pmatrix} 0 \\ S \end{pmatrix} = 0$. Since $\begin{pmatrix} 0 \\ S \end{pmatrix}$ is the SNF of $\hat{A}$, we have $\Delta_{\gcd}(\hat{A}) = |\det(S)|$. By Theorem 1, we have

$$
\Delta(\hat{A}) = \Delta(A) \cdot \Delta_{\gcd}(\hat{A}) = \Delta(A) \cdot |\det(S)|.
$$

Remark 4 Lemmas 4 and 5 give reductions between the ILP-CF, BILP-CF, ILP-SF, BILP-SF problems and vice-versa. A weaker result was shown in the paper [20] that any unbounded CLASSIC-ILP-SF problem can be reduced to the ILP-CF problem. Now, let us show that the reverse reduction from the ILP-CF problem to an unbounded CLASSIC-ILP-SF problem, preserving the parameters $m$ and $\Delta(A)$, is not always possible.
Let us consider the 2-dimensional simplex $\mathcal{P} = \{ x \in \mathbb{R}^2 : Ax \leq b \}$, where $A = \begin{pmatrix} 1 & 1 \\ 1 & -1 \\ -3 & -1 \end{pmatrix}$ and $b = (1, 1, 1)^\top$. Let $S$ be the set of slacks of the system $Ax \leq b$, i.e. $S = \{ y = b - Ax : x \in \mathcal{P} \}$. By a direct enumeration, we can see that 

$$\mathcal{P} \cap \mathbb{Z}^2 = \{ (0, 0), (0, 1), (1, 0), (-1, 2), (0, -1) \}, \quad \text{and}$$

$$S \cap \mathbb{Z}^3 = \{ (1, 1, 0), (0, 2, 2), (0, 4, 0), (2, 0, 0) \}.$$

Due to Lemma 4, the set $S \cap \mathbb{Z}^3$ can be expressed by the following system

$$\begin{cases}
(2, 1, 1) y = 4 \\
(3, 0, 1) y \equiv 0 \pmod{2} \\
y \in \mathbb{Z}_{\geq 0}^3.
\end{cases} \tag{9}$$

For the sake of contradiction, assume that there is another system of the type CLASSIC-ILP-SF

$$\begin{cases}
a^\top y = a_0 \\
y \in \mathbb{Z}_{\geq 0}^3.
\end{cases} \tag{10}$$

representing the set $S \cap \mathbb{Z}^3$, where $a \in \mathbb{Z}^3$ and $a_0 \in \mathbb{Z}$.

The plane $a^\top y = a_0$ is equivalent to the plane $(2, 1, 1) y = 4$, because any plane can be uniquely determined by any 3 affine-independent points. For example, we can choose the points $(0, 0, 4)^\top, (0, 4, 0)^\top, (2, 0, 0)^\top$ from $S \cap \mathbb{Z}^3$. Hence, we can assume that the equation $a^\top y = a_0$ coincides with $(2, 1, 1) y = 4$. Finally, note that the system (10) contains integer points that do not belong to $S \cap \mathbb{Z}^3$. For example, we can choose a point $(0, 1, 3)^\top$.

\section{2 Description Of The Results And Related Papers}

The rest of the paper consist of two parts. The first part presents results about sparsity, proximity, the number of integer vertices and the computational complexity of the BILP-SF, BILP-CF, ILP-SF, and ILP-CF problems, parameterized by $m$ and $\Delta = \Delta(A)$. In the second part, we consider special cases of these problems for $m \in \{0, 1\}$ and group minimization problems. The case $m = 0$ corresponds to square systems of linear inequalities. For example, the ILP problem on a parallelepiped, defined by a system of linear inequalities, is exactly the BILP-CF problem with $m = 0$. Due to [44, Paragraph 3.3., p. 42–43], the last problem is equivalent to the group minimization problem B–GROUP-PROB. Moreover, this case is important, because, as it was shown in [47], for any fixed $A$ and $c$, and $b$ chosen randomly, for almost all $b$ the ILP-SF
problem is equivalent to the problem, induced by some square sub-system of the original system. For the case $m = 1$, we have the following examples: the ILP-CF problem with $m = 1$ corresponds to the ILP problem on simplices, the ILP-SF and BILP-SF problems with $m = 1$ correspond to the unbounded and bounded Knapsack problems with some additional group constraints. Using these observations, we give new properties of the ILP problem on simplices, unbounded Knapsack problem, unbounded Subset-Sum problem. Additionally, we study an average case of the ILP-CF problem.

Next, we give a detailed description of our results. In the following text, we denote by $v$ and $z$ an optimal vertex solution of the LP relaxation and an optimal integer vertex solution of the original problem, respectively. Additionally, we denote $\Delta = \Delta(A)$, $\Delta_1 = \Delta_1(A)$ and $\Delta^* = \Delta \cdot |\det(S)|$.

### 2.1 Results Of The First Part Of This Paper

1. We generalize the sparsity result of the paper [8] for the unbounded ILP-SF and ILP-CF problems with respect to $m$, $\Delta$, and $\Delta^*$, instead of $m$ and $\Delta_1$. More precisely, we give the following sparsity bounds for any vertex solution $z$ of the ILP-CF and ILP-SF problems, respectively:

$$\|b - Az\|_0 \leq m + \log_2 \sqrt{\det(A^\top A)} \quad \text{and} \quad \|z\|_0 \leq m + \log_2 \sqrt{\det(AA^\top)} + \log_2 |\det(S)|.$$  

These can be translated to the bounds

$$\|b - Az\|_0 \leq c \cdot m + \log_2(\Delta) + \frac{m}{2} \cdot \log_2 \left( \log_2 \sqrt{2e} + \frac{\log_2(\Delta)}{m} \right) \quad \text{and} \quad \|z\|_0 \leq c \cdot m + \log_2(\Delta^*) + \frac{m}{2} \cdot \log_2 \left( \log_2 \sqrt{2e} + \frac{\log_2(\Delta^*)}{m} \right),$$

where $c = \log_2 \sqrt{\frac{2e^2}{e - \log_2 e}} + \frac{1}{2} \leq 2.27$. See Subsection 3.1, Theorem 2 and Corollary 1.

Due to Remark 1, the unbounded CLASSIC-ILP-SF problem in the standard form corresponds to the case $S = I$. For this case, our bound gives

$$\|z\|_0 \leq c \cdot m + \log_2(\Delta) + \frac{m}{2} \cdot \log_2 \left( \log_2 \sqrt{2e} + \frac{\log_2(\Delta)}{m} \right) = O(m + \log(\Delta)),$$

which is stronger, than the bound

$$\|z\|_0 \leq 2m \cdot \log_2 \sqrt{2m} + 2 \cdot \log_2(\Delta).$$
Due to [10] (see Remark 5 for details).

Next, we can use the Hadamard’s inequality to achieve the sparsity bound with respect to \( m \) and \( \Delta_1 \) for the unbounded CLASSIC-ILP-SF problem:

\[
\|z\|_0 \leq m \cdot \log_2 \left( \text{const} \cdot \Delta_1 \cdot \sqrt{m \cdot \log_2 (\Delta \cdot \sqrt{2e})} \right).
\]

The last bound is better in terms of a power of \( m \) and \( \Delta_1 \) inside the logarithm, than the previous state of the art bound

\[
\|z\|_0 \leq \frac{3}{2} \cdot m \cdot \log_2 \left( \text{const} \cdot \Delta_1 \cdot \sqrt{m} \right)
\]
due to [9]. For \( m = 1 \), our bound becomes

\[
\|z\|_0 \leq \log_2 \left( 2^e \cdot \Delta_1 \cdot \sqrt{\log_2 (\Delta \cdot \sqrt{2e})} \right),
\]

which is slightly worse, than the corresponding bound

\[
\|z\|_0 \leq \log_2 \left( \sqrt{6} \cdot \Delta_1 \cdot \sqrt{\log_2 (2\Delta_1)} \right), \quad \text{due to the paper [9].}
\]

2. Following to the works [8] and [9], we give bounds for the number of integer vertices for polyhedra of the ILP-CF and ILP-SF problems with respect to \( m, \Delta, \) and \( \Delta^* \), instead of \( m \) and \( \Delta_1 \). More precisely, we give the following bounds for the ILP-CF and ILP-SF problems, respectively:

\[
|\text{vert}(P_I)| = (n + m)^s \cdot O(s)^{s+1} \cdot \log^{s-1} (s \cdot \Delta) \quad \text{and}

|\text{vert}(P_I)| = n^s \cdot O(s)^{s+1} \cdot \log^{s-1} (s \cdot \Delta^*).
\]

Here \( P_I \) is an integer polyhedron, related to the problem, and \( s \) is the sparsity parameter. Due to the sparsity results of this work, we have \( s = O(m + \log(\Delta)) \) for both problems. Consequently, both bounds can be simplified to

\[
|\text{vert}(P_I)| = (n \cdot m \cdot \log(\Delta))^{O(m + \log(\Delta))},
\]

which is a polynomial for fixed \( m \) and \( \Delta \) (\( \Delta \) must be replaced by \( \Delta^* \) for the ILP-SF problem). Note that all bounds are constructive. See Subsection 3.3, Theorem 4 and Corollary 3.

Next, we can use the Hadamard’s inequality to achieve bounds with respect to \( \Delta_1 \) for the unbounded CLASSIC-ILP-SF problem:

\[
|\text{vert}(P_I)| = n^s \cdot O(s)^{s+1} \cdot O(m)^{s-1} \cdot \log^{s-1} (m \cdot \Delta_1).
\]
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The last bound is better in terms of the dependence on $n$ and $\log(m \cdot \Delta_1)$, than the bound

$$|\text{vert}(\mathcal{P}_I)| \leq \left(\frac{n}{m}\right) \cdot s \cdot n^s \cdot \log_2^s(m \cdot (2m\Delta_1 + 1)^m) = n^{m+s} \cdot s \cdot O(m)^{s-m} \cdot \log^s(m \cdot \Delta_1),$$
due to [9].

Noting that $s = O(m \cdot \log(m \cdot \Delta_1))$, both bounds give

$$|\text{vert}(\mathcal{P}_I)| = (n \cdot m \cdot \log(m \cdot \Delta_1))^{O(m \cdot \log(m \cdot \Delta_1))},$$

which is a polynomial for fixed $m$ and $\Delta_1$.

3. We generalize the main proximity result of the work [10] for the unbounded ILP-SF and ILP-CF problems. More precisely, we give the following proximity bounds for any vertex solution of the ILP-CF and ILP-SF problems, respectively:

$$\| A(z - v) \|_1 = O(m^2 \cdot \Delta \cdot \log \sqrt[4]{\Delta}) \quad \text{and} \quad \| z - v \|_1 = O(m^2 \cdot \Delta^* \cdot \log \sqrt[4]{\Delta^*}).$$

Here, we mean that for any optimal vertex solution $v$ of the relaxed LP problem there exists an optimal integer vertex solution $z$ that satisfies the given bounds. See Subsection 3.2, Lemma 8, Theorem 3 and Corollary 2.

For the unbounded CLASSIC-ILP-SF problem, it gives the same bound as in the paper [10]:

$$\| z - v \|_1 = O(m^2 \cdot \Delta \cdot \log_2 \sqrt[4]{\Delta});$$

4. We generalize the main proximity result of the work [15] for the bounded BILP-SF and BILP-CF problems with respect to $m$, $\Delta$, and $\Delta^*$, instead of $m$ and $\Delta_1$. More precisely, we give the following proximity bounds for any integer vertex solution $z$ of the BILP-CF and BILP-SF problems, respectively:

$$\| b - Az \|_1 \leq m \cdot (2m + 1)^m \cdot \Delta \quad \text{and} \quad \| z - v \|_1 \leq m \cdot (2m + 1)^m \cdot \Delta^*.$$
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previously given in the work [10], for the bounded CLASSIC-ILP-SF problem.

5. We generalize the dynamic programming algorithm of the paper [11] for the unbounded ILP-SF and ILP-CF problems with respect to $m$, $\Delta$, and $\Delta^*$, instead of $m$ and $\Delta_1$. We show the existence of algorithms with the following arithmetic complexity bounds for the ILP-CF and ILP-SF problems, respectively:

$$O(\log m)^{2m^2} \cdot m^{m+1} \cdot \Delta^2 \cdot \log(\Delta_{gcd}) \cdot \rho \quad \text{and} \quad O(\log m)^{2m^2} \cdot m^{m+1} \cdot (\Delta^*)^2 \cdot \log|\det(S)| \cdot \rho,$$

where $\|z\|_1 \leq (6/5)^{\rho}$, for some optimal integer solution $z$. As it was noted in [11], after solving the corresponding relaxed LP problems, we can take $\rho = O(\log(m\Delta))$ or $\rho = O(\log(m\Delta^*))$, respectively.

For fixed $m$, it gives the complexity bounds

$$O(\Delta^2 \cdot \log(\Delta) \cdot \log(\Delta_{gcd})) \quad \text{and} \quad O((\Delta^*)^2 \cdot \log(\Delta^*) \cdot \log|\det(S)|),$$

where $\Delta_{gcd} = \Delta_{gcd}(A)$.

See Subsection 4.2, Theorem 8, Corollary 8 and Corollary 9.

For the unbounded CLASSIC-ILP-SF problem, it gives slightly worse complexity bound, than $O(\Delta^2)$ that is given in the paper [11], because we are not able to use the $(\min, +)$-convolution trick here.

6. We generalize the dynamic programming algorithm of the paper [15] for the bounded BILP-SF and BILP-CF problems with respect to the parameters $m$, $\Delta$, and $\Delta^*$, instead of $m$ and $\Delta_1$. We show the existence of algorithms with the following arithmetic complexity bounds for the BILP-CF and BILP-SF problems, respectively:

$$T_{LP} + n \cdot O(\log m)^{m^2} \cdot (\chi + m)^m \cdot \Delta \cdot (m + \log(\Delta_{gcd})) \quad \text{and} \quad T_{LP} + n \cdot O(\log m)^{m^2} \cdot (\chi + m)^m \cdot \Delta^* \cdot (m + \log(\Delta_{gcd})),$$

where $T_{LP}$ is the complexity of a linear programming algorithm and $\chi$ is a $l_1$-proximity bound.

Taking $\chi$, as it was stated in the previous results, we obtain algorithms with the complexity bounds

$$T_{LP} + n \cdot O(\log m)^{m^2} \cdot O(m)^{m^2+m+1} \cdot \Delta^{m+1} \cdot \log(\Delta_{gcd}) \quad \text{and} \quad T_{LP} + n \cdot O(\log m)^{m^2} \cdot O(m)^{m^2+m+1} \cdot (\Delta^*)^{m+1} \cdot \log|\det(S)|.$$

Due to [48], the LP relaxation of the ILP-SF problem can be solved by a linear-time algorithm for fixed $m$. Consequently, for fixed $m$, it gives an
algorithm with the arithmetic complexity bounds
\[ O(n \cdot \Delta^{m+1} \cdot \log(\Delta_{\text{gcd}})) \quad \text{and} \quad O(n \cdot (\Delta^*)^{m+1} \cdot \log|\det(S)|) \]
for the BILP-CF and BILP-SF problems.

For the unbounded CLASSIC-ILP-SF problem with respect to \( \Delta_1 \), it gives the complexity bound
\[ T_{LP} + n \cdot O((\log m)^{m^2} \cdot O(m)^{m^2+m+1} \cdot (\Delta_1)^{m(m+1)}), \]
that is slightly better, than the state of the art bound due to the work [15]
\[ T_{LP} + n \cdot O((\log m)^{m^2} \cdot O(m)^{(m+1)^2} \cdot (\Delta_1)^{m(m+1)} \cdot \log^2(m \cdot \Delta_1)); \]

See Subsection 4.1, Theorem 7 and Corollary 7.

Additionally, our results can be applied to the bounded \( m \)-dimensional \( \Delta \)-modular Knapsack problem:
\[
\begin{align*}
    c^\top x & \to \max \\
    Ax & \leq b \\
    0 & \leq x \leq u \\
    x & \in \mathbb{Z}^n,
\end{align*}
\]
where \( A \in \mathbb{Z}_{\geq 0}^{m \times n}, b \in \mathbb{Z}_{\geq 0}^m, c, u \in \mathbb{Z}_0^n \).

For fixed \( m \), it gives \( O(n \cdot \Delta^{m+1}) \)-arithmetic complexity algorithm for this problem. Surprisingly, dependence on \( \Delta \) can be significantly reduced for an approximate version of the problem. More precisely, due to [49], the problem admits an FPTAS with the arithmetic complexity bound (\( m \) being fixed):
\[ O(n \cdot (1/\varepsilon)^{m+3} \cdot \Delta). \]

7. Taking \( m = 1 \) and \( S = I \) in the previous result, we obtain an algorithm with the arithmetic complexity bound
\[ O(n \cdot \Delta^2) \]
for the bounded Knapsack problem. Here, \( \Delta \) is the maximal weight of an item. It outperforms the state of the art bound \( O(n \cdot \Delta^2 \cdot \log^2(\Delta)) \), given in the paper [15].

Very recently, an \( O(n + \Delta^3) \)-complexity algorithm was given in [50], which outperforms our algorithm for \( \Delta = o(n) \).

8. Finally, as a reader could see, our sparsity and proximity bounds for the BILP-CF and ILP-CF problems in the canonical form are stated for slack
variables, e.g. all the bounds looks like $\|b - Az\| \leq \ldots$ or $\|A(z - v)\| \leq \ldots$.
However, if we additionally assume that the problems are normalised (the normalization can be done by a polynomial-time algorithm, see Subsection 1.4), then we can give direct bounds for $\|z\|$ and $\|z - v\|$.

More precisely, for the ILP-CF problem, we have the following sparsity and proximity bounds:

$$\|z\|_0 \leq \|b - Az\|_0 + \log_2(\delta),$$  
$$\|z - v\|_\infty = O(m^2 \cdot \Delta \cdot \delta \cdot \log^\frac{1}{2} \sqrt{\Delta}),$$  
$$\|z\|_\infty = O(m^2 \cdot \Delta \cdot \delta \cdot \log^\frac{1}{2} \sqrt{\Delta}).$$

Here, $\|b - Az\|_0$ can be taken from the result 1 (we skip it to make the formula shorter) and $\delta = |\det(A_B)|$, where the system $Ax \leq b$ is assumed to be $B$-normalized.

Similarly, for the bounded BILP-CF problem, we have:

$$\|z - v\|_\infty \leq m \cdot (2m + 1)^m \cdot \Delta \cdot \delta,$$

$$\|z\|_\infty \leq m \cdot (2m + 1)^m \cdot \Delta \cdot \delta.$$
Consequently, our complexity bound becomes
\[
\Delta^2 \cdot \frac{1}{2^{\Omega(\sqrt{\log(\Delta)})}},
\]
which is better than the classical bound \(O(n \cdot \Delta \cdot \log(\Delta))\), due to [35] (see also [36, Chapter 19]), for example, when \(n = \Theta(\Delta)\);

2. We generalize the result of R. Gomory [35] that characterises vertices of the U-GROUP-PROB problem’s polyhedron. Now, it works with faces of any dimension.

More precisely, let \(z \in \mathbb{Z}_0^n\) be any vertex of the U-GROUP-PROB problem’s polyhedra, denoted by \(\mathcal{P}\). Due to [35],
\[
\prod_{i=1}^{n} (1 + z_i) \leq |G|,
\]
where \(G\) is the corresponding Abelian group. Consequently, \(\|z\|_0 \leq \log_2(\Delta)\).

Due to Theorem 10, we show that if \(z \in \mathcal{F} \cap \mathbb{Z}_0^n\), for a \(d\)-dimensional face of \(\mathcal{P}\), then there exists a set of indices \(J \subseteq \{1, \ldots, n\}\), such that \(|J| \geq n - d\) and
\[
\prod_{i \in J} (1 + z_i) \leq |G|.
\]
Consequently, \(\|z\|_0 \leq d + \log_2(\Delta)\).

3. In Subsection 5.1, we study properties of unbounded ILP problems with square matrices. In other words, we study the ILP-CF problem with \(m = 0\). Due to [44, Paragraph 3.3, p. 42–43], this problem corresponds to the group minimization problem U-GROUP-PROB. Consequently, many properties of such problems can be easily deduced from the seminal work [35] of R. Gomory.

By this way, we show the following fact (see Theorem 13 of Subsection 5.3). Let us consider any \(n\)-dimensional simplex \(\mathcal{P} = \mathcal{P}(A, b)\) with \(A \in \mathbb{Z}^{(n+1) \times n}, b \in \mathbb{Z}^{n+1}\), and \(\delta\) be the minimal sub-determinant of \(A\), taken by an absolute value. Let \(\mathcal{P}_I = \mathcal{P}_I(A, b)\). Then, for any vertex \(v_B\) of the simplex corresponding to a base \(B\), there exists a vertex \(z\) of \(\mathcal{P}_I\) with the properties
\[
\|b - Az\|_0 \leq 1 + \log_2(\Delta_B), \quad \|A(z - v_B)\|_1 \leq \Delta_B + \Delta - 2, \quad \|A(z - v_B)\|_\infty \leq \Delta_B - 1,
\]
and \(z\) lies on a \(d\)-dimensional face of \(\mathcal{P}\) with \(d \leq \log_2(\Delta_B)\). Here, \(\Delta_B = |\det(A_B)|\) and \(\Delta = \Delta(A)\).

Moreover, an integer solution \(z\) (not necessarily optimal) satisfying the given inequalities can be found by an algorithm with the arithmetic complexity bound
\[
O\left(\frac{n \cdot \Delta_B \cdot \log(\Delta_B)}{1}ight);
\]
Consequently, there exists an integer vertex $z$ such that
\[ \|b-Az\|_0 \leq 1+\log_2(\Delta_{\min}), \quad \|A(z-v)\|_1 \leq \Delta_{\min}+\Delta-2, \quad \|A(z-v_B)\|_\infty \leq \Delta_{\min}-1, \]
where $\Delta_{\min}$ is minimal by an absolute value $n \times n$ minor of $A$ and $v$ is some vertex.

Let us consider the unbounded Knapsack problem
\[ \begin{align*}
    e^\top x & \rightarrow \max \\
    w^\top x & = W \\
    x & \in \mathbb{Z}^n_{\geq 0},
\end{align*} \]
where $c, w \in \mathbb{Z}^n_{>0}$ and $W \in \mathbb{Z}_{>0}$.

For a unbounded Knapsack problem polyhedron, it guarantees (see Theorem 14) that for any vertex $v$ of the relaxation there exists an integer vertex $z$ with the properties
\[ \|z\|_0 \leq 1+\log_2(w_{\max}), \quad \|z-v\|_1 \leq 2 \cdot (w_{\max}-1), \quad \|z-v\|_\infty \leq w_{\max}-1 \]
that is equivalent to the main result of the paper [54].

Additionally, there exists a vertex $z$, such that
\[ \|z\|_0 \leq 1+\log_2(w_{\min}), \quad \|z-v\|_1 \leq w_{\min}+w_{\max}-2, \quad \|z-v\|_\infty \leq w_{\min}-1. \]
Here, $v$ is some vertex of the relaxation, $w_{\min}$ and $w_{\max}$ are the minimal and maximal weights of items, respectively.

The last sparsity fact is known for Knapsack problem polyhedra from the paper [55], but $z$ is not assumed to be a vertex of $P_I$ in [55]. Our proof is very simple, it uses a very basic facts from theory of polyhedra and completely based of results of R. Gomory [35]. Recently, a very close result that is also based on the work of R. Gomory [35] has been given in [56], but it again considers a Knapsack problem polyhedron instead of a general $\Delta$-modular simplex.

4. We treat the unbounded Subset-Sum problem as the integer feasibility problem for the unbounded Knapsack problem (3). Due to [57], the unbounded Subset-Sum problem can be solved with $O(n \cdot w_{\min})$-complexity algorithm.

Using a very simple reduction of the Subset-Sum problem to the cyclic group minimization problem, due to the previous results, we show that the Subset-Sum problem can be solved by an algorithm with the arithmetic complexity bound:
\[ w_{\min}^2 \cdot \frac{1}{2^\Omega(\sqrt{\log(w_{\min})})}. \]
For any constant $c$ and $n = \Omega\left(\frac{w_{\min}}{\log^c(w_{\min})}\right)$, it outperforms the $O(n \cdot w_{\min})$-complexity algorithm, due to [57], see Theorem 14 of Subsection 5.3.
Very recently, the same result for the more general All-Targets and Frobenius problems has been obtained in the work [58]. Moreover, the algorithm from [58] uses only $O(\log \log(w_{\min}))$ calls to the $(\min, +)$-convolution oracle, when we use $O(\log(w_{\min}))$ calls. So, the algorithm from [58] is faster. However, our approach is different to the approach from [58] and we use a reduction to the more general cyclic group minimization problem that also can be used to solve the All-Targets and Frobenius problems with the same complexity bounds.

Consider now the unbounded knapsack problem (3). Let $w_{opt}$ be the weight of an item with the optimal relative cost:

$$\frac{c_j}{w_j} = \min_{i \in \{1, \ldots, n\}} \left\{ \frac{c_i}{w_i} \right\} \quad \text{and} \quad w_{opt} := w_j,$$

or, in other words, $w_{opt}$ corresponds to the optimal solution of the relaxed LP Knapsack problem.

Using the same ideas, we show that if $W \geq w_{opt}^2$, then the unbounded Knapsack problem can be solved by algorithms with the arithmetic complexity bounds

$$O(n \cdot w_{opt}) \quad \text{and} \quad w_{opt}^2 \cdot \frac{1}{2^\Omega(\sqrt{\log(w_{opt})})}.$$  

Due to [59], the Knapsack problem can be solved by an $O(n \cdot W)$-complexity algorithm. Consequently, the unbounded Knapsack problem can be solved by an algorithm with the arithmetic complexity bound $O(n \cdot w_{opt}^2)$.

For $w_{opt} = o(w_{\max}/\sqrt{n})$, it outperforms the $O(w_{\max}^2)$ current state of the art algorithm, due to [11], see Theorem 15 of Subsection (5.3).

As an application of the previous result we can consider a variant of the unbounded Subset-Sum problem, when we need to maximize the number of coins used, which coincides with $l_1$-norm of a solution. It corresponds to the unbounded knapsack problem (3) with $c := 1_n$. Since $w_{opt} = w_{\min}$ for the considered case, due to our previous result, this problem can be solved with $O(n \cdot w_{\min}^2)$-arithmetic complexity algorithm. Other $l_p$-norms, for $p \geq 2$, can also be considered to produce algorithms, which complexity depends on the parameters $n$ and $w_{\min}$.

5. An $n$-dimensional simplex $S$ is called $\Delta$-modular if it can be defined by a system $Ax \leq b$ with $A \in \mathbb{Z}^{(n+1) \times n}$, $b \in \mathbb{Z}^n$, and $\Delta = \Delta(A)$. We call a simplex $S$ empty if $S \cap \mathbb{Z}^n = \emptyset$.

In Theorem 16 of Subsection 5.4, we show that for fixed $\Delta$ the number of empty $n$-dimensional $\Delta$-modular simplices modulo unimodular linear transformations and integer translations is bounded by a polynomial on $n$ of degree $\Delta - 1$. 
More precisely, assuming $\Delta \leq n$, we show that this number is bounded by
\[ O \left( \frac{n}{\Delta} \right)^{\Delta-1} \cdot \Delta \log(\Delta) + 2. \]

6. Our last result, given in Theorem 17 of Subsection 5.5, is about an average case of the ILP-CF problem. More precisely, let us fix a matrix $A \in \mathbb{Z}^{(n+m)\times n}$ of rank $n$, choose random $b \in \mathbb{Z}^{n+m}$, and consider the polyhedron $P(b) = P(A, b)$, parameterized by $b$. Let, additionally, $P_I(b) = P_I(A, b)$. It was shown in [47] that for almost all $b$ the following proposition is true: for any vertex $z$ of $P_I(b)$, there exists a feasible LP base $B$, such that $z$ is an integer vertex of the corner polyhedron $P(A_B, b_B)$. We give a slightly improved probability analysis, than in [47], and consider only the set of $b$ that correspond to nonempty $P(b)$.

Since the system $A_B x \leq b_B$ is square, due to [44, Paragraph 3.3, p. 42–43], its solutions correspond to the group minimization problem $U$–GROUP-PROB, described by R. Gomory [35] (see Section 5 for details). For example, for almost all $b$, it immediately gives an integer linear programming algorithm for the ILP-CF problem with the arithmetic complexity bound $O(n \cdot \Delta \cdot \log(\Delta))$.

where $\Delta = \Delta(A)$.

Additionally, for almost all $b$, it follows that for any vertex $z$ of $P_I(b)$ there exists a feasible LP base $B$, such that:

\[
\begin{align*}
\|b - A z\|_0 &\leq m + \log_2(\Delta_B), \\
\|A(z - v_B)\|_0 &\leq m + \log_2(\Delta_B), \\
\|A(z - v_B)\|_1 &\leq (\Delta_B - 1) + m \cdot (\Delta - 1), \\
\|A(z - v_B)\|_\infty &\leq \Delta - 1,
\end{align*}
\]

where $v_B = A_B^{-1} b_B$ and $\Delta_B = |\det(A_B)|$. Consequently, we can conclude that any vertex $z$ of $P_I(b)$ lies on a $d$-dimensional face of $P(b)$ with $d \leq \log_2(\Delta)$. If we normalize the system $A x \leq b$, then we can achieve similar bounds directly for $z$ and $z - v$.

Due to Theorem 18, we can formulate a similar result for the ILP-SF problem. For almost all the r.h.s. of the ILP-SF problem, it gives:

\[
\begin{align*}
\|z\|_0 &\leq m + \log_2(\Delta^*_B), \\
\|z - v_B\|_0 &\leq m + \log_2(\Delta^*_B), \\
\|z - v_B\|_1 &\leq (\Delta^*_B - 1) + m \cdot (\Delta^* - 1), \\
\|z - v_B\|_\infty &\leq \Delta^* - 1,
\end{align*}
\]

where $\Delta^*_B = \Delta_B \cdot |\det(S)|$ and $\Delta^* = \Delta \cdot |\det(S)|$.

The same bounds for the unbounded CLASSIC-ILP-SF problem are given in [18]. Moreover, the paper [18] gives probability distributions for the proximity and sparsify bounds.

2.3 Other Related Papers

Here, we list some other results that, in our opinion, are related to the topic under consideration.
There are known some cases, when the ILP-CF problem can be solved with a polynomial-time algorithm. It is well-known that if $\Delta(A) = 1$, then any optimal solution of the corresponding LP problem is integer. Hence, the ILP-CF problem can be solved with any polynomial-time LP algorithm (like in [39–42]).

The next natural step is to consider the bimodular case, i.e. $\Delta(A) \leq 2$. The first paper that discovers fundamental properties of the bimodular ILP problem is [60]. Recently, using results of [60], a strong polynomial-time solvability of the bimodular ILP problem was proved in [61]. Very recently, this result was generalised in [45]. More precisely, it was shown that if the set of all the minors of $A$ consists only from at most 3 non-zero different absolute values, then a corresponding ILP can be solved by a polynomial-time algorithm.

Unfortunately, not much is known about the computational complexity of ILP-CF, for $\Delta(A) \geq 3$. V. N. Shevchenko [44] conjectured that, for each fixed $\Delta = \Delta(A)$, the ILP-CF problem can be solved with a polynomial-time algorithm. There are variants of this conjecture, where the augmented matrices $(c^T A)$ and $(A b)$ are considered [44, 62]. Very recently, it was shown in [63] that the problem ILP-CF is polynomial-time solvable for any fixed $\Delta$ if the matrix $A$ has at most 2 non-zeros per row or per column. This result was obtained by the reduction of such integer linear programs to the independent set problem with small odd-cycle packing number. Previously, a weaker result, based on the same reduction, was known due to [62]. It states that any integer linear program ILP-CF with a $\{0,1\}$-matrix $A$, which has at most two non-zeros per row and a fixed value of $\Delta((1^T A))$, can be solved by a linear-time algorithm. Analogues results were proven in [64, 65], where it was shown that ILP formulations for the vertex-dominating and edge-dominating set problems are polynomial-time solvable if $\Delta(A)$ is fixed.

Additionally, we note that due to [66] there are no polynomial-time algorithms for the ILP-CF problems with $\Delta(A) = \Omega(n^\varepsilon)$, for any $\varepsilon > 0$, unless the ETH (the Exponential Time Hypothesis) is false. Consequently, with the same assumption, there are no algorithms for the $\Delta$-modular ILP problem ILP-CF with the complexity bound $\text{poly}(s) \cdot \Delta^{O(1)}$, where $s$ is an input size. Despite the fact that algorithms with complexities $\text{poly}(s) \cdot \Delta^{f(\Delta)}$ or $s^{f(\Delta)}$ may still exist, it is interesting to consider existence of algorithms with a polynomial dependence on $\Delta$ in their complexities for some special cases of the $\Delta$-modular ILP problem. It is exactly what we do in the current paper while fixing the parameter $m$ in ILP formulations of our problems.

F. Eisenbrand and S. Vempala [67] presented a randomized simplex-type linear programming algorithm, whose expected running time is strongly polynomial if all the minors of the constraint matrix are bounded in the absolute value by a fixed constant. Due to E. Tardos results [68], linear programs with the constraint matrices, whose all the minors are bounded in the absolute value by a fixed constant, can be solved in strongly polynomial time. N. Bonifas et al. [66] showed that any polyhedron, defined by a totally $\Delta$-modular matrix
(i.e., a matrix, whose all minors are at most $\Delta$ by an absolute value), has a diameter, bounded by a polynomial in $\Delta$ and the number of variables.

In [69, 70], it was shown that any lattice-free polyhedron $IP_{\leq}(A,b)$ has a relatively small width, i.e. the width is bounded by a function that is linear in the dimension and exponential in $\Delta(A)$. Interestingly, due to [70], the width of any empty lattice simplex, defined by a system $Ax \leq b$, can be estimated by $\Delta(A)$. In [6], it has been shown that the width of such simplices can be computed with a polynomial-time algorithm. In [3], for this problem, an FPT-algorithm was proposed. In [51], a similar FPT-algorithm was given for simplices, defined by the convex hull of columns of $\Delta$-modular matrices. We note that, due to [71], this problem is NP-hard in the general case.

In the case, when the parameter $\Delta$ is not fixed and the dimension parameter $n$ is fixed, the problems ILP-CF and ILP-SF can be solved with a polynomial-time algorithm, due to the known work of Lenstra [72]. A similar result for general convex sets, defined by separation hyperplane oracle, is presented in [24, 25]. Wider families of sets, induced by the classes of convic and discrete convic functions, defined by the comparison oracle, are considered in the papers [73, 74]. In [75], it was shown that the integer optimization problem in such classes of sets can be solved with an algorithm having the oracle complexity $O(n)^n$, which meets the same complexity bound as in [24, 25]. An algorithm with an close to optimal oracle complexity bound for the 2-dimensional case is given in [76].

An interesting theory on demarcation of polynomial-time solvability and NP-completeness for graph problems is presented in [77–81].

3 Sparsity, Proximity, and Integer Vertices Bounds

3.1 Sparsity Bounds for the ILP-CF and ILP-SF Problems

Firstly, we are going to present our sparsity bounds for the unbounded ILP-CF and ILP-SF problems. To do that we need the following technical lemmas.

**Lemma 6** Let $n, m, \Delta \geq 1$ be integer values that satisfy the inequality

$$n \leq m + \frac{1}{2} m \cdot \log_2 \left( \frac{e \cdot n}{m} \right) + \log_2(\Delta),$$

then

$$n \leq c \cdot m + \log_2(\Delta) + \frac{m}{2} \cdot \log_2 \left( \log_2 \sqrt{2e} + \frac{\log_2(\Delta)}{m} \right),$$

where

$$c = \log_2 \sqrt{\frac{2e^2}{e - \log_2 e}} + \frac{1}{2} \leq 2.27.$$

The proof of Lemma 6 could be found in Appendix Section 5.5.2.
Lemma 7 Let $c_1, c_2 > 0$ and $n, m, \Delta \geq 1$ be integer values that satisfy the inequality
\[
n \leq c_1 \cdot m + \log_2(\Delta) + \frac{m}{2} \cdot \log_2 \left( c_2 + \frac{\log_2(\Delta)}{m} \right).
\]
Then, for any $k > 0$, we have
\[
n \leq c'_1 \cdot m + c'_2 \cdot \log_2(\Delta),
\]
where
\[
c'_1 = \left( c_1 + \log_2 \sqrt{k + c_2} - (\ln 4)^{-1} \right) \quad \text{and} \quad c'_2 = \left( 1 + \frac{1}{(k + c_2) \cdot \ln 4} \right).
\]

The proof of Lemma 7 could be found in Appendix Section 5.5.2.

Now, we state one of the main results of the current Subsection.

Theorem 2 Let $v$ be any integral vertex solution of the ILP-CF problem, and let $u$ be the corresponding slack vector, e.g. $Av + u = b$, let $\Delta = \Delta(A)$. Then, the following inequalities hold
\[
\begin{align*}
1. \quad \|u\|_0 & \leq m + \log_2(\det \Lambda(A)); \\
2. \quad \|u\|_0 & \leq c \cdot m + \log_2(\Delta) + \frac{m}{2} \cdot \log_2 \left( \log_2 \sqrt{2e} + \frac{\log_2(\Delta)}{m} \right),
\end{align*}
\]
where $c = \log_2 \sqrt{\frac{2e^2}{e - \log_2 e}} + \frac{1}{2} \leq 2.27$.

Additionally, let the problem be normalized, and let $\delta = |\det(A_B)|$. Then,
\[
\|v\|_0 \leq \|u\|_0 + \log_2(\delta).
\]

Proof Let $S = \text{supp}(u)$ and $Z = \text{zeros}(u)$. We have
\[
\begin{pmatrix}
A_Z \\
A_S
\end{pmatrix} v +
\begin{pmatrix}
0 \\
u_S
\end{pmatrix} =
\begin{pmatrix}
b_Z \\
b_S
\end{pmatrix}.
\]

There exists a unimodular matrix $Q \in \mathbb{Z}^{n \times n}$, such that $A_Z = (H \ 0)Q$, where $(H \ 0)$ is the HNF of $A_Z$ and $H \in \mathbb{Z}^{\mathbb{Z}^{|S|} \times r}$, where $r = \text{rank}(H) = \text{rank}(A_Z)$. Let $y = Qv$, then
\[
\begin{pmatrix}
H \\
C \\
B
\end{pmatrix} y +
\begin{pmatrix}
0 \\
u_S
\end{pmatrix} =
\begin{pmatrix}
b_Z \\
b_S
\end{pmatrix}, \quad (11)
\]
where $(C \ B) = A_SQ^{-1}$ and $B \in \mathbb{Z}^{|S| \times (n-r)}$. Note that $B$ has the full column rank and $\Delta(B) \leq \Delta$. Let us consider the last $|S|$ equalities of the previous system:
\[
Bz + u_S = b_S - Cy_{\{r+1, \ldots, n\}} = b_S - CH_{J^*}^{-1} b_{J^*}, \quad (12)
\]
where $z = y_{\{r+1, \ldots, n\}}$ is composed from the last $n - r$ components of $y$ and $J^* \subseteq Z$ is a set of indices such that a $r \times r$ sub-matrix $H_{J^*}$ is non-degenerate.

Let $\lambda_1, \lambda_2, \ldots, \lambda_{n-r}$ be the successive minima of $\Lambda(B)$. Due to the Minkowski’s Second Theorem, see [82, Paragraph 9, p. 59],
\[
\prod_{i=1}^{n-r} \lambda_i \leq 2^{n-r} \frac{\det \Lambda(B)}{\text{vol}(B_\infty \cap \text{span}(B))},
\]
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where $\mathbb{B}_\infty$ is the unit ball with respect to the $l_\infty$-norm. Due to the paper [83],

$$\text{vol}(\frac{1}{2} \mathbb{B}_\infty \cap \text{span}(B)) \geq 1,$$

so

$$\text{vol}(\mathbb{B}_\infty \cap \text{span}(B)) \geq 2^{n-r},$$

and

$$\prod_{i=1}^{n-r} \lambda_i \leq \det \Lambda(B), \quad \text{and} \quad \lambda_1 \leq (\det \Lambda(B))^{1/(n-r)}.$$

Let us show that $n - r \leq \log_2(\det \Lambda(B))$. Definitely, in the opposite case we have $n - r > \log_2(\det \Lambda(B))$. Then, there exists a vector $t \in \mathbb{Z}^{n-r} \setminus \{0\}$, such that

$$\|Bt\|_\infty \leq 1.$$ Hence, the vectors $z \pm t$ with slacks $u_S \pm Bt$ are feasible for the system

$$(12).$$

The last fact contradicts that $v$ is a vertex.

Now, it can be seen that $|S| \leq m + \log_2(\det \Lambda(B))$. In the opposite case, $|S| > m + \log_2(\det \Lambda(B))$ and $|Z| < n - \log_2(\det \Lambda(B))$. But,

$$n - r \geq n - |Z| > \log_2(\det \Lambda(B)),$$

that is contradiction.

Finally, due to (11), we have $\det \Lambda(B) \leq \det \Lambda(A)$ that proves the first inequality. Using the Cauchy-Binet formula, we have

$$|S| \leq m + \frac{1}{2} \log_2 \left( \frac{|S|}{m} \right) + \log_2(\Delta).$$

Now, $|S| - n + r \leq |S| + |Z| - n \leq m$. Assuming $m \leq |S|/2$,

$$|S| \leq m + \frac{1}{2} \log_2 \left( \frac{|S|}{m} \right) + \log_2(\Delta) \leq m + \frac{1}{2} m \cdot \log_2 \left( \frac{e \cdot |S|}{m} \right) + \log_2(\Delta),$$

here we have used the inequality $(\frac{n}{m}) \leq (\frac{en}{m})^m$.

Lemma 6 states that

$$|S| \leq c \cdot m + \log_2(\Delta) + \frac{m}{2} \cdot \log_2 \left( \log_2 \sqrt{2e} + \frac{\log_2(\Delta)}{m} \right).$$

Finally, the inequality

$$\|v\|_0 \leq \|u\|_0 + \log_2(\delta)$$

now follows from Lemma 3. \hfill \Box

Remark 5 We can deduce less accurate but rather simple bound from the previous Theorem bound using Lemma 7. More precisely, Lemma 7 states that

$$\|u\|_0 \leq (\alpha + \beta_k) \cdot m + (1 + \gamma_k) \cdot \log_2(\Delta),$$

where $k \geq 0$ is a parameter. When $k$ grows, $\gamma_k$ decreases with a linear speed to zero and $\beta_k$ increases with a logarithmic speed.

Taking $k = 3$, we will have

$$\|u\|_0 \leq 2.81 \cdot m + 1.18 \cdot \log_2(\Delta).$$

Now, using Lemma 5, we state a similar result for the ILP-SF problem.

Corollary 1 Let $v$ be any vertex integral solution of the ILP-SF problem and $\Delta^* = |\det(S)| \cdot \Delta(A)$. Then, the following inequalities hold:
1. \[ \|v\|_0 \leq m + \log_2 \sqrt{\det(AA^\top)} + \log_2|\det(S)|; \]
2. \[ \|v\|_0 \leq c \cdot m + \log_2(\Delta^\ast) + \frac{m}{2} \cdot \log_2 \left( \log_2 \sqrt{2e} + \frac{\log_2(\Delta^\ast)}{m} \right), \]
where \( c = \log_2 \sqrt{2e} \). 

3.2 Proximity Bounds for the ILP-CF and ILP-SF Problems

The main result of the paper [10] connects together sparsity and proximity properties of the unbounded CLASSIC-ILP-SF problem. Our next theorem does the same for a more general ILP-CF problem.

Lemma 8 Let us consider the ILP-CF problem. Let \( \Delta = \Delta(A) \) and \( x^\ast \) be an optimal solution of the LP relaxation. Then, there exists an optimal integer solution \( z^\ast \) of ILP-CF, such that
\[ \|A(x^\ast - z^\ast)\|_1 \leq (m + 1) \cdot (m + s) \cdot \Delta, \]
where \( s \) is the sparsity parameter defined by
\[ s = \max \{ \|y\|_0 : Az + y = b, z \in \text{vert}(P_I(A, b)) \}. \]

Conversely, for any optimal integer vertex solution \( z^\ast \) of the ILP-CF problem, there exists an optimal solution \( x^\ast \) of the LP relaxation, such that
\[ \|A(x^\ast - z^\ast)\|_1 \leq (m + 1) \cdot (m + s) \cdot \Delta. \]

Additionally, if the problem is \( x^\ast \)-normalized, then
\[ \|x^\ast - z^\ast\|_\infty \leq 1/2 \cdot (m + 1) \cdot (m + s) \cdot \Delta \cdot \delta, \]
where \( \delta = |\det(A_B)| \).

Proof In our proof, we follow to the original proof from [34] (see also [1, Chapter 17.2]) with usage of an idea given in the paper [10].

Let \( \hat{z} \) be an optimal integer vertex solution of the ILP-CF problem and \( \hat{x} \) be an optimal solution of the LP relaxation. Let \( \mathcal{S} = \text{supp}(\hat{z}) \) and \( \mathcal{L} = \text{supp}(\hat{x}) \), \( \mathcal{H} = \mathcal{S} \cup \mathcal{L} \) and \( \overline{\mathcal{H}} = \{1, \ldots, n + m\} \setminus \mathcal{H} \). Clearly, \( |\mathcal{H}| \leq s + m \).

Let us consider the following optimization problem:
\[
\begin{align*}
\max & \quad c^\top x \\
\text{subject to} & \quad A_{\mathcal{H}}x \leq b_{\mathcal{H}} \\
& \quad A_{\overline{\mathcal{H}}}x = b_{\overline{\mathcal{H}}} \\
& \quad x \in \mathbb{Z}^n.
\end{align*}
\]

(13)

Clearly, \( \hat{x} \) and \( \hat{z} \) are LP and ILP optimal solutions for \((ILP - A_{\mathcal{H}})\). Let \( \mathcal{D} = \{i : (A_{\mathcal{H}}), \hat{x} < (A_{\mathcal{H}}), \hat{z}\} \) and \( \mathcal{F} = \mathcal{H} \setminus \mathcal{D} \). As in [34], let us consider the cone \( \mathcal{K} \), defined by a system
\[
\begin{align*}
A_{\mathcal{H}}x &= 0 \\
A_{\mathcal{F}}x &\leq 0 \\
A_{\mathcal{F}}x &\geq 0 \\
x &\in \mathbb{R}^n.
\end{align*}
\]
The cone $\mathcal{K}$ is pointed, because rank($A$) = $n$. Let $\mathcal{K} = \text{cone}(R)$, where $R \in \mathbb{Z}^{n \times t}$ is a matrix, whose columns, composed from the extreme rays of $\mathcal{K}$.

Let us observe some properties of $\mathcal{K}$:

1. Since $A_D x < A_D \hat{z} \leq b_D$, by complementary slackness, $c = (A_{\overline{R} \cup \overline{F}})^T y$, for some $y \geq 0$. Hence, $c^T u \geq 0$, for any $u \in \mathcal{K}$;
2. By the definition, $\hat{x} - \hat{z} \in \mathcal{K}$;
3. Since any extreme ray of $\mathcal{K}$ can be treated as some solution of a $(n-1)$-rank sub-system of the system (13), we can assume that any extreme ray $R_{si}$ is a column of an adjugate of some $n \times n$ sub-matrix of the system, defining $\mathcal{K}$;
4. Let $B = AR$, then, for any $i$, $\|B_{si}\|_0 \leq m + 1$ and $\|B_{si}\|_\infty \leq \Delta$. Definitely, the first inequality follows from the definition of $\mathcal{K}$, and the second inequality follows from the previous property 3. Consequently, if we consider a cone of slacks $A \cdot \mathcal{K} = \text{cone}(B)$, then this cone is induced by extreme rays with at most $m + 1$ non-zero coordinates, and each coordinate is at most $\Delta$ in the absolute value.

Now, from the property 2, there exists $\lambda \in \mathbb{R}^t_{\geq 0}$, such that $\hat{x} - \hat{z} = R\lambda$. Let us set

$$z^* := \hat{z} + R|\lambda| = \hat{x} - R\{\lambda\}.$$  

Now

$$A_{\overline{R}} z^* = A_{\overline{R}} \hat{z} = b_{\overline{R}},$$

$$A_D z^* = A_D (\hat{z} + R|\lambda|) \leq A_D \hat{z} = b_D,$$

$$A_F z^* = A_F (\hat{x} - R\{\lambda\}) \leq b_F. \quad (14)$$

Hence, $z^*$ is an integral and feasible solution of the original system. By the property 1, $c^T z^* \geq c^T \hat{z}$, so $z^*$ is integer optimal.

To prove the first statement, let us consider the cone of slacks $A \cdot \mathcal{K} = \text{cone}(B)$. Clearly, $A(\hat{x} - \hat{z}) = B\lambda$. Since $B_{\overline{R}} = \mathbf{0}$, by the Carathéodory’s Theorem, we can assume that $\|\lambda\|_0 \leq m + s + 1$. Consequently, by the property 4, we have

$$\|A(\hat{x} - z^*)\|_1 = \|B\{\lambda\}\|_1 \leq (m + 1) \cdot (m + s + 1) \cdot \Delta.$$  

Similarly, let

$$x^* = \hat{x} - R|\lambda| = \hat{z} + R\{\lambda\}.$$  

Then $x^*$ satisfies to $Ax \leq b$. Next, we have $c^T x^* \geq c^T \hat{x}$, because in the opposite case $|\lambda_i| \neq 0$ and $c^T R_{si} > 0$, for some $i$. Then, taking into account (14), the vector $\hat{z} + |\lambda_i| R_{si}$ is an integer solution of $Ax \leq b$ with $c^T (\hat{z} + |\lambda_i| R_{si}) > c^T z$ that contradicts to the optimality of $\hat{z}$.

Again

$$\|A(x^* - \hat{z})\|_1 = \|B\{\lambda\}\|_1 \leq (m + 1) \cdot (m + s + 1) \cdot \Delta$$

that proves the second statement.

Finally, if the problem is $x^*$-normalized, we can use Lemma 3 to estimate

$$\|x^* - z^*\|_\infty = \|A_B^{-1}(A_B(x^* - z^*))\|_\infty.$$  

Now, we can use the sparsity results of Subsection 3.1 to construct our proximity bounds for the ILP-CF and ILP-SF problems.
Theorem 3 Let us consider the ILP-CF problem. Let $x^*$ be an optimal vertex of the LP relaxation. Then, there exists an optimal integer solution $z^*$ of ILP-CF, such that

$$\|A(x^* - z^*)\|_1 = O(m^2 \cdot \Delta \cdot \log \sqrt[3]{\Delta}).$$

Conversely, for any optimal integer vertex solution $z^*$ of the ILP-CF problem, there exists an optimal solution $x^*$ of the LP relaxation, such that

$$\|A(x^* - z^*)\|_1 = O(m^2 \cdot \Delta \cdot \log \sqrt[3]{\Delta}).$$

Additionally, if the problem is $x^*$-normalized, then

$$\|x^* - z^*\|_\infty = O(m^2 \cdot \Delta \cdot \delta \cdot \log \sqrt[3]{\Delta}),$$

$$\|z^*\|_\infty = O(m^2 \cdot \Delta \cdot \delta \cdot \log \sqrt[3]{\Delta}),$$

where $\delta = |\det(A_B)|$.

Proof Since $(z^* - x^*) = A_B^{-1}(A_B(z^* - x^*))$, by Lemma 3 and Remark 2, we have

$$\|x^* - z^*\|_\infty \leq \text{const} \cdot m^2 \cdot \Delta \cdot \delta \cdot \log(2 \sqrt[3]{\Delta}).$$

Observe that $\|x^*\|_\infty = \|A_B^{-1}b_B\|_\infty \leq \frac{\delta(\delta - 1)}{2}$. Then,

$$\|z^*\|_\infty \leq \|z^* - x^*\|_\infty + \|x^*\|_\infty = \frac{\delta}{2} \cdot (O(m^2 \cdot \Delta \cdot \log \sqrt[3]{\Delta}) + \delta - 1) = O(m^2 \cdot \Delta \cdot \delta \cdot \log \sqrt[3]{\Delta}).$$

Corollary 2 Let us consider the ILP-SF problem and let $\Delta^* = |\det(S)| \cdot \Delta(A)$. Let $x^*$ be an optimal solution of the LP relaxation. Then, there exists an optimal integer solution $z^*$ of the ILP-SF problem, such that

$$\|x^* - z^*\|_1 = O(m^2 \cdot \Delta^* \cdot \log \sqrt[3]{\Delta^*}).$$

Conversely, for any optimal integer vertex solution $z^*$ of the ILP-SF problem, there exists an optimal solution $x^*$ of the LP relaxation, such that

$$\|x^* - z^*\|_1 = O(m^2 \cdot \Delta^* \cdot \log \sqrt[3]{\Delta^*}).$$

3.3 Bounds On The Number of Integer Vertices For The ILP-CF And ILP-SF Problems

Following to the works [8],[9] and using the sparsity bounds from Subsection 3.1, we are going to present upper bounds for the number of integer vertices in polyhedra of the ILP-CF and ILP-SF problems.

Theorem 4 Let $\mathcal{P}_I$ be the integer polyhedron related to the problem ILP-CF and $s = \max\{\|y\|_0 : Az + y = b, z \in \text{vert}(\mathcal{P}_I)\}$.

Then, $|\text{vert}(\mathcal{P}_I)| = (n + m)^s \cdot O(s)^{s+1} \cdot \log^{s-1}(s \cdot \Delta)$.

Due to Remark 5, $s = O(m + \log(\Delta))$, and consequently

$$|\text{vert}(\mathcal{P}_I)| = (n \cdot m \cdot \log(\Delta))^{O(m + \log(\Delta))}.$$

The vertices of $\mathcal{P}_I$ can be enumerated by an algorithm with the same arithmetic complexity, as in the last bound.
Proof Let us consider an arbitrary vertex $z \in \text{vert}(\mathcal{P}_I)$. Let $Z = \{i: b_i - A_{i+}z = 0\}$ and $S = \{1, \ldots, n + m\} \setminus Z$. Since $\text{rank}(A) = n$, $\text{rank}(A_Z) \geq n - s$.

We have

$$\begin{pmatrix} A_Z \\ A_S \end{pmatrix} z = \begin{pmatrix} b_Z \\ b_S \end{pmatrix}.$$  

There exists a unimodular matrix $Q \in \mathbb{Z}^{n \times n}$, such that $A_Z = (H \ 0)Q$, where $(H \ 0)$ is the HNF of $A_Z$ and $H \in \mathbb{Z}^{Z|\times r}$, where $r = \text{rank}(H) = \text{rank}(A_Z) \geq n - s$. Let $z' = Qz$, then

$$\begin{pmatrix} H & 0 \\ C & B \end{pmatrix} z' = \begin{pmatrix} b_Z \\ b_S \end{pmatrix},$$  

where $(C \ B) = A_SQ^{-1}$ and $B \in \mathbb{Z}^{|S|\times(n-r)}$. Note that $B$ has the full column rank and $\Delta(B) \leq \Delta$. Let us consider the last $|S|$ inequalities of the previous system:

$$Bz^* < b_S - Cz'_{r+1, \ldots, r} = b_S - CH_{J^*}^{-1}b_J,$$

where $z^* = z'_{r+1, \ldots, n}$ is composed from the last $n-r$ components of $z'$ and $J^* \subseteq Z$ is a set of indices such that $r \times r$ sub-matrix $H_{J^*}$ is non-degenerate.

Since $z$ is a vertex of the original polyhedron $\mathcal{P}_I$, $z^*$ is an integer vertex of the polyhedron $\mathcal{P}^*$, defined by

$$Bx \leq b_S - CH_{J^*}^{-1}b_J.$$

Let us show that the map $z \to z' \to z^*$ is an injection. Definitely, the first part $z' = Qz$ of the map is a bijection and the first coordinates $z'_{1, \ldots, r}$ are completely determined by the set $Z$. Hence, different vertices $z$ of $\mathcal{P}_I$ must be mapped to different integer vertices $z^* = z'_{r+1, \ldots, n}$ of $\mathcal{P}^*$.

Note, that $\mathcal{P}^*$ has at most $|S| \leq s$ facets and its system has $n-r \leq n-(n-s) = s$ variables.

Now, we can apply the inequality (5) to estimate the number of integer vertices in $\mathcal{P}^*$. Noting that there are at most $\binom{n+m}{s}$ ways to chose the set $S$, it gives

$$\binom{n+m}{s} \cdot (s+1)^{s+1} \cdot s! \cdot \xi(s, s) \cdot \xi(s, 2s) \cdot O(1)^{s-1} \cdot \log^{s-1}(s \cdot \Delta) =$$

$$= (n+m)^s \cdot O(s)^{s+1} \cdot \log^{-s-1}(s \cdot \Delta).$$

Finally, we note that the bounds (3), (5) are constructive, because they use an alternative method that is equivalent to the classical boxing technique, due to [84] (see also [85, Chapter 4] and [44, Chapter 3]), applied to a triangulation of $\mathcal{P}$. The resulting arithmetic complexity bound will be differ from the bound

$$|\text{vert}(\mathcal{P}_I)| = (n \cdot m \cdot \log(\Delta))^{O(m+\log(\Delta))}$$

only by some polynomial therm. \qed

Again, using Lemma 5, we can formulate similar result for the ILP-SF problem.

Corollary 3 Let $\mathcal{P}_I$ be an integer polyhedron, related to the ILP-SF problem, $\Delta^* = \Delta(A) \cdot |\text{det}(S)|$, and $s = \max\{\|z\|_0: z \in \text{vert}(\mathcal{P}_I)\}$.

Then, $|\text{vert}(\mathcal{P}_I)| = n^s \cdot O(s)^{s+1} \cdot \log^{s-1}(s \cdot \Delta^*)$. 
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Due to Remark 5 and Corollary 1, \( s = O(m + \log(\Delta)) \), and consequently
\[
\vert \text{vert}(\mathcal{P}_I) \vert = \left( n \cdot m \cdot \log(\Delta^*) \right)^{O(m + \log(\Delta^*))}.
\]
The vertices of \( \mathcal{P}_I \) can be enumerated by an algorithm with the same arithmetic complexity, as in the last bound.

### 3.4 Proximity Bounds for the BILP-CF and BILP-SF Problems

The paper \([15]\) presents an elegant way how to apply the Steinitz’s theorem to construct new proximity results for the CLASSIC-ILP-SF problem. In the current Subsection, we generalize the original proof of \([15]\) to work with the BILP-CF and BILP-SF problems.

**Theorem 5** (E. Steinitz \([86]\) (1913)) Let \( \| \cdot \| \) be an arbitrary norm of \( \mathbb{R}^m \) and let \( x_1, x_2, \ldots, x_n \in \mathbb{R}^m \), such that
\[
\sum_{i=1}^{n} x_i = 0 \quad \text{and} \quad \|x_i\| \leq 1, \quad \text{for each } i.
\]

There exists a permutation \( \pi \in S_n \), such that all partial sums satisfy
\[
\left\| \sum_{i=1}^{k} x_{\pi(i)} \right\| \leq c(m), \quad \text{for all } k \in \{1, \ldots, n\}.
\]

Here, \( c(m) \) is a constant, depending on \( m \) only.

E. Steinitz showed \( c(m) \leq 2m \). It was later shown by Sevast’anov \([87]\) that \( c(m) \leq m \), a simplified proof is given in \([88]\). A small survey about the Steinitz’s constant is given in \([15]\). It is conjectured that the Steinitz constant should be \( O(\sqrt{m}) \) for \( l_\infty \)-norm \([89]\). A proof of this conjecture or any asymptotic improvement would directly improve the bounds, provided in this Section.

**Definition 9** A vector \( y \in \mathbb{Z}^n \) is called a cycle of \( (z^* - x^*) \) if the following conditions are satisfied:
\[
Ay = 0, \quad Gy \equiv \mathbf{0} \quad \text{(mod } S \cdot \mathbb{Z}^n),
\]
\[
|y_i| \leq |z_i^* - x_i^*| \quad \text{and} \quad y_i(z_i^* - x_i^*) \geq 0, \quad \text{for each } i.
\]

**Lemma 9** Let \( y \) be a cycle of \( z^* - x^* \), then
1. \( z^* - y \) is an integer feasible solution of the BILP-SF problem;
2. \( z^* + y \) is a feasible solution of the LP relaxation;
3. One has that \( c^\top y \leq 0 \).

Proof of this Lemma is completely similar to \([15, \text{Lemma 5}]\). The following Corollary is its straightforward consequence.
Corollary 4 Suppose that $x^*$ and $z^*$ additionally have the property that $z^* - x^*$ has the minimal $l_1$-norm. Then, there are no nontrivial cycles of $z^* - x^*$.

Theorem 6 Let us consider the BILP-SF problem with $m \geq 1$. Let $x^*$ be an optimal solution of the LP relaxation and $\Delta = \Delta(A)$. Then, there exists an optimal integer solution $z^*$ of the BILP-SF problem, such that

$$\|x^* - z^*\|_1 \leq m \cdot (2m + 1)^m \cdot \Delta \cdot |\det(S)|.$$

In the case $m = 0$ the following bound holds

$$\|z^*\|_1 = \|x^* - z^*\|_1 \leq |\det(S)| - 1.$$

Proof Here we follow to the original proof of [15] together with the idea, due to [10], to work with a specialised vector norm. Our contribution here is a generalisation of the considered ideas to handle the group constraint $Gx \equiv g \pmod{S \cdot \mathbb{Z}^n}$.

Let $z^*$ be an optimal integer solution such that $\|z^* - x^*\|_1$ is minimized. Let $B \in \mathbb{Z}^{m \times m}$ be a sub-matrix of $A$, such that $|\det(B)| = \Delta$. W.l.o.g. we can assume that $B = A_{\{1, \ldots, m\}}$. Clearly, $A = B(I_{U})$, where $\Delta_i(U) \leq 1$, for all $i \in \{1, \ldots, m\}$, and consequently $\|U\|_{\text{max}} \leq 1$. Let us define a special norm $\|x\|_B$, given by the formula

$$\|x\|_B = \|B^{-1}x\|_{\infty}.$$

Let us define

$$[x^*]_i = \begin{cases} [x^*]_i & \text{if } z_i^* > x_i^* \text{ and} \\ [x^*]_i & \text{if } z_i^* \leq x_i^* \end{cases}$$

and re-denote until the end of the proof $\{x^*\} = x^* - [x^*]$.

Since $A(z^* - x^*) = 0$, it follows that

$$A(z^* - [x^*]) = -A\{x^*\}.$$

We are going to apply the Steinitz’s Lemma. First of all, we construct two sequences of columns

$$v_1, \ldots, v_t, \text{ and } \hat{v}_1, \ldots, \hat{v}_t,$$

where $t = \|z^* - [x^*]\|_1$. The sequence $\{v_i\}$ is constructed in the following way: for each index $i$, append $|(z^* - [x^*])_i|$ copies of $\text{sgn}((z^* - [x^*])_i) \cdot A_i$, where $A_i$ is the $i$-th column of $A$. Now, we explain how to construct the sequence $\{\hat{v}_i\}$. The coordinates of each column $\hat{v}_i \in \mathbb{Z}^n$ consists from two parts: the first is $v_i$, the second is the corresponding column of $G$ modulo $S$, taken with the correct sign. More precisely, if $v_i = \pm a$, where $a$ is $j$-th column of $A$, then the last $n - m$ coordinates of $\hat{v}_i$ are $\pm G_{s,j} \mod S$.

Since $\{x^*\}$ has at most $m$ non-zero components, we have

$$\|v_i\|_B = \|A_i\|_B = \|(I_{U})_i\|_{\infty} \leq 1, \text{ for each } i \in \{1, \ldots, t\}.$$

Let us show that the integer vector $A\{x^*\}$ can be represented as the sum

$$A\{x^*\} = w_1 + w_2 + \cdots + w_m$$

of rational vectors $w_i$ with $\|w_i\|_B \leq 1$. Definitely, let $y = (I_{U})\{x^*\}$. Since, $\|y\|_{\infty} \leq m$, we can represent it as $y = \sum_{i=1}^{m} y_i$, where $y_i \in \mathbb{Z}^n$ for $i \in \{1, \ldots, m - 1\}$,
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$y_m = y - \sum_{i=1}^{m-1} y_i \in \mathbb{Q}^n$ and $\|y_i\|_\infty \leq 1$, for each $i \in \{1, \ldots, m\}$. Now, we put $w_i = By_i$. By the construction, $\|w_i\|_B \leq 1$ and $w_i \in \mathbb{Z}^n$ for $i \in \{1, \ldots, n-1\}$.

Finally, $w_n \in \mathbb{Z}^n$, because $w_n = A\{x^*\} - \sum_{i=1}^{n-1} w_i \in \mathbb{Z}^n$.

Similarly, we construct columns $\hat{w}_i$ by appending $g$ mod $S$ to the last components of $w_1$ and $0_{n-m}$ to the last components of $w_i$, for $i \in \{2, \ldots, m\}$.

We append the columns $\{w_i\}$, $\{\hat{w}_i\}$ to the sequences $\{v_i\}$, $\{\hat{v}_i\}$, and obtain the sequences:

$v_1, \ldots, v_t, w_1, \ldots, w_m$.

$\hat{v}_1, \ldots, \hat{v}_t, w_1, \ldots, \hat{w}_m$.

Observe that columns of the sequence $\{v_i, w_j\}$ sums up to 0 and have the property that each element of the sequence has $\|\cdot\|_B$-norm, bounded by 1. Now, applying the Steinitz’s Lemma, we rearrange the sequences in such a way

$u_1, \ldots, u_{t+m}$, and $\hat{u}_1, \ldots, \hat{u}_{t+m}$

that for each $j \in \{1, \ldots, t+m\}$ the partial sums $p_j = \sum_{i=1}^j u_i$ (the partial sums $\{\hat{p}_j\}$ are defined in the same way) satisfies

$\|p_j\|_B \leq m$.

Let $M = \mathbb{Z}^m \cap \{Bx : \|x\|_\infty \leq m\}$. Observe that elements of $\{\hat{p}_j\}$ are contained in the set

$\left\{ \begin{pmatrix} x \\ y \end{pmatrix} : x \in M, y \in \mathbb{Z}^{n-m} \text{ mod } S \right\}$. ($\{\hat{p}_i\}$-set)

Hence, due to Lemma 1, the sequence $\{\hat{p}_j\}$ has at most

$(2m+1)^m \cdot \Delta \cdot |\det(S)|$

different elements.

We will now argue that there are not indices $1 \leq s_1 < \cdots < s_{m+1} \leq t + m$ with $\hat{p}_{s_1} = \hat{p}_{s_2} = \cdots = \hat{p}_{s_{m+1}}$. Which implies that $t + m$ is bounded by $m$-times the number of points in the ($\{\hat{p}_i\}$-set) set. Consequently,

$\|z^* - x^*\|_1 \leq \|z^* - [x^*]\|_1 + \|x^*\|_1 \leq t + m \leq m \cdot (2m+1)^m \cdot \Delta \cdot |\det(S)|$.

Assume to this end that there exist indices $1 \leq s_1 < \cdots < s_{m+1} \leq t + m$ with $\hat{p}_{s_1} = \hat{p}_{s_2} = \cdots = \hat{p}_{s_{m+1}}$. Note that $\hat{p}_{t+m} = 0$, this yields a partition of the sequence $\{\hat{u}_i\}$ into $m + 1$ pieces that sum up to zero, namely:

$(\hat{u}_1, \ldots, \hat{u}_{s_1}, \hat{u}_{s_1+1}, \ldots, \hat{u}_{s_{m+1}})$

$(\hat{u}_{s_{1}+1}, \ldots, \hat{u}_{s_{i+1}})$, for $i \in \{1, \ldots, m\}$.

One of these pieces does not contain an element of the sequence $\{\hat{w}_i\}$, so it consists from columns of $A$ or negatives thereof. This corresponds to a cycle $y$ of $z^* - x^*$, which, by the minimality of $\|z^* - x^*\|_1$ and Corollary 4, is impossible.

Let us separately consider the case $m = 0$. In this case the polyhedron of the relaxed LP problem is just the positive cone $x \geq 0$. Hence, the relaxed LP problem has unique optimal solution $\mathbf{0}$. Taking $t = \|z^*\|_1$, we construct the sequence

$v_1, v_2, \ldots, v_{t+1}$

by the similar way: for each index $i$, append $z_i^*$ copies of $G_i$ mod $S$ to $\{v_i\}$. After that, append $v_{t+1} = g$ mod $S$ to $\{v_i\}$.
Consider the partial sums $p_j = \sum_{i=1}^{j} v_i$. We will now argue that all elements of \{p_i\} are different, which implies that $t + 1 \leq \Delta \cdot |\text{det}(S)|$ and

$$\|x^\ast - z^\ast\|_1 = \|z^\ast\|_1 = t \leq \Delta \cdot |\text{det}(S)| - 1.$$  

Assume to this end that there exist two indices $1 \leq s_1 < s_2 \leq t + 1$ with $p_{s_1} = p_{s_2}$. This yields a partition of the sequence \{v_i\} into two pieces that sum up to zero, namely:

$$(v_1, \ldots, v_{s_1}, v_{s_2+1}, \ldots, v_{t+1}), \quad \text{and} \quad (v_{s_1+1}, \ldots, v_{s_2}).$$

One of these pieces does not contain the element $v_{t+1}$, so it consists from columns of $G \mod S$. This again corresponds to a cycle of $z^\ast - x^\ast$. \hfill \Box

**Remark 6** Note that the previous theorem holds even for $m = 0$.

The case $m = 0$ corresponds to the group minimization problem B–GROUP–PROB. Hence, we have proven that the problem B–GROUP–PROB has an optimal solution $z^\ast$ with

$$\|z^\ast\|_1 \leq \Delta - 1.$$  

Let us make one more remark. It can be easily seen that the original proof of [15, Theorem 7] for the CLASSIC-ILP-SF problem with respect to the parameters $m$ and $\Delta_1 = \Delta_1(A)$ can be extended to work with the BILP-SF problem, using the same technique as in Theorem 6. For $m \geq 1$, it gives the following proximity bound:

$$\|x^\ast - z^\ast\|_1 \leq m \cdot (2 \cdot m \cdot \Delta_1 + 1)^m \cdot |\text{det}(S)|.$$  

**Corollary 5** Let us consider the BILP-CF problem. Let $x^\ast$ be an optimal vertex solution of the LP relaxation and $\Delta = \Delta(A)$. Then, there exists an optimal integral solution $z^\ast$, such that

$$\|A(x^\ast - z^\ast)\|_1 \leq m \cdot (2m + 1)^m \cdot \Delta.$$  

Additionally, if the problem is $x^\ast$-normalized, then

1. $\|z^\ast - x^\ast\|_\infty \leq m \cdot (2m + 1)^m \cdot \Delta \cdot \delta$,
2. $\|z^\ast\|_\infty \leq m \cdot (2m + 1)^m \cdot \Delta \cdot \delta$,

where $\delta = |\text{det}(A_B)|$.

**Proof** The inequality

$$\|A(x^\ast - z^\ast)\|_1 \leq m \cdot (2m + 1)^m \cdot \Delta.$$  

directly follows from Lemma 4 and Theorem 6.

Since $(z^\ast - x^\ast) = A_B^{-1}(A_B(z^\ast - x^\ast))$, by Lemma 3, we have

$$\|z^\ast - x^\ast\|_\infty \leq \frac{\delta}{2} (m \cdot (2m + 1)^m \cdot \Delta) \leq m \cdot (2m + 1)^m \cdot \Delta \cdot \delta.$$  

Observe that $\|x^\ast\|_\infty = \|A_B^{-1}b_B\|_\infty \leq \frac{\delta(\delta-1)}{2}$. Then,

$$\|z^\ast\|_\infty \leq \|z^\ast - x^\ast\|_\infty + \|x^\ast\|_\infty \leq \frac{\delta}{2} (m \cdot (2m + 1)^m \cdot \Delta + (\delta - 1)) \leq m \cdot (2m + 1)^m \cdot \Delta \cdot \delta.$$  

\hfill \Box
4 Dynamic Programming Algorithms

In this Section, we will give dynamic programming algorithms for the \textsc{BILP-SF} and \textsc{ILP-SF} problems. After that we reduce the \textsc{BILP-CF} and \textsc{ILP-CF} problems to the problems in standard form.

4.1 Algorithms For The Bounded Problems

To provide algorithms for the \textsc{BILP-CF} and \textsc{BILP-SF} problems, we need the following simple Lemma and its Corollary.

\textbf{Lemma 10} Let $A \in \mathbb{Z}^{m \times n}$ and $B \in \mathbb{Z}^{m \times m}$ be a non-degenerate sub-matrix of $A$. Let, additionally, $\gamma \in \mathbb{R}_{>0}$, $\Delta = \Delta(A)$, $\delta = |\text{det}(B)|$, and

$$\mathcal{P} = \{ y = Ax : x \in \mathbb{R}^n, \|x\|_1 \leq \gamma \},$$

then $|\mathcal{P} \cap \mathbb{Z}^m| \leq \left(2\gamma \cdot \frac{\Delta}{\delta} + 1\right)^m \cdot \Delta$.

Points of $\mathcal{P} \cap \mathbb{Z}^m$ can be enumerated by an algorithm with the arithmetic complexity bound:

$$O \left( m^2 \cdot \Delta \cdot \left(2\gamma \cdot \frac{\Delta}{\delta}\right)^m \right).$$

\textbf{Proof} W.l.o.g. we can assume that the first $m$ columns of $A$ form the sub-matrix $B$. Let us consider a decomposition $A = B(I \ U)$, where $(I \ U)$ is a block-matrix, $I$ is the $m \times m$ identity matrix and the matrix $U$ is determined uniquely from this equality. Clearly, $\Delta((I \ U)) = \frac{\Delta}{\delta}$, so $\Delta_k(U) \leq \frac{\Delta}{\delta}$, for all $k \in \{1, \ldots, m\}$. Let us consider the set

$$\mathcal{N} = \{ y = Bx : \|x\|_\infty \leq \gamma \cdot \frac{\Delta}{\delta} \}.$$ 

Let us show that $\mathcal{P} \subseteq \mathcal{N}$. Definitely, if $y = Ax$, for $\|x\|_1 \leq \gamma$, then $y = B(I \ U)x = Bt$, for some $t \in [-\gamma, \gamma]^m \cdot \frac{\Delta}{\delta}$.

Now, the proof follows from Lemma 1.

\hfill \Box

\textbf{Corollary 6} Let $A \in \mathbb{Z}^{m \times n}$, $\gamma \in \mathbb{R}_{>0}$, $\Delta = \Delta(A)$, and

$$\mathcal{P} = \{ y = Ax : x \in \mathbb{R}^n, \|x\|_1 \leq \gamma \},$$

then $|\mathcal{P} \cap \mathbb{Z}^m| \leq (2\gamma + 1)^m \cdot \Delta$.

Points of $\mathcal{P} \cap \mathbb{Z}^m$ can be enumerated by an algorithm with the arithmetic complexity bound:

$$O(\log m)^m \cdot \Delta \cdot \gamma^m.$$

\textbf{Proof} W.l.o.g. we can assume that rank($A$) = $m$. Let us choose $B \in \mathbb{Z}^{m \times m}$, such that $|\text{det}(B)| = \Delta$, then the desired $|M \cap \mathbb{Z}^m|$-bound follows from the previous Lemma 10.
Due to [90], we can compute a matrix $\hat{B} \in \mathbb{Z}^{m \times m}$, such that $\Delta = O(\log m)^m \cdot \delta$, where $\delta = |\det(\hat{B})|$, by a polynomial-time algorithm. Finally, we take the complexity bound of the previous Lemma 10.

\[\square\]

**Definition 10** Let us consider the BILP-SF problem. Let $z^*$ be an optimal solution of the problem and $x^*$ be an optimal vertex-solution of the LP relaxation. The $l_1$-proximity bound $\chi$ of the BILP-SF problem is defined by the formula

$$\chi = \max_{x^*} \min_{z^*} \|x^* - z^*\|_1.$$ 

Due to Theorem 6,

$$\chi \leq (2m + 1)^m \cdot \Delta \cdot |\det(S)|,$$  

where $\Delta = \Delta(A)$.

It is proved in [15] for the classical bounded CLASSIC-ILP-SF that

$$\chi \leq m \cdot (2m \cdot \Delta_1 + 1)^m,$$  

where $\Delta_1 = \Delta_1(A)$.

The last bound can be easily generalized for the problem BILP-SF, see Remark 6:

$$\chi \leq m \cdot (2m \cdot \Delta_1 + 1)^m \cdot |\det(S)|.$$  

Finally, we note that the very recent result due to [16] states that

$$\chi \leq m \cdot (m^2 \cdot \Delta^3 + (m + 1) \cdot \Delta = O(m^3 \cdot \Delta^3).$$

The proof of the next theorem is based on the classical dynamic programming principle for ILP problems in the standard form, due to [91], with some additional modifications, due to the papers [15] and [59].

**Theorem 7** The BILP-SF problem can be solved by an algorithm with the following arithmetic complexity bound:

$$T_{LP} + n \cdot O(\chi + m)^{m+1} \cdot \log^2(\chi + m) \cdot \Delta \cdot |\det(S)| \cdot (m + \log|\det(S)|).$$

The previous complexity bound can be slightly improved in terms of $\chi$:

$$T_{LP} + n \cdot O(\log m)^{m^2} \cdot (\chi + m)^{m} \cdot \Delta \cdot |\det(S)| \cdot (m + \log|\det(S)|).$$

**Proof** Assume that the relaxed LP problem is bounded. Let $x^*$ be an optimal vertex solution of the LP relaxation of the BILP-SF problem. After a standard change of coordinates $x \rightarrow x - \lfloor x^* \rfloor$ the original BILP-SF problem transforms to an equivalent ILP with different lower and upper bounds on variables and a different r.h.s. vector $b$.

In the case, when the relaxed LP problem is unbounded, we just need to distinguish between two possibilities: 1) $\mathcal{P}_I \neq \emptyset$, 2) $\mathcal{P}_I = \emptyset$. Let us choose any vertex $x^*$ of $\mathcal{P}$ and any objective function $c^T x$ that attains its maximum on $x^*$. Clearly, $\mathcal{P}_I \neq \emptyset$ iff the ILP problem $\max\{c^T x : x \in \mathcal{P}_I\}$ is feasible. So, we just reduced the considered case to the case, when the relaxed LP problem is bounded.

Any optimal vertex solution of the LP problem has at most $m$ non-zero coordinates, so we have the following bound on the $l_1$-norm of an optimal ILP solution $z^* - \lfloor x^* \rfloor$ of the new problem:

$$\|z^* - \lfloor x^* \rfloor\|_1 \leq \|x^* - z^*\|_1 + \|x^* - \lfloor x^* \rfloor\|_1 \leq \chi + m.$$
By definition, any vertex \((k, b)\). More precisely, for any integer \(t\), significantly decrease the number of arcs in \(G\) at most \(k\) that vertex \((k, b)\). Additionally, let us denote the transformed problem by \(c^T \text{ } x \rightarrow \min\)

\[
\begin{align*}
A x &= b \\
G x &\equiv g \pmod{S \cdot Z^n} \\
u_l \leq x \leq u_r \\
x &\in Z^n.
\end{align*}
\]

(\text{New-BILP})

The First Complexity Bound Let us consider the weighted digraph \(G = (V, E)\), whose vertices are quadruples \((k, b', g', h)\), for \(k \in \{1, \ldots, n\}, h \in \{0, \ldots, (\chi + m)\}, b' \in \{Ax : \|x\|_1 \leq h\} \cap Z^m\) and \(g' \in Z^{n-m} \mod S\). The vertex \((k, b', g', h)\) corresponds to the problem

\[
\begin{align*}
A_{1:k} x &= b' \\
G_{1:k} x &\equiv g' \pmod{S \cdot Z^n} \\
(u_l)_{1:k} &\leq x \leq (u_r)_{1:k} \\
\|x\|_1 &\leq h \\
x &\in Z^k.
\end{align*}
\]

Using Corollary 6, we bound the number of vertices \(|V|\) by

\[n \cdot O(\chi + m)^{m+1} \cdot \Delta \cdot |\det(S)|.\]

By definition, any vertex \((k, b', g', h)\) has an in-degree at most \(\min\{u_r - u_l, h\} + 1\). More precisely, for any integer \(t \in \{(u_l)_{k}, \ldots, (u_r)_{k}\} \cap [-h, h]\) there is an arc from \((k-1, b' - A_k t, (g' - G_k t) \mod S, h-t)\) to \((k, b', g', h)\), this arc is weighted by \(c_k t\). Note that vertex \((k-1, b' - A_k t, (g' - G_k t) \mod S, h-t)\) exists only if \(|t| \leq h\). Additionally, we add to \(G\) a starting vertex \(v_s\), which is connected with all the vertices of the first level \((1, \ast, \ast, \ast)\), weights of this arcs correspond to solutions of 1-dimensional sub-problems. Clearly, the number of arcs can be estimated by

\[|E| = O(|V| \cdot (\chi + m)) = n \cdot O(\chi + m)^{m+2} \cdot \Delta \cdot |\det(S)|.\]

The (\text{New-BILP}) problem is equivalent to searching of the shortest path starting from the vertex \(v_s\) and ending at the vertex \((n, b, g, \chi + m)\) in \(G\). Since the graph \(G\) is acyclic, the shortest path problem can be solved by an algorithm with the complexity bound

\[O(|V| + |E|) = n \cdot O(\chi + m)^{m+2} \cdot \Delta \cdot |\det(S)|.\]

Here, we assume that the complexity of any vertex or edge is \(O(1)\).

We note that during the shortest path problem solving, the graph \(G\) must be evaluated on the fly. In other words, the vertices and arcs of \(G\) are not known in advance, and we build them online. To make constant-time access to vertices we can use a hash-table data structure with constant-time insert and search operations.

Finally, using the binarization trick, described in the work [15], we can significantly decrease the number of arcs in \(G\). Let \([\alpha_k, \beta_k] = ((u_l)_k, (u_r)_k) \cap [-h, h]\), the idea of the trick is that any integer \(t \in [\alpha_k, \beta_k]\) can be uniquely represented, using at most \(O(\log^2(h)) = O(\log^2(\chi + m))\) bits. More precisely, for any interval \([\alpha_k, \beta_k]\), there exist at most \(O(\log^2(\chi + m))\) integers \(s(i, k)\), such that any integer \(t \in [\alpha_k, \beta_k]\) can be uniquely represented as

\[t = \sum_{i} s(i, k) x_i, \quad \text{where } x_i \in \{0, 1\}, \text{and}\]
\[
\sum_i s(i,k)x_i \in [\alpha_k, \beta_k], \quad \text{for any } x_i \in \{0,1\}.
\]

Using this idea, we replace the part of the graph \( G \) connecting vertices of the levels \((k-1,*,*), (k,*,*), \) and \((k,*,*), \) by an auxiliary graph, whose vertices correspond to the quadruples \((i,b',g',h)\), where \( i \in \{0,1,\ldots, O(\log^2 (\chi + m))\} \), and any quadruple \((i,b',g',h)\) has in-degree at most two. More precisely, the vertex \((i,b',g',h)\) is connected with at most two vertices:

\[
(i-1,b',g',h) \quad \text{and} \quad (i-1,b' - s(i,k)A_k, (g' - s(i,k)G_k) \mod S, h - s(i,k)).
\]

The first edge has the weight 0 and the second has the weight \( s(i,k)c_k \). The resulting graph has \( O(\log^2(\chi + m)|V|) \) vertices and arcs, where \(|V|\) corresponds to the original graph. The total arithmetic complexity of the shortest path problem solving can be estimated as

\[
n \cdot O(\chi + m)^{m+1} \cdot \log^2 (\chi + m) \cdot \Delta \cdot |\det(S)|.
\]

Finally, since any column \( A_k \) has \( m \) components and \( G_k \mod S \) has at most \( \log_2 |\det(S)| \) components, the arithmetic complexity of an edge or a vertex traversal is \( m + \log_2 |\det(S)| \). Hence, the total arithmetic complexity of the algorithm can be roughly estimated as

\[
n \cdot O(\chi + m)^{m+1} \cdot \log^2 (\chi + m) \cdot \Delta \cdot |\det(S)| \cdot (m + \log |\det(S)|).
\]

**The Second Complexity Bound**

Let us consider the weighted digraph \( G = (V,E) \), whose vertices are triples \((k,b',g')\), for \( k \in \{1,\ldots,n\}, b' \in M := \{Ax : \|x\|_1 \leq \chi + m\} \cap \mathbb{Z}^m \) and \( g' \in \mathbb{Z}^{n-m} \) mod \( S \). The edges of \( G \) have the same structure as in the graph from the previous Subsection. More precisely, for any \( t \in \{(u_1)_k,\ldots,(u_r)_k\} \), we put an arc from \((k-1,b'-ta_k,(g'-tg_k) \mod S)\) to \((k,b',g')\), if such vertices exist in \( V \), the arc is weighted by \( c_k t \). Let us again assume that the complexity of any edge or vertex is \( O(1) \). We will erase this assumption at the end of the proof.

We compute all the vertices of \( G \) directly, using Corollary 6. The arithmetic complexity of this step is bounded by

\[
n \cdot O(\log m)^{m^2} \cdot (\chi + m)^m \cdot \Delta \cdot |\det(S)|.
\]

Due to Corollary 6,

\[
|V| = n \cdot |M| \cdot |\det(S)| = n \cdot O(\chi + m)^m \cdot \Delta \cdot |\det(S)|
\]

and, since an in-degree of any vertex in \( G \) is bounded by \( \chi + m + 1 \),

\[
|E| = n \cdot O(\chi + m)^{m+1} \cdot \Delta \cdot |\det(S)|.
\]

Let us fix some vertex-level \((k,*,*), \) of \( G \), for some \( k \in \{1,\ldots,n\}, \), and consider an auxiliary graph \( F_k \), whose vertices are pairs \((b',g')\) for \( b' \in M \) and \( g' \in \mathbb{Z}^{n-m} \) mod \( S \). For two vertices \((b'_1,g'_1)\) and \((b'_2,g'_2)\), we put an arc from \((b'_1,g'_1)\) to \((b'_2,g'_2)\) if \( b'_2 - b'_1 = A_k \) and \( g'_2 - g'_1 = G_k \mod S \cdot \mathbb{Z}^n \). Since "in" and "out" degrees of any vertex in \( F_k \) are at most one, the graph is the disjoint union of paths and cycles. More precisely, if \( A_k = 0 \), then \( F_k \) is the disjoint union of cycles, and if \( A_k \neq 0 \), then \( F_k \) is the disjoint union of paths. Observe, that this decomposition can be computed by an algorithm with the complexity

\[
O(|V(F_k)|) = O(|M| \cdot |\det(S)|) = O(\chi + m)^m \cdot \Delta \cdot |\det(S)|.
\]

Let \(((b'_0,g'_0),\ldots,(b'_{l-1},g'_{l-1}))\) be some path or cycle of the length \( l \) in the decomposition and \( \text{shortest}(k,b',g') \) be the value of the shortest path in the original
graph $G$, starting at $v_s$ and ending at $(k, b', g')$. Next, we are going to show how to find the values of shortest($k, \cdot, \cdot$) along $((b'_0, g'_0), \ldots, (b'_{l-1}, g'_{l-1}))$, for the cyclic and path cases in $O(l)$ time.

**Case 1:** $A_k = 0$ and $((b'_0, g'_0), \ldots, (b'_{l-1}, g'_{l-1}))$ is a cycle. Since $A_k = 0$ and $c_k \geq 0$, we have $x^*_k = x^*_k = 0$, and $[(u_l)_k, (u_r)_k] = [0, (u_r)_k]$. Again, since $c_k \geq 0$, we can assume that $(u_r)_k < l$. Clearly, for any $i \in \{0, \ldots, l-1\}$, the value of shortest($k, b'_i, g'_i$) can be computed by the formula

$$\text{shortest}(k, b'_i, g'_i) = \min_{t \in [0, (u_r)_k]} \text{shortest}(k-1, b'_{(i-t)} \mod l, g'_{(i-t)} \mod l) + c_k t. \quad (20)$$

Let us consider a queue $Q$ with the operations: Enqueue($Q, x$) that puts an element $x$ into the tail of $Q$, Dequeue($Q$) that removes an element $x$ from the head of $Q$, GetMax($Q$) that returns maximum of elements of $Q$. It is a known fact that a queue can be implemented, such that all the given operations will have the amortized complexity $O(1)$. Now, we compute shortest($k, b'_i, g'_i$), for $i \in \{0, \ldots, (l-1)\}$, using the following algorithm:

### Algorithm 1 Compute shortest($k, \cdot, \cdot$): the cyclic case

1. Create an empty queue $Q$;
2. for $t := (u_r)_k$ down to 0 do
3. \hspace{1em} pos := $(0 - t) \mod l$;
4. \hspace{1em} Enqueue($Q, \text{shortest}(k-1, b'_\text{pos}, g'_\text{pos}) + c_k t$);
5. end for
6. for $i := 0$ to $l-1$ do
7. \hspace{1em} shortest($k, b'_i, g'_i$) := GetMax($Q$) + $c_k i$;
8. \hspace{1em} Dequeue($Q$);
9. \hspace{1em} new pos := $(i + 1) \mod l$;
10. \hspace{1em} Enqueue($Q, \text{shortest}(k-1, b'_{\text{new pos}}, g'_{\text{new pos}}) - c_k (i + 1)$);
11. end for

The correctness of the algorithm follows from the formula (20). The algorithm’s complexity is $O(l)$.

**Case 2:** $A_k \neq 0$ and $((b'_0, g'_0), \ldots, (b'_{l-1}, g'_{l-1}))$ is a path. Clearly, for any $i \in \{0, \ldots, l-1\}$, the value of shortest($k, b'_i, g'_i$) can be computed by the formula

$$\text{shortest}(k, b'_i, g'_i) = \min_{t \in [(u_l)_k, (u_r)_k] \cap (i - l, i]} \text{shortest}(k-1, b'_{-t}, g'_{-t}) + c_k t. \quad (21)$$

Again, let us consider the same queue $Q$. Now, we compute shortest($k, b'_i, g'_i$), for $i \in \{0, \ldots, (l-1)\}$ using the following algorithm:
Algorithm 2 Compute shortest\((k, \cdot, \cdot)\): the path case

1: Create an empty queue \(Q\);
2: for \(t := 0\) to \(\min\{l - 1, |(u_l)_k|\}\) do
3: \(\text{Enqueue}(Q, \text{shortest}(k - 1, b'_t, g'_t) - c_k t)\);
4: end for
5: for \(i := 0\) to \(l - 1\) do
6: \(\text{shortest}(k, b'_i, g'_i) := \text{GetMax}(Q) + c_k i\);
7: if \(i \geq (u_r)_k\) then
8: \(\text{Dequeue}(Q)\);
9: end if
10: \(\text{new\_pos} := (i + |(u_l)_k| + 1)\);
11: if \(\text{new\_pos} \leq l - 1\) then
12: \(\text{Enqueue}(Q, \text{shortest}(k - 1, h_{\text{new\_pos}}, f_{\text{new\_pos}}) - c_k \text{new\_pos})\);
13: end if
14: end for

The correctness of the algorithm follows from the formula (21). The algorithm’s complexity is \(O(l)\).

Let us estimate the total arithmetic complexity of the whole procedure. It consists from the following parts:

1. Enumerating of points in the set \(M\). Due to Corollary 6, the complexity of this part is \(O(\log m)^m \cdot (\chi + m)^m \cdot \Delta \cdot |\det(S)|\);

2. Constructing the graphs \(F_k\), for each \(k \in \{1, \ldots, n\}\). The number of edges and vertices in \(F_k\) can be estimated as \(O(|M| \cdot |\det(S)|\)). Hence, due to Corollary 6, the complexity of this part can be estimated as

\[
O(n \cdot |M| \cdot |\det(S)|) = O(n \cdot O(\chi + m)^m \cdot \Delta \cdot |\det(S)|).
\]

3. For each \(F_k\), compute a path or a cycle decomposition of \(F_k\). For each path or cycle in the decomposition, apply one of the algorithms above. The complexity of this part is clearly the same as in the previous step.

Therefore, in the assumption that the complexity of any edge or vertex is \(O(1)\), the total complexity of the shortest path computation is

\[
n \cdot O(\log m)^m \cdot (\chi + m)^m \cdot \Delta \cdot |\det(S)|.
\]

Again, since any column \(A_k\) has \(m\) components and and \(G_k \mod S\) has at most \(\log_2 |\det(S)|\) components, the arithmetic complexity of an edge or a vertex traversal is \(m + \log_2 |\det(S)|\). Hence, the total arithmetic complexity of the algorithm can be roughly estimated as

\[
n \cdot O(\log m)^m \cdot (\chi + m)^m \cdot \Delta \cdot |\det(S)| \cdot (m + \log |\det(S)|).
\]

\(\square\)

Again, using Lemma 4 we can formulate analogues result for the BILP-CF problem.
Corollary 7 The BILP-CF problem can be solved by an algorithm with the following arithmetic complexity bound:

\[ T_{LP} + n \cdot O((\chi + m)^{m+1} \cdot \log^2(\chi + m) \cdot \Delta \cdot (m + \log(\Delta_{gcd}))). \]

The previous complexity bound can be slightly improved in terms of \(\chi\):

\[ T_{LP} + n \cdot O((\log m)^{m^2} \cdot (\chi + m)^m \cdot \Delta \cdot (m + \log(\Delta_{gcd}))). \]

Here \(\Delta = \Delta(A)\) and \(\Delta_{gcd} = \Delta_{gcd}(A)\).

4.2 Algorithms For The Unbounded Problems

The paper [11] presents an elegant way how to apply results of the discrepancy theory for the CLASSIC-ILP-SF problem parameterized by \(m\) and \(\Delta_1(A)\). In the current Subsection, we generalize the original algorithm of [11] to work with the ILP-CF and ILP-SF problems.

Definition 11 For a matrix \(A \in \mathbb{R}^{m \times n}\) we define its discrepancy and its hereditary discrepancy by the formulas

\[
\text{disc}(A) = \min_{z \in \{-1/2, 1/2\}^n} \|Az\|_\infty , \]

\[
\text{herdisc}(A) = \max_{I \subseteq \{1, \ldots, n\}} \text{disc}(A_* I).
\]

Due to the works [12] and [13] it is known that

\[
\text{herdisc}(A) \leq 2 \text{disc}(A) \leq \eta_m \cdot \Delta_1(A), \quad \text{where} \quad \eta_m \leq 12 \cdot \sqrt{m}. \tag{22}
\]

The following key Lemma, due to [11], connects results of the discrepancy theory with the ILP problem.

Lemma 11 ([11]) Let \(x \in \mathbb{Z}_{\geq 0}^n\). Then, there exists a vector \(z \in \mathbb{Z}_{\geq 0}^n\) with \(z_i \leq x_i\), \(\frac{1}{8} \cdot \|x\|_1 \leq \|z\|_1 \leq \frac{5}{8} \cdot \|x\|_1\), for each \(i \in \{1, \ldots, n\}\), and

\[
\|A(z - \frac{x}{2})\|_\infty \leq 2 \cdot \text{herdisc}(A).
\]

Remark 7 Before presenting an algorithm for the ILP-SF problem, parameterized by \(m, \Delta,\) and \(|\det(S)|\), we can assume that \(n \leq (m^2 + m) \cdot \Delta^2 \cdot |\det(S)|\). Definitely, due to the main result of [16], the number of columns of the matrix \(A\), in the assumption that there are no pairs of columns \(u, v\) with \(u = \pm v\), is bounded by \(\frac{1}{2}(m^2 + m) \cdot \Delta\). Consequently, if \(n > (m^2 + m) \cdot \Delta^2 \cdot |\det(S)|\), then the system will contain a pair of equal columns (the last coordinates of the columns are equal modulo \(S\)). Using any \(O(n \log n)\)-sorting algorithm, we can make all the columns to be unique.

Theorem 8 Let us consider the ILP-SF problem. Let \(\Delta = \Delta(A)\) and \(\rho \in \mathbb{Z}_{>0}\) be the value such that \(\|z^*\|_1 \leq (6/5)^\rho\) for some optimal integer solution \(z^*\) of the problem. Additionally, let \(B\) be some non-degenerate \(n \times n\) sub-matrix of \(A\) and \(\kappa = \Delta/|\det(B)|\). Then, the problem can be solved by an algorithm with the complexity bound

\[
\rho \cdot m \cdot O(\kappa \cdot \eta_m)^{2m} \cdot \Delta^2 \cdot |\det(S)|^2 \cdot \log|\det(S)|. 
\]
Define
\[ \mathcal{M}(i, \gamma) = \mathbb{Z}^m \cap \{ bx : \| x - 2^{i-r}B^{-1}b \|_{\infty} \leq \gamma \}. \]

Let \( \mu = \eta_m \cdot \Delta_1(U) \leq \kappa \cdot \eta_m \). For every \( i \in \{ 0, \ldots, \rho \} \), \( b' \in \mathcal{M}(i, 4\mu) \) and every \( g' \in \mathbb{Z}^{n-m} \mod S \), we solve
\[
\begin{cases}
Ax = b' \\
Gx \equiv g' \\
\|x\|_1 \leq \left( \frac{6}{5} \right)^i \\
x \in \mathbb{Z}_{\geq 0}^m.
\end{cases}
\]

As in [11], we iteratively derive solutions for \( i \), using pairs of solutions for \( i - 1 \). Finally, we will compute an optimal solution for \( i = 0 \), \( b'' := b \) and \( g'' := g \).

The case \( i = 0 \) is trivial, since \( \|x\|_1 \leq 1 \), and such a solution corresponds exactly to the columns of \( (A^g) \). Let us fix some \( i > 0 \), \( b' \in \mathcal{M}(i, 4\mu) \), \( g' \in \mathbb{Z}^{n-m} \mod S \), and let \( x^* \) be an optimal solution of \( DP(i, b', g') \). The equality \( Ax^* = b' \) can be rewritten as \( (I \cup)x^* = B^{-1}b' \).

By Lemma 11, there exists a vector \( 0 \leq z \leq x^* \) with \( \| (I \cup)z - \frac{1}{2}B^{-1}b' \|_{\infty} \leq 2\mu \) and
\[
\| z \|_1 \leq \frac{5}{6} \cdot \| x^* \|_1 \leq \frac{5}{6} \cdot \left( \frac{6}{5} \right)^i \left( \frac{6}{5} \right)^{i-1} ,
\]
if \( \| x^* \|_1 > 1 \), or \( \| z \|_1 \leq \| x^* \|_1 \leq 1 \leq (6/5)^{i-1} \), otherwise. The same holds for \( x^* - z \). Therefore, \( z \) is an optimal solution for \( DP(i-1, b'', g'') \), where \( b'' = Az \) and \( g'' = Gz \mod S \). Likewise, \( x^* - z \) is an optimal solution for \( DP(i-1, b'-b'', g'-g'') \).

We claim that \( b'' \in \mathcal{M}(i-1, 4\mu) \) and \( b'-b'' \in \mathcal{M}(i-1, 4\mu) \). This implies that we can look up solutions for \( DP(i-1, b'', g'') \) and \( DP(i-1, b'-b'', g'-g'') \) in the dynamic table and their sum is a solution for \( DP(i, b', g') \).

Let us prove the claim:
\[
\left\| B^{-1}b'' - 2^{(i-1)-r}B^{-1}b \right\|_{\infty} = \left\| (I \cup)z - \frac{1}{2}B^{-1}b' + \frac{1}{2}B^{-1}b - 2^{(i-1)-r}B^{-1}b \right\|_{\infty} \leq \left\| (I \cup)z - \frac{1}{2}B^{-1}b' \right\|_{\infty} + \left\| \frac{1}{2}B^{-1}b' - 2^{(i-1)-r}B^{-1}b \right\|_{\infty} \leq 2 \cdot \mu + \frac{1}{2} \left\| B^{-1}b' - 2^{(i-1)-r}B^{-1}b \right\|_{\infty} \leq 4 \cdot \mu.
\]

Let us estimate the algorithm complexity. By Lemma 1, \( |\mathcal{M}(i, 4\mu)| \leq O(\mu)^m \cdot |\det(B)| \) and the elements of \( \mathcal{M}(i, 4\mu) \) can be enumerated by an algorithm with the complexity bound
\[
m \cdot O(\mu)^m \cdot |\det(B)| \cdot \min \{ \log |\det(B)|, m \} = m^2 \cdot O(\mu)^m \cdot |\det(B)| .
\]

Let us fix \( i > 1 \). For any \( b' \in \mathcal{M}(i, 4\mu) \) and \( g' \in \mathbb{Z}^{n-m} \mod S \), we compute \( DP(i, b', g') \) by the formula
\[
DP(i, b', g') = \min_{b'' \in \mathcal{M}(i-1, 4\mu)} \left\{ DP(i, b'', g'') + DP(i, b'-b'', (g' - g'') \mod S) \right\}.
\]

(23)

Let us assume that work with \( b', g', b'', g'' \) and access to the dynamic table needs \( O(1) \) time. Then, the algorithm complexity consists from the following components:
1. Construction of the sets $\mathcal{M}(i, 4\mu)$, for $i \in \{0, \ldots, r\}$. As it was noted, the complexity of this step is $\rho \cdot m^2 \cdot O(\mu)^m \cdot |\det(B)|$.
2. Solving of $DP(0, *, *)$ problems. As it was noted, solutions of these sub-problems correspond to the columns of the matrix $(\frac{A}{G})$. So, in our assumptions, the complexity of this step can be estimated as $O(n)$.
3. For each $k \in \{1, \ldots, \rho\}$, $b' \in \mathcal{M}(k, 4\mu)$, $g' \in \mathbb{Z}^{n-m} \mod S$, computation of $DP(k, b', g')$ using Formula (23). The complexity of this component can be estimated as $\rho \cdot O(\mu)^{2m} \cdot \Delta^2 \cdot |\det(S)|^2$.

Assuming that $m^2 \cdot O(\mu)^m = O(\mu)^{2m}$, the dominating term of all the components is 

$$\rho \cdot O(\mu)^{2m} \cdot \Delta^2 \cdot |\det(S)|^2.$$

Finally, since any column $A_k$ has $m$ components and $G_k \mod S$ has at most $\log_2|\det(S)|$ components, the total arithmetic complexity can be estimated as

$$\rho \cdot m \cdot O(\mu)^{2m} \cdot \Delta^2 \cdot |\det(S)|^2 \cdot \log|\det(S)|.$$

\[\square\]

**Corollary 8** Let us consider the ILP-SF problem. Let $\Delta = \Delta(A)$ and $\|x^*\|_1 \leq (\frac{\Delta}{\rho})^\rho$, for some optimal integer solution of the problem. Then, the problem can be solved by an algorithm with the arithmetic complexity bound

$$O(\log m)^{2m^2} \cdot m^{m+1} \cdot \Delta^2 \cdot |\det(S)|^2 \cdot \log|\det(S)| \cdot \rho.$$

Using a polynomial reformulation, $\rho$ can be chosen as

$$\rho = O(\log(m \cdot \Delta \cdot |\det(S)|)).$$

**Proof** Let us assume that the relaxed LP problem is bounded, the unbounded case can be handled by the same way as in the proof of Theorem 7. We search for a non-singular $n \times n$ sub-matrix $B$ of $A$, such that $\Delta/|\det(B)| = O(\log m)^m$. Due to the main result of [90], it can be done by a polynomial-time algorithm. Additionally, due to formula (22), we have $\kappa \cdot \eta_m = O(\log m)^m \cdot \sqrt{m}$.

Connecting all the things together, the arithmetic complexity bound becomes

$$O(\log m)^{2m^2} \cdot m^{m+1} \cdot \Delta^2 \cdot |\det(S)|^2 \cdot \log|\det(S)| \cdot \rho.$$

Now, let estimate $\rho$, using Theorem 2. It states that there exists an optimal vertex solution $x^*$ of the LP relaxation and an optimal integer solution $z^*$, such that

$$\|z^* - x^*\|_1 \leq \chi := O(\Delta^* \cdot m^2 \cdot \log(2^{\sqrt{\Delta^*}})),$$

where $\Delta^* = \Delta \cdot |\det(S)|$. Following to [11], we change the variables $x' = x - y$, where $y_i = \min\{0, [x_i^*] - \chi\}$. Note that $z^* \geq y$, and since $x^*$ has at most $m$ non-zero components, we have $\|z^* - y\|_1 = O(m\chi)$. Since $z^* \geq y$, after the change of variables $x' = x - y$, the original problem transforms to a similar problem, but with

$$\rho = O(\log(m\chi)) = O(\log(m \cdot \Delta \cdot |\det(S)|)).$$

\[\square\]

Again, using Lemma 4 we can formulate a similar result for the BILP-CF problem.
Corollary 9 Let us consider the ILP-CF problem. Let $\Delta = \Delta(A)$, $\Delta_{\text{gcd}} = \Delta_{\text{gcd}}(A)$ and $\|x^*\|_1 \leq (\frac{2}{\rho})^\rho$ for some optimal integer solution of the problem. Then, the problem can be solved by an algorithm with the arithmetic complexity bound

$$O(\log m)^2 \cdot m^{m+1} \cdot \Delta^2 \cdot \log(\Delta_{\text{gcd}}) \cdot \rho.$$ 

Using a polynomial reformulation, $\rho$ can be chosen as $\rho = O(\log(m \cdot \Delta))$.

5 The Case $m = 0$ And Applications To The Knapsack Problem, Subset-Sum Problem, And An Average Complexity Of The ILP Problems

5.1 The ILP Problems With A Square ($m = 0$) Constraints Matrix And Their Relation To Group Minimization Problems

In this Section, we consider the BILP-CF and ILP-CF problems with $m = 0$.

$$c^\top x \to \max$$

$$\begin{array}{l}
\begin{cases}
 b_l \leq Ax \leq b_r \\
x \in \mathbb{Z}^n
\end{cases}
\end{array}$$

$$w^\top x \to \min$$

$$\begin{array}{l}
\begin{cases}
 Gx \equiv g \pmod{S \cdot \mathbb{Z}^n} \\
x \in \mathbb{Z}^n_{\geq 0}
\end{cases}
\end{array}$$

(U-GROUP-ILP)

We denote $\Delta = |\det(A)|$. Clearly, $\Delta = \Delta_{\text{gcd}}(A)$, for the case $m = 0$.

Due to Lemma 4, the last problems are equivalent to the problems

$$w^\top x \to \min$$

$$\begin{array}{l}
\begin{cases}
 Gx \equiv g \pmod{S \cdot \mathbb{Z}^n} \\
0 \leq x \leq u \\
x \in \mathbb{Z}^n
\end{cases}
\end{array}$$

(B-GROUP-ILP)

where $S$ is the SNF of $A$ and $|\det(S)| = \Delta$.

Both problems U-GROUP-ILP and B-GROUP-ILP are special cases of the general group minimization problems U-GROUP-PROB and B–GROUP-PROB, respectively. The following known theorem, due to R. Gomory, gives an algorithm to solve unbounded group problems, and, additionally, gives a bound on the size of an optimal point.
Theorem 9 (R. Gomory [35], see also Chapter 19 of [36]) Let $G$ be a finite Abelian group and $g_0, g_1, \ldots, g_n \in G$. Let us consider the polyhedron $P$, defined as the convex hull of solutions of the following system

$$\begin{align*}
\sum_{i=1}^{n} x_i g_i &= g_0 \\
x &\in \mathbb{Z}_n^{\geq 0}.
\end{align*}$$

(24)

Then, for any vertex $v$ of $P$, the following inequality holds

$$\prod_{i=1}^{n} (1 + v_i) \leq |G|.$$  

(25)

Moreover, for $c \in \mathbb{Z}_n^{\geq 0}$, the problem $\max \{ c^\top x : x \in P \}$ can be solved by an algorithm with the group-operations complexity $O(\min\{n, |G|\} \cdot |G|)$. 

Since any group operation in the U-GROUP-ILP problem has the complexity $\log_2|\det(S)| = \log_2(\Delta)$ and $|G| = |\det(S)| = \Delta$, the arithmetic complexity of the resulting minimization algorithm is $O(n \cdot \Delta \cdot \log(\Delta))$. 

Here, we assume that $n \leq \Delta$, because in the opposite case we have multiple elements in the group constraint that can be erased.

Additionally, from (25) it holds

$$\|v\|_1 \leq \Delta - 1,$$

for some optimal integer solution $v$ of the problem.

Our Theorem 7 gives an algorithm with the same arithmetic complexity $O(n \cdot \Delta \cdot \log(\Delta))$ for both U-GROUP-PROB and B-GROUP-PROB problems. Additionally, the norm of an optimal solution $v$ for any of this problems can be estimated using Theorem 6 of this paper (see Remark 6), it gives the same bound as (25) for the U-GROUP-PROB problem:

$$\|v\|_1 \leq \Delta - 1.$$

In the following Theorem, we generalize Theorem 9 of R. Gomory to characterise lower dimensional faces of $P$.

Theorem 10 Let $P$ be the polyhedron from the definition of Theorem 9. Let $F$ be a $d$-dimensional face of $P$ and $p \in F \cap \mathbb{Z}^n$, then there exists a set of indices $J \subseteq \{1, \ldots, n\}$ such that $|J| \geq n - d$ and

$$\prod_{i \in J} (1 + p_i) \leq \Delta.$$
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Proof We call a point $v \in \mathcal{P} \cap \mathbb{Z}^n$ as $k$-independent if there exist $k$ linearly independent integer vectors $\{r_1, r_2, \ldots, r_k\}$, which satisfy to the system
\[
\begin{aligned}
Gx &= 0 \\
0 \leq x &\leq v \\
x &\in \mathbb{Z}^n,
\end{aligned}
\] (26)
but existence of $k + 1$ such vectors is impossible. Here $Gx$ is a short notation for the sum $\sum_{i=1}^n x_i g_i$.

It can be seen that $p$ is $k$-independent, for some $k \leq d$. Definitely, if there exist $d + 1$ vectors $r_i$ with the described properties, then for each $i \in \{1, \ldots, n\}$ we have $G(p \pm r_i) = g_0$ and $(p \pm r_i) \geq 0$ that contradicts to the fact $p \notin \mathcal{F}$.

Now, let $\mathcal{S}$ be the linear space induced by solutions of the system (26) and assume that there exist a vector $p' \in \mathbb{Z}^n_{\geq 0}$ such that $p' \leq p$. Clearly, $p - p' \in \mathcal{S}$. Since $p$ is $k$-independent, there exist a matrix $R \in \mathbb{Z}^{n \times k}$ of rank $k$ such that $\mathcal{S} = \text{span}(R)$.

Consequently, there exist a vector $\alpha \in \mathbb{Q}^k$ such that $p' = p - R\alpha$.

After a change of the $\alpha$ variables, we can declare that there exists a vector $\alpha \in \mathbb{Q}^k$, such that
\[
p' = p - \left(\frac{I_{k \times k}}{Q}\right)\alpha,
\]
where $I_{k \times k}$ is the $k \times k$ identity matrix and $Q \in \mathbb{Q}^{(n-k) \times k}$. Additionally, we have assumed that $R$ contains non-degenerate sub-matrix in the first $k$ rows.

Since $p, p'$ are integer and $0 \leq p' \leq p$ the vector $\alpha$ can be chosen by at most $\prod_{i=1}^k (p_i + 1)$ variants.

Consequently, if $Gp' = Gp = g_0$ for $0 \leq p' \leq p$, then there are at most $\prod_{i=1}^k (p_i + 1)$ variants to chose $p'$. Hence,
\[
\prod_{i=1}^n (p_i + 1) \leq \Delta \cdot \prod_{i=1}^k (p_i + 1)
\]
that proves the theorem.

Finally, we note that if the group $\mathcal{G}$ is cyclic, then the U-GROUP-PROB problem can be solved faster. For the U-GROUP-ILP problem, it holds, for example, when $\Delta$ is prime.

Theorem 11 Let $\mathcal{G}$ be a finite Abelian cyclic group and $g_0, g_1, \ldots, g_n \in \mathcal{G}$. Let us consider the following problem
\[
c \top \ x \rightarrow \text{min} \\
\begin{aligned}
\sum_{i=1}^n x_i g_i &= g_0 \\
x &\in \mathbb{Z}^n_{\geq 0},
\end{aligned}
\]
where $c \in \mathbb{Z}^n_{\geq 0}$.

Then, all the problems with the all possible r.h.s. values $g_0 \in \mathcal{G}$ can be solved by an algorithm with the group-operations complexity
\[
O(T_{(\min,+)}(2|\mathcal{G}|) \cdot \log|\mathcal{G}| + |\mathcal{G}| \cdot \log|\mathcal{G}|),
\]
where $T_{(\min,+)}(\cdot)$ is the complexity of the $(\min,+)$-convolution problem.
Proof Due to Theorem 9, we have \( \|v\|_1 \leq |G| - 1 \), for some optimal solution \( v \) of the problem. For any \( k \in \{1, \ldots, \lfloor \log_3/2|G|\rfloor \} \) and \( g' \in G \), let us consider the problem
\[
DP(k, g') = \min_{g'' \in G} \{ DP(k - 1, g' - g'') + DP(k - 1, g'') \}.
\]

Clearly, the original problem is equivalent to \( DP(\lfloor \log_3/2|G|\rfloor, g_0) \).

Note that any vector \( x \in \mathbb{Z}_n^+ \) with \( \|x\|_1 \leq (3/2)^k \) can be represented as the sum \( x = x' + x'' \), for \( x', x'' \in \mathbb{Z}_n^+ \) with \( \|\cdot\|_1 \leq (3/2)^{k-1} \). Hence, the value of \( DP(k, g') \), for \( k \geq 2 \), can be computed by the formula
\[
DP(k, g') = \min_{g'' \in G} \{ DP(k - 1, g' - g'') + DP(k - 1, g'') \}.
\]

Since any Abelian cyclic group is isomorphic to \( \mathbb{Z}_r \) (the ring of the numbers \( \{0, 1, \ldots, r - 1\} \) modulo \( r \)), we can assume that \( G = \mathbb{Z}_r \), where \( r = |G| \). Fix \( k \geq 2 \) and define \( \alpha_j = DP(k, j) \), for \( j \in \{0, \ldots, r - 1\} \). Let \( \beta \) be the result of the (min, +)-convolution of the sequences \( \alpha \alpha \) and \( \alpha \alpha \), where \( \alpha \alpha \) is the concatenation of \( \alpha \) with itself. Then, for \( s \in \{0, \ldots, r - 1\} \), we have
\[
\beta_{s+r} = \min_{i \in [0, s+r]} \{(\alpha \alpha)_i + (\alpha \alpha)_{s+r-i}\} = \min_{i \in \mathbb{Z}_r} \{DP(k, i) + DP(k, s - i)\}.
\]

Hence, \( \beta_{s+r} = DP(k, s) \) and the computation of \( DP(k \geq 2, \cdot) \) can be reduced to the (min, +)-convolution.

Let us consider the case \( k = 1 \). Clearly, for any \( g' \in G \setminus \{0\} \), the problem \( DP(1, g') \) is equivalent to the problem of searching \( g' \) in the list \( \{g_1, g_2, \ldots, g_n\} \). After the preprocessing that takes \( O(n \cdot \log n) \) time, it can be done by the binary search in \( O(\log n) \) time. In assumption that \( n \leq \Delta \), the computation of \( DP(1, \cdot) \) takes \( O(\Delta \cdot \log(\Delta)) \) time.

Clearly, the full computational complexity is the same that is stated in the

Theorem. □

Due to [52] and [53], \( T_{(\min, +)}(n) = n^2/2^{\Omega(\sqrt{\log n})} \), so the problem \( U\text{-}\textsc{GROUP-PROB} \) with a cyclic group can be solved by an algorithm with the group-operations complexity bound
\[
\Delta^2 \cdot \frac{1}{2^{\Omega(\sqrt{\log(\Delta)})}},
\]
which is faster, than \( O(n \cdot \Delta \cdot \log(\Delta)) \), due to Theorem 9, for example, when \( n = \Theta(\Delta) \).
5.2 The Class Of Local Problems

**Definition 12** Let us consider the ILP-CF problem. Let $\mathcal{B}$ be some optimal base of the corresponding relaxed LP problem. The ILP-CF problem is *local* if the set of its optimal solutions coincides with the set of optimal solutions of the following local problem

$$
c^\top x \to \max
\begin{cases}
A_B x \leq b_B \\
x \in \mathbb{Z}^n
\end{cases}
$$

(LOCAL-ILP)

that is induced from the original problem by omitting all the inequalities, except $A_B x \leq b_B$.

**Lemma 12** Consider the ILP-CF problem, let $\Delta = \Delta(A)$, $\mathcal{B}$ and $v = A_B^{-1}b_B$ be the corresponding LP base and optimal LP vertex, and $\overline{\mathcal{B}} = \{1, \ldots, m + n\} \setminus \mathcal{B}$. Let, additionally, $z_{loc}$ be any optimal vertex of $\mathcal{P}_I(A_B, b_B)$.

Then, $\|A_{\overline{\mathcal{B}}}(z_{loc} - v)\|_\infty \leq \Delta - 1$.

**Proof** Let $y = b_B - A_B z_{loc}$. Due to Lemma 4, the LOCAL-ILP problem is equivalent to the group minimization problem $U$-GROUP-ILP. Hence, by Theorem 9,

$$
\prod_{i=1}^n (1 + y_i) \leq \Delta,
$$

and, consequently, $\|y\|_1 \leq \Delta - 1$. Finally, for any $i$,

$$
|(A_{\overline{\mathcal{B}}})_i(z_{loc} - v)| = |(A_{\overline{\mathcal{B}}})_i A_B^{-1} y| \leq \frac{\Delta}{\delta} 1^\top y < \Delta.
$$

\[\square\]

**Corollary 10** If $b_B - A_{\overline{\mathcal{B}}} v \geq (\Delta - 1) 1$, then the ILP-CF problem is local for any $c \in \text{cone}(A_B^\top)$.

**Proof** Let $z_{loc}$ be any optimal vertex of $\mathcal{P}_I(A_B, b_B)$ with respect to $c$. We are going to show that $z_{loc}$ satisfies the inequalities $A_B x \leq b_B$. It implies that we can solve the LOCAL-ILP problem instead of the ILP-CF problem and that the ILP-CF problem is local.

Due to previous Lemma 12, we have $|A_{\overline{\mathcal{B}}}(v - z_{loc})| \leq (\Delta - 1) 1$. Due to the Corollary assumptions, we have

$$
b_B - A_{\overline{\mathcal{B}}} z_{loc} = A_{\overline{\mathcal{B}}}(v - z_{loc}) + b_B - A_{\overline{\mathcal{B}}} v \geq 0.
$$

\[\square\]

**Theorem 12** Let $z$ be an integer optimal vertex of the local ILP-CF problem, $\mathcal{B}$ be an optimal base of the relaxed problem, $\overline{\mathcal{B}} = \{1, \ldots, n + m\} \setminus \mathcal{B}$, $v = A_B^{-1} b_B$, $\Delta = \Delta(A)$ and $\Delta_B = |\det(A_B)|$. Then, the following statements hold:
1. \( \| A(v - z) \|_0 \leq \log_2(\Delta_B) + m, \)
\( \| A(v - z) \|_1 \leq (\Delta_B - 1) + m(\Delta - 1), \)
\( \| A(v - z) \|_\infty \leq \Delta - 1; \)
2. \( \| b - Az \|_0 \leq \log_2(\Delta_B) + m, \)
\( \| b - Az \|_1 \leq (\Delta_B - 1) + m(\Delta - 1) + \| b_B - A_Bv \|_1, \)
\( \| b - Az \|_\infty \leq \Delta - 1 + \| b_B - A_Bv \|_\infty; \)
3. The point \( z \) lies on a face of \( P, \) whose dimension is bounded by \( \log_2(\Delta_B); \)
4. The problem can be solved by an algorithm with the arithmetic complexity bound
\[
O(n \cdot \Delta_B \cdot \log(\Delta_B)).
\]

If, additionally, the system \( Ax \leq b \) is \( v \)-normalized, then
1. \( \| z \|_0 \leq 2 \log_2(\Delta_B), \| z \|_1 < 2\Delta_B^2 \log_2(\Delta_B), \| z \|_\infty < \Delta_B^2; \)
2. \( \| v - z \|_0 \leq 2 \log_2(\Delta_B), \| v - z \|_1 < \Delta_B^2 \log_2(\Delta_B), \| v - z \|_\infty < \Delta_B^2 / 2. \)

Proof Let \( y = b_B - A_Bz = A_B(v - z). \) By the inequality (25), we have \( \| y \|_0 \leq \log_2(\Delta_B) \) and \( \| y \|_1 \leq \Delta_B - 1. \)

Since \( A(v - z) = \begin{pmatrix} y \\ A_B(v - z) \end{pmatrix}, \) the inequalities of Statement 1 follow from Lemma 12.

The inequalities from Statement 2 follow from the equalities \( b - Az = A(v - z) + b - Av \) and \( b - A_Bv = 0. \)

Statement 3 follows from the inequality \( \| y \|_0 \leq \log_2(\Delta_B) \) and from the locality property.

Now, assume that the system \( Ax \leq b \) is \( v \)-normalized. Due to Lemma 3, \( \| v - z \|_0 = \| A_B^{-1}y \|_0 \leq 2 \log_2(\Delta_B). \) Note that \( \| A_B^{-1}b_B \|_0 \leq \log_2(\Delta_B), \) so \( \| z \|_0 = \| A_B^{-1}(b_B - y) \|_0 \leq 2 \log_2(\Delta_B). \)

Since \( \| b_B - y \|_1 \leq 2(\Delta_B - 1), \) by Lemma 3, we have
\[
\| z \|_\infty \leq \| A_B^{-1}(b_B - y) \|_\infty \leq (\Delta_B - 1)\Delta_B < \Delta_B^2 \quad \text{and}
\| v - z \|_\infty \leq \| A_B^{-1}y \|_\infty \leq \frac{(\Delta_B - 1)\Delta_B}{2} < \Delta_B^2 / 2.
\]

Now, the inequalities \( \| z \|_1 < 2\Delta_B^2 \log_2(\Delta_B) \) and \( \| v - z \|_1 < \Delta_B^2 \log_2(\Delta_B) \) are trivial. \( \square \)

5.3 Applications For The Simplex Integer Feasibility, Unbounded Knapsack, and Unbounded Subset-Sum Problems

Let \( A \in \mathbb{Z}^{(n+1) \times n}, \) \( b \in \mathbb{Z}^{n+1}, \) and \( \mathcal{P} = \mathcal{P}(A, b) \) be a simplex. Let \( B \) be some base of \( A, \) \( v_B = A_B^{-1}b_B \) be the corresponding vertex and \( \Delta_B = |\det(A_B)|. \) Consider the remaining inequality \( a^\top x \leq a_0 \) of the system \( Ax \leq b. \) Then, clearly, \( \mathcal{P} \cap \mathbb{Z}^n \neq \emptyset \) if and only if, then the optimum value of the problem
\[
a^\top x \to \max
\]
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\[
\begin{cases}
A_B x \leq b_B \\
x \in \mathbb{Z}^n
\end{cases}
\]

is at most $a_0$.

Moreover, if $P \cap \mathbb{Z}^n \neq \emptyset$, then the minimum of $a^T x$ attains at some vertex of $P_I(A_B, b_B)$. Consequently, from results of Subsection 5.1, we have

**Theorem 13** The feasibility problem for the intersection of the simplex $P$ with the integer lattice $\mathbb{Z}^n$ can be solved by an algorithm with the arithmetic complexity bound

\[O(n \cdot \Delta_{\text{min}} \cdot \log(\Delta_{\text{min}})),\]

where $\Delta_{\text{min}}$ is minimal $n \times n$ minor of $A$ by an absolute value.

Moreover, for any vertex $v_B$ of $P$ and the corresponding base $B$ there exist a vertex $z$ of $P_I(A, b)$ such that:

1. The vertex $z$ lies on a $d$-dimensional face of $P$ with $d \leq \log_2(\Delta_B)$;
2. $\|A(v_B - z)\|_0 \leq 1 + \log_2(\Delta_B)$, $\|A(v_B - z)\|_1 \leq \Delta_B + \Delta - 2$, $\|A(v_B - z)\|_\infty \leq \Delta - 1$;
3. $\|b - Az\|_0 \leq 1 + \log_2(\Delta_B)$.

In particular, $P_I$ is always contains a vertex $z$ with $\|b - Az\|_0 \leq 1 + \log_2(\Delta_{\text{min}})$ and etc.

Additionally, if the system $Ax \leq b$ is $v$-normalized, then

1. $\|z\|_0 \leq 2 \log_2(\Delta_B)$, $\|z\|_1 < 2\Delta_B^2 \log_2(\Delta_B)$, $\|z\|_\infty < \Delta_B^2$,
2. $\|v_B - z\|_0 \leq 2 \log_2(\Delta_B)$, $\|v_B - z\|_1 < \Delta_B^2 \log_2(\Delta_B)$, $\|v_B - z\|_\infty < \Delta_B^2/2$.

Now, let us consider the unbounded Knapsack and Subset-Sum problems:

\[
\begin{cases}
c^T x \rightarrow \max \quad \text{(U-KNAP)} \\
w^T x = W \\
x \in \mathbb{Z}_0^n
\end{cases}
\]

where $c, w \in \mathbb{Z}_0^n$ and $W \in \mathbb{Z}_{>0}$. Let, additionally, $w_{\text{min}} = \min_i \{w_i\}$, $w_{\text{max}} = \max_i \{w_i\}$. Let additionally $w_{\text{opt}}$ be the weight of an item with an optimal relative cost:

\[
\frac{c_j}{w_j} = \min_{i \in \{1, \ldots, n\}} \left\{ \frac{c_i}{w_i} \right\} \quad \text{and} \quad w_{\text{opt}} := w_j,
\]

or, in other words, $w_{\text{opt}}$ corresponds to the optimal solution of the relaxed LP Knapsack problem.

We are going to show two facts with very short proofs:

**Theorem 14** The $U$-SUBSET-SUM problem can be solved by an algorithm with the following arithmetic complexity bound

\[O\left(\frac{w_{\text{min}}^2}{2^{\Omega(\sqrt{\log(w_{\text{min}})})}}\right).\]
Moreover, the U-SUBSET-SUM problem’s polyhedron contains a vertex $z \in \mathbb{Z}^n_{\geq 0}$ with
\[ \|z\|_0 \leq \log_2(w_{\text{min}}) + 1, \quad \|z\|_1 \leq w_{\text{min}} + w_{\text{max}} - 2, \quad \|z\|_{\infty} \leq w_{\text{max}} - 1. \]

**Theorem 15** If $W \geq w_{\text{opt}}^2$, then the U-KNAP problem can be solved by algorithms with the arithmetic complexity bounds
\[ O(n \cdot w_{\text{opt}}) \quad \text{and} \quad O(w_{\text{opt}}^2 \cdot \frac{1}{2^{\Omega(\sqrt{\log(w_{\text{opt}})})}}). \]

Consequently, any U-KNAP problem can be solved by an algorithm with the arithmetic complexity $O(n \cdot w_{\text{opt}}^2)$.

**Proof of Theorem 14:**

**Proof** Assume that $w_{\text{min}} = w_1$. Then, the original U-SUBSET-SUM problem is equivalent to the group minimization problem
\[
\begin{align*}
x_1 &\rightarrow \max \\
\left\{ \sum_{i=2}^{n} w_i x_i \equiv W \pmod{w_1} \right\} \\
x &\in \mathbb{Z}^n_{\geq 0}.
\end{align*}
\]

The last problem is clearly equivalent to the group minimization problem
\[
\begin{align*}
-W + \sum_{i=2}^{n} w_i x_i &\rightarrow \min \\
\left\{ \sum_{i=2}^{n} w_i x_i \equiv W \pmod{w_1} \right\} \\
x &\in \mathbb{Z}^{n-1}_{\geq 0}.
\end{align*}
\]

Since the group is cyclic, due to Theorem 11, the problem U-SUBSET-SUM can be solved for the all r.h.s. $W \in \{0, \ldots, w_1 - 1\}$ by an algorithm with the arithmetic complexity $O(w_1^2 \cdot \frac{1}{2^{\Omega(\sqrt{\log(w_1)})}})$.

Finally, due to Lemma 5, the original problem corresponds to the integer feasibility problem on simplex, defined by a system $Ax \leq b$, for $A \in \mathbb{Z}^{n \times (n-1)}$ and $b \in \mathbb{Z}^{n-1}$.

Due to Theorem 1, there exists a base $B$ with $|\det(A_B)| = w_{\text{min}}$. Hence, by Theorem 13, there exists an integer vertex $z$ with slacks $y = b - Az$, such that
\[ \|y\|_0 \leq 1 + \log_2(w_{\text{min}}), \quad \|y\|_1 \leq w_{\text{min}} + w_{\text{max}} - 2, \quad \|y\|_{\infty} \leq w_{\text{max}} - 1. \]

Since the slacks $y$ correspond to variables of the original U-SUBSET-SUM problem, the proof is finished. \qed

**Proof of Theorem 15.**

**Proof** Assume, that $w_1 = w_{\text{opt}}$. Again, due to Lemma 5, the original problem is equivalent to the problem
\[
\begin{align*}
\tilde{c}^\top x &\rightarrow \max \\
\left\{ Ax \leq b \\
x &\in \mathbb{Z}^{n-1} \right\},
\end{align*}
\]
where $A \in \mathbb{Z}^{n \times (n-1)}$, $b \in \mathbb{Z}^n$, and $\hat{c} \in \mathbb{Z}^{n-1}$. Due to Theorem 1, there exists a base $B$, such that $|\det(A_B)| = w_1$. Let $a^T x \leq a_0$ be the remaining inequality of the system and $v = A_B^{-1} b_B$. Then, by Corollary 10, if $a_0 - a^T v \geq w_1 - 1$, then the problem (27) is local.

Now, let us consider the optimal LP vertex $x^*$ of the original problem U-KNAP. Due to correspondence between the problems U-KNAP and (27), we have $a_0 - a^T v = x_1^*$. Hence, if $W \geq w_1^2$, then $a_0 - a^T v = x_1^* \geq w_1$, and, consequently, the constrained $x_1 \geq 0$ is redundant.

So, by analogy with the previous proof, the original problem is equivalent to the group minimization problem

$$
\sum_{i=2}^{n} w_i x_i \to \min \\
\{ \sum_{i=2}^{n} w_i x_i \equiv W \pmod{w_1} \\
x \in \mathbb{Z}^{n-1}_{\geq 0}.
$$

So, due to Theorems 9 and 11, the problem can be solved by algorithms with the appropriate complexity bounds.

Finally, if $W \leq w_1^2$, then, due to [59], we can apply an algorithm with the arithmetic complexity bound $O(n \cdot W)$ to achieve the guaranteed complexity $O(n \cdot w_{opt}^2)$. $\square$

### 5.4 The Number Of Empty Simplices

We say that two simplices $S$ and $S'$ are integer-equivalent if there exists an affine transformation $T(x) = Qx + q$, where $Q$ is a unimodular $n \times n$ matrix and $q \in \mathbb{Z}^n$ is an integer translation, such that $S' = T(S)$.

We say that a $n$-dimensional simplex $S$ is $\Delta$-modular if $S$ is defined in the following way: $S = \mathcal{P}(A, b)$ for $A \in \mathbb{Z}^{(n+1) \times n}$, $b \in \mathbb{Z}^{n+1}$, rank$(A) = n$, and $\Delta = \Delta(A)$. We say that a simplex $S$ is empty if $S \cap \mathbb{Z}^n = \emptyset$.

**Theorem 16** Let $\Delta \leq n$, then the number of $n$-dimensional $\Delta$-modular simplices modulo the integer-equivalence relation is bounded by

$$
O \left( \frac{n}{\Delta} \right)^{\Delta-1} \cdot \Delta^{\log_2(\Delta)+2},
$$

which is a $(\Delta - 1)$-degree polynomial on $n$, for fixed $\Delta$.

**Proof** Let $S = \mathcal{P}(A, b)$ be an arbitrary $n$-dimensional $\Delta$-modular simplex, where $A \in \mathbb{Z}^{(n+1) \times n}$, rank$(A) = n$, and $b \in \mathbb{Z}^{n+1}$. W.l.o.g. we can assume that the system $Ax \leq b$ is $B$-normalized, where $B = \{1, \ldots, n\}$ and $|\det(A_B)| = \Delta$.

Due to properties of normalised systems (see Subsection 1.4), we have that $0 \leq b_B \leq \text{diag}(A_B)$, $A_B$ is reduced to the HNF, and has the form

$$
A_B = \begin{pmatrix} I_{s \times s} & 0_{s \times t} \\ H & T \end{pmatrix},
$$

where

$$
T = \begin{pmatrix} A_{s+1 \times s+1} & 0 & \ldots & 0 \\ A_{s+2 \times s+1} & A_{s+2 \times s+2} & \ldots & 0 \\ & \cdots & \cdots & \cdots \\ A_{n \times s+1} & A_{n \times s+2} & \ldots & A_{n \times n} \end{pmatrix}.
$$
Here, the columns of $H$ are lexicographically sorted, $s$ is the number of 1-s on the diagonal of $A_B$, and $t$ is the number of elements that are not equal 1. Clearly, $s + t = n$ and $t \leq \log_2(\Delta)$.

Since any column $h$ of $H$ has the property $0 \leq h \leq \text{diag}(A_B)$, $H$ are lexicographically sorted, we have that the number of different matrices $H$ is bounded by

$$\left(\frac{s + \Delta - 1}{\Delta - 1}\right)^{\Delta - 1} \leq \left(\frac{e \cdot (s + \Delta - 1)}{\Delta - 1}\right)^{\Delta - 1} = O\left(\frac{n}{\Delta}\right)^{\Delta - 1}.$$  

In a similar way, the number of different matrices $T$ is roughly estimated as

$$\Delta^{t-1} \leq \Delta^{\log_2(\Delta)-1}.$$  

Hence, the total number of sub-systems $A_Bx \leq b_B$ can be roughly estimated as

$$O\left(\frac{n}{\Delta}\right)^{\Delta - 1} \cdot \Delta^{\log_2(\Delta)}.$$  

Next, we need to estimate the number of ways, how to chose the last line $A_{n+1}x \leq b_{n+1}$ of the system $Ax \leq b$. Denote $c = A_{n+1}^\top$ and $c_0 = b_{n+1}$. Since $S$ is a simplex, we have that $-c = A_B^\top \alpha$, for some $\alpha \in \mathbb{R}^n$. Since $\Delta(A) = \Delta$, we have that $\alpha \in (0,1]^n$. Hence, $-c$ is an element of the set

$$\mathcal{M} \cap \mathbb{Z}^n,$$

where $\mathcal{M} = \{A_B^\top x : x \in (0,1]^n\}$.

Clearly, $|\mathcal{M} \cap \mathbb{Z}^n| \leq \Delta$, so there are at most $\Delta$ ways to chose $c$.

Finally, we need to estimate the number of ways to chose $c_0$. Let $v = A_B^{-1}b_B$ be a vertex of $S$ corresponding to the base $B$. Clearly, $c_0$ can be represented as $c_0 = [c^\top v] + \tau$, for $\tau \in \mathbb{Z}_{\geq 0}$. Since $S \cap \mathbb{Z}^n = \emptyset$, due to Corollary 10, $\tau \leq \Delta$.

Consequently, the number of different systems

$$(A_B^\top c) x \leq (b_B \ c_0)$$

defining the simplex $S$, is bounded by

$$O\left(\frac{n}{\Delta}\right)^{\Delta - 1} \cdot \Delta^{\log_2(\Delta)+2}.$$  

\[ \square \]

### 5.5 The Average Case Analysis

In this Subsection, we follow to [18]. For functions $g, h : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$, we write

$$g \sim h \text{ if } \lim_{t \to \infty} \frac{g(t)}{h(t)} = 1 \quad \text{and} \quad g \lesssim h \text{ if } \limsup_{t \to \infty} \frac{g(t)}{h(t)} \leq 1.$$  

For a $n$-dimensional set $\mathcal{P} \subseteq \mathbb{R}^n$, we denote the $n$-dimensional Lebesgue measure by $\text{vol}_n(\mathcal{P})$.

The next Lemma is given in [18], and it is a variation of classical known results in the Ehrhart theory, see, for instance, [92, Theorem 7] and [93, Theorem 1.2].

**Lemma 13** Let $\mathcal{P} \subseteq \mathbb{R}^n$ be a $m$-dimensional rational polytope and $\Lambda \subseteq \mathbb{Z}^n$ be a $n$-dimensional affine lattice. There exists a constant $\eta_{\mathcal{P}, \Lambda} > 0$, such that $|\Lambda \cap t \cdot \mathcal{P}| \lesssim \eta_{\mathcal{P}, \Lambda} \cdot t^m$. If $m = n$, then $\eta_{\mathcal{P}, \Lambda} = \text{vol}_m(\mathcal{P})/\det \Lambda$ and $|\Lambda \cap t \cdot \mathcal{P}| \sim \eta_{\mathcal{P}, \Lambda} \cdot t^n$.  


5.5.1 The ILP Problems In The Canonical Form

Let us fix a matrix $A \in \mathbb{Z}^{(n+m)\times n}$ of rank $n$ and consider the polyhedron, related to the ILP-CF problem, parameterized by $b \in \mathbb{Z}^m$:

$$\mathcal{P}(b) = \{x \in \mathbb{R}^n : Ax \leq b\} \quad \text{and} \quad \mathcal{P}_I(b) = \text{conv.hull}(\mathcal{P}(b) \cap \mathbb{Z}^n).$$

Let again $\Delta = \Delta(A)$. For any feasible base $B$, we denote $\Delta_B = |\det(A_B)|$, $\overline{B} = \{1, \ldots, n+m\} \setminus B$ and

$$\mathcal{P}(b, B) = \{x \in \mathbb{R}^n : A_B x \leq b_B\} \quad \text{and} \quad \mathcal{P}_I(b, B) = \text{conv.hull}(\mathcal{P}(b, B) \cap \mathbb{Z}^n).$$

Here, $\mathcal{P}(b, B)$ is the corner polyhedron, related to $B$, and $\mathcal{P}_I(b, B)$ is the convex hull of its integer points. Additionally, denote $v_B = A_B^{-1}b_B$ for the unique vertex of $\mathcal{P}(b, B)$.

Presenting the next definition, we follow to the works [17, 18, 47].

**Definition 13** Let $\mathcal{L}$ be an arbitrary $n$-dimensional sublattice of $\mathbb{Z}^n$ and $\Omega_{\mathcal{L}, t} = \{b \in \mathcal{L} : \|b\|_\infty \leq t\}$. Then, for $A \subseteq \mathbb{Z}^n$, we define

$$\Pr_{\mathcal{L}, t}(A) = \frac{|A \cap \Omega_{\mathcal{L}, t}|}{|\Omega_{\mathcal{L}, t}|} \quad \text{and} \quad \Pr_{\mathcal{L}}(A) = \liminf_{t \to \infty} \Pr_{\mathcal{L}, t}(A).$$

For $\mathcal{L} = \mathbb{Z}^n$, we simply denote $\Pr(A) = \Pr_{\mathcal{L}}(A)$.

The conditional probability of $A$ with respect to $\mathcal{G}$ is denoted by the formula

$$\Pr_{\mathcal{L}}(A \mid \mathcal{G}) = \frac{\Pr_{\mathcal{L}}(A \cap \mathcal{G})}{\Pr_{\mathcal{L}}(\mathcal{G})}.$$ 

As it was noted in [47], the functional $\Pr(A)$ is not formally a probability measure, but rather a lower density function found from number theory.

**Theorem 17**

Let $\mathcal{F} = \{b \in \mathbb{Z}^{n+m} : \mathcal{P}(b) \neq \emptyset\}$ and

$$\mathcal{G} = \{b \in \mathcal{F} : \forall B - \text{feasible base}, b_B - A_B v \geq (\Delta_B - 1) \cdot 1\}.$$ 

Then $\Pr(\mathcal{G} \mid \mathcal{F}) = 1$ and, for any $b \in \mathcal{G}$ and $c \in \mathbb{Z}^n$, the ILP problem $\max\{c^\top x : x \in \mathcal{P}(b) \cap \mathbb{Z}^n\}$ is local.

Consequently, for any $b \in \mathcal{G}$ and for any vertex $z$ of $\mathcal{P}_I(b)$, there exists a base $B$, such that $z$ is a vertex of $\mathcal{P}_I(b, B)$, and

1. $\|A(v_B - z)\|_0 \leq \log_2(\Delta_B) + m,$
   $\|A(v_B - z)\|_1 \leq (\Delta_B - 1) + m \cdot (\Delta - 1),$ 
   $\|A(v_B - z)\|_\infty \leq \Delta - 1;$
2. $\|b - Az\|_0 \leq \log_2(\Delta_B) + m,$
   $\|b - Az\|_1 \leq (\Delta_B - 1) + m \cdot (\Delta - 1) + \|b_B - A_B v\|_1,$ 
   $\|b - Az\|_\infty \leq \Delta - 1 + \|b_B - A_B v\|_\infty;$
3. The point $z$ lies on a face of $\mathcal{P}(b)$, whose dimension is bounded by $\log_2(\Delta_B)$.
4. For any \( c \in \mathbb{Z}^n \) the ILP-CF problem \( \max\{c^T x : x \in \mathcal{P}_1(b)\} \) can be solved by an algorithm with the arithmetic complexity bound \( O(n \cdot \Delta \cdot \log(\Delta)) \).

Additionally, if the system \( Ax \leq b \) is \( \mathcal{B} \)-normalized, then the following statements hold for \( z \):

1. \( \|z\|_0 \leq 2 \log_2(\Delta_{\mathcal{B}}), \|z\|_1 < 2\Delta_{\mathcal{B}}^2 \log_2(\Delta_{\mathcal{B}}), \|z\|_\infty < \Delta_{\mathcal{B}}^2 \).
2. \( \|v_{\mathcal{B}} - z\|_0 \leq 2 \log_2(\Delta_{\mathcal{B}}), \|v_{\mathcal{B}} - z\|_1 < (\Delta_{\mathcal{B}})^2 \log_2(\Delta_{\mathcal{B}}), \|v_{\mathcal{B}} - z\|_\infty < (\Delta_{\mathcal{B}})^2 / 2 \).

**Proof** Due to Corollary 10, if \( b \in \mathcal{G} \), then the ILP-CF problem is local. Since all the properties follows from Theorem 12, we just need to prove that

\[
\Pr(\mathcal{G} | \mathcal{F}) = 1.
\]

Let \( \mathcal{L} = \mathbb{Z}^{n+m} \) and \( \overline{\mathcal{L}} = \mathcal{L} \setminus \mathcal{G} \), it follows from the definition of \( \mathcal{G} \) that

\[
\overline{\mathcal{G}} \cap \mathcal{F} \subseteq \bigcup_{\mathcal{B} \subseteq \{1, \ldots, n+m\}} \bigcup_{j \in \mathcal{B}} \bigcup_{r=0}^{\Delta_{\mathcal{B}} \cdot (\Delta - 2)} \{ b \in \mathcal{F} : \mathcal{B} \text{ is feasible and } \Delta_{\mathcal{B}} b_j = A_j A_{\mathcal{B}}^* b_{\mathcal{B}} + r \}.
\]

We are going to prove that

\[
\Pr_A(\overline{\mathcal{G}} | \mathcal{F}) = \frac{\Pr_{\mathcal{L}}(\overline{\mathcal{G}} \cap \mathcal{F})}{\Pr_{\mathcal{L}}(\mathcal{F})} = \liminf_{t \to \infty} \frac{|\Omega_{\mathcal{L}, t} \cap \overline{\mathcal{G}} \cap \mathcal{F}|}{|\Omega_{\mathcal{L}, t} \cap \mathcal{F}|} = 0. \tag{29}
\]

Here, we assume that

\[
\Pr_{\mathcal{L}}(\mathcal{F}) = \liminf_{t \to \infty} \frac{|\Omega_{\mathcal{L}, t} \cap \mathcal{F}|}{|\Omega_{\mathcal{L}, t}|} > 0. \tag{30}
\]

The correctness of this assumption will be shown later.

The formula (28) implies that the r.h.s. part of (29) is at most

\[
\sum_{B \subseteq \{1, \ldots, m\}} \sum_{j \in \mathcal{B}} \sum_{r=0}^{\Delta_{\mathcal{B}} \cdot (\Delta - 2)} \left| \left\{ b \in \Omega_{\mathcal{L}, t} \cap \mathcal{F} : \mathcal{B} \text{ is feasible and } \Delta_{\mathcal{B}} b_j = A_j A_{\mathcal{B}}^* b_{\mathcal{B}} + r \right\} \right|. \tag{31}
\]

Let us denote

\[
\mathcal{P}_t = \{ b \in \mathbb{R}^{n+m} : \|b\|_\infty \leq t, A_{\mathcal{B}} v_{\mathcal{B}} \leq b_{\mathcal{B}} \}.
\]

Then, \( |\Omega_{\mathcal{L}, t} \cap \mathcal{F}| \geq |\mathcal{L} \cap \mathcal{P}_t| \), so the value of (31) is at most

\[
\sum_{B \subseteq \{1, \ldots, m\}} \sum_{j \in \mathcal{B}} \sum_{r=0}^{\Delta_{\mathcal{B}} \cdot (\Delta - 2)} \left| \left\{ b \in \mathcal{L} \cap \mathcal{P}_t : \Delta_{\mathcal{B}} b_j = A_j A_{\mathcal{B}}^* b_{\mathcal{B}} + r \right\} \right|. \tag{32}
\]

Clearly, \( \mathcal{P}_t = t \cdot \mathcal{P}_1 \) and \( \dim(\mathcal{P}_1) = n + m \), for sufficiently large \( t \), because \( \dim(\mathcal{P}) = n + m \). Consequently, \( \mathcal{L} \cap \mathcal{P}_t \neq \emptyset \), for sufficiently large \( t \).

Let us fix a base \( \mathcal{B} \), an index \( j \in \mathcal{B} \), a value \( r \in \{0, \ldots, \Delta_{\mathcal{B}} \cdot (\Delta - 2)\} \) and consider the fraction in the r.h.s. of (32):

\[
\frac{|\mathcal{L} \cap t \cdot \mathcal{P}_1 \cap \{ b \in \mathbb{R}^{n+m} : \Delta_{\mathcal{B}} b_j = A_j A_{\mathcal{B}}^* b_{\mathcal{B}} + r \}|}{|\mathcal{L} \cap t \cdot \mathcal{P}_1|}. \tag{33}
\]
Clearly, the intersection \( \mathcal{L} \cap \{ b \in \mathbb{R}^{n+m} : \Delta_B b_j = A_j A_B b_B + r \} \) induces a new \((n + m - 1)\)-dimensional affine lattice \( \mathcal{L}' \). Hence, due to Lemma 13, the ratio (33) is at most
\[
\frac{\left| \mathcal{L}' \cap t \cdot \mathcal{P}_1 \right|}{\left| \mathcal{L} \cap t \cdot \mathcal{P}_1 \right|} \lesssim \frac{\text{const}}{t},
\]
where \( \text{const} = \frac{\eta_{\mathcal{P}_1, \mathcal{L}'}}{\eta_{\mathcal{P}_1, \mathcal{L}}} \).

Additionally, as it was shown before,
\[
\frac{|\Omega_{\mathcal{L}, t} \cap \mathcal{F}|}{|\Omega_{\mathcal{L}, t}|} \geq \frac{\left| \mathcal{L} \cap t \cdot \mathcal{P}_1 \right|}{\left| \mathcal{L} \cap t \cdot B_\infty \right|} > 0, \quad \text{for sufficiently large } t > 0,
\]
where \( B_\infty \) denotes the unit ball with respect to the \( l_\infty \)-norm. The last fact proves the correctness of the assumption (30).

Finally, we have
\[
\frac{|\Omega_{\mathcal{L}, t} \cap \overline{\mathcal{G}} \cap \mathcal{F}|}{|\Omega_{\mathcal{L}, t} \cap \mathcal{F}|} \lesssim m \cdot \left( \frac{n + m}{n} \right) \cdot \Delta^2 \cdot \frac{\eta_{\mathcal{P}_1, \mathcal{L}'}}{\eta_{\mathcal{P}_1, \mathcal{L}}} \cdot \frac{1}{t} = O(1/t),
\]
and consequently
\[
\Pr_{\Lambda}(\overline{\mathcal{G}} | \mathcal{F}) = 0.
\]

\[ \square \]

Remark 8 Proving this theorem, we partially followed to the work [47]. The main difference is that the paper [47] uses a wider set \( \mathcal{G} \), given by
\[
\mathcal{G} = \{ b \in \mathbb{Z}^{n+m} : \text{Either } \mathcal{P}(b) = \emptyset \text{ or } \forall B - \text{feasible base, } b_B - A_B v \geq (n \Delta)^2 \cdot 1 \}.
\]
Additionally, we consider the conditional probability \( \Pr(\mathcal{G} | \mathcal{F}) \) that assumes the feasibility of \( \mathcal{P}(b) \), while the paper [47] proves only \( \Pr(\mathcal{G}) = 1 \).

We note that the paper [18] gives a much stronger analysis than [47], but for the narrow class of the CLASSIC-ILP-SF problem.

5.5.2 The ILP Problems In The Standard Form

A similar result can be easily proved for the generalized ILP problem in the standard form ILP-SF, due to the reduction Lemma 5.

Again, let us fix matrices \( A \in \mathbb{Z}^{m \times n} \) of rank \( m \), \( G \in \mathbb{Z}^{(n-m) \times n} \), and \( S \in \mathbb{Z}^{(n-m) \times (n-m)} \) be some matrix reduced to the SNF. For \( b \in \mathbb{Z}^m \) and \( g \in \mathbb{Z}^{n-m} \), we consider the parametric polyhedron
\[
\mathcal{P}(b) = \{ x \in \mathbb{R}^n_{\geq 0} : Ax = b \} \quad \text{and}
\mathcal{P}_I(b, g) = \text{conv.hull}(\mathcal{P}(b) \cap \{ x \in \mathbb{Z}^n : Gx \equiv g \pmod{S} \}).
\]

Additionally, we will use the following symbols \( \Delta^* = \Delta(A) \cdot |\det(S)|, v_B = A_B^{-1} b, \Delta_B = |\det(A_B)| \) and \( \Delta^*_B = \Delta_B \cdot |\det(S)|. \)
Theorem 18

Let \( \mathcal{F} = \left\{ \left( \begin{array}{c} b \\ g \end{array} \right) \in \mathbb{Z}^n : \mathcal{P}(b) \neq \emptyset \right\} \) and

\[
\mathcal{G} = \left\{ \left( \begin{array}{c} b \\ g \end{array} \right) \in \mathcal{F} : \forall \mathcal{B} - \text{feasible base of } \mathcal{P}(b), v_{\mathcal{B}} \geq (\Delta_{\mathcal{B}}^* - 1) \cdot 1 \right\}.
\]

Then \( \Pr(\mathcal{G} \mid \mathcal{F}) = 1 \). And, for any \( \left( \begin{array}{c} b \\ g \end{array} \right) \in \mathcal{G} \) and any vertex \( z \) of \( \mathcal{P}_I(b, g) \), there exists a feasible base \( \mathcal{B} \) of \( \mathcal{P}(b) \), such that

1. \( \| v_{\mathcal{B}} - z \|_0 \leq \log_2(\Delta_{\mathcal{B}}^*) + m \),
2. \( \| v_{\mathcal{B}} - z \|_1 \leq (\Delta_{\mathcal{B}} - 1) + m \cdot (\Delta^* - 1) \),
3. \( \| v_{\mathcal{B}} - z \|_{\infty} \leq \Delta^* - 1 \),

Proof Due to the proof of Lemma 5, the original problem is equivalent to the problem

\[
\hat{c}^\top \hat{x} \rightarrow \max \\
-P^{-1}(0,S) \hat{x} \leq P^{-1} \left( \begin{array}{c} b \\ g \end{array} \right) \\
\hat{x} \in \mathbb{Z}^d,
\]

where \( P = \left( \begin{array}{c} A \\ G \end{array} \right) \). Now, the proof follows to the proof of Theorem 17 with respect to the lattice \( \mathcal{L} = \Lambda(P^{-1}) = \mathbb{Z}^n \). \( \square \)

Due to Remark 1, the CLASSIC-ILP-SF problem can be easily reduced to the ILP-SF problem with \( S = I \) and \( |\text{det}(S)| = 1 \). Consequently, we automatically obtain the following Corollary:

Corollary 11

Let \( \mathcal{F} = \{ b \in \mathbb{Z}^m : \mathcal{P}(b) \neq \emptyset \} \) and

\[
\mathcal{G} = \left\{ b \in \mathcal{F} : \forall \mathcal{B} - \text{feasible base of } \mathcal{P}(b), v_{\mathcal{B}} \geq (\Delta_{\mathcal{B}} - 1) \cdot 1 \right\}.
\]

Then \( \Pr(\mathcal{G} \mid \mathcal{F}) = 1 \). And, for any \( b \in \mathcal{G} \) and any vertex \( z \) of \( \mathcal{P}_I(b) \), there exists a feasible base \( \mathcal{B} \) of \( \mathcal{P}(b) \), such that

1. \( \| v_{\mathcal{B}} - z \|_0 \leq \log_2(\Delta_{\mathcal{B}}) + m \),
2. \( \| v_{\mathcal{B}} - z \|_1 \leq (\Delta_{\mathcal{B}} - 1) + m \cdot (\Delta - 1) \),
3. \( \| v_{\mathcal{B}} - z \|_{\infty} \leq \Delta - 1 \),

for any \( c \in \mathbb{Z}^n \), the ILP-SF problem can be solved by an algorithm with the arithmetic complexity bound \( O((n - m) \cdot \Delta \cdot \log_2(\Delta)) \).
Results of the last Corollary are not new, they have been previously proven in work [18]. Moreover, the paper [18] gives probability distributions of the related sparsity and proximity functions.
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**Appendix**

**Proof of the Lemma 3.**

*Proof* The structure of $A_B^*$ directly follows from the triangular structure of $A_B$ and from the definition of $A_B^*$.

Let the matrix $H$ be obtained from $A_B$ by deleting any row and any column. The value of $|\det(H)|$ corresponds to some element of $A_B^*$. It is easy to see that $H$ is a lower triangular matrix with at most one additional diagonal. We can expand the determinant of $H$ by the first row, using the Laplace rule. Then, $|\det(H)| \leq 2^{k-1} d_1 d_2 \ldots d_k$, where $k$ is the number of diagonal elements in $A_B$ that are not equal to 1, and $(d_1, d_2, \ldots, d_k)$ is a sequence of diagonal elements. Since $k \leq \log_2(\delta)$, we have $|\det(H)| \leq \delta^2/2$.

Let us prove the second part of this Lemma. Columns of the matrix $A_B^{-1}$ have at most $\log_2(\delta) + 1$ non-zero components. More precisely, the last $\lfloor \log_2(\delta) \rfloor$ columns of $A_B^{-1}$ have at most $\lfloor \log_2(\delta) \rfloor$ non-zero components that are concentrated in the last $\lfloor \log_2(\delta) \rfloor$ coordinates. Consequently, $\|A_B^{-1}y\|_0 \leq \alpha + \log_2(\delta)$. The second inequality trivially follows from the first part of this lemma. □

**Proof of the Lemma 6.**

*Proof* Let $y = \frac{2n}{m}$, then

$$y \leq 2 + \log_2(y) + \log_2 e \frac{e}{2} + 2 \log_2(\Delta) \frac{2 \log_2(\Delta)}{m}.$$ 

Let $d = 1 + \log_2 e + 2 \log_2(\Delta) \frac{2 \log_2(\Delta)}{m}$, then

$$y \leq \log_2(y) + d.$$ 

Let $h$ be defined by the equality

$$y = d + \log_2(d) + h,$$

then

$$d + \log_2(d) + h \leq \log_2(d + \log_2(d) + h) + d.$$
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and

$$h \leq \log_2 \frac{d + \log_2(d) + h}{d} = \log_2 \left(1 + \frac{\log_2(d) + h}{d} \right).$$

The function in the r.h.s. of the previous inequality attains its maximum in the point $d = \frac{e^2}{2^h}$, hence

$$h \leq \log_2 \left(1 + \frac{2^h \cdot \log_2 e}{e} \right).$$

Next,

$$2^h \leq 1 + \frac{2^h \cdot \log_2 e}{e} \quad \text{and} \quad 2^h \leq \frac{e}{e - \log_2 e},$$

hence

$$h \leq \bar{c} := \log_2 \frac{e}{e - \log_2 e}.$$  

Returning to $y$, we have $y \leq d + \log_2(d) + \bar{c}$ and

$$\frac{2n}{m} \leq 1 + \log_2 e + \frac{2 \log_2(\Delta)}{m} + \log_2 \left(1 + \log_2 e + \frac{2 \log_2(\Delta)}{m}\right) + \bar{c}.$$

Finally,

$$n \leq \bar{c} + 1 + \log_2(2e) \cdot m + \log_2(\Delta) + \frac{m}{2} \cdot \log_2 \left(\frac{1}{2} + \frac{1}{2} \log_2 e + \frac{\log_2(\Delta)}{m}\right).$$

□

Proof of the Lemma 7.

Proof Let $g = \frac{\log_2(\Delta)}{m}$. We are going to use the inequality

$$f(x + h) \leq f(x) + f'(x) \cdot h,$$

which is true for concave functions, such as $\log_2(x)$. Taking $h = g - k$ and $x = c_2 + k$, we have

$$\log_2(c_2 + g) \leq \log_2(c_2 + k) + \frac{1}{(c_2 + k) \cdot \ln 2} \cdot (g - k).$$

We substitute the last inequality to the inequality in the Lemma’s definition:

$$n \leq \left(c_1 + \log_2 \sqrt{c_2 + k} - \frac{k}{(c_2 + k) \cdot \ln 4}\right) \cdot m + \frac{1}{(c_2 + k) \cdot \ln 4} \cdot \log_2(\Delta).$$

Finally, we note that

$$\frac{k}{(c_2 + k) \cdot \ln 4} \geq \frac{1}{\ln 4}.$$  

□
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