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Abstract—Proper training and analytics in eSports require accurately collected and annotated data. Most eSports research focuses exclusively on in-game data analysis, and there is a lack of prior work involving eSports athletes’ psychophysiological data. In this paper, we present a dataset collected from professional and amateur teams in 22 matches in League of Legends video game with more than 40 hours of recordings. Recorded data include the players’ physiological activity, e.g. movements, pulse, saccades, obtained from various sensors, self-reported after-match survey, and in-game data. An important feature of the dataset is simultaneous data collection from five players, which facilitates the analysis of sensor data on a team level. Upon the collection of dataset we carried out its validation. In particular, we demonstrate that stress and concentration levels for professional players are less correlated, meaning more independent playstyle. Also, we show that the absence of team communication does not affect the professional players as much as amateur ones. To investigate other possible use cases of the dataset, we have trained classical machine learning algorithms for skill prediction and player re-identification using 3-minute sessions of sensor data. Best models achieved 0.856 and 0.521 (0.10 for a chance level) accuracy scores on a validation set for skill prediction and player re-id problems, respectively. The dataset is available at
https://github.com/smerdov/eSports_Sensors_Dataset
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I. INTRODUCTION

Competitive video gaming, or eSports, has gained tremendous popularity within the last several years. eSports has evolved into a mature industry with well-funded tournaments, professional athletes, and a vast fan community. The strengthened competition requires professional eSports teams to explore new methods for training and analytics. In its turn, it drives the demand for eSports research.

A common and natural source of data for eSports research is in-game data. The majority of prior research relies on information obtained from the game logs, e.g. heroes drafted, abilities learned, players’ positioning [1]–[3]. This information may be helpful in evaluating the players’ performance, predicting the outcome of the match, understanding players’ behavior, and other analytics. However, if only in-game data are used, much information from the real world is omitted. Sensor data obtained from the physical domain can supplement in-game logs collected in the digital domain [4]–[6]. Similarly, predictive models trained on sensor data can supplement regular models trained using in-game data and provide additional evidence for analytics [7], [8]. Data obtained from sensors can represent players’ physical conditions, psychological state, environmental situation, and other factors that may help in eSports analytics. Investigation of the connection between the physiological data and player performance may help provide personalized feedback for efficient training.

The major disadvantage of using only in-game data is the poor robustness of predictive models. These models capture dependencies between the in-game parameters and some target values. When rules or game mechanics change, previous dependencies utilized to fit the model might not persist. Given the regularity of patches and updates in eSports games versions, a tight connection between the in-game parameters and model prediction can significantly limit model usage lifespan. It makes the models based on real-world data collected from sensors practically feasible since they are not sensitive to game mechanics changes.

Although the idea to use sensor data in eSports research is not new, prior work on this matter is typically limited to one sensor used or one player recorded [9]–[11]. That narrows the insights explored as the multi-sensor dependencies are not captured, and person-to-person interactions are not registered. Recording with multiple sensors might help understand which signal is more important in the eSports domain and improve the model performance and robustness since the data from multiple sources are utilized. Capturing sensor data from multiple players simultaneously can help capture interactions between players and investigate team dynamics, which is especially relevant because many eSports games are team games.

In this work, we present a dataset of sensor data collected from 10 participants playing League of Legends, 22 matches in total. Participants were invited based on their skill level and organized in two teams of 5 players: professional players with vast experience in the game and amateur players with basic experience in League of Legends. The sensor data collected include information on hand/head/chair movements, heart rate, muscle activity, gaze movement on the monitor, galvanic skin response, electroencephalography (EEG), mouse and keyboard activity, facial skin temperature, and environmental data. Additionally, we provide feedback from each player after each match with their feeling about each match.
Every match is accompanied by a game log indicating key in-game events like kills/deaths/assists, players positioning, skills learned, buildings destroyed, etc. The dataset is structured as directories for each of 22 matches, and each match consists of directories for each of 5 players with many .csv files with sensor data presented.

We consider the extreme setting when only sensor data are available for prediction, and in-game data are used for labeling only. It allows us to train the model that is independent from in-game parameters and check if sensor data are enough to properly understand the players’ behavior.

Contributions of this research is twofold:

1) An extensive dataset with sensor data collected from players with various skill levels.

2) A team dynamics study in the eSports domain to show the validity of data collected.

In terms of novelty, we carry out the data collection from professional players (apart from the amateur ones) recording the data from five players at a time. The collected data are truly multi-modal including the physiological data, in-game data, and self-reported survey.

This paper is organized as follows: in Section II we overview the state-of-the-art methods using sensor data for performing the data analysis in eSports; in Section III we present a sensor network architecture for data collection; in Section IV we describe the methodology of data collection; in Section V we describe in details the data collected; in Section VI we provide concluding remarks.

II. RELATED WORK

State-of-the-art work in eSports research can be divided into two categories: (i) a wide group of studies exploring dependencies in in-game data, and (ii) a small scope of work investigating the importance of psychophysiological signals in the eSports domain. In this section we review methods utilizing sensor data in eSports and discuss competing approaches which use data only from the digital domain.

A. Psychophysiological Research in eSports

Although psychophysiological research in eSports is still in its infancy, there is a number of prior studies utilizing one or a few sensors for data collection.

A popular sensor for eSports research is an eye tracker. Using the data obtained from an eye tracker, authors in [11] suggest that the crucial trait of professional players might be the duration and variability of visual fixations. This idea is elaborated further in [7] where authors propose to classify players into professional and amateurs based on their reaction time. They calculate the whole reaction time as a sum of three components: saccadic latency, the time between saccade and fixation, and the time for aiming and shooting. In other studies relying on eye tracking for eSports [12] the authors investigate the eye movement patterns able to distinguish the professional players from amateurs. According to their results, professional players’ eye-movement patterns are more diverse and swifter.

Another data source in eSports research is EEG. Minchev et al. [9] showed the decrease of EEG alpha rhythms power spectra frequencies for ‘lose’ game events and increase for the ‘win’ game events in a first-person shooter (FPS) game; the opposite was shown for the theta rhythm. Another work on EEG in eSports [13] claims that the EEG signal for newbies has more variations than one for experienced players, although only two participants are compared.

Players’ movements data can also help to investigate their behavior. In [8] and [14] authors showed that data about chair movements can help to separate high-skilled and low-skilled players in Counter-Strike: Global Offensive. They claim that professional players move on the chair less often but more intensively.

Game input pattern obtained from mouse or keyboard is also used for eSports research. In [10], the authors showed that mouse input data might be useful for player re-identification. Work by Khromov et al. [5] investigated the connection between player’s skill and data from mouse, keyboard, and eye tracker. Data obtained from the keyboard turned out to be the most important. Work by Blom et al. [6] presented a dataset with mouse, keyboard, and galvanic skin response for League of Legends players but did not show any dependencies in the data. In another work [15] dedicated to League of Legends, authors presented a dataset with stream videos annotated with streamer affect and game context. They managed to predict the streamer’s arousal and game context using convolutional neural networks.

The above mentioned research demonstrate that sensor data can be used in a wide range of eSports problems, such as skill prediction, player re-identification, performance evaluation, etc.

B. In-game Data in eSports

Most of the prior eSports studies rely exclusively on the in-game data collection and further analysis. The straightforward approach is to use in-game indicators such as kills, deaths, and gold to predict match outcome in Multiplayer Online Battle Arena (MOBA) [1], [3], [16]–[18] or FPS genres [19]. More advanced methods also try to mine log from a predictive model [20], [21] for better interpretation, to extract high-level features (i.e., encounters statistics) from game replays [22], or to calibrate the confidence of prediction [23].

Another approach for match outcome prediction is to use information about the hero drafts to predict a winner before the actual game starts [2], [24]–[26]. These methods can be easily transformed into draft recommendation systems with high practical use.

Genre-agnostic methods for eSports analytics usually rely on match history data and utilize only match results instead of ad-hoc features for a specific game. In [27], the authors leverage players’ match history data to estimate players’ current psychological state and use this estimation to predict the outcome of matches. Other history-based outcome prediction approaches include machine learning on hand-crafted features for the MOBA genre [28] and modeling with rating systems for MOBA and shooter genres [29]. Work by Dehpanah et
al. [30] extends rating systems for free-for-all games (Battle Royale genre) using a large dataset of matches in PlayerUnknown’s Battlegrounds game.

Analytics in eSports in not limited to winner prediction but also extends to players’ behavioral analysis. Authors in [31] proposed to cluster players’ in-game data in Massively multiplayer online role-playing games (MMORPG) and strategy games to interpret their behavior and to compose the optimal team lineup. Research in [32] addresses the problem of player re-identification in the MOBA genre. The authors showed that classical machine learning algorithms can predict hero ID and one of three roles based on game data. Pfau et al. [33] emphasized the problem of players’ Internet disconnection and proposed to model the behavior of disconnected players with deep learning algorithms. In [34], authors address the problem of toxic behaviors in the eSports games and argue that despite some effort from game developers, this problem persists in eSports community. In [35], authors trying to identify toxic behavior automatically with a toxicity detection algorithm based on the analysis of game chat logs.

### III. SENSOR NETWORK ARCHITECTURE

We used twelve types of sensors for data collection:

1. **Electromyography (EMG) sensor** 
   
   **Grove EMG Sensor v1.1**
   
   This sensor measures the intensity of muscle activity and outputs it as voltage (analog interface). It uses ground, plus, and minus electrodes located on a forearm muscle to measure the voltage. The voltage can be interpreted as the intensity of muscle constraint; thus, the intensity of keyboard or mouse strokes or movement. EMG signal is related to physical tension affecting the player’s current state [36].

2. **Galvanic skin response (GSR) sensor** 
   
   **Grove GSR Sensor v1.2**
   
   This sensor outputs voltage (analog interface), which allows us to infer skin resistance for the participant. Skin resistance is lower in the arousal state due to more sweat, so these data can be used as a stress indicator [37]. Participants placed two electrodes of this sensor on two fingers on the right hand.

3. **Inertial measurement unit (IMU)**
   
   **Bosch BNO055**
   
   Located on the wrists on both hands. The sensor recorded linear acceleration, gravity, angular velocity, Euler angles, and quaternions.

4. **IMU’s under the chair seat and on the chair back.**
   
   Precise locations are shown in Figure 2b. Behavior on a chair is connected with the player skill [8] [14]. Sensors’ models and data recorded are the same as from the IMU’s located on hands.

5. **Environmental atmosphere sensor**
   
   **Bosch BME280**
   
   Located in the gaming room. It measures relative humidity and environmental temperature. These data affect players performance: high level of relative humidity results in the decrease of neurobehavioral performance [38]; high environmental temperature may affect human performance [39].

6. **CO₂ sensor**
   
   **MH-Z19B**
   
   This sensor measures carbon dioxide concentration in ppm. High CO₂ level may deplete cognitive abilities [40].

7. **Eye tracker Tobii 4C located under the monitor.**
   
   Data from eye tracker indicate which information on the game screen players check more often, so the effectiveness of their game decisions [11]. To standardize the information obtained with eye trackers, all players ran games in 1920x1080 resolution. Before each experimental day, players calibrated the eye trackers.

---

https://wiki.seeedstudio.com/Grove-EMG_Detector/
https://wiki.seeedstudio.com/Grove-GSR_Sensor/
https://www.bosch-sensortec.com/products/smart-sensors/bno055.html
https://www.bosch-sensortec.com/products/environmental-sensors/humidity-sensors-bme280/
https://www.winsen-sensor.com/d/files/infrared-gas-sensor/mh-z19b-co2-ver1_0.pdf
8) Electroencephalography (EEG) headset Emotiv Insight®. EEG data have been shown to be connected with arousal [41], so the player performance.
9) Input (keyboard and mouse) logger as a python script running on the gamer’s PC. These data are indirect indicators of the hand movement activity and the player skill [42].
10) Infrared camera Flir One® directed to players’ faces for facial skin temperature data collection.
11) Heart rate monitor Polar OH1® armband. High heart rate corresponds to mental stress and arousal [43], which might affect player decisions’ rationality.
12) Pulse-oximeter sensor Maxim MAX30102® located on the right earlobe. Prior research in [44] demonstrated the connection between oxygen saturation and cognitive performance.

Figure 1 illustrates the sensor network architecture. The experimental testbed is presented in Figures 2a and 2b. We used three Arduino boards to collect data from each person. EMG and GSR sensors were connected to analog ports on the Arduino 1. Two IMUs on both hands were also connected to Arduino 1 but via I2C protocol. Arduino 2 gathered data from two IMUs located on the chair. Arduino 3 collected the signal from the particle sensor via I2C protocol. Arduino 4 was used to collect environmental data. It received data from the humidity sensor via I2C protocol and from the CO2 sensor via UART. Arduino boards were powered with standard 5.0V 10000 mAh batteries. In total, we used 16 Arduino boards and 10 batteries.

We used a separate smartphone for each player to manage data collection from a heart rate monitor and an infrared camera. Heart rate monitors communicated with devices via Bluetooth standard; infrared cameras were plugged into Micro-USB or USB-C ports in smartphones. Heart rate monitors were managed by an Android app Polar Flow. Infrared cameras were managed by a custom app written using FLIR ONE SDK.

Each EEG headset transferred data to a separate PC via Bluetooth standard. Data transmitted were logged into files using a custom python script. Data from each eye tracker were logged to the corresponding gaming PC. Mouse and keyboard activity were also recorded on each gaming PC by a custom python script based on the pynput library.

Before each experiment, we synchronized all Arduino boards and PCs with an NTP server. Considering the desynchronization of devices through the experiment’s duration, the difference in time did not exceed 500 ms.

In total, we collected 54.6 hours of recordings. Sampling rates for sensors, durations of data collected, and proportions for data missed are presented in Table I. Excluding data from the EEG headset and infrared camera, the duration of data collected is more than 34 hours, and the proportion of data missed does not exceed 18.3%. Duration of the data collected for EEG is 12.2 hours (70.6% missed), for the infrared camera is 26.6 hours (36.1% missed). We present these data in the dataset but don’t use it for the analysis. The limitation for EEG data collection was a Bluetooth interference in the room. The limitation for data collection from infrared cameras was a battery life of the devices, because they couldn’t be charged when the infrared camera is plugged in.

| Sensor name            | Sampling rate, Hz | Hours collected | Data Missed |
|------------------------|------------------|----------------|-------------|
| EMG sensor             | 36               | 41.6           | 0%          |
| GSR sensor             | 41.6             | 41.6           | 0%          |
| IMU right&left hand    | 65               | 40.1           | 3.6%        |
| Particle sensor        | 16-25            | 41.6           | 0%          |
| Environmental sensor   | 1                | 41.6           | 0%          |
| CO2 sensor             |                  |                |             |
| Eye tracker            | 90               | 34.0           | 18.3%       |
| Mouse&Keyboard         |                  | 35.3           | 15.1%       |
| Heart rate monitor     | 1                | 35.7           | 14.2%       |

Table I: Sampling rates and missed values for sensor data.

10) https://developer.flir.com/mobile/flironesdk/
11) https://pypi.org/project/pynput/
TABLE II: Players’ statistics.

| Team    | Player id | Hours played | Best rank achieved | Current Rank | Rank percentile | Dominant hand |
|---------|-----------|--------------|--------------------|--------------|----------------|---------------|
| Amateurs | 0         | 336          | Gold               | Gold         | 34%            | Right         |
|         | 1         | 1200         | Gold               | Gold         | 34%            | Right         |
|         | 2         | 1000         | Platinum           | Platinum     | 9.66%          | Right         |
|         | 3         | 400          | No rank            | No rank      | 100%           | Right         |
|         | 4         | 415          | Gold               | Gold         | 34%            | Right         |
| Professionals | 0       | 5000         | Diamond            | Diamond      | 2.07%          | Left          |
|         | 1         | 6000         | Diamond            | Diamond      | 2.07%          | Right         |
|         | 2         | 5000         | Diamond            | Diamond      | 2.07%          | Right         |
|         | 3         | 10000        | Master             | Master       | 0.09%          | Right         |
|         | 4         | 7000         | Diamond            | Diamond      | 2.07%          | Right         |

Fig. 3: Process of data collection.

After each experiment, we aggregated the data collected from Arduino boards, smartphones, and PCs to one storage device.

IV. METHODOLOGY

We invited an amateur team and a professional team to participate in the experiments. When inviting to participate in the experiments, we informed the participants about the data collection process and how their data will be utilized. Each team consists of five players characterised by similar skill level. The information about participants and their experience is shown in Table II. The process of the experiment is shown in Figure 3. Game client versions varied from 9.22.296.5720 to 9.24.300.6382, depending on an experimental day.

Each team played up to 4 matches per day on 3 different days. Each match was played either versus bots or real opponents from the Internet; either with or without the team communication (2x2=4 options in total). On each experimental day, a team played up to 4 modifications in random order. In total, each team played:

- 3 matches vs real opponents with communication.
- 3 matches vs real opponents without communication.
- 3 matches vs bots with communication.
- 2 matches vs bots without communication (not 3 because of a time limitation in day 2).

Match outcomes for both teams are detailed in Tables IIIa and IIIb.

In bot games, the difficulty of bots was selected to "Intermediate," which was the highest level offered by League of Legends at the time of the experiment. Games versus bots help to establish the baseline to properly compare the amateur and the professional team. Participants won all matches versus bots. In games versus real opponents, a team played against five people from the Internet selected by an in-game matchmaking algorithm. The matchmaking algorithm tries to find opponents similar to participants in terms of skill.

The reason to record games with or without communication is to check the importance of cooperation for teams of different skill. According to the prior research, quality of team communication might significantly impact eSports team performance [45].

After each match had finished, each player passed a short survey and indicated mental load in the game, the level of disturbance and obtrusiveness of the sensing system, and also estimated a personal performance and the performance of teammates.

According to these reports, in 17.5% of matches, players were not concerned about the sensing system at all; in 69.7% of matches, they indicated a little bit of disturbance; in 12.8% of matches, they indicated a significant discomfort caused by the sensing system.

V. DATA COLLECTED

A. Dataset Structure

The dataset consists of data collected in 22 matches and anonymized participants’ data. Data about each match are composed of information obtained from in-game logs, sensors, and surveys. The dataset structure is shown in Fig. 4. The dataset consists of 22 directories for each match. Match directories include:

- Meta-information file meta_info.json specifying a team (amateurs or professionals), type of opponents (bots
or real players), whether team communication were allowed, a match outcome, match duration, etc.

- Match replay in `replay.json` file with information about game events, such as kill, deaths, items, abilities learned, etc.
- Five directories with sensor data and post-match surveys for each player. Directories are named as `player_ID`, where `ID` is a player id from 0 to 4.
- A file with environmental data `environment.csv`. Each directory `player_ID` with data collected from a player includes:
  - A number of `.csv` files with sensor data.
  - A `player_report.json` file with players’ reports on the post-match survey.

### B. In-game Data

We obtained in-game logs using the Riot API. The data are match timelines, including information about key game events and statistics. Records collected include the following events:

1) **CHAMPION_KILL**. This event indicates the killer, the victim, the assistants, as well as the location and the timestamp.
2) **BUILDING_KILL**. The record specifies the type and the location of the building destroyed, players participated, and the timestamp.
3) **SKILL_LEVEL_UP**. The entry indicates which champion’s skill player chooses to upgrade.
4) **WARD_PLACED, WARD_KILL**. These events specify the ward type, the timestamp, and the player involved.

5) **ITEM_PURCHASED, ITEM_DESTROYED**. The records indicate the item, the timestamp, and the player involved.

In-game data are available in the `replay.json` file.

### C. Sensor Data

The overview of collected sensor data is shown in Table IV. This table describes which signal is measured and how corresponding files are named in the dataset. In addition to the actual sensor signal, each record includes a relative timestamp of the measurement.

The sensor data collected are presented in Fig. 6. Visualizations of EEG data collected are presented in Appendix A. These data were processed to remove the noise and outliers. Outliers for each sensor were removed by clipping values to an interval between 0.5 and 99.5 percentiles. Then the signal was smoothed using an exponential moving average with a half-life value of 1 second. Finally, all signals were resampled to a unified timestep of 1 second by averaging or summation, depending on the nature of source sensor data.

### D. Self-reported Survey

We collected 109 (out of 110 possible) after-match responses from all players, as described in Section IV. In particular, players were asked to evaluate their own performance as well as the performance of their teammates on a scale from 1 to 5. The distribution of results is shown in Figure 7. Interestingly, players tend to evaluate the performance of their peers higher than their own performance.

Players also reported mental load in the game on a scale from 1 to 5. The average mental load in games versus bots is only 1.2. In matches against real players, the average mental load is about 3.39. The distribution of responses about the mental load in matches against real opponents is shown in Figure 8. Clearly, amateurs’ mental load is significantly higher than for professionals, even considering the match-making algorithm paired our participants with similarly skilled players.

### VI. DATA ANALYSIS

To show the validity of collected data, we perform the analysis of the dataset. We explore our multi-modal dataset to investigate three eSports research topics regarding the player: skill prediction, player re-identification, and team dynamics.
TABLE IV: Collected Sensor Data.

| Sensor Data          | Description                                                                                           | Corresponding Files                  |
|----------------------|--------------------------------------------------------------------------------------------------------|--------------------------------------|
| Hand movements       | Data about hand movements were obtained by two IMUs located on both hands and included linear acceleration, gravity, angular velocity, Euler angles, and quaternions. Axes orientation for IMUs is shown in Fig. 5a. | imu_left_hand.csv, imu_right_hand.csv |
| Chair movements      | Chair movements were captured by two IMUs attached to the bottom of the chair seat and the chair back. Data logged include linear acceleration, gravity, angular velocity, Euler angles, and quaternions. Axes orientation for IMUs is shown in Fig. 5b. | imu_chair_seat.csv, imu_chair_back.csv |
| Head movements       | These data are collected by IMU integrated into the EEG headset. Data recorded include linear acceleration, gravity, angular velocity, and quaternions. Axes orientation for IMUs is shown in Fig. 5a. | imu_head.csv                         |
| Gaze                 | Eyetracker captured the gaze position, pupil diameter, as well as the validity of these data.       | eye_tracker.csv                      |
| Electrodermal activity| Data about the electrodermal activity are presented in terms of resistance measured in Ohms.         | gsr.csv                              |
| Muscle activity      | Muscle activity is measured by EMG sensor and represented as voltage.                                 | emg.csv                              |
| Heart rate           | Pulse data were collected by the heart rate monitor on the arm and measured in beats per minute (not the waveform of the pulse oximetry signal). | heart_rate.csv                       |
| EEG                  | The signal is captured by EEG headsets. Data collected include alpha, beta, gamma, and theta waves connected with different types of brain activity. Headsets also provide metrics obtained from EEG data (e.g. Engagement, Stress, Focus). | eeg_band_power.csv, eeg_metrics.csv  |
| Face temperature     | Face temperature is presented as the 95-th percentile of values in 48x64 arrays obtained by a thermal camera directed to a player’s face. Resulting temperature correspond to player’s facial skin temperature. | face_temperature.csv                 |
| Keyboard activity    | Data about keyboard activity are presented as the number of buttons pressed in the last 5 seconds.    | keyboard.csv                         |
| Mouse activity       | Data about mouse activity are presented as the number of clicks and the distance passed in the last 5 seconds. | mouse.csv                            |
| Oxygen saturation    | Oxygen saturation is calculated based on reflections of red and infrared light captured by a particle sensor located on the right earlobe. | spo2.csv                             |
| Environmental data   | Data about temperature, pressure, altitude, humidity, and CO\textsubscript{2} level. All players share the same recordings of environmental data. | environment.csv                      |

We used python\textsuperscript{13} package pandas\textsuperscript{14} to preprocess the data and scikit-learn\textsuperscript{15} for the implementations of

\textsuperscript{13}https://www.python.org/\textsuperscript{14}https://pandas.pydata.org/\textsuperscript{15}https://scikit-learn.org/

Fig. 6: Selected sensor data collected for one player in one match. Green vertical lines correspond to kill/assist events, red lines correspond to death events.
machine learning models and evaluation metrics.

In the Subsection VI-A we provide results for binary classification of players (pro/amateur) based on sensor data. In the Subsection VI-B we demonstrates the possibility of player-reidentification based on sensor data. Finally, in Subsection VI-C we analyse the differences in team dynamics for the amateur and the professional teams and investigate how lack of communication or playing against real opponents affect it.

### A. Skill Prediction

Given the sensor data collected from amateur and professional players, a straightforward question is whether it is possible to distinguish them using only the sensor data. For this purpose, we split data collected for each match into 3-minute sessions, up to 5 sessions per match. In total, we got 540 sessions for both teams. Sessions collected in the first two experimental days were used for training, while sessions from the third experimental day were used for testing.

To extract features from each session, we averaged sensor signal over time and got a 37-dimensional representation for each session. For each feature, each feature in the representation was normalized to zero mean and unit variance. We visualized these multidimensional representations obtained in Fig. 9a and Fig. 9b using 2-dimensional embeddings obtained by the t-SNE method [46]. Fig. 9a is colored w.r.t. to player skill; Fig. 9b is colored w.r.t. to player ID.

![Graph](image1)

**Fig. 7:** Distributions of players’ responses on teammates performance and self-performance.

![Graph](image2)

**Fig. 8:** Distributions of responses on mental load for amateur and professional teams in matches against real opponents.

Figure 9a demonstrates that sensor data from players with high and low skill levels reside in different regions in the feature space; thus, it may be separated with a classifier. We trained several classical machine learning algorithms to predict player skill using 37-dimensional feature vectors obtained from sensor data:

1) Logistic regression. A simple and robust linear model for classification [47].
2) k-nearest neighbors classifier [48] with k=16. This algorithm makes predictions based on similarity in feature space. We found k=16 to better suit our problem.
3) Support Vector Machine with radial basis functions (RBF) kernel. A nonlinear method for robust data classification [49].
4) Random forest classifier [50] with 100 estimators and maximum tree depth 4. An ensemble of diverse decision trees.
5) Naive Bayes [51]. This method makes predictions assuming that features are independent. We used Gaussian Naive Bayes since sensor data obtained are continuous.
6) Gaussian process [52]. This algorithm tries to predict the target class using a latent function.

For evaluation, we used the following metrics:

1) Accuracy score [53]. It is calculated as a proportion of right predictions. The higher values are, the better.
TABLE V: Evaluation of machine learning methods for skill prediction. Scores for a random guess are added for comparison.

| Method                  | Accuracy | ROC AUC  | Logloss |
|-------------------------|----------|----------|---------|
| Logistic regression     | 0.838    | 0.886    | 0.596   |
| k-nearest neighbors     | 0.741    | 0.899    | 0.442   |
| Support vector machine  | 0.856    | 0.945    | 0.311   |
| Random forest           | 0.800    | 0.885    | 0.456   |
| Naive Bayes             | 0.706    | 0.780    | 4.627   |
| Gaussian process        | 0.791    | 0.835    | 0.693   |
| Random guess            | 0.500    | 0.500    | 0.693   |

2) The area under the receiver operating characteristic curve (ROC AUC) \([54]\). It takes values from 0 to 1 with a 0.5 score for random guessing. The higher values are, the better.

3) Log Loss, or binary cross-entropy \([55]\). This loss function is widely utilized in information theory. The lower values are, the better.

Evaluation results are shown in Table VI. We used accuracy, logloss, and ROC AUC metrics for evaluation. The target is balanced, so these metrics are suitable for the problem.

The best evaluation quality is achieved by the SVM method: 0.856 accuracy, 0.945 ROC AUC, and 0.311 logloss scores. In other words, that is possible to estimate player skill by sensor data if the player was presented in a training set. This model can help investigate how player skill changes over time to provide quick feedback and analytics.

B. Player Re-Identification

Another potential application of sensor data is player re-identification. Re-id methods try to identify a player from a database using a data footprint. Such models can be helpful in cheating detection (e.g., when a person plays instead of another player in a tournament), an adaptation of predictive models, or biometric identification. 2-dimensional embeddings obtained by t-SNE (see Fig. 9b) suggest that players may be separated by a classifier.

As our dataset was acquired in a relatively short time span of several weeks, re-id in this case does not reflect the change of playing style or skill improvement over time. But it is interesting to see how players’ skill improvement and changes of playstyles can be reflected from the sensor data.

We trained machine learning models on the sensor data described in Section VI-A using player id as a target. Models predicted one of 10 classes corresponding to players. The results are shown in Table VI. We used the One-vs-Rest strategy to calculate ROC AUC for multiclass classification \([56]\).

The scores presented show that it is possible to identify a player with 0.521 accuracy, 0.919 ROC AUC, and 1.588 logloss. Relatively high scores for accuracy and ROC AUC demonstrate the possibility of identifying the actual player in the top several predictions.

C. Team Dynamics

A straightforward approach to measure team dynamics in terms of sensor data is to calculate pairwise correlations \([57]\) to estimate how synchronized players physiology. We calculated team dynamics as average pairwise Pearson correlations for different features extracted from sensor data. That means that for each feature we calculated the correlation for each pair of players and then averaged these values for all pairs. The result represents how each feature is synchronized for the whole team. We used numpy.corrcoef function to calculate each pairwise correlation. We also estimated errors by checking how results change when calculated on random subsets containing 80% of matches. For all features reported the error doesn’t exceed 0.03.

Results are presented in Fig. 10; abbreviations are explained in Table VII.

![Fig. 10: Team dynamics as average pairwise correlations for sensor data for all matches played.](https://numpy.org/doc/stable/reference/generated/numpy.corrcoef.html)

**Table VII: Feature Abbreviations.**

| Abbreviation | Description                     | Possible Interpretation               |
|--------------|---------------------------------|--------------------------------------|
| gsr          | Galvanic skin response          | A measure of stress/calminess.       |
| hr           | Heart rate                      | A measure of player’s concentration  |
| emg          | Electromyography                | A measure of player’s muscle activity|
| pd           | Pupil diameter                  | A measure of player’s concentration  |
| mp           | Mouse clicks                    | A measure of player’s concentration  |
| bp           | Buttons pressed                 | Frequency of mouse clicks.           |
| gm           | Gaze movement                   | Frequency of keyboard strokes.       |
| ft           | Face temperature                | Average saccade speed.              |
| hm           | Hand linear movement            | The intensity of hand movement       |
| cm           | Chair linear movement           | How intensely the player moves in a  |
| cr           | Chair rotation                  | How intensely the player spins on a  |

**Table VI: Evaluation of machine learning methods for player re-identification. Scores for a random guess are added for comparison.**

| Method                  | Accuracy | ROC AUC  | Logloss |
|-------------------------|----------|----------|---------|
| Logistic regression     | 0.693    | 0.919    | 1.588   |
| k-nearest neighbors     | 0.884    | 1.617    | 1.615   |
| Support vector machine  | 0.840    | 1.617    | 1.615   |
| Random forest           | 0.812    | 2.302    | 2.302   |
| Naive Bayes             | 0.500    | 2.302    | 2.302   |
| Gaussian process        | 0.693    | 1.588    | 1.588   |
| Random guess            | 0.500    | 2.302    | 2.302   |
In general, physiology for the amateur team is more correlated than for the professional team. That particularly holds for galvanic skin response signal, facial skin temperature, and chair movements. Lower correlations for professionals might imply a more independent playstyle of each player, which is not affected by teammates’ mistakes or successes.

All the features are positively-correlated. For both teams, which is self-explanatory, because players are viewing and participating in the same match. However, some features like pupil diameter, galvanic skin response, and chair movements are more correlated than others, and some features like EMG, keyboard activity, and gaze movement are less correlated than others. The possible explanation is that players share a similar level of stress and concentration, although the number and frequency of keystrokes, clicks, and saccades don’t correlate much because they are only the medium of controlling the game character.

To investigate the difference between two teams more precisely, we checked how the presence or absence of communication impacts team dynamics. We also compared how games against real people instead of bots change teams’ behavior.

Fig. 11a demonstrates the difference between average pairwise correlations in matches with communication and without it. Fig. 11b shows the difference between matches against real opponents and bots.

(a) Changes in average pairwise correlations in matches with allowed communication.

(b) Changes in average pairwise correlations in matches with real opponents.

When team communication is allowed, galvanic skin response is significantly more correlated for the amateur team, which might indicate that players share similar stress levels. That is not the case for the professional team, which shows more independent play in terms of stress.

In matches against real opponents for both teams, the pupil diameter size is more correlated. Since pupil diameter indicates players’ concentration and cognitive load, that implies that players’ engagement is more synchronized in matches versus real players rather than versus bots. Facial skin temperature data for amateurs are also more correlated, while chair movements are less correlated, which is also showing increased concentration in matches against real players.

VII. DISCUSSION

Results in Subsections VI-A, VI-B, and VI-C show the connection between sensor data and in-game outcomes. These might be utilized in many real-world scenarios.

Skill prediction system might be utilized for recruiting eSports players, evaluating their skill, or providing feedback on which physiological traits can be improved. Player re-identification model might help to detect cheaters. An estimation of team dynamics might help to evaluate how players work as a team. All these data might serve as an additional source of information for the coach.

We hope that both players and community will benefit from these changes, because that will help to bring eSports competition to higher levels.

The results should also hold for other MOBA games (e.g., Dota 2, Heroes of the Storm) because of the similar gameplay, as well as other games of skill (checking this hypothesis in included in our future work). The generalization is achieved by using sensor data instead of data specific to one game. Future work also includes analyzing if our findings are applicable in other domains, such as pilot/driver skill estimation, stress monitoring, diseases detection, physical training, etc.

The main limitations of the dataset are:

- Hardware limitations resulting in sometimes incomplete data (e.g., Bluetooth interference for EEG or battery limitations for infrared cameras).
- Only male participants are presented.
- Only 10 players participated in the study.

Future work will focus on these limitations by inviting bigger and diverse set of participants, and using better hardware.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a dataset with the data from 10 eSports players collected in 22 matches in League of Legends. Data recorded include players’ physiology (e.g., hand, head and chair movements, heart rate, gaze, environmental data), in-game events (e.g., kills, abilities, positioning), self-reported surveys from players (prior experience, evaluation of performance), and other metadata. The important aspect of the dataset is simultaneous data collection from 5 players, which enables the consequent analysis of team dynamics. We have compared an amateur and a professional team and learned that professionals stick to a more independent and homogeneous playstyle.

We have also shown the possibility of utilizing sensor data for skill prediction and player re-identification problems. Best models show a validation set accuracy of 0.856 for player skill prediction and 0.521 for player re-id (0.10 for a random guess).

Given the growing popularity of both eSports and wearable devices, utilization of sensor data for video games analytics might provide previously inaccessible feedback and insights.
and in our work we showed that sensor data help understand the difference between the amateurs and professional players. Future work includes a further in-depth analysis of the dataset and investigation of current and new research directions. The multi-modal data collected might be used for many applications, such as encounter outcome prediction, anomaly detection, and performance prediction. We encourage the research community to propose new problems and explore insights based on the dataset collected.
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APPENDIX A
EEG DATA

Additional visualizations for EEG band power and EEG performance metrics are shown in Fig. 12 and Fig. 13. EEG band power represents the intensity of include alpha, beta, gamma, and theta waves connected with different types of brain activity.

EEG performance metrics are calculated by the headset and provides six basic measures of mental performance. Each measure is automatically scaled to suit participant’s normal range and base level of each condition.

Fig. 12: EEG band power for one match for one player. Green vertical lines correspond to kill/assist events, red lines correspond to death events.

Fig. 13: EEG metrics calculated by the EEG headset for one match for one player. Green vertical lines correspond to kill/assist events, red lines correspond to death events.
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