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Abstract—At present, financial fraud detection is interested by many machine learning researchers. This is because of existing a big ratio between normal transactions and abnormal ones in data set. Therefore, a good result of prediction rate does not mean that there is a good detection result. This is explained that the experimental result might be effected by the imbalance in the dataset. Resampling a dataset before putting to classification process can be seen as the required task for researching in financial fraud detection area. An algorithm, so-called as MASI, is proposed in this paper in order to improve the classification results. This algorithm breaks the imbalance in the data set by re-labelling the major class samples (normal transactions) to the minor class ones basing the nearest neighbor’s samples. This algorithm has been validated with UCI machine learning repository data domain. Then, the algorithm is also used with data domain, which is taken from a Vietnamese financial company. The results show the better in sensitivity, specificity, and G-mean values compared to other publication control methods (Random Oversampling, Random Under-sampling, SMOTE and Borderline SMOTE). The MASI also remains the training dataset whereas other methods do not. Moreover, the classifiers using MASI resampling training dataset have detected better number of abnormal transactions compared to the one using no resampling algorithm (normal training data).

Index Terms—Classification, Transaction Fraudulent Detection, Imbalanced Dataset, Resampling.

I. INTRODUCTION

Classification to detect transaction fraud is one of the interesting issues for many business areas, in particular financial field recently. In some classifiers, an assumption of balanced distribution in the dataset has been used [1, 2, 3, 4, 5]. Therefore, the experimental results were of high accuracies. But in the other sensitive rates such as sensitivities or G-means, they are not very high. This means that the high accuracies in prediction results have not shown the high meaning for users in particular to the financial fraud detectors.

The characteristic of financial data is that number of normal transaction is usually contributed with a high ratio compared to the abnormal ones. Both historical transaction types are used with data mining classification models to detect the abnormal prediction in the future [1, 2, 3-5]. The imbalanced ratio of distribution between normal and abnormal labels in output class is the main effective cause to classification results. This is because it might cause bias during classification process. In this process, the abnormal data might be considered as noise, or outliers. Therefore, these data are treated as the unknown or to be redundant observations in the classification process.

For instance, in the classification credit card fraudulent process, the ratio of the normal and abnormal data transaction as 1:10. Basically, if a normal classifier produces a rates of 99% accuracy. This means that many abnormal transactions have been treated as “normal” ones.
Therefore, a model with high rate of accuracy was not a good detector’s model. This is because the model cannot be used to predict minor class in the dataset. As results, the model cannot be trusted or used for business actions. To conclude, for imbalanced classification problems, there is a requirement of a special operations.

There is another characteristic in financial data domain. Financial data, especially that of banking transactions, is not shown in publication data domain. This is because of their privacy policies. In many banks, fraudulent detection has been performed manually by bank detective staffs. Therefore, enhancing the quality of checking fake or fraud transactions automatically is challenged to many banks and financial companies.

Researching papers, nowadays, have focused on the imbalanced problems like exploring the nature of alternative classes in the problems or building many possible solutions to deal with imbalanced data. Proper measures for evaluating classification performance are also studied [3, 6-7]. Further details in published papers on imbalanced problems can be seen in [4, 6, 8-9].

In this paper, a new MASI (Moving to Adaptive Samples in Imbalanced dataset) algorithm proposed in [10] is used to resample the imbalanced dataset in the real domain in Vietnamese financial company. The main idea of MASI in [10] is that the algorithm enhances minor class samples by re-labeling some major class samples. These labels are based on data density distribution around the minor core samples (near border line) locating in training dataset. The difference of MASI compared to other methods is that the samples, whose labels are changed, are depended on the ratio between major and minor data samples in major and minor classes as well as a number of nearest neighbor samples located near the minor class. By changing the neighbors, the number of minor class samples will be increased whereas the data samples in major class will be reduced.

Moreover, by using MASI, the boundary, which divides two classes (major and minor) into two partitions, will be moved in order to separate clearly these two classes. There is no bias in new resampling dataset, as well as results, the classification learning process can be improved. This brings better classifier’s performance.

The paper structure is organized as follows: The general financial fraudulent is introduced in section 1. The overview of related works can be seen in section 2. Section 3 shows the resampling task in imbalanced data set as well as MASI algorithm validated with public data domain. A framework and experiment of using MASI for Vietnamese Financial data domain is shown in section 4. The conclusion is described in section 5.

II. RELATED WORKS

The popular machine learning techniques such as supervised learning of J48, Naive Bayes, Support Vector Machine (SVM), etc. are usually used in various classification domains. They applied not only in a medical area with good classification performance such as predicting cancer [11] but also in other popular areas.

For example, a facial expression can be recognized by a model using SVM [12], classification of the fire station requirement can be used alternative algorithms of machine learning [13], or combination between machine learning and Gaussian in SMOREg to predict the sale of business [14]. However, according to [1], these techniques could not handle without the imbalanced dataset. The cause of miss-classifying in these techniques is that they deal the data domain in an assumption of balanced density in the major and minor classes. The inaccuracy rates of prediction are referred to the nature of imbalance distribution in data domain.

According to [6], the nature of class imbalance distribution might be divided into two situations as follows: It happens naturally such as credit card fraud or rare disease detection; secondly, it might be too expensive to acquire needed data for minority class learning such as occurrence of the failure of a space-shuttle. In this paper, given data is in the first situation as the number of credit card fraud (abnormal transactions) is very small compared to the normal ones.

There exists a skewed data distribution between classes. Therefore, classifiers might have a bias of focusing only on major class during training process. Another factor also influences to the classification results such as small sample size, or overlapping at different levels in some feature space [1]. According to [15], if the dataset is small, the size of training set will be decreased. As results, the high error rate might happen. In the case of overlapping problem, if there is a small size of dataset, the discriminative rules are difficult to induce.

According to [16], resampling can be seen as statistical procedures that reuse the sample data for the purpose of statistical inference. Moreover, it can also be seen as a revolutionary methodology which departs from theoretical distributions and the inference is based upon repeated sampling within the same samples. There are some popular methods for resampling imbalanced dataset such as over-sampling and/or under-sampling techniques; and synthetic data generation. In the first method, techniques are used to compensate for imbalanced distributions in the original data sets whereas the second overcomes imbalance in the original data sets by artificially generating data samples.

General speaking, the imbalanced problem in classification process can be solved in following approaches: Data solving; Algorithm solving; Cost-sensitive learning; or Classifier Ensemble solving [3, 7-8].

In the first approach, the data distribution has been adjusted by trying to increase the number of minor data items whereas reducing the number of the major ones. Some of popular publications can be seen in [17-19], one-sided selection [20-21], neighborhood cleaning rule [21], or expanding of Tomek links so-called as SMOTE (over sampling) [22-23]. The advantage of these method is enabling to use data flexibly in the training process [9, 18, 22]. Otherwise, the drawback is the number of samples is fitted in the models so that they are not adaptable to apply to the small size of data domain [9].

There are some methods of generating synthetic data
such as SMOTE [2], Borderline-SMOTE1 [24], Borderline-SMOTE2 [23], Safe-level SMOTE [22], ADASYN [25]. Specially, ADASYN [25] method has an improvement of SMOTE that the number of synthetic sample is generated from using density distribution in the minor samples.

Another method of removing data samples from major class to the minor one. For example, in Random Under-Sampling - RUS [6, 7, 26-27], the number of minor samples is increasing by randomly removing from major class. However, this might cause ignoring some important information.

The combination between SMOTE Oversampling and Borderline Under-sampling so-called as SOS – BUS [28] has been proposed to identify the borderline instances of majority class and adds them to the output dataset, and remove the major data samples in the remaining data set to make the balance.

There are some other methods to make balance in dataset by using rough set theory. The advantage of these methods is resampling the major class to the minor one by using k-neighbor items nearest minor samples. More details about these can be seen in [29] or SPY [30].

The second approach focuses on adjustment in algorithm so that it can enhance the learning in minor class. The main point is assigning the higher cost for the miss-classification in minor class than the cost in the miss-classification in the major one. For instance, the adjustment in support vector machine can be done by putting a value of penalty for each sample in each class or adjusting the boundary separated classes basing on nuclear connection. The popular publications in this approach are the learning on one-side selection [20]. The methods defined the boundary of objective class instead of defining separated line between two output classes. The prediction is based on the similarity measurement of each sample to the objective class with model threshold. Other method showed that the classification performance will be increased and the classifiers will have more better in accuracy achieved measure if the features are selected and reduced [31].

The cost-sensitive learning method [3, 8] can be seen as the joint of data and algorithm approaches. This method not only deals with the data in pre-processing step but also assigns different miss-classified costs to the majority and minority class. Therefore, this might increase the performance of classifier.

In the last approach, the combination of individual classifiers is performed to classify a given instance. Then, it combines the decisions of multiple classifiers to give the final decision [5, 29]. For example, using hybrid models between AdaBoost and majority voting methods added some noise in the data samples [5] or the combination of red flag (which presented hints for unnormal behavior) and processing mining [4] showed that the results not only achieved about good accuracy rates but also improved significantly classification performance in the detection of fraud cases in credit cards.

III. RESAMPLING IN IMBALANCED DATASET

A. Imbalanced dataset problems

In imbalanced dataset, the data in minor part occupies a small ratio. However, this data often contains many “interesting” events. For example, this ratio is number of fraudsters using credit cards, or corrupted server scanning its network, etc. The problem is almost machine learning algorithms do not work very well with imbalanced datasets as the bias during training process.

Most studies on the problem of imbalanced dataset focus on the development of solutions of classification [32]. The commonly adopted methods are the characterization of the problem from observations obtained with experimental results through specific learning algorithms. The imbalanced dataset means there is a lack of representativeness of the minority group in data domain. This can be seen as an important factor to be considered in learning with imbalanced classes. Therefore, almost imbalanced dataset problems can be seen as binary classification problems with major and minor classes.

Consider the following definitions in the binary classification context. The input observation, represented by a feature vector \( x(x_1, x_2, ..., x_n) \), will be assigned to one of two classes of major or minor (normal or abnormal transactions in financial data domain) of \( y = \{0,1\} \). In general, it is assumed that \( C_0 \) and \( C_1 \) and their associated labels, correspond respectively to the majority and minority classes. The classification objective is to construct a mapping (or decision rule) that describes the relationship between the input variables \( x \) and output \( y \). This means the task is to build a function \( f(x) \) so that \( y = f(x) = [0,1] \) with alternative conditions.

For example, in Bayesian decision theory, a fundamental probabilistic model was proposed for building optimal decision rules such as Bayes Theorem (1). Let \( p(x) = \sum_{y} p(x|y = k) \) and \( p(y = k) \) respectively are the conditional density and the probability of occurrence (a priori) for the class \( C_k \). A posteriori of an example \( x \) belongs to the class \( C_k \) can be calculated as:

\[
P(y = k|x) = \frac{p(x|y = k)p(y = k)}{p(x)} \tag{1}
\]

where \( p(x) = \sum_{y} p(x|y = k)p(y = k) \) is the (unconditional) density of the input \( x \).

If it is a binary classification problem, the binary decision rule will separate the input space into two disjoint regions. The boundary between decision regions is known as decision (or separation) surface.

Another example is that under the formulation of statistical learning, given a finite set of examples (training set) as \( \{(x_i, y_i) \in R^n \times \{0,1\} | i = 1, 2, ..., n \} \), the classification problem is to find the optimal function \( f \) (decision rule) so that minimizes the probability of the global classification error (expectation rate) as
\[ P(\text{err}) = P(x \epsilon R_y, y = 0) + P(x \epsilon R_0, y = 1) \]  

(2)

Where \( P(x \epsilon R_y, y = k) \) is the joint probability of \( x \) being assigned to class \( C_j(f = 0/k) \), its true class being \( C_k \). The optimal function \( f \) is supported by learning machine algorithms such as neural networks, support vector machine etc.

Once the mapping above function is defined, such a rule can be used to predict the output values (which class) for a given input example (given \( x \)).

**Evaluation metrics**

Normally, the metric used in the evaluation and selection of classification models is the accuracy (or error rate) estimated in relation to a given test set. This methodology is justified by the standard formulation of the problem of supervised learning that aims at minimizing the probability of global error (3). However, for highly unbalanced problems, the accuracy may not provide adequate information about a classifier’s discriminating ability which is relative to a particular (interest) group.

Therefore, a representation of classification performance can be formulated by a confusion matrix with sensitivity (SE) and specificity (SP) rates (4,5). The minor class can be seen as positive whereas the major class can be seen as the negative ones.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}  
\]  

(3)

sensitivity (SE) = recall \( T = \frac{TP}{TP + FN} \)  

(4)

specificity (SP) = recall \( F = \frac{TN}{FN + TN} \)  

(5)

\[
G - \text{mean} = \sqrt{SE \times SP}  
\]  

(6)

In (6), G-mean is calculated basing on SE and SP. The SE reflects the rate of number of correcting predicted True samples in minor class and the other (SP) is the rate of number of correcting predicted False samples in major one. In here, G-mean is taken of the averages with 20 values of G-mean in each fold of cross-validation steps (10 times).

**B. MASI Algorithm**

The MASI (Moving to Adaptive Samples in Imbalanced dataset) algorithm, which is based on ADASYN [18], has been proposed in [6]. There is an improvement of MASI compared to ADASYN is that ADASYN will increase the size of the training set if it generated synthetic samples. Conversely, MASI still keeps the same size. MASI can do this because it will change labels of some major class data samples which are the nearest neighbours of the minor class samples. This method can be performed basing on data density distribution in feature space.

The number of data samples, which have to be changed their labels, depend on the ratio between the major and the minor classes. Many nearest neighbour samples belonged to the major will be changed if the rate is high. Otherwise, a large number of nearest neighbour samples belonged to the minor will be changed if the rate is low. Therefore, MASI will enhance the border line between the minor and the major classes and also reduces the imbalance issues in data domain.

**Terms Definitions**

Assume that \( N_{mj} \) and \( N_{mi} \) are the numbers of samples in the major class and minor one.

Assign \( \beta \) is the potential ratio (in percentage) of data samples in major class which will be selected to change their class labels. The ratio of 0.5 (50%) means there is an equal ratio between the major and the minor data samples.

Assign \( k \) as the number of nearest neighbour samples in major class to the minor samples.

Assume that \( g_i \) is number of nearest neighbours in major class near the minor sample \( S_{P_i} \).

**MASI Algorithm**

**Input**: Training data \( T \), \( N_{mj} \), \( N_{mi} \), \( \beta \), \( k \).

**Output**: \( T' \) – training dataset (after re-sampling)

**Step 1**: Define number of data samples which are selected to have their labels to be changed. These samples are in major class:

\[
G = \left( N_{mj} - N_{mi} \right) \times \beta  
\]  

(7)

\( G > 0 \) when the number of major class samples are greater than the number of minor ones. Conversely, the number of major class samples are smaller than the number of minor ones. An assumption of \( G > 0 \) is used in this algorithm.

**Step 2**: For each data sample of \( S_{P_i} \) in minor class:

- Find \( k \) nearest neighbours’ samples in major class near \( S_{P_i} \). Values of \( k \) is taken from input.
- Define \( r_i = \frac{N_{mi}}{N_{mj}} \times x_i \) is number of data samples in major class, which is in k nearest neighbours of \( S_{P_i} \), \( i=1,2,...,N_{mi}, r_i \in [0,1] \).

**Step 3**: Calculate the data density distribution so-called as \( r'_i \):

\[
r'_i = \frac{r_i}{\sum_{i=1}^{N_{mi}} r_i}  
\]  

(8)

Where \( \sum_i r'_i = 1 \)

**Step 4**: For each data samples in minor class

Calculate \( g_i \) as:

\[
g_i = r'_i \times G  
\]  

(9)

Where \( G \) is derived from (7).

**Step 5**: Change to minor class labels for all nearest neighbour data samples \( g_i \).

The data samples’ labels have to be re-labelled with the
samples in SP, (minor class) as well as these samples are k neighbours’ points which belong to major class. The criterion of \( r_i \) \( (\sum r_i = 1) \) is set to automatically decide the number of points (samples) in minor class. From there, number of k neighbours major class samples can be defined.

The radius of neighbourhood around a minor point is performed as follows: Firstly, calculate all Euclidean distance between the core minor point and the others around. Then, sort the array of distances in the increasing order. Select first k points as nearest neighbors of the core (current minor point like \( g_i \), as shown in (9)). This means not all neighbour points of a minor data sample have labels to be changed.

In this algorithm, value of parameter k (number of nearest major data samples to the minor ones) is sensitive. The margin separated the major and the minor is linear. Therefore, if k is small, it is very difficult to define clearly the separated line between the minor and the major class. Otherwise, the minor class might also have unwanted major data samples. In this paper the chosen value of k is 5 after running alternative experiments.

The pseudo-code for resampling by re-labelling of nearest neighbour data samples.

```
For each \( i \) in number of minor samples dataset
    # calculate the imbalanced rate: 
    g[i] = as.integer(c[i] \( \times C \))
    if(g[i] == 1){
        mn.rib <- mn2(trainData.0, trainData.1[i], (g[i]-1)*Sm.idx)
        kmn.rib <- mn.rib[2]
    } else{
        mn.rib <- mn2(trainData.0, trainData.1[i], (g[i]-1)*Sm.idx)
        kmn.rib <- mn.rib[2]*{g[i]-1}
    }
    id.rib <- c(id.rib, kmn.rib)
# Re-label samples and produce NewTrain dataset.
id.keep.0 <- setdiff(1:n,0, id.rib)
relabel <- data.frame(trainData.0[id.rib, -c(o(trainData.0.1),Class=1)])
newTrain <- rbind(trainData.1, relabel, trainData.0[id.keep.0,])
```

Fig. 1. Pseudo code to resample training dataset [6].

For example, in Fig. 2a, and Fig. 2b, the red dots mean the abnormal data items whereas the blues are assigned as the navy ones respectively. Fig. 2a shows the number of data samples in major class which will be changed labels of G=5, k is 5.

Fig. 2b shows the new samples’ distribution in feature space. The new data samples are green (after resampling by MASi) will be counted for the minor class. By doing this, the number of minor class samples are increased whereas the size of data domain is unchanged.

**MASI Validation**

The algorithm is validated with alternative machine learning data sets which derived from UCI Machine Learning Repository [33]. The alternative ratios of minor and major class are used to ensure the quality of the MASi (see in Table 1).

| Dataset          | Samples | Features | Ratio |
|------------------|---------|----------|-------|
| German Credit card | 1,000   | 20       | 1: 2.33 |
| UCSD-FICO [34]   | 500     | 19       | 1: 20.74 |

The algorithm is used with R language. Alternative assessment metric methods such as SE, SP, and G-mean have been used. The experimental results shown the advantage of using MASi compared to other methods of Random Over-sampling (ROS), Random Under-sampling (RUS), SMOTE, and Borderline SMOTE1 (BSO1). For example, MASi can achieve more than 74% in G-mean rates running with UCSD-FICO data set. These were compared to other methods of less than 70%. The same comparison was shown higher G-mean rates in MASi with German Credit card data set. Interestingly, the experimental results in UCSD-FICO dataset also shown a worst G-mean in the case of without re-balancing (original) data (0, 3.12, and 48.37 according to SVM, C50, and RF respectively) whereas MASi can achieved more than 70%. More details of experimental results and the comparisons can be seen in [10].

**IV. EXPERIMENTS**

In this paper, beside the UCI datasets, we also tested a real credit card data set that from a financial institution in Vietnam in order to compare and evaluate our algorithm. It will be presented a detailed information in part B.

**A. Experimental Framework**

The experimental framework is given as follows (Fig. 3):

- **Step 1**: Secondary dataset is divided into training and testing datasets.
- **Step 2**: The training set is applied with alternative resampling algorithms (published algorithms of ROS, RUS, SMOTE, BSO1 and proposal MASi).
- **Step 3**: New resampling training datasets are used with alternative classifiers (SVM, C50, and RF). For comparison, original training dataset is also used.
- **Step 4**: The classifiers’ models taken from step 3 are validated with the test sets in k-fold (k=10 here) and loop in 20 times. The assessment metrics particular G-mean will be used to measure the classifiers’ performance.
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B. Data Preparation

Data

The data is collected from 04/2017 to 05/2018 in a pilot project of Vietnamese Financial Company. Secondary Data domain contains 26 attributes about individual loan’s information (3358 records).

The main characteristics of the given data as:

- Redundant attributes: These are the date and time attributes, or personal id, code, or attributes with mostly null values; or explanatory attributes; and so on. These attributes bear little relevance to the experiments. Therefore, these attributes will be eliminated.
- Missing values: There is no missing observation in data domain.
- Noisy and inconsistent data: There is no noisy or inconsistent data in the domain.
- Transforming data: All numerical attributes are transformed into [0,1] with a linear normalisation formula. It is given by:

\[ V_{\text{new}} = \frac{V_{\text{old}} - V_{\text{min}}}{V_{\text{max}} - V_{\text{min}}} \]

After cleaning, transforming data the experimental dataset includes 11 features and 3358 observations. In here, the transaction shows the loan’s results of approval or not (0/1). The ratio of normal per abnormal is about 1:10. This means there are about 306 abnormal transactions over 3056 normal ones.

C. Experimental Results

The classifiers’ results for dataset can be seen in Table 2. The experiment is performed following the framework in Fig. 3. This means that original training data is resampled by using alternative resampling methods such as ROS, RUS, SMOTE, BSO1, and MASI. Then, all of new training datasets are used with alternative classifiers of support vector machine (SVM), decision tree (C5.0), and Random Forest (RF) in learning classification process. The original training data is also classified with above classifiers for comparison purpose. Basing on the classifiers’ models taken from training, the test sets are used to validate the prediction results. The assessment metrics G-mean is used in Table 2 to compare the alternative results (classifiers’ results).

| Data          | SVM_G-mean | C5.0_G-mean | RF_G-mean |
|---------------|------------|-------------|-----------|
| Original data | 91.19%     | 93.97%      | 92.73%    |
| ROS           | 95.10%     | 95.96%      | 95.27%    |
| RUS           | 96.36%     | 96.42%      | 96.20%    |
| SMOTE         | 96.12%     | 96.09%      | 94.78%    |
| BSO1          | 94.61%     | 95.47%      | 93.90%    |
| MASI          | 96.44%     | 96.41%      | 95.82%    |

The evaluation for the resampling performance can be measured by using sensitivity rates (percentage of true positive prediction in minor class). These rates can be seen in Fig. 4.

In overall, the classifiers’ results for resampling dataset are higher than the original dataset (without using resampling algorithm). This shows the imbalance in data clearly affects to the prediction results.

The proposed resampling algorithm MASI supported classifiers to produce highest results except RF (95.82%) compared to other methods (about over 96%).

For more comparison to show the advantage of MASI with the normal in using classifiers, the depth investigation on false positive (the abnormal transactions have been classified as normal ones) is performed. The results of accuracy classifiers’ rates and number of fall positive in each classifier can be seen in Fig. 5.

It is clear that, the classifiers’ accuracy rates before using MASI (normal training dataset) can achieve the better results compared to the ones after using MASI. However, the number of fall positive (abnormal transactions) is nearly triple higher than the ones using MASI. Note that, the number of fall positive values here means the abnormal transactions have to be mispredicted as normal transactions. This can be seen as dangerous predictions in financial data domain. Therefore, the high classifiers’ accuracy rates do not mean the better classifier’s performance. One again, the MASI shows its essential role in the resampling task to reduce the bias in
V. CONCLUSIONS

Imbalanced dataset might affect to classification results as there is a big gap between quantity in one class (major) and the other (minor). Generally, in financial data domain, the normal samples (negative) take many places whereas the abnormal ones are very rare. For example, the normal samples here are the normal online transactions whereas the abnormal represents to the fraudulent ones. This leads to challenges if only using standard classifiers. This is because the majority samples might cause a bias during learning process.

Many algorithms such as ROS, RUS, SMOTE, and Borderline SMOTE1 (BSO1) have been reported to resample the dataset before applying their classification algorithms. However, almost these methods change the size of dataset after resampling. As discussed in section 3, MASI still keeps the same size while it changes some minor class samples by re-labelling. Therefore, it can improve the classification performance.

While the published methods generated synthetics samples and put them into minor class, MASI generates synthetic samples by changing labels from negative nearest neighbor samples. Therefore, MASI maintains the same size of training dataset. The experiments are performed with popular resampling methods (ROS, RUS, SMOTE, and BSO1) and MASI for comparisons. The experiments’ results also show that MASI produced the highest new training dataset (resampling dataset) for classifiers’ models to achieve highest performance in fraud detective (measure in number of fall positive transactions) in the classifiers (SVM, C5.0, and RF) compared to the normal dataset.

Once again, the MASI results have confirmed that the resampling task is essential for imbalanced dataset particular to financial data domain in order to detect fraud transactions.

The drawback of MASI is that there is assumption of linear margin to separate the major and the minor classes. The idea of DBSCAN (Density-Based Spatial Clustering and Application with Noise) [35] might help with this as it can define the separated nonlinear margin between the minor and the major class. This will be left for further research.
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