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Abstract. The switch process alternates independently between 1 and −1, with the first switch to 1 occurring at the origin. The expected value function of this process is defined uniquely by the distribution of switching times. The relation between the two is implicitly described through the Laplace transform, which is difficult to use for determining if a given function is the expected value function of some switch process. We derive an explicit relation under the assumption of monotonicity of the expected value function. It is shown that geometric divisible switching time distributions correspond to a non-negative decreasing expected value function. Moreover, an explicit relation between the switching time distribution and the autocovariance function of the switch process stationary counterpart is obtained, which allows parallel results for the stationary switch process and its covariance function. These results are applicable to approximation methods in statistical physics, and an example is presented.

1. Introduction

The study of binary stochastic processes has a long-standing tradition in probability theory. There exist many versions of such processes, for example, the telegraph process in continuous time or the simple discrete-time Markov chain. These processes found applications in many fields, for example, in renewal theory, signal processing, (Picinbono, 2016), and in statistical physics, (Bray et al., 2013).

The focus of this paper is the switch process with independent switching times. More specifically, we consider a continuous-time stochastic process taking values in \{-1, 1\}, starting at 1 at the origin, and then switching according to an i.i.d sequence of non-negative random variables. The switch process always starts from one hence it is not stationary, however, a convenient stationary counterpart can be defined. This counterpart will be referred to as the stationary switch process.

The expected value of the switch process is intrinsically connected with the switching time distribution. This is also the case for the covariance of the stationary switch process. Formalizing this connection is the main contribution of the paper, among other contributions such as formulation and deriving the underlying properties of the switch process. The connection also leads to a class of distributions which constitutes a proper sub-classes of geometric infinite divisible distributions introduced by Klebanov et al. (1985).

There is a natural connection between geometric divisibility of the switching time distribution and thinning of a renewal process. The main result of this paper
allows also to recover the original renewal arrival times distribution from the thinned process, see also Yannaros (1988a). Obtaining the switching time distribution from the covariance function of a stationary binary process is a well-known problem in signal processing (Picinbono 2016). In this work, a complete solution is presented for the class of geometric divisible distributions. This is done using a relation between the covariance of the stationary switch process and the expected value of the switch process. Therefore an analogous characterization is provided to explicitly identify a function as the expected value of the switch process.

Approximating exceedance time distributions is important in statistical physics because the explicit analytical solution is a well-known difficult problem in probability theory. There are several possible approaches and among them are numerical based on the generalized Rice formula, see for example Lindgren et al. (2022), and quasi-analytical such as the independent interval approximation (IIA) framework, see for example Sire (2007). Our derived relation between expected value, covariance and the switching time distribution contributes to this framework.

Often, the tail behavior is of the main interest, see for example Bray et al. (2013) and Sire (2007). There is a challenge from a mathematical point of view to provide conditions when this approximation leads to a valid probability distribution, which is not obvious at all. The results of this paper allow us to obtain an explicit representation of the approximated distribution for many stochastic processes commonly used in statistical physics. This does not only provides information about the tail behavior but also yields the explicit approximated distribution of excursions above or below zero. The diffusion process in two dimensions is used to illustrate this application to IIA approximation of the exceedance time distribution.

The paper is self-contained in that it contains the formulation of the switch process, complete derivations of the relations between the expected value and covariance of switch process, and the switching time distribution. The structure of the paper is as follows. In Section 2 preliminaries such as the definition of the switch process, results connected with its expected value, and the concept of \(r\)-geometric divisibility are presented. The relation between the 2-geometric divisible switching time distributions and the expected value of the switch process is presented in Section 3. The definition of the stationary switch process and the relation between its covariance and the expected value function of the switch process are presented in Section 4 and are applied to obtain a parallel characterization of the covariance of the switch process. Some examples of deriving expected value and covariance for different switching time distributions follow in Section 5. In Section 6, an application to the independent interval approximation (IIA) method in statistical physics is presented.

2. Preliminaries

2.1. The switch process and its expected value. A natural definition of the switch process is through the counting process. Let \(\{T_k\}_{k \geq 1}\) be a sequence of i.i.d non-negative random variables with the distribution function \(F\). Additionally, \(F\) is assumed to be absolutely continuous with respect to the Lebesgue measure with the density that is bounded on any closed interval of the positive half-line, and such that \(F(0) = 0\). Define a count process for \(t \in [0, \infty)\), by

\[
N(t) = \begin{cases} 
\sup \{n \in \mathbb{N}; \sum_{k=1}^{n} T_k \leq t\}, & t \geq T_1, \\
0, & 0 \leq t < T_1,
\end{cases}
\]

In other words, \(N(t)\) is the number of renewal events up to a time point \(t\).
Definition 1. Let $N(t), t \geq 0$ be a count process. Then the switch process is defined by

$$X(t) = (-1)^{N(t)}, \; t \geq 0.$$ 

The process $X(t)$ switches between the values 1 and $-1$ at each renewal event, hence the name.

Before moving to the expected value function of $X(t)$, a comment concerning convolutions is needed. Throughout this paper, $\ast$ will denote convolutions of probability measures, i.e. the distribution functions of the sum of i.i.d random variables. Convolutions of functions will be denoted by $\ast$. The switch process and all its properties are determined by the switching time distribution $F$. One such property is its expected value function, that throughout this paper will be denoted by $E(t) = EX(t)$. The following result is well-known in renewal theory, however, for completeness, a proof is provided in Appendix A, together with the other proofs relating to this section.

Proposition 1. Let $X(t)$ be a switch process. Then its expected value function is given through the switching time distribution $F$ by

$$E(t) = \sum_{n=0}^{\infty} (-1)^{n} \left( F^{n\ast} - F^{(n+1)\ast} \right)(t).$$

The implicit nature of this relation between the expected value function and the switching time distribution poses a problem when one wants to verify that a given function is the expected value function of a switch process. To deal with the repeated convolutions we use the Laplace transform, which is one of the standard tools in renewal theory. In the Laplace domain, the relation between the switching time distribution and the expected value function becomes explicit. To clarify the notation of the next proposition, let $\Psi_F(s) = \int_0^\infty e^{-ts} dF(t)$, i.e $\Psi_F$ is the Laplace transform of the distribution function $F$. Throughout the paper $L(\cdot)$ is used to denote Laplace transform.

Proposition 2. Let $X(t)$ be a switch process with the expected value function $E(t)$. Then for $s > 0$,

$$\mathcal{L}(E)(s) = \frac{1 - \Psi_F(s)}{s + \Psi_F(s)},$$

$$\Psi_F(s) = \frac{1 - s\mathcal{L}(E)(s)}{1 + s\mathcal{L}(E)(s)}.$$  

This result can initially appear to be explicit when compared to Proposition 1 but still hard to utilize in practice. The right-hand side of the last expression in Proposition 2 must be a completely monotone function. Recall that a function is completely monotone if and only if $(-1)^n \frac{d^n}{ds^n} f(s) > 0$ for $s > 0$ and all $n \geq 0$. This is a consequence of Bernstein’s theorem (see Theorem 1, page 415 in Feller (1966)) which states that a function is the Laplace transform of a probability distribution if and only if it is completely monotone. We conclude that a simple criterion that characterizes the set of functions such that they correspond to expected value functions of some switch process is not easy to obtain from its definition.

The limiting properties of the expected value of the switch process are important. The effect of starting from 1 at time zero will diminish and for large $t$ the expected value tends to zero due to the symmetry, i.e. equal chances to take value one and minus one. This leads to the next proposition which follows from the Key Renewal Theorem, see Appendix A.
Proposition 3. Let $X(t)$ be a switch process, with a continuous switching time distribution and the expected value $E(t)$, $t \geq 0$, then
\[ \lim_{t \to 0^+} E(t) = 1, \quad \lim_{t \to \infty} E(t) = 0. \]
In characterizing the functional properties of the expected value function of the switch process, the derivative of $E(t)$ with respect to time is needed.

Proposition 4. Let $X(t)$ be a switch process with the expected value function $E(t)$. Let the switching time distribution have a density, $f$, with support in $[0, \infty)$ and that there exists $l \in N$ for which $\sup_{t>0} f^{*l}(t) < \infty$. Then
\[ E'(t) = 2 \sum_{k=1}^{\infty} (-1)^k f^{*k}(t), t > 0. \]
Moreover, the convergence of the above series as well as the infinite series in Proposition 3 is locally uniform.

With the expected value functions and its properties presented, we can now present some properties of a special class of switching time distributions.

2.2. Geometric divisibility. [Klebanov et al. (1985)] introduced the concept of geometric infinite divisibility. It describes distributions that can be represented as a sum of i.i.d random variables where the number of terms in the sum follows a geometric distribution with an arbitrary parameter $p \in (0, 1)$. For a broader overview of geometric infinite divisibility see [Kozubowski (2010)], and [Aly and Bouzar (2000)]. Our main focus is on a weaker concept than the geometric infinite divisibility, defined next.

Definition 2. Let $\nu_p$ be a geometric random variable with the probability mass function $p_{\nu_p}(k) = (1-p)^{k-1}p$ for $k = 1, 2, \ldots$ and $\{\tilde{W}_k\}_{k \geq 1}$ a sequence of i.i.d non-negative random variables independent of $\nu_p$. If a random variable has the stochastic representation
\[ W = \nu_p \sum_{k=1}^{\nu_p} \tilde{W}_k, \]
then $W$ follows a $r$-geometric divisible distribution with $r = E\nu_p$ and said to belong to the class $GD(r)$ and we write $F \in GD(r)$

The distribution of $\tilde{W}$ is then called the $r$-geometric divisor the distribution of $W$. The notion of divisibility comes naturally from splitting a random variable into a sum of smaller parts, in essence dividing it into, on average, $r$ random variables. If $W$ belongs to $GD(r)$ with the divisor $\tilde{W}$, it follows from Wald’s equation that
\[ EW = rE\tilde{W}. \]

If $X$ belongs to $GD(r)$, with the distribution function $F$, then it has the following Laplace transform
\[ \Psi_F(s) = \frac{\frac{1}{r}\Psi_{\tilde{W}}(s)}{1 - \frac{1}{r}\Psi_{\tilde{W}}(s)}, \]
where $\Psi_{\tilde{W}}$ is the Laplace transform of the $r$-geometric divisor $\tilde{W}$. By solving the expression above for $\Psi_{\tilde{W}}$, conditions are obtained to verify if a given distribution is $r$-geometric divisible. The function obtained should be a completely monotone function which again follows from Bernstein’s theorem. To highlight this we have the next proposition.
Proposition 5. A distribution \( F \) belongs to \( GD(r) \), \( r > 1 \), if and only if
\[
r\Psi_F(s) \frac{1}{1 + (r - 1)\Psi_F(s)}
\]
is a completely monotone function, for \( s \geq 0 \) and is equal to one for \( s = 0 \).

For the class of geometric infinite divisible distributions, the divisibility property needs to be satisfied for all \( r > 1 \). The concept of \( r \)-geometric divisibility is hence weaker. Throughout the rest of the paper, \( GD(\infty) \) will refer to the set of geometric infinite divisible distributions, and \( GD(r) \) denotes the set of \( r \)-geometric divisible distributions. There exist a monotone relation between sets \( r \)-geometric divisible distributions.

Proposition 6. For \( 1 < u \leq r < \infty \), then \( GD(r) \subseteq GD(u) \).

In essence if \( W \) belongs to \( GD(u) \) it also belong to \( GD(r) \), for \( u \leq r \).

3. Switch processes with monotonic expected value function

In this section, we fully characterize switch processes with monotonic expected value functions. For the main result, we recall the assumptions on the switching time distribution. First, it is assumed here that \( F(t) \) has support on \((0, \infty)\) and that its corresponding density \( f(t) \) is well defined at each \( t \in (0, \infty) \). Secondly, it is assumed that \( F(0) = 0 \), i.e, there is zero probability of instantaneous switching back after a switch.

Theorem 1. Let \( X(t) \) be a switch process, with \( E(t) \) as its expected value function and with the switching time distribution \( F(t) \). Then the following conditions are equivalent

(i) \( F(t) \in GD(2) \)
(ii) \( E(t) \) is non-negative and decreasing.

Proof. (i) \( \Rightarrow \) (ii):
Since \( F(t) \in GD(2) \), it has the following Laplace transform, as described in Section 2
\[
\Psi_F(s) = \frac{1}{2} \frac{\Psi_F(s)}{1 - \frac{1}{2} \Psi_F(s)}.
\]
Substituting this into the first expression of Proposition 2 we have
\[
\mathcal{L}(E)(s) = \frac{1}{s} - \frac{\frac{1}{2} \Psi_F(s)}{1 - \frac{1}{2} \Psi_F(s)} = \frac{1}{s} (1 - \Psi_F(s)),
\]
which is equivalent to
\[
s\mathcal{L}(E)(s) - 1 = -\Psi_F(s).
\]
Using the Laplace transform of derivative, \( \mathcal{L}(h')(s) = s\mathcal{L}(h)(s) - h(0) \), and Proposition 3
\[
\mathcal{L}(-E')(s) = \Psi_F(s).
\]
By taking the inverse Laplace transform, this implies that \(-E'(t)\) is a probability density function. Therefore, to satisfy the limiting results of Proposition 3 \( E(t) \) must satisfy the conditions of (ii).
Under the assumptions of (ii) and the results of Proposition 3 we have
\[
\int_0^\infty E'(t)dt = \lim_{t \to \infty} E(t) - \lim_{t \to 0} E(t) = -1,
\]

\(-E'(t)\) is thus a probability density function. Combining the derivative property of Laplace transform, presented above, and Proposition 3 into the second equation of Proposition 2, we have
\[
\Psi_F(s) = 1 - sL(E)(s) = 1 + \frac{1}{2} L(-E')(s) = 1 - \frac{1}{2} L(-E')(s).
\]

This is the Laplace transform of a GD(2) distribution, as described in Section 2. Therefore \(F(t) \in GD(2)\), with the divisor \(-E'(t)\) which yields (i). \(\Box\)

Theorem 1 directly relates functional properties of the expected value of the switch process with the switching time distribution for the class of GD(2) distributions. In many situations, there is a need to obtain either the expected value function from the switching time distribution or the switching time distribution from the expected value function. The first problem is directly solved by using Proposition 2 but for the second problem, it is not usually known what kind of expected value function will produce proper switching time distributions, if any at all. By combining Theorem 1 and properties of \(E(t)\) derived in Section 2 a partial solution can be obtained for the case when switching time distribution belongs to GD(2). To highlight this partial characterization we have the following proposition which follows directly from the second part of the proof of Theorem 1.

**Proposition 7.** Let \(E(t)\) be a function for \(t \geq 0\) such that the following conditions are satisfied

(i) \(\lim_{t \to 0^+} E(t) = 1\),
(ii) \(\lim_{t \to \infty} E(t) = 0\),
(iii) \(E(t)\) is at least once differentiable on \((0, \infty)\),
(iv) \(E'(t) \leq 0\), for all \(t \geq 0\),

then it is an expected value function of a switch process with a GD(2) switching time distribution.

From Theorem 1 an explicit representation of the 2-geometric divisors distribution function is obtained.

**Corollary 1.** Let the switching time distribution, \(F(t)\), belong to GD(2), with the divisor \(\tilde{F}(t)\), then for \(t \geq 0\)
\[
E(t) = 1 - \tilde{F}(t),
E'(t) = -\tilde{f}(t),
\]

Corollary 1 gives an explicit representation of the distribution function and density for the 2-geometric divisor, of the switching time distribution in terms of \(E(t)\). The standard method to obtain the switching time distribution from the divisor is by using the Laplace transform as seen in Section 2.

**Proposition 6** can be used to extend the results of Theorem 1.

**Corollary 2.** Let the switching time distribution be GD(r), for some \(r \geq 2\), then the corresponding expected value function of the switch process, \(E(t)\), is non-negative and decreasing for \(t \geq 0\).

However, a non-negative and decreasing expected value function does not, necessarily imply a r-geometric divisible, switching time for \(r > 2\).
Let us consider a switch process which is constructed from a count process \( N(t) \) and satisfying the conditions of Theorem 1. Further, let \( \tilde{N}(t) \) be a count process with the arrival times distributed according to the divisor of this switch process. The two count processes are related through thinning. More specifically, \( N(t) \) is a thinning of \( \tilde{N}(t) \), with the probability of thinning equal to \( \frac{1}{2} \). Thus we have the following result.

**Corollary 3.** A switch process \( X(t) \) is \( \frac{1}{2} \)-thinned if and only if its expected value is non-negative and decreasing.

From a given trajectory of \( N(t) \), the trajectory of process \( \tilde{N}(t) \) cannot be recovered, in general. However, it follows from Proposition 7 that the distribution of arrival times of \( \tilde{N}(t) \) can be recovered. For further relations between geometric divisibility of the switching time distribution and the thinned renewal processes, see Yannaros (1988a,b).

### 4. The Autocovariance of the Stationary Switch Process

The switch process is not stationary, however there exist a stationary counterpart. In order to define it, the behavior around zero needs to be addressed. Let \( \mu \) be the expected value of the switching time distribution, and \( ((A, B), \delta) \) be non-negative random variables, mutually independent and independent of \( X(t) \) with the following densities

\[
\begin{align*}
    f_{A, B}(a, b) &= \frac{f_T(a + b)}{\mu}, \\
    f_A(t) &= f_B(t) = \frac{1 - F_T(t)}{\mu}, \\
    P(\delta = 1) &= P(\delta = -1) = \frac{1}{2}.
\end{align*}
\]

**Definition 3.** Let \( X_+(t) \) and \( X_-(t) \) be two independent switch processes, and \( ((A, B), \delta) \) be as described above, define

\[
Y(t) = \begin{cases} 
    -\delta, & -B < t < A, \\
    \delta X_+(t - A), & t \geq A, \\
    -\delta X_-(-(t + B)), & t \leq -B.
\end{cases}
\]

Then \( Y(t) \) called a stationary switch process.

The stationarity of \( Y(t) \) follows from well known results in renewal theory, which follows from the key renewal theorem, see for example Daley and Vere-Jones (2008).

The switch process is characterized by its expected value function \( E(t) \) or, equivalently, by its switching time distribution. Obviously, the stationary switch process is also characterized by the switching time distribution. It will be seen that it is also characterized by its covariance function, denoted by \( C(\cdot) \). This is due to the following relation between the expected value function and the covariance function.

**Proposition 8.** Let \( Y(t) \) be a stationary switch process, \( E(t) \) be the expected value of the corresponding switch process, and let \( \mu \) be the expected value of the switching time distribution. Then for \( s > 0 \)

\[
\mathcal{L}(C)(s) = \frac{1}{s} \left( 1 - \frac{2}{\mu} \mathcal{L}(E)(s) \right).
\]
Proof. Starting with the covariance of \( Y(t) \), and utilizing symmetry, we have 

\[
(-Y(t)|\delta = 1) \overset{d}{=} (Y(t)|\delta = -1),
\]

and for \( t > 0 \)

\[
C(t) = E\left( E(Y(t)Y(0)|\delta) \right)
\]

\[
= \frac{1}{2} \left( E(Y(t)(-\delta)|\delta = 1) + E(Y(t)(-\delta)|\delta = -1) \right)
\]

\[
= -E(Y(t)|\delta = 1)
\]

\[
= -\left( \int_0^\infty E(Y(t)|\delta = 1, A = x)f_A|\delta = 1(x)dx \right)
\]

\[
= -\left( \int_0^t E(\delta X(t-x)|\delta = 1, A = x)f_A(x)dx + \int_t^\infty (-1)f_A(x)dx \right)
\]

\[
= -\int_0^t E(t-x)f_A(x)dx + 1 - F_A(t).
\]

Since \( E(t-x) = 0 \), for \( x > t \), we obtain

\[
C(t) = 1 - F_A(t) - (E * f_A)(t).
\]

Using the above expression and Proposition 2, we have

\[
\mathcal{L}(C)(s) = \frac{1 - \Psi_F(s)}{s\mu}.
\]

Using the above expression and Proposition 2,

\[
\mathcal{L}(C)(s) = \frac{1}{s} - \frac{1}{s}\mathcal{L}(f_A)(s) - \mathcal{L}(E)(s)\mathcal{L}(f_A)(s)
\]

\[
= \frac{1}{s} - \mathcal{L}(f_A)(s) \left( \frac{1}{s} + \frac{1}{s} \frac{1 + \Psi_F(s)}{1 + \Psi_F(s)} \right)
\]

\[
= \frac{1}{s} - \mathcal{L}(f_A)(s) \left( \frac{2}{s} \frac{1}{1 + \Psi_F(s)} \right)
\]

\[
= \frac{1}{s} - \frac{1 - \Psi_F(s)}{\mu s} \left( \frac{2}{s} \frac{1}{1 + \Psi_F(s)} \right)
\]

\[
= \frac{1}{s} - \frac{2}{\mu s} \mathcal{L}(E)(s) = \frac{1}{s} \left( 1 - \frac{2}{\mu s} \mathcal{L}(E)(s) \right).
\]

The above relation between \( E(t) \) and \( C(t) \) is somewhat implicit. By investigating the limit when \( t \) approaches zero of \( C(t) = 1 - F_A(t) - (E * f_A)(t) \), it is clear that \( C(0) = 1 \). With this remark, the relation between \( E(t) \) and \( C(t) \) becomes explicit in the next theorem.

**Theorem 2.** Let \( C(t) \) be the covariance of the stationary switch process, \( E(t) \) be the expected value function of the switch process, and \( \mu \) be the expected value of the switching time distribution, then for \( t \geq 0 \)

\[
C'(t) = -\frac{2}{\mu} E(t).
\]
Proof. From Proposition 8 we have

\[ \mathcal{L}(C)(s) = \frac{1}{s} \left( 1 - \frac{2}{\mu} \mathcal{L}(E)(s) \right). \]

Using the property of the Laplace transform that \( \mathcal{L}(f') = s\mathcal{L}(f) - f(0) \) and \( C(0) = 1 \),

\[ \mathcal{L}(C)(s) = \frac{1}{s} - \frac{2}{\mu s} \mathcal{L}(E)(s), \]

\[ s\mathcal{L}(C)(s) - 1 = -\frac{2}{\mu} \mathcal{L}(E)(s), \]

\[ \mathcal{L}(C')(s) = -\frac{2}{\mu} \mathcal{L}(E)(s), \]

\[ C'(t) = -\frac{2}{\mu} E(t). \]

□

Theorem 2 allows us to use functional properties of the expected value of the switch process to investigate the covariance of the stationary switch process. In particular, combining Theorem 2 with Theorem 1 yields a partial characterization of the covariance functions.

**Theorem 3.** Let \( C(t) \) be a symmetric function around zero, \( t \in \mathbb{R} \) such that the following conditions are satisfied for all \( t \in [0, \infty) \),

1. \( C(t) \geq 0 \),
2. \( C'(t) \leq 0 \),
3. \( C''(t) \geq 0 \),
4. \( C(0) = 1 \).

Then \( C(t) \) is the covariance function of a stationary switch process with a GD(2) switching time distribution.

**Proof.** The conditions follow directly from Proposition 7, Theorem 2 and the condition \( C(0) = 1 \). □

If the switching time distribution also belongs to GD(2), then from Corollary 1 there is an explicit relation between the expected value of the switch process and the switching time distribution. A similar result exists for the stationary switch process.

**Corollary 4.** Let \( C(t) \) be the covariance of the stationary switch process and the switching time distribution belong to GD(2), with the divisor \( \tilde{F} \) then

\[ 1 + \frac{\mu}{2} C'(t) = \tilde{F}(t) \]

\[ \frac{\mu}{2} C''(t) = \tilde{f}(t) \]

Even if the switching time distribution does not belong to GD(2) the expected value of the switching time distribution can still be obtained using Theorem 2.

**Corollary 5.** Let \( \mu \) be the expected value of the switching time distribution, \( C(t) \) the covariance of the stationary switch process, and \( E(t) \) the expected value function of the corresponding switch process, then

\[ \mu = 2 \int_0^{\infty} E(u) du. \]
Proof. From Theorem 2 we have \( C'(t) = -\frac{2}{\mu} E(t) \) and for some constant \( \alpha \)
\[
\frac{2}{\mu} \int_0^t E(u) du = C(t) + \alpha.
\]
We obtain \( \alpha = -1 \) by taking \( t \to 0^+ \) and using \( C(0) = 1 \). Then
\[
-\frac{2}{\mu} \int_0^\infty E(u) du = -1.
\]
\[\square\]

5. Examples

To illustrate the switch process and the relation between covariance, expected value, and the switching time distribution three examples are presented. The first is a very simple example used to illustrate the basic concepts, the second shows the utility of Theorem 2 and the third employs the conditions of Theorem 3 to derive the switching time distribution.

**Exponential switching time.** Consider a switch process with exponential switching times with intensity \( \lambda \). It is well known that this distribution belongs to \( GD(\infty) \) and therefore also belongs to \( GD(2) \). We derive the expected value function through the Laplace transform using Proposition 2. In particular,
\[
\mathcal{L}(E(t))(s) = \frac{1}{s} \frac{1 - \frac{1}{1 + s}}{1 + \frac{1}{1 + s}} = \frac{1}{2\lambda + s},
\]
which corresponds to
\[
E(t) = e^{-2\lambda t}.
\]
We note that \( E(t) \) is non-negative and decreasing for all \( t \geq 0 \), which is in agreement with the results of Theorem 1. Let us now derive the covariance function of the corresponding stationary switch process using Theorem 2. Clearly \( \mu = \frac{1}{\lambda} \) and we have
\[
C'(t) = -\frac{2}{\lambda} e^{-2\lambda t} = -2\lambda e^{-2\lambda t}.
\]
By solving for \( C(t) \) and computing \( C''(t) \) it is clear that the conditions of Theorem 3 are satisfied.

**Gamma switching time.** Consider instead a process with gamma distributed switching times, with parameters \( \theta = 2 \) and \( k = 2 \). This distribution does not belong to the class of \( GD(2) \) distributions, which can be verified through Proposition 5. Computing the expected value function, through the Laplace transform, we have
\[
\mathcal{L}(E(t))(s) = \frac{1}{s} \frac{1 - (1 + 2s)^{-2}}{1 + (1 + 2s)^{-2}} = \frac{2 + 2s}{1 + 2s + 2s^2},
\]
\[
E(t) = \sqrt{2} \sin \left( \frac{2t + \pi}{4} \right) e^{-\frac{t}{2}}.
\]
Since \( E(t) \) is oscillating, the condition (ii) of Theorem 1 is not satisfied. This is not surprising since Yannaros (1988b) has shown that a count process with gamma-distributed arrival times, \( k > 1 \) cannot be obtained as the thinning of some other count process. In the context of this paper, the divisor cannot be obtained and therefore the connection between geometric divisibility and the functional properties of the expected value cannot explicitly be derived in a straightforward manner from
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Theorem 1. However, the covariance function of its stationary counterpart can still be obtained through Theorem 2. Since the switching time distribution is known, \( \mu \) is in this case equal to four. Solving the differential equation with the condition \( C(0) = 1 \), we have for \( t \geq 0 \)

\[
C'(t) = -\frac{1}{\sqrt{2}} \sin \left( \frac{2t + \pi}{4} \right) e^{-\frac{t}{2}},
\]

\[
C(t) = \cos \left( \frac{t}{2} \right) e^{-\frac{t}{2}}.
\]

This example illustrates the utility of Theorem 2 even if the switching time distribution does not belong to \( GD(2) \). In Figure 5, a realization of the switch process with gamma switching times and its corresponding \( E(t) \) and \( C(t) \), is shown.

**Figure 1.** Sample path of switch process generated from \( T \in \Gamma(2, 2) \), \( E(t) \) and \( C(t) \) of its stationary counterpart.

**GD(2) switching time from covariance.** In the previous two examples, we started with a switching time distribution and derived \( E(t) \) of the switch process and \( C(t) \) of the corresponding stationary switch process. Let us instead investigate if the function

\[
h(t) = \frac{2}{\pi} \arcsin \left( \frac{1}{\cosh \left( \frac{t}{2} \right)} \right),
\]

is a valid covariance function of a stationary switch process. We start by computing the first and second derivative of \( h(t) \):

\[
h'(t) = -\frac{1}{\pi} \frac{\tanh \left( \frac{t}{2} \right) \text{sech} \left( \frac{t}{2} \right)}{\sqrt{1 - \text{sech}^2 \left( \frac{t}{2} \right)}} = -\frac{1}{\pi} \text{sech} \left( \frac{t}{2} \right),
\]

\[
h''(t) = \frac{1}{2\pi} \tanh \left( \frac{t}{2} \right) \text{sech} \left( \frac{t}{2} \right).
\]

From this, the conditions of Theorem 3 are satisfied and the function \( h(t) \) corresponds to the covariance of a specific stationary switch process, with a \( GD(2) \) switching time distribution. From Corollary 5 \( \mu \) can be obtained and combining
this with Corollary \[4\] the switching time divisor is obtained

\[
\hat{F}(t) = 1 - \operatorname{sech}\left(\frac{t}{2}\right),
\]

\[
\hat{f}(t) = \frac{1}{2} \tanh\left(\frac{t}{2}\right) \operatorname{sech}\left(\frac{t}{2}\right).
\]

To obtain the explicit switching time distribution is difficult using the standard method, through the Laplace transform. Numerical methods can be used to obtain the inverse of the Laplace transform. An alternative approach is to simulate from the divisor by using the inverse sampling method and the stochastic representation of 2-geometric divisible distributions to simulate from the full distribution.

6. Applications

The concept of persistency is of interest in statistical physics. Persistency is related to the exceedance time distribution of a stochastic process, i.e., the time between an up crossing of some level and a down crossing of the same level. These, in turn, lead to Palm distributions of the point process of instants of the level crossings. To obtain the explicit exceedance time distribution, or the Palm distribution, is a well-known difficult problem in probability theory, see [Littlewood and Offord (1938); Rice (1944); Coeurjolly et al. (2017)]. Therefore a persistency coefficient, which describes the tail behavior of the exceedance time distribution is often sought after instead. However, even obtaining exact and analytical persistency coefficients is still to a large extent an open problem. For example, the persistency coefficient was explicitly found for diffusion processes in dimension two by [Poplavskyi and Schehr (2018)] and then only for the zero level crossings. Therefore approximation methods are commonly used for the purpose. One of them is the independent interval approximation (IIA). For an extensive overview see for example [Bray et al. (2013)].

In essence, the IIA approach works as follows. For the stochastic process of interest, define the clipped process by computing the sign of the process. The time intervals when the process is one or minus one will not be independent. However, for simplicity, one can assume that the dependency is negligible and treat them as independent. This process can be viewed as a stationary switch process and the covariance can then be used to infer information from the switching time distribution. The covariance of the clipped process is directly related to the covariance of the process of interest and has an explicit form if the underlying process is Gaussian. The covariance function of the clipped process is then matched to the covariance of the stationary switch process. This is then used to approximate the persistency coefficient.

Two fundamental questions related to this approach should be posed. The first is if the approximated distribution is indeed a valid probability distribution, i.e., the IIA is mathematically sound. The second is if an explicit form of this distribution can be obtained.

The covariance function of a clipped Gaussian process is

\[
C(t) = \frac{2}{\pi} \arcsin (r(t)),
\]

where \(r(t)\) is the covariance function of the process which is clipped, i.e, our process of interest. By computing \(C'''(t)\), conditions on \(r(t)\) can be obtained for when \(C(t)\) corresponds to a \(GD(2)\) distribution. We have the subsequent proposition which follows directly from Theorem 3.
Proposition 9. Let \( r(t) \) be the covariance function of a zero-mean Gaussian process such that the following conditions are satisfied for \( t \geq 0 \):

(i) \( r(t) \geq 0 \),
(ii) \( r'(t) \leq 0 \),
(iii) \( r''(t) \geq -(r'(t))^2 r(t)/(1 - r(t)^2) \).

Then the approximated switching time distribution, using the IIA method, belong to the class of \( GD(2) \) distributions.

This proposition answers the posed questions and provides a partial answer to when the IIA method provides a valid probability distribution. The conditions of Proposition 9 are easy to verify and the conditions are satisfied by a large set of functions.

Consider the diffusion process in two dimensions. The covariance of the clipped process has the following form

\[
C(t) = \frac{2}{\pi} \arcsin \left( \frac{1}{\cosh(t^2)} \right).
\]

From the last example in Section 5 this corresponds to a \( GD(2) \) switching time distribution. Since the distribution of the divisor is known, it is possible to infer more information than only the persistency coefficient, such as the full approximated distribution and its properties. It might require some numerical methods but requires fewer computations than, for example simulating trajectories and then estimating the exceedance time from these simulations.

7. Conclusions

To characterize which functions correspond to the expected value of the switch process is a difficult problem. By exploring the relationship between the functional properties of the expected value and the class of 2-geometric divisible distributions, a partial answer to the problem is given.

An explicit relation between the expected value function of the switch process and the covariance function of the stationary switch process is presented. It leads to corresponding relations between the 2-geometric divisible switching time distributions and the covariance of the stationary switch process. It enables the recovery of the switching time distribution from the covariance function under some conditions which are easy to verify. This constitutes a partial solution to the well-known problem of obtaining the switching time distribution from the covariance function of a continuous-time binary process.

The complete answers to both the above-mentioned problems are still unknown. However, the partial answers given in this work provide an explicit answer for an important class of functions and switching time distribution.
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Appendix A. Proofs

In this appendix, the proofs of Section 2 are collected in order of appearance. Some of these results may be previously known, however, to keep the paper self-contained proofs are provided. Some supporting results are needed, but first a remark on notation. Let \( f(t) \) be the probability density function of a random variable with support on the positive real line, the Laplace transform of its corresponding probability measure is defined by \( \Psi_F(s) = \int_0^\infty e^{-ts}dF(t) \). The Laplace transform of the cumulative distribution function of the same random variable will be denoted by \( \mathcal{L}(F)(s) = \int_0^\infty e^{-ts}F(t)dt \). The two are related through

\[
\mathcal{L}(F)(s) = \Psi(s)F/s,
\]

since \( F \) is the convolution of the density function with the Heaviside step function.

For convolutions of functions and \( \ast \) is used to denote the convolution of probability distributions i.e. the distribution function of the sum of random variables.

Lemma 1. Let \( G, H \) be distribution function on \([0, \infty)\) with corresponding densities \( g, h \). Then for each \( t \geq 0 \)

\[
(g \ast h)(t) \leq \sup_{u > 0} g(u)H(t).
\]

Proof of Lemma 1. Since \( g, h \) are densities on \([0, \infty)\), \( g(t - x) = 0 \) for \( x > t \), we have

\[
(g \ast h)(t) = \int_{-\infty}^\infty g(t - x)h(x)dx = \int_0^t g(t-x)h(x)dx \\
\leq \int_0^t \sup_{u > 0} g(u)h(x)dx = \sup_{u > 0} g(u)H(t).
\]

\[ \square \]

Corollary 6. Let \( G \) be a distribution function on \([0, \infty)\), with the corresponding density \( g \). Then \( \forall n, m \in \mathbb{N} \) we have

\[
g^{(n+m)}(t) \leq \sup_{u > 0} g(u)^nG(t)^m.
\]

Lemma 2. Let \( G \) and \( H \) be a distribution function of \([0, \infty)\), with corresponding densities \( g, h \), then for \( t \geq 0 \)

\[
(H \ast G)(t) \leq G(t)H(t).
\]

Proof of Lemma 2. The result follows from

\[
(H \ast G)(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{t-x_1} g(x_1)h(x_2)dx_1dx_2 \\
= \int_{-\infty}^{\infty} g(x_1)H(t - x_1)dx_1 = \int_0^t g(x_1)H(t - x_1)dx_1 \\
\leq H(t) \int_0^t g(x_1)dx_1 = H(t)G(t).
\]

\[ \square \]

From the associative property of convolutions and Lemma 2 the following bound holds

\[
H^{n*} \leq H^n(t).
\]

The proofs of the section now follow in the order they appeared.
Proof of Proposition 1. From the law of total expectation and since $P(N(t) = n) = F^{n*} - F^{(n+1)*}$ we have,

$$EX(t) = E[E[X(t)|N(t)]] = \sum_{n=0}^{\infty} (-1)^n \left(F^{n*} - F^{(n+1)*}\right)(t).$$

Which can also be expressed as

$$E(t) = \sum_{n=0}^{\infty} (-1)^n F^{n*} + \sum_{n=0}^{\infty} (-1)^{n+1} F^{(n+1)*}(t) = 1 + 2 \sum_{k=0}^{\infty} (-1)^k F^{k*}(t).$$

□

Proof of Proposition 2. We omit technicalities but from Proposition 1 and the relation $L(F)(s) = \Psi F(s)/s$, we have for $s > 0$

$$L(E)(s) = \sum_{n=0}^{\infty} (-1)^n L(F^{n*} - F^{(n+1)*})(s)$$

$$= \sum_{n=0}^{\infty} (-1)^n \frac{\Psi F_n(s) - \Psi F_{n+1}(s)}{s}$$

$$= \frac{1}{s} \left(1 - \Psi F(s)\right) \sum_{n=0}^{\infty} (-\Psi F(s))^n$$

$$= \frac{1}{s} \left(1 - \Psi F(s)\right) + \Psi F(s).$$

The second equation of the proposition is obtained by solving the equation above for $\Psi F(s)$.

□

Proof of Proposition 3. From the last expression of the proof of Proposition 1, we have

$$E(t) = 1 + 2 \sum_{n=1}^{\infty} (-1)^n F^{n*}(t).$$

It is enough to show that the infinite series converges to zero when $t$ goes to zero. Using Lemma 2 we obtain

$$\left|\sum_{n=1}^{\infty} (-1)^n F^{n*}(t)\right| \leq \sum_{n=1}^{\infty} F^n(t) = \frac{F(t)}{1-F(t)}, \ t \geq 0.$$

Since $\lim_{t \to 0} F(t) = 0$, the limit at zero is obtained.

The limit at infinity follows from the Key Renewal Theorem (see page 86 in Daley and Vere-Jones (2003)) as follows.

We first note that

$$E(t) = 2P(X(t) = 1) - 1$$

and thus it is sufficient to show that

$$\lim_{t \to \infty} P(X(t) = 1) = \frac{1}{2}.$$
It follows from Lemma 4.1.1 (Renewal Equation Solution), p. 69 in [Daley and Vere-Jones (2003)] that
\[ P(X(t) = 1) = 1 - F(t) + \sum_{k=1}^{\infty} \int_0^t 1 - F(t-u) \, dF^k(u). \]

Then by the Key Renewal Theorem, see p.86 in [Daley and Vere-Jones (2003)],
\[ \lim_{t \to \infty} P(X(t) = 1) = \frac{1}{2} \mu \int_0^\infty 1 - F^2(u) \, du = \frac{1}{2}, \]
where \( \mu \) is the expected value of the switching time distribution. \( \square \)

**Proof of Proposition 4.** Consider the partial sum
\[ E_N(t) = 1 + 2 \sum_{k=1}^{N} (-1)^k F^k(t), \]
which, from the last equation of the proof of Proposition 1, is well defined for each \( N \) and converges to \( E(t) \) when \( N \to \infty \). From Theorem 7.17, [Rudin (1976)], it is sufficient to show local uniform convergence of \( E'_N(t) \), in order to exchange summation and derivation. Thus for each \( 0 < t_0 < t_1 \), we need to show that for each \( \epsilon > 0 \) there exist a \( N \) such that
\[ |E'_N(t) - E'(t)| < \epsilon \]
for all \( t \in [t_0, t_1] \).

For given \( t_0 \) and \( t_1 \), let \( t \in [t_0, t_1] \), and choose an \( N > l \). Then for every \( \epsilon > 0 \), we have
\[
\begin{align*}
|2 \sum_{k=1}^{N} (-1)^k f^k(t) - 2 \sum_{k=1}^{\infty} (-1)^k f^k(t)| &= |2 \sum_{k=N+1}^{\infty} (-1)^k f^k(t)| \\
&= |2 \sum_{n=1}^{\infty} (-1)^{N+n} f^*(N-l)+n(t)| \\
&\leq 2 \sum_{n=1}^{\infty} f^*(N-l)+n(t).
\end{align*}
\]

Let us first assume that the support of \( f \) is \((0, \infty)\). By applying Corollary 6 and Lemma 2 we bound the last term in the above by
\[
2 \sup_{u>0} f^*(u) \sum_{n=1}^{\infty} F^*(N-l+n)(t) \leq 2 \sup_{u>0} f^*(u) \sum_{n=1}^{\infty} F^{N-l+n}(t_1) = 2 \frac{F(t_1)}{1-F(t_1)} \sup_{u>0} f^*(u) F^{N-l}(t_1),
\]
where \( F(t_1) < 1 \) since \( f(t) \) is supported on \((0, \infty)\). For each \( \epsilon > 0 \), there will always exist a \( N \) such that
\[ F^{N-l}(t_1) < \epsilon \frac{1 - F(t_1)}{2F(t_1) \sup_{u>0} f^*(u)}, \]
which proves uniform convergence of \( E'_N(t) \) on compact subsets of \( \mathbb{R}^+ \).

The proof extends to the case of a distribution with support in the positive real line by considering how the support expands for each convolution and by grouping the terms in such a way that \( t_1 \) falls within the support of the iterated convolutions, i.e. \( F^k(t_1) < 1 \), for some \( k > 0 \), where \( k \) is then used as the size of grouping the subsequent terms in the series. \( \square \)
Proof of Proposition 5. If \( F \in GD(r) \) it has the following Laplace transform, described in Section 2,
\[
\Psi_F(s) = \frac{1}{1 - \left(1 - \frac{1}{r}\right)\Psi_F(s)}.
\]
Solving for \( \Psi_F(s) \), we have
\[
\Psi_F(s) = \frac{r \Psi_F(s)}{1 + (r - 1)\Psi_F(s)}.
\]
If and only if \( F \in GD(r) \), \( \Psi_F(s) \) will be a completely monotone function. This follows directly from Bernstein’s theorem (see Theorem 1, page 415 in Feller (1966)).

Proof of Proposition 6. Let \( X \in GD(r) \) with the distribution function \( F \) and corresponding divisor \( \bar{F} \), then we have
\[
\Psi_F = \frac{1}{1 - \left(1 - \frac{1}{r}\right)\Psi_F(s)}.
\]
Substituting the above into the expression of Proposition 5, we have
\[
\frac{u \Psi_F(s)}{1 + (u - 1)\Psi_F(s)} = \frac{u - \frac{1}{r} \Psi_F(s)}{1 + (u - 1)\left(1 - \frac{1}{r}\right)\Psi_F(s)} = \frac{\frac{u}{r} \Psi_F(s)}{1 - \left(1 - \frac{1}{r}\right)\Psi_F(s)} = \frac{\frac{u}{r} \Psi_F(s)}{1 - \left(1 - \frac{1}{r}\right)\Psi_F(s)}.
\]
If \( \frac{u}{r} < 1 \) or, equivalently, \( u < r \), then the last expression is completely monotone since it corresponds to \( \frac{u}{r} \)-geometric summation of the divisor of \( X \). From Proposition 5, \( X \) is therefore both \( r \)-geometric and \( u \)-geometric divisible. \( \square \)
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