BLOW-UP FOR STRAUSS TYPE WAVE EQUATION WITH DAMPING AND POTENTIAL

WEI DAI AND HIDEO KUBO

Abstract. We study a kind of nonlinear wave equations with damping and potential, whose coefficients are both critical in the sense of the scaling and depend only on the spatial variables. Based on the earlier works, one may think of a conjecture that the damping leads to a shift of the critical exponent of the nonlinear term, while the potential does not. We obtain a blow-up result which supports the conjecture, although the existence part is still open. What’s more, we give an upper bound of lifespan when the exponent of the nonlinear term is supposed to be critical or sub-critical.

1. Introduction

In this paper, we consider the blow-up phenomenon for the following initial value problem of semilinear wave equation with damping term and potential term:

\[ \begin{cases} \partial_t^2 u + Ar^{-1} \partial_t u - \Delta u + Br^{-2}u = |u|^p & t > 0, r := |x|, \\ u(0, x) = \varepsilon f(x), & \partial_t u(0, x) = \varepsilon g(x), & x \in \mathbb{R}^n \end{cases} \]

where \( n \geq 1, A \geq 0, B \in \mathbb{R}, p > 1 \) and \( 1 \gg \varepsilon > 0 \).

When \( A = B = 0 \), the study of (1.1) has gone through a long history (see for instance, [7, 12]), and it is well known that in this situation there exists a critical exponent which separates global in time behavior of small amplitude solutions (i.e., global existence and blow-up). The critical exponent is given by the positive root of the quadratic equation:

\[ h(n, p) := (n - 1)p^2 - (n + 1)p - 2 = 0. \]

Such result was firstly appeared in [6], and finally proved by [9] for the subcritical case, [13] for the critical case and [4] for the supercritical case.

For (1.1) only with the damping term, which means \( A > 0, B = 0 \), one related work comes from [5]. Roughly speaking, the authors proved a blow-up result when \( p \) is smaller than the critical exponent of the case \( A = B = 0 \) with \( n \) replaced by \( n + A \). This phenomenon is known as a shift of the critical exponent for the time depending damping term (see e.g., [1]). Following these results, we tend to believe that there exists a critical exponent \( p_c(n, A, B) \) in general situations, although we do not know much about the global existence part, up to now. This is partially because the damping and potential terms have singularity at the origin. In fact, for the case there exists only a regular potential term, some piecemeal results had been shown in [10], [2] and so on. The final conclusion is not clear, but these works suggest \( p_c(n, 0, B) = p_c(n, 0, 0) \) in the general situations.
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Next, we consider the exact lifespan, denoted by $T_{e,A,B}(n,p)$, of the problem (1.1). When $A = B = 0$, we have

$$ T_{e,0,0}(n,p) \lesssim \varepsilon \frac{2^{p(p-1)}}{C(n,p)} \quad 1 < p < p_c(n,0,0), $$

$$ \ln(T_{e,0,0}(n,p)) \lesssim \varepsilon^{-(p-1)} \quad p = p_c(n,0,0), $$

and the upper bounds are known to be sharp with respect to $\varepsilon$ at least in the case $3 \leq n \leq 8$. Here and throughout this paper, we denote $x \lesssim y$ and $y \gtrsim x$ mean $x \leq C y$ for some $C > 0$, which may change from line to line. Similarly, $x \approx y$ means that $x \lesssim y \lesssim x$. When $n \geq 9$ and $1 < p < p_c(n,0,0)$, the upper bound is also sharp. On the other hand, when $n = 1,2$, the sharp order in $\varepsilon$ is known according to what is assumed on the initial data. For the detailed discussion can be found in [11].

When $A > 0$, $B = 0$, some upper bound of lifespan has been shown in [5]. Among them, the upper bound for the case $p = p_c(n + A,0,0)$ coincides with the bound of $T_{e,0,0}(n + A,p_c(n + A,0,0))$, which seemed to be sharp. When $A = 0$, $B \neq 0$, we know less about the lifespan. But, by comparison principle in lower dimensions, we can derive some blow-up results, which suggests that $T_{e,0,B}(n,p) = T_{e,0,0}(n,p)$.

We remark that as for regular damping and potential terms, it has been shown in [3] that $p_c(3,2,2) = p_c(5,0,0)$ and the upper and lower bounds for $T_{e,2,2}(3,p)$ coincides with those of $T_{e,0,0}(5,p)$.

Now, we are in a position to state our main result in this paper about the upper bound of lifespan of solutions to (1.1), under the following technical requirements.

$$ B \geq -(n-2)^2/4, \quad 0 \leq A < n-1+2\rho, $$

with

$$ \rho := \frac{(2-n) + \sqrt{(n-2)^2 + 4B}}{2}. $$

**Theorem 1.1.** Assuming (1.3) are satisfied and $\text{supp}(f,g) \subset B(0,1)$ where $B(0,r)$ stand for the ball in which center at 0 and radial is $r$, let $u$ be the solution of (1.1) in the space $C^2([0,T];L^p(R^n))$ and satisfies $\text{supp} u \subset B(0,1 + t)$.

(i): When $A > 0$, max $\{\frac{n+p}{n+p+1}, \frac{1}{2} (\frac{n+p}{n+p+1})^\frac{1}{2} (1 + \sqrt{1 + \frac{\delta}{n+p+1}})\} < p < p_c(n + A,0,0)$, for any $\delta > 0$ and some constant $C_1$, we have

$$ T_{e,A,B}(n,p) \leq C_1 \varepsilon^{\frac{2(p+1)}{n+p+1}} \frac{1}{\delta}, $$

if $E_{\beta,1}$ defined in (3.2) is positive with $\beta = \frac{n-1+2\rho-A}{2} - \frac{1}{p}$.

(ii): When $A > 0$, $\frac{n+p}{n+p+1} < p \leq \frac{1}{2} \left( \frac{n+p}{n+p+1} + \sqrt{1 + \frac{\delta}{n+p+1}} \right)$, for any $\delta > 0$ and some constant $C_2$, we have

$$ T_{e,A,B} \leq C_2 \varepsilon^{\frac{1}{2p+1}} \frac{1}{\delta}, $$

if $E_{\beta,1}$ defined in (3.2) is positive with $\beta = \frac{n-1+2\rho-A}{2} - \frac{1}{p}$.

(iii): When $A = 0$, $p = p_c(n + A,0,0)$, for some constant $C_3$, we have

$$ T_{e,A,B} \leq \exp \left( C_3 \varepsilon^{-p(p-1)} \right), $$

if $E_{\beta,1}$ defined in (3.2) is positive with $\beta = \frac{n-1+2\rho-A}{2} - \frac{1}{p}$. 
(iv): When \( A = 0, \ p < p_c(n + A, 0, 0), \) for some constant \( C_4, \) we have
\[
T_{\varepsilon, A, B} \leq C_4 \varepsilon^{\frac{2p(p-1)}{(n+A)p}}
\]
if \( E_1 \) defined in (4.1) is positive.

Remark 1.1. This theorem suggests that \( p_c(n, A, B) = p_c(n + A, 0, 0) \) and \( T_{\varepsilon, A, B}(n, p) = T_{\varepsilon, 0, 0}(n + A, p) \) in general situations.

Remark 1.2. The small loss \( \delta \) in (1.5), (1.6) is also appeared in [5] for the subcritical case. On the other hand, their requirement \( A < \frac{(n - 1)^2}{(n + 1)} \) is stricter than ours (note that \( \rho = 0 \) in (1.3) for \( B = 0 \) and \( n \geq 2 \)).

This paper is organized as follows. In section 2, we introduce a different type of test functions which solve the conjugate equation of the corresponding homogeneous equation to (1.1). The blow-up result for the general case is treated in section 3. On the other hand, the non-damping case, that is, \( A = 0 \) is handled in section 4. We underline that there is no loss in the estimate of the upper bound of the lifespan in this case. Moreover, when the coefficient of the potential term is relatively small, we can eliminate the small loss appeared in the upper bound of the lifespan. This improvement is done in section 5, based on the comparison principle and the explicit representation of the fundamental solution.

2. Special solutions of the conjugate equation deduced by (1.1)

In this section, firstly we will construct a family of special solutions to
\[
P^* \Psi = \partial_t^2 \Psi - Ar^{-1} \partial_t \Psi - \Delta \Psi + Br^{-2} \Psi = 0,
\]
here \( P^* \) is the time-space conjugate operator of \( P. \) Then, we will discuss the properties of such \( \Psi, \) and use them as the test functions in the next section.

The basic idea is to reshape (2.1) and seek solutions only depend on \( t \) and \( r. \) We consider \( \Psi = r^\rho \Phi \) where \( \rho \) is defined in (1.4) in which solves
\[
\rho(\rho - 1) + (n - 1)\rho - B = 0.
\]
Here we require \( B \geq -((n - 2)^2)/4 \) so that the square root makes sense.

Lemma 2.1. Assume \( \Psi \) is spherically symmetric, then \( P^* \Psi(t, x) = 0 \) if and only if \( \Phi(t, x) \) satisfy the equation
\[
\partial_t^2 \Phi - Ar^{-1} \partial_t \Phi - \partial_r^2 \Phi - (n - 1 + 2\rho)r^{-1} \partial_r \Phi = 0, \quad t > 0, \quad r > 0
\]
with above notations.

Proof. We only need to replace \( \Psi(t, x) \) by \( r^\rho \Phi(t, x) \) and multiply \( r^{-\rho} \) in both sides. For the last two terms in \( P^* \Phi, \) we have
\[
\begin{align*}
-\rho r^{-\rho} & \partial_r (r^\rho \Phi) = \rho r^{-1} \Phi + \partial_r \Phi, \\
r^{-\rho} \partial_r^2 (r^\rho \Phi) & = \rho(\rho - 1)r^{-2} \Phi + 2\rho r^{-1} \partial_r \Phi + \partial_r^2 \Phi, \\
r^{-\rho} (-\Delta + Br^{-2}) \Phi & = -r^{-\rho}(\partial_r^2 + (n - 1)r^{-1} \partial_r - Br^{-2})(r^\rho \Phi) \\
& = -(\partial_r^2 + (n - 1 + 2\rho)r^{-1} \partial_r) \Phi,
\end{align*}
\]
where we used (2.2) in the last equality. Adding the first two terms and we finish the proof. \( \square \)
2.1. Solution for (2.3). In this section, we seek a family of homogeneous solutions of (2.3) with the form

\[ \Phi_\beta(t, x) = (t + r)^{-\beta} \phi \left( \frac{2r}{t + r} \right), \quad \beta \in \mathbb{R}. \]

From now on, we omit the subscript \( \beta \) in \( \Phi_\beta \) if it does not cause misunderstanding.

**Lemma 2.2.** With above notation, \( \Phi \) satisfies (2.3) in \( \{(t, x) : t > |x| \} \) is equivalent to that \( \phi \) satisfies

\[ 0 = z(1 - z)\phi''(z) + (\gamma - (\alpha + \beta + 1)z)\phi'(z) - \alpha \beta \phi(z), \quad z \in (0, 1) \]

with the notation

\[ \alpha = \frac{n + A - 1 + 2\rho}{2}, \quad \gamma = n - 1 + 2\rho, \]

which will be used through the paper.

**Proof.** The proof of this lemma is just some calculations and similar to the proof in [5], but for the reader’s convenience we show the details.

Set \( z = 2r(t + r)^{-1} \), we have

\[ \partial_t z = -2r(t + r)^{-2}, \quad \partial_r z = 2(t + r)^{-1} - 2r(t + r)^{-2} = 2t(t + r)^{-2}, \]

then we get

\[ \begin{align*}
\partial_t \Phi &= -\beta(t + r)^{-\beta - 1} \phi - 2r(t + r)^{-\beta - 2} \phi', \\
\partial_r^2 \Phi &= \beta(\beta + 1)(t + r)^{-\beta - 2} \phi + 4(\beta + 1) r \phi'(t + r)^{-\beta - 3} + 4 r^2 (t + r)^{-\beta - 4} \phi'', \\
\partial_r \Phi &= -\beta(t + r)^{-\beta - 1} \phi + 2t(t + r)^{-\beta - 2} \phi', \\
\partial_r^2 \Phi &= \beta(\beta + 1)(t + r)^{-\beta - 2} \phi - 4(\beta + 1) t \phi'(t + r)^{-\beta - 3} + 4 t^2 (t + r)^{-\beta - 4} \phi''.
\end{align*} \]

Then

\[ 0 = (\partial_r^2 - Ar^{-1} \partial_t - \partial_t^2 - (n - 1 + 2\rho)r^{-1} \partial_r) \Phi \]

\[ = 4(r - t)(t + r)^{-\beta - 2} \phi'' + (2Ar - 2(n - 1 + 2\rho)t + 4(\beta + 1)r)r^{-1}(t + r)^{-\beta - 2} \phi' \\
+ (A\beta + (n - 1 + 2\rho)\beta)(t + r)^{-1}(t + r)^{-\beta - 1}\phi. \]

We multiply above equation with \( (t + r)^{\beta + 2} \) in both sides, using the fact \( tr^{-1} = 2z^{-1} - 1 \) and we get

\[ 0 = 4 \left( 1 - \frac{tr^{-1}}{1 + tr^{-1}} \right) \phi'' + (2A - 2(n - 1 + 2\rho)tr^{-1} + 4(\beta + 1)) \phi' \\
+ (A\beta + (n - 1 + 2\rho)\beta)(tr^{-1} + 1) \phi \\
= 4(z - 1)\phi'' + (2A + 2(n - 1 + 2\rho) - 4(n - 1 + 2\rho)z^{-1} + 4(\beta + 1)) \phi' \\
+ (A\beta + (n - 1 + 2\rho)\beta)(2z^{-1}) \phi \\
= -4z^{-1} \left( z(1 - z)\phi'' + \left( n - 1 + 2\rho - \left( \frac{n + A - 1 + 2\rho}{2} + \beta + 1 \right) z \right) \phi' \\
- \frac{A\beta + (n - 1 + 2\rho)\beta}{2} \phi \right) \\
= -4z^{-1}(z(1 - z)\phi''(z) + (\gamma - (\alpha + \beta + 1)z)\phi'(z) - \alpha \beta \phi(z)), \]

which finishes the proof. \( \square \)
Corollary 2.3. When \( A < n - 1 + 2 \rho \), the equation (2.4) has a special solution
\[
\phi(z) = F\left(\alpha, \beta, \gamma; \frac{2r}{t + r}\right),
\]
where \( F(\alpha, \beta, \gamma; z) \) is the hypergeometric function given by
\[
F(\alpha, \beta, \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\alpha)\Gamma(\gamma - \alpha)} \int_0^1 t^{\alpha-1}(1-t)^{\gamma-\alpha-1}(1-zt)^{-\beta} \, dt
\]
for \( \gamma > \alpha > 0 \).

This corollary just followed by the property of hypergeometric differential equation. For more properties of hypergeometric differential equation and hypergeometric function, we refer the readers to, e.g., [8].

Now, we get a family of solutions of (2.1). Translating it downward by 2, and still denoted by \( \Psi \), then
\[
(2.6) \quad \Psi(t, x) = r^\rho(t + r + 2)^{-\beta} F\left(\alpha, \beta, \gamma; \frac{2r}{t + r + 2}\right)
\]
satisfies (2.1) in \( Q := \{(t, x) : 2 + t > |x|\} \). The next step is to discuss some properties of such \( \Psi \).

Lemma 2.4. For any \( \beta \in \mathbb{R} \) and \( (t, x) \in Q \), we have
\[
(2.7) \quad \partial_t \Psi_\beta(t, x) = -\beta \Psi_{\beta+1}(t, x).
\]
Moreover, for every \( (t, x) \in Q \), we have
\[
(2.8) \quad \Psi_\beta(t, x) \approx r^\rho(2 + t)^{-\beta} \cdot \begin{cases} 1, & \beta < \gamma - \alpha, \\ 1 - \ln\left(1 - \frac{2r}{2 + t}\right), & \beta = \gamma - \alpha, \\ \frac{1}{1 - \frac{2r}{2 + t}} \left(1 - \frac{\rho}{1 - \frac{2r}{2 + t}} \right)^{\gamma-\alpha-\beta}, & \beta > \gamma - \alpha. \end{cases}
\]

Proof. This lemma is similar to [5, Lemma 3.2] but more complete here. Firstly for (2.7), with \( z = \frac{2r}{t + r + 2} \) we have
\[
\partial_t \Psi_\beta(t, x) = r^\rho(t + r + 2)^{-\beta-1}(-\beta - z\partial_z)F(\alpha, \beta, \gamma; z), \quad \Psi_{\beta+1}(t, x) = r^\rho(t + r + 2)^{-\beta-1}F(\alpha, \beta + 1, \gamma; z).
\]
Using the properties
\[
\partial_z F(\alpha, \beta, \gamma; z) = \frac{\alpha z}{\gamma} F(\alpha + 1, \beta + 1, \gamma + 1; z),
\]
\[
\frac{\alpha z}{\gamma} F(\alpha + 1, \beta + 1, \gamma + 1; z) = F(\alpha, \beta + 1, \gamma; z) - F(\alpha, \beta, \gamma; z)
\]
of hypergeometric function, see e.g. [8, Section 9.2], we get (2.7) for any \( n \geq 1 \). For (2.8), we only need to estimate \( F(\alpha, \beta, \gamma; z) \) here. By the expression of \( F \), it is obvious that \( F > 0 \) when \( 0 < z < 1 \). For the rest estimates, because of that \( (1 - zt)^{-\beta} \approx 1 \) when \( 0 < z \leq 1/2, 0 < t < 1 \) and \( 1 - z \approx 1 - \frac{r}{2 + t} \), we only need to
consider $z > 1/2$. Then we have
\[ F(\alpha, \beta, \gamma; z) \approx \int_{0}^{1} t^{\alpha-1} (1 - t)^{\gamma-\alpha-1} (1 - zt)^{-\beta} \, dt \]
\[ = \int_{1/2}^{1} t^{\alpha-1} (1 - t)^{\gamma-\alpha-1} (1 - zt)^{-\beta} \, dt + O(1) \]
\[ \approx \int_{1/2}^{1} (1 - t)^{\gamma-\alpha-1}(1 - zt)^{-\beta} \, dt + O(1). \]

Using the change of variable $t = 1 - (1 - z)s$, we continue the calculation and get
\[ F(\alpha, \beta, \gamma; z) \approx (1 - z)^{\gamma-\alpha-\beta} \int_{0}^{(1-z)^{-1/2}} s^{\gamma-\alpha-1}(1 + zs)^{-\beta} \, ds + O(1) \]
\[ = (1 - z)^{\gamma-\alpha-\beta} \int_{1}^{(1-z)^{-1/2}} s^{\gamma-\alpha-1}(1 + zs)^{-\beta} \, ds + O(1) \]
\[ \approx (1 - z)^{\gamma-\alpha-\beta} \int_{1}^{(1-z)^{-1/2}} s^{\gamma-\alpha-\beta-1} \, ds + O(1). \]

By a fundamental calculation of this integral with different $\beta$, we finish our proof of (2.8).

2.2. Another solution for (2.3) with $A = 0$. When $A = 0$ and $n + 2\rho \in \mathbb{N}$, (2.3) looks like a linear spherically symmetric wave equation in $\mathbb{R}_+ \times \mathbb{R}^{n+2\rho}$, with solution
\[ \Phi(t, x) = \exp(-t) \int_{S^{n+2\rho-1}} \exp(x \cdot \mu) \, d\sigma_{\mu}, \]
which was firstly used in [13] when $A = B = 0$. To consider a general $\rho$, we modify it and get

**Lemma 2.5.** For any $\rho$ defined by (1.4),
\[ \Phi(t, x) := \exp(-t) \int_{-1}^{1} \exp(\lambda r) \sqrt{1 - \lambda^2}^{n-3+2\rho} \, d\lambda \]
is a solution of (2.3) with $A = 0$.

**Proof.** It is obvious that $\partial_t^2 \Phi = \Phi$, so we only need to show that
\[ \Phi - \partial_t^2 \Phi - (n - 1 + 2\rho)r^{-1} \partial_r \Phi = 0. \]
By using integration by part, we see
\[ \Phi - \partial_t^2 \Phi = \exp(-t) \int_{-1}^{1} \exp(\lambda r) \sqrt{1 - \lambda^2}^{n-3+2\rho} \, d\lambda \]
\[ = (n - 1 + 2\rho)r^{-1} \exp(-t) \int_{-1}^{1} \exp(\lambda r) \lambda \sqrt{1 - \lambda^2}^{n-3+2\rho} \, d\lambda \]
\[ = (n - 1 + 2\rho)r^{-1} \partial_r \Phi, \]
which finishes the proof.

**Lemma 2.6.** For the $\Phi$ defined above and $\Psi = r^\rho \Phi$, we have
\[ \Phi(t, x) \approx (1 + r)^{-(n - 1 + 2\rho)/2} \exp(r - t), \]
\[ \Psi(t, x) \approx r^\rho (1 + r)^{-(n - 1 + 2\rho)/2} \exp(r - t). \]
Proof. The properties of $\Psi$ follows easily from the property of $\Phi$, so we only need to show the estimate of $\Phi$. By definition of $\Phi$ and $r \geq 0$ we find
\[
\Phi(t, x) = \exp(-t) \int_0^1 \left( \exp(\lambda r) + \exp(-\lambda r) \right) \sqrt{1 - \lambda^{n-3+2\rho}} \, d\lambda \\
\approx \exp(-t) \int_0^1 \exp(\lambda r) \sqrt{1 - \lambda^{n-3+2\rho}} \, d\lambda \\
\approx \exp(r - t) \int_0^1 \exp((\lambda - 1)r) \sqrt{1 - \lambda^{n-3+2\rho}} \, d\lambda.
\]
When $r$ is small, the estimate follows easily, as for $r$ big, we set $s = (1 - \lambda)r$, then
\[
\Phi(t, x) \approx r^{-(n-1+2\rho)/2} \exp(r-t) \int_0^s \exp(-s) \sqrt{s^{n-3+2\rho}} \, ds,
\]
which lead to the estimate since the last integral is $O(1)$.

3. Proof of the blow-up phenomenon when $A \geq 0$

In this section we use $\Psi$ comes from Section 2.1 to consider the upper bound of the lifespan of solutions to (1.1) and its dependence of $\varepsilon$ under the condition (1.3).

3.1 Preliminaries for showing blowup phenomenon. Firstly we state a lemma of upper bound for lifespan to some ordinary differential inequality.

Lemma 3.1. Let $p > 1$ and $v \in C^2([t_0, \infty))$ with some $t_0 > 0$. If $v$ satisfies
\[
\begin{cases}
    v(t) \geq \delta(t+1)^a \\
v''(t) \geq k(t+1)^{-b} v(t)^p
\end{cases}
\]
with $\delta > 0$, $k > 0$, $a \geq 1$ and $(p-1)a > b - 2$, then $v$ must blows up before $C\delta^{-(p-1)/(p-1-\alpha-b+2)}$ for some $C > 0$.

If $v$ satisfies
\[t^{1-p} v(t)^p \lesssim v''(t) + 2v'(t)\]
with $v(t) \gtrsim \varepsilon^p t$ and $v'(t) \gtrsim \varepsilon^p$, then $v$ must blows up before $C' \varepsilon^{-p(p-1)}$ for some $C' > 0$.

Proof. The first result follows from [14, Lemma 2.1], and the second one follows from [5, Lemma 4.1].

For the test function (2.6), we consider the following function
\[
G_{\beta}(t) := \int_{\mathbb{R}^n} |u(t, x)|^p \Psi_{\beta}(t, x) \, dx, \quad t \geq 0.
\]

Lemma 3.2. If $\|u(t)\|_{L_x^p}$ is finite in some $[0, T]$ and $u(t, \cdot)$ is supported in $B(0, 1+t)$ for any $t$, then $G_{\beta}$ is finite in $[0, T]$ when $\beta < \gamma - \alpha$.

Proof. Noticing that for $\beta < \gamma - \alpha$, by (2.8) we have
\[
G_{\beta}(t) = \int_{\mathbb{R}^n} |u(t, x)|^p \Psi_{\beta}(t, x) \, dx \approx \int_{B(0, t+1)} |u|^p r^p (2 + t)^{-\beta} \, dx \lesssim (2 + t)^{\rho - \beta} \|u\|_{L_x^p}^p,
\]
which finishes the proof.

Remark 3.1. From the proof we can also find that $G_{\beta}(t) \approx (2 + t)^{-\beta} \|u^{p/\rho}\|_{L_x^p}^p$ when $\beta < \gamma - \alpha$. 

By Lemma 3.2, we only need to study the blow-up phenomenon of \( G_\beta(t) \) defined above. Now, we begin to construct the differential equation for \( G_\beta \) when \( \beta < \gamma - \alpha \).

**Lemma 3.3.** Let \( u \) be a solution of (1.1) with \( \text{supp} \ u \subset \{(t, x) : t \geq |x| - 1\} \). Then for every \( t \geq 0 \), we have

\[
\varepsilon E_{\beta,0} + \varepsilon E_{\beta,1} t + \int_0^t (t - s)G_\beta \ ds = \int_{\mathbb{R}^n} u \Psi_\beta \ dx + A \int_0^t \int_{\mathbb{R}^n} r^{-1} u \Psi_\beta \ dx \ ds \\
+ 2\beta \int_0^t \int_{\mathbb{R}^n} u \Psi_{\beta+1} \ dx \ ds
\]

(3.1)

where

\[
E_{\beta,0} = \int_{\mathbb{R}^n} f(x) \Psi_\beta(0, x) \ dx,
\]

(3.2)

\[
E_{\beta,1} = \int_{\mathbb{R}^n} g(x) \Psi_\beta(0, x) + \beta f(x) \Psi_{\beta+1}(0, x) + Ar^{-1} f(x) \Psi_\beta(0, x) \ dx.
\]

**Proof.** Starting from \( G_\beta \) itself, by the property of \( u \) and integration by parts we get

\[
G_\beta(t) = \int_{\mathbb{R}^n} (\partial_t^2 u + Ar^{-1} \partial_t u + Br^{-2} u) \Psi_\beta \ dx - \int_{\mathbb{R}^n} u \Delta \Psi_\beta \ dx.
\]

By (2.1), we know

\[
u \Delta \Psi_\beta = u (\partial_t^2 \Psi_\beta - Ar^{-1} \partial_t \Psi_\beta + Br^{-2} \Psi_\beta),
\]

then

\[
G_\beta(t) = \partial_t \int_{\mathbb{R}^n} \Psi_\beta \partial_t u - u \partial_t \Psi_\beta + Ar^{-1} u \Psi_\beta \ dx.
\]

Integrating it over \([0, t] \), noticing that \( \partial_t \Psi_\beta = -\beta \Psi_{\beta+1} \), we have

\[
\varepsilon E_{\beta,1} + \int_0^t G_\beta \ ds = \int_{\mathbb{R}^n} \Psi_\beta \partial_t u - u \partial_t \Psi_\beta + Ar^{-1} u \Psi_\beta \ dx \\
= \int_{\mathbb{R}^n} \partial_t (u \Psi_\beta) + 2\beta u \Psi_{\beta+1} + Ar^{-1} u \Psi_\beta \ dx
\]

with \( E_{\beta,1} \) defined above. To eliminate the \( \partial_t \) appeared in right hand, we integrate it again, then we get (3.1). \(
\)

From now on, we set \( \beta = \gamma - \alpha - \frac{1}{q} \) with \( p \leq q < \infty \). To estimate \( G_\beta(t) \), we derive the estimate of the left hand of (3.1).

**Lemma 3.4.** Assuming \( \frac{n+p}{n+p-1} < p < \infty \), we have

(3.3)

\[
\varepsilon E_{\beta,0} + \varepsilon E_{\beta,1} t + \int_0^t (t - s)G_\beta \ ds \\
\lesssim \left\| u \right\|_{L_p^r} (2 + t)^{\frac{n+p}{p-r} - \beta} + \begin{cases} 
\int_0^t \left\| u \right\|_{L_p^r} (2 + s)^{\frac{n+p}{p-r} - \beta - \frac{1}{q} - \frac{1}{p}} \ ds & q > p, \\
\int_0^t \left\| u \right\|_{L_p^r} (2 + s)^{\frac{n+p}{p-r} - \beta - \ln(2 + s)^{\frac{1}{p}}} \ ds & q = p.
\end{cases}
\]
Proof. We only need to estimate the three terms appeared in the right hand of (3.1). Using (2.8), for the first term with \( \beta < \gamma - \alpha \), we have
\[
\int_{\mathbb{R}^n} u \Psi_\beta \, dx \lesssim \left\| ur^\beta \right\|_{L^p_r} \left\| r^{-\frac{\beta}{p}} \Psi_\beta \right\|_{L^{p'}_r (r<t+1)} \\
\approx \left\| ur^\beta \right\|_{L^p_r} (2 + t)^{-\beta} \left\| r^{\frac{\beta}{p'}} \right\|_{L^{p'}_r (r<t+1)} \\
\approx \left\| ur^\beta \right\|_{L^p_r} (2 + t)^{\frac{n+\rho-\beta}{p'\beta}}.
\]
For the second term, noticing that \( \frac{n+\rho}{n+\rho-1} < p \), we have
\[
\int_{\mathbb{R}^n} r^{-1} u \Psi_\beta \, dx \lesssim \left\| ur^\beta \right\|_{L^p_r} (2 + s)^{-\beta} \left\| r^{\frac{\beta}{p'}} \right\|_{L^{p'}_r (r<s+1)} \approx \left\| ur^\beta \right\|_{L^p_r} (2 + s)^{\frac{n+\rho-\beta}{p'\beta} - 1}.
\]
For the third term, noticing \( \beta + 1 = \gamma - \alpha + \frac{1}{q} > \gamma - \alpha \), we have
\[
\int_{\mathbb{R}^n} u \Psi_{\beta+1} \, dx \lesssim \left\| ur^\beta \right\|_{L^p_r} (2 + s)^{-\beta-1} \left\| r^{\frac{\beta}{p'}} \left(1 - \frac{r}{2 + s}\right)^{\gamma - \alpha - 1} \right\|_{L^{p'}_r (r<s+1)}
\]
where
\[
\left\| r^{\frac{\beta}{p'}} \left(1 - \frac{r}{2 + s}\right)^{\gamma - \alpha - 1} \right\|_{L^{p'}_r (r<s+1)} = \int_{B(0,1+s)} r^\rho \left(1 - \frac{r}{2 + s}\right)^{\rho\left(\frac{\beta}{p'}\right) - 1} \, dx
\]
\[
\approx \int_0^{1+s} r^{\rho+n-1} \left(1 - \frac{r}{2 + s}\right)^{-\frac{\rho\beta}{p'}} \, dr
\]
\[
= (2 + s)^{n+\rho} \int_{(2+s)^{-1}}^1 (1 - \lambda)^{\rho+n-1} \lambda^{-\frac{\rho\beta}{p'}} \, d\lambda
\]
\[
\approx (2 + s)^{n+\rho} \left(\int_{(2+s)^{-1}}^1 \lambda^{-\frac{\rho\beta}{p'}} \, d\lambda + O(1)\right).
\]
By considering \( q > p \) and \( q = p \) separately, we get (3.3) by simple calculation and finish the proof. \( \square \)

3.2. The upper bound of lifespan for the subcritical case. In this section, we will specify \( q > p \) later for \( \frac{n+\rho}{n+\rho-1} < p < p_c(n + A, 0, 0) \). By Lemma 3.4 and Remark 3.1 we see
\[
\varepsilon E_{\beta,0} + \varepsilon E_{\beta,1} t + \int_0^t (t - s) G_\beta \, ds \lesssim (2 + t) \frac{n+\rho-\beta}{p} G_\beta^{\frac{1}{p}} + \int_0^t (2 + s)^{n+\rho-\beta} \frac{1}{q} G_\beta^{\frac{1}{p}} \, ds,
\]
where
\[
\alpha = \frac{n + A - 1 + 2\rho}{2}, \quad \gamma = n - 1 + 2\rho, \quad \beta = \gamma - \alpha - \frac{1}{q} = \frac{n - 1 + 2\rho - A}{2} - \frac{1}{q}.
\]
Integrating this equation over \([0, t] \), for the first term in right hand we deduce that
\[
\int_0^t (2 + s)^{n+\rho-\beta} \frac{1}{p} G_\beta^{\frac{1}{p}} \, ds \lesssim \left(\int_0^t G_\beta \, ds\right)^{\frac{1}{p}} \left(\int_0^t (2 + s)^{n+\rho-\beta} \, ds\right)^{\frac{1}{p}}
\]
\[
\lesssim \left(\int_0^t G_\beta \, ds\right)^{\frac{1}{p}} (2 + t)^{\frac{n+\rho-\beta+1}{p}}.
\]
For the second term we deduce that
\[
\int_0^t (t-s)(2+s)^{\frac{n+\rho-\beta}{p}-\frac{1}{q}} G_\beta^\frac{1}{p} ds \lesssim \left( \int_0^t G_\beta ds \right)^\frac{1}{p} \left( \int_0^t (t-s)(2+s)^{n+\rho-\beta-\frac{p'}{q}-1} ds \right)^\frac{1}{p'},
\]
for some \(q\) in which ensure that \(n + \rho - \beta - \frac{p'}{q} - 1 = \frac{n+A+1}{q(p-1)} - 1 > -1\).

Since \(q > p\), mixing them together and noticing that \(\frac{n+\rho-\beta+1}{p'} q - \frac{1}{pq} > 0 + 0 - 1 = -1\), we get
\[
\varepsilon E_{\beta,0} t + \varepsilon E_{\beta,1} t^2 + \int_0^t (t-s)^2 G_\beta ds \lesssim \left( \int_0^t G_\beta ds \right)^\frac{1}{p} \left( 2 + t \right)^{\frac{h(n+A,p)}{2p} + 2 + \frac{1}{p^2} - \frac{1}{pq} + \frac{1}{p} - \frac{1}{q}}.
\]

If \(E_{\beta,1} > 0\), setting \(K_\beta(t) := \int_0^t (t-s)^2 G_\beta(s) ds\) and noticing that
\[
- \frac{h(n+A,p)}{2p} + \frac{1}{q} - \frac{1}{p} > 0 + 0 - 1 = -1,
\]
we get
\[
K_\beta(t) \geq (2 + t)^{\frac{h(n+A,p)}{2p} + 2 + \frac{1}{p} - \frac{1}{p^2} - \frac{1}{pq}} K_\beta(t)^p
\]
for all \(t > t_0\) with some \(t_0\) big enough. By Lemma 3.1, we know \(K_\beta(t)\) must blow-up before \(C\varepsilon^{\eta}\) with
\[
\eta = \frac{2pq(p-1)}{h(n+A,p)q + 2q - 2p} = \frac{1}{\frac{h(n+A,p)}{2p(p-1)} + \frac{1}{p^2} - \frac{1}{pq} - \frac{1}{q}},
\]
and so does \(G_\beta(t)\) and \(u\).

Now, we back to the choice of \(q\). By the requirements
\[
n + \rho - \beta - \frac{p'}{q} - 1 > -1, \quad q > p,
\]
we need to choose
\[
q > \max \left\{ \frac{2}{(p-1)(n+A+1)}, p \right\}.
\]
When \(p \geq \frac{2}{(p-1)(n+A+1)}\), which means \(p \geq \frac{1}{2} \left( 1 + \sqrt{1 + \frac{8}{n+A+1}} \right)\), we can choose \(q\) arbitrarily close to \(p\), such that \(E_{\beta,1} > 0\) by its continuity relates to \(\beta\), then we get (1.5) with any \(\delta\). Otherwise, we can only choose \(q\) arbitrarily close to \(\frac{2}{(p-1)(n+A+1)}\), then we get (1.6) with any \(\delta\).
3.3. The upper bound of lifespan for the critical case. When $p = p_c(n + A, 0, 0)$, things become more difficult. For writing convenience we more define

$$H_\beta(t) := \int_0^t (t - s)(2 + s)G_\beta(s) \, ds, \quad t \geq 0,$$

$$J_\beta(t) := \int_0^t (2 + s)^{-3}H_\beta(s) \, ds, \quad t \geq 0.$$

Then we have the following properties

Lemma 3.5. For every $t \geq 0$,

$$\begin{align*}
(2 + t)^2J_\beta(t) &= \frac{1}{2} \int_0^t (t - s)^2G_\beta(s) \, ds, \\
H_\beta'(t) &= (2 + t)^3J_\beta'(t) + 3(2 + t)^2J_\beta(t).
\end{align*}$$

Proof. The first relation follows from integration by parts and the fact that

$$\frac{d^2}{ds^2}(2 + s)^{-1} = \frac{2(2 + t)^2}{(2 + s)^3}.$$

The second relation follows from

$$(2 + t)^3J_\beta'(t) = H_\beta(t).$$

Differentiating on both sides of the equation and we get the result. \qed

To show the blow-up of $u$, we consider both $G_\beta$ with some $q > p$ and $G_{\beta_0}$ with $q = p$. Note $\beta \geq \beta_0$, by Lemma 3.4 and Remark 3.1 for $G_{\beta_0}$, we have

$$\int_0^t (t - s)G_{\beta_0} \, ds \lesssim (2 + t)^{n + p - \beta_0}G_{\beta_0} + \int_0^t (2 + s)^{n + p - \beta_0}1 - 1G_{\beta_0}^{-\beta} \ln(2 + s)^{\beta - p} \, ds.$$

Noticing than $\frac{n + p - \beta_0}{p} = 1 + \frac{1}{p}$ and integrating it over $[0, t]$, we have

$$\begin{align*}
\int_0^t (t - s)^2G_{\beta_0} \, ds &\lesssim \int_0^t (2 + s)^{1 + \frac{\beta}{p}}G_{\beta_0}^\frac{\beta}{p} \, ds + \int_0^t (2 + s)^{\beta}G_{\beta_0}^{-\beta} \ln(2 + s)^{\beta - p} \, ds \\
&\lesssim \left(\int_0^t (2 + s)G_{\beta_0} \, ds\right)^{\frac{\beta}{p}} \left(\left(\int_0^t (2 + s)^p \, ds\right)^{\frac{1}{p}} + \left(\int_0^t (2 + s)^{\beta - p} \ln(2 + s) \, ds\right)^{\frac{1}{p}}\right) \\
&\lesssim \left(\int_0^t (2 + s)G_{\beta_0} \, ds\right)^{\frac{\beta}{p}} (2 + t)^{\frac{2\beta - 2}{p}} \ln(2 + t)^{\frac{\beta}{p}}.
\end{align*}$$

By the definitions and properties of $H$ and $J$, we get

$$\ln(2 + t)^{1 - p}J_{\beta_0}(t) \lesssim H_{\beta_0}'(t)(2 + t)^{-1} = (2 + t)^2J_{\beta_0}'(t) + 3(2 + t)J_{\beta_0}'(t).$$

Setting $J_{\beta_0}(t) = v(\sigma)$ with $\sigma = \ln(2 + t)$, from above inequalities we obtain

$$\sigma^{1 - p}v(t) \lesssim v'(\sigma) + 2v'(\sigma)$$

with $\sigma > \sigma_0$ for some $\sigma_0$.

On the other hand, by Lemma 3.4 for $G_\beta$ and Remark 3.1 for $G_{\beta_0}$, we have

$$\varepsilon E_{\beta,0} + \varepsilon E_{\beta,1}t \lesssim (2 + t)^{n + p - \beta_0 + \beta_0 - \beta}G_{\beta_0}^\frac{\beta}{p} + \int_0^t (2 + s)^{n + p - \beta_0 - \beta}G_{\beta_0}^{-\beta} \, ds.
Integrating it over $[0, t]$, similarly we have
\[
\varepsilon E_{\beta,0} t + \varepsilon E_{\beta,1} t^2 \\
\lesssim \left( \int_0^t (2 + s) G_{\beta_0} \, ds \right)^{\frac{1}{p}} \left( \left( \int_0^t (2 + s)^{\rho'(1 + \beta_0 - \beta)} \, ds \right)^{\frac{1}{p'}} + \left( \int_0^t (t - s)^{\rho'} \, ds \right)^{\frac{1}{p'}} \right)
\]
\[
\lesssim \left( \int_0^t (2 + s) G_{\beta_0} \, ds \right)^{\frac{1}{p}} (2 + t)^{2 - \frac{2}{p'}}.
\]
Since we assume $E_{\beta,1} > 0$, it means
\[
H'_{\beta_0}(t) \gtrsim \varepsilon p t^2 p (2 + t)^{1 - 2p} \gtrsim \varepsilon p (2 + t)
\]
for all $t > t_0$ with some $t_0$ big enough, and therefore $H_{\beta_0}(t) \gtrsim \varepsilon p (2 + t)^2$ for all $t > 2t_0$. Using the properties of $v$ and $J_\beta$, we see
\[
v'(\sigma) = (2 + t) J'_{\beta_0}(t) = (2 + t)^{-2} H_{\beta_0}(t) \gtrsim \varepsilon p
\]
for all $\sigma > \ln(2 + 2t_0)$, and therefore $v(\sigma) \gtrsim \sigma \varepsilon p$ for all $\sigma > 2 \ln(2 + 2t_0)$. Applying Lemma 3.1 here we get the upper bound of lifespan of $v$, then $J_{\beta_0}$, $H_{\beta_0}$ and finally $u$, which finishes our proof of (1.7).

4. Another proof of the blow-up phenomenon when $A = 0$

In this section, we turn to use $\Psi$ which comes from Section 2.2 as the test function. Here, we notice that (1.1) is equivalent to
\[
(\partial_t^2 - r^{-2} \Delta_{S^{n-1}}) (r^{-\rho} u) - r^{-n+1-2\rho} \partial_r (r^{-n+1+2\rho} \partial_r (r^{-\rho} u)) = r^{-\rho} |u|^p.
\]
Since it is so, we set
\[
F_0(t) := \int_{\mathbb{R}^n} r^\rho u \, dx = \int_0^\infty \int_{S^{n-1}} r^{n-1+2\rho} (r^{-\rho} u) \, d\omega \, dr
\]
\[
F_1(t) := \int_{\mathbb{R}^n} u \Psi \, dx.
\]
Firstly for $F_1(t)$, similar to the calculation of $G_\beta$, we have
\[
\varepsilon E_1 \leq \partial_t \int_{\mathbb{R}^n} \Psi u \, dx - 2 \int_{\mathbb{R}^n} u \partial_t \Psi \, dx = F'_1 + 2F_1
\]
with
\[
(4.1) \quad E_1 = \int_{\mathbb{R}^n} (f(x) + g(x)) \Psi(0, x) \, dx.
\]
Then we get that $F_1(t) \gtrsim \varepsilon$ for all $t \geq t_0$ with some $t_0$ big enough.

As for $F_0(t)$, we calculate
\[
F''_0(t) = \int_0^\infty \int_{S^{n-1}} r^{n-1+2\rho} \partial_r^2 (r^{-\rho} u) \, d\omega \, dr
\]
\[
= \int_0^\infty \int_{S^{n-1}} \partial_r (r^{-n+1+2\rho} \partial_r (r^{-\rho} u)) + r^{n-1+2\rho} \partial_r (r^{-\rho} |u|^p) \, d\omega \, dr
\]
\[
= \int_{\mathbb{R}^n} r^\rho |u|^p \, dx
\]
Using the Hölder’s inequality, we find
\[ F_0''(t) = \int_{\mathbb{R}^n} r^p |u|^p \, dx \geq \frac{|\int r^p u \, dx|^p}{(\int_{r<t} r^p \, dx)^{p-1}} \equiv (1 + t)^{-(n+\rho)(p-1)} |F_0|^p. \]
On the other hand, we also get
\[ F_0''(t) = \int_{\mathbb{R}^n} r^p |u|^p \, dx \geq \frac{|F_1|^p}{(\int_{r<t} r^{-\frac{\rho}{n}} \Psi' \, dx)^{p-1}}, \]
Using Lemma 2.6 and splitting the integral at \( r = \frac{t+1}{2} \), we get
\[ \int_{r<t+1} r^{-\frac{\rho}{n}} \Psi' \, dx \approx \int_0^{t+1} r^{n-1+p}(1 + r)^{-(n+2p)p'/2} \exp(p'r - p't) \, dr \]
\[ \lesssim (1 + t)^{n+\rho-(n+2p)p'/2}. \]
Then
\[ F_0''(t) \gtrsim \varepsilon^p(1 + t)^{(n-1+p)-(n-1)p/2}. \]
Integrating the inequality twice, we get that
\[ F_0(t) \gtrsim \varepsilon^p(1 + t)^{(n+1+p)-(n-1)p/2} \]
for all \( t \geq t_1 \) with some \( t_1 \). Applying these inequalities of \( F_0 \) to Lemma 3.1, we finish the proof of (1.8).

5. Some improvements when \( B \) is small

In this section, we want to show a bit more results under some restrictions on \( B \). For convenience, we assume
\[ f(x) \equiv 0, \quad 0 \leq g(x) \neq 0 \]
in this section.

**Theorem 5.1.** With \( f \) and \( g \) as above, \( n \geq 2 \), \( A \geq 0 \) and \( B \leq \frac{\Delta^2 + 2A-(n-1)(n-3)}{4} \), we have
\[ T_{\varepsilon,A,B}(n,p) \leq C\varepsilon^{\frac{2p(n-1)}{n+p}}, \quad p < p_c(n + A, 0, 0), \]
\[ T_{\varepsilon,A,B}(n,p) \leq (C\varepsilon^{-p(n-1)}), \quad p = p_c(n + A, 0, 0), \]
for some constant \( C \) which does not depend on \( \varepsilon \).

**Proof.** In this situation, we compare the solution of the equation (1.1) with that of the equation
\[ \begin{align*}
\left\{ \begin{array}{l}
\partial_t^2 U - \Delta + \frac{A}{4} \partial_t + \frac{\hat{B}}{4r} U = |U|^p, \\
U(0, x) = 0, \quad U_t(0, x) = \varepsilon \tilde{g}(x),
\end{array} \right.
\end{align*} \]
where \( \hat{B} = \frac{\Delta^2 + 2A-(n-1)(n-3)}{4} \) and \( \tilde{g}(x) = \frac{1}{|S^{n-1}|} \int_{S^{n-1}} g(rv) \, dv \). Because of that the \( \tilde{g} \) is spherically symmetric, this equation is equivalent to
\[ \begin{align*}
\left\{ \begin{array}{l}
(\partial_t - \partial_r + \frac{A}{2r}) \left( \partial_t + \partial_r + \frac{A}{2r} \right) V = F(t, r), \\
V(0, r) = V(t, 0) = 0, \quad V_t(0, r) = \varepsilon g^*(r),
\end{array} \right.
\end{align*} \]
where
\[ V = r^{\frac{n-1}{4}} U, \quad F = r^{\frac{n-1}{4}(1-p)} |V|^p, \quad g^*(r) = r^{\frac{n-1}{4}} \tilde{g}(re_1). \]
To study the blow-up of $U$, we start at (5.2) and (5.3).

**Claim 5.2.** The solution of the linear equation (5.3) is given by

$$V(t, r) = \frac{1}{2} \int_0^t \int_{|r-t|}^{r+s} \left(2^{-1}r^{-1/2}\rho^{-1/2}(\rho + r - t)\right)^{A} F(s, \rho) \, d\rho \, ds$$

$$+ \frac{\varepsilon}{2} \int_{|r-t|}^{r+t} \left(2^{-1}r^{-1/2}\rho^{-1/2}(\rho + r - t)\right)^{A} g^*(\rho) \, d\rho.$$

This claim shows that $U = r^{-\frac{n+1}{2}}V$ is nonnegative as long as $g^*$ and $F$ is nonnegative, which allows us to use the comparison principle. Meanwhile, we have

**Lemma 5.3.** Assume $V$ solves (5.3) with $p \leq p_c(n + A, 0, 0)$, then $V$ must blow-up at some $T_{c, A, \tilde{B}}(n, p)$ satisfying (5.1).

Back to $u$, we find that $\tilde{u}(t, x) := \frac{1}{|S^{n-1}|} \int_{S^{n-1}} u(t, rv) \, dv$ satisfying

$$\begin{aligned}
&\left(\partial_t^2 - \Delta + \frac{1}{r} \partial_r + \frac{\tilde{B}}{r^2}\right) \tilde{u} = \frac{\tilde{B} - B}{r^2} \tilde{u} + \frac{1}{|S^{n-1}|} \int_{S^{n-1}} |u|^p(t, rv) \, dv, \\
&\tilde{u}(0, x) = 0, \quad \tilde{u}(0, x) = \varepsilon \tilde{g}(x),
\end{aligned}$$

where, by Jensen’s inequality,

$$\frac{\tilde{B} - B}{r^2} \tilde{u} + \frac{1}{|S^{n-1}|} \int_{S^{n-1}} |u|^p(t, rv) \, dv \geq |\tilde{u}|^p$$

as long as $\tilde{u} \geq 0$. Then, by Claim 5.2 and $g(x) \geq 0$, we use comparison principle and find $\tilde{u} \geq U \geq 0$. By Lemma 5.3 and the relation between $U$ and $V$, we finish the proof, provided Claim 5.2 and Lemma 5.3 are valid.

Then, we only need to prove Claim 5.2 and Lemma 5.3. The former one is easy to verify by a direct calculation, so we leave it to readers. As for the latter one, we use the idea comes from [3]. To begin with, we introduce a proposition.

**Proposition 5.4** (Lemma 3.2 of [3]). Let $C_1, C_2 > 0$, $\alpha, \beta \geq 0$, $\kappa \leq 1$, $\varepsilon \in (0, 1]$, and $p > 1$. Suppose that $f(y)$ satisfies

$$f(y) \geq C_1 \varepsilon^\alpha, \quad f(y) \geq C_2 \varepsilon^\beta \int_0^y \left(1 - \frac{\eta}{y}\right) \frac{f(\eta)^p}{\eta^\kappa} \, d\eta, \quad y \geq 1.$$

Then, $f(y)$ blows up in a finite time $T_*(\varepsilon)$. Moreover, there exists a constant $C^* = C^*(C_1, C_2, p, \kappa) > 0$ such that

$$T_*(\varepsilon) \leq \begin{cases} 
\exp(C^*\varepsilon^{-((p-1)\alpha + \beta)}) & \text{if } \kappa = 1, \\
C^*\varepsilon^{-((p-1)\alpha + \beta)/(1-\kappa)} & \text{if } \kappa < 1.
\end{cases}$$

**Proof of Lemma 5.3.** Firstly, by the assumption of $g$ and the relation between $g$ and $g^*$, we know that there must exists a positive constant $c_0$ and some region $[a, b]$, such that $g^* \geq c_0$ when $r \in [a, b]$. Without loss of generality we assume $c_0 = 1$, $a = 1/2$, $b = 1$. Then, for $t < r < t + 1/2$, $t + r > 1$, by Claim 5.2 we have

$$V(t, r) \geq \varepsilon \int_{r-t}^{r+t} \left(r^{-1/2} \rho^{-1/2}(\rho + r - t)\right)^{A} g^*(\rho) \, d\rho$$

$$\geq \varepsilon r^{-\frac{1}{4}} \int_0^1 \rho^{\frac{3}{2}} g^*(\rho) \, d\rho$$

$$\geq \varepsilon r^{-\frac{1}{4}}$$.
By Claim 5.2 again, for $0 < t < 2r$, $t - r > 1$ we have

$$V(t, r) \gtrsim \int_0^t \int_{r-t+s}^{r+t-s} \left( \frac{\rho + r + s - t}{t^{1/2} \rho^{1/2}} \right)^A \rho^{\frac{1}{2} - (1-p)} |V|^p(s, \rho) \, d\rho \, ds.$$

Noticing that $\Sigma := \{(s, \rho) : 0 < \rho - s < 1/2, t - r < s + \rho < t + r\}$ is a subset of the integral region, we have

$$V(t, r) \gtrsim \varepsilon^p \int_{\Sigma} \left( \frac{\rho + r + s - t}{t^{1/2} \rho^{1/2}} \right)^A \rho^{\frac{1}{2} - (1-p)} |V|^p(s, \rho) \, d\rho \, ds$$

$$= \varepsilon^p \int_{\Sigma} \left( \frac{\rho + r + s - t}{t^{1/2} \rho^{1/2}} \right)^A \rho^{\frac{1}{2} - (1-p)} |V|^p(s, \rho) \, d\rho \, ds.$$

Using the change of variable $\xi = s + \rho$, $\eta = s - \rho$, we obtain

$$V(t, r) \gtrsim \varepsilon^p r^{-(p-\frac{1}{2})} \int_{t-r}^{t+r} \int_0^{\frac{3(t-r)}{2}} (\xi + r - t)^A \xi^{-\frac{1}{2} + \frac{1}{2}(1-p)} \eta^p \, d\eta \, d\xi$$

$$\gtrsim \varepsilon^p r^{-(p-\frac{1}{2})} (t - r)^{-\frac{1}{2}} \int_{t-r}^{t+r} (\xi + r - t)^A \xi^{-\frac{1}{2} + \frac{1}{2}(1-p)} \, d\xi.$$

Since $t < 2r$, we have $t + r > 3(t - r)$, so that

$$V(t, r) \gtrsim \varepsilon^p r^{-(p-\frac{1}{2})} \int_{t-r}^{t+r} (\xi + r - t)^A \xi^{-\frac{1}{2} + \frac{1}{2}(1-p)} \, d\xi$$

$$\gtrsim \varepsilon^p r^{-(p-\frac{1}{2})} (t - r)^{-\frac{1}{2}} \int_{t-r}^{t+r} (\xi + r - t)^A \xi^{-\frac{1}{2} + \frac{1}{2}(1-p)} \, d\xi.$$

Since it is so, we set $p^* := \frac{1}{2}((n + A - 1)p - (n + A + 1))$ and consider

$$f(y) := \inf_{(s, \rho) \in \Omega_y} \rho^p (s - \rho)^p V(s, \rho),$$

$$\Omega_y := \{(s, \rho) : 0 \leq s \leq 2\rho, s - \rho \geq y\}.$$

By the discussion before, we firstly find that $f(y) \geq C_1 \varepsilon^p$ for any $y > 1$ and some positive constant $C_1$. What’s more, by Claim 5.2 again we find that, for any $(t, r) \in \Omega_y$ with $y \geq 1$, if we set

$$\tilde{\Omega}_{z, \eta} := \{(s, \rho) : \rho \geq \eta, s + \rho \leq 3\eta, s - \rho \geq z\} \subset \Omega_z, \quad z \geq 1, \quad \eta \geq 1,$$

we have

$$V(t, r) \gtrsim \int_{\tilde{\Omega}_{1, t-r}} \left( \frac{\rho + r + s - t}{t^{1/2} \rho^{1/2}} \right)^A \rho^{\frac{1}{2} - (1-p)} |V|^p(s, \rho) \, d\rho \, ds$$

$$\gtrsim r^{-A/2} \int_{\tilde{\Omega}_{1, t-r}} \left( \frac{\rho + r + s - t}{t^{1/2} \rho^{1/2}} \right)^A f(s - \rho)^p \rho^{p^* + A + 1} \, d\rho \, ds.$$
This shows
\[ f(y) \geq C_2 \int_1^y \left( 1 - \frac{\eta}{y} \right) f(\eta)^{p_{\text{pp}^*}} d\eta \]
with \( y > 1 \) and some constant \( C_2 \). By Proposition 5.4 with \( \kappa = pp^* = \frac{h(n + A,p)}{2} + 1 \) and the relation between \( V \) and \( f \), we finish the proof.
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