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Abstract
In topology optimization, the state of structures is typically obtained by numerically evaluating a discretized PDE-based model. The degrees of freedom of such a model can be partitioned in free and prescribed sets to define the boundary conditions. A multi-partition problem involves multiple partitions of the same discretization, typically corresponding to different loading scenarios. As a result, solving multi-partition problems involves multiple factorization/preconditionings of the system matrix, requiring a high computational effort. In this paper, a novel method is proposed to efficiently calculate the responses and accompanying design sensitivities in such multi-partition problems using static condensation for use in gradient-based topology optimization. A main problem class that benefits from the proposed method is the topology optimization of small-displacement multi-input-multi-output compliant mechanisms. However, the method is applicable to any linear problem. We present its formulation and an algorithmic complexity analysis to estimate computational advantages for both direct and iterative solution methods to solve the system of equations, verified by numerical experiments. It is demonstrated that substantial gains are achievable for large-scale multi-partition problems. This is especially true for problems with both a small set of number of degrees of freedom that fully describes the performance of the structure and with large similarities between the different partitions. A major contribution to the gain is the lack of large adjoint analyses required to obtain the sensitivities of the performance measure.
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1. Introduction
Finding a solution to large scale gradient-based topology optimization problems in a nested analysis and design approach requires a significant amount of computational effort due to the need to perform one or multiple expensive simulations per design iteration \cite{1}. These simulations are often based on solving discretized governing partial differential equations with many Degrees of Freedom (DOFs). A solution to such a linear system of equations is an assignment of values to the unknown variables at each DOF for given Boundary Conditions (BCs), such that all the equations are satisfied simultaneously. In this setting, we call this set of variables the state, which may represent nodal values such as, e.g., temperature, displacement, pressure or velocity.

One may opt for a direct or iterative solution method to solve the involved system of linear equations; both methods consist of two subsequent steps. Direct methods require the (generally expensive) construction of factorization, and subsequently find the exact solution via comparatively inexpensive back-substitutions. In contrast, iterative methods require the construction of a preconditioner, and subsequently generate a sequence of improving approximate solutions until convergence. Relative cost of preconditioner construction and the iterative solution process depends on many factors, such as
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the type of preconditioner and condition number. For conciseness, we will hereafter denote the construction of factorization/preconditioner simply by \textit{preprocessing} and the back-substitution/iterative method simply by the \textit{solve}.

A priori to finding the solution to the governing equations, the DOFs are generally partitioned in two unique sets based on the applied BCs. One may either specify (i) the magnitude of the solution at a DOF, that is the state is prescribed, or (ii) the magnitude of the applied discretized load, and thus the state is free. These types are complementary—all DOFs for which the state is free will have an applied load (although possibly with zero magnitude), and vice versa.

As Rozvany et al. \cite{2} pointed out almost three decades ago, real-world optimization problems generally involve multiple scenarios, see \textit{e.g.} Cavazzuti et al. \cite{3}. We define a scenario as an engineering description of a specific loading condition, see for example the four scenarios depicted in Fig. 1. Each scenario is translated to BCs, \textit{i.e.} prescribed state(s) and applied load(s), that represent the scenario as good as possible. In principle, each scenario comprise a unique partitioning of DOFs. However, scenarios of which only the magnitude of the applied BCs vary, but the type remains the same, share equal partitioning.

In this work, we define an analysis as the process of finding a solution to a properly constrained set of discretized governing equations—that is finding the state \( u \in \mathbb{R}^n \), with \( n \in \mathbb{N} \) the number of nodal DOFs. Each analysis relates to a single scenario, and thereto also comprises a unique partitioning of DOFs. A combination of analyses with equal partitioning is hereafter called an analysis set. A single analysis set thus requires finding the states to multiple loads (possibly with varying magnitude) with the same partitioning of DOFs. These different states can generally be efficiently found, since only a single preprocessing process is required \cite{4}.

Toplogy optimization problem formulations involving responses (objective and constraints) that depend on the states of multiple analyses sets are called Multi-Partition Optimization Problems (MPOPs). In contrast to problems involving a single partition, in MPOPs the preprocessing cannot be reused. This is evident in the design of, for example, multi-input-multi-output compliant mechanisms (see \textit{e.g.} Liu and Korvink \cite{7}, Jin et al. \cite{8}).

For clarification, consider a response, hereafter denoted by \( g \in \mathbb{R} \), that depends on the state(s) of \( a \in \mathbb{N} \) analysis sets. Thus, \( g = g[U^{(1)},...,U^{(a)}] \), with \( U^{(i)} \in \mathbb{R}^{n \times l^{(i)}} \) and \( l^{(i)} \in \mathbb{N} \) a positive natural number of analyses contained in analysis set \( i \), thus \( U^{(i)} := [u_i^{(1)},...,u_i^{(i)}] \) with each state \( u^{(i)} \in \mathbb{R}^n \). The states of an analysis set \( U^{(i)} \) implicitly depend on the design variables \( x \in \mathbb{R}^N \) via the discretized governing equations, that is

\[
K[x]U^{(i)} = F^{(i)}, \quad \forall i \in A
\]

with the index set of all analyses sets \( A := \{i \in \mathbb{N} | i \leq a\} \), the design dependent system matrix \( K[x] \in \mathbb{R}^{n \times n} \) and loads \( F^{(i)} \in \mathbb{R}^{n \times l^{(i)}} \). Hereafter we assume the system matrix is symmetric and, without loss of generality, assume the applied loads are design independent. Note that, in Eq. (1), the states and loads of analysis set \( i \) contain all DOFs; both free and prescribed states as well as applied and reaction loads.

A simple example of an MPOP is the optimization of a structure considering four scenarios, schematically shown in Fig. 1. Note that between the four scenarios the set of DOFs for which the state is prescribed differs. Therefore, in this example, two unique analysis sets exist, comprising of two analyses each. The response function \( g \) of this artificial problem depends on the states of these two unique analysis sets, \textit{i.e.} \( g[U^{(1)},U^{(2)}] \), where for this problem \( U^{(i)} = [u_1^{(i)},u_2^{(i)}] \) are the states (in this case the displacement) of analysis set \( i \).

In spite of the fact that MPOPs are relevant for many applications, the computational efficiency of both the forward and sensitivity analyses involved in such problems has, to the best knowledge of the authors, not been investigated yet. With an increasing number of analysis sets, the computational effort to solve MPOPs increases quickly. Since the preprocessing used in the analysis occurring in
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MPOPs is partition-specific, in a straightforward approach the computational effort of solving these problems scales with the number of analysis sets considered. On the contrary, within reasonable limits, the number of analyses per set is of less importance, given the fact that a solve requires negligible computational effort as compared to the preprocessing.

The computational efficiency of an analysis in the context of structural optimization can be increased by efficient iterative solution strategies (see e.g. Evgrafov et al. [9], Amir et al. [10], Aage et al. [11], Wu et al. [12]), or approximated reanalysis, see e.g. Kirsch [13], Amir et al. [1], Amir [14]. Alternatively, one can opt for model-order reduction techniques, which reduce the computational effort of both analysis and optimization, see e.g. Yoon [15], Choi et al. [16]. Typically, however, model-order reduction techniques introduce a loss of accuracy. One special reduction method is what is called static condensation amongst engineers, for which the reduction is exact [17, 18]. As will be shown hereafter, in particular in MPOPs the use of static condensation is attractive. Moreover, as static condensation, similar to an analysis as previously defined, relies on finding the solution to a set of linear system of equations, it can also be combined with efficient iterative solution techniques and/or approximated reanalysis.

Static condensation was originally developed by Guyan [17], Irons [18], hence the common nomenclature Guyan-Irons reduction scheme. The term ‘static’ was added to differentiate from its application in dynamic analysis, for which the reduction scheme is no longer exact. Static condensation is regularly applied in the process of substructuring, also known as the Schur complement domain decomposition method [19, 20, 21]. This technique is based on the decomposition of the original structure into one or multiple sub-structures, often referred to as super-elements. The dimensionality reduction is achieved by a procedure that is closely related to Kron’s method of tearing and Gaussian elimination [22, 23].

Consider the continuum from Fig. 2a. After discretization of the governing equations in \( n \) DOFs, as shown in Fig. 2b, the behaviour of the system can be described by the set of linear equations given by

\[
K [x] u = f,
\]  

(2)

where, for simplicity, we consider a single analysis set consisting of a single analysis and thus \( u \in \mathbb{R}^n \) and \( f \in \mathbb{R}^n \).

The DOF index set \( \mathbb{D} := \{ i \in \mathbb{N} \mid i \leq n \} \) can be split in subset \( \mathbb{M} \subset \mathbb{D} \) containing all indices of the primary DOFs, and its complement \( \mathbb{S} := \mathbb{D} \setminus \mathbb{M} \) containing all indices of the secondary DOFs. The primary DOFs are those DOFs contained in the condensed model, whereas the secondary DOFs are eliminated. After partitioning accordingly, one may rewrite the governing equations from Eq. (2) using oversets (\( \wedge \)) and (\( \vee \)) to represent the properties related to primary and secondary DOFs, respectively,
Bounded domain $\Omega$ occupied by a material with relevant physical properties, modeled as a continuum. 

Domain from Fig. 2a discretized into $4 \times 4$ finite elements. The resulting nodes are split into primary (●) and secondary (○) nodes.

Superelement as obtained after static condensation. The information of the secondary DOFs is condensed into the primary DOFs.

Figure 2: Step-wise illustration of static condensation. For simplicity, and without loss of generality, the domain is chosen to be a 2D square and discretized using a structured mesh of $4 \times 4$ quadrilateral finite elements. For simplicity of visualization, we consider all DOFs of a single node to be either primary or secondary DOFs. Primary nodes are indicated by a disk (●), whereas secondary nodes are indicated by a circle (○).

as

$$
\begin{bmatrix}
\tilde{K} & \tilde{K} \\
\tilde{K} & \tilde{K}
\end{bmatrix}
\begin{bmatrix}
\tilde{u} \\
\tilde{u}
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{f} \\
\tilde{f}
\end{bmatrix},
$$

(3)

where the principal sub-matrix $\tilde{K}$ is nonsingular, such that $\tilde{K}$ is invertible [24]. This partitioning is completely independent of the partitioning in free (f) and prescribed (p) DOFs. In case we are solely interested in the state of the primary DOFs, we can write the secondary state $\tilde{u}$ in terms of the primary state $\tilde{u}$ using the second row of Eq. (3), which yields

$$
\tilde{u} = -\tilde{K}^{-1}\tilde{K}\tilde{u},
$$

(4)

assuming $\tilde{f} = 0$ for simplicity (the general case will be treated in Section 2). Subsequently, $\tilde{u}$ can be eliminated by substitution of Eq. (4) in the first row of Eq. (3), which gives

$$
\left(\tilde{K} - \tilde{K}\tilde{K}^{-1}\tilde{K}\right)\tilde{u} = \tilde{f}.
$$

(5)

The result of this condensation is a reduced system matrix $\tilde{K} \in \mathbb{R}^{m \times m}$, with the number of primary DOFs $m := |M|$, that exactly describes the behaviour of the full-order model. This reduced system matrix follows as

$$
\tilde{K} := \tilde{K} - \tilde{K}\tilde{K}^{-1}\tilde{K},
$$

(6)

and was originally proposed as the “Schur complement of $\tilde{K}$ in $K$”, first introduced in this form and notation by Haynsworth [25]. The eponymous adjective “Schur” was chosen by Haynsworth because of the first use of the complement in the “Schur determinant lemma” published by Schur [26].

Static condensation has been applied in the field of gradient-based structural optimization in a variety of settings. Contributions include formulations that condense the

- DOFs within non-design domain(s) [27, 28, 29],
- internal DOFs of (complex) finite elements or components [30, 31, 32, 33],
- internal DOFs of repetitive unit cell(s) [34, 35], and/or
Condensation of the DOFs in non-design domain(s), noticeable by lack of influence by design variables in those regions, reducing the dimensionality of the resulting design dependent system matrix.

Condensation of four internal DOFs of four structural or finite elements, effectively reducing the dimensionality of each element.

Condensation of the internal DOFs of a periodic unit cell. The resulting equivalent superelements of lower dimensionality are subsequently assembled in a $2 \times 2$ grid.

Condensation of all DOFs of a structure that do not directly influence any of the responses, resulting in a reduced system matrix consisting solely of the primary DOFs.

Figure 3: Four different settings in which static condensation can be used in structural optimization. Top and bottom figures illustrate discretized domains before and after the condensation process, respectively. Similar to Fig. 2, disks (●) and circles (○) denote primary and secondary nodes, respectively. Red crosses (×) indicate the location of design variables, which only locally influence the design.
• DOFs of a structure that do not occur in the responses, e.g. all DOFs except input and output in a compliant mechanism [36, 37].

Figure 3 schematically illustrates the use of static condensation in each of these applications, which are discussed in more detail hereafter.

Early studies by Botkin and Yang [27], Gangadharan et al. [28], Yang and Lu [29] aim to reduce the computational effort of both the Finite Element Analysis (FEA) and/or the sensitivity analysis of 3D structural optimization problems by static condensation of specific sub-domains. The topology in those domains does not depend on the design variables and hence remain unchanged during optimization, as shown in Fig. 3a. Since only a small part of the structure is subject to change, significant computational efficiency increase can be achieved if the dimensionality of the problem is reduced before the optimization, such that repetitive analysis of the non-design domain(s) is avoided. Since these early studies, this use of condensation in optimization has become commonplace and is also available in commercial software packages.

In the fields of geometrically non-linear, high-resolution and multi-component layout structural optimization, static condensation is effectively applied to eliminate internal DOFs from finite elements before global assembly, as schematically shown in Fig. 3b. This process reduces element complexity and decreases the dimensionality of the assembly system matrix, see e.g. Yoon et al. [30], Xia et al. [31], Groen et al. [32], Amir and Amir [33].

In addition to the aforementioned, the computational effort can be further reduced in case the structure is periodic. Since all repeated cells share the same topology, only static condensation of a single cell is required, as shown in Fig. 3c. The system matrix of the cell is condensed to reduce the dimensionality of the assembled system matrix that forms the periodic structure, see e.g. Zhang and Sun [34], Wu et al. [35].

A rather underexposed application of the static condensation procedure is its use in a unique set of optimization problem formulations of which the responses target a small set of DOFs, see Fig. 3d. The states itself will generally depend on the full set of design variables. Representative examples are studies proposing problem formulations for the synthesis of compliant mechanisms with desired kinematics [36, 38, 39]. The added value of using static condensation in these formulations is the natural way of describing the performance of the structure as a function of a limited set of primary DOFs. In these formulations, the scenarios generally consist of a large number of DOFs that share the same type of BCs.

Although the usefulness of static condensation in FEA has been common knowledge, the usefulness in sensitivity analysis and the impact on the computational efficiency of structural optimization problem formulations has been unexplored so far. Gangadharan et al. [28] acknowledge and demonstrate the potential usefulness of static condensation to reduce the computational effort in the sensitivity analysis for problems in which the design variables only affect a small part of the domain. However, the usage of static condensation shows high potential in terms of computational effort for solving MPOPs as well, as it could reduce the cost of both the forward and sensitivity analysis, as will be shown in Section 2. The findings in the present work explore the potential in this field, ready to be applied to real-world problems.

This paper presents a novel method to efficiently solve MPOPs of which the responses involve a relatively small set of DOFs, see Fig. 3d. The method exploits the concept of static condensation in a way not reported before. We analyse and discuss the method’s characteristics and limitations, provide a comparison between the proposed method and the state-of-the-art, and demonstrate the computational efficiency by numerical examples.

This work is focused on gradient-based topology optimization problems, involving linear state equations, solved via nested analysis and design. In addition, we assume (quasi-)static design independent loading conditions and a square and symmetric system matrix.

Note that it is not per se true that analyses of the reduced-order model is cheaper than analyses of the full-order model under all conditions. The reduced system matrix is not only of reduced dimensionality, but also non-sparse. This loss of sparsity may impair any efficiency increase due to dimension
reduction. Hence, it is critical to understand under what conditions to apply static condensation in the context of gradient-based structural optimization.

A generalized mathematical description of the method and corresponding sensitivity analyses will be given in Sections 2 and 3. Both direct and adjoint sensitivity analysis aspects will be discussed. The description forms the basis for the formulation of a computational effort estimate. This estimate is based on the algorithmic complexity as a function of both the number of required analyses and the reduction of number of DOFs. The resulting estimation of computational efficiency with respect to a straightforward approach, i.e., performing all analyses without condensation, is outlined in Section 4. The computational effort estimate is verified by numerical experiments. Section 5 describes a comparison of computational efficiency for a variety of relevant examples. For simplicity, the proposed method is demonstrated by, but by no means limited to, 2D single-physics static topology optimization problems. This is followed by a description of an example implementation and closed by discussions and conclusions.

2. Method

This section describes two different approaches to solve a generalized MPOP, namely (i) a elementary approach, and (ii) the novel work presented herein—the condensation approach. We start the description of the elementary approach of solving MPOPs, which will act as a reference.

2.1. elementary approach

In the elementary approach one first defines the set of prescribed DOFs for each scenario. For each of the resulting sets of prescribed DOFs one can partition the system of linear equations accordingly. Subsequently, as in standard FEA one solves for the free state(s) \[40\].

The index set of all DOFs \( \mathcal{D} \) can be split in subset \( \mathcal{P}^{(i)} \subset \mathcal{D} \) containing the indices of all prescribed, and its complement \( \mathcal{F}^{(i)} := \mathcal{D} \setminus \mathcal{P}^{(i)} \) containing the indices of all free DOFs of analysis set \( i \), hereafter denoted by subscripts ‘\( p \)’ and ‘\( f \)’, respectively. After partitioning accordingly, one may write the governing equations as

\[
\begin{bmatrix}
K^{(i)}_{ff} & K^{(i)}_{fp} \\
K^{(i)}_{pf} & K^{(i)}_{pp}
\end{bmatrix}
\begin{bmatrix}
U^{(i)}_f \\
U^{(i)}_p
\end{bmatrix}
= \begin{bmatrix}
F^{(i)}_f \\
F^{(i)}_p
\end{bmatrix}, \quad \forall \ i \in \mathcal{A},
\tag{7}
\]

where \( U^{(i)}_f \) are the free state(s), \( U^{(i)}_p \) the prescribed state(s), \( F^{(i)}_f \) the applied load(s) and \( F^{(i)}_p \) the reaction load(s) of analysis set \( i \). Note that \( U^{(i)}_f \in \mathbb{R}^{f^{(i)} \times i^{(i)}} \), where \( f^{(i)} := |\mathcal{F}^{(i)}| \). Where subscript ‘\( f \)’ indicates the subset of the state and italic ‘\( f \)’ indicates the corresponding dimensionality of this set. The solutions to Eq. (7), \( U^{(i)}_f \), now can be obtained by solving the system of linear equations

\[
K^{(i)}_{pp} U^{(i)}_f = F^{(i)}_f - K^{(i)}_{pf} U^{(i)}_p, \quad \forall \ i \in \mathcal{A}.
\tag{8}
\]

Subsequently, if required, the reaction loads are obtained via

\[
F^{(i)}_p = K^{(i)}_{pf} U^{(i)}_f + K^{(i)}_{pp} U^{(i)}_p, \quad \forall \ i \in \mathcal{A}.
\tag{9}
\]

Note that because of the uniqueness of each analysis set, following our definition, \( \mathcal{F}^{(i)} \neq \mathcal{F}^{(j)} \) and \( \mathcal{P}^{(i)} \neq \mathcal{P}^{(j)} \) for all \( i \neq j \in \mathcal{A} \). Therefore, the number of times one has to preprocess a large system of equations equals \( a \).

2.2. Condensation approach

We propose a novel method, aimed at solving MPOPs, consisting of two subsequent steps: condensation and analyses. First, one defines a set of primary DOFs that can fully describe the response function(s) and one condenses the remaining secondary DOFs to obtain a reduced system matrix. With this step, one basically solves for the secondary DOFs applying the same BCs for all analysis sets. Subsequently, a variety of analyses is performed based on this reduced system matrix with varying partitions, originating from the BCs of the scenarios. The latter step is fully equivalent to the
elementary approach, however, as a result of the condensation, involves a much smaller system of linear equations. As such, one basically circumvents repeatedly solving for the secondary DOFs. Key is to define the set of primary DOFs in an adequate manner to omit repetitive analyses of large systems of equations, by restricting the size of the set of primary DOFs.

2.2.1. Definition of primary DOFs

Consider again the structure as visualized in Fig. 2a. For the purpose of explanation, after discretization, we subject this arbitrary structure to two different scenarios as illustrated in Figs. 4a and 4b. For each scenario one defines the DOFs with a prescribed state, indicated by a square in Fig. 4. In addition, one defines per scenario which DOFs are of interest for the response function of the MPOP, in Fig. 4 indicated in red. Note that both free and prescribed DOFs may be of interest. In what follows we explain how to find the smallest possible set of primary DOFs that can fully represent the behaviour of all scenarios and contains all DOFs of interest for a given MPOP.

For the condensation approach the index set of all DOFs $D$ is split in three disjoint parts, namely $D = \hat{P} \cup \hat{F} \cup M$ as shown in Fig. 4c. We define the proper index subset of prescribed secondary DOFs, $\hat{P} \subseteq D$, to consist of all indices of DOFs for which the state is prescribed in all analyses excluding those that are a DOF of interest for any of the analyses. Mathematically, this can be written as the intersection between all index sets of prescribed DOFs $P^i$ for which the DOFs are not a DOF of interest, $i.e.$

$$\hat{P} := \{ x \in \{\cap_{i\in A} P^i\} \mid x \not\in \{\cup_{i\in A} M^i\}\}.$$  (10)

Here $M^i$ consists of the indices of all DOFs of interest of analysis $i$. Fully analogously, the index set of free secondary DOFs, $\hat{F} \subseteq D$, is defined as all indices of DOFs for which the state is free in all analyses, excluding those that are a DOF of interest for any of the analyses. Based on these chosen definitions, the index set of primary DOFs, $M$, is simply defined as the union between all indices of DOFs that are of interest in any of the analysis sets and the indices of DOFs that change freedom between analysis sets, $i.e.$

$$M := (\cup_{i\in A} M^i) \cup ((\cup_{i\in A} P^i) \setminus (\cap_{i\in A} P^i)).$$  (11)

Figure 4: Example of the discretized domain from Fig. 2a subjected to two distinct analyses; as shown in Figs. 4a and 4b. The DOFs with prescribed states are denoted by a square (□), the DOFs with free states by a circle (○) and primary DOFs by a black dot (●) (analogously to Figs. 2 and 3). DOFs of interest are coloured in red (○, □). The combination of analyses leads to a subdivision in sets following Eqs. (10) and (12), as shown in Fig. 4c.
Note this is also the complement of all secondary DOF indices, that is

\[ M := D \setminus \left( \hat{F} \cup \hat{F} \right). \tag{12} \]

In many relevant applications, \( 1 < m \ll n \), meaning the number of primary DOFs is much lower than the total number of DOFs.

### 2.2.2. Static condensation

Considering a general MPOP, the response can now be rewritten as \( g \left[ \hat{U}^{(i)}, \hat{U}^{(2)}, ..., \hat{U}^{(a)} \right] \), with \( \hat{U}^{(i)} \) the state of the primary DOFs of analysis set \( i \). From the system matrix \( \hat{K} \in \mathbb{R}^{n \times n} \) one can obtain a reduced, but dense, system matrix \( \tilde{K} \in \mathbb{R}^{m \times m} \) through static condensation, which exactly represents the system behaviour in terms of the primary DOFs. We can partition the system of linear equations in line with the subdivision in sets as proposed in Section 2.2.1, which gives

\[
\begin{bmatrix}
\hat{K} & \hat{K}_f & \hat{K}_p \\
\hat{K}_f & \hat{K}_{ff} & \hat{K}_{fp} \\
\hat{K}_p & \hat{K}_{pf} & \hat{K}_{pp}
\end{bmatrix}
\begin{bmatrix}
\hat{U} \\
\hat{U}_f \\
\hat{U}_p
\end{bmatrix}
= 
\begin{bmatrix}
\hat{F} \\
\hat{F}_f \\
\hat{F}_p
\end{bmatrix},
\tag{13}
\]

where \( \hat{F}_f \in \mathbb{R}^{\hat{f} \times \hat{l}} \) are the loads on the secondary DOFs and \( \hat{U}_p \in \mathbb{R}^{\hat{p} \times \hat{l}} \) the prescribed states of the secondary DOFs. Note that the primary states \( \hat{U} \) contain both free and prescribed DOFs in accordance with the scenarios imposed, as will become evident from Section 2.2.3. Here we have defined \( \hat{l} \) to be the sum of the loads in all analysis sets, \( i.e. \)

\[ l := \sum_{i \in A} l^{(i)}. \tag{14} \]

Hence, one can write for all \( i \in A \)

\[ \hat{F}_i = \begin{bmatrix} \hat{F}_i^{(1)} \\ \vdots \\ \hat{F}_i^{(a)} \end{bmatrix} \quad \text{with} \quad \hat{F}_i^{(i)} = \begin{bmatrix} \hat{F}_i^{(1)}^{(i)} \\ \vdots \\ \hat{F}_i^{(l^{(i)})}^{(i)} \end{bmatrix} \in \mathbb{R}^{\hat{f}^{(i)} \times \hat{l}^{(i)}}. \tag{15} \]

Analogously to Eq. (4), from the second row of Eq. (13), we obtain

\[ \tilde{K}_f \hat{U}_f = \hat{F}_f - \hat{K}_f \hat{U} - \tilde{K}_{fp} \hat{U}_p. \tag{16} \]

Substitution of Eq. (16) into the first row of Eq. (13) gives

\[ \tilde{K} \hat{U} = \hat{F} + \hat{F}. \tag{17} \]

Here \( \tilde{K} \) is the reduced system matrix defined as

\[ \tilde{K} := \hat{K} - \hat{K}_f \hat{V}_f, \quad \tilde{K} \in \mathbb{R}^{m \times m}, \tag{18} \]

and \( \hat{F} \) is the reduced load, defined as

\[ \tilde{F} := \hat{K}_f \hat{V}_f - \hat{K}_{fp} \hat{U}_p, \quad \tilde{F} \in \mathbb{R}^{m \times l}. \tag{19} \]

In order to obtain this reduced system of equations one has to solve the linear systems of equations

\[ \tilde{K}_f \hat{X}_f = \hat{F}_f, \tag{20} \]

and

\[ \tilde{K}_{fp} \hat{V}_f = \hat{K}_{fp} \hat{U}_p - \hat{F}_f, \tag{21} \]
Figure 5: Analyses on using the reduced system matrix, based on the example in Fig. 4. Fig. 5a shows the condensed domain of Fig. 4c, resulting in a reduced system matrix. Figs. 5b and 5c illustrate the analyses based upon the reduced system matrix, in accordance with the scenarios of Figs. 4a and 4b.

where we have introduced the ‘condensation states’ \( \hat{X}_f \in \mathbb{R}^{\hat{f} \times m} \) and \( \hat{V}_f \in \mathbb{R}^{\hat{f} \times l} \). Note that the total number of analyses thus equals \( m + l \).

The reduced system matrix \( \hat{K} \) consists of two parts: \( \hat{K} \) containing the contributions of the primary DOFs, and \( \hat{K}_f \hat{X}_f \) containing the contributions of the secondary DOFs reflected onto the primary DOFs. Moreover, by definition of Eq. (6), \( \hat{K} \) is square and symmetric. One should add the appropriate reduced loads to the loads on the primary DOFs in all subsequent analyses based upon the reduced system matrix. If the loads on the secondary DOFs \( \hat{F}_f = 0 \) and the prescribed state on the secondary DOFs \( \hat{U}_p = 0 \), then the reduced load vanishes.

After solving Eq. (17), as will be described in the next section, one can retrieve the secondary states via

\[
\hat{U}_f = - \left( \hat{X}_f \hat{U} + \hat{V}_f \right),
\]

and subsequently the corresponding reaction loads on the secondary DOFs via

\[
\hat{F}_p = \hat{K}_p \hat{U} + \hat{K}_{pf} \hat{U}_f + \hat{K}_{pp} \hat{U}_p.
\]

2.2.3. Analyses based on the reduced system matrix

After condensation, the reduced system matrix \( \hat{K} \) can be used to repeatedly analyse the reduced governing equations, and obtain the required states and/or reaction loads for the response(s) of the considered MPOP.

Reconsider the system of equations given in Eq. (17), i.e.

\[
\hat{K} \hat{U} = \hat{F} + \hat{F}_e.
\]

Note that the dimensionality of this system of equations is \( m \). Similarly to the elementary approach, Section 2.1, one can split the indices in \( \mathcal{M} \) according to the type of boundary conditions, in the disjoint sets \( \mathcal{M} = \hat{F}_e^{(i)} \sqcup \hat{F}_e^{(i)} \) for each analysis set \( i \). We define

\[
\hat{F}_e^{(i)} := \mathcal{M} \cap \mathcal{F}_e^{(i)},
\]

\[
\hat{F}_e^{(i)} := \mathcal{M} \cap \mathcal{F}_e^{(i)}.
\]
Partitioning of the system of linear equations accordingly gives

\[
\begin{bmatrix}
\tilde{K}_{\text{ff}}^{(i)} & \tilde{K}_{\text{fp}}^{(i)} \\
\tilde{K}_{\text{pf}}^{(i)} & \tilde{K}_{\text{pp}}^{(i)}
\end{bmatrix}
\begin{bmatrix}
\hat{U}_f^{(i)} \\
\hat{U}_p^{(i)}
\end{bmatrix}
= \begin{bmatrix}
\hat{F}_f^{(i)} \\
\hat{F}_p^{(i)}
\end{bmatrix}
+ \begin{bmatrix}
\tilde{F}_f^{(i)} \\
\tilde{F}_p^{(i)}
\end{bmatrix}, \quad \forall i \in \mathbb{A}.
\]

Note again, that this division of DOFs is unique for each set of analyses based upon \(\tilde{K}\), since \(\hat{F}^{(i)} \neq \tilde{F}^{(i)}\) for all \(i \neq j \in \mathbb{A}\). In addition to the partitioning, for each analysis set the appropriate loads are selected. Thus, whereas \(\hat{F} \in \mathbb{R}^{m \times l}\), \(\hat{F}^{(i)} \in \mathbb{R}^{\hat{f}(i) \times l(i)}\). The subdivision is schematically visualized in Fig. 5, in line with the representation in Fig. 4.

The states of a variety of analyses sets can be obtained by solving the set of linear equations similar to the elementary approach, \textit{i.e.}

\[
\hat{K}_{\text{ff}}^{(i)} \hat{U}_f^{(i)} = \hat{F}_f^{(i)} - \tilde{K}_{\text{fp}}^{(i)} \hat{U}_p^{(i)} + \hat{F}_p^{(i)}, \quad \forall i \in \mathbb{A}.
\]

Note that system matrix \(\hat{K}_{\text{ff}}^{(i)}\) is square and non-singular for all \(i\). If required, the reaction loads are obtained via

\[
\hat{F}_p^{(i)} = \tilde{K}_{\text{pf}}^{(i)} \hat{U}_f^{(i)} + \tilde{K}_{\text{pp}}^{(i)} \hat{U}_p^{(i)} - \tilde{F}_p^{(i)}, \quad \forall i \in \mathbb{A}.
\]

### 2.3. Comparison of response evaluation

Although the approaches obtain \textit{exactly} the same state and thereto response value(s), they differ in implementation, with critical consequences for the required computational effort. In order to keep an overview of the large number of sets, subscripts and different operators presented, the most important operators, their dimensionality and reference to their first use can be found in Table 1.

| Op  | Dim (\(\mathbb{R}\)) | Eq. |
|-----|-----------------|-----|
| \(\tilde{K}\) | \(n \times n\) | 2   |
| \(\tilde{K}_{\text{ff}}^{(i)}\) | \(f^{(i)} \times f^{(i)}\) | 8   |
| \(\tilde{K}_{\text{pf}}^{(i)}\) | \(f^{(i)} \times l^{(i)}\) | 8   |
| \(\hat{K}\) | \(m \times m\) | 18  |
| \(\hat{F}\) | \(m \times l\) | 19  |
| \(\tilde{K}_{\text{ff}}^{(i)}\) | \(f^{(i)} \times f^{(i)}\) | 20  |
| \(\tilde{X}_f^{(i)}\) | \(f^{(i)} \times m\) | 20  |
| \(\tilde{V}_f^{(i)}\) | \(f^{(i)} \times l\) | 20  |

Note that this division of DOFs is unique for each set of analyses based upon \(\tilde{K}\), since \(\hat{F}^{(i)} \neq \tilde{F}^{(i)}\) for all \(i \neq j \in \mathbb{A}\).
compared to \( m \times m \) is large. The condensation approach only requires a single preprocessing of a large system matrix (Algorithm 2: Line 4), compared to \( a \) preprocessing steps of a large system matrix for the elementary approach (Algorithm 1: Line 2). As a result, the computational effort to evaluate the response(s) can be highly reduced by using the condensation approach, when multiple scenarios are considered.

Upon close examination of the approaches, it becomes apparent the elementary approach contains the differences between the BCs of analysis sets in the large system of equations (Algorithm 1: Line 2), effectively solving repeatedly for the large amount of secondary DOFs. In contrast, the condensation approach basically uses some pre-processing (the static condensation in Algorithm 2: Line 4) to solve for the secondary DOFs. The different partitionings are ‘moved’ to the system of equations of reduced dimensionality, see Algorithm 2: Line 10.

In terms of implementation, little is required to extend the elementary approach to the condensation approach. Apart from additional ‘administrative tasks’ involving index sets, i.e. Algorithm 2: Lines 1—3 and 8—9, the extension requires additional matrix-vector multiplications (Lines 5—6) and solves (Lines 4 and 10). Irrespective of the programming language of choice, those operations are also required for the elementary approach. The similarity between approaches in terms of implementation becomes all the more evident upon examination of the attached MATLAB code.

### Algorithm 1 elementary approach: response evaluation

1. for all \( i \in A \) do
2. solve \( K_{ff}^{(i)} U^{(i)}_f = F^{(i)}_f - K_{fp}^{(i)} U^{(i)}_p, \quad K_{ff}^{(i)} \in \mathbb{R}^{f_f \times f_f} \)
3. end for
4. return \( g \leftarrow g[U^{(1)}, \ldots, U^{(a)}] \)

### Algorithm 2 Condensation approach: response evaluation

1. \( \tilde{P} := \{ x \in \bigcap_{i \in A} P_i | x \not\in \bigcup_{i \in A} M_i \} \)
2. \( \tilde{F} := \{ x \in \bigcap_{i \in A} F_i | x \not\in \bigcup_{i \in A} M_i \} \)
3. \( M \leftarrow D \setminus (\tilde{P} \cup \tilde{F}) \)
4. solve \( \tilde{K}_{ff} \tilde{X}_f = \tilde{F}_f - \tilde{K}_{fp} \tilde{U}_p \), \( \tilde{K}_{ff} \in \mathbb{R}^{\tilde{f}_f \times \tilde{f}_f} \)
5. \( \tilde{K} \leftarrow \tilde{K} - \tilde{K}_f \tilde{X}_f \)
6. \( \tilde{F} \leftarrow \tilde{K}_f \tilde{V}_f - \tilde{K}_{fp} \tilde{U}_p \)
7. for all \( i \in A \) do
8. \( \tilde{P}^{(i)} \leftarrow M \cap P_i \)
9. \( \tilde{F}^{(i)} \leftarrow M \cap F_i \)
10. solve \( K_{ff}^{(i)} \hat{U}_f^{(i)} = F_f^{(i)} - K_{fp}^{(i)} \hat{U}_p^{(i)} + \tilde{F}_f^{(i)}, \quad K_{ff}^{(i)} \in \mathbb{R}^{f_f^{(i)} \times f_f^{(i)}} \)
11. end for
12. return \( g \leftarrow g[\hat{U}^{(1)}, \ldots, \hat{U}^{(a)}] \)

### 3. Sensitivity analysis

Design sensitivities are essential for gradient-based structural optimization schemes, as they provide the basis for the design update. This section describes the sensitivity analysis of all relevant entries used in the condensation approach, as described in Section 2.2. Since the second part of the condensation approach, as described in Section 2.2.3, also covers the elementary approach we omit a separate description of the sensitivities for the elementary approach.
Making use of the chain rule of differentiation, the full derivative of a response function \( g \left[ \hat{U} \left[ \hat{K} [x], \hat{F} [x] \right] \right] \) to design variable \( x_k \) reads as

\[
\frac{dg}{dx_k} = \frac{dg}{d\hat{U}} \cdot \left( \frac{\partial \hat{U}}{\partial \hat{K}} \cdot \frac{\partial \hat{K}}{\partial K} + \frac{\partial \hat{U}}{\partial \hat{F}} \cdot \frac{\partial \hat{F}}{\partial K} \right) \cdot \frac{dK}{dx_k}.
\]

(29)

Herein, we assume \( \frac{dg}{d\hat{U}} \) and \( \frac{dK}{dx_k} \) are known, since they are problem and response dependent. In addition, for the discussion in this section, we assume design independent loads. This section is subdivided into the separate sensitivity analysis of

1. the reduced system matrix \( \hat{K} \) to the system matrix \( K \),
2. the reduced load(s) \( \hat{F} \) to the system matrix \( K \), and
3. the primary state(s) \( \hat{U} \) to the reduced system matrix \( \hat{K} \) and load(s) \( \hat{F} \).

The remaining sensitivity analyses, e.g., the sensitivities of the reaction loads \( \hat{F}_p \) with respect to the reduced system matrix, are not considered critical for understanding of the method and subsequent conclusions. However, for completeness those and additional sensitivities can be found in Appendix A.

In the following, the sub-matrices of the system matrices in Eqs. (13) and (26) are written using selection matrices. Some examples are:

\[
K_{pf} := S^T_p KS_f \\
\hat{K} := \hat{S}^T \hat{K} \hat{S} \\
\hat{K}_t := \hat{S}^T \hat{K} \hat{S}_t \\
\hat{K}_{pf} := \hat{S}^T_p \hat{K} \hat{S}_f
\]

(30)

These highly sparse rectangular selection matrices \( S(.) \) can be used to select parts from the system matrix, which will prove useful during the sensitivity analysis.

### 3.1. Sensitivities of the reduced system matrix

Consider a response \( g[\hat{K} [K]] \), with

\[
\hat{K} := \hat{K} - \hat{K}_t \hat{X}_t.
\]

(18 revisited)

Here the system matrix is a function of design variables \( x \), i.e., \( K [x] \). However, for demonstration of the method we are solely interested in the sensitivities of the reduced system matrix with respect to the system matrix. Therefore, this dependency is omitted from here onward. For conciseness, we use the full differential. The full derivative of the response function can be written as

\[
\frac{dg[\hat{K} [K]]}{d\hat{K}} = \frac{dg}{d\hat{K}} \cdot \frac{d\hat{K}}{dK} \cdot \frac{dK}{dx},
\]

(31)

where \( \frac{dg}{d\hat{K}} \) is the sensitivity of the response with respect to \( \hat{K} \) and \( \frac{dK}{dx} \) the sensitivity of the system matrix. In the following we assume both are known. The aim is to find \( \frac{d\hat{K}}{dK} \), i.e., the sensitivities of the reduced system matrix with respect to the system matrix.

The total derivative of \( \hat{K} \) is given by

\[
d\hat{K} [K] = d\hat{K} - d\hat{K}_t \hat{X}_t + \hat{X}_t dK_{pf} \hat{K} f - \hat{X}_t dK_f, \]

(32)
Here we have made use of
\[
d\hat{X}_f = -\hat{K}^{-1}_f d\hat{K}_f \hat{X}_f + \hat{K}_f^{-1} d\hat{X}_f.
\] (33)
Substitution of Eq. (30) into Eq. (32) yields
\[
d\hat{K}[K] = \left(\hat{S} - \hat{S}_i \hat{X}_j\right)^T dK \left(\hat{S} - \hat{S}_i \hat{X}_j\right).
\] (34)
By rewriting\(^2\) Eq. (34) we obtain the full derivative
\[
d\hat{K}[K] = (A \otimes A) : dK,
\] (35)
with
\[
A := \hat{S} - \hat{S}_i \hat{X}_j.
\] (36)
Thus
\[
\frac{d\hat{K}}{dK} = A \otimes A,
\] (37)
which consists only of terms that have been previously computed in the condensation. The following section further explores this property of the reduced system matrix. The full step-by-step derivation, both for the direct and adjoint approach, can be found in Appendices A.1.1 and A.1.2.

3.1.1. On the self-adjointness of the reduced system matrix
Following the adjoint sensitivity approach [41, 42] we define
\[
\mathcal{L}[\hat{K}[K], \hat{\Lambda}_f] = g[\hat{K}[K]] + \hat{\Lambda}_f : \left(\hat{K}_f \hat{X}_f - \hat{\hat{K}}_f\right),
\] (38)
where \(\hat{\Lambda}_f\) are the Lagrange multipliers. The sensitivities of the Lagrangian (extensive derivation can be found in Appendix A.1.2) are obtained via
\[
d\mathcal{L} = \frac{dg}{dK} : \left(\hat{S} dKA\right) + \hat{\Lambda}_f : \left(\hat{S}_i dKA\right).
\] (39)
To find \(\hat{\Lambda}_f\), one has to solve the following system of equations:
\[
\hat{K}_f \hat{\Lambda}_f = \hat{\hat{K}}_f \frac{dg}{dK}.
\] (40)
By suitable choice of calculation order [43], this can be rewritten as
\[
\hat{\Lambda}_f = \hat{K}_f^{-1} \left(\hat{K}_f \frac{dg}{dK}\right) = \hat{X}_f \frac{dg}{dK}.
\] (41)
In contrast to the general adjoint approach, where the calculation order is determined by the number of responses versus the number of design variables, the most suitable choice in this case is the same under all conditions, since \(\hat{X}_f\) has already been calculated. Thus, the sensitivities of the reduced system matrix can be calculated without solving an additional system of linear equations. Since both the state and adjoint fields are exactly identical we can conclude that—for a symmetric system matrix—an optimization problem with response \(g[\hat{K}]\) has a self-adjoint operator [42, 2] independent of the self-adjointness of the operator(s) \(\hat{K}\) is acting upon. As a result, no extra preprocessing is required to compute the sensitivities of \(\hat{K}\). This has critical consequences with respect to the computational efficiency of the condensation approach.

\(^2\)Here we introduce the dyadic product, also known and equivalent to the outer or tensor product. The dyadic product of two vectors \(a \in \mathbb{R}^n\) and \(b \in \mathbb{R}^m\) can be represented as \(a \otimes b \equiv ab^T \equiv a_i b_j\). For matrices \(A \in \mathbb{R}^{n \times c}\) and \(B \in \mathbb{R}^{m \times c}\), the dyadic product is defined as \(A \otimes B \equiv AB^T \equiv A_{ij} B_{ik}\).

\(^3\)\(A^T BC \equiv A_{ij} B_{jk} C_{ki} = A_{ij} C_{ik} B_{jk} = (AC^T) : B \equiv (A \otimes C) : B\)
3.2. Sensitivities of the reduced load

Since the required steps to obtain the sensitivities of the reduced load are very similar to those in the previous section we solely present the result here. The full derivation—both for the direct and adjoint approach—can be found in Appendices A.2.1 and A.2.2.

Recall the definition of the reduced load, namely
\[
\tilde{F} \left[ K, \tilde{F}_f, \tilde{U}_p \right] := \tilde{K}_f \tilde{V}_f - \tilde{K}_p \tilde{U}_p. \tag{19 revisited}
\]

Let us consider a response function \( g \left[ \tilde{F} \left[ K \right] \right] \), hence omitting the dependency on the free secondary load(s) \( \tilde{F}_f \) and prescribed secondary state(s) \( \tilde{U}_p \) here. Substitution of Eq. (30) into Eq. (19) and application of either direct or adjoint sensitivity analysis yields
\[
\frac{\partial \tilde{F}}{\partial K} = A \otimes B \tag{42}
\]
with
\[
B := \tilde{S}_f \tilde{V}_f - \tilde{S}_p \tilde{U}_p. \tag{43}
\]
Note that Eq. (42) solely involves quantities that have been calculated in the condensation process and requires therefore negligible additional computational effort.

3.3. Sensitivities of the state

In an MPOP the response function, often \( g \left[ \hat{U}_f \left[ K, \hat{F}, \hat{F}_f, \hat{U}_p, \right] \right] \), generally depends on multiple states, i.e. \( g \left[ \hat{U}_f^{(i)}, \ldots, \hat{U}_f^{(a)} \right] \) is obtained by solving
\[
\hat{K}_f^{(i)} \hat{U}_f^{(i)} = \hat{F}_f^{(i)} - \hat{K}_p^{(i)} \hat{U}_p^{(i)} + \hat{F}_f^{(o)} \hat{U}_f^{(o)} + \hat{F}_p^{(o)} \hat{U}_p^{(o)}, \quad \forall \, i \in \mathbb{A}. \tag{27 revised}
\]
Therefore, one is required to determine the total derivative \( dg \left[ \hat{U}_f \left[ K, \hat{F}, \hat{F}_f, \hat{U}_p, \right] \right] \) for all \( i \in \mathbb{A} \). For clarity, the superscript \( i \) is omitted from here on. Moreover, for conciseness we omit the dependency on the free loads \( \hat{F}_f \) and prescribed states \( \hat{U}_p \) in this section. Although this section focuses on the condensation approach, the following is similar for the elementary approach, where \( g \left[ U_f \left[ K \right] \right] \). Complete and step-by-step derivations can be found in Appendix A.3.

The full derivative of the response function is given by
\[
dg \left[ \hat{U}_f \left[ K, \hat{F} \right] \right] = \frac{dg}{d\hat{U}_f} \left( \frac{\partial \hat{U}_f}{\partial K} : d\hat{K} + \frac{\partial \hat{U}_f}{\partial \hat{F}} : d\hat{F} \right). \tag{44}
\]
We aim to find \( \frac{\partial \hat{U}_f}{\partial K} \) and \( \frac{\partial \hat{U}_f}{\partial \hat{F}} \), while assuming \( d\hat{K}, d\hat{F} \) and \( \frac{dg}{d\hat{U}_f} \) to be known. The full derivative \( d\hat{U}_f \) can be obtained by differentiation of Eq. (27), which gives
\[
d\hat{U}_f \left[ K, \hat{F} \right] = \hat{K}_f^{-1} \left( d\hat{F}_f - d\hat{K}_f \hat{U}_f - d\hat{K}_p \hat{U}_p \right). \tag{45}
\]
Substitution of Eq. (30) and simplification yields
\[
\frac{\partial g}{\partial K} = -\hat{S}_f \hat{A}_f \otimes \hat{U} \tag{46}
\]
and
\[
\frac{\partial g}{\partial \hat{F}} = \hat{S}_f \hat{A}_f, \tag{47}
\]
where

\[ \mathbf{K}_{\text{eff}} \lambda_i^{(o)} = \frac{\partial g}{\partial \mathbf{U}_i^{(1)}} \]  

(48)

is the adjoint equation and \( \lambda_i^{(o)} \in \mathbb{R}^{m \times l^{(o)}} \) is the state of the adjoint problem of analysis set \( i \). Thus, to obtain \( d\mathbf{U}_i \) \( \begin{bmatrix} \hat{\mathbf{K}}, \hat{\mathbf{F}} \end{bmatrix} \) one requires one additional system of linear equations to be solved per analysis set.

The total number of adjoint loads to solve an MPOP theoretically equals the number of responses times the number of states, that is the total number of adjoint loads

\[ b = h l = h \sum_{i=1}^{a} l^{(o)}, \]  

(49)

with \( h \) the number of responses of the MPOP. However, if the right-hand-side is linear dependent on the applied load, the problem is self-adjoint and solving the corresponding adjoint equation can be omitted [2]. This is for example the case in classical compliance minimization [44]. What is more, in practice, the majority of responses depend on a single state or multiple states of a single analysis set, that is many adjoint loads \( \frac{\partial g}{\partial \mathbf{u}_i} \) are zero. Thereto, generally the total number of adjoint loads satisfies

\[ b = \sum_{j=1}^{h} \sum_{i=1}^{a} b_j^{(o)}, \]  

(50)

with \( b_j^{(o)} \) the number of non-zero adjoint loads of response function \( j \) to the states of analysis set \( i \), and thus \( b_j^{(o)} \leq l^{(o)} \).

3.4. Comparison of sensitivity analysis

To compare the sensitivity analyses, consider the pseudo-codes Algorithms 3 and 4, respectively for the elementary and condensation approach. Herein, it is assumed both applied loads and prescribed states are design independent. Note the difference in dimensionality of the systems of equations to be solved in the second step of the algorithms, that is Algorithm 3: Line 2 and Algorithm 4: Line 2. It may be assumed here no additional preprocessing is required, as the preprocessing of the response evaluation can be reused. As a result, in the elementary approach, for each response \( g_j, b_j \) adjoint states of substantial dimensionality are to be solved for. In contrast, assuming \( m \ll n \), the computational effort of the sensitivity analysis in the condensation approach is negligible. Most notably is the fact that zero solves of substantial dimensionality are required, see Section 3.1.1.

Apart from some additional matrix-vector operations, see Algorithm 4: Lines 4—5, implementation of the sensitivity analysis of the condensation approach is straightforward. Also note the similarity between the structure of Algorithm 3: Line 4 and Algorithm 4: Line 6.

Full step-by-step sensitivity analysis of \( g \left[ \mathbf{U}_i, \left[ \mathbf{K}_f, \hat{\mathbf{F}}_f, \hat{\mathbf{U}}_p, \hat{\mathbf{F}}_p, \hat{\mathbf{U}}_p \right] \right] \) and \( g \left[ \hat{\mathbf{F}}_p, \left[ \mathbf{K}_f, \hat{\mathbf{F}}_f, \hat{\mathbf{U}}_p, \hat{\mathbf{F}}_p, \hat{\mathbf{U}}_p \right] \right] \), without those assumptions, can be found in Appendices A.3 and A.4. In addition, the derivation of sensitivities for responses involving the state or reaction load of secondary DOFs, that is \( g \left[ \mathbf{U}_i, \left[ \mathbf{K}_f, \mathbf{F}_f, \mathbf{U}_p, \mathbf{F}_p, \mathbf{U}_p \right] \right] \) and \( g \left[ \mathbf{F}_p, \left[ \mathbf{K}_f, \mathbf{F}_f, \mathbf{U}_p, \mathbf{F}_p, \mathbf{U}_p \right] \right] \), can be found in Appendices A.5 and A.6. All resulting sensitivities are summarized in Table A.2 of Appendix A.7.

Algorithm 3 elementary approach: sensitivity analysis

1. for all \( i \in \mathcal{A} \) do
2. solve \( \mathbf{K}_{\text{eff}}^{(o)} \lambda_i^{(o)} = \frac{\partial g}{\partial \mathbf{U}_i^{(1)}} \), \( \mathbf{K}_{\text{eff}}^{(o)} \in \mathbb{R}^{f^{(i)} \times f^{(i)}} \)
3. end for
4. return \( \frac{\partial g}{\partial x_k} \leftarrow - \sum_{i \in \mathcal{A}} \sum_{j=1}^{l^{(o)}} \lambda_j^{(o)} \frac{\partial \mathbf{K}_{\text{eff}}^{(o)}}{\partial x_k} \lambda_j^{(o)} \)
4. Computational effort

This section describes the computational effort involved in using the condensation approach compared to the elementary approach. First, predominant factors that influence the computational effort are discussed. Subsequently, the computational effort of both approaches is estimated using algorithmic complexity analysis, which yields an estimate of the computational efficiency of using the condensation approach with respect to the elementary approach as a function of the predominant factors.

4.1. Predominant factors

A critical factor influencing the computational effort of the condensation approach is the number of free secondary DOFs versus number of primary DOFs. The number of free secondary DOFs \( \tilde{f} \) depends on the system size \( n \), the number of prescribed secondary DOFs \( \tilde{p} \) and the number of primary DOFs \( m \) via \( \tilde{f} = n - \tilde{p} - m \). The number of free secondary DOFs \( \tilde{f} \) is the primary contributor to the total effort of calculating the Schur complement, as it directly influences the cost of the preprocessing of \( \tilde{K}_R \).

The number of primary DOFs \( m \) determines the number of right-hand-sides of the system of linear equations solved in the static condensation process. If the number of primary DOFs increases, the number of secondary DOFs decreases with equal amount. In addition, the number of primary DOFs \( m \) influences the computational effort of the subsequent analysis sets based upon \( K \). The computational effort of subsequent analysis sets increases rapidly as \( m \) increases, since \( \tilde{K} \) is a dense system matrix as compared to the generally sparse system matrix \( K \).

The similarity between analysis sets or, equivalently, the amount of overlap of sets \( \mathcal{F}^{(i)} \) for all analysis sets is crucial. The higher the overlap of those sets, the smaller \( \tilde{m} \) can be, and hence, the lower becomes the computational effort of both the static condensation and subsequent analysis sets. The presence of non-zero prescribed values on the secondary DOFs, \( i.e. \), \( \tilde{U}_p \neq \emptyset \), and/or non-zero applied loads on the secondary DOFs \( \tilde{F}_f \neq \emptyset \) introduces extra right-hand-sides for the static condensation and introduces a reduced load term. In that case, the number of prescribed secondary DOFs \( \tilde{p} \) influences the effort of matrix-vector product \( \tilde{K}_R \tilde{U}_p \) and \( \tilde{K}_R \tilde{U}_p \) if \( \tilde{U}_p \neq \emptyset \), and influences \( \tilde{f} \) via \( \tilde{f} = n - m - \tilde{p} \). However, for the majority of large scale problems \( \tilde{p} \ll n \) and the additional effort becomes negligible.

Another clearly important factor influencing the computational effort is the number of analysis sets \( a \). The computational effort of the elementary approach increases linearly with \( a \). In contrast, in the condensation approach \( a \) has little influence on the computational effort if \( m \ll n \), as analysis sets based upon \( \tilde{K} \) are—in that case—of negligible effort. In contrast, when \( m \to n \) both the static condensation and all analysis sets based upon \( \tilde{K} \) become expensive, due to the high number of right-hand-sides in the static condensation and the large dense matrix \( K \). For the elementary approach, most important is the number of free DOFs for each analysis set \( f^{(i)} \), which determines the effort of the preprocessing of \( K^{(i)}_R \). Note that generally \( f^{(i)} \approx f^{(j)} \) for all \( i, j \in \mathcal{A} \). The number of loads \( l^{(i)} \) for each analysis set will have a positive influence on the efficiency of the condensation approach with respect to the elementary approach for \( m \ll n \), but vice versa if \( m \to n \).

Lastly, implementation-related factors play a role, \( e.g. \) type of solver, compiled vs. interpreted code, vectorization and parallelization. Also the sparsity, bandedness and band structure of \( K \) influence...
the type of preprocessing and, hence, to a lesser extent impact the computational effort of both the condensation and/or elementary approach. Note that some of the dominant parameters mostly affect the computational effort of the condensation approach (such as the number of analyses \( a \) or dimensionality of \( \tilde{K} \)), whereas others will have a comparable influence on both approaches, e.g. the type of solver or specific implementation.

4.2. Prognosis

Based on the previous discussion we expect the computational efficiency of the condensation approach with respect to the elementary approach to be high when \( m \ll n \) and to increase linearly with \( a \). Assuming \( m \ll n \) and \( a \geq 1 \), we expect the source of computational efficiency of the condensation approach with respect to the elementary approach to be twofold:

1. The condensation approach requires a single preprocessing of the system matrix, as opposed to \( a \) for the elementary approach.\(^4\) All subsequent analysis sets based on the reduced system matrix have relatively negligible computational effort. Thus, the more analysis sets are based upon \( \tilde{K} \), the higher will be the computational efficiency with respect to the elementary approach.

2. As described in Section 3.1.1, the sensitivities of the reduced system matrix are self-adjoint, independent of the response. All information required to compute those sensitivities has been calculated during the condensation process. What remains is the computational effort of the adjoint problems based on the reduced system matrix. The problem may still consist of multiple non-self-adjoint responses, but when \( m \ll n \), the associated adjoint problems are negligibly small compared to the condensation process required for the response evaluation. The sensitivity analysis of any response depending solely on the reduced system matrix is therefore of negligible computational effort.

For a fixed number of analysis sets \( a \), an increase in \( m \) causes an increase in computational efficiency due to the low cost of repetitive analysis sets based upon the reduced system matrix in contrast to the high cost of each extra analysis set in the elementary approach. However, when \( m \) becomes large, the static condensation becomes computationally more demanding. Of even more importance is the increase in dimensionality of the reduced system matrix, which is a dense matrix. Thus, it is expected that there exists a globally optimal ratio of \( m \) to \( n \) as a function of \( a \) for any combination of other parameters that maximizes the computational efficiency of the condensation approach with respect to the elementary approach.

4.3. Algorithmic complexity analysis

To fairly compare the computational efficiency of the condensation approach to the elementary approach, we investigate the computational gain \( \Xi \), defined as the relative decrease in computational effort through the use of the condensation approach compared to the elementary approach, as a function of the predominant parameters. We define the theoretical computational effort as the number of floating point operations (FLOPs) \( \beta \) required and assume that the relative FLOP count of the two algorithms is an approximation that gives sufficient accuracy to estimate the resulting relative Central Processing Unit (CPU) time \( t \). In what follows it will be shown that this assumption is valid under the chosen conditions. The computational gain can be based upon the theoretical estimated FLOP count, denoted by \( \Xi_\beta \), or, alternatively, based on experimentally measured run time, hereafter denoted by \( \Xi_t \). First, this section presents an algorithmic complexity analysis, followed by a numerical study in Section 5.

Note that computational gain is measured in relative FLOPs or relative runtime, whereas—in some cases—storage considerations might be critical. Similar to runtime, the memory usage is expected to be high for large systems with low to moderate number of primary DOFs, and degrade with increasing

\(^4\)Note that in the elementary approach, if using a direct solution method, one also has to store \( a \) system matrices of notable size in memory, as opposed to a single matrix in the condensation approach.
number of primary DOFs. A thorough investigation of this aspect is considered out of scope of the present work.

4.3.1. Assumptions on FLOP count of predominant operations

The FLOP count for the operations involved in the condensation and elementary approach are based upon the following assumptions:

- Arithmetic operations with individual elements have computational complexity $O(1)$, as is the case with fixed-precision floating-point arithmetic. CPU time is equal for all individual operations (addition, multiplication etc.).

- Linear systems of equations are either solved using direct (factorization plus back-substitution) or iterative (preconditioning plus iterative solve) solution methods.

- The computational effort is dominated by the preprocessing and solve. Thus, all other operations are of negligible cost. In other words, we assume problems to be sufficiently large, that is $n \gg 1$.

- The properties (sparsity, symmetry, band density, definiteness, band structure etc.) of all system matrices are known. Based on this the solution method is chosen, as well as specific implementation(s).

- To calculate the gain $\Xi_3$ the following are assumed to be known: problem size $n$ and number of analysis sets $a$ as well as the index sets $F^{(i)}$ and $P^{(i)}$, indices of the DOFs of interest $M^{(i)}$, prescribed state $U_p^{(i)}$ and applied load $F_f^{(i)}$ for each analysis set $i \in A$.

The accuracy of $\Xi_3$ with respect to $\Xi_4$ under the given assumptions, as well as the range of validity will be shown by numerical experiments in Section 5.1.

4.3.2. Theoretical approximated gain

Based on the above assumptions we can approximate the expected gain of using the condensation approach compared to the elementary approach for a MPOP with a single response function by

$$\Xi_3 [n,m,a,l,b] \approx \frac{\sum_{i} \beta_s [n,l+b] + \sum_{i} \beta_d [m,l+b]}{\beta_s [n-m,m] + \sum_{i} \beta_d [m,l+b]}.$$  (51)

where $\beta_s [i,j]$ and $\beta_d [i,j]$ are the cost (in number of FLOPs) of solving respectively a sparse and dense system of equations of size $i$ with $j$ right-hand-sides. The parameter $b^{(i)}$ denotes the number of non-zero right-hand-sides for the adjoint solve of analysis set $i$. The gain is based upon the response evaluation and sensitivity analysis, where we assume the preprocessing is reused where possible. In addition, we assumed that for a sufficiently large problems the ratio of prescribed DOFs to free DOFs becomes so small, that it is valid to assume the size of the analysis equals the system size, that is $f^{(i)} \approx n$, $\hat{f}^{(i)} \approx m$ for all $i \in A$.

In order to show the general applicability of the estimation, the estimation is validated on numerical examples using two different approaches to solve the system of equations:

1. Solving both sparse and dense system of equations using a direct solution method, and

2. Solving sparse system of equations using an iterative solution method and dense systems using a direct solution method.
4.3.3. Theoretical complexity of solution methods

The Cholesky factorization (CHOL) with subsequent back-substitutions is the most commonly applied direct solution method (both for sparse and dense matrices) to solve symmetric positive definite system matrices of small to moderate size. The FLOP count of a CHOL (without reordering) and subsequent back-substitutions of a symmetric sparse banded system matrix depends on dimensionality $n$, bandwidth $k$ and number of right-hand-sides $l$. Note that the bandwidth for discretized PDEs depends on the number of dimensions, e.g. in 2D $k = \sqrt{n}$, whereas in 3D $k = \frac{n^2}{3}$ [45]. In this work we will—without loss of generality—study 2D examples, and hence approximate

$$\tilde{\beta}_s[n, l] = n^2 + 2ln^2,$$  \quad (52)

for a sparse system, and

$$\tilde{\beta}_d[n, l] = \frac{1}{3}n^3 + 2ln$$  \quad (53)

for a dense system [46].

One of the most common iterative solution methods to solve symmetric positive definite system of equations is to first construct an incomplete Cholesky factorization (ICHOL) preconditioner and then find the solution using a Conjugate Gradient (CG) algorithm. The computational cost of the preconditioning (for simple preconditioners) is assumed negligible compared to the cost of the iterative solve. Therefore, in what follows, this contribution is neglected. This assumption also emphasizes the usability of the method for a wide range of solution methods. Each CG iteration involves multiple operations, of which one matrix-vector product is dominating. For a $k$-banded matrix, the total FLOP count per iteration is thus $2nk$ [47]. The required number of CG iterations is approximately proportional to $\sqrt{n}$. The FLOP count of a CG solve on a discretized 2D PDE can thus be estimated as

$$\tilde{\beta}_s[n, l] = 2ln^2.$$  \quad (54)

Note that both functions $\tilde{\beta}_s[n, l]$ and $\tilde{\beta}_d[n, l]$ and coefficients therein depend on both type of solver, implementation and computer efficiency, and are thus subjected to change depending on the solver of choice.

5. Numerical examples

This section demonstrates the computational efficiency of the condensation approach for two different example problems, each representative for a specific type of MPOP.

We consider the following distinct examples:

1. A self-adjoint thermal conductivity MPOP where, by definition of the problem, the number of analysis sets equals the number of DOFs of interest, that is $a = m$, and each additional DOF of interest introduces an additional analysis set based on the reduced system matrix.

2. A non-self-adjoint displacement-based compliant mechanism design MPOP. The problem emphasizes the effect of reduction of computational effort of the sensitivity analysis.

These examples are defined to easy allow variations of parameters to emphasize the validation of the efficiency improvements. As a result, the examples are conceptual and lack direct usefulness in practice. Both examples are topology optimization problems, parametrized in a 2D structured grid of $N$ bilinear quadrilaterals with a single design variable per element. The constrained nonlinear optimization problem is defined as

$$\begin{align*}
\text{minimize} & \quad g_0 [x] \\
\text{subject to} & \quad g_j [x] \leq 0, \quad j = 1, ..., m \\
& \quad x \in \mathbb{X}^N
\end{align*}$$  \quad (55)
where x is the field of design variables, \( X := \{ x_i \in \mathbb{R} \mid 0 < x_i \leq 1 \} \). The design variable field is blurred using a filter [48] with a radius of \( r = 2.0 \) finite elements. The element conductivity/stiffness is related to the filtered design variable via the modified SIMP\(^3\) interpolation function [49] with a constant penalty value of \( p = 3.0 \).

5.1. Problem 1

Consider the well known heat conduction topology optimization problem in a two-dimensional domain [50]. We investigate a variation of this problem with multiple analysis sets, by considering efficient heat conduction between \( m \) randomly distributed DOFs. In each of the \( a \) analysis sets, a single DOF acts as a heat sink (temperature prescribed to zero), and a heat load of random magnitude (between 0 J s\(^{-1}\) and 1 J s\(^{-1}\)) is applied to the \( m - 1 \) remaining primary DOFs.

Following the drawing conventions as previously used, a representation of this problem is sketched in Fig. 6. For this MPOP, the number of primary DOFs is equal to the number of distinct analysis sets, i.e. \( m = a \). The aim is to find a design that efficiently conducts heat between all primary DOFs, for each considered scenario. Thereto, we minimize the overall conductive resistance for all considered analyses, that is

\[
g_0 \left[ U^{(1)} [x], ..., U^{(a)} [x] \right] = \sum_{i \in A} \sum_{j} l^{(i)}_j u^{(i)}_j \cdot K [x] u^{(i)}_j
\]

for the elementary approach and

\[
g_0 \left[ \hat{U}^{(1)} [x], ..., \hat{U}^{(a)} [x] \right] = \sum_{i \in A} \sum_{j} \hat{l}^{(i)}_j \hat{u}^{(i)}_j \cdot \hat{K} [x] \hat{u}^{(i)}_j
\]

for the condensation approach. The material usage is constrained as

\[
g_1 = \sum_{i} \frac{\hat{x}_i}{N \bar{v}} - 1,
\]

where \( \bar{v} \) is the maximum ratio of solid to void material based upon the filtered field \( \hat{x} \). An example of a resulting topology for \( m = 100 \) is shown in Fig. 7, which can be reproduced using the attached MATLAB code.

5.1.1. Computational efficiency

Although the choice of approach, i.e. elementary or condensation-based, has no influence on the resulting topology or design performance, it does influence the computational effort. For this specific MPOP \( l^{(i)} = m - 1 \) for all \( i \in A \) and \( \frac{d_{00}}{d_{00}} = F^{(i)} \). As a result, we can simply write \( \hat{A}^{(i)} = U^{(i)} \) and fully equivalent for the condensation approach \( \hat{A}^{(i)} = \hat{U}^{(i)} \). Hence, the problem is self-adjoint and there is no need to solve the additional system of equations of Eq. (48). Therefore, \( b^{(i)} = 0 \) for all \( i \in A \). For the proposed optimization problem, Eq. (51) can thereto be simplified to

\[
\Xi_{\beta} [n, m] \approx \sum_{i} \frac{\hat{\beta}_i [n, m - 1]}{\hat{\beta}_i [n - m, m]} + \sum_{i} \frac{\hat{\beta}_d [m, m - 1]}{\hat{\beta}_d [n, m - 1]}.
\]

The computational gain \( \Xi_{\beta} \) as a function of \( n \) and \( m \) is plotted in Figs. 8a and 8b for direct and iterative solution methods respectively. The contour graphs show the condensation approach clearly outperforms the elementary approach, especially for large systems and small to moderate \( m \). For this

\footnote{\textsuperscript{3}We omit further explanation as these terms, arguments and implications are considered common knowledge within the field.}
Figure 6: Schematic representation of Problem 1 for $N = 9$ and $m = 3$. The DOFs of interest are chosen arbitrarily. From left to right: one of the three analyses as solved for in the elementary approach, subdivision into primary and secondary DOFs, resulting system after static condensation and, the equivalent analysis as solved for in the condensation approach. The DOFs with prescribed states are denoted by a square (□), the DOFs with free states by a circle (○) and primary DOFs by a black dot (●) (analogously to Figs. 2 and 3). DOFs of interest are coloured in red (○, □).

Figure 7: Resulting topology of Problem 1 as schematically sketched in Fig. 6. The white material is highly conductive, whereas the black material has low conductivity. For this MPOP the number of variables $N = 100 \times 100$, the number of structural DOFs $n = 10000$, and the number of primary DOFs and analyses $m = a = 100$. The maximum amount of material usage $\bar{\sigma} = 0.2$. The location and magnitude (size of red dot) of the primary DOFs and applied loads are indicated in red.
Figure 8: Theoretical estimated gain of the condensation approach compared to the elementary approach for Problem 1. Figs. 8a and 8b show a triple-log contour plot of the gain $\Xi_\beta$ as a function of system size $n$ and number of DOFs of interest $m$ for the direct (a) and iterative (b) solution methods respectively.

5.2. Problem 2

The second problem aims to maximize the amount of material required to achieve a displacement-based $x$-input $x$-output compliant mechanism satisfying prescribed input-output transmission ratios, see e.g. Larsen et al. [51]. The problem is sketched in Fig. 10. This second problem emphasizes the effect of reduction of computational effort of the sensitivity analysis.

The objective function for this MPOP is

$$g_0 = \sum_{i} \tilde{x}_i.$$  \hspace{1cm} (60)

One can write the mechanism output displacements as a function of the input displacements as

$$u_i = J_{ij} u_j, \quad \forall \; i, j = 1, ..., x$$  \hspace{1cm} (61)

where $J$ is the so-called Jacobian matrix, $i$ denotes the output and $j$ the input. For example, $J_{12}$ is the displacement of Output 1 due to an input displacement on Input 2. One requires $a = x$ analyses with prescribed unit input displacements to obtain $J$. In order to control all entries in the Jacobian matrix, we introduce $2x$ transmission constraints, i.e.

$$g_{ij} = \frac{J_{ij}}{J_{ij}} + 1,$$  \hspace{1cm} (62)
Figure 9: Theoretical estimated and experimental gain of the condensation approach compared to the elementary approach for Problem 1. Figs. 9a and 9b show double-log graphs of the gain as a function of the number of primary DOFs $m$ for a variety of system sizes. The gain based on FLOP count is verified by calculating the gain based on CPU time as shown in Figs. 9a and 9b.

Figure 10: Schematic representation of Problem 2; a multi-input-multi-output compliant mechanism with $N = 16$, the number of inputs $x = 2$ and $m = 2x = 4$. The number of DOFs per node is 2, however, for simplicity of visualization, only a single DOF is shown. From left to right (analogous to Fig. 6): one of the two analyses as solved for in the elementary approach, subdivision into primary and secondary DOFs, resulting system after static condensation and, the equivalent analysis as solved for in the condensation approach. Note that the displacements of both sides are fixed.
Figure 11: Resulting topology of the MPOP posed in Section 5.2 as schematically sketched in Fig. 10. The white material is void, whereas the black material is solid. For this MPOP the number of variables \( N = 100 \times 100 \), the number of structural DOFs \( n = 10000 \), the number of analysis sets \( a = 2 \) and the number of primary DOFs \( m = 2x = 4 \). The location of primary DOFs and applied loads are indicated in red. This multi-input-multi-output compliant mechanism is optimized for a Jacobian matrix \( \mathbf{J} = \begin{bmatrix} 0.5 & 2.0 \\ 1.0 & -1.0 \end{bmatrix} \).

An interpretation of the resulting mechanism is illustrated as a rigid-body mechanism with rigid links and bodies as well as rotation points.

with \( \mathbf{J}_{ij} \neq 0 \) the minimum transmission between input \( i \) and output \( j \). Note this response can be used for both positive and negative ratios. If one assigns \( \mathbf{J}_{ij} = u^* \), then the required \( \mathbf{J}_{ij} \leq -u^* \) and if \( \mathbf{J}_{ij} = -u^* \), then \( \mathbf{J}_{ij} \geq u^* \), for any target displacement \( u^* \in \mathbb{R}^+ \).

An example of the resulting topology for \( x = 2 \) and

\[
\mathbf{J} = \begin{bmatrix} 0.5 & 2.0 \\ 1.0 & -1.0 \end{bmatrix}
\]

is shown in Fig. 11. Due to the conflicting behaviour between volume maximization and minimum transmission ratio the resulting topology almost exactly satisfies the target Jacobian with a minimum amount of holes.

5.2.1. Computational efficiency

For this specific MPOP \( \ell^{(i)} = 1 \) for all \( i \in \mathcal{A} \). Since the problem is non-self-adjoint an additional \( x \) right-hand-sides per analysis has to be solved for, that is \( b^{(i)} = x \) for all \( i \in \mathcal{A} \). Note that the number of DOFs of interest equals twice the number of inputs\(^7\), \( i.e. \ m = 2x \). For the proposed optimization formulation, Eq. (51) can therefore be simplified to

\[
\Xi_{\beta_{[n,m]}} \approx \frac{\sum_i \beta_{[n,m]} - \sum_i \beta_{[n-m,m]} + \sum_i \beta_{[m,m]}}{\beta_{[n,m]} + \sum_i \beta_{[m,m]}},
\]

with \( m = 2x \) and \( x \) the number of inputs and outputs. Note the computational gain for this type of problem is twofold. One requires a single analysis set with \( 2x \) analyses, as opposed to \( x \) analysis sets to obtain the responses plus an additional \( x \) analysis sets to obtain the sensitivities. Simple reasoning

\(^7\)Assuming the number of inputs and outputs are equal
as well as the FLOP count analysis learns that for this type of problem the gain approximately equals the number of inputs (and thus the number of analysis sets) for low to moderate number of inputs, see Fig. 12.

6. Extensions

The proposed method is applicable to any linear(ized) PDE as well as multi-physical coupled problems and can be extended or adapted to a range of other problems. The method is still applicable to asymmetric system matrices. The advantageous property of inexpensive sensitivities vanishes for asymmetric matrices since the self-adjointness property no longer holds, hence the method is expected to reduce efficiency. The method is applicable to reduce the dimensionality of eigen-problems, with tremendous reduction in computational cost. However, in the reduced mass matrix, combinations of stiffness and mass elements appear. The result is that the eigenvalue-eigenvector problem is closely but not exactly preserved, with scenario-dependent accuracy issues [17].

A response function may depend on secondary DOFs, in which case an additional large system of linear equations has to be solved to obtain the sensitivities, see Appendix A.5. Although the additional effort is marginal since the preconditioner can be reused, it makes the use of responses dependent on secondary DOFs uneconomical. As opposed to the general guidelines presented in this work, one may want to put secondary DOFs with varying freedom per analysis set subjected to loading into the set of primary DOFs. This will increase the number of primary DOFs, however circumvents the necessity to calculate and use the reduced load. This will reduce the computational effort if the number of loaded secondary DOFs are small.

For scenarios with multiple DOFs following the same freedom and magnitude throughout each analysis set (for example the DOFs contained in a non-design domain), pre-processing of the system matrix by multi-point constraints is recommended to limit the dimensionality of the reduced system matrix. This has no further consequences apart from implementation, possibly reduction in global dimensionality and change of sparsity pattern / band density.

---

8Primary-secondary, penalty augmentation or Lagrange multiplier adjunction methods.
7. Conclusion

This study aims to find a solution to efficiently solve for large-scale structural optimization problems involving multiple analyses with varying boundary conditions. With an increasing number of analyses, the computational effort to solve such problems quickly increases. Using static condensation to eliminate the DOFs that do not change freedom between analyses and are not of interest to any of the optimization responses, the effort can be highly reduced. In contrast to solving for multiple systems of equations with different sparse system matrices of high dimensionality, this allows for solving multiple systems of equations with the same sparse system matrix of high dimensionality and multiple systems of equations with different dense system matrices of low dimensionality. A profound finding is that the sensitivities of the static condensation procedure can be calculated without solving additional systems of equations, even if the response functions are not self-adjoint. Consequently, the dimensionality of the adjoint equations is highly reduced.

Numerical examples indicate an algorithmic complexity analysis can be used to roughly estimate the expected computational effort of a broad range of problems, even if solely the major contributors are taken into account. In line with the prognosis the numerical examples demonstrate that substantial computational gains can be achieved. However, the presented examples only cover a small part of the total applicability.

It is expected that future research will reveal more applications that benefit from this method. We expect at least applications in structural and multidisciplinary optimization with many conflicting requirements based on a variety of load cases. Given the limited additional implementation effort, future work on—or including—multi-partition structural optimization problem(s) should consider a back-of-the-envelop estimation of computational gain by using the condensation approach.
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A. Sensitivity analysis

Dependencies will, after first mention, be omitted for brevity without further notice.
A.1. Sensitivities of the reduced system matrix

Consider a response function $g[\tilde{\mathbf{K}}]$, with

$$\tilde{\mathbf{K}} := \mathbf{K} - \mathbf{K}_f \mathbf{X}_f.$$  \hfill (18 revisited)

Here the system matrix is a function of the design variables, i.e. $\mathbf{K} [\mathbf{x}]$. For now we are solely interested in the sensitivities of the reduced system matrix with respect to the system matrix and therefore omit this dependency from here onward. The full derivative can be written as

$$dg[\tilde{\mathbf{K}}] = \frac{dg}{d\mathbf{K}} : d\tilde{\mathbf{K}} : d\mathbf{K},$$ \hfill (31 revisited)

where $\frac{dg}{d\mathbf{K}}$ is the sensitivity of the response function with respect to $\tilde{\mathbf{K}}$ and $d\mathbf{K}$ the sensitivity of the system matrix. In the following we assume both are known. The aim is to find the fourth order tensor $d\tilde{\mathbf{K}}$, i.e. the sensitivities of the reduced system matrix with respect to the system matrix.

A.1.1. Direct method

Direct differentiation of Eq. (18) yields

$$d\tilde{\mathbf{K}} = d\mathbf{K} - d\dot{\mathbf{K}}_f \mathbf{X}_f - \dot{\mathbf{K}}_f d\mathbf{X}_f.$$ \hfill (32 revisited)

Here $d\mathbf{X}_f$ can be obtained by direct differentiation of Eq. (20), that is

$$d\mathbf{X}_f = -\mathbf{K}_f^{-1} d\mathbf{K}_f \mathbf{X}_f + \mathbf{K}_f^{-1} d\dot{\mathbf{K}}_f.$$ \hfill (33 revisited)

Substitution of Eq. (33) into Eq. (32) gives

$$d\tilde{\mathbf{K}} = d\mathbf{K} - d\dot{\mathbf{K}}_f \mathbf{X}_f + \dot{\mathbf{K}}_f d\mathbf{X}_f - \dot{\mathbf{K}}_f d\mathbf{X}_f.$$ \hfill (A.1)

Substitution of Eq. (30) into Eq. (A.1) yields

$$d\tilde{\mathbf{K}} = \dot{\mathbf{S}}^T d\mathbf{K} \dot{\mathbf{S}} - \dot{\mathbf{S}}^T d\mathbf{K}_f \mathbf{X}_f + \mathbf{X}_f \dot{\mathbf{S}}^T d\mathbf{K}_f \mathbf{X}_f - \mathbf{X}_f \dot{\mathbf{S}}^T d\mathbf{K}_f.$$ \hfill (A.2)

Subsequent substitution of the result into Eq. (31) gives the expression for the sensitivities of the response function, i.e.

$$dg = \frac{dg}{d\mathbf{K}} : \left( (\dot{\mathbf{S}}^T - \dot{\mathbf{X}}_f \dot{\mathbf{S}}_f) d\mathbf{K} \left( \dot{\mathbf{S}} - \dot{\mathbf{X}}_f \dot{\mathbf{X}}_f \right) \right)$$ \hfill (34 revisited)

where

$$\mathbf{A} := \dot{\mathbf{S}} - \dot{\mathbf{X}}_f \dot{\mathbf{X}}_f.$$ \hfill (36 revisited)

We can simplify this to obtain

$$dg = \left( \mathbf{A} \frac{dg}{d\mathbf{K}} \otimes \mathbf{A} \right) : d\mathbf{K},$$ \hfill (A.3)

In addition, rewriting of Eq. (34) gives

$$\frac{d\tilde{\mathbf{K}}}{d\mathbf{K}} = \mathbf{A} \otimes \mathbf{A}.$$ \hfill (37 revisited)
A.1.2. Adjoint method

Alternatively to the direct method, one can use the adjoint method [41, 43]. After augmentation of the response function as defined in Eq. (31) with Eq. (20), we get

\[
\mathcal{L}\left[\ddot{K}, \dot{\Lambda}_f\right] := g\left[\ddot{K}\right] + \dot{\Lambda}_f : \left(\ddot{K} X X_t - \ddot{K}_t\right),
\]

where \(\mathcal{L}\left[\ddot{K}, \dot{\Lambda}_f\right]\) is the Lagrangian and \(\dot{\Lambda}_f \in \mathbb{R}^{j \times m}\) the Lagrange multipliers related to \(\dot{X}_t\). Full differentiation of both sides gives

\[
d\mathcal{L} = \frac{dg}{dK} : d\ddot{K} + \dot{\Lambda}_f : \left(d\ddot{K}_t \dot{X}_t - \ddot{K}_t d\dot{X}_t\right).
\]

(A.4)

Substitution of Eq. (32) into Eq. (A.4) yields

\[
d\mathcal{L} = \frac{dg}{dK} : \left(\ddot{K} - d\ddot{K}_t \dot{X}_t - \ddot{K}_t d\dot{X}_t\right) + \dot{\Lambda}_f : \left(d\ddot{K}_t \dot{X}_t + \ddot{K}_t d\dot{X}_t - d\ddot{K}_t\right).
\]

(A.5)

Since \(d\ddot{X}_t\) is computationally expensive to calculate, the aim is to circumvent this by a suitable choice of \(\dot{\Lambda}_f\). Collecting terms involving \(d\ddot{X}_t\) gives

\[
\dot{\Lambda}_f : \left(\ddot{K}_t d\ddot{X}_t\right) - \frac{dg}{dK} : \left(\ddot{K}_t d\dot{X}_t\right).
\]

(A.6)

This can be rewritten\(^{10}\) into

\[
\left(\ddot{K}_t \ddot{\Lambda}_f - \ddot{\Lambda}_f \frac{dg}{dK}\right) : d\ddot{X}_t.
\]

(A.7)

To make the terms involving \(d\ddot{X}_t\) vanish, the term in parentheses must be zero. This can be achieved by choosing \(\dot{\Lambda}_f\) as

\[
\dot{\Lambda}_f = \ddot{K}_t^{-1} \ddot{\Lambda} \frac{dg}{dK} = \ddot{X}_t \frac{dg}{dK}.
\]

(41 revisited)

Here the self-adjointness property appears; no additional solves are needed to compute \(\dot{\Lambda}_f\). With these multipliers, the terms involving \(d\ddot{X}_t\) vanish from Eq. (A.5), that is

\[
d\mathcal{L} = \frac{dg}{dK} : \left(\ddot{K} - \ddot{K}_t \dot{X}_t\right) + \dot{\Lambda}_f : \left(d\ddot{K}_t \dot{X}_t - d\ddot{K}_t\right),
\]

(A.8)

with \(\dot{\Lambda}_f\) as defined in Eq. (41). Next, substitution of Eq. (30) into Eq. (A.8) yields

\[
d\mathcal{L} = \frac{dg}{dK} : \left(\ddot{S}^T dK \ddot{S} - \ddot{S}^T dK \ddot{S} \dot{X}_t\right) + \dot{\Lambda}_f : \left(\ddot{S}^T dK \ddot{X}_t - \ddot{S}^T dK \dot{S}\right)
\]

\[
= \frac{dg}{dK} : \left(\ddot{S}^T dK A\right) - \dot{\Lambda}_f : \left(\ddot{S}^T dK A\right)
\]

(39 revisited)

\[
= \left(\ddot{S} \frac{dg}{dK} - \ddot{S} \dot{\Lambda}_f\right)^T dK A.
\]

The reader can verify that substitution of Eq. (41) into Eq. (39) results in Eq. (A.3).

\(^{10}\)\(A : (BC) = (B^T A) : C\)
A.2. Sensitivities of the reduced load

Consider a response function \( g \left[ \mathbf{F} \left[ \mathbf{K}, \dot{\mathbf{F}}_f, \dot{\mathbf{U}}_p \right] \right] \), with
\[
\mathbf{F} \left[ \mathbf{K}, \dot{\mathbf{F}}_f, \dot{\mathbf{U}}_p \right] := \ddot{\mathbf{K}}_f \dddot{\mathbf{V}}_f \left[ \mathbf{K}, \dot{\mathbf{F}}_f, \dot{\mathbf{U}}_p \right] - \ddot{\mathbf{K}}_p \dddot{\mathbf{U}}_p.
\]
(19 revisited)

By applying the chain-rule, the full derivative of this response function can be written as
\[
dg \left[ \mathbf{F} \left[ \mathbf{K}, \dot{\mathbf{F}}_f, \dot{\mathbf{U}}_p \right] \right] = \frac{dg}{d\mathbf{F}} : d\mathbf{F} \left[ \mathbf{K}, \dot{\mathbf{F}}_f, \dot{\mathbf{U}}_p \right] \\
= \frac{dg}{d\mathbf{F}} \left( \frac{\partial \mathbf{F}}{\partial \mathbf{K}} : d\mathbf{K} + \frac{\partial \mathbf{F}}{\partial \mathbf{F}_f} : d\dot{\mathbf{F}}_f + \frac{\partial \mathbf{F}}{\partial \dot{\mathbf{U}}_p} : d\dot{\mathbf{U}}_p \right). \tag{A.9}
\]

The aim is to find \( \frac{\partial \mathbf{F}}{\partial \mathbf{K}}, \frac{\partial \mathbf{F}}{\partial \mathbf{F}_f}, \) and \( \frac{\partial \mathbf{F}}{\partial \dot{\mathbf{U}}_p} \).

A.2.1. Direct method

Direct differentiation of both sides of Eq. (19) yields
\[
d\mathbf{F} = d\ddot{\mathbf{K}}_f \dddot{\mathbf{V}}_f + \dddot{\mathbf{K}}_p \dddot{\mathbf{U}}_p - d\ddot{\mathbf{K}}_p \dddot{\mathbf{U}}_p - \dddot{\mathbf{K}}_p d\dddot{\mathbf{U}}_p. \tag{A.10}
\]

Here \( d\ddot{\mathbf{V}}_f \) can be obtained by direct differentiation of Eq. (21), that is
\[
d\ddot{\mathbf{V}}_f = \dddot{\mathbf{K}}_f \dddot{\mathbf{V}}_f - \dddot{\mathbf{K}}_p \dddot{\mathbf{U}}_p - d\dddot{\mathbf{F}}_f - \dddot{\mathbf{K}}_p d\dddot{\mathbf{U}}_p. \tag{A.11}
\]

Substitution of Eq. (A.11) into Eq. (A.10), and using the definition of \( \dot{\mathbf{V}}_f \) from Eq. (21) yields
\[
d\mathbf{F} = d\ddot{\mathbf{K}}_f \dddot{\mathbf{V}}_f + \dddot{\mathbf{X}}_f \left( -d\dddot{\mathbf{K}}_f \dddot{\mathbf{V}}_f + d\dddot{\mathbf{K}}_p \dddot{\mathbf{U}}_p - d\dddot{\mathbf{F}}_f + \dddot{\mathbf{K}}_p d\dddot{\mathbf{U}}_p \right) - d\dddot{\mathbf{K}}_p \dddot{\mathbf{U}}_p - \dddot{\mathbf{K}}_p d\dddot{\mathbf{U}}_p. \tag{A.12}
\]

For conciseness, we define the variable
\[
\mathbf{C}^T := \dddot{\mathbf{X}}_f \dddot{\mathbf{K}}_p - \dddot{\mathbf{K}}_p, \tag{A.13}
\]
and substitute this into Eq. (A.12), which yields
\[
d\mathbf{F} = d\ddot{\mathbf{K}}_f \dddot{\mathbf{V}}_f - \dddot{\mathbf{X}}_f d\dddot{\mathbf{V}}_f + \dddot{\mathbf{X}}_f d\dddot{\mathbf{K}}_p \dddot{\mathbf{U}}_p - d\dddot{\mathbf{K}}_p \dddot{\mathbf{U}}_p - \dddot{\mathbf{X}}_f \dddot{\mathbf{U}}_p + \mathbf{C}^T d\dddot{\mathbf{U}}_p. \tag{A.14}
\]

Subsequent substitution of Eq. (30) into Eq. (A.14), and Eq. (A.14) into Eq. (A.9) gives an expression for the sensitivities of the response function, i.e.
\[
dg = \frac{dg}{d\mathbf{F}} = \left( \dddot{\mathbf{S}}^T d\mathbf{K} \dddot{\mathbf{S}} \dddot{\mathbf{V}}_f - \dddot{\mathbf{X}}_f \dddot{\mathbf{S}}_f d\mathbf{K} \dddot{\mathbf{S}} \dddot{\mathbf{V}}_f + \dddot{\mathbf{X}}_f \dddot{\mathbf{S}}_f d\mathbf{K} \dddot{\mathbf{S}} \dddot{\mathbf{U}}_p - \dddot{\mathbf{S}}^T d\mathbf{K} \dddot{\mathbf{S}} \dddot{\mathbf{U}}_p - \dddot{\mathbf{X}}_f \dddot{\mathbf{F}}_f + \mathbf{C}^T d\dddot{\mathbf{U}}_p \right). \tag{A.15}
\]

We can simplify this to obtain
\[
dg = \left( \mathbf{A} \frac{dg}{d\mathbf{F}} \otimes \mathbf{B} \right) : d\mathbf{K} - \dddot{\mathbf{X}}_f \frac{dg}{d\mathbf{F}} : d\mathbf{F}_f + \mathbf{C} \frac{dg}{d\mathbf{F}} : d\dddot{\mathbf{U}}_p, \tag{A.16}
\]
with
\[
\mathbf{B} := \dddot{\mathbf{S}}_f \dddot{\mathbf{V}}_f - \dddot{\mathbf{S}}_p \dddot{\mathbf{U}}_p. \tag{43 revisited}
\]

And thus
\[
\frac{\partial \mathbf{F}}{\partial \mathbf{K}} = \mathbf{A} \otimes \mathbf{B}. \tag{42 revisited}
\]

Note that all terms in Eq. (A.16) are calculated in the corresponding forward analysis, and thus no additional solves are required.
A.2.2. Adjoint method

After augmentation of the response function with the linear system of equations from Eq. (21), we get

$$\mathcal{L} \left[ \tilde{F} \left[ K, \tilde{F}, \tilde{U}_p \right], \tilde{A}_t \right] := g \left[ \tilde{F} \left[ K, \tilde{F}, \tilde{U}_p \right] \right] - \tilde{A}_t : \left( \tilde{K}_{hf} \tilde{V}_t + \tilde{F}_t - \tilde{K}_{hp} \tilde{U}_p \right),$$  \hfill (A.17)

where $\tilde{A}_t \in \mathbb{R}^{T \times I}$ are the Lagrange multipliers related to $\tilde{V}_t$. Differentiation of both sides gives

$$d\mathcal{L} = \frac{dg}{d\tilde{F}} : d\tilde{F} - \tilde{A}_t : \left( d\tilde{K}_{hf} \tilde{V}_t + d\tilde{K}_{hp} d\tilde{V}_t - d\tilde{K}_{hp} \tilde{U}_p + d\tilde{F}_t - \tilde{K}_{hp} d\tilde{U}_p \right).$$  \hfill (A.18)

Substitution of Eq. (A.10) into Eq. (A.18) gives

$$d\mathcal{L} = \frac{dg}{d\tilde{F}} : \left( d\tilde{K}_{hf} \tilde{V}_t + d\tilde{K}_{hp} d\tilde{V}_t - d\tilde{K}_{hp} \tilde{U}_p + d\tilde{F}_t - \tilde{K}_{hp} d\tilde{U}_p \right).$$  \hfill (A.19)

Since $d\tilde{V}_t$ is computationally expensive to calculate, aim is to circumvent this by a suitable choice of $\tilde{A}_t$. Collecting terms involving $d\tilde{V}_t$ gives

$$\frac{dg}{d\tilde{F}} : \left( \tilde{K}_{hf} d\tilde{V}_t \right) - \tilde{A}_t : \left( \tilde{K}_{hp} d\tilde{V}_t \right).$$  \hfill (A.20)

This can be rewritten into

$$\left( \tilde{K}_{hf} \frac{dg}{d\tilde{F}} - \tilde{K}_{hp} \tilde{A}_t \right) : d\tilde{V}_t. \hfill (A.21)$$

To make the terms $d\tilde{V}_t$ vanish we choose $\tilde{A}_t$ as

$$\tilde{A}_t = \tilde{K}_{hf}^{-1} \tilde{K}_{hp} \frac{dg}{d\tilde{F}} = \tilde{X}_t \frac{dg}{d\tilde{F}}.$$  \hfill (A.22)

Note again that no adjoint solve is necessary. Substitution of Eq. (30) into Eq. (A.19) yields

$$d\mathcal{L} = \frac{dg}{d\tilde{F}} : \left( \tilde{S}^T \tilde{S} \tilde{X}_t \tilde{V}_t - \tilde{S} \tilde{S} \tilde{K}_p \tilde{U}_p + \tilde{K}_{hp} d\tilde{U}_p \right) - \tilde{A}_t : \left( \tilde{S}^T \tilde{S} \tilde{X}_t \tilde{V}_t - \tilde{S} \tilde{S} \tilde{K}_p \tilde{U}_p + \tilde{F}_t - \tilde{K}_{hp} d\tilde{U}_p \right),$$  \hfill (A.23)

with $\tilde{A}_t$ as defined in Eq. (A.22). The reader can verify that substitution of Eq. (A.22) into Eq. (A.23) results in Eq. (A.16).

A.3. Sensitivities of the state

Often responses are a function of the state, i.e. $g \left[ \hat{U}_t, [K], \hat{F}_t, \hat{U}_p \right]$. Note that this may be the state of multiple analyses, that is $g \left[ \hat{U}_t^{(i)}, \hat{U}_t^{(1)}, ..., \hat{U}_t^{(o)} \right]$, where $o$ is the total number of analyses based upon $\hat{K}$. Therefore, one is required to determine $d\hat{U}_t^{(i)} \left[ \hat{K}, \hat{F}_t, \hat{U}_t^{(o)} \right]$ for all $i \in A$. For clarity, we omit the superscript $i$ from here on (assume a single analysis set). Taking the full derivative of $g \left[ \hat{U}_t, [K], \hat{F}_t, \hat{U}_p \right]$ yields

$$\frac{dg}{d\hat{U}_t} : d\hat{U}_t = \frac{dg}{d\hat{U}_t} : \left( \frac{\partial \hat{U}_t}{\partial K} : dK + \frac{\partial \hat{U}_t}{\partial \hat{F}_t} : d\hat{F}_t + \frac{\partial \hat{U}_t}{\partial \hat{U}_p} : d\hat{U}_p \right),$$  \hfill (44 revisited)

where we assume $\frac{dg}{d\hat{U}_t}$ to be known. The terms $\frac{\partial \hat{U}_t}{\partial K}, \frac{\partial \hat{U}_t}{\partial \hat{F}_t}, \frac{\partial \hat{U}_t}{\partial \hat{U}_p}$ are to be determined. To this end, we augment the response function with the linear system of equations from Eq. (27), which yields

$$\mathcal{L} \left[ \hat{U}_t, \hat{A}_t \right] := g \left[ \hat{U}_t \right] - \hat{A}_t : \left( \tilde{K}_{hf} \hat{U}_t - \hat{F}_t + \tilde{K}_{hp} \hat{U}_p - \hat{F}_t \right).$$  \hfill (A.24)
where \( \mathcal{L}[\hat{\mathbf{U}}_f, \hat{\Lambda}_f] \) is the Lagrangian and \( \hat{\Lambda}_f \in \mathbb{R}^{f \times l} \) the Lagrange multipliers related to \( \hat{\mathbf{U}}_f \). Full differentation of both sides gives

\[
\frac{d\mathcal{L}}{d\hat{\mathbf{U}}_f} : \hat{\mathbf{U}}_f - \hat{\Lambda}_f : \left( d\hat{\mathbf{K}}_{ff} \hat{\mathbf{U}}_f + \hat{\mathbf{K}}_{fp} d\hat{\mathbf{U}}_p + \hat{\mathbf{K}}_{pp} d\hat{\mathbf{U}}_p - d\hat{\mathbf{F}}_f \right). \tag{A.25}
\]

Since \( d\hat{\mathbf{U}}_f \) is computationally expensive to calculate, aim is to circumvent this by a suitable choice of \( \hat{\Lambda}_f \). Collecting terms involving \( d\hat{\mathbf{U}}_f \) gives

\[
\frac{dg}{d\hat{\mathbf{U}}_f} : \hat{\mathbf{U}}_f - \hat{\Lambda}_f : \hat{\mathbf{K}}_{ff} d\hat{\mathbf{U}}_f. \tag{A.26}
\]

This can be rewritten into

\[
\left( \frac{dg}{d\hat{\mathbf{U}}_f} - \hat{\mathbf{K}}_{ff} \hat{\Lambda}_f \right) : d\hat{\mathbf{U}}_f. \tag{A.27}
\]

To make the terms \( d\hat{\mathbf{U}}_f \) vanish we choose \( \hat{\Lambda}_f \) as

\[
\hat{\mathbf{K}}_{ff} \hat{\Lambda}_f = \frac{dg}{d\hat{\mathbf{U}}_f}. \tag{48 revisited}
\]

Note that to obtain \( \hat{\Lambda}_f \) one has to solve an additional system of equations. Subsequent substitution of Eq. (30) into Eq. (A.25) gives

\[
d\mathcal{L} = \hat{\mathbf{U}}_f : \left( -\hat{\mathbf{S}}_f d\hat{\mathbf{K}} \hat{\mathbf{U}} + \hat{\mathbf{S}}_f d\hat{\mathbf{F}} + d\hat{\mathbf{F}} - \hat{\mathbf{K}}_{fp} d\hat{\mathbf{U}}_p \right), \tag{A.28}
\]

where we also used

\[
\hat{\mathbf{U}} = \hat{\mathbf{S}}_f \hat{\mathbf{U}}_f + \hat{\mathbf{S}}_p \hat{\mathbf{U}}_p. \tag{A.29}
\]

Note that Eq. (A.28) can be rewritten as

\[
d\mathcal{L} = \left( -\hat{\mathbf{S}}_f \hat{\Lambda}_f \otimes \hat{\mathbf{U}} \right) : d\hat{\mathbf{K}} + \hat{\mathbf{S}}_f d\hat{\mathbf{F}} + d\hat{\mathbf{F}} - \hat{\mathbf{K}}_{fp} \hat{\Lambda}_f : d\hat{\mathbf{U}}_p. \tag{A.30}
\]

Substitution of Eqs. (35) and (A.14) into Eq. (A.30) yields

\[
d\mathcal{L} = \left( A \hat{\mathbf{S}}_f \hat{\Lambda}_f \otimes D \right) : d\mathbf{K} - \hat{\mathbf{K}}_{pp} \hat{\Lambda}_f : d\hat{\mathbf{U}}_p + \hat{\mathbf{S}}_f d\hat{\mathbf{F}} + d\hat{\mathbf{F}} - \hat{\mathbf{K}}_{fp} \hat{\Lambda}_f : d\hat{\mathbf{U}}_p, \tag{A.31}
\]

with

\[
D := B - A \hat{\mathbf{U}}. \tag{A.32}
\]

Thus to obtain \( d\hat{\mathbf{U}}_f \) one requires an extra solve or matrix-vector product (depending on the self-adjointness), Eq. (48), per analysis based on the reduced system.

**A.4. Sensitivities of the reaction load**

From the solution of Eq. (27) the reaction loads can be calculated via

\[
\hat{\mathbf{F}}_p = \hat{\mathbf{K}}_{pf} \hat{\mathbf{U}}_f + \hat{\mathbf{K}}_{pp} \hat{\mathbf{U}}_p - \hat{\mathbf{F}}_p, \tag{28 revisited}
\]

Note that here we have again omitted the subscript \( i \). Sensitivities of a response function \( g \left[ \hat{\mathbf{F}}_p \left[ \hat{\mathbf{K}}, \hat{\mathbf{F}}, \hat{\mathbf{U}}_f, \hat{\mathbf{U}}_p \right] \right] \) are defined as

\[
dg = \frac{dg}{d\hat{\mathbf{F}}_p} : d\hat{\mathbf{F}}_p. \tag{A.33}
\]
To this end, we augment the response function with the linear system of equations from Eq. (27), which yields

$$\mathcal{L}\left[\hat{F}_p, \hat{\Lambda}_f\right] := g\left[\hat{F}_p\right] - \hat{\Lambda}_f : \left(\hat{K}_{hf} \hat{U}_f - \hat{F}_f + \hat{K}_{hp} \hat{U}_p - \hat{F}_f\right)$$  \hspace{1cm} (A.34)

where $\mathcal{L}\left[\hat{F}_p, \hat{\Lambda}_f\right]$ is the Lagrangian and $\hat{\Lambda}_f \in \mathbb{R}^{\hat{f} \times f}$ the Lagrange multipliers related to $\hat{U}_f$. Full differentiation of both sides gives

$$d\mathcal{L} = \frac{dg}{d\hat{F}_p} : d\hat{F}_p - \hat{\Lambda}_f : \left(d\hat{K}_{hf} \hat{U}_f - d\hat{F}_f + d\hat{K}_{hp} \hat{U}_p + \hat{K}_{hp} d\hat{U}_p - d\hat{F}_f\right),$$  \hspace{1cm} (A.35)

with

$$d\hat{F}_p = d\hat{K}_{pf} \hat{U}_f + \hat{K}_{pf} d\hat{U}_f + d\hat{K}_{pp} \hat{U}_p + \hat{K}_{pp} d\hat{U}_p - d\hat{F}_p.$$  \hspace{1cm} (A.36)

Since $d\hat{U}_f$ is computationally expensive to calculate, aim is to circumvent this by a suitable choice of $\hat{\Lambda}_f$. Collecting terms involving $d\hat{U}_f$ gives

$$\frac{dg}{d\hat{F}_p} : d\hat{F}_p - \hat{\Lambda}_f : \left(\hat{K}_{np} d\hat{U}_f - \hat{\Lambda}_f : d\hat{F}_f\right).$$  \hspace{1cm} (A.37)

This can be rewritten\footnote{Only used within this section.} into

$$\left(\hat{K}_{np} \frac{dg}{d\hat{F}_p} - \hat{\Lambda}_f : d\hat{F}_f\right) : d\hat{U}_f.$$  \hspace{1cm} (A.38)

To make the terms $d\hat{U}_f$ vanish, the term in parentheses must be zero. This can be achieved by choosing $\hat{\Lambda}_f$ as

$$\hat{K}_{hf} \hat{\Lambda}_f = \hat{K}_{hp} \frac{dg}{d\hat{F}_p}.$$  \hspace{1cm} (A.39)

Note that to obtain $\hat{\Lambda}_f$ one has to solve a system of equations. Substitution of Eqs. (30), (A.29) and (A.36) into Eq. (A.35) and rewriting yields

$$d\mathcal{L} = \frac{dg}{d\hat{F}_p} : \left(\hat{S}_p d\hat{K} \hat{U} - \hat{K}_{pp} d\hat{U}_p - \hat{S}_p d\hat{F}\right) - \hat{\Lambda}_f : \left(\hat{S}_f d\hat{K} \hat{U} - d\hat{F}_f + \hat{K}_{hp} d\hat{U}_p + \hat{S}_f d\hat{F}\right).$$  \hspace{1cm} (A.40)

Subsequent substitution of Eqs. (35) and (A.14) and simplifying using Eqs. (A.13) and (A.32) yields

$$dg = (\text{AE} \otimes \text{D}) : d\hat{K} - \hat{X}_f \text{E} : d\hat{F}_f + CE : d\hat{U}_p + \hat{\Lambda}_f : d\hat{F}_f + \left(\hat{K}_{pp} \frac{dg}{d\hat{F}_p} - \hat{K}_{pf} \hat{\Lambda}_f\right) : d\hat{U}_p,$$  \hspace{1cm} (A.41)

with temporary\footnote{Only used within this section.} variable

$$E := \hat{S}_f \hat{\Lambda}_f - \hat{S}_p \frac{dg}{d\hat{F}_p}.$$  \hspace{1cm} (A.42)

Thus to obtain $d\hat{F}_p$, one requires an extra solve or matrix-vector product (depending on the self-adjointness), Eq. (A.39), per analysis based on using the reduced system.
A.5. Sensitivities of the state on the secondary DOFs

After obtaining the solution to the state of the primary DOFs one can obtain the solution of the free secondary DOFs via

\[ \dot{U}_f = -\left( \dot{X}_f U + \dot{V}_f \right). \]  

(22 revisited)

We augment the response function with the linear systems of equations from Eqs. (20), (21) and (27), that is

\[ L \left[ \dot{U}_f, \dot{\Lambda}_f, \dot{\Lambda}_f, \dot{\Lambda}_f \right] := g \left[ \dot{U}_f \right] - \dot{\Lambda}_f : \left( \mathbf{K}_f \dot{X}_f - \mathbf{K}_f \right) \]
\[ - \dot{\Lambda}_f : \left( \mathbf{K}_f \dot{V}_f - \mathbf{K}_p \dot{U}_p - \mathbf{F}_f \right) \]
\[ - \dot{\Lambda}_f : \left( \mathbf{K}_f \dot{U}_f - \mathbf{F}_f + \mathbf{K}_p \dot{U}_p - \mathbf{F}_p \right). \]  

(A.43)

Full differentiation of both sides gives

\[ dL = - \frac{dg}{dU_f} : \left( d\dot{X}_f \dot{U} + \ddot{X}_f d\dot{U} + d\ddot{V}_f \right) \]
\[ - \dot{\Lambda}_f : \left( dK_f \dot{X}_f + \mathbf{K}_f d\dot{X}_f - dK_f \right) \]
\[ - \dot{\Lambda}_f : \left( dK_f \dot{V}_f + \mathbf{K}_f d\dot{V}_f - dK_p d\dot{U}_p - \mathbf{K}_p d\dot{U}_p - d\mathbf{F}_f \right) \]
\[ - \dot{\Lambda}_f : \left( dK_f \dot{U}_f + \mathbf{K}_f d\dot{U}_f - d\mathbf{F}_f + dK_p d\dot{U}_p + \mathbf{K}_p d\dot{U}_p - d\mathbf{F}_p \right). \]  

(A.44)

Since \( d\ddot{X}_f, d\ddot{V}_f \) and \( d\ddot{U}_f \) are computationally expensive to calculate, aim is to circumvent this by a suitable choices of \( \dot{\Lambda}_f, \ddot{\Lambda}_f \) and \( \dddot{\Lambda}_f \). Collecting terms involving \( d\dddot{U}_f \) gives

\[ \left( -S_f \dot{X}_f \frac{dg}{dU_f} - \mathbf{K}_f \dot{\Lambda}_f \right) : d\dddot{U}_f, \]  

(A.45)

where we used

\[ d\dot{U} = \mathbf{S}_d d\dot{U}_f + \mathbf{S}_p d\dot{U}_p. \]  

(A.46)

To make the terms \( d\dddot{U}_f \) vanish we define \( \dot{\Lambda}_f \) as

\[ \mathbf{K}_f \dot{\Lambda}_f = -S_f \dot{X}_f \frac{dg}{dU_f}, \]  

(A.47)

which requires an additional solve using the condensed system. Collecting terms involving \( d\dddot{V}_f \) gives

\[ \left( -\frac{dg}{dU_f} - \mathbf{K}_f \dddot{\Lambda}_f \right) : d\dddot{V}_f. \]  

(A.48)

To make the terms \( d\dddot{V}_f \) vanish we define \( \dddot{\Lambda}_f \) as

\[ \mathbf{K}_f \dddot{\Lambda}_f = -\frac{dg}{dU_f}, \]  

(A.49)

for which an additional full system solve is needed. Finally, collecting terms involving \( d\dddot{X}_f \) gives

\[ \left( -\frac{dg}{dU_f} \dot{X}_f^T - \mathbf{K}_f \dddot{\Lambda}_f \right) : d\dddot{X}_f. \]  

(A.50)
To make the terms $d\tilde{X}_f$ vanish we define $\tilde{A}_f$ as

$$\tilde{K}_F \tilde{A}_f = -\frac{dg}{dU_f} \hat{U}_f^T. \quad (A.51)$$

Thus, with Eq. (A.49)

$$\tilde{A}_f \left[ \tilde{A}_f \right] = \tilde{A}_f \hat{U}_f^T. \quad (A.52)$$

With all multipliers defined, substitution of Eqs. (30), (A.46) and (A.52) into Eq. (A.44) and simplifying using Eq. (A.32) gives

$$d\mathcal{L} = - \left( \tilde{S}_f \tilde{A}_f \otimes D \right) : d\mathbf{K} - \left( \tilde{S}_f \tilde{A}_f \otimes \hat{U} \right) : d\mathbf{K} + \tilde{S}_f \tilde{A}_f : d\mathcal{F}$$

$$- \tilde{\Lambda}_f : d\mathcal{F} + \tilde{K}_{pf} \tilde{A}_f : d\mathcal{U}_p + \tilde{A}_f : d\hat{\mathbf{F}} - \left( \tilde{K}_{pf} \tilde{A}_f + \tilde{S}_p \tilde{X}_f \frac{dg}{dU_f} \right) : d\hat{U}_p. \quad (A.53)$$

Substitution of Eqs. (35) and (A.14) into Eq. (A.53) yields

$$d\mathcal{L} = \left[ \left( A \tilde{S}_f \tilde{A}_f - \tilde{S}_f \tilde{A}_f \right) \otimes D \right] : d\mathbf{K}$$

$$- \left( \tilde{X}_f \tilde{S}_f \tilde{A}_f + \tilde{A}_f \right) : d\mathcal{F} + \left( A \tilde{S}_f \tilde{A}_f + \tilde{K}_{pf} \tilde{A}_f \right) : d\mathcal{U}_p + \tilde{A}_f : d\hat{\mathbf{F}} - \left( \tilde{K}_{pf} \tilde{A}_f + \tilde{S}_p \tilde{X}_f \frac{dg}{dU_f} \right) : d\hat{U}_p. \quad (A.54)$$

### A.6. Sensitivities of the reaction load on the secondary DOFs

Based on the solution of Eq. (22) one can also analyse the reaction loads of the secondary DOFs via

$$\tilde{\mathbf{F}}_p = \tilde{K}_p \hat{U} + \tilde{K}_{pf} \hat{U}_f + \tilde{K}_{pp} \mathcal{U}_p. \quad (23 \text{ revisited})$$

We augment the response function with the linear systems of equations from Eqs. (20), (21) and (27), that is

$$\mathcal{L} \left[ \tilde{\mathbf{F}}_p, \tilde{A}_f, \tilde{A}_f, \tilde{A}_f \right] := g \left[ \tilde{\mathbf{F}}_p \right]$$

$$- \tilde{\Lambda}_f : \left( \tilde{K}_{HF} \tilde{X}_f - \tilde{K}_f \right)$$

$$- \tilde{\Lambda}_f : \left( \tilde{K}_{HF} \tilde{V}_f - \tilde{K}_{HF} \tilde{U}_f - \tilde{K}_f \right) \quad (A.55)$$

Full differentiation of both sides gives

$$d\mathcal{L} = \frac{dg}{d\tilde{\mathbf{F}}_p} : \left( d\tilde{K}_p \hat{U} + d\tilde{K}_{pf} \hat{U}_f + d\tilde{K}_{pp} \mathcal{U}_p \right)$$

$$+ \frac{dg}{d\tilde{\mathbf{F}}_p} : \left( \tilde{K}_p d\hat{U} - \tilde{K}_{pf} \left( d\tilde{X}_f \hat{U} + \tilde{X}_f d\hat{U} + d\mathcal{V}_f \right) + \tilde{K}_{pp} d\mathcal{U}_p \right)$$

$$- \tilde{\Lambda}_f : \left( \tilde{d}\mathcal{K}_H \tilde{X}_f + \tilde{K}_{HF} d\tilde{X}_f - d\tilde{K}_f \right) \quad (A.56)$$

$$- \tilde{\Lambda}_f : \left( \tilde{d}\mathcal{K}_H \tilde{V}_f + \tilde{K}_{HF} d\tilde{V}_f - d\tilde{K}_{HF} \mathcal{U}_f - \tilde{K}_{HF} d\mathcal{U}_f + d\mathcal{F}_f \right)$$

$$- \tilde{\Lambda}_f : \left( \tilde{d}\mathcal{K}_H \hat{U}_f + \tilde{K}_{HF} d\hat{U}_f + d\tilde{K}_{HF} \hat{U}_f + \tilde{K}_{HF} d\mathcal{U}_f - d\mathcal{F}_f \right).$$
Since $\text{d} \hat{X}_f$, $\text{d} \hat{V}_f$ and $\text{d} \hat{U}_f$ are expensive to calculate, aim is to circumvent this by a suitable choices of $\hat{\Lambda}_f$, $\hat{\Lambda}_f$ and $\hat{\Lambda}_f$. Using Eq. (A.46) and subsequently collecting terms involving $\text{d} \hat{U}_f$ gives

$$\left( -\hat{S}_f^T C^T \frac{dg}{dF_p} - \hat{K}_{fp} \hat{A}_f \right) : \text{d} \hat{U}_f. \quad (A.57)$$

To make the terms $\text{d} \hat{U}_f$ vanish we define $\hat{\Lambda}_f$ as

$$\hat{K}_{fp} \hat{A}_f = -\hat{S}_f^T C^T \frac{dg}{dF_p}, \quad (A.58)$$

which requires an additional solve using the condensed system. Collecting terms involving $\text{d} \hat{V}_f$ gives

$$\left( -\hat{K}_{fp} \frac{dg}{dF_p} - \hat{K}_{fp} \hat{A}_f \right) : \text{d} \hat{V}_f. \quad (A.59)$$

To make the terms $\text{d} \hat{V}_f$ vanish we define $\hat{\Lambda}_f$ as

$$\hat{K}_{fp} \hat{A}_f = -\hat{K}_{fp} \frac{dg}{dF_p}, \quad (A.60)$$

for which an additional full system solve is needed. Finally, collecting terms involving $\text{d} \hat{X}_f$ gives

$$\left( -\hat{K}_{fp} \frac{dg}{dF_p} - \hat{K}_{fp} \hat{A}_f \right) : \text{d} \hat{X}_f. \quad (A.61)$$

To make the terms $\text{d} \hat{X}_f$ vanish we define $\hat{\Lambda}_f$ as

$$\hat{K}_{fp} \hat{A}_f = -\hat{K}_{fp} \frac{dg}{dF_p} \hat{U}^T. \quad (A.62)$$

Thus, again

$$\hat{\Lambda}_f \left[ \hat{\Lambda}_f \right] = \hat{\Lambda}_f \hat{U}^T. \quad (A.52 \text{ revisited})$$

Costs are comparable to those for the case in Appendix A.5. With all multipliers defined, substitution of Eqs. (30), (A.46) and (A.52) into Eq. (A.56) and simplifying using Eq. (A.32) gives

$$\text{d} \mathcal{L} = -\left( \hat{S}_f \hat{A}_f \otimes D \right) : \text{d} \mathbf{K} - \left( \hat{S}_f \hat{A}_f \otimes \hat{U} \right) : \text{d} \hat{U} + \hat{S}_f \hat{A}_f : \text{d} \hat{F}$$

$$- \hat{\Lambda}_f : \text{d} \hat{F}_f + \left( \hat{K}_{pp} \frac{dg}{dF_p} + \hat{K}_{pr} \hat{A}_f \right) : \text{d} \hat{U}_p + \hat{\Lambda}_f : \text{d} \hat{F}_p - \left( \hat{K}_{pr} \hat{A}_f + \hat{S}_f^T C^T \frac{dg}{dF_p} \right) : \text{d} \hat{U}_p. \quad (A.63)$$

Substitution of Eqs. (35) and (A.14) into Eq. (A.63) yields

$$\text{d} \mathcal{L} = \left[ \left( \hat{S}_f \hat{A}_f - A \hat{S}_f \hat{A}_f \right) \otimes D \right] : \text{d} \mathbf{K}$$

$$- \left( \hat{X}_f \hat{A}_f + \hat{\Lambda}_f \right) : \text{d} \hat{F}_f + \left( \hat{K}_{pp} \frac{dg}{dF_p} + CS \hat{A}_f + \hat{K}_{pr} \hat{A}_f \right) : \text{d} \hat{U}_p + \hat{\Lambda}_f : \text{d} \hat{F}_p - \left( \hat{K}_{pr} \hat{A}_f + \hat{S}_f^T C^T \frac{dg}{dF_p} \right) : \text{d} \hat{U}_p. \quad (A.64)$$
A.7. Summary

For clarity the resulting sensitivities as obtained in Appendices A.1 to A.6 are summarized in Table A.2. It also lists the additional solves, along with their dimensionality and number of right-hand-sides, required to calculate the sensitivities. Here we assumed a worst-case scenario, where a response $g$ depends on all the $l^{(i)}$ states $\mathbf{U}_f^{(i)}, \mathbf{dF}_p^{(i)}, \mathbf{U}_f^{(i)}$ and/or $\mathbf{F}_p^{(i)}$ of analysis $i$. In practice the number of right-hand-sides for a single response depends on the dependency of the response with respect to each state. Table A.2 shows expensive additional solves are only required for responses depending on the state(s) or reaction loads of secondary DOFs.

Table A.2: Sensitivities of common response dependencies with respect to the system matrix, applied loads and prescribed states. Format is $dg_i, [x_j] = \sum_j a_{ij} : db_j$, with $i$ the row and $j$ the column. Note the dimensionality of $\mathbf{\Lambda}_i \in \mathbb{R}^{\tilde{l}_i \times l_i^{(i)}}$ and $\mathbf{\hat{\Lambda}}_i \in \mathbb{R}^{\hat{l}_i \times l_i^{(i)}}$.

| $x$ | $d\mathbf{K}$ | $d\mathbf{U}_p^{(i)}$ | $d\mathbf{F}_f^{(i)}$ | $d\mathbf{U}_p^{(i)}$ | $d\mathbf{F}_p^{(i)}$ | $a$ | Solves |
|-----|--------------|----------------|----------------|----------------|----------------|-----|--------|
| $\mathbf{K}$ | $Aa \otimes A$ | | | | | | $\frac{dg}{d\mathbf{K}}$ |
| $\mathbf{F}_f^{(i)}$ | $Aa \otimes \mathbf{B}^{(i)}$ | $Ca$ | $-\mathbf{X}_f^{(i)}a$ | | | | $\frac{dg}{d\mathbf{F}_f^{(i)}}$ |
| $\mathbf{U}_f^{(i)}$ | $Aa \otimes \mathbf{D}^{(i)}$ | $Ca$ | $-\mathbf{X}_f^{(i)}a$ | $-K_{p,I}^{(i)}\mathbf{\Lambda}_f^{(i)}$ | $\mathbf{\hat{\Lambda}}_f^{(i)}$ | $\mathbf{S}_f^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)}$ | $\mathbf{\tilde{K}}_{fp}^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)} = \frac{dg}{d\mathbf{U}_f^{(i)}}$ |
| $\mathbf{F}_p^{(i)}$ | $Aa \otimes \mathbf{D}^{(i)}$ | $Ca$ | $-\mathbf{X}_f^{(i)}a$ | $-K_{p,fp}^{(i)}\mathbf{\Lambda}_f^{(i)}$ | $\mathbf{\hat{\Lambda}}_f^{(i)}$ | $\mathbf{S}_p^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)}$ | $\mathbf{\tilde{K}}_{fp}^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)} = \frac{dg}{d\mathbf{F}_p^{(i)}}$ |
| $\mathbf{U}_f^{(i)}$ | $(Aa - Sf_{,I}^{(i)}) \otimes \mathbf{D}^{(i)}$ | $Ca + \mathbf{K}_{fp}^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)}$ | $-\mathbf{X}_f^{(i)}a - \mathbf{\hat{\Lambda}}_f^{(i)}$ | $-K_{p,fp}^{(i)}\mathbf{\Lambda}_f^{(i)}$ | $\mathbf{\hat{\Lambda}}_f^{(i)}$ | $\mathbf{S}_f^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)}$ | $\mathbf{\tilde{K}}_{fp}^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)} = \frac{dg}{d\mathbf{U}_f^{(i)}}$ |
| $\mathbf{F}_p^{(i)}$ | $(Aa - SA_{,I}^{(i)}) \otimes \mathbf{D}$ | $Ca + \mathbf{K}_{pp}^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)}$ | $+\mathbf{K}_{pp}^{(i)}\frac{dg}{d\mathbf{F}_p^{(i)}} - \mathbf{X}_f^{(i)}a - \mathbf{\hat{\Lambda}}_f^{(i)}$ | $-K_{p,pp}^{(i)}\mathbf{\Lambda}_f^{(i)}$ | $\mathbf{\hat{\Lambda}}_f^{(i)}$ | $\mathbf{S}_p^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)}$ | $\mathbf{\tilde{K}}_{pp}^{(i)}\mathbf{\hat{\Lambda}}_f^{(i)} = \frac{dg}{d\mathbf{F}_p^{(i)}}$ |