Simulating noisy variational quantum eigensolver with local noise models

Jinfeng Zeng, 1 Zipeng Wu, 1 Chenfeng Cao, 1 Chao Zhang, 2 Shi-Yao Hou, 1, 3 Pengxiang Xu, 2 and Bei Zeng 1, ∗

1 Department of Physics, The Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong
2 Center for Artificial Intelligence, Peng Cheng Laboratory, Shenzhen, 518055, China
3 College of Physics and Electronic Engineering, Center for Computational Sciences, Sichuan Normal University, Chengdu 610068, China

The variational quantum eigensolver (VQE) is a promising algorithm to demonstrate quantum advantage on near-term noisy-intermediate-scale quantum (NISQ) computers. One central problem of VQE is the effect of noise, especially the physical noise, on realistic quantum computers. We systematically study the effect of noise for the VQE algorithm by performing numerical simulations with various local noise models, including the amplitude damping, dephasing, and depolarizing noise. We show that the ground state energy will deviate from the exact value as the noise probability increase, and typically, the noise will accumulate as the circuit depth increase. The results suggest that the noisy quantum system can remain entanglement at the noise level of NISQ devices by comparing the VQE solution with the mean-field solution for the many-body ground state problem. We build a noise model to capture the noise in a real quantum computer, and the corresponding numerical simulation is consistent with experimental results on IBM Quantum computers through Cloud. Our work sheds new light on the practical research of noisy VQE, and the deep understanding of the noise effect of VQE will also help with developing error mitigation techniques on near-term quantum computers.

I. INTRODUCTION

Quantum computers are believed to be the next generation of computing devices. There are efficient quantum algorithms that can achieve an exponential speedup compared with classical algorithms, such as Shor’s algorithm for large number factoring [1], and the HHL algorithm for solving linear systems of equations [2]. In practice, quantum systems are fragile when interacting with the environment, which inevitably causes decoherence. Theory on quantum error correction and fault-tolerance has been developed [3–8], which guarantees that under reasonable assumptions of the noise models, arbitrarily long quantum computing could be reliably provided that the error per gate is less than some threshold value. However, the overhead to achieve fault tolerance is significant, and it is not expected to be within reach of near-future technology.

At the moment, we are entering the so-called noisy-intermediate-scale quantum (NISQ) machines era [9]. A fundamental challenge is to show quantum advantage on near-term NISQ devices. Recently, a superconducting quantum processor [10] realizes random quantum circuit sampling, and a photonic quantum computer [11] performed boson sampling to show a quantum advantage. These specifically designed tasks can achieve exponential speedup on quantum computers comparing to the classical algorithm. It is important to develop quantum algorithms suitable for NISQ devices to solve real-world applications. Many hybrid quantum-classical algorithms are developed to adapt to near-term noisy devices, such as the variational quantum eigensolver (VQE) [12–14], quantum approximate optimization algorithm (QAOA) [15], quantum imaginary time evolution (QITE) [16, 17], and variational quantum Boltzmann machine [18, 19]. One central problem regarding these hybrid algorithms is the effect of noise. Whether the quantum feature, such as entanglement, can be maintained in the noisy quantum circuit. It is crucial to show quantum entanglement in the NISQ devices [20, 21].

There are some arguments that the quantum-classical algorithms are robust to certain types of errors. Ref. [22–24] studied the objective function’s flattening due to noise in the variational quantum algorithm. In Ref. [25], the authors concluded that variational quantum compiling algorithms are resilient to noise. Ref. [26] studied the optimization process of variational hybrid quantum-classical algorithms from the theoretical viewpoint and found that the noise can be beneficial to some regimes’ optimization problems. VQE is a promising variational quantum algorithm with a broad range of applications [27–33]. In this paper, we focus on the effect of noise on the VQE algorithm and explore the quantunness of VQE with noise. Some experiments use the VQE algorithm to calculate electronic structures [14, 34–36], demonstrating the algorithm’s robustness against noise to some extent. Ref. [13] theoretically argued that the VQE could suppress the errors by utilizing the ansatz’s symmetry. However, it did not study the physical error effect in the realistic quantum device. Ref. [14] numerically study the optimization versus decoherence effects’ behavior, yet the effect of realistic noise for VQE, in general, remains unclear. Moreover, it is hard to simulate quantum circuits on classical computers in both the exact and noisy regime [37–41].

In this work, we systematically study the noise effect of the VQE algorithm and investigate the quantum entanglement of the noisy quantum system by performing simulations with various local noise models. These local noise models include amplitude damping, dephasing, and depolarizing noise existing in realistic quantum devices. We numerically simulate the noisy VQE to solve the ground state energy problem of different lattice spin models with finite correlation length. We found that the noise will gradually deviate from the ground state energy as the noise probability increases. Besides, the noise will accumulate as the circuit depth increase. We then compare the noisy VQE solution with the classical mean-field solution, which means variational space is a separable state without quantum entanglement. If the noisy VQE can outperform the
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mean-field solution, this indicates the quantumness, such as quantum entanglement, of the noisy system be maintained. Our results suggest that the noisy quantum system can remain entanglement at near-term quantum computers’ noise level. We also build a noise model to capture the IBM quantum computer’s realistic noise and compare the numerical results with the experimental results on IBM Quantum Experience through Cloud. Our numerical simulations are consistent with the quantum experiment results. Our work sheds new light on the practical research of noisy VQE. A deep understanding of the effect of noise for VQE may help develop quantum error mitigation techniques [42–44] on near team quantum devices.

II. METHODS

In this section, We briefly introduce the VQE algorithm and the noise model we use in this work.

A. The VQE method

The VQE [12–14, 27–33] is a quantum-classical hybrid algorithm to solve the quantum eigen problem, which can be run on NISQ devices. The quantum-classical hybrid algorithm runs on both quantum computer and classical computer. We first construct a quantum circuit, which is controlled by the classical parameters. The quantum circuit output can be changed by modifying the classical parameters. According to the problem, we define a loss function with respect to the parameters and then use a classical optimizer to update the parameters. After calculating the new parameters by the classical computer, we update the parameters in the quantum circuit. Repeat the above procedures until the condition of convergence. Fig. 1 illustrates the main procedure of the quantum-classical hybrid algorithm.

The major components of the quantum-classical hybrid algorithm include the quantum circuit ansatz, the loss function, and the optimizer. When we consider the ground state energy problem with VQE, the loss function is chosen as

\[ E(\theta) = \langle 0|U^\dagger(\theta)HU(\theta)|0 \rangle = \langle H \rangle_{\theta}, \]  

(1)

where \( \theta \) are the parameters of the quantum circuit, \( U(\theta) \) is the unitary transformation. The classical optimizer can use a gradient-free method or gradient method. Since one can not directly access the wave function on a real quantum device, we have neither the analytical form of the loss function nor the loss function’s gradient. However, we can also use the gradient-based optimizer by making use of the formula [45, 46]

\[ \frac{\partial E(\theta)}{\partial \theta_j} = (\langle H \rangle_{\theta^*} - \langle H \rangle_{\theta})/2, \]  

(2)

where \( \theta^*_j = \theta \pm \xi e_j \), with \( e_j \) being the \( j \)-th unit vector in parameter space. The unbiased gradient estimator (Eq. (2)) is necessary, because the noise error and the sampling error will make the finite difference gradient estimator have poor performance in the real quantum experiment. We can access the analytical form of the wave function as well as the variational energy (Eq. (1)) in simulation. So we can use all of the classical optimization methods such as gradient descent (GD), Adam [47], and Broyden-Fletcher-Goldfarb-Shanno (BFGS) method in simulation.

It is challenging to choose the variational ansatz \( U(\theta) \) for general Hamiltonian [48, 49]. Two different types of quantum circuit ansatz, physically motivated ansatz, and hardware efficient ansatz, have been proposed according to different considerations. The physically motivated ansatz, including unitary coupled-cluster [13, 50], Hamiltonian variational ansatz [51], and low-depth circuit ansatz [52], are based on or inspired by the original problem that systematically approximates the exact electronic wave function. The hardware efficient ansatz [14] comprises a series of parametrized single-qubit gates and two-qubit gates, which can be directly implemented on the existing NISQ hardware. Besides the above fixed ansatz approaches, one can adopt the Adaptive Derivative-Assembled Pseudo-Trotter VQE (ADAPT-VQE) methods [53, 54], in which the ansatz is dynamically built. In this work, we consider to simulate and analyze the noisy VQE of one-dimensional spin models. We also run the VQE algorithm on a real IBM quantum computer to compare with our simulation, so it is suitable to use the hardware efficient ansatz.

B. Noise model

In this section, we describe the gate noise models for circuit simulation. For any state \( \rho \) of the system, the noise channel \( \varepsilon \) can be described by the Kraus representation [55]

\[ \varepsilon(\rho) = \sum_k E_k \rho E_k^\dagger, \]  

(3)
where $E_k$s are the Kraus operators and $\sum_k E_k E_k^\dagger = I$.

The hardware efficient quantum circuits usually contain single-qubit and two-qubit quantum gates. In this paper, we model the noise only on single-qubit and two-qubit quantum gates by

$$\rho \rightarrow \sum_k E_k U \rho U^\dagger E_k^\dagger = \sum_k E_k p_k E_k^\dagger$$

where $E_k$s acting on the same single qubit and two qubits as $U$ acts on. In this paper, we consider the following three types of noise models.

- **Amplitude damping noise**
  The amplitude damping noise [55] can be characterized by the Kraus operators,

$$K_1 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1 - p} \end{pmatrix}, \quad K_2 = \begin{pmatrix} 0 & \sqrt{p} \\ 0 & 0 \end{pmatrix},$$

where $p \in [0, 1]$ is the probability of the noise. For amplitude damping noise on single-qubit gate $U$, the Kraus operators $E_k$s in Eq. (4) run over the set $\{K_1, K_2\}$. The Kraus operators $E_k$s run over the set $\{K_1 \otimes K_1, K_1 \otimes K_2, K_2 \otimes K_1, K_2 \otimes K_2\}$ for two-qubit noisy gate, which is equal to,

$$\{K_1 \otimes K_1, K_1 \otimes K_2, K_2 \otimes K_1, K_2 \otimes K_2\}.$$

- **Dephasing noise**
  The dephasing noise [55] is characterized by the Kraus operators,

$$K_1 = \sqrt{1 - p} I, \quad K_2 = \sqrt{p} \sigma_z,$$

where $I$ is the two dimensional identity matrix and $\sigma_z$ is Pauli operator. For dephasing noise on single-qubit gate $U$, the Kraus operators $E_k$s in Eq. (4) run over the set $\{K_1, K_2\}$. The Kraus operators $E_k$s run over the set $\{K_1 \otimes K_1, K_1 \otimes K_2, K_2 \otimes K_1, K_2 \otimes K_2\}$ for two-qubit noisy gate.

- **Depolarizing noise**
  The depolarizing noise [55] on a single qubit gate is modeled by

$$\rho \rightarrow (1 - p) U \rho U^\dagger + p \frac{I}{2} = (1 - \frac{3}{4} p) \rho' + \frac{p}{4} (X \rho' X^\dagger + Y \rho' Y^\dagger + Z \rho' Z^\dagger),$$

where $\rho' = U \rho U^\dagger$ and $X, Y, Z$ are Pauli operators. For depolarizing noise on single-qubit gate $U$, the Kraus operators $E_k$s in Eq. (4) run over the set

$$\{K_1 = \sqrt{1 - 3 p/4} I, K_2 = \frac{\sqrt{p}}{2} X, K_3 = \frac{\sqrt{p}}{2} Y, K_4 = \frac{\sqrt{p}}{2} Z\}.$$

The Kraus operators $E_k$s run over the set $\{K_1, K_2, K_3, K_4\}$ for two-qubit noisy gate.

![Figure 2: The sketch of the quantum circuit ansatz used for the noisy VQE simulation. This is a 4-qubit quantum circuit with one “logical” circuit depth. This one logical depth of the 2$n$-qubit quantum circuit includes two physical layers. The first layer is comprised of $n$ blocks. Each block is indicated by the red dotted frame. The $i$-th block is comprised of CNOT on the $(2i, 2i + 1)$ qubits following 2 parameterized single-qubit rotation gates $R_y$ and $R_z$ on each qubit, where $i \in [0, n - 1]$. The second physical layer is comprised of $n - 1$ blocks. The $j$-th block in second layer act on $(2j + 1, 2j + 2)$ qubits, where $j \in [0, n - 2]$. Stack $d$ logical layer to compose the whole quantum circuit ansatz. The 2$q$-qubit ansatz with $d$ circuit depth hence has $(2n - 1) \times 4d$ learnable parameters.](image-url)

### III. RESULTS

We simulate the noisy VQE on one-dimensional models and analyze the noise effect of the VQE algorithm. We consider three one-dimensional spin models, including the transverse field Ising model, Heisenberg model, and the transverse field Heisenberg model. We choose the heuristic hardware-efficient ansatz shown in Fig. 2, which has the suitable expressibility and entangling capability [49] for the one-dimensional spin models.

The transverse field Ising model is defined as

$$H = J \sum_j \sigma_j^x \sigma_{j+1}^x + h \sum_j \sigma_j^z.$$

The Heisenberg model is defined as

$$H = \sum_j S_j \cdot S_j.$$
depth in which the energy of VQE is approximate to the exact energy within 98%, meaning that the ratio between energy $E$ given by the VQE and the exact ground state energy $E_0$, $E/E_0 \geq 98\%$. The results are shown in Table I.

Table 1: The minimal logical circuit depth $d$ needed for the VQE energy approximate the exact energy within 98% for $n$ qubits ( ratio between energy $E$ given by the VQE and the exact ground state energy $E_0$, $E/E_0 \geq 98\%$). $n$ is the number of qubits.

| $n$ | 2  | 4  | 6  | 8  |
|-----|----|----|----|----|
| TIsing | 1  | 2  | 3  | 3  |
| Heisenberg | 1  | 3  | 4  | 6  |
| THeisenberg | 1  | 3  | 4  | 6  |

We then apply the amplitude damping, dephasing, and depolarizing noise model in the quantum circuit as described in Sec. II B. In each $n$-qubit experiment, we start with the minimal logical circuit depth $n$ and add the circuit depth. Each data point is obtained by averaging over 3 optimizations with different random initial parameters. Fig. 3 shows the numerical results of noisy VQE simulations for the transverse field Ising model, the Heisenberg model, and the transverse field Heisenberg model. To characterize the noise effect, we define $(E - E_0)/|E_0|$ to see how far the energy $E$ given by noisy VQE simulation is different from the exact energy $E_0$. As shown in Fig. 3, as the noise probability increase, the noisy VQE energy is getting further and further away from the exact value and the $(E - E_0)/|E_0|$ increase. Note that different noise model has a different impact on the VQE. Comparing Fig. 3 (a), (b) with (c), the relative energy $(E - E_0)/|E_0|$
in depolarizing noise is larger than the one in damping and dephasing noise for transverse field Ising model, which clearly shows an effect of noise accumulate over depth as one will typically expect. The Heisenberg and the transverse field Heisenberg model share a similar phenomenon with less noise accumulation over depth. It means that the VQE is more sensitive to depolarizing noise than damping and dephasing noise (see an explanation in Appendix A).

IV. EXPLORE THE QUANTUMNESS OF NOISY CIRCUIT

In this section, we explore the quantum feature of noisy VQE. Entanglement is an important feature that the quantum computers can solve problems intractable for classical computers. It is interesting to ask whether the noisy quantum circuit can maintain quantum entanglement and how much noise will destroy the entanglement. We compare the noisy VQE and classical mean-field solution for ground state energy of spin model with finite correlation length. If the energy obtained by noisy VQE is lower than the classical mean-field energy, the quantum entanglement is still maintained. The results suggest that the VQE can outperform the mean-field solution at near-term quantum computers’ noise level.

The single-qubit wave function can be parameterized as

$$|\psi\rangle = \cos \frac{\theta}{2} |0\rangle + e^{i\varphi} \sin \frac{\theta}{2} |1\rangle.$$  

(10)

The mean-field method to solve the many-particle problem, such as the many-particle ground state energy problem, is to ignore the correlation between particles and assume the many-body wave function as this formula

$$|\Psi\rangle = |\psi_1\rangle \otimes |\psi_2\rangle \otimes \ldots \otimes |\psi_n\rangle.$$  

(11)

Given a k-local Hamiltonian $H = \sum_i H_i$, where each term have the form $H_i = \sum_{i\neq j} \lambda_{ij} \sigma_i^x \sigma_j^x$ for 2-local Hamiltonian. The mean field energy is defined as

$$E_{mf} = \langle \Psi | H | \Psi \rangle = \sum_i \langle \Psi | H_i | \Psi \rangle,$$

$$\langle \Psi | H_i | \Psi \rangle = \sum_{\alpha \beta} \lambda_{\alpha \beta} \langle \Psi | \sigma_i^\alpha \sigma_j^\beta | \Psi \rangle = \sum_{\alpha \beta} \lambda_{\alpha \beta} \langle \Psi | \sigma_i^\alpha | \Psi \rangle \otimes \langle \Psi | \sigma_j^\beta | \Psi \rangle.$$  

(13)

The mean-field many-body energy is then decoupled to the sum of each term and we just need to calculate the energy of each term and the gradient of the energy with respect to the parameter $\theta_i, \varphi_i$ and $\theta_j, \varphi_j$. To be specific, each term have the analytical form

$$L(\theta_i, \varphi_i) = \langle \Psi_i | \sigma_i^\alpha | \Psi_i \rangle = \cos \frac{\theta_i}{2} \langle 0 | \sigma_i^\alpha | 0 \rangle + \sin \frac{\theta_i}{2} \langle 1 | \sigma_i^\alpha | 1 \rangle + \cos \varphi_i \sin \theta_i \langle 0 | \sigma_i^\alpha | 1 \rangle,$$

(14)

where $\sigma_i^\alpha$ is one of the Pauli matrix on $i$-th particle. The gradients are

$$\frac{\partial L(\theta, \varphi)}{\partial \theta} = \frac{\sin \theta}{2} (\langle 1 | \sigma^\alpha | 1 \rangle - \langle 0 | \sigma^\alpha | 0 \rangle) + \cos \varphi \cos \theta \langle 0 | \sigma^\alpha | 1 \rangle,$$

$$\frac{\partial L(\theta, \varphi)}{\partial \varphi} = - \sin \varphi \sin \theta \langle 0 | \sigma^\alpha | 1 \rangle.$$  

(15)

(16)

It is easy to calculate the mean-field ground state energy with the help of the above equations.

Table II: The probability of depolarizing noise that allows the noisy VQE can surpass the mean-field solution for the transverse field Ising model, the Heisenberg model, and the transverse field Heisenberg model.

| nspin | 2   | 4   | 6   | 8   |
|-------|-----|-----|-----|-----|
| TIsing depolarizing | 0.024 | 0.041 | 0.027 | 0.025 |
| Heisenberg depolarizing | 0.205 | 0.022 | 0.011 | 0.005 |
| THeisenberg depolarizing | 0.206 | 0.034 | 0.025 | 0.014 |

To compare with the VQE method on a quantum computer with noise and the classical mean-field method. We simulate the noisy VQE with the circuit depth given in Table I on the one-dimensional transverse field Ising model, Heisenberg model with and without transverse field. We fit the simulated data to the function $y = e^{ax + b}$, where $y$ is the energy and $x$ is the probability of the noise model. Then, we have the mean-field energy and the noise VQE energy as a function of the noise model’s probability. Finally, we solve the noise probability that makes the VQE solution surpass the mean-field solution, which means if the noise probability is below the value given in Table II, then the noisy VQE energy is lower than the mean-field energy.

As discussed above, the damping and dephasing noises have a more negligible effect on VQE than depolarizing. In this section, we analyze the quantumness of VQE with depolarizing noise. The probability value of depolarizing decreases as the number of qubit increases. When the number of qubit $n = 8$, the probability that makes noisy VQE surpass mean-field is around 0.5% – 2.5%, which is close to the noise parameters of the near term NISQ devices.

V. COMPARISON WITH EXPERIMENT

A. Experimental setup

We perform the VQE experiments on realistic quantum computers through IBM Quantum Experience (IBMQ) [56], a quantum cloud service released by IBM. It provides several quantum processors with different qubit sizes and noise levels. Many quantum experiments have been carried out on IBMQ.
As mentioned above, we aim at solving the optimization problem $\theta_{opt} = \arg \min_{\theta} (H)$. In our ansatz, the analytical expression of the gradient with respect to the parameter theta is provided by Eq. (2). Therefore, we can calculate the energy gradient by tuning the circuit parameters to $\theta_i \pm \pi/2$, performing the experiments, and dealing with the data.

Our experiment procedure can be described by the following steps:

- Randomly initialized the circuit parameter $\theta$.
- Change one of $\theta_i$ to $\theta_i + \pi/2$ and execute the circuit. Collect the bit strings for different Hamiltonian terms by measuring on a different basis. Perform readout error mitigation to the collect bit strings. Then we repeat for $\theta_i - \pi/2$.
- Estimate the energy expectation value by assembling the statistics of all Hamiltonian terms. Then calculate the gradient of all parameters via Eq. (2).
- Use gradient descent method to update the circuit parameters $\theta' = \theta - \alpha \cdot \nabla E(\theta)$.

This completes one training epoch. We measure and record the energy every interaction and stop training when a prescribed convergence criterion is met.

We carried out various two-qubit experiments on real quantum computers with different noise levels to compare our simulation results. The models include the transverse field Ising model, the transverse field Heisenberg model, and the Heisenberg model. Because the two-qubit gate error rate is crucial to our experimental results, we choose the CNOT gate error rate as the critical parameter to evaluate the quantum processors’ noise level. The computers, therefore, are divided into three types:

- low noise type with CNOT error rate around 0.7%, include *Valencia*($Q_0, Q_1$) and *Ourense*($Q_0, Q_1$).
- intermediate noise type with CNOT error rate around 1.4%, include *Essex*($Q_1, Q_2$) and *Valencia*($Q_1, Q_3$).
- high noise type with CNOT error rate around 3%, include *Yorktown*($Q_1, Q_2$).

Besides the gate noise, the readout errors are also crucial for IBMQ devices. Here we consider the simplest linear algebra measurement error mitigation scheme. On every IBMQ device we do projective measurement and obtain one of the strings $\{0, 1\}^n$. Through tomography of measurement process, we get the probability of string $S_j$, becoming $S_j$, denoted by $P_{S_j}$. Suppose we repeat the same measurement many times and have the string probability distribution $C_{\text{noisy}}$, then

$$C_{\text{mitigated}} = P^{-1}C_{\text{noisy}}$$

provides the probability distribution with measurement error mitigated, although $P^{-1}$ is not a physical operation. After measurement error mitigation, the result are mainly effected by the gate noise. This experiment process matches our simulation setup.

### Table III: The experiment calibration parameters are supplied by the IBM Quantum Experience. The simulations use the corresponding average value.

|         | $T_1(\mu s)$ | $T_2(\mu s)$ | $\epsilon_{tq}$ | $\epsilon_{q}$ | $t_q(\text{ns})$ | $t_q(\text{ns})$ |
|---------|--------------|--------------|-----------------|-----------------|-----------------|-----------------|
| **Valencia** |              |              |                |                |                 |                 |
| Q0      | 103.2        | 73.4         | 3.65E-4        | 7.08E-3        | 35.6            | 263.1           |
| Q1      | 106.6        | 49.1         | 4.97E-4        | 7.08E-3        | 35.6            | 298.7           |
| average | 104.9        | 61.3         | 4.31E-4        | 7.08E-3        | 35.6            | 280.9           |
| **Ourense** |            |              |                |                |                 |                 |
| Q0      | 122.5        | 63.2         | 2.80E-4        | 6.07E-3        | 35.6            | 270.2           |
| Q1      | 96.6         | 32.3         | 3.57E-4        | 6.07E-3        | 35.6            | 234.7           |
| average | 109.6        | 47.8         | 3.19E-4        | 6.07E-3        | 35.6            | 252.5           |
| **Essex** |              |              |                |                |                 |                 |
| Q1      | 117.2        | 139.2        | 4.31E-4        | 1.44E-2        | 64.0            | 682.7           |
| Q2      | 100.1        | 184.8        | 5.41E-4        | 1.44E-2        | 64.0            | 618.7           |
| average | 104.7        | 162.0        | 4.86E-4        | 1.44E-2        | 64.0            | 650.7           |
| **Valencia** |            |              |                |                |                 |                 |
| Q1      | 106.6        | 49.1         | 4.97E-4        | 1.46E-2        | 35.6            | 540.4           |
| Q3      | 102.2        | 47.1         | 3.03E-4        | 1.46E-2        | 35.6            | 576.0           |
| average | 104.4        | 48.1         | 4.00E-4        | 1.46E-2        | 35.6            | 558.2           |
| **Yorktown** |           |              |                |                |                 |                 |
| Q1      | 61.2         | 26.6         | 1.27E-3        | 3.48E-2        | 35.6            | 533.3           |
| Q2      | 73.3         | 76.8         | 4.81E-4        | 3.48E-2        | 35.6            | 568.9           |
| average | 67.3         | 51.7         | 3.04E-4        | 3.48E-2        | 35.6            | 551.1           |

### B. Simulation method

To compare with the realistic noise quantum device, we model the noise consisting of the single-qubit gate and two-qubit gate errors. The single-qubit gate error consists of a single qubit depolarizing error followed by a single qubit thermal relaxation error, and the two-qubit gate error consists of a two-qubit depolarizing error followed by a single qubit thermal relaxation error on both qubits in the gate. The thermal relaxation error model applies the amplitude damping noise after dephasing noise in each one- or two-qubit gate. This thermal relaxation error model is characterized through the parameters $(T_1, T_2, t_q)$ and the noise probability is formulated...
Simulation is defined as the comparison between the simulation of noise VQE and the ground state energy obtained by IBM experiment. We calculated the difference between the measured operators and the ground state, where the gradient oscillates randomly rather than gradually reducing to zero when searching around the minimum due to the noise effect.

where $\gamma = \frac{t_q}{t_1} - \frac{t_1}{t_q}$. When the thermal relaxation error model apply to single qubit gate, $t_q = t_1 = t_2$ for two qubit gate. In Ref. [57], the probability of the depolarizing error $p_{1q}$ and $p_{2q}$ are then set so that the combined average process infidelity $\epsilon_{1q}$ and $\epsilon_{2q}$, from the depolarizing error followed by the thermal relaxation is equal to the gate calibration error rates from IBM Quantum Experience. Here we just set $p_{1q} = \epsilon_{1q}$ and $p_{2q} = \epsilon_{2q}$ for simplicity.

Combining with the thermal relaxation error model and depolarizing noise model, the final noise model to approximate the noise of IBM quantum device is characterized by the parameters $\{T_1, T_2, t_1, t_2, p_{1q}, p_{2q}\}$. Where $p_{1q}$ is the probability of one qubit depolarizing and $p_{2q}$ is the probability of a two-qubit depolarizing model. The value of the noise model to simulate different IBM Quantum Experience backend is given in Table III.

C. Results

The results are summarized in Table IV. The relative deviation between experiment and simulation is defined as $|E_{\text{exp}} - E_{\text{sim}}|/E_{\text{ext}}$, where $E_{\text{exp}}$ is the ground state energy obtained by IBM experiment, $E_{\text{sim}}$ is from our noisy VQE simulation and $E_{\text{ext}}$ is the exact ground state energy.

| Backend | $E_{\text{exp}}$ | $E_{\text{sim}}$ | $E_{\text{ext}}$ | $|E_{\text{exp}} - E_{\text{sim}}|/E_{\text{ext}}$ |
|---------|----------------|----------------|----------------|----------------------------------|
| Tsing   | -2.31158       | -2.18543       | -2.23607       | 5.64%                             |
|         | -2.26336       | -2.13645       | -2.23607       | 5.68%                             |
|         | -2.21259       | -2.07986       | -2.23607       | 5.93%                             |
| Heisenberg | -2.98321       | -2.87237       | -3.0          | 3.69%                             |
|         | -2.99860       | -2.86530       | -3.0          | 4.44%                             |
|         | -2.93727       | -2.65497       | -3.0          | 9.41%                             |
| THeisenberg | -2.99999       | -2.87627       | -3.0          | 4.12%                             |
|         | -2.94082       | -2.85353       | -3.0          | 2.91%                             |
|         | -2.94834       | -2.63922       | -3.0          | 10.3%                             |

We find our noisy VQE simulation result agrees with the IBMQ experiment within 10%. The deviation from the exact ground state increase as the noise level increase. We further analyze the trajectory of the cost function. The low noise backends tend to steadily converge to the minimum, while the high noise backends tend to oscillate around the minimal. That is because when noise possibility increases, the gradient we calculated via Eq. (2) tends to randomly fluctuate around zero when the system is close to the ground state. It is worth mentioning that some of the $E_{\text{exp}}$s are lower than ground state energy. We perform measurements on changing density matrices when we collect bit strings for different Hamiltonian terms due to the circuit noise. Therefore, it is possible to get energy lower than exact ground state energy when the ground state of Hamiltonian $H$ is not the ground state of all the measured operators. We further carried out the 4-qubit VQE experiment with 2 logical circuit depth on IBMQ. The results agree with the previous analysis. The minimal energy shows excellent consistency with simulation one. Similarly, the gradient oscillates randomly rather than gradually reduces to zero when searching around the minimum due to the noise effect.

VI. DISCUSSION

In this paper, we systematically studied the effect of noise on the VQE algorithm. We simulate the noisy VQE with local noise models, including amplitude damping, dephasing, and depolarizing noise. We demonstrate that the VQE ground state energy gradually deviates from exact ground state energy as noise probability increases. By comparing different noise models, we find that depolarizing noise accumulates as circuit depth increases as one will typically expect. However, the dephasing and damping noise shows less noise accumulation for the models we study (see an explanation in Appendix A). To compare with the real quantum computer, we build a noise model for simulating the VQE experiments on IBMQ. The simulation results are consistent with the IBMQ experimental data.

We have shown that the VQE may suppress the accumulation of damping and dephasing noise in specific models. In principle, some other variational hybrid quantum-classical algorithms may also exhibit similar effects. It is also worth exploring the noise effect for other variational quantum algorithms. We also explore the quantumness of noisy VQE by comparing the noisy VQE simulation with the ground state problem’s mean-field solution. We find that the VQE can outperform the mean-field solution of many-body ground state problems at the noise level of near-term quantum computers. These results suggest that the noisy quantum system can remain entanglement at the noise level of NISQ devices.
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Appendix A: The noise accumulation

Figure 5: The accumulation phenomena of the local depolarizing noise in VQE. Given the local depolarizing parameter $p = 0.002$, the global depolarizing parameter $\epsilon$ (y-axis) will increase in (a) the transverse field Ising model, (b) the transverse field Heisenberg model, and (c) Heisenberg model. The numerical result is also consistent with the analytical result. When the noise is large, say $p = 0.02$, the conclusion holds in all three models (d-f).

The depolarizing noise accumulates as the circuit depth can be understood as follows. When each gate just has depolarizing noise, we assume that the circuit output density has the same form

$$
\rho' = (1 - \epsilon)U\rho U^\dagger + \epsilon \frac{I}{2^n},
$$

(A1)

where $n$ is the number of qubit, $\epsilon$ is the total noise probability of the whole quantum circuit. The noisy VQE energy can be given by

$$
E = \text{Tr}(H\rho') = \text{Tr}(H(1 - \epsilon)\rho_0 + H\epsilon \frac{I}{2^n}) = (1 - \epsilon)\text{Tr}(H\rho_0) + \epsilon \frac{\text{Tr}(H)}{2^n} = (1 - \epsilon)E_0 + \frac{\text{Tr}(H)}{2^n}\epsilon.
$$

(A2)

Assume $\text{Tr}(H) = 0$, we have $E = (1 - \epsilon)E_0 \geq E_0$, where $E_0$ is the exact ground state energy.

The relation between the local gate depolarizing parameter $p$ and the circuit depolarizing parameter $\epsilon$ can be approximated as

$$
\rho' \approx (1 - p)^d U\rho U^\dagger + (1 - (1 - p)^d)\frac{I}{2^n},
$$

(A3)

where $d$ is the depth of the quantum circuit. Given the local depolarizing parameter $p$, we can analytically derive the global depolarizing parameter

$$
\epsilon \approx 1 - (1 - p)^d.
$$

(A4)

The simple approximation can explain the accumulation of depolarizing noise. Combine Eq. A2 and Eq. A4, we can calculate the analytical noise VQE energy $E_{\text{accum}}$, which is shown in the orange dot point line in Fig. 5. We find that $E_{\text{accum}}$ is consistent with the simulated energy of noisy VQE $E_{\text{sim}}$, as shown in Fig. 5.

The damping and dephasing noise in VQE do not accumulate as quantum circuit depth can be understood as follows. The dephasing and amplitude can be accumulated as circuit depth increases when applying in general density matrix expected the $|0\rangle^\otimes n$. The VQE can adapt the parameters to make foregoing redundancy circuit layer to output $|0\rangle^\otimes n$, which can not be affected by damping and dephasing noise. The parameters of the remaining circuit layers are optimized to get the minimal energy.
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