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The paper derives the transverse forces (the Magnus and the Lorentz forces) in the lattice models of superfluids in the continuous approximation. The continuous approximation restores translational invariance absent in the original lattice model, but the theory is not Galilean invariant. As a result, calculation of the two transverse forces on the vortex, Magnus force and Lorentz force, requires the analysis of two balances, for the true momentum of particles in the lattice (Magnus force) and for the quasimomentum (Lorentz force) known from the Bloch theory of particles in the periodic potential. While the developed theory yields the same Lorentz force, which was well known before, a new general expression for the Magnus force was obtained. The theory demonstrates how a small Magnus force emerges in the Josephson-junction array if the particle-hole symmetry is broken. The continuous approximation for the Bose–Hubbard model close to the superfluid-insulator transition was developed, which was used for calculation of the Magnus force. The theory shows that there is an area in the phase diagram for the Bose–Hubbard model, where the Magnus force has an inverse sign with respect to that which is expected from the sign of velocity circulation.

PACS numbers: 47.32.C-, 03.75.Lm, 47.37.+q

I. INTRODUCTION

The transverse force on a vortex in superfluids (neutral and charged) is debated during many decades and has been a topic of reviews and books. In a continuous superfluid at $T = 0$, which is identical to a perfect fluid in classical hydrodynamics, the balance of forces on a vortex is

$$F_M + F_L = mn [(v_L - v_s) \times \kappa] = F_{ext},$$

(1)

where the Magnus force $F_M$ is proportional to the vortex velocity $v_L$ and the Lorentz force $F_L$ is proportional to the superfluid velocity $v_s = \frac{\hbar}{m} \nabla \varphi$ determined by the phase $\varphi$ of the order parameter wave function, and the external force $F_{ext}$ combines all other forces on the vortex, e.g., pinning and friction forces. Here $n$ is the density of particles with mass $m$, and $\kappa$ is the vector parallel to the vortex axis with its modulus equal to the circulation quantum $\kappa = \hbar/m$. The united transverse force $F_M + F_L$ depends only on the relative velocity $v_L - v_s$ as required by the Galilean invariance.

In lattice models of superfluids the Galilean invariance is absent, and the value of the Magnus force was under scrutiny. The most known lattice model of the superfluid is the Josephson junction array. Usually they studied vortex dynamics in the array in the continuous approximation. These studies have not revealed any Magnus force normal to the vortex velocity. Moreover, there was experimental evidence of the ballistic vortex motion in the Josephson junction array, which is possible only in the absence of the Magnus force. In the classical theory of the Josephson junction array they usually assumed the particle-hole symmetry, which forbids the Magnus force in the model (see and references therein). However, this symmetry is not exact, and there was a lot of theoretical works aiming at finding a finite Magnus force, mostly suggesting some quantum effects. In superconductors the Magnus force determines the Hall effect, and the presence or the absence of this force means the presence or the absence of the Hall effect.

Intensive investigations of Bose-condensed cold atoms attracted an interest to another lattice model of a superfluid: the Bose–Hubbard model. The periodic structure of potential wells for bosons, which leads to the Bose–Hubbard model in the tight-binding limit, is realized for cold-atom BEC in experiments with optical lattices. Recently Lindner et al. and Huber and Lindner calculated the Magnus force in the Bose–Hubbard model and revealed that close to the superfluid-insulator transition the force changes its sign as happens in Fermi superfluids at changing the sign of the carrier charge.

The paper presents the analysis of the transverse forces on the vortex in a lattice, which is approximated by a continuous model. The forces are determined from the momentum balance. The absence of the Galilean invariance makes necessary to analyze two momentum balances: for true momentum and for quasimomentum known from the Bloch band theory for particles in a periodic potential. This yields the general expression for the Magnus force in the absence of the Galilean invariance, which was used for calculation of the Magnus force in the Bose–Hubbard model close to the superfluid-insulator transition.

II. VORTEX DYNAMICS IN THE CONTINUOUS APPROXIMATION FOR THE LATTICE SUPERFLUID

The continuous approximation for lattice superfluids generally enough gives the phenomenological theory, which corresponds to the Lagrangian:

$$L = -\hbar \dot{\varphi} - \frac{\hbar^2 n}{2m} (\nabla \varphi)^2 - E_c (n),$$

(2)
where $E_c(n)$ is the energy of a resting liquid which depends only on $n$. For simplicity we consider the 2D problem, where $n$ is the particle number per unit area. The Hamiltonian (energy) for this Lagrangian is

$$H = \frac{\partial L}{\partial \dot{\varphi}} - L = \frac{\hbar^2 n}{2m} (\nabla \varphi)^2 + E_c(n). \quad (3)$$

Despite similarity of the model to hydrodynamics of the perfect fluid, there is an essential difference. The continuous approximation for the lattice model restores translational invariance but not Galilean invariance. The latter is absent since the effective density $\tilde{n}$, which characterizes stiffness of the phase field, is different from the true particle density $n$. This difference is an attribute of any lattice model, and the effective density $\tilde{n}$ is much less than $n$ if the lattice nodes are weakly connected.

Let us discuss the conservation laws, which follow from Noether’s theorem. The gauge invariance provides the conservation law for charge (particle number):

$$\frac{\partial}{\partial t} \frac{\partial L}{\partial \dot{\varphi}} + \nabla_k \left( \frac{\partial L}{\partial \nabla_k \varphi} \right) = 0. \quad (4)$$

This is the continuity equation (the first Hamilton equation) for the fluid:

$$m \frac{\partial n}{\partial t} = -\nabla \cdot j. \quad (5)$$

where $n$ is the particle density and

$$j = -m \frac{\partial L}{\partial \nabla \varphi} \frac{\hbar \tilde{n}}{\hbar} \nabla \varphi$$

is the mass current. The mass current, which by the factor $m/q$ differs from the charge current of particles with the charge $q$, is at the same time the momentum density.

The second Hamilton equation for the phase $\varphi$ canonically conjugate to $n$ is

$$\hbar \frac{\partial \varphi}{\partial t} = \frac{\partial H}{\partial n} = -\mu - \frac{\hbar^2}{2m} \frac{\hbar \tilde{n}}{m} (\nabla \varphi)^2, \quad (7)$$

where $\mu = \partial E_c(n)/\partial n$ is the chemical potential of the liquid at rest.

The translational invariance provides the conservation law

$$\frac{\partial q_k}{\partial t} + \nabla_l \Pi_{kl} = 0, \quad (8)$$

for the momentum with the density (current)

$$g = -\frac{\partial L}{\partial \varphi} \nabla \varphi = m \hbar \nabla \varphi. \quad (9)$$

Here the momentum-flux tensor is

$$\Pi_{kl} = \frac{\partial L}{\partial \nabla_k \varphi} \nabla_l \varphi - L \delta_{kl} = \frac{\hbar^2}{m} \tilde{n} \nabla_k \varphi \nabla_l \varphi$$

$$+ \left[ P + \frac{\hbar^2}{2m} \left( \frac{\hbar \tilde{n}}{dn} \tilde{n} - \tilde{n} \right) (\nabla \varphi)^2 \right] \delta_{kl}, \quad (10)$$

and the pressure $P$ is connected with the chemical potential $\mu$ by the $T = 0$ thermodynamic Gibbs-Duhem relation $dP = nd\mu$.

In the Galilean invariant system the current $\mathbf{g}$, which appears in the Noether conservation law following from the translation invariance, coincides with $\mathbf{j}$. But in our case with broken Galilean invariance ($\tilde{n} \neq n$) the currents $\mathbf{g}$ and $\mathbf{j}$ differ. The true mass current (true momentum density) is $\mathbf{j}$ but not $\mathbf{g}$. This follows from the fact that the density $n$ and the current $\mathbf{j}$ in the continuity equation (5) are nothing else as averages of their relevant quantum mechanical operators $\hat{n} = \hat{\psi} \hat{\psi}$ and

$$\hat{j} = -\frac{i\hbar}{2} (\hat{\psi} \nabla \hat{\psi} - \nabla \hat{\psi} \hat{\psi}), \quad (11)$$

where $\hat{\psi}$ and $\hat{\psi}^\dagger$ are the annihilation and the creation operators normalized to the density. The continuity equation (5) is universal and valid for any gauge-invariant system including lattice superfluids independently from what forces are applied to the system or how particles interact.

So Noether’s theorem for a translational invariant but not Galilean invariant system does not provide the conservation law for the true momentum. In the next section we shall see that for particles in a periodic potential the current $\mathbf{g}$ coincides with the quasimomentum density.

Although Noether’s theorem does not lead to the conservation law for the true momentum, the true momentum conservation law, nevertheless, approximately takes place as can be checked using the Hamilton equations (5) and (7) and neglecting higher than second order in phase gradients terms:

$$\frac{\partial j_k}{\partial t} + \nabla_l \tilde{\Pi}_{kl} = 0, \quad (12)$$

where the momentum-flux tensor is

$$\tilde{\Pi}_{kl} = \frac{\hbar^2}{m} \frac{d\tilde{n}}{dn} \tilde{n} \nabla_k \varphi \nabla_l \varphi + \tilde{P} \delta_{kl}, \quad (13)$$

and the partial pressure $\tilde{P}$ is determined by the relation $d\tilde{P} = \tilde{n} d\mu$.

The most reliable method to derive the equation of vortex motion is to consider the momentum balance. The momentum balance requires that any external force on a vortex is compensated by the momentum flux through a cylindric surface surrounding the vortex line. The problem with superfluids on lattices is that there is a momentum exchange between the superfluid and the system, which provides the periodic lattice potential. The continuous approximation, which restores translational invariance, in fact takes into account this momentum exchange since translational invariance leads to the conservation law for the Noether momentum (quasimomentum) but not the true momentum of particles. We argue that the Lorentz and the Magnus force must be derived from the balance of different momenta: the quasimomentum for the former and the true momentum for the latter. Deriving the Lorentz force one can assume that the vortex...
is at rest in the laboratory coordinate frame connected with the lattice. Solving Eq. (7) for the time-independent phase $\varphi$ one obtains the quadratic in $\nabla \varphi$ correction to the chemical potential (Bernoulli’s effect):

$$\mu' = -\frac{\hbar^2}{2m} \frac{d\tilde{n}}{dn} (\nabla \varphi)^2. \quad (14)$$

Then the momentum-flux tensor (10) becomes

$$\Pi_{kl} = \frac{\hbar^2}{m} \tilde{n} \nabla_k \phi \nabla_l \varphi + \left[ P_0 - \frac{\hbar^2}{2m} \tilde{n} (\nabla \varphi)^2 \right] \delta_{kl}, \quad (15)$$

where $P_0$ is a constant pressure in the absence of any velocity field. The components of the Lorentz force are given by the integral over a cylinder around the vortex: $F_L = \frac{1}{2} \Pi_{kl} dS_l$. The phase gradient $\nabla \varphi = \nabla \varphi_\nu + \nabla \varphi_t$ consists of the gradient $\nabla \varphi_\nu = [\hat{z} \times r]/r^2$ induced by the vortex line and the gradient $\nabla \varphi_t = j/\hbar \tilde{n}$ produced by the transport current. The force arises from the cross terms $\nabla \varphi_\nu \times \nabla \varphi_t$ in the momentum flux tensor. Their integration yields

$$F_L = -[j \times \kappa] = -m \tilde{n} [v_s \times \kappa]. \quad (16)$$

The Lorentz force follows from the quasimomentum balance because it is a momentum exchange between the transport velocity field and the vortex. But any variation of the transport velocity must be accompanied by the momentum transfer to or from the lattice as follows, e.g., from the Bloch band theory for particles in a periodic potential (see the next section).

Deriving the Magnus force proportional to the vortex velocity we can consider the case when the superfluid does not move with respect to the lattice. Then it is natural to expect that there is no momentum exchange between the superfluid and the lattice. Therefore one may conclude that the derivation of the Magnus force requires the balance of the true momentum of particles. It is more convenient to consider this balance in the coordinate frame moving with the vortex since only in this frame the state is stationary, at least in average. The law of the Galilean transformation (see the next section) requires that the expressions for the energy, Eq. (3), and the momentum-flux tensor, Eq. (13), remain valid in the coordinate frame moving with the velocity $u$ if the phase gradient $\nabla \varphi$ is replaced by the phase gradient $\nabla \varphi' = \nabla \varphi - mu/\hbar$ in the moving frame. Following the same steps as at derivation of the Lorentz force in the laboratory frame, one obtains that the momentum transferred to the liquid, which is the Magnus force in our case, is proportional to the phase gradient $\nabla \varphi_t'$ connected with the transport supercurrent in the moving frame. Since in the laboratory frame the transport supercurrent is absent ($\nabla \varphi_t = 0$) and $u = v_L$, calculating the Magnus force components $F_{Ml} = \frac{1}{2} \tilde{\Pi}_{kl} dS_l$ one obtains the Magnus force

$$F_M = \frac{d\tilde{n}}{dn} 2m [v_L \times \kappa]. \quad (17)$$

The force appears due to convection of the vortex-related momentum $\hbar \tilde{n} \nabla \varphi_t$ into the area of the momentum balance by the supercurrent. Since the circular velocity field $\hbar \nabla \varphi_t$ is fixed, an arrival of a particle into the balance area may change the vortex-related momentum only via variation of $\tilde{n}$ and does not require accompanying momentum transfer to the lattice. This is another argument why the Magnus force is determined from the balance of the true momentum and is proportional to $d\tilde{n}/dn$.

In the Josephson junction array the current between two nodes of the lattice is determined by the Josephson energy $E_J \cos(\varphi_1 - \varphi_2)$, where $\varphi_1$ and $\varphi_2$ are the phases at the two nodes. In the continuous limit this yields $\tilde{n} = m E_J/\hbar^2$. The particle-hole symmetry requires that $E_J$ and $\tilde{n}$ do not depend on the average density $n$, and the Magnus force vanishes in agreement with the symmetry of this model. So our approach yields correct values of the Magnus force at least in the two limits when the force is known exactly: the Galilean invariant liquid and the Josephson junction array with particle-hole symmetry.

Without external forces $F_L + F_M = 0$, and the vortex moves with the velocity by the factor $d\tilde{n}/dn$ less than the superfluid velocity $u_s$. This shows that Helmholtz’s theorem (the vortex moves with the fluid velocity) is not valid without Galilean invariance.

### III. VORTEX DYNAMICS FROM THE BLOCH BAND THEORY

The meaning of our approach becomes more transparent if one applies it to particles in a periodic potential $U(r) = U(r + a)$. Here $a$ can be any of the translation vectors of the periodic structure. The density of the single-particle energy is

$$E_s = \frac{\hbar^2}{2m} |\nabla \psi|^2 + U(r) |\psi|^2. \quad (18)$$

The eigenstates are described by Bloch functions:

$$\psi(r, t) = u_n(r, k)e^{ik \cdot r - iE(k)t/\hbar}, \quad (19)$$

where $u_n(r, k)$ is a periodic function. The quasimomentum $\hbar k$ differs from the true momentum of the quantum state. The latter can be calculated averaging, i.e., integrating the quantum mechanical expression (11) for the momentum operator over the crystal unit cell:

$$p = -i\hbar \int \psi^* \nabla \psi(r) dr = \hbar k - i\hbar \int u(r)^* \nabla u(r) dr. \quad (20)$$

Here, in contrast to Eq. (11), the wave function is normalized to the unit cell: $\int |\psi|^2 dr = 1$. Calculating the band energy $E(k)$ in the $kp$ approximation for small $k$, i.e., at the band bottom (the energy minimum at $k = 0$) one obtains that

$$E(k) = \frac{\hbar^2 k^2}{2m^*}, \quad p = mv_g, \quad v_g = \frac{d^2 E(k)}{dk^2} = \frac{\hbar k}{m^*}, \quad (21)$$
where $v_g$ is the group velocity and $m^*$ is the effective mass. Suppose that particles are bosons, which condense in a single Bloch state with density $n$. The wave vector $k = \nabla \varphi$ is a gradient of the phase $\varphi$. Then the true momentum density (mass current) $j = np$ coincides with that given by Eq. (6) if $\hat{n} = nm/m^*$. On the other hand, the current $g = nhk$ is the quasimomentum density. So the Bloch band theory for bosons clearly connects the currents $j$ and $g$ derived in Sec. III from the phenomenological Lagrangian with the densities of the true momentum and the quasimomentum respectively.

It is well known from the solid state physics that an external force on a particle in the energy band determines time variation of the quasimomentum but not the true momentum:

$$h \frac{dk}{dt} = m^* \frac{d v_g}{dt} = f. \tag{22}$$

In the absence of Umklapp processes the total quasimomentum is also a conserved quantity, and the conservation law for the quasimomentum of the Bose-condensate in a single Bloch state is given by Eq. (5). Only the part $\partial p/\partial t$ of the whole momentum variation $h d k / d t$ brought to the system by the external force is transferred to particles. The rest is transferred to the lattice supporting the periodic potential. It is worthwhile of noticing that in the Bloch theory for particles in a periodic potential the true momentum differs from the quasimomentum by the constant factor $m/m^*$. Therefore the true momentum conservation law is exact and directly follows from the quasimomentum (Noether’s) conservation law after multiplying the latter by $m/m^*$. But in the general case considered in the previous section only the quasimomentum conservation law was exact.

At the Galilean transformation to the coordinate frame moving with the velocity $w$ ($r = r^\prime + wt$, $t = t^\prime$) the Hamiltonian and the Schrödinger equation retain their form, but the wave function must transform as $\psi = \psi_e^{imwr^\prime/k + i m^* t/2h}$. Correspondingly, in the moving coordinate frame the Bloch function [19] becomes

$$\psi^\prime(r^\prime, t^\prime) = u_n(r^\prime + wt^\prime, k)e^{ik^0 \cdot r^\prime - i E_f(k) t^\prime}, \tag{23}$$

where the wave vector $k^\prime$ and the energy $E_f(k)$ are connected with those in the laboratory frame by the relations

$$k^\prime = k - \frac{m}{h} w, \quad E_f = E(k) - \hbar k \cdot w + \frac{m w^2}{2} \approx \frac{(h k - m^* w)^2}{2m^*} + \frac{(m - m^*)w^2}{2}. \tag{24}$$

In the moving frame the Schrödinger equation contains the time dependent periodic potential, and its solution is not an eigenstate of the quantum mechanical energy operator $i \hbar \partial / \partial t$. Equation (23) is a solution of this equation following from the Floquet theorem, the energy $E_f$ being the Floquet quasienergy. The true energy of the state is an average value (expectation value) of the energy operator independently from whether the state is an eigenstate of the energy operator, or not. It is different from the Floquet quasienergy and is given by

$$E' = \int \psi'^\ast \frac{\partial \psi}{\partial t} dr = E_f + \int u_n^\ast \hbar (w \cdot \nabla) u \, dr = E(k) - \frac{p \cdot w + \frac{m w^2}{2} \approx \frac{h^2 (k - m^* w)^2}{2m^*} + \frac{m w^2}{2} \left(1 - \frac{m}{m^*}\right). \tag{25}$$

The Galilean transformation demonstrates the difference between the quasimomentum and the quasienergy on one side, and the true momentum and the true energy on the other. If one ignores the difference and treats the quasi-particle as a real particle with the mass $m^*$ the particle current $j'/m = n(hk/m^* - w)$ in the the ground state in the moving frame vanishes. But at the minimum of the true energy given by Eq. (25) the particle current $j'/m$ does not vanish. This is the effect of dragging of particles by a moving periodic potential, which is especially pronounced in the limit of infinite effective mass when the particles are totally trapped by the periodic potential and cannot move relatively to it. The effect was observed for a potential produced by a running acoustic wave, which drags electrons (acoustoelectric effect) or excitons.

The whole analysis of this section addressed only single-particle states and the ideal Bose–Einstein condensation in a single-particle state. But a real vortex with a well-defined core is impossible without interaction. However, adding weak particle-particle interaction one can develop the Gross–Pitaevskii theory similar to that theory for uniform translational invariant liquids. This approach is valid as far as the interaction is not too strong and the vortex-core radius essentially exceeds the lattice period.

IV. VORTEX DYNAMICS IN THE BOSE–HUBBARD MODEL

The Hamiltonian of the Bose–Hubbard model[20] for a lattice with distance $a$ between nodes is

$$H = -J \sum_{i,j} b_i^\dagger b_j + \frac{U}{2} \sum_i N_i (\hat{N}_i - 1) - \mu \sum_i \hat{N}_i. \tag{26}$$

Here $\mu$ is the chemical potential, the operators $\hat{b}_i$ and $\hat{b}_i^\dagger$ are the operators of annihilation and creation of a boson at the $i$th lattice node, and $\hat{N}_i = \hat{b}_i^\dagger \hat{b}_i$ is the particle number operator at the same node. The first sum is over neighboring lattice nodes $i$ and $j$.

In the superfluid phase with large numbers of particles $\hat{N}_i$ all operator fields can be replaced by the classical fields in the spirit of the Bogolyubov theory:

$$\hat{b}_i \rightarrow \sqrt{\hat{N}_i} e^{i \varphi_i}, \quad \hat{b}_i^\dagger \rightarrow \sqrt{\hat{N}_i} e^{-i \varphi_i}, \tag{27}$$

where $\varphi_i$ is the phase at the $i$th node. After transition to the continuous approach one obtains the Hamiltonian
It is assumed that only the phase but not the modulus of the order parameter \( \psi \) varies from node to node. In general \( |\psi|^2 \) is not equal to \( N \) as Eq. (27) assumes and must be determined from the the condition of self-consistency (see below). Introducing the mean field one reduces the problem to the single-node problem with the Hamiltonian

\[
\mathcal{H}_s = -zJ(\hat{b}^\dagger \psi + \psi^* \hat{b}) + \frac{U}{2}N(N - 1) - \mu N. \tag{31}
\]

Here

\[
z = \sum_j e^{i(\varphi_j - \varphi_i)} \tag{32}
\]

reduces to the number \( z_0 \) of nearest neighbors in the uniform state with the constant phase at all nodes.

The multi-node wave function is a product of the single-node wave functions. Calculating the energy of the original Hamiltonian \( \mathcal{H}_s \) for this wave function and minimizing it with respect to \( \psi \) one obtains the self-consistency equation, which determines \( \psi \). Following this approach\( ^2 \) one obtains the phase diagram shown in Fig. 1.

The Mott-insulator phases with fixed numbers \( N \) of particles per node occupy interiors of lobes at small \( z_0 J/U \).

We address vortex dynamics close to the phase transition at minimal values of \( J \), i.e. at beaks of the superfluid phase between lobes, which are shaded in Fig. 1. Here the mean-field approximation is simplified by the fact that only two states with \( N \) and \( N + 1 \) particles interplay in the beak between the lobes \( N \) and \( N + 1 \). This is because at \( \mu = NU \) these two states have the same energy, whereas all other states are separated by a gap on the order of the high energy \( U \). So for a beak between the lobes corresponding to Mott insulators with the number of bosons per node \( N \) and \( N + 1 \) we look for a solution in the form of a superposition of two Fock states:

\[
|\Psi_N \rangle = f_N |N \rangle + f_{N+1} |N + 1 \rangle. \tag{33}
\]

This wave function is an eigenfunction of the single-node Hamiltonian \( \mathcal{H}_s \) if

\[
f_{N,N+1} = \frac{\sqrt{\frac{\mu'^2}{4} + z^2 J^2(N + 1)|\psi|^2 + \frac{\mu'}{2}}}{2\sqrt{\frac{\mu'^2}{4} + z^2 J^2(N + 1)|\psi|^2}}, \tag{34}
\]

where the upper sign corresponds to \( N \) and the lower one to \( N + 1 \). The energy of the ground state is

\[
\epsilon_N = -\mu' \left( N + \frac{1}{2} \right) - \sqrt{\frac{\mu'^2}{4} + z^2 J^2(N + 1)|\psi|^2}. \tag{35}
\]

where \( \mu' = \mu - Un \). The average number of particles per one node is a function of \( \mu' \):

\[
\langle \hat{N} \rangle = N + \frac{1}{2} + \frac{\mu'}{2\sqrt{\frac{\mu'^2}{4} + 4z^2 J^2(n + 1)|\psi|^2}}. \tag{36}
\]

The self-consistency equation follows either from the minimization of the total energy with respect to \( \psi \) or from

\[
\langle \hat{N} \rangle = N + \frac{1}{2} + \frac{\mu'}{2\sqrt{\frac{\mu'^2}{4} + 4z^2 J^2(n + 1)|\psi|^2}}. \tag{36}
\]
the condition that $\psi$ is the average value of the operator $\hat{b}$:

$$\psi = \langle \hat{b} \rangle = \frac{zJ(N+1)}{2\sqrt{\mu^2 + z^2J^2(N+1)|\psi|^2}}.$$  \hspace{1cm} (37)

A non-trivial (i.e., non-zero) solution of this equation is

$$|\psi|^2 = \frac{N + 1}{4} - \frac{\mu^2}{4z^2J^2(N+1)}.$$ \hspace{1cm} (38)

The eigenvalue $\epsilon_N$ of the Hamiltonian (26) determines the Gibbs thermodynamic potential $G_N = zJ|\psi|^2 + \epsilon_N$ of the grand canonical ensemble per one node. It is useful to go from the grand canonical ensemble with the Gibbs potential being a function of $\mu$ to the canonical ensemble where the energy density is a function of the particle number density $n$. Then the energy per node is

$$E_N = G_N + \mu N = \frac{UN^2}{2} + UNe,$$

$$+ zJ \left( |\psi|^2 - 2\sqrt{N + 1} \frac{1}{4} - N^2 |\psi| \right),$$ \hspace{1cm} (39)

where $N_e = \langle N \rangle - N - \frac{1}{2}$. The energy has a minimum at

$$|\psi|^2 = (N + 1) \left( \frac{1}{4} - N_e^2 \right).$$ \hspace{1cm} (40)

As in any second-order phase transition, $\psi$ vanishes at the phase transition lines, where $N_e = \pm \frac{1}{2}$ and the number of particles reaches $N$ at the lower bound and $N + 1$ at the upper one. But in contrast to the Landau-Lifshitz theory of the second order transitions, there is no analytic expansion in $\psi$ near the critical temperature because of the term linear in $|\psi|$. For the transition to the continuous model, let us consider the effect of slow phase variation from node to node. Assuming that $\psi_i = |\psi|i e^{k \cdot r_i}$ where $r_i$ is the position vector of the $i$th node, one obtains for the square lattice with the number $z_0 = 4$ of nearest neighbors:

$$z = 2 \cos(k_x a) + 2 \cos(k_y a) \approx 4 - k^2 a^2.$$ \hspace{1cm} (41)

Since the wave vector $k$ corresponds to the gradient operator $\nabla$ in the configurational space one obtains in the continuum limit for small $k$ the Hamiltonian (3) with

$$\hat{n} = \frac{2m}{h^2} J(N + 1) \left( \frac{1}{4} - n_e^2 a^4 \right), \quad E_c(n) = \frac{2h^2 \hat{n}}{m},$$ \hspace{1cm} (42)

where $n_e = N_e/a^2 = n - (N + \frac{1}{2})/a^2$ is the effective density, and constant terms in the energy were ignored. This allows to find the density dependent factor in the expression (17) for the Magnus force:

$$\frac{d \hat{n}}{dn} \hat{n} = -\frac{8m^2}{h^4} J^2 a^4 (N + 1)^2 n_e \left( \frac{1}{4} - n_e^2 a^4 \right).$$ \hspace{1cm} (43)

A remarkable feature of the Magnus force in the beaks of the superfluid phase is that its sign can be inverse with respect to that dictated by the sign of velocity circulation around the vortex. This happens in the upper halves of the beaks as shown in Fig. 1. The regions of the inverse Magnus force neighbor any insulator lobe from below, where $n_e$ is positive. Since at upper borders of the lobes $n_e$ is negative, the line $n_e = 0$, where the Magnus force changes its sign, must end somewhere at the border of the lobe. In Fig. 1 it is shown by a dashed line for the beak between the $N = 1$ and $N = 2$ lobes.

**V. CONCLUSIONS AND DISCUSSION**

We derived the transverse (Magnus and Lorentz) forces on the vortex from the balances of momenta in the continuous approximation for lattice models of superfluids. The two forces are obtained from two different conservation laws, one for the true momentum of particles in the lattice (Magnus force), another for the quasimomentum (Lorentz force) known from the Bloch band theory. The calculated Magnus force vanishes for the Josephson junction array where the particle-hole symmetry forbids any Magnus force. The theory was applied for studying vortex dynamics in the Bose-Hubbard model. In some areas of the phase diagram close to the superfluid–Mott insulator transition the calculated Magnus force has an inverse sign with respect to the sign dictated by the velocity circulation around the vortex as has been already revealed earlier.

Our approach was based on (i) the continuous approximation for the lattice model and on (ii) the assumption that there is no momentum exchange between the liquid and the lattice if the superfluid is at rest with respect to the lattice. One cannot take validity of these two assumptions for granted. Among most important effects beyond the continuous approximation is intrinsic pinning, which impedes free motion of vortices in the lattice. Therefore one can use our theory if the forces on the vortex are not too weak: they must be higher than the depinning threshold. This may be in conflict with another restriction on the theory that the superfluid velocities are much lower than their critical value. This issue needs a further analysis. Anyway, the theory provides correct results in the two opposite limits: (i) the Galilean invariant liquid with the maximum Magnus force, and (ii) the Josephson junction array with particle-hole symmetry with the zero Magnus force. Therefore, despite possible inaccuracy of assumptions made at its derivation, the theory can serve at least as a reasonable interpolation between these two extreme cases.

The Magnus force leads to the Hall effect if particles have a charge $q$. The electric field is determined by the vortex velocity: $\mathbf{E} = \frac{1}{2} \mathbf{B} \times \mathbf{v}_L$. The value of the Hall conductivity $\sigma_H = j_q/\mathbf{E}$, where $j_q = \frac{q}{e} j$ is the charge current, depends on the amplitude of the Magnus force. According to our analysis within the Bloch band theory (Sec. III), the Hall conductivity $\sigma_H = (m/m^*)^2 q n_e/B$ is by the factor $(m/m^*)^2$ less than the Hall conductivity.
known for normal electrons in solids and derived from the same Bloch band theory as used by us. There is no conflict between these two results. In the normal electron liquid the magnetic force lines (counterparts of our vortex lines) move with the same velocity as charged, i.e., with the group velocity \( v_g = \hbar k / m^* \) in the Bloch band, in accordance with Helmholtz’s theorem of classic hydrodynamics. In fact, it is the only relevant velocity, since there is no coherent phase, which determines the superfluid velocity \( v_s = \frac{\hbar}{m} \nabla \phi \). In the superfluid case Helmholtz’s theorem is not valid in general, and the velocity \( v_L \) is a velocity of a phase singularity, which is by the factor \( m^* / m \) less than the velocity \( v_g \). The uniform magnetic field is crucial for dynamics of normal electrons making them to move along cycloid trajectories. In dynamics of superconducting vortices the nonuniform magnetic field is localized in fluxons and is commonly neglected, as being weak compared to the effect of the phase gradient around the phase singularity\(^2\).

In the light of this connection between the Magnus force and the Hall conductivity let us compare our theory with that of Lindner et al.\(^{10}\) and Huber and Lindners\(^{11}\), who have already noticed that in the Bose–Hubbard model for charged particles the Hall conductivity changes its sign together with the sign of \( n_e \). However, in their theory the Hall conductivity \( \sigma_H \) remains constant at the line \( n_e = 0 \). So the change of the \( \sigma_H \) sign is accompanied by a jump of \( \sigma_H \), whereas our analysis shows that \( \sigma_H \), which is proportional the Magnus force amplitude, must be continuous at \( n_e = 0 \) [see Eq. (43)]. Moreover, our theory predicts the Hall conductivity, which differs from that in Refs. \(^{10}\) and \(^{11}\) by the factor \( (m^*/m)^2 \) proportional to \( J^2 \) [see Eq. (29)]. The factor can be very small in the tight-binding limit. This is the same factor, which differentiates our Hall conductivity from that of the normal liquid (see the previous paragraph). The Hall conductivity of Refs. \(^{10}\) and \(^{11}\) far from the superfluid–insulator transition would be obtained if one considered the effective mass as a true mass of particles in a superfluid and the quasimomentum as a true momentum. In fact this means that in the theory of Refs. \(^{10}\) and \(^{11}\) the broken Galilean invariance does not suppress the Magnus force. A possible source of disagreement is that the theory of these papers used topological arguments without directly addressing the momentum balance.

In the past there were other attempts to derive the Magnus force in lattice superfluids from topology. In particular, the topological origin of the first term \( - \hbar m \dot{\phi} \) in the Lagrangian \(^2\), which is called the Wess–Zumino term, was widely discussed in the literature\(^3\). The arguments were about whether the total liquid density \( n \) must be replaced by some other density. It is evident that adding any constant \( C \) to the density \( n \) in the Wess–Zumino term does not affect the Hamilton equations \(^{15}\) and \(^{45}\). However the role of the Wess–Zumino term changes after transition from the continuous model in terms of fields to the reduced description in terms of the vortex coordinates \( r_L(x_L, y_L) \). This leads to substitution of the phase field \( \varphi_v(r - r_L) \) for a vortex moving with the velocity \( v_L = dr_L / dt \) into the Wess–Zumino term and its integration over the whole space. Bearing in mind that \( \dot{\varphi}_v = -(v_L \cdot \nabla) \varphi_v \), the Wess–Zumino term becomes

\[
L_{WZ} = -\hbar(n + C) v_L \cdot [\hat{z} \times r_L].
\]

Varying the total Lagrangian of the vortex with respect to \( r_L(t) \), one obtains the equation of vortex motion with the effective Magnus force \( \propto (n + C) \). So the constant \( C \) does matter for the value of the Magnus force. It was argued that the contribution \( \propto C \) is of topological origin and can be found from the topological analysis\(^4\). We think that there is no general principle, which dictates the charge in the Wess–Zumino term. It is not the undefined Wess-Zumino term that determines what and whether the transverse force is, but vice versa; one must derive the transverse force from dynamical equations and only after this does one know what Wess-Zumino term should be in the vortex Lagrangian. In the Galilean and translational invariant liquid one obtains from the momentum-conservation law that the amplitude of the Magnus force is proportional to the total density. Then only the latter enters the Wess–Zumino term and \( C = 0 \). On the other hand, if the Magnus force vanishes, then the Wess–Zumino term vanishes also \( (C = -n) \).

The suppression of the Magnus force and the Hall effect because of broken Galilean invariance in periodic potentials in some sense is similar to the suppression of the Magnus force by the Kopnin–Kravtsov force when Galilean invariance is broken by impurities\(^2\). The existence of the Kopnin–Kravtsov force was also rejected in the past on the basis of some topological analysis connecting the Magnus force with the Berry phase\(^{15}\). Later it was realized that although this connection definitely exists and is very important a proper calculation of the Berry phase itself requires in fact knowledge of the Magnus force, which one can obtain only after the dynamical analysis based on the momentum balance. This was demonstrated on the example of the Iordanskii force (the transverse force on the vortex produced by normal quasiparticles)\(^{15}\), which was also rejected in the original Berry-phase analysis\(^{16}\).

Despite an analogy between suppression of the Magnus force by a periodic potential discussed in the present paper and suppression of the Magnus force by a random potential from impurities in the Kopnin–Kravtsov theory, one should not ignore an important difference between the two cases. The Kopnin–Kravtsov force originated from bound states in vortex cores in Fermi superfluids. In the cases considered in the present paper there were no core bound states, since the Bose–Hubbard model is for Bose superfluids where vortices have no bound states, whereas in the Josephson junction array, which consists of islands of the Fermi superfluid, vortices have no singular cores. This provides a ground for thinking that the existence of core bound states is not critical for suppression of the Magnus force. Therefore, although our analysis addressed ideal strictly periodical lattices, its
conclusion about suppression of the Magnus force can be relevant also both for Fermi and Bose superfluids in random potentials (e.g., superfluids in porous media or on disordered substates), independently from whether core bound states exist or not.
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