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ABSTRACT

Machine Learning (ML) algorithms, like Convolutional Neural Networks (CNN), Support Vector Machines (SVM), etc., have become widespread and can achieve high statistical performance. However their accuracy decreases significantly in energy-constrained mobile and embedded systems space, where all computations need to be completed under a tight energy budget. In this work, we present a field of groves (FoG) implementation of random forests (RF) that achieves an accuracy comparable to CNNs and SVMs under tight energy budgets. Evaluation of the FoG shows that at comparable accuracy it consumes ≈1.48×, ≈24×, ≈2.5×, and ≈34.7× lower energy per classification compared to conventional RF, SVM$_{RBF}$, MLP, and CNN, respectively. FoG is ≈6.5× less energy efficient than SVM$_{LR}$, but achieves 18% higher accuracy on average across all considered datasets.

1. INTRODUCTION

Over the last couple of decades the consumer market has gradually moved towards mobile computing. According to the comScore report, people of age 18-64 spend ≈70% of their digital time using a mobile device [2]. Mobile workloads are increasingly data intensive, and hence machine learning (ML) algorithms are commonly used in these applications [10]. The data-intensive nature of these applications does not allow us to run these applications purely on our mobile systems. For example, applications like speech recognition, although used quite often, are still evaluated remotely because limited energy budgets prohibit running a powerful ML algorithm on a mobile device.

Mobile systems are energy constrained, and hence while designing machine learning architectures for mobile applications we need to manage two conflicting requirements – high accuracy and low energy dissipation. Over the past few years several architecture-, circuit-, and algorithm-level optimizations have been proposed for improving the power, performance, area, and accuracy of machine learning accelerator designs [6][17][9].

The machine learning community has shown that we do not always require complex classifiers such as convolutional neural networks (CNN) or kernel support vector machines (SVM) for classifying data, and that low-complexity classifiers such as random forests (RFs) are an adequate substitute for applications where high accuracy with low energy dissipation is required [11]. In this paper, we propose an alternative implementation of RF classifiers. We divide the RF into groups of trees called groves for budget-constrained environments, where the budget is accuracy, energy, delay or energy-delay product. In general, RFs are a collection of decision trees (DTs) that independently predict the classification result, with the final decision made by combining the decisions of individual trees. Our approach uses the confidence of groves within the RF about their decision to optimize the resource utilization.

2. RELATED WORK

Algorithmically, our proposed approach is based on RF classifiers [4]. Traditionally, energy efficiency has not been considered when designing random forests; however, recent work has studied learning of the RFs as a subject to test-time constraints [11]. This approach centers on reducing feature/sensor acquisition cost, however it does not address the system energy constraints. Similar approaches to learning decision rules to minimize error subject to a budget constraint during prediction-time have been proposed [11][20][19]. Although closely related, these approaches also ignore the energy usage and disregard computational cost, making
them of limited use in an energy constrained settings.

The state of the art machine learning techniques for image processing, video processing, object recognition, etc. are CNN and DNN, and custom hardware accelerator design have been proposed for the same [13]. In addition to that, a variety of techniques including stochastic computing [8], dataflow architecture [5][12], data reuse [15], custom sparse matrix-vector multiplication [7] and run-time adaptivity [18][17] have been adopted to achieve energy-efficient machine learning algorithm operation.

The current work proposes a novel implementation of random forest ensemble learning method with the focus on energy-efficient solution to budget constrained evaluation.

3. RANDOM FORESTS

3.1 Random Forests: Conventional Design

As mentioned in Section 1, we commonly use SVM as well as traditional neural network-based algorithms like CNN or MLP for classifying data sets with large number of features. Figure 1 shows high-level logical view of SVM, MLP, and CNN. In this section we analyze the use of RFs as compared to the popular classification algorithms.

RF is composed of binary decision trees (DT) (see Figure 2), and although the entire RF is composed of $O(t2^d)$ decisions, where $t$ is the number of trees, and $d$ is the upper bound on the tree depth, evaluation during testing requires only $O(td)$ computations. Every $DT_i$ receives some input features $X_{R_i}$, where $X_{R_i}$ is a random subset of input $X$. A “Majority Vote” across trees is then used to identify the label. Such an approach avoids overfitting and ensures high accuracy [4]. Note that during the random forest training, the trees are generated depending on their validation cost, where the cost could be energy, delay, energy-delay product, or accuracy. Turning off DT blocks generally leads to a graceful degradation of accuracy, as the predicted label for a new test example is independent, in contrast to CNN and MLP, where each node in the network is connected to many other nodes, and it is usually difficult to predict how each node affects the accuracy of the neural network at run-time (it is possible to achieve that offline however). In general, when operating at unlimited energy budgets, CNNs and MLPs generally provide higher accuracy than RF, but RF provides us an opportunity to game accuracy for energy-efficiency. In Section 3.2 we show more detailed comparison of the classifiers.

3.2 Random Forests: FoG Implementation

3.2.1 Training and Evaluation Algorithm

As described in section 3.1, RF is suitable for environments where accuracy could be traded-off for energy efficiency. The main advantage of the RF approach stems from the fact that the accuracy of RF tends to improve with an increase in the number of DTs. Moreover, DTs have few active computational nodes during prediction, and the nodes are generally of very low computational complexity. One of the disadvantages that RF experiences is “over-utilization” of the computational resources. Previous works have shown that large portion of input samples within datasets are far enough from the decision boundaries, and do not require complex classifiers [17][13]. Conventional RFs, however, lack the ability to allocate less computational resources for the inputs if desired. This problem could be solved by using only a limited number of trees, depending on the current confidence level.

In this section we propose a novel RF implementa-
Algorithm 2: Evaluating Field of Groves Classifier

Require: Stopping threshold $0 < \text{thresh} < 1$; Maximum number of hops $\text{max}_\text{hops} \leq \text{Number of groves n_groves}$; Input set $X$

1: procedure $\text{GEVAL}(X, \text{thresh}, \text{max}_\text{hops})$
2:   parallel for every $x$ in $X$
3:     start $\leftarrow$ $\text{RANDOM}(0 \text{ to } n\text{-groves})$ $\triangleright$ Start at random grove to avoid bias
4:     prob $\leftarrow \{0\}^\#\text{labels}$
5:     for $j$ from 0 to $\text{max}_\text{hops}$ do
6:       index $\leftarrow (\text{start} + j) \mod n\text{-groves}$
7:       prob $\leftarrow $ prob + Grove$(\text{index}).\text{predict}(x)$
8:       prob_norm $\leftarrow$ prob/$(j + 1)$
9:       if $\text{MAXDIFF}(\text{prob}$\_norm$) \geq$ thresh then
10:          return prob_norm
11:     end if
12:   end for
13:   return prob_norm
14: end parallel for
15: end procedure

Subroutine - Minimum Difference of Maximum Values

Require: Array $\text{ar}$

16: procedure $\text{MAXDIFF}(\text{ar})$
17:     max1, max2 $\leftarrow$ TwoMaximumValues$(\text{ar})$
18:     return $\text{ABS}(\text{max1} - \text{max2})$ $\triangleright$ In case of “Multi-output classification”, $\text{MIN}(\cdot)$ function is called prior to returning
19: end procedure

The splitting involves a simple division of the forest into sets with $k$ DTs, where $k$ is the size of the grove.

The label evaluation algorithm for the approach is shown in Algorithm 2. Here, for every input $x \in X$, we compute the confidence score using one of the randomly selected grove. Confidence in this context is defined as the difference between the most probable and second most probable label. If the confidence is higher than the goal threshold, the computation for $x$ is complete. Otherwise, $x$ and the current probability distribution is sent to the next grove, where the probability array is recomputed again form $x$ and combined with the one received from the previous grove. That way more groves contribute to the inputs with high uncertainty. This process is repeated until either the threshold is exceeded or the the entire forest is evaluated. Note the contrast between FoG and conventional RF evaluation: in FoG the groves return probability distributions which are averaged out across groves; in the conventional RF however the DTs return class predictions, which are later put to a majority vote.

3.2.2 Micro-architecture

The high-level architecture of the FoG implementation of RF is shown on Figure [3]. Here, the groves are connected in a circular fashion, with each grove being able to send its current inference to the next grove. To understand the operation of the system, let’s consider an example with a 3-class (class A, class B and class C) problem and the threshold value set to 0.1. Let us assume that the processor sends an input $X$ that has 5 features. When FoG receives this input, it is assigned an id, and is sent to one of the groves (say groove G0 in Figure [3] through the accelerator Input Queue.

Data Queue

Once G0 receives a new input, it places it into the local memory, which serves as a data queue. The queue is controlled using two pointers: $fr_{GO}$ and $bk_{GO}$ for front and back of the queue respectively. $fr_{GO}$ always points to location that contains the input that is currently being processed and $bk_{GO}$ points to the first empty location at the back of the queue. For each input we store Input Payload, which holds the received input features + id: Probability Array, which contains the current prediction probabilities; hops which is a count of groves that have so far processed the current Input Payload. Whenever a new input is received: if the input is received from the processor, it is placed at the back of the queue. The Input Payload and Probability array values are set based on the information sent by the processor and the hop count is set to 0. If the input is received from the neighboring groove, it is placed at the front of the queue. The Input Payload and Probability array values are set based on the information sent by the neighboring groove and the hop count is incremented by 1. This ensures that the input that were partially computed have higher priority. In our example, because the input is from the processor, it is placed into the $bk_{GO}$ location of the queue. For the new input: \{hops = 0, Input Payload = $X$, Probability = \{0,0,0\}\}

Data queue is controlled by the queue controller (DQC) which is responsible for maintaining the $fr$ and $bk$ pointers. For each received input, DQC routes $fr$ to the processing element, the processing element reads the entries corresponding to $fr$ and once the computation is complete, it writes the results back to $fr$. $fr$ and $bk$ are incremented by $\Gamma$, which is the length of queue word and represents number of rows in physical memory that are required to store the hop count, Input Payload and Probability Array. $\Gamma$ is a variable, and it depends on the number of features and number of classes in dataset. In our example, $\Gamma = 1+5+1+3 = 10$ (1 byte for hops, 5 bytes for features in Input Payload, 1 byte id, and 3 bytes to store the current label prediction in the Probability Array). Our current implementation of the FoG has a data queue of 6kB, and can store 8 MNIST examples per groove. Note that the memory can be easily increased to support datasets with larger feature counts and label counts.

1In case the classification problem is “multi-label” or “multi-output”, the MaxDiff returns the Min of the differences within the label. That means that confidence level is defined as the “minimum difference of the maximum values”

2The reason every label is stored in a separate byte is be-
Processing Element (PE)
The PE in every grove is represented by a set of decision trees and its operation is described in algorithm 2. The input payload \( (X) \) is processed by all the trees within the grove to determine the probability distribution of the labels. This result is then averaged with probability array received from previous grove or just written back in case of a new input and the current confidence level is computed (as the difference between the two largest values in the probability array). The latency of the PE depends on the number of trees per grove, the maximum depth of each tree and degree of parallelism.

Once PE finishes the computation, a decision is made if the current confidence level is adequate. If so, the DQC is notified that the classification of the current input payload is complete and the computed result needs to be sent back to the processor. However, if the confidence level is lower than a threshold \( \text{thresh} \), a request is sent to the next grove for further processing. Here the entire entry (Hop Count, Input Payload and Probability Array) for the current input is copied to the next grove.

Continuing with the previous example, let us say that after \( G_0 \) completes processing the input \( X \), it returns the probability distribution of \( \{0.32, 0.35, 0.33\} \). This is used to compute the confidence. In this example the confidence is \( 0.35 - 0.33 = 0.02 \). Because the threshold was set at 0.1, the classification of input \( X \) is considered incomplete. It is written back to the location \( f_{frG0} \), and a \( \text{req} \) flag in the handshake is raised. At this point, the \( f_{frG0} \) is incremented, and grove \( G_0 \) is ready for the next input. The value stored at \( f_{frG0} - 1 \) is \( \{\text{hops} = 1, \text{Input Payload} = X, \text{Probability} = \{0.32, 0.35, 0.33\}\} \).

Handshaking Protocol
Groves use a simple handshaking protocol to talk with each other. After \( G_0 \) computes the output probabilities, it checks its confidence and if the confidence is low it sets a \( \text{req} \) flag to signal the neighboring grove \( G_1 \) to copy the current input as well as computed probabilities. Once the copy is complete, an acknowledgment flag \( \text{ack} \) is raised by \( G_1 \) for one cycle to notify that the copy procedure is complete. At that time \( G_0 \) pulls the \( \text{req} \) line down, completing the handshake.

Because \( G_1 \) receives its input from another grove (in our case \( G_0 \)), it places it at \( f_{frG1} \) of its queue. Assume that \( G_1 \) computed the probability distribution as \( \{0.28, 0.45, 0.27\} \). These values are averaged with the values computed by \( G_0 \). The entries corresponding to the current input are now \( \{\text{hops} = 2, \text{Input Payload} = X, \text{Probability} = \{0.3, 0.4, 0.3\}\} \) and the predicted label is argmax (Probability) = 1. At this point, the threshold value constraint is met \( 0.4 - 0.3 \geq 0.1 \), which indicates that this input does not require any further processing, and should be sent to the accelerator output queue. Note that in the example discussed above, the value of \( \text{hops} \) was increasing with every new grove.

Run-time Tunability
In our proposed FoG implementation of RF, the energy-efficiency and accuracy could be easily tuned by changing the probability threshold and maximum hops parameters. The threshold parameter indirectly controls the number of groves that process the input. The maximum hops parameter places an upper limit on the number of groves that process the input (based on EDP or accuracy constraints). A detailed evaluation of how the probability threshold parameter and the maximum hop count parameter affects the energy efficiency and accuracy of our FoG implementation is presented in Section 4.

Reprogrammability
To support various trained RFs corresponding to various datasets, the DTs were implemented to be reprogrammable. For a given dataset, every node is populated with the weights \( \omega_i \), as well as memory address offsets for the respective features \( x_j \). In addition to that, the DQC is programmable to support variable step for the queue pointer. For example, if a node \( N \) checks the conditional \( x_N > \omega_N \), then this node will store the constant \( \omega_N \), as well as offset \( OFFx_N \). This indicates that the location of the input \( x_N \) is at \( f_{fr} + OFFx_N \). At the same time the DQC stores a value \( \Gamma \) and the next entry in the queue has an address \( f_{fr_{next}} = f_{fr} + \Gamma \). The reasoning behind having a variable step size \( \Gamma \) is that we want to support different number of features as well as different number of labels for different datasets.
For example, MNIST dataset has 784 features and 10 labels, while Penbase Digits dataset has only 16 features and 10 labels.\footnote{Physically each entry of the data queue is spread over several rows. Here OFF\textsubscript{x,N} is the offset within an Input}

4. EVALUATION

4.1 Experimental Setup

We designed SVM with linear regression kernel (SVM_{L,R}), SVM with Radial-Basis Function kernel (SVM_{RBF}), MLP, CNN, RF and FoG classifiers for our analysis. To compare the different classifiers we used five different datasets from the UCI library \footnote{Note that the cost could be defined as either energy, delay, area, accuracy or any combination of them. The PPA library has information about delay, energy, and area, while the accuracy cost is determined using cross-validation data.}, and the list of these datasets is shown in table \ref{table:datasets} under the “Dataset” column. These datasets were chosen because they represent a diverse set of workloads typically seen on a mobile device. All the results shown in this section are acquired using the inputs never seen before by the systems under test.

We used the following design flow for performing a detailed power, performance and area comparison of our proposed FoG with other ML classifier algorithms:

Step 1: First, basic computational blocks, such as adders, multipliers, multiply-accumulate (MAC), sigmoid, etc. that are required by all the classifiers are designed considering trade-offs between energy and delay by sweeping through architectural and circuit level parameters, such as bitwidth precision, parallelization, pipelining, etc. We used Aladdin tool \footnote{We use a x b to describe a FoG topology with a number of groves with b decision trees in each grove.} to explore the architectural design space, and Cadence tools to extract Power-Performance-Area (PPA) values for each block in this step.

Step 2: Once the library of computational units is generated, it is used in the offline budgeted training described in \ref{fig:1} and algorithm \ref{alg:1}. We used energy-delay product (EDP) as budget metric during this phase. If there are several designs that meet the energy constraints, we choose the one with the maximum accuracy. Budgeted training requires information about the costs of building blocks which is provided by the PPA models. We use SciKit-Learn \footnote{Foundries technology with Synopsys standard cells for detailed power-performance analysis.} for the training (and exploration of logical structure) of the classifiers.

Step 3: At this step, the detailed hardware microarchitecture of the accelerator is designed. Microarchitectural exploration is independent of training, and is done using Aladdin toolset \footnote{To illustrate the choice of design time parameters while considering run-time tunability, let us discuss an example with 16 decision trees and ISOLET dataset. After examining the accuracy and EDP of different topologies (see Figure \ref{fig:5a}), we isolated two candidate topologies: 8x2 and 4x4. At this point we can use the “run-time tunability” as a deciding factor between these two roughly equivalent candidate topologies. Figure \ref{fig:5b} shows the accuracy and EDP results across different combinations of sizes of groves and total numbers of groves in the FoG.}

Step 4: In this final step we design the whole architecture using Chisel HDL \footnote{For example with 16 decision trees and ISOLET dataset. After examining the accuracy and EDP of different topologies (see Figure \ref{fig:5a}), we isolated two candidate topologies: 8x2 and 4x4. At this point we can use the “run-time tunability” as a deciding factor between these two roughly equivalent candidate topologies. Figure \ref{fig:5b} shows the accuracy and EDP results across different combinations of sizes of groves and total numbers of groves in the FoG.}. This design environment was chosen, as it generates both hardware description code (Verilog) as well as C++ functional model. That allows for the functionality of the hardware to be verified against software implementation for correctness. The Verilog code was synthesized using 40 nm Global
very low energy dissipation in RF is due to the fact that the basic computational unit in a DT is very simple (a basic comparator).

Table II also shows the accuracy and energy dissipation of our proposed FoG implementation of the RF classifier. Here all classifiers have been designed to operate at 1 GHz. The maximum achievable accuracy of the FoG (both max and opt) implementation is lower than RF and CNN by 3.2% and 4%, respectively, but FoGopt classifier consumes ≈1.5× and ≈34.7× lower energy than RF and CNN, respectively. The FoGmax on average consumes almost the same amount of energy as RF, and ≈23× lower than CNN. When comparing to the SVMs, the accuracy of the FoG classifier outperforms the linear support vector machine SVMLR by ≈15% on average, and achieves comparable statistical performance when compared to the SVMRBF. In terms of energy SVMLR is ≈10× more efficient on average, while SVMRBF is more expensive (≈23.6× higher energy consumption when compared to FoGopt).

The main advantage of the FoG is that while achieving statistical performance comparable to the performance of the RF, it also allows easy run-time change in the energy-accuracy trade-off. Figure 5 shows how accuracy could be traded off for energy for 8x2 and 4x4 FoG topologies. Figure 5a shows that energy-efficiency could be easily improved by an order of magnitude without sacrificing much accuracy by tuning the confidence threshold from 1.0 to 0.5 for most datasets. After that a “trade-off” region of tunability starts – one can improve energy-efficiency by trading off accuracy. This run-time tuning opportunity will prove beneficial in environments with constraint energy. The figure shows that for 8x2 design, two orders of magnitude improvement in energy efficiency could be achieved by tuning the confidence threshold from 0.5 to < 0.1. The accuracy drop in case of aggressive confidence tuning is anywhere between 10% to 30% depending on the dataset. The story is similar for 4x4 topology (figure 5a), however, the “trade-off” region of tunability starts at confidence threshold of ≈0.3. Although the accuracy drop is not as drastic, the EDP for 4x4 topology is much higher – an order of magnitude higher for low accuracy, and equivalent for high accuracy points.

Table II also shows the area comparison between different classifiers. It must be noted that most classifiers’ area changes drastically with the internal parameters – e.g., convolutional layers sometimes implemented as having “volume” activation, and changing the size of one layer, might contribute to the total area change cubically. Overall, the area of our FoG implementation is larger than all classifiers except CNN.

5. CONCLUSION

In this work we have compared the lightweight RF classification algorithm with heavyweight classification algorithms like CNN, MLP, and SVM in terms of accuracy and energy efficiency. We proposed a novel FoGs approach to RF implementation that can dynamically trade-off accuracy for energy efficiency at run time, while
FoG classifiers have lower accuracy than RF and CNN by 3.2% and 4%, respectively, but the achievable accuracy of the FoG implementation is lower.
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