NORM-SQUARE LOCALIZATION FOR HAMILTONIAN $LG$-SPACES

Yiannis Loizides

Abstract. We prove a formula for twisted Duistermaat-Heckman distributions associated to a Hamiltonian $LG$-space. The terms of the formula are localized at the critical points of the norm-square of the moment map, and can be computed in cross-sections. Our main tools are the theory of quasi-Hamiltonian $G$-spaces, as well as the Hamiltonian cobordism approach to norm-square localization introduced recently by Harada and Karshon.

1 Introduction

Let $M$ be a Hamiltonian $G$-space with moment map $\phi : M \rightarrow g^*$, and equip $g^*$ with an inner product. The function $\|\phi\|^2 : M \rightarrow \mathbb{R}$ has been studied extensively. An early paper of Atiyah-Bott [4] studied an infinite dimensional example, the Yang-Mills functional on the space of connections on a compact Riemann surface. In the setting where $M$ and $G$ are compact, Kirwan [17] extended techniques of Morse theory to $\|\phi\|^2$, using this to prove Kirwan surjectivity. Closer to the subject of this paper are the early results of Witten [25], who studied certain integrals on $g^* \times M$, and found that they localize to the critical set of $\|\phi\|^2$, with the dominant contribution coming from the 0-level set. In [21, 22], Paradan proved a norm-square localization formula for twisted Duistermaat-Heckman measures, in the general setting where $M$ can be non-compact, but $\phi$ is proper. Another approach to these norm-square localization formulas was developed by Woodward [26], and more recently an approach based on Hamiltonian cobordism techniques was introduced by Harada and Karshon [14]. In their approach, $M$ is found to be cobordant (in a suitable sense) to a small open neighbourhood of the critical set, once the moment map on the neighbourhood has been suitably polarized and completed. A norm-square localization formula for twisted Duistermaat-Heckman measures then follows from Stokes’ theorem. We give an overview of the Harada-Karshon Theorem in Section 2 and Appendix B.

Many well-known results on compact Hamiltonian $G$-spaces have parallels for proper Hamiltonian $LG$-spaces ($LG$ is the loop group). Examples include the cross-section theorem, the convexity theorem, and Duistermaat-Heckman formulas, cf. [20, 1, 3]. The objects of study in this paper are twisted Duistermaat-Heckman (DH) distributions for Hamiltonian $LG$-spaces that carry information about cohomology pairings on symplectic quotients. For example, the (untwisted) DH distribution that we study is a signed measure on $t$ (the Lie algebra of a maximal torus $T \subset G$) that gives volumes of symplectic quotients.

Let $\Psi : M \rightarrow Lg^*$ be a proper Hamiltonian $LG$-space. We prove a ‘norm-square localization’ formula expressing a twisted DH distribution $m$ on $t$ as a sum of contributions:

$$m = \sum_{\beta \in W \cdot B} m_{\beta},$$

where $B$ indexes components of the critical set of $\|\Psi\|^2$, and $W = N_G(T)/T$ is the Weyl group. The sum is infinite but locally finite, in the sense that the supports of only finitely many terms intersect each bounded set. The terms of (1) consist of a central contribution (from the critical value 0), and correction terms supported in half-spaces not containing the origin. Using the terminology of Harada-Karshon [14], the term $m_{\beta}$ can itself be described as a twisted DH
distribution for a polarized completion of a small finite dimensional submanifold near the part of the critical set indexed by $\beta$. Figure 1 shows an example of the decomposition (1) for the DH distribution of a multiplicity-free Hamiltonian $LSU(3)$-space (example due to Chris Woodward). In this example the contribution from 0 vanishes, and the remaining terms in (1) are constant multiples ($\pm 1$ relative to suitably normalized Lebesgue measure) of indicator functions for half-spaces (see Section 5 for further discussion).

The formula (1) is related to the decomposition formula for Bernoulli series in [8]. Indeed, a collection of examples of Hamiltonian loop group spaces are moduli spaces of flat connections on a compact Riemann surface having at least 1 boundary component, with moment map given by pullback of the connection to the boundary (cf. [20]). In these examples, the twisted Duistermaat-Heckman distributions are essentially Bernoulli series, and the formula (1) coincides with the decomposition formula in [8]. (These examples are closely related to Witten’s formulas for intersection pairings on moduli spaces of flat connections on Riemann surfaces.) It is possible to derive (1) from the decomposition formula of [8] and the Duistermaat-Heckman formula for group-valued moment maps [2]; further details will appear in the author’s PhD thesis. We adopt the cobordism approach here, as this approach leads quickly to the basic result (Theorem 4.1).

We briefly outline the contents of the sections. In Section 2 we summarize results of Harada-Karshon, with small modifications needed for our purposes. As we rely on these results heavily, for completeness we have included brief outlines of the main proofs in Appendix B. In Section 3 we recall the 1-1 correspondence between proper Hamiltonian $LG$-spaces and compact quasi-Hamiltonian $G$-spaces [1]. A key tool for us is the abelianization of a quasi-Hamiltonian $G$-space $M$: this is a (degenerate) quasi-Hamiltonian $T$-space associated to $M$. Passing to a covering space, we obtain a (degenerate) Hamiltonian $T$-space. In Section 4, we apply the Harada-Karshon Theorem to this Hamiltonian $T$-space. This yields a (rather inexplicit) norm-square localization formula. To obtain more explicit formulas as in [21, 22], we explain how to compute the contributions in cross-sections. This takes some work, which is carried out in Section 4. Section 5 contains examples. Appendix A contains a proof of a version of abelian localization used in the main part of the paper. Appendix C briefly discusses the case of a singular localizing set.
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**Notation.** Throughout, $G$ will denote a compact, connected Lie group with Lie algebra $\mathfrak{g}$. Fix an $\text{Ad}$-invariant inner product (denoted $\cdot$) on $\mathfrak{g}$. Let $T$ be a maximal torus with Lie algebra $\mathfrak{t} \subset \mathfrak{g}$, and $W = N_G(T)/T$ the Weyl group. We say that a function $f$ on $\mathfrak{t}$ is $W$-anti-symmetric if for $w \in W$, $w \cdot f = (-1)^{l(w)}f$, where $l(w)$ is the length of the element $w \in W$. If $H \supset T$ is a maximal rank subgroup with Lie algebra $\mathfrak{h}$, there is a unique $H$-invariant complement $\mathfrak{h}_\perp$, the orthogonal complement to $\mathfrak{h}$ for any invariant inner product on $\mathfrak{g}$. Let $\Lambda \subset \mathfrak{t}$ denote the kernel of the exponential map $\exp : \mathfrak{t} \to T$. The dual lattice $\Lambda^* = \text{Hom}(\Lambda, \mathbb{Z}) \subset \mathfrak{t}^*$ is the real weight lattice. The real roots form a subset $R \subset \Lambda^*$. Fix a positive Weyl chamber $\Delta = \text{Hom}(\Lambda, \mathbb{R})$. This choice determines a complex structure on $\mathfrak{g}$ and an Ad-invariant inner product (denoted $\cdot$) on $\mathfrak{g}$. Let $\mathfrak{g}^{1,0} = \mathfrak{g}_\perp \oplus \mathfrak{h}$.

Let $M$ be a $G$-manifold. Let $\mathcal{D}^r(M)$ denote the space of distributions on $M$, that is, the dual of the space of compactly supported smooth functions $C^\infty(M)$, which we now briefly recall. Let $\Omega^r(M) = (\Omega(M) \otimes \text{Pol}(\mathfrak{g}))^G$, where $\text{Pol}(\mathfrak{g}) = S\mathfrak{g}^*$ denotes the polynomial algebra on $\mathfrak{g}$ (with the coadjoint action of $G$). Let $H_G(M) = \ker(d_G)/\text{im}(d_G)$ where the equivariant differential $d_G$ is defined by 

$$
(d_G\alpha)(X) = (d - \iota(X_M))\alpha(X).
$$

For $\xi \in \mathfrak{g}^*$, we write $\xi(\partial)$ for the directional derivative on $\mathfrak{g}^*$ in the direction $\xi$. This extends to a map $p \in \text{Pol}(\mathfrak{g}) = S\mathfrak{g}^* \mapsto p(\partial)$ from polynomials on $\mathfrak{g}$ to constant-coefficient differential operators on $\mathfrak{g}^*$. An equivariant differential form $\alpha \in \Omega^r_G(M)$ can be decomposed as a sum $\alpha = \sum_k \alpha_k p_k$ where $\alpha_k \in \Omega(M)$, $p_k \in \text{Pol}(\mathfrak{g})$. Let $\phi : M \to \mathfrak{g}^*$ be a smooth map. We define a linear map $\text{C}^\infty(\mathfrak{g}^*) \to \Omega(M)$ by 

$$
f \mapsto \alpha(-\partial)f \circ \phi := \sum_k \alpha_k \phi^*(p_k(-\partial)f).
$$

For a couple of arguments it will be convenient to use equivariant currents. Let $\mathcal{C}(M)$ denote the space of currents on $M$, that is, the dual to the space $\Omega^r_{\text{comp}}(M)$ of compactly supported smooth differential forms. The space of equivariant currents is $\mathcal{C}_G(M) = (\mathcal{C}(M) \otimes \text{Pol}(\mathfrak{g}))^G$. Assuming $M$ is oriented, $\Omega(M)$ can be identified with a subspace of $\mathcal{C}(M)$, and the above definitions extend naturally to $\mathcal{C}_G(M)$.

## 2 Harada-Karshon approach to norm-square localization

In this section we describe a version of the Harada-Karshon (H-K) Theorem [14]. We restrict ourselves to the case that the localizing set $Z$ is a smooth submanifold. This avoids some complications and has the appealing feature that the contribution from a component $Z_i \subset Z$ is especially simple to describe: it is the twisted DH distribution of any polarized completion of a tubular neighbourhood of $Z_i$. Only the smooth case is used in Section 3, as we eventually use a perturbation to ensure a smooth localizing set. Some discussion of the situation when $Z$ is not smooth is included in Appendix C. A small difference—needed later on in Section 4.1—between our setting and that in [14], is that we work with a moment map which might only be proper when restricted to the support of the equivariant cocycle $\alpha$ used to twist the Duistermaat-Heckman distribution. This explains why conditions on the support of $\alpha$ appear in the statements. For
completeness, some proofs are outlined in Appendix B; the interested reader should also consult the original paper [14] for a detailed treatment.

### 2.1 Twisted Duistermaat-Heckman measures.

Throughout this section, \((N, \omega, \phi)\) will be an oriented, possibly degenerate, Hamiltonian \(G\)-space, that is, an oriented \(G\)-manifold \(N\), equipped with a closed, equivariant 2-form

\[
\omega_G(X) = \omega - \langle \phi, X \rangle, \quad X \in \mathfrak{g}.
\]

Let \(\alpha \in \Omega^*_G(N)\) be a closed equivariant differential form, or more generally, a closed equivariant current. We are interested in an invariant of the 4-tuple \((N, \omega, \phi, \alpha)\), the \(\alpha\)-twisted Duistermaat-Heckman distribution, \(DH(N, \omega, \phi, \alpha) \in D^\prime(\mathfrak{g}^*)\). These distributions were introduced by Jeffrey-Kirwan [16], and contain information about cohomology pairings on symplectic quotients. In the case that \(\alpha\) is compactly supported, \(DH(N, \omega, \phi, \alpha)\) can be defined in terms of its Fourier coefficients. For \(X \in \mathfrak{g}\),

\[
\langle DH(N, \omega, \phi, \alpha), e^{-2\pi i \cdot} \rangle = \int_N e^{\omega - 2\pi i \langle \phi, X \rangle} \alpha(2\pi i X).
\]

Note that the integrand is closed for the differential \(d_{2\pi i X} := d - 2\pi i \iota(X_M)\). More generally we define

\[
\langle DH(N, \omega, \phi, \alpha), f \rangle = \int_N e^{\omega \phi^* (\partial \cdot)} f \circ \phi,
\]

for \(f \in C^\infty_{\text{comp}}(\mathfrak{g}^*)\). To ensure that the integral exists, we require that \(\phi\) be proper on the support of \(\alpha\). In the case that \(\alpha = \sum_k \alpha_k p_k\) is an equivariant current, the above integral (3) should be interpreted as a sum of pairings between currents \(\alpha_k\) and forms \(e^{\omega \phi^* (p_k(-\partial) f)}\). The DH distribution \(DH(N, \omega, \phi, \alpha)\) can also be expressed in terms of push-forwards of currents:

\[
DH(N, \omega, \phi, \alpha) = \sum_k p_k(\partial) \phi^* (e^{\omega \alpha_k})^\text{top}.
\]

**Theorem 2.1.** Let \((N, \omega, \phi)\) be an oriented Hamiltonian \(G\)-space. Let \(\alpha_1, \alpha_2\) be closed equivariant currents, and suppose \(\alpha_1 - \alpha_2 = d_G \beta\) for some equivariant current \(\beta\). Assume that \(\phi\) is proper on the support of \(\alpha_1, \alpha_2, \beta\). Then

\[DH(N, \omega, \phi, \alpha_1) = DH(N, \omega, \phi, \alpha_2).\]

H-K give a proof by cobordism ([14], Lemma 5.15). We include a proof based on methods in [18].

**Proof.** We must show \(DH(N, \omega, \phi, d_G \beta) = 0\). If \(\beta\) is not compactly supported, let \(\{\rho_k\}\) be a smooth \(G\)-invariant (locally finite) partition of unity on \(N\) with \(\rho_k\) compactly supported. For \(f \in C^\infty_{\text{comp}}(\mathfrak{g}^*)\), \(\text{supp}(\beta) \cap \text{supp}(\phi^* f)\) is compact, so intersects the supports of only finitely many of the functions \(\rho_k\). Therefore for all but finitely many \(k\)

\[(d_G(\rho_k \beta))(-\partial) f \circ \phi = 0,
\]

so that the sum can be brought outside the integral:

\[
\langle DH(N, \omega, \phi, d_G \beta), f \rangle = \sum_k \langle DH(N, \omega, \phi, d_G(\rho_k \beta)), f \rangle.
\]
Since this holds for any \( f \in C_c^\infty(\mathfrak{g}^*) \) we conclude
\[
DH(N, \omega, \phi, d_G \beta) = \sum_k DH(N, \omega, \phi, d_G (\rho_k \beta)),
\]
and each \( \rho_k \beta \) is compactly supported.

So assume \( \beta \) is compactly supported, in which case \( DH(N, \omega, \phi, d_G \beta) \) is a compactly supported distribution. Let \( X \in \mathfrak{g} \). Using the formula for the Fourier coefficients (2)
\[
\langle DH(N, \omega, \phi, d_G \beta), e^{-2\pi i \langle \cdot, X \rangle} \rangle = \int_N \omega - 2\pi i \langle \phi, X \rangle d_G (2\pi i X) \beta(2\pi i X) e^{\omega - 2\pi i \langle \phi, X \rangle} = 0,
\]
where the last line follows by Stokes’ theorem.

**Remark 2.2.** It is not true in general that if \( [\omega_1 - \phi_1] = [\omega_2 - \phi_2] \) in \( H_G(N) \) then the corresponding Duistermaat-Heckman measures are equal (even for \( N = \mathbb{R}^2 \)). Theorem B.4 gives a sufficient condition.

### 2.2 Taming maps and polarized completions.

**Definition 2.3.** A taming map \( v : N \to \mathfrak{g} \) is a smooth \( G \)-equivariant map. A bounded taming map is one for which the map \( v \) is bounded. A taming map \( v \) defines a vector field \( v_N \) on \( N \) by
\[
v_N(p) := (v(p))_N(p), \quad p \in N.
\]
The localizing set or critical set of \( v \) is
\[
Z := \{ p \in N | v_N(p) = 0 \}.
\]
We make the convention that the elements of \( \phi(Z) \subset \mathfrak{g}^* \) will be referred to as critical values.

An example of a taming map is obtained from a \( G \)-invariant inner product \( \cdot \) on \( \mathfrak{g} \). Using the inner product to identify \( \mathfrak{g} \) and \( \mathfrak{g}^* \), we can take \( v \) to be the moment map itself. The localizing set for \( v = \phi \) is
\[
Z = G \cdot \bigcup_{\beta \in \frak{t}_*^+} N^\beta \cap \phi^{-1}(\beta).
\]
If \( \omega \) is non-degenerate, the localizing set coincides with the set of critical points for the norm-square of the moment map [17].

An important reason for introducing taming maps is that they are a convenient way to prove that a map is proper, as a result of the following simple Lemma.

**Lemma 2.4** ([14], Lemma 2.9). Let \( v \) be a bounded taming map on a \( G \)-manifold \( N \), and let \( \phi : N \to \mathfrak{g}^* \) be a continuous function. Suppose \( \langle \phi, v \rangle \) is proper on a closed subset \( S \). Then \( \phi \) is proper on \( S \).

**Definition 2.5.** Let \( \alpha \) be a closed equivariant differential form on a Hamiltonian \( G \)-space \( (U, \omega, \phi) \). Let \( v \) be a taming map with smooth localizing set \( \iota_Z : Z \hookrightarrow U \). Suppose that \( \langle \phi, v \rangle \) is proper and bounded below on \( Z \cap \text{supp}(\alpha) \). A \( v \)-polarized completion of \( (U, \omega, \phi, \alpha) \) is a Hamiltonian \( G \)-space \( (U, \tilde{\omega}, \tilde{\phi}) \) with \( \iota_Z^*(\omega - \phi) = \iota_Z^*(\tilde{\omega} - \tilde{\phi}) \), and such that \( \langle \phi, v \rangle \) is proper and bounded below on the support of \( \alpha \).
In other words, $\tilde{\phi}$ is an extension of $\phi|_Z$ such that $\langle \tilde{\phi}, v \rangle$ is proper and bounded below on the support of $\alpha$.

**Definition 2.6.** Let $N$ be a $G$-manifold, $Z$ a $G$-invariant submanifold, and $U$ a $G$-invariant open set in $N$. We say that $U$ can be **smoothly collapsed to part of** $Z$ if there is a smooth $G$-invariant submanifold $Z' \subset Z \cap U$ and smooth $G$-equivariant map $p : [0, 1] \times U \to U$ such that

1. $p_0$ is the identity map on $U$,
2. $p_1(U) \subset Z'$,
3. $p_t(Z') \subset Z'$ for all $t \in [0, 1]$.

Mainly we will use $G$-invariant tubular neighbourhoods $U \supset Z$, which are clearly examples of the definition above. But for an argument in Section 4.4 it is convenient to have this slightly more flexible definition.

**Remark 2.7.** The definition says that the identity map $\text{Id}_U$ and the inclusion $\iota_{Z'}$ are connected by a smooth, $G$-equivariant homotopy $p$. In particular, if $\alpha_0, \alpha_1$ are closed equivariant differential forms on $U$ whose pullbacks to $Z'$ are equal, then $\alpha_0, \alpha_1$ are cohomologous. H-K [14] work with a similar condition.

The next result is the main result on existence of polarized completions, and the uniqueness (under conditions) of the resulting DH distribution. A proof is included in Appendix B.

**Lemma 2.8** ([14] Proposition 3.4, Lemmas 4.12, 4.17). Let $\alpha$ be a closed equivariant differential form on an oriented Hamiltonian $G$-space $(N, \omega, \phi)$. Let $v : N \to g$ be a bounded taming map with smooth localizing set $Z$. Let $U \supset Z \cap \text{supp}(\alpha)$ be an open subset that can be smoothly collapsed to part of $Z$. Suppose that $\langle \phi, v \rangle$ is proper and bounded below on $Z \cap \text{supp}(\alpha)$. Then

1. There exists a $v$-polarized completion $(U, \tilde{\omega}, \tilde{\phi})$ of the restriction $(U, \omega|_U, \phi|_U, \alpha|_U)$.
2. Suppose $v_0, Z_0, (U_i, \tilde{\omega}_i, \tilde{\phi}_i), i = 0, 1$ are two sets of data satisfying the above conditions, and such that $v_0, v_1$ agree on the support of $\alpha$. Then

$$\text{DH}(U_0, \tilde{\omega}_0, \tilde{\phi}_0, \alpha) = \text{DH}(U_1, \tilde{\omega}_1, \tilde{\phi}_1, \alpha).$$

Note that Lemma 2.4 implies that $\tilde{\phi}$ is proper on the support of $\alpha|_U$, hence $\text{DH}(U, \tilde{\omega}, \tilde{\phi}, \alpha)$ is defined.

### 2.3 The Harada-Karshon Theorem.

**Definition 2.9.** Following [14], in the setting of Lemma 2.8, we define

$$\text{DH}^v_Z(N, \omega, \phi, \alpha) = \text{DH}(U, \tilde{\omega}, \tilde{\phi}, \alpha). \quad (4)$$

If $Z = \sqcup Z_i$ and $U = \sqcup U_i$, where $U_i$ is an open $G$-invariant subset that can be smoothly collapsed to part of $Z_i$, define

$$\text{DH}^v_{Z_i}(N, \omega, \phi, \alpha) = \text{DH}(U_i, \tilde{\omega}_i, \tilde{\phi}_i, \alpha).$$

We have

$$\text{DH}^v_Z(N, \omega, \phi, \alpha) = \sum_i \text{DH}^v_{Z_i}(N, \omega, \phi, \alpha).$$
The right-hand-side of (4) is stable under various changes (which justifies the notation): according to Lemma 2.8, it is independent of the choice of open $U$ and the choice of $v$-polarized completion. There is flexibility to modify the taming map $v$ away from the support of $\alpha$. Also, if the properness condition in Theorem 2.1 holds, then $\alpha$ can be replaced by a cohomologous form $\alpha'$; one simple case in which this properness condition is immediate is if $\text{supp}(\alpha') \subset \text{supp}(\alpha)$.

We can now state the main theorem of [14]. A proof is included in Appendix B.

**Theorem 2.10** ([14], Theorem 5.20). Consider the setting of Lemma 2.8. Suppose further that $\langle \phi, v \rangle$ is proper and bounded below on the support of $\alpha$. Then

$$ DH(N, \omega, \phi, \alpha) = \text{DH}^v_Z(N, \omega, \phi, \alpha). $$

**Remark 2.11.** This result is related to earlier work on the subject, in particular the work of Paradan [21, 22] and Woodward [26]. As examples, one might look to Proposition 3.3 in [21] (a general localization result) and Proposition 2.9 in [22] (a formula for the contribution of a smooth component of the localizing set, in terms of a twisted DH distribution for a tubular neighbourhood $U \supset Z$). Theorem 5.1 in [26] is a norm-square localization formula, expressed in terms of twisted DH distributions of small submanifolds around the critical set.

The condition that $v$ be bounded can be relaxed. If $v$ is unbounded, but is bounded on a neighbourhood $\iota_i : N_i \hookrightarrow N$ of each component $Z_i$ of $Z$, then we can extend the definition:

$$ \text{DH}^v_{Z_i}(N, \omega, \phi, \alpha) := \text{DH}^v_{Z_i}(N_i, \iota_i^* \omega, \iota_i^* \phi, \iota_i^* \alpha). $$

The flexibility noted in Definition 2.9 holds in this setting. It is also often possible to apply Theorem 2.10 (notably for the case $v = \phi$, which can be unbounded):

**Corollary 2.12.** Consider the setting of Theorem 2.10, except that $v$ may be unbounded. Suppose however that the subset $\|v\|^2(Z) \subset \mathbb{R}$ is discrete, and set $Z_r = Z \cap (\|v\|^2)^{-1}(r)$. Then

$$ DH(N, \omega, \phi, \alpha) = \sum_r \text{DH}^v_{Z_r}(N, \omega, \phi, \alpha). $$

**Proof.** Since $\|v\|^2(Z) \subset \mathbb{R}$ is discrete, it is possible to find a smooth, positive, non-increasing function $f \in C^\infty(\mathbb{R}_{\geq 0})$, constant near each $r \in \mathbb{R}_{\geq 0}$ such that $Z_r \neq \emptyset$, and vanishing sufficiently rapidly at infinity, such that the modified taming map $v' = f(\|v\|^2)v$ is bounded. The localizing sets for $v, v'$ are the same, and Theorem 2.10 can be applied, which gives the right-hand-side of (6) except for $v'$. Since $f(\|v\|^2)$ is constant near each $Z_r \neq \emptyset$, the condition that $(U_r, \tilde{\omega}_r, \tilde{\phi}_r)$ is a $v'$-polarized completion is equivalent to it being a $v$-polarized completion, since we can take $U_r$ sufficiently small that $f(\|v\|^2)$ is constant on $U_r$. Thus $\text{DH}^v_{Z_r}(N, \omega, \phi, \alpha) = \text{DH}^v_Z(N, \omega, \phi, \alpha).$ $\square$

The following Lemma will be useful in Section 4. It allows a DH distribution for a Hamiltonian $G$-space $N$, twisted by a Poincaré dual form $\tau_S$ to a submanifold $S \subset N$, to be reduced to a DH distribution for the submanifold $S$.

**Lemma 2.13.** Let $(N, \omega, \phi)$ be an oriented Hamiltonian $G$-space, and $\alpha$ a closed equivariant differential form. Let $\iota : S \hookrightarrow N$ be an oriented $G$-invariant submanifold (without boundary), which is closed as a subset of $N$. Let $\tau_S$ be a $G$-equivariant Thom form for the normal bundle $\nu(S, N) \to S$, which we view as a closed equivariant differential form on $N$ via a tubular neighbourhood embedding. Let $v : N \to g$ be a bounded taming map with smooth localizing set $Z$, such that $Z_S := S \cap Z$ is also smooth. Suppose $\langle \phi, v \rangle$ is proper and bounded below on $Z \cap \text{supp}(\tau_S \alpha)$. Then

$$ \text{DH}^v_Z(N, \omega, \phi, \tau_S \alpha) = \text{DH}^v_{Z_S}(S, \iota^* \omega, \iota^* \phi, \iota^* \alpha). $$
Proof. Let \( U_S \) be a small \( G \)-invariant tubular neighbourhood of \( Z_S \) in \( S \), and let \( U \) be a small \( G \)-invariant tubular neighbourhood of \( U_S \) in \( N \). Since we can replace \( \tau_S \) with a cohomologous form having support contained in an arbitrarily small neighbourhood of \( S \), we can assume \( U \) contains \( Z \cap \text{supp}(\tau_S) \). Moreover, \( U \) can be smoothly collapsed to part of \( Z \) (first collapse \( U \) to \( U_S \), then collapse the latter to \( Z_S \)). Let \((U, \omega, \phi)\) be a \( v \)-polarized completion of \((U, \omega, \phi, \tau_S)\).

By definition,
\[
DH^v_Z(N, \omega, \phi, \tau_S) = DH(U, \bar{\omega}, \bar{\phi}, \tau_S).
\]

Let \( \delta_S \) be the closed equivariant current defined by \( S \),
\[
\langle \delta_S, \eta \rangle = \int_S \tau^* \eta, \quad \eta \in \Omega_{\text{comp}}(N).
\]

Then \( \delta_S, \tau_S \) are cohomologous in \( C_G(N) \). Since \( v \) is bounded, \( \bar{\phi} \) is proper on \( \text{supp}(\tau_S) \) (Lemma 2.4), hence also on \( \text{supp}(\delta_S) \). Applying Theorem 2.1,
\[
DH^v_Z(N, \omega, \phi, \tau_S) = DH(U, \bar{\omega}, \bar{\phi}, \delta_S).
\]

Because of the delta-like current, the right-hand-side can be viewed as a twisted-DH distribution for \( S \cap U = U_S \). Thus
\[
DH^v_Z(N, \omega, \phi, \tau_S) = DH(U_S, \tau^* \bar{\omega}, \tau^* \bar{\phi}, \tau^* \alpha).
\]

The right-hand-side of this equation is \( DH^v_Z(S, \tau^* \omega, \tau^* \phi, \tau^* \alpha) \).

\[\square\]

### 3 Hamiltonian LG-spaces and q-Hamiltonian G-spaces

Let \( LG \) denote the Banach Lie group consisting of maps \( S^1 \to G \) of a fixed Sobolev level \( s \geq 1 \), with group operation given by pointwise multiplication, and let \( Lg = \Omega^0_s(S^1, g) \) denote its Lie algebra. We define \( Lg^* \) to be the space \( \Omega^1_{s-1}(S^1, g) \) of \( g \)-valued 1-forms of Sobolev level \( s-1 \), where the pairing with \( Lg \) is defined using the inner product on \( g \), and integration over the circle. Identifying \( Lg^* \) with the space of connections on the trivial \( G \)-bundle over the circle, we have the affine-linear action of \( LG \) by gauge transformations
\[
g \cdot \xi = \text{Ad}_g \xi - dgg^{-1}.
\]

**Definition 3.1.** A Hamiltonian LG-space \((M, \omega, \Psi)\) is a Banach manifold \( M \) with a smooth LG-action, equipped with a weakly non-degenerate, LG-invariant 2-form \( \omega \), and an LG-equivariant moment map \( \Psi : M \to Lg^* \) satisfying
\[
\iota(\xi_M) \omega = -d\langle \Psi, \xi \rangle, \quad \xi \in Lg.
\]

Let \( L_0 G \subset LG \) denote the subgroup consisting of loops based at the identity \( e \in G \). This subgroup acts freely on \( Lg^* \). Hence, by equivariance of \( \Psi \), \( L_0 G \) also acts freely on \( M \).

#### 3.1 The norm-square of the moment map.

For \( \xi \in Lg^* \), let
\[
\|\xi\|^2 = \frac{1}{2\pi} \int_0^{2\pi} |\xi(\theta)|^2 d\theta,
\]
where \( |\xi(\theta)| \) denotes the norm on \( g \). Given a Hamiltonian LG-space \((M,\omega,\Psi)\), the **norm-square of the moment map** is the \( G \)-invariant function
\[
\|\Psi\|^2 : M \to \mathbb{R}.
\]

The following result gives a description of the critical set of \( \|\Psi\|^2 \).
Proposition 3.2 (cf. [7]). Let $\Psi : \mathcal{M} \to Lg^*$ be a proper Hamiltonian $LG$-space. We have a decomposition

$$\text{Crit}(\|\Psi\|^2) = G \cdot \bigcup_{\beta \in \mathcal{B}} \mathcal{M}^\beta \cap \Psi^{-1}(\beta)$$

(7)

where $\mathcal{B} = \{ \beta \in t_+^* | \mathcal{M}^\beta \cap \Psi^{-1}(\beta) \neq \emptyset \} \subset t_+^*$ is discrete.

We make some brief remarks to motivate this result. If $m \in \mathcal{M}$ is a critical point of $\|\Psi\|^2$, then, by equivariance of $\Psi$, $\xi := \Psi(m)$ must be a critical point of the restriction of $\|\cdot\|^2$ to the $L_0G \cdot \xi \subset Lg^*$. Let $g \in G$ be the holonomy of the connection $\xi$, and let $P_{e,g}G$ denote the space of paths $\gamma : [0,1] \to G$ of Sobolev class $s$ having fixed endpoints $\gamma(0) = e$, $\gamma(1) = g$. $L_0G$ acts on $P_{e,g}G$ by left multiplication. For $\gamma \in P_{e,g}G$, let $E(\gamma)$ denote the energy of the path:

$$E(\gamma) = \int_0^1 |\gamma(t)^{-1} \gamma'(t)|^2 dt.$$ 

There is an $L_0G$-equivariant map $\text{Hol} : L_0G \cdot \xi \to P_{e,g}G,$

the holonomy of the connection (using the trivialization $S^1 \times G$ of the bundle), and under this map

$$\|\xi\|^2 = E(\text{Hol}(\xi)), \quad \xi \in L_0G \cdot \xi \subset Lg^*.$$

The critical points of the energy functional on $P_{e,g}G$ are smooth geodesics (for the bi-invariant metric) from $e$ to $g$. It follows that $\text{Hol}(\xi) = \exp(t\xi)$ with $\xi \in g \subset Lg^*$ a constant connection.

We have

$$0 = d_m\|\Psi\|^2 = 2\langle d_m\Psi, \xi \rangle = -2\iota(\xi_M)\omega_m.$$ 

By weak non-degeneracy of $\omega$, $\xi_M(m) = 0$, which shows that $m \in \mathcal{M}^\xi \cap \Psi^{-1}(\xi)$. Since $\|\Psi\|^2$ is $G$-invariant, the decomposition (7) in terms of a subset $\mathcal{B} \subset t_+^*$ follows. Using properness of $\Psi$, it can be shown that $\mathcal{B}$ is discrete.

3.2 Q-Hamiltonian $G$-spaces and the Equivalence Theorem. The left (resp. right) invariant Maurer-Cartan forms on $G$ will be denoted $\theta^L$ (resp. $\theta^R$). The Cartan 3-form $\eta$ is a bi-invariant closed 3-form on $G$ given by

$$\eta = \frac{1}{12} [\theta^L, [\theta^L, \theta^L]].$$

It has an equivariant extension (for $G$ acting on itself by conjugation)

$$\eta_G(X) = \eta - \frac{1}{2}(\theta^L + \theta^R) \cdot X, \quad X \in g.$$ 

Definition 3.3 ([1]). A quasi-Hamiltonian (q-Hamiltonian) $G$ space is a $G$-manifold $M$, together with a $G$-invariant 2-form $\omega$ and a smooth $G$-equivariant map $\Phi : M \to G$ satisfying

$$d_G\omega = -\Phi^*\eta_G,$$

(8)

and such that $\ker(\omega_m) \cap \ker(d_m\Phi) = \{0\}$ for all $m \in M$. If this last minimal degeneracy condition is not satisfied, then we refer to $M$ as a degenerate q-Hamiltonian $G$-space.
Remark 3.4. If \( \rho = \frac{1}{2} \sum_{\alpha \in R_+} \alpha \), the half-sum of the positive roots, is a weight of the group \( G \), then \( M \) is automatically even-dimensional and orientable [3] (for example, this happens if \( G \) is the product of a simply connected group and a torus). In any case, from now on we take \( M \) to be a connected, oriented, even-dimensional q-Hamiltonian \( G \)-space.

According to the Equivalence Theorem 8.3 in [1], there is a 1-1 correspondence between compact q-Hamiltonian \( G \)-spaces and proper Hamiltonian \( LG \)-spaces. Let \( \Psi : M \to Lg^* \) be a proper Hamiltonian \( LG \)-space with 2-form \( \omega_M \). The corresponding q-Hamiltonian space \( \Phi : M \to G \) fits into a pullback diagram

\[
\begin{array}{ccc}
M & \xrightarrow{\Psi} & Lg^* \\
\downarrow{\text{Hol}} & & \downarrow{\text{Hol}} \\
M & \xrightarrow{\Phi} & G
\end{array}
\]

The vertical maps are quotients by the free action of the group of based loops \( L_0G \). There is an \( LG \)-invariant 2-form \( \varpi \in \Omega^2(Lg^*) \) such that

\[
\omega := \omega_M + \Psi^* \varpi,
\]

is \( L_0G \)-basic, hence descends to the quotient \( M \). It satisfies

\[
d_G \omega = -\Phi^* \eta_G,
\]

thus \((M, \omega, \Phi)\) is a q-Hamiltonian \( G \)-space.

For later use, define the (possibly singular) \( T \)-invariant closed subsets

\[X = \Phi^{-1}(T) \subset M, \quad \hat{X} = \Psi^{-1}(t) \subset M.\]

Restricting the pullback diagram (9) shows that \( \hat{X} \) is the fibre product of \( X \) with \( t \subset Lg^* \).

### 3.3 Cross-section Theorem.

Let \( g \in T \), and let \( G_g \) be the centralizer of \( g \), with Lie algebra \( g_g \). Since \( G_g \supset T \), \( g_g \) has a unique \( G_g \)-invariant complement \( g_g^\perp \). There exists a slice for the conjugation action near \( g \), that is, an \( \text{Ad}(G_g) \)-invariant open neighbourhood \( U_g \) of \( g \) in \( G_g \) such that there is a \( G \)-equivariant diffeomorphism onto an open subset of \( G \):

\[
G \times_{G_g} U_g \cong \text{Ad}(G) \cdot U_g, \quad [h, x] \mapsto hxh^{-1}.
\]

Let \( \Phi : M \to G \) be a q-Hamiltonian \( G \)-space, and let

\[
Y_g = \Phi^{-1}(U_g).
\]

This is a smooth \( G_g \)-invariant submanifold. Moreover, \( G \cdot Y_g \) is an open subset of \( M \) and

\[
G \cdot Y_g \cong G \times_{G_g} Y_g,
\]

as \( G \)-spaces. By Proposition 7.1 of [1], \( Y_g \) is a q-Hamiltonian \( G_g \)-space, with the restriction of the 2-form and moment map.

In fact, the cross-section \( Y_g \) can be made into a Hamiltonian \( G_g \)-space. If the chosen open neighbourhood \( U_g \) is sufficiently small, then the image of the map \( g^{-1} \Phi|_{Y_g} \) is contained in a neighbourhood of \( e \in G \) on which the exponential map has a smooth inverse log sending \( e \) to \( 0 \in g \). Let

\[
\phi_g := \log(g^{-1} \Phi|_{Y_g}).
\]
The pullback of the Cartan 3-form $\eta$ to $U_g$ is exact. Using a homotopy operator, one constructs a $G_g$-invariant 2-form $\varpi$ on $\mathfrak{g}_g$ such that on $Y_g$ the 2-form

$$\omega_g = \omega - \phi_g^* \varpi.$$  

satisfies $d\omega_g = 0$. See [1] for further details. It follows from the construction and the fact that $\iota_T^* \eta = 0$, that

$$\iota_T^* \varpi = 0. \quad (12)$$

**Theorem 3.5** ([1]). $(Y_g,\omega_g,\phi_g)$ is a non-degenerate Hamiltonian $G_g$-space.

As a result of equation (11), the normal bundle

$$\nu(Y_g, M) \cong Y_g \times \mathfrak{g}_g^\perp.$$  

We orient the even-dimensional subspace $\mathfrak{g}_g^\perp$ compatibly with the orientation provided by the Liouville form on the symplectic submanifold $Y_g$, and the orientation on $M$. Note in particular that when $\mathfrak{g}_g^\perp = \{0\}$, an orientation is just a sign $\pm 1$. Let $\mathfrak{g}_g/t$ denote the unique $T$-invariant complement of $t$ in $\mathfrak{g}_g$. Hence

$$t^\perp = (\mathfrak{g}_g/t) \oplus \mathfrak{g}_g^\perp.$$  

Orient $\mathfrak{g}_g/t$ compatibly with the orientation on $\mathfrak{g}_g^\perp$ and the orientation on $t^\perp$ determined by the positive roots. Let $\text{Eul}(\mathfrak{g}_g/t, X) \in \text{Pol}(t)$ denote the $T$-equivariant Euler class for the oriented $T$-equivariant vector bundle $(\mathfrak{g}_g/t) \times t \to t$. It is given by

$$\text{Eul}(\mathfrak{g}_g/t, X) = \text{sgn}(g)(-1)^{|R_g,+|} \prod_{\alpha \in R_g,+} \langle \alpha, X \rangle,$$

where $R_{g,+} \subset R_+$ is a set of positive roots of $\mathfrak{g}_g$, and $\text{sgn}(g) = \pm 1$ is a sign depending on $g$ (determined from the orientations).

### 3.4 Abelianization

This subsection describes the ‘abelianization’ of a $q$-Hamiltonian $G$-space $\Phi : M \to G$, a construction introduced in [18] Section 3.2. This is a rough analog, for $q$-Hamiltonian spaces, of converting a Hamiltonian $G$-space into a Hamiltonian $T$-space by projecting the moment map to $t^\ast$. Consider the $\text{Ad}(T)$-equivariant smooth map $r : T \times t^\perp \to G$

$$r(t,X) = t \exp(X).$$

For a sufficiently small ball around the origin $B_r(t^\perp)$, the map $r$ restricts to a diffeomorphism from $T \times B_r(t^\perp)$ onto a tubular neighbourhood $\mathcal{T}$ of $T$ in $G$. Let $\pi_T : \mathcal{T} \simeq T \times B_r(t^\perp) \to T$ denote the projection onto the first factor. Let $\mathcal{X} = \Phi^{-1}(\mathcal{T}) \subset M$, and define a smooth map $\Phi_a : \mathcal{X} \to T$ by

$$\Phi_a = \pi_T \circ \Phi.$$  

The pullback of the Cartan 3-form $\eta$ to $\mathcal{T}$ is exact (its pullback to $T$ vanishes). Using a homotopy operator, one constructs a $T$-invariant 2-form $\gamma_a$ such that on $\mathcal{X} := \Phi^{-1}(\mathcal{T}) \subset M$, the 2-form

$$\omega_a = \omega - \Phi^* \gamma_a,$$

satisfies $d\omega_a = 0$. See [18] for further details. It follow from the construction and the fact that $\iota_T^* \eta = 0$ that

$$\iota_T^* \gamma_a = 0. \quad (13)$$

\footnote{We avoid using $t^\perp$ since we use this to denote the $T$-invariant complement in $\mathfrak{g}$.}
Theorem 3.6 ([18] Proposition 3.4). $(\mathcal{X}, \omega_a, \Phi_a)$ is a (degenerate) $q$-Hamiltonian $T$-space, called the abelianization of $M$.

Let $\hat{\mathcal{X}}$ be the fibre product $\mathcal{X} \times_T t$, and $\hat{\Phi}_a : \hat{\mathcal{X}} \to t$ the corresponding map:

$$
\begin{array}{ccc}
\hat{\mathcal{X}} & \xrightarrow{\hat{\Phi}_a} & t \\
\downarrow \exp & & \downarrow \exp \\
\mathcal{X} & \xrightarrow{\Phi_a} & T 
\end{array}
$$

(14)

The covering map $\exp : \hat{\mathcal{X}} \to \mathcal{X}$ is the quotient by the action of the integral lattice $\Lambda$. Pulling $\omega_a$ back to $\hat{\mathcal{X}}$, we obtain a (degenerate) Hamiltonian $T$-space $(\hat{\mathcal{X}}, \exp^* \omega_a, \hat{\Phi}_a)$. Since $\mathcal{X}$ is an open subset of $M$, $\mathcal{X}$ and $\hat{\mathcal{X}}$ both inherit an orientation. Comparing to pullback diagram (9) shows that the subset $\hat{X} = \Psi^{-1}(t) \subset \mathcal{M}$ of the corresponding Hamiltonian $LG$-space, can be identified with the subset $\exp^{-1}(X) \subset \hat{\mathcal{X}}$.

3.5 Twisted DH distributions for a $q$-Hamiltonian space. The twisted DH distributions that we study in this paper are not the same as those defined in [3] (which are conjugation-invariant distributions on the group $G$), but are closely related to them by an induction-type map. We briefly indicate the relation in remark 3.7 below. The type of DH distribution considered here was first introduced for $q$-Hamiltonian spaces in [18], where further results about DH distributions of this kind can be found. The idea of using a smooth cut-off form, playing the role of a Poincare dual to a possibly singular subset, appeared in a paper of Jeffrey-Kirwan (see section 5 in [15]).

To a $G$-equivariant cocycle $\alpha \in \Omega_G(M)$, we will associate a $\Lambda$-periodic, $W$-anti-symmetric distribution $m^\alpha$ on $t \simeq t^*$. The distribution $m^\alpha$ is intended to represent the $\alpha$-twisted DH distribution of the $T$-space $\hat{X} = \Psi^{-1}(t) \subset \mathcal{M}$, the only problem being that the latter might not be smooth. To deal with this, we work instead with the slightly larger space $\hat{X} \supset \hat{X}$ (see definition in previous subsection), together with a cut-off form $\tau_{\hat{X}}$ supported near $\hat{X}$ that plays the role of a Poincare dual to $\hat{X}$.

Let $\tau$ denote a compactly supported $T$-equivariant Thom form for the vector bundle $\pi_T : T \simeq T \times t^+ \to T$, and let $\tau_{\hat{X}} = \exp^* \Phi^* \tau$. The twisted DH distribution that we will study for the remainder of the article is

$$
m^\alpha := \text{DH}(\hat{X}, \exp^* \omega_a, \hat{\Phi}_a, \tau_{\hat{X}} \cdot \exp^* \alpha).$$

(In the future, pullbacks by $\exp$ will be omitted from the notation.) This is well-defined since $\hat{\Phi}_a$ is proper on the support of $\tau_{\hat{X}}$. It is independent of the choice of tubular neighbourhood $T \supset T$ and of the choice of $\tau$ by Theorem 2.1. $m^\alpha$ can equivalently be thought of as a $W$-anti-symmetric distribution on $T$.

If $\Psi$ is transverse to $t$ so that $\hat{X}$ is smooth, then $\tau_{\hat{X}}$ is Poincare dual to $\hat{X}$, and it follows (similar to Lemma 2.13) that $m^\alpha = \text{DH}(\hat{X}, \exp^* \omega_a, \hat{\Phi}_a, \exp^* \alpha)$, where the orientation of $\hat{X}$ is determined by the orientations of $\hat{X}$ and $t^+$.

As already mentioned, the main reason for introducing the twisted DH distributions $m^\alpha$ is that they encode certain cohomology pairings on reduced spaces—see [18] for the exact relation in the case of $m^\alpha$. As an example, consider the distribution $m$ ($\alpha = 1$), and assume $\Phi$ has a non-trivial regular value. In this case $m = f dm$ for a $\Lambda$-periodic, $W$-anti-symmetric function $f$, which is polynomial on the chambers of an affine hyperplane arrangement in $t$ (and $dm =$ Lebesgue measure). If $\xi \in t$ is a regular value of $\hat{\Phi}_a$ and $g = \exp(\xi)$ is a regular element of $T$ (i.e. $G_g = T$), then $f(\xi)$ is the volume of the reduced space $\Phi^{-1}(\exp(\xi))/T$. 
Remark 3.7. We briefly indicate the relation of $\mathfrak{m}^a$ to the more usual $G$-invariant twisted Duistermaat-Heckman distributions; see [18] sections 4, 5 for a more detailed discussion. Consider first the case of a $G$-equivariant cocycle $\alpha$ on a proper Hamiltonian $G$-space $(N, \omega, \phi)$. Let $\phi_t$ and $\phi_{t\perp}$ be the components of $\phi$ with respect to the orthogonal direct sum $\mathfrak{g} = t \oplus t\perp$. Let $U \subset N$ be the inverse image under $\phi_{t\perp}$ of a small ball $B$ around the origin in $t\perp$, and let $\tau_U$ be the pullback to $U$ of a $T$-equivariant Thom form with support contained in $B$. We have the following relation between twisted Duistermaat-Heckman distributions

$$DH(U, \omega, \phi_{t\perp}, \tau_U \cdot \alpha) = R_g(DH(N, \omega, \phi, \alpha)),$$

where $R_g$ is an isomorphism

$$R_g : \mathcal{D}'(\mathfrak{g}^*)^G \to \mathcal{D}'(t^*)^{W-\text{anti}}.$$

Up to a constant normalization, this map is the inverse of the dual map to the isomorphism

$$f \in C^\infty_{\text{comp}}(\mathfrak{g}^*)^G \mapsto f|_T \cdot \prod_{\alpha > 0} \langle \alpha, - \rangle \in C^\infty_{\text{comp}}(t^*)^{W-\text{anti}}.$$

(Any $W$-anti-symmetric smooth function can be divided by $\prod_{\alpha > 0} \langle \alpha, - \rangle$, and the result extends to a smooth $G$-invariant function.) The distribution $DH(U, \omega, \phi, \tau_U \cdot \alpha)$ therefore carries the same information. In the case of the Hamiltonian $T$-space $\hat{X}$ above, we are in a situation in which the left side of (15) is defined, but the right side is not, as the $G$-space $N$ does not exist.

The relation between $\mathfrak{m}^a$, viewed as a $W$-anti-symmetric distribution on $T$, and the conjugation-invariant distributions studied in [3] is similar. Assuming (for simplicity) that the half-sum of the positive roots $\rho$ is a weight of $G$, the relation is given by an isomorphism:

$$R_G : \mathcal{D}'(G)^G \to \mathcal{D}'(T)^{W-\text{anti}}.$$

Up to a constant normalization, this map is the inverse of the dual map to the isomorphism

$$f \in C^\infty(G)^G \mapsto (f|_T) \cdot \sum_{w \in W} (-1)^{(w)} e_{w\rho} \in C^\infty(T)^{W-\text{anti}},$$

given by restriction to $T$, followed by multiplication by the Weyl denominator.

4 Norm-square localization formula

In this section we apply the Harada-Karshon Theorem to $(\hat{X}, \omega_a, \hat{\Phi}_a)$ to obtain a norm-square localization result for Hamiltonian $LG$-spaces (or equivalently, for $q$-Hamiltonian $G$-spaces). In the later subsections, local models for the polarized completions are described, and these are used to derive more explicit formulas for the contributions. Through most of this section, we identify $t$ and $t^*$ using an invariant inner product on $\mathfrak{g}$. We use notation introduced in Section 3 for the $q$-Hamiltonian space $M$, its abelianization $\hat{X}$, the Hamiltonian covering space $(\hat{X}, \omega_a, \hat{\Phi}_a)$, and so on.

4.1 Application of the Harada-Karshon theorem. The map $\hat{\Phi}_a : \hat{X} \to t^*$ introduced in the previous section is $T$-equivariant, hence defines a taming map. However, the localizing set for this taming map need not be smooth. To get around this problem, we perturb the taming map by a small ‘generic’ vector $\gamma \in t$, letting

$$v = \hat{\Phi}_a - \gamma.$$
Then $\langle \hat{\Phi}_a, v \rangle = \| \hat{\Phi}_a \|^2 - \langle \hat{\Phi}_a, \gamma \rangle$ is proper and bounded below on the support of $\tau_{\hat{X}}$ (its behavior at infinity is dominated by the $\| \hat{\Phi}_a \|^2$ term). We will explain what we mean by ‘generic’ in the next section, but it will imply that the localizing set $Z = \{ v_{\hat{X}} = 0 \} \subset \hat{X}$ has some desirable properties, and in particular that it is smooth.

We have shown that the 4-tuple $(\hat{X}, \omega_a, \hat{\Phi}_a, \tau_{\hat{X}} \alpha)$ equipped with the taming map $v$ satisfy all the conditions required in the Harada-Karshon Theorem 2.10 (see also Corollary 2.12), which gives the following ‘norm-square localization formula’.

**Theorem 4.1.** Let $\Phi : M \to G$ be a q-Hamiltonian $G$-space, and let $\hat{\Phi}_a : \hat{X} \to t$ be the covering space of its abelianization, as above. Let $v = \hat{\Phi}_a - \gamma$ for a generic vector $\gamma$. Let $\tau_{\hat{X}}$ be the pullback of the Thom form. Then

$$DH(\hat{X}, \omega_a, \hat{\Phi}_a, \tau_{\hat{X}} \alpha) = DH^v_Z(\hat{X}, \omega_a, \hat{\Phi}_a, \tau_{\hat{X}} \alpha).$$

(16)

It will take some work to extract a more explicit description of the right-hand-side of this equation. As a first step, note that

$$Z = \bigcup_{\beta \in t} \hat{X}^{\overline{\beta}} \cap \hat{\Phi}_a^{-1}(\beta),$$

where

$$\overline{\beta} := \beta - \gamma.$$

We will refer to the set $Z_\beta = \hat{X}^{\overline{\beta}} \cap \hat{\Phi}_a^{-1}(\beta)$ as the $\beta$-component of the localizing set (it might not be connected).

### 4.2 Relation to $\|\Psi\|^2$.

By taking the support of the Thom form $\tau$ to be sufficiently small in the ‘vertical’ ($t^\perp$) direction, we can assume that $\tau_{\hat{X}}$ vanishes identically on each component of $Z_\beta$ which does not intersect $\hat{X} = \exp^{-1}(\Phi^{-1}(T))$, so that these components give trivial contribution to (16). Recall that $\hat{X}$ can be identified with the set $\Psi^{-1}(t)$, inside the corresponding Hamiltonian $LG$-space $M$, and $\hat{\Phi}_a|_{\hat{X}} = \Psi|_{\hat{X}}$. Under this identification

$$Z_\beta \cap \hat{X} = M^{\overline{\beta}} \cap \Psi^{-1}(\beta).$$

(17)

If $\gamma = 0$, this simplifies to

$$Z_\beta \cap \hat{X} = M^\beta \cap \Psi^{-1}(\beta).$$

By Proposition 3.2, the latter is non-empty iff $\beta \in W \cdot B$, where $B$ indexes components of the critical set of $\|\Psi\|^2$. Thus if $\gamma = 0$ then the non-trivial contributions to the norm-square localization formula (16) are indexed by the set $W \cdot B$. More generally if $\gamma \neq 0$ is small and generic, then the localizing set $Z$ can be viewed as a kind of desingularization (cf. [21, 22]) of the intersection of $\hat{X}$ with the critical set of $\|\Psi\|^2$. We next explain this in more detail.

Let $t_s, s \in S$ index the sub-algebras of $t$ which arise as infinitesimal stabilizers of points in $X$. Each connected component of $X_{t_s}$ is mapped by $\hat{\Phi}_a$ into an affine subspace $\Delta \subset t$ which is a translate of the orthogonal complement to $t_s$.  

---

In our case, $S$ is finite, since $M$ is compact. The discussion here goes through more generally however, see [21, 22].
In this way, we obtain a periodic collection $W$ of affine subspaces $\Delta$. For example, for $t_s = 0$ we obtain $\Delta = t$. For $\Delta \in W$, let $t_\Delta$ be the subspace orthogonal to $\Delta$ (this is one of the subalgebras $t_s, s \in S$); this is a rational subalgebra, in the sense that $T_\Delta := \exp(t_\Delta)$ is closed. Let $t_\Delta^\perp$ denote the orthogonal complement to $t_\Delta$; the affine subspace $\Delta$ is a translate of $t_\Delta^\perp$.

For an affine subspace $\Delta$ and point $x \in t$, let $\text{pr}_\Delta(x) \in \Delta$ denote the orthogonal projection of $x$ onto $\Delta$. Since $t_\Delta, \Delta$ are orthogonal, $\text{pr}_\Delta(\gamma) = \beta' \Rightarrow \beta' = \beta - \gamma \in t_\Delta$. Thus there is a decomposition

$$Z_{\beta'} = \bigcup_{\text{pr}_\Delta(\gamma) = \beta'} \hat{X}^{\Delta} \cap \hat{\Phi}_a^{-1}(\beta'),$$

the union being indexed by a subset of $W$. Taking the intersection with $\hat{X}$ we obtain

$$Z_{\beta'} \cap \hat{X} = \bigcup_{\text{pr}_\Delta(\gamma) = \beta'} M^{t_\Delta} \cap \Psi^{-1}(\beta').$$

In particular, the critical values of $v = \hat{\Phi}_a - \gamma$ are contained in the set

$$\{\text{pr}_\Delta(\gamma)|\Delta \in W\}.$$ 

Likewise, $W \cdot B$ is contained in the set

$$\{\text{pr}_\Delta(0)|\Delta \in W\}.$$ 

For each $\beta \in W \cdot B$, introduce the set

$$S(\beta) := \{\text{pr}_\Delta(\gamma)|\Delta \in W, \text{pr}_\Delta(0) = \beta\}.$$ 

Since $W \cdot B$ is discrete, if $\gamma$ is sufficiently small, the finite sets $S(\beta)$ are disjoint.

**Proposition 4.2.** If $\gamma$ is sufficiently small and $\beta' \in t$ is such that $Z_{\beta'} \cap \hat{X} \neq \emptyset$, then $\beta' \in S(\beta)$ for some $\beta \in W \cdot B$.

**Proof.** By (19), $Z_{\beta'} \cap \hat{X}$ is non-empty iff there is a $\Delta \in W$ such that $\text{pr}_\Delta(\gamma) = \beta'$ and

$$M^{t_\Delta} \cap \Psi^{-1}(\beta') \neq \emptyset.$$ 

Let $\beta = \text{pr}_\Delta(0)$. Each component $C \subset M^{t_\Delta} \cap \Psi^{-1}(\Delta)$ is mapped by $\Psi$ onto a closed set in $\Delta$. By adjusting $\gamma$, we can make $\beta' = \text{pr}_\Delta(\gamma)$ as close as we like to $\beta = \text{pr}_\Delta(0)$, and so ensure that $\beta' \in \Psi(C) \Rightarrow \beta \in \Psi(C)$. It follows that for $\gamma$ sufficiently small,

$$M^{t_\Delta} \cap \Psi^{-1}(\beta') \neq \emptyset \Rightarrow M^{t_\Delta} \cap \Psi^{-1}(\beta) \neq \emptyset.$$ 

And thus $\beta \in W \cdot B$. 

The non-trivial contributions in (16) are indexed by the set of $\beta' \in t$ for which $Z_{\beta'} \cap \hat{X} \neq \emptyset$. The Proposition shows that, for $\gamma$ sufficiently small, this set is contained in the disjoint union of the finite sets $S(\beta), \beta \in W \cdot B$. If we define

$$m_\beta = \sum_{\beta' \in S(\beta)} \text{DH}_{Z_{\beta'}}(\hat{X}, \omega_a, \hat{\Phi}_a, \tau_a \alpha),$$

then (16) yields the norm-square decomposition described in the introduction:

$$\text{DH}(\hat{X}, \omega_a, \hat{\Phi}_a, \tau_a \alpha) = \sum_{\beta \in W \cdot B} m_\beta.$$ 

**Remark 4.3.** The H-K results can also be applied to $v_1 = \hat{\Phi}_a$ directly (without perturbing by $\gamma$), with $Z_1 = \{(v_1), \hat{X} = 0\}$ possibly singular. See the discussion in Appendix C, where we explain that the norm-square contributions for $v_1$ are the terms $m_\beta$ in the formula above. In particular this implies that the terms are $W$-anti-symmetric: $w_\alpha m_\beta = (-1)^{(\omega)} w_\alpha m_\beta$.
4.3 Genericity conditions. Let $\beta \in \mathfrak{t}$, and $g = \exp(\beta)$. The root space decomposition for the infinitesimal stabilizer $\mathfrak{g}_g$ is
\[
\mathfrak{g}_g^C = \mathfrak{t}^C \oplus \bigoplus_{\alpha \in \mathcal{R}_g} \mathfrak{g}_\alpha,
\] (21)
where $\mathcal{R}_g$ consists of those roots $\alpha \in \mathcal{R}$ such that $g^\alpha = e^{2\pi i (\alpha, \beta)} = 1$, i.e. such that $\langle \alpha, \beta \rangle \in \mathbb{Z}$.
The Stieffel diagram is the affine hyperplane arrangement in $\mathfrak{t}$ consisting of all $H_{\alpha,n} = \{ \xi \in \mathfrak{t} \mid \langle \alpha, \xi \rangle = n \}$ where $\alpha \in \mathcal{R}$, $n \in \mathbb{Z}$. Let $\sigma$ be an open face of the Stieffel diagram. It follows from (21) that for $\beta \in \sigma$, the infinitesimal stabilizer $\mathfrak{g}_{\exp(\beta)} \supset \mathfrak{t}$ is independent of $\beta$; we denote it by $\mathfrak{g}_\sigma$.

In order to derive a more explicit formula for the contribution, it will be convenient to choose $\gamma$ (the center of the decomposition) sufficiently generic, similar to [21], [22].

**Proposition 4.4.** There is an open dense set (the complement of a periodic hyperplane arrangement in $\mathfrak{t}$) of points $\gamma \in \mathfrak{t}$ such that for all $\Delta, \Delta' \in \mathcal{W}$ and all open faces $\sigma$ of the Stieffel diagram we have

1. $\Delta' \subseteq \Delta \Rightarrow \text{pr}_{\Delta}(\gamma) \neq \text{pr}_{\Delta'}(\gamma)$.
2. $\text{pr}_{\Delta}(\gamma) \in \sigma \Rightarrow \Delta \subset \langle \sigma \rangle$.

Here $\langle \sigma \rangle$ denotes the affine extension of $\sigma$.

**Remark 4.5.** The first condition was introduced by Paradan ([21], around Proposition 6.9; see there for more discussion). The second condition is an additional one, see Proposition 4.9.

**Proof.** Since $\Delta'$ has lower dimension than $\Delta$, one can perturb $\gamma$ to ensure $\text{pr}_{\Delta}(\gamma) \neq \text{pr}_{\Delta'}(\gamma)$. Likewise in the second condition, if $\Delta$ is not contained in $\langle \sigma \rangle$, then $\Delta \cap \langle \sigma \rangle$ has strictly smaller dimension than $\Delta$, and so a small perturbation of $\gamma$ will ensure that $\text{pr}_{\Delta}(\gamma) \notin \sigma$.

**Definition 4.6.** We say that $\gamma \in \mathfrak{t}$ is **generic** if it is in the open dense set described in the previous proposition.

**Proposition 4.7.** Let $\gamma \in \mathfrak{t}$ be generic. Then the union (18) is disjoint. Equivalently, for all $p \in \mathcal{X}^{t_\Delta \cap \hat{\Phi}_a^{-1}(\beta)}$, the stabilizer of $p$ in $\mathfrak{t}$ is exactly $t_\Delta$. Thus $t_\Delta^1$ acts locally freely on $\mathcal{X}^{t_\Delta \cap \hat{\Phi}_a^{-1}(\beta)}$.

**Proof.** If $p \in \mathcal{X}^{t_\Delta \cap \hat{\Phi}_a^{-1}(\beta)}$ had larger stabilizer, then $\beta = \hat{\Phi}_a(p)$ would be contained in some $\Delta' \in \mathcal{W}$ with $t_{\Delta'} \supset t_\Delta \Rightarrow \Delta' \subset \Delta$. In this case, $\text{pr}_{\Delta}(\gamma) = \text{pr}_{\Delta'}(\gamma) = \beta$, which contradicts the genericity assumption.

**Corollary 4.8.** Let $\gamma \in \mathfrak{t}$ be generic, $\beta = \text{pr}_{\Delta}(\gamma)$. Then $\beta$ acts with non-zero weights on the normal bundle $\nu(\mathcal{X}^{t_\Delta, \mathcal{X}})|_{Z_{\beta'}}$.

**Proof.** Without loss of generality assume $Z_{\beta}$ is connected and let $C$ be the component of $\mathcal{X}^{t_\Delta}$ containing $Z_{\beta}$. Suppose $\beta$ acts trivially on a non-trivial subbundle $\nu'$ of $\nu(C, \mathcal{X})$. Then a slightly enlarged submanifold $C' \subset \mathcal{X}$ containing $C$ can be found, with $T(C')|_C = TC \oplus \nu'$. Since $t_\Delta$ acts non-trivially on $\nu'$, the generic infinitesimal stabilizer of $C'$ is strictly smaller than $t_\Delta$, and thus there is a $\Delta' \in \mathcal{W}$ properly containing $\Delta$. Since $\beta \in t_{\Delta'}$, $\text{pr}_{\Delta'}(\gamma) = \beta$, and $\mathcal{X}^{t_{\Delta'}, \hat{\Phi}_a^{-1}(\beta)} \subset \mathcal{X}^{t_\Delta \cap \hat{\Phi}_a^{-1}(\beta)}$. This contradicts Proposition 4.7.

**Proposition 4.9.** Let $\gamma \in \mathfrak{t}$ be generic, $\Delta \in \mathcal{W}$, $\beta = \text{pr}_{\Delta}(\gamma)$, and $g = \exp(\beta)$. Let $\sigma \subset \mathfrak{t}$ be the open face of the Stieffel diagram containing $\beta$, and let $\mathfrak{g}_\sigma$ be the corresponding infinitesimal stabilizer. Then:
1. The centralizer of $t_\Delta$ in $g_\sigma$ is $t$.

2. There is a slice $U_g$ around $g$ for the conjugation action of $G$ on itself, such that $U_g^{t_\Delta} = U_g \cap T$.

3. Let $Y_g = \Phi^{-1}(U_g)$ be the corresponding cross-section. Then $Y_g^{t_\Delta} \subset X = \Phi^{-1}(T)$.

Proof. The root space decomposition for $g_\sigma$ is:

$$g_\sigma^C = t^C \oplus \bigoplus_{\alpha|_\sigma \in \mathbb{Z}} g_\alpha.$$ 

Suppose the root space $g_\alpha \subset g_\sigma^C$ is fixed by $t_\Delta$. Then:

$$\alpha|_\sigma \in \mathbb{Z} \quad \text{and} \quad \alpha|_{t_\Delta} = 0.$$

Let $\sigma_0$ be the subspace parallel to $\sigma$ which passes through 0. Then $\alpha|_{t_0}$ is a fixed integer, hence must be 0. Thus

$$\alpha(\sigma_0 + t_\Delta) = 0.$$

But $\Delta$ is contained in the affine extension of $\sigma$. This implies that the subspace $t_\Delta$ orthogonal to $\Delta$ contains $\sigma_0^{t_\Delta}$. Therefore

$$\sigma_0 + t_\Delta = t,$$

and $\alpha = 0$. We have thus shown that $g_\sigma^{t_\Delta} = t$ as desired.

Recall $g_g = g_\sigma$ is the Lie algebra of $G_g$. The first statement shows that the centralizer $C_{G_g}(T_\Delta) = G_g^{t_\Delta}$ has Lie algebra $t$, and thus its identity component is $T$. Since $g \in T$, we can choose a slice $U_g$ around $g$ sufficiently small that it only intersects the identity component $T$ of $G_g^{t_\Delta}$, hence $U_g^{t_\Delta} = U_g \cap T$. That $Y_g^{t_\Delta} \subset X = \Phi^{-1}(T)$ follows from equivariance of the moment map $\Phi$.

Remark 4.10. We will further assume that $U_g$ is chosen sufficiently small that exp restricts to a diffeomorphism on each component of $\exp^{-1}(U_g \cap T) \subset t$. Considering the pullback diagram (14), we can identify $U_g \cap T$ with the unique component of $\exp^{-1}(U_g \cap T)$ containing $\beta$. Similarly, the cross-section $Y_g^{t_\Delta}$ is identified with the corresponding subset of $\tilde{X} \subset \tilde{X}$. By taking $U_g$ smaller if necessary, we can assume that the only translate of $t_\Delta$ in $W$ which meets $U_g \cap T$ is $\Delta = \beta + t_\Delta$, and thus $\tilde{\Phi}_a(Y_g^{t_\Delta}) \subset \Delta$.

Corollary 4.11. In the setting of Proposition 4.9 and making the identification in Remark 4.10, $(Y_g^{t_\Delta}, \omega_a, \tilde{\Phi}_a)$ is a (non-degenerate) Hamiltonian $T$-space.

Proof. By Proposition 4.9 and Remark 4.10, $Y_g^{t_\Delta} \subset \tilde{X}$. It follows that the restrictions of $\tilde{\Phi}_a$ and $\phi_g + \beta$ agree, where $\phi_g = \log(\exp(-\beta)\Phi)$ is a Hamiltonian moment map for the cross-section. Moreover, by equation (13), the pullback of $\omega_a$ to $Y_g^{t_\Delta}$ agrees with the pullback of $\omega$. By equation (12) this also agrees with the pullback of $\omega_g$ (the 2-form for the cross-section). As $\omega_g$ is symplectic, $Y_g^{t_\Delta}$ is a non-degenerate Hamiltonian $T$-space.

Proposition 4.12. In the setting of Corollary 4.11 and Remark 4.10, $\beta$ is a regular value for the restriction of $\tilde{\Phi}_a$, viewed as a map into $\Delta$:

$$\tilde{\Phi}_a : Y_g^{t_\Delta} \to \Delta.$$ 

Proof. By Proposition 4.7, the stabilizer of each point in $Y_g^{t_\Delta} \cap \tilde{\Phi}_a^{-1}(\beta) \subset \tilde{X}^{t_\Delta} \cap \tilde{\Phi}_a^{-1}(\beta)$ is exactly $t_\Delta$. Since $Y_g^{t_\Delta}$ is a non-degenerate Hamiltonian $T$-space, it follows that $\beta$ is a regular value of the restriction of $\tilde{\Phi}_a$, when the latter is viewed as a map into $\Delta$.
Remark 4.13. Shrinking \( T \) if necessary, \( \beta \) is also a regular value for the restriction
\[
\hat{\Phi}_\alpha : \hat{X}^t \Delta \cap \hat{\Phi}_\alpha^{-1}(\Delta) \to \Delta.
\]
(This is an open condition.) This implies that the level set \( \hat{X}^t \Delta \cap \hat{\Phi}_\alpha^{-1}(\beta) \) is smooth. Hence for generic \( \gamma \), the critical set \( Z \) is smooth.

4.4 Reduction to cross-sections. Recall that the contribution of a critical value \( \beta \in t \) to the norm-square localization formula (16) is
\[
\text{DH}^\nu_{Z\beta}(\hat{X}, \omega_\alpha, \hat{\Phi}_\alpha, \tau_\hat{X} \alpha).
\]
By definition, this is a twisted DH distribution for a small tubular neighbourhood of \( Z\beta \) in \( \hat{X} \).

In this section we relate this to a twisted DH distribution for a small tubular neighbourhood of \( Z\beta := Z\beta \cap Y_g \) inside a cross-section \( Y_g \), \( g = \exp(\beta) \) (when \( \gamma \) is generic, the level set \( Z\beta \) is smooth by Proposition 4.12). This in turn will lead to a more explicit formula for (22).

Let us briefly motivate the method used to reduce (22) to a computation inside a cross-section \( Y_g \). Recall that \( \tau_\hat{X} \) is the pullback of an equivariant Thom form for the vector bundle \( T \times t^\perp \).

We can split \( t^\perp \) into a direct sum \( t^\perp = g^\perp_g \oplus (g_g/t) \). The normal bundle to \( Y_g \) is isomorphic to \( Y_g \times g^\perp_g \) by taking tangents to the \( g^\perp_g \)-orbit directions. Using this observation, we replace \( \tau_\hat{X} \) with a product of forms, one of which is a Thom form for \( \nu(Y_g, \hat{X}) \), and then apply Lemma 2.13.

Let \( g \in T \), let \( U_g \subset G_g \) be a slice around \( g \) for the conjugation action, chosen sufficiently small as in Proposition 4.9. Recall that \( g_g/t \) denotes the unique \( T \)-invariant complement to \( t \) in \( g_g \), oriented as described in Section 3.3. The \( T \)-equivariant smooth map \( r : (U_g \cap T) \times (g_g/t) \to G \) given by
\[
r(h, X) = h \exp(X),
\]
restricts to a \( T \)-equivariant diffeomorphism on a small neighbourhood of \( (U_g \cap T) \times \{0\} \), and in particular induces an isomorphism
\[
(U_g \cap T) \times (g_g/t) \simeq \nu(U_g \cap T, U_g).
\]
Let \( \tau(g_g/t) \in \Omega_T(U_g) \) be a \( T \)-equivariant Thom form for \( \nu(U_g \cap T, U_g) \) (viewed as a form on \( U_g \) using the map \( r \)), chosen such that its support is contained in the support of \( \tau \) (the Thom form that we had chosen for \( \pi_T : T \to T \)). The pullback of \( \tau(g_g/t, X) \) to \( T \) is \( \text{Eul}(g_g/t, X) \in \text{Pol}(t) \).

Consider the map \( c : U_g \times g^\perp_g \to G \) given by
\[
c(u, X) = \exp(X)u \exp(-X).
\]
This map is \( T \)-equivariant for the adjoint action of \( T \) on \( U_g \), \( g^\perp_g \), and \( G \). It is a smooth surjection onto the open subset \( \text{Ad}_G(U_g) \). Restricting \( c \) to a sufficiently small neighbourhood of \( U_g \times \{0\} \), we obtain a diffeomorphism onto an open tubular neighbourhood \( U_g \) of \( U_g \) in \( G \). This gives an identification of the normal bundle
\[
\nu(U_g, G) \simeq U_g \times g^\perp_g.
\]
We orient \( g^\perp_g \) as described in Section 3.3. Let
\[
\pi_g : U_g \to U_g
\]
be the map obtained by inverting \( c \) on \( U_g \) and projecting to the first factor. Let \( \tau(g^\perp_g) \in \Omega_T(U_g) \) be a \( T \)-equivariant Thom form (viewed as a form on \( U_g \) using the map \( c \)), chosen such that
supp($\tau(\mathfrak{g}_g^\perp) \cdot \pi_g^* \tau(\mathfrak{g}_g/t)$) \subset supp($\tau$). The pullback of $\tau(\mathfrak{g}_g^\perp, X)$ to $T$ is Eul($\mathfrak{g}_g^\perp, X$). Setting $Y_g = \Phi^{-1}(U_g)$ we have a pullback diagram:

$$
\begin{array}{ccc}
\mathcal{Y}_g & \xrightarrow{\Phi} & U_g \\
\downarrow{\pi_g} & & \downarrow{\pi_g} \\
Y_g & \xrightarrow{\Phi} & U_g
\end{array}
$$

(23)

By choosing a smaller ball $U \subset U_g \cap T$ around $g$ and shrinking $T$ if necessary, we can ensure that

$$
\pi_T^{-1}(U) =: U \subset U_g.
$$

See Figure 4.4. It then makes sense to restrict the equivariant forms $\tau$, $\pi_g^* \tau(\mathfrak{g}_g/t)$, $\tau(\mathfrak{g}_g^\perp)$ to the open set $U$.

**Lemma 4.14.** The restrictions to $U$ of $\tau$ and $\tau(\mathfrak{g}_g^\perp) \cdot \pi_g^* \tau(\mathfrak{g}_g/t)$ are $T$-equivariantly cohomologous. Moreover, a $T$-equivariant primitive $\beta \in \Omega_T(U)$ for the difference can be taken with support contained in $D \cap U$.

**Proof.** The restriction $\tau(\mathfrak{g}_g^\perp) \cdot \pi_g^* \tau(\mathfrak{g}_g/t)|_U$ is in the same cohomology class with compact vertical supports as $\tau|_U$ (both are ‘Poincare dual’ to $U \cap T$ in $U$). To see this, note that the $T$-equivariant cohomology of $U \cap D$ with compact vertical supports is generated by $\tau$ (as a Pol($t$)-module), and pull-back to $U \cap T$ is injective (the bundle $\pi_T : U \cap D \to U \cap T$ is $T$-equivariantly diffeomorphic to $(U \cap T) \times t^\perp$, the base $U \cap T$ is contractible). We have

$$
\iota_T^*(\tau(\mathfrak{g}_g^\perp, X) \cdot \pi_g^* \tau(\mathfrak{g}_g/t, X)) = \text{Eul}(\mathfrak{g}_g^\perp, X) \text{Eul}(\mathfrak{g}_g/t, X) = \text{Eul}(t^\perp, X),
$$

where the last equality follows because we chose the orientations on $\mathfrak{g}_g^\perp, \mathfrak{g}_g/t$ such that the product orientation agrees with the orientation on $t^\perp$ determined by the positive roots. This is the same as the pull-back of $\tau(X)$, hence the two forms correspond to the same class in $T$-equivariant cohomology of $U \cap D$ with compact vertical supports.  

Let $\Phi : M \to G$ be a $q$-Hamiltonian $G$-space, $Y_g = \Phi^{-1}(U_g)$ a cross-section, with $U_g$ as in Proposition 4.9. Consider a component $Z_{\beta} \subset Z$. Via the covering map $\exp : \hat{X} \to X$ (see (14)), we make various identifications: $Z_{\beta}$ is identified with a subset of $\Phi^{-1}(U) \subset X$, $\Phi_a$ can...
be viewed as a map $\Phi^{-1}(U) \to t$, and $\tau_\chi$ is identified with $\Phi^*\tau$. By Lemma 4.14 and the flexibility in Definition 2.9, $\tau_\chi = \Phi^*\tau$ can be replaced with the cohomologous (on $\Phi^{-1}(U)$) form $\Phi^*\tau(g^*_g) \cdot \pi^*_g \tau(g/t)$ (the properness condition is immediate as $\text{supp}(\tau(g^*_g) \cdot \pi^*_g \tau(g/t)) \subset \text{supp}(\tau)$). Therefore the contribution of $\beta$ to the norm-square formula is given by:

$$\text{DH}^\nu_{Z_\beta}(\hat{\mathcal{X}}, \omega_a, \hat{\Phi}_a, \alpha \cdot \tau_\chi) = \text{DH}^\nu_{Z_\beta}(\hat{\mathcal{X}}, \omega_a, \hat{\Phi}_a, \alpha \cdot \Phi^*\tau(g^*_g) \cdot \tau(g/t)). \quad (24)$$

Let $Z_\beta := Z_\beta \cap Y_g = Y_g^\tau \cap \hat{\Phi}_a^{-1}(\beta)$. In the previous subsection we showed that for generic $\gamma$, $Z_\beta$ is smooth.

**Theorem 4.15.** The contribution from $\beta \in t$ to the norm-square formula is equal to

$$\text{DH}^\nu_{Z_\beta}(Y_g \cap \hat{\mathcal{X}}, \omega_a, \hat{\Phi}_a, \alpha \cdot \Phi^*\tau(g^*_g) \cdot \tau(g/t)).$$

(We have omitted pullbacks from the notation.)

**Proof.** By equations (23), (24), the contribution of $\beta$ to the norm-square formula is

$$\text{DH}^\nu_{Z_\beta}(\hat{\mathcal{X}}, \omega_a, \hat{\Phi}_a, \alpha \cdot \Phi^*\tau(g^*_g) \cdot \tau(g/t)).$$

By equivariance of $\Phi$, the normal bundle to $Y_g$ in $M$ is isomorphic to $Y_g \times Z_g$, and the pullback of the Thom form $\Phi^*\tau(g^*_g)$ is a $T$-equivariant Thom form for this vector bundle. Let $N$ be a small neighbourhood of $Z_\beta$ in $\Phi^{-1}(U)$, and note that $v|_N$ takes values in a small neighbourhood of $\beta$, hence is bounded on $N$. Applying Lemma 2.13 with $S = N \cap Y_g$, $\tau_S = \Phi^*\tau(g^*_g)$ (and with $\alpha \cdot \Phi^*\tau(g^*_g)$ in place of $\alpha$) gives the result. \hfill \square

### 4.5 Polarized completions.

Theorem 4.15 expressed the contribution of a critical value $\beta$ to the norm-square localization formula as

$$\text{DH}^\nu_{Z_\beta}(Y_g \cap \hat{\mathcal{X}}, \omega_a, \hat{\Phi}_a, \alpha \cdot \Phi^*\tau(g^*_g) \cdot \tau(g/t)), \quad Z_\beta = Y_g^\tau \cap \hat{\Phi}_a^{-1}(\beta) \quad (25)$$

where $Y_g$ is a cross-section for the $q$-Hamiltonian space $M$ near $g = \exp(\beta)$. Let $U_\beta$ be a small tubular neighbourhood of $Z_\beta$ inside $Y_g \cap \hat{\mathcal{X}}$. To compute (25), we must construct a $v$-polarized completion $(U_\beta, \tilde{\omega}, \tilde{\phi})$ of $(U_\beta, \omega_a, \hat{\Phi}_a, \Phi^*\tau(g^*_g) \cdot \alpha)$. In detail: it suffices to find a 2-form $\tilde{\omega}$ and moment map $\tilde{\phi}$ on $U_\beta$, which agree with $\omega_a$ and $\hat{\Phi}_a$ (respectively) on the localizing set $Z_\beta$, and such that

$$\langle \tilde{\phi}, v \rangle = \langle \tilde{\phi}, \hat{\Phi}_a - \gamma \rangle,$$

is proper and bounded below.

To keep the notation simple, assume that a single sub-algebra $t_\Delta$ contributes to the disjoint union

$$Z_\beta = \bigcup_{\text{pr}_\Delta(\gamma) = \beta} Y^\Delta \cap \hat{\Phi}_a^{-1}(\beta).$$

(In the general case, the arguments here and in the next subsections are applied separately to each sub-algebra $t_\Delta$ which contributes.) The normal bundle splits into a direct sum

$$\nu(Z_\beta, Y_g) = \nu(Z_\beta, Y^\Delta) \oplus \nu(Y^\Delta, Y_g)|_{Z_\beta}. \quad (26)$$

Recall that by Corollary 4.11, $(Y^\Delta, \omega_a, \hat{\Phi}_a)$ is a non-degenerate Hamiltonian $T$-space. By Proposition 4.12, $\hat{\Phi}_a(Y^\Delta) \subset \Delta$ and $\beta$ is a regular value for the restriction of $\hat{\Phi}_a$ viewed as a map.
Proposition 4.16. There is a $T$-equivariant diffeomorphism
\[ \psi_0 : B_\epsilon \times \mathcal{V} \xrightarrow{\sim} U_\beta, \]
where $B_\epsilon$ denotes an $\epsilon$-ball around $0 \in (t_\Delta)^*$, and
\[ \mathcal{V} = \nu(Y^{t_\Delta}_g, Y_g)|_{Z_\beta}. \]
$\psi_0$ is such that $\psi_0(B_\epsilon \times Z_\beta) = U_\beta^{t_\Delta}$, and the pullback of $\omega_a - \hat{\Phi}_a$ to $B_\epsilon \times Z_\beta \subset B_\epsilon \times \mathcal{V}$ is
\[ (q^* \omega_{\text{red}} + d(\text{pr}_1, \theta)) - (\text{pr}_1 + \beta). \]

Referring to Proposition 4.16, the construction of the polarized completion below is organized as follows:

1. Construct $\tilde{\omega}$, $\tilde{\phi}$ on $(t_\Delta)^* \times \mathcal{V}$ using minimal coupling. The resulting $\tilde{\phi}$ will involve the ‘polarized’ weights of the $t_\Delta$-action on $\mathcal{V}$.

2. Choose a $T$-equivariant diffeomorphism
\[ \psi : (t_\Delta)^* \times \mathcal{V} \rightarrow U_\beta. \]
This diffeomorphism will agree with $\psi_0$ on $\{0\} \times \mathcal{V}$, but be such that $\psi((t_\Delta)^* \times Z_\beta) = U_\beta^{t_\Delta}$ (instead of $\psi_0(B_\epsilon \times Z_\beta) = U_\beta^{t_\Delta}$). This is the ‘completion’ step.

3. Show that $\langle \tilde{\phi}, \psi^* v \rangle$ is proper and bounded below on $(t_\Delta)^* \times \mathcal{V}$. Using $\psi$ to identify $(t_\Delta)^* \times \mathcal{V}$ with $U_\beta$, this will complete the argument.

4.5.1 Construction of $\tilde{\omega} - \tilde{\phi}$ on $(t_\Delta)^* \times \mathcal{V}$. Let $\pi : \mathcal{V} \rightarrow Z_\beta$ denote the projection map. Recall that, as a consequence of the genericity assumptions, $\overline{\beta} \in t_\Delta$ acts with nonzero weights on $\mathcal{V}$. Let $\alpha_k^- \in t_\Delta$, $k = 1, ..., n$ be the (distinct) weights with signs fixed by the condition
\[ \langle \alpha_k^-, \overline{\beta} \rangle < 0, \]
and let
\[ \alpha_k^+ = -\alpha_k^-, \quad k = 1, ..., n. \]
$\mathcal{V}$ can be equipped with a complex structure such that the (distinct) weights of the $t_\Delta$-action are $\alpha_1^-, ..., \alpha_n^-$. In fact, this condition determines the complex structure up to homotopy. Let $V \cong \mathbb{C}^N$ be a fibre of $\mathcal{V}$. Choosing a hermitian inner product on $\mathcal{V}$, we obtain a reduction of the structure group of $\mathcal{V}$ to $U(V) = U(N)$. Let $P$ denote the corresponding $T$-equivariant principal $U(V)$-bundle. Thus
\[ \mathcal{V} = P \times_{U(V)} V. \]
Let $\omega_V$ be the standard symplectic form on $V$. The action of $U(V)$ is Hamiltonian; let $\phi_V : V \to u(V)^*$ be the moment map. The $T_\Delta$-action on $V$ induces a linear map $a : t_\Delta \to u(V)$, and the composition $a^* \circ \phi_V$ is given by
\begin{equation}
    a^* \circ \phi_V(z) = -\pi \sum_k |z_k|^2 \alpha_k^{-},
\end{equation}
where $z = \sum z_k$ is the weight-space decomposition.

At this stage, it is convenient to choose a complementary subtorus $T'_\Delta$ to $T_\Delta$ ($t'_\Delta$ itself might not be integral). The exact choice is not important. We can, for example, choose $T'_\Delta$ such that $T = T_\Delta \times T'_\Delta \Rightarrow T/T_\Delta \simeq T'_\Delta$. We thus have two splittings $t = t_\Delta \oplus t'_\Delta = t_\Delta \oplus t'_\Delta$, and this canonically determines an isomorphism $(t_\Delta)^* \simeq (t'_\Delta)^*$ (both can be identified with the annihilator $\text{ann}(t_\Delta) \subset t^*$).

Next choose a $T$-invariant connection $\sigma$ on $P$. Since $t'_\Delta$ acts locally freely on $Z_\beta$, while $t_\Delta$ acts trivially, $T'_\Delta$ also acts locally freely on $Z_\beta$. The connection can thus be chosen such that the induced vector fields $X_P, X \in t'_\Delta$ are horizontal; the connection 1-form $\sigma \in \Omega^1(P) \otimes u(V)$ is then $t'_\Delta$-basic. The $T$-equivariant curvature of $\sigma$ is by definition:
\begin{equation}
    R_T = d_T \sigma + \frac{1}{2} (\sigma, \sigma) = R - \mu \in \Omega^2_T(P) \otimes u(V)
\end{equation}
where $R = d\sigma + \frac{1}{2} [\sigma, \sigma]$ is the ordinary curvature, and $\mu(X) := \sigma(X_P)$ is the moment map of the connection $\sigma$ (cf. [19]). This vanishes for $X \in t'_\Delta$, while for $X \in t_\Delta, \mu(X)$ is the constant function $-a(X) \in \Omega^0(P) \otimes u(V)$.

Consider the composition
\begin{equation}
    \Omega_{U(V)}(V) \to \Omega_{T \times U(V)}(P \times V) \to \Omega_T(P \times_{U(V)} V) = \Omega_T(V),
\end{equation}
where the first map is simply pullback. The second map is the Cartan map, defined by substituting the $T$-equivariant curvature for the $u(V)$ variables, followed by using the connection $\sigma$ to project the resulting form to its horizontal part (the result is $U(V)$-basic and descends to the quotient). The Cartan map is a homotopy inverse to the pullback map $\Omega_T(P \times_{U(V)} V) \to \Omega_{T \times U(V)}(P \times V)$ (cf. [19]). Applying this composition to $\omega_V - \phi_V$ we obtain a ('minimal coupling') $T$-equivariant 2-form $\omega_{\text{min}} - \phi_{\text{min}}$ on the total space of $V$:
\begin{equation}
    \omega_{\text{min}} = \Pi_{\text{hor}}(\omega_V) - \langle \phi_V, R \rangle, \quad \phi_{\text{min}} = -\langle \phi_V, \mu \rangle.
\end{equation}
Here $\Pi_{\text{hor}}$ denotes the horizontal projection operator for the connection $\sigma$. Since $\mu(X) = -a(X)$ for $X \in t'_\Delta$ (and vanishes for $X \in t'_\Delta$), $\phi_{\text{min}}$ is given by the same formula (27), where now $| \cdot |$ denotes the hermitian inner product on $V$. Since $\sigma$ is $t'_\Delta$-basic, the 2-form $\omega_{\text{min}}$ is $t'_\Delta$-basic.

We define the ‘total’ $T$-equivariant 2-form $\omega_V - \phi_V$ on $V$ by
\begin{equation}
    \omega_V = \omega_{\text{red}} + \omega_{\text{min}}, \quad \phi_V = \beta + \phi_{\text{min}}.
\end{equation}
We summarize with a Theorem.

**Theorem 4.17.** On the local model
\begin{equation}
    U_{\text{mod}} := (t_\Delta)^* \times V,
\end{equation}
there is a closed $T$-equivariant 2-form $\tilde{\omega} - \tilde{\phi}$,
\begin{align*}
    \tilde{\omega} := & \omega_V + d(\text{pr}_1, \theta) = \omega_{\text{red}} + \omega_{\text{min}} + d(\text{pr}_1, \theta), \\
    \tilde{\phi} := & \phi_V + \text{pr}_1 = \beta - \pi \sum_k |z_k|^2 \alpha_k^{-} + \text{pr}_1,
\end{align*}
where $\omega_V - \phi_V$ is a closed $T$-equivariant 2-form on $V$. Its basic properties are:
\[ \text{Proposition 4.18. With notation as above, and assuming the neighbourhood } U_\beta \text{ is chosen sufficiently small, } (U_{\text{mod}}, \tilde{\omega}, \tilde{\phi}) \text{ is a } \psi^* v \text{-polarized completion of } (U_{\text{mod}}, \psi^* \omega_a, \psi^* \Phi_a). \]

**Proof.** By Proposition 4.16, Theorem 4.17, and using the fact that \((f \times \text{Id})\) restricts to the identity on \(Z_\beta\), it follows that the \(T\)-equivariant 2-form \(\tilde{\omega} - \tilde{\phi}\) agrees with \(\omega_a - \Phi_a\) on \(Z_\beta\). It remains to check that \(\langle \tilde{\phi}, \psi^* v \rangle\) is proper and bounded below. Write

\[ \psi^* v = f^* \text{pr}_1 + \beta + v', \]

where \(v'|_{(t^1_\Delta)^* \times Z_\beta} = 0\) by (28) \((v')\) is the error term).

For any \(\epsilon' > 0\), we can ensure that \(|v'| < \epsilon'\) by taking the tubular neighbourhood \(U_\beta\) of \(Z_\beta\) to be sufficiently small in the direction normal to \(U_{\text{mod}}^\perp \simeq B_\epsilon \times Z_\beta\). Decompose \(v'\) into components,

\[ v' = v_0 + v' \in t_\Delta \oplus t^1_\Delta. \]

Let \(z \in \mathcal{V}\) and \(\xi \in (t^1_\Delta)^*\). We have

\[ \psi^* v(z, \xi) = f(\xi) + \beta + v_0(z, \xi) + v'(z, \xi), \]

\[ \tilde{\phi}(z, \xi) = \xi + \beta - \pi \sum |z_k|^2 \alpha^-. \]

Thus

\[ \langle \tilde{\phi}, \psi^* v \rangle(z, \xi) = \left[ \frac{|\xi|^2}{1 + |\xi|^2} + \langle \xi, v'_0 \rangle \right] + \langle \beta, \psi^* v \rangle - \pi \sum |z_k|^2 \langle \alpha^-, \beta + v'_0 \rangle. \]

(Note that some terms vanish because they involve pairings of elements of \(t_\Delta\) with elements of \((t^1_\Delta)^*\) or the reverse.) We examine each of the three terms in turn:
1. If we take $\epsilon' < \frac{1}{2} \epsilon$, then

$$|\langle \xi, v'_1 \rangle| \leq \frac{1}{2} \epsilon |\xi|.$$ 

Thus the first term is dominated by $\frac{\epsilon |\xi|^2}{\sqrt{1+|\xi|^2}}$ as $|\xi|$ goes to infinity. It is therefore bounded below, and goes to infinity as $|\xi|$ goes to infinity.

2. The second term is bounded by a constant:

$$|\langle \beta, \psi^* v \rangle| \leq |\beta| (\epsilon + |\beta| + \epsilon').$$

3. Recall that $\langle \alpha_k^- , \beta \rangle < 0$. For the third term, we take $\epsilon'$ sufficiently small that for each $k = 1, ..., n$,

$$-\pi \langle \alpha_k^- , \beta + v'_0 \rangle > \epsilon'' > 0,$$

for some constant $\epsilon'' > 0$. Then the third term is non-negative for all $z, \xi$ and

$$-\pi \sum |z_k|^2 \langle \alpha_k^- , \beta + v'_0 \rangle > \epsilon'' |z|^2,$$

which goes to infinity as $|z|$ goes to infinity.

Since $\langle \tilde{\phi}, \psi^* v \rangle$ is bounded below and goes to infinity as $|(z, \xi)| \to \infty$, this completes the proof. \hfill $\square$

As explained at the beginning of this section, using $\psi$ to identify $U_\beta$ with $U_{\mod} (t_\perp \Delta)^* \times \nu$, we obtain a $v$-polarized completion of $U_\beta$.

### 4.6 Explicit formulas.

Recall that the contribution of $\beta$ to the H-K formula for $\text{DH}(\hat{X}, \omega_a, \hat{\Phi}_a, \tau \hat{X})$ is the twisted Duistermaat-Heckman measure

$$\text{DH}(U_{\mod}, \tilde{\omega}, \tilde{\phi}, \Phi^* \tau (g / t) \alpha),$$

where $U_{\mod}, \tilde{\omega}, \tilde{\phi}$ are described in Theorem 4.17. In this section, we derive an explicit formula for this contribution. Paradan [21], [22] obtained the same type of formula using different methods. Woodward [26] also obtained similar formulas. The calculations in this section show how these expressions can be recovered from the Harada-Karshon Theorem.

**Additional notation.**

- $X, \zeta, Y, \xi$ will denote elements of $t_{\Delta}, \ t_{\Delta}^*, \ (t_{\Delta}^*)^*$ respectively. (We distinguish between elements of $t$ and $t^*$ in this section, as this will make the presentation clearer.)

- The top degree part of the form $e^{(d \xi, \theta)} \in \Omega(U_{\mod})$ has a decomposition (determined up to scalar multiples) into a product $d\text{vol}(|\xi|) \cdot \nu$ where $d\text{vol}(|\xi|)$ is a volume form on $(t_{\Delta}^*)^*$. In coordinates $d\text{vol}(|\xi|) = d\xi_1 \cdots d\xi_d, \ 
u = (-1)^{\frac{1}{2}d(d-1)} \theta^1 \cdots \theta^d$. It is convenient to fix such a decomposition, and let $\text{vol}(T'_{\Delta})$ denote the induced volume of $T'_{\Delta}$ (using the canonical isomorphism $(t_{\Delta}^*)^* \simeq (t_{\Delta}^*)^*$).

- Let $\bar{\tau} \in \Omega T_{\Delta}(Z_{\beta}/T'_{\Delta})$ denote the image of a cocycle $\alpha \in \Omega_T(U_{\mod})$ under the composition of restriction to $Z_{\beta}$ followed by the Cartan map for $Z_{\beta} \to Z_{\beta}/T'_{\Delta}$ (cf. [19], or the discussion in Section 4.5.1). This composition implements the Kirwan map at the level of cocycles.
Orientations. The reduced space $Z_\beta/T_\Delta$ is a symplectic orbifold, which we orient using its Liouville form. We orient $(t_\Delta^1)^*$ using $d\text{vol}(\xi)$, and the fibres of $Z_\beta \to Z_\beta/T_\Delta$ using $\nu$. The product orientation on $(t_\Delta^1)^* \times Z_\beta$ then agrees with the orientation induced by the 2-form on the base $(t_\Delta^1)^* \times Z_\beta$ (which is symplectic near $Z_\beta \times \{0\}$ by the Coisotropic Embedding Theorem). The orientation of the vector bundle $\nabla \to Z_\beta$ is fixed by requiring the total orientation to agree with that of $\text{U}_{\text{mod}}$ (an open subset of the symplectic manifold $Y_\beta$). The resulting orientation on $\nabla$ might not agree with the orientation induced by the complex structure on $\nabla$ for which the weights are $\alpha_k$. The difference is a sign $\epsilon = \pm 1$.

Lemma 4.19 (cf. [24]). We can replace $\Phi^* \tau(g_\beta/t) \cdot \alpha$ with the pull-back to $\text{U}_{\text{mod}}$ of $\Phi^* \text{Eul}(g_\beta/t)$ without changing the result, that is,

$$\text{DH}(\text{U}_{\text{mod}}, \tilde{\omega}, \tilde{\nu}, \Phi^* \tau(g_\beta/t) \alpha) = \text{Eul}(g_\beta/t, \partial) \text{DH}(\text{U}_{\text{mod}}, \tilde{\omega}, \tilde{\nu}, \Phi^* \tau(g_\beta/t) \alpha).$$

(Recall $g = \exp(\beta)$ and $\text{Eul}(g_\beta/t, \xi)$ is a polynomial on $t$; see Section 3.3.)

Proof. As shown in the previous section, $\tilde{\phi}$ is $\nu$-polarized. Since $\nu|_{U_\beta}$ is bounded, $\tilde{\phi}$ is proper. Therefore by Theorem 2.1, we can replace $\Phi^* \tau(g_\beta/t) \alpha$ with any $T$-equivariantly cohomologous form. Since $\text{pr}_{Z_\beta} : \text{U}_{\text{mod}} \to Z_\beta$ is a vector bundle, the pullback map $\iota_{Z_\beta}^*$ is homotopy inverse to $\text{pr}_{Z_\beta}^*$. Moreover, the Cartan map for the locally free $T$ action on $Z_\beta$ is homotopy inverse to the pullback map $\Omega_{\nabla}(Z_\beta/T_\Delta) \to \Omega_T(Z_\beta)$. This shows that we can replace $\Phi^* \tau(g_\beta/t) \cdot \alpha$ with the pullback of its image under the map $\Omega(\text{U}_{\text{mod}}) \to \Omega(Z_\beta/T_\Delta)$ given by pullback to $Z_\beta$ followed by the Cartan map for $Z_\beta \to Z_\beta/T_\Delta$. Recall that $\tau(g_\beta/t)$ is a $T$-equivariant Thom form for the trivial vector bundle with fibre $g_\beta/t$ over an open subset $U$ of $T$, its pullback to $T$ being $\text{Eul}(g_\beta/t)$. Since $Z_\beta \subset \Phi^{-1}(T)$, the pullback of $\Phi^* \tau(g_\beta/t)$ to $Z_\beta$ equals the pullback of $\text{Eul}(g_\beta/t)$. Finally it is immediate from the definition of DH distributions that for any polynomial $p$,

$$\text{DH}(\text{U}_{\text{mod}}, \tilde{\omega}, \tilde{\nu}, p(\Phi^* \tau(g_\beta/t) \alpha)) = p(\text{Eul}(g_\beta/t, \partial)) \text{DH}(\text{U}_{\text{mod}}, \tilde{\omega}, \tilde{\nu}, \Phi^* \tau(g_\beta/t) \alpha).$$

Let

$$m := \text{DH}(\text{U}_{\text{mod}}, \tilde{\omega}, \tilde{\phi}, \Phi^* \tau(g_\beta/t) \alpha).$$

For the remainder of this section, we will focus on computing $m$, and replace the factor $\text{Eul}(g_\beta/t, \partial)$ only at the very end.

Lemma 4.20. $m$ is a tempered distribution. Its pairing with a Schwartz function $f$ is given by

$$\langle m, f \rangle = \int_{(t_\Delta^1)^*} d\text{vol}(\xi) \int_{V} \nu e^{\omega + \langle \xi, F \rangle} \overline{\alpha}(-\partial_\xi) f \circ \tilde{\phi}.$$

Proof. By definition,

$$\langle m, f \rangle = \int_{(t_\Delta^1)^* \times V} e^{\tilde{\omega} \overline{\alpha}}(-\partial_\xi) f \circ \phi. \quad (29)$$

Recall that the $(t_\Delta^1)^*$ component of $\tilde{\phi}$ is $\text{pr}_1 : (t_\Delta^1)^* \times V \to (t_\Delta^1)^*$, so that $|\tilde{\phi}(z, \xi)| \geq |\xi|$. Also, $|\phi(\xi, z, \overline{\xi})| \geq C|z|^2 + D$ for some constants $C > 0, D$. Combining these facts shows that $|\phi(\xi, \xi)| \geq C'(|\xi| + |\xi|^2) + D'$ for some constants $C' > 0, D'$. It follows that the integrand is rapidly decreasing on $\text{U}_{\text{mod}}$ for any Schwartz function $f$, and $m$ is tempered.

We have

$$e^{\tilde{\omega}} = e^{\omega + \langle F, \xi \rangle} e^{(d\xi, \theta)}.$$

Only the top degree part $d\text{vol}(\xi)$ of $e^{(d\xi, \theta)}$ contributes to the integral over $(t_\Delta^1)^*$. Then use Fubini’s theorem to re-write (29) as an iterated integral.
Lemma 4.21. The $t_\Delta$-Fourier transform of $m$ is a generalized function on $t_\Delta \times (t_\Delta^\perp)^*$ given by
\[
\langle F_{t_\Delta}(m), f dX \rangle = \int_{(t_\Delta^\perp)^*} d\nu(X) \int_{t_\Delta} \overline{\omega}(2\pi i X) \nu e^{i \langle \xi, X \rangle} f(X, \xi) dX.
\]

In this expression, $f(X, \xi)$ is a Schwartz function on $t_\Delta \times (t_\Delta^\perp)^*$, and $dX$ is a smooth translation-invariant measure on $t_\Delta$.

Proof. Using $\tilde{\phi} = (\phi_\nu, \text{pr}_1) : U_{\text{mod}} \to t_\Delta \times (t_\Delta^\perp)^*$,
\[
F_{t_\Delta}(f dX) \circ \tilde{\phi} = \int_{t_\Delta} f(X, \text{pr}_1) e^{-2\pi i (\phi_\nu, X)} dX.
\]

By the previous lemma
\[
\langle F_{t_\Delta}(m), f dX \rangle = \int_{(t_\Delta^\perp)^*} d\nu(X) \int_{t_\Delta} \overline{\omega}(2\pi i X) \nu e^{i \langle \xi, X \rangle} f(X, \xi) e^{-2\pi i (\phi_\nu, X)} dX.
\]

For the next result, let $s_\Delta$ denote the locally constant function on $Z_\beta$, whose value on a component is the number of elements in the stabilizer for the action of $T_\beta^\perp$ on that component. We will make use of a $T$-equivariant form with tempered generalized coefficients $\text{Eul}_{\beta}^{-1}(V)$ introduced by Paradan [21, 22] — a definition is provided in appendix A.

Theorem 4.22 (compare [22] equation (4.57)). We have
\[
m = \int_{Z_\beta/T} \frac{\text{vol}(T_\beta)}{s_\Delta} \delta_\beta \ast \overline{\omega}(\partial_\xi) \text{Eul}_{\beta}^{-1}(V, 2\pi i X) \nu e^{i \langle \xi, X \rangle} d\nu.
\]

Proof. Lemma 4.21 can be written more concisely as the equality:
\[
F_{t_\Delta}(m)(X, \xi) = \int_{t_\Delta} \overline{\omega}(2\pi i X) \nu e^{i \langle \xi, X \rangle} d\nu(X, \xi),
\]
with the understanding that the integrand should be smeared with a Schwartz function $f(X, \xi)$ on $t_\Delta \times (t_\Delta^\perp)^*$ times a smooth translation invariant measure $dX$ on $t_\Delta$, before the integral over $\nu$ is performed. With the exception of $\nu$, the forms in the integrand are $d_{T_\Delta}$-cocycles; indeed, $\overline{\omega}$ and $e^{i \langle \xi, X \rangle}$ are $d_{T_\Delta}$-cocycles; as $F$ is the pullback of the closed form $d\theta$ on $Z_\beta \subset V^{T_\Delta}$, $(\xi, F)$ is also $d_{T_\Delta}$-closed. Thus, to apply Corollary A.3, we just need to check a certain polarization condition. This condition (with exponent $a = 2$) is satisfied because of the polarization of the weights $\langle \alpha_k, \beta \rangle < 0$, $k = 1, ..., n$ used in the construction of $\phi$. Therefore, the integral over the fibres $\nu \rightarrow Z_\beta$ can be computed using Corollary A.3:
\[
F_{t_\Delta}(m)(X) = \int_{Z_\beta} d\nu(X) \nu(2\pi i X) e^{i \langle \xi, X \rangle} e^{2\pi i \langle \beta, X \rangle} \text{Eul}_{\beta}^{-1}(V, 2\pi i X).
\]
All the forms in the integrand are \( T'_\Delta \)-basic except \( \nu \) (the Euler form is \( T'_\Delta \)-basic because the connection \( \sigma \) that we chose on \( \mathcal{V} \) was \( T'_\Delta \)-basic). Integrating over the fibres of \( q : Z_\beta \to Z_\beta / T'_\Delta = Z_\beta / T \) we have

\[
q_* \nu = \frac{\text{vol}(T'_\Delta)}{s_\Delta}.
\]

(There is no sign, because the fibres are oriented using \( \nu \).) Hence,

\[
\mathcal{F}_{\Delta}(m)(X) = \int_{Z_\beta / T} \frac{\text{vol}(T'_\Delta)}{s_\Delta} \tau(2\pi i X)e^{\omega_{\text{red}} - 2\pi i (\beta, X) + \langle \xi, F \rangle} \text{Eul}^{-1}_\beta (\mathcal{V}, 2\pi i X) d\nu(\xi).
\]

Now take the \( t_\Delta \)-inverse Fourier transform.

\( \square \)

It follows from Theorem 4.22 that the contribution is polynomial in \( \xi \) (the exponential \( e^{\langle \xi, F \rangle} \) truncates at finite degree). For \( \alpha \in t_\Delta^* \), the Heaviside distribution \( H_\alpha \) has support \( \mathbb{R}_{\geq 0} \alpha \) and is defined by

\[
\langle H_\alpha, f \rangle = \int_0^\infty f(t\alpha)dt.
\]

In the appendix we briefly describe how to compute the inverse Fourier transform of the form \( \text{Eul}^{-1}_\beta (\mathcal{V}) \) (cf. [12, 9, 21, 22] for further discussion). Recall that \( \alpha_k^+ = -\alpha_k^- \), \( k = 1, \ldots, n \) denote the distinct weights of the \( t_\Delta \)-action on \( \mathcal{V} \), with signs such that \( \langle \alpha_k^+, \beta \rangle \geq 0 \). Let \( \mathcal{V}_k \) denote the subbundle on which \( \alpha_k \) acts with weight \( \alpha_k \). The end result is

\[
m = \epsilon \int_{Z_\beta / T} \frac{\text{vol}(T'_\Delta)}{s_\Delta} \tau(\partial_\xi) \delta_\beta \prod_{k=1}^{n} H_{\alpha_k}^{r_k} \sum_{\ell \geq 0} \left( - \sum_{m=1}^{r_k} c_m(\mathcal{V}_k) H_{\alpha_k}^{m} \right) \epsilon^{\omega_{\text{red}} + \langle \xi, F \rangle} d\nu(\xi). \tag{30}
\]

where \( c_m(\mathcal{V}_k) \) is the \( m^{th} \) Chern class of \( \mathcal{V}_k \), \( r_k \) is the complex rank of \( \mathcal{V}_k \). The product over \( k \) and exponents \( \ell, m, r_k \) in this expression denote convolution. The sum over \( \ell \) truncates after finitely many terms. The constant \( \epsilon = \pm 1 \) is +1 iff the orientation induced by the complex structure on \( \mathcal{V} \) for which the \( T'_\Delta \) weights are \( \alpha_1^-, \ldots, \alpha_n^- \) agrees with the original orientation on \( \mathcal{V} \).

Equation (30) is a finite sum of terms of the form

\[
c p(\partial_\xi) \delta_\beta \prod_{k=1}^{m} H_{\alpha_k}^{N_k} d\nu(\xi),
\]

where \( c \) is a constant (obtained by integrating a differential form over \( Z_\beta / T \)), \( p \) is a polynomial, and \( N_k \geq r_k \). We can see explicitly that \( m \) is supported in the closed cone \( \beta + \langle t_\Delta^+ \rangle^* + \mathbb{R}_{\geq 0} \alpha_1^+ + \cdots + \mathbb{R}_{\geq 0} \alpha_n^+ \).

Finally, we put back the factor of \( \text{Eul}(g_\beta / t, \partial) \) to obtain an explicit formula for the contribution from \( \beta \) to the norm-square localization formula:

\[
\text{DH}^\nu_{Z_\beta}(Y_\beta \cap N, \omega, \phi, \tau_N \alpha) = \text{Eul}(g_\beta / t, \partial)m. \tag{31}
\]

with \( m \) given by equation (30) above.

5 Examples

Here we give two examples: the 4-sphere (a \( q \)-Hamiltonian \( SU(2) \)-space), and a certain multiplicity-free \( q \)-Hamiltonian \( SU(3) \)-space due to Chris Woodward.
5.1 The 4-sphere. The q-Hamiltonian structure on $S^4$ can be constructed by gluing together two copies of a ball in $\mathbb{C}^2$ (a Hamiltonian $SU(2)$-space) along their boundaries, analogous to the way the 2-sphere (a Hamiltonian $U(1)$-space) can be glued together from two copies of a ball in $\mathbb{R}^2$ (also Hamiltonian $U(1)$-spaces). See [3] for details.

Identify $t^* \simeq \mathbb{R}$ in such a way that $\mathbb{Z}$ is the weight lattice. Using the basic inner product to identify $t \simeq t^*$, the fundamental alcove is the closed interval $[0, 1]$. We use notation as in the main part of the paper: $\Phi$ is the $SU(2)$-valued moment map, $\Phi_a : \mathcal{X} \to T = U(1)$ the abelianization, $\mathcal{X}$ the covering space of $\mathcal{X}$ with moment map $\Phi_a : \mathcal{X} \to t^* \simeq \mathbb{R}$, etc. The covering space $\hat{X}$ of $X = \Phi^{-1}(T)$ (inside $\mathcal{X}$) is (topologically) an infinite line of 2-spheres, with each sphere touching its two neighbours at the poles ("beads on a string"), the poles being sent by $\hat{\Phi}_a$ to $\mathbb{Z} \subset \mathbb{R}$. The poles are precisely the (isolated) $T$-fixed points (they correspond to points in $S^4$ which are fixed by all of $SU(2)$). The space $\mathcal{X}$ is a 4-dimensional non-singular "thickening" of $\hat{X}$.

Let $m = DH(\hat{X}, \omega, \hat{\Phi}_a, \tau) \in \mathcal{D}'(t^*)$; according to the discussion of Section 3.5, this can heuristically be thought of as the (untwisted) Duistermaat-Heckman measure of $\hat{X}$. Choose $\gamma \in (0, 1) =: \sigma$. The standard cross-section $Y_\sigma$ is the finite cylinder $\hat{X} \cap \hat{\Phi}_a^{-1}(0, 1)$, which has Duistermaat-Heckman measure $1_{[0,1]} dx$ where $1_S$ denotes the indicator function of the subset $S$, and $dx$ denotes Lebesgue measure. The work of Sections 4.3—4.5 implies that the central contribution to the norm-square localization formula is polynomial times Lebesgue measure and agrees with the DH measure of $Y_\sigma$ near $\gamma$. Therefore, the central contribution is

$$m_\gamma = 1 dx.$$

(A second way to see this is to use the correspondence between $m$ and volumes of reduced spaces, the reduced space $\Phi^{-1}(\exp(\gamma))/T$ being a point.) Note that this, together with the anti-symmetry of $m$ under the affine Weyl group (generated by reflections in the lattice points $\mathbb{Z}$), determines $m$ on $\mathbb{R} \setminus \mathbb{Z}$.

The correction terms $m_\beta$ come from the $T$-fixed points (the maximal torus is 1-dimensional, so there are no other subtori). Consider, for example, the critical value $\beta = 0$. The corresponding part of the critical set is a single point $p := Z_\beta = \hat{\Phi}_a^{-1}(0)$, and $\beta = 0 - \gamma < 0$. The contribution $m_\beta$ is supported in the half-space $\bar{\beta}x \geq 0 \iff x \leq 0$. The local normal form constructed in Section 4.4 is $\nu = T_p M$. By construction, the cross-section around $p \in M$ is isomorphic to an open ball in $\mathbb{C}^2$, as a Hamiltonian $SU(2)$-space. Using the induced complex structure $T_p M \simeq \mathbb{C}^2$, the weights of the $U(1) \subset SU(2)$ action are $+1, -1$. To get the correct contribution, we flip the complex structure on the second copy of $\mathbb{C}$ so that the weights of the $U(1)$ action are both $+1$ (they must have negative pairing with $\overline{\beta}$), and so the moment map is:

$$\bar{\phi}(z_1, z_2) = -\pi(|z_1|^2 + |z_2|^2),$$

while the 2-form is the standard symplectic 2-form for $\mathbb{C}^2$ (since we reversed the complex structure on one of the copies of $\mathbb{C}$, this 2-form induces the opposite orientation from the 2-form of the cross-section). The DH measure of this local normal form is

$$-H_{-1} \ast H_{-1} = x \cdot 1_{(-\infty, 0]} dx.$$

Here $H_{-1}$ is the Heaviside distribution equal to 1 on $(-\infty, 0)$, and the factor of $\epsilon = -1$ appears because the orientation on $\nu = T_p M$ induced by the complex structure for which the weights are both $+1$ is opposite the original orientation.

To obtain the norm-square contribution, the last step is to apply the differential operator $Eul(\mathfrak{g}/t, \partial)$ (this takes into account the effect of the Thom form), which in this case is $-2 \frac{d}{dx}$ (since the unique positive root is $\alpha = 2$ with our normalization). And so the contribution is:

$$\mathfrak{m}_0 = -2 \cdot 1_{(-\infty, 0]} dx.$$
Taking additional critical points into account produces new corrections in a similar way:

\[
\frac{m}{dx} = 1 - 2 \cdot 1_{(-\infty,0]} - 2 \cdot 1_{[1,\infty)} + 2 \cdot 1_{(-\infty,-1]} + 2 \cdot 1_{[2,\infty)} - \cdots.
\]

### 5.2 A multiplicity-free \( q \)-Hamiltonian \( SU(3) \)-space.

Figure 4 shows the moment map image \( \hat{\Phi}_a(\hat{X}) \) corresponding to a certain multiplicity-free \( q \)-Hamiltonian \( SU(3) \)-space \( M \) (example due to Chris Woodward; see also [26], where the norm-square contributions for the analogous \( Hamiltonian \) \( SU(3) \)-space are described). The triangle indicated with a bold border is the fundamental alcove, and the smaller shaded triangle inside is the moment polytope of \( M \). The Duistermaat-Heckman measure is 0 away from the moment map image, while inside the image, its value (relative to a suitably normalized Lebesgue measure) alternates between \( \pm 1 \) (it is anti-symmetric under the action of the affine Weyl group). The three facets of the moment polytope correspond to three submanifolds fixed by 1-dimensional subtori of \( T \). Each of these fixed-point submanifolds is (topologically) a 2-torus. Note in particular that the vertices of the moment polytope do not correspond to \( T \)-fixed points—this is an example of a \( q \)-Hamiltonian space with no \( T \)-fixed points whatsoever.

Also shown in Figure 4 are the critical values which are closest to the origin. In this case we can choose \( \gamma = 0 \), and the central contribution is identically zero. We next determine the contribution from the critical value \( \beta = a \) lying in the fundamental alcove. Let \( t_\Delta \subset t \) be the subalgebra generated by \( \beta \) (the direction orthogonal to the wall \( \Delta \)), and let \( t_\Delta^\perp \) be its orthogonal complement. We have a direct sum decomposition \( t^* = t_\Delta^* \oplus (t_\Delta^\perp)^* \).

As usual, let \( \mathcal{X} \) denote the abelianization. The critical set \( Z_\beta = \Phi^{-1}_a(\exp(\beta)) \cap \mathcal{X}^{t_\Delta} \) is (topologically) a circle inside the 2-torus \( \mathcal{X}^{t_\Delta} \). According to the discussion in Sections 4.3—4.5, the contribution can be computed using the local normal form: \( \mathcal{V} \times (t_\Delta^\perp)^* \). Since \( M \) is multiplicity-free, the cross-section is 4-dimensional, and so \( \mathcal{V} \simeq Z_\beta \times \mathbb{C} \). Therefore the local normal form is

\[
\mathcal{V} \times (t_\Delta^\perp)^* \simeq S^1 \times \mathbb{C} \times \mathbb{R}.
\]
The weight of $T_\Delta$ on the rank 1 complex line bundle $S^1 \times \mathbb{C}$ is 1.

According to equation (31), the contribution $m_\beta$ is

$$m_\beta = \delta_\beta \ast (H_1 \otimes d\text{vol}(\xi)),$$

where $\xi \in (t^*_\Delta)^*$, $d\text{vol}(\xi)$ is normalized Lebesgue measure on $(t^*_\Delta)^*$, and $H_1$ is a Heaviside distribution on $t^*_\Delta$. The contributions from the critical points $b, c$ are Weyl reflections of the contribution from $a$, and also have the opposite sign ($-1$), coming from the factor Eul$(\mathfrak{g}_\beta/t, \partial)$. The sum of the contributions from $a, b, c$ is shown in Figure 4. Adding the contributions from more critical values produces similar additional corrections.

A. Abelian localization

The abelian localization formula in equivariant cohomology goes back to the well-known papers of Berline-Vergne [6] and Atiyah-Bott [5]. In this appendix we give a proof of a version of abelian localization used in the main part of the paper. This version appeared first in [23], and a generalization was proved in [21], [22]. We only treat the special case of the total space of a vector bundle, although it is not difficult to combine the cobordism methods with the vector bundle case here to obtain more general results. Let $H$ be a torus with Lie algebra $\mathfrak{h}$. Let $\pi : \mathcal{V} \to Z$ be an oriented, even-rank, $H$-equivariant vector bundle over a compact oriented base $Z$, such that $\mathcal{V}^H = Z$.

We will want basic bounds on the growth of differential forms along the fibres of $\pi : \mathcal{V} \to Z$. Choose an inner product on the fibres, a metric on the base $Z$ and a connection on $\mathcal{V} \to Z$. The connection, inner product on the fibres, and metric on the base, induce a metric on $\mathcal{V}$. Let $| \cdot |$ denote the corresponding norm on the fibres of $T\mathcal{V}$, and we use the same notation for the induced norm on the fibres of $\Lambda T^*\mathcal{V}$. We will say that $f \in C^\infty(\mathcal{V})$ is rapidly decreasing along the fibres if, for each $p \in Z$ and $0 \neq v \in \mathcal{V}_p$, the function $t \mapsto f(tv)$ is rapidly decreasing. Let $d\text{vol}$ denote the Riemannian volume measure on $\mathcal{V}$; it has the property that the volume of the disc bundle of radius $r$ is a polynomial in $r$ of degree equal to the real rank of the vector bundle $\mathcal{V}$. We will say...
that a form $\eta \in \Omega(V)$ is rapidly decreasing along the fibres if $|\eta|$ is rapidly decreasing along the fibres; in this case $\eta$ is integrable, and

$$\left| \int_V \eta \right| \leq \int_V |\eta| d\text{vol}.$$ 

**Proposition A.1.** Let $H, V, Z$ be as above. Let $\eta$ be a differential form which is rapidly decreasing along the fibres of $\pi : V \to Z$. Let $X = X_1 + iX_2 \in \mathfrak{h}_C$ and write $W = 2\pi iX$. Suppose that $\mathcal{V}^{X_2} = Z$ and

$$d_W \eta := (d - \iota(W))\eta = 0.$$ 

Then we have the following abelian localization formula:

$$\int_V \eta = \int_Z \eta \text{Eul}(V, W).$$

**Proof.** We adapt the argument in [13]. Since $\mathcal{V}^{X_2} = Z$, the weights of the $H$-action on the fibres of $V$ do not vanish on $X_2$, and so do not vanish on $W$. It follows that $\text{Eul}(V, W)$ is invertible. We consider the integral

$$\int_Z \eta \text{Eul}^{-1}(V, W)$$

(32)

Let $\tau$ be a compactly supported $H$-equivariant Thom form for the vector bundle $V$. Using the defining property of the Thom form, we can re-write equation (32) as an integral over $V$:

$$\int_Z \eta \text{Eul}^{-1}(V, W) = \int_V \eta \tau(W)\pi^*\text{Eul}^{-1}(V, W).$$

(33)

$\tau$ is equivariantly cohomologous to the pullback of the equivariant Euler form $\pi^*\text{Eul}(V)$, hence

$$\tau - \pi^*\text{Eul}(V) = d_H \lambda,$$

where $\lambda \in \Omega_H(V)$. Equation (33) becomes

$$\int_Z \eta \text{Eul}^{-1}(V, W) = \int_V \eta (d_W \lambda(W) + \pi^*\text{Eul}(V, W))\pi^*\text{Eul}^{-1}(V, W).$$

One way to obtain a suitable form $\lambda$ is by using the standard de Rham homotopy operator. This involves pulling $\tau$ back along the scalar multiplication map $[0, 1] \times V \to V$, $(t, v) \mapsto tv$, and then integrating over $[0, 1]$. For $\lambda$ obtained in this way, the norms $|\lambda(W)|$ and $|d_W \lambda(W)|$ grow slowly along the fibres (in fact both can be bounded by a constant). Since $\eta$ is rapidly decreasing along the fibres, its product with either $d_W \lambda(W)$ or $\lambda(W)$ is again rapidly decreasing along the fibres. It follows that the integral

$$\int_V \eta \pi^*\text{Eul}^{-1}(V, W)d_W \lambda(W),$$

(34)

exists, and vanishes by Stokes’ theorem.

For the remaining term, $\pi^*\text{Eul}(V, W)$ cancels, and we obtain:

$$\int_V \eta = \int_Z \eta \text{Eul}^{-1}(V, W).$$
We now specialize somewhat. Let $H, \mathcal{V}, Z$ be as above. Let $\alpha$ be a bounded $H$-equivariantly
closed form on $\mathcal{V}$. Let $\omega - \phi$ be a $H$-equivariantly closed 2-form on $\mathcal{V}$. Suppose there exists a
vector $\beta \in \mathfrak{h}$ such that (1) $\mathcal{V}^\beta = Z$, (2) there is an open cone $\mathcal{C}$ of directions around $\beta \in \mathfrak{h}$ such
that for $\xi \in \mathcal{C}$, $(\phi, \xi)$ has homogeneous growth along the fibres of $\pi$, for some positive exponent ($\phi$ is polarized).
More precisely, assume that there are constants $C > 0, a > 0, D$ such that for $\xi \in \mathcal{C}, |\xi| = 1$ we have
\[ |\langle \phi, \xi \rangle| \geq C|v|^a + D. \]
The polarization condition implies that $\phi$ is proper, and moreover, that if $f$ is a Schwartz function
on $\mathfrak{h}$ then $\phi^* f$ is rapidly decreasing along the fibres of $\pi$.
Since $\mathcal{V}^\beta = Z$, the weights of the $H$-action on the fibres of $\mathcal{V}$ do not vanish on $\mathcal{V}$. Consequently,
the form $\text{Eul}(\mathcal{V}, X - is\beta)$ is invertible for all $X \in \mathfrak{h}, s \in \mathbb{R} \setminus \{\alpha\}$. Following Paradan [21],
we introduce the following $H$-equivariantly closed differential form with tempered generalized coefficients:
\[ \text{Eul}^{-1}_\beta(\mathcal{V}, X) := \lim_{s \to 0^+} \frac{1}{\text{Eul}(\mathcal{V}, X - is\beta)}. \]
(The intended meaning of this expression is that the fraction should be integrated against a smooth rapidly decreasing measure on $\mathfrak{h}$ before the limit is taken.) That this form has tempered generalized coefficients follows from the fact that the generalized function
\[ \phi(x) = \lim_{s \to 0^+} \frac{1}{x - is} \]
is tempered.

**Theorem A.2.** Let $H, \mathcal{V}, Z, \omega - \phi, \beta, \alpha$ be as above. We have the following equality of tempered
generalized functions on $\mathfrak{h}$:
\[ \int_{\mathcal{V}} \alpha(2\pi i X) e^{\omega - 2\pi i \langle \phi, X \rangle} = \int_Z \alpha(2\pi i X) e^{\omega - 2\pi i \langle \phi, X \rangle} \text{Eul}^{-1}_\beta(\mathcal{V}, 2\pi i X). \tag{35} \]
(In this expression, the integrands should be paired with a rapidly-decreasing smooth measure on $\mathfrak{h}$ before the integrals over $\mathcal{V}, Z$ are performed.)

**Proof.** Let $f \, dX$ be a rapidly decreasing smooth measure on $\mathfrak{h}$, with Fourier transform $\hat{f}$. Write $\alpha = \sum_k \alpha_k p_k$. Then
\[ \int_{\mathfrak{h}} \alpha(2\pi i X) e^{\omega - 2\pi i \langle \phi, X \rangle} f(X) \, dX = \sum_k \alpha_k e^{\omega} \phi^*(p_k(-\partial)\hat{f}). \]
Since $p_k(-\partial)\hat{f}$ is a Schwartz function, its pullback by $\phi$ is rapidly decreasing along the fibres of $\pi$. It follows that the left-hand-side of (35) defines a tempered generalized function. Moreover, we have:
\[ \int_{\mathcal{V}} \int_{\mathfrak{h}} \alpha(2\pi i X) e^{\omega - 2\pi i \langle \phi, X \rangle} f(X) \, dX = \int_{\mathcal{V}} \int_{\mathfrak{h}} \lim_{s \to 0^+} \alpha(2\pi i (X - is\beta)) e^{\omega - 2\pi i \langle \phi, X - is\beta \rangle} f(X) \, dX, \]
\[ = \lim_{s \to 0^+} \int_{\mathcal{V}} \int_{\mathfrak{h}} \alpha(2\pi i (X - is\beta)) e^{\omega - 2\pi i \langle \phi, X - is\beta \rangle} f(X) \, dX, \]
\[ = \lim_{s \to 0^+} \int_{\mathfrak{h}} f(X) \, dX \int_{\mathcal{V}} \alpha(2\pi i (X - is\beta)) e^{\omega - 2\pi i \langle \phi, X - is\beta \rangle}. \]
Here, the second line follows from the dominated convergence theorem, since the integrand is rapidly decreasing along the fibres of $\mathcal{V}$ and on $\mathfrak{h}$. The third line follows from Fubini’s theorem, using the fact that $e^{-2\pi i(\omega \cdot X - \beta)}$ is rapidly decreasing along the fibres (so that the decay of $f(X)$ is no longer needed to guarantee convergence of the integral over $\mathcal{V}$). We can now apply the previous Proposition A.1 to the integral over $\mathcal{V}$, since the integrand is rapidly decreasing along the fibres, and is closed for the differential $d_W$, $W = 2\pi i(X - is\beta)$. The result is:

$$
\int_{\mathcal{V}} \int_{\mathfrak{h}} \alpha(2\pi iX)e^{\omega - 2\pi i(\phi,X)} f(X) dX = \lim_{s \to 0^+} \int_{\mathcal{V}} f(X) dX \int_{Z} \frac{\alpha(2\pi i(X - is\beta))e^{\omega - 2\pi i(\phi,X - is\beta)}}{\text{Eul}(\mathcal{V},2\pi i(X - is\beta))}.
$$

Applying Fubini’s theorem and the dominated convergence theorem now in the opposite direction gives the result.

In order to directly apply Theorem A.2 in the main part of the paper, we would need to have a version of A.2 for the orbifold $\mathcal{V}/T'_{\Delta}$. Alternatively, we can slightly modify A.2 to work with basic forms on $\mathcal{V}$, which is what we do now.

**Corollary A.3.** Let $H, \mathcal{V}, Z, \omega - \phi, \beta, \alpha$ be as in Theorem A.2. Let $H'$ be a second torus acting on $\mathcal{V}$ and commuting with $H$. Suppose the action of $H'$ on the base $Z$ is locally free, and that $\alpha$, $(\omega - \phi)$ are $H'$-basic. Let $q : \mathcal{V} \to \mathcal{V}/H'$ be the quotient map, and let $\nu \in \Omega(Z)$ be a form such that $q\nu = c$, a constant. Then we have the following equality of tempered generalized functions on $\mathfrak{h}$:

$$
\int_{\mathcal{V}} \alpha(2\pi iX)\nu e^{\omega - 2\pi i(\phi,X)} = \int_{Z} \alpha(2\pi iX)\nu e^{\omega - 2\pi i(\phi,X)} \text{Eul}_{\beta}^{-1}(\mathcal{V},2\pi iX).
$$

**Proof.** Since $H'$ acts locally freely on the base $Z$, we can choose an $H'$-invariant connection $\sigma$ on $\pi : \mathcal{V} \to Z$ such that the vector fields generated by the $H'$ action are horizontal. The connection 1-form is then $H'$-basic, and thus the corresponding representative for the Euler form is $H'$-basic. We can also take the Thom form $\tau$ to be $H'$-basic (for example, using the Mathai-Quillen representative built using $\sigma$). The proof is now almost exactly the same: we repeat the proof of Proposition A.1 with $\eta\nu$ replacing $\eta$, and then repeat the proof of Theorem A.2 with $\alpha\nu$ replacing $\alpha$. The only step requiring modification is the final step (34) in the proof of Proposition A.1: we are left with the integral

$$
\int_{\mathcal{V}} \eta\nu \pi^*\text{Eul}_{\beta}^{-1}(\mathcal{V},W)dW\lambda(W) = \int_{\mathcal{V}} dW \left( \eta\pi^*\text{Eul}_{\beta}^{-1}(\mathcal{V},W)\lambda(W) \right)\nu.
$$

All forms in the integrand are $H'$-basic, except $\nu$ ($\lambda$ is basic if we use the de Rham homotopy operator, for example). Integrating over the fibres of $q$ and applying the orbifold version of Stokes’ theorem on $\mathcal{V}/H'$ shows that this integral vanishes.

In the main part of the paper, we apply A.3 to the case $H = T_{\Delta}$, $H' = T'_{\Delta}$, $\omega - \phi = \omega_{\mathcal{V}} - \phi_{\mathcal{V}}$, and $\alpha$ is the $T_{\Delta}$-equivariantly closed, $T'_{\Delta}$-basic (in fact, $T$-basic) form $\pi(X)e^{\xi(F)}$ with $\xi \in (t_{\Delta}^*)^*$ fixed.

Finally, we describe briefly how to compute the inverse Fourier transform of $\text{Eul}_{\beta}^{-1}(\mathcal{V})(2\pi iX)$. Choose a complex structure on $\mathcal{V}$ such that the complex weights $\alpha^1, \ldots, \alpha^n$ of the $H$-action have negative pairing with $\beta$. The bundle $\mathcal{V}$ splits into a direct sum of weight sub-bundles $\mathcal{V}_k$:

$$
\mathcal{V} = \bigoplus_{k=1}^{n} \mathcal{V}_k,
$$
where $H$ acts on $\mathcal{V}_k$ with weight $\alpha_k^- \in \mathfrak{h}^*$. As the Euler class is multiplicative, it suffices to give an expression for the inverse Fourier transform of $\text{Eul}_\beta^k(\mathcal{V}_k)(2\pi i X)$ (the full result will then be a convolution). So assume $\mathcal{V}$ has complex rank $r$ and that $H$ acts on $\mathcal{V}$ by a single weight $\alpha^- \in \mathfrak{h}^*$.

Choose an $H'$-basic connection on $\mathcal{V}$ with $u(\mathcal{V})$-valued curvature $R$. One has

$$\text{Eul}(\mathcal{V}, 2\pi i X) = \epsilon \det_C \left( \frac{1}{2\pi i} R - 2\pi i \langle \alpha^-, X \rangle \right),$$

where $\epsilon = \pm 1$ is a sign, equal to $-1$ iff the orientation on $\mathcal{V}$ induced by the complex structure is opposite the original orientation on $\mathcal{V}$. For example, if $\mathcal{V}$ is a (complex) line bundle, $\text{Eul}(\mathcal{V}, 2\pi i X) = \epsilon(c_1(\mathcal{V}) - 2\pi i \langle \alpha^-, X \rangle)$. Set $z = -2\pi i \langle \alpha^-, X \rangle$ and expand the determinant

$$\text{Eul}(\mathcal{V}, 2\pi i X) = \epsilon z^{r} \left( 1 + \sum_{m=1}^{r} c_m(\mathcal{V}) z^{-m} \right),$$

where $c_m(\mathcal{V})$ is the $m^{th}$ Chern class of $\mathcal{V}$. Inverting and expanding in power series:

$$\frac{1}{\text{Eul}(\mathcal{V}, 2\pi i X)} = \frac{\epsilon}{z} \sum_{\ell \geq 0} \left( - \sum_{m=1}^{r} c_m(\mathcal{V}) z^{-m} \right)^{\ell}.$$

Thus

$$\text{Eul}_{\beta}^{-1}(\mathcal{V}, 2\pi i X) = \lim_{s \to 0^+} \frac{1}{(2\pi i \langle \alpha^-, X - is\beta \rangle)_r^{\ell}} \sum_{\ell \geq 0} \left( - \sum_{m=1}^{r} c_m(\mathcal{V}) \right)^{\ell} \left( -2\pi i \langle \alpha^-, X - is\beta \rangle \right)^{m}.$$

The sum over $\ell$ truncates since $c_m(\mathcal{V})^{\ell} = 0$ for $\ell$ larger than half the dimension of the base. Using the fact that $\langle \alpha^-, \overline{\beta} \rangle < 0$,

$$\mathcal{F}^{-1} \left( \lim_{s \to 0^+} \frac{1}{(2\pi i \langle \alpha^-, X - is\beta \rangle)_{r}} \right) = H_{-\alpha^-} = H_{\alpha^{+}},$$

where $\alpha^+ = -\alpha^- \ (\text{note } \langle \alpha^+ , \overline{\beta} \rangle > 0)$ and $H_{\alpha^+}$ denotes the Heaviside distribution defined by

$$\langle H_{\alpha^+} , f \rangle = \int_0^\infty dt f(t^\alpha^+).$$

Since the Fourier transform of a product is the convolution of the Fourier transforms, we obtain

$$\mathcal{F}^{-1}(\text{Eul}_{\beta}^{-1}(\mathcal{V}, 2\pi i X)) = \epsilon H_{\alpha^+}^{r} \ast \sum_{\ell \geq 0} \left( - \sum_{m=1}^{r} c_m(\mathcal{V}) H_{\alpha^+}^{m} \right)^{\ell}.$$

Hence in general we have

$$\mathcal{F}^{-1}(\text{Eul}_{\beta}^{-1}(\mathcal{V}, 2\pi i X)) = \epsilon \prod_{k=1}^{n} H_{\alpha_k^+}^{r_k} \ast \sum_{\ell \geq 0} \left( - \sum_{m=1}^{r_k} c_m(\mathcal{V}_k) H_{\alpha_k^+}^{m} \right)^{\ell}.$$

The exponents and product over $k$ in this expression denote convolution, and $r_k$ is the complex rank of $\mathcal{V}_k$. 
B Hamiltonian cobordisms

In this appendix, we recall the definition of Hamiltonian cobordisms ([10],[11],[14]), and then outline proofs of some key results referred to in Section 2.

Definition B.1. Let \((N_i, \omega_i, \phi_i, \alpha_i), i = 0, 1\) and \((\tilde{N}, \tilde{\omega}, \tilde{\phi}, \tilde{\alpha})\) be Hamiltonian \(G\)-spaces equipped with closed equivariant differential forms. We say that \((\tilde{N}, \tilde{\omega}, \tilde{\phi}, \tilde{\alpha})\) is a proper Hamiltonian cobordism between \((N_0, \omega_0, \phi_0, \alpha_0)\) and \((N_1, \omega_1, \phi_1, \alpha_1)\) if \(\tilde{\phi}\) is proper on the support of \(\tilde{\alpha}\) and

\[
\partial \tilde{N} = N_0 \sqcup (-N_1), \quad i^*\tilde{\omega} - \tilde{\phi} = (\omega_0 - \phi_0) \sqcup (\omega_1 - \phi_1), \quad i^*\tilde{\alpha} = \alpha_0 \sqcup \alpha_1.
\]

Remark B.2. Note that the definition implies \(\tilde{\phi}\) is proper on the support of \(\alpha_i, i = 0, 1\).

Theorem B.3 ([14] Lemma 5.10). In the setting of Definition B.1,

\[
\text{DH}(N_0, \omega_0, \phi_0, \alpha_0) = \text{DH}(N_1, \omega_1, \phi_1, \alpha_1).
\]

Proof. Using the definition, the difference is a distribution \(m\) whose pairing with \(f \in C^\infty_\text{comp}(g^*)\) is

\[
\langle m, f \rangle = \int_{\partial \tilde{N}} i^*\tilde{\omega} \circ (\partial f \circ \tilde{\phi}) = \int_{\tilde{N}} d(e\tilde{\omega} \circ (\partial f \circ \tilde{\phi})).
\]

Let \(\{U_k\}\) be a locally finite open cover of \(g^*\) by relatively compact sets, and let \(\{\rho_k\}\) be a partition of unity subordinate to this open cover. Define distributions \(m_k\),

\[
\langle m_k, f \rangle = \int_{\tilde{N}} (\tilde{\phi}^* \rho_k) d(e\tilde{\omega} \circ (\partial f \circ \tilde{\phi})).
\]

Then \(\text{supp}(m_k) \subset \overline{U_k}\), and it follows that \(m = \sum_k m_k\) (the sum is locally finite) and each \(m_k\) is compactly supported. To show \(m_k = 0\) it suffices to show all of its Fourier coefficients vanish. For \(X \in g\) fixed

\[
\langle m_k, e^{-2\pi i (-X)} \rangle = \int_{\tilde{N}} (\tilde{\phi}^* \rho_k) d(e\tilde{\omega} \cdot 2\pi i(\tilde{\phi}, X) \tilde{\alpha}(2\pi iX)) = 2\pi i \int_{\tilde{N}} (\tilde{\phi}^* \rho_k) i(X_N)(e\tilde{\omega} \cdot 2\pi i(\tilde{\phi}, X) \tilde{\alpha}(2\pi iX)),
\]

where we have used \((d - 2\pi i u(X_N))(e\tilde{\omega} \cdot 2\pi i(\tilde{\phi}, X) \tilde{\alpha}(2\pi iX)) = 0\). The last line vanishes, because the integrand has no top-degree part. \(\square\)

The next result can be compared to Theorem 2.1.

Theorem B.4 ([14]). Let \(N\) be a \(G\)-manifold, and \(\alpha\) a closed equivariant differential form on \(N\). Let \(v : N \to g\) be a bounded taming map. Let \(\omega_i - \phi_i, i = 0, 1\) be two equivariant 2-forms on \(N\). Suppose that

1. \([\omega_0 - \phi_0] = [\omega_1 - \phi_1] \in H_G(N)\)

2. \(\langle \phi_i, v \rangle \) is proper and bounded below on \(\text{supp}(\alpha), i = 0, 1\).
Let \( \langle \omega_1 - \phi_1 \rangle - \omega_0 \phi_0 \rangle = d_G \eta \) for some \( \eta \in \Omega^2_{\mathcal{G}}(N) \). Let \( W = N \times [0,1] \), and pull back all equivariant forms as well as \( \nu \) by \( \text{pr}_1 \) (pullbacks omitted from notation). Let \( t \) be the coordinate on \([0,1]\). Define \( \tilde{\omega}_G = \tilde{\omega} - \tilde{\phi} \) by

\[
\tilde{\omega}_G = (\omega_0)_G + d_G(t\eta).
\]

We have \( \tilde{\phi} = (1-t)\phi_0 + t\phi_1 \), and thus

\[
\langle \tilde{\phi}, \nu \rangle = (1-t)\langle \phi_0, \nu \rangle + t\langle \phi_1, \nu \rangle.
\]

Since a convex linear combination of proper, bounded below maps is proper and bounded below, \( \langle \tilde{\phi}, \nu \rangle \) is proper and bounded below on \( \text{supp}(\alpha) \). Since \( \nu \) is bounded, \( \tilde{\phi} \) is proper (Prop. 2.4). \( (W, \tilde{\omega}, \tilde{\phi}, \alpha) \) is the desired proper Hamiltonian cobordism.

**Remark B.5.** Recall (see remark 2.7) that one situation in which the condition \([\omega_0 - \phi_0] = [\omega_1 - \phi_1] \in H_G(N) \) is satisfied, is if \( N \) can be smoothly collapsed to part of a \( G \)-invariant submanifold \( Z \), and \( t_Z(\omega_0 - \phi_0) = t_Z(\omega_1 - \phi_1) \).

The Harada-Karshon Theorem is proven by showing that \( N \) is cobordant to a small neighbourhood of the critical set \( Z \). The main challenge in the cobordism approach ((10),(11),(14)) is to construct a proper moment map on the cobordism manifold. As already pointed out in Lemma 2.4, when \( \nu \) is bounded, \( \langle \phi, \nu \rangle \) proper and bounded below implies that \( \phi \) is proper. The convenience of working with the condition that \( \langle \phi, \nu \rangle \) be proper and bounded below comes from two point-set topology facts:

(A) A finite collection of proper, bounded below functions \( f_i \) can be patched together with a partition of unity, and the result is again proper and bounded below ([14], Lemma 3.5).

(B) For \( G \) compact, the \( G \)-average of a proper, bounded below function is again proper and bounded below ([14], Lemma 3.6).

We next outline the proof of Lemma 2.8, which we break into ‘existence’ and ‘uniqueness’ parts.

**Lemma B.6** (‘existence’, [14] Proposition 3.4). Let \((N, \omega, \phi)\) be a Hamiltonian \( G \)-manifold, possibly with boundary, and \( \alpha \) a closed equivariant differential form. Let \( \nu : N \to \mathfrak{g} \) be a bounded taming map with localizing set \( Z \).\(^3\) Let \( Y \supset Z \) be a \( G \)-invariant closed set. Suppose that \( \langle \phi, \nu \rangle \) is proper and bounded below on \( Y \cap \text{supp}(\alpha) \). Then there exists a \( v \)-polarized completion \((N, \tilde{\omega}, \tilde{\phi})\) of \((N, \omega, \phi, \alpha)\) such that \( \tilde{\omega} - \tilde{\phi} \) equals \( \omega - \phi \) on a neighbourhood of \( Y \).

**Proof.** Since \( \langle \phi, \nu \rangle \) is proper and bounded below on \( Y \cap \text{supp}(\alpha) \), it is possible to find a \( G \)-invariant open neighbourhood \( U \supset Y \cap \text{supp}(\alpha) \) such that \( \langle \phi, \nu \rangle \) is proper and bounded below on \( U \) ([14], Lemma 2.8). Let \( U_Y = (N \setminus \text{supp}(\alpha)) \cup U \) (an open neighbourhood of \( Y \)). Let \( \rho_1, \rho_2 \) be a partition of unity subordinate to the open cover \( U_Y, N \setminus Y \), and let \( f : N \to \mathbb{R} \) be any proper and bounded below smooth function. Let

\[
\psi' = \rho_1 \langle \phi, \nu \rangle + \rho_2 f.
\]

It’s clear that \( \psi' \) agrees with \( \langle \phi, \nu \rangle \) on a neighbourhood of \( Y \). Note that \( \psi' \) is proper and bounded below on \( U \), by point-set topology fact (A). Also, \( \psi' \) agrees with \( f \) on \( N \setminus U_Y \), and so \( \psi'|_{N \setminus U_Y} \)
is proper and bounded below. Since \( \text{supp}(\alpha) \subset \overline{U} \cup (N \setminus U_Y) \) (a union of two closed sets), this proves that \( \psi' \) is proper and bounded below on \( \text{supp}(\alpha) \). Now set \( \psi \) to be the \( G \)-average of \( \psi' \).

By point-set topology fact (B), \( \psi \) is proper and bounded below on \( \text{supp}(\alpha) \). Moreover \( \psi \) equals \( \langle \phi, v \rangle \) near \( Y \).

Choose a \( G \)-invariant Riemannian metric \( g \) on \( N \), and define a 1-form \( \Theta \) on \( N \setminus Z \),

\[
\Theta = \frac{g(v_N, -)}{g(v_N, v_N)}.
\]

Finally, let

\[
\tilde{\omega} - \tilde{\phi} = \tilde{\omega}_G := \omega_G + d_G((\psi - \langle \phi, v \rangle)\Theta).
\]

Since \( \psi \) and \( \langle \phi, v \rangle \) are equal near \( Y \), \( \tilde{\omega}_G \) is defined on all of \( N \) and equals \( \omega_G \) on a neighbourhood of \( Y \). And

\[
\langle \tilde{\phi}, v \rangle = \psi
\]

which is proper and bounded below on \( \text{supp}(\alpha) \) by construction. \( (N, \tilde{\omega}, \tilde{\phi}) \) is the desired \( v \)-polarized completion.

\[\text{Lemma B.7 (‘uniqueness’, [14] Lemmas 4.12, 4.17).} \]

Let \( (N, \omega, \phi) \) be an oriented Hamiltonian \( G \)-manifold, and \( \alpha \) a closed equivariant differential form. Let \( v_i, Z_i, (U_i, \tilde{\omega}_i, \tilde{\phi}_i), i = 0, 1 \) be two sets of data satisfying the following conditions:

1. \( v_i : N \rightarrow \mathfrak{g} \) is a bounded taming map with smooth localizing set \( Z_i \),
2. \( U_i \) is a \( G \)-invariant open set that can be smoothly collapsed to part of \( Z_i \),
3. \( \langle \tilde{\phi}_i, v_i \rangle \) is proper and bounded below on \( Z_i \cap \text{supp}(\alpha) \).

Suppose further that \( v_0, v_1 \) agree on \( \text{supp}(\alpha) \). Then

\[
\text{DH}(U_1, \tilde{\omega}_1, \tilde{\phi}_1, \alpha) = \text{DH}(U_0, \tilde{\omega}_0, \tilde{\phi}_0, \alpha).
\]

\[\text{Proof.} \]

Put \( U = U_0 \cup U_1 \) and

\[
W = (U \times [0, 1]) \setminus ((U \setminus U_0) \times \{0\} \cup (U \setminus U_1) \times \{1\}).
\]

Pull back \( \omega, \phi, v_0, v_1, \alpha \) along the projection \( U \times [0, 1] \rightarrow U \), and then restrict to \( W \) (pullbacks omitted from notation). Using \( t \) as a coordinate on \([0, 1]\), let

\[
v = (1 - t)v_0 + tv_1,
\]

and let \( Z = \{p | v_W(p) = 0\} \) be the corresponding localizing set (it need not be smooth). Since \( v_1, v_0 \) agree on \( \text{supp}(\alpha) \),

\[
v|_{\text{supp}(\alpha)} = v_1|_{\text{supp}(\alpha)} = v_0|_{\text{supp}(\alpha)}.
\]

It follows that \( \langle \phi, v \rangle \) is proper and bounded below on \( \text{supp}(\alpha) \cap Z \). Let \( (W, \tilde{\omega}, \tilde{\phi}) \) be a \( v \)-polarized completion of \( (W, \omega, \phi, \alpha) \) (using Lemma B.6). Since \( v \) is bounded, \( \tilde{\phi} \) is proper on the support of \( \alpha \). Thus \( W \) is a proper Hamiltonian cobordism between the two boundary components \( U_0, U_1 \). By Theorem B.3

\[
\text{DH}(U_0, \tilde{\omega}|_{U_0}, \tilde{\phi}|_{U_0}, \alpha) = \text{DH}(U_1, \tilde{\omega}|_{U_1}, \tilde{\phi}|_{U_1}, \alpha).
\] (37)

For \( i = 0, 1 \), \( (U_i, \tilde{\omega}|_{U_i}, \tilde{\phi}|_{U_i}) \) is a \( v_i \)-polarized completion of \( (U_i, \omega, \phi, \alpha) \). However, recall that \( U_i \) is a \( G \)-invariant open set that can be smoothly collapsed to part of \( Z_i \). Remark B.5 shows that in this case, any \( v_i \)-polarized completion has the same DH distribution. Hence, the result actually follows from (37).
Finally, we outline the proof of Theorem 2.10.

**Theorem B.8** ([14] Theorem 5.20). Consider the setting of Lemma 2.8. Suppose further that $\langle \phi, v \rangle$ is proper and bounded below on the support of $\alpha$. Then

$$DH(N, \omega, \phi, \alpha) = DH_Z^\omega(N, \omega, \phi, \alpha).$$

**Proof.** Let $U$ be a $G$-invariant tubular neighbourhood of $Z$, and put

$$W = (N \times [0,1]) \setminus ((N \setminus U) \times \{1\}), \quad Y = (Z \times [0,1]) \cup (N \times \{0\}).$$

Pull back the equivariant forms and $v$ to $N \times [0,1]$ and restrict to $W$ (pullbacks omitted from notation). By assumption, $\langle \phi, v \rangle$ is proper and bounded below on $Y \cap \text{supp}(\alpha)$. Apply Lemma B.6 to obtain a $v$-polarized completion $(W, \tilde{\omega}, \tilde{\phi})$ of $(W, \omega, \phi, \alpha)$, with $\tilde{\omega} - \tilde{\phi}$ being equal to $\omega - \phi$ in a neighbourhood of $Y$ (in particular, near $N \times \{0\}$). Then $W$ is a proper Hamiltonian cobordism between $(N, \omega, \phi, \alpha)$ and $(U, \tilde{\omega}_{|U \times \{1\}}, \tilde{\phi}_{|U \times \{1\}}, \alpha|_U)$. The result follows from Theorem B.3 and Remark B.5. \hfill \square

### C Smoothness of $Z$

Here we discuss the role of the assumption (Lemma 2.8) that the localizing set $Z$ is a smooth submanifold. The smoothness assumption leads to a particularly simple description of the contribution of a component $Z_i \subset Z$ to (5): it is the twisted DH distribution of any $v$-polarized completion of a tubular neighbourhood of $Z_i$.

However, in general $Z = \{v_N = 0\}$ is not smooth. On the other hand, the cobordism used in the H-K Theorem (see Theorem B.8, or [14] Theorem 5.20) does not use the smoothness assumption. Neither does the ‘existence’ part of Lemma 2.8, since, for example, for the ‘polarized completion’ $(U, \tilde{\omega}, \tilde{\phi})$ which is constructed (see Lemma B.6, or [14] Proposition 3.4), $\tilde{\omega} - \tilde{\phi}$ agrees with $\omega - \phi$ on an open neighbourhood of $Z$, and so also makes sense when $Z$ is singular. The assumption only plays a role in the ‘uniqueness’ part of Lemma 2.8 (see Lemma B.7, or [14] Lemmas 4.12, 4.17). Thus, one obtains a localization formula for the Duistermaat-Heckman distribution quite generally, but the contribution $DH(U_i, \tilde{\omega}, \tilde{\phi}, \alpha)$ of a component $Z_i$ is not as simple to describe.

In the general case, one can use the polarized completion appearing in the proof of Lemma B.6. Alternatively, to get hold of the contribution $DH(U_i, \tilde{\omega}, \tilde{\phi}, \alpha)$, one can try to choose a new taming map $v'$ on $N' := U_i$ now with a smooth localizing set, and then apply the H-K Theorem to $N'$ obtaining a new Hamiltonian cobordism from $N'$ to a collection of smaller open sets $U'_j$ around the components $Z_j'$ of the localizing set for $v'$. Then

$$DH(N', \tilde{\omega}, \tilde{\phi}, \alpha) = \sum_j DH_{Z_j'}(N', \omega', \phi', \alpha)$$

and the uniqueness part of Lemma 2.8 applies to the terms on the right side of the equation. In this way one obtains a formula for $DH(N, \omega, \phi, \alpha)$ using a composition of Hamiltonian cobordisms.

In the case $v = \phi$ where $\phi : N \to t^* \simeq t$ is the moment map for the action of a torus $T$, a suitable $v'$ on $N' = U_i$ can be obtained by perturbing $v$ to $v' = v - \gamma$, where $\gamma$ is a small ‘generic’ element of $t$ (see Section 4.3). The perturbation $\gamma$ can even be chosen independently for each component $Z_i$ of $Z$. This is similar to the perturbation used by Paradan in [22].

To see that the Harada-Karshon Theorem applies to $(N' = U_i, \tilde{\omega}, \tilde{\phi}, \alpha)$ equipped with taming map $v' = v - \gamma$ (with $\gamma$ sufficiently small), one needs to check that $\langle \phi, v' \rangle$ is proper and bounded.
below on \(N' \cap \text{supp}(\alpha)\). The moment map \(\tilde{\phi}\) of the polarized completion \((N', \tilde{\omega}, \tilde{\phi})\) can be obtained from the proof of Lemma B.6:

\[
\tilde{\phi} = \phi - (\psi - \|\phi\|^2) \Theta_N, \quad \langle \Theta_N, X \rangle = \frac{g(v_N, X_N)}{g(v_N, v_N)}, \quad X \in \mathfrak{t}
\]

where \(g\) is a \(T\)-invariant Riemannian metric on \(N\) and \(\psi \geq \|\phi\|^2\) is a smooth \(T\)-invariant function on \(N'\) which is proper and bounded below on \(\text{supp}(\alpha)\), and agrees with \(\langle \phi, v \rangle = \|\phi\|^2\) on a neighbourhood of \(Z_i\). (Note that \(\psi - \|\phi\|^2 = 0\) on a neighbourhood of \(Z_i = \{v_N = 0\} \cap N'\), so it is not a problem that \(\Theta_N\) is not defined there.) Then

\[
\langle \tilde{\phi}, v' \rangle = \psi - \langle \phi, \gamma \rangle + (\psi - \|\phi\|^2) \frac{g(v_N, \gamma N)}{g(v_N, v_N)}.
\]

In our case, the neighbourhood \(N' = U_i\) is such that \(\text{supp}(\alpha) \cap N'\) is compact and \(\overline{N'} \cap \{v_N = 0\} = Z_i\). This implies that \(\|\langle \phi, \gamma \rangle\| \leq C_1\) and \(|g(v_N, \gamma N)| \leq C_2\) are bounded on \(\text{supp}(\alpha) \cap N'\), and that \(g(v_N, v_N)\) can be bounded below by a positive constant \(0 < C_3 \leq 1\) on \((\overline{N'} \cap \text{supp}(\alpha)) \setminus \text{supp}(\psi - \|\phi\|^2)\).

Replacing \(\gamma\) with \(C_3(C_2 + 1)^{-1}\gamma\), we have

\[
\langle \tilde{\phi}, v' \rangle \geq \psi - C_1 - \frac{C_2}{C_2 + 1}\psi = \frac{1}{C_2 + 1}\psi - C_1
\]

on \(N' \cap \text{supp}(\alpha)\). This implies that \(\langle \tilde{\phi}, v' \rangle\) is proper and bounded below on \(N' \cap \text{supp}(\alpha)\).

Because of the ‘uniqueness’ part of Lemma 2.8, the formula obtained from the above composition of Hamiltonian cobordisms is the same as that obtained from perturbing the taming map \(v' = v - \gamma\) from the beginning, as we did in the main part of the paper. From this one can see that the terms \(m_\beta\) of (20) are the same as the contributions obtained using the unperturbed taming map \(v = \Phi_a\).

Remark C.1. Harada-Karshon work with a weaker condition: that a neighbourhood of the localizing set \(Z\) admit a smooth equivariant weak deformation retract to \(Z\). (This is the same as what we have shortened to ‘smooth collapse’ (Definition 2.6), except with \(Z'\) not required to be smooth.) This condition is appealing in that it guarantees the ‘uniqueness’ part of Lemma 2.8. An interesting question left open in [14] is whether the localizing set \(Z\) in the case \(v = \phi\) always satisfies this weaker condition.
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