We provide explicit formulae for the effective fluid approach of $f(R)$ theories, such as the Hu & Sawicki and the designer models. Using the latter and simple modifications to the CLASS code, which we call EFCLASS, in conjunction to very accurate analytic approximations for the background evolution, we obtain competitive results in a much simpler and less error-prone approach. We also derive the initial conditions in matter domination and we find they differ from those already found in the literature for a constant $w$ model, e.g., the designer model even though it has $w = -1$ in the background, it has dark energy perturbations nonetheless. We also use the aforementioned models to derive constraints from the latest cosmological data, including supernovae, BAO, CMB, $H(z)$ and growth-rate data, and we find they are statistically consistent to the $\Lambda$CDM model. Finally, we find that the viscosity parameter $\zeta_{vis}$ in realistic models is not constant as commonly assumed, but rather evolves significantly over several orders of magnitude, something which could affect forecasts of upcoming surveys.

**I. INTRODUCTION**

A few decades ago it became clear that a model of the Universe including the cosmological constant $\Lambda$ could alleviate several problems in the Cold Dark Matter (CDM) scenario \[1\]. Although the standard model of cosmology $\Lambda$CDM is in very good agreement with recent astrophysical measurements \[2\] \[3\], it is also well known that the huge discrepancy between both predicted and inferred values of $\Lambda$ represents one of the biggest conundrums for fundamental physics \[1\] \[4\] \[5\].

In 1998 convincing evidence from observations of Supernovae type Ia (SNIa) showed that the Universe is undergoing a phase of accelerated expansion \[6\] \[7\]. Ever since, the standard cosmological model $\Lambda$CDM has become the best phenomenological description for the current accelerating expansion of the Universe \[2\] \[3\] \[8\]. The yet unsolved cosmological constant problem has driven an effort towards alternative explanations for the late-time accelerating phase of the Universe.

Different cosmological models have emerged and nowadays one finds two leading approaches which avoid the introduction of a cosmological constant to explain the Universe’s accelerating expansion. On the one hand, there exist Dark Energy (DE) models \[9\] where yet unobserved scalar fields would dominate the energy content at late times, thus avoiding fine-tuning issues as well as accelerating the Universe \[10\] \[11\]. On the other hand, there are Modified Gravity (MG) models that instead modify the current theory of gravity, namely, Einstein’s Theory of General Relativity (GR) \[12\]. These modifications of GR are however not easily achieved as several tests carried out up to extragalactic scales are in very good agreement with GR \[13\].

Both DE and MG models provide plausible, alternative scenarios for explaining the late-time acceleration of the Universe. It is known that both kind of models can fit background astrophysical observations, as well as the standard model $\Lambda$CDM, and are therefore degenerated at the background level, despite several efforts to disentangle them with model independent approaches \[14\] \[15\]. Although the recent discovery of gravitational waves by the LIGO Collaboration \[16\] allows us to rule out some families of MG models \[17\] \[24\] (e.g., from the so-called Horndeski theories\footnote{Electronic address: ruben.arjona@estudiante.uam.es} \[26\]), there remains a degeneracy between the two leading approaches.

Among the remaining MG models one finds an important class: $f(R)$ models \[27\] \[28\]. Even though this kind of models might be fully degenerated at the background level (e.g., the so-called designer $f(R)$ models which can exactly mimic the background dynamics of a dark energy model with equation of state $w(z)$ \[29\] \[32\]), the linear order perturbations could in principle be distinguishable from the standard model $\Lambda$CDM \[33\]. This is relevant as in general, the DE perturbations can have a strong effect in the determination of the growth-index $\gamma$ \[34\], even though with current growth data it is not possible to draw definite conclusions in favor of any $f(R)$ model \[35\] \[36\].

The study of perturbations in MG models is thus of great importance and one can find different approaches in the literature (e.g., \[30\] \[31\] \[33\] \[37\] \[54\]). In Ref. \[53\] the authors restricted themselves to background histories consistent with a flat $\Lambda$CDM model and parameterized changes in both Poisson and anisotropy equations via two functions $\mu(a,k)$ and $\gamma(a,k)$; these two functions take into account possible deviations from GR in

\footnote{However, a recent work claims that the reduction of viable MG models is not as severe as previously announced \[25\].}
the relation between the Newtonian potentials as well as the relation between the potentials and matter perturbations. The parametric functions were implemented in a modified version of the code CAMB\footnote{https://camb.info/} \cite{50} dubbed MG-CAMB\footnote{http://alsojat1.github.io/MGCAMB/home.html}. Since these parameterizations are only valid at late times, in Ref. \cite{57} the authors modified MG-CAMB to introduce new parameterizations which are valid at all times. A drawback in this approach to perturbations in MG models is that it fixes the background to ΛCDM while it is known that viable \(f(R)\) models might differ from ΛCDM at the background level (e.g., Hu-Sawicki model \cite{57}).

A different approach to study perturbations in MG models was carried out in Ref. \cite{58} where the author studied perturbations in \(f(R)\) models which exactly mimic the ΛCDM background by using the full set of covariant cosmological perturbation equations; the author modified the publicly available code CAMB, implemented this approach, and released a code called FRCAMB. \footnote{http://darklight.fisica.unimi.it/cosmonews/frcamb/} In Ref. \cite{59} the author extended FRCAMB to take into account \(f(R)\) models with a background different from ΛCDM, but the code was not released.

An Effective Field Theory (EFT) approach \cite{60} to DE and MG models was pursued in Ref. \cite{61} where authors had into account a fairly general theory with unbroken symmetries and implemented it in a code called EFT-CAMB\footnote{http://eftcamb.org/} (i.e., a modified version of CAMB). Although this approach does not use any quasi-static approximation and evolves the full dynamics of perturbations on linear scales, the mapping of specific models into an EFT formalism is cumbersome.

The Planck Collaboration used MGCAMB and EFT-CAMB in Ref. \cite{62} to study cosmological constraints in both DE and MG models. Although the results somehow depend on which data sets are regarded as well as on some assumptions (e.g., the equation of state \(w(a)\), the sound speed \(c_s^2(a,k)\), the anisotropic stress \(\pi(a,k)\)), the authors did not find conclusive evidence for extensions to the standard model of cosmology.\footnote{However, in Ref. \cite{63} authors found evidence for deviations of GR (≥ 3σ) using various astronomical observations, including data from Planck.}

In Ref. \cite{61} authors proposed the so-called Equation of State (EOS) for perturbations. In this approach \(f(R)\) models can be expressed as a dark energy fluid at background and linearized perturbation order \cite{63,57}. The authors used an elegant gauge-invariant formalism, without the sub-horizon approximation, where the modifications to GR are expressed as equation of state \(w(a)\), entropy perturbation \(\Gamma(a,k)\), and anisotropic stress \(\Pi(a,k)\). The EOS approach was implemented in a modified version of the code CLASS\footnote{http://class-code.net/} \cite{65} in Ref. \cite{66} where good agreement with previous studies and codes was found. In spite of addressing the problem of perturbations in \(f(R)\) models in an elegant way, the EOS approach is not physically very intuitive and the interpretation of results and the perturbation variables in this formalism is not straightforward.

In this paper we will also express \(f(R)\) models as a dark energy fluid, but differently to the EOS approach in \cite{61}, as we will utilize the equation of state \(w(a)\), the sound speed \(c_s^2(a,k)\) and the anisotropic stress \(\pi(a,k)\) as variables describing the fluid \cite{67}. This makes the comparison with popular DE models such as quintessence \((w(a) \geq -1, c_s^2 = 1, \pi(a,k) = 0)\) and K-essence \((w(a), c_s^2(a), \pi(a,k) = 0)\) relatively easy. This is of paramount importance in the case of the anisotropic stress because in \(f(R)\) models generically one has \(\pi(a,k) \neq 0\) whereas in standard single-field DE models \(\pi(a,k) = 0\), so that any convincing evidence of anisotropic stress would rule out all standard single-field DE models \cite{67,68}. Likewise, non-detection of anisotropic stress would get several classes of MG models into difficulties.

Since current galaxy surveys do not reach scales comparable to the cosmological horizon, one frequently uses a quasi-static approximation for the perturbation equations. The quasi-static approximation roughly amounts to neglecting time derivatives in the linearized Einstein equations while only keeping spatial derivatives; in addition one only takes into account modes whose wavelength is shorter than the cosmological horizon. Some previous studies and implementations (i.e. FRCAMB, EFT-CAMB, CLASS\_EOS\_FR) did not apply the sub-horizon approximation to the perturbation equations. Nevertheless, the quasi-static approximation has been investigated in the context of MG theories in Refs. \cite{62,69} and has been implemented in one such code, i.e. MG-CAMB. On the one hand, in Ref. \cite{62} authors argue that general \(f(R)\) models do not satisfy the quasi-static approximation; however, the sub-horizon approximation can be safely used in \(f(R)\) models describing the current phase of accelerating expansion and fulfilling solar system tests. On the other hand, in Ref. \cite{69} authors argue that the quasi-static approximation breaks down outside the DE sound-horizon rather than outside the cosmological horizon; the authors disregarded the anisotropic stress in their analysis and also consider a constant DE \(c_s^2\), both assumptions being not realistic for viable MG models. In this paper we will work out solutions to the perturbations equations in \(f(R)\) models under the sub-horizon approximation. We will derive analytical solutions for DE perturbations and test them numerically showing that the quasi-static approximation actually performs quite well for this kind of MG models.

By placing MG and DE models on the same framework...
one is, in principle, able to disentangle the two kind of models through different predictions for the equation of state \( w(a) \), the sound speed \( c_s^2(a, k) \), and the anisotropic stress \( \pi(a, k) \). Both DE sound speed and DE anisotropic stress are particularly important because they are closely related to the growth of structures and therefore might leave detectable traces in observables such as anisotropies in the Cosmic Microwave Background radiation (CMB) and Galaxy Counts (GC) \[33\,70\]. Although DE and Dark Matter (DM) perturbations are invisible, they affect both the CMB and the GC via, for instance, the Integrated Sachs-Wolfe (ISW) effect and the lensing potential \[39\]. While the presence of DE anisotropic stress can enhance and stabilize the growth of matter perturbations \[68\,70\,73\], the DE sound speed might alter the level of clustering and the evolution of matter perturbations \[44\,74\]. These properties are very important because one can use them to break background level degeneracies among different models \[77\,78\].

The most recent CMB data from the Planck satellite\(^8\) as well as data from the Dark Energy Survey\(^9\) are in good agreement with the standard cosmological model \( \Lambda \)CDM \[2\,3\], but this situation could potentially change by combining different probes and from upcoming galaxy surveys, stage IV CMB experiments, and gravitational wave observations (see, for instance, Refs. \[24\,79–85\,85–99\]). Despite the success of the \( \Lambda \)CDM model when fitting current data sets, its Bayesian evidence\(^10\) is not extremely different from extended models \[102\,103\]. Furthermore, there remain unexplained issues with other data sets such as direct Hubble constant measurements, weak lensing data, and cluster counts where dynamically DE models or MG models could play a part (see, for instance, Refs. \[70\,102\,104\,112\]).

This paper is organized as follows. In Section II we discuss the standard equations for perturbations in a Friedmann-Lemaître-Robertson-Walker metric. Firstly, in Subsection II A we explain how \( f(R) \) models can be mapped into a DE fluid and give analytical solutions for DE perturbations in general \( f(R) \) models under the sub-horizon approximation. Secondly, we present results for some viable \( f(R) \) models in Subsection II B.

In Section III we show that our analytical solutions derived using the sub-horizon are in very good agreement with a full numerical evolution of the perturbation equations. Furthermore, we compare our implementation in the CLASS code with available codes such as MGCAMB, CLASS\_EOS\_FR, and FRCAMB. Then, in Section IV we present cosmological constraints for a few MG models within our methodology by using a Monte Carlo Markov Chain (MCMC) approach. In Section V we clarify and discuss some points about viscosity in viable \( f(R) \) models. We conclude in Section VI and give details about our analytical computations and CLASS implementation in Appendices A and B respectively.

### II. THEORETICAL FRAMEWORK

Let us assume that the Universe can be described at the background level by a Friedmann-Robertson-Walker (FRW) metric, then in order to study the perturbations of various cosmological models, we consider the perturbed FRW metric, which in the conformal Newtonian gauge can be written as:

\[
d\xi^2 = a(\tau)^2 \left[ -(1 + 2\Psi(\bar{x}, \tau))d\tau^2 + (1 - 2\Phi(\bar{x}, \tau))d\bar{x}^2 \right],
\]

where \( \tau \) is the conformal time defined via \( d\tau = dt/a(t) \) and we will follow the notation of Ref. \[113\].

At this point we can assume an ideal fluid with an energy momentum tensor

\[
T_{\mu\nu} = P\delta_{\mu\nu} + (\rho + P)U^\mu U_\nu,
\]

where \( \rho, P \) are the fluid density and pressure, and \( U^\mu = \frac{dx^\mu}{d\tau} \) is its velocity four-vector given to first order by

\[
U^\mu = (\bar{\rho} + \delta\rho, \bar{P} + \delta P, 0, 0),
\]

where \( \bar{\rho}, \bar{P} \) are defined on the background and are functions of time only, while the perturbations \( \delta\rho, \delta P \) are functions of \( (\bar{x}, \tau) \) and \( \Sigma^i_j \equiv T^i_j - \delta^i_j T^k_k/3 \) is an anisotropic stress tensor.

Then, assuming General Relativity we find that the perturbed Einstein equations in the conformal Newtonian gauge are given by \[113\]:

\[
k^2 \Phi + 3 \frac{\dot{a}}{a} \left( \Phi + \frac{\dot{\Psi}}{a} \right) = 4\pi G N a^2 \delta T^0_0,
\]

\[
k^2 \left( \Phi + \frac{\dot{a}}{a} \right) = 4\pi G N a^2 (\bar{\rho} + \bar{P}) \theta,
\]

\[
\dot{\Phi} + \frac{\dot{a}}{a} (\Psi + 2\dot{\Phi}) + \left( 2 \frac{\ddot{a}}{a} - \frac{a''}{a^2} \right) \Psi + \frac{k^2}{3}(\Phi - \Psi) = \frac{4\pi}{3} G N a^2 \delta T^i_i,
\]

\[\text{In more detail, our conventions are:}(++++) \text{ for the metric signature, the Riemann and Ricci tensors are given by } V_{abcd} - V_{bacd} = V_{a} R_{bcd} \text{ and } R_{ab} = R_{bacd}, \text{ while the Einstein equations are } G_{\mu\nu} = +\kappa T_{\mu\nu}, \text{ for } \kappa = \frac{8\pi G}{c^4} \text{ and } G_N \text{ is the bare Newton’s constant. In what follows we will set the speed of light } c = 1.\]
\[ k^2 (\Phi - \Psi) = 12 \pi G Na^2 (\bar{\rho} + \bar{P}) \sigma, \]  
(9)

where we have defined the velocity \( \theta \equiv ik j u_j \), the anisotropic stress \( (\bar{\rho} + \bar{P}) \sigma \equiv - (k k, j - \frac{1}{2} \delta_{ij}) \Sigma^{ij} \). Finally, we also need the evolution equations for the perturbations, given by the energy-momentum conservation \( T^{\mu \nu}_{\rho} = 0 \) as:

\[ \delta = -(1 + w)(\theta - 3 \Phi - 3 \frac{\dot{a}}{a} (c_s^2 - w) \delta, \]  
(10)

\[ \dot{\theta} = \frac{\dot{a}}{a} (1 - 3 w) \theta - \frac{\dot{w}}{1 + w} + \frac{c_s^2}{1 + w} k^2 \delta - k^2 \sigma + \frac{3}{2} \pi, \]  
(11)

where we define the equation of state parameter \( w \equiv \frac{\dot{\rho}}{\dot{\rho}} \) and the rest-frame sound speed of the fluid \( c_s^2 = \frac{\dot{\rho}}{\dot{\rho}} \). Following Ref. [70], we eliminate \( \theta \) from Eqs. (10) and [11], resulting in a second order equation for \( \delta \):

\[ \ddot{\delta} + (\cdots) \dot{\delta} + (\cdots) \delta =
- k^2 \left( (1 + w) \Psi + c_s^2 \delta \right) (1 + w) \sigma + \cdots
= - k^2 \left( (1 + w) \Psi + c_s^2 \delta - \frac{2}{3} \pi \right) + \cdots, \]  
(12)

where the (\cdots) indicates the presence of complicated expressions and we have defined the anisotropic stress parameter of the fluid as \( \pi \equiv \frac{1}{2} (1 + w) \sigma \). As also discussed in Ref. [70], the \( k^2 \) term will act as a source, driving the perturbations. However, since the potential scales as \( \Psi \sim 1/k^2 \) in relevant scales, the only terms that matter are the sound speed and the anisotropic stress. Therefore, we can define an effective sound speed as

\[ c_s, e.f. = c_s^2 - \frac{2}{3} \pi / \delta \]  
(13)

that characterizes the propagation of perturbations as well as the clustering properties on sub-horizon scales. We should also note that in principle the sound speed \( c_s^2 \) can be both time and scale dependent, i.e., \( c_s^2 = c_s^2(\tau, k) \). For example, as noted in Ref. [114], the sound speed for a scalar field \( \phi \) in the conformal Newtonian gauge for small scales is \( c_{s, \phi}^2 \approx \frac{k^2}{4 m^2 \phi} \), where \( m^2 \) is the mass of the scalar field. On the other hand, \( c_s^2 \) is equal to one only in the scalar field’s rest-frame (see Chapter 11.2 of Ref. [114] for a quick derivation). Of course, one has the same situation in \( f(R) \) theories because in practice they only contain a scalar degree of freedom\[12 \] [59]. Therefore, we expect the sound speed to be scale dependent in modified gravity models, when we are not in the rest frame of the equivalent DE fluid.

Finally, in what follows we will use the scalar velocity perturbation \( V \equiv ik j T^\phi_0 / \rho = (1 + w) \theta \) instead of the velocity \( \theta \). The former has the advantage that it can remain finite when the equation of state \( w \) of the fluid crosses \(-1\) (see also Ref. [115]). With this new variable the evolution equations, Eqs. (10) and [11], become

\[ \delta' = 3(1+w) \Psi' - \frac{V}{a^2 \pi} - \frac{3}{a} \left( \frac{\delta P}{\rho} - w \delta \right), \]  
(14)

\[ V' = -(1-3w) \frac{V}{a} + \frac{k^2}{a^2 H} \frac{\delta P}{\rho} + (1+w) \frac{k^2}{a^2 H} \Psi
- \frac{2}{3} \frac{k^2}{a^2 \pi}. \]  
(15)

A. The \( f(R) \) models and the effective fluid approach

In this set up we can study a plethora of modified gravity models either directly as in Ref. [33] or as an effective DE fluid [44]. For example, in the case of the \( f(R) \) models, the modified Einstein-Hilbert action reads:

\[ S = \int d^4 x \sqrt{-g} \left[ \frac{1}{2 \kappa} f(R) + L_m \right], \]  
(16)

where \( L_m \) is the Lagrangian of matter and \( \kappa = 8 \pi G_N \) is a constant with \( G_N \) being the bare Newton’s constant. Varying the action with respect to the metric, following the metric variational approach, we arrive at the following field equations [33]:

\[ F G_{\mu \nu} - \frac{1}{2} (f(R) - R F) g_{\mu \nu} + (g_{\mu \nu} \Box - \nabla_\mu \nabla_\nu) F = \kappa T^{(m)}_{\mu \nu}, \]  
(17)

where \( F = f'(R) \), \( G_{\mu \nu} \) is the Einstein tensor and \( T^{(m)}_{\mu \nu} \) is the energy-momentum tensor for the matter fields. By adding and subtracting the Einstein tensor on the left hand side of Eq. (17) and moving everything to the right hand side we can rewrite the equations of motion as the usual Einstein equations plus an effective DE fluid, along with the usual matter fields [47]:

\[ G_{\mu \nu} = \kappa \left( T^{(m)}_{\mu \nu} + T^{(DE)}_{\mu \nu} \right), \]  
(18)

where

\[ \kappa T^{(DE)}_{\mu \nu} = (1 - F) G_{\mu \nu} + \frac{1}{2} (f(R) - R F) g_{\mu \nu} - (g_{\mu \nu} \Box - \nabla_\mu \nabla_\nu) F. \]  
(19)

Due to the diffeomorphism invariance of the theory, it is very easy to show that the effective energy momentum tensor given by Eq. (19) indeed satisfies the usual conservation equation:

\[ \nabla^\nu T^{(DE)}_{\mu \nu} = 0. \]  
(20)
Clearly, the background equations are the same as in GR [113]:

\[ H^2 = \frac{k_3}{3} a^2 (\bar{\rho}_m + \bar{\rho}_{DE}) , \]
\[ \dot{H} = -\frac{k_3}{6} a^2 (\dot{\bar{\rho}}_m + 3\dot{\bar{P}}_m + (\bar{\rho}_{DE} + 3\dot{\bar{P}}_{DE})) . \]

While we assume that matter is pressureless ($\bar{P}_m = 0$), the effective DE density and pressure are given by:

\[ \kappa \bar{P}_{DE} = \frac{f}{2} - \frac{\dot{\mathcal{H}}^2}{a^2} - 2F\dot{\mathcal{H}}^2/ a^2 + \mathcal{H}\dot{F}/a^2 \]
\[ - 2\dot{\mathcal{H}}/a^2 - F\dot{\mathcal{H}}/a^2 + \dot{\hat{F}}/a^2 , \]
\[ \kappa \bar{\rho}_{DE} = \frac{f}{2} + 3\dot{\mathcal{H}}^2/ a^2 - 3\mathcal{H}\dot{F}/a^2 + 3F\dot{\mathcal{H}}/a^2 , \]

where $\mathcal{H} = \frac{\dot{a}}{a}$ is the conformal Hubble parameter.\(^\dagger\)

Using Eqs. (23) and (24) we see that the DE equation of state for the $f(R)$ models in the effective fluid description is given by:

\[ w_{DE} = \frac{-a^2 f + 2 ((1 + 2F)\dot{\mathcal{H}}^2 - \mathcal{H}\dot{F} + (2 + F)\dot{\mathcal{H}} - \dot{F})}{a^2 f - 6(\mathcal{H}^2 - \mathcal{H}\dot{F} + F\mathcal{H})} , \]

which is in agreement with the expression found in Ref. [33].

Thus it becomes clear that by working in the effective fluid approach, we can assign a density, pressure, and anisotropic stress to the effective energy momentum tensor as in the general case of Eq. (5). Then, we can find the effective quantities for the $f(R)$ model using the tensor of Eq. (13). As a result, the effective density, pressure and velocity perturbations are given by:

\[ \frac{\delta P_{DE}}{\bar{\rho}_{DE}} = (\cdots)\delta R + (\cdots)\delta R + (\cdots)\dot{\delta R} + (\cdots)\dot{\Psi} + (\cdots)\dot{\Phi} + (\cdots)\dot{\Phi} , \]
\[ \delta_{DE} = (\cdots)\delta R + (\cdots)\delta R + (\cdots)\dot{\Psi} + (\cdots)\dot{\Phi} + (\cdots)\dot{\Phi} , \]
\[ (1 + w_{DE})\theta_{DE} = (\cdots)\delta R + (\cdots)\delta R + (\cdots)\Psi + (\cdots)\Phi + (\cdots)\dot{\Phi} \]

Moreover, in these models it is easy to see from the field equations that the difference of the potentials $\Phi$ and $\Psi$ is given by

\[ \Phi - \Psi = \frac{F_R}{F} \delta R , \]

which implies that the anisotropic stress can be written as [113]

\[ \tilde{\rho}_{DE}\pi_{DE} = -\frac{3}{2} (\dot{\mathcal{H}}^2 + \frac{3}{2} \delta_{ij} \Sigma_{ij}) \]
\[ = \frac{1}{\kappa a^2} (F_{,R} \delta R + (1 - F)(\Phi - \Psi)) , \]

see also Appendix A for some other useful expressions related to the effective fluid variables.

1. **Sub-horizon approximation**

Expressions in Eqs. (26)-(30) for DE perturbations might be cumbersome. Therefore, it is very convenient to work in the sub-horizon approximation, i.e., with modes deep in the Hubble radius ($k^2 \gg a^2 H^2$), where we find that terms with time-derivatives are negligible compared to the ones scaling as $k^2$. For example, the perturbation in the Ricci scalar is

\[ \delta R = -\frac{12(\mathcal{H}^2 + \mathcal{H})}{a^2} \Psi + \frac{4k^2}{a^2} \Phi + \frac{2k^2}{a^2} \Psi \]
\[ - \frac{18}{a^2} \dot{\mathcal{H}} \Psi - \frac{6}{a^2} \dot{\mathcal{H}} \Psi - \frac{6}{a^2} \dot{\mathcal{H}} \Psi \]
\[ \simeq -\frac{4k^2}{a^2} \Phi + \frac{2k^2}{a^2} \Psi , \]

where the last line follows from the sub-horizon approximation.

Then, using either picture (the direct or the effective fluid one), we find from the equations of motion (6, 9) that the potentials can be written as:

\[ \Psi = -4\pi G N a^2 \frac{G_{eff}}{k^2} \bar{\rho}_m \delta_m , \]
\[ \Phi = -4\pi G N a^2 \frac{G_{eff}}{k^2} Q_{eff} \bar{\rho}_m \delta_m , \]

where the effective Newton’s constant $G_{eff}$ and $Q_{eff}$ are given by [33]:

\[ G_{eff}/G_N = \frac{1 + 4k^2 F_R}{F} , \]
\[ Q_{eff} = \frac{1 + 4k^2 F_R}{F} , \]

where $F = f’(R)$, $F_R = f”(R)$. Note however, that in the effective fluid approach we have to introduce the DE density $\bar{\rho}_{DE}$, which then means that from the Poisson equation for $\Phi$ we have:

\[ -\frac{k^2}{a^2} \Phi = 4\pi G N (\bar{\rho}_m \delta_m + \bar{\rho}_{DE}\delta_{DE}) \]
\[ = 4\pi G N Q_{eff} \bar{\rho}_m \delta_m , \]

\(^\dagger\) In what follows we denote the usual Hubble parameter as $H(t) = \frac{\dot{a}}{a}$ and the conformal one as $H(\tau) = \frac{\dot{a}}{a}$. The two are related via $H(\tau) = aH(t)$. 
or that
\[ \dot{\rho}_m \delta_m = \frac{1}{Q_{\text{eff}}} \rho_{DE} \delta_{DE}, \]
which can be used to find the evolution of the DE density perturbation in this regime.

The previous expressions are also useful as in the sub-horizon approximation, one can derive a second order differential equation for the matter density contrast in terms of \( G_{\text{eff}} \):
\[
\delta_m''(a) + \left( \frac{3}{a} + \frac{H'(a)}{H(a)} \right) \dot{\delta}_m(a) - 3 \Omega_m G_{\text{eff}} / G_N \left( \frac{2}{a^5} \right) \dot{H}(a)^2 / H_0^2 \delta_m(a) = 0,
\]
where in this case primes denote derivatives with respect to the scale factor \( a \).

Finally, we can also define the anisotropic parameters \( \eta \equiv \frac{\Psi - \Phi}{\Phi} \) and \( \gamma \equiv \frac{\Phi}{\Psi} \) for which we then have,
\[
\eta = \frac{2 k^2 F_R}{1 + 2 k^2 F_R},
\]
\[
\gamma = \frac{1 + 2 k^2 F_R}{1 + 4 k^2 F_R}.
\]

We can now apply the sub-horizon approximation and derive relatively simple expressions for all the effective DE perturbations in Eqs. (26)-(30). In practice, we have found that the results depend on the way the approximation is applied and this is one of the main results of our paper.

Since \( \delta R \) in Eq. (31) has up to second order derivatives of \( \Phi \) and Eq. (26) contains up to second order derivatives of \( \delta R \), this means that the pressure perturbation has up to fourth order derivatives of the metric perturbation \( \Phi \). Eliminating all of the higher order perturbations via the sub-horizon approximation can cause significant deviations and instabilities in the system of effective fluid equations. We found that a better approach is to use Eq. (26) and repeatedly apply Eq. (29), thus reducing the number of higher order derivative terms and increasing the accuracy of the solutions.

Following this prescription and using the Poisson equations for the potentials, we find that the effective density, pressure and velocity perturbations are given by:
\[
\frac{\delta P_{DE}}{\rho_{DE}} \simeq \frac{1}{3 F} \frac{2 k^2 F_R}{1 + 3 k^2 F_R} \dot{F} k^{-2} \rho_m \delta_m,
\]
\[
\delta_{DE} \simeq \frac{1 - F + k^2 F_R}{F} \frac{(2 - 3 F) F_R}{1 + 3 k^2 F_R} \rho_m \delta_m,
\]
\[
V_{DE} \equiv (1 + w_{DE}) \theta_{DE} \simeq \frac{\dot{F}}{2 F} \frac{1 + 3 k^2 F_R}{1 + 3 k^2 F_R} \rho_{DE} \delta_m.
\]

Finally, the DE anisotropic stress parameter \( \pi_{DE} \) is given by
\[
\pi_{DE} = \frac{k^2}{\alpha} \frac{(\Phi - \Psi)}{\rho_{DE} \delta_{DE}} \simeq \frac{1}{F} \frac{k^2 F_R}{1 + 3 k^2 F_R} \rho_m \delta_m = \frac{k^2 F_R}{1 - F + \frac{k^2}{\alpha} (2 - 3 F) F_R} \delta_{DE}.
\]

Note that the DE anisotropic stress in Eq. (45) can also be written as
\[
\pi_{DE}(a) = \frac{k^2}{\alpha} \frac{f_1(a)}{1 + k^2 F_2(a)} \delta_{DE}(a),
\]
where \( f_1(a) = \frac{F_R}{F(1-F)} \) and \( f_2(a) = \frac{(2-3F)F_R}{F(1-F)} \), which is reminiscent of Model 2 in Ref. [70], but with different functions in the numerator and the denominator. This is interesting as it seems that many popular ansatze for the DE anisotropic stress do not capture exactly all of the features of the \( f(R) \) models.

On the other hand, using Eqs. (42) and (43), we see that the DE sound speed is given by
\[
c^2_{s,DE} \simeq \frac{1}{3} \frac{2 k^2 F_R}{1 + 3 k^2 F_R} \frac{3(1 + 5 k^2 F_R)}{F} \dot{k}^{-2} \rho_m \delta_m,
\]
which implies that the DE effective sound speed is
\[
c^2_{s,eff} \equiv c^2_{s,DE} - \frac{2}{3} \pi_{DE} / \delta_{DE} \simeq \frac{(1 + 5 k^2 F_R)}{1 - F + \frac{k^2}{\alpha} (2 - 3 F) F_R} \dot{k}^{-2},
\]
As we will see later on, the effective sound-speed at late times tends to go to zero due to the fact that the \( \dot{k}^{-2} \) term not only is suppressed by \( k^2 \), which in the sub-horizon approximation is much larger than the Hubble parameter or related quantities, but also because for viable models \( F \) in general is a slowly varying function. This implies that for these models there is no effective sound speed driving the DE perturbations, thus we expect that on large \( k \) and at late times the perturbations should become flat, in agreement with Ref. [70].

It is clear that for the \( \Lambda \text{CDM} \) model, i.e., \( f(R) = R - 2 \Lambda \), we have \( F = 1 \) and \( F_R = 0 \) which implies that \( w_{DE} = -1 \) and \( \delta P_{DE}, \delta \rho_{DE}, \pi_{DE} = (0, 0, 0) \) as expected. When the equation of state \( w_{DE} \) for an \( f(R) \) model, e.g., the Hu & Sawicki (HS, hereafter) model, crosses the so-called phantom divide line (\( w_{DE}(a) = -1 \)), problems could arise due to the presence of the \( 1 + w \) term in the denominator in Eq. (11). However, we see that in our case the perturbations remain finite despite the presence of the \( 1 + w \) term by introducing...
Since modifications to GR are expected to become important at late times, we consider a universe only containing matter and an effective DE fluid. The system of differential equations that we are interested in is hence given by Eqs. (46),(49), (51):

\[
\delta_m' = 3\Phi' - \frac{V_m}{a^2H},
\]

\[
V_m' = -\frac{V_m}{a} + \frac{k^2}{a^2H} \Psi,
\]

\[
\delta_{DE}' = 3(1 + w_{DE})\Phi' - \frac{V_{DE}}{a^2H} - \frac{3}{a} \left( \frac{\delta P_{DE}}{\rho_{DE}} - w_{DE}\delta_{DE} \right),
\]

\[
V_{DE}' = -(1 - 3w_{DE})\frac{V_{DE}}{a} + \frac{k^2}{a^2H} \Psi - \frac{2k^2}{3a^2H}\pi_{DE},
\]

\[
k^2 \frac{\Phi'}{a^2} + 3H^2(\phi' + \Psi) = -\frac{3}{2} (\Omega_m \delta_m + \Omega_{DE} \delta_{DE}),
\]

\[
k^2 \frac{1}{a^2}(\Phi - \Psi) = 3\Omega_{DE}\pi_{DE},
\]

where the prime ' denotes a derivative with respect to scale factor $a$, we have assumed that the matter component is cold ($w_m \approx 0$) and pressureless ($c_s^2 \approx 0$), $\Omega_m = \Omega_{m0}a^{-3}$, $\Omega_{DE} = H^2 - \Omega_m$, and finally that the effective DE density, pressure and velocity perturbations are given by Eqs. (42),(43) and (44), respectively.

1. The HS model

The HS model \cite{37} has a lagrangian\textsuperscript{14} given by

\[
f(R) = R - m^2 \frac{c_1(R/m^2)^n}{1 + c_2(R/m^2)^n},
\]

where $c_1$, $c_2$ are two free parameters, $m^2 \approx \Omega_{m0}H_0^2$ is of the order of the Ricci scalar $R_0$, $H_0$ is the Hubble constant, $\Omega_{m0}$ is the dimensionless matter density today.

B. Results for specific $f(R)$ models

In this section we will present our results for two specific models, namely, the HS model and the so-called designer (DES) model which has an expansion history equal to the $\Lambda$CDM model. These models are interesting because they satisfy solar system tests and give a proper matter era.

\textsuperscript{14} The Starobinsky model \cite{44} has a lagrangian $f(R) = R - c_1 m^2 \left[ 1 - (1 + R^2/m^2)^{-1} \right]^n$ and the results we obtain are very similar to those for the HS model. To keep our presentation simple we will only present results for the HS model.
and $m$ and $n$ are positive constants with $n$ usually taking positive integer values i.e., $n = 1, 2, \cdots$.

After simple algebraic manipulations Eq. (55) can also be written as \[120\]

\[
f(R) = R - \frac{m^2 c_1}{c_2} + \frac{m^2 c_1/c_2}{1 + c_2 (R/m^2)^n} = R - 2\Lambda \left( 1 - \frac{1}{1 + (R/\Lambda)^n} \right) = R - \frac{2\Lambda}{1 + (\frac{b\Lambda}{R})^n}, \tag{56}
\]

where $\Lambda = \frac{m^2 c_1}{2c_2}$ and $b = \frac{2c_2}{R^{1-n}}$. In this form it is clear that this model can be arbitrarily close to $\Lambda$CDM, depending on the parameters $b$ and $n$. Moreover, for $n > 0$ it has the limits \[120\]:

\[
\lim_{b \to 0} f(R) = R - 2\Lambda, \\
\lim_{b \to \infty} f(R) = R. \tag{57}
\]

Since the HS model tends to $\Lambda$CDM for $b \to 0$, it can be considered as a small perturbation around the $\Lambda$CDM model. Therefore, it should come as no surprise that the HS model can successfully pass the solar system tests.

Furthermore, in Ref. \[120\] it was shown that for small values of the parameter $b$ one is always able to find an analytic approximation to the Hubble parameter that works to a level of accuracy of better than $\sim 10^{-5\%}$ when the parameter $b$ is of the order of $b \sim [0.001 - 0.1]$, thus making the approximations very useful. Then, the Hubble parameter $H(t) = \frac{da/dt}{a}$ can be well approximated by

\[
H_{HS}(a)^2 = H_\Lambda(a)^2 + b \delta H_1(a)^2 + b^2 \delta H_2(a)^2 + \cdots, \tag{58}
\]

where the functions $\delta H_1(a)$ and $\delta H_2(a)$ are given in the appendix of \[120\].

From Eqs. \[25, 50, 58\] and considering a universe only containing matter and DE, we can calculate the DE equation of state as a series expansion in terms of $b$

\[
w_{DE}(a) \simeq -1 - \frac{12}{(a^3(\Omega_{m0} - 1) + \Omega_{m0})} (\frac{8a^3(\Omega_{m0} - 1) + \Omega_{m0})}{\Omega_{m0} - 4a^3(\Omega_{m0} - 1)})^4 b + \cdots, \tag{59}
\]

while the DE anisotropic stress will be given by

\[
\pi_{DE}(a) = \frac{1}{F} \left( \frac{k^2 F_{,\eta}}{-F_{,\tau}^2 - \rho_{DE} \delta_m} \right) = \left( \frac{k^2}{a^2 H_0^2} \right) \left( \frac{4a^9(1 - \Omega_{m0})^2}{3(\Omega_{m0} + 4a^3(1 - \Omega_{m0}))^2} \right) b + \cdots \times \frac{\rho_m}{\rho_{DE}} \delta_m. \tag{60}
\]

From the system of differential equations \[49-54\] and the DE perturbations \[42-45\] we can derive approximate solutions in a matter dominated regime ($H(a)^2/H_0^2 \simeq \Omega_m a^{-3}$):

\[
w_{DE}(a) \simeq -1 - \frac{12a^3b(1 - \Omega_{m0})}{\Omega_{m0}} + \cdots, \tag{61}
\]

\[
\frac{\delta P_{DE}(a)}{\rho_{DE}(a)} \simeq b(1 - \Omega_{m0})^2 \left( \frac{8a^7 k^2}{9a^3 m_0 H_0^2} - \frac{66a^5 H_0^2}{k^2 \Omega_{m0}} + \cdots \right) \times \frac{\Omega_m(a)}{\Omega_{DE}(a)} \delta_m, \tag{62}
\]

\[
\pi_{DE} \simeq b \left( \frac{4a^7 k^2(1 - \Omega_{m0})^2}{3a^3 m_0 H_0^2} + \cdots \right) \frac{\Omega_m(a)}{\Omega_{DE}(a)} \delta_m, \tag{63}
\]

\[
\delta_m(a) \simeq \delta_0 \left( a + \frac{3a^3 m_0 H_0^2}{k^2} \right), \tag{64}
\]

\[
V_m(a) \simeq - \delta_0 \sqrt{a \Omega_{m0}} + \cdots, \tag{65}
\]

\[
\delta_{DE}(a) \simeq - \delta_0 b(1 - \Omega_{m0}) \left( \frac{a^5 k^2}{3a^3 m_0 H_0^2} + \frac{8a^4}{35 \Omega_{m0}} - \frac{495a^3 H_0^2}{13k^2} - \frac{594a^2 H_0^2 \Omega_{m0}}{5k^4} + \cdots \right), \tag{66}
\]

\[
V_{DE}(a) \simeq \delta_0 b(1 - \Omega_{m0}) \left( - \frac{396 a^{5/2} H_0^2 \sqrt{\Omega_{m0}}}{13k^2} - \frac{32a^7/2}{5 \sqrt{\Omega_{m0}}} + \cdots \right), \tag{67}
\]

\[
\Phi(a) \simeq - \frac{3}{2} \delta_0 \frac{a^3 m_0 H_0^2}{k^2} + \cdots, \tag{68}
\]

where $\Omega_m(a) = \Omega_{m0} a^{-3}$ and in this limit $\Omega_{DE}(a) \simeq 1 - \Omega_{m0}$. Also, as can be seen from the above expressions, the dominant contributions in the sub-horizon limit and in the mater dominated regime are $\delta_{DE} \propto k^2 a^3$ and $V_{DE} \propto a^{7/2}$. When numerically solving the system of differential equations \[49-54\], we will use the above solutions as initial conditions.
2. The DES model

The DES model [29, 30, 32], which has a background exactly that of the ΛCDM model, has a la

\[ f(R) = R - 2\Lambda + \alpha \frac{H_0^2}{R - 3\Lambda} \]

where \( c_0 = \frac{1}{12} (-7 + \sqrt{73}) \) and \( \alpha \) is a free dimensionless parameter.

While for the DES model the background is much sim

\[ f(R,0) = f(a = 1) - 1 \]

However we do not use this expression at all and we just mention it for illustration purposes.

Following the same approach as for the HS model we have found approximate solutions in a m

\[ w_{DE}(a) = -1 \]

\[ \delta_{s,DE} \approx \left( \frac{2(c_0 + 1)f_{R,0}k^2a^{3c_0+4}\Omega_{m0}^{-c_0-2}}{9g_0} + \cdots \right) \]

\[ \pi_{DE} \approx \frac{\delta_{s,DE}}{\Omega_{DE}(a)} \delta_m \]

\[ \delta_m(a) \approx \delta_0 \left( a + \frac{3\Omega_{m0}H_0^2}{k^2} \right) \]
positive, the DE perturbations are expected to grow. On the other hand, at late times as the DE effective sound speed goes to zero asymptotically the DE perturbations are expected to reach a plateau and stop growing.

In Figs. [3] and [4] we present our results for the perturbation variables ($\delta_m, V_m, \delta_{DE}, V_{DE}$) and the potentials ($\Phi, \Psi$), respectively. As noted before, the DE perturbations reach a plateau and then flatten out for both models, as expected from the fact that the DE effective sound speed goes to zero at late times (see Fig. 2). Also, in all cases, the DE velocity perturbation remains significantly suppressed with respect to the rest of the variables. Furthermore, the potentials remain approximately equal until $a \sim 0.1$, which as seen in Fig. 2 corresponds to the epoch when roughly $c_{s, eff}^2 \sim 0$, and then diverge from each other significantly due to the presence of the anisotropic stress.

Next we will also present our results for the growth rate of matter perturbations parameter $f\sigma_8(a) \equiv f(a) \cdot \sigma(a)$, where $f(a) = \frac{d\ln a}{d\ln a}$ is the growth rate and $\sigma(a) = \sigma_{8,0} \cdot \frac{\sigma(a)}{\sigma_{8,0}}$ is the redshift-dependent rms fluctuations of the linear density field within spheres of radius $R = 8h^{-1}\text{Mpc}$, while the parameter $\sigma_{8,0}$ is its value today. This parameter is important as it can shown to be not only independent of the bias $b_0$, but also a good discriminator of DE models [12, 21, 22].

In this section we will also compare our results with those of Ref. [31] that follow a direct brute-force solution of the differential equations of the $f(R)$ model, dubbed “Full f(R)” from now on. There is of course also the equation of state approach of Ref. [64] and we have explicitly checked that our results are in agreement with it, but in order not to complicate too much both the presentation and the plots in the following sections we will not focus on that one, especially since the agreement is excellent.

Both aforementioned approaches are exact, in the sense of having no approximations, however the one of Ref. [31] suffers from the problem that the relevant equations are extremely stiff numerically, while in the one of Ref. [31] the fluid equations are written in terms of a gauge-invariant entropy perturbation which cannot be easily translated to simple analytic expressions for the effective pressure, density contrast and velocity perturbations such as Eqs. [47, 48] presented here.

In Figs. 5 and 6 we show the evolution of the $f\sigma_8$ parameter for the HS and DES models respectively, for $\Omega_{m0} = 0.3$, $k = 300H_0$, and $f_{R0} = -10^{-4}$ and $\sigma_{8,0} = 0.8$ versus the $f\sigma_8$ data compilation from Ref. [122]. On the left panel we show the theoretical curves for the “Full f(R)” brute-force solution based on Ref. [31] (magenta line), our effective fluid approach which we call “Eff. Fluid” (blue line), the $\Lambda$CDM model (black line) and the numerical solution of Eq. (39). On the right panel we show the difference of the aforementioned theoretical curves with respect to that of the $\Lambda$CDM model. As can be seen, the agreement with all approaches is excellent.

We now also present the results for the CMB power spectra for both models and we compare our predictions with those of several other codes. As we show in Appendix [3] our implementation of the effective fluid approach in the CLASS code [63], while much simpler, also gives results in excellent agreement with other codes, such as EFTCAMB [61], MGCAMB [55], FRCAMB [58], CLASS_EOS_FR [60]. In all cases, we took extreme care in order to match the various cosmological parameters between the codes and we explicitly tested that that in the limit of the $\Lambda$CDM model, all codes agree with each other within the numerical errors.

In order to check with other results for the DES model in the literature, we find it advantageous to introduce the $B_0$ parameter defined as

$$B_0 = \frac{F_R}{F} \left. \frac{R'(a)}{aH'(a)/H(a)} \right|_{a=1}. \quad (80)$$

The main reason for this choice is that the effects of the modified gravity models on the ISW would be small for
\( f_{R,0} = -10^{-4} \) that we used in the previous plots, so in order to make the effect more visible and still be able to compare with other analyses, we will choose the value \( B_0 = 1 \), which corresponds to \( f_{R,0} \approx -0.159285 \) for the DES model for \( \Omega_{m0} = 0.3 \). For the HS model we will use \( f_{R,0} = -10^{-1} \) and in both cases the rest of the parameters are as in the previous plots.

Finally, we also fix the spectral index \( n_s \) and amplitude \( A_s \) to \( (n_s, A_s) = (1, 2.3 \times 10^{-9}) \), so that we can isolate the effects of the \( f(R) \) models from the effects of a non-flat primordial spectrum. As we have mentioned in previous sections, for large values of the parameter \( b \) the HS model behaves as a matter dominated model and we actually expect the CMB spectrum at low multipoles to be nearly completely flat (also due to our choice of \( n_s = 1 \)).

In Fig. 7 we present the low multipoles of the CMB TT power spectrum for the HS model (left panel) and the DES model (right panel). We compare several codes: our own modifications to CLASS which we call EFCLASS, the codes MGCAMB and FRCAMB for the HS model and the codes CLASS,EOS,FR and EFTCAMB for the DES model. We find that in the case of the DES model all approaches are in very good agreement, but in the case of the HS model, which also requires modifying the background evolution, there is significant disagreement at \( l \in [2, 5] \) as the codes MGCAMB and FRCAMB do not take in account the change of the background properly.

Although disagreement between the codes for the HS model can be explained by the fact that the other codes do not treat the background properly, we also compare our results with a direct theoretical calculation of the ISW effect, see Fig. 8. The relevant formulae for the theoretical calculation of the ISW effect are given for completeness in Appendix A. In Fig. 8 we show the comparison of the low multipoles of the CMB TT power spectrum (\( l \in [2, 5] \)) for the HS and \( \Lambda \)CDM models between...
our own modifications to CLASS (EFCLASS) and a direct theoretical calculation. We find that in both cases there is excellent agreement. For this plot again we assume \((n_s, A_s) = (1, 2.3 \times 10^{-9}), f_{R,0} = -10^{-1}\), while the rest of the parameters are as in the previous plots. We find that in the case of the HS model, the agreement between the direct theoretical calculation and our CLASS modifications (green and cyan lines respectively) is well below \(\sim 2\%\).

### IV. Evolution of the Viscosity Parameter

In principle the anisotropic stress parameter is the lowest multipole in the Boltzmann hierarchy after the density and velocity perturbations. As a result, it should also follow an evolution equation. Since the properties of DE are currently unknown, one can assign a viscosity parameter \(c_{\text{vis}}^2\) and a phenomenological evolution equation as in Ref. [74]:

\[
\dot{\sigma} + 3H \frac{c_{\text{vis}}^2}{w} \sigma = \frac{8}{3} \frac{c_{\text{vis}}^2}{1 + w} \theta
\]

\[
= \frac{8}{3} \frac{c_{\text{vis}}^2}{(1 + w)^2} V_{DE},
\]

(81)
where as in previous sections we have introduced the parameter \( V_{DE} = (1 + w)\theta \) and the adiabatic sound speed is \( c_{\text{a}}^2 = w - \frac{\omega}{3H(1+w)} = w - \frac{a\pi'}{3(1+w)} \) where dots are conformal time derivatives and primes scale factor derivatives. Also, note that there is a difference in the definition of the anisotropic stress compared to Ref. \[74\]. Since we follow the notation of Ref. \[74\], we have \( \pi_{DE} = w\Pi_{WH} \), where \( \pi_{DE} = \frac{1}{2}(1 + w)\sigma \) is the anisotropic stress in this paper and \( \Pi_{WH} \) is the anisotropic stress parameter of Ref. \[74\].

The parameterization of Eq. (81) is also useful if one wants to explore the properties of a generalized dark matter fluid, as was done in Ref. \[124\] or place constraints in imperfect fluids \[72\]. In our case we actually know the underlying DE model, which is our \( f(R) \) effective fluid, so using Eq. (81) we can reconstruct the viscosity parameter, something which would be of great interest for forecasts for upcoming surveys.

After changing variables from conformal time to scale factor in Eq. (81) we can solve for the viscosity parameter as:

\[
c_{\text{vis}}^2 \approx \frac{aH(1+w)}{4V_{DE}w} \left( 3c_{\text{a}}^2(1+w)\pi_{DE} + w(a\pi'_d - 3w\pi_{DE}) \right).
\]

In the case of the HS model it can easily be seen from the previous equation that at early times, in matter domination in particular, the viscosity parameter scales as

\[
c_{\text{vis}}^2 \approx \frac{141 - \Omega_{m0}}{3 \Omega_{m0}^2} b k^2 a^4.
\]

In the case of the DES model, we have that while \( c_{\text{vis}}^2 \to 0 \) there is clearly anisotropic stress in this model as in the RHS of Eq. (81) the term \((1 + w)\) in the denominator cancels out with \( c_{\text{vis}}^2 \) to give a non-zero result.

In Fig. 7 we show the evolution of the viscosity parameter \( c_{\text{vis}}^2 \) given by Eq. (82) as a function of scale factor \( a \) for the HS model for \( \Omega_{m0} = 0.3 \), \( f_{R0} = -10^{-4} \) and values of the wave number \( k/H_0 = [50, 100, 300] \). As can be seen, the parameter changes by more than seven orders of magnitude over the range \( a \in [10^{-3}, 1] \) which means that in realistic models, like the HS \( f(R) \) model, \( c_{\text{vis}}^2 \) can be considered as a constant parameter, as is the usual assumption when performing forecasts for future surveys like Euclid \[83\].
As of writing, the likelihoods of the Planck 2018 data release are robust. The growth-rate data used in our analysis come from measurements of redshift-space distortions, which are probes of the Large Scale Structure (LSS) and in fact measure the combination \(f\sigma_s(a)\) is the growth rate, \(\sigma_s(a) = \sigma_{s,0}\delta(a)\) is the redshift-dependent rms fluctuations of the linear density field within spheres of radius \(R = 8h^{-1}\)Mpc, and the parameter \(\sigma_{s,0}\) is its value today.

It is important to stress that \(f\sigma_s(a)\) can be measured directly from the ratio of the monopole to the quadrupole of the redshift-space power spectrum. This depends on the combination \(\beta = f/b_0\), where \(f\) is the growth rate and \(b_0\) is the bias, with all quantities defined assuming linear theory. \(\sigma_{s,0}\) and \(\sigma_{s,0}\) are related to the redshift drift of distant objects over significant time periods, usually a decade or longer, since in independent of bias, as in this combination it completely cancels out. Indeed, this combination has been shown to be a good discriminator of DE models. For details on the covariances of the data and how to properly correct for the Alcock-Paczynski effect see Refs. \[122\], \[135\] and \[136\], while for previous related analyses see Refs. \[137\] and \[139\].

To conclude, our total likelihood function \(L_{tot}\) can be given as the product of the various likelihoods as

\[
L_{tot} = L_{S_n} \times L_{BAO} \times L_{H(z)} \times L_{cmb} \times L_{gr},
\]

which can also be translated to the total \(\chi^2\) via \(\chi^2_{tot} = -2\log L_{tot}\) or

\[
\chi^2_{tot} = \chi^2_{S_n} + \chi^2_{BAO} + \chi^2_{H(z)} + \chi^2_{cmb} + \chi^2_{gr}.
\]

In order to study the statistical significance of our constraints we will use the well known Akaike Information Criterion (AIC) \[140\]. Assuming Gaussian errors the AIC estimator is given by

\[
\text{AIC} = -2\ln L_{\text{max}} + 2k_p + \frac{2k_p(k_p + 1)}{N_{\text{dat}} - k_p - 1},
\]

where \(N_{\text{dat}}\) and \(k_p\) indicate the total number of data points we use and the number of free parameters (see also \[141\]) of our models. In our case we have 1048 data points from the Pantheon set, 3 CMB shift parameters, 9 BAO points, 22 growth-rate data and 36 \(H(z)\) points for a total of \(N_{\text{dat}} = 1118\). The usual interpretation of the AIC estimator is that a smaller value implies a better fit to the data. However, in order to compare different models, we need to use the pair difference which can be written as \(\Delta AIC = AIC_{\text{model}} - AIC_{\text{min}}\). This relative difference can be interpreted with the Jeffreys’ scale as follows: \(4 < \Delta AIC < 7\) indicate a positive evidence against the model with higher value of \(AIC_{\text{model}}\), and \(\Delta AIC \geq 10\) suggests strong evidence. Finally, when we have that \(\Delta AIC \leq 2\) then this is interpreted as an indication of the consistency of the two models. However, note that the Jeffreys’ scale in general has been shown to lead to misleading conclusions, thus it has to be interpreted with care \[142\].

To summarize, our \(\chi^2\) is given by Eq. \[84\] and the parameter vectors (assuming a flat Universe) are given by:

\[
\chi^2 = 2\log L_{\text{max}} = 2\sum_{i=1}^{N_{\text{dat}}} \ln \left(\frac{2\pi \sigma_i^2}{1} \right) - 2\sum_{i=1}^{N_{\text{dat}}} \frac{(Y_i - P_i)^2}{\sigma_i^2}
\]

\[
\Delta AIC = \sum_{i=1}^{N_{\text{model}}} AIC_i - \sum_{i=1}^{N_{\text{model}}} AIC_{\text{min}}
\]

\[
AIC = -2\ln L_{\text{max}} + 2k_p
\]

\[
\text{AIC} = -2\ln L_{\text{max}} + 2k_p + \frac{2k_p(k_p + 1)}{N_{\text{dat}} - k_p - 1}
\]

\[
\chi^2 = \sum_{i=1}^{N_{\text{dat}}} \left(\frac{Y_i - P_i}{\sigma_i}\right)^2
\]

\[
\Delta AIC = \sum_{i=1}^{N_{\text{model}}} AIC_i - \sum_{i=1}^{N_{\text{model}}} AIC_{\text{min}}
\]

\[
AIC = -2\ln L_{\text{max}} + 2k_p
\]
TABLE I: The $H(z)$ data used in the current analysis (in units of km s$^{-1}$ Mpc$^{-1}$). This compilation is partly based on those of Refs. [143] and [144].

| $z$ | $H(z)$ | $\sigma_H$ | Ref. |
|-----|--------|------------|------|
| 0.07 | 69.0 | 19.6 | 145 |
| 0.09 | 69.0 | 12.0 | 146 |
| 0.12 | 68.6 | 26.2 | 147 |
| 0.17 | 83.0 | 5.0 | 148 |
| 0.179 | 75.0 | 4.0 | 147 |
| 0.199 | 75.0 | 5.0 | 148 |
| 0.2 | 72.9 | 29.6 | 145 |
| 0.27 | 77.0 | 14.0 | 146 |
| 0.28 | 88.8 | 36.6 | 145 |
| 0.35 | 82.7 | 8.4 | 148 |
| 0.352 | 83.0 | 14.0 | 148 |
| 0.382 | 83.0 | 13.5 | 143 |
| 0.4 | 95.0 | 17.0 | 146 |
| 0.4004 | 77.0 | 10.2 | 143 |
| 0.4247 | 87.1 | 11.2 | 143 |
| 0.44 | 86.2 | 7.8 | 128 |
| 0.44497 | 92.8 | 12.9 | 143 |
| 0.4783 | 80.9 | 9.0 | 143 |

$P_{ACDM} = (\Omega_{m0}, 100\Omega_{b} h^2, h, \sigma_{8,0})$ for the ACMD $; ;$ and $P_{f(R)} = (\Omega_{m0}, 100\Omega_{b} h^2, \alpha, h, \sigma_{8,0})$ for the $f(R)$ models (when studying the DES model $\alpha = f_{R0}$ whereas for the HS model $\alpha = b$). Then, the best-fit parameters and their uncertainties were obtained via the MCMC method based on a Metropolis-Hastings algorithm written by one of the authors. Moreover, we assumed priors for the parameters given by $\Omega_{m0} \in [0.1, 0.5]$, $\Omega_{b} h^2 \in [0.001, 0.08]$, $\alpha = (-f_{R0}, b) \in [0.1, h \in [0.4, 1], \sigma_{8,0} \in [0.1, 1.8]$ and obtained approximately $\sim 10^5$ points for each of the three models.

In Figs. [10] [11] and [12] we show the 68.3%, 95.4% and 99.7% confidence contours for the ACMD, the DES and the HS models, respectively, along with the 1D marginalized likelihoods for various parameter combinations. In these plots we also highlight, with either a red point or a black dashed line, the Planck 2015 concordance cosmology. The latter is based on the TT, TE, EE, and + low P spectra, a flat ACMD model and the values are shown in Table III. In all cases we find the best-fit $\sigma_{8,0}$ parameter is roughly $\sim 2.5\sigma$ away from the Planck 2015 best-fit, thus reaffirming the mild tension between low redshift probes and Planck.[135]. However, it should be mentioned that there exist several minima in the likelihood with respect to the modified gravity parameters $f_{R0}$ and $b$ due to the presence of degeneracies in the growth factor, something which has already been studied in standard GR DE models in Ref. [164].

Furthermore, we find that a mild tension between Planck and low redshift probes remains even in the case of the $f(R)$ models since in general these cannot predict a decreasing $\Delta_c$ which is required by the growth data, in agreement with Refs. [135], [165]. It should stressed though, that the first year results from the Dark Energy Survey (DES), whose precision is now comparable to that of Planck,[3], hints that the tension might be decreasing. Although the central values measured by DES for $\sigma_{8,0}$ and $\Omega_{m0}$ are a bit lower compared to those of Planck, it was shown in Ref. [3], that the corresponding Bayes factors are similar, thus the two datasets are becoming more consistent.

In Tables IV and V we show the best-fit, mean values

---

16 The MCMC code for Mathematica used in the analysis is freely available at http://members.iift.uman-csic.es/savvas.

---

TABLE II: Compilation of the $f\sigma_8(z)$ measurements used in this analysis along with the reference matter density parameter $\Omega_{m0}$ (needed for the growth correction) and related references.

| $z$ | $f\sigma_8(z)$ | $\sigma_{8,0}$ | $\Omega_{m0}$ | Ref. |
|-----|----------------|--------------|--------------|------|
| 0.02 | 0.428 | 1.5 | 151 |
| 0.02 | 0.398 | 0.065 | 152, 153 |
| 0.02 | 0.314 | 0.048 | 0.266 | 154, 153 |
| 0.10 | 0.370 | 1.30 | 155 |
| 0.15 | 0.490 | 1.45 | 156 |
| 0.17 | 0.510 | 0.060 | 157 |
| 0.18 | 0.360 | 0.090 | 0.27 | 157 |
| 0.38 | 0.440 | 0.060 | 0.27 | 157 |
| 0.25 | 0.351 | 0.0583 | 0.25 | 158 |
| 0.37 | 0.460 | 0.0378 | 0.25 | 158 |
| 0.32 | 0.384 | 0.095 | 0.274 | 159 |
| 0.59 | 0.488 | 0.060 | 0.3071 | 160 |
| 0.44 | 0.413 | 0.080 | 0.27 | 128 |
| 0.60 | 0.390 | 0.063 | 0.27 | 128 |
| 0.73 | 0.437 | 0.072 | 0.27 | 128 |
| 0.60 | 0.550 | 0.120 | 0.3 | 161 |
| 0.86 | 0.400 | 0.110 | 0.3 | 161 |
| 1.40 | 0.482 | 0.116 | 0.27 | 162 |
| 0.978 | 0.379 | 0.176 | 0.31 | 163 |
| 1.23 | 0.385 | 0.099 | 0.31 | 163 |
| 1.526 | 0.342 | 0.070 | 0.31 | 163 |
| 1.944 | 0.364 | 0.106 | 0.31 | 165 |

TABLE III: ACDM parameters with 68% limits based on TT, TE, EE, and + low P and a flat ACDM model (middle column) or a wCDM model (right column); see Table 4 of Ref. [104] and the Planck chains archive.

| Parameter | Value (ACDM) | Value (wCDM) |
|-----------|--------------|--------------|
| $\Omega_{b} h^2$ | 0.02225 ± 0.00016 | 0.02229 ± 0.00016 |
| $\Omega_{c} h^2$ | 0.1198 ± 0.0015 | 0.1196 ± 0.0015 |
| $n_s$ | 0.9645 ± 0.0049 | 0.9649 ± 0.0048 |
| $H_0$ | 67.27 ± 0.66 | > 81.3 |
| $\Omega_{m0}$ | 0.3156 ± 0.0091 | 0.203 ± 0.022 |
| $w$ | 0.15 ± 0.15 | 0.0565 ± 0.0565 |
| $\sigma_8$ | 0.831 ± 0.013 | 0.983 ± 0.100 |

---

http://members.iift.uman-csic.es/savvas.
Table IV: The best-fit (top row) and mean (bottom row) parameters for the ΛCDM, the DES and the HS models respectively. Note that $\alpha = (-f, b)$.

| Model   | $\Omega_{m0}$ | $100\Omega_b h^2$ | $\log_{10}(\alpha)$ | $h$     | $\sigma_8$ |
|---------|---------------|-------------------|----------------------|---------|------------|
| Best-fit values |
| ΛCDM    | $0.313 \pm 0.006$ | $2.226 \pm 0.013$ | --                   | $0.674 \pm 0.004$ | $0.760 \pm 0.029$ |
| DES     | $0.314 \pm 0.006$ | $2.226 \pm 0.014$ | $-8.821 \pm 1.946$  | $0.674 \pm 0.005$ | $0.753 \pm 0.043$ |
| HS      | $0.315 \pm 0.006$ | $2.224 \pm 0.014$ | $-8.186 \pm 1.510$  | $0.674 \pm 0.005$ | $0.757 \pm 0.036$ |
| Mean values |
| ΛCDM    | $0.314 \pm 0.006$ | $2.224 \pm 0.014$ | --                   | $0.674 \pm 0.004$ | $0.760 \pm 0.029$ |
| DES     | $0.314 \pm 0.006$ | $2.225 \pm 0.014$ | $-6.391 \pm 1.916$  | $0.674 \pm 0.005$ | $0.738 \pm 0.043$ |
| HS      | $0.314 \pm 0.006$ | $2.225 \pm 0.014$ | $-6.176 \pm 1.567$  | $0.674 \pm 0.005$ | $0.750 \pm 0.035$ |

Table V: The $\chi^2$ and AIC parameters for the ΛCDM, the DES and the HS models respectively. As can be seen from Tables IV and V, we find that as the difference in the AIC parameters is roughly $\sim 2$, then all three models seem to be statistically consistent with each other.

VI. CONCLUSIONS

In this paper we discussed in-depth the effective fluid approach and perturbation theory in the context of $f(R)$ theories. We presented several new results, in particular...
FIG. 11: The 68.3%, 95.4% and 99.7% confidence contours (top) and the 1D marginalized likelihoods (bottom) for various parameter combinations for the DES model. The red point and black dashed lines correspond to the concordance Planck 2015 ΛCDM parameters given in Table III.

regarding the effective DE fluid components of the energy momentum tensor, the effective velocity of the fluid $v_{DE}$ given by Eq. (44), the effective pressure and sound speed given by Eqs. (42) and (48). We used these expressions in our modifications of the popular CLASS code, which we call EFCLASS, as they provide a much simpler and less error-prone approach in including the effects of modified gravity models.

Then, we also presented our results for specific $f(R)$ models, the well known designer $f(R)$ model (DES), which mimics exactly ΛCDM at the background level, and the Hu-Sawicki (HS) model which can evade solar system tests. For these models, we also presented solutions of the DE fluid in the matter dominated era, which we later used as initial conditions for the numerical solution of the system. In this regard, we anticipated the evolution of the numerical solutions by studying the behavior of the effective sound speed at both early and late times. As shown, the effective sound speed is positive at early times, but then quickly it goes to zero at late times and as a result, the DE perturbations first grow quickly, but then at late times flatten out and reach a plateau. We also found that the numerical solutions of the matter perturbations are in good agreement with the $f\sigma_8$ data and we later on used them in our MCMC analysis. Finally, we also confirmed that for these models the Strong
Energy Condition (SEC) is violated, in agreement with the expectation for an accelerating Universe.

With these at hand, we then presented EFCLASS, namely our modifications of the CLASS code, and compared it with other codes in the literature, such as EFTCAMB, CLASS_EOS_FR and FRCAMB. The differences between our modifications, discussed in Appendix B, are twofold. First, in contrast to other codes we treat the background of the $f(R)$ models properly by including the correct evolution of the Hubble parameter. In particular, in the case of the HS model we implement very accurate (better than $< 10^{-5}\%$) second order analytic approximations for the Hubble parameter $H(z)$. Second, our modifications are overall much simpler and less error-prone than the ones found in other codes, as we use the effective fluid approach variables, namely the effective velocity of the fluid $V_{DE}$ given by Eq. (44) and the anisotropic stress given by Eqs. (45). As a result, since we also properly modify the background in the case of $f(R)$ model, we clearly go beyond the simple comparison of Boltzmann codes as was done in Ref. [166]. While for the DES model we find that our results are in good agreement with expectations and other codes, we find a big difference in the case of the HS model, as the other codes currently ignore the necessary modifications to the background.

An important and related issue is also that the viscosity parameter $c_{vis}^2$ actually is not constant as com-
pressions for the DE effective fluid description of the assumption to be statistically consistent with each other.

Finally, we also presented results from our MCMC analysis using the latest cosmological probes including SNeIa, BAO, CMB, $H(z)$ and growth $f\sigma_8$ data. We presented a complete analysis and a Bayesian comparison of the $\Lambda$CDM, DES and HS models. The confidence contours and 1D marginalized likelihoods from the MCMC analysis were shown in Figs. 10, 11 and 12 while in Tables IV and V we showed the best-fit, mean values of the model parameters, but also the values for the $\chi^2$ and AIC parameters for the $\Lambda$CDM, the DES and the HS model respectively. We found that as the difference in the AIC parameters is roughly $\sim 2$, then all three models can be assumed to be statistically consistent with each other.

To summarize, we showed that by using our new expressions for the DE effective fluid description of the $f(R)$ models as described earlier and the simple modifications to the CLASS code in conjunction to the very accurate analytic approximations for the background evolution, we can obtain competitive results in a much simpler and less error-prone approach. Especially the correct treatment of the background evolution is very important, as in the near future we will have access to cosmological data that constrain the background to less than 1 percent, thus our theoretical predictions must also be at least as accurate.

**Numerical Analysis Files:** The numerical codes (Fortran, C, Mathematica and Python) used by the authors in the analysis of the paper and our modifications to the CLASS code, which we call EFCLASS, will be released upon publication of the paper.
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**Appendix A: Useful formulae and ISW effect**

In this section we present some useful formulae related to the effective fluid approach but also the ISW effect.

Using the definitions of the effective pressure perturbation, the anisotropic stress and the effective sound speed one can easily obtain the following expressions:

\[ \delta P_{DE} = \frac{1}{3} T, \]
\[ \Sigma_j^i = T_j^i - \frac{1}{3} \delta_j^i T, \]
\[ \left( \rho + P \right) \sigma = -\left( \dot{k}_i \dot{k}_j - \frac{1}{3} \delta_{ij} \Sigma_j^i \right), \]
\[ \pi_{DE} = \frac{3}{2} (1 + w) \sigma, \]
\[ \bar{c}_{s, eff}^2 \delta \rho_{DE} = \delta P_{DE} - \frac{2}{3} \bar{P}_{DE} \pi_{DE}, \]

which lead to

\[ \bar{P}_{DE} \pi_{DE} = -\frac{3}{2} \left( \dot{k}_i \dot{k}_j T_j^i - \frac{T}{3} \right) \]
\[ \bar{c}_{s, eff}^2 \delta \rho_{DE} = \dot{k}_i \dot{k}_j T_j^i \]

where $T = T$, $\dot{k}_i$ is a unit vector in Fourier space and in the above expressions we have only kept the 1st order parts.

In what follows we present the theoretical expressions used to calculate the low multipoles for Fig. 8. In this regard, we mostly follow Ref. [167]. The contribution of the ISW effect on the angular CMB power spectrum is given by [167]:

\[ C_{\ell}^{ISW} = 4\pi \int \frac{dk}{k} I_{\ell}^{ISW}(k)^2 \frac{9}{25} \frac{k^3 P_\zeta}{2\pi^2}, \]

where we have used the fact the power spectrum $P_\zeta$ is given in terms of the primordial power spectrum times a transfer function

\[ \frac{k^3 P_\zeta}{2\pi^2} = A_s \left( \frac{k}{k_0} \right)^{n_s - 1} T(k)^2, \]

where $A_s$ is the primordial amplitude, $k_0$ is the pivot scale and $T(k)$ is the usual matter-radiation transfer function (see Eq. (7.71) in Ref. [168]). Furthermore, the kernel $I_{\ell}^{ISW}(k)$ is given by

\[ I_{\ell}^{ISW}(k) = 2 \int dz \frac{dG}{dz} j_\ell(k r(z)), \]

where $j_\ell(x)$ is the spherical bessel function, $r(z) = \int_0^z dz / H(z)$ is the comoving distance and the function $G(z, k)$ is the scale dependent potential growth rate

\[ G(a, k) = \frac{\Phi(a, k) + \Psi(a, k)}{\Phi(a_{ini}, k) + \Psi(a_{ini}, k)}. \]

Also, the contribution to the $C_{\ell}^{ISW}$ due to the usual Sachs-Wolfe (SW) effect is given by

\[ C_{\ell}^{SW} = \frac{2\pi}{25} A_s \Gamma \left( \frac{3}{2} \right) \Gamma \left( 1 - \frac{n_s - 1}{2} \right) \Gamma \left( \ell + 2 - \frac{n_s - 1}{2} \right), \]
where $\Gamma(x)$ is the usual Gamma function. The previous expression for $n_s = 1$ simplifies to the well-known result for the SW plateau

$$\frac{\ell(\ell + 1)}{2\pi} C^{SW}_\ell = \frac{A_s}{25}. \quad (A13)$$

Finally, the total contribution from the SW and ISW effects will be given by the sum of Eqs. (A8) and (A12), that is,

$$C^{total}_\ell = C^{SW}_\ell + C^{ISW}_\ell. \quad (A14)$$

In our analysis we used $A_s = 2.3 \times 10^{-9}$, $n_s = 1$, $k_0 = 0.05h$/Mpc, $\Omega_m0 = 0.3$ and $T_{CMB} = 2.726K$. Note that to convert the result of Eq. (A14) to $\mu K^2$, as is the standard in the CMB community, one needs to multiply the $C_\ell$s with $T_{CMB}^2 \cdot 10^{12}$.

**Appendix B: CLASS implementation**

In this section we present our implementation of the effective fluid approach in the CLASS code [53], which we call EFCLASS. As shown in the previous sections, even with these minimal changes our approach gives results in agreement with other codes, such as EFTCAMB, MGCAMB, FRCAMB and CLASS_EOS_FR.

The only changes we made in the code are in the following two places:

1. In the `background.c` file we included the correct expansion history for the $f(R)$ models. For the HS model this is given by Eq. (58). In Ref. [120] it is shown that this expression works to a level of accuracy better than $\sim 10^{-5}\%$ for $b \in [0, 0.1]$. Finally, we also had to include an expression for the equation of state parameter $w_{DE}$ and effective density $\rho_{DE}$. Both were calculated to second order in $b$ from Eqs. (25) and (24) by using Eq. (58).

Regarding the perturbations, we treat both models equally. In this case we found that the best place to implement the modifications were in the `perturb_einstein` routine of CLASS, which solves the Einstein equations in the conformal Newtonian gauge given by Eqs. (7) and (9). Then, it is simple to just add in the right-hand-side of the aforementioned equations our expressions for the effective fluid DE velocity and anisotropic stress given by Eqs. (44) and (45).

Our analytic approach has several advantages: First, given that most viable $f(R)$ models can be written as small perturbations around $\Lambda$CDM model, such as the HS model, it is always possible to derive extremely accurate expressions for the background, as was shown in Ref. [120]. Second, regarding the perturbations our improved subhorizon approximation gives much more accurate results compared to codes that are based on the default subhorizon approximation. Also, the accuracy is comparable to codes that treat the perturbations exactly by numerically solving the relevant equations. However, our approach has a much smaller overhead in terms of new lines of code and as a result is more straight-forward and less error-prone.
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