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ABSTRACT
In this paper, we consider the estimation of intracluster correlation for ordinal data. We focus on pure-tone audiometry hearing threshold data, where thresholds are measured in 5 decibel increments. We estimate the intracluster correlation for tests from iPhone-based hearing assessment applications as a measure of test/retest reliability. We present a method to estimate the intracluster correlation using mixed effects cumulative logistic and probit models, which assume the outcome data are ordinal. This contrasts with using a mixed effects linear model which assumes that the outcome data are continuous. In simulation studies, we show that using a mixed effects linear model to estimate the intracluster correlation for ordinal data results in a negative finite sample bias, while using mixed effects cumulative logistic or probit models reduces this bias. The estimated intracluster correlation for the iPhone-based hearing assessment application is higher when using the mixed effects cumulative logistic and probit models compared to using a mixed effects linear model. When data are ordinal, using mixed effects cumulative logistic or probit models reduces the bias of intracluster correlation estimates relative to using a mixed effects linear model.
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Introduction
Intracluster correlation (ICC) is frequently used to measure test/retest reliability and can be used as one tool to measure the quality of newly developed testing procedures [3]. We consider audiometric hearing threshold data from an iPhone-based hearing assessment application. Pure-tone audiometry assesses the quietest tone, ‘hearing threshold,’ that can be detected at specific frequencies in each ear. If tests are conducted on the same subject in a short enough time frame we expect the true underlying hearing threshold to remain constant for each test. Therefore, a reliable test should have a high ICC, indicating a strong correlation among the hearing thresholds of the same ear.
ICC can be estimated using a linear mixed effects model which assumes the random effects and random error terms are normally distributed. However, pure tone audiometry tests typically measure hearing thresholds in 5 decibel (dB) increments. Therefore, hearing threshold data are ordinal rather than continuous. In simulations, we show that for finite samples, treating the data as continuous, rather than ordinal, biases the estimates of the ICC toward zero. A framework for estimating the ICC for generalized linear mixed effects models has been proposed in Refs [5,6,11,13,14]. We extend this framework to cumulative link models for ordinal data. We show that using this ordinal model framework can obtain more accurate ICC estimates than naively treating ordinal data as continuous.

**Methods**

Let \( Y_{ij}^* \) denote the true reading for the \( j \)th measurement for the \( i \)th cluster on a continuous scale. Assume that \( Y_{ij}^* \) follows a linear mixed effects model,

\[
Y_{ij}^* = X_{ij}^T \beta^* + b_i^* + \epsilon_{ij}^*,
\]

where \( X_{ij} \) is a vector of covariates, \( \beta^* \) is a vector of fixed effect parameters, \( b_i^* \sim N(0, \sigma_{b_e}^2) \) is an ear-specific random effect, and \( \epsilon_{ij}^* \sim N(0, \sigma_{\epsilon_e}^2) \) is a normally distributed random error term. We focus on the adjusted ICC \([4,14]\), which is

\[
\text{ICC}_{Y_{ij}^*}^{adj} = \frac{\sigma_{b_e}^2}{\sigma_{b_e}^2 + \sigma_{\epsilon_e}^2}.
\]

We focus on the adjusted ICC because this allows us to estimate the ICC after controlling for covariates, \( X_{ij} \), which may affect the outcome but are not of primary interest for the study. As an example, we adjust for mean ambient noise in our illustrative example because it may change the measured hearing threshold for reasons other than test/retest reliability. For ordinal data, instead of observing \( Y_{ij}^* \) we observe \( Y_{ij} \), which has \( K \) categories. In order to categorize \( Y_{ij} \), we assume there are \( K + 1 \) different cutpoints, \( \xi_k \), where \( Y_{ij} = k \) if \( \xi_{k-1} < Y_{ij}^* < \xi_k \). In this case \( \xi_0 = -\infty \) and \( \xi_K = \infty \), and all the other cutpoints are finite values put into ascending order. This can be written as a mixed effects cumulative probit model,

\[
P(Y_{ij} \leq k) = P(Y_{ij}^* \leq \xi_k) = \Phi \left( \frac{\xi_k - X_{ij}^T \beta^* - b_i^*}{\sigma_{\epsilon_e}} \right)
\]

\[
= \Phi \left( \frac{\xi_k - X_{ij}^T \beta^* - b_i^*}{\sigma_{\epsilon_e}} - \frac{b_i^*}{\sigma_{\epsilon_e}} \right),
\]

where the fixed effects coefficients are \( \beta = \beta^*/\sigma_{\epsilon_e} \), and the random effects are \( b_i = b_i^*/\sigma_{\epsilon_e} \), with \( b_i \sim N(0, \sigma_{b_e}^2) \), and \( \sigma_{b_e}^2 = \sigma_{b_e}^2/\sigma_{\epsilon_e}^2 \) \([1,10]\). We can recover the adjusted ICC for the latent variable, \( Y_{ij}^* \), as

\[
\text{ICC}_{Y_{ij}^*}^{adj}_{\text{prob}} = \frac{\sigma_{b_e}^2}{\sigma_{b_e}^2 + 1}.
\]

If we assume that \( \epsilon_{ij}^* \) has a logistic distribution, the same method would imply a mixed effects cumulative logistic model. In this case, when calculating the adjusted ICC, we
replace the one in the denominator with $\pi^2/3$, the variance of a standard logistic distribution,

$$ICC_{Y*ij\log}^{adj} = \frac{\sigma_b^2}{\sigma_b^2 + \pi^2/3}.$$  

Above we have a single level of clustering. It is also possible to have two levels of clustering, with one nested within the other. For instance, in our illustrative example with hearing data, we have one level of clustering due to individuals being tested multiple times, and a nested cluster due to each individual having two ears. Assume that $Y_{ikj}^*$ is the underlying true reading on a continuous scale of the $j$th measurement for the $ith$ first-level cluster and the $kth$ second-level cluster. Assume $Y_{ikj}^*$ follows the linear mixed effects model,

$$Y_{ikj}^* = X_{ikj}^T b^* + c_{ik}^* + \epsilon_{ikj}^*,$$  \hspace{1cm} (2)  

where $b_{ij}^* \sim N(0, \sigma_b^2)$ is a first-level cluster-specific random effect, $c_{ik}^* \sim N(0, \sigma_c^2)$ is a second-level cluster-specific random effect, and $\epsilon_{ikj}^* \sim N(0, \sigma_{\epsilon}^2)$ is a random error term. The ICC for two measurements from the same first and second-level clusters is defined as

$$ICC_{Y*ij}^{adj} = Cor(Y_{ikj}^*, Y_{ikj'}^*) = \frac{Cov(Y_{ikj}^*, Y_{ikj'}^*)}{\sqrt{Var(Y_{ikj}^*)} \sqrt{Var(Y_{ikj'}^*)}}, \text{ for } j \neq j'.$$  

Based on Equation (2), this can be rewritten as

$$ICC_{Y*ij}^{adj} = \frac{\sigma_b^2 + \sigma_c^2}{\sigma_b^2 + \sigma_c^2 + \sigma_{\epsilon}^2}.$$  

Using the same methods as the single random effect model, the adjusted ICC based on the mixed effects cumulative probit and logistic models can be written as

$$ICC_{Y*_{ikj}prob/log}^{adj} = \frac{\sigma_b^2 + \sigma_c^2}{\sigma_b^2 + \sigma_c^2 + m},$$  

where $m = 1$ for the mixed effects cumulative probit model, $m = \pi^2/3$ for the mixed effects cumulative logistic model, $\sigma_b = \sigma_b^2/\sigma_{\epsilon}^2$, and $\sigma_c = \sigma_c^2/\sigma_{\epsilon}^2$. The adjusted ICC for ordinal data can be estimated by plugging in the variance estimates for the random effects into the formulas for $ICC_{Y*_{ij}prob/log}^{adj}$ or $ICC_{Y*_{ijk}prob/log}^{adj}$. We will denote the estimates as $\hat{ICC}_{Y*_{ijk}prob/log}^{adj}$ and $\hat{ICC}_{Y*_{ijk}prob/log}^{adj}$. It is also of interest to obtain confidence intervals to quantify the uncertainty of these estimates. For the single random effect setup we note that $ICC_{Y*_{ijk}prob}^{adj}$ and $ICC_{Y*_{ijk}log}^{adj}$ are both transformations of $\sigma_b^2$. Therefore we can calculate the confidence interval for $ICC_{Y*_{ijk}prob}^{adj}$ and $ICC_{Y*_{ijk}log}^{adj}$ by transforming the confidence interval for $\sigma_b^2$, which can be obtained using the likelihood root statistic from the profile likelihood [8,9].

In the multiple random effect setting we can obtain a confidence interval for $\hat{ICC}_{Y*_{ijk}prob}^{adj}$ and $\hat{ICC}_{Y*_{ijk}log}^{adj}$ by applying the delta method based on the estimated variance/covariance
matrix of $\sigma_b^2$ and $\sigma_c^2$. If
\[
\begin{bmatrix}
\hat{\sigma}_b \\
\hat{\sigma}_c
\end{bmatrix} \to_d N(0, \theta),
\]
then by the delta method
\[
\text{ICC}_{Y_{ijk}^{\text{adj}}}^{\text{prob/log}} \to_d N\left(0, g'(\sigma_b, \sigma_c, m)^T \theta g'(\sigma_b, \sigma_c, m)\right),
\]
where
\[
g'(\sigma_b, \sigma_c, m) =
\begin{bmatrix}
\frac{2\sigma_b m}{(\sigma_b^2 + \sigma_c^2 + m)^2} \\
\frac{2\sigma_c m}{(\sigma_b^2 + \sigma_c^2 + m)^2} \\
\frac{m}{(\sigma_b^2 + \sigma_c^2 + m)^2}
\end{bmatrix}.
\]
We include an example of how to estimate the adjusted ICC and confidence intervals for all methods at https://github.com/blangworthy/ICCOrdinal.

**Application**

**Simulation study**

We use simulation studies to compare the finite sample performance of the adjusted ICC estimates using mixed effects cumulative probit or logistic models to those using mixed effects linear regression, when the simulated data are ordinal. First we consider a single level of clustering, where the continuous outcome $Y_{ij}^*$ is simulated according to the mixed effects linear model from Equation (1), where $X_{ij}$ is a scalar covariate, $\beta^*$ is the fixed effect parameter, $b_i^*$ is an ear-specific random effect, and $\epsilon_{ij}^*$ is a random error term. We simulate 35 clusters with 5 measurements per cluster, such that $i = 1, \ldots, 35$ and $j = 1, \ldots, 5$. We simulate $X \sim N(0, 1)$, $\beta^* = 1$, and $b_i^* \sim N(0, 4)$. For the random error term we simulate both $\epsilon_{ij}^* \sim N(0, 1)$ and $\epsilon_{ij}^* \sim \text{Logistic}(0, 2\sqrt{3}/\pi)$, with the former corresponding to a properly specified cumulative probit model and the latter corresponding to a properly specified cumulative logistic model after using cutpoints to define an ordinal variable based on $Y_{ij}^*$. In both cases, the true adjusted ICC is 0.8. We consider three different ways to define the ordinal variable, $Y_{ij}$. The first, which we will refer to as setup one, is to define the cutpoints, $\xi_k$, as all even integers including 0. This results in 7–9 categories for most simulations. For another setup, which we will refer to as setup two, we define the cutpoints, $\xi_k$, as $-\infty$, -2, 0, 2, and $\infty$, which results in four categories. For our final setup, which we will refer to as setup three, we define the cutpoints as $-\infty$, -2, 1, 2, and $\infty$. Setup one has a similar number of categories to our real data example, while setups two and three are used to show how results change when there are a smaller number of categories. In order to estimate the ICC we fit mixed effects cumulative probit and logistic models model and use the methods described in the Methods section. We also use the naive method, in which we fit a mixed effects linear model with the ordinal variable, $Y_{ij}$, as the outcome. We note that the ordinal values, $Y_{ij}$, are all evenly spaced, even in the case of setup three when the cutpoints are not evenly spaced.

In addition to the single level of clustering, we also consider simulations using two levels of clustering where we simulate $Y_{ikj}^*$ according to the linear mixed effects model from Equation (2), where $b_i^*$ is a subject-specific random effect, $c_{ik}^*$ is an ear specific random
Table 1. Bias (SD) and 95% confidence interval coverage rate of adjusted ICC estimates for single and multi-level clustering for the three different setups using three different methods for estimation.

|                     | Single-level clustering | Multi-level Clustering |                  |                  |                  |                  |                  |                  |                  |                  |                  |                  |
|---------------------|-------------------------|------------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
|                     | Normal error            | Logistic error         | Normal error     | Logistic error   |                  |                  |                  |                  |                  |                  |                  |                  |
|                     | Bias (SD)               | CR                     | Bias (SD)        | CR               | Bias (SD)        | CR               | Bias (SD)        | CR               | Bias (SD)        | CR               | Bias (SD)        | CR               |
| Setup one           |                         |                        |                  |                  |                  |                  |                  |                  |                  |                  |                  |                  |
| Adjusted ICC Probit | −0.01 (0.05)            | 0.95                   | −0.01 (0.06)     | 0.92             | −0.01 (0.04)     | 0.93             | −0.01 (0.04)     | 0.92             | −0.01 (0.04)     | 0.93             | −0.01 (0.04)     | 0.92             |
| Adjusted ICC Logit  | −0.01 (0.06)            | 0.95                   | −0.01 (0.06)     | 0.93             | −0.01 (0.04)     | 0.94             | −0.01 (0.04)     | 0.92             | −0.01 (0.04)     | 0.92             | −0.01 (0.04)     | 0.92             |
| Adjusted ICC Naïve  | −0.06 (0.06)            | 0.89                   | −0.06 (0.06)     | 0.87             | −0.06 (0.04)     | 0.80             | −0.06 (0.04)     | 0.80             | −0.06 (0.04)     | 0.81             | −0.06 (0.04)     | 0.81             |
| Setup two           |                         |                        |                  |                  |                  |                  |                  |                  |                  |                  |                  |                  |
| Adjusted ICC Probit | −0.01 (0.06)            | 0.95                   | −0.01 (0.06)     | 0.95             | −0.01 (0.04)     | 0.94             | −0.01 (0.04)     | 0.94             | −0.01 (0.04)     | 0.94             | −0.01 (0.04)     | 0.94             |
| Adjusted ICC Logit  | −0.02 (0.06)            | 0.96                   | −0.02 (0.06)     | 0.94             | −0.02 (0.04)     | 0.95             | −0.01 (0.04)     | 0.97             | −0.01 (0.04)     | 0.97             | −0.01 (0.04)     | 0.97             |
| Adjusted ICC Naïve  | −0.11 (0.06)            | 0.68                   | −0.10 (0.06)     | 0.70             | −0.10 (0.04)     | 0.40             | −0.10 (0.04)     | 0.43             | −0.10 (0.04)     | 0.43             | −0.10 (0.04)     | 0.43             |
| Setup three         |                         |                        |                  |                  |                  |                  |                  |                  |                  |                  |                  |                  |
| Adjusted ICC Probit | −0.01 (0.06)            | 0.95                   | −0.01 (0.06)     | 0.94             | −0.01 (0.04)     | 0.94             | −0.01 (0.04)     | 0.95             | −0.01 (0.04)     | 0.95             | −0.01 (0.04)     | 0.95             |
| Adjusted ICC Logit  | −0.02 (0.06)            | 0.96                   | −0.02 (0.06)     | 0.94             | −0.02 (0.04)     | 0.95             | −0.01 (0.04)     | 0.95             | −0.01 (0.04)     | 0.95             | −0.01 (0.04)     | 0.95             |
| Adjusted ICC Naïve  | −0.14 (0.06)            | 0.48                   | −0.14 (0.07)     | 0.50             | −0.13 (0.05)     | 0.19             | −0.13 (0.05)     | 0.20             | −0.13 (0.05)     | 0.20             | −0.13 (0.05)     | 0.20             |

Note: True ICC = 0.8.

*Single-level clustering setup includes 35 subjects and 5 measures per subject. Multi-level clustering setup includes 35 subjects, 2 ears per subject, and 5 measures per ear.

When error has normal distribution probit model is properly specified. When error has logistic distribution logistic model is properly specified.

Bias is the estimated ICC minus the true ICC; SD is the empirical standard deviation of ICC estimates over all simulation replicates.

CR is coverage rate and is the proportion of 95% confidence intervals that contain the true ICC; confidence intervals for adjusted ICC using probit and logistic models in single-level clustering use profile confidence interval.

Setup one sets cutpoints at all even integers including 0, resulting in 7–9 categories in most simulations.

Setup two sets cutpoints at −2, 0 and 2, resulting in 4 categories.

Setup three sets cutpoints at −2, 1 and 2, resulting in 4 categories.

---

effect, and $\epsilon_{ikj}$ is a random error term. We simulate such that $i = 1, \ldots, 35$, $k = 1, 2$ and $j = 1, \ldots, 5$. This is equivalent to a study where there are 35 first-level clusters with 2 second-level clusters per first-level cluster each, and 5 measurements per first- and second-level cluster. We define $X, \beta^*$ and $\epsilon^*$ in the same way as the single-level clustering example. We simulate $b_i^* \sim N(0, 2)$, and $c_{ikj}^* \sim N(0, 2)$, so that the true ICC is again 0.8. Again, we define the ordinal variable $Y_{ikj}$ using the same three setups, with the same cutpoints as used to define $Y_{ij}$ in the single level of clustering simulations. As with the single clustering simulations we estimated the ICC using methods described in the Methods section. We compare using mixed effects cumulative logistic and probit models to a mixed effects linear model, with $Y_{ikj}$ as the outcome.

The empirical bias, standard deviation, and 95% confidence interval coverage rate based on 1000 simulations for both the single and multi-level clustering setups are reported in Table 1. The adjusted ICC estimates using the mixed effect cumulative logistic and probit models both have bias close to zero while the naive estimator underestimates the adjusted ICC. This negative bias for the naive estimator gets larger for setups two and three where there are fewer categories. This suggests that the naive estimator performs even more poorly in cases where there are fewer categories. In particular, for setup three, where the cutpoints defining the categories are not evenly spaced the naive estimator does even more poorly. There is also an issue of the confidence interval not being able to be estimated because the cumulative logistic and probit models are unstable when the estimated ICC is one, or very close to one. This is relatively rare (2.6% of simulated data sets or less), except
for the cumulative logistic model for single-level clustering for setups two and three. For setup two and three, in the single level clustering scenario, the confidence interval for the cumulative logistic model could not be estimated for between 12 and 13% of the simulated data sets. When the ICC is one the variance of $\epsilon_{ij}$ or $\epsilon_{ijk}$ is zero, and the cumulative logistic or probit models will not be well defined due to division by zero. This issue can cause issues with the point estimate, however, our simulated datasets only caused issue with defining the confidence intervals. This can be due to the limits of the profile confidence interval not being defined. Alternatively the variance/covariance matrix for the random effects not being positive semi-definite, which will lead to the Wald confidence interval to not be well defined. We exclude the simulated data sets where the confidence intervals could not be estimated when calculating the coverage rate. The confidence intervals have close to the desired coverage rate when using the cumulative logistic or probit models.

**Illustrative example**

To illustrate our method, we analyze data from 31 women from the Nurses’ Health Study II (NHS II) [2], who self-administered home hearing tests using the Decibel Therapeutics iPhone hearing assessment application. The home hearing test assessed pure-tone air conduction hearing thresholds (in 5 dB steps) across the conventional range of frequencies between 500 and 8000 hertz (Hz) in each ear. In the study 21 (68%) of the participants had measurements from four repeated home hearing tests; 27 (87%) had measurements from at least two repeated tests. The average number of home hearing assessments was 3.38. The results for single-ear and both-ear adjusted ICCs for hearing threshold measurements obtained at each of the frequencies are reported in Table 2. For both the single-ear and both-ear adjusted ICCs we adjust for mean ambient noise measured in decibels. In general, the adjusted ICC estimated using the mixed effects cumulative logistic model is the highest, and the adjusted ICC estimated using the mixed effects linear model is the lowest. This is consistent with simulation results, in which the naive estimator using the mixed effects linear model has a negative finite sample bias. The adjusted ICC is above 0.7 in all cases, across all frequencies. For the both ear adjusted models using the cumulative logistic and probit models the lower bound of the 95% confidence interval is also above 0.7 for all frequencies except for 2000 Hz under the cumulative probit model. Further the lower bound of the 95% confidence interval is above 0.5 for all methods and frequencies except for the naive method and the cumulative probit model for 2000 Hz for the left ear. This indicates strong test/retest reliability. One thing we note is that for the adjusted ICC using both ears at 4000 Hz cannot be estimated using the cumulative logistic model. This is due to the issue with the estimated adjusted ICC being one causing issues due to division by zero, as discussed in Section 3 of the main text. There are a number of frequencies where the confidence intervals cannot be estimated due to a similar issue.

**Conclusion and discussion**

We show that when data are ordinal, using a linear mixed effects model which treats data as continuous can underestimate the adjusted ICC. This is particularly true when there are a small number of categories in ordinal data, or the spacing between categories is uneven.
Table 2. Single-ear adjusted ICCs and 95% Wald and profile confidence intervals for all 500, 1000, 2000, 3000, 4000, 6000, and 8000 Hz.

| Frequency/ear | Cumulative probit | Cumulative logistic | Naive |
|--------------|------------------|---------------------|-------|
|              | Adj ICC          | 95% CI              | Adj ICC | 95% CI | Adj ICC | 95% CI |
| 500 Hz/Right | 0.80 (0.63, 0.90) | 0.81 NA             | 0.80 (0.69, 0.92) |
| 500 Hz/Left  | 0.92 NA          | 0.93 (0.84, 0.97)   | 0.89 (0.83, 0.96) |
| 1000 Hz/Right| 0.83 (0.69, 0.91) | 0.86 (0.73, 0.93)   | 0.77 (0.64, 0.90) |
| 1000 Hz/Left | 0.77 (0.57, 0.88) | 0.79 NA             | 0.73 (0.57, 0.88) |
| 2000 Hz/Right| 0.80 (0.65, 0.90) | 0.90 NA             | 0.78 (0.66, 0.91) |
| 2000 Hz/Left | 0.60 (0.34, 0.79) | 0.75 (0.52, 0.88)   | 0.57 (0.36, 0.79) |
| 3000 Hz/Right| 0.78 (0.60, 0.89) | 0.83 (0.67, 0.92)   | 0.75 (0.61, 0.89) |
| 3000 Hz/Left | 0.99 NA          | 0.99 NA             | 0.97 (0.95, 0.99) |
| 4000 Hz/Right| 0.75 (0.56, 0.88) | 0.85 (0.70, 0.94)   | 0.84 (0.74, 0.94) |
| 4000 Hz/Left | 0.99 NA          | 1.00 NA             | 0.98 (0.96, 0.99) |
| 6000 Hz/Right| 0.85 (0.72, 0.93) | 0.89 (0.78, 0.95)   | 0.80 (0.69, 0.92) |
| 6000 Hz/Left | 0.92 NA          | 0.93 (0.83, 0.97)   | 0.93 (0.88, 0.98) |
| 8000 Hz/Right| 0.92 (0.84, 0.96) | 0.94 (0.87, 0.98)   | 0.89 (0.81, 0.96) |
| 8000 Hz/Left | 0.86 (0.75, 0.93) | 0.91 (0.82, 0.96)   | 0.86 (0.78, 0.95) |
| 500 Hz/Both  | 0.85 (0.78, 0.93) | 0.87 (0.79, 0.94)   | 0.85 (0.77, 0.92) |
| 1000 Hz/Both | 0.81 (0.71, 0.91) | 0.84 (0.75, 0.93)   | 0.76 (0.65, 0.87) |
| 2000 Hz/Both | 0.73 (0.60, 0.85) | 0.84 (0.76, 0.92)   | 0.70 (0.57, 0.83) |
| 3000 Hz/Both | 0.87 (0.80, 0.93) | 0.92 (0.88, 0.97)   | 0.85 (0.78, 0.92) |
| 4000 Hz/Both | 0.92 (0.87, 0.96) | NA NA               | 0.91 (0.87, 0.96) |
| 6000 Hz/Both | 0.88 (0.81, 0.95) | 0.90 (0.84, 0.96)   | 0.85 (0.78, 0.93) |
| 8000 Hz/Both | 0.89 (0.83, 0.95) | 0.93 (0.88, 0.97)   | 0.88 (0.82, 0.94) |

Note: Mixed effects model included mean ambient noise as covariate.
NA’s produced when issue created due to division by zero.

*Confidence intervals for single-ear adjusted cumulative logistic and probit models are estimated using transformed profile confidence intervals, all other confidence intervals estimated using the delta method.

A more precise estimate of the adjusted ICC can be obtained using a mixed effects cumulative logistic or probit model. One potential limitation to these methods is if neither mixed effects cumulative logistic or probit models fit the data well, alternative methods may be necessary. Previous work estimated the ICC for binary data with a mixed effects logistic regression model using a similar latent variable approach, with data simulated from a beta-binomial distribution and showed that performance varied depending on the parameters of the simulated distribution [7]. Other work, which also simulated data using the multivariate normal latent variable approach, showed strong performance using a generalized estimating equation approach to calculate the ICC for ordinal data [12], although the method presented in that paper is only applicable for balanced data with an equal number of replicates for each subject or rater.

We apply our methods to hearing threshold data obtained from participants in the NHS II. In this example, the estimated adjusted ICC using mixed effects cumulative logistic or probit models is higher than the estimated adjusted ICC using a linear mixed effects model. Example code for estimating the adjusted ICC can be found at https://github.com/blangworthy/ICCOrdinal.

When data are ordinal rather than continuous it is best to estimate the ICC using ordinal mixed effects models, rather than mixed effects linear models. This will lead to more accurate results, as the ICC estimate from the mixed effects linear model tends to be attenuated for ordinal data. Our simulations and results indicate this is particularly true when...
there are a small number of categories, but are still the case for ordinal data with as many as 7–9 categories.
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