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Abstract

Over the decades, the Markowitz framework has been used extensively in portfolio analysis though it puts too much emphasis on the analysis of the market uncertainty rather than on the trend prediction. While generative adversarial network (GAN), conditional GAN (CGAN), and autoencoding CGAN (ACGAN) have been explored to generate financial time series and extract features that can help portfolio analysis. The limitation of the CGAN or ACGAN framework stands in putting too much emphasis on generating series and finding the internal trends of the series rather than predicting the future trends. In this paper, we introduce a hybrid approach on conditional GAN based on deep generative models that learns the internal trend of historical data while modeling market uncertainty and future trends. We evaluate the model on several real-world datasets from both the US and Europe markets, and show that the proposed HybridCGAN and HybridACGAN models lead to better portfolio allocation compared to the existing Markowitz, CGAN, and ACGAN approaches.
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1. Introduction

Financial portfolio management is largely based on linear models and the Markowitz framework (Markowitz, 1968; 1976) though the underlying data and information in today’s market has increased countless times over that of many years ago. The framework, often known as the modern portfolio theory (MPT), has become one of the cornerstones of quantitative finance. The fundamental idea behind the MPT is to create portfolio diversification while reducing specific risks and assessing the risk-return trade-offs for each asset. The MPT, on the other hand, has been criticized for making ideal assumptions about the financial system and data: the expected mean returns, and the covariance matrix of the return series are estimated from historical observations and assumed constant in the future. This is such a strong assumption, though, that it will be impossible for the market to actually achieve this demand.

As the evaluation outcomes of cross-section risk, the traditional portfolio assessment approach creates portfolio risk indicators based on asset price series over the previous period, such as variance, value at risk, and expected loss. The conventional method where the classical mean-variance optimization approach employed in MPT, however, has two clear shortcomings. First, historical data typically cannot be simply utilized to indicate the future due to the capital market’s quick-change since financial returns are notoriously stochastic with an extremely low signal-to-noise ratio. When a reliable long-term prognosis is made available in a highly efficient market, traders immediately act on this forecast, which directly affects the price at hand; while future price variations are unpredictable again (Kallberg & Ziemba, 1981; 1984; Green & Hollifield, 1992; Best & Grauer, 1991; Timmermann & Granger, 2004). Second, the linear components in the historical series are typically all that are included in the risk measuring indicators evaluated using conventional methods, leaving out the nonlinear information. This causes a discrepancy between the evaluation results and the actual situation (Tsay, 2005).

The financial sector, on the other hand, has been significantly impacted by advances in machine learning, deep learning, artificial intelligence. Machine learning in general has been used in a variety of applications, including forecasting, series generation, risk management, customer service, and portfolio management (Huang et al., 2005; Kara et al., 2011; Takahashi et al., 2019). Especially among these advancements, the generative adversarial networks (GANs) are a sort of neural network architectures that have shown promise in image generation and are now being used extensively to produce time series and other financial data (Goodfellow et al., 2014; Esteban et al., 2017; Eckerli & Osterrieder, 2021). While models of the ARCH and GARCH families use traditional statistics to explain the change in variance over time in a time series by describing the variance.
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of the current error component as a function of prior errors (Engle, 1982; Bollerslev, 1986; Lu & Yi, 2022b). GANs are being used to address the problem of paucity of real data, as well as to optimize portfolios and trading methods which achieve better results (Takahashi et al., 2019; Mariani et al., 2019). However, due to its highly stochastic, noisy, and chaotic nature, market price forecasting is still a major topic in the time series literature. While previous work have tried to generate financial data based on historical trend, the generation still lacks guidance on the potential trend of the future series (Mariani et al., 2019; Lu & Yi, 2022a).

In this light, we focus on GANs for better portfolio allocation that can both capture historical trends and generate series based on past data. We present a novel framework about portfolio analysis based on conditional GAN (CGAN) that incorporates a proposer providing a potential mean value of future series for data normalization to achieve stable strategies, hence the name HybridCGAN. Similar to the CGAN and ACGAN models for portfolio analysis (Mariani et al., 2019; Lu & Yi, 2022a), HybridCGAN can also directly model the market uncertainty via its complex multidimensional form, which is the primary driver of future price trends, such that the nonlinear interactions between different portfolios can be embedded effectively. We evaluate the proposed HybridCGAN method on two separate portfolios representing different markets (the US and the European markets) and industrial segments (e.g., Technology, Healthcare, Basic materials, and Industrials sectors). The empirical results show that the proposed approach is capable of realizing the risk-return trade-off and outperforms the classic MPT, CGAN- and ACGAN-based methodologies considerably.

2. Related Work

As aforementioned, there are several methods delving with portfolio allocation, including the Markowitz framework, the CGAN and ACGAN methodologies (Markowitz, 1968; Mariani et al., 2019; Lu & Yi, 2022a). The Markowitz framework relies on the assumption that the past trend can be applied in the future. While the CGAN and ACGAN methodologies partly solve the drawback in the Markowitz framework by simulating future data based on historical trends, it still lacks full ability to capture the information and features behind the past data. The proposed HybridCGAN (and HybridACGAN) model introduces an extra proposer that can help the constructed networks to capture historical features and propose future trends.

2.1. Markowitz Framework

Portfolio allocation is a kind of investment portfolio where the market portfolio has the highest Sharpe ratio (SR (Sharpe, 1966)) given the composition of assets (Markowitz, 1968). For simplicity, we here only consider long-only portfolio. Denote \( r \) as the return on assets vector, \( \Sigma \) as the asset covariance matrix, \( v \) as the weight vector of each asset, and \( r_f \) as the risk-free interest rate. If we measure portfolio risk by variance (or standard deviation), then the overall return and risk of the portfolio are:

\[
\begin{align*}
    r &= v^\top r; \\
    \sigma^2 &= v^\top \Sigma v.
\end{align*}
\]

The Sharpe ratio is simply calculated by

\[
\text{SR} = \frac{r - r_f}{\sigma} = \frac{v^\top r - r_f}{\sqrt{v^\top \Sigma v}}.
\]

According to the definition of asset allocation, the weight of each asset in the market portfolio is the solution to the following optimization problem:

\[
\begin{align*}
    \arg \max_v & \quad \frac{v^\top r - r_f}{\sqrt{v^\top \Sigma v}}; \\
    \text{s.t.} & \quad \sum_{i=1}^{N} v_i = 1; \quad 0 \leq v_i \leq 1, \forall i \in \{1, 2, \ldots, N\},
\end{align*}
\]

where \( N \) is the number of assets, and \( v_i \) is the \( i \)-th element of the weight vector \( v \).

2.2. Portfolio Analysis with GAN

Given the number of assets \( N \), we consider the matrix \( X \) to span the whole analysis length: \( w = h + f \) and \( X \in \mathbb{R}^{N \times w} \). The matrix \( X \) contains two components, the known historical series \( X_h \in \mathbb{R}^{N \times h} \), and the unknown future series \( X_f \in \mathbb{R}^{N \times f} \).

Considering the (known) historical series \( X_h \in \mathbb{R}^{N \times h} \) and a prior distribution of a random latent vector \( z \in \mathbb{R}^m \), we use a generative deep-neural network \( G \) to learn the probability distribution of future price trends \( X_f \) within the target future horizon \( f \). Figure 1 provides a conceptual representation of the matrix \( X \), and the inputs and outputs of the generator \( G \). Formally the generative model simulates a fake future matrix \( \tilde{X}_f \) by

\[
\tilde{X}_f = G(z, X_h),
\]
where \( z \in \mathbb{R}^m \) is the latent vector sampled from a prior distribution (e.g., from a normal distribution). In practice, the unanticipated future events and phenomena that will affect the market are represented by the latent vector \( z \). Based on the most recent market conditions, the known historical series \( X_h \) is used to extract features and condition the probability distribution of the future \( X_f \). Given the historical observation \( X_h \) and following the Wasserstein GAN-GP (WGAN-GP) by Gulrajani et al. (2017), the generative \( G \) is trained in adversarial mode against a discriminator network \( D \) with the goal of minimizing the Wasserstein distance between the real future series \( X_f \) and the fake series \( \tilde{X}_f \).

Formally, the procedure is described by the following optimization problem:

\[
\max_D \mathbb{E}_{x \sim p(data)} \left\{ D(x) - \mathbb{E}_{z \sim p(z)} [D(G(z, x_h))] \right\} - \lambda_1 \cdot \mathbb{E}_{x \sim p(data)} \left\{ [\|\nabla_x D(x)\|_2 - 1]^2 \right\};
\]

\[
\max_G \mathbb{E}_{x \sim p(data)} \left\{ \mathbb{E}_{z \sim p(z)} [D(G(z, x_h))] \right\},
\]

where \( x_h \) contains the historical parts of the data \( x (x_h \in x) \), \( G(z, x_h) \) indicates that the generator depends on the (historical) data \( x_h \), and \( \lambda_1 \) controls the gradient penalty. Theoretically, the optimization process finds the surrogate posterior probability distribution \( p(\tilde{X}_f|X_h) \) that approximates the real posterior probability distribution \( p(X_f|X_h) \).

**Discriminator** The discriminator shown in Figure 2(b) (for both CGAN and ACGAN) takes as input either the real data matrix \( X = [X_h, X_f] \in \mathbb{R}^{N \times w} \) or the synthetic data matrix \( \widetilde{X} = [\tilde{X}_h, \tilde{X}_f] \in \mathbb{R}^{N \times w} \).

The main drawback of the CGAN methodology is that it puts too much emphasis on the conditioner to extract features that can “deceive” the discriminator (Figure 2(a)). When the discriminator is perfectly trained, this issue is not a big problem. However, in most cases, especially due to the scarcity of financial data, the discriminator works imperfectly such that the conditioner may lose important information of the historical data.

### 2.3. Autoencoding CGAN

The Autoencoding CGAN (ACGAN) model partly solves the problem in the CGAN methodology, in which case it finds a balance between the information extraction and generation for cheating the discriminator via an embedded autoencoder providing the capability of keeping the intrinsic information of historical data (Lu & Yi, 2022). The ACGAN model has the same discriminator structure as the CGAN. However, it contains an extra decoder in the generator as shown in Figure 3. And therefore we call the conditioner an encoder in the ACGAN context.

We use an encoding deep-neural network \( E \) to learn the features that can help the generator cheat the discriminator and can find the internal information itself; and a decoding deep-neural network \( F \) to reconstruct the historical series so as to force the encoder to do so. Formally the encoding and decoding models reconstruct the historical matrix by

\[
y = E(X_h), \quad \tilde{X}_h = F(y).
\]

This process is known as autoencoding, hence the name autoencoding conditional GAN (ACGAN). In a non-GAN context, the autoencoder is typically done by nonnegative matrix factorization or general matrix decomposition via alternative least squares or Bayesian inference (Lee & Seung, 1999; Lu, 2021; 2022; Lu & Ye, 2022). Since we need to use the encoding part of the autoencoder to help trick the discriminator as well, the autoencoder is then constructed by deep-neural networks instead. Formally the process is described by the following optimization problem:

\[
\max_D \mathbb{E}_{x \sim p(data)} \left\{ D(x) - \mathbb{E}_{z \sim p(z)} [D(G(z, x_h))] \right\} - \lambda_1 \cdot \mathbb{E}_{x \sim p(data)} \left\{ [\|\nabla_x D(x)\|_2 - 1]^2 \right\};
\]

\[
\max_{G, E, F} \mathbb{E}_{x \sim p(data)} \left\{ \mathbb{E}_{z \sim p(z)} [D(G(z, x_h))] - \lambda_2 \cdot g \left( F(E(x_h), x_h) \right) \right\},
\]

**(6)**
where $g(\cdot)$ denotes the error function; the authors apply the mean squared error as the loss function in Lu & Yi (2022a). The parameter $\lambda_2$ controls how large the penalization by the autoencoder, and the term is thus known as the autoencoding penalty (AP). In the original CGAN methodology, the conditioner is used to extract features that can help the generator to cheat the discriminator; however, it may lose some important information that captures the internal features of the market trend. The ACGAN then finds a balance between cheating the discriminator and keeping its market information.

2.4. Data Normalization

Following Mariani et al. (2019); Lu & Yi (2022a), Given the frame window of $w = h + f$ days \(^1\), we consider the adjusted closing price $p \in \mathbb{R}^w$ series for each asset. Then we unit-normalize the price series $p$ for each asset to fill in the range $[-1, 1]$ for the initial $h$ days. This normalization procedure can help us to expose the values of neural networks limited within a suitable range that removes price-variability over multiple assets within the specified window. In practice, the unit-normalization can be done by 3-sigma normalization: given the mean $\mu$ and standard deviation $\sigma$ of $p_{1:h} \in \mathbb{R}^h$, the normalization is done by

$$\tilde{p} = (p - \mu)/(3\sigma).$$  

(7)

After generating the surrogate future series $\tilde{p}_{h+1:w}$, we apply again a de-normalization procedure:

$$\hat{p}_{h+1:w} = \tilde{p}_{h+1:w} \times 3\sigma + \mu.$$  

(8)

3. Hybrid Methods

3.1. CGAN with Eavesdropping

The proposed hybrid approaches highly rely on the data normalization procedure. Suppose in Eq. (7), we obtain the mean $m$ of the whole asset $p \in \mathbb{R}^w$ in the window $w$ rather than the historical one $p_{1:h} \in \mathbb{R}^h$, and we apply the data normalization by this value:

$$\tilde{p} = (p - m)/(3\sigma).$$  

(9)

Since the $p_{h+1:w}$ in $p$ cannot be obtained in practice and we thus call this method eavesdropping. A simple experiment on this approach, comparing the CGAN and CGAN with Eavesdropping, the return-SR (Sharpe ratio) plots in Figure 4 shows that this eavesdropping procedure can increase the performance to a large extent, enforcing the mean Sharpe ratio from about 1.0 to 2.5. And the random draws are more clustered with small deviations such that the end strategy is more stable. This is reasonable since the GAN finds the future means of the assets from this normalization and generates the series whose means are closer to these values.

(b) US, rebalance every 20 days

\[\text{Returns} \begin{array}{llll}
0.0 & 0.1 & 0.3 & eavesdropping
\end{array}\]

\[\text{we thus call this method}\]

After generating the surrogate future series $\hat{p}_{h+1:w}$, we apply again a de-normalization procedure:

$$\hat{p}_{h+1:w} = \tilde{p}_{h+1:w} \times 3\sigma + \mu.$$  

(8)

3.2. Proposed Methodology

Though the eavesdropping methods are not practical since we use future data, the idea can be applied to the proposed hybrid methods. This is known as the forward bias issue in quantitative finance. We incorporate an extra proposal network $P$ to find the surrogate of the mean values for each asset in corresponding windows as shown in Figure 5. The proposer $P$ is trained by minimizing the mean squared error between the real mean value $m$ of the whole period and the prediction $\tilde{m}$. Note that we incorporate the historical mean into the input of the proposal network to make the optimization easier:

$$\tilde{m} = P(\mathbf{X}_h, \mu),$$  

(10)

i.e., we concatenate $\mathbf{X}_h$ and $\mu$ to predict $\tilde{m}$. After finding the surrogate mean value $\tilde{m}$, the normalization follows:

$$\tilde{p} = (p - \tilde{m})/(3\sigma).$$  

(11)

And the de-normalization:

$$\hat{p}_{h+1:w} = \tilde{p}_{h+1:w} \times 3\sigma + \tilde{m}.$$  

(12)

Since this approach combines the CGAN and deep neural network regression, we call it the HybridCGAN model. This hybrid approach can be easily extended into the ACGAN methodology in a similar way, termed the HybridACGAN model.

4. Experiments

To evaluate the strategy and demonstrate the main advantages of the proposed HybridCGAN and HybridACGAN methods, we conduct experiments with different analysis tasks; datasets from different geopolitical markets including the US and the European (EU) markets, and various industrial segments including Healthcare, Automotive, Energy and so on. We obtain publicly available data from Yahoo.
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Figure 5: Architectures of the HybridCGAN generative and discriminative models for portfolio analysis.

Figure 6: Different portfolios for the US (upper) and EU (lower) markets with a unit initial value.

Algorithm 1 Training and testing process for the HybridCGAN, HybridACGAN, CGAN, and ACGAN models.

1: **General Input:** Choose parameters \( w = h + f \); number of assets \( N \); number of epoches \( T \); latent dimension \( m \);
2: **Training Input:** Training data matrix \( M \in \mathbb{R}^{N \times D} \);
3: Decide index set \( S_1 = \{1, 2, \ldots, D - w + 1\} \) and draw without replacement;
4: for \( t = 1 \) to \( T \) do
5: for \( i \in \text{random}(S_1) \) do
6: \( X = [X_h, X_f] = M[:, i : i + w - 1] \in \mathbb{R}^{N \times w} \);
7: Randomly sample latent vector \( z \in \mathbb{R}^m \);
8: Backpropagation for generator in Eq. (6) or (5);
9: Generate surrogate \( \tilde{X}_f = G(z, X_h) \in \mathbb{R}^{N \times f} \);
10: Backpropagation for discriminator in Eq. (6) or (5);
11: end for
12: end for
13: **Inference Input:** Testing data matrix \( A \in \mathbb{R}^{N \times K} \);
14: **Inference Output:** Testing data matrix \( B \in \mathbb{R}^{N \times K} \);
15: Decide index set \( S_2 = \{h + 1, h + f + 1, \ldots\} \);
16: Copy the first \( h \) days data \( B[:, 1 : h] = A[:, 1 : h] \);
17: for \( i \in \text{ordered}(S_2) \) do
18: \( X = [X_h, X_f] = A[:, i : i + w - 1] \in \mathbb{R}^{N \times w} \);
19: Randomly sample latent vector \( z \in \mathbb{R}^m \);
20: Generate \( B[:, i : i + f - 1] = G(z, X_h) \in \mathbb{R}^{N \times f} \) with de-normalization in Eq. (8);
21: end for
22: Output the synthetic series \( B \);
Figure 7: Actual price trend (black solid line) of the US assets, five representative simulations (colored dashed lines) generated by HybridCGAN (upper two rows), and five representative simulations generated by CGAN (lower two rows) for the first 100 trading days in the test set.

Figure 8: (Annual) return-SR measured on the test period by randomly sampling 1000 series.

(from Automotive sector), VK.PA and SOI.PA (from Industrials sector), DTE.DE and SAP.DE (from Technology sector), BAS.DE (from Basic materials sector), BAYN.DE (from Healthcare sector), and two indices, ^FCHI and ^GDAXI, that track the German and French stock markets respectively.

The specific time periods and assets are chosen by following the four criteria. 1). Data diversity: in each market, we include companies from different sectors so that the final strategies are somewhat sector-neutral with fewer risks; 2). Data availability: we cover as a longer period as possible to make a decent prediction; the periods are selected to make all the assets have same frame length; 3). Data correctness: given the Yahoo Finance data source, we only include the data that do not have NaN values; 4). Currency homogeneity: in each region, the traded currencies are the same. Figure 6 shows the series of different assets where we initialize each portfolio with a unitary value for clarity. In all experiments, the same parameter initialization is adopted when conducting different tasks. We compare the results in terms of performance of portfolio allocation and diversification of the assets. In a wide range of scenarios across various tasks, HybridCGAN and HybridACGAN improve portfolio evaluations, and lead to return-risks performances that are as good or better than the existing Markowitz framework, CGAN, and ACGAN methodologies.
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Figure 9: Portfolio values for different diversification risk settings. Reference benchmarks are shown with dashed lines (Index or ETF assets). HybridCGA, HybridACGAN, CGAN, ACGAN, and Markowitz with solid lines.

Figure 10: The hybrid approaches surpass the non-hybrid alternatives reference approach on financial performance where the shaded bars are the standard deviation over means. Red horizontal lines are the relative Markowitz results.

Network structures for the conditioner (in HybridCGAN and CGAN), encoder, decoder (in HybridACGAN and ACGAN), generator, discriminator (in HybridCGAN, HybridACGAN, CGAN, and ACGAN), and proposer (in HybridCGAN and HybridACGAN) are provided in Appendix A. In all experiments, we train the network with 1,000 epochs. For simplicity, we set the risk-free interest \( r_f = 0 \) to assess the Sharpe ratio evaluations.

4.1. Generating Analysis

We follow the training and testing procedures in Algorithm 1. Given the training matrix \( M \) of size \( N \times D \) (where \( N \) is the number of assets and \( D \) is the number of days in the daily analysis context) and the window size \( w = h + f \) where \( h \) is the length of the historical window and \( f \) is the length of the future window, we define the index set \( S_1 = \{1, 2, \ldots, D - w + 1\} \) so that \( D - w \) samples can be extracted for each training epoch. While at the testing stage, given the testing matrix \( A = \mathbb{R}^{N \times K} \), the index set is obtained by \( S_2 = \{h + 1, h + f + 1, \ldots\} \) so that \( (K - h)/f \) samples can be obtained (supposed here \( K - h \) can be divided by \( f \)). The output \( B = \mathbb{R}^{N \times K} \) of Algorithm 1 is the financial market simulation of the \( N \) assets in \( K \) days (here \( N = 10 \) and \( K = 800 \) in our datasets for both US and EU regions). To be more concrete, the first \( h \) days of \( B \) are just copies of \( A \), while the next \( f \) days are the synthetic series based on the data of the first \( h \) days; the next \( f \) days are the synthetic series based on the data between the \( f \)-th and \( (f + h) \)-th days; and so on.

We set window size \( h = 40 \), \( f = 20 \) and \( w = 60 \) in all experiments. Figure 7 shows the actual price trend (black solid line) of the US assets for the first 100 trading days in the test set, and five representative simulations generated by HybridCGAN and CGAN models (colored dashed lines). The proposed hybrid methods are not seeking simulations that are closer to the real series, but find the typical trends of the series, e.g., there is a big drawdown for GOOG, MSFT, PFE, HES, XOM, WBA, and IYY around 80-th day; and an increase for SHY around 80-th day.

4.2. Portfolio Analysis

After generating the synthetic series for each asset, we optimize over the fake series to generate minimal Sharpe ratio weight allocations (for HybridCGAN, HybridACGAN,
For Markowitz framework, the optimization is done over the past data (here we use \( h \) days). We consider three rebalance settings: a defensive setting with rebalancing every \( \eta = 10 \) days; a balanced setting with \( \eta = 15 \); and an aggressive setting with \( \eta = 20 \). Figure 8 presents the distribution of return-SR (Sharpe ratio) scatter plots with 1,000 draws from HybridCGAN, HybridACGAN, CGAN, and ACGAN models, and the one from Markowitz framework. The points in the upper-right corner are the better ones.

Figure 10 shows the distribution of Sharpe ratios over 1,000 draws where the shaded bars are the standard deviation over means. We observe that all the HybridCGAN models surpass the alternative CGAN approaches; and in most cases, the HybridACGAN models perform better than the ACGAN model except when \( \eta = 10 \) in the US region and \( \eta = 20 \) in the EU region. The hybrid approach has a smaller variance such that the final strategies are more stable.

The end strategies from HybridCGAN, HybridACGAN, CGAN, and ACGAN are the ones by taking average weight from these 1,000 draws on each rebalancing date (we call it mean strategy). Figure 9 shows the portfolio value series of mean strategies for HybridCGAN, HybridACGAN, CGAN, ACGAN, and the one from Markowitz framework along the test period where we initialize each portfolio with a unitary value. The hybrid approaches dominate the other approaches in terms of the final portfolio values and Sharpe ratios.

When we apply the mean strategy in the US region with \( \eta = 15, 20 \), the hybrid versions of CGAN and ACGAN achieve both better return and Sharpe ratio evaluations compared to the mean strategies of non-hybrid approaches. Similar results are observed in the EU region with \( \eta = 10, 15 \). The Sharpe ratio of ACGAN model for US region with \( \eta = 10 \) obtains best performance among other results (SR=1.72); however, its final portfolio value is not the best where the HybridCGAN obtains the best final portfolio value with a decent Sharpe ratio of 1.32.

### 4.3. Weight Distribution

In Figure 11, we present the distributions of weights over time on the test period for the US region with rebalancing every 20 days and the corresponding portfolio values of the 10 assets. Since we use the first 40 trading days as the historical series, weights of only 760 days are shown in the figure. We observe that the Markowitz model puts a large weight on the SHY asset for the first 300 trading days; while in this period, companies in IT sector (GOOG and MSFT) receive large positive returns making the Markowitz result less competitive.

Moreover, we find that there is a big drawdown for the IT companies since the 600-th day and 700-th day. The HybridCGAN and HybridACGAN perform well compared to their non-hybrid versions in that they put less weight on these companies during the drawdown periods. Further, one can easily observe that the portfolios from the HybridCGAN and HybridACGAN are more diversified than those from CGAN, ACGAN, and Markowitz. Hybrid methods are able to systematically improve the returns achievable.

For other rebalancing days and weights distribution for the EU region, results are provided in Figure 12, 13, 14, 15, and 16; and we shall not repeat the details.
5. Conclusion

The paper aims to solve the issue of poor prediction ability in the CGAN and ACGAN methodology for portfolio analysis. We propose a simple and computationally efficient algorithm that incorporates a deep neural regression model and requires little extra computation. A potential future work on the HybridCGAN and HybridACGAN models is to further reduce the variance of different draws such that the end strategy will be more stable and consistent.
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A Hybrid Approach on Conditional GAN for Portfolio Analysis

A. Network Structures

We provide detailed structures for the neural network architectures we used in our experiments in this section. Given the number of assets $N$, historical length $h$, future length $f$ ($w = h + f$), and latent dimension $m$ for the prior distribution vector $z$, we consider multi-layer perceptron (MLP) structures, the detailed architecture for each fully connected layer is described by $F((\text{num inputs}) : (\text{num outputs}) : (\text{activation function}))$; for an activation function of LeakyRelu with parameter $p$ is described by $\text{LR}(p)$; and for a dropout layer is described by $\text{DP}(\text{rate})$. The conditioner in CGAN shares the same structure as the encoder in the ACGAN model (see Figure 2 and Figure 3). Then the network structures we use can be described as follows:

$$\text{Conditioner} = \text{Encoder} = F(N \cdot h: 512: \text{LR}(0.2)) \cdot F(512:512:\text{LR}(0.2)) \cdot \text{DP}(0.4) \cdot F(512:16)$$  \hspace{1cm} (13)

$$\text{Decoder} = F(16:512:\text{LR}(0.2)) \cdot F(512:512:\text{LR}(0.2)) \cdot \text{DP}(0.4) \cdot F(512:N \cdot h)$$  \hspace{1cm} (14)

$$\text{Simulator (in CGAN or ACGAN)} = F(m+16:128:\text{LR}(0.2)) \cdot F(128:256:\text{LR}(0.2)) \cdot F(256:512:\text{LR}(0.2)) \cdot F(512:16)$$  \hspace{1cm} (15)

$$\text{Simulator (in HybridCGAN or HybridACGAN)} = F(m+16:128:\text{LR}(0.2)) \cdot F(128:256:\text{LR}(0.2)) \cdot F(256:512:\text{LR}(0.2)) \cdot F(512:16) \cdot F(1024:N \cdot f: \text{TanH})$$ \hspace{1cm} (16)

$$\text{Discriminator} = F(N \cdot (h+f):512: \text{LR}(0.2)) \cdot F(512:512:\text{LR}(0.2)) \cdot \text{DP}(0.4) \cdot F(256:512:\text{LR}(0.2)) \cdot F(512:1)$$  \hspace{1cm} (17)

$$\text{Proposer} = F(N \cdot (h+1): 512: \text{LR}(0.2)) \cdot F(512:512:\text{LR}(0.2)) \cdot \text{DP}(0.4) \cdot F(512:16),$$  \hspace{1cm} (18)

where the highlighted 1 in proposer network is the input of the historical mean values (Eq. (10)). Due to effect of the proposal network, the outputs of the generator (or simulator) are not constrained into the range of [-1,1], we also multiply the result by 100 in the simulator of HybridCGAN or HybridACGAN. We trained networks using Adam’s optimizer with learning rate $2 \times 10^{-5}$, $\beta_1 = 0.5$, and $\beta_2 = 0.999$. We set the penalization parameters $\lambda_1 = 10$ and $\lambda_2 = 3$. The latent dimension is $m = 100$. And we trained models for 1,000 epochs.

B. Weight Distributions under Different Settings

As shown in the main paper, Figure 11 presents the weight distribution over time on the test period for the US region with $\eta = 20$. Figure 12 and 13 show the weight distributions for the US region with $\eta = 10, 15$ respectively. Again, we observe that the HybridCGAN and HybridACGAN still have a more diverse portfolio allocation. Figure 14, 15, and 16 then present the weight distributions for the EU region with $\eta = 10, 15, 20$ respectively.

Figure 12: Weights distribution over time on the test period for HybridCGAN, HybridACGAN, CGAN, ACGAN, and Markowitz models for the US region with rebalancing every 10 days.
Figure 13: Weights distribution over time on the test period for HybridCGAN, HybridACGAN, CGAN, ACGAN, and Markowitz models for the US region with rebalancing every 15 days.

Figure 14: Weights distribution over time on the test period for HybridCGAN, HybridACGAN, CGAN, ACGAN, and Markowitz models for the EU region with rebalancing every 10 days.
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|                  | Date Index | Portfolio Value |
|------------------|------------|-----------------|
| ^FCHI            | 0          | 10              |
| ^GDAXI           | 200        | 20              |
| BMW.DE           | 400        | 30              |
| VOW3.DE          | 600        | 40              |
| SOI.PA           | 800        | 50              |
| VK.PA            | 1000       | 60              |
| BAS.DE           | 1200       | 70              |
| SAP.DE           | 1400       | 80              |
| DTE.DE           | 1600       | 90              |
| BAYN.DE          | 1800       | 100             |

|                  | Date Index | Portfolio Value |
|------------------|------------|-----------------|
| ^FCHI            | 0          | 10              |
| ^GDAXI           | 200        | 20              |
| BMW.DE           | 400        | 30              |
| VOW3.DE          | 600        | 40              |
| SOI.PA           | 800        | 50              |
| VK.PA            | 1000       | 60              |
| BAS.DE           | 1200       | 70              |
| SAP.DE           | 1400       | 80              |
| DTE.DE           | 1600       | 90              |
| BAYN.DE          | 1800       | 100             |

Figure 15: Weights distribution over time on the test period for HybridCGAN, HybridACGAN, CGAN, ACGAN, and Markowitz models for the EU region with rebalancing every 15 days.

|                  | Date Index | Portfolio Value |
|------------------|------------|-----------------|
| ^FCHI            | 0          | 10              |
| ^GDAXI           | 200        | 20              |
| BMW.DE           | 400        | 30              |
| VOW3.DE          | 600        | 40              |
| SOI.PA           | 800        | 50              |
| VK.PA            | 1000       | 60              |
| BAS.DE           | 1200       | 70              |
| SAP.DE           | 1400       | 80              |
| DTE.DE           | 1600       | 90              |
| BAYN.DE          | 1800       | 100             |

|                  | Date Index | Portfolio Value |
|------------------|------------|-----------------|
| ^FCHI            | 0          | 10              |
| ^GDAXI           | 200        | 20              |
| BMW.DE           | 400        | 30              |
| VOW3.DE          | 600        | 40              |
| SOI.PA           | 800        | 50              |
| VK.PA            | 1000       | 60              |
| BAS.DE           | 1200       | 70              |
| SAP.DE           | 1400       | 80              |
| DTE.DE           | 1600       | 90              |
| BAYN.DE          | 1800       | 100             |

Figure 16: Weights distribution over time on the test period for HybridCGAN, HybridACGAN, CGAN, ACGAN, and Markowitz models for the EU region with rebalancing every 20 days.