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Abstract: The consumer behavior analysis is the technique which is applied to analyze consumer behavior. The customer behavior analysis has the three steps which are pre-processing, feature extraction and classification for prediction. In the previous work, Naïve Bayes was applied for the consumer behavior analysis. In this work, hybrid classifier is designed for the customer behavior analysis using Decision Tree and KNN. The proposed method is implemented in anaconda python and results are compared with the previously used Naïve Bayes method, for this analysis consumer reviews from Amazon website are used.

Index Terms: Consumer behavior, Decision Tree, KNN, Naïve Bayes.

1. INTRODUCTION TO CONSUMER BEHAVIOR

Over the years, e-commerce has gained huge popularity. Due to its extensive comfort and time-saving properties people prefer online shopping today. There are several retail websites online which provide a platform for clients to buy millions of products online. Amazon and Snapdeal are the most commonly known online websites where customers can also sell and purchase products online [1]. It is also possible for the clients to post reviews related to certain products online so that the other consumers can have a viewpoint regarding the products which they want to purchase. Highly valuable information related to the qualities of products is provided through the customer reviews [2]. However, these reviews are very confusing and disorganized due to which it is difficult for an individual user to summarize such large numbers of reviews at one time. Thus, it is important to provide an easy mechanism through which the reviews of users can be analyzed and evaluated. Aspects play a very important role in reviews. An attribute of a particular product is called an aspect and one product possibly has several aspects [3]. Certain aspects can be more important than the others in terms of the impacts caused by them on decision making process of consumers as well as the organizations and product development strategies. For instance, aspects like “picture quality” and “lenses” have higher impact in comparison to the “wrist strap” aspect in case of a Nikon camera product [4]. Not only the quality of products but also their reputation can be improved through the reviews of important aspects of the product as per the organizations. The manual identification of these aspects from the reviews of the product is very difficult and thus, various approaches are needed for this [5]. The word-to-mouth reference or recommendation of a product will benefit the producer if a consumer who is highly satisfied by a product. The costs and efforts of others can be reduced alternatively for other individuals as well. However, a consumer can have a strong sense of justice of informing others about the quality of a product whether he/she is satisfied or not with the product [6]. The other individuals can be prevented from facing similar experiences with the help of that reviews. Irrespective of any of these situations, the real feelings and actual detail description provided by genuine users helps other customers collect lots of information about the quality of a product [7]. The consumers can thus make better purchase decisions with the help of these reviews.

Fig. 1. General Process of Consumer Behavior Analysis [23]

Fig. 1. Shows the general steps that are involved when analyzing the customer’s behavior on the basis of reviews collected related to the products. In the first step the reviews of customers are collected from different sources. The important data related to the reviews is extracted and separated from the remaining extra data posted by the customer in the second step. After the extraction of specific reviews, the important features from the review are extracted [8]. These extracted features define the polarity of the review such as the review is “positive”, “negative” or “neutral”. After the extraction of features, they need to be classified through feature classification step [9]. The features are classified into different categories based on their
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II. LITERATURE REVIEW

Yuanlin Chen, et.al (2015) studied the major actors that were in relevance to the helpfulness of reviews from the viewpoint of a client [11]. Initially, the three hypotheses related to review helpfulness were proposed on the basis of explanatory theory. The behavioral and psychology theory were included within this study. The major factors that affected the helpfulness of reviews from various dimensions were discussed from three hypotheses. The time and efforts required by a client to identify the required reviews of a particular product were saved by the information achieved through the proposed approach.

Hernandez Sergio, et.al (2017) proposed a linear-temporal logic model checking mechanism through which the structured e-commerce web logs were analyzed [12]. It was possible to convert the web logs into event logs which captured the behaviors of users by defining a general method of mapping log records based on the e-commerce structure. Further, for identifying the various behavioral patterns which included various actions performed by a client in a session, several predefined queries could be performed here. Towards the end, a real case study of a Spanish e-commerce website was used to test the efficiency of proposed approach. It was seen that the proposed approach provided highly effective outcomes.

Ru Jia, et.al (2017) proposed a novel classification approach through which the purchasing strategies of clients could be predicted [13]. The previously existing approaches included data rating which was not required in this proposed approach which included Bayesian classification mechanism. For performing classification, the user clicking behavior features were applied using Naïve Bayes classifier since it was commonly known for its simplicity and high efficiency. The outcomes proved the effectiveness of proposed approach as compared to previous approaches.

Ting Bai, et.al (2018) presented a study that focused on analyzing the behavioral factors of early reviewers on the basis of the reviews provided by them online [14]. Two commonly used e-commerce platforms named Amazon and Yelp were used in this research. Early, majority and laggards are the three consecutive steps in which the product lifetime was categorized. It was seen that a higher average rating score was assigned to an early reviewer. Also, more helpful reviews were posted by an early reviewer. It was also seen that the popularity of product was influenced by early reviewers’ rating and their received helpfulness scores.

Namuk Ko, et.al (2018) proposed a technique for identifying the product opportunities from reviews of clients posted on social media [15]. Based on the several review posts posted by the clients for a given product, a topic modeling was designed by this research. On the basis of co-occurrences related to the topics present in every post, a keygraph was constructed here. Further, for generating new product opportunities from chance nodes achieved from keygraph, the chance discovery theory was applied. On the basis of large-scale and real-time VOC, the systematic ideation process was contributed for product opportunity analysis in this research.

Yusheng Zhou et.al (2019) proposed a random forest mechanism which used numerical and textual properties for predicting the review helpfulness [16]. It was seen through this research that for predicting the helpfulness of online reviews, the most important factor was review length. It was also seen that based on three various review types the importance of numerical properties was higher in comparison to the textual properties. Therefore, it was seen that to differentiate a helpful product review, the reviewed reputation was considered as an important predictor.

III. CLASSIFIER USED FOR HYBRID CLASSIFICATION

This research work is related customer behavior analysis. The customer behavior analysis technique which is designed in this research work will be based on the hybrid classification. The hybrid classification approach will be the combination of two classifiers which are Meta classifiers and base classifier. The base classifier will extract the features of the dataset means it will establish relation between target set and attribute. In the last, the Meta classifier will be applied which can generate the final classified result of prediction. In this work, the base classifier will be decision tree and Meta classifier will be KNN. The explanation is given below:-

Base-classifier: The classifier that is used within its default parametric settings is called the base classifier. Minimum two components named the predicted class and class probability distribution are included within the output of every base-level classifier for example the test set. A supervised learning algorithm which is mostly categorized into classification problems is called decision tree. The population or sample is categorized into two or more homogeneous sets on the basis of most significant splitter in the input variables in this technique. A tree structure is generated through decision tree by generating classification or regression models. A dataset is broken down into smaller subsets while at similar time duration an associated decision tree is designed incrementally. There are decision nodes and leaf nodes generated in the final result. There are two or more branches included in the decision node. A classification or decision is represented through a leaf node. Root node is the topmost decision node where a tree corresponds to the best predictor. Both categorical and numerical data are handled through decision trees. Depending upon the type of target variable, the types of decision tree are categorized. The decision tree that includes

respective properties and polarities. In order to perform feature classification, particular classifier Decision Tree is used among several existing classifiers like SVM, KNN, Naïve Bayes, and so on [10]. Then KNN is used for final classification and the results are finally used by vendor for further action for business purposes. It means that the proposed algorithm is the hybrid of Decision Tree and KNN [18].
categorical target variable is included in the categorical variable decision tree. If the decision tree includes continuous target variable it is categorized as continuous variable decision tree.

**Meta-classifier:** When the classifiers are combined, meta-classification is performed. The meta-classification includes three important steps. Multiple training subsets are generated from a training set in the initial step. Further, based on the algorithm and data training subset, every classifier is constructed individually in the second step. The results of base classifiers are integrated in the third step. The final higher-level step is called the Meta-classifier in which the final outcomes are achieved. The samples are classified by this classifier on the basis of nearest training samples. In the training process, the feature vectors as well as the labels of training images are stored. During the classification process, the unlabelled question point is ruled out when labeling the k-nearest neighbors. The characterization of object is done through the majority share based on the labels of k-NN. In the event where k=1 the object is classified on priority basis since that object is nearest to it. In the presence of only two classes, k is known to be an odd integer. The possibility of a tie to occur also arises when k is an odd whole number at the time of performance of multiclass categorization. The most important task of KNN classifier is to classify the samples on the basis of majority class of its nearest neighbor.

\[
\text{Class} = \arg \max_v \sum_{(X_i, y_i) \in D_z} I(v = y_i)
\]  

In the above equation (1), v represents the class label and y_i represents the class label for ith nearest neighbors, i denote an indicator function where value 1 is returned if the argument is true or else 0 values is returned. Therefore, the assignment of samples is done in the class of k-NN. It is important to select an appropriate similarity function and value of parameter k for making the recognition task successful.

**Data Collection:** Initially the data is collected of consumer reviews of Amazon e-commerce website from UCI repository which contains the reviews regarding various products of Amazon having varying polarity like some are positive, some are negative and some are neutral.

**Pre-processor:** After collection of data from UCI repository, data is preprocessed. It contains three steps that are:

- **Tokenizing:** It means that dividing the paragraph into a different set of statements or it can be dividing a statement into different [17] set of words. For example, The movie was great! Then this statement will be tokenized as

```
The    movie    was    great
```

- **Cleaning:** It means removing the special characters. For example we have exclamatory sign in the above sentence then this sign will be removed, the remaining part of sentence will be

```
The movie was great
```

- **Stopword Removal:** In this process all the words that do not add any value to the analysis is removed like is, am, are, was, he, she etc.

**IV. RESEARCH METHODOLOGY**

![Fig. 2. RESEARCH METHODOLOGY](image)

**Feature Selection:** In this process number of attributes is minimized into better subsets so that the accuracy could be more, the problem of overfitting could be removed and the training time could be minimized [19]. For this process machine learning algorithm is used called Decision Tree which is supervised learning algorithm. Each sentence is analyzed and sentiment score is given [22].

**Classification of Reviews using KNN:** After the features are extracted then the final classification is done using KNN algorithm. This method is non-parametric, it takes K closest training set as input and class membership as output [21]. For this the whole data set is divided into training and testing dataset then the classification algorithm is applied on training dataset. For this the value of K (number of nearest neighbors) is decided then based on this the distance between the new data point and the K number of nearest

![Figure showing the classification process](image)
neighbors is calculated which can be Euclidian or Manhattan distance. After this calculation voting is done for example the two distance calculations say that it belongs to class positive, one say that it belongs to class negative then result will be that this new data point belongs to class positive.

**Experimental Results:** After classification step, experimental results are calculated in the form of precision, recall, f1-score, accuracy and execution time. If that accuracy is acceptable then this procedure will be applied for testing dataset and if not then the whole procedure is repeated again.

**Classification for Prediction:** When the classification is done then output will be like how many reviews are positive, negative and neutral and this can be used for analyzing that how many consumers are satisfied or not satisfied with that product.

**Results:** Output of these reviews can be used by vendors for their business when they will come to know the whole scenario about their consumers whether they are satisfied or not so that they improve their services, quality, and policies.

V. EXPERIMENTAL RESULTS

**Dataset Description:** Dataset contains the reviews of consumer of Amazon website collected from UCI repository. It contains 1963 reviews of consumers [20] regarding Amazon products. The whole dataset is divided in training and testing dataset out of which 60% is training and 40% is testing.

**Classification Results:** Results of both classifiers are measured and compared in terms of Accuracy, Execution Time, Precision, Recall, f1-score. Classification report contains measures such as precision, recall and f1-score. There are three classes for classification that are positive (-1), neutral (0) and negative (+1).

As shown in fig. 5. The accuracy of the Naïve Bayes is compared with the Hybrid classifier. The Hybrid classifier is having high accuracy as compared to Naïve Bayes classifier. Naïve Bayes classifier is having 74.11% accuracy while on the other hand hybrid classifier is having 90.75% accuracy.
In fig. 6. The comparative analysis of execution time of Naïve Bayes and hybrid classifier is shown. The Naïve Bayes classifier has taken execution time of 1 second and the hybrid classifier has taken .7 second for execution.

VI. CONCLUSION

The prediction analysis is an approach of machine learning based on training the models then calculating its accuracy, if that accuracy is acceptable then that model will be used for predicting future possibilities based on the past information. This research work is based on the prediction analysis in which customer behavior prediction is done using e-commerce consumer reviews of products using hybrid classification approach considering Decision Tree and KNN. In the previous research, naïve Bayes classifier was applied for the customer behavior analysis but the accuracy was low to improve the accuracy of naïve Bayes, the hybrid classification approach is designed and implemented in this work. It is observed that the accuracy of the hybrid classification is more as when compared to naïve Bayes classifier. For testing the proposed approach several performance metrics are used precision, recall, f1 score and execution time. As consumer behavior is an emerging field, this proposed approach can be used in many fields as accuracy is high and for the future work apart from having only consumer reviews other types of data can be used for predicting consumer behavior which will be very beneficial.
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